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vAbstract
General Relativity predicts the existence of gravitational waves, which carry information about the
physical and dynamical properties of their source. One of the many promising sources of gravitational
waves observable by ground-based instruments, such as in LIGO and Virgo, is the coalescence of
two compact objects (neutron star or black hole). Black holes and neutron stars sometimes form
binaries with short orbital periods, radiating so strongly in gravitational waves that they coalesce
on astrophysically short timescales. General Relativity gives precise predictions for the form of the
signal emitted by these systems. The most recent searches for theses events used waveform models
that neglected the effects of black hole and neutron star spin. However, real astrophysical compact
objects, especially black holes, are expected to have large spins. We demonstrate here a data analysis
infrastructure which achieves an improved sensitivity to spinning compact binaries by the inclusion
of spin effects in the template waveforms. This infrastructure is designed for scalable, low-latency
data analysis, ideal for rapid electromagnetic followup of gravitational wave events.
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Refs. [1, 2] Secs. 2.5, 4.1
These articles present a characterization of the achieved LIGO and Virgo detector
sensitivity to binary neutron star coalescence in LIGO’s Fifth and Sixth Science Runs
and Virgo’s First, Second and Third Science Runs.
Refs. [3, 4] Chap. 4
These articles present two searches for compact binary coalescence signals in data
collected during LIGO’s Sixth and Virgo’s Second and Third Science Runs.
Refs. [3–7] Chap. 4
These articles present the implementation and application of the loudest event statis-
tic for interpreting search results in terms of event rates. Refs. [6,7] are not discussed
in this thesis.
Refs. [8, 9] Secs. 6.2, 7.2
These articles illustrate the application of an extensible, generic platform for gener-
ating template banks for compact binary searches.
Ref. [8] Sec. 6.3
This article demonstrates that a three parameter aligned-spin waveform model may
be adequate for the detection of a realistic population of compact binary systems
with generic component spins.
Ref. [9] Secs. 7.2, 7.3
This article demonstrates an end-to-end pipeline analysis in S5 LIGO detector noise
for which spinning templates improve the search sensitivity to aligned spin signals.
We also extend these results to simulated aLIGO noise (unpublished).
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1Chapter 1
Gravitational Waves from
Compact Binary Coalescence
Student: Dr. Einstein, aren’t these the same questions as last
year’s [physics] final exam?
Einstein: Yes, but this year the answers are different.
General Relativity (GR) predicts [10] that local changes in a gravitational field are communicated
across large distances via gravitational waves (GWs), which carry energy and momentum away from
the field at the speed of light. These waves manifest themselves physically as changes in the proper
distance between two freely falling test masses, that is, two bodies with negligible self-gravity moving
only under the influence of some external gravitational field. The expected size of the effect at Earth
from distant astrophysical sources is extraordinarily small even for the most massive and dynamic
gravitating systems. A strong source of gravitational waves might optimistically induce at Earth
a change in proper distance of peak amplitude ∆L ∼ 10−18 m between two masses separated by
L = 1 km. Nonetheless, an ambitious worldwide effort [11–14] has led to the development of ground-
based detectors with proven sensitivity [1, 2] to such small length changes. Over the next decade,
these detectors will continue to improve in sensitivity and bandwidth [15, 16] and hopefully soon
make the first direct measurement of GWs.
One of the most promising sources of detectable gravitational waves is the coalescence of compact
binaries, that is, binaries consisting solely of neutron stars and/or black holes. According to GR,
binary systems lose energy through the emission of GWs, shrinking their orbits. If the components
of the binary are compact enough, such as with a neutron star or a black hole, the orbit may decay
2until the components orbit each other upwards of ten times a second and eventually merge together
in what is one of the most energetic astrophysical events thought to occur in Nature, with energy
scales exceeding EGW & 1053 erg. In the following chapters, we report on the results of recent
searches for GW signals from compact binary coalescences (CBCs) and demonstrate methods to
improve the sensitivity to such signals in future observations.
In this chapter, we motivate our study of GWs from CBCs. We review the basic properties
of gravitational waves and show why CBCs are promising targets for GW science. One especially
appealing aspect of compact binaries is that their gravitational wave signal can be accurately pre-
dicted by General Relativity. Having these waveform models allows for (i) the efficient extraction
of the weak GW signal from noisy detector data and (ii) the interpretation of observations in terms
of the physical parameters which describe the binary system, such as the component masses and
spins. We review two plausible astrophysical scenarios which lead to the formation of coalescing
compact binaries. There are large uncertainties in the details of these scenarios and electromagnetic
observations of compact binaries are limited. Based on our understanding of the formation channels
for these systems, together with what limited observational data we have, we then assess reasonable
expectations for the event rates for CBCs.
We close the chapter with a brief review of two waveform models for binary systems with spinning
components. While having accurate waveform models for the expected signal in principle improves
the ability to extract these signals from the noisy detector data, the successful calculation and search
implementation of waveforms which include all possible physical effects is non-trivial. We will later
use the waveforms presented at the end of this chapter to study the importance of spin for detection
and to demonstrate a search pipeline with improved sensitivity to spinning signals.
1.1 Gravitational waves in General Relativity
In General Relativity, space-time is a four-dimensional manifold M endowed with a metric tensor
field g whose properties determine the motion of free particles. The manifold curves in response
to the presence of energy and momentum, and the relationship between space-time curvature and
energy-momentum is governed by the Einstein equations
Rµν − 1
2
Rgµν =
8piG
c4
Tµν , (1.1)
3where Rµν is the Ricci curvature tensor, R its trace, gµν is the field metric, and Tµν is the stress-
energy tensor. The local physics defines the stress-energy; the Einstein equations govern how space-
time changes in response to this stress-energy.
The metric tensor g is the fundamental geometric construct in GR. The metric gives rise to
the concept of length and determines the motion of free particles. For two infinitesimally separated
points P and Q in space-time, the invariant distance ds between them is given in terms of the metric
and local coordinates as
ds2 = gµνdx
µdxν , (1.2)
where dxµ = xµ(P) − xµ(Q). We adopt the standard convention that repeated indices indicate
summation over those indices. For a finite path γ : [a, b]→ M described in terms of coordinates as
xµ = xµ(τ), its length is defined as
L =
∫
γ
ds =
∫ b
a
√
gµν
dxµ
dτ
dxν
dτ
dτ. (1.3)
These constructs then determine the motion of free particles, i.e., particles moving only under the
influence of gravity. If a free particle begins and ends at two finitely separated points γ(a) and
γ(b), then of all paths through M connecting these points, the particle moves along that of minimal
length as defined by Eqn. 1.3.
The Einstein equations represent a set of ten coupled, non-linear, partial differential equations
for the metric tensor, and exact solutions to these equations are difficult to find. The Ricci tensor
on the left hand side of Eqn. 1.1 is defined as sums and products of the Christoffel symbols Γαβγ and
their partial derivatives by the formula
Rµν = ∂ρΓ
ρ
νµ − ∂νΓρρµ + ΓρρλΓλρµ − ΓρνλΓλρµ. (1.4)
The Christoffel symbols are themselves derivatives of the metric
Γαβγ =
1
2
(∂βgγα + ∂αgγβ − ∂γgαβ) (1.5)
and Γαβγ ≡ gαδΓδβγ . In the study of gravitational wave sources, we are typically interested in physical
systems which involve strong and highly dynamical gravitational fields and for understanding such
systems there is no getting around confronting the difficulties imposed by the non-linearity of the
4Einstein equations.
However, our primary interest here is in the detection of the relativity weak observable effect
of gravitating systems far from the source, for which Tµν = 0. In this case, the Einstein equations
simplify to
Rµν = 0. (1.6)
Far away from the gravitational source, we can consider the space-time as a small perturbation to
the flat Minkowski space-time, writing
gµν = ηµν + hµν , (1.7)
where
ηµν =

-1 0 0 0
0 1 0 0
0 0 1 0
0 0 0 1

(1.8)
and where hµν  1. Under these assumptions, Eqn. 1.6 admits a transversely-propagating wave
solution, which travels at the speed of light and has two independent degrees of freedom. If we
choose our coordinates such that the wave travels in the +z direction, we can write the solution in
terms of the metric as
gµν = ηµν +

0 0 0 0
0 h+ h× 0
0 h× −h+ 0
0 0 0 0

, (1.9)
where h+ and h× are functions of time and space satisfying the wave equation,
(
∇2 − 1
c2
∂2
∂t2
)
h = 0, (1.10)
where h = h+ or h = h×. The wave equation Eqn. 1.10 is valid for the components of the metric
perturbation h in the transverse traceless (TT) gauge. In this gauge, the metric perturbation affects
only the components of the metric which are orthogonal to the direction of propagation (transverse),
and is symmetric about reflection through the direction of propagation (traceless). The amplitudes
h+ and h× correspond to the two possible polarizations for gravitational waves called plus and cross,
5Figure 1.1: Plus and cross polarizations of a gravitational wave. Gravitational waves have two basic polar-
izations, termed plus and cross. These polarizations manifest as ellipses with time-varying eccentricities and
axes rotated with respect to each other by pi/4 radians. Here we have chosen the axes such that the left
figure depicts the plus polarization and the right figure depicts the cross polarization. The third dimension
can be used equally well to visualize the effect of the polarizations in time at fixed z or in space at fixed
t. Note that for the purpose of demonstration the strains depicted here (h = 0.15) are highly exaggerated
compared to those strains (h ∼ 10−23) detectable by aLIGO instruments.
respectively. For more detail, see Ref. [17], one of the many classic texts on GR.
The general solution to Eqn. 1.10 in free space (without boundary conditions) is given by a
continuous spectrum of periodic functions,
h =
∫
h(ω) cos(~k · ~x− ωt+ δ)dω, (1.11)
where h(ω) is the wave amplitude at the frequency ω, ~k is the wave vector, and δ = δ(ω) is a phase
offset which may depend on frequency. The wave vector points in the direction of wave propagation
and has magnitude k = 2pi/λ for wavelength λ, which is related to the angular frequency ω through
the dispersion relation ω = ck. In general, a gravitational wave will consist of many different
frequency components. In applications, we often approximate the gravitational wave by a quasi-
monochromatic signal that has a single frequency f(t) which evolves over time.
It is also useful to consider only a single frequency component in understanding the physical
manifestation of a gravitational wave. Consider an ensemble of test particles situated on a ring of
6unit radius centered at z = 0. We take first the plus polarization for which h× = 0. The proper
distance from the origin to a point with coordinates (x, y) = (dx, dy) is
ds2 = gxxdx
2 + 2gxydxdy + gyydy
2
= (1 + h+ cos(ωt))dx
2 + (1− h+ cos(ωt))dy2. (1.12)
We can write this result in a more suggestive form by dividing through by (1 − h+ cos(ωt))(1 +
h+ cos(ωt)) and using the weak field approximation to discard terms of order O(h2+). In doing so,
we find that
ds2 =
dx2
1− h+ cos(ωt) +
dy2
1− h+ cos(ωt) . (1.13)
From this expression, we see that the locus of points at constant proper distance describes an ellipse
whose semi-major and semi-minor axes coincide with the x and y coordinate axes and have time-
varying lengths a =
√
1 + h+ cos(ωt) ≈ 1+ 12h+ cos(ωt) and b =
√
1− h+ cos(ωt) ≈ 1− 12h+ cos(ωt).
One can understand the cross polarization in a similar way. One particularly simple way to see
the effect of the cross polarization on a ring of test particles is to notice that a rotation of pi/4 about
the z-axis transforms the cross polarization into the plus polarization. Suppose that the metric
perturbation in a given coordinate system is purely of the cross component, i.e.,
hµν =

0 0 0 0
0 0 h× 0
0 h× 0 0
0 0 0 0

. (1.14)
If we then apply a spatial rotation of pi/4 radians about the z-axis
Θ =

0 0 0 0
0
√
2
2
√
2
2 0
0 −
√
2
2
√
2
2 0
0 0 0 0

(1.15)
and use the usual tensor transformation law hµ′ν′ = Θ
µ
µ′Θ
ν
ν′hµν , we find that in these new coordinates
7the metric pertubation is given by
hµ′ν′ =

0 0 0 0
0 h× 0 0
0 0 −h× 0
0 0 0 0

. (1.16)
Thus, the physical manifestation of the cross polarization acting on a unit ring of test particles is
again an ellipse with time varying eccentricity, but whose axes are rotated by pi/4 radians relative
to the plus polarization. These two polarizations are illustrated in Fig. 1.1.
We have so far been working in a specific coordinate system in which the wave travels along
the +z direction, which is convenient for understanding the physical nature of these waves. This
coordinate system is referred to as the radiation frame (see Fig. 1.2). However, we frequently
encounter situations in which there is a different natural coordinate system within which to work.
It is useful therefore to have a coordinate-independent expression for the metric perturbation. In
the radiation frame, we can introduce two unit vectors, ~e1 and ~e2, which lie along the x and y axes,
respectively. We then define the plus and cross polarizations as
e+ ≡ ~e1 ⊗ ~e2 − ~e2 ⊗ ~e1 (1.17)
e× ≡ ~e1 ⊗ ~e2 + ~e2 ⊗ ~e1 (1.18)
where ⊗ denotes the outer product and bold face font indicates that the object represented is a
second rank tensor. With these expressions for the two polarizations, the metric perturbation can
then be concisely written as
h = h+e+ + h×e×. (1.19)
Although we have used the radiation frame to construct this expression for the metric perturbation,
the result is nonetheless coordinate-independent. Having this form for the metric perturbation will
be useful later when we need to express h in other coordinate systems.
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Figure 1.2: Coordinate systems for describing gravitational waves. We define three convenient coordinate
systems for describing gravitational waves and the related angular parameters which transform from one
frame to another. Figure courtesy of P. Ajith.
1.2 Gravitational waves from compact binary coalescence
We have just established some of the general properties of gravitational waves. Now we want to
relate the form of a gravitational wave to the properties of the source generating it. We focus
specifically on binary sources which consist of only neutron stars and/or black holes. We refer to
such binary systems as compact binaries; they may be one of binary black holes (BBHs), binary
neutron stars (BNSs) and neutron star–black hole binaries (NSBHs). Gravitational waves carry
away energy from the source. In a binary system, this loss of energy results in a shrinking orbital
9separation. If the two objects in a compact binary start out in a sufficiently close orbit, they may
radiate so much energy in GWs that the two objects coalesce on realistic astrophysical timescales.
Compact binary mergers are fortunately relatively simple to model, and the GW signature of these
systems can be accurately predicted by solving the field equations of GR. In this section, we illustrate
the basic features of the gravitational wave signature of these spectacular events.
We give only a very elementary overview of the basic concepts involved in computing the gravita-
tional wave signals from CBCs. The general treatment of the calculation of gravitational waveforms
from compact binary coalescence is far beyond the scope of this thesis. Instead, we will attempt
only to provide some intution to the nature of the compact binary coalescence signal by considering
these systems in the quasi-Newtonian limit, where analytic expressions are relatively easy to obtain.
More accurate analytic and semi-analytic expressions for the gravitational waveform from CBCs to
higher post-Newtonian order are well known [18], and we will briefly outline the flavor of these more
sophisticated calculations. The post-Newtonian approximation breaks down near the coalescence
of the binary when the characteristic velocities approach the speed of light. In the merger regime,
one has to confront the full non-linearity of the field equations, and developing waveform models
requires insight from numerical simulations [19–21].
The post-Newtonian formalism is a semi-perturbative approach to computing the gravitational
waveform in the slow motion limit. We associate with the binary a dimensionless characteristic
velocity
v ≡ (GMωorb)
1/3
c
, (1.20)
where M is the binary total mass and ωorb is the orbital angular frequency. The post-Newtonian
order refers to half the largest exponent in v to which the expansion is computed, i.e., the Nth
post-Newtonian order approximation to the binary inspiral contains all terms up to v2N . However,
we note that there are actually as many as four characteristic velocities associated with any given
binary – the two individual component orbital speeds and, in the presence of spin, the surface
velocities of the spinning bodies. Thus, the accuracy of a post-Newtonian approximation at fixed
post-Newtonian order may vary dramatically over the parameter space as the adequacy of the
parameter v to characterize the system’s degree of relativistic behavior varies.
We make an adiabatic approximation to the binary dynamics, referred to as the stationary phase
approximation, in which the time scale for the radial inspiral is large compared to the orbital period.
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Specifically, we assume
r˙  rω. (1.21)
This approximation effectively allows us to ignore terms involving r˙ in the following calculations.
At any moment, we assume that the binary parameters are described by the Keplerian relation
ω2 =
GM
r3
, (1.22)
where M = m1 + m2 is the total binary mass. We introduce general relativistic dynamics to the
system by considering the energy carried away by the GWs.
The generation of gravitational waves is given to leading order in v by the quadrupole radiation
formula [10, 17]
hTTij (t) =
2
D
G
c4
Q¨TTij
(
t− D
c
)
, (1.23)
where D is the distance to the source center of mass and QTTij is the source mass quadrupole moment
computed in the TT gauge. For a system of point masses, which we will take as a first approximation
for compact binaries, the mass quadrupole moment is defined as
QTTij =
∑
k
mk(xixj − 1
3
r2δij). (1.24)
where xi and xj are the ith and jth component of the kth object’s position vector. The sum is
taken over the masses in the system. The component-wise definition in Eqn. 1.24 is equivalent to
the coordinate-independent tensor definition
Q =
∑
k
mk(~rk ⊗ ~rk − 1
3
|~rk|2δ), (1.25)
where δ is the Kronecker tensor.
Eqn. 1.23 applies specifically to the coordinates of the radiation frame, as defined in the previous
section and in Fig. 1.2. On the other hand, at least for binary systems, it is simpler to compute the
quadrupole moment in the source frame, which we define as the coordinate system whose origin lies
at the center of mass and z-axis points along the direction of the binary total angular momentum
~J = ~L+~S1+~S2, where ~L is the orbital angular momentum and ~Si are the spin angular momenta of the
component bodies (see Fig. 1.2). The x and y axes are taken to lie in the plane of the binary orbit so
as to form a right-handed coordinate system. We note that if the spins are not aligned to the orbital
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angular momentum, then there is precession of the orbital plane and the coordinate system is usually
specified by the angular momentum at some fiducial reference time. After computing the quadrupole
moment in the source frame coordinates with the tensorial definitions given in Eqn. 1.25, we can
transform back to the radiation frame and project onto the TT gauge to compute the gravitational
radiation coming from the source at an arbitrary direction.
Consider two black holes of masses m1 and m2 in a circular Netwonian orbit about their center
of mass. In the source frame, the position vectors of the two bodies are given by
~r1 =
rm2
m1 +m2
(cos(ωt), sin(ωt), 0) (1.26)
~r2 =
rm1
m1 +m2
(− cos(ωt),− sin(ωt), 0) , (1.27)
where r is the orbital separation and ω is the orbital angular frequency. From these expressions,
we can then compute the quadrupole moment in the source frame using the definition in Eqn. 1.25,
from which we find
Qij = r
2 m1m2
m1 +m2

cos2(ωt) sin(2ωt) 0
sin(2ωt) sin2(ωt) 0
0 0 0
 , (1.28)
where we have not yet removed the trace. To the level of approximation we are making here, the
trace is essentially constant, and the missing terms disappear when we take time derivatives.
We can now compute the metric perturbation via Eqn. 1.23 together with the binary quadrupole
moment computed in Eqn. 1.28. We find
hTTij (t) =
4G2
Dc4
m1m2
r

cos(2ωt) sin(2ωt) 0
sin(2ωt) -cos(2ωt) 0
0 0 0
 . (1.29)
If the source frame happens to coincide with the radiation frame, then we can simply read off the
gravitational wave signal from this result using Eqn. 1.23 and Eqn. 1.9, giving
h+(t) =
(
4G2m1m2
Dc4
)
cos(2ωt)
r
(1.30)
h×(t) =
(
4G2m1m2
Dc4
)
sin(2ωt)
r
. (1.31)
However, in general the radiation frame can be oriented differently with respect to the source frame.
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The relative orientation can be fully specified by two angles: the binary inclination ι and the
coalescence phase ϕcoal, as depicted in Fig. 1.2. We can compute the radiation in an arbitrary
direction by rotating the source frame by these angles and projecting onto the TT gauge. Rotating
first by the inclination angle, we find that
h+(t) =
1 + cos2 ι
2
(
4G2m1m2
Dc4
)
cos(2ωt)
r
(1.32)
h×(t) = cos ι
(
4G2m1m2
Dc4
)
sin(2ωt)
r
. (1.33)
We have already examined above the effect of an azimuthal rotation of the radiation frame and found
that the rotation mixes the plus and plus components, so the full expression for the gravitational
wave signal in the radiation frame is given by
h+(t) =
1 + cos2 ι
2
(
4G2m1m2
Dc4
)
cos(2ωt− 2ϕcoal)
r
(1.34)
h×(t) = cos ι
(
4G2m1m2
Dc4
)
sin(2ωt− 2ϕcoal)
r
. (1.35)
We note that the gravitational waveform consists of both + and × components which are pi/4 radians
out of phase. These waveforms are therefore elliptically polarized and the degree of ellipticity depends
on the orientation of the binary relative to the observer. In Fig. 1.3, we present a visualization of
the effects of a circularly polarized gravitational wave signal.
What we have computed so far is the gravitational radiation emitted by a stationary binary
system whose orbital separation never changes. However, gravitational waves carry away energy,
causing the radial separation to shrink with time. It can be shown [17] that the energy flux for a
gravitational wave is given by
〈E˙〉 = − c
3
32Gpi
〈h˙2+ + h˙2×〉, (1.36)
where the brackets indicate an average over a single orbit, during which r is nearly constant. Putting
our results from Eqns. 1.34 and 1.35 into Eqn. 1.36, we obtain
〈E˙〉 = −4G
4M(m1m2)
2
r5c5
(
1
4 (1 + cos
2 ι)2 + cos2 ι
)
piD2
. (1.37)
The gravitational wave flux is in the direction of propagation, and the total energy loss from the
system is given by integrating this flux over all angles. Integrating over a sphere of radius D, we
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Figure 1.3: Circularly polarized gravitational waves. For a face-on observer, gravitational waves produced
by coalescing compact binaries are circularly polarized. In the figure, the rotating arrows indicate the
instantaneous polarization of the gravitational wave. When the vector points horizontally, the wave consists
purely of the plus component. When the vector points at an angle pi/4 relative to the horizontal, the wave
consists purely of the cross component.
find that
16piD2
5
= 2piD2
∫ pi
0
(
1
4
(1 + cos2 ι)2 + cos2 ι
)
sin ιdι, (1.38)
and therefore that the total energy loss from the binary system is given by
〈E˙〉 = −64
5
G4M(m1m2)
2
r5c5
. (1.39)
This loss of energy corresponds to a decrease in the orbital separation r. For a Newtonian orbit, the
energy is related to the orbital separation by
E = −1
2
Gm1m2
r
. (1.40)
Simply taking derivatives, we can use this equation to relate the energy loss to the radial evolution,
which gives
dr
dt
=
1
2
r2
Gm1m2
dE
dt
. (1.41)
Using Eqn. 1.39, we can express the consequent evolution of the binary orbit as the time derivative
of the orbital separation as
dr
dt
= −64
5
G3
c5
m1m2(m1 +m2)
r3
. (1.42)
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One can immediately integrate this equation to obtain the evolution of the orbital separation
r(t) =
(
r40 −
256
5
G3
c5
m1m2(m1 +m2)t
)1/4
. (1.43)
Finally, combining this result with Eqn. 1.31, we obtain an expression for the gravitational wave
signal emitted by a compact binary system,
h+(t) =
1 + cos2 ι
2
GM
c2D
(
5GM
c3
)1/4
cos(2ωt− 2ϕcoal)
(tcoal − t)1/4
h×(t) = cos ι
GM
c2D
(
5GM
c3
)1/4
sin(2ωt− 2ϕcoal)
(tcoal − t)1/4 ,
(1.44)
where M is the so-called chirp mass and is related to the ordinary mass parameters by
M = µ3/5M2/5 = η3/5M. (1.45)
Here, µ is the reduced mass and η = µ/M .
Incidentally, we have also just computed the phase evolution of the binary, since ω =
√
GM/r3,
which when combined with Eqn. 1.43 gives
φGW(t) = 2ωt
=
2t
√
GM(
r40 − 2565 G
3
c5 m1m2(m1 +m2)t
)3/8 . (1.46)
This result, together with Eqn. 1.44, then gives the complete evolution of the plus and cross polar-
izations emitted by an inspiralling compact binary in the slow motion approximation. The phase
φGW becomes infinite in a finite amount of time, namely when
t =
5
256
c5
G3
r40
m1m2(m1 +m2)
, (1.47)
at which point the denominator in Eqn. 1.46 vanishes.
There is a maximal initial separation rmax such that the binary will coalesce in less than T =
1010 yr (roughly the age of the Universe), and therefore contribute to the population of sources for
which we are searching. Using Eqn. 1.47, we find
rmax = 2× 106 ×
(
m1
M
)(
m2
M
)(
m1 +m2
M
)
km. (1.48)
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For an equal mass m1 = m2 = 1M binary, this maximal separation is equal to about three solar
radii. The maximal initial separation is a strong function of mass. For a binary black hole system
with m1 = m2 = 10M, the compact binary may be borne within several thousand solar radii
and still merge within relevant astrophysical time scales. In the following section, we will discuss
mechanisms by which binaries with such small orbital separations may be created.
Although the calculation we have carried out here is valid only in the Newtonian limit, it in fact
illustrates a very general method, reviewed in Ref. [18], for calculation of binary inspiral signals. In
the stationary phase approximation, we write the gravitational wave signal as
h(t) = A(t) cos(φGW(t)) (1.49)
and interpret A(t) to be the instantaneous amplitude and ωGW = φ˙GW the instantaneous gravita-
tional wave frequency. Note that the gravitational wave phase is twice the orbital phase φGW =
2φorb, and therefore fGW = 2forb; unless otherwise specified, “frequency” henceforth refers to the
gravitational wave frequency and not to the orbital frequency. By definition,
ωGW = φ˙GW(t) (1.50)
and hence we obtain
φ˙GW(t) =
v3
GM
. (1.51)
Then by simple application of the chain rule for derivatives, one can separate the equation for the
time evolution of v into two smaller pieces:
dv
dt
=
dv
dE
dE
dt
, (1.52)
where E is the orbital binding energy. We call F = −E˙ the gravitational wave luminosity and write
v˙ = − F
dE/dv
. (1.53)
Eqns. 1.51 and 1.53 form the basis for the flux-energy balance approach to computing the gravi-
tational waveforms for compact binary coalescences. Expanding the Einstein equations in the pa-
rameter v, one computes the flux F and orbital energy E(v) to obtain coupled ordinary differential
equations for v and φGW.
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Figure 1.4: Inspiral, merger, and ringdown. We show the plus and cross polarizations of the gravitational
wave signal from a non-spinning coalescing equal-mass binary with m1 = m2 = 10M. The inspiral part of
the waveform is long and slowly evolving. In the text, we treat this stage of the coalescence as an adiabatic
evolution of a Keplerian orbit with energy loss. In the late inspiral (inset), the orbital behavior becomes
highly dynamic. As the orbital separation dips below the last stable circular orbit, the two black holes
merge and produce a single, perturbed black hole. Full understanding of the waveforms in these late stages
requires careful numerical simulations. Indeed, the calculation of gravitational waveforms for compact binary
coalescence is still very much an active and crucial ongoing research activity for LIGO and Virgo searches
(see for instance Refs. [18–25]).
All the calculations we have made up to now break down near the merger phase (see Fig. 1.4,
inset) of coalescence, where v → 1. We often take the innermost stable circular orbit (ISCO),
fISCO =
c3
6
√
6piGM
, (1.54)
as the cutoff (gravitational wave) frequency for the applicability of the post-Newtonian approxima-
tion, although this choice is only a rule of thumb. For a BNS system with m1 = m2 = 1.4M,
this cutoff frequency is fISCO = 1.6 kHz. For a BBH system with m1 = m2 = 10M, this critical
frequency is fISCO = 220 Hz. In general, as we can see from Eqn. 1.54, the higher the mass of the
system, the smaller the orbital frequency at which the post-Newtonian approximation breaks down.
To compute the waveform during the merger phase, we must resort to numerical methods (see for
instance Ref. [22]). Numerical simulations of binary coalescence are extremely difficult to carry out,
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and only a few hundred waveforms have been extracted from such calculations. In Fig. 1.4, we show
an example of a gravitational wave which includes each of the inspiral, merger, and ringdown phases
of the coalescence. This waveform is derived from a parameterized phenomenological model which
essentially interpolates between existing numerical simulations; see Sec. 1.5.2 for more discussion of
this particular waveform model, which will be a major player in our later analysis.
1.3 Formation scenarios for compact binaries
We would like to now understand how compact binary systems form and whether they are produced
with sufficiently tight orbits1. There are two commonly discussed formation channels for compact
binaries: (1) common binary evolution [26], and (2) dynamical capture resulting from three-body
interactions [27]. In both cases, the efficiency of the channel in creating compact binaries is highly
uncertain. Our discussion of the formation channels for compact binaries leads naturally to the
question of how often these systems form, a question which we will address in the subsequent section.
We ultimately want to estimate how often we can expect to observe compact binary coalescence and
what we can learn from the observations. As before, the discussion here is necessarily superficial.
For a more detailed account of the astrophysics of compact binary formation, see Refs. [26–28] and
references therein.
1.3.1 Binary common evolution
The common binary evolution scenario for the formation of a compact binary is depicted in Fig. 1.5.
In this scenario, two massive stars are born together in a binary system. The stars must be massive
enough (mi & 10M) at birth so that their individual evolution leads to the formation of a neutron
star or black hole (due to mass transfer during the binary evolution, this statement is not strictly
true). The more massive star evolves off the main sequence first and expands rapidly into a red
giant. This stage is referred to as the Hertzsprung gap, because the evolution of a star off the main
sequence to a red giant occurs extremely fast (thousands of years) compared to the stellar lifetime
(millions of years) and stars in the Hertzsprung gap are considerably rarer than main sequence and
red giant stars. Consequently, the details of stellar evolution in the Hertzsprung gap are still poorly
1For short, we will occasionally refer to such systems as relativistic compact binaries, meaning compact binaries
with sufficiently short orbital periods such that they will coalesce by the emission of gravitational waves on sub-
cosmological timescales.
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Figure 4: Evolutionary scenario for the formation of neutron stars or black holes in close binaries.
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Figure 1.5: Formation of compact binaries by common evolution. We show schematically the critical life
stages of a binary which determine whether the binary evolves into a tight compact binary. In order to
form a compact binary, the progenitor binary must survive (at the minimum) two supernova explosions,
which may impart large kicks to the component stars. Furthermore, the tightening of the orbit requires
mass transfer or energy dissipation, which most likely occurs in the poorly understood common envelope
phase. The binary evolution is also strongly influenced by the stellar metallicities. Compared to stars with
high metallicity, stars with low metallicity have weaker stellar winds and retain more of their mass, favoring
the formation of more massive compact remnants. Figure credit [26].
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understood.
Binaries are generally born with orbits that are too large to coalesce by the emission of gravita-
tional waves on a sub-cosmological time scale. In order to form a relativistic compact binary from
common evolution, some process must work to tighten the orbit. The tightening of the orbit can
be achieved through mass transfer and energy dissipation in the Hertzsprung gap phase if the giant
star expands beyond its Roche lobe, which is the surface of gravitational equipotential between the
two stars. The Roche lobe is tear-drop shaped, with a characteristic size given by
RRoche ∼ a
(
m1
m1 +m2
)1/3
, (1.55)
where m1 is the mass of the donor star, m2 the mass of the companion, and a is the orbital separation.
As the more massive star expands into a red giant, it may overflow its Roche lobe and transfer mass
and angular momentum to its companion. The orbital angular momentum for a Keplerian binary
is given by
J = µ
√
G(m1 +m2)a. (1.56)
The transfer of mass from the more massive star to the less massive star increases the reduced mass
µ, and the conservation of angular momentum then implies a decrease in the orbital separation2.
If the primary star expands so much that the two stars form a common envelope, the tightening
of the orbit can be much more dramatic. As the two stars move through their common envelope,
they lose orbital energy to heating of the gas, drawing them closer together. Mass may be lost from
the system during this stage, as some fraction of the hot gas becomes gravitationally unbound and
is ejected from the system. The outcome of this process is highly uncertain. It is crucial that this
mechanism is not too efficient. The survival of the binary through this phase requires the formation
of a well-defined helium core structure in the expanding star. If the secondary heats up and ejects
the primary’s outer layers before a core structure can form, the two stars will simply merge into one.
On the other hand, if a core structure does form but the atmosphere is entirely ejected from the
system, there may be insufficient mass remaining in the primary to eventually lead to a supernova.
If the primary star is left with sufficient mass following its evolution through the Hertzsprung gap,
it will eventually explode in a supernova, forming either a neutron star or black hole. The effect
of the supernova event on the binary is also poorly understood. We suspect that the supernova
2Mass transfer also tends to equalize the masses of the components, which is preferred from a search point of
view; equal mass systems are intrinsically louder in GWs compared to high mass ratio binaries, and we have better
confidence in our waveforms in this limit.
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explosion is aspherical, imparting an impulsive “kick” to the remnant, but the degree of asphericity
is unknown. A sufficiently strong kick may potentially disrupt the binary. We know that at least
some supernova have large kicks, as we routinely observe pulsars (neutron stars) and γ-ray bursts
far outside the plane of the host galaxy. Gamma-ray bursts are highly energetic events, thought to
be due to the post-merger accretion of disrupted neutron star matter in a compact binary merger.
If this hypothesis is true, then the observation of γ-ray bursts not closely associated with any host
galaxy also points to the possibility of large natal kicks from supernovae.
If the binary survives the explosion of the primary, we are halfway towards forming a compact
binary. The whole process must then be repeated for the companion star. The secondary star
evolves off the main sequence and expands into a red giant. The expanding secondary may overflow
its Roche lobe or even form a second common envelope with the primary. If this occurs, then mass,
energy, and angular momentum are redistributed, as before, and the transfer may widen or tighten
the binary orbit, depending on the details. Eventually the companion star explodes, potentially
disrupting the binary. Finally, if the binary survives both supernovae and the components remain
in sufficiently close orbit, then we are left with a compact binary which will coalesce by the emission
of gravitational waves. Although this mechanism provides a lot of opportunity for the binary to
fall off the path to forming a tight orbit compact binary, remarkably there is strong observational
evidence that the branching fractions are non-zero. This conclusion is also supported by theoretical
simulations of populations of binaries (see Sec. 1.4).
Another important factor in the binary evolution is the metallicity (abundance of elements other
than hydrogen and helium) of the progenitor stars. The metallicity determines the opacity of the
star’s outer layers and thereby determines the strength of the stellar winds which push on these
layers with photons. Low metallicity stars are less susceptible to mass loss through stellar winds,
favoring the formation of higher mass systems. In addition to carrying away precious mass required
to create compact remnants, mass loss through stellar winds also widens the binary orbit. Thus,
low metallicity environments are considered the best birth places for short period compact binaries,
and these environments particularly favor the formations of higher mass systems.
There is a strong connection between the component spin magnitudes and orientations and the
compact binary formation mechanism. Due to mass transfer during the common evolution stage,
the resulting compact binary is expected to have significant spins. The transferred mass rotates in
the plane of the orbit, and the resulting spins are therefore expected to be nearly aligned to the
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orbital angular momentum. The collapse of the star in its supernova stage will further increase the
spin of the components. Supernova kicks may also impart a tilt to the spin relative to the orbital
angular momentum, and so this formation mechanism does not guarantee any particular alignment
of the spin vectors. Observations of these events in gravitational waves will help us to understand
the efficiency of the common evolution formation mechanism, and in particular the role of supernova
kicks and the common envelope phase in binary stellar evolution.
1.3.2 Dynamical capture
Another possible formation channel is the dynamical capture of two black holes in dense stellar
environments as a result of three body interactions. Simulations of dense stellar environments, such
as globular clusters, indicate that relativistic compact binaries may form with appreciable rates.
Furthermore, relativistic binary neutron stars have been associated with globular clusters [29], where
there is little ongoing star formation.
One possible mechanism for forming tight binaries from many body interactions is the Kozai
mechanism. Consider a tightly bound binary system interacting with a third, loosely bound compact
object. Conceptually, we can think of this system as consisting of two binary systems: (1) the tight
inner orbit between masses m1 and m2, and (2) the outer orbit of the third mass m3 (effectively)
about the center of mass of the first binary system. One can show then that the conservation of
angular momentum in this three body system implies that the quantity
L =
√
1− e2 cos ι (1.57)
is a constant of motion. Here e is the eccentricity of the tight inner orbit and ι is the angle between
the two orbital momenta. Thus, the inner binary, in its interaction with the third body, can trade
orbital plane orientation with eccentricity. Eccentric orbits emit greater power in gravitational waves
and evolve quickly compared to binaries in circular orbits (see Eqn. 1.58). The increased emission of
gravitational waves from the inner binary due to its high orbital eccentricity may further tighten the
inner orbit on a time scale comparable to the period of the outer orbit. Thus, the flyby of the third
body repeatedly drives the inner binary into an elliptic orbit, which by the emission of gravitational
waves shrinks the orbital separation, leading potentially to the formation of a relativistic compact
binary.
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In contrast to those formed through common evolution, black hole binaries formed directly
through dynamical capture in dense stellar environments are expected to have spins arbitrarily
oriented relative to each other and to the orbital angular momentum [30]. We therefore may be able
to distinguish between the dynamical capture mechanism and the common evolution mechanism by
measuring the component spins with gravitational wave observations.
1.4 Coalescence rates of compact binaries
We now give estimates for the intrinsic compact binary coalescence rate and fold in detector sen-
sitivity models to obtain estimates for the aLIGO detection rate [31]. Our knowledge of the rates
of CBCs comes from a combination of interpretation of astrophysical observations and predictions
based on simulated models of binary stellar evolution and the dynamical interactions in dense stellar
environments. Presently, the observational input is growing, but is still insufficient for making tight
event rate confidence intervals. Simulations are plagued by large uncertainties in the key processes
in the hypothesized formation mechanisms. Consequently, the various methods of estimating the
rates often give vastly different predictions, and the event rates for all three compact binary source
types are highly uncertain, spanning several orders of magnitude.
The Hulse-Taylor binary pulsar (PSR B1913+16) is the iconic example of a relativistic compact
binary system [32]. A pulsar is a rapidly rotating neutron star beaming electromagnetic radiation
along an axis tilted relative to its spin axis. The beam sweeps out a cone, and if Earth happens to
lie within that cone, we will observe the neutron star as regular pulses of radio waves. The Hulse-
Taylor binary was first observed as a millisecond pulsar with period P = 59.03 × 10−3 seconds. It
was later observed that the time intervals between pulses from B1913+16 were being modulated at
a frequency of 7.75 hr, implying the existence of a second, unseen companion star. The period of
the pulse modulation gives a direct measurement of the orbital period for the binary system and
indirect measurements for the masses of the components. At present, the mass of the pulsar in
B1913+16 is known to be mp = 1.4414 ± 0002 M and the unseen companion star has a mass
mc = 1.3867± 0.0002 M [33].
What makes this binary particularly interesting is that it is relativistic, with orbital speeds on
the order of 10−3 c. Over the course of the last thirty years, observations of the Hulse-Taylor binary
system have shown a decrease in the orbital period of the binary. The period decrease due to the
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Figure 1.6: The Hulse-Taylor binary
pulsar. The Hulse-Taylor binary con-
sists of two neutron stars in an eccen-
tric 7.75 hr orbit. Due to the emission
of gravitational waves, the orbital pe-
riod has decreased by about 40 sec-
onds over 30 years in agreement with
the predictions of General Relativity
given by Eqn. 1.58 to 0.2% [33]. It
stands as one of the cornerstone pieces
of observational evidence for the ex-
istence of gravitational waves, and is
the first known example of a relativis-
tic compact binary object.
emission of gravitational waves is predicted by GR to be given by
dP
dt
= −192piG
5/3
5c5
(
P
2pi
)−5/3
m1m2(m1 +m2)
−1/3f(e), (1.58)
where e is the orbital eccentricity and
f(e) = (1− e2)−7/2
(
1 +
73
24
e3 +
37
96
e4
)
. (1.59)
One can check that with e = 0, the expression for the period derivative given above coincides
with the results derived in Sec. 1.2. All physical quantities in Eqn. 1.58 can be measured from
the pulsar observations and therefore the period decrease prediction is one with no free parameters.
In a remarkable triumph for the theory of General Relativity, the measurements of the orbital
parameters agree with the prediction in Eqn. 1.58 to better than 0.2% (see Fig. 1.6) over thirty
years of observation [33].
An indirect piece of evidence for the existence of relativistic binaries with neutron stars (i.e.,
BNS or NSBH) comes from the observation of short hard γ-ray bursts. These events are highly
energetic (E ∼ 1051 erg) but are very short, typically lasting less than one second. The timescale
of the burst itself suggests an origin in compact objects; the corresponding length scale is given by
d ∼ c/∆t ≈ 1R. This observation, combined with the extreme energy scale of the event, suggests
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Table 1.1: Known relativistic binary pulsars. pulsar systems. These systems have orbital periods forb which
are sufficiently short that the time to coalescence τGW of the system due to gravitational wave emission is
small compared to the age of the Universe. Observations of the orbit give an estimate for the total mass
Mtotal, which determines the post-Newtonian parameter v ≡ (2piGforb/c3)1/3. The short orbital periods
imply short orbital separations and indicate that the pulsar companion must be a compact object. Based
on component mass estimates, all binary systems listed here are thought to consist of two neutron stars
(rather than a neutron star and a black hole). In J0737-3039, both components of the binary are seen as
pulsars and in particular both have measured spin magnitudes. The system B2127+11C is unique among
these examples in that it is found within the globular cluster M15 [29], suggesting an origin in dynamical
capture.
pulsar fpsr (ms) forb (hours) Mtotal (M) v (10−3) τGW (Myr)
J0737-3039A 22.70 2.45 2.58 2.1 87
J0737-3039B 2773 – – – –
B2127+11C 30.53 8.04 2.71 1.4 220
J1906+073 144.1 2.78 2.61 2.0 300
B1913+16 59.03 7.75 2.83 1.5 310
J1756-2251 28.46 7.68 2.57 1.4 1690
B1534+12 37.90 10.1 2.75 1.3 2690
that these bursts could be the result of disrupted neutron star matter falling back onto a remnant
black hole after a binary merger. If this association is indeed correct, then short hard γ-ray bursts
serve as further evidence for the abundance of relativistic binary neutron stars, and suggests the
possibility for the existence of yet to be observed neutron star-black hole binaries.
The discovery of the Hulse-Taylor binary and other binary pulsars discovered later (see Tbl. 1.1)
provides an empirical estimate for how often relativistic binary systems form and coalesce. In an
early paper on the subject, Phinney estimated [34] a merger rate of RMW ∼ 10−6 yr−1 in the Milky
Way based on the existing pulsar observations at the time. To extrapolate this result beyond the
Milky Way, traditionally it has been assumed that the coalescence rate is proportional to the stellar
birth rate, which in spiral galaxies is proportional to the galaxy’s blue light luminosity LB . However,
there are a number of problems with using blue light luminosity as a proxy for coalescence rate. For
one, it ignores contributions to the event rate from old galaxies with little star formation activity
but plenty of evolved stars (black holes) to form relativistic compact binaries through dynamical
capture. Older galaxies have also been associated with short hard γ-ray bursts [35], which if the
compact binary merger progenitor hypothesis is true, indicates the presence of compact binaries
involving neutron stars. Furthermore, calculating the blue light luminosity out to a given distance
requires a galaxy catalog complete out to that distance with accurate LB measurements [36], which
on the scale of recent and anticipated LIGO sensitivities are not currently available. Fortunately,
beyond a distance of roughly 20 Mpc, the local mass inhomogeneities average out to a constant blue
light density of 1Mpc3 ≈ 0.0198L10, where L10 ≡ 1010LB, and LB, = 2.16 × 1033 erg/s is the
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Table 1.2: Known binaries with black hole companions. We list the binary parameters for several high mass
x-ray binaries which are thought to consist of an evolved massive star in orbit with a black hole companion.
These systems strongly suggest that the common evolution formation channel (see Fig. 1.5) occurs with
non-zero rate for binary black holes and neutron star-black hole binaries.
system mBH mc
IC10 X–1 ≥ 25M [37] ∼ 35M
NGC300 X–1 ∼ 20M [42] ∼ 26M
Cyg X–3 2− 5M [39] 8− 14M
solar blue light luminosity. This allows us to compute volumetric rate densities, which are void of
these assumptions. Using the estimate LB = 1.7L10 for the blue light luminosity of the Milky Way,
we can then convert the galactic rate estimates to a volumetric rate density.
The extent of observational knowledge of neutron star-black hole binaries and binary black holes is
considerably sparser, and consequently the event rate for these systems is even more uncertain. There
are no known relativistic NSBH or BBH systems. However, there are a few examples of massive stars
thought to be gravitationally bound to a stellar mass black hole, and which are promising candidate
progenitor systems for relativistic black hole binaries [37, 38] or possibly neutron star-black hole
binaries [39], as listed in Tbl. 1.2. These systems are observed as strong x-ray sources associated
with an evolved massive star [40]. The observed star exhibits periodic Doppler shifts in its spectra,
indicating the presence of an unseen companion star. The high energy radiation is attributed to
accretion of matter from the primary star onto a compact companion object. Measurements of
the binary parameters (in particular, the component masses) imply that the compact object must
be a black hole. Regardless of the fate of these particular systems, these systems and others like
them [41] are important examples of high mass binary systems which have survived both the common
envelope and supernova stages, maintaining a close orbit. After completion of the second (current)
mass transfer stage, the remaining star will evolve into a black hole. Provided the second supernova
explosion does not disrupt the binary and the two objects remain in a tight orbit, these systems
may give rise to relativistic binary black holes. Some theoretical considerations suggest this outcome
will indeed be the case, implying quite high rates for binary black hole mergers [38], although these
predictions are predicated on assumptions for the uncertain future evolution of the known x-ray
binaries.
A complementary approach to estimating the CBC event rate is through simulation of a popula-
tion of stellar systems. As discussed in the previous section, the details of the processes that drive
the creation of relativistic binaries are not well-constrained, and consequently present simulations
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Table 1.3: Event rates predictions for compact binary coalescence. We summarize the various estimates for
the rate of compact binary coalescences. At the top of the table, we show estimates for the intrinsic rate
densities. Combining these rate density estimates with estimates for the sensitive distance of various detector
configurations, we show below this the estimated detection rate for various detector configurations. The
rate estimates given here result from the combination of theoretical simulations and observational input, as
discussed in the text. Where such information is available, Rre refers to the mean of the posterior probability
distribution function for the rates, Rlow and Rhigh are the 95% confidence intervals, and Rmin and Rmax are
the ultra-conservative lower and upper limits, respectively. The neutron star mass is assumed mNS = 1.4M
and the black hole mass is assumed mBH = 10M.
Source Rlow Rre Rhigh Rmax
NS-NS (Mpc−3 Myr−1) 0.01 [43] 1 [43] 10 [43] 50 [44]
NS-BH (Mpc−3 Myr−1) 6× 10−4 [45] 0.03 [45] 1 [45]
BH-BH (Mpc−3 Myr−1) 1× 10−4 [46] 0.005 [46] 0.3 [46]
Source IFO Dhorizon N˙low N˙re N˙high N˙max
Mpc yr−1 yr−1 yr−1 yr−1
Initial 30 2× 10−4 0.02 0.2 1
NS-NS Enhanced 50 0.001 0.1 1 5
Advanced 450 0.4 40 400 2000
Initial 70 9× 10−5 0.006 0.2
NS-BH Enhanced 120 7× 10−4 0.04 1
Advanced 930 0.2 10 300
Initial 160 2× 10−4 0.009 0.7
BH-BH Enhanced 270 0.002 0.07 5
Advanced 2200 0.5 20 1000
are not capable of making precise predictions for the formation rates. Depending on the choice
of model parameters, the predicted rates can vary by orders of magnitude. The literature on this
subject is vast, and the techniques and results vary dramatically from study to study.
After combining observational and theoretical considerations, there remain significant uncertain-
ties in the astrophysical rates for compact binary coalescences. In a systematic survey of the recent
rate prediction literature, we obtain a range of possible rates [31], shown in Tbl. 1.3 (top). With
basic assumptions about the sensitive distance for LIGO compact binary searches, we convert these
intrinsic event rates into detection rates, also shown in Tbl. 1.3 (bottom). These calculations indi-
cate that a realistic expectation for late stage aLIGO is the order of ten detections in each target
category per year of observational time: 40 for binary neutron stars, 20 for binary black holes and
10 for neutron star-black holes.
1.5 Compact binaries with spinning components
The most recent LIGO/Virgo searches for gravitational waves from CBCs [3,4,47,48] have searched
with waveforms that neglect the effects of spin. This choice was made on the basis of studies which
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concluded that including spin effects in the search filters does not improve the search sensitivity
relative to a search that neglects spin effects, even to target signals which are spinning [49, 50]. In
the case of higher mass binary black hole searches, where all of inspiral, merger, and ringdown are
important for detection, models incorporating spin effects were simply not available. We now have
available several new technologies for advancing the sensitivity of CBC searches towards spinning
systems, which we will describe throughout this work. Here we describe two recently developed
waveform models, which include leading order spin effects for aligned spin systems. We will be using
these models later to develop a search pipeline which is more sensitive to spinning signals when
using aligned spin filters, even in an analysis of real LIGO data.
From both a data analysis and astrophysical perspective, it is convenient to separate the possible
cases into three categories. In the non-spinning case, both components have zero spin angular
momentum, and nothing special happens. In the aligned spin case, the spin vectors are non-zero
and point parallel to the orbital angular momentum. The orbital plane remains fixed, and the effect
of spin on the dynamics is a systematic lag (or lead) of the amplitude and phase evolution. Finally,
if the spin vectors are non-zero but misaligned with the orbital angular momentum, then the spins
and orbital angular momenta precess about the total angular momentum and appear in the GW
signal as a quasi-periodic modulation of the amplitude and phase. See Fig. 1.7 and Fig. 1.8 for
examples of these three cases.
The technical difficulty of developing an effective templated search increases sharply as one
transitions from considering non-spinning to aligned spin to misaligned spin templates. In the non-
spinning case, only two mass parameters are required to cover the template parameter space. For
the aligned spin case, two additional parameters – the spin magnitudes of the two components – are
required to specify the waveform. In the misaligned case, we must search over nine parameters: two
mass parameters, six spin parameters, and the initial inclination of the binary3. As the number of
model parameters increases, so do the number of templates required for filtering, the computational
cost of the search, and number of background events.
As discussed in Sec. 1.3, there is a strong connection between the spin orientations and magnitudes
and the mechanism by which the binary formed. In particular, compact binaries formed through
ordinary binary stellar evolution are expected to have large spins that are nearly aligned with their
3The inclination is constant for non-precessing systems, and otherwise equivalent signals with different inclinations
are proportional since the inclination appears only in the overall amplitude. For precessing systems, the inclination
evolves in time and the non-trivial amplitude evolution removes the simple relationship between equivalent systems
with differing initial inclinations.
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Figure 1.7: Effect of spin magnitude and orientation on the inspiral signal. Here we illustrate a post-
Newtonian approximation (known in the literature as SpinTaylorT4 ) to the inspiral portion of the grav-
itational wave signal from compact binaries with different spin orientations. In each waveform, the masses
of the system are fixed to m1 = 15M and m2 = 3M at a distance d = 1 Mpc from Earth. For each
waveform, we show the + polarization portion of the signal from fGW = 40 Hz to fISCO. In the top example,
the spins are aligned with the orbital angular momentum ~L. In the bottom example, one of the spins is
orthogonal to ~L and the other is zero. The middle example shows a non-spinning system. We see here the
lengthening of the waveform in the (positively) aligned spin case relative to the non-spinning case, and clear
amplitude modulation effects in the misaligned spin case.
orbital angular momentum, while those formed through dynamical capture should have arbitrarily
oriented spins. Thus, from an astrophysical perspective, when interpreting a CBC event observed in
gravitational waves, it is of great interest to know to which of the above categories the event belongs.
1.5.1 Post-Newtownian reduced spin approximation
We consider first waveforms in the post-Newtonian stationary phase approximation, which are well-
suited for the search and analysis of low mass systems (∼ 1 − 15M), which merge at higher
frequencies. In this approximation, the coupling between the spin angular momenta ~S1 and ~S2 and
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Figure 1.8: The IMRPhenomB waveform approximation for aligned spin binary black holes. We plot the
late inspiral, merger, and ringdown portions of the gravitational wave signal computed with the IMRPhe-
nomB approximation for three different aligned spin systems. Across the three examples, we have changed
only the aligned spin parameter χeff . Each waveform consists of the + polarization from an equal mass
binary with m1 = m2 = 10M at a distance D = 1 Mpc and is shown starting at fGW = 85 Hz. We note
that the positively aligned spin system evolves more slowly compared to the non-spinning system and that
the non-spinning system evolves more slowly than the negatively spinning system.
the Newtonian orbital angular momentum ~LN is governed by the system of differential equations
d~Si
dt
= ~Ωi × ~Si (1.60)
dLˆN
dt
=
−1
||~LN ||
d
dt
(
~S1 + ~S2
)
(1.61)
dv
dt
= − F
dE/dv
. (1.62)
The vectors ~Ωi point along the spin precession axis and have magnitudes equal to the instantaneous
precession frequency. They are computed as an expansion in the post-Newtonian parameter v and
depend on both the spins and orbital angular momentum vectors. To leading order in v, ~Ωi point
along the direction of the Newtonian angular momentum ~LN . The orbital binding energy E(v) and
gravitational wave flux F are also computed as expansions in v and depend on the spins and orbit.
These equations contain ten coupled non-linear differential equations, which become increasingly
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more non-linear as you increase the order of the post-Newtonian expansion. They are non-trivial
to solve analytically but can be solved numerically for systems with generic spin magnitudes and
orientations [18] up to the available post-Newtonian order for E(v) and F .
If the spins are parallel to the Newtonian angular momentum, then the vectors ~Ωi are both
parallel to ~LN to all post-Newtonian orders. The spin and orbital angular momentum evolution
becomes trivial:
d~Si
dt
=
dLˆN
dt
= 0, (1.63)
leaving only Eqn. 1.62 left to solve. The remaining equation depends on only four parameters: two
mass parameter and two spin parameters. Recently, a reduced spin template family computed in the
post-Newtonian approximation [25] called TaylorF2RedSpin was developed to capture leading
order spin effects for aligned spin systems with only one additional physical parameter. In this
model, the gravitational wave signal is given by
h˜(f) ≡ C f−7/6 exp {−i [Ψ(f)− pi/4]} , (1.64)
where C is a constant that depends on the relative sky position and orientation of the binary with
respect to the detector, and f is the Fourier frequency. We have kept only the leading term in the
frequency-domain amplitude. The phase of the GW signal is given by
Ψ(f) = 2pift0 + φ0 +
3
128η v5
{
1 + v2
[
55η
9
+
3715
756
]
+ v3 [4β − 16pi]
+ v4
[
3085η2
72
+
27145η
504
+
15293365
508032
− 10σ0
]
+ v5
[
38645pi
756
− 65piη
9
− γ0
]
(3 ln(v) + 1)
+ v6
[
−6848γE
21
− 127825η
3
1296
+
76055η2
1728
+
(
2255pi2
12
− 15737765635
3048192
)
η − 640pi
2
3
+
11583231236531
4694215680
− 6848 ln(4v)
21
]
+v7
[
−74045piη
2
756
+
378515piη
1512
+
77096675pi
254016
]}
, (1.65)
where t0 is the time of arrival of the signal at the detector, φ0 the corresponding phase, v ≡
(piMfGW)
1/3 as defined above, and γE is the Euler gamma. Note that spin terms do not appear in
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the post-Newtonian expansion until 1.5PN order. The spin effects in the waveform are completely
known up to 2.5PN order (v5), and are described by the following parameters:
β = 113χred/12,
σ0 =
(
−12769 (4η − 81)
16 (76η − 113)2
)
χ2red,
γ0 =
(
565
(
17136η2 + 135856η − 146597)
2268 (76η − 113)
)
χred,
(1.66)
where χred is the reduced-spin parameter. Defining the dimensionless spin ~χi = c~Si/Gm
2
i , the
symmetric and antisymmetric combinations of the spins
χs ≡ 1
2
(~χ1 + ~χ2) · Lˆ (1.67)
χa ≡ 1
2
(~χ1 − ~χ2) · Lˆ, (1.68)
and the asymmetric mass ratio δ ≡ (m1 −m2)/m, the reduced spin parameter is given by
χred ≡ χs + δχa − 76η
113
χs. (1.69)
One of the main advantages of this waveform family for data analysis is that it reduces the
parameter space of aligned spin systems from four to three dimensions, making it appealing as a
first step towards integrating spin effects into our analysis pipelines. We demonstrate in Chap. 6
that these waveforms, using only three parameters, capture greater than 90% of the search volume
for generically spinning binaries with m1 +m2 ≤ 12M, and furthermore using these waveforms in
a pipeline could give up to a 50% increase in detection rate for binary neutron star systems4.
1.5.2 Effective spin inspiral-merger-ringdown approximation
As we have mentioned above, the adiabatic approach to computing the gravitational wave signal
from CBCs becomes invalid as v → 1. In this case, we resort to numerical solutions of the Ein-
stein equations. However, these simulations are computationally intensive and the parameter space
for compact binaries is very large, including one mass (solutions scale in total mass) and six spin
4These numbers are quoted for volume at fixed signal-to-noise ratio. See Chap. 6 for more detail.
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Figure 2. Mass ratio q and dimensionless spins  i of the NINJA-2 hybrid
waveform submissions.
M!22 is the frequency of the (`,m) = (2,±2) harmonic. In practice, hybridization
fits were performed over a frequency range as summarized in Sec. 4, and the average
frequency, and frequency of the average time of the fitting interval were always chosen
below M!22  0.075, with two exceptions as seen in Table 1: The nonspinning Llama
waveforms at mass ratios q = 1, 2. As seen in Fig. (7) these do however show excellent
overlaps with comparison waveforms.
The waveforms were submitted with the complex GW strain function h+   ih⇥
decomposed into modes using spin-weighted spherical harmonics  2Y `m of weight
s =  2. Although most of the power is in the (`,m) = (2,±2) modes, we encouraged
(but did not require), the submission of additional subdominant modes. The accuracy
studies in this paper focus on the (`,m) = (2, 2) mode; further work is required to
study the accuracy of the contributed subdominant modes. A total of 63 waveforms
from 8 groups were contributed to the NINJA-2 catalog. There are 46 distinct
numerical waveforms; some of these waveforms have been hybridized with multiple
pN waveforms. The NINJA-2 catalog is summarized in Table 1, and a map of the
parameter values is shown in Fig. 2. In the next section, we describe in more detail
the numerical methods used to generate these waveforms and present additional plots
in Figs. 3 and 4.
3. Numerical Methods
3.1. Summary of contributions
The NINJA-2 data set contains both hybrid and original numerical relativity
waveforms, in a data format that is summarized in Sec. 3.2 below, and described
in detail in Ref. [60]. The contributed waveforms cover 29 di↵erent black hole
Figure 1.9: The dimensionality problem for numerical relativity simulations of compact binary mergers. We
show the available numerical relativity simulations from the NINJA2 catalog [51]. Numerical relativity
solutions scale in total mass, so there is only one mass parameter to cover, but there are six spin parameters.
Here we only show the aligned spin simulations, in which there are only two extra parameters χ1 and χ2.
The paucity of coverage in this parameter space makes it difficult to construct even phenomenological models
that interpolate between the solutions.
parameters. Covering the whole space with numerical simulations to the level that is useful for
gravitational wave searches is at present impractical, as illustrated in Fig. 1.9. However, the nu-
merical solutions can still provide insight into the basic behavior of systems during the merger. For
the purpose of using the waveforms in gravitational wave searches, we can use these simulations as
inspiration for phenomenological models that cover the parameter space continuously.
First, we have to develop hybrid waveforms, which extend the short numerical relativity solution
down to the early inspiral. Hybridization works by choosing a frequency interval [f1, f2], which
includes the early part of the numerical simulation, and “matching” the NR waveform to a post-
Newtonian one in that interval. The parameters for the post-Newtonian system need not be the
same as the parameters of the numerically simulated system. Instead, a suitable post-Newtonian
signal is chosen by performing a least squares analysis over the chosen frequency band, allowing the
post-Newtonian source parameters to vary; this least squares fitting can be performed on phase,
amplitude, or some other quantity of interest. Finally, the two waveforms are combined in the
transition region [f1, f2] by a weighted sum such that at f1 the waveform exactly matches the post-
Newtonian waveform, and at f2 the waveform exactly matches the numerical relativity waveform.
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The IMRPhenomB model [19] takes a collection of such hybrid waveforms to fit a parameterized
ansatz for the amplitude and phase of the complete IMR signal, motivated by both the known form
of the signal in the post-Newtonian limit, the known form of the signal in the ringdown limit,
and the anecdotal understanding of the waveform in the merger regime. Our primary interest in
IMRPhenomB comes from the fact that it models aligned spin effects and does so with only one
spin parameter, the effective spin, given by
χeff =
m1χ1 +m2χ2
m1 +m2
. (1.70)
We emphasize that this parameter is not the same as the χred parameter introduced above (except
in the limit that η → 0). We then introduce phenomenological parameters and an ansatz for the
shape of the signal,
A(f) = Cf−7/6

1 + α2v
2 + α3v
3 if f < f1
1 + 1v + 2v
2 if f1 ≤ f ≤ f2
L(f, f2, σ) if f2 ≤ f ≤ f3
(1.71)
Ψ(f) = 2pift0 + φ0 +
3
128ηv5
(
1 +
7∑
k=2
ψkv
k
)
. (1.72)
The three regimes correspond to the inspiral, merger, and ringdown portions of the binary evolution.
Note that the form of the amplitude and phase in the f ≤ f1 (inspiral) regime are functionally the
same as in the post-Newtonian expansion, though the coefficients are now free parameters for the
model. The functional form for the merger is an ansatz inspired by available numerical simulations
of the binary coalescence. The final stage (ringdown) of the binary evolution is modeled with a
one-sided Lorenztian, which asymptotically goes as f−2. The hybrid waveforms used to develop this
model were constructed from numerical relativity simulations which spanned the parameter range
1 ≤ q ≤ 4 and −0.85 ≤ χeff ≤ 0.85.
As with the TaylorF2RedSpin family, the IMRPhenomB waveform family also has the appeal
of the reduced dimensionality of the parameter space, at least from the perspective of designing a
search. Below we use this waveform family to implement a search pipeline for coalescing binary
black holes with aligned spin, and demonstrate an analysis – in real LIGO detector noise, obtained
from LIGO’s fifth science run – which improves in sensitivity to signals from spinning systems when
spin effects are included in the model waveforms.
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1.6 Overview of the remainder of this thesis
This chapter has set the stage for the work to follow. We now understand the shape of the grav-
itational wave signal from compact binary coalescence. We know that there are multiple channels
by which these systems may form, but we do not really know which of these channels are actually
realized or at what rate. Nonetheless, a combination of observational evidence and theoretical sim-
ulations indicates that these systems form frequently enough that coalescence events will very likely
be observed in LIGO data.
We have emphasized here the importance of knowing the signal waveform for detection and the
dependence of the signal on the binary parameters. In particular, we have seen that the spins of
the components in a compact binary can significantly alter the shape of the waveform, and the
processes which form compact binaries naturally lead to components with large spins. As we report
in Chap. 4, recent searches of LIGO and Virgo data for CBCs have used non-spinning templates.
The inclusion of spin effects in the templates used for a search pipeline has never been successfully
demonstrated to improve the sensitivity of the pipeline. This issue will form one of the primary
foci for this work. We will show that the incorporation of spin effects in CBC search templates can
vastly improve the extraction of these signals from the detector data. The returns on these results
could turn out to be mission-critical if, as we expect, most compact binaries have highly spinning
components.
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Chapter 2
Laser Interferometric Gravitational
Wave Observatories
Dreams about the future are always filled with gadgets.
Neil deGrasse Tyson
This chapter introduces the basic theory of gravitational wave measurement by laser interfer-
ometry in ground based gravitational wave observatories such as LIGO [11], Virgo [12], GEO [13]
and KAGRA [14]. We begin with a brief review of the design and properties of a simple Michelson
interferometer, which forms the conceptual backbone for these instrument designs. We will find that
detecting gravitational waves of typical astrophysical strain magnitudes h ∼ 10−21 with a Michelson
interferometer is exceedingly challenging, even in principle. The interferometry technique, from the
perspective of sensing the effects of gravitational waves, is limited by two basic challenges: (i) the
ability to sense minute changes in light intensity at a photodiode, and (ii) the ability to construct a
device with a sufficiently large effective optical baseline. We discuss each of these problems in turn
and show that a 4 km folded-arm Michelson interferometer operating with an input laser power of
10 W can, in principle, achieve an astrophysically interesting strain sensitivity.
The initial discussion lays out a highly idealized instrument design for a LIGO interferometer in
order to demonstrate, in simple terms, the possibility of using such a device to detect gravitational
waves from astrophysical sources. In practice, implementing the design requires many additional
techniques for suppressing changes in optical path lengths arising from effects other than gravita-
tional waves. We discuss some of the basic noise sources which limit the sensitivity of these detectors,
as well as techniques to minimize the impact of these noise sources. For more details on the vast
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subject of interferometer design and construction, we point the reader to Ref. [52].
We then report on the achieved sensitivity of the LIGO and Virgo detectors in their latest
observations. By the end of these observations, the LIGO detectors were operating at a sensitivity
which went beyond the initial predicted pen-and-paper design by as much as a factor of two in strain,
equivalent to a factor of eight in observable volume. In Chap. 4, we will report on the results of two
searches for gravitational waves for CBCs in data from these observations. Finally, we illustrate the
antenna nature of a gravitational wave detector, emphasizing the need for multiple detectors for full
sky coverage and source localization.
2.1 The Michelson interferometer
At its core, a LIGO detector1 is a Michelson interferometer (see Fig. 2.1). The Michelson uses
interference between two co-originating beams of light traveling along separate paths to measure
the difference in length along those two paths. At the front end of the interferometer, a beam of
coherent light with wavelength λ is incident upon a beam splitter. At the beam splitter, half of the
incident field is reflected (vertically in Fig. 2.1) and the rest is transmitted (horizontally in Fig. 2.1).
The split beams travel along separate paths of lengths L1 and L2 toward two mirrors with amplitude
reflection coefficients r1 and r2, and are partially reflected back to the beam splitter. At the second
encounter, the beams are again split and two beams emerge from the Michelson. One beam is sent
back toward the light source and another is passed to a photodetector.
The light arriving at the photodetector is a superposition of two wave fields. For an ideal
Michelson interferometer with a lossless, infinitesimally thin 50/50 beam splitter, the amplitude is
given by
~E = r1
~E0
2
e2pii(2L1/λ) − r2
~E0
2
e2pii(2L2/λ), (2.1)
where ~E0 is the electric field amplitude of the light injected at the beam splitter. Note that the
amplitude reflection coefficient at the beam splitter is opposite in sign when the field is incident
from the right side. The intensity of beam is given by
P = | ~E|2 = |
~E0|2
4
(r21 + r
2
2 − 2r1r2 cos(4pi∆L/λ)), (2.2)
1In this work, the acronym “LIGO” may refer to either (i) any gravitational wave detector based on the principle of
laser interferometry or (ii) the specific observatory sites at Hanford and Livingston. Thus, the instruments at LIGO,
Virgo, GEO and KAGRA, are collectively referred to as LIGO detectors.
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where ∆L = L1−L2. We see from Eqn. 2.2 that the minimum output power Pout/Pin = (r1−r2)2/4
is obtained if the path lengths ∆L = 0 modulo λ/2. On the other extreme, if the ∆L = λ/4 modulo
λ/2, then the maximal intensity Pout/Pin = (r1 + r2)
2/4 will be observed at the photodetector and
none is reflected back to the source. In this way, the relative length of the two optical paths couples
directly to the intensity of light observed at the output port and provides a sensitive method for
determining length changes.
We make a first estimate of the strain sensitivity of a Michelson interferometer by asserting that
signal detection requires that the mirror moves through a quarter wavelength, also referred to in
this context as a Michelson fringe. In moving through a fringe, the intensity at the photodetector
goes from its minimum to its maximum value. The difference between the maximum and minimum
output power, given by ∆P/Pin = r1r2, is maximized when the two mirrors are highly reflective
with r1 ∼ r2 ∼ 1. Given this observation, we will assume for our estimate the best case scenario
L1 
L2 
ΔL 
Figure 2.1: Michelson interferometer design. At the beam splitter, half of the injected light is reflected
(vertical beam) and half is transmitted (horizontal beam). The split beams are then passed to highly
reflective end mirrors and sent back to the beam splitter. The light observed at the output port is the
sum of the transmitted beam from the vertical arm at the beam splitter and the reflected beam from the
horizontal arm at the beam splitter. As depicted by the arrow in the horizontal arm, changes in the position
of an end mirror couples to the number of wavelengths traveled by a given beam and therefore couples to
the intensity of the recombined beams, which is ultimately used to infer the relative lengths of the two arms.
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r1 = r2 = 1. Our sensing criterion then requires
4pi∆L
λ
=
pi
4
, (2.3)
and implies a strain sensitivity of
h =
∆L
L
=
1
16
λ
L
. (2.4)
In order to reach strain sensitivity on the order h ∼ 10−21 characteristic of astrophysical sources, a
Michelson interferometer operating at wavelength λ ∼ 1µm would require a baseline of length
L ≈ 1011 km, (2.5)
larger than the major axis of Pluto’s orbit. Clearly, a baseline of this magnitude is unreasonable
for Earth-based observatories (or space-based ones for that matter). So how can the Michelson
interferometry technique be useful for the detection of gravitational waves?
2.2 Length sensing in the shot noise limit
In Sec. 2.1, we estimated the strain sensitivity of a Michelson interferometer by assuming that
movement through a full Michelson fringe was needed to observe a signal. Such a requirement
necessitates absurdly large baselines for typical gravitational wave strains from astrophysical sources.
We now refine our sensitivity estimate above by considering what is the smallest measurable change
in light intensity, or equivalently, what is the smallest observable fringe movement.
The length sensing of the Michelson design is achieved via the intensity observed at the output
port, given by Eqn. 2.2. From a classical point of view, intensity is a property of the electric field
and arbitrarily precise measurements of the intensity are possible. In this case, the limit on fringe
movement sensing is a technical limit: the precision of the measurement depends on the clever
design and construction of the photodetector. However, in the quantum picture, light arrives in
the form of photons in a Poisson (shot noise) process, and consequently the intensity observed at
the photodetector fluctuates, even without any length changes in the optical cavities. In this case,
the limit on fringe movement sensing is a fundamental limit: a measurement limited by shot noise
cannot be improved, even in principle.
We now consider the shot noise limit to fringe movement sensing in a Michelson interferometer.
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Let us suppose then that we have at the output port an ideal photodetector which can detect indi-
vidual photons and therefore is limited only by shot noise. The photon flux N˙ at the photodetector
is related to the intensity P at the photodetector by
N˙ = P
λ
2pi~c
, (2.6)
where 2pi~c/λ is the energy of an individual photon. The photodetector integrates the flux over a
short time scale τ , during which the expected number of photons is N = N˙τ and the shot noise in
the photodetector is given by
∆N =
√
N =
√
Pλτ
2pi~c
(2.7)
or equivalently, using Eqn. 2.6,
∆P =
2pi~c
λτ
∆N =
√
Pλτ2pi~c. (2.8)
Eqn. 2.8 gives the magnitude of the fluctuations in intensity at the output port simply due to the
statistical nature of the photon counting process. Changes in the intensity due to length changes in
the arms of the interferometer must exceed the size of these fluctuations in order to be measurable.
Let us now translate this result into fringe movement sensitivity. The optimal operating point
for the interferometer is where the intensity at the output port varies most strongly with length
changes. From Eqn. 2.2, we find that this criterion gives
L1 − L2 = (2n+ 1)λ
4
(2.9)
where n is an integer. Thus, the optimal operating point is with the two arms having slightly
different lengths and the power at the output port at the operating point is Pout = Pin/2. At this
operating point, the intensity-length coupling is given by
dP = Pin
2pi
λ
d(∆L). (2.10)
Equating dP = ∆P , the latter given by Eqn. 2.8, we can determine the smallest resolvable strain
movement, which is given by
h =
1
L
√
~λc
4piPinτ
. (2.11)
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For the best sensitivity, we should choose the integration time τ to be as large as possible, but much
smaller than the gravitational wave period, so that we are measuring in a sense the instantaneous
strain in the detector. We will see later that ground based detectors are insensitive to gravitational
waves with fGW < 10Hz, or equivalently, TGW > 100ms. Thus, an integration time τ ≈ 10ms
would be appropriate for all gravitational wave frequencies. Applying Eqn. 2.11, we find that with
a modest laser power of Pin = 1W and λ = 1µm, gravitational wave strains of down to h ∼ 10−21
could be resolvable with a baseline of a “mere” 500km. Such a baseline is still unreasonably large for
Earth-based detectors, and so one additional trick, to be discussed in the next section, is required.
Our discussion here has considered only the sensing capabilities of an ideal Michelson interfer-
ometer. We have neglected to consider whether such an interferometer can be held in a sufficiently
stable configuration that length changes due to gravitational waves are dominant. We take up this
latter topic in Sec. 2.4. Here we simply point out that we have neglected a related noise source
arising from the quantum nature of light. Since photons carry with them a momentum ~/2piλ, the
reflection of photons at the mirrors imparts a radiation pressure force, which fluctuates with the
statistical fluctuations in the arrival times of the photons. Therefore, in addition to limiting the
sensing capabilities of the interferometer, the quantum nature of light also induces length fluctua-
tions not associated with gravitational waves. The radiation pressure effect becomes increasingly
important as the circulating power increases; thus, contrary to what one might infer from Eqn. 2.11,
one cannot achieve arbitrarily small strain sensitivities simply by increasing the laser power.
2.3 Fabry-Perot cavities
So far we have established that a Michelson interferometer with a baseline of 500 km operating
at an input power of 1 W could in principle measure strains of the order h ∼ 10−21, typical of
realistic astrophysical sources of gravitational waves. The problem with this design of course is
that it requires one to build an enormous instrument. This problem is solved in LIGO and Virgo
instruments by folding the interferometer arms. Since it is the optical path length rather than the
physical path length that matters for length sensing, one can fold the interferometer arms so that the
distance traveled by any single photon is typically many times the physical length of the instrument.
One way of folding the instrument arms is with a Fabry-Perot optical cavity, as depicted in
Fig. 2.2. A Fabry-Perot cavity consists of two highly reflective mirrors, aligned such that an input
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Figure 2.2: Fabry-Perot optical cavity. A Fabry-Perot optical cavity consists of two highly reflective mirrors
facing each other. The use of such optical cavities in LIGO instruments in place of the usual Michelson
end mirrors increases the optical path length from the input beam to the output beam at the photodiode,
allowing for high sensitivity strain sensing with a baseline over 100 times smaller than would otherwise be
required. This cartoon drastically over-simplifies the optical properties of Fabry-Perot cavities used in real
LIGO instruments. The laser beam is depicted here for simplicity and clarity by geometric rays incident at
an angle to flat cavity mirrors. In real applications, the laser beam has finite width, and great care must be
taken to align the mirrors (which are curved) such that the laser beam is resonant in the cavity.
beam incurs multiple reflections before exiting the cavity. At every encounter with a mirror, some
part of the light exits the cavity, and each of these transmitted beams interfere with each other. The
light that remains in the cavity continues to bounce around, picking up a phase shift
∆φ =
2piL
λ
(2.12)
for each one-way trip down the cavity. The summed beam effectively reflected at the input mirror
contains contributions from fields with any integral number of phase shifts 2n∆φ, and consequently
has an intensity which is highly sensitive to changes in the length of the cavity. We will see here
that by replacing the end mirrors in a Michelson interferometer with Fabry-Perot cavities, we can
achieve the desired strain sensitivity with only kilometer-scale arm lengths.
Consider a Fabry-Perot cavity consisting of two highly reflective mirrors with reflection coeffi-
cients r1 and r2 and transmission coefficients t1 and t2, corresponding to reflection and transmission
from the left at the left and right mirrors, respectively, as shown in Fig. 2.2. A beam of light is
incident normally from the left upon the first mirror (the rays are shown at an angle in Fig. 2.2 for
clarity). The initial beam is partially reflected and partially transmitted. If the initial electric field is
~E0, then the reflected field
2 is related to the input field by ~Erefl1 = r1
~E0 and a field ~E1 = t1 ~E0 enters
the cavity. The transmitted field crosses the cavity and encounters the second mirror, picking up a
2For consistency with Sec. 2.1, the reflection coefficient at the initial mirror, which was the only mirror in the
Michelson design, must be positive. Within the cavity, the reflection coefficients are then forced to be negative.
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phase shift of ∆φ = 2piL/λ. Again, part of the beam is reflected and part is transmitted. We obtain
a transmitted field at the second mirror ~Etrans1 = t2
~E1e
i∆φ = t1t2 ~E0e
i∆φ. This process continues ad
infinitum. The reflected beam crosses the cavity, picking up an additional phase ∆φ. Part of this
beam emerges from the left mirror, now with ~Erefl2 = −t21r2 ~E0e2i∆φ, and the rest is reflected back
into the cavity. Continuing in this way, we can compute the superimposed reflected and transmitted
beams from the cavity via the infinite series:
~Erefl1 = r1 ~E0
~Erefl2 = −t21r2 ~E0ei2∆φ
~Erefl3 = −t21r1r22 ~E0ei4∆φ
...
~Erefln≥2 = −t21r2e2i∆φ ~E0
(
r1r2e
i2∆φ
)n−2
...
+
~Erefl = r1 ~E0 − t21r2e2i∆φ ~E0
∞∑
n=0
(
r1r2e
2i∆φ
)n
(2.13)
= ~E0
(
r1 − t
2
1r2e
2i∆φ
1− r1r2e2i∆φ
)
. (2.14)
Note that reflection at the initial mirror from the right incurs an additional minus sign. In a similar
manner, we can compute the electric field transmitted by the Fabry-Perot cavity, which results in
~Etrans = ~E0
(
t1t2e
i∆φ
1− r1r2e2i∆φ
)
. (2.15)
The transmitted power is then
Ptrans
Pin
=
t21t
2
2
1− 2r1r2 cos(2∆φ) + r21r22
(2.16)
and the reflected power is given by Prefl = Pin − Ptrans.
Now imagine that we have replaced the two end mirrors of a Michelson interferometer with two
Fabry-Perot cavities (see the boxed out region in Fig. 2.3). What is the intensity of the resulting field
at the output port? We neglect the Michelson length degree of freedom, that is, the distance between
the beam splitter and the initial mirror of the Fabry-Perot cavity. To simplify the calculations, we
will assume that the initial mirrors are identical and the end mirrors are perfectly reflecting. That is,
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Figure 2.3: Advanced LIGO optical layout. We show the basic optical subsystems of the aLIGO instrument
design. The Michelson-Fabry-Perot model we have considered in this chapter, highlighted by the dashed
box, forms only one of the many optical cavities. As mentioned in the caption for Fig. 2.2, our geometric
optics approximation to the electric fields in the optical cavities is a gross oversimplification of the physics of
these devices. In particular, the mirrors in a Fabry-Perot cavity are typically curved and the lowest resonant
mode is not a standing plane wave. Fabry-Perot cavities have not one but infinitely many resonant modes.
A typical laser beam has a profile similar to the fundamental mode of the cavity, but contains contributions
which may excite higher order modes of the Fabry-Perot. The input and output mode cleaners remove these
higher order modes.
we take r1X = r1Y = r and r2X = r2Y = 1. Assuming lossless mirrors, the transmission coefficients
are determined by conservation of energy t2 = 1− r2. We then allow an input beam to pass through
the beam splitter. As before, half of the incident light is reflected at the beam splitter and the other
half is transmitted. These two beams are then incident upon their respective downstream Fabry-
Perot cavities. Using Eqn. 2.14, we treat each Fabry-Perot cavity as a single mirror with effective
reflection coefficient
ri = r − (1− r
2)e4piiLi/λ
1− re4piiLi/λ , (2.17)
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where i ∈ {X,Y } and Li is the length of the Fabry-Perot cavity in the i-th arm. Ignoring the
Michelson degrees of freedom (the distance between the beam splitter and the initial mirrors) and
applying Eqn. 2.1, we have for the electric field observed at the photodetector
~E =
~E0
2
(rX − rY ) (2.18)
and the power is given by
P = | ~E|2 = |
~E0|2
4
(|rX |2 + |rY |2 − 2Re{rXr∗Y }). (2.19)
Compare this result to Eqn. 2.2, which we derived for a simple Michelson interferometer. Note that
since we have assumed lossless, perfectly reflecting end mirrors, the magnitudes of the now complex
reflection coefficients rX and rY are each unity, and we obtain
P = | ~E|2 = |
~E0|2
2
(1− Re{rXr∗Y }). (2.20)
The sensitivity to length changes in the cavities comes (as before) in the cross terms in which the
relative phase shifts between the two beams of light lead to interference. In Fig. 2.4, we show the
dependence of the power observed at the output port on the relative length changes for a simple
Michelson, and comparing this setup to a Michelson coupled to Fabry-Perot light storage cavities
with perfectly reflecting end mirrors.
2.4 Limiting length stabilization noise
So far we have considered a highly idealized situation in which the only factor limiting our detector
sensitivity is the ability to sense changes in distance. In this section, we consider some of the noise
sources which are unfortunately easy to sense. These noise sources change the state of the detector,
and if not properly treated will mask the gravitational wave signal.
We are considering here any mechanism which induces strain in the detector, but is not due to
gravitational waves. For example, a seismic disturbance at the detector site could propagate all
the way through to the suspensions which hold the test mirrors. The suspensions will then tug on
the mirrors and generate a signal at the photodetector. The Poisson noise in photon arrival times
contributes to motion of the mirrors through a fluctuating radiation pressure. The atoms of the
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Figure 2.4: Length sensing of the Michelson and Michelson-Fabry-Perot interferometer designs. We compare
the intensity of light observed at the output port of a simple Michelson interferometer (see Fig. 2.1) compared
to a Michelson interferometer with Fabry-Perot light storage cavities (see Fig. 2.3). For a fixed cavity length
and input power, the Fabry-Perot cavity clearly buys a significant amount of length sensitivity compared to
the simple Michelson. The initial mirror reflectivities here are r = 0.99; for the Fabry-Perot, the end mirrors
are assumed to be perfectly reflecting.
mirrors and mirror coatings, being at non-zero temperature, are constantly moving about, leading
to fluctuations in the optical properties of the device, and thereby coupling directly to the phase of
the circulating light. To further complicate matters, the mirrors and mirror coatings can change in
temperature, perhaps by the absorption of energetic photons, leading to other unwanted changes in
the optical properties of the mirrors and coatings.
The power spectrum (or power spectral density) of a noise process characterizes the average
behavior of the noise. Suppose that h(t) represents the strain in a LIGO detector recorded over some
finite stretch of time. We can compute the Fourier transform h˜(f) and examine its power spectrum
|h˜(f)|2. The power spectrum tells you what the noise “sounds” like; literally, how much intensity is
at a given frequency3. For a noise process, any particular measurement of h(t) will yield a different
power spectrum. To characterize the process, we therefore average over possible realizations of the
noise process. Since h(t) is a real-valued time series, its Fourier transform satisfies h˜(f) = h˜∗(−f),
where ∗ denotes complex conjugation. It is customary to fold the positive and negative frequencies,
such that the mean power spectrum is
1
2
Sh(f) = 〈|h˜(f)|2〉. (2.21)
The angle brackets indicate an average over an ensemble of measurements of h(t) running the same
3Note that the sensitive band of LIGO instruments is ∼ 10− 10, 000 Hz (see Fig. 2.5) and coincides roughly with
the sensitive band of the human ear, making the hearing analogy particularly apt.
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Figure 2.5: Anticipated advanced LIGO noise budget. Here we show predictions for aLIGO strain sensitivity
together with estimates of a few major contributing sources of noise. The power spectral density curves
shown here correspond to the high power zero-detuned detector configuration. In this configuration, quantum
noise in the readout and radiation pressure is a significant contributor to the noise budget at all frequencies.
Mirror thermal noise contributes mostly to the sensitivity limit in the mid-frequency range. Thermal noise
in the suspensions determines the low frequency sensitivity limit. The quadruple pendulum with a resonant
frequency at ∼ 1 Hz and f−8 noise suppression above the resonant frequency significantly reduces the impact
of seismic noise.
random process.
We now take a look at three limiting sources of noise in LIGO gravitational wave detectors. The
impact of these noise sources on our particular source target, the coalescing compact binary, depends
on the shape of the signal and the power spectrum of the noise. Gravitational wave signals from CBCs
are broadband but spend a large portion of their lives at low frequencies. Recall from Sec. 1.5 that
the leading order term in the frequency domain for a GW signal from a CBC goes like f−7/6. Thus,
the low and mid-range frequencies are of primary interest for CBC searches. The mid-frequency
range is particularly important for high mass systems, which merge in this band (and therefore the
f−7/6 law no longer holds). The mid-frequency band can also be important for parameter estimation
or tests of General Relativity. However, since the gravitational wave signal from a CBC spends very
little time at high frequencies, the high frequency band is generally irrelevant for the purposes of
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our searches.
2.4.1 Seismic noise
Seismic noise was the limiting noise source at low frequency for initial LIGO detectors. In initial
LIGO, each of the test mirrors was suspended at the bottom of a single pendulum. The pendulum
passively isolates the test mass from seismic disturbances for frequencies above its resonant frequency.
In the advanced LIGO detector design, the test mirrors are suspended at the end stage of a system
of four successive pendulums, and this redesign dramatically reduces the impact of seismic noise on
the detectors. Indeed, for the aLIGO instrument design, the seismic noise is so well suppressed that
it no longer dominates the low-frequency noise budget (see Fig. 2.5).
The noise suppression mechanism of the pendulum can be understood in terms of a damped
driven harmonic oscillator, with equation of motion
Fdrive(t) = mlθ¨(t)− Ffrict +mg sin(θ(t)) (2.22)
≈ mlθ¨(t) + bθ˙ +mgθ(t), (2.23)
where g is the local gravity, l is the length of the pendulum, and θ denotes the angular position of
the pendulum arm relative to the vertical. We have made the usual small angle approximation in
going from Eqn. 2.22 to Eqn. 2.23 and approximated the dissipative forces with a linear velocity
damping relation Ffrict = −bθ˙, where b is a measured constant. In the detector, the driving force
might be motion at the pendulum suspension or a flip in a magnetic domain of one of the actuating
mirrors, for example.
The behavior of the pendulum can be easily understood in the frequency domain. By Fourier
transforming the equation of motion Eqn. 2.23, recalling that for Fourier transforms (d/dt)n =
(−2piif)n = (−iω)n, we obtain an algebraic relation between the input F˜drive(f) and the output
θ˜(f):
F˜drive(f) = (−mlω2 − ibω +mg)θ˜(f). (2.24)
For a linear system, such as we have in Eqn. 2.23, the transfer function is defined as the ratio of the
output to the input in the frequency domain, and it uniquely characterizes that linear system (the
transfer function can be reversed to infer the original equations of motion). The transfer function
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between the pendulum suspension point and the test mass motion is given by
T1(f) =
1
−mlω2 − ibω +mg . (2.25)
Defining ωres =
√
g/l and b0 = ωres(b/mg), we can also write
T1(f) =
1/mg
1 + ib0(ω/ωres)− (ω/ωres)2 , (2.26)
showing that the driving force is suppressed in the pendulum by a factor of (ω/ωres)
−2 for frequencies
ω  ωres. For a human scale pendulum, this turn-over frequency is approximately
fturn ≈ 1
2pi
√
9.8m/s2
1m
(2.27)
≈ 1Hz, (2.28)
which is well below the sensitive band of the LIGO detectors. This calculation suggests then that
passive isolation from a pendulum suspension would be effective is suppressing seismic noise with
LIGO’s sensitive band.
In the advanced LIGO detector design, the test mirrors are suspended at the end stage of a
system of four successive pendulums. It turns out that a system composed of serially coupled
linear sub-systems has a transfer function which is equal to the product of the transfer functions
of the individual sub-systems. So the transfer function for a quadruple pendulum in the linear
approximation is simply Tquad(f) = T1(f)
4, and motion of the mirrors is suppressed by (f/fres)
−8 at
frequencies much greater than the resonant frequency fres ∼ 1 Hz. These considerations here assume
that the subcomponents of a LIGO instrument couple to each other linearly, which is generally not
the case. We therefore need additional techniques to keep the driving force in the linear regime. In
addition to the passive damping provided by the pendulum suspension, we also use active sensing
of the mirror positions as feedback for pushing back on the mirrors to keep them still.
2.4.2 Thermal noise
At an atomic level, all parts of the interferometer are constantly moving due to the non-zero tem-
perature of its parts. These thermal fluctuations couple to fluctuations in the optical path length
traversed by any given photon. We can understand the effects of thermal noise in an approach similar
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to that taken to understand seismic noise. Here we consider a collection of many damped harmonic
oscillators connected to a thermal bath. For example, we may consider the test masses as in thermal
contact with themselves. Each of the atoms in the test mass moves about its equilibrium position
in the mirror due to random thermal fluctuations, changing the physical and optical properties of
the mirror.
The equilibrium behavior of the system is well-described in terms of the Hamiltonian of the
harmonic oscillator
H(x, x˙) =
1
2
mx˙2 +
1
2
kx2, (2.29)
which determines its partition function Z, given by
Z =
∫
R2
e−H/kBT dxdx˙ (2.30)
=
1
2
pikBT√
mk
, (2.31)
where kB is the Boltzmann constant and k is an effective spring constant. The equilibrium distri-
bution of the collection of oscillators is determined by the Hamiltonian and partition function as
p(x, x˙) =
e−H(x,x˙)/kBT
Z
. (2.32)
In this harmonic oscillator model, the mean fluctuations about the equilibrium point is 〈x〉 = 0. The
mean square fluctuation about the equilibrium point is given in terms of the partition function as
〈x2〉 = −2kBT ∂ logZ
∂k
(2.33)
=
kBT
k
. (2.34)
These results give the total fluctuations in displacement integrated over all fluctuation timescales.
Written in terms of energy fluctuations, we can view this result as an instance of the general equipar-
tition theorem for quadratic potentials since
〈Ethermal〉 = 1
2
k〈x2〉 = 1
2
kBT. (2.35)
We now wish to decompose these thermal fluctuations into their frequency components. To do
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so, we return to the equation of motion
Fdrive = mx¨(t) + bx˙+ kx, (2.36)
which is just a generalized version of Eqn. 2.23. As before, we determine the fluctuation spectrum
x˜(f) =
F˜drive(f)
−mω2 − ibω + k . (2.37)
What remains is to understand the form of the driving force. If we assume that the thermal
force spectrum is independent of frequency F˜drive(f) = F0, then we immediately obtain the power
spectrum
Sx(f) = 〈|x˜(f)|2〉 = F
2
0
(k −mω2)2 + (bω)2 . (2.38)
One can show through integration of Eqn. 2.38 and comparison with Eqn. 2.34 that the driving
force F0 is related to the friction constant b by F
2
0 = kBTb. This relationship is an example of the
fluctuation dissipation theorem, and shows that to minimize the displacement fluctuations due to
thermal effects one must minimize the dissipation in that system.
We obtain finally the spectrum for thermal noise:
Sx(f) =
kBTb/m
2
(k/m− ω2)2 + (bω/m)2 . (2.39)
At frequencies ω √k/m the noise amplitude is suppressed by f−2 (power by f−4). For an inertia-
dominated system, specifically a system with b/m < ωres, the power spectrum achieves a maximum
near the resonance of the oscillator. The height (in amplitude) of this resonance scales as b−1. So
while a low friction system will exhibit less thermal noise at frequencies well above its resonance, it
will compensate by concentrating the power near the resonance of the system. If on the other hand
the friction dominates the system, b/m > ωres, the power spectrum achieves a maximum at f = 0
and the low frequency noise amplitude falls as f−1 before turning flat.
Thus, the test mass mirrors, which are engineered to have very low dissipation (small b) and very
high fundamental modes (
√
k/m ∼ 1 kHz), have thermal spectra that fall with f−1 in the LIGO
band. In the case of thermal noise in the test mass itself, the oscillating entities are its constituent
atoms and the restoring force is provided by electrodynamic interactions between the atoms – small
m and large k. On the other hand, thermal noise in the suspension that holds the mirror is inertia-
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dominated. The oscillating entity is a 40kg of fused silica (the test mass) and the restoring force is
provided by tension in the suspension – large m and large k. In this case, the resonant frequency is
f ≈ 8 Hz and the noise amplitude falls as f−2 but with a large peak near the resonant frequency,
the so-called “bounce” mode of the suspension, which ultimately limits our the detector sensitivity
at low frequencies. See Fig. 2.5.
2.4.3 Quantum noise
High frequency noise is dominated by shot noise in the readout, which we have already discussed
in Sec. 2.2. Shot noise has a flat power spectrum, since the arrival times of individual photons
are uncorrelated. Yet in Fig. 2.5, we see that the shot noise increases as a function of frequency.
This apparent coloring of shot noise actually arises from the frequency response of the detector to
gravitational waves.
Consider that the interferometer is being driven by a gravitational wave field
h(~x, t) = hei(k~x−ωt). (2.40)
A detailed calculation [53] shows that in the long (gravitational) wavelength limit the transfer
function from displacement (or strain) to optical phase shift of the reflected light is proportional to
C(f) =
1
1 + if/f0
, (2.41)
where f0 = 91 Hz is called the cavity pole. This result assumes the same configuration described in
Sec. 2.3, in which the end mirrors are perfectly reflecting and the initial mirrors have equal reflectivity
r. We see from Eqn. 2.41 that the response of the detector falls off as f−1. Therefore, the shot
noise goes up as the gravitational wave frequency increases because the high frequency begins to
offset against the long light storage time, reducing the accumulated phase shift of the reflected light
relative to the no-signal case.
We mentioned briefly above radiation pressure noise, which is also due to the quantum nature of
photons. Radiation pressure is a white noise process and acts as a driving force on the test mass,
which is suspended from a pendulum. The suspension damps the amplitude of the mirror motion
by f−2. Thus, the importance of radiation pressure is greatest for low frequencies. For a high power
aLIGO configuration, the radiation pressure can rival that of the seismic and thermal contributions
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(a) S5/VSR1 (b) S6/VSR2-3
Figure 2.6: Recently achieved LIGO and Virgo detector sensitivities. We show typical detector strain sensi-
tivities for the LIGO and Virgo detectors during LIGO’s fifth (left) and sixth (right) and Virgo’s first (left),
second, and third (right) science runs. In their fifth science run, the LIGO observatories at Hanford and
Livingston achieved design sensitivity above 60Hz [1]. LIGO’s sixth science run introduced a higher power
laser [55,56], which led to an improvement of nearly a factor of two in strain sensitivity [2], which exceeded
the initial design sensitivity.
to the noise (see Fig. 2.5).
2.5 Actual LIGO and Virgo sensitivities
We have seen that there are a vast number of noise sources that must be kept down in order to
detect gravitational waves. Understanding the noise sources is difficult, and what works on pen and
paper doesn’t always work in the laboratory.
Initial LIGO consisted of five science runs. By the end of the fifth science run, the LIGO instru-
ments had already reached the design sensitivity for gravitational waves with frequencies greater
than 60 Hz [1], as shown in Fig. 2.6. In an additional science run, which went beyond the scope of
initial LIGO, the successful implementation of a high power laser was demonstrated and led to an
improvement in strain sensitivity of up to a factor of two [2]. After the sixth science run, further
improvements in sensitivity in the mid-frequency range were demonstrated by the use of quantum
squeezing of the vacuum state [54]. The squeezing technique is not a part of the aLIGO design but
may be applied later in the instrument construction as an add-on to the core design. In Chap. 3,
we will examine the implications of these sensitivities for the astrophysical reach of compact binary
coalescence searches.
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2.6 Antenna response of LIGO detectors
Now we turn our attention to how the interferometer design we have been studying responds to
gravitational waves from a specific source location and orientation with respect to the detector.
Recall from Chap. 1 that we have used the source frame and the radiation frame to describe how
gravitational waves go from source to waves. We now wish to understand how these gravitational
waves go from waves to strain in the detector. For this purpose, it will be convenient to introduce
one more coordinate system, which we call the detector frame.
In the detector frame, the x and y coordinate axes point along the detector arms such that the
positive z axis points towards the local zenith. This coordinate system motivates the introduction
of the detector tensor, defined as
D = xˆ⊗ yˆ − yˆ ⊗ xˆ, (2.42)
where xˆ and yˆ are the unit vectors pointing along the detector frame x and y coordinate axes,
respectively. In the detector frame, the coordinate expression for the detector tensor is simply
D =

0 0 0 0
0 1 0 0
0 0 -1 0
0 0 0 0

. (2.43)
The detector is only sensitive to differential strains along the x and y axes. Thus, the gravitational
wave signal in the detector is given by the component of the propagating gravitational wave along
the detector tensor, by which we mean the contraction
h = D :: h ≡ Dijhij , (2.44)
where h is the spatial part of the propagating gravitational wave (see Eqn. 1.19).
Given this result, we can now easily derive the detector response as a function of the direction
of the gravitational wave. We use spherical polar coordinates θ and φ to describe the sky position;
these angles are given with respect to the detector frame axes. Additionally, we shall need the
polarization angle ψ, which describes the orientation of the binary with respect to the line of sight
at a fixed inclination angle. In order to compute the contraction, we transform the strain tensor
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Figure 5. Antenna response pattern for a LIGO gravitational wave detector, in
the long-wavelength approximation. The interferometer beamsplitter is located at
the center of each pattern, and the thick black lines indicate the orientation of the
interferometer arms. The distance from a point of the plot surface to the center of
the pattern is a measure of the gravitational wave sensitivity in this direction. The
pattern on the left is for + polarization, the middle pattern is for ⇥ polarization, and
the right-most one is for unpolarized waves.
established using the laser wavelength, by measuring the mirror drive signal required to
move through an interference fringe. The calibration is tracked during operation with
sine waves injected into the di↵erential-arm loop. The uncertainty in the amplitude
calibration is approximately ±5%. Timing of the GW channel is derived from the Global
Positioning System; the absolute timing accuracy of each interferometer is better than
±10µsec.
The response of the interferometer output as a function of GW frequency is
calculated in detail in references [36, 37, 38]. In the long-wavelength approximation,
where the wavelength of the GW is much longer than the size of the detector, the
response R of a Michelson-Fabry-Perot interferometer is approximated by a single-pole
transfer function:
R(f) / 1
1 + if/fp
, (1)
where the pole frequency is related to the storage time by fp = 1/4⇡⌧s. Above the pole
frequency (fp = 85 Hz for the LIGO 4 km interferometers), the amplitude response
drops o↵ as 1/f . As discussed below, the measurement noise above the pole frequency
has a white (flat) spectrum, and so the strain sensitivity decreases proportionally to
frequency in this region. The single-pole approximation is quite accurate, di↵ering from
the exact response by less than a percent up to ⇠1 kHz [38].
In the long-wavelength approximation, the interferometer directional response is
maximal for GWs propagating orthogonally to the plane of the interferometer arms,
and linearly polarized along the arms. Other angles of incidence or polarizations give a
reduced response, as depicted by the antenna patterns shown in Fig. 5. A single detector
has blind spots on the sky for linearly polarized gravitational waves.
Figure 2.7: LIGO as a gravitational wave antenna. to gravitational waves from the whole sky, but the
sensitivity is not isotropic. Abo e we show the sensitivity of such a detector to the plus (left) and cross
(center) polarizations of a gravitational wave as a function of the source position on the sky relative to the
detector. The thick black lines indicate the arms of the detector, and the distance of the surface from the
origin indicates the relative amplitude response of the detector to a source from that direction in the sky.
To the right, we show the two response patterns added in quadrature, which gives a measure of the detector
response to randomly polarized gravitational waves. Gravitational waves from compact binary coalescences
are circularly polarized, and the average response of the detector to such sources averaged over several cycles
is more accurately depicted by the right-most figure. Figure credit [11].
from the radiation frame, in which its coordinate expression is given by
h =

h+ h× 0
h× −h+ 0
0 0 0
 , (2.45)
to the detector frame coordinates. To do so, we perform three rotations: (1) a rotation by the angle
ψ about the radiation frame z-axis, (2) a rotation by the angle θ about the resulting x-axis, and (3)
a rotation by the angle φ about the resulting z-axis.
Thus, in the detector frame, we obtain
h = Rz(φ)Rx(θ)Rz(ψ)h(Rz(φ)Rx(θ)Rz(ψ))
−1 (2.46)
where
Rz(α) =

cos(α) sin(α) 0
− sin(α) cos(α) 0
0 0 1
 , (2.47)
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Networks of gravitational wave detectors 15
Figure 3. The antenna power patterns of the LIGO and VIRGO detector network
with two detectors at Hanford (HHLV: left panel) and of the network after including
the Japanese detector LCGT (HHJLV: right panel). All detectors are assumed to be
identical. As in Figure 2, the sensitivity is averaged over polarizations of the incoming
wave. Top row: The coordinate system is oriented with z aligned with geographic
North and the x-axis at geographic longitude 0o. In all such plots from now on, the
viewer is located at longitude 40oW and 20oN, above the mid-Atlantic. Note that
all antenna patterns are reflection symmetric through the center of the earth, so that
the hidden side is a mirror image of the side shown in the diagram. Bottom row:
The same data plotted as contour plots. Contours are labeled with values relative to
the maximum. For HHLV on the left, the maximum is 3.03 (square of mean horizon
distance from table 2). For HHJLV on the right, the maximum is 3.31.
Figure 2.8: The importance of multiple detectors for full sky coverage. On the left, we see that a detector
network consisting of just the Hanford, Livingston, and Virgo detectors has a significant region of depressed
sensitivity. This region is essentially given by the plane of the three detectors, where the individual detector
antenna patterns also have nodes. Simply adding a fourth detector, KAGRA in Japan, to the network sig-
nificantly reduces these deficits and gives more uniform sky coverage, as seen to the right. Figure credit [57].
and
Rx(α) =

1 0 0
0 cos(α) sin(α)
0 − sin(α) cos(α)
 . (2.48)
Through straightforward computation, one obtains the following explicit expression for the strain h
observed in the detector,
h = F+(θ, φ, ψ)h+ + F×(θ, φ, ψ)h×, (2.49)
where
F+ =
1
2
(1 + cos(θ)2) cos(2φ) cos(2ψ)− cos(θ) sin(2φ) sin(2ψ) (2.50)
F× =
1
2
(1 + cos(θ)2) cos(2φ) sin(2ψ) + cos(θ) sin(2φ) cos(2ψ) (2.51)
These functions are known as the antenna response of the gravitational wave detector and are
illustrated in Fig. 2.7.
A LIGO instrument is sensitive to GWs from all parts of the sky, apart from the four nodes
in the plane of the detector. However, the response of a LIGO instrument to GWs is not uniform
over the sky. As can be seen in Fig. 2.7, a LIGO instrument is most sensitive to overhead GW
sources. For detectors sensitive to GW sources beyond the local group, as are the LIGO and Virgo
detectors as of their most recent science runs, signals are expected to be uniformly distributed over
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Figure 2.9: A developing global network of gravitational wave detectors. Here we show the five currently
planned gravitational wave observatories: LIGO Hanford (US), LIGO Livingston (US), GEO (Germany),
Virgo (Italy), KAGRA (Japan), and LIGO India (India). The exact site of the Indian detector has not yet
been determined.
the sky. Thus, for optimal detection of gravitational waves, it is crucial to have multiple detectors
with differing orientations.
There is currently a developing global network of gravitational wave detectors, as illustrated in
Fig. 2.9. Shown in the figure are the two four-kilometer LIGO detectors at Hanford and Livingston
in the United States, the three-kilometer Virgo detector in Cascina, Italy, and the 600 meter detector
in Hanover, Germany. In addition, there are on-going negotiations to have a third LIGO detector
placed in India, at a yet to be determined site. The Japanese detector KAGRA is currently under
construction and will be the first gravitational wave detector built underground (to reduce seismic
noise) and featuring cryogenic mirrors (to attack thermal noise).
In the case of multiple detectors, the effective antenna response is given by
F (θ, φ, ψ)2 =
∑
detectors k
F 2+,k + F
2
×,k. (2.52)
In Fig. 2.8, we show the sky coverage obtained through the use of multiple detectors. Here we are
comparing the sky coverage for a network consisting of only LIGO and Virgo to one that includes
LIGO, Virgo and the KAGRA detector. Not shown here is the effect of the LIGO India detector,
whose site has not yet been chosen. We see that the addition of the KAGRA detector significantly
improves deficits in the network sensitivity. Multiple detectors also provide superior coverage in
time since an individual detector is not in observational mode. One can also use the analysis from
independent detectors to reject spurious single-detector events, by requiring that a candidate signal
57
appear in more than one detector simultaneously.
Another important point regarding multiple detectors is the ability to localize the GW source on
the sky. Compact binary coalescence might be followed by a γ-ray burst, and the ability to locate
CBC sources on the sky will be crucial for proving this hypothesis and enabling the multi-messenger
study of the progenitor. A single detector is sufficiently omnidirectional such that a measurement
of a transient signal in one detector gives nearly no information about the location of the source.
With two detectors, we can constrain the source location to a ring on the sky based on the time
delay between the appearance of the signal in each detector. With three detectors, the source can
be localized to two antipodal points on the sky. A fourth detector breaks this final degeneracy,
uniquely identifying the location of the source. Several existing low-latency pipelines have rapid
sky-localization methods based on the relative arrival times and amplitudes of the signal in different
detectors [58, 59]. More generally, the coherent analysis of multiple detector data provides a robust
method for determining the source parameters [60].
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Chapter 3
Detecting Compact Binary
Coalescence Signals
The first principle is that you must not fool yourself, and you are
the easiest person to fool.
Richard P. Feynman in his Caltech
commencement address (1974)
This chapter introduces the basic theory and techniques behind the analysis of LIGO instrumen-
tal data for gravitational wave signals from compact binary coalescence. We define the matched
filter signal-to-noise ratio (SNR), which is the optimal statistic for the detection of a signal of known
form added to stationary Gaussian noise. In practice, the exact form of the CBC signal depends
on the unknown source parameters, including the masses, spins, orientation, and sky position, and
we require methods to maximize the SNR over these parameters. Most of the extrinsic waveform
parameters (those that depend on the observer) are easy to handle, entering only into the overall
amplitude of the signal. We can maximize the SNR over the coalescence time using a computation-
ally efficient inverse Fourier transform and maximize over the coalescence phase analytically. The
remaining intrinsic source parameters, however, require the construction of a template bank.
We introduce here two techniques for covering the intrinsic signal parameter space, one based on
placing templates on a lattice and another based on stochastic template placement. Additionally,
LIGO detector data are in general neither stationary nor Gaussian, violating the assumptions that
ensure the optimality of the SNR detection statistic. In actual searches, we employ additional
background suppression techniques beyond the simple matched filter. We briefly discuss some of
these techniques, which include vetoes based on data quality and signal consistency tests.
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After a generic treatment of search techniques for CBCs in gravitational wave data, we describe
one specific implementation: the IHOPE pipeline. In the IHOPE pipeline, each of the detector data
is searched separately for candidate gravitational wave events with a bank of waveforms from model
systems. To suppress the background, a candidate event in one detector must have a corresponding
candidate event in another detector with similar measured masses and coalescence time to merit
further consideration. We estimate the background rate of coincidence between instrumental noise
triggers by sliding the detector data relative to each other in time such that any coincident events
would necessarily be of non-astrophysical origin. In the next chapter, we will discuss the results of
the analysis of recent LIGO and Virgo data with the IHOPE pipeline using lattice-based template
banks with non-spinning waveform templates.
3.1 Detecting signals of known form in stationary Gaussian
noise
In this section, we the introduce the vocabulary and tools needed for our later analysis of gravitational
wave data for signals from coalescing compact binaries. We define a random process X(α) as a
parameterized set of random variables. A random process is fully characterized by specifying the
joint probability density p~α(~x) for every finite sequence of points ~α. For our applications, the
parameter α will represent either time or frequency. When α denotes time, we assume that the
random process is real-valued, as will be the case for any time series that we encounter here. In the
frequency domain, the random process will in general be complex-valued, typically arising as the
Fourier transform of some real-valued random process in the time domain.
Our baseline framework for gravitational wave data analysis begins with the assumption that
the noise is stationary. A random process is said to be stationary if the two-point joint probability
distribution p~α(x1, x2) for ~α = (α1, α2) depends only on the difference α2−α1. We consider a noisy
process n(t) in the time domain, such as the readout from the detector strain channel. If n(t) is
stationary, then the application of the Fourier transform to n(t) removes the correlations in the joint
probability density, and we have
E[n˜(f)n˜∗(f ′)] =
1
2
Sn(f)δ(f − f ′), (3.1)
where Sn(f) is the power spectral density, also defined in Eqn. 2.21. As before, we include the
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factor of 1/2 in the definition of the power spectral density because we have assumed that n(t) is
real-valued, from which it follows that n˜(−f) = n˜∗(f). This relation implies that there is equal
power at negative and positive frequencies, so we fold the negative frequencies onto the positive ones
and consider only positive frequencies.
The Fourier transform leaves variances in the transformed process n˜(f). To remove these vari-
ances, we divide by the square root of the power spectral density to obtain
n˜W (f) =
n˜(f)√
1
2Sn(f)
(3.2)
which now has unit power spectral density. When Sn(f) = 1, we say that the noise is white, and the
transformation of a random process n(t) by Eqn. 3.2 is referred to as whitening. Although we have
defined the transformation here on the random process n(t), we will also apply this transformation
to signal and speak of the whitened signal.
A remarkable simplification of the signal detection problem arises under the additional assump-
tion that n(t) is Gaussian (see Refs. [61–63] for the details). A random process X(α) is called
Gaussian if p~α(~x) is jointly Gaussian distributed for every finite sequence ~α. Let s(t) denote the
data collected from a channel in the gravitational wave detector, and let h(t) denote a putative
signal in the data. We define an inner product between these two times series by
〈s|h〉 ≡ 2
∫ ∞
0
s˜(f)h˜∗(f) + s˜∗(f)h˜(f)
Sn(f)
. (3.3)
It is convenient to normalize the signal waveform by this inner product hˆ = h/
√〈h|h〉. Then, under
the assumption that n(t) is Gaussian, the quantity
ρ ≡ 〈~s, hˆ〉, (3.4)
which we call the signal-to-noise ratio, is the Neyman-Pearson optimal detection statistic for the
signal h(t). That is, among all linear filters on the data s(t), the signal-to-noise ratio ρ gives the
maximum detection probability for any false alarm probability. We refer to the template h(t) as a
matched filter.
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3.2 Covering the parameter space
The methods described in the previous section only apply if the form of the signal is known a priori.
In fact, there are at least fifteen parameters required to specify the expected signal from a compact
binary coalescence. We enumerate these parameters in Tbl. 3.1. Since the source parameters are
not known, we must consider all possible source parameters and maximize the SNR over these
parameters.
Many of the extrinsic parameters enter only into the signal amplitude at the detector: the sky
position angles, binary plane orientation angles, and the luminosity distance to the source. Since the
SNR in Eqn. 3.4 is defined for normalized templates, we do not need to search over these parameters
– provided that they are constant through the binary’s evolution. However, when the component
spins are misaligned with the orbital angular momentum, the inclination and polarization angles
are time dependent and lead to a non-trivial modification of the observed signal. In the misaligned
case, we must therefore also search over these angles.
Table 3.1: The compact binary parameter space. There are at least fifteen parameters required to specify
the orbit of a compact binary (we have ignored parameters associated with eccentricity and the finite size of
neutron stars). We refer to the parameters (1–8) as intrinsic parameters, while (9–15) are called extrinsic.
Parameters (9–13) enter only in the overall amplitude of the signal, (14) can be maximized over analytically,
and (15) can be efficiently searched over with an inverse Fourier transform.
1–2 component masses m1 and m2
3–8 component spin vectors ~S1 and ~S2, each having three components
9–10 sky position: right ascension α and declination δ
11–12 orientation of the binary relative to the line of sight: inclination ι and polar-
ization angle ψ
13 luminosity distance D
14 coalescence phase ϕcoal
15 coalescence time tcoal
If we restrict our attention to aligned-spin systems, then the inclination and polarization angles
are constant and enter only into the overall amplitude of the signal, making them degenerate1 with
the sky position and luminosity distance. After these, we are left with only the masses and spins
of the binary, which for non-precessing systems amounts to at most four parameters. Efficient
techniques for covering this remaining parameter space have been extensively studied [64–66]. We
describe two such techniques below, each of which will be applied in the analysis presented in
1These parameters are not degenerate for a multi-detector coherent analysis. Here we are considering an incoherent
analysis in which each detector data are searched separately. For a single detector, the parameters that affect the
overall amplitude can’t be disentangled.
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subsequent chapters. We will in fact restrict our attention to covering a subset of the aligned-spin
parameter space; later we will assess the efficacy of aligned-spin signal models for capturing signals
from generically spinning systems.
3.2.1 Searching over extrinsic parameters
As we have just mentioned, parameters of the binary which are extrinsic (depend on the observer)
tend to enter into the signal in very simple ways, making the search over these parameters relatively
easy. Most of them enter only into the amplitude of the signal and don’t have to be searched over
at all. The coalescence time and phase, however, are not so simple. Here we review the methods we
use to maximize the SNR over these two parameters.
We efficiently maximize the SNR over the coalescence time tcoal through the use of an inverse
Fourier transform. Recall that the time translation of a signal by offset τ in the time domain becomes
a phase drift in the frequency domain,
˜h(t− τ)(f) = h˜(f)e2piifτ . (3.5)
It follows from Eqn. 3.3 that
ρ(τ) = 〈s(t), h(t− τ)〉 (3.6)
= 4Re
∫ ∞
0
s˜∗(f)h˜(f)
Sn(f)
e2piifτdf. (3.7)
Note that the numerator of Eqn. 3.3 is purely real, since the two terms are complex conjugates
of each other. Eqn. 3.7 gives a computationally efficient method to maximize the SNR over time.
Rather than having to compute the overlap integral in Eqn. 3.3 repeatedly for each time translation
of the template, we can compute the SNR for all such templates with a single fast (inverse) Fourier
transform, since ρ(τ) in Eqn. 3.7 is just the inverse Fourier transform of s˜∗(f)h˜(f)/Sn(f). We
compute this inverse Fourier transform once and search for peaks in ρ(τ) over τ to obtain candidate
events.
The coalescence phase ϕcoal can be maximized over analytically whenever the stationary phase
approximation holds, that is, whenever the GW signal has only a single frequency component at any
time. In this approximation, the plus and cross polarizations of the CBC signal are proportional to
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each other and out of phase by pi/2 radians:
h˜+(f) =
1 + cos2 ι
2
e2iϕcoal hˆ0(f) (3.8)
h˜×(f) = cos ιe2i(ϕcoal+pi/4)hˆ0(f), (3.9)
where hˆ0(f) is the signal for ι = ϕcoal = 0 placed at a distance d such that 〈hˆ0, hˆ0〉 = 1 (see
Eqn. 1.44). The signal observed in the detector is given by Eqn. 2.49, and we find with some algebra
that
h˜(f) =
(
D
Deff
)
e2iφ0e2iϕcoal hˆ0(f). (3.10)
Here, φ0 is the termination phase, and is given by
tan 2φ0 =
2F× cos ι
F+(1 + cos2 ι)
, (3.11)
and
Deff = D
(
F 2+
(
1 + cos2 ι
2
)2
+ F 2× cos
2 ι
)−1/2
(3.12)
is the effective distance – the distance at which an optimally located and oriented binary would give
the same signal amplitude. Using the waveform h˜(f) as a template, we obtain the SNR as a function
of the coalescence phase
ρ(ϕcoal) = 〈s, h〉 = 〈s, hˆ0e2i(ϕcoal+φ0)〉. (3.13)
Recall that the SNR defined in Eqn. 3.4 is defined for normalized templates, which is why the
distances do not appear in the above equation. Defining the complex SNR
z = 4
∫ ∞
0
s˜∗(f)hˆ0(f)
Sn(f)
df, (3.14)
we can also write the SNR as
ρ(ϕcoal) = cos 2(ϕcoal + φ0)Re z + sin 2(ϕcoal + φ0)Im z. (3.15)
Maximizing ρ(ϕcoal) in Eqn. 3.15 with respect to ϕcoal, we find
tan 2(ϕcoal + φ0) =
Im z
Re z
. (3.16)
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From this condition, one can compute cos 2(ϕcoal + φ0) = Re z/|z| and sin 2(ϕcoal + φ0) = Im z/|z|.
Plugging these back into Eqn. 3.15, we find that the maximal SNR is given by
ρ(ϕcoal)|max =
√
(Re z)2 + (Im z)2. (3.17)
Thus, to maximize over the coalescence phase, we simply compute the magnitude of the complex
SNR z. This maximization comes essentially at no computational cost since ρ = Re z, and we are
already computing ρ.
Putting the phase and time maximizations together, we obtain the result
z(t) = 4
∫ ∞
0
s˜∗(f)hˆ(f)
Sn(f)
e2piiftdf (3.18)
and the SNR maximized over time and phase is z = max
t
|z(t)|.
Although the sky position of the binary remains approximately fixed during its evolution in
band, the orientation (given by the inclination angle ι and polarization angle ψ) of the binary can
evolve in a non-trivial way if the component spins are misaligned with the orbital momentum. In
the special case in which the binary spins are aligned to the orbital momentum, the orientation
angles of the binary are constant throughout the evolution of the system. We will consider in this
work only aligned spin filters, and therefore the discussion above completely solves the problem of
searching over the unknown extrinsic parameters. Of course, astrophysical CBCs may very well have
significant precession. We emphasize that we are only neglecting precession effects in the filters. We
will later address the question of whether these aligned spin templates are sufficient for the detection
of generically spinning binaries by using the aligned spin filters to search for simulated precessing
signals added to detector data.
3.2.2 Covering masses and spins
Finally, we have the problem of searching over the intrinsic binary parameters, which are the masses
and spins. These parameters enter in a much more complicated way into the phase and amplitude
of the GW signal compared to the extrinsic parameters. We cover this portion of the parameter
space using a template bank, which is a finite collection B of potential signals. The primary goal for
the construction of a template bank is to “cover” a target signal space S. One useful measure for
the coverage of a given signal space by a template bank is given in terms of the mean SNR recovery
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by template bank compared to the optimal case S ⊂ B (i.e. the case in which the bank contains
the actual signal). We formalize this notion below. We also desire the template bank to use as few
templates as possible in covering the space so as to minimize the computational cost of the search.
We write the parameters ~λ for an arbitrary CBC signal as ~λ ≡ {~λintr, ~λextr}, where ~λintr are
the intrinsic parameters and ~λextr are the extrinsic parameters (see Tbl. 3.1). We have just shown
how to optimize a search with respect to the extrinsic parameters. Given two signals sˆ and tˆ with
intrinsic parameters ~λs and ~λt, respectively, we define the match M between them by
M≡ max
~λextr
〈sˆ|hˆ〉. (3.19)
We denote the match by M(~λ,∆~λ), where ∆~λ = ~λt − ~λs. We obtain a convenient approximate
expression for the match between neighboring templates by Taylor-expanding the match about
∆~λ = 0. Since the match function has its maximum value of unity at ∆~λ = 0, there are no linear
terms in the expansion, and truncating the expansion at second order, we get
M(~λ,∆~λ) ' 1− gij ∆λi∆λj (3.20)
where
gij ≡ −1
2
(
∂2M
∂∆λi ∂∆λj
)
∆~λ=0
(3.21)
can be interpreted as a metric on a manifold in the coordinates of the binary parameter space. The
mismatch 1 −M between two neighboring templates has the interpretation of the proper distance
in the parameter space [67] and for short distances is given approximately by
1−M ' gij ∆λi∆λj . (3.22)
The metric coefficients are coordinate dependent. We will see that at the second order post-
Newtonian limit, there are certain coordinates in which the metric takes an exceptionally simple
form. The use of an approximate semi-analytic expression for the metric, when available, greatly
reduces the computational cost of the match calculation between two templates, since it obviates
the need for computing the inverse Fourier transform to the overlap over time translations.
The fitting factor of a template bank towards a particular signal quantifies the effectiveness of a
template bank for SNR recovery [68]. The fitting factor of a template bank B towards a particular
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signal s ∈ S with intrinsic parameters ~λs is defined by
FF(~λs;B) = max
hˆ∈B
M(~λh;~λh − ~λs) (3.23)
where the maximization is over all templates in the bank. When the metric gij is known, we can
approximate the mismatch with Eqn. 3.22 and therefore approximate the fitting factor by
FF(~λ;B) ≈ 1−min
hˆ∈B
|~λh − ~λs|2, (3.24)
where the norm || is defined with respect to the metric, i.e., |~λ| = gijλiλj . The fitting factor
quantifies the optimality of the template bank for detecting the signal ~s. Relative to the optimal
case in which sˆ ∈ B, the use of the sub-optimal template bank for filtering incurs a loss
Vbank
Vopt
= FF3 (3.25)
in detection rate. Here V denotes the observable volume at a fixed SNR threshold, and neglects the
dependence of the background event rate on the particular template bank used for the search.
3.2.3 Lattice template placement
Currently implemented LIGO-Virgo matched filtering searches for CBCs are based on a lattice
approach for placing the templates [3, 4], and similar techniques are being developed for advanced
generation searches [69–71]. This technique relies on the existence of coordinates ~λ′ = f(~λ) in which
the metric coefficients gij are constant (or nearly so) across the parameter space. One can then
place the templates on a regular lattice in these coordinates to guarantee a minimal loss of SNR [66,
72, 73]. The lattice technique is highly computationally efficient, but requires one to determine
the appropriate coordinates in which to lay down the templates. Depending on the waveform
approximation used, such coordinates may not exist, rendering the lattice approach inapplicable.
In the second order post-Newtonian approximation to the CBC signal and when the spins of
the system are negligible, these coordinates are found to be the (dimensionless) chirp times [72,73],
67
Figure 3.1: Lattice-based placement
strategy for non-spinning templates.
We show the parameters of a tem-
plate bank constructed by placing
templates in a hexagonal-lattice in the
chirptime coordinates τ0 and τ3. Set-
ting up a lattice in this coordinate
system covers the physical parameter
space without putting too many tem-
plates in any one place. For example,
the lattice construction tells us that
the higher mass systems require fewer
templates to detect.
defined by
θ0 =
5
128η
(piMflow)
−5/3 (3.26)
θ3 = − pi
4η
(piMflow)
−2/3, (3.27)
where M is the binary total mass and η = m1m2/M
2 is the symmetric mass ratio. The dimensionless
chirp time parameters are related to the usual chirp time parameters by θ0 = 2piflowτ0 and θ3 =
−2piflowτ3. When merger, ringdown, spin, or higher order post-Newtonian corrections become
important for detection, however, no such coordinates are known, and therefore the lattice techniques
cannot be reliably applied to place templates.
In Fig. 3.1, we illustrate the coordinate-dependence of the metric (top vs. bottom) and the
construction of a template bank in a lattice on the τ0− τ3 coordinates (bottom). To the extent that
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Figure 3.2: Breakdown of the chirp time coordinates for lattice template placement. We compare banks
generated by the random placement method (left) and the lattice placement method (right) in the regime
Mtotal ∈ [15, 150]M where merger and ringdown contribute significantly to the SNR. We see that at the
smallest chirp times (highest masses), the random placement technique uses fewer templates than the lattice
placement. Both banks are generated with a nominal minimum match ofM = 0.97, but the lattice placement
over covers at high mass, giving much higher fitting factors.
the post-Newtonian approximation is accurate, this placement technique covers the parameter space
using the fewest possible templates for a given tolerance of mismatch, which here is Mmin = 0.97.
We see in the top figure that the template placement in the ordinary component mass parameters m1
and m2 is highly non-uniform, thus emphasizing the importance of knowing the correct parameters
for the lattice construction.
3.2.4 Random template placement
As we add more physical effects to the template waveforms, such as merger or spin, the metric
coefficients in the chirp time coordinates are no longer constant across the parameter space. In these
cases, we may resort to a brute force approach for template placement, recently studied in [64, 65],
in which template parameters are chosen at random until the parameter space is fully covered.
Templates whose overlap with other templates in the bank are greater than the specified minimal
match are discarded. The random placement method is robust if not computationally efficient,
and by no means guarantees that the resulting bank is optimal in terms of the number of filters.
However, the technique is completely generic, not depending on having any special coordinates with
which to work, and straightforward to implement. In certain cases, such as when the filters are
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sufficiently short such that the inverse Fourier transform is not prohibitively expensive, or when
we have available an analytic approximation to the non-constant metric, the random placement
approach is an appealing alternative to the lattice-based approach.
The random placement method begins with a seed bank of template parametersB0 = {~λ1intr, ~λ2intr, . . . , ~λNintr},
which may be empty. A set of template waveform parameters ~λprop is proposed randomly, and the
bank B0 is checked to see whether it already contains a template which sufficiently overlaps with
the proposed template. We measure the coverage of the template bank via the fitting factor, which
gives the fraction of optimal SNR that can be obtained towards the proposed template waveform
~λprop using the existing template bank without including the newly proposed template. If the fitting
factor for the proposed template is above a given minimum match threshold Mmin, then the pro-
posed template is discarded to prevent over-coverage, and we repeat the process with the same bank
seed B0. Otherwise, the proposed template is added to the bank and we repeat the process using
B1 ≡ B0 ∪ {~λprop} as the new bank seed. The process continues until some convergence criterion
is satisfied. In our implementation, we terminate the bank construction when the mean number of
discarded proposals per accepted proposal (averaged over the last ten accepted proposals) exceeds
a specified critical value kmax.
We have implemented a generic infrastructure for generating stochastic banks, which we call
SBank [8, 9]. See Sec. 6.2 for more details on this implementation. In Fig. 3.2, we compare the
random template placement (as implemented in SBank ) and the lattice placement method for
systems with Mtotal ∈ [15, 150]M. We will demonstrate the application of this infrastructure to
the construction of template banks from signals that include effects from aligned spin, merger and
ringdown. The great utility of SBank as we have implemented it is that it is easily extensible to
other waveform approximations as they become available.
3.3 Non-stationary and non-Gaussian noise
3.3.1 Data segmentation
Our considerations so far have assumed that our background is stationary and Gaussian. In practice,
LIGO data are neither of these. Non-stationarities can arise for any number of reasons. For example,
as discussed in Chap. 2, seismic noise is a significant source of noise in the low-frequency regime.
Any changes in the seismic activity near the detector will register as an evolving background. For
70
Figure 3.3: Non-stationarity of real LIGO in-
strumental noise. We show the mean sensitive
distance to a canonical m1 = m2 = 1.4M bi-
nary neutron star source for the four detectors
which operated in S5/VSR1 as a function of time.
Each point indicates the average sensitive dis-
tance over an interval of seven days and the er-
ror bar indicates the variance in the sensitivity
during that week. Figure credit [1].
example, anthropogenic sources of seismic activity are clearly seen in the sensitivity of the detector.
The detectors tend to be more sensitive during the evening hours, when there is little anthropogenic
activity, and less sensitive in the day hours, when more people are on the roads. In the evening
hours, the anthropogenic activity is less, improving not just the sensitivity at low frequencies where
seismic activity couples most strongly to the detector, but also allowing for more stable detector
locks at higher laser power.
On longer time scales, non-stationarities may arise from changes in the detector configuration,
such as maintenance work or hardware upgrades. Dealing with slowly evolving non-stationarity
is rather straightforward, provided that the signals are short in duration compared to the non-
stationarity time scale. In that case, we can filter the data over intervals of time which are small
compared to the non-stationary time scale but large compared to the signal time scale (the interval
must be larger than the signal time scale to ensure minimal bias in the background estimation due to
the presence of a signal). We treat the noise in each interval (for IHOPE this time interval is chosen
to be 2048 s) as stationary, apply the usual methods, and take into account the non-stationary by
re-estimating the PSD in every segment. In Fig. 3.3, we illustrate the non-stationarity of the LIGO
detector noise over the course of an entire science run, in this case S5.
3.3.2 Coincidence between detectors
The events we are looking for will be quite rare, even in the most optimistic scenarios [31]. The
background in a single detector can overwhelm the signal. Fortunately, with more than one detector
we can severely cut down on the background rate by requiring coincidence between detectors for any
candidate gravitational wave event. For each detector, we filter the data separately with the template
bank and generate a list of triggers, that is, events in which some template in the bank generates
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Figure 3.4: Non-Gaussianity of real LIGO instrumental noise. We show an example of ρ− χ2 statistics for
triggers in an analysis of background only (black) and simulated signal added to detector noise (red). The
χ2 statistic shown here is the traditional χ2 described in the text. The blue curves indicate the contours
which are used to rank triggers. We see clearly from this figure that a simple threshold on SNR is insufficient
for optimal detection in real LIGO data.
a SNR above some predetermined threshold. By saying that we require coincidence, we mean that
we require that a trigger in one detector must have a corresponding trigger in another within some
time and template parameter windows [74]. This requirement greatly reduces the number of false
triggers associated with noise in the detector.
3.3.3 Signal consistency tests
To combat non-Gaussian behavior in the data, we perform additional statistical tests that go beyond
the signal-to-noise. The most common of these types of tests are χ2 tests, which measure the residual
power in the data stream after subtracting off the inferred signal. If the residual is consistent with
the Gaussian assumption, the χ2 value should be low; otherwise the χ2 should be large (see Fig. 3.4).
As with the SNR, these χ2 are sensitive to disagreements between the filter template and the actual
signal. Large values of χ2 can arise from either non-Gaussian fluctuations or mismatch between the
true waveform and the closest matching template in the bank.
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There are several types of χ2 statistics used in LIGO data analysis (see Chap. 6 in Ref. [75] for
a brief review). Here we describe two particular tests, which will appear in pipelines later in this
work. The first test (traditional χ2) is a frequency-domain test which has featured in the most recent
LIGO/Virgo searches for GWs from CBCs. The second test (autocorrelation χ2) is a time-domain
test, which is the currently implemented χ2 statistic used in the new gstlal pipeline to be described
in Chap. 5.
Traditional χ2
Recent LIGO/Virgo searches for GWs from CBCs employed a χ2 statistic [76] based on the consid-
eration that although a detector glitch may generate triggers with the same SNR as a GW signal,
the manner in which the SNR is accumulated over time and frequency is likely to be different. For
example, a glitch that resembles a delta function corresponds to a burst of signal power concentrated
in a small time-domain window, but smeared out across all frequencies. A CBC waveform, on the
other hand, will accumulate SNR across the duration of the template, consistently with the chirp-like
morphology of the waveform.
To test whether this is the case, the template is broken into p frequency bands with boundaries
f0 = 0 < f1 < f2 < ... < fp−1 < fp =∞ in such a way that the SNR accumulated in each frequency
interval,
zj = 4Re
∫ fj
fj−1
s˜(f)hˆ(f)
Sn(f)
df, (3.28)
has the same expectation value 〈zj〉 = z/p, where z =
∑
zj is total SNR achieved by the template.
The χ2 statistic is computed from these by
χ2 =
1
p
p∑
j=1
(z − pzj)2, (3.29)
which is χ2-distributed with p degrees of freedom. The quantity pzj is the expected total SNR
based on the SNR in frequency band [fj−1, fj ]. This technique is highly effective for suppressing
the background when the signal duration is long, but computationally is rather costly, requiring p
inverse Fourier transforms per template. Thus, in the IHOPE pipeline, which implements this test,
the χ2 is computed only for triggers that have passed the coincidence stage (see Sec. 3.4).
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Autocorrelation χ2
Another useful signal consistency test is obtained by comparing the SNR time series obtained from
filtering the data to the autocorrelation of the template. This statistic has the main advantage that
once the SNR time series is computed for a given template, all the required data to compute the
statistic are already in memory; the statistic is extremely computationally efficient compared the
traditional χ2. The autocorrelation χ2 statistic is closely related to the bank χ2, as described in
Ref. [75].
Suppose we collect data s = n+Ah we suspect to contain a signal Ah, where A is some amplitude
and 〈h, h〉 = 1. Then in our filtering, as we maximize the signal to noise over time translations of
the template h, we measure the SNR time series
ρ(τ) = 〈n, he2piifτ 〉+A〈h, he2piifτ 〉 (3.30)
See Eqn. 3.7. We define
α(τ) ≡ 〈h, he2piifτ 〉, (3.31)
which is the autocorrelation of the whitened template. The autocorrelation takes its maximal value
of 1 at τ = 0. In Eqn. 3.30, τ is to be interpreted as the difference in time between the actual
coalescence time and the time-shifted template. In actual analysis, in which we do not know the
actual coalescence time, we would take τ = 0 to correspond to the time of the maximum SNR.
These considerations give us an estimate for the amplitude A by maximizing Eqn. 3.30 over time
and taking an ensemble average, so that the noise term disappears, giving A ≈ 〈ρmax〉. Now put all
the measurable quantities on the same side of the equality to find that
ρ(τ)− ρmaxα(τ) = 〈n, he2piifτ 〉. (3.32)
On the right, we have only the noise term, which will be Gaussian distributed if the noise n is
Gaussian. On the left, we have only quantities that are measurable from the data and templates.
We can exploit this to compute a χ2 statistic from a given trigger, namely
χ2 =
∫ Tmax
0
|ρ(τ)− ρmaxα(τ)|2dτ (3.33)
=
∫ Tmax
0
|〈n, he2piifτ 〉|2dτ. (3.34)
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Here Tmax is a tunable parameter that corresponds to the number of degrees of freedom in the χ
2.
If the SNR time series is computed with time resolution ∆t, then the number of degrees of freedom
is N = Tmax/∆t.
In Fig. 3.4, we show an example of the statistical properties of the background triggers compared
to triggers arising from simulated signals added to real detector data. In Gaussian noise, the SNR
is the optimal detection statistic, and furthermore the background distribution in SNR falls expo-
nentially. Here we see that the background has long excursions into the high SNR regime where,
without the additional χ2 statistic, it would blend into the signal. However, background triggers
usually also have higher χ2 than one would expect from signals. Therefore, the χ2 test helps to dis-
tinguish between background and signal when the background has non-Gaussian fluctuations. We
note that in the high SNR regime, simulated signals also obtain large χ2. This fact arises from the
discreteness of the template bank. Typically the simulated signal does not exactly match any of the
templates in the bank. As the signal gets louder, the small fractional mismatch (e.g. Mmin = 0.97)
becomes amplified and pulls the signal dangerously close to the background. In particular, since our
searches have (so far) used non-spinning templates, a signal from a compact binary with spin could
register in the pipeline with a large χ2, obscuring it into the background. Thus, while the SNR is
optimal in Gaussian noise with known signals, it is decidedly non-optimal when the background in
non-Gaussian or the actual signal does not match the template. The latter observation provides
even more motivation for the move to including more physical effects in the templates. We want not
only to maximize the recovered signal-to-noise, but also to minimize the χ2 for signal.
3.3.4 Data quality metrics
Another approach we take against non-Gaussian behavior is to monitor the state of the interferometer
and its environment and look for disturbances which are likely to propagate into the data stream. In
severe cases, one might flag the data as unanalyzable; in less severe cases, one might flag the data as
suspicious but analyzable. In post-processing of the triggers, these data quality (DQ) flags help to
search for problems in the data which might have appeared to be a real event. Vetoes are assigned
to categories based on the severity of instrumental problems and on how well the couplings between
the GW and auxiliary channels are understood. Correspondingly, CBC searches assign data to one
of four DQ categories, as described in Tbl. 3.2.
All LIGO detectors are equipped with environmental and instrumental monitors; their output is
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Table 3.2: Data quality metrics for gravitational wave searches. Searches for gravitational waves from
compact binary coalescence rely crucially on having data that is as clean as possible. A multitude of
channels monitor the state of the interferometer and its environment. These channels are used to partition
the data quality into four categories.
Category 1 Seriously compromised or missing data. The data are entirely unusable, to
the extent that they would corrupt noise PSD estimates. These times are
excluded from the analysis as if the detector was not operating.
Category 2 Instrumental problems with known couplings to the GW channel. Although
the data are compromised, these times can still be used for PSD estimation.
Data flagged as Category 2 are analyzed in the pipeline, but any triggers
occurring during these times are discarded. This reduces the fragmentation of
data, maximizing the amount of data that can be analyzed.
Category 3 Likely instrumental problems, casting doubt on triggers found during these
times. Data flagged as category-3 are analyzed and triggers are processed.
However, the excess noise in such times may obscure signals in clean data.
Consequently, the analysis is also performed excluding time vetoed at Category
3, allowing weaker signals in clean data to be extracted. Data vetoed at
Category 3 are excluded from the estimation of upper limits on GW event
rates.
Category 4 The data remaining after the removal of Category 1–3 data. Category 4 data
are considered good data and are analyzed in full.
recorded in the detectors auxiliary channels. Periods of heightened activity in these channels (e.g.,
as caused by elevated seismic noise) are automatically marked with DQ flags. Data quality flags
can also be added manually if the detector operators observe poor instrumental behavior. If a DQ
flag is found to be strongly correlated with CBC triggers, then it can be used as a DQ veto. Data
quality vetoes must be safe, i.e., not triggered by real GWs. Veto safety is assessed by comparing
the fraction of hardware injections that are vetoed with the total fraction of data that is vetoed.
Hardware injections are signals injected directly into the detector by actuating on the test masses.
The hardware injections are meant to simulate exactly the effects of a real gravitational wave passing
through the instrument. In particular, hardware injections may couple in some unknown way to
channels other than the gravitational wave channel. Such channels must not be used for identifying
bad data.
3.4 The IHOPE Pipeline
We conclude this chapter with an overview of one specific implementation of the techniques discussed
here, the IHOPE pipeline [5, 63], which was used in the initial LIGO compact binary searches
described in the next chapter [3, 4]. Here, we discuss implementation features which are specific
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FIG. 1. Structure of the ihope pipeline.
tests are computationally expensive, so we reserve them
for this second pass. Single-detector triggers are again
compared for coincidence, and the final list is clustered
and ranked (Sec. III E), taking into account signal con-
sistency, amplitude consistency among detectors (Sec.
III C), as well as the times in which the detectors were not
operating optimally (Sec. IIID). These steps leave coin-
cident triggers that have a quasi-Gaussian distribution;
they can now be evaluated for statistical significance, and
used to derive event-rate upper limits in the absence of
a detection.
To do this, the steps of the search that involve co-
incidence are repeated many times, artificially shifting
the time stamps of triggers in di↵erent detectors, such
that no true GW signal would actually be found in co-
incidence (Sec. IVA). The resulting time-shift triggers
are used to calculate the FAR of the in-time (zero-shift)
triggers. Those with FAR lower than some threshold are
the GW-signal candidates (Sec. IVB). Simulated GW
signals are then injected into the data, and by observ-
ing which injections are recovered as triggers with FAR
lower than some threshold, we can characterize detection
e ciency as a function of distance and other parameters
(Sec. IVC), providing an astrophysical interpretation for
the search. Together with the FARs of the loudest trig-
gers, the e ciency yields the upper limits (Sec. IVD).
A. Data segmentation and conditioning,
power-spectral-density generation
As a first step in the pipeline, ihope identifies the
stretches of detector data that should be analyzed: for
each detector, such science segments are those for which
the detector was locked (i.e., interferometer laser light
was resonant in Fabry–Perot cavities [1]), no other ex-
perimental work was being performed, and the detec-
tor’s “science mode” was confirmed by a human “science
monitor.” ihope builds a list of science-segment times
by querying a network-accessible database that contains
this information for all detectors.
The LIGO and Virgo GW-strain data are sampled
at 16, 384 Hz and 20, 000 Hz, respectively, but both are
down-sampled to 4096 Hz prior to analysis [15], since at
frequencies above 1 kHz to 2 kHz detector noise over-
whelms any likely CBC signal. This sampling rate sets
the Nyquist frequency at 2048 Hz; to prevent aliasing,
the data are preconditioned with a time-domain digital
filter with low-pass cuto↵ at the Nyquist frequency [15].
While CBC signals extend to arbitrarily low frequencies,
detector sensitivity degrades rapidly, so very little GW
power could be observed below 40 Hz. Therefore, we
usually suppress signals below 30 Hz with two rounds of
8th-order Butterworth high-pass filters, and analyze data
only above 40 Hz.
Both the low- and high-pass filters corrupt the data
at the start and end of a science segment, so the first
and last few seconds of data (typically 8 s) are discarded
after applying the filters. Furthermore, SNRs are com-
puted by correlating templates with the (noise-weighted)
data stream, which is only possible if a stretch of data
of at least the same length as the template is available.
Altogether, the data are split into 256 s segments, and
the first and last 64 s of each segment are not used in the
search. Neighboring segments are overlapped by 128 s to
Figure 3.5: Architecture of the IHOPE analysis pipeline.
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to the IHOPE pipeline. Later we will meet the gstlal pipeline, which implements some of these
signal processing techniques in different forms.
Fig. 3.5 gives a schematic overview of the IHOPE pipeline. Before the analysis, we generate a col-
lection of science segments, which are those times in which the detector was operating and collecting
Category 2 or better data. The individual instrument observing times are broken up into 2048
second segments; segments shorter than 2048 seconds are discarded. In each segment, we compute
the PSD, generate template banks, and filter the data. Events exceeding some predetermined SNR
threshold are recorded. Since a single event can produce more than one trigger, we cluster triggers,
taking triggers which are nearby in time and keeping only the loudest one. After clustering, we look
for coincidence between the triggers in separate detectors. The triggers in each detector must be
nearby in both time and mass to be considered further [74]. Only coincident triggers are considered
for further analysis. After the coincidence stage, we perform a second pass through the data using
only those templates that generated coincident triggers. For the triggers that are generated in this
second pass, we compute the computationally expensive χ2 statistic; performing this calculation in
the second stage allows us to avoid computing this statistic for triggers that can be discarded by
other means (such as coincidence). At the end of the second pass through the pipeline, including
inter-detector coincidence, we obtain a list of triggers ranked by a detection statistic which depends
on the search but generically takes the form of the signal-to-noise ratio re-weighted by χ2.
To understand the significance of the foreground triggers, we measure the background rate of
coincident triggers as a function of combined re-weighted SNR by performing numerous time-shift
analyses. In each one we artificially introduce different relative time shifts in the data from each
detector. The time shifts that are introduced must be large enough such that each time-shift analysis
is statistically independent. To perform the time-shift analysis in practice, we simply shift the
triggers generated at the first matched- filtering stage of the analysis, and repeat all subsequent stages
from multi-detector coincidence onwards. Shifts are performed on a ring: for each observational
coincidence period (i.e., data segment where a certain set of detectors is operational), triggers that
are shifted past the end are re-inserted at the beginning. To ensure statistical independence, time
shifts are performed in multiples of 5s; this ensures that they are significantly larger than the light
travel time between the detectors, the autocorrelation time of the templates, and the duration of
most non-transient glitches seen in the data. Therefore, any coincidences seen in the time shifts
cannot be due to an astrophysical source, and are most likely due to noise-background triggers. It is
possible, however, for a GW-induced trigger in one detector to arise in time-shift coincidence with
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noise in another detector. Indeed, this issue arose in Ref. [3], where a blind injection was added to
the data to test the analysis procedure.
In the following chapter, we report on two searches performed using the IHOPE pipeline. There
we will see what the output of the pipeline looks like and the methods used to interpret the results,
which is the final stage of the IHOPE pipeline.
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Chapter 4
Two Searches for CBCs in Data
from LIGO’s Sixth and Virgo’s
Second and Third Science Runs
It is the weight, not the number of experiments, that is to be
regarded.
Isaac Newton
LIGO’s fifth science run concluded in 2007, with the Hanford and Livingston detectors operating
at the initial LIGO design sensitivity for frequencies above 60Hz. LIGO’s sixth science run took place
from July 7, 2009 to October 20, 2010, featuring improvements upon the initial design [55,56] which
allowed for a stable high-power laser configuration. The upgrades led to detectors with sensitivities
that exceeded the initial design sensitivity above 60Hz by up to a factor of two in strain, as shown
in Fig. 4.1. Thus, LIGO’s sixth science run went beyond the goals of initial LIGO, demonstrating
the most sensitive instrument ever constructed for the detection of gravitational waves. The Virgo
observatory also collected data during 2009 and 2010 in what were its second and third science runs.
We performed two searches [3,4] for gravitational waves signals from compact binary coalescence
in these data. The templates used in our searches covered the mass range 2M ≤Mtotal ≤ 100M
and component masses 1M ≤ mi ≤ 99M, but neglected component spins. This parameter space
includes each of the three compact binary sources: binary neutron stars, neutron star-black hole
binaries, and binary black holes. For our searches, we break down the parameter space into two
subregions, “low mass” and “high mass”, depending on the filter templates used for the search.
Lower mass systems (Mtotal . 25M) merge out of band and for these systems a post-Newtonian
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approximation to the gravitational wave signal is sufficient for detection1. Higher mass systems
merge in LIGO’s most sensitive band 100–300 Hz. For these systems, we use templates that include
each of the inspiral, merger, and ringdown phases of the coalescence.
All candidate gravitational wave events identified in both searches were consistent with back-
ground. In the absence of a confident detection, we place upper limits on the rates of CBCs in the
nearby Universe. The inferred upper limits on event rates depend on the assumed distributions of
compact binary parameters, which presently are not well-constrained. We therefore considered sev-
eral compact binary mass and spin distributions in our calculations, including non-spinning binaries,
aligned-spin binaries, precessing-spin binaries (where possible), and a focused study of BNS, NSBH,
BBH systems with masses Gaussian-distributed about nominal values for the neutron star and black
hole masses (mNS = 1.34 ± 0.05M and mBH = 5 ± 1M). For each population distribution, we
measured the mean detectable volume of the search to a simulated population derived from that
distribution . The absence of any event above the loudest event in the observed volume then implies
an upper limit on the coalescence rate density [77, 78]. The upper limits for CBC rates computed
from our gravitational wave observations do not yet constrain even the most optimistic estimates of
event rates obtained through other approaches, which were discussed in Sec. 1.4.
In the final section of this chapter, we take a look at the results of the searches in terms of
sensitivity to spinning binaries. We note that the searches performed quite well in this regard,
matching closely with back-of-the-envelope calculations for the expected sensitive volume. Still
there is room for improvement, which we will quantify in Chap. 6. The remainder of this thesis will
then focus on demonstrating that some of this sensitive volume can in fact be recovered with the
use of spinning templates.
4.1 LIGO’s sixth and Virgo’s second and third science runs
During LIGO’s sixth science run (S6), each of the two LIGO sites operated a single four kilometer
laser interferometer (H1 and L1). The two kilometer H2 instrument which operated at the Hanford
site in earlier science runs was not operational in S6. Following LIGO’s fifth science run (S5), several
hardware changes were made to the LIGO detectors so that prototypes of aLIGO technology could
be installed and tested [55, 56]. These upgrades included the installation of a higher power laser,
a thermal compensation system, and the implementation of a DC readout system that included
1The searches were divided at Mtotal = 25M, but this was probably a sub-optimal choice. See Fig. 4.3.
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(a) Power spectra (b) Horizon distance
Figure 4.1: Detector sensitivities in S6 and VSR2/3. noise for the LIGO and Virgo detectors in the S6
and Virgo VSR2/3 runs [2]. To the right, we show the horizon distance computed from these spectra as a
function of Mtotal for equal-mass non-spinning binaries in S6/VSR2-3 (solid lines). Using the spectra shown
in Fig. 2.6, we also compute the horizon distance for the LIGO and Virgo detectors in S5 and VSR1 (dashed
lines). The horizon distance is computed with the IMRPhenomB waveform approximation. We note that
while the strain sensitivity improved between S5 and S6 by up to a factor of two, the horizon distance to
CBCs increased only ∼ 15% because most of the sensitivity improvement occurred at high frequencies, where
the CBC signal spends very little time. On the other hand, the Virgo detector achieved more than a factor
of two improvement in horizon distance between VSR1 and VSR2/3, since its greatest improvements were
at low frequencies.
a new output mode cleaner on an aLIGO seismic isolation table [79]. In addition, the hydraulic
seismic isolation system was improved by fine tuning its feed-forward path. In the period between
Virgo’s first science run (VSR1) and Virgo’s second science run (VSR2), several enhancements were
made to the Virgo detector. Specifically, a more powerful laser was installed, along with a thermal
compensation system and improved scattered light mitigation. During early 2010, monolithic sus-
pensions were installed, which involved replacing Virgo’s test masses with new mirrors hung from
fused-silica fibers [80]. Virgo’s third science run (VSR3) followed this upgrade. In Fig. 4.1a, we
show “representative” (see Ref. [2]) strain spectral densities for each of the three detectors operating
during the S6 and VSR2/3.
A convenient measure of the sensitivity of a detector to CBC signals is the horizon distance, which
is the distance at which an optimally oriented and optimally sky-positioned compact binary would
produce a signal with expected SNR of 〈ρ〉 = 8 in that detector. The horizon distance combines
the detector strain sensitivity, encoded in its power spectrum, with the expected form of the CBC
signals to produce a single quantity that summarizes the sensitivity of the detector to those signals
at a given time. The horizon distance also helps establish a benchmark for the performance of a
CBC search pipeline. If we assume an isotropic distribution of sky position and binary orientation
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angles, then the mean sensitive distance at 〈ρ〉 = 8 is given in terms of the optimal horizon distance
by
DSM =
Dhoriz
2.26
. (4.1)
The angle-averaged sensitive distance DSM is called the SenseMon distance. From the SenseMon
distance, we can compute a naive expectation for the sensitive volume
VSM =
4pi
3
D3SM. (4.2)
In actual searches, we measure the sensitive volume by performing the analysis with simulated signals
added to the data. Comparing the measured sensitive volume to the SenseMon sensitive volume
gives us a sense of whether the pipeline is performing as expected.
The expected SNR for a signal h in a detector with spectral density Sn(f) is given by
〈ρ〉 =
√
〈h|h〉, (4.3)
where the inner product 〈|〉 is defined by Eqn. 3.3. If h1Mpc denotes the signal from the same binary
system located at 1 Mpc, and D is the distance to the source in Mpc, then h = h1Mpc/D. Setting
〈ρ〉 = 8 in Eqn. 4.3, we obtain the expression
Dhoriz =
√〈h1Mpc|h1Mpc〉
8
Mpc. (4.4)
In Fig. 4.1b, we show the horizon distance for equal mass non-spinning binaries computed from the
spectra in Fig. 4.1a. Our calculation uses the IMRPhenomB approximation, so as to include the
effects of merger and ringdown. We show the horizon distance only up to Mtotal = 100M, since
this value is the upper mass cutoff in the searches described below, but the detectors have sensitivity
to systems up to roughly
Mmax ≈ c
3
6
√
6Gflow
≈ 350M, (4.5)
where we have taken flow = 40 Hz. At masses beyond 350M, the entire CBC signal is out of the
LIGO band2.
Since the noise in the LIGO and Virgo detectors is not stationary, the horizon distances shown
2Actually, the GW signal consists of a superposition of waves with frequencies that are integer multiples of the
orbital frequency. The dominant frequency is fGW = 2forb, but other multiples also contribute to the signal, bringing
part of the signal for masses beyond Mtotal = 350M back into band.
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(a) (b)
Figure 4.2: Variation of sensitivity over the course of the S6/VSR2-3 science runs. We show (left) the
distribution of horizon distances for a m1 = m2 = 1.4M binary neutron star signal, computed from each
of the 2048 s blocks of data analyzed in the S6/VSR2-3 low mass CBC search. Each point in the time series
(right) indicates the average sensitive distance over an interval of seven days and the error bar indicates the
variance in the sensitivity during that week. The detector sensitivity is a strong function of time, changing
in response to local conditions and periodic maintenance and commissioning of the detectors.
in Fig. 4.1b conceal important information about the variability of the detector sensitivities over
the course of S6/VSR2-3. In the S6/VSR2-3 CBC searches, the spectral density was computed on
2048-second blocks of contiguous data [81], as explained in Sec. 3.4. We account for non-stationary
detector behavior by recomputing the spectral density for every 2048 second block of data. In
Fig. 4.2, we show the distribution of the horizon distance towards a canonical m1 = m2 = 1.4M
binary neutron star source for each of the 2048 second blocks of data analyzed in the low mass CBC
search We note the wide variation in sensitivity over the course of such a long run. The Hanford
site finished S6 operating at a sensitivity with horizon distance of 45 Mpc. At the beginning of
the S6 observational run, Hanford had an observable distance of only 30 Mpc. This improvement
corresponds to an increase is detection rate by a factor of (45/30)3, which is slightly more than a
factor of three. The decrease in horizon distance for the Virgo detector in VSR3 is due to a mirror
with an incorrect radius of curvature being installed during the conversion to monolithic suspensions.
4.2 Search parameters
Together our two CBC searches covered the mass space 2M ≤Mtotal ≤ 100M and 1M ≤ mi ≤
99M. We split this parameter space into two subregions depending on whether we use inspiral-
only post-Newtownian filters or templates which also include merger and ringdown. The transition
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Table 4.1: Observational times for the S6/VSR2-3 high mass search. We list the nine observational epochs by
their GPS start and end times, together with the total amount of analyzed time in each coincident detector
combination for the S6/VSR2-3 high mass search. These analysis times correspond to the data that are used
for computing upper limits. Therefore, we have removed playground data and applied Category 1–3 vetoes
(see Sec. 3.3.4). Due to search-specific vetoes, the analyzed times for the low mass search are not precisely
the same; however, the difference is on the order of 1%.
Epoch
Analyzed time in seconds (days)
H1L1V1 H1L1 H1V1 L1V1
931035296–935798487 555544 (6.43) 98191 (1.14) 835797 (9.67) 784626 (9.08)
937800015–944587815 372986 (4.32) 203292 (2.35) 1396983 (16.2) 396321 (4.59)
944587815–947260815 451084 (5.22) 350747 (4.06) 210478 (2.44) 344620 (3.99)
949449543–953078487 – 1087283 (12.6) – –
953078343–957312087 – 1090657 (12.6) – –
957311943–961545687 – 895439 (10.4) – –
961545543–965174487 – 953236 (11.0) – –
965174343–968544087 671531 (7.77) 442106 (5.12) 197317 (2.28) 354660 (4.10)
968543943–971622087 625788 (7.24) 221240 (2.56) 499116 (5.78) 299434 (3.47))
Total 2676933 (31.0) 5342191 (61.8) 3139691 (36.3) 2179661 (25.2)
between the two regimes for an iLIGO design sensitivity is depicted in Fig. 4.3. This figure shows that
for binary systems with total masses exceeding ∼ 25 M, the neglect of the merger and ringdown
phases of coalescence leads to a loss of more than 10% in SNR. Consequently, the upper mass
limit for the templates used in the “low mass” search was set to Mtotal = 25M. The “high mass”
search covered the remaining parameter space 25M ≤ Mtotal ≤ 100M. For even higher masses,
the expected signals spend so little time in the iLIGO band that different detection methods are
required [82]. We note that while the templates used for these searches neglect the spin of the binary
components, the search is still sensitive to spinning signals, as we will demonstrate below. However,
in later chapters, we will also demonstrate that the neglect of spin effects leads to a suboptimality
in the search, similar to the way that neglecting merger and ringdown effects above Mtotal = 25M
would also lead to a suboptimal search.
For each of the two searches, we divided the analysis of the S6/VSR2-3 data into 24 disjoint
sub-periods (see Tbl. 4.1) and analyzed each sub-period independently in order to crudely capture
the variability of the background across different sets of observing instruments and variability over
time for any given instrument. We divided the data into nine different analysis time periods (each
roughly 2 months long) with the boundaries corresponding to times of significant commissioning of
one or more of the instruments. In five of these periods, all three instruments operated, and there
are therefore four different coincident observation modes: H1L1, H1V1, L1V1, and H1L1V1. In the
other four, only the H1 and L1 instruments operated, and only the H1L1 coincident observation
mode is possible. Thus, the S6/VSR2-3 searches, nominally just a single search, actually consisted
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Figure 4.3: Defining the inspiral-merger-ringdown boundary. We compute the fitting factor of IMRPhe-
nomB signals (as used in the “high mass” analysis) against a bank of post-Newtonian inspiral-only waveforms
assuming zero spin (as used for the “low mass” search). The solid lines indicate the contours of constant fit-
ting factor. We see that the effects of merger and ringdown in the template waveform become non-negligible
(F < 0.97) at total masses above Mtotal = 15 M. The IMRPhenomB waveforms used for creating this
figure were not fully trusted at the beginning of the science run, and it was thought that merger effects
become important only at higher masses; hence the low mass search used Mtotal = 25M for the upper mass
limit.
formally of 5∗4 + 4 = 24 independent sub-searches. We will show below how we combine the results
of independent searches.
4.3 Evaluating the search sensitivity
It is crucial to quantify the performance of the search pipeline in terms of its ability to detect its
target signals. For one, doing so allows us to identify sub-optimalties in the search techniques. In
Sec. 4.1, we developed the notion of the horizon distance in order to characterize the performance of
the detectors from the perspective of observing CBC signals. In that discussion, we rather arbitrarily
chose a nominal value of 〈ρ〉 = 8 to correspond to a detectable signal, but the actual threshold for
detection depends on the search methods and implementation. We now aim to understand the
extent to which our search pipeline exploited the detectors’ sensitivities. In particular, how does the
pipeline performance on actual data compare to these idealized expectations for search sensitivity
based only the detector behavior and signal morphology? Understanding the pipeline sensitivity is
also fundamental to the interpretation of the search results in terms of coalescence event rates.
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We estimate the sensitive search volume by reanalyzing the data with the addition of a large
number of simulated signals (“software injections”) distributed according to some distribution f(~θ)
on the source parameters ~θ (see Tbl. 3.1 for a description of these parameters). We treat the triggers
arising from the simulation analyses in exactly the same way we treat triggers in the actual analysis
of the LIGO data. We apply the same filtering, the same clustering methods, the same χ2 statistic,
the same template banks, etc., to ensure that the triggers resulting from the simulated signals are
exactly as they would have appeared in the pipeline in the actual analysis had that signal been
present. After performing the simulation analysis, we then look for associations between triggers
and the performed injections, which are usually constrained to lie within some small time window
around the injected time (e.g. one second).
We then compute the sensitive volume by specifying a fixed false alarm probability (FAP), which
is used as a threshold to cut between “found” and “missed” injections. An injection is considered
“found” if there is a trigger within its coincidence time window whose FAP is smaller than the
given threshold. All other injections are considered “missed”. We construct N distance bins di and
compute the efficiency in each distance bin as
εi =
Nfound
Ni
, (4.6)
where Ni is the total number of simulated events in that distance bin. We compute the volume from
the efficiency with the numerical integral
V =
N∑
i=1
4piεid
2
i∆di, (4.7)
where ∆di is the distance bin width. The distances di are bin representatives (e.g. left endpoint,
right endpoint, midpoint). In forming this expression, we have implicitly assumed a uniform spatial
distribution of sources.
The observed volume clearly depends on the input distribution f(~θ). In cases where the correct
astrophysical distribution is unknown, such as with the binary masses, it is easier to interpret
simulations in which these parameters are fixed to some small range and only the parameters with
known distributions are varied. Hence, below we quote sensitive volumes and rate estimates in narrow
mass bins, for example total mass or m1-m2 bins, which mitigates the distribution-dependent effects
of the sensitivity calculation. In some cases, there is a natural choice for the distribution. For
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instance, Eqn. 4.7 already implicitly assumes a uniform spatial distribution of sources, a reasonable
approximation for searches sensitive to distances beyond ∼ 20 Mpc. We can see from Fig. 4.2a that
the H1 and L1 were in this regime for most of S6; V1 on the other hand sometimes was not (note
the significant difference between VSR2 and VSR3 in Fig. 4.2b). Remember, however, that Fig. 4.2
shows the horizon distance to binary neutron stars, one of our weakest sources.
Even with a well-known distribution, the sensitivity calculation suffers from a number of other
uncertainties. One such uncertainty is the binomial errors
∆εi =
√
εi(1− εi)
Ni
(4.8)
in the computed efficiency due to the finite number of injections. Uncertainties in the calculation
also arise from imperfect knowledge of the detector calibration (conservatively estimated to be
14% in amplitude combined over all three detectors and over the entire observational period) and
imperfect waveform models (taken to be a one-sided 10% bias towards lower sensitive distance). We
marginalize over the uncertainty in volume to obtain an upper limit which takes into account these
uncertainties [77].
4.4 Estimating binary coalescence rates
Here we review the loudest event statistic, described in Refs. [77,78,83], which we will use in Sec. 4.6
to compute Bayesian 90% confidence level upper limits on the coalescence rate from our S6/VSR2-3
observations. One of the advantages to using a Bayesian formalism for estimating event rates is
that it provides a natural prescription for combining the results of independent experiments. As we
mentioned above, these searches each consisted of 24 independent sub-experiments. Additionally,
we have upper limit estimates from the S5/VSR1 searches [47, 84, 85], which we would like to fold
into our present observations. After describing the loudest event statistic, we show how we combine
results from multiple independent experiments, marginalize over the various sources of uncertainty,
and compute upper limits.
We formalize the problem by considering a set ~µ of model parameters we wish to constrain and
a set ~x of outcomes for N independent experiments. In our case, the model parameters ~µ will
consist of the rate density µ plus a number or “error” parameters which we will marginalize over.
The outcomes ~x of the experiments are the loudest event observed in each experiment. To make
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inferences on the parameters ~µ after having observed the outcomes ~x, we apply Bayes’ theorem,
which states
p(~µ|~x) = p(~x|~µ)p(~µ)
p(~x)
. (4.9)
If the observations ~x are independent, as for the outcomes of our 24 sub-periods, then the expression
above factorizes as
p(~µ|~x) =
∏
i
p(xi|~µ) p(~µ)∏
i p(xi)
. (4.10)
The conditional probability density p(~x|~µ) is called the likelihood of the outcome ~x given the param-
eter ~µ, p(µ) is the prior distribution on the parameters ~µ, and p(~x) is the prior distribution on the
outcome of the experiments.
Before delving into the loudest event statistic, we take a step back and consider the simple and
familiar problem of estimating event rates when the number of observed events is certain. One can
view the loudest event statistic as essentially performing the same calculation but marginalizing
over the unknown number of observed events. Suppose that in performing a search for gravitational
waves, we observe exactly n CBC events. If the search is sensitive to a volume V and lasts for a
duration T then one can show by applying Bayes theorem that the posterior distribution on the rate
is
p(µ|n) = p(µ)(µV T )
ne−µV T∫∞
0
p(µ)(µV T )ne−µV T dµ
. (4.11)
In deriving this result, we treat the foreground process as a Poisson process with mean number of
events µV T .
For the special case in which the prior is uniform in the rate, the posterior becomes
p(µ|n) = (µV T )
ne−µV T∫
(µV T )ne−µV T dµ
. (4.12)
A simple way to understand this result is to compute the peak of the distribution, which turns out
to be
µmax =
n
V T
. (4.13)
We see that given the observation of n events and no prior information about the rate (uniform
prior), the most likely rate is just the number of observed events divided by the observed volume.
Another important special case are priors of the form p(µ) ∝ µne−µV1T1 with n an integer. This
prior would arise naturally as a posterior from an initial search (using a flat prior) which identified
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Table 4.2: Event rate confidence intervals for a simple counting experiment.
n 5% lower limit 90% upper limit 95% upper limit
0 - 2.302 2.996
1 0.355 3.890 4.744
2 0.818 5.322 6.296
3 1.366 6.681 7.754
4 1.970 7.994 9.154
5 2.613 9.275 10.513
n events as in Eqn. 4.12. If in a subsequent search with sensitivity V2T2, we identify m more events
and wish to use the posterior from the previous search as a prior to this search, we find that the
combined posterior is
p(µ|n,m) ∝ µn+me−µ(V1T1+V2T2). (4.14)
This result illustrates an important property of this approach to estimating the rate: the posterior
distribution one obtains starting from a flat prior depends only on the total number of observed
events and the total observed volume. The loudest event statistic does not have this property – the
posterior is sensitive to the way in which the data are divided.
We can use the posterior in Eqn. 4.12 to compute upper limits or confidence intervals. In the
case of an experiment using a uniform prior which makes no detections, the upper limit at 90%
confidence is
µˆ =
2.303
V T
. (4.15)
For n = 1, the 90% upper limit is
µˆ =
3.890
V T
. (4.16)
We will see below that in loudest event statistic formalism, these two results are limiting cases, and
a parameter Λ interpolates between them to take into account uncertainty in possibly having made
a false dismisal. We present upper and lower limits for other values of n in Tbl. 4.2. This table is
useful for interpreting the upper limits obtained by the loudest event method.
We now generalize these results to the case in which the identity of the foreground events (signal
or noise) is unknown. The loudest event statistic provides a method to compute the consistency of
the loudest event with the background, and in doing so the statistic effectively interpolates between
the two extreme cases: (i) where the loudest event is definitely due to signal and (ii) where the
loudest event is definitely due to noise. Beginning with the trivial observation that there were no
events observed above the loudest event, one can show that Bayes’ theorem implies that the rate
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posterior for a single search with loudest event x, is given by
p(µ|x) = p(µ)(1 + µV (x)TΛ(x))e
−µV (x)T∫
p(µ)(1 + µV (x)TΛ(x))e−µV (x)T dµ
, (4.17)
where V (x) is the average volume of the region in which events would register in the pipeline louder
than x, and Λ(x) is a measure of the relative likelihood of the loudest event coming from the
foreground versus coming from the background. Compare Eqn. 4.17 to Eqn. 4.12 with n = 0 and
n = 1. We can think of the parameter Λ as interpolating between these two cases. We define Λ by
Λ(x) = −d log nf (x)/dx
d logPb(x)/dx
, (4.18)
where nf (x) is the expected number of signal events above the loudest event and Pb(x) is the
probability of having a background event above the loudest event. For Λ < 1, the loudest event is
more consistent with background, while Λ > 1 indicates the loudest event is inconsistent with the
background. For our searches, the detection statistic x is false alarm number x = RT , where R is the
false alarm rate, and therefore Pb(x) = e
−x. The mean number of foreground events is nf = µV T .
Putting these into Eqn. 4.18, we obtain the expression
Λ(x) =
1
V
dV
dx
, (4.19)
which is how Λ(x) is actually computed in the IHOPE pipeline.
To combine multiple experiments, we use the posterior from one analysis as the prior to the next.
We ignore marginalization over volume uncertainties for now, treating that issue in the next section.
For two experiments with sensitive volumes V1, V2 and likelihoods Λ1,Λ2, the rate posterior is given
by
p(µ|V1T1,Λ1, V2,Λ2) ∝ (1 + µV1T1Λ1)(1 + µV2T2Λ2)e−µ(V1T1+V2T2). (4.20)
We note three special corner cases (see Fig. 4.4) that give a good summary of the overall behavior
of this posterior. In each of these cases, the posterior in Eqn. 4.20 simply reduces to a posterior of
the form in Eqn. 4.14 for a certain value of n. We have (i) Λ1 = Λ2 = 0, corresponding to Eqn. 4.14
with n = 0, (ii) Λ1 = 0,Λ2 = ∞, or vice versa, corresponding to Eqn. 4.14 with n = 1 and (iii)
Λ1 = Λ2 = ∞, corresponding to Eqn. 4.14 with n = 2. Thus, for two experiments the upper limits
satisfy 2.30 ≤ µ90
∑
ViTi ≤ 5.32. By similar reasoning, one can argue that for three experiments
2.30 ≤ µ90
∑
ViTi ≤ 6.68. Where in that range the upper limit falls depends on the computed
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Figure 4.4: Combining independent experiments with the loudest event statistic. When you combine two
experiments using the loudest event statistic, the resulting 90% upper limit (solid vertical lines) is bounded
by 2.302V T to 5.322V T , corresponding to the two extreme values for the counting experiment with n = 0
or n = 2 observed events, respectively. The outcome depends on whether there are large values of Λ in one
or both of the experiments.
values for Λi. For an arbitrary number of independent experiments the posterior distribution on the
combined analysis is given by
p(µ|~V , ~Λ) ∝ p(µ) exp(−µ
∑
k
VkT )
∏
k
(1 + µΛkVkT ), (4.21)
where Vk and Λk are the measured volumes and Λ values for the individual experiments.
4.5 Marginalizing over uncertainties
The upper limit calculation suffers from a number of significant uncertainties. We propagate three
sources of uncertainty into the upper limit: Monte Carlo errors, waveform errors, and (amplitude)
calibration errors. The Monte Carlo errors arise from the finite number of simulations use to assess
the sensitivity. The calibration uncertainty arises from an imperfect measurement of the response
function R(f), which converts ADC counts into strain [86, 87]. We translate the overall amplitude
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uncertainties in R(f) for each detector into an equivalent volume uncertainty and propagate this
uncertainty to the measured sensitive volume. Similarly, uncertainties in the injection waveforms,
which are known to differ from precise numerical relativity calculations, directly translate into an
uncertainty in the volume, and we apply corrections to account for this uncertainty when these
waveform errors can be quantified. We marginalize over calibration errors coherently over the entire
run, while Monte Carlo errors are marginalized over independently in each sub-search.
We compute the volume integral in Eqn. 4.7 as
V =
N∑
i=1
Nfound
Ni
4pid2i∆di, (4.22)
where di is a representative for the ith distance bin (e.g. the center of the bin) and ∆di is the bin
width. There are statistical uncertainties in the estimated efficiency in each distance bin due to the
finite number of injections. The statistical uncertainties in each distance bin are independent, and
therefore they propagate to the volume according to
∆V =
√√√√ N∑
i=1
Nfound(1−Nfound)
Ni
(4pid2i∆di)
2, (4.23)
assuming that the error in the efficiency calculation is binomially distributed.
The Monte Carlo errors associated with independent experiments are of course also independent.
To marginalize over the statistical uncertainty, we input an assumed prior distribution on the statis-
tical volume fluctuations and marginalize over this distribution. Consider a prior p(µ,~δ) = p(µ)p(~δ),
where ~δ is a vector of the statistical errors ∆Vi in the measured volume from each experiment as
given in Eqn. 4.23. Using Bayes’ theorem in the form of Eqn. 4.10, we marginalize over these Monte
Carlo errors by
p(µ|~x) =
∫ ∏
i
p(xi|µ,~δ)p(µ)p(
~δ)∏
i p(xi)
d~δ. (4.24)
Since the errors are independent, p(~δ) factorizes and the equation above is equivalent to
p(µ|~x) ∝ p(µ)
∏
i
∫
p(xi|µ, δi)p(δi)dδi. (4.25)
That is, when the uncertainties on the individual experiments are independent, then it is acceptable
to marginalize over each experiment separately and multiply the marginalized likelihoods together
at the end.
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Now consider where δ represents the characteristic magnitude of calibration uncertainty. Since
the exact calibration error is unknown, we wish to marginalize over this parameter. We again
assume a prior distribution p(µ, δ) = p(µ)p(δ) for volume uncertainties arising from the calibration.
Applying Bayes’ theorem, we find that
p(µ|~x) =
∫ ∏
i
p(xi|µ, δ) p(µ)∏
i p(xi)
p(δ)dδ. (4.26)
Thus, to marginalize over the calibration uncertainty, we must first compute the posterior first each
individual experiment – marginalized over the statistical uncertainties – and then marginalize the
whole result over δ. For our calculations, we assume that δ couples to the volume according to3
V (x|δ) = V (x)δ, (4.27)
and that δ is log-normal distributed with unit mean. Note that since Λ is the logarithmic derivative
of V , Λ is actually invariant under the transformation in Eqn. 4.27.
4.6 Search results
We now present the results of our two CBC searches. In Fig. 4.5, we show the achieved mean
sensitive distance for these two search as a function of total mass for EOBNR (gray bars) and
IMRPhenomB (colored bars) signals. On top of the bars, we plot the mean sensitive distance
predicted by the SNR=8 detection criteria for IMRPhenomB signals with χ = −0.5, χ = 0 and
χ = 0.5. These curves are derived from those in Fig. 4.1b by (i) converting the horizon distance
into an angle-averaged mean distance Davg = Dhoriz/2.26 for each detector and (ii) considering all
possible coincident observational modes (H1L1, H1V1, L1V1, H1L1V1), taking the horizon distance
for the second most sensitive operating detector (a crude approximation to a trigger coincidence
criterion), and finally (iii) averaging these values weighted by the coincident analyzed time for the
given detector combination (see Tbl. 4.1). The fantastic agreement between these two calculations
is a compliment to the search methods, delivering on what the detectors’ sensitivities had made
available. In the final section of this chapter, we will discuss in a bit more detail the results of the
simulations of IMRPhenomB aligned spin signals (also depicted in Fig. 4.5).
Neither search revealed a plausible GW signal from compact binary coalescence. In the absence
3Thus, δ is the cube of the uncertainty in the calibration amplitude.
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Figure 4.5: Comparison of achieved mean sensitive distance to SenseMon expectations. We show (bars)
the mean sensitive distance above the loudest event for the low and high mass searches as a function of
the binary total mass, as measured by the full pipeline simulations. We see that the pipeline sensitivity to
non-spinning signals are different for the EOBNR and IMRPhenomB models; this gives an indication of the
level of disagreement between the them. The pipeline is most sensitive to positively aligned spin systems,
as expected, as these systems are intrinsically louder than negatively aligned spin systems. In all cases, the
measured pipeline sensitivity agrees quite well with the naive SenseMon estimate. Here we have combined
the various detector sensitivities shown in Fig. 4.1b by taking an average, weighted by analyzed time, of
the sensitive distance of the second most sensitive detector in each of the four possible coincident detector
combinations.
of such an event, we use the methods just described to constrain the event rate. The upper limits
derived here will turn out to be consistent with even the most optimistic predictions for the binary
coalescence rate. Previous searches [47] presented upper limits in terms of blue light luminosity,
using units of L−110 yr
−1, where one L10 is 1010 times the solar blue light luminosity. However,
during the current analysis, the sensitivity of the detectors to the systems of interest (see Fig. 4.1b)
was sufficiently large that we may approximate our signals as uniformly distributed in volume.
Hence, we quote our upper limits in terms of a volume density Mpc−3 yr−1 (see Sec. 1.4 for more
discussion).
4.6.1 Low mass
The low mass search used non-spinning post-Newtonian inspiral templates computed to 0PN in
amplitude and 3.5PN in phase to search for compact binary coalescence in the range 2M ≤Mtotal ≤
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Table 4.3: Rate upper limits of BNS, BBH, and NSBH coalescence. We give the computed rate upper limits
for our three canonical sources, assuming Gaussian mass distributions around the central values mNS =
1.35±0.04M and mBH = 5.0±1.0M. The effective mean sensitive distance is given by Davg = (3V/4pi)1/3;
the horizon distance is Dhoriz = 2.26Davg (see Sec. 4.1). For the spinning upper limits, we assume a black
hole spin distribution that is uniform in magnitude between zero and the maximal value of Gm2/c and spin
angles that are uniformly distributed on the sphere. We neglect neutron star spin.
System BNS NSBH BBH
Component masses
(M)
1.35 / 1.35 1.35 / 5.0 5.0 / 5.0
Dhorizon (Mpc) 40 80 90
Non-spinning upper
limit (Mpc−3yr−1)
1.3× 10−4 3.1× 10−5 6.4× 10−6
Spinning upper limit
(Mpc−3yr−1)
· · · 3.6× 10−5 7.4× 10−6
25M. Single detector triggers in the search were ranked according to the statistic
ρˆ =

ρ
[(1+χ6red)/2]
1/6 if χ
2
red > 1
ρ if χ2red ≤ 1,
(4.28)
where ρ is the usual signal-to-noise ratio and χ2red is the traditional χ
2 per degree of freedom (see
Sec. 3.3.3). The (effective) signal-to-noise for a coincident event is given by
ρc =
√ ∑
detectors i
ρˆ2i . (4.29)
The background is a strong function of mass. Therefore, background triggers were split into three
chirp mass bins, and the significance of each event in the actual search was computed relative the
background in that event’s chirp mass bin. In a later step, the triggers from different mass bins are
combined into one set to account for the trials factor associated with having three separate mass
bins. The most significant event was an L1V1 coincidence in L1V1 time with a combined false alarm
rate of 1.2 yr−1. The second and third most significant events had combined false alarm rates of
2.2 yr−1 and 5.6 yr−1 respectively. All of these events were consistent with background. Having
analyzed approximately half a year of data, we expect the loudest event to have a false alarm rate
of ∼ 2 yr−1.
In the absence of any plausible gravitational wave signal, we place upper limits on the event rate
using the loudest event statistic just described. We considered several different source populations
for computing the upper limits. In Tbl. 4.3 we present the marginalized upper limits at the 90%
confidence level, assuming canonical mass distributions for BNS (m1 = m2 = 1.35± 0.04M), BBH
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Figure 4.6: Upper limits on the binary coalescence rate as a function of mass. We show the upper limits on
coalescence rate derived from the measured search depth for the two CBC searches as a function of Mtotal.
The vertical line indicates the boundary between the low and high mass searches. For the low mass search,
the injections were distributed uniformly Mtotal and in m1 for a given Mtotal. For the high mass search,
we used injections distributed uniformly over m1-m2; the total mass bins above correspond the equal mass
bins in Tbl. 4.4. The dark bars indicate upper limits from previous searches. The light bars indicate the
combined upper limits, including the results of this search.
(m1 = m2 = 5 ± 1M), and NSBH (m1 = 1.35 ± 0.04M, m2 = 5 ± 1M) systems. In our
simulations, the non-spinning BNS injections were computed in the post-Newtonian approximation;
all other systems were modeled with the EOBNR waveform family. Spinning injections were all per-
formed using the SpinTaylorT4 model4. We considered (i) a population of non-spinning compact
binaries and (ii) a population of binaries in which the black hole spin is uniformly distributed in
magnitude between 0 and the maximal spin Gm2/c and spin angles uniformly distributed on the
sphere. We neglect neutron star spin, as we do not expect neutron stars to have large spins. From
the table, we see that the search was less sensitive to the population with spin compared to the
population without spin.
We also compute upper limits, shown in Fig. 4.6, as a function of Mtotal, using an injection
population distributed uniformly over M and uniformly over m1 for a given M . For NSBH systems
we present the upper limit as a function of black hole mass, keeping the neutron star mass fixed in
4Note that the use of different waveform models for the spinning and non-spinning injections was accidental, but
conservatively we can estimate the waveform differences to be about 10% in amplitude (introducing a 30% error in
volume).
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Figure 4.7: Coalescence rate upper limit rates for BNS, NSBH, and BBH systems. In the left figure, we show
the upper limits for NSBH as a function of the black hole mass, with the neutron star mass restricted to
the range 1− 3M. To the right, we compare the upper limits for BNS, NSBH, and BBH given in Tbl. 4.3
to the predicted rates given in Ref. [31]. The light gray regions display the upper limits obtained in the
S5/VSR1 analysis; dark gray regions show the upper limits obtained in this analysis, using the S5/VSR1
limits as priors. The new limits are up to a factor of 1.4 improvement over the previous results. The lower
(blue) regions show the spread in the astrophysically predicted rates, with the dashed-black lines showing
the “realistic” estimates. Note: In Ref. [31], NSBH and BBH rates were quoted using a black-hole mass of
10M. We have therefore rescaled the S5 and S6 NSBH and BBH upper limits in this plot by a factor of
(M5/M10)5/2, where M10 is the chirp mass of a binary in which the black hole mass is 10M, and M5 is
the chirp mass of a binary in which the black hole mass is 5M.
the range 1−3M (Fig. 4.7a). In these calculations, the injected signals were non-spinning inspiral-
merger-ringdown signals computed in the EOBNR approximation. Fig. 4.7b compares the upper
limits obtained in this analysis (dark gray regions) to limits obtained in our previous searches up to
S5/VSR1 [47] (light gray region) and to predicted rates (blue regions) for BNS, NSBH, and BBH
systems. The improvement over the previous limits is up to a factor of 1.4, depending on binary
mass; this reflects the additional observation time and improved sensitivity of the S6/VSR2-3 data
with respect to all previous observations.
While the rates presented here represent an improvement over the previously published results
from earlier LIGO and Virgo science runs, they are still above the astrophysically predicted rates
of binary coalescence. There are numerous uncertainties involved in estimating astrophysical rates,
including limited numbers of observations and unknown model parameters; consequently the rate
estimates are rather uncertain. For BNS systems the estimated rates vary between 1 × 10−8 and
1 × 10−5 Mpc−3yr−1, with a “realistic” estimate of 1 × 10−6 Mpc−3yr−1. For BBH and NSBH,
realistic estimates of the rate are 5×10−9 Mpc−3yr−1and 3×10−8 Mpc−3yr−1with at least an order
of magnitude uncertainty in either direction [31]. In all cases, the upper limits derived here are two
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Figure 4.8: Loudest events in the high mass search. We show the cumulative distributions of coincident
events in the long (left) and short (right) duration categories for all of the S6/VSR2-3 high mass search.
Grey shaded bands indicate 1σ–5σ consistency with the estimated background distribution.
to three orders of magnitude above the “realistic” estimated rates, and about a factor of ten above
the most optimistic predictions.
4.6.2 High mass
Our high mass search used non-spinning EOBNR (v1) templates, which include the effects of merger
and ringdown, to search for coalescing binaries in the range 25M ≤Mtotal ≤ 100M. In this regime,
the template waveforms can become incredibly short for the highest mass systems and these short
duration templates tend to be very efficient at picking up glitches. Thus, as in the low mass search,
we divided our background into categories, here based on template duration. For coincident triggers
with all single detector templates having duration greater than 0.2 s, we assign the single detector
triggers the same statistic used for the low mass search, given in Eqn. 4.28. However, for triggers
which involve at least one template with duration smaller than 0.2 s, we compute instead
ρˆ =
ρ
[χ2red(1 + ρ
2/50)]1/4
. (4.30)
The combined (effective) signal-to-noise is given by Eqn. 4.29. As before, we assess the significance
of an actual event relative to the background in its duration bin and later re-rank the candidate
events in each category to account for the trials factor. The loudest events for the high mass search
for both long and short duration events are shown in Fig. 4.8. All events in both categories are
consistent with background.
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Table 4.4: High mass search sensitivity. We give the mean sensitive distances and coalescence rate upper
limits, quoted over 9M-wide component mass bins labeled by their central values. We also quote the
chirp mass M at the center of each bin. The sensitive distance in Mpc (averaged over the observation
time and over source sky location and orientation) is given for EOBNR waveforms in S5 data rescaled for
consistency with NR results [48], and for EOBNR (v2), IMRPhenomB non-spinning (“PhenB nonspin”),
and IMRPhenomB spinning (“PhenB spin”) waveforms in the S6-VSR2/3 data. The last two columns
report 90%-confidence rate upper limits in units of 10−7 Mpc−3yr−1, for bins with component mass ratios
1 ≤ m1/m2 ≤ 4, for S5 data [6] and the cumulative upper limits over S5 and S6-VSR2/3 data.
Waveforms EOBNR PhenB nonspin PhenB spin EOBNR EOBNR
Search data S5 S6/VSR2-3 S6/VSR2-3 S6/VSR2-3 S5 S5-6/VSR1-3
m1 m2 M Distance Distance Upper Limit
14 14 13 81 102 105 106 18 8.7
23 14 16 95 116 126 126 12 5.9
32 14 18 102 140 132 135 8.8 4.2
41 14 21 107 139 141 145 7.8 4.1
50 14 22 107 131 137 149 8.2 4.3
23 23 20 116 152 148 149 7.4 3.3
32 23 24 133 172 172 179 4.9 2.4
41 23 27 143 181 178 183 4.3 2.2
50 23 29 145 187 188 198 3.4 1.7
59 23 32 143 189 188 192 3.2 1.5
68 23 34 140 177 180 191 3.7 1.8
77 23 36 119 156 176 170 5.6 3.8
32 32 28 148 194 190 197 3.4 1.7
41 32 32 164 210 219 220 2.5 1.4
50 32 35 177 224 221 214 1.9 1.0
59 32 38 174 223 221 214 2.0 1.0
68 32 40 162 201 199 210 2.4 1.3
41 41 36 183 230 222 224 1.6 0.9
50 41 39 191 253 253 258 1.4 0.7
59 41 43 194 224 239 236 1.4 0.8
50 50 44 192 257 218 217 1.4 0.7
In order to evaluate the search sensitivity, we used an implementation of the recently developed
EOBNR (v2) waveform family [88] as simulated signals. The injections were distributed approxi-
mately uniformly over the component masses m1 and m2, within the ranges 1M ≤ mi ≤ 99M
and 20M ≤M ≤ 109M. The resulting 90% confidence upper limits on non-spinning coalescence
rates are displayed in Tbl 4.4. For binaries with both component masses lying between 19 and 28M
we find a 90% limit of 3.3×10−7 mergers Mpc−3yr−1. We use the results from Ref. [6], revised from
Ref. [48], as priors for these calculations. Since the injected waveforms are phenomenological models,
our upper limits will also be systematically affected to the extent that the true IMR waveforms differ
from these models. We therefore also evaluated the mean sensitive distance to injections performed
with the IMRPhenomB approximation, which we discuss in more detail in the next section.
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4.7 Comments on spin in these searches
Although each of these searches considered the pipeline sensitivity to spinning signals, neither anal-
ysis used spinning templates. As discussed in Sec. 1.3, most predictions based on the formation of
compact binaries indicate that the components will have significant spin. Furthermore, as we pointed
out in Secs. 1.4 and 1.5, the spins of the component black holes are known to have a potentially
large effect on the emitted waveform. Component spin is expected to have several effects on our
searches, compared to its performance for non-spinning systems. First, the non-spinning templates
used in our searches have reduced overlap with the spinning signals, leading to a loss of sensitivity.
Second, the signal-based χ2 test values are expected to be higher than if exactly matched spinning
templates were used, due to “unmatched” excess power in the signals; this would further reduce the
search sensitivity.
In the low mass search, we considered the effects of spin only for NSBH and BBH systems, as
described in Tbl. 4.3. Our simulations were performed using inspiral-only post-Newtonian waveform
models, in which the neutron spin was assumed to be zero and the black hole spin was arbitrarily
oriented with a uniform distribution in spin magnitude. We found through these simulations that the
analysis was less sensitive to this population of spinning signals compared to an otherwise equivalent
population without spin by about ∼15–20%. These simulations answer the question of how far the
search was sensitive to generically spinning systems in this mass range (given that the search was
conducted with non-spinning templates) but it gives no indication of how well the search could have
done with templates that include spin effects5. In Sec. 6.3, we’ll take a much closer look at how
much signal-to-noise may be at stake if we ignore spin effects in aLIGO low mass searches.
In the high mass regime, we use the IMRPhenomB waveform family [19], discussed in Sec. 1.5.2,
which models IMR signals from BBH with aligned/anti-aligned spins. This waveform family is
parametrized by two mass parameters and a single “effective spin” parameter χeff , defined in
Eqn. 1.70. We performed two sets of IMRPhenomB injections, a non-spinning set and a spin-
ning set. Both were uniformly distributed in total mass between 25 and 100M, and uniformly
distributed in q/(q + 1) ≡ m1/M for a given M , between the limits 1 ≤ q < 4. In addition, the
spinning injections were assigned aligned spin components χi uniformly distributed between −0.85
and 0.85. To illustrate the effect of aligned spin on the search sensitivity, we plot in Fig. 4.5 the
5In particular, one should take note that no spinning IMR injections were performed in the low mass search, and
in particular, none in the range Mtotal ∈ [12, 25]M, where merger effects are known to be significant. This mass
regime may be very relevant for spin, and it would be a worthwhile to measure the sensitivity of the search pipeline
to aligned spin signals in this mass range.
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average sensitive distance over the S6/VSR2-3 observation time, in bins of total mass M , for both
non-spinning simulated signals and for injections with χ < 0 and χ > 0, respectively.
Fig. 4.5 indicates higher sensitivity to positive-χ signals even with the current non-spinning
templates, but also shows that the search is significantly less sensitive to negative-χ signals at higher
values of total mass M . This result is expected because the intrinsic luminosity of a compact binary
gravitational wave signal increases as the spins of the components increase. Interestingly, the search
is more sensitive to non-spinning IMRPhenomB signals than it is to non-spinning EOBNR signal,
a rough indication of the level of disagreement between to the waveform models. As with the low
mass case, these simulations only show how the actual search performed with respect to detecting
spinning signals; it gives no hint as to whether the inclusion of spin effects in the templates could
improve the sensitivity further (except inasmuch as you place weight on the SenseMon calculation,
which seems to indicate that the search is already quite nearly optimal). In the following chapters,
we will see that this is not the case. There is plenty of signal-to-noise available from the use of
spinning templates, enough to offset the increased background incurred by using larger template
banks.
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Chapter 5
Towards Advanced LIGO Searches
Before we acquire great power, we must acquire wisdom to use it
well.
Ralph Waldo Emerson
In the previous chapter, we reported on the results of two recent searches for gravitational waves
from compact binary coalescence in the final initial LIGO (iLIGO) observational data [3, 4]. For
the remainder of this work, we will focus on the projection of such analyses to aLIGO searches. We
conduct two basic lines of inquiry: (i) how do the data analysis requirements scale from iLIGO to
aLIGO and (ii) can the sensitivity of such searches benefit from the inclusion of additional physical
effects. The first question is the subject of the present chapter.
Advanced LIGO instruments are expected to be sensitive to gravitational wave frequencies as low
as f ∼ 10 Hz. In order to recover CBC signals from such data with maximal significance – and in
particular to recover otherwise sub-threshold events – the filter templates must extend down to these
low frequencies. However, the full exploitation of the low frequency sensitivity leads to a number
of technical problems which are not fully solved in the IHOPE implementation [5]. For example,
the duration of the templates (which sets the analysis cost per filter) and the required number of
templates are a very strong function of the low frequency cutoff. Furthermore, the increased length
of the signal in the LIGO band presents the problem of how to detect a signal which may overlap with
more than one stable lock stretch and how to estimate the background power spectral density (PSD)
in data which are fully “contaminated” by signal.
One promising solution to these computational problems is to exploit the relatively simple fre-
quency evolution of the CBC signal and the large redundancy between different filters in a template
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bank. While the signals we are looking for may be as long as an hour and extend up to very high
frequencies, the signal spends most of its time within a very small bandwidth, allowing for the down-
sampling of the filters without significant loss of SNR. Additionally, template banks are by design
highly redundant. As a result, an orthogonal decomposition of the template bank can greatly reduce
the required number of templates. We filter with the non-physical orthogonal waveforms instead
of the redundant physical templates and only reconstruct the SNR when an excess power is found
within the orthogonal projection.
We have implemented these techniques in a new pipeline, known as gstlal [89,90], which is built
upon a stream-based infrastructure known as GStreamer [91] and the same LAL library [92] upon
which IHOPE is built. The stream-based infrastructure provides an elegant solution to a number of
other computational problems, such as the ability to filter over gaps in the data, a crucial requirement
for signals that exceed the length of a typical stable lock stretch. Furthermore, the use of stream-
based technology allows for a tunable latency of trigger generation, ideal for electromagnetic followup
of mergers involving neutron stars, for which there may be bright electromagnetic counterparts [93].
In the following chapters, we use the gstlal pipeline described here to address the problem of
extending the search parameter space to include spin.
5.1 Scaling CBC Searches from Initial LIGO to Advanced
LIGO
As shown in Fig. 5.1, the aLIGO detector designs are predicted to have low frequency sensitivity
well beyond both the iLIGO design and the actual achieved sensitivity of the detectors in S6. This
larger bandwidth in turn implies that CBC signals spend more time in the LIGO sensitive band.
Recall the expression we obtained in Eqn. 1.48 for the duration of a binary inspiral beginning from
some initial separation, which we rewrite here in terms of the initial gravitational wave frequency:
tcoal =
5
256
c5
G2
(m1 +m2)
1/3
m1m2
(piflow)
−8/3. (5.1)
We note that the coalescence time is a very strong function of the masses and initial frequency.
Initial LIGO detectors had negligible sensitivity below 40 Hz. In this case, as seen in Fig. 5.2, even
the longest filter down to the lowest masses mi ∼ 1M would have been shorter than one minute.
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Figure 5.1: Comparison of initial and advanced LIGO spectra. The bandwidth of aLIGO will extend beyond
that of iLIGO in the low frequency regime. With this added bandwidth comes an increased computational
scale for CBC searches in aLIGO. Even the early-stage detector design (operating at low power without a
signal recycling mirror) indicates a low frequency sensitivity well beyond that of iLIGO and is in fact quite
comparable to the late-stage detector design.
Early and late stage aLIGO detectors may have non-negligible sensitivity down to frequencies as low
as f ∼ 10 Hz. Extending the templates down to this frequency requires at the lowest masses filters
nearly half an hour long.
Recall that to account for the non-stationary behavior of the detectors, we break the data into
small segments which can be analyzed independently and during which the background can be
considered approximately stationary. Estimating the background PSD requires using segments which
are factors of ∼ 15 longer than the signal itself; otherwise, the signal corrupts the PSD estimation.
In our iLIGO analyses, we used a segment length of 2048 seconds and measured the PSD in sixteen
partially overlapping sub-segments over the course of the larger 2048 second segment [63]. Given
that the longest template for flow = 40 Hz is shorter than 60 seconds, any signal existing in the
data would span no more than two of these measurements. We take the median of the measured
PSDs to minimize the impact of the signal on measuring the background. If we apply this method
of PSD estimation directly to an aLIGO search, we will need to have contiguous coincident segments
that are nearly half a day long to accommodate waveforms as long as half an hour. Restricting an
analysis only to segments of such a long duration would be disastrous for the search.
A natural question to ask while examining Fig. 5.2 is whether there are small sacrifices we can
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(a) m1/m2 = 1 (b) m1/m2 = 4
Figure 5.2: Dependence of coalescence signal duration on the masses of the system. The duration of an
inspiral template is a strong function the low frequency cutoff chosen for filtering. In the plots above, we see
that templates exceeding several minutes and as long as half an hour will be required to filter LIGO data
down to 10 Hz. We show the dependence of duration on mass for mass ratios q = 1 (left) and q = 4 (right).
For fixed total mass, high mass ratio systems tend to be longer in duration compared to nearly equal mass
systems. Spin effects can further increase the duration of the signal.
Figure 5.3: Signal-to-noise available in the low frequency band of aLIGO. For detectors with aLIGO sensi-
tivities, a non-negligible amount of the SNR is contained in the band 10–40 Hz, a frequency range which was
inaccessible to iLIGO observations. Above we show the fraction of the recovered SNR as a function of the
low frequency cutoff of integration for three different noise curves. Each curve uses the same inspiral-only
approximation for a binary neutron star signal with m1 = m2 = 1.4M. We see that for such a signal, as
much as 50% of the available SNR may be contained in the low frequency band 10–40 Hz.
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Figure 5.4: Number of templates required to cover a space as a function of low frequency cutoff. We show the
number of templates required to fully cover the parameter space 1M ≤ mi ≤ 24M and 2M ≤ Mtotal ≤
25M at a minimal match of M = 0.97 for a late aLIGO sensitivity as we vary the low frequency cutoff.
We see clearly that the required number of templates increases precipitously as the low frequency cutoff
approaches flow = 10 Hz. We have furthermore illustrated the concentration of templates as a function of
total mass as we vary flow, which shows that the plurality of templates is in the low mass range.
make in order to avoid using the long filters that go all the way down to flow = 10 Hz. The figure
shows that the long duration templates span only a small subset of the much larger parameter space.
One should consider whether the loss of SNR from neglecting the low frequency content of the signal
is sufficiently small to not warrant having to develop new data analysis solutions. To quantitatively
understand the impact of the low frequency sensitivity for signal recovery, we must also fold in
information about the detectors. In Fig. 5.3, we show the fractional accumulated SNR as a function
of the low frequency cutoff and detector noise model for a BNS system with mi = 1.4M. We see
that for an aLIGO sensitivity as much as 20% of the available SNR is accumulated between 10 Hz
and 20 Hz for both the early and late aLIGO models. In terms of detection rates, including low
frequency content for the filter could yield up to a factor (1/0.8)3 ≈ 2 increase. We simply cannot
afford to neglect the low frequency content of the signal. We must be able to handle filters that
span up to half an hour in duration.
Long templates increase the computational cost of the search per filter. To compound on this situ-
ation, longer filters require many more templates to cover a given parameter space. As the waveforms
get longer and longer, there are more cycles in band and a longer time over which two similar signals
can dephase. In Fig. 5.4, we show the number of templates generated by lalapps tmpltbank [92]
for the same mass range covered by the low mass search presented in the last chapter as a function
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of the low frequency cutoff (namely components in mi ∈ [1, 24]M and Mtotal ∈ [2, 25]M). We use
for this figure a minimal match of M = 0.97. We see that moving from flow = 20 Hz to flow = 10 Hz
increases the number of required templates by more than a factor of two. Relative to flow = 40 Hz,
the required number of templates increases by a factor of ten in going to flow = 10 Hz.
It is worth pointing out the historical difference between detector design and actual performance.
Note the curious feature in Fig. 5.3, in which there appears to be roughly 20% of the available SNR
for an analysis with an iLIGO sensitivity in the region between 30 Hz and 40 Hz. However, our
most recent searches only used filters down to 40 Hz. The reason for this difference is that the initial
detectors never reached design sensitivity below 40 Hz, as one can see in Fig. 5.1. Thus, in the
actual pipeline analyses discussed in the previous chapter, there was very little sensitivity lost by
choosing a 40 Hz low frequency cutoff instead of a 30 Hz cutoff. It is possible that it will take some
time for aLIGO detectors to reach their design sensitivity at the lowest frequencies, and that some
of the problems we consider here will be less relevant.
All these considerations pertain only to the problem of developing an analysis strategy that does
essentially the same kind of analysis as done for iLIGO. We have already incurred two factors of ten;
one from the increased cost of filtering longer templates, and one from having to use more filters
to cover the parameter space. However, we also want to take the pipeline beyond what we have
done in the past. In particular, we want to see if we can improve the sensitivity of the pipeline to
spinning signals with the use of spinning templates. As we have discussed, spin in compact binary
systems is expected to be significant, but our iLIGO analyses used non-spinning templates, as no
known methods were available to profitably extend the parameter space to include spin. Including
more physical parameters in our search templates will also increase the computational scale of the
analysis. Even if we consider only aligned spins, the inclusion of spin in the template banks can
further increase the required number of templates by another factor of ten (see Chap. 6).
5.2 Multibanding and down-sampling
We have just seen that the full exploitation of the aLIGO detector sensitivity for CBC searches
requires a computational scale which is several orders of magnitude greater than our previous searches
on iLIGO data. Fortunately, the morphology of inspiral signals can be leveraged to significantly offset
some of the computational cost of filtering. Our first trick is to realize that compact binaries spend
108
most of their lives at low frequencies. The Nyquist theorem states that a signal which is band
limited to 0 ≤ f ≤ fhigh can be fully reconstructed, provided that the signal is sampled at the
critical frequency fs = 2fhigh or higher. On the other hand, the merger frequency for low mass
compact binaries, which traditionally sets the analysis sampling rate, is usually in the kHz range.
While treating the signal as a whole, we therefore require sampling rates of the order a few kHz,
but we are actually over-sampling the signal throughout most of its duration. Thus, one approach
to mitigating the computational cost for filtering is to break the signal into contiguous band-limited
time intervals and process each interval separately at possibly lower sample rates, as depicted in
Fig. 5.5. By the Nyquist theorem, one can fully reconstruct the whole SNR time series that one
would have obtained by filtering the whole signal at a single, higher sampling rate.
To make the above statements more quantitative, we return to Eqn. 5.1, which gives the time-
frequency relation for a compact binary inspiral at Newtonian order. Higher order post-Newtonian
terms, including those from spin and merger effects, will significantly alter the time-frequency rela-
tion, which should be accounted for in an actual analysis, but here we are simply trying to set the
scale. We see from Eqn. 5.1 that an inspiralling binary spends a time
∆t
t1
= 1−
(
f1
f2
)8/3
, (5.2)
emitting gravitational waves in the frequency band [f1, f2]. Here t1 is the time to coalescence from
initial frequency f1 and ∆t is the time it takes for the binary to evolve from f1 to f2. Of common
practical interest is the case f2 = 2f1; since Fourier transforms are most efficiently executed on
arrays having power-of-two lengths, we typically only ever change the sampling rate by factors of
two. Putting this numerical value into Eqn. 5.2, we find
∆t
t1
≈ 0.84. (5.3)
This result says that the signal spends about 84% of its remaining lifetime in the band [f1, 2f1].
In particular, a signal which lasts for 30 minutes starting from 10 Hz will spend only five minutes
above 20 Hz, and only 45 seconds above 40 Hz. To filter such a signal, we can safely sample all but
the last minute at fs ∼ 100 Hz, typically at least a factor of ten smaller than the usual sampling
rate.
Our strategy is to reduce the filtering cost of a large fraction of the waveform by computing
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Figure 5.5: Computational benefits of multibanding and the singular value decomposition. We depict (left)
the decomposition of an inspiralling compact binary signal into separate frequency bands in which the signal
can be sampled at lower rates than would be required for the signal as a whole. This particular signal lasts
∼1100 s, reaching at coalescence gravitational wave frequencies of f ∼ 1 kHz. However, all but the last 12.5
seconds of the signal can be sampled at fs ≤ 128 Hz without aliasing. Decomposing a template bank of 1314
templates sorted by chirp mass, including the example signal, we indicate (right) the number of basis vectors
required to achieve a specified level of SVD tolerance. Even for a SVD tolerance of 10−6, corresponding
to the right most column, the SVD decomposition reduces the number of filter templates by more than an
order of magnitude.
part of the convolution at a lower sample rate. Similar techniques were successfully implemented
in iLIGO for the purpose of achieving low latency trigger generation and exercising the procedures
for electromagnetic followup [94]. One example is MBTA [59,95], which was deployed in S6/VSR3.
MBTA consists of multiple, usually two, template banks for different frequency bands, one which
is matched to the early inspiral and the other which is matched to the late inspiral. An excursion
in the output of any filter bank triggers coherent reconstruction of the full matched filtered output.
Final triggers are built from the reconstructed matched filter output.
In the gstlal implementation, we divide the templates into time slices in a time-domain analog
to the frequency-domain decomposition employed by MBTA. We consider a bank of filters B = {hi}
expressed in the time domain and sampled initially at sufficiently high frequency f0 such that there is
no aliasing in any template in the bank. The templates in the bank are all zero-padded as necessary
so that they have the same number of samples N . We trivially decompose each template hi into a
sum of S non-overlapping templates hsi such that
hi[k] =
S−1∑
s=0

hsi [k] if ts 6 k/f0 < ts+1
0 otherwise
(5.4)
for S integers {f0ts} such that 0 = f0t0 < f0t1 < · · · < f0tS = N . We filter the data separately with
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each time-sliced filter, and the outputs of these new time-sliced filters form an ensemble of partial
SNR streams. By linearity of the filtering process, these partial SNR streams can be summed to
reproduce the SNR of the full template.
Since waveforms with neighboring intrinsic source parameters have similar time-frequency evolu-
tion, it is possible to design computationally efficient time slices for an extended region of parameter
space rather than having to design different time slices for each template. We construct from our
time-sliced filters S sub-banks Bs = {hsi}i, and within each sub-bank we choose time slice bound-
aries with the smallest power-of-two sample rates that sub-critically sample all time-sliced templates
in that bank. The time slices consist of the S intervals [t0, t1) , [t1, t2) , . . . , [tS−1, tS), sampled at
frequencies f0, f1, . . . , fS−1, where fs is at least twice the highest nonzero frequency component of
any filter in the bank Bs for the sth time slice. The time-sliced templates can then be downsampled
in each interval without aliasing, so we define them as
hsi [k] ≡

hi
[
k ffs
]
if ts 6 k/fs < ts+1
0 otherwise.
(5.5)
We note that the time slice decomposition in Eqn. 5.4 is manifestly orthogonal since the time slices
are disjoint in time. In the next section, we examine how to reduce the number of filters within each
time slice via the singular value decomposition (SVD) of the time-sliced templates.
In the case where the time-frequency relationship is not known precisely, as for example during
merger, we can still apply this multibanding prescription. We treat these cases as we have done
here, except that we err on the side of over sampling.
5.3 Orthogonal template banks
Templates banks used for CBC searches are by design highly correlated. The redundancy is required
to avoid missing signals “in between” any two templates when covering a continuous parameter space
with a finite sized bank. Given this fact, it is natural to consider whether the computational cost for
this filtering strategy may be improved by choosing a different set of filters with reduced overlaps. In
Ref. [96], they showed that applying a SVD to inspiral template banks greatly reduces the number
of filters required to achieve a particular minimal match. A similar technique can be applied to the
time-sliced templates defined in Eqn. 5.5 above.
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Any n×m rectangular matrix M can be uniquely decomposed into a unitary n× n mapping U ,
a unitary m×m mapping V , and an n×m diagonal scaling map Σ such that
M = UΣV †, (5.6)
where † denotes the conjugate transpose and Σ has all non-negative values. This decomposition is
known as the singular value decomposition. An equivalent expression for the SVD is given by
M =
n∑
i=1
σi|ui〉〈vi|, (5.7)
where |〉〈| is the vector outer product, σi are called the singular values, and ui and vi are the
normalized (left and right) eigenvectors of U and V , respectively. The first representation is most
convenient for the actual software implementation of the SVD, whereas the second is useful for
understanding the theoretical properties of the expansion and why it works for GW data analysis.
If the singular values are ordered so that σi ≥ σi+1, then this decomposition is unique.
Now we apply the SVD to a template bank. Let M be a matrix whose rows correspond to the
whitened, normalized time domain representation of templates in a bank. As usual, the SNR for a
normalized template hˆ in the frequency domain is given by
ρ = 4Re
∫ ∞
0
hˆ∗i (f)s˜(f)
Sn(f)
df. (5.8)
Note that with this expression for the SNR, we have not maximized over coalescence time or phase.
For any time series s(t) and power spectrum Sn(f), we define the whitened time series sW (t) by
sW (t) =
∫ ∞
0
s˜(f)√
Sn(f)
e2piiftdf. (5.9)
The whitened time series is the inverse Fourier transform of the signal Fourier transform, after the
latter has been rescaled by the noise amplitude spectral density. Note that for white noise, Sn(f) is
a constant and the whitening process has no effect, as one might expect.
We now use Parseval’s theorem to move back to the time domain representations of the filters.
According to our definitions
ρ = 4Re
∫ ∞
0
hˆ∗W (f)s˜W (f)df, (5.10)
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which by Parseval’s theorem implies
ρ = 4Re
∫ ∞
0
hˆW (t)sW (t)dt. (5.11)
Since the matrix M has as rows the time-domain whitened templates, the SNR for all templates
may be computed with the single matrix operation
ρ = 4MsW , (5.12)
noting that both the whitened data sW and the matrix elements of M are real. Now we see the
power of the SVD. We carry out the SVD for M , and then truncate the expansion in Eqn. 5.7 to
obtain an approximate expression for the SNR,
ρL ≈
L∑
i=1
σi|ui〉〈vi|s〉, (5.13)
where L ≤ n is the truncation order. The quantity ρL is a column vector, whose rows correspond
to the signal-to-noise for each template in the bank before maximization over coalescence time and
phase.
By filtering with the orthogonal templates and allowing for a small loss in SNR, we significantly
reduce the computational cost. The problem is to achieve L  n while still having ρL ≈ ρ. The
crucial question therefore is how much SNR is lost in making the approximation in Eqn. 5.13. A
straightforward calculation shows that the expected loss of SNR due to truncation of the SVD
expansion is given by
(∆ρ)2 =
〈
|ρ− ρL|2
〉
=
n∑
i=L+1
σ2i . (5.14)
The normalized SNR loss ∆ρ/ρ is referred to as the SVD tolerance and is clearly determined by the
number of basis templates that are kept in the approximation. We refer to the inner products
ρ⊥,i = σi〈vi|s〉 (5.15)
as the orthogonal or partial SNRs. We note in particular that these SNRs are non-physical. In order
to detect real signals, we need to be able to reconstruct the original SNR. In terms of the orthogonal
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(a) Physical templates (b) Orthogonal templates
Figure 5.6: Illustration of the transformation from correlated physical templates to orthogonal unphysical
templates. Template banks for the detection of GW signals from CBCs are highly redundant by design.
By applying a singular value decomposition to the template waveforms, one can pick out the dominant
contributing pieces and filter only with these. In doing so, we change from filtering with the physical
templates (left) and unphysical templates (right). With this method, the number of required filters can be
reduced by an order of magnitude or more with a negligible loss of SNR.
SNRs, the reconstructed SNR is given by
ρL =
L∑
i=1
ρ⊥,i|ui〉, (5.16)
which follows from Eqn. 5.13. Since we have not maximized over phase, we must include in M two
filters for each set of intrinsic parameters: one filter with ϕ0 = 0 and one with ϕ0 = pi/4. Then
combining the SNRs for these two filters in quadrature will yield the maximization over coalescence
phase.
As shown in Fig. 5.5 (right), the SVD can yield greater than an order of magnitude reduction
in the required number of filters, even at the strictest of SVD tolerance. The key to the efficacy
of this technique is that we fill each matrix M with templates that are very nearby in parameter
space, maximizing the redundancy among them. A graphical illustration of the singular value
decomposition applied to inspiral signals is shown in Fig. 5.6. The orthogonal templates shown in
Fig. 5.6b are sorted in order of decreasing singular values (top to bottom). We see clearly that the
orthogonal templates with the smallest singular values bear almost no resemblance to the original
templates, an indication of the negligible contribution to the signal-to-noise from this part of the
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Figure 5.7: Architecture of the gstlal analysis pipeline. The above flow chart depicts the workflow of the
gstlal pipeline for CBC searches. First one constructs the template bank and performs the time-slicing
decomposition discussed above, choosing the optimal sampling frequency for each slice. The data is read
from disc, whitened and split into a number of parallel streams. Each stream corresponds to one of the
time slices, and the data in the stream are down-sampled to match the filters. Filtering the data with the
orthogonal SVD templates, we create an equal number of SNR streams. If the orthogonal filters show a
large excursion, then the physical SNR is reconstructed from the partial streams. GStreamer handles the
synchronization and up-sampling seamlessly such that the SNR may be added together across time slices to
obtain the full SNR time series. Finally, the reconstructed SNR time series is further analyzed (clustered,
checked for coincidence, etc.) to obtain a trigger.
signal space.
5.4 gstlal: A stream based approach to gravitational wave
searches
We have described two methods of reducing the computational scale of aLIGO analyses for CBC
signals. We still require a solution for the problem of having signals which may span more than one
lock stretch. For this, we implement the techniques described above around a stream-based tech-
nology known as GStreamer [91], a widely-used multimedia library which is highly modular and
naturally suited for processing signals over gaps, such as would be necessary for viewing multimedia
over a flaky internet connection. By filtering over gaps, the pipeline by design does not require
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segments of any particular length, allowing for a continuous measurement of the PSD. Computing
a running average of the PSD over the last several hours, the gstlal pipeline also manages to
avoid contamination of the PSD estimate by long duration signals. Additionally, GStreamer is
a multi-threaded framework, and easily allows for the parallelization of independent computations.
The multi-threaded aspect of GStreamer requires robust data stream synchronization, so that one
stream can be buffered while waiting for another data stream to be analyzed.
A GStreamer pipeline consists of a number of “elements” connected together by “pads”. A
pad can either be a source, which emits data, or a sink, which accepts data. All elements are set
up with a single clock which can be used to synchronize data streams, which otherwise may process
independently. In Fig. 5.7, we draw a schematic of the basic elements of the gstlal pipeline, the
connections between them, and where in the pipeline the multibanding and SVD techniques are
applied. The gstlal pipeline starts with a frame reading element, which finds the data on disk
(or from a real-time broadcasting source) and stores it in memory. The data from this element are
then passed a whitening element, which computes the power spectrum and whitens the data by that
spectrum. From the whitener, the data is split into parallel streams to be processed separately. Each
data stream is down sampled according to the portion of the bank that will be used to filter the bank.
The whitened data are then passed to the filtering element, which uses the orthogonal filters obtained
from the SVD (which has been computed beforehand along with the template bank), outputting
a time series of partial SNR. Since the filter templates are non-physical, we must reconstruct the
physical SNRs to interpret the results, but to maintain the reduced computational cost earned with
the SVD we must also only do this if we think there is a good chance for a potential signal in the
data. This is achieved with a conditional statistic, which applies to the orthogonal SNRs and triggers
reconstruction only when necessary. If reconstruction is triggered, then the partial SNR time series
is passed to upsampling elements, added together with appropriate time delays, and written to disk
(and possibly sent as an alert to other astronomers for electromagnetic followup).
5.5 Low latency trigger generation
As mentioned briefly in Sec. 1.4, compact binary coalescence is a plausible progenitor for most short
γ-ray bursts [97, 98] (GRBs). However, the association is not iron-clad [99]. It is thought that
following the merger of a neutron star with another compact object tidally disrupted neutron star
material falls onto the newly formed, rapidly spinning compact object. The material is accelerated
116
Figure 5.8: Possible electromagnetic counterparts to compact binary mergers involving matter. Electromag-
netic counterparts to CBC events come in many radiation bands on many timescales. Being able to analyze
the data and generate candidate events in low-latency will be key to making the connection between the
gravitational wave and electromagnetic spectrum and provide fundamental insight into the dynamics of the
post-merger. Figure credit [93].
in jets along the spin axis with a timescale of 0.1–1 s after the merger [100], matching the short
GRB duration distribution well. Prompt electromagnetic emission, including the γ-ray burst itself,
can arise as fast outflowing matter collides with slower matter ejected earlier in inner shocks. The
same inner shocks, or potentially reverse shocks, can produce an accompanying optical flash [101].
These and other potential electromagnetic counterparts to a compact binary merger are depicted in
Fig. 5.8.
Because the gstlal pipeline framework naturally handles the added complexities associated with
longer waveforms in the wider aLIGO band, the gstlal framework is a promising solution for low
latency trigger generation in aLIGO. By breaking the templates up into time slices, the pipeline
necessarily computes the signal-to-noise for a template in pieces. Thus, if enough signal-to-noise can
be accumulated in the early phases of the inspiral, gstlal can trigger a followup before analyzing
the entire template. Given a loud enough signal, the pipeline could be used to point telescopes before
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the merger even happens and catch the prompt electromagnetic emission [89].
The prompt emission is a probe into the extreme initial conditions of the outflow in contrast with
afterglows, which arise in the external shock with the local medium and are relatively insensitive to
initial conditions. Optical flashes have been observed for a handful of long GRBs [102] by telescopes
with extremely rapid response or, in the case of GRB 080319b, by pure serendipity, where several
telescopes were already observing the afterglow of another GRB in the same field of view [103].
The observed optical flashes peaked within tens of seconds and decayed quickly. For short GRB
energy balance and plasma density, however, the reverse shock model predicts a peak flux in radio,
approximately 20 minutes after the GRB, but also a relatively faint optical flash [98]; for a once-
per-year Advanced LIGO event at 130 Mpc, the radio flux will peak around 9 GHz at ∼5 mJy,
with emission in the R-band at ∼19 mag. Interestingly, roughly a quarter to half of the observed
short GRBs also exhibit extended X-ray emission of 30–100 s in duration beginning ∼10 s after the
GRBs and carrying comparable fluence to the initial outburst. This can be explained if the merger
results in the formation of a proto-magnetar that interacts with ejecta [104]. Rapid GW alerts would
enable joint EM and GW observations to confirm the short GRB-CBC link and allow the early EM
observation of exceptionally nearby and thus bright events.
In S6/VSR3, several all-sky detection pipelines operated in a low-latency configuration to send
astronomical alerts [105–108], which were sent only when all three detectors (H1, L1, and V1) were
operating. Among the pipelines, the MBTA pipeline (mentioned briefly in Sec. 5.2) achieved the best
latency, delivering candidate gravitational wave events within five minutes of the event. Alerts were
sent with latencies of 30–60 minutes, dominated by human vetting. Candidates were sent for EM
follow-up to several telescopes; Swift, LOFAR, ROTSE, TAROT, QUEST, SkyMapper, Liverpool
Telescope, Pi of the Sky, Zadko, and Palomar Transient Factory [105,109] imaged some of the most
likely sky locations.
There were a number of sources of latency associated with the search for CBC signals in S6/VSR3
[105], listed here.
Data acquisition and aggregation (&100 ms) The LIGO data acquisition system collects data from
detector subsystems 16 times a second [110]. Data are also copied from all of the GW observatories
to the analysis clusters over the Internet, which is capable of high bandwidth but only modest
latency. Together, these introduce a latency of &100 ms. These technical sources of latency could
be reduced with significant engineering and capital investments, but they are minor compared to
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any of the other sources of latency.
Data conditioning (∼1 min) Science data must be calibrated using the detector’s frequency response
to gravitational radiation. Currently, data are calibrated in blocks of 16 s. Within ∼1 minute, data
quality is assessed in order to create veto flags. These are both technical sources of latency that
might be addressed with improved calibration and data quality software for advanced detectors.
Trigger generation (2–5 min) Low-latency data analysis pipelines deployed in S6/VSR3 achieved an
impressive latency of minutes. However, second to the human vetting process, this dominated the
latency of the entire EM follow-up process. Even if no other sources of latency existed, this trigger
generation latency is too long to catch prompt or even extended emission. Low-latency trigger
generation will become more challenging with advanced detectors, because inspiral signals will stay
in band up to ten times longer.
Alert generation (2–3 min) S6/VSR3 saw the introduction of low-latency astronomical alerts, which
required gathering event parameters and sky localization from the various online analyses, down-
selecting the events, and calculating telescope pointings. If other sources of latency improve, the
technical latency associated with this infrastructure could dominate, so work should be done to
improve it.
Human validation (10–20 min) Because the new alert system was commissioned during S6/VSR3, all
alerts were subjected to quality control checks by human operators before they were disseminated.
This was by far the largest source of latency during S6/VSR3. Hopefully, confidence in the system
will grow to the point where no human intervention is necessary before alerts are sent.
The remainder of our work here deals primarily with binary black holes mergers, for which there
is no well-understood mechanism for producing an electromagnetic counterpart. However, we will
discuss the importance of spin for binary neutron star and neutron star-black hole mergers in aLIGO
in Sec. 6.3; the conclusions reached there could have implications for the efficiency of searches for
these systems in aLIGO. We mention the low latency capabilities of the gstlal pipeline here as
a reminder of this potential application of gstlal and its importance for constructing a detailed
understanding of our sources.
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Chapter 6
The Importance of Spin for the
Detection of Gravitational Waves
from Compact Binary Coalescences
It is reasonable to hope that in the not too distance future we shall
be competent [enough] to understand so simple a thing as a star.
Arthur Eddington in The Internal Constitution
of Stars (1926)
As we have emphasized throughout, the most recent searches for CBCs in iLIGO data [3, 4]
have used non-spinning templates. Phenomenological models for generically spinning binaries in the
inspiral phase have been constructed and implemented as search templates in an analysis of data
from LIGO’s third science run [49], but later studies showed that the spinning templates pulled as
much noise as signal, leading to no net gain in search sensitivity relative to a non-spinning search [50].
At the time of S5, complete inspiral-merger-ringdown (IMR) waveforms suitable for CBC searches
were just coming onto the scene [111], and it was already a huge advance in our search methods to
use these waveforms for the high mass search [48]. By LIGO’s sixth science run (S6), IMR waveforms
with leading order aligned spin effects began to appear [19, 112], but the tools were not available
to use these models as search templates. Experience had shown that the inclusion of spin effects in
search filters will not work without techniques for managing the elevated background. Consequently,
these spinning models were not used as search templates in the analysis of S6 data.
In Sec. 1.5, we met two models for gravitational waves from compact binaries with aligned spins.
These models are promising for data analysis applications in part because they reduce the large mass
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and spin parameter space to just three parameters. We expect that these models will capture some,
but not all, of the spin effects in a generically spinning system. Furthermore, depending on the
formation mechanism ones favors, most of our sources may have spins that are very nearly aligned
with the orbital angular momentum, and we expect these waveforms to cover this class of signals
very well. With these reduced dimensionality models in hand, we reassess here the importance of
spin effects for the detectability of compact binary coalescence signals and the viability of using
these templates to improve the search sensitivity.
In this chapter, we focus on the signal-to-noise that may be gained from including spin effects.
In practice, in quantifying the performance of a search pipeline, we must take into account the
production of false triggers due to random overlap between the templates and detector noise. The
inclusion of extra physical parameters in the template waveforms typically requires one to analyze
the data with many more templates. Each additional template picks up a different portion of the
background and increases the chance for a false trigger. Thus, the gain in SNR achieved by the use
of more accurate templates may be offset by the elevation in the background rate. This interplay
between SNR and false alarm rate (FAR) is precisely the reason that precessing templates were
previously found to be ineffective. The final element of this thesis will be the demonstration of an
analysis pipeline which effectively uses additional physical effects (spin) in the search templates to
improve the search sensitively, even with consideration of the elevated background.
6.1 Astrophysical expectations for spin in compact binaries
If compact binaries have significant spins, then the inclusion the effects of spin in the template
waveforms could significantly impact the detection rate of such systems. Conversely, by determining
the spin distribution of black holes in binaries, we can better understand the formation mechanisms
which give rise to these systems. Indeed, the spin of components of the binaries is strongly coupled to
the formation history of the binary, as discussed in Sec. 1.3. Regardless of the formation mechanism,
however, most theoretical models predict some amount of spin in the resulting components. In this
section, we review what is known or expected about the spins in compact binaries.
We consider first an order of magnitude estimate for the spin of neutron stars based on observa-
tional considerations. Recall that the dimensionless spin χ is related to the spin angular momentum
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J by
χ =
J
Gm2/c
, (6.1)
where m is the mass of the spinning body. The moment of inertia for a uniform density spherical
body is given by I = 25mR
2, where R is the radius of the body. For such a body, rotating with
frequency f , its dimensionless spin is given by
χ =
Iω
Gm2/c
=
2
5
c
G
R2
m
2pif. (6.2)
This expression allows us to set the scale for neutron star spins. Consider a millisecond pulsar
rotating with frequency f = 50Hz 1. Taking mNS = 1.5M and RNS = 10km, we obtain
χNS ≈ 0.02 (6.3)
as a baseline estimate for the dimensionless spin of a neutron star. Even such a small spin magnitude,
as we shall see, will be non-negligible for CBC searches in aLIGO. The spin of the neutron may
exceed this value, but arguments based on the tidal disruption of a neutron star generally agree
that the spin cannot exceed χ ∼ 0.7. The exact value for this upper limit depends on the neutron
equation of state which is currently not well-constrained. Softer equations of state support larger
spins, since the neutron star is more compact.
The distribution of spins in black hole binaries in not known, but measurements accreting super-
massive black holes and black holes in binaries with luminous, massive stars tend to indicate that the
(dimensionless) spin magnitudes of stellar-mass black holes are believed to be close to unity. Some
observational determinations yield values around or exceeding 0.9 [113–115]; however, see [116–118],
where smaller values were obtained. Note that such measurements apply to black holes in X-ray
binaries, which may not be representative of spins in BBH systems. X-ray observations of the spins
of accreting black holes in binary systems, while technically challenging, indicate a fairly uniform
distribution of component spins over the entire range 0 ≤ a ≡ S/m2 ≤ 1 [114, 115, 119–123]. Note
that such measurements apply to black holes in X-ray binaries, which may not be representative of
spins in BBH systems. Indications that spin-orbit misalignment in field binaries may be small come
from observations of the microquasar XTE J1550-564 [124], and from population synthesis models of
1Note that the pulsar PSR J0737-3039A, one of the two observed pulsars in the associated relativistic binary, has
a spin frequency of f ≈ 50 Hz, which motivates this particular choice. The other pulsar, J0737-3039B, has a spin
frequency of only f ≈ 0.4 Hz. This binary system is the only relativistic compact binary with spin measurements of
both components.
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Fragos et al. [125]. For dynamically formed binaries, however, the component spins may be largely
independent of each other and of the orbital parameters.
6.2 SBank: a generic infrastructure for template bank con-
struction
The first problem we address is that of constructing template banks with efficiently spaced templates
that minimize the loss of SNR arising from the discreteness of the template bank. Recent LIGO
and Virgo compact binary searches, which used non-spinning templates, have relied on the lattice
placement technique described in Sec. 3.2.3, which is highly computationally efficient and nearly
optimal for non-spinning inspiral signals. However, this technique relies on having knowledge of
certain special parameters in which to construct the lattice. In larger parameter spaces, or when
using waveforms which include effects beyond the inspiral portion of the coalescence, we often do not
have any known special parameters in which to form the lattice and other approaches to template
placement become necessary.
On the other hand, stochastic placement techniques (described in Sec. 3.2.4) are applicable to
a wide variety of waveform approximants, requiring no prior knowledge of special parameters and
extending straight-forwardly to higher dimensions. We have implemented the random placement
algorithm described in Sec. 3.2.4 in a completely generic infrastructure called SBank , which is
independent of the particular details of the waveform family one is using. Waveforms are constantly
under development for compact binary searches, and since SBank is designed to be ignorant of the
waveform details, one can immediately begin constructing banks with SBank once your model is
coded up. Here we will see applications of this code base to many different waveform approximations,
some in the time domain – some in the frequency domain, some with metrics and some without.
Our templates will be described by three parameters, but the infrastructure supports an arbitrary
number of parameters (and in fact our bank simulations make use of this feature).
For practical applications, we applied a few heuristics to improve the speed of SBank . First,
we test each proposal against not the whole bank, but only its neighborhood of templates, defined
by some fractional difference in τ0, the coordinate that is best fractionally measured; we assume
that any template far away from the proposal in τ0 cannot have a high match. Furthermore, so that
we find the high matches even sooner, we evaluate matches in the order of increasing τ0 difference
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Table 6.1: Reduced spin template bank parameters. We list the parameters used for generating the reduced
spin template bank described in the text. The non-spinning template bank is generated with the same mass
parameters, but with all spins set to zero. The spin limits for black holes and neutron stars are different,
corresponding to the different astrophysical expectations for the spins of these bodies. In constructing the
aligned spin template bank, we place cuts on the individual component spins, which are astrophysically
motivated, rather than placing cuts on the reduced spin. We consider a neutron star to be a body with mass
mi ≤ 2M and a black hole to be a body with mass mi > 2M.
Bank parameter Value
Template waveform TaylorF2RedSpin
Noise PSD model aLIGOZeroDetHighPower
Low-frequency cutoff: flow 20 Hz
Component mass: m1,m2 [1, 20]M
Total mass: m [2, 21]M
NS spin: χi [−0.4, 0.4]
BH spin χi [−0.98, 0.98]
Minimum match: Mmin 0.95
between the proposal and the bank seed. We stop computing further matches immediately upon
finding a match greater than the target minimum match. The sorting operation is costly, but this
is outweighed by the reduction in the required number of match calculations.
Another technique we use is to draw proposals uniformly in (τ0, τ3) space. As the true template
density is proportional to
√|g| and g is slowly varying in these coordinates, this reduces the number
of proposals thrown at already over-tested regions of parameter space and puts them in under-
tested regions. More generally, it is straightforward to drop and replace custom proposal functions
in SBank , should we find a better set of coordinates in which to draw the proposals. Finally,
the availability of the metric gives an analytic approximation to the mismatch, which significantly
speeds up each iteration of this algorithm, but it is not strictly necessary. SBank is available for
use in the LALSuite data analysis package [92]. SBank is implemented primarily in the Python
programming language with speed-critical components in C.
6.3 An aligned spin template bank for the detection of gener-
ically spinning compact binary inspirals in advanced LIGO
Here we demonstrate the construction of a three-dimensional aligned spin template bank suitable
for the search of gravitational waves from inspiralling compact binaries in aLIGO. We show that
although the templates model only leading order aligned spin effects, the template bank is highly
effective for detecting signals from generically spinning binaries. The high effectiveness of the aligned
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Table 6.2: Precessing binary population simulation parameters. We indicate the source parameter distribu-
tions chosen for the efficiency studies of our TaylorF2RedSpin template banks described in the text. A
binary component is deemed a neutron star (NS) if its mass is ≤ 2M, and is deemed a black hole (BH) if
its mass is > 2M. We note that all simulated signals are placed at the same luminosity distance to take
into account inherent selection effects in the source population.
Simulation parameter Value
Waveform approximant SpinTaylorT5
BH spin magnitudes: |χi| uniform(0, 0.98)
NS spin magnitudes: |χi| uniform(0, 0.4)
Cosine of spin orientations: LiniN .χ
ini
i uniform(−1, 1)
Cosine of sky location (polar): cos θ uniform (-1, 1)
Sky location (azimuth): φ uniform(0, 2pi)
Cosine of inclination angle: cos ι uniform(0, 1)
Polarization angle : ψ uniform(0, 2pi)
Luminosity distance: dL 1 Mpc
Noise PSD model aLIGOZeroDetHighPower
Low-frequency cutoff: flow 20 Hz
spin bank arises in part from selection effects inherent to our sources by which the systems with the
greatest precession effects are also intrinsically dim.
The templates in our bank are the aligned spin TaylorF2RedSpin inspiral waveforms described
in Sec. 1.5.1. The template parameter space consists of two dimensions describing the binary masses
and a single reduced-spin parameter
χred ≡ χs + δχa − 76η
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χs, (6.4)
where
χs ≡ 1
2
(~χ1 + ~χ2) · Lˆ (6.5)
χa ≡ 1
2
(~χ1 − ~χ2) · Lˆ (6.6)
are the symmetric and anti-symmetric combinations of the component spins and δ ≡ (m1 −m2)/m
is the asymmetric mass ratio. The range of parameters used for the construction of our template
banks is listed in Tbl. 6.1. We construct both aligned spin and non-spinning template banks with
SBank from the TaylorF2RedSpin waveform model, making use of a fast semi-analytic approxi-
mation to the mismatch function. To quantify the relative signal recovery by these banks, we simulate
a population of generically spinning compact binaries and compute the fitting factors (defined in
Sec. 3.2.2) of the two template banks to these sources.
Though the templates in this bank model only the leading order effects of aligned spins, we
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Figure 6.1: Effective fitting factors towards a simulated population of precessing binaries. We show the
achieved effective fitting factors (color bar) for our two banks constructed here towards signals from generi-
cally spinning systems computing in the SpinTaylorT5 approximation. The left and right panels correspond
to the non-spinning and reduced spin template banks, respectively.
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Figure 6.2: Increase in detection volume at fixed signal-to-noise. We show the expected relative increase
in sensitive volume of a search employing the reduced-spin template bank as compared to one employing a
non-spinning template bank (corresponding to a fixed SNR threshold). The reduced spin template bank is
expected to bring about a ∼ 20−52% increase in the average detection volume, assuming that the maximum
spin of neutron stars is 0.4.
find that the template bank is efficient for the detection of generically spinning binaries due (at
least partly) to inherent population selection effects. The intrinsic luminosity of the target binary,
as well as the fitting factor of the templates, depends not only on the masses and spins, but also
on the parameters describing the location and orientation of the target binary. For example, the
modulational effects of precession are the highest for binaries highly inclined with respect to the
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detector, while the intrinsic luminosity of such binaries is lower (as compared to binaries which are
nearly “face on”). Thus, highly inclined binaries (which show the largest modulational effects of
precession) are intrinsically less likely to be observed as compared to binaries that are face-on.
In order to take into account such selection effects in evaluating the coverage of the template
bank, we average the fitting factor in our simulations over the population. The average is weighted
by the intrinsic luminosity of the source at fixed distance and called the effective fitting factor FFeff
FFeff =
(
ρ3bank
ρ3
)1/3
, (6.7)
where ρ ≡ √〈htarg|htarg〉 is the expected SNR for the binary signal in the detector. Our template
bank recovers only a portion FF of this SNR, where FF is the signal’s fitting factor against the
bank; therefore, by definition of fitting factor, we have ρbank ≡ ρFF. The bars in Eqn. 6.7 indicate
ensemble averages over the full parameter space (while keeping the component masses fixed) with
the parameter distributions given in Tbl. 6.2. The effective fitting factor FFeff describes average
detection range by a suboptimal template bank as a fraction of the detection range using an optimal
template bank. The corresponding fractional increase in detection rate due to the inclusion of
spinning waveforms in the template bank is then given by
Vspin
Vnonspin
=
(
FFspin
FFnonspin
)3
, (6.8)
where FFnonspin and FFspin are the effective fitting factors for the non-spinning and spinning template
banks, respectively, to the target signal. These statements regarding the increase in detection rate
assume that the only gain in sensitivity comes from the SNR. In practice, our data also contain
non-Gaussian artifacts and SNR is not an optimal detection statistic, as mentioned above.
The parameters chosen for our simulation are listed in Tbl. 6.2. The waveforms are generated
by solving the ordinary differential equations given by Eqns. 1.60–1.62 in the SpinTaylorT5 ap-
proximation (see Sec. III of Ref. [25] for the full description)2. The target binaries (for a set of fixed
values of component masses) are uniformly distributed in volume throughout the local universe. Spin
magnitudes are distributed uniformly between zero and a maximum value (see Tbl. 6.2) and the
spin angles are isotropically distributed. Bodies under two solar masses are assumed to be neutron
stars; their spin magnitudes are limited to less that 0.4. All others are assumed to be black holes,
2This particular approximant is chosen so as to disentangle the effects of precession from the effects of different
PN approximants; see below for a discussion.
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Figure 6.3: Dependence of precession effects on mass ratio. We show the fitting factor (indicated by the
color of the dots) of the reduced-spin template bank in detecting generic spinning binaries with component
masses (6M, 6M) (left) and (10M, 1.4M) (right). The x-axis corresponds to the spin magnitude of the
more massive compact object, while the y-axis corresponds to the cosine of the angle between the spin and
initial Newtonian orbital angular momentum. In the left plot (equal-mass binary) fitting factors are ∼ 1
irrespective of the magnitude and orientation of the spin vector, while in the right plot (highly unequal-mass
binary) fitting factors can be as low as ∼ 0.7 for binaries with large, misaligned spins.
with spin magnitudes limited to below 0.98. Cosine of the angle ι describing the relative orientation
of the initial total angular momentum of the binary with respect to the line of sight is uniformly
distributed in the interval (0, 1), while the polarization angle ψ is uniformly distributed in (0, pi).
The computed effective fitting factor FFeff of the reduced spin template bank is shown in the top
panel of Fig. 6.1. For each point, we have injected 5,000 waveforms with fixed mass but arbitrary
spins and binary orientations. The figure indicate that the bank is effective for the detection of
generic spinning binaries over almost all the relevant regions in the “low-mass” parameter space
(m1 + m2 < 12M)3. Even in the worst case of the (4.5M, 2.95M) binary, the effective fitting
factor is ∼ 0.93, and in almost all regions in the parameter space the fitting factor is greater than
0.95 (note that the minimum match requirement Mmin on the template bank was chosen to be
0.95). Note that the region above the gray line in the figure is the region where the contribution
from the post-inspiral stages are expected to be significant, and the inspiral template bank needs to
be replaced by an inspiral-merger-ringdown bank.
The effective fitting factors for the non-spinning template bank (covering the same mass range)
3In conflict with our previously terminology used in the discussion of S6/VSR2-3 searches, we redefine “low-mass”
to the region of the parameter space with roughly Mtotal ≤ 12M, based on recent studies which showed that it is
essential to include the effects of post-inspiral stages in the waveform for binaries with total mass & 12M [126] (see
also Fig. 4.3).
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Figure 6.4: Selection bias against precessing systems. We plot the normalized SNR (such that the maximum
SNR is 1) of generic spinning binaries against the fitting factor (FF) of the reduced-spin template bank in
detecting them. It can be seen that fitting factors are high towards binaries with large SNR. The color of
the dots correspond to the sine of the inclination of the total angular momentum vector with respect to the
line of sight (darker shades correspond to binaries whose total angular momentum is along the line of sight).
The left plot corresponds to binaries with component masses (6M, 6M) and the right plot to binaries
with component masses (10M, 1.4M).
is shown in the right panel of Fig. 6.1. The fitting factor of the non-spinning bank is 0.84–0.89
over the same parameter space. The average increase in the detection volume provided by a search
employing the reduced-spin template bank (as compared against the corresponding non-spinning
template bank) is shown in Fig. 6.2. The figure suggests that we can expect an increase of ∼ 19–
58% in the average detection volume at a fixed SNR threshold. Note that the real figure of merit of the
improvement would be the increase in the detection volume for a fixed false-alarm rate. Calculation
of this requires the calculation of the increase in the false-alarm rate due to the increased number
of templates in the bank. This work is currently underway.
The high signal recovery by the reduced-spin template bank from generically spinning binaries
can be attributed to two reasons. Firstly, for binaries with comparable masses (m1 ∼ m2) the total
angular momentum is dominated by the orbital angular momentum, and hence the modulational
effects of spin precession on the orbit, and hence on the observed signal, is small. In this regime, non-
precessing waveforms provide a good approximation to the observed signal. However, as the mass
ratio increases, spin angular momentum becomes comparable to the orbital angular momentum and
the modulational effects of precession become appreciable. Effectualness of non-precessing templates
thus decrease with increasing mass ratio (see Fig. 6.3).
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Figure 6.5: Difference between the T4 and T5 post-Newtonian approximations. Same as Fig. 6.1, except that
in this plot, the target waveforms are generated using the SpinTaylorT4 approximation. The difference
in the effectualness between Fig. 6.1 and this figure is due to the difference between the two different PN
approximants, and is a reflection of the current uncertainty in the PN waveforms. This could be improved
by computing the higher order (spin-dependent) PN terms.
Secondly, there is an intrinsic selection bias towards binaries that are nearly “face-on” with the
detector (where the modulational effects of precession are weak while the signal is strong) as opposed
to binaries that are nearly “edge-on” (where the modulational effects are strong while the signal is
weak). Thus the fitting factors are high towards binaries with large SNR. This effect is illustrated in
Fig. 6.4 for the case of an equal-mass binary (left) and for the case of a highly unequal-mass binary
(right). This helps the reduced-spin template bank to have reasonably high effective fitting factor
towards a population of generic spinning binaries.
The reduction in the fitting factor of the reduced-spin template bank in the high-mass and high-
mass-ratio regimes is due to multiple reasons. The modulational effects of precession increase with
increasing mass ratio, and are not modeled by our templates. There are additional factors causing
the loss: The difference between different PN approximants become considerable at the high-mass-
, high-mass-ratio regime (reflecting the lack of knowledge of the higher order spin-dependent PN
terms), causing appreciable mismatch between the target waveforms and the template waveforms
even in regions where they should agree [127] (e.g., in the limit of non-precessing spins). Hence,
it is likely that the fitting factor can be further improved by including the higher order PN terms,
assuming that these higher order terms will reduce the difference between different PN approximants.
The effective fitting factors for our template banks are computed using a population of generic
spinning binaries, assuming that the target signals are given by the SpinTaylorT5 post-Newtonian
approximation. The SpinTaylorT5 model is one of the many approximations that can be used
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to compute PN waveforms from inspiralling compact binaries, and these different approximations
can produce somewhat different results (see Ref. [18] for an overview of different approximations).
We would like to disentangle the loss of effectualness due to this effect from the loss due to the
effect of precession. Thus, as the target waveform we need to use an approximant that is closest
to the template in regions of parameter space where the target and template are expected to agree
very well (e.g., in the limit of non-precessing spins). This is the motivation for choosing SpinTay-
lorT5 approximation as the target waveform.
We do not expect a priori one approximant to be closer to the signals given by nature than
any other approximants. This was further confirmed by comparisons of PN approximants with
numerical-relativity simulations [128, 129]. Thus, in order to get a conservative estimate of the
effectualness of the template banks, we compute their effective fitting factors towards signals from
generic spinning binaries computed in the SpinTaylorT4 approximation (Fig. 6.5). Note that the
fitting factors at high mass ratios are slightly lower than what we see in Fig 6.1. This difference arises
from the fact that the waveforms computed using different approximants can be somewhat different,
reflecting the current uncertainty in the PN waveforms (see also [130] for a detailed discussion). It is
likely that this uncertainty will decrease with the knowledge of higher PN terms (note that currently
the spin-dependent terms are known only up to 2.5PN).
We argue that one of the main reasons for the lower effectualness of the reduced-spin template
bank towards SpinTaylorT4 waveforms at high mass ratios is, apart from the modulational effects
of precession, the difference between PN approximants. In order to demonstrate this, we compute
the effective fitting factor of the reduced-spin template bank towards SpinTaylorT4 waveforms
with non-precessing spins (Fig. 6.5). It can be seen that the mismatch of the template bank at high
mass ratios (in the low-mass regime) can be as large as 5%. This cannot be attributed to the effects
of precession. These results greatly motivate the need of computing higher order spin terms in the
post-Newtonian approximation.
As discussed above, all the currently observed neutron stars in binaries have spin periods, which
correspond to spin magnitudes of |~χi| . 0.05. While this is not necessarily an upper limit on
neutron-star spins, this could be indicative of the typical spins. We have repeated the simulations
by restricting the spin range of neutron stars in the target binaries to the interval (0, 0.05). This
was found to make an appreciable difference only in the binary-neutron-star (m1,2 ≤ 2M) region
of the parameter space. In this region, the effective fitting factor of the non-spinning template bank
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(a) χeff = 0 Template Bank (b) χeff ≥ 0 Template Bank
Figure 6.6: Capturing aligned spin effects in high mass template banks. We show the expected fractional
signal-to-noise recovery for a population of aligned-spin binary black holes using a bank of IMRPhe-
nomB waveforms with (a) χeff = 0 and (b) χeff ≥ 0. The solid lines indicate the approximate fitting
factor contours in the Mtotal − χeff plane, averaging over the mass ratio dimension with 1 ≤ m1/m2 ≤ 4.
The template banks are both constructed with SBank assuming the design iLIGO sensitivity [11] with
flow = 40Hz. We find that with this sensitivity, a template bank that neglects spin achieves fitting factors
exceeding the nominal FFmin = 0.97 from aligned-spin systems over a wide region of parameter space, span-
ning roughly −0.25 ≤ χeff ≤ 0.2 over the entire mass range. As the mass of the system increases, the loss of
signal-to-noise incurred from neglecting spin becomes small, and we therefore do not consider systems with
total masses exceeding Mtotal = 35 M. The χeff = 0 bank has ∼ 700 templates, whereas the χeff ≥ 0 bank
has ∼ 3000 templates.
was increased to 0.98. Thus, under this assumption, the non-spinning template bank appears to be
adequate for the detection of GWs from binary neutron stars.
6.4 Aligned spin template banks for the detection of merging
binary black holes
We now consider higher mass systems for which each of inspiral, merger, and ringdown are important
for signal recovery. Here we study template banks generated again with SBank , but now using the
IMRPhenomB approximation as described in Sec. 1.5.2. This waveform models aligned spin effects
again with a single additional parameter, called the effective spin and is defined as
χeff =
m1χ1 +m2χ2
m1 +m2
. (6.9)
Unfortunately, in the IMR regime we do not yet have precessing waveform models available to study
the recovery of precessing binary black holes with aligned spin template banks. Instead, we focus
132
on the improvement in signal recovery for aligned spin systems only.
The IMRPhenomB waveform model consists of a parametrized phenomenological fit to hybrid
waveforms constructed from numerical relativity simulations of the late-inspiral [that is, fGW &
10−3/(GMtotal/c3), where fGW is the dominant mode gravitational wave frequency], merger and
ringdown of binary black holes matched to a post-Newtonian approximation describing the early
inspiral. As such, the validity of these waveforms have restrictions on the mass ratio and spins based
on the availability of numerical simulations with which to fit. Specifically, the IMRPhenomB family
is expected to be accurate only for low to moderate mass ratios and spins. Hence, in these studies,
we consider only binaries for which 1 ≤ m1/m2 ≤ 4 and −0.5 ≤ χeff < 0.85.
We choose to further focus only on the regions in the parameter space where the merger and
ringdown stages are important for detection. For both an initial and advanced LIGO design sen-
sitivity, the effects of merger and ringdown begin to contribute significantly to the SNR when the
total mass of the binary exceeds Mtotal ≈ 12 M [18]. For lower mass systems, accurate and
generically spinning post-Newtonian waveforms are available [92], and can be used to give a more
detailed understanding the effects of spin on the search. We therefore consider only systems with
Mtotal ≥ 10 M, giving a small safety factor between the transitional region and considering the
degeneracy between the mass and spin parameters.
Since the finite size of neutron stars can have a significant impact on the gravitational waveform
observed in the merger phase of coalescence, we restrict our attention to binary black holes and
take mi = 3 M as the minimal component mass. We note that from astrophysical considerations,
neutron stars in coalescing compact binaries are not expected to have large spins. Further, from
physical considerations of the possible neutron star equations of state, the dimensionless spin for a
neutron cannot exceed ∼ 0.7 without undergoing tidal disruption.
We consider two regimes separately. First, we consider the available gains in SNR by the use of
aligned spin templates to analyze data with iLIGO sensitivity. This study is intended to presage our
development of a pipeline, which includes aligned spin templates to recover aligned spin signals in real
LIGO noise. Then we turn our attention to signal recovery in data obtained at aLIGO sensitivities.
Here we immediately bump up against questions of the validity of the phenomenological models.
Nonetheless, as we discuss in this and the next chapter, preliminary studies pushing these waveforms
to their maximum indicate that spin effects for aLIGO binary black hole searches will be extremely
important. The development and validation of IMR waveforms with spin effects must be a top
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priority for the success of these searches.
6.4.0.1 Initial LIGO sensitivity
As a proof of principle, we are going to demonstrate our analysis pipeline with spinning templates
on initial LIGO data, where the computational scale is not a limiting factor. Here we investigate
template banks covering an initial LIGO design sensitivity to determine the regions in parameter
space which have the greatest potential for improvement in SNR recovery.
We used SBank to construct banks of IMRPhenomB templates with χeff = 0 using the above
mass parameter restrictions and flow = 40Hz. We then computed the fittings factors of this template
bank towards aligned spin signals in the same m1−m2 parameter space. In Fig. 6.6a, we show that
a template bank with χeff = 0 already captures greater than 97% of the possible SNR over a wide
mass and spin range. In particular, we note that the χeff = 0 bank covers signals with χeff < 0 down
to roughly χeff ∼ −0.25 over the entire mass range. From astrophysical considerations of binary
evolution, spins positively aligned with the orbital angular momentum are considered the more likely
scenario for binary black holes [26]. Given these factors, along with the potential for artifacts in the
waveforms at large negative χeff , we develop our search using only χeff ≥ 0 templates. Note that
since χeff is a mass-weighted sum of the two component spins, this restriction does not necessarily
exclude the possibility that one of the black holes has an anti-aligned spin. We also see that as the
total mass of the target system increases, the fractional loss of SNR incurred from neglecting spin
decreases. This effect is due to the fact that higher mass systems merge at lower frequencies and have
fewer cycles in the LIGO sensitive band, and consequently the matched filtering is more tolerant of
imperfect templates. We thus expect that for systems with total masses exceeding Mtotal = 35M,
the benefits of including spin effects will be small.
In Fig. 6.6b, we demonstrate the coverage of the parameter space obtained by including only
waveforms for non-negative aligned spins (χeff ≥ 0) in the template bank. The improvement in SNR
recovery obtained by using such a bank comes at the cost of having more than three times as many
templates in the bank. For the non-spinning case, we constructed a bank with ∼ 700 templates,
while to cover the positively aligned signals, we require ∼ 3000 templates. The increase in the
number of templates will increase the number of background triggers, and detecting a signal at a
given false probability requires raising the SNR threshold used for detection.
The characteristics of the background can change in complicated ways when new template wave-
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(a) 25 Hz cutoff (b) 10 Hz cutoff
Figure 6.7: Importance of spin for aLIGO binary black hole searches. The two plots above show the coverage
of a non-spinning template bank to aligned spin target signals, as in Fig. 6.6a, but for a late aLIGO design
spectrum. To the left, we show the signal recovery by a non-spinning template bank integrating from
25 Hz. To the right, we show the same for higher mass systems integrating from 10 Hz. Note the regime of
validity for the IMRPhenomB waveforms requires one to make sacrifices between the low frequency cutoff
for integration and the mass range covered by the template bank. For maximal signal recovery in aLIGO,
we must have valid IMR waveforms that extend down to 10 Hz in the entire BBH mass range.
forms are introduced to a search. The results presented in Fig. 6.6 do not reflect the impact of
non-Gaussianity in the data, nor do they capture the effects of multi-detector coincidence require-
ments, the use of χ2 statistics, increased false alarms due to larger template banks, or other effects
which are important in realistic search pipelines. In the following chapter, we describe the imple-
mentation of these spinning template banks in a search pipeline. We show that even in non-Gaussian
data, we are able to sufficiently suppress the extra background to achieve a net gain in the search
sensitivity.
6.4.0.2 Advanced LIGO sensitivity
In Fig. 6.7, we show how the results presented for iLIGO extend to an aLIGO sensitivity. Here we
note that we are limited by the range of validity of the IMRPhenomB waveform family. Thus,
we show two cases: (i) low mass IMR aligned spin with 25 Hz lower frequency cutoff and (ii) high
mass aligned spin with 10 Hz lower frequency cutoff. The simulation results indicate, on the basis
of SNR, that spin effects are very important for binary black holes in aLIGO and up to even higher
masses than in iLIGO. In the next chapter, we demonstrate an analysis of simulated aLIGO noise
and show that in fact these expectations hold even after considering false alarm rates.
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Chapter 7
A Sensitive Search Pipeline for
Binary Black Holes with Aligned
Spin
When it is obvious that the goals cannot be reached, don’t adjust
the goals, adjust the action steps.
Confucius
In the previous chapter, we showed that the inclusion of spin effects in templates for compact
binary searches may significantly increase the detection rate if such spinning systems are common
in astrophysical populations of binary black holes. Our discussion there was based on the expected
improvement in signal-to-noise in idealized pipelines running on data with Gaussian background.
In reality, pipeline implementations, even in Gaussian noise, require compromises between optimal-
ity and computational feasibility. Furthermore, LIGO data contain non-Gaussian artifacts which
can mimic the gravitational wave signals we are trying to detect. This latter problem becomes
considerably worse the shorter the template waveforms, as is the case for binary black holes.
In this chapter, we demonstrate the implementation of a sensitive search pipeline in gstlal for
binary black holes whose components have significant spin. We demonstrate an analysis of simulated
binary black holes signal in the range Mtotal ∈ [15, 25]M added to iLIGO detector noise, showing
that the pipeline recovers 45% more volume from highly spinning binaries than the equivalent search
using non-spinning templates, even in the presence of realistic non-Gaussian noise. After demon-
strating this analysis in real iLIGO data, we extend our results to an analysis of simulated Gaussian
data with a late aLIGO spectra. In this case, our simulated signals from Mtotal ∈ [60, 100]M and
136
we find more than a factor of two increase in sensitive volume for the highest spinning systems. As
in the previous chapter, we will see that the improvement in recoverable search volume obtained
by the inclusion of spin effects is dramatic when considering aLIGO sensitivities, but that covering
the whole inspiral-merger-ringdown parameter space in this regime is limited by the availability of
accurate waveform models.
7.1 Pipeline implementation challenges
Given that BBH systems probably have significant spins and that the search sensitivity depends
strongly on having accurate waveform models, the inclusion of spin effects in search templates has
for good reason been a long-standing goal in the field [8,49,50,69–71,131–134]. Yet, as discussed in
the introduction to Chap. 6, none of the previous attempts to include spin effects in templates have
resulted in improved search sensitivity.
The null result in Ref. [49] was attributed to the elevation in the rate of background events owing
to the large number of parameters required to describe the spinning template waveforms. It was
immediately realized that to make the use of spinning templates in an analysis beneficial, better
signal consistency tests would have to be developed and implemented to suppress the increased
background event rates. In particular, the highly effective χ2 test used in the contemporary LIGO
search with non-spinning templates [135] was never integrated into the spinning search pipeline,
probably at a severe cost for the results of the sensitivity analysis. Following this work, two other
pipelines were developed [133, 134] which included spinning templates based on a modified phe-
nomenological model for single-spin binaries [132], but neither analysis demonstrated conclusively
that the techniques would improve the search sensitivity. Neither of these investigations examined
the use of signal consistency tests for suppressing the background. In our implementation below, we
use an autocorrelation χ2 test (described in Sec. 3.3.3), which unlike the traditional χ2 requires no
knowledge of the frequency evolution of the waveform.
Two other implementation issues arose from these early investigations on spin, ultimately con-
cerning the question of having a measure for the “distance” between nearby templates. The first was
the problem of defining coincidence between triggers in different detectors. In the two-dimensional
mass parameter space, elegant and rigorous techniques exist for defining when the parameters of
two triggers are close enough to be considered the same [74]. However, it is not clear how to extend
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this method to define a robust coincidence criterion in higher-dimensional parameter spaces. The
analyses in Refs. [49] and [134] defined coincidence between triggers in terms of the standard mass
coincidence criterion proposed in Ref. [74] together with a simple interval cut on the remaining pa-
rameters. The study in Ref. [133] was for a coherent analysis, for which the question of coincidence
is irrelevant.
Furthermore, as we have discussed extensively, first in Sec. 3.2.2 and again in Sec. 6.2, another
problem that comes with having a larger template parameter space is that of efficiently placing
templates to minimize the loss of SNR arising from the discreteness of the template bank. Recent
LIGO and Virgo compact binary searches, which used non-spinning templates, have relied on a lattice
placement technique (discussed in Sec. 3.2.3) known to select the fewest number of templates for a
given tolerance of SNR loss [66,67,72,73]. In Ref. [49], the authors explored the use of a stochastically
generated bank and found it to give significantly fewer templates than the stacking approach. More
recently, several groups have conducted thorough and systematic studies of the stochastic template
placing techniques and the outlook is quite promising [8, 64, 65]. Stochastic placement techniques
(discussed in Sec. 3.2.4) are applicable to a wide variety of waveform approximants, requiring no
prior knowledge of special parameters and extending straight-forwardly to higher dimensions. In
Sec. 6.2, we described a generic infrastructure called SBank for creating stochastic template banks,
which we then used to create template banks of aligned spin templates.
In following sections, we integrate template banks constructed in the previous chapter into a real
analysis pipeline and measure the sensitivity of the pipeline in real detector noise. Our analysis uses
the three-parameter IMRPhenomB waveform family, introduced in Sec. 1.5.2, which models the
inspiral, merger, and ringdown of binary black hole system with aligned spins. This waveform family
captures the dominant effects of aligned spin with a single effective spin parameter. As before, we
construct template banks from these waveforms using our generic, extensible stochastic placement
infrastructure SBank [8] implemented in the LAL gravitational wave data analysis library [92],
and incorporate the SBank infrastructure into the gstlal pipeline described in Chap. 5 [136].
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7.2 A sensitive search pipeline for gravitational waves from
merging binary black holes with aligned spin
We now demonstrate the use of the template banks constructed in Sec. 6.4 as filters in the gst-
lal search pipeline [136]. Using these template banks, we measured the sensitivity of the pipeline
to a simulated population of more than 200,000 binary black hole mergers. Here we compare the
mean sensitive distance of the pipeline analysis when using a bank of aligned-spin templates against
that of an otherwise identical analysis which uses non-spinning templates. Our simulated binary
black hole systems were populated with a uniform distribution in mass ratio, total mass, and ef-
fective spin with m1/m2 ∈ [1, 4], Mtotal ∈ [15, 25]M and χeff ∈ [0, 0.85]. As with the templates,
the simulated waveforms were computed using the IMRPhenomB approximation. We conducted
our study on 25.9 days of coincident detector strain data obtained from observations of the Hanford
and Livingston detectors during LIGO’s fifth science run. Typical strain sensitivities for these two
detectors during this science run are shown in Fig. 2.6a.
In Fig. 7.1, we show the measured sensitivities of our two analyses in terms of the mean distance
accessible to each search as a function of the false alarm rate threshold. We show our results only for
systems with total masses in the range Mtotal ∈ [15, 25]M to avoid complications associated with
the boundaries of the template banks, which covered the range Mtotal ∈ [10, 35]M. As expected and
demonstrated in Fig. 7.1c, we find that the greatest improvement in sensitivity is for target systems
with high effective spins. As seen in Fig. 7.1d, the volume improvement, and therefore the increase
in detection rate, can be as high as 45% for these highly spinning systems. We emphasize the non-
trivial result shown in Fig. 7.1a that for weakly-spinning target systems (χeff ≤ 0.2), the analysis
with spinning templates and the analysis with non-spinning templates have comparable sensitivities,
with the aligned-spin template analysis achieving at worst 95% of the sensitive volume of the non-
spin template analysis. The apparent loss of detection rate in the small effective spin regime is only
applicable if we are wrong in our expectations that black holes have significant spins. Otherwise, we
expect this search method to increase the overall detection rate of spinning BBH systems, provided
that these spins are aligned. These results demonstrate for the first time an analysis of real detector
data, which is made more sensitive to spinning signals by the use of spinning templates compared
to the same analysis performed with non-spinning templates.
The analysis performed here differs from previous attempts towards the inclusion of spin effects
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Figure 7.1: Comparison of search sensitivities as a function of false alarm rate threshold. We compare the
sensitivities to aligned spin systems with Mtotal ∈ [15, 25]M for an analysis which used templates with
χeff ≥ 0 and an analysis which used templates with χeff = 0. The template banks each covered the mass
range Mtotal ∈ [10, 35]M. In (a-c), we show the absolute sensitivities for these analyses in terms of the
average distance to which the analyses identify an injection with a trigger above a given false alarm rate
threshold. In (d), we show the ratios of the sensitive volumes for each of the three spin bins. We find that
for injections with χeff ≥ 0.2, the spinning search observes a larger sensitive volume than the non-spinning
search for all false alarm rates by as much as 45%. For injections with 0 ≤ χeff ≤ 0.2, we observe a small
but statistically significant decrease in sensitive volume on the order of 5% incurred by the use of spinning
templates.
in search templates in a number of ways. Firstly, this analysis makes use of a template family that
captures the effect of non-precessing spins by using a small number of physical parameters, which
allows us to construct a simple three-dimensional template bank. Recent studies have suggested
that such template banks are effectual for a significant fraction or precessing binaries as well [8,25].
This is in sharp contrast with the earlier work, which either used phenomenological parameters to
capture spin effects [49,131] or methods to maximize the SNR over a number of extrinsic parameters
that produced elevated background [132].
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(a) χeff = 0 Template Bank (b) χeff ≥ 0 Template Bank (c) χeff ≥ 0 Template Bank
Figure 7.2: Improvement in parameter recovery with aligned spin templates. In addition to improving the
sensitive search volume, the inclusion of spin effects helps to curtail systematic biases in the recovery of
template parameters. Here we demonstrate that the improvement in chirp mass and effective spin parameter
recovery when spin is included in the templates. The left panel corresponds to the analysis with non-spinning
templates, while the middle and right panels corresponds to the analysis with aligned-spin templates. In the
right panel, we see that the aligned spin template bank allows us to recover the effective spin parameter of
the simulated signal with fair accuracy.
This analysis also used an autocorrelation χ2 statistic, analogous to the traditional time-frequency
statistic χ2 used in recent LIGO and Virgo compact binary searches (these statistics are described in
Sec. 3.3.3). The autocorrelation statistic is based on the principle that the SNR time series obtained
from filtering data which contain a signal against a template that closely matches the signal is
approximately equal to the autocorrelation function of the template plus noise. Subtracting the
template autocorrelation from the SNR time series and computing the residual noise power gives a
measure of the consistency of that data with the signal model.
As discussed in the previous section, early studies on the inclusion of spin effects in template
waveforms suffered in part due to the lack of a sufficiently strong signal consistency tests to reject
triggers occurring due to non-Gaussian artifacts in the data. We suggest that the autocorrelation
test used here was instrumental towards achieving our results, and encourage the development and
implementation of other signal-based consistency tests which could be added to this analaysis to
improve upon these results (one such consistency test, known as the bank veto [75], is currently
being tested within the gstlal pipeline). We also point out that the autocorrelation consistency
test is appealing from a computational point of view since once a trigger has been produced by the
pipeline, the needed SNR time series is already available in memory, and the calculation comes at
nearly no extra cost.
We have also taken a simplistic, but seemingly quite powerful, approach to the matter of defining
the coincidence of triggers between detectors. For coincidence in time, we follow the standard
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Figure 7.3: Increase in false alarm rate from additional templates. We show the number of coincident
background triggers observed in our two analyses of iLIGO data. The log-likelihood (x-axis) is a measure
of the trigger significance and is one-to-one with the false alarm rate. We that the inclusion of spin in the
search templates leads to an elevation in the background of a factor of a few, comparable to the relative
sizes of the aligned spin and non-spin banks.
interval approach, requiring that triggers occur within 3 ms (plus the light travel time between
detectors) of each other. For mass and spin coincidence, however, we require that triggers in each
detector have identical parameters. This choice is possible in the gstlal framework since the same
template bank is used for all detectors and all times in the analysis. Previous LIGO and Virgo
searches for compact binary coalescence have used template banks whose parameters depend on
the local power spectral density of a detector, resulting in template banks which are different in
each detector and at different times. In the latter implementation, the coincidence criterion must
allow for some small mismatch in the trigger parameters from different detectors. Recent searches
using two-parameter non-spinning template banks have achieved this tolerance using estimates of the
expected uncertainty in parameter recovery to define a small error region [74], but the generalization
of this technique to higher dimensional parameter spaces is not straightforward, and the exact size
of the error region typically requires careful tuning in order to be effective. On the other hand,
the exact parameter coincidence feature of the gstlal search pipeline generalizes trivially to higher
dimensional parameter spaces and requires no tuning. The results here suggest the exact coincidence
criterion is a strong discriminator between background and signal, but we do not systematically
examine the relative merits of these two approaches.
Ultimately, the key to improving the sensitivity of a search pipeline by the inclusion of more
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physical effects in the search templates is the ability to manage the background trigger rates while
exploiting the elevation of the signal. The methods described here have proven successful in miti-
gating the background elevation relative to the signal to obtain a net gain in sensitivity. We point
out, however, that the inclusion of spin effects in the templates does increase the background levels
in proportion to the increase in the size of the bank, as shown in Fig. 7.3. We have highlighted in
this section the use of exact template parameter coincidence and the autocorrelation χ2. These are
just two features of the gstlal pipeline which are manifestly different from other studies, and lie at
the core of the background rejection techniques currently implemented in the pipeline. Given that
the gstlal pipeline has not previously been used for an analysis of this type, there are of course
many other differences between this work and previous studies, but isolating the particular features
which made these results possible is a difficult task.
7.3 Prospects for advanced LIGO
We have extended the IMR study described in Sec. 7.2 to simulated Gaussian noise with a late
advanced LIGO spectrum. The very first problem we encounter in extending the study performed
in iLIGO data is the validity of the IMRPhenomB waveform. Advanced LIGO detectors may
have sensitivity all the way down to 10 Hz, but the IMRPhenomB model becomes inconsistent
with post-Newtonian predictions if extended to have too many cycles. Specifically, to extend the
waveforms down to 10 Hz with confidence, it is recommended in Ref. [19] to restrict the systems
we consider to Mtotal ≥ 40M. This situation is clearly not ideal, since most astrophysical priors
suggest that most binary black holes are smaller in mass. However, we wanted to conduct a study
in which the full advanced LIGO sensitivity is exploited and we therefore generated our template
banks to obey this restriction. As before, we generate two template banks, one with spin and one
without, and examine the pipeline sensitivity to spinning signals.
The results of our analysis are displayed in Fig. 7.4. Our template banks covered the mass space
Mtotal ∈ [40, 125]M, in accordance with the limits on the waveform validity. We find that the
inclusion of spin effects in the template waveforms can increase the observed volume by more than
a factor of two for the highest spinning signals with masses Mtotal ∈ [60, 80]M. Note that the
injection set lies totally within the template bank. We do this to avoid spurious adverse effects to
the sensitivity in which the best matching template is slightly outside the template bank. In that
case, another search, which included templates in that mass range, would have picked up the signal.
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Figure 7.4: Improved sensitivity to spinning signals in simulated aLIGO noise. We compare the sensitive
distances measured in the gstlal pipeline with (color) and without (black) spin effects in the templates.
The template bank covers the space Mtotal ∈ [40, 125]M and the simulated signals systems have Mtotal ∈
[60, 80]M, each restricted to mass ratios m1/m2 ≤ 4. The template bank extends beyond the injection
space in order to avoid template bank edge effects. We see that the inclusion of aligned spin effects in the
template waveforms can increase the observable volume by more than a factor of two in this mass range for
systems with the largest spins.
However, it is worth noting that if IMRPhenomB were the only approximation we had available for
aligned spin systems, this would be a real effect – we don’t have IMR aligned spin templates below
Mtotal = 40M that are valid down to 10 Hz. Fortunately, more accurate models with a wider range
of validity are currently being developed. As they are developed, we plan to insert these models into
the SBank infrastructure to generate template banks with them and extend the study presented
here down to even lower masses, where the effects of spin only become greater.
In Fig. 7.5, we illustrate the effect of waveform mismatch on the χ2. Recall that we have
conducted our study in Gaussian noise. As a result, the χ2 is in some sense superfluous; theory
indicates that SNR is an optimal statistic in Gaussian noise. Nonetheless, even in Gaussian noise,
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(a) Non-spin Templates (b) Aligned-spin Templates
Figure 7.5: The effect of waveform mismatch on the χ2 statistic. We compare the values of the autocorrela-
tion χ2 statistic for an analysis of simulated spinning signals with and without aligned spin templates for our
study in simulated aLIGO noise. The injections here are the same as those in Fig. 7.4 except that the upper
limit on total mass is 100 M. This figure illustrates the sensitivity of the χ2 statistic to mismatch between
the signal and the triggered template. In the non-spinning template case, the χ2 statistic can have values
that rival that of non-Gaussian background triggers (cf. Fig. 3.4), although such triggers are not present in
this study on Gaussian noise. Hence when recovering spinning signals with non-spinning templates, the loss
of SNR is compounded by the waveform mismatch which appears in the χ2.
the χ2 statistic reflects the consistency of the template with the signal in the data. We see that when
we use non-spinning templates to search for aligned-spin systems, the χ2 values lie dangerously near
where we would expect non-Gaussian triggers to appear (compare to Fig. 3.4, although this figure
uses the traditional χ2 in the IHOPE pipeline).
We have much further to go. We have completely neglected the mass range Mtotal ∈ [15, 40]M,
relevant for IMR templates. We have at present no waveform which models both inspiral-merger-
ringdown and precession. Without these, we are unable to quantify how well these aligned spin filters
work for detecting generically (not necessarily aligned) spinning binary black holes. The inclusion
of spin effects for binary black hole searches could very well prove to be vital to their successful
detection, but we need the waveforms.
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Chapter 8
Conclusions
I don’t understand why no adult knows that Sirius is the brightest
star in the sky. I know Uncle Stephen would know.
My nephew Nicholas (age 5)
The LIGO experiment is one of the most important and exciting efforts in contemporary physics.
Discovering gravitational waves from coalescing compact binaries would open up a whole new way
of studying the sky. What we have demonstrated is one small piece of a much larger puzzle. What is
the impact of the results presented here? How will the answers to the exam be different next year?
We close our discussion in this thesis by zooming out and reminding the reader where this piece fits
in the big picture.
8.1 Summary of results
In this thesis, we have focused principally on the problem of improving the detection rate of gravi-
tational waves from compact binary coalescence in next generation searches by the inclusion of spin
effects in the template waveforms. Along the way, we have covered a lot of ground, summarized
below with references to the relevant sections.
We began our study with an analysis of data collected during LIGO’s sixth and Virgo’s second
and third observational runs (Chap. 4). We showed that by the end of LIGO’s fifth science run, the
Hanford and Livingston LIGO detectors had achieved (above 60 Hz) the iLIGO design sensitivity
written down decades earlier before any construction had taken place (Sec. 2.5). In the latest run,
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with improvements upon the initial design, these detectors exceeded the design sensitivity by up
to a factor of two in strain – a factor of eight in observable volume (Secs. 2.5). We used the
IHOPE pipeline (Sec. 3.4) to analyze these data for compact binary coalescence. No gravitational
wave events significantly above the background were identified in these searches. Based on these
observations, we computed upper limits on the coalescence rate as a function of mass over the
searched parameter space, which spanned Mtotal ∈ [2, 100]M (Sec. 4.6). Unfortunately, the derived
limits do not yet constrain even the most optimistic rate predictions. However, we found that the
naive SenseMon criterion (Sec. 4.1) for the detectability of a compact binary coalescence signal has
impressive agreement with the achieved sensitivity of the analysis pipeline (Sec. 4.6), an incredible
testament to the search methods.
We then turned our attention to scaling these analyses to aLIGO (Chap. 5) and considering
improvements that could be obtained through the use of aligned spin templates (Chap. 6). In
looking towards aLIGO searches for compact binary coalescence, we uncovered a number of potential
scalability problems associated with (i) going to lower frequencies and (ii) expanding the template
parameter space to include spin (Sec. 5.1). We discussed multi-banding and the singular value
decomposition as techniques for reducing the computational scale of aLIGO analyses (Secs. 5.2 and
5.3). These techniques are implemented in a new pipeline infrastructure gstlal (Sec. 5.4) which is
capable of producing event candidates with very low latency (Sec. 5.5). We used the gstlal pipeline
to demonstrate an analysis of actual (initial) LIGO detector noise in which the pipeline sensitivity
to spinning signals improves with the use of aligned spin templates (Sec. 7.2).
In the process of developing this pipeline, we implemented a generic random template placement
infrastructure SBank (Sec. 6.2), and applied this infrastructure to generate template banks of
TaylorF2RedSpin (Sec. 6.3) and IMRPhenomB aligned spin signals (Sec. 6.4). Using a late
aLIGO spectrum, we found that while spin effects are important for the detection of gravitational
waves from compact binaries, Nature selects against complicated signals. Aligned spin templates
may be sufficient to detect a majority of fully-precessing binaries in aLIGO, provided their signals
are dominated by the inspiral (Sec. 6.3).
Finally, we considered the problem of demonstrating the aligned spin pipeline analysis (performed
on initial LIGO noise) to searches in aLIGO. We found that we do not presently have implemented
the waveforms that will allow us to take full advantage of the aLIGO detector sensitivity, at least in
the mass range Mtotal ∈ [15, 40]M (Sec. 6.4). The development of accurate waveform models which
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include the effects of merger, ringdown, and spin is crucial to extracting the most of LIGO and Virgo
observations. Nonetheless, pushing the waveforms we do have to the limit of their applicability, we
showed in simulated Gaussian noise with a late aLIGO spectrum that gains of a factor of two or
more in volume are obtainable by the inclusion of spin in the templates for systems with masses in
the range Mtotal ∈ [60, 100]M (Sec. 7.3).
8.2 Future work
A number of followup projects are already underway. We list them here in the form of questions
they aim to answer.
How can we cover the full inspiral-merger-ringdown (mass and spin) parameter space with templates
that extend down to 10 Hz?
At the end of Sec. 6.4, we noted that the IMRPhenomB has limitations in its regime of validity
that make it unsuitable for use as a template in aLIGO searches, particularly in the regime Mtotal ∈
[15, 40]M. In this mass range, merger and ringdown effects are still important for detection;
however, IMRPhenomB disagrees with the post-Newtonian expansion when extended down to
10 Hz in this mass range. Furthermore, the IMRPhenomB model also breaks down at high mass
ratios and large effective spins. Another phenomenological model IMRPhenomC [23] has recently
been implemented in the LALSuite code base and is currently being investigated to understand its
regime of validity (or “believability”, since we do not actually have the numerical relativity waveforms
to compare to). In particular, IMRPhenomC is expected to be valid up to mass ratios as high
as m1/m2 = 20, possibly the full effective spin range [−1, 1], and is faithful to the post-Newtonian
expansion for many more cycles than IMRPhenomB . Should these expectations hold up to scrutiny,
the IMRPhenomC model will be a strong candidate for use as search templates in next generation
binary black hole searches. Furthermore, it is trivial to drop IMRPhenomC into SBank to create
template banks and analyze simulated signals with these template banks in gstlal . This work is
already underway.
How well do aligned spin templates capture precession?
This question has to be separated into two regimes, based on the availability of waveforms. For
systems with Mtotal ∈ [6, 15]M, post-Newtonian templates are sufficient for near-optimal detection
and we are still in a mass regime likely to contain binary black holes, for which precession may
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be important. We have already fully precessing waveforms in the post-Newtonian approximation.
Indeed, in Sec. 6.3 we studied the ability for an aligned spin template bank to capture the signal-to-
noise from fully precessing signals and we found that – from the perspective of SNR recovery – that
the aligned spin template bank does quite well. Now we want to address the question of how this
template bank performs in actual data. Thus, our goal is to study the precessing and aligned spin
signal recovery of this bank in the gstlal pipeline on simulated aLIGO noise. This work is already
underway, using fake Gaussian aLIGO noise, and is showing great promise. The hard problem of
course is how the template bank responds to the presence of glitches. Without actual aLIGO data,
this is a difficult question to address. Our plan is to use recolored S6 data as a proxy to aLIGO
noise. We expect that longer filters will be less sensitive to glitches and, given the success of the
IMRPhenomB pipeline studies reported in Sec. 7.2, we are optimistic about the fruits this work
will bear.
In the IMR regime, our ability to address the question of how well aligned spin templates capture
the effects of precession is severely limited by the availability of (i) phenomenological models for
precessing IMR signals and (ii) numerical simulations of such systems, upon which the development
of reliable precessing IMR models depend. Nonetheless, recently a new phenomenological IMR
waveform model IMRPhenomP with precessional effects has been developed [24], although its
implementation in LALSuite is still in its early stages. Once the implementation of this model is
fully trusted, we can use it to make the first systematic study of the performance of aligned spin
IMR templates against precessing IMR signals in an actual pipeline analysis. Work on this project
will begin in the summer.
8.3 Long term prospects
Finally, we remind the reader of the long term goals for the work presented here. These are very big
picture items, for which the work described here plays only a partial, but hopefully significant, role.
How do binary stellar systems evolve?
Although we have a fairly good understanding of how isolated stellar systems evolve, there are still a
lot of unknowns on how interacting stellar systems evolve. What is the result of the common envelope
stage? What is the distribution for the magnitude and direction of natal supernova kicks in a binary?
Are Kozai resonances capable of forming short period binary black holes? These are hard questions to
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answer with electromagnetic observations. The common envelope phase is incredibly short compared
to the lifetime of the binary, making its observation by light comparatively rare; but its outcome
is imprinted on the properties of the compact binary it leads to, if it does at all. Furthermore,
binary black holes are of course black. If these systems exist in globular clusters, gravitational waves
are the only to directly observe them. Many other interesting astrophysical conclusions may come
from gravitational wave observations of compact binary coalescence, for instance, on the origin (or
existence) of a mass gap between neutron stars and black holes, or on the origin (or existence) of a
mass gap between stellar mass black holes (∼ 10−100M) and supermassive black holes (∼ 108M)
observed in the center of many galaxies.
What are the origins of short hard γ-ray bursts?
We recall that short hard γ-ray burst are thought to be due to fall back of tidally disrupted neutron
stars onto a newly formed black hole resulting from a binary merger. In order to confirm this
hypothesis, it is important to be able to generate candidate events in very low latency so that we can
immediately perform electromagnetic followup observations of the event. The gstlal pipeline used
here has demonstrated its capacity to deliver low latency triggers. Although we use the pipeline
to develop improved search methods for binary black holes, which are thought to not have any
electromagnetic counterpart, our methods can in principle be applied to the binary neutron star and
neutron star-black hole regime, although the computational scale for studies in this mass (BNS) and
mass ratio (NSBH) regime quickly becomes challenging to making progress, particularly because the
inclusion of spin requires many factors more templates than are already required.
Is General Relativity an accurate description of gravitational dynamics?
We have not directly addressed this question at all in this thesis. Indeed, the question of whether
aLIGO observations have the strength to answer this question forms a vast body of active research
in itself. However, if LIGO observations can make such determinations, careful examination of
the gravitational wave signals from compact binary coalescences are one of the most promising
prospects for doing so. Of the currently understood potential sources of gravitational waves, binary
coalescences are the cleanest, the easiest to model, and the systems for which we can make the most
precise predictions for the observed waveforms. Furthermore, among compact binaries, binary black
holes offer the unique opportunity to test General Relatively in an extraordinarily relativistic setting.
Binary black holes are also potentially cleaner systems than binaries involving neutron stars, where
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matter effects probably become important in the merger regime. What we have shown here is that
if black holes in binaries have large spins, then the inclusion of spin effects in the search templates
will significantly increase the detection rate. We hope that black holes spin very fast, and that the
methods presented here will help to maximize the number of detected events in aLIGO.
We look forward to collecting the dividends suggested above – and others that we have failed to
anticipate – in the next generation of LIGO and Virgo observations. But there is no time to spare
and we must be leaving you now to prepare!!
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