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Abstract 
In today’s large-scaled distributed learning, it often involves a large number of machines. Coordination between them 
can be very complicated. In order to emphasize the importance of the organic relationships between machines, we introduce 
the organization theories of human society, such as cooperation and competition, to machine learning. We design two type 
of multi-agents along with their interaction rules, and then perform the simulation on Swarm platform. The dynamic 
processes of the simulated team machine learning are examined and the results show that, by elaborately designed 
interaction rules, the overall performance of team learning can be promoted dramatically and coordination structure of the 
machines can be optimized. 
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1. Introduction 
In big data era, it is very hard for single machine to undertake the task of machine learning because of the 
limitation of CPU, memory, or disk space. More and more learning algorithms resort to distributed big-data 
platforms such as Hadoop, Spark, and Hazelcast [1]. All of these platforms involve coordination between 
machines to accomplish a common computation task. The coordination come down to the cooperation with 
respects to computation, storage, algorithm, knowledge and data between machines, and it is far from a simple 
job.  
Hadoop uses map-reduce model to decompose tasks. A central machine takes charge, assigns tasks and 
invokes other machines to execute the tasks. Hazelcast is a data grid system and distributed computing platform. 
When an execution of “ExecutorService” is launched by a client, Hazelcast chooses a node to accomplish the 
task. These tasks of Hadoop and Hazelcast are usually coordinated by a central machine. If the central node is 
down, it is hard, if not impossible, to switch the control to other nodes seamlessly. 
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Then arises the call for implementation of “decentralization” in distributed computing, especially in 
distributed NoSQL databases. Decentralized databases take advantage of more fault-tolerant approach. The 
main idea is to use well-studied epidemic protocols [2] that are relatively simple, provide a pretty good 
convergence time, and can tolerate almost any failures or network partitions. Anti-entropy protocol is used by a 
famous NoSQL databases: Cassandra [3]. The concrete name of the protocol in Cassandra is “Gossip”, 
referring to the diffusion of updates among nodes. It is an attractive way of replicating state that does not have 
strong real time consistency requirements yet needs the guarantee of the eventual consistency [4].  
However, in distributed machine learning, epidemic protocols are still negligible. Compared to mere data 
storage, coordination between learning models and algorithms is far more complicated. Imagine the learning 
scenarios in Baidu, Alibaba and Google, they involve tens of thousands of learning machines. It is better to 
describe them as “society”, rather than “cluster”, or “group”. In this paper we use “team”, rather than “group” 
or “cluster”, to emphasize the importance of the organic relationships between machines. It is a fact that in 
distributed learning tasks data are usually stored in different sources, computation capabilities of machines are 
very different because of different configuration of CPU, memory and disk, communication speed between 
nodes are also very different because of the complexity of network. Given these above, lots of questions arise: 
(1)Should the machines be autonomous or controlled by a central machine?  
(2)If one machine needs the assistance of other machines, which machines it should turn to? (Assistance 
may refer to computation decomposition, data sharing). 
(3)Should a machine with higher configuration of hardware takes more tasks? 
(4)Should a task be assigned to a machine which has the data the task would use? 
These questions are not solvable to most of the existing platforms. As it is mentioned above, 
decentralization is inevitable in distributed computing, and we argue that autonomous coordination between 
machines is also necessary yet complicated. So the purpose of this paper is to explore another high-level 
mechanism of autonomous evolving process based on multi-agent simulation, as a result that the machines get 
an optimized relationship with regards to the coordination in large-scaled data mining. We wish this work can 
lay an earlier framework for the future sophisticated team machine learning platform, which is definitely 
necessary for large-scaled continuous machine learning tasks. 
For the sake of simplicity and being practical, we first turn to the coordination between people in 
organizations. In fact, coordination mechanisms are also research hotspots in management science. As a start 
up, we would like to introduce the studies on human organizational learning to machine learning. 
In the 20th century, Cyert and March’s “General Theory of Organizational Learning”, Argyirs’s "double-
loop learning”, Peter Senge's "The Fifth Discipline", and Ikujiro Nonaka's “SECI model” formed a theory 
system on organizational learning. In organizational learning, an important problem is who the main body to 
learn is. Peter Senge said: “In the modern organization, the team, rather than the individual, becomes the basic 
learning units. The organization will not learn unless the team learns. The purpose of team learning is to make 
the team’s IQ higher than individual’s, and make individual grow faster" [5]. So it is also true that teams should 
be the basic learning units in machine learning. 
Edmondson divided team learning into internal learning and external learning and explored group and 
organizationa1 influences on the detection and correction of human Error [6]. Chan discussed the effectiveness 
of using team learning to improve team performance and undertook a psychometric examination of 
Edmondson’s team learning survey to examine the effects of internal and external team learning on team 
performance [7]. Wong studied the distal and local team learning [8]. Kasl and Marsick proposed a model of 
team learning that was derived empirically from case studies in two companies and drew conclusions about 
changes in learning processes, conditions, and perceptions of time [9].  
On the basis of the previous studies, we argue that the essence of human organizational learning and large-
scaled distributed machine learning is the same. Team learning is not only a process of knowledge acquisition, 
diffusion and creation, but also a process of cooperation and competition between team members, which results 
in an optimized inner structure, and that the two processes have mutual impacts on each other. So in this paper 
we are going to study the dynamic process of team learning via a multi-agent-based simulation approach [10, 
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11]. 
The remainder of this paper is organized as follows. In Section 2, we describe our proposed multi-agent 
models. In section 3, we implement the multi-agent simulation via java Swarm platform. In section 4, we give a 
further study on the results of simulation performed in section 3. Finally, in Section 5, we conclude our paper 
and provide directions for future works. 
2. Multi-agent-based Modeling of Team Machine Learning 
Based on the previous analysis, we use multi-agent simulation to explore the dynamic process of the 
cooperation and competition [13] between machines. 
2.1ˊDesign of Multi-Agent 
In the existing formal description of agent, it is generally expressed as: ^ `,  m iAgent S A , in which mS  
represents agent’s inner state, and iA  represents agent’s function or interaction behavior. 
Two kinds of agents are designed in this study:  
(1) Member Agent. Representing a member in team machine learning; 
State variables: 
1S : relations. Collective variables, recording member agent’s relationship with others; 
2S : reputation. Member agent’s reputation in team [14]; 
3S : explicit knowledge; 
4S : implicit knowledge;  
5S : learning capability. Function of one member agent’s knowledge reserve. The more knowledge reserve, 
the higher capability to learn. 
Interactions: 
1A : learn. Referring to the self-training, member agent learns autonomously according to its own learning 
algorithms; 
2A : decision-making. Selection of strategies when member agent interacts with other agents, the process of 
the decision making will be analyzed later.  
(2) Team Agent: It is a container agent, in which member agents run. 
State variables:  
1S : scale of knowledge reserve. The criterion of dividing member agents into different levels according to 
their knowledge reserve; 
1w : weights coefficient of knowledge, meaning the relative importance of the knowledge in team; 
2w : weights coefficient of reputation, meaning the relative importance of the reputation in team; 
3w : weights coefficient of relationship, meaning the relative importance of the relationship in team; 
4w : weights coefficient of position, meaning the relative importance of position in team; 
2.2ˊDecision-making process of Multi-Agent 
When an individual member agent interacts with others, there are two strategies available: cooperation, 
competition [13]. This study designs four steps for member agent to select a strategy: 
(1) Examine the revenue of each strategy profile from the "interest" point of view; 
(2) Examine the counterparty's "reputation"; 
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(3)Examine the relation between itself and its counterparty; 
(4)According to the results above, multiplying by the weighting coefficients, make the final decision to 
adopt a cooperative or competitive strategy. Cooperation may refer to “ensemble learning method” [15] or “co-
training” [16]. 
Step2, 3, 4 is obvious. This study gives an emphasis on the analysis of steps 1, and proposes the revenue 
function U , which means the payoff when a member agent adopts a strategy to interact. The function U  
consists of four independent variables: 
1x : the amount of knowledge acquired. In team learning system, benefits would be realized through the 
acquisition of knowledge.  
2x : the amount of reputation acquired. Reputation is one of the considerations when one agent interacts with 
its counterparty. Better reputation generally means more possibility to get cooperation from others [14];  
3x : the amount of relation acquired. When two agents cooperate, their relation grows. This paper proposes 
that relation acquired is one of the considerations when an agent makes decision; 
4x : increment of relative position in the team. It is special term designed for the mechanism like “Winner 
takes all” strategy in competitive neural networks [17, 18]. Extra rewarding for the winner of the competition is 
named as “increment of relative position”. In interactions, if one side cooperate but another do not, there is an 
asymmetric change in the position. So the increment of relative position is one consideration.  
1 2 3 4,  ,  ,  0x x x x ! . 
The measurement of these four variables varies. This paper assumes that there is a general equivalent that 
can measure the four variables by the same way, and these variables can add each other.  
Now it is assumed that there are two agents interacting: Agent A and Agent B. The strategy set of Agent A 
is: ^ `1 2 ,  A a aS s s . 1as  and 2as  represent the strategy “cooperation” and “competition” respectively. Agent B 
is the same as Agent A. 
If there is a huge gap between the knowledge reserve of Agent A and Agent B, namely the knowledge 
reserve of Agent A and Agent B is not on the same level, situation are very different from the ones in which 
knowledge reserve of Agent A and Agent B is on the same level. This paper will analyze the two situations 
respectively.  
(1) If the knowledge reserve of Agent A and Agent B is on the same level, fluctuations of knowledge reserve 
in interactions will bring change to the "relative position". Agents are more likely to take into consideration 
more factors of competition. Agent A and Agent B’s payoffs of strategy profile are as follows: 
   1 1 1 1 1 2 3,  ,A a b B b aU s s U s s x x x    ;     1 2 1 2 2 3 4,  ,A a b B b aU s s U s s x x x    ;  
   2 1 2 1 1 2 3 4,  ,A a b B b aU s s U s s x x x x     ;     2 2 2 2 2 3,  ,A a b B b aU s s U s s x x    ;  
The solution to the formula above is:  
If  2 3 42    x x x ! , Agent A’s dominant strategy is: * 1a as s , Agent B's dominant strategy is: * 1b bs s , 
and the dominant strategy equilibrium is:  * 1 1 ,  a bs s s , which means (cooperation, cooperation). 
If  2 3 42    x x x  , Agent A’s dominant strategy is: * 2a as s , Agent B's dominant strategy is: * 2b bs s , 
and the dominant strategy equilibrium is: s* = (sa2, sb2), which means (competition, competition). It is easy to 
figure out that    1 1 2 2,  ,A a b A a bU s s U s s!  ˈ    1 1 2 2,  ,B b a B b aU s s U s s! . So the dominant strategy equilibrium 
is a “prisoners’ dilemma”. 
(2) If the knowledge reserve of Agent A and Agent B is not on the same level, such as teachers and students, 
fluctuations of knowledge reserve in interactions will bring no change to their "relative position". Agent A and 
Agent B’s payoffs of strategy profile are as follows:  
 1 1 2 3,A a bU s s x x  ;  1 2 2 3,  A a bU s s x x  ;  2 1 2 3,A a bU s s x x   ; 
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2 2 2 3,A a bU s s x x   ;  1 1 1 2 3 4,B b aU s s x x x x    ;  1 2 3 4,B b aU s s x x  ; 
 2 1 1 2 3 4,B b aU s s x x x x    ;  2 2 2 3,B b aU s s x x   ; 
In any case, the solution to the formula above is:  
Agent A’s dominant strategy is: * 2a as s , Agent B's dominant strategy is: * 1b bs s , and the dominant 
strategy equilibrium is:  * 1 1 ,  a bs s s , which means (cooperation, cooperation).  
3. Implementation of Simulations 
This paper uses the Swarm 2.2 of Java version to implement the simulation. 
3.1 Simulation 1 
Based on the multi-agent models in the paragraphs above, this study builds two java classes: TeamMember, 
Team. The class Team adopts singleton mode. 
 
Fig. 1. Evolution when 2(x2+ x3)> x4
 
Fig. 2. Evolution when 2(x2+ x3)< x4
In simulation 1, six member agents are created to interact. All of the evaluations of the state variables in 
agents are: relation=5, reputation=5. Fig.1 shows the evolution of average reputation and relations in team 
when condition  2 3 42   x x x !  holds, while Fig.2 shows the evolution when condition  2 3 42   x x x   
holds. As it is shown in the figures, when  2 3 42   x x x ! , the average reputation and relations will steadily 
increase to the top, and when  2 3 42    x x x  , the average reputation and relations will steadily decrease to 
the bottom. 
3.2Simulation 2 
In simulation 2, five member agents are built. Condition  2 3 42   x x x !  holds true. The evaluation of the 
state variables s in agents is as follows: 
Agent 1: knowledge=50, reputation=0˗Agent 2: knowledge=0, reputation=10˗Agent 3, Agent 4, Agent 5: 
knowledge=25, reputation=5˗ 
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Fig. 3. Agent1, 2, 3’s average relations 
 
Fig. 4. Agent1, 2, 3’s average knowledge reserve 
 
Fig. 5. Agent1, 2, 3’s average reputation 
 
Here we select Agent 1, Agent 2, and Agent 3 as samples to give a detailed analysis. Three curves in Fig.3 
represent the three agents’ relations with others. Fig.4 shows the evaluation of their knowledge reserve. Fig.5 
shows the evaluation their reputation. Agent 1 initially has the most knowledge reserve, which is 50, but poor 
reputation, which is 0. Agent 2 has no knowledge reserve, but the most reputation. Agent 3 has an average 
reputation and knowledge reserve. As it is shown, when the simulation begins, Agent 1’s relationship with 
others is falling in Fig.3, the reputation of Agent 2 and Agent 3 is increasing in Fig.5, and in Fig.4 the 
knowledge reserve of the Agent 1 who have most reserve but poor reputation initially is exceeded gradually by 
Agent 2 and Agent 3 whose reserve is less but reputation is better at the beginning. 
4. Further Study and Enlightenments 
4.1Sustainability of cooperation 
In a totally autonomous manner, the real foundation of cooperation is the mechanism to guarantee its 
sustainability, rather than the initial relationship, or trust [19]. When conditions are met, both sides of 
interaction will select the cooperation strategy finally by trial and error method or imitating the strategies of the 
ones whose revenue is higher.  
In simulation 1, if  2 3 42    x x x ! , the average relation of the team will evolve to the highest. Then if 
 2 3 42    x x x  , the average relation of the team will evolve to the lowest. In one single interaction, high 
relation between two agents, namely trust, can promote cooperation. In the long term, however, a stable 
mechanism to keep cooperation sustainable is more important. Otherwise, even the highest trust will be 
reduced gradually by the non-cooperating as it is shown in figure 2. 
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4.2Quantity of resources and equality 
4x , which refers to the increment of relative position, is not bound to have an impact on the decision-
making itself. What the members really “care” about are the resources associated with the “relative position”.  
The extent of competition is related to the amount of the particular limited resource for which they compete. 
The less the resources, the fiercer the competition. If we design data as sparse resources for machines, moderate 
competition may cause an optimized storage and training assignment to particular machines. However, 
excessive may cause not cooperating, as it is shown in Fig. 2. 
4.3Professionalization 
Agents with good reputation tend to gain more reputation. Good relationships tend to be enhanced by more 
cooperation between the agents. Then the Matthew Effect takes place. This effect will result in a 
professionalization of machines. Particular kinds of data will usually be stored on the same machines. The 
models which these data can fit well will always win in competition and then be trained and adapt to be fitter. 
Machines will always choose the ones with good relationship to cooperate with regard to tasks decomposition 
such as MapReduce, and then a particular group of machines always collectively undertake certain tasks 
together. Different models and algorithms are always trained and enhanced in certain machines. 
This an ideal stable status which is achieved by autonomous evolution of cooperation and competition, 
resulting in a division of labor and the enhancement in overall team machine learning.  
4.4Optimization of structure 
In Fig. 4, there is a special phenomenon: the knowledge reserve of the agents who have more reserve but 
poor reputation initially was exceeded gradually by the ones whose reserve was relatively less but reputation 
was better at first. By continuous cooperation and competition, it easy for agents to find out with which one to 
cooperate can achieve more knowledge, and with which one to undertake common tasks can achieve faster 
computation or communication. Then a stable optimized networks of cooperation can be achieved. Another 
thing which maybe really matter much more is that this process is a dynamic equilibrium and can be adjusted in 
time. If a node is down or busy then its reputation or relationships will decline dramatically and new tasks will 
be transformed to other nodes automatically. In this respect, building such a mechanism is to accomplish a 
dynamical optimization of the structure in distributed machines. 
However, the cooperation and competition in the simulation of agents are highly abstract. In specific 
domains the reputation, relationship, position, knowledge can be substituted by other particular concepts. 
Anyways, the essences of such things in large-scaled distributed networks are the same. 
5. Conclusion 
Complexity of coordination between machines goes up exponentially when the number of them grows in a 
linear manner. Sooner or later, machines will evolve into “society”, rather than a simple group or cluster. In the 
era of cloud artificial intelligence, it is important and necessary to view machines with more autonomous 
factors and emphasize the complicated relationship between them. In this study we explore a new coordination 
mechanism for large-scaled machine learning by introducing the human organizational learning theories into 
the distributed computation. Cooperation and competition mechanisms, along with incentives such as 
relationships and reputation, are very practical in distributed computing. Via a multi-agent simulation approach, 
we gain a preliminary examination on the dynamical learning process. The simulation results show that, by 
elaborately designed interactions, the overall performance of team learning can be promoted dramatically and 
coordination structure of the machines can be optimized. 
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The mechanisms and concepts with respect to cooperation and competition in this paper are still preliminary 
simulation models and not yet applied to real large-scaled distributed learning practice. We shall start the work 
of building such a multi-agent based distributed learning platform in the near future. 
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