This paper presents an approximation method of the state transition matrix for orbits around a primary body and subject to arbitrary perturbation forces. By assuming that the behavior of the perturbation sources is sufficiently slow compared with the orbital period, which covers most of practically useful cases for orbits around a primary attracting body, this method provides a functional form of the approximate state transition matrix composed of a sum of elementary analytic functions. The resulting state transition matrix is expressed in a series expansion form with a small number of constant parameter matrices and osculating orbit parameters at the initial epoch, and is valid for several tens of orbital revolutions without updating the parameters. Numerical simulations show that this method is valid for arbitrary eccentricity orbits with the semimajor axis ranging from LEO up to around 10 Earth radii when applied to Earth orbits. Due to the simplicity of the resulting approximate form, the formulation provided in this paper is suited for implementation onboard spacecraft, and a fast and iterative computation of linearized orbital dynamics with full perturbation forces.
Introduction
This paper describes an approximation method of state transition matrices for orbits around a primary body under full perturbation forces. It is assumed here that the behavior of the perturbation sources is far slower than the orbital period, and can be decoupled from the short-term behavior of the orbital dynamics itself. Since general perturbation forces such as third-body perturbations, geopotential perturbations and even dissipative forces (e.g. atmospheric drag) sensed in an orbit with not so long orbital period are fit within this assumption, this method is applicable to a wide range of linearized orbital dynamics under realistic perturbations. The resulting approximated state transition matrix becomes a series expansion form composed only of elementary analytic functions and a small number of parameter matrices.
There are numerous studies on the state transition matrix for orbital dynamics. The early study on this problem is performed by Hill 1) and Clohessy-Wiltshire 2) , who developed the linearized behavior of neighboring orbits of a circular reference trajectory based on Keplerian orbital motion. Lawden developed linearized Keplerian orbital motion and its solutions around eccentric reference orbit 3) and its solution form was improved by Carter 4, 5) . Recent developments in theories for the orbital state transition matrix owe mainly to growing demand for and development of formation flight technologies. It has been found that, even for proximity relative orbital motion, it may be insufficient to only consider the linearized dynamics of Keplerian (two-body) dynamics to obtain even moderately accurate relative orbital motions.
Efforts to obtain non-Keplerian accurate state transition matrix have been performed in several ways. For example, the linearized effect of the J2 term can be analytically derived and included into the state transition matrix around circular and eccentric orbits [6] [7] [8] [9] [10] . There are also many attempts to add nonlinear effects [11] [12] [13] . Other studies attempt to capture precise mathematical structure of relative orbital motions by investigating a fundamental structure of Hamiltonian system [14] [15] [16] . On the other hand, it is natural to think that larger number of satellites with more accurate formation keeping and control capabilities will be required in future formation flying missions. Indeed, many formation flying missions have been proposed, and are planned with more and more demanding capabilities 17) . For highly autonomous formation control, a precise model of the relative orbital motion must be implemented onboard spacecraft. This situation is especially highlighted when a large number of spacecraft is involved, or only infrequent ground support is expected. Thus for highly accurate autonomous formation flying, not only precise but also simple mathematical representations of relative orbital motions are important.
The aim of this paper is to provide a simple mathematical form of the state transition matrix for orbital motions under realistic perturbation forces. Distinct from the past studies introduced above, this method provides a simple functional form of the state transition matrix, and its parameters are determined numerically by curve fitting to a numerically integrated time history of the state transition matrix which includes the effect of realistic perturbations. Past studies mainly considers differential geopotential effects as a source of perturbation, but third-body perturbations and other perturbation sources may become important for high eccentricity, large semimajor axis orbit-formation flight. Hence they are also considered in this paper. The resulting mathematical form of the state transition matrix is simple enough to implement on a spacecraft's onboard computer without demanding high performance. Since this method gives a simple way of interpolating accurate state transition matrices, which usually requires heavy computational load and excessive time, this method is also useful for offline analysis when fast and iterative computations of accurate state transition matrices is required.
It is shown in the authors' another paper 18) that the same result can be derived via a generalized averaging method. This paper is to provide more straightforward and intuitive derivation, though some theoretical evaluations cannot be derived. These differences are also addressed in this paper.
Derivation of Series Expansion of Orbital State Transition Matrix
Let us start from the basic equations of motion for orbital dynamics;
where N r is a position vector subject to Keplerian (two-body) dynamics, O r , P r are position vectors of a perturbed reference orbit and an orbit slightly deviating from the reference orbit, respectively.  is the gravity constant, ( , ) t f r is the perturbation force with  considered to be very small. Note that the goal of this paper is to obtain the linearized solution (state transition matrix) for the differential motion between Eq.(2) and (3). Thus, these three position vectors are related mutually as;
where by  we denote a variation. From Eq. 
Then the solution for Eq.(6) under the initial condition
The form of the solution for Eq. (7) can be obtained by the following procedure. First, rewrite Eq. (7) into the first order linear differential equation form; 
where 6 6  1 is the 6 6  identity matrix, and we apply
In this subsection, some important characteristics of the state transition matrix for two-body dynamics 2 1 ( , ) N t t Φ are shown as they play important rolls in the later discussions.
Since the system Eq. (5) forms a linear differential equation with periodic coefficients, we know from the
Solution form of linearized orbital motion with perturbations

Characteristics of the state transition matrix for two-body dynamics
Floquet's theorem that there is a monodromy matrix
where T is the orbital period. Inalhan et.al give a concrete expression for the monodromy matrix in the rotating coordinate system, which is of the form;
where by (R) the matrix is meant to be expressed in the rotating coordinate system, and 
If we relate 0 t  to the time at apoapsis, we get; 
where e is the eccentricity of the orbit. The monodromy matrix in the inertial coordinate system can be obtained by introducing the coordinate transformation matrix from the rotating to the inertial frame ( ) t Q . Then Eq. (13) is converted to the inertial frame expression as;
Since it is easily derived from Eq. (14) and (16) 
we finally obtain;  
This equation indicates that the temporary development of the state transition matrix for Keplerian motion is not exponential but linear. The state transition picked up every orbital period, starting from arbitrary time, is also linear in terms of temporary development. It is;
Let us impose that the perturbation force we deal with is of the special form as follows;
This means that the perturbation force is a function of the position vector ( ) t r and is also subject to very slow parameters with the changing rate in the order of  . This assumption is valid when the orbital period is sufficiently shorter than the behavior of the perturbation sources. Detail discussions on this validity range will be shown in the later section. Since ( ) ( )
we can now assume further that;
which indicates that the behavior of the perturbation sources is so slow that the orbital period when measured in the perturbation time scale is regarded to be zero ( 0 T   ), and hence the perturbation force can be assumed to remain the same after one orbital period. The generalized averaging method provides more thorough theoretical background for this approximation. 18) Applying these assumptions,
for every orbital period step can be expanded from Eq.(9) to;
If we view Eq.(22) as a function of k , and assume that the perturbation force is expressed in Fourier series, the integral part of Eq.(22) can be written in the following form; 
The each term in the right-hand-side of Eq.(24) is further calculated as follows;
Derivation of approximate state transition matrix for perturbed orbital dynamics 
Hence we obtain that ( ) ON can be calculated as;
Then from Eq. 
(1) (0) ( )
To obtain a state transition matrix between arbitrary times, additional terms are required to interpolate the time in-between one orbital period steps. Since Eq.(29) provides a state transition matrix over one orbital period, it contains effects of all terms slower than the orbital period. Therefore the remaining terms which are not taken into account in Eq. (29) are all periodic functions containing only integer-multiple spectrum of the orbital frequency. Thus, we can write The derivation so far uses time as the independent variable. However, to obtain a precise approximation with smaller number of coefficient matrices, it is better to choose true anomaly as the dependent variables, because the true anomaly expression of state vectors provide more uniformly varying behavior (with better fit to sinusoidal curves) when compared with a time-domain expression. This situation is emphasized for highly eccentric orbits, in which with time-domain expression, the varying rate of state vectors are largely different between periapsis and apoapsis.
The true anomaly expression corresponding to Eq. on the two-body orbit along radial direction and tangential direction, hence they are periodic functions. Thus by averaging out the short-term (i.e. orbital period) behavior, we get
Conversion to true anomaly-domain
where 1  is a certain coefficient to be determined. Hence we finally get;
It will be shown in the following section that Eq. (35) provides sufficient accuracy for the approximations.
Numerical Evaluations
To utilize the approximate state transition matrix proposed in the previous sections, the source information of state transition matrices, to which the approximate state transition matrix is going to be fitted, is required. Let us denote by "source matrix data" this information source, which is supposed to be generated by a high-fidelity orbit propagator. For the evaluations in this paper, we generate "source matrix data" by a numerical-symplectic state transition matrix proposed by Tsuda and Scheeres 16) . Perturbations incorporated in the source matrix data are the geopotential terms of the Earth up to (degree, order)=(5,5) and the third body gravitational effect of the sun and the moon throughout this paper.
The performance of the approximate state transition matrix is evaluated for Earth orbits using the following specific form, derived from Eq. 
In Eq.(36), the first  term corresponds to the polynomial term, the second  term to the sun sinusoidal terms, the third  term to the moon sinusoidal term and the last term to the interpolation in-between one orbital period. Seen from the form of Eq.(36), the geopotential perturbation effect in the source matrix data is to be absorbed by the polynomial terms, whereas the sun's and moon's perturbation effects are to be absorbed by both the polynomial terms and the corresponding sinusoidal terms. 
M1s,M1c
Moon Freq.
M2s,M2c
Interpolation Ns, Nc   p0s0m0  0  0  0  -1  0  0  0  36  p2s0m0  2  0  0  -3  0  0  0  108  p2s0m1  2  0  1  -3  0  2  0  180  p2s0m2  2  0  2  -3  0  4  0  252  p2s2m2  2  2  2  -3  2  4  0  324 
Performance in typical formation flying orbit
Trans. JSASS Aerospace Tech. Japan Vol. 8, No. ists27 (2010) ( , , , ) P S S I l l l l are possible to achieve desired performances. Some example combinations of approximation orders and the resulting number of parameters to be fitted are shown in Tab.1. The total number of variables in Tab.1 is calculated according to the fact that each parameter matrix is 6 6 × with independent elements. Each case refers to the case ID indicated in Tab.1 in the following discussions. Table 2 shows the orbit parameters of two satellites (a leader satellite and a follower satellite) to be used for the following performance evaluations. The two orbits are selected so as to have the identical semimajor axis, which means that if there are no perturbations, the relative motion of the two spacecraft would be periodic. In reality, due to the presence of perturbation forces, the relative motion is not periodic, whose trajectory is shown in Fig.1 .
Each element of the parameter matrices in Eq. (36) is determined through a general least-squares curve fitting using the source matrix data. To calculate concrete numerical values for Eq. (36), we need to determine beforehand the parameters Figure 2 shows results of the curve fitting for the case "p2s2m4", whose conditions are indicated in Tab.1. In this case the interpolation terms are omitted and the graphs are plotted with one orbital period-step with the data at each apogee. The fitting span is chosen to be 90 orbital revolutions. Figure 2(1) shows the true anomaly deflection from the one calculated by the corresponding Keplerian dynamics. It shows an almost linear behavior, which supports the validity of Eq.(35). Figure 2(2) shows the fitting quality of the curve fitting, evaluated by; 
It can be seen that the fitting quality is flat and not deteriorated thorough out 90 revolutions of fitting span, which implies that the function form Eq.(36) well fits to the numerically derived true state transition matrix for a long duration. 
The error here is the difference between the relative positions calculated by the source matrix data and the fitted matrix data at each apogee. We see that 0.1-1% accuracy is achieved. Figure 2(4) is the error between the positions calculation obtained by a high-fidelity orbit propagator and the fitted matrix data. Since the real orbital behavior is nonlinear, the calculation based on source matrix data still has an error due to the linearization. Therefore Fig.2(3) shows the error due to the fitting performance, whereas Fig.2(4) shows the overall error including the fitting performance and the effect of nonlinearity. The important point here is that, from Fig.2(4) , we see that the fitted data well aligns the real data, which implies that the fitting error is less than the nonlinearity error. Therefore the approximate state transition matrix for this typical case can be said to be practically useful. Figure 3 shows the case "p2s2m2i4" in Tab.1, which simply adds the interpolation terms to "p2s2m2" in Tab.1. Figure 3(1) shows the fitting quality as a function of the true anomaly. All the data for 90 revolutions are plotted modulo 360deg. It shows that the systematic error is dominant. This indicates that the interpolation terms of the form used in Eq.(36) is valid, and adding higher order interpolation terms would necessarily improve the fitting quality more. Figure 3 (2) is the positional error, which corresponds to Fig.2(3) with denser data in-between an orbital period. This shows that the error is bounded throughout 90 revolutions, providing a flat level of positional error throughout the fitting span.
Performance for various approximation order
The performance variations for several combinations of approximation orders are evaluated using the orbital data in Tab.2. Figure 4 shows the error between fitted data and the real (nonlinear) data. The relative position calculated based on a Keplerian dynamics is also plotted for comparison. The "source" data in Fig.4 , which is calculated with the source matrix data, provides the theoretical minimum. The figure indicates that the state transition matrix based on Keplerian dynamics cannot achieve a sufficient accuracy. By adding more approximation terms, it is improved to almost align to the source data. For this orbit, 2nd order terms for polynomial, sinusoidal terms seem sufficient.
Performance for various eccentricity
The approximate state transition matrix is applied to various eccentricity orbits. The orbital parameters chosen for the evaluation is based on Tab.2 except for the eccentricity. The positional error for the case "p2s2m2" is shown in Fig.5 . As can be seen from this figure, the positional error level at each apogee is not affected much as the eccentricity is changed. This indicates that the function form Eq.(36) covers a wide range of an orbital shape without deteriorating the fitting performance.
Performance for various semimajor axis
The approximate state transition matrix is applied to various semimajor axis-orbits. The orbital parameters chosen for the evaluation is based on Tab.2 except for the semimajor axis. Due to the approximation we have applied (Eq.(21),) the applicability of the approximate state transition matrix is limited by the relation between an orbital period and the period of the sun and the moon. The fitting performance is expected to deteriorate as the spectrum of the Keplerian orbital behavior gets close or overlaps with those of the sun and the moon. Figure 6 shows the average fitting quality and the variance of the positional error in the 90-revolution fitting span. As is expected by the discussions above, the error increases as the semimajor axis increases. Quantitatively, from the right figure in Fig.6 , it can be seen that, if the approximation order is properly chosen, 1% positional accuracy at each apogee is achieved for orbits with up to 10-Earth radii semimajor axis orbits. This covers low-Earth orbit (LEO), geosynchronous orbits and equivalent-period orbits with arbitrary eccentricities. The generalized averaging method has been shown to provide a quantitative index on how the semimajor axis affects the approximation error 18) , which is not obtained through the derivation in this paper.
Conclusions
An approximation method for state transition matrices for orbits around a primary body and subject to arbitrary perturbation forces was derived. The averaging technique was used to isolate high and low frequencies spectrum in perturbation terms, and constructed a series expansion form of the state transition matrix composed only of elementary analytic base functions. The resulting approximate state transition matrix is expressed with a small number of constant parameter matrices and osculating orbit parameters at the initial epoch, and is valid for several tens of orbital revolutions without updating the parameters. The accuracy level of 0.1-1% of relative distance between spacecraft at each apogee is achieved for arbitrary eccentricity orbits with the semimajor axis ranging from low-Earh orbit up to around 10 Earth radii when applied to Earth orbits. Since the formulation is appropriate for fast computations, the approximated representations proposed in this paper can be applied to implement onboard spacecraft, or to be used for ground-based analyses when fast and iterative computations of accurate state transition matrices are necessary.
