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ABSTRACT
A new method is presented for examining the spatial attributes of a sound recorded within a room. A binaural
recording is converted into a running representation of instantaneous lateral angle. This conversion is performed in a
way that is influenced strongly by the workings of the human auditory system. Auditory onset detection takes place alongside
the lateral angle conversion. These routines are combined to form a powerful analytical tool for examining the spatial features
of the binaural recording. Exemplary signals are processed and discussed in this paper. Further work will be required to
validate the system, and to compare it against existing auditory analysis techniques.
1 INTRODUCTION
This paper describes a method of applying
computational auditory scene analysis to the
measurement of properties of reverberant sound fields.
Perceptual effects of the interaction of sound sources
with rooms will thus be made expressible by entirely
objective means. The model is not yet complete, and so
two conventions that are used within this paper need to
be defined. The complete model will be referred to as
the spatial feature extractor, while the component part
that is investigated in this paper will be referred to as the
lateral angle tool.
Auditory scene analysis is the process of making sense
of auditory data. This field encompasses many diverse
areas of auditory research, but the techniques that are of
interest within this paper are only those that focus on
auditory space. Spatial auditory scene analysis therefore
involves locating and tracking the different sound
sources within an auditory scene. At the core of these
techniques is the Zurek model.
The Zurek model is shown in figure 1. This diagram
may be described in terms of the main assertion that it
makes: that before an auditory event can be located in
space, its beginning must be located in time. Very often,
it is only during the first few milliseconds after a
sound’s onset that it can be heard in the absence of
interfering reflections from walls or other physical
objects. In most rooms, these reflections will occur from
every direction, and distract from the direct sound so
that it becomes harder to locate. Humans possess an
auditory location system that is especially sensitive to
sound onsets and far less sensitive to later-arriving
information. This is usually referred to as the
precedence effect, after [1]. In figure 1, it is accounted
for by the inclusion of the ‘inhibition model’ process.
Human listeners are not completely insensitive to sound
energy arriving after the onset of a source: otherwise,
we would not be able to follow the movement of
continuous sound sources. Instead, the sensitivity to
angular location information is reduced in certain ways
that involve a series of echo suppression mechanisms.
Some of these operate at a very low level of
consciousness; others are under conscious control and
can be influenced by selective attention [2]. This model
attempts to simulate only the simplest low-level echo
suppression mechanisms, that work quickly and whose
action is fundamental to successful onset detection.
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Figure 1.  The Zurek model (after [3]).
In the model, onsets are located precisely in time, and
this operation runs independently from a lateral angle
finding process. The lateral angles is estimated
continuously, by mapping and weighting the
combinations of interaural time differences (ITDs) and
interaural level differences (ILDs) across twenty-three
frequency bands of the input signal.
The process in figure 1 marked ‘location gate’ deals
selectively with incoming lateral angle data. In many
simpler systems that are concerned only with source
location, the location gate performs exactly as an
electronic gate: source location information enters it at a
high and steady rate, but is allowed to pass through only
when an auditory onset has just been detected. This data
would be averaged over a short period of time, typically
1–2ms, in imitation of the temporal integration found in
the human auditory system [4]. Since the system that
this paper describes is intended to extract other features
besides source location, its location gate will have to be
more sophisticated. Its role will also change depending
on the spatial information entering it as much as
information from the onset detector.
SUPPER ET AL. A LATERAL ANGLE TOOL FOR SPATIAL AUDITORY ANALYSIS
AES 116TH CONVENTION, BERLIN, GERMANY, 2004 MAY 8–11 2
2 INVESTIGATING SIGNALS
Because the spatial feature extractor, part of which this
paper describes, is based on the Zurek model, a lateral
angle estimation process runs continually. Some data
from this process will now be shown before the
workings of the model are investigated more closely.
This will make the workings easier to put into context.
Figure 2 shows two overviews of a dummy head
(binaural) recording of three instruments made in a
classical recording studio. The lower view is a
conventional plot of signal voltage versus time for the
left and right ears of the binaural signal. The upper view
is the output of the lateral angle estimation process.
The recording contains three clarinet notes, four piano
notes, and a snare drum rudiment containing five hits.
These instruments were chosen for their differing time-
domain and frequency-domain characteristics. The
clarinet was positioned 40° left of the dummy head. The
piano, a two-metre long concert grand piano, was placed
about five metres from the head so that it subtended
approximately twenty degrees of the field of audition
and its centre was 40° right. The snare drum was located
80° right. Only one aspect of the recording is artificial:
the instruments were recorded separately and then
mixed. This means that the instruments do not interact
with one another, and also that the sound field can be
deconstructed perfectly into its component instruments
whenever necessary.
At the time scale shown in figure 2, and with the limited
sense of context provided by the signal voltage plot,
only the clarinet can be identified in the lateral angle
overview. There are three wavering black bars, between
0.1 and 0.8 seconds, that are centred around 40° left.
The rest of the plot is a mass of chaotic fluctuations. One
can tell by inspection that the right hemisphere of the
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Figure 2.  Lateral angle and microphone signal overviews of a three instrument ensemble recording.
head features more in localisation decisions than the left
because it appears darker than the left side, but not much
else besides.
This chaotic signal is explained by the exponential
decay envelope of the piano note. Over all but the very
earliest portion of each piano note, reflected sound
energy dominates over direct sound energy. The two ear
signals become decorrelated a short time after the piano
attack. As the reverberation becomes diffuse, conflicts
appear between the interaural time and level differences
— not only across different bands, but also within the
same band. This causes the fuzzy and fluctuating lines
that can be seen throughout most of the lateral angle
overview in figure 2.
The clarinet, however, is easy to locate: its three notes
are clear in both the lateral angle and the signal traces.
Its sound is sustained, therefore the direct signal energy
always dominates individual discrete reflections. On the
other hand, the snare drum, whose sound decays very
quickly, is difficult to see in the signal voltage plot, and
invisible in the lateral angle plot at this scale.
2.1 Challenges of Detection
With the help of data provided by the onset detector, it
is possible to interpret details of the trace in figure 2.
Figures 3 and 4 are magnifications of different sections.
Figure 3 shows a clarinet onset near the beginning of the
excerpt. Because of the continuous nature of the
clarinet, early reflections and other ambient instruments
do not interact substantially with the direct sound until
after about 70ms, where the angular fluctuations caused
by early reflections become more obvious. The image
presented in Figure 4 shows the lateral angles calculated
during a far more complicated part of the auditory
scene. This is a snare drum attack. By looping and
listening to the 100ms before the instrumental onset, it is
possible to hear the decay of the previous snare drum
note, and of the last of the three clarinet notes. Therefore
there is plenty of activity in the reverberant field of the
recording studio. The snare hit is also not very loud:
figure 4 shows no change in the level of the left channel
throughout its attack, and the right channel decays to its
previous level after about 60ms. All that can be seen of
the snare drum’s position in the lateral angle plot is a
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Figure 3. Magnification of a clarinet onset in figure 2.
Onset time = 0.173s
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Figure 4. Magnification of a snare drum onset in figure 2.
Onset time = 0.959s
dark rectangle at around 77°. This occurs between 2ms
and 7ms after the onset is detected.
The snare drum presents a challenge to computational
auditory scene analysis, both in terms of detecting the
onset in the first place, and in meaningfully localising
such a quiet sound in an environment that is full of loud
and diffuse sound energy. The human auditory system is
capable of locating the snare drum at an angle close to
the right ear, but perhaps not with any accuracy: this is
suggested informally by listening to the signal around
the onset.
2.2 The Changing Nature of the Sound Field
A particularly interesting feature of the output of the
lateral angle tool is the way in which it shows a number
of artefacts that have been represented in other ways in
room acoustics literature.
It is generally agreed that the spatial behaviour of an
instrument in an enclosed space passes through two or
three distinct states. These tend to be categorised by the
way in which the auditory system interprets sound. The
earliest state can be called the localisation state.
Griesinger refers to the second and third states as the
foreground and background reverberant states [5].
During the localisation state, direct sound dominates.
This state persists throughout most of the clarinet note in
figure 3. As soon as discrete, specular reflections from
the walls of the space arrive at the listener and the direct
sound starts to decay, the foreground reverberant state is
entered. The sound’s apparent location changes quickly,
continuously, and in a manner that is simple to model if
the parameters of the room are known [6]. This apparent
movement of the source occurs too quickly to be picked
up by the human auditory system. It is normally
prevented by psychoacoustic echo suppression
mechanisms from confounding the source location
(except by a small amount: see [1]), and instead it is
tends to be perceived as a broadening of the auditory
source [7].
The background reverberant state usually occurs
towards the latter portion of the instrument’s offset. At
this stage, diffuse reflections dominate the sound field,
and no particular direction is prevalent. This causes the
quickly-changing, unfocussed fluctuations that
constitute most of the latter part of figure 2. These
fluctuations are widely believed to contribute to the
phenomenon of listener envelopment [8].
Transitions between the three stages may be seen clearly
in the lateral domain. Figures 5, 6, and 7 show three
examples of isolated instrumental onsets. Figures 5 and
6 were recorded binaurally in the classical recording
studio. Separate recordings were used from the ones
employed in figures 2–4. Figure 7 is a dummy head
recording of an acoustically dry piano note replayed
through a monitor loudspeaker in an ITU-R BS.1116
standard listening room of about 30m² area.
Since the piano possesses a substantial physical width as
well as the apparent width that is imparted by the
studio’s acoustics, the lateral angle tool shows apparent
source movement very quickly after onset. This is
periodic to begin with. It is generally agreed that
fluctuations of this frequency, approximately 130Hz, are
too fast to be perceived as a room-related phenomenon.
Mason and Rumsey do not consider fluctuations above
125Hz as counting towards room-related auditory
source width [6], and Griesinger does not include
fluctuations above 17Hz in his diffuse field transfer
function (DFT) measurement [5].
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Figure 5. Onset of a piano note recorded in the classical
studio.
Not only is this high-frequency movement apparent in
figure 5: there is also a slower progression from 20°
right at onset to 30° right after 40ms, and then to 5° right
80ms after onset. This movement is too wide to be a
property of the instrument, but it can be attributed easily
to room reflections. It occurs at a speed that is well
within the limits imposed by both Mason and Rumsey’s
and Griesinger’s fluctuation coefficients, so it would be
reasonable to assume that this movement is perceived as
room-related auditory source width.
After 80ms, localisation seems to break down: two
separate traces appear, separated by 30 degrees, and
high-speed oscillation sets in again. In this example, the
coexistence and contributions of onset and foreground
states, and the transition to the background state, are
easy to spot.
The similarities with the clarinet trace of figure 6 are
clear. A clarinet has negligible physical width, but the
effects of the early reflections are clear to see. In this
case, the location angle moves away from the centre
line, and towards the left boundary of the image. The
extent of this movement, about 20°, is similar to the
movement noted in figure 5. At about 75ms, the lateral
angle changes very sharply, immediately before the
trace becomes hazy and chaotic. Despite the different
envelopes of the piano and clarinet tones represented by
figures 5 and 6, the characteristic shape of their angular
movement, and the transition to the background state at
80ms, are remarkably similar. This may be a
coincidence, but it may also be explained by the
observation that many architectural acoustical
properties, such as the direct-to-reverberant sound ratio
and the time-magnitude pattern of early reflections, are
dependent only on the distance of the source from the
listener and the physical properties of the room.
Figure 7 is a trace that resulted from loudspeaker
reproduction in a listening room. This also features a
sound source positioned 20° right of the recording head.
However, this source has a small physical width, and the
trace shows none of the apparent movement that
characterises the piano and clarinet traces of figures 5
and 6. In figure 7, though, reflected energy begins to
impose itself after 30ms, and chaotic oscillation of
lateral angle can be seen to centre around the direction
of the loudspeaker. There is relatively little concurrence
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Figure 6. Onset of a staccato clarinet note recorded in the
same studio, and at the same distance, as the piano in
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Figure 7. Onset of a staccato piano note replayed through
a monitor loudspeaker in a 30m² listening room.
across critical bands, so blurring and multiple traces are
observed. They exhibit a periodic property that is related
to the fundamental frequency of the piano note. It is
difficult to see whether this movement could be
attributed to foreground or background states, since it
displays properties of both. The lateral trace still shows
a clear ‘centre of gravity’ around the loudspeaker, and
this would suggest that the information is part of the
foreground reverberant state. It also occurs quickly after
the piano attack builds up to its full amplitude.
However, since the room is relatively small, and the
phenomenon is still occurring 100ms after onset (60ms
after the piano note has reached full amplitude), it may
also be attributed to the background state. This trace is
difficult to put definitely into either category. Listening
informally to the entire signal, it sounds neither wide
nor enveloping, but the imposition of the listening
environment’s acoustics can clearly be heard.
3 MODEL IMPLEMENTATION
Figure 8 is a flowchart of the spatial feature extractor. It
is heavily influenced by the Zurek model shown in
figure 1.
The onset detection component is described and tested
in another paper [9], and it shall not be discussed here.
The remainder of this paper describes the lateral angle
tool.
Twenty-three critical bands are used to compose the
lateral angle data. The critical band filters are
implemented using Slaney’s algorithm [10], and the
frequency and bandwidth data is taken from Gaik [11].
Gaik’s model employs 24 filters in roughly third-octave
bands, but the highest, which has a centre frequency of
13.75kHz, has not been used here because standard
loudness data is unavailable above 12.5kHz [12].
3.1 Rectification / Filtering
The first stage of the lateral angle tool applies a very
simplified model of inner ear transduction to the
incoming signals. This is a non-linear mapping function
based on a parabolic law described in [13]. It effectively
half-wave rectifies high input level signals whilst
distorting low level signals only slightly. A second-
order Butterworth filter is then applied with a cutoff
frequency of 1.1kHz. This approximates the breakdown
of phase locking in the inner ear at high frequencies. At
the highest frequencies, where interaural differences in
fine signal structure cannot be heard, the filter functions
as an envelope extractor for medium- and high-level
signals.
3.2 Finding the Interaural Time Difference
Interaural time difference calculations for each critical
band are based on the cross-correlation function [14].
The cross correlation is measured over whichever of the
following is greater: ±1
 
ms, or ±
 
1 / 2
 
fc , where fc is the
critical band centre frequency. This exception is made to
the standard 1ms window so that there is always at least
one full cycle to be tested: otherwise end effects of the
cross-correlation function can bias the output. The
actual cross-correlation is discarded: all that is of
interest is the time offset at which the two signals are
most correlated.
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Figure 8.  System flowchart of the spatial feature 
The temporal resolution of a cross-correlation system at
44.1kHz is 45.4µs, corresponding to an lateral angle
resolution of approximately 5°. This is less than the
angular resolution of the human ear, which is sensitive
to interaural time differences as small as 10µs [15].
Therefore, a cubic spline curve [16] is used to perform
8× interpolation on the correlogram. The peak interaural
time difference may then be read with a resolution of
5.7µs.
To convert the interaural time difference to a lateral
angle, a look-up table is used. This was compiled from
the impulse responses in Gardner and Martin’s HRTF
database of a KEMAR dummy head [17]. The set of 736
stereo impulses were critical band filtered, 4×
interpolated, and then a cross-correlation was used to
find the ITD for every critical band at every head angle.
Azimuth and elevation angle pairs had to be converted
to a single azimuth angle. The following formula was
used to find the angle:
θ  =  sin−1 (
 
sin θa cos θe )
This converts any angle of azimuth and elevation onto
another point, with zero degrees of elevation, that has
the same spherical distances to the left and right ears as
the original point.
The lateral angle versus ITD data obtained for the
critical band centred on 1000Hz is shown in figure 9. In
this example, a mid-range interaural time difference can
be seen to map correctly onto any angle within a range
of fifteen degrees. If the average lateral angle were all
that was stored, this width component would have to be
discarded. Instead, a linear regression model was used to
find the best fit line for a set of data around each sample
value. From this, an angle and a standard deviation were
extracted. Correction was then applied to the extreme
ends of the scale so that the range of the original data
points was preserved.
Instead of converting each interaural time difference to
a single lateral angle, the corresponding average lateral
angle and standard deviation, retrieved from the ITD
database, are used to generate a table with 181 entries.
This represents the plausibility of the source being
located, in 1° intervals, from 90° left to 90° right. The
table is populated using a triangular function, with its
peak and spread determined by the database’s angle and
width values.
Completing the table is often more complicated. At
higher frequencies, the periodicity of waveforms means
that many interaural time differences need to be
combined to form a single output. For example, data
within the 2.2kHz signal band has a period of
approximately 450µs. A cross-correlation will show
periodic maxima in both directions. So, for example, not
only would the angle corresponding to 100µs need to be
included in a table for the 2.2kHz band: so would the
angles corresponding to −800µs, −350µs, and 550µs.
Because many of these values lie at the outer limits of
plausible ITDs, heavy activity is often detected falsely
at 90° left and right. This tends to contrast with
surrounding data, and is therefore easy to spot.
3.3 Finding the Interaural Level Difference
Interaural level differences must be converted similarly
into lateral angle. This process also employs a look-up
table. It is arranged somewhat differently from the ITD
tables, because as figure 10 shows, resonance effects in
the outer ear mean that the ILD-to-angle characteristic
cannot be approximated as an injective function. A
4.0dB interaural level difference at 1kHz, for example,
could correspond to a location of 15° or 70° — but not
to 40°.
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Figure 10. Lateralised angle versus interaural level 
difference for the band centred on 1000Hz.
This shape would be difficult to approximate
mathematically, and so this is not attempted. Instead, the
scatter chart of lateral angles against interaural level
difference is quantised, and this data forms the basis of
the look-up table. The angular resolution of the database
is again 1°, and ILD resolution is 0.5dB. A finer
resolution would not be meaningful, since there are
many ways of calculating ILD and they yield different
results.
Since the table of plausibility versus lateral angle is
formed directly from the discrete ILD data, it has been
smoothed slightly to make the discrete points less
individually significant. Otherwise, the plausibility
versus output function is noisy. Figures 2–7 appear to
have horizontal striations running across them because
this smoothing is not perfect.
The ILD is calculated from binaural signals using the
same root-sum-square ratio that was used to generate the
database. However, the start and end points of the
calculation window are first moved in accordance with
the ITD, so that the analysed portions of the left and
right channels have as close a phase relationship as
possible. 
3.4 Weighting Mechanisms
The ITD-to-angle and ILD-to-angle conversion
processes effectively generate one-dimensional
functions of plausibility against lateral angle. These are
cross-weighted using the formula:
h(n,θ)  =  w(n) hILD (n,θ) + (1 − w(n) ) hITD(n,θ)
where n  =  critical band number (1–23);
θ  =  lateral angle;
h(n,θ)  =  plausibility function (histogram);
hITD(n,θ)  =  ITD plausibility function;
hILD(n,θ)  =  ILD plausibility function;
w(n)  = weighting function, defined as:
0.2, n ≤ 9;
(n − 9) / 13, 9 < n < 20;
0.8, n ≥ 20.
The weighting function, w(n), is thus a simple ramp
function limited at the top and bottom of its range. It is
designed to simulate the human auditory system’s
favouring of ITD cues at low frequencies and ILD cues
at high frequencies. Extant data from time-versus-
amplitude difference trade-off experiments could be
used to calibrate the weighting function more exactly;
this has not yet been attempted.
In order to give greatest precedence to the most audible
frequency bands, the histograms h(n,θ) are weighted
using a look-up table based on equal-loudness-level
contours [12]. There is no prescribed set of instructions
for doing this. Some authors maintain that a difference
of 10 phons represents a doubling of loudness; others
state that this value is 6 phons [18]. Within the lateral
angle tool, the audibility of each critical band is
calculated by converting every root-sum-square signal
level (as calculated for the ILD) into RMS sound
pressure level. This is then translated into phons using
an interpolated British Standard look-up table [12]. It
must be assumed that the data within each frequency
band can be approximated by an amplitude-modulated
tone at its centre frequency. Finally, the phon value is
scaled and raised to the power of two, so that a decrease
of 10 phons results in a halving of value.
A weighting constant is thus obtained that pertains to the
audibility of each critical band. This is used to weight
each h(n,θ), before these are summed and normalised so
that the peak value of the combined signal is unity.
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The examples in figures 3–7 feature an extra weighting
coefficient that is multiplied into each h(n,θ). This is
based on the extent to which each frequency band
contributed to the onset decision. Its design is a feature
of the onset detector, and will not be covered here.
4 DISCUSSION
The recordings that have been used to test this lateral
angle tool present scene analysis problems that often
prove difficult to solve: there are often several sounds
contributing to the sound field at once, and the small
room example illustrates the effects of strong early
reflections on localisation. Nevertheless, the model has
proved itself to be very capable of revealing physical
spatial characteristics of each sound source, and clearly
shows many aspects of the signals that are known or that
can be heard.
This tool would be a useful component of the spatial
feature extractor. However, a number of issues still need
to be examined, and some improvements can be made.
For example, when discussing the weighting formula
that is used to change between the ITD-dominated low
frequencies and the ILD-dominated high frequencies, it
was suggested that this could be calibrated using extant
data from trade-off experiments. This will need to be
investigated as it may be a simple way of improving the
quality of data from the model.
Other assumptions have been made that are less easy to
test. The KEMAR dummy head data collected by
Gardner and Martin [17] is assumed to be applicable to
the Neutrik head used for this experiment. The heads are
made from different materials and are geometrically
slightly dissimilar. However, it is reasonable to assume
that both are based on averaged biometric data, so
although they were supplied by different manufacturers
the interaural cues from them ought to be fairly similar.
The results appear to reflect this assertion, as most
localisation decisions are precise to within less than five
degrees of instrument placement.
More importantly, it has sometimes been asserted, for
example by Griesinger [5, 19], that the perception of the
background reverberation state is governed mainly by
the neurophysics and the psychology of the listener.
This paper, however, has assumed the position that
foreground state and background state reverberation
may be separated by a deterministic computer process
and visual inspection. Therefore, psychology is assumed
to be less important to the exact manner of perception of
reverberation, and foreground and background states are
regarded as properties relating mainly to the physics of
the sound source and the listening environment. Before
the spatial feature extractor is able to deal with auditory
source width (foreground state) and listener
envelopment (background state) as identifiable
properties, this conflict will need to be examined and
resolved.
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