Abstract. In this paper we empirically evaluate feature selection methods for classification of Brain-Computer Interface (BCI) data. We selected five state-of the-art methods, suitable for the noisy, correlated and highly dimensional BCI data, namely: information gain ranking, correlation-based feature selection, ReliefF, consistency-based feature selection and 1R ranking. We tested them with ten classification algorithms, representing different learning paradigms, on a benchmark BCI competition dataset. The results show that all feature selectors significantly reduced the number of features and also improved accuracy when used with suitable classification algorithms. The top three feature selectors in terms of classification accuracy were correlation-based feature selection, information gain and 1R ranking, with correlation based feature selection choosing the smallest number of features.
Introduction
A BCI is a system which allows a person to control devices such as a computer cursor or robotic limb by only using his/her thoughts. It aims to help severely paralyzed people to communicate by providing a way which doesn't depend on muscle control but only on their thoughts. Building BCIs is an interdisciplinary field combining expertise in medicine, neurology, psychology, machine learning, statistics and signal processing. It has been a very active area of research in the last 15 years, stimulated by new understanding of the brain function and EEG signals, the availability of powerful and low cost computer equipment and the wider recognition of the needs of people with severe neuromuscular disorders [1, 2] .
BCI systems are based on recording EEG brain activity and recognizing patterns associated with mental tasks. It is known that mental tasks such as imagining a movement of the right and left hand are associated with patterns of EEG activity in the left and right side of the motor cortex, respectively. These patterns are associated with various changes in EEG activity. For example, the mu rhythm (8) (9) (10) (11) (12) and beta rhythms (18) (19) (20) (21) (22) (23) (24) (25) (26) are known to decrease during movement or preparation for the movement (event-related desynchronization) or increase after movement (eventrelated synchronization) [2] . It is possible to select a small set of mental tasks that activate different parts of the brain to make the recognition easier. Then, supervised classification algorithms are employed to learn to recognize these patterns of EEG activity, i.e. to learn the mapping between the EEG data and the classes corresponding to mental tasks [3] .
From data mining point of view this is a challenging task for several reasons. Firstly, the EEG data is noisy and correlated as many electrodes are fixed on the small scalp surface and each electrode measures the activity of thousands of neurons [4] . In addition, the quality of the data is affected by the different degree of attention of the subject and changes in their concentration during the data recording; these factors introduce additional noise. Secondly, the dimensionality of the data is high as many channels are recorded and several features are extracted from them [3] . At the same time the number of training examples is small as collecting labelled data is time consuming and cognitively demanding process for the subjects.
In this paper we focus on feature selection to address these challenges of BCI data, namely the noisy, correlated and highly dimensional data, with a small number of training examples. Feature selection is the process of removing irrelevant and redundant features and selecting a small set of informative features that are necessary and sufficient for good classification. It is one of the key factors affecting the success of a classification algorithm. Feature selection also reduces the dimensionality of data which means faster building of the classifier and often producing more compact and easier to interpret classification rule [5] . Furthermore, it is needed to avoid the above mentioned curse of dimensionality problem -small ratio of sample size to number of features.
The main goal of our study is to empirically evaluate a number of state-of-the-art feature selection methods for classification of BCI data. Comprehensive surveys of feature selection for classification can be found in [6] and [7] . An empirical comparison of feature selection methods on UCI benchmark datasets was presented in [8] . A brief survey of machine learning techniques, including feature selection methods, that can be applied to BCI data is given in [9] . In contrast, our goal is to empirically compare five important feature selection methods on benchmark BCI data from the BCI competition, which hasn't been done before. The five methods we chose -Information Gain Ranking (IG), Correlation-Based Feature Selection (CFS), ReliefF, Consistency-Based Feature Selection (Consistency) and 1R Ranking (1RR) -are state-ofthe-art feature selectors, have been successfully applied in other domains and are appropriate for the nature of the EEG data. Only one of them, CFS, has been previously applied for classification of BCI data in our recent study [10] .
In addition, we also evaluate a number of classification algorithms with these feature selection methods. A variety of algorithms have been applied in BCI systems, e.g. linear classifiers [3, 9, 11] which are still the favorite approach, neural networks [12] , nearest neighbor classifiers [11] and support vector machines [4] . Lotte et al [3] survey classification algorithms for BCI data and note that it is hard to compare them as the experimental setup, preprocessing and feature selection are different in the reported studies. Hence, we also contribute to the evaluation of classifiers, using a benchmark dataset, the same pre-processing and the same feature selection methods.
The next section briefly describes the feature selection methods we compare. Section 3 presents the dataset, pre-processing and experimental methodology. The results are presented and discussed in Section 4. Section 5 concluded the paper.
Feature Selection Methods
We chose five state-of-the-art feature selection methods: IG, CFS, ReliefF, Consistency and 1RR. All of them are examples of filter methods for feature selection [13] . The distinction between filter and wrapper methods for feature selection is based on their connection with the classification algorithm. Filters evaluate and rank features or feature subsets prior to learning and independently of the classification algorithm. Wrappers evaluate and rank feature subsets for a particular target classification algorithm. They work well as the feature selection is tuned for the particular classifier but are also very slow as a classifier needs to be built for every subset and evaluated using cross validation. Due to the large number of features in our task, the application of wrappers was not feasible in this study.
Feature selection methods can also be categorized based on what they evaluate and rank: individual features or subsets of features. CFS and Consistency evaluate subset of features and produce a single feature subset; IG, Relief and 1RR evaluate all features individually and rank them; a feature subset selection is achieved by selecting the highest N ranked features or all features with a value above t, where N and t are user-specified thresholds.
IG, CFS, ReliefF and Consistency were included in the comparison of 6 feature selection methods on 15 benchmark and 3 large datasets in [8] , which also included principle component analysis and wrapper. When the speed was not an issue, the wrapper was found to be the best performing method in terms of accuracy; otherwise CFS, Consistency and ReliefF were the best. The evaluation was conducted using only 2 common classification algorithms (decision trees and naïve Bayes) while in this study we use 10 algorithms, see Section 3.2.
IG. This is a very popular and successful feature selection method for high dimensional data, widely used in the area of text classification [14] . Given a set of classes } ,...,
, the information gain of a feature f , IG(f), is the expected reduction in entropy H caused by observing f:
, where
The computation is done for each feature across all classes and then the features are ranked based on their IG value; the higher the value the more informative the feature is. To select the top N features, we experimented with different thresholds and report the best results which were achieved for t = 0.
CFS. CFS is a simple and fast feature subset selection method developed by Hall [5] . It searches for the "best" subset of features where "best" is defined by a heuristic which takes into consideration two criteria: 1) how good the individual features are at predicting the class and 2) how much they correlate with the other features. Good subsets of features contain features that are highly correlated with the class and uncorrelated with each other. Thus, CFS directly handles correlated and irrelevant features, which makes it suitable for EEG data. The search space is very big for employing a brute-force search algorithm. We used the best first (greedy) search option starting with an empty set of features and adding new features.
ReliefF. Relief [15] is an instance-based feature ranking method for two-class problems. ReliefF [16] is an extension of Relief for multiclass problems. Relief ranks the features based on how well they distinguish between instances that are near to each other. It randomly selects an instance Ri from the data and finds the nearest neighbor H from the same class and the nearest neighbor M from the other class. Then it updates the quality score of each feature by comparing the feature values of Ri with H and M. If Ri and H have different values of f, this means that two instances from the same class are separated by f (not desirable), the score of f is decreased. If Ri and M have different values of f, this means that two instances from different classes are separated by f (desirable), the score of f is increased. The process is repeated for m randomly selected instances. ReliefF is also more robust that Relief as it uses k nearest neighbors. We used k = 10 and m = all instances, i.e. all instances in the training data were sampled which increases the reliability of the feature scores.
ReliefF is very appropriate for EEG data as it works well on noisy and correlated features and scales well for high dimensional data due to its linear time complexity. Similarly to IG, ReliefF ranks all features and requires a threshold t for selecting the top N features. We report the best results which were achieved for t = 0.05.
Consistency.
It selects a subset of features by searching the space of subsets guided by a class consistency measure [17] . More specifically, it looks for combinations of features that are mainly associated with the same class. Initially, the best subset consists of all features and the consistency threshold is set to 0. If the candidate subset has a better class consistency score and less or equal number of features than the current one, it becomes the best subset. We used best first search as a search method. Consistency is a fast algorithm, able to identify dependency between features [8] .
1RR. 1RR [18] is based on the 1R classification algorithm [19] . 1R generates a classification rule (1-rule) that tests the values of a single feature, i.e. it generates a onelevel decision tree. It does this by creating a 1-rule for all features and then selecting the one with the highest classification accuracy. Holte [19] shows that the simple 1R classifier compares favourably with state-of-the art classifiers on standard machine learning datasets and explains this with the rudimentary structure of many real-world datasets, which motivates the use of simple algorithms first. 1RR is an extension of the 1R algorithm and is used for feature selection. It ranks all features based on the classification accuracy of their 1-rules and then selects the top N features based on a value threshold t. Thus, it is based on the assumption that the accuracy of each feature is an indicator of its relevance. While 1R can be seen as a method for selecting 1 feature, 1RR is used to select sub-set of features. 1RR is a simple and fast algorithm and was shown to be an effective feature selector for document classification [20] . In our experiments we used a cut-off threshold t = 40.
Experimental Methodology

Data and Preprocessing
We used dataset IIIa from the latest BCI competition, BCI III [21] . It contains recordings for three subjects (K3b, K6b and L1b) in a four-class classification problem.
We briefly summarized the data acquisition procedure, for more details see [22] . The subject sits in front of a computer. A recording consists of multiple trials. Each trial starts with a blank screen. At t=2s, a beep and a cross "+"inform the subject to pay attention. At t=3s an arrow pointing to the left, right, up or down is shown for 1s and the subject is asked to imagine a left hand, right hand, tongue or foot movement, respectively, until the cross disappears at t=7s. This is followed by a 2s break, and then the next trial begins. The EEG data was recorded using 60 electrodes, at a sampling rate of 250 Hz and filtered between 1 and 50 Hz. Two independent data files were made available for each subject: training and test.
We applied the same data preprocessing as in our previous work [10] where we reported the CFS results. Firstly, we used the Common Spatial Patterns (CSP) method, extended to multiclass problems [23] . It transforms the original signal into a new space where the variance of one of the classes is maximised while the variance of the others is minimized. The result, for each class versus the others, is a new set of 60 signals, ordered based on how informative they are. We selected the first 5 projections and applied 3 frequency band filters (8-12, 12-20 and 20-30 Hz). We then extracted 7 features: max, min and mean voltage values, voltage range, number of samples above zero volts, zero voltage crossing rate and average signal power. This resulted in 420 (5x4x3x7) discrete numeric features. Table 1 shows the resulting number of instances in the training and test sets. For each subject, the size of the training and test sets were the same. The four classes were equally distributed in both the training and test set, e.g. for subject K3b there were 45 instances from each class in both the training and test data. From a data mining point of view the task can be formulated as follows. Given is a training set of 120 or 180 instances, each instance has a dimensionality of 420 features and is labelled with one of the four classes; the goal is to build a classifier for each subject able to distinguish between the four classes. The curse of dimensionality problem is evident -there are many features but a small number of training instances. It is generally accepted that the number of training instances per class should be at lest 10 times more than the number of features and that more complex classifiers require a larger ratio of sample size to features [7] .
Classification Algorithms
The selected feature sets were tested with 10 classification algorithms which are listed in Table 2 . We chose these algorithms as they are state-of-the-art in data mining and also represent different paradigms (rule-based, tree-based, nearest neighbor, probabilistic, function-based, ensemble of classifiers).
It is important to note that the test data was not used in any way during the feature selection. The feature selection was done based on the training data only. A classifier was build using the training data and selected features. It was evaluated on the test data, which was filtered to retain the selected features only.
We used the Weka's implementations [13] of both the feature selection methods and classification algorithms.
Table 2. Classification algorithms used -description and parameters
1R:
A rule based on the values of one attribute [19] . Decision Tree (DT): A classical divide and conquer learning algorithm. We used J48.
K-Nearest Neighbor (k-NN):
A classical instance-based algorithm; uses normalised Euclidean distance. We used k=5. Naïve Bayes (NB): A standard probabilistic classifier.
Radial-bases Network (RBF):
A two-layer neural network. Uses Gausssians as basis functions in the first layer (number and centers set by the k-means algorithm) and a linear second layer. Support Vector Machine (SVM): Finds the maximum margin hyperplane between two classes. We used Weka's SMO with polynomial kernel. Logistic Regression (LogR): Standard linear regression. Ada Boost (AdaB): An ensemble of classifiers. It produces a series of classifiers iteratively where new classifiers focus on the instances which were misclassified by the previous classifiers and uses weighed vote to combine individual decisions. We combined 10 decision trees (J48). Bagging (Bagg): An ensemble of classifiers. Uses random sampling with replacement to generates training sets for the classifiers; decisions are combined with majority vote. We combined 10 decision trees (J48). Random Forest (RF): An ensemble of decision trees based bagging and random feature selection. We used t=10 trees. Table 3 lists the number of selected features by the five methods for each subject. It shows that all methods were able to select much smaller subsets of features than the original set of 420 features. The range of the feature reduction was between 53.3% (IG) and 98.1% (Consistency) for K3b, 87.3% (IG) and 98.1% (ReliefF) for K6b and 92.1% (IG) and 97.1% (ReliefF) for L1b. Overall Consistency selected the smallest feature set, followed by CFS, ReliefF, 1RR and IG; the feature set produced by Consistency was eight times smaller than the feature set produced by IG. In [5] CFS was found to select the smallest feature sets on the large datasets, retaining 3-22% of the original features, followed by Consistency, ReliefF and IG. A comparison between CFS and Consistency, the two methods that directly produce feature subsets, shows that in our study CFS retained more features than Consistency (3 times more) while in [5] it retained less (2 times less). This large feature reduction confirms that the BCI data is noisy and highly correlated. It also reduces the effect of the curse of dimensionality: the ratio of the number of training instances per class to the number of features is reduced from 45/420 to 45/82 -45/8 for K3b, from 30/420 to 30/56 -30/8 for K3b and from 30/420 to 30/33 -30/12 for L1b. Tables 4, 5 and 6 show the classification results in terms of accuracy on the test set for the three subjects, without feature selection and using the five feature selection methods and 10 classifiers. The number of features used is shown in brackets, the best accuracy result for each classifier is in bold and the best accuracy result for the subject is in bold underlined.
Results and Discussion
Feature Reduction
Classification Performance
A comparison between the subjects shows that the accuracy is highest for K3b and lowest for K6b. This is as expected and due to the different amount of BCI training the subjects received [4] : K3 was the most experienced, L1 had little experience and K6 was a beginner. It is important to compare the classification accuracy with a baseline. As such we can use the distribution of the majority class in the training data, also called ZeroR prediction [13] , which was 25% for all subjects (as noted in Section 3.1 there was no majority class -all four classes were equally distributed). Tables 4-6 show that all classifiers, with and without feature selection, outperformed the baseline. Table 7 shows our best results and the results of the top three BCI competition submissions as reported in [21] . Our best results were achieved using feature selection, in particular: IG+SVM for K3b, IG+SVM and 1RR+AdaB for K6b, and CFS+AdaB for L1b. Our results are the second best for each subject, hence they are comparable with the best submitted results.
To rank the feature selection methods, we compared pairwise the accuracy of each two of them, for all subjects. We calculated the number of wins (#wins), draws (#draws) and losses (#losses), and computed the following ranking function: #wins + #draws -#losses. The results are shown in Table 8 for each classifier individually. The last column shows the total score for each feature selector for all classifiers; the higher the score, the better the feature selector. It can be seen that CFS was the best feature selector, followed by IG, 1RR, ReliefF, Consistency and no feature selection. All feature selectors improved the classification accuracy in comparison to no feature selection despite the fact that they discarded a large number of features. CFS, IG and 1RR significantly outperformed the other methods in terms of the wins-draws-losses criterion. From these top three methods, CFS selected the smallest feature set. Fig.1 shows the effectiveness of the feature selectors when used with various classifiers. For the case without feature selection the best performing classifiers were SVM, AdaB and Bagg; IG performed best with SVM, RF and 5-NN; CFS -with Bagg, AdaB and SVM; ReliefF -with SVM, RBF and NB; Consistency -with SVM, NB and AdaB and 1RR -with SVM, RF and AdaB. As expected, different feature selectors work best with different classifiers [8] . A comparison across the classifiers is shown in Fig. 2 . The best classifiers were SVM, AdaB, Bagg, RBF and RF. Hence, our results confirm the good performance of SVM from [22] but also show that ensembles of classifiers and RBF are powerful algorithms for classification of BCI data, without feature selection and with the feature selectors we applied. AdaB, Bagg, RF and RBF have received very little attention in previous work on BCI data classification [10] . The widely used linear regression method did not perform well -it ranked 7 out of 10 in terms of accuracy, before 1R, DT and NB. It is also worth noting the poor performance of IG with NB.
SVM was the slowest classifier to build (1.03s to build a classifier for K3B using CFS) as the four-class problem is decomposed into four binary problems, followed by AdaBoost (0.42s) and the remaining three classifiers (0.04-0.19s). In the current BCI systems classifiers are built off-line which means that accuracy is more important than training time; they require fast classification of new data which is true for all except lazy classifiers such as k-NN. However, the need to incrementally retrain the classifier to adapt to the incoming data or subject is recognised as one of the desirable features of the future BCI applications, in which case the training time is important.
Conclusions
In this paper we empirically compared five state-of-the-art feature selection methods for classification of BCI data: IG, CFS, ReliefF, Consistency and 1RR. Only CFS has been previously applied to BCI data. We tested the selected feature sets with ten classification algorithms, representing different paradigms, and using benchmark dataset from the BCI competition III. Feature selection was found to be beneficial. In particular, all feature selection methods were found to significantly reduce the number of features (reduction from 53.3% to 98.1%) and to improve accuracy in comparison to the case without feature selection, when used with suitable classification algorithms. Overall, the best feature selector was CFS. In terms of pair-wise accuracy comparison (wins-draws-losses ranking) it achieved the best results followed by IG and 1RR, and it also selected the smallest number of features among the three feature selectors. CFS performed best with ensembles of classifiers such as Bagg and AdaB, and also with SVM.
The best accuracy results per subject were produced by IG with SVM for subject K3b, IG with SVM and 1RR with AdaB for subject K6b, and CFS with AdaB for subject L1b; these results rank second best in comparison to the top results submitted to the BCI competition. We also found that in addition to the popular SVM, other classification algorithms that have received little attention in the BCI community such as AdaB, Bagg, RF and RBF, produced good accuracy results.
