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Abstract
Based on the observation that translation invariant operators on modulation spaces are convolution operators we use techniques
concerning pointwise multipliers for generalized Wiener amalgam spaces in order to give a complete characterization of the Fourier
multipliers of modulation spaces. We deduce various applications, among them certain convolution relations between modulation
spaces, as well as a short proof for a generalization of the main result of a recent paper by Bènyi et al., see [À. Bènyi, L. Grafakos,
K. Gröchenig, K.A. Okoudjou, A class of Fourier multipliers for modulation spaces, Appl. Comput. Harmon. Anal. 19 (1) (2005)
131–139]. Finally, we show that any function with ([d/2] + 1)-times bounded derivatives is a Fourier multiplier for all modulation
spaces Mp,q(Rd) with p ∈ (1,∞) and q ∈ [1,∞].
© 2006 Elsevier Inc. All rights reserved.
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1. Introduction
Modulation spaces are defined by measuring the time–frequency concentration of functions or distributions in the
time–frequency plane. They are the most natural function spaces for studying time–frequency behavior of functions
and distributions. An important feature of the “classical” modulation spaces is that they are characterized by a uni-
form partition of the frequency plane. In contrast, Besov spaces and similar smoothness spaces are defined by a dyadic
decomposition of the frequency plane. Nevertheless, the behavior of modulation spaces concerning duality, interpo-
lation, embeddings, or trace operators is similar to Besov spaces and most of the time some properties of modulation
spaces are simpler to study than Besov spaces (see [10]). As we shall see, multipliers of modulation spaces can be
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are defined as the set of all tempered distributions f ∈ S ′(Rd) such that
‖f ‖Mp,q :=
( ∫
Rd
( ∫
Rd
∣∣Vgf (x,w)∣∣p dx
) q
p
dw
) 1
q
< ∞,
where Vgf is the so called short-time Fourier transform of f with respect to a window function g ∈ S(Rd), defined
by the usual pairing (scalar product)
Vgf (x,w) =
〈
f, e2π iw·g(· − x)〉.
Here, S(Rd) and S ′(Rd) denote the Schwartz space of rapidly decreasing smooth functions and the space of tempered
distributions, respectively.
In time–frequency analysis one is interested to measure, quantitatively, the behavior of functions and distributions
in the time–frequency plane Rd ×Rd , and for this purpose ‖ · ‖Mp,q is a natural candidate. That is why the modulation
spaces are so useful in time–frequency analysis. Since their definition in early 1980’s [10], modulation spaces have
found their way into different areas of mathematical analysis and applications. Just as an example, recent developments
in the theory of pseudodifferential operators on modulation spaces or with symbols in modulation spaces, along
with improvement of some old results, have significantly simplified the proofs. See [2,14,23,24] for this kind of
applications.
In this paper we study (Fourier) multipliers of modulation spaces. A bounded function m is called a Fourier
multiplier from Mp1,q1 to Mp2,q2 , if for some C > 0 and for all f in a dense subspace of Mp1,q1 one has∥∥F−1(m ·Ff )∥∥
Mp2,q2  C‖f ‖Mp1,q1 .
Here F and F−1 denote the Fourier transform and the inverse Fourier transform (if necessary in the sense of distri-
butions). The operators defined by f → F−1(m ·Ff ) for f ∈ S(Rd) arise naturally in applications and are closely
related to bounded translation invariant operators, i.e., the bounded operators T that commute with all translation
operators. We will give a characterization of these multipliers using generalized Wiener amalgam spaces. Recall that
they constitute a family of (function or) distribution spaces. They allow to quantify the global behavior of a certain
local property, they are an indispensable tool when it comes to formulate results in which the global and the local
behavior need to be considered separately. As we will demonstrate in this paper, the Fourier multipliers of modula-
tion spaces can be completely characterized (in an abstract way) in this setting. Historically, the first use of Wiener
amalgam spaces goes back to Norbert Wiener, who used some special cases of this kind of spaces for formulating his
famous Tauberian theory. The first systematic study of Wiener amalgams of Lebesgue spaces appeared in [16]. Then,
several authors studied properties of these spaces. Here we do not aim to go in more detail, but we mention only that,
in [7,8], this concept is generalized, allowing a wide range of Banach spaces of functions and distributions on locally
compact groups to be used as local and global components, while still having the expected properties (concerning
duality, multipliers, etc.). As an introduction to Wiener amalgam spaces with weighted Lebesgue spaces as local and
global components we recommend [15], or the classical papers [7,8].
The organization of this paper is as follows. In Section 2 we provide relevant information about Wiener amal-
gam spaces and modulation spaces. Our approach to Wiener amalgam spaces and modulation spaces is based on a
special kind of partitions of unity called “bounded uniform partitions of unity” or BUPU for short. In Section 3 we
prove that every bounded translation invariant operator on modulation spaces is essentially of convolution type. In
Section 4, Theorem 16 we characterize the multipliers of modulation spaces by means of Wiener amalgam spaces.
Then we present some relevant applications of Theorem 16 and provide a simple proof using amalgam methods.
Subsequently, the usefulness of Theorem 16 is described in two corollaries. In particular, we recapture all known con-
volution relations between modulation spaces. Also, a short proof for (a generalization of) the main result of [1]
is given. Finally, in Theorem 20 we show that any function in C[ d2 ]+1, the space of all functions with bounded
derivatives of order 
[
d
2
] + 1, is a Fourier multiplier for all modulation spaces Mp,q(Rd), with p ∈ (1,∞) and
q ∈ [1,∞].
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2.1. General spaces of functions and distributions
In this paper ↪→ denotes the continuous embeddings of function spaces. I is the reflection operator defined by
If (x) = f (−x). An open ball of radius ε with center y is denoted by Bε(y). |A| denotes the cardinality of a finite
set A. For p ∈ [1,∞], Lp(Rd) is the usual Lebesgue space, with norm ‖ · ‖p and p is the usual Lebesgue sequence
space. p′ denotes the conjugate exponent of p. Cb(Rd) denotes the space of bounded continuous functions. The
Schwartz class of rapidly decreasing smooth functions is denoted by S(Rd). We let S(Rd) be equipped with its usual
topology (system of seminorms). For p ∈ [1,∞), S(Rd) is dense in Lp(Rd). The continuous linear functionals on
S(Rd) are called tempered distributions, and the space is denoted by S ′(Rd). The pairing between S ′(Rd) and S(Rd)
is denoted by 〈· , ·〉. For f ∈ L1(Rd), its Fourier transform is the bounded and continuous function
Ff (w) =
∫
Rd
f (x)e−2π ix·w dx.
If also Ff is in L1(Rd), the Fourier inversion formula gives
f (x) =F−1Ff (x) =
∫
Rd
Ff (w)e2π ix·w dw.
Since L1 is a convolution algebra and F(f ∗ g) = (Ff )(Fg) for f , g in L1(Rd), the space A(Rd) = FL1(Rd)
with pointwise product is a Banach algebra with the norm defined by ‖h‖A = ‖g‖1, when h = Fg. This is justified
because F is injective. The Fourier transformation is also a bijection on S(Rd), a unitary operator on L2(Rd), and
can be extended to a bijection on S ′(Rd) by the relation 〈Fσ,ϕ〉 = 〈σ,Fϕ〉 for σ ∈ S ′(Rd) and ϕ ∈ S(Rd). With
this generalized notion of Fourier transformation, for p ∈ [1,∞] we can define FLp(Rd) as the set of all tempered
distributions that are Fourier transform of an Lp function. By defining the norm of an f ∈ FLp(Rd) by ‖h‖FLp =
‖g‖p , when h =Fg, this space becomes a Banach space, which will be of special interest for us later.
The concept of a bounded uniform partition of unity plays an essential role in the theory of Wiener amalgam
spaces:
Definition 1 (BUPU). A family Ψ = (ψi)i∈I of functions in A(Rd) is called a bounded uniform partition of unity
(BUPU) of size ε > 0, if there exists a family of points (yi)i∈I in Rd , such that
(1) CΨ := supi∈I ‖ψi‖A < ∞;
(2) supp(ψi) ⊆ Bε(yi) for i ∈ I ;
(3) NΨ = supi∈I |{j : Bε(yi)∩Bε(yj ) = ∅}| < ∞;
(4) ∑i∈I ψi(x) = 1 for all x ∈ Rd .
Note that (3) implies that for a fixed x ∈ Rd , ψi(x) is nonzero only for a finite number of i ∈ I . Because of the
σ -compactness of Rd , any BUPU on Rd is a countable family. The existence of BUPUs of arbitrarily small size
in A(Rd), and more generally in homogeneous Banach spaces on locally compact Abelian groups has been proved
in [5]. The following lemma, called “the disjointization lemma” plays an important role in the theory. We will use the
following notation: for i ∈ I we define i∗ = {j ∈ I : supp(ψi)∩ supp(ψj ) = ∅} and ψ∗i (x) =
∑
j∈i∗ ψj (x).
Lemma 2. Let Ψ = (ψi)i∈I be a BUPU in A(Rd), then there exists a partition I =⋃Nk=1 Ik of I such that for each
subfamily Ik,1 k N the corresponding functions have disjoint support, i.e., supp(ψi)∩ supp(ψj ) = ∅ if i, j ∈ Ik ,
i = j .
For a proof see [12]. A similar splitting is valid for (ψi)i∈I replaced by (ψ∗)i∈I .i
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Definition 3. A Banach space (X(I),‖ · ‖X(I)) of real-valued sequences is called a BK-space over the index set I ,
if convergence in X(I) implies pointwise convergence. X(I) is called solid if every real sequence y = (yi)i∈I over
I which satisfies |yi |  |zi | (i ∈ I ) for some z = (zi)i∈I in X(I), also is contained in X(I) and satisfies ‖y‖X(I) 
‖z‖X(I).
It is easy to see that solidity for BK-spaces is equivalent to being an ∞(I )-module for pointwise multiplication.
From now on the symbol X(I) will be only used to denote solid BK-spaces which contain all “finite” sequences (i.e.,
sequences with only finitely many nonzero entries).
Definition 4 (Wiener amalgam spaces). Let B ⊆ S ′(Rd) be a Banach space with norm ‖ · ‖B , which is a pointwise
A(Rd)-module, i.e., which satisfies
‖f σ‖B  ‖f ‖A(Rd ) · ‖σ‖B for all f ∈A
(
R
d
)
and σ ∈ B.
Using a BUPU Ψ = (ψi)i∈I the Wiener amalgam space W(B,X) is defined by
W(B,X) := {σ ∈ S ′(Rd): ψiσ ∈ B for all i ∈ I and ‖σ‖W(B,X) := ∥∥(‖ψiσ‖B)i∈I∥∥X(I) < ∞}.
B is called the local component and X the global component of W(B,X). Our definition is not the most general
definition of Wiener amalgam spaces, but it is enough for studying modulation spaces and their multipliers. For a
general definition of Wiener amalgam spaces we refer to [7,8]. Some basic properties of W(B,X) are collected in the
following theorem.
Theorem 5. Let W(B,X) be as in Definition 4, then
(1) W(B,X) is a Banach space with norm ‖ · ‖W(B,X) and different BUPUs define the same space with equivalent
norms;
(2) W(B,X) is an A(Rd)-module and
‖f σ‖W(B,X)  ‖f ‖A(Rd )‖σ‖W(B,X)
for all f ∈A(Rd) and σ ∈ W(B,X);
(3) Retract property: let X(B) denote the vector-valued Banach space
X(B) := {(fi)i∈I ∈ BI : (‖fi‖B)i∈I ∈ X(I)},
then W(B,X) is a retract of X(B), i.e., the operators defined by
T :W(B,X) → X(B) : T (f ) = (ψif )i∈I
and
S :X(B) → W(B,X) : S((fi)i∈I )=∑
i∈I
ψ∗i fi
are continuous and satisfy ST = IW(B,X);
(4) For f ∈ W(B,X) we have
f =
∑
i∈I
ψif
and the series is convergent in the norm of W(B,X), if the set of all finitely supported sequences is dense in X(I);
(5) For any BUPU, Ψ = (ψi)i∈I , the norm defined by
‖σ‖′ = ∥∥(‖ψ∗i σ‖B)i∈I∥∥X(I)
for σ ∈ W(B,X), is an equivalent norm for W(B,X).
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Since L1 ∗ Lp ⊆ Lp by Young’s inequality, we have FL1 · FLp ⊆ FLp , and FLp is a Banach FL1-module,
so it can be used as a local component for Wiener amalgam spaces. Since typical examples of solid BK-spaces are
the Lebesgue sequence spaces q , they can be used as global components. The resulting Wiener amalgam space
W(FLp(Rd), q) will be denoted by Wp,q(Rd) (cf. [9]). Some properties of these spaces are listed in the following
theorem. The proofs can be found in [9,10].
Theorem 6. Let p,q,pi, qi ∈ [1,∞] for i = 1 or 2, then
(1) S(Rd) ↪→ Wp,q(Rd) ↪→ S ′(Rd);
(2) Wp1,q1(Rd) ↪→ Wp2,q2(Rd) for p1  p2 and q1  q2;
(3) Hausdorff–Young: the Fourier transform F :Wp,q(Rd) → Wq,p(Rd) is a continuous linear map for 1  q 
p ∞;
(4) The Fourier transform F :Wp,p(Rd) → Wp,p(Rd) is an isomorphism;
(5) S(Rd) is dense in Wp,q(Rd) if p and q < ∞.
2.3. Modulation spaces
Following the original path we define modulation spaces on Rd , based on the discrete approach, using BUPUs.
The “continuous” definition uses the “short-time Fourier transform” as mentioned in the Introduction [10,11].
Definition 7. Let Ψ = (ψi)i∈I be a BUPU inA(Rd), then the classical modulation spaces Mp,q(Rd) for p,q ∈ [1,∞]
are defined by
Mp,q
(
R
d
) :=
{
f ∈ S ′(Rd): ψi ·Ff ∈FLp(Rd) for all i ∈ I and
‖f ‖Mp,q(Rd ) :=
(∑
i∈I
∥∥F−1ψiFf ∥∥qp
) 1
q
< ∞
}
with appropriate modifications when p or q is equal to ∞.
Comparing the definitions of Wp,q and Mp,q it is obvious that, in fact, Mp,q = FWp,q . Therefore a theorem
completely analogous to Theorem 5 can be stated for modulation spaces, the details are left to the reader. We mention
only that for p,q ∈ [1,∞],S(Rd) ↪→ Mp,q(Rd) ↪→ S ′(Rd). The minimal element in the family of Wiener amalgam
spaces Wp,q and modulation spaces Mp,q is M1,1 = W 1,1. This space, due to its minimality and invariance properties,
plays an important role in harmonic analysis and is denoted by S0(Rd). For some interesting properties of this space
in the general context of locally compact Abelian groups the interested reader is referred to [5,6,19–21]. The dual of
S0(Rd) is the largest in this family of spaces. In the next section we will need some special properties of the dual
pair (S′0(Rd), S0(Rd)). For f ∈ S0(Rd) and σ ∈ S′0(Rd), we define σ ∗ f (x) = 〈σ,TxIf 〉. In fact, this convolution is
compatible with the usual definition of convolution between elements of S ′(Rd) and S(Rd).
Lemma 8. (1) S0(Rd) ∗ S′0(Rd) ⊆ Cb(Rd);
(2) S0(Rd) = S0(Rd) S0(Rd), that is
S0
(
R
d
)=
{
f =
∑
n∈Z
gn ∗ hn: gn,hn ∈ S0
(
R
d
) for n ∈ Z and ∑
n∈Z
‖gn‖S0‖hn‖S0 < ∞
}
.
Moreover ‖f ‖′S0 = inf
∑
n∈Z ‖gn‖S0‖hn‖S0 , where the infimum is taken over all admissible representations, defines
an equivalent norm on S0(Rd).
The proofs can be found in [6] and [10, Remark 3.3].
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In this section our goal is to establish the relation between bounded translation invariant operators on modulation
spaces and the convolution operators. As we shall see, like for Lebesgue and Besov spaces any bounded transla-
tion invariant operator between modulation spaces is essentially of convolution type, with a convolver in the largest
modulation space S′0(Rd) = M∞,∞(Rd). Assume that p,q,pi, qi ∈ [1,∞] for i = 1,2.
Definition 9. A bounded linear operator A :Mp1,q1 → Mp2,q2 is called translation invariant if TzA = ATz for every
z ∈ Rd , where the translation operators Tz for z ∈ Rd are defined by Tzf (x) = f (x − z).
Note that, according to this definition, every translation invariant operator is bounded.
Theorem 10. Any translation invariant operator A :Mp1,q1 → Mp2,q2 is of convolution type, in the sense that there
exists a unique u ∈ S ′0(Rd) such that Af = u ∗ f for every f ∈ S0(Rd).
Proof. First we show that any translation invariant operator A :S0(R
d) → S ′0(Rd) is of convolution type. Let h ∈
S0(R
d). Since S0(Rd) = S0(Rd)S0(Rd) by Lemma 8, we have h =∑∞n=1 fn ∗gn for some sequences {fn} and {gn}
in S0(Rd) and there exists C > 0 such that
∞∑
n=1
‖fn‖S0(Rd )‖gn‖S0(Rd )  C‖h‖S0(Rd ). (1)
By translation invariance of A and [3, Lemma 2.1], Ah =∑∞n=1 fn ∗Agn. On the other hand,
‖fn ∗Agn‖∞  ‖fn‖S0(Rd )‖Agn‖S′0(Rd )  ‖fn‖S0(Rd )‖gn‖S0(Rd )‖A‖op,
where ‖A‖op is the operator norm of A :S0(Rd) → S ′0(Rd). Now by (1)
∞∑
n=1
‖fn ∗Agn‖∞ C‖h‖S0(Rd )‖A‖op,
that is,
∑∞
n=1 fn ∗Agn is a uniformly convergent series of uniformly continuous functions. This implies that Ah ∈ Cb
and ‖Ah‖∞  C′‖h‖S0(Rd ). Now we can define a linear functional u on S0(Rd) by 〈u,f 〉 = A(If )(0). Then we have∣∣〈u,f 〉∣∣= ∣∣A(If (0))∣∣ ∥∥A(If )∥∥∞  C′‖f ‖S0(Rd ),
that is, u ∈ S ′0(Rd). It is easy to see that
u ∗ f (0) = 〈u,If 〉 = Af (0)
and for all x ∈ Rd and f ∈ S0(Rd) one has
u ∗ f (x) = 〈u,TxIf 〉 = A
(I(TxIf ))(0) = A(T−xf )(0) = T−xAf (0) = Af (x).
This means that A is of convolution type. The uniqueness of u follows immediately from the proof.
Next let A :Mp1,q1 → Mp2,q2 be a translation invariant operator. Since S0(Rd) ↪→ Mp1,q1 and Mp2,q2 ↪→ S ′0(Rd),
the restriction of A to S0(Rd), also denoted by A, is a translation invariant operator from S0(Rd) into S
′
0(R
d), and
therefore there exists u ∈ S′0(Rd) such that Af = u ∗ f for f ∈ S0(Rd). 
Remark 11. The fact that any translation invariant operator S0(Rd) → S′0(Rd) is of convolution type, was first stated
in [4] without proof. It is possible to prove it by using kernel theorem for modulation spaces (see [14] for the kernel
theorem), but we gave here a direct and simple proof.
After this theorem it is completely natural to have the following definition.
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for all f ∈ S0(Rd)
‖u ∗ f ‖Mp2,q2  α‖f ‖Mp1,q1 . (2)
The infimum of all such α’s satisfying (2) will be denoted by ‖u‖c. The set of all convolution multipliers from
Mp1,q1 into Mp2,q2 will be denoted by Mc(Mp1,q1 ,Mp2,q2). It is easy to see that at least for p1 and q1 < ∞,
Mc(M
p1,q1 ,Mp2,q2) endowed with the norm ‖ · ‖c is a Banach subspace of the Banach space of all bounded lin-
ear operators from Mp1,q1 into Mp2,q2 . If p1 = p2 = p and q1 = q2 = q , Mc(Mp1,q1 ,Mp2,q2) will be denoted by
Mc(M
p,q) for simplicity. Since u ∗ f =F−1(Fu ·Ff ) for u ∈ Mc(Mp1,q1 ,Mp2,q2) and f ∈ S0(Rd), the set
MF
(
Mp1,q1 ,Mp2,q2
) := {Fu: u ∈ Mc(Mp1,q1 ,Mp2,q2)}
will be called the set of all Fourier multipliers from Mp1,q1 into Mp2,q2 . Moreover we will denote it by MF (Mp,q)
if the corresponding parameters are equal. Similar notations will be used for convolution and Fourier multipliers of
Lebesgue spaces.
Remark 13. For p1 and q1 < ∞ the density of S0(Rd) in Mp1,q1(Rd) implies that there is a unique continuous
extension of the operator defined by (2) to Mp1,q1(Rd), which is a translation invariant operator. Therefore in this
case there is a 1-1 correspondence between the set of all translation invariant operators and the set of distributions
satisfying (2), hence we can identify these two sets. When at least one of p1 or q1 is ∞, then S0(Rd) is no longer
dense in Mp1,q1(Rd) and the correspondence is not 1-1, i.e., several translation invariant operators can correspond to
a single distribution satisfying (2). We will not discuss these cases in detail as they require different considerations
beyond the scope of this paper.
4. Multipliers of Wiener amalgam spaces and modulation spaces
In the previous section we showed that every translation invariant operator between modulation spaces is of con-
volution type with a convolver in S′0(Rd). In the current section we are going to give a characterization of these
convolvers by means of Wiener amalgam spaces. We will use some results about multipliers of Lebesgue spaces. For
general information about these multipliers we refer to [13,17,18,22].
Definition 14. u ∈ S ′0(Rd) is called a pointwise multiplier from Wp1,q1 into Wp2,q2 if there exists α > 0 such that for
all f ∈ S0(Rd)
‖u · f ‖Wp2,q2  α‖f ‖Wp1,q1 . (3)
The infimum of all such α’s satisfying (3) will be denoted by ‖u‖Mp . Also we denote by Mp(Wp1,q1 ,Wp2,q2) the
set of all pointwise multipliers from Wp1,q1 into Wp2,q2 . It is easy to see that for p1 and q1 < ∞, Mp(Wp1,q1 ,Wp2,q2)
endowed with ‖u‖p is a Banach subspace of the Banach space of all bounded linear operators from Wp1,q1 into
Wp2,q2 . If p1 = p2 = p and q1 = q2 = q , Mp(Wp1,q1 ,Wp2,q2) will be denoted by Mp(Wp,q) for simplicity. Pointwise
multipliers between the Fourier image of Lebesgue spaces, Mp(FLp,FLq), are defined in the same way. A similar
notation will be used for the multipliers of sequence spaces:
Mp
(
p, q
) := {(mi)i∈I : ∥∥(miλi)i∈I∥∥q  C∥∥(λi)i∈I∥∥p , ∀(λi)i∈I ∈ p}.
Theorem 15. We have equality of the following spaces:
Mp
(
Wp1,q1,Wp2,q2
)= W (FMc(Lp1,Lp2),Mp(q1 , q2))
and equivalence of their natural norms.
Proof. Step 1. We will use the short notations, B = FMc(Lp1 ,Lp2) and X = Mp(q1 , q2). First we show that
Mp(W
p1,q1 ,Wp2,q2) ⊆ W(B,X). Let (ψi) ⊆ FL1 be a BUPU. By the disjointization lemma, there exists a parti-
tion (Ik)N of I such that ψ∗ψ∗ = 0 for i, j ∈ Ik , i = j and 1  k  N . Assume that u ∈ Mp(Wp1,q1 ,Wp2,q2).k=1 i j
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S0(Rd) ⊆ FLp1(Rd) and since it has compact support, it is also in Wp1,q1 , so uψif ∈ Wp2,q2 which in turn implies
that uψif ∈FLp2 and
‖uψif ‖FLp2  ‖uψif ‖Wp2,q2  C‖u‖Mp‖ψif ‖Wp1,q1 C′‖u‖Mp‖ψif ‖FLp1  C′′‖u‖Mp‖ψi‖FL1‖f ‖FLp1 .
Therefore ψiu ∈ B , noting that B = Mp(FLp1,FLp2) =FMc(Lp1 ,Lp2). Next assume that (‖ψiu‖B)i∈I /∈ X. Then
there is some Λ ∈ q1 such that Λ · (‖ψiu‖B)i∈I /∈ q2 . Hence for some k0 ∈ {1, . . . ,N}, δIk0 ·Λ · (‖ψiu‖B)i∈I /∈ q2 ,
where δJ denotes the indicator sequence of a set J ⊆ I . Now for i ∈ Ik0 we can find fi ∈FLp2 such that ‖fi‖FLp1  1
and ∥∥(ψiu)fi∥∥FLp2  12‖ψiu‖B.
Define f ∈ Wp1,q1 by f :=∑i∈I λiψ∗i fiδIk0 . By the retraction property for Wiener amalgam spaces, f ∈ Wp1,q1 and
for j ∈ Ik0 we have
‖ψjuf ‖FLp2 =
∥∥∥∥∥ψju
(∑
i∈I
λiψ
∗
i fiδIk0
)∥∥∥∥∥FLp2 = |λj |‖ψjufj‖FLp2 
1
2
|λj |‖ψju‖B
and so δIk0 · (‖ψiuf ‖FLp2 )i∈I /∈ q2 , i.e., uf /∈ Wp2,q2 , a contradiction.
Step 2. Now we prove the converse. For u ∈ W(B,X) and f ∈ S(Rd) we have
‖uf ‖Wp2,q2 =
∥∥(‖ψiuf ‖FLp2 )i∈I∥∥q2 = ∥∥(‖ψiu ·ψ∗i f ‖FLp2 )i∈I∥∥q2  ∥∥(‖ψiu‖B‖ψ∗i f ‖FLp1 )i∈I∥∥q2

∥∥(‖ψiu‖B)i∈I∥∥X∥∥(‖ψ∗i f ‖FLp1 )i∈I∥∥q1  C‖u‖W(B,X)‖f ‖Wp1,q1 ,
that is, u ∈ Mp(Wp1,q1 ,Wp2,q2). Note that we have used the relation
FMc
(
Lp1,Lp2
)= Mp(FLp1,FLp2).
The last inequality shows that ‖u‖Mp(Wp1,q1 ,Wp2,q2 )  C‖u‖W(B,X) and the open mapping theorem implies that the
norms are equivalent. 
Now we are ready to formulate the main theorem, stating that the space of multipliers between modulation spaces
can be completely determined from Fourier multipliers between the corresponding Lp-spaces and pointwise multipli-
ers between the sequence spaces used in the definition of modulation spaces involved. Of course it would be easy to
generalize this to modulation spaces involving weights on the Fourier transform side.
Theorem 16. For pi, qi ∈ [1,∞], i = 1,2, we have
Mc
(
Mp1,q1 ,Mp2,q2
)=F−1W (FMc(Lp1,Lp2),Mp(q1 , q2)). (4)
Proof. Let u ∈ Mc(Mp1,q1 ,Mp2,q2), then there exists α > 0 such that
‖u ∗ f ‖Mp2,q2  α‖f ‖Mp1,q1 (5)
for all f ∈ S(Rd). Since Mpi,qi =F−1Wpi,qi for i = 1,2, we have equivalently
‖Fu ·Ff ‖Wp2,q2  α‖Ff ‖Wp1,q1
for f ∈ S(Rd). Therefore, u ∈ Mc(Mp1,q1 ,Mp2,q2) if and only if Fu ∈ Mp(Wp1,q1 ,Wp2,q2) and ‖u‖Mc = ‖Fu‖Mp .
Now the result follows from Theorem 15. 
At first sight the formula (4) of Theorem 16 appears a bit complicated. However, we will show that a lot of
information about multipliers of modulation spaces can be extracted from this formula. First let us give an equivalent
description in the terminology of Fourier multipliers:
MF
(
Mp1,q1 ,Mp2,q2
)= W (MF (Lp1 ,Lp2),Mp(q1, q2)). (6)
Here, we collect some of the immediate consequences of Theorem 16.
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(1) MF (Mp,q) = W(MF (Lp), ∞). In particular MF (Mp,q) is independent of the parameter q .
(2) MF (Mp1,q1 ,Mp2,q2) = {0} if p1 >p2. Hence, for p2 <p1 < ∞ there is no nonzero translation invariant opera-
tor from Mp1,q1 to Mp2,q2 and any translation invariant operator A :M∞,q1 → Mp2,q2 is zero on S(Rd).
(3) MF (Lp) ⊆ MF (Mp,q) ⊆ MF (M2,q ) = MF (L2) = L∞.
(4) Mc(M1,r ,Mp,t ) = Mp,s if p, r, s, t ∈ [1,∞] and 1t = 1r + 1s .
(5) MF (Mp1,q ,Mp2,q) ⊆ W(Lp1 , ∞) for p1  2, and MF (Mp1,q ,Mp2,q ) ⊆ W(Lp′2, ∞) for p2  2.
Proof. (1) This follows from (6) noting that Mp(q, q) = ∞ for q ∈ [1,∞].
(2) Since MF (Lp1 ,Lp2) = {0} if p1 >p2 (see [17], for example), the first statement follows from formula (6). The
rest is clear by our definition of multipliers, Definitions 12 and 14.
(3) For p ∈ [1,∞] we have
MF
(
Lp
)⊆ MF (L2)= L∞
and by formula (6) and part (1) the result follows.
(4) For p, r, s and t satisfying the stated conditions we have Mc(L1,Lp) = Lp and Mp(r , t ) = s . Therefore we
have a very specific situation:
Mc
(
M1,r ,Mp,t
)=F−1W (FMc(L1,Lp),Mp(r , t))=F−1W (FLp, s)= Mp,s,
i.e., the space of convolution multipliers are again modulation spaces.
(5) This part follows from formula (6) and the fact that elements of MF (Lp1,Lp2) are locally in Lp1 for p1  2
and locally in Lp′2 for p2  2. For a proof of this fact see [17, Theorem 1.6]. 
As another application of Theorem 16 we prove some convolution relations between modulation spaces. The fol-
lowing convolution relations between modulation spaces have been proved independently in [2] (nonlimit cases)
and [23]. These relations play an important role in the proof of boundedness of pseudodifferential and localization
(Toeplitz) operators. Here we prove the same relations by using Theorem 16.
Corollary 18. Let p,q, r, s, t and t ′ ∈ [1,∞]. Then
Mp,t ∗Mq,t ′ ↪→ Mr,s for 1
p
+ 1
q
= 1 + 1
r
and
1
t
+ 1
t ′
= 1
s
. (7)
Proof. For 1  p, t < ∞ or 1  q , t ′ < ∞ the result follows from Theorem 16, because in the first case S0(G) is
dense in Mp,t and in the second case S0(G) is dense in Mq,t
′
. Hence the result follows from Young’s inequality. In
fact, by Young’s inequality Lq ↪→ Mc(Lp,Lr) and t ′ ↪→ Mp(t , s). Therefore
F−1W (F−1Lq, t ′) ↪→F−1W (F−1Mc(Lp,Lr),Mp(t , s))
or
Mq,t
′
↪→ Mc
(
Mp,t ,Mr,s
)
.
We discuss the limit cases. For this it is enough to note that if p = ∞ then q = 1 and r = ∞. We prove that W∞,t ·
W 1,t
′
↪→ W∞,s which is equivalent to (7), in this case. Let f ∈ W 1,t ′ and g ∈ W∞,t . We fix a BUPU, Ψ = (ψi)i∈I .
Then for i ∈ I , ψif ∈FL1 and since it has compact support ψif ∈ S0(G). Therefore, (ψif )g is well defined and we
have ∥∥(ψif )g∥∥FL∞ = ∥∥(ψif )(ψ∗i g)∥∥FL∞  ‖ψif ‖FL1 · ‖ψ∗i g‖FL∞
and therefore(∑
‖ψif · g‖sFL∞
) 1
s

(∑
‖ψif ‖t ′FL1
) 1
t ′
(∑
‖ψ∗i g‖tFL∞
) 1
t
.i i i
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∑
i ‖ψ∗i g‖tFL∞)
1
t is an equivalent norm on W∞,t , the last inequality
implies that there exists C > 0 such that
‖fg‖W∞,s  C‖f ‖W 1,t ′ ‖g‖W∞,t .
The case q = ∞ follows by symmetry, thus the proof is complete. 
The next corollary is about a special family of multipliers of modulation spaces on R which are studied in [1]. Here,
we will give a short proof of a slight generalization of the main result of that paper, by using Theorem 17(1). Recall
that the Hilbert transform H , defined by the following principal value integral, is a bounded operator on Lp-spaces
for p ∈ (1,∞),
Hf (x) := p.v.
+∞∫
−∞
f (x − y)
y
dy = lim
ε→0
∫
|y|ε
f (x − y)
y
dy,
which is also translation invariant. In fact the function
S(x) = − iSgn(x) =
{−i if x > 0,
0 if x = 0,
i if x < 0
is the Fourier multiplier corresponding to H , where Sgn(x) denotes the sign function. By Theorem 16, H is bounded
on all the modulation spaces Mp,q for the range of p ∈ (1,∞) and q ∈ [1,∞] and there exists Cp > 0 depending
only on p such that
‖Hf ‖Mp,q  Cp‖f ‖Mp,q . (8)
For the same reason Riesz transforms are also bounded on all modulation spaces Mp,q(Rd) for p ∈ (1,∞) and
q ∈ [1,∞].
Corollary 19. Let c = (ci)i∈I ∈ ∞(I ) and {bi : i ∈ I } be an increasing sequence in R, such that infi∈I |bi+1 − bi | =
δ > 0. Then the irregular step function m defined by
m =
∑
i∈I
ciχ(bi ,bi+1) (9)
is a Fourier multiplier for Mp,q , if p ∈ (1,∞) and q ∈ [1,∞].
Proof. Let (ψj )j∈J be an arbitrarily fine BUPU such that for each j ∈ J , supp(ψj ) contains at most one of the points
bi , i ∈ I . Set m′ =∑i∈I ciTbi Sgn. The difference between m and m′ is only at points bi , which does not affect the
boundedness discussed below. So we prove that m′ ∈ MF (Mp,q) for p ∈ (1,∞) and q ∈ [1,∞]. With Cp as in (8)
we have ‖ψjm′‖MF (Lp)  Cp|ci | if bi ∈ supp(ψj ) and ‖ψjm′‖MF (Lp) = 0, otherwise. Therefore
‖m′‖W(MF (Lp),∞) = sup
j∈J
‖ψjm′‖MF (Lp) Cp‖c‖∞
and by Theorem 16, m′ ∈ MF (Mp,q). 
By Theorem 17(3) any Fourier multiplier for Lp(Rd) is a Fourier multiplier for all modulation spaces Mp,q(Rd)
for q ∈ [1,∞]. Specifically, any bounded function satisfying the Hörmander–Mihlin condition |ξ |α|∂αm(ξ)|  A
or the Marcinkiewicz condition is a Fourier multiplier for all modulation spaces Mp,q(Rd), when p ∈ (1,∞) and
q ∈ [1,∞]. For information about Hörmander–Mihlin theorem we refer to [13,17]. For modulation spaces more is
true, as the following theorem states. We let Ck denote the space of all functions that have all bounded derivatives of
order k = [ d2 ]+ 1 and with the norm ‖f ‖Ck :=∑|α|k ‖∂αf ‖∞, using the standard multi-index notation.
Theorem 20. For p ∈ (1,∞) and q ∈ [1,∞], we have
Ck
(
R
d
)⊆ MF (Mp,q(Rd)).
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for some regular lattice J in Rd . Let f ∈ Ck(Rd). Then all functions (Tjϕ)f or some translates of them satisfy the
Hörmander–Mihlin condition with a uniform bound A0. Therefore each (Tjϕ)f is a Fourier multiplier for Lp(Rd),
p ∈ (1,∞), and in fact∥∥(Tjϕ)f ∥∥MF (Lp)  Cd,p(A0 + ∥∥(Tjϕ)f ∥∥∞) Cd,p(A0 + ‖ϕ‖∞‖f ‖∞),
where Cd,p is a constant depending on p and the dimension d , see [13]. Now by Theorem 17(1)
‖f ‖MF (Mp,q ) = sup
j∈J
∥∥(Tjϕ)f ∥∥MF (Lp)  Cd,p(A0 + ‖ϕ‖∞‖f ‖∞). 
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