This paper focuses on estimating, in Markov and non-Markov setups, rating transition probabilities crucial in financial regulation. We first deal with the estimation of a continuous time Markov chain using discrete (missing) data and derive a simpler expression for the Fisher information matrix, reducing the computation time of Wald confidence intervals to less than half of the current standard. We provide an efficient procedure to transfer such uncertainties to the rating migrations and probabilities of default, which is of usefulness for practitioners.
Introduction
Credit risk modeling and financial regulations have received heightened attention from mathematical and economical disciplines since the 2008 financial crash. In January 1, 2018 the new guideline IFRS 9 took effect requiring the calculation of expected losses for the complete maturity of certain obligors riskier contracts for risk assessment purposes. Thereby, a cornerstone of credit risk modeling lies in the ability to accurately estimate probabilities of default. This can be either done by considering market data (e.g. bond or credit default swap prices, as well as implied probabilities of default from equities, see [3] ) or historical (default or rating) data. In this manuscript, we focus on the latter.
When estimating probabilities of default, usually credit ratings are considered in the calculation as this allows more granularity. Ratings as categorical solvency measures might be issued by (external) rating agencies or be produced by the financial institutes themselves as part of the pillar I internal ratings based approach underpinning the Basel II regulatory framework. Due to idiosyncratic company-level or general business cycle changes, credit ratings vary over time and this effect is referred to as a rating transition or rating migration. This dynamical movement is viewed as a stochastic process, with a discrete state space and continuous time axis, for which Markov chains is a simple and tractable model class to describe the behavior of movements of rating transitions. The specific models that can be used depend on the type of data available.
Most literature dealing with the modeling of rating transitions focuses on anonymous discrete-time data, often on an annual basis. This data is easier and not as expensive to obtain as the "full" (continuous time company specific rating transitions) set. In the discretely observed data case, it is not possible to follow individual obligors over the different periods, this forces one to treat all companies in the same rating as equivalent and hence one is naturally led to a Markov chain construct. Assuming a continuoustime Markov chain (CTMC) model which has only been observed at specific discrete points in time, a variety of point estimators for the quantities of interest can be found in the literature. Despite many other estimation approaches, e.g., [4] for maximum likelihood estimation and [29] for an overview and implementation in the statistical language R, the problem of how to conduct statistical inference in this context or, in particular, how to derive error estimates for discretely observed Markov processes, is still a major problem. Since our inference is likelihood based, Wald confidence intervals (or Wald intervals) are the natural choice for error estimation, [5] sketches a procedure to numerically compute the error and following their approach [15] give exact expressions for these errors. Building on these we transfer the estimation errors in the CTMC's generator matrix to the level of the estimation errors of the rating transitions, as far as we are aware such estimations have not been considered but are of large practical importance. If complete continuous-time rating transition data is available, then the computation of point estimates and Wald intervals for the parameters of a CTMC is straightforward, see e.g. [22] .
As shown in [22] , rating transitions exhibit non-Markov feature. Namely, an obligor that has recently downgraded into a certain rating is more likely to downgrade further than other obligors currently in that rating. Such an effect is referred to as rating momentum; momentum may also appear in upgrades, however, it is not as apparent. Main (non-Markovian) effects include rating drift (or momentum) [1] and [22] , rating stickiness [25] and specific rating agencies' policies (see [7] and [24] ). [27] highlight nonMarkovian patterns in transition probabilities for ratings and discuss their dependence with respect to the parameters like industry, domicile and business cycle. However, of these effects rating momentum is the most important to capture and what we look to model here.
The rating momentum effect has a non-negligible bearing on the risk attributed to a portfolio as it makes 2 defaults of investment grade bonds likelier than in the standard Markov set up. [10, p.8] report on the temporal span of the rating drift (for a certain Standard & Poor's database) and its mean reversion. Over longer horizons the non-Markov effects such as momentum become more pronounced, i.e. have a larger impact on transition probabilities. At a practical level the IFRS9 regulation requires knowledge of risks on rating migrations over longer horizons, hence these effects can significantly change the results. When one has access to the full data set it is possible to create models that capture non-Markov effects and this is one of our contributions. The proposed model captures the momentum effect which leads to an interesting result, whereby we find the purely Markov model underestimates default risk in investment grades, but overestimates the risk in some speculative grades. We discuss this further in Section 4.
To summarize, our contributions with this manuscript are:
1. In the CTMC setting with discretely observed data we provide a simpler closed form expression for the Hessian of the likelihood, enabling faster computation of confidence intervals via the Fisher information matrix (Wald intervals). We further provide expressions allowing one to transfer confidence intervals at the level of the generator matrix to the level of rating transitions and probabilities of default, where they can be easily interpreted.
2. In the setting of continuously observed data, we propose a tractable and parsimonious model that captures the non-Markovian phenomenon of rating momentum. We provide a calibration procedure and several comparative tests based on Moody's corporate credit ratings data set (see Section 2).
Most notable is the difference between empirical, Markov (CTMC) and non-Markov (our model) estimates of probabilities of default: we observe in several cases the Markov model under or overestimates the probabilities of default empirically observed, while the non-Markov model provides better agreement. Different models have been introduced in the past to incorporate non-Markov phenomena. We briefly overview some of these works here.
Extended State Space and Mixture Models. [8] , attempt to take non-Markovian effects into account while keeping some Markovian structure. The idea is to extend the state space to include + and − states, for example when a company downgrades from A to B, it goes into state B − , which has higher probabilities of downgrades than B. Similarly if the company moves from B to A it goes into A + which has smaller probabilities of downgrades than A. This allows us to keep the Markov assumption, however, we must calibrate many more parameters and we do not observe a company belonging to the excited or nonexcited state. Therefore when successive transitions occur, it is unknown whether the company was in the excited or non-excited state. Hence calibrating an intensity between excited and non-excited states seems impossible. One could navigate around this by assuming excited states do not jump to non excited states, but this is against empirical evidence of momentum reducing over time, see [10] for example.
[13] apply a semi-Markov model to capture the observed effect that companies move from states not following an exponential distribution. However, they still rely on the Markov transition structure. Hence they need to expand the state space in order to include momentum. Related to this approach is [16] , where the authors use two different time homogeneous CTMC generator matrices, however, it does not capture momentum since the jump itself is Markov.
Hidden Markov Model (HMM).
A different idea is to use a hidden Markov model (HMM) (see [6] for a complete account). The HMM approach to credit risk can be traced back to the work of R. Elliot and is described in [20] . In rough, the approach considers two processes (X, Y ), the observed (published) credit rating Y and the "true" credit rating X which is unobserved, i.e. hidden. The paradigm is, credit ratings are assumed to be "noisy" observations and not the true representation of the credit risk. The goal is then to use Y to make inference on X. In such a setup if one considers the noisy observation and the true rating as correlated, then rating momentum can be added into the model. Although this approach has some benefits, the work appears to be constrained to the discrete time case.
Hazard Rates, Point Processes and self-exciting Marked Point Processes. Let us start by discussing Hazard rates, the main work in this area for credit ratings is given in [19] . An extensive work bringing hazard rate methodologies to the estimation of probabilities of default can be found in [10] (and references therein).
The paradigm is that each company has a corresponding hazard rate (a parameter), in this hazard rate one can encode various factors such as momentum for example. The issue with [19] 's methodology is that they must calibrate parameters for each of the various transitions with the extra variables to obtain the probabilities of these transitions. This however, increases the model's complexity greatly. Our goal is to present a model as parsimonious as possible that captures rating momentum.
Our approach relies on point processes that are dependent on their own history, so called self-exciting processes (see [11] , [12] ). Point processes are generalizations of Markov processes and hence a natural choice for our model. One of the most satisfying results of using point processes though is that one can capture rating momentum by adding only a small number of parameters. The most common example of a self-exciting process is a Hawkes process. These processes appear in other areas of mathematical finance, such as limit book orders and high frequency trading [2] , however, they have not been fully utilized in credit transitions. A Hawkes process can be thought of as a counting process (similar to a
Poisson process) which in one dimension has an intensity λ t of the form (see [14] ),
where N is a counting measure and denotes that an event has occurred (this will be a rating change in our case), and φ is the impact on the intensity and allows the intensity to depend on previous events.
By setting φ = 0 the Hawkes process reduces to a Poisson process. A common choice for φ is the socalled exponential decay, namely φ(t − s) = αβ exp(−β(t − s)) with α, β > 0. Functions of this form are useful since the event's influence on the intensity weakens as time progresses, hence we can account for momentum reducing over time (agreeing with the findings of [10] ).
Hawkes processes in this form are not fit for our purposes since we require different changes to intensity dependent on whether it is an upgrade or a downgrade. Further we require the baseline intensity µ must depend on the current state. Such processes are referred to as marked point processes, since to each event observed one assigns a mark to indicate the type of event, see [11, Chapter 6.4] . We discuss this further in Section 4.
This work is organized as follows. In Section 2 we overview the data paradigms and describe the data we work with. In Section 3 we establish our closed form expression for the Wald confidence intervals for the underlying TPM in the Markov setting. Finally, in Section 4 we use Moody's corporate credit ratings data set to test for non-Markovianity and calibrate the proposed non-Markov model; we also give due attention and discuss the effect of adding momentum in the estimation of default probabilities.
Data description
To illustrate the statistical methods we develop in this manuscript, we use the proprietary Moody's corporate credit ratings data set, which comprises continuous-time observations for 17097 entities (companies) in the time from Jan 1, 1987 to Dec 31, 2017 . Through the remainder of the article we refer to this as the "Moody's data set". Some of the discrete data is available publicly but the full data set is proprietary and must be purchased. Other papers such as [8] also use the full Moody's data set.
The rating categories Moody's data set are depicted in decreasing order of rating quality as "Aaa", "Aa1", "Aa2", "Aa3", "A1", "A2", "A3", "Baa1", "Baa2", "Baa3", "Ba1", "Ba2", "Ba3", "B1", "B2", "B3", "Caa1", "Caa2", "Caa3", "Ca", "C". We define "C" as the default category. The refinements "1", "2"
and "3" shall be referred to as modifiers in the following. The ratings "Aaa" to "Baa3" are the so-called "Investment Grade" block while the ratings "Ba1" to "Ca" form the "Speculative Grade" block.
A standard data aggregation arrangement is to aggregated all modifiers within their rating class. For instance, we group "Aa1", "Aa2", "Aa3" as "Aa" and so on to obtain the following categories in decreasing credit quality: "Aaa", "Aa", "A", "Baa", "Ba", "B", "Caa", "Ca" and "C" (Default Category). We shall use the standard aggregation unless otherwise stated.
As described in the introduction there are two data paradigms, a discrete (missing) and continuous (full).
In Section 3 of the paper we construct annually discretized rating transition matrices from this data, and one is led to use a Markov model. In Section 4 we use the full data set and its richness allows one to expand the scope to non-Markov models.
Calculating Wald Confidence Intervals for Discretely Observed Markov Processes
Recall that here we are given discrete time data and wish to estimate the generator Q of the CTMC. In this setting it has been shown in [15] that the Expectation Maximization (EM) algorithm is the strongest algorithm for this purpose (a description of the EM algorithm for this context is provided in Appendix A).
The EM use likelihood based inference has the advantage that one can obtain errors on the estimate by taking derivatives, the so called Wald confidence intervals. The goals of this section are to find expressions for these derivatives and then use them to obtain the corresponding intervals for the transition probabilities. 5
Our CTMC set up is similar to that of [15] . We consider companies defined on a finite state space {1, . . . , h}, where each state corresponds to a rating. We denote Aaa as rating 1 and C (default) as rating h. Let P be an h-by-h stochastic matrix, which will be the corresponding TPM (at, say, time t = 1) and Q is an h-by-h generator matrix; we denote p ij := (P ) ij , q ij := (Q) ij and the intensity of state i by q i = j =i q ij where i, j ∈ {1, . . . , h}. A standard assumption used in credit risk modeling is that default is an absorbing state, hence p hh = 1. In the data companies can withdraw (e.g. via mergers
or early payment) and we treat such a withdrawn rating as a censored result.
We work with stable generator matrices, i.e. matrices Q that satisfy the following.
Definition 3.1 (Stable-Conservative infinitesimal Generator matrix of a CTMC). We say a matrix Q is a generator matrix if the following properties are satisfied for all i, j ∈ {1, . . . , h}:
Our quantity of interest is the time varying transition probability matrix, P (t), which is related to the generator matrix Q via,
We assume throughout that Q is a valid generator matrix, hence P is well defined. Consider the case where the CTMC is observed at times t 0 < t 1 < · · · < t M , denote by ∆t u := t u − t u−1 for u ∈ {1, . . . , M } and the transition matrix over that interval by N (u). The likelihood of the discretely observed is given by,
Even though this is not the likelihood of a CTMC, it is the likelihood based on what we can observe so in effect the EM algorithm looks to find Q to maximise (3) . Therefore the Wald confidence intervals are based on this likelihood. One can construct confidence intervals for other algorithms such as the quasi optimization of generator (see [21] ) by bootstrapping, but these are computationally more expensive to compute.
Direct Differentiation for Gradient and Hessian of the Likelihood
The standard procedure to estimate a confidence interval is to use the so-called Fisher information matrix (negative inverse of the Hessian of the likelihood). Since the EM algorithm deals with a missing data likelihood, these derivatives are complex to calculate. However, [28, Section 2] developed a formula for the Hessian of the likelihood in the EM that could be used and this is the formula used in [5] and [15] .
A formula for obtaining the Hessian is useful, however, while the second derivative can inform us about errors at the level of the generator matrix, it does not shed light on how these errors propagate to the transition probabilities. For that we need to be able to take further derivatives.
Relying on first principles, it turns out that one can do without the said formula in [28] and derive a closed form solution involving matrix exponentials for the gradient and the Hessian by direct differentiation. 6
Similar to the situation in [15] the parameter space of Q is closed at zero and we can only differentiate in the interior of the space, hence we introduce the notion of allowed pairs. This methodology allows one to incorporate absorbing states in the analysis.
Definition 3.2 (Allowed pairs). Let i, j ∈ {1, . . . , h}, then we say that the pair (i, j) is allowed if i = j
(not in the diagonal) and q ij is not converging to zero under the EM algorithm.
Essentially i, j is allowed if q ij > 0 and thus in the interior of Q. For ease of presentation we denote by V Q the set of allowed pairs of Q.
Using properties of derivatives and integrals of exponentials of matrices (see [31] and [30] ) it follows that,
Using (4), we can directly calculate the first and second derivative of the likelihood function for a discretely observed Markov process. Let (α, β) and (µ, ν) be allowed pairs for generator Q, then the gradient and
Hessian of the logarithm of (3) are given by. Gradient,
while for the Hessian we have
These estimates are direct applications of the theory above, hence we omit the steps. Both the formula of [15, p. 7] and this new one are exact expressions for the Hessian and thus for the Fisher information matrix. However, the new formula is of distinctly reduced complexity, which consequently leads to clearly reduced computing times. Since the Hessian is only defined for allowed pairs the matrix is smaller than
We compute the Wald confidence intervals as follows,
• Let N a be the number of allowed pairs in the estimated Q. Define an N a -by-2 matrix V Q as the matrix which records the allowed pairs of Q. The ijth component of the Hessian is the differential
• The information matrix is given by −H(·). The estimated variance of the allowed parameter q ab is then the i th diagonal element of −H(·) −1 , where V Q (i, 1) = a and V Q (i, 2) = b. 7
• The Wald 95% confidence interval for q ab is q ab ± 1.96 V ar(q ab ).
A 95% confidence interval for the generator matrix estimate based on Moody's discretely observed corporate ratings data for the year 2016 is illustrated in Figure 1 . For this interval, the computation time was 0.8s with the new expression compared to 1.9s for the formula of [15] . 
The Delta method -Confidence Intervals for probabilities
The object we are estimating is the generator matrix Q, thus the confidence intervals are based on the entries of this matrix. Although it is useful to know the confidence interval for such an estimation, from a practitioners standpoint it is more useful to know how this uncertainty propagates to the underlying TPM and estimated probabilities of default. This is a classical problem in statistics where one wishes to consider how the confidence interval changes under some transformation (in this case (2)), the method to do this is known as the Delta method, see [23] for further information.
We construct confidence intervals for each element in P individually using the set of allowed pairs, see Definition 3.2, we consider the confidence interval for the transition probability p ij at time t as,
That is for a fixed t, p ij (V Q ; t) is a multivariate function of the allowed pairs, V Q , in Q. This leads to the following result.
Theorem 3.1. Assume asymptotic normality holds for all allowed pairs, let VQ denote the allowed pairs ofQ (our MLE estimate) and fix t. Then, for each i, j in the state space with i = h, the variance in p ij is given by, 
0Q .
The proof of this result is given in Appendix B. The assumption that ∂p ij (VQ; t)/∂VQ = 0 is extremely mild and can be easily checked once the MLE estimate is found.
As we have already derived a closed form expression for the Hessian we can easily compute (5). Hence, it is straightforward to compute the confidence interval for the transition probabilities. This is of course an extremely useful result since it allows one to understand the uncertainty at the level of the estimation of transition probabilities, and critically, uncertainties in the probability of default. Figures 2 and 3 show such intervals for probability of default estimates from Moody's corporate ratings data 2016 and a time horizon of up to 10 years. One can see that this procedure allows to quantify the error of probability of default predictions for arbitrary time horizons. This is especially interesting as this parameter is an important ingredient to the calculation of expected losses over lifetime in the IFRS 9 regulatory framework. 
t. information
We benchmark our analysis to that carried out in [15, Section 4] . We consider a true generator matrix (which is the MLE Markov generator described in Section 4.5) and from that simulate multiple years worth of data which is viewed as empirical data. We then introduce the EM algorithm to more and more data and assess how the estimate and error change as the amount of data increases. By using a known generator, we also assess the accuracy of the estimate and error. From a computational point of view, matrix exponentials embed highly nonlinear dependencies in the elements of Q and P therefore to understand the error we consider how both of them change as the amount of information changes.
We consider the scenario of 250 obligors per rating and simulate 50 years worth of transitions (i.e. the number of companies that made each transition). We then apply the EM algorithm using 1 year worth of data then 2 years etc up to 50 years. In the case of a company defaulting we replace it with the rating they were pre-default. This implies that the amount of "information" obtained from each year is similar.
We plot the results in Figure 4 .
One observes that in most cases the errors in the TPM behave as expected. The surprising result is the Ba to Ca entry, which actually has an increase in error. As alluded above, one can only understand the error in the TPM by understanding the underpinning error of the generator estimation. Although, in theory the Ba to Ca transition depends on all entries in the generator we know that certain entries will have a greater impact. We therefore look at the error in some important generator entries, Figure 5 .
We see that the main contributor to the error is (unsurprisingly) the Ba to Ca entry. Initially we need to wait for a transition from Ba to Ca which increases the likelihood and hence uncertainty surrounding the 10 estimate, moreover it then takes several more years of data before the estimate becomes more stable. This uncertainty in the generator then propagates to uncertainty in the TPM, and one observes the extremely strong correlation between the TPM entry and the corresponding generator entry. Due to this, the error in the Ba to Ca transition probability is much larger than the other estimates, even after 50 years of observation. Of course this behaviour in the CTMC modeling is not ideal (and the IFRS 9 regulation exacerbates the effect), but it shows some of the challenges in obtaining good estimates and errors for small probabilities (rare events), namely that the model is still sensitive to individual observations. One can use this to assess the sensitivity in the model. For example, adding one observation of a company defaulting and recomputing the probabilities with associated error will give us an idea of the sensitivity.
Extending Markov Processes to Capture Rating Momentum
For this section we consider the continuously observed data casa and hence we are no longer restricted to Markov models. In the previous section we highlighted many good features of the EM algorithm, namely, one can derive closed form expressions for the errors. However, the EM algorithm does not generalize well. One quickly runs into difficulty when using models that have more complex likelihoods. This is indeed the case when we generalize to point processes.
Before detailing the model let us start by showing that the data contains non-Markov features.
Testing for non-Markovian phenomena
In [22] 's analysis of Standard and Poor's rating data set, the authors tested the presence of rating momentum. For consistency and completeness we show that rating momentum is also present in Moody's data set. Following [22] , we test for upward and downward momentum by examining if the slope coefficient is significantly different from zero (signifying the process is not Markov). The result can be seen in Table   1 -we can see a statistically significant downward momentum effect but no significant upward momentum behaviour in the Moody's data; these findings are consistent with those of [22] . coefficient p-value downward momentum 0.33010 0.00000 upward momentum -0.01487 0.68153 Table 1 : Likelihood ratio test for downward and upward momentum.
Our Proposed Rating Momentum Model
As one can see from Table 1 , there is very strong evidence that downward momentum exists in the data. Let us now describe a methodology using marked point processes that can capture this effect. The likelihood of marked point processes, is given in [11, p.251] ,
where we have the following notation, N g is the set of times at which events occur, λ g is the intensity and f is the so-called mark's distribution. The subscript g is a common notation used to imply this is the intensity of the ground process, i.e. we are only considering the events of interest. Letting λ = q i and f = q ij /q i we recover the likelihood of a CTMC, see (3), hence these processes are generalizations of Markov processes.
To incorporate rating momentum into such models we take inspiration from Hawkes processes and change the intensity of the model. The basic idea is to start with a CTMC (with generator matrix Q), which acts as a baseline intensity, then to that add a non-Markov component which is a self-excitation intensity that decays exponentially. That is, any downgrade observed increases the intensity of then future downgrades for a certain while. We also introduce two types of momentum, one if the company downgrades from investment grade (Baa and better) and one if from a speculative grade (this modeling choice is further discussed in Section 4.4 and 4.5). Using the same notation as before, given a state space {1, . . . , h} such that state h (default) is absorbing, we model the intensity of the stochastic process X at time t as follows,
where m denotes investment or speculative downgrade and τ m (t) is the set of jump times (of type m)
that influence the momentum at time t and α m and β m correspond to the intensity and memory of the "momentum" in each case. In this set up we add only four parameters to the ≈ (h − 1) 2 parameters of the CTMC case; the effectiveness of this parsimony is substantiated below. To the best of our knowledge, no other model we are aware of captures the momentum effect so simply. Further parameters and extensions can be introduced, nonetheless, we focus on this model and its analysis is found in Section 4.3.1 and 4.5.
The following modeling assumptions (although most of these can be easily lifted and extended to further settings), we believe these are reasonable and keep the model parsimonious.
1. We only consider downward momentum, there is no momentum for upward movement. Since upward momentum is not as statistically significant.
2. There are two types of momentum, an investment and speculative. Companies being downgraded from the investment grades (numerically these are the ratings from 1 to (h−1)/2) feel the investment momentum and remaining downgrades the speculative momentum.
3. Finally (not easy to remove) no points occurred prior to time 0, the so-called edge effects. This essentially says that companies do not have momentum when they are initially rated.
Remark 4.1 (Prudent Estimation).
Since we only consider momentum as a purely negative effect, if we assume a company has no momentum when it initially does, this will give us more conservative numbers for downgrades. Therefore in calibration, if one does not use a full history of a company's rating change, the model will be more prudent.
With these assumptions let us define the mark distribution. We take the following marked distribution (for X(t i ) ∈ {1, . . . , h − 1}, t i is the time of the ith jump),
where we denote by t − i the time immediately prior to the ith jump and N j is the number of states one can downgrade to i.e. N j = k>j 1 {q jk >0} . Substituting the intensity and mark distribution into (6),
gives the likelihood as,
Note that the likelihood is for the information from one company. We can construct the likelihood of multiple companies by taking the product but it is worthwhile noting that this assumes independence among companies. This is unlikely to be true due to business cycles etc, however, these correlated systemic effects can be introduced into risk modeling using methods from [26] . Hence we concentrated purely on the idiosyncratic effect of rating momentum.
The integral involving the momentum (last integral in (7)) can be simplified, to
This likelihood is complex and there appears to be no real simplification as is done in the CTMC case, the main reason for this is the time and history dependence amongst jumps for which handy relations of the form q
Kij ij
are no longer possible. We proceed forward by relying on Markov Chain Monte Carlo (MCMC) techniques to estimate the parameters.
An MCMC calibration algorithm for the model
Due to the success of MCMC, there is a vast amount of literature on it and we encourage the reader to consult [17] for further details. In the TPM (using CTMC) setting considered in [4] , [5] and [15] the data augmentation step for CTMC was costly making the algorithm extremely slow compared to the other algorithms. In our setting, we have access to a complete data set and this expensive step is avoided.
Moreover, the likelihood we deal with is complex and thus MCMC is one of the few methods that can deliver reasonable estimations.
The basic set up of MCMC is to estimate parameter(s) θ through its posterior distribution given some data D, typically denoted π(θ|D). In general, one cannot access this posterior distribution and direct Monte Carlo simulation is not possible as one does not know the normalizing constant. MCMC gets around this by observing through Bayes' formula that,
where L is the likelihood and π(θ) is the prior distribution of θ. It is then possible to sample from this distribution using the Metropolis-Hastings algorithm with some proposal distribution.
Let X denote the set of all company transitions, we are interested in obtaining the joint distribution, π(Q, α, β|X) where Q is the matrix with the baseline intensities and jump probabilities (has the same form as a generator of a CTMC) and α := (α 1 , α 2 ), β := (β 1 , β 2 ) are the momentum parameters. Since we assume Q, α and β to be independent, Bayes' theorem implies that,
where L is the likelihood defined in (7). The full conditional distribution of each parameter is obtained by conditioning on knowledge of all other parameters.
For the priors, firstly for Q, we assume that the initial transitions carry no momentum hence we can set the prior as the CTMC maximum likelihood estimate (MLE) based on the initial transitions. We therefore set the prior as exponential with the mean being the MLE. For α and β, we use a Gamma random variable with a reasonable variance as the prior. The intuition is that we have far less knowledge for these parameters but do not expect them to be zero or too large.
The next issue we tackle is the simulation from the full conditional distribution. Dealing with the parameters of the model first, their full conditional distributions are clearly not standard distributions so we use the single-component Metropolis Hastings algorithm. As always with Metropolis Hastings we need to define a good proposal function. In order to avoid a high number of rejections we take our proposal as a Gamma random variable with mean as the current step and a small variance. This in effect creates a random walk type sampling scheme that is always nonnegative. Therefore if we denote the set of parameters by γ and the proposal distribution by ψ (which can depend on the current parameters), the nth step acceptance probability of a proposed point γ s given the current γ s is given by,
where γ n,−s denotes the set of parameters at the nth update not including the s parameter.
Model Calibration
Now that we have the necessary tools, we can calibrate our model using Moody's data set. Running 11000 MCMC iterations (taking 1000 burn in) we obtain the following results 4 . One interesting observation arising from calibration is the difference in momentum parameters for the investment and speculative downgrades. There is apparently more momentum in the speculative downgrades than in the investment downgrades, namely, the momentum intensity is larger and lasts longer in speculative grades. One possible explanation for this is that investment grade companies are downgraded far more readily as they are monitored more closely. Therefore such companies being downgraded does not imply as much "turmoil" as it does for non investment companies. Another explanation may be due to economic effects that influence investment and non investment grade companies, for example, investment grade companies are influenced more by systemic factors than idiosyncratic factors [10, pg 175] , and of course our momentum model is purely idiosyncratic.
Bayesian Information Criterion
Let us give some justification for the use of this model. We have argued that a point process style model is a strong choice and in an effort to keep the model as robust and simple as possible we added four extra "momentum parameters" (with relation to the CTMC model). We believe four to be the optimal choice due to the fact that only adding two parameters does not yield as good a fit to what we observe and adding parameters to every rating does not seem appropriate since we do not have enough transitions across all ratings to obtain a good fit.
As we have access to the full data, one can also simply calculate the MLE Q matrix in the Markov setting.
Therefore we can test our momentum model against the purely Markov model.
The Markov model is a particular case of our momentum model, hence a priori the non-Markov model stands to fit the data better. The question is if one is actually capturing the data better or over fitting. To do this we calculate the Bayesian Information Criterion (BIC) which is a common test used in statistics for model selection and is known to penalize model complexity more than other statistical tests, such as Akaike information criterion (see [9, Chapter 3] ). We believe this makes BIC a good test to justify our more complex model. The BIC for a model M can be written as (some authors use the negative of this)
where n refers to the number of data points and dim(M ) is the number of parameters in the model. From a given set of models, the model with the largest BIC is taken as the best. Naturally the indicator of how much "better" one model is over another is the difference in the BIC, where a BIC difference strictly greater than 10 is taken as very strong evidence of the model superiority.
BIC Difference 138. 5 10 
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The result in Table 2 provides us with confidence that our non-Markov model captures reality better without over fitting and with sufficient parsimony with relation to the Markov (CTMC) one.
Examples and testing
Probabilities of default as maps of time: Markov Vs. non-Markov. One important aspect of the nonMarkov theory is how it impacts the TPM and transition probabilities one estimates. In the standard
Markov set up the TPM is calculated using (2) . In the non-Markov set up we do not have such a simple relation, hence we are forced to use Monte Carlo techniques, i.e. simulate multiple realizations according to our model and estimate the corresponding probabilities (we used 10 7 companies in each rating).
It is of particular interest to understand how the probabilities of default are altered by this model change.
Using the calibrated model, Figure 6 details the probabilities of defaults for the various ratings as maps of time. The first observation one can make is that the non-Markov model produces higher probabilities of default, except for the lowest ratings (the non-Markov default probability is also lower for rating Caa). The reason for this is precisely the non-Markovianity in the data. In a Markov framework all companies in the same rating are treated the same, consequently, it is unlikely that an investment grade company will continue to downgrade quickly while the non-Markov model allows for this.
On the other hand, many companies enter rating Ca before defaulting, hence in the momentum model many companies in this rating are carrying an extra term making default more likely. This implies we can account for a larger number of defaults and keep the Q matrix stable. This is not the case in the Markov model and thus to produce enough defaults one makes the Q matrix less stable.
Probabilities of default: Empirical Vs. Markov Vs. non-Markov. To test how reliable these results are we can compare one year probabilities of default as estimated from each calibrated model compared to that we actually observe from the data. In order to do this we fix some time horizon, T (one year here) and consider all companies that have either defaulted or not withdrawn by the time horizon. We then build an empirical TPM over this horizon based on the company's rating at time zero and T . Concentrating solely on probabilities of default we obtain the results in Table 3 . 0.0000271 0.0002 0.0031 0.0407 0.1635 Table 3 : Comparing one year probability of defaults of each model against the empirical observations.
The results in the table are interesting because the change in model makes some default probabilities higher and others lower. Starting with the investment grade, unfortunately we do not have enough data to fully assess default probabilities at this level. The only grade a default within a year is observed is Baa, it is higher than both models predict. One reason the momentum model may not capture this probability as well is the way we have set up the momentum parameters i.e. an investment and speculative set, and
Baa is at the turning point. Comparing the Markov and non-Markov, it is of course unsurprising that our model makes investment grade defaults more likely.
For the speculative grades, one observes that Ca and Caa firms have lower one year default probability in the non-Markov model and these estimates are closer to the empirical observations. This is exactly due to the reason mentioned previously, companies downgrading into Ca and Caa "poison" the data in the Markov setting. Implying that in a Markov world a company initially rated Caa or Ca is viewed to be more risky than it actually is.
The difference between the models may have a large impact on a bank's capital requirements for regulation. Although the non-Markov model makes most ratings more risky than the Markov model, we feel it provides a more accurate reflection of default risk.
Remark 4.2 (Limitations from censored data).
Unfortunately we are limited to small time horizons here due to censored data. Namely, since default is absorbing as soon as a company defaults we keep that information up to the terminal time. However, many companies are only rated over a few years and therefore if we look at empirical TPMs over longer horizons they are built with less (non default) data.
Since we do not want to use the Markov assumption there does not appear to be a way to incorporate this lost data. Therefore we can only obtain "accurate" numbers on short time scales.
Summary
In the first part of this paper we have shown how one can evaluate errors in the transition matrices of continuous time Markov chains at the level of discretely observed data using new closed form expressions.
These results reduced the computation of confidence intervals to less than one half of the time needed by current approaches. And, of practical importance, by employing the Delta method for matrix exponential transformations they provide an intuitively interpretable understanding of uncertainty in the model output.
In the second part, we have shown the significance of being able to capture non-Markov effects in rating transitions. Comparing against empirical probabilities of default, one finds a tendency for the Markov chain model to overestimate on some speculative grades and underestimate on investment grades. We address this issue by providing a parsimonious model that better captures default probabilities, where empirically observed. Moreover, the non-Markov model points toward significantly higher probabilities of default in the investment grades, where such values are not empirically observed, thus making it more prudent. It is our belief that the model we present provides a more accurate view of reality and hence should be considered in credit risk modeling. These observations further highlight the importance of understanding so-called model risk and its potential impact in risk.
By [15, Theorem 2.10] , provided the algorithm does not hit the boundary of Λ , then we obtain convergence (in distribution and parametric) to a stationary point. Typically the E-step in the EM algorithm needs to be calculated numerically, however [15] obtained the following result.
Proposition Appendix A.2. Let e i be the column vector of length h which is one at entry i and zero elsewhere, further let us define the 2h-by-2h matrices C Consider a CTMC X observed at n time points 0 ≤ t 1 < t 2 < · · · < t n ; denote by y s the state of the chain at time t s , i.e. y s := X(t s ). Then, the expected jumps and holding times across observations are,
ys,h+ys+1
(exp(Q(t s+1 − t s ))) ys,ys+1 ,
(exp(Q(t s+1 − t s ))) ys,ys+1 .
When one only has access to an observed sequence of TPMs P with equal observation length we obtain, where M = T /t (the number of observations) and P u is the TPM of the u-th observation.
Roughly speaking, the above formula is taking each row in the TPM to contain equal amounts of information (observations). When one knows the number of transitions between the states N , then one replaces P u sr (t) by N sr (u), where N sr (u) is the number of observed transitions in observation u.
The M -step is just the ratio of these two quantities and thus the results yield closed form expressions for the EM algorithm's steps.
Appendix B. Proof of Theorem 3.1
The proof relies on the multivariate delta method, see [23, Theorem 8.16 ] for example.
Proposition Appendix B.1 (Delta Method). Let (X 1ν , . . . , X sν ), ν = 1, . . . , n, be n independent stuples of random variables with E[X iν ] = ξ i and cov(X iν , X jν ) = σ ij . LetX i denote the empirical mean, For the partial derivatives of the probability matrix, it follows immediately by arguments in Section 3.1.
Also note that this representation implies the first partial derivatives of p ij exist and are continuous.
To complete the proof we must show the RHS of (5) is strictly positive. Firstly, at a maximum H is negative definite (hence H −1 is also negative definite), therefore it is enough to have that ∂p ij /∂VQ = 0 around the MLE. Observing the latter is one of the theorem's assumptions concludes the proof.
