Abstract: Dynamic Traffic Assignment (DTA) models are widely used for online and offline applications for efficient deployment of traffic control strategies and the evaluation of traffic management schemes and policies. A valid statistical methodology is proposed for assessing the successful implementation of traffic control strategies with regard to their inherit risk at the network efficiency and therefore providing a useful and easily applicable tool for practitioners in selecting the less risky alternative. In this paper we have considered a common method, Value-at-Risk assessment of financial portfolios, for the assessment of traffic control strategies using Dynamic Assignment Tools in the City Centre of Gaborone in Botswana and the results are presented here. 
INTRODUCTION
The evolution of Intelligence Transportation Systems (ITS) and Advanced Traveler Information Systems (ATIS) has led to the increasing use of Dynamic Traffic Assignment (DTA) models in a variety of on-line, off-line applications and incorporated in transportation planning studies (TRB, 2011) . DTA modelling, introduced by Yagar (1971) , Robillard (1974) , and Merchant and Newhauser (1978) among others, is the temporal extension and disaggregation of the classical static assignment problem, which assumes steady traffic conditions over the study period, in order to better capture realistic traffic conditions. Therefore, the aim of a DTA model is to determine the network flow patterns given an Origin-Destination (O-D) demand, a network structure and link performance functions incorporating time dependencies in both the supply and the demand attributes (Peeta and Yang, 2003) . An extensive review of the DTA models and the formulation, characteristics, solution methodologies, limitations and practical applications is provided in Peeta and Ziliaskopoulos (2001) , Boyce et al. (2001) , TRB (2011) and FHWA (2012) .
The implementation of a DTA model on a large-scale network causes important challenges to the modeling procedure, such as the manipulation of network and demand data, the modeling of turning movements, the efficient computation of link travel times and the handling of complex path data (Ziliaskopoulos et al., 2004) . The evaluation, development and optimization of Intelligent Transport Systems with regard to the successful deployment of traffic control strategies presume stable and robust network states. The development, application and optimization of control strategies and operation policies are based on the estimation of time dependent traffic states which depict the network efficiency through time evolution aiming to its enhancement.
The efficiency of a network is commonly calculated and evaluated in three levels of detail, system-wide analysis, corridor analysis and, in more detail, node analysis. Network and corridor efficiency is generally associated with measurements and representations of network speed, distance travelled, travel time, generalized cost etc. Node analysis with regard to efficiency is generally associated with estimation of delays, queues, level of service, etc.
The necessity to restrict and minimize the time dependent system risks and vulnerabilities stimulates the need for valid statistical analyses of the network performance and representation of traffic conditions. Risk is generally defined as the potential loss resulting from certain conditions. Risk models have been extensively used in many research fields to identify and evaluate the risk of certain conditions based on a given threshold over a modelling horizon. In particular, Value-at-Risk (VaR) model has been widely used in financial applications. Over the past years, VaR has also been used in many engineering research fields, such as transportation of hazardous materials (Toumazis et.al., 2013) , network resilience (Cheliotis and Kenyon, 2002, Mastroeni and Naldi, 2011) , network design and location problems (Sun and Gao, 2012 , Wang et al., 2009) , water management (Shao et al., 2011) and many others. In the framework of estimating the dynamic traffic conditions with DTA models, we define risk as the potential loss of budgeted travel time based on the selected network and control strategy, demand distribution and parameters setup over the simulation horizon.
In this paper we focus on formulating a methodology for testing different control strategies using dynamic traffic assignment tools applied at the City Centre of Gaborone (Botswana). Our objective is to assess the risk to the network efficiency resulting from deployment of the proposed traffic control strategies by using a Value-at-Risk model. The proposed methodology can be easily implemented by researchers or practitioners to evaluate their alternative strategies and aid them to choose the alternative with the less potential risk. The paper is organized as follows: the outline of the proposed methodology is presented in section 2, the risk analysis is presented in section 3, the application at the City Centre of Gaborone (Botswana) and the network and model setup are described in section 4, the results are presented in section 5 and the main conclusions are summarized in section 6.
METHODOLOGY
The proposed methodology is an iterative process for the assessment of traffic control strategies using dynamic assignment tools. Based on the Dynamic Traffic Assignment, we calculate the performance indices for each simulation (time) step. Using a Value-at-Risk analysis, we identify the critical values of performance indices for the corresponding simulation step. If the critical values are within acceptable bounds, the iterative process stops, otherwise a new control strategy is developed and deployed to the network and once again the prevailing traffic conditions are simulated using the DTA model. The Value-at-Risk, VaR, model as mentioned above was implemented in Toumazis et al. (2012) . This paper presents an adjusted application of this model. The VaR of a network loading solution l is defined as the critical value  such that the value of the risk measure R exceeding that value  has probability less than or equal to
, where a is the confidence level (i.e. 90%).
The objective of our problem, given a set of alternative DTA network loading solutions, L , representing different traffic control strategies, is to determine the solution, L l  , which has the minimum VaR:
In this paper, we have performed the VaR analysis for each signalized node, defining for each node the critical value  that has probability less than or equal to
, as it is defined in Eq.1. The risk measure R for the risk analysis has two attributes: the consequence, j  c , which includes travel time losses at each simulation step and the probability of that consequence to happen at each simulation step, 
where
is the number of the simulation steps of the DTA loading procedure.
The cumulative distribution function, 
where: 
The VaR for all signalized nodes is then analyzed regarding their critical value and the critical simulation step in which they occur. These critical values and corresponding critical simulation steps represent the associated risk of the given DTA solution with a certain Traffic Control Strategy. The less risky Traffic Control Strategy (Eq.2) is defined as the DTA solution with the minimum VaR at the majority of signalized nodes.
APPLICATION
The methodology has been applied to the network of Central Gaborone, Botswana. Gaborone is a fast growing city with significant travel demand growth over the last decade. We used a mesoscopic DTA procedure executed by the DTALite simulation-assignment open-source model. DTALite is a freeware dynamic traffic assignment simulation model developed independently by a subcontractor of SHRP 2 Transport Research Board research program (Understanding the contribution of Operations, Technology, and Design to Meeting Highway Capacity Needs) and released under a GNU General Public License in January 2010.
The computational experiments performed with dynamic user equilibrium algorithm and the spatial queue model as incorporated in DTALite. The size of the simulation step in the DTA procedure plays a significant role on the accuracy of the results and the computational time, which is crucial for online applications. The size of simulation steps in DTA applications typically vary between 5-min and 20-min. Our dynamic network loading solution had simulation and trip departure step sizes of 15 minutes, constrained by the time resolution of the available demand data.
The Gaborone City Centre
The Gaborone City Centre network consists of 91 nodes, 184 links (on-way direction) and 42 O-D zones. The link and demand parameters were based on the data acquired by the Department of Roads, Ministry of Transport and Communications of the Republic of Botswana. The static demand data (22,770 trips) which represents the peak hour between 07:00 and 08:00 was expanded to a 3-hour peak period, 06:00-09:00, (73.452 trips) and dynamically distributed through the 3-hour simulation horizon based on the demand distribution described in the following section.
Fig. 2. Simulated network of Gaborone City Centre

Demand Distribution
The resolution of the required time dependent trip matrix used as an input in the DTA procedure depends on the desired modeling accuracy and/ or the variability of the available data. There is extensive research in the literature (e.g. Chang and Tao, 1999; Tsekeris and Stathopoulos, 2003; Stathopoulos and Tsekeris, 2004) regarding the estimation of dynamic O-D trip matrices from observed link flows. A common method for disaggregating the total O-D matrix into finer time resolutions is to use factors derived from the temporal profile of the demand (TRB, 2011) . This method was used in this paper for deriving the time dependent O-D matrix from the static peak hour matrix, which is based on actual data. The temporal profile of the demand was derived from continuous traffic counts at 12 cordon points which are entry/ exit points of the study area (Fig.3) . The automated cordon counts were totalized every 15 min. The resulting loading curve for the demand distribution is presented in Fig.4 , where vehicles are assigned following a 15-min loading rate. 
RESULTS
The average delay of all the signalized nodes was calculated based on the HCM 2010 methodology for each simulation step for the baseline conditions. Network statistics for the are presented in Fig.5 , where the average speed and the average trip time is calculated for each simulation step. Verification of the results performed for the baseline conditions, limited to simulation test runs.
The VaR analysis was performed with a confidence level % 90  a and resulted in identifying for each signalized node the critical simulation step and the critical delay that has probability less or equal to   a  1 to occur.
In Fig.6 , the histogram of the critical simulation steps for the baseline conditions is presented. It is apparent that most of the signalized nodes have their critical VaR during the 6th and the 7th simulation step (07:15-07:45). Thus, we identify two critical time periods between 07:15 and 07:45, with regard to the delay. the critical time period can vary significantly, and it can lead the control strategy to be deployed in a different time period than the critical one.
Fig. 8. Relationship between Critical Simulation
Step based on Vmax and VaR, Baseline
A new traffic control strategy was formulated to manage demand. By identifying the 6th and the 7th simulation step as the critical steps, we deploy a new strategy 15 minutes prior to these simulation steps (i.e. proactively during the 5th and the 6th simulation step), which adds 10% extra capacity at the main corridors of the network with direction towards the city centre. The increase in capacity represents an increase in effective green to the selected approaches and consequently a relative decrease to the opposing approaches. In this application this extension of green time ranges between 1.5 and 5 seconds. The new control strategy was formulated by minimizing VaR in lieu of using conventional objective functions encompassing time attributes, such as delay. This strategy comprised all major coordinated corridors towards the city centre.
The same procedure (see Fig.1 ) was followed for evaluating the results from the new traffic control strategy to the network.
Fig. 9. Network statistics, New Strategy
The network statistics for the new control strategy are depicted in Fig.9 , where it can be seen that the average speed during the critical time period is increased and consequently the average trip time is decreased. Fig.10 presents the histogram of the critical simulation steps with the new strategy. It can be seen that the critical simulation step are distributed more uniformly, even though the demand profile hasn't changed.
Fig. 10. Histogram of Critical Simulation Step, New Strategy
The comparison between the Critical Delay and the Simulation
Step with regard to the VaR analysis and with regard to the Maximum Through Traffic from each node with the new strategy reveals the same correlation.
The overall savings in average delay in signalized nodes during the critical simulation step is 9%, with 76% of the signalized nodes showing improvement in average delay during the critical simulation step. The improvement in total delay for all the signalized nodes (Fig.11 ) during the entire simulation horizon is 7.5%. During each simulation step the decrease in total delay is ranging between 0% and 15%. network efficiency resulting from the deployment of alternative traffic control strategies by incorporating the Value-at-Risk analysis, which is mainly used in financial applications. The proposed methodology is an iterative process where performance indices are calculated for each simulation step and their critical value and the corresponding simulation step is identified through the Value-at-Risk analysis and accessed in order to define the new traffic control strategy. Incorporating this methodology in real-time traffic control one can regard it as a process of Just-In-TimeSimulation, which can serve as a decision tool for combating peak-hour congestion. The computation time was measured on a dual-core PC running at 2.40GHz and with 3GB installed memory and was equal to 40 sec.
The implementation of our methodology was conducted offline in the City of Gaborone, where by identifying the critical simulation steps, we deployed a control strategy which resulted in additional capacity in selected arterials in the direction towards the city centre. The computational experiments showed that the proposed analysis can provide valuable information regarding the time-dependent performance of the network and it can lead to a timedependent deployment of control adjustments based on the critical periods. Another benefit of the proposed methodology is that it can be easily implemented by researchers or practitioners to evaluate their alternatives and aid them to choose alternatives with less potential risks. The approach, as already mentioned, can be expanded to online procedures and deployment of control strategies to finer time resolution, i.e. 3-5 minutes.
