Abstract. We present a symbolic-numeric method to refine an approximate isolated singular solutionx = (x 1 , . . . ,xn) of a polynomial system F = {f 1 , . . . , fn} when the Jacobian matrix of F evaluated atx has corank one approximately. Our new approach is based on the regularized Newton iteration and the computation of approximate Max Noether conditions satisfied at the approximate singular solution. The size of matrices involved in our algorithm is bounded by n × n. The algorithm converges quadratically ifx is close to the isolated exact singular solution.
Introduction.
Motivation and problem statement. Consider an ideal I generated by a polynomial system F = {f 1 , . . . , f n }, where f i ∈ C[x 1 , . . . , x n ]. Supposex =x e +x ǫ , wherex e denotes the isolated exact singular solution of F andx ǫ denotes the error in the solution. The multiplicity µ ofx e is defined as µ = dim(C[x]/Q), where Q is the isolated primary component whose associate prime ideal is P = (x 1 −x 1,e , . . . , x n − x n,e ), and the index ρ ofx e is defined as the minimal nonnegative integer ρ such that P ρ ⊆ Q [35] . In [36, 37] , they compute the truncated coefficient matrix of the involutive system to the order ρ, and generate the multiplication matrices from its approximate null vectors. Then a basis of the approximate Max Noether space (Definition 2.1) of I atx can be obtained from these vectors (Theorem 5.4 in [36] ). Letŷ be the vector whose i-th element is the average of the trace of the multiplication matrix with respect to x i . In [37] , it has been proved that if the given approximationx satisfies x −x e = ε, for a small positive number ε, and the index ρ and the multiplicity µ are computed correctly, then the refined solution obtained by addingŷ tox will satisfy x +ŷ −x e = O(ε 2 ). Here and hereafter, · is denoted as the l 2 -norm. The size of these coefficient matrices in [37] is bounded by n ρ+n n × ρ+n n which will be very big when ρ is large. Especially, when the corank of the Jacobian F ′ (x e ) is one, then ρ = µ, which is also called the breadth one case in [4, 5] .
In [18] , we present a new algorithm which is based on Stetter's strategies [33] for computing a closed basis L = {L 0 , . . . , L µ−1 } of the approximate Max Noether space of I = (f 1 , . . . , f n ) atx incrementally in the breadth one case. The size of matrices we used in computing each order of Max Noether conditions is bounded by n × (n − 1), which does not depend on the multiplicity. Moreover, during the computation, we only need to store the input polynomial system F , the last n − 1 columns of the Jacobian F ′ (x) and the computed Max Noether conditions. Therefore, in the breadth one case, both storage space and execution time for computing a closed basis of the approximate Max Noether space are reduced significantly by the algorithm in [18] . This motivates us to consider whether we can get rid of large coefficient matrices in [36, 37] and refine approximate singular solutions more efficiently based on the computed Max Noether conditions.
Main contribution. Suppose we are given an approximate singular solutionx of a polynomial system F satisfying x −x e = ε, where the positive number ε is small enough such that there are no other solutions of F nearby. We also assume that the corank of the Jacobian matrix F ′ (x e ) is one. In order to restore the quadratic convergence of the Newton method, we first apply one regularized Newton iteration (in Section 3.1) to obtain a new approximationx +ŷ which also satisfies the assumptions above, and then compute the approximate null vector r 1 of the Jacobian F ′ (x +ŷ) which gives a generalized Newton direction, and the step length δ is obtained by solving a linear system formulated by the computed differential operators using the algorithm in [18] . We show that x +ŷ + δr 1 −x e = O(ε 2 ). The size of matrices involved in our algorithm is bounded by n × n. The method has been implemented in Maple. Moreover, we also prove the conjecture in [5] that the breadth one depthdeflation always terminates at step µ − 1, where µ is the multiplicity.
Structure of the paper. Section 2 is devoted to recall some notations and wellknown facts. In Section 3, we describe an algorithm for refining approximate isolated singular solutions of polynomial systems in the breadth one case. Moreover, we prove that the algorithm converges quadratically if the approximate solution is close to the isolated exact singular solution. Some experiment results are given in Section 4. We mention some ongoing research in Section 5.
Preliminaries. Let
denote the differential operator defined by:
for nonnegative integer array α = [α 1 , . . . , α n ]. We write D = {D(α), |α| ≥ 0} and denote by Span C (D) the C-vector space generated by D. Introducing a morphism on D that acts as "integral":
As a counterpart of the anti-differentiation operator Φ j , we define the differential operator Ψ j as
Definition 2.1. Given a zerox e of an ideal I = (f 1 , . . . , f n ), we define the Max Noether space [23] of I atx e as △x e (I) :
Conditions equivalent to L(f ) x=xe = 0, ∀L ∈ △x e (I) are called Max Noether conditions [23] . The space {Lx e | L ∈ △x e (I)}, where Lx e (f ) := L(f ) x=xe , is also called the dual space of I atx e [5, 19, 20, 22, 24, 33] . For a nonnegative integer k, △ (k) xe (I) is a subspace of △x e (I) which consists of differential operators with differential order bounded by k. Obviously, △ (0) 
) is closed and L 0 , . . . , L µ−1 are linearly independent differential operators which satisfy that L i (f j ) x=xe = 0, j = 1, . . . , n, i = 0, . . . , µ − 1, then due to the closedness,
be the Jacobian of a polynomial system F = {f 1 , . . . , f n } evaluated atx e . Suppose the corank of F ′ (x e ) is one, i.e., the dimension of its null space is one, then dim(△ (k) Theorem 2.4.
[18] Suppose we are given an isolated multiple rootx e of the polynomial system F = {f 1 , . . . , f n } with the multiplicity µ and the corank of the Jacobian F ′ (x e ) is one, and
xe (I). We can construct the k-th order Max Noether condition retaining the closedness incrementally for k from 2 to µ − 1 by the following formulas:
where P k has no free parameters and is obtained from previous computed L 1 , . . . , L k−1 by the following formula:
3)
where
Here Ψ j (Q k,j ) α1=···=αj−1=0 means that we only pick up differential operators D(α) in Q k,j where α 1 = · · · = α j−1 = 0. The parameters a k,j , j = 2, . . . , n are determined by checking whether
T can be written as a linear combination of the last n − 1 linearly independent columns of F ′ (x e ). Supposex is an approximation ofx e and x −x e = ε ≪ 1, we can use the algorithm MultiplicityStructureBreadthOneNumeric in [18] to compute a closed basis {L 0 , . . . , L µ−1 } of the approximate Max Noether space of I atx. Since the errors in the matrix of the linear system
used in Theorem 2.4 are bounded by O(ε) and
is determined by its right singular vector [1, a k,1 , . . . , a k,n ] T corresponding to its smallest singular value, we have 5) according to [11, Corollary 8.6 .2].
3. An Algorithm for Refining Approximate Singular Solutions. Suppose we are given an approximate solution
x =x e +x ǫ , wherex ǫ denotes the error in the solution andx e denotes the exact solution of the polynomial system F = {f 1 , . . . , f n } with the multiplicity µ and the index ρ. In this section, we present a new method to refinex in the breadth one case, i.e., µ = ρ.
Let A = F ′ (x) be the Jacobian matrix of F evaluated atx and b = −F (x). Suppose the error in the solution is small enough, i.e., x −x e = ε ≪ 1, and A is invertible, then Newton's iteration computeŝ
and x +ŷ −x e = O(ε 2 ) according to the well-known Kantorovich theorem [15] . However, if A is singular, then the convergence of Newton iterations is linear rather than quadratic.
Rall [27] studied the convergence properties of Newton's method at singular points. Some modifications of Newton's method to restore quadratic convergence have also been proposed in [1, 6, 7, 8, 12, 13, 14, 25, 26, 28, 29, 31] . In [13] , a bordered system was introduced to restore the quadratic convergence of Newton's method when A has corank one approximately andx is a simple singular solution. It is clear to see that the regularity condition in [13] can not be satisfied if the multiplicity is larger than 2.
For simplicity, we make an assumption throughout this section. Assumption 1. Suppose we are given an approximate singular solutionx of a polynomial system F satisfying x −x e = ε, where the positive number ε is small enough such that there are no other solutions of F nearby. Moreover, we assume that the corank of the Jacobian matrix F ′ (x e ) is one. Let A = F ′ (x) be the Jacobian matrix of F evaluated atx and its singular values be σ 1 , . . . , σ s . Under Assumption 1, we have F (x) = O(ε), σ i = Θ(1), 1 ≤ i ≤ n− 1 and σ n = O(ε).
Remark 3.1. Notice that the notation O(g) denotes that the value is bounded above by g up to a constant factor, while Θ(g) denotes that the value is bounded both above and below by g up to constant factors.
Regularized Newton iteration. Under Assumption 1, F
′ (x) is approximately singular. Instead of using (3.1) to computeŷ, we apply Tikhonov regularization [34] to solve the minimization problem
to obtainŷ, where A = F ′ (x) and b = −F (x). The real number λ > 0 is called the regularization parameter.
Theorem 3.2 (Regularized Newton Iteration). Under Assumption 1, if we choose the smallest singular value σ n of F ′ (x) as the regularization parameter, the solution y of the following regularized least squares problem
where A * is the Hermitian (conjugate) transpose of A = F ′ (x), I n is the n×n identity matrix and b = −F (x).
Proof. Suppose A = U · Σ · V * is the singular value decomposition of A where Σ = diag{σ 1 , . . . , σ n }, then the solution of (3.2) iŝ
. From the Taylor expansion of F atx, we have
Hence
Furthermore, we have
Since σ n = O(ε) and V * (x −x e ) = x −x e = ε, we derive that the last component of the vectorb satisfies
we have
and b = O(ε). Although
we have from (3.5) that |b n | = O(ε 2 ), hence
Finally, from the Taylor expansion of F atx, we have
According to Theorem 3.2, after applying one regularized Newton iteration to F andx, we getŷ satisfies (3.3), and the new approximate singular solutionx +ŷ satisfies
then we have already achieved the quadratic convergence. However, the convergence rate of the regularized Newton iteration is linear too when the Jacobian matrix is near singular. Hence, in most cases, we will have
We show below how to restore the quadratic convergence when the computed approximate singular solutionx +ŷ satisfies (3.3) and (3.7). 
Let us form a unitary matrix R = [r 1 , . . . , r n ] and perform the linear transformation
It is clear thatẑ
is an approximate root of H(z). Moreover, we have ẑ −ẑ e = R −1 (x +ŷ −x e ) = x +ŷ −x e = Θ(ε), (3.12)
and
Hence, the condition (3.7) is equivalent to (3.12) . Here and hereafter, we always assume thatẑ satisfies
The rootẑ e defined in (3.10) is an isolated singular solution of H with the multiplicity µ and the corank of H ′ (ẑ e ) is one. Proof. Since H ′ (ẑ e ) = F ′ (x e )R and R is a unitary matrix, we derive that the corank of H ′ (ẑ e ) is one. Let µ ′ be the multiplicity ofẑ e , and {L 0 , L 1 , . . . , L µ ′ −1 } be a closed basis of the Max Noether space of H atẑ e . The operator Γ R :
where c β is the coefficient of
αn . Since H(z) = F (R z) and x = R z, according to multivariate chain rules, we have
and for 1 ≤ j ≤ n, 
Remark 3.5. It should be noticed that Theorem 3.3 holds as long as R is a regular matrix. However, if we choose a unitary matrix R, then it is much easier to compute the inverse of R since R −1 = R * . It is interesting to notice that, after running one regularized Newton iteration, the last n − 1 elements of the solutionẑ have already been refined quadratically.
Theorem 3.6. Supposeẑ e andẑ are defined in (3.10) and (3.11) respectively. Under Assumption 1, we have 16) and
Proof. From the Taylor expansion of H(z) atẑ, we have
Since H(ẑ e ) = 0 and H(ẑ) = O(ε 2 ), we have
From (3.14) and (3.15), we have
According to Remark 3.4, the matrix
is of full column rank, so that (3.17) is correct. The equation (3.16) follows from (3.15) and (3.17) . If the multiplicity µ is larger than 2, the regularity assumption in [13] will not be satisfied. The violation of the regularity assumption is caused by the existence of the higher order Max Noether condition. It is interesting to notice that the left singular vector of the Jacobian matrix H ′ (ẑ) corresponding to the smallest singular value can be used to prove the following theorem.
Theorem 3.7. If the multiplicity of the singular root is larger than 2, under Assumption 1, we have
Proof. If µ > 2, according to Theorem 2.4 and (2.5), there exists a second order Max Noether condition such that
Suppose u n is the left singular vector of H ′ (ẑ) corresponding to the smallest singular value σ ′ n and u n = 1, then
From (3.18) and (3.19), we have
Therefore, we get
From the Taylor expansion of H(z) atẑ, we have 
On the other hand, the Taylor expansion of H(z) atẑ e shows that
Since the corank of H ′ (ẑ e ) is one, suppose u e is the left null vector of H ′ (ẑ e ) and u e = 1, then
and H ′ (ẑ) has corank one approximately, so that u n − u e = O(ε). Moreover, using the same analysis above, we obtain that
Hence, we have |u *
Combining (3.22), (3.23) and (3.24), we have 25) which is equivalent to 
Moreover, from (3.14), we have
It is amazing to notice that not only the first order Max Noether condition computed according to Theorem 2.4 satisfies (3.28), but also all other Max Noether conditions up to the order µ − 2 ≥ 0 satisfy similar conditions:
2. An Augmented Polynomial System. To prove (3.29) inductively, we need to introduce an augmented polynomial system and prove the following theorem.
Theorem 3.8. Let us assume that H(z) is a polynomial system which hasẑ e as an isolated exact singular solution with the multiplicity µ, the corank of H ′ (ẑ e ) is one. Let I be the ideal generated by polynomials in H and {L 0 , L 1 , . . . , L µ−1 } be a closed basis of △ẑ e (I), where T has an isolated singular solution (ẑ e ,λ e ) with the multiplicity µ − 1, whereλ e = [1, 0, . . . , 0]
T . If µ ≥ 3 then the Jacobian matrix G ′ (ẑ e ,λ e ) has corank one andL
, the k-th order Max Noether condition of G at (ẑ e ,λ e ) retaining the closedness has the following form: 
T is a null vector of G ′ (ẑ e ,λ e ). Therefore, the Jacobian matrix G ′ (ẑ e ,λ e ) has corank one and the first order differential operator
Hence, we haveL
Using similar arguments in [18] for proving Theorem 2.4, we can show that the differential operatorsL k defined by formulas (3.32), (3.33) and (3.34) retain the closedness. It should also be noticed thatL k always contains the differential monomial D(k, 0, . . . , 0) and there are no differential monomials D(i, 0, . . . , 0) for i < k contained inL k . Otherwise, we can reduce them byL i . Moreover, ∂ ∂λ1 is not contained in anyL k , otherwise,L k (λ 1 ) (z,λ)=(ẑe ,λe) = 0. Hence, due to the closedness, there are no differential operators D(α 1 , . . . , α n , α n+1 , . . . , α 2n ) with α n+1 > 0 contained in anyL k . Now let us show that the constructed differential operatorsL k satisfỹ
From (3.36), we can see that (3.37) is true for k = 1. Moreover, it is easy to check thatL 
Let us set
We show (Proposition 5.1 in Appendix) that
Hence, we havẽ
From (3.38), (3.39) and (3.42), we derive that (3.37) is true for 1 ≤ k ≤ µ − 2.
Corollary 3.9. Suppose F (x) is a polynomial system which hasx e as an isolated exact singular solution with the multiplicity µ and the corank of F ′ (x e ) is one. Let r 1 be the null vector of F ′ (x e ) and r 1 = 1. For any random vector h ∈ C n satisfying h * r 1 = 0, the augmented polynomial system
has (x e , r1 h * r1 ) as an isolated singular solution with the multiplicity µ − 1. Proof. Let {r 1 , . . . , r n } be a normal orthogonal basis of C n , then h = (h * r 1 )r 1 + · · · + (h * r n )r n . If h * r 1 = 0, performing the linear transformation
h * r1 r 1 is a regular matrix, we obtain the augmented polynomial system
According to Theorem 3.8, we know that (ẑ e ,λ e ) is an isolated singular solution of G with the multiplicity µ − 1, whereẑ e = R is an isolated singular solution of J(x, ν) with the multiplicity µ − 1.
Remark 3.10. It is well known that the augmented polynomial system J(x, ν) defined in (3.43) has an isolated singular solution x e , r1 h * r1 with the multiplicity less than µ, see [17, 5] . Here, we proved the conjecture in [5] that the multiplicity of the singular solution of the augmented polynomial system (3.43) drops by one exactly in the breadth one case.
Remark 3.11. For the system H(z) and its approximate singular solutionẑ defined in (3.9) and (3.11), the augmented polynomial system defined in ( D(1, 0, . . . , 0) , then {L 0 ,L 1 , . . . ,L µ−2 } constructed according to Theorem 3.8 is a closed basis of the approximate Max Noether space of the system G at (ẑ,λ),
Theorem 3.12. Let F (x) be a polynomial system which hasx e as an isolated exact singular solution with the multiplicity µ and the breadth one. Supposex is an approximate solution of F which satisfies
for a small positive number ε. Let σ 1 , . . . , σ n be the singular values of F ′ (x) satisfying σ i = Θ(1), 1 ≤ i ≤ n − 1 and σ n = O(ε). Suppose r 1 is the right singular vector corresponding to σ n . We form a unitary matrix R = [r 1 , . . . , r n ] and set H(z) = F (R z). Suppose {L 0 , . . . , L µ−1 } is a closed basis of the approximate Max Noether space of the system H atẑ = R −1x constructed according to Theorem 2.4 from
Remark 3.13. Under Assumption 1, according to Theorem 3.2, we can always perform the regularized Newton iteration to obtain an approximate singular solution x satisfying (3.44). Moreover, it should also be noticed that all discussions in Section 3.1 after Theorem 3.2 are valid if we start with an approximate singular solution satisfying (3.44).
Proof. According to (3.13) and Theorem 3.7, we know that Theorem 3.12 is true for µ = 2 and µ = 3. Now let us assume that Theorem 3.12 is true for µ = k and k ≥ 3. For µ = k + 1, we form the augmented polynomial system G(z, λ) = {H(z), H ′ (z) · λ, λ 1 − 1}. According to Theorem 3.3, the rootẑ e defined in (3.10) is an exact singular solution of H(z) with the multiplicity µ and the corank of H ′ (ẑ e ) is one. Let v be the null vector of H ′ (ẑ e ) and v = 1. Since
is of full column rank, combining with (3.14), we derive that
T , we have h * v = v 1 = Θ(1) = 0. According to Corollary 3.9, the augmented polynomial system G(z, λ) has ẑ e , v h * v = (ẑ e ,λ e ), whereλ e = 1,
as an isolated singular solution with the multiplicity µ − 1, which is equal to k. According to Remark 3.11, (ẑ,λ) (λ = [1, 0, . . . , 0] T ) is an approximate solution of G(z, λ). Moreover, by (3.15) and (3.46), we have
Furthermore, from (3.13) and (3.28), we have
We have assumed that Theorem 3.12 is true when the multiplicity is equal to k. Therefore, for the augmented polynomial system G(z, λ), we can form a unitary matrixR with
T as its first column, where a = 1 + 4(a 2 2,2 + · · · + a 2 2,n ), then generating a new system J(w) = G(R w) which has an approximate singular solutionŵ with the multiplicity k. By the inductive assumption, we have 
} are both closed basis of the approximate Max Noether space of the system G at (ẑ,λ), and
, and
Therefore, Theorem 3.12 is true for µ = k + 1.
3.
3. An Algorithm for Refining Approximate Singular Solutions. Algorithm 1. MultipleRootRefinerBreadthOne Input: An approximate solutionx of a polynomial system F which is close to an isolated exact singular solution of F with the multiplicity µ in the breadth one case, and a tolerance τ . Output: Refined solutionx.
1. Regularized Newton Iteration: Solve the regularized least squares problem
where b = −F (x), A * is the Hermitian (conjugate) transpose of A = F ′ (x), I n is the n × n identity matrix and σ n is the smallest singular value of A. 2. Compute the null vector r 1 of F ′ (x +ŷ) with respect to τ , form a unitary matrix R with r 1 as its first column and perform the linear transformation
and setẑ := R −1 (x +ŷ). 3. Construct a closed basis of the approximate Max Noether space of I = (h 1 , . . . , h n ) atẑ with respect to τ :
by Algorithm MultiplicityStructureBreadthOneNumeric in [18] . 4. Solve the linear system Remark 3.14. The size of matrices involved in the algorithm MultipleRootRefinerBreadthOne is bounded by n × n, whereas the size of matrices used in the deflation method is bounded by (µ n) × (µ n) [5, 17] .
Remark 3.15. In fact, in order to keep the sparse structure of the original polynomial system, we should avoid performing the linear transformation. Moreover, it is expensive to compute and store all Max Noether conditions. Since we only need their evaluations to solve (3.47), it's possible to compute and store only the necessary evaluations of these Max Noether conditions. We will discuss these issues in forthcoming papers. Proof. According to Theorem 3.12, we have
The matrix in (3.47) is of full rank. We solve the linear system (3.47) to obtain
It should be noticed that the vector
From (3.49) and (3.52), for i = 0, 1, . . . , µ − 2, µ, we have
Especially, we have
where M µ+1 is the coefficient matrix of the Taylor expansion of the system H and all its prolongations up to the degree µ atẑ, and
It is important to notice that, based on the closedness conditions, we obtain the null space of M µ+1 with matrices of size n × n instead of generating the big matrix M µ+1 . Similarly to the analysis in [37, Remark 18] , the trace of the multiplication matrix M z1 formed from approximate null vectors L i (v(z) µ ) z=ẑ has the following property
It is interesting to notice that, by using the approximate basis {L 0 , . . . , L µ−2 , L µ } and the normal set 1, ∂ ∂z1 , . . . ,
, we can form the multiplication matrix
where l i is the coefficient of
Hence, the trace of M z1 is v 1 . Therefore, there is no need to form the multiplication matrix! According to (3.53), we have
Since the last n − 1 elements ofẑ have already been refined quadratically, by updatingẑ 1 :=ẑ 1 + δ for δ := v1 µ , we have
Remark 3.17. The algorithm MultipleRootRefinerBreadthOne also works well for some overdetermined polynomial systems, i.e., the number of polynomials is bigger than the number of variables, see the last example Menzel1 in Table 4 .
Examples.
The following experiments are done in Maple 13 under Linux for Digits := 15. Let t and s be the number of polynomials and variables respectively, µ be the multiplicity. Systems DZ3, Dayton2 and DLZ are quoted from [3, 4, 5] , Menzel1 and SY5 are cited from [21] and [31] respectively. Other examples are cited from the PHCpack demos by Jan Verschelde.
(1, 1) 3 2 2 2 → 5 → 10 → 14 Algorithm Performance 5. Conclusion. It is a challenge problem to solve the polynomial systems with singular solutions. Various symbolic-numeric methods have been proposed for refining an approximate singular solution to high accuracy [2, 4, 5, 9, 10, 16, 17, 25, 36, 37] . The breadth one case root refinement has been studied in [4, 5, 10, 13] . In this paper, we show how to apply strategies in [18] to reduce the size of matrices appeared in [5, 36] to obtain a more efficient algorithm for refining an approximately known multiple root for this special case. We have proved the quadratic convergency of the new algorithm when the approximate solution is close to the isolated exact singular solution. We also notice that when the singular solutionx e is not well separated from other solutions of F , it is difficult to ensure that the approximate solutionx will converge tox e . In [30] , they described an algorithm for computing verified error bounds for double roots of polynomial systems. We will explore ways of computing the certified bound for ε to guarantee the convergency of our algorithm. It is also interesting to see whether the approach in the paper can be generalized to refine singular solutions when the Jacobian matrix is not of corank one.
D(α) denote the coefficients of D(α) in P k+1 and Q k+1 respectively. In order to prove (3.41) for k + 1, we show that C
D(α) by using the following relations repeatedly:
, αj = 0. (5.1)
Let D(α) = D(α1, . . . , αn), denote j1 = · · · = jα 1 = 1, . . . , j |α|−α i +1 = · · · = j |α| = i, where αi is the last nonzero entry in α, e.g., j1 = j2 = j3 = 1, j4 = j5 = 2, j6 = 3 for D(α) = D(3, 2, 1, 0). Since all derivatives in Q k+1 and P k+1 are of order at least 2, we can start with |α| = 2. + · · · + 2a2,j |α| C
By (5.1), we have C
. For 2 ≤ p ≤ k, we collect all items with respect to ap,j 1 :
Hence, C 
