Abstract. We consider various notions of equivalence in the space of bounded operators on a Hilbert space, including modulo finite rank operators, modulo Schatten p-class, and modulo compact operators. Using Hjorth's theory of turbulence, the latter two are shown to be not classifiable by countable structures, while the first cannot be reduced to the orbit equivalence relation of any Polish group action. The results for modulo finite rank and modulo compact operators are also shown for the restrictions of these equivalence relations to the space of projection operators. Families of non-classifiable equivalence relations on sequence spaces are described and utilized in these results.
Introduction
A fundamental problem in the theory of operators on a (infinite dimensional separable) Hilbert space is to classify a collection of operators up to some notion of equivalence. The most important classical result in this direction is the following theorem of Weyl and von Neumann:
Theorem (Weyl-von Neumann [31] ). For T and S bounded self-adjoint operators on a Hilbert space H, the following are equivalent: (i) T and S are unitarily equivalent modulo compact, i.e., there is a compact self-adjoint operator K and a unitary operator U on H such that U T U * − S = K.
(ii) σ ess (T ) = σ ess (S), i.e., T and S have the same essential spectrum.
Thus, bounded self-adjoint operators on a Hilbert space are completely classified up to unitary equivalence modulo compact by their essential spectra. This was extended to normal operators by Berg [2] , while the work of Brown, Douglas and Fillmore [3] shows that the essential spectrum, together with the map λ → index(T − λI), gives a complete invariant for essentially normal operators.
The modern theory of Borel equivalence relations affords us a general framework in which to discuss classification results such as the one above.
In general, we consider a space X of objects which we wish to classify up to some notion of equivalence E. We want the space and the equivalence relation to be "reasonably definable", in the sense that the space is Polish (or more generally, standard Borel) and the equivalence relation Borel. Given another such space Y and equivalence relation F , completely classifying the elements of X up to E-equivalence by elements of Y up to F -equivalence amounts to specifying a map f : X → Y such that xEy ⇐⇒ f (x)F f (y), for all x, y ∈ X. Again, we enforce that the map f is Borel, so that the classification is definable, and to avoid trivialities caused by cardinality concerns. Such a map is called a Borel reduction of E to F , and the existence or non-existence of such maps allows us to compare the "difficulty" of classification of Borel equivalence relations. The "simplest" such Borel equivalence relations are those given by equality on Polish spaces, such as countable discrete sets, and R. Equivalence relations reducible to these are classifiable by real number invariants, and are said to be smooth.
Recasting the motivating problem into this setting amounts to specifying a Polish or Borel structure on the collection of operators of interest, verifying that the notion of equivalence is Borel on that space, and reducing the equivalence relation to another, preferably well-understood, equivalence relation. Recent work by Ando and Matsuzawa has done this for unitary equivalence modulo compact:
Theorem (Ando-Matsuzawa [1] ). The map T → σ ess (T ) is a Borel function from the space of bounded self-adjoint operators to the Effros Borel space of closed subsets of R. In particular, unitary equivalence modulo compact of bounded self-adjoint operators is smooth.
In contrast to the above result, many natural equivalence relations on classes of bounded operators are not smooth. In fact, they exhibit a very strong form of non-classifiability; they cannot be reduced to the isomorphism relation on any class of countable algebraic or relational structures, e.g., groups, rings, graphs, etc. Such an equivalence relation is said to be not classifiable by countable structures, and the key method used to exhibit this property is Hjorth's theory of turbulence [16] . In the realm of operator theory, the following is an important example of such a result: extensive work on classification of C*-algebras themselves, in the context of Borel equivalence relations, see [28] and [11] .
In this article, we present classification and non-classification results for classes of operators, focusing on equivalence relations induced by ideals of compact operators. In §2, we review the relevant theory of bounded operators, and Borel equivalence relations. In §3, we consider a class of Borel equivalence relations on the sequences spaces R N , [0, 1] N and T N arising from the spaces c 0 and ℓ p for 1 ≤ p < ∞. We remark that the equivalence relations of equality modulo c 0 and ℓ p on [0, 1] In §4, we describe the relevant Borel and Polish structures on various subspaces of the space of bounded operators. In §5, using the results of §3, we show:
Theorem. (a) The relation of equivalence modulo finite rank operators on B(H) (or restricted to the compact operators or the unit ball) is not Borel reducible to the orbit equivalence relation of any Polish group action. (b) The relation of equivalence modulo compact operators on B(H) (or restricted to the unit ball) is not classifiable by countable structures. (c) The relation of equivalence modulo Schatten p-class on B(H) (or restricted to the compact operators or the unit ball) is not classifiable by countable structures.
In §6, after briefly considering simpler equivalence relations given by rank, we consider the restriction of the relations of modulo finite rank operators and modulo compact operators to the projection operators. The latter provides an alternate view of the projections in the Calkin algebra, a structure that has been studied in the context of combinatorial set theory due to connections with the Boolean algebra of subsets of the natural numbers modulo finite sets, cf. [33] and [34] . We show that:
Theorem. (a) The relation of equivalence modulo finite rank operators on the space of projections is not Borel reducible to the orbit equivalence relation of any Polish group action. (b) The relation of equivalence modulo compact operators on the space of projections is not classifiable by countable structures.
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Preliminaries
2.1. Bounded operators on Hilbert spaces. Throughout, we fix an infinite dimensional separable (complex) Hilbert space H (e.g., H = ℓ 2 ), with inner product ·, · . Let B(H) denote the set of all bounded operators on H, a C*-algebra with the operator norm T = inf{M > 0 : T v ≤ M x for all x ∈ H}, the usual scalar multiplication, addition and multiplication (i.e., composition) operations, identity I, and adjoint operation T → T * satisfying T x, y = x, T * y for all x, y ∈ H. We refer to this particular topology on B(H) as the norm topology, and denote by B(H) ≤1 = {T ∈ B(H) : T ≤ 1}.
For reasons discussed below, the norm topology on B(H) is often inadequate. There are two additional topologies which we will consider. The strong operator topology on B(H) is the topology induced by the family of seminorms T → T x , for x ∈ H, i.e., it is the coarsest topology such that the evaluation maps T → T x are continuous.
The weak operator topology on B(H) is the topology induced by the family of seminorms T → | T x, y |, for x, y ∈ H, i.e., it is the coarsest topology such that the maps T → T x, y are continuous.
With each of the above topologies, B(H) is a locally convex topological vector space, and from the inequality | T x, y | ≤ T x y ≤ T x y for all T ∈ B(H) and x, y ∈ H, it is clear that the weak topology is weaker than the strong topology which is weaker than the norm topology. It is a fact these are all strict, see the exercises in §4.6 of [27] .
An operator T ∈ B(H) is self-adjoint if T = T * , and normal if T T * = T * T . The set of self-adjoint operators is denoted by B(H) sa , and is a real subspace of B(H). A (necessarily self-adjoint) operator T is positive if T x, x ≥ 0 for all x ∈ H. The set of positive operators is denoted by B(H) + . To each operator T ∈ B(H), we can associate a unique positive operator |T | satisfying |T |x = T x for all x ∈ H, and |T | 2 = T * T , see 3.2.17 in [27] .
An operator P ∈ B(H) is a projection if P 2 = P * = P . Equivalently, P is the orthogonal projection onto the a closed subspace (namely, ran(P )) of H, see 3.2.13 in [27] . In this way, we have a correspondence between projections and closed subspaces of H. Every projection is a positive operator with P = 1 whenever P = 0. We denote the set of projections by P(H). Observe that if {f k : k ∈ N} is an orthonormal basis for ran(P ), where P is a projection, and x ∈ H, then
An operator U ∈ B(H) is unitary if U U * = U * U = I, and a partial isometry if U * U = P for some projection P . An operator T ∈ B(H) is diagonal with respect to a given orthonormal basis {e n : n ∈ N} if there is a bounded sequence {λ n : n ∈ N} such that
λ n x, e n e n for all x ∈ H. An operator T ∈ B(H) is diagonalizable if T is diagonal with respect to some orthonormal basis.
An operator T ∈ B(H) is compact if the image of the closed unit ball of H under T is compact. The set of compact operators is denoted by K(H). An operator T is finite rank if dim(ran(T )) < ∞, and the set of finite rank operators is denoted by B f (H). Clearly, B f (H) ⊆ K(H). It is easy to check that K(H) is a closed (in the norm topology), self-adjoint ideal in B(H). In fact, it is the only proper, nontrivial such ideal, see 4.1.15 in [25] . The corresponding quotient C*-algebra B(H)/K(H) is the Calkin algebra.
Recall that the weak topology on H is the topology induced by the family of functionals H → C : x → x, y for y ∈ H. The following is a well-known characterization of compact operators.
Proposition 2.1 (3.3.3 in [27] ). For T ∈ B(H), the following are equivalent:
(ii) T is a norm limit of finite rank operators. (iii) When restricted to the unit ball of H, T is continuous from the weak topology to the norm topology (i.e., T is weak-norm continuous).
The following version of the Spectral Theorem characterizes when compact operators are diagonalizable, and vice-versa. Theorem 2.2 (3.3.5 and 3.3.8 in [27] ). Let T ∈ B(H). (a) If T is compact, then T is diagonalizable if and only if T is normal. (b) If T is diagonal with respect to an orthonormal basis {e n : n ∈ N}, say T x = ∞ n=0 λ n x, e n e n for all x ∈ H, then T is compact if and only if lim n→∞ λ n = 0.
In addition to the ideals B f (H) and K(H), we will consider the Schatten p-ideals (or Schatten p-classes) for 1 ≤ p < ∞. Recall that if T is a positive operator and {e n : n ∈ N} an orthonormal basis of H, the trace of T is
It can be shown that trace is independent of the choice of orthonormal basis. For 1 ≤ p < ∞, the Schatten p-ideal B p (H) is defined to be all operators T ∈ B(H) such that tr(|T | p ) < ∞. For p = 1, B 1 (H) is the ideal of trace-class operators, and for p = 2, B 2 (H) is the ideal of Hilbert-Schmidt operators. (For non-integer values of p, defining |T | p requires a bit of spectral theory, cf. 4.4.1 in [27] .) One can check that
Borel equivalence relations.
A Polish space is a separable and completely metrizable topological space, e.g., N, R, C, separable Banach spaces, etc, and countable products and closed (or G δ ) subspaces of these. An equivalence relation E on a Polish space X is Borel if the set E = {(x, y) ∈ X 2 : xEy} is Borel as a subset of X 2 .
If E and F are equivalence relations on Polish spaces X and Y respectively, a map f : X → Y is called a Borel reduction of E to F if f is a Borel function (i.e., inverse images of open sets in Y are Borel in X), and
for all x, y ∈ X, and we say that E is Borel reducible to F , written E ≤ B F . If f is injective, we say that f is a Borel embedding of E into F , and write E ⊑ B F , while a bijective f is a Borel isomorphism, with E ∼ = B F .
Conceptually, the existence of a Borel reduction from E to F shows that F -equivalent objects can be viewed as definable complete invariants for Eequivalent objects. Thus, the ordering ≤ B gives a measure of the difficulty of classification by definable invariants. ≤ B is clearly a (non-antisymmetric) partial ordering on the class of Borel equivalence relations. Example 2.3. If X is a Polish space, we denote by ∆(X) the equality relation on X. Clearly ∆(X) is a closed, and thus Borel, subset of X 2 .
Example 2.4. We identify 2 = {0, 1} with the discrete topology. The Borel equivalence relation E 0 is defined on 2 N by (x n ) n E 0 (y n ) n ⇐⇒ ∃m∀n ≥ m(x n = y n ).
Example 2.5. The Borel equivalence relation E 1 is defined on R N (or equivalently, up to Borel isomorphism, [0, 1] 
We say that a Borel equivalence relation E on a Polish space X is smooth if E ≤ B ∆(Y ) for some Polish space Y . Since all uncountable Polish spaces are Borel isomorphic, smooth equivalence relations are exactly those which admit complete classification by real numbers. The following important theorem, the Glimm-Effros Dichotomy, shows that the equivalence relation E 0 is the canonical obstruction to such classification. Theorem 2.6 (Harrington-Kechris-Louveau [14] ). For E a Borel equivalence relation on a Polish space X, exactly one of the following holds:
A Polish group G is a topological group which has a Polish topology. If X is a Polish space, and G acts on X continuously, i.e., the map G × X → X : (g, x) → g · x is continuous, then we say that X is a Polish G-space (where the action is understood). Given such a Polish G-space, we can associate to it the orbit equivalence relation E G given by
This equivalence relation is not Borel in general (see [29] for examples), but is in many interesting cases, and for large classes of groups (e.g., countable discrete groups and locally compact groups).
A group with a given Borel structure (say a subgroup of a Polish group, necessarily Borel) is Polishable if it can be endowed with a Polish group topology having the same Borel structure. It is easy to check that the orbit equivalence relation induced by the translation action of a Polishable (or Borel) subgroup of a Polish (or standard Borel) group is Borel.
The following theorem, one half of an open conjecture (cf. [30] ), shows that E 1 is an obstruction to classification by orbits of Polish group actions.
Theorem 2.7 (Kechris-Louveau [22] ). Let G be a Polish group, and X a Polish G-space. Then,
Orbit equivalence relations on Polish G-spaces can be used to model the isomorphism relation on the class of countable structures of a first-order theory, e.g., groups, rings, graphs, etc, see §III of [13] . If a Borel equivalence relation E is Borel reducible to such a relation, then we say that E is classifiable by countable structures.
In [16] , Hjorth isolated a dynamical property of Polish G-spaces, called turbulence, which implies that the corresponding orbit equivalence relation resists classification by countable structures. See also §II.10 of [13] and [21] .
Let X be a Polish G-space. For U ⊆ X open, and V ⊆ G a symmetric open neighborhood of the identity e G , the (U, V )-local graph of the action is defined by xR U,V y ⇐⇒ x, y ∈ U and ∃g ∈ V (g · x = y).
For such an X and G, we say that the action of G is turbulent if (i) every orbit is dense, (ii) every orbit is meager, (iii) every (U, V )-local orbit is somewhere dense, i.e., for every U and V as above, and every x ∈ U , O(x, U, V ) has nonempty interior. The action is generically turbulent if it is turbulent when restricted to an invariant dense G δ set.
Theorem 2.8 (Hjorth [16] ). Let G be a Polish group, and X a Polish Gspace. If the action of G is generically turbulent, then E G is not classifiable by countable structures.
Consequently, if E G is as in the theorem, and E a Borel equivalence relation for which E G ≤ B E, then E is not classifiable by countable structures.
Examples and restrictions of turbulent actions
The following examples of turbulent actions are particularly relevant for studying equivalence relations that occur in functional analysis and operator theory. Proofs that these examples are in fact turbulent be found in [21] .
Example 3.1. We say that a subgroup G of the additive group R N is strongly dense if for every finite sequence (x 0 , . . . , x n ) of real numbers, there is a y = (y 0 , y 1 , . . .) ∈ G such that y i = x i for 0 ≤ i ≤ n. Note that, in particular, this implies that G is dense in the product topology on R N .
If G is a proper, Polishable, and strongly dense subgroup of R N , then the translation action of G on R N is turbulent. We denote the corresponding equivalence relation by R N /G. Examples of such subgroups are c 0 and ℓ p for 1 ≤ p < ∞.
Example 3.2. Let X be a separable Frechet space, i.e., a Polish locally convex topological (real or complex) vector space. If Y is a proper, Polishable, dense subspace of X, then the action of Y on X by translation is turbulent. Examples of such pairs (X, Y ) include those described in the previous example, as well as (
We will focus on the equivalence relations R N /c 0 and R N /ℓ p for 1 ≤ p < ∞. We emphasize that throughout this paper, c 0 and ℓ p will always denote the real valued sequence spaces. These have been well-studied in the articles [5] , [15] and [12] , where the following results can be found: [24] . Moreover, making these restrictions actually makes no differences in terms of Borel complexity; a version of part (a) of the following theorem first appears in [8] , and is essentially due to Oliver in [26] .
As an aside, R N /c 0 is known to be Borel equivalent to the equivalence relations on 2 N induced by the density ideal (see [26] ), and an ideal denoted by I c (see [15] ), while R N /ℓ 1 is Borel equivalent to the one induced by the summable ideal (see [15] ). An easy consequence of the latter is that R N /ℓ 1 ≤ B c 0 /ℓ 1 . The corresponding claim for p > 1 does not appear to have been addressed in the literature, and any attempt to use a "p-summable" ideal in 2 N will fail as the equivalence relation generated by such an ideal is always bireducible to that of the summable ideal, by Lemma 6.2.4 in [19] (essentially due to Kechris).
Next, we consider the equivalence relations induced on T N , where T is the unit circle {z ∈ C : |z| = 1} = {e iθ : θ ∈ R}, by certain actions of c 0 and ℓ p . While this detour is not necessary for our results in later sections, we believe it is of independent interest.
Throughout, let Arg : C \ {0} → R be the principle argument function, which is continuous off of the negative real line, and has range (−π, π]. As before, we say that a subgroup G of T N is strongly dense if for all finite sequences (z 0 , . . . , z n ) of unit complex numbers, there is a g = (g 0 , g 1 , . . .) ∈ G such that g i = z i for 0 ≤ i ≤ n. Again, strong density implies density. The proof of the following fact is modeled on the corresponding result for strongly dense subgroups of R N . Proposition 3.6. If G is a proper, Polishable, and strongly dense subgroup of T N , then the translation action of G on T N is turbulent.
Proof. Since G is a dense subgroup of T N and every orbit of G is a translate of G, every orbit is dense. Likewise, to see that every orbit is meager, it suffices to see that G is meager, which follows from G being proper and Borel, using Pettis' Theorem (Theorems 2.3.2 and 2.3.3 in [13] ).
It remains to verify that every local orbit of this action is somewhere dense. Let U ⊆ T N be open, x ∈ U , and let V ⊆ G be an open neighborhood of 1 = (1, 1, 1, . . .). We will show that O(x, U, V ) is dense in U . Let y ∈ U be arbitrary, and let U 0 ⊆ U be an open neighborhood of y given by
Consider the projection π m :
Since G is Polishable, strongly dense, and π m is a homomorphism, Pettis' Theorem implies that π m is both continuous and open. Let W = π m (V ), an open neighborhood of 1 = (1, . . . , 1) in T m . For some δ > 0, we have that
Pick N sufficiently large so that |Arg(
Let G be a subgroup of R N . Consider the mapping
Proposition 3.7. For G a Polishable subgroup of R N and ϕ G as above:
Proof. (a) ϕ G is clearly a group homomorphism, and being the restriction of a continuous map on R N to a Borel subset, it is Borel on G, when G has the subspace Borel structure. By compatibility of the Polish topology on G, and Pettis' Theorem (Theorem 2.3.2 in [13] ), ϕ G is continuous. 
The family of subgroups of T N in which we are interested are those arising as ran(ϕ G ), where G is one of the classical sequence spaces in R N , e.g., c 0 and ℓ p for 1 ≤ p < ∞. We denote by
and
Thus, G 0 and G p are strongly dense, Polishable subgroups of T N which act turbulently on T N by translation. These actions are orbit equivalent (in particular, have the same orbit equivalence relations) to the actions of c 0 and ℓ p given by
for (α n ) n in c 0 and ℓ p , respectively. Denote by ρ(·, ·) the arc length metric on T, ρ(z, w) = |Arg(zw −1 )|. We can rephrase G 0 and G p equivalence in terms of ρ, since, for z,
Proof. Both embeddings will be witnessed by the map:
It is easy to see that this map is a continuous injection. If α, β ∈ [0, 1] N , then for each n,
Proof. Again, we will witness both embeddings by the same map:
. It is easy to see that this map is a continuous bijection, and thus a homeomorphism as the domain is compact.
and it easily follows that α − β ∈ c 0 × c 0 if and only if f (α) − f (β) ∈ c 0 , proving (a). For (b), fix 1 ≤ p < ∞, and note that
If f (α) − f (β) ∈ ℓ p , then using absolute convergence of series we have that
and so α − β ∈ ℓ p × ℓ p . Conversely, if α − β ∈ ℓ p × ℓ p , let i n = n mod 2 and j n = ⌊n/2⌋. Then, the 2N th partial sum of the p-series for
and thus the p-series is absolutely convergent. In particular, f (α) − f (β) ∈ ℓ p , proving (b).
Let d and d 1 denote the Euclidean metric and 1-norm metric on R 2 , respectively. Recall that, restricted to T, all of these metrics are Lipschitz equivalent. In particular,
for all z, w ∈ R 2 , and
for all z, w ∈ T. Consequently,
for all z, w ∈ T. Similarly, using the fact that all norms on R 2 are Lipschitz equivalent, if d p is the p-norm metric on R 2 , for 1 ≤ p < ∞, then there are constants m p > 0 and M p > 0 such that
for all z, w ∈ T.
Proof. We will show that T N /G 0 and T N /G p for 1 ≤ 
This map is clearly a continuous injection. Let z, w ∈ T N . Then, as above,
so by the fact that 1/2d 1 ≤ ρ ≤ π/2d 1 on T,
This shows that f is a reduction witnessing (a). For (b), fix 1 ≤ p < ∞, and suppose that z, w ∈ T N with f
By Minkowski's Inequality, we have that
Since ρ ≤ π/2d 1 on T, it follows that
showing that zw −1 ∈ G p . Conversely, suppose that zw −1 ∈ G p . As above, there is a constant K > 0 such that d p ≤ Kρ on T, and so
showing that f (z)−f (w) ∈ ℓ p ×ℓ p . Thus, f is a reduction witnessing (b).
Summarizing this section, we have:
Topology and Borel structures in B(H)
In order to study Borel equivalence relations on B(H) or its subsets, we must endow them with a Polish topology or, failing that, a standard Borel structure. Most of the verifications in this section are routine, and can be found in the text or exercises of §4.6 in [27] , §4.4 in [25] and §2.8 in [18] .
The first important observation is that the norm topology on B(H) is not Polish; it contains discrete subsets of size 2 ℵ 0 (given an orthonormal basis {e n : n ∈ N}, consider the family of projections P x onto span{e n : n ∈ x}, for x ⊆ N). This example also shows that P(H) is not separable in the norm topology. For this reason, we first focus on the strong operator topology on B(H). The following is a well-known fact, see 4. Since the identity map from B(H) to itself will be Borel from one topology to the other, this shows that the Borel structures coincide.
In light of this, when we speak of Borel subsets of B(H) or functions on B(H), we will mean with respect to the aforementioned Borel structure. We caution that B(H) is not Polish in the strong or weak operator topologies (it is not even metrizable, see E 4.6.4 in [27] ). In fact, there is no reasonable way to put a Polish topology on B(H) which respects its additive structure. 
In order to show that certain subspaces of B(H) are Borel in the strong operator topology, we need to verify that certain maps on B(H) are Borel, cf. Ch. 2, §1 of [7] . We caution that, despite the following lemma, the adjoint operation is not strongly continuous on all of B(H) (see E 4.6.1 in 
is also Borel.
Corollary 4.7. (a) B(H) sa is weakly, and thus strongly, closed in B(H). (b) B(H) + is weakly, and thus strongly, closed in B(H).
(c) The collection of normal elements in B(H) is Borel.
Proof. Part (a) is immediate from the weak continuity of the adjoint operation, and part (b) follows from the definition of the weak topology, as the maps T → T x, x must be weakly continuous. For (c), note that the map B(H) → B(H) : T → T * T − T T * is Borel by the previous lemma, and the set of normal elements is just the inverse image of {0} under this map.
Lemma 4.8 (cf. p. 48 of [7]). If f : R → R is a bounded Borel function, then the map B(H) sa → B(H)
Proof. Let (p n ) n be a sequence of real polynomials converging to f pointwise, which are uniformly bounded on compact sets. It follows by spectral theory that, for T ∈ B(H) sa , p n (T ) converges to f (T ) weakly. Thus, f is a pointwise weak limit of Borel functions, and hence Borel. We claim that the identity map P(H) → P(H) is a strong-weak homeomorphism.
Since every weakly open set is strongly open, it is immediate that this map is continuous. It remains to see that the inverse of this map is also continuous. Let P 0 ∈ P(H), v ∈ H, and ǫ > 0, so that U = {P ∈ P(H) : (P − P 0 )v < ǫ} is a subbasic strong open neighborhood of P 0 . Consider the weak open neighborhood of P 0 given by
Let P ∈ V . Using a polarization identity, we have
Thus, P ∈ U , showing that the map is a strong-weak homeomorphism.
Corollary 4.10. P(H) is Polish in the strong operator topology.
Corollary 4.11. Multiplication of operators P(H) × P(H) → B(H) ≤1 is (jointly) continuous in the strong operator topology.
Most of the equivalence relations we will study below arise from the ideals B f (H), K(H) and B p (H) for 1 ≤ p < ∞. In order for such an equivalence relation to be Borel, we will need to show that the corresponding ideal is Borel in the relevant topology.
Lemma 4.12. In each of the norm, p-norm (for 1 ≤ p < ∞) and strong operator topologies, B f (H) is separable.
Proof. This is just a matter of approximating finite rank operators by rational matrices, and can be done in any of the above topologies.
Since B f (H) is dense with respect to the relevant topologies in K(H) and B p (H), we have: In particular, each of the spaces in this corollary are Polish.
Lemma 4.14. For each n ∈ N, the set F ≤n = {T ∈ B(H) : rank(T ) ≤ n} is strongly closed in B(H).
Proof. The claim is obvious for n = 0, so consider n ≥ 1. Let (T k ) k be a sequence in F ≤n such that T k → T strongly, for some T ∈ B(H). Suppose that rank(T ) > n. Then, there are orthogonal unit vectors e 0 , . . . , e n−1 , e n in ran(T ), say with e i = T a i , for a i ∈ H, 0 ≤ i ≤ n. Since the T k converge to T strongly, T k a i → T a i = e i in H, and in particular, for large k we must have that
For each k, since T k has rank ≤ n, we can write
for some λ k,0 , . . . , λ k,n−1 , λ k,n ∈ C, not all 0. Thus, there is some i, 0 ≤ i ≤ n, such that λ k,i = 0 for infinitely many k. We may assume that i = n, and by passing to a subsequence and dividing through by scalars, obtain T k a n = λ k,0 T k a 0 + · · · + λ k,n−1 T k a n−1 for all k. Then, for sufficiently large k,
By mutual orthogonality of the e i , | T k a 0 , λ k,1 T k a 1 +· · ·+λ k,n−1 T k a n−1 | and | T k a 0 , T k a n | converge to 0 as k → ∞. Thus, the inequality above implies that λ k,0 → 0 as well. Similarly, we have that λ k,i → 0 for 0 ≤ i ≤ n − 1. It follows that T k a n → 0 as k → ∞, contradicting that T k a n → e n . Hence, rank(T ) ≤ n. Proof. This is essentially the proof of the more general Theorem 3.1. in [6] , and can be used to show that any separable, norm-closed subspace of B(H) is weakly (and thus, strongly) F σδ . Let {T k } ∞ k=0 be a norm-dense sequence in K(H). Let B = B(H) ≤1 . Then,
Since B is weakly compact, it is strongly closed, and thus K(H) is F σδ . Proof. Fix 1 ≤ p < ∞. Applying Lemma 4.8 to the map T → |T | p , we see that this function is Borel, and observe that if {e n : n ∈ N} is a fixed orthonormal basis for H, then
|T | p e n , e n < M , showing that B p (H) is Borel.
Equivalence relations in B(H)
Throughout this section, unless otherwise specified, B(H) will always be considered as a standard Borel space with the Borel structure induced by the strong operator topology, B(H) ≤1 a Polish space with the strong operator topology, and K(H) a Polish space with the norm topology. We will consider the equivalence relations on B(H), and their restrictions to B(H) ≤1 and K(H), induced by the ideals K f (H), K(H) and B p (H) for 1 ≤ p < ∞, denoted (and named) as follows:
In the previous section, we have seen that each of B f (H), K(H) and B p (H) for 1 ≤ p < ∞ is Borel in B(H), thus: All of the aforementioned equivalence relations are non-smooth. In fact, as we will see below, ≡ f is not induced by a Polish group action, and the remainder are all not classifiable by countable structures.
First, letting X =
α n x, e n e n , for α = (α n ) n ∈ X and x ∈ H. It is clear that T α ≤ 1 for all α ∈ X, and by Theorem 2.2, T α is compact. 
showing that T β ∈ U , and that the map is continuous.
an open neighborhood of T α in the norm topology of B(H) ≤1 ∩ K(H), for some ǫ > 0. If T is a normal, compact operator, then T = sup{|λ| : λ is an eigenvalue for T }, cf. 3.3.7 in [27] . Let
showing that the map is continuous.
Notice that the equivalence relation, defined on X = ∞ n=0 [0,
is clearly Borel isomorphic to E 1 , so we will denote as such in what follows.
Proof. We use the map X → B(H) ≤1 : α → T α defined above. This map is clearly injective and we have already seen that it is continuous in both relevant topologies. It remains to show that this map is a reduction. Suppose that α, β ∈ X with αE 1 β. Let m be such that α n = β n for all n > m. Then, for all x ∈ H,
which is evidently a finite rank operator. Conversely, suppose α, β ∈ X with α E 1 β. That is, for infinitely many n, β n − α n = 0. Since, for x ∈ H,
it is clear that this operator cannot be of finite rank. Thus, the map is a reduction as claimed.
An application of Theorem 2.7 yields:
Corollary 5.5. B f (H) is not Polishable in either the norm or strong operator topologies.
Next, we consider the similarly defined map [0, 1] N → B(H) ≤1 : α → T α also given by the formula
α n x, e n e n , for α = (α n ) n ∈ [0, 1] N and x ∈ H. Proof. This proof is exactly as in part (a) of the previous lemma. 
Proof. We use the same map [0, 1] N → B(H) ≤1 : α → T α as in the previous proposition. Fix 1 ≤ p < ∞. Suppose that α, β ∈ [0, 1] N . For x ∈ H, since T α − T β is diagonal with respect to the basis {e n : n ∈ N}, we have that
and so,
Thus, α − β ∈ ℓ p if and only if T α − T β ∈ B p (H), and the map is a reduction.
Lastly, we consider the map c 0 → K(H) : α → K α given by
α n x, e n e n , for α ∈ c 0 and x ∈ H. Again, by Theorem 2.2, K α is compact. Proof. Since all of the operators in the range of this map are compact and normal, we have that, for all α ∈ c 0 , K α = sup n |α n | = α ∞ . Thus, the map is an isometry, and in particular, continuous.
Proof. We use the map c 0 → K(H) : α → K α defined above. We have seen that this map is continuous, and it is clearly injective. We proceed exactly as in the previous proposition. Fix 1 ≤ p < ∞. Suppose that α, β ∈ c 0 , then we have that
Thus, α − β ∈ ℓ p if and only if K α − K β ∈ B p (H), and the map is a reduction.
These propositions show that ≡ p is not classifiable by countable structures, though in the case of the restriction to K(H), this was also immediate from Example 3.2.
Corollary 5.12. For 1 ≤ p < ∞, ≡ p (on B(H), restricted to B(H) ≤1 , or K(H)) is not classifiable by countable structures.
Equivalence relations in P(H)
Recall that P(H) denotes the set of projections in B(H), and throughout, we consider P(H) as a Polish space in the strong operator topology. There are several natural notions of equivalence on P(H), particularly in light of its identification with the lattice of closed subspaces of H.
The map described below is a useful tool in studying P(H) and its relationship to 2 N . It has been used to embed the Boolean algebra of subsets of N modulo finite into the projections modulo compact (which we will discuss later), preserving some, but not all, of the (infinitary) combinatorial structure of the former, see [33] and [34] .
Fix an orthonormal basis {e n : n ∈ N} for H. For each x ⊆ N, let P x be the projection onto the subspace span{e n : n ∈ x}. Observe that, for v ∈ H,
x n v, e n e n = n∈x v, e n e n , where x is identified with its characteristic sequence (x n ) n , with x n = 1 if n ∈ x and x n = 0 otherwise. The map 2 N → P(H) : x → P x is called the diagonal embedding with respect to the orthonormal basis {e n : n ∈ N}. Proposition 6.1. The diagonal embedding 2 N → P(H) : x → P x is a continuous injection.
Proof. It is clear that the map x → P x is an injection. Let x ∈ 2 N , and let U = {P ∈ P(H) : (P − P x )v < ǫ} be a subbasic open neighborhood of P x in P(H), where ǫ > 0 and v = ∞ n=0 a n e n ∈ H. Let m ∈ N be such that
Consider the open neighborhood of x in 2 N given by
Given y ∈ V , we have
and so P y ∈ V . Thus, the map x → P x is continuous.
6.1. Equivalence of rank. We begin with the most natural, non-trivial equivalence relations on P(H). For projections P, Q in P(H), we write P ∼ = Q if ran(P ) and ran(Q) are isometrically isomorphic, and P ≅ Q if P ∼ = Q and P ⊥ ∼ = Q ⊥ . It is easy to see that ∼ = coincides with the general notion of Murray-von Neumann equivalence of projections in a C*-algebra, when that C*-algebra is B(H). Likewise ≅ coincides with unitary equivalence. More specifically: Proposition 6.2. Let P, Q ∈ P(H). (a) P ∼ = Q if and only if there exists a partial isometry U ∈ B(H) such that P = U U * and Q = U * U . (b) P ≅ Q if and only if there exists a unitary operator U ∈ B(H) such that U P U * = Q.
Proof. For (a), see Remark 4.1.5 and Exercise 4.7 in [25] . (b) is routine.
The ∼ =-classes in P(H) are exactly those given by the rank of the projections, i.e., the dimension of the corresponding subspaces. In particular, ∼ = has exactly ℵ 0 many classes. That is, if for n ∈ N ∪ {∞}, we denote by P n = {P ∈ P(H) : rank(P ) = n}, then the ∼ =-classes in P(H) are exactly
For n ∈ N ∪ {∞}, denote by P ≤n = {P ∈ P(H) : rank(P ) ≤ n}.
Likewise, the ≅-classes are determined by the rank and co-rank, i.e., the dimension of the kernel of the corresponding perpendicular subspace. For n, k ∈ N ∪ {∞}, denote by P n,k = {P ∈ P(H) : rank(P ) = n and corank(P ) = k}.
Note that for n, k ∈ N, P n,k = ∅ since H is infinite dimensional, while P n,∞ = P n as above. The ≅-classes are exactly
For n ∈ N, let P ≤n,∞ = P ≤n and P ∞,≤n = {P ∈ P(H) : corank(P ) ≤ n}. Proposition 6.3. (a) For each n ∈ N, P ≤n is closed in P(H). (b) For each n ∈ N ∪ {∞}, P n is G δ , and in particular Borel.
Proof. (a) By Lemma 4.14, the set F ≤n of operators of rank ≤ n is strongly closed. Clearly P ≤n = P(H) ∩ F ≤n . (b) For n ∈ N, with n ≥ 1, P n = P ≤n ∩ (P(H) \ P ≤n−1 ), the intersection of a closed set and an open set, and thus is G δ . P ∞ is the complement of the F σ set n∈N P ≤n . Proof. (a) If n ∈ N ∪ {∞}, then rank −1 ({n}) = P n which is Borel. (b) The rank map is a reduction of ∼ = to ∆(N ∪ {∞}), while the map which sends k ∈ N ∪ {∞} to the projection onto span{e n : n ≤ k} is a Borel reduction of ∆(N ∪ {∞}) to ∼ =.
Proposition 6.5. (a) For each n ∈ N and k ∈ N, P ≤n,∞ and P ∞,≤k are strongly closed in P(H) (b) For each n, k ∈ N ∪ {∞}, P n,k is G δ , and in particular Borel.
Proof. This follows easily from the corresponding results for P ≤n and P n , using that the map P → I − P is a self-homeomorphism of P(H). The intuition that "most" projections should be infinite rank (and infinite co-rank) is made rigorous by the following.
Proposition 6.7. P ∞,∞ is a dense G δ subset of P(H).
Proof. It suffices to show that P ∞,∞ is dense. Note that every non-empty open neighborhood in 2 N contains an infinite, co-infinite set. Let P ∈ P(H), and U ⊆ P(H) an open neighborhood of P . Let {e n : n ∈ N} be an orthonormal basis for which P is diagonal. By Proposition 6.1, the diagonal embedding 2 N → P(H) : x → P x relative to {e n : n ∈ N} is continuous. Let y ∈ 2 N be an infinite, co-infinite set contained in the open inverse image of U under the diagonal map. Then P y ∈ U is a projection of infinite rank and infinite co-rank. 6.2. Equivalence modulo finite rank. There are two natural ways to define equivalence modulo "finite rank" or "finite dimensions" on P(H). The first is to simply restrict the equivalence relation ≡ f , induced by the finiterank operators B f (H), to P(H). The second is to say that P ≡ f d Q if ran(P ) is contained in a finite-dimensional extension of ran(Q), and vice-versa. That is, P ≡ f d Q if and only if there exists vectors v 0 , . . . , v n , u 0 , . . . , u m ∈ H such that ran(P ) ⊆ span(ran(Q) ∪ {v 0 , . . . , v n }) and ran(Q) ⊆ span(ran(P ) ∪ {u 0 , . . . , u m }). In fact, these notions coincide.
Lemma 6.8. If X is a closed subspace of H and V a finite dimensional subspace of H, then X + V is closed. Proof. Let π : H → H/X be the projection map. Since X is closed, H/X is a Banach space with the quotient norm, and π is continuous. π(V ) is a finite dimensional, thus closed subspace of H/X, and X + V = π −1 (π(V )). Thus, X + V is closed.
Proposition 6.9. Let P, Q ∈ P(H). The following are equivalent:
(ii) There exists mutually orthonormal vectors w 0 , . . . , w k ∈ ran(P ) ⊥ and y 0 , . . . , y l ∈ ran(Q) ⊥ such that span(ran(P ) ∪ {w 0 , . . . , w k }) = span(ran(Q) ∪ {y 0 , . . . , y l }).
(iii) There exists finite rank projections R and R ′ with RP = 0, R ′ Q = 0 and
Proof. Clearly, we can replace the sets {w 0 , . . . , w k } and {y 0 , . . . , y l } with orthonormal bases of the respective spaces they span to obtain (ii) as stated.
(ii) ⇒ (iii): Let R be the projection onto span{w 0 , . . . , w k } and R ′ the projection onto span{y 0 , . . . , y l }. Since these subspaces are finite dimensional, by the previous lemma we have that span(ran(P ) ∪ {w 0 , . . . , w k }) = ran(P ) + span{w 0 , . . . , w k }, and since R is orthogonal to P , we have that the projection onto the above (closed) subspace is P + R. Likewise for Q + R ′ . Since ran(A) is finite-dimensional, it follows that P ≡ f d Q.
In light of the previous proposition, we will use ≡ f for this relation.
Corollary 6.10. ≡ f is a Borel equivalence relation on P(H).
The diagonal embedding witnesses the non-smoothness of ≡ f on P(H). Proposition 6.11. E 0 ⊑ B ≡ f restricted to P(H).
Proof. Fix an orthonormal basis {e n : n ∈ N} and let 2 N → P(H) : x → P x be the corresponding diagonal embedding. We have already seen that this is a continuous injection. For x, y ∈ 2 N , observe that
for all v ∈ H. Since this diagonal operator is finite dimensional if and only if all but finitely many of the terms x n − y n are 0. Thus xE 0 y if and only if P x ≡ f P y , showing that the map is a reduction.
We define a map [0, 1] N → P(H) : α → P α as follows: Fix an orthonormal basis {e n : n ∈ N} for H. For each α = (α n ) n ∈ [0, 1] N , let P α be the projection onto the subspace span{e 2n + α n e 2n+1 : n ∈ N}. This is the first map into the space of operators that we have considered whose range is not simultaneously diagonalizable with respect to a fixed basis, nor is the range commutative. Observe that ran(P α ) has an orthonormal basis given by 1 1 + α 2 n (e 2n + α n e 2n+1 ) : n ∈ N , and thus we can write, for v = ∞ n=0 a n e n ∈ H,
Since we must consider the operator P α − P β several times in the proofs that follow, it will be useful to put it into a canonical form. Let α, β ∈ [0, 1] N and v ∈ H be as above, then
Denote by T 0 , T 1 , T 2 and T 3 the operators
and by S 0 and S 1 the operators
Each of the operators T 0 , T 1 , T 2 , T 3 , S 0 and S 1 is clearly bounded, with S 0 ≤ 1 and S 1 ≤ 1. By collecting terms, one can show that
Proof. First we show that α → P α is injective. Let α, β ∈ [0, 1] N with α = β, so α k = β k for some k. In order to show that P α = P β , it suffices to show that P α (e 2k + β k e 2k+1 ) = e 2k + β k e 2k+1 = P β (e 2k + β k e 2k+1 ). We have that
But, by linear independence of e 2k and e 2k+1 ,
contrary to our assumption. Thus, P α = P β , and the map is injective. To see that the map is continuous, fix α ∈ [0, 1] N , and let U = {P ∈ P(H) : (P − P α )v < ǫ} be a subbasic open neighborhood of P α , for some ǫ > 0 and v = ∞ n=0 a n e n ∈ H. Let β ∈ [0, 1] N , then we have that
as above. Fix an m such that
showing that (P α −P β )v < ǫ and P β ∈ U . Thus α → P α is continuous.
The author is indebted to Ilijas Farah for the suggesting the following result and idea of its proof.
As above, for α, β ∈ [0, 1] N and v = ∞ n=0 a n e n ∈ H,
Clearly, if αE 1 β, then all but finitely many of the coefficients (which are independent of v) for v = ∞ n=0 a n e n , is of finite rank. Using vectors of the form ∞ n=0 a 2n e 2n and ∞ n=0 a 2n+1 e 2n+1 it is easy to see that in order for T to be finite rank, all but finitely many of the terms Applying Theorem 2.7 again, we have: Corollary 6.14. ≡ f restricted to P(H) is not Borel reducible to the orbit equivalence relation of any Polish group action.
6.3. Essential equivalence. The last equivalence relation we wish to study is that of modulo compact, the restriction of ≡ ess to P(H). The quotient of P(H) by this relation can be identified with the set of projections in Calkin algebra B(H)/K(H), by Proposition 3.1 in [32] , and has been studied in the context of combinatorial set theory in [33] and [34] .
We note that, although a projection is compact if and only if it is finite rank, this is not true of the difference of two projections. In particular, ≡ ess does not coincide with ≡ f on P(H). However, essentially the same argument used to show that ≡ f is not smooth shows that ≡ ess is not either. Proposition 6.15. E 0 ⊑ B ≡ f restricted to P(H).
Proof. This is a minor variation on the proof of Proposition 6.11, using Theorem 2.2 and the fact if x, y ∈ 2 N , then x n − y n converges to 0 if and only if xE 0 y.
Our remaining goal is to show that [0, 1] N /c 0 is Borel reducible to ≡ ess on P(H), and thus, the former is not classifiable by countable structures. We again will use the map [0, 1] N → P(H) : α → P α used to prove Theorem 6.13. As in the previous section, we have the representation Proof. We have already seen that the map α → P α is a continuous injection. It remains to show that this map is a reduction of [0, 1] N /c 0 to ≡ ess . Suppose that α, β ∈ [0, 1] N , and α − β ∈ c 0 . For v = ∞ n=0 a n e n , we use Theorem 2.2, that α n − β n → 0, and the inequalities (1 + α 2 n )(1 + β 2 n ) ≤ |β n − α n ||β n + α n |, α n 1 + α 2 n − β n 1 + β 2 n = α n + α n β 2 n − β n − α 2 n β n (1 + α 2 n )(1 + β 2 n ) ≤ |α n − β n | + |α n ||β n − α n ||β n |, (1 + α 2 n )(1 + β 2 n ) ≤ |β n − α n ||β n + α n |, to see that T 0 , T 1 , T 2 and T 3 are compact. Since the compact operators form an ideal, S 0 T 1 and S 1 T 2 are also compact, and thus so is P α − P β . Conversely, take α, β ∈ [0, 1] N and suppose that P α − P β is compact. We will use that if an operator is compact, then it is weak-norm continuous on the closed unit ball of H by Proposition 2.1. Since the sequence e m converges weakly to 0 as m → ∞, it follows that (P α − P β )e 2m and (P α − P β )e 2m+1 converge in norm to 0. Observe that m β m showing that α m − β m converges to 0, i.e., α − β ∈ c 0 , as claimed.
Corollary 6.17. ≡ ess restricted to P(H) is not classifiable by countable structures.
Further questions
We have seen, in §5, that the equivalence relations [0, 1] N /c 0 and [0, 1] N /ℓ p (or R N /c 0 and R N /ℓ p , by the remarks in §3) are Borel embeddable into ≡ ess and ≡ p for 1 ≤ p < ∞. Since the former exist in the commutative algebra of sequences, while the latter in the non-commutative algebra of operators, we may think of ≡ ess and ≡ p as the non-commutative analogues of R N /c 0 and R N /ℓ p . It is natural to ask whether these are more complicated, in the sense of Borel complexity, than their commutative counterparts.
Problem. Are the equivalence relations ≡ ess and ≡ p on B(H) Borel reducible to R N /c 0 and R N /ℓ p for 1 ≤ p < ∞, respectively? Likewise for the restriction of ≡ ess to P(H).
The Weyl-von Neumann theorem and the result of Ando-Matsuzawa in [1] shows that unitary equivalence modulo compact on bounded self-adjoint operators is a smooth Borel equivalence relation. The refinement of this given by unitary equivalence modulo Schatten p-class (in particular, the case p = 1) has also been studied in operator theory; see the classification theorem of Carey and Pincus in [4] . In light of the above work, we ask:
Problem. What is the Borel complexity of unitary equivalence modulo Schatten p-class (in particular for p = 1)? Is it smooth? Is it classifiable by countable structures?
