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Abstract
The increasing share of renewable energy sources introduces the need for
flexibility on the demand side of the electricity system. A prominent example of
loads that offer flexibility at the residential level are thermostatically controlled
loads, such as heat pumps, air conditioning units, and electric water heaters.
Demand response programs harness demand flexibility by enabling consumers
to adapt their electricity consumption profile in response to changes in the
electricity price or other grid signals.
The traditional control paradigm defines the demand response problem as
a model-based control problem, requiring a model of the demand response
application, an optimizer, and a forecasting technique. A critical step in setting
up a model-based controller comprises selecting accurate models and estimating
the model parameters. This step becomes even more challenging considering
the heterogeneity of the end users and their different patterns of behavior. As a
result, different end users are expected to have different model parameters and
even different models. Building such a controller is considered a cumbersome
endeavour, requiring custom expert knowledge, that has to be repeated for each
load, making a large scale deployment of similar solutions challenging.
Reinforcement Learning (RL), on the other hand, is a model-free technique that
requires no a priori knowledge and considers its environment as a “black box”.
RL techniques enable an agent to learn a control policy by interacting with
its environment without the need to use modeling and system identification
techniques. Inspired by the recent developments in batch RL, this work builds
upon the existing batch RL literature and contributes to its application to
residential demand response, opening the door for practical implementations:
from theory to practice. This dissertation proposes a model-free approach
to harness the flexibility of thermostatically controlled loads that is practical,
cost-effective, self-adaptive and generally applicable.
i

Samenvatting
Als gevolg van de toenemende aandacht voor klimaatverandering, zal het
aandeel hernieuwbare energie sterk toenemen. Hernieuwbare energiebronnen,
zoals windenergie en zonne-energie, hebben echter een intermittent karakter.
Hun toenemend aandeel brengt bijgevolg uitdagingen voor het evenwicht op
het elektriciteitsnet met zich mee. Een mogelijke oplossing is automatische
vraagsturing (demand response), waarbij het elektriciteitsverbruik van flexibele
lasten wordt afgestemd op het aanbod van hernieuwbare energie. Een prominent
voorbeeld van flexibele lasten op residentieel niveau zijn thermostaat gestuurde
lasten, zoals warmtepompen en elektrische boilers.
Het traditionele controle paradigma definieert automatische vraagsturing als
een modelgebaseerd controle probleem, waarvoor een model van de te sturen
last, een optimalisatie algoritme en een voorspellingstechniek nodig zijn. Een
cruciale stap in het opzetten van een modelgebaseerd controller omvat het
selecteren van een nauwkeurig model en het schatten van de modelparameters.
Deze stap wordt uitdagender aangezien de heterogeniteit van de eindgebruikers
en hun verschillende gedragspatronen. Als zodanig, vereist een grootschalige
implementatie van modelgebaseerde controllers een stabiele en robuuste aanpak
die in staat is om het juiste model en desbetreffende modelparameters te
identificeren.
Reinforcement Learning (RL), daarentegen, is een modelvrije techniek die geen
a priori kennis vereist, waarbij systemen kunnen leren door te interageren met
hun omgeving. RL technieken hebben geen nood aan een model en beschouwen
hun omgeving als een “black box”. Geïnspireerd door recente ontwikkelingen
in het veld van batch RL, bouwt dit werk verder op de bestaande batch RL
literatuur en opent het de deur voor praktische implementaties: van theorie tot
praktijk.
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Chapter 1
Introduction
1.1 Motivation
Environmental challenges posed by the insatiable use of fossil fuels are more
critical than ever before. The Intergovernmental Panel on Climate Change states
that “human influence on the climate system is clear, and recent anthropogenic
emissions of greenhouse gases are the highest in history” [1]. Among the main
challenges are irreversible changes to the climate system caused by continued
greenhouse gas emissions and their severe impact on ecosystems and humanity [1].
To cope with these challenges the European Union (EU) has set binding targets
for all EU Member States, such that the EU will reach a 27% share of final
energy consumption from renewable sources by 2030 [2]. As a result, EU
Member States have implemented ambitious schemes to increase the share of
renewable energy sources and to encourage the electrification of transport and
heating. However, they are faced with three major challenges.
A first challenge in reaching these targets is that most renewable energy sources,
such as wind and solar power, have an intermittent and stochastic nature,
making them hard to predict [3, 4]. Therefore, large shares of renewable
energy sources pose challenges to the dispatch of conventional power plants. For
instance, unexpected variations of the residual load (total load - renewable power
generation) can trigger less efficient fossil-fuel power plants to be activated [5].
Secondly, high shares of distributed renewable energy sources may lead to power
flow and quality problems in low-voltage distribution networks [6, 7]. Finally,
the electrification of transport and heating may alter the load curve of electricity
consumption and lead to an increased peak load [8, 9].
1
2 INTRODUCTION
1.2 Demand response
Active demand-side participation or demand response can help to mitigate these
challenges [10, 11]. Demand response can be defined as the changes in electricity
use by customers from their normal consumption patterns in response to changes
in the price over time. Demand response can be triggered by incentive payments
designed to induce lower electricity use at times of high wholesale market prices
or when system reliability is jeopardized [12].
Demand response programs
Demand response programs can be divided into two main classes: price- and
incentive-based demand response [13]. Price-based demand response uses an
indirect control mechanism, i.e. an electricity price signal, as an economic
incentive for end users. This class can be further subdivided into Time-of-Use
(ToU), dynamic and critical peak pricing. ToU price signals are split into
different time blocks and are known to customers significantly in advance. The
time blocks are divided into different categories, for example, off-peak, part-
peak, and peak, where the rate during peak is higher than during off peak. In
contrast, dynamic pricing rates may change hour-to-hour and day-to-day and
can be used to reflect the real cost of electricity in the wholesale market. A
special case of dynamic pricing is locational dynamic pricing in which prices
depend both on time and location. Locational dynamic pricing allows capturing
the locational and time dependency of underlying costs. In critical peak pricing
programs, high rates are superposed on a ToU tariff to encourage both shifting
and shedding of loads during critical periods, e.g. when a contingency or peak
demand occurs [14].
Incentive-based demand response programs trigger load modification in the
occasion of critical events based on contractual arrangements. In return the
end user receives an incentive payment. End users can allow a centralized
agent (or aggregator) to control their flexible loads, based on the objective of
the aggregator and considering their comfort constraints, in exchange for an
incentive payment [15]. For example, by aggregating different flexible loads,
an aggregator can participate in the electricity market [16] or offer ancillary
services to the system operators [17].
Flexible loads
Flexible loads are essential for demand response programs, as they can adapt
their consumption profile without any impact on the comfort of the end
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user. Therefore, the focus is on control methods that harness the flexibility
offered by residential loads. Until recently, demand response programs
mostly focused on large commercial and industrial loads [18]. Typically,
large commercial and industrial loads have all the technology implemented
to facilitate demand response: real-time metering, energy management and
high-speed communication. In addition, large consumers may have direct
access to power exchanges or may directly provide ancillary services to the
system operator. By integrating modern communication technologies and
power electronics, smart grids can enable demand response at the residential
level. A smart gird architecture is a reliable and efficient electricity network
allowing for environmentally friendly generation and distribution [19]. This new
communication, monitoring and control infrastructure enables demand response
signals and allows customers to participate in demand response programs.
In general, flexible loads at the residential level can be divided into three classes.
1. Shiftable loads have a fixed load cycle profile that once started cannot
be interrupted. Their start time can be delayed up to an end time defined
by the consumer. Examples include dishwashers, washing machines or
tumble dryers. Their expected typical time shift is approximately three
to eight hours [20].
2. Batteries store energy chemically and consist of battery cells and a
bidirectional power conversion system. Typical embodiments at residential
level are the battery pack in an electric vehicle or a stand alone domestic
battery [21, 22, 23, 24]. Note that the flexibility of the battery pack in
an electric vehicle has the additional constraint that it has to be charged
before a user-defined deadline, while the flexibility of domestic battery
can be fully used for the demand response objective.
3. Thermostatically Controlled Loads or TCLs store energy in a thermal
buffer and are operated within a certain temperature dead-band. This
thermal buffer can be the water buffer of an electric water heater or
the building envelope in case of space heating. The upper and lower
thresholds of the temperature dead-band are defined by the comfort and
safety constraints.
The fact that shiftable loads have a deadline set by the consumer and a fixed
load cycle, reduces their potential for demand response [20, 25]. Batteries and
TCLs, however, can shift consumption over a time distance, using their storage
capabilities. As a result of the losses in the storage process of these loads, demand
response can result in an increased energy usage. As a result, demand response
can conflict with demand side management programs that aim at increasing
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energy efficiency, thus reducing overall electricity consumption. In contrast,
objectives related to demand response typically entail power adjustments, such
as load shifting and valley filling. In other words, demand side management is
a wider concept than demand response as it encompasses all measures that can
be taken by the consumer to manage their energy use.
From a flexibility perspective, a TCL can be seen as a power and energy
constrained integrator. Similarly, the battery of an electric vehicle can be
modelled as a power and energy constrained integrator with the added constraint
that it has to be charged by a deadline set by the end user. However, from
a modeling perspective, TCLs are more challenging to model than batteries,
since their model parameters, e.g. building type, structural parameters, etc.,
are unknown or difficult to obtain. Driven by these modeling issues, this
dissertation focuses on harnessing the flexibility offered by TCLs for demand
response objectives.
Manual and automated demand response
In general, the decision to modify the electricity use can be made by the end
user or an external agent. A drawback of manual demand response is that
after a certain amount of time, most end users found responding to a dynamic
pricing scheme too complex and requiring too much effort [26]. This effect is
sometimes referred to as decision fatigue, which in the end reduces the positive
effects related to demand response.
To overcome the problem related to decision fatigue, this dissertation proposes
an external agent, taking into account comfort settings of the end user and
specified demand response use case. Eventually, end users are not interested in
the energy itself but in the service provided by the energy, as space heating,
cooling or hot tap water. Methods that enable automated demand response are
key to the success of residential demand response.
Stakeholders and objectives
A successful implementation of residential demand response requires the
participation of the multiple stakeholders.
• Consumers can reduce their electricity cost by harnessing the flexibility
of, for example, thermostatically controlled loads, such as heat pumps and
electric water heaters. This reduction can be achieved by participating in
price-based or incentive-based demand response programs (Section 1.2).
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Table 1.1: Potential revenues from participation in regulation, load following and
arbitrage of Thermostatically Controlled Loads (TCLs) in California, US [27].
Regulation
[$/a/TCL]
Load following
[$/a/TCL]
Arbitrage
[$/a/TCL]
Arbitrage
[%]
Air conditioning unit 9-79 2.20-8.80 11.33 12.2
Heat pump for space heating 100-150 8.8-15.00 27.20 10.2
Electric water heater 61 35 33.57 35
Refrigerator 25 14 9.05 27.1
Eventually, consumers are interested in the service provided by the energy,
such as cooling or heating, and not in the way the energy is consumed.
• Distribution system operators are concerned with maintaining
a stable operation and adequate power quality for their customers
throughout the distribution grid. They have to make decisions whether
certain locations in the distribution grid need infrastructure upgrades to
cope with the evolution of load profiles or if demand response can defer
the need for expensive upgrades.
• Transmission system operators are responsible for grid stability on the
transmission system level, by managing power flows and taking preventive
actions through interaction with the energy markets. They are responsible
for maintaining the balance between electricity production and electricity
demand, including when the power output from renewable energy sources,
such as wind or solar facilities, are fluctuating heavily. In order to prevent
outages caused by the intermittancy of these sources, expensive reserve
generating units may be dispatched by the transmission system operator.
Demand response can defer investments in expensive electricity generating
units by shifting loads from peak to off-peak periods, leading to a more
efficient utilization of the available infrastructure.
• Demand response aggregator can mediate through aggregation of
individual consumers between consumers, the energy markets and other
power system participants. For example, by aggregating different flexible
loads, an aggregator can participate in the day-ahead electricity market
or offer ancillary services to transmission system operator.
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Potential revenue
Numerous studies and pilot projects have investigated the potential of residential
demand response [26, 27]. Table 1.1 gives a rough idea of how much
money different classes of TCLs could earn in various electricity markets: (1)
participation in regulation, in which resources follow 4′′ automatic generation
control signals from the system operator; (2) participation in load following,
in which resources are dispatched by the system operator on timescales of
minutes; and (3) energy arbitrage in 5′ energy markets [27]. Similar results of
the Linear project [26] indicate that electric water heaters and heat pumps for
space heating have a savings potential in the order of 20 to 35% of the wholesale
energy cost. These potential revenues are only valid if TCLs constitute a small
portion of the market. In addition, the revenues depend heavily on the TCL
dead-band settings and market design. However, one should take into account
the economic cost of the control solution at the level of individual households
as the economic potential per household is limited and is expected to be on the
order of e50 a year [26, 27].
1.3 Research question, challenges and objectives
The research question that led to this dissertation originated from the LINEAR
project [26]. LINEAR was a Flemish pilot project between 2010 and 2014
focusing on aligning demand and supply by means of residential demand response.
The research question of this dissertation is summarized as follows:
How can we harness the flexibility of thermostatically controlled loads at the
residential level using a method that is practical, cost-effective, self-adaptive
and generally applicable?
Challenges
While demand response originated in the 1980s [28], its application to the
residential level remains limited. This can be attributed to the following
challenges.
• Heterogeneity: The heterogeneity of the TCLs and the different patterns
of behavior of the end users make it challenging to find a generally
applicable control approach. Consideration of this heterogeneity is
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essential when modeling demand response in order to attain results that
are applicable in a wider setting.
• Availability of prior knowledge: Prior knowledge, for example in the
form of a physical model of the TCL, and about the end-user behavior is
not always readily available or can be costly to obtain.
• Cost: The cost of harnessing the flexibility of TCLs is limited by the
economic potential that can be made by using their flexibility, which
rules out tailor-made or handcrafted solutions for each individual TCL,
requiring an engineer to setup.
Objectives
Based on motivation and scope described above, the main objectives of the
present work are:
1. to develop a control approach for demand response of TCLs at the
residential level that is both practical and generally applicable. In order to
develop a realistic approach, the control approach has to satisfy following
boundary conditions:
• no model of the environment is available;
• the only information available to the controller comes from
observations of the state;
• the observed state may contain partial state information;
• a description of the cost function is provided;
• the environment may be highly stochastic;
• a forecast of the exogenous weather variables, e.g. outside
temperature, is provided;
• the controller should be able to achieve reasonable results within one
to two weeks of operation.
2. to validate the proposed control approach in a real-world setting for
different types of flexible loads and different demand response objectives;
3. to develop a planning method for a demand response aggregator that
participates in the day-ahead electricity market and reacts to imbalance
prices.
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1.4 Main contributions
The presented work is the result of various collaborations with colleagues
which led to different publications at conferences [24, 29, 30, 31, 32] and in
journals [33, 34, 35, 36]. The main contributions are:
1. Extension of an established batch reinforcement learning method, fitted Q-
iteration [37], to incorporate model information of the exogenous data, e.g.
weather forecasts or price data. Incorporating this information during the
learning process improved the performance of standard fitted Q-iteration.
2. A policy adjustment method that exploits general insights on the control
policy to improve its quality, resulting in faster convergence.
3. A model-free Monte Carlo method, using a novel metric based the Q-
values, to find a consumption plan for the next day, i.e. an open-loop
solution, required to participate in the day-ahead electricity market.
4. Successful application of an auto-encoder network to find a compact state
representation and mitigate the curse of dimensionality. In a simulation-
based experiment using an electric water heater, the proposed method is
able to achieve good policies much faster than when using the full state
information.
5. Successful application of the proposed model-free approach in a laboratory
environment on a real electric water heater, heat pump for space heating
and air conditioning unit for different use cases relevant to demand
response.
6. An aggregated approach using fitted Q-iteration and a market-based
dispatching heuristic. The approach is evaluated for a cluster of 100
electric water heaters. Compared to a hysteresis controller, the aggregated
approach was able to reduce the daily electricity cost within a reasonable
learning period of 40-45 days.
7. A novel sequential decision-making strategy for a demand response
aggregator participating in the day-ahead electricity market and reacting
to imbalance prices. The proposed method applies a cross-entropy method
with a nested simulation-based approximate policy iteration algorithm.
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Figure 1.1: Outline of this dissertation.
1.5 Outline
The outline of this dissertation is given in Figure 1.1. Chapters 2 and 3 present
the theoretical framework and define major concepts related to demand response
and reinforcement learning. Chapters 4, 5 and 6 focus on residential demand
response at household level, while Chapter 7 introduces an aggregated control
approach for a cluster of flexible loads. More specifically, the dissertation is
structured as follows:
Chapter 2 - Control strategies for residential demand response -
Literature review of the control approaches for residential demand response:
rule-based, model-based, model-free, and model-assisted solutions. A final
discussion provides a summary of their advantages and disadvantages in the
context of residential demand response.
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Chapter 3 - Reinforcement learning - Overview of the mathematical
framework, focusing on sequential decision making and reinforcement learning,
providing a foundation for the algorithms presented in the following chapters.
Chapter 4 - Demand response using batch reinforcement learning -
Building upon the theoretical framework presented in Chapter 3 and inspired
by recent advances in reinforcement learning [38, 37, 39, 40], four model-free
algorithms tailored to a demand response setting are proposed: an extension of
fitted Q-iteration, a policy adjustment method, a feature extraction method
and a model-free Monte Carlo method.
Chapter 5 - Simulation results - Simulation results using the algorithms
proposed in the previous chapter for three types of TCLs, i.e. electric water
heater, heat pump for space heating and air conditioning unit, are discussed.
The simulations are used to analyze the performance of the proposed algorithms
for three distinct demand response objectives, i.e. dynamic pricing, day-ahead
scheduling and energy saving.
Chapter 6 - Experimental results - Lab results of three relevant demand
response applications are given. Using the techniques from Chapter 4, two
optimization objectives are evaluated: dynamic pricing and tracking. The aim of
the first lab experiment is to minimize the cost of electricity of an electric water
heater, given an external price profile. A second demonstrates how extended
fitted Q-iteration and expert policy adjustment can be successfully applied to
an HVAC system in heating mode for dynamic pricing. In a final experiment,
an HVAC in cooling mode is used to reduce the peak power towards the grid of
a photovoltaic system.
Chapter 7 - Aggregated demand response - A multi-agent dispatching
heuristic for two use cases related to demand response is provided. A first use
case deals with an aggregator that minimizes the cost of electricity consumption
of a heterogeneous cluster of electric water heaters for a dynamic pricing
objective. A second use case considers an aggregator that participates in the
day-ahead electricity market and reacts to imbalance prices. Finding this
participation strategy requires solving a multistage optimization problem under
uncertainty that entails both an open-loop (day-ahead market) and a nested
closed-loop (imbalance system) problem.
Chapter 8 - Conclusions and future research - Overview of the main
conclusions and discussion of possible directions of future work.
Chapter 2
Control strategies for
residential demand response
This chapter provides a classification of the most popular control strategies
related to demand response: rule-based, model-based , model-free and model-
assisted strategies. A final discussion provides a summary of their advantages
and disadvantages in the context of residential demand response.
2.1 Optimal control problem
From the perspective of optimization, a demand response problem can be
formulated as an optimal control problem. Consider the following time-discrete
system described by the transition function:
xt+1 = f(xt, ut, wt) ∀t ∈ {1, . . . , T − 1}, (2.1)
where for all t, the state xt is an element of the state space X, the action ut is
an element of the action space U , wt is a random disturbance and T ∈ N0 is
the optimization horizon. Associated with each transition a cost ct ∈ R is given
by the function g(xt, ut, wt). For every initial state x1 and sequence of actions
ut, . . . , uT the cost is:
cut,...,uTT =
T∑
t=1
γtg(xt, ut, wt), (2.2)
11
12 CONTROL STRATEGIES FOR RESIDENTIAL DEMAND RESPONSE
where γ ∈ [0, 1] is a discount factor [41]. In this context, an optimal
control sequence u∗1, . . . , u∗T is a sequence of actions minimizing the cost over T
stages. Given that in a realistic setting, the control policy cannot violate the
nonanticipativity constraints, i.e. it cannot look into the future, the goal of the
decision maker is to find a sequence of control policies (h1, . . . , hT ) which given
a sequence of state x1, . . . , xt provides a control action ut = ht(x1, . . . , xt) [41].
In this chapter, an overview of control strategies for optimal control of demand
response is presented.
2.2 Classification
Control strategies for demand response can be divided into four main classes.
• Rule-based control strategies rely on engineering knowledge about
the system dynamics to tune the parameters of the control policy. Rule-
based control strategies are tailored to work with a specific application
and objective.
• Model-based control strategies require a model of the system
dynamics to find a control policy. This model can be: (1) a priori
given; (2) obtained via a system identification step; (3) estimated by a
function approximator.
• Model-free control strategies require no model and find a control
policy based on observations with the system, using a value function or
by directly representing the policy.
• Model-assisted control strategies are a hybrid between a model-based
and model-free strategy. Model-assisted control strategies use a model-
based approach to generate virtual transitions that are added to the real
transitions and given to a model-free technique.
2.2.1 Rule-based control strategy
Perhaps the most popular control strategy used for climate control in buildings
and demand response in general is Rule-Based Control (RBC) [42, 43]. In
general, RBC entails a set of simple heuristics of the form if condition, then
action, tailored towards a specific flexible load and objective. The performance
of a RBC depends on a large number of threshold values and parameters
that need to be defined in order to describe the conditions and the actions.
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Figure 2.1: Model predictive control.
Generally, RBC is computationally simple since it requires neither forecasting
nor optimization, resulting in a low cost of implementation. A drawback is
that they may require considerable parameter tuning and can only be applied
for a specific load and objective. RBC can be seen as a subclass of direct
policy search [44], which first parametrizes the control policy and then use an
optimization method to find an optimal set of parameters. RBC methods, on
the other hand, rely on an expert instead of optimization methods to manually
tune the parameters of the control policy.
2.2.2 Model-based control strategy
Model-based methods are a class of algorithms that rely on a model of the cost
function c and transition function f to find an optimal control policy. Depending
on how they learn, the model and its mathematical properties, two approaches
can be identified: model predictive control and model-based reinforcement
learning.
Model predictive control
Model Predictive Control (MPC) is a well-established control technique from
the 1970s that has been successfully applied to many areas [45]. As stated by
Camacho [45], the general ideas behind MPC are:
• explicit use of the model of the system dynamics and cost function in
analytical form to predict the output of the system dynamics at future
time instants;
• calculation of an open-loop control sequence minimizing an objective
function by applying a mathematical solver;
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• moving horizon strategy, which involves the application of the first control
signal of the sequence calculated at each step.
Figure 2.1 shows the basic structure of an MPC controller. An advantage of
MPC is that it is relatively fast since the optimizer can exploit the mathematical
properties of the model. In addition, since MPC is executed in a rolling horizon
method, the optimizer can readjust its open-loop policy based on the current
state of the environment. It has been shown that rolling horizon approach has
the advantage to work well in a stochastic environment. A drawback of MPC
is that for some real-world settings, such as demand response, a mathematical
model of the process dynamics and exogenous data is not given and can be
expensive to obtain. Depending on how much prior information is required
three modeling techniques can be identified.
• White-box modeling bases the model solely on prior expertise and
available meta-information, for example, dimensions, construction, window
area, material properties etc. White-box models require significant prior
knowledge of the underlying system dynamics and tend to be relatively
complex and are therefore less suitable to incorporate in an optimization
process [46].
• Gray-box modeling bases the model on the physical principles of
the underlying system. The corresponding parameters of the principle
equations are estimated based on a fitting of the model using measurement
data. As stated by De Coninck [47], the inclusion of physical laws in a
gray-box model has two main advantages. First, an interpretation of the
obtained model parameters can support the model validation. Second,
these models are better suited for extrapolation to operating conditions
outside of those encountered in the training dataset.
• Black-box modeling assumes no physical principles and bases the model
solely on interactions with the system through monitoring and a universal
set of model structures, such as autoregressive-moving-average and Box-
Jenkins models [48]. In contrast to white- and gray-box modeling, the
model parameters have no physical meaning. Although black-box modeling
requires no physical insight, a model structure has to be chosen, which
often involves making assumptions about the system [47].
In [49] and [50] MPC has been successfully applied to control a heterogeneous
cluster of thermostatically controlled loads. A detailed report of the
implementation issues of an MPC strategy applied to the heating system
of a building can be found in [51]. They state that application of MPC requires
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Figure 2.2: Model-based reinforcement learning.
extensive knowledge in the areas of mathematical and computer modeling,
hardware and software systems, data processing and optimal control. Moreover,
the authors of [51] state that the deployment of MPC to the heating of a
building presents a long-term task that requires careful monitoring, tuning and
adjustments. In [52], Yucai Zhu states that in most industrial processes the
implementation of MPC, the model identification and model validation takes
up 80% of the total project time.
Model-based reinforcement learning
Generally, model-based RL techniques (Figure 2.2) formulate the optimal control
problem as a sequential decision-making problem, consisting of a discrete set
of states, actions, a cost and transition function. A detailed description of a
sequential decision-making problem can be found in the following chapter. A
popular technique to solve such a sequential decision-making problem is Dynamic
Programming (DP) [53], introduced by Pontryagin and Bellman in the 1940s. A
main drawback of DP is that solutions cannot be represented for problems with
large discrete state-action spaces, commonly referred to as “Bellman’s curse of
dimensionality” [53]. In order to mitigate this curse, approximate DP [54] and
neuro-dynamic programming [55] use function approximators. Popular function
approximators used in such an approach are linear regression models and neural
networks. An advantage of model-based RL techniques is that the cost and
model equations can be nonconvex and stochastic.
The authors of [56] use a neural network to estimate the process dynamics
and then use approximate DP to find a closed-loop control policy. A possible
drawback of such an approach [56] is that the learned model is a deterministic
approximation of a stochastic environment. Inspired by this drawback,
Deisenroth and Rasmussen propose a method called Probabilistic Interference
for Learning Control or PILCO [57]. It uses a Gaussian process regression to
learn a probabilistic dynamics model to express the model uncertainty. An
16 CONTROL STRATEGIES FOR RESIDENTIAL DEMAND RESPONSE
State and cost
Action
Learning agent Environment
Figure 2.3: Reinforcement learning.
indirect policy search method that also uses a Gaussian process is then used to
compute a policy. At each time step, PILCO uses a batch of interactions to
train the model and recompute its model parameters and policy. The authors
of [57] present a fast convergence on several RL benchmarks. However the
algorithm is computationally very demanding. In [58], Urieli and Stone use a
linear regression model to estimate the building dynamics and then apply a
tree-search algorithm to find an intelligent set-back strategy for a heat-pump
thermostat. Alternatively in [59], Morel et al. propose an adaptive building
controller using artificial neural networks and dynamic programming.
2.2.3 Model-free control strategy
In contrast to model-based control strategies, model-free control strategies derive
an optimal policy without relying on a representation of the system dynamics.
The only information they require are interactions with their environment.
The basic framework of a model-free RL problem is depicted in Figure 2.3.
Depending on how model-free control-strategies make an update, they can be
divided into two classes: online and batch methods.
Online methods
Online methods, such as Q-learning [60] and SARSA [61], are online temporal
difference methods. A temporal difference method learns the value of being
in a state or state-action pair based on a new update resulting from a new
measurement and the current estimate. This method is also referred to as
bootstrapping [62]. Online methods represent a value of being in a state-action
pair or Q-value and they update the Q-value after each interaction in an online
fashion. As such, online methods do not require to iterate over the whole state-
action space and only update the Q-value along the experimental trajectory.
Since online methods discard the given interaction after each update, they
generally need a large number of interactions to converge.
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A number of recent papers provide examples of how Q-learning [62], can be used
for demand response [63, 64, 65, 66]. For instance, O’Neill et al. propose an
automated energy management system based on Q-learning that learns how to
make optimal decisions for the consumers [63]. Similarly, Henze and Schoenmann
investigate the potential of Q-learning for the operation of commercial cold
stores [64] and Kara et al. use Q-learning to control a cluster of thermostatically
controlled loads [64]. In [67], Liang et al. propose a Q-learning approach to
minimize the electricity cost of the flexible demand and the disutility of the user.
Furthermore, inspired by [68], Lee and Powell propose a bias-corrected form of
Q-learning to operate battery charging in the presence of volatile prices [66].
Batch methods
The second model-free control methods are batch RL methods. In contrast
to online methods, batch RL methods store and reuse past interactions to
learn a control policy [38, 69, 37, 70]. This set of interactions can be fixed [37]
or gathered online by interacting with the environment [71]. As batch RL
algorithms can reuse past experiences, they converge faster compared to
techniques like Q-learning or SARSA [61] making them suitable for practical
implementations, such as demand response. Perhaps the most established batch
RL methods are experience replay by Long-Ji Lin [72] and fitted Q-iteration by
Damien Ernst [37]. An excellent overview of batch RL methods can be found
in [71] and [73].
A comparison of MPC and an established technique, fitted Q-iteration, for a
power system problem can be found in [41]. The authors of [41] state that
the application of MPC and RL mainly depends on the quality of the expert
knowledge of the system dynamics. The authors of [74] combine Q-learning
with eligibility traces in order to learn the consumer and time preferences of
demand response applications. In [75], the authors use a batch RL technique
to schedule a cluster of electric water heaters and in [21], Vandael et al. use a
batch RL technique to find a day-ahead schedule of a cluster of electric vehicles.
2.2.4 Model-assisted control strategy
Model-assisted RL methods simultaneously use interactions to build a model of
their environment and to learn a control policy. The basic structure of model-
assisted RL can be seen in Figure 2.4. Using such an approach, makes it possible
to learn from an almost pure model-based learning process when the number of
interactions is small. When the number of interactions is large the method can
switch to an almost pure model-free learning process. A popular model-assisted
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architecture is the Dyna-Q architecture by Richard S. Sutton [76], combining
Q-learning with a simple deterministic model to generate virtual transitions.
Inspired by Dyna and fitted Q-iteration, Lampe and Riedmiller [77] propose
a model-assisted batch RL approach. This approach uses a neural network
to estimate the model and uses a fitted Q-iteration with a neural network
approximator to find a control policy. In contrast to the Dyna approach, the
Q-function is not updated in an incremental way but in batch setting.
In [36], the authors demonstrate how a model-assisted batch RL method can be
applied to an air conditioning unit in a living lab. An artificial neural network is
used to learn the transition model and a tree-based fitted Q-iteration algorithm
is used to find a control policy. The authors show that a model-assisted method
is able to speed up the convergence compared to a model-free method.
2.3 Discussion
This chapter has presented four established control strategies and has discussed
their application to demand response. The first control method is Rule-Based
Control (RBC). RBC methods entail a set of simple heuristics of the form “if
condition, then action”. Their main advantage is their low cost of implementation
since they require no mathematical solver, model equations or forecasting
algorithms. A main drawback is that they need to be tuned by an expert
to work with a specific flexible load and objective. Moreover, with the rising
complexity of heating, ventilation, and air conditioning systems a good tuning
of RBC controllers is expected to become more and more difficult [43].
In contrast, model-based methods, such as Model Predictive Control (MPC)
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and model-based Reinforcement Learning (RL), do require a model of the
system dynamics and forecasts of exogenous formation, such as the outside
temperature. An MPC method uses a mathematical solver to find an open-loop
control policy of a constrained control problem using a model for predicting
the future behavior of a system. Model-based RL techniques use techniques
from approximate dynamic programming to find a closed-loop control policy
using a Markov decision process formulation for predicting the future behavior
of a system. This makes that both MPC and model-based RL are expected
to outperform RBC methods [78]. The mathematical performance of the
aforementioned approaches however, is directly related to the fidelity of the
model used in the optimization problem [79, 80]. Obtaining and maintaining
an accurate model, is a non-trivial task [51] where the cost of obtaining such a
model can outweigh its financial benefits.
A third control strategy are RL techniques. RL methods do not require a system
identification step and can be applied “blindly” without any special hypothesis
on system behavior. It can be stated that the arbitration among MPC and RL
mainly depends on the quality of the prior knowledge of system dynamics that
could be exploited in the context of system identification [41].
The final control strategy are model-assisted RL methods, where the learning of
an optimal control policy is enhanced by virtual data coming from a model. The
agent learns a model of its environment and uses it to perform hypothetical or
virtual actions to generate extra virtual tuples. These virtual tuples can be used
to update the Q-function in an incremental setting, e.g. Dyna, or in a batch
setting, e.g. model-assisted batch RL. These model-based RL methods can be
used to speed up the convergence time of Q-learning and fitted Q-iteration.
As these methods apply a deterministic model to approximate their stochastic
environment to generate virtual tuples, they are often at risk of incurring a
model bias in the learning process [77].

Chapter 3
Reinforcement learning
This chapter introduces different Reinforcement Learning (RL) techniques. In
order to use RL, the underlying sequential decision-making problem is formulated
as a Markov decision process. This framework provides a foundation for the
algorithms presented in the following chapters. To restrict the scope of the
introduction, the content is confined to two temporal difference methods: Q-
learning and SARSA, and two batch RL techniques: experience replay and
fitted Q-iteration. A numerical example is provided to illustrate the main
concepts and demonstrate the performance of these methods when applied to a
simplified demand response application. A discussion identifies four challenges
that hinder their application to a “real-world” demand response settings, serving
as a motivation for the next chapter.
3.1 Reinforcement learning problems
The RL problem is the framing of the problem of learning from interaction to
achieve a goal, whereby an agent interacts with an environment by means of
states and actions, and receives costs [62]. In general, the learner is the decision
maker and everything outside the agent is called the environment. Agent and
environment interact continuously, whereby the agent selects an action and
the environment responds with a new state. A mathematical formulation to
describe this framing is called a Markov decision process.
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Markov decision processes
A Markov decision process is defined by the state space of the environment,
action space of the agent, the transition function of the environment and the
cost function [53, 81, 82]:
• State space X is a set of states, where xk ∈ X ⊂ Rn denotes the state
of the environment measured by the agent at time step k.
• Action space U is a set of possible actions, where uk ∈ U ⊂ R denotes
the action taken by the agent at time step k.
• Transition function:
xk+1 = f(xk, uk,wk), (3.1)
describes the transition from xk to xk+1 given that the agent takes
control action uk and given a random disturbance wk ∈W . The random
disturbance wk is sampled from a probability distribution wk ∼ pW(·|xk),
where pW(wk|xk) is probability of occurrence of wk.
• Cost function. After each transition from xk to xk+1, the agent receives
a cost ck ∈ R given by the function ck = g(xk, uk,wk).
Markov property
A Markov decision process is said to have the Markov property if the current
state xk and the current action uk are sufficient to determine both the next
state xk+1 and the cost ck+1, defined as:
p(xt+1|xt, ut,xt−1, ut−1, . . . ,x1, u1) = p(xt+1|xt, ut), (3.2)
p(ct+1|xt, ut,xt−1, ut−1, . . . ,x1, u1) = p(ct+1|xt, ut). (3.3)
This means that that the current state contains all information relevant for
predicting the future. The Markov property is an important concept in RL
because decisions and value functions are assumed to be a function of the current
state [62].
Partially observable Markov decision processes
However, in most engineering problems in a real-world setting, an agent does
not have access to the full state. As such the agent only receives an observation
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as a perception of the actual state of the system. In the strict sense, such a
system is not Markovian and the system is called a partially observable Markov
process [83]. This means that for some applications, the current observable
state is insufficient to obtain a good approximation of the value function. To
the extent that the state of the system approaches the Markov state, the
agent will obtain a better performance. To overcome this disadvantage, it
is helpful to include previous observations of the (observed) state and action
xk,xk−1, uk−1, . . . ,x1, u1 available at time step k, to the state [84].
Control policy
A control policy is a function h that maps states to control actions h : X → U .
The goal of the agent is find a control policy that minimizes its expected cost
over a finite horizon. Within this dissertation, the focus is on the following
deterministic, time varying and non-anticipating control policies [41]:
• Open-loop control policies select a control action based on the initial
state of the system x1 and current time t: ut = h(t,x1). This type of
control policies are relevant to participate in the day-ahead electricity
market, as discussed in Section 4.3.4.
• Closed-loop control policies select a control action based on the current
time and state of the system: ut = h(t,xt). This type of control policies
is relevant for a price-based demand response schemes, as discussed in
Section 4.3.1. Note, the closed-loop control policy depends on the current
state xt, while the open-loop control policy does not allow for feedback
and computes a “feedforward plan” for the next T control periods.
Demand response agents
This work focuses on two types of thermostatically controlled loads: space
heating or cooling and electric water heaters. It is assumed that both devices
are equipped with a backup controller, acting as a filter to the control action of
the agent. It acts on the control action taken by the agent when the comfort
constraints of the end user are violated. A short description of both agents is
given in the following two paragraphs.
Space heating agent Figure 3.1 shows an agent applied to a heat pump for
space heating with:
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Figure 3.1: Learning agent applied to a space heating system with Backup
Controller (BC).
• Observable state x = (t, Tin, Tout, S), where t ∈ {1, . . . , 96} indicates
the quarter hour of the given day, Tin the room temperature, Tout the
outside temperature and S the solar irradiance.
• Hidden state contains state information that cannot be measured by
the agent. In this example the internal heat gains, caused by consumer
behavior and the temperature of the building envelope are considered
hidden state variables.
• Action u ∈ {0, 1} is the action of the agent, where 0 denotes OFF and 1
ON.
• Transition function f is unknown to the agent and governs the room
temperature dynamics. A detailed description of the dynamics can be
found in Appendix A.1.
Electric water heater agent Figure 3.2 shows an agent applied to an electric
water heater with:
• Observable State x = (t, T 1b , . . . , T ib, . . . , T
ns
b ), where t ∈ {1, . . . , 96} is
the quarter hour, T ib is a temperature measurement and ns is the number
of temperature sensors.
• Action u ∈ {0, 1} is the action of the agent, where 0 denotes OFF and 1
ON.
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Figure 3.2: Learning agent applied to an electric water heater with Backup
Controller (BC).
• Transition function f is unknown to the agent and governs the room
temperature dynamics. A detailed description of the dynamics can be
found in Appendix A.2.
3.2 Bellman optimality equation
The goal of the agent is to find an optimal control policy h∗ : X → U minimizing
the expected T -stage cost for any state in the state space. The expected T -stage
cost starting from x1 and following h is defined as:
JhT (x1) = E
wk∼pW(·|xk)
[
T∑
k=1
γkg(xk, h(xk),wk)
]
, (3.4)
where E denotes the expectation operator and wk ∼ pW(·|xk) the random
disturbance wk, drawn from a conditional probability distribution pW(·|xk) at
each time step k. Here, the finite-horizon case with horizon T is considered,
where the optimal policy is non-stationary since it depends on the time step k [85].
The discount factor γ ∈ [0, 1] uses an exponential weighting and determines how
“far-sighted” or “short-sighted” the controller is in considering future costs [41].
Similarly as (3.4), a state-action value function or Q-function is defined as:
Qh
∗
T (x1, u1) = E
wk∼pW(·|xk)
[
g(x1, u1,w1) + JhT (f(x, h(x),w))
]
, (3.5)
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indicating the expected T -stage return starting from x1, taking action u1 and
following control policy h∗ thereafter. The optimal Q-function corresponds to
the best Q-function that can be obtained by any policy:
Q∗(x, u) = min
h
Qh(x, u). (3.6)
Starting from a Q-function for every state-action pair, the policy is calculated:
h∗(x) ∈ arg min
u
Qh
∗
(x, u), (3.7)
where h∗ satisfies the Bellman equation [53]:
Qh
∗
(x, u) = E
w∼pW(·|x)
[
g(x, u,w) + γmin
u
Q∗(f(x, h∗(x),w), u)
]
. (3.8)
The V-function V h(x) : X → R of a policy h is the return obtained by starting
from a particular state x and following h:
V h(x) = Qh(x, h(x)). (3.9)
The optimal V-function corresponds to the best V-function that can be obtained
by any policy:
V ∗(x) = min
h
V h(x). (3.10)
The optimal policy h∗ using the V-function is:
h∗(x) ∈ arg min
u
[
g(x, u,w) + V h
∗
(x′)
]
, (3.11)
The Bellman equation using V-function can be written as:
V ∗(x) = min
u
E
w∼pW(·|x)
[
g(x, u,w) + γV ∗(f(x, h∗(x),w))
]
. (3.12)
Q-values have an important advantage over V-values since they do not require
a model to select the best action. As Q-values depend on both state and action,
they contain information on the transition and cost function, i.e. no model of
the cost or transition function is required to calculate the optimal control action.
This can be best seen by comparing (3.7) with (3.11). Therefore, RL prefers
Q-functions over V-functions, even though storing Q-values requires more space
than V-values: |X × U | compared to |X|.
The following chapters introduce model-based and model-free RL methods to
estimate the Q-function.
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3.3 Dynamic programming
Dynamic Programming (DP) refers to a collection of algorithms used to
compute optimal policies of Markov decision processes given that a model
of the environment is provided. In general, DP methods can be divided into
policy iteration [82], value iteration [53], and policy search [84]. This section
gives an introduction to policy iteration and value iteration since they are
considered to be the foundation of RL. They use value functions as defined in
the previous section to find an optimal control policy. In contrast, policy search
methods use optimization techniques to directly search for an optimal policy.
An interesting application of a policy search method that uses a cross-entropy
optimization method can be found in [86].
3.3.1 Policy iteration
The policy iteration algorithm generates a sequence of stationary policies each
with an improved cost over the previous one [84]. The algorithm starts from an
initial arbitrary initialized policy h0 and iterates the following two steps until a
convergence criterion is achieved.
Step 1: Policy evaluation
At each iteration l, the policy evaluation step calculates the Q-function for all
state-action pairs for the given policy hl:
Qhl (x, u) = E
[
g(x, u,w) + γQhl (x′, h(x′))
]
(3.13)
=
∑
w∈W
pW(w|x)
(
g(x, u,w) + γQhl (x′, h(x′))
)
. (3.14)
Step 2: Policy improvements
The policy evaluation step calculates an updated policy using the current
Q-function Ql:
hl+1 = min
u
Qhl (x, u). (3.15)
Note that solving the policy evaluation requires a model of the transition
function f , probability distribution pW and cost function g. In the next section,
a model-free policy iteration method called SARSA is introduced.
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3.3.2 Value iteration
The value iteration algorithm uses the Bellman equation (3.8) to iteratively
compute the Q-function:
Qhl (x, u) =
∑
w∈W
pW(w|x)
(
g(x, u,w) + γmin
u′
Qhk(x′, u′)
)
, (3.16)
for every state-action pair. The next section introduces a model-free version of
value iteration called Q-learning.
Both DP methods store their optimal Q-values in a table with an entry for
each state-action pair. As a consequence, solving an RL problem with a high-
dimensional state or action space becomes computationally intractable. As a
result, DP is constrained by the available memory and time to compute a new
control policy.
3.4 Temporal difference learning
In contrast to DP algorithms, Temporal Difference (TD) algorithms learn
directly from interactions with their environment. TD algorithms do not require
a model of the transition function f , probability distribution pW and cost
function g. In general, TD methods can be divided into on-policy and off-policy
methods.
3.4.1 Q-learning: Off-policy TD control
One of the most established TD methods is Q-learning. In its simplest form
it starts with an empty Q-function and updates it without following a model
requiring tuples of the form (xt, ut, ct,xt+1). After each interaction, the Q-
function is updated as:
Q(xt, ut) = Q(xt, ut) + α
(
ct + γ min
u′
Q(xt+1, u′)−Q(xt, ut)
)
, (3.17)
where α ∈ (0, 1] is a learning rate and γ ∈ [0, 1] is the discount factor [41].
The TD term
(
ct + γ min
u′
Q(xt+1, u′)−Q(xt, ut)
)
is the difference between
the updated estimate of the optimal Q-function and the current estimate. Using
this update rule, the agent can update the Q-function of the current state and
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action. Under certain conditions, the authors of [55, 60] state that if all state-
action pairs are visited infinitely often, Q-learning asymptotically approaches
the optimal Q-values.
In practice, however, the performance of Q-learning strongly depends on the
chosen learning rate and exploration strategy. Several extensions for Q-learning
have been developed in the literature. For example, Q-learning can be combined
with eligibility traces to improve its data-efficiency and obtain relatively good
control policies within a reduced learning period [87]. Eligibility traces act as
temporary records of the occurrence of transitions, which allow the TD update
at the current step to also incorporate information about recently observed
transitions.
3.4.2 SARSA: On-policy TD control
In contrast to Q-learning, SARSA is an on-policy temporal difference learning
method. On-policy refers to the fact that the update of the Q-function depends
on the action the agent actually took in the visited state. The name SARSA
refers to the tuple required by the algorithm (xt, ut, ct,xt+1, ut+1) , i.e. State,
Action, Reward, next State, and next Action.
SARSA employs the following step to update the Q-function:
Q(xt, ut) = Q(xt, ut) + α
(
ct + γQ(xt+1, ut+1)−Q(xt, ut)
)
, (3.18)
where α ∈ (0, 1] is the learning rate and γ ∈ [0, 1] is a discount factor [41].
In contrast to Q-learning, SARSA includes the action taken in the next state
Q(xt+1, ut+1). Similarly to Q-learning, an exploitation strategy is needed to
ensure that all state-action pairs are visited. However, since the TD term of
SARSA uses the actual action taken by the agent, SARSA requires that the
exploration strategy asymptotically becomes greedy [61].
3.4.3 Exploration strategy
An important aspect of RL is achieving a balance between exploration
and exploitation, which is often referred to as “the exploration/exploitation
dilemma” [88]. On the one hand, the agent has to exploit its current control
policy in order to achieve a low cost. On the other hand, the agent has to
explore in order to find a possible better control policy in the future. Thus,
the agent has to try actions that appear initially sub-optimal to avoid being
trapped in a subset of the state-action space which may lead to a local, not
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global, minimum. The method used to balance exploration and exploitation is
called an exploration strategy. A detailed overview of exploration methods can
be found in [89]. The following paragraphs introduce two exploration strategies
used throughout the dissertation: ε-greedy and Boltzmann exploration.
ε-greedy strategy
Perhaps, the most popular exploration strategy is an ε-greedy strategy [62]:
u =
{
u ∈ arg min Q(x, u), with probability (1− ε), (3.19)
uniform random action in U , with probability ε, (3.20)
where the agent selects the best action with probability (1 − ε) or selects a
uniform random action with probability ε ∈ (0, 1). As such, the exploration
probability ε regulates the amount of exploration of the agent. The exploration
probability can be set to a constant value or can be expressed as a decreasing
function over time. An important advantage of an ε-greedy strategy is that it is
relatively easy to implement and works fine for most RL problems. Then again,
it is important to note that an ε-greedy strategy ignores information about
the quality of each action, i.e. it does not differentiate between not greedy
actions with different Q-values. One way to incorporate this information is
using Boltzmann exploration.
Boltzmann exploration strategy
A Boltzmann exploration strategy defines the probability of selecting an
action [90]:
p (u|x) = e
−Q(x,u)/τ
Σu′∈Ue−Q(x,u′)/τ
, (3.21)
where the parameter τ ≥ 0 controls the amount of exploration. The strategy
assigns probabilities for each action by considering the relative Q-value for each
action. As such, actions with the same Q-value have the same probability of
getting selected. In [54], the parameter τ is decreased during learning following
an harmonic sequence. Initially, this strategy states that all actions have an
equal probability of being selected. However, as τ decreases, the probability of
selecting the best action increases.
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3.5 Function approximators
A main restriction of the presented algorithms is that they rely on an exact
representation of the Q-function. For most real-world problems, however, the
state and action space can be high-dimensional, and an exact representation
in the form of a lookup table becomes no longer possible. To cope with this
restriction a Function Approximator (FA) must be used to estimate the value
function. In general, two major classes of FA can be identified: parametric and
non-parametric FA.
3.5.1 Parametric function approximators
Parametric FA define a mapping from a parameter space to a function space
they aim to represent. Their structure, i.e. number of parameters and type of
basis function, is fixed a priori, while parameters are tuned based on training
data.
Basis functions
Perhaps the most popular parametric FA used to approximate the Q-function
are state-dependent basis functions with discrete actions:
Q̂(x, uj) =
N∑
i=1
φi(x)θi,j . (3.22)
Here, a finite number of basis functions, φ1(x), . . . , φi(x) . . . , φN (x), are located
through the state space and the action space is discretized in a finite number
of actions, u1, . . . , uj , . . . , uK . Furthermore, the parameter vector θ contains
a value for each combination of a basis function and action. Linear FAs are
popular since they offer convergence guarantees to the learning process, under
certain assumptions [91, 92]. However, the set of value functions that can be
approximated is limited by the chosen function form of feature vector. This
means that considerable domain knowledge is needed to construct a useful
feature for the given problem. If no domain knowledge is available beforehand
for the given problem, it is advisable to use a non-parametric FA [73]. An
extensive description on linear parametric FA applied to RL can be found in [91]
and [93].
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Neural networks
A second widely-used FA in RL are neural networks [55]. A neural network
consists of a chain of one or more perceptrons. Perhaps the most popular method
for the supervised learning of a multi-layer perceptron is backpropagation,
presented by David E. Rumelhart [94] in 1986. Backpropagation calculates the
gradient of a loss function with respect to all the weights in the network. In
general, the method uses the chain rule to iteratively compute the gradients
for each layer. An extensive introduction on neural networks can be found in
“Neural networks for pattern recognition” by Christopher Bishop [95]. Although
neural networks were first introduced in the 1950s, the availability of fast (cheap)
hardware, large data set and recent advances, such as convolution networks [96]
and Long Short Term Memory (or LSTMs) [97], have made neural networks a
popular research topic within RL [98, 99].
3.5.2 Non-parametric function approximators
In contrast to parametric FA, non-parametric FAs avoid the problem of selecting
an appropriate set of basis functions since their structure is formed by the
training data. However, as the structure depends on the training data, it can
change during the training and thus it becomes hard to guarantee convergence.
Although no theoretical guarantees can be provided, convincing empirical results
have been obtained by combining non-parametric FA with RL [37].
Gaussian processes
In recent years significant research has been devoted to Gaussian processes
for solving RL problems [57, 100]. A Gaussian process represents a function
as a multivariate Gaussian distribution. In other words, Gaussian processes
model a function by viewing it as a realization of a random process. They
are specified by their mean function, their covariance function, describing the
temporal correlation of the function, and a set of hyperparameters, which can
be determined from sampled data. An important feature is that the dimension
of the covariance function grows with the number of data points. As a result,
they still face computational issues. An in-depth discussion on how Gaussian
processes can be used and how to manage their computational issues is found
in [101].
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Regression trees
Regression trees predict values of a target variable by learning simple decision
rules of the form if, then, else. A single decision tree combines several decision
rules in a tree structure. Each interior node of the tree is labelled with a decision
rule and each terminal node is labelled with a value. To produce a prediction
of the output variable corresponding to a given input value, the input value
is propagated through the tree structure. When the input value reaches the
terminal node, its value is used as a forecast of the input value. The main
advantage of decision trees is that the resulting algorithm of splitting nodes
is very fast and thus can be used on large data sets. In addition, decision
trees make no assumption about the problem under consideration making
them a popular method to estimate value functions amongst learning methods.
However, regression trees are expected to have a lower accuracy than other
non-parametric FA such as neural networks. This is mainly because of their
high variance, which means that the structure of the decision three strongly
depends on the training data. The most popular methods to construct trees
are the CART algorithm [102], tree bagging [103] and random forests [104] by
Breiman.
An interesting method to reduce the variance of regression trees is to use
randomization methods, introducing randomization into the learning algorithm
so as to produce an ensemble of strongly diversified models. The predictions of
these models are aggregated by a simple average. This work uses an ensemble
of extremely randomized trees as presented by Pierre Geurts [105] to estimate
the Q-function. An outline of this algorithm can be found in Appendix B.
3.6 Batch reinforcement learning
In contrast to online methods, such as Q-learning and SARSA, batch RL
techniques employ a set of transitions or batch to compute the Q-function.
Batch RL algorithms have the advantage that they are more data-efficient
and stable compared to standard Q-learning and SARSA [71]. The idea of
batch RL algorithms is to speed up convergence by not only using the current
state transition, but replaying the p previous transitions {(xk, uk, ck,xk+1)|k =
1, . . . , p}. This section introduces the two most widely used batch RL techniques:
experience replay and fitted Q-iteration.
Algorithm 1 gives a general overview of how a batch RL technique can be used
with ε-greedy. A batch RL technique can be used to compute a new control
policy every time a new transition (xk, uk,xk+1, ck) is added to F . However,
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Algorithm 1 Batch reinforcement learning approach using ε-greedy.
Input: empty batch F = ∅, number of episodes M , finite horizon T ,
1: start state xk, exploration probabilities {εe}Me=1, k = 0
2: for e = 1, . . . ,M do
3: for t = 1, . . . , T do
4: k = k + 1
5: if U(0, 1) ≤ (1− εe) then
6: uk ∈ min
u
Qk(xk, u)
7: else
8: select uniform action from U
9: end if
10: xk+1 = f(xk, uk,wk) B Observe new state
11: ck = g(xk, uk,wk) B Observe cost
12: F = F ∪ {(xk, uk,xk+1, ck)}
13: end for
14: Q← UseBatchReinforcementLearningTechnique(F)
15: end for
for practical reasons it is assumed that the batch RL technique computes a new
control policy every T time steps.
Experience replay
The idea of batch RL is built on the concept of experience replay. The authors
of [69] demonstrate how two temporal difference learning methods: Q-learning
and SARSA, can be combined with experience replay. Recall that standard
temporal difference learning methods (even eligibility traces) discard the current
data tuple (xk, uk,xk+1, ck) after each time step k. However, the update made
to the Q-value in the current state-action pair (xk, uk) may also influence the
Q-values of the state-action pairs in the previous time-step. As such, Q-learning
needs more interactions to propagate already known information through the
state-action space in reverse order along the trajectories [71]. To overcome this
issue, experience replay allows an agent to store and replay past experiences
every time the Q-function is updated [72]. As a result, experience replay is able
to speed up the convergence time of conventional temporal difference learning
methods such as Q-learning and SARSA.
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Stability issues
Although online methods have strong theoretical properties, in practice, they
may require extensive experience of the engineer to work properly, i.e. they
require tuning of the learning rate and exploration strategy. The authors
of [106] state that these stability issues are related to the interdependence of
the errors made by the dynamic programming step (i.e. adding immediate cost
and approximated value of the next state) and the function approximation step
(storing the new value). To overcome these stability issues, kernel-based RL and
fitted Q-learning decouple the dynamic programming step from the function
approximation step.
Kernel-based reinforcement learning
In [70], Ormoneit and Sen propose kernel-based RL combining the idea of
experience replay, decoupling of approximation and updates, and kernel-based
FAs. They provide theoretical convergence and consistency properties of the
proposed method, such that the method converges to an optimal policy as
more experiences are added to the algorithm. The kernel-based RL framework
makes it possible to take full advantage of the generalization capabilities of any
regression algorithm [37]. Despite its strong theoretic properties its application
is hindered by its high computational complexity [107].
Fitted Q-iteration
Perhaps the most popular batch RL method is fitted Q-iteration by Damien
Ernst [37]. An overview of the fitted Q-iteration algorithm can be found in
Algorithm 2.
In general, fitted Q-iteration starts with a fixed batch of tuples F :
F = {(xl, ul,xl+1, cl)}#Fl=1, (3.23)
where cl and xl+1 are the resulting cost and next state when the action ul is
taken in the state xl.
The algorithm iteratively builds a training set Treg with all state-action pairs
(xl, ul) in F as input. The target values QN,l consist of the corresponding cost
values g(x, uph) and the optimal Q-values, based on the approximation of the
Q-function of the previous iteration, for the next state:
QN,l ← cl + min
u∈U
Q̂N−1(x′l, u). (3.24)
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Algorithm 2 Fitted Q-iteration [37].
Input: F = {(xl, ul,x′l, cl)}#Fl=1, T
1: let Q̂0 be zero everywhere on X × U
2: for N = 1, . . . , T do
3: for l = 1, . . . ,#F do
4: QN,l ← cl + min
u∈U
Q̂N−1(x′l, u)
5: end for
6: use regression to obtain Q̂N from
Treg = {((xl, ul), QN,l) , l = 1, . . . ,#F}
7: end for
Output: Q̂∗ = Q̂T
BatchEnvironment
Online Offline
Compute
Q-function
Function
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Strategy
Figure 3.3: Online and oﬄine part of Fitted Q iteration [99]. The batch of data
samples is increasing by means of Boltzmann exploration.
As a finite horizon problem with T control periods is considered, Algorithm 2
needs T iterations until the Q-function contains all information about the future
costs. For N = 1 (first iteration), the Q-values in the training set correspond
to their immediate cost QN,l ← cl (line 4 in Algorithm 2). In the subsequent
iterations, Q-values are updated using the value iteration based on the Q-
function of the previous iteration.
In principle, any FA, such as a neural network [99], can be applied in combination
with fitted Q-iteration. Because of its robustness and fast calculation time,
an ensemble of extremely randomized trees [37] is used to approximate the
Q-function. However, since the ensemble of extremely randomized trees builds a
new tree structure within each iteration (counter N in Algorithm 2) it becomes
hard to prove convergence [37]. A theoretical proof on the convergence of fitted
Q-iteration using an ensemble of extremely randomized trees with a frozen tree
structure can be found in [37].
An outline of how fitted Q-iteration can be used online in a “growing” batch
setting can be seen in Figure 3.3.
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3.7 Example
The example demonstrates how the previously mentioned techniques can be used
to find a control policy for the space heating agent introduced in Section 3.1.
The objective of the agent is to minimize the cost of electricity of a heat
pump for space heating. The minimum and maximum temperature constraints
are set to 20◦C and 23.5◦C (Figure 3.4). Moreover, it is assumed that the
outside temperature is identical for each day and internal heat gains and solar
irradiance are neglected. Since Q-learning and SARSA require no model of
the cost function, it is assumed that the price profile is identical for each day:
λt = B + A sin(t/C) for t = 1, . . . , 96, with B = 20, A = 15 and C = 6.
A simplified first-order equivalent thermal parameter is used to calculate the
indoor air temperature. The parameters of the model equations are: Ua = 100
W/°C; Ca = 6 MJ/°C; Hm = Cm = 0; and µcop = 3. A detailed description of
the model equations and the backup controller can be found in Appendix A.1.
At each time step, the agent uses an ε-greedy exploration strategy to select a
control action. The exploration probability is defined by εd = 1/d, with d the
current day. The state x of the system is given by (t, Tin) with t the current
quarter hour and Tin the indoor temperature. The action space of the agent
is given by X = {0, 1}, with 0 OFF and 1 ON. At each time step t, the agent
receives a cost ct = λtupht , where λt is the current price and u
ph
t the actual
consumed power defined by the backup controller.
Optimal solution
Figure 3.4 presents a near-optimal solution obtained with the value iteration
algorithm after 100 iterations (Section 3.3.2). The top plot depicts the minimum
and maximum temperature constraints, optimal indoor temperature, and price
profile. The bottom plot depicts the optimal policy, where black areas represent
the action ON, and white OFF. Note that value iteration requires a description
of the transition function f to compute the Q-function (3.16).
Temporal difference learning
Figure 3.5 presents the simulation results of Q-learning and SARSA for different
learning rates. It can be seen from this figure that the performance of both
methods strongly depends on the used learning rate. Moreover, they require
approximately 150 to 200 days to find a stable near-optimal solution, which is
unacceptable for a real-world demand response application. Note that a result
lower than 1 can be explained by the fact that the objective is calculated daily
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Figure 3.4: Optimal results using dynamic programming.
and that the initial conditions at the start of each day depend on the results of
the previous day.
Batch reinforcement learning
Figure 3.6 presents the simulation results of experience replay and fitted Q-
iteration. The simulation results indicate that experience replay is less dependent
on the learning rate and able to obtain a stable near-optimal policy after 125
to 150 days. In contrast, fitted Q-iteration was able to obtain a near-optimal
policy after approximately 15 to 20 days.
Discussion
The result of the above example indicates that Q-learning, SARSA and
experience replay require at least 100 days to obtain near-optimal policies,
what is unacceptable for a real-world application. Fitted Q-iteration, however,
is able to obtain a stable near-optimal policy after 15 to 20 days, what is a
promising result for real-world applications. However, the following challenges
still need to be tackled:
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• How to exploit information about the model of the exogenous information
in fitted Q-iteration? For example, in a real-world setting the price
vector λ changes daily and forecasts of the outside temperature and solar
irradiance are available.
• How to extract a relevant state vector, when part of the state cannot be
measured or when the state is high-dimensional?
• How to exploit prior knowledge about the shape of the policy to speed
up the convergence of fitted Q-iteration and thus require less interactions
with the environment?
• How to compute a day-ahead schedule, which is required to participate in
the day-ahead electricity market, in a model-free setting?
3.8 Conclusions
This chapter has introduced a number of basic concepts related to Dynamic
Programming (DP) and reinforcement learning. DP techniques, such as policy
iteration and value iteration, require a model of the system dynamics to construct
an optimal control policy. In contrast, reinforcement learning methods need no
model equations and can learn a control policy based on transitions from the
environment. As such, these methods explore their environment by selecting
actions following an exploration strategy and observe the resulting effect of their
actions in the form of a costs and next states. It is the number of interactions
with their environment that these methods require to obtain a good control
policy that determines their practicality for demand response.
To overcome the reliance on an exact representation of the value-function, two
main classes of Function Approximators (FAs) have been discussed: parametric
and non-parametric FAs. Selecting an appropriate FA for a given problem is
of critical importance. Given that non-parametric FAs do not require prior
knowledge, a non-parametric FA, i.e. an ensemble of extremely randomized
trees, has been selected in this work. Although an ensemble of extremely
randomized trees is expected to underperform compared to other methods, such
as neural networks, the method is computationally fast, can handle large data
sets, and is relatively robust towards its parameter settings.
The application of Q-learning, SARSA, experience replay and fitted Q-iteration
has been demonstrated using a simplified demand response application. The
results of this example have indicated that standard temporal difference learning
methods and experience replay require approximately 100 to 150 days to obtain
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reasonable policies. In contrast, fitted Q-iteration was able to obtain near-
optimal results within 15 to 20 days, which is a promising result for the
application of demand response at the residential level.
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Figure 3.5: Solution of a model-based strategy (Optimal). Mean daily cost and
standard deviation of 100 simulation runs for 365 days using a, Q-learning and
b, using SARSA for different learning rates (α).
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Chapter 4
Demand response using batch
reinforcement learning
Building upon the theoretical framework presented in Chapter 3 and inspired by
recent advances in reinforcement learning, this chapter proposes four model-free
algorithms tailored to demand response. The first algorithm demonstrates how a
well-established batch reinforcement learning method, fitted Q-iteration, can be
extended to work in a demand response setting. Generally, reinforcement
learning algorithms require no prior knowledge about their environment.
However, given that for some applications general insights about the control
policy can be easily obtained, a policy adjustment method is provided. A
third algorithm demonstrates how a feature extraction technique can be used to
mitigate the “curse of dimensionality” associated with large state spaces. Finally,
a model-free Monte Carlo method is presented to bridge the gap between the
closed-loop control policy obtained with a reinforcement learning technique and
the open-loop control policy required to participate in the day-ahead electricity
market. These methods are validated in a simulation environment in Chapter 5
and in a lab environment in Chapter 6.
4.1 Introduction
The chapter starts with a general description of the building blocks of the
proposed model-free framework (Figure 4.1). In this figure, the gray building
blocks correspond to the learning agent and the white building blocks correspond
to the environment of the learning agent.
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4.1.1 Learning agent
The combination of learner and decision-maker is called the learning agent.
Everything outside the learning agent is called the environment. The goal of
the learning agent is to find a control policy that minimizes its future cost
over a fixed horizon. This work explores four cost functions relevant to smart
grids: dynamic pricing, day-ahead scheduling, energy saving and tracking. The
next paragraphs give a short description of the four building blocks of the
learning agent. Observe that in the proposed approach, the learning algorithm,
expert policy adjustment and feature extraction, are executed oﬄine, while the
exploration is executed online. A more detailed description of the underlying
algorithms is provided in the remainder of this chapter.
Feature extraction
At each time step, the learning agent measures the (partial) state of its
environment. Before this information is sent to the learning algorithm, the
learning agent can apply feature extraction [108]. This feature extraction
step can have two functions namely to extract hidden state information or
to reduce the dimensionality of the state vector. For example, in case of a
heat-pump based HVAC system, this step can be used to extract a feature that
represents the hidden state information, i.e. the temperature of the building
envelope. Alternatively, a feature extraction mapping can be used to find a
low-dimensional representation of the sensory input data. For example, in
case of an electrical water heater, the observed state vector consists of the
temperature sensors installed along the hull of the buffer tank. When the
number of temperature sensors is large, it can be interesting to map this high-
dimensional state vector to a low-dimensional feature vector. This mapping
can be the result of an auto-encoder network [40] or principal component
analysis [109]. For example in [110], Curren et al. indicate that when only a
limited number of observations are available, a mapping to a low-dimensional
state space can improve the convergence of the learning algorithm.
Learning algorithm
At the start of each optimization horizon, the learning agent uses a learning
algorithm to find a control policy for the next day. Section 4.3.1 demonstrates
how a popular batch Reinforcement Learning (RL) technique, fitted Q-iteration,
can be extended to incorporate a forecast of exogenous weather data, such as
outside temperature or solar irradiance.
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Expert policy adjustment
RL approaches require no prior information about their environment, however,
for some demand response applications general insights of the shape of the control
policy can be easily obtained. In Section 4.3.2, an expert policy adjustment
method is introduced to improve the quality of the control policy and speed up
the learning process by incorporating these insights.
Exploration strategy
At each time step, the learning agent applies an exploration strategy to collect
new tuples that are added systematically to the given batch of tuples. The aim
of this strategy is to achieve a balance between exploration and exploitation,
where exploration attempts to discover new tuples that may lead to better
results and exploitation uses current knowledge. For a detailed description of
two established exploration strategies, see Section 3.4.3.
4.1.2 Environment
It is assumed that all flexible devices are equipped with a backup controller that
guarantees the comfort and safety settings of its users. The backup controller is
a built-in overruling mechanism that turns the device ON or OFF depending
on the current state and a predefined switching logic. For example, in case
of an HVAC system, the comfort settings are defined by the upper and lower
temperature bounds set by the consumer. In case of an electric water heater, the
minimum temperature bound is set to limit the risk of Legionella contamination
and the maximum is set to limit the risk of scalding [111]. The operation and
settings of the backup controller are assumed to be unknown to the learning
agent. However, the learning agent can measure the resulting action of the
backup controller, i.e. the actual consumed energy (dashed arrow in Figure 4.1).
4.2 Markov decision process formulation
The next three subsections give a formal description of the state space, the
backup controller, and the cost function tailored to demand response.
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4.2.1 State
Following the notational style of [112], the state space X is spanned by a
time-related Xt, a controllable Xph, and an uncontrollable component Xex:
X = Xt ×Xph ×Xex. (4.1)
Time-related component
The time-related component Xt describes the part of the state space related to
timing, i.e. it carries timing information relevant for the system dynamics:
Xt = Xqt ×Xdt with Xqt = {1, ..., 96} , Xdt = {1, ..., 7} , (4.2)
where xqt ∈ Xqt denotes the quarter in the day and xdt ∈ Xdt the day in the week.
The rationale behind this definition is that most consumer behavior tends to be
repetitive and tends to follow a diurnal and weekly pattern [20, 113]. Extending
the time-related component with for example a seasonal indicator can be done
at little extra cost.
Controllable component
The controllable component Xph represents the physical state information
related to the quantities measured locally and influenced by the control actions,
e.g. the indoor air temperature or the state of charge of an electric water heater:
xph ∈ Xph with xph < xph < xph, (4.3)
where xph and xph denote the lower and upper bounds, set to guarantee the
comfort and safety of the end user.
Uncontrollable component
The state description of the uncontrollable state is split in two components:
Xex = Xphex ×Xcex. (4.4)
where Xphex denotes the uncontrollable exogenous state component having an
impact on the physical dynamics and Xcex denotes the one needed to calculate
the cost.
The Markovian property, discussed in Section 3.1, states that the future state
of the system can only depend on the current one. As such, if the random
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disturbance at time step k+ 1 is independent of the random disturbance at time
step k, there is no need to include an uncontrollable exogenous state component
in the state. However, most physical processes, such as the outside temperature
and solar irradiance, exhibit a certain degree of temporal autocorrelation, where
the conditional outcome of the next state depends on the current and past
observations:
xphex,k+1 = p
(
·|xphex,k, . . . ,xphex,k−n+1
)
, (4.5)
where n denotes the degree of temporal autocorrelation and xphex,k ∈ Xphex
the observable exogenous information that has an impact on the physical
dynamics and that cannot be influenced by the control actions. Therefore, it is
advisable to include past information of the uncontrollable component in the
state space description. In the remainder of this work, a first-order correlation
of the uncontrollable component is assumed, including xphex,k in the state vector.
Observe that in most real-world applications of RL, not all exogenous state
information can be measured by the agent. For example, in case of an HVAC
system, it is assumed that the internal heat gains, caused by end users and
appliances, are unobservable exogenous state components, which cannot be
included in the state vector.
The second uncontrollable component xcex ∈ Xcex has no direct influence on the
dynamics, but contains information to calculate the cost ck. It is assumed that
a deterministic forecast of the uncontrollable state information related to the
cost xˆcex and related to the physical dynamics, i.e. outside temperature and
solar irradiance, xˆphex is provided at the start of each day.
4.2.2 Action
It is assumed that each flexible appliance is equipped with a backup mechanism
that guarantees comfort and safety constraints of the consumer. The backup
function B : X × U −→ Uph maps the requested control action uk ∈ U taken
in state xk to a physical action uphk ∈ Uph:
uphk = B(xk, uk,κ), (4.6)
where vector κ contains the comfort and safety settings of the end user. The
settings of the backup function B are unknown to the learning agent, but
the resulting action uphk can be measured (dashed arrow in Figure 4.1). Note
that the function B is not just an overruling mechanism but also the physical
translation of a control action to the physical quantity relevant to calculate the
cost.
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Figure 4.2: Day-ahead scheduling procedure.
4.2.3 Cost
In [62], Sutton and Barto assume that a description of the cost function is
unknown and that the cost function is of the form g(x, u,w). In most demand
response applications, however, it is assumed that the cost function is given a
priori and of the form g(x, uph). Note, the cost function is independent of w, as
it is assumed to be deterministic. In the remainder of this work, the following
four cost functions are used.
I. Dynamic pricing
In the dynamic pricing scenario an external price profile {xˆck,ex}Tk=1 is known
deterministically at the start of the optimization horizon. The cost function is
given by:
ck = uphk xˆ
c
k,ex, (4.7)
where xˆck,ex is the electricity price at time step k expressed in [e/kWh] and u
ph
k
is the measured electricity consumption during control period k expressed in
[kWh].
In dynamic pricing, the agent can postpone selecting action uk until the last
possible moment (time step k) when the current state xk is known, taking
advantage of information that becomes available between time steps 1 and k.
Thus, the aim of the agent is to find a closed-loop control policy that maps all
possible future state to a control action:
u = h(x), ∀x ∈ X. (4.8)
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II. Day-ahead scheduling
The second optimization objective is to determine a day-ahead schedule and
to follow this schedule during operation. The cost of the day-ahead schedule
should be minimized based on day-ahead electricity prices. In addition, any
deviation between the planned consumption and actual consumption should be
avoided. As such, the cost function can be written as:
ck = uk∆t xˆck,ex + α
∣∣∣uk∆t− uphk ∣∣∣ , (4.9)
where uk is the control action made in the day-ahead market expressed in [kW],
uphk is the physical or measured electricity consumption expressed in [kWh], xˆck,ex
is the forecasted day-ahead price expressed in [e/kWh] and α > 0 is a penalty.
The first part of (4.9) is the cost of buying energy in the day-ahead market. The
second part penalizes the deviation between the day-ahead schedule and the
actual consumption. In contrast to the first cost function, finding a day-ahead
schedule requires solving an open-loop control problem.
In day-ahead scheduling, the goal is to select a day-ahead schedule PDA =
[u1, . . . , uT ] at once, without waiting to see the subsequent states. Figure 4.2
shows a general outline of a day-ahead electricity market, where an agent has
to submits its day-ahead schedule during day d − 1 for the following day of
operation d. As can be seen in this figure, the control action selected during the
day of operation PDA(t) is independent of xt and only depends on the current
time t. Therefore the aim of the agent is to find an open-loop control policy of
the form:
ut = h(t,x1), t ∈ {1, . . . , T}, (4.10)
with x1 the initial state.
III. Energy saving
The aim of this objective is to minimize the total electricity consumption of a
flexible load. This can be achieved by the following cost function:
ck = uphk + αk, (4.11)
where αk represents a penalty for violating the comfort constraints, which helps
to enforce the comfort constraints.
A popular method to reduce the electricity of a heat-pump based HVAC
system is setting back the thermostat by relaxing the comfort settings when
consumers are not at home. Most heat-pump systems, however, have a less
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Figure 4.3: Set-back strategy of a heat pump with auxiliary heating element.
efficient auxiliary heating element to supplement the heat pump when the indoor
temperature drops below the comfort settings of the end user. Setting back the
comfort settings can only reduce the electricity consumption under the condition
that it can avoid activating the auxiliary heating. As a consequence, the U.S.
Department of Energy recommends a constant temperature set point for heat
pumps with an auxiliary heating element, since setting back the temperature
constraints can activate the less efficient heating element [114]. For a detailed
description of the backup controller of a heat pump with an auxiliary heating
element and a set-back strategy, see Appendix A.1.2.
For example, the set-back strategy in Figure 4.3 relaxes the indoor temperature
from 7 h to 17 h. It can be seen that the first agent correctly anticipates the
comfort bounds at 17 h and begins to heat the building in normal heat-pump
operating mode (point A). The second agent postpones heating until point B
and triggers the electric auxiliary heating to switch on in point C. As a result
of the activation of the less efficient auxiliary heating element, the second agent
consumes more energy than the recommended constant temperature set-point
strategy.
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IV. Tracking
In a tracing objective, the agent tries to minimize the total quadratic deviation
between its power consumption and a given reference signal, achieved by the
cost function:
ck = (uphk − xˆck,ex)2, (4.12)
where uphk is the physical action defined by the backup controller (4.6) and
xˆck,ex is the reference signal. This reference signal can be a renewable energy
forecast [30, 34] or day-ahead tracking signal [115, 116]. By penalizing the
quadratic residues between the controllable power consumption and the reference
signal, the objective minimizes large residues more than small residues and
thus shaves peaks from this residue, which may lead to a cost minimization
since costs related to the distribution grid and generation are often regarded as
non-linear.
4.3 Algorithms
This section introduces the four main algorithms of this work: extended fitted
Q-iteration, expert policy adjustment, feature selection, and model-free Monte
Carlo.
4.3.1 Extended fitted Q-iteration
Section 3.6 introduced fitted Q-iteration as presented by Ernst et al. in [37]. This
subsection demonstrates how fitted Q-iteration can be extended to the situation
when a forecast of the uncontrollable component is provided (Algorithm 3).
The proposed algorithm is relevant for demand response applications influenced
by exogenous weather data, such as heat pumps for space heating and air
conditioning units.
Typically, batch RL techniques start with a batch of tuples of the form:
F = {(xl, ul,x′l, cl)}#Fl=1. (4.13)
However, for most demand response applications the cost function g is given
a priori and of the form g(xˆcl,ex, u
ph
l ). Moreover, it is assumed that the price
profile changes daily. Therefore, this work starts with a batch of tuples of the
form:
F = {(xl, ul,x′l, uphl )}#Fl=1, (4.14)
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Algorithm 3 Fitted Q-iteration using a forecast of the exogenous data
(extended FQI).
Input: F = {(xl, ul,x′l, uphl )}#Fl=1, {(xˆphl,ex, xˆcl,ex)}#Fl=1, T
1: let Q̂0 be zero everywhere on X × U
2: for l = 1, . . . ,#F do
3: xˆ′l ← (xq ′l,t , xd ′l,t ,x ′l,ph, xˆph ′l,ex ) B replace the observed exogenous part
of the next state xph ′l,ex and by its forecast xˆ
ph ′
l,ex
4: end for
5: for N = 1, . . . , T do
6: for l = 1, . . . ,#F do
7: cl ← g(xˆcl,ex, uphl )
8: QN,l ← cl + min
u∈U
Q̂N−1(xˆ′l, u)
9: end for
10: use regression to obtain Q̂N from
Treg =
{
((xl, ul) , QN,l) , l = 1, . . . ,#F
}
11: end for
Output: Q̂∗ = Q̂T
where each state is given by:
xl = (xql,t, x
d
l,t,xl,ph,x
ph
l,ex), (4.15)
and F contains only past observations of each state component.
Suppose that at the start of each day the agent is provided with the following
information:
{(xˆphl,ex, xˆcl,ex)}#Fl=1, (4.16)
which contains a forecast of the exogenous information, having an impact on
the physical dynamics xˆphl,ex, e.g. a forecast of the outside temperature, and a
forecast of the exogenous information required to calculate the cost xˆcl,ex. The
following two paragraphs demonstrate how this information can be integrated
in fitted Q-iteration.
Forecast of the exogenous information related to the cost
Instead of using the cost values of the previous observations, Algorithm 3
recomputes the cost of each tuple in F using the new forecast of the price (line 7
in Algorithm 3). As such, Algorithm 3 can reuse past tuples even when prices
change daily.
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Forecast of the exogenous information related to the physical dynamics
To include a forecast of the exogenous information related to the physical
dynamics, Algorithm 3 replaces x′l with:
xˆ′l =
(
xq ′l,t , x
d ′
l,t ,x
′
l,ph, xˆ
ph ′
l,ex
)
, (4.17)
where the observed exogenous information xph ′l,ex is replaced by its forecast
xˆph ′l,ex (line 3 in Algorithm 3). Observe that Algorithm 3 uses next states that
contain information on the forecasted exogenous data, whereas standard fitted
Q-iteration (Agorithm 2) uses next states that contain past observations of the
exogenous data. By replacing the observed exogenous part of the next state
by its forecast, the Q-function of the next state assumes that the exogenous
information follows its forecast. In other words, the Q-value of the next state
becomes biased towards the provided forecast of the uncontrollable exogenous
data.
4.3.2 Expert policy adjustment
Inspired by [39], this subsection demonstrates how expert knowledge about
the monotonicity of the policy can be exploited to regularize it. The method
enforces monotonicity conditions by using convex optimization to approximate
the policy, where expert knowledge is included in the form of extra constraints.
These constraints can result directly from an expert or from a model-based
solution. Expert policy adjustment can be used to correct or adjust policies
obtained with batch RL. For example, when the batch F contains only a limited
number of tuples the expert policy adjustment method can be used to improve
the quality of the control policy. Expert policy adjustment is especially relevant
for demand response applications where this may result in faster learning, i.e.
less interactions with the environment are needed.
Monotonicity
Following the notation introduced in [39], a policy h is considered monotonic
along the dth dimension if and only if, for any pair x ∈ X, x¯ ∈ X of states that
fulfill:
xd ≤ x¯d, (4.18)
xd′ = x¯d′ , ∀d′ 6= d, (4.19)
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the policy satisfies:
δmon,d h(xd) ≤ δmon,d h(x¯d), (4.20)
with X spanned by:
X = [xmin,1, xmax,1]× · · · × [xmin,D, xmax,D] , (4.21)
where xmin,d and xmax,d ∈ R and xmin,d < xmax,d, for d = 1, . . . , D. If δmon,d =
−1 then h is said to be decreasing along dimension d, whereas if δmon,d = 1, h
is increasing.
Triangular membership functions
In order to define a convex optimization problem, a fuzzy model with triangular
membership functions [73] is used to approximate the policy. The centers
of the triangular membership functions are located on an equidistant grid
with N membership functions along each dimension of the state space. This
partitioning leads to ND state-dependent membership functions for each action.
The parameter vector θ∗ that approximates the original policy can be found by
solving the following least-squares problem:
θ∗ ∈ arg min
θ
#F∑
l=1
(
[F (θ)](xl)− ĥ∗(xl)
)2
,
s.t. expert knowledge
(4.22)
where F (θ) denotes an approximation mapping of a weighted linear combination
of a set of triangular membership functions φ and [F (θ)](x) the policy F (θ)
evaluated at state x:
[F (θ)](x) =
n∑
l=1
φl(x)θl = φT (x)θ. (4.23)
Let ĥ∗ be the policy obtained by solving (3.7), given the Q-function obtained
by Algorithm 3.
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The triangular Membership Functions (MFs) for each state variable xd, with
d ∈ {1, . . . ,dim(X)} are defined as:
φd,1(xd) = max
(
0, cd,2 − xd
cd,2 − cd,1
)
,
φd,i(xd) = max
[
0,min
(
xd − cd,i−1
cd,i − cd,i−1 ,
cd,i+1 − xd
cd,i+1 − cd,i
)]
,
φd,Nd(xd) = max
(
0, xd − cd,Nd−1
cd,Nd − cd,Nd−1
)
,
for i = 2, . . . , Nd − 1. The centers of the MFs along dimension d are denoted
by cd,1, . . . , cd,Nd which must satisfy: cd,1 < · · · < cd,Nd . These centers are
chosen equidistant along the state space in such a way that xd ∈ [cd,1, cd,Nd ] for
d = 1, . . . ,dim(X).
Constraints
The fuzzy approximation of the policy enables us to add expert knowledge to
the policy in the form of convex constraints of the least-squares problem (4.22),
which can be solved using a convex optimization solver [117, 118]. Using the
same notation as in [39], monotonicity conditions along the dth dimension of
the state space can be enforced:
δd[F (θ)](xd) ≤ δd[F (θ)](x′d), (4.24)
for all state components xd ≤ x′d along the dimension d. Once ĥ∗ is found, the
adjusted policy ĥ∗exp, given this expert knowledge, is given by:
ĥ∗exp(x) = [F (θ∗)](x). (4.25)
4.3.3 Feature selection
Learning in a high-dimensional state space requires more observations from the
environment to estimate the Q-function, as more tuples are needed to cover the
state-action space. This is known as the “Bellman’s curse of dimensionality” [53].
This curse becomes even more pronounced in practical applications where each
observation corresponds to a “real” interaction with the environment. A popular
approach to mitigate its effects is to reduce the dimensionality of the state
space during a pre-processing step [54, 55]. A well-established technique to
find a compact representation is to manually extract a feature based on expert
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W1,W2
∑#F
l=1 ‖x
ph
l
− x̂ph
l
‖
xph x̂ph
z
encoding decoding
W1 W2
Φenc : X → Z Φdec : Z → X̂
Figure 4.4: Sketch of an auto-encoder network.
knowledge [55]. Alternative solutions that do not require expert knowledge
are unsupervised feature learning algorithms, such as auto-encoders [40] or
a principal component analysis [110]. This subsection demonstrates how an
auto-encoder network can be used to find a low-dimensional feature vector.
Auto-encoder network
An auto-encoder network is a neural network that maps its output back to its
input (Figure 4.4). By selecting a lower number of neurons in the hidden layer
than the input layer, the auto-encoder can be used to reduce the dimensionality
of the input data. The feature vector zl is given by:
zl = (xtl , z
ph
l ), (4.26)
with
zphl = Φenc(x
ph
l ,W ), (4.27)
where W denotes the weights connecting the input layer and the middle layer.
The function Φenc : X → Z is an encoder function and maps the observed state
vector xphk to the feature vector z
ph
k . To train the weights of the auto-encoder,
a conjugate gradient descent algorithm [119] is used.
Instead of applying a batch RL method on F , it is applied on the reduced batch:
R = {(zl, ul, z′l, uphl ), l = 1, . . . ,#R}, (4.28)
with zl ∈ Z ⊂ Rp the feature vector and Z is the feature space with p < d.
Since the auto-encoder is applied on the input data of the supervised learning
algorithm, all input data is assumed equally important. As such, it is possible
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Algorithm 4 Batch RL with state reduction using an auto-encoder [40].
Input: empty batch F = ∅, auto-encoder function Φenc with initial random
W1, batch reinforcement learning technique, exploration strategy, D, T ,
initial state x1, initialize Q̂1 to zero, k = 1
1: for 1 to D do
2: for 1 to T do
3: zk = Φenc(xk,Wd)
4: apply exploration strategy using zk and Qd to obtain uk
5: observe new state xk+1 and physical action uphk
6: F = F ∪ {(xk, uk,xk+1, uphk )}
7: k = k + 1
8: end for
9: train auto-encoder on F to obtain R and Wd+1
10: apply batch reinforcement learning technique using R to obtain Q̂d+1
11: end for
that we ignore low-variance yet potentially useful components during the learning
process. A possible route of future work would be to add a regularization term
to the regression algorithm of the supervised learning algorithm to prevent the
risk of overfitting without the risk of ignoring potentially important data.
4.3.4 Model-free Monte Carlo method
The extension of fitted Q-iteration, which is detailed in Section 4.3.1, estimates
the Q-function based on a batch of four-tuples F . Given this Q-function, a
closed-loop policy h can be found by solving (3.7) for every state in the state
space. This subsection demonstrates how to construct p open-loop control
policies by applying control policy h on the underlying control problem:
{(h(xl1), . . . , h(xlT ))}pl=1. (4.29)
Finding such a day-ahead schedule has a direct relation to two situations:
• a day-ahead market, where participants have to submit their day-ahead
schedule one day in advance of the actual consumption [120, 121, 122];
• a distributed optimization process, where two or more participants are
coupled by a common constraint, e.g. congestion management [116, 123,
124].
When a model of the system dynamics, cost function and the probability
distribution of the disturbances is available, a Monte Carlo generator can be
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used to generate a set of possible outcomes by applying the closed-loop control
policy on the given control problem. A (model-based) Monte Carlo generator
generates p trajectories by simulating the system from the starting state x1
using the policy h. However, as stated in Chapter 2, this assumption is not
valid in the batch mode setting made in this dissertation.
Inspired by [38], this subsection explains how to construct a day-ahead schedule,
i.e. an open-loop control policy, based on the Q-function using a model-free
Monte Carlo technique (Algorithm 5).
Artificial trajectories
The proposed method estimates the average return of a policy by synthesizing p
sequences of transitions of length T from F . The p sequences can be seen as a
proxy of the actual trajectories that could be obtained by simulating the policy
on the given control problem. As a stochastic setting is assumed, p needs to
be greater than 1. A sequence is grown in length by selecting a new transition
among the samples of not-yet-used one-step transitions. Each new transition is
selected by minimizing a distance metric with the previously selected transition
and the action resulting from the policy h at the previous transition.
Following the definition provided in [38], an artificial trajectory is defined as an
ordered sequence of T one-step transitions:
[(xl1 , ul1 ,x′l1 , u
ph
l1 ), . . . , (xlT , ulT ,x
′
lT , u
ph
lT
)], (4.30)
where
lt ∈ {1, . . . ,#F}, ∀t ∈ {1, . . . , T}. (4.31)
Figure 4.5 provides an example of an artificial trajectory induced by a control
policy h. It shows three observed sequences of transitions of length four of
a building climate control application. The algorithm starts in state x1 and
selects an action induced by h(x1). Using the distance metric ∆ in X × U , the
algorithm selects a transition whose state and action minimize the distance
metric: δ1 = ∆
(
(x1,xl1) , (h (x1) , ul1)
)
. In a following step, the algorithm
selects the next state of this transitions x′l1 and uses it to induce a new action
h(x′l1). This process is iterated until the artificial trajectory has length four.
Note that these observed sequences were obtained by different control policies
and that the artificial trajectory is synthesized by selecting transitions from
all three observed sequences. The next paragraph introduces two methods to
synthesize artificial trajectories based on a batch of observed transitions and
control policy.
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¯
T
T¯
x1 .
δ1
δ2
δ3
δ4
given: policy h, distance metric ∆
δ1 = ∆
(
(x1,xl1 ) , (h (x1) , ul1 )
)
δ2 = ∆
(
(x′
l1
,xl2 ), (h(x′l1 ), ul2 )
)
δ3 = ∆
(
(x′
l2
,xl3 ), (h(x′l2 ), ul3 )
)
δ4 = ∆
(
(x′
l3
,xl4 ), (h(x′l3 ), ul4 )
)
artificial trajectory:
[
(xl1 , ul1 ,x′l1 , u
ph
l1
), (xl2 , ul2 ,x′l2 , u
ph
l2
), (xl3 , ul3 ,x′l3 , u
ph
l3
), (xl4 , ul4 ,x′l4 , u
ph
l4
)
]
Figure 4.5: Synthesis of an artificial trajectory (gray) built from three observed
temperature trajectories.
Model-free Monte Carlo method
In [38], Fonteneau et al. propose the following distance metric in X×U :
∀(x,x′, u, u′) ∈ X2 × U2, ∆ ((x,x′) , (u, u′)) = ‖x− x′‖+ ‖u− u′‖, (4.32)
where ‖ · ‖ denotes the Euclidean norm. It is important to note that this
metric weighs each dimension of the state and action space equally. In order to
overcome specifying weights for each dimension, the following distance metric
is used:
|Q̂∗(xik, uik)− Q̂∗(xl, ul)|+ ξ‖xik − xl‖, (4.33)
where Q̂∗ is obtained by applying Algorithm 3 with cost function (4.9). The
state xik and action uik denote the state and action corresponding to the ith
trajectory at time step k. The control action uik is computed by minimizing the
Q-function Q̂∗ in xik (line 6). The next state x′li is found by taking the next
state of the tuple that minimizes this distance metric (line 8). The regularization
parameter ξ is a scalar that is included to penalize states that have similar Q-
values, but have a large Euclidean norm in the state space. When the Q-function
is strictly increasing or decreasing, ξ can be set to 0. The motivation behind
using Q-values instead of the Euclidean distance in X × U is that Q-values
capture the dynamics of the system and, therefore, there is no need to select
individual weights.
Once a tuple with the lowest distance metric is selected, it is removed from the
given batch (line 12) and thus it is assumed that pT < #F As a result, this
ensures that the p artificial trajectories are distinct and thus can be seen as p
stochastic realizations that could be obtained by simulating the policy on the
given control problem.
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Algorithm 5 Model-free Monte Carlo method using a metric based on the
Q-function.
Input: F = {(xl, ul,x′l, uphl )}#Fl=1, {(xˆphl,ex, xˆcl,ex)}#Fl=1, T , x1, p, ξ
1: G ← F
2: Apply Algorithm 3 with cost function (4.9), to obtain Q̂∗
3: for i = 1, . . . , p do
4: xi1 ← x1
5: for k = 1, . . . , T do
6: uik ← arg min
u∈U
Q̂∗(xik, u)
7: Gs ← {(xl, ul,x′l, uphl ) ∈ G|ul = uik}
8: H ← arg min
(xl,ul,x′l,u
ph
l
)∈Gs
|Q̂∗(xik, uik)− Q̂∗(xl, ul)|+ ξ‖xik − xl‖
9: li ← lowest index in G of the transitions in H
10: P ik ← uik
11: xik+1 ← x′li
12: G ← G\
{
(xli , uli ,x′li , u
ph
li )
}
Bdo not reuse tuple
13: end for
14: end for
Output: p artificial trajectories: [P 1k ]Tk=1, . . . , [P
p
k ]Tk=1
4.4 Discussion
Driven by recent advances in batch reinforcement learning, this chapter has
presented the main model-free algorithms of this dissertation. Due to the
efficient use of collected tuples and the stability of the learning process,
batch reinforcement learning techniques are specifically suited for practical
applications, such as residential demand response.
First, it is demonstrated, how fitted Q-iteration can be extended to incorporate
a forecast of the exogenous variables. This extension is particularly relevant for
applications, such as building climate control, that are influenced by exogenous
weather variables, such as the outside temperature and solar irradiance. In
addition, these forecasts are more or less readily available as result of a weather
service.
An expert policy adjustment method has been proposed to improve the quality
of the control policies by adding general insights about the shape of the control
policy. These insights on the shape of the control policy are independent of the
behavior of the end user or the physics of the application, but can be inferred
from basic physical laws of the underlying control policy.
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Finding a good representation of the state vector that is both compact and
sufficient is a challenging task. The common approach is to “handcraft” a
compact feature vector based on insights of the control problem. To this end,
an auto-encoder network was proposed to reduce the state vector obtained by
sensory input data.
The reinforcement learning techniques discussed in this work compute a closed-
loop control policy by estimating the value function or Q-function. However, in
order to participate in the day-ahead electricity market, it is required to submit
an open-loop control policy (or day-ahead schedule) to the market operator [120].
Generally, inferring such an open-loop schedule from a closed-loop control policy
requires a model of the system. Inspired by the work of Fonteneau et al. [38], a
model-free Monte Carlo method has been proposed to find such a day-ahead
schedule based on the Q-function without the requirement of a model.
Chapter 5
Simulation results
This chapter presents the simulation results using the algorithms proposed in the
previous chapter for two types of thermostatically controlled loads: an electric
water heater and a heat pump for space heating. The simulations are used to
analyze the performance of the proposed algorithms for three demand response
objectives, i.e. dynamic pricing, day-ahead scheduling and energy saving. Based
on the Markov decision process formulation of the previous chapter, a detailed
description of the state and control action is provided. In a first experiment,
extended fitted Q-iteration is applied to a heat-pump system for a dynamic
pricing and energy saving objective. A second experiment demonstrates how
the expert policy adjustment method can be used to improve the quality of the
control policies of an electric water heater. In order to mitigate the “curse of
dimensionality” associated with a large state space, a third experiment applies
a feature reduction technique to reduce the dimensionality of the sensor data of
an electric water heater. Finally, in a last simulation experiment, a model-free
Monte Carlo method is used to find an optimal day-ahead schedule of a heat
pump to participate in the day-ahead electricity market.
5.1 Introduction
This chapter demonstrates how the algorithms presented in the previous chapter
can be used to find a control policy for the space heating agent and electric water
heater agent introduced in Chapter 3 (Figure 3.1 and 3.2). A detailed description
of the system dynamics of both appliances can be found in Appendix A.
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5.2 Markov decision process formulation
This section describes the state definition of the electric water heater and the
heat pump used during the simulation experiments.
5.2.1 Electric water heater
It is assumed that the storage tank of the electric water heater is equipped with
ns temperature sensors. The full state description of the electric water heater
is defined as:
xk = (xqk,t, T
1
k , . . . , T
i
k, . . . , T
ns
k ), (5.1)
where xqk,t denotes the current quarter in the day and T ik the temperature
measurement of the ith sensor. Adding a seasonal and weekly state component
can be done at little extra cost, however, tuning the state vector is out of the
scope of this thesis.
The electric heating element of the electric water heater can be controlled with
a binary control action uk ∈ {0, umax}, where umax = 2.3 kW is the maximum
power. The physical action, measured by the agent, is defined as follows:
uph = B(xk, uk,κ), (5.2)
where xk is the state and κ contains the comfort and safety settings of the electric
water heater. For a description of the backup controller B, see Appendix A.2.3.
5.2.2 Heat pump
The heat-pump setup consists of two temperature sensors to measure the indoor
and outdoor air temperature and a pyranometer to measure the solar irradiance
on the exterior of the building envelope. The final state of the heat pump is:
xk = (xqk,t, Tk,in, Tk,out, Sk), (5.3)
where the controllable state component consists of the indoor air temperature
Tk,in and the uncontrollable state component contains the outside air
temperature Tk,out and the solar irradiance Sk. The internal heat gains, caused
by user behavior and electric appliances, cannot be measured and are excluded
from the state. A measurement of the solar irradiance is included in the state,
as solar energy transmitted through windows can significantly impact the indoor
temperature dynamics [125]. In order to have a practical implementation, the
temperature of the building envelope cannot be measured and it is consider a
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hidden state variable. A common approach to capture hidden state information
is to include past observations of the state in the state vector. This work
captures the impact of the building envelope by including a running average of
the past nr air temperatures in the state vector:
xk = (xqk,t, Tk,in,
∑k−1
i=k−nr Ti,in
nr
, Tk,out, Sk). (5.4)
The action space of the heat pump is discretized in ten equidistant steps,
uk ∈ {0, ..., umax}, where umax = 3 kW is the maximum power. The physical
action is defined as:
uph = B(xk, uk,κ), (5.5)
where xk is the state and κ contains the minimum and maximum temperature
constraints. For a description of the backup controller B, see Appendix A.1.2.
5.3 Simulation experiments
This section demonstrates the algorithms proposed in the previous chapter. The
first three simulation experiments use an ensemble of extremely randomized
trees [126] to approximate the Q-function. For a description of this function
approximator and its meta-parameters, see Appendix B.
5.3.1 Extended fitted Q-iteration
The following two paragraphs demonstrate Algorithm 3 for two optimization
objectives: dynamic pricing and energy saving.
Dynamic pricing
The goal of the first experiment is to compare the performance of Fitted
Q-Iteration (standard FQI) [37] to the performance of our extension of FQI
(extended FQI), given by Algorithm 3. The objective of the considered heating
system is to minimize the electricity cost of the heat pump by responding to an
external price signal. The electricity prices are taken from the Belgian power
exchange [120]. The minimum and maximum comfort settings of the heat-pump
thermostat are set to 19◦C and 23◦C. It is assumed that a forecast of the
outside temperature and of the solar irradiance is available. Since the goal
of the experiment is to assess the impact on the performance of FQI when
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a forecast is included, perfect forecasts of the outside temperature and solar
irradiance are assumed. The forecasts are provided to the learning agent at the
start of each optimization horizon, consisting of 96 control periods of 15′ each.
FQI controllers Both FQI controllers start with an empty batch F . At the
end of each day, they add the tuples of the given day to their current batch and
they compute a T -stage control policy for the next day. Both FQI controllers
calculate the cost value of each tuple in F (line 7 in Algorithm 3). As such, FQI
can reuse (or replay) previous observations even when the external prices change
daily. The extended FQI controller uses the forecasted values of the outside
temperature and solar irradiance to construct the next states in the batch. In
contrast, standard FQI uses observed values of the outside temperature and
solar irradiance to construct the next states in the batch. The observed state
information of both FQI controllers is defined by (5.4), where a handcrafted
feature is used to represent the temperature of the building envelope (nr set to
3).
During the day, both FQI controllers use an ε-greedy exploration strategy. This
exploration strategy selects a random control action with probability εd and
follows the policy with probability 1 − εd. Since more interactions result in
a better coverage of the state-action space, the exploration probability εd is
decreased on a daily basis, according to the harmonic sequence 1/dn, where
n is set to 0.7 and d denotes the current day. As a result, the agent becomes
more greedy, i.e. selects the best action given by the current Q-function, as
the number of tuples in the batch increases. A possible route of future work
could be to include a Boltzmann exploration strategy that explores interesting
state-action pairs based on the current estimate of the Q-function [54].
The exploration parameters and probabilities of both FQI and extended FQI
are identical. Moreover, identical disturbances, prices and weather conditions
are used in both experiments.
Results In order to compare the performance of the FQI controllers the
following metric is defined:
M = cfqi − cd
co − cd , (5.6)
where cfqi denotes the daily cost of the FQI controller, cd of the default controller
and co of the optimal controller. The metric M corresponds to 0 if the FQI
controller obtains the same performance as the default controller and corresponds
to 1 if the FQI controller obtains the same performance as the optimal controller.
The default controller is a hysteresis controller that switches on when the indoor
air temperature is lower than 19◦C and stops heating when the indoor air
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Figure 5.1: Simulation results using a dynamic pricing objective obtained with
an optimal controller (Optimal), Fitted Q-Iteration (FQI), extended FQI, and
a default controller (Default). The top plot depicts the performance metric M
and the bottom the cumulative electricity cost.
temperature reaches 20◦C. The optimal controller is a model-based controller
that has full information on the model parameters and has perfect forecasts of
all exogenous information. The optimal controller formalizes the problem as a
mixed integer problem and uses a commercial solver [117].
The simulation results of the heating system for a simulation horizon of 80
days are depicted in Figure 5.1. The top plot depicts the daily metric M ,
where the performance of the default controller corresponds to zero and the
performance of the optimal controller corresponds to one. The bottom plot
depicts the cumulative electricity cost of both FQI controllers, and of the default
and optimal controller. Note that M > 1 can be explained by the fact that M
is calculated daily and that the initial conditions at the start of each day are not
identical for all controllers. The average metric M over the simulation horizon
is 0.56 for standard FQI and 0.71 for extended FQI, which is an improvement
of 27%. The performance gap of 0.29 between extended FQI and the optimal
controller is a reasonable result given that the model dynamics and disturbances
are unknown, and that exploration is included.
This experiment demonstrates that fitted Q-iteration can be successfully
extended to incorporate forecasted data. Extended FQI is able to decrease the
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Figure 5.2: Cumulative energy plot of the default constant set-point strategy,
implemented set-back strategy and prescient set-back strategy for winter and
summer conditions and two building envelopes.
total electricity cost by 19% compared to the default controller over the total
simulation horizon, whereas standard FQI decreased the total electricity cost
by 14%. It is important to note that the reduction of 19% is not the result of a
lower electricity consumption, since it increased by 4% compared to the default
controller when extended FQI is used.
Energy saving
This experiment compares the electricity consumption and temperature
violations of a learning agent with a set-back strategy with the conventional
constant set-point strategy (Section 4.2.3). In order to examine the adaptability
of the learning agent, an identical learning agent is applied to two building types,
with a high and low thermal insulation level (Table A.1 in Appendix A.1). The
evaluation is repeated for 100 winter days (heating mode) and 80 summer days
(cooling mode). Figure 5.2 depicts the cumulative electricity consumption of
the default controller, prescient controller and learning agent. As can be seen in
Figure 5.2, the learning agent is able to reduce the total electricity consumption
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Figure 5.3: The performance metric M and the temperature violation D for
the learning agent with set-back strategy for winter and summer conditions and
two building envelopes.
compared to the default strategy for both building types. The simulation results
indicate that the learning agent was able to reduce the electricity consumption
by 8-9% during the winter and by 5-9% during the summer. However, the total
electricity consumption does not give a complete picture, as it does not consider
temperature violations. Remember that a comfort violation in the heating mode
results in the activation of the less efficient auxiliary heating element. However,
in the cooling mode no auxiliary cooling is available. Therefore Figure 5.3
shows the daily performance metric Md and the daily deviation Dd between
the temperature set point and the indoor temperature at 17 h, which is the end
of the set-back period. The daily deviation is given by:
Dd = max(Tin,17 − T¯s,17, 0) + max(¯Ts,17 − Tin,17, 0), (5.7)
where Tin,17 is the indoor temperature at 17 h, and ¯
Ts,17 and T¯s,17 the minimum
and maximum temperature set point at 17 h. The daily performance metric
Md is given by:
Md =
el − ed
ep − ed , (5.8)
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Figure 5.4: Indoor temperature and power consumption of the learning agent
with set-back strategy during seven winter (a,b) and summer days (c,d).
where el denotes the daily electricity consumption of the learning agent, ed the
daily electricity consumption of the default strategy and ep the daily electricity
consumption of the prescient controller. As such, the metric M corresponds to
0 if the learning agent obtains the same performance as the default strategy
and corresponds to 1 if the learning agent obtains the same performance as the
prescient controller. These figures show that the comfort violations decrease over
the simulation horizon. At the same time the performance metric M increases.
The results obtained with a mature controller (batch size of 30 days) are depicted
in Figure 5.4. Figure 5.4.a and Figure 5.4.b depict the indoor temperature
and power consumption profile during 7 winter days. Similarly, Figure 5.4.c
and Figure 5.4.d depict the indoor temperature and power consumption during
7 summer days. The block wave depicted in the background illustrate the
minimum and maximum temperature temperature constraints (Section 4.2.3).
The simulation results indicate that the proposed learning agent can adapt itself
to different building types and outside temperatures. In addition, the learning
agent with set-back strategy can reduce the electricity consumption of a heat
pump compared to the conventional constant temperature set-point strategy.
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Figure 5.5: Simulation results of an electric water heater and a dynamic pricing
scheme. Left column: original policies for day 7, 14, and 21. Right column:
corresponding repaired policies. The price profile corresponding to each policy
is depicted in the background as a sinewave.
5.3.2 Expert policy adjustment
The following experiment demonstrates the policy adjustment method for an
electric water heater. As an illustrative example, a sinusoidal price profile is
used. The example defines a two dimensional state space: a time component
indicating the current quarter hour xqt and the average buffer temperature
Ta. As described in Section 4.3.2, the policy obtained with Algorithm 3 is
represented using a grid of fuzzy membership functions. The representation
consists of 5× 5 membership functions, located equidistantly along the state
space. A monotonicity constraint is enforced along the second dimension, which
contains the average temperature, as follows:
[F (θ)] (xqt , Ta) ≤ [F (θ)] (xqt , T ′a) , (5.9)
for all states xqt and Ta, and where Ta < T ′a. These monotonicity constraints
are added to the least-squares problem (4.22).
Results
The original policies obtained with fitted Q-iteration after 7, 14 and 21 days
are presented in the first column of Figure 5.5. It can be seen that the original
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Figure 5.6: Setup of the simulation-based experiment. An auto-encoder network
is used to find a compact representation of the temperature measurements.
policies, obtained by fitted Q-iteration, violate the monotonicity constraints
along the second dimension in several states. The adjusted policies obtained by
the policy adjustment method are depicted in the second column. The policy
adjustment method is able to reduce the total objective by 11% over 60 days
compared to standard FQI. These simulation results indicate that when the
number of tuples in the batch increases, original and adjusted policies converge.
Furthermore, the results indicate that when the number of tuples in F is small,
the expert policy adjustment method can be used to improve the performance
of standard fitted Q-iteration.
5.3.3 Feature selection
This experiment demonstrates how an Auto-Encoder (AE) network can be used
to find a compact feature vector of the sensory input vector of an electric water
heater. The sensory input vector is simulated using a non-linear stratified tank
model with 50 layers. A detailed description of this model can be found in
Appendix A.2. The observable state vector contains the quarter of the day,
and the 50 temperature measurements. The tap demand is considered to be
unobservable exogenous information and cannot be measured by the learning
agent.
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Figure 5.7: Simulation-based results of fitted Q-iteration using five state
representations and different batch sizes. The full state contains 50 temperature
measurements. A non-linear dimensionality reduction with an Auto-Encoder
(AE) is used to find a compact representation of the temperature measurements.
Each marker point represents the average result of 100 simulation runs.
Experiment 1
The goal of the first experiment is to compare the performance of fitted Q-
iteration combined with different fixed batch sizes and feature vectors. As
such this experiment assumes that the full state can be measured, i.e. the
temperature of each layer. A state reduction that reduces the original sensory
input vector (50 temperature sensors) to 5 dimensions is denoted by AE 5. The
simulations are repeated for 100 different simulation days with changing price
and hot water profiles. The average electricity cost of these 100 simulations is
given in Figure 5.7.
A general observation based on these empirical results is that the performance
of fitted Q-iteration depends on the total number of days in the batch and the
state representation. For example for a batch size of 10 days, AE 3 results in a
lower cost than AE 15, while after 75 day AE 15 results in a lower cost than AE
3. In addition, it can be seen from Figure 5.7 that AE 1 results in a relatively
bad policy, independent of the batch size.
In general, it can be concluded that for a batch of limited size, fitted Q-iteration
with a low-dimensional feature vector will outperform fitted Q-iteration with a
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Figure 5.8: Simulation results using fitted Q-iteration combined with an auto-
encoder and the default controller for day-ahead prices (top) and balancing
prices (bottom).
high-dimensional one. By reducing the state vector, it is possible to converge to
a better control policy when only a limited number of observations are available.
However, to find a good control policy in a high-dimensional state space, it
is important that the observations in the batch cover the whole state space.
Selecting an appropriate state reduction can influence the performance of the
learning algorithm. Moreover, when the number of observations is relatively
small, it is best to choose a low-dimensional representation and increase the
dimensionality of the feature vector as the number of observations increases.
Experiment 2
Figure 5.8 compares the total electricity cost using fitted Q-iteration combined
with AE 5 against the default hysteresis controller for two relevant price profiles,
i.e. day-ahead prices [120] (top plot) and intraday balancing prices [127]
(bottom plot). The default controller enables the heating element when the
state-of-charge drops below its minimum threshold and remains enabled until
the state-of-charge reaches 100%. Note that in contrast to the learning agent,
the default controller is agnostic about the price profile.
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Figure 5.9: Simulation results using fitted Q-iteration combined with an auto-
encoder (AE 5) using day-ahead prices. Top plot: temperature layers, bottom:
electricity price and power profile.
The experiments start with an empty batch and the tuples of the current day
are added to the given batch at the end of each day. At the start of each day,
the auto-encoder is trained to find a batch of compact feature vectors, which
are then used by fitted Q-iteration to find a Q-function for the next day. Online,
the learning agent uses a Boltzmann exploration strategy to select a control
action based on the current Q-function. The Boltzmann temperature τd is
decreased following a harmonic sequence τd = 1/d0.7, with d the current day.
After 10 days the Boltzmann temperature is set to zero and the learning agent
only selects the best action. This can be seen in the bottom plot of Figure 5.8
where fitted Q-iteration performed worse than the default controller due to high
imbalance prices during the exploration phase.
The results indicate that fitted Q-iteration is able to reduce the total electricity
cost by 24% for the day-ahead prices and by 34% for intraday prices compared
to the default strategy. Note that the intraday balancing prices are generally
more volatile than the day-ahead prices, as they reflect real-time imbalances
due to for instance forecasting errors of renewable, such as wind and solar,
which where not foreseen in the day-ahead market. Note that the decreasing
cumulative cost in the bottom plot are the result of negative imbalance prices.
Temperature measurements, tap demand and power profile of a mature controller
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Figure 5.10: Simulation results using fitted Q-iteration combined with an auto-
encoder (AE 5) using balancing prices. Top plot: temperature layers, bottom:
electricity price and power profile.
(batch with 100 days) for the day-ahead and imbalance prices are given in
Figure 5.9 and Figure 5.10.
5.3.4 Model-free Monte Carlo method
The final experiment demonstrates the Model-Free Monte Carlo (MFMC)
method (Algorithm 5) to find the day-ahead schedule of a heat pump. First,
the MFMC method uses Algorithm 3 with cost function (4.9) to calculate the
Q-function. with parameter α = 103 to penalize possible deviations between
planned and actual consumption. The resulting Q-function is then used as a
metric to build p artificial trajectories (line 8 of Algorithm 5). The regularization
parameter ε was set to 0.1 to penalize states with identical Q-values, but with
a large Euclidean norm in the state space. The parameter p, indicating the
number of artificial trajectories, is set to 4. Increasing the number of artificial
trajectories beyond 4 did not improve the performance of the MFMC method.
A day-ahead schedule is obtained by taking the average of the 4 artificial
trajectories.
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Figure 5.11: Top plots: metric M (left) and daily deviation between the day-
ahead schedule and actual consumption (right). Middle and Bottom: day-ahead
schedule and indoor temperature obtained with the Model-Free Monte Carlo
(MFMC) method.
Results
In order to assess the performance of our MFMC method, an optimal
model-based controller that has exact knowledge about the future stochastic
disturbances is introduced. Moreover, a performance metric M = cMFMC/co
is defined, where cMFMC is the daily cost of the MFMC method and co is the
daily cost of the optimal model-based controller. If M = 1, the performance of
the MFMC controller is equal to the performance of the optimal model-based
controller.
The results of an experiment, spanning 100 days, are depicted in Figure 5.11.
The experiment starts with an empty batch and the tuples of the current day
are added to the batch at the end of each day. The top left plot depicts the daily
metric M of the MFMC method, where M = 1 corresponds to the performance
of the optimal model-based controller.
The right top plot indicates the absolute value of the daily imbalance between
the day-ahead schedule and the actual followed consumption. It demonstrates
that the daily imbalance decreases as number of observations (days) in F
increases. The mean metric M of the MFMC method over the whole simulation
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period, including the exploration phase is 0.81. Furthermore, the mean deviation
relative to the consumed energy of the MFMC method over the whole simulation
period corresponded to 4.6%. Since α was set to 103, the solution of the optimal
model-based controller resulted in a deviation of 0%. This implies that for the
optimal model-based controller, the day-ahead consumption schedule and actual
consumption are identical.
A representative result of a single day, obtained with a mature MFMC controller,
is depicted in the middle and bottom plot of Figure 5.11. As can be seen in
the figure, the MFMC method minimizes its day-ahead cost and follows its
day-ahead schedule during the day. The results demonstrate that the model-
free Monte Carlo method can be successfully used to construct a day-ahead
consumption schedule plan for the next day.
5.4 Conclusions and discussion
This chapter has demonstrated how the algorithms presented in the previous
chapter can be used to harness the flexibility of two types of thermostatically
controlled loads. A nonlinear stratified tank model and equivalent thermal
parameter model with one hidden state variable have been used to model the
flexibility of respectively an electric water heater and a heat pump for space
heating.
The aim of the first experiment has been to compare the performance of
(standard) Fitted Q-Iteration (FQI) to the proposed extension of FQI (extended
FQI). The results have indicated that the proposed extension of FQI is able to
improve the performance of standard FQI by 27%. The experiment demonstrated
that fitted Q-iteration can be successfully extended to incorporate forecasted
data.
In a second experiment, the expert policy adjustment algorithm has been used
to shape the control policy of an electric water heater. The results indicate that
by using the expert policy adjustment algorithm yielded smoother policies and
a better convergence.
In a third experiment, a feature extraction method has been used to reduce
the dimensionality of the sensory input data of an electric water heater. Based
on the results of the experiment, the following three conclusions can be drawn:
(1) learning in a compact feature space can improve the quality of the control
policy when the number of observations is relatively small (25 days); (2) when
the number of observations increases, it is advisable to switch to higher state-
CONCLUSIONS AND DISCUSSION 79
space representation; (3) when only a limited number of temperature sensors is
available, i.e. 1-10 sensors, it is recommended to use the full state vector.
In a final experiment, the model-free Monte Carlo method has been used to
find a day-ahead schedule of a heat-pump system. This day-ahead schedule is
required to participate in the day-ahead electricity market. By comparing it to
an optimal solution, the model-free Monte Carlo method was able to obtain
reasonable results within approximately 25 days.
These experiments have indicated that the proposed methods can successfully
be used to harness the flexibility of an electric water heater and a heat pump for
distinct objectives related to demand response. The next chapter demonstrates
the application of FQI, extended FQI, and expert policy adjustment to a
real-world setting.

Chapter 6
Experimental results
Learning by interacting with a real-world environment is a challenging task.
The learning agent or controller must obtain reasonable results within a limited
number of interactions. In a demand response setting, one cannot wait for
several months until the controller has converged. This chapter presents the
lab results of two relevant demand response applications, i.e. an electric water
heater and a Heating, Ventilation and Air Conditioning (HVAC) system. Using
the techniques presented in Chapter 4 two optimization objectives are evaluated:
dynamic pricing and tracking. The aim of the first lab experiment is to minimize
the cost of electricity consumption of an electric water heater, given an external
price profile. A second lab experiment demonstrates how the extended fitted
Q-iteration algorithm and expert policy adjustment method can be successfully
applied to an HVAC system in heating mode using a dynamic pricing objective.
Finally, in a last lab experiment, an HVAC in cooling mode is used to reduce
the peak power towards the grid of a photovoltaic system.
6.1 Introduction
The ability of Reinforcement Learning (RL) techniques to learn a control
policy without prior knowledge of the underlying control problem makes them a
promising research topic within different domains [98, 128, 129, 130]. Specifically
for real-world applications, such as demand response, where the cost of obtaining
prior knowledge can be higher than the expected future savings. This ability to
learn without prior knowledge, however, comes at the cost of an exploration
phase, where the controller needs to gather observations by interacting with
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Figure 6.1: Prototype of the electric water heater used during LINEAR field
test [168].
its environment. Leveraging on the previous theoretical work of [37] and
the algorithms presented in Chapter 4, the following section presents three
experiments in a real-world setting.
6.2 Lab experiments
This section provides an experimental validation of the proposed control
approach for an electric water heater and an HVAC system in a real-world
environment.
6.2.1 Electric water heater
The aim of the first experiment is to develop an agent that minimizes the cost of
electricity consumption of a real electric water heater (Figure 6.1). The agent is
provided with an external price profile at the start of each day (Section 4.2.3).
Experimental setup
The experimental setup is a standard unit equipped with eight temperature
sensors, controllable power relay, power measurement device and controllable
LAB EXPERIMENTS 83
Electric water heater
Te
m
pe
ra
tu
re
 se
ns
or
s
      Backup
controller
uph
T1
T8
Ti
u
xph
Learning agent
price forecast
Figure 6.2: Learning agent applied to an electric water heater, equipped with
eight temperature sensors and a power meter.
valve. The electric water heater has a water buffer with a content of 200 L and
a power rating of 2.36 kW. A controllable valve connected to the outlet of the
buffer tank is used to simulate the hot water demand of a household with a
mean daily flow volume of 100 L [131]. An Arduino prototyping platform with
a JSON/RPC 2.0 interface [132] is used to communicate with a computer in
the lab, which runs the learning agent that uses fitted Q-iteration. Fitted Q-
iteration is implemented in Python and Scikit-learn [133] is used to estimate
the Q-function with an ensemble of extremely randomized trees [37]. An outline
of this approximator and its meta-parameters can be found in Appendix B.
Figure 6.2 shows a schematic overview of the learning applied to an electric
water heater. Note, the learning agent has no knowledge of the comfort setting
nor the control logic of the backup controller, but it can measure the resulting
physical action (Figure 6.2). A detailed description of the backup controller
used during the lab experiment can be found in Appendix A.2.3.
At each control period, the learning agent can control the heating element of
the electric water heater with a binary control action uk ∈ {0, 1}. The policy
is computed at the start of each day, consisting of 96 control periods, and is
dispatched on 15′ basis.
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State description
Following the notation presented in Section 4.2, the state space consists of a
time-related and controllable state component. The experiment considers that
the tap water demand of the end user (uncontrollable exogenous component)
cannot be measured by the agent.
Time-related component In this experiment the quarter hour during the day
is used to denote the time-related information:
xqt ∈ Xqt = {1, . . . , 96} , (6.1)
in order to identify behavioral daily patterns.
Controllable component The controllable component xph contains the eight
temperature measurements T 1k , . . . , T ik, . . . , T 8k .
The observable state vector used during the lab experiment is defined as :
xk = (xqt , T 1k , . . . , T ik, . . . , T 8k ). (6.2)
Evaluation
Similar as in the previous chapter, it is assumed that the learning agent is
provided with a deterministic external price profile for the following day. The
learning agent uses a Boltzmann exploration strategy with ∆τ = 10, resulting
in 10 days of exploration (Section 3.4.3). In order to compare the performance
of the lab experiment using day-ahead and imbalance prices and because of
limited time available for the experiments, we alternated day-ahead prices and
imbalance prices.
Figure 6.3 shows the experimental results, spanning 40 days, of fitted Q-iteration
and the default thermostat controller. The top plot indicates the cumulative
costs of electricity consumption and the bottom the daily costs of electricity
consumption. After 40 days, fitted Q-iteration is able to reduce the cost of
electricity consumption by 15% compared to the default thermostat controller.
Furthermore, by excluding the first ten exploration days, this reduction increases
to 28%.
Figure 6.4 and Figure 6.5 show the temperature measurements and the power
profiles of the mature learning agent using imbalance and day-ahead prices.
As can be seen, the learning agent is able to successfully minimize the cost of
electricity consumption by consuming during low price moments.
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Figure 6.3: Lab results of the learning agent using fitted Q-iteration (dotted
line) and of the default thermostat (solid line) during 40 days. Top: cumulative
electricity cost. Bottom: daily electricity cost.
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Figure 6.4: Lab results of a mature agent using fitted Q-iteration with the full
state (eight temperature measurements). Top: measurements of the temperature
sensors. Bottom: power consumption (black) and day-ahead prices (gray).
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Figure 6.5: Lab results of a mature agent using fitted Q-iteration with the full
state (eight temperature measurements). Top: measurements of the temperature
sensors. Bottom: power consumption (black) and imbalance prices (gray).
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Figure 6.6: Sketch of the experimental setup: two HVAC units and sensors.
Dimensions: 7.9m (L), 7.8m (W), 5m (H).
6.2.2 Space heating
A qualitative analysis of the performance of extended fitted Q-iteration
(Section 4.3.1) and expert policy adjustment (Section 4.3.2) in a real climate
control application is provided (Figure 6.6). The experiment considers an agent
that is subjected to a dynamic pricing scheme (Section 4.2.3).
Experimental setup
The lab setup consists of two HVAC systems, one temperature sensor for the
indoor air temperature Tin, one pyranometer for the solar irradiance on the roof
S, one temperature sensor for the external air temperature Tout, and one power
meter for the power consumption of the air conditioning unit uph (Figure 6.6).
External forecasts are provided three times a day with a granularity of 15′ and
a prediction horizon of 8 h. The policy is recomputed three times a day, as new
forecasts arrive, and dispatched on 5′ basis.
State description
Following the notation presented in Section 4.2, the state space consists of a
time-related, controllable and uncontrollable component.
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Time-related component Similar as in the previous experiment, the time-
related component consists of the quarter hour during the day.
Controllable component The controllable state information xk,ph consists of
the indoor air temperature, Tk,in:
xk,ph = Tk,in with T k < Tk,in < T k (6.3)
where T k and T k denote the lower and upper bound set by the end user.
Uncontrollable component The exogenous state information consists of the
outside temperature, Tk,out, and the solar irradiance, S:
xex,k = (Tk,out, Sk). (6.4)
It is assumed that a forecast of the outside temperature and the solar irradiance
is available when constructing the policy h.
Control action The control action is a binary value indicating if the HVAC
system should switch ON or OFF:
uk ∈ {0, 1} . (6.5)
The control action of the previous control event uk−1 is also added to the state
information, as it is relevant for the dynamics of the HVAC system. In fact, its
value is used to avoid too frequent switching as discussed in Appendix A.1.2.
As a result, the final state vector is:
xk = (xqt , Tk,in, Tk,out, Sk, uk−1) . (6.6)
Policy representation
In the following paragraphs, a graphical representation of the control policy
is used to study the impact of integrating forecasts, applying policy shaping
and adding virtual tuples. In order to make a two-dimensional visualization,
each control policy is depicted for the forecasted outside temperature and solar
irrandiance. As such, each two-dimensional mapping in Figure 6.8 maps the
current quarter in the day and indoor temperature to a binary control action.
Depending on the value of the binary control action, switching the HVAC
system ON is represented by black areas and switching the HVAC system OFF
by white areas. Note, the original control policy is denoted by h(x) and the
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shaped policy is denoted by [F (θ)](x). Especially for the experimental results,
analysing the policy is relevant as it gives oﬄine insight in what the algorithm
has learned and to evaluate the contribution of different features in the control
algorithm without having to copy exactly the same measurement conditions.
Analysing the policy allows us to evaluate the effects of expert policy adjustment
and the sensitivity of the policy to different forecasts of external conditions.
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Figure 6.7: Policy projections obtained from experimental data for different
forecasts of the outside temperature. The forecasted outside temperature is the
same for all policies in each column (lower row). The different policies in each
row are constructed with different amounts of experimental data. From top to
bottom, batches containing experimental tuples from 2, 8 and 16 days are used.
A first analysis focuses on the ability of the control approach (Algorithm 3)
to effectively take into account the forecast of exogenous information. To this
end, Figure 6.7 shows policies organized in a matrix for different forecasts
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of the external temperature, where each column corresponds to the same
forecasted external temperature and where the numbers of experimental tuples
are increased from top to bottom. Starting from the top row, policies are
computed using experimental batches of 2, 8, and 16 days. Once the heating
system has been switched on, it continues operating until the temperature upper
bound is reached in order to avoid frequent switching. When considering the
first row, with only 2 days worth of data in the batch, the policies obtained are
nearly invariant for the temperature forecasts, due to the fact that the variation
in the observed outside temperatures is limited. The policies depicted in the
second and certainly in the third row show significantly more dependency on the
forecasted outside temperatures as the batch of observed tuples contains more
variation in terms of outside temperature. Considering the policies depicted in
the third row, it can be observed that the policy corresponding to the lower
forecasted outside temperature (second column) is less responsive to low energy
prices, whilst the policy obtained for a high forecasted outside temperature
(third column) is more responsive. This is inferred from the policy advising
the HVAC system to switch ON only for a small region in the state space in
the second column, compared to the third column. This is meaningful as at
a low outside temperature, energy stored in the room (through an increased
temperature) is lost faster, preventing the HVAC system from avoiding high
energy prices.
Expert policy adjustment
Figure 6.8 shows the effect of shaping the policy as discussed in Section 4.3.2.
Here triangular membership functions are used with the constraint that the
policy needs to be strictly decreasing with increasing indoor temperature. This
is a direct consequence from the physical understanding that a room at a higher
temperature is subjected to higher losses to the environment. The results
depicted in Figure 6.8 show the effect of the policy shaping. In the upper row,
the original (h(x)) policies are depicted, whilst the bottom shows the adjusted
policy (F [θ∗g ](x)). It can be observed that the shaping results in gaps in the
policy being filled. These gaps are attributed to a non-uniform sample density
in the batch and the random nature of the extra-trees regression algorithm [37].
Power profiles
A more direct indication of the performance is illustrated in Figures 6.9 and
6.10, showing the results of implementing the control approach after 12 and 16
days. The outside temperature during the experiment is depicted in the top
graph, the middle shows the actual power consumption of the HVAC system
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Figure 6.8: Effect of expert policy adjustment. Top row: original form (row
number 3 from Figure 6.7), bottom: corresponding adjusted policies.
and the energy price and the bottom depicts the internal temperature and the
control policy. From both figures, it can be observed that the HVAC typically
switches on at the beginning of a low price period, avoiding subsequent high
prices for two distinct outside temperature regimes. It demonstrates the efficacy
of the model-free control method presented in this experiment for two different
outside temperature regimes.
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Figure 6.9: Experimental results after 12 days. Top: outside temperature.
Middle: consumed power by the HVAC system and electricity price. Bottom:
control policy obtained with extended fitted Q-iteration and resulting indoor
air temperature.
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Figure 6.10: Experimental results after 16 days. Top: outside temperature.
Middle: consumed power by the HVAC system and electricity price. Bottom:
control policy obtained with extended fitted Q-iteration and resulting indoor
air temperature.
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6.2.3 Air conditioning unit
It is demonstrated how extended fitted Q-iteration can be applied to an HVAC
system in cooling mode for a tracking objective. A description of the quadratic
tracking objective can be found in Section 4.2.3. The aim of the experiment
is to reduce the quadratic difference between the power consumed by an air
conditioning unit and the power generated by a photovoltaic system (or PV
system).
Experimental setup
The PV system is installed on the roof of the living lab (Figure 6.6). The
experimental setup consists of the HVAC system in cooling mode with a
minimum and maximum temperature bound of 20◦C and 22◦C. Similarly
as in the previous experiment, external forecasts of the outside temperature
and solar irradiance are provided. The policy is computed at the start of each
day using Algorithm 3 and cost function (4.12) and is dispatched on 5′ basis.
The experiment spanned a period of four weeks during April and May 2015.
State description and control action
Similar to the previous experiment, the state space consists of a time-related,
controllable and uncontrollable component (6.6). The control action of the
agent is a binary value u ∈ {0, 1} indication that the air conditioning unit
should switch ON or OFF.
Results
To illustrate that the agent is able to successfully take into account the predicted
exogenous information, Figure 6.11 shows the results of a mature agent for two
days. Remember that the aim of the agent is to minimize the quadratic deviation
between the PV output and the power consumption of the air conditioning unit.
As such, large deviations are more penalized than small ones. As a result, the
agent needs to learn how long it takes to cool the room given the forecasted
outside temperature. This effect can be seen by comparing the results of the
two days depicted in Figure 6.11, where the average outside air temperature on
the first day (left column) is higher than on the second (right column).
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Figure 6.11: Results of the tracking objective with an air conditioning unit and
PV system for two days with different outside temperature and solar irradiance
(left and right column).
6.3 Conclusions and future work
This chapter has demonstrated three successful real-world applications of the
model-free approach presented in Chapter 4.
In a first lab experiment, fitted Q-iteration has been successfully applied to an
electric water heater with eight temperature sensors. A reduction of the state
vector did not improve the performance of fitted Q-iteration. Compared to the
thermostat controller, fitted Q-iteration was able to reduce the total cost of
energy consumption by 15% within 40 days of operation.
In a second lab experiment, the extended version of fitted Q-iteration has been
applied to the setting of building climate control subjected to a dynamic pricing.
The resulting policy is shaped based on domain knowledge using the policy
adjustment method. Triangular membership functions have been used with the
constraint that the policy needs to be strictly decreasing with increasing indoor
temperature. This is a direct consequence from the physical understanding that
a room at a higher temperature is subjected to higher losses to the environment.
The experimental analysis confirms that within 10 to 20 days sensible policies
are obtained that can be used for different outside temperature regimes.
In a final lab experiment, fitted Q-iteration has employed to shave the maximum
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feed-in power of a photovoltaic system into the grid. The objective has been
formalized by reducing the quadratic difference between the power generated
by the photovoltaic system and the power consumed by the air conditioning
unit. The qualitative results have indicated that the control approach was able
to successfully anticipate the impact of the outside temperatures and produce
reasonable results within 15 days.

Chapter 7
Aggregated demand response
This chapter demonstrates how techniques from reinforcement learning can be
used in combination with a market-based dispatch heuristic to control a cluster
of flexible devices. In this approach, each flexible device is represented by an
individual agent, communicating a bid function towards a centralized agent
or demand response aggregator. The required intelligence for each agent is
limited to a state estimation and local comfort and constraint checking. By
aggregating bid functions, the aggregator can manage its portfolio by optimizing
an aggregated model that is reduced in size and complexity with respect to the
original problem. A first experiment considers an aggregator that minimizes
the cost of electricity consumption of a heterogeneous cluster of electric water
heaters for a dynamic pricing objective. A second one deals with an aggregator
with a portfolio of electric vehicles that participates in the day-ahead market
and reacts to imbalance prices.
7.1 Introduction
A demand response aggregator is a centralized agent that controls the electricity
consumption of a cluster of units with flexible consumption profiles. In other
words, consumers allow the aggregator to control their flexible devices based on
the objective of the aggregator, while at the same time considering the comfort
constraints of the consumers. An aggregator can shift the consumption profiles
of controllable loads, such as heat pumps, cold stores or electric vehicles, to
moments when renewable energy is abundant or to moments when wholesale
prices are low. In addition, aggregators can offer ancillary services, such as peak-
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shaving or primary and secondary frequency control, to system operators [6,
17, 134]. This chapter presents a data-driven approach for two distinct use
cases relevant to demand response, namely dynamic pricing and participating
in the day-ahead market. To mitigate the curse of dimensionality resulting from
the large action space, the following section describes a market-based dispatch
heuristic [135].
7.2 Three-step approach
Similar to [136] and [30], a Three-Step agent-based Approach (TSA) for demand
response is used (Figure 7.1). This concept consists of three steps:
1. combining data;
2. solving an aggregated model that is reduced in size and complexity with
respect to the original problem;
3. using a heuristic to dispatch the aggregated solution over the cluster.
The three steps are continuously repeated to adapt towards a dynamic and
uncertain environment. Such aggregation-disaggregation schemes are widely
used techniques in Approximate Dynamic Programming (ADP) to solve complex
problems [112].
Three primary reasons motivate such an aggregation and disaggregation
approach for demand response. Firstly, the aggregation step results in a smaller
and simpler problem (decrease in the number of decision variables), and hence
makes the problem more tractable to solve. Secondly, the aggregated model
makes it possible to rewrite the problem using a reduced state space, such that
Reinforcement Learning (RL) techniques can be used. Finally, the TSA provides
a realistic decentralized solution with good scalability qualities [135, 136]. In
addition, only limited intelligence for calculating the state of charge of an agent
is needed at household level.
The following three subsections introduce the aggregation, optimization and
dispatch step. This work assumes that the three steps are repeated at each
control period t. In reality, however, flexible devices operate asynchronously,
and it could be interesting to switch to an event-driven architecture to exchange
information. An event-driven implementation of the TSA can be found in [22].
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7.2.1 Step 1: Aggregation
In the first step, the aggregator brings together flexibility information to
construct a meta-model. The power flexibility is expressed through a bid
function b, constructed model-free based on a measurement of the state of
charge of the flexible device. The demand function vector is defined as:
P idem(p) =
{
bi(p), for all p ∈ {1, . . . , pmax}
}
, (7.1)
where bi is the bid function used by flexible device i. For practical reasons
the bid function bi is sampled at 100 points within [1, 100] to get the demand
function vector P idem. Note that the bid function depends on the state of charge
of the flexibility carrier and has to be updated at each time step to reflect its new
state. In the considered setting, it is assumed that device agents communicate
their true bid function, based on their actual state of charge.
This chapter focuses on two types of flexible devices, namely an electric water
heater and an electric vehicle.
Electric water heater
The first flexible load is an electric water heater with a discrete power rating
P¯ iewh. The bid function of electric water heater i is:
bi(p) =
{
P¯ iewh if 0 < p ≤ pic
0 if p > pic
, (7.2)
where pic is the corner priority. The corner priority indicates the wish (priority)
for consuming at a certain power rating P¯ iewh. The closer the state of charge
drops to zero, the more urgent its scheduling (high priority), the closer to 100%,
the lower the scheduling priority. For an electric water heater the state of charge
is defined as the ratio of the energy content of the water to the reference energy
content of a fully charged buffer. The corner priority of an electric water heater
is given by:
pic = 1− xisoc, (7.3)
where xisoc is the state of charge of device i. For a description of how the state
of charge is defined, see Appendix A.10.
100 AGGREGATED DEMAND RESPONSE
Electric vehicle
The bid function of an electric vehicle is defined as follows:
bi(p) =
{
P¯ iev − pP¯
i
ev
pic
if 0 < p ≤ pic
0 if p > pic
, (7.4)
where P¯ iev is the maximum charging power of electric vehicle i. The slope of
this bid function is the corner priority:
pic =
eireq
∆tidepP¯ iev
, (7.5)
where eireq is the requested energy and ∆tidep is the remaining charging time of
electric vehicle i.
Aggregation step
The control space is reduced by aggregating the bid functions of each device:
b(p) =
N∑
i=1
bi(p), for all p, (7.6)
where b is the aggregated bid function and bi is the bid function of device i.
7.2.2 Step 2: Optimization
The goal of the optimization step is to find an aggregated control action ut
using the flexibility information from the first step for a given use case relevant
to demand response. Section 7.3 demonstrates how extended fitted Q-iteration
can be used to control a cluster of electric water heaters for a dynamic pricing
objective. Additionally, Section 7.4 introduces a novel method that makes using
ADP for a demand response aggregator participating in the day-ahead market
and reacting to imbalance prices. Remember that the day-ahead scheduling
objective presented in Section 4.2.3 defines that the aggregator receives a penalty
for any deviation from the day-ahead schedule (α > 0). In this chapter, a two-
settlement electricity market is considered where the aggregator is allowed to
deviate from its day-ahead schedule on the day of operation and earn a profit
by reacting to imbalance prices.
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Abstract—Demand response is often deﬁned as an optimal
control problem. However, the practical application is challenged
by computational complexity and lack of accurate models and
data. In this work we extend upon previous work and combine
batch reinforcement learning, using function approximators, with
a market-based multi-agent system. The resulting adaptive con-
trol strategy is model-free and needs no prior knowledge of the
cluster conﬁguration. The strategy is evaluated for two distinct
heterogeneous clusters of residential ﬂexibility carriers. The
evaluation shows that our self-learning strategy supports effective
peak shaving and valley ﬁlling within a limited convergence time.
I. INTRODUCTION
An enabling technology for the successful integration of
inherently stochastic renewable generation in a society with an
increasing electriﬁcation is Demand Response (DR). Generally
speaking, a DR approach tries to optimize an objective by
controlling the ﬂexibility present in a cluster of devices,
whilst meeting local comfort and infrastructure constraints.
Illustrations of DR applications are peak shaving, valley ﬁlling
[1], [2], [3] and load balancing [4]. A popular approach is to
deﬁne DR applications as optimal control problems. However,
solving an optimal control problem in real-life poses several
challenges. Two critical challenges identiﬁed are:
• The practical tractability of the optimization problem,
mainly driven by the possibly huge dimensionality and
resulting complexity [5], [6].
• Obtaining all required information, such as accurate mod-
els and constraints, required for optimal control [7].
In recent literature an armada of DR control approaches
has been proposed, ranging from fully centralized solutions
[6], to distributed solutions [5]. For both types of control
strategies different approaches have been proposed to obtain
computationally tractable solutions, examples of which are
approximation architectures [8] and heuristics [9], [6], [5].
An important DR control objective is that of peak shaving
and valley ﬁlling [3], [10]. In the case of peak shaving,
ﬂexibility is used to reduce consumption peaks, often by
shifting consumption to periods of low load, i.e. valley ﬁlling.
Reducing consumption peaks results in a reduced stress on
the infrastructure, reduced transportation costs and mitigates
large infrastructure investments [10]. Furthermore, a reduction
of consumption peaks leads to a lower cost of generation, due
to non-linear marginal generation costs [5], and CO2 reduction
[11]. n the literature, different control approaches have been
presented that support peak shaving.
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Fig. 1. Overview of the evaluation conﬁguration.
In [3] a utility function based approach is presented, which
shifts load from large clusters of Electric Vehicles (EV’s) away
from the system peak. In [2], a unidirectional broadcasted sig-
nal is used for randomizing EV charging start times, reducing
load synchronization. In [11] both a market-based multi-agent
system [1] and a distributed optimization approach [5] are
applied with the objective of peak shaving. The evaluation
shows that the objective of peak shaving results in a reduced
transportation cost and abated CO2 emissions. The beneﬁcial
impact of peak shaving on low voltage grid constraints was
explored in detail in [1]. In [9] we designed a Three Step
Approach (TSA) for the management of a ﬂeet of Plug-in
Hybrid Electric Vehicles (PHEVs). This TSA approach is
based on the market-based multi-agent system as deﬁned in
[1] and combines the objectives of consumers and suppliers
in a scalable and computationally tractable framework.
In this work, the TSA approach is combined with (Batch)
Reinforcement Learning ((B)RL) using function approxima-
1
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Figure 7.1: Configuration of the three-step approach [30].
7.2.3 Step 3: Dispatch
Once an aggregated energy set point ut is found, a clearing priority p∗ is sent
back to all flexible device:
p∗ = arg min
p
|b(p)− ut| . (7.7)
Each flexible device locally matches p∗ in its own bid function bi and starts
charging at a power corresponding to bi(p∗).
7.3 Dynamic pricing
This section demonstrates how extended fitted Q-iteration (Algorithm 3) can
be combined with the TSA, as presented in the previous section, to control a
heterogeneous cluster of electric water heaters for a dynamic pricing objective
(Section 4.2.3).
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7.3.1 State of the art
A non-exhaustive literature survey on aggregate and dispatch methods is given.
Several papers [49, 137] have proposed the use of a simplified aggregated model
in combination with a dispatching heuristic. They use model-based techniques,
such as Model Predictive Control [45] (MPC) to solve the aggregated control
problem. Once an aggregated solution has been found, a dispatching heuristic
is used to distribute the aggregated solution amongst the cluster. Nevertheless,
these model-based approaches rely on general system identification techniques
to estimate the model parameters of the aggregated model before applying
MPC. For example in [49], the authors represent the state of a cluster of
thermostatically controlled loads by discrete temperature bins, through which
the aggregated state probability mass of the population is moved. They show
how the aggregated model parameters can be determined by observing the
temperature dynamics of the loads using a Markov chain technique. Similarly
in [137], the authors use a lumped thermal first-order RC model to describe the
dynamics of a heat-pump portfolio.
Techniques based on Lagrangian relaxation are often used for demand side
management [124, 138], where aggregator and end users exchange Lagrangian
multipliers and planned consumption profiles in order to converge to the optimal
schedule. These methods depend on local optimization and forecasting and
suffer from the strong restriction of convexity. For example the authors of [116]
present a three step method based on Lagrangian relaxation, called TRIANA.
They used column-generation to solve the non-convex optimization problem of
scheduling devices with discrete control actions.
In [139], Galus et al. present a heuristic-based control scheme to schedule a
fleet of electric vehicles for wind balancing services. They define a heuristic
based on the individual state of charge and departure time of each electric
vehicle. Depending on the sign of the imbalance, electric vehicles are ranked
by the product of their state of charge and the time to their departure. It
should be noted that their method only considers the current wind imbalance
and ignores future wind imbalances. However, they demonstrate that compared
to a model-based solution, the heuristic-based method requires a much lower
computational effort and can obtain near-optimal results.
A final method, called PowerMatcher [135], uses a multi-agent market based
system containing virtual energy markets to coordinate a cluster of devices, in
real-time without planning. The method can be used to instantaneously match
supply and demand, however, the method ignores the impact of future states
on the current one.
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7.3.2 Problem formulation
The evaluation case concerns an aggregator with a portfolio of 100 electric
water heaters (ON/OFF devices) using a dynamic pricing scheme. The scheme
is obtained from [120] and consists of hourly-varying electricity prices. At
the beginning of each day, the aggregator receives a price vector for the next
day. The objective of the aggregator is to minimize its daily electricity cost,
using the thermal storage of the water tanks. Each water heater has a buffer
between 200 and 250 L, with the temperature varying between 50◦C and 70◦C.
It is important to note that, the aggregator has no information on the exact
configuration of the cluster, i.e. buffer volumes, rated power and future tap
water profiles. It should be clear that the RL controller considers the cluster of
electric water heaters as a black-box.
7.3.3 Markov decision process
The control problem of finding a daily policy for the aggregated problem (Step
2) is modeled as a stochastic Markov decision process.
State
At every time step t, each electric water heater communicates its average
temperature 〈Ti〉 with the aggregator agent. The aggregator uses these values
to calculate a virtual temperature for the cluster Tav = ΣNi=1 〈Ti〉 /N . Also, at
the beginning of each day, the aggregator makes a forecast of the aggregated
tap water Vˆtap the cluster will consume, e.g. the aggregator predicts the cluster
will consume 8000 L the next day. We assume that making such an aggregated
forecast can be made based on historical data (weekend versus weekday or
depending on the season)1. By doing so the regression algorithm can learn the
relationship between forecasted aggregated tap water and cost and thus improve
the quality of the policy. The state variable is given by:
xt =
(
t, Tav, Vˆtap
)
. (7.8)
1These forecasts are considered deterministic, making such forecast is considered out of
the scope of this work.
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Figure 7.2: Simulation results of a cluster of 100 residential water heaters. (a)
average temperature profile simulated using the individual models (∆h = 5s)
(b) aggregated power consumption setpoint (BMRL) and actual aggregated
power consumption (c) price profile (d) aggregated tap water consumption
Action and cost
The cost function of the aggregator is:
ct = g(xt, upht ) = u
ph
t λt, (7.9)
where upht is the aggregated electricity consumption of the cluster, ut the
aggregated control action and λt the electricity price during time step t.
Similar as in previous chapters, each agent (flexible device) is equipped with a
backup controller, that can overrule the requested control action when comfort
constraints are being jeopardized.
7.3.4 Batch reinforcement learning
Given the Markov decision process formulation provided in the previous
subsection, extended fitted-Q iteration (Algorithm 3) is used to find an
aggregated control policy. Online a Boltzmann exploration strategy is used
to select an aggregated control action (Section 3.4.3) and the TSA is used to
dispatch the aggregated control action over the individual flexible units.
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Figure 7.3: Approximation of the Q-function of the aggregated control problem
using an ensemble of extremely randomized trees.
7.3.5 Simulation results
Figure 7.2 shows the average electric water heater temperatures, power set
points, price profile and aggregated tap water consumption of the last 10
simulation days. It can be seen from this figure that the proposed approach
postponed consumption to moments when prices are low. In addition, the effect
of the different tap water demands of the individual electric water heaters on
the temperature can been seen from the top plot in Figure 7.2.
Figure 7.3 depicts the Q-values of the visited state-action pairs and the fitted
Q-function (for a given Vˆtap) during a moment in time when prices are high.
Firstly, it can be seen that the Q-values increase according to the power
set point. Secondly, it is more valuable for the aggregator to be in high
temperature states (low Q-value) than in low temperature states, since unwanted
electricity consumption occurs during low temperatures (backup controller). In
our experience extremely randomized trees are very capable at capturing these
sharp features in the shape of the Q-function.
Figure 7.4 compares the daily electricity cost of the no control option (backup
controller) and the proposed strategy. It can be seen that the daily electricity
cost of the batch RL strategy decreases below the no control strategy after
approximately 45 days.
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Figure 7.4: Convergence plot during 100 days for the proposed method (batch
mode reinforcement learning) and normal operation (no control).
7.3.6 Discussion
Demand response aggregators face the difficult task of optimizing large clusters
of flexible device based on limited information. This information comes mainly
from observations of system trajectories, containing limited state information,
e.g the output of a temperature sensor. With the presented work we showed
how batch RL can be used in a realistic smart grid setting. In contrast to an
MPC approach, the batch RL technique needs no system identification and can
be applied directly to a batch of system trajectories. The simulation results
indicated that the proposed scheme can help reduce the electricity cost in a
stochastic environment (unknown tap water profiles) of a cluster of 100 electric
water heaters within a limited learning period of 40-45 days. We think that
in the context of smart grids where information on the state is limited and
the system dynamics are complex (stochastic user behavior and unknown grid
constraints) and time varying, “blind” batch RL techniques can be seen as a
valuable alternative to an MPC approach.
7.4 Day-ahead scheduling in a two-settlement elec-
tricity market
The previous section considered an RL approach to schedule a cluster of flexible
devices for a dynamic pricing objective, addressing a closed-loop control policy.
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In contrast, this section considers the planning framework of an aggregator
that participates in the day-ahead market and reacts to imbalance prices,
which requires finding an open-loop control problem. In this market setting,
aggregators have an incentive, by means of imbalance prices to assist the system
operator in correcting imbalances. For instance, an aggregator can deviate
from its day-ahead schedule and help the system operator in reducing the
system imbalance. In contrast to the previous chapters, where the focus was
on thermostatically controlled loads, this section considers a demand response
aggregator with a portfolio of electric vehicles. However, the proposed method
can be extended to work with a cluster of thermostatically controlled loads, by
making use of thermal battery model [140].
7.4.1 State of the art
The literature survey provides an overview of different solution methods. A
commonly used method is to represent uncertainties in different market stages
by using scenario trees [141]. Its application ranges from wind power [121, 142]
and coordinated hydro [143, 144] to demand response aggregators [145, 146].
For instance, the authors of [121] and [142] provide a procedure to derive bidding
stacks for a power producer that participates in three forward markets, using a
scenario tree to represent the price uncertainties of each market. Similarly, the
authors of [145], use a scenario tree with four stages to represent uncertainties
of the electricity market prices, demand, and wind power. Furthermore in [147],
the authors consider the optimization problem of wind power producer as a
price-taker in the day-ahead market and as a price-maker in the balancing
market. They use a mathematical problem with equilibrium constraints and
represent uncertainties using scenarios.
A second approach represents the stochastic variables using deterministic [148]
or probabilistic [149, 150] forecasts. The authors of [148] propose a method to
support the participation of an electric vehicle aggregator in the day-ahead and
secondary reserve market using deterministic forecasting techniques. Likewise,
in [149], the authors present a method for the optimal trading of a wind power
producer in the day-ahead and real-time market, by employing a kernel density
estimation to produce probabilistic wind forecasts.
A more recent development in the literature on solving the sequential decision-
making process under uncertainty, is linear decision rules [151]. Using a
constrained convex optimization method, the authors of [152] determine
an affine policy that defines how generation and storage units should act
based on prediction errors. A similar technique used in [153] is based on a
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Figure 7.5: Decision making process of an aggregator in an electricity market
comprising both day-ahead market (open loop) and imbalance system (closed
loop).
robust optimization approach for determining the day-ahead and real-time unit
commitment of combined heat and power systems.
These methods have the advantage of applying readily available commercial
solvers such as [118] and [117]. However, when a non-linear model is required
or when no accurate information on the model is available, the practical
implementation of these techniques can be hindered. Driven by the possibility
of using non-linear models and methods from reinforcement learning, the
sequential decision-making process under uncertainty is formulated as a Markov
decision process. Standard RL methods, however, generally suffer from the
curse of dimensionality, which refers to the challenge of solving problems with
high dimensional spaces. To address this problem we use techniques from
ADP [84, 54]. ADP combines a set of techniques that aim at reducing the
computational complexity of the original problem [84]. In general, ADP methods
use an approximator architecture to estimate the value of a state or estimate
a policy. For instance in [154], the authors propose a concave piecewise linear
approximation for finding a solution for a finite horizon energy storage problem
with uncertainty on wind and demand. In a similar vein, the authors of [155]
propose an ADP approach for finding an hour-ahead bidding strategy for a
battery in a real-time market that exploits the monotonicity of the value function.
Furthermore, in order to reduce the dimensionality of the state space, a common
technique in ADP is to use feature extraction methods [55] . For example in [40],
the authors use of a deep auto-encoder neural network for learning a compact
feature space, which can be used to approximate the value function.
Building on previous work, the practical implementation of a Markov decision
process formalism for solving the bi-level optimization problem of an aggregator
is explored. The strength of this approach is that it allows for the possibility of
using non-linear models and reinforcement learning techniques.
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min
EDA
E
[ open loop︷ ︸︸ ︷
λDA
T
EDA +max
h
closed loop︷ ︸︸ ︷
E
[
ρ(x1, h(x1)) + . . .+ ρ(xt, h(xt)) + . . .+ ρ(xT , h(xT ))
]]
,
(7.1)
where xt =(t, Et,λ−[t],λ
+
[t],E
DA) and
ρ(xt, h(xt)) =λ+t [EDAt − h(xt)]+ − λ−t [h(xt)− EDAt ]+
(7.2)
subject to Emint ≤ Σtt′=1EDAt′ ≤ Emaxt , ∀t ∈ {1, . . . , 96}
Pmint ≤ EDAt /∆t ≤ Pmaxt , ∀t ∈ {1, . . . , 96}
Emint ≤ Σtt′=1h(xt′) ≤ Emaxt , ∀t ∈ {1, . . . , 96}
Pmint ≤ h(xt)/∆t ≤ Pmaxt , ∀t ∈ {1, . . . , 96}
(7.3)
7.4.2 Problem formulation
The considered electricity market, including a day-ahead market and imbalance
system (Figure 7.5), is outlined.
Market structure
The day-ahead market is a forward market in which hourly prices λDA =
[λDA1 , . . . , λDAT ] are cleared for the next trading day. Depending on the market
rules, the day-ahead market clears up to 10-14h before the start of the actual
delivery. Once at the moment of actual operation, imbalance prices are calculated
at 15′ intervals based on the marginal prices of upward and downward regulation
bids selected in the balancing market [127].
A balancing mechanism is considered, where λ+ = [λ+1 , . . . , λ+T ] denotes the
positive and λ− = [λ−1 , . . . , λ−T ] the negative imbalance price vector.
For example, if an aggregator faces a negative imbalance, it has to buy the
missing electricity from the system operator for a price λ−t . In contrast, if the
aggregator consumes less than its day-ahead schedule, it has to sell the surplus
for λ+t to the system operator.
The time sequence of the decisions made by the aggregator is represented
in Figure 7.5. It should be noted that the task of finding a day-ahead schedule
is an open-loop optimization problem where no recourse is possible. On the
other hand, the problem of finding a policy to react to imbalance prices is a
110 AGGREGATED DEMAND RESPONSE
closed-loop optimization problem. This means the aggregator can adjust its
real-time power set point depending on the imbalance prices available until that
point in time.
State-space aggregation
A state-space aggregation method is used to approximate the flexibility of the
original problem of controlling the individual electric vehicles with an aggregated
flexibility model. This aggregation step is a frequently used technique in
ADP [84, 54]. One of the advantages of using an aggregation technique is that
the system dynamics and stochastic variables can be modeled at an aggregated
level and that the dimensionality of the original problem can be reduced.
This aggregated flexibility model is defined by its minimum and maximum
energy and power constraints. The minimum required energy constraints are
Emin = (Emint , . . . , EminT ) and the maximum are Emax = (Emaxt , . . . , EmaxT ).
Similarly, the minimum power constraints are Pmin = (Pmint , . . . , PminT ) and
the maximum are Pmax = (Pmaxt , . . . , PmaxT ]). As presented in [136], a heuristic
method based on the state of charge of each electric vehicle is used to dispatch the
aggregated power set point over each electric vehicle. The in-depth description
of the scalability and optimality of this state-space aggregation method and the
dispatching heuristic can be found there too.
Given this aggregated flexibility model and following the notation style of
Shapiro et al. [141], the sequential decision-making problem of an aggregator
in a two-settlement electricity market is formulated as the multi-stage stochastic
optimization problem defined in (7.1). Note that the first expectation operation
in (7.1) is taken over all possible outcomes of the day-ahead prices, while
the second expectation operator is taken over all possible outcomes of the
positive and negative imbalance prices. Also note that the imbalance prices,
λ−t and λ+t are gradually revealed over time, in T periods. As such, notation
λ−[t] = (λ
−
1 , . . . , λ
−
t ) and λ+[t] = (λ
+
1 , . . . , λ
+
t ) denote that the nested optimization
problem can use these data vectors to find an optimal decision at each time
step t.
7.4.3 Markov decision process
The goal is to find an optimal policy that maximizes the expected cumulative
reward for any state in the state space over a fixed horizon T . The following
provides a detailed description of the state and decision variable, transition
function, reward and objective.
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State
The state variable xt describes the state of the aggregated flexibility at time
step t and is defined by:
xt = (t, Et,λ−[t]d ,λ
+
[t]d ,E
DA), (7.4)
where λ+[t]d and λ
−
[t]d denote the positive and negative imbalance prices of the
last d time steps. The total aggregated energy is defined by Et and the control
actions taken in the day-ahead market are denoted by EDA = [EDA1 , . . . , EDAT ],
which is included in the state vector since it is required to calculate the real-time
reward given by (7.8). The time component t ∈ {1, . . . , 96}, indicating the
current quarter of the day, captures the dynamics of the time-varying flexibility
and stochastics of the imbalance prices, which can be more volatile, i.e. less
time-correlated, during the day.
Transition function and decision variable
The equations that make up the transition function f are defined by the energy
equations, which are influenced by the control action, and the uncontrollable
exogenous price information, which is independent of the control action.
The transition of controllable state space component Et is given by:
Et+1 = Et + ERTt
subject to Emint ≤ Σtt′=1ERTt′ ≤ Emaxt ,∀t ∈ {1, . . . , 96}
Pmint ≤ ERTt ∆T ≤ Pmaxt , ∀t ∈ {1, . . . , 96},
(7.5)
where Et denotes the aggregated energy state of the cluster and ERTt the real-
time control action of the aggregator. The inequality equations define the
constraints on the aggregated energy and the control action. These aggregated
constraints are supposed to be known. Learning or predicting these values will
be the focus of future research [73]. A linearized model is used to describe
the dynamics of the aggregated problem. It is important to highlight that by
using a Markov decision process formulation, we are not limited to the use of a
linear model. At every time step t, a dispatching heuristic is used to divide the
aggregated control action ERTt over the individual agents in the cluster.
The uncontrollable exogenous price information is provided by:
λ−t+1 ∼ p−t (·|xt),
λ+t+1 ∼ p+t (·|xt).
(7.6)
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The exogenous price information are drawn from pt(·|xt) given xt and
independent of ERTt . Since future imbalance prices may depend on previous
ones, the only way to satisfy (7.6) is to augment the state xt with previous
imbalance prices [84].
Cost
The reward an aggregator receives by deviating from its day-ahead scheduling
starting from an initial state x1 and following the control policy h until time
step T − 1 is:
Rh (x1) =
T∑
t=1
ρ (xt, h (xt)) , (7.7)
where ρ (xt, h (xt)) is defined as:
λ+t [EDAt − ERTt ]+ − λ−t [ERTt − EDAt ]+. (7.8)
The value of a policy starting from state x1 can be expressed by the value-
function:
V h(x1) = E
[
Rh (x1)
]
. (7.9)
With this notation, the considered control problem of the aggregator (7.1)
becomes:
min
EDA
E
[
λDA
T
EDA + max
h
[
V h(x1)
] ]
. (7.10)
Markov decision processes with a finite and small number of distinct states can
be solved exactly using Dynamic Programming (DP) [53]. DP defines the value
V (xt) of a state xt as the expected total reward starting from state xt and
following an optimal policy until the end of the time horizon T . The optimal
value functions can be computed by recursively solving:
V ht (xt) = max
ERTt
(
E
[
rt + V ht+1 (xt+1)
])
, (7.11)
for every state. This equation is known as the Bellman equation [53].
Due to the need of evaluating the Bellman equation in all states, the application
of DP is mostly limited to problems with a low dimensional state space. In
addition, in order to solve (7.11) an approximation of the probability density
function of the exogenous price information is needed. Such problems are
often referred to as Bellman’s “curse of dimensionality”, in which computing
optimal policies for stochastic optimal control problems with high dimensional
input spaces can become computationally intractable [53]. To overcome these
challenges, different techniques from ADP [54, 84] are used.
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7.4.4 Approximate dynamic programming
This subsection demonstrates how a Cross-Entropy (CE) method [156] in
combination with a policy iteration algorithm [84] can be used to find a day-
ahead schedule (Algorithm 7). This day-ahead schedule is the result of the
bi-level optimization problem defined in (7.10). As a result, we first formulate
the inner optimization problem after the day-ahead schedule is submitted to
the system operator (Algorithm 6).
Algorithm 6 Approximate policy iteration for finding a real-time policy after
a day-ahead schedule EDA is submitted to the system operator.
Input: EDA, V0 ← 0, N , d, batch of historical imbalance prices F ={(
λl +, λl −
)
|l = 1, ..., ns
}
, E1l , approximator architecture, transition
function f , reward function ρ, exploration {εn}Nn=0 and learning rule
{αn}Nn=0
1: for n = 1, ..., N do
2: for l = 1, ..., ns do
3: for t = 1, ..., T do
4: xl t = (t, El t, λl +[t]d , λ
l −
[t]d ,E
DA)
5: if Uniform(0,1) ≤ (1− εn) then
6: ERTt = argmax
ERTt
(
ρ( xl t, ERTt ) + Vn−1 t+1(f( xl t, ERTt )
)
7: else
8: ERTt ← a uniform random action in U
9: end if
10: xl t+1 = ft( xl t, ERTt )
11: end for
12: calculate the value function of the visited states
13: end for
14: estimate the value function Vˆn t|t = 1, ..., T using a regression algorithm
based on {( xl t, V ( xl t)n )|l = 1, ..., ns and t = 1, ..., T }
15: update the previous value function Vn = (1− αn−1) Vn−1 + αn−1 Vˆn
16: end for
Output: value function V = VN and real-time policy h
Closed-loop optimization problem: imbalance system
Algorithm 6 describes the approximated policy iteration algorithm for finding a
real-time policy, after a day-ahead schedule is submitted to the system operator.
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The algorithm uses a batch of observed imbalance prices:
F =
{(
λl +, λl −
)
|l = 1, ..., ns
}
, (7.12)
where ns is the total number of days in the training batch F , and λl + and λl − are
the positive and negative imbalance prices for that day. By using real imbalance
prices of the previous ns days, the algorithm captures the underlying price
dynamics without the need of a complex model or simulator. No assumptions
about the underlying autocorrelation or probability distribution are required.
On the other hand, there is still a need to capture the degree of temporal
autocorrelation in the state variable.
The algorithm consists of two phases iteratively executed until a maximum
number of iterations (N) is achieved. In the first phase, a sequence of control
actions is calculated, using the most recent approximation of the value function.
This step is repeated for every day in the training batch F . An ε-greedy approach
is used to deviate from the optimal control action under the current estimation
of the value function, and to explore new states. In the second phase, the value
functions of the visited states are calculated by stepping backward through time
and updating the value of being in a state using information from the same
trajectory until the end of the horizon T (line 12 in Algorithm 6). The value
function of all possible states is subsequently estimated by a regression method
(line 14). Finally, the old value function is updated with the one following
the update rule outlined on line 15. Different exploration, e.g. Boltzmann
exploration, and step size rules can be found in the literature on reinforcement
learning. In this implementation ε was set to 1/n0.7 and α was set to 1/n.
By using Algorithm 6, an approximation of the expected revenue of the day-
ahead schedule EDA is:
V h(x1), (7.13)
starting from state x1 and following policy h.
To approximate the value function, an ensemble of extremely randomized trees
(Extra Trees) [126] is used. An outline of this approximator can be found in
Appendix B. An extensive body of reinforcement learning literature is devoted
to developing computationally efficient and robust approximator techniques.
Examples of nonparametric approximations can be found in [55, 157] and
parametric approximations in [158, 159]. For instance in [154], a piecewise
linear value function approximation is used to obtain near-optimal policies
for the stochastic energy storage problem. In addition, a direct policy search
algorithm [160] could provide a promising alternative to the presented approach.
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Open-loop optimization: day-ahead optimization
This paragraph describes how a general meta-heuristic method can be used
in combination with an approximate policy iteration algorithm. Here, a CE
method with a policy iteration method nested inside is proposed to solve (7.10).
While other general purpose optimizers are also possible, the CE method is
found to be robust in its parameter selection and relatively problem independent.
Algorithm 7 outlines a general description of the CE method. At each
iteration (τ), a set of NCE day-ahead schedules is drawn from a set of Gaussian
distributions with mean µ = (µ1, ..., µT ) and variance σ2 = (σ21 , ..., σ2T ). In
order to eliminate speculation by over- or under-contracting in the day-ahead
market, the sampled day-ahead schedules have to satisfy the first two constraints
provided by (7.3). Next, the value function of each day-ahead sample in the
day-ahead market is calculated using Algorithm 6. The resulting value function
is used to calculate the score function as follows:
s( Ei DA) = −λˆDAT Ei DA + V (x1), (7.14)
where λˆDA is the predicted day-ahead price and V (x1) is the expected revenue
that the aggregator can earn by deviating from its day-ahead schedule in real-
time. In the following step, a smaller fraction of samples (ρCE) with the best
scores is kept and used to update the mean and variance of the Gaussian
distributions in such a way that during the next iteration the probability of
drawing better samples is increased. This process is iterated until τmax is
reached.
7.4.5 Simulation results
The case study consists of an aggregator with a fleet of 1000 Plug-in Hybrid
Electric Vehicles (PHEVs) in its portfolio. Each PHEV is equipped with a 10
kWh battery and has a maximum charging capacity of 3.3 kW. In order to define
the flexibility of the fleet, realistic driving patterns and availability profiles
are generated using a statistical analysis of the travel behavior and electricity
consumption [161]. We consider an aggregator that uses the flexibility of the
fleet during the day when the PHEVs are located at a parking lot. This decision
is motivated by the fact that the imbalance prices are more volatile during
the day. Consequently it is more profitable for an aggregator to control the
charging patterns during the day. Considering the market setting the following
assumptions are made:
• The aggregator is not allowed to over- or under-contract its day-ahead
schedule in order to make a speculative profit;
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Algorithm 7 CE method for finding a day-ahead schedule.
Input: x1, NCE, τmax, ρCE, λˆDA, µ1 = ( µ1 1, ..., µ1 T ) , σ1 2 = ( σ1 2t , ..., σ1 2T ),
and learning rule {ατ}τmaxτ=1
1: for τ = 1, ..., τmax do
2: generate NCE samples ( E1 DA, ..., ENCE DA) from Gauss( µτ , στ 2) that
satisfy the first two constraints of (7.3)
3: for i = 1, . . . , NCE do
4: calculate the value function using Algorithm 6 for Ei DA
5: calculate the score function:
s( Ei DA) = −λˆDAT Ei DA + Vi (x1)
6: end for
7: calculate µ and σ of the ρCE samples with highest score function
8: update these values with a step size α:
µτ+1 = (1− ατ ) µτ + ατµ
στ+1 2 = (1− ατ ) στ 2 + ατσ2
9: end for
Output: E∗ DA = Ei DA with the highest score function
• The aggregator is a price-taker in the day-ahead market and imbalance
system;
• The imbalance price of the current quarter is assumed to be known at the
beginning of the quarter (future imbalance prices are unknown).
• The day-ahead price is assumed to be known (λˆDA); Relatively accurate
forecasting methods of the day-ahead price can be found in [162, 163].
For the simulations price data obtained from the Belgian system operator [127]
and power exchange [120] for 2013 is used. Note that the Markov decision
process formulation can be easily adapted for different market rules. Finally in
order to train and evaluate Algorithm 6, two different data sets are used: the
first containing the training set of the imbalance prices of the first three months
of 2013, the second consisting of the imbalance prices of the last nine months.
Autocorrelation of imbalance prices
The left graph of Figure 7.6 depicts a color map of the autocorrelation matrix of
the positive imbalance price. It indicates that imbalance prices have a certain
degree of autocorrelation. In order to capture this autocorrelation, it is necessary
to include past price information in the state variable. To this purpose, a feature
iteration approach [55] is used, whereby Algorithm 6 is executed for different
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Figure 7.6: Autocorrelation matrix of the positive imbalance price (left).
Impact of including past price information in the state on the objective and
computation time (right). Dashed line: computational time, right axis. Solid
line: improvement of the objective, left axis.
state configurations. The right graph of Figure 7.6 shows the impact of including
different time lags in the state variable on the objective and calculation time.
It shows that including imbalance prices of the last 3 time steps results in
an improvement of 3.7%, with respect to including the price information of
the current time step. Adding more time lags to the state variable does not
improve the objective. However, as can be seen on the right axis of the right
graph of Figure 7.6, adding more dimensions to the state variable increased the
computational time of the algorithm significantly. This increase is caused by the
exponential growth of the state space which results in an increased calculation
time of the regression step. In addition, the Extra Trees ensemble method can
be computed in parallel in order to speed up the simulation.
Simulation results
This paragraph considers two strategies for solving the bi-level optimization
problem as defined in (7.10). We included a prescient method that uses perfect
knowledge of the negative and positive real-time prices. Since future prices are
known to the prescient method, its result can be seen as an upper bound for
the sequential decision-making process under uncertainty. The results of the
prescient method, separated strategy and coordinated strategy are presented
in Table 7.1. Note that by using the prescient method, the profit made by
reacting to imbalance prices is higher than the cost for charging the fleet in the
day-ahead market.
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Table 7.1: Average daily electricity cost of an aggregator with 1000 PHEVs (10
kWh) in its portfolio.
Method Day-ahead [e] Real-time [e] Total [e]
Prescient -267 331 64
Separated -223 125 -98
Coordinated -277 198 -79
Separated planning strategy This method solves the problem of finding a
participation strategy by splitting the objective function of (7.10) into two parts.
First, a day-ahead schedule is found by solving:
min
EDA
λˆDA
T
EDA. (7.15)
This deterministic optimization problem can be solved using a standard
linear solver or dynamic programming. Next, given this day-ahead schedule,
Algorithm 6 is used to find a policy that maximizes the revenue by reacting to
imbalance prices.
The separated planning strategy resulted in an average daily charging cost of
e98. Table 7.1 shows the costs incurred in the day-ahead market and profit
made by real-time balancing. In addition, this strategy was able to reduce the
day-ahead cost by 57%, which is equivalent to a cost saving of e34 per PHEV
over the evaluation period.
Cross-entropy method The coordinated strategy resulted in an increased
cost in the day-ahead market compared to the separated method (Table 7.1).
However, the coordinated strategy is able to anticipate the imbalance prices to
increase its profits by reacting to imbalance prices. As a result, the CE method
reduced the total charging cost by 19% compared to the separated planning
method. Compared to the approach of not reacting to imbalance prices, the
coordinated strategy was able to reduce the cost by 65%, which is equivalent to
a reduction of e39 per PHEV over the evaluation period.
The simulations were performed using a computer with a three GHz processor
and eight GiB of memory. The calculation time of the close-loop optimization
lasted 300′′ and of the open-loop phase is about 4 h for 1 day. It should be
noted that the time frame for finding a day-ahead schedule is 12 h depending on
the agreement with the system operator. The calculation of the score function
CONCLUSIONS 119
(line 5 in Algorithm 7) and the Extra Trees method can be performed in parallel
to improve the calculation time.
7.4.6 Discussion
Solving the day-ahead optimization problem of an aggregator is a challenging
task, comprising both an open-loop and nested closed-loop optimization problem.
Inspired by techniques from ADP [55], we have combined a CE method with a
simulation-based approximate policy iteration algorithm nested inside. Using
observed prices to train the approximate policy iteration method eliminated
the need for a complex model to simulate imbalance prices. Using a feature
iteration approach enables to construct a compact representation of the state
variable capturing the autocorrelation in the exogenous imbalance price process.
The CE method was benchmarked against a second planning method, which
ignores the imbalance system until after the day-ahead market clears. Both
methods were evaluated for an aggregator with a fleet of 1000 electric vehicles
using price data obtained from the Belgian power exchange, and an availability
analysis of electric vehicles. The simulation results have indicated that the
proposed CE method was able to successfully find a day-ahead schedule that
anticipates the expected profit made by reacting to imbalance prices.
A possible direction of future work would be to decrease the calculation time of
the proposed method by replacing the global CE method by a gradient-based
method. An interesting method is to use Alternating Direction Method of
Multipliers or ADMM [138] to decouple the multistage optimization problem in
a corresponding open-loop and closed-loop problem.
7.5 Conclusions
A demand response aggregator, managing a large cluster of heterogeneous
flexibility carriers, faces a complex optimal control problem. This chapter has
presented two control approaches that make use of a market-based heuristic
to dispatch the aggregated control policy amongst the individual flexible
devices. The market-based heuristic may be sub-optimal compared to some
other solutions [116, 139], however, it has very good scalability and low
complexity [136]. Furthermore, the market-based heuristic requires only limited
intelligence at the local level to calculate the bid function based on the state of
charge of the flexible device, as the optimization takes place at the aggregated
level.
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The first control approach applied extended fitted Q-iteration (Section 4.3.1)
to schedule a heterogeneous cluster of electric water heaters. It is tested in a
stochastic setting, without prior information or model of the system dynamics
of the cluster. The simulation results show that the proposed approach is able
to reduce the daily electricity cost within a reasonable learning period of 40-45
days, compared to a hysteresis controller.
The second control approach used techniques from approximate dynamic
programming to solve the nested optimization problem of an aggregator that
participates in the day-ahead market and reacts to imbalance prices. The
method applies a cross-entropy method with a simulation-based approximate
policy iteration algorithm nested inside. The cross-entropy method is compared
with a separated planning method, that optimizes the day-ahead and real-
time decisions separately. An empirical evaluation of the presented method
for an aggregator with a fleet of electric vehicles using data from the Belgian
electricity market is presented. Using observed prices to train the approximate
policy iteration method eliminated the need for a complex model to simulate
imbalance prices. A feature iteration approach was used to construct a compact
representation of the state variable that captures the autocorrelation in the
exogenous imbalance price process. The results indicate that the proposed
cross-entropy method was able to successfully find a day-ahead schedule that
anticipates the expected profit made by reacting to imbalance prices.
Chapter 8
Conclusions and future
research
8.1 Overview and conclusions
Optimal control of Thermostatically Controlled Loads (TCLs), such as air
conditioning units and water heaters, is expected to play a key role in the
application of residential demand response. The work proposes a set of model-
free algorithms to harness the flexibility of TCLs that is practical, cost-effective,
self-adaptive and generally applicable. TCLs can use their thermal inertia, e.g. a
water buffer or building envelope, as a thermal battery to store energy and shift
energy consumption. Optimal control, however, often relies on the availability
of a system model in combination with an optimizer. Building such a controller,
is considered a cumbersome endeavor requiring custom expert knowledge that
has to be repeated for each TCL, making a large scale deployment of similar
solutions challenging.
To this end, the presented work leverages upon recent developments
in Reinforcement Learning (RL) [38, 37, 39, 40], enabling a practical
implementation of a model-free controller. This model-free controller interacts
with the system within safety and comfort constraints and learns from this
interaction to make near-optimal decisions. RL techniques have the advantage
that they do not require a time-consuming system identification step, which
needs to be repeated for every individual TCL. In standard RL, the state-action
value function or Q-function is updated online at every time step. In batch RL,
however, a controller estimates a control policy based on a batch of experiences.
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This makes batch RL techniques more suitable for practical implementations,
such as demand response. It is in this context that the contributions of this
dissertation are to be seen.
Summary and discussion
In Chapter 2, control methods related to demand response have been separated
in four main classes: rule-based, model-based, model-free and model-assisted
methods. The main advantage of rule-based control methods is their low cost of
implementation since they require no mathematical solver, model equations nor
forecasting algorithms. The main drawback is that they need to be tuned by an
expert to work with a specific flexible load and objective. Model-based methods,
such as Model Predictive Control (MPC) and model-based RL, require a model
of the system dynamics to find a control policy. This extra information makes
that both MPC and model-based RL are expected to outperform rule-based
control methods. The success of model-based methods, however, mainly depends
on prior knowledge that they can exploit during a system identification step. In
contrast to model-based methods, RL methods require no system identification
step and can be applied “blindly” without any special hypothesis on system
behavior. Arbitration among MPC and RL mainly depends on the quality of
the prior knowledge of the system dynamics that could be exploited in the
context of system identification. Finally, model-assisted RL methods have been
presented. Model-assisted RL simultaneously uses interactions to build a model
of its environment and learn a control policy. Model-assisted RL methods can
be used to speed up convergence of Q-learning and fitted Q-iteration.
In Chapter 3, the mathematical framework for sequential decision making
and core concepts of RL have been presented. They include, value functions
(V-functions and Q-functions), dynamic programming, temporal difference
learning and batch RL. After explaining the exploration-exploitation dilemma,
two exploration strategies have been introduced: ε-greedy and Boltzmann. To
overcome the reliance on an exact representation of the value function, an
overview of parametric and non-parametric function approximators have been
introduced. A main advantage of non-parametric function approximators is
that their structure (i.e. the number of parameters and their values) depends
on the data. As such, non-parametric function approximators require no
prior knowledge and can be used even when the number of data samples
is relatively small. In this work, we have chosen a non-parametric function
approximations, being an ensemble of extremely randomized trees. Based on
our experience, this approximator is computationally fast, performs stable when
used in combinations with fitted Q-iteration and is relatively robust to the
settings of its meta-parameters.
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Building upon the mathematical framework of Chapter 3, the proposed model-
free approach and its Markov decision process formulation have been introduced
in Chapter 4. Using this formulation, four model-free algorithms tailored
to demand response have been presented. Motivated by the fact that some
demand response applications, e.g a heat-pump thermostat, are influenced by
exogenous weather data, we have adapted a well-known batch RL technique,
fitted Q-iteration, to incorporate a forecast of the exogenous data. In general,
batch RL techniques do not require any prior knowledge about the system
behavior or the solution. However, for some demand response applications,
expert knowledge about the monotonicity of the solution, i.e. the policy, can be
available. Therefore, we have presented an expert policy adjustment method
that can exploit this expert knowledge, successfully improving the convergence
of the underlying learning algorithm. Learning in a high-dimension state
space can significantly impact the learning rate of the RL algorithm. This is
known as the “curse of dimensionality”. Inspired by the work of [40], we have
demonstrated how a feature extraction technique can be used to mitigate the
“curse of dimensionality” associated with large state spaces. Finally, a model-free
Monte Carlo method, that uses a novel distance metric based on the Q-function,
has been presented to bridge the gap between the closed-loop control policy
obtained with an RL technique and the open-loop control policy that is required
to participate in the day-ahead electricity market. The motivation behind using
Q-values, instead of a Euclidean distance [38], is that Q-values capture the
dynamics of the system and, therefore, there is no need to select weights.
InChapter 5, the simulation results using the algorithms proposed in Chapter 4
have been presented for two types of TCLs: an electric water heater and a
Heating, Ventilation and Air Conditioning (HVAC) system. The simulations
are used to analyze the performance of the proposed algorithms for three
distinct demand response objectives, i.e. dynamic pricing, day-ahead scheduling
and energy saving. Based on the Markov decision process formulation of the
previous chapter, a detailed description of the state, action and cost function
is provided. In a first experiment, extended fitted Q-iteration is applied to an
HVAC system for a dynamic pricing objective. The presented empirical results
have indicated that the proposed extension of fitted Q-iteration was able to
improve the performance of standard fitted Q-iteration by 27%. In a second
one, a policy adjustment method is used to improve the quality of the control
policy of an electric water heater. The results have indicated that the policy
adjustment method was able to reduce the cost objective by 11% compared to
fitted Q-iteration without expert knowledge In a third experiment, a feature
reduction technique has been used to reduce the dimensionality of the state
vector, containing temperature measurements, of an electric water heater. The
results indicate that learning in a compact feature space can improve the quality
of the control policy when the number of observations is relatively small (25
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days). When the number of observations increases it is advisable to switch
to higher state-space representation. In a final simulation experiment, the
model-free Monte Carlo method, that uses a metric based on the Q-function,
has been applied to find a day-ahead schedule. These results demonstrate that
the model-free Monte Carlo method can be successfully used to construct a
forward consumption plan for the next day.
In Chapter 6, the lab results for an electric water heater, heat-pump for
space heating and air conditioning unit have been presented. Using the model-
free approach presented in Chapter 4, two optimization objectives have been
evaluated: dynamic pricing and tracking. In a first lab experiment, fitted
Q-iteration has been successfully applied to an electric water heater with eight
temperature sensors. A reduction of the state vector did not improve the
performance of fitted Q-iteration. In a second, extended fitted Q-iteration
and policy adjustment have been applied to the setting of building climate
control subjected to dynamic pricing. The experimental analysis confirms that
within 10 to 20 days sensible policies are obtained that can be used for different
outside temperature regimes. In a third experiment, an air condition unit has
been used to minimize the quadratic difference between the consumption of
the air conditioning unit and the power consumption of a photovoltaic system.
The qualitative results have indicated that the control approach was able to
successfully anticipate the impact of the outside temperature on the control
policy and produce reasonable results within 15 days.
Finally, Chapter 7 has demonstrated how a data-driven approach can be used
in combination with a market-based dispatch heuristic to control a heterogeneous
cluster of flexible devices. It uses a bulk model of reduced order, making the
centralized optimization tractable by defining a set point for the entire cluster.
Disaggregation of the set point occurs through the heuristic dispatch strategy.
A first experiment considers an aggregator that minimizes the cost of electricity
consumption of a cluster of electric water heaters for a dynamic pricing objective.
The simulation results indicate that the proposed scheme can help reduce the
electricity cost in a stochastic environments (unknown tap water profiles) of a
cluster of 100 EWHs within a limited learning period of 40-45 days. A second
experiment considers an aggregator with a portfolio of electric vehicles that
participates in the day-ahead market and reacts to imbalance prices. Finding this
participation strategy requires solving a multistage optimization problem under
uncertainty entailing both an open-loop (day-ahead market) and nested closed-
loop (imbalance system) problem. Inspired by techniques from approximate
dynamic programming [54], we have combined a cross-entropy method with a
simulation-based approximate policy iteration algorithm nested inside. It is
evaluated for an aggregator with a fleet of 1000 electric vehicles using price
data obtained from the Belgian power exchange, and an availability analysis of
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electric vehicles. The results have indicated that the proposed cross-entropy
method is able to successfully find a day-ahead schedule that anticipates the
expected profit made by reacting to imbalance prices.
8.2 Main contributions
The main contributions, in the light of the objectives stated in Section 1.3, can
be summarized as follows:
1. We have adapted fitted Q-iteration, so it can incorporate model
information about exogenous data processes, such as information related
to cost or weather variables that impact the dynamics, e.g. the outside
temperature. In addition, we have proposed a policy adjustment method
to improve the quality of the control policy based on general insights about
the shape of the control policy. Finally, we have demonstrated how an
auto-encoder network can be used to mitigate the curse of dimensionality
and speed up the learning rate of fitted Q-iteration.
2. In order to bridge the gap between closed-loop control policy obtained
with RL and the day-ahead consumption plan (feedforward plan for the
next day) required to participate in the day-head electricity market, we
have proposed a model-free Monte Carlo method, using a novel metric
based on Q-values, which is more robust and requires no parameter tuning.
3. The proposed control methods have been validated in a real-world setting
for three types of flexible loads, i.e. an electric water heater, an air
conditioning unit and a heat pump for space heating. The results of these
experiments have indicated that the control method was able to obtain
near-optimal policies within approximately 10 to 20 days of operation.
4. We have extended a multi-agent auction-based demand response system
to control a cluster of flexible devices for dynamic pricing and day-ahead
scheduling in a two-settlement electricity market.
8.3 Future research
Five suggestions for future research are made:
1. Chapter 4 has demonstrated how an auto-encoder network can be used to
find a low-dimensional representation of the state vector of an electric water
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heater. The simulation results have indicated that using such a compact
representation can improve the quality of the control policy and that the
optimal state representation depends on the number of observations in
the batch. To this end it would be interesting to develop a method for
selecting an appropriate state representation during the learning process.
A promising route is to construct experts, where each expert combines a
learning algorithm and a different feature representation. A metric based
on the performance of each expert, as presented in [38], could then be
used to select the expert with the highest metric as described in [164].
2. Chapter 6 has presented the results of the proposed control approach
applied to an electric water heater in a lab environment. This electric
water heater was a standard unit equipped with eight temperature sensors
along the hull of its water buffer. However, adding eight temperature
sensors to an existing electric water heater could be rather costly. To
reduce this cost, it would be interesting to investigate a low-cost alternative
with one temperature sensor and a flow meter, that measure, respectively,
temperature and flow rate of the water exiting the water buffer.
3. This dissertation has ignored the possible conflict between the market-
based objective of the demand response aggregator and the technical
objectives of the distribution grid operator. It should be noted that
an aggregator is a market player and is assumed to have no technical
information about the underlying distribution grid. In this context, it
would be interesting to include a load flow simulation to Chapter 7 and to
assess the impact of voltage deviations and congestions on the flexibility
of the aggregator.
4. In this work, an ensemble of extremely randomized trees was used as a
function approximator to estimate the Q-function. Extremely randomized
trees are relatively robust to changes in their parameter setting and
computationally efficient. A drawback of extremely randomized trees
is that they cannot extrapolate beyond the range of their training set.
Therefore, it would be interesting to compare the performance of extremely
randomized trees with other approximation architectures, such as neural
networks [98].
5. In most real-world control applications a part of the state of the
environment cannot be measured and remains hidden from the agent.
For example, an agent applied to an HVAC system for climate control
can measure the air temperature but not the temperature of the building
envelope. In this work, the temperature dynamics of the building envelope
was captured by including past observations of the air temperature in
the state vector. A promising alternative approach would be to capture
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hidden state information by using a Long Short-Time Memory (or LSTM)
recurrent network [97].
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Appendix A
Modeling of flexibility
This appendix introduces the model equations of a building with a heat pump
and an electric water heater, which are used in Chapters 5, 6 and 7. The model
equations are used to simulate the next state received by the agent after the
agent selects an action.
A.1 Heat pump
This section describes the model equations of a building with a heat pump for
space heating or cooling by making use of an Equivalent Thermal Parameter
(ETP) model [125, 165]
A.1.1 Equivalent thermal parameter model
An ETP approach models the cooling and heating loads as functions of a
limited number of lumped parameters, weather conditions, internal heat gains
from equipment and occupants and thermostat set points. The heat gains and
losses that contribute to the heating and cooling load of the model consists
of: conduction through exterior walls, roof and glass; solar irradiance through
windows; and internal heat gains from lighting, equipment and people.
In order to account for the dynamics of the building envelope, this dissertation
applies a (simplified) second-order ETP model. As a result of the heat stored
in the building mass, only a portion of the heat entering or leaving to the
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Figure A.1: Second-order equivalent thermal parameter model.
building will actually heat or cool the indoor air temperature immediately. As
such, the heat that is stored in the mass will result in heating or cooling at a
later time. Although higher order model exists in the literature [166], we belief
that the second-order ETP model is both accurate, computation efficient and
challenging, since the agent/controller cannot measure the temperature of the
building envelope.
The ETP model that is used in this manuscript is depicted in Figure A.1, where:
• Tin is the indoor air temperature expressed in ◦C;
• Tout is the outdoor air temperature expressed in ◦C;
• Tm is the temperature of the building envelope expressed in ◦C;
• Ua is the thermal air conductance expressed in W/◦C;
• Hm is the thermal mass conductance expressed in W/◦C;
• Ca is the thermal air capacity expressed in J/◦C;
• Qin is the heat added to the interior air mass expressed in W ;
• Qm is the heat added to the building envelope expressed in W .
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Table A.1: Lumped thermal parameters for two insulation levels.
Parameters Low thermal High thermal Unit
µCOP 3 3 -
Ua 1154 272 W/◦C
Hm 6863 6863 W/◦C
Ca 2.441 2.441 MJ/◦C
Cm 9.896 9.896 MJ/◦C
α, β 0.5 0.5 -
The model equations of thermal equivalent parameter model are:
T˙in = 1Ca (TmHm − Tin(Ua +Hm) +Qin + ToutUa),
T˙m = 1Cm (Hm (Tin − Tm) +Qm),
(A.1)
The heat added to the interior air mass Qin is given by a fraction α of the
internal heat gains Qg, a fraction β of the solar heat gains Qs, and the heat
gains generated by the heat pump Qh. The heat added to the interior solid
mass Qm is given by the other fractions of Qs and Qg:
Qin = αQg + βQs +Qh,
Qm = (1− α)Qg + (1− β)Qs,
Qh = µCOPuph,
(A.2)
where µCOP is coefficient of performance of the heat pump and uphk is its electric
power consumption. The internal heat gains, the outside temperature and the
solar gains are external inputs and were obtained from [167] and [26]. Table A.1
provides the ETP parameters used during the simulations.
A.1.2 Backup controller
The following paragraphs outline the backup controller for a heat pump for
space heating and air conditioning unit. The goal of the backup controller is to
satisfy the comfort settings of the end users. At each time step k, the backup
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controller maps the control action selected by the agent uk ∈ {0, . . . , Pmax} to
the physical action uphk . The function B acts as a filter to the control actions
resulting from the policy h.
Space heating
The following paragraphs describe two versions of backup controller, namely
as used during the simulation experiments (Chapter 5) and during the lab
experiments (Chapter 6).
Simulation experiment In the case of space heating, the backup controller is
defined as follows:
B(xk, uk,κ) =

P¯hp if Tk,in ≤ ¯Tk,in
uk if ¯
Tk,in< Tk,in <T¯k,in,
0 if Tk,in ≥T¯k,in
(A.3)
where the vector κ contains the minimum and maximum temperature
constraints, T¯k,in and ¯
Tk,in and P¯hp is the maximum power rating of the heat
pump.
Lab experiment The backup controller of the heat-pump system for space
heating used during the lab experiments is defined as follows:
B(xk, uk,κ) =

P¯hp if Tk ≤T k
P¯hp if Tk ≤T k ∧ uk−1 = 1
uk if Tk ≤T k ∧ uk−1 = 0
0 if Tk >T k
, (A.4)
where uk−1 represent the previous control action, which is used to avoid too
frequent switching of the heat pump.
Set-back strategy Algorithm 8 illustrates the working of the heat-pump
thermostat. The lower and upper temperature set points are given by
¯
Ts (20
◦C) and T¯s (22.5 ◦C). When the indoor temperature Tin drops below ¯
Ts − T ab
(18.5 ◦C ) the auxiliary heating element is activated in addition to the heat
pump until the indoor temperature reaches
¯
Ts +Tb (20.5 ◦C ). The activation of
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Algorithm 8 Backup controller of a heat pump with auxiliary heating.
1: Measure Tin
2: Initialize
¯
Ts, Tb, T
a
b , T¯s
3: if Tin < ¯
Ts − T ab
4: uph = P¯hp + Pa until Tin ≥ ¯Ts + Tb5: elseif
¯
Ts − T ab ≤ Tin ≤ ¯Ts + Tb6: uph = P¯hp
7: elseif
¯
Ts + Tb < Tin < T¯s
8: uph = u
9: elseif Tin ≥ T¯s
10: uph = P¯hp until Tin ≤ T¯s − Tb
11: end if
the auxiliary heating is independent of the requested control action and can be
seen as an overrule mechanism that guarantees the comfort of the end user. If
the indoor temperature Tin is between ¯
Ts + Tb and T¯s the thermostat controller
follows the requested control action. When the indoor temperature Tin rises
above T¯s the cooling mode is activated until T¯s − Tb (19.5 ◦C ). In cooling
mode no cooling element is used.
Space cooling
Similarly, for an air conditioning unit the backup controller is defined as follows:
B(xk, u,κ) =

0 if Tk,in ≤ ¯Tk,in
uk if ¯
Tk,in< Tk,in <T¯k,in.
P¯hp if Tk,in ≥T¯k,in
(A.5)
A.2 Electric water heater
This section outlines the nonlinear stratified tank model used to model the
temperature dynamics within the buffer tank of an electric water heater.
A.2.1 Stratified tank model
This work considers a water heater where the heating element is located at
the bottom of the water tank. The water buffer has a height Lb, diameter d,
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and water content of Vb. Hot water can exit the buffer at the top and it is
replenished by cold water at the bottom of the buffer. The stratified tank model
discretizes the water buffer along its height in a finite number nd cylindrical
discs. Each disc has a uniform temperature Ti, thickness Ld,i, outer surface Ai
and conduction surface area Si.
At each time step tsim, the temperature of each disc is updated as follows. The
discs can interact thermally through conduction and mixing.
Thermal losses
The thermal losses of each disc are given by:
Ql,i = AiUi(Tamb − Ti), (A.6)
with Ui the heat loss coefficient of the surface and Tamb the ambient room
temperature.
Conduction
The conduction effects are given by:
Qc,i = kiSi
(Ti − Ti+1)
Ld,i
+ ki−1Si−1
(Ti − Ti−1)
Ld,i
, (A.7)
where i+ 1 indicates the layer below layer i, layer i− 1 indicates the layer above
layer i, and k is the thermal conductivity of water.
Mixing
The mixing effects caused by the tap demand are calculated as follows:
Qm,i = m˙iCi(Ti − Ti+1) + m˙i−1Ci(Ti − Ti−1), (A.8)
with m˙i the flow rate of the tap water demand, and Ci the specific heat of
water.
Heating
An electric resistance can add heat to several discs:
Qh,i =
P¯ewh
nh
, (A.9)
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with P¯ewh the electric heating power rating, and nh the number of discs that
cover the heating resistance.
The mixing and turbulence effects caused by the heating element are modeled
using the following heuristic. As long as an unstable layer is detected, i.e. a
layer with a temperature higher than the temperature of the layer above, an
iteration is performed where the new temperature of the unstable layer is set to
be equal to the average temperature of the layer above and below. The iteration
process continues until convergence is reached. An overview of all simulation
parameters and their values can be found in Table A.2.
Water draws
In this work, we used a simulator presented in [131] to model the water
consumption of residential household with a main daily consumption of 100 L.
The flow rate and cumulative water consumption of one day of a singe household
can be seen in Figure A.2. A histogram of the daily water consumption and
total annual flow rate of a singe household are depicted in Figure A.3.
Table A.2: Electric water heater parameters.
Parameter Value Unit Parameter Value Unit
A 0.0393 [m2] S 0.1963 [m2]
C 4185.5 [J/(kgK)] P¯ewh 2360 [W]
nh 5 [-] U 0.8 [W/(m2K)]
Ld 0.025 [m] Tamb 20 [◦C]
k 0.5944 [W/(mK)] tsim 6 [s]
nd 50 [-] Tin 10 [◦C]
Lb 1.2 [m] db 0.5 [m]
xsoc 25 [%] x¯soc 100 [%]
Vl 200 [l] - - -
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Figure A.2: Tap water consumption profile of a single household. Top plot: flow
rate of one day. Bottom plot: cumulative tap water consumption of one day.
A.2.2 State of charge
The state of charge of the electric water heater is calculated as follows:
∀j ∈ {0, . . . , ns},∀k ∈ {0, . . . , ns|Tk ≥ ¯T},
xsoc =
ΣkVk(Tk−¯
T)
ΣjVj(T¯−¯
T) ,
(A.10)
where ns denotes the number of temperature measurements, Vk the volume of
layer k, Tk the temperature of layer k, and T¯ and ¯
T are the maximum and
minimum allowed water temperature. Here, the calculation of the SoC is based
on eight temperature sensors, which are installed along the hull of the buffer
tank [168]. Also, water layers where Tk ≤ ¯T have no useful thermal energyand do not contribute to the SoC, since no water may leave the buffer at a
temperature below
¯
T .
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Figure A.3: Annual tap water consumption profile. Top plot: Histogram of the
daily tap water consumption of one year. Bottom plot: aggregated daily tap
water consumption for one year.
A.2.3 Backup controller
Given the state of charge xk,soc the actual control action is defined as follows:
B(xk, uk,κ) =

uphk = P¯ewh if xk,soc ≤xsoc
uphk = uk if xsoc< xk,soc <x¯soc,
uphk = 0 if xk,soc ≥x¯soc
(A.11)
where the vector κ contains the minimum and maximum state of charge, xsoc
and x¯soc.
Appendix B
Extremely randomized trees
This appendix briefly describes an ensemble of extremely randomized trees
(extra-trees), which was proposed by Pierre Geurts [169]. This function
approximator is used in Chapters 5, 6 and 7 to approximate the Q-function.
First, the recursive procedure to build an ensemble of extremely randomized
trees is given, followed by a discussion of its meta-parameters.
B.1 Ensemble method
Ensemble methods are a well-established tool for supervised learning that have
been successfully applied to diverse real-world tasks [170, 171]. Generally,
ensemble methods consist of a set of individually trained regression methods.
The authors of [172], state that when the prediction of the individual regression
methods are combined, they are able to out-perform any of the single regression
methods in the ensemble. An empirical validation of an ensemble method
using extremely randomized trees can be found in [126]. They state that
the explicit randomization of the cut-point and cut-direction combined with
ensemble average reduces the variance without increasing the bias. The extra-
trees method, first builds Ntr trees using Algorithm 9, and then averages
the predictions of the individual trees (Algorithm 11) to obtain an aggregate
prediction:
y(x) = 1
Ntr
Ntr∑
jtr
yjtr(x), (B.1)
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where yjtr(x) is the prediction of tree jtr and y(x) is the prediction of the
ensemble.
B.2 Extremely randomized trees
The extra-trees approximator consists of an ensemble of extremely randomized
trees. Each tree is built from a set of training data:
L = {(xl, yl)}#Ll=1, (B.2)
where xl denotes the lth input sample and y denotes the lth output sample.
Each tree contains a single root node that holds the total training set L. At
each step, leafs that contain at least nmin training samples are split using the
method described in Algorithm 9.
B.2.1 Test
Algorithm 10 generates Ktr tests, where each test consists of a random cut-
directions (input dimension) d and random cut-points (an input value in the
selected cut-direction) x¯d. Then the values of the current node are split into
two sets Lleft and Lright according to each (d, x¯d):
Lleft = {(xl, yl) ∈ L|xl,d < x¯d}, (B.3)
Lright = {(xl, yl) ∈ L|xl,d ≥ x¯d}. (B.4)
A score is computed for each of those Ktr tests, and the test that maximizes
this score is chosen. This test computes the relative variance reduction for each
(d, x¯d):
s(d, x¯d,L) =
var(L)− |Lleft|Ns var(Lleft)−
|Lright|
Ns
var(Lright)
var(L) , (B.5)
where L contains the samples of the considered leaf, var(·) is the variance of the
output samples y corresponding to the argument, | · | denotes the cardinality
of the argument. In [37], Geurts et al. state that it is advisable to set Ktr to
dimensionality of the input of L.
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Algorithm 9 Extremely randomized regression tree [169].
Input: set of samples L, meta-parameters Ntr,Ktr, nmin
Output: T = BuildTree(L)
1: function BuildTree(L)
2: if |L| < nmin then
3: return a leaf node T with label 1|L|Σ(x,y)∈L y
4: else
5: (d, x¯d)← SelectTest(L) (Algorithm 10)
6: spit L into Lleft and Lright according to (d, x¯d), see (B.4)
7: Tleft ← BuildTree(Lleft), Tright ← BuildTree(Lright)
8: T ← node with test (d, x¯d), left subtree Tleft, and right subtree Tright
9: return T
10: end if
11: end function
Algorithm 10 Test Ktr cut-directions and cut-points.
1: function SelectTest(L)
2: select Ktr cut-directions {d1, . . . , dk} uniformly in {1, . . . , D}
3: for k = 1, . . . ,Ktr do
4: xdk,min ← min(x,y)∈Lxdk
5: xdk,max ← max(x,y)∈Lxdk
6: select cut-point x¯dk uniformly in [xdk,min, xdk,max]
7: end for
8: return a test (dk′ , x¯dk′ ) such that k′ ∈ arg maxk s(dk, x¯dk ,L), see
(B.5)
9: end function
B.2.2 Predict
To predict an output for a given input variable, Algorithm 11 starts from the
root node and applies the test stored in each node. This procedure is repeated
unit reaching a leaf node (or end node). Next, the algorithm outputs the label
stored in the leaf node.
B.3 Meta-parameters
The three meta-parameters of the extra-trees approximation used in Chap-
ters 5, 6 and 7 are defined as follows:
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Algorithm 11 Predict.
Input: tree T , input point x
1: while T is not a leaf node do
2: (d, x¯d)← test associated with the root of T
3: if x ≤ x¯d then
4: T ← Tleft
5: else
6: T ← Tright
7: end if
8: end while
Output: label of T
• The number of trees Ntr in the ensemble is set to 100.
• The number of minimum samples per node nmin that is required to split
that node further is set to 5.
• The number of randomly chosen cut directions Ktr is set to the
dimensionality of the input of L. As a consequence, when the tree
ensemble is used to approximate the Q-function in the state-action space
(X × U), Ktr is set to the dimensionality of the state space plus the
dimensionality of the action space (|X|+|U|).
These meta-parameters could be adapted to the given problem, however, this
dissertation uses the previous default values. This was done to have a generic
solution to approximate the Q-function that requires no tuning. An empirical
evaluation of the performance of extra-trees with different meta-parameters is
out of the scope of this work and can be found in [126].
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