Abstract. We study the focusing 3d cubic NLS equation with H 1 data at the mass-energy threshold, namely, when
Introduction
We consider the 3d focusing cubic nonlinear Schrödinger (NLS) equation on a time interval I ⊂ R (0 ∈ I) (1.1) i∂ t u + ∆u + |u| 2 u = 0, (x, t) ∈ R 3 × I u ↾t=0 = u 0 ∈ H 1 (R 3 ).
The Cauchy problem (1.1) is locally wellposed in H 1 , see [12] . We denote the forward lifespan by [0, T + ) and the backward by (T − , 0 ]. If T + (u) < +∞ [or T − (u) > −∞], then lim t→T + u(t) H 1 = +∞, [respectively, lim t→T − u(t) H 1 = +∞], and it is said that the solution blows up in finite time.
The solutions of (1.1) satisfy mass, energy and momentum conservation laws Furthermore, this NLS equation enjoys several invariances. If u(t, x) is a solution, then -by scaling invariance: so is λ u(λx, λ 2 t), λ > 0; -by spatial translation: so is u(x + x 0 , t) for x 0 ∈ R 3 ; -by time translation: so is u(x, t + t 0 ) for t 0 ∈ R; -by phase rotation invariance: so is e iθ 0 u, θ 0 ∈ R;
-by time reversal symmetry: so is u(x, −t).
Observe that all these transformations leave theḢ 1/2 -norm and the momentum invariant. In what follows the solutions will be considered up to the (Ḣ 1/2 -) symmetries of this NLS equation meaning up to the above mentioned invariances. A transformation of solutions to (1.1), which does not leave theḢ 1/2 -norm nor the momentum invariant, is the Galilean transformation: if u is a solution, so is e ixξ 0 e −it|ξ 0 | 2 u (x − 2ξ 0 t, t) , ξ 0 ∈ R 3 .
Consider a general focusing NLS equation
with the nonlinearity p > 1 and the dimension d such that 0 ≤ s c ≤ 1, where
p−1 . The case when s c = 0 is referred to as mass (or L 2 )-critical, the case when s c = 1 is called energy-critical, and in our case, the NLS equation in (1.1) has s c = 1/2, and thus, is referred to asḢ 1/2 -critical.
The focusing mass-critical NLS equation (for example, cubic NLS in 2d) with H 1 initial data was originally studied by Weinstein [31] , who showed that there exists a sharp threshold, which splits the behavior of solutions: , r = |x|, x ∈ R d . In the first case the scattering was known for the initial data in L 2 and of finite variance (it follows from the pseudoconformal conservation law, e.g., see [31] , [3] ). The scattering for radially symmetric solutions with L 2 initial data was recently established in [20] for 2d, and in [21] for higher dimensions. For general L 2 initial data scattering is still an open question.
Note that the solution u(x, t) = e it Q(x) (it has M [u] = M [Q]) exists globally in time (in fact, it is time-periodic), but does not scatter. Under the pseudoconformal transformation this solution can be mapped into a finite time blow up solution (of the same mass). Merle has shown that all finite time blow up solutions of minimal mass M [u] = M [Q] are pseudoconformal images (up to phase, translation, scaling and Galilean invariances) of e it Q(x), see [25] for radial H 1 data with finite variance and [26] for general H 1 data. Furthermore, he characterized all H 1 solutions of finite variance with the threshold mass M [u] = M [Q]: a solution can be a scaled version of the time periodic solution e it Q(x), or a blow up solution which is a pseudoconformal image of e it Q(x) (a "self-similar solution"), or a globally defined solution with quadratically decaying in time L 4/d+2 norm which implies scattering as t → ±∞.
The focusing energy critical NLS equation (for example, cubic NLS in 4d or quintic NLS in 3d) was recently studied by Kenig-Merle [16] . They showed that (in dimensions 3, 4 and 5) a sharp splitting takes place for the Cauchy problem withḢ 1 rad initial data and an a priori condition E[u 0 ] < E[W ]: (i) if ∇u 0 L 2 < ∇W L 2 , then the solution exists globally in time, moreover, it scatters; (ii) if ∇u 0 L 2 > ∇W L 2 , and u 0 ∈ L 2 , then finite time blow up occurs 1 . Here, W is the stationary solution of (1.1) inḢ 1 , given explicitly by W (r) = 1/ 1 + r 2 d(d−2) (d−2)/2 , r = |x|, x ∈ R d . A similar result (but not necessarily for radial initial data) is established by the same authors for the energy-critical focusing nonlinear wave (NLW) equation in [17] . [8] . Richer dynamics for the behavior of solutions as t → ±∞ are exhibited. Besides the stationary solution W which exists globally but does not scatter, there are two more special solutions W − and W + which approach W inḢ 1 in one time direction, but in the opposite time direction W − scatters and W + blows up in finite time 2 . The deciding factor is the gradient size: ∇W − L 2 < ∇W L 2 and ∇W + L 2 > ∇W L 2 . Moreover, the classification of all (radial) solutions at the energy critical level is given (up to the symmetries of the equation): if ∇u 0 L 2 < ∇W L 2 , then the solution is W − , if ∇u 0 L 2 > ∇W L 2 (with the additional technical assumption that u 0 is in L 2 ), then the solution is W + , and when ∇u 0 L 2 = ∇W L 2 , then the solution is W . A similar result is obtained for the energy-critical focusing NLW equation for general initial data in Duyckaerts-Merle [9] .
The results on global existence or finite time blow up for the mass critical NLS and energy critical NLS equations can be linked by studying the NLS equation with 0 < s c < 1 considered in Holmer-Roudenko [14, Section 2] , see also [15, Section 7] . For the purpose of this paper we will state the result only for (1.1), i.e., when s c = 1/2. The scattering result in the following theorem was established initially for the radial H 1 data in [15] and the radiality assumption was removed in [7] .
Let Q be the ground state, that is the unique positive radial solution of the equation −Q + ∆Q + |Q| 2 Q = 0 (see Subsection 2.1 for the details).
Theorem 1 ([14, 15, 7] ). Let u be an H 1 solution to (1.1). Suppose
, and thus, the solution u is globally defined; moreover, it scatters in
and, if either u 0 is radial or has a finite variance, i.e., |x|u 0 ∈ L 2 , then the solution u blows up in finite time.
As in the preceding cases, the determining quantities M [u]E[u] and u 0 L 2 ∇u 0 L 2 are invariant by the scaling of the equation.
Techniques employed above are based on the approach of Kenig-Merle in [16] and [17] . In particular, scattering is established by the profile decomposition method by Gérard [10] , which is a refinement of the concentration-compactness method of P.-L. Lions [23, 24] ; see previous applications to NLS by Merle-Vega [28] and Keraani [19] , and to NLW equation by BahouriGérard [1] . For other recent applications of profile decomposition we refer the reader to the works of Gérard [11] on the 3d cubic wave equation, and of Kenig-Merle [18] , who established scattering of solutions for the defocusing cubic NLS in 3d (equation (1.1) with a minus sign in front of the nonlinearity) withḢ 1/2 initial data providedḢ 1/2 norm stays bounded globally in time (see also Colliander-Keel-Staffilani-Takaoka-Tao [6] and references therein for previous results on the defocusing problem).
Coming back to Theorem 1, we would like to describe the behavior of solutions to (1.1) at the "critical" mass-energy threshold, i.e., when
First, we establish the existence of special solutions (besides e it Q) at the critical mass-energy threshold.
Theorem 2. There exist two radial solutions Q + and Q − of (1.1) with initial conditions
domain of definition of Q ± and there exists e 0 > 0 such that Remark. The best constant −e 0 in (a) is given by the negative eigenvalue of the linearized operator associated to (1.1) around the periodic solution e it Q. Furthermore, the construction of Q ± gives an asymptotic expansion in all Sobolev spaces for all orders of e −e 0 t of Q ± as t → +∞. Such precise information is not available for negative times. In particular, we are not able to describe the behavior of Q + near the blow-up time, except for what is already known for general blow-up solutions of (1.1) (see [27] , [14] ).
Next, we characterize all solutions at the critical mass-energy level as follows: Note that as a consequence of (1.3), the assumptions ∇u(t 0 ) 2 u(t 0 ) 2 < ∇Q 2 Q 2 and ∇u(t 0 ) 2 u(t 0 ) 2 > ∇Q 2 Q 2 do not depend on the choice of the initial condition (see §2.3).
Remark. It is worth linking theḢ 1/2 -critical equation (1.1) with the corresponding mass-critical and energy-critical once again. The proofs of Theorems 2 and 3 will show that the behavior of the solutions of (1.1) at the threshold is very close to the one of the energy critical equation described in the radial case in [8] . In particular, in both cases, the existence of the special solutions Q ± (W ± in the energy-critical case) derive from the existence of two real nonzero eigenvalues for the linearized operator around the periodic solution e it Q (respectively around the stationary solution W ). On the other hand, in the mass-critical case, the only eigenvalue of the linearized operator is 0 (see [32] ), and the blow-up solution at the threshold is given by the pseudo-conformal transformation, which is specific to the mass-critical equation.
We next give a formulation of Theorems 1 and 3 that takes the Galilean transformation into account. Let u be a solution of (1.1). Applying to u, as in [7, Section 4] , the Galilean transformation with parameter ξ 0 = −P [u]/M [u], we get a solution v of (1.1) with zero momentum which is the minimal energy solution among all Galilean transformations of u. Precisely,
Applying Theorems 1 and 3 to v, we get Theorem 4. Let u be a solution of (1.1) satisfying
The paper is organized as follows. In the next section we recall the properties of the ground state Q, small data theory for Cauchy problem (1.1) and the spectral properties of the linearized (around the ground state solution e it Q) Schrödinger operator. Under the condition (1.3) we identify a quadratic form associated to the linearized Schrödinger operator which can measure closeness to e it Q and find subspaces of H 1 where this form is positive, avoiding thus vanishing and negative directions. In Section 3 we construct a family of approximate solutions using the knowledge about the discrete spectrum of the linearized operator and then with a fixed point argument produce candidates for the special solutions Q − and Q + , thus, proving Theorem 2 except for the negative time behavior of Q ± . In Section 4 we discuss the modulational stability near the ground state solution. Here, we identify the spatial and phase parameters which control the variations from e it Q (on the subsets where the above mentioned quadratic form is positive) while the entire variation being small in H 1 norm. In Sections 5 and 6 we study solutions with initial data from Theorem 3 part (a) and (c), respectively. Our main goal is to obtain exponential convergence for large (positive) time of the gradient variation (4.16) which then will imply exponential convergence in (positive) time to e it Q (up to spatial translation and phase rotation), see Lemma 4.4. We also finish Theorem 2 for negative time behavior. In Section 7 we first analyze exponentially small solutions of the linearized Schrödinger equation and then establish the uniqueness of special solutions. We finish the section with the classification of solutions result. Appendix contains the proof of coercivity of the quadratic form introduced in Section 3 where we follow Weinstein [32] and a useful inequality, the original idea of which is due to Banica [2] .
Notation. Let S denote the space of Schwartz functions, i.e, the topological space of functions v satisfying 
where 6 − < 6 (respectively 4 + > 4) is an arbitrary fixed number, close to 6 (respectively, to 4). We will also write, if I is an interval and χ I is the characteristic function of I,
If a and b are two positive functions of t, we will write a = O(b) when there exists a constant C > 0 (independent of t) such that a(t) ≤ Cb(t), for all t, and a ≈ b when a = O(b) and
Throughout the paper, C denotes a large positive constant and c a small positive constant, that do not depend on the parameters and may change from line to line.
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Preliminaries

2.1.
Properties of the ground state. We recall some well-known properties of the ground state and refer the reader to [5] , [31] , [22] as well as [4] , [30, Appendix B] , [15, §3] for more details.
Consider the nonlinear elliptic equation
The H 1 solutions of this equation can be enumerated by their mass (L 2 norm) and the minimal mass solution, Q, is called the ground state. The function Q is radial, smooth, positive, exponentially decaying at infinity, and characterized as the unique minimizer for the Gagliardo-Nirenberg inequality:
The above characterization of Q and the concentration-compactness principle (see [23, Theorem I.2]) yield: Proposition 2.1. There exists a function ε(ρ), defined for small ρ > 0, such that lim ρ→0 ε(ρ) = 0 and
We will make the statement of Proposition 2.1 more precise in §4.
We will also need the following equalities, consequences of Pohozhaev identities (see e.g [ [15] . The small data theory states that there exists a small ǫ sd > 0 such that if
then the solution u of (1.1) has T + (u 0 ) = +∞ and 
for some α > 0, then defineũ(x, t) = α u(αx, α 2 t) which is also a solution of (1.1), and observe that
. Case (a) is given by the variational characterization (2.3) of Q and the uniqueness of solutions of (1.1).
For case (b) we show that if ∇u(t) 2 < ∇Q 2 holds for t = 0, then it does for all t. To the contrary, suppose (by continuity) there exists t 1 such that ∇u(t 1 ) 2 = ∇Q 2 . Then by case (a) with the initial condition at t = t 1 , the equality holds for all times t contradicting the condition at t = 0. Hence, such t 1 does not exist and the gradient of u(t) is bounded as claimed. By the finite blow-up criterion u is globally defined.
Case (c) is similar to case (b).
2.4.
Spectral properties of the linearized operator. Consider a solution u of (1.1) close to e it Q and write u as u(x, t) = e it (Q(x) + h(x, t)).
Let h 1 = Re h and h 2 = Im h. We will often identify C and R 2 and consider h = h 1 + ih 2 ∈ C
as an element h 1 h 2 of R 2 . Note that h is a solution of the equation
where the self-adjoint operators L + and L − and the remainder R(h) are defined by
The spectral properties of the operator L are well known and for the following proposition we refer to [13 
Remark 2.5. Proposition 2.3 implies that the null-space of L + is spanned by ∂ x 1 Q, ∂ x 2 Q and ∂ x 3 Q and the null-space of L − is spanned by Q.
Remark 2.6. It also follows from Proposition 2.8 of [32] 
Together with the preceding remark, we get
Consider the linearized equation ∂ t h + Lh = 0. Multiply by i∂ t h and take the real part to obtain
Define Φ, a linearized energy, by
From (2.10) it follows that Φ is conserved for solutions of the linearized equation ∂ t h + Lh = 0. By explicit calculation (see the beginning of Appendix A for the details),
which shows that |Φ(h)| ≤ c h 3 4 for a threshold solution u = e it (Q + h) of (1.1) which is close to e it Q. To take advantage of this, we next study the sign of Φ(h).
We denote by B(g, h) the bilinear symmetric form associated to Φ, i.e., for g, h ∈ H 1 (R 3 ) (2.13)
By Remark 2.5,
Together with (2.14) we get
We next define two subspaces of H 1 where Φ is positive. Consider the following orthogonality relations:
Let G ⊥ be the set of h ∈ H 1 satisfying the orthogonality relations (2.16) and (2.17) and G ′ ⊥ the set of h ∈ H 1 satisfying (2.16) and (2.17'). Then
Proposition 2.7 (Coercivity of Φ). There exists a constant c > 0 such that
Observe that as a consequence of Proposition 2.7,
Indeed, assume ∆QY 1 = 0. Then by (2.1) and direct computations, L + QY 1 = 0. By Remark 2.4 we obtain QY 2 = 0 which shows that Q is in G ′ ⊥ , contradicting (2.15). Remark 2.8. In [32] Weinstein gives a sharp description of the semi-group e −tL for the masssubcritical and mass-critical focusing NLS equations. In both cases, one may decompose H 1 as a direct sum S ⊕ M , where S and M are stable by the flow of e −tL , S is finite dimensional and contains the eigenfunctions of L, and Φ is equivalent to the H 1 norm on M , which implies that e −tL h 0 is bounded in H 1 if h 0 ∈ M . It is not clear whether such a convenient decomposition exists for the mass-supercritical NLS equation. Note that the vector space G ′ ⊥ , which will play the roles of M in the sequel, is not invariant by the flow of the semi-group e −tL . However, Proposition 2.7 is sufficient for our needs, namely the description of the dynamics of exponentially decaying solutions of the linearized equation (see Subsection 7.1).
Existence of special solutions
The aim of this section is to construct the solutions Q + and Q − of Theorem 2. Namely, we will show:
is large enough, then there exists a radial solution
Remark 3.2. Note that by (3.1), the conservation of mass and energy, we have
Furthermore, again by (3.1),
By (2.19), replacing Y + by −Y + if necessary, we may assume
which shows that ∇U A (t) 
we get two solutions satisfying
and
To conclude the proof of Theorem 2, it remains to specify the behavior of Q + and Q − for negative t, which we will do in Remark 5.2 and §6.4.
Remark 3.3. We will see in §7.3 that all solutions U A , A > 0 (respectively A < 0) are equal to Q + (respectively Q − ) up to a translation in time and a multiplication by a complex number of modulus 1.
The proof of Proposition 3.1 is similar to the one of Proposition 6.1 in [8] . We start with the construction of a family of approximate solutions to (1.1) that satisfy (3.1), and then prove the existence of U A by a fixed point argument around an approximate solution.
3.1. A family of approximate solutions.
where the linear operator L and the nonlinear term R are defined in (2.7).
is an approximate solution of (1.1) for large t and satisfies (3.1). Indeed, as t → +∞, we have
Proof of Proposition 3.4. We prove this proposition by induction. For brevity, we omit the superscript A.
Define Z 1 := AY + and V 1 := e −e 0 t Z 1 . Then
which yields (3.2) for k = 1. Let k ≥ 1 and assume that Z 1 , . . . , Z k are known with the corresponding V k satisfying (3.2). Expand the expression of R(V k ) by using (2.9), and observe that R(V k ) is of the form 3k j=2 e −je 0 t f jk with f jk 's being in S. Thus, by (3.2), there exists U k+1 ∈ S such that, as t → +∞, we have
By Proposition 2.3, (k+1)e 0 is not in the spectrum of L. 
Since we have, as t → +∞,
in S, we obtain (using the explicit expression of R),
as t → +∞ which shows, in view of (3.4), the desired estimate (3.2) for k + 1. This completes the proof.
3.2. Construction of special solutions. Next we prove Proposition 3.1. We will construct a solution U A such that there exists t 0 ∈ R
Let b > 3/2 and write
First, by a fixed point argument we construct a solution of (2.7) h A ∈ C 0 ([t k , +∞), H b ) for k and t k large and such that
Next, we show by uniqueness arguments that h A does not depend on b and k. Estimate (3.5) will follow from (3.6). For brevity we again omit the superscript A.
Step 1. Reduction to a fixed point problem. The equation (2.7) may be written as a Schrödinger equation
By Proposition 3.4, as t → +∞,
Let v := h − V k and subtract (3.8) from (3.7) to obtain (3.10)
The solution of (3.10) is given by the equation 2 )e0t for t ≥ t k . Thus, we must show that M is a contraction on B defined by
This is the object of the following step.
Step 2. Contraction argument. We show that M is a contraction on B for b > 3/2, and k and t k sufficiently large 3 Throughout this proof, we denote by C a constant depending only on b, and C k a constant depending on b and k. Both constants may change from line to line. Note that H b is closed under multiplication and conjugation for b > 3 2 . In view of the identities
we obtain that for F, G ∈ H b there exists a constant C 0 > 0 such that
Observe that for all t ∈ R, e it(∆−1) is an isometry of H b . By the definition of M, and applying the bound (3.9) on ε k and the estimate (3.12), we get
3 Note that the condition b > 3/2 is not restrictive: if (3.5) is shown for some b0, it follows for all b ≤ b0.
By the construction of
Therefore, M(v) ∈ E, and from (3.13) we obtain
It remains to show that M is a contraction. Let v, w ∈ B. By the definition of M and (3.12), we have
Choosing if necessary a larger k, then a larger t k , we may assume that
showing that M is a contraction on B. Hence, Step 2 is complete.
Step 3. End of the proof. By the preceding step with b = 2, there exists k 0 and t 0 such that there exists a unique solution U A of (1.1) satisfying U A ∈ C 0 ([t 0 , +∞), H 2 ) and for all t ≥ t 0 (3.14)
Note that the fixed point argument still holds taking a larger t 0 , so that the uniqueness remains valid, for any t ′ 0 ≥ t 0 , in the class of solutions of (
Since U A is a solution of (1.1), it is sufficient to show that U A ∈ C 0 ([t 0 , +∞), H b ) for any b; the smoothness in time will follow from (1.1) and Sobolev embeddings. Let b ≥ 2. By Step 2, if k 1 is large enough, there exists t 1 and
Of course, we may choose
In particular, U A satisfies (3.14) for large t. By the uniqueness in the fixed point argument,
and thus for any b ∈ R). Finally, we note that (3.15) implies (3.5) with k 0 replaced by k, which concludes the proof of Proposition 3.1.
Remark 3.6. The estimate (3.5) yields an asymptotic expansion of U A in terms of e −e 0 t .
Modulation
By Proposition 2.1, if
, and δ(u) is small enough, then there existsθ andX such that e −iθ u(· +X) = Q +ũ with ũ H 1 ≤ε δ(u) , whereε(δ) → 0 as δ → 0. Recall that any solution such that (1.3) holds may be rescaled to a solution satisfying (4.1). The goal of this section is to choose parametersθ and X, when u is a solution of (1.1), in order to obtain linear estimates of these parameters and their derivatives in terms of δ(u). We only sketch the proofs, which are very close to the ones of [8, §3.2].
Lemma 4.1. There exist δ 0 > 0 and a positive function ε(δ) defined for 0 < δ ≤ δ 0 , which tends to 0 when δ tends to 0, such that for all u in H 1 (R 3 ) satisfying (4.1) and δ(u) < δ 0 , there exists a couple (σ, X) in R × R 3 such that v = e −iσ u(· + X) satisfies
The parameters σ and X are unique in R/ 2πZ × R 3 , and the mapping u → (σ, X) is C 1 .
Proof. Let us first show the lemma when u is close to Q in H 1 . Consider the following functionals on R × R 3 × H 1 :
Denote J = (J 0 , J 1 , J 2 , J 3 ). The orthogonality conditions (4.3) are equivalent to the condition J(σ, X, u) = 0. Note that J(0, 0, Q) = 0. Furthermore, by direct computation and using that since Q is radial,
is invertible at (0, 0, Q). By the Implicit Function Theorem there exists ε 0 , η 0 > 0 such that for u ∈ H 1 u − Q H 1 < ε 0 =⇒ ∃!(σ, X), |σ| + |X| ≤ η 0 and J(σ, X, u) = 0.
If u is as in the Lemma, we reduce the proof to the previous case by choosingθ andX as in the introduction of this section, so that e −iθ u(· +X) is close to Q in H 1 . The assertions on the uniqueness of (σ, X) and the regularity of the mapping u → (σ, X) follows from the Implicit Functions Theorem.
Let u be a solution of (1.1) satisfying (4.1). In the sequel we will write δ(t) := δ(u(t)).
Let D δ 0 be the open set of all times t in the domain of existence of u such that δ(t) < δ 0 . On D δ 0 , by Lemma 4.1 we can define parameters σ(t), X(t), which are C 1 functions of t. In the forthcoming sections, we show under the additional hypothesis that u is close to e it Q, up to constant modulation parameters, and thus, we rather work with the parameters X(t) and θ(t) = σ(t) − t. Write
Observe that α is chosen such that h satisfies the orthogonality condition (2.17). By Lemma 4.1, h also satisfies the orthogonality conditions (2.16).
We next obtain a first estimate on the parameters. 
Proof. Letδ(t) := |α(t)| + δ(t) + h(t) H 1 , which is small when δ(t) is small (see 
Furthermore, by definition of δ and the orthogonality condition (2.17) on h, we obtain
which yields
Note that the orthogonality condition ∇Q·∇h 1 = 0 implies with equation (2.1) that Q 3 h 1 = Qh 1 . Thus, B(Q, h) = − Qh 1 , where B is as in (2.13). By (2.12),
By Proposition 2.7 and (2.12), Φ(h) ≈ h 2 H 1 . Combining this and (4.8), we get
Substituting (4.6) into (4.9), we get h H 1 = O |α| +δ 3/2 , and thus, with (4.7),δ = O(|α|), which shows that (4.6), (4.7) and (4.9) imply (4.5).
In the sequel we denote by ′ the derivative with respect to t. 
Note that by orthogonality relations (2.16) and (2.17) on h, we have
Multiplying (4.11) by Q, integrating the real part on R 3 , we get by integration by parts (and using that by (2.17) Re h∆Q = 0),
Similarly, multiplying (4.11) by ∂ x j Q, j ∈ {1, 2, 3}, and integrating the imaginary part on R 3 , we obtain (using that by Lemma 4.2, ∆h∂
where X = (X 1 , X 2 , X 3 ). Multiplying (4.11) by ∆Q and taking the imaginary part we get (noting that ∂ x j Q∆Q = 0 and that by Lemma 4.2, ∆h∂ x j Q = O(δ)),
Summing up (4.13), (4.14) and (4.15), we obtain
which yields the result if δ 0 is chosen small enough.
We conclude this section by showing the following Lemma, needed in the next two sections. 
Then there exist θ 0 ∈ R, x 0 ∈ R 3 , c, C > 0 such that
Proof. First observe that (4.16) implies that there exists {t n } n∈N with t n → +∞ such that
If not, there exists ε > 0 such that δ(t) ≥ ε for a.e. t > 0, which would contradict (4.16).
Fix such {t n } n∈N . Next we show that δ(t) tends to 0 as t tends to +∞. If not, there exists a sequence {t ′ n } n∈N which tends to +∞ such that δ(t ′ n ) ≥ ε 1 > 0 for some ε 1 > 0. Now we can choose {t ′ n }, extracting subsequences from {t n } and/or {t ′ n } if necessary, with the following properties:
By Lemma 4.2, we have |α(t)| ≈ δ(t).
As a consequence, (4.17) implies that |α(t n )| tends to 0, however, (4.19) implies that |α(t ′ n )| is bounded from below as t tends to +∞. This contradicts (4.21) and shows as announced To conclude the proof of Lemma 4.4, in view of the decomposition (4.4) of u, it is sufficient to show that there exists θ ∞ , X ∞ such that
Note that by (4.22) and the estimate |α(t)| ≈ δ(t), α(t) tends to 0 as t tends to +∞, and thus, α(t) = − ∞ t α ′ (s)ds. By (4.16) and the estimate |α ′ (t)| = O(δ(t)), we get the bound on α(t) in (4.23). Since by Lemma 4.2, |α(t)| ≈ h(t) H 1 ≈ δ(t), we deduce the bound on δ and h. From Lemma 4.3, we get |X ′ (t)| + |θ ′ (t)| ≤ Ce −ct . Thus, there exist X ∞ , θ ∞ such that |X(t) − X ∞ | + |θ(t) − θ ∞ | ≤ Ce −ct , concluding the proof of (4.23).
Convergence to Q in the case
In this section, we show the following proposition, which is the first step in the proof of case (c) of Theorem 3.
Proposition 5.1. Consider a solution u of (1.1) such that
which is globally defined for positive times. Assume furthermore that u 0 is either of finite variance, i.e.,
or radial. Then there exists θ 0 ∈ R, x 0 ∈ R 3 , c, C > 0 such that
Moreover, the negative time of existence of u is finite. 
Then for all t in the interval of existence of u,
and there exist c, C > 0 such that
Let us first assume Lemma 5.3 and prove Proposition 5.1 in the finite variance case. By (5.5), Im x · ∇u(x, t) u(x, t) dx > 0 for all t in the interval of existence of u. Now assume that u is also globally defined for negative times, and consider the function v(x, t) = u(x, −t). Then v is a solution of (1.1) satisfying the assumptions of Lemma 5.3. Thus, by (5.5), for all t in the domain of existence of u, Step 1. We first show (5.5), which is equivalent to
If not, there exists t 1 such that y ′ (t 1 ) ≤ 0. By (5.8), if t 0 > t 1 we obtain (5.10) ∀t ≥ t 0 , y ′ (t) ≤ y ′ (t 0 ) < 0.
As T + (u 0 ) = +∞, this shows that y(t) < 0 for large t, yielding a contradiction.
Step 2. End of the proof We first note that
Indeed this is an immediate consequence of (5.7), (5.8) and the following claim, in the spirit of [2, Lemma 2.1], proven in Appendix B.
Claim 5.4. Let ϕ ∈ C 1 (R 3 ) and f ∈ H 1 (R 3 ). Assume that |f | 2 |∇ϕ| 2 is finite and
Taking ϕ(x) = |x| 2 in the above Claim, we obtain (5.11). Now, for all t in the interval of existence of u we get y ′ (t) > 0 and y ′′ (t) < 0 (see (5.9) and (5.8)). Thus, (5.14)
y ′ (t)
Integrating between 0 and t ≥ 0, we get
This shows that y(t) is bounded for t ≥ 0. From (5.14) we deduce
Hence, we obtain (5.6), concluding the proof of Lemma 5.3.
Radial solutions.
Assume that u is radial, satisfies (5.1) and (5.2), and that it is globally defined for positive time. We will show that u has finite variance, which will yield Proposition 5.1 in the case of radial solutions also. Let ϕ be a radial function such that
Consider the localized variance
We know that (5.1) implies 8 |∇u| 2 − 6 |u| 4 = 4 ∇Q 2 2 − ∇u 2 2 (see the computation before (5.8)). By explicit calculations, (1.1), (5.1) and the radiality of u and ϕ we get
Step 1. Concavity of y R . We first claim
. By (5.17), we must show that there exists R 0 > 0 such that for R ≥ R 0 ,
The proof is close to [8, Claim 4 .3] and we will only sketch it.
Using that e it Q is a solution of (1.1) such that the corresponding y R (t) is constant and the corresponding δ(t) is identically zero, we get A R (e it Q) = 0.
Recall the parameter δ 0 of Section 4. First assume that t ∈ D δ 1 (i.e., that δ(t) ≤ δ 1 ), where δ 1 ∈ (0, δ 0 ) will be chosen later. By Lemma 4.2, denoting v = αQ + h, we get
Noting that ϕ ′′ (x/R) − 2 = ∆ϕ(x/R) − 6 = ∆ 2 ϕ(x/R) = 0 for |x| ≤ R, we get
In view of the exponential decay of Q, we obtain
which shows that there exists
We now fix such a δ 1 and assume δ(t) ≥ δ 1 . Note that by our assumptions on ϕ, |∇u| 2 (ϕ ′′ − 2) ≤ 0. It remains to bound the two other terms. We have
Recall that by Strauss Lemma [29] , u(t) being radial, it is bounded and
Hence,
Using that δ(t) ≥ δ 1 , we get that there exists a constant C δ 1 , depending only on δ 1 and such that
By (5.20) and (5.21), we get (5.19) for R ≥ max{R 2 , R 3 } in the case δ(t) ≥ δ 1 also.
Step 2. Proof of the finite variance of u 0 . Let us fix R ≥ R 0 , where R 0 is given by Step 1. We first show that for all t in the domain of existence of u,
If not, using that for all t, y ′′ (t) < 0, there exists t 1 , ε > 0 such that for t ≥ t 1 , y ′ R (t) < −ε, which contradicts the fact that y is positive and that u is globally defined for positive time.
From the fact that y ′ R is positive and decreasing, we deduce that it has a finite limit as t goes to infinity. But then the integral +∞ 0 y ′′ R (t)dt is convergent, which by (5.18) implies +∞ 0 δ(s)ds < ∞.
Thus, there exists a subsequence t n → +∞ such that δ(t n ) → 0. By Proposition 2.1, extracting if necessary, there exists θ 0 ∈ R such that u(t n ) → e iθ 0 Q in H 1 . By (5.22), y R is increasing, and thus,
Letting R go to infinity, we get
which shows that we are in the finite variance case, already treated in §5.1.
Convergence to Q in the case
The main purpose of this section is to prove Proposition 6.1. Consider a solution u of (1.1) such that
which does not scatter for positive times. Then there exists θ 0 ∈ R, x 0 ∈ R 3 , c, C > 0 such that
We start by proving, in §6.1 that a solution u of (1.1) satisfying (6.1) is compact in H 1 up to a translation x(t) in space. In §6.2 it is shown by a local virial identity, that the parameter δ(t) = ∇u 2 2 − ∇Q 2 2 converges to 0 in mean. In §6.3, combining the results of the earlier subsections §6.1-6.2, the estimates of Section 4, and a localized virial approach with a spatial control, we conclude the proof of Proposition 6.1. Finally, §6.4 is dedicated to the behavior of the special solution Q − constructed in Proposition 3.2 for negative time, concluding the proof of Theorem 2. It is sufficient to show that for every time-sequence τ n ≥ 0, there exists (extracting if necessary) a subsequence x n such that u(x + x n , τ n ) has a limit in H 1 (see e.g. [7, Appendix] 
The crucial point is to show that there is exactly one nonzero profile. Indeed, if for all j, ψ j = 0, then u must scatter by the local Cauchy problem theory for (1.1).
On the other hand, if at least two profiles are nonzero, then by the Pythagorean expansions properties of the profile decomposition (see (2.3) and (2.8) in [7] ) there exists ε > 0 such that for all j,
Recall that by [15, 7] , a solution of (1.1) with initial condition v 0 ∈ H 1 such that v 0 2 ∇v 0 2 < Q 2 ∇Q 2 scatters as t → ±∞. By the existence of wave operators for equation (1.1), there exists for all j a function v j 0 in H 1 such that the corresponding solution v j of (1.1) satisfies
Using the arguments of the proof of [15, Prop 5.4] , one can show, as a consequence of (6.4) and the scattering of v j , that for large n, the solution u(x, t + τ n ) of (1.1) is close (for positive times) to the approximate solution N j=1 v j (x − x j n , t + t j n ) of (1.1) (where N is large). Therefore, the solution u must also scatter for positive time, which yields a contradiction, showing that there is only one nonzero profile.
As a consequence,
and one can show by the preceding arguments that u scatters. It remains to show that t 1 n is bounded (and thus, converges up to extraction). If not, we may assume that t 1 n → +∞ or t 1 n → −∞. In the first case,
, which goes to 0 as n goes to ∞, showing that u scatters for positive time, a contradiction. Similarly, in the second case
Thus, u(τ n ) satisfies the analogue of (2.5) for negative times, which shows that u scatters for negative and (by the analogue of (2.6)), u S((−∞,τn];Ḣ 1/2 ) goes to 0 as n goes to ∞. Since τ n ≥ 0, we get that u = 0, contradicting our assumptions.
Let u be a solution of (1.1) satisfying (6.1). Let x(t) be the translation parameter of Lemma 6.2. Consider δ 0 > 0 as in Section 4. The parameters X(t), θ(t), α(t) are defined for t ∈ D δ 0 = {t | δ(t) < δ 0 }. By (4.4) and Lemma 4.2, there exists a constant C 0 > 0 such that
Taking a smaller δ 0 if necessary, we can assume that the right hand side of the preceding inequality is bounded from below by a strictly positive constant ε 0 on D δ 0 . Thus,
By compactness of K, it follows that |x(t) − X(t)| is bounded on D δ 0 . As a consequence, we may modify x(t) so that K defined by (6.2) remains precompact in H 1 and
It is classical that one may choose the function x to be continuous (see [16, Remark 5.4] and [7, Lemma A.3] ). Therefore, we have shown
Corollary 6.3. Let u be as in Proposition 6.1. Then there exists a continuous function x(t)
such that (6.6) holds and the set K defined by (6.2) has compact closure in H 1 .
We will also need the following:
Lemma 6.4. Let u be as in Proposition 6.1, and x(t) be defined by Corollary 6.3. Then
Furthermore,
Proof. Assume P [u] = 0 and consider, as in [7, Prop. 4 .1], the Galilean transformation of u, w(x, t) = e ix·ξ 0 e −it|ξ 0 | 2 u(x − 2ξ 0 t, t). In order to minimize E[w], we take
, and by the choice of
. By the result of [7] , u scatters in H 1 which contradicts our assumptions, showing (6.7). For the proof of (6.8) see [7, Lemma 5 .1].
6.2. Convergence in mean.
Lemma 6.5. Let u be a solution of (1.1) satisfying the assumptions of Proposition 6.1. Then
where as in Section 4, δ(t) = ∇Q 2 2 − ∇u(t) 2 2 .
As an immediate corollary we get Corollary 6.6. Under the assumptions of Proposition 6.1, there exists a sequence t n such that t n → +∞ and lim n→+∞ δ(t n ) = 0.
In the sequel we will assume, extracting if necessary, that for all n, 1 + t n ≤ t n+1 .
Proof of Lemma 6.5 . Let ϕ be a C ∞ positive radial function on R 3 such that ϕ(x) = |x| 2 if |x| ≤ 1 and ϕ(x) = 0 if |x| ≥ 2. Consider the localized variance (6.10)
Then by explicit computations and (1.1),
Furthermore, y ′′ R (t) = 8 |∇u| 2 − 6 |u| 4 + A R (u(t)), where
Using as in the proof of Lemma 5.
x j ϕ(y) = 2 and ∆ϕ(y) = 6. Thus, (6.14)
Let x(t) be as in Corollary 6.3 and K be defined by (6.2). Let ε > 0. By compactness of K, there exists R 0 (ε) > 0 such that
Furthermore, by (6.8), there exists t 0 (ε) ≥ 0 such that
Let us bound the terms in (6.14). Using that |x(t)| ≤ εT and R 0 (ε) + εT ≤ R, we get (6.17)
By (6.11) and (6.13), we obtain
Thus, by (6.14) and (6.17), we have, for some constant C > 0, independent of T and ε,
Passing to the limit superior as T → +∞, then letting ε tends to 0, we get (6.9).
6.3. Exponential convergence. In this section we prove Proposition 6.1. We refer to [8, Subsection 3.3] and [9, Subsection 3.3] for similar arguments. The two ingredients of the proof of Proposition 6.1 are the localized virial argument (Lemma 6.7) and a precise control of the variations of the parameter x(t) (Lemma 6.8).
Lemma 6.7. Let u be a solution of (1.1) satisfying the assumptions of Proposition 6.1, and x(t) be as in Corollary 6.3 
. Then there exists a constant
Proof. Consider the localized variance y R (t) defined by (6.10). By (6.11) and (6.13)
where A R is defined in (6.12).
Step 1. Bound on A R . We claim that if ε > 0, there exists a constant R ε such that
To prove (6.20), we distinguish two cases. In the case when δ(t) is small, we use the estimates from Section 4. Consider δ 0 > 0 as in Section 4 (such that the parameters θ(t), X(t), α(t) are well-defined for t ∈ D δ 0 ). Let δ 1 to be specified later and such that 0 < δ 1 < δ 0 . Assume that t ∈ D δ 1 . Let v = h + αQ, then from (4.4) and Lemma 4.2, we get (6.21) u(x, t) = e i(t+θ(t)) Q(x − X(t)) + v(x − X(t), t) and v(t) H 1 ≤ Cδ(t).
Note that if θ 0 and X 0 are fixed, then e iθ 0 e it Q(· + X 0 ) is a solution of (1.1) such that the corresponding y R (t) does not depend on t and also δ(t) = 0. As a consequence, A R (e iθ 0 e it Q(· + X 0 )) = 0 for any R and t. By the definition (6.12) of A R with the change of variables y = x−X(t), we obtain
, and hence, for some constant C 0 > 0, we get
Choosing R 0 and δ 1 such that
Finally, by (6.6) x(t) = X(t) on D δ 0 , which shows that (6.23) implies (6.20) for δ(t) < δ 1 . Now assume that δ(t) ≥ δ 1 . Then by (6.12), there exists a constant C > 0 such that
By the compactness of K, there exists R 1 > 0 such that
hence, (6.20) for δ(t) ≥ δ 1 , which completes Step 1.
Step 2. End of the proof. By (6.19) and (6.20), we get that there exists R 2 > 0 such that
Note that if δ(t) < δ 0 , then by (6.19), (6.21) and the change of variables ξ = x − X(t), we get
which yields, by Lemma 4.2, |y ′ R (t)| ≤ CR(δ(t) + δ(t) 2 ) ≤ CRδ(t). This inequality remains valid if δ(t) ≥ δ 0 by the straightforward estimate |y R (t)| ≤ CR ∇u(t) 2 u(t) 2 . In view of (6.25), we get
which concludes the proof of Lemma 6.7.
Lemma 6.8 (Control of the variations of x(t)). There exists a constant C > 0 such that
Proof. The proof is very similar to the one in [9, Lemma 3.10] . We sketch it for the sake of completeness. Let δ 0 > 0 be as in Section 4. Let us first show that there exist δ 2 > 0 such that
If not, there exist two sequences t n , t ′ n ≥ 0 such that
Extracting if necessary, we may assume (6.28) lim
By the compactness of K, u(t n , · + x(t n )) converges in H 1 to some v 0 ∈ H 1 . By assumption (6.1) and the fact that δ(t n ) tends to 0,
and ∇v 0 2 = ∇Q 2 . By Proposition 2.1, v 0 = e iθ 0 Q(· − x 0 ) for some parameters θ 0 ∈ R, x 0 ∈ R 3 . As a consequence, the solution of (1.1) with the initial condition v 0 is e i(t+θ 0 ) Q(· − x 0 ). By continuity of flow and (6.28), u(t ′ n , ·+x(t n )) tends to e i(τ +θ 0 ) Q(·−x 0 ) in H 1 , which contradicts the fact that δ(t ′ n ) ≥ δ 0 , completing the proof of (6.27) .
We now show (6.26) with the additional condition that τ ≤ σ + 2. By (6.27), we may assume that sup t∈[σ,τ ] δ(t) < δ 0 or inf t∈[σ,τ ] δ(t) ≥ δ 2 . In the first case, recalling that by the assumption (6.6), x(t) = X(t) on D δ 0 , we get (6.26) by time-integration of the estimate |X ′ (t)| ≤ Cδ(t) of Lemma 4.3. In the second case, we have τ σ δ(t) ≥ δ 2 and (6.27) follows from
which is a straightforward consequence of the compactness of K in H 1 and the continuity of the flow of equation (1.1).
To complete the proof of Lemma 6.8, it remains to divide [σ, τ ] into intervals of length at least 1 and at most 2 and stick together the previous inequalities to get (4. 3) without the assumption τ ≤ σ + 2.
We are now ready to prove Proposition 6.1. Let us first show that x(t) is bounded. Consider the sequence {t n } n given by Corollary 6.6. Recall that t n goes to infinity, that 1 + t n ≤ t n+1 , and that δ(t n ) tends to 0. By Lemma 6.7 and Lemma 6.8, there exists a constant C 0 > 0 such that
where
. Then as soon as t n ≥ t N + 1, 1 2 sup
Letting n tend to infinity and using again that δ(t n ) tends to 0, we get that |x(t)| is bounded on [t N + 1, +∞), and thus, by continuity, on [0, +∞).
We will now show that
which will yield, together with Lemma 4.4, the conclusion of Proposition 6.1. By Lemma 6.7 and the boundedness of x(t),
Fix σ and take τ = t n , where the sequence (t n ) n , given by Corollary 6.6 is such that lim n δ(t n ) = 0. Letting n tend to ∞, we get that +∞ 0 δ(t)dt is finite and for σ ≥ 0, If not, applying the arguments of §6.1-6.3 to the solutions Q − and t → Q − (x, −t) of (1.1), we get that there exists a parameter x(t), defined for t ∈ R and such that K = {Q − (· + x(t), t), t ∈ R} has compact closure in H 1 . By the argument at the end of §6.3, x(t) is bounded and δ(t) tends to 0 as t → ±∞. A simple adjustment of Lemma 6.7 gives
Letting σ go to −∞ and τ to +∞, we get R δ(t)dt = 0, thus, δ(t) = 0 for all t, contradicting the assumption ∇u 0 2 < ∇Q 2 .
Uniqueness
In this section, to conclude the proof of Theorem 3, we show the following uniqueness statement:
Then there exists A ∈ R such that u = U A , where U A is the solution of (1.1) defined in Proposition 3.1.
The proof of Proposition 7.1 relies on a careful analysis of solutions of the linearized equation (equation (7. 2) below), that decay exponentially as t tends to +∞. This analysis, carried out in §7.1, relies on the spectral properties of L described in §2.4. In §7.2 we finish the proof of Proposition 7.1, and in §7.3 we gather the results of Sections 5, 6 and 7 to show Theorem 3.
7.1. Exponentially small solutions of the linearized equation. Recall the notation of Section 3, in particular the operator L and its eigenvalues and eigenfunctions. Consider
For any γ ∈ R, denote by γ − a positive number arbitrary close to γ and such that 0 < γ − < γ. We now prove the following self-improving estimate.
Lemma 7.2. Under the above assumptions,
Proof. In this proof we work with the real L 2 -scalar product, denoted by (·, ·),
We first normalize the eigenfunctions of L. Denote
From §2.4 recall the quadratic form on H 1 , Φ, and its associated bilinear form B. From (2.14) we have 
which shows that the orthogonality condition (2.17') is equivalent to the condition B(
Next, write
By the radiality of Y ± and Q, we have (Y + , Q j ) = (Y − , Q j ) = 0 for j = 1, 2, 3, but we will not need this property in the sequel.
Step 1. Differential equations on the coefficients. Let us show
First note that L is antisymmetric for the bilinear form B. Indeed, for g, h ∈ H 2
By (7.2) and (7.5), we have
In view of assumption (7. 3) on g, we get the inequality on α − (t) in (7.7). The inequality on α + (t) follows from the same argument. By (7.6), we obtain
Applying (7.7), the first term above is estimated as
completing the proof of (7.8).
It remains to prove (7.9). We have
As B(Lv, v) = −B(Lv, v), we get that B(Lv, v) = 0, which yields (7.9), using again the assumption (7.3) on g, and hence, completing Step 1.
Step 2. Let us show
Indeed, by the second inequality in (7.7), we obtain
First assume that γ 2 ≤ e 0 . Then by (7.12), for t ≥ t 0 ,
Thus, v and g satisfy the assumptions (7.3), with γ 1 replaced by
2 . An iteration argument yields
which concludes the proof when γ 2 ≤ e 0 or A = 0.
Step 4. Conclusion of the proof in the case γ 2 > e 0 , A = 0. Note that if γ 1 > e 0 , we must have A = 0, so that we may assume γ 1 ≤ e 0 . Let
and by (7.11) , lim t→+∞ e e 0 tα + (t) = 0,
is the coefficient of Y + in the decomposition ofṽ(t) analogous to (7.4). Thus,ṽ(t) and g satisfy all the assumptions of Step 3. Hence,
which concludes the proof of Lemma 7.2 in this case also.
7.2. Uniqueness. Let us prove Proposition 7.1. Let u satisfy the hypothesis and write u = e it (Q + h).
Step 1. Improvement of the decay at infinity. We start with showing that if e − 0 is any positive number such that e − 0 < e 0 , (7.18) ∀t
Indeed, we have ∂ t h + Lh = R(h), where the remainder term R(h), defined in (2.9), is a sum of quadratic and cubic terms in h. By the assumption (7.1) and Sobolev embeddings, h(t) p ≤ Ce −ct for every p ∈ [2, 6], which yields the bound R(h) 2 ≤ Ce −2ct . Thus, h satisfies the assumptions of Lemma 7.2 with g = R(h), γ 1 = c, γ 2 = 2c. If 2c > e 0 , the proof is complete. If not, we get h(t) H 1 ≤ Ce −2c − t , and the result follows from an iteration argument.
Step 2. Consider the special solutions U A constructed in Proposition 3.1, and write U A = e it (Q + h A ). Let us show that there exists A ∈ R such that for all γ > 0, Thus, (7.20) yields (7.19) for any γ < 2e 0 . We next show that if (7.19) holds for some γ > e 0 , it also holds for γ ′ = γ + 1 2 e 0 . Note that h − h A is a solution to the equation
By the explicit expression of R, and Sobolev inequalities, we get
H 1 . If (7.19) holds for some γ > e 0 , then R(h) − R(h A ) 2 ≤ Ce −(e 0 +γ)t , which shows that h − h A fulfills the assumptions of Lemma 7.2 with γ 1 = γ, γ 2 = γ + e 0 , yielding (7.20) with γ + 1 2 e 0 instead of γ.
Step 2 is complete.
Step 3. Uniqueness argument.
We are now ready to finish the proof of Proposition 7.1. Let v := h − h A . We must show that v = 0. We will use that v is a solution to the following Schrödinger equation (7.21) i∂ t v + ∆v
where M (t) = iR(h(t))−iR(h A (t)). By Hölder's inequality and the decay of h and h A at infinity, there exists a constant C 1 > 0 such that (7.22) ∀t ≥ t 0 , M (t) 6/5 ≤ C 1 e −e 0 t v(t) 2 .
Let t 1 ≥ t 0 , τ > 0 and I = (t 1 , t 1 + τ ). By Strichartz estimates, there exists K > 0 such that
Integrating in time on I the square of (7.22), we get M (t) L 2 (I,L 6/5 ) ≤
, choose T ≥ t 0 such that
By induction we get (3K) n v(T ) 2 ≤ v(T + nτ )) 2 , which contradicts (7.19) if γ is large enough, unless v(T ) = 0. Thus, h(T ) = h A (T ) and by uniqueness in (1.1), h = h A , and thus, u = U A , concluding the proof of Proposition 7.1.
7.3.
Proof of the classification result. In this subsection we prove Theorem 3. We first show that if A = 0, U A is equal to Q + (if A > 0) or Q − (if A < 0) up to a translation in time and a multiplication by a complex number of modulus 1. Indeed, by (3.1) and the definition of Q ± in Remark 3.2, we have (7.23) Q ± (t) = e it Q ± e −e 0 t 0 e (i−e 0 )t Y + + O e −2e 0 t in H 1 .
Fix A > 0 (the proof is similar when A < 0). Let t 1 = −t 0 − 1 e 0 log A, so that e −e 0 (t 0 +t 1 ) = A. By (3.1) and (7.23), we obtain (7.24) e −it 1 Q + (t + t 1 ) = e it Q + e −e 0 (t 0 +t 1 ) e −e 0 t e it Y + + O e −2e 0 t = U A + O(e −2e 0 t ) in H 1 .
As a consequence e −it 1 Q + (t + t 1 ) − e it Q tends to 0 exponentially in H 1 as t → +∞. By Proposition 7.1, there exists A such that e −it 1 Q + (t + t 1 ) = U e A . By (7.24) we have A = A, which shows that U A = e −it 1 Q + (t + t 1 ). If ∇u 0 2 = ∇Q 2 (case (b)), then by the variational characterization of Q (see §2.1) u 0 (x) = e iθ 0 Q(x − x 0 ) for some parameters θ 0 , x 0 , and thus, by uniqueness of the Cauchy problem (1.1), u(x, t) = e iθ 0 +it Q(x − x 0 ). Thus, u is equal to e it Q up to the symmetries of the equation, yielding case (b).
Assume next ∇u 0 2 < ∇Q 2 (case (a)). By assumption, u does not scatter for both positive and negative times. Replacing u(x, t) by u(x, −t) if necessary, we may assume that u does not scatter for positive times. By Proposition 6.1, there exists θ 0 ∈ R, x 0 ∈ R 3 , and c, C > 0 such that u(t) − e it+iθ 0 Q(· − x 0 )
Hence, v(x, t) = e −iθ 0 u(x + x 0 , t) satisfies the assumptions of Proposition 7.1, which shows that v = U A for some A. As ∇u 0 2 < ∇Q 2 , the parameter A must be negative proving that v (and thus u) is equal to Q − up to the symmetries of the equation. Therefore, case (a) of the theorem follows. The proof of case (c), combining Proposition 5.1 and Proposition 7.1, is similar to the proof of case (a) and left to the reader. By Remark 2.5, we have L + ∂ x i Q = 0 for i ∈ {1, 2, 3}, which from (A.13) gives
showing that λ 1 = λ 2 = λ 3 = 0. Hence, (A.14) L + f * = λ 0 ∆Q = λ 0 −Q 3 + Q .
Denote Q = Q + x · ∇Q. Let us show that (A.15)
Indeed, L + Q = −2Q 3 . Furthermore, if Q λ (x) = λQ(λx), then Q := ∂ ∂λ (Q λ ) ↾λ=1 . Differentiating the equality −λ 2 Q λ + ∆Q λ + Q 3 λ = 0 with respect to λ at λ = 1, we obtain L + Q = −2Q, which produces (A.15).
By Remark 2.5 and (A.15), there exist µ 1 , µ 2 , µ 3 such that
Next, note that Q∂ x j Q = 0 (indeed, Q∂ x j Q = 0 by integration by parts, and x i ∂ x i Q∂ x j Q = 0 by the symmetry of Q). Using that f * ∂ x j Q = 0, we get µ 1 = µ 2 = µ 3 = 0. Hence,
By straightforward calculation, (A.14) and (A.16), we obtain
By (A.12), λ 0 = 0, and therefore, f * = 0, which contradicts (A.11) and concludes the proof of (A.5). By the explicit expression of Φ 1 , we have that for ε > 0 small enough, εΦ 1 (h 1 ) ≥ To conclude the proof of Proposition 2.7, it remains to show that for some constant c > 0,
The proof is similar to the previous and we omit it. 
