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Abstract
We propose a general scheme for construction of Markov stochastic dynamics on configuration spaces in
continuum. An application to the Glauber-type dynamics with competitions is considered.
© 2007 Elsevier Inc. All rights reserved.
Keywords: Configuration space; Glauber dynamics; Non-equilibrium Markov process
1. Introduction
Interacting particle systems (IPS) is a large and growing area of probability theory and infinite-
dimensional analysis which is devoted to the study of certain models that arise in statistical
physics, biology, economics, etc. Most of the results in the theory of IPS are related to the study
of the so-called lattice systems and their Markov stochastic evolutions. In such systems the spa-
tial structure of the considered model is presented by a lattice (or an infinite graph). Considered
processes are usually specified by transition rates and associated Markov generators. The exis-
tence problem for the corresponding Markov process on the lattice configuration space can be
solved positively under quite general assumptions about the transition rates, see e.g. [22].
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tinuum is essentially different. In particular, it is true for an important class of birth-and-death
processes in continuum (or so-called spatial birth-and-death processes). To this class belongs the
Glauber type dynamics in continuum which are under active consideration, see [3,29]. Another
class of interesting stochastic processes is formed by the Kawasaki type dynamics in contin-
uum [19] and gradient diffusions [1,17]. Most of the results we have up to now for these processes
are related to the equilibrium case (via the Dirichlet forms approach) [13,18] or to the processes
in bounded domains (see, e.g., [8,24]). The situation with the non-equilibrium case is much
pure. In particular, non-equilibrium spatial birth-and-death processes were constructed recently
by Garcia and Kurtz for a special class of transition rates using techniques of stochastic differ-
ential equations [6] and a graphical construction was applied in [5]. Note that in both mentioned
papers the death rate was considered to be a constant and the latter plays an essential technical
role. A continuous version of the lattice contact model was analyzed in [14].
In contrast to the lattice case, constructions of the stochastic dynamics in continuum show
essential difference between the Markov processes and Markov functions concepts. The latter
notion (due to E. Dynkin) concerns the case of the processes with given initial distributions
contrary to the more usual initial points framework. This weaker notion of the Markov function is
not so essential in the lattice models because corresponding Markov processes can be constructed
(typically) under very general assumptions. A principal role of dynamics with given classes of
initial distributions was clarified at first for (deterministic) Hamiltonian dynamics in continuum,
see e.g. [4].
In the present paper the role of the Markov functions approach is clarified for an infinite parti-
cle stochastic dynamics in continuum. This approach is based on the study of the corresponding
(dual) Kolmogorov equation on measures. Such equation can be transported to an equation for
corresponding correlation functions. Typically, this correlation functions equation does not ad-
mit a direct perturbation theory approach. In fact, the main technical observation made in the
paper is related to the consideration of its dual time evolution on the so-called quasi-observables.
This approach appeared for the first time in the literature on stochastic IPS in continuum in our
paper [16] in the particular case of a Glauber-type dynamics. The idea to move the dynamics to
a proper quasi-observables space (as well as the notion of quasi-observables itself) follows nat-
urally from the concepts of harmonic analysis on configuration spaces, see e.g. [11]. We apply
a perturbation technique to this dynamics in proper weighted L1-spaces of functions on finite
configurations and produce time evolutions of correlation functions as a dual object. The choice
of corresponding weights gives precise description of the class of admissible initial distributions
for our processes.
One should emphasize also another principal moment of the paper. Namely, even if we have
constructed a time evolution of the correlation functions, we need to show that they correspond
to a time evolution of measures. In fact, this point is hidden in several works in statistical physics
concerning BBGKY-hierarchy, etc. A rigorous mathematical analysis of this problem is based
on a proper concept of positive definiteness of the correlation functions which was developed
in [2,11].
The power of the described general scheme we illustrate by the application to a particular
model of Glauber-type stochastic dynamics in continuum. In this process the birth of points is
independent and uniformly distributed in space. Without a death part, the density of the system
will grow to the infinity with the time. To prevent such unbounded growth we can introduce
a self-regulation in the model. The latter can be done in several ways and one of them is to
introduce the competition between points via a proper death rate. This competition (via density
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Gibbs measure on the configuration space becomes a symmetrizing measure for the considered
generator. Note that such type of stochastic dynamics with competition may be also realized as a
proper framework for individual based models of complex socio-economic systems. Considered
Glauber dynamics has unbounded death rate. Therefore, all known results in this field cannot be
applied for the construction of the corresponding Markov process.
In the present work, we have constructed a family of Markov functions for the Glauber dy-
namics with a competition corresponding to a class of initial distributions explicitly defined in
the paper and depending on the interaction potential. This place needs an additional explanation:
for the continuous IPS it would be too much to expect the existence of the stochastic dynamics
for arbitrary initial distribution. The latter is wrong even for the systems without interactions, see
e.g. [18]. The class of admissible initial distributions shows “how far” from the a priori reversible
state an initial distribution can be chosen to be able to prevent an explosion in the dynamics. Note
that the right scale of the deviations from the equilibrium state is an important technical problem
for several models of continuous infinite particle dynamics (stochastic or deterministic ones).
2. Foundations
We consider the Euclidean space Rd . By B(Rd) we denote the family of all Borel sets in Rd .
Bb(Rd) denotes the system of all sets in B(Rd) which are bounded.
The space of n-point configuration is
Γ
(n)
0 = Γ (n)0,Rd :=
{
η ⊂ Rd ∣∣ |η| = n}, n ∈ N0 := N ∪ {0},
where |A| denotes the cardinality of the set A.
The space Γ (n)Λ = Γ (n)0,Λ for Λ ∈ Bb(Rd) is defined analogously to the space Γ (n)0 . As a set,
Γ
(n)
0 is equivalent to the symmetrization of
(˜
Rd
)n = {(x1, . . . , xn) ∈ (Rd)n ∣∣ xk = xl if k = l},
i.e. to the (˜Rd)n/Sn, where Sn is the permutation group of {1, . . . , n}. Hence, one can introduce
the corresponding topology and Borel σ -algebra, which we denote by O(Γ (n)0 ) and B(Γ (n)0 ),
respectively.
The space of finite configurations
Γ0 :=
⊔
n∈N0
Γ
(n)
0
is equipped with the topology O(Γ0) of disjoint union. Let B(Γ0) denotes the corresponding
Borel σ -algebra.
A set B ∈ B(Γ0) is called bounded if there exists Λ ∈ Bb(Rd) and N ∈ N such that
B ⊂⊔Nn=0 Γ (n)Λ .
The configuration space
Γ := {γ ⊂ Rd ∣∣ |γ ∩Λ| < ∞, for all Λ ∈ Bb(Rd)}
Y. Kondratiev et al. / Journal of Functional Analysis 255 (2008) 200–227 203is equipped with the vague topology O(Γ ). It is a Polish space (see e.g. [12]). B(Γ ) denotes the
corresponding Borel σ -algebra. The filtration on Γ with a base set Λ ∈ Bb(Rd) is given by
BΛ(Γ ) := σ
(
NΛ′
∣∣Λ′ ∈ Bb(Rd), Λ′ ⊂ Λ),
where NΛ : Γ0 → N0 is such that NΛ(η) := |η ∩Λ|. For short we write ηΛ := η ∩Λ.
For every Λ ∈ Bb(Rd) the projection pΛ : Γ → ΓΛ :=⊔n0 Γ (n)Λ is defined as
pΛ(γ ) := γΛ.
One can show that Γ is the projective limit of the spaces {ΓΛ}Λ∈Bb(Rd ) with respect to this
projections.
In the sequel we will use the following classes of function on Γ0:
• L0(Γ0)—the set of all measurable functions on Γ0;
• L0ls(Γ0)—the set of measurable functions with local support, i.e. G ∈ L0ls(Γ0) if there exists
Λ ∈ Bb(Rd) such that G Γ0\ΓΛ= 0;• L0bs(Γ0)—the set of measurable functions with bounded support, i.e. G ∈ L0bs(Γ0) if there
exists Λ ∈ Bb(Rd) and N ∈ N such that G Γ0\⊔Nn=0 Γ (n)Λ = 0;• B(Γ0)—the set of bounded measurable functions;
• Bbs(Γ0)—the set of bounded functions with bounded support;
• BΛbs(Γ0), Λ ∈ Bb(Rd)—the set of function from Bbs(Γ0), whose support is a subset of Λ;
• CBΛbs(Γ0)—the set of continuous functions from BΛbs(Γ0).
On Γ we consider the set of cylinder functions FL0(Γ ), i.e. the set of all measurable func-
tions G ∈ L0(Γ ) which are measurable with respect to BΛ(Γ ) for some Λ ∈ Bb(Rd). These
functions are characterized by the following relation:
F(γ ) = F ΓΛ (γΛ).
Those cylinder functions which are measurable with respect to BΛ(Γ ) for fixed Λ ∈ Bb(Rd) we
will denote by FL0(Γ, BΛ(Γ )).
Next we would like to describe some facts from the harmonic analysis on the configuration
space based on [11].
The following mapping between functions on Γ0 and functions on Γ plays the key role in our
further considerations:
KG(γ ) :=
∑
ξγ
G(ξ), G ∈ L0ls(Γ0), γ ∈ Γ,
see e.g. [20,21]. The summation in the latter expression is taken over all finite subconfigurations
of γ , which is denoted by symbol ξ  γ .
K-transform is linear, positivity preserving, and invertible, with
K−1F(η) :=
∑
(−1)|η\ξ |F(ξ), F ∈FL0(Γ ), η ∈ Γ0. (1)
ξ⊂η
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K−1F(η) = 1ΓΛ(η)K−1F(η), ∀η ∈ Γ0. (2)
The map K , as well as the map K−1, can be extended to more wide classes of functions. For
details and further properties of the map K see, e.g., [11].
One can introduce a convolution
 : L0(Γ0)×L0(Γ0) → L0(Γ0),
(G1,G2) → (G1  G2)(η) :=
∑
(ξ1,ξ2,ξ3)∈P3∅(η)
G1(ξ1 ∪ ξ2)G2(ξ2 ∪ ξ3), (3)
where P3∅(η) denotes the set of all partitions (ξ1, ξ2, ξ3) of η in 3 parts, i.e., all triples (ξ1, ξ2, ξ3)
with ξi ⊂ η, ξi ∩ ξj = ∅ if i = j , and ξ1 ∪ ξ2 ∪ ξ3 = η.
It has the property that for G1,G2 ∈ L0ls(Γ0)
K(G1  G2) = KG1 ·KG2.
Due to this convolution we can interpret the K-transform as the Fourier transform in configura-
tion space analysis, see also [2].
Let M1fm(Γ ) be the set of all probability measures μ which have finite local moments of all
orders, i.e. ∫
Γ
|γΛ|nμ(dγ ) < +∞
for all Λ ∈ Bb(Rd) and n ∈ N0.
A measure ρ on Γ0 is called locally finite if ρ(A) < ∞ for all bounded sets A from B(Γ0).
The set of such measures is denoted by Mlf(Γ0).
A measure ρ ∈Mlf(Γ0) is called positive definite if∫
Γ0
(G G)(η)ρ(dη) 0, ∀G ∈ Bbs(Γ0),
where G is a complex conjugate of G.
A measure ρ is called normalized if and only if ρ({∅}) = 1.
One can define a transform K∗ :M1fm(Γ ) →Mlf(Γ0), which is dual to the K-transform, i.e.,
for every μ ∈M1fm(Γ ), G ∈ Bbs(Γ0) we have∫
KG(γ )μ(dγ ) =
∫
G(η)(K∗μ)(dη).Γ Γ0
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M1fm(Γ ) and any G ∈ L1(Γ0, ρμ) the series
KG(γ ) :=
∑
ηγ
G(η), (4)
is μ-a.s. absolutely convergent. Furthermore, KG ∈ L1(Γ,μ) and∫
Γ0
G(η)ρμ(dη) =
∫
Γ
(KG)(γ )μ(dγ ). (5)
Fix a non-atomic and locally finite measure σ on (Rd,B(Rd)). For any n ∈ N the product
measure σ⊗n can be considered by restriction as a measure on (˜Rd)n and hence on Γ (n)0 . The
measure on Γ
(n)
0 we denote by σ
(n)
.
The Lebesgue–Poisson measure λzσ on Γ0 is defined as
λzσ :=
∞∑
n=0
zn
n! σ
(n).
Here z > 0 is the so-called activity parameter. The restriction of λzσ to ΓΛ will be also denoted
by λzσ . We write λz instead of λzσ , if the measure σ is considered to be fixed.
The Poisson measure πzσ on (Γ,B(Γ )) is given as the projective limit of the family of mea-
sures {πΛzσ }Λ∈Bb(Rd ), where πΛzσ is the measure on ΓΛ defined by πΛzσ := e−zσ (Λ)λzσ .
A measure μ ∈M1fm(Γ ) is called locally absolutely continuous with respect to πzσ iff μΛ :=
μ◦p−1Λ is absolutely continuous with respect to πΛzσ = πzσ ◦p−1Λ for all Λ ∈ Bb(Rd). In this case,
ρμ := K∗μ is absolutely continuous with respect to λzσ . Let kμ : Γ0 → R+ be the corresponding
Radon–Nikodym derivative, i.e.
kμ(η) := dρμ
dλzσ
(η), η ∈ Γ0.
Remark 2.1. The functions
k(n)μ : (Rd)n → R+,
k(n)μ (x1, . . . , xn) :=
{
kμ({x1, . . . , xn}), if (x1, . . . , xn) ∈ (˜Rd)n,
0, otherwise
(6)
are well-known correlation functions in statistical physics, see e.g. [27,28].
Next, we recall the theorem about characterization of correlation measures (or correlation
functions).
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malized and that for each bounded open Λ ⊂ Rd , for every C > 0 there exists DΛ,C > 0 such
that
ρ
(
Γ
(n)
Λ
)
DΛ,CCn, n ∈ N0.
Then, there exists a unique measure μ ∈M1fm(Γ ) with ρ = Kμ.
Remark 2.2. A sufficient condition for the bound in the theorem has the following form: for each
bounded open Λ ⊂ Rd there exist εΛ > 0 and CΛ > 0 such that
ρ
(
Γ
(n)
Λ
)
 (n!)−εΛ(CΛ)n. (7)
For the technical purposes we also recall the following result.
Lemma 2.1. Let n ∈ N, n 2, and z > 0 be given. Then∫
Γ0
. . .
∫
Γ0
G(η1 ∪ · · · ∪ ηn)H(η1, . . . , ηn) dλzσ (η1) . . . dλzσ (ηn)
=
∫
Γ0
G(η)
∑
(η1,...,ηn)∈Pn(η)
H(η1, . . . , ηn) dλzσ (η)
for all measurable functions G : Γ0 → R and H : Γ0 × · · · ×Γ0 → R with respect to which both
sides of the equality make sense. Here Pn(η) denotes the set of all ordered partitions of η in n
parts, which may be empty.
This lemma is known in the literature as Minlos lemma (cf. [15,23]) and it will be crucial for
calculations in many places proposed in the next sections.
3. General approach to the construction of non-equilibrium dynamics for interacting
particle systems (IPS)
In this section we investigate the existence problem for non-equilibrium Markov processes of
IPS in continuum. The mechanism of an evolution of IPS on Γ , which we would like to study,
is formally described by the heuristically given generator L, defined on some proper domain of
functions on Γ . The problem of construction of the corresponding process in Γ , in mathemat-
ically rigorous sense, is related to the problem of construction of a semigroup associated with
L on a functional space over Γ . The latter problem in its turn concerns the possibility to find
a solution to the Kolmogorov equation, which corresponds to the generator of this semigroup.
Formally (only in the sense of action of operator), it has the form
dFt
dt
= LFt ,
Ft |t=0 = F0.
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spaces on Γ seems to be a very difficult question. This difficulty is mostly related to the complex
structure of infinite-dimensional space Γ .
In this section we propose an alternative way for the construction of the corresponding dy-
namic which uses deeply the harmonic analysis technique described in the previous section.
Let
L̂ := K−1LK
be the formal K-transform image of L or symbol of the operator L.
This object we consider as the starting point on the way to the mathematically rigorous de-
scription of the model.
Let  : Γ0 → R+ be an arbitrary and fixed positive function, such that
(η) C|η|,
for some C > 0. We consider
L̂ : D(L̂) ⊂ L() → L()
in the Banach space
L= L() := L1(Γ0,  dλ1),
where λ1 is the Lebesgue–Poisson measure with parameters z = 1 and σ is the Lebesgue measure
on Rd .
One should emphasize, that the Banach space L has a Fock space structure:
∞⊕
n=0
L1
(
Γ
(n)
0 , 
(n)σ (n)
)
,
where (n) is the nth component of the function  on Γ (n)0 .
The following condition on the operator L̂ plays the crucial role in our technique.
Assumption 3.1. (L̂,D(L̂)) is a generator of a C0-semigroup in L(), which will be denoted
by Ût , t  0.
Remark 3.1. The semigroup Ût , t  0, gives the solution Gt = ÛtG0 to the following evolutional
equation for the operator L̂ in the Banach space L():
dGt
dt
= L̂Gt ,
Gt |t=0 = G0.
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ity to construct the corresponding evolution of locally finite measures on Γ0. In order to do this
we consider the dual space
K() := {k :Γ0 → R ∣∣ k · −1 ∈ L∞(Γ0, λ1)}
to the Banach space L(). The duality is given by the following expression
〈〈G,k〉〉 :=
∫
Γ0
G · k dλ1, G ∈ L(). (8)
It is clear that K() is the Banach space with the norm
‖k‖ := ∥∥k−1∥∥
L∞(Γ0,λ1).
Note also, that k · −1 ∈ L∞(Γ0, λ1) means that the function k satisfies the bound∣∣k(η)∣∣ const(η), λ1-a.e.
The evolution on K(), which corresponds to Ût , t  0, is constructed in the following way:
〈〈G,kt 〉〉 := 〈〈ÛtG, k〉〉.
We denote
Û t k := kt .
Remark 3.2. Û t , t  0, is a semigroup on the Banach space K(). But it is not necessarily
a C0-semigroup. The continuity in 0 of a L∞-semigroups implies the boundness of the corre-
sponding generators, which is not necessarily the case in our situation.
Let k ∈K() be a correlation function of some measure μ ∈M1(Γ ), where M1(Γ ) denotes
the class of all probability measures on Γ . Let
kt := Û t k, t  0,
be the corresponding evolution of the function k in time. In order to say that there exists the
corresponding evolution of probability measures on Γ we assume
Assumption 3.2. For any t  0, kt ∈K(ρ) is a positive definite, normalized function.
We set
M1ρ(Γ ) :=
{
μ ∈M1(Γ ) ∣∣ kμ  const · ρ, λ1-a.e.}.
Under Assumption 3.2, due to Theorem 2.1 about the characterization of correlation measures,
one can easily construct a time evolution of the measures on M1 :ρ
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kt = Û t k → μt , t  0,
Ut μ := μt ∈M1ρ.
Remark 3.3. It is not difficult to see that Ut , t  0, is a semigroup. But, of course, not necessarily
a C0-semigroup.
Remark 3.4. Suppose that the operator L is a generator of a semigroup on some functional
space on Γ . Suppose also that it is possible to define the adjoint operator L to the operator L on
M1(Γ ). Then, the constructed above semigroup Ut , t  0, determines the solution μt := Ut μ0
to the dual Kolmogorov equation for the operator L:
∂μt
∂t
= Lμt ,
μt |t=0 = μ0 ∈M1ρ.
Theorem 3.1. Suppose that Assumptions 3.1, 3.2 are satisfied. Then, for any μ ∈M1ρ , there
exists a Markov process (Xμt )t0 on the configuration space Γ with the initial distribution μ
associated with the generator L.
Proof. Let n ∈ N, A1, . . . ,An ∈ B(Γ ) and the moments of time 0  t1  · · ·  tn be arbitrary
and fixed. Then there exists a process, defined on some probability space (Ω,F ,P ), the finite-
dimensional distribution of which is given by the following formula:
P
(
X
μ
t1 ∈ A1, . . . ,Xμtn ∈ An
)= ∫
Γ
1AnU

tn−tn−1
(
. . .Ut2−t1
(
1A1U

t1μ
))
(dγ ),
where for A ∈ B(Γ ) and t  0 the measure 1AUt μ on Γ is defined by
1AU

t μ(S) :=
∫
S
1A(γ )U

t μ(dγ ), S ∈ B(Γ ).
Moreover, 1AUt μ ∈M1ρ since the indicator function of each A ∈ B(Γ ) is bounded by 1. Even-
tually, we have constructed the non-equilibrium Markov process. 
4. Application to the Glauber dynamics with competition
The approach proposed in the previous section was successfully applied to a special class of
Glauber dynamics on Γ with the birth rate equal to a constant (see [16]). Below we study the
model with the death rate equal to some unbounded function, that makes it impossible to apply
the approaches developed by [5] and [6]. In applications this death rate may be considered as
reflection of the competition between the particles of the system.
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A pair potential is a Borel, even function φ : Rd → R ∪ {+∞}. Below we list some standard
conditions on φ, known from statistical physics:
(S) (Stability) There exists B > 0 such that, for any η ∈ Γ0
E(η) :=
∑
{x,y}⊂η
φ(x − y)−B|η|.
Notice that the stability condition implies that the potential φ is semi-bounded from below.
(I) (Integrability) For any β > 0,
C(β) :=
∫
Rd
∣∣1 − exp [−βφ(x)]∣∣dx < ∞.
(SI) (Strong integrability) For any β > 0,
Cst(β) :=
∫
Rd
∣∣1 − exp [βφ(x)]∣∣dx < ∞.
(P) (Positivity) φ(x) 0 for all x ∈ Rd .
For γ ∈ Γ and x ∈ Rd \ γ we define the relative energy of interaction as follows:
E(x,γ ) :=
{∑
y∈γ φ(x − y), if
∑
y∈γ |φ(x − y)| < ∞,
+∞, otherwise.
The energy of the configuration η ∈ Γ0, or the Hamiltonian Eφ : Γ0 → R ∪ {+∞}, which
corresponds to the potential φ, is defined by
Eφ(η) =
∑
{x,y}⊂η
φ(x − y), η ∈ Γ0, |η| 2.
The Hamiltonian EφΛ : ΓΛ → R for Λ ∈ Bb(Rd), which corresponds to the potential φ, is
defined by
E
φ
Λ(η) =
∑
{x,y}⊂η
φ(x − y), η ∈ ΓΛ, |η| 2.
For fixed φ we will write for short E = Eφ and EΛ = EφΛ.
For given γ¯ ∈ Γ we define the interaction energy between η ∈ ΓΛ and γ¯Λc = γ¯ ∩ Λc, Λc =
Rd \Λ:
WΛ(η|γ¯ ) =
∑
φ(x − y).
x∈η, y∈γ¯Λc
Y. Kondratiev et al. / Journal of Functional Analysis 255 (2008) 200–227 211The interaction energy is said to be well defined if for any Λ ∈ Bb(Rd), η ∈ ΓΛ and γ¯ ∈ Γ it is
finite or +∞.
For β > 0 we define
EΛ(η|γ¯ ) = EΛ(η)+WΛ(η|γ¯ )
and
ZΛ(γ¯ ) :=
∫
ΓΛ
exp
{−βEΛ(η|γ¯ )}λz(dη)
the so-called partition function.
Let Λ ∈ Bb(Rd), β > 0, be arbitrary, and let γ¯ ∈ Γ . The finite volume Gibbs measure on the
space ΓΛ with the boundary configuration γ¯ is defined by
PΛ,γ¯ (dη) = exp {−βEΛ(η|γ¯ )}
ZΛ(γ¯ )
λz(dη).
Let {πΛ} denote the specification associated with z and the Hamiltonian E (see [25]) which
is defined by
πΛ,γ¯ (A) =
∫
A′
PΛ,γ¯ (dη)
where A′ = {η ∈ ΓΛ: η ∪ (γ¯Λc) ∈ A}, A ∈ B(Γ ) and γ¯ ∈ Γ .
A probability measure μ on Γ is called a Gibbs measure for E and z if
μ
(
πΛ,γ¯ (A)
)= μ(A)
for every A ∈ B(Γ ) and every Λ ∈ Bb(Rd).
This relation is the well-known (DLR)-equation (Dobrushin–Lanford–Ruelle equation),
see [7] for more details.
The set of all Gibbs measures, which correspond to the potential φ, activity parameter z > 0,
and inverse temperature β > 0, will be denoted by G(φ, z,β). For a fixed potential φ we will
write G(z,β) instead of G(φ, z,β).
4.2. Glauber type dynamics. Generator and the corresponding symbol on the space of finite
configurations
According to the general scheme the mechanism of an evolution of configurations in Γ should
be specified by some formally given generator. The action of such generator in the case of
Glauber type dynamics has the following form:
(LF)(γ ) := (Lb,d)F (γ ) =
∑
x∈γ
d(x, γ \ x)D−x F (γ )+
∫
Rd
b(x, γ )D+x F (γ ) dx,
where D−F(γ ) = F(γ \ x)− F(γ ) and D+F(γ ) = F(γ ∪ x)− F(γ ).x x
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process associated with L (i.e. the operator L is symmetrical in L2(Γ,μ)) if and only if the
following condition on coefficients b and d (birth and death rates) is fulfilled:
b(x, γ ) = ze−βE(x,γ )d(x, γ ). (9)
In the sequel we will be interested only in the models with birth and death rates of the form
• Glauber dynamics (G+):
b(x, γ ) = ze−βE(x,γ ), d(x, γ ) = 1.
Such model was investigated by many authors, see e.g. [13,15,16]. As it was mentioned before,
in the first paper the authors used the particular realization of the general approach proposed in
the present work. Under conditions (I) and (P), the non-equilibrium Glauber type dynamics on
the configuration space Γ was constructed.
In the present paper we consider another example of the Glauber type dynamics
• Glauber dynamics (G−):
b(x, γ ) = z, d(x, γ ) = eβE(x,γ ).
The generator which corresponds to (G−) we denote by the same symbol L.
Remark 4.1. In the case, when E(x,γ ) is given via a potential with a positive part, the death
rate of the operator L will be unbounded. In the considered model, the death rate reflects a
competition between points in the configuration. In the spatial ecology models such a case is
related to a density dependent mortality notion.
For the technical reasons we will be also interested in the model with the birth and death rates
localized in some volume Λ ∈ Bb(Rd):
bΛ(x, γ ) = z1Λ(x), dΛ(x, γ ) = 1Λ(x)eβE(x,γΛ).
The corresponding operator we denote by LΛ.
4.3. Symbol of the operator L
Let us consider the operator L on functions FL0(Γ, BΛ(Γ )). One can easily check that
this operator has the Markov property (it satisfies the maximum principle for the generators
of Markov semigroups). Therefore, one may think about this operator as about Markov pre-
generator.
Proposition 4.1. The image of L under the K-transform (or symbol of L) on functions G ∈
Bbs(Γ0) is given by
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x∈η
∏
y∈η\x
eβφ(x−y)
−
∑
ξ⊂η, ξ =η
G(ξ)
∑
x∈ξ
∏
y∈ξ\x
eβφ(x−y)
∏
y∈η\ξ
(
eβφ(x−y) − 1)+ ∫
Rd
G(η ∪ x)z dx.
Proof. According to the definition of the operator L̂ we have
(L̂G)(η) = K−1
(∑
x∈·
eβE(x,·\x)D−x KG(·)+ z
∫
Rd
D+x KG(·) dx
)
(η)
=
∑
ξ⊂η
(−1)|η\ξ |
∑
x∈ξ
eβE(x,ξ\x)D−x KG(ξ)
+ z
∑
ξ⊂η
(−1)|η\ξ |
∫
Rd
D+x KG(ξ)dx. (10)
At the beginning we transform the first expression in the sum (10)
I1G(η) :=
∑
ξ⊂η
(−1)|η\ξ |
∑
x∈ξ
eβE(x,ξ\x)D−x KG(ξ)
=
∑
ξ⊂η
(−1)|η\ξ |
∑
x∈ξ
eβE(x,ξ\x)
( ∑
ρ⊂ξ\x
G(ρ)−
∑
ρ⊂ξ
G(ρ)
)
= −
∑
ξ⊂η
(−1)|η\ξ |
∑
x∈ξ
eβE(x,ξ\x)
∑
ρ⊂ξ\x
G(ρ ∪ x).
Using the definitions of the K-transform and its inverse mapping we obtain
I1G(η) = −
∑
ξ⊂η
(−1)|η\ξ |
∑
x∈ξ
eβE(x,ξ\x)K
(
G(· ∪ x))(ξ \ x)
= −
∑
x∈η
∑
ξ⊂η\x
(−1)|η\(ξ∪x)|eβE(x,ξ)K(G(· ∪ x))(ξ)
= −
∑
x∈η
∑
ξ⊂η\x
(−1)|(η\x)\ξ |K
( ∏
y∈·\x
(
eβφ(x−y) − 1))(ξ)K(G(· ∪ x))(ξ)
= −
∑
x∈η
K−1
(
K
( ∏
y∈·\x
(
eβφ(x−y) − 1))K(G(· ∪ x)))(η \ x).
For any measurable function f on Rd we denote
eλ(f, η) :=
∏
f (x), η ∈ Γ0.
x∈η
214 Y. Kondratiev et al. / Journal of Functional Analysis 255 (2008) 200–227A direct application of the definition of the convolution yields
I1G(η) = −
∑
x∈η
[
eλ
(
eβφ(x−·) − 1)  G(· ∪ x)](η \ x)
= −
∑
x∈η
∑
(ξ1,ξ2,ξ3)∈P3(η\x)
eλ
(
eβφ(x−·) − 1)(ξ1 ∪ ξ2)G(ξ2 ∪ ξ3 ∪ x)
= −
∑
x∈η
∑
ξ1⊂η\x
∑
(ξ2,ξ3)∈P2(η\(ξ1∪x))
eλ
(
eβφ(x−·) − 1)(ξ1 ∪ ξ2)G(ξ2 ∪ ξ3 ∪ x).
Picking out from the last expression the item which corresponds to ξ1 = ∅ we get
I1G(η) = −
∑
x∈η
∑
(ξ2,ξ3)∈P2(η\x)
G(η)eλ
(
eβφ(x−·) − 1)(ξ2)
−
∑
x∈η
∑
ξ1⊂η\x,
ξ1 =∅
∑
(ξ2,ξ3)∈P2(η\(ξ1∪x))
eλ
(
eβφ(x−·) − 1)(ξ1 ∪ ξ2)G(ξ2 ∪ ξ3 ∪ x). (11)
Changing the summation in (11) we have
I1G(η) = −G(η)
∑
x∈η
∑
ξ⊂η\x
eλ
(
eβφ(x−·) − 1)(ξ)
−
∑
x∈η
∑
(ξ2,ξ3)∈P2(η\x),
ξ1∪ξ2 =η\x
eλ
(
eβφ(x−·) − 1)((η \ x) \ (ξ2 ∪ ξ3)∪ ξ2)G(ξ2 ∪ ξ3 ∪ x).
Using the fact that
Keλ
(
eβφ(x−·) − 1)(η) = eλ(eβφ(x−·))(η), η ∈ Γ0, (12)
we obtain
I1G(η) = − G(η)
∑
x∈η
∏
y∈η\x
eβφ(x−y)
−
∑
x∈η
∑
ξ⊂η\x, ξ =η\x
∑
ρ⊂ξ
eλ
(
eβφ(x−·) − 1)(((η \ x) \ ξ)∪ ρ)G(ξ ∪ x).
Finally, changing the summation in the last term and using (12) we get
I1G(η) = −G(η)
∑
x∈η
∏
y∈η\x
eβφ(x−y)
−
∑
ξ⊂η, ξ =η
G(ξ)
∑
x∈ξ
∏
y∈ξ\x
eβφ(x−y)
∏
y∈η\ξ
(
eβφ(x−y) − 1).
Now, we transform the second item of (10):
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∑
ξ⊂η
(−1)|η\ξ |
∫
Rd
D+x KG(ξ)dx
= z
∑
ξ⊂η
(−1)|η\ξ |
∫
Rd
( ∑
ρ⊂ξ∪x
G(ρ)−
∑
ρ⊂ξ
G(ρ)
)
dx.
A direct use of the definitions of the K-transform and its inverse yields
I2G(η) = z
∑
ξ⊂η
(−1)|η\ξ |
∫
Rd
∑
ρ⊂ξ
G(ρ ∪ x)dx
= z
∫
Rd
∑
ξ⊂η
(−1)|η\ξ |K(G(· ∪ x))(ξ) dx = z∫
Rd
G(η ∪ x)dx. 
4.4. Verification of Assumption 3.1
In the following subsections, the Lebesgue–Poisson measure λ1, defined for the general
approach, will be denoted for simplicity by λ. We assume also that the potential φ satisfies
conditions (S) and (SI).
For arbitrary and fixed C > 0, we consider the operator L̂ in the Banach space
LC := L1
(
Γ0,C
|η|λ(dη)
)
. (13)
Symbol ‖ · ‖ stands for the norm of the space (13) and symbol s→ denotes the strong convergence
of operators in LC .
Remark 4.2. According to the general scheme (η) := C|η|, η ∈ Γ0.
For any Λ ∈ Bb(Rd) we set
LΛC := {G ∈ LC | G Γ0\ΓΛ= 0}. (14)
It is not difficult to show that LΛC is a closed linear subset in (LC,‖ · ‖). Therefore, (LΛC,‖ · ‖) is
a subspace of (LC,‖ · ‖).
For any ω > 0 we introduce a set H(ω,0) of all densely defined closed operators T on LC,
the resolvent set ρ(T ) of which contains the following sector
Sect
(
π
2
+ω
)
:=
{
ζ ∈ C
∣∣∣ |arg ζ | < π2 +ω
}
, ω > 0,
and for any ε > 0
∥∥(T − ζ1)−1∥∥ Mε|ζ | , |arg ζ | π2 +ω − ε,
where Mε does not depend on ζ .
LetH(ω, θ), θ ∈ R denotes the set of all operators of the form T = T0 + θ with T0 ∈H(ω,0).
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phic semigroup U(t) in the sector |arg t | < ω. The function U(t) is not necessarily uniformly
bounded, but it is quasi-bounded, i.e. ∥∥U(t)∥∥ const∣∣eθt ∣∣
in any sector of the form |arg t | ω − ε.
Proposition 4.2. For any C > 0, the operator
(L0G)(η) = (L0,βG)(η) := −G(η)
∑
x∈η
∏
y∈η\x
eβφ(x−y),
D(L0) =
{
G ∈ LC
∣∣∣∣∑
x∈η
∏
y∈η\x
eβφ(x−y)G(η) ∈ LC
}
is a generator of a contraction semigroup on LC . Moreover, L0 ∈H(ω,0) for all ω ∈ (0, π2 ).
Proof. It is not difficult to show that the operator L0 is densely defined and closed. Let 0 <ω <
π
2 be arbitrary and fixed.
Since the potential V satisfies (S), for all η ∈ Γ0, |η| > 1, we have∑
x∈η
∏
y∈η\x
eβφ(x−y)  |η|e 1|η| 2β
∑
{x,y}∈η φ(x−y)  |η|e−2Bβ. (15)
This inequality implies that for all ζ ∈ Sect(π2 +ω)∣∣∣∣∑
x∈η
∏
y∈η\x
eβφ(x−y) + ζ
∣∣∣∣> 0, η ∈ Γ0.
Therefore, for any ζ ∈ Sect(π2 + ω) the inverse operator (L0 − ζ1)−1, the action of which is
given by
[
(L0 − ζ1)−1G
]
(η) = − 1∑
x∈η
∏
y∈η\x eβφ(x−y) + ζ
G(η), (16)
is well defined on the whole space LC. Moreover, it is a bounded operator in this space and
∥∥(L0 − ζ1)−1∥∥ { 1|ζ | , if Re ζ  0,M
|ζ | , if Re ζ < 0,
(17)
where the constant M does not depend on ζ . Indeed, the case Re ζ  0 is a direct consequence
of (16) and the inequality∑
x∈η
∏
eβφ(x−y) + Re ζ  |η|e−2Bβ + Re ζ  Re ζ  0.y∈η\x
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∥∥(L0 − ζ1)−1G∥∥= ∥∥∥∥ 1|∑x∈·∏y∈·\x eβφ(x−y) + ζ |G(·)
∥∥∥∥
= 1|ζ |
∥∥∥∥ |ζ ||∑x∈·∏y∈·\x eβφ(x−y) + ζ |G(·)
∥∥∥∥.
Since ζ ∈ Sect(π2 +ω),
| Im ζ | |ζ |
∣∣∣∣sin(π2 +ω
)∣∣∣∣= |ζ | cosω.
Hence,
|ζ |
|∑x∈η∏y∈η\x eβφ(x−y) + ζ |  |ζ || Im ζ |  1cosω =: M
and (17) is fulfilled.
The rest statement of the lemma follows now directly from the theorem of Hille–Yosida (see
e.g., [10]). 
An additional parameter of the model. Since the intensity z of the Lebesgue–Poisson measure
in the definition of the Banach space LC is equal to 1, let z, which was involved in the structure
of the birth rate of L, now plays the role of an additional parameter  := z.
We set now
(L1G)(η) := (L1,βG)(η)
= −
∑
ξ⊂η, ξ =η
G(ξ)
∑
x∈ξ
∏
y∈ξ\x
eβφ(x−y)
∏
y∈η\ξ
(
eβφ(x−y) − 1),
D(L1) := D(L0)
and
(L2,G)(η) = 
∫
Rd
G(η ∪ x)dx,
D(L2) := D(L0).
The well-definiteness of these operators will be clear from the lemma below. We will sometimes
use the notation L̂,β instead of L̂ to emphasize the dependence on  and β .
Lemma 4.1. For any δ > 0 there exist 0 > 0 and β0 > 0 such that for all   0 and β  β0∥∥(L1,β +L2,)G∥∥ a‖L0G‖ + b‖G‖, G ∈ D(L0), (18)
with a = a(,β) < δ, b = b(,β) < δ.
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‖L1G‖
∫
Γ0
∑
ξ⊂η, ξ =η
∣∣G(ξ)∣∣∑
x∈ξ
eβE(x,ξ\x)
[ ∏
y∈η\ξ
∣∣1 − eβφ(x−y)∣∣]C|η| λ(dη)
=
∫
Γ0
∑
ξ⊂η
∣∣G(ξ)∣∣∑
x∈ξ
eβE(x,ξ\x)
[ ∏
y∈η\ξ
∣∣1 − eβφ(x−y)∣∣]C|η| λ(dη)
−
∫
Γ0
∣∣G(η)∣∣∑
x∈η
eβE(x,η\x)C|η| λ(dη). (19)
The application of the Minlos lemma to (19) gives us
‖L1G‖
∫
Γ0
∣∣G(η)∣∣∑
x∈η
eβE(x,η\x)C|η| λ(dη)
∫
Γ0
∏
y∈ξ
∣∣1 − eβφ(y)∣∣C|ξ | λ(dξ)− ‖L0G‖
= (eCst(β)C − 1)‖L0G‖.
We estimate the norm ‖L2G‖ using the Minlos lemma and the bound (15). Namely,
‖L2G‖ 
∫
Γ0
∫
Rd
∣∣G(η ∪ x)∣∣dx C|η| λ(dη)
 
∫
Γ0
|η|∣∣G(η)∣∣C|η|−1 λ(dη)
 e2Bβ
∫
Γ0
∑
x∈η
eβE(x,η\x)
∣∣G(η)∣∣C|η|−1 λ(dη) = e2BβC−1‖L0G‖.
Therefore, ∥∥(L1 +L2)G∥∥ (eCst(β)C + e2BβC−1 − 1)‖L0G‖.
And hence the assertion of the lemma is fulfilled with the coefficients
a := eCst(β)C + e2BβC−1 − 1, b := 0
which can be taken less then δ for the appropriate choice of  and β . 
Theorem 4.1. For any C > 0, and for all ,β > 0 which satisfy
2eCst(β)C + 2e2BβC−1 < 3 (20)
the operator L̂,β is a generator of a holomorphic semigroup in LC.
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For the reader’s convenience, below we give its formulation:
For any T ∈ H(ω, θ) and for any ε > 0 there exist positive constants , δ such that if the
operator A satisfies
‖Au‖ a‖T u‖ + b‖u‖, u ∈ D(T ) ⊂ D(A),
with a < δ, b < δ, then T +A ∈H(ω − ε, ). In particular, if θ = 0 and b = 0, then T +A ∈
H(ω − ε,0). 
Remark 4.4. Applying the proof of the theorem about perturbation of the generator of a holo-
morphic semigroup (see, e.g. [10]) to our case and taking into account the fact that L0 ∈H(ω,0),
for any ω ∈ (0, π2 ), one can conclude that δ in this theorem can be chosen to be 12 .
For our further purposes we have to show that the holomorphic semigroup constructed in
Theorem 4.1 can be approximated by semigroups localized in bounded volumes.
Let Λ ∈ Bb(Rd) be arbitrary and fixed. Then all results proved in this subsection hold true for
the operator
L̂ΛG(η) := −
∑
x∈ηΛ
∏
y∈ηΛ\x
eβφ(x−y)G(η)
−
∑
ξ⊂η, ξ =η
G(ξ)
∑
x∈ξΛ
∏
y∈ξΛ\x
eβφ(x−y)
∏
y∈η\ξ
(
eβφ(x−y)1Λ(y) − 1)+  ∫
Λ
G(η ∪ x)dx
acting in the functional space LΛC with the domain
D(L̂Λ) :=
{
G ∈ LC
∣∣∣ ∑
x∈ηΛ
∏
y∈ηΛ\x
eβφ(x−y)G(η) ∈ LΛC
}
.
Namely, the main result can be formulated as follows.
Theorem 4.2. For any Λ ∈ Bb(Rd), and any triple of constants C, > 0, and β > 0 which satisfy
2eCst(β)C + 2e2BβC−1 < 3
the operator L̂Λ is a generator of a holomorphic semigroup in LΛC .
Remark 4.5. The arguments, analogous to those which were proposed in the proof of Lemma 4.1,
imply that (18) holds for the operators
L̂0,ΛG(η) := −
∑
x∈ηΛ
∏
y∈ηΛ\x
eβφ(x−y)G(η),
L̂1,ΛG(η) := −
∑
G(ξ)
∑ ∏
eβφ(x−y)
∏ (
eβφ(x−y)1Λ(y) − 1),
ξ⊂η, ξ =η x∈ξΛ y∈ξΛ\x y∈η\ξ
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)and
(L2,,ΛG)(η) = 
∫
Λ
G(η ∪ x)dx,
with
D(L̂0,Λ) = D(L̂1,Λ) = D(L̂2,Λ) :=
{
G ∈ LC
∣∣∣ ∑
x∈ηΛ
eβE(x,ηΛ\x)G(η) ∈ LΛC
}
.
Moreover, the bound (18) in this case will be uniform with respect to Λ ∈ Bb(Rd), i.e. the
coefficients a > 0 and b > 0 in (18) can be chosen independent of Λ.
Fix any triple of positive constants C, and β which satisfies (20) and any Λ ∈ Bb(Rd).
Remark 4.6. Let ÛΛt (C,,β) be a holomorphic semigroup generated by the operator (L̂Λ,D(L̂Λ)
on LΛC . Then ÛΛt (C,,β)PΛ, t  0, where
PΛG(η) := 1ΓΛ(η)G(η), G ∈ LC,
is a semigroup on LC generated by the operator L̂ΛPΛ with the domain
D(L̂ΛPΛ) :=
{
G ∈ LC
∣∣∣ ∑
x∈ηΛ
∏
y∈ηΛ\x
eβφ(x−y)1ΓΛ(η)G(η) ∈ LC
}
.
Remark 4.7. The theorem about perturbation of the generator of a holomorphic semigroup,
mentioned before in this subsection (see also [10]), implies that for any Λ ∈ Bb(Rd) and ε > 0
there exists  > 0 and a constant M > 0 which does not depend on Λ such that for any ζ from
the half-plane Re ζ >  the following bound holds:
∥∥(L̂ΛPΛ − ζ )−1∥∥ Mε|ζ − | , ∣∣arg (ζ − )∣∣ π2 +ω − ε.
Let {Λn}n1 be a sequence of bounded Borel sets such that Λn ⊂ Λn+1, for all n ∈ N, and⋃
n1 Λn = Rd . Below, we formulate the following approximation theorem.
Theorem 4.3. Let Ût (C,,β) and {ÛΛnt (C,,β), n 1} be holomorphic semigroups generated
by L̂ and {L̂Λn,, n 1} in the spaces LC and LΛnC , respectively. Then,
Û
Λn
t (C,,β)PΛn
s→ Ût (C,,β), n → ∞,
uniformly on any finite interval of t  0.
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enough to show that
(L̂Λn,PΛn − ζ )−1 s→ (L̂ − ζ )−1
for some ζ ∈ C such that Re ζ > θ .
Let ζ ∈ C, Re ζ > θ be arbitrary and fixed. For any G ∈ LC it holds∥∥(L̂Λn,PΛn − ζ )−1G− (L̂ − ζ )−1G∥∥
= ∥∥(L̂Λn,PΛn − ζ )−1[L̂ − L̂Λn,PΛn ](L̂ − ζ )−1G∥∥. (21)
For any G ∈ D(L̂) = D(L0)
[L̂ − L̂Λn,PΛn ]G(η)
= −
∑
x∈η
∏
y∈η\x
eβφ(x−y)
[
1 − 1ΓΛn (η)
]
G(η)
−
∑
ξ⊂η, ξ =η
G(ξ)
∑
x∈ξ
∏
y∈ξ\x
eβφ(x−y)
∏
y∈η\ξ
(
eβφ(x−y) − 1)[1 − 1ΓΛn (ξ)1ΓΛn (η \ ξ)]
+ 
∫
Λn
[
1 − 1Λn(η ∪ x)
]
G(η ∪ x)dx + 
∫
Λcn
G(η ∪ x)dx,
where Λcn = Rd \Λn.
Using the simple inequality∣∣1 − 1ΓΛn (ξ)1ΓΛn (η)∣∣ ∣∣1 − 1ΓΛn (ξ)∣∣+ ∣∣1 − 1ΓΛn (η)∣∣, ξ, η ∈ Γ0,
and the estimates analogous to those which were proposed in Lemma 4.1 we obtain∥∥[L̂ − L̂Λn,PΛn ]G(η)∥∥

(
eCst(β)C + e2BβC−1)∥∥∥∥[1 − 1ΓΛn (·)]∑
x∈·
∏
y∈·\x
eβφ(x−y)G(·)
∥∥∥∥
+ e2BβC−1∥∥| ·Λcn |G(·)∥∥
+
∥∥∥∥∑
x∈·
∏
y∈·\x
eβφ(x−y)G(·)
∥∥∥∥ ∫
ΓΛn
∣∣1 − 1ΓΛn (η)∣∣K(η)C|η| λ(dη),
where
K(η) :=
∏
x∈η
∣∣1 − eβφ(x)∣∣, η ∈ Γ0.
All of terms in the right-hand side of the last inequality tends to zero, when n → ∞.
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4.5. Verification of Assumption 3.2
Fix any triple of positive constants C, and β which satisfies (20). Let Ût (C,,β) be a
holomorphic semigroup generated by L̂,β and let
KC :=
{
k :Γ0 → R
∣∣ k(·)C−|·| ∈ L∞(Γ0, λ)} (22)
be the dual space to the space LC with respect to the following duality:
〈〈G,k〉〉 :=
∫
Γ0
Gk dλ. (23)
It is also called the space of “so-called correlation functions.” Analogously to the general scheme,
KC is a Banach space.
Note, also that k(·)C−|·| ∈ L∞(Γ0, λ) means that the function k satisfies the following bound∣∣k(η)∣∣ constC|η|, a.a. η ∈ Γ0 with respect to λ, (24)
which is known as the classical Ruelle bound, see e.g. [27].
According to the general scheme, let Û t (C,,β) be a semigroup on KC determined by
Ût (C,,β) via the duality (23).
Next, we solve the following problem. Suppose that k0 ∈ KC is a correlation function, i.e.,
there exists a probability measure μ0 ∈M1fm(Γ ), locally absolutely continuous with respect to
the Poisson measure, whose correlation function is exactly k0. We would like to investigate now
whether the evolution of k0 in time given by the semigroup Û t (C,,β) preserves the property
described above. Namely, whether Û t (C,,β)k0, at any moment of time t > 0, is a correlation
function or not?
In order to answer this question, one can apply, for example, the theorem about characteriza-
tion of correlation functions, proposed in [11]. The conditions of this theorem, which must be
checked for our particular model are the following:
for any t  0: 〈〈G G, Ût (C,,β)k0〉〉 0, ∀G ∈ Bbs(Γ0).
Further explanations will be devoted to the verification of the latter condition.
Let μ ∈ G(β, z) and {πΛ,∅}Λ∈Bb(Rd ) denotes the specification with empty boundary conditions
corresponding to the Gibbs measure μ. We define
E(F,G) :=
∫
Γ
∑
x∈γ
D+x F (γ )D+x G(γ )πΛ(dγ,∅), F,G ∈ KCBΛbs(Γ0),
where KCBΛbs(Γ0) is K-image of CB
Λ
bs(Γ0).
Now we would like to list some facts the proofs of which are completely analogous to those
proposed in [13,17].
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Lemma 4.3. Let Λ ∈ Bb(Rd) be arbitrary and fixed. Then (E,KCBΛbs(Γ0)) is a well-defined
bilinear form on L2(Γ,πΛ,∅).
Lemma 4.4. Let Λ ∈ Bb(Rd) be arbitrary and fixed. Suppose that conditions (S) and (SI) are sat-
isfied. Then (LΛ,KCBΛbs(Γ0)) is an operator associated with the bilinear form (E,KCBΛbs(Γ0))
in L2(Γ,πΛ,∅), i.e.
E(F,G) =
∫
Γ
LΛF(γ )G(γ )πΛ,∅(dγ ), F,G ∈ KCBΛbs(Γ0).
Lemma 4.5. Let Λ ∈ Bb(Rd) be arbitrary and fixed. Suppose that conditions (S) and (SI)
are satisfied and μ ∈ G(z,β). Then there exists a self-adjoint positive Friedrichs’ extension
(L˜Λ,D(L˜Λ)) of the operator (LΛ,KCBΛbs(Γ0)) in L2(Γ,πΛ,∅). Moreover, (L˜Λ,D(L˜Λ)) is a
generator of a contraction semigroup which preserves 1 in L2(Γ,πΛ,∅), associated with some
Markov process.
Remark 4.8. It is well known (see e.g. [26]) that under the condition of Lemma 4.5 the semi-
group generated by (L˜Λ,D(L˜Λ)) can be extended to L1(Γ,πΛ,∅). For any Λ ∈ Bb(Rd), the
extension of this semigroup in L1(Γ,πΛ,∅) we will denote by (U˜Λt )t0. For the generator of this
semigroup we will use the notation (L˜Λ,D1(L˜Λ)), where D1(L˜Λ) ⊃ D(L˜Λ) is the domain of
L˜Λ in L1(Γ,πΛ,∅).
Now, we introduce one of the crucial lemmas about the evolution of the “so-called correlation
functions.”
Lemma 4.6. Let the positive constants C, and β which satisfy (20) be arbitrary and fixed. The
semigroup Û t (C,,β) on KC preserves positive semi-definiteness, i.e. for any t  0〈〈
G G, Ût (C,,β)k
〉〉
 0, ∀G ∈ Bbs(Γ0),
iff
〈〈G G,k〉〉 0, (25)
for any G ∈ Bbs(Γ0).
Remark 4.9. Let MC stands for the set of all probability measures on Γ , locally absolutely
continuous with respect to the Poisson measure, with locally finite moments, whose correlation
functions satisfy the bound (24). As it was pointed out at the beginning of this section, the con-
dition (25) on the function k ∈ KC insures the existence of a unique measure μ ∈MC whose
correlation function is k, see [11].
Proof of Lemma 4.6. Under the assumptions of the lemma we have to show that for any t  0〈〈
Ût (C,,β)(G G), k
〉〉
 0, ∀G ∈ Bbs(Γ0). (26)
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show that for any t  0 and any G ∈ Bbs(Γ0) there exists Λ′ ∈ Bb(Rd) such that for all
Λ ∈ Bb(Rd),Λ ⊃ Λ′ 〈〈
ÛΛt (C,,β)PΛ(G G), k
〉〉
 0. (27)
Let Λ ∈ Bb(Rd) be arbitrary and fixed. We set
UΛt := KÛΛt (C,,β)K−1, t  0.
(UΛt )t0 is a semigroup on (LΛ1 := KLΛC,‖ · ‖1 := ∥∥K−1·∥∥LC )
which is a Banach space. Moreover, it is not difficult to show that the generator of this semigroup
coincides with (LΛ,KD(L̂Λ)).
Proposition 4.3. For any F ∈ LΛ1 ⊂ L1(Γ,πΛ,∅),
UΛt F = U˜Λt F, t  0, in L1(Γ,πΛ,∅),
where (U˜Λt )t0 is defined in Remark 4.8.
Proof. The fact that (LΛ,KD(L̂Λ)) is the generator of (UΛt )t0 in (LΛ1 ,‖ · ‖1) implies the
following (see e.g. [9])∥∥∥∥UΛt F −(1− tnLΛ
)−n
F
∥∥∥∥
1
→ 0, n → ∞, for all F ∈ LΛ1 .
Since ‖ · ‖1  ‖ · ‖L1(Γ,πΛ,∅), the latter fact gives∥∥∥∥UΛt F −(1− tnLΛ
)−n
F
∥∥∥∥
L1(Γ,πΛ,∅)
→ 0, n → ∞, for all F ∈ LΛ1 . (28)
Analogously, the fact that (L˜Λ,D1(L˜Λ)) is the generator of (U˜Λt )t0 gives us∥∥∥∥U˜Λt F −(1− tn L˜Λ
)−n
F
∥∥∥∥
L1(Γ,πΛ,∅)
→ 0, n → ∞, for all F ∈ LΛ1 . (29)
As was shown before, there exists  > 0 such that for any real ζ > 
(L˜Λ − ζ1)−1F − (LΛ − ζ1)−1F = (L˜Λ − ζ1)−1[LΛ − L˜Λ](LΛ − ζ1)−1F.
The function Fζ := (LΛ − ζ1)−1F ∈ KD(L̂Λ). Hence, [LΛ − L˜Λ]Fζ = 0. The latter fact means
that
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)−n
F
∥∥∥∥
L1(Γ,πΛ,∅)
=
∥∥∥∥U˜Λt F −(1− tnLΛ
)−n
F
∥∥∥∥
L1(Γ,πΛ,∅)
→ 0, n → ∞, for all F ∈ LΛ1 . (30)
The convergences (28) and (29) imply the assertion of the proposition. 
Corollary 4.1. Lemma 4.5 implies that for any moment of time t  0
UΛt F  0, for all non-negative F ∈ KBbs(Γ0). (31)
Let t  0 and G ∈ Bbs(Γ0) be arbitrary and fixed. Suppose that N ′ ∈ N and Λ′ ∈ Bb(Rd) are
such that
G G 
Γ0\⊔N ′n=0 Γ (n)Λ′ = 0.
Then, K(G G) = |KG|2 ∈ LΛ1 for all Λ ∈ Bb(Rd),Λ ⊃ Λ′. Moreover, PΛ|KG|2 = |KG|2.
Hence, the left-hand side of (27) for any Λ ∈ Bb(Rd),Λ ⊃ Λ′, is equal to the following
expression:
〈〈
ÛΛt (C,,β)PΛ(G G), k
〉〉= ∫
Γ
KÛΛt (G G)(γ )μ
(dγ )
=
∫
Γ
UΛt K(G G)(γ )μ
(dγ ) =
∫
ΓΛ
UΛt |KG|2(γ )μΛ(dγ ),
where μΛ is a projection of μ on ΓΛ (see Remark 4.9). Let us mention that the measure μ is
locally absolutely continuous with respect to the Poisson measure π . Therefore,
〈〈
ÛΛt (C,,β)PΛ(G G), k
〉〉= ∫
ΓΛ
UΛt |KG|2(γ )
dμΛ
dπΛ
(γ )πΛ(dη).
Corollary 4.1 implies that there exists a set S ⊂ Γ,πΛ,∅(S) = 0, such that for all γ ∈ Γ \ S:
UΛt |KG|2(γ ) 0.
But πΛ,∅ is absolutely continuous with respect to πΛ. Furthermore, the corresponding Radon–
Nikodym derivative is positive almost surely with respect to πΛ. Hence, πΛ(SΛ) = 0, where SΛ
is a projection of the set S to ΓΛ, and
〈〈
ÛΛt (C,,β)PΛ(G G), k
〉〉= ∫
ΓΛ\SΛ
UΛt |KG|2(γ )
dμΛ
dπΛ
(γ )πΛ(dη) 0.
The latter proves the assertion of Lemma 4.6. 
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imply the following corollary.
Corollary 4.2. Let positive constants C, and β which satisfy (20) be arbitrary and fixed. Let
k ∈ KC be such that 〈〈G  G,k〉〉  0, for any G ∈ Bbs(Γ0). Then for any t  0 there exists a
unique measure μt ∈MC whose correlation function is Û t (C,,β)k.
In Corollary 4.2, we denote the evolution of the measure μ in time by Ut (C,,β)μ := μt .
According to the general scheme (Ut (C,,β))t0 is a semigroup on MC,β . This leads us di-
rectly to the construction of a non-equilibrium Markov process (or rather a Markov function)
on Γ .
Theorem 4.4. Suppose that conditions (S) and (SI) are satisfied. For any triple of positive con-
stants C, and β which satisfies (20) and any μ ∈MC there exists a Markov process Xμt ∈ Γ
with initial distribution μ associated with the generator L .
Proof. The proof is a direct consequence of Theorem 3.1. 
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