Abstract. In an earlier paper a construction was given for an infinite-dimensional uniserial module over Q for SL(2, Z) whose composition factors are all isomorphic to the standard (two-dimensional) module. In this note we consider generalizations of this construction to other composition factors and to other rings of algebraic integers.
Introduction
The group Γ = SL(2, Z) is generated by the matrices S = 0 −1 1 0 , and T = 1 1 0 1 .
The element S has order 4 and ST has order 6. Moreover, Γ is isomorphic to the free product of the two cyclic groups generated by S and R = ST , with amalgamation of the elements S 2 and R 3 . Let V be the standard 2-dimensional module for Γ over C (and later for other subgroups of GL(2, C)). In [1, Theorem 5.1] a module E for Γ of countably infinite dimension was constructed over C with the following properties.
(1) T acts indecomposably on E.
(2) E has a filtration 0 = E 0 ⊂ E 1 ⊂ E 2 ⊂ · · · such that each quotient E i+1 /E i is isomorphic to V . (3) The elements of Γ are represented by integer matrices. In [1, Theorem 8.1] , it was shown that properties (1) and (2) characterize the module E up to isomorphism. By (3), we have E = C ⊗ Q E for some QΓ module E and the same proof shows that E also satisfies (1) and (2) and is uniquely characterized by them.
More generally, we can study Γ-modules on which which T acts indecomposably (as a single Jordan block). We shall call these Tindecomposable modules for short. It is clear that every composition 2000 Mathematics Subject Classification. 11M06, 20C12. This work was partially supported by a grant from the Simons Foundation (#204181 to Peter Sin).
factor of such a module would have the same property so the first problem is to identify some simple modules with this property. The symmetric powers S m (V ) provide an infinite class of such modules, as can be seen by reduction mod p >> m. We therefore consider when one symmetric power S m (V ) can extend another S n (V ) and when the resulting extension is T -indecomposable. It is immediately clear from the action of −I that a necessary condition for the existence of a nonsplit extension is that m and n have the same parity. The condition is also sufficient, and in §3 we compute the dimension of Ext
. In §1 we consider T -indecomposable modules constructed from symmetric powers. In such a module the degrees of the symmetric powers must all have the same parity. The main result of §1 is a construction, for any sequence of positive integers of the same parity, of a T -indecomposable module whose composition factors are the symmetric powers with degrees equal to the terms of the sequence. In the final section we discuss generalizations of [1, Theorem 5.1] to rings O of integers in number fields , other than Q, and consider Tindecomposable modules for SL(2, O) whose composition factors are all isomorphic to V . We show that such modules can exist only for imaginary quadratic fields and study some examples of existence and nonexistence.
2. Uniserial modules constructed from symmetric powers Theorem 2.1. Let a = a 1 , a 2 , . . . be any finite or infinite sequence of positive integers, all of the same parity. Then there exists a Tindecomposable QΓ-module M (a) with increasing filtration 0 = F 0 ⊂
Proof. The elements S, T and R are represented on S m (V ) with respect to the basis of monomials (ordered in a standard way) by the matrices 
respectively. For positive integers m and n, we define (m + 1) × (n + 1) matrices
Let a = (a 1 , a 2 , . . .) be a sequence of positive integers, all of the same parity. Let
be the infinite block-diagonal matrix with blocks ρ a i (R)
We use these to define the infinite block upper-triangular matrix
The following matrix equations are easily seen to hold when m, n, j and k are positive integers that are either all odd or all even.
These equations imply that S(a) 4 = I , R(a) 6 = I and S(a) 2 = R(a) 3 , so there is a representation of Γ sending S to S(a) and R to R(a). It is clear from the block forms of R(a) and S(a) that the underlying module has a filtration described in the statement of the theorem.
Finally, it remains to show that the QΓ-module M (a) that we have just constructed is T -indecomposable.
Since T = −SR, and each diagonal block ρ a i (T ) of −S(a)R(a) is an upper unitriangular and acts indecomposably, T -indecomposability will follow if we show that the bottom left entry of each super-diagonal block −S(a)R(a) is nonzero. If a i = m and a i+1 = n, then the (i, i + 1)
This completes the proof of the theorem.
Remark 2.2. We note that if S m (V ) is reduced modulo a prime p ≤ m, then T will not act indecomposably. This is in contrast with the module E constructed in [1, Theorem 5.1] which is T -indecomposable modulo every prime.
Extensions between symmetric powers
In this section we compute the groups Ext
In the case of symmetric powers there may be inequivalent nonsplit extensions and, as we shall see, inequivalent T -indecomposable extensions.
Let M k, (C) denote the space of k × matrices with entries from C. If ρ and σ are complex matrix representations of a group G of degrees k and respectively we let
The first two lemmas are proved by considering the decomposition of S m (V ) into simple one-dimensional submodules for R . We omit the details. (2) If m is even then
Lemma 3.2. Let m and n be nonnegative integers of the same parity. Then
Let m and n be nonnegative integers of the same parity. Let S(m, n) be the subspace of (m + 1) × (n + 1) complex matrices M such that ρ m (S)M + M ρ n (S) = 0 and let s(m, n) be its dimension. 
(Here δ m,n is the Kronecker delta.)
Proof. Since −I ∈ Γ acts as (−1)
if m and n differ in parity. Therefore we assume for the rest of this proof that m and n have the same parity.
Let hom m,n (Γ) denote the set of matrix representations of the form
The representation is determined by function τ , which satisfies the cocycle condition
Conversely, if a function τ : Γ → M m+1,n+1 (C) satisfies (2) then the function φ in (1) is a homomomorphism, so it lies in hom m,n (Γ). For M ∈ M m+1,n+1 (C) we set
There is an equivalence relation on hom m,n (Γ) where representations φ and φ are equivalent if for some M we have
The set of equivalence classes is Ext
. By Maschke's Theorem, each equivalence class contains a representation of the form (1) for which τ (R) = 0. Let hom(m, n, R, Γ) denote this subset of hom m,n (Γ). From the defining relations of Γ, we see that a representation φ ∈ hom(m, n, R, Γ) is determined uniquely by the choice of
The matrix φ(S) must satisfy
but is otherwise unrestricted. It is immediate that this relation is equivalent to the condition that τ (S) ∈ S(m, n). In this way, we can identify hom(m, n, R, Γ) with S(m, n). Now suppose that φ and φ ∈ hom(m, n, R, Γ) correspond to τ (S) and τ (S) ∈ S(m, n), respectively, and that they are equivalent. Thus, for some matrix M ∈ M m+1,n+1 (C), we have
These equations are equivalent to the conditions that
The kernel of this linear map is the set of matrices M which interwine ρ m (g) and ρ n (g), for g = T and g = S, hence for all g ∈ Γ. Thus, the kernel is C · I m+1 if m = n and zero otherwise. The image of λ is T (m, n). Therefore,
and the theorem now follows. 
Uniserial modules for certain special linear groups
Let O be the ring of integers in a number field. We regard Γ as embedded in SL(2, O) in the standard way. We consider the existence of countably infinite-dimensional modules E for SL(2, O) over C satisfying the following properties.
(1) T acts indecomposably on E .
(2) E has a filtration 0 = E 0 ⊂ E 1 ⊂ E 2 ⊂ · · · such that quotient E i+1 /E i is isomorphic to V . In particular, by our previous results [1, Theorem 8.1], the restriction of E to Γ must be isomorphic to the module E in the Introduction.
We recall from [1, Lemma 8.2] that Ext
We introduce matrices
where η is a complex number and is nonzero for H(η). Proof. The proof is by computations resulting from applying relations in G to the cocycle relation or, equivalently, to the matrix representation
(a) We assume first that f extends the special cocycle. The relation (SH(η)) 2 = −1 implies r = q and s = −η −2 p. The relation T X(η) = X(η)T implies γ = η and δ = α + η. Thus,
The relation (SH(η) −1 X(η)) 3 = −1 yields, after simplifications, that α = (−η + η 2 )/2 and β = p + η 3 , so
We compute (7)
, we can apply (6) with η 2 in place of η, replacing (p, q, η) with (2ηp, (η + η −1 )q, η 2 ) from (7). Then we have
.
On the other hand we have X(η 2 ) = H(η)T H(η) −1 , which yields
From the last two equations we conclude that η 4 = 1, which proves (a). For (b) we assume that f (S) = 0 and f (T ) = 0. Starting from (5) and using the same relations in G as were used in (a), we deduce in this case that
Since η is algebraic, let the minimal polynomial of η 2 with integer coefficients be
Then since X(η 2n ) an = X(a n η 2n ) and T a 0 = X(a 0 ) we can take products to obtain 0 = f (X(P (η 2 ))) = − d n=1 a n 2nη 2n+1 s.
Since the right hand side is of the form η 
where, for all n ≥ 0,
and the X (n) are repeated down the diagonals. The center Z(U) consists of those matrices in which the submatrices X (n) are all scalar matrices. The map Z(U) → C [[t] ] sending the matrix with X (n) = a n I, for all n ≥ 0, to n≥0 a n t n is a C-algebra isomorphism, and extends
where
Thus, any homomorphism of a group G into U defines, by composition with γ, a representation G → GL( 
We leave to the reader the task of verifying that the defining relations among the group generators are satisfied by their images under ψ. As in the previous example, it is helpful to consider traces and to make use of the equation (12). 
