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1 Einleitung
Mit dem experimentellen Nachweis von Heinrich Hertz, dass elektromagne-
tische Wellen auch bei niedrigeren Frequenzen und nicht ausschließlich im
Frequenzbereich des sichtbaren Lichtes existieren, startete die Entwicklung
einer Technik zur Ortung von metallischen Objekten.
Schließlich zeigte auch das Milita¨r Interesse an einer solchen Technologie, um
so Schiffe, Flugzeuge und andere milita¨rische Fahrzeuge fru¨hzeitig orten zu
ko¨nnen. Die Entwicklung schritt voran, doch mit Ende des Zweiten Weltkrie-
ges konnte Radar (urspru¨nglich Radio Aircraft Detection and Ranging) auch
andere Anwendungsgebiete erobern, z.B. in der Erdfernerkundung.
Radar ermo¨glicht es den Menschen Informationen u¨ber entfernte Ziele zu er-
halten, die u¨ber seinen eigenen Sichtbereich hinausgehen. Die Orientierung
geschieht durch reflektierte bzw. zuru¨ckgesendete elektromagnetische Wel-
len. Ein Radarbild entsteht nach dem Echoprinzip. Der Sender strahlt mit
einer Frequenz zwischen 1 bis 100 GHz in das Beobachtungsgebiet. Die an-
gestrahlten Ziele absorbieren und reflektieren teilweise die Strahlung. Die
zuru¨ckreflektierten Signale werden durch die Empfangsantenne aufgenom-
men. Mit Hilfe dieser Signale kann man Ziele orten und vermessen, bzw. zu
einem Radarbild verrechnen.
Vergleicht man nun ein durch Radar entstandenes Bild mit einem optischem
Bild, kann man feststellen, dass die optische Feinauflo¨sung in der Regel sehr
viel besser ist, als bei einem Radarbild. Der Vorteil vom Radar liegt jedoch
in der Unabha¨ngigkeit von Wetter und Tageszeit. Zudem hat es eine gro¨ßere
Reichweite und es kann die Lage, Entfernung und Geschwindigkeit von Zielen
bestimmen.
Im Institut fu¨r Hochfrequenztechnik und Radarsysteme des DLR in der Ab-
teilung SAR-Technologie am DLR hat man es sich zur Aufgabe gemacht,
Radarbilder der Erdoberfla¨che zu erstellen. Seit Ende der 1980’er Jahre ist
das flugzeuggetragene Radarsystem mit synthetischer Apertur E-SAR im
operationellen Betrieb. Dieses befindet sich an Bord eines Flugzeugs vom
Typ Do-228 und fliegt Kampagnen fu¨r kleine und mittelgroße Unternehmen
sowie Universita¨ten, Forschungsinstitute und europa¨ische und internationale
Agenturen.
Aufgrund der hohen Kundenanfrage wird derzeit an dem neuen und verbes-
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serten F-SAR-System im Institut weiterentwickelt, welches seit 2008 das alte
E-SAR sukzessiv ablo¨st.
2 Aufgabenstellung
Ereignisse wie U¨berschwemmungen oder Unfa¨lle, aber auch Massenveranstal-
tungen mit Tausenden von Teilnehmern ko¨nnen die Infrastruktur des Ver-
kehrswesen lahm legen. Um diese Probleme erfolgreich zu bewa¨ltigen, ist ein
gutes Verkehrmanagment no¨tig, dass in den richtigen Momenten die richtigen
Entscheidungen trifft. Doch worauf kann man seine Entscheidungen bauen?
Genau mit dieser Problematik setzt sich das Projekt VABENE auseinander.
VABENE steht fu¨r Verkehrsmanagement bei Großereignissen und Katastro-
phen. Viele Institute des DLRs arbeiten gemeinsam an Wegen zur besse-
ren Bewa¨ltigung solcher Belastungen des Verkehrsnetzes. Unter ihnen ist
auch das Institut fu¨r Hochfrequenztechnik und Radarsysteme. Die Abteilung
SAR-Technologie leistet mit dem Einsatz des F-SAR Systems einen wichtigen
Beitrag fu¨r VABENE.
Wetter- und Tageszeitenunabha¨ngigkeit sowie Bewegungserkennung machen
Radarbilder des F-SAR Systems so bedeutend fu¨r das Projekt. Anhand
des Beispiels einer U¨berschwemmung kann dies klar herausgestellt werden.
Wa¨hrend Fahrzeuge auf Verkehrsnetze angewiesen sind, die im Falle einer
Katastrophe nur eingeschra¨nkt genutzt werden ko¨nnen, sind Flugzeuge un-
abha¨ngiger und bieten die notwendige Mobilita¨t, Informationen u¨ber Kri-
sengebiete so schnell wie mo¨glich zu erhalten. Radarbilder warten daru¨ber
hinaus mit dem Vorteil auf, dass sie sowohl bei schlechtem Wetter als auch
in der Nacht zuverla¨ssige Bilder liefern.
Wichtiges Kriterium bei VABENE ist die Zeit, in der die Informationen
zur Verfu¨gung stehen. Um die Krisensituationen so schnell wie mo¨glich zu
bewa¨ltigen, sind verwertbare Daten notwendig, die unmittelbar vorliegen
mu¨ssen. Eine Echtzeitprozessierung der Radarrohdaten an Bord des Flug-
zeugs ist bereits mo¨glich. Jedoch weisen die Bilder dieser Prozessierung eine
relativ geringe Auflo¨sung auf, was lediglich fu¨r einen groben U¨berblick der Si-
tuation ausreicht. Hochauflo¨sende Bilder hingegen werden derzeit oﬄine am
Boden gerechnet, sollen aber in Nahezu-Echtzeit verfu¨gbar sein. Pro Kanal
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fallen Daten in der Gro¨ßenordnung von 2 bis 3 GB an. Die Rechenzeit eines
solchen Bildes am Boden betra¨gt momentan 2,5 Stunden. Diese Zeiten sind
natu¨rlich fu¨r einen realen Einsatz inakzeptabel und sollen deshalb auf 5-10
Minuten verringert werden.
Um dies zu bewerkstelligen reicht es nicht aus, auf ho¨here Rechenleistung
des Hauptprozessors (CPU) zu setzen. Zwar schreitet die CPU-Entwicklung
immer mehr voran, kann aber nicht mit den anfallenden Prozessierungsauf-
gaben Schritt halten. Aus diesem Grund mu¨ssen in Sachen Hardware und
Algorithmen neue Wege gegangen werden.
Da viele Aufgaben bei der Bildprozessierung gut parallelisierbar sind, liegt ein
Umstieg auf einen Grafikprozessor nahe. Wie unter Quelle [1] berichtet wird,
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Velocity compensation cubic 0:31
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Tabelle 1: Auszug der Ausgaben des ECS-Prozesses und deren Laufzeit in
min fu¨r eine Rohdatengro¨ße von 2048× 32768 komplexen Elementen
In diesem Semester lag meine Aufgabe darin, die Radardatenvorverarbeitung
(RDVV) mit Hilfe einer Implementierung auf der Grafikkarte zu beschleuni-
gen. Zuna¨chst mussten dazu Zeiten aufgenommen werden, um zu erkennen,
welche Teilschritte dieses Prozesses am la¨ngsten dauern und somit die meis-
ten Performancevorteile bringen wu¨rden. Rechenintensive Schritte wie Fou-
riertransformationen, Interpolationen und Matrixmultipliaktionen konnten
identifiziert werden. In Tabelle 1 sind einzelne Schritte der SAR Datenverar-
beitung aufgeschlu¨sselt. Die Zeitangaben beziehen sich auf ein prozessiertes
Bild der Gro¨ße 2048 × 32768 komplexer Datenelemente. Das ergibt ein Da-
tenvolumen von rund 500 MB. Die vollsta¨ndige Berechnugszeit des Prozesses
betra¨gt 5:35 Minuten. Ziel ist es, diese Rechenzeit zu verringern, indem gut
parallelisierbare und rechenintensive Schritte auf die Grafikkarte ausgelagert
werden.
Die folgenden Kapitel beschreiben die Grundlagen bezu¨glich CUDA mit an-
schließender Darstellung der Umsetzung. Es wird dabei na¨her auf die Ar-
beitsumgebung eingegangen, sowie auf Hard- und Software und die Art und
Weise der Implementierung bzw. der zu beru¨cksichtigenden Besonderheiten
bei der Realisierung der einzelnen Prozessierungsschritte auf der GPU.
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3 Grundlagen
3.1 Grafikprozessor vs Hauptprozessor
Die Graphics Processing Unit (GPU) ist ein Grafikprozessor, welcher stan-
dardma¨ßig fu¨r Bildschirmausgaben und Graphic Rendering verantwortlich
ist. Die große Nachfrage an neuen Spielen mit immer besserer Grafik und neu-
en Anspru¨chen hat die Entwicklung der GPU schnell vorangetrieben. Durch
dieses Anwendungsgebiet ist sie auf rechenintensive und stark parallelisierte
Aufgaben spezialisiert. Somit liegt das Hauptaugenmerk ihrer Komponenten
mehr auf Datenverarbeitung als auf Datencaching und Flusskontrolle.
Datencaching wird dadurch vermieden, dass Zwischenergebnisse nicht ab-
gespeichert, sondern neu berechnet werden. Das fu¨hrt weiterhin zur Ver-
bergung von Speicherlatenzen. Sta¨rken der GPU liegen in der hohen Par-
allelisierbarkeit, der Speicherbandbreite innerhalb der Grafikkarte und der
Multithreading-Mo¨glichkeit. Aufgrund ihrer Manycore-Prozessoren haben sie
große Bedeutungen fu¨r parallelisierbare Algorithmen. Im Detail bedeutet das,
dass gleiche Programme parallel auf vielen Datenelementen ausgefu¨hrt wer-
den. Da hierbei immer die gleichen Verarbeitungsschritte aufgerufen werden,
ist weniger Flusskontrolle notwendig. Aus diesen Gru¨nden werden mehr Bau-
teile fu¨r Recheneinheiten verwendet als fu¨r Speicher, wie Abbildung 1 deutlich
zeigt.
Abbildung 1: Aufbau von Grafik- und Hauptprozessor [10]
Im Gegensatz zur Central Processing Unit (CPU) besitzt die GPU einen re-
lativ begrenzten Speicher. Zudem ko¨nnen Daten, die vorerst nicht gebraucht
werden und nicht in den Hauptspeicher passen, nicht wie bei der CPU in
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den Hintergrundspeicher ausgelagert werden. Es ist also stets der verfu¨gbare
Speicher im Auge zu behalten. Auch die Speicherzugriffszeiten ko¨nnen Bott-
lenecks einer Berechnung auf der GPU sein. Geschwindigkeitseinbußen hat
man vor allem bei der U¨bertragung der Daten vom Hauptspeicher auf den
Grafikkartenspeicher u¨ber den PCI-Express Bus. Fu¨r dieses Problem gibt es
Abhilfe in Form von verschiedenen Speichermo¨glichkeiten wie Shared Me-
mory, Constant Memory, Texture und noch einigen mehr. Fu¨r verschiedene
Anforderungen gibt es spezialisierte Speicher, die die Speicherlatenzen opti-
mal verbergen.
Vorteile Nachteile
-viele Rechenoperationen pro Zeitein-
heit







stehen verschiedene Speicher zur
Vergu¨gung
Tabelle 2: Vor- und Nachteile einer GPU-Implementierung
Zusammenfassend kann man sagen, dass sich die Umstellung der Berechnung
auf eine Grafikkarte erst lohnt, wenn man mit großen Datenmengen rechnet
und die Operationen hoch parallisierbar sind. Ein typischer Ablauf solcher
Berechnungen kann wie folgt umrissen werden: Zuerst wird der Datensatz auf
die Grafikkarte u¨bertragen. Nun folgen komplexe, parallelisierte Berechnun-
gen. Abschließend werden die Daten zuru¨ck in den Hauptspeicher kopiert.
Sind die Datenmengen zu groß, als dass sie in den Speicher der GPU passen,
mu¨ssen diese in kleinere Teile aufgetrennt und nacheinander berechnet wer-
den. Tabelle 2 zeigt in Kurzform die besprochenen Vor- und Nachteile einer
GPU.
Im Falle der zu optimierenden RDVV fallen vor allem Aufgaben wie FFT
und Matrixmultiplikationen an, die im hohen Maße parallelisierbar sind. Die
zu berechnenden Datenmengen werden kaum weniger als 2000 × 8000 kom-
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plexe Elemente beinhalten. Somit erscheint die Grafikkarte fu¨r diese Aufgabe
wie geschaffen zu sein. Ob sich dieser Umstieg rentiert und welche Beschleu-
nigungen diese Berechnungen erfahren, wird sich in Kapitel 5 zeigen.
3.2 Arbeitsumgebung
Hardware Um die Vorteile der CUDA-Architektur nutzen zu ko¨nnen, braucht
man eine CUDA-aktivierte Grafikkarte. Das bedeutet, man ist in Bezug auf
Hardware an Grafikkarten von Nvidia gebunden. Einzige Mo¨glichkeit, diesen
Nachteil zu u¨berwinden, ist eine andere Architektur zu wa¨hlen. Warum aber
CUDA gewa¨hlt wurde und welche Vorzu¨ge es im Gegensatz zu den anderen
hat, beschreibt das Kapitel 3.4.
Um den hardwarema¨ßigen Anforderungen zu entsprechen, wurde ein neuer
Rechner mit einer NVidia Quadro FX 4800 angeschafft. Tabelle 3 zeigt die
Spezifikationen sowohl des Hauptprozessors als auch der Grafikkarte. Jegliche
zeitliche Verbesserungen mu¨ssen immer unter Beru¨cksichtigung der Hardwa-
reeigenschaften der CPU vorgenommen werden. Ein direkter Vergleich zwi-
schen GPU-Implementierungen und normaler, eventuell parallelisierter Im-
plementierung kann auf Grund der verschiedenen Architekturen irrefu¨hrend
sein.
Die NVidia Quadro Reihe ist vor allem fu¨r den profesionellen Einsatz ent-
wickelt und deswegen fu¨r wissenschaftliche Arbeiten gut geeignet. Mit ihrem
1,5 GB globalen Speicher, den vielen Prozessoren und der hohen Rechen-
leistung ist sie fu¨r die Verarbeitung gro¨ßerer Bilder optimal ausgelegt. Aber
auch die Mo¨glichkeit, Berechnungen in double-precision auszufu¨hren, die fu¨r
einige Rechenschritte sehr wichtig sind, spricht fu¨r die Nutzung einer Quadro-
Grafikkarte.
Software Zur Entwicklung von Programmen, die auf einer NVidia Grafik-
karte laufen sollen, existiert die Programmierschnittstelle CUDA (Compute
Unified Device Architecture). Sie ist eine Erweiterung der Programmierspra-
che C und unterstu¨tzt mittlerweile einige Features wie Templates und Name-
space, die man aus C++ kennt. Durch das Einfu¨hren neuer Syntax in C ist es
mo¨glich, eigene Funktionen zu schreiben, die auf der Grafikkarte ausgefu¨hrt
werden ko¨nnen. Wie genau solche Funktionsaufrufe aussehen und was dabei
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1,5 GB 4 GB
Multiprozessoren 24 2
Anzahl aller Prozessoren 192 4
Taktrate 1,2 GHz 2,5 GHz
Tabelle 3: Hardwarespezifikationen der Entwicklungsumgebung
zu beachten ist, wird in Kapitel 3.3 erkla¨rt.
Da der Quelltext des F-SAR C++ Prozessors sehr umfangreich und komplex
ist, kann schnell die U¨bersicht u¨ber die vielen Dateien verloren gehen. Um
dennoch schnell, bequem und effizient neuen Code zu entwickeln, ist eine
gute Entwicklungsumgebung unabdingbar. Fu¨r meine Arbeit entschied ich
mich, Eclipse mit C++ Erweiterung zu verwenden. Es unterstu¨tzt nicht nur
Syntaxhighlighting fu¨r C/C++, auch Autovervollsta¨ndigung und verschie-
dene Kompilierungstools sind einsetzbar. Mit verschiedenen Suchfunktionen
ko¨nnen Klassen und Methoden schnell gefunden werden, ohne dass mu¨hselig
durch die Ordnerstruktur geklickt werden muss. Ein weiteres komfortables
Tool ist der Vergleich einer Datei mit sich selbst zu verschiedenen Zeitpunk-
ten oder im SVN-Repository.
Sobald ein Teil der Algorithmen implementiert ist, mu¨ssen die Ergebnisse
u¨berpru¨ft werden. Im Falle von Radardaten liegen viele komplexe Datenele-
mente vor, die schwer u¨berschaubar und vergleichbar sind. Aus diesem Grund
ist es sehr hilfreich, sich diese Daten zu visualisieren. Hierfu¨r existieren ho¨here
Programmiersprachen (z.B. IDL, Matlab). IDL, bereits auf dem Entwick-
lungsrechner vorinstalliert, eignet sich nicht nur hervorragend zum Plotten
verschiedenster Daten, sondern bietet auch eine gute Umgebung, um Daten
schnell zu berechnen und zu manipulieren. Daru¨ber hinaus kann man sich
kleine Programme schreiben, um immer wiederkehrende Berechnungs- und
Plottingaufgaben zu automatisieren. Im Rahmen dieser Praxisarbeit wurden
nicht nur die Daten mit Hilfe dieses Tools u¨berpru¨ft, auch die Ergebnisse
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wurden so festgehalten und analysiert.
3.3 Parallele Berechnungsarchitektur - CUDA
CUDA steht fu¨r Compute Unified Device Architecture und ist eine von NVi-
dia entwickelte parallele Berechnungsarchitektur. Sie erlaubt es ohne gro¨ßeres
Vorwissen u¨ber Grafikkartenprogrammierung, Programme fu¨r diese Hardwa-
re zu entwickeln. Vor allem ist CUDA mit C-Erweiterung verbreitet. Aber
auch JCUDA fu¨r Java gewinnt immer mehr an Bedeutung.
CUDA erweitert die Programmiersprache C um einige Syntaxelemente so-
wie einige Befehle, um zum Beispiel Speicher zu allokieren oder bestimmte
Rechenoperationen vorzunehmen. Zur Kompilierung der in CUDA geschrie-
benen Programme gibt es einen hauseigenen Compiler: nvcc. Na¨heres findet
sich dazu in Quelle [12].
Um eine klare Grenze zwischen Code, der auf dem Hauptprozessor la¨uft,
und Code auf der Grafikkarte zu ziehen, werden zwei Begriffe eingefu¨hrt:
Host und Device. Mit Host beschreibt man den Quellcode, der wie gewohnt
auf dem Hauptprozessor ausgefu¨hrt wird. Dementsprechend umfasst Device
den GPU-spezifischen Quelltext.
3.3.1 Funktionsaufruf
Wesentliches Merkmal von CUDA-Code ist der sogenannte Kernel - eine
Funktion, die direkt auf der Grafikkarte ausgefu¨hrt wird. Um die hohe An-
zahl von Prozessoren auszunutzen, werden jedem Kernel zwei Argumente
u¨bergeben. Sie spezifizieren, wieviele Threads und Blo¨cke fu¨r den jweiligen
Kernel benutzt werden.
Ein Kernel wird stark parallelisiert aufgerufen. Jede Ausfu¨hrung des Pro-
gramms wird als Thread bezeichnet. Um nun besser auf Daten zugreifen
zu ko¨nnen, werden Threads gleichma¨ßig zu Blo¨cken zusammen gefasst. Alle
Blo¨cke zusammen ergeben wiederum ein Grid, wobei jeder Block durch die
zwei eben erwa¨hnten Argumente definiert und mit Hilfe von Indizes ange-
sprochen wird. Bild 2 ist eine grafische Veranschaulichung dieser Thematik.
Blo¨cke ko¨nnen linear oder zweidimensional organisiert sein. Um sich diese
Eigenschaft zunutze zu machen, existieren in CUDA die Variablen gridDim
und blockIdx. In einem zweidimensionalen Grid werden die Koordinaten eines
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Abbildung 2: Kernelaufruf
Blockes mit blockIdx.x und blockIdx.y angesprochen. gridDim speichert die
Anzahl der im Grid vorhanden Blo¨cke und hat analog zu blockIdx auch eine
x und y-Variable. Fu¨r ein lineares Grid entfa¨llt die y-Variable.
Genauso wie Blo¨cke werden auch Threads organisiert, jedoch ko¨nnen diese
sogar dreidimensionale Ausmaße annehmen. Hierzu werden blockDim und
threadIdx um die Variable z erweitert.
Die Aufteilung eines Grids in Blo¨cke und Threads ru¨hrt von der Hardwarear-
chitektur der Grafikkarten her. Jede Karte besteht aus mehreren Multiprozes-
soren. Und jeder Multiprozessor besitzt 8 Prozessoren mit eigenen Registern
und einer gemeinsamen Instruction Unit. U¨betragen auf einen Kernelaufruf
wird jedem Multiprozessor ein Block zugeordnet und jedem Prozessor ein
Thread.
Welche Anzahl von Blo¨cken und Threads optimal sind, ha¨ngt stark von der
Anzahl der Multiprozessoren und dem beno¨tigten Shared Memory ab. Eine
Faustregel ist, 192 oder 256 Threads pro Block zu verwenden. Um die Re-
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sourcen optimal auszunutzen, ist es auf jeden Fall notwendig, dass die Anzahl
der Threads einem Vielfachen von 32 entsprechen. Blo¨cke sollten wenigstens
genauso viele vorhanden sein wie Multiprozessoren. Bei der Wahl dieser An-
gaben muss man ein gutes Gleichgewicht zwischen Speicherauslastung und
Belegung von Rechenzeiten auf den Prozessoren schaffen. Wenn zu wenig
Blo¨cke und Threads definiert werden, kann es passieren, dass einige Prozes-
soren der Grafikkarte nichts zu rechnen haben. Wa¨hlt man die Anzahl der
Blo¨cke und Threads zu hoch, kann der Speicher und die Anzahl der Register
nicht ausreichen, um die Berechnungen zu parallelisieren.
3.3.2 Speicherhierarchie
Um schnellstmo¨glichen Zugriff und Datenaustausch zwischen Threads zu
gewa¨hrleisten, ist der Grafikkartenspeicher mit verschiedenen Speichermedi-
en ausgestattet. Abbildung 3 zeigt die unter CUDA existierenden Speicher-
bereiche und wer darauf zugreifen kann.
Abbildung 3: Speicherhierarchie
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Register und Local Memory Der schnellste Zugriff kann u¨ber die Re-
gister der jeweiligen Prozessoren erfolgen. Da jeder Thread einem Prozessor
zugeordnet wird, hat jeder Zugriff auf seine eigenen Register. Zudem existiert
fu¨r jeden Thread ein Local Memory, der weder gecached wird noch u¨ber eine
hohe Datenu¨bertragungsrate verfu¨gt. Einziger Vorteil dieses Speicher liegt
im zusammenha¨ngenden Ablegen der Daten. Das ermo¨glicht einen effektiven
Zugriff ohne Konflikte.
Shared Memory Der Speicher pro Block wird als Shared Memory be-
zeichnet. Der Zugriff auf diesen Speicher kann genauso schnell erfolgen, wie
der Zugriff auf Register, wenn:
1. beim Zugriff keine Bankkonflikte auftreten und
2. sich die entsprechenden Threads innerhalb eines Warps befinden.
Um schneller auf den Shared Memory zuzugreifen, wird dieser in gleich
große Speicherbereiche aufgeteilt, sogenannte Ba¨nke. Bankkonflikte entste-
hen, wenn gleichzeitig von mehreren Threads auf den selben Speicherbereich
einer Bank zugegriffen wird.
Ein Warp ist eine Gruppe von Threads (in der Regel besteht sie aus 32
Threads), welche theoretisch simultan ausgefu¨hrt werden. Technisch wird die
Ha¨lfte, also ein Half-Warp, gleichzeit abgearbeitet. Auch der Shared Memory
pro Block ist begrenzt, in der Regel auf 16kB.
Schließlich folgt der Speicherbereich, der vom ganzen Grid benutzt werden
kann. Dazu geho¨ren Constant Memory, Texturen, sowie Global Memory, der
daru¨ber hinaus Grid-u¨bergreifend Daten speichert.
Constant Memory Constant Memory ist ein in der Regel ein 64kB großer
read-only Speicher. Er eignet sich fu¨r Konstanten und Vektoren, dessen Gro¨ßen
bereits vor der Laufzeit feststehen. Constant Memory wird gecached und
bietet damit gute Datenzugriffe. Zudem ko¨nnen Latenzen verborgen werden,
indem Thread des gleichen Warps auf die gleichen Speicherbereiche des Con-
stant Memorys zugreifen.
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Textures Texturen sind wie der Constant Memory read-only, jedoch ko¨nnen
die Gro¨ßen von ein-, zwei- oder dreidimensionalen Feldern dynamisch sein.
Texturen bieten neben einem Cache noch viele weitere nu¨tzliche Funktionen,
auf die in Kapitel 4.3.1 na¨her eingegangen wird.
Global Memory Global Memory ist der gro¨ßte Speicher von allen, besitzt
aber die ho¨chsten Zugriffslatenzen. Optimaler Zugriff auf den Global Memory
erfolgt u¨ber ein bestimmtes Zugriffsschema. Zu diesem Zwecke mu¨ssen die im
Global Memory abgelegten Daten zusammenha¨ngend abgelegt werden. Da
diese Aufgabe sehr mu¨hselig sein und viel Zeit in Anspruch nehmen kann, gibt
es in CUDA bereits Datentypen, die diesen Anforderungen entsprechen. Um
den Restriktionen des Zugriffsschema aus den Weg zu gehen, kann außerdem
auf Shared Memory ausgewichen werden.
3.3.3 Einschra¨nkungen
Bei der Erstellung eines CUDA-Programms mit großen Datensa¨tzen und Di-
mensionen gibt es einige Dinge, die zu beachten sind.
Texturen Texturen sind einfach zu handhabende Datenstrukturen, deren
Daten im Global Memory gespeichert werden. Im Einsatz zeigt sich, dass
diese nicht beliebig groß werden ko¨nnen.
• Eine eindimensionale Texturreferenz gebunden an ein CUDA Array hat
eine maximale La¨nge von 213
• Eine eindimensionale Texturreferenz gebunden an linearen Speicher hat
eine maximale La¨nge von 227
• Eine zweidimensionale Texturreferenz gebunden an linearen Speicher
oder an ein CUDA Array hat die maximalen Ausmaße 216 × 215
• Eine dreidimensionale Texturreferenz gebunden an ein CUDA Array
hate die maximalen Ausmaße 211 × 211 × 211
Fu¨r die Prozessierung von F-SAR Daten bedeutet dies, dass Bilder die Gro¨ße
von 65536×32768 Elementen in den jeweiligen Dimensionen nicht u¨berschreiten
13
3.3 Parallele Berechnungsarchitektur - CUDA
du¨rfen und nicht mehr Speicher belegen ko¨nnen, als im Gobal Memory vor-
handen. Weitere Besonderheit ist die Unterscheidung von linearen Speicher
und einem CUDA Array. Tabelle 4 zeigt die jeweiligen Vor- und Nachteile
der einzelnen Speichermo¨glichkeiten auf. Aus diesen geht hervor, wann sich
































Weiter auf der na¨chsten Seite
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Tabelle 4: Gegenu¨berstellung der verschiedenen Speichertypen [2]
Kernel Bei der Auswahl der Kernelspezifikationen muss man nicht nur auf
Ausgeglichenheit zwischen Register und Prozessoren achten, auch ist man in
der maximalen Anzahl von Threads und Blo¨cken eingeschra¨nkt.
• Die maximale Anzahl von Threads pro Block liegt bei 512.
• Die Anzahl an Threads darf in den entsprechenden Dimensionen 512×
512× 64 nicht u¨berschreiten.
• In jeder Dimension du¨rfen die Blo¨cke eine Anzahl von 65535 nicht
u¨berschreiten.
• Pro Multiprozesser ist ein Shared Memory von 16 KB verfu¨gbar.
3.4 CUDA im Vergleich mit anderen Architekturen
Mit der Vero¨ffentlichung von CUDA fu¨r C im Juni 2007 war dies die erste Ar-
chitektur, die es ermo¨glichte, die Grafikkarte als Recheneinheit zu benutzen.
Erst im Dezember 2008 zog AMD nach und entwickelte seine sogenannte ATI
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Stream Technology. Mit einem Jahr Entwicklungsvorsprung hatte NVidia die
Nase vorne.
Im August 2009 entwickelte Apple zusammen mit AMD, IBM, Intel und
Nvidia die Programmierplattform OpenCL. Sie ist im Gegensatz zu Stream
und CUDA eine hardwareunabha¨ngige Plattform fu¨r Berechnungen auf einer
GPU.
Bei dieser Auswahl an Mo¨glichkeiten wu¨rde die Wahl schnell auf OpenCL
fallen, weil dieses frei von Hardwareeinschra¨nkungen ist. Nachteil einer sol-
chen Plattform ist die Abstraktion. Damit ein Programm auf jeder Hardware
laufen kann, ist eine gewissen Abstraktion no¨tig, die mit Performanceverlust
einher geht. Das heißt, ein Programm in OpenCL wu¨rde zwar auf allen Platt-
formen funktionieren, aber die Hardwaremo¨glichkeiten zum Beispiel einer
NVidia-Karte nicht voll ausreizen ko¨nnen. Ein CUDA-Programm hingegen
schon. Dafu¨r wu¨rde dieses aber nicht auf eine ATI-Karte ausgefu¨hrt werden
ko¨nnen.
Was CUDA nun so besonders macht, ist die fru¨here Einfu¨hrung gegenu¨ber
seinen Konkurrenten. Wa¨hrend Stream und OpenCL noch recht
”
junge“
Sprachen sind, hat CUDA eine la¨ngere Entwicklungshistorie hinter sich. Auch
die Nachfrage im wissenschaftlichen Bereich hat eine große Gemeinschaft ent-
stehen lassen, die aktiv programmiert und NVidia bei der Weiterentwicklung
durch Bug-Reports, Feature-Requests und Optimierung des Codes hilft. So-
mit stellt CUDA bereits stabile Bibliotheken zur Verfu¨gung, bietet eine um-
fangreiche Dokumentation und hat eine große Gemeinschaft, die gute Un-
terstu¨tzung fu¨r Neueinsteiger und erfahrene Programmierer bietet.
Alles in Allem kann man sagen, dass CUDA die erste Wahl ist, da es um-
fangreiche Mo¨glichkeiten hat und weiter entwickelt ist, als die anderen beiden
Plattformen. Mit der Zeit wird sich zeigen, ob CUDA diesen Vorsprung wei-
ter ausbauen kann oder ob OpenCL durch seinen großen Vorteil der Hardwa-
reunabha¨ngigkeit diesen Rang ablaufen kann. Doch selbst in dem Falle hat
CUDA aus heutiger Sicht einen weiteren Vorteil: Die Portierung von CUDA
nach OpenCL stellt laut Hersteller kein Problem dar.
Im wissenschaftlichen Bereich ko¨nnte OpenCL seinen Vorteil verlieren. Hier
werden Programme entwickelt, die nicht zwingend auf vielen verschieden Ar-
beitspla¨tzen mit unterschiedlichen Grafikkarten funktionsfa¨hig sein mu¨ssen.
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Es wird vor allem auf Geschwindigkeit Wert gelegt und hauptsa¨chlich nur auf
einer speziellen Hardwarekonfiguration gerechnet. Aus diesem Grund steht
die Wahl nur noch zwischen Stream und CUDA. Diese beiden ko¨nnen die
Rechenleistung der jeweiligen Hardware optimal ausnutzen und zur besten
Performance fu¨hren. Da die erwa¨hnten Vorteile von CUDA dominieren, fa¨llt
die Wahl fu¨r viele wissenschaftliche Bereich und fu¨r meine Aufgabe auf NVi-
dias Berechnungsarchitektur.
4 Radardatenvorverarbeitung
Die Radardatenvorverarbeitung ist in dem Prozess ECS (Extended Chirp
Scaling) eingegliedert. Aus Tabelle 1 geht hervor, dass der ECS-Prozess
grundsa¨tzlich in zwei Schritte gegliedert werden kann: RDVV und dem ei-
gentlichen Algorithmus zum Berechnen des Bildes. Die Aufgabe des Prozesses
ist es, aus zweidimensionalen komplexen Radarrohdaten ein fertiges schwarz-
weißes Bild der Radarreflektivita¨t zu berechnen.
Weiterhin ist die RDVV in drei Teilschritte aufgeteilt: der Bewegungskom-
pensation 1.Ordnung, Neuabtastung und Presumming. Diese Schritte ent-
sprechen in Tabelle 1 den Punkten 1 bis 3 und wurden im Rahmen dieser
Praxisarbeit fu¨r die Grafikkarte umgeschrieben.
Die Prozessierung der Bilddaten mit Hilfe des ECS-Algorithmus findet unter
Punkt II in Tabelle 1 statt. Die Unterpunkte 4 bis 8 sind Teilschritte, die zur
Erstellung des Bildes notwendig sind.
4.1 CUDA-Eingliederung in den F-SAR C++ Prozes-
sor
Kompilierung Zur Erstellung von Programmen, die auf der Grafikkarte
ausgefu¨hrt werden sollen, mu¨ssen CU-Dateien erstellt werden. Das sind Da-
teien mit .cu-Erweiterung, die mit dem nvcc-Compiler kompiliert werden.
Wenn diese Dateien in Verbindung mit gewo¨hnlichen C/C++ - Dateien ste-
hen, werden beide Dateiarten seperat kompiliert und im Anschluss mit dem
C/C++ Compiler verlinkt. Dieser Vorgang kann der Einfachheit halber in
einem Makefile zusammengefasst werden, um sich die langen Eingaben auf
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der Kommandozeile zu sparen. Fu¨r diesen Zweck gibt es ein vorgefertigtes
Makefile in den CUDA SDK Beispielen, in dem bereits alle mo¨glichen Ver-
linkungsarten abgedeckt sind. U¨ber ein Template-Makefile werden nur noch
die entsprechenden Dateien und Bibliotheken angegeben.
Zur Kompilierung der FSAR-Software mit Einbindung von CUDA-Code kann
dieses Makefile-Template nicht genutzt, da der Kompilierungsprozess durch
ein Autotool automatisch konfiguriert und dann durchgefu¨hrt wird. Hierfu¨r
existiert eine Datei im Rootverzeichnis der Software mit den Namen configu-
re.ac. Diese ist fu¨r das Finden von notwendigen Bibliotheken und Verzeich-
nissen verantwortlich. Pro Ordner gibt es weiterhin ein Makefile.am, welches
das Einbinden von Bibliotheken und weiteren Unterordnern regelt. Die Da-
teien fu¨r das Autotool mu¨ssen also so angepasst werden, dass sie auch die
Kompilierung des CUDA-Codes u¨bernehmen.
Fu¨r gewo¨hnlich werden nur die Makefile.am vera¨ndert, um zum Beispiel fu¨r
eine Klasse eine neue Bibliothek einzubinden. Da aber fu¨r CUDA neue Bi-
bliotheken dem Autotool erst bekannt gemacht werden mu¨ssen, muss auch
configure.ac vera¨ndert werden. Dazu werden, wie in Quelltext 1 zu sehen,
entsprechende Zeilen hinzugefu¨gt.
Diese Zeilen sind notwendig, um dem Autotool mitzuteilen, wo sich die
CUDA-Bibliotheken und nvcc befinden. Wichtig hierbei ist die Systemva-
riable LDFLAGS. Sie wird anhand der neuen Information aktualisiert, da-
mit der CUDA-Code spa¨ter mit nvcc kompiliert werden kann. Sollte diese
nicht korrekt belegt werden, kann der Pfad manuell auf der Komandozeile
mit export (unter Linux) nachtra¨glich gesetzt werden. Typische Fehlermel-
dung hierfu¨r ist das Nichtfinden einer bestimmten Library, obwohl diese beim
Kompilieren angegeben wird.
Weiterhin muss das Makefile.am im Rootverzeichnis der Software vera¨ndert
werden. Welche Zeilen notwendig sind, damit die Verlinkung korrekt funk-
tioniert und die CUDA-Kompilierung fehlerfrei durchla¨uft, zeigt Quelltext 2.
Cudalt.py ist ein Python-Script, welches aus Quelle [5] stammt und sicher-
stellt, dass verschiedene CU-Files richtig miteinander kompiliert werden.
Jeder Prozess, der mit Hilfe der Grafikkarte beschleunigt werden soll, braucht
ein angepasstes Makefile.am, welches sich im entsprechenden Unterordner
befindet. Quelltext 3 zeigt den wesentlichen Bestandteil der Erweiterung,
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1 AC_ARG_WITH ([cuda],
2 [ --with -cuda=PATH
















19 #Check for CUDA libraries
20 save_LDFLAGS="$LDFLAGS"
21 LDFLAGS="$LDFLAGS $CUDA_LDFLAGS"
22 AC_CHECK_LIB ([ cudart], [cudaMalloc ])
23 LDFLAGS="$save_LDFLAGS"
Quelltext 1: Erweiterung von Configure.ac [5]
die ein Makefile.am erfa¨hrt. Dies stellt sicher, dass fu¨r CU-Files der richtige
Compiler verwendet wird und entsprechende Bibliotheken gesetzt werden.
Schließlich kann der Quellcode mit Hilfe des Autotools kompiliert werden. Im
ersten Schritt wird ein .reconf durchgefu¨hrt. Das fu¨hrt ein automake durch
und erstellt in den entsprechenden Ordnern aus den Makefile.am ein jeweils
passendes Makefile.in. Anschließend folgt ein .configure. Es u¨berpru¨ft, ob
alle notwendigen Bibliotheken installiert sind, und erstellt aus Makefile.in
schließlich die Makefiles. Mit diesen kann jetzt aus jedem Ordner der Software
heraus ein make und make install durchgefu¨hrt werden. Ein make in einem
Prozessordner ha¨tte zur Folge, dass nur dieser Prozess kompiliert wird. Das
Kompilieren der gesamten Software kann durch ein make im Rootverzeichnis
veranlasst werden.
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1 dist_data_DATA=cudalt.py autogen.sh
2 CCLD = $(CC)
3 LINK = $(CCLD) $(AM_CFLAGS) $(CFLAGS) $(AM_LDFLAGS) $(LDFLAGS
) -o $@
Quelltext 2: Erweiterung des Makefile.am im Rootverzeichnis der Software
[5]
1 .cu.o:
2 $(NVCC) -o $@ -c $< $(NVCCFLAGS)
3 .cu.lo:
4 $(top_srcdir)/cudalt.py $@ $(NVCC) $(NVCC_CFLAGS) --
compiler -options =\"$(CFLAGS) $(DEFAULT_INCLUDES) $(
INCLUDES) $(AM_CPPFLAGS) $(CPPFLAGS)\" -c $<
Quelltext 3: Erweiterung des Makefile.am im jeweiligen Unterordner [5]
Eingliederung der Kernels Ein Prozess, der Berechnungen auf der Gra-
fikkarte auslagern soll, besteht aus vier Dateien. Diese vier Dateien sind in
Abbildung 4 dargestellt. Der FSAR CPP - Quellcode beinhaltet die Algo-
rithmen zum Prozessieren der Daten. Bisher werden diese Berechnungen nur
von der CPU u¨bernommen. Beim Starten des Prozesses kann ein Parameter
u¨bergeben werden, der dafu¨r sorgt, dass bereits implementierte Algorith-
men auf der Grafikkarte gerechnet werden. Hierzu wird an passender Stelle
im Quelltext eine Funktion aufgerufen, wie zum Beispiel cudaFomoco(. . . ).
Doch bevor dies geschehen kann, muss sie im Header-File, wie in Quelltext
4 dargestellt, deklariert werden. Diese Funktionen werden im Kernelwrapper
implementiert.
Im Kernelwrapper wird cuda.h inkludiert, sodass hier CUDA-Syntax und
spezielle CUDA-Funktionen verwendet werden ko¨nnen. Der Quellcode in die-
ser Datei u¨bernimmt Aufgaben wie Speicherallokierungen und -u¨bertragungen
auf die Grafikkarte, kann CUFFT-Bibliothek nutzen und zum Beispiel Eigen-
schaften der Grafikkarte abfragen. Die wichtigste Aufgabe dieses Quelltextes
ist jedoch das Aufrufen von Kernels.
Kernels wiederum werden in der Kernel-Datei implementiert. Die Trennung
von CUDA-Code und den Kernels geschieht, damit die Dateien u¨bersichtlich
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Abbildung 4: Dateien fu¨r einen Prozess mit Grafikkartenunterstu¨tzung
1 extern "C" void cudaFomoco(args);
Quelltext 4: Deklaration von CUDA-Funktionen im Header-File
bleiben und eine klare Grenze zwischen Host- und Device-Code gezogen wird.
Weiterer Vorteil ist, dass diese Funktionen unabha¨ngig voneinander aufgeru-
fen werden ko¨nnen, da sie modular aufgebaut sind. Somit ko¨nnen gerechnete
Daten unabha¨ngig vom Prozessierungsschritt auf Richtigkeit gepru¨ft werden.
Einzelne Funktionen ko¨nnen auskommentiert werden, da sie nicht von vor-
her auf der GPU berechneten Daten abha¨ngen. Das verhilft Bottlenecks zu
finden, einzelne Algorithmen zu optimieren und GPU- mit den CPU-Daten
abzugleichen.
Ein Nachteil hingegen ist der hohe Datentransfer zwischen Host und Device.
Vor und nach jedem Modul werden die Daten vom Host zum Device und um-
gekehrt transferiert. Optimal wa¨re eine komplette Berechnung des RDVV auf
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der Grafikkarte. Da aber wa¨hrend dieser Praxisarbeit vorerst Wert auf Kor-
rektheit der Daten und Algorithmen gelegt wurde, wird sich das Optimieren
auf einen spa¨teren Zeitpunkt verschieben.
4.2 Bewegungskompensation 1. Ordnung
4.2.1 Ablauf
Die Bewegungskompensation 1.Ordnung (Fomoco) besteht im Wesentlichen
aus drei Schritten.
1. Fast Fouriertransformation (FFT) zeilenweise u¨ber den gesamten Da-
tensatz.
2. Zeilenweise Multiplikation mit einem berechneten Vektor.
3. inverse FFT (iFFT) zeilenweise u¨ber den modifizierten Datensatz.
Fu¨r die Fouriertransformationen gibt es bereits fertige Bibliotheken, die im
FSAR-Quellcode genutzt werden. Im Falle des Devicecodes wird auf die
NVidia Bibliothek CUFFT (siehe Quelle [6]) zuru¨ckgegriffen. A¨hnlich der
FFT West (siehe dazu Quelle [3], wird zuerst ein Plan erstellt und der
eigentlichen FFT-Funktion u¨bergeben. Quelltext 5 gibt diese Schritte wie-
der. Besonderheit der CUDA FFT beim eindimensionalen Transformieren
1 cufftPlan1d (&plan , width , CUFFT_C2C , height ));
2 cufftExecC2C(plan , idevData , idevData , CUFFT_FORWARD));
Quelltext 5: Gebrauch von CUFFT
ist, dass ein Batch angegeben werden kann. Dieser bewirkt eine parallele
Ausfu¨hrung von batch-Anzahl eindimensionalen FFTs. Weiterhin ist es wich-
tig zu beachten, dass ein Aufruf von cufftExec stets Daten zuru¨ckliefert, die
nicht normalisiert sind. Das heißt, die Eingangsdaten entsprechen nicht den
Ausgangsdaten, wenn u¨ber den Daten eine FFT und anschließend eine iFFT
gerechnet wird. Jedes Element muss erst mit dem Reziproken der Anzahl der
Elemente verrechnet werden.
Zur Berechnung der Phase – das ist der Vektor unter Punkt 2 – werden
verschiedene Eingangsvektoren und -faktoren beno¨tigt. Dazu geho¨ren:
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• First Order Step (Vektor mit der La¨nge Ho¨he der Daten)
• mFr - Range Frequency (Vektor mit der La¨nge Breite der Daten)
• Ideal filter (Vektor mit der La¨nge Breite der Daten)
• Wellenla¨nge (λ), Lichtgeschwindigkeit (c0) und aux3 (ϕ3) (Skalare)









Phase = idealF ilter · exp(−j · ((ϕ2 + ϕ3) ·mFr + ϕ1))
Die in den Rechnungen vorkommenden Multiplikationen mit Vektoren sind
jeweils elementarweise Multiplikationen. Werden zwei Vektoren multipliziert,
so werden die ersten Elemente miteinander multipliziert, dann die zweiten
usw. Wird ein Vektor mit einem Skalar multipliziert, so dient der Skalar als
Faktor fu¨r jedes Element des Vektors.
4.2.2 Implementierung
Wie bereits in Kapitel 4.2.1 beschrieben, so besteht auch der Devicecode
nur aus drei wesentlichen Schritte. Die Fouriertransformation wird hierbei
von der CUFFT-Bibliothek u¨bernommen. Die Berechnungen der Phase, aux1
und aux2, sowie das zeilenweise Multiplizieren mit den Radardaten erfolgen
in einem Kernel.
Dieser Kernel besteht aus 256 linear organisierten Threads pro Blocks. Die
Anzahl der ebenso linear organisierten Blo¨cke richtet sich nach der Ho¨he der
Radardaten. Der Kernel ist so implementiert, dass jeder Block von Threads




mente berechnen. Nur ein Thread jedes Blocks berechnet aux1 und aux2
und speichert diese im Shared Memory ab. Auf diese Weise ko¨nnen jetzt al-
le Threads innerhalb des Blocks relativ schnell auf die Werte zugreifen. Da
kein Thread diese Variablen lesen darf, bevor sie berechnet wurden, steht ein
syncthreads() in Zeile 10 des Quelltextes 6.
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1 __global__ void vecXmat(Complex *A, double* mFr) {
2 unsigned int rowIdx = matrixWidth * blockIdx.x;
3 __shared__ float aux1 , aux2;
4
5 if(threadIdx.x == 0) {
6 aux1 = -4.0 * PI/cArgs [0] * tex1Dfetch(cFoStep ,
blockIdx.x);







13 for(unsigned int idx = threadIdx.x; idx < matrixWidth; idx
+= blockDim.x) {
14 phase.x = 0.0;
15 phase.y = (aux2 + cArgs [2]) * mFr[idx] + aux1;
16 phase = ComplexExp(phase);
17 phase = ComplexMul(phase , tex1Dfetch(cVec , idx));
18 A[rowIdx + idx] = ComplexMul(A[rowIdx + idx], phase);




Quelltext 6: Kernel: fomoco
Da alle in Kapitel 4.2.1 erwa¨hnten Variablen vom Kernel nicht vera¨ndert
werden, brauchen sie nicht im Globalen Speicher abgelegt zu werden. Fu¨r
die Vektoren werden Texturen angelegt, die weder interpolationsfa¨hig noch
beschreibbar sein mu¨ssen. Sie ha¨tten ebenfalls im Constant Memory gespei-
chert werden ko¨nnen. Jedoch mu¨sste dazu die La¨nge dieser bereits vor der
Laufzeit feststehen. Im Gegensatz dazu ist die Anzahl der Skalare fest und ist
vor der Laufzeit bekannt. Um nun die Datenu¨bertragung auf die Grafikkarte
zu vereinfachen, werden alle Skalare in einem Array abgelegt und dieses in
den Constant Memory kopiert.
Die Berechnung des Zeilenindex erfolgt u¨ber matrixWidth× blockIdx.x wie
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in Quelltext 6 dargestellt. Man kann sagen, dass blockIdx.x die y-Koordinate
wiederspiegelt. Um nun den Index zu berechnen, betrachtet man ein zwei-
dimensionales Array als ein eindimensionales. Ein Index ergibt sich aus der
Rechnung Zeile×Breite+Spalte. Da jeder Thread mehrere Elemente einer
Zeile berechnet, wird zu jedem Zeilenindex ein Spaltenindex addiert, der ein
Vielfaches von 256 ist und ein Offset von threadIdx.x besitzt. Dies zeigt sich
im Inkrementieren der Laufvariablen idx innerhalb der for -Schleife.
Wie man an den u¨bergebenen Parametern des Kernels erkennen kann, ist die
Range Frequency als double-precision gespeichert. Aber nicht nur diese Va-
riable hat solch hohe Genauigkeit, auch die Konstanten innerhalb des Arrays
cArgs, aux1 und aux2 weisen die gleiche Eigenschaft auf. Das ist notwendig,
damit die Vorabberechnungen mit ho¨chster Genauigkeit ausgefu¨hrt werden.
Wa¨hrend sich Frequenzen im Gigahertzbereich befinden, sind Wellenla¨ngen
nur im Meterbereich. Wu¨rde mit single-Precision gerechnet werden, wa¨ren
die Ergebnisse zu ungenau und wu¨rden zu keinem guten Endbild fu¨hren.
4.3 Interpolation
Die Interpolation geschieht in einem Teilschritt der RDVV, in dem nicht nur
die Daten neu abgetastet werden, sondern auch eine Phasenverschiebung auf
Doppler Null und zuru¨ck geschieht.
Die Verarbeitung der Daten auf der Grafikkarte erfolgt folgendermaßen. Zu-
erst werden die Daten nach folgender Berechnung modifiziert:
Data = Data · exp(j(Phase))
Data ist ein zweidimensionales Array, in dem die komplexen Elemente der
Radardaten gespeichert sind. Da es sich bei den Elementen des Phasenvek-
tors um reelle Zahlen handelt, werden sie mit der Exponentialfunktion in
komplexe umgerechnet und anschließend elementweise mit den Radardaten
multipliziert.
Nun folgt die Neuabtastung der Daten mit Hilfe eines weiteren Vektors. Die-
ser sogenannte axis-Vektor beinhaltet jeden Punkt, an dem interpoliert wird.
Diese Interpolation findet in y-Richtung statt. Das heißt, die x-Koordinaten
das Datenarrays werden nicht interpoliert. Hier werden die urspru¨nglichen
Koordinaten als Indizierung herangezogen.
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In der CPU-Variante der Implementierung wird eine kubische-Spline Inter-
polation gerechnet, die den Imagina¨r- und Realteil der komplexen Zahlen
seperat betrachtet. Die Berechnungen erfolgen u¨ber mehrere verschachtelte
for -Schleifen, was den Algorithmus durch die sequentielle Abarbeitung sehr
langsam macht. In der GPU-Variante werden diese Berechnungen durch einen
sogenannten Texture-Fetch stark parallel ausgefu¨hrt. Eine ausfu¨hrlichere Be-
schreibung folgt im anschließenden Kapitel.
Auf die gleiche Art und Weise wie die Interpolation der Daten erfolgt das
Interpolieren der Phase. Zu guter letzt werden mit der gleichen Rechnung wie
oben dargestellt die interpolierten Werte der Phase und der Radardaten mit-
einander multipliziert. Damit wird die anfa¨ngliche Phasenverschiebung auf
Doppler Null zuru¨ckgerechnet und die kubische Geschwindigkeitskompensa-
tion abgeschlossen.
4.3.1 Textureninterpolation
Die Interpolation von Daten ist in CUDA bereits u¨ber Texturen geregelt.
Diese ko¨nnen per Konfiguration und sogenannter Channel Descriptions ein-
gestellt und definiert werden. Da in CUDA lediglich eine lineare Interpolation
zur Verfu¨gung steht, habe ich mich zu Beginn der Aufgabe u¨ber mo¨gliche ku-
bische Interpolationen informiert. Herausgestellt hat sich, dass ein Mitglied
des NVidia Forums die Texturen so angepasst hat, dass sie eine kubische
B-spline Interpolation anstelle einer linearen durchfu¨hren. Unter Quelle [14]
stellt er seinen Quellcode in Form einer kleinen Bibliothek zur Verfu¨gung. Da
die Handhabung der Texturen fu¨r kubische und lineare Interpolation gleich
ist, werden hier die Beispiele anhand einer linearen ausgefu¨hrt.
Zur Konfiguration einer Textur wird ein Channel Descriptor beno¨tigt. Quell-
text 7 zeigt eine Konfiguration, bei der linear interpoliert wird. texData ist ei-
ne zweidimensionale Textur, deren Elemente komplexwertig sind. cudaRead-
ModeElementType gibt bei der Deklaration an, wie die Elemente der Textur
zuru¨ckgegeben werden. In diesem Falle werden sie nicht konvertiert. Die Tex-
tur kann u¨ber verschiedene Funktionen konfiguriert werden. Der addressMo-
de bestimmt, was zuru¨ckgegeben wird, wenn Elemente adressiert werden, die
außerhalb der Dimensionen der Textur liegen. Wenn die Daten nicht normali-
siert sind, ist cudaAdressModeClamp die einzige Mo¨glichkeit. In diesem Falle
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1 texture <Complex , 2, cudaReadModeElementType > texData;
2 // Anlegen der Textur
3 cudaChannelFormatDesc cd = cudaCreateChannelDesc <Complex >();
4 // passender Channel Descriptor
5 texData.addressMode [0] = cudaAddressModeClamp;
6 // Adressierungsmodus in x-Richtung
7 texData.addressMode [1] = cudaAddressModeClamp;
8 // Adressierungsmodus in y-Richtung
9 texData.filterMode = cudaFilterModeLinear;
10 // Festlegung , dass interpoliert wird
11 texData.normalized = false;
12 // Adressierung erfolgt nicht mit normalisierten Koordinaten
13 cudaBindTextureToArray( texData , caData , cd);
14 // Bindung der Daten an Textur
Quelltext 7: Channel Descriptor
werden Adressen kleiner als 0 wie 0 behandelt. Adressen gro¨ßer als N sind
gleichbedeutend wie N-1, wobei N die Anzahl der Elemente in einer Dimensi-
on ist. Diese Einstellungen ko¨nnen fu¨r jede Dimension seperat durchgefu¨hrt
werden.
Desweiteren kann angegeben werden, ob die Koordinaten normalisiert sind.
Da die Elemente der Achsen nicht vera¨ndert werden, wu¨rde eine Normali-
sierung nur unno¨tigen Rechenaufwand bedeuten. Mit filterMode wird ange-
geben, dass bei einer Adressierung zwischen zwei gespeicherten Elementen
linear interpoliert wird. Abbildung 5 stellt diesen Sachverhalt bildlich dar.
Eine weitere Variante, die in der Bewegungskompensation fu¨r die konstan-
ten Vektoren benutzt wird, ist nearest Point. Dies bewirkt, wie der Name
bereits sagt, dass der Adresse am na¨chsten liegende Punkt zuru¨ckgegeben
wird. Dadurch findet keine Interpolation statt, die bei dieser Anwendung
auch gar nicht beno¨tigt wird. Trotzdem ko¨nnen Vorteile wie Datencaching
genutzt werden.
Der Zugriff der Daten erfolgt u¨ber Funktionen dargestellt in Quelltext 8.
tex1Dfetch ist eine spezielles Fetching, welches nur mit einer nicht interpo-




Abbildung 5: Lineare Interpolation beim Texture Fetching [10]
1 tex1D(tex , float x);
2 tex1Dfetch(tex , float x);
3 tex2D(tex , float x, float y);
4 tex3D(tex , float x, float y, float z);





×Height Blo¨cke, die zweidimensional organisiert sind.
Jeder Block besteht aus 256 linear organisierten Threads. Fu¨r die Interpolati-
on bedeutet das, dass ein Block 256 Elemente einer Zeile interpoliert. Da in y-
Richtung interpoliert wird, ko¨nnen Daten wie zum Beispiel die y-Koordinate,
an der interpoliert wird, im Shared Memory abgespeichert werden.
Das erste Verrechnen der Phase mit den Radardaten erfolgt u¨ber einen se-
peraten Kernel. Die Ursache dafu¨r liegt darin, dass die Radardaten in einer
Textur gespeichert sind. Sie ko¨nnen entweder nur u¨ber ein cudaMallocPitch()
allokiertes Array vera¨ndert werden, oder u¨ber linearen Speicher. Da die zwei-
te Variante keine Interpolation unterstu¨tzt, fa¨llt diese ganz weg. Bei der ers-
ten Variante muss man auf Konsistenz der Daten mit dem Cache Acht geben.
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Aus diesem Grund wurde u¨ber eine weitere Mo¨glichkeit nachgedacht.
1 __global__ void preData(Complex* data) {
2 unsigned int row = blockIdx.y;
3 unsigned int col = blockIdx.x * blockDim.x + threadIdx.x;
4
5 __shared__ Complex phase;
6 if(threadIdx.x == 0) {
7 phase.x = 0.0;
8 phase.y = tex1D(texPhase , row + 0.5);




13 data[row*matrixWidth + col] = ComplexMul(data[row*
matrixWidth + col], phase);
14 }
Quelltext 9: Kernel: preData
Die Daten werden wie gewohnt im globalen Speicher der Grafikkarte abge-
legt und u¨ber den im Quelltext 9 dargestellten Kernel vera¨ndert. Danach
wird mittels cudaMemcpyToArray() ein Datentransfer zum texturgebunde-
nen cudaArray innerhalb der Grafikkarte veranlasst. Jetzt ist es mo¨glich,
auf die vera¨nderten Radardaten mittels Texture Fetching und einem zweiten
Kernel zuzugreifen.
Quelltext 10 stellt den Kernel zur Texturinterpolation dar. Wie auch bei der
Fomoco werden Daten, die in den Shared Memory gespeichert werden, mit
syncthreads() koha¨rent gehalten. Da jeder Thread eines Blocks die glei-
che y-Koordinate (texY ) zum Interpolieren beno¨tigt, kann der Zugriff durch
den Shared Memory optimiert werden. Nicht nur die Koordinate, auch das
Element des interpolierten Phasen-Vektors werden in diesen Speicher gelegt.
Dieser Vorgang wird nur einmal pro Block ausgefu¨hrt. Nachdem Daten und
Phase interpoliert wurden, werden sie miteinander multipliziert und zuru¨ck
in den globalen Speicher geschrieben.
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1 __global__ void textureInterpol(Complex *data , float* axis) {
2 unsigned int row = blockIdx.y;
3 unsigned int col = blockIdx.x * blockDim.x + threadIdx.x;
4
5 __shared__ float texY;
6 __shared__ Complex phase;
7 Complex element;
8 if(threadIdx.x == 0) {
9 texY= axis[row] + 0.5f;
10 phase.x = 0.0;
11 phase.y = 0 - tex1D(texPhase , texY);




16 element = tex2D(texData , col + 0.5f, texY);
17 data[row*matrixWidth + col] = ComplexMul(element , phase);
18 }
Quelltext 10: Kernel: textureInterpol
4.4 Presumming
4.4.1 Allgemeiner Ablauf
Abbildung 6 zeigt die Start- und Endprodukte der Presumming-Berechnung.
Im Detail verla¨uft das Presumming folgendermaßen:
Zuerst wird u¨ber den gesamten Datensatz eine Fourier Transformation in
Azimutrichtung ausgefu¨hrt. Da unter C/C++ ein zweidimensionales Array
zeilenweise abgespeichert wird, wird eine FFT also u¨ber die Spalten des Ar-
rays durchgefu¨hrt. Zu diesem Zwecke muss das Array vor der Transformation
transponiert werden.
Im na¨chsten Schritt wird mit Hilfe eines Presumming-Skalierungsfaktors die
neue Ho¨he des Arrays (beim transponierten Array ist das die Breite) festge-
legt. Dieser Skalierungsfaktor bestimmt, welche Daten fu¨r die inverse Trans-
formation in Betracht gezogen werden.
Schließlich wird u¨ber diesen Daten eine inverse FFT gerechnet und anschlie-
ßend in ein kleineres Array zuru¨ck transponiert. So erha¨lt man den in Abbil-
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Abbildung 6: Gro¨ße der Daten beim Presumming
dung 6 auf der rechten Seite dargestellten Datensatz.
Quelltext 11 zeigt die Implementierung dieser Vorgehensweise auf der CPU
und verdeutlicht nocheinmal, wie die Daten transformiert werden.
4.4.2 Ablauf auf der GPU
Wa¨hrend die Daten auf der CPU auf einfache Weise transformiert werden
ko¨nnen, mu¨ssen mehr U¨berlegungen auf der GPU angestellt werden. Zum
einen ko¨nnen nicht mehrere Arrays fu¨r die Daten angelegt werden, da einfach
nicht genu¨gend Speicher vorhanden ist. Desweiteren wird fu¨r eine Fourier
Transformation mit CUFFT stets weiterer Speicher beno¨tigt, sodass auch
hier ein gewisser Teil fu¨r Verwaltung wegfa¨llt. Die optimale Lo¨sung wa¨re,
nur ein Array fu¨r die Daten auf der Grafikkarte anzulegen. Das wa¨re mo¨glich,
indem im globalen Speicher vereinzelt Daten zwischengespeichert werden. Die
Nutzung des Shared Memory bietet hierbei keinen Lo¨sungsweg. Aus diesem
Grund werden wenigstens zwei Arrays beno¨tigt.
Eine Veranschaulichung der Vorgehensweise bietet Abbildung 7. Im ersten
Schritt werden die Daten mit einem Kernel transponiert. Genaueres zum
Verfahren der Transposition findet sich unter Kapitel 4.4.3. Damit die Daten
beim parallelen Ausfu¨hren dieses Kopiervorgangs konsistent bleiben, wird ein
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1 int sx , sy, sy_2;
2 sx = data.Width();
3 sy = data.Height ();
4 sy_2 = sy / presum_fact;
5
6 Array2D <complex <float > > data2(sx, sy_2);
7 Array1D <complex <float > > tmp(sy);
8 Array1D <complex <float > > tmp2(sy_2);
9
10 for (int i = 0; i < sx; i++) {
11 for (int j = 0; j < sy; j++) {
12 tmp[j] = data[j][i]; // Transposition
13 }
14 tmp = fft(tmp , Forward); // Fouriertransformation
15 copy(tmp.begin(), tmp.begin() + sy_2 / 2, tmp2.begin());
16 //erste Haelfte der relevanten Daten kopieren
17
18 copy(tmp.begin() + (sy - sy_2 / 2), tmp.begin() + sy , tmp2
.begin () + sy_2 / 2);
19 // letzte Haelfte
20
21 tmp2 = fft(tmp2 , Inverse); //iFFT
22
23 for (int j = 0; j < sy_2; j++) {
24 data2[j][i] = tmp2[j]; // zurueck transponieren
25 }
26 }
Quelltext 11: Presumming auf der CPU
zweites Array beno¨tigt, in dem die Daten zwischengespeichert werden.
Anschließend wird parallel u¨ber alle Zeilen eine eindimensionale FFT ge-
rechnet. In Abbildung 7 entspricht das der schwarz schraffierten Fla¨che. Der
Presumming-Skalierungsfaktor bestimmt die neue Breite des transponierten
Arrays. Die relevanten Daten entsprechen den neueHo¨he
2
ersten und letzten
Datenelementen. Somit wird ein Datensatz der Gro¨ße alteHo¨he−neueHo¨he
mittig ausgelassen. In Abbildung 7 ist dies das dritte Array. Die irrelevanten
Daten sind etwas heller hervorgehoben.
Da u¨ber solch einem Datensatz keine performante FFT durchgefu¨hrt werden
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Abbildung 7: Transformieren der Daten auf der GPU beim Presumming
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kann, mu¨ssen die Daten neu angeordnet werden. Die Neuanordnung geschieht
u¨ber einen weiteren Kernel, der in Kaptiel 4.4.3 noch na¨her erkla¨rt wird. Das
vierte Array im Bild stellt das Ergebnis des Kernels dar. Da Arrays im Spei-
cher linear abgelegt werden, das heißt, die Zeilen liegen hintereinander im
Speicher, kann u¨ber das anscheinend falsch ausgerichtete Array eine inver-
se Fourier Transformation ausgefu¨hrt werden. Hierbei werden der Funktion
lediglich neue Parameter fu¨r die Breite u¨bergeben. Das hat zur Folge, dass
das Array, wie im letzten Schritt dargestellt, interpretiert wird(natu¨rlich als
transponiertes).
Schließlich kann das Array u¨ber den gleichen Kernel wie anfangs transponiert
und dann zuru¨ck in den Hauptspeicher kopiert werden.
4.4.3 Implementierung
Matrixtransposition Dieser Kernel wurde nicht selbst erstellt, sondern
von den CUDA SDK Beispielen u¨bernommen. Er bietet optimalen Zugriff
auf den globalen Speicher, bankkonfliktfreien Shared Memory Zugriff, sowie
Vermeidung von Partition Camping mit Hilfe von diagonaler Indizierung.
Eine ausfu¨hrliche Dokumentation und entsprechenden Benchmarking findet
sich unter Quelle [13].
Im letzten Schritt werden die Daten wieder zuru¨cktransponiert. In Abbildung
7 wird eine Transposition u¨ber die gesamten Daten dargestellt. Da aber le-
diglich eine Transposition u¨ber die relevanten Daten notwendig ist, kann bei
den Funktionsparametern als Ho¨he die neue Ho¨he angegeben werden. Somit
spart man sich unno¨tige Kopiervorga¨nge und dementsprechend Rechenzeit.
alignData AlignData ist der Kernel zum Neuanordnen der Daten im Spei-
cher. Hierbei werden die relevanten Daten zusammenha¨ngend im Speicher
abgelegt und die irrelevanten verworfen.
Beim ersten Transponieren der Daten wird ein zweites Array beno¨tigt. Dar-
aufhin wird eine in-place bzw. in situ FFT durchgefu¨hrt. Nun besitzt man
zwei Arrays: in einem ruhen die gerechneten Daten, im anderen die Eingangs-
daten.
Da alignData ein out-of-place Kernel ist, wird ein zweites Array beno¨tigt. Um
nicht noch mehr Speicher zu allokieren, werden die Ausgangsdaten des Ker-
34
4.4 Presumming
1 __global__ void alignData(Complex *odata , Complex *idata ,
unsigned int height) {
2
3 const unsigned int height2 = gridDim.x * TILE_DIM;
4 const unsigned int offset = height - height2;
5 unsigned int col = blockIdx.x * TILE_DIM + threadIdx.x;
6 unsigned int row = blockIdx.y * TILE_DIM + threadIdx.y;
7 unsigned int index_out = col + row * height2;
8 unsigned int index_in = col + row * height;
9
10 float norm = 1.0/ height;
11
12 __shared__ Complex tile[TILE_DIM ][ TILE_DIM +1];
13
14 if(col >= height2 /2)
15 index_in += offset;
16
17 for (int i=0; i<TILE_DIM; i+= BLOCK_ROWS) {






23 for (int i=0; i<TILE_DIM; i+= BLOCK_ROWS) {




Quelltext 12: Kernel: alignData
nels einfach mit dem Inputarray u¨berschrieben. Das bedeutet, es werden die
ersten neueHo¨he×BreiteDatenelemente im linearen Speicher u¨berschrieben.
Die restlichen bleiben unvera¨ndert und werden im weiteren Verlauf des Pre-
summing-Verfahrens nicht betrachtet. Zur Veranschauliching der Speicher-
platzausnutzung kann Abbildung 8 herangezogen werden.
Jeweils ein Thread des Kernels speichert in einer im Shared Memory lie-
gende Untermatrix der Gro¨ße 32 × 32 (TILE DIM × TILE DIM) die
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Abbildung 8: Speichernutzung beim Presumming
normalisierten Inputdaten ab. Nachdem alle Threads synchronisiert wurden,
kann aus dem Shared Memory gelesen und die Outputdaten aktualisiert wer-
den. Ein Block von Threads besteht jedoch nur aus 32 × 8 (TILE DIM ×
BLOCK ROWS) Threads. Somit muss das Schreiben und Lesen in den
Shared Memory sequentiell u¨ber eine for -Schleife erfolgen.
Die Berechnung der Indizes erfolgt im obersten Abschnitt des Quelltext 12.
Height2 ist die neue Ho¨he, col und row sind jeweils die Koordinaten in x-
und y-Richtung. Da die transponierten Arrays jeweils eine andere Breite ha-
ben, mu¨ssen die Indizes verschieden berechnet werden. Beim Ausgangsarray
kommt hinzu, dass ab der Ha¨lfte der zu kopierenden Daten ein Offset exis-
tiert, der mit der if -Abfrage beru¨cksichtigt wird. Anschließend erfolgt das
Kopieren der Daten wie vorher beschrieben.
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(a) von der CPU prozessiertes Bild (b) von der GPU prozessiertes Bild
(c) Koha¨renz beider Bilder (weiß =1,
schwarz =0,999)
(d) Phasendifferenz beider Bilder
(weiß = 5◦, schwarz = −5◦)
Abbildung 9: prozessierte Bilder: a) auf der CPU, b) auf der GPU, c)
Koha¨renz der Bilder, d) Phasendifferenz der Bilder
Bildgro¨ße: 32768× 2048 komplexe Elemente
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5 Zusammenfassung
In diesem Praxissemester konnten die in Kapitel 2 gestellten Aufgaben in
so weit abgeschlossen werden, dass sie einen Datensatz mit begrenzter Gro¨ße
rechnen ko¨nnen. Diese Gro¨ßenbegrenzung wird durch Textureinschra¨nkungen,
Speicherplatz und CUFFT-Begrenzungen definiert. Diese Begrenzung sollen
durch Implementierung sequentieller Blockberechnungen umgangen werden.
Momentan ko¨nnen Bilder berechnet werden, die auf der Grafikkarte ca 500 MB
Speicherplatz belegen. Der Verarbeitungsschritt Fomoco ko¨nnte theoretisch
bis knappe 1,5 GB unterstu¨tzen. Da aber die restlichen RDVV-Schritte noch







Fomoco 25 s 0,345 s 72,46
Interpolation 31 s 0,283 s 109,54
Presumming 48 s 0,285 s 168,42
RDVV ges. 104 s 0,814 s 127,76
ECS ges. 220 s – –
insgesamt 335 s 247 s 1,36
Tabelle 5: Gegenu¨berstellung der Rechenzeiten
Tabelle 5 zeigt die Zeiten, die fu¨r die Berechnungen auf der CPU und auf der
GPU beno¨tigt wurden. Die vierte Spalte entha¨lt die Faktoren, um wieviel
schneller die Berechnungen auf der GPU laufen. Aus dieser Tabelle ist deut-
lich zu erkennen, dass sich ein Parallelisieren der Algorithmen gelohnt hat.
Jedoch darf mit diesen Faktoren nicht zu optimistisch umgegangen werden.
Zum einen ist der Quelltext fu¨r die Berechnungen auf der CPU nicht paral-
lelisiert. Zum anderen ist die RDVV nur ein Teil des Gesamtprozesses und
macht ca. ein Drittel aller Berechnungen aus. Ohne den ECS-Algorithmus zu
optimieren, ko¨nnte man also bestenfalls auf eine Geschwindigkeitsverbesse-
rung von 30% kommen.
Neben der Performance muss auch die Qualita¨t der Daten u¨berpru¨ft werden.
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Abbildungen 9a und 9b stellen zwei Endergebnisse einer Berechnung dar. Mit
dem bloßen Auge ist kaum ein Unterschied zu entdecken. Abbildungen 9c und
9d geben einen besseren Einblick in die Qualita¨t der Daten. Die Koha¨renz
zeigt, dass wirklich nur sehr geringe und kaum merkliche Abweichungen in
Bezug auf die CPU-Daten vorhanden sind. Auch die Phasendifferenz ist sehr
gering mit einer Standardabweichung zwischen 1 bis 3 ◦.
Diese Auswertungen zeigen, dass nicht nur der Performancevorteil die Ent-
wicklung in diese Richtung weiter attraktiv macht, sondern CUDA-Code auch
mit guter Genauigkeit aufwarten kann.
6 Ausblick
Die na¨chsten Pla¨ne zur Verbesserung der implementierten Algorithmen sind
das Abfangen von zu wenig Speicherplatz oder zu großen Bildern. Weiter-
hin soll die RDVV als gesamter Rechenschritt auf die Grafikkarte ausgela-
gert werden, um so unno¨tigen Speichertransfer zu vermeiden. Es sollen neue
Mo¨glichkeiten gesucht werden, etwaige Bottlenecks zu beseitigen. Eine bis-
herige U¨berlegung ist, den Presumming-Schritt als Pipeline ausfu¨hren zu
lassen.
Diese U¨berlegung geht mit einem vorherigen Update des Betriebssystem ein-
her, da fu¨r neue CUDA-Releases eine neuere Linux-Version beno¨tigt wird.
Der Grund auf eine neue CUDA-Umgebung umzusteigen, liegt in der feh-
lenden Stream-Mo¨glichkeit von CUFFT. Erst ab Version 3.0 wird dieses
Software-Feature unterstu¨tzt und konnte deswegen in der momentan Pra-
xisphase nicht getestet werden.
Um den gesamten Prozess zu beschleunigen, reicht es nicht aus, nur die
RDVV zu beschleunigen. Weitere Aufgaben liegen also in der Anpassung
des Extended Chirp Scaling Algorithmus’.
Ob weitere Prozesse mit CUDA beschleunigt werden sollen, steht noch nicht
fest. Aber die guten Ergebnisse dieser Praxisarbeit zeigen, dass viel Potenzial
im Parallelisieren der Prozessierung von Radardaten auf der GPU steckt.
Letztlich muss u¨ber die Mo¨glichkeiten nachgedacht werden, wie der CUDA-
Code fu¨r alle nutzbar gemacht werden kann. Momentan la¨uft dieser nur auf
einer lokalen Entwicklungsumgebung. Natu¨rlich sollen auch die Vorteile fu¨r
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einen operationellen Einsatz nutzbar sein. Bisher stehen die Mo¨glichkeit eines
Job-Systems zur Verfu¨gung, bei dem einzelne Aufgaben, die eine Grafikkar-
te beno¨tigen, an den entsprechenden Rechner verteilt werden. Eine andere
Mo¨glichkeit wa¨re es, das derzeitige Cluster-System mit einer speziell fu¨r wis-
senschaftliche Aufgaben ausgerichtete Grafikkarte auszustatten.
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Abku¨rzungsverzeichnis
API Application Programming Interface
CPU Central Processing Unit
CU Abku¨rzung fu¨r CUDA, die als Dateierweiterung dient
CUDA Compute Unified Device Architecture
CUFFT CUDA FFT
DLR Deutsches Zentrum fu¨r Luft- und Raumfahrt
ECS Extended Chirp Scaling
E-SAR Experimentelles Flugzeug-SAR
FFT Fast Fourier Transformation




GPU Graphics Processing Unit
IDL Interactive Data Language
iFFT inverse FFT
nvcc NVidia CUDA Compiler
OpenCL Open Computing Language
PCI-
Express
Peripheral Component Interconnect Express
Radar Radio Aircraft Detection an Ranging
RDVV Radardatenvorverarbeitung
I
SAR Synthetic Aperture Radar
SDK Software Development Kit
SVN Subversion
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