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1. 1~TR00uc~10N 
In this paper we will show how “binomial functions” (defined in the next 
section) can be used to obtain simple-looking Taylor series for both 
composite and inverse functions. These results lead to a simple method for 
finding explicit expressions for functions defined by means of generating 
functions as well as other applications. First, we will need to introduce 
binomial functions. 
2. BINOMIAL FUNCTIONS 
Binomial functions have been developed in [5] and [3], but for the sake of 
completeness we will now consider some of their basic properties. 
We shall let c and k represent non-negative integers and 0’ = 1. Then, 
B,k = Bk(c) is called a binomial function iff 
If Bz also satisfies 
B,k+, = y Bj,B:-j. 
,TO 
(2.1) 
B:, = d,, (Kronecker-delta), P-2) 
it is called non-trivial. We will now use formal power series to establish three 
basic results for the non-trivial binomial functions. The first of these results 
reveals that a non-trivial binomial function is a “counting function.” 
THEOREM 2.1. If B f is a non-trivial binomial function, then 
Lk,, 1 
c 
.j- Bktk z -i- Bktk 
ii 1 
k?O 
e 
in “the formal sense.” 
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ProoJ Let G(c, t) = ‘/&,, Bftk be a formal power series (so that it can 
be manipulated as if it represented an entire function of t). Then G(0, t) = 1 
and 
G(c + 1, t) = 2 B;+,tk = r i BfB;-‘tk 
k>O k>O j=O 
= c Bftj 2 Bit’ 
DO r>O 
where k - j = r. Hence, G(c + 1, t) = G(c, t) G(l, t), and induction yields 
G(n, t) = [G(l, t)]“. (2.3) 
The desired results now follows by letting n = c. 
THEOREM 2.2. If B,k is a non-trivial binomial function and d is a non- 
negative integer, then 
k 
Gd = 
-j- B’Bk-i 
]ffO c d 
Proof Using (2.3), we obtain G(c + d, t) = G(c, t) G(d, t) and therefore 
when j + r = k. The desired result now follows by comparing the coefficients 
of tk. 
THEOREM 2.3. If B,k is a non-trivial binomial function and B’, = pj, then 
where * means that the sum is taken over all non-negative integers j, for 
which 
C jm=c 
k 
and c mj, = k 
m=O m=O 
and 
(jojlC.. j,) = j,!j,ci.. j,! 
(2.5) 
is the multinomial coefJicient. 
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Proof. If c = 0, the result is immediate. We shall now assume that c > 1 
and that all series are formal power series. Then 
’ = ,;, Phlfh’ hTo PhzfhZ -” &Phcthc 
1 2 
2 ..:p,r . 
h,+hz+...thc 
If we let hi+&+... + h, = k, then the set {hi, h2,..., h,} will contain j, 
zeros, J, ones,..., and j, k’s where each j, is a non-negative integer; and hence 
we obtain (2.5). Thus, 
where * means that the sum is taken over all j, for which (2.5) holds, since 
the given multinomial coefficient is the number of representations of k as the 
sum of c non-negative integers consisting of j, zeros, j, ones,..., and j, k’s. 
Theorem 2.1 now yields the desired result. 
The following consequence of the above theorem is established in [S, 
p. 4651. 
COROLLARY. The right-hand member of (2.4) is a non-trivial binomial 
function when the /Ij are elements of any commutative ring with a unity 
element. 
Henceforth, we shall let /Ij = B’, when B: is a binomial function. Binomial 
functions with /IO = 0 have some special properties, as indicated in the 
following theorem. 
THEOREM 2.4. If B,k is a binomial function with PO = 0, then 
(a) Bf = 0 when c > k, 
(b) Bf=pt when k> 1. 
Proof of (a). If pj = 0 for all j, then (2.1) yields (a). If some /Ij # 0, then 
(2.1) can be used to show that B,k is non-trivial. Thus if some /Ij # 0 and 
c > k, then Theorem 2.3 yields j, > 0 and hence the desired result. 
Proof of (b). By (2.1) and (a) we have 
k+l 
Bk+l k+, = c B’,B;+‘-j=B;B:. 
j=O 
Finite induction can now be used to obtain (b). 
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If Bt is a binomial function with 
Po=O and PI f 03 (2.6) 
it is called a binomial function with the Stirling property (BFSP). The 
infinite matrix B = [B,k] which has B,k in its (c + 1)st row and (k + 1)st 
column is called a binomial function matrix with the Stirling property 
(BFMSP) when B,k is a BFSP. Theorem 2.4 can now be used to show that 
the BFMSP B = [B,k] is an infinite triangular matrix in which all diagonal 
elements are different from zero. This fact leads to the following result 
(proved in [3]). 
THEOREM 2.5. If B,k is a BFSP, then there exists a unique binomial 
function At (which is also a BFSP) such that 
(2.7) 
and hence 
AB=BA=I 
where I is the infinite identity matrix. 
The above theorem reveals that each BFSP has a unique “companion,” 
and this feature has a useful application in the next section. 
3. SOME APPLICATIONS OF BINOMIAL FUNCTIONS 
We will now show how binomial functions can be used to obtain the 
Taylor series for a composite function and then use this result to obtain the 
Fai di Bruno formula (i.e., the formula for the kth derivative of a composite 
function that was found by Fad di Bruno on 17 December 1855 in Paris). 
Before obtaining results for analytic functions, we will establish 
corresponding results for formal power series. 
THEOREM 3.1. If g(x) = Ck.O bk(x -a)“, f(x) = CC.+o a,[x - g(i)]‘, 
and h(x) = f ] g(x)1 = Lao W - 4” are formal power series with complex 
parameters, then 
A,= 5 a,B,k 
c=o 
(3.1) 
where B,k is the binomial function with PO = 0 and bj = bj tfj > 1. 
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Proofi By letting B’, = (1 - Sj,) bj, the corollary to Theorem 2.3 together 
with Theorems 2.1, 2.3, and 2.4 (a) yield 
4~) = cTo a, kTc B:(x - ilk = k;. [ i Q:] (x - 4”, 
c=o 
and hence the desired result. 
If the g and f in the above theorem are sufficiently well-behaved functions, 
then h(x) will exists as indicated. In fact, if g is analytic at 2 and f is analytic 
at g(i), then h will be analytic at x^; and hence (3.1) will yield 
(3.2) 
when B: is the binomial function with PO = 0 and /3j = g”‘(Q’j! if j > 1 
(since all series given in the theorem will by Taylor series). 
We note that (3.2) is the Fai di Bruno formula and that it provides the 
Bell polynomials (as indicated in Andrews [2, pp. 20%2101). Hence, the Bt 
of (3.2) is called the Bell binomial function. 
We will now show how binomial functions (via formal power series) can 
be used to obtain the kth derivative of an inverse function. 
THEOREM 3.2. If a, # 0 and y = f (x) = y^ + ,J&, uk(x - a)” is a formal 
power series with complex parameters, then 
x=f-‘(y)=Z+ 2 b&-y”)’ (3.3) 
C>l 
is a formal power series in which 
b,=A;, (3.4) 
where At is the companion of the BFSP with pj = aj. 
ProoJ First let Bi be the BFSP with B{ = aj. Then, Theorems 2.1 and 
2.4 (a) yield 
:I b,(y - 9)’ = c b, c B:(x -a)” 
C>l k>c 
= El [ g1 b&J (x -21k, 
and hence (3.3) holds iff 
i b,Bc” = a,, . 
C=l 
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With the aid of Theorem 2.5, inversion can now be used to obtain 
and the desired result follows. 
The following theorem provides an expansion for the kth derivative of an 
inverse function. 
THEOREM 3.3. Iff is analytic at $,f(Z) = y^,f’(Z) # 0, and k > 1, then 
g’k’Cy) = k! A: (3.5) 
when g = f -‘, y, = f (k)(.?), and A,k is the companion of the BFSP with pj = 
Yjlj! 
Proof. The three conditions given imply that g = f - ’ is analytic at y^. 
Hence, Theorem 3.2 yields the desired result (with the aid of the Taylor 
series expansions). 
If the following conjecture were a theorem, it could be used to obtain a 
more explicit representation for gtk’C$ in (3.5). 
Conjecture. If A,k is the companion of the BFSP with /Ij = aj, then 
(3.6) 
where B,k-’ is the BFSP with /Ij = aj+ i/al. 
4. EXAMPLES 
We will now use Theorem 3.1 to obtain Taylor series for some composite 
functions. In the first two examples 
f(x) = -jJ a$ 
C>O 
will represent a formal power series, and hence the series given in these 
examples will be formal. 
EXAMPLE 1. With the aid of Theorem 3.1 and [5, pp. 462, 4651 we 
obtain 
f Pw +x)1 = go (go %C! 5) Xk 
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where Si is the Stirling number of the Jrst kind defined by 
and hence c!(S:/k!) is a BFSP (by Theorem 3.1 )---and this gives justification 
for the term “Stirling property.” 
EXAMPLE 2. With the aid of Theorem 3.1 and [5, pp. 462, 4651 we 
obtain 
f(ex- 1) = 2 ( i a,c! $1 xk 
k>O C=O 
where sf is the Stirling number of the second kind defined by 
and hence c!(s:/k!) is a BFSP (by Theorem 3.1)-and this gives further 
justification for the term “Stirling property.” 
We note that the Stirling numbers of both kinds have well-known 
applications in combinatorial mathematics. For example, (-l)c+k S,” is the 
number of permutations of k symbols that have exactly c (disjoint) cycles, s,” 
is the number of ways of partitioning a set of k elements into c non-empty 
subsets, and c!s,k is the number of surjective mappings of a set with k 
elements onto a set with c elements. Hence, Example 2 can be used to show 
that Exp(eX - 1) is the exponential generating function for the Bell numbers 
(which count the number of ways of partitioning a set with k elements), and 
(2 - eX)-’ is the exponential generating function for the Bell-Hat numbers 
(which count the number of surjective mappings of a set with k elements). 
Other applications are given in [5]. 
The following examples illustrate how (3.2) or Theorem 3.1 can be used to 
obtain explicit expressions for some well-known functions from their 
generating functions. 
EXAMPLE 3. The Bernoulli numbers b;, are defined by 
X 
-1 
ex- 1 
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and have interesting applications in both algebra and analysis (e.g., see [ 1, 
pp. 75, 8041). After letting 
and 
J(x)=iLog(l +x)= C;O sxc, 
we can use (3.2) (or Theorem 3.1) to obtain 
where BE is the BFSP with pj = l/j!. Hence, with the aid of Example 2, we 
get 
b”,= c$o -$$c!sp since sf= 1 -6,,. 
EXAMPLE 4. The (simple) Laguerrepolynomials Lk(f) are defined by 
$-pP [+J = kg LkW 
and many of its properties appear in [ 11. After letting 
g(x) = & = l+Cxk 
k>l 
and 
f(x) = e’(‘-x) = 1+ z[ (-t)‘- ’ (4)’ c>* (c-l)! + c! (x- lY, I 
we can use (3.2) or Theorem 3.1 to obtain 
Lk(f) = dkO + i [ (-v-’ + 
c=l cc- 111 (4.1) 
since B: = ( ,“I:) when /I0 = 0 and pj = 1, j > 1 (by [5, p. 4651). 
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EXAMPLE 5. The Hermite polynomials Hk(t) are defined by 
e 2tx-x2 = z. Hk(t) $ 
and many of its properties appear in [ 11. After letting 
g(x) = 2tx - x2 and f(x) = eX = c,O $, 
we can use (3.2) or Theorem 3.1 to obtain 
y= c $B:=~$ ( kfc) (2t)2C-y-q-c 
c>o * ** 
where * * means that the sum is over all c for which k < 2c < 2k. 
EXAMPLE 6. The Legendre polynomials Pk(t) are defined by 
(1 - 2tx +x*)-l’* = z. ‘kttjXk 
and many of its properties appear in [ 11. After letting 
g(x) = 1 - 2tx + x2 
and 
f(x)=x-“*=[l +(x- I)]-‘I”= c ,’ 
i 1 
(x - l>‘, 
c>o 
we can use (3.2) or Theorem 3.1 to obtain 
‘k@)= c,. (;‘)‘:=x (+(;)( ,f,) (-2t)*+k 
** 
where * * means that the sum is over all c for which k < 2c ,< 2k. 
5. ANOTHER APPLICATION 
We have shown how Theorem 3.1 can be used to find explicit expressions 
for some functions defined by a generating function. Conversely, if we are 
given the explicit expression for a function defined by a generating function, 
Theorem 3.1 may be used to establish a specific binomial function together 
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with its pj. This procedure can lead us to a useful formula for a “related 
function” X,” at c = 1. 
We will now illustrate the above discussion by obtaining a useful formula 
for the “P-polynomial” P:(b) (defined in [4, p. 7591). Our objective is to 
show 
kPf(b) = [k - lib when k> 1, (5.1) 
given that 
[Oh = 1 and [klb= fi (1 A”)=(1 -b)k{k}b. 
j=l 
First (using the notation of [4]) we have 
Exp,(x a t) = e Cb, = fE(b,x) = 7’ Xk - z l,Xk 
k?O ik}b k’” 
(5.2) 
where 
E(b,x) = 5 
Xk( 1 - b)k 
ky, k(1 -bk) * 
If g(x) = E(b, x) andf(x) = elX, then Theorem 3.1 yields 
where B,k is the BFSP with pj = (1 - b)j/J(l - b’) when j > 1. But (by (5.2) 
and [4, p. 7591) we know that 
tk k Pk(b) 
“k=$= =zo et’ 
and therefore 
B:=c!!g.. (5.5) 
b 
Thus if k > 1, we have 
P:(b) (1 - b)k 
{k}b 
=B:=Pk= k(l -bk) 
(5.4) 
(5.6) 
and hence (5.1). 
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6. EPILOGUE 
Some of the results given in this paper are developed in a more general 
way be means of operators in various papers of Gian-Carlo Rota and his 
collaborators. For example, [6, pp. 159-1641 contains results that are closely 
related to both Theorems 3.1 and 3.2. 
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