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Introduction
Let A be an associative algebra over a eld F of characteristic 0, and
denote by Id(A) its T-ideal. Since charF = 0 it suces to study only
the multilinear polynomial identities of A. Let Pn be the vector space of
the multilinear polynomials in x1, . . . , xn in the free associative algebra
F hXi. We assume that the set X of free generators is countable and innite.
Thus in order to study the identities of A one studies the intersections
Pn \ Id(A), n  1. But for practical purposes these intersections are not
suitable since they tend to become very large as n ! 1. Therefore one
is led to study the quotients Pn(A) = Pn=(Pn \ Id(A)). The dimension
cn = cn(A) = dimPn(A) is called the n-th codimension of A; the sequence of
codimensions of a given algebra is one of the most important characteristics
of the identities of A. In [8, 10] Giambruno and Zaicev proved that the
sequence (cn(A))
1=n converges, and its limit is always an integer, called the
PI-exponent of A. Since then an extensive research on the exponent of PI
algebras has been conducted. It is of interest to study the minimal algebras
with respect to their PI-exponent. Recall that A is minimal of exponent  2
when for every algebra B such that Id(A)  Id(B) (a proper inclusion), the
PI exponent of B is less than that of A. The interested reader may wish
to consult Chapters 7 and 8 of the monograph [9] for further reading about
minimal algebras and varieties.
One may dene and study analogous concepts for large classes of nonas-
sociative algebras as well. Here we mention only that the PI exponent of a
nonassociative algebra need not be an integer.
The algebras UTn(F ) of upper triangular matrices are one of the rst
classes of algebras to have their identities completely described. They are
crucial in classifying the subvarieties of the variety of algebras generated
by the matrix algebra of order 2. Here we mention that concrete bases
of identities for an algebra are known in few cases. The identities of the
matrix algebra M2(F ) are known over any eld as long as charF 6= 2, see
[28, 26, 17]; bases for the Grassmann algebra E are also known over any
eld, see [24, 22, 32, 35]. In [29] the identities of E 
 E when charF = 0
were described. The identities of UTn(F ) are also known. Concerning Lie
algebras, a basis of the identities of sl2(F ) is known, see [28, 36]. The
identities of the Lie algebra UTn(F ) are easy to describe. In the case of
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Jordan algebras, the only nontrivial cases where the identities are known
are those of the algebras Bn and B of a nondegenerate symmetric bilinear
form, to be dened later. These results are due to Vasilovsky [37]. Recall
that earlier Iltyakov [14] had developed methods to study the identities in
these algebras and had proved that the variety generated by Bn is Spechtian.
Apart from the results mentioned above one does not know the concrete form
of the identities satised by a given algebra.
Gradings on algebras and the corresponding graded identities have be-
come an area of extensive study. We refer the interested reader to the sur-
vey [2] for further reading and reference (see also [18]) concerning gradings
and graded identities. Let us mention that graded identities are "easier" to
study than the ordinary ones, and quite a lot is known about bases of graded
identities in large classes of associative algebras. These include all T-prime
algebras with their natural gradings, upper triangular matrices, etc.
In contrast with the associative case, graded identities for Lie and Jor-
dan algebras have seldom been studied. Among the few known results we
mention [18] and [20]. In the rst of these papers, the graded identities for
the Lie algebra sl2(F ) were described, under every possible grading. The
second paper dealt with the graded identities of the Jordan algebra of the
symmetric matrices of order two.
The rst chapter of the thesis is introductory. We introduce the algebras
with polynomial identity by giving their basic denitions and properties.
We only deal with associative algebras over a eld F of characteristic zero.
Recall that a polynomial f(x1; : : : ; xn) in non-commuting variables is a poly-
nomial identity for the algebra A if f(a1; : : : ; an) = 0, for all a1; : : : ; an 2 A.
The set of all polynomial identities of A, Id(A), is a T -ideal of the free as-
sociative algebra F hXi, where X = fx1; x2; : : :g is a countable set. Then
we introduce the sequences of codimensions and colengths. Finally, we give
the denition of exponent of a PI-algebra and we introduce a special kind
of polynomials, namely proper polynomials.
The second chapter gives a complete view of Jordan algebras, with their
denitions and properties. We also talk about the corresponding free Jordan
algebra and we relate it with the associative free algebra. For instance, we
shall give a criterion that, under some conditions, enable us to identify
a Jordan polynomial, i.e. a polynomial written using the non-associative
multiplication, as an associative polynomial of the free associative algebra.
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At the end of the chapter, we introduce a particular Jordan algebra, namely
the Jordan algebra of a symmetric bilinear form, which is in strict relation
with the main object of our study.
Finally, in the fourth chapter we study the polynomial identities for the
Jordan algebra UJ2(F ) of the upper triangular matrices of order 2 over an
innite eld of characteristic dierent from 2. We describe all gradings on
UJ2(F ) by the group Z2. Moreover we obtain bases of the corresponding
graded identities in each one of the three cases. For these results we need an
innite eld of characteristic dierent from 2. Finally we describe a basis of
the ordinary identities satised by UJ2(F ), under the restriction charF 6= 2,
3. Recall that one may consider the ordinary identities as the graded ones
for UJ2(F ) equipped with the trivial grading. Our methods yield somewhat
more general result in this last situation. In fact we nd a basis of the
polynomial identities of the Jordan algebra of a symmetric bilinear form on
a vector space in the case when the form is of rank one.
3
Chapter 1
Preliminaries
In this rst chapter we introduce the main object of our study, i.e. PI-
algebras and their basic properties. We give some typical examples of PI-
algebras, involving the Grassman algebra and UTn(F ), the upper triangular
matrices of order n over a eld F . We also introduce the related notion of
variety of algebras.
Finally, we introduce the denition of G-grading of an algebra, talking
about the G-graded polynomial identities, and the denition of proper poly-
nomials, a very useful tool that we employ in order to compute the basis of
the T-ideal of any unitary algebra.
Remark that in this rst part of the thesis, where not specied, all the
objects involved are associative.
1.1 Some basic denitions
We start with the basic denition of free algebra. Let F be a eld and X
a countable set. The free associative algebra on X over F is the algebra
F hXi of polynomials in the non-commuting indeterminates x 2 X. A basis
of F hXi is given by all words in the alphabet X, adding the empty word
1. Such words are called monomials and the product of two monomials is
dened by juxtaposition. The elements of F hXi are called polynomials and
if f 2 F hXi, then we write f = f(x1; : : : ; xn) to indicate that x1; : : : ; xn 2 X
are the only variables occurring in f .
We dene deg u, the degree of a monomial u, as the length of the word
u. Also degxi u, the degree of u in the indeterminate xi, is the number
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of the occurrences of xi in u. Similarly, the degree deg f of a polynomial
f = f(x1; : : : ; xn) is the maximum degree of a monomial in f and degxi f ,
the degree of f in xi, is the maximum degree of degxi u, for u monomial in
f .
The algebra F hXi is dened, up to isomorphism, by the following uni-
versal property: given an associative F -algebra A, any map X ! A can be
uniquely extended to a homomorphism of algebras F hXi ! A. The cardi-
nality of X is called the rank of F hXi. Finally, we give the denition of the
main object of the thesis.
Denition 1.1.1 Let A be an associative F -algebra and f = f(x1; : : : ; xn)
2 F hXi. We say that f  0 is a polynomial identity for A if
f(a1; : : : ; an) = 0; for all a1; : : : ; an 2 A:
We shall usually say also that A satises f  0 or, sometimes, that f itself
is an identity of A.
Remark that if  denotes the set of all homomorphism ' : F hXi ! A,
then it is clear that f  0 is true if and only if f 2 T'2 ker'. Since
the trivial polynomial f = 0 is an identity for any algebra A, we make the
following:
Denition 1.1.2 If the associative algebra A satises a non-trivial polyno-
mial identity f  0, we call A a PI-algebra.
For a; b 2 A, let [a; b] = ab   ba denote the Lie commutator of a and b.
Now we are able to give some examples of PI-algebras.
Example 1.1.3 If A is a commutative algebra, then A is a PI-algebra. In
fact, it satises the polynomial identity [x1; x2]  0.
Example 1.1.4 If A is a nilpotent algebra of index n  1, then A satises
the polynomial identity x1   xn  0 since An = 0.
Example 1.1.5 If A is an n-dimensional associative algebra, then A satises
the standard identity of degree n+ 1:
Stn+1(x1; : : : ; xn+1) =
X
2Sn+1
(sgn)x(1)   x(n+1)  0:
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Example 1.1.6 Let UTn(F ) be the algebra of nn upper triangular matrices
over F . Then UTn(F ) satises the identity:
[x1; x2]    [x2n 1; x2n]  0
This is easy to prove, because the commutator of any two upper triangular
matrices is a strictly upper triangular matrix. Moreover, the set of strictly
upper triangular matrices forms a nilpotent two-sided ideal of UTn(F ) of
index equal to n.
Example 1.1.7 Let G be the Grassmann algebra on a countable dimension
vector space over a eld F of characteristic dierent from 2. Then G satises
the identity [[x; y]; z]  0.
1.2 T -ideals and varieties of algebras
If A is an algebra, we dene
Id(A) = ff 2 F hXi j f  0 on Ag;
the set of polynomial identities of A. It is easy to check that Id(A) is a two-
sided ideal of F hXi. Moreover, if f = f(x1; : : : ; xn) is any polynomial in
Id(A), and g1; : : : ; gn are arbitrary polynomials in F hXi, then f(g1; : : : ; gn)
is still in Id(A). Since any endomorphism of F hXi is determined by mapping
x 7! g, x 2 X, g 2 F hXi, it follows that Id(A) is an ideal invariant under all
endomorphism of F hXi. This is the property that characterize the so-called
T -ideals:
Denition 1.2.1 An ideal I of F hXi is called a T -ideal if '(I)  I for all
endomorphisms ' 2 F hXi.
It follows that Id(A) is a T -ideal of F hXi. Moreover, since given a T -
ideal I, it is easily proved that Id(F hXi=I) = I, all T -ideals of F hXi are
actually ideals of polynomial identities for a suitable algebra A.
Since many algebras may correspond to the same set of polynomial identities
(or T -ideal) we need to introduce the notion of variety of algebras.
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Denition 1.2.2 Let S  F hXi be a non-empty set of polynomials of
F hXi. The class of all algebrasA for which S is a set of polynomial identities,
i.e. f  0 on A for all f 2 S, is called the variety V = V(S) determined (or
generated) by S.
A variety V is called non-trivial if S 6= 0 and V if it is non-trivial and
contains a non-zero algebra.
Example 1.2.3 The class of all commutative algebras forms a proper variety
dened by the polynomial [x; y].
Example 1.2.4 The class of all associative algebras is a variety dened by
the polynomial (x; y; z) := (xy)z   x(yz).
Example 1.2.5 The class of all nil algebras of exponent bounded by n forms
a variety dened by the polynomial xn.
Remark that if V is the variety determined by the set S and hSiT is
the T -ideal of F hXi generated by S, then V(S) = V(hSiT ) and hSiT =T
A2V Id(A). We can write hSiT = Id(V). Thus to each variety corresponds
a T -ideal of F hXi. The converse is also true, as we can see by the following
theorem:
Theorem 1.2.6 There is a one-to-one correspondence between T -ideals of
F hXi and varieties of algebras. In this correspondence a variety V corre-
sponds to the T -ideal of identities Id(V) and a T -ideal I corresponds to the
variety of algebras satisfying all the identities of I.
One can nd a proof of this theorem in [9], Theorem 1.2.5.
Notice that if V is a variety determined by the set S and A is a PI-algebra
whose T -ideal coincides with S, then we say that the variety V is generated
by A and we write V = var(A).
1.3 Multihomogeneous and multilinear polynomi-
als
If the ground eld F is innite, then the study of polynomial identities of
an algebra over F can be reduced to the study of the so-called homogeneous
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or multilinear polynomials. As we shall see in this section, this reduction
is very advantageous because these kinds of polynomials are easier to deal
with.
So, let Fn = F hx1; : : : ; xni be the free algebra of rank n  1 over F .
This algebra can be naturally decomposed as
Fn = F
(1)
n  F (2)n    
where, for every k  1, F (k)n is the subspace spanned by all monomials
of total degree k. The F
(i)
n 's are called the homogeneous components of Fn.
The previous decomposition can be rewritten as follows: for every k  1
write
F (k)n =
M
i1+:::+in=k
F (i1;:::;in)n
where F
(i1;:::;in)
n is the subspace spanned by all monomials of degree i1
in x1,. . . , in in xn. Finally, we can give the denition of homogeneous
polynomial as follow:
Denition 1.3.1 A polynomial f belonging to F
(k)
n for some k  1, is
called homogeneous of degree k. Moreover, if f belongs to some F
(i1;:::;in)
n ,
then it is called multihomogeneous of multidegree (i1; : : : ; in). We also say
that a polynomial f is homogeneous in the variable xi, if xi appears with
the same degree in every monomial of f .
If f(x1; : : : ; xn) 2 F hXi is a polynomial, then f can be always decom-
posed into a sum of multihomogeneous polynomials. In fact, it can be writ-
ten as:
f =
X
k10;:::;kn0
f (k1;:::;kn)
where f (k1;:::;kn) is the sum of all monomials in f where x1; : : : ; xn appear at
degree k1; : : : ; kn, respectively. The polynomials f
(k1;:::;kn) which are non-
zero are called the multihomogeneous components of f .
The important role that multihomogeneous polynomials play, is under-
lined by the following theorem:
Theorem 1.3.2 Let F be an innite eld. If f  0 is a polynomial identity
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for the algebra A, then every multihomogeneous component of f is still a
polynomial identity for A.
Proof. For every variable xt, 1  t  n, we can decompose f =
Pm
i=0 fi,
where fi is the sum of all monomials of f in which xt appears at degree i
and m = degxi f is the degree of f in xi. By an obvious induction argument,
in order to prove the theorem, it is enough to prove that, for every variable
xt, fi  0 for all i  0.
Let 0; : : : ; m be distinct elements of F . Clearly, for every j = 0; : : : ;m,
f(x1; : : : ; jxt; : : : ; xn)  0
is still an identity for A. Since each fi is homogeneous in xt of degree i,
fi(x1; : : : ; jxt; : : : ; xn) = 
i
jfi(x1; : : : ; xt; : : : ; xn):
Hence
f(x1; : : : ; jxt; : : : ; xn) =
mX
i=0
ijfi(x1; : : : ; xn)  0 (1.1)
on A, for all j = 0; : : : ;m.
Write Vandermonde matrix
 =
0BBBB@
1 1 : : : 1
0 1 : : : m
...
...
...
m0 
m
1 : : : 
m
m
1CCCCA :
Then (1.1) says that for every a1; : : : ; an 2 A, if we write fi(a1; : : : ; an) = f i,
then
(f0    fm) = 0:
Since Vandermonde determinant det() =
Q
0i<jm(j   i) is non-zero,
it follows that f0  0; : : : ; fm  0 are identities of A. The proof is therefore
complete. 2
The previous theorem has an important consequence, given by the fol-
lowing
Corollary 1.3.3 Let A be an algebra over an innite eld F . Then Id(A)
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is generated by its multihomogeneous polynomials.
The proof is trivial.
Among multihomogeneous polynomials a special role is played by the
multilinear ones.
Denition 1.3.4 A polynomial f is called linear in the variable xi if xi oc-
curs with degree 1 in every monomial of f (equivalently, if f is homogeneous
in the variable xi of degree ki = 1).
A polynomial f is called multilinear if f is linear in each of its variables
(equivalently, if f is multihomogeneous of multidegree (1; : : : ; 1)).
Since in a multilinear polynomial f(x1; : : : ; xn) each variable appears in
each monomial at degree 1, it is obvious that
f(x1; : : : ; xn) =
X
2Sn
x(1)   x(n);
where  2 F and Sn is the symmetric group on f1; : : : ; ng.
Observe that if f(x1; : : : ; xn) is a polynomial linear in one variable, say xi,
then:
f(x1; : : : ; xi 1;
mX
j=1
jyj ; : : : ; xn) =
mX
j=1
jf(x1; : : : ; xi 1; yj ; : : : ; xn)
for every j 2 F and yj 2 F hXi.
Remark 1.3.5 Let A be an F -algebra. If a multilinear polynomial f vani-
shes on a basis of A, then f is a polynomial identity of A.
Proof. This is a direct consequence of the argumentation above. 2
It is always possible to reduce an arbitrary polynomial to a multilinear
one. Such a process can be found, for instance, in [9].
Denition 1.3.6 Let S be a set of polynomials in F hXi and f 2 F hXi.
We say that f is a consequence of the polynomials in S (or follows from the
polynomials in S) if f 2 hSiT , the T -ideal generated by the set S.
Denition 1.3.7 Two sets of polynomials are equivalent if they generate
the same T -ideal.
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Theorem 1.3.8 If the algebra A satises an identity of degree k, then it
satises a multilinear identity of degree less then k.
Proof. Let f(x1; : : : ; xn) 2 F hXi be a polynomial identity for the algebra
A. If each variable xi appears at degree  1, in each monomial of f , then
by eventually specializing some of variables to zero, we obtain a multilinear
polynomial. Hence we may assume that there exists a variable, say x1, such
that degx1 f = d > 1.
Compute the polynomial
h(y1; y2; x2; : : : ; xn) = f(y1 + y2; x2; : : : ; xn)  f(y1; x2; : : : ; xn)
  f(y2; x2; : : : ; xn):
Notice that h is still a polynomial identity for A. Moreover h is a non-zero
polynomial. In fact, suppose h = 0. Since any map X ! X can be extended
to an endomorphism of F hXi, replacing y1 and y2 with x1 in h we also get
a zero polynomial, i.e.
h(x1; x1; x2; : : : ; xn) = f(2x1; x2; : : : ; xn)  2f(x1; x2; : : : ; xn) = 0:
If we decompose f into the sum f = f1 + : : : + fd where fk is the sum of
monomials of degree k in x1, then the previous relations imply
 f0 + (22   2)f2 + : : :+ (2d   2)fd = 0
which contradicts the inequality d > 1.
Since degy1 h = d   1 < degx1 f , by an induction argument we obtain a
multilinear polynomial which is an identity on A. 2
The previous theorem has a very important consequence.
Theorem 1.3.9 If charF = 0, every non-zero polynomial f 2 F hXi is
equivalent to a nite set of multilinear polynomials.
Proof. By Theorem 1.3.2, f is equivalent to the set of its multihomoge-
neous components. Hence we may assume that f = f(x1; : : : ; xn) is mul-
tihomogeneous. Now we apply the process of multilinearization to f : if
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degx1 f = d > 1, then we write
f(y1 + y2; x2; : : : ; xn) =
dX
i=0
gi(y1; y2; x2; : : : ; xn)
where degy1 gi = i, degy2 gi = d i and degxt gi = degxt f , for all t = 2; : : : ; n.
Then all polynomials gi = gi(y1; y2; x2; : : : ; xn); i = 1; : : : ; d  1, are conse-
quences of f .
Notice that for every i,
gi(y1; y1; x2; : : : ; xn) =

d
i

f(y1; x2; : : : ; xn):
Since charF = 0,
 
d
i
 6= 0, hence f is a consequence of any gi, i = 1; : : : ; d 1.
We now apply induction in order to complete the proof. 2
The above result still holds if charF > deg f . So, if charF = 0 we get a
stronger result then in Corollary 1.3.3:
Corollary 1.3.10 If charF = 0, every T -ideal is generated, as a T -ideal,
by the multilinear polynomials it contains.
1.4 Sn-action on multilinear polynomials, codimen-
sions, colengths
Let A be a PI-algebra and Id(A) its T -ideal of identities.
We introduce
Pn = spanfx(1)   x(n) j  2 Sng
the vector space of multilinear polynomials in the variables x1; : : : ; xn in the
free algebra F hXi.
According to Corollary 1.3.10, if charF = 0 then Id(A) is determined by
its multilinear polynomials, so it suces to study the multilinear identities
of A, that is fPn \ Id(A)gn1.
Moreover, it is possible to dene an action of the symmetric group Sn
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on Pn in the following way: if  2 Sn and f(x1; : : : ; xn) 2 Pn, then
f(x1; : : : ; xn) = f(x(1); : : : ; x(n));
that is  acts by permuting the variables. Since T -ideals are invariant under
permutations of the variables, we obtain that the subspace Pn \ Id(A) is
invariant under this action, that is Pn \ Id(A) is a left Sn-submodule of Pn.
Hence
Pn(A) =
Pn
Pn \ Id(A)
has an induced structure of left Sn-module.
Denition 1.4.1 The non-negative integer
cn(A) = dimF
Pn
Pn \ Id(A)
is called the nth codimension of the algebra A. The sequence fcn(A)gn1 is
the codimension sequence of A.
Clearly, dim(Pn \ Id(A)) = n!   cn(A). It is also obvious that A is a
PI-algebra if and only if cn(A) < n! for some n  1.
Example 1.4.2 Let A be a nilpotent algebra and let Am = 0. Then cn(A) =
0, for all n  m.
Example 1.4.3 Let A be a commutative algebra, then cn(A)  1 for all
n  1.
Example 1.4.4 Let A = UT2(F ) be the associative algebra of 2  2 upper
triangular matrices. Then cn(A) = 2
n 1(n 2)+2. The proof of this results
is in the third chapter of the thesis.
Denition 1.4.5 For n  1, the Sn-character of Pn(A) = Pn=(Pn\Id(A)),
denoted by n(A), is called the nth cocharacter of A.
If we decompose the nth cocharacter into irreducibles, then we obtain:
n(A) =
X
`n
m; (1.2)
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where  is the irreducible Sn-character associated to the partition  ` n
and m  0 is the corresponding multiplicity.
We can dene another numerical sequence, the sequence of colengths,
that counts the number of irreducible Sn-modules appearing in the decom-
position of Pn(A).
Denition 1.4.6 The non-negative integer
ln(A) =
X
`n
m
is called the nth colength of A. The sequence fln(A)gn1 is the colength
sequence of A.
1.5 Group-graded algebras
In this section we introduce the notation of an algebra graded by a group
and we give some examples. Remember that all the stus about upper
triangular matrices will be given in the third chapter.
Let A be an algebra over a eld F and let G be any group.
Denition 1.5.1 The algebra A is G-graded if A can be uniquely written
as the direct sum of subspaces A =
L
g2GAg such that for all g; h 2 G,
AgAh  Agh.
The subspaces Ag are called homogeneous components of A.
It is clear that any a 2 A can be written uniquely as a sum a =Pg2G ag,
where ag 2 Ag. The ag's are called homogeneous of degree g. According to
this, one says that a is homogeneous if and only if a 2 Ag for some g 2 G
and write deg a = g.
Denition 1.5.2 Let A be a G-graded algebra. A subspace B  A is a
graded or homogeneous if B =
L
g2G(B \Ag).
In other words, B is G-graded if for any b 2 B, b =Pg2G bg implies that
bg 2 B for all g 2 G. Similarly one can dene the structure of subalgebras,
ideals and so on. Remark that if H is a subgroup of G, then B =
L
h2H Ah
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is a graded subalgebra of A. In particular, Ae, where e it the unit element
of G, is a subalgebra of A.
Denition 1.5.3 The support of a graded algebra is dened as
SuppA = fg 2 G j A(g) 6= 0g:
The G-grading is called trivial if SuppG = feg.
Denition 1.5.4 A map ' : A =
L
g2GAg ! B =
L
g2GBg is called a
homomorphism (isomorphism) of graded algebras if ' is an ordinary homo-
morphism (isomorphism) and '(Ag)  Bg, for all g 2 G.
It is easy to observe that ker' is a graded ideal of A.
Now, we give some examples of G-graded algebras.
Example 1.5.5 The free associative algebra of countable rank A = F hXi has
a natural Z-grading by setting A =
L
n2ZAn where An = 0 if n  0 and
An is the linear span of all monomials of total degree n, if n > 0.
Moreover, if X 0 = fx1; : : : ; xkg is a nite set, then A = F hX 0i, the free
associative algebra of rank k, can be graded by the group Zk = Z : : : Z
by setting
A(n1;:::;nk) = ff 2 F hX 0i j f is multihomogeneous, degxi f = ni; i = 1; : : : ; kg:
Example 1.5.6 The group algebra A = FG of a group G is naturally graded
by G by setting: Ag = spanF fgg.
Example 1.5.7 Let A = Mk(F ) be the algebra of k  k matrices over the
eld F and let G be an arbitrary group. Given any k-tuple (g1; : : : ; gk) of
elements of G, one can dene a G-grading of A by setting
Ag = spanF feij j g 1i gj = gg;
where the eij 's are the usual matrix units. This kind ofG-grading of matrices
is called elementary grading.
Example 1.5.8 Let A = M2(F ) and let G = ha; b j a2 = b2 = ei the Klein
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group. Then dene
Ae = spanF
( 
1 0
0 1
!)
; Aa = spanF
( 
1 0
0  1
!)
Ab = spanF
( 
0 1
1 0
!)
; Aab = spanF
( 
0 1
 1 0
!)
:
An easy computation shows that A =
L
g2GAg and AgAh = Agh, for any
g; h 2 G.
1.6 Identities of G-graded algebras
We are now able to discuss about graded polynomial identities of a G-graded
algebra A and their relationship with the ordinary identities. We shall intro-
duce also, the analogous of Pn(A) and codimensions in the case of a graded
algebra.
Let F hXi be the free algebra over F on a countable set X and let G be a
nite group. One can write X as X =
S
g2GXg, where Xg = fx(g)1 ; x(g)2 ; : : :g
are disjoint sets. The indeterminates of Xg are said to be of homogeneous
degree g. The homogeneous degree of a monomial x
(g1)
i1
  x(gt)it 2 F hXi is
dened to be g1g2    gt, as opposed to its total degree, which is dened to
be t. Denote by F hXig the subspace of the algebra F hXi spanned by all
the monomials having homogeneous degree g. Remark that F hXigF hXih 
F hXigh, for every g; h 2 G. It follows that
F hXi =
M
g2G
F hXig
is a G-grandig. We denote with F hXigr the algebra F hXi with this grading.
Denition 1.6.1 F hXigr is called the free G-graded algebra of countable
rank over F .
It is easy to prove that the following universal property holds: for any
G-graded algebra A =
L
g2GAg and for any set-theoretical map  : X !
A such that  (Xg)  Ag, there exists a homomorphism of G-graded al-
gebras  : F hXi ! A such that  jX =  . Let 	 be the set of all
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such homomorphisms, then Idgr(A) =
T
 2	 ker  is called the ideal of
G-graded polynomial identities of A. This means that a graded polynomial
f(x
(g1)
1 ; : : : ; x
(gn)
n ) 2 F hXigr is a graded identity for the algebra A, and we
write f  0 in A, if f(a(g1)1 ; : : : ; a(gn)n ) = 0 for all a(g1)1 2 A(g1); : : : ; a(gn)n 2
A(gn).
Denition 1.6.2 Idgr(A) = ff 2 F hXi(gr) j f  0 on Ag is the ideal of
graded identities of A.
Clearly Idgr(A) is stable under all graded endomorphisms of F hXi, i.e.
Idgr(A) is a T gr-ideal. Given a nitely generated T gr-ideal, one interesting
problem of PI-theory is to nd a nite generating set.
It can be easily proved that any non-trivial graded identity has non-
trivial graded multilinear consequence and, in particular, if charF = 0 then
Idgr(A) is uniquely determined by all the multilinear polynomials it con-
tains.
There is an obvious way of relating ordinary identities and graded identi-
ties of the algebra A. Recalling that the indeterminates from Xg are denoted
x
(g)
i , then any multilinear graded polynomial can be written as:
f = f(x
(g1)
1 ; : : : ; x
(gn)
n ) =
X
2Sn
x
(g(1))
(1)   x
(g(n))
(n) :
For a xed n-tuple (g1; : : : ; gn) 2 Gn, all multilinear polynomials in the
variables x
(g1)
1 ; : : : ; x
(gn)
n form the n!-dimensional subspace:
P (g1;:::;gn)n = spanF fx
(g(1))
(1)   x
(g(n))
(n) j 2 Sng:
The intersection
P (g1;:::;gn)n \ Idgr(A)
consists of all multilinear graded identities of A in the variables x
(g1)
1 ; : : : ;
x
(gn)
n . Dene
xi =
X
g2G
x
(g)
i
for every i = 1; 2; : : :. Then it is clear that the set fx1; x2; : : :g generates
the free associative algebra of countable rank. Moreover, given a polynomial
f(x1; : : : ; xn) 2 F hXi, f is an ordinary polynomial identity of A if and only
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if
f(x1; : : : ; xn) 2 Idgr(A):
This basic observation implies the following technical result. For (g1; : : : ; gn) 2
Gn,
c(g1;:::;gn)n (A) = dim
P
(g1;:::;gn)
n
P
(g1;:::;gn)
n \ Idgr(A)
is called the homogeneous nth codimension associated to (g1; : : : ; gn).
Obviously, existence of a graded identity on a graded algebra is a much
weaker condition than the existence of an ordinary polynomial identity. For
example, if B is an arbitrary algebra with trivial G-grading, that is Bg = 0
for all non-unitary g 2 G, then B satises any graded identity of the type
x  0 with x 2 Xg, g 6= e.
1.7 The PI-Exponent of an algebra
One of the main line of research about PI-algebras is to understand how
"quickly" the codimension sequence of a PI-algebra grows. This is not a
trivial problem, since in most cases we can only have information about
asymptotic behavior of cn(A). We now introduce an useful tool that concerns
the codimension growth of an algebra.
Let A be a PI-algebra over a eld F of characteristic zero and let
fcn(A)gn1 be its sequence of codimensions. The following result holds.
Theorem 1.7.1 (Regev) If the algebra A satises an identity of degree
d  1, then cn(A)  (d  1)2n.
If A is a nilpotent algebra i.e., x1   xN  0 is a polynomial identity of A
for some N  1, then cn(A) = 0 for any n  N . But if A is a non-nilpotent
algebra, then cn(A) 6= 0 for n  1 and by Theorem 1.7.1,
1  cn(A)  an
for some costant a. Hence the sequence of nth roots n
p
cn(A), n = 1; 2; : : :
is bounded and we can consider its upper and lower limit.
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Denition 1.7.2 Let A be any PI-algebra. Then
exp(A) = lim inf
n!1
n
p
cn(A)
is called the lower exponent of A and
exp(A) = lim sup
n!1
n
p
cn(A)
is called the upper exponent of A.
For any bounded sequence the lower limit and the upper limit may not
coincide. Nevertheless, in case they do, we can dene the exponent of A.
Denition 1.7.3 LetA be a PI-algebra. Then the exponent (or PI-exponent)
of A is
exp(A) = lim
n!1
n
p
cn(A);
provided exp(A) = exp(A). In case V is a variety of algebras, we write
exp(V) = exp(A) and we call exp(A) the exponent of the variety V.
An important result about this topic, is the proof of the existence of the
PI-exponent and its integrality.
Theorem 1.7.4 Let A be a PI-algebra over a eld F of characteristic zero.
Then there exists an integer q  0 and constants C1; C2; r1; r2 such that
C1 6= 0 and
C1n
r1qn  cn(A)  C2nr2qn:
As a consequence exp(A) exists and is a non-negative integer.
For a proof of this Theorem we remand to [9]. However, it is clear that
this denition of PI-exponent is not so useful in order to compute it. In
fact in this moment we are able to compute the exponent of those algebras
for which we already know the codimension sequence. Luckily there exists
a method that helps us to compute the exponent for any nite dimensional
algebra.
Let A be a nite dimensional PI-algebra over a algebraically closed eld
F . From the structure theorems follow that one can write A = Ass+J , where
Ass is a maximal semisimple subalgebra and J is the Jacobson radical of A.
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Let Ass = A1  : : :Ak where A1; : : : ; Ak are simple subalgebras. Then
exp(A) = maxdimF fAi1  : : :Air j Ai1J    JAir 6= 0g;
where Ai1 ; : : : ; Air are distinct among A1; : : : ; Ak. We make use of this
reduction in the proof of the next theorem. For an algebra A let us denote
by Z = Z(A) the center of A.
Theorem 1.7.5 Let A be a nite dimensional PI-algebra over a eld F of
characteristic zero. Then
1. exp(A)  dimF A.
2. If A is semisimple, exp(A) = dimZ(B)B where B is a simple subalgebra
of A of the greatest dimension over its center Z(B). In particular, if
A is simple exp(A) = dimZ(A)A.
3. A is central simple over F if and only if exp(A) = dimF A.
The previous theorem is a strong result in PI-theory and one can nd
the proof, for instance, in [9].
Example 1.7.6 An important class of nite dimensional algebras is given by
the upper block triangular matrix algebra UT (d1; : : : ; dm), that is
UT (d1; : : : ; dm) =
0BBBB@
Md1(F ) B12 : : : B1m
0 Md2(F ) : : : B2m
...
...
...
0 0 : : : Mdm(F )
1CCCCA
where all the Bij 's are rectangular matrices over F of corresponding size.
Then UT (d1; : : : ; dm) = Md1(F )  : : : Mdm(F ) + J where
L
i;j Bij
= J
is the Jacobson radical. In order to compute the exponent we may assume
that F is algebraically closed. Then, since in this case,
Md1(F )B12Md2(F )B23   Bm 1;mMdm(F ) 6= 0;
we obtain that
exp(UT (d1; : : : ; dm)) = dimMd1(F ) + : : :+ dimMdm(F ) = d
2
1 + : : :+ d
2
m:
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Example 1.7.7 By Theorem 1.7.5 is clear that exp(Mk(F )) = k
2. Moreover,
exp(Mk(G)) = 2k
2, where G is the Grassmann algebra.
It is clear that the denition and the properties of the PI-exponent can
be translated in the case of a G-graded algebra, in a naturally way.
1.8 The Specht Problem
One of the most important argument about polynomial identities, concerns
the investigation on the basis of varieties of algebras.
Denition 1.8.1 A variety of algebras V is called nitely based (or has
a nite basis of its polynomial identities) if V can be dened by a nite
system of polynomial identities. If V cannot be dened by a nite system
of identities, it is called innite based. If all subvarieties of V, including V
itself, are nite based, then V satises the Specht property.
This is known as the Specht Problem: is every variety of associative, Lie
or Jordan algebras nitely based?
In 1987 Kemer gave a solution of the Specht Problem for associative algebras
over a eld of characteristic 0:
Theorem 1.8.2 (Kemer) Every variety of associative algebras over a eld
of characteristic 0 has a nite basis for its polynomial identities.
We have two main directions in order to analyze the Specht Problem:
(i) To show that some varieties satisfy the Specht Problem;
(ii) To construct counterexamples to the Specht problem, i.e. examples of
varieties which have nite basis for their identities.
1.9 Proper Polynomial Identities
Now we introduce a special kind of polynomial identities that will help us
in order to solve many problems concerning the computation of the basis of
some T -ideals.
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Denition 1.9.1 A polynomial f 2 F hXi is called proper polynomial (or
commutator polynomial), if it is a linear combination of products of com-
mutators
f(x1; : : : ; xn) =
X
i;:::;j [xi1 ; : : : ; xip ]    [xj1 ; : : : ; xjq ]
where i;:::;j 2 F .
Here, with [x1; : : : ; xn] we mean the Lie commutator with left normalized
brackets, so:
[x1; : : : ; xn] = [: : : [[[x1; x2]; x3]; : : : ; ]; xn]:
We denote by B the set of all proper polynomials in F hXi and similarly
Bm = B \ F hx1; : : : ; xmi; m = 1; 2; : : : and  n = B \ Pn; n = 0; 1; 2; : : :
respectively the set of the proper polynomials in m variables and the set of
all proper multilinear polynomials of degree n.
Similarly to the case of ordinary and graded identities, we can dene the
proper codimension sequence as follows.
Denition 1.9.2 Let A be a unitary PI-algebra over a eld of characteristic
0. We introduce the vector subspace of proper polynomial identities for A
 n(A) =
 n
 n \ Id(A) ;
and the proper codimension sequence
n(A) = dim n(A); n = 0; 1; 2; : : :
The special role that proper polynomials play in PI-theory, is underlined
by the theorems that follow.
Proposition 1.9.3 If A is a unitary PI-algebra over an innite eld F ,
then all polynomial identities of A follow from the proper ones. Moreover, if
charF = 0 then the polynomial identities follow from the proper multilinear
identities.
Proof. Let f(x1; : : : ; xm)  0 be a polynomial identity for A. We may
assume that f is homogeneous in each of its variable. We write f in the
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form
f =
X
ax
a1
1 : : : x
am
m wa(x1; : : : ; xm); a 2 F;
where wa(x1; : : : ; xm) is a linear combination of
[xi1 ; xi2 ]
b    [xl1 ; : : : ; xlp ]c:
Clearly, if we replace by 1 a variable in a commutator [xi1 ; : : : ; xip ], the
commutator vanishes. Since f(1 + x1; x2; : : : ; xm)  0 is also a polynomial
identity for A, we get that
f(1+x1; x2; : : : ; xm) =
X
a
a1X
i=0

a1
i

xi1x
a2
2   xamm wa(x1; : : : ; xm) 2 Id(A):
The homogeneous component of minimal degree with respect to x1 is ob-
tained from the summands with a1 maximal among those with a 6= 0. Since
the T -ideal Id(A) is homogeneous, we obtain thatX
a1max
ax
a2
2   xamm wa(x1; : : : ; xm) 2 Id(A);
that is wa(x1; : : : ; xm) 2 Id(A) and this completes the proof. The multi-
linear part of the statement is also trivial. Starting with any multilinear
polynomial identity for A, and doing exactly the same procedure as above,
we obtain that the identity follows from some proper identities which are
also multilinear. 2
Lemma 1.9.4 Let f(x1; : : : ; xn) 2 F hXi be a multihomogeneous polyno-
mial. Then f 2 B if and only if @f=@xi = 0 for all i = 1, . . . , n.
Proof. Observe that @f=@x1 can be viewed as the multihomogeneous com-
ponent of f(x1 + y; x2; : : : ; xn) of degree 1 in y where we substitute y = 1.
Denote by L(X) the free Lie algebra freely generated by the set X. Then
L(X) is isomorphic to the Lie subalgebra (under the usual commutator op-
eration) of F hXi generated by X. Take an ordered basis of L(X) con-
sisting of multihomogeneous elements and such that the elements of X
precede all of the remaining basic elements, thus the basis will look like
x1 < x2 <    < u1 < u2 <    where the ui are multihomogeneous and
of degree  2. But F hXi is the universal enveloping algebra of L(X). Ac-
cording to the Poincare{Birkho{Witt theorem (see [6], theorem 1.3.2) one
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forms a basis of F hXi consisting of 1 and all elements xi1   xikuj1   ujm
where i1      ik and j1      jm. Writing f as a linear combination
of these basis elements it is clear that f 2 B if and only if f is a linear
combination of the uj1   ujm . But this happens if and only if @f=@xi = 0
since substituting 1 in a commutator vanishes the commutator. 2
In order to prove the next theorem, that is the main result of this section,
we need to specify the notation as follows. If A is an algebra, for any S
subset of F hXi, we denote with S(A) the image of S under the canonical
homomorphisms
F hXi ! F (A) = var(A) = F hXi
Id(A)
Theorem 1.9.5 Let A be a unitary PI-algebra over an innite eld F .
(i) Let
fwj(x1; : : : ; xm) j j = 1; 2; : : :g
be a basis of the vector space Bm(A) of the proper polynomials in the
relatively free algebra Fm(A) of rank m, i.e.
Bm(A) =
F hx1; : : : ; xmi \B
Id(A) \ F hx1; : : : ; xmi \B :
Then Fm(A) has a basis
fxa11   xamm wj(x1; : : : ; xm) j ai  0; j = 0; 1; : : :g:
(ii) If
fujk(x1; : : : ; xk) j j = 1; 2; : : : ; k(A)g
is a basis of the vector space  k(A) of the proper multilinear polyno-
mials of degree k in F (A), then Pn(A) has a basis consisting of all
multilinear polynomials of the form
xp1   xpn kujk(xq1 ; : : : ; xqk); j = 1; : : : ; k(A); k = 0; 1; 2; : : : ; n;
such that p1 < : : : < pn k and q1 < : : : < qk.
Proof. (i) Let w0j(x1; : : : ; xm) 2 Bm be homogeneous preimages of the
element wj(x1; : : : ; xm) 2 Bm(A), j = 1; 2; : : : We choose an arbitrary ho-
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mogeneous basis fvk j k = 1; 2; : : :g of Bm \ Id(A). Then
fw0j(x1; : : : ; xm); vk j j = 1; 2; : : : ; k = 1; 2; : : :g
is a homogeneous basis of Bm. Applying Proposition 1.9.3, we see that
Fm(A) is spanned by
xa11   xamm wj(x1; : : : ; xm); ai  0; j = 1; 2; : : :
and these elements are linearly independent. The proof of (ii) is similar. 2
The previous theorem tells that in order to compute a basis for the T -
ideal of the polynomial identities for a unitary algebra, we need to study
only the proper identities that are, of course, easier to deal with. Moreover,
we get the following relationship among proper codimension and ordinary
codimension sequence:
Corollary 1.9.6 The codimension sequence cn(A) of an algebra A and the
corresponding proper codimension k(A) are related by the condition
cn(A) =
nX
k=0

n
k

k(A):
Proof. It is sucient to count the basis elements of Pn(A) given in the rst
part of Theorem 1.9.5. 2
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Chapter 2
Jordan Algebras
Jordan algebras arose from the search for an "exceptional" setting for quan-
tum mechanics. In the usual interpretation of quantum mechanics (the
so-called "Copenhagen model"), the physical observables are represented
by self-adjoint or hermitian matrices (or operators on Hilbert space). The
basic operations on matrices or operators are multiplication by a complex
scalar, addition, multiplication of matrices (composition of operators), and
forming the complex conjugate transpose matrix (adjoint operator). But
these underlying matrix operations are not "observable": the scalar mul-
tiple of hermitian matrix is not again hermitian unless the scalar is real,
the product is not hermitian unless the factor happen to commute, and the
adjoint is just the identity map on hermitian matrices.
In 1932 the physicist Pascual Jordan (Hannover, 18 October 1902 { Ham-
burg, 31 July 1980) proposed a program to discover a new algebraic setting
for quantum mechanics. He wished to study the intrinsic algebraic proper-
ties of hermitian matrices, to capture these properties in formal algebraic
properties, and then to see what other possible non-matrix system satised
these axioms.
So, Jordan algebras were created to illuminate a particular aspect of physics,
quantum-mechanical obsevables, but turned out to have illuminating con-
nections with many areas of mathematics. Jordan system arises natu-
rally as "coordinates" for Lie algebras having a grading into 3 parts. The
physical investigation turned up one unexpected system, an "exceptional"
27-dimensional simple Jordan algebra, and it was soon recognized that this
exceptional Jordan algebra could help us understand the ve exceptional
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Lie algebras.
Later came surprising applications to dierential geometry, rst to certain
symmetric spaces, the self-dual homogeneous cones in n-real space, and then
a deep connection with bounded symmetric domains in complex n-spaces.
In these cases the algebraic structure of Jordan algebra system encode the
basic geometric information for the associated space or domain. Once more
the exceptional geometric spaces turned out to be connected with excep-
tional Jordan algebras.
Another surprising application of exceptional Jordan algebra was to octo-
nion planes in projective geometry; once these planes were realized in terms
of exceptional Jordan algebra, it became possible to describe their automor-
phisms. For more information about the story and the several applications
of Jordan algebras in sciences, see for instance [27].
In this chapter, F will always denote a eld of characteristic dierent from
2.
2.1 Some denitions and examples
We start with the denition of an operator that we will use very frequently.
Denition 2.1.1 Let U be a non-associative algebra over a eld F . For all
a; b; c 2 U , we dene the associator among a; b and c as follows:
(a; b; c) = (ab)c  a(bc):
The associator measures how far three elements are from associating:
a; b; c associate if their associator is zero. In these terms an algebra is asso-
ciative if all its associators vanish (see Example 1.2.4).
Denition 2.1.2 An algebra J is called Jordan algebra if it satises the
identities
1. Commutative law: xy = yx;
2. Jordan identity: (x2; y; x) = 0.
As we saw, Jordan algebras are not associative, but they recover the
commutative property. It is also clear that the role that the associators
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play in Jordan algebras' theory is similar to the one of commutators in Lie
algebras' theory.
One can always obtain a Jordan algebra, starting with an associative
algebra. In fact, if A is any associative algebra over a eld F , charF 6= 2,
then let dene a new multiplication
a  b = 1
2
(ab+ ba):
After replacing the old multiplication with the new one, a new algebra is
obtained which is denoted by A(+). It is easy to verify that A(+) is Jordan.
If a Jordan algebra J is a submodule of the algebra A which is closed with
respect to the operation , the J together with this operation is a subalgebra
of A(+), and consequently a Jordan algebra. Such Jordan algebra is called
special. The subalgebra A0 of the algebra A generated by the set J is
called the associative enveloping algebra for J. There's exist also some Jordan
algebras that are nonspecial: we call them exceptional. We note that the
algebra A(+) can also be dened for a non-associative algebra A, but in this
case it is not a Jordan algebra.
There exists a result due to Shirshov that gives a criterion on special
Jordan algebras.
Theorem 2.1.3 (Shirshov) Every Jordan algebra from two generators is
special.
We remand to [31] in order to nd the proof of Shirshov's theorem.
Here, there are two main examples of special Jordan algebras. Let V
a vector space over a eld F with a symmetric bilinear form f = f(x; y)
dened on V . We consider the direct sum B = F  1V of the vector space
V and the one-dimensional vector space F  1 with basis 1, and we dene a
multiplication on B by the rule:
(  1 + x)  (  1 + y) = ( + f(x; y))  1 + (x+ y);
where ;  2 F and x; y 2 V . We note at once that the element 1 is an
identity element for the algebra B, and that in view of symmetry of the form
f the multiplication on the algebra B is commutative. An easy computation
shows that actually B satises the Jordan identity, i.e. is a Jordan algebra.
It is called the Jordan algebra of the symmetric bilinear form f. Remember
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that if dimF V = n < 1, then we denote this algebra with Bn. We'll give
more details about B in the next sections.
Now let U be some algebra with an involution . The set H(U; ) =
fa 2 U j u = ug of symmetric elements, with respect to , is closed under
the operation , and is a subalgebra of U (+). If U is associative, then U (+)
is a Jordan algebra and H(U; ) is a special Jordan algebra. We call such an
algebra Hermitian Jordan algebra. An important special case of Hermitian
Jordan algebra is when U is the algebra Mn(F ) of n n matrices over the
eld F . In fact, we can dene two dierent involutions:
{ the transpose involution t: if A 2Mn(F ) then At is the usual transpose
matrix of A.
{ the symplectic involution s: if A 2M2n(F ) then As is induced by the
matrix
 
0 In
 In 0
!
:
In this way, we get two new special Jordan algebras, i.e. H(Mn(F ); t) and
H(Mn(F ); s), respectively the symmetric matrices under transpose involu-
tion and the symmetric matrices under symplectic involution. It is clear
that
H(Mn(F ); t) = fA = (aij)i;j 2Mn(F ) j aij = aji for all i; j = 1; : : : ; ng:
Moreover,remark that a matrix
 
A B
C D
!
2 M2n(F ), where A;B;C;D 2
Mn(F ), is symplectic if it satises 
A B
C D
!t

 
0 In
 In 0
!
=
 
0 In
 In 0
!

 
A B
C D
!
By an easy computation, it turns out that
H(M2n(F ); s) =
( 
A B
C At
!
j A;B;C 2Mn(F ); B =  Bt; C =  Ct
)
:
The following theorem classies the class of simple Jordan algebras:
Theorem 2.1.4 Let F be a eld algebraically closed and let J be nite
dimensional simple Jordan algebra. Then J is isomorphic to one of the
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followings:
1. Mn(F )
(+);
2. (Mn(F ); t);
3. (M2n(F ); s);
4. Bn, with n  2 and f non-degenerate.
We refer the reader to [15] for more details about simple Jordan algebras
and their classication. Furthermore, in [11] and in [13] some properties
about codimension growth of a special Jordan algebra, are given:
Theorem 2.1.5 Let J be a nite dimensional simple Jordan algebra over
a eld of characteristic zero. Then exp(J) exists and equals the dimension
of J over its center.
The following result generalizes the previous theorem:
Theorem 2.1.6 Let J be a nite dimensional Jordan algebra over a eld
of characteristic zero. Then exp(J) exists and is a non-negative integer.
Moreover if J is nilpotent, then exp(J) = 0. If J is not nilpotent, then
either exp(J)  2 or exp(J) = 1, and cn(J) is polynomially bounded.
Moreover, in [12] Giambruno and Zaicev compared the exponent of a
special Jordan algebra with one of its associative enveloping.
Theorem 2.1.7 If A is a nitely generated PI-algebra, then exp(A(+)) =
exp(A).
2.2 Free Special Jordan Algebra
In this section we introduce the analogue of F hXi for non associative varia-
bles and we give a relationship among polynomials, written using the ordi-
nary associative multiplication, and the so-called Jordan polynomials, i.e.
polynomials in which the multiplication is the Jordan multiplication.
Consider the free associative algebra F hXi from the set of free generators
fx1; x2; : : :g. We shall call the subalgebra generated by the set X in the al-
gebra F hXi(+) the free special Jordan algebra from the set of free generators
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X, and we shall denote it by SJ(X). As we shall see at the end of the section,
special Jordan algebras do not form a variety since for jXj  3 there exist
homomorphic images of the algebra SJ(X) which are exceptional algebras.
However, all special Jordan algebras from a set of generators with cardinali-
ty n are homomorphic images of the algebra SJ(X) where jXj = n. It is
also in this sense that we speak about the freedom of the algebras SJ(X).
Proposition 2.2.1 Let J be a special Jordan algebra. Then every mapping
of X into J can be uniquely extended to a homomorphism of SJ(X) into J .
Proof. Let  : X ! J be some mapping and A be an associative enveloping
algebra for J . Then the mapping  can be extended to an homomorphism
 : F hXi ! A. It is now clear that the restriction of  to SJ(X) is a homo-
morphism of SJ(X) into J which extends . This proves the proposition.
2
Denition 2.2.2 An element of the free associative algebra F hXi is called
Jordan polynomial (or j-polynomial) if it belongs to SJ(X), that is, can be
expressed from the elements of the set X by means of the operations + and
.
There is still not a single appropriate criterion known that enables one
to recognize from the expression of a polynomial in F hXi whether or not
it is a j-polynomial. Cohn's theorem, which will be formulated later, gives
such a criterion for jXj = 3.
There is yet one more Jordan algebra connected with the free associative
algebra F hXi. For this we dene an involution  on F hXi, which is dened
on monomials by the rule:
(xi1xi2   xik) = xik   xi2xi1 ;
and which is extended to polynomials by linearity: if f =
P
sus where
s 2 F and us are monomials, then f =
P
su

s. We denote by H(X) the
Jordan algebra H(F hXi; ) of symmetric elements with respect to  of the
algebra F hXi.
First we give this technical result:
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Lemma 2.2.3 Let A an associative algebra, then the following equation
holds:
1
2
(abc+ cba) = (a  b)  c+ (b  c)  a  (c  a)  b:
Proof. The proof consists of a straightforward and easy computation and
we omit it. 2
Theorem 2.2.4 (Cohn) The containment H(X)  SJ(X) is valid for any
set X. Moreover, the equality holds for jXj = 3, but this is a strict contain-
ment for jXj > 3.
Proof. The generators x 2 X are symmetric with respect to  and are in
H(X). In addiction, if a; b 2 H(X), then also a  b 2 H(X) since
(a  b) = 1
2
[(ab) + (ba)] =
1
2
(ba + ab) =
1
2
(ab+ ba) = a  b:
Therefore H(X)  SJ(X).
Let jXj = 3, that is X = fx1; x2; x3g. For the proof of the fact that H(X) =
SJ(X), it suces to show that elements fromH(X) of the form u+u, where
u is a monomial, are j-polynomials. In fact, if f =
P
ui is symmetric with
respect to , then f = 12(f + f) = 12
P
(ui + u

i ):
Let u = xl1i1x
l2
i2
  xlhih , where ir 6= ir+1 for r = 1; : : : ; h   1. We call the
number h the height of the monomial u.
To prove that u + u 2 SJ(X), we carry out a double induction. The
rst induction is on the length of the monomial u, with the initial case
being obvious. Assume the insertion has been proved for monomials of
length < k. We consider the set of monomials of height 1. These are xk1,
xk2 and x
k
3. For them our assertion is obvious, and so we have a basis for
a second induction. Assume that the assertion is valid for all monomials of
length k and height < h. We rst consider the case when a monomial u
begins and ends with the same generating element, namely u = apvaq where
a 2 fx1; x2; x3g and v is a monomial. In this case
u+ u = apvaq + aqvap
= ap(vaq + aqv) + (aqv + vaq)ap   (ap+qv   vap+q):
We observe that the sum of the rst two summands is a j-polynomial by our
rst induction assumption, and since the monomial ap+qv has height h 1,
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the last summand is a j-polynomial by our second assumption.
A second case which it is necessary to consider is the following: u = apbraqv
where a; b 2 fx1; x2; x3g, a 6= b and v is a monomial. We have
u+ u = apbraqv + vaqbrap
= apbr(aqv + vaq) + (vaq + aqv)brap   (apbrvaq + aqvbrap);
where in the view of Lemma 2.2.3 the sum of the rst two summands is a
Jordan polynomial, and in the last parentheses we have our rst case.
A third case is u = apvaqbr, where a; b 2 fx1; x2; x3g, a 6= b, and v is a
monomial. In this case
u+ u = apvaqbr + braqvap
= ap(vaq + aqv)br + br(aqv + vaq)ap   (ap+qvbr + brvap+q):
In view of Lemma 2.2.3 and our rst induction assumption, the sum of the
rst two terms is a j-polynomial, while the subtracted term satises the
condition of our second induction assumption.
It only remains to consider as a fourth case two possibilities for the monomial
u: u = apbrcs and u = apcqbtvalcrbs, where v is a monomial which is possibly
missing, and a; b; c 2 fx1; x2; x3g are pairwise distinct. If u = apbrcs, then by
Lemma 2.2.3 u+ u = apbrcs + csbrap 2 SJ(X). Now let u = apcqbtvalcrbs.
Then
u+ u = apcqbtvalcrbs + bscralvbtcqap
= ap(cqbtvalcr + cralvbtcq)bs + bs(cralvbtcq + cqbtvalcr)ap
  (apcralvbtcqbs + bscqbtvalcrap):
Because of Lemma 2.2.3 and the rst induction assumption, the sum of the
rst two terms is a j-polynomial, and by already considered second case, the
third is likewise a j-polynomial.
Thus the equality H(X) = SJ(X) is proved in the case when jXj = 3.
Of course from this follows the validity of the equality H(X) = SJ(X) for
jXj = 2.
We shall now prove that H(X) 6= SJ(X) for jXj > 3. For this it suces
to show that the element f(x1; x2; x3; x4) = x1x2x3x4 + x4x3x2x1 is not a
Jordan polynomial.
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We consider the free F -module E from generators e1; e2; e3; e4 and the exte-
rior algebra
V
(E) of this module (for its denition and properties see [23]).
The F -module of the algebra
V
(E) is also free with basis f1; ei1 ^ : : : ^
eis j i1 < : : : < is; s = 1; 2; 3; 4g and in addition ei ^ ej = 0 in
V
(E).
Let  : F hXi ! V(E) be the homomorphism such that (xi) = ei for
i = 1; 2; 3; 4, and (xi) = 0 for all i > 4. All Jordan polynomials are
mapped to zero under this homomorphism. However, [f(x1; x2; x3; x4)] =
2e1 ^ e2 ^ e3 ^ e4 6= 0. This means that f(x1; x2; x3; x4) is not a Jordan
polynomial, and therefore the theorem is completely proved. 2
Theorem 2.2.5 If jXj > 1, then the free Jordan algebra SJ(X) is not
isomorphic to an algebra A(+) for any associative algebra A.
Proof. Let us assume that SJ(X) is isomorphic to an algebra A(+), where A
is an associative algebra. We can then assume that an associative operation
(denoted by a dot) which distributes with addition is dened on the set
SJ(X), such that for any a; b 2 SJ(X)
a  b = 1
2
(a  b+ b  a); (2.1)
and that A = hSJ(X);+; i. By (2.1) the set X is also a set of generators
for A. Let  : F hXi ! A be the homomorphism such that (x) = x for
all x 2 X. We consider the kernel I of this homomorphism. By (2.1) the
restriction of  to SJ(X) is the identity mapping. Therefore
I \ SJ(X) = (0): (2.2)
In addition, for any f(x) 2 F hXi there can be found a j(x) 2 SJ(X)
such that f(x)   j(x) 2 I. In particular, this is true for the polynomial
f(x) = x1x2. But then by Lemma 2.2.3
[x1x2 j(x)][x2x1 j(x)] = x1x22x3 x1x2j(x) j(x)x2x1+j(x)2 2 I\SJ(X):
By (2.2) this means [x1x2j(x)][x2x1 j(x)] = 0, and so we obtain that either
j(x) = x1x2 or j(x) = x2x1. But neither one is possible, which proves the
theorem. 2
We turn now to the study of homomorphic images of free special Jordan
algebras.
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Lemma 2.2.6 Let I be an ideal of a special Jordan algebra J with associa-
tive enveloping algebra A, and let bI be the ideal of the algebra A generated
by the set I where bI \ J = I:
Then the quotient algebra J=I is special.
Proof. We rst note an obvious isomorphism: for any ideal B of the algebra
A 
A
B
+
= A
(+)
B(+)
:
Then by the second homomorphism theorem
J
I
=
J
J \ bI(+) = J + bI
(+)bI(+)  A
(+)bI(+) ;
which by our previous remark gives us that the algebra JI is special. 2
Lemma 2.2.7 (Cohn) Let I be an ideal of the free special Jordan algebra
SJ(X) and bI be the ideal generated by the set I in F hXi. The quotient
algebra SJ(X)=I is special if and only if bI \ SJ(X) = I.
Proof. If the condition bI \ SJ(X) = I is satised, then the quotient alge-
bra SJ(X)=I is special by Lemma 2.2.6. Now let assume that the quotient
algebra SJ(X)=I is special and that A is an associative enveloping algebra
for it. We denote by  the canonical homomorphism of the algebra SJ(X)
onto SJ(X)=I. The algebra A is generated by the elements a = (x),
where x 2 X. Let  the homomorphism of the algebra F hXi onto A such
that (x) = a. Then the restriction of  to SJ(X) is a homomorphism
of SJ(X) to SJ(X)=I which coincides with  on the generators, and con-
sequently equals  . But then ker \ SJ(X) = ker  . We now note thatbI  ker and ker  = I. Consequently bI \ SJ(X)  I, and since the re-
verse containment is obvious, we have that bI \ SJ(X) = I. This proves the
lemma. 2
The following theorem gives an example of exceptional Jordan algebra.
Theorem 2.2.8 (Cohn) Let SJ(x; y; z) be the free special Jordan algebra
from generators x; y and z, and let I be the ideal in SJ(x; y; z) generated
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by the element k = x2   y2. Then the quotient algebra SJ(x; y; z)=I is
exceptional.
Proof. The element v = kxyz + zyxk is in bI \ SJ(x; y; z), where bI is
the ideal of the algebra F hXi generated by the set I. We shall prove that
v =2 I, and then by Lemma 2.2.7 everything will be proved. Assume that
v 2 I. Then there exists a Jordan polynomial j(x; y; z; t), each monomial
of which contains t, such that v = (x; y; z; k). It is clear we can consider
that all of the monomials in j(x; y; z; t) have degree 4 and are linear in z.
Comparing the degrees of the element v and j(x; y; z; x2 y2) in the separate
variables, we conclude that j(x; y; z; t) is linear in t, and consequently in the
other variables as well. The polynomial j(x; y; z; t) is symmetric and is in
H(x; y; z; t). Therefore it is a linear combination of the 24 quadruples of the
form fxyztg := xyzt + tzyx with all permutation of the elements x; y; z; t.
However, the form of the element v indicates that in this linear combination
there are non-zero coecients only for those quadruples which end (or begin)
with a z:
j(x; y; z; t) = 1ftxyzg+ 2fxtyzg+ 3ftyxzg
+ 4fytxzg+ 5fxytzg+ 6fyxtzg:
Substituting x2   y2 for t in this equality, we obtain the relation
fx3yzg   fy2xyzg = 1fx3yzg   1fy2xyzg+ 2fx2yzg
  2fxy3zg+ 3fx2yxzg   3fy3xzg
+ 4fyx3zg   4fy3xzg+ 5fxy3zg
  5fyx3zg+ 6fyx3zg   6fyxy2zg:
Comparing the coecients for fy2xyzg, we conclude that 1 = 1. We next
compare the coecients for fx3yzg and obtain 2 = 0. Comparison of
the coecients for fx2yxzg gives us 3 = 0. Hence, it follows that as the
coecient for fy3xzg, 4 = 0. Furthermore, comparing the coecients for
fxyx2zg and for fyxy2zg, we obtain that 5 = 6 = 0. But this means that
j(x; y; z; t) = fxyztg:
This is a contradiction because, as we saw in the proof of Theorem 2.2.4,
36
fxyztg is not a Jordan polynomial. This proves the theorem. 2
Theorem 2.2.9 All homomorphic images of the free special Jordan algebra
SJ(x; y) from two generators are special.
Proof. Let I be an arbitrary ideal of the algebra SJ(x; y) and bI be the
ideal generated by the set I in F hXi. By Lemma 2.2.7 it suces to show
that bI \ SJ(x; y) = I. Let u 2 bI. Then u = P vikiwi, where ki 2 I and
vi; wi are monomials. Let us assume that u 2 SJ(x; y). For the proof that
u 2 I, it suces to show the inclusion vkw+wkv 2 I is valid for all k 2 I
and any monomials v and w. But this inclusion, in fact, holds, since by
Theorem 2.2.4 vzw+wzv is a Jordan polynomial from x; y; z. This proves
the theorem. 2
In order to prove the last property of free special Jordan algebras, we
need rst to prove two technical results.
Lemma 2.2.10 In the free associative algebra F hx; yi, an elements belongs
to the subalgebra hZi generated by the set Z = fzi = xyix j i  1g if and
only if it is a linear combination of monomials of the form
xyj1x2yj2x2   x2yjnx; jk  1: (2.3)
This subalgebra is a free associative algebra with set of free generators Z.
Proof. The proof of the rst assertion of the lemma is obvious. For the
second assertion we consider the homomorphism
' : F hx1; : : : ; xn; : : :i ! hZi
sending xi to zi. It is easy to see that ' is an isomorphism, since
f(z1; : : : ; zn) = 0
implies f = 0. We shall now denote the algebra hZi by F (Z). 2
Lemma 2.2.11 Let I be an ideal of the algebra F (Z) and bI be the ideal
generated by the set I in F hx; yi. Then
bI \ F (Z) = I:
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Proof. Every element u from bI is representable in the form
u =
X
i
vikiwi; (2.4)
where ki 2 I and vi; wi are monomials. If u 2 F (Z), then u is linear combina-
tion of monomials of the form (2.3). The elements ki can also be represented
analogously. We note that if k and vkw are monomials of the indicated
form, then the monomials v; w likewise have this same form. Therefore, if
u 2 F (Z), then all the terms vikiwi on the right side of equality (2.4) for
which either vi or wi does not belong to F (Z) must cancel. But in this case
u 2 I. This proves the lemma. 2
Finally we give the following
Theorem 2.2.12 (Shirshov) Every special Jordan algebra with not more
than a countable number of generators is imbeddable in a special Jordan
algebra with two generators.
Proof. Let J be a special Jordan algebra as in the hypothesis of the theo-
rem. Then J is isomorphic to some quotient algebra SJ(Z)=I of the algebra
SJ(Z). We note that by Lemma 2.2.7 the relation
bI \ SJ(Z) = I
holds for the ideal bI of the algebra F (Z) generated by the set I. We now
consider the ideal
ebI of the algebra F hx; yi generated by the set bI. In view
of the Lemma 2.2.11 ebI \ F (Z) = bI;
whence SJ(Z) \ ebI = SJ(Z) \ (F (Z) \ ebI) = SJ(Z) \ ebI = I. The image of
the algebra SJ(Z) in the quotient algebra A = F hx; yi=ebI is the subalgebra
SJ(Z)=(SJ(Z)\ebI) = SJ(Z)=I isomorphic to J . Since xyix = 2(yi x)x 
yi  x2, this subalgebra is in the subalgebra of the algebra A(+) generated
by the elements x = x+
ebI and y = y + ebI.
This proves the theorem. 2
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2.3 The Jordan algebra of a symmetric bilinear
form
In this section we make a quick description of the Jordan algebra B that we
dened in Section 2.1. Recall the denition: let V be a vector space, over a
eld F , equipped with a symmetric bilinear form f(x; y), and let B = FV .
Dene a multiplication on B by
(  1 + x)  (  1 + y) = ( + f(x; y))  1 + (x+ y);
where ;  2 F and x; y 2 V . Then B is a Jordan algebra. Moreover, if
dimF V = n <1, we shall denote it by Bn.
Denition 2.3.1 Let V be a vector space over a eld F. For any non-
negative integer k, we dene the kth tensor power of V to be the tensor
product of V with itself k times:
T kV = V 
k = V 
 : : :
 V:
Moreover, the tensor algebra T (V ) is dened as the direct sum of T kV for
k = 0; 1; 2; : : :
T (V ) =
1M
k=0
T kV:
Denition 2.3.2 Let V a vector space over a eld F and let q a quadratic
form dened over V . The Cliord algebra C(V; q) is dened as the quotient
of the tensor algebra T (V ) modulo the two-sided ideal I generated by the
elements of the form
v 
 v   q(v)  1; for all v 2 V:
If the dimension of V is n and fe1; : : : ; eng is a basis of V over F , then
the set
fei1ei2    eik j 1  i1 < i2 < : : : < ik  n and k = 0; : : : ; ng
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is a basis for the Cliord algebra C(V; q). As a consequence, we get that
dimF C(V; q) =
nX
k=0

n
k

= 2n:
The relevance of Cliord algebras is justied by the following theorem, a
proof of which is given for instance in [23].
Theorem 2.3.3 The Jordan algebra B = F V of symmetric bilinear form
f is special. In particular its associative enveloping is the Cliord algebra
C(V; q), where q is the quadratic form induced by f .
What about polynomial identities? In a paper due to Vasilovsky (see
[37]), a basis for the T -ideal of the polynomial identities for var(B) is com-
puted. The following theorems hold:
Theorem 2.3.4 Let B = F  V , with dimFV =1, be the Jordan algebra
of the symmetric bilinear form f . The identities
([x; y]2; z; t)  0; (2.5)X
2S3
sgn(x(1); (x(2); x; x(3)); x)  0 (2.6)
form a basis for polynomial identities of the variety var(B) of Jordan alge-
bras over an innite eld of characteristic dierent from 2,3,5 and 7.
Theorem 2.3.5 Let Bn = F  V with dimFV = n < 1 be the Jordan
algebra of the symmetric bilinear form f . The identities (2.5), (2.6),X
2Sn+1
sgn(x(1); y1; x(2); : : : ; yn; x(n+1))  0; (2.7)
X
2Sn+1
sgn(x(1); y1; x(2); : : : ; yn 1; x(n))(yn; x(n+1); yn+1)  0 (2.8)
form a basis for polynomial identities of the variety var(Bn) of Jordan al-
gebras over an innite eld of characteristic dierent from 2,3,5 and 7.
Remark that in the previous theorem, we denote with (x1; x2; : : : ; xn) the
so-called long associators, where the brackets are left-normalized. Moreover,
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if the ground eld has characteristic zero, then (2.8) follows from (2.5){
(2.7); that is, (2.5){(2.7) is a minimal basis for identities of Jordan algebra
Bn where 3  n <1.
By Theorem 2.3.4 follow two important corollaries.
Corollary 2.3.6 If the characteristic of the ground eld is zero, then the
variety var(B) of unitary algebras possesses the Specht property.
Corollary 2.3.7 Every Jordan algebra over a eld of characteristic zero
which satises the identities (2.5) and (2.7) is a special one.
In [5] Drensky gave a complete description of the codimension growth
of the varieties generated by B and Bn when the bilinear form is non-
degenerate. In particular, he proved a formula for an asymptotical esti-
mation of the codimensions.
Theorem 2.3.8 cn(var(B)) = O((cn)n2 ), where c = exp(   1).
He also proved that if n > 1, i.e Bn is simple, then exp(varBn) = n+1.
As last result of this section, we classify all possible G-grading on Bn.
Theorem 2.3.9 (Bahturin, Shestakov) Any grading J =
L
g2G Jg of
J = Bn = F  V by a group G over a eld F of characteristic dierent
from 2 can be described as follows. There exists a graded basis B of V ,
which is disjoint union B = E [ E 0 [ F , and a bijection E 3 e $ e0 2 E 0
such that deg e = (deg e0) 1 6= 1G for any e 2 E and (deg f)2 = 1G for any
f 2 F . The sets E and E 0 are dual each other, the duality established by
the same mapping e $ e0, F is orthonormal and orthogonal to both E and
E 0. Conversely, any choice of a basis as just described and any collection of
elements
fge; hf j e 2 E ; f 2 Fg  G
such that (ge)
2 6= 1G and (hf )2 = 1G denes a grading on J if one sets
deg e = ge, deg e
0 = (ge) 1 and deg f = hf , for all respective e 2 E and
f 2 F .
Proof. If we start with the choice of the canonical basis and the group
elements as above then the verication of all conditions to be satised is
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easy because we have
e1e2 = (e1)
0(e2)0 = ef = e0f = 0;
e1(e2)
0 =
8<:0 if e1 6= e21 otherwise ; f1f2 =
8<:0 if f1 6= f21 otherwise ;
for e; e1; e2 2 E and f; f1; f2 2 F .
Conversely, let us assume that we are given a G-grading on J . Obviously,
1 2 J1G . We rst have to show that for any g 6= 1G we have Jg  V . Let
us assume the contrary, that is x =  + u 2 Jg, u 2 V and g 6= 1G. Then
u 6= 0 and
(+ u)2 2 Jg2 ; or 2  1 + f(u; u)  1 + 2u 2 Jg2 : (2.9)
Here (2 + f(u; u))  1 2 J1G and 2u 2 Jg. Then it follows from (2.9) that
2u 2 Jg \ Jg2 = f0g. Hence  = 0, a contradiction.
Now let us look at J1G . Suppose + u 2 J1G . Then also u 2 J1G . Pick any
g 6= 1G and suppose v 2 Jg, v 6= 0. Then uv 2 Jg, but also uv = f(u; v) 1 2
J1G . It follows that f(u; v) = 0 for all v 2 Jg with g 6= 1G. Hence we have
the following: J1G = F gJ1G where gJ1G  V , and also gJ1G is orthogonal to
every Jg, with g 6= 1G. Thus we have an orthogonal decomposition
V =gJ1G  X
g 6=1G
Jg:
One more observation is as follows. If g; h 2 G   f1Gg, gh 6= 1G then
f(Jg; Jh) = 0. Since, if u 2 Jg and v 2 Jh then uv 2 Jgh and also uv =
f(u; v)  1 2 J1G . Hence f(u; v) = 0. Now let us look at the support  of J .
We have that  =  [ f1Gg [ 	 where the elements of  are not elements
of order 2, while the elements of 	 are all of order 2. We split arbitrarily
 into disjoint union  =  [ 0 where the elements of 0 are the inverses
of those in . Then if we pick, say,  2  we have that J is orthogonal togJ1G and Jg where g is dierent from  1. Because f is non-degenerate we
must have J 1 6= f0g and, moreover, one can choose a basis E in J and
E 0 of J 1 in bijective correspondence given by E 3 e $ e0 2 E 0 such that
f(e1; (e2)
0) = 0 unless e1 = e2, in which case the value of the form is 1. Now
let us set E = S2 E and E 0 = S2 E 0. Thus we have constructed the
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rst two portions of the required basis B = E [ E 0 [ F .
To construct F let us pick  = 1G or  2 	. That is, with  2 6= 1G.
Then the restriction of f to gJ1G or to J must be non-degenerate. Choose
an orthonormal basis inside each J or gJ1G , and their union F will be the
remaining portion of the desired basis for J . The proof is now complete. 2
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Chapter 3
The Associative Upper
Triangular Matrices UT2(F )
The role of UT2(F ) in PI-theory is highlighted in the study of the codimen-
sion growth of a PI-algebra. In fact, given an algebra A, by Theorem 1.7.4,
it follows that cn(A) is polynomially bounded if and only if exp(A)  1: in
this case, we say that A has polynomial growth, otherwise A has exponen-
tial growth. Moreover, a variety V has almost polynomial growth if it has
exponential growth but any proper subvariety of V has polynomial growth.
A study made in [16], states that in the associative case, a variety V has
polynomial growth if and only if the Grassmann algebra and UT2(F ) do not
lie in V. Furthermore in [9] a classication of varieties of almost polynomial
growth is given, in fact it holds the theorem that claims that var(G) and
var(UT2(F )) are the only varieties of almost polynomial growth.
In order to give a complete description of UT2(F ), we shall talk about
the properties and the polynomial identities in the associative case, while in
the next chapter we will talk about the analogous stus in the Jordan case.
Moreover, to simplify the notation, throughout this chapter we assume that
UT2(F ) is the associative algebra of 2 2 upper triangular matrices over F ,
while UJ2(F ) is the corresponding special Jordan algebra.
44
3.1 The ordinary identities of UT2(F )
First of all, let compute a basis for the T -ideal of ordinary polynomial iden-
tities of UT2(F ). The following theorem gives a basis for the general case of
UTn(F ).
Theorem 3.1.1 Let F be any innite eld and UTn(F ) the associative al-
gebra of n n upper triangular matrices.
(i) The polynomial identity
[x1; x2]    [x2n 1; x2n]  0
forms a basis of the polynomial identities of UTn(F ).
(ii) The relatively free algebra F hXi=Id(UTn(F )) has a basis consisting of
all products
xa11   xamm [xi11 ; xi22 ; : : : ; xip11 ]    [xi1r ; xi2r ; : : : ; xiprr ];
where the number r of participating commutators is  n   1 and the
indices in each commutator [xi1s ; xi2s ; : : : ; xipss ] satisfy the relation
i1s > i2s  : : :  ipss.
Proof. We have seen in Example 1.1.6 that UTn(F ) satises the polynomial
identity
[x1; x2]    [x2n 1; x2n]  0 (3.1)
and we shall show that all other polynomial identities for UTn(F ) follow from
this identity. We shall se that modulo this identity every element of F hXi
is a linear combination of the elements from part (ii) of the theorem and
that any nontrivial linear combination of these elements does not vanish on
the algebra UTn(F ). According to Theorem 1.9.5, we shall consider proper
polynomial identities only. It is also convenient to work in the relatively free
algebra
F (Tn) = F hXi=I
where I = h[x1; x2]    [x2n 1; x2n]iT is the T -ideal generated by the iden-
tity (3.1). For simplicity of the exposition we give the proof for the cases
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n = 2 and n = 3 only. The general case is similar.
Let n = 2. Then in F (T2)
[x1; x2][x3; x4]  0
and B(T2) is spanned by 1 and by all commutators
[xi1 ; xi2 ; : : : ; xik ]; k  2:
Using the identity
0  [x1; x2][x3; x4]  [x3; x4][x1; x2] = [[x1; x2]; [x3; x3]]
= [x1; x2; x3; x4]  [x1; x2; x4; x3];
we see that in F (Tn)
[y1; y2; x(1); : : : ; x(p)] = [y1; y2; x1; : : : ; xp];  2 Sp:
Additionally, the Jacobi identity and the anticommutativity regarding Lie's
commutators, allow to change the places of the variables in the rst three
positions:
[x1; x2] =  [x1; x2];
[x3; x2; x1] = [x3; x1; x2]  [x2; x1; x3]:
In this way, we can assume that B(T2) is spanned by 1 and
[xi1 ; xi2 ; : : : ; xik ]; i1 > i2  : : :  ik:
We shall show that these elements are linearly independent modulo Id(UT2).
Let
f(x1; : : : ; xm) =
X
i
i[xi1 ; xi2 ; : : : ; xik ]  0; i1 > i2  : : :  ik; i 2 F;
46
be a nontrivial polynomial identity for UT2(F ). We x i1 maximal with the
property i 6= 0 and consider the elements
xi1 = e12 + i1e22;
xj = je22
where j 6= i1 and i1 ; j 2 F . Concrete calculations show that
f(x1; : : : ; xm) =
 X
i1 xed
ii2 : : : ik

 e12
which can be chosen dierent from 0 because the ground eld F is innite.
Hence all coecients i are equal to 0 and this complete the proof for n = 2.
Now let n = 3. Then in F (T3)
[x1; x2][x3; x4][x5; x6]  0
and B(T3) is spanned by 1 and by all commutators
[xi1 ; xi2 ; : : : ; xik ]; k  2
and all products of two commutators
[xi1 ; xi2 ; : : : ; xip ][xj1 ; xj2 ; : : : ; xiq ]:
Applying the identity
[[y1; y2]; [y3; y4]; y5] = [[y1; y2; y5]; [y3; y4]] + [[y1; y2]; [y3; y4; y5]];
we see that [[y1; : : : ; ya]; [z1; : : : ; zb]; t1; : : : ; tc] is a linear combination of prod-
ucts of two commutators. As in the case n = 2 we see that B(T3) is spanned
by 1,
[xi1 ; xi2 ; : : : ; xik ]; i1 > i2  : : :  ik;
[xi1 ; xi2 ; : : : ; xip ][xj1 ; xj2 ; : : : ; xiq ]; i1 > i2  : : :  ip; j1 > j2  : : :  jq;
and it is sucient to show that these elements are linearly independent.
Considering a linear combination and replacing x1; x2; : : : by 2  2 upper
triangular matrices (regarded as 3  3 upper triangular matrices with zero
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entries in the third row and in the third column) we may assume that
f(x1; : : : ; xm) =
X
ij [xi1 ; xi2 ; : : : ; xip ][xj1 ; xj2 ; : : : ; xiq ] = 0; ij 2 F:
Now we consider a maximal pair (i1; j1) with ij (rst maximal in i1 and
between all such pairs, maximal in j1). Let
xi1 = e12 + i1e22 + i1e33;
xj1 = e23 + j1e22 + j1e33;
xl = le22 + le33;
where l 6= i1; j1 and i1 ; j1 ; l; i1 ; j1 ; l 2 F . If i1 = j = 1, then we assume
that
xi1 = e12 + e23 + i1e22 + i1e33:
Again,
f(x1; : : : ; xm) =
X
iji2 : : : ip(j2   j2) : : : (jq   jq)

 e13
and this can be made dierent from 0. Therefore the above products of
commutators are linearly independent modulo the polynomial identities of
UT3(F ) and this complete the proof of the case n = 3. 2
Remark 3.1.2 Let A be a nite generated PI-algebra over an innite eld
F , satisfying a nonmatrix polynomial identity, i.e. an identity which does
not hold for 22 matrix algebra M2(F ). Then Latyshev in [24] proved that
A satises some polynomial identity of the form
[x1; x2]    [x2n 1; x2n]  0:
From this point of view the polynomial identities of the upper triangular
matrices serve as a measure how complicated are the polynomial identities
of A.
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3.2 Graded identities of UT2(F )
First, we shall next give a complete description of all gradings on UT2(F ).
Denition 3.2.1 LetG be an arbitrary group, we say that A = UT2(F ) has
the classical G-grading if there exists g 2 G, g 6= 1 such that A = A1  Ag,
where A1 = Fe11  Fe22 and Ag = Fe12.
We have the following:
Theorem 3.2.2 Any G-grading on UT2(F ) is, up to isomorphism, either
trivial or classical.
Proof. Write again A = UT2(F ) and let e 2 G the unit element of G. If
dimF Ae = 3 then A has the trivial grading and we are done. Hence we may
assume that dimF Ae  2.
Suppose rst that dimF Ae = 2. We may clearly assume that e11 + e22 and
ae11+be12 form a basis of Ae over F , for suitable a; b 2 F . Since dimF A = 3,
there exists g 2 G such that dimF Ag = 1 and letAg = F (a0e11+b0e12+c0e22).
In case a = 0, then the inclusions AgAe  Ag and AeAg  Ag lead to
a0 = c0 = 0. Hence Ag = Fe12  Ae, a contradiction. Thus a 6= 0. It follows
that the element e11 + be12 and e22   be12 span Ae over F .
Suppose rst that b 6= 0. Since
(a0e11 + b0e12 + c0e22)(e11 + be12) = a0(e11 + be12) 2 Ag \Ae = 0
we obtain that a0 = 0. Similarly, by multiplying b0e12 + c0e22 on the left by
e22  be12, we obtain c0 = 0. Hence Ag = Fe12, Ae = F (e11+ e22)F (e11+
be12) and AeAg is isomorphic to UT2(F ) with the classical G-grading. In
case b = 0 we get Ae = Fe11 + Fe22 and it easily follows that Ag = Fe12.
Thus we are done in this case too.
Suppose now that dimAe = 1 that is Ae = F (e11+be12). So either A = Ae
AgAh where dimF Ag = dimF Ah = 1 or A = AeAg, with dimF Ag = 2.
Let A = Ae  Ag  Ah and suppose rst that gh 6= e. Then AgAh = 0
and, in case g2 6= e and h2 6= e, we get that Ag  Ah is a two-dimensional
nilpotent ideal of A, contradicting the fact that dimF J(A) = 1, where J(A)
is the Jacobson radical of A. Hence either g2 6= e and h2 = e or g2 = h2 = e.
In the rst case one easily gets that Ag = J(A) and let Ah = F (ae11+be12+
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ce22). From AgAh = AhAg = 0 we easily show obtain a = c = 0. Hence
Ah = Ag, a contradiction.
In case g2 = h2 = e, since Ag = Fu and Ah = Fv, where u
2 = v2 = 1, we
get that 0 6= uv 2 AgAh, a contradiction.
Suppose now that gh = e. If g3 6= e then g2 6= g 1 and g 1 6= g, hence
A2g = A
2
h = 0, a contradiction.
Moreover, in case g3 = e we obtain that Ag = Fa where a = e11+e22 with 
a third root of the unity. Then we would get that dimF (Fa+Fa
2+Fe) = 2,
a contradiction.
We are left with A = Ae  Ag and dimF Ag = 2. If g2 6= e it follows that
Ag is a nilpotent ideal, hence Ag  J(A), and this is a contradiction. Thus
g2 = e. Since AgAg  Ae we easily obtain a contradiction also in this case.
2
In case of a nite abelian group G all possible G-grading of UTn(F ), the
algebra of nn upper triangular matrices are described in [34] provided that
F is an algebraically closed eld of characteristic zero. In fact, the following
theorem holds:
Theorem 3.2.3 Let F an algebraically closed eld of characteristic zero
and let A = UTn(F ) be graded by a nite group G. Then A as G-graded
algebra is isomorphic to UTn(F ) with some elementary G-grading.
Recall Example 1.5.7 for the denition of elementary grading on matrix
algebras.
Now let's compute a basis for the T2-ideal of the Z2-graded polynomial
identities of A = UT2(F ) when A has the classical grading. Denote with
y's the variables corresponding to A0, i.e. the even part of the grading, and
with z's the variables corresponding to A1, i.e. the odd part of the grading.
Lemma 3.2.4 The polynomials
z1z2 (3.2)
and
[y1; y2] (3.3)
are graded identities identities for the classical grading.
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Proof. A direct and easy verication. 2
Now, let I the T2-ideal of F hXi generated by the identities (3.2) and
(3.3).
Lemma 3.2.5 For any variable x = y + z, we have that z1xz2 2 I.
Proof. Write F hXi = F0F1, where F0 is the subspace of F hXi generated
by all monomials in the variables of X having even degree in the variables Z
and F1 the subspace of F hXi generated by all monomials of odd degree in Z.
Since z1y 2 F1, it follows that z1yz2 2 hz1z2iT2 . Hence z1(y + z) 2 hz1z2iT2
and so z1xz2 2 hz1z2iT2  I. 2
Theorem 3.2.6 The identities (3.2) and (3.3) generate Idgr(UT2(F )) as
T2-ideal.
Proof. Let f(y1; : : : ; yt; z1; : : : ; zt) be a multilinear polynomial in Id
gr(UT2).
We wish to show that modulo I, f is the zero polynomial. From the previous
Lemma it is clear that we can write
f(y1; : : : ; yt; z1; : : : ; zt) = f1(y1; : : : ; ys) + f2(z; y1; : : : ; ys) (mod I)
and, by multihomogeneity of T2-ideals, it follows that f1 and f2 are both
identities of A. Since [y1; y2] 2 I, we obtain that f1 = y1    ys. But then,
by substituting y1 = : : : = ys = e11 we obtain  = 0 and, so, f1 = 0 (mod I).
Write
f2 =
X
yi1    yitzyj1    yjn t
where i1 < : : : < it and j1 < : : : < jn t. Fix one nonzero monomial of
f2, let it be y1    yszys+1    yn. By substituting y1 = : : : = ys = e22 and
z = e12, we get f = e12. Hence  = 0, a contradiction. It follows that
f2 = 0 (mod I) and we are done. 2
The last result, together with the details about exponent and codimen-
sion growth that we described in the introduction of this chapter, give us a
complete view of UT2(F ) as an associative algebra.
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Chapter 4
The Jordan Upper
Triangular Matrices UJ2(F )
This fourth chapter is the core of the thesis. In fact, here we give all the
results obtained concerning the polynomial identities of the Jordan algebra
of upper triangular matrices of order two over an innite eld. One can nd
these results in [19].
The rst step of our study is to choose a basis of UJ2(F ) in order to get
a "nice" table of multiplication, i.e. a table where the Jordan product of two
elements is not a linear combination of the elements of the basis, but exactly
an element of the same basis. This can be obtained xing B = f1; a; bg,
where
1 = e11 + e22;
a = e11   e22;
b = e12:
In fact, by an easy computation, we get that a2 = 1 and ab = b2 = 0.
Sometimes, we denote the element 1 also with I. According to Lemma 1.9.4,
we give the following denition:
Denition 4.0.7 The polynomial f(x1; : : : ; xn) 2 J(X) is a proper polyno-
mial if @f=@xi = 0 for every i.
Here, recall that J(X) is the free Jordan algebra generated over F by
the set X and B(X) is the set of all proper polynomials in F hXi. Moreover,
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we shall denote with L(X) the free Lie algebra generated over F by the set
X.
It is well-known that the Jordan algebras UJn(F ) are special. Moreover,
according to a theorem due to Slinko, see [33], the variety of Jordan algebras
generated by UJ2(F ) is special. In other words if a Jordan algebra satises
the identities of UJ2(F ) then it is special.
4.1 Graded identities for UJ2(F )
Throughout this section we assume F an innite eld and charF 6= 2. First
we describe all possible Z2-gradings on the Jordan algebra J = UJ2(F ) of
the upper triangular 2 2 matrices.
Lemma 4.1.1 The following decompositions J = J0  J1 are Z2-gradings
on J = UJ2(F ).
1. (The associative grading) J0 = F  Fb, J1 = Fa;
2. (The scalar grading) J0 = F , J1 = Fa Fb;
3. (The classical grading) J0 = F  Fa, J1 = Fb.
Here we identify F with the scalar matrices in J .
Proof. The proof consists of a straightforward and easy computation with
2 2 matrices. 2
Lemma 4.1.2 The three gradings from Lemma 4.1.1 are pairwise noniso-
morphic.
Proof. In the scalar grading one has dim J0 = 1 while dim J0 = 2 in the
remaining two gradings. Hence the scalar grading cannot be isomorphic
to any of the other two. On the other hand in the classical grading one
has J21 = 0 while in the associative grading J
2
1 = F hence they cannot be
isomorphic either. 2
Proposition 4.1.3 The three gradings from Lemma 4.1.1 are, up to a graded
isomorphism, the only nontrivial Z2-gradings on J = UJ2(F ).
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Proof. Let J = J0J1 be a nontrivial grading on J , then either dim J0 = 1
or dim J0 = 2. Observe that 1 2 J0. Assume rst dim J0 = 1, then J0 = F .
Let a = 1+u, b = 1+v, ,  2 F , u, v 2 J1. Then 1 = a2 = 2+2u+u2,
and since u2 2 J0 and u =2 J0 one gets  = 0, thus a 2 J1. Similarly
0 = b2 = 2 + 2v + v2, v2 2 J0 and hence  = 0 and b 2 J1. Therefore if
dim J0 = 1 the grading is exactly the scalar one.
Now assume dim J0 = 2 and therefore dim J1 = 1. Let 1 and u form a
basis of J0 and let v be a basis of J1. We can write u = a+ b, v = 1 +
a+ b. By the multiplication table among 1, a, b one gets u v = u+.
As u  v 2 J1 this implies  = 0 and  = 0.
Consider rst the case  = 0, then without loss of generality u = b.
Also we must have  6= 0, and we can choose  = 1. Hence v =
 
1 
0  1
!
.
If  = 0 we have exactly the associative grading. If, otherwise,  6= 0
then the matrix v can be diagonalized by means of a conjugation by an
upper triangular matrix. Such conjugation preserves the identity matrix,
and sends b to a scalar multiple of b. Therefore this conjugation gives the
graded isomorphism between our grading and the associative one.
Now let  = 0, then we can take v = b. But u = a+b and necessarily
 6= 0. Dividing by  we consider  = 1, and then we repeat the above
diagonalization procedure exchanging v and u. In this case we have a grading
isomorphic to the classical one. 2
In the next three subsections we describe the graded identities for each
one of the three gradings on UJ2(F ). In fact one may see that the graded
identities for these gradings are pairwise dierent. This may give another
(indirect and much longer, though) proof of the fact that they are noniso-
morphic.
4.1.1 The associative grading
Here we describe generators of the ideal of graded identities for the associa-
tive grading. Recall that in it J0 = F  Fb, J1 = Fa. Recall also that the
letters y, with or without lower indices, stand for even variables; z are odd
variables in the free Z2-graded Jordan algebra.
Lemma 4.1.4 The following polynomials are graded identities for the as-
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sociative grading on UJ2(F ).
(y1; y2; y3); (z1; y; z2); (z1; z2; z3); (y1; z; y2);
(z; y1; y2); (z1z2; x1; x2); (x1; z1z2; x2):
Here x1 and x2 are any variables; that is they may be even or odd.
Proof. The proof consists of a direct verication and we omit it. 2
Proposition 4.1.5 The seven identities of the preceding lemma generate
the ideal of graded identities for the associative grading.
Proof. Denote by I the ideal of graded identities generated by the identities
of Lemma 4.1.4. We shall work in the free graded Jordan algebra modulo the
ideal I. In order to simplify the notation we use the same letters y for y+ I,
and analogously for z. The algebra generated by the variables yi in J(X)=I
is associative and commutative. If f(y1; : : : ; yk; z) is a multihomogeneous
polynomial that is linear in z then the rst, fourth and fth identities from
Lemma 4.1.4 yield that f  yi11    yikk z,  2 F (the congruence is modulo
I). Analogously, the second, third and last two identities yield that every
multihomogeneous polynomial f(y; z1; : : : ; zk) that is linear in y can be writ-
ten modulo I as y(zj11 : : : z
jk
k )+(yz1)z
j1 1
1 : : : z
jk
k for some ,  2 K. Also
z1z2 associates and commutes with every element. Therefore if j1+   + jk
is odd then f  y(zj11 : : : zjkk ) only.
Let f(y1; : : : ; yr; z1; : : : ; zs) be multihomogeneous. We shall prove that
modulo I one can write f as a linear combination of elements of the types:
Y Z; (Y z1)Z, ((Y z1)z2)Z, (((Y1z1)z2)Y2)Z.
Here the uppercase Y stands for a product yi11 : : : y
ir
r , Y1 and Y2 are again
products of the variables Y (we assume these products ordered as the algebra
generated by the yi is associative and commutative), and Z is an ordered
product of the variables zj , degZ is even. We assume f is a monomial and
we induct on deg f = n. If n = 2, 3, 4, the statement obviously holds.
If m is a monomial of some of the given types, degm < n, we must show
that my and mz are again of the given type. We shall discard the Z as it
lies in the associative center.
This is clearly the case when m = Y . If m = Y z1 then my = (Y z1)y =
(Y y)z1, and mz = (Y z1)z. Let m = (Y z1)z2, then my is of the fourth type;
mz = ((Y z1)z2)z = (Y z1)(z2z), and we get an element of the second type
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(plus the product z2z to the Z part). So suppose m = ((Y1z1)z2)Y2. Then
my = ((Y1z1)z2)(Y2y) which is again of the fourth type. Finally
mz = (((Y1z1)z2)Y2)z = ((Y1z1)z2)(Y2z) = ((Y1z1)(Y2z))z2
= (((Y1Y2)z1)z)z2 = ((Y1Y2)z1)(zz2)
which is of the second type.
We shall show that the four types above are linearly independent modulo
the graded identities of UJ2(F ). Substitute yi for the "generic" matrix
iI + ib and zi for ia. Here the i, i, i are commuting variables. The
elements (Y z1)Z are the only odd elements so we consider the remaining
three types. The elements ((Y z1)z2)Z only evaluate to scalar matrices thus
we can discard them as well. Now let Y = Y1Y2 and let Z = Z
0z1z2.
Then we discard Z 0 and consider Y (z1z2) and ((Y1z1)z2)Y2. The coecients
of the identity matrix are equal but the ones of e12 are independent (the
latter includes the (1; 1)-entries of the part Y2 only). Hence our types are
independent and we are done. 2
4.1.2 The scalar grading
Here we x the grading J0 = F , J1 = Fa  Fb which we called the scalar
one.
Lemma 4.1.6 The polynomials
(y1; y2; y3); (y; z1; z2); (z1; y; z2); (z1; z2; z3)z4
are graded identities for the scalar grading.
Proof. A direct and easy verication. 2
Proposition 4.1.7 The graded identities from Lemma 4.1.6 generate the
ideal of graded identities for UJ2(F ) with respect to the scalar grading.
Proof. The proof is similar to that of Proposition 4.1.5. Denote by I the
ideal of graded identities generated by the ones from Lemma 4.1.6. The even
variables y lie in the associative and commutative centre of the relatively
free graded algebra J(X)=I. Therefore every multihomogeneous polynomial
56
f(y1; : : : ; yr; z1; : : : ; zs) can be written as
f(y1; : : : ; yr; z1; : : : ; zs)  yi11    yirr g(z1; : : : ; zs) (mod I)
for some multihomogeneous polynomial g(z1; : : : ; zs) depending only on the
odd variables. Substituting all yk by the identity matrix we get that f is a
graded identity if and only if g is.
Denote by M the subalgebra of J(X)=I generated by all odd vari-
ables zi, then M is Z2-graded by putting M = M0  M1. Here M0 is
spanned by all monomials of the type (zi1zj1)    (zitzjt) and M1 is spanned
by zi0(zi1zj1)    (zitzjt).
Using the last identity from Lemma 4.1.6 we obtain (z1z2)(z3z4) =
(z1z3)(z2z4). Thus if deg g is even we can write
g(z1; : : : ; zs)  (zi1zj1)    (zitzjt);  2 F
where i1  j1      it  jt. Therefore g is a graded identity if and only if
 = 0, that is if and only if g 2 I.
If on the other hand deg g is odd we write it as
g(z1; : : : ; zs) 
X
i0zi0(zi1zj1)    (zitzjt); i0 2 F
where as above i1  j1      it  jt. Now we substitute zik = ika+ ikb
and zjk = jka + jkb where the ik , ik and jk , jk are (associative)
commutative independent variables. Then g evaluates atX
i0
i0(i0a+ i0b)(i1j1)    (itjt)
=
X
i0
i0(i1j1)    (itjt)(i0a+ i0b):
The coecient i0 comes only from the summand starting with zi0 . There-
fore g is a graded identity for J if and only if all i0 = 0 which clearly means
g 2 I. 2
4.1.3 The classical grading
Here we x the classical grading on J = UJ2(F ): J0 = F  Fa, J1 = Fb.
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Lemma 4.1.8 The polynomial
(x1x2; x3; x4)  x1(x2; x3; x4)  x2(x1; x3; x4) (4.1)
is an ordinary polynomial identity for J .
Proof. The proof is a straightforward computation and therefore will be
omitted. We shall return to the above identity in the next section. 2
Corollary 4.1.9 Every monomial in the free Jordan algebra J(X) can be
written, modulo the identity (4.1) as a linear combination of monomials
where the brackets are right-normed (or, respectively, left-normed).
Proof. By expanding (4.1) one gets
((x1x2)x3x4)  (x1x2)(x3x4)  x1((x2x3)x4)  x1(x2(x3x4))
+ x2((x1x3)x4)  x2(x1(x3x4))
and by the commutativity we rewrite the above as
(x1x2)(x3x4)  x1(x2(x3x4)) + x2(x1(x3x4))  x1(x4(x2x3))
  x2(x4(x1x3)) + x4(x3(x1x2)):
This shows that the product (x1x2)(x3x4) can be written as a linear combi-
nation of right-normed products.
Observe that using once again the commutativity for the right-hand side
we can write x1(x2(x3x4)) = ((x3x4)x2)x1. 2
Now we continue as in the previous two gradings. The next lemma is
immediate.
Lemma 4.1.10 The following polynomials are graded identities for the clas-
sical grading on J .
(y1; y2; y3); z1z2; (y1; z; y2):
Proposition 4.1.11 The graded identities from Lemma 4.1.10 together with
the identity (4.1) generate the ideal of graded identities for the classical grad-
ing on J = UJ2(F ).
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Proof. Denote by I the ideal of graded identities generated by the identities
from the statement and (4.1). Assume f is multihomogeneous polynomial.
Then the graded identity z1z2 = 0 implies that f contains only one odd vari-
able z and f is linear in z (or otherwise f depends only on even variables).
Moreover according to Corollary 4.1.9 we can express f as a linear combi-
nation of right-normed monomials. Furthermore by applying several times
the graded identities (y1; y2; y3) and (y1; z; y2) to a right-normed monomial
with only one z we can put that z at the rightmost position and keeping the
right-normed brackets. In addition we can reorder the variables y at will.
In this way we obtain f(y1; : : : ; ys; z)  yi1(yi2(: : : (yir 1(yirz)) : : :)
(mod I) where i1      ir, and f is a graded identity if and only if
 = 0 that is f 2 I. 2
4.2 The ordinary identities of UJ2(F )
In this section we complete the study of the graded identities of UJ2(F ) and
deal with the trivial grading on this algebra. Notwithstanding this turns
out to be the most dicult case. In what follows we assume K is an innite
eld, charF 6= 2, 3. We shall work in the free Jordan algebra J(X) and
sometimes we shall denote the free generators by the letters x, y, z, t, u, v
with or without indices.
Denition 4.2.1 Let 
 be the least subset in J(X) such that if f , g, h 2

 [X then (f; g; h) 2 
. The elements of 
 are called long associators. If
the parentheses in such a long associator are left normed we shall call it a
regular associator.
In the case of regular associators we shall omit the inner parentheses:
(x; y; z; t; u) stands for ((x; y; z); t; u), and so on.
Lemma 4.2.2 The polynomials
[x; y]2; (u; (x; y; z); v) (4.2)
are identities for the Jordan algebra J = UJ2(F ).
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Proof. The rst polynomial is obviously an identity for J . As for the
second, observe that (x; y; z) when evaluated on J , yields a multiple of e12,
and then for any g, h 2 J one gets (g; e12; h) = 0. 2
Remark 4.2.3 The polynomial [x; y]2 lies in the free special Jordan alge-
bra in two generators SJ(x; y); it is well known that SJ(x; y) = J(x; y).
Therefore we view [x; y]2 as the corresponding Jordan element.
We shall prove later on that the two identities from (4.2) generate the
ideal of all identities of J . First we collect a list of identities for the algebra
J and follow from those of (4.2). We begin with some facts about proper
polynomials in Jordan algebras. We shall use results and ideas from [14]
and from [37].
Let T (x; y; z; t) = (xy; z; t) x(y; z; t) y(x; z; t) for all x, y, z, t 2 J(X).
We already established that T (x; y; z; t) is an identity for J , see Lemma 4.1.8.
Moreover in the free special Jordan algebra SJ(X) one has the equality
T (x; y; z; t) =
1
4
([z; x]  [y; t]  [y; z]  [x; t]):
But the right-hand side is readily seen to be, up to a scalar, the lineariza-
tion of the polynomial [x; y]2. Therefore we can substitute the identity
[x; y]2 for T (x; y; z; t), the latter being multilinear. We shall denote by I the
ideal of identities in the free Jordan algebra generated by the polynomials
T (x; y; z; t) and (u; (x; y; z); v). We set R(X) = J(X)=I the corresponding
relatively free algebra; we shall work in it.
Lemma 4.2.4 The equality (x1; x2; x3)(y1; y2; y3) = 0 holds in R(X).
Proof. It suces to note that
(x1; x2; x3)(y1; y2; y3) =
1
3
 
T ((x1; x2; x3); y3; y2; y1) T ((x1; x2; x3); y1; y2; y3)

modulo I, see [37, Eq. 3.37]. 2
The ideal of identities of J is unitarily closed hence the identities of J
are generated by some set of proper polynomials. Recall that a multihomo-
geneous polynomial is proper if all its partial derivatives vanish. The next
lemma describes the proper polynomials in R(X). It is a particular case of
a more general result established in [14, Lemma 2].
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Lemma 4.2.5 The subalgebra P (X) of the proper polynomials in R(X) is
spanned by all regular associators.
Proof. It follows from [14, Lemma 2] that P (X) is spanned by all T (x; y; z; t),
by all long associators and by all products of two long associators. (In such
products one of the associators may be taken of length 3.) Since T vanishes
on R(X) and the same does the product of two associators we are left with
long associators only. Now according to [15, pp. 343, 344] every associator
can be represented as a linear combination of regular (that is left-normed)
ones, and the proof is complete. 2
Remark 4.2.6 The proof of the fact that every associator is a linear com-
bination of regular ones given in [15] requires passing to Lie triple systems.
Every Jordan algebra satises the identities
(x; y; z) =  (z; y; x); (x; y; z) + (y; z; x) + (z; x; y) = 0 (4.3)
Lemma 4.2.7 The identity (x; y; z; t; u) = (x; y; z; u; t) holds in R(X).
Proof. Applying the second identity of (4.3) to (u; (x; y; z); v) we get
(u; (x; y; z); t) =  ((x; y; z); t; u)  (t; u; (x; y; z))
=  (x; y; z; t; u) + (x; y; z; u; t)
(we used also the rst identity of (4.3) in the second line). Thus we have
the identity of the lemma. 2
Lemma 4.2.8 The identity (x; y; z; t; u) = (x; t; z; u; y) holds in R(X).
Proof. Write f = (x; y; z; t; u)  (x; t; z; u; y) as
f = ((x; y; z)t)u  (x; y; z)(tu)  ((x; t; z)u)y + (x; t; z)(yu):
The identity (x; yz; t) = (x; y; t)z + (x; z; t)y holds in every Jordan algebra.
Applying this identity we have
(x; t; z)(yu) = (x; t(yu); z)  (x; yu; z)t;
 (x; y; z)(tu) =  (x; y(tu); z) + (x; tu; z)y:
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But (x; t(yu); z)  (x; y(tu); z) = (x; (y; u; t); z) = 0 in R(X) and we get
f = ((x; y; z)t)u  (x; y; z)(tu)  ((x; t; z)u)y + (x; t; z)(yu)
= (x; tu; z)y   (x; yu; z)t+ ((x; y; z)t)u  ((x; t; z)u)y
= ((x; t; z)u)y + ((x; u; z)t)y   ((x; y; z)u)t  ((x; u; z)y)t
+ ((x; y; z)t)u  ((x; t; z)u)y
= ((x; u; z)t)y   ((x; u; z)y)t+ ((x; y; z)t)u  ((x; y; z)u)t
= (t; (x; u; z); y) + (t; (x; y; z); u):
The last expression vanishes in R(X), and the lemma is proved. 2
Corollary 4.2.9 The identity (x; y; z; t; u) = (x; t; z; y; u) holds in R(X).
Proof. Apply rst Lemma 4.2.8 and then Lemma 4.2.7. 2
So, now let f be a regular associator in R(X) depending on the variables
x1, . . . , xn. Then by applying several times the identities from (4.3) we can
write f in R(X) as a linear combination of associators starting with x1.
Then applying if necessary Lemmas 4.2.7 and 4.2.8 we can write every such
associator (starting with x1) in the form
h = (xi1 ; xi2 ; xi3 ; : : : ; xim); i1 = 1; i2  i4      im:
We cannot say much about i3 (if i3 = i1 then clearly h = 0).
On the other hand let us substitute, in the above associator, the generic
matrices gj =
 
aj bj
0 cj
!
where the aj , bj , cj are independent (associative
and commutative) variables. A simple computation shows that
h(g1; : : : ; gn) = ((ai1   ci1)bi3   (ai3   ci3)bi1)(ai2   ci2)
mY
j=4
(aij   cij ):
Therefore dierent nonzero associators of the type of h are linearly indepen-
dent modulo the identities Id(J) of J . Thus they must be independent in
R(X) as well. Since I  J and these associators span the proper elements
of R(X) they must span the proper elements of J(X)=Id(J), too. All this
gives us proof of the following theorem.
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Theorem 4.2.10 The identities from (4.2) form a basis of the ordinary
polynomial identities for the Jordan algebra of the upper triangular matrices
of order two, over any innite eld of characteristic dierent from 2 and
from 3.
Corollary 4.2.11 Let V be a vector space over an innite eld F , charF 6=
2, 3, and suppose V is equipped with a symmetric bilinear form hu; vi of rank
one. Then the polynomials from (4.2) form a basis of the identities of the
Jordan algebra J = F  V of this form.
Proof. Let v1, v2, . . . , be a basis of V such that hv1; v1i = 1 and the span
W of v2, v3, . . . , is an isotropic subspace of V . Then clearly W is an ideal
of J and W 2 = 0. It is immediate that the identities from (4.2) hold for
the Jordan algebra J . Thus Id(UJ2(F ))  Id(J). The opposite inclusion is
obvious since one can nd a copy of UJ2(F ) inside J . 2
Corollary 4.2.12 Let hm = (x1; x2; : : : ; xm), m = 2k + 1, and denote by
Wm the variety of unitary Jordan algebras determined by the identities (4.2)
and hm. Then Wm, m  3, are the only subvarieties of var(UJ2(F )).
Proof. The proof follows from the fact that we consider unitary algebras.
2
Let charF = 0 and consider the variety of associative F -algebras with 1
dened by the identity [x; y]2 = 0. Drensky in [4] gave a complete description
of its subvarieties. That description is somewhat more complicated than in
our case; here we have no proper elements of even degree.
It is clear that hm+2 is a consequence of the identity hm, and that in
characteristic 0 the polynomial hm generates an irreducible Sm-module cor-
responding to the partition (2k; 1). Therefore its dimension equals m   1.
Now we use the relationship between the proper and the ordinary codimen-
sions, see for example [6, p. 47] for the associative case, or [5] for the case
of Jordan algebras. Let m be the m-th proper codimensions of the variety
var(UJ2(F )), then m = m   1 when m is odd, and m = 0 otherwise.
A straightforward computation then shows that for the ordinary codimen-
sions cn we have cn =
Pn
m=0
 
n
m

m, see [5, Corollary 4.2]. Therefore the
codimensions of every proper unitary subvariety of var(UJ2(F )) have poly-
nomial growth. On the other hand the codimensions of UJ2(F ) behave like
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2n. More precisely, cn =
P  n
2k+1

2k where the sum runs over all k. Writing
(1 + x)n =
Pn
t=0
 
n
t

xt and (1  x)n =Pnt=0  nt( 1)txt, dierentiating and
putting x = 1, we obtain cn = (n  2)2n 2.
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