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Abstract
We numerically solve the equations of motion (EOM) for two models of circular cosmic
string loops with windings in a simply connected internal space. Since the windings cannot be
topologically stabilized, stability must be achieved (if at all) dynamically. As toy models for
realistic compactifications, we consider windings on a small section of R2, which is valid as an
approximation to any simply connected internal manifold if the winding radius is sufficiently
small, and windings on an S2 of constant radius R. We then use Kosambi-Cartan-Chern
(KCC) theory to analyze the Jacobi stability of the string equations and determine bounds
on the physical parameters that ensure dynamical stability of the windings. We find that, for
the same initial conditions, the curvature and topology of the internal space have nontrivial
effects on the microscopic behavior of the string in the higher dimensions, but that the
macroscopic behavior is remarkably insensitive to the details of the motion in the compact
space. This suggests that higher-dimensional signatures may be extremely difficult to detect
in the effective (3 + 1)-dimensional dynamics of strings compactified on an internal space,
even if configurations with nontrivial windings persist over long time periods.
1 Introduction
The interpretation of physical theories in geometric terms has a long history in theoretical
physics, and such geometrodynamical approaches have been used for a long time to model
gravitational phenomena in the framework of general relativity, string theory, and in many
other applications (see, for example [1, 2]). However, geometric methods can be employed in an
equally successful way to formulate a general geometric theory of dynamical systems, or, more
precisely, of systems of second order ordinary differential equations. For example, a geometric
interpretation of classical mechanics can be obtained in this way [3]-[9].
One very powerful approach for studying the properties of systems of differential equations
using geometrical methods is Kosambi-Cartan-Chern (KCC) theory, which was initiated in the
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pioneering works of Kosambi [10], Cartan [11] and Chern [12], respectively. The KCC theory
was inspired by, and proposed and developed in, the geometric framework arising in the study
of Finsler spaces [13, 14, 15]. The theory is based on the fundamental assumption that there is
a one to one map between a system of ordinary differential equations, which is globally defined,
and the coefficients of a semispray [13]. (For a recent review of the KCC theory see [16].)
In the geometrical description of dynamical systems proposed by KCC theory, two geometric
quantities are associated to each system of second order differential equations: a non-linear
connection, and a Berwald type connection, respectively. (These are discussed in detail in Sect.
4.) With the use of these two connections, five geometric invariants of the system are then
constructed. From a physical perspective, the most important is the second invariant P ij , called
the curvature deviation tensor. Its importance lies in the fact that the sign of the real parts of
the eigenvalues of P ij determine the Jacobi stability (or instability) of the solutions of the system
of differential equations to which P ij corresponds [13, 16, 17, 18]. The solutions are said to be
Jacobi stable if the trajectories of the dynamical system converge in the vicinity of a critical
point of the system, and Jacobi unstable if they diverge.
The system of differential equations describing the deviations of the whole trajectory of a
dynamical system, with respect to perturbed trajectories, are introduced geometrically in KCC
theory via the second KCC invariant [13, 16], and KCC theory has been extensively applied
in studies of the stability of different physical, engineering, biological, and chemical systems
[17]-[33]. In the present work, we apply KCC theory to the study of fundamental, or “F -string”
loops, with windings in the compact internal space predicted by string theory [34, 35, 36, 37].
However, our analysis applies equally well to an species of cosmic strings, represented in the
“wire approximation” [38, 39], in any higher-dimensional scenario.
We begin by considering circular loops of string, in (3 + 1) dimensions, with windings on a
small section of R2 representing the higher-dimensional space. Though R2 is not compacfified,
the higher-dimensional part of the metric is intended as an approximation to any genuinely
compact internal manifold, when the radius of the string windings is sufficiently small. In this
case, both the overall topology of the internal space and the local curvature can be neglected. By
comparing this simple example (Model I) with the “simplest”, topologically nontrivial, simply
connected internal space, an S2 (Model II), we aim to highlight the role that the topology
and curvature of the internal space play in the both the higher-dimensional dynamics and the
effective (3 + 1)-dimensional dynamics of the string.
Generally, we find that the dynamics in the internal space are extremely sensitive to the
initial conditions and values of the model parameters, including the winding number and initial
velocities of the string in the compact directions, and exhibit a rich variety of qualitatively
different periodic evolutions, often with several periodicities superimposed in a nontrivial way.
In contrast, the (3+1)-dimensional dynamics are determined primarily by the initial loop radius
ρ0 and initial velocity of the string in the Minkowski directions (as expected), together with the
value of an additional parameter, Ω20 ∈ (0, 1), which represents the initial fraction of the total
string length lying in the large dimensions. The (3 + 1)-dimensional loop radius exhibits an
extremely uniform oscillatory signature, with a single oscillation period which is determined
by these parameters. Therefore, it makes very little difference how rapidly the string oscillates
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in the internal space, or whether its oscillations contain a single or multiple periodicities − in
all cases, the effect on the macroscopic string dynamics remains negligible over very large time
scales.
It is intuitively straightforward to see why this should be the case if the oscillations in the
compact manifold remain small. Bearing this in mind, perhaps the most important difference
between the R2 and S2 examples considered here is that the oscillations in the compact space
remain regular (do not increase with time) in the former, but grow increasingly rapidly in the
latter. Nonetheless, they remain small over long time periods, compared to the oscillations of the
loop in the Minkowski directions, and have a negligible effect on the macroscopic string dynamics,
except via their contribution to Ω20. To clarify, the motion of the string in the compact space does
affect its macroscopic motion, but mainly through the contribution to the “bulk” parameter Ω20.
In pioneering work, Nielsen showed that the motion of windings in a compact internal space gives
rise to an effective world-sheet current, j, from a (3+1)-dimensional perspective, via dimensional
reduction [40, 41]. Hence, in our model, Ω20 is related to the initial integrated current, which, by
the circular symmetry of the string loop, is proportional to the instantaneous current. (In fact,
it is straightforward to show that, for circular string loops, j(t0) ∝ (1 − Ω20)/Ω20 [42].) What is
remarkable is that the subsequent evolution of the string in the Minkowski directions is largely
independent of the detailed dynamics in the compact space. This indicates that, in many cases,
different higher-dimensional trajectories are degenerate from a (3 + 1)-dimensional perspective.
Integrating out over the compact directions (performing dimensional reduction), they give rise
to the same time-evolution for j(t) and, hence, ρ(t).
Unfortunately, due to computational restrictions, we were unable to solve the string EOM
over a very large number of cycles in the (3 + 1)-dimensional loops radius (our time scale was
limited to ∼ O(10)−O(102) complete oscillations). Therefore, we have not been able to entirely
rule out the possibility of a late onset of instability in the (3 + 1)-dimensional dynamics due
to higher dimensional effects. That said, there is at present no numerical evidence for such an
effect. In addition, in the Jacobi stability analysis of the string EOM, we find no unstable critical
points in either the R2 or S2 models. These factors combined strongly suggest that, at least in
these examples, the motion of the string in the (visible) large dimensions yields no observable
signatures of higher-dimensional physics. One further limitation of the present analysis is that
it is entirely classical, though quantum effects may be expected to influence the motion of the
string in the compact space. We comment briefly on this in the Discussion, Sect. 7. For now, we
note that, by [40, 41], classical treatment of the higher-dimensional string motion is equivalent
to classical treatment of the superconducting string current, which remains approximately valid
for j less than the threshold value, jmax ∝ R−1, where R is the string width. This marks the
onset of a quantum instability, which causes the superconducting string to decay [43].
Though, in principle, it is possible that more complex internal manifolds may yield sig-
nificantly different results (due to the strongly nonlinear nature of the EOM, this is somewhat
difficult to predict), our results suggest that the effective (3+1)-dimensional dynamics of higher-
dimensional cosmic strings could, in general, be remarkably insensitive to their dynamics in the
compact internal space. Thus, even if higher-dimensional strings exist, and even if the detection
of either gravitational waves or gauge particle emission from strings is one day confirmed, it
seems unlikely that the higher-dimensional nature of the string motion will leave any significant
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imprint on these observable signatures. We contend that, though is primarily a “negative re-
sult”, such results are necessary if we one day hope to be able to distinguish genuine signatures
of higher-dimensional physics, which may be present in observations of high energy astrophysi-
cal objects, from signatures predicted by conventional (3 + 1)-dimensional models. We need to
know what, and what not, to look for.
The structure of this paper is as follows. In Sect. 2, we review the action, EOM, energy-
momentum tensor, and boundary conditions for the F -string. In Sect. 3, we introduce the
wound string ansatz and determine the exact form of the EOM for each model. We then solve
the EOM numerically for a variety of initial conditions and determine the critical points of the
system. (The models are considered sequentially, first Model I, then Model II.) In Sect. 4, we
give a detailed review of the mathematical and physical basis of KCC theory, and the theory of
Jacobi stability (or instability) of a system of differential equations. In Sects. 5 and 6, the KCC
formalism is applied to the critical points of Models I−II, respectively, which were identified in
Sect. 3. The critical points of both systems are found to be Jacobi stable, in agreement with
our previous numerical results. A summary of both the analytic and numerical results obtained
in our analysis is given in Sect. 7, and prospects for future work are briefly discussed.
2 The F -string action, EOM, and energy-momentum tensor
In the absence of world-sheet fluxes, the string is governed by the Nambu-Goto action [44, 45]
S = −T
∫
d2ζ
√−γ, (2.1)
where γ is the determinant of the induced metric on the world-sheet
γab(ζ) = gIJ (X)
∂XI
∂ζa
∂XJ
∂ζb
. (2.2)
Here, I, J ∈ {0, 1, 2, 3, . . . d} label the space-time embedding coordinates and a, b ∈ {0, 1} where
ζ0 = τ and ζ1 = σ denote the time-like and space-like world-sheet coordinates, respectively.
The intrinsic string tension is T = 1/(2πα′), where α′ is the Regge slope parameter, which is
related to the fundamental string scale via lst =
√
α′, in natural units, ~ = 1, c = 1 [34].
Using the identity δ(−γ) = (−γ)γabδγab, variation of the action yields the covariant string
EOM [39]
∂
∂ζa
(√−γγabgIJ(X)∂bXJ)− 1
2
√−γγcd∂gKL(X)
∂XI
∂cX
K∂dX
L = 0, (2.3)
plus a boundary term [PσI(τ, σ)δXI ]σf0 = 0, (2.4)
where
PaI(τ, σ) = ∂(L
√−γ)
∂(∂aXI)
(2.5)
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is the canonical momentum of XI with respect to ζa. Without loss of generality, we may
assume that the space-like world-sheet parameter varies over the range σ ∈ [0, σf ]. To satisfy
the boundary term, we may impose Dirichlet, Neumann or periodic boundary conditions:
XI(τ, 0) = const., XI(τ, σf ) = const., (2.6)
PσI(τ, 0) = PσI(τ, σf ) = 0, (2.7)
XI(τ, σ) = XI(τ, σ +mσf ), m ∈ Z, (2.8)
respectively, where the imposition of Neumann boundary conditions implies that the string end
points move at the speed of light [34].
Variation of the Nambu-Goto action with respect to the space-time metric gIJ(x), where x
I
denotes a space-time background coordinate, gives [38, 39]
T IJ =
1√−gT
∫ √−γγab∂aXI∂bXJδD(x−X)dτdσ. (2.9)
and it is straightforward to verify that, for a system of embedding coordinates in which X0 ∝
x0 ∝ ζ0, X1 ∝ x1 ∝ ζ1, the covariant EOM (2.3) are in one-to-one correspondence with the
conservation equations [46]
∇JT J I
√−g = ∂
∂xJ
(
T J I
√−g)− 1
2
∂gAB(x)
∂xI
TAB
√−g = 0. (2.10)
For the models considered in this work, we choose background coordinates, an embedding, and
a world-sheet parameterization that ensures this correspondence holds, so that the string EOM
are direct expressions of energy-momentum conservation.
3 Numerical solution of the string equations
In the section, we define the ansatz for the circular wound string loop in the static gauge
(X0 ∝ τ), using cylindrical polar coordinates. The EOM for strings with windings on R2 and
S2 internal spaces (Model I and Model II, respectively) are determined and solved numerically,
and the critical points of each model are determined analytically.
3.1 Model I: numerical solutions of the EOM for windings on R2
In our first model, we assume that the background geometry is (effectively) described by the
metric with line element
ds2 = a2(dt2 − dρ2 − ρ2dσ2 − dz2)− dR2 −R2dφ2, (3.1)
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where a2 ∈ (0, 1] is a phenomenological “warp factor”, which accounts for the back reaction on
the large dimensions when the internal dimensions are flux-compactified, as expected in string
theory [47]. Here R is the radial coordinate and φ is the angular coordinate in the higher-
dimensional plane. The ansatz for the circularly symmetric wound string loop is
XI = (t = ξτ, ρ(t), σ, z = 0, R(t), φ(t, σ) = mσ + f(t)) (3.2)
where ξ is a constant with dimensions of length and m ∈ Z, so that
(−γ) = ξ2
[
(a2(1− ρ˙2)− R˙2)(a2ρ2 +m2R2)− a2ρ2R2φ˙2
]
, (3.3)
where a dot represents differentiation with respect to t.
The string EOM are
d
dt
(
a2ρ2 +m2R2√−γ
)
= 0, (3.4)
d
dt
(
ρ2R2φ˙√−γ
)
= 0, (3.5)
(
a2ρ2 +m2R2
)
ρ¨+ ρ
[
a2
(
1− ρ˙2)− R˙2 −R2φ˙2] = 0, (3.6)
(
a2ρ2 +m2R2
)
R¨+R
{
m2
[
a2
(
1− ρ˙2)− R˙2]− a2ρ2φ˙2} = 0. (3.7)
By combining Eqs. (3.4) and (3.5) we obtain
φ˙ = C
a2ρ2 +m2R2
ρ2R2
, (3.8)
where C is an arbitrary constant of integration. Physically, it is equal to the ratio of the
conserved momentum in the φ-direction to the string energy,
C = l/E, (3.9)
where
E = 2πT a
2ρ2 +m2R2√−γ , l = 2πT
ρ2R2φ˙√−γ . (3.10)
A useful model parameter is
Ω2 =
a2ρ2
a2ρ2 +m2R2
, (3.11)
which represents the (time-dependent) fraction of the total string length in the large dimensions
[42, 48, 49] and, in this notation, Eq. (3.8) may be rewritten as
φ˙ =
a2
R2
Ω−2C. (3.12)
6
For R = const., Eqs. (3.6) and (3.7) reduce to
(1− ρ˙2)(2Ω2 − 1) + ρρ¨ = 0, (3.13)
and
φ˙ = ±
√
1− ρ˙2
ρ
m, (3.14)
respectively. In this case, (−γ) = ξ2a2(1− ρ˙2)ρ2 at the level of the EOM, so that
E = 2πT a
2ρ√
1− ρ˙2
Ω−2, l = ±2πTmR2, (3.15)
and
C = ±R
2
a2
m
ρ
√
1− ρ˙2Ω2 = ±R
a
√
1− ρ˙2Ω
√
1− Ω2. (3.16)
Eq. (3.13) can be solved analytically and the general solution is of the form
ρ(t) = A
√
1 + B sin2(Ct+D), (3.17)
where the constants {A,B, C,D} depend on the initial conditions. The general expressions are
complex, but for ρ˙0 ≡ ρ˙(t0) = 0, where t0 is the initial time (assumed to be the epoch of loop
formation), we have [49]
ρ(t) = ρ0
√
1 +
(
1− 2Ω2
0
Ω4
0
)
sin2
(
Ω2
0
ρ0
(t− t0)
)
, (3.18)
where the subscript “0” indicates the quantities evaluated at t0. The functions ρ(t), Ω(t) and
λ(t) = ρ(t)/m, the distance between windings (or “wavelength”) in (3 + 1)-dimensional space,
oscillate between the critical values
ρc1 = ρ0, ρc2 =
(
1− Ω20
Ω2
0
)
ρ0,
Ωc1 = Ω0, Ωc2 =
√
1− Ω2
0
,
λc1 = 2π
Ω0√
1− Ω2
0
R, λc2 = 2π
√
1− Ω2
0
Ω0
R. (3.19)
This scenario is possible, dynamically, for fine-tuned initial conditions, even if the winding
radius R is not topologically stabilized. For R = const., the string is effectively tensionless,
from a (3 + 1)-dimensional perspective, when Ω2 = 1/2, giving C = ±(1/2)R/a, φ˙ = ±a/R and
ρ = const. [42, 49].
However, for general initial conditions, the system of equations (3.6)-(3.8) cannot be solved
analytically, and the winding radius R undergoes dynamical evolution. In order to solve the
system numerically, we first substitute Eq. (3.8) into Eqs. (3.6) and (3.7), giving the following
evolution equations for ρ and R:
ρ¨+
ρ
a2ρ2 +m2R2
[
a2
(
1− ρ˙2)− R˙2 − C2
(
a2ρ2 +m2R2
)2
ρ4R2
]
= 0, (3.20)
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R¨+
R
a2ρ2 +m2R2
[
m2
[
a2
(
1− ρ˙2)− R˙2]− a2C2
(
a2ρ2 +m2R2
)2
ρ2R4
]
= 0. (3.21)
The system of Eqs. (3.20) and (3.21) must be integrated with the initial conditions ρ (0) = ρ0,
ρ˙(0) = ρ˙0, R (0) = R0, R˙(0) = R˙0, and φ (0) = φ0, respectively. The time variations of ρ, ρ˙, R,
R˙ and φ are represented, for a = 1/
√
2, C = 0.05, and for different values of m, in Figs. 1, 2,
3, 4 and 5. The initial values used to integrate Eqs. (3.20) and (3.21) are ρ(0) = 100, ρ˙(0) = 0,
R(0) = 1, R˙(0) = 0 and φ(0) = 0.
Note that in Figs. 1 and 3, both the string radius in the large dimensions and the winding
radius in the higher-dimensional space do not go to zero due to the conservation of angular
momentum. The transition between the expanding and contracting phases is extremely sharp
for ρ, compared to the overall time period of the oscillation, whereas it is smooth for R. Figure
1 shows that, for these initial conditions, the macroscopic behavior of the string (i.e. the time-
evolution of ρ) is extremely insensitive to its motion in the compact space, though it may be
verified that this is true for a wide range of initial data as well as for much higher values of
m. On the time scale shown, containing roughly two complete oscillations in ρ(t), the curves
corresponding to m ∈ {1, 2, 3, 4} in Figs. 1 and 2 are practically indistinguishable.
As we will see in Sect. 3.3, this is true not only for compactifications in which the topology
and curvature of the internal space can be safely ignored (i.e. when the winding radius is
extremely small), but also in the more general S2 scenario, when the topological and geometric
properties of the internal space do significantly affect the behavior of the string in the compact
dimensions. Interestingly, the behavior of the φ coordinate, Fig. 5, is like that of ρ, not R, in
that the string experiences strong acceleration during the sharp transition between expanding
and contracting phases, but evolves relatively smoothly in between. More importantly, the
periodicities of ρ and φ are equal, whereas the period of R may be less than or greater than
these, depending on the value of the winding number.
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Figure 1: Time variation of ρ(t) in Model I for different values of m: m = 1 (solid curve), m = 2
(dotted curve), m = 3 (short dashed curve) and m = 4 (long dashed curve). The macroscopic
motion of the string is extremely insensitive to the value of the winding number and the four
curves are practically indistinguishable over the time period shown.
For our chosen initial conditions, the four cases plotted in Figs. 1, 2, 3, 4 and 5, with
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Figure 2: Time variation of ρ˙(t) in Model I for different values of m: m = 1 (solid curve), m = 2
(dotted curve), m = 3 (short dashed curve) and m = 4 (long dashed curve). As in Fig. 1, the
four curves are practically indistinguishable due to the insensitivity of the macroscopic string
motion to the value of the winding number.
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Figure 3: Time variation of R(t) in Model I for different values of m: m = 1 (solid curve),
m = 2 (dotted curve), m = 3 (short dashed curve) and m = 4 (long dashed curve). The
dynamical evolution of the higher-dimensional winding radius is extremely sensitive to the total
number of windings contained in the loop.
winding numbers m ∈ {1, 2, 3, 4}, correspond to the following initial fractions of the string
in the large dimensions: Ω20 ∈ {0.998004, 0.992063, 0.982318, 0.968992}. Hence, although the
dynamics of the string in the internal space is sensitively dependent on the number of windings,
the apparent insensitivity of the (3 + 1)-dimensional dynamics to m may be explained by the
fact that Ω20 remains approximately constant for m ∈ {1, 2, 3, 4}. From Eq. (3.21), we see that
the initial acceleration of the string in the radial direction of the compact space is determined
by the condition C2 ⋚ a−2ρ20R40m2[a2(1 − ρ˙20) − R˙20](a2ρ20 + m2R20)−2, which yields R¨0 ⋚ 0.
With ρ˙0 = R˙0 = 0, this condition reduces to C
2 ⋚ Ω20(1 − Ω20)/a2, and it is straightforward to
check analytically that a transition from (initially) expanding windings to (initially) collapsing
windings must occur between m = 2 and m = 3 in the examples considered. By contrast,
in order to affect the macroscopic behavior of the string, we need to increase the value of Ω20
close to, or beyond, the critical value Ω20 = 1/2. In our examples, this corresponds to setting
m = 22.36 but, since m is an integer, a transition between initially expanding and initially
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Figure 4: Time variation of R˙(t) in Model I for different values of m: m = 1 (solid curve), m = 2
(dotted curve), m = 3 (short dashed curve) and m = 4 (long dashed curve). As in Fig. 3, the
sensitivity of the time evolution of the winding radius to the value of the winding number is
clearly apparent, and all four curves are easily distinguished.
contracting loops in (3 + 1) dimensions must occur between m = 22 and m = 23. (It may be
verified numerically that this is indeed the case.)
However, it is more interesting to consider scenarios in which R˙20 > 0. For the sake of
simplicity, we again assume ρ˙0 = 0, but consider the m = 1 case with R˙
2
0 ∈ {0, 1/6, 1/3, 1/2}.
The behavior of the functions ρ, ρ˙, R, R˙ and φ, for these values, are plotted in Figs. 6, 7, 8, 9
and 10. For the sake of comparison, all other initial conditions are the same as in Figs. 1, 2, 3,
4 and 5.
The first and fourth examples, given by the solid and long dashed curves, respectively,
correspond to the R = const. (ρ 6= const.) and ρ = const. (R 6= const.) solutions. The first of
these may be described analytically by Eqs. (3.13) and (3.14) and corresponds to the analytic
solution (3.18), found previously in [42, 49], while the numerical solution corresponding to the
final dashed curve implies that a “mirror image” analytic solution also exists, in which R and
ρ are interchanged. (This solution is derived explicitly in Sect. 3.2.) In the ρ = const. case,
corresponding to R˙20 = 1/2, R grows linearly in time without limit and, even for R˙
2
0 = 1/3, the
amplitude of the oscillations in R is comparable to the initial (3 + 1)-dimensional loop radius.
However, we must remember that, in reality, the extra dimensions must be compact, so that
R(t) obeys periodic boundary conditions which should be applied at some critical scale R, the
compatification radius of the internal space. Nonetheless, it is clear from these results that,
were the string to be compactified on an flat internal space with trivial topology, the (3 + 1)-
dimensional dynamics would be unaffected by oscillations in the internal space, regardless of their
“amplitude”. For example, suppose we were to define our internal space simply by identifying
opposing points on a flat two-dimensional disk, D2, of radius R, so that, having extended from
R = 0 to R = R, the winding radius simply retraced its previous path, from R = R to R = 0,
and so on, ad infinitum. In this case, we could replot the continuous dashed line in Fig. 8 as
a saw-tooth dashed line (with a new cycle beginning every time R(t) = R), but it would in no
way affect the dynamics of ρ(t) in the macroscopic dimensions.
The important thing to note is that, if the amplitude of the string oscillations in the compact
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Figure 5: Time variation of φ(t) in Model I for different values of m: m = 1 (solid curve), m = 2
(dotted curve), m = 3 (short dashed curve) and m = 4 (dashed curve). Though the period of the
higher-dimensional angular coordinate matches that of the macroscopic loops radius ρ(t), not
the winding radius R(t), its evolution is sensitive to the value of the winding number, like R(t)
(but unlike ρ(t)).
space becomes larger than the compactification radius, then the curvature and topology of the
internal space cannot be neglected. Though the amplitude of R(t) in the examples considered
in Figs. 1, 2, 3, 4 and 5 remains small compared to the (3 + 1)-dimensional loop radius, those
in Figs. 6, 7, 8, 9 and 10 do not. In this case, it is also no longer reasonable to assume that
they remain small compared to the compactification radius since, in general, ρ ≫ R. Hence,
nontrivial effects due to the topology and curvature of the compact space, which affect the
higher-dimensional dynamics, may, in principle, also affect the dynamics of the string in the
large visible dimensions. This motivates our work on S2 compactification in Sect. 3.3 but,
before then, we first determine the critical points of the first system of string EOM, Eqs. (3.20)
and (3.21).
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Figure 6: Time variation of ρ(t) in Model I for m = 1, a = 1/
√
2, C = 0.05, and for different
values of R˙20: R˙
2
0 = 0 (solid curve), R˙
2
0 = 1/6 (dotted curve), R˙
2
0 = 1/3 (short dashed curve) and
R˙20 = 1/2 (long dashed curve).
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Figure 7: Time variation of ρ˙(t) in Model I for m = 1, a = 1/
√
2, C = 0.05, and for different
values of R˙20: R˙
2
0 = 0 (solid curve), R˙
2
0 = 1/6 (dotted curve), R˙
2
0 = 1/3 (short dashed curve) and
R˙20 = 1/2 (long dashed curve).
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Figure 8: Time variation of R(t) in Model I for m = 1, a = 1/
√
2, C = 0.05, and for different
values of R˙20: R˙
2
0 = 0 (solid curve), R˙
2
0 = 1/6 (dotted curve), R˙
2
0 = 1/3 (short dashed curve) and
R˙20 = 1/2 (long dashed curve).
3.2 Critical points of Model I
The critical points of the system are defined by the conditions ρ¨ = 0, ρ˙ = 0, R¨ = 0, R˙ = 0.
Substituting these into Eqs. (3.20) and (3.21), we obtain the algebraic equations
a2ρ2 +m2R2
ρ2R
= ± a
C
,
a2ρ2 +m2R2
ρR2
= ±m
C
, (3.22)
and combining these expressions gives C = ±(1/2)R/a, mR = ±aρ, which is clearly equivalent
to Ω2 = 1/2. In terms of the constant C, the critical values of m and R may then be written
explicitly as
ρ = ±2mC, R = ±2aC. (3.23)
However, in general we may obtain a “critical point”, from a (3+1)-dimensional perspective,
12
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Figure 9: Time variation of R˙(t) in Model I for m = 1, a = 1/
√
2, C = 0.05, and for different
values of R˙20: R˙
2
0 = 0 (solid curve), R˙
2
0 = 1/6 (dotted curve), R˙
2
0 = 1/3 (short dashed curve) and
R˙20 = 1/2 (long dashed curve).
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Figure 10: Time variation of φ(t) in Model I for m = 1, a = 1/
√
2, C = 0.05, and for different
values of R˙20: R˙
2
0 = 0 (solid curve), R˙
2
0 = 1/6 (dotted curve), R˙
2
0 = 1/3 (short dashed curve) and
R˙20 = 1/2 (long dashed curve).
simply by setting ρ = const. The system then reduces to
R˙2 − a2 + C2
(
a2
R
+
m2R
ρ2
)2
= 0. (3.24)
Performing the substitution y = R2, Eq. (3.24) can be rewritten as
dt = ±1
2
dy√
−αy2 + βy − γ
, (3.25)
where
α =
C2m4
ρ4
, β = a2
(
1− 2C
2m2
ρ2
)
, γ = C2a4. (3.26)
This may be integrated using an Eulerian substitution of the second kind [48]. The method
proceeds as follows. Firstly, let us assume that the quadratic equation −αy2 + βy − γ = 0 has
two real roots, A and B. We then define a dummy variable u such that√
−αy2 + βy − γ = (y −A)u. (3.27)
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Since −αy2 + βy − γ = (y −A)(B − y), we then have
y =
Au2 +Bα
u2 + α
,
u√
α
= ±
√
B − y
y −A. (3.28)
Combining these results gives∫
dt = ±
∫
du
u2 + α
= ± 1√
α
tan−1
(
u√
α
)
+K, (3.29)
where K is an arbitrary integration constant, so that
y = B
[
1 +
(
A−B
B
)
sin2(
√
αt+K)
]
, (3.30)
and R(t) takes the same functional form, for ρ = const., that ρ(t) takes when R = const., as
expected by symmetry. In terms of the model parameters, the roots of the quadratic equation
are
y± =
1
2
a2ρ2
C2m4
(
1− 2C
2m2
ρ2
)1±
√
1− 4C
4m4
ρ4
(
1− 2C
2m2
ρ2
)−2 (3.31)
and their reality requires
C2 ≥ 1
4
ρ2
m2
=
1
4
R2
a2
Ω√
1− Ω2 . (3.32)
As the sum of the terms inside the square brackets is automatically positive, the reality of R(t)
then requires
C2 ≤ 1
2
ρ2
m2
=
1
2
R2
a2
Ω√
1− Ω2 . (3.33)
Combining these, we have
1
4
R2
a2
Ω√
1− Ω2 ≤ C
2 ≤ 1
2
R2
a2
Ω√
1− Ω2 , (3.34)
and the ρ = const., R = const. solution, found in [42, 49], corresponds to saturation of the lower
bound.
3.3 Model II: numerical solutions of the EOM for windings on S2
In our second model, we assume that the background geometry contains an S2 internal space of
constant radius R. Using cylindrical polars for the Minkowski part and canonical coordinates
for 2-sphere, the line element is
ds2 = a2(dt2 − dρ2 − ρ2dσ2 − dz2)−R2dθ2 −R2 sin2 θdφ2, (3.35)
where θ ∈ [0, π] is the polar angle and φ ∈ [0, 2π) is the azimuthal angle. The ansatz for the
circularly symmetric wound string loop is
XI = (t = ξτ, ρ(t), σ, z = 0, θ(t), φ(t, σ) = mσ + f(t)) (3.36)
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so that
(−γ) = ξ2
[
(a2(1− ρ˙2)−R2θ˙2)(a2ρ2 +m2R2 sin2 θ)− a2ρ2R2 sin2 θφ˙2
]
. (3.37)
We assume ρ0 > 0, θ0 6= 0, π since, in the limiting cases, the wound string ansatz becomes
invalid. Setting the initial conditions such that ρ0 > 0, θ0 6= 0, π, the conservation of energy and
momentum then implies ρ(t) > 0, θ(t) 6= 0, π for all time, which ensures that the EOM do not
become singular.
The EOM of the second string model are:
ρ¨+
ρ
a2ρ2 +m2R2 sin2 θ
[
a2
(
1− ρ˙2)−R2θ˙2 − C2 (a2ρ2 +m2R2 sin2 θ)2
ρ4R2 sin2 θ
]
= 0, (3.38)
θ¨ +
cos θ sin θ
a2ρ2 +m2R2 sin2 θ
[
m2
[
a2
(
1− ρ˙2)−R2θ˙2]− a2C2 (a2ρ2 +m2R2 sin2 θ)2
ρ2R4 sin4 θ
]
= 0, (3.39)
φ˙ = C
a2ρ2 +m2R2 sin2 θ
ρ2R2 sin2 θ , (3.40)
where C again denotes an arbitrary integration constant, which admits the physical interpre-
tation given in Eq. (3.9). We note that, in this geometry, for small values of the polar angle
θ(t)≪ 1, the effective time-dependent radius of the windings is
R(t) = R sin θ(t) ≈ Rθ(t), (3.41)
and Eqs. (3.38)-(3.40) reduce to Eqs. (3.6)-(3.8) under this identification.
Numerical solutions of the system of Eqs. (3.38)-(3.40) are presented in Figs. 11, 12, 13, 14,
15 and 16, for m ∈ {1, 2, 3, 4}, with a = 1/√2 and C = 0.05, as before. Specifically, ρ, ρ˙, θ, θ˙,
sin θ and φ are plotted in Figs. 11, 12, 13, 14, 15 and 16, respectively. The initial conditions
used are ρ0 = 100, ρ˙0 = 0 and φ0 = 0, as in Figs. 1, 2, 3, 4, 5, 6, 7, 8, 9 and 10, together with
R = 1, θ0 = π/2 and θ˙20 = 10−4. Thus, these examples are similar to those presented in Figs. 1,
2, 3, 4 and 5 (in that they contain plots for multiple values of m), but also to those presented in
Figs. 6, 7, 8, 9 and 10 (in which R0 = 1 and R˙
2
0 > 0). However, in this case, the initial velocity
of the string in the compact directions is small (and fixed to a single value).
From these plots, we see clearly that, although the microscopic behavior of Rθ(t), or even
R sin θ(t), differs greatly from that of R(t) in Model I, due to the nontrivial geometry and topol-
ogy of the S2, the behavior of φ(t) and of the macroscopic loop radius ρ(t) remain stubbornly
unresponsive to this change. Though the plots presented here represent only a small range of
the possible parameter values and initial conditions, it may be verified that this is a general
feature of the (3 + 1)-dimensional string dynamics.
As a further example of periodic behavior of the string in the compact space, that is quali-
tatively different, both from that of R(t) in Model I and that shown in Figs. 11, 12, 13, 14, 15
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Figure 11: Time variation of ρ(t) in Model II for different values of m: m = 1 (solid curve),
m = 2 (dotted curve), m = 3 (short dashed curve) and m = 4 (long dashed curve). As in
Model I, the macroscopic dynamics of the string are remarkably insensitive to the number of
higher-dimensional windings and the four curves are practically indistinguishable.
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Figure 12: Time variation of ρ˙(t) in Model II for different values of m: m = 1 (solid curve),
m = 2 (dotted curve), m = 3 (short dashed curve) and m = 4 (long dashed curve). As in Fig.
11, the four curves are practically indistinguishable due to the insensitivity of the macroscopic
dynamics to the value of the winding number.
and 16, ρ, ρ˙, θ, θ˙, sin θ and φ are plotted for a = 1/
√
2, C = 0.05, m = 1, ρ0 = 100, ρ˙0 = 0,
θ0 = π/2, φ0 = 0 and with θ˙
2
0 ∈ {0, 1/6, 1/3, 1/2} in Figs. 17, 18, 19, 20, 21 and 22. For the
sake of clarity, these plots cover a much shorter time range, which is less than one oscillation
period in ρ(t). However, yet again, it can be seen that the motion of the string in the large
dimensions is extremely insensitive to detailed dynamics of the string in the internal space, so
that the periodicity in the effective winding radius does not induce additional fluctuations in
the expansion and contraction of the (3 + 1)-dimensional loop radius.
A possible exception to this rule may appear only at very late times: Figs. 23, 24 and 25,
show ρ, θ and φ, obtained using the initial conditions ρ0 = 100, ρ˙0 = 0, θ0 = π/2, θ˙0 = 0
and φ0 = 0, for a = 1/
√
2, but with C = 0.5 and m = 20. The time range considered is
approximately one order of magnitude larger than that shown in Figs. 1, 2, 3, 4, 5, 6, 7, 8, 9, 10,
11, 12, 13, 14, 15 and 16. From these figures, we see that the initial condition θ0 = π/2 holds for
a considerable length of time but, due to the strongly nonlinear nature of the EOM, oscillations
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Figure 13: Time variation of θ(t) in Model II for different values of m: m = 1 (solid curve),
m = 2 (dotted curve), m = 3 (short dashed curve) and m = 4 (long dashed curve). This may be
compared with Fig. 3, which shows the behavior of R(t) in Model I, though the two are only
approximately equivalent in the limit R(t) ≡ R sin θ(t) ≈ Rθ(t), (θ(t)≪ 1).
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Figure 14: Time variation of θ˙(t) in Model II for different values of m: m = 1 (solid curve),
m = 2 (dotted curve), m = 3 (short dashed curve) and m = 4 (long dashed curve). This may be
compared with Fig. 4, which shows the behavior of R˙(t) in Model I, though the two are only
approximately equivalent in the limit R(t) ≡ R sin θ(t) ≈ Rθ(t), (θ(t)≪ 1).
in θ(t) begin after a finite time interval and, thereafter, their amplitude increases without limit.
(The model parameters in this example are chosen so as to illustrate this behavior, but it may
again be verified that it is characteristic of the system for a wide range of initial conditions
and different values of the string constants of motion.) However, because of their extremely
small initial magnitude (in our units,≪ 10−6), extremely long time periods are required for any
significant effect to occur in the large dimensions. Thus, oscillations in ρ(t) appear completely
regular over many cycles.
Due to computational limitations, it has not been possible to solve the string EOM up to time
scales of order 104 or above, in our chosen units. But, assuming that, for this set of parameters,
the oscillations in θ(t) grow by at least one order of magnitude over this time period (as Fig.
24 suggests), a time interval of order 1024 would be required for them to reach an amplitude of
approximately one radian. Thereafter, the (3+1)-dimensional dynamics of the string may indeed
be significantly affected by its motion in the higher-dimensional space but, at late times, it is
17
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Figure 15: Time variation of sin θ(t) in Model II for different values of m: m = 1 (solid curve),
m = 2 (dotted curve),m = 3 (short dashed curve) andm = 4 (long dashed curve). This is directly
comparable with R(t) in Model, shown in Fig. 3, via the identification R(t) ≡ R sin θ(t).
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Figure 16: Time variation of φ(t) in Model II for different values of m: m = 1 (solid curve),
m = 2 (dotted curve), m = 3 (short dashed curve) and m = 4 (long dashed curve). As in Model
I, we find that the period of φ(t) matches that of the macroscopic loop radius ρ(t), regardless
of the detailed behavior of the effective winding radius R(t) ≡ R sin θ(t).
likely (physically) that a significant fraction of the original string mass would have been lost via
gravitational wave emission, so that the assumption of conservation of energy and momentum
used to obtain the string EOM (3.38)-(3.40) becomes invalid. We may therefore conclude that,
even if they are technically present, any imprints of the higher-dimensional string dynamics
appearing in the effective (3 + 1)-dimensional motion are, in all probability, subdominant to
effects produced by the interaction of the string with its local (3 + 1)-dimensional environment.
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Figure 17: Time variation of ρ(t) in Model II for m = 1 and different values of θ˙20: θ˙
2
0 = 0 (solid
curve), θ˙20 = 1/6 (dotted curve), θ˙
2
0 = 1/3 (short dashed curve) and θ˙
2
0 = 1/2 (long dashed curve).
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Figure 18: Time variation of ρ˙(t) in Model II for m = 1 and different values of θ˙20: θ˙
2
0 = 0 (solid
curve), θ˙20 = 1/6 (dotted curve), θ˙
2
0 = 1/3 (short dashed curve) and θ˙
2
0 = 1/2 (long dashed curve).
3.4 Critical points of Model II
The critical points of Eqs. (3.38) and (3.39) are defined by the conditions ρ¨ = 0, ρ˙ = 0 and
θ¨ = 0, θ˙ = 0. For θ 6= π/2, these can be obtained as solutions of the algebraic system
a2ρ2 +m2R2 sin2 θ
ρ2R sin θ = ±
a
C
,
a2ρ2 +m2R2 sin2 θ
ρR2 sin2 θ = ±
m
C
. (3.42)
Following [42], we now define the local fraction of the string in the large dimensions ω2(t, σ) as
ω2 =
a2ρ2
a2ρ2 +m2R2
0
sin2 θ
, (3.43)
so that the parameter Ω2(t) is defined via
Ω−2 =
1
2π
∫
2pi
0
ω−2dσ =
1
2π
∫
2pi
0
a2ρ2 +m2R20 sin
2 θ
a2ρ2
dσ. (3.44)
The critical points of the system are given by C = ±(1/2)R sin θ/a, mR sin θ = ±aρ, which
corresponds to ω2 = 1/2. In [42], it was proved that wound strings with constant winding radius
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Figure 19: Time variation of θ(t) in Model II for m = 1 and different values of θ˙20: θ˙
2
0 = 0 (solid
curve), θ˙20 = 1/6 (dotted curve), θ˙
2
0 = 1/3 (short dashed curve) and θ˙
2
0 = 1/2 (long dashed curve).
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Figure 20: Time variation of θ˙(t) in Model II for m = 1 and different values of θ˙20: θ˙
2
0 = 0 (solid
curve), θ˙20 = 1/6 (dotted curve), θ˙
2
0 = 1/3 (short dashed curve) and θ˙
2
0 = 1/2 (long dashed curve).
(R = const.), but arbitrary configurations in the large dimensions, are effectively tensionless,
from a (3 + 1)-dimensional perspective, when ω2(t, σ) = 1/2 for all σ and t. The result above is
therefore interesting, as it implies that this condition may be even more general, extending to
at least some models for which the effective winding radius is a function of time (for example,
R(t) ≡ R sin θ(t), as in Eq. (3.41), for this model), for strings wrapping S1 subcycles in more
complex simply connected internal manifolds.
In terms of the constant C, the critical values of ρ and θ may be written explicitly as
ρ = ±2mC, θ = ± sin−1
(
2aC
R
)
, (C2 6= (1/4)R2/a2). (3.45)
However, the limiting case for which C → (1/2)R/a, mR → ±aρ and θ → π/2, which corre-
sponds to the maximum effective winding radius, with the string wrapping great circles in the
S2, is explicitly not included in this analysis.
For θ = π/2, θ-dependence vanishes completely from Eqs. (3.38) and (3.39). In this case,
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Figure 21: Time variation of sin θ(t) in Model II for m = 1 and different values of θ˙20: θ˙
2
0 = 0
(solid curve), θ˙20 = 1/6 (dotted curve), θ˙
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0 = 1/3 (short dashed curve) and θ˙
2
0 = 1/2 (long dashed
curve).
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Figure 22: Time variation of φ(t) in Model II for m = 1 and different values of θ˙20: θ˙
2
0 = 0 (solid
curve), θ˙20 = 1/6 (dotted curve), θ˙
2
0 = 1/3 (short dashed curve) and θ˙
2
0 = 1/2 (long dashed curve).
Eq. (3.39) becomes trivial (being merely an identity) and Eq. (3.38) yields
a2ρ2 +m2R2
ρ2R = ±
a
C
⇐⇒ ρ2 =
(
C
±R− aC
)
m2R2
a
. (3.46)
The positivity of ρ2 then requires either C < R/a (for the positive solution) or C > −R/a
(for the negative solution). Equivalently, we may require C2 < R2/a2. Overall, there are four
critical points, given by
ρ = ±
√
C
±R− aC
mR√
a
, θ =
π
2
, (3.47)
where we fix a > 0, on physical grounds, to ensure the reality of the loop radius. (As we shall see
in Sect. 5.2, this is also necessary to ensure the positivity of the Hamiltonian.) The positivity
of ρ then requires us to choose the positive sign in from of the square root in Eq. (3.47) when
m > 0 and the negative sign when m < 0.
If we require consistency with Eq. (3.45) in the limit θ → (π/2)± (i.e., if we require that
there is no discontinuity in the critical points of the system as C2 → (1/4)R2/a2), then we may
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Figure 23: Late time variation of ρ(t) in Model II for C = 0.5 and m = 20.
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Figure 24: Late time variation of θ(t) in Model II for C = 0.5 and m = 20. The amplitude
of oscillations around the initial value θ0 = π/2, which corresponds to windings around great
circles in the S2, grows almost monotonically with time, except for small scale fluctuations over
(roughly) each half-oscillation in the loop radius ρ(t), but remain small over long time periods.
set C = ±(1/2)R/a in Eq. (3.47), which then yields mR = ±aρ. In this case, the second set of
critical points may be written in an equivalent form as
ρ = ±2mC, θ = π
2
, (C2 = (1/4)R2/a2), (3.48)
but we will leave them in the more general form given by Eq. (3.47), when performing the
stability analysis.
Again, we may also consider a more general “critical point”, from a (3 + 1)-dimensional
perspective, by setting ρ = const. for θ = θ(t). The system then reduces to
R2θ˙2 − a2 + C2
(
a2
R sin θ +
m2R sin θ
ρ2
)2
= 0. (3.49)
This equation is separable and may be written in the form,
dt = ±1
2
dz√
δz3 − α˜z2 + β˜z − γ
, (3.50)
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Figure 25: Late time variation of φ(t) in Model II for C = 0.5 and m = 20.
where z = R2 sin2 θ and
δ =
C2m4
R2ρ4 , α˜ =
(
a2
R2 −
2C2a2m2
R2ρ2 +
C2m4
ρ4
)
, β˜ =
(
a2 +
C2a4
R2 −
2C2a2m2
ρ2
)
, γ = C2a4,
(3.51)
then integrated numerically. For
m2R2 ≪ 2a2ρ2, C2 ≪ a
2
R2
ρ4
m4
, (3.52)
we have α˜ → α, β˜ → β, where α and β are defined in Eq. (3.26). If, in addition, we have
sin θ ≪ a2ρ2/(m2R2), which ensures that sin θ ≪ 1 when Ω2∣∣
θ=pi/2
≡ a2ρ2/(a2ρ2+m2R2) ≤ 1/2,
the δz3 term can be neglected and z ≈ y ≈ R2θ2. In this case, we recover the previous expression
Eq. (3.25) as an approximate EOM for the system and an analytic solution can be obtained.
4 Kosambi-Cartan-Chern (KCC) theory and Jacobi stability
In the present Section we very briefly summarize the basic concepts and results of the KCC
theory (for a detailed presentation see [13] and [16]).
Let M be a real, smooth, n-dimensional manifold, and let (TM, π,M) be its tangent bun-
dle, where π : TM → M is a projection from the total space TM to the base manifold
M. For a local chart (U, φ = (xi)) on M, where x = (xi) = (x1, x2, . . . , xn), we denote
by
(
π−1(U),Φ =
(
xi, yi = x˙i
))
the induced local chart TM, where x˙i = dxi/dt, y = (yi) =(
y1, y2, . . . , yn
)
, and t is the time coordinate, introduced so that
(
t, xi
)
are defined on an open
subset of the trivial bundle R × M with base manifold R and fibre M. It is assumed that
the coordinate t on R is kept fixed, while arbitrary coordinate transformations on the fibre M
are allowed. Therefore, in the framework of the KCC theory, the only admissible coordinate
transformations on M are
t˜ = t, x˜i = x˜i
(
x1, x2, . . . , xn
)
, i ∈ {1, 2, . . . , n} . (4.1)
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Vector fields S of the form
S = yi
∂
∂xi
− 2Gi (x,y, t) ∂
∂yi
, (4.2)
defined on TM, are called semisprays [50, 51, 52]. The functionsG, with components Gi(x,y, t),
defined on domains of local charts, are the local coefficients of the semispray. The vector field S
is called a spray in the particular case in which the coefficients Gi = Gi (x,y) are homogeneous
of degree two in y.
We define a path or a geodesic of the semispray S as a curve c : t→ x(t) onM. The geodesic
on a semispray has the property that its lift c′ : t→ (xi(t), x˙i(t)) to TM is an integral curve of
S, that is, it satisfies the equation [50, 51, 52]
d2x
dt2
+ 2G (x,y, t) = 0. (4.3)
Conversely, for any system of ordinary differential equations of the form (4.3), which is globally
defined, the functions G define a semispray on TM [51, 52].
In many situations, the EOM of a physical system can be derived from a Lagrangian L =
L
(
xi, yi, t
)
via the Euler-Lagrange equations,
d
dt
∂L
∂yi
− ∂L
∂xi
= fi, i = 1, 2, . . . , n, (4.4)
where fi, i ∈ {1, 2, . . . , n}, are the components of the external force. We call the triplet (M,L, fi)
a Finslerian mechanical system [20, 53]. For a regular Lagrangian L, the Euler-Lagrange equa-
tions introduced in Eq. (4.4) are equivalent to a system of second-order ordinary (usually strongly
nonlinear) differential equations
d2xi
dt2
+ 2F i
(
xj, yj , t
)
= 0, (4.5)
where each function F i
(
xj, yj , t
)
is C∞ in a neighborhood of some initial conditions ((x)
0
, (y)
0
, t0).
The basic idea of KCC theory is to start from an arbitrary system of second-order differential
equations of the form (4.3), defined on the base spaceM, with no a priori Lagrangian function
assumed, and to study the behavior of its trajectories on M by analogy with the trajectories of
the Euler-Lagrange system (4.5).
To analyze the geometry associated with the dynamical system defined by Eq. (4.3), as a
first step, we introduce a nonlinear connection N on M, with coefficients N ij , defined as [20]
N ij
(
xi, yi, t
)
=
∂Gi
(
xi, yi, t
)
∂yj
. (4.6)
The nonlinear connection can be understood geometrically in terms of a dynamical covariant
derivative ∇N as follows [25]: let two vector fields v, w be defined over a manifold M . Then the
covariant derivative ∇N on M is defined as
∇Nv w =
[
vj
∂
∂xj
wi +N ij(x, y)w
j
]
∂
∂xi
. (4.7)
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For N ji (x, y) = Γ
j
il(x)y
l, Eq. (4.7) reduces to the definition of the covariant derivative for the
special case of a standard linear connection, as defined in Riemmannian geometry.
For the non-singular coordinate transformations, introduced through Eq. (4.1), we define
the KCC-covariant differential of an arbitrary vector field θi
(
xi, t
)
on the open subset χ ⊆
R
n × Rn × R1 as [13, 17, 18, 19]
Dθi
dt
=
dθi
dt
+N ijθ
j. (4.8)
For θi = yi, we obtain
Dyi
dt
= N ijy
j − 2Gi = −ǫi. (4.9)
The contravariant vector field ǫi on χ is called the first KCC invariant.
We now vary the trajectories xi(t) of the system (4.5) into nearby ones according to
x˜i (t) = xi(t) + ηξi(t), (4.10)
where |η| is a small parameter and ξi(t) are the components of a contravariant vector field
defined along the path xi(t). Substituting Eq. (4.10) into Eq. (4.5) and taking the limit η → 0,
we obtain the deviation equations in the form [13, 17, 18, 19]
d2ξi
dt2
+ 2N ij
dξj
dt
+ 2
∂Gi
∂xj
ξj = 0. (4.11)
Equation (4.11) can be reformulated in covariant form with the use of the KCC-covariant dif-
ferential as
D2ξi
dt2
= P ij ξ
j , (4.12)
where we have denoted
P ij
(
t, xi, yi
)
= −2∂G
i
∂xj
− 2GlGijl + yl
∂N ij
∂xl
+N ilN
l
j +
∂N ij
∂t
, (4.13)
and have introduced the Berwald connection Gijl, defined as [13, 16, 17, 18, 19, 20]
Gijl
(
t, xi, yi
) ≡ ∂N ij
∂yl
. (4.14)
P ij is called the second KCC-invariant, or the deviation curvature tensor, while Eq. (4.12) is
called the Jacobi equation. When the system (4.5) describes the geodesic equations, Eq. (4.12)
is the Jacobi field equation, in either Riemann or Finsler geometry. The trace P of the curvature
deviation tensor is obtained as
P = P ii = −2
∂Gi
∂xi
− 2GlGiil + yl
∂N ii
∂xl
+N ilN
l
i +
∂N ii
∂t
. (4.15)
The third, fourth and fifth invariants of the system (4.5) are defined as [13]
P ijk ≡
1
3
(
∂P ij
∂yk
− ∂P
i
k
∂yj
)
, P ijkl ≡
∂P ijk
∂yl
, Dijkl ≡
∂Gijk
∂yl
. (4.16)
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The third invariant P ijk can be interpreted geometrically as a torsion tensor. The fourth and fifth
invariants P ijkl and D
i
jkl are called the Riemann-Christoffel curvature tensor, and the Douglas
tensor, respectively [13, 16]. In a Berwald space, these tensors always exist. In the KCC
theory, they describe the geometrical properties and interpretation of a system of second-order
differential equations.
Alternatively, we can introduce another definition for the third and fourth KCC invariants
[24]. In this formulation, the third KCC invariant is given by
Bijk =
δN ij
δxk
− δN
i
k
δxj
, (4.17)
where
δ
δxi
=
∂
∂xi
−N ji
∂
∂yj
, (4.18)
and the fourth KCC invariant can then be defined as
Bijkl =
∂Bikl
∂yj
. (4.19)
In many physical, chemical and biological applications, we are interested in the behavior of
the trajectories of the dynamical system (4.3) in the vicinity of a point xi (t0). For simplicity, in
the following we take t0 = 0. We consider the trajectories x
i = xi(t) as curves in the Euclidean
space (Rn, 〈., .〉), where 〈., .〉 is the canonical inner product of Rn. For the deviation vector ~ξ,
we assume that it obeys the initial conditions ~ξ (0) = ~O and ~˙ξ (0) = ~W 6= ~O, where ~O ∈ Rn is
the null vector [13, 16, 17, 18].
Thus, we introduce the following description of the focusing tendency of the trajectories
around t0 = 0: if ||ξ (t)|| < t2, t ≈ 0+, the trajectories are bunching together. Conversely, if
||ξ (t)|| > t2, t ≈ 0+, the trajectories are dispersing [13, 16, 17, 18]. The focusing tendency of the
trajectories can be also characterized in terms of the deviation curvature tensor in the following
way [13, 16, 17, 18]:
The trajectories of the system of equations (4.5) are bunching together for t ≈ 0+ if and only
if the real parts of the eigenvalues of the deviation tensor P ij (0) are strictly negative.
Conversely, the trajectories are dispersing if and only if the real part of the eigenvalues of
P ij (0) are strictly positive.
Based on the above considerations, we define the concept of the Jacobi stability for a dy-
namical system as follows [13, 16, 17, 18]:
Definition: Lets us assume that, with respect to the norm ||.|| induced by a positive definite
inner product, the system of differential equations (4.5) satisfies the initial conditions∣∣∣∣xi (t0)− x˜i (t0)∣∣∣∣ = 0, ∣∣∣∣x˙i (t0)− x˜i (t0)∣∣∣∣ 6= 0. (4.20)
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Then:
(a) the trajectories of Eq. (4.5) are Jacobi stable if and only if the real parts of all of the
eigenvalues of the deviation tensor P ij are everywhere strictly negative;
(b) if the real parts of the eigenvalues of the deviation tensor P ij are not everywhere strictly
negative, the trajectories are Jacobi unstable.
Graphically, the focussing behavior of the trajectories near the origin is shown in Fig. 26.
✻
❄
xi(t)
x˜i(t)
η(t)
||ξ(t)||2 < t2, t ≈ 0+
xi(0)
✻
xi(t)
x˜i(t)
||ξ(t)||2 > t2, t ≈ 0+
xi(0)
Figure 26: Behavior of the trajectories near the initial configuration of the system.
For a two-dimensional dynamical system, the components of the curvature deviation tensor
can be written in a matrix form as
P ij =
(
P 11 P
1
2
P 21 P
2
2
)
, (4.21)
and its eigenvalues are given by
λ± =
1
2
[
P 11 + P
2
2 ±
√(
P 1
1
− P 2
2
)2
+ 4P 1
2
P 2
1
]
, (4.22)
which are the roots of the characteristic quadratic equation
λ2 − (P 11 + P 22 )λ+ (P 11P 22 − P 12P 21 ) = 0. (4.23)
A very simple and efficient way to obtain the signs of the eigenvalues of the curvature
deviation tensor is based on the Routh-Hurwitz criteria [54]. According to this criteria, all of
the roots of the polynomial P (λ) are negative, or have negative real parts, if the determinant of
all Hurwitz matrices det Hj, j = 1, 2, . . . , n, are positive. For n = 2, corresponding to the case
of Eq. (4.23), the Routh-Hurwitz criteria take the simple form
P 11 + P
2
2 < 0, P
1
1P
2
2 − P 12P 21 > 0. (4.24)
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Thus, λ± describe the curvature properties along a given geodesic. Another way to characterize
the way in which the geodesics explore the geometry of the Finsler manifold is through the (half
of the) Ricci curvature scalar along the flow, κ, and the anisotropy Θ, defined as [8]
κ =
1
2
(λ+ + λ−) =
P
2
=
P 11 + P
2
2
2
, (4.25)
and
Θ =
1
2
(λ+ − λ−) =
√(
P 1
1
− P 2
2
)2
+ 4P 1
2
P 2
1
2
, (4.26)
respectively.
5 Jacobi stability analysis of Model I
In this Section, we use the KCC approach to study the dynamical properties of the string
system proposed in Model I. We explicitly obtain the non-linear and Berwald connections, and
the deviation curvature tensors. The eigenvalues of the deviation curvature tensor are also
determined, and we study their properties at the equilibrium points of the wound string loop.
Determining the signs of the eigenvalues allows us to formulate criteria for the Jacobi stability
of the fixed points in terms of the wound string model parameters.
5.1 The non-linear and Berwald connections, and the KCC invariants of
Model I
By introducing the notation
ρ = X1, R = X2, ρ˙ = Y 1, R˙ = Y 2, (5.1)
the EOM of the string system, Eqs. (3.20) and (3.21), can be rewritten as
d2X1
dt2
+
X1
a2 (X1)2 +m2 (X2)2

a2 (1− (Y 1)2)− (Y 2)2 − C2
(
a2
(
X1
)2
+m2
(
X2
)2)2
(X1)4 (X2)2

 = 0,
(5.2)
d2x2
dt2
+
x2
a2 (X1)2 +m2 (X2)2
×

m2
[
a2
(
1− (Y 1)2)− (Y 2)2]− a2C2
(
a2
(
X1
)2
+m2
(
X2
)2)2
(X1)2 (X2)4

 = 0. (5.3)
Equations (5.2) and (5.3) form a second order differential system, given by two equations of the
form
d2Xi
dt2
+ 2Gi
(
Xi, Y i
)
= 0, i ∈ {1, 2} , (5.4)
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where
G1 =
1
2
X1
a2 (X1)2 +m2 (X2)2

a2 (1− (Y 1)2)− (Y 2)2 − C2
(
a2
(
X1
)2
+m2
(
X2
)2)2
(X1)4 (X2)2

 , (5.5)
G2 =
1
2
x2
a2 (X1)2 +m2 (X2)2

m2
[
a2
(
1− (Y 1)2)− (Y 2)2]− a2C2
(
a2
(
X1
)2
+m2
(
X2
)2)2
(X1)2 (X2)4

 .
(5.6)
The coefficients of the non-linear connection associated to the system (5.2) and (5.3) are
given by
N11 =
∂G1
∂Y 1
= − a
2X1Y 1
a2 (X1)2 +m2 (X2)2
, N12 =
∂G1
∂Y 2
= − X
1Y 2
a2 (X1)2 +m2 (X2)2
, (5.7)
N21 =
∂G2
∂Y 1
= − a
2m2X1Y 1
a2 (X1)2 +m2 (X2)2
, N22 =
∂G2
∂Y 2
= − m
2X1Y 2
a2 (X1)2 +m2 (X2)2
, (5.8)
and the components of the Berwald connection can be obtained as
G111 =
∂N11
∂Y 1
= − a
2X1
a2 (X1)2 +m2 (X2)2
, G112 =
∂N11
∂Y 2
= 0, (5.9)
G121 =
∂N12
∂Y 1
= 0, G122 =
∂N12
∂Y 2
= − X
1
a2 (X1)2 +m2 (X2)2
, (5.10)
G211 =
∂N21
∂Y 1
= − a
2m2X1
a2 (X1)2 +m2 (X2)2
, G212 =
∂N21
∂Y 2
= 0, (5.11)
G221 =
∂N22
∂Y 1
= 0, G222 =
∂N22
∂Y 2
= − m
2X1
a2 (X1)2 +m2 (X2)2
. (5.12)
The first KCC invariants are given by
ǫ1 =
a2X1
a2 (X1)2 +m2 (X2)2
−
C2
[
a2
(
X1
)2
+m2
(
X2
)2]
(X1)3 (X2)2
, (5.13)
ǫ2 =
a2m2
X1
[ (
X1
)2
a2 (X1)2 +m2 (X2)2
− C
2
(X2)2
]
− a
4C2X1
(X2)4
, (5.14)
and the components of the curvature deviation tensor are
P 11 =
1
(X1)4
[
a2 (X1)2X2 +m2 (X2)
3
]2
×
{
− 2a6C2 (X1)6 + a4 (X1)4 (X2)2 (2 (X1)2 − 7C2m2)
+
[
−m2 (X2)2 (8C2m2 + (X1)2)+m2 (X1)3 Y 1Y 2(X1 + 2X2)− 2 (X1)4 (Y 2)2]
× a2 (X1)2 (X2)2 − 3C2m6 (X2)6 +m2 (X1)4 (X2)4 (Y 2)2
}
, (5.15)
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P 12 =
1
X1 (X2)4
[
a2 (X1)2 +m2 (X2)2
]2
×
{
X1
(
X2
)4
Y 1Y 2
[
2a2
(
X1
)2 −m2 (X2)2]− a2(X1 + 2X2)
×
[
a4C2
(
X1
)4
+ 2a2C2m2
(
X1
)2 (
X2
)2
+m2
(
X2
)4 (
C2m2 +
(
X1
)2 ((
Y 1
)2 − 1))]
}
,
(5.16)
P 21 =
1
(X2)4
[
a2 (X1)3 +m2X1 (X2)2
]2
×
{
a8C2
(
X1
)6
+ a4m2
(
X1
)2 (
X2
)4 [
2
(
X1
)2 − 3C2m2]
+
[
−m2 (X2)2 (2C2m2 + (X1)2)+m2 (X1)3 Y 1Y 2(X1 + 2X2)− 2 (X1)4 (Y 2)2]
× a2m2 (X2)4 +m4 (X1)2 (X2)6 (Y 2)2
}
, (5.17)
P 22 = −
1
X1 (X2)5
(
a2 (X1)2 +m2 (X2)2
)2
×
{
4a8C2
(
X1
)6
+ a6C2m2
(
X1
)4
X2(X1 + 10X2)
+
[
m2(X1 + 2X2)
(
C2m2 +
(
X1
)2 ((
Y 1
)2 − 1))− 2 (X1)3 Y 1Y 2
]
× 2a4C2m4 (X1)2 (X2)3 (X1 + 4X2) + a2m2 (X2)5
+ m4X1
(
X2
)6
Y 2
[
2X1(Y 2 − 1) +X2Y 1]
}
. (5.18)
5.2 Jacobi stability analysis of the critical points of Model I
As the next step in the Jacobi stability analysis, we calculate the components of the curvature
deviation tensor at the critical points of the system, X1 = ±2mC, X2 = ±2aC, Y 1 = 0, Y 2 = 0.
Thus, we obtain
P 11
(
X1 = ±2mC,X2 = ±2aC, Y 1 = 0, Y 2 = 0)
= P 11
(
X1 = ±2mC,X2 = ∓2aC, Y 1 = 0, Y 2 = 0) = − 1
4m2C2
,
P 12
(
X1 = ±2mC,X2 = ±2aC, Y 1 = 0, Y 2 = 0)
= P 12
(
X1 = ±2mC,X2 = ∓2aC, Y 1 = 0, Y 2 = 0) = 0, (5.19)
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P 21
(
X1 = ±2mC,X2 = ±2aC, Y 1 = 0, Y 2 = 0)
= P 21
(
X1 = ±2mC,X2 = ∓2aC, Y 1 = 0, Y 2 = 0) = 0,
P 22
(
X1 = ±2mC,X2 = ±2aC, Y 1 = 0, Y 2 = 0)
= −P 22
(
X1 = ±2mC,X2 = ∓2aC, Y 1 = 0, Y 2 = 0) = − m
4aC2
. (5.20)
We therefore obtain the following theorem:
Theorem 1 (a) If the parameters a, m and C of the string Model I simultaneously satisfy
the conditions
− a+m
3
4am2C2
< 0,
1
16amC2
> 0 (5.21)
then the critical points X1 = ±2mC, X2 = ±2aC, Y 1 = 0, Y 2 = 0 of the string system are
Jacobi stable, and are Jacobi unstable otherwise.
(b) If the parameters a, m and C of the string Model I simultaneously satisfy the conditions
−a+m3
4am2C2
< 0, − 1
16amC2
> 0 (5.22)
then the critical points X1 = ±2mC, X2 = ∓2aC, Y 1 = 0, Y 2 = 0 of the string system are
Jacobi stable, and are Jacobi unstable otherwise.
Corollary. The stability conditions of Theorem 1(a) and (b) reduce to the individually
equivalent conditions
am > 0, am < 0. (5.23)
The conditions in Eq. (5.23) appear to indicate that, in flux-compactified geometries, the
stability of different winding states is determined by the warp factor induced by the back reaction
on the large dimensions. Mathematically, the sign of a appears to be arbitrary, since only a2
appears in the metric of the background space-time. However, in general, we may take a factor
of a2 outside the denominator
√−γ in the expression for the Hamiltonian (see, for example,
Eq. (3.10)), so that the positivity of the energy requires us to take the positive square root. On
physical grounds therefore, we may set a > 0. By convention, we may also require C to have
the same sign as m. This is in accordance with the identification C = l/E, where we choose
positive angular momentum to be associated with m > 0 and negative angular momentum to
be associated with m < 0 (c.f. Eq. (3.10)).
Hence, if m > 0, only one critical point from the first set (Theorem 1(a)) is physically
relevant, X1 = +2mC, X2 = +2aC, whereas neither of the critical points from the second set
(Theorem 1(b)) are physically valid. In this case, the single remaining physical critical point is
Jacobi stable, by the first condition in the Corollary, Eq. (5.23). If m < 0, neither of the critical
points belonging to the first set is physical, and only one point from the second set remains:
X1 = 2mC, X2 = −2aC. This is Jacobi stable by the second condition in the Corollary,
Eq. (5.23). In this case, C is negative, so that the stable critical point for m < 0 is, in fact,
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completely equivalent to the stable critical point for m > 0, as expected by symmetry. At all
critical points, all components of the first KCC invariant are zero.
These results are of interest to all cosmic string models in string theory inspired models of the
early universe, including brane inflation scenarios in which copious F and D−string production
occurs [55, 56, 57]. In such models, the compact dimensions are flux compactified, which leads,
generically, to the existence of a warp factor due to the back reaction on the non-compact space.
5.3 The behavior of the deviation vector in Model I
The time evolution of the deviation vector ξi, i ∈ {1, 2}, giving the behavior of the trajectories
of a dynamical system near a fixed point xi (t0), is described by Eqs. (4.11) and (4.12). In the
case of the string system proposed in Model I, these equations can be written as
d2ξ1(t)
dt2
− 2a
2X1Y 1
a2 (X1)2 +m2 (X2)2
dξ1(t)
dt
− 2X
1Y 2
a2 (X1)2 +m2 (X2)2
dξ2(t)
dt
+
1
X1 (X2)3
(
a2 (X1)2 +m2 (X2)2
)2
×
{
2
(
a6C2
(
X1
)4
+ 2a4C2m2
(
X1
)2 (
X2
)2
+ a2m2
(
X2
)4 (
C2m2 +
(
X1
)2 ((
Y 1
)2 − 1))
+ m2
(
X1
)2 (
X2
)4 (
Y 2
)2 )}
ξ2(t) +
1
(X1)4 (X2)2
(
a2 (X1)2 +m2 (X2)2
)2
×
{
a6C2
(
X1
)6
+ a4
(
X1
)4 (
X2
)2 [
5C2m2 +
(
X1
)2 ((
Y 1
)2 − 1)]
+ a2
(
X1
)2 (
X2
)2 [
m2
(
X2
)2 (
7C2m2 − (X1)2 ((Y 1)2 − 1))+ (X1)4 (Y 2)2]
+ 3C2m6
(
X2
)6 −m2 (X1)4 (X2)4 (Y 2)2
}
ξ1(t) = 0, (5.24)
32
d2ξ2(t)
dt2
− 2a
2m2X1Y 1
a2 (X1)2 +m2 (X2)2
dξ1(t)
dt
− 2m
2X1Y 2
a2 (X1)2 +m2 (X2)2
dξ2(t)
dt
− 1
(X1)2 (X2)4
(
a2 (X1)2 +m2 (X2)2
)2
×
{
(aX1 −mX2)(aX1 +mX2)a6C2 (X1)4 + 2a4C2m2 (X1)2 (X2)2
+ a2m2
(
X2
)4 [
C2m2 − (X1)2 ((Y 1)2 − 1)]−m2 (X1)2 (X2)4 (Y 2)2
}
ξ1(t)
+
1
X1 (X2)5
(
a2 (X1)2 +m2 (X2)2
)2
×
{
4a8C2
(
X1
)6
+ 5a6C2m2
(
X1
)4 (
X2
)2
+ 4a4C2m4
(
X1
)2 (
X2
)4
+ a2m4
(
X2
)6 [
C2m2 +
(
X1
)2 ((
Y 1
)2 − 1)]+m4 (X1)2 (X2)6 (Y 2)2
}
ξ2(t) = 0.(5.25)
By evaluating Eqs. (5.24) and (5.25) at X1 = ±2mC, X2 = ±2aC, Y 1 = 0, Y 2 = 0, we
obtain the evolution equations of the deviation vector near the critical points as
d2ξ1(t)
dt2
+
4
C2m2
ξ1(t) = 0, (5.26)
d2ξ2(t)
dt2
± m
4aC2
ξ2(t) = 0, (5.27)
where we must take the positive sign in front of the second term in Eq. (5.25) if the choice of
signs in the expressions for X1 and X2 match, and the negative sign if they are opposite. In the
first scenario (am > 0), the general solutions to these equations are given by
ξ1(t) = 2mCξ˙10 sin
(
1
2mC
t
)
, (5.28)
and
ξ2(t) = 2C
√
a
m
ξ˙20 sin
(
1
2C
√
m
a
t
)
, (5.29)
respectively, where we have used the initial conditions ξ1(0) = 0, ξ2(0) = 0, dξ1(t)/dt|t=0 = ξ˙10 ,
dξ2(t)/dt|t=0 = ξ˙20 . In the second case (am < 0), the general solution to Eq. (5.27) is
ξ2(t) = C
√
a
m
ξ˙20
[
exp
(
1
2C
√
m
a
t
)
− exp
(
− 1
2C
√
m
a
t
)]
= 2C
√
a
m
ξ˙20 sinh
(
1
2C
√
m
a
t
)
.
(5.30)
Since both a/m < 0 and m/a < 0, with the use of the relation sinh(ix) = i sinx, it immediately
follows that Eq. (5.30) can be written as
ξ2(t) = −2C
√∣∣∣ a
m
∣∣∣ξ˙20 sin
(
1
2C
√∣∣∣m
a
∣∣∣ t) , (5.31)
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thus showing that the time evolution of the deviation vector is bounded. Therefore, for am < 0,
the critical points are also Jacobi stable.
6 Jacobi stability analysis of Model II
In this Section, we use the KCC approach to study the dynamical properties of the string system
proposed in Model II, following the same basic procedure as in Sect. 5.
6.1 The nonlinear and Berwald connections, and the KCC invariants of
Model II
By introducing the notation
ρ = X1, θ = X2, ρ˙ = Y 1, θ˙ = Y 2, (6.1)
we can write Eqs. (3.38) and (3.39) in the form of Eq. (4.5), where
G1 =
1
2
X1


a2
[
1− (Y 1)2]−R2 (Y 2)2
a2 (X1)2 +m2R2 sin2(X2) −
csc2(X2)
[
a2
(
X1
)2
+m2 sin2(X2)
]
R2 (X1)4

 , (6.2)
G2 =
1
2
sin(X2) cos(X2)
×


m2
[
a2
(
1− (Y 1)2)−R2 (Y 2)2]
a2 (X1)2 +m2R2 sin2(X2) −
csc4(X2)
[
a2
(
X1
)2
+m2R2 sin2(X2)
]
R2 (X1)2

 .(6.3)
The components of the nonlinear connection N ij are given by
N11 = −
a2X1Y 1
a2 (X1)2 +m2R2 sin2(X2) , N
2
1 = −
R2 (X1)Y 2
a2 (X1)2 +m2R2 sin2(X2) , (6.4)
N12 = −
a2m2Y 1 sin(X2) cos(X2)
a2 (X1)2 +m2R2 sin2(X2) , N
2
2 = −
m2R2Y 2 sin(X2) cos(X2)
a2 (X1)2 +m2R2 sin2(X2) , (6.5)
and the components of the Berwald connection are
G111 = −
a2X1
a2 (X1)2 +m2R2 sin2(X2) , G
1
12 = 0, G
1
21 = 0, (6.6)
G122 = −
R20X
1
a2 (X1)2 +m2R2 sin2(X2) , G
2
11 = −
a2m2 sin(X2) cos(X2)
a2 (X1)2 +m2R2 sin2(X2) , (6.7)
G212 = 0, G
2
21 = 0, G
2
22 = −
m2R2 sin(X2) cos(X2)
a2 (X1)2 +m2R2 sin2(X2) . (6.8)
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The components of the first KCC invariant can then be obtained as
ǫ1 = −m
2C2
(X1)3
− a
2C2 csc2(X2)
R2X1 +
2a2X1
2a2 (X1)2 −m2R2 cos(2X2) +m2R2 , (6.9)
ǫ2 = − a
2
R2C2 cot(X
2)
[
m2
(X1)2
+
a2
R2 csc
2(X2)
]
− a
2m2 sin(2X2)
2a2 (X1)2 −m2R2 cos(2X2) +m2R2 , (6.10)
and the components of the curvature deviation tensor are
P 11 = −
3m2C2
(X1)4
− 2a
2C2 csc2(X2)
R2 (X1)2 −
2(a−RY 2)(a+RY 2)
2a2 (X1)2 −m2R2 cos(2X2) +m2R2
+
2a2X1
[
6X1(a−RY 2)(a+RY 2) +m2R2Y 1Y 2 sin(2X2)][
2a2 (X1)2 −m2R2 cos(2X2) +m2R2
]2 (6.11)
P 12 = −
a2C2
R2X1[a2(X1)2 +m2R2 sin2(X2)]
{
m2
2
sin(2X2)
×
[R4
C2
(
X1
)2 ((
Y 1
)2 − 1)+m2R4]+ R4
a2C2
X1Y 1Y 2
[
m2R2 sin2(X2)− 2a2 (X1)2]
+ cot(X2)
[
a4
(
X1
)4
csc2(X2) + 2a2m2R2 (X1)2]
}
, (6.12)
P 21 =
3m2a2C2 cot(X2)
R2a2C2 (X1)3 −
a2Y 1Y 2
R2
+
4a4
(
X1
)2
Y 1Y 2
[
a2
(
X1
)2
+m2R2
]
− 6a2m2R2X1 sin(2X2)(a−RY 2)(a+RY 2)
R2
[
2a2 (X1)2 −m2R2 cos(2X2) +m2R2
]2 ,
(6.13)
P 22 =
a2C2
R4 (X1)2
[
a2 (X1)2 +m2R2 sin2(X2)
]2
{
a6
(
X1
)6
(cos(2X2) + 2) csc4(X2)
− 3m2R
6
C2
(
X1
)3
Y 1Y 2 sin(X2) cos(X2) + a2m2
(
X1
)2
sin2(X2)
×
[
R4
a2C2
(
X1
)2 (
a2
((
Y 1
)2 − 1)+R2(Y 2 − 1)Y 2)+m2 R8
a4C2
(Y 2 − 1)Y 2 cos2(X2)
+3m2R4
]
+ a2m2
(
X1
)2 [
cos2(X2)
(
R4
a2C2
(
X1
)2(
a2
(
−
((
Y 1
)2 − 1))
−R2 (Y 2 − 1)Y 2
)
+ 3m2R4
)
+ 3a2R2 (X1)2 (2 cot2(X2) + 1)
]
+m4R2 sin4(X2)
×
[
R4
a2C2
(
X1
)2 (
a2
((
Y 1
)2 − 1)+R2(Y 2 − 1)Y 2)+m2R4
]}
. (6.14)
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6.2 Jacobi stability analysis of the critical points of Model II
At the first set of critical points, for which X2 6= π/2, (C 6= ±(1/2)R/a), we obtain the following
expressions for the components of the deviation curvature tensor:
P 11
(
X1 = ±2mC,X2 = ± sin−1(2aC/R), 0, 0)
= P 11
(
X1 = ±2mC,X2 = ∓ sin−1(2aC/R), 0, 0) = − 1
4m2C2
,
P 12
(
X1 = ±2mC,X2 = ± sin−1(2aC/R), 0, 0)
= P 12
(
X1 = ±2mC,X2 = ∓ sin−1(2aC/R), 0, 0) = 0,
P 21
(
X1 = ±2mC,X2 = ± sin−1(2aC/R), 0, 0)
= P 21
(
X1 = ±2mC,X2 = ∓ sin−1(2aC/R), 0, 0) = 0,
P 22
(
X1 = ±2mC,X2 = ± sin−1(2aC/R), 0, 0)
= P 22
(
X1 = ±2mC,X2 = ∓ sin−1(2aC/R), 0, 0) = a2R2 − 14C2 . (6.15)
At the first second set of critical points, for which X2 = π/2, (C = ±(1/2)R/a), we obtain,
instead:
P 11
(
X1 = ±
√
C
±R− aC
mR√
a
,X2 = π/2, 0, 0
)
= −4a
2(∓aC +R)2
m2R2 ,
P 12
(
X1 = ±
√
C
±R− aC
mR√
a
,X2 = π/2, 0, 0
)
= 0
P 21
(
X1 = ±
√
C
±R− aC
mR√
a
,X2 = π/2, 0, 0
)
= 0
P 22
(
X1 = ±
√
C
±R− aC
mR√
a
,X2 = π/2, 0, 0
)
= 0 (6.16)
From the general criteria for Jacobi stability, Eqs. (4.25) and (4.26), we therefore obtain the
following theorem:
Theorem 2 (a) If the parameters a, m, C and R of the string Model II simultaneously
satisfy the conditions
− m
2 + 1
4m2C2
+
a2
R2 < 0,
R2 − 4a2C2
16m2C4R2 > 0, (6.17)
then the critical points X1 = ±2mC, X2 = ± sin−1(2aC/R), Y 1 = 0, Y 2 = 0 and X1 = ±2mC,
X2 = ∓ sin−1(2aC/R), (C 6= ±(1/2)R/a), Y 1 = 0, Y 2 = 0 of the string system are Jacobi
stable, and are Jacobi unstable otherwise.
(b) If the parameters a, m, C and R of the string Model II satisfy the conditions
− 4a
2(∓aC +R)2
m2R4 < 0, (6.18)
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then the critical points X1 = ±√C/(±R− aC)(mR/√a), X2 = π/2, of the string system are
Jacobi stable, and are Jacobi unstable otherwise.
Corollary The stability conditions of Theorem 2(a) may be rewritten as
C2 <
1
4
(m2 + 1)
m2
R2
a2
, C2 <
1
4
R2
a2
. (6.19)
and those of Theorem 2(b) are equivalent to
C2 < R2/a2. (6.20)
It is clear that if the second condition in Eq. (6.19) is satisfied, the first is automatically
satisfied as well. Furthermore, the first condition is equivalent to sin2 θ < (m2 + 1)/m2, which
is automatically satisfied for any value of the parameter m2 ≥ 1, while the second is equivalent
to sin2 θ < 1, which is automatically satisfied for θ < π/2.
The condition (6.20) is simply equivalent to the positivity condition on X1 = ρ, obtained in
Sect. 3.4. This is also automatically satisfied, if we require continuity of the critical points of the
system in the limit C2 → (1/4)R2/a2, which strongly suggested by comparing the expressions
for P 22 obtained from Eqs. (6.15) and (6.16). Substituting C = ±(1/2)R/a, explicitly, into
Eq. (6.18), the conditions become trivial (i.e., −a2/(m2R2) < 0). Hence, we see that, even for
C2 = (1/4)R2/a2, the system remains Jacobi stable. In this case, the second order EOM in
θ(t), Eq. (3.39), reduces to θ¨ = 0 (identically) and G2 = 0 (c.f. Eq. (6.3) in this limit), but our
physical results are continuous with those obtained for C2 < (1/4)R2/a2.
Finally, we also note that the two bounds in Eq. (6.19) coincide in the limit m2 → ∞,
yielding C2 < (1/4)R2/a2 as the single remaining condition. Since the inequality is strict, the
upper limit of this bound, C2 → (1/4)R2/a2, which corresponds to the ρ = const., Ω2 = 1/2,
θ = π/2 solution, in which the windings wrap great circles in the S2, must be included in a
separate analysis. When evaluated, this effectively recovers the critical points of Model I. Thus,
for very high angular momenta, the winding radius of the string is dynamically driven to its
maximum value, θ → π/2. As in Model I, the components of the first KCC invariant vanishes
identically at all critical points.
6.3 The behavior of the deviation vector in Model II
We now consider the time evolution of the components ξi, i ∈ {1, 2}, of the deviation vector,
giving the dynamical behavior of the system trajectories near a fixed point xi (t0) in Model II.
The behavior of the deviation vector is described by Eqs. (4.11) and (4.12), which, for the second
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string model, take the form
d2ξ1(t)
dt2
− 4a
2X1Y 1
2a2 (X1)2 −m2R2 cos(2X2) +m2R2
dξ1(t)
dt
+
4R2X1Y 2
−2a2 (X1)2 +m2R2 cos(2X2)−m2R2
dξ2(t)
dt
+
[
3m2C2
(X1)4
+
a2C2 csc2(X2)
R2 (X1)2
+
2
(
a2
((
Y 1
)2 − 1)+R2 (Y 2)2)
−2a2 (X1)2 +m2R2 cos(2X2)−m2R2 +
8a2
(
X1
)2 (
a2
((
Y 1
)2 − 1)+R2 (Y 2)2)(
2a2 (X1)2 −m2R2 cos(2X2) +m2R2
)2
]
ξ1(t)
+

2a2C2 cot(X2) csc2(X2)R2X1 +
4m2R2X1 sin(2X2)
(
a2
((
Y 1
)2 − 1)+R2 (Y 2)2)(
2a2 (X1)2 −m2R2 cos(2X2) +m2R2
)2

 ξ2(t) = 0,
(6.21)
d2ξ2(t)
dt2
+
2a2m2Y 1 sin(2X2)
2a2 (X1)2 −m2R2 cos(2X2) +m2R2
dξ1(t)
dt
− 2m
2R2Y 2 sin(2X2)
−2a2 (X1)2 +m2R2 cos(2X2)−m2R2
dξ2(t)
dt
+
2m2R2
a2 (X1)3

−2a4
(
X1
)4
sin(2X2)
(
a2
((
Y 1
)2 − 1)+R2 (Y 2)2)(
2a2R (X1)2 −m2R3 cos(2X2) +m2R3
)2 − a4C2R4 cot(X2)

 ξ1(t)
+
[
a2C2 csc2(X2)
(
2a2
(
X1
)2 −m2R2)
R4 (X1)2 + 2
(
2a2
(
X1
)2
+m2R2
)
×
(
a2
((
Y 1
)2 − 1)+R2 (Y 2)2)
−2a2R2 (X1)2 +m2R4 cos(2X2)−m2R4
+
8a2
(
X1
)2 (
a2
(
X1
)2
+m2R2
)(
a2
((
Y 1
)2 − 1)+R2 (Y 2)2)(
2a2R (X1)2 −m2R3 cos(2X2) +m2R3
)2 − 3a4C2R4 csc4(X2)
]
× ξ2(t) = 0. (6.22)
By evaluating Eqs. (6.21) and (6.22) at X1 = ±2mC, X2 = ± sin−1 (2aC/R), Y 1 = 0,
Y 2 = 0, (C2 < (1/4)R∈/a2), we obtain the evolution equations of the deviation vector near the
critical points as
d2ξ1(t)
dt2
+
1
4m2C2
ξ1(t) = 0, (6.23)
d2ξ2(t)
dt2
+
(
1
4C2
− a
2
R2
)
ξ2(t) = 0, (6.24)
and the general solutions are given by
ξ1(t) = 2Cmξ˙10 sin
(
1
2mC
t
)
, (6.25)
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ξ2(t) =
CRξ˙20√
4a2C2 −R2
[
exp
(√
4a2C2 −R2
2CR t
)
− exp
(
−
√
4a2C2 −R2
2CR t
)]
, (6.26)
or, equivalently,
ξ2(t) =
2CRξ˙20√
4a2C2 −R2 sinh
(√
4a2C2 −R2
2CR t
)
, (6.27)
where we have used the initial conditions ξ1(0) = 0, ξ2(0) = 0, ξ˙1(0) = ξ˙10 , and ξ˙
2(0) = ξ˙20 .
By taking into account that the condition of Jacobi stability requires 4a2C2 − R2 < 0, we can
rewrite Eq. (6.27) as
ξ2(t) =
2CRξ˙20√R2 − 4a2C2 sin
(√R2 − 4a2C2
2CR t
)
, (6.28)
which indicates the oscillatory behavior of all the components of the geodesic deviation vector.
By evaluating Eqs. (6.21) and (6.22) at X1 = ±
√
C/(±R− aC)(mR/√a), X2 = π/2,
Y 1 = 0, Y 2 = 0, (C2 = (1/4)R∈/a2), we obtain the evolution equations of the deviation vector
near the critical points as
d2ξ1(t)
dt2
+
4a2(∓a+R)2
m2R4 ξ
1(t) = 0, (6.29)
d2ξ2(t)
dt2
= 0, (6.30)
which have the general solutions
ξ1(t) =
ξ˙10mR2
2a(aC ∓R) sin
(
2a(aC ∓R)
mR2 t
)
, (6.31)
ξ2(t) = ξ˙20t. (6.32)
Comparing Eqs. (6.24) and (6.30) again implies C2 = (1/4)R2/a2, and substituting C =
±(1/2)R/a into Eq. (6.29) yields Eq. (6.23), as required by consistency. It may also be verified
that, in this limit, Eq. (6.31) becomes equivalent to Eq. (6.25). Finally, it may be shown that,
for C → ±(1/2)R/a, Eq. (6.27) is equivalent to Eq. (6.32).
7 Discussion
In the present paper, we have investigated the numerical solutions of two wound string models,
and have determined their Jacobi stability properties using Kosambi-Cartan-Chern (KCC) the-
ory. The KCC theory introduces a geometric description of the time evolution of two-dimensional
dynamical systems, described mathematically by second order differential equations, in which
the solution curves are described by analogy with the theory of geodesics in a Finsler space.
Using this approach, we have been able to describe the string dynamics in purely geometric
terms, by means of a non-linear connection and the associated covariant derivative, while the
stability properties of the system were obtained from the curvature deviation tensor.
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In order to determine the Jacobi stability (or instability) of the string, we have estimated
the eigenvalues of the deviation curvature tensor at the critical points of the system: if the real
parts of the eigenvalues are strictly negative, the trajectories of the system bunch together at
the critical point, whereas otherwise they diverge. Thus, if the trajectories near the critical
point bunch together, the system is said to be Jacobi stable, whereas, if the diverge, the system
is Jacobi unstable.
In our first model (Model I), we considered circular string loops, in (3 + 1)-dimensions,
with windings in a higher-dimensional space approximated by a small patch of R2. This serves
as a valid approximation to any compact internal manifold when the winding radius is small
compared to the size of the compact dimensions, so that the nontrivial geometry and topology
of the internal space can be neglected. In our second model (Model II), we considered string
loops with windings in an S2 internal space.
Our numerical solutions indicate that the dynamics of the string in the compact space (in
both models) are highly sensitive to the initial conditions and the values of the model parameters,
including the winding number, the initial loop size, and the initial velocities of the string in both
the compact and non-compact directions. Furthermore, for the same initial conditions and choice
of parameters, the higher-dimensional string dynamics differ greatly between Model I and Model
II, therefore indicating (as expected) that the curvature and topology of the internal manifold
play a nontrivial role in determining the higher-dimensional motion. However, we found that the
motion of the string in the macroscopic dimensions was, in general, remarkably insensitive to the
details of the string motion in the higher dimensions, both within and “between” models. That
is, different sets of initial conditions in Model I (or Model II) gave rise to radically different
motion in the compact space, but virtually identical motion in the macroscopic dimensions.
Likewise, using the same set of initial conditions to solve the EOM for each model, we obtained
very different types of motion in the higher dimensions, but negligible differences between the
dynamics of the string in Minkowski space.
Generally, the periodicity of the loop radius in the Minkowski directions remained regular
over large time scales, and depended on the higher-dimensional motion of the string only through
the parameter Ω20 ∈ (0, 1), which represents the initial fraction of the total string length lying
in the large dimensions. Though the macroscopic motion of the string is sensitive to the value
of Ω20, it may be shown that the motion of the higher-dimensional windings gives rise to an
effective current from a (3 + 1)-dimensional perspective [40, 41], such that j(t0) ∝ (1 − Ω20)/Ω20
[42, 49]. The key point is that the periodicity of the motion of the string in Minkowski space
is unaffected by how rapidly it oscillates in the internal manifold, even if the effective winding
radius is also time-dependent. This suggests that many, qualitatively different, forms of higher-
dimensional motion are degenerate from a (3 + 1)-dimensional perspective, giving rise to the
same effective current under dimensional reduction. Therefore, our results indicate that, even if
higher-dimensional strings exist, it is unlikely that the higher-dimensional nature of the string
motion will leave any significant imprint on observable signatures in (3 + 1) dimensions.
In drawing these conclusions, it must be noted that the analysis performed here is purely
classical, whereas quantum effects are likely to become significant for the motion of the string in
the compact extra dimensions. Nonetheless, the equivalence of the higher-dimensional motion
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and the effective (3 + 1)-dimensional string current [40, 41] implies that classical treatment of
the former is equivalent to classical treatment of the latter. Furthermore, the quantum theory of
superconducting strings implies that such effects only become significant close to the threshold
current jmax ∼ qmc2/~, where q and m denote the charge and mass of a fundamental charge
carrier, respectively [43]. In the higher-dimensional model, m ∼ ~/(Rc), where R is the effective
(3 + 1)-dimensional string width, which, in turn, is comparable to the effective winding radius
[42, 49]. For bosonic currents, exceeding this threshold implies electric field strengths large
enough to induce pair production via the Schwinger process, whereas, for fermionic currents,
jmax marks the critical point at which it becomes energetically favorable for particles to leave
the string [43]. In either case, j = jmax also marks the transition between strings with effective
tension and strings with effective pressure in the classical model [58, 59]. This causes loops
to expand from their initial radius (before contracting), instead of first contracting (before re-
expanding). In the higher-dimensional wound string model, this occurs when ω2 > (<)1/2,
respectively [42, 49]. Thus, in the critical case, ω2 = 1/2, which is equivalent to j = jmax, the
string is effectively tensionless (classically), from a (3+1)-dimensional perspective, and quantum
instabilities may cause it to decay. However, for ω2 ≪ 1/2, which corresponds to j ≪ jmax, the
equivalence of higher-dimensional F -strings and (3 + 1)-dimensional superconducting strings,
implies that the classical analysis remains valid.
The regularity of the periodic motion of the string in Minkowski space, obtained from the
numerical solutions of the loop EOM, is consistent with the analytic results obtained via the
KCC stability analysis. We found that, both in Model I and Model II, all critical points of
the wound string system were Jacobi stable. Specifically, we considered the behavior of the
geodesic deviation equations, describing the time variation of the deviation vector ~ξ near the
critical points of the string system. For both models, the deviation equations take a simple form,
and their solutions, giving the components of the deviation vector, can be explicitly obtained.
With one exception, the time-dependence of all components of ~ξ give rise to oscillatory behavior,
corresponding to some bounded and finite values of the initial deviations. The exceptional case
occurs in Model II, when the string wraps great circles in the S2, corresponding to the maximum
possible winding radius. In this scenario, one component of the deviation tensor evolves linear in
time, but the conditions for Jacobi stability are still satisfied. Thus, the explicit analysis of the
deviation equations is in full agreement with our evaluation of the Jacobi stability conditions,
and with our previous numerical results.
As proposed in [17], the Jacobi stability of a system of second order differential equations
can be interpreted as representing the robustness of a trajectory of the differential system, with
respect to small perturbations of the whole trajectory. Therefore the mathematical concept of
Jacobi stability is a very convenient and efficient way to describe the “resistance” of limit cycles
to small perturbations of the solutions of systems of differential equations. On the other hand,
for systems of ordinary strongly non-linear differential equations, we may give an alternative
interpretation of the concept of Jacobi stability, as indicating the “resistance” of a whole trajec-
tory of the dynamical system to the onset of chaos. From both mathematical and physical points
of view, the chaotic behavior in dynamical systems is assumed to develop due to small perturba-
tions of the trajectory, and this interpretation is supported by one of the standard definitions of
chaos. According to this definition, chaotic behavior occurs in systems of differential equations
defined on a compact manifold M once the geodesic trajectories grow exponentially fast, thus
determining an exponential growth of the initial small deviations. Since chaotic behavior is
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closely related to the curvature of the base manifold M , or, more exactly, to the deviation cur-
vature tensor P ji , the appearance of chaos in dynamical systems described by strongly nonlinear
differential equations may be related to their Jacobi instability.
Moreover, it is important to point out that the concept of Jacobi (in)stability represents a
natural generalization of the (in)stability of the geodesic flow on a metric differentiable manifold
(Riemannian or Finslerian), which are extended to the general non-metric setting. Consequently,
we may conjecture that Jacobi unstable trajectories of a non-linear system of differential equa-
tions could behave chaotically. From a physical point of view, this would imply that, after a
finite interval of time, it would become possible to distinguish trajectories which, at the initial
time t0, were very near to each other. Alternatively, chaotic behavior actually implies sensitiv-
ity to initial conditions in the evolution of a dynamical system. Thus, a small change in the
initial conditions could lead to a dramatic modification of the overall dynamics. More exactly,
the sensitivity with respect to the initial conditions means that, if we start with only a finite
amount of information about the dynamical system (as is usually the case in most of the realistic
applications), then, after a certain time, the behavior of the system will no longer be predictable.
Thus, by analyzing the issue of Jacobi stability for wound string models, we have analyzed
the possibility of chaotic behavior developing in such systems. Physically, we would expect the
onset of chaotic evolution to first become apparent in the microscopic motion of the string in
the compact space, which varies over much shorter time and distance scales than its motion in
the large dimensions. Nonetheless, once an instability develops, the highly nonlinear nature of
the string EOM imply that it should, eventually, lead to chaotic evolution in (3+1) dimensions.
In this sense, the strong nonlinearilty of the higher-dimensional string equations gives rise to
the possibility of chaotic (3 + 1)-dimensional motion, induced by the onset of chaotic behavior
in the full, (3+n+1)-dimensional space-time. However, our results support the initial tentative
conclusion that the onset of chaos, at least in certain highly symmetric string systems (in this
case, circular string loops) is, at best, an extremely late-time phenomenon. As such, it is unlikely
to be observed, even if higher-dimensional strings exist, and even if their existence is one day
experimentally confirmed.
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