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dans les réseaux autour du corps
humain
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Valentine, Pierre-Baptiste, Eric, Aline, Tiphanie, l’ensemble des mâıtrises et des respon-
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3.3.3 Probabilité de coupure de l’erreur paquet . . . . . . . . . . . . . . . 41
3.4 Fiabilisation par utilisation de relais . . . . . . . . . . . . . . . . . . . . . . 42
3.4.1 Optimisation de puissance avec connaissance de l’état de masquage . 43
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5.2.2 Capacité commune minimale . . . . . . . . . . . . . . . . . . . . . . 86
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Liste des abréviations
AWGN bruit blanc additif gaussien, en anglais Additive White Gaus-
sian Noise
BAN réseau autour du corps humain, en anglais Body Area Network
CAMC canal à accès multiples coopératif
DF decode-and-forward
ED Energy Detection
LDPC Low Density Parity Check
MAC canal à accès multiples, en anglais Multiple Access Channel
MARC canal à accès multiples relayés, en anglais Multiple Access Re-
lay Channel
MIMO Multiple Input Multiple Output
MISO Multiple Input Single Output
RSSI indicateur de puissance reçue, en anglais Received Signal
Strength Indicator
SNR rapport signal-sur-bruit, en anglais Signal to Noise Ratio
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E [X] Espérance d’une variable aléatoire X
E [X|Y ] Espérance conditionnelle d’une variable aléatoire X sachant Y
Var(X) Variance d’une variable aléatoire X
px(x) Densité de probabilité associée à la variable aléatoire x (l’indice x peut
être ignoré si il n’y a pas de confusion quant à la variable aléatoire
considérée)
N (µ,K) Distribution gaussienne de moyenne µ et de variance K
I0(·) Fonction de Bessel de type 1 et d’ordre 0
Γ(m) Fonction Gamma
Γ(m,x) Fonction Gamma incomplète supérieure
γ(m,x) Fonction Gamma incomplète inférieure
Γ′(m,x) Dérivée par rapport à x de la fonction Gamma incomplète supérieure
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T nε Ensemble typique
P(O) Probabilité d’un évènement O
P(O|X) Probabilité d’un évènement O sachant X
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gaussienne centrée de variance 1
Φ(x) Fonction de distribution associée à une distribution gaussienne centrée
de variance 1
Q1(k, x) Fonction Q de Marcum d’ordre 1
L(·) Lagrangien associé à un problème d’optimisation
∂f(·)
∂x Dérivée partielle de f(·) par rapport à x
1 Vecteur composé de 1
0E Vecteur nul de l’espace vectoriel E
‖ · ‖2 Norme euclidienne
n! Factorielle de n
n!! Double factorielle de n(
n
k
)
Nombre de combinaisons de k parmi n
∅ Ensemble vide
∇ Opérateur gradient
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Chapitre 1
Introduction
Depuis maintenant plusieurs dizaines d’années, les communications sans-fil ont connu
un développement exponentiel et font désormais partie intégrante de notre société et notre
mode de vie. Historiquement, les techniques déployées pour les systèmes de communica-
tion sans-fil suivaient un schéma très structuré, où un équipement spécifique assurait la
connectivité d’un certain nombre d’utilisateurs au réseau plus global, ces derniers ne com-
muniquant pas directement entre eux mais de manière concurrentielle vers le point central.
C’est en particulier le cas des réseaux de téléphonie mobile, ou encore des réseaux WiFi.
Les performances théoriques de cette approche sont désormais proches d’être atteintes, et
en contrepartie, la demande des utilisateurs en termes de débit et de couverture, ainsi que
leur nombre, reste en augmentation constante.
Parmi les techniques proposées et utilisées pour répondre à ces besoins, l’augmentation
du nombre d’antennes sur les équipements de transmission suivant la théorie des canaux
Multiple Input Multiple Output (MIMO) [Telatar 1999], ou l’augmentation du nombre de
stations de base en échange d’une réduction de leur zone de couverture [Hoydis 2011] sont
prédominantes dans certains domaines d’application. Il existe néanmoins des situations où
ces solutions sont impraticables, et ce problème amène de nos jours la communauté scien-
tifique et technique à s’intéresser à des approches plus décentralisées, et à viser les gains
théoriques apportés par la coopération entre les utilisateurs pour fiabiliser et augmenter
les performances de leurs communications respectives [Liu 2009].
En parallèle à ce développement, la miniaturisation électronique et la baisse des coûts de
production ont permis l’apparition des très petits équipements communiquant et fonction-
nant de manière autonome après leur déploiement. Les réseaux formés par ces équipements
peu chers sont appelés réseaux de capteurs [Akyildiz 2002], car leur champ d’application
principal concerne encore aujourd’hui la surveillance et la collecte d’information en pro-
venance de leur environnement, destinée à être agrégée et traitée après récupération par
un équipement central. Ces réseaux de capteurs comportent en général un grand nombre
de noeuds communicants et sont répartis sur un large espace. Les contraintes de coût,
de production massive, de taille et de statut presque “jetable” amène aussi chacun de ces
noeuds à être peu puissant par rapport aux équipements de téléphonie et aux ordinateurs
mobiles.
Les réseaux de capteurs et les contraintes imposées à leurs noeuds rendent les approches
de type MIMO infaisables, les noeuds n’étant tout simplement pas assez grands pour sup-
porter plusieurs antennes. La fiabilisation des communications passe alors principalement
par des approches coopératives entre ces noeuds, à tous les niveaux [Akyildiz 2002]. Les
applications supportées par ces réseaux vont chercher à agréger et compresser à la volée
l’information relevée par les capteurs pour réduire le trafic. Les techniques de routage vont
vouloir minimiser les temps de découverte du réseau, et à optimiser la connaissance du
voisinage de chaque noeud afin que la route empruntée pour remonter l’information vers
Cette thèse est accessible à l'adresse : http://theses.insa-lyon.fr/publication/2013ISAL0044/these.pdf 
© [P. Ferrand], [2013], INSA de Lyon, tous droits réservés
2 Chapitre 1. Introduction
les équipements centraux soit la plus efficiente possible en termes de temps et d’énergie
dépensée par chaque noeud. Les couches d’accès au médium de transmission sans-fil vont
optimiser leur temps de réveil et d’émission pour réduire la consommation, de concert avec
les couches supérieures pour respecter des contraintes applicatives de délais. Il s’agit bien
sûr d’une liste non-exhaustive des possibilités offertes par ces approches, et qui ne sert
qu’à illustrer nos propos.
Parmi ces réseaux de capteurs, une application particulière et sur laquelle nous nous
concentrons dans cette thèse est celle des réseaux autour du corps humain, en anglais
Body Area Networks (BANs), où les capteurs sont cette fois-ci situés sur ou dans le corps
humain [Patel 2010]. L’application de tels réseaux est avant tout médicale ; les pacemakers
régulant l’activité cardiaque sont depuis plusieurs années interrogeables et contrôlables à
distance, et il existe également des équipements de suivi du taux de glucose dans le sang
pour les diabétiques. Ces applications de suivi s’étendent rapidement à d’autres domaines
de la médecine. On voit par exemple apparâıtre des capteurs de mouvement visant à aider
les patients en rééducation à mieux récupérer d’un traumatisme en permettant au médecin
de retracer les mouvements de la journée entière, ou encore des détecteurs de chute ou de
malaise pour les personnes âgées en autonomie. La technologie des BANs est quoiqu’il
arrive en plein essor, et commence à s’étendre dans les domaines sportifs et même de
loisir.
Figure 1.1 – Points de mesure stratégiquement positionnés sur le corps humain pour des
applications médicales, sportives ou de loisirs.
L’analyse technique des BANs considère en général une distribution des noeuds sem-
blable à celle fournie sur la figure 1.1, et que nous utiliserons comme modèle pour les
premiers chapitres de cette thèse. Les BANs présentent quelques particularités par rap-
port aux réseaux de capteurs traditionnels [Patel 2010]. Tout d’abord, les noeuds sont en
nombre très restreint tant qu’on ne considère pas la coexistence entre plusieurs BANs, et
la distance les séparant est faible par rapport à celle que l’on peut attendre sur des réseaux
de capteurs classiques. Le réseau est aussi hautement mobile et les positions des noeuds
peuvent changer de manière brusque. Ces caractéristiques et les spécificités de propagation
des ondes autour du corps amènent le réseau à être fortement maillé, c’est-à-dire que les
noeuds vont potentiellement pouvoir communiquer avec tous les autres noeuds du réseau,
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au moins de manière intermittente au cours du temps. La proximité des équipements avec
le corps amène également à plus de prudence quant à la quantité d’énergie rayonnée, et
pour certains de ces équipements implantés à l’intérieur du corps, il n’est pas envisageable
en plus de les changer ou les recharger régulièrement.
La motivation de cette thèse est donc d’étudier des approches coopératives adaptées
aux BANs. De par la présentation que nous avons faite ici, il est possible d’identifier deux
contraintes principales qui vont diriger nos recherches :
— La coopération dans le BAN doit permettre d’améliorer la robustesse du réseau.
Les applications médicales en particulier demandent une transmission à faible débit,
mais qui devra respecter des contraintes de qualité de service strictes.
— En contrepartie, l’économie d’énergie de la part des noeuds et la limitation de
la puissance rayonnée restent des objectifs cruciaux, qui forment donc un second
critère à optimiser dans les développements sur les BANs.
Ces deux objectifs sont, si l’on considère une transmission directe et non-coopérative,
complètement opposés, et chercher à améliorer l’un va forcément dégrader l’autre. Notre
approche à travers ce manuscrit vise donc à quantifier dans quelle mesure une approche
coopérative entre les noeuds d’un BANs peut permettre d’améliorer ce compromis. Nous
choisissons de traiter cette question par une approche théorique ; partant des modèles de
canaux des BANs présents dans la littérature et de nos propres résultats de mesure, nous
évaluons les performances de méthodes de coopération tout en procédant à l’optimisation
de leurs paramètres, afin de garantir le meilleur compromis entre leur performance brute
et la puissance rayonnée par l’ensemble du réseau.
Le contenu de cette thèse se décompose comme suit :
— Le chapitre 2 présente les outils mathématiques et les bases théoriques que nous uti-
lisons dans la suite du manuscrit. En particulier, nous introduisons la modélisation
des canaux radio et les performances des systèmes de communication sur ces mêmes
canaux. Nous énonçons ensuite les résultats de base de la théorie de l’information
appliquée aux modèles de communication coopératifs. Pour finir, nous développons
également les notions d’analyse et d’optimisation convexe qui nous servent par la
suite à obtenir mathématiquement les compromis idéaux des approches que nous
présentons.
— Dans le chapitre 3, nous choisissons de traiter des performances des BANs dans des
canaux réalistes, en supposant une connaissance seulement partielle de l’état du
canal. Nous présentons en particulier les résultats de la littérature qui nous amène
à faire cette première hypothèse. Nous identifions dans l’état de l’art deux niveaux
de connaissance de l’état du canal différents. Pour chacun de ces niveaux, nous
exposons un critère quantifiant la qualité de service fournie par le réseau en nous
basant sur le taux d’erreur paquet entre le noeud émetteur et le récepteur. Ces deux
critères nous permettent d’évaluer les mérites de différentes approches coopératives
basées sur des relais, et dans certains cas de fournir le paramétrage optimal des
protocoles de coopération.
— Partant ensuite de l’hypothèse que les canaux des BANs sont suffisamment stables
et prédictibles, nous considérons que les noeuds connaissent exactement l’état cou-
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rant des canaux du réseau. Ce faisant, nous nous ramenons à l’étude du cas gaussien
tel qu’étudié et présenté par Shannon [Shannon 1949]. Le chapitre 4 est consacré
à l’étude théorique de la capacité du canal à relais sous cette hypothèse, en consi-
dérant que nos noeuds doivent respecter une contrainte de puissance globale et
non locale. Cette approche nous permet d’obtenir une expression simple des bornes
théoriques de la capacité, et également de dériver un critère optimal de choix de
relais.
— Nous étendons ensuite cette étude au canal à accès multiples coopératif (CAMC),
qui possède contrairement au canal à relais deux sources d’information pouvant
potentiellement coopérer entre elles. Dans ce modèle encore, nous obtenons par
application de la contrainte de puissance globale une expression simplifiée de la
région de capacité atteignable, et nous identifions en particulier une équivalence
entre le CAMC et un autre modèle de réseau de la littérature, le canal à accès
multiples relayés, en anglais Multiple Access Relay Channel (MARC). Au-delà de
la simplification de l’expression de la région de capacité, nous montrons que cette
équivalence permet de simplifier la dérivation de la borne supérieure de la région
de capacité du CAMC telle que présentée dans [Tandon 2011, Al Haija 2012b].
— Ces mesures et l’importance liée à la connaissance du canal des BANs quant au
choix des métriques de performances à analyser nous a amenés à construire notre
propre plate-forme de mesures BANs. Nous avons cherché à combler en particulier
deux manques dans la littérature. Nous voulions tout d’abord précisément quantifier
le degré de fiabilité de la mesure du canal par des capteurs, les protocoles que nous
pourrions développer à l’aide de nos résultats nécessitant une connaissance assez
précise de l’état des différents liens. De plus, peu de résultats portaient sur la mesure
simultanée de la qualité de tous les liens du réseau, et nous avons identifié dans le
chapitre 3 que dans certains cas la corrélation entre l’évolution de ces liens pouvait
amener à sur-estimer ou sous-estimer la performance des techniques de coopération.
Nous exposons dans ce chapitre nos résultats sur ces points, en concentrant nos
efforts d’analyse sur la pertinence d’utiliser les mesures remontées par les capteurs
dans un protocole réaliste pour l’optimisation des performances des BANs.
— Nous exprimons pour finir, dans le dernier chapitre, les conclusions tirées de ces
travaux de thèse. Nous présentons également quelques perspectives immédiates de
travail, ainsi que les axes de recherche à plus long terme que nous avons pu identifier
tout au long de notre étude.
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2.4.2 Résolution analytique des problèmes d’optimisation . . . . . . . . . . 24
2.1 Modélisation du canal de transmission sans-fil
Au-delà de modèles d’études simples, le comportement d’un canal de transmission par
radiofréquences est un phénomène d’une grande complexité, et dont il est par conséquent
difficile de modéliser l’évolution. On a rapidement recours, en pratique, à des modèles
probabilistes qui décrivent les différents états d’un canal donné, à partir de statistiques
relevées sur des canaux réels. Cette modélisation se base, dans tous les cas, sur le fait
que la transmission sans-fil s’effectue en utilisant une onde porteuse à une fréquence don-
née. Un émetteur va moduler l’amplitude et/ou la phase de cette onde porteuse afin de
transmettre de l’information, et un récepteur va devoir détecter et évaluer ces modula-
tions afin d’estimer l’information que l’émetteur a voulu transmettre. Dans la pratique,
les déformations physiques auxquelles est soumise l’onde transmise vont à la fois por-
ter sur l’amplitude et la phase du signal reçu. Néanmoins, pour plus de simplicité, et
du fait de l’existence d’équipements permettant de compenser les déformations en phase,
le phénomène prédominant dans les analyses théoriques portera sur les déformations en
amplitude. Les concepts présentés dans cette section sont décrits plus précisément dans
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[Proakis 2008, Rappaport 2002], ainsi que dans la plupart des livres portant sur les com-
munications sans fils.
2.1.1 Classification des effets d’affaiblissement et de déformation de
l’onde transmise
On cherche donc à caractériser la déformation d’amplitude de l’enveloppe du signal
transmis à travers un coefficient d’affaiblissement. Ce coefficient capture un certain nombre
d’effets physiques à plusieurs échelles, que nous présentons rapidement dans la liste sui-
vante.
L’affaiblissement en espace libre Comme son nom l’indique, l’affaiblissement en es-
pace libre est un effet inévitable de la propagation de l’onde dans l’espace. Si on considère
que l’antenne est un point de l’espace, et qu’elle rayonne dans toutes les directions, alors la
densité de puissance par unité de surface sur le front de l’onde reste constante. La surface
du front d’onde augmentant suivant 4πr2, où r est le rayon du front d’onde, la puissance
reçue par une antenne isotropique parfaite de gain λ2/4π serait de
(
λ
4πr
)2
, où λ est la lon-
gueur d’onde porteuse. En couplant ce terme avec des gains complémentaires d’antennes
en émission et en réception Ge et Gr on obtient la formule de Friis, avec Pe la puissance
d’émission et Pr la puissance de réception :
Pr = PeGrGe
(
λ
4πr
)2
(2.1)
En pratique et dans la littérature, il est courant de modifier l’exposant d’affaiblissement,
afin de mieux représenter le comportement moyen de canaux réels. On modulera ainsi
l’exposant lié à la distance entre les noeuds r pour obtenir :
Pr = PeGrGe
(
λ
4πr
)α
α ≥ 2 (2.2)
Le masquage (shadowing) Aux effets d’affaiblissement en espace libre peut s’ajouter
un effet correspondant à une obstruction du trajet en vue directe entre deux noeuds, due
par exemple à un bâtiment en milieu urbain. Ces obstructions vont créer un effet semi-
aléatoire qui va réduire durablement la qualité d’un lien radio. Comme l’effet de masquage
est dû à la présence d’objet physique sur le trajet direct entre l’émetteur et le récepteur, il
ne disparâıtra que si l’objet bloquant sort de la ligne de vue. Ces variations sont donc liées
à des déplacements physiques d’objet et de personnes, ce qui implique en particulier que
l’affaiblissement des signaux transmis est stable sur une longue durée. Le masquage est
souvent modélisé à l’aide d’une variable aléatoire log-normale [Turin 1972, Hashemi 1979,
Rappaport 2002], et l’on écrit donc la puissance reçue en décibels sous la forme suivante :
Pr,dB = 10 log10(Pr) = Pe,dB +K + S S ∼ N (0, σ2S) (2.3)
Dans (2.3), K représente une constante d’affaiblissement (en dB) telle que celle définie en
(2.1), et S est la variable aléatoire liée à un masquage, centrée en 0 et donc définie selon
un paramètre de variance σ2S . Cette variance représentera l’amplitude des variations dues
aux effets de masquage.
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Les évanouissements (fading) L’environnement physique de propagation va égale-
ment générer des effets de superposition de plusieurs versions de l’onde émise. Par des
effets de réflexion et de diffraction, en pratique, une onde va pouvoir prendre plusieurs
trajets dans l’espace pour arriver à un même point de mesure – ou à une même antenne.
Ces différentes versions de l’onde vont s’additionner de manière constructive ou destruc-
tive, ce qui va créer des fluctuations de l’enveloppe du signal reçu plus ou moins fortes,
et plus ou moins rapides. On caractérise généralement les évanouissements en plusieurs
types, en fonction de la vitesse des fluctuations dans le temps. Un canal soumis à des
évanouissements dont la fréquence va être inférieure à la fréquence de signalisation – le
temps d’utilisation du canal pour émettre un mot code, combinaison de plusieurs symboles
– sera dénommé comme étant un canal à évanouissements rapides. Dans le cas contraire,
on dira qu’il s’agit d’un canal à évanouissements lents. De plus, si les statistiques de ces
évanouissements sont dépendantes de la fréquence on parlera d’évanouissements sélectifs
en fréquence, et si cela n’est pas le cas ou si les variations suivant la bande de fréquence
considérée sont négligeables, on parlera d’un canal à évanouissements plats.
Le bruit blanc Le mouvement des atomes excités par la chaleur, ainsi qu’un cer-
tain nombre de phénomènes physiques microscopiques sont capturés au niveau du ré-
cepteur comme un bruit blanc additif gaussien, en anglais Additive White Gaussian
Noise (AWGN). Ce bruit est modélisé en pratique comme étant le résultat d’une va-
riable aléatoire dont la densité de probabilité suit une loi normale N (0, N0/2) dans le cas
réel, et CN (0, N0) dans le cas complexe. Dans ce modèle, la densité spectrale du bruit est
égale à N0, une valeur qui dépend de la température ambiante et comprend éventuellement
une figure de bruit représentant les défauts des équipements de transmission. Le processus
aléatoire lié au bruit blanc est complètement indépendant de tous les autres processus, et
est modélisé comme tel.
2.1.2 Modélisation des évanouissements dans les canaux de transmission
radio
Les évanouissements agissent sur l’amplitude de l’enveloppe du signal transmis, et leurs
effets sont en général modélisés à travers une variable aléatoire h de distribution ph(h).
Pour deux des plus courantes modélisations des effets dus aux évanouissements dans les
canaux radio, la distribution de probabilité provient d’un raisonnement physique quant
aux effets de superposition des différentes versions de l’onde sur l’enveloppe du signal. Ces
modèles et ces effets s’appliquent à l’amplitude du signal reçu. Néanmoins, en pratique et
dans la plupart des analyses de performances, il est plus courant de traiter le rapport entre
la puissance du signal reçu et le niveau de bruit. Si on note P la puissance moyenne des
symboles transmis sur la fréquence porteuse, alors le rapport signal-sur-bruit, en anglais
Signal to Noise Ratio (SNR) γ peut s’écrire de la manière suivante :
γ =
|h|2P
N0
(2.4)
De même, il est possible de calculer le SNR moyen γ̄ comme étant égal à E
[
|h|2
]
P
N0
. Pour
passer de la distribution de l’amplitude ph(h) à celle du rapport signal à bruit utilisé en
pratique, il faudra donc procéder à un changement de variable suivant les règles habituelles
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de la théorie des probabilités. On pourra écrire :
pγ(γ) =
1
2
√
P
N0
· γ
ph
√N0
P
· γ
 = 1
2
√
γ̄
E [|h|2]
· γ
ph
√E [|h|2]
γ̄
· γ
 (2.5)
Le modèle d’évanouissement le plus courant, et probablement le plus simple à analyser
est l’évanouissement dit de Rayleigh. Ce dernier capture l’effet des superpositions de trajets
réfléchis, en faisant les hypothèses suivantes :
— Il n’y a pas de trajet direct de forte puissance entre la source et la destination.
— Les ondes réfléchies arrivent au point de réception depuis toutes les directions,
uniformément réparties.
— Les puissances de chaque onde réfléchie sont égales.
Ces hypothèses, bien que simplifiées, représentent en pratique un modèle d’évanouisse-
ments dégradant très fortement le signal. Néanmoins, il représente une bonne indication
du comportement des systèmes de transmission radio dans de mauvaises conditions. La
distribution de l’amplitude du signal reçu suivant le modèle de Rayleigh s’écrit :
ph(h) =
2h
E [|h|2]
e
−
h
E [|h|2] (2.6)
En effectuant le changement de variable décrit en (2.5) et en intégrant γ̄ dans l’équation,
on obtient la distribution du SNR pour des évanouissements de Rayleigh :
pγ(γ) =
1
γ̄
e
−
γ
γ̄ (2.7)
On peut remarquer que l’équation (2.7) représente la densité de probabilité d’une variable
aléatoire exponentielle, de paramètre 1/γ̄. Comme on le verra rapidement, la simplicité
de la distribution du SNR fait du modèle d’évanouissements de Rayleigh un candidat
privilégié dans la littérature pour l’étude des performances des canaux à évanouissements.
Le second modèle est appelé modèle de Rice, et il étend le modèle de Rayleigh en ajoutant
l’hypothèse, réaliste, qu’il existe un trajet direct entre la source et la destination. Cette
fois, on aura donc toujours une superposition d’ondes réfléchies réparties uniformément
autour du point de réception, mais le modèle de Rice prévoit un paramètre que l’on note
K qui identifie la puissance relative de ces ondes réfléchies par rapport à celle du trajet
direct. La distribution de l’amplitude pour le modèle d’évanouissements de Rice s’écrit :
ph(h) =
2(1 +K)e−K
E [|h|2]
e
− h2(1 +K)
E [|h|2] I0
(
2
√
Kh
√
K + 1
E [|h|2]
)
(2.8)
Comme précédemment, on effectue le même changement de variable (2.5) pour obtenir la
distribution du SNR :
pγ(γ) =
(1 +K)e−K
γ̄
e
− γ(1 +K)
γ̄ I0
(
2
√
K(K + 1)
γ
γ̄
)
(2.9)
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2.2. Capacité des canaux radios 9
La distribution du SNR suit une loi du χ2 non-centré, avec la fonction I0 (·) la fonction
de Bessel de type 1 et d’ordre 0. On voit rapidement que la complexité de l’étude de cette
distribution est supérieure à celle du modèle de Rayleigh, de par la présence de la fonction
I0. On peut remarquer également que si K = 0, c’est-à-dire sans trajet direct dans le
modèle, la distribution (2.9) se réduit à (2.7). De même, lorsque K → ∞, et de manière
générale plusK est grand, les variations de SNR engendrées par les superpositions sont plus
restreintes, jusqu’à devenir non aléatoires et donc s’identifier à un modèle déterministe.
Le dernier modèle que nous présenterons ici est le modèle de Nakagami. Il s’agit d’un
modèle plus probabiliste, et qui n’a pas a priori de lien avec des hypothèses quant aux
superpositions des ondes réfléchies. Ce modèle est largement utilisé dans la littérature car
il est plus simple à manipuler que celui de Rice, et est plus adaptable à différentes formes
d’évanouissements, faisant de lui un candidat idéal pour un ajustement statistique à partir
de mesures. La distribution de l’amplitude s’écrit :
ph(h) =
2mmh2m−1
(E [|h|2])m Γ(m)
e
−
mh
E [|h|2] (2.10)
La fonction Γ(·) est la fonction Gamma usuelle, et le paramètre m permet de modifier la
forme de la distribution pour l’adapter au mieux aux valeurs observées. La distribution
du SNR s’écrit quant à elle :
pγ(γ) =
mmγm−1
(γ̄)m Γ(m)
e
−
mγ
γ̄ (2.11)
Pour m = 1 on peut observer encore une fois que la distribution (2.11) se réduit à (2.7). La
distribution de Nakagami présente une forme plus simplement manipulable que la distri-
bution de Rice, la fonction Gamma possédant un certain nombre d’identités remarquables
facilitant les analyses. Il est possible de relier les paramètres de ces deux distributions en
utilisant la relation suivante [Simon 2004, p.25] :
m =
(1 +K)2
1 + 2K
(2.12)
Cette dérivation n’est pas une identification analytique des densités de probabilité, mais
provient d’une mesure appelée Amount of Fading (AF) – en français quantité d’évanouisse-
ments – basée sur un rapport entre la moyenne et la variance des distributions d’évanouis-
sement [Simon 2004, p.13]. À l’aide de cette identification, on obtient donc une distribution
de Nakagami présentant le même rapport AF qu’une distribution de Rice.
2.2 Capacité des canaux radios
Les canaux présentés précédemment supposent que la transmission s’effectue par l’émis-
sion d’une fonction continue dans un canal réel. La théorie de l’information et de la com-
munication traite quant à elle une information discrète dans la plupart des cas, et une
émission de symboles en temps discret. Par conséquent, il est rapidement nécessaire de
définir comment s’effectue le passage entre le canal de transmission réel, et le canal discret
utilisé par la suite.
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2.2.1 Discrétisation du canal radio
Les résultats de théorie de l’information traitent principalement de collection de mot
codes, appelées alphabets ou dictionnaires, associés aux valeurs d’une variable aléatoire
représentant la source émettrice d’information. La source prend donc un ensemble de va-
leurs éventuellement non dénombrables, et les méthodes de compressions et de codage
doivent assurer la transmission de ces valeurs à travers le canal. La châıne de transmis-
sion complète est représentée sur la figure 2.1. Il est a priori difficile de justifier l’ap-
proximation de ce système dans la théorie de l’information, qui simplifie énormément la
partie analogique (modulation – canal – détection), mais cette approche a récemment été
justifiée de manière très rigoureuse par Gallager et Lapidoth dans leurs deux ouvrages
[Gallager 2008, Lapidoth 2009]. Leur approche utilise la projection et la décomposition de
formes d’ondes arbitraires en fonctions propres de L2, l’espace des fonctions à énergie finie.
Source
Codage
source/canal
Modulation
et RF
Canal radio
Démodulation
et détection
Décodage
canal/source
Destinataire
Figure 2.1 – Discrétisation du canal radio pour la théorie de l’information.
Nous partons donc du principe qu’il est possible d’approximer le fonctionnement ci-
dessus en considérant la partie analogique du canal comme étant une bôıte noire, qui
pour un symbole envoyé retourne un autre symbole. Ce fonctionnement est formalisé sur
la Fig.2.2 et correspond au problème étudié par Shannon dans ses travaux fondateurs
[Shannon 1949].
Source
Xn = f(W )
Canal
p(Y n|Xn)
Destinataire
Ŵ = g(Y n)
W Xn Y n Ŵ
Figure 2.2 – Modèle de canal discret prenant en compte une probabilité de transition
quelconque pour le canal.
On suppose un ensemble de messages W, indexés par des entiers {1, 2, . . . ,M}, que la
source souhaite envoyer à travers le canal. La source dispose d’un alphabet de symboles X ,
qu’elle peut utiliser n fois pour envoyer l’index du message W ∈ W. Les symboles transmis
par la source sont donc pris dans l’alphabet X n. Pour tout x ∈ X , on définit la probabilité
de transition du canal px|y(y|x = x), transformant le symbole x en symbole y, lui-même
pris dans un alphabet Y. Utiliser n fois le canal pour transmettre l’index nous amène à
considérer un symbole pris dans l’ensemble X n et donc un symbole reçu dans l’ensemble
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Yn. On définit xn = (x1, x2, . . . , xn) ∈ X n et yn = (y1, y2, . . . , yn) ∈ Yn comme étant les
symboles reçus et transmis dans ces situations, les xk et yk étant les symboles reçus lors
de la kieme utilisation du canal. Ces définitions sont formalisées ci-après :
Définition 2.1 (Canal discret). Un canal discret noté (X , py|x(y|x),Y) est formé de deux
ensembles finis X et Y appelés alphabets de la source (respectivement de la destination),
et d’une collection de probabilités conditionnelles py|x(y|x) définies pour tout x ∈ X .
On appellera n-extension du canal discret le canal (X n, pyn|xn(yn|xn),Yn) formé par n
utilisation du canal (X , py|x(y|x),Y). Pour chaque symbole xn ∈ X n (resp. yn ∈ Yn), on
notera xk ∈ X (resp. yk ∈ Y) le symbole envoyé lors de la kieme utilisation du canal. On
dira que cette n-extension est sans mémoire et sans retour si
pyn|xn(y
n|xn) =
n∏
i=1
py|x(yi|xi) (2.13)
Définition 2.2 (Code (M,n)). Un code (M,n) défini sur un canal (X n, pyn|xn(yn|xn),Yn)
est composé de 3 éléments :
— Un ensemble d’index {1, 2, . . . ,M}
— Une fonction f : {1, 2, . . . ,M} 7→ X n appelée fonction d’encodage et fournissant
un ensemble de mots codes {xn(1), x
n
(2), . . . , x
n
(M)} indexés par {1, 2, . . . ,M}.
— Une fonction g : Yn 7→ {1, 2, . . . ,M} appelée fonction de décodage et fournissant
à partir du mot code yn ∈ Yn reçu une estimation de l’index i ∈ {1, 2, . . . ,M}
envoyé.
Définition 2.3 (Probabilités d’erreur sur un canal discret). On définit la probabilité d’er-
reur conditionnelle λi comme étant la probabilité qu’un certain index soit décodé de ma-
nière erronée, i.e. si le symbole envoyé est xn(i) et le symbole reçu y
n, avec I(·) la fonction
indicatrice au sens usuel :
λi = P
[
g(yn) 6= i|xn(i) envoyé
]
=
∑
yn∈Yn
p(yn|xn(i))I(g(y
n) 6= i) (2.14)
Il s’agit de l’ensemble des symboles yn de probabilité non nulle sachant que xn(i) a été émis,
pour lesquels la fonction d’estimation g(·) ne renvoit pas le bon index i.
De cette définition, on a :
— La probabilité d’erreur maximale λ(n) :
λ(n) = max
i∈{1,2,...,M}
λi (2.15)
— La probabilité d’erreur moyenne P
(n)
e :
P (n)e =
1
M
M∑
i=1
λi (2.16)
2.2.2 Capacité de Shannon
Le résultat surprenant, et probablement le plus célèbre, de Shannon dans
[Shannon 1949] fut de démontrer qu’il est possible de transmettre de l’information à tra-
vers un canal radio sans erreur, même en présence de bruit, à la seule condition que le
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débit R des données, en bits/transmission, soit inférieur à une certaine valeur déterminée par
le rapport signal sur bruit du canal radio. L’intuition de l’époque était de transmettre de
la redondance sous la forme par exemple de codes à répétition. Plus la qualité du signal
reçu était faible, i.e. le rapport signal sur bruit était lui même bas, plus la quantité de
redondance nécessaire était élevée et les méthodes de l’époque amenaient irrémédiable-
ment à une baisse du débit qui approchait alors 0. Shannon montra qu’en dessous de cette
borne supérieure du débit, appelée désormais capacité du canal, il est toujours possible
de transmettre sans aucune erreur, virtuellement, à l’aide d’un code approprié. Au-delà
de cette borne, il n’existe aucun code remplissant cette propriété. Le code atteignant la
capacité n’était pas donné par Shannon qui se contenter d’inférer son existence, mais ce
résultat a permis de fédérer la recherche dans le domaine et à l’heure actuelle il existe
plusieurs codes approchant la capacité de Shannon pour des formes simples de canaux
radios.
En se basant sur les définitions 2.2 et 2.3, nous formalisons les notions de débit d’un
code sur un canal de transmission :
Définition 2.4 (Débit d’un code (M,n)). On appelle R le débit du code (M,n) défini
comme :
R =
log2M
n
bits/transmission (2.17)
On note que la valeur M est liée à R par inversion de (2.17), leur relation étant M = 2nR.
Définition 2.5 (Débit atteignable). Un débit est dit atteignable si il existe un code
(d2nRe, n) tel que la probabilité d’erreur maximale λ(n) tende vers 0 quand n tend vers
l’infini 1.
Le résultat de Shannon est d’exprimer sous une forme calculable le débit maximum
atteignable dans un canal de communication, à l’aide des notions d’entropie et d’informa-
tion mutuelle. Une présentation de ces deux mesures et de la théorie de l’information en
général est disponible gratuitement dans l’ouvrage de David MacKay [MacKay 2003].
Théorème 2.1 (Capacité d’un canal quelconque). Soit un canal de communication dis-
cret, sans mémoire, comme représenté sur la Fig.2.2. On définit la capacité de ce canal
comme étant le logarithme du maximum des mots-codes uniquement identifiable par le
récepteur compte tenu de la distribution de masses de probabilités px(x). On a :
C = max
px(x)
I(X;Y ) (2.18)
En utilisant un argument purement probabiliste, il est intuitif que la dégradation in-
duite par le canal et la distribution py|x(y|x) va influer sur la quantité d’information maxi-
male que l’on pourra récupérer en sortie du canal, et que cette valeur va être au maximum
égale à l’information mutuelle entre les deux variables aléatoires X et Y . La preuve de ces
deux théorèmes est quelque peu complexe, et se décompose en deux parties. Tout d’abord,
il faut prouver qu’il existe au moins un code atteignant (2.18). Shannon utilise pour cela
un argument consistant à générer aléatoirement des codes respectant certaines propriétés,
et en montrant qu’en moyenne la probabilité d’erreur de ces codes tend vers 0 lorsque la
taille de bloc tend vers l’infini, ce qui suppose qu’il existe au moins un code remplissant
1. La fonction d·e est définie comme d·e : x ∈ R → min{K ∈ Z|K ≥ x}. Il s’agit du premier entier
suivant x.
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les conditions du théorème. La seconde partie de la preuve consiste à montrer que tous les
codes dont la probabilité d’erreur tend vers 0 lorsque n tend vers l’infini ont effectivement
un débit R ≤ C. On peut se référer à [Cover 2006] pour une discussion plus complète, mais
le concept de borner la capacité par le haut, puis de prouver l’existence d’un code quel-
conque atteignant cette capacité se retrouve dans toutes les démonstrations de capacité
depuis Shannon.
2.2.3 Capacité des canaux à plusieurs noeuds
La théorie de Shannon sur la capacité des canaux de transmission peut s’étendre aux
réseaux comprenant plus d’une source et une destination, ce qui est notre cas d’étude
dans ce manuscrit. Nous pouvons énoncer deux résultats utiles pour l’étude de ces canaux.
Comme pour le canal de Shannon, les démonstrations fonctionnent en deux étapes :
— Une première étape consiste à utiliser un théorème de flot maximum à travers le
canal pour établir une borne supérieure pour la capacité.
— La seconde étape étant de démontrer l’existence d’un code et d’une méthode de
transmission permettant d’atteindre, idéalement, cette borne supérieure. Dans tous
les cas, l’existence d’un code sur une topologie de réseau permet d’établir une borne
inférieure de la capacité.
Lorsque la borne supérieure et la borne inférieure se rejoignent, on peut dire que la capacité
du canal est connue et est donc égale à l’une ou l’autre des bornes. Dans le cas général
et pour la plupart des canaux plus complexes que le simple canal mono-utilisateur, ces
deux bornes ne sont pas égales et par conséquent on ne sait pas se prononcer sur une
valeur de la capacité du canal. On peut néanmoins évaluer l’efficacité des méthodes de
transmission théoriques par rapport à leur proximité relative à la borne supérieure, et des
applications réelles de ces méthodes par rapport à leur proximité avec leur borne théorique
de performances.
2.2.4 Théorème du flot maximum
On représente le réseau comme étant un ensemble de m noeuds, disposant chacun d’une
variable aléatoire X(i) , i ≤ m représentant le message envoyé, et Y (i) , i ≤ m le message
reçu. On dénotera par R(i,j) le débit entre le noeud (i) et le noeud (j). Le principe du
théorème de flot maximum est de considérer tous les ensembles de noeuds S ⊂ {1, . . . ,m}
possibles et de borner la somme des débits atteignable entre tous les noeuds inclus dans
S, les sources, et les noeuds inclus dans le complémentaire SC de S, les destinations. En
pratique, cela revient à représenter le réseau sous la forme d’un graphe, et à considérer
toutes les coupes possibles de ce graphe. On obtient ainsi une série d’inégalités qui forment
une région de capacité atteignable.
Théorème 2.2 (Flot maximum). Soit un ensemble de m noeuds communicant, cha-
cun représenté par un couple (X(i), Y (i)) i ≤ m de variables aléatoire correspondant aux
messages reçus et envoyés par ce noeud respectivement. Si l’on note R(i,j) le débit at-
teignable entre une paire de noeuds (i, j), alors il existe une distribution de probabilité
px(1),...,x(m)(x
(1), . . . , x(m)) telle que :
∀S ⊂ {1, . . . ,m}
∑
i∈S,j∈SC
R(i,j) ≤ I(X(S), Y (SC) |X(SC)) (2.19)
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où SC dénote le complémentaire de S dans {1, . . . ,m}.
Démonstration. Une définition et une preuve complète sont disponibles dans [Cover 2006,
pp.587-590].
On voit que pour toutes les coupes possibles, le débit d’information est inférieur à
l’information mutuelle entre les groupes de noeuds émetteurs et récepteurs, conditionnée
par l’information émise par les noeuds émetteurs présents dans le complémentaire de la
coupe. Ce résultat ne donne qu’une borne supérieure de la capacité.
2.2.5 Canaux à accès multiples
On suppose dans ce cas que plusieurs terminaux souhaitent communiquer simultané-
ment vers un unique destinataire. Ce modèle de canal, tel que représenté sur la Fig.2.3,
capture en particulier les communications terrestres vers un même satellite, ou les com-
munications de plusieurs téléphones mobiles vers une même station de base.
S1 X1
S2 X2
DYD
Figure 2.3 – Le canal à accès multiples
Définition 2.6 (Canal à accès multiples). Un canal à accès multiple consiste en 3
ensembles X1, X2 et Y et une distribution de masses de probabilités conditionnelles
p(y|x1, x2), définie pour tout tuple (x1, x2) ∈ X1 ×X2.
Comme pour tous les canaux de théorie de l’information, la caractérisation passe par la
définition du canal en terme de variables aléatoires, la définition du débit dit atteignable, et
la preuve de capacité en deux parties (borne supérieure et existence d’un code atteignant
la borne). La figure 2.4 présente les coupes considérées avec les ensembles S correspondant
pour l’application du théorème du flot maximum.
S1 X1
S2 X2
DYD
(a) S = {X1}
S1 X1
S2 X2
DYD
(b) S = {X2}
S1 X1
S2 X2
DYD
(c) S = {X1, X2}
Figure 2.4 – Coupes considérées pour le canal à accès multiples.
En appliquant directement le théorème 2.2, on obtient l’expression de la borne supé-
rieure, et dans le cas du canal à accès multiples il est possible de construire un schéma de
communication où la borne inférieure rejoint la borne supérieure [Cover 2006].
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Théorème 2.3 (Capacité du canal à accès multiples). Soit un canal à accès multiple
général (X1×X2, p(y|x1, x2),Y). On dénote par R1 le débit atteignable du noeud 1 et R2 le
débit atteignable du noeud 2 suivant la définition 2.5. La capacité du canal à accès multiple
est la fermeture de l’enveloppe convexe des (R1, R2) satisfaisant les conditions suivantes :
R1 ≤ I(X1;Y |X2)
R2 ≤ I(X2;Y |X1)
R1 +R2 ≤ I(X1, X2;Y )
(2.20)
Sans entrer dans une application à un modèle de canal particulier, il est possible d’ana-
lyser un peu la région définie par les inégalités en (2.20), comme on le voit sur la figure
2.5.
R2
R1
I(X2, Y |X1)
A
B
I(X1, Y |X2)
I(X2;Y )
I(X1;Y )
Figure 2.5 – Région générique de la capacité du canal à accès multiples
Aux extrêmes, les points d’intersection des axes et de la région correspondent aux cas
où un des émetteurs n’émet aucune information. Les coins A et B eux correspondent aux
cas où l’inégalité active passe de R1 ≤ I(X1;Y |X2) (respectivement R2 ≤ I(X2;Y |X1)) à
R1 + R2 ≤ I(X1, X2;Y ). Il s’agit, pour le point A par exemple, de débit de transmission
maximal de X1 qui n’impactera pas X2. Sachant que Y = X1 +X2, X1 peut envoyer une
quantité d’information I(X1;Y ) vers Y qui pourra la décoder en considérant X2 comme
un bruit parasite. En contrepartie, X2 peut transmettre en moyenne :∑
x1∈X1
p(x1)I(X2;Y |X1 = x1) = I(X2;Y |X1)
Considérer un signal comme du bruit est un concept couramment utilisé en théorie de
l’information pour les preuves de capacité, et retrouve une réalité physique si le signal
interférent a une forme proche du bruit blanc.
2.2.6 Le canal à relais
Un canal à relais est un système communiquant composé, dans sa forme simple, de
3 noeuds. Une source et un destinataire cherchent à communiquer de manière fiable en
s’aidant d’un troisième noeud, le relais, qui n’envoie aucune information personnelle. Les
études sur le canal à relais théorique ont été initiées dans [Van Der Meulen 1971b], et
poursuivies par les travaux de [Cover 1979], dont les résultats restent centraux aujourd’hui.
On peut retrouver une analyse récente dans [Kramer 2005] et [Zahedi 2005], comprenant
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R X2
Message envoyé
par le relais
Y2
Message reçu
par le relais
S X1
Message envoyé
par la source
DY3
Message reçu par
la destination
Figure 2.6 – Représentation du canal à relais sous forme de graphe associé à des variables
aléatoires.
entre autres les résultats présentés dans cette section. Le chapitre 4 donne également une
bibliographie plus étendue ainsi que les bornes de capacité des canaux à relais gaussien.
Dans la littérature, sauf si mentionné explicitement, la plupart des configurations trai-
tées des canaux à relais considèrent les noeuds capable de transmettre et de recevoir si-
multanément (on utilisera l’anglicisme full-duplex ). Dans tous les cas, on retrouve comme
pour le canal gaussien une définition de la capacité en fonction des entrées et sorties du
canal.
Définition 2.7 (Canal à relais). Un canal à relais noté (X1,X2, p(y2, y3|x1, x2),Y2,Y3)
est formé de quatre ensembles finis X1, X2, Y2 et Y3 qui sont les alphabets de la source,
du relais à l’émission, du relais à la réception et de la destination respectivement, et d’une
distribution de masses de probabilités conditionnelles p(y2, y3|x1, x2) représentant le canal
entre la source, le relais et la destination.
Remarque. – Comme pour le canal discret général, on peut définir une n-extension du
canal à relais.
Définition 2.8 (Capacité du canal à relais). Soit un canal à relais comme repré-
senté sur la Fig.2.6. Soit (fk)0≤k≤n : Yk2 7→ X2 une série de fonctions de relayage
définies pour chaque symbole du bloc, mise en oeuvre au niveau du relais. Ces fonc-
tions représentent le traitement effectué par le relais pour générer son propre sym-
bole Xn2 = (f0(y2,0), f1(y2,0, y2,1), . . . , fn(y2,0, y2,1, . . . , y2,n)) en fonction de sa réception
Y n2 = {y2,0, · · · , y2,n}. On dénotera l’ensemble de ces fonctions par {f (n)}. On consi-
dère que les noeuds peuvent recevoir et transmettre simultanément. Sa capacité est définie
comme étant :
C = lim
n→∞
sup
p(xn):{f (n)}
1
n
I(Xn1 ;Y
n
3 ) (2.21)
On fait ici apparaitre explicitement que la taille de bloc est infinie dans la définition,
et que le maximum est pris sur l’ensemble de la distribution de masses de probabilités de
la source et sur l’ensemble des fonctions de relayage mises en oeuvre. Ce type de définition
est appelé multi-lettres, car elle implique une combinaison de symboles de chaque alphabet
mis en oeuvre.
Comme beaucoup de modèles de canaux en théorie de l’information, la capacité du
canal a relais n’est pas définie précisément. En effet, on peut montrer qu’il existe une
borne supérieure que la capacité ne saurait dépasser, et qu’il existe une borne inférieure
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pour laquelle il existe des méthodes de codage et de relayage telles que la probabilité
d’erreur tend vers 0 quand la taille du bloc tend vers l’infini. Cependant, contrairement
au canal gaussien direct, ces bornes ne cöıncident pas. On peut obtenir une borne de la
capacité du canal à relais par la méthode du flot maximum en effectuant deux coupes sur
le canal, comme vues sur la figure 2.7.
R
S D
(a) Coupe canal de diffusion
R
S D
(b) Coupe canal à accès multiples
Figure 2.7 – Coupes utilisées pour la méthode du flot maximum appliquée au canal à
relais.
Théorème 2.4 (Borne supérieure de la capacité du canal à relais). Soit un canal à
relais(X1 × X2, p(y2, y3|x1, x2),Y3 × Y2). La capacité de ce canal au sens de la définition
2.8 est bornée par :
C ≤ max
p(x1,x2)
min {I(X1, X2;Y3), I(X1;Y3, Y2|X2)} (2.22)
Démonstration. [Cover 2006, pp.572-575] ou [Cover 1979, Th.1] ou par application directe
du théorème 2.2.
La première dérivation de cette coupe est due à [Cover 1979] dans le cas d’un relais
fonctionnant en mode full-duplex. Cette borne se représente bien intuitivement, du fait
qu’il s’agit soit du flot maximum de la source vers la destination et le relais, ou le flot
maximum du relais et de la source vers la destination.
Si l’on combine une transmission multisaut sur le trajet source-relais-destination avec
une transmission directe, on obtient le très classique schéma de relayage decode-and-
forward (DF). Le protocole DF suppose que la destination est capable de décoder de
manière cohérente l’information en provenance de la source et du relais, et que les diction-
naires de mots codes de la source et du relais sont construits de manière coopérative.
Théorème 2.5 (Borne inférieure de transmission dans un canal à relais pour un schéma
DF). Soit un canal à relais (X1 ×X2, p(y2, y3|x1, x2),Y3 ×Y2). La capacité de ce canal au
sens de la définition 2.8 est bornée par le bas par :
C ≥ max
p(x1,x2)
min {I(X1, X2;Y3), I(X1;Y2|X2)} (2.23)
Démonstration. [Cover 1979, Th.2]
Remarque. – Dans le schéma DF, le relais doit décoder l’intégralité de l’information envoyée
par la source. Ce fonctionnement donnera de bons résultats si le canal entre la source et
le relais est de bonne qualité – comme c’est le cas pour le canal à relais dégradé, le signal
reçu par le relais est strictement meilleur que celui reçu par la destination. Cependant,
si le canal source-relais n’est pas de bonne qualité, le schéma DF pourra éventuellement
être moins performant qu’une transmission directe car le relais ne pourra pas décoder
d’information et par conséquent ne coopérerait pas. Pour pallier à ce problème, on peut
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mettre en oeuvre un décodage partiel au relais. La source divise son message en deux
parties. La première partie sera décodée par le relais et estimée par la destination, et la
seconde partie sera directement décodée par la destination. Dans un second temps le relais
coopère avec la source pour résorber l’incertitude de la première partie du message. Cela
crée un nouveau schéma appelé partial decode-and-forward [Cover 1979, Th.3].
Une dernière borne inférieure générique pour le canal à relais est celle dénommée
compress-and-forward (CF). Dans ce schéma de relayage, le relais effectue une estimation
du message envoyé par la source sans chercher à décoder complètement le message. Il
transmet ensuite cette estimation à la destination pour l’aider à décoder le message. Le
message reçu par le relais, et par conséquent son estimation, étant fortement corrélé avec
le message reçu par le destinataire, on peut mettre en oeuvre des procédés de codage de
sources corrélées [Wyner 1976] pour faciliter le décodage.
Théorème 2.6 (Borne inférieure de transmission dans un canal à relais pour un schéma
CF). Soit un canal à relais (X1 ×X2, p(y2, y3|x1, x2),Y3 ×Y2). Soit Ŷ2 une estimation du
signal Y2 reçu par le relais. La capacité de ce canal est bornée par le bas par :
C ≥ max I(X;Y3, Ŷ2|X1) (2.24)
où la maximisation se fait sur les densités de probabilité de la forme p(x1)p(x2)p(ŷ2|y2, x2)
et vérifiant I(X2;Y3) ≥ I(Y2; Ŷ2|X2, Y3). Une forme équivalente, donnée par Zahedi dans
[Zahedi 2005], permet d’écrire cette borne sous une contrainte plus simple pour les densités
de probabilités :
C ≥ max
p(x1)p(x2)p(ŷ2|y2,x2)
min
{
I(X1, X2;Y3)− I(Y2; Ŷ2|X1, X2), I(X1; Ŷ2, Y3|X2)
}
(2.25)
Démonstration. [Cover 1979, Th.7] et [Zahedi 2005, Th.2.5,Th.2.6]
2.3 Métriques de performance des canaux de transmission
sans-fil
L’étude des performances des communications passe par la définition d’un certain
nombre de métriques autour desquelles seront évalués les mérites de différents systèmes.
La majorité de ces métriques se basent, en pratique, sur le SNR au niveau du récepteur, tel
que défini dans les sections précédentes. Les équations (2.7), (2.9) et (2.11) expriment la
distribution du SNR instantané γ, qui a pour paramètre dans chacune de ces expressions
le SNR moyen γ̄. En présence d’effets de masquage, il est bon de noter que γ̄ est une
variable aléatoire, et que (2.7), (2.9) et (2.11) représentent une distribution de probabilité
conditionnelle γ|γ̄.
2.3.1 Métriques basées sur la capacité
Lorsque le canal de transmission est stable dans le temps, la capacité de Shannon telle
que présentée à la section précédente est correctement définie, et sa valeur est reliée par
bijection à la valeur du SNR au niveau du récepteur. Le canal de transmission stable le
plus couramment utilisé est le canal dit gaussien, où l’amplitude de l’enveloppe du signal
transmis est soumise au niveau du récepteur à un coefficient h comme défini dans l’équation
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(2.4), à laquelle s’ajoute un bruit blanc de densité spectrale N0. À la ke utilisation du canal
de transmission, le symbole complexe reçu y[k] peut donc s’écrire :
y[k] = h[k] · x[k] + z[k] (2.26)
Si on considère h[k] = h indépendant de k ainsi qu’une contrainte de puissance moyenne
des symboles émis E [x[k]] = P , la définition de Shannon s’applique et on peut montrer
[Cover 2006, Tse 2008] que la capacité C du canal gaussien s’écrit :
C = log2
(
1 +
|h|2P
N0
)
(2.27)
Les sections traitant des canaux multi-utilisateurs donneront les expressions équivalentes
pour les applications aux canaux gaussiens. On peut remarquer que la capacité est une
fonction bijective du SNR |h|2P/N0. Cette expression de la capacité est valable pour des
symboles complexes limités à une bande de 1 Hz. Si l’on considère que l’on transmet W
symboles complexes sur une bande de fréquence de W Hz, la puissance du bruit devient
N0W et la capacité devient :
C = W log2
(
1 +
|h|2P
N0W
)
(2.28)
On considère maintenant que h[k] varie selon k. On doit considérer deux situations qui
sont fonctions de la vitesse à laquelle le coefficient h varie. Dans un canal à évanouissements
lents, le coefficient h est aléatoire mais fixé pour toutes les utilisations du canal. Dans
cette situation, la capacité de Shannon est mal définie, en particulier pour des modèles
d’évanouissements où la probabilité que le canal soit nul existe. En pratique, la métrique
la plus couramment utilisée dans cette situation est la probabilité de coupure pout(R).
On fixe dans ce cas le débit à l’émission à une certaine valeur R et on s’intéresse à la
probabilité que le canal soit incapable de supporter ce débit :
pout(R) = P
{
log2
(
1 + |h|2 P
N0
)
< R
}
(2.29)
Si les évanouissements du canal sont maintenant suffisamment rapides pour que les mots-
codes soient transmis sur un nombre L d’états équiprobables de la variable h[k], i.e. h[k] ∈
{h1, · · · , hL}, on a alors [Tse 2008] :
pout(R) = P
{
1
L
L∑
`=1
log2
(
1 + |h`|2
P
N0
)
< R
}
(2.30)
Si le nombre d’états augmente, c’est-à-dire si la taille des mots codes est grande par rapport
au temps de cohérence des évanouissements, on obtient en limite une quantité appelée dans
la littérature la capacité ergodique [Host-Madsen 2005], que l’on notera C∞ :
lim
L→∞
1
L
L∑
`=1
log2
(
1 + |h`|2
P
N0
)
= E
[
log2
(
1 + |h|2 P
N0
)]
= C∞ (2.31)
On peut noter que par application de l’inégalité de Jensen, on a C∞ ≤
log2
(
1 + E
[
|h|2
]
P
N0
)
. La capacité ergodique suppose en pratique que la transmission se
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fait sur suffisamment d’états de la variable aléatoire h pour qu’un moyennage naturel se
fasse. Dans les canaux à évanouissements rapides, on cherchera donc à étaler au maximum
les mots codes sur de longues périodes afin de profiter de cet effet. Afin d’éviter de générer
des mots-codes trop grands, on utilisera en pratique des techniques d’entrelacement entre
plusieurs mots codes, ce qui aura pour effet de faire subir aux différents symboles un grand
nombre d’états différents de la variable aléatoire h.
2.3.2 Métriques basées sur la probabilité d’erreur
La probabilité d’erreur symbole est également une fonction du SNR, qui dépend éga-
lement de la modulation utilisée. L’étape de modulation va transformer un ou plusieurs
bits d’information en un symbole complexe, qui sera transmis, déformé et bruité au récep-
teur. En conséquence, ce dernier doit évaluer à partir du signal reçu quel a été le symbole
transmis. Dans un contexte théorique, on évalue la probabilité que le décodeur a de se
tromper en fonction de la distance dans le plan complexe entre le symbole reçu et le sym-
bole transmis. On notera cet évènement Es, et il va donc dépendre du nombre de symboles
possibles à chaque étape de modulation et des effets du canal qui vont décaler le symbole
dans le plan complexe, ces effets étant capturés par le SNR. On notera donc la probabilité
d’erreur symbole P {Es|γ, ϕ}, ou le paramètre ϕ représente la modulation et toute autre
valeur associée.
Lorsqu’il n’y a pas d’ambigüıté quant à la modulation utilisée, on peut écrire la pro-
babilité d’erreur symbole ps(γ) comme étant une fonction du SNR instantané γ. Si la
modulation respecte certaines contraintes, on pourra être capable d’exprimer la probabi-
lité d’erreur bit en fonction de la probabilité d’erreur symbole, pour obtenir ainsi pb(γ).
Ces expressions sont également souvent obtenues expérimentalement, afin de prendre en
compte les défauts éventuels du matériel utilisé pour les communications. À partir de l’ex-
pression de la probabilité d’erreur bit instantanée, on peut écrire la probabilité d’erreur
bit moyenne comme l’espérance de pb(γ) suivant la variable aléatoire γ sachant γ̄ :
P {Eb|γ̄, ϕ} = p̄b(γ̄) =
∫ ∞
0
pb(γ)pγ|γ̄(γ)dγ (2.32)
Une partie de mon travail de thèse porte sur la probabilité d’erreur paquet, dérivée de
la probabilité d’erreur bit. On considère que la transmission s’effectue par bloc de N bits,
et que le récepteur déclare une erreur sur le paquet si au moins une erreur a été faite sur
un bit lors de la réception. On note Ep cet événement, et la probabilité d’erreur paquet
instantanée est donc :
P {Ep|γ, ϕ} = 1− (1− P {Eb|γ, ϕ})N (2.33)
Le paramètre ϕ contient en plus des informations concernant la modulation, la taille de
paquet considérée. Comme pour la capacité dans la section précédente, afin de traiter
le cas des canaux à évanouissements, il faut prendre en compte la vitesse de variation
du coefficient du canal h. Si les évanouissements sont rapides, par le même raisonnement
que pour la capacité, on peut choisir N suffisamment grand et appliquer des techniques
d’entrelacement pour moyenner la probabilité d’erreur bit instantanée sur la taille du
paquet. En conséquence, la probabilité d’erreur paquet moyenne s’écrit :
P {Ep|γ̄, ϕ} = 1− (1− P {Eb|γ̄, ϕ})N (2.34)
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En contrepartie, si les évanouissements sont lents, chaque bit du paquet subira le même
affaiblissement et la probabilité d’erreur paquet moyenne s’écrit donc :
P {Ep|γ̄, ϕ} =
∫ ∞
0
(
1− (1− P {Eb|γ, ϕ})N
)
pγ|γ̄(γ)dγ (2.35)
Pour finir, si l’on considère que γ̄ est également une variable aléatoire, il est possible de
définir une probabilité de coupure pour l’erreur paquet, c’est-à-dire la probabilité que la
probabilité d’erreur paquet dépasse un certain seuil fixé P ∗. On écrit l’évènement O =
P {Ep|γ̄, ϕ} > P ∗. Si on écrit P {Ep|γ̄, ϕ} = p̄p(γ̄), et on a donc :
P {O|ϕ} = P{p̄p(γ̄) > P ∗} (2.36)
Dans les systèmes étudiés dans cette thèse, la probabilité d’erreur paquet moyenne est
une fonction continue et strictement décroissante du SNR moyen γ̄. Par conséquent, cette
fonction possède un inverse, et l’on peut réécrire la probabilité de coupure (2.36) comme
suit :
P {O|ϕ} = P{γ̄ ≤ p̄−1p (P ∗)} (2.37)
2.4 Optimisation sous contraintes
L’optimisation sous contraintes, dans sa forme générale, consiste à résoudre un pro-
blème de la forme suivante, pour x ∈ Rn et où f , gi et hj sont des fonctions de Rn dans
R continues et différentiables :
min. f(x)
s.c. gi(x) ≤ 0 i ∈ {1, · · · , l}
hj(x) = 0 j ∈ {1, · · · ,m}
(2.38)
On appelle ensemble atteignable l’ensemble défini comme suit :
A = {x ∈ Rn|gi(x) ≤ 0, hj(x) = 0, i ∈ {1, · · · , l} , j ∈ {1, · · · ,m}}
L’optimisation sous contraintes consiste à trouver le minimum global de f(x) avec x ∈ A.
L’intérêt de ces problèmes ne réside rarement que dans la valeur de f(x) à son maximum,
et l’on s’intéresse souvent à l’ensemble des points x∗ qui atteignent cette valeur, et qui
sont appelés points optimaux.
Afin d’étudier ces problèmes, on forme une fonction spécifique appelée le Lagrangien du
problème, et qui intègre à la fois la fonction objectif f et les contraintes dans une seule et
même expression. Le Lagrangien du problème (2.38) s’écrit :
L(x, λ, µ) = f (x) +
l∑
i=1
λigi(x) +
m∑
j=0
µjhj(x) (2.39)
Les vecteurs λ et µ sont à composantes positives, et sont appelés les multiplicateurs de
Lagrange du problème. On remarque que pour tout x ∈ A on a L(x, λ, µ) ≤ f (x). Le La-
grangien est en effet construit pour être une borne inférieure de la fonction objectif. En par-
ticulier, pour tout λ et µ à composantes positives, la fonction L (λ, µ) = infx∈A L(x, λ, µ)
nous donne une borne inférieure générale à la solution du problème initial.
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On peut également noter que les multiplicateurs de Lagrange sont en pratique des
variables qui pénalisent la distance d’un choix de vecteur x par rapport aux contraintes du
problème. En effet, plus λ sera élevé, plus la valeur de L(x, λ, µ) sera faible si les contraintes
d’inégalité ne sont pas exactement atteintes – et donc transformées en égalités. Un choix
particulier pour la valeur de λ permet donc de favoriser un certain nombre de contraintes
par rapport aux autres, en pénalisant l’éloignement.
2.4.1 Optimisation convexe
Pour détailler la forme et les résultats associés aux problèmes d’optimisation convexe, il
est nécessaire de rappeler rapidement la définition d’un ensemble convexe et d’une fonction
convexe. Nous en profiterons aussi pour énoncer quelques résultats concernant ces fonctions
qui seront utilisés dans la suite de ce manuscrit. Les résultats mentionnés ci-après sont
en particulier repris pour la plupart de [Boyd 2004]. Cette section ne fait que résumer les
fondamentaux qui seront utilisés par la suite.
Définition 2.9 (Ensemble convexe). Un ensemble C ⊂ Rn est dit convexe si et seulement
si pour tout x1, x2 ∈ C et δ ∈ [0, 1] on a :
δx1 + (1− δ)x2 ∈ C
On peut étendre cette définition à une combinaison linéaire de points de C. L’ensemble C
est dit convexe si et seulement si pour tout x1, · · · , xk ∈ C et δ1 + · · ·+ δk = 1 on a :
k∑
i=1
δixi ∈ C
En pratique, un ensemble est convexe si tous les points situés sur le segment de droite
reliant 2 points de l’ensemble appartiennent également à l’ensemble. Cela a de fortes
implications pour les problèmes d’optimisation, ainsi que pour les problèmes liés à la
théorie de l’information. En effet, cela signifie qu’il est possible de construire une infinité
de points atteignables à partir de deux points atteignables d’un problème d’optimisation,
si l’ensemble des points atteignables est convexe. De plus, l’intersection de deux ensembles
convexes est également un ensemble convexe. Parmi les objets mathématiques courants,
on peut citer comme exemple d’ensembles convexes les suivants :
— L’espace vectoriel Rn
— Les hyperplans de Rn :
{
x ∈ Rn|aTx = b, a ∈ Rn, b ∈ R
}
— Les demi-espaces de Rn :
{
x ∈ Rn|aTx ≥ b, a ∈ Rn, b ∈ R
}
— Les boules dans Rn, avec ‖·‖ une norme de Rn :
{x ∈ Rn| ‖x− xc‖ ≤ r, xc ∈ Rn, r ∈ R}
Définition 2.10 (Fonction convexe [Boyd 2004]). Une fonction f(x), avec x ∈ Rn est
dite convexe si dom f est un ensemble convexe et si pour tout x1, x2 ∈ dom f , et δ ∈ [0, 1]
on a :
f(δx1 + (1− δ)x2) ≤ δf(x1) + (1− δ)f(x2) (2.40)
On appelle concave une fonction g si −g est une fonction convexe.
Ces propriétés se retrouvent dans de nombreuses fonctions usuelles. On a en particulier :
— Une fonction affine est à la fois convexe et concave.
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— La fonction log(x) est une fonction concave de x ∈ R.
— La fonction exp(x) est une fonction convexe de x ∈ R.
— La fonction 1/x est une fonction concave de x ∈ R∗+.
— La fonction
√
x est une fonction concave de x ∈ R∗+.
— Les normes de Rn sont des fonctions convexe de x ∈ Rn.
Pour des fonctions plus développées, la façon la plus connue, mais aussi la plus complexe
dans le cas général de prouver la convexité est d’utiliser le théorème suivant :
Théorème 2.7. Une fonction f de x ∈ Rn est convexe si et seulement si son Hessien,
c’est-à-dire sa matrice de dérivées secondes, est définie positive. En particulier, pour x ∈ R,
si la dérivée seconde est positive, alors la fonction est convexe.
Démonstration. Voir [Boyd 2004, ch.3]
Extraire le Hessien d’une fonction de Rn peut être une tâche difficile, et vérifie que ce
Hessien est défini positif l’est encore plus 2. Lorsque cela est possible, on cherchera à prouver
qu’une fonction est convexe en montrant qu’elle est la composée d’une fonction convexe
avec une fonction préservant la convexité. Les conditions pour vérifier la convexité par ce
moyen sont décrites avec grande précision dans [Boyd 2004, ch.3]. On a en particulier :
— Si f1, · · · , fk sont des fonctions convexes de Rn et δ1, · · · δk ≥ 0, alors
∑k
i=1 δifi(x)
est convexe.
— Si f1, · · · , fk sont des fonctions convexes de Rn alors max {f1(x), · · · , fk(x)} est
convexe.
— Si f(x) est une fonction convexe, et t ∈ R∗+ alors tf(x/t) est appelée perspective
de f , et est convexe.
La définition d’un problème d’optimisation convexe est de forme similaire à (2.38), mais
avec les conditions suivantes :
— La fonction objectif f doit être une fonction convexe.
— Les fonctions gi associées aux inégalités doivent être des fonctions convexes.
— Les fonctions hj associées aux égalités doivent être des fonctions affines.
On peut remarquer que les conditions sur les fonctions associées aux contraintes défi-
nissent un ensemble atteignable convexe, comme étant l’intersection d’ensembles convexes.
Il est courant de dire qu’un problème d’optimisation convexe consiste à minimiser une fonc-
tion convexe sur un ensemble convexe. Dans le cas général (2.38), il est possible de trouver
des points appelés optimaux locaux, qui sont en fait des points qui minimisent la fonction f
dans un voisinage de l’optimum local x∗L. Par opposition, on appelle un point x
∗
G minimi-
sant la fonction f sur l’ensemble de son domaine de définition un optimum global. Une des
particularités des problèmes d’optimisation convexe est que tout optimum local est aussi
un optimum global [Boyd 2004, 4.2.2]. De plus, il est possible de prouver numériquement
que l’on a atteint l’optimum de la fonction, et donc d’obtenir une validation mathématique
sûre quant à la valeur obtenue.
Nous ne détaillons ici que quelques résultats et techniques liées aux problèmes d’opti-
misation convexes. L’intérêt particulier de formuler un problème sous forme convexe est
2. Il faut en pratique vérifier que toutes les valeurs propres du Hessien soient positives, ou bien que les
déterminants des mineurs principaux du Hessien soient tous positifs.
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que de nombreux algorithmes très efficaces existent pour résoudre numériquement ces pro-
blèmes d’optimisation, et les solutions offertes par ces algorithmes sont optimales et prou-
vées comme telle lorsque le problème d’optimisation est convexe. Il suffit donc en pratique
de transformer la formulation du problème général en problème convexe, lorsque cela est
possible, pour être sûr de le résoudre numériquement. De plus, pour le nombre restreint de
variables dans les problèmes traités dans ce manuscrit, les solveurs numériques modernes
sont extrêmement efficaces. Parmi ces solveurs numériques, on peut citer les méthodes
basées sur les algorithmes de point intérieur [Boyd 2004, ch.11], ainsi que les méthodes ba-
sées sur des approximations quadratiques successives [Bonnans 2006, ch.15]. Ces différents
algorithmes sont implémentés dans un grand nombre d’outils mathématiques courant, en
particulier dans Matlab. Nous nous servons pour ce manuscrit de fmincon [fmi ] et de
CVX [Grant 2012], un outil développé en particulier par Boyd et utilisé comme exemple
dans son livre.
2.4.2 Résolution analytique des problèmes d’optimisation
Bien qu’il soit toujours possible de résoudre numériquement un problème d’optimisa-
tion convexe, il est souvent intéressant de tenter de trouver une solution analytique – dans
le pire des cas, les étapes de résolution théorique apportent souvent des précisions sur la
forme de l’optimum global. Ces résolutions analytiques passent par l’étude du Lagran-
gien du problème, tel que défini en (2.39). Lorsque le problème d’optimisation n’est pas
contraint, il est connu qu’une condition nécessaire pour qu’une solution soit un optimum
local ou global est que le gradient de la fonction objectif soit nul. On note, avec x∗ un
point optimal :
x∗ est un optimum =⇒ ∇f(x) =
(
∂f
∂x1
, · · · , ∂f
∂xn
)
= 0Rn
Il existe une propriété similaire pour les problèmes d’optimisation sous contraintes. Cette
condition dérive de la même observation, mais la fonction objectif est remplacée par le
Lagrangien, et une condition sur les multiplicateurs de Lagrange liés aux inégalités est
ajoutée :
Théorème 2.8 (Conditions de Karush-Kuhn-Tucker [Boyd 2004]). Soit x∗ un optimum
d’un problème d’optimisation de la forme (2.38). Il existe alors un unique couple (λ∗, µ∗)
tel que les conditions suivantes soient vérifiées :
gi(x
∗) ≤ 0 i = 1, · · · ,m (2.41a)
hj(x
∗) = 0 j = 1, · · · , l (2.41b)
λ∗i ≥ 0 i = 1, · · · ,m (2.41c)
λ∗i gi(x
∗) = 0 i = 1, · · · ,m (2.41d)
∇L(x∗, λ∗, µ∗) = 0Rn (2.41e)
Si de plus, le problème d’optimisation est convexe, alors x∗ est un optimum global.
Parmi les conditions KKT (2.41), les deux dernières sont celles qui vont permettre de
travailler à la résolution analytique du problème. La condition (2.41d) permet de vérifier
quelles sont les contraintes actives dans le problème, en indiquant que soit le multiplicateur
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associé est nul – la contrainte est inactive – soit il prend une valeur strictement différente
de zéro si la contrainte est nulle. En pratique, comme on le verra lors de l’utilisation de
ces propriétés, on peut donc soit activer et désactiver mathématiquement les contraintes
en jouant sur la valeur de λ, soit vérifier qu’à l’optimum on a nécessairement λ∗i > 0
pour certaines valeurs de i, ce qui implique l’équation gi(x
∗) = 0. La condition (2.41e) est
elle un analogue de la propriété du gradient nul à l’optimum, et fournit par conséquent n
équations à n inconnues qu’un point optimum x∗ ∈ Rn devra vérifier.
Cette thèse est accessible à l'adresse : http://theses.insa-lyon.fr/publication/2013ISAL0044/these.pdf 
© [P. Ferrand], [2013], INSA de Lyon, tous droits réservés
Cette thèse est accessible à l'adresse : http://theses.insa-lyon.fr/publication/2013ISAL0044/these.pdf 
© [P. Ferrand], [2013], INSA de Lyon, tous droits réservés
Chapitre 3
Taux d’erreur paquet dans les
canaux relayés
Sommaire
3.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 28
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Nous entamons les contributions de cette thèse par l’étude du taux d’erreur paquet
dans des canaux coopératifs. En suivant les modèles de canaux des BANs courant de la
littérature, nous cherchons donc à dériver la probabilité d’erreur en réception d’un paquet
sous deux hypothèses de connaissance du canal :
— Si l’on connâıt une valeur moyenne de l’affaiblissement du canal à moyen terme,
il est possible d’extraire le taux d’erreur paquet en fonction de la distribution des
évanouissements du canal.
— Si en revanche les noeuds n’ont accès qu’à une valeur moyenne globale de l’affai-
blissement du canal, il faut considérer à la fois la distribution des évanouissements
et celle des effets de masquage, et donc utiliser la probabilité de coupure du taux
d’erreur paquet.
Nous évaluons donc à travers ces deux métriques les performances des communications
dans les BANs, en prenant en compte la possibilité pour les noeuds de coopérer entre eux
pour fiabiliser les transmissions.
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3.1 Introduction
L’évaluation du taux d’erreur paquet dans les canaux à évanouissements a étonnam-
ment peu intéressé la communauté scientifique. Pourtant, nombre de protocoles applicatifs
exigent de la part des couches inférieures une qualité de service exprimée en termes du taux
d’erreur paquet. Si l’on considère des évanouissements rapides, il est néanmoins possible
d’utiliser des résultats existants de la littérature sur les taux d’erreur bit. Une excellente
revue de ces résultats sous différentes hypothèses de modulations et de modèles d’éva-
nouissements est disponible dans [Simon 2004]. Sous cette hypothèse d’évanouissements
rapides, Philippe Mary a décrit dans sa thèse une approximation analytique simple de la
probabilité d’erreur paquet [Mary 2008]. Une expression analytique est également dispo-
nible dans [Simon 2004, Ch.8.2]. Cependant, l’hypothèse d’entrelacement nécessaire pour
pouvoir utiliser ce résultat n’est pas applicable aux BANs, dans lesquels les évanouisse-
ments sont relativement lents. Une évaluation du taux d’erreur paquet dans les BANs
passe donc par le calcul de l’équation (2.35). Une forme close de cette intégrale peut être
dérivée en utilisant les résultats de [Radaydeh 2008] pour des évanouissements de Rayleigh
ou Nakagami, qui font intervenir une fonction de Lauricella de première espèce – qui a
la forme d’une fonction hypergéométrique à plusieurs variables [Exton 1976]. Bien que ce
résultat soit intéressant de par sa nature analytique, évaluer et manipuler ces fonctions
hypergéométriques à plusieurs variables n’est pas aisé. Nous avons donc cherché à obte-
nir de bonnes approximations du taux d’erreur paquet sous une forme plus facilement
manipulable. Dans des travaux récents, Xi et al. ont dérivé plusieurs méthodes pour obte-
nir des approximations du taux d’erreur paquet dans des canaux à évanouissements lents
[Xi 2010b, Xi 2010a, Xi 2011], suivant le modèle de [Wang 2003] pour des taux d’erreur
bit, et nous utilisons ces résultats comme base de travail dans cette section.
Dans les BANs, les liens subissent des effets de masquage en plus des évanouissements,
qui font varier l’état moyen du canal à moyen terme et agissent donc également sur le taux
d’erreur paquet. En conséquence, calculer le taux d’erreur paquet en fonction de la qualité
moyenne du canal n’est pas représentatif et ne prend pas en compte la probabilité que le
système se retrouve dans un mauvais état de masquage pendant un temps non négligeable.
Pour pallier à ce problème, nous étudions donc la probabilité de coupure du taux d’erreur
paquet telle que définie dans le chapitre 2, qui capture la probabilité que le système entre
dans un état de masquage pour lequel le taux d’erreur paquet dépassera un seuil fixé a
priori. La difficulté pour l’évaluation de la probabilité de coupure est d’exprimer le taux
d’erreur paquet sous la forme d’une fonction inversible, et les approximations que nous
dérivons dans ce chapitre vérifient cette propriété. La probabilité de coupure a été étudiée
dans un cadre générique de connectivité dans [Miorandi 2005], par Conti et al. dans le
cadre du taux d’erreur bit [Conti 2003b, Conti 2003a], et du taux d’erreur paquet sous
hypothèse d’évanouissements rapides dans [Mary 2008].
Dans le cadre des réseaux coopératifs, les travaux de la littérature portent de
manière générale sur des métriques autres que le taux d’erreur paquet. Une évalua-
tion générale des différents protocoles de coopératifs est menée dans [Laneman 2004]
sur une probabilité de coupure arbitraire du SNR. Ces résultats sont étendus dans
[Atapattu 2010] pour plusieurs relais. D’autres travaux considèrent la probabilité de cou-
pure de la capacité [Shrestha 2008, Shrestha 2010], ou encore sur le taux d’erreur symbole
[Ribeiro 2005, Sadek 2005, Sadek 2007, Liu 2009]. Les métriques basées sur le taux d’er-
reur paquet sont quant à elles traitées dans [Gorce 2009, Xi 2010b]. Tout comme les liens
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simples, en présence d’effets de masquage dont on ne connait pas l’état à la transmission,
il devient nécessaire d’étudier la probabilité de coupure du taux d’erreur paquet dans des
canaux relayés. Nous avons décrit une méthode pour arriver à ces résultats en nous ba-
sant sur le taux d’erreur paquet dans [Ferrand 2011b], et une version plus complète pour
des réseaux arbitraires à n liens dans [Ferrand 2011a]. Nos travaux nous permettent en
particulier d’évaluer la probabilité de coupure lorsque les distributions liées aux effets de
masquage sont arbitrairement corrélées. Des travaux similaires sur des distributions de
masquage corrélées ont été récemment menés dans [Agrawal 2009, Skraparlis 2011] pour
des probabilités de coupure génériques semblables à celles définies dans [Laneman 2004].
Les contributions de ce chapitre sont les suivantes :
— Nous présentons une approximation asymptotique du taux d’erreur paquet pour
les canaux à évanouissements lents. Nous nous basons sur les travaux de [Xi 2010a]
pour dériver une expression en forme close du gain de codage et du gain de diversité,
suivant la notation employée par [Wang 2003], alors que les auteurs de [Xi 2010a]
se limitent à une évaluation numérique de ces gains.
— Ces approximations étant inversibles, nous sommes donc capables d’exprimer
simplement la probabilité de coupure du taux d’erreur paquet pour une distribution
gaussienne des effets de masquage. Cela nous permet de traiter le cas où le noeud
ne connâıtrait pas a priori l’état de masquage courant, mais uniquement la valeur
moyenne de l’affaiblissement du lien.
— Nous étendons ces résultats à des canaux à relais. En particulier, nous dérivons
des formes closes pour les expressions des gains de codage et de diversité pour dif-
férents scénarios de relayage. Ces résultats nous permettent directement de déduire
comment répartir une puissance globale entre la source et le relais, suivant le scé-
nario et le modèle de canal considéré. Nous comparons donc notre allocation de
puissance optimale avec une allocation näıve, et nous identifions les cas où le gain
du contrôle de puissance est non négligeable.
— Nous finissons le chapitre en présentant une méthode générale d’évaluation de la
probabilité de coupure dans les réseaux coopératifs à n liens. Cette méthode peut
s’adapter à différentes métriques, mais repose sur une intégration numérique dans
une région complexe de l’espace des puissances d’émission, ce qui la rend difficile à
utiliser en pratique pour une allocation dynamique de puissance. Nous présentons
en perspective une approximation géométrique du problème qui permettrait de
lever cette limitation.
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3.2 Modèle de canal des BANs
Le travail de cette section repose sur les modèles de canaux des BANs usuels, issus des
études menées dans le cadre des travaux sur la norme IEEE 802.15.6 [Yazdandoost 2009],
ainsi que les travaux sur le modèle de canal lors de l’ANR BANET [Ferrand 2011b,
D’Errico 2010]. Lors de ma troisième année de thèse, nous avons pu mener des campagnes
de mesures indépendantes et complémentaires, mettant en avant plus précisément certaines
caractéristiques des canaux des BANs. Ces différences seront décrites dans le chapitre 6, et
ne sont pas expressément traitées ici. Nous nous basons donc sur les observations suivantes
pour évaluer les performances théoriques des transmissions coopératives dans un BAN :
• Les liens sont soumis à un effet de saturation, où l’affaiblissement moyen du canal
entre deux noeuds est rapidement indépendant de la distance qui les sépare.
• Les noeuds sont soumis à un fort effet de masquage dû au corps humain, qui est dis-
tribué suivant une loi normale centrée autour de l’affaiblissement moyen exprimé en
décibels [Yazdandoost 2009]. Ce masquage évolue suivant les mouvements du corps
et est donc dépendant de la position des capteurs et du scénario considéré (marche,
course, mouvements aléatoires. . . ). La variance est donc mesurée en fonction de ces
paramètres. Ces résultats ont été confirmés dans [Ferrand 2011b, D’Errico 2010],
à l’aide de simulation de propagation et de mesures respectivement. La figure 3.1
montre l’impact des mouvements sur l’effet de masquage.
Figure 3.1 – Variation de l’état à moyen terme du canal en fonction du mouvement
effectué par le sujet ( c©Raffaele D’Errico, avec l’aimable autorisation de l’auteur)
• Ces effets de masquage évoluent de manière simultanée. En effet, les mouvements
du corps sur des scénarios de marche et de course en particulier sont très symé-
triques. Les liens A-I et A-K (Fig.1.1) par exemple, entre la hanche et les mains,
varient de manière opposée. Cette particularité des canaux des BANs s’observe
également sur la figure 3.1. Une partie des travaux de l’ANR BANET portait
sur la mesure de la corrélation entre les liens à travers un simulateur de pro-
pagation [Ferrand 2011b]. Cette corrélation a également pu être mesurée dans
[Cotton 2009b], ainsi que dans [D’Errico 2010].
• Les liens subissent également des effets d’évanouissement. Suivant le rapport de
puissance en réception entre le trajet direct et les trajets réfléchis, on peut classer
ces effets en deux types :
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— Les capteurs masqués par le corps communiquent principalement à l’aide de ces
trajets réfléchis, les évanouissements étant dans ce cas les plus intenses.
— Au constraires, lorsqu’ils sont en ligne de vue directe – dénoté par LoS, de
l’anglicisme Line of Sight – la contribution des trajets réfléchis est moindre.
La modélisation naturelle, adoptée par la norme IEEE 802.15.6, est donc de repré-
senter les évanouissements à l’aide d’une distribution de Rice, dont le paramètre K
va dépendre de l’état courant de masquage du lien. Lorsque le canal à moyen terme
est de mauvaise qualité, les évanouissement s’approchent d’un comportement de
Rayleigh avec de petites valeurs de K. Lorsque les nœuds sont en vue directe, la
valeur de K augmente et l’impact relatif des évanouissements est donc réduit.
• Les mouvements corporels sont assez lents. En conséquence, les temps de cohé-
rence des variations de l’état du canal sont relativement longs par rapport à d’autres
modèles. En particulier, le masquage dû aux mouvements du corps est stable et
maintient son état pendant de longues durées, entre 400 ms et 700 ms suivant les
scénarios considérés. Les évanouissements varient eux aussi lentement comparative-
ment aux durées de transmission des paquets, leur temps de cohérence étant mesuré
entre 50 ms et 100 ms [D’Errico 2010].
Figure 3.2 – Exemple de mesures de canaux des BANs, dans un scénario de marche. Les
courbes pleines représentent les effets de masquages, et les courbes pointillées les mesures,
montrant ainsi la variation du canal due aux évanouissements autour de la valeur à moyen
terme due au masquage par le corps. ( c©Raffaele D’Errico [D’Errico 2010])
La figure 3.2 montre différents liens tels qu’ils ont été mesurés dans un scénario de
marche. En conséquence des observations ci-dessus, le modèle d’affaiblissement entre deux
noeuds i et j que nous utilisons peut être écrit comme suit :
γRX(i, j) = γTX(i)− µ0(i, j)− Si,j − Fi,j (3.1)
Toutes les variables de (3.1) sont exprimées en décibels, γRX étant le rapport signal sur
bruit en réception et γTX celui en émission. Dans cette équation, on suppose que le lien
est soumis à un effet d’affaiblissement moyen de valeur µ0, déterministe et provenant de
mesures effectuées pour la paire de noeud considérés dans le scénario d’intérêt. Les effets
de masquage sont capturés par la variable aléatoire S ∼ N (0, σS(i, j)) dont la variance
dépend également du scénario et du lien considéré. Les effets d’évanouissement représentés
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par la variable Fi,j suivent quant à eux une distribution de Rice dans un espace linéaire
1,
dont le paramètre K dépend de µ0 suivant la relation [Yazdandoost 2009, Ch.8] :
K|dB = 30.6− 0.43µ0 K = 10K|dB/10 (3.2)
On pourra définir une distribution de Nakagami équivalente à l’aide de la relation
(2.12). On supposera de plus que pour (i′, j′) un couple de lien avec (i′, j′) 6= (i, j), les
variables aléatoires Fi,j et Fi′,j′ sont indépendantes, mais Si,j et Si′,j′ sont potentiellement
corrélées d’un facteur ρ(i, j, i′, j′). Nous étudions donc ce modèle dans le cas général, puis
dans une dernière partie nous détaillerons une application sur des canaux réalistes, utilisant
les valeurs mesurées dans [D’Errico 2010, Ferrand 2011b].
3.3 Taux d’erreur paquet en lien unique
Dans une première partie, on considère que l’on est capable de connâıtre, par le biais
d’un protocole de communication adapté, la valeur moyenne du coefficient d’affaiblisse-
ment et de l’état du masquage à chaque instant. La seule composante aléatoire restante
correspond donc aux effets d’évanouissement. On va donc chercher à exprimer, pour une
valeur de γ̄ correspondant au SNR moyen terme, la probabilité que l’évanouissement soit
suffisament prononcé pour provoquer une erreur de réception.
3.3.1 Taux d’erreur paquet pour les modèles de canaux usuels
Comme décrit dans le chapitre 2, le taux d’erreur paquet se base sur la probabilité
d’erreur bit pb(γRX), dépendante du SNR en réception – que nous noterons désormais γ
pour abréger les notations. Cette probabilité d’erreur bit varie suivant la couche physique
de transmission utilisée. Nous considérons donc pour cette étude une couche physique de
type Bluetooth-LE [BTL 2010], mettant en oeuvre une modulation BPSK [Proakis 2008].
La valeur théorique de la probabilité d’erreur bit peut s’écrire, avec Q(·) la fonction de
queue de probabilité d’une distribution gaussienne centrée réduite [Simon 2006] :
pb,th(γ) = Q(
√
2γ) Q(x) =
1√
2π
∫ ∞
x
exp
(
−u
2
2
)
du (3.3)
En pratique, cette expression ne prend pas en compte les défauts possibles des implé-
mentations réelles de la couche physique Bluetooth-LE. À partir de mesures, l’équipe du
CEA a pu dériver un ajustement numérique de la probabilité d’erreur bit sur un système
Bluetooth-LE réaliste [Ferrand 2011b].
pb,fit(γ) =
1
2
exp(−γa) a = 0.7 (3.4)
Dans le chapitre 2, nous avons exprimé deux dérivations de la probabilité d’erreur
paquet, qui s’appliquaient dans le cas général en fonction de la vitesse des évanouissements.
Dans le cas des BANs, ces évanouissements sont lents et un état de canal est susceptible
de durer sur toute la longueur d’un bloc de données. En conséquence, nous nous plaçons
dans une hypothèse d’évanouissements de type bloc, et le taux d’erreur paquet P(Ep|γ̄)
s’écrit donc suivant (2.35). La norme 802.15.6 prévoyant une taille de paquets de 312 bits,
nous choisirons N = 312 dans pour les exemples utilisés par la suite.
1. Une conversion en décibels sera donc nécessaire pour obtenir la valeur de Fi,j utilisable dans (3.1)
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Nous traçons une évaluation numérique de la probabilité d’erreur paquet sous hypo-
thèses d’évanouissements lents (Eq.(2.35)) et rapides (Eq.(2.34)), pour différents canaux
sur la figure 3.3. On peut voir que le taux d’erreur paquet sous évanouissements rapides
– que nous appellerons taux d’erreur paquet ergodique – semble borner le taux d’erreur
paquet bloc sous évanouissements lents. Nous pouvons de fait énoncer la proposition sui-
vante :
Proposition 3.1. Le taux d’erreur paquet ergodique est une borne supérieure du taux
d’erreur paquet bloc.
Démonstration. On peut écrire les taux d’erreur paquet bloc et ergodiques sous la forme
d’espérances d’une fonction de γ :
P(Ep|γ̄,bloc) = 1− E
[
(1− pb(γ))N |γ̄
]
P(Ep|γ̄, erg) = 1− (1− E [pb(γ)|γ̄])N (3.5)
En conséquence, en remarquant que pour x ∈ [0, 1] la fonction x 7→ (1− x)N est convexe
pour tout N , l’inégalité de Jensen nous assure que :
E
[
(1− pb(γ))N |γ̄
]
≥ (1− E [pb(γ)|γ̄])N (3.6)
La proposition est donc prouvée en réinjectant (3.6) dans (3.5).
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Figure 3.3 – Taux d’erreurs paquet pour des évanouissements lents et rapides dans dif-
férents modèles de canaux. On considère une taille de paquet N = 312 et l’évaluation
théorique du taux d’erreur bit de l’équation (3.3).
Cette relation a du sens, car dans une hypothèse d’évanouissements lents ; si l’état
moyen du canal a une valeur élevée la probabilité de se retrouver dans un état de moins
bonne qualité est faible, et donc la probabilité d’obtenir un bit faux sur le paquet éga-
lement. Dans une hypothèse d’évanouissements rapides, il reste une probabilité non né-
gligeable de se retrouver dans un mauvais état de canal. On peut voir sur la figure 3.3
que le taux d’erreur paquet ergodique est une borne supérieure très lâche pour les canaux
de Rice et de Rayleigh, mais que les deux expressions sont extrêmement proches pour les
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canaux de Nakagami lorsque le paramètre m est assez grand. La proximité de la borne est
intuitivement dépendante du comportement de la distribution du canal lorsque γ → 0. On
pourra se reporter à [Wang 2003] pour une discussion de cette nature sur la probabilité
d’erreur bit dans les canaux à évanouissements.
3.3.2 Approximations asymptotiques du taux d’erreur paquet
La plage d’intérêt du taux d’erreur paquet se situe pour nous dans la plage des 10−1 à
10−3 pour des systèmes réalistes. Dans ces zones, on peut voir sur la figure 3.3 que le taux
d’erreur paquet atteint son régime asymptotique, dans le cas des canaux de Rayleigh et
de Nakagami. Nous pouvons donc utiliser une représentation similaire à celle de Wang et
Giannakis [Wang 2003], qui écrivent le taux d’erreur bit en régime asymptotique sous la
forme suivante :
P (Eb|γ̄) ≈ Gc · γ̄−Gd quand γ̄ →∞ (3.7)
Pour une modulation BPSK théorique (Eq.(3.3)), les valeurs de Gc et Gd sont :
Gc =
aΓ(t+ 3/2)
2
√
π(t+ 1)
Gd = t+ 1 (3.8)
Les paramètres a et t dépendent du canal utilisé, et la table 3.1 indiquent ceux étant
d’intérêt pour notre étude. Les auteurs de [Xi 2011] fournissent une version généralisée
des travaux de Wang et Giannakis, s’appliquant aux intégrales de la forme I suivante, en
reprenant les paramètres a et t de la table 3.1 :
I =
∫ ∞
0
f(γ)pγ(γ)dγ ≈ a
∫ ∞
0
γtf(γ)dγ · γ̄−(t+1) quand γ̄ →∞ (3.9)
La fonction f(γ) représente ici la densité de probabilité des évanouissements du canal.
Cette formulation peut s’appliquer aux taux d’erreur bit et paquet dans les canaux à
évanouissements rapides ou lents. On peut remarquer, comme le font les auteurs dans
[Wang 2003, Xi 2011], que le gain en diversité n’est fonction que du canal considéré. La
taille des paquets, la modulation utilisée et les autres paramètres de la couche physique
et du codage n’influeront donc que sur le gain de codage, et pour le taux d’erreur paquet
ils dépendent de l’intégrale
∫∞
0 γ
tf(γ)dγ. Xi et al. obtiennent le gain de codage par une
intégration numérique pour les taux d’erreur paquet dans les canaux à évanouissements
lents. Dans la suite de cette section, nous nous intéressons donc aux expressions analytiques
de Gc pour les taux d’erreurs paquet dans des canaux à évanouissements rapides et lents.
3.3.2.1 Gain de codage pour le taux d’erreurs paquet ergodique
Le cas du taux d’erreur paquet ergodique est traité de manière rapide en considérant
qu’à l’infini ce dernier tend vers N P(Eb|γ̄). Nous pouvons donc directement récupérer les
Canal t a
Rayleigh 0 1
Rice 0 (1 +K)e−K
Nakagami m− 1 mm/Γ(m)
Table 3.1 – Paramètres a et t sur les canaux d’intérêt ([Wang 2003]).
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évaluations asymptotiques de Wang et Giannakis pour le taux d’erreur bit théorique. Pour
les approximations de pb(γ) réalistes de la forme (3.4), nous dérivons le gain de codage de
la manière suivante :
a
2
∫ ∞
0
γt exp(−γα)dγ = a
2α
∫ ∞
0
x
t+1
α
−1 exp(−x)dx = a
2α
Γ
(
t+ 1
α
)
(3.10)
La première égalité s’obtient à l’aide d’un changement de variable x = γa. Les résultats de
ces approximations sont représentés sur la figure 3.4. La qualité de l’approximation autour
de 10−1 est bonne pour les faibles valeurs de m, et décrôıt lorsque m augmente. L’écart
entre le taux d’erreur bit théorique et l’approximation (3.4) tend asymptotiquement vers :
Gc,fit −Gc,th =
a
2
(
1
α
Γ
(
t+ 1
α
)
− 1√
π(t+ 1)
Γ
(
(t+ 1) +
1
2
))
(3.11)
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Figure 3.4 – Taux d’erreur paquet pour des évanouissements rapides et approximations
asymptotiques pour les canaux de Nakagami. On considère une taille de paquet N = 312.
3.3.2.2 Gain de codage pour le taux d’erreur paquet sous évanouissements
lents
Pour le taux d’erreur paquet, la fonction f(γ) dans (3.9) s’écrit f(γ) =(
1− (1− pb(γ))N
)
, ce qui rend l’intégrale difficile à évaluer dans le cas général. Nous pro-
posons donc d’approximer f(γ) par f̃(γ) = min {1, Npb(γ)}, représentée sur la figure 3.5.
Dans cette situation, l’intégrale d’intérêt de l’équation (3.9) se décompose comme suit :∫ ∞
0
γtf̃(γ)dγ =
1
t+ 1
γ∗(t+1) +N
∫ ∞
γ∗
γtpb(γ)dγ (3.12)
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Figure 3.5 – Approximation du taux d’erreur paquet instantané.
Dans cette approximation, γ∗ est la solution de l’équation Npb(γ) = 1, dépendant unique-
ment de N ≥ 2 et que l’on peut évaluer en forme close pour les taux d’erreur bit considérés
dans ce chapitre :
γ∗th =
(
erfc−1
(
2
N
))2
γ∗fit =
(
− log
(
2
N
)) 1
α
(3.13)
Les bornes d’intégration de la seconde partie de (3.12) étant différentes de celles de
[Wang 2003], nous devons mener une nouvelle analyse pour obtenir un gain de codage
sous une forme analytique. Nous commençons par le taux d’erreur bit théorique. Afin de
mener à bien l’intégration de (3.12), nous avons besoin du lemme suivant :
Lemme 3.1. Soit Γ (a, x) la fonction gamma incomplète supérieure telle que définie dans
[Olver 2010, ch.8]. L’intégrale suivante s’écrit :∫
xtΓ (a, x) dx =
xt+1
t+ 1
Γ (a, x)− 1
t+ 1
Γ (t+ a+ 1, x) (3.14)
Démonstration. Nous procédons par une intégration par partie. On a :∫
xtΓ (a, x) dx =
xt+1
t+ 1
Γ (a, x)− 1
t+ 1
∫
xt+1Γ′(a, x)dx
De [Olver 2010, Eq.8.8.14], on sait que Γ′(a, x) = −xa−1e−x. Par conséquent, on a :
1
t+ 1
∫
xt+1Γ′(a, x)dx =
1
t+ 1
∫
−xt+1xa−1e−xdx = 1
t+ 1
∫
−xt+ae−xdx
En identifiant −xt+ae−x = Γ′(t+ a+ 1, x), on obtient le résultat du lemme.
Nous faisons donc usage de ce lemme et de la relation Q(x) = (2
√
π)−1Γ(1/2, x2/2)
([Olver 2010, Eq.7.11.2]) pour énoncer la proposition suivante :
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Proposition 3.2. Le gain de codage Gc selon l’équation (3.9) pour une modulation BPSK
théorique est bien approximé par la valeur suivante :
G(bloc,th)c =
a
t+ 1
γ∗(t+1) +
aN
2(t+ 1)
√
π
(
Γ
(
t+
3
2
, γ∗
)
− γ∗(t+1) · Γ
(
1
2
, γ∗
))
(3.15)
Démonstration. En remplaçant Q(x) par son expression selon la fonction gamma incom-
plète, on peut réécrire l’intégrale à résoudre de (3.12) comme :∫ ∞
γ∗
γtpb(γ)dγ =
1
2
√
π
∫ ∞
γ∗
γtΓ
(
1
2
, γ
)
dγ
À l’aide du lemme 3.1, on a donc :
1
2
√
π
∫ ∞
γ∗
γtΓ
(
1
2
, γ
)
dγ =
1
(t+ 1)
√
π
[
γ(t+1)Γ
(
1
2
, γ
)
− Γ
(
t+
3
2
, γ
)]∞
γ∗
Pour obtenir le résultat de la proposition, il faut donc montrer que :
lim
γ→∞
γ(t+1)Γ
(
1
2
, γ
)
− Γ
(
t+
3
2
, γ
)
= 0
Par définition de la fonction gamma incomplète, on sait que limx→∞ Γ(a, x) = 0 pour
tout a > 0, et Γ(a, x) ≤ Γ(a) pour a > 0 et x ≥ 0. Le second terme de l’équation tend
donc vers 0. Pour le premier terme, l’expansion asymptotique de Γ(a, x) révèle un terme
exponentiel :
Γ(a, x) ∼ xa−1e−x
∑ Γ(a)
Γ(a− k)
x−k
Les termes de la série sont rationnels, donc l’exponentielle domine la convergence à l’infini
et on peut en déduire en conséquence que limγ→∞ γ
(t+1)Γ(1/2, γ) = 0.
Pour le taux d’erreur bit ajusté, la preuve de la proposition suivante suit la dérivation
utilisée pour le taux d’erreur paquet ergodique, en procédant à un changement de variable
x = γα et en identifiant le résultat à une fonction gamma. On peut donc énoncer la
proposition suivante :
Proposition 3.3. Le gain de codage Gc selon l’équation (3.9) est bien approximé, pour
une modulation BPSK empirique de la forme (3.4), par la valeur suivante :
G(bloc,fit)c =
a
t+ 1
γ∗(t+1) +
aN
2α
Γ
(
t+ 1
α
, γ∗α
)
(3.16)
Ces approximations sont représentées sur la figure 3.6a, où sont également tracées les
asymptotes “réelles” calculées par intégration numérique de (3.9). En pratique, le rapport
entre le véritable gain de codage et les propositions ci-dessus a été vérifié empiriquement
indépendant de N , et compris entre 1 et
√
π suivant la valeur de t considérée. Nous
n’avons pu prouver ces résultats, mais il est néanmoins possible d’appliquer un facteur de
compensation si nécessaire. Les approximations brutes sont quoiqu’il arrive très proches
des gains de codage obtenus numériquement, la différence étant de l’ordre du 1/10e de
décibel. On peut voir que bien que les asymptotes soient correctes, l’approximation autour
de 10−1 du taux d’erreur paquet n’est pas très précise. Pour améliorer ce résultat, il est
Cette thèse est accessible à l'adresse : http://theses.insa-lyon.fr/publication/2013ISAL0044/these.pdf 
© [P. Ferrand], [2013], INSA de Lyon, tous droits réservés
38 Chapitre 3. Taux d’erreur paquet dans les canaux relayés
0 5 10 15 20 25 30
10−3
10−2
10−1
100
γ̄
P(
E
p
|γ̄
)
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(a) Approximations asymptotiques.
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(b) Seconde approximation, en réutilisant les résultats de cette section avec la formule de [Xi 2011].
Figure 3.6 – Approximations du taux d’erreur paquet dans les canaux de Nakagami.
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possible d’utiliser nos gains de codage dans une expression tirée des travaux plus récents
de [Xi 2011], et d’obtenir ainsi une borne du taux d’erreur paquet de la forme suivante :
P (Ep|γ̄) ≤ B
a
γ̄t
(
1− exp
(
−(t+ 1)Gc
Bγ̄
))
0 ≤ γtf(γ) ≤ B (3.17)
Le paramètre B est difficile à obtenir sous une forme analytique, et de sa valeur va
dépendre la qualité de l’approximation. Comme il ne dépend que de la taille des paquets
et de la modulation, on peut utiliser une optimisation numérique unique pour toutes les
analyses. On peut également noter que pour un canal de Rayleigh, avec t = 0, on a B = 1.
Bien que l’expression (3.17) soit meilleure à faible SNR (Fig.3.6b), elle n’est pas inversible,
et par conséquent son utilisation pour le calcul de la probabilité de coupure passerait par
une recherche de racines. Son efficacité baisse également à fortes valeurs de m, tout comme
l’approximation asymptotique, mais est excellente pour de faibles valeurs de m.
3.3.2.3 Cas des canaux de Rice
La distribution de Rice a un comportement particulier, comme on peut le voir sur la
figure ??. Sa décroissance sur une échelle logarithmique ressemble à une distribution de
Nakagami pour de petites valeurs de γ̄, mais est asymptotiquement en O(x−1). L’approxi-
mation fournie par l’approche de Wang et Giannakis n’est donc que peu représentative du
comportement dans la zone de taux d’erreur paquet d’intérêt pour notre étude. De plus, on
voit très clairement les limites de l’équivalence fournie au chapitre 2 ; l’équation (2.12) se
basant sur l’égalisation de la moyenne et de la variance entre la distribution de Rice et celle
de Nakagami, le comportement asymptotique du canal de Nakagami “équivalent” est très
différent de celui du canal de Rice. Cette équivalence, ainsi que les asymptotes calculées
à l’aide de (3.15) et (3.12) pour les deux canaux sont représentés sur la figure 3.7. Une
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Figure 3.7 – Taux d’erreur paquet pour des évanouissements rapides et approximations
asymptotiques pour un modèle de Rice, avec K = 4. On représente sur la figure le modèle
de Nakagami équivalent d’après l’équation (2.12).
approche envisageable serait d’utiliser deux approximations asymptotiques. À bas SNR,
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on considère l’approximation du canal de Nakagami équivalent, et à haut SNR celle du
canal de Rice. Le point de coupure γc des deux expressions est obtenu assez simplement,
en notant GNc et t
N les gains de codage et de diversité pour le canal de Nakagami, et GRc
le gain de codage du canal de Rice :
γc =
tN
√
GNc
GRc
(3.18)
Cette approche n’est cependant pas entièrement satisfaisante, car comme on peut le
voir sur la figure 3.7 sa précision est mauvaise dans notre zone d’intérêt pour le taux
d’erreur paquet. Nous proposons donc une approche différente pour l’expression du taux
d’erreur paquet bloc, qui se base sur l’approximation du taux d’erreur paquet instantané
par une fonction échelon, comme représenté sur la figure 3.8.
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Figure 3.8 – Fonction échelon approximant le taux d’erreur paquet.
Le point de transition γ∗ vérifie dans ce cas l’équation :
(1− pb(γ∗))N =
1
2
(3.19)
Comme pour les gains de codage (3.13), il est possible de calculer analytiquement la valeur
de γ∗ si la fonction pb(γ) est elle-même inversible. On peut finalement écrire l’approxima-
tion du taux d’erreur paquet bloc en utilisant la fonction de distribution des évanouisse-
ments du canal considéré :
P(Ep|γ̄) ≈
∫ γ∗
0
pγ(γ)dγ = 1−Q1
(
√
2K,
√
2(K + 1)γ∗
γ̄
)
(3.20)
La fonction Q1(·, ·) est la fonction Q de Marcum de premier ordre [Simon 2006], une
fonction spéciale reliée à la distribution de Rice, qui est en réalité la fonction de répartition
d’une variable aléatoire distribuée suivant une loi du χ2 non-centrée. L’expression du taux
d’erreur paquet sous cette forme peut être rapprochée de la capacité de coupure de Shannon
telle que présentée dans la section 2.3. En supposant le canal stable sur un temps très long,
Shannon indique qu’il existe une méthode de codage sur N → ∞ utilisations du canal
permettant d’atteindre une capacité R par utilisation du canal, cette capacité s’exprimant
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en fonction du SNR en réception (2.29). Pour un débit R fixé, si ce SNR est insuffisant, il
n’existe aucune méthode de codage permettant d’atteindre le débit voulu. En conséquence,
cette valeur de coupure du SNR correspond à la transition d’une fonction échelon ; en
deçà de ce SNR, il n’est pas possible d’atteindre R. La fonction échelon générée par la
probabilité de coupure se comporte donc comme une limite théorique du taux d’erreur
paquet atteignable avec codage, et l’approximation proposée ici reprend cette même idée
en supposant le taux d’erreur paquet instantané nul en deçà d’un seuil de SNR. On peut
voir sur la figure 3.9 que l’approximation est excellente sur une grande plage de SNR, et
que sa précision augmente avec la taille de paquet considérée. Néanmoins, il n’existe pas à
notre connaissance de fonction inverse aisément calculable pour la fonction Q de Marcum.
Lorsque cela est nécessaire, il faudra donc passer par une recherche de racine pour inverser
la probabilité d’erreur paquet.
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Figure 3.9 – Taux d’erreur paquet pour des évanouissements rapides et approximation
par la fonction de répartition pour un modèle de Rice, pour différentes tailles de paquet.
Cette approximation présente aussi l’intérêt d’être valide pour des distributions d’éva-
nouissement différentes de celle traitée dans cette thèse. En particulier, des évanouis-
sements suivant une distribution log-normale ne présentent pas d’expansion polynomiale
lorsque γ → 0, une condition nécessaire pour pouvoir appliquer les résultats de [Wang 2003]
et obtenir une approximation asymptotique. En revanche, en appliquant la méthode pré-
sentée ici, le taux d’erreur paquet bloc s’approxime à l’aide de la fonction de distribution
log-normale, qui est définie et basée sur une fonction d’erreur gaussienne usuelle.
3.3.3 Probabilité de coupure de l’erreur paquet
Sans connaissance de l’état du masquage au moment de l’envoi, il est impossible de
prévoir la probabilité d’erreur paquet en utilisant les résultats de la section précédente.
Si l’on ne connâıt que la moyenne globale µ0 de l’affaiblissement du lien, il devient né-
cessaire de prendre en compte la distribution de probabilité du masquage pour calculer
la probabilité d’erreur. L’approche que nous présentons dans cette section se base sur la
probabilité de coupure du taux d’erreur paquet tel que défini dans l’équation (2.36). On
va chercher à quantifier la probabilité que le taux d’erreur paquet dépasse un certain seuil
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prédéfini, afin d’assurer une qualité de service optimale dans la majorité des cas. Dans le
cas des canaux des BANs, il a été relevé que le masquage suit une loi log-normale, ce qui
signifie que lorsque l’affaiblissement est exprimé en décibels, on peut écrire la probabilité
de coupure (2.37) comme étant fonction de la probabilité seuil P ∗ de l’erreur paquet que
l’on ne souhaite pas dépasser. On notera pp(γ̄) la probabilité d’erreur paquet telle que
calculée dans la section précédente, en prenant soin dans l’expression suivante d’exprimer
la valeur γ̄∗ = p−1p (P
∗) en décibels :
P{O} = P
{
γ̄dB ≤ p−1p (P ∗)
}
= Φ
(
p−1p (P
∗)− (γ̄TX + µ0)
σS
)
(3.21)
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Figure 3.10 – Probabilité de coupure pour un canal de Rayleigh, pour différentes valeurs
de µ0 et σS , avec P
∗ = 10−2.
La fonction Φ(·) est la fonction de répartition d’une loi normale centrée réduite
[Simon 2006], qui est – ainsi que son inverse – très couramment disponible dans les ap-
plications mathématiques et les librairies de calcul numérique. La figure 3.10 représente
la probabilité de coupure sous différentes hypothèses quant à la distribution du masquage
dans le canal. Le paramètre σS va lui influer sur la forme de la probabilité de coupure ; une
variance plus élevée pour l’effet de masquage implique une décroissance plus faible pour
la probabilité de coupure en fonction de la puissance moyenne, ce qui signifie en pratique
qu’un noeud devra émettre plus fort pour garantir sa qualité de service (Fig.3.11). Le
SNR moyen seuil γ̄∗, lui-même dépendant de la probabilité de coupure seuil P ∗, va décaler
latéralement la courbe sans changer sa forme.
3.4 Fiabilisation par utilisation de relais
Nous tournons maintenant notre attention sur l’utilisation d’un noeud relais pour amé-
liorer les performances dans des réseaux de petite taille. La brique de base que nous consi-
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Figure 3.11 – Probabilité de coupure pour des canaux de Rice et Nakagami, avec P ∗ =
10−2. Les courbes reprennent les mêmes paramètres que la figure 3.10 pour l’effet de
masquage.
dérons ici est le canal à relais, composé d’une source cherchant à communiquer avec une
destination, et d’un noeud relais dont le rôle sera d’aider la source à communiquer. Le
canal à relais est la forme la plus simple et la plus générale des réseaux coopératifs, et
peut être appliqué en tant que modèle à un grand nombre de situations.
R
S D
s2 s3
s1
Figure 3.12 – Canal à relais générique, avec les affaiblissements dus au masquage sur
chaque lien.
Notre étude dans cette partie portera sur trois modèles de coopération dans un canal
à relais, décrits dans le tableau suivant. Pour chacun de ces modèles, les performances du
canal à relais augmentent, mais la complexité d’implémentation également. En particulier,
émettre de manière conjointe pour deux noeuds séparés nécessite une synchronisation et
un équipement avancé, et n’est en conséquence pas forcément disponible sur les noeuds
utilisés dans les BANs.
3.4.1 Optimisation de puissance avec connaissance de l’état de masquage
Comme pour la section précédente, un noeud peut prévoir la probabilité d’erreur de
bout en bout s’il connâıt l’état courant du masquage sur les liens. On considère donc
une puissance globale disponible sous forme de SNR total équivalent à la source γ̄, que
l’on va répartir entre la source et le relais tel que le SNR à l’émission de la source soit
γ̄S,TX = δγ̄, et le SNR à l’émission du relais soit γ̄R,TX = (1− δ)γ̄. Le masquage génère un
affaiblissement du SNR en réception de facteurs s1, s2 et s3 (Fig.3.12). En conséquence, on
note γ̄1, γ̄2 et γ̄3 les SNR en réception des lien S → D, S → R et R→ D respectivement,
et on a :
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Coopération en mode multisauts, où la source
ne tente pas de communiquer directement avec
la destination.
Coopération partielle avec le relais. La destina-
tion écoute la transmission de la source, puis la
retransmission du relais.
Coopération totale avec combinaison d’informa-
tion à la destination. La destination écoute la
transmission de la source, puis la transmission
conjointe des deux noeuds.
Table 3.2 – Modes de relayage considérés
γ̄1 = δs1γ̄ γ̄2 = δs2γ̄ γ̄3 = (1− δ)s3γ̄ (3.22)
Afin d’alléger la notation, on notera dans cette section p(γ̄i) le taux d’erreur paquet
correspondant au lien ayant pour affaiblissement si. Pour le premier modèle du tableau 3.2,
la probabilité d’erreur correspond à une erreur sur le lien S → R, et si cette transmission
a réussi une erreur sur R → D. On note P1 la probabilité d’erreur de bout en bout de ce
premier modèle, et on a donc :
P1 = p(γ̄2) + (1− p(γ̄2))p(γ̄3) (3.23)
Pour le second modèle, une erreur est déclarée si le trajet direct et le trajet relayé sont
tous deux en erreur. On a donc :
P2 = p(γ̄1) (p(γ̄2) + (1− p(γ̄2))p(γ̄3)) (3.24)
Si tous les noeuds subissent des évanouissements de Rayleigh ou de Rice, on peut à partir
des résultats de la section précédente écrire les fonctions p(γ̄i) = Gc,iγ̄
−1
i . En conséquence,
à haut SNR, les probabilités d’erreur de bout en bout de ces deux premiers modèles vont
être dominés par les termes simples de probabilité d’erreur paquet, les termes faisant
intervenir un produit de probabilités d’erreur s’évanouissant plus rapidement. On a donc :
P1 ≤
1
γ̄
(
Gc,2
δs2
+
Gc,3
(1− δ)s3
)
(3.25)
P2 ≤
1
γ̄2
(
Gc,1Gc,2
δs1s2
+
Gc,1Gc,3
δ(1− δ)s1s3
)
=
Gc,1
s1γ̄2
(
Gc,2
δ2s2
+
Gc,3
δ(1− δ)s3
)
(3.26)
Pour le troisième modèle, il faut faire intervenir la probabilité d’erreur d’une réception com-
binée à la destination. La dérivation de la probabilité d’erreur est décrite dans [Xi 2010a], et
une dérivation similaire pour la probabilité d’erreur bit peut être trouvée dans [Liu 2009].
On peut écrire une borne de la probabilité d’erreur de bout en bout du modèle 3 comme :
P3 ≤
1
γ̄2
(
Gc,1Gc,2
δs1s2
+
Gc,MRC
δ(1− δ)s1s3
)
=
1
s1γ̄2
(
G2c,1
δs2
+
Gc,MRC
δ(1− δ)s3
)
(3.27)
On peut remarquer immédiatement qu’asymptotiquement, le protocole du second et du
troisième modèle du tableau 3.2 se comportent suivant γ̄−2, et possèdent donc un gain de
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diversité d’ordre 2. La valeur de Gc,MRC peut être ici déduite suivant l’équation (3.15)
pour t = 1. L’optimisation de puissance avec connaissance de l’état de masquage passe
donc simplement par la minimisation de ces trois derniers résultats. Ceux-ci impliquent
une dérivation des termes entre parenthèses dans ces expressions, et donc par la résolution
d’équations simples du second degré en δ. Nous avons donc la proposition suivante :
Proposition 3.4. Nous considérons un canal à relais fonctionnant suivant les modèles
décrits en 3.2. La répartition optimale de puissance δ1 pour le premier modèle s’écrit :
δ1 =
√
β2√
β2 +
√
β3
(3.28)
Pour le second modèle, on a :
δ2 =
β2−4β3+
√
β2(β2+8β3)
4(β2−β3) si β2 6= β3
2
3 sinon
(3.29)
Pour le troisième modèle, on a :
δ3 = 1 +
β′2
β′3
−
√(
β′2
β′3
)2
+
β′2
β′3
(3.30)
avec :
β1 =
s1
Gc,1
β2 =
s2
Gc,2
β3 =
s3
Gc,3
β′2 =
s2
Gc,1Gc,2
β′3 =
s3
Gc,MRC
(3.31)
Démonstration. Pour le modèle 1, en dérivant l’équation (3.25) selon δ, on peut déduire
que la fonction admet un minimum unique pour δ ∈ (0, 1) vérifiant l’équation :
δ2β2 − (1− δ)2β3 = 0
Ce polynome admet une racine unique entre 0 et 1, dont la valeur est (3.28). De même,
pour le second modèle, à partir de l’équation (3.26), si β2 6= β3, la valeur optimale de δ
est une racine de :
2(1− δ)2β3 + β2δ(1− δ) = 0
Pour le troisième modèle, on se réfère à [Xi 2010a].
On peut directement remarquer que la répartition optimale de puissance pour les se-
cond et troisième modèles ne dépend pas de s1, mais uniquement de s2 et s3. La figure
3.13 donne les taux d’erreur de bout en bout en fonction du SNR global disponible γ̄.
On suppose pour chaque modèle que la puissance est répartie de manière optimale entre
la source et le relais. On voit très clairement sur la figure le gain en diversité à utiliser
un relais, ainsi que le gain de codage entre le second modèle et le troisième modèle. Sur
cet exemple, les trois liens ont un affaiblissement moyen égal. Utiliser le trajet multisaut
est donc moins performant, pour la métrique du taux d’erreur paquet, que d’utiliser un
trajet direct. D’autres cas sont représentés sur les figures 3.14. En particulier, quand le
lien S → D est mauvais, le trajet multisaut devient meilleur que le trajet direct. De plus,
lorsque le lien S → R perd en qualité, le gain en performances relatif du troisième modèle
par rapport au second diminue fortement.
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Figure 3.13 – Probabilité d’erreur paquet de bout en bout pour les différents modèles du
tableau 3.2. On suppose ici s1 = s2 = s3.
On peut maintenant comparer les performances relatives entre une allocation de puis-
sance dynamique suivant la proposition 3.4 et une allocation de puissance égale pour la
source et le relais. On voit rapidement sur les figures 3.15 et 3.16 que l’allocation de
puissance n’apporte qu’un gain marginal dans certains cas. En réalité, on sait par la pro-
position 3.4 que l’allocation de puissance optimale ne dépend que de la qualité des liens
S → R et R → D. Dans ces deux paramètres, l’affaiblissement du lien S → R influence
plus fortement l’allocation dynamique de puissance, comme on peut le voir sur la figure
3.17. Intuitivement, le gain de performance va avant tout dépendre de la transmission
vers le relais. La source va donc se voir allouer suffisamment de puissance pour fiabili-
ser la transmission sur le lien S → R, dans la limite où cette allocation ne dégrade pas
les performances de bout en bout. Les performances relatives de l’allocation optimale de
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(a) Mauvais lien S → D.
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(b) Mauvais liens S → D et S → R.
Figure 3.14 – Probabilité d’erreur paquet de bout en bout pour les différents modèles du
tableau 3.2 et différentes valeurs de s1, s2 et s3.
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Figure 3.15 – Comparaison de l’impact de l’allocation optimale de puissance sur la pro-
babilité d’erreur paquet de bout en bout pour les différents modèles du tableau 3.2. On
suppose ici s1 = s2 = s3.
puissance ont un impact conséquent lorsque s2 ≤ s3, et se résorbent lorsque s2 augmente.
On remarque également que le rapport entre le gain de codage avec une allocation de
puissance égale et le gain de codage optimal G
(eq)
c /G
(opt)
c est indépendant de la valeur de
s1 et de γ̄.
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(a) Mauvais lien S → D.
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(b) Mauvais liens S → D et S → R.
Figure 3.16 – Comparaison de l’impact de l’allocation optimale de puissance sur la pro-
babilité d’erreur paquet de bout en bout.
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Figure 3.17 – Comparaison entre les gains asymptotiques pour une allocation de puissance
égale entre la source et le relais, et l’allocation optimale de la proposition 3.4. On suppose
ici que s3 = s1 = 1.
3.4.2 Probabilité de coupure du taux d’erreur paquet dans les canaux à
relais
La dérivation de la probabilité de coupure pour un trajet relayé nécessite une généra-
lisation de la notation du chapitre 2. On peut voir le taux d’erreur paquet bloc comme
l’espérance conditionnelle de la fonction d’erreur paquet instantanée sur la distribution
des évanouissements. Si l’on note pp(γ) la fonction d’erreur paquet instantanée, le taux
d’erreur paquet bloc est donc :
p̄p(γ̄) = E [pp(γ)|γ̄] (3.32)
L’espérance conditionnelle est une fonction de γ̄, et nous omettons pour simplifier l’écriture
les paramètres annexes comme le choix de la modulation ou du nombre de bits dans
un paquet. Étant l’espérance d’une fonction pp : γ 7→ [0, 1], on peut en déduire que
p̄p(γ̄) ∈ [0, 1] ∀γ̄ ∈ [0,∞). On peut donc définir l’ensemble Γ∗ = {γ̄ | p̄p(γ̄) ≥ P ∗ ∈ [0, 1]}.
Si l’on écrit pγ̄(γ̄) la distribution de probabilité liée au masquage, la probabilité de coupure
s’écrit donc :
P {O} = P {γ̄ ∈ Γ∗} =
∫
Γ∗
pγ̄(γ̄)dγ̄ (3.33)
Cette définition s’étend directement à des liens multiples, et à des protocoles de communi-
cation plus complexes. Si l’on peut écrire le taux d’erreur paquet de bout-en-bout comme
une fonction de p̄p : (γ̄1, . . . , γ̄n) 7→ [0, 1], avec (γ̄1, . . . , γ̄n) ∈ (R+)n le vecteur aléatoire lié
à la variation du masquage sur l’ensemble des n liens considérés, alors on peut de la même
manière définir l’ensemble Γ∗ = {(γ̄1, . . . , γ̄n) | p̄p(γ̄1, . . . , γ̄n) ≥ P ∗}, et la probabilité de
coupure s’écrit donc simplement :
P {O} = P {(γ̄1, . . . , γ̄n) ∈ Γ∗} =
∫
. . .
∫
Γ∗
pγ̄1,...,γ̄n(γ̄1, . . . , γ̄n)dγ̄1 . . . dγ̄n (3.34)
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3.4.2.1 Analyse sur des réseaux à 2 liens
Un canal à relais complet requiert l’utilisation de trois variables d’affaiblissement, ce
qui rend la visualisation complexe pour l’étude de la probabilité de coupure. Pour gagner
en intuition sur le comportement de cette probabilité de coupure de bout-en-bout, nous
proposons donc dans un premier temps de considérer les deux cas suivant :
γ̄1 γ̄2
(a) Multi-sauts
γ̄1
γ̄2
(b) Relai avec un lien parfait
Figure 3.18 – Modèles simples à 2 variables pour l’étude de la probabilité de coupure.
Dans le premier cas, la transmission échoue si l’un ou l’autre des liens échoue. Dans le
second cas, les deux liens doivent échouer simultanément pour que le système soit en
erreur.
Dans ces modèles, la probabilité de coupure de bout en bout peut s’écrire de manière
simple, en reprenant la notation p(γ̄i) de la section précédente pour le taux d’erreur paquet
bloc. Si l’on note O1 l’événement de coupure pour le modèle multisauts, et O2 l’événement
de coupure pour le modèle de relais avec un lien parfait, on a (Fig.3.19) :
P {O1} = P {(γ̄1, γ̄2) ∈ Γ∗1 = {(γ̄1, γ̄2) | p(γ̄1) + (1− p(γ̄1))p(γ̄2) ≥ P ∗}} (3.35)
P {O2} = P {(γ̄1, γ̄2) ∈ Γ∗2 = {(γ̄1, γ̄2) | p(γ̄1)p(γ̄2) ≥ P ∗}} (3.36)
On peut donc numériquement déduire la frontière des régions d’intégration comme étant
les lignes de niveau de ces surfaces correspondant à P ∗. Nous supposons que la distribution
du vecteur aléatoire (γ̄1, γ̄2) suit, lorsque les variables sont exprimées en décibels, une loi
normale bi-variée. Dans une figure à 2 dimensions, la distribution de probabilité prend la
forme d’une cloche, comme pour la loi normale univariée, et les régions définies par Γ∗1
et Γ∗2 vont potentiellement tronquer cette distribution de probabilité. L’intégrale sous la
surface non tronquée restante fournit la probabilité pour le vecteur aléatoire (γ̄1, γ̄2) de se
trouver dans la région où le taux d’erreur paquet bloc dépasse la valeur seuil P ∗, et donc
correspond à la probabilité de coupure.
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(b) Relai avec un lien parfait.
Figure 3.19 – Forme du taux d’erreur paquet de bout en bout pour les deux modèles
simples à 2 variables.
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La distribution log-normale à plusieurs variables des liens introduit, en plus de la
moyenne et de la variance du masquage sur chaque lien, un paramètre de corrélation
ρ. Ce paramètre capture les changements simultanés de la qualité des liens et la tendance
qu’ils ont à évoluer de manière conjointe ; un paramètre ρ > 0 indique que les liens évo-
luent dans le même sens, alors que ρ < 0 indique que les liens évoluent de manière opposée.
Dans le cas des réseaux coopératifs, l’impact de ce paramètre peut être conséquent. En
effet, si l’on prend le cas du multisaut, un paramètre ρ négatif montre que – généralement
– lorsqu’un lien est bon, le second est mauvais. Inversement, une corrélation négative est
intéressante pour le canal à relais avec un lien parfait, car l’on aura dans ce cas toujours
un bon trajet vers la destination.
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(a) Canal à relais avec un lien parfait
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Figure 3.20 – Comparaison de l’impact de la corrélation entre les liens sur la valeur de
la probabilité de coupure.
On peut étudier l’impact de la corrélation sur la probabilité de coupure numérique, en
considérant que les puissances sont allouées équitablement entre les deux noeuds – ce qui
revient à décaler la gaussienne le long de l’axe diagonal suivant les figures 3.21. Suivant le
modèle considéré, la corrélation aura un effet plus ou moins conséquent (Fig.3.20). Dans
le cas du multisaut, la forme de la région fait que lorsque la probabilité de coupure est
basse, le centre de la gaussienne est déjà loin de la frontière de la région de coupure, et la
corrélation a un effet limité sur la probabilité de coupure. En contrepartie, pour le canal
à relais avec un lien parfait, la limite de la région de coupure est proche du centre de la
gaussienne et la corrélation a un effet important. Les figures 3.21 permettent de mieux
comprendre pourquoi la probabilité de coupure se comporte ainsi dans le cas du multisaut.
Lorsque la gaussienne est assez écartée de la région de coupure, une corrélation positive
va étendre la pointe de la cloche vers la région suivant la diagonale et donc augmenter la
probabilité pour les liens de se retrouver dans cette région de coupure. En contrepartie,
une corrélation négative affine la gaussienne sur la diagonale opposée, donc les extrémités
sont plus éloignées de la région de coupure ; la probabilité ne change donc que peu.
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(a) Multi-sauts
ρ = −0.7
(b) Multi-sauts
ρ = 0
(c) Multi-sauts
ρ = 0.7
(d) Lien parfait
ρ = −0.7
(e) Lien parfait
ρ = 0
(f) Lien parfait
ρ = 0.7
Figure 3.21 – Impact du paramètre ρ sur la forme de la distribution. La partie vide du
graphique correspond à la région de coupure, et les tons de l’image sont proportionnels à
la densité de probabilité dans une distribution gaussienne bi-variée.
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3.4.2.2 Évaluation de la probabilité de coupure sur des canaux à relai
Contrairement au cas traité dans la section 3.4.1, il ne nous a pas été possible a priori
d’obtenir une allocation de puissance analytique en fonction de la probabilité de coupure.
Nous choisissons donc de traiter dans cette dernière section une application numérique de
la méthode générale présentée dans la section précédente à des canaux des BANs réalistes.
En conclusion de ce chapitre, nous détaillerons une perspective de travail pour mener à
bien une optimisation de la répartition de puissance dans les canaux à relais en fonction
de la probabilité de coupure.
Nous considérons donc un BAN, composé de 4 noeuds situés sur la hanche, le pied
droit, et les deux poignets dans le cadre d’un scénario de marche. Ces positions sont
hautement mobiles, et dans un mouvement régulier comme la marche à pied, les évolutions
de la qualité des liens seront corrélées. Les mesures effectuées dans le cadre de BANET
[Ferrand 2011b] nous donnent les statistiques suivantes pour la distribution de probabilité
liée au masquage (Tab.3.3). La notation des noeuds correspond à la figure 1.1.
Lien µ0 σS
A↔ I 77.7 dB 6.3 dB
A↔ K 65.6 dB 5.7 dB
A↔ D 84.3 dB 3.5 dB
D ↔ I 76.8 dB 4.0 dB
D ↔ K 81.4 dB 7.6 dB
Table 3.3 – Statistiques de canaux réalistes pour l’étude de la probabilité de coupure sur
un canal à relais.
À l’intérieur de ces deux canaux à relais, nous envisageons deux possibilités. Le pied
(noeud D) désire communiquer avec la hanche (noeud A). Il a pour cela la possibilité
d’utiliser l’un ou l’autre des poignets (noeuds I et K) comme relais, et nous prenons en
compte la corrélation spatiale des liens pour chacun des canaux. Ainsi, nous avons les
matrices de corrélation suivantes pour nos liens :
A↔ I A↔ D D ↔ I
A↔ I 1 0.29 -0.04
A↔ D 0.29 1 -0.34
D ↔ I -0.04 -0.34 1
A↔ K A↔ D D ↔ K
A↔ K 1 -0.38 0.48
A↔ D -0.38 1 0.47
D ↔ K 0.48 0.47 1
Table 3.4 – Matrice de corrélation pour les deux possibilités de canaux à relais considérées.
Les calculs numériques des probabilités de coupures sont représentés sur les figures
3.22. Nous comparons sur ces figures les probabilités de coupure de bout en bout, en
considérant que la source et le relais émettent à une même puissance µ, exprimée en
dBm. Nous représentons pour les deux choix de relais le cas réel, avec prise en compte
de la corrélation des liens, et le cas non corrélé où nous supposons que les liens évoluent
de manière indépendante. Nous pouvons voir directement que pour des probabilités de
coupure faibles, ne pas considérer la corrélation entre les liens amène à sous-estimer la
probabilité de coupure d’un peu moins de 2 dB pour une probabilité de coupure de 10−2
dans les cas représentés. Sans corrélation, le relais K est légèrement plus performant que
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le relais I, mais cette différence s’atténue fortement dans un cas réaliste. On peut voir
de plus que pour des taux d’erreurs paquet cibles P ∗ élevés, utiliser un relais peut être
contre-productif et émettre plus fort à la source permet d’assurer la qualité de service
voulue en utilisant globalement moins de puissance dans le réseau (Fig.3.22a). Le gain du
relais est en contrepartie conséquent pour de faibles valeurs de P ∗ (Fig.3.22b).
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Figure 3.22 – Comparaison des probabilités de coupure de deux choix de relais afin de
fiabiliser la communication entre le pied (noeud D) et la hanche (noeud K) pour diffé-
rentes valeurs de taux d’erreur paquet cible P ∗. La source et le relais émettent à la même
puissance µ.
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3.5 Conclusion
Dans ce chapitre, nous avons cherché à évaluer les performances des communications
sans-fil dans les BANs, en nous basant sur des critères de taux d’erreur paquet. Les études
sur les modèles de canaux des BANs mettent en avant un masquage qui suit les mou-
vements du corps, couplé à des évanouissements assez lents dont le temps de cohérence
est de l’ordre du temps de transmission du paquet. En conséquence, on ne peut pratiquer
d’entrelacement au niveau paquet et il n’est pas possible d’utiliser directement les résultats
existant de la littérature portant sur les taux d’erreur bit.
Nous avons donc étudié deux cas, suivant la connaissance ou non de l’état du masquage
courant. Si l’on peut connaitre ou prédire l’état de masquage, le taux d’erreur paquet est lié
à la distribution de probabilité des évanouissements seulement. Nous avons donc dérivé des
expressions asymptotiques pour le taux d’erreur paquet, pour tous les cas de distribution
d’évanouissements identifiés dans la littérature. Ces expressions asymptotiques sont assez
précises à fort SNR, et ont la particularité d’être inversibles. Sans connaissance de l’état
courant du masquage, nous étudions l’approche par probabilité de coupure du taux d’erreur
paquet. Dans cette situation, nous avons pu exprimer la puissance d’émission nécessaire
pour garantir un taux d’erreur paquet faible quel que soit l’état du canal. Nous réutilisons
pour cela les expressions du taux d’erreur paquet obtenues précédemment.
Nous étudions ensuite la possibilité d’utiliser un relais pour fiabiliser les communica-
tions. Pour différents scénarios de coopération, avec connaissance de l’état du masquage
sur chaque lien du canal à relais, nous avons exprimé le taux d’erreur paquet de bout en
bout ainsi que l’allocation de puissance optimale entre la source et le relais. Nous avons dé-
terminé que le lien (Source → Relai) était déterminant pour les performances globales du
canal à relais, et que l’allocation optimale de puissance dépend avant tout de ce lien. Pour
traiter le cas où la connaissance de l’état courant du masquage n’est pas disponible, nous
avons décrit une méthode générique pour l’évaluation de la probabilité de coupure dans
des réseaux à n liens où il est possible de prendre en compte une distribution de l’état
de masquage arbitraire. Partant du constat que les états de masquage dans les BANs
suivaient une distribution gaussienne multivariée, nous avons utilisé cette approche pour
quantifier l’impact de la corrélation des liens sur la probabilité de coupure.
3.5.1 Utilisation et extensions des métriques de performance
Les perspectives de ce travail sont avant tout liées à la conception de protocoles robustes
pour les communications à l’intérieur des BANs. L’évolution des états de masquages étant
relativement lente, il est possible de prédire en pratique l’état courant de manière précise
et de partager cette information avec les autres noeuds du réseau. En conséquence, nous
pouvons réutiliser les résultats portant sur le taux d’erreur paquet pour allouer la puissance
entre les noeuds de manière optimale et/ou choisir les noeuds servant de relais.
Comme nous avons étudié en majorité le comportement asymptotique du taux d’erreur
paquet, nous n’avons pas détaillé l’apport du codage canal sur les performances du réseau.
Suivant les résultats de [Wang 2003, Xi 2011], nous savons en effet que le codage canal
n’apporte pas de gain de diversité à haut SNR, et en conséquence va uniquement décaler
les asymptotes. Le comportement de nos scénarios de relayage est donc correctement cap-
turé par une approche sans codage, bien évidemment à un gain de codage près. Il serait
néanmoins intéressant de compléter cette étude par l’introduction de différentes méthodes
Cette thèse est accessible à l'adresse : http://theses.insa-lyon.fr/publication/2013ISAL0044/these.pdf 
© [P. Ferrand], [2013], INSA de Lyon, tous droits réservés
3.5. Conclusion 55
de codage. Pour le cas du taux d’erreur paquet bloc dans des liens simples avec codage
canal, on peut référer le lecteur à [Xi 2011] pour une première étude. L’approximation
présentée dans la section 3.3.2.3 se prête également bien à l’extension au codage, proba-
blement plus facilement que les approximations asymptotiques de [Xi 2011]. En effet, nous
n’avons besoin dans ce cas que d’une inversion de la fonction Beta [Mary 2008] au lieu
d’une intégrale complexe de cette même fonction.
3.5.2 Algorithme semi-géométrique d’optimisation
L’approche par probabilité de coupure présentée dans ce chapitre est utilisable pour
l’optimisation des puissances d’émission sur des liens simples, l’inverse de la fonction Q
étant disponible dans la plupart des librairies de calcul usuelles. L’extension aux canaux à
relais reste quant à elle instable numériquement, et l’intégration d’une distribution gaus-
sienne multivariée sur un espace arbitraire est irréalisable sur des équipements embarqués.
Afin de pallier à cette limitation, nous travaillons actuellement sur une approximation
géométrique du problème que nous présentons ici.
Si l’on part du principe que les SNR en réception suivent une distribution gaussienne
multivariée, les contours d’équiprobabilité vont avoir la forme d’un ellipsöıde dans Rn,
comme on peut le voir sur la figure 3.23 dans le cas à 2 liens. Si l’on désire assurer une
probabilité de coupure inférieure à une valeur seuil P ∗o , il suffit donc géométriquement de
s’assurer que le contour d’équiprobabilité contenant une fraction 1−P ∗o de la densité totale
de probabilité est situé hors de la région de coupure. Dans l’annexe A.1, nous dérivons les
expressions analytiques permettant de définir l’ellipsöıde englobant une fraction arbitraire
de probabilité. Nous notons également que par une transformation se rapprochant de l’ana-
lyse en composantes principales [Joliffe 2002], nous pouvons ramener l’étude de l’ellipsöıde
à l’étude d’une hypersphère de Rn par une transformation linéaire. Cette approche permet
de borner la probabilité de coupure par le haut, en assurant que l’affaiblissement conjoint
des liens se trouvera à l’intérieur de l’ellipsöıde avec une probabilité 1− P ∗o .
−4 −2 0 2 4
−4
−2
0
2
4
γ̄1
γ̄
2
Figure 3.23 – Contours d’équiprobabilité pour une loi gaussienne bi-variée, de moyenne
µ = (0, 0) et corrélée positivement.
Notre problème se réduit donc à placer une hypersphère dans un espace a priori ar-
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bitraire et non convexe, ce qui reste un problème complexe. Nous envisageons donc de
simplifier l’expression de la région de coupure en l’approximant par des hyperplans. Pour
le cas à 2 liens, les figures 3.24 représentent respectivement un exemple d’algorithme itéra-
tif pour le placement de l’hypersphère, ainsi que l’approximation de la région atteignable
prenant en compte la puissance globale à allouer au réseau. Le problème pourrait ainsi se
réduire à un problème d’optimisation quadratique dans un polytope non convexe, ce qui
le rend plus tractable.
γ̄1
γ̄2
Zone limite
de puissance
Zone de coupure
(a) Placement de l’hypershpère.
γ̄1
γ̄2 Zone limite
de puissance
Zone de coupure
Polytope
atteignable
(b) Approximation de la région atteignable.
Figure 3.24 – Perspective de traitement de la probabilité de coupure dans les réseaux
maillés par une approche géométrique.
La représentation dans le cas à 2 liens reste simple et il est possible d’exprimer la
région atteignable à partir des résultats de ce chapitre. L’extension à n liens nécessite
encore des développements. Nous pouvons également noter à ce niveau que cette méthode
de résolution géométrique peut s’adapter à d’autres métriques que le taux d’erreur paquet,
et l’on pourrait par exemple étudier la probabilité de coupure de la capacité présentée dans
le chapitre 2 sur le même principe.
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Dans le chapitre 3, nous avons étudié les effets de la coopération sur la probabilité d’er-
reur paquet à travers un canal à relais dans un BAN. Les paquets transmis étaient soumis
à des évanouissements ainsi qu’à des effets de masquage corrélés. Sans connaissance de
l’état du canal nous avons dérivé l’impact de ces canaux sur la qualité de la transmission
en terme de probabilité d’erreur paquet et de probabilité de coupure de l’erreur paquet. La
relative lenteur de l’évolution des canaux des BANs permet cependant de faire l’hypothèse
que les noeuds sont capables de mesurer ou de prédire précisément la qualité instantanée
des canaux vers les sources d’information. En conséquence, les noeuds peuvent adapter
leur puissance et éventuellement leur méthode de transmission en fonction de l’état des
canaux.
Nous faisons donc dans ce chapitre et la suite de ce manuscrit l’hypothèse d’un canal
AWGN stable, et nous pouvons donc utiliser comme métrique de performances la capacité
de Shannon telle qu’introduite dans le chapitre 2 dans les réseaux coopératifs. Ce chapitre
est consacré au canal à relais et à sa capacité, qui reste une brique de base de l’étude de ces
réseaux. Sous l’hypothèse de connaissance des différents canaux, nous visons à distribuer
la puissance globale disponible entre les noeuds de manière optimale. Ce problème revient
à maximiser la capacité pour une puissance totale donnée, ou à minimiser la puissance
rayonnée pour atteindre une contrainte de débit particulière.
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4.1 Introduction
Le canal à relais est, dans sa forme classique, un modèle possédant une source et
une destination, où la source communique vers la destination avec une aide potentielle
d’un autre noeud, le relais, qui ne possède pas d’information personnelle et dont le seul
rôle est donc d’aider la source. La première étude de ce canal date de Van Der Meulen
[Van Der Meulen 1971b] qui a posé les bases de son analyse théorique. La plupart des
résultats connus aujourd’hui sur le canal à relais découlent eux de l’article fondateur de
Cover et El Gamal [Cover 1979], qui ont caractérisé la borne supérieure de capacité du
canal, ainsi que les régions de capacité atteignables connues aujourd’hui sous le nom de
decode-and-forward (DF) et compress-and-forward (CF). Dans des travaux plus récents
[El Gamal 2006], El Gamal et al. ont donné une forme close des bornes de [Cover 1979]
sur la capacité du canal à relais full-duplex lorsque les noeuds sont soumis à une contrainte
de puissance locale. Ng et Goldsmith ont eux fourni l’étude de la répartitition de puis-
sance globale dans les canaux à relais dans [Ng 2007, Ng 2008] pour un cas particulier
du canal à relais full-duplex où le relais est très proche de la source ou de la destination.
Dans [Katz 2006], les auteurs étudient une situation similaire où la source et le relais sont
physiquement proches, et adoptent une métrique appelée capacité effective qui combine la
capacité et la capacité de coupure.
Il existe des approches pratiques implémentant les protocoles présentés par [Cover 1979].
Des applications des protocoles de type decode-and-forward ont été traitées dans
[Hunter 2004] et [Nosratinia 2004] dans un contexte général puis en utilisant des turbo-
codes. L’utilisation de codes LDPC pour le decode-and-forward est apparue dans
[Chakrabarti 2005]. La popularité des codes LDPC a amené un certain nombre d’études
de leur application dans les canaux à relais, et on pourra se référer par exemple à
[Valentin 2009, Xu 2010, Duyck 2011]. Plus récemment, les approches basées sur les codes
en treillis [Nazer 2011] ont fortement attiré l’attention (voir par exemple [Feng 2011] et
[Song 2011]). De même, des implémentations réalistes de protocoles de type compress-and-
forward se retrouvent en particulier dans [Eckford 2008], [Avram 2010] et [Yang 2010]. Ces
implémentations utilisent au niveau du relais les caractéristiques des modulations utilisées,
afin de transmettre au destinataire une information l’aidant à décoder le message initial
reçu de la source. Un grand nombre de contributions de la littérature porte également sur
le protocole amplify-and-forward, où le relais retransmet sans le décoder le signal reçu par
la source. De fait, l’amplify-and-forward est une forme de compress-and-forward, le bruit
et les déformations du canal source → relais étant retransmises vers la destination qui
doit effectuer le décodage du signal combiné. Nous ne traitons pas d’amplify-and-forward
mais une excellente revue des performances théoriques de ce protocole est disponible dans
[Kramer 2006], [Coso Sanchez 2008], ainsi que dans [Liu 2009, Ch.4-5].
L’émergence des communications sans-fil, où la source d’information ne dépense pas
plus d’énergie pour transmettre à la fois vers une source et un relais, a relancé fortement
les études sur la capacité de ces canaux. L’utilisation d’un relais devient un des moyens les
plus simples et les plus en vogue pour augmenter la capacité et la robustesse des commu-
nications dans les réseaux sans fil. Dans [Gastpar 2002, Gastpar 2005], Gastpar et Vetterli
ont étendu les lois de croissance de la capacité dans les grands réseaux de [Gupta 2000]
au cas où les noeuds peuvent utiliser plusieurs relais. Ces résultats ont été généralisés par
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[Xie 2004] pour un grand nombre de sources et de destinations. On retrouve une étude
extensive de la capacité des réseaux à plusieurs relais dans [Coso Sanchez 2008] qui résume
les approches existantes et fournit les bornes atteignables correspondantes lorsque cela est
possible, ainsi que des algorithmes numériques d’optimisation des protocoles et de choix de
sous-ensembles de relais. Gündüz et al. proposent des stratégies alternatives d’encodage et
de décodage dans le cas général non restreint au modèle AWGN avec plusieurs relais dans
[Gunduz 2010]. Si le système comporte plusieurs noeuds sources et relais potentiels, mais
où l’information d’une seule source transite à chaque utilisation du réseau, on parle alors
de coopération opportuniste. Les travaux portant sur le relayage opportuniste combinent
en général l’étude des performances suivant une métrique particulière couplée à un mode
de sélection des relais. Les critères de sélection de relais utilisés avec des protocoles decode-
and-forward sont, à notre connaissance, basés sur le minimum entre les canaux S → R et
R → D [Michalopoulos 2008, Fareed 2009, Bletsas 2006], ou sur la moyenne harmonique
(MH) entre ces deux valeurs [Ibrahim 2008, Bletsas 2007, Michalopoulos 2010, Chen 2010].
Le choix de la moyenne harmonique en tant que critère de sélection de relais provient du
protocole amplify-and-forward, où cette dernière apparâıt dans l’expression de la capacité
de bout en bout. Ces différents travaux étudient les performances de ces modes de sélection
dans les canaux à évanouissements en fonction de la probabilité de coupure de la capacité
[Michalopoulos 2008, Bletsas 2006, Michalopoulos 2010]. [Chen 2010] a montré que pour
la probabilité de coupure à haut SNR, la moyenne harmonique était un critère optimal de
choix de relais pour un decode-and-forward. D’autres travaux étudient la probabilité de cou-
pure à haut SNR [Bletsas 2007, Abouelseoud 2011]. Un certain nombre de travaux utilisent
quant à eux le taux d’erreur bit de bout en bout [Fareed 2009, Ibrahim 2008, Liu 2009].
Dans le cas des canaux AWGN stables sous une contrainte de puissance globale, il n’y a à
notre connaissance aucune dérivation du critère optimal de choix de relais.
L’utilisation de plusieurs relais a fait l’objet de nombreuses études, entre autres à cause
de la ressemblance du canal résultant avec un canal MIMO (Multiple Inputs Multiple
Outputs). L’analogie entre les canaux MIMO et le canal à relais général est apparue en
particulier dans [Nabar 2004], qui a identifié la possibilité d’utiliser des résultats existants
des méthodes de codage MIMO. Par la suite, on retrouve cette méthode d’analyse dans
[Stankovic 2006] et [Wang 2005]. L’application des résultats liés aux canaux MIMO met
en avant le fait que le canal à relais crée une diversité des trajets d’information au niveau
du récepteur, au-delà du gain en débit d’information. Ce gain en diversité est particuliè-
rement capturé par la probabilité de coupure, et cette dernière a été étudiée dans le cadre
des canaux à relais soumis à des effets d’évanouissements. Laneman et al. [Laneman 2004]
ont exprimé la probabilité de coupure pour des évanouissements de Rayleigh, et ont iden-
tifié le fait que seul les protocoles de type amplify-and-forward (AF) où le relais réémet le
signal reçu par la source sans décodage apportent asymptotiquement un gain en diversité
au récepteur, ce qui n’est pas le cas du protocole decode-and-forward. Comme on le verra
par la suite, le protocole decode-and-forward étant limité par la capacité entre la source
et le relais, la probabilité de coupure est également bornée par la probabilité de coupure
du lien source relais. Une solution pour pallier à ce problème est de considérer des proto-
coles de type partial decode-and-forward où la source sépare son message envoyé entre le
relais et la destination [Cover 1979, Th.3]. [Atia 2007] a étendu cette étude à des modèles
d’évanouissements plus généraux. Une analyse spécifique pour les évanouissements de Na-
kagami se retrouve dans [Atapattu 2010]. La capacité ergodique sous évanouissements de
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Rayleigh a été étudiée dans [Farhadi 2008] pour decode-and-forward et [Farhadi 2010] pour
amplify-and-forward. Dans [Shi 2007], les auteurs ont proposé une extension du protocole
amplify-and-forward ainsi qu’une allocation optimale de puissance, dans le cas où plusieurs
relais MIMO sont présents. Une expression analytique de la probabilité de coupure pour
les protocoles amplify-and-forward et decode-and-forward en présence de plusieurs relais a
été publiée dans [Shrestha 2010]. Dans [Liu 2009, ch.8] et [Michalopoulos 2010], les auteurs
proposent des protocoles permettant de choisir un ou plusieurs relais afin de restreindre
l’utilisation des ressources, et [Abouelseoud 2011] fournit une étude extensive de ces modes
de coopération dits opportunistes où les relais sont choisis à la volée en fonction du gain
potentiel en terme de capacité et de diversité à haut SNR.
Une des caractéristiques prédominantes des réseaux sans fils est que les noeuds ne
peuvent pas recevoir et transmettre de l’information de manière simultanée sur la même
bande de fréquence – fonctionnement dit half-duplex – contrairement au cas étudié par
[Cover 1979]. En conséquence, une extension de ces résultats est nécessaire. La capacité
du canal à relais sans fil a été caractérisée par [Host-Madsen 2002] pour le cas gaussien,
et deux approches principales pour exprimer la borne supérieure de la capacité dans le
cas général ont été traitées dans [Kramer 2004] et [Khojastepour 2003a] (voir également
[Vishwanath 2005]). Dans les deux cas, les méthodes se basent sur des réseaux dits à états,
mais diffèrent sur la façon dont sont traités les différents états du réseau. Pour l’analyse
de ce chapitre, nous préférerons l’approche de Khojastepour. L’expression générale de la
borne inférieure decode-and-forward a été fournie par [Khojastepour 2004] et son appli-
cation aux canaux gaussiens dans [Khojastepour 2003b]. Parallèlement, une étude plus
extensive de la capacité des canaux à relais half-duplex dans les cas gaussien et le cas
de canaux à évanouissements de Rayleigh – à travers la capacité ergodique – a été faite
dans [Host-Madsen 2005], qui donne également des algorithmes d’allocation de puissance
pour les protocoles de type decode-and-forward. Les protocoles de type compress-and-
forward et amplify-and-forward sont eux traités dans [Chakrabarti 2006], ainsi que dans
[Kramer 2006], [Dabora 2008], [Liu 2009, ch.9] et [Ding 2009]. Enfin, [Parzysz 2011] dé-
veloppe un protocole proche du partial-decode-and-forward, et étudie la minimisation de
la puissance consommée sous contrainte de débit et de puissance consommée sur chaque
noeud. Ils n’expriment toutefois que des algorithmes optimisés pour la résolution de ces
problèmes, passant en particulier par des bissections. En conséquence, il est difficile d’ex-
traire de ces résultats une analyse complète de l’allocation de puissance dans les canaux à
relais et de démontrer l’existence de critères optimaux de sélection de relais.
Dans ce chapitre, nous nous basons sur les dérivations de la capacité des canaux à relais
AWGN. Les expressions obtenues sont basées sur des contraintes de puissances d’émission
fixées à la source et au relais. Après une analyse graphique des performances des différents
protocoles, nous concentrons notre étude sur les approches decode-and-forward. Ces der-
nières fournissent en effet les plus forts gains de performance lorsque la source possède un
bon canal vers le relais, et s’approchent au plus près de la borne supérieure de capacité
dans ce cas.
La particularité de la contribution de ce chapitre est que nous relâchons la contrainte de
puissance sur chaque noeud, usuelle dans la littérature, et nous considérons en lieu et place
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une contrainte de puissance globale où la somme des puissances d’émission de la source et
du relais doit être en moyenne inférieure à une valeur Ptot fixée. Ce problème est semblable
à celui étudié dans [Parzysz 2011] pour le critère Network Energy Efficiency, et représente
une situation où l’on cherche à maximiser la capacité pour une puissance totale rayonnée
par le réseau. Contrairement à [Parzysz 2011] qui traitent un protocole partial decode-and-
forward particulier, nos résultats dans ce chapitre portent sur la borne supérieure et la
borne inférieure générale decode-and-forward. Cette contrainte est reliée à notre problème
initial des BANs, où l’on cherche à réduire la puissance globale rayonnée par le réseau,
pour limiter l’impact potentiel des noeuds du réseau sur la santé, mais également limité
l’interférence entre différents réseaux BAN coexistants.
Nous montrons que dans ce cas, il est possible de simplifier les expressions en introduisant
un noeud “virtuel” qui représente la capacité qu’ont la source et le relais à émettre une
information coopérative de manière totalement synchronisée. À l’aide de la représentation
par noeud “virtuel”, nous montrons qu’il existe un canal à relais non-cohérent dont la
capacité est égale à celle du canal cohérent considéré. L’étude du canal non cohérent étant
plus simple, nous obtenons une forme close des bornes supérieures et inférieures de la
capacité du canal à relais dans le cas full-duplex, et des approximations à haut et bas SNR
pour le cas half-duplex. Nous généralisons ainsi les résultats de [Ng 2008], où les auteurs
s’étaient limités à colocaliser la source et le relais, ou le relais et la destination.
4.2 Modèle gaussien et expression des bornes
Le chapitre 2 donne un certain nombre de résultats sur la capacité des canaux à relais
dans le cas général. Nous appliquons ces bornes à un modèle de transmission AWGN, tels
que représenté sur la figure 4.1 pour le cas full-duplex. Les bruits blancs ZR et Z appliqués
aux signaux reçus par le relais et la destination respectivement sont indépendants.
X1
+
ZR ∼ N (0, NR)
Y2 : X2
+
Z ∼ N (0, N)
Y3
h2 h3
h1
Figure 4.1 – Canal à relais gaussien
On suppose que la source et le relais émettent des symboles complexes à puissance
moyenne P1 et P2 respectivement, ce qui se traduit par une contrainte sur les symboles émis
E [X1X∗1 ] = P1 et E [X2X∗2 ] = P2. Le signal reçu par le relais s’écrit donc Y2 = h2X1 +ZR
et pour la destination Y3 = h1X1 + h3X2 + Z. À partir de ce modèle, on peut dériver
des expressions pour les bornes du chapitre 2 dans le cas des canaux à relais full-duplex.
La plupart des textes de la littérature fournissent les méthodes de dérivation, et à titre
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d’exemple, nous donnons l’application de l’équation (2.22) pour ce modèle gaussien :
C ≤ max
ρ∈[−1,1]
min
{
log
(
1 + (|h1|2 + |h3|2γ + 2|h1||h3|ρ
√
γ)
P1
N
)
,
log
(
1 + |h1|2(1− ρ2)
P1
N
+ |h2|2(1− ρ2)
P1
NR
)} (4.1)
Nous utilisons dans ce manuscrit des fonctions logarithmes naturelles, et en conséquence
les bornes de capacité sont exprimées dans tous les cas en nats/s. Pour simplifier l’analyse
de ces bornes, nous utiliserons dans la suite de ce chapitre les changements de variables
suivants :
— On suppose que le relais et la destination subissent un bruit blanc de même
densité spectrale, i.e. NR = N .
— On écrit P̄1 = P1/N et P̄2 = P2/N les puissances d’émission de la source et du
relais normalisées par rapport au bruit en réception.
— Nous adoptons la notation de [Zahedi 2005, El Gamal 2006] et nous notons dans
cette section N ′ le bruit d’estimation dans les bornes compress-and forward.
On voit apparâıtre dans (4.1) le coefficient ρ, représentant la corrélation entre X1 et
X2, défini comme étant égal à ρ = E [X1X2] /Var(X1)Var(X2). Ce paramètre représente le
gain de coopération cohérente entre la source et le relais. Dans la pratique, deux conditions
sont nécessaires pour obtenir ce gain :
— Les symboles doivent être reçus de manière synchrone à la destination, et l’addi-
tion de leurs signaux doit être cohérente. Les symboles utilisés en situation réelle
étant complexes, la supposition forte qui est faite ici est que leurs phases sont
synchronisées à la réception, et que par conséquent les modules s’additionnent.
— Le relais et la source doivent être capables de coopérer dans la création de leurs
dictionnaires de mots codes, afin encore une fois d’aligner leurs phases au destina-
taire. En pratique, il faut qu’une communication ait lieu a priori et que l’ensemble
des mots codes soit décidé conjointement par la source et le relais.
Si la première condition n’est pas assurée, et que la phase est supposée uniformément
distribuée pour chaque symbole en réception, alors en moyenne une corrélation entre les
symboles n’apporte aucun gain de capacité, et on aura la valeur de la borne pour ρ = 0.
De même, si les noeuds ne coopèrent pas pour former leur dictionnaire de mots codes,
leurs symboles seront forcément choisis indépendamment, ce qui est équivalent pour des
distributions de symboles suivant une loi gaussienne à une corrélation nulle.
Dans l’application aux communications sans-fil, il est rare et peu praticable de considérer
que les noeuds sont capables d’écouter et de transmettre de manière simultanée. Cette
caractéristique implique, a priori, une séparation de l’accès au médium de transmission,
ce qui se traduit implicitement par un partage des temps d’écoute et de parole de chaque
noeuds. Il est à noter que d’autres méthodes de partage existent, en particulier des partages
des bandes de fréquences allouées à chaque noeud. Cependant, du point de vue de la théorie
de l’information, peu importe si le médium est partagé en temps ou en fréquence, l’analyse
est similaire. Par simplicité, nous considérons donc uniquement un partage en temps. On
peut directement définir deux modèles de communication sous cette nouvelle contrainte,
et les canaux à relais ainsi définis seront dénommés half-duplex.
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Il est nécessaire d’étendre le théorème 2.2 pour ce genre de modèles, où il existe en
fait plusieurs états de fonctionnement du réseau. En pratique, il existe deux dérivations
possibles à ce niveau. L’approche proposée par Kramer dans [Kramer 2004] est de consi-
dérer que les symboles X ∈ X et Y ∈ Y ne transportent pas uniquement le message à
transmettre, mais également le mode de fonctionnement des noeuds. On considère ainsi,
par exemple, des symboles (xi, T ) signifiant que le noeud est en mode transmission, ou bien
(0, R) si le noeud est en réception. Le premier intérêt de ce modèle est qu’il est possible
d’utiliser directement les bornes théoriques du mode full-duplex, bien qu’il faille redériver
les applications gaussiennes. Du fait de cette particularité, un effet secondaire est que si,
a priori, les noeuds ne partagent pas, ni ne fixent, leurs modes de fonctionnement, alors
ils peuvent transmettre plus d’information que dans la section précédente. On voit appa-
râıtre dans ce cas un terme correspondant à de l’information transmise à travers le choix
des modes de fonctionnement, en plus des symboles émis par les noeuds. Une autre ap-
proche, plus standard, considère n utilisations du canal de transmission pour transmettre
une certaine quantité d’information. A chaque utilisation correspondra un mode de fonc-
tionnement, et chacune de ces utilisations viendra impacter l’information mutuelle entre
la source et la destination. Une dérivation complète de la borne supérieure est disponible
dans [Khojastepour 2003a]. C’est cette seconde approche que nous utilisons dans la suite
de ce manuscrit.
R
S D
(a) Première phase
R
S D
(b) Seconde phase
Figure 4.2 – Fonctionnement commun en seconde phase pour un canal à relais half-duplex.
R
S D
(a) Première phase
R
S D
(b) Seconde phase
Figure 4.3 – Fonctionnement séparé en seconde phase pour un canal à relais half-duplex.
On considère que les noeuds peuvent donc fonctionner dans plusieurs états, par exemple
des états de transmission, d’écoute et éventuellement de sommeil. Par rapport à la défini-
tion 2.1, on étend le terme utilisation du canal à une utilisation du réseau, pour laquelle
chaque noeud utilisera un des états qui lui est prédéfini. Bien évidemment, ces états sont
mutuellement incompatibles. Le nombre total d’états du réseau va dépendre du nombre
de noeuds et des états qu’ils sont susceptibles de prendre durant la communication. Si le
nombre de noeuds est fini, alors le nombre d’états du réseau l’est également. On remarque
que pour le modèle 1 (Fig.4.2) comme pour le modèle 2 (Fig.4.3), le réseau fonctionne en
2 états. On suppose de plus que ces états sont a priori déterminés et connus des noeuds
du réseau.
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On reprend maintenant des définitions de variables accommodant les états du réseau.
On suppose un réseau à N noeuds et M états, chaque noeud possédant une variable re-
présentant son message envoyé Xi et son message reçu Yi, avec 1 ≤ i ≤ N . On écrira
Xi(k) et Yi(k) les variables correspondant à la k-ième utilisation du réseau. On notera
W (i,j) le message que le noeud i désire envoyer au noeud j en n utilisations du réseau,
et R(i,j) le débit correspondant. Le canal est représenté par une distribution de probabi-
lité p(y1, . . . , yN |x1, . . . , xN ,m) où m est une variable aléatoire prenant ses valeurs dans
{1, . . . ,M}. Pour un bloc de données de taille n, la définition des erreurs et des méthodes
d’encodage suit celles usuelles en théorie de l’information, présentée dans le chapitre 2.
Pour chaque utilisation du réseau à l’instant k, on définit donc 1 ≤ m(k) ≤ M dont
la valeur est connue par chaque noeud. On note nµ(k) le nombre d’utilisations du mode
m = µ entre les instants discrets 1 et k – soit nµ(k) =
∑k
i=1 I(m(i) = µ). On définit enfin
la fraction du temps passé dans l’état µ comme étant tµ
k→∞
= nµ(k)/k.
Théorème 4.1 (Flot maximum pour un réseau à états). Soit un ensemble de N noeuds
communicant à travers un réseau fonctionnant à travers M états. Si l’on note R(i,j) le débit
atteignable entre une paire de noeuds (i, j), alors il existe une distribution de probabilité
pX1,...,XN (x1, . . . , xN |m) telle que :
∀S ⊂ {1, . . . , N}
∑
i∈S,j∈SC
R(i,j) ≤
M∑
µ=1
tµI(X
(S), Y (S
C) |X(SC),m = µ) (4.2)
où SC dénote le complémentaire de S dans {1, . . . , N}, et tµ est la fraction asymptotique
du temps passé par le réseau dans l’état µ.
Démonstration. [Khojastepour 2003a, A.I]
Ce théorème fonctionne de manière similaire au théorème 2.2, et permet par conséquent
de dériver directement une borne supérieure de capacité pour les réseaux à états. Comme
dans les cas précédents, la capacité de ces réseaux n’est pas connue dans le cas général, mais
il est possible de dériver des bornes inférieures. Nous considérerons les bornes decode-and-
forward et compress-and-forward pour les réseaux half-duplex. Les dérivations théoriques,
et gaussiennes, de ces bornes sont très semblables à celles du full-duplex. Nous donnons ici
à titre d’exemple l’expression de la borne supérieure pour chaque modèle en appliquant
directement le théorème 4.1.
Théorème 4.2 (Borne supérieure de la capacité dans un canal à relais half-duplex ). Soit
un canal à relais (X1×X2× |m|, p(y2, y3|x1, x2,m),Y3×Y2). La capacité de ce canal pour
le modèle 1 (Fig.4.2) au sens de la définition 2.8 est bornée par le haut par :
C ≤ max
p(x1,x2|m),t1+t2=1
min {t1I(X1;Y2, Y3|m = m1) + t2I(X1;Y3|X2,m = m2),
t1I(X1;Y3|m = m1) + t2I(X1, X2;Y3|m = m2)}
(4.3)
Pour le modèle 2 (Fig.4.3), la relation est :
C ≤ max
p(x1,x2|m),t1+t2=1
min {t1I(X1;Y2, Y3|m = m1),
t1I(X1;Y3|m = m1) + t2I(X2;Y3|m = m2)}
(4.4)
Dans les deux cas, |m| = 2.
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La plupart de ces résultats sont en pratique démontrés pour, et requièrent, une opti-
misation sur les valeurs tµ du temps passé dans chaque état du canal. Face à la complexité
protocolaire liée au changement de ce qui est en pratique un temps de parole pour chaque
noeud, il est courant de considérer que les tµ sont fixés a priori, vérifiant évidemment∑
µ tµ = 1. On considérera en particulier que les tµ sont égaux à 1/M , un temps égal
pour chaque état du réseau, dans nos applications sur les canaux à relais half-duplex, en
évaluant la perte due à l’optimisation du temps de parole.
Les applications des différentes bornes de capacité théorique pour nos modèles de ca-
naux à relais à un canal AWGN (Fig.4.1) sont décrites dans le tableau 4.1. Pour le canal
full-duplex, El Gamal et al. [El Gamal 2006] ont obtenu une forme close de la capacité, op-
timisée sur ρ, pour la borne supérieure et la borne inférieure decode-and-forward lorsque les
noeuds sont soumis à une contrainte de puissance locale et non globale. Comme notre pro-
blème est différent, nous lui préférons pour cette table l’expression de base telle que présen-
tée dans (4.1). La borne compress-and-forward est quant à elle dérivée dans [Zahedi 2005,
Sec.3.1.3]. Pour les canaux half-duplex, les expressions des bornes supérieures et inférieures
decode-and-forward sont données dans [Khojastepour 2003a] pour le modèle 1, et déduite
de ces résultats pour le modèle 2. L’expression théorique de la borne compress-and-forward
est disponible dans [Chakrabarti 2006], ainsi que dans [Host-Madsen 2005] pour le cas
AWGN pour le modèle 1 du canal half-duplex, que nous avons adapté également au mo-
dèle 2.
Sur la figure 4.4, nous comparons les différentes valeurs prises par les bornes de la
table 4.1 pour des exemples concrets de valeurs de canaux. Nous pouvons évaluer ainsi
la proximité des bornes par rapport à la borne supérieure et le gain de performance par
rapport à une transmission directe. Dans le cas full-duplex, si le lien S → R est de bonne
qualité comparé au trajet direct (Fig.4.4b), le relais pourra décoder plus d’information que
la destination, et par conséquent la coopération de type decode-and-forward apportera un
gain de capacité important. Le débit du protocole compress-and-forward est dans ce cas
inférieur au decode-and-forward. En pratique, le protocole decode-and-forward est limité
en terme de performances par la qualité du lien S → R, alors que le protocole compress-
and-forward aura tendance à tirer parti du lien R → D, comme on peut le voir sur la
figure 4.4a. Dans ce cas, le lien R→ D est d’excellente qualité, et la borne inférieure pour
le protocole compress-and-forward se rapproche relativement de la borne supérieure. On
peut voir que ces valeurs particulières sont proches du point où la borne compress-and-
forward dépasse en général la borne decode-and-forward. Si l’on observe les courbes liées
aux modèles half-duplex, on remarque immédiatement que bien que les valeurs numériques
changent, les comportements des différents protocoles par rapport aux gains des branches
S → R et R → D restent identiques à ceux observés sur le canal à relais full-duplex. Le
modèle 2 du half-duplex est aussi clairement le moins performant. Sur les figures 4.4f et
4.4e, nous donnons la borne inférieure de transmission directe sur seulement la moitié du
temps de parole, mais dans beaucoup de situations il sera de fait plus intéressant d’utiliser
le canal direct plutôt que d’utiliser un relais en mode multisaut. De plus, le fait que les
nœuds n’émettent jamais simultanément empêche toute possibilité de gain de transmission
cohérente, même si ce dernier est difficile à obtenir en pratique.
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Full-duplex
Borne supérieure
C ≤ max
ρ∈[−1,1]
min
{
log
(
1 + |h1|2P̄1 + |h3|2P̄2 + 2|h1||h3|ρ
√
P̄1P̄2
)
,
log
(
1 + (|h1|2 + |h2|2)(1− ρ2)P̄1
)}
DF
C ≤ max
ρ∈[−1,1]
min
{
log
(
1 + |h1|2P̄1 + |h3|2P̄2 + 2|h1||h3|ρ
√
P̄1P̄2
)
,
log
(
1 + |h2|2(1− ρ2)P̄1
)}
CF C ≥ log
(
1 + |h1|2P̄1 +
|h2|2|h3|2P̄1P̄2
1 + |h2|2P̄1 + |h3|2P̄2
)
Half-duplex, modèle 1
Borne supérieure
C ≤ max
t∈[0,1],ρ∈[−1,1]
min
{
t · log
(
1 + |h1|2P̄1
)
+
(1− t) · log
(
1 + |h1|2P̄1 + |h3|2P̄2 + 2|h1||h3|ρ
√
P̄1P̄2
)
,
t · log
(
1 + (|h1|2 + |h2|2)P̄1
)
+
(1− t) · log
(
1 + |h1|2(1− ρ2)P̄1
)}
DF
C ≤ max
t∈[0,1],ρ∈[−1,1]
min
{
t · log
(
1 + |h1|2P̄1
)
+
(1− t) · log
(
1 + |h1|2P̄1 + |h3|2P̄2 + 2|h1||h3|ρ
√
P̄1P̄2
)
,
t · log
(
1 + |h2|2P̄1
)
+
(1− t) · log
(
1 + |h1|2(1− ρ2)P̄1
)}
CF
C ≥ max
t∈[0,1]
t · log
(
1 + |h1|2P̄1 +
|h2|2
1 +N ′/N
P̄1
)
+ (1− t) · log
(
1 + |h1|2P̄1
)
N ′/N =
(
|h2|2P̄
1 + |h1|2P̄1
+ 1
)((
1 +
|h3|2P̄2
1 + |h1|2P̄1
)(1−t)/t
− 1
)−1
Half-duplex, modèle 2
Borne supérieure
C ≤ max
t∈[0,1]
min
{
t · log
(
1 + |h1|2P̄1
)
+ (1− t) · log
(
1 + |h3|2P̄2
)
,
t · log
(
1 + (|h1|2 + |h2|2)P̄1
)}
DF
C ≤ max
t∈[0,1]
min
{
t · log
(
1 + |h1|2P̄1
)
+ (1− t) · log
(
1 + |h3|2P̄2
)
,
t · log
(
1 + |h2|2P̄1
)}
CF
C ≥ max
t∈[0,1]
t · log
(
1 + |h1|2P̄1 +
|h2|2
1 +N ′/N
P̄1
)
N ′/N =
(
|h2|2P̄1
1 + |h1|2P̄1
+ 1
)((
1 +
|h3|2P̄2
1 + |h1|2P̄1
)(1−t)/t
− 1
)−1
Table 4.1 – Bornes de capacité pour les canaux à relais.
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(a) Full-duplex, avec |h2|2 = 2 et |h3|2 = 4.
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(b) Full-duplex, avec |h2|2 = 3 et |h3|2 = 2.
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(c) Half-duplex 1, avec |h2|2 = 2 et |h3|2 = 4.
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(d) Half-duplex 1, avec |h2|2 = 3 et |h3|2 = 2.
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(e) Half-duplex 2, avec |h2|2 = 2 et |h3|2 = 4.
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(f) Half-duplex 2, avec |h2|2 = 3 et |h3|2 = 2.
Figure 4.4 – Capacité des canaux à relais gaussiens sous différentes valeurs d’états des
canaux. On suppose ici que P̄1 = P̄2 et |h1|2 = 1.
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Afin de compléter notre analyse et de comparer les performances relatives de chaque
protocole par rapport à la borne supérieure pour une large plage de valeur de l’affaiblisse-
ment des canaux, on peut supposer que les noeuds sont disposés dans l’espace suivant une
droite. On place la source S au point d = 0, et on applique un modèle d’affaiblissement
log-distance aux noeuds. La source et la destination sont séparées d’une unité de distance,
et on a |h2|2 = |d|−2 et |h3|2 = |1− d|−2. La figure 4.5 résume ce modèle, qui apparait en
particulier dans [Kramer 2005], et que nous avons étudié pour un enchâınement de canaux
à relais dans [Ferrand 2012].
d = 0
Source
d = 1
Dest.
d
Relai
Figure 4.5 – Canal à relais dont les noeuds sont disposés de manière linéaire.
On trace sur la figure 4.6 les bornes de capacité dans le cas du modèle 1 du canal à
relais half-duplex. Comme analysé dans le paragraphe précédent, le protocole decode-and-
forward se comporte très bien lorsque le relais est proche de la source. Au contraire, pour
d ≥ 0.6, le protocole compress-and-forward prend le dessus. Néanmoins, dans une grande
majorité des cas, le decode-and-forward a de meilleures performances et se rapproche plus
de la borne supérieure que compress-and-forward. De plus, son principe de fonctionnement
se base sur des techniques plus facilement disponibles dans les équipements actuels. Nous
focalisons donc notre attention principalement sur les protocoles decode-and-forward dans
la suite de ce manuscrit.
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Figure 4.6 – Bornes de capacité pour le canal à relais half-duplex lorsque les noeuds sont
disposés de manière linéaire. On considère ici P̄1 = P̄2 = 5 dB.
Cette thèse est accessible à l'adresse : http://theses.insa-lyon.fr/publication/2013ISAL0044/these.pdf 
© [P. Ferrand], [2013], INSA de Lyon, tous droits réservés
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4.3 Canal équivalent sous contrainte de puissance totale
La présence du paramètre ρ de corrélation entre X1 et X2 dans les bornes de capacité
précédentes rend les expressions difficiles à manipuler, et à généraliser. Ce fait, couplé à
la difficulté pour des noeuds séparés de réaliser une addition cohérente de leurs signaux
en pratique amène rapidement à considérer que la transmission se fait de manière non
cohérente en fixant ρ = 0. Néanmoins, nous proposons dans cette section une manière de
traiter les canaux à relais cohérents en les réécrivant sous une forme de canal équivalent. Ce
canal équivalent capture les bénéfices de la transmission cohérente en terme de capacité,
mais son analyse se réduit à celle d’un canal non cohérent et est donc simplifiée.
4.3.1 Canal à relais full-duplex
On considère maintenant que P1 et P2 ne sont pas fixés sur chacun des noeuds, mais
que l’on peut effectuer un partage de puissance optimal sous une contrainte de puissance
totale Ptot. On s’intéresse tout particulièrement aux protocoles decode-and-forward et à
la borne supérieure de capacité des canaux à relais. En reprenant la normalisation de P̄1
et P̄2 décrite dans la section précédente, l’expression de la borne supérieure tirée de (4.1)
s’écrit :
C ≤ max
ρ∈[−1,1]
min
{
log
(
1 + |h1|2P̄1 + |h3|2P̄2 + 2|h1||h3|ρ
√
P̄1P̄2
)
,
log
(
1 +
(
|h1|2 + |h2|2
)
(1− ρ2)P̄1
)} (4.5)
On peut remarquer que le noeud source émet une partie de son signal de manière
corrélée avec le relais à travers le paramètre ρ, et une partie de son signal de manière non
corrélée avec le relais. Dans le cas non cohérent, avec ρ = 0, la capacité est simplement :
C ≤ min
{
log
(
1 + |h1|2P̄1 + |h3|2P̄2
)
,
log
(
1 +
(
|h1|2 + |h2|2
)
P̄1
)} (4.6)
La forme de (4.6) est plus simple à étudier et à analyser, et capture les bénéfices d’un
décodage conjoint dans le cas d’une transmission non cohérente [El Gamal 2011, Sec.16.5].
On cherche à exprimer (4.5) sous une forme similaire à (4.6) afin d’identifier les coefficients
d’affaiblissement d’un canal équivalent. On peut donc supposer que le noeud source sépare
sa puissance en deux parties P̄1,1 = (1 − ρ2)P̄1 et P̄1,2 = ρ2P̄1. On peut directement
réécrire :
C ≤ min
{
log
(
1 + |h1|2P̄1,1 + |h1|2P̄1,2 + |h3|2P̄2 + 2
√
|h1|2|h3|2P̄1,2P̄2
)
, (4.7a)
log
(
1 +
(
|h1|2 + |h2|2
)
P̄1,1
)}
= min
{
log
(
1 + |h1|2P̄1,1 +
(√
|h1|2P̄1,2 +
√
|h3|2P̄2
)2)
, (4.7b)
log
(
1 +
(
|h1|2 + |h2|2
)
P̄1,1
)}
On peut voir que sous cette contrainte de puissance totale, la coupe d’accès multiples du
canal à relais full-duplex cohérent se comporte comme un canal non cohérent où la source
émet un flux d’information à puissance P̄1,1, et un flux d’information purement corrélée
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avec le noeud relais à puissances P̄1,2 et P̄2. Ce flux d’information corrélée prend la forme
d’un canal Multiple Input Single Output (MISO) depuis une source virtuelle représentant
la coopération entre la source et le relais. Lorsque l’on travaille à puissance totale, on peut
noter P̄eq = P̄1,2 + P̄2 la puissance allouée à la transmission de cette source virtuelle, et
on sait alors écrire l’allocation optimale de puissance (P̄ ∗1,2, P̄
∗
2 ) qui maximise la capacité
du canal MISO :
P̄ ∗1,2 =
|h1|2
|h1|2 + |h3|2
P̄eq P̄
∗
2 =
|h3|2
|h1|2 + |h3|2
P̄eq (4.8)
En injectant (4.8) dans (4.7) on obtient :
C ≤ min
{
log
(
1 + |h1|2P̄1,1 + (|h1|2 + |h3|2)P̄eq
)
log
(
1 +
(
|h1|2 + |h2|2
)
P̄1,1
)}
(4.9)
Cette expression est similaire à celle du canal à relais full-duplex non cohérent (4.6), où les
coefficients des canaux sont g1 = |h1|2, g2 = |h2|2 et g3 = |h1|2 + |h3|2. Le canal équivalent
génère donc un affaiblissement g3. La figure 4.7 représente ce canal.
S
R’
D
Source
virtuelle
Canal
équivalent
Figure 4.7 – Illustration de la source virtuelle et du canal équivalent pour le canal à
relais full-duplex. La source virtuelle capture l’information purement corrélée émise par la
source et le relais dans la coupe d’accès multiples, sous la forme d’un lien MISO à travers
un canal équivalent |h1|2 + |h3|2.
Sous la contrainte de puissance totale P̄tot = P̄1,1 +P̄eq, on voit que le premier terme de
(4.9) crôıt si l’on alloue plus de puissance à P̄eq, et décrôıt dans le cas contraire. Les deux
termes à l’intérieur du min {·} évoluent de manière opposée et le maximum sera atteint
lorsque |h2|2P̄1,1 = (|h1|2 + |h3|2)P̄eq. On a donc :
P̄ ∗1,1 =
|h1|2 + |h3|2
|h1|2 + |h2|2 + |h3|2
P̄tot P̄
∗
eq =
|h2|2
|h1|2 + |h2|2 + |h3|2
P̄tot (4.10)
On peut suivre le même raisonnement pour la borne inférieure decode-and-forward et
obtenir les résultats suivants. On considère dans ce cas que le canal entre la source et
la destination est moins bon que celui entre la source et le relais – sinon le protocole
decode-and-forward ne procure pas de bénéfice par rapport à une transmission directe
[El Gamal 2011, Sec.16.5]. Les valeurs de (P̄ ∗1,2, P̄
∗
2 ) restent les mêmes que dans (4.8), et
on a :
P̄ ∗1,1 =
|h1|2 + |h3|2
|h2|2 + |h3|2
P̄tot P̄
∗
eq =
|h2|2 − |h1|2
|h2|2 + |h3|2
P̄tot (4.11)
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Proposition 4.1. La borne supérieure de la capacité du canal à relais full-duplex cohérent
pour une puissance Ptot donnée à distribuer librement entre les noeuds est égale à :
C ≤ log
(
1 +
(|h1|2 + |h2|2)(|h1|2 + |h3|2)
|h1|2 + |h2|2 + |h3|2
Ptot
N
)
(4.12)
La borne inférieure de la capacité utilisant un protocole decode-and-forward est quant à
elle égale à :
C ≥ log
(
1 +
|h2|2(|h1|2 + |h3|2)
|h2|2 + |h3|2
Ptot
N
)
(4.13)
Remarque. – On peut noter que ces résultats s’appliquent également au canal à relais non
cohérent. Dans ce cas, il n’y a pas de source virtuelle pour représenter la coopération, et
il suffit de remplacer dans les expressions précédentes |h1|2 + |h3|2 par le coefficient du
canal R → D seul, |h3|2. De plus, en égalisant les liens vers la destination – |h1|2 = |h3|2
– et en normalisant le lien source → relais – |h2|2/|h1|2 = g – on retrouve les expressions
de [Ng 2008]. Cette situation correspond au cas où le relais est colocalisé avec la source.
Une transformation similaire peut être effectuée pour le cas où le relais est colocalisé avec
la destination. Notre résultat peut donc être vu comme une généralisation des travaux de
[Ng 2008] pour une position arbitraire du relais.
4.3.2 Canal à relais half-duplex
Nous considérons maintenant le canal à relais half-duplex dans le modèle 1 (Fig.4.2),
où apparâıt une émission cohérente possible entre la source et la destination sur le second
slot. Si l’on suppose a priori que le noeud source peut émettre à puissance P1 dans le
premier slot, et P ′1 6= P1 dans le second slot, et en utilisant la transformation de la section
précédente avec P ′1,1 + P
′
1,2 = P
′
1, on peut écrire la borne supérieure et la borne inférieure
decode-and-forward de la capacité à partir de la table 4.1 :
C ≤ min
{
t log
(
1 + (|h1|2 + |h2|2)P̄1
)
+ (1− t) log
(
1 + |h1|2P̄ ′1,1
)
,
t log
(
1 + |h1|2P̄1
)
+ (1− t) log
(
1 + |h1|2P̄ ′1,1 + (|h1|2 + |h3|2)P̄eq
)}
(4.14)
C ≥ min
{
t log
(
1 + |h2|2P̄1
)
+ (1− t) log
(
1 + |h1|2P̄ ′1,1
)
,
t log
(
1 + |h1|2P̄1
)
+ (1− t) log
(
1 + |h1|2P̄ ′1,1 + (|h1|2 + |h3|2)P̄eq
)}
(4.15)
Comme précédemment, on a P̄eq = P̄
′
1,2 + P̄2. La contrainte de puissance globale est
donc tP̄1 +(1− t)(P̄ ′1,1 + P̄eq) = P̄tot. Une contrainte alternative serait de fixer la puissance
à chaque instant, soit P̄1 = P̄tot et P̄
′
1,1 + P̄eq = P̄tot.
La résolution analytique de ce problème est extrêmement ardue si l’on prend en compte
tous les paramètres. Une approche possible est de fixer t a priori, de résoudre le problème
pour cette valeur de t et d’effectuer une recherche par bissection afin de trouver la valeur
de t optimale – un exemple de cette approche se retrouve par exemple dans [Parzysz 2011].
On verra dans le chapitre 5 que ce problème peut être transformé en problème convexe et
donc il est possible numériquement de tirer la valeur optimale de t et des puissances.
Une solution simple, et généralement utilisée dans les protocoles de communication,
est de fixer le temps de parole de chaque noeud à la moitié du temps de parole global.
L’allocation dynamique de t risque en effet de générer beaucoup de trafic entre les noeuds,
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en particulier si l’allocation est faite de manière centralisée par un coordinateur. Si l’on
compare le problème général avec tous ses degrés de liberté, avec une résolution où l’on
force t = 1/2, on obtient le rapport de performance de la figure 4.8a. L’impact de la
contrainte t = 1/2 se ressent donc plus particulièrement à moyen SNR, une zone d’intérêt,
mais n’influe que peu sur les performances à bas et à haut SNR. La dégradation induite est
d’autant plus marquée que le canal source-destination est faible. On peut voir sur la figure
4.8b que la contrainte a un effet similaire sur la borne inférieure decode-and-forward. Fixer
la contrainte reste donc une approche acceptable dans une plage importante de valeurs, et
son impact est d’autant plus faible que les valeurs de |h1|2 et |h3|2 sont similaires, un cas
se rapprochant de l’hypothèse de [Ng 2008].
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g1 = 0.1, g2 = 1, ĝ3 = 0.4
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Figure 4.8 – Rapport entre le débit obtenu avec le modèle complet, optimisé sur les
valeurs de t, P̄1, P̄
′
1,1 et P̄eq et le modèle simplifié avec t = 1/2. On a g1 = |h1|2, g2 = |h2|2
et ĝ3 = |h1|2 + |h3|2. On voit que dans les cas d’intérêt représentés sur la figure, l’impact
de la contrainte est faible à bas et fort SNR.
Si l’on considère t = 1/2, le problème est donc simplifié, et il est en pratique possible de
trouver les valeurs de P̄1, P̄
′
1,1 et P̄eq comme des racines de polynômes d’ordre supérieurs à
deux. Cette solution est donc utilisable mais ne permet pas d’exprimer de façon compacte
et simple l’allocation optimale des puissances et la capacité résultante. Nous proposons
donc d’étudier le problème à fort et bas SNR afin de faciliter la manipulation des fonctions
log(·), ce qui nous amène à énoncer la proposition suivante :
Proposition 4.2. La borne supérieure de la capacité du canal à relais half-duplex cohérent
gaussien général est bien approximée à haut SNR par la fonction suivante :
C ≤ 1
2
(
log
(
1 + |h1|2P̄tot
)
+ log
(
1 +
(|h1|2 + |h3|2)(|h1|2 + |h2|2)
|h1|2 + |h2|2 + |h3|2
P̄tot
))
(4.16)
La borne supérieure de la capacité du canal à relais half-duplex cohérent gaussien général
est bien approximée à bas SNR par la fonction suivante :
C ≤ 1
2
(
log
(
1 + 2
(|h1|2 + |h3|2)(|h1|2 + |h2|2)
|h1|2 + |h2|2 + |h3|2
P̄tot
))
(4.17)
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La répartition des puissances suivant les termes de l’équation (4.14) est :
P̄1 = P̄tot P̄
′
1,1 =
|h1|2 + |h3|2
|h1|2 + |h2|2 + |h3|2
P̄tot P̄eq =
|h2|2
|h1|2 + |h2|2 + |h3|2
P̄tot (4.18)
Dans le second cas, elle est égale à :
P̄1 = 2
|h1|2 + |h3|2
|h1|2 + |h2|2 + |h3|2
P̄tot P̄
′
1,1 = 0 P̄eq = 2
|h2|2
|h1|2 + |h2|2 + |h3|2
P̄tot (4.19)
Démonstration. À fort SNR, on considère log(1 + x) ≈ log(x), et l’on doit donc résoudre
le problème suivant :
min.
P̄1,P̄ ′1,1,P̄eq
−R
s.c. 2R ≤ log
(
(|h1|2 + |h2|2)P̄1
)
+ log
(
|h1|2P̄ ′1,1
)
2R ≤ log
(
|h1|2P̄1
)
+ log
(
|h1|2P̄ ′1,1 + (|h1|2 + |h3|2)P̄eq
)
2P̄tot = P̄1 + P̄
′
1,1 + P̄eq
En écrivant le lagrangien de ce problème, on obtient les dérivées partielles suivantes :
∂L
∂P1
= − 1
2P1
+ µ (4.20)
∂L
∂P ′1,1
= − λ1
P ′1,1
− λ2|h1|
2
|h1|2P ′1,1 + (|h1|2 + |h3|2)Peq
+ µ (4.21)
∂L
∂Peq
= − λ2(|h1|
2 + |h3|2)
|h1|2P ′1,1 + (|h1|2 + |h3|2)Peq
+ µ (4.22)
On a du lagrangien λ2 = 0 =⇒ µ = 0, ce qui est impossible. De plus, de par la seconde
dérivée partielle, λ1 = 0 =⇒ |h3|2 = 0. On peut donc en déduire qu’à l’optimum,
λ1 6= 0 et λ2 6= 0, ce qui signifie que les deux inégalités sont vérifiées avec égalité. En
conséquence, il est possible de résoudre ce problème dans le cas général par le système
d’équation suivant :
2λ2(|h1|2 + |h3|2)P1 = |h1|2P ′1,1 + (|h1|2 + |h3|2)Peq (4.23)
λ2|h3|2P ′1,1 = (
1
2
− λ2)
(
|h1|2P ′1,1 + (|h1|2 + |h3|2)Peq
)
(4.24)
(|h1|2 + |h2|2)P ′1,1 = |h1|2P ′1,1 + (|h1|2 + |h3|2)Peq (4.25)
P1 + P
′
1,1 + Peq = 2Ptot (4.26)
On peut éliminer le terme en λ2 en combinant les deux premières équations. On obtient
alors la relation P1 = P
′
1,1 + Peq, ce qui implique P1 = Ptot. La troisième équation permet
au final de répartir la puissance entre P ′1,1 et Peq. La répartition de puissance au final est
donc de :
P̄1 = P̄tot P̄
′
1,1 =
|h1|2 + |h3|2
|h1|2 + |h2|2 + |h3|2
P̄tot P̄eq =
|h2|2
|h1|2 + |h2|2 + |h3|2
P̄tot (4.27)
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A bas SNR, on peut écrire log(1 + x) ≈ x et on obtient l’équation :
(|h1|2 + |h2|2)P̄1 + |h1|2P̄ ′1,1 = |h1|2P̄1 + |h1|2P̄ ′1,1 + (|h1|2 + |h3|2)P̄eq (4.28)
On obtient donc une relation (|h3|2 + |h1|2)P̄eq = |h2|2P̄1. Comme on peut de plus, en
l’absence de contraintes supplémentaires, fixer arbitrairement P ′1,1, le partage optimal de
puissance à faible SNR se réduit à :
P̄1 = 2
|h1|2 + |h3|2
|h1|2 + |h2|2 + |h3|2
P̄tot P̄
′
1,1 = 0 P̄eq = 2
|h2|2
|h1|2 + |h2|2 + |h3|2
P̄tot (4.29)
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Figure 4.9 – Débit relatif obtenu avec l’allocation de puissance de la proposition 4.2 et
le modèle général. Les valeurs de g1, g2 et g3 utilisées sont les mêmes que celle de la figure
4.8a.
La figure 4.9 compare les performances de l’allocation proposée avec une optimisation
numérique des puissances de transmission. La figure combine à la fois la contrainte t = 1/2
et les allocations asymptotiques de la proposition 4.2. À bas et haut SNR, les approxi-
mations sont très proches des performances maximales. À moyen SNR, sur une plage de
quelques décibels, la dégradation induite par la transition entre les approximations est
assez conséquente et provoque une perte de performance de l’ordre de 10% suivant les co-
efficients de canaux considérés. On peut noter cette fois-ci que contrairement aux figures
4.8a et 4.8b, le canal asymétrique subit le moins de pertes de performances.
Pour le cas du decode-and-forward, on procède de la même manière pour la résolution
pour obtenir la proposition suivante, les performances relatives de l’allocation proposée
étant retranscrites sur la figure 4.10.
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Proposition 4.3. On suppose |h1|2 < |h2|2. La borne inférieure de la capacité du ca-
nal à relais half-duplex cohérent gaussien pour un protocole decode-and-forward est bien
approximée à haut SNR par la fonction suivante :
C ≤ 1
2
(
log
(
1 + |h1|2P̄tot
)
+ log
(
1 +
(|h1|2 + |h3|2)|h2|2
|h2|2 + |h3|2
P̄tot
))
(4.30)
La borne inférieure de la capacité du canal à relais half-duplex cohérent gaussien pour un
protocole decode-and-forward est bien approximée à bas SNR par la fonction suivante :
C ≤ 1
2
(
log
(
1 + 2
(|h1|2 + |h3|2)|h2|2
|h2|2 + |h3|2
P̄tot
))
(4.31)
La répartition des puissances suivant les termes de l’équation (4.15) est :
P̄1 = P̄tot P̄
′
1,1 =
|h1|2 + |h3|2
|h2|2 + |h3|2
P̄tot P̄eq =
|h2|2 − |h1|2
|h2|2 + |h3|2
P̄tot (4.32)
Dans le second cas, elle est égale à :
P̄1 = 2
|h1|2 + |h3|2
|h2|2 + |h3|2
P̄tot P̄
′
1,1 = 0 P̄eq = 2
|h2|2 − |h1|2
|h2|2 + |h3|2
P̄tot (4.33)
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Figure 4.10 – Débit relatif obtenu avec l’allocation de puissance de la proposition 4.3 et
le modèle général, pour le protocole decode-and-forward.
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4.4 Conclusion
Dans ce chapitre, nous nous sommes intéressés à la performance des canaux à relais sous
une contrainte de puissance rayonnée globale. Ce problème nous intéressait a priori dans
le cadre des BANs, où la réduction de la puissance émise a non seulement un intérêt vu la
proximité entre le corps et les équipements, mais également pour éviter les interférences
entre deux BANs portés par deux individus colocalisés.
Nous avons proposé une transformation permettant d’exprimer les problèmes d’allo-
cation de puissance dans les canaux à relais cohérents sous la forme d’un canal équivalent
mais non cohérent, possédant une source virtuelle qui intègre la coopération entre la source
et le relais. Cela nous permet, dans le cas du full-duplex, d’exprimer la borne inférieure
decode-and-foward et la borne supérieure sous la forme d’une expression en forme analy-
tique en fonction de la puissance totale allouée aux noeuds. Dans le cas du canal à relais
half-duplex, il est possible d’effectuer la même transformation du cas cohérent vers un canal
équivalent mais non cohérent. Cependant, il n’est pas possible d’obtenir une forme simple
pour l’allocation de puissance et la valeur des bornes de capacité. Nous avons donc recours
à une série d’approximation à haut et bas SNR, qui nous permettent d’obtenir des expres-
sions simples pour les allocations de puissance et les valeurs des bornes résultantes. Ces
approximations combinées permettent de manipuler les modèles half-duplex de manière
similaire aux modèles full-duplex, avec une dégradation à moyen SNR – aux alentours de
10 dB – de l’ordre de 10% pour des valeurs particulières d’affaiblissement entre chaque
noeud du réseau. Comme nous le verrons plus en avant dans ce manuscrit, ces résultats en
forme analytique permettent d’identifier un critère idéal de choix de relais dans les réseaux
opportunistes full-duplex et half-duplex.
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Chapitre 5
Capacité des canaux à accès
multiples coopératifs
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Dans ce chapitre, nous étendons l’étude des canaux à relais vers un cas plus pratique
où le relais possède lui aussi une information propre. Nous nous retrouvons donc dans
un réseau possédant 2 sources et une destination, les sources étant capables de coopérer
entre elles afin d’améliorer potentiellement leurs performances. A priori, ces modes de
coopération rendent plus homogènes les performances de chaque source ; en effet, il va être
possible d’utiliser les ressources d’un noeud possédant un excellent canal vers la destination
pour relayer l’information d’un noeud possédant lui un mauvais canal, en respectant un
certain nombre de contraintes.
Nous considérons en particulier que les noeuds sont capables de prédire ou de connâıtre
les états des canaux, comme dans la section précédente. Nous concentrons notre étude sur
deux points particuliers :
— Le réseau est soumis à une contrainte de débit mininal à atteindre homogène sur
l’ensemble des noeuds sources.
— La puissance globale utilisée par les noeuds est limitée, mais peut être arbitraire-
ment répartie entre les différentes sources.
Nous considérons donc le débit commun atteignable par l’ensemble des sources au lieu de
la somme des débits des sources communément traitée. Les applications pratiques autour
des BANs ne cherchent en effet pas un débit total optimal, mais plutôt un débit faible et
homogène entre les différents noeuds. L’expression du problème sous cette forme permet
donc à la fois de quantifier la capacité commune maximale pour un état du réseau et une
quantité d’énergie disponible, ou inversement l’énergie minimale rayonnée pour assurer la
communication à un débit fixé.
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5.1 Introduction
Dans le chapitre 2, nous avons introduit le canal à accès multiples, composé de deux
sources ou plus cherchant chacune à communiquer avec un noeud destination. Ce canal
a été mentionné par Shannon dans [Shannon 1961], sans donner de résultats précis de
capacité. La première caractérisation de la région de capacité provient de van der Meulen
[Van Der Meulen 1971a], puis de [Ahlswede 1973] qui a fourni la borne supérieure en forme
simple telle que donnée dans le chapitre 2. La borne inférieure a été prouvée par Slepian
et Wolf [Slepian 1973], ainsi que par Cover et El Gamal [Cover 1980] et Han et Kobayashi
[Han 1981]. La combinaison de tous ces résultats fait que le canal à accès multiples est
un des seuls modèles de canaux, autres que le canal simple de Shannon, dont on sait
caractériser exactement la capacité. Plus récemment, Hanly et Tse [Hanly 1998] ont étudié
le canal à accès multiples avec un nombre arbitraire de sources, et ont montré que la région
de capacité est atteignable en tout point selon un schéma bien choisi de décodage par
annulation successive et de partage de temps.
Dans ce chapitre, nous étudions une extension du canal à accès multiples simple. Le
CAMC est un canal à accès multiples dans lequel les noeuds sources sont capables de
recevoir de l’information, et par conséquent de coopérer entre eux. Le cas non coopératif
du paragraphe précédent donne une borne inférieure de la capacité du CAMC. Le CAMC
peut être considéré comme un cas spécifique du canal à accès multiples, en anglais Multiple
Access Channel (MAC) avec canal de retour généralisé. Les études initiales du canal à accès
multiples avec retour proviennent de [Cover 1981], [Willems 1982], [Willems 1985], ainsi
que [Ozarow 1984]. Ces deux dernières publications caractérisent la borne supérieure de
la région de capacité et fournissent des régions atteignables dans le cas full-duplex. Une
version simplifiée du CAMC où les sources disposent entre elles d’un canal sans erreur
de capacité fixée a été étudiée dans [Willems 1983] dans le cas général, puis dans le cas
gaussien par [Bross 2008].
Au début des années 2000, comme pour le canal à relais, l’intérêt pour le canal à accès
multiples coopératif a fortement augmenté. La forme moderne du CAMC a été introduite
par Laneman dans sa thèse [Laneman 2002], où il fournit également une version simpli-
fiée du protocole decode-and-forward utilisé par Willems dans [Willems 1982], limitant ce
résultat à deux sources. Bien qu’il donne l’expression analytique des bornes de la région
atteignable dans le cas AWGN, il ne fournit pas de partage optimal de puissance. Sendo-
naris a fourni une étude très complète d’un protocole full-duplex implémentable à l’aide
d’une séparation en codes des deux sources dans [Sendonaris 2003a, Sendonaris 2003b].
Contrairement à [Laneman 2002], son protocole se base sur la superposition de 3 dic-
tionnaires de mots codes, les sources divisant leur message original en deux parties ; une
première partie est envoyée directement à la destination, et la seconde est destinée à être
relayée par la seconde source. Le troisième dictionnaire correspond dans ce protocole au re-
layage pour chaque noeud source de l’information reçue par le biais du message coopératif.
Ce protocole est à rapprocher du partial decode-and-forward présenté en particulier dans
[El Gamal 2011, Th.16.3] pour le canal à relais. Sendonaris et al. fournissent dans ce cas
une analyse numérique de la probabilité de coupure de la capacité pour le débit commun
atteignable par chaque source, sous hyptohèse d’évanouissements de Rayleigh dans le cas
restreint où tous les canaux ont un affaiblissement moyen égal. Le protocole présenté dans
[Sendonaris 2003a] a été repris dans [Mesbah 2008] pour un canal AWGN tel qu’étudié
dans ce chapitre. Les auteurs ont fourni une expression de la division en puissance des 3
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dictionnaires de mots codes pour un débit ciblé R∗ sur un seul noeud source en particulier
et en considérant une contrainte de puissance à chaque noeud. Kaya et Ulukus [Kaya 2007]
ont étudié le problème de maximisation de la somme des débits des sources sur ce même
protocole avec toujours une contrainte de puissance fixée sur chacune des sources. Ils ex-
priment le problème sous la forme d’un problème d’optimisation convexe et montrent en
particulier que la solution optimale prend la forme d’un water-filling basé sur les états des
différents canaux.
Parmi les travaux liés au CAMC ces dernières années, on peut citer ceux de Host-
Madsen sur la coopération de sources et de destinations dans un canal à interférences, dans
le cas AWGN [Host-Madsen 2006]. Une borne inférieure de type compress-and-forward a
été fournie par Ong et Motani dans [Ong 2006], où ils étudient le CAMC dans le cas où
l’information des sources est corrélée – mais l’étude peut s’étendre au cas non corrélé.
Une extension de la borne inférieure decode-and-forward pour les CAMC à 3 sources a
été étudiée dans [Edemen 2008]. Un protocole similaire à celui de Sendonaris et al. a
également été proposé dans [Bakim 2010], où cette fois le partage de ressources s’effectue
non pas à travers des codes CDMA orthogonaux comme dans [Sendonaris 2003b] mais
par une répartition de sous-porteuses de type OFDMA. Les auteurs fournissent dans ce
cas une application numérique des performances de cette approche en supposant que les
noeuds sont capables d’évaluer à chaque transmission la répartition optimale de puissance à
travers toutes les sous-porteuses. Récemment, Tandon et Ulukus [Tandon 2011] ont fourni
une borne supérieure de la capacité du CAMC plus stricte que celle provenant du théorème
de flot maximum (Th.2.2). Leur méthode borne le degré de coopération possible entre les
sources, ajoutant ainsi une contrainte supplémentaire à la région de capacité atteignable.
Bien que nous ne traitions pas directement de méthodes d’application réaliste des pro-
tocoles decode-and-forward dans ce manuscrit, il est intéressant de considérer dans cette
bibliographie les possibilités offertes par cette approche dans les réseaux modernes. Après
les travaux de Sendonaris, un grand nombre de publications se sont attachées à décrire et
à évaluer les performances de protocoles de type decode-and-forward dans les CAMC, en
utilisant des méthodes de codage et de décodage existantes pour les réseaux point à point.
Ces méthodes sont directement applicables et bénéficient des avancées de la recherche au-
tour des communications point-à-point – certains codes modernes s’approchant fortement
de la capacité prédite par Shannon. L’évaluation des performances de ces protocoles se
base sur une probabilité d’erreur bit, ou une probabilité de coupure théorique de la capa-
cité, pour repérer à chaque étape de la transmission la probabilité d’échec et donner ainsi
une borne supérieure de la probabilité d’erreur de bout-en-bout. Hunter a ainsi procédé
dans sa thèse [Hunter 2004] où il considère cette fois un CAMC half-duplex partagé en
temps et évalue les performances en terme de taux d’erreur bit. Il y présente également
une implémentation utilisant des turbo-codes. Une étude plus récente sur un protocole
mettant en oeuvre la coopération à l’aide de turbo-codes a été traitée dans [Tan 2010].
En parallèle, une étude similaire utilisant des codes convolutifs a été menée par Stefa-
nov et Ekrip [Stefanov 2004]. Hunter a étendu ses résultats en prenant une approche plus
générale utilisant la capacité de coupure dans [Hunter 2006], et [Chatzigeorgiou 2011] a
étendu cette étude de la capacité de coupure pour les protocoles decode-and-forward dans
les CAMC à plus de 2 sources. Plus récemment, l’application de codes Low Density Parity
Check (LDPC) au modèles de type CAMC a attiré l’attention de plusieurs chercheurs. On
trouve par exemple une utilisation du code LDPC provenant de la norme WiMax dans
[Chebli 2009]. Plusieurs travaux portent sur l’utilisation de méthodes générales de codage
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réseau, en lieu et place de méthodes existantes pour les systèmes point-à-point. En particu-
lier, une analyse de la capacité de coupure du CAMC en codage réseau a été effectuée dans
[Yu 2007], [Woldegebreal 2008], [Wu 2009]. D’autres méthodes utilisent plusieurs niveaux
de modulation pour implémenter la coopération entre les sources [Ishii 2009], ainsi que
dans [Hu 2011]. Enfin, Nokebly et Aazhang [Nokebly 2012] ont décrit la mise en oeuvre
d’un protocole de type compute-and-forward [Nazer 2011] utilisant les propriétés théo-
riques des codes en treillis pour supporter la coopération dans un CAMC à 2 ou plusieurs
sources.
Si l’on considère des noeuds radio et un partage en temps, on obtient un schéma de
CAMC half-duplex. Soumis à la même borne supérieure générique de [Khojastepour 2003a],
l’étude du cas AWGN a été menée pour le protocole de [Sendonaris 2003a] dans
[Mesbah 2008] où les auteurs étendent leurs résultats sur le cas full-duplex en exprimant la
région de capacité atteignable sous la forme d’un problème d’optimisation quasi convexe
– nécessitant donc des étapes supplémentaires de bissection par rapport à un problème
d’optimisation purement convexe comme nous le présentons dans ce chapitre. Dans leurs
récents travaux, Al Haija et Vu [Al Haija 2011] [Al Haija 2012b] fournissent une borne
supérieure théorique plus stricte que celle, générale, proposée par Khojastepour et al.,
ainsi qu’une borne inférieure utilisant un protocole decode-and-forward adapté au half-
duplex. En effet, dans leur modèle, on peut voir que contrairement au cas full-duplex, il
n’est pas nécessaire d’employer les techniques de codage superposé de Cover et El Gamal
[Cover 1979] afin de concevoir un protocole decode-and-forward, car les noeuds n’émettent
pas d’information coopérative et d’information personnelle de manière simultanée. Cepen-
dant, leur supposition nécessite un temps de parole commun entre tous les noeuds, ce
temps de parole étant situé après un tour d’émission de la part de chacune des sources
présentes dans le réseau. En l’absence de ce temps de parole commun, un codage super-
posé (dit Block-Markov) est de nouveau nécessaire, et nous proposons dans ce chapitre une
borne atteignable pour ce cas précis. Un exemple de ces protocoles sans slot coopératif
peut être trouvé dans [Xiao 2007], où les auteurs ont proposé un schéma de codage et
de décodage par fenêtre glissante avec deux sources coopératives, et ont fourni, par une
recherche exhaustive, quelques méthodes de codage optimisées pour leur modèle. Al Haija
et Vu proposent dans [Al Haija 2012a] une allocation de puissance optimale en AWGN,
maximisant la somme des débits des sources en se basant sur leur propre protocole dé-
crit dans [Al Haija 2012b], les noeuds étant chacun soumis à une contrainte de puissance
locale.
Dans ce chapitre, nous faisons une étude générale du CAMC à 2 sources sous l’hypothèse
que les noeuds sont capables de connâıtre à chaque instant l’affaiblissement sur les liens
du réseau. Nous utilisons donc comme métrique principale la capacité de Shannon. Par
rapport à la littérature existante, nous présentons le concept de débit commun atteignable
par les 2 sources et nous optimisons ce débit commun plutôt que la somme des débits de
chaque source. Cette notion rejoint la capacité symétrique traitée par Liang et al. pour des
canaux à évanouissements sans connaissance de l’état du canal aux émetteurs [Liang 2006],
mais revient également à maximiser le plus faible débit du réseau – voir [Jindal 2003], où les
auteurs traitent le cas d’un canal de diffusion toujours sous hypothèses d’évanouissements
sans connaissance du canal.
Notre but est donc de comparer différentes approches coopératives dans les CAMC
par rapport à une métrique de capacité. Pour ce faire, nous choisissons de soumettre
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les sources à une contrainte de puissance globale et non spécifique à chaque noeud, afin
de comparer réellement les gains en capacité dans un réseau coopératif pour une même
puissance rayonnée. En combinant à la fois le débit commun atteignable et la contrainte
de puissance globale, nous visons à obtenir pour chaque méthode de coopération une
expression de la forme R = f(Ptot), où Ptot est la puissance totale allouée aux noeuds pour
atteindre une capacité commune R, nous permettant ainsi une comparaison équitable avec
les systèmes à une source ou ceux sans coopération. À l’inverse, cette approche permet de
minimiser l’énergie totale rayonnée pour atteindre un seuil de capacité R∗ fixé a priori.
Après une courte présentation du modèle de canal utilisé, de la forme des régions attei-
gnables dans des réseaux à plusieurs sources et de l’effet de la contrainte de débit commun
atteignable, nous traitons successivement les CAMC full-duplex et half-duplex :
— Pour le full-duplex, nous analysons les bornes existantes de la littérature à l’aune
du débit commun atteignable sous une contrainte de puissance globale. En plus
des bornes existantes, nous dérivons des résultats de [Laneman 2002] une borne
inférieure decode-and-forward dans le cas où la communication cohérente est im-
possible. Nous proposons également une approche basée sur les noeuds virtuels
introduits dans le chapitre 4 pour les CAMC, qui nous permet d’obtenir la borne
supérieure de [Tandon 2011] d’une manière alternative. Nous exprimons ensuite
chacune de ces bornes sous la forme d’un problème d’optimisation convexe, que
nous résolvons analytiquement pour deux cas d’intérêt ; tout d’abord l’allocation
de puissance maximisant la capacité symétrique sous une puissance globale fixée,
puis la puissance minimale nécessaire et son allocation pour une contrainte de ca-
pacité à chaque noeud.
— Dans le cas du half-duplex, nous proposons tout d’abord un protocole decode-and-
forward bornant les performances des approches similaires à celles de [Xiao 2007]
dans le cas où les noeuds n’ont pas de temps de parole commun. Nous proposons
ensuite, pour les applications AWGN, une approche permettant de ramener les
problèmes d’allocations de temps de parole et de puissance dans ces modèles de
canaux à un problème d’optimisation convexe, nous permettant de calculer numé-
riquement la région atteignable de manière efficace. Nous comparons ensuite les
performances du protocole présenté avec celui de [Al Haija 2012b], une superposi-
tion de canaux à relais, ainsi qu’avec des cas non coopératifs de partage de temps
ou d’accès simultanés.
5.2 Modèle de canal et analyse générale des régions de ca-
pacité
Nous considérons dans ce chapitre un CAMC à deux sources, dont la représentation
en full-duplex est présentée sur la figure 5.1. Il s’agit du modèle étudié en particulier
dans [Laneman 2002, Sendonaris 2003a, Ong 2006]. Dans le cas général, chaque noeud
dispose d’une variable d’émission Xi et de réception Yi, et le canal est représenté par une
distribution de probabilité spécifique entre les symboles émis et reçus pour chaque noeud.
Le CAMC full-duplex est donc défini de la manière suivante, pour un nombre arbitraire
de sources.
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Définition 5.1 (CAMC full-duplex). Un canal à accès multiples coopératifs sans mé-
moire à n sources est défini par un ensemble d’alphabets {X1, · · · ,Xn} associés aux va-
riables d’émission des noeuds 1 à n, et {Y1, · · · ,Yn,YD} associés aux variables de ré-
ception des noeuds 1 à n et de la destination, ainsi que d’une probabilité de transition
p(y1, · · · , yn, yD|x1, · · · , xn) représentant le canal de communication.
1
X1Y1
2
X2Y2
DYD
Figure 5.1 – Canal à accès multiple coopératif full-duplex général.
Dans le cas du CAMC half-duplex, il faut étendre la définition précédente pour prendre
en compte les états de transmissions ou réceptions des noeuds. Différents modes de fonc-
tionnement du réseau sont alors possibles, et nous choisissons dans ce chapitre de les traiter
séparément. Le premier est représenté sur la figure 5.2, et comprend un temps de parole
pour chaque source, ainsi qu’un troisième temps où les deux sources ne s’écoutent plus
et transmettent vers la destination de manière coordonnée. Ce modèle est celui considéré
dans [Al Haija 2012b].
1
X1Y1
2
X2Y2
DYD
(a) Slot noeud 1
1
X1Y1
2
X2Y2
DYD
(b) Slot noeud 2
1
X1Y1
2
X2Y2
DYD
(c) Slot de coopération
Figure 5.2 – Canal à accès multiples coopératif half-duplex, modèle 1
Le second modèle ne considère pas de slot coopératif entre les noeuds. Comme on le
verra par la suite, l’absence d’émission simultanée réduit les performances potentielles du
système, une grosse partie du gain des CAMC provenant de la combinaison des signaux de
chaque noeud. Néanmoins, les arguments de la section 4 restent valable ; le gain maximal
de la coopération nécessite une synchronisation importante entre les deux noeuds, tant au
niveau de la formation des dictionnaires de codage qu’au niveau de l’émission synchronisée
des ondes pour obtenir une superposition parfaite en réception. Ce modèle est représenté
sur la figure 5.3, et il généralise le mode de fonctionnement présenté dans [Xiao 2007].
Définition 5.2 (CAMC half-duplex). Un canal à accès multiples coopératifs sans mé-
moire à n sources est défini par un ensemble d’alphabets {X1, · · · ,Xn} associés aux va-
riables d’émission des noeuds 1 à n, et {Y1, · · · ,Yn,YD} associés aux variables de ré-
ception des noeuds 1 à n et de la destination, ainsi que d’une probabilité de transition
p(y1, · · · , yn, yD|x1, · · · , xn) représentant le canal de communication. La probabilité de
transition du canal se décompose à chaque utilisation du canal suivant que les noeuds re-
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1
X1Y1
2
X2Y2
DYD
(a) Slot noeud 1
1
X1Y1
2
X2Y2
DYD
(b) Slot noeud 2
Figure 5.3 – Canal à accès multiples coopératif half-duplex, modèle 2
çoivent ou envoient de l’information pour cette utilisation. Si l’on note L ⊂ {1, · · · , n} l’en-
semble des noeuds en écoute sur une utilisation du canal, et S ⊂ {1, · · · , n} l’ensemble des
noeuds en émission, on aura à chaque utilisation du canal p(y1, · · · , yn, yD|x1, · · · , xn) =
p(yL, yD|xS) de telle sorte que pour tout i ∈ {1, · · · , n}, on a yi ∈ yL =⇒ xi /∈ xS .
La forme et le nombre M de distribution p(yL, yD|xS) possibles identifient le modèle
de canal concerné. Si l’on numérote chaque distribution p(yL, yD|xS) par un indice j ∈
{1, · · · ,M}, nj le nombre d’utilisation du canal avec cette distribution et N le nombre
total d’utilisations du canal, on peut dériver la fraction du temps passé dans le mode j par
tj = nj/N suivant le modèle du théorème 4.1.
En conséquence, on peut écrire les deux modèles de fonctionnement traités dans ce
chapitre comme suit :
— Modèle 1 à deux sources :
(X1,X2, {p(y2, yD|x1), p(y1, yD|x2), p(yD|x1, x2)} ,Y1,Y2,YD)
— Modèle 2 à deux sources :
(X1,X2, {p(y2, yD|x1), p(y1, yD|x2)} ,Y1,Y2,YD)
Ces définitions s’appliquent en particulier à un modèle de canal AWGN tel que considéré
dans le chapitre 4 pour les canaux à relais. Nous considérons donc un affaiblissement
statique sur chacun des liens et un ajout de bruit blanc à la réception de chacun des
noeuds. En reprenant les notations des exemples précédents, on a donc par exemple pour
le CAMC full-duplex les relations suivantes entre les variables d’émission et de réception
sur chacun des noeuds :
Y1 = h3X2 + Z1 (5.1a)
Y2 = h3X1 + Z2 (5.1b)
YD = h1X1 + h2X2 + ZD (5.1c)
Dans le cas half-duplex, ces équations sont étendues en différenciant les symboles entre
les différents slots, X
(j)
i représentant donc le symbole émis par la source i dans le slot j.
Pour le modèle 1 du CAMC half-duplex (Fig.5.2), on a donc :
Y
(1)
2 = h3X
(1)
1 + Z2 (5.2a)
Y
(2)
1 = h3X
(2)
2 + Z1 (5.2b)
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Y
(1)
D = h1X
(1)
1 + ZD (5.2c)
Y
(2)
D = h2X
(2)
2 + ZD (5.2d)
Y
(3)
D = h1X
(3)
1 + h2X
(3)
2 + ZD (5.2e)
On peut déduire les expressions équivalentes pour le modèle 2 à partir de cette formulation.
On voit sur ces deux groupes d’équations que l’affaiblissement entre les noeuds sources est
supposé symétrique. On suppose que chaque noeud source i émet à une puissance P
(j)
i dans
le slot j. En pratique, afin de simplifier les expressions des régions de débits atteignables,
nous procédons aux simplifications suivantes :
— Toutes les variables de bruit suivent une distribution gaussienne complexe de
variance N0.
— Les puissances sont normalisées par rapport au rapport signal sur bruit équivalent
du lien intersource : P̄
(j)
i = |h3|2P
(j)
i /N0. Cette transformation nous permet d’ex-
primer la qualité des liens entre les sources et la destination de manière relative à la
qualité du lien entre les sources. On notera donc `1 = |h1|2/|h3|2 et `2 = |h2|2/|h3|2.
1
+
+
2
1
1
N (0, N0)
N (0, N0)
D+
N (0, N0)
`1
`2
Figure 5.4 – Modèle du canal à accès multiples coopératifs gaussien.
5.2.1 Forme de la région de capacité
Les résultats généraux sur les régions atteignables de capacité s’expriment toujours
sous la forme de contraintes appliquées à un vecteur de débits atteignables par chaque
noeud R = {R1, · · · , Rn}. La région atteignable est donc définie comme un ensemble de
vecteurs vérifiant un groupe d’inégalités sur une combinaison linéaire des débits de chaque
noeud :
R1 ≤ g1(x)
· · ·
Rn ≤ gi(x)
· · ·
R1 + · · ·+Ri ≤ gk(x)
· · ·
Le paramètre x correspondra, dans nos applications, à une allocation de puissance et
de temps de parole pour les différents modes de fonctionnement du réseau au sens du
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5.2. Modèle de canal et analyse générale des régions de capacité 85
théorème 4.1. Nous parlerons donc de x comme une allocation de ressources. Pour un
jeu de paramètres x, la région atteignable est délimitée par des fonctions linéaires du
vecteur de débits R(x), ainsi que la contrainte implicite Ri ≥ 0 ∀i ∈ {1, · · · , n}. La
forme géométrique de la région pour n = 2 est représentée sur la figure 5.5.
R2
R1
R2 ≤ · · ·
R1 ≤ · · ·
R1 +R2 ≤ · · ·
Figure 5.5 – Forme de la région atteignable de débit pour n = 2 sources
Comme nous avons un ensemble d’allocations de puissance – qui se traduisent par
un ensemble de valeurs possibles de x – la région de capacité est en fait la fermeture
convexe de l’union des régions atteignables avec chaque vecteur x. Si chacune des régions
atteignables pour un x fixé est convexe, alors on peut montrer le résultat suivant qui suit
les démonstrations de convexité pour le canal à accès multiples [El Gamal 2011, Prop.4.1]
[Cover 2006].
Proposition 5.1 (Fermeture convexe des régions de capacité atteignable). Soit un canal
arbitraire à n sources et sa région de capacité atteignable pour un vecteur d’allocation de
ressources x, définie comme un vecteur de débits atteignable pour chaque noeud R(x) =
{(R1(x), · · · , Rn(x))}. Si tous les points sur la fermeture convexe de chaque ensemble
R(x) sont atteignables pour un vecteur x fixé, alors l’ensemble des vecteurs de débits à
l’intérieur de la fermeture convexe est atteignable. En particulier, si les ensembles R(x)
sont convexes, la propriété est vérifiée.
Démonstration. Soit x1 et x2 deux vecteurs arbitraires d’allocation de puissance, etR1(x1)
et R2(x2) les régions atteignables de capacité associées. Soient R1 = (R1,1, · · · , R1,n) ∈
R1(x1) et R2 = (R2,1, · · · , R2,n) ∈ R2(x2) deux vecteurs de débit atteignable des régions
R1(x1) et R2(x2) respectivement. Alors pour tout δ ∈ [0, 1] le vecteur R∗ = (δR1,1 +
(1 − δ)R2,1, · · · , δR1,n + (1 − δ)R2,n) est atteignable en utilisant un partage de temps de
paramètre δ entre les deux allocations de ressources x1 et x2. En conséquence, tous les
points de la fermeture convexe des ensembles R(x) sont atteignables, par définition de
la fermeture convexe. Par partage de temps complémentaire avec le point R0 = 0Rn les
points dans l’intérieur de la fermeture convexe sont donc atteignables.
La figure 5.6 montre la forme de la fermeture convexe des régions atteignables. L’en-
semble des débits atteignables sur toutes les allocations de ressources possibles est donc
assez complexe à caractériser analytiquement, puisqu’elle provient de la fermeture convexe
d’un nombre possiblement infini d’ensembles. Il est néanmoins possible de la tracer, voir
de l’approximer à partir d’un nombre restreint de points atteignables.
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Fermeture convexe
Figure 5.6 – Exemple de la fermeture convexe de régions atteignables pour différentes
valeurs d’allocation de ressources
5.2.2 Capacité commune minimale
Dans les modèles à plusieurs noeuds sources, il est également difficile d’évaluer le mérite
entre deux vecteurs de débits atteignables. En effet, la plupart des résultats impliquent
un compromis entre les débits de chaque noeud, et il n’y a donc que rarement une région
de capacité atteignable R(x) qui soit unilatéralement meilleure que toutes les autres. En
conséquence et en accord avec des réseaux de faible taille qui ont de fortes contraintes en
termes de débit minimal, on sera donc plus intéressé par le débit maximal R atteignable
par tous les noeuds, plutôt que la région générale. On cherche donc R maximal tel que
R ·1Rn ∈ R(x). Ce point correspond à l’intersection entre la fermeture convexe des régions
atteignables avec la demi droite partant de l’origine et vérifiant R1 = R2 = · · · = Rn. On
représente le cas à 2 sources sur la figure 5.7.
R2
R1
R1 = R2
R
R
Figure 5.7 – Intersection d’une région atteignable avec la demi-droite R1 = R2
Cette formalisation est intéressante d’un point de vue conceptuel parce qu’elle permet
de réduire le nombre de variables de débit à analyser de n à 1. De plus, les résultats obtenus
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peuvent être directement comparés à leurs équivalents dans les approches mono-sources – le
canal de Shannon ou les canaux à relais par exemple. Potentiellement, l’ensemble des outils
classiques d’analyse de la théorie de l’information à une seule source pourrait s’appliquer à
ce modèle. Il est également aussi possible de l’étendre aux autres demi-droites partant de
l’origine. Pour tout vecteur δ = (δ1, · · · , δn) |δi| < 1 ∀i ∈ {1, · · · , n} tel que
∑n
i=1 δi =
0, on peut chercher la valeur maximale de R telle que ((1 + δ1)R, · · · , (1 + δn)R) ∈ R.
Cette solution est plus complexe à dériver analytiquement, mais simple à tracer et permet
entre autres de représenter aisément une approximation de la fermeture convexe des régions
atteignables.
5.3 Canal à accès multiples coopératif full-duplex
Bien qu’il ne soit pas complètement représentatif du comportement des canaux radios,
l’étude du cas full-duplex nous permet dans un premier temps de dériver un certain nombre
de résultats analytiques et de valider nos hypothèses quant au comportement du CAMC.
Le modèle half-duplex en partage de temps est en effet beaucoup plus complexe et difficile
à manipuler, comme on a pu le voir pour les canaux à relais dans le chapitre 4. Nous nous
concentrons donc dans cette partie sur les bornes de capacité de la littérature pour des
protocoles decode-and-forward, tirées des résultats de [Cover 1981, Laneman 2002] et que
l’on peut retrouver dans [El Gamal 2011].
5.3.1 CAMC non cohérent
L’application du théorème 2.2 au modèle de canal présenté sur la figure 5.1 permet d’ob-
tenir l’expression générale de la borne supérieure sous la forme suivante [Laneman 2002,
Sec.4.2] :
R1 ≤ I(X1;Y2, YD|X2) (5.3a)
R2 ≤ I(X2;Y1, YD|X1) (5.3b)
R1 +R2 ≤ I(X1, X2;YD) (5.3c)
Laneman donne également l’application de cette borne à un canal AWGN similaire au
notre [Laneman 2002, Eq.4.10–12]. Dans le cas non cohérent, en remplaçant ρ = 0 dans
l’expression de Laneman, nous obtenons la borne supérieure de la région de capacité pour
le CAMC non cohérent :
R1 ≤ log
(
1 + (1 + `1)P̄1
)
(5.4a)
R2 ≤ log
(
1 + (1 + `2)P̄2
)
(5.4b)
R1 +R2 ≤ log
(
1 + `1P̄1 + `2P̄2
)
(5.4c)
Une borne inférieure immédiate pour la capacité des CAMC est donnée par le canal à
accès multiples non coopératif (Th.2.3), qui représente la référence sur laquelle le gain de
coopération va pouvoir être jugé. Par application du théorème au canal AWGN, on obtient
l’expression suivante pour la borne inférieure non-coopérative, très proche de l’expression
(5.4) :
R1 ≤ log
(
1 + `1P̄1
)
(5.5a)
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R2 ≤ log
(
1 + `2P̄2
)
(5.5b)
R1 +R2 ≤ log
(
1 + `1P̄1 + `2P̄2
)
(5.5c)
Il n’existe pas de borne inférieure decode-and-forward non cohérente dans la littérature,
mais nous présentons ici une adaptation de la borne cohérente proposée par Laneman
[Laneman 2002, Sec.4.3.2] où nous forçons les alphabets à être indépendants :
Proposition 5.2 (Borne inférieure decode-and-forward non cohérente pour le CAMC
full-duplex). Pour un CAMC full-duplex (X1,X2, p(y1, y2, yD|x1, x2),Y1,Y2,YD) au sens
de la définition 5.1, la région atteignable à l’aide d’un protocole decode-and-forward non-
cohérent est donnée par l’ensemble des débits (R1, R2) vérifiant
R1 ≤ I(X1;Y2|U1) (5.6a)
R2 ≤ I(X2;Y1|U2) (5.6b)
R1 +R2 ≤ I(X1, X2;YD) (5.6c)
pour une distribution de symboles sources se décomposant sous la forme
p(u1)p(u2)p(x1|u1)p(x2|u2) sur l’ensemble de définition de (U1, U2, X1, X2).
Démonstration. La borne inférieure de Laneman s’écrit
R1 ≤ I(X1;Y2|U)
R2 ≤ I(X2;Y1|U)
R1 +R2 ≤ I(X1, X2;YD)
pour une distribution de symboles sources p(u)p(x1, x2|u). Comme nous voulons générer
les symboles de manière indépendante, nous pouvons séparer la variable auxiliaire U en
deux variables indépendantes U1 et U2. En supposant de plus X1|U1 indépendant de U2 et
X2|U2 indépendant de U1, nous obtenons la région de cette proposition. Il est également
possible de prouver ce résultat en reconstruisant complètement une méthode de codage
non cohérente, par encodage block-Markov irrégulier et décodage direct.
L’application de cette proposition à un canal AWGN se construit de la manière sui-
vante. Nous choisissons (U1, U2, V1, V2) des variables aléatoires indépendantes gaussiennes,
centrées en 0 de variance 1. V1 et V2 correspondent à l’information personnelle de chaque
source, et (U1, U2) à l’information relayée pour l’autre noeud. Les symboles sources sont
construits sous la forme X1 =
√
P̄1,1V1+
√
P̄1,2U1 et X2 =
√
P̄2,1V2+
√
P̄2,2U2. On obtient
donc la région suivante pour le canal AWGN :
R1 ≤ log
(
1 + P̄1,1
)
(5.7a)
R2 ≤ log
(
1 + P̄2,1
)
(5.7b)
R1 +R2 ≤ log
(
1 + `1(P̄1,1 + P̄1,2) + `2(P̄2,1 + P̄2,2)
)
(5.7c)
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La puissance d’émission de chacune des sources est donc divisée entre une part per-
sonnelle et une part coopérative, de telle sorte que leur somme soit égale aux puissances
d’émission respectives de chaque noeud source. À partir de ces régions de capacité, que
l’on dénotera R1, R2 et R3 pour (5.4), (5.5) et (5.7) respectivement, l’optimisation du
débit commun atteignable sous contrainte de puissance globale prendra la forme standard
suivante :
minimiser
P̄1,P̄2,R
−R
sous contraintes (R,R) ∈ Ri i ∈ {1, 2, 3}
P̄1 + P̄2 = P̄tot
(5.8)
Les 3 régions de capacité R1, R2 et R3 mettent en oeuvre des fonctions log(·) composée
avec une fonction linéaire des variables d’optimisation. Par application de [Boyd 2004,
Sec.3.2.4], la composition d’une fonction concave et non-décroissante avec une fonction
affine est concave. Le problème est par conséquent un problème d’optimisation convexe,
qui possède donc un unique minimum global vérifiant en particulier les conditions de
Karush-Kuhn-Tucker (2.41).
Il est également possible de définir un problème similaire visant à minimiser la somme
de puissance nécessaire pour atteindre un débit fixé R∗. Dans ce cas, on peut réécrire le
problème sous la forme :
min.
P̄1,P̄2
P̄1 + P̄2
s.c. (R∗, R∗) ∈ Ri i ∈ {1, 2, 3}
(5.9)
Nous traitons les solutions analytiques de ce deuxième problème pour les bornes inférieures
du CAMC full-duplex à la fin de cette section. Dans la table 5.1 nous présentons les
allocations de puissance optimales pour maximiser le débit commun atteignable pour une
puissance totale Ptot fixée. La résolution des problèmes pour les bornes (5.4), (5.5) et (5.7)
est présentée dans l’annexe A.2. Les preuves procèdent toutes de manière similaire ; on pose
tout d’abord le Lagrangien du problème d’optimisation et ses dérivées partielles suivant P̄1
et P̄2, puis à l’aide des conditions de Karush-Kuhn-Tucker on extrait les valeurs optimales
de ces dernières. Plusieurs critères sur `1, `2 et P̄tot apparaissent pendant ces dérivations,
ce qui amène à considérer les différents cas présentés dans la table 5.1. En réinjectant les
valeurs optimales de P̄1 et P̄2 dans les régions (5.4), (5.5) et (5.7), on obtient le débit
commun maximal atteignable. Contrairement au cas du canal à relais sous contrainte de
puissance globale, l’expression de R en fonction de P̄tot contient des racines de polynomes
du second degré, ce qui rend son expression moins manipulable.
Cette thèse est accessible à l'adresse : http://theses.insa-lyon.fr/publication/2013ISAL0044/these.pdf 
© [P. Ferrand], [2013], INSA de Lyon, tous droits réservés
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5.3.2 CAMC cohérent
Dans un réseau coopératif, par définition, les terminaux sont capables de communi-
quer entre eux pour construire un dictionnaire partagé de mots codes. S’ils sont capables
d’émettre de manière synchronisée à la destination, le canal formé est alors cohérent. On
peut utiliser la forme complète de la borne de Laneman [Laneman 2002, Sec.4.3.2], elle-
même dérivée de la borne inférieure de Cover et Leung pour le canal à accès multiples
avec canal de retour [Cover 1981]. En réutilisant les notations introduites pour le cas non
cohérent dans la section précédente, on peut écrire la région atteignable de la manière
suivante, avec P̄i,1 la part de puissance allouée par le noeud i pour son propre message, et
P̄i,2 la part coopérative :
R1 ≤ log
(
1 + P̄1,1
)
(5.10a)
R2 ≤ log
(
1 + P̄2,1
)
(5.10b)
R1 +R2 ≤ log
(
1 + `1(P̄1,1 + P̄1,2) + `2(P̄2,1 + P̄2,2) + 2
√
`1`2P̄1,2P̄2,2
)
(5.10c)
1′
2′
12 D
1
1
`1
`2
ˆ̀
Figure 5.8 – Canal à accès multiples relayé équivalent à un canal à accès multiple coopé-
ratif et cohérent. On note ici ˆ̀= `1 + `2.
Par rapport au cas non cohérent (5.7), le gain est ici lié à la somme des débits R1 +R2,
où un terme de combinaison apparait. On remarque immédiatement que la forme obtenue
ainsi est similaire au cas du canal à relais étudié dans le chapitre 4. Il est en effet possible
d’introduire ici également un noeud virtuel à la manière du schéma 5.8. Le modèle est ici
équivalent à un MARC non cohérent. Ce modèle de canal a été étudié en particulier dans
[Kramer 2005], qui donne une borne inférieure decode-and-forward et une borne supérieure.
Dans notre cas, les sources 1′ et 2′ émettent leur message vers la destination, et un noeud
virtuel 12 représentant la coopération entre les sources. Ce noeud virtuel reçoit les symboles
des sources simultanément à travers 2 canaux indépendants. Il émet ensuite son propre
symbole à travers un canal MISO. En effet, il est possible de réécrire la contrainte (5.10c)
sous la forme suivante :
R1 +R2 ≤ log
(
1 + `1P̄1,1 + `2P̄2,1 +
(√
`1P̄1,2 +
√
`2P̄2,2
)2)
(5.11)
Sous une contrainte de puissance globale, il est donc possible d’allouer une puissance P̄eq
à la coopération des deux sources, et de dériver l’allocation optimale de puissance entre
P̄1,2 et P̄2,2 :
P̄1,2 =
`1
`1 + `2
P̄eq P̄2,2 =
`2
`1 + `2
P̄eq (5.12)
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En réinjectant (5.12) dans l’expression de la région atteignable (5.10), on obtient l’ex-
pression finale de la région atteignable, avec P̄1,1 + P̄2,1 + P̄eq = P̄tot et ˆ̀ = `1 + `200 :
R1 ≤ log
(
1 + P̄1,1
)
(5.13a)
R2 ≤ log
(
1 + P̄2,1
)
(5.13b)
R1 +R2 ≤ log
(
1 + `1P̄1,1 + `2P̄2,1 + ˆ̀P̄eq
)
(5.13c)
Il est alors plus simple de dériver l’allocation de puissance optimale entre les différentes
sources, et on peut énoncer la proposition suivante :
Proposition 5.3. Dans un CAMC full-duplex cohérent, sous une contrainte de puissance
globale P̄tot, l’allocation optimale de puissance entre les sources pour atteindre un débit
commun maximal est telle que :
— Si P̄tot ≤ 2(ˆ̀− 2), alors :
P̄eq = 0 P̄1,1 = P̄2,1 = P̄tot/2 (5.14)
— Si P̄tot > 2(ˆ̀− 2), alors :
P̄1,1 = P̄2,1 =
√
(2 + ˆ̀)2 + 4ˆ̀P̄tot − (2 + ˆ̀)
2
P̄eq = P̄tot − 2P̄1,1 (5.15)
Démonstration. Lee problème d’optimisation s’écrit :
min.
R,P̄1,1,P̄1,2,P̄eq
−R
s.c. R ≤ log
(
1 + P̄1,1
)
R ≤ log
(
1 + P̄2,1
)
2R ≤ log
(
1 + `1P̄1,1 + `2P̄2,1 + ˆ̀P̄eq
)
P̄tot =P̄1,1 + P̄2,1 + P̄eq
(5.16)
Les dérivées partielles du Lagrangien L associé au problème sont donc, avec A = 1 +
`1P̄1,1 + `2P̄2,1 + ˆ̀P̄eq :
∂L
∂R
= λ1 + λ2 + 2λ3 − 1
∂L
∂P̄1,1
= − λ1
1 + P̄1,1
− λ3`1
A
+ µ
∂L
∂P̄2,1
= − λ2
1 + P̄2,1
− λ3`2
A
+ µ
∂L
∂P̄eq
= −λ3
ˆ̀
A
+ µ
Dans le cas général on déduit donc, puisque µ 6= 0, que de par la dernière dérivée partielle
on a nécessairement λ3 6= 0. En injectant µ = λ3 ˆ̀/A dans les autres dérivées partielles on
a λ1 6= 0 et λ2 6= 0. Les 3 inégalités sont donc vérifiées avec égalité. En particulier, on a
P̄1,1 = P̄2,1 et P̄eq = P̄tot−2P̄1,1. En combinant les 3 égalités, P̄1,1 doit vérifier le polynôme
de second degré :
P̄ 21,1 + (2 +
ˆ̀)P̄1,1 − ˆ̀P̄tot = 0
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Si la solution dépasse P̄tot/2, alors P̄eq = 0. En réinjectant cette situation dans (5.16), on
a toujours P̄1,1 = P̄2,1, et P̄tot doit vérifier (1 + P̄tot/2)
2 ≤ (1 + ˆ̀P̄tot), ce qui donne le
premier cas de la proposition.
Dans le cas cohérent, la borne supérieure de la région de capacité donnée par Laneman
dans [Laneman 2002, Sec.4.2] dépend des variables P̄1, P̄2 et ρ et des qualités des différents
canaux. Il est difficile de prouver catégoriquement que les différentes fonctions délimitant
la région sont concaves en ces variables – rendant ainsi le problème d’optimisation associé
convexe. Cependant, basé sur les observations de la borne inférieure decode-and-forward,
nous proposons ici d’utiliser la présence du noeud virtuel pour dériver une expression
de la borne supérieure région de capacité convexe, incluant de plus la restriction sur la
dépendance entre les sources introduite par [Tandon 2011].
Les symboles émis par chaque source dans le modèle original de CAMC sont donc séparés
en deux parties indépendantes ; la première contient l’information émise par chaque source
pour transmettre son propre message, et la seconde capture la coopération des sources pour
transmettre leurs informations combinées. On a donc une séparation des symboles X1 et
X2 en X1 = (X1,1, X1,2) et X2 = (X2,1, X2,2), et les noeuds peuvent arbitrairement choisir
la répartition de leurs ressources entre leurs symboles propres. Les sources virtuelles (1′)
et (2′) ne possède plus de variables de réception, ces dernières étant rassemblées sur le
noeud virtuel de coopération (12) et notées (Y1, Y2) = Yeq. La proposition suivante et sa
preuve formalisent cette approche et montrent l’équivalence entre la capacité du canal 5.8
et celle du CAMC cohérent général.
Proposition 5.4. La région de capacité du canal à accès multiples coopératif full-duplex
est bornée par le haut par l’application du théorème 2.2 sur le canal à accès multiple relayé
équivalent tel que représenté sur la figure 5.8.
Démonstration. La preuve se base sur la construction des symboles émis par les sources
j ∈ {1, 2} à partir de symboles indépendants Xj,1 et Xj,2 représentant respectivement
l’information personnelle de la source et l’information coopérative. Cette dérivation nous
permet d’identifier la présence du noeud virtuel, en particulier en montrant que les sym-
boles X1,2 et X2,2 sont liés par une relation linéaire et s’écrivent donc toutes deux comme
une fonction linéaire d’un symbole Xeq. On a au final la région suivante :
R1 ≤ I(X1,1;Y2, YD|X2,1, Xeq) (5.17a)
R2 ≤ I(X2,1;Y1, YD|X1,1, Xeq) (5.17b)
R1 ≤ I(X1,1, Xeq;YD|X2,1) (5.17c)
R2 ≤ I(X2,1, Xeq;YD|X1,1) (5.17d)
R1 +R2 ≤ I(X1,1, X2,1;Y1, Y2, YD|Xeq) (5.17e)
R1 +R2 ≤ I(X1,1, X2,1, Xeq;YD) (5.17f)
Cette région correspond à l’application du théorème 2.2 au modèle de MARC représenté
sur la figure 5.8. Dans le modèle de MARC équivalent, comme pour la borne inférieure de
[Laneman 2002], le“relais”virtuel émet Xeq vers la destination à travers un canal MISO, et
reçoit l’information des deux autres sources simultanément mais à travers des récepteurs
séparés. Les symboles émis par les deux sources virtuelles et par le relais virtuel sont
également tous indépendants. La preuve complète est décrite dans l’annexe A.3.
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Remarque. – La région dérivée dans cette preuve correspond partiellement à celle fournie
par [Tandon 2011], en identifiant X1 = (X1,1, X1,2), X2 = (X2,1, X2,2) et T = (X1,2, X2,2).
Elle y ajoute également deux contraintes sur la région de capacité, (5.17c) et (5.17d), qui
correspondent intuitivement à la situation où toute la contribution coopérative est dirigée
vers le message de la source 1 ou de la source 2. Ce résultat est donc une dérivation al-
ternative et légèrement plus contrainte que celle de [Tandon 2011], et a l’avantage certain
que l’optimalité d’une distribution gaussienne pour tous les symboles est plus simple à dé-
montrer. En effet, ces symboles étant tous indépendants les uns des autres, les théorèmes
d’entropie maximale [El Gamal 2011, p.21] et de Lévy-Cramer [Pollard 2002, Sec.8.8] per-
mettent d’arriver directement à cette conclusion.
L’application sur un canal AWGN des bornes (5.17) permet d’exprimer directement le
problème d’optimisation lié à la maximisation du débit commun sur le CAMC full-duplex
cohérent de la manière suivante :
min.
P̄1,P̄2,P̄eq
−R
s.c. R1 ≤ log
(
1 + (1 + `1)P̄1,1
)
R2 ≤ log
(
1 + (1 + `2)P̄2,1
)
R1 +R2 ≤ log
(
1 + `1P̄1,1 + `2P̄2,1 + ˆ̀P̄eq
)
R1 ≤ log
(
1 + `1P̄1,1 + ˆ̀P̄eq
)
R2 ≤ log
(
1 + `2P̄2,1 + ˆ̀P̄eq
)
R1 +R2 ≤ log
(
1 + (1 + `1)P̄1,1 + (1 + `2)P̄2,1 + (1 + ˆ̀)P̄1,1P̄2,1
)
P̄tot = P̄1,1 + P̄1,2 + P̄eq
(5.18)
Ce problème présente des combinaisons simples des différentes variables de puissances
avec les états des canaux. Il est de plus clairement convexe en P̄1, P̄2, P̄eq. Il est possible
de déduire une allocation optimale de puissance analytiquement, mais celle-ci est sous la
forme d’une racine d’un polynôme du 3e degré, ce qui la rend peu utilisable en pratique.
Comme les allocations de puissance sur les bornes supérieures sont de toute façon moins
représentatives que sur les bornes inférieures, nous nous limitons dans ce cas à la résolution
numérique du problème.
Nous représentons sur la figure 5.9 un certain nombre d’applications des résultats de
cette section pour différentes valeurs d’affaiblissement des canaux `1 et `2. Nous concen-
trons notre intérêt sur le gain de la coopération en terme de débit commun atteignable
lorsque l’un des noeuds sources a un canal relativement plus mauvais que l’autre source
vers la destination. On voit tout d’abord que dans cette situation, les bornes inférieures
decode-and-forward sont très proches de leurs bornes supérieures respectives ; comme pour
le canal à relais simple, lorsque le lien entre les sources est relativement de bonne qualité
par rapport aux liens vers la destination, les protocoles decode-and-forward sont les plus
performants. En terme de gains de coopération, on observe que par rapport au canal à
accès multiples non coopératifs, même sans utiliser un decode-and-forward cohérent, la co-
opération apporte un gain de plus de 20% à P̄tot = 10. On voit sur les courbes représentant
les régions de capacité que les performances du protocole non coopératif en terme de débit
commun atteignable sont fortement touchées par le noeud ayant le plus mauvais canal
vers la destination, alors que la coopération symétrise les performances des deux sources.
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On peut ainsi, par l’utilisation des protocoles présentés ici, homogénéiser les performances
d’un canal à plusieurs sources en utilisant les meilleurs noeuds du réseau.
5.3.3 Minimisation de l’énergie rayonnée
Nous traitons dans cette section le problème complémentaire, et nous visons à mini-
miser la puissance nécessaire pour atteindre une capacité commune R∗ sur chacune des
sources. Dans le cas du canal à relais nous pouvions directement inverser la fonction de
capacité par rapport à la puissance totale P̄tot, et ce résultat était immédiat. Pour le
CAMC, il n’est pas a priori évident d’inverser la fonction de capacité, car l’expression
de celle-ci varie en fonction de l’état des canaux. Il est néanmoins possible de traiter les
problèmes à la base, sous la forme (5.9), pour les bornes inférieures. Nous pouvons énoncer
la proposition suivante pour le canal à accès multiples non coopératif :
Proposition 5.5. Dans un canal à accès multiples non coopératif, si `1 6= `2, la puissance
miniminale globale nécessaire pour que chaque source atteigne un débit seuil R∗ est égale
à, avec T = eR
∗
:
P̄tot = (T − 1)
[
1
`1
+
1
`2
+ (T − 1) min
{
1
`1
,
1
`2
}]
(5.19)
Si `1 > `2, la répartition de puissance est la suivante :
P̄1 =
T (T − 1)
`1
P̄2 =
T − 1
`2
(5.20)
Dans le cas contraire, on a le résultat symétrique :
P̄1 =
T − 1
`1
P̄2 =
T (T − 1)
`2
(5.21)
Si `1 = `2 = l, l’allocation de puissance est indifférement (5.20) ou (5.21) et on a :
P̄tot =
T 2 − 1
l
(5.22)
Démonstration. La dérivation suit le principe de celles pour le débit commun atteignable,
sans contrainte d’égalité. Le Lagrangien du problème s’écrit :
L(P̄1, P̄2, λ1, λ2, λ3) = P̄1 + P̄2 + λ1
(
R∗ − log
(
1 + `1P̄1
))
+ λ2
(
R∗ − log
(
1 + `2P̄2
))
+ λ3
(
2R∗ − log
(
1 + `1P̄1 + `2P̄2
))
Ses dérivées partielles sont :
∂L
∂P̄1
= 1− λ1`1
1 + `1P̄1
− λ3`1
1 + `1P̄1 + `2P̄2
∂L
∂P̄2
= 1− λ2`2
1 + `1P̄1
− λ3`2
1 + `1P̄1 + `2P̄2
Pour `1 6= `2 il n’est pas possible d’avoir λ3 = 0 ou les 3 contraintes actives, sauf pour
R∗ = 0, car les deux premières contraintes sommées sont toujours strictement supérieures à
la troisième. En conséquence, nous devons traiter les cas λ1 = 0 ou λ2 = 0. Dans le premier
cas, par recombinaison des dérivées partielles, on obtient que λ2 6= 0 et par conséquent on
peut résoudre successivement pour P̄1 et P̄2 à l’aide des relations R
∗ = log
(
1 + `2P̄2
)
et
2R∗ = log
(
1 + `1P̄1 + `2P̄2
)
. On procède de la même manière pour le cas λ2 = 0. Suivant
que `1 > `2 ou `1 < `2 l’une ou l’autre de ces allocations sera minimale et on obtient
les premiers résultats de la proposition. Si `1 = `2, alors le problème dégénère et on a
2R∗ = log(1 + lP̄tot).
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Figure 5.9 – La colonne de gauche présente le débit commun atteignable pour les bornes
de cette section, la colonne de droite la région de capacité sous contrainte de puissance
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Pour le canal à accès multiples non coopératif, on va donc allouer plus de puissance
au noeud ayant le meilleur canal. Ce résultat est cohérent avec les méthodes de codage
sur ce canal où l’on va décoder en premier l’information de la source ayant le meilleur
SNR, puis l’information de la seconde source après avoir ôté la contribution de la première
[Cover 2006, Ch.10].
Pour le decode-and-forward, nous pouvons remarquer dans un premier temps que dans
le cas non-cohérent, la source ayant le moins bon canal ne vas pas coopérer avec la seconde,
et va uniquement chercher à envoyer sa propre information. Comme les sources ne peuvent
pas communiquer de manière synchronisée, il n’y a aucun gain possible à envoyer un
symbole commun, et sous une contrainte de puissance globale la stratégie la plus efficace
pour la “mauvaise” source est de libérer sa part de coopération. En conséquence, il est
possible ici aussi d’utiliser la représentation du noeud virtuel, en considérant cette fois que
le canal équivalent est égal au meilleur des deux canaux des sources vers la destination,
soit ˆ̀ = max {`1, `2}. Il est donc possible de traiter les cas non cohérents et cohérents de
manière similaire, et l’on peut énoncer la proposition suivante :
Proposition 5.6. Dans un canal à accès multiple coopératif opérant suivant un proto-
cole decode-and-forward, la puissance minimale globale nécessaire pour que chaque source
atteigne un débit seuil R∗ est égale à, avec T = eR
∗
:
P̄tot = (T − 1)
[
(T + 1)− (`1 + `2)
ˆ̀
+ 2
]
(5.23)
Si les sources peuvent émettre de manière cohérente, on a ˆ̀= `1+`2. Dans le cas contraire,
on a ˆ̀= max{`1, `2}. La répartition des puissances est telle que :
P̄1 = T − 1 P̄2 = T − 1 P̄eq = (T − 1)
(T + 1)− (`1 + `2)
ˆ̀
(5.24)
Pour le cas non cohérent, la puissance P̄eq est attribuée au noeud source ayant le canal de
meilleure qualité. Dans le cas cohérent, elle est répartie entre les noeuds suivant (5.12).
Démonstration. Le problème comprend cette fois une variable de puissance supplémen-
taire, et s’écrit :
min.
P̄1,P̄2,P̄eq
P̄1 + P̄2 + P̄eq
s.c. R∗ ≤ log
(
1 + P̄1
)
R∗ ≤ log
(
1 + P̄2
)
2R∗ ≤ log
(
1 + `1P̄1 + `2P̄2 + ˆ̀P̄eq
)
Les dérivées partielles du Lagrangien associé sont donc, avec A = `1P̄1 + `2P̄2 + ˆ̀P̄eq :
∂L
∂P̄1
= 1− λ1
1 + P̄1
− λ3`1
1 +A
∂L
∂P̄2
= 1− λ2
1 + P̄2
− λ3`2
1 +A
∂L
∂P̄eq
= 1− λ3
ˆ̀
1 +A
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On voit immédiatement que λ3 = A/ˆ̀ 6= 0. En réinjectant cette valeur, on en déduit
que λ1 = `2(1 + P̄1)/ˆ̀ et λ2 = `1(1 + P̄2)/ˆ̀, et sont donc tous deux différents de 0. Les
trois contraintes sont donc actives à l’optimal global. Des deux premières on peut déduire
P̄1 = P̄2 = T − 1, et en inversant la dernière contrainte on a :
P̄eq =
T 2 − 1− `1(T − 1)− `2(T − 1)
ˆ̀
= (T − 1)(T + 1)− (`1 + `2)
ˆ̀
Remarque. – Cette expression nous fournit, pour les protocoles decode-and-forward dans les
CAMC full-duplex, un critère de choix de relais minimisant la puissance nécessaire pour
atteindre un certain débit commun R∗. Dans le cas du decode-and-forward cohérent, le
choix du relais est indépendant de R∗ et l’on cherche le partenaire minimisant la métrique
C
(FD)
coh :
C
(FD)
coh = (`1 + `2)
−1 =
|h3|2
|h1|2 + |h2|2
(5.25)
Pour le decode-and-forward cohérent, on veut minimiser la métrique C
(FD)
noncoh, qui dépend
cette fois du débit ciblé :
C
(FD)
noncoh =
(T + 1)− (`1 + `2)
ˆ̀
=
|h3|2(2R
∗
+ 1)− (|h1|2 + |h2|2)
max{|h1|2, |h2|2}
(5.26)
Sur la figure 5.10, on voit que jusqu’à R∗ = 1.5 nats/s, la diminution de puissance rayonnée
pour atteindre R∗ en utilisant un protocole decode-and-forward est supérieure à 30% de
celle dépensée, en globalité, par un accès simultané non coopératif. On voit sur cette figure
également que le decode-and-forward non-cohérent tend vers le canal à accès multiples non
coopératif lorsque le débit cible R∗ augmente, alors que le decode-and-forward cohérent
tend lui vers la borne supérieure.
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Capacité cible (nats/s/Hz)
R
a
p
p
o
rt
d
e
p
u
is
sa
n
ce
Non coop.
DF (Non coh.)
DF (Coh.)
Borne sup. (num)
Figure 5.10 – Rapport entre les énergies globales minimales des différents protocoles de
cette section avec la borne supérieure, calculée numériquement à l’aide du problème (5.9),
pour `1 = 0.8 et `2 = 0.2.
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5.4 Canal à accès multiples coopératif half-duplex
Comme pour le canal à relais, le cas half-duplex a en pratique un comportement si-
milaire au cas full-duplex, mais son analyse est rendue plus difficile par la présence des
variables de partage de temps en plus de l’allocation de puissance. Nous présentons ici
tout d’abord les bornes supérieures et decode-and-forward présentes dans la littérature,
auxquelles nous ajoutons un nouveau résultat se basant sur le protocole appliqué dans
[Xiao 2007]. Nous présentons ensuite une série de transformations permettant d’exprimer
n’importe quel problème de capacité dans les réseaux half-duplex sous la forme d’un pro-
blème d’optimisation purement convexe. L’analyse de ces résultats nous permet au final de
proposer un protocole simple présentant de bonnes performances par rapport à la meilleure
borne inférieure connue pour ce canal à ce jour.
5.4.1 Bornes théoriques de capacité
Afin de bien différencier les différentes variables, nous noterons X
(j)
i pour identifier la
variable d’émission du noeud i dans le slot j, Y
(j)
i la variable de réception du noeud i
dans le slot j, et U
(j)
i la variable auxiliaire de relayage de l’information du noeud j par le
noeud i.
5.4.1.1 Borne supérieure
Il est possible d’obtenir une borne supérieure de la capacité du CAMC half-duplex via
une application du théorème 4.1, mais en utilisant un noeud virtuel. L’expression de la
borne supérieure s’en trouve simplifiée.
1′
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12 D
1
`1
1′
2′
12 D
1
`2
1′
2′
12 D
`1
`2
ˆ̀
Figure 5.11 – Canal à accès multiples relayé équivalent à un canal à accès multiple
coopératif half-duplex cohérent. On note ici ˆ̀= `1 + `2.
Cette représentation a un sens principalement pour le modèle 1. En l’absence de slot
de coopération, la présence de la source virtuelle n’apporte aucune amélioration à la borne
supérieure. L’application du théorème 4.1 au modèle de canal équivalent nous permet
d’énoncer la proposition suivante.
Proposition 5.7 (Borne supérieure de la capacité du CAMC à 2 sources). Soit un canal
à accès multiple coopératif à 2 sources, avec un slot de coopération. La région de capacité
C atteignable est incluse dans l’ensemble défini comme suit, sur les débits R1 et R2 des
noeuds sources 1 et 2 respectivement.
R1 ≤ t1I(X(1)1 ;Y
(1)
D , Y
(1)
eq ) + t3I(X
(3)
1 ;Y
(3)
D |X
(3)
eq , X
(3)
2 ) (5.27a)
R1 ≤ t1I(X(1)1 ;Y
(1)
D ) + t3I(X
(3)
1 , X
(3)
eq ;Y
(3)
D |X
(3)
2 ) (5.27b)
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R2 ≤ t2I(X(2)2 ;Y
(2)
D , Y
(2)
eq ) + t3I(X
(3)
2 ;Y
(3)
D |X
(3)
eq , X
(3)
1 ) (5.27c)
R2 ≤ t2I(X(2)2 ;Y
(2)
D ) + t3I(X
(3)
2 , X
(3)
eq ;Y
(3)
D |X
(3)
1 ) (5.27d)
R1 +R2 ≤ t1I(X(1)1 ;Y
(1)
D ) + t2I(X
(2)
2 ;Y
(2)
D ) + t3I(X
(3)
1 , X
(3)
2 , X
(3)
eq ;Y
(3)
D ) (5.27e)
R1 +R2 ≤ t1I(X(1)1 ;Y
(1)
eq , Y
(1)
D ) + t2I(X
(2)
2 ;Y
(2)
eq , Y
(2)
D )
+ t3I(X
(3)
1 , X
(3)
2 ;Y
(3)
D |X
(3)
eq ) (5.27f)
En l’absence de slot de coopération, la région de capacité est incluse dans l’ensemble
des (R1, R2) vérifiant :
R1 ≤ t1I(X(1)1 ;Y
(1)
D , Y
(1)
2 ) (5.28a)
R2 ≤ t2I(X(2)2 ;Y
(2)
D , Y
(2)
1 ) (5.28b)
R1 +R2 ≤ t1I(X(1)1 ;Y
(1)
D ) + t2I(X
(2)
2 ;Y
(2)
D ) (5.28c)
Remarque. – Al Haija et Vu donnent une version semblable de la borne supérieure du mo-
dèle 1 du CAMC half-duplex dans [Al Haija 2012b], en introduisant une variable aléatoire
auxiliaire S que nous pouvons donc identifier au noeud virtuel. Cette variable leur donne
une région légèrement moins contrainte que (5.27), mais qui inclut la seconde contrainte sur
la somme des débits (5.27f). Les auteurs de [Al Haija 2012b] notent également, comme on
peut le voir ici, qu’il n’y a pas de condition de dépendance [Tandon 2011] comme c’était le
cas pour le modèle full-duplex, car les noeuds n’ont pas à échanger leur information propre
et coopérer vers la destination dans le même temps de parole. L’introduction du noeud
virtuel permet donc encore d’expliquer de manière intuitive les résultats les plus récents
de la littérature.
5.4.1.2 Bornes inférieures decode-and-forward
Dans les travaux sur le CAMC full-duplex, et comme dans beaucoup de protocoles de
relayage dans les réseaux full-duplex, il est nécessaire pour les protocoles d’utiliser une
formulation dite block-Markov où le codage doit être décrit sur plusieurs blocs de taille
n, et les mots codes choisis à l’émission dans un bloc b dépendent des mots codes reçus
au bloc b − 1. Contrairement aux cas point-à-point, on devra étudier le comportement
asymptotique de la probabilité d’erreur quand la taille des blocs et le nombre de blocs
tendent vers l’infini.
Dans les CAMC half-duplex à slot coopératif, cette contrainte disparait. En effet, si
on observe l’ordonnancement des slots sur la figure 5.2, on voit qu’à la fin du second slot,
les deux noeuds auront partagé leur information et peuvent choisir le mot code coopératif
à transmettre dans la dernière phase. Ce mot code dépend uniquement des messages
transmis dans les deux premiers slots, et le décalage naturel dû à la contrainte half-duplex
rend l’utilisation d’une méthode de codage en block-Markov inutile. Le slot coopératif
intervient après l’échange des informations initiales, et non pas de manière simultanée.
Cette particularité à été identifiée par [Al Haija 2012b]. L’analyse de la probabilité d’erreur
de la borne inférieure decode-and-forward se trouve donc simplifiée. On donne ci-après la
région atteignable d’Al Haija-Vu pour le cas à deux sources.
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Théorème 5.1 (Decode-and-foward dans un CAMC à 2 sources avec slot co-
opératif). On considère un canal à accès multiples coopératifs à deux sources
(X1,X2, {p(y2, yD|x1), p(y1, yD|x2), p(yD|x1, x2)} ,Y1,Y2,YD). La région de débits attei-
gnables est alors définie comme la fermeture convexe de l’ensemble des vecteurs de débits
(R1, R2) vérifiant :
R1 ≤ t1I(X(1)1 ;Y
(1)
2 ) + t3I(X
(3)
1 ;Y
(3)
D |X
(3)
2 , S) (5.29a)
R2 ≤ t2I(X(2)2 ;Y
(2)
1 ) + t3I(X
(3)
2 ;Y
(3)
D |X
(3)
1 , S) (5.29b)
R1 +R2 ≤ t1I(X(1)1 ;Y
(1)
2 ) + t2I(X
(2)
2 ;Y
(2)
1 ) + t3I(X
(3)
1 , X
(3)
2 ;Y
(3)
D |S) (5.29c)
R1 +R2 ≤ t1I(X(1)1 ;Y
(1)
D ) + t2I(X
(2)
2 ;Y
(2)
1 ) + t3I(X
(3)
1 , X
(3)
2 ;Y
(3)
D ) (5.29d)
R1 +R2 ≤ t1I(X(1)1 ;Y
(1)
2 ) + t2I(X
(2)
2 ;Y
(2)
D ) + t3I(X
(3)
1 , X
(3)
2 ;Y
(3)
D ) (5.29e)
R1 +R2 ≤ t1I(X(1)1 ;Y
(1)
D ) + t2I(X
(2)
2 ;Y
(2)
D ) + t3I(X
(3)
1 , X
(3)
2 ;Y
(3)
D ) (5.29f)
La distribution des symboles sources vérifie la factorisation suivante :
p(x
(1)
1 , x
(3)
1 , x
(2)
2 , x
(3)
2 , s) = p(x
(1)
1 )p(x
(2)
2 )p(s|x
(1)
1 , x
(2)
2 )p(x
(3)
1 |s, x
(1)
1 )p(x
(3)
2 |s, x
(2)
2 ) (5.30)
Démonstration. [Al Haija 2012b, Th.2]
Remarque. – Les trois dernières inéquations de (5.29) correspondent à l’information mini-
male transitant de la source 1 vers la source 2 ou vers la destination pendant le premier
slot, et inversement pour le second slot. Lorsque le lien entre les sources est de meilleure
qualité que celui entre chaque source et la destination – le cas favorable au decode-and-
forward comme on a pu le voir dans le chapitre 4 – ces inéquations se réduisent donc à la
dernière, qui est aussi la coupe correspondante dans la borne supérieure. L’écart avec la
borne supérieure provient donc des 3 premières inéquations et est du à la disparition du
terme Y
(j)
D dans les termes d’information mutuelle à chaque slot j ∈ {1, 2}, comme cela
était le cas pour le canal à relais.
En l’absence de slot coopératif, il est nécessaire d’employer de nouveau une méthode
d’encodage et de décodage block-Markov. Nous proposons un encodage de type block-
Markov irrégulier avec décodage direct similaire à celui utilisé par Cover et El Gamal dans
[Cover 1979]. On fixe une taille de bloc de n utilisations globales du canal. Pour chaque
utilisation globale du canal, on aura k1, k2 ≥ 0 symboles envoyés qui sont les utilisations
du canal dans le mode 1 – où la source 1 émet – et le mode 2 respectivement. On a
Mi = {1, . . . ,Mi} i ∈ {1, 2} et Mi = 2nR̃i où R̃i est le débit par utilisation globale du
canal. On suppose que wi ∈ Mi sont les informations des sources. Dans chaque bloc, le
noeud 1 transmet le message décodé du noeud 2 noté ˆ̂w2 à travers un index de groupe de
messages `1 et inversement. On suppose une transmission utilisant B blocs de taille n, et
wi,b représente l’information transmise par le noeud i dans le block b. Les informations sont
agencées à chaque bloc de la manière représentée sur le tableau 5.2. On peut voir que cette
méthode envoie B−1 message dans B blocs, et le débit associé est donc R̃i(B−1)/B → R̃i
quand B →∞.
Proposition 5.8 (Decode-and-foward dans un CAMC à 2 sources sans slot co-
opératif). On considère un canal à accès multiples coopératifs à deux sources
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Bloc 1 ((k1 + k2)n symboles)
k1n symboles k2n symboles
x
(1)
1 (w1,1, 1) ∅
∅ x(2)2 (w2,1, 1)
Bloc 2 ((k1 + k2)n symboles)
k1n symboles k2n symboles
x
(1)
1 (w1,2, l1,1( ˆ̂w2,1)) ∅
∅ x(2)2 (w2,2, l2,1( ˆ̂w1,1))
...
Bloc B − 1 ((k1 + k2)n symboles)
k1n symboles k2n symboles
x
(1)
1 (w1,B−1, l1,B−2( ˆ̂w2,B−2)) ∅
∅ x(2)2 (w2,B−1, l2,B−2( ˆ̂w1,B−2))
Bloc B ((k1 + k2)n symboles)
k1n symboles k2n symboles
x̃
(1)
1 (1, l1,B−1( ˆ̂w2,B−1)) ∅
∅ x(2)2 (1, l2,B−1( ˆ̂w1,B−1))
Table 5.2 – Ordonnancement des messages pour le protocole decode-and-forward à deux
sources sans slot coopératif
(X1,X2, {p(y2, yD|x1), p(y1, yD|x2)} ,Y1,Y2,YD). La région de débits atteignables par un
protocole decode-and-forward est alors définie comme la fermeture convexe de l’ensemble
des vecteurs de débits (R1, R2) vérifiant :
R1 ≤ t1I(X(1)1 ;Y
(1)
2 |U
(2)
1 )
R2 ≤ t2I(X(2)2 ;Y
(2)
1 |U
(1)
2 )
R1 +R2 ≤ t1I(X(1)1 ;Y
(1)
D ) + t2I(X
(2)
2 ;Y
(2)
D ) (5.31)
La distribution des symboles sources vérifie la factorisation suivante :
p(x
(1)
1 x
(2)
2 , u
(2)
1 , u
(1)
2 ) = p(u
(2)
1 , u
(1)
2 )p(x
(1)
1 |u
(2)
1 )p(x
(2)
2 |u
(1)
2 ) (5.32)
Démonstration. La preuve de cette proposition est disponible dans l’annexe A.4.
Remarque. – Cette proposition donne une borne supérieure à tous les protocoles semblables
à celui utilisé par [Xiao 2007]. Dans cette référence, les auteurs utilisent un décodage par
fenêtre glissante de taille 1, ce qui correspond au décodage direct proposé dans l’annexe
A.4. Dans certains cas, l’augmentation de la taille de la fenêtre de décodage peut augmenter
les performances théoriques maximales des codes ; il existe par exemple pour les MARC
des tailles de fenêtre optimales et des méthodes de codage spécifiques plus avancées que
celles utilisées pour cette proposition [Sankar 2007].
Cette thèse est accessible à l'adresse : http://theses.insa-lyon.fr/publication/2013ISAL0044/these.pdf 
© [P. Ferrand], [2013], INSA de Lyon, tous droits réservés
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5.4.1.3 Bornes inférieures simples
La borne inférieure la plus simple pour ces schémas est celle du canal à accès mul-
tiples (Th.2.3), ainsi que celle d’un partage de temps classique entre les liens source →
destination. Dans cette section nous posons aussi comme borne inférieure atteignable la
superposition de deux canaux à relais decode-and-forward. Pour le modèle 1 du CAMC, le
canal à relais et la capacité en decode-and-forward associée sera celle du modèle 1 (Fig.4.2),
et de même pour le modèle 2 (Fig.4.3).
Partage de temps optimal entre systèmes point à point Si on écrit que R∗1 =
I (X1;YD) et R
∗
2 = I (X2;YD) sont les débits atteignables par la source 1 et 2 émettant
seules, le partage de temps entre les deux sources donne la région atteignable suivante,
pour t1, t2 ≥ 0 et t1 + t2 = 1 :
R1 ≤ t1I (X1;YD)
R2 ≤ t2I (X2;YD) (5.33)
Il est possible de trouver dans cette situation le débit commun R atteignable par les
deux sources. On pose t1R
∗
1 = t2R
∗
2 et t1 + t2 = 1, ce qui nous donne deux équations à
deux inconnues. On note t∗1 le temps de parole de la source 1 correspondant au débit R et
on a donc :
t∗1 =
R∗2
R∗1 +R
∗
2
t∗2 =
R∗1
R∗1 +R
∗
2
R =
R∗1R
∗
2
R∗1 +R
∗
2
(5.34)
Le débit commun atteignable est donc la moyenne harmonique des débits atteignables
séparément par chacune des sources.
R2
R1
R1 = R2
R
R
R∗2
R∗1
Débit maximal
de la source 2
Débit maximal
de la source 1
Figure 5.12 – Partage de temps optimal entre deux protocoles mono-sources.
La figure 5.12 représente l’interprétation géométrique de cette résolution. Sous une
contrainte de puissance globale, un partage de temps entre deux protocoles mono-sources
– comme une transmission directe ou un relayage mono-source – prendra toujours la forme
d’une droite reliant les points R∗1 et R
∗
2. En pratique donc pour ce genre de protocoles,
on peut directement utiliser les résultats mono-source comme ceux du chapitre 4 et leur
appliquer un partage de temps optimal suivant l’équation (5.34).
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Utilisations de canaux à relais superposés Nous pouvons utiliser les deux modèles
décrits dans les figures 4.2 et 4.3 afin de superposer des canaux à relais. Dans ces modes,
à chaque utilisation du canal, une seule source d’information est active dans le sens où
il n’y a jamais de recombinaison entre les informations des sources sur un même slot.
Ce mode de fonctionnement est appelé coopération opportuniste. Dans notre schéma à
deux sources, cela signifie que chaque noeud émet sa propre information ou relaie celle
de l’autre source, d’où un fonctionnement en relais superposés avec partage de temps.
Les modèles de fonctionnement du CAMC (Fig.5.2 et Fig.5.3) correspondent dans cette
situation aux modèles du canal à relais 1 et 2 du chapitre 4. Les figures 5.13 et 5.14
précisent le fonctionnement de ces deux modèles.
1
X1Y1
2
X2Y2
DYD
(a) Diffusion (1)
1
X1Y1
2
X2Y2
DYD
(b) Diffusion (2)
1
X1Y1
2
X2Y2
DYD
(c) Coopération (1)
1
X1Y1
2
X2Y2
DYD
(d) Coopération (2)
Figure 5.13 – Canaux à relais superposés pour le modèle 1. On associe à chaque slot les
temps d’émission t1, t2, t3 et t4.
1
X1Y1
2
X2Y2
DYD
(a) Diffusion (1)
1
X1Y1
2
X2Y2
DYD
(b) Diffusion (2)
1
X1Y1
2
X2Y2
DYD
(c) Coopération (1)
1
X1Y1
2
X2Y2
DYD
(d) Coopération (2)
Figure 5.14 – Canaux à relais superposés pour le modèle 2. On associe à chaque slot les
temps d’émission t1, t2, t3 et t4.
Proposition 5.9 (Capacité de canaux à relais superposés). On
considère un canal à accès multiples coopératifs à deux sources
(X1,X2, {p(y2, yD|x1), p(y1, yD|x2), p(yD|x1, x2)} ,Y1,Y2,YD). La région de débits at-
teignables par l’utilisation de canaux à relais superposés est alors définie comme la
fermeture convexe de l’ensemble des vecteurs de débits (R1, R2) vérifiant :
R1 ≤ t1I
(
X
(1)
1 ;Y
(1)
2
)
+ t3I
(
X
(3)
1 ;Y
(3)
D |X
(3)
2
)
R1 ≤ t1I
(
X
(1)
1 ;Y
(1)
D
)
+ t3I
(
X
(3)
1 , X
(3)
2 ;Y
(3)
D
)
R2 ≤ t2I
(
X
(2)
2 ;Y
(2)
1
)
+ t4I
(
X
(4)
2 ;Y
(4)
D |X
(4)
1
)
R2 ≤ t2I
(
X
(2)
2 ;Y
(2)
D
)
+ t4I
(
X
(4)
1 , X
(4)
2 ;Y
(4)
D
)
(5.35)
Dans le cas d’un canal à accès multiples coopératifs à deux sources
(X1,X2, {p(y2, yD|x1), p(y1, yD|x2)} ,Y1,Y2,YD), la région de débits atteignables par
l’utilisation de canaux à relais superposés est alors définie comme la fermeture convexe de
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l’ensemble des vecteurs de débits (R1, R2) vérifiant :
R1 ≤ t1I
(
X
(1)
1 ;Y
(1)
2
)
R1 ≤ t1I
(
X
(1)
1 ;Y
(1)
D
)
+ t3I
(
X
(3)
2 ;Y
(3)
D
)
R2 ≤ t2I
(
X
(2)
2 ;Y
(2)
1
)
R2 ≤ t2I
(
X
(2)
2 ;Y
(2)
D
)
+ t4I
(
X
(4)
1 ;Y
(4)
D
)
(5.36)
Démonstration. Ce résultat s’obtient par application des résultats de la table 4.1.
Remarque. – Dans le cas du modèle 2, on peut voir que la région de capacité est strictement
incluse dans celle obtenue par decode-and-forward, en remplaçant t3 = t4 = 0 et U
(2)
1 =
U
(1)
2 = ∅. En pratique, comme on le verra, lorsqu’on autorise l’optimisation des ressources
sur ce modèle, la région atteignable par relais superposés et la région atteignable à l’aide
du protocole du théorème 5.8 se confondent.
Pour pouvoir réutiliser les résultats du chapitre 4, on peut analyser l’impact d’une
contrainte de temps à l’intérieur de chaque relais fixée à la moitié du temps de parole
global du canal à relais. Comme pour le canal à relais simple, on s’attend à ce que l’impact
sur la région de capacité soit faible dans une majorité des cas. Afin de mieux évaluer les
performances relatives, on fixe Ētot = 10 dB – dans la plage de valeurs défavorables suivant
la figure 4.8a – et on compare les régions atteignables sur la figure 5.15. On peut voir
que les performances sont très légèrement dégradées lorsque les canaux source-destination
sont fortement asymétriques. La différence étant néanmoins acceptable si l’on force cette
contrainte, et l’on peut appliquer les allocations de puissance simples de la proposition
4.2.
0 0.5 1 1.5 2 2.5
0
0.5
1
1.5
2
2.5
Débit du noeud 1
D
éb
it
d
u
n
o
eu
d
2
Direction du débit commun
Canal 1 (contraint)
Canal 1 (libre)
Canal 2 (contraint)
Canal 2 (libre)
Canal 3 (contraint)
Canal 3 (libre)
Figure 5.15 – Comparaison de la région de capacité obtenue pour des canaux à relais
superposés entre le problème général et l’ajout des contraintes t1 = t3 et t2 = t4. Les
valeurs de l1 et l2 pour les canaux 1, 2 et 3 sont respectivement (l1 = 0.8, l2 = 0.2),
(l1 = 0.4, l2 = 0.1) et (l1 = 0.2, l2 = 0.02).
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5.4.2 Expression et forme des bornes
La dérivation des bornes sous un modèle AWGN (Fig.5.4) à partir des régions théo-
riques exprimées dans la section précédente suit la même forme que celles données pour
les canaux à relais et les CAMC full-duplex. Nous ne présentons donc ici que l’expression
de la borne inférieure d’Al Haija-Vu, pour illustrer en particulier le fait que celles-ci né-
cessitent quelques transformations pour pouvoir exprimer le problème de maximisation
du débit commun comme un problème d’optimisation convexe. Ainsi, pour la borne infé-
rieure decode-and-forward dans le modèle 1 (5.29), on suppose que les sources partagent
leur puissance P
(3)
i dans le troisième slot entre leur message privé vers la destination et le
message coopératif correspondant à la variable S = Xeq. Ce partage est représenté, pour
chaque source i, par le coefficient αi. On a donc :
R1 ≤ t1 log
(
1 + P̄
(1)
1
)
+ t3 log
(
1 + `1α1P̄
(3)
1
)
(5.37a)
R2 ≤ t2 log
(
1 + P̄
(2)
2
)
+ t3 log
(
1 + `2α2P̄
(3)
2
)
(5.37b)
R1 +R2 ≤ t1 log
(
1 + `1P̄
(1)
1
)
+ t2 log
(
1 + `2P̄
(2)
2
)
(5.37c)
+ t3 log
(
1 + `1P̄
(3)
1 + `2P̄
(3)
2 + 2
√
`1`2(1− α1)(1− α2)P̄ (3)1 P̄
(3)
2
)
R1 +R2 ≤ t1 log
(
1 + P̄
(1)
1
)
+ t2 log
(
1 + `2P̄
(1)
1
)
(5.37d)
+ t3 log
(
1 + `1P̄
(3)
1 + `2P̄
(3)
2 + 2
√
`1`2(1− α1)(1− α2)P̄ (3)1 P̄
(3)
2
)
R1 +R2 ≤ t1 log
(
1 + `1P̄
(1)
1
)
+ t2 log
(
1 + P̄
(2)
2
)
(5.37e)
+ t3 log
(
1 + `1P̄
(3)
1 + `2P̄
(3)
2 + 2
√
`1`2(1− α1)(1− α2)P̄ (3)1 P̄
(3)
2
)
R1 +R2 ≤ t1 log
(
1 + P̄
(1)
1
)
+ t2 log
(
1 + P̄
(2)
2
)
(5.37f)
+ t3 log
(
1 + `1α1P̄
(3)
1 + `2α2P̄
(3)
2
)
Si l’on note P ∈ Rn×m le vecteur des puissances d’émission de chaque noeud à chaque
slot, et t ∈ Rm celui des temps de parole, le problème d’optimisation générique considéré
dans cette section s’écrit donc sous la forme suivante :
min.
P,t,R
−R
s.c. δkR ≤ fk(P, t) k ∈ {1, · · · , N} δk ∈ {1, 2}
1
T t = 1
t
·
≥ 0
P
·
≥ 0
m∑
j=1
tj
n∑
i=1
P
(j)
i = Ptot
On note 1 un vecteur de composé de 1 et
·
≥ l’opérateur d’ordre ≥ appliqué à chaque
composante du vecteur. Nous avons N fonctions fk représentant la région atteignable et
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dépendant de l’allocation de ressources. La variable δk prend pour valeur 1 ou 2 suivant
que l’inégalité originale portait sur R1 = R, R2 = R ou R1 + R2 = 2R. La fonction
objectif est affine et par conséquent concave et les contraintes d’égalité sur le vecteur t
sont affines. Cependant, comme on peut le voir sur l’équation (5.37), les fonctions fk ne
sont pas des fonctions concaves de P et de t, et la dernière égalité du problème n’est pas
une fonction affine de P et de t. Par conséquent, sous cette forme, le problème n’est pas
convexe. Il est néanmoins possible de procéder à quelques changements de variable pour
le transformer en problème convexe. Les méthodes que nous présentons ici permettent par
ailleurs d’exprimer une majorité des problèmes liés à la capacité des réseaux half-duplex
sous la forme de problèmes d’optimisation convexe.
Variables d’énergie Il est plus naturel, dans les scénarios half-duplex, de ne pas consi-
dérer une allocation de puissance et de temps, mais plutôt une allocation d’énergie et de
temps. Chaque noeud, à chaque slot, se voit allouer une part de l’énergie globale normali-
sée Ētot à utiliser pendant un intervalle de temps tj . Cette distinction est particulièrement
apparente dans la dernière contrainte du problème d’optimisation, où l’on écrit désormais :
m∑
j=1
n∑
i=1
Ē
(j)
i = Ētot = P̄tot
La puissance totale à allouer sur le réseau est donc vue comme une énergie à allouer sur
un temps d’émission normalisé à 1, et les valeurs d’énergie Ē
(j)
i attribuées aux noeuds i
dans le slot j s’additionnent naturellement. De plus, les fonctions de la forme t log (1 + P )
ne sont pas concaves en P et t, mais l’utilisation d’une variable d’énergie E = t.P les
transforme en une fonction de la forme t log (1 + E/t), qui est la perspective selon t de la
fonction concave log (1 + E), et donc par conséquent concave.
Concavité des fonctions log(·) Si l’on considère un vecteur x ∈ Rn, un vecteur y ∈ Rm,
et deux ensembles de coefficients positifs ∆ et Γ, les fonctions de la forme :
log
1 + n∑
i=1
δixi +
m∑
j=1
∑
k≤m
k 6=j
γ(j×m+k)
√
yjyk

sont des fonctions concaves de x et y. En effet,
∑n
i=1 δixi est une fonction affine de x,
et
∑m
j=1
∑
k≤m
k 6=j
γ(j×m+k)
√
yjyk est une fonction concave de y formée par une somme à
coefficients positifs de fonctions concaves
√
yjyk. Par conséquent, leur somme est une
fonction concave, et la composée d’une fonction concave avec une fonction concave et non-
décroissante – log (1 + x) – est concave. Pour finir, la projection sur t de ces fonctions est
également concave.
Pour deux variables x et y positives, les expressions de la forme log(1 + xy) ne sont
pas toujours concaves. Par conséquent, il faut introduire de nouvelles variables d’énergie
partagée pour traiter ces problèmes. On peut par exemple écrire les deux inégalités (5.37a)
et (5.37a) en utilisant α1Ē
(3)
1 = Ē
(3)
1,1 et α2Ē
(3)
2 = Ē
(3)
2,1 :
R1 ≤ t1 log
(
1 +
Ē
(1)
1
t1
)
+ t3 log
(
1 + `1
Ē
(3)
1,1
t3
)
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R2 ≤ t2 log
(
1 +
Ē
(2)
2
t2
)
+ t3 log
(
1 + `2
Ē
(3)
2,1
t3
)
Ē
(3)
1,1 + Ē
(3)
1,2 = Ē
(3)
1 Ē
(3)
2,1 + Ē
(3)
2,2 = Ē
(3)
2
Ces changements de variable correspondent en particulier à ceux effectués pour faire ap-
parâıtre la puissance d’émission du noeud virtuel dans (5.11) pour le CAMC full-duplex.
On peut procéder à une transformation similaire pour la borne supérieure du modèle 1 du
CAMC half-duplex (5.27) et la borne inférieure decode-and-forward de Al Haija-Vu (5.29).
La contrainte (5.37c) va par exemple s’écrire :
R1+R2 ≤ t1 log
(
1 + `1
Ē
(1)
1
t1
)
+t2 log
(
1 + `2
Ē
(2)
2
t2
)
+t3 log
(
1 + `1
Ē
(3)
1,1
t3
+ `2
Ē
(3)
2,1
t3
+ ˆ̀
Ē
(3)
eq
t3
)
avec :
Ē
(3)
1,2 =
`1
ˆ̀
Ē(3)eq Ē
(3)
2,2 =
`2
ˆ̀
Ē(3)eq
5.4.3 Application des bornes et protocoles pratiques
La figure 5.16 présente les applications des différentes bornes dans différentes situa-
tions, à la manière de la figure 5.9 pour le CAMC full-duplex. Les différentes bornes se
comportent de manière similaire au cas full-duplex. La borne decode-and-forward d’Al
Haija-Vu (5.29) est dans tous les cas présentés ici extrêmement proche de la borne supé-
rieure. L’éloignement est similaire à celui observé pour le protocole decode-and-forward de
Laneman (5.10), car nous nous focalisons sur la situation favorable au decode-and-forward
où au moins un des liens source → destination est de mauvaise qualité. Les performances
de la superposition de canaux à relais et du decode-and-forward à deux slots (5.31) sont
bonnes à bas SNR, proche du decode-and-forward à 3 slots et de la borne supérieure.
Cependant, et contrairement au cas full-duplex, à haut SNR, un accès simultané non co-
opératif devient rapidement une approche performante pour maximiser le débit commun.
Asymptotiquement, seul le decode-and-forward d’Al Haija-Vu permet de conserver un gain
en performance par rapport à l’accès simultané.
Lorsque l’un des deux canaux source → destination est de particulièrement mauvaise
qualité (Fig.5.16e), n’importe quel protocole de coopération permet virtuellement d’at-
teindre la borne supérieure, et procure un gain de capacité conséquent par rapport aux
approches non-coopératives. On voit en effet que, comme pour le CAMC full-duplex, les
approches coopératives tendent à symétriser la région de capacité atteignable, et donc à
augmenter le débit maximal atteignable de la“mauvaise” source, et par conséquent le débit
commun. À travers ces observations, ainsi que celles effectuées pour le cas full-duplex, nous
pouvons donc proposer différents protocoles à la fois applicables en pratique, et présentant
des performances raisonnables sur une métrique de débit commun atteignable.
Protocole sans slot de coopération Si les sources ne peuvent émettre de manière
synchronisée, et si la destination ne peut pas décoder de symboles superposés, le protocole
idéal se base sur le decode-and-forward à 2 slots – comme précisé précédemment, on peut
se référer à [Xiao 2007] pour un exemple d’application pratique. Comme il n’y a pas
d’émission cohérente néanmoins, le noeud source ayant le meilleur canal vers la destination
ne cherchera pas à relayer son information à travers l’autre source. En conséquence, ce
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Figure 5.16 – La colonne de gauche présente le débit commun atteignable pour les bornes
du CAMC half-duplex, la colonne de droite la région de capacité sous contrainte de puis-
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protocole est équivalent à la superposition d’un canal direct et d’un canal à relais suivant
le modèle 2 dans le chapitre 4. Sans autre contrainte que le débit commun atteignable, et
en considérant des canaux gaussiens, il n’est donc pas nécessaire de créer des protocoles
complexes à 2 sources et l’on peut directement utiliser les protocoles de relayage existant
dans la littérature.
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(a) Le noeud 1 émet sa propre
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(b) Le noeud 2 émet sa propre
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(c) Le noeud 1 relaise l’infor-
mation du noeud 2.
Figure 5.17 – Superposition d’un trajet direct et d’un canal à relais, pour les CAMC
half-duplex sans slot de coopération.
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(a) Débit commun atteignable sous contrainte
de puissance globale P̄tot
0.5 1 1.5 2 2.5 3
0
2
4
6
8
10
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Figure 5.18 – Performances des protocoles sans slot de coopération, avec `1 = 0.8 et
`2 = 0.2. On considère que le temps de parole est égal à 1/2 pour chaque noeud dans le
cas DF contraint.
Nous n’avons pas expressément traité le modèle 2 du canal à relais sous une contrainte
de puissance globale dans le chapitre 4. Si l’on force un temps de parole égal, comme nous
l’avions fait pour le modèle 1, l’allocation optimale de puissance ne nécessite pas dans ce
cas d’approximations à haut ou bas SNR. On considère que le canal source 2→ destination
est de moins bonne qualité, alors la valeur optimale de P̄1 pour la source 1 agissant comme
relais est une racine du polynôme du second degré suivant :
P̄1 = `2(P̄tot − P̄1) + `1P̄1 + `1`2P̄1(P̄tot − P̄1) (5.39)
Nous traçons sur la figure 5.18 les performances comparées de ce protocole seul, libre
ou contraint à temps de parole égaux dans le canal à relais, par rapport aux bornes
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supérieures (5.27) et (5.28). On voit qu’en l’absence de slot coopératif, la borne supérieure
est extrêmement proche, mais la possibilité d’émission cohérente augmente fortement les
performances atteignables. La contrainte de temps de parole a également ici un impact
beaucoup plus fort que pour le modèle 1.
Protocole avec slot de coopération Si l’émission commune est envisagée sans pour
autant que les noeuds soient capables d’émettre de manière synchronisée, alors le pro-
tocole decode-and-forward d’Al Haija-Vu ne procure pas de bénéfices par rapport à une
superposition de canaux à relais ; les termes sous racines, capturant le gain de l’émission
synchronisée, disparaissant de l’expression (5.37), il est possible de montrer que les deux
régions de capacité se confondent. De plus, comme pour le cas sans slot coopératif, la
source ayant le meilleur canal vers la destination n’a pas d’intérêt à relayer son informa-
tion à travers la seconde source. On se retrouve donc encore avec la superposition d’un
trajet direct et d’un canal à relais. Nous sommes de plus dans ce cas capable de calculer
l’intégralité de l’allocation de ressources, à travers les résultats de la section 5.4.1.3 et du
chapitre 4.
Si l’émission synchronisée est possible, alors le protocole d’Al Haija-Vu procure à ce
jour la meilleure méthode disponible pour la coopération, en particulier grâce au déco-
dage commun des mots codes reçus sur l’ensemble des slots. Le protocole est néanmoins
complexe à implémenter en pratique et à analyser pour obtenir une allocation optimale
de ressources. Une solution alternative consiste à considérer une superposition de canaux
à relais cohérent, jusqu’à un certain seuil de puissance globale disponible à partir duquel
la transmission simultanée non-coopérative devient plus performante. Comme on le voit
sur la figure 5.19, cette approche permet de s’approcher des performances du decode-and-
forward sur une large plage de SNR. Les résultats de ce chapitre et ceux du chapitre 4 nous
permettent de plus d’exprimer de manière analytique toutes les allocations de ressources
nécessaires.
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Figure 5.19 – Performance de différents protocoles selon la puissance globale disponible,
normalisés par rapport à la borne supérieure. On a ici `1 = 0.8 et `2 = 0.2.
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5.5 Conclusion
Ce chapitre était consacré à l’étude des canaux à accès multiples coopératifs. Nous
avons cherché à étendre notre étude des canaux à relais sous contrainte de puissance
globale à un modèle plus évolué, contenant 2 sources cherchant chacune à émettre une
information propre. Dans cette situation, sous une puissance totale disponible, la capacité
est une région de débits atteignables par chaque source simultanément. Nous avons donc
focalisé nos efforts sur le débit commun atteignable par les deux sources, qui correspond
donc à l’intersection de la région de capacité avec une demi-droite partant de l’origine.
Nous avons dérivé, pour le CAMC full-duplex, les expressions analytiques de l’allocation
optimale de puissance pour les bornes supérieures et inférieures decode-and-forward sous
différentes hypothèses. Nous avons également pu dériver la puissance minimale nécessaire
pour que chaque source respecte une contrainte de capacité fixée a priori. Ces expressions
analytiques nous ont permis d’extraire un critère de choix de partenaire optimal pour les
protocoles decode-and-forward. Nous montrons de plus que les CAMC sont équivalents,
en terme de capacité, à des MARC où les sources ne coopèrent plus entre elles mais
par l’intermédiaire d’un noeud relais virtuel. Cette représentation permet d’obtenir de
manière simple la meilleure borne supérieure connue à ce jour pour le CAMC, et simplifie
la manipulation des bornes inférieures et supérieures en réduisant le nombre de variables
à considérer dans les problèmes d’optimisation.
Le cas du half-duplex est plus complexe à traiter. Nous avons tout d’abord développé
un protocole de type decode-and-forward permettant de borner les performances des pro-
tocoles appliqués de la forme [Xiao 2007]. Cependant, ces protocoles ne prennent pas en
compte la possibilité pour les noeuds d’émettre simultanément vers la destination, un
cas traité par [Al Haija 2012b]. Comme pour le canal full-duplex, le modèle équivalent du
MARC est valide et permet d’extraire une borne supérieure égale ou inférieure à celle
fournie par [Al Haija 2012b]. Nous avons ensuite proposé un certain nombre de trans-
formations permettant d’exprimer l’optimisation du débit commun atteignable sous la
forme d’un problème purement convexe. Ces manipulations montrent en particulier qu’il
est plus naturel pour les problèmes half-duplex de considérer non pas une allocation de
puissance dans le réseau, mais une allocation d’énergie. Nous avons obtenu les allocations
de ressources optimales pour les bornes inférieures simples – par partage de temps entre
des transmissions non-coopératives ou des canaux à relais – mais il est difficile d’extraire
l’expression analytique de l’allocation optimale de ressources pour le protocole decode-
and-forward d’Al Haija-Vu. Nous montrons cependant qu’il est possible d’approcher ses
performances par une combinaison de superposition de canaux à relais et d’accès multiples
non coopératifs.
5.5.1 Heuristiques et extension à plusieurs sources
Nous n’avons donc pas pu définir d’allocation de puissance pour le protocole decode-
and-forward complet sur le canal à accès multiples coopératif half-duplex avec un slot de
coopération. Nous avons néanmoins pu déterminer qu’il se réduisait à un canal à accès
multiples non coopératif à haut SNR, et que ses performances approchaient celles d’une
superposition de relai à bas SNR. En conséquence, les performances de la superposition de
relais étant toujours inférieures à celles du decode-and-forward, nous pouvons en déduire
que pour un noeud source ayant un “mauvais” lien vers la destination, le critère de choix
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de relais développé dans le chapitre 6 – à partir des expressions sous forme analytique du
chapitre 4 – procure une bonne heuristique pour le choix d’un partenaire.
Dans un réseau densément maillé avec plus de 2 sources, le problème est cependant plus
complexe. Si l’on suppose que l’on doit former des paires de noeuds coopérant entre eux,
alors la solution optimale n’est pas forcément de procéder à partir du plus mauvais noeud
et d’attribuer les relais potentiels de manière incrémentale. Une distribution de paires
différente permettrait peut-être à tout le réseau d’atteindre un débit commun supérieur.
La principale perspective à court terme de ce travail est donc d’étendre nos résultats à
plus de 2 sources.
Les protocoles decode-and-forward dans un réseau dense sont par ailleurs d’autant plus
complexes à analyser. On a pu voir, en effet, que leurs performances étaient limitées par la
qualité du lien source→ relais. En présence de plusieurs relais potentiels, l’extension directe
du decode-and-forward implique donc de se limiter à la capacité du lien source→ relais de
plus faible qualité, et donc d’amputer les gains possibles. Un exemple de cette approche
est disponible dans [Al Haija 2012b, Th.4]. Une autre approche consiste à sélectionner un
sous-ensemble des relais disponibles, ou de développer un partage de puissance à l’émission
entre les différents relais – un protocole dénommé decode-and-forward partiel, et que l’on
retrouve par exemple pour un canal à N relais dans [Coso Sanchez 2008]. La source va dans
ce cas séparer sa transmission pour chaque relais potentiel. Dans tous les cas, l’analyse du
decode-and-forward dans un réseau half-duplex à N sources implique un grand nombre de
contraintes et de variables.
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Les travaux présentés dans cette thèse jusqu’ici se basaient sur les modèles de canaux
de la littérature. Deux effets ont ainsi été identifiés et utilisés ; les mouvements du sujet
produisent un affaiblissement du signal reçu lorsque le corps s’interpose entre les émet-
teurs, auquel s’ajoutent des effets d’évanouissement dus aux réflexions de l’environnement.
L’analyse de ces effets par des travaux antérieurs, que nous avons présentée dans le cha-
pitre 3 et que nous détaillons plus en avant dans ce chapitre, nous ont amené à formuler
des hypothèses quand à la stabilité temporelle des liens et l’utilisation de données connexes
sur l’état du canal pour l’allocation de ressources dans les BANs.
Nous avons en particulier supposé, dans le chapitre 3, que les noeuds étaient capables
de prédire l’état courant du masquage, l’affaiblissement induit par les mouvements du
corps, avant leur transmission, et pouvait donc intégrer cette connaissance dans le choix
du protocole de communication et l’allocation de ressources pour la transmission afin de
minimiser le taux d’erreur paquet. Dans le cas où la connaissance de l’état du masquage
est uniquement d’ordre statistique, nous avons montré que la corrélation spatiale entre les
états de masquage des différents liens influait sur l’analyse des performances. L’évolution
des évanouissements étant également lente devant la durée des transmissions, nous avons
ensuite supposé que les noeuds avaient une connaissance de leur état de canal courant,
ce qui nous a amené à caractériser plus finement cette allocation de ressources dans le
cas coopératif en nous basant non pas sur la probabilité d’erreur mais sur la capacité de
Shannon (Ch.4 et 5).
Dans ce chapitre, nous présentons une première analyse de mesures relevées sur une
plate-forme que nous avons développée lors de ma dernière année de thèse. Cette plate-
forme est basée sur des capteurs commerciaux portés par le sujet sans connexion physique
à un sondeur de canal, ce qui nous permet d’avoir une meilleure autonomie ainsi qu’une
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plus grande liberté de mouvement. Les mesures ainsi effectuées sont en contrepartie moins
précises, mais plus représentatives des données disponibles pour les protocoles dans leurs
prises de décision. Les résultats de cette étude préliminaire ont ainsi pour but de déter-
miner la stabilité du canal tel que relevé par les capteurs. Nous cherchons à donner une
réponse statistiquement valide aux 3 questions suivantes :
— La mesure du canal par le capteur est-elle stable dans le temps ?
— L’hypothèse de symétrie des liens est-elle vérifiée ?
— La corrélation spatiale entre les effets de masquage sur les différents liens est-elle
stable dans le temps ?
6.1 Introduction
Les hypothèses quant aux canaux des BANs sur lesquelles nous nous sommes ba-
sés pour nos travaux initiaux étaient largement tirées du modèle de l’IEEE 802.15.6
[Yazdandoost 2009], future norme liée aux BANs, et des résultats liés aux travaux sur BA-
NET [D’Errico 2010, Ferrand 2011b]. Parmi les premières mesures menées spécifiquement
pour les BANs, on peut citer [Cotton 2006], où les auteurs identifient les évanouissements
sur le corps en mouvement comme suivant principalement des distributions de Rice. Ils
notent également une forte réduction du paramètre K du modèle de Rice dans un envi-
ronnement intérieur, ce qui est attendu lorsque la part d’énergie fournie par les réflexions
augmente. [Hu 2007] ont été les premiers à mener des mesures à grande échelle dans des en-
vironnements moins contrôlés, à 2.45 GHz, une des plages utilisées dans la norme 802.15.4
et potentiellement disponible pour les BANs. Leurs mesures situent un transmetteur sur
l’une ou l’autre des hanches, et des récepteurs placés sur les poignets, les chevilles et la
tête du sujet. Ils ne considèrent néanmoins pas de scénarios figés, ce qui limite la finesse de
l’analyse quand à la part des effets de masquage et celle des évanouissements. Récemment,
les travaux de [Smith 2011] sur des échantillons de grande taille tendent à montrer que
sans considérer de scénarios particuliers, une distribution normale de l’affaiblissement –
si ce dernier est considéré en décibels – est la plus appropriée. Ce résultat permet une
évaluation plus simple, mais tend à renforcer la supposition que les mouvements humains
sont un facteur non négligeable, qui ne se fond dans une loi gaussienne que si l’on considère
un grand nombre de scénarios différents. Pour utiliser au mieux les spécificités des BANs
dans un protocole de communication, il est nécessaire de séparer l’étude par scénarios.
C’est d’ailleurs l’approche proposée par [Yazdandoost 2009] pour le modèle de canal de la
norme IEEE 802.15.6.
Dans [Scanlon 2008], les auteurs effectuent une série de mesures visant à estimer la dis-
tribution des évanouissements par des distributions de Nakagami. Les paramètres obtenus
pour cette distribution rapprochent les évanouissements d’un comportement de type Ray-
leigh dans la majorité des cas. Lorsque le sujet est stationnaire, les auteurs notent que la
propagation est quasi déterministe en environnement contrôlé, donc uniquement soumise
à un bruit blanc gaussien, les variations du canal étant seulement dues aux mouvements
involontaires de respiration. La campagne de mesure décrite dans [Kim 2009], bien que
dirigée plutôt pour des communications en ultra-large bande, utilise des scénarios spéci-
fiques de marche qui mettent en avant la périodicité inhérente au masquage dans les BANs.
Les auteurs analysent également les temps de cohérence du canal et mettent en avant sa
grande stabilité, qui a pu être confirmée dans [D’Errico 2010, DEr 2010]. Une analyse al-
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ternative du temps de cohérence du canal est disponible dans [Zhang 2009], où les auteurs
déterminent une métrique alternative à celles basées sur la fonction d’autocorrélation de
l’enveloppe du signal reçu. Bien que leur métrique soit plus discriminante, ils identifient
une forte probabilité que le canal ne varie que d’un facteur de 10% sur une période de
25 ms dans une majorité des cas considérés. Dans des travaux récents [Fu 2011, Fu 2012],
les auteurs ont caractérisé l’étalement Doppler et le temps de cohérence dans les BANs
en environnement anéchöıque. L’étalement Doppler des scénarios de courses implique un
temps de cohérence de l’ordre de 25ms, et de l’ordre de 125 ms pour la marche, en accord
avec les résultats de [D’Errico 2010, DEr 2010].
Les premières mesures mettant en évidence le comportement spatialement corrélé dans
les BANs se retrouvent dans [Cotton 2009a]. Pour cette expérience, une plate-forme de
mesure spécifique a été développée en utilisant les convertisseurs analogique-vers-digital
embarqués sur des capteurs Crossbow Mica2 couplés à un récepteur de Linear Technology
RT5504. Les auteurs se sont basés sur des mesures par scénarios, les récepteurs étant placés
sur les membres mobiles, ainsi que le torse et le dos, et les sujets se déplaçant en environne-
ment contrôlé principalement à l’intérieur. Une mesure de type étoile a donc été effectuée
à 2.4 Ghz, tous les récepteurs sauvegardant simultanément la puissance qu’ils recevaient
de la hanche à une fréquence d’échantillonage de 256 Hz. Les auteurs ont donc pu relever
les coefficients de corrélation entre les différents liens. Ils ont également été les premiers à
proposer une approche basée sur des séries auto-régressives [Gourrieroux 1995, Box 2008]
pour la modélisation de l’évolution conjointe des liens dans un BAN. Une approche simi-
laire a été reprise dans [D’Errico 2010], utilisant cette fois un analyseur réseau complet sur
des scénarios courts de marche et de course, et où les auteurs séparent de manière explicite
les effets du masquage et des évanouissements. D’autres travaux [Zhen 2010] proposent un
modèle basé sur des châınes de Markov à un nombre fini d’états, dont le principe est décrit
dans [Wang 1995] et ses références.
Les mesures simultanées de canaux étant complexes, récemment, certaines équipes se
sont tournées vers des approches basées sur des capteurs industriels. Bien que le prin-
cipe rejoigne celui des travaux de [Cotton 2009a], la précision temporelle et la résolution
de la métrique sont moindres. De gros volumes de données ont ainsi été receuillies par
[Smith 2011] sur des capteurs portés pendant une journée complète par divers sujets, ef-
fectuant des activités standards. Ces mesures n’étant pas traitées suivant des scénarios
d’activité, les auteurs n’extraient aucune information sur la corrélation spatiale de l’évolu-
tion des liens. De même, les travaux de [Chaganti 2010] caractérisent la durée des évanouis-
sements et leur fréquence, qui sont des métriques de second ordre généralement connues
sous leur nom anglais, Average Fade Duration et Level Crossing Rate [Proakis 2008]. Tout
comme les travaux de [Smith 2011], l’étude n’étant pas menée par scénario mais sur une
agrégation de scénarios, une distribution normale de l’affaiblissement – en décibels – pro-
cure une bonne approximation de la distribution des évanouissements du canal, et aucune
analyse n’est menée quant à la corrélation spatiale des liens. Plus récemment, les auteurs
de [Kim 2012] ont mené une étude cherchant à caractériser spécialement cette corrélation
dans un scénario de marche, toujours à l’aide de capteurs. La configuration était néanmoins
limitée à une étoile, comme c’était le cas pour l’étude menée par [Cotton 2009a].
Dans ce chapitre, nous mettons en oeuvre notre propre plate-forme de mesure basée sur
des capteurs. En estimant que le temps de cohérence est assez long dans les BANs, nous
avons mis en place un protocole simple où tous les noeuds du réseau émettent chacun
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leur tour. Pour une période totale d’émission, nous sommes donc en mesure de récupérer
l’intégralité de l’état des liens de manière quasi-simultanée. Nous présentons ici les premiers
résultats de cette plate-forme. Leur analyse telle que nous la présentons dans ce chapitre
nous permet de valider et de guider le développement de protocoles sur les BANs, tout en
fournissant une vaste base de données réelles utilisables en simulation.
Après une courte présentation de la plate-forme et de ses composantes, l’analyse des
résultats est décomposée en trois étapes :
— Nous analysons dans un premier temps la stabilité temporelle de l’affaiblissement
des liens. Nous montrons en particulier que la variance des évanouissements entre
deux temps d’émission est relativement faible, comme attendu d’après les résultats
de la littérature, mais que les effets d’évanouissements induisent un étalement des
variations. Cet étalement correspond à celui généré par des canaux de type Ray-
leigh. Nous discutons également dans cette partie de la séparation entre les effets
de masquage et des évanouissements. Dans la littérature, cette séparation est faite
à l’aide de moyennes glissantes, agissant donc comme un filtre passe bas conservant
les composantes à faible fréquence de l’évolution des liens. Ce filtrage est simple à
mettre en oeuvre mais n’amène pas à une séparation claire des deux effets et va
tendre à faire sous-estimer l’importance des évanouissements dans les modèles.
— Comme nos mesures sont complètement maillées, nous avons entre autres accès
à l’état des liens dans les deux sens. La plupart des protocoles de communication
considèrent a priori une symétrie des liens, et se servent pour estimer l’état courant
du canal de symboles pilotes connus des deux interlocuteurs dont on mesure le
SNR en réception. Nos mesures tendent à démentir cette hypothèse, la variation de
l’affaiblissement entre l’aller et le retour pouvant varier de manière très significative.
Nous montrons qu’une part fixe de cette variation est imputable à des “défauts” des
capteurs, tant au niveau du circuit d’émission que celui de réception, et que celle-ci
n’a pas varié sur la période de mesures. Après extraction de l’effet de ce facteur, la
variance résiduelle fait elle aussi apparaitre les effets d’évanouissement.
— Pour finir, nous évaluons la covariance spatiale des liens mesurés. Nous montrons
dans cette dernière partie qu’il est inadapté de considérer la corrélation comme
stable sur une longue durée du mouvement où à l’échelle d’un scénario tel que
présenté dans [D’Errico 2010, Yazdandoost 2009]. En contrepartie, nous montrons
que les mesures de corrélation à moyen terme varient de manière beaucoup moins
brusque, et que l’on peut donc raisonnablement l’estimer au fil de l’eau dans un
protocole réaliste.
6.2 Description du matériel et de la plate-forme
Les capteurs utilisés pour cette plate-forme sont produits par la société HiKoB, une
start-up hébergée sur le campus de l’INSA de Lyon, spécialisée dans les réseaux de cap-
teurs. Le modèle dont nous disposons est dénommé FOX [hik 2012] et est basé sur un
processeur ARM 32 bits (Cortex M3) relativement puissant, ainsi que d’un port pouvant
accueillir un stockage amovible micro-SD. Le chipset radio intégré sur ce capteur est un
Atmel AT86RF231 [atm 2012], implémentant une couche physique et de contrôle d’accès
conforme à la norme IEEE 802.15.4. Le capteur opère dans la bande de fréquence libre à
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2.4 GHz, sur un canal d’une largeur de 2.8 MHz. Nous avons choisi pour ces expérimen-
tations la vitesse de transmission la plus faible prévue par le capteur, i.e. 250 Kbps, afin
de profiter d’une plage de sensibilité en réception maximale, celle-ci passant de -101 dBm
à 250 Kbps à -89 dBm pour un débit de 2 Mbps. Les caractéristiques de la radio sont
précisées dans la table suivante :
Modulation Offset-QPSK avec étalement
Fréquences radio 2408-2480 MHz
Espace inter-canaux 5 MHz
Puissance d’émission max 3 dBm (2 mW) ± 3 dB
Sensibilité -101 dBm à 250 Kbps
Antenne Patch (intégrée au circuit FOX)
Polarisation et gain Omnidirectionnelle (1 dBi)
Figure de bruit 6 dB
Table 6.1 – Récapitulatif des caractéristiques du capteur FOX utilisé.
Le chipset AT86RF231 met à disposition plusieurs métriques de la qualité du lien. En
particulier, il est possible d’obtenir une moyenne de l’indicateur de puissance reçue, en
anglais Received Signal Strength Indicator (RSSI) sur 8 symboles de modulation, soit 125
µs, qu’Atmel dénomme Energy Detection (ED). Cette métrique est plus précise et plus
intéressante que le RSSI brut pour notre étude – et pour le développement de protocoles. La
plage de valeurs de la métrique ED est de -91 dBm, à -8 dBm, ce qui couvre la majorité
de nos besoins si on considère que nous émettrons toujours à puissance maximale. La
résolution de l’ED est de 1 dBm en relatif, et peut aller jusqu’à 5 dBm en absolu en
fonction de l’architecture du capteur et des conditions environnementales. Le décalage
absolu est tout de même noté constant par Atmel sur toute la plage de valeurs pouvant
être prises par l’ED [atm 2012, Sec.8.4]. Si l’on couple cette remarque avec le fait que la
puissance d’émission est elle aussi assurée à ± 3 dBm, il est facile d’imaginer que même
pour deux capteurs identiques, il est dangereux de compter sur une valeur non corrigée de
l’ED pour estimer la qualité d’un lien bidirectionnel.
3
1
4
5 6
2
Figure 6.1 – Position des noeuds pour les mesures de canaux des BANs.
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Pour notre principale série de mesures, nous avons choisi un scénario classique de
positionnement des noeuds (Fig.6.1). Un noeud sur la hanche, présumé central dans le
réseau, et 5 noeuds périphériques situés sur le torse et les membres en mouvement. Nous
nous sommes focalisés sur des scénarios de marche, dans des conditions intérieures et
extérieures, un scénario central dans les applications des BANs. N’étant pas limités par
une distance de câbles ni par des soucis de batterie, nous avons été libres de choisir les lieux
utilisés pour ces mesures. Nous avons avant tout cherché à nous éloigner des interférences,
qu’elles soient humaines ou dues aux émissions radio d’autres équipements. Parmi les deux
campagnes que nous présentons ici, le premier trajet considéré fait environ 30m et suit la
longueur du stade multisports du campus de la Doua (Fig.6.3a). Le second a été effectué
au sous-sol du bâtiment Claude Chappe (Fig.6.3b). L’environnement y est confiné et en
béton armé. Le trajet fait dans ce cas environ 40m de longueur.
Temps
· · · 1 2 3 4 5 6 7 Ecriture · · ·
Slot de contrôlePériode
Figure 6.2 – Représentation du protocole mis en place pour les mesures
Le protocole que nous utilisons se base sur un simple partage de temps de parole
entre les différents noeuds. Nous définissons un slot comme étant le temps de parole d’un
noeud spécifique, numéroté suivant la figure 6.1. Une période correspond à 7 slots pour
cette campagne de mesures. Le 7e noeud, non représenté sur la figure 6.1, correspond à
un noeud de contrôle, qui sert à démarrer et arrêter l’écriture des mesures sur le support
de stockage, et d’incrémenter l’identifiant interne des mesures. À la fin du tour de parole
de chaque noeud, un temps est laissé pour l’écriture des valeurs reçues sur les supports de
stockage. Nous ne décrivons pas ici le fonctionnement interne de ce protocole, mais celui-
ci est évolutif, et peut accueillir un nombre arbitraire de noeuds de mesure. De plus, le
stockage sur carte micro-SD et la durée de vie des batteries des capteurs nous permettent
d’envisager des mesures de longue durée si cela est nécessaire, supérieur à plusieurs heures
en continu. Nous avons également la possibilité de vérifier en temps réel l’état des capteurs
et s’ils sont bien inscrits dans la rotation, ainsi que le numéro associé à la mesure en cours.
Les slots de parole des noeuds comprennent le passage des radios en mode émission ou
réception en plus du temps d’émission du noeud concerné. La durée de chaque slot est
de moins de 1.5 ms, bien en deçà du temps de cohérence mesuré des BANs, et le slot
d’écriture dure 2.5 ms. La durée totale d’une période, et donc la résolution de nos mesures
pour cette campagne, est donc de 13 ms, soit une fréquence d’échantillonage de 77 Hz.
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(a) Trajet d’environ 30m, à l’extérieur et à environ 100m des bâtiments environnants.
(b) Trajet d’environ 40m, à l’intérieur du bâtiment du laboratoire.
Figure 6.3 – Trajets considérés dans ce chapitre
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6.3 Analyse des résultats
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Figure 6.4 – Valeur de la métrique ED mesurée pour les liens du noeud 1 (hanche) vers
les noeuds 2, 3 et 4, sur une réalisation de trajet. Les courbes en pointillés représentent le
lien inverse, du noeud i vers le noeud 1, sur le même échantillon.
Nous présentons sur la figure 6.4 un extrait des résultats de mesure bruts. Pour chaque
trajet, le protocole que nous avons mis en place nous permet d’indiquer aisément le début
et la fin de la mesure, évitant ainsi à la source d’éventuels effets de bords au lancement
et à l’arrêt du mouvement. On voit nettement apparâıtre sur la figure une période stable
d’environ 1 seconde, correspondant à notre vitesse de marche durant cette expérience.
Cette période est très nette sur le lien 1→ 4, correspondant au lien entre la hanche droite
et la main droite. En contrepartie, le lien 1 → 3 (hanche droite vers main gauche) est
nettement plus faible en moyenne, mais aussi plus variable ; la présence du corps dans la
ligne de vue des capteurs pendant une majorité du mouvement entrâıne, relativement, une
contribution plus grande des multitrajets par rapport au trajet direct, ce qui augmente les
effets d’évanouissement. Le lien 1 → 2, vers le torse, est lui plus stable et ses variations
ne proviennent pas a priori d’un masquage périodique par le corps mais plutôt encore une
fois des évanouissements. On peut voir également sur les paires 1 ↔ 2 et 1 ↔ 4 un léger
décalage entre les valeurs relevées sur le trajet aller (i → j) et retour (j → i) durant la
même période de transmission. Nous quantifions ce décalage plus en avant dans ce chapitre.
Pour le trajet 1, en extérieur (Fig.6.3a), nous disposons pour chaque réalisation du
trajet d’environ 1200 échantillons, et pour le trajet en intérieur (Fig.6.3b) environ 1500.
Les figures 6.5 et 6.6 représentent les histogrammes des valeurs enregistrées par les liens
pour une réalisation du trajet. On voit clairement apparâıtre une des limitations de la
métrique remontée par le chipset AT86RF231, avec des pics réguliers tous les 3 dB. Ces
valeurs vont avoir tendance à absorber les valeurs adjacentes, une évaluation de l’ampleur
de cet effet étant décrite dans [atm 2012].
Nous donnons dans la table 6.2 et 6.3 les valeurs relevées de moyenne et de variance
pour les différents liens, sur une réalisation des trajets 1 et 2. On peut voir que les valeurs
moyennes de la puissance reçue sont plus élevées en intérieur, les différences étant com-
prises entre 5 et 15 dB pour la majorité des liens. La seule exception à cette règle est le lien
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Figure 6.5 – Histogrammes des liens incluant le noeud 1 sur une réalisation particulière
du trajet 1, en extérieur. Les éléments bleus correspondent au lien noté en légende (1→ i),
et les éléments rouges le lien inverse (i→ 1).
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(c) Noeud 1 → noeud 4
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Figure 6.6 – Histogrammes des liens incluant le noeud 1 sur une réalisation particulière
du trajet 2, en intérieur. Les éléments bleus correspondent au lien noté en légende (1→ i),
et les éléments rouges le lien inverse (i→ 1).
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entre les noeuds 5 et 6, qui voient leur affaiblissement augmenter. Les différences en terme
de puissance reçue proviennent manifestement d’une contribution plus forte des trajets
multiples. On voit entre autre que les liens ayant déjà un affaiblissement faible profitent
moins du passage en intérieur. On notera pour finir que dans le scénario du trajet 2, les
variances sont en général plus élevées qu’à l’extérieur, mais aussi beaucoup plus homo-
gènes, oscillant entre 20 et 40 dB. Encore une fois, ce phénomène peut être expliqué par
l’influence des multitrajets. Lorsque l’apport en puissance de ces derniers augmente, les
effets d’évanouissements auxquels ils sont soumis rendent les liens nettement plus instables
et augmentent la variance de l’affaiblissement.
Noeud 1 Noeud 2 Noeud 3
Noeud 1 ∅ -78.9/8.8 -78.0/41.1
Noeud 2 -79.7/4.9 ∅ -71.4/9.4
Noeud 3 -78.3/40.3 -70.4/8.5 ∅
Noeud 4 -66.6/44.0 -67.2/20.4 -81.0/28.9
Noeud 5 -82.8/15.7 -85.9/11.9 -76.8/26.8
Noeud 6 -77.5/17.8 -82.8/17.0 -87.0/12.8
Noeud 4 Noeud 5 Noeud 6
Noeud 1 -67.5/42.7 -83.7/15.0 -78.9/18.7
Noeud 2 -67.9/33.2 -86.5/11.6 -84.0/12.7
Noeud 3 -81.0/22.8 -77.6/27.8 -87.7/11.5
Noeud 4 ∅ -78.7/57.8 -75.6/47.5
Noeud 5 -78.2/55.8 ∅ -59.6/28.5
Noeud 6 -74.5/46.7 -59.2/23.5 ∅
Table 6.2 – Valeurs des moyennes/variances (en dBm/dB) pour une réalisation du trajet
1 en extérieur.
Noeud 1 Noeud 2 Noeud 3
Noeud 1 ∅ -65.5/24.6 -69.1/22.8
Noeud 2 -65.0/28.6 ∅ -60.6/39.3
Noeud 3 -68.6/30.4 -59.9/40.1 ∅
Noeud 4 -60.9/36.1 -62.8/22.7 -69.7/31.4
Noeud 5 -75.4/30.6 -70.4/42.9 -66.8/36.1
Noeud 6 -67.4/38.2 -68.9/30.3 -73.3/31.5
Noeud 4 Noeud 5 Noeud 6
Noeud 1 -61.7/36.1 -75.5/28.9 -68.9/30.6
Noeud 2 -63.3/28.8 -71.4/40.2 -70.7/31.9
Noeud 3 -70.3/33.5 -67.3/33.8 -74.1/29.6
Noeud 4 ∅ -74.4/32.7 -67.0/32.1
Noeud 5 -74.8/28.4 ∅ -67.2/29.3
Noeud 6 -66.3/38.6 -66.7/30.4 ∅
Table 6.3 – Valeurs des moyennes/variances (en dBm/dB) pour une réalisation du trajet
2 en intérieur.
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6.3.1 Stabilité temporelle du canal
Comme nous l’avons vu dans l’introduction de ce chapitre, les travaux de la littérature
traitent la question de la stabilité principalement à travers une valeur de coupure de la
fonction d’autocorrélation du canal. L’approche considérée dans [Fu 2012, D’Errico 2010]
considère une valeur de coupure de 0.5. Les figures 6.7 retranscrivent les résultats de cette
méthode sur quelques liens, en intérieur et en extérieur pour notre scénario de marche.
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Retard (s)
Temps de cohérence : 134 ms
(a) Trajet extérieur, lien 1→ 4 (hanche vers
main).
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(b) Trajet extérieur, lien 1→ 6 (hanche vers
pied).
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Temps de cohérence : 47 ms
(c) Trajet intérieur, lien 1→ 4 (hanche vers
main).
−0.4 −0.2 0 0.2 0.4
0
0.5
1
Retard (s)
Temps de cohérence : 38 ms
(d) Trajet intérieur, lien 1→ 6 (hanche vers
pied).
Figure 6.7 – Autocorrélation et temps de cohérence du canal pour deux liens, sur le trajet
intérieur et extérieur.
Les résultats de la littérature donnaient, pour le trajet extérieur, un temps de cohérence
moyen de 125 ms pour le scénario de marche en environnement contrôlé [Fu 2012, Fig.8],
et d’environ 80 ms pour un scénario de marche en intérieur [D’Errico 2010, Tab.5]. Les
valeurs observées sur la figure 6.7, que l’on retrouve pour l’ensemble des liens dans les
tables 6.4 et 6.5, tendent à indiquer dans un premier temps que le temps de cohérence est
surestimé pour des applications pratiques sur des réseaux de capteurs. En extérieur, les
“bons” liens du réseau – en particulier de la hanche et du torse vers les mains – présentent
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en effet un temps de cohérence proche de celui relevé par [Fu 2012]. Cependant, pour
les liens de moins bonne qualité, plus soumis aux effets des multi-trajets, ainsi que pour
l’ensemble des liens pour le trajet intérieur, le temps de cohérence est bien inférieur à celui
relevé par [D’Errico 2010].
Noeuds 1 2 3 4 5 6
1 ∅ 84 77 134 60 36
2 86 ∅ 168 57 119 113
3 81 164 ∅ 62 118 52
4 131 46 59 ∅ 38 76
5 55 104 120 44 ∅ 38
6 38 98 55 78 37 ∅
Table 6.4 – Temps de cohérence (en ms) de l’ensemble des liens, sur une réalisation du
trajet extérieur.
Noeuds 1 2 3 4 5 6
1 ∅ 35 17 47 21 38
2 25 ∅ 24 18 37 27
3 16 26 ∅ 19 25 35
4 52 19 19 ∅ 31 45
5 22 40 24 33 ∅ 21
6 33 26 32 39 21 ∅
Table 6.5 – Temps de cohérence (en ms) de l’ensemble des liens, sur une réalisation du
trajet intérieur.
En pratique, pour la conception de protocole, il est possible d’évaluer la variation de
la qualité du canal entre deux périodes de transmission. On notera dans la suite de ce
chapitre gi,j [k] la valeur de l’ED reçue par le noeud j depuis le noeud i à l’instant k.
On s’intéresse en particulier à la variation de gi,j entre les échantillons k − 1 et k, pour
déterminer le degré de prédictibilité de l’affaiblissement du lien :
εi,j [k] = gi,j [k]− gi,j [k − 1] (6.1)
A l’échelle de notre fréquence d’échantillonage, nous pouvons supposer que les effets de
masquage ne varieront que peu, et la résiduelle εi,j [k] sera donc principalement impactée
par les effets d’évanouissement et le bruit de mesure. La figure 6.8 présente la distribution
de cette résiduelle sous forme d’histogramme, et selon un diagramme dit normal Ce type
de diagramme permet d’évaluer la forme d’une distribution empirique par rapport à une
distribution gaussienne de même variance. La ligne rouge représente la distribution des
percentiles pour une distribution gaussienne, et les points bleus indiquent ceux de l’échan-
tillon. On peut voir sur ces exemples que la résiduelle (6.1) ne suit pas une distribution
gaussienne. Sa forme est symétrique et unimodale, mais les queues de la distribution sont
plus étalées que pour une distribution gaussienne. La comparaison avec la simulation d’un
canal de Rayleigh (Fig.6.9) nous amène à faire l’hypothèse que cet écart par rapport à
une distribution gaussienne est principalement dû à l’effet des évanouissements du canal,
les deux figures présentant une forme similaire. L’utilisation de l’équation (6.1) pour la
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(b) Lien 1→ 3 (diagramme normal)
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(c) Lien 1→ 6 (histogramme)
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Figure 6.8 – Histogrammes et diagrammes normaux de la résiduelle (6.1), sur une réali-
sation du trajet extérieur.
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prédiction du canal sera donc imparfaite, mais la prédiction de l’évolution d’un canal de
Rayleigh est difficile. Nous n’avons accès qu’à la valeur du SNR résultant des effets d’éva-
nouissement (2.4), qui est une fonction du module du coefficient complexe h du canal.
Ce module peut varier très brusquement et de manière imprévisible. Une approche effi-
cace pour améliorer cette prédiction est de considérer non pas le module de h, mais ses
composantes réelles et imaginaires, variant elles de manière régulière, sans discontinuité
dans leurs dérivées [Garcia 2012, Sec.7.4]. Hélas, le matériel déployé actuellement dans
les capteurs industriels ne permet pas d’avoir accès au canal complexe, et les protocoles
pratiques sont donc pour l’instant restreints à utiliser une approximation similaire à celle
de l’équation (6.1).
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Figure 6.9 – Diagramme normaux pour la résiduelle entre deux échantillons successifs,
sur un canal de Rayleigh simulé.
Nous reportons dans les tables 6.6 et 6.7 une statistique portant sur la proportion
de valeurs résiduelles εi,j [k] étant inférieure en valeur absolue à 2 dB. Nous choisissons
délibérément de considérer cette statistique plutôt qu’un écart type, car la forme de la
résiduelle dans nos mesures est à la fois plus pointue et plus étalée qu’une distribution
gaussienne. Comme nous souhaitons avant tout évaluer la concentration de la distribution
empirique autour de sa moyenne, cette statistique remplit ce rôle dans notre analyse en lieu
et place de l’écart type. Sur le trajet extérieur, la variation des liens entre deux échantillons
est faible, et on peut raisonnablement supposer que la prédiction est valable dans une
majorité des cas. Sur le trajet intérieur, la probabilité empirique de sortir de la zone
[−2, 2] dB est nettement plus élevée. La contribution au signal reçu des trajets multiples en
environnement confiné rend la prédiction à travers l’équation (6.1) peu adaptée. La notion
de temps de cohérence tirée de la fonction d’autocorrélation amène donc à surestimer
fortement le degré de stabilité du canal, qui peut varier de manière non négligeable entre
deux instants temporels proches. Nous explorons plus en avant dans ce chapitre l’impact
que peut avoir cette variation dans un protocole réaliste où une source choisit entre deux
relais potentiels. Cela nous permet en particulier d’illustrer une utilisation possible de
ces mesures et de cette plate-forme dans l’évaluation des performances de protocoles en
situation réelle.
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Noeuds 1 2 3 4 5 6
1 ∅ 0.39 0.39 0.68 0.46 0.47
2 0.41 ∅ 0.44 0.45 0.50 0.51
3 0.40 0.42 ∅ 0.39 0.53 0.46
4 0.70 0.45 0.42 ∅ 0.48 0.51
5 0.46 0.52 0.51 0.47 ∅ 0.47
6 0.51 0.52 0.45 0.49 0.53 ∅
Table 6.6 – Probabilité empirique pour la résiduelle (6.1) de se retrouver à [−2, 2] dB de
la valeur moyenne, pour une réalisation du trajet intérieur.
Noeuds 1 2 3 4 5 6
1 ∅ 0.97 0.75 0.85 0.78 0.69
2 0.97 ∅ 0.73 0.70 0.79 0.75
3 0.76 0.77 ∅ 0.75 0.84 0.64
4 0.86 0.71 0.74 ∅ 0.63 0.71
5 0.72 0.79 0.84 0.69 ∅ 0.75
6 0.69 0.74 0.62 0.72 0.75 ∅
Table 6.7 – Probabilité empirique pour la résiduelle (6.1) de se retrouver à [−2, 2] dB de
la valeur moyenne, pour une réalisation du trajet extérieur.
6.3.2 Symétrie des liens
Il est courant, dans les protocoles, de considérer que les liens sont symétriques, afin
d’évaluer la qualité de la transmission entre deux noeuds. Par exemple, dans un protocole
à partage de temps comme celui présenté pour nos mesures, un noeud i pourrait inférer,
après avoir reçu un paquet du noeud j avec une puissance d’émission connue, que le
lien i → j aura le même affaiblissement. Il utilisera donc cette valeur dans un processus
d’optimisation. D’après les figures 6.4, 6.5 et 6.6, on voit que cette propriété mérite d’être
vérifiée même si les liens présentent des similitudes. On s’intéresse donc, pour deux noeuds
i et j, à la distribution à chaque instant de la valeur gi,j [k]− gj,i[k].
Une évaluation de la dispersion des valeurs est possible en utilisant les figures 6.10 et
6.11, qui représentent l’écart de puissance mesurée par chaque noeud sur un lien donné
sous la forme de nuage de points. On voit immédiatement que la dispersion des valeurs
est largement supérieure dans le trajet intérieur que dans le trajet extérieur. De plus, sur
le scénario extérieur, les liens vers les pieds (noeuds 5 et 6) font également ressortir une
forte dispersion. Notre plate-forme de mesure utilisant des temps de paroles différents pour
chaque noeud, l’échantillonnage de l’aller et du retour à un intervalle faible mais présent
ajoutera encore à la dispersion des mesures. Dans le trajet intérieur, ainsi que pour les
liens vers les pieds dans le trajet extérieur, la contribution du trajet direct à la puissance
totale reçue par le capteur est plus faible que pour les “bons” liens du trajet extérieur, ce
qui explique les différences visuelles de dispersion des figures 6.10 et 6.11.
Nous pouvons tout d’abord quantifier l’écart en utilisant la même méthode que celle
présentée dans la section précédente pour la stabilité temporelle des liens. Cela nous per-
met d’évaluer la probabilité pour un protocole de commettre une erreur significative en
considérant que les liens sont symétriques. Nous recensons donc, dans les tables 6.8 et
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(b) Noeud 1 ↔ noeud 4
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(c) Noeud 1 ↔ noeud 5
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(d) Noeud 1 ↔ noeud 6
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(e) Noeud 3 ↔ noeud 5
−90 −80 −70 −60 −50 −40
−80
−60
−40
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(f) Noeud 4 ↔ noeud 6
Figure 6.10 – Nuages de points, visualisant le biais de symétrie pour différents liens, sur
le trajet 1, en extérieur.
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(a) Noeud 1 ↔ noeud 3
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(b) Noeud 1 ↔ noeud 4
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(c) Noeud 1 ↔ noeud 5
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(d) Noeud 1 ↔ noeud 6
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(e) Noeud 3 ↔ noeud 5
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(f) Noeud 4 ↔ noeud 6
Figure 6.11 – Nuages de points, visualisant le biais de symétrie pour différents liens, sur
le trajet 2, en intérieur.
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6.9 les probabilités empiriques relevées sur nos mesures que la valeur gi,j [k] − gj,i[k] soit
supérieure, en valeur absolue, à un seuil de 2 dB.
Noeuds 1 2 3 4 5 6
1 ∅ 0.84 0.71 0.86 0.59 0.44
2 0.84 ∅ 0.94 0.82 0.72 0.64
3 0.71 0.94 ∅ 0.94 0.84 0.67
4 0.86 0.82 0.94 ∅ 0.89 0.78
5 0.59 0.72 0.84 0.89 ∅ 0.94
6 0.44 0.64 0.67 0.78 0.94 ∅
Table 6.8 – Probabilité empirique pour la différence aller-retour d’un lien la valeur gi,j [k]−
gj,i[k] de se retrouver à [−2, 2] dB de la valeur moyenne, pour une réalisation du trajet
intérieur.
Noeuds 1 2 3 4 5 6
1 ∅ 0.92 0.97 0.91 0.79 0.79
2 0.92 ∅ 0.94 0.67 0.79 0.86
3 0.97 0.94 ∅ 0.97 0.94 0.87
4 0.91 0.67 0.97 ∅ 0.93 0.85
5 0.79 0.79 0.94 0.93 ∅ 0.89
6 0.79 0.86 0.87 0.85 0.89 ∅
Table 6.9 – Probabilité empirique pour la différence aller-retour d’un lien la valeur gi,j [k]−
gj,i[k] de se retrouver à [−2, 2] dB de la valeur moyenne, pour une réalisation du trajet
extérieur.
Sur le trajet extérieur (Tab.6.9), la majorité des liens peuvent être considérés symé-
triques en pratique, si tant est que la transmission se fasse très rapidement après réception
de la valeur mesurée sur le lien. La densité de probabilité sur l’intervalle que nous consi-
dérons est supérieure ou proche de 80%, à l’exception du lien 2↔ 4, du torse vers la main
droite. Sur le trajet intérieur (Tab.6.9), certains liens sont très instables, en particulier ceux
de la hanche vers les pieds (1↔ 5 et 1↔ 6), qui sont ceux d’intérêt pour la coopération.
En observant la figure 6.10, on peut voir que certains liens subissent un décalage
constant par rapport à la moyenne ; ce décalage est particulièrement évident sur les liens
1 ↔ 4, 3 ↔ 5 et 4 ↔ 6. En se basant sur les spécifications du chipset radio utilisé
(Tab.6.1), il est raisonnable d’émettre l’hypothèse que ce biais peut être induit par les
imperfections du couple de capteur, quant à leur puissance d’émission et à l’évaluation
de la puissance reçue. Ce biais apparâıt néanmoins constant, et il serait par conséquent
possible à travers des moyennes à long terme de le compenser pour améliorer la précision
des mesures du canal dans une application pratique. Nous cherchons donc dans la suite
de cette section à évaluer à la fois si effectivement le matériel embarqué par les capteurs
va induire un biais de symétrie, et si ce biais est significatif – au sens statistique – et
mérite donc d’être compensé en pratique. Pour ce faire, nous utilisons dans cette section
une approche classique d’analyse de la variance (ANOVA) [Hicks 1999].
Nous avons donc reformulé un plan d’expérience plus complet afin de tester cette
hypothèse, où nous allons faire varier la position des différents capteurs sur le corps afin de
croiser leur effet sur différents liens. Pour ce nouveau plan, nous considérerons uniquement
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le trajet en extérieur, et nous limitons notre étude à 4 capteurs sur 6, sans considérer les
pieds. Cette restriction est d’ordre pratique ; prendre en compte la totalité des capteurs
nécessiterait plus d’une centaine de modifications de la position des capteurs. Qui plus est,
en nous concentrant sur les positions (Hanche, Torse, Main Droite, Main Gauche), nous
évitons au maximum les effets d’évanouissements et pouvons donc mieux quantifier l’effet
des couples de capteurs.
Nous détaillons à présent notre plan d’expérience. Notre unité de mesure correspond à
la différence de la métrique ED lue à l’aller et au retour sur chaque lien. Les facteurs que
nous considérons sont au nombre de 3 :
— Un facteur évident, provenant du modèle même de notre réseau, dû aux différents
liens, que nous intégrons à notre modèle d’analyse sous la forme d’un effet qualitatif
fixé.
— Un second facteur dû aux différents couples de capteurs présents sur un lien. Ce
facteur est celui qui nous intéresse plus particulièrement dans cette étude.
— Un facteur dû aux répétitions d’un même trajet sans changer les liens considérés
et la position des capteurs. Ce facteur est hiérarchique par rapport aux deux précé-
dents, et aléatoire ; chaque passage correspond en effet à un tirage dans l’ensemble
des passages possibles sur chaque trajet, et pour une position de capteur donnée
nous répétons plusieurs fois le trajet.
Pour chaque lien, et chaque passage, nous disposons donc d’un nombre d’échantillons
de la différence d’ED proche de 1200. Notre plan d’expérience appartient à la famille
des plans factoriels croisés hiérarchiques, et comporte deux facteurs qualitatifs dits fixes
et un facteur aléatoire. Les lignes directrices de l’analyse de tels modèles sont décrites
en particulier dans [Hicks 1999, Ch.6-7]. Le schéma suivant (Fig.6.12) représente le plan
d’expérience sous forme graphique.
· · ·
Lien
Capteur
Passage
Figure 6.12 – Représentation schématique de notre plan d’expérience.
Nous analysons ces données à l’aide de l’outil ANOVA de MATLAB, ce qui nous donne
les résultats de la table 6.10. Nous utilisons la présentation usuelle des tables d’ANOVA,
où la colonne SS (pour Sum of Squares) représente la somme des carrés liée à l’effet,
d.f. indique le nombre de degrés de liberté de la somme de carrés et MS (pour Mean
Square) le résultat de l’opération SS/d.f.. On calcule ensuite la valeur de la statistique
F , qui correspond à un rapport entre des combinaisons linéaires de ces sommes de carrés.
Cette statistique permet d’évaluer si le facteur considéré influe de manière significative,
en moyenne, sur les valeurs de la différence d’ED lue. Ainsi, la valeur de p indique la
probabilité que l’écart relevé soit dû à la chance plutôt qu’à l’effet du facteur. On considère
en général que les valeurs de p < 0.05 indiquent un impact statistiquement significatif du
facteur sur le résultat. Nous cherchons dans tous les cas à évaluer, pour chaque facteur,
l’hypothèse “Le facteur n’a pas d’effet significatif, en moyenne, sur la symétrie du lien”.
Pour l’analyse que nous faisons dans ce chapitre, nous nous référençons principalement
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aux méthodes présentées dans [Hicks 1999] et [Rice 1995, Ch9-Ch12].
Effet SS d.f. MS F p
Lien 4515 5 902.81 590.34 < 10−50
Couple de capteur 166244.9 5 33248.98 21740.29 < 10−50
Lien × Couple de capteur 11836.3 25 473.45 57.96 < 10−50
Passage(L,C) 1120.3 72 15.56 1.37 0.09
Erreur 732596.7 479409 1.53
Total 920779.2 479516
Table 6.10 – Résultats de la méthode ANOVA pour notre plan d’expérience.
Pour les résultats de la table 6.10, on peut voir que les liens ont un impact significatif sur
la symétrie, ce qui était attendu du fait du modèle. Les couples de capteur ont également
un effet significatif, ce qui nous permet de rejeter l’hypothèse énoncée ci-avant pour ces
deux facteurs. Nous ne pouvons en revanche pas nous prononcer sur l’effet des différents
passages. Pour en finir avec l’analyse des résultats de cette expérience, il est intéressant
de considérer l’interaction entre nos deux effets croisés. La table 6.10 nous indique que
cette interaction a un effet significatif, mais il est difficile de se représenter en pratique
ce que cela implique. Nous traçons sur la figure 6.13 les variations moyennes de chacun
des facteurs. Chaque courbe correspond sur ce graphique à un couple de capteurs, et en
abscisse on trouve les 6 liens considérés dans notre modèle.
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Figure 6.13 – Interaction entre les facteurs Lien et Couple de capteur, pour le plan
d’expérience décrit en Fig.6.12. Les acronymes des liens sont formés par la première lettre
de la position de chaque capteur (Hanche, Torse, Main Droite, Main Gauche).
On peut voir visuellement plusieurs groupes se détacher sur la figure 6.13. En premier
lieu, les couples de capteurs (1−3) et (1−4) se comportent de manière similaire, ainsi que
les couples (2 − 3) et (2 − 4). Le décalage moyen du couple (1 − 2) est bien au-dessus de
la moyenne des autres couples, et le couple (3 − 4) a quant à lui une déviation faible sur
l’ensemble des liens. Entre les deux groupes principaux (1 − 3),(1 − 4) et (2 − 3),(2 − 4),
l’interaction est significative, ce qui va engendrer le résultat indiqué dans la table 6.10,
mais à l’intérieur des groupes l’interaction n’a que peu d’effet.
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De manière plus générale, on peut voir que pour certains couples de capteurs, la dévia-
tion peut atteindre ± 1 dB. Cette variation peut parâıtre conséquente à première vue, mais
dans un réseau réaliste les liens et les couples de capteurs situés aux extrémités des liens
sont figés. Si a priori, comme semblent indiquer les résultats de la table 6.10, les passages
et les répétitions du mouvement n’ont pas d’effet significatif, un protocole réaliste pourra
donc compenser cette déviation en échangeant l’information de la puissance reçue par les
capteurs aux deux extrémités et en soustrayant la différence moyenne. Cela nécessite tout
de même une mesure simultanée de l’état d’un lien bidirectionnel par les noeuds, mais
permettrait d’améliorer la qualité de la prédiction de l’état des liens.
6.3.3 Application aux choix de relais
Nous montrons dans cette section une application des mesures effectuées pour l’évalua-
tion de performances en situation réalistes. Dans le chapitre 4, l’expression sous une forme
analytique simple de la capacité en fonction de la puissance totale allouée permet d’iden-
tifier directement un critère simple de choix de relais. On voit en effet, dans les équations
(4.13), (4.30) et (4.31) que la capacité d’un protocole decode-and-forward dépend dans
tous les cas du même coefficient.
|h2|2(|h1|2 + |h3|2)
|h2|2 + |h3|2
Si l’on considère un noeud source S, une destination D et un ensemble fini de relais po-
tentiels indexés dans {1, . . . , N}, et on note hi,j l’affaiblissement entre deux noeuds. En
considérant que la source et le relais choisi sont soumis à une contrainte de puissance glo-
bale Ptot, et d’après les résultats du chapitre 4, l’indice I
∗ de relais optimal en terme de
capacité est :
I∗ = arg max
i∈{1,...,N}
|hS,i|2(|hS,D|2 + |hi,D|2)
|hS,i|2 + |hi,D|2
(6.2)
Cette relation est proche de la moyenne harmonique entre les coefficients |hS,i|2 et
|hi,D|2, mais dépend également du canal S → D. Nous pouvons utiliser les mesures ef-
fectuées dans le chapitre courant pour évaluer en situation réaliste les performances de
notre critère de sélection par rapport à la littérature. Nous choisissons ici de fiabiliser la
transmission entre le pied droit et la hanche, en utilisant la main droite ou la main gauche,
sur toute la durée d’un trajet. Le noeud du pied gauche choisit à chaque transmission un
noeud relais parmi la main droite ou la main gauche. Nous comparons la capacité moyenne
par transmission pour le pied gauche sur la figure 6.14, selon le critère (6.2), le minimum
des modules des liens relais→destination, et la moyenne harmonique du module des liens
relais→destination.
Notre critère représentant le choix optimal du relais sur une métrique de capacité, on
voit qu’une sélection basée sur le minimum des canaux S → R et R→ D est virtuellement
équivalent à une sélection basée sur la moyenne harmonique. Cette particularité n’est pas
liée au jeu de mesure utilisé pour cette évaluation ; avec tous les échantillons de trajet
que nous avons testé ainsi, les deux critères généraient une courbe de capacité quasiment
confondue. Le gain en terme de capacité est de l’ordre de 10% à bas SNR, et se résorbe
lorsque la valeur de P̄tot augmente. Notre critère de sélection est aussi légèrement plus
stable ; la moyenne harmonique et le minimum ont procédé à un changement de relais
dans 20% des transmissions, alors que pour le critère (6.2) un changement n’a été opéré
que dans 17% des cas, soit une réduction de 15% environ.
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Figure 6.14 – Comparaison de la capacité moyenne obtenue avec différents critères de
sélection de relais dans un BAN, sur un scénario de marche en extérieur.
Nous pouvons également comparer la puissance nécessaire pour atteindre un seuil de
capacité fixé, que l’on notera R∗. Nos expressions de capacité étant basées sur le logarithme
naturel, on peut exprimer P̄min = P̄1,1 + P̄eq en fonction de R
∗ de la manière suivante,
pour un canal à relais full-duplex :
P̄min = min
i∈{1,...,N}
{
(|hS,i|2 + |hi,D|2)
|hS,i|2 (|hS,D|2 + |hi,D|2)
}(
eR
∗ − 1
)
Les résultats sont représentés sur la figure 6.15. On peut noter que le gain en terme de
puissance est cette fois un coefficient de (eR
∗ − 1) et ne décrôıt pas lorsque ce dernier
augmente. Dans les jeux de mesures que nous avons testés, la diminution de la puissance
rayonnée est de l’ordre de 30% à 40% ; dans l’exemple présenté sur la figure 6.15, la
puissance nécessaire par notre choix de relais est exactement 42% inférieure au critère de
moyenne harmonique.
En pratique, nous avons vu depuis le début de ce chapitre que les estimations que l’on
pouvait faire des canaux à la réception étaient loin d’être parfaites avec les équipements
disponibles sur nos capteurs. Les défauts des capteurs, la présence d’évanouissements et
pour certains liens, le temps de cohérence du canal font que la stabilité des coefficients
n’est pas assurée entre deux émissions. La première difficulté une fois la métrique de choix
de relais exprimée porte donc sur la conception d’un protocole assurant la propagation
des différents états de canaux vers les noeuds sources, sans générer trop de trafic supplé-
mentaire. Les discussions autour d’un tel protocole sortent du cadre de cette section, mais
il est possible d’évaluer rapidement les pertes de performances dues à une connaissance
imparfaite de l’état des canaux pour le choix d’un relais.
Dans [Ferrand 2011b], nous avons utilisé le principe du relayage de beacon pour fiabi-
liser les transmissions dans les canaux BAN, le beacon étant l’information provenant du
coordinateur du réseau au début de chaque période de transmission. Ce beacon peut en
particulier contenir des informations sur l’ordre de parole des différents noeuds du réseau,
ainsi que la qualité des liens telle que mesurée par la destination dans le slot précédent.
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Figure 6.15 – Comparaison de la puissance minimale moyenne nécessaire pour trans-
mettre à une capacité fixée, avec différents critères de sélection de relais dans un BAN,
sur un scénario de marche en extérieur.
Comme les protocoles sans-fil dans des réseaux contraints sont fortement dépendants des
informations contenues dans le beacon, il est intéressant de s’assurer que tous les noeuds
du réseau l’ont reçu, en particulier ceux ayant un canal faible vers le coordinateur. Nous
cherchons donc à fiabiliser les communications de ces noeuds faibles par l’utilisation d’un
relais, et nous pouvons proposer par exemple le protocole représenté sur la figure 6.16.
D
R1 R2
S
(a) La destination transmet le
beacon.
D
R1 R2
S
(b) Le noeud ayant le meilleur
lien |hi,D| transmet, et relaie
le beacon.
D
R1 R2
S
(c) Le second noeud ayant le
meilleur lien |hi,D| transmet,
et relaie le beacon.
Figure 6.16 – Protocole avec relayage de beacon pour propager les états de canaux vers
le noeud S, ayant un canal faible vers la destination. On suppose pour ce schéma que
|hR1,D| ≥ |hR2,D|, sans perte de généralité.
Pour ce protocole, nous organisons donc les temps de parole des différents noeuds selon
la qualité du lien |hi,D| lors du précédent slot. Le noeud le plus fort va donc émettre son
information en premier, et retransmettre le beacon en particulier vers le noeud S, pour
s’assurer qu’il l’a bien reçu. Il peut, dans ce beacon, interchanger la valeur du lien |hR1,D|
du slot précédent tel que mesuré par la destination, par la valeur |hD,R1 | du slot courant,
puisque nous avons vu dans ce chapitre que sur les meilleurs liens l’asymétrie des liens était
faible. Le second noeud va ensuite faire de même. Ils vont donc devenir des relais potentiels
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Figure 6.17 – Comparaison de la puissance minimale moyenne nécessaire pour trans-
mettre à une capacité fixée, avec différents critères de sélection de relais dans un BAN, sur
un scénario de marche en extérieur et en considérant le protocole d’échange d’informations
sur la valeur des canaux décrit dans cette section.
pour le noeud S. Cette manipulation permet tout d’abord au noeud S de connâıtre avec
une forte probabilité le temps de parole qui lui est alloué. Au moment de commencer sa
transmission, il connâıt donc :
— Les coefficients |hD,R1 |, |hD,R2 | du slot courant, et |hS,D| du slot précédent par
l’intermédiaire des beacons relayés.
— Les coefficients |hR1,S | et |hR2,S | du slot courant en ayant mesuré les liens des
relais potentiels durant la transmission de leurs beacons.
On voit qu’en pratique l’hypothèse de symétrie est cruciale pour les protocoles de relayage
opportunistes, car la source ne connâıt pas les liens |hS,Rj | et |hRj ,D| pour Rj = R1 et
Rj = R2, et utilise donc les valeurs mesurées sur le trajet inverse. De même, elle ne connâıt
pas non plus la valeur courante du lien |hS,D| mais seulement celle du slot précédent dans
le cas où le beacon n’a pas été reçu depuis la destination dans le slot courant. On trace
sur la figure 6.17 la puissance moyenne utilisée résultante des différents critères de choix
de relais, se basant sur les informations réelles disponibles pour les noeuds.
La figure montre que la connaissance imparfaite des états du canal induit une consom-
mation de puissance supplémentaire sur l’ensemble des critères de choix de relais traités
dans ce chapitre. Pour les critères usuels de la littérature, la puissance rayonnée est ici 70%
plus importante pour la moyenne harmonique et 90% plus importante pour le minimum
des canaux du trajet relayé, ces deux critères présentant une robustesse inégale face à
l’imperfection des mesures du canal. Le critère (6.2) présente lui aussi une augmentation
de la puissance rayonnée de l’ordre de 20%. Une autre conséquence des mesures de ca-
nal inexactes fait que la contrainte de capacité cible risque de ne pas être respectée à la
destination.
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6.3.4 Corrélation des effets de masquage
Pour clôturer l’étude de cette campagne de mesures, nous nous intéressons maintenant
à la corrélation spatiale entre les états des différents canaux. En particulier, comme nous
l’avons fait tout au long de ce chapitre, nous cherchons à évaluer la stabilité de l’estimation
de cette corrélation pour un protocole réaliste. Effectuer la mesure de manière quasi-
simultanée de l’énergie reçue sur les différents liens nous permet d’évaluer la corrélation
de l’évolution de la qualité des liens au cours du temps. Nous nous sommes concentrés
sur le mouvement de marche, qui présente cette corrélation couplée à une forte périodicité
(Fig.6.4). Dans cette section, nous cherchons avant tout à quantifier la corrélation entre les
liens, une donnée cruciale pour la simulation et la prédiction de l’évolution des canaux, et
qui a un impact potentiel sur l’évaluation de certaines métriques de performance comme
nous avons pu le voir dans le chapitre 3.
6.3.4.1 Séparations des effets de masquage et d’évanouissements
L’étude de la corrélation porte avant tout sur les effets de masquage ; ceux-ci étant
dus aux mouvements du corps, il est raisonnable a priori de penser que la régularité et la
symétrie de ces mouvements auront une influence simultanée sur la qualité de l’ensemble
des liens, et que cette influence ne sera pas indépendante d’un lien à l’autre. En contre-
partie, la distance séparant les capteurs étant grande par rapport à la longueur d’onde, il
est également raisonnable de supposer que les évanouissements seront, eux, indépendants
entre les différents liens. Une étape préliminaire à l’étude de la corrélation est donc de
séparer, au mieux, ces deux effets pour extraire l’effet de masquage des données que nous
avons enregistrées.
Dans la littérature, cette opération est faite à partir de moyennes glissantes
[D’Errico 2010, Kim 2012], où les auteurs appliquent ces moyennes glissantes sur des fe-
nêtres de 125ms et 100ms respectivement. Si l’on écrit P (k) la valeur de la puissance reçue
à un instant k, et que la fenêtre glissante a une largeur de N échantillons, alors la valeur
de puissance lissée Ps(k) s’écrit :
Ps(k) =
1
N
N∑
i=1
P (k − i) (6.3)
Dans notre cas, une fenêtre de taille similaire correspondrait à N = 8 échantillons. Les
moyennes glissantes se comportent comme un filtre passe bas, appliquant néanmoins une
atténuation limitée sur les hautes fréquences. La figure 6.18 montre sous la forme d’un
périodogramme la distribution fréquentielle d’un lien de bonne qualité, ainsi que l’effet de
l’application du filtre par moyennes glissantes.
On voit clairement apparâıtre, sur la figure 6.18, des pics à basse fréquence corres-
pondant au mouvement de marche. Le filtrage du signal par moyennes glissante permet
donc effectivement de renforcer la part relative des effets de masquage par rapport aux
évanouissements qui vont dominer les hautes fréquences. Néanmoins, on peut voir sur la
figure que les basses fréquences ne sont pas complètement dues aux effets de masquage
uniquement, et les évanouissements vont aussi générer des variations dans cette bande.
L’opération de filtrage n’est donc pas, à proprement parler, une séparation entre les effets
de masquage et d’évanouissements. Il est difficile avec la précision de nos mesures d’effec-
tuer une séparation plus avancée, mais nous pouvons néanmoins fournir quelques pistes
qui pourraient améliorer cette opération :
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Figure 6.18 – Densité spectrale de puissance obtenue sur l’évolution de l’état du lien
1→ 4 (hanche vers main droite), sur une réalisation du trajet extérieur.
— Il serait envisageable d’utiliser une estimation de l’effet des évanouissements sur
les basses fréquences à partir de leurs effets sur les hautes fréquences. En prati-
quant un alignement d’une distribution a priori des effets d’évanouissements sur la
résiduelle du filtrage, nous pourrions inférer de l’effet sur la totalité du signal, et
soustraire cette composante.
— En complément de cette approche, il serait intéressant de se concentrer sur les
pics visibles des effets de masquage sur les basses fréquences, et tenter de les suivre
au long du signal et d’extraire leur contribution à l’aide de filtres passe-bandes.
6.3.4.2 Corrélation interliens
Nous nous concentrons donc sur l’analyse des corrélations des effets de masquage sur
le trajet extérieur. Nous cherchons à évaluer, à différents niveaux, la stabilité des me-
sures de corrélation. Nous avons donc besoin de tests d’hypothèses portant sur l’égalité de
matrices de corrélation pour mener à bien cette étude. On peut trouver deux tests spéci-
fiques aux matrices de corrélation dans la littérature, dans les travaux initiaux de Jennrich
[Jennrich 1970], puis dans les travaux de Larntz et al. [Larntz 1985]. Nous décrivons ici
rapidement les tests, plus de précisions étant disponibles dans les papiers cités ci-avant.
Nous cherchons donc à tester l’égalité de deux matrices de corrélation R1 et R2 de taille p,
estimées respectivement à partir de n1 et n2 échantillons indépendants de leur population
d’origine. Dans ce qui suit, on pourra dénommer une matrice carrée A de taille p par ses
composantes, soit A = (ai,j)1≤i,j≤p. On note également, suivant la notation de Jennrich,
les coefficients de la matrice inverse A−1 = (ai,j)1≤i,j≤p. Jennrich a proposé la statistique
suivante :
Tj =
1
2
tr
(
ZTZ
)
− diag(Z)TS−1diag(Z) (6.4)
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La fonction tr(·) est la fonction trace d’une matrice, et diag(·) la fonction renvoyant les
éléments diagonaux d’une matrice carrée sous la forme d’un vecteur colonne. Les compo-
santes de cette statistique sont les suivantes, avec δi,j la fonction delta de Kronecker :
Z =
√
cR̄−1(R1 −R2)
R̄ =
n1R1 + n2R2
n1 + n2
= (r̄i,j)1≤i,j≤p
S = (δi,j + r̄i,j r̄
i,j)1≤i,j≤p
c =
n1n2
n1 + n2
Dans cette situation, Jennrich montre qu’asymptotiquement la statistique Tj a une dis-
tribution de χ2 avec p(p − 1)/2 degrés de libertés quand R1 = R2, et qu’elle est par
conséquent sensible aux décalages par rapport à cette hypothèse. Ayant identifié que la
statistique proposée par Jennrich était asymptotiquement correcte mais nécessitait un
grand nombre d’échantillons pour avoir la puissance nécessaire, Larntz et al. ont proposé
d’utiliser une transformation de Fischer sur les coefficients de la matrice de corrélation,
afin d’accélerer la convergence. Leur statistique porte également sur la différence maximale
entre les coefficients, et s’écrit :
Tl =
√
d max
1≤i,j≤p
∣∣∣z(1)i,j − z(2)i,j ∣∣∣ d = (n1 − 3)(n2 − 3)(n1 + n2 − 6) (6.5)
Les coefficients z
(β)
i,j sont liés aux coefficients de la matrice de corrélation Rβ par la relation
suivante :
z
(β)
i,j =
1
2
log
(
1 + ri,j
1− ri,j
)
L’hypothèse d’égalité est dans ce cas rejetée à un niveau de signification α pour Tl ≥ b(α)
choisi tel que, pour Φ(·) la fonction de distribution d’une loi normale centrée de variance 1 :
[Φ(b(α))− Φ(−b(α))]p(p−1)/2 = 1− α
La statistique de Larntz et al. est également plus robuste que celle de Jennrich lorsque les
matrices de corrélation sont proches de la singularité. Les auteurs de ces deux papiers four-
nissent une extension de leurs statistiques pour le test simultané de l’égalité de plusieurs
matrices de corrélation.
Nous utilisons pour cette section notre jeu de données initial sur le trajet extérieur, qui
comportait 10 répétitions du trajet. Nous pouvons tout d’abord, en utilisant l’estimateur
proposé par Jennrich pour la matrice de corrélation moyenne, donner pour chaque trajet
la corrélation globale entre tous les liens, à travers l’ensemble des passages (en annexe,
Tab.6.14 et Tab.6.15). Cependant, si l’on applique l’une ou l’autre de ces statistiques
pour tester l’égalité des matrices de corrélation de chaque passage avec la corrélation
moyenne, les tests indiquent une différence très significative dans tous les cas, peu importe
le niveau de signification α choisi. En ne considérant qu’un sous-ensemble de noeuds, et
en particulier en ôtant les liens incluant le noeud 2 du jeu de test, les matrices restent
significativement différentes.
Ce résultat est contraignant pour la modélisation des canaux BAN, car il implique
qu’on ne peut pas considérer la corrélation moyenne comme représentative du scénario
considéré. Les matrices de corrélation changent de manière non négligeable entre chaque
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répétition du même trajet, et dans le même environnement. Nous pouvons cependant
pondérer ces faits. Tout d’abord, des effets d’évanouissements sont toujours présents, même
en plus faible proportion, suite à notre filtrage. En conséquence ceux-ci étant largement
décorrélés du mouvement et des effets de masquage, ils vont influer sur les variations de
la corrélation spatiale des liens et sont donc un facteur potentiel d’échec du test. De plus,
bien que nous ayons tenté de reproduire des mouvements réguliers et naturels au possible,
il est difficile d’affirmer qu’ils aient été parfaitement répétés avec la précision nécessaire
entre chaque passage.
Partant néanmoins du constat statistique, il n’est donc a priori pas possible de considé-
rer une corrélation globale à un scénario de mouvement. Cela signifie en particulier qu’une
corrélation calculée sur le long terme est peu représentative de la corrélation réelle, à un
instant donné, des effets de masquage. Nous pouvons néanmoins nous intéresser à l’esti-
mation de matrices de corrélation à l’intérieur de chaque passage. Le scénario considéré est
le suivant ; sur un certain nombre K d’échantillons, les noeuds peuvent estimer la corréla-
tion de l’évolution des affaiblissements sur le réseau, et l’on cherche à déterminer si cette
estimation évolue largement tous les K échantillons. Afin d’être cohérent par rapport au
scénario de marche, la taille de la fenêtre K doit être supérieure à la durée d’une période
du mouvement, soit environ 70 échantillons.
La taille de K étant relativement faible par rapport à la taille de la matrice, nous
choisissons la statistique de Larntz pour mener ces comparaisons, celle-ci étant plus dis-
criminantes lorsque min(n1, n2)/p ≤ 4 [Larntz 1985, Sec.3]. Pour des niveaux significatifs
fixés à α = 0.05 et α = 0.01 avec p = 15, les valeurs critiques de la statistique Tl sont
respectivement 3.49 et 3.90. Nous effectuons les tests sur une série de 10 pas à l’intérieur
de chaque passage en comparant la matrice de corrélation estimée à chaque pas avec la
matrice estimée sur le pas précédent. Cette procédure nous permet d’évaluer la stabilité
temporelle de l’estimation de la matrice de corrélation. Les résultats sont indiqués sur la
table 6.11. Les valeurs significatives à 1% dans cette table le sont également à 5%, par
définition du test statistique. Si l’on considère l’intégralité des liens, on voit qu’entre les
pas la différence est significative dans une majorité des cas. On peut donc raisonnablement
en déduire que même l’estimation pas à pas de la matrice de corrélation est impraticable
pour prédire la matrice de corrélation au pas suivant.
Pas 1 2 3 4 5 6 7 8 9 10
Passage 1 5.23 5.36 5.23 4.48 3.76 4.28 3.07 3.16 4.52 5.03
Passage 2 3.88 3.16 4.62 5.83 3.76 5.31 3.17 4.07 6.56 4.27
Passage 3 4.76 4.28 4.98 4.89 4.64 3.06 3.79 4.45 3.98 3.48
Passage 4 3.37 4.18 2.95 4.60 3.64 3.34 2.78 2.70 3.25 6.71
Passage 5 3.53 3.92 2.70 4.71 5.47 4.11 5.04 4.01 3.39 5.06
Passage 6 3.79 4.60 2.90 5.34 2.83 5.99 4.84 3.41 4.37 4.34
Passage 7 3.29 2.99 3.75 4.40 3.75 4.44 4.59 5.88 4.46 3.19
Passage 8 3.43 3.30 2.77 4.84 5.14 3.24 4.02 4.72 4.23 3.03
Passage 9 7.62 4.40 3.01 4.08 3.98 4.36 3.37 7.02 6.23 2.38
Passage 10 4.39 3.75 5.70 4.13 3.66 4.56 2.91 3.80 3.03 5.79
Table 6.11 – Valeur de la statistique de Larntz pour l’égalité des matrices de corrélation
entre chaque pas Les cellules en rouge foncé font état d’une différence significative entre
les matrices de corrélation pour α = 1%, et celles en rouge clair pour α = 5%.
Si l’on ne considère qu’une partie des liens, la matrice est plus stable. On peut par
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exemple se restreindre aux liens entre la hanche et les membres mobiles, afin d’étudier les
possibilités de relayage entre les pieds et les mains. Dans cette situation, la taille de la
matrice est p = 9 et les valeurs critiques à 5% et 1% sont respectivement 3.12 et 3.57. Les
valeurs de la statistique sont indiquées sur la table 6.12.
Pas 1 2 3 4 5 6 7 8 9 10
Passage 1 2.45 1.89 2.58 3.91 2.91 2.20 1.84 2.96 2.79 1.80
Passage 2 2.84 2.66 3.46 3.52 2.51 3.80 3.12 2.63 2.67 2.43
Passage 3 1.60 3.24 4.91 4.05 3.15 1.74 2.17 1.98 1.35 2.04
Passage 4 1.79 2.61 2.08 3.57 3.64 2.81 2.12 2.56 3.25 2.86
Passage 5 2.11 2.51 2.44 4.03 2.51 2.51 3.31 2.96 2.58 3.90
Passage 6 3.79 1.71 1.77 3.68 2.62 2.47 2.07 3.11 2.68 2.52
Passage 7 1.84 2.99 3.28 3.80 2.33 2.05 1.77 2.32 2.19 1.80
Passage 8 1.91 1.95 2.35 2.25 3.20 1.92 2.42 1.56 1.81 1.92
Passage 9 2.64 2.11 2.67 2.73 3.11 2.60 1.31 3.47 3.11 2.37
Passage 10 4.39 3.35 1.98 4.13 2.61 1.99 2.48 3.80 2.60 1.99
Table 6.12 – Valeur de la statistique de Larntz pour l’égalité des matrices de corrélation
entre chaque pas, pour le sous-ensemble des liens reliant les noeuds (1,3,4,5,6). Les cellules
en rouge foncé font état d’une différence significative entre les matrices de corrélation pour
α = 1%, et celles en rouge clair pour α = 5%.
On voit que l’absence du noeud 2 dans le réseau rend la matrice nettement moins
variable. Pour α = 0.01, les estimations diffèrent de manière significative seulement entre
une et deux fois par passage. On pourrait donc envisager pour ce sous-ensemble de liens
d’estimer la matrice de corrélation du pas suivant à partir de celle du pas courant. Pour
compléter notre analyse, nous pouvons nous intéresser à l’égalité entre la matrice de cor-
rélation à chaque pas et la matrice de corrélation globale du passage. Cette étape, dont le
résultat est représenté sur la table 6.13, indique que comme pour la matrice de corrélation
commune entre tous les passages, la matrice de corrélation de chaque passage est parfois
significativement différente de celle mesurée à chaque pas. Cette conclusion dépend néan-
moins fortement du passage ; on peut voir par exemple que sur le passage 8, la statistique
n’indique de différence significative sur aucun des pas, alors que sur le passage 2, 8 tests
sont significatifs à 5% sur les 10 pas.
Pas 1 2 3 4 5 6 7 8 9 10
Passage 1 2.01 2.45 1.79 3.86 2.31 3.88 3.25 2.89 2.18 3.25
Passage 2 3.58 4.64 5.44 2.96 3.23 4.57 3.20 3.38 3.89 2.38
Passage 3 2.61 4.88 3.12 2.85 3.40 2.70 1.66 2.90 2.88 1.76
Passage 4 2.02 3.87 2.58 3.40 3.66 2.80 1.92 2.58 3.49 3.83
Passage 5 2.72 2.14 3.24 2.56 1.88 2.97 3.31 2.04 2.14 4.83
Passage 6 2.21 2.95 1.78 3.38 2.47 3.08 2.56 2.38 1.91 3.71
Passage 7 2.56 2.83 4.01 4.23 2.95 1.75 2.05 2.40 2.32 2.26
Passage 8 1.76 2.76 2.57 2.23 2.15 1.99 2.75 1.73 2.37 2.64
Passage 9 3.17 2.30 2.09 3.25 1.87 2.25 3.20 2.50 2.57 1.38
Passage 10 4.56 2.88 2.43 3.54 3.65 3.57 2.12 3.64 2.50 2.20
Table 6.13 – Valeur de la statistique de Larntz pour l’égalité des matrices de corrélation
à chaque pas avec la matrice globale du passage, pour le sous-ensemble des liens reliant les
noeuds (1,3,4,5,6). Les cellules en rouge foncé font état d’une différence significative entre
les matrices de corrélation pour α = 1%, et celles en rouge clair pour α = 5%.
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6.4 Conclusion
À travers ce chapitre, nous avons présenté des résultats expérimentaux obtenus à tra-
vers une plate-forme de mesure basée sur des capteurs. L’utilisation de capteurs plutôt
que des équipements classiques de sondage de canal nous offrent un compromis entre la
précision des mesures obtenues et la mobilité nécessaire à l’évaluation de l’affaiblissement
dans les BANs. Nous nous basons donc sur les métriques remontées par le chipset radio
du capteur pour mesurer la puissance reçue par les équipements. Nous avons conçu un
protocole simple à partage de temps nous permettant de récupérer quasi simultanément
cette puissance sur l’intégralité des liens du réseau. La présence d’un stockage de masse
sur les capteurs utilisés nous permet également d’envisager des séries de mesures de longue
durée.
L’étude présentée dans ce chapitre portait sur un scénario de marche régulière, en en-
vironnements intérieur et extérieur. Les données récupérées nous ont permis de mettre en
avant plusieurs points. Tout d’abord, la métrique Energy Detection disponible au niveau
du chipset AT86RF231 est plus fiable que les mesures de RSSI classiquement disponibles
dans les réseaux de capteurs, mais manque encore de précision. En particulier, les mesures
remontées font apparaitre des valeurs “absorbantes” espacées de 3 dB sur toute la plage
de valeurs possibles pour la métrique. Les liens peuvent être fortement asymétriques, les
valeurs lues à l’aller et au retour pouvant, dans certains cas, différer à hauteur de ± 10
dB dans certains cas extrêmes. Nous avons pu identifier une part constante de l’asymétrie
comme étant due à la différence matérielle et aux imperfections des capteurs, cette diffé-
rence pouvant être compensé par moyennage dans des protocoles réalistes. Néanmoins, se
baser sur la puissance reçue sur le trajet i→ j pour estimer la qualité du lien j → i peut
mener vers une mauvaise estimation, surtout dans les environnements fortement soumis
aux multitrajets. Une conclusion similaire peut également être tirée de nos analyses sur la
stabilité d’un lien dans le temps. Nous avons pu quantifier ces effets et fournir quelques
pistes d’amélioration pour cette estimation, et par rejeu de nos mesures, nous avons éga-
lement pu évaluer la conséquence de cette variabilité du canal sur un protocole réaliste de
choix de relais.
La mesure quasi-simultanée de tous les liens du réseau nous a ensuite permis d’extraire
des statistiques sur la corrélation de l’évolution des effets de masquage durant le mouve-
ment. À l’aide de tests statistiques spécifiques, nous avons pu conclure que la corrélation
entre les liens est significativement différente entre plusieurs passages sur le même tra-
jet. En conséquence, une matrice de corrélation moyenne correspondant à un scénario de
mouvement dans un environnement donné ne sera que peu représentative de la matrice
de corrélation réelle du signal à chaque instant. En contrepartie, si l’on se limite à une di-
zaine de liens d’intérêt pour des protocoles de coopération, la corrélation sur une fenêtre de
courte durée est relativement stable durant le mouvement. On peut donc raisonnablement
considérer la corrélation à un instant t comme étant proche de la corrélation à un instant
t+ 1, sous réserve de réitérer l’estimation de manière régulière pendant le mouvement.
En perspectives immédiates de ce travail, notre plate-forme de mesures est opération-
nelle et permet potentiellement d’étudier un grand nombre de scénarios d’utilisation des
BANs. Nous visons également à compléter la métrique d’Energy Detection par un relevé
complémentaire externe d’une carte fille sur nos capteurs, sur le principe de la plate-
forme de [Cotton 2009a]. L’étude de l’ED est intéressante en soi pour le développement de
protocoles utilisant directement cette métrique, mais elle reste peu fiable pour une caracté-
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risation précise du canal, et cette modification nous permettrait de lire simultanément les
deux valeurs. Nous cherchons également à améliorer les performances de notre protocole
par rapport aux contraintes matérielles des capteurs ; l’écriture sur le support de stockage
est relativement lente et réduit la fréquence d’échantillonnage en l’état actuel.
6.4.1 Mouvements périodiques et simulation/prédiction du canal
Nous pouvons réutiliser de plusieurs manières les données récupérées dans ces expéri-
mentations. Tout d’abord, nous avons implémenté dans le simulateur WSNet [WSN 2012]
un module permettant de rejouer arbitrairement un jeu de mesures, sur l’ensemble des
liens. WSNet est un simulateur de réseaux sans-fil fonctionnant à événements discrets ; en
pratique, la simulation est limitée aux événements d’envoi et de réception de paquets au ni-
veau des capteurs. Ce simulateur permet de tester différents protocoles de communication
en situation réaliste, et il est particulièrement bien adapté au développement de protocoles
relatifs aux couches MAC et NET des réseaux sans-fil. Par l’intermédiaire de ce module,
nous espérons donc permettre aux équipes du laboratoire et à la communauté scientifique
de tester facilement leurs protocoles à travers un BAN réaliste, dont le comportement
provient directement de mesures de canaux.
Au-delà du rejeu, il est possible d’utiliser nos résultats pour modéliser le canal en
utilisant des séries temporelles. Ce principe est utilisé par exemple dans [D’Errico 2010],
et est un modèle connu pour représenter des phénomènes périodiques. Une série auto-
régressive est une représentation d’un signal en temps discret où l’élément à un instant k
dépend des valeurs de la série aux instants k − 1, . . . , k −N , la valeur de N étant l’ordre
de la série.
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Figure 6.19 – Exemple de séries temporelles générées à partir des données relevées dans
notre campagne de mesure. Le noeud source est situé ici sur la hanche (noeud 1).
Une grande quantité de littérature existe sur les séries temporelles, et on pourra se
référer à [Gourrieroux 1995, Box 2008] pour une vision générale du sujet. La génération
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de séries temporelles auto-régressives réalistes pour les effets du masquage dans les BANs
nécessite deux étapes d’analyse, qui sont en pratique :
— D’obtenir pour chaque lien les coefficients de la série auto-régressive à partir de
la fonction d’auto-corrélation du signal mesuré. L’ordre de la série peut aussi être
déterminé à partir de cette fonction.
— Ensuite, à partir de la corrélation du signal mesuré sur tous les liens, il suffit
de générer un bruit blanc pour chaque lien, et de lui appliquer une transformation
linéaire visant à corréler ce bruit de la même manière que les liens. En appliquant
ensuite les coefficients obtenus précédemment au bruit blanc, on obtient des canaux
ayant un comportement statistiquement proche des mesures originales. Un exemple
d’évolution de l’effet de masquage généré par cette méthode est représenté sur la
figure 6.19.
Cette approche est très préliminaire et expérimentale, mais il existe potentiellement
beaucoup de possibilités et de perspectives pour l’utilisation des modèles par séries tem-
porelles, tant pour la simulation que pour la prédiction de l’évolution des canaux BANs.
6.4.2 Non-normalité des distributions des liens et modèles à états finis
Comme on a pu le voir en partie sur la figure 6.5, les liens n’ont en général pas du tout
une forme gaussienne. La distribution des effets de masquage semble plutôt s’approcher
d’une distribution gaussienne mélangée, à deux composantes si l’on considère un lien seul.
La figure 6.4 renforce cette observation ; les liens du noeud 1 vers les noeud 3 et 4 par
exemple, les mains, ont très clairement deux états et oscillent entre ces états de manière
périodique. Les séries temporelles présentées ci-avant sont un exemple de modélisation
de ces signaux périodiques, mais l’observation de ces courbes et des histogrammes donne
beaucoup de poids aux modèles basés sur un nombre fini d’états, utilisant des châınes de
Markov pour passer d’un état à l’autre.
L’allure non gaussienne des distributions augmente encore fortement si l’on considère
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Figure 6.20 – Distribution gaussienne mélangée à 3 composantes ajustée sur la distribu-
tion empirique de l’effet de masquage entre les liens 1→ 3 et 1→ 4.
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les liens de manière simultanée. Ainsi, sur la figure 6.20, nous représentons la distribution
empirique conjointe des liens 1 → 3 et 1 → 4. On voit nettement apparâıtre au moins
2 états extrêmes et un état transitionnel sur ce graphique, autour desquels le signal est
distribué de manière répartie. L’ajustement de gaussiennes mélangées à n composantes
permet de récupérer une probabilité relative de chaque état dans la distribution totale,
et cette approche pourrait s’étendre facilement à un grand nombre de liens. Dans le cas
d’un lien, nous avions vu dans l’introduction qu’une équipe en particulier avait proposé ce
genre de modèle. À la vue de nos résultats d’expérimentation, il semble que la perspective
de traiter l’évolution conjointe des BANs à l’aide d’outils basés sur les châınes de Markov
soit adaptée.
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Chapitre 7
Conclusion
Dans cette thèse, nous nous sommes attachés à évaluer les gains de performance théo-
riques des approches coopératives dans les BANs. Cette définition du sujet nous a amenés
rapidement à nous fixer un modèle de communication où le réseau était composé d’un
faible nombre de noeuds pouvant potentiellement tous communiquer. En nous basant sur
la littérature et les spécificités des canaux des BANs, en terme de stabilité du canal de
transmission et de la capacité potentielle des noeuds à prévoir l’état des différents canaux,
nous avons considéré différents cas pour les analyses menées suivant la connaissance ou
non de ces états par les noeuds.
Chaque niveau de connaissance implique rapidement une approche différente quant à la
métrique de performance étudiée. En particulier, nous nous sommes attachés dans le cha-
pitre 3 à traiter le taux d’erreur paquet lorsque les noeuds n’avaient qu’une connaissance
partielle du canal. Une des spécificités des canaux des BANs étant la présence d’évanouis-
sements de type bloc, nous avons dans un premier temps borné le taux d’erreur paquet
bloc par le taux d’erreur paquet sous une hypothèse d’évanouissements rapides, et nous
avons rappelé les résultats de la littérature sur les approximations asymptotiques de ces
évanouissements. Ces approximations ont récemment été étendues aux évanouissements de
type bloc mais les expressions obtenues nécessitent une intégration numérique. Nous avons
obtenu une bonne approximation analytique de cette intégration pour deux expressions
des taux d’erreur bit de techniques usuelles de modulation. Ensuite, dans le cas où les
noeuds ne connaissent que la valeur moyenne à long terme du canal de transmission, nous
avons décrit une métrique de probabilité de coupure du taux d’erreur paquet permettant
d’exprimer un taux de qualité de service dans cette situation. Cette métrique nécessite une
expression inversible du taux d’erreur paquet bloc, raison pour laquelle nous nous sommes
intéressés aux approximations asymptotiques de ce taux d’erreur paquet, qui vérifient cette
propriété.
Nous avons ensuite étendu cette étude aux canaux coopératifs, sous la forme de canaux
à relais. Suivant le mode de coopération, nous avons dérivé les allocations asymptotique-
ment optimales en nous basant sur les résultats du début de ce chapitre. Nous avons montré
que les allocations dérivées suivant cette méthode dépendent uniquement des liens vers la
destination dans tous les cas, et non du lien entre la source et le relais. Elles donnent
également pour certaines valeurs des canaux un gain en performance sur une large plage
de SNR par rapport à une allocation näıve de la puissance entre les différents noeuds.
L’extension de la probabilité de coupure du taux d’erreur paquet aux canaux coopératifs
a nécessité une formulation du problème sous une forme plus générale. Cette formulation
nous a permis d’évaluer numériquement l’impact de la corrélation des effets de masquage
sur la probabilité de coupure, et nous avons pu voir que dans certains cas cet impact
peut être conséquent. Néanmoins, nous n’avons pas pu obtenir de forme analytique de la
probabilité de coupure dans les canaux à relais.
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En supposant une connaissance parfaite de l’état courant des liens, la dernière compo-
sante aléatoire quand à la transmission sur le canal est l’ajout d’un bruit blanc de type
gaussien au niveau des récepteurs. Nous retombons ainsi dans le modèle AWGN étudié
par Shannon, et la métrique de choix est dans ce cas est donc la capacité de Shannon.
Le chapitre 4 étudiait la capacité des canaux à relais. Ce problème est courant dans la
littérature, et une particularité de notre approche a été de considérer une contrainte de
puissance globale à distribuer entre les noeuds comme nous l’avions fait dans le chapitre 3.
Nous avons pu montrer que sous cette contrainte, il est possible d’exprimer la réparti-
tion optimale de puissance entre les noeuds maximisant la capacité, et de montrer que le
canal à relais cohérent général a une relation d’équivalence, en termes de région de capa-
cité, avec un canal à relais non-cohérent donc les paramètres dépendent du canal original.
Les bornes de capacité du canal à relai full-duplex prennent alors une forme analytique
très simple, qui fournit en particulier un critère optimal de choix de relais parmi plusieurs
candidats. Cette forme analytique et ce critère se retrouvent également dans le cas du
canal à relais half-duplex, si l’on considère des approximations à haut et bas SNR, et l’on
retrouve pour ces deux cas des allocations optimales de puissance. L’impact de ces allo-
cations asymptotiques a ensuite été évalué pour des valeurs particulières d’affaiblissement
des canaux, et ces résultats montrent qu’une dégradation de l’ordre de 10% est présente à
moyen SNR.
Le chapitre 5 était consacré à l’étude de la capacité de Shannon des canaux à accès
multiples coopératifs, comportant deux sources pouvant échanger de l’information et cher-
chant à transmettre leurs propres messages vers une destination. En plus de la contrainte
de puissance globale similaire à celle des chapitres précédents, nous nous sommes focalisés
sur l’étude du débit commun atteignable, visant à respecter une qualité de service mini-
male en terme de débit pour chaque source. Ces deux approches combinées visent, a priori,
à exprimer la capacité C sous la forme d’une fonction de la puissance totale disponible
C = f(Ptot), d’une manière similaire aux résultats du canal point-à-point et à ceux que
nous avons obtenus dans le chapitre 4.
Dans le cas où les sources ne peuvent pas coopérer de manière cohérente, nous avons
obtenu pour le cas full-duplex l’expression des allocations de puissance maximisant le dé-
bit commun atteignable, ainsi que le problème inverse de minimiser l’énergie nécessaire
pour respecter une contrainte de débit. Dans le cas où les sources peuvent se synchroni-
ser pour coopérer de manière cohérente, nous avons obtenu ces mêmes résultats pour la
borne inférieure decode-and-forward, et nous avons montré que dans ce cas il existe une
transformation similaire à celle du canal à relais présentée dans le chapitre 4 permettant
de grandement simplifier l’analyse. En nous inspirant de ces résultats, nous nous sommes
attachés à obtenir une meilleure borne supérieure que celle du flot maximum (Th.2.2)
faisant apparâıtre cette équivalence. Nous avons ainsi obtenu une région plus contrainte
que la meilleure borne connue de la littérature sur la capacité du CAMC.
Nous avons ensuite étendu cette étude aux CAMC half-duplex. Nous avons identifié
deux modèles de fonctionnement dans ce cas. Pour chacun de ces modèles, nous nous
sommes attachés à fournir une borne inférieure de type decode-and-forward et une borne
supérieure utilisant la relation d’équivalence identifiée plus en avant dans le chapitre. Nous
avons ensuite exprimé une méthode générale permettant d’exprimer la maximisation du
débit commun atteignable sur ces modèles sous la forme d’un problème d’optimisation
convexe à travers des changements de variables. En particulier, nous avons montré que
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dans le cas des réseaux half-duplex, il est plus naturel de considérer non pas une alloca-
tion de temps et de puissance, mais une allocation d’énergie et de puissance. Nous avons
ensuite comparé les performances des bornes théoriques decode-and-forward avec des pro-
tocoles simples de superposition de canaux à relais et d’accès simultané, pour lesquels
nous disposons d’une allocation de ressources optimale sous forme analytique. Nous avons
pu montrer que dans le cas des CAMC cohérent, le decode-and-forward présente un gain
théorique seulement dans une région restreinte à moyen SNR, résultat à opposer à la
complexité de mise en oeuvre du protocole.
Le chapitre 6 présentait des résultats d’expérimentation effectués à la fin de mes travaux
de thèse. Nous avons développé dans ce cadre une plate-forme de mesure des canaux des
BANs basée sur des capteurs industriels. Cette plate-forme nous permet d’évaluer direc-
tement les statistiques de la connaissance du canal utilisable par des protocoles réalistes,
et également de mesurer de manière quasi-simultanée la qualité de l’ensemble des liens
du réseau sur des durées pouvant aller jusqu’à plusieurs heures en autonomie. Pour cette
première mise en oeuvre de la plate-forme, nous nous sommes concentrés sur des scénarios
de marche en intérieur et en extérieur.
Ce premier jeu de mesure nous a permis de mettre en évidence que le temps de cohé-
rence des BANs était plus court que celui relevé dans la littérature. En particulier, les effets
d’évanouissements génèrent des variations rapides de l’état du canal tel que relevé par la
métrique ED, et amène ce dernier à pouvoir changer brusquement particulièrement en
environnement intérieur. Nous nous sommes alors attachés à déterminer statistiquement
quelle était la probabilité de se maintenir dans le même état de canal entre deux émissions.
À partir d’un second plan d’expérience plus conséquent, nous avons évalué la réciprocité
des canaux des BANs tels que relevés par les capteurs, et nous avons pu identifier le fait
que l’asymétrie des canaux dépendait fortement du couple de capteurs considérés. Cette
variation ne changeant pas de manière significative à travers les répétitions du mouvement
dans le temps, nous en avons conclu qu’un protocole pouvait, sur le long terme, estimer et
compenser ce défaut de réciprocité. Pour finir, grâce à la mesure quasi-simultanée de tous
les liens du réseau, nous avons pu estimer la covariance spatiale de l’ensemble de liens. À
l’aide de tests d’hypothèses sur l’égalité des matrices de corrélation, nous avons déterminé
qu’il n’est pas réaliste de considérer une matrice de corrélation standard correspondant à
un scénario particulier, car celle-ci peut varier fortement entre différentes répétitions du
même mouvement. En contrepartie, la matrice de corrélation évolue lentement dans le
temps, et nous avons pu montrer qu’elle ne diffère pas de manière significative entre deux
pas. Il est donc a priori raisonnable pour un protocole utilisant l’information de corrélation
d’estimer cette corrélation au fil de l’eau.
7.1 Perspectives
À travers les travaux du chapitre 6, nous avons pu mettre en avant deux points. Tout
d’abord, les estimations de canal remontées par les circuits radios industriels sont encore
peu fiables et présentent même à leur niveau des défauts de quantifications augmentant
l’incertitude quant aux valeurs lues. De plus, ces métriques ne permettent à l’heure actuelle
que d’avoir accès au module de l’affaiblissement |h|. En conséquence, il est extrêmement
difficile de prédire l’évolution temporelle du canal lorsque ce dernier est soumis à des
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évanouissements, et nous avons en particulier pu voir que la puissance reçue pouvait varier
plus rapidement que ce qui était attendu dans la littérature.
Cette incertitude quant à la qualité du canal est contraignante pour les approches co-
opératives, qui nécessitent pour atteindre leur potentiel maximal une information la plus
fiable possible à ce sujet. Un premier axe de travail porte donc sur la modélisation et la pré-
diction de l’évolution des canaux des BANs. Tout d’abord, il faut intégrer cette incertitude
dans les métriques utilisées pour l’évaluation des performances. Le taux d’erreur paquet
tel que présenté dans le chapitre 3 supposait une connaissance de l’état de masquage ou
une connaissance de la moyenne globale de l’affaiblissement et remplit donc en partie cette
condition. Néanmoins, nous faisions quand même l’hypothèse de certaines distributions de
ces effets, et pour le masquage en particulier, il est clair d’après nos mesures que des mo-
dèles plus précis sont nécessaires. Les chapitres 4 et 5 supposaient eux une connaissance
parfaite des différents canaux, et une première approche serait d’étendre ces métriques de
performances pour prendre en compte l’incertitude et proposer une allocation robuste de
puissance [Boyd 2004, p.208]. L’extension de la capacité sous connaissance peut prendre
plusieurs formes, à partir de la probabilité de coupure (2.29) ou de définitions de bornes sur
l’information mutuelle [Medard 2000] (voir aussi [Piantanida 2007] et [Goldsmith 2007]).
Suivant les résultats de ces approches appliquées aux scénarios des BANs, il sera possible,
ou non, de justifier d’équipements plus avancés sur les capteurs pour aider à l’estimation
de la qualité des canaux.
Hors de l’application immédiate aux BANs, l’équivalence entre les régions de capacité
des différents modèles de canaux étudiés dans les chapitres 4 et 5 est intéressante d’un
point de vue théorique. En particulier, la dérivation de la borne supérieure de capacité
présentée dans la proposition 5.4 apporte des informations intéressantes sur la manière
d’atteindre cette borne. On peut voir en particulier que les sources coopératives doivent
générer les symboles coopératifs séparément à leurs symboles personnels, et ces symboles
coopératifs dépendent simultanément des symboles reçus par chacune des sources.
Cette observation donne beaucoup de poids à des approches coopératives récentes
comme celles de [Nazer 2011] et [Nokebly 2012] basées sur un protocole compute-and-
forward, qui vise à décoder non pas les symboles de chaque source mais la superposition
de ces symboles. La destination va ensuite résorber l’incertitude quant aux symboles en-
voyés suivant une approche semblable à du codage en réseau ([El Gamal 2011, ch.15,ch.18],
[Yeung 2008]). Cette méthode vise avant tout à considérer l’interférence entre les symboles
de manière utile, par opposition aux méthodes basées sur du décodage successif. La déri-
vation théorique de la borne supérieure nous permet à court terme d’étendre cette borne
à des modèles de canaux comprenant plus de sources, puis d’évaluer la proximité de cette
borne avec celle proposée par [Nokebly 2012]. La mise en oeuvre pratique des approches
compute-and-forward présente également une perspective intéressante, et l’apparition de
plateformes comprenant des noeuds radiocommuniquants reconfigurables [Cor 2013] per-
mettrait de tester les performances de ces techniques dans un environnement réaliste.
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Annexe A
Preuves
A.1 Dérivation de l’équation de l’ellipsöıde englobante pour
une distribution gaussienne à plusieurs variables
Un ellipsöıde de Rn peut être vu comme la transformation affine d’une hypersphère de
Rn centrée en 0Rn . On peut écrire l’ellipsöıde E comme suit, pour une certaine matrice A
de taille n× n, et un certain vecteur b ∈ Rn :
E = {x ∈ Rn | ‖Ax + b‖2 ≤ 1} (A.1)
On considère un vecteur aléatoire X ∈ Rn suivant une loi normale multivariée de
moyenne µT = (µ1, . . . , µn) et de covariance Σ – que l’on notera X ∼ N (µ,Σ). Consi-
dérant, dans une application pratique, la matrice Σ positive définie, on peut par une
décomposition de Cholesky trouver une matrice L telle que LLT = Σ. La similarité entre
la transformation affine d’une hyper-sphère vers un ellipsöıde et la transformation d’un
vecteur de variables aléatoires normales centrées réduites amène à identifier b = −µ et
A = (LT )−1.
Il reste à connaitre le rayon de la sphère d’équiprobabilité pour une distribution normale
multivariée centrée réduite de dimension n arbitraire N (0, Ik). On suppose le domaine
An(R) = {x ∈ Rn | ‖x‖2 ≤ R} la boule de rayon R suivant une norme 2. La densité de
probabilité de Y ∼ N (0, Ik) s’écrit :
fY(y) = (2π)
−n
2 e−
1
2
yTy = (2π)−
n
2 e−
1
2
‖y‖22 (A.2)
La densité de probabilité µ(An(R)) contenue dans la boule An(R) peut donc s’écrire :
µ(An(R)) =
∫
· · ·
∫
An(R)
(2π)−
n
2 e−
1
2
∑n
k=1 y
2
kdy1 . . . dyn (A.3)
Pour simplifier l’intégration, on effectue un changement de coordonnées cartésiennes
(y1, . . . , yn) vers des coordonnées hypersphériques (r, φ1, . . . , φn−1) comprenant un rayon
r et n− 1 angles indexés φi :
y1 = r cos(φ1)
y2 = r sin(φ1) cos(φ2)
y3 = r sin(φ1) sin(φ2) cos(φ3)
...
yn−1 = r sin(φ1) . . . sin(φn−2) cos(φn−1)
yn = r sin(φ1) . . . sin(φn−2) sin(φn−1)
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L’élément de volume s’écrit donc, avec
∣∣∣ ∂(xi)∂(r,φj) ∣∣∣ le déterminant du Jacobien de la trans-
formation précédente.
dy1 . . . dyn =
∣∣∣∣ ∂(xi)∂(r, φj)
∣∣∣∣ dr dφ1 . . . dφn−1
= rn−1 sinn−2(φ1) sin
n−3(φ2) · · · sin(φn−2) dr dφ1 . . . dφn−1
L’intégrale (A.3) peut donc se réécrire de la manière suivante :
µ(An(R)) =
∫ π
φ1=0
sinn−2(φ1)dφ1· · ·
∫ π
φn−2=0
sin(φn−2)dφn−2∫ 2π
φn−1=0
dφn−1
∫ R
r=0
rn−1(2π)−
n
2 e−
1
2
r2dr
(A.4)
Soit de manière un peu plus concise :
µ(An(R)) = (2π)1−
n
2
(
n−2∏
k=1
∫ π
θ=0
sink(θ)dθ
)∫ R
r=0
rn−1e−
1
2
r2dr (A.5)
On considère tout d’abord l’intégrale en r, qui se résout d’après [Gradshteyn 2007,
3.381,p.346] en : ∫ R
r=0
rn−1e−
1
2
r2dr = 2
n
2
−1γ
(
n
2
,
R2
2
)
(A.6)
On note γ(· , ·) la fonction gamma incomplète.
µ(An(R)) = (π)1−
n
2
(
n−2∏
k=1
∫ π
θ=0
sink(θ)dθ
)
γ
(
n
2
,
R2
2
)
(A.7)
On différencie ensuite les cas où n est pair, et ceux ou n est impair. Si n pair, on a
n = 2m pour m ∈ N∗ et on peut réécrire :
µ(An(R)) = (π)1−m
∫ π
θ=0 sin(θ)dθ∫ π
θ=0 sin
2m−1(θ)dθ
(
m−1∏
i=1
∫ π
θ=0
sin2i(θ)dθ
∫ π
θ=0
sin2i+1(θ)dθ
)
γ
(
m,
R2
2
)
(A.8)
On a
∫ π
θ=0 sin(θ)dθ = 2, et d’après [Gradshteyn 2007, 2.513,p.153] :
∫ π
θ=0
sin2i(θ)dθ =
[
1
22i
(
2i
i
)
θ +
(−1)i
22i−1
i−1∑
k=0
(−1)k
(
2i
k
)
sin ((2i− 2k)θ)
2i− 2k
]π
0
=
1
4i
(
2i
i
)
π∫ π
θ=0
sin2i+1(θ)dθ =
[
(−1)i+1
22i
i∑
k=0
(−1)k
(
2i+ 1
k
)
cos ((2i+ 1− 2k)θ)
2i+ 1− 2k
]π
0
=
i!
√
π
Γ
(
i+ 32
) = 4i+1
2(2i+ 1)
(
2i
i
)
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On a donc :
m−1∏
i=1
∫ π
θ=0
sin2i(θ)dθ
∫ π
θ=0
sin2i+1(θ)dθ =
m−1∏
i=1
2π
2i+ 1
=
(2π)m−1
(2m− 1)!!
(A.9)
Au final, on a :
µ(An(R))|n pair =
2m
(2m− 1)!!
Γ
(
m+ 12
)
(m− 1)!
√
π
γ
(
m,
R2
2
)
=
1(
n
2 − 1
)
!
γ
(
n
2
,
R2
2
)
(A.10)
Pour n impair, on écrit n = 2m+ 1 avec m ∈ N∗. On écrit :
µ(An(R))|n impair =
(π)1−m−
1
2∫ π
θ=0 dθ
(
m−1∏
i=0
∫ π
θ=0
sin2i(θ)dθ
∫ π
θ=0
sin2i+1(θ)dθ
)
γ
(
m+
1
2
,
R2
2
)
(A.11)
Suivant le même raisonnement, on obtient :
µ(An(R))|n impair =
2m√
π(2m− 1)!!
γ
(
m+
1
2
,
R2
2
)
=
2
n−1
2
√
π(n− 2)!!
γ
(
n
2
,
R2
2
)
(A.12)
On peut simplifier les équations, en notant que
(
n
2 − 1
)
! = Γ(n2 ), et que l’on peut
exprimer Γ(n2 ) comme suit :
Γ
(n
2
)
=
√
π(n− 2)!!
2
n−1
2
(A.13)
Au final, on a simplement, avec P (·, ·) la fonction gamma incomplète normalisée
[Olver 2010] :
µ(An(R)) =
1
Γ
(
n
2
)γ (n
2
,
R2
2
)
= P
(
n
2
,
R2
2
)
(A.14)
On peut voir la courbe en gris sur la figure A.1, représentant le cas usuel n = 1, couper
les verticales R = 1, R = 2 et R = 3 aux habituels 68%, 95% et 99.5%. Les autres courbes
nous donnent donc les équivalents pour les dimensions supérieures, permettant ainsi de
générer des tables à la manière du cas n = 1 (Tab.A.1 et Tab.A.2). Les résultats obtenus
concordent avec une sélection de tests consistant à intégrer numériquement la fonction
de densité de probabilité sur la boule à l’aide de Mathematica, et ce pour une fraction
du temps – le calcul de la fonction gamma est quasi instantané, alors que l’intégration
numérique prend 3s pour n = 3 et plus de 10s pour n = 4.
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Figure A.1 – Densité de probabilité capturée par une boule centrée de rayon R, pour
différentes dimensions n du vecteur aléatoire X.
Rayon R
n 0.5 1 1.5 2 2.5 3 3.5 4 4.5 5
2 0.118 0.393 0.675 0.865 0.956 0.989 0.998 1.000 1.000 1.000
3 0.031 0.199 0.478 0.739 0.900 0.971 0.993 0.999 1.000 1.000
4 0.007 0.090 0.310 0.594 0.819 0.939 0.984 0.997 1.000 1.000
5 0.002 0.037 0.186 0.451 0.717 0.891 0.968 0.993 0.999 1.000
6 0.000 0.014 0.105 0.323 0.604 0.826 0.943 0.986 0.998 1.000
Table A.1 – Densité de probabilité capturée par une boule fermée de Rn de rayon R sur
une variable aléatoire X ∼ N (0Rn , In).
Pourcentage de probabilité visé
n 0.50 0.90 0.95 0.99 0.999
2 1.18 2.15 2.45 3.03 3.67
3 1.54 2.50 2.80 3.37 4.03
4 1.83 2.79 3.08 3.64 4.29
5 2.09 3.04 3.33 3.88 4.52
6 2.31 3.26 3.55 4.10 4.73
Table A.2 – Rayon nécessaire d’une boule fermée de Rn pour capturer la densité de
probabilité voulue sur sur une variable aléatoire X ∼ N (0Rn , In).
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A.2 Allocations optimales pour les CAMC non cohérent
Nous commençons par traiter le cas de la borne supérieure non-cohérente (5.4). Le
problème s’écrit :
min.
R,P̄1,P̄2
−R
s.c. R ≤ log
(
1 + (1 + l1)P̄1
)
R ≤ log
(
1 + (1 + l2)P̄2
)
2R ≤ log
(
1 + l1P̄1 + l2P̄2
)
P̄tot =P̄1 + P̄2
(A.15)
Le lagrangien L(λ1, λ2, λ3, µ,R, P̄1, P̄2) s’écrit donc de la manière suivante [Boyd 2004] :
L = −R+ λ1
[
R− log
(
1 + (1 + l1)P̄1
)]
+ λ2
[
R− log
(
1 + (1 + l2)P̄2
)]
+ λ3
[
2R− log
(
1 + l1P̄1 + l2P̄2
)]
+ µ
[
P̄1 + P̄2 − P̄tot
] (A.16)
Ses dérivées partielles sont :
∂L
∂R
= λ1 + λ2 + 2λ3 − 1
∂L
∂P̄1
= − λ1(1 + l1)
1 + (1 + l1)P̄1
− λ3l1
1 + l1P̄1 + l2P̄2
+ µ
∂L
∂P̄1
= − λ2(1 + l2)
1 + (1 + l2)P̄2
− λ3l2
1 + l1P̄1 + l2P̄2
+ µ
Par application des conditions de Karush-Kuhn-Tucker (2.41), nous savons que soit les
contraintes d’inégalités sont vérifiées avec égalité, soit les coefficients λi associés sont nuls.
Dans notre expression, nous avons de plus µ 6= 0. Nous procédons par élimination :
— Si λ1 6= 0 ou λ2 6= 0, alors on voit immédiatement que la condition µ 6= 0 est
violée.
— λ3 6= 0 et λ1 = 0, λ2 = 0 implique l1 = l2, et donc P̄1 = P̄2 = P̄tot/2.
— Il est impossible d’avoir λ1 6= 0, λ2 6= 0 et λ3 arbitraire, car la somme des deux
premières inégalités est strictement supérieure à la dernière pour tout P1, P2 6= 0.
Il reste donc à étudier les cas (λ1 6= 0, λ3 6= 0, λ2 = 0) et (λ2 6= 0, λ3 6= 0, λ1 = 0), qui sont
symétriques. Nous détaillons le cas λ2 = 0. Les dérivées partielles du Lagrangien donnent
les relations :
µ =
λ3l2
1 + l1P̄1 + l2P̄2
λ3(l2 − l1)
1 + l1P̄1 + l2P̄2
=
(1 + l1)λ1
1 + (1 + l1)P̄1
Comme µ 6= 0 et λ1 ≥ 0, nous déduisons de ces deux équations l2 > l1, λ3 6= 0 et λ1 6= 0.
En conséquence, la première contrainte et la dernière contrainte du problème (A.15) sont
vérifiées avec équalité. La valeur optimale de P̄1 est donc une racine du polynôme de second
degré :
(1 + l1)
2P̄ 21 + (2 + l1 + l2)P̄1 − l2P̄tot = 0 (A.17)
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Ce polynôme a une seule racine positive qui est donc la solution de notre problème. En
notant que P̄2 = P̄tot − P̄1, nous obtenons les expressions correspondantes dans le tableau
5.1. La borne inférieure non-coopérative (5.5) procède de manière similaire. Le problème
s’écrit dans ce cas :
min.
R,P̄1,P̄2
−R
s.c. R ≤ log
(
1 + l1P̄1
)
R ≤ log
(
1 + l2P̄2
)
2R ≤ log
(
1 + l1P̄1 + l2P̄2
)
P̄tot =P̄1 + P̄2
(A.18)
Ce problème a exactement la forme du problème (5.4), mais les coefficients des deux
premières contraintes sont li et non (1 + li). La dérivation procède cependant de la même
manière.
Pour finir, le problème correspondant à la borne inférieure decode-and-forward dans le
cas non-cohérent s’écrit :
min.
R,P̄1,1,P̄1,2,P̄2,1,P̄2,2
−R
s.c. R ≤ log
(
1 + P̄1,1
)
R ≤ log
(
1 + P̄2,1
)
2R ≤ log
(
1 + l1(P̄1,1 + P̄1,2) + l2(P̄2,1 + P̄2,2)
)
P̄tot =P̄1,1 + P̄1,2 + P̄2,1 + P̄2,2
(A.19)
Les dérivées partielles du Lagrangien sont dans ce cas, avec les 4 variables de puissance :
∂L
∂R
= λ1 + λ2 + 2λ3 − 1
∂L
∂P̄1,1
= − λ1
1 + P̄1,1
− λ3l1
A
+ µ
∂L
∂P̄1,2
= −λ3l1
A
+ µ
∂L
∂P̄2,1
= − λ2
1 + P̄2,1
− λ3l2
A
+ µ
∂L
∂P̄2,2
= −λ3l2
A
+ µ
avec A = 1 + l1(P̄1,1 + P̄1,2) + l2(P̄2,1 + P̄2,2). Forcer λ3 = 0 nous amène directement à
conclure que P̄1,2 = P̄2,2 = 0 et P̄1,1 = P̄2,1 = P̄tot/2. De plus, dans ce cas, comme les
deux contraintes sur R sont actives mais pas celle sur 2R, cette situation ne peux arriver
que si (1 + P̄ tot/2)2 ≤ 1 + (l1 + l2)P̄tot/2. Après simplification, on obtient la condition
retranscrite dans la 3e ligne de la table 5.1 sur P̄tot :
P̄tot ≤ 4
(
l1 + l2
2
− 1
)
Si λ3 6= 0, on en déduit directement que λ1 = λ2 = 0 et l1 = l2. Dans ce cas 2R =
log(1 + l1P̄tot). L’allocation des puissances est dans ce cas presque arbitraire, néanmoins
pour respecter les 3 contraintes simultanément on doit avoir R ≤ log(1 + P̄1,1) et R ≤
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log(1 + P̄2,1). On choisit donc P̄1,1 = P̄2,1 et P̄1,2 = P̄2,2 pour obtenir le cas l1 = l2 de la
table 5.1.
A ce niveau, nous devons donc supposer que P̄1,2 ou P̄2,2 est égal à 0. Si l’on prend par
exemple P̄2,2 = 0 – l’autre cas étant symétrique – on a nécessairement λ3 6= 0 et λ1 = 0.
De la dérivée partielle sur P̄2,1 on obtient la condition l1 > l2 et λ2 > 0. En conséquence,
la seconde et la troisième contrainte sont actives dans (A.19) et l’allocation optimale de
puissance pour P̄2,1 est l’unique racine positive de (1 + P̄2,1)
2 = 1 + l2P̄2,1 + l1(P̄tot− P̄2,1).
Pour s’assurer au final que la première inégalité n’est pas contraignante, on en déduit
P̄1,1 ≥ P̄2,1. On procède de manière similaire pour compléter le cas P̄1,2 = 0.
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A.3 Borne supérieure de la capacité du CAMC full-duplex
On emploie ici la notation de El Gamal [El Gamal 2011], où le dernier indice d’une
variable indique qu’il s’agit d’un symbole envoyé ou reçu à l’instant i, par exemple X1,i,
et une notation en exposant indique un vecteur des symboles envoyés ou reçus jusqu’à
l’instant i, par exemple Xi−11 = (X1,1, . . . , X1,i).
On suppose que chaque source j émet un symbole Xj comme une fonction de deux
symboles cj(Xj,1, Xj,2), qui représentent la partie “personnelle” et la partie coopérative
du symbole émis. Pour chacun de ces symboles, on a le symbole personnel Xj,1,i émis à
l’instant i comme une fonction du message Mj , et Xj,2,i comme une fonction des sym-
boles (Y i−11 , Y
i−1
2 ). Le symbole coopératif est donc une fonction des symboles reçus par
chaque source, et l’on considère qu’en l’absence de symboles reçus à la première émission,
Xj,2,1 = ∅. Par construction, on a donc X1,1,i indépendant de X2,1,i, X1,2,i et X2,2,i, et
X2,1,i indépendant de X1,1,i, X1,2,i et X2,2,i. Nous considérons également un canal sans
mémoire sur chacun des noeuds, ce qui signifie que les symboles reçus à chaque instant i
ne dépendent que des symboles émis à l’instant i et d’un processus de bruit indépendant
de ces symboles.
On suppose une méthode de codage et de coopération nécessitant n utilisations du
canal et dont la probabilité d’erreur de décodage à la destination tend vers 0 lorsque
n → ∞. Par l’inégalité de Fano [El Gamal 2011, p.19], avec εn → 0 quand n → ∞, on
peut écrire :
H(M1,M2|Y nD) ≤ nεn
On a de plus, par châınage de l’entropie :
H(M1|Y nD ,M2) ≤ H(M1,M2|Y nD) H(M2|Y nD ,M1) ≤ H(M1,M2|Y nD)
On peut donc dériver :
nR1 ≤ H(M1) = H(M1|M2) = I(M1;Y nD |M2) +H(M1|Y nD ,M2)
≤ I(M1;Y nD |M2) + nεn ≤ I(M1;Y n1 , Y n2 , Y nD |M2) + nεn
=
n∑
i=1
I
(
M1;Y1,i, Y2,i, YD,i|M2, Y i−11 , Y
i−1
2 , Y
i−1
D
)
+ nεn (A.20)
La dérivation de (A.20) provient des règles de châınage de l’information mutuelle. Les
termes de la somme peuvent être développés comme suit :
I
(
M1;Y1,i, Y2,i, YD,i|M2, Y i−11 , Y
i−1
2 , Y
i−1
D
)
=I
(
M1, X1,1,i;Y1,i, Y2,i, YD,i|M2, X2,1,i, X1,2,i, X2,2,i, Y i−11 , Y
i−1
2 , Y
i−1
D
)
(A.21a)
≤I
(
M1,M2, Y
i−1
1 , Y
i−1
2 , Y
i−1
D , X1,1,i;Y1,i, Y2,i, YD,i|X2,1,i, X1,2,i, X2,2,i
)
=I (X1,1,i;Y1,i, Y2,i, YD,i|X2,1,i, X1,2,i, X2,2,i) (A.21b)
=I (X1,1,i;Y2,i, YD,i|X2,1,i, X1,2,i, X2,2,i) (A.21c)
(A.21a) vient du fait que X1,1,i et X2,1,i sont des fonctions de M1 et M2 respectivement,
et X1,2,i et X2,2,i des fonctions de (Y
i−1
1 , Y
i−1
2 ). (A.21b) vient de la propriété du modèle
de canal, sachant que les symboles reçus à l’instant i dépendent uniquement des sym-
boles envoyés à l’instant i, et (A.21c) car Y1,i est indépendant de X1,1,i. En réinjectant
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(A.21c) dans l’expression (A.20), avec Q une variable aléatoire uniformément distribuée
sur [1 . . . n], on obtient :
nR1 ≤
n∑
i=1
I (X1,1,i;Y2,i, YD,i|X2,1,i, X1,2,i, X2,2,i) + nεn
=
n∑
i=1
I (X1,1,i;Y2,i, YD,i|X2,1,i, X1,2,i, X2,2,i, Q = i) + nεn
= nI (X1,1,Q;Y2,Q, YD,Q|X2,1,Q, X1,2,Q, X2,2,Q, Q) + nεn (A.22)
La variable aléatoire Q est une variable de partage de temps, dont les symboles émis vont
dépendre. En contrepartie, les symboles reçus dépendent de Q uniquement à travers les
symboles émis. On a donc Q ↔ (X1,1, X1,2, X2,1, X2,2) ↔ (Y1, Y2, Y,D) qui forment une
chaine de Markov. De cette chaine de Markov, on peut donc relâcher la borne et écrire :
nR1 ≤ nI (X1,1;Y2, YD|X2,1, X1,2, X2,2, Q) + nεn
≤ nI (Q,X1,1;Y2, YD|X2,1, X1,2, X2,2) + nεn
= nI (X1,1;Y2, YD|X2,1, X1,2, X2,2) + nεn (A.23)
Cette borne est plus lâche que celle avec Q dans le cas général mais est suffisante pour
notre caractérisation. Au final, on peut écrire :
R1 ≤ I (X1,1;Y2, YD|X2,1, X1,2, X2,2) (A.24)
En procédant de manière symétrique sur R2, on obtient :
R2 ≤ I (X2,1;Y1, YD|X1,1, X1,2, X2,2) (A.25)
On peut borner la somme des débits de la manière suivante :
n(R1 +R2) ≤ H(M1,M2)
≤ I(M1,M2;Y n1 , Y n2 , Y nD) + nεn
=
n∑
i=1
I(M1,M2;Y1,i, Y2,i, YD,i|Y i−11 , Y
i−1
2 , Y
i−1
D ) + nεn
=
n∑
i=1
I(M1,M2, X1,1,i, X2,1,i;Y1,i, Y2,i, YD,i|Y i−11 , Y
i−1
2 , Y
i−1
D , X1,2,i, X2,2,i) + nεn
≤
n∑
i=1
I(M1,M2, Y
i−1
1 , Y
i−1
2 , Y
i−1
D , X1,1,i, X2,1,i;Y1,i, Y2,i, YD,i|X1,2,i, X2,2,i) + nεn
=
n∑
i=1
I(X1,1,i, X2,1,i;Y1,i, Y2,i, YD,i|X1,2,i, X2,2,i) + nεn
= nI(X1,1,Q, X2,1,Q;Y1,Q, Y2,Q, YD,Q|X1,2,Q, X2,2,Q, Q) + nεn
≤ nI(X1,1, X2,1;Y1, Y2, YD|X1,2, X2,2) + nεn (A.26a)
Soit, lorsque n→∞ :
R1 +R2 ≤ I(X1,1, X2,1;Y1, Y2, YD|X1,2, X2,2) (A.27)
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On peut dériver des bornes complémentaires de la manière suivante, en partant toujours
de l’inégalité de Fano :
nR1 = H(M1) = H(M1|M2)
≤ I(M1;Y nD |M2) + nεn
≤
n∑
i=1
I(M1;YD,i|M2, Y i−1D ) + nεn
=
n∑
i=1
I(M1, X
i
1,1;YD,i|M2, Xi2,1, Y i−1D ) + nεn
≤
n∑
i=1
I(M1, X
i−1
1,1 , X
i−1
2,1 , X1,1,i;YD,i|M2, X2,1,i, Y
i−1
D ) + nεn (A.28a)
On a que le premier symbole reçu Y2,1 est une fonction de X1,1,1 uniquement, X1,2,1 étant
nul et Z2 étant indépendant de toutes les autres variables. Il en va de même pour Y1,1. Par
conséquent, on peut rajouter ces termes dans le terme d’information mutuelle de (A.28a) :
I(M1, X
i−1
1,1 , X
i−1
2,1 , X1,1,i;YD,i|M2, X2,1,i, Y
i−1
D )
=I(M1, X
i−1
1,1 , X
i−1
2,1 , Y1,1, Y2,1, X1,1,i;YD,i|M2, X2,1,i, Y
i−1
D )
On peut procéder de la même manière en ajouter les termes X1,2,2 et X2,2,2, dépendant
uniquement de Y1,1 et Y2,1. Par induction, on peut donc écrire :
I(M1, X
i−1
1,1 , X
i−1
2,1 , X1,1,i;YD,i|M2, X2,1,i, Y
i−1
D )
=I(M1, X
i−1
1,1 , X
i−1
2,1 , Y
i−1
1 , Y
i−1
2 , X
i
1,2, X
i
2,2, X1,1,i;YD,i|M2, X2,1,i, Y i−1D )
≤I(M1,M2, Y i−1D , X
i−1
1,1 , X
i−1
2,1 , Y
i−1
1 , Y
i−1
2 , X
i
1,2, X
i
2,2, X1,1,i;YD,i|X2,1,i)
=I(X1,2,i, X2,2,i, X1,1,i;YD,i|X2,1,i) (A.29)
En réinjectant cette expression dans (A.28a) et en considérant, comme précédemment, une
variable aléatoire Q uniformément distribuée sur [1 . . . n] on obtient :
nR1 ≤ nI(X1,2,Q, X2,2,Q, X1,1,Q;YD,Q|X2,1,Q, Q) + nεn
≤ nI(X1,2, X2,2, X1,1;YD|X2,1) + nεn (A.30)
Soit :
R1 ≤ nI(X1,2, X2,2, X1,1;YD|X2,1) (A.31)
Par une dérivation similaire pour R2, on a :
R2 ≤ nI(X1,2, X2,2, X2,1;YD|X1,1) (A.32)
Pour finir, on a :
n(R1 +R2) = H(M1,M2) ≤ I(M1,M2;Y nD) + nεn
=
n∑
i=1
I(M1,M2;YD,i|Y i−1D ) + nεn
=
n∑
i=1
I(M1,M2, X
i−1
1,1 , X
i−1
2,1 , X1,1,i, X2,1,i;YD,i|Y
i−1
D ) + nεn (A.33)
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Comme précédemment, on peut étendre le terme d’information mutuelle de la somme, en
reconstruisant par induction les symboles reçus par les sources :
I(M1,M2, X
i−1
1,1 , X
i−1
2,1 , X1,1,i, X2,1,i;YD,i|Y
i−1
D )
= I(M1,M2, X
i−1
1,1 , X
i−1
2,1 , X
i−1
1,2 , X
i−1
2,2 , Y
i−1
2 , Y
i−1
1 , X1,1,i, X2,1,i;YD,i|Y
i−1
D )
≤ I(M1,M2, Xi−11,1 , X
i−1
2,1 , X
i
1,2, X
i
2,2, Y
i−1
2 , Y
i−1
1 , Y
i−1
D , X1,1,i, X2,1,i;YD,i)
= I(X1,1,i, X2,1,i, X1,2,i, X2,2,i;YD,i) (A.34)
En réinjectant (A.34) dans (A.33), et en utilisant la variable de partage de temps on a :
n(R1 +R2)
≤
n∑
i=1
I(X1,1,i, X2,1,i, X1,2,i, X2,2,i;YD,i) + nεn
= nI(X1,1,Q, X2,1,Q, X1,2,Q, X2,2,Q;YD,Q, Q) + nεn
≤ nI(X1,1, X2,1, X1,2, X2,2;YD) + nεn (A.35)
On en conclue donc que, lorsque n→∞ :
R1 +R2 ≤ I(X1,1, X2,1, X1,2, X2,2;YD) (A.36)
Au final, et sans autres contraintes, la région de capacité s’écrit :
R1 ≤ I(X1,1;Y2, YD|X2,1, X1,2, X2,2) (A.37a)
R2 ≤ I(X2,1;Y1, YD|X1,1, X1,2, X2,2) (A.37b)
R1 ≤ I(X1,1, X1,2, X2,2;YD|X2,1) (A.37c)
R2 ≤ I(X2,1, X1,2, X2,2;YD|X1,1) (A.37d)
R1 +R2 ≤ I(X1,1, X2,1;Y1, Y2, YD|X1,2, X2,2) (A.37e)
R1 +R2 ≤ I(X1,1, X2,1, X1,2, X2,2;YD) (A.37f)
Jusqu’à ce point, la démonstration ne fait pas l’hypothèse de modèle gaussien sur les
variables. Si l’on émet cette hypothèse désormais, une contrainte de puissance locale sur
chaque noeud s’écrira de la manière suivante, pour j ∈ {1, 2} :
E
[
cj(Xj,1, Xj,2)
2
]
≤ Pj
Une contrainte de puissance globale se réduit à la même condition sur la variance de
cj(Xj,1, Xj,2). Si l’on suppose que la somme des variances des symboles est contrainte à
une valeur Ptot, alors il existe P
′
1 ∈ [0, Ptot] tel que :
E
[
c1(X1,1, X1,2)
2
]
≤ P ′1 E
[
c2(X2,1, X2,2)
2
]
≤ P ′2 = Ptot − P ′1
Les symboles (Xj,1, Xj,2) étant choisis de manière indépendante, on peut faire le choix
de leur attribuer une variance relative P ′j,1 et P
′
j,2. Nous supposons maintenant que les
fonctions cj(·, ·) conservent l’entropie des symboles de base. Comme nous traitons de va-
riables aléatoires continues, il est naturel de considérer pour cette condition que la fonction
vérifie :
N(cj(Xj,1, Xj,2)) ≤ N(Xj,1) +N(Xj,2) (A.38)
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La fonction N(·) est la fonction de puissance d’entropie [Cover 2006] définie de la manière
suivante pour une entropie différentielle exprimée en nats :
N(X) =
1
2πe
exp (2h(X))
Cette fonction représente la variance d’une variable aléatoire gaussienne possédant la
même entropie différentelle que la variable originale X. Nous supposons maintenant que
cj(Xj,1, Xj,2) = Xj,1 +Xj,2. Nous montrerons que dans ce cas la fonction cj(·, ·) vérifie la
condition (A.38) avec égalité. Le modèle des variables en réception s’écrit alors :
Y1 = h3 (X2,1 +X2,2) + Z1 (A.39a)
Y2 = h3 (X1,1 +X1,2) + Z1 (A.39b)
YD = h1 (X1,1 +X1,2) + h2 (X2,1 +X2,2) + ZD (A.39c)
Pour la borne (A.37a), on a donc :
R1 ≤ h(Y2, YD|X2,1, X1,2, X2,2)− h(Y2, YD|X1,1, X2,1, X1,2, X2,2)
= h(h3X1,1 + Z2, h1X1,1 + ZD)− h(Z2, ZD) (A.40)
Le premier terme d’entropie sera donc maximisé pour h3X1,1+Z2 et h1X1,1+ZD gaussiens
[El Gamal 2011, p.21]. Comme X1,1 et Z2 – ainsi que X1,1 et ZD – sont indépendants, on
utilise le théorème de Lévy-Cramer [Pollard 2002, Sec.8.8] pour en déduire que X1,1 devra
également être gaussien. Une dérivation similaire nous permet de conclure que (A.37b)
sera maximal pour X2,1 gaussien. Pour la borne (A.37c), on peut écrire :
R1 ≤ h(YD|X2,1)− h(Y2, YD|X1,1, X2,1, X1,2, X2,2)
= h(h1X1,1 + h1X1,2 + h2X2,2 + ZD)− h(ZD) (A.41)
Ce terme sera maximisé lorsque X1,2 et X2,2 sont parfaitement corrélés, et les variables
X1,2 et X2,2 seront donc linéairement liée. Comme ces variables sont centrées en 0, on peut
écrire :
X1,2√
P ′1,2
=
X2,2√
P ′2,2
= Xeq E
[
X2eq
]
= 1 (A.42)
Au final, on a :
R1 ≤ h
(
h1X1,1 +
(
h1
√
P ′1,2 + h2
√
P ′2,2
)
Xeq + ZD
)
− h(ZD) (A.43)
Comme X1,1, Xeq et ZD sont tous indépendants, R1 sera maximisé lorsque la somme de
ces variables sera gaussienne, et par le théorème de Lévy-Cramer, on obtient que X1,1 et
Xeq doivent être gaussiens. Pour R2, de (A.37d), on obtient X2,1 et Xeq gaussiens et :
R2 ≤ h
(
h2X2,1 +
(
h1
√
P ′1,2 + h2
√
P ′2,2
)
Xeq + ZD
)
− h(ZD) (A.44)
La contrainte (A.37e) sur la somme des débits s’écrit, après expansion du terme d’infor-
mation mutuelle :
R1 +R2 ≤ h(h3X1,1 + Z2, h3X2,1 + Z1, h1X1,1 + h2X2,1 + ZD)− h(Z1, Z2, ZD) (A.45)
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Les variables aléatoires étant encore une fois toutes indépendantes, le théorème de Lévy-
Cramer nous indique que l’entropie sera maximale pour X1,1 et X2,1 gaussiens. Pour finir,
la borne (A.37f) se dérive de manière similaire à (A.37c) et (A.37d), et on a que X1,1, X2,1
et Xeq doivent être gaussiens et :
R1 +R2 ≤ h
(
h1X1,1 + h2X2,1 +
(
h1
√
P ′1,2 + h2
√
P ′2,2
)
Xeq + ZD
)
− h(ZD) (A.46)
Pour finir, on remarque que pour maximiser la région (R1, R2) de (A.37), les variables
aléatoires X1,2 et X2,2 doivent être choisies linéairement dépendantes d’une variable aléa-
toire commune Xeq dans tous les cas. De plus, chaque contrainte, et donc la région (A.37),
sont maximisées lorsque X1,1, X2,1 et Xeq sont toutes gaussiennes et indépendantes. De
[Cover 2006, Th.17.7.3], on sait que :
N(X + Y ) = N(X) +N(Y )
siX et Y sont deux variables gaussiennes indépendantes, ce qui est le cas dans nos résultats.
Le choix de la somme comme fonction de combinaison cj(·, ·) permet donc de vérifier la
condition (A.38) avec égalité. Dans l’expression (A.37), on peut identifier Xeq comme étant
le couple de variables (X1,2, X2,2) et réécrire :
R1 ≤ I(X1,1;Y2, YD|X2,1, Xeq) (A.47a)
R2 ≤ I(X2,1;Y1, YD|X1,1, Xeq) (A.47b)
R1 ≤ I(X1,1, Xeq;YD|X2,1) (A.47c)
R2 ≤ I(X2,1, Xeq;YD|X1,1) (A.47d)
R1 +R2 ≤ I(X1,1, X2,1;Y1, Y2, YD|Xeq) (A.47e)
R1 +R2 ≤ I(X1,1, X2,1, Xeq;YD) (A.47f)
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A.4 Decode-and-forward dans le CAMC half-duplex à 2
slots
La démonstration suit la forme usuelle, et utilise un encodage irrégulier avec compres-
sion aux relai et un décodage direct.
Encodage On note le débit de chaque source par utilisation du canal par R̃1 et R̃2
respectivement. On choisit R̃′1 ≤ R̃1 et R̃′1 ≤ R̃2, et de même pour R̃′2. L’information des
sources sera notée wi,b ∈
{
1, · · · , 2nRi
}
, représentant l’index du message de la source i
dans le bloc b. De même, l’information relayée depuis le bloc précédent sera notée li,b−1 ∈{
1, · · · , 2nR̃′i
}
représentant l’index du message relayé pour la source i dans le bloc b. Par
convention, on a li,0 = 1. Afin de traiter le cas half-duplex, on considèrera n utilisations
du canal, et à chaque utilisation du canal les différents modes de fonctionnement liés
aux probabilités de transition définissent des super-symboles composé de k1 utilisations
de p(y2, yD|x1) et k2 utilisations de p(y1, yD|x2). En conséquence, les fonctions d’encodage
associent un message wi,b ∈
{
1, · · · , 2nR̃i
}
à un mot code dans X kini avec i ∈ {1, 2}. On
note X̃i = X
ki
i la ki-extension de la variable aléatoire Xi, de même pour les variables
aléatoires de réception et les probabilités de transition. En conséquence, pour chaque
utilisation du canal par rapport à n on a en réalité (k1 + k2)n utilisations, ce qui signifie
que les débits réels devront être divisés par k1 + k2. On a donc R̃i = (k1 + k2)Ri
Pour chaque bloc b ≥ 1 on génère aléatoirement 2nR̃′2 mots-codes distribués indépen-
demment suivant ũ
(2)
1 (l1,b−1) selon
∏n
i=1 pũ(2)1
(ũ
(2)
1,i ). Pour chaque l1,b−1 on génère aléa-
toirement 2nR̃1 mots-codes distribués indépendamment suivant x̃
(1)
1
(
w1,b
∣∣ũ(2)1 (l1,b)) selon∏n
i=1 px̃(1)1 |ũ
(2)
1
(
x̃
(1)
1,i
∣∣∣∣ũ(2)1,i (l1,b−1)). Chaque message w2,b ∈ 2nR̃2 relayé par le noeud 1 est
aléatoirement assigné à un groupe de message dénoté par B1(l1,b) l1,b ∈
{
1, · · · , 2nR̃′2
}
,
chaque groupe de message contenant 2n(R̃2−R̃
′
2) messages. On procède de la même manière
pour la source 2.
Dans le bloc b− 1, la source 1 connait son ancien mot-code transmis w1,b−1 et l’indice
l2,b−1 du groupe de message associé B2(l2,b−1). Elle estime ˆ̂w2,b−1, le message transmis par
la source 2, à partir du signal reçu ỹ
(2)
1 et connaissant ũ
(1)
2 (l2,b−1). A l’issue elle découvre
le groupe de message associé à ˆ̂w2,b−1 et en déduit l1,b et ũ
(2)
1 (l1,b). Dans le slot b elle
transmet donc x̃
(1)
1
(
w1,b
∣∣ũ(2)1 (l1,b)). La source 2 procède de manière similaire.
Décodage La probabilité liée à l’évènement d’erreur D de décodage à la destination
peut se décomposer comme suit en fonction de l’évènement d’erreur E de décodage des
sources :
P(D) = P(D|E)P(E) + P(D|Ē)P(Ē) ≤ P(E) + P(D|Ē) (A.48)
On note Ei,b l’évènement d’erreur de décodage de la source i dans le slot b. On suppose
que chaque source a correctement décodé l’information du slot b−1 et on veut donc estimer
P(Ei,b|Ē i,b−1). On effectue un décodage par séquences typiques. Les mots codes sont choisis
aléatoirement et chaque message est également probable. On peut donc considérer que le
mot-code correspondant à wi,b = 1 a été envoyé pour les deux sources et la probabilité
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d’erreur sera identique pour n’importe quel mot-code. Les évènements d’erreur liés aux
décodage des sources sont au nombre de 4 :
E11,b =
{
x̃
(2)
2 (1|l2,b−1) , ũ
(1)
2 (l2,b−1), ỹ
(2)
1
}
/∈ Anε (A.49)
E21,b =
⋃
w2,b 6=1
{
x̃
(2)
2 (w2,b|l2,b−1) , ũ
(1)
2 (l2,b−1), ỹ
(2)
1
}
∈ Anε (A.50)
E12,b =
{
x̃
(1)
1 (1|l1,b−1) , ũ
(2)
1 (l1,b−1), ỹ
(1)
2
}
/∈ Anε (A.51)
E22,b =
⋃
w1,b 6=1
{
x̃
(1)
1 (w1,b|l1,b−1) , ũ
(2)
1 (l1,b−1), ỹ
(1)
2
}
∈ Anε (A.52)
Par la loi des grands nombres et son application aux ensembles typiques, P
(
E11,b
)
→ 0
et P
(
E11,b
)
→ 0 quand n → ∞. La probabilité des deux évènements restant peut être
bornée de la manière suivante :
P
(
E22,b
)
=
∑
w1,b 6=1
P
({
x̃
(1)
1 (w1,b|l1,b−1) , ũ
(2)
1 (l1,b−1), ỹ
(1)
2
}
∈ Anε
)
≤
∑
w1,b 6=1
2
−n
(
I
(
X̃
(1)
1 ;Ỹ
(1)
2 |Ũ
(2)
1
)
−δ(ε)
)
≤
(
2nR̃1 − 1
)
2
−n
(
I
(
X̃
(1)
1 ;Ỹ
(1)
2 |Ũ
(2)
1
)
−δ(ε)
)
≤ 2−n
(
I
(
X̃
(1)
1 ;Ỹ
(1)
2 |Ũ
(2)
1
)
−R̃1−δ(ε)
)
On a donc P
(
E22,b
)
→ 0 quand n→∞ si :
R̃1 ≤ I
(
X̃
(1)
1 ; Ỹ
(1)
2 |Ũ
(2)
1
)
− δ(ε) (A.53)
De même, on a P
(
E21,b
)
→ 0 quand n→∞ si :
R̃2 ≤ I
(
X̃
(2)
2 ; Ỹ
(2)
1 |Ũ
(1)
2
)
− δ(ε) (A.54)
A l’issue du bloc b, la destination commence par décoder ũ
(j)
i dans chaque slot j pour
obtenir les index li,b−1 des groupes de message qui l’aideront à décoder l’information des
sources dand le slot b − 1. En supposant que l1,b−1 = l2,b−1 = 1 par symmétrie de la
méthode de codage, on a donc les termes d’erreur suivants :
D1b =
{
ũ
(2)
1 (1), ỹ
(1)
D
}
/∈ Anε (A.55)
D2b =
⋃
l1,b−1 6=1
{
ũ
(2)
1 (l1,b−1), ỹ
(1)
D
}
∈ Anε (A.56)
D3b =
{
ũ
(1)
2 (1), ỹ
(2)
D
}
/∈ Anε (A.57)
D4b =
⋃
l2,b−1 6=1
{
ũ
(1)
2 (l2,b−1), ỹ
(2)
D
}
∈ Anε (A.58)
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Comme précédemment, on a par la loi des grands nombres et son application aux
ensembles typiques, P
(
D1b
)
→ 0 et P
(
D3b
)
→ 0 quand n→∞. La probabilité d’erreur des
évènements restants peut se borner de la manière suivante :
P
(
D2b
)
=
∑
l1,b−1 6=1
P
({
ũ
(2)
1 (l1,b−1), ỹ
(1)
D
}
∈ Anε
)
≤
∑
l1,b−1 6=1
2
−n
(
I
(
Ũ
(2)
1 ;Ỹ
(1)
D
)
−δ(ε)
)
≤
(
2nR̃
′
2 − 1
)
2
−n
(
I
(
Ũ
(2)
1 ;Ỹ
(1)
D
)
−δ(ε)
)
≤ 2−n
(
I
(
Ũ
(2)
1 ;Ỹ
(1)
D
)
−R̃′2−δ(ε)
)
On a donc P
(
D2b
)
→ 0 quand n→∞ si :
R̃′2 ≤ I
(
Ũ
(2)
1 ; Ỹ
(1)
D
)
− δ(ε) (A.59)
De la même manière, P
(
D4b
)
→ 0 quand n→∞ si :
R̃′1 ≤ I
(
Ũ
(1)
2 ; Ỹ
(2)
D
)
− δ(ε) (A.60)
Ayant estimé l̂1,b−1 et l̂2,b−1, la destination cherche à décoder w1,b−1 et w2,b−1 du bloc
b− 1. Connaissant B1(l̂1,b−1) et B2(l̂2,b−1), et supposant w1,b−1 = w2,b−1 = 1 les messages
envoyés par les sources, les évènements d’erreur sont donc :
D5b =
{
x̃
(1)
1 (1|l̂1,b−2), ũ
(2)
1 (l̂1,b−2), ỹ
(1)
D
}
/∈ Anε (A.61)
D6b =
⋃
w1,b−1 6=1
w1,b−1∈B2(l̂2,b−1)
{
x̃
(1)
1 (w1,b−1|l̂1,b−2), ũ
(2)
1 (l̂1,b−2), ỹ
(1)
D
}
∈ Anε (A.62)
D7b =
{
x̃
(2)
2 (1|l̂2,b−2), ũ
(1)
2 (l̂2,b−2), ỹ
(2)
D
}
/∈ Anε (A.63)
D8b =
⋃
w2,b−1 6=1
w2,b−1∈B1(l̂1,b−1)
{
x̃
(2)
2 (w2,b−1|l̂2,b−2), ũ
(1)
2 (l̂2,b−2), ỹ
(2)
D
}
∈ Anε (A.64)
De la même manière, P
(
D5b
)
→ 0 et P
(
D7b
)
→ 0 quand n → ∞. On borne P
(
D5b
)
et
P
(
D5b
)
en utilisant les étapes suivantes :
P
(
D6b
)
=
∑
w1,b−1 6=1
w1,b−1∈B2(l̂2,b−1)
P
({
x̃
(1)
1 (w1,b−1|l̂1,b−2), ũ
(2)
1 (l̂1,b−2), ỹ
(1)
D
}
∈ Anε
)
≤
∑
w1,b−1 6=1
w1,b−1∈B2(l̂2,b−1)
2
−n
(
I
(
X̃
(1)
1 ;Ỹ
(1)
D |Ũ
(2)
1
)
−δ(ε)
)
≤
(
2n(R̃1−R̃
′
1) − 1
)
2
−n
(
I
(
X̃
(1)
1 ;Ỹ
(1)
D |Ũ
(2)
1
)
−δ(ε)
)
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≤ 2−n
(
I
(
X̃
(1)
1 ;Ỹ
(1)
D |Ũ
(2)
1
)
−R̃1+R̃′1−δ(ε)
)
En utilisant la borne sur R̃′1 de (A.60) on obtient que P
(
D6b
)
→ 0 quand n→∞ si :
R̃1 ≤ I
(
X̃
(1)
1 ; Ỹ
(1)
D |Ũ
(2)
1
)
+ I
(
Ũ
(1)
2 ; Ỹ
(2)
D
)
− 2δ(ε) (A.65)
De même pour R̃2 :
R̃2 ≤ I
(
X̃
(2)
2 ; Ỹ
(2)
D |Ũ
(1)
2
)
+ I
(
Ũ
(2)
1 ; Ỹ
(1)
D
)
− 2δ(ε) (A.66)
Afin de s’affranchir des expressions basées sur le décodage de ũ
(j)
i on peut remarquer
que l’addition des expression (A.65) et (A.66) nous donne la contrainte suivante sur la
somme des débits :
R̃1 + R̃2 ≤ I
(
X̃
(2)
2 ; Ỹ
(2)
D
)
+ I
(
X̃
(1)
1 ; Ỹ
(1)
D
)
(A.67)
De plus, pour tout (R̃1, R̃2) vérifiant (A.67) on peut définir R̃
′
1, R̃
′
2, Ũ
(2)
1 et Ũ
(1)
2 tels que
Ũ
(2)
1 ↔ X̃
(1)
1 ↔ Ỹ
(1)
D et Ũ
(1)
2 ↔ X̃
(2)
2 ↔ Ỹ
(2)
D forment des châınes de Markov, et par consé-
quent vérifient (A.66), (A.65), (A.60) et (A.59). Pour finir, on effectue les remplacements
suivants dans les expressions :
R̃1 = (k1 + k2)R1
R̃2 = (k1 + k2)R2
I
(
X̃
(1)
1 ; Ỹ
(1)
2 |Ũ
(2)
1
)
= k1I
(
X
(1)
1 ;Y
(1)
2 |U
(2)
1
)
I
(
X̃
(2)
2 ; Ỹ
(2)
1 |Ũ
(1)
2
)
= k2I
(
X
(2)
2 ;Y
(2)
1 |U
(1)
2
)
I
(
X̃
(1)
1 ; Ỹ
(1)
D
)
= k1I
(
X
(1)
1 ;Y
(1)
D
)
I
(
X̃
(2)
2 ; Ỹ
(2)
D
)
= k2I
(
X
(2)
2 ;Y
(2)
D
)
En définissant t1 = k1/(k1 + k2) et t2 = k2/(k1 + k2) on obtient les expressions du
théorème 5.8.
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[Bakim 2010] S. Bakim et O. Kaya. Achievable Rates For Two User Cooperative OFDMA.
In Proc. IEEE Global Telecommun. Conf. (GLOBECOM), pages 1–5, 2010. (Cité
en page 79.)
[Bletsas 2006] A. Bletsas, A. Khisti, D. P. Reed et A. Lippman. A Simple Cooperative
Diversity Method Based On Network Path Selection. IEEE J. Sel. Areas Commun.,
vol. 24, no. 3, pages 659–672, 2006. (Cité en page 59.)
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Press, 2004. (Cité en pages 22, 23, 24, 89, 154 et 159.)
[Bross 2008] S. I. Bross, A. Lapidoth et M. A. Wigger. The Gaussian MAC With Confe-
rencing Encoders. In Proc. IEEE Int. Symp. Information Theory (ISIT), pages
2702–2706, 2008. (Cité en page 78.)
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pages 58, 59 et 113.)
Cette thèse est accessible à l'adresse : http://theses.insa-lyon.fr/publication/2013ISAL0044/these.pdf 
© [P. Ferrand], [2013], INSA de Lyon, tous droits réservés
Bibliographie 175
[Cotton 2006] S.L. Cotton et W.G. Scanlon. A Statistical Analysis Of Indoor Multipath
Fading For a Narrowband Wireless Body Area Network. In Proc. IEEE Int. Symp.
Personal Indoor Mobile Radio Commun. (PIMRC), pages 1–5, 2006. (Cité en
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University Press, 2011. (Cité en pages 69, 70, 78, 85, 87, 94, 154, 162 et 166.)
[Exton 1976] H. Exton. Multiple hypergeometric functions and applications. John Wiley
& Sons, 1976. (Cité en page 28.)
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[Gradshteyn 2007] I.M. Gradshteyn I.S. Ryzhik, A. Jeffrey et D. Zwillinger. Table of
integrals, series and products. Academic Press, 2007. (Cité en page 156.)
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[Ng 2008] C. T. K. Ng et A. Goldsmith. The Impact Of CSI And Power Allocation On Re-
lay Channel Capacity and Cooperation Strategies. IEEE Trans. Wireless Commun.,
vol. 7, no. 12, pages 5380–5389, 2008. (Cité en pages 58, 61, 71 et 72.)
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[Shi 2007] Hui Shi, T. Abe, T. Asai et H. Yoshino. Relaying Schemes Using Matrix Tri-
angularization For mimo wireless Networks. IEEE Trans. Commun., vol. 55, no. 9,
pages 1683–1688, 2007. (Cité en page 60.)
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[Simon 2004] M. K. Simon et M.-S. Alouini. Digital communications over fading channels.
Wiley & Sons, 2004. (Cité en pages 9 et 28.)
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[Slepian 1973] D. Slepian et J. K. Wolf. A Coding Theorem For Multiple Access Channels
With Correlated Sources. Bell Tech. J., vol. 52, pages 1037–1076, 1973. (Cité en
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Résumé :
Cette thèse a pour but d’évaluer la performance théorique des approches co-
opératives pour la fiabilisation des transmissions dans les réseaux autour du corps
humain. Ces réseaux sont formés d’un nombre limité de capteurs communiquants
disposés sur et dans le corps. Les techniques de coopération dans les réseaux de cette
taille sont extrêmement dépendantes de l’information disponible quant à la qualité
des canaux de communication au moment de la transmission. Sous une hypothèse
de connaissance de la valeur moyenne à moyen et long terme de l’affaiblissement de
ces canaux, nous dérivons une approximation du taux d’erreur paquet de bout en
bout pour des techniques de relayage. Nous présentons également, pour certains de
ces modèles, une allocation de puissance asymptotiquement optimale, fournissant
néanmoins un gain en performance sur une large plage de puissances d’émission. En
supposant ensuite que les noeuds ont une connaissance parfaite de l’état du réseau,
nous étudions la capacité de Shannon sur des canaux à relais et des canaux compre-
nant deux émetteurs coopérant entre eux. Pour ces deux modèles, nous montrons
que lorsque l’on cherche à optimiser la répartition de la puissance totale disponible
à l’émission, l’étude se réduit à celle d’un modèle de canal équivalent, simplifiant
grandement l’analyse de la région de capacité. Nous dérivons ensuite l’allocation de
ressources optimale ou de bonnes approximations pour des protocoles de coopéra-
tion adaptés à ces deux modèles. Nous présentons enfin une plate-forme de mesures
pour les réseaux autour du corps humain nous permettant de relever de manière
quasi-simultanée l’intégralité des affaiblissements des liens entre les noeuds du ré-
seau. Cette plate-forme nous permet de traiter de la stabilité de la qualité des liens
et de la validité de l’hypothèse de réciprocité de chaque lien. De plus, nous éva-
luons aussi la corrélation spatiale de l’affaiblissement des liens, et nous montrons
en particulier que celle-ci varie fortement au cours du mouvement, mais de manière
suffisament lente pour être estimée au fil de l’eau.
Mots clés : théorie de l’information dans les réseaux, taux d’erreur paquet,
canaux à évanouissements, canaux à relais, canaux à accès multiples coopératifs,
mesures de canal, réseaux autour du corps humain
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