The aim of this paper is two fold. First, we define symplectic maps between Hitchin systems related to holomorphic bundles of different degrees. It allows to construct the Bäcklund transformations in the Hitchin systems defined over Riemann curves with marked points. We apply the general scheme to the elliptic Calogero-Moser (CM) system and construct the symplectic map to an integrable SL(N, C) Euler-Arnold top (the elliptic SL(N, C)-rotator). Next, we proposed a generalization of the Hitchin approach to 2d integrable theories related to holomorphic bundles of infinite rank. The main example is integrable two-dimensional version of the two-body elliptic CM system. The previous construction allows to define the symplectic map from the two-dimensional elliptic CM system to the Landau-Lifshitz equation.
Introduction
Nowadays many examples of integrable one-dimensional and two-dimensional models are known. The problem of listing all of them, up to some equivalence, was solved for some particular forms of two-dimensional models [1] . The recently developed conception of duality for one-dimensional models [2] can shed light on the classification problem in an analogy with the string theory. In spite of this progress we are still far from understanding the structure of this universe. In this way the classification of integrable systems, apart from solving any individual equation, continues to be an actual task. We will consider integrable systems that have the Lax or Zakharov-Shabat representations. In these cases the gauge transformations of the accompanying linear equations lead essentially to the same systems, though their equations of motion differ in significant way. For example, the non-linear Schrödinger model is gauge equivalent to the isotropic Heisenberg magnetic [3] . In such a manner the integrable system should be classified up to the gauge equivalence, though it is not the only equivalence principle in their possible classifications. The crucial and the delicate point is the exact definition of allowed gauge transformations, and it will be discussed here.
We restrict ourself by the Hitchin systems [4] and their two-dimensional generalizations that we will construct. The Hitchin construction establishes relations between finite dimensional integrable systems and the moduli space of holomorphic vector bundles over Riemann curves.
The phase space of the integrable system is the cotangent bundle to the moduli space and the dual variables are called the Higgs fields. The Lax representation arises immediately in this scheme as the equation of motion and the Lax operator is just the Higgs field defined on shell. The C ∞ gauge transformations of the Lax pair define the equivalent holomorphic bundles. The different gauge fixing conditions give equivalent integrable systems.
We consider the generalization of the Hitchin systems introduced in [5] , where the Higgs fields were allowed to have the first order poles at the marked points on the base curve. In this case we loosen the smoothness condition of the gauge transformations and and allow them to have a simple zero or a pole at one of the marked points. This type of gauge transformations (the upper and lower modifications) changes the degrees of the holomorphic bundle by ±1. In addition we assume, that they preserves the singular parts of the Higgs fields. In this case they define a symplectic isomorphism between Hitchin systems related to holomorphic bundles of different degrees. This construction is similar to the scheme proposed by Arinkin and Lysenko [6] in their investigations of the flat SL(2, C)-bundles over rational curves and the geometric structure of the Bäcklund transformations in the Painléve 6 system [7] . One can consider an arbitrary chain of consecutive modifications attributed to different marked points. If the resulting transformation preserves the degree of bundle, then it defines the Bäcklund transformations of the Hitchin system related to the initial bundle.
As an example, we consider a trivial holomorphic SL(N, C)-bundle E CM (deg(E CM ) = 0) over an elliptic curve with a marked point. The corresponding Higgs bundle leads to the elliptic N -body Calogero-Moser system (CM system). The upper modification maps E CM to the holomorphic bundle E rot with deg(E rot ) = 1. It is generated by the N -th order matrix Ξ with theta-functions depending on coordinates of the particles as the matrix elements. The corresponding system is the integrable SL(N, C)-Euler-Arnold top (SL(N, C)-elliptic rotator). The Lax pair for this top was proposed earlier [8] . The consecutive upper and lower modifications define the Bäcklund transformations in the both systems. On the other hand N consecutive upper modifications also define some Bäcklund transformation.
In the second part of the paper we try to gain insight into interrelations between integrable theories in dimension one and two. It is known that some one-dimensional integrable systems can be extended on two-dimensional case without the sacrificing the integrability. For example, the Toda field theory came from the corresponding Toda lattice. To understand this connection we apply the Hitchin construction to the two-dimensional systems. For this purpose we consider infinite rank bundles over the Riemann curves with marked points. The transition group of the bundles is the central extended loop groupL(GL(N, C)). If the central charge vanishes the theory in essence becomes the one-dimensional. In the two-dimensional situation the Higgs field becomes gl(N, C) connection on the circle S 1 . In addition, we put coadjoint orbits of L(GL(N, C)) at the marked points. The monodromy of the Higgs field is the generating function for the infinite number of conservation laws. The equations of motion on the reduced phase space are the Zakharov-Shabat equations. The similar class of the Hitchin type systems from a different point of view was introduced recently by Krichever [9] . We consider in detail the case of L(SL(2, C))-bundle over an elliptic curves with n marked points. The Higgs bundle corresponds to the two-dimensional version of the elliptic Gaudin system. For the one point case we come to the 2d two-body elliptic CM theory. The upper modification is working in the two-dimensional situation as well. It maps the 2-body elliptic CM field theory to the Landau-Lifshitz equation. 1 To summarize we consider here the following diagram: In fact, the upper modification can be applied to the SL(N, C) case. The quadratic Hamiltonian of the N -body elliptic CM field theory was constructed in [9] , but the SL(N, C) generalization of the Landau-Lifshitz equation is unknown.
It should be mentioned that the SL(N, C)-modification was appeared in a different context long ago in [10] .
In fact it is related to the twist transformations of the R-matrices, and Hasegawa [11] has constructed such type of twists that transform the dynamical elliptic R-matrix of Felder [12] to the non-dynamical R-matrix of Belavin [13] . It was proved [14] that the dynamical R-matrix corresponds to the elliptic Ruijsenaars system [15] . The later is the relativistic deformation of the elliptic CM system. The Hasegawa twist is equivalent to the modification we have constructed, since the elliptic CM system and the elliptic Ruijsenaars system are governed by the same R matrix [16] .
2 Bäcklund transformations in the Hitchin systems 1. Moduli space in theCech description. Let V be a trivial holomorphic vector G = GL(N, C)-bundle over a Riemann curve Σ n with n marked points. Consider a covering of Σ n by open disks U a , a = 1, . . .. Some of them may contain one marked point w α . The holomorphic structure on V can be described by the operator d ′′ . On U a it can be represented as
where z a is a local coordinate on U a , and h a is a C ∞ G-valued function on U a . It is a section of the local sheaf Ω 0
hol (U b , Aut P ) does not changē A b . Then the holomorphic structures described by the transition functions g ab and f a g ab f −1 b are equivalent. Globally we have the collection of transition maps
(2.1)
They define holomorphic structures on V or P = AutV depending on the choice of the representations.
The definition of the holomorphic structures by the transition functions works as well in the case if deg(V ) = 0. They should satisfy the cocycle condition
and
We choose the open subset of stable holomorphic structures
The space L C Σ is a sort of a lattice 2d gauge theory. Consider the skeleton of the covering {U a , a = 1, . . .}. It is an oriented graph, whose vertices V a are some fixed inner points in U a and edges L ab connect those V a and V b for which U ab = ∅. We choose an orientation of the graph, saying that a > b on the edge L ab and put the holomorphic function z b (z a ) which defines the holomorphic map from U a to U b . Then the space L C Σ can be defined by the following data. To each edge L ab , a > b we attach a matrix valued function g ab ∈ G along with z b (z a ). The gauge fields f a are living on the vertices V a and the gauge transformation is (2.3).
The moduli space of the stable holomorphic bundles M(Σ, G) is defined as the factor space under this action
Note that M(Σ, G) can be represented as the disjoint union of components labeled by the corresponding degrees:
The tangent space to M(Σ, G) is isomorphic to h 1 (Σ, EndV ). Its dimension can be extracted from the Riemann-Roch theorem
For stable bundles h 0 (Σ, EndV ) = 1 and
For elliptic curves one has dim h 1 (Σ, EndV ) = dim h 0 (Σ, EndV ),
In this case the structure of the moduli space for the trivial bundles deg(V ) = 0 and, for example, for bundles deg(V ) = 1 are different. We use this fact below.
2 Hitchin systems. The Hitchin systems in theCech description can be constructed in the following way [17] . We start from the cotangent bundle T * L C Σn to the holomorphic structures on P = AutV (2.1). Now
This bundle can be endowed with the symplectic structure by means of the Cartan-Maurer one-forms on Ω 0 hol (U ab , P ). Let Γ CD = Γ b a (C, D) be a path in U ab with the end points in the triple intersections C ∈ U abc = U a ∩ U b ∩ U c , D ∈ U abd . We can put the data (2.6) on the fat graph corresponding to the covering {U a }. Its edges are Γ b a (CD) and Γ a b (DC) with the opposite orientations. We assume that the covering is such that the orientation of edges defines the oriented contours around the faces U a . The fields η ab , g ab are attributed to the edge Γ b a (CD), while η ba , g ba to Γ a b (DC). The last pair is not independent because g −1 ab = g ba . Its counterpart in the dual space is
The symplectic structure is defined by the form
Since η ab and g ab are both holomorphic in U ab , the integral is independent on the choice of the path Γ b a within U ab . The symplectic form is invariant under the gauge transformations (2.3) supplemented by
The set of invariant commuting integrals on T * L C Σ is
where ν C j,k are (1 − j, 0) differentials. They are related locally to the (1 − j, 1) differentials as ν D j,k =∂ν C j,k and m j = dim h 1 (Σ n , Γ j ). One can consider the system on the defined above graph {L ab } dual to {Γ b a (CD)}. In this case the fields g ab , η ab , a, b = 1 . . . are defined on the edges, while the gauge transformations f a live on the vertices.
The gauge group G hol Σn (2.3) has the following decomposition. Let
be the product of n copies of G α = GL(N, C) attributed to the marked points w α . Define the subgroup G 0,hol Σn by the following local structure:
Then the gauge group can be decomposed as
First we perform the symplectic reduction with respect to G 0,hol
Σn . The moment map is
Here Lie
) is defined with respect to the pairing
Then locally we have
According to (2.3) and (2.8) the Hamiltonian generating the gauge transformations is ) that η ab is a boundary value of some holomorphic or meromorphic one-form H a defined on U a
where
if U a does not contain a marked point.
Here p a ∈ Lie * (G). The gauge fixing means that the transition functions g ab are elements of the moduli space M(Σ n , V ). Thus, the reduced system is the cotangent bundle to the moduli space of holomorphic bundles
We set off the zero modes g
αb of the transition functions in the symplectic form on the reduced space (see (2.8))
The last sum defines the canonical symplectic structure on T * G(n) (2.11). We still have the remaining gauge symmetry G(n) that acts on T * G(n). This action provides the pass from
It follows from (2.13) that in a neighborhood of w α
The symplectic form is changed as
The standard description of the Hitchin systems is based on the phase space
where Φ is called the Higgs field. The symplectic form
is invariant under the action of the gauge group
The gauge invariant integrals take the evident form (compare with (2.10))
where ν D j,k are (1 − j, 1) differentials on Σ n and m j = dim h 1 (Σ n , Γ j ). The symplectic reduction with respect to this action leads to the moment map
The Higgs field Φ is related to η in a simple way
a Φh a | U ab , while as we have definedĀ a = h −1 a∂ a h a . The holomorphity of η is equivalent to the equation µ(Φ,Ā) = 0, and Φ has the same simple poles as H a (2.13).
3. Upper and lower modifications. The upper and lower modifications shift deg(V ) on ±1. It can be achieved by a singular gauge transform that acts in the symplectic way on the phase space T * L C Σn and preserves the singularities of the Higgs field. We remind that ResH a = p (0) α (see (2.13) and (2.14)) Lemma 2.1 Let e + and e − be eigenvectors of p
not change singularity of the Higgs field;
• the gauge transformation is symplectic;
Proof. Take the basis in the fiber over w α such that e − has the form e − = (0, . . . , 0, 1).
It is easy to see that a gauge transform f α that satisfies (i),(ii) can be chosen in the form
Due to the choice of the basis p
α has the form
Then the gauge action (2.9) of Ξ − α preserves the first order pole of η. Let us choose e + as e + = (e − ) T . Then p (0) α takes the form
The action is symplectic since Ξ ± α depends only on p
α . Simultaneously, the transitions functions
The gauge transformation Ξ ± α depends on the marked point w α and the choice of the eigenvectors e ± of p (0) α . Then the gauge transformation defined the maps of the Hitchin systems Consider consecutive upper and bottom modifications
Since deg(V ) does not change it is a symplectic transform T * M(Σ n , V ). In this way ξ e j 1 ,α 1 e j 2 ,α 2 map solutions in solutions. Because the Bäcklund transformation is canonical one can consider a discrete Hamiltonian system defined on the phase space T * M(Σ n , V ).
Note that when Σ n is an elliptic curve, the Hitchin systems corresponding to d = kN and d = 0 (d =deg(V )) are equivalent. Hence, in this case one can construct some Bäcklund transformations by applying the upper modification N times. We will consider this construction in further publication.
3 Elliptic CM system -elliptic SL(N, C)-rotator correspondence 1. Elliptic CM system. The elliptic CM system intrduced first in the quantum version [18] . It is defined on the phase space
The second order with respect to the momenta v Hamiltonian is
It was established in [19] that the elliptic CM system can be derived in the Hitchin approach. The Lax operator L CM is the reduced Higgs field η over the elliptic curve E τ with a marked point z = 0. In this way the phase space R CM is the space of pairs:
The bundle is determined by the transition functions (the multipliers)
where e is defined in (A.1). It follows from (3.4) that the Higgs field is the quasiperiodic one-form
The Lax operator is the N -th order matrix
and φ is defined as (B.5). It has the first order pole at the marked point with the residue in the minimal orbit
There is also N −1-dimensional T N −1 eigen-subspace corresponding to the degenerate eigen-value
The M CM operator corresponding to H CM 2 has the form
SL(N, C)-elliptic rotator. The SL(N, C)-elliptic rotator is the Euler-Arnold top [14] defined on a coadjoint orbit of SL(N, C):
The phase space R rot is equipped with the Kirillov-Kostant symplectic form.
The Hamiltonian is defined as
where J is a linear map from Lie * (SL(N, C)) to Lie(SL(N, C)). The inverse map is called the inertia tensor. The equation of motion takes the form
We consider here a particular case providing the integrability of the system. Let J(S) = J·S, where J is a N -th order matrix
where ℘ m n = ℘( m+nτ N ; τ ). Let rewrite (3.10) in the basis of the sin-algebra S = S mn E mn (see (A.4))
) over the elliptic curve E τ with the marked point z = 0.
Proof It can be found that (3.12) is equivalent to the Lax equation. The Lax matrices in the basis of the sin-algebra take the form
They lead to the Lax equation for the matrix elements
Using the Calogero functional equation (B.27) we rewrite it in the form (3.12). Note that since
H rot is the Hitchin quadratic integral. The Lax operator satisfies the Hitchin equation
and is quasiperiodic 
Thus the phase space of the SL N -rotator is the space of the Higgs fields L rot on the bundle determined by multipliers Q,Λ with the first order singularities in the zero. 2 3. R CM → R rot map. We construct the map from the phase space of the elliptic CM system R CM into the phase space of the SL N -rotator R rot . The SL N -rotator is living on the most degenerate orbit corresponding to L CM −1 (3.5). The phase space of CM system with spins is mapped into the general coadjoint orbit. This generalization is straightforward. In this way for N = 2 we describe the upper horizontal arrow in Fig.(1.1) .
The map is defined as a conjugation of the L CM by some matrix Ξ(z):
It follows from comparison (3.3) with (3.15) and (3.16) that Ξ must intertwine the multipliers of bundles:
The matrix Ξ(z) degenerates at z = 0 and the column-vector (1, · · · , 1) must generate the kernel of Ξ(0). In this case Ξ × L CM × Ξ −1 has the first order pole at z = 0 as it can be shown by local computations Consider the following
where θ a b (z, τ ) is the theta function with a characteristic (B.31). Sometimes we omit nonessential arguments of Ξ for shortness.
Lemma 3.2 The matrixΞ transforms under translations
Proof. 2 Now we assume that u j = 0, so u N is no more an independent variable, but it is equal to − N −1 j=1 u j .
Lemma 3.3 The determinant of the matrixΞ has the form
for some non-zero function C(τ ), where ϑ is defined in (B.1).
Proof.
It is easy to check that the lhs and the product of the theta function in the rhs are quasiperiodic with respect to translations z → z + 1, z → z + τ and u j → u j + 1, u j → u j + τ , j < N with multiplicators −1, −e(− τ 2 − z), 1 and e(−N τ − u j + u N ) respectively. So, its quotient is elliptic function in the variables z, u j , j = 1, · · · u N −1 . As a function in the variable z, this quotient may have the unique pole of first order in the zero, so it does not depend on the variable z. The determinant is an antisymmetric function of the columns of a matrix, so the lhs vanishes if u j = u k ; hence the quotient has no poles as a function in the u j an does not depend on this variable. Consequently, the quotient C(τ ) depends only on τ . 
So, the leading term of the determinant equals to
Both determinants are the Wandermonde determinants, and we get as an answer (by taking in the account the condition u j = 0) :
On the other hand, the leading term of the theta function ϑ(x, τ ) is equal to
Therefore, the leading term of the product of the theta functions in the rhs is equal to
Hence, its quotient has the leading term
Thus, the leading term of C(τ ) not being zero, and C(τ ) does not vanish. For general τ , z = mτ + n and u j − u k = mτ + n (m, n ∈ Z) the matrixΞ is invertible, but for z = 0 it degenerates. 2 Lemma 3.4 The kernel ofΞ at z = 0 is generated by the following column-vector :
We must prove that for any i
vanishes. First, the symmetric group acts on u by permutation of u 1 , · · · u N and (3.28) is antisymmetric with respect to the S N action. Hence, it vanishes on the hyperplanes u i = u j . As a function on u 1 (3.28) has 2N zeroes:
It follows from last Lemmas that the matrix
is the singular gauge transform from Lemma 2.1 that map L CM to L rot . This transformation leads to the map
Consider in detail the case N = 2. Let
where σ a are the sigma matrices with the commutations
Then the transformation has the form
Formulae of this kind were obtained in [10] .
4. Bäcklund transformations in the CM systems. We now use the map (3.30) to construct the Bäcklund transformation in the CM systems. It will depends on the choice of a vector e in the space T N −1 (3.6).
Let the Lax matrix depends on the new coordinates and momenta L = L(ṽ,ũ). Let (a 1 , . . . , a N ) be an N -tuple such that
It follows from (3.6) and Lemma 3.4 that the vector
lies in T N −1 . Consider the upper modification Ξ e defined with respect to e Ξ e (z,ũ) =Ξ(z,ũ)diag(a 1 , . . . , a N ). (3.33)
Then the Bäcklund transformation ξ e is constructed by means of Ξ = Ξ e 1 (3.29) and Ξ e . For this purpose we map (v, u) and (ṽ,ũ) in the same point S ∈ R rot :
In this way we reproduce implicitly the general formula (6.11) for the Bäcklund transformations. Another way to construct new solutions from (v, u) is to act by N cosecutive upper modifications
We come again to the N -dimensional moduli space M (N ) (see (2.5). Again we come to the map
Hitchin systems of infinite rank
Here we generalize the derivation of the finite-dimensional integrable systems in the form (2.16)-(2.20) on the two-dimensional integrable field theories.
andL(gl(N, C)) be its central extension with the multiplication
where exp C(g, g ′ ) is a two cocycle ofL(GL(N, C)) providing the associativity of the multiplication.
Consider an infinite rank holomorphic bundle V over Riemann curve Σ n with n marked points. The bundle is defined by the transition functions fromL(GL (N, C) ). Its fibers are isomorphic to the Lie algebraL(gl (N, C) ). The holomorphic structure on V is defined by the operator
The second component is defined by the connection d
The field λ is a map from Σ n to the central element of the Lie algebraL(gl (N, C) ). A local section σ of V is holomorphic if d ′′ σ = 0. The sections allow to define the transition functions. We assume thatĀ and λ are smooth at the marked points .
In addition we define n copies of the central extended loop groups located at the marked pointsL
with the multiplication (4.1). Thus, we have the set R of fields playing the role of the "coordinate space":
2. Gauge symmetries. Let G be the group of automorphisms of R (the gauge group).
where (f (z,z, x), takes values in GL(N, C), and s(z,z) is the map to the central element of L(GL(N, C))). The multiplication is pointwise with respect to Σ
where exp C(f 1 , f 2 ) is a map from Σ n to the two cocycle ofL(GL (N, C) ). Let f α = f α (x), s α be the values of the gauge fields at the marked point w α . The action of G on R takes the following formĀ
The quotient space N = R/G is the moduli space of the infinite rank holomorphic bundles over Riemann curves with marked points.
3. Phase space. The cotangent space to R has the following content. Consider the analog of the Higgs field Φ ∈ Ω (1,0)
It is a one-form Φ on Σ n taking values in Lie coalgebra L * (gl (N, C) ). Let k be a scalar one-form on Σ n , k ∈ Ω (1,0) C ∞ (Σ n ). It is dual to the field λ. At the marked points we have the Lie coalgebras Lie * (G α ) ∼ L(gl(N, C)) along with the central elements r α dual to c α . Thus the cotangent bundle T * R contains the fields
There is the canonical symplectic structure on T * R. For F ∈ Ω
(1,0) L(gl(N, C) )) define the pairing
where ω α is the canonical form on T * L (G α ). It is constructed in the canonical way by means of the Maurer-Cartan form onL(G α ) = {g α , c α }. The result is
4. Symplectic reduction. Now consider the lift of G to the global canonical transformations of T * R. In addition to (4.3),(4.4)(4.5) we have the following action of G
This transformation leads to the moment map from the phase space to the Lie coalgebra of the gauge group µ : T * R → Lie * (G).
It takes the form
We assume that µ = (0, 0). Therefore, we come to the two holomorphity conditions
The constraint equation (4.13) means that the Higgs field k is a section of holomorphic one forms on Σ n with first order poles at the marked points. Let us fix a gaugeL
f. (4.14)
The same gauge transform f acts on the Higgs field
We preserve the same notion g α , p α for the gauge transformed variables. The moment constraint equation (4.12) has the same form in terms ofL and L
Solutions of this equation along with (4.13) define the reduced phase space
The symplectic form (4.7) on T * N becomes
5. Coadjoint orbits. Consider in detail the symplectic form ω (4.8) on
(We omit the subscript α below). The following canonical transformation of ω by (f, s) ∈L(G), where s is a central element,
we have not used. The symplectic reduction with respect to this transformation leads to the coadjoint orbits ofL(GL (N, C) ). In fact, the moment map
takes the form µ = (−gpg −1 + r∂ x gg −1 , r).
Let us fix the moment µ = (p (0) , r (0) ). The result of the symplectic reduction of T * L (G) is the coadjoint orbit
where G 0 is the subgroup ofL(GL (N, C) ) that preserves µ
The symplectic form (4.8) being pushed forward on O takes the form
In what follows we will consider the collection of the orbits O α (p 
n , r 
where z is a local coordinate of an arbitrary point. If it is a marked point Φ has a first order pole there and .7), where ω α is replaced on (4.19) , and the Hamiltonians (4.21), (4.22) . Let t j be a time corresponding to the Hamiltonian H j . Taking into account that H j is a functional depending on the Higgs field and the central charge k only we come to the following free system
Upon the symplectic reduction we come to the fieldsL (4.14), L (4.15). For simplicity, we keep the same notation for the coadjoint orbits variables p α , so they are transformed as (4.10). Substituting (4.15) in (4.24) we come to the Zakharov-Shabat equation (4.27) where M j = ∂ j f f −1 . The operator M j can be restored partly from the second equation (4.25)
The last two equations along with the moment constraint equation 
It follows from (4.32) that the matrix elements S m j , m = 1, . . . , N of S j are the densities of the conservation laws
We present the recurrence procedure to define the diagonal matrices S j . On the first step we find that
In other words the diagonal matrix S −1 determines the orbit located at the point z = 0. In general case we come to the equation
Separating the diagonal and the off-diagonal parts allows to express S k and R k in terms of the lower coefficients
In particular,
37)
where R 1 is defined from the equation
9. Hamiltonians in SL(2, C) case. Let us make the gauge transformation:
with f defined as follows:
Then the Lax matrix L transforms into
where ψ is the Bloch wave function ψ = exp{−i χ} leads to the Riccati equation:
The decomposition of χ(z) provides densities of the conservation laws (see [20] ):
The values of χ k can be found from (4.45) using the expression (4.43) for
the vicinity of zero. For k = −2, −1 and 0 we have:
In chapters 5.2, 5.3 explicit formulae for T k are used for the computation of the hamiltonians for the elliptic 2d Calogero-Moser and the elliptic Gaudin models.
5L(SL(N, C))-bundles over elliptic curves with marked points.
We apply the general construction to theL(SL(N, C))-bundle over elliptic curve
with marked points w α , α = 1, . . . , n. It is two-dimensional generalization of the elliptic Gaudin model [5] . In particular, for one marked point z = 0 we come to the N-body elliptic CM field theory. Let us construct solutions of the moment equations (4.11), taking for simplicity at the marked points the orbits with the vanishing central charges
For elliptic curves one can fix the central charge as k = 1. For the stable bundles the gauge transformation (4.3) allows to diagonalizeĀ:
Then the Lax operator L G should satisfy (4.16). It takes the form:
By the quasiperiodic gauge transform
one comes to the holomorphic quasiperiodic Lax operator
The moment map equation being reduced on the diagonal gives the additional constraint:
6L(SL(2, C))-bundles over elliptic curves with marked points.
In this section we study 2-body elliptic Calogero field theory in details.
1. L operator. According to (5.5) the holomorphic Lax operator is
and the additional constraint (5.6):
We still has the freedom to fix the gauge with respect to the action of the diagonal subgroup. The corresponding moment map is (6.2).
For the one marked point w 1 = 0 the corresponding orbit is
where ν =const. is the result of the gauge fixing. In this case the Lax operator is 2d generalization of the Lax operator for the two-body CM model:
2. Hamiltonians for 2d elliptic sl(2, C) CM model. In this case the coefficients T k are (see (4.43)-(4.48)):
where h is the Casimir function, fixing the codajoint orbit at the marked point. It can be chosen as a constant. The next order Hamiltonian is quadratic
It can be written in the following way:
Since { dx uxx ν 2 , v(y)} = 0 the equations of motion are:
Note that the L-A pair is simple in this case:
L. The first nontrivial Hamiltonian H 0 is quadratic in the momenta field v. It is two-dimensional generalization of the quadratic CM Hamiltonian
A direct evaluation yields:
The equations of motion produced by H CM 0 are:
It is reduced to the two-body elliptic CM system for the x-independent fields. 3. L-A pair for 2d elliptic sl(2, C) CM model. The equations of motion (6.11) produced by the quadratic hamiltonian H CM 0 can be represented in a form of the Zakharov-Shabat equation with the L matrix defined by (6.4) and the M matrix given as follows:
(6.12)
See Appendix for details of the proof. This construction complete the description of right vertical arrow in Fig.1 4. 2d CM -LL correspondence. The upper modification that produces the map of the elliptic CM system into the elliptic rotator (3.8), (3.9) works in the two-dimensional case as well.
The two-dimensional extension of the SL(2, C)-elliptic rotator is the Landau-Lifshitz (LL) equation.
This equation can be fitted in the Zakharov-Shabat form [22] . The Lax operator L LL has the same form as for the SL(2, C) elliptic rotator L rot (3.13). For sl(2, C) the basis of the sigma matrices coincides with the basis of the sin-algebra and L LL takes the form
The M LL operator has a very simple extension
It is easy to check that the Zakharov-Shabat equation leads to (6.13) if
Thereby be have defined the right vertical arrow in Fig.1 . Now the upper modification acts as
where L CM 2D is defined by (6.4). The gauge transformation Ξ has the same quasiperiodicity properties as in the one-dimensional situation. Therefore, it is defined by (3.29) and (3.22) for N = 2. It means that (3.31) allows to pass from the CM fields v(x, t), u(x, t) and the constant ν to the LL fields S = (S 1 , S 2 , S 3 ) with the orbit fixing condition
It completes the description of the diagram on Fig.1 . It is known that the LL model is universal; it contains as a special limit the Sinh-Gordon and the Nonlinear Schrödinger models [3] . In this way they can be derived within the 2D CM system.
5. Limit to Sinh-G equation. The scaling limit in the CM model is a combination of the trigonometric limit Imτ → ∞ with shifts of coordinates: u = U + Imτ [21] . This procedure applied to the 2D elliptic CM hamiltonian yields the sinh-Gordon system:
14)
The equations of motion are:
The L-A pair is:
(1 + e 2U Z)
6. Hamiltonians for 2d elliptic Gaudin model. Using (B.28) we obtain the hamiltonian:
The last term makes the above hamiltonian different from the one-dimensional version. Let us consider the sl(2, C) case with two marked points on the elliptic curve. We will use the following notations:
The L matrix is:
The solution exists if:
The gauge fixing condition is chosen to be:
We fix the Casimirs h 1 = γ 2 1 + ν 2 and h 2 = γ 2 2 + µ + µ − to be constants: h 1 , h 2 ∈ C On the reduced phase space there are two independent fields besides u and v. Let them be for example ν and µ + :
(6.23)
However we are going to use all kind of variables in order to make formulae more transparent.
The non trivial brackets on the reduced phase space are:
The hamiltonian is:
The quadratic hamiltonian is the direct generalization of (6.10):
(6.28)
Conclusion
Here we briefly summarize the results of our analysis and discuss some unsolved related problems. The following two subjects were investigating in the paper. (i) We have constructed symplectic maps between Hitchin systems related to holomorphic bundles of different degrees. It allowed to construct the Bäcklund transformations in the Hitchin systems defined over Riemann curves with marked points. We applied the general scheme to the elliptic CM systems and constructed the symplectic map to an integrable SL(N, C) Euler-Arnold top (the elliptic SL (N, C)-rotator) . The open problem is to wright down the explicit expressions for the spin variables in the term of the CM phase space for an arbitrary N as it was done for the case N = 2 (3.31). It will help to construct the Bäcklund transformations for the CM systems explicitly, and more general, to construct the generating function for them.
(ii) We have proposed a generalization of the Hitchin approach to 2d integrable theories related to holomorphic bundles of infinite rank. The main example is the integrable twodimensional version of the two-body elliptic CM system. The upper modification allows to define the symplectic map to the Landau-Lifshitz equation and to find, in principle, the Bäcklund transformations in the field theories. It will be extremely interesting to find the 2D generalization of the SL(N, C)-rotator for N > 2 (the matrix LL equation). There exists another point of view on the 2D generalizations of the Hitchin systems. One can try to define them starting from holomorphic bundles over complex surfaces, that are fibrations over Riemann curves. In this case the spectral parameter lives on the base of the fibration, while the space variable lives on the fibers. It will be interesting to analyze, for example, the known solutions of the LL equation from this point of view.
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Appendix B. Elliptic functions
We summarize the main formulae for elliptic functions, borrowed mainly from [23] and [24] . We assume that q = exp 2πiτ , where τ is the modular parameter of the elliptic curve E τ .
The basic element is the theta function:
ϑ(z|τ ) = q (1 − q n )(1 − q n e 2iπz )(1 − q n e −2iπz )
The Eisenstein functions (1 − q n ).
is the Dedekind function. The following formula plays an important role in checking of the zero curvature equation:
φ ′′ (u, z) = φ(u, z)(E 2 (z) − E 2 1 (z) + 2E 1 (z)(E 1 (u + z) − E 1 (u)) + 2E 2 (u) − 6η 1 ) (B.8)
It follows from:
(E 1 (z) + E 1 (u) − E 1 (z + u)) 2 = E 2 (u) + E 2 (z) + E 2 (u + z) − 6η 1 (B.9)
Relations to the Weierstrass functions ζ(z|τ ) = E 1 (z|τ ) + 2η 1 (τ )z, (B For the simplicity we denote θ a/2 b/2 = θ ab .
The following identities are useful for the upper modification procedure in sl(2, C) case:
θ 01 (x, τ )θ 00 (y, τ ) + θ 01 (y, τ )θ 00 (x, τ ) = 2θ 01 (x + y, 2τ )θ 01 (x − y, 2τ ) θ 01 (x, τ )θ 00 (y, τ ) − θ 01 (y, τ )θ 00 (x, τ ) = 2ϑ(x + y, 2τ )ϑ(x − y, 2τ ) θ 00 (x, τ )θ 00 (y, τ ) + θ 01 (y, τ )θ 01 (x, τ ) = 2θ 00 (x + y, 2τ )θ 00 (x − y, 2τ ) θ 00 (x, τ )θ 00 (y, τ ) − θ 01 (y, τ )θ 01 (x, τ ) = 2θ 10 (x + y, 2τ )θ 10 (x − y, 2τ ) (B.36) 2ϑ(x, 2τ )θ 01 (y, 2τ ) = ϑ( 
