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1. INTRODUCTION 
In addition to its own very considerable merits, coding theory has recently 
become a valuable tool for investigating block designs. It is hoped that 
coding theory will be as useful in the study of designs as representation 
theory has been in the study of groups. 
MacWilliams et al. [5] used the binary code of the plane of order 10 to 
investigate its properties. A recent paper by Anstee et al. [I] showed that a 
plane of order 10 cannot have a collineation of order 5. It has been shown 
by Z. Janko (personal communication) that there is no collineation of order 
3. Together with earlier results it now follows that a plane of order 10 can 
have only the identical coilineation. This leaves the code as the main tool for 
investigating planes of order 10 if any exist, or for showing non-existence of 
such a plane. 
This paper undertakes a general study of the application of coding theory 
to designs. Section 2 gives the standard facts on block designs (partially 
balanced incomplete block designs or PBIB for short) with parameters u, b, 
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r, k, 1. Section 3 gives some standard terminology of coding theory and the 
statement of the celebrated MacWilliams identity which expresses the weight 
distribution of the orthogonal dual code CL in terms of that of C. 
Section 4 gives applications of codes to designs. Given a design D with 
parameters v, b, r, k, I and its incidence matrix A, the code C of D over a 
finite field Fq = GF(q), q = q’, p a prime is defined to be the vector space 
spanned by the u rows of A of length b considered as vectors lying in the 
vector space V = Fi. In particular if D is a symmetric U, k, A design and if p 
is a prime dividing k -A to exactly the first power we can determine the 
dimension of C and CL exactly. For general designs D if p divides r - 1 then 
it is true that C n Cl is of codimension at most one in C. If a design D has 
an automorphism group G permuting the points in t orbits then in a natural 
way these span an orbit space W and the words in C fixed by every element 
of G form a code H lying in W. Generalizing a result of Thompson, Hayden 
has shown that (Cf3)‘, = (C’) 0 providing that 1 G 1 has an inverse in F and 0 
is the operator 8 = (l/j GI) J’& g. H ere if c is the sum of all m, points in 
the orbit Ci then (l/fi) Ci is an orthonormal basis for W, and the 
orthogonal dual (Ce)‘, is in terms of this basis. 
Section 5 applies coding theory to construct a new symmetric design with 
parameters (41, 16, 6). There is a collineation (x of order 5 with exactly one 
fixed point and one fixed block. It is curious that this is precisely the 
situation which does not work in a plane of order 10, but both results stem 
from coding theory. 
2. THE CODE OF A DESIGN 
Some properties of codes and designs will be summarized here. For the 
general theory of designs the reader is referred to Chapter 10 of the second 
author’s book [ 31 or to Ryser’s monograph [ 8). For the general theory of 
codes the reader is referred to one of the books by MacWilliams and Sloane 
[6], by van Lint [lo], or by McEliece [7]. 
By design (or block design) is meant there what is called a partially 
balanced incomplete block design (PBIBD) in the literature. A block design 
D is a system of v points a, ,..., a, and b blocks B, ,..., B, together with an 
inci&nce relation a, E B, (read a, belongs to B, or Bj contains a,) between 
certain points a, and blocks B,. Each block contains exactly k points and 
each point is on exactly r blocks. Every pair of distinct points a,, a, occur 
together in exactly 1 blocks. 
The live parameters U, b, r, k, 1 satisfy two simple relations 
bk = vr, r(k- l)=n(v- 1). (2.1) 
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To avoid trivialities we assume 
O<l<r, 3<k<v-3. (2.2) 
The incidence matrix A of the design D is the v x b matrix 
A = [uij] i = l,..., v; j = l,..., b; 
aij= 1 if aiEBj, a,=0 if aij=O if ai65Bj. 
(2.3) 
The matrix A satisfies the relations 
AAT=B=(r-A)Z+&, 
J,A = kJ,,,,AJ, = rJ0.b. 
(2.4) 
Here AT is the transpose of A, Z is the identity matrix of order v, J, and J,, 
are the matrices of orders v and b, respectively, with all entries 1, while J,,, 
is the v x b matrix with all entries 1. 
The determinant of B is easily found. 
detB=(r-A)“-‘(r+vl-A). P-5 1 
From the non-singularity of B it follows that A has rank v giving Fisher’s 
inequality 
b>v or r > k. (2.6) 
If we have equality in (2.6), D is called a symmetric block design with 
parameters v, k, 1 satisfying 
k(k- l)=I(v- 1). (2.7) 
The following major theorem gives necessary conditions for the existence 
of a symmetric v, k, A block design D. 
THEOREM 2.1 (Bruck-Ryser-Chowla). Zf a symmetric v, k, 1 design 
exists then 
(1) Zf v is even k-d is a square. 
(2) Zf v is odd zz = (k -A) x2 + (-l)(“-‘)‘* Ay* has a solution in 
integers x, y, z not all zero. 
Up to the present there are no parameters v, k, I satisfying (2.7) and 
Theorem 2.1 for which the design does not exist, though there are cases such 
as 111, 11, 1 (the plane of order 10) for which no design has been 
constructed. 
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THEOREM 2.2 (Ryser). If A is the incidence matrix of a symmetric v, k, 
;1 block design then A satisfies the following four relations 
AA==B=(k-L)Z+W, (2.81) 
ATA=B=(k-LI+W, (2.8.2) 
AJ= kJ, (2.8.3) 
JA = W. (2.8.4) 
Conversely if A is a non-singular v x v matrix satisfying either (2.8.1) or 
(2.8.2) and either (2.8.3) or (2.8.4) then A satisfies all four relations. 
Furthermore v, k, L satisfy the relation k2 - k = L(v - 1). 
One consequence of this theorem is that AT is also the incidence matrix of 
a symmetric design, the dual design. 
Given a symmetric v, k, ;1 design we may take one of its blocks, say, B, 
and construct blocks B’, ,..., BL- I, where B; contains the ,J points common to 
Bi and B,. This is called the derived design D’. The parameters of D’ are the 
following: v’=k, b’=b- i=v-I, r’=r-1, k’=L, ,l’=A-1. If we 
delete B, and its points from blocks B, ,..., B,-, we obtain a residual design 
D* with blocks BT ,..., Bz-,. In a residual design D* the parameters are 
v*=v-k,b*=b-l=v-l,r*=r=k,k*=k-~,~*=~. 
Suppose D is a (v, b, r, k, A) block design and let F, = GF(q) be the finite 
field with q elements, where q =pS is a prime power. Let V= Ft be a vector 
space of dimension b over F,. If A is the v x b incidence matrix of D, the Fg 
code of D is by definition the linear subspace C of I’ spanned by the rows of 
A considered as vectors over F,. If p does not divide det B then U is simply 
a v dimensional subspace of V. But if p divides r - k, then A will have rank 
lower than v over F, and there will be dependencies over F, of the rows of A. 
This is most useful when D is a symmetric design and when we can 
determine the rank of A over FQ exactly. 
3. CODING THEORY: THE MACWILLIAMS IDENTITIES 
Let V be the vector space Fi of dimension n over GF(q) so that a typical 
vector x has the shape 
x = (x, )..., x,J, xi E GF(q), i = l,..., n. (3.1) 
An [n, s] code C over F4 is a linear subspace of q of dimension s. The 
vectors of C are called codewords, and sometimes more briefly words. 
The (Hamming) weight of a vector x = (x, ,..., x,) E Fz denoted by wt(x) 
is the number of non-zero xi and the (Hamming) distance between vectors 
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x, y E F,” is dH(x, y) = wt(x -v). If every non-zero codeword in C has weight 
>d, the code is said to have minimum weight d. 
The dual code Cl is the subspace orthogonal to C 
C’ = 
I 
24 1 (24, V) = 5 uiui = 0 for all v E C . 
i=l I 
Here C’ is an [n, n - s] code. 
If C c Cl, C is called self-orthogonal while if C = Cl it is called self-dual. 
Let Ai be the number of codewords of C of weight i. Then the set 
(Ao,A,,..., A,) is called the weight distribution of C. It is convenient to 
associate a polynomial with these numbers, the weight enumerator W,(x, y), 
where 
W,(X,~)=A,X”+A,X”-‘y+ . . . +Ai~n-i,i+ . . . +A,p (3.3) 
An amazing result, due to Jessie MacWilliams is that the weight 
enumerator of C’ is completely determined by the weight enumerator of C. 
THEOREM 3.1 (MacWilliams). Let C be an [n, s] code over #‘G(q). Then 
w,1(x,v)=-+ WC@+ (4- l).hx-YY). 
The special case with GF(q) = GF(2) for the binary codes [n, s] gives 
Wcl(x, Y) = + W&x + Y, x -Y>. (3.5) 
In the next section applications of these facts will be made to designs. 
4. APPLICATIONS OF CODES TO DESIGNS: GENERAL THEORY 
Let D a (v, b, r, k, 1) block design and A its incidence matrix. We define 
the code C of D over finite field Fg = GF(q) in the following way. 
DEFINITION. The code C of the (u, b, r, k, A) block design D over F4 is 
defined as the linear subspace of Ft spanned by the rows of its incidence 
matrix A considered as vectors over F,. 
From Section 2, A is a v x b matrix and 
AAT= (r-A)I+W=B, (4.1) 
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detB=(r-A)“-‘(r+vA-L)=(r-A)“-‘&. (4.2) 
Let q =p*, where p is a prime. If p does not divide det B then A is of rank v 
over Fq and there do not seem to be any interesting conclusions. If p divides 
r or k but not r - 1 the rank of A over F, is usually v - 1 o u and there does 
not seem to be any interesting conclusion except that either the sum of all the 
columns, a column vector of v rS or the sum of all the rows, a row vector of 
b k’s is zero in Fg. If, however, p divides r - 1 there are important conse- 
quences given in the following lemma. 
LEMMA 4.1. In the code C of a (v, b, r, k, A) design D over F,with q =pt 
ifp divides r-J. then (i) ifplr, pIA, CCC’ and (ii) ifp$r, p%A, then 
C n Cl is of codimension one in C. 
ProoJ Let ri, rj, r, be any three rows of the matrix A. Then 
(ri, ri) = r S (ri, rj) = A 
(ri - rj, r,) c 0 
(mod p), all i, j, 
(mod p), all i, j, m. 
(4.3) 
Here if pi r and plL then every ri E C’ and C c Cl. If p j’ r then every 
difference ri - rj E Cl and these span a subspace of C of codimension at 
most one and so exactly one, since ri 6? C’. This proves the lemma. 
In the case of a symmetric (v, k, A) design if q =pt and the prime p 
divides k - 1 to exactly the first power then we an determine the dimension 
of C and C’ exactly. This is a great advantage since there is less ambiguity 
in the MacWilliams identity of Theorem 3.1. Necessarily v must be odd 
since for v even k-J. is a square. 
THEOREM 4.1. Let D be a symmetric (v, k, 1) design and let C be its 
code over Fp where q = p’ and the prime p divides k - 11 to exactly the first 
power. Then if p I/ k, p $ L 
v+l 
dim C=-, 
v-l 
2 
dim Cl = 2, and Cx Cl. 
I.. plk PIA then 
v-l 
dim C=2, v+l dimC’=7, and Cc C’. 
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Proof: Let A be the incidence matrix of D so that from (2.4) and (2.5) 
(detA)*=detAAr=detB=(k-A)“-‘(k+vd-u) 
= (k - A)- 1 kZ. (4.4) 
It follows that 
det A = +k(k - L)“-‘)“. (4.5) 
For the code C of D we assume that q =p’ and that p divides k -1 to 
exactly the first power. Let us consider first the case in which p 4 k, p $1. It 
is well known that there exist integral unimodular matrices (i.e., determinant 
&l) U and V such that 
=H, (4.6) 
where 
hilhi+l, i = l,..., u - 1 (4.7) 
and 
h, h, .a. h, = (det A( = k(k - L)‘“-lv2. (4.8) 
The h’s satisfying (4.7) are uniquely determined and are called the 
invariant factors of A. If for a prime p, (4.6) is considered as a relation over 
GF(p) then A and H have the same rank, namely, the number of h’s not 
divisible by p. From (4.8) at most (u - 1)/2 h’s are multiples of p and so 
over GF(p) as rank A = dim C 
dim C >, (U + 1)/2. (4.9) 
From Lemma 4.1 it now follows that 
dim C’ > (v - 1)/2. (4.10) 
Now since dim C +- dim Cl = v, inequalities (4.9) and (4.10) must both be 
equalities and we conclude 
v+l 
dim C=2, 
U-l 
dim C1=F, c3c1. (4.11) 
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Now consider the case in which p 1 k, p 1 II. Let us add the jth column in A, 
j= l,..., u - 1, to column u to obtain a matrix A,. Then in A 1 every entry of 
column u is k. Now in A i subtract the last row from every other row to give 
a matrix A,. Here A, has the shape 
(4.12) 
Here det A, = fdet A = kk(k - A) - (’ 1v2, Now we can act on the first u - 1 
rows and columns of A, to obtain a matrix A, 
UAV=A, = (4.13) 
where h, ama h,-,=(k-I) - (” 1)‘2, Hence there are at most (v - 1)/2 h’s 
which are multiples of p so that the rank of A over GF(p) is at least 
(u - 1)/2, or 
dim C > (u - 1)/2. (4.14) 
But in this case from Lemma 4.1, C c C’ and if we had dim C > 
(u-1)/2+1=(u+1)/2 we would also have dim CL > (u t 1)/2 and 
u = dim C + dim C’ > u + 1, a conflict. We conclude 
dimC=(u- 1)/2, dim C’ = (u + 1)/2, C c C’. (4.15) 
This completes the proof of the theorem. In (4.15) clearly the all 1 vector 
e, = (l,..., 1) E Cl. Hence if u # 0 (modp) then e, @ C but e, E C’, and 
CL = (C, e,). 
The automorphisms of a vector space V of dimension n over a field F are 
the semi-linear transformations consisting of linear transformations together 
with automorphisms of the field F. A field automorphism is automatically an 
automorphism of a code C contained in V and so for automorphisms of C 
we need consider only those linear transformations of V which take C into 
itself. 
If x = (x, )...) x,) and Y = (y,,..., y,) are two vectors of V then, as usual, 
the inner product (x, y) of x and y is defined by 
(X,y)=X,y, tX2y2 t “’ +Xiyi+"' tX,y". (4.16) 
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A group G of linear transformations of V is said to be orthogonal if 
(xg, yg) = (x, y) for all vectors x, y and g E G. (4.17) 
The following two theorems are due to John L. Hayden. 
THEOREM 4.2 (Hayden). Let V be an n-dimensional vector space over a 
jield F. Let G be ajinite subgroup of GL,(F) and R(G) the group ring of G 
over F. If 19 is an idempotent in R(G) and C is a G-invariant subspace of V 
then 
(CO)’ = Ker 8* 0 (C’) I!?*. 
Proof. We note that if A, B are vectors then (A, B) = AB*. If c E C, 
c”EC’andyEKer#wehave 
(W, ce) = (C, CbQ) = (6, d?) = 0 
and 
(Y, ce) = (ye*, c) = 0 
SO 
(Cl) BT + Ker OT s (C)l. 
Now take y E (CO)‘, c E C and observe 
0 = ( y, ce) = (ye*, C) 
so y8L E c’. Hence y = ( y -ye’) + (ye*) 8* establishes the theorem. 
COROLLARY 1. If G is a fmite orthogonal group and ) G I# 0 in F and 
we have 
(ce)* = Ker e 0 cle 
for any G invariant subspace C. 
Proof: 
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COROLLARY 2. Let G be a Jnite orthogonal group and 1 GI # 0 in F. If 
C = CL, dim C,(G) = 2 dim C,(G). 
ProoJ Notice C,(G) = VB and C,(G) = CI~. From Corollary 1, (C(9)’ = 
C% @ Ker 0 SO (ce)'n ve = cle = ce. But then dim ve = 
dim((CB)’ n V0) + dim Ct9 = 2 dim Ct9. 
COROLLARY 3. Let G be a finite orthogonal group with ) G I# 0 in F and 
C = Cl. Then ((3)’ = CB if and only if G acts trivially on V. 
Proof: Corollary 1 implies (C0)l= Cl8 @ Ker 8 and our assumption 
C = Cl gives (Ce)’ = C8 @ Ker 0. We conclude (Co)’ = Ct9 if and only if 
Ker 8 = 0. This is equivalent to V = VB in which case G acts trivially on V. 
For the next theorem the present proof requires the stronger assumption 
that G is a permutation group on the coordinates of V. 
THEOREM 4.3 (Hayden). Let V be an n-dimensional vector space over a 
field F. Assume that G is a permutation group on the coordinates of V and 
that 1 G 1 has an inverse in F. Suppose that C s V is a G module. With 0 as 
in Corollary 1, 
and H= ce. 
Let W = VB. Then with an appropriate orthonormal base for W, (extending 
F if necessary) we have where H’, is the dual in terms of this basis 
(ce); = H; = (C’) 8. 
Proof. Let C, , C*,..., C, be the orbits of the points of V under the action 
of G. Let the orbit C, have length mi. Define cl as the vector of V which has 
l/fi as its entry for every point of Ci and 0 elsewhere. Then as distinct 
orbits C,, C, are disjoint 
(Ci, Ci) = 1 (pi;., ~j) = 0 i Zj. 
It may be necessary to extend F to adjoin the elements fi. But as mi is a 
divisor of 1 G 1 it follows that fi has an inverse in the extended field. 
Each of c, ,..., Ct is in W = V0 and an element w  of W is of the form 
W=Cf=IxiCi* 
Hence for an inner product (w, y) of elements in H we have 
(YY) = (WY)w where (w, y), is the inner product of w  and y in W in terms 
of the orthonormal basis C, ,..., Cf. 
From Theorem 4.2 
H1 = (cell = (C’) e 0 ker 8. 
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Note that 8 is an idempotent operator which leaves elements of W 
unchanged, in particular c, ,..., ct. Also with H& the dual to H in W 
HI,={y((H,y),=O,withyE W}. 
Hence H$ = H’B and 
H++,=(Cf?)&r=(C’)B 
as we wished to prove. 
For a more general orthogonal group if we can find an orthonormal basis 
for W = I’8 then the same proof goes through. 
5. THE SYMMETRIC 41, 16, 6) DESIGN 
For the prime p = 2, Theorem 4.1 applies to the code for a symmetric 
(41, 16,6) design. We have dim C = 20 and dim CL = 2 1 and CL = (C, e), 
where e = (l,..., 1) is the all 1 vector. In C every word will have as its weight 
a multiple of 4 since the generating words have weight 16 = 0 (mod 4) and 
their intersections have 6 = 0 (mod 2) points. But there cannot be a word of 
weight 40 since a block including the remaining point would have 15 points 
in common with the 40, clearly a conflict. 
Using the MacWillams identity of Theorem 3.1, or a result of Sloane [9] 
we find the weight distribution of C to be 
(41, 16,6) code 
A,= 1 
A, = 4 
A,= 164+ 13A, + llA,, 
A,, = 15088 + 125A, - 33A,, 
A,6 = 196718 -599A, - A,, 
A,, = 5 12992 + 851A, + 115A,, 
(5-l) 
A,, = 288460 - 4254, - 175A,, 
A,, = 33456 - 17A, + lOgA,, 
Ax= 697 + SlA,, - 27A,, 
A,,= A 36’ 
What are the possible collineations of a (41, 16,6) design? Let us first 
quote some general results on collineations of symmetric designs. 
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(1) [3]. A collineation of a symmetric block design Jxes the same 
number of blocks as points. 
(2) (Aschbacher [2]). Let D be a symmetric (v, k, ,I) block design. 
Let p be a prime dividing the order of G(D) the collineation group of D. 
Then either p divides v or p < k. 
A permutation group G is defined to be standard if every non-identity 
element of G has the same set of fixed points. 
(3) (Hughes [4]). If the (v, k, A) design possesses a standard 
automorphism group G of order m, if N points of the design arefixed by all 
of G, and’ if t = (v - N)/m, E = (t + N - 1)/2 then the equation 
x2 = (k - 2) y2 + (-1)’ mN-‘Az2 
possesses a non-trivial solution in integers. 
For a (41, 16, 6) design D let us consider possible primes p dividing the 
order of its collineation group. From result 2, p = 41 or p < 16. 
If a is a collineation of order 41, then it is a cyclic design and from 
Theorem 115.2 of [3] it follows since k-L = 10 = 5 . 2 > A= 6 and 53 E 2 
(mod 41) that 2 is a multiplier. There will be a block, say, B,, fixed by the 
multiplier. But as 220 c 1 (mod 41) but 2’ & 1 (mod 41) for 1 < i < 20, this 
would force B, to contain at least 20 points, clearly a contradiction. This 
excludes p = 4 1. 
For p < 16 let us first consider p = 13, p = 11 and p = 7. Aschbacher [ 21 
shows that if p > J and there are at least 2 fixed points, then the fixed points 
and blocks form a symmetric (v*, k*, A) subdesign, where v* is the total 
number of fixed points and k* is the number of fixed points on a fixed block. 
The intersection of two fixed blocks is fixed and as p > A necessarily fixed 
pointwise so that k* > 1. For p = 13 and p = 11 this forces k* = 16, whence 
v* = 41 and all points are fixed and the collineation is in fact the identity. 
This excludes p = 13, 11. For p = 7 we have k* = 9 or k* = 16. If k* = 9 
then v* = 13. The remaining 28 points are moved in four 7cycles. A fixed 
block contains 9 fixed points and one of the 7-cycles. But as there are 13 
fixed blocks and only four 7-cycles, two different fixed blocks must contain 
the same 7cycle and intersect in 7 or more points, clearly a conflict. Thus 
for p = 7 we exclude k* = 9 and only k* = 16 remains and again all points 
are fixed and we exclude p = 7. 
For a collineation of order 5 we shall show that a has exactly one fixed 
point and one fixed block. To show this the following lemma is useful. 
LEMMA 5.1. In a symmetric (41, 16,6) design D given 5 points there are 
at most three distinct blocks containing all 5 of these. 
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Let 1, 2, 3, 4, 5 be the given five points. Let B, and B, be two blocks 
containing all five of these. Then B, and B, have the shape 
B,: 1, 2, 3,4, 5, 6, 7, 8, 9, 10, 11, 12, 13, 14, 15, 16 
B,: 1,2, 3,4,5,6, 17, 18, 19,20,21,22,23,24,25,26. (5.2) 
A third block B, containing 1, 2, 3, 4, 5 will have one of the two following 
shapes: 
B,: 1, 2, 3,4, 5,6,27,28,29, 30, 31,32, 33, 34, 35, 36, 
B,: 1,2, 3,4,5, 7, 17,27,28,29,30, 31,32,33, 34,35. (5.3) 
A fourth block B, containing 1, 2, 3, 4, 5 contains exactly one more point 
from each of B,, B,, and B, and so there remain at least 8 further points in 
B,notinanyoneofB,,B,,orB,.But35+8=43>41andtheredonot 
exist eight points not in B,, B,, or B,. This proves our lemma. 
Let us now suppose that a has at least 2 fixed points, say, 1 and 2. Then a 
takes into themselves the sx blocks containing both 1 and 2 and so fixes at 
least one of them, say, F,. Thus F, has at least 6 fixed points. Let us 
suppose first that F, has exactly 6 fixed points and so two 5-cycles of a. 
F,: 123456C,C,, (5.4) 
where C, and C, are 5-cycles and 1, 2, 3, 4, 5, 6 are fixed points. Thus a 
fixes at least 6 points and so at least 6 blocks. A further’ fixed block F, 
intersects F, in a fixed set which either consists of the 6 fixed points 1, 2, 3, 
4, 5, 6 or one of these points and one of the 5-cycles. Suppose first that F, is 
a fixed block intersecting F, in the 6 points 1, 2, 3, 4, 5, 6 
F,: 1 2 3 4 5 6 * *, (5.5) 
where the remaining points on F, are some combination of fixed points and 
5cycles. But there the 2 fixed points 1 and 2 are on two fixed blocks F, and 
F, so that all six blocks containing 1 and 2 are fixed. As the intersection of 
each of these with F, is a fixed set it cannot include a 5-cycle and so must be 
the set 1, 2, 3, 4, 5, 6. But this conflicts with Lemma 5.1 as all 6 points 1, 2, 
3, 4, 5, 6 lie on 6 distinct blocks. We conclude that a further fixed block 
must intersect F, in a fixed point and in one of the 5-cycles C, or C,. But 
there are at least five further fixed blocks and by Lemma 5.1 at most two of 
these contain C, and at most two contain C,. This is a conflict and we 
conclude that there is no fixed block containing 6 fixed points and two 5- 
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cycles. Thus every fixed block contains 1, 11, or 16 tixed points and three, 
one or zero 5-cycles. 
We next show that there are at least 16 fixed points. With 1 and 2 two 
fixed points of the 6 blocks containing both of them a must fix at least one, 
say, F, and F, has 11 or 16 fixed points. Suppose first that F, has fixed 
points 
F,: 1, 2, 3,4, 5, 6, 7, 8, 9, 10, 11, C, (5.6) 
where C is a 5-cycle. A further fixed block Pi intersects F, in a fixed set and 
so either in a fixed point i E {l,..., 1 1 } and C or in 6 fixed points. From 
Lemma 5.1 at most 2 further blocks contain C and as there are at least 10 
further fixed blocks one of these, say, F, does not contain C. Then F, 
contains 6 fixed points and so at least 11 fixed points and F, is of the shape 
r;;: 1,2,3,4,5,6, 12, 13, 14, 15, 16 *, (5.7) 
where * may be 5 fixed points or a 5-cycle. Thus there are at least 16 fixed 
points, either in F, to start with or between F, and F,. 
As there are at least 16 fixed points and at least 16 fixed blocks there are 
at most five 5-cycles and each of these by Lemma 5.1 occurs in at most 3 
blocks. Hence there is a fixed block F, which contains no 5-cycles and so 
consists of 16 fixed points. 
F,: 1,2,3,4,5,6, 7,8,9, 10, 11, 12, 13, 14, 15, 16. (5W 
Thus every other block intersects F, in 6 fixed points, and in particular, say, 
Fi a further fixed block intersects F, in 6 fixed points. As Fi then has 11 or 
16 fixed points, F, contains at least 5 further fixed points. Thus the number 
of fixed points is at least 21 and there are at most four 5-cycles, each 
occurring at most three times. Thus there are at least 21 - 4 . 3 = 9 blocks 
which are fixed but are free of 5-cycles and so consist of 16 fixed points. Let 
a further block of this type be F, 
. 
F,: 1, 2, 3,4, 5, 6, 17, 18, 19,20,21, 22,23,24, 25,26. (5.9) _ 
Now if F, is a further fixed block with 16 fixed points it will have 6 points in 
common with F, and 6 points in common with F, and so at least 4 further 
fixed points. Thus the number of fixed points is at least 30 and so at least 31 
and there are at most two 5-cycles. Now consider a point j in a 5-cycle. Here 
j lies in 16 blocks and as there are at most 10 noiifixed blocks, j lies in at 
least 6 fixed blocks. But then the whole 5-cycle lies in the 6 blocks 
contradicting Lemma 5.1. We have thus eliminated the possibility that a 
fixes than one point. 
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We now consider the case in which a collineation a of oder 5 has exactly 
one fixed point X and one fixed block B,. Clearly X lies on B,. Here we turn 
to the binary code given in 5.1). Since a cannot fix a word of weight 4 or 8 
we must have A, E 0 (mod 5) and A, 3 0 (mod 5). This makes A,, = 1 
(mod 5) and for the distribution as a whole mod 5 
A,= 1, 
A,=O, 
A,=O, 
A,, = 0, 
A ,6 - 2, 
A,, = 2, 
AZ4 = 0, 
A,, = 0, 
A,, = 0, 
A,, = 1. 
(5.10) 
As A,, E 1 (mod 5) there must be at least one fixed word of weight 36, say, 
W,,. On points a fixed X and eight 5-cycles C,, Cz, C,, C,, C,, C,, C,, 
C,. W,, will contain X and seven of the cycles, say, C,, C,, C,, C,, C,, C,, 
C,, omitting C,. If there were a further word K,, of weight 36 it would 
contain X and omit some cycle C,, j # 8. But then K,, + W,, = C, + C, a 
word of weight 10, a conflict. Hence W,, is the unique fixed word of weight 
36. A fixed word of weight 16 or 20 cannot contain C, since then its inter- 
section with W,, would be odd, a conflict. Hence the fixed words of weight 
16 and 20 lie entirely inside W,, and the 16’s and 20’s are complements 
within W,, . Without loss we may take the fixed block B, to be XC, C, C,. 
Two fixed 16’s must both contain X and intersect also in an odd number of 
5-cycles, and so necessarily exactly one 5-cycle. As A,, = 2 (mod 5) there is 
at least one further fixed 16 besides B,, say, F2. We have 
w,,=xc c c c c c c 1 2 3 4 5 6 79 
B,=XC,C2C3, (5.11) 
F,=XC, C,C,. 
Here W,, + B, + F, = XC, C, C, is a third fixed 16, and as A 16 E 2 (mod 5) 
there must be at least seven fixed 16’s. But then the number of fixed 16’s is 
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exactly seven as each uses three Scycles Ci, i = l,..., 7, and any two have 
exactly one Scycle in common. This gives a configuration which is the plane 
of order 2 on the seven Scycles. 
w,, = xc, c, c, c, c, c, c, 
B, = xc, c, c, 
F, = XC, C, C, 
F, = XC, GC7 
F,=X C, C, C, 
F,=X C, C, C, 
F,=X C,C, C, 
F,=X C, C,C,. 
(5.12) 
The fixed 20’s are complements in W,, of the fixed 16’s. In agreement with 
Theorem 4.3 the orbit space W = V8 is of dimension 9, H= CB is of 
dimension 4, H being spanned by Wz6, B, and the F’s and Hb = (C’) 13 is of 
dimension 5 as Hi contains H and e4, = (l,...) = XC, ... C,. 
The blocks consist of B, and eight 5-cycles, D,, D2,..., D,. By 
consideration of the dual design there is precisely one fixed 36 consisting of 
B,, D, ,..., D, and omitting D, (choosing our numbering properly) and also X 
lies in B, and D,, D,, and D,. 
For a 5-cycle of blocks D, suppose that a representative block has cij 
points in cycle j. We represent this by a vector on XC, ,..., C, 
xcccccccc 1 2 3 4 4 6 7 8 
(5.13) 
Di c. r0 c. 11 c. 12 c. 13 c 14 c i5 c I6 c. 17 c. 18 
Here C’j=, cij = 16, Cj=o cij = 6. 
The first of the five blocks in a cycle will intersect the remaining 4 in 
6 . 4 = 24 points. The contributions to this total arise in the following way 
depending on the value of c = cij. 
xcccccc 
c 1 5 4 3 2-1 0 
contribution 1 20 12 6 2 0 0. 
(5.14) 
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Ignoring the order of the cycles C, ,..., C, the possibilities are the following 
xcccccccc xcccccccc 
142222111 043222111 
133321111 042222220 
(5.15) 
133222210 0 3 3 3 2 2 2 10. 
The further possible values 0 3 3 3 3 1 1 1 1 can be excluded since every 
block has an even intersection with W,, it must also have an even inter- 
section with C,. 
If we consider two different 5-cycles of blocks Di and D, there will be a 
total of 6 . 25 = 150 intersections between them. Contributions to this total 
arise in following way 
x c 
Di 1 r 
D, 1 s 
contributions 25 5rs. 
(5.16) 
Dividing by 5 the inner product of the vectors for Di and Dj will be 30 
provided we count 
X 
Di 1 
D, 1 
as 5. The following 15 orbit matrices satisfy these conditions. Keeping the 
first column for X unchanged and transposing the rest gives the orbit matrix 
for the dual design. These 15 together with the dual matrices are believed to 
be a complete list. 
155500000 155500000 155500000 
1122122114 2122122114 3 122122114 
122133220 122133220 122133220 
111311332 111311332 111311332 
023112142 023103322 041112322 
023121412 023130232 021323032 
012314212 012332302 014112232 
012341122 012323032 012323302 
040222222 040222222 022240222 
(41, 16, 6) orbit matrices 
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155500000 155500000 155500000 
4 122122114 5 121241122 6112211422 
122133220 122114122 121241122 
111311332 112211422 122114122 
032121412 011423212 003322132 
030332122 041122312 030312232 
023121142 014132212 033021232 
003332212 022211134 022233310 
022204222 022222240 022222204 
155500000 155500000 155500000 
7 122142112 8 122142112 9112241122 e 
120313222 120313222 120313222 
113111332 113111332 123012322 
041121322 003323212 041132212 
023114212 021330322 013224112 
012332320 032123320 012321412 
012321214 032112214 022211134 
022222042 022222042 022222240 
155500000 155500000 155500000 
10112241122 11 130232122 12 112233022 
120313222 103231222 121230322 
123012322 122103322 122103322 
003312232 033032212 033032212 
032123032 021321412 030323212 = 
031220332 012324112 003322312 
022233310 022211134 022211134 
022222204 022222240 022222240 
155500000 155500000 
13 132032122 14 132031222 
120313222 120323122 
103221322 103212322 
031220332 032103232 
023103232 013232032 
012332032 021320332 
022233310 022233310 
022222204 022222204 
155500000 
15 102331222 . 
122102332 
131133112 
030321322 
012314212 
023132320 
023121214 - 
022222042 
(5.17) 
Of these orbit matrices, number 6 suggests a possible further collineation 
of order 3 permuting (C,, C,, C,) (C,, C,, C,). Remarkably enough this 
works, producing the following design. *I 
I 
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BO X 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 
B, X 4 6 7 13 15 16 21 27 28 29 30 31 32 36 38 
B2 X 5 7 8 14 11 17 22 28 29 30 26 32 33 37 39 
B3 X 1 8 9 15 12 18 23 29 30 26 27 33 34 38 40 
B4 X 2 9 10 11 13 19 24 30 26 27 28 34 35 39 36 
B5 X 3 10 6 12 14 20 25 26 27 28 29 35 31 40 37 
B6 X 3 5 9 11 12 17 18 19 20 21 26 31 32 36 38 
B, X 4 1 10 12 13 18 19 20 16 22 27 32 33 37 39 
BLl X 5 2 6 13 14 19 20 16 17 23 28 33 34 38 40 
4 X 1 3 7 14 15 20 16 17 18 24 29 34 35 39 36 
B,o X 2 4 8 15 11 16 17 18 19 25 30 35 31 40 37 
B,, X 1 2 8 10 14 16 22 23 24 25 26 31 32 36 38 
B,, X 2 3 9 6 15 17 23 24 25 21 27 32 33 37 39 
B,, X 3 4 10 7 11 18 24 25 21 22 28 33 34 38 40 
B,, X 4 5 6 8 12 19 25 21 22 23 29 34 35 39 36 
B,, X 5 1 7 9 13 20 21 22 23 24 30 35 31 40 37 
BM 6 7 9 13 14 15 18 19 22 25 26 31 32 34 39 40 
B,, 7 8 10 14 15 11 19 20 23 21 27 32 33 35 40 36 
BK7 8 9 6 15 11 12 20 16 24 22 28 33 34 31 36 37 
B,, 9 10 7 11 12 13 16 17 25 23 29 34 35 32 37 38 
40 10 6 8 12 13 14 17 18 21 24 30 35 31 33 38 39 
(5.18) 
B*, 3 4 5 11 12 14 16 23 24 27 30 31 32 34 39 40 
42 4 5 1 12 13 15 17 24 25 28 26 32 33 35 40 36 
Bn 5 1 2 13 14 11 18 25 21 29 27 33 34 31 36 37 
44 1 2 3 14 15 12 19 21 22 30 28 34 35 32 37 38 
BE 2 3 4 15 11 13 20 22 23 26 29 35 31 33 38 39 
66 1 2 4 8 9 10 17 20 21 28 29 31 32 34 39 40 
B,, 2 3 5 9 10 6 18 16 22 29 30 32 33 35 40 36 
B28 3 4 1 10 6 7 19 17 23 30 26 33 34 31 36 37 
B29 4 5 2 6 7 8 20 18 24 26 27 34 35 32 37 38 
B 30 5 1 3 7 8 9 16 19 25 27 28 35 31 33 38 39 
B3, 1 3 6 8 11 13 18 19 20 23 24 25 28 29 30 32 
B,* 2 4 7 9 12 14 19 20 16 24 25 21 29 30 26 33 
B33 3 5 8 10 13 15 20 16 17 25 21 22 30 26 27 34 
B3.l 4 1 9 6 14 11 16 17 18 21 22 23 26 27 28 35 
B35 5 2 10 7 15 12 17 18 19 22 23 24 27 28 29 31 
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B36 1 2 6 7111217202225273036383940 
B37 2 3 7 8 12 13 18 16 23 21 28 26 37 39 40 36 
B,s 3 4 8 9 13 14 19 17 24 22 29 27 38 40 36 37 
B,, 4 5 9 10 14 15 20 18 25 -23 30 28 39 36 37 38 
B 40 5 1 10 6 15 11 16 19 21 24 26 29 40 37 38 39. 
Collineations on points 
a=(X)(12345)(678910)(1112131415)(1617181920) 
(2122 24 25) (26 27 28 29 30) (31 32 33 34 35) (36 37 38 39 40), 
/I = (X) (1 6 11) (2 7 12) (3 8 13) (4 9 14) (5 10 15) (16 2126) 
(17 22 27) (18 23 28) (19 24 29) (20 25 30) ((31) (32) (33) (34) 
(35) (36) (37) (38) (39) (40). 
Eric Verheiden has made a tally of the code of this design and it is the 
case of (5.1) with A, = 0, A,, = 1. 
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