Ahstract-Skull thickness and density measures of normal pediatric crania would inform multiple disciplines including neurosurgery, optical and magnetoelectrophysiological imaging, and biomechanical modeling of head trauma. We report on a new method for automated extraction of in vivo skull thickness and density measures of pediatric crania based on x-ray computed tomography scans (CT). Data were obtained from a clinical image repository for pediatric populations in whom no pathology was noted.
Pre-processing steps were performed using Analyze and included resampling to 0.5 mm cubic voxels using trilinear interpolation, correcting for gantry tilt by applying a shear correction factor, and padding the volume in x, y, or z to accommodate spatial changes during rigid body transformation when aligning to the local reference system.
The measurement pipeline consisted of 3 inputs: a volumetric CT data set, a text file containing three dimensional coordinates of the 3 landmarks defining the local reference system, and a list of points defining scalp locations from which measurements were made. For our application, we focused on generating information to inform the development of a pediatric head model for ERP source localization. As such, we defined the local reference system using the NAS, PAR, and PAL anatomical landmarks in a manner similar to that of a commercial software package used for ERP localization (Curry, Compumedics Neuroscan).
Points on the scalp denoting measurement locations were roughly approximate to the locations of a standard 10-20 array of EEG electrodes ( Fig. 1 ) to achieve a uniform distribution of points over the head.
The first stage of the processing pipeline reads the (x,y,z) coordinates of the 3 points defining the local reference system, calculates a rigid body transformation matrix, and transforms the CT image volume using tri-Iinear interpolation to align the 3 points to a common transverse plane (image slice). This stage ensures a standardized orientation for measurements. The head is isolated from its background using a threshold of -400HU to define the skin, followed by a connect-and-keep operation using a 3x3x3 convolution kernel. This procedure was suitable to segment approximately 75% of cases. The other cases required manual segmentation prior to entering the pipeline. The segmented head is converted to a binary format; a 2D morphological fill is performed in the transverse, sagittal, and coronal planes to fill in the sinuses, and the boundary voxels are extracted.
To automatically locate the measurement points on the head surface, the head is modeled as a hemisphere with its base coplanar to the plane defined by the local reference system and its diameter equal to the distance between the PAR and PAL local reference points. As the head is oblong in shape rather than spherical, the reference hemisphere is convex patch on the surface of the scalp is created (Fig. 2 ).
This stage first cleans up the extracted head surface border by discarding all stray voxels not connected to the actual border. Then, a "seed point," a point on the border (which is closest to the reference point) is identified. Next, a "patch" of points on the border that will be used to fit the sphere is specified. The parameter of the patch size is set by the user and for this application was set to be a radius of 20 mm. The patch is then the set of points on the border that are within 20 mm of the reference point. A patch that is too large may not converge in areas of high curvature whereas a patch with a small radius may be influenced by noise in the data. Finally, the sphere that best fits the voxel patch at a given location is found using the MA TLAB function "fminsearch", which performs unconstrained nonlinear optimization based on the simplex search method of Lagarias [14] . This routine optimizes 4 parameters for the sphere, the center xyz coordinate and its radius by minimizing the sum of squares error between the radii of the data points on the patch and of the sphere being fit. These steps are shown in the model that best predicted physiological age. This analysis demonstrated that BT3, BT4, BT11, BT16 and HU15 were the best predictors of age ( There were three general patterns for the assocIatIOns between input measurement variables and physiological age exhibiting a rapid change in the measurement variable during
. the early growth period that lessens with increasing age.
This pattern is also characteristic of readily obtained external measures such as skull circumference and cranial index [9] .
IV. CONCLUSIONS
Automated analysis of skull thickness and density (HU) from clinically collected data is feasible. However, data quality in clinical images is generally poor, leading to the requirement for large datasets from which only a small subset may be useful for quantitative analysis. As expected, both bone thickness and density increased with increasing age from birth to 18 years of age. Three general patterns of correlation were found between bone thickness and density and physiological age. Some variables were shown to increase monotonically with age; some had accelerated change during early years of development and slowed with increasing change, while some measures remained relatively constant with age. The methods presented here provide a useful new tool for analysis and modeling of developmental changes in skull morphology and can be applied to a wide range of disciplines in the biomedical sciences to enhance our understanding of cranial development in pediatric populations.
