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Résumé
Soit G un groupe p-adique se déployant sur une extension non-ramifiée. Nous décompo-
sons Rep0Λ(G), la catégorie abélienne des représentations lisses de G de niveau 0 à coefficients
dans Λ = Q` ou Z`, en un produit de sous-catégories. Ces dernières sont construites à partir
de systèmes d’idempotents sur l’immeuble de Bruhat-Tits et de la théorie de Deligne-Lusztig.
Une première décomposition est obtenue à partir des paramètres inertiels à valeurs dans
le dual de Langlands. Nous étudions ensuite la plus fine décomposition de Rep0Λ(G) que
l’on puisse obtenir par cette méthode. Nous en donnons deux descriptions, une première
du côté du groupe à la Deligne-Lusztig, puis une deuxième du côté dual à la Langlands.
Nous prouvons plusieurs propriétés fondamentales comme la compatibilité à l’induction
et la restriction parabolique ou à la correspondance de Langlands locale. Les facteurs de
cette décomposition ne sont pas des blocs, mais on montre comment les regrouper pour
obtenir les blocs "stables". Certains de ces résultats corroborent une conjecture énoncée
par Dat dans [Dat17]. Nous montrons également que toutes ces catégories sont équivalentes
à des catégories obtenues à partir de systèmes de coefficients sur l’immeuble. Enfin, nous
obtenons la décomposition en `-blocs dans certains cas particuliers.
Mots-clés
Représentations, Correspondance de Langlands locale, Groupes p-adiques, `-blocs, Immeuble
de Bruhat-Tits, Deligne-Lusztig.
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Abstract
Let G be a p-adic group that splits over an unramified extension. We decompose
Rep0Λ(G), the abelian category of smooth level 0 representations of G with coefficients
in Λ = Q` or Z`, into a product of subcategories. These categories are constructed
via systems of idempotents on the Bruhat-Tits building and Deligne-Lusztig theory. A
first decomposition is indexed by inertial Langlands parameters. We study the finest
decomposition of Rep0Λ(G) that can be obtained by this method. We give two descriptions
of it, a first one on the group side à la Deligne-Lusztig, and a second one on the dual
side à la Langlands. We prove several fundamental properties, like for example the
compatibility to parabolic induction and restriction or the compatibility to the local
Langlands correspondence. The factors of this decomposition are not blocks, but we show
how to group them to obtain "stable" blocks. Some of these results support a conjecture
given by Dat in [Dat17]. We also show that these categories are equivalent to categories
obtained by systems of coefficient on the Bruhat-Tits building. Finally, we get `-blocks
decompositions in some particular cases.
Keywords
Representations, Local Langlands correspondence, p-adic groups, `-blocks, Bruhat-Tits
building, Deligne-Lusztig.
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Introduction
La catégorie des représentations lisses
Soit F un corps p-adique (c’est-à-dire un corps local non archimédien de caractéristique
nulle et de caractéristique résiduelle p) et notons k son corps résiduel. Soit G un groupe
réductif connexe défini sur F et notons G := G(F ). On désigne généralement G par un
groupe p-adique. Le groupe G est un groupe topologique localement profini, c’est-à-dire
que G est localement compact et totalement discontinu ou de façon équivalente que G est
séparé et l’ensemble des sous-groupes ouverts compacts forme un système fondamental de
voisinages de l’unité.
Soit Λ un anneau commutatif.
Définition. On appelle représentation de G à coefficients dans Λ la donnée d’un Λ-module
V muni d’une action pi : G→ GLΛ(V ) de G.
Une représentation (pi, V ) est dite lisse si pour tout v ∈ V , le stabilisateur de v dans G
est ouvert.
On notera RepΛ(G) la catégorie abélienne des représentations lisses de G à coefficients
dans Λ (les morphismes sont les applications Λ-linéaires G-équivariantes).
Si B et C sont des catégories abéliennes pleines de RepΛ(G), on écrit RepΛ(G) = B × C
lorsque
1. Pour tout V ∈ RepΛ(G) il existe VB ∈ B et VC ∈ C tels que V = VB ⊕ VC .
2. Pour tout X ∈ B et Y ∈ C, Hom(X,Y ) = 0.
On dit que B est indécomposable si B n’est pas produit de deux sous-catégories abéliennes
pleines non triviales.
Définition. Un bloc de RepΛ(G) est un sous-catégorie abélienne pleine indécomposable.
Une décomposition de RepΛ(G) en blocs ramène donc l’étude de cette catégorie à l’étude
de ses blocs.
Soit ` un nombre premier différent de p. Dans cette thèse, on posera Λ = Q` ou Z`.
L’objectif est d’étudier la catégorie RepΛ(G), et plus particulièrement Rep
0
Λ(G) la sous-
catégorie pleine de niveau zéro, que l’on définira ultérieurement dans la section 1.2.3. Pour
cela nous en fournirons plusieurs décompositions remarquables. Comme nous le verrons
dans la section suivante le cas Λ = Q` est assez bien connu, et donc le cas réellement
intéressant est Λ = Z`.
Décompositions en blocs connues
Commençons par rappeler des décompositions en blocs connues.
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Le théorème de décomposition de Bernstein
Le cas Λ = Q` (ou de façon équivalente Λ = C) est bien connu, puisque le théorème de
décomposition de Bernstein nous fournit une description en blocs de RepQ`(G). Rappelons
ici cet énoncé.
Soit P = MU un sous-groupe parabolique de G de facteur de Levi M et de radical
unipotent U . Nous pouvons alors définir une paire de foncteurs adjoints, appelés foncteurs
d’induction et de restriction parabolique
iGP : RepΛ(M)→ RepΛ(G), rGP : RepΛ(G)→ RepΛ(M),
de la façon suivante.
Notons δP le module de P . Pour toute représentation lisse (τ, E) de M , on définit alors
iGP (τ, E) = Ind
G
P (τ ⊗ δ−1/2P , E).
Pour la restriction parabolique, prenons (pi, V ) une représentation lisse de G. Nous pouvons
voir (pi, V ) comme une représentation de P par restriction. Comme M normalise U , M agit
sur VU , l’espace des coinvariants, défini par VU = V/V (U), où V (U) est le sous-espace de
V engendré par les pi(u) · v − v, avec u ∈ U et v ∈ V . On note cette action piU . Le foncteur
de restriction parabolique est alors défini par
rGP (pi, V ) = (piU ⊗ δ1/2P , VU ).
Le foncteur iGP est l’adjoint à gauche de r
G
P .
Définition. Une représentation (pi, V ) est dite cuspidale si pour tout sous-groupe parabolique
propre P = MU de G, rGP (pi, V ) est nul.
On appelle alors donnée cuspidale un couple (M,ρ) où M est un Levi de G et ρ est une
représentation cuspidale irréductible de M . Deux données cuspidales (M1, ρ1) et (M2, ρ2)
sont dites associées s’il existe g tel que gM1g−1 = M2 et ρ2 ' ρg1.
Définition ([Vig96] II.2.4). Soit V une représentation irréductible de G. Il existe P = MU
un sous-groupe parabolique de G et W une représentation cuspidale irréductible de M tels
que V ⊆ iGP (W ). L’ensemble des données cuspidales (M,W ) vérifiant cette propriété est
appelé le support cuspidal de V .
Proposition ([Vig96] II.2.20). Soit V une représentation irréductible de G. Alors le support
cuspidal de V forme une unique classe de conjugaison.
Nous pouvons également définir une autre relation d’équivalence sur les données cuspi-
dales. Deux données cuspidales (M1, ρ1) et (M2, ρ2) sont dites inertiellement équivalentes s’il
existe un g ∈ G et un caractère non-ramifié ω de M2 tels que gM1g−1 = M2 et ρ2 ' ρg1⊗ω.
On note [M,ρ]G la classe d’équivalence inertielle de (M,ρ) et B(G) l’ensemble des classes
d’équivalence.
Théorème ([Ber84] 2.10, 2.13). La catégorie RepQ`(G) admet la décomposition
RepQ`
(G) =
∏
s∈B(G)
RepsQ`
(G),
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où RepsQ`(G) est la sous-catégorie pleine de RepQ`(G) dont tous les sous-quotients irréduc-
tibles ont pour support inertiel s.
De plus les catégories RepsQ`(G) sont des blocs.
Blocs de Vignéras-Helm
Le cas Λ = Z` est quant à lui assez peu connu. Pour G = GLn, Vignéras a obtenu dans
[Vig98] une décomposition de la catégorie RepF`(GLn(F )) en blocs (voir aussi les travaux
de Sécherre et Stevens [SS16]). Celle-ci a permis par la suite à Helm [Hel16] d’obtenir une
décomposition de RepZ`(GLn(F )).
Définition. Une représentation irréductible (pi, V ) est dite supercuspidale si V n’est pas
sous-quotient d’une induite parabolique propre.
Lorsque Λ = Q`, la notion de supercuspidalité est la même que la notion de cuspidalité,
cependant elles peuvent différer lorsque Λ = Z` ou F`.
Comme précédemment on appelle donnée supercuspidale un couple (M,ρ) où M est un
Levi de G et ρ est une représentation supercuspidale irréductible de M , et on définit les
relations d’association et d’inertie.
Définition ([Vig96] II.2.6). Soit V une représentation irréductible de G. Il existe P = MU
un sous-groupe parabolique de G et W une représentation supercuspidale irréductible de M
tels que V est un sous-quotient de iGP (W ). L’ensemble des données supercuspidales (M,W )
vérifiant cette propriété est appelé le support supercuspidal de V .
Théorème ([Vig98] V.4). Si G = GLn et V est une représentation irréductible de GLn(F )
à coefficients dans F` alors le support supercuspidal de V forme une unique classe de
conjugaison.
Ce résultat n’est pas vrai en général, un contre exemple dans Sp8 sur un corps fini a
été trouvé par Dudas dans [Dud18] puis a été relevé sur un corps p-adique par Dat dans
[Dat18b].
Définition ([Hel16]). Soit Π ∈ RepZ`(GLn(F )) un objet simple.
— Si ` annule Π, on appelle support supercuspidal inertiel mod ` de Π la classe d’inertie
du support supercuspidal de Π.
— Si ` est inversible sur Π, on appelle support supercuspidal inertiel mod ` de Π la
classe d’inertie de l’ensemble des (M,pi) apparaissant dans le support supercuspidal
d’une paire (M ′, pi′), avec M ′ un Levi G contenant M et pi′ une représentation
irréductible cuspidale de M ′ sur F`, obtenue par réduction modulo ` d’une paire
cuspidale (M ′, p˜i′) inertiellement équivalente au support cuspidal de Π.
Théorème ([Hel16] Théorème 9.8). Nous avons une décomposition
RepZ`
(GLn(F )) =
∏
[L,pi]
Rep
[L,pi]
Z`
(GLn(F )),
où le produit est pris sur les classes d’équivalence inertielles de paires (L, pi) avec L un Levi de
GLn(F ) et pi une représentation supercupidale irréductible de L sur F`, et Rep
[L,pi]
Z`
(GLn(F ))
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est la sous-catégorie pleine de RepZ`(GLn(F )) des objets dont tous les sous-quotients
irréductibles ont un support supercuspidal inertiel mod ` donné par (L, pi).
De plus, les catégories Rep[L,pi]Z` (GLn(F )) sont des blocs.
Nous noterons que les décompositions de Bernstein et de Vignéras-Helm utilisent de
façon cruciale "l’unicité du support supercuspidal". Cependant, cette dernière n’est pas
vraie en général, nous devons donc utiliser une autre méthode pour décomposer RepΛ(G).
Dans le cas du niveau 0, Dat propose (voir [Dat18a]) une nouvelle construction des blocs
de GLn(F ) en utilisant la théorie de Deligne-Lusztig et des systèmes d’idempotents sur
l’immeuble de Bruhat-Tits semi-simple (comme dans l’article de Meyer et Solleveld [MS10]).
Nous nous appuierons donc sur cette méthode et la généraliserons au cas où G se déploie
sur une extension non-ramifiée de F .
La correspondance de Langlands locale
La correspondance de Langlands locale (conjecturale en général) prédit une correspon-
dance entre les représentations irréductibles de G et des "L-morphismes admissibles" du
groupe de Weil-Deligne à valeurs dans LG, le dual de Langlands de G. Ainsi en regroupant
les représentations irréductibles de G grâce à des critères portant sur leur paramètre de
Langlands, nous devrions pouvoir obtenir des décompositions de RepQ`(G). Nous expliquons
ici, quelques résultats que nous pouvons espérer.
La correspondance de Langlands locale
Supposons que G se déploie sur Fnr, l’extension non-ramifée maximale de F . Notons
F une clôture algébrique de F et GF = Gal(F/F ) le groupe de Galois absolu de F , WF
le groupe de Weil absolu de F et IF le sous-groupe d’inertie. Le groupe Γ := GF /IF
est topologiquement engendré par un élément Frob dont l’inverse induit l’automorphisme
x 7→ xq sur k. Ainsi Fnr = F IF et F = (Fnr)Frob. L’action de GF sur G donne une action
de Γ sur G(Fnr), complètement déterminée par un automorphisme F ∈ Aut(G(Fnr)) donné
par l’action de Frob. On a alors G = G(Fnr)F.
Notons Ĝ le groupe dual de G sur Q`. Soit T un F -tore maximal Fnr-déployé et
notons X∗(T) le groupe des caractères de T et X∗(T) les co-caractères. Fixons éga-
lement un épinglage (G,B,T, {xα}α∈∆). Si γ ∈ GF , alors il existe g ∈ G(Fnr) tel
que Ad(g)(γB) = B et Ad(g)(γT) = T, ce qui nous permet de définir un morphisme
GF → Aut(X∗(T),∆, X∗(T),∆∨). Comme IF agit trivialement cette action se factorise
à travers Γ et notons ϑ l’automorphisme induit par F. La dualité entre X∗(T) et X∗(T)
permet d’associer de façon naturelle à ϑ un automorphisme ϑ̂ ∈ Aut(X∗(T),∆∨, X∗(T),∆).
Le choix d’un épinglage (Ĝ, B̂, T̂, {xα}α∈∆) de Ĝ où B̂ est un Borel contenant T̂ permet
d’obtenir un automorphisme ϑ̂ ∈ Aut(Ĝ).
On note W ′F = WF nQ` le groupe de Weil-Deligne.
Définition. Un morphisme ϕ : W ′F → LG(Q`) := Ĝ(Q`)o 〈ϑ̂〉 est dit admissible si
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1. Le diagramme suivant commute :
W ′F
ϕ //

LG(Q`)

〈Frob〉 // 〈ϑ̂〉
2. ϕ est continue, ϕ(Q`) est unipotent dans Ĝ(Q`), et ϕ envoie WF sur des éléments
semi-simples de LG(Q`) (un élément de LG(Q`) est semi-simple si sa projection
dans Ĝ(Q`)o 〈ϑ̂〉/n〈ϑ̂〉 est semi-simple, où n est l’ordre de ϑ̂).
On note alors Φ(LG) l’ensemble des morphismes admissibles ϕ : W ′F → LG(Q`) modulo
les automorphismes intérieurs par des éléments de Ĝ(Q`). La correspondance de Langlands
locale prédit une application à fibres finies
IrrQ`(G) −→ Φ(LG)
pi 7−→ ϕpi .
La correspondance de Langlands locale est connue dans plusieurs cas dont :
— les tores (prouvé par Langlands lui-même),
— les représentations unipotentes des groupes p-adiques adjoints ([Lus84], [Lus02]),
— les groupes classiques ([HT01] [Hen00] [Art13] [Mok15] [KMSW14]).
Les paramètres inertiels
La correspondance de Langlands devrait être compatible à l’induction parabolique
dans le sens suivant : si pi est un sous-quotient irréductible d’une représentation induite
iGP (σ) alors ϕpi|WF ∼ ι ◦ ϕσ|WF , où ι : LM ↪→ LG est un plongement dual à M ↪→ G. En
particulier, si pi et pi′ sont deux représentations irréductibles dans le même bloc de Bernstein,
alors on devrait avoir ϕpi|IF ∼ ϕpi′|IF . Ceci induit donc une décomposition
RepQ`
(G) =
∏
φ∈Φ(IF ,LG)
RepφQ`
(G)
où Φ(IF , LG) désigne l’ensemble des classes de Ĝ-conjugaison des morphismes continus
IF → LG(Q`) (où Q` est muni de la topologie discrète) qui admettent une extension à un
L-morphisme de Φ(LG).
Dans le cas de GLn (où l’on a bien la correspondance de Langlands locale ainsi que sa
compatibilité à l’induction parabolique) les facteurs RepφQ`
(GLn(F )) sont des blocs et la
décomposition précédente est une réécriture du théorème de décomposition de Bernstein.
De façon analogue, nous pouvons réinterpréter la décomposition en blocs de Vignéras-
Helm de la façon suivante,
RepZ`
(GLn(F )) =
∏
φ∈Φ(I(`)F ,LG)
RepφZ`
(GLn(F ))
où I(`)F est le sous-groupe fermé maximal de IF de pro-ordre premier à ` et Φ(I
(`)
F ,
LG)
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désigne l’ensemble des classes de Ĝ-conjugaison des morphismes continus I(`)F → LG(Q`)
qui admettent une extension à un L-morphisme de Φ(LG).
Remarque. Dans cette thèse, nous nous intéressons à la catégorie de niveau 0. Cela devrait se
traduire de la façon suivante en terme de paramètres de Langlands. Soit pi une représentation
irréductible, alors pi ∈ Rep0Q`(G) si et seulement si ϕpi est modéré, c’est-à-dire que ϕpi est
trivial sur l’inertie sauvage.
Les blocs stables
Le théorème de décomposition de Bernstein fournit une partition des irréductibles
IrrQ`(G) = unionsqs∈B(G) Irrs(G). En supposant vraie la correspondance de Langlands locale,
on obtient une autre partition IrrQ`(G) = unionsqϕ∈Φ(LG)Πϕ, où Πϕ est le L-paquet associé au
paramètre ϕ. Haines introduit dans [Hai14] la notion de "centre de Bernstein stable" qui
permet de comparer ces deux décompositions.
Commençons par rappeler la notion de parabolique standard et de Levi standard de LG,
définis dans [Bor79] paragraphes 3.3 et 3.4. Fixons des données T̂0 ⊆ B̂0 ⊆ Ĝ, composées
d’un tore maximal et d’un Borel, stables sous l’action du groupe de Galois. On dit alors
qu’un sous-groupe parabolique P de LG est standard si P ⊇ LB0. Sa composante neutre
P◦ := P ∩ Ĝ est alors un sous-groupe parabolique standard de Ĝ contenant B̂0 et on a
P = P◦ oWF . SoitM◦ l’unique Levi de P◦ contenant T̂0. AlorsM := NP(M◦) est un
sous-groupe de Levi de P etM =M◦ oWF . Les sous-groupes de Levi de LG construits
de cette manière sont appelés standards. Tout sous-groupe de Levi de LG est Ĝ-conjugué
à un Levi standard, et pour M un Levi standard de LG, on note {M} l’ensemble des
sous-groupes de Levi standards qui sont Ĝ-conjugués àM.
Soit ϕ : WF → LG un morphisme admissible. L’image de ϕ est alors contenue dans
un Levi minimal de LG, bien défini à conjugaison par un élément de CĜ(ϕ)
◦, où CĜ(ϕ)
désigne le centralisateur de ϕ(WF ) dans Ĝ (voir [Bor79] proposition 3.6). Notons (ϕ)Ĝ la
classe de Ĝ-conjugaison de ϕ. Alors ϕ donne lieu à une unique classe de Levi standards
{Mϕ} telle qu’il existe ϕ+ ∈ (ϕ)Ĝ dont l’image est contenue minimalement dansMϕ, pour
unMϕ dans cette classe.
Définition ([Hai14] définition 5.3.3). Soient ϕ1, ϕ2 : WF → LG deux paramètres admis-
sibles. On dit que ϕ1 et ϕ2 sont inertiellement équivalents si
1. {Mϕ1} = {Mϕ2}
2. il existe M ∈ {Mϕ1}, ϕ+1 ∈ (ϕ1)Ĝ et ϕ+2 ∈ (ϕ2)Ĝ dont les images sont minimale-
ment contenues dansM, et z ∈ H1(〈ϑ̂〉, (Z(M◦)IF )◦) vérifiant
(zϕ+1 )M◦ = (ϕ
+
2 )M◦
Soit i la classe d’inertie d’un paramètre de Weil. On définit un paquet inertiel par
Π+i :=
⊔
ϕ′∈Φ(LG)
ϕ′|WF
∈i
Πϕ′(G).
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Supposons que l’on ait la correspondance de Langlands locale pour G ainsi que ses
sous-groupes de Levi, la compatibilité à l’induction parabolique et à certains isomorphismes
(voir [Hai14] définition 5.2.1 pour plus de détails). Alors on peut définir une application Li
qui à une classe d’inertie de données cuspidales s = [L, σ] ∈ B(G) associe Li(s) la classe
d’inertie du paramètre de Weil ϕσ|WF . Les paquets inertiels permettent de comparer les
décompositions IrrQ`(G) = unionsqs∈B(G) Irrs(G) = unionsqϕ′∈Φ(LG)Πϕ′ :
Théorème ([Mou16] théorème 2.9). Soient G un groupe classique déployé et i une classe
d’inertie de paramètres de Weil. Alors
Π+i (G) =
⊔
s∈B(G)
Li(s)=i
Irrs(G)
Notons Bst l’ensemble des paramètres ϕ : WF → LG à équivalence inertielle près. Nous
avons alors pour G un groupe classique déployé la décomposition :
RepQ`
(G) =
∏
[ϕ]∈Bst
Rep
[ϕ]
Q`
(G).
On appelle alors les catégories Rep[ϕ]Q`
(G) des "blocs stables", car elles correspondent à des
idempotents primitifs du centre de Bernstein stable.
La théorie de Deligne-Lusztig
Pour obtenir des décompositions entières en p-adique, inspirons nous de ce que l’on sait
faire pour les groupes finis. En particulier, lorsque G est un groupe réductif fini, la théorie
de Deligne-Lusztig permet d’obtenir une décomposition de Q`[G]. Cette décomposition
vérifie de nombreuses propriétés très intéressantes, et en particulier nous savons regrouper
les facteurs pour obtenir une décomposition de Z`[G]. Dans le cas du niveau zéro, nous
avons des liens entre les représentations des groupes p-adiques et des groupes finis. Nous
utiliserons ces derniers pour mimer la décomposition de Deligne-Lusztig en p-adique.
Dans cette section les groupes algébriques considérés seront sur k.
Définition. On appelle idempotent central dans Λ[G] un idempotent dans le centre de Λ[G].
Un idempotent central primitif est un idempotent central qui ne peut pas s’exprimer comme
la somme de deux idempotents centraux orthogonaux.
Une décomposition Λ[G] = B1 ⊕ · · · ⊕Bn de Λ[G] en somme directe d’idéaux bilatères
correspond à une écriture 1 = e1 + · · · + en de 1 en somme d’idempotents centraux
orthogonaux. Cette correspondance est donnée par Bi = eiΛ[G]. Les idéaux indécomposables
de cette décomposition sont appelés des blocs et correspondent à des idempotents centraux
primitifs.
Soit G un groupe réductif défini sur k. Soit P un sous-groupe parabolique de radical
unipotent U et supposons que P contienne un Levi F-stable L. On associe alors à ces données
la variété de Deligne-Lusztig YP définie par
YP = {gU ∈ G/U, g−1F(g) ∈ UF(U)}.
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C’est une variété définie sur k avec une action à gauche de G := GF donnée par (γ, gU) 7→
γgU et une action à droite de L := LF donnée par (gU, δ) 7→ gδU. Les méthodes de
cohomologie étale permettent alors de définir l’induction et la restriction de Deligne-Lusztig :
RGL⊂P : Z Irr(L) −→ Z Irr(G),
∗RGL⊂P : Z Irr(G) −→ Z Irr(L).
Notons que lorsque P est aussi F-stable, nous retrouvons l’induction et la restriction de
Harish-Chandra.
Si T un tore sur k, B est un Borel contenant T et θ ∈ Irr(TF), nous pouvons considérer
RGT⊂B(θ) qui nous donne un sous-ensemble de Irr(G). Cependant si (T′, θ′) est une autre
paire comme ci-dessus, les ensembles obtenus ne sont pas disjoints. Il faut donc regrouper les
paires (T, θ). Pour cela, nous rappelons dans l’annexe D qu’il existe une bijection entre les
classes de conjugaison rationnelles de paires (T, θ) et les classes de conjugaison rationnelles
de paires (T∗, s), où T∗ est un tore F∗-stable dans G∗, le dual de G sur k, et s ∈ (T∗)F∗ .
Nous pouvons maintenant définir les séries de Deligne-Lusztig. Soit s une classe de
conjugaison semi-simple dans G∗ := (G∗)F. Une représentation irréductible pi ∈ IrrQ`(G)
appartient à la série rationnelle attachée à s si pi apparait dans RGT⊂B(θ) où (T, θ) est une
paire en dualité avec (T∗, t) avec t dans la classe de conjugaison rationnelle de s, et B est
un Borel contenant T. On note alors E(G, s) l’ensemble des telles séries rationnelles qui
nous donne une partition de Irr(G) :
Irr(G) =
⊔
s∈G∗ss
E(G, s).
Notons eG
s,Q`
∈ Q`[G] l’idempotent central sélectionnant E(G, s). On a alors 1 =
∑
s e
G
s,Q`
dans Q`[G]. Nous pouvons alors regrouper les idempotents précédents de la façon suivante
pour obtenir des idempotents dans Z`[G].
Proposition ([BR03] théorème A’ et remarque 11.3). Si s se compose d’éléments `-réguliers,
alors nous avons un idempotent eG
s,Z`
=
∑
s′v`s e
G
s′,Q`
∈ Z`[G], où s′ v` s signifie que s est
la partie `-régulière de s′.
Résultats de cette thèse
On suppose que G est déployé sur l’extension non-ramifiée maximale de F , c’est-à-dire
que G est une forme intérieure d’un groupe non-ramifié.
Décomposition inertielle
Grâce à la notion de systèmes cohérents d’idempotents sur l’immeuble de Bruhat-Tits
de G, nous montrons dans le chapitre 1, en niveau zéro, la décomposition indéxée par
des paramètres inertiels annoncée précédemment. Nous démontrons également certaines
propriétés vérifiées par ses facteurs directs.
Notons IΛF le sous-groupe fermé maximal de IF de pro-ordre inversible dans Λ et
Φm(I
Λ
F ,
LG) le sous-ensemble de Φ(IΛF ,
LG) des paramètres modérés, c’est-à-dire triviaux
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sur l’inertie sauvage. Nous montrons dans les sections 1.4 et 1.3 le théorème suivant.
Théorème. Soit G un groupe réductif connexe défini sur F et déployé sur une extension
non-ramifiée de F . Alors la catégorie de niveau 0 se décompose en
Rep0Λ(G) =
∏
φ∈Φm(IΛF ,LG)
RepφΛ(G).
De plus, les catégories RepφΛ(G) vérifient les propriétés suivantes :
1. Lien entre Z` et Q` : Soit φ ∈ Φm(I(`)F , LG), alors
RepφZ`
(G) ∩ RepQ`(G) =
∏
φ′
Repφ
′
Q`
(G)
où le produit est pris sur les φ′ ∈ Φm(IF , LG) tels que φ′|I(`)F ∼ φ.
2. Représentations irréductibles de RepφQ`
(G) : Soit pi ∈ IrrQ`(G). Alors pi ∈ Rep
φ
Q`
(G)
si et seulement s’il existe T un tore maximal non-ramifié de G, φT ∈ Φm(IF , LT)
et x un sommet de l’immeuble de G (sur F ) qui est dans l’appartement de T (sur
Fnr) tels que
(a) 〈piG+x ,RGx
Tx
(θT)〉 6= 0
(b) ι ◦ φT ∼ φ
où ι est un plongement ι : LT ↪→ LG, G◦x est le sous-groupe parahorique en x, G+x
son pro-p-radical, Gx ' G◦x/G+x le quotient réductif, Tx est le tore induit par T sur
Gx, RGxTx est l’induction de Deligne-Lusztig et θT est le caractère de niveau 0 de T
F
correspondant à φT via la correspondance de Langlands pour les tores restreinte à
l’inertie.
(Notons que l’on obtient également une description de RepφZ`(G) ∩ IrrQ`(G) grâce au
(1).)
3. Compatibilité à l’induction et à la restriction parabolique : Soient P un sous-groupe
parabolique de G ayant pour facteur de Levi M et ι : LM ↪→ LG un plongement.
(a) Soit φM ∈ Φm(IΛF , LM), alors iGP (RepφMΛ (M)) ⊆ Repι◦φMΛ (G), où iGP désigne
l’induction parabolique.
(b) Soit φ ∈ Φm(IΛF , LG), alors rGP (RepφΛ(G)) ⊆
∏
φM
RepφMΛ (M), où r
G
P désigne la
restriction parabolique et le produit est pris sur les φM ∈ Φm(IΛF , LM) tels que
ι ◦ φM ∼ φ.
(c) Soit φM ∈ Φm(IΛF , LM). Posons φ = ι ◦ φM ∈ Φm(IΛF , LG) et notons CĜ(φ) le
centralisateur dans Ĝ de l’image de φ. Alors si CĜ(φ) ⊆ ι(M̂) le foncteur iGP
réalise une équivalence de catégories entre RepφMΛ (M) et Rep
φ
Λ(G).
Cette décomposition ressemble à celle de Deligne-Lusztig. En effet nous montrons qu’il
y a une bijection entre Φm(IΛF ,
LG) ∼→ (G∗ss,Λ)F, où G∗ss,Λ désigne l’ensemble des classes de
conjugaison semi-simples d’ordre inversible dans Λ. Nous expliquerons davantage le lien
avec Deligne-Lusztig dans la suite.
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Notons que cette décomposition est indexée par des paramètres à la Langlands mais
est construite indépendamment de la correspondance de Langlands locale. Elle est vraie
en particulier pour n’importe quel groupe G qui se déploie sur une extension non-ramifiée
de F , même si la correspondance de Langlands locale n’est pas connue pour ce groupe.
Lorsque G est un groupe classique non-ramifié, c’est-à-dire GLn, Sp2n, SO2n+1, SO2n, SO
∗
2n
(groupe spécial orthogonal quasi-déployé associé à une extension quadratique non-ramifiée
F ′/F ) ou Un(F ′/F ), et Λ = Q` alors on a la correspondance de Langlands locale, et on
peut vérifier la compatibilité à cette dernière de la décomposition précédente. La section
1.4.5 démontre le théorème suivant.
Théorème. Supposons que G est un groupe classique non-ramifié, Λ = Q` et p 6= 2. On
obtient alors également les propriétés suivantes :
1. Compatibilité à la correspondance de Langlands : Soient pi ∈ IrrQ`(G) une repré-
sentation irréductible de niveau 0 et φ ∈ Φm(IF , LG). Notons ϕpi le paramètre de
Langlands associé à pi via la correspondance de Langlands locale pour les groupes
classiques ([HT01] [Hen00] [Art13] [Mok15] [KMSW14]). Alors
pi ∈ RepφQ`(G)⇔ ϕpi|IF ∼ φ.
2. Blocs stables : Soit φ ∈ Φm(IF , LG) tel que CĜ(φ) soit connexe. Alors RepφQ`(G)
est un "bloc stable" (c’est-à-dire, correspond à un idempotent primitif du centre de
Bernstein stable au sens de Haines [Hai14]).
Néanmoins la décomposition Rep0Λ(G) =
∏
φ∈Φm(IΛF ,LG) Rep
φ
Λ(G) n’est en général pas
la décomposition en blocs, ni même la décomposition la plus fine que puisse donner la
méthode. Dans le chapitre 2, nous explicitons cette décomposition la plus fine, et nous en
donnons deux interprétations, une première du côté du groupe à la Deligne-Lusztig grâce à
des paires (S, θ) (que l’on définit ci-dessous) puis une deuxième du côté dual à la Langlands.
Décompositions grâce aux paires (S, θ)
Définissons PΛ = {(S, θ)} comme l’ensemble des paires (S, θ), où S est un F -tore
maximal non-ramifié de G et θ : 0S(F )/S(F )+ → Q∗` est un caractère d’ordre inversible
dans Λ (0S(F ) est le sous-groupe borné maximal de S(F ) et S(F )+ est son pro-p radical).
Nous définissons surPΛ trois relations d’équivalence ∼∞, ∼r et ∼e de la façon suivante.
On a (S, θ) ∼∞ (S′, θ′) s’il existe g ∈ G(Fnr) et m ∈ N∗ tels que gS(Fm) = S′(Fm) et
g(θ ◦NFm/F ) = θ′ ◦NFm/F (où Fm est l’extension non-ramifiée de degré m de F et NFm/F
est la norme). On définit ∼r (resp. ∼e) en rajoutant de plus la condition g−1F(g) ∈ N◦(S, θ)
(resp. et g−1F(g) ∈ Na(S, θ)) (où Na(S, θ) ⊆ N◦(S, θ) sont certains sous-groupes du
normalisateur de S définis en 2.2.4). Notons que ∼e⇒∼r⇒∼∞.
Soit (S, θ) ∈ PΛ, notons Rep(S,θ)Λ (G) la sous-catégorie pleine de Rep0Λ(G) des objets
dont chacun des sous-quotients irréductibles pi vérifie qu’il existe (S′, θ′) ∼e (S, θ) et σ
une facette F-stable de l’appartement de S′ tels que 〈∗RGσS′ (piG
+
σ ), θ′〉S′Λ 6= 0, où G+σ est
le pro-p radical du sous-groupe parahorique de G en σ et S′Λ est le sous-groupe maximal
de S′ d’ordre inversible dans Λ. Notons que Rep(S,θ)Λ (G) ne dépend que de la ∼e-classe
d’équivalence de (S, θ).
On obtient alors le théorème suivant, démontré dans la section 2.2,
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Théorème. Les catégories Rep(S,θ)Λ (G) sont non nulles et fournissent une décomposition
Rep0Λ(G) =
∏
[S,θ]e∈PΛ/∼e
Rep
(S,θ)
Λ (G).
Remarque. 1. Rep(S,θ)Λ (G) est "minimale pour la méthode utilisée", c’est-à-dire en
utilisant Deligne-Lusztig et des systèmes d’idempotents. Cependant, ce n’est pas un
bloc en général.
2. Lorsque G = GLn(F ) nous avons ∼e=∼r=∼∞ et Rep(S,θ)Λ (G) est un bloc.
Notons que si ∼ est une relation d’équivalence sur PΛ plus faible que ∼e (en particulier
∼r et ∼∞) alors en regroupant les catégories Rep(S,θ)Λ (G) selon la ∼-équivalence, nous
obtenons une décomposition de Rep0Λ(G). Comme dans la théorie de Deligne-Lusztig, nous
pouvons associer à une paire (S, θ) une classe de conjugaison semi-simple dans le dual sur
k, le corps résiduel de F , et nous montrons au paragraphe 2.3.1 qu’on obtient ainsi un
diagramme commutatif
PΛ/∼r   //

G∗ss,Λ

PΛ/∼∞   // (G∗ss,Λ)F
où G∗ désigne le dual de G sur k, G∗ = G∗(k) et la notation (·)ss,Λ désigne l’ensemble
des classes de conjugaison semi-simples d’ordre inversible dans Λ. Notons que lorsque le
groupe G est quasi-déployé, les injections horizontales sont des bijections. Ce diagramme
nous fournit en particulier des décompositions de Rep0Λ(G) indexées par (G
∗
ss,Λ)
F et G∗ss,Λ
dont nous énoncerons les propriétés dans la section suivante. Pour étudier la relation de
∼e-équivalence, nous ne pouvons pas rester du côté des groupes finis et nous aurons besoin
de rajouter des données cohomologiques provenant du groupe p-adique.
Interprétation duale de la décomposition associée à ∼∞
La relation ∼∞ permet de retrouver la décomposition inertielle précédente. Construisons
à partir de (S, θ) ∈ PΛ un paramètre inertiel φ ∈ Φm(IΛF , LG). Notons θ˜ un caractère
de S(F ) qui relève θ et ϕ : WF → LS le paramètre de Langlands associé à θ˜ via la
correspondance de Langlands locale pour les tores. Choisissons ι un plongement (non-
canonique) ι : LS ↪→ LG qui nous permet d’obtenir un paramètre de Langlands pour
G : ι ◦ ϕ : WF → LG. On pose alors φ := (ι ◦ ϕ)|IΛF ce qui nous donne une application
PΛ → Φm(IΛF , LG). Nous démontrons dans la partie 2.3 que cette application induit une
injection
PΛ/∼∞ ↪→ Φm(IΛF , LG),
d’image les paramètres "relevants", donnant à son tour une décomposition
Rep0Λ(G) =
∏
φ∈Φm(IΛF ,LG)
RepφΛ(G).
Nous retrouvons de cette manière la décomposition inertielle précédente. Étudions alors
plus en détail les relations ∼r et ∼e qui raffineront cette dernière.
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Interprétation duale de la décomposition associée à ∼r
Introduisons l’ensemble Φ˜m(IΛF ,
LG) des paramètres inertiels "augmentés". Soit φ ∈
Φm(I
Λ
F ,
LG). Notons CĜ(φ) le centralisateur de φ(I
Λ
F ) dans Ĝ qui est un groupe réductif,
possiblement non connexe. Par définition φ peut s’étendre en un paramètre ϕ : WF −→ LG
qui permet de définir C˜Ĝ(φ) := CĜ(φ)ϕ(WF ), un sous-groupe de
LG indépendant du choix
de ϕ. Notons maintenant pi0(φ) := pi0(CĜ(φ)) et pi0(φ) := C˜Ĝ(φ)/CĜ(φ)
◦. On obtient alors
une suite exacte scindée
0 −→ pi0(φ) −→ pi0(φ) −→ 〈ϑ̂〉 −→ 0.
Appelons Φ˜m(IΛF ,
LG) l’ensemble des couples (φ, σ) à Ĝ-conjugaison près, où φ : IΛF → LG
est un paramètre inertiel modéré et σ : 〈ϑ̂〉 → pi0(φ) est une section à la suite exacte
précédente.
Avec les mêmes notations que dans la section précédente, on construit une application
PΛ → Φ˜m(IΛF , LG) en envoyant (S, θ) sur (φ, σ) où φ := (ι ◦ ϕ)|IΛF et σ(ϑ̂) := (ι ◦ ϕ)(Frob).
Nous démontrons alors dans la partie 2.3 le théorème suivant.
Théorème. L’application PΛ → Φ˜m(IΛF , LG) induit une injection
PΛ/∼r ↪→ Φ˜m(IΛF , LG)
dont l’image est le sous-ensemble des paramètres "relevants" (en particulier elle est bijective
lorsque G est quasi-déployé). La décomposition obtenue
Rep0Λ(G) =
∏
(φ,σ)∈Φ˜m(IΛF ,LG)
Rep
(φ,σ)
Λ (G)
possède les propriétés suivantes
1. Elle est compatible à l’induction et la restriction parabolique (voir le théorème 2.3.6.2
pour un énoncé plus précis).
2. Compatibilité entre les décompositions sur Z` et Q` :
Rep
(φ,σ)
Z`
(G) ∩ RepQ`(G) =
∏
(φ′,σ′)
Rep
(φ′,σ′)
Q`
(G)
où le produit est pris sur les (φ′, σ′) ∈ Φ˜m(IF , LG) s’envoyant sur (φ, σ) par l’appli-
cation naturelle Φ˜m(IF , LG) → Φ˜m(I(`)F , LG) (obtenue en restreignant à I(`)F , voir
section 2.3.5 pour plus de détails).
Par ailleurs l’application qui à ϕ associe φ = ϕ|IΛF et σ(ϑ̂) = ϕ(Frob) induit une bijection
Bstm,Λ ∼→ Φ˜m(IΛF , LG) (voir section 2.3.7), où Bstm,Λ désigne l’ensemble des paramètres
modérés ϕ : WF → LG à équivalence inertielle près (comme dans [Hai14] définition 5.3.3,
voir aussi section 2.3.7). Nous avons alors une nouvelle interprétation de la décomposition
précédente
Rep0Λ(G) =
∏
(φ,σ)∈Φ˜m(IΛF ,LG)
Rep
(φ,σ)
Λ (G) =
∏
[ϕ]∈Bstm,Λ
Rep
[ϕ]
Λ (G).
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De même que précédemment, cette décomposition est construite indépendamment de la
correspondance de Langlands locale. Il est alors souhaitable de vérifier la compatibilité à
cette dernière. Nous montrons alors dans la partie 2.3 le théorème suivant.
Théorème. Soit G un groupe classique non-ramifié, Λ = Q` et p 6= 2.
1. Alors la décomposition Rep0Q`(G) =
∏
[ϕ]∈BstQ`
Rep
[ϕ]
Q`
(G) est compatible à la correspon-
dance de Langlands locale. C’est-à-dire que si pi est une représentation irréductible,
alors pi ∈ Rep[ϕ]Q` (G) si et seulement si ϕpi|WF ∈ [ϕ], où ϕpi est le paramètre de
Langlands associé à pi.
2. Cette décomposition est la décomposition de Rep0Q`(G) en "blocs stables". C’est-à-dire
que ces facteurs correspondent à des idempotents primitifs du centre de Bernstein
stable.
Remarquons que le lien avec les classes de conjugaisons semi-simples est donné par un
diagramme commutatif
G∗ss,Λ oo
∼ //

Φ˜m(I
Λ
F ,
LG)

(G∗ss,Λ)F oo
∼ // Φm(IΛF ,
LG)
.
Interprétation duale de la décomposition associée à ∼e
Pour paramétrer PΛ/∼e nous avons besoin de rajouter des données cohomologiques.
Nous ne le faisons que pour les formes intérieures pures des groupes non-ramifiés. Supposons
donc que G est non-ramifié (c’est-à-dire on rajoute l’hypothèse quasi-déployé). Soit ω ∈
H1(F,G), à qui correspond Gω, une forme intérieure pure de G. À partir de (φ, σ) ∈
Φ˜m(I
Λ
F ,
LG), nous construisons dans la section 2.4.2, Gφ,σ un groupe réductif non-ramifié,
possiblement non-connexe (lorsque CĜ(φ) est connexe, Gφ,σ est un groupe dual à CĜ(φ)
dont la F -structure est définie grâce à l’action WF → Out(CĜ(φ)) de conjugaison par ϕ(w)
où ϕ : WF → LG relève φ). Nous construisons également une application
hφ,σ : H˜
1(F,G◦φ,σ) −→ H1(F,G)
où H˜1(F,G◦φ,σ) := Im[H1(F,G
◦
φ,σ) → H1(F,Gφ,σ)]. La partie 2.4 nous donne alors le
théorème suivant.
Théorème. Nous avons une bijection (qui dépend du choix d’un sommet hyperspécial dans
l’immeuble de Bruhat-Tits de G)
Cr(φ, σ,Gω)/∼e ∼−→ h−1φ,σ(ω),
où Cr(φ, σ,Gω) est la classe de ∼r-équivalence image réciproque de (φ, σ) par l’injection
PΛ(Gω)/∼r ↪→ Φ˜m(IΛF , LG). Celle-ci nous fournit une décomposition
Rep
(φ,σ)
Λ (Gω) =
∏
α∈h−1φ,σ(ω)
Rep
(φ,σ,α)
Λ (Gω).
De plus
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1. Cette décomposition est compatible à l’induction et la restriction parabolique.
2. Nous avons
Rep
(φ,σ,α)
Z`
(Gω) ∩ RepQ`(Gω) =
∏
(φ′,σ′,α′)
Rep
(φ′,σ′,α′)
Q`
(Gω)
où le produit est pris sur les (φ′, σ′) ∈ Φ˜m(IF , LG) s’envoyant sur (φ, σ) par
Φ˜m(IF ,
LG)→ Φ˜m(I(`)F , LG) et α′ ∈ h−1φ,σ(ω) s’envoyant sur α par l’application natu-
relle H˜1(F,G◦φ′,σ′)→ H˜1(F,G◦φ,σ) (obtenue à partir de Irr[pi0(Z(CĜ(φ′)◦)σ
′(ϑ̂))]→
Irr[pi0(Z(CĜ(φ)
◦)σ(ϑ̂))] et de l’isomorphisme de Kottwitz).
Remarque. 1. Cette décomposition est la plus fine que l’on puisse obtenir avec des
systèmes d’idempotents et la théorie de Deligne-Lusztig.
2. Elle démontre, dans le cas du niveau zéro, une conjecture énoncée par Dat dans
[Dat17].
3. Lorsque CĜ(φ) est connexe, nous nous attendons à une équivalence de catégories
entre Rep(φ,1,α)Λ (Gω) et Rep
φ
Λ((Gφ,1)α).
Lorsque Λ = Q`, nous nous attendons à une compatibilité de ce théorème à la cor-
respondance de Langlands locale enrichie (à un paramètre de Langlands enrichi (ϕ, η) où
η ∈ Irr(pi0(CĜ(ϕ))), on associe un α en restreignant η à pi0(Z(CĜ(φ)◦)σ(ϑ̂)) et en utilisant
l’isomorphisme de Kottwitz). Nous le vérifions partiellement pour ϕ un paramètre de
Langlands modéré elliptique en position générale (elliptique signifie que l’image de ϕ n’est
pas contenue dans un sous-groupe de Levi propre de LG et en position générale que le
centralisateur de ϕ(IF ) dans Ĝ est un tore) et la correspondance de Langlands locale de
DeBacker-Reeder ([DR09]).
Malgré le fait que ces sous-catégories soient minimales pour la méthode utilisée, elles
ne sont pas des blocs. En effet la représentation supercuspidale Θ10 de Sp4(Qp), induite
depuis l’inflation à Sp4(Zp) de la représentation cuspidale unipotente θ10 de Sp4(Fp), est
dans Rep1Λ(G), le facteur direct associé au paramètre inertiel trivial, qui ne se décompose
pas davantage.
Dans cette thèse, nous nous limitons à l’étude de Rep0Λ(G) la catégorie de niveau 0. On
peut cependant espérer que les travaux menés sur la théorie des types permettront d’en
déduire des résultats sur RepΛ(G). En effet Chinello montre dans [Chi17] que l’on a une
équivalence de catégories entre chaque bloc de RepΛ(GLn(F )) et un bloc de niveau 0 de
Rep0Λ(G
′) où G′ est un groupe de la forme G′ =
∏r
i=1 GLni(Di) avec pour i ∈ {1, · · · , r},
ni un entier et Di une algèbre à division centrale de dimension finie sur un corps p-adique.
Des travaux en cours de Stevens et Kurinczuk tentent d’étendre ces résultats à un G plus
général.
Systèmes de coefficients sur l’immeuble
Dans cette section G est un groupe p-adique quelconque. Toutes les catégories dans cette
thèse sont construites à partir de systèmes d’idempotents cohérents sur BT, l’immeuble
de Bruhat-Tits semi-simple de G, comme introduit dans [MS10]. À un tel système, nous
pouvons associer une sous-catégorie de Serre de RepΛ(G). La stratégie de démonstration
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de ce fait dans [MS10] repose sur l’étude d’un complexe de chaînes associé à un système de
coefficients obtenu à partir du système d’idempotents.
Soit R un anneau commutatif dans lequel p est inversible. On appelle Γ un système de
coefficients sur BT à coefficients dans R un foncteur contravariant de la catégorie (BT,≤)
vers la catégorie des R-modules, c’est-à-dire, c’est la donnée de R-modules (Vσ)σ∈BT et de
R-morphismes ϕστ : Vσ → Vτ si τ est une facette de σ, soumis aux conditions : ϕσσ = id,
et ϕτω ◦ ϕστ = ϕσω. Nous pouvons associer à Γ un complexe de chaînes cellulaire gradué
C∗(BT,Γ) =
⊕
σ∈BT Vσ (voir la section 3.1 pour plus de détails et la définition de la
différentielle). L’homologie de C∗(BT,Γ) est alors notée H∗(BT,Γ).
Soit e = (eσ)σ∈BT un système d’idempotents de HR(G), l’algèbre de Hecke à coefficients
dans R, vérifiant des conditions de cohérence comme dans [MS10] (voir aussi la définition
1.1.0.1). On suppose de plus que si x est un sommet de σ alors eσ ∈ HR(Gx), où Gx est le
fixateur de x dans G. Notons RepeR(G) la sous-catégorie pleine de RepR(G) des objets V
tels que V =
∑
x∈BT0 exV , où BT0 désigne les sommets de BT.
Un e-système de coefficients est alors un système de coefficients G-équivariant tel que
ϕσx : Vσ → Vx induise un isomorphisme Vσ v→ eσ(Vx). On note Coefe(G,R) la catégorie des
e-systèmes de coefficients.
Soit V une R-représentation lisse de G. On peut alors lui associer Γ(V ) un e-système de
coefficients en posant Vσ = eσ(V ). Nous généralisons alors dans le chapitre 3, un résultat
démontré dans [Wan17] pour GLn, au cas d’un groupe p-adique.
Théorème. Le foncteur
RepeR(G) → Coefe(G,R)
V 7→ Γ(V )
admet un quasi-inverse Γ 7→ H0(BT,Γ), donc induit une équivalence de catégories.
Remarque. Les catégories précédentes (Rep(S,θ)Λ (G), Rep
φ
Λ(G), Rep
(φ,σ)
Λ (G), Rep
(φ,σ,α)
Λ (G))
sont construites à partir de systèmes d’idempotents cohérents et sont donc équivalentes à
une catégorie de systèmes de coefficients par le théorème précédent.
Vers des `-blocs
Les décompositions obtenues précédemment ne sont malheureusement pas des décompo-
sitions en blocs. Dans le dernier chapitre de cette thèse, le chapitre 4, nous tentons d’obtenir
des blocs à partir de systèmes cohérents d’idempotents. Nous nous intéressons à quelques
exemples et en particulier à la catégorie unipotente.
Appelons, comme dans [Lat17], types non-raffinés de niveau zéro les couples (σ, pi), où
σ ∈ BT et pi est une représentation cuspidale irréductible de Gσ. Notons T (G) l’ensemble
des types non-raffinés de niveau zéro, à G-conjugaison près. Nous obtenons dans la section
4.1 la proposition suivante
Proposition. Nous avons la décomposition suivante
Rep0Q`
(G) =
∏
t∈T (G)
ReptQ`
(G).
Si G est de plus semisimple et simplement connexe, alors la catégorie ReptQ`(G) est un bloc.
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Pour obtenir des décompositions en `-blocs nous avons besoin de rajouter des hypothèses
sur `. Nous dirons que ` est grand pour G, si ` est un nombre premier qui ne divise pas
q et tel que pour tout x ∈ BT0 soit ` ne divise pas |Gx|, soit ` divise |Gx| mais ne divise
pas |Wx〈φ〉|, où φ et l’automorphisme de la donnée radicielle de Gx induit par le Frobenius
F. Nous obtenons, dans le chapitre 4, les décompositions en `-blocs, pour ` grand, des
catégories suivantes
1. Rep1Z`(G), pour G semisimple et simplement connexe et `|q − 1.
2. Rep1Z`(SLn(F )).
3. Rep1Z`(Sp2n(F )), pour `|q
n + 1.
4. Rep1Z`(Sp4(F )).
5. Rep1Z`(Sp6(F )).
6. Rep1Z`(Sp8(F )).
Notons que quand G = SLn(F ) ou G = Sp2n(F ) l’hypothèse ` grand est équivalente à
` > n.
Notations
Soit F un corps p-adique et k son corps résiduel. Notons q = |k|. On fixe une clôture
algébrique F de F et on note Fnr l’extension non-ramifiée maximale de F dans F . On
appellera oF (resp. oFnr) l’anneau des entiers de F (resp. Fnr). Notons également k le
corps résiduel de Fnr qui est alors une clôture algébrique de k.
On adopte les conventions d’écriture suivantes. Nous désignerons par G un groupe
réductif connexe défini sur F que l’on identifiera avec G(F ) et l’on notera G := G(F )
et Gnr := G(Fnr). On appellera Ĝ son groupe dual sur Q`. Pour les groupes réductifs
connexes sur k, nous utiliserons la police d’écriture G et l’on identifiera G avec G(k) et de
même on note G := G(k). Le groupe dual de G sur k sera noté G∗.
On notera GF = Gal(F/F ) le groupe de Galois absolu de F , WF le groupe de Weil
absolu de F et IF le sous-groupe d’inertie. Le groupe dual de Langlands LG(Q`) est défini
par LG(Q`) := Ĝ(Q`)o 〈ϑ̂〉, où ϑ̂ ∈ Aut(Ĝ) est l’automorphisme induit par l’action d’un
Frobenius inverse, comme expliqué dans l’introduction, page 12.
On prend ` un nombre premier différent de p, et on pose Λ = Q` ou Z`. On note
RepΛ(G) la catégorie abélienne des représentations lisses de G à coefficients dans Λ et
Rep0Λ(G) la sous-catégorie pleine des représentations de niveau 0.
Si H désigne l’ensemble des points d’un groupe algébrique à valeur dans un corps
alors Hss désigne l’ensemble des classes de conjugaison semi-simples dans H. On notera
également Hss,Λ les éléments de Hss d’ordre inversible dans Λ.
On fixe dans toute cette thèse un système compatible de racines de l’unité (Q/Z)p′
v→ k×
et (Q/Z)p′ ↪→ Z×` .
Dans la suite G désignera un groupe réductif connexe défini sur F .
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Chapitre 1
Décomposition inertielle
Introduction
Décomposition inertielle
Dans ce chapitre nous introduisons la notion de système de classes de conjugaison 0-
cohérent et expliquons comment fabriquer des sous-catégories de Serre à partir de ces derniers.
L’objectif principal est d’obtenir la décomposition inertielle annoncée dans l’introduction et
d’en démontrer les principales propriétés. Nous rappelons que IΛF désigne le sous-groupe
fermé maximal de IF de pro-ordre inversible dans Λ et Φm(IΛF ,
LG) est l’ensemble des
classes de Ĝ-conjugaison de morphismes continus IΛF → LG, triviaux sur l’inertie sauvage,
qui admettent une extension à un L-morphisme de Φ(LG). Nous montrons alors dans les
sections 1.4 et 1.3 le théorème suivant.
Théorème. Soit G un groupe réductif connexe défini sur F et déployé sur une extension
non-ramifiée de F . Alors la catégorie de niveau 0 se décompose en
Rep0Λ(G) =
∏
φ∈Φm(IΛF ,LG)
RepφΛ(G).
De plus, les catégories RepφΛ(G) vérifient les propriétés suivantes :
1. Lien entre Z` et Q` : Soit φ ∈ Φm(I(`)F , LG), alors RepφZ`(G) ∩ RepQ`(G) =∏
φ′ Rep
φ′
Q`
(G) où le produit est pris sur les φ′ ∈ Φm(IF , LG) tels que φ′|I(`)F ∼ φ.
2. Représentations irréductibles de RepφQ`
(G) : Soit pi ∈ IrrQ`(G). Alors pi ∈ Rep
φ
Q`
(G)
si et seulement s’il existe T un tore maximal non-ramifié de G, φT ∈ Φm(IF , LT)
et x un sommet de l’immeuble de G (sur F ) qui est dans l’appartement de T (sur
Fnr) tels que
(a) 〈piG+x ,RGx
Tx
(θT)〉 6= 0
(b) ι ◦ φT ∼ φ
où ι est un plongement ι : LT ↪→ LG, G◦x est le sous-groupe parahorique en x, G+x
son pro-p-radical, Gx ' G◦x/G+x le quotient réductif, Tx est le tore induit par T sur
Gx, RGxTx est l’induction de Deligne-Lusztig et θT est le caractère de niveau 0 de T
F
correspondant à φT via la correspondance de Langlands pour les tores restreinte à
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l’inertie.
(Notons que l’on obtient également une description de RepφZ`(G) ∩ IrrQ`(G) grâce au
(1).)
3. Compatibilité à l’induction et à la restriction parabolique : Soient P un sous-groupe
parabolique de G ayant pour facteur de Levi M et ι : LM ↪→ LG un plongement.
(a) Soit φM ∈ Φm(IΛF , LM), alors iGP (RepφMΛ (M)) ⊆ Repι◦φMΛ (G), où iGP désigne
l’induction parabolique.
(b) Soit φ ∈ Φm(IΛF , LG), alors rGP (RepφΛ(G)) ⊆
∏
φM
RepφMΛ (M), où r
G
P désigne la
restriction parabolique et le produit est pris sur les φM ∈ Φm(IΛF , LM) tels que
ι ◦ φM ∼ φ.
(c) Soit φM ∈ Φm(IΛF , LM). Posons φ = ι ◦ φM ∈ Φm(IΛF , LG) et notons CĜ(φ) le
centralisateur dans Ĝ de l’image de φ. Alors si CĜ(φ) ⊆ ι(M̂) le foncteur iGP
réalise une équivalence de catégories entre RepφMΛ (M) et Rep
φ
Λ(G).
Nous montrons également, dans la section 1.4.5, la compatibilité à la correspondance de
Langlands locale dans le cas des groupes classiques non-ramifiés et Λ = Q`.
Théorème. Supposons que G est un groupe classique non-ramifié, Λ = Q` et p 6= 2. On
obtient alors également les propriétés suivantes
1. Compatibilité à la correspondance de Langlands : Soient pi ∈ IrrQ`(G) une repré-
sentation irréductible de niveau 0 et φ ∈ Φm(IF , LG). Notons ϕpi le paramètre de
Langlands associé à pi via la correspondance de Langlands locale pour les groupes
classiques ([HT01] [Hen00] [Art13] [Mok15] [KMSW14]). Alors
pi ∈ RepφQ`(G)⇔ ϕpi|IF ∼ φ
2. Blocs stables : Soit φ ∈ Φm(IF , LG) tel que CĜ(φ) soit connexe. Alors RepφQ`(G)
est un "bloc stable" (c’est-à-dire, correspond à un idempotent primitif du centre de
Bernstein stable au sens de Haines [Hai14]).
Plan de ce chapitre
Ce chapitre se compose de 4 parties. La partie 1 rappelle les résultats sur les systèmes
cohérents d’idempotents. Dans la seconde partie nous expliquons comment construire des
idempotents à partir de la théorie de Deligne-Lusztig. Nous associons aux paramètres de
l’inertie modérés des systèmes cohérents dans la troisième partie pour obtenir la décomposi-
tion du théorème précédent. La dernière partie a pour but de montrer les propriétés des
facteurs directs ainsi obtenus. Les quatre premières propriétés découlent de la construction
de ces catégories et la dernière repose sur les travaux de Moeglin [Moe14], Moussaoui
[Mou15], Haines [Hai14], Lust et Stevens [LS16].
1.1 Système cohérent d’idempotents
Les diverses décompositions obtenues dans cette thèse sont construites à partir de
systèmes cohérents d’idempotents. Cette partie à pour but de rappeler leur définition ainsi
que les premières propriétés.
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Soit F1 une extension non-ramifiée de F . On note BT(F1) l’immeuble de Bruhat-Tits
semi-simple associé à G(F1). L’immeuble est un complexe polysimplicial et l’on note
BT0(F1) pour l’ensemble des polysimplexes de dimension 0, c’est-à-dire les sommets. Dans
la suite on utilisera des lettres latines x,y,· · · pour parler des sommets et des lettres grecques
pour parler des polysimplexes généraux σ,τ , · · · . L’immeuble BT(F1) est partiellement
ordonné par la relation d’ordre σ ≤ τ si σ est une facette de τ . Un ensemble de polysimplexes
σ1, · · · , σk est dit adjacent s’il existe un polysimplexe σ tel que ∀i ∈ 1, · · · , k, σi ≤ σ. Si
x et y sont deux sommets adjacents on notera [x, y] le plus petit polysimplexe contenant
x ∪ y. Notons également, pour σ,τ deux polysimplexes, H(σ, τ) l’enveloppe polysimpliciale
de σ et τ , c’est-à-dire l’intersection de tous les appartements contenant σ ∪ τ .
Pour simplifier les notations nous noterons BT := BT(F ) et BT0 := BT0(F ).
Soit R un anneau commutatif dans lequel p est inversible. On munit G d’une mesure de
Haar et on note HR(G) l’algèbre de Hecke à coefficients dans R, c’est-à-dire l’algèbre des
fonctions de G dans R localement constantes et à support compact.
1.1.0.1 Définition. On dit qu’un système d’idempotents e = (ex)x∈BT0 de HR(G) est
cohérent si les propriétés suivantes sont satisfaites :
1. exey = eyex lorsque x et y sont adjacents.
2. exezey = exey lorsque z ∈ H(x, y) et z est adjacent à x.
3. egx = gexg−1 quel que soit x ∈ BT0 et g ∈ G.
Soit RepR(G) la catégorie abélienne des représentations lisses de G à coefficients dans
R. Grâce à un résultat de Meyer et Solleveld on a :
1.1.0.2 Théorème ([MS10], Thm 3.1). Soit e = (ex)x∈BT0 un système cohérent d’idem-
potents, alors la sous-catégorie pleine RepeR(G) des objets V de RepR(G) tels que V =∑
x∈BT0 exV est une sous-catégorie de Serre.
Soit σ ∈ BT. Notons Gσ le fixateur de σ. Celui-ci contient un sous-groupe appelé
sous-groupe parahorique, que l’on note G◦σ, qui est le "fixateur connexe" de σ. Enfin on
note G+σ le pro-p-radical (pro-p-sous-groupe distingué maximal) de G◦σ.
Si x est un sommet de l’immeuble BT alors G+x détermine un idempotent e+x ∈
HZ[1/p](Gx).
1.1.0.3 Proposition ([MS10], Section 2.2). Le système d’idempotents (e+x )x∈BT0 est cohé-
rent.
On a de plus que, pour tout polysimplexe σ, l’idempotent e+σ :=
∏
x∈σ e
+
x est l’idempotent
associé à G+σ .
1.1.0.4 Lemme. Soient x, y ∈ BT0 deux sommets. Alors il existe une suite de sommets
x0 = x, x1, · · · , x` = y joignant x à y, telle que pour tout i ∈ {0, · · · , l − 1}, xi+1 est
adjacent à xi et xi+1 ∈ H(xi, y).
Démonstration. Pour x1, il suffit de prendre un sommet dans H(x, y) qui est adjacent à x
et tel que la distance de x1 à y est strictement inférieure à celle de x à y. En ré-appliquant
ce résultat à x1 et y on construit x2 et ainsi de suite pour obtenir le résultat voulu par
récurrence.
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1.1.0.5 Définition. On dit qu’un système (eσ)σ∈BT est 0-cohérent si
1. egx = gexg−1 quel que soit x ∈ BT0 et g ∈ G.
2. eσ = e+σ ex = exe+σ pour x ∈ BT0 et σ ∈ BT tels que x ≤ σ.
En s’inspirant de [Dat18a] section 3.2.1 on montre :
1.1.0.6 Proposition. Soit (eσ)σ∈BT un système d’idempotents 0-cohérent, alors le système
d’idempotents (ex)x∈BT0 est cohérent.
On a de plus, pour x, y ∈ BT0, e+x ey = exey.
Démonstration. Il ne reste à vérifier que les conditions 1. et 2. de la définition 1.1.0.1.
Commençons par vérifier la propriété 1. de 1.1.0.1 : Soient x et y deux sommets adjacents
et σ le polysimplexe [x, y]. On sait déjà que e+x e+y = e+σ = e+σ e+σ . Ainsi
exey = exe
+
x e
+
y ey = exe
+
σ e
+
σ ey = eσeσ = eσ
Ce qui montre la propriété 1. de 1.1.0.1.
Examinons maintenant la propriété 2. de 1.1.0.1 : Soient x,y et z des sommets de BT tels
que z soit dans l’enveloppe polysimpliciale de {x, y} et z adjacent à x. Par la proposition
1.1.0.3 on sait que e+x e+y = e+x e+z e+y . Par ce qui précède e[x,z] = exez et on a
exey = exe
+
x e
+
y ey = exe
+
x e
+
z e
+
y ey = exe
+
[x,z]ey = e[x,z]ey = exezey
Le système d’idempotents (ex)x∈BT0 est cohérent.
Montrons maintenant que e+x ey = exey.
Si x et y sont adjacents on obtient que
e+x ey = e
+
x e
+
y ey = e
+
[x,y]ey = e[x,y] = exey
Dans le cas général choisissons grâce au lemme 1.1.0.4 une suite de sommets x0 =
x, x1, · · · , x` = y joignant x à y, telle que pour tout i ∈ {0, · · · , l − 1}, xi+1 est adja-
cent à xi et xi+1 ∈ H(xi, y). Alors
e+x ey = e
+
x e
+
y ey = e
+
x e
+
x1e
+
y ey = · · · = e+x e+x1 · · · e+xl−1e+y ey
= e+x e
+
x1 · · · e+xl−1ey = e+x e+x1 · · · exl−1ey = · · · = exex1 · · · exl−1ey
= exex1 · · · exl−2ey = · · · = exex1ey = exey
(La première ligne découle de la propriété 2. de 1.1.0.1 appliquée aux e+x . Pour la seconde,
on utilise le fait que e+xiexi+1 = exiexi+1 car xi et xi+1 sont adjacents. Enfin pour la dernière
on applique que exiexi+1ey = exiey car xi+1 est adjacent à xi et xi+1 ∈ H(xi, y).)
Ainsi
∀x, y ∈ BT0, e+x ey = exey
1.2 Construction d’idempotents
Nous expliquons ici comment construire des idempotents sur l’immeuble à partir de la
théorie de Deligne-Lusztig ainsi que les conditions qu’ils doivent vérifier pour obtenir un
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système cohérent.
1.2.1 Théorie de Deligne-Lusztig
Rappelons brièvement les propriétés des idempotents centraux fabriqués par la théorie
de Deligne-Lusztig dont nous aurons besoin dans cette thèse. Les groupes algébriques de
cette section seront considérés sur k.
Soient G un groupe réductif défini sur k et s une classe de conjugaison semi-simple dans
G∗ := (G∗)F. On note E(G, s) la série de Deligne-Lusztig associée à s (dont la définition est
rappelée dans l’introduction) et eG
s,Q`
∈ Q`[G] l’idempotent central la sélectionnant.
1.2.1.1 Proposition. 1. ([CE04] théorème 8.23) Nous avons 1 =
∑
s e
G
s,Q`
dans Q`[G].
2. ([BR03] théorème A’ et remarque 11.3) Si s se compose d’éléments `-réguliers, alors
nous avons un idempotent eG
s,Z`
=
∑
s′v`s e
G
s′,Q`
∈ Z`[G], où s′ v` s signifie que s est
la partie `-régulière de s′.
Soit L un Levi F-stable de G contenu dans un parabolique P. Une classe de conjugaison
t dans L∗ donne une classe de conjugaison s dans G∗. Ainsi nous avons une application
ϕL∗,G∗ à fibres finies définie par
ϕL∗,G∗ : L∗ss → G∗ss
t 7→ s
Soit Λ = Q` ou Z`. Construisons alors un idempotent eLs,Λ :=
∑
t∈ϕ−1L∗,G∗ (s) e
L
t,Λ.
Dans le cas où P est lui-même F-stable, on note U le radical unipotent de P et U = UF.
Notons eU := 1|U|
∑
x∈U 1x l’idempotent réalisant la moyenne sur U. Alors on a
1.2.1.2 Proposition ([Dat18a] section 2.1.4).
eGs,ΛeU = eUe
L
s,Λ =: e
P
s,Λ
où ePs,Λ est un idempotent central dans Λ[P].
Soient G′ un autre groupe réductif défini sur k et ϕ : G → G′ un isomorphisme
compatible avec les F-structures. Alors ϕ induit une bijection (voir annexe A)
ϕ∗ : G∗ss −→ G’∗ss
1.2.1.3 Lemme. On a
ϕ(eGs,Λ) = e
G’
ϕ∗(s),Λ
Démonstration. Par construction un élément t ∈ (T∗)F appartenant à s est envoyé sur ϕ∗(t)
appartenant à ϕ∗(s). Ainsi ϕ envoie E(G, s) sur E(G’, ϕ∗(s)) et on a le résultat.
1.2.2 Construction d’idempotents sur l’immeuble
Maintenant que l’on sait fabriquer des idempotents sur les groupes finis, il nous faut
les relever en des idempotents sur le groupe p-adique. On utilise pour cela le fait que les
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sous-groupes parahoriques G◦σ admettent un modèle entier et que le quotient G◦σ/G+σ est
alors l’ensemble des points d’un groupe réductif connexe à valeur dans un corps fini.
Soit σ un polysimplexe dans BT. D’après [Tit79] section 3.4 il existe un schéma en
groupes affine lisse Gσ défini sur oF , unique à isomorphisme près, tel que
1. La fibre générique Gσ,F de Gσ est G
2. Pour toute extension galoisienne non-ramifiée F1 de F , Gσ(oF1) est le sous-groupe
compact maximal de G(F1)σ, où σ est identifié avec son image canonique dans
BT(F1).
L’application de réduction modulo p fournit un morphisme surjectif Gσ = Gσ(oF )→
G˜σ := G˜
F
σ, où G˜σ, la fibre spéciale de Gσ, est un groupe algébrique défini sur k. On note G◦σ la
composante neutre de Gσ et G˜◦σ celle de G˜σ. D’après [BT84] section 5.2.6, on a G◦σ = G◦σ(oF ).
D’où un morphisme surjectif G◦σ → G˜
◦
σ.
Notons Gσ le quotient réductif de G˜
◦
σ. On a donc un morphisme surjectif G◦σ → Gσ de
noyau G+σ , d’où un isomorphisme :
G◦σ/G
+
σ
∼−→ Gσ.
Soit s ∈ (G∗σ)ss (rappelons que G∗σ = (G∗σ)F) d’ordre inversible dans Λ, on peut alors tirer
en arrière par cet isomorphisme l’idempotent eGσs,Λ en un idempotent e
s,Λ
σ ∈ Λ[G◦σ/G+σ ] ⊂
HΛ(Gσ).
Soit x ∈ BT0. Si l’on considère la sous-partie de l’immeuble constituée des polysimplexes
τ tels que x ≤ τ alors d’après [Tit79] section 3.5.4, on obtient l’immeuble sphérique
("immeuble des sous-groupes k-paraboliques") de Gx.
Soit σ ∈ BT tel que x ≤ σ. Alors G◦σ ⊂ G◦x. On a ainsi un morphisme G◦σ → G◦x → Gx.
Notons Pσ l’image de G◦σ dans Gx qui est un sous-groupe parabolique et Uσ son radical
unipotent. L’image réciproque de Uσ dans G◦σ est G+σ . Ceci fournit donc un isomorphisme
Gσ/G
+
σ ' Gσ ' Pσ/Uσ.
Considérons M∗σ un sous-groupe de Levi de G
∗
x relevant G
∗
σ. Dans la section 1.2.1, nous
avons défini une application ϕM∗σ ,G∗x : (M
∗
σ)ss → (G∗x)ss. Cette application est indépendante
du choix du relèvement de G∗σ et nous définit donc une application ϕ∗σ,x : (G
∗
σ)ss → (G∗x)ss. On
définit alors pour s ∈ (G∗x)ss d’ordre inversible dans Λ, l’idempotent es,Λσ :=
∑
t∈ϕ∗−1σ,x (s) e
t,Λ
σ .
1.2.2.1 Proposition. Soient x ∈ BT0, σ ∈ BT tel que x ≤ σ et s ∈ (G∗x)ss d’ordre
inversible dans Λ. Alors e+σ e
s,Λ
x = e
s,Λ
x e+σ = e
s,Λ
σ .
Démonstration. D’après la proposition 1.2.1.2 on a eGxs,ΛeUσ = eUσe
Gσ
s,Λ dans Λ[Gx]. Lorsque
l’on tire en arrière ces idempotents par l’isomorphisme G◦x/G+x
∼−→ Gx, on obtient dans
Λ[G◦x/G+x ] :
es,Λx e
+
σ = e
+
σ e
s,Λ
σ .
Maintenant comme e+σ e
s,Λ
σ = e
s,Λ
σ et e+σ e
s,Λ
x = e
s,Λ
x e+σ on a le résultat.
1.2.3 Systèmes 0-cohérents de classes de conjugaison
À partir d’un polysimplexe σ et d’une classe de conjugaison semi-simple s nous savons
maintenant construire un idempotent es,Λσ . On décrit alors dans cette partie les conditions
1.2. CONSTRUCTION D’IDEMPOTENTS 37
que l’on doit imposer pour que le système d’idempotents formé à partir des es,Λσ soit un
système 0-cohérent.
Soient g ∈ G et σ ∈ BT, on a gG◦σg−1 = G◦gσ et gG+σ g−1 = G+gσ, d’où g(G◦σ/G+σ )g−1 '
G◦gσ/G+gσ. D’après [BT84] 4.6.30, la conjugaison par g se prolonge en un isomorphisme du
oF -schéma en groupes G◦σ sur le oF -schéma en groupes G◦gσ et donc induit un isomorphisme
ϕg,σ : Gσ
∼→ Ggσ. On obtient alors, comme dans l’annexe A, un isomorphisme sur les classes
de conjugaison semi-simples des groupes duaux
ϕ∗g,σ : (G
∗
σ)ss
∼−→ (G∗gσ)ss.
Pour σ ∈ BT, on note
(G∗σ)ss,Λ = {s ∈ (G∗σ)ss tel que s soit d’ordre inversible dans Λ}.
1.2.3.1 Définition. Soit S = (Sσ)σ∈BT un système d’ensembles de classes de conjugaison
avec Sσ ⊆ (G∗σ)ss,Λ. On dit que S est 0-cohérent si
1. ϕ∗g,x(Sx) = Sgx quel que soit x ∈ BT0 et g ∈ G.
2. ϕ∗−1σ,x (Sx) = Sσ pour x ∈ BT0 et σ ∈ BT tels que x ≤ σ.
Soit S = (Sσ)σ∈BT un système 0-cohérent. Soit σ ∈ BT, on définit alors eS,Λσ =∑
s∈Sσ e
s,Λ
σ .
1.2.3.2 Proposition. Le système (eS,Λσ )σ∈BT est 0-cohérent.
Démonstration. Commençons par vérifier la condition 1. :
Soient x ∈ BT0 et g ∈ G. On a la commutativité du diagramme suivant
G◦x/G+x
∼ //
conj par g

Gx
ϕg,x

G◦gx/G+gx
∼ // Ggx
Le lemme 1.2.1.3 nous dit que ϕg,x(eGxs,Λ) = e
Ggx
ϕ∗g,x(s),Λ
. Ainsi
geS,Λx g
−1 =
∑
s∈Sx
ges,Λx g
−1 =
∑
s∈Sx
e
ϕ∗g,x(s),Λ
gx =
∑
s∈ϕ∗g,x(Sx)
es,Λgx =
∑
s∈Sgx
es,Λgx = e
S,Λ
gx .
Passons maintenant à la condition 2. :
Soient x ∈ BT0 et σ ∈ BT tels que x ≤ σ.
e+σ e
S,Λ
x =
∑
s∈Sx
e+σ e
s,Λ
x
Par la proposition 1.2.2.1 on a e+σ e
s,Λ
x =
∑
t∈ϕ∗−1σ,x (s) e
t,Λ
σ . Donc
e+σ e
S,Λ
x =
∑
s∈Sx
∑
t∈ϕ∗−1σ,x (s)
et,Λσ =
∑
t∈ϕ∗−1σ,x (Sx)
et,Λσ =
∑
t∈Sσ
et,Λσ = e
S,Λ
σ .
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On note RepΛ(G) la catégorie abélienne des représentations lisses de G à coefficients
dans Λ. Notons Rep0Λ(G) la sous-catégorie des représentations de niveau 0, c’est-à-dire la
sous-catégorie découpée par le système d’idempotents (e+x )x∈BT0 .
Soit S = (Sσ)σ∈BT un système 0-cohérent, il définit alors un système (eS,Λσ )σ∈BT
0-cohérent et forme donc, d’après le théorème 1.1.0.2, une catégorie RepSΛ(G).
1.2.3.3 Définition. Soient S1 = (S1σ)σ∈BT et S2 = (S2σ)σ∈BT deux systèmes de classes de
conjugaison. On définit alors S1∪S2 := (S1σ∪S2σ)σ∈BT et S1∩S2 := (S1σ∩S2σ)σ∈BT. On dit que
S2 ⊆ S1 si pour tout σ ∈ BT S2σ ⊆ S1σ. Enfin, si S2 ⊆ S1, on note S1\S2 := (S1σ\S2σ)σ∈BT.
1.2.3.4 Lemme. Soient S1 et S2 deux systèmes 0-cohérents tels que S1 ∩ S2 = ∅. Alors
les catégories RepS
1
Λ (G) et Rep
S2
Λ (G) sont orthogonales.
Démonstration. Soit V un objet de RepS
1
Λ (G). Nous devons montrer que pour tout sommet
de l’immeuble x, on a eS2x V = 0. Fixons un tel x. Par définition V =
∑
y∈BT0 e
S1
y V , donc
eS2x V =
∑
y∈BT0 e
S2
x e
S1
y V . Soit y ∈ BT0. Comme (eS
1
σ )σ∈BT est 0-cohérent, on sait par
1.1.0.6 que e+x eS
1
y = e
S1
x e
S1
y et on a que
eS
2
x e
S1
y = e
S2
x e
+
x e
S1
y = e
S2
x e
S1
x e
S1
y .
Or si s et s′ sont deux éléments distincts de (G∗x)ss d’ordre inversible dans Λ, e
s,Λ
x e
s′,Λ
x = 0
donc eS2x eS
1
x = 0 et on a le résultat.
1.2.3.5 Proposition. Soient S1, · · · ,Sn des systèmes 0-cohérents tels que Si ∩ Sj = ∅ si
i 6= j et ⋃ni=1 Si = ((G∗σ)ss,Λ)σ∈BT. Alors la catégorie de niveau 0 se décompose en
Rep0Λ(G) =
n∏
i=1
RepS
i
Λ (G).
Démonstration. D’après le lemme 1.2.3.4 nous savons déjà que les catégories RepS
i
Λ (G) sont
deux à deux orthogonales. Prenons maintenant V un objet de Rep0Λ(G). Par définition,
V =
∑
x∈BT0 e
+
x V . Fixons un sommet x ∈ BT0. D’après 1.2.1.1, on a e+x =
∑
s∈(G∗x)ss e
s,Q`
x .
Ainsi e+x =
∑n
i=1 e
Si
x . On en déduit que
V =
∑
x∈BT0
e+x V =
∑
x∈BT0
n∑
i=1
eS
i
x V =
n∑
i=1
 ∑
x∈BT0
eS
i
x V
 .
Or
∑
x∈BT0 e
Si
x V est un objet de Rep
Si
Λ (G) d’après [MS10] proposition 3.2, d’où le résultat.
1.3 Paramètres de l’inertie modérés
Dans toute cette section on suppose de plus que G est Fnr-déployé. Cela signifie que G
est une forme intérieure d’un groupe non-ramifié. On souhaite obtenir une décomposition
de Rep0Λ(G) indexée par les paramètres de l’inertie modérés φ. Pour cela on construit un
procédé permettant d’associer à chaque φ un système de classes de conjugaison 0-cohérent.
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1.3.1 Classes de conjugaison dans G∗
Commençons par définir les paramètres de l’inertie modérés et montrons que l’on peut
décrire ceux-ci en terme de classes de conjugaison semi-simples dans G∗.
Soit I un sous-groupe de WF . On appelle Φ(I, LG) l’ensemble des classes de Ĝ-
conjugaison des morphismes continus I → LG(Q`) (où Q` est muni de la topologie discrète)
qui admettent une extension à un L-morphisme de Φ(LG). Dans ce qui suit nous allons
nous intéresser principalement aux paramètres de Langlands inertiels Φ(IF , LG).
1.3.1.1 Définition. Si I contient PF , l’inertie sauvage, on dit qu’un paramètre φ ∈ Φ(I, LG)
est modéré s’il est trivial sur PF , et on note Φm(I, LG) pour l’ensemble des paramètres de
I modérés.
Intéressons nous à Φm(IF , LG). Comme IF /PF est procyclique de pro-ordre premier à
p un morphisme continu IF /PF → Ĝ(Q`) est donné par le choix d’un élément s d’ordre
fini premier à p. Nous avons la décomposition WF /PF = (IF /PF ) o 〈Frob〉, où pour
x ∈ (IF /PF ), Frob−1x Frob = xq. Un paramètre de Langlands doit envoyer Frob sur fϑ̂
où f est un élément semi-simple de Ĝ(Q`). Un tel morphisme s’étend donc à WF /PF
si Ad(f) ◦ ϑ̂ ◦ sq = s, où Ad(f) désigne la conjugaison par f . Ainsi à un paramètre
inertiel modéré φ ∈ Φm(IF , LG) on peut associer une classe de conjugaison semi-simple
dans Ĝ(Q`) stable sous ϑ̂ ◦ ψ où ψ est l’élévation à la puissance q-ième. On a donc une
application Φm(IF , LG)→ ((Ĝ(Q`))ss)ϑ̂◦ψ. Or nous savons que (T̂(Q`)/W ) ∼−→ (Ĝ(Q`))ss,
oùW := N(T)/T désigne le groupe de Weyl de T, ce qui nous permet de définir l’application
Φm(IF ,
LG) → (T̂(Q`)/W )ϑ̂◦ψ. Réciproquement, prenons un élément de (T̂(Q`)/W )ϑ̂◦ψ.
Ceci nous fournit un élément semi-simple s tel que ϑ̂ ◦ ψ(s) = w · s, où w ∈W . Soit f un
relèvement de w, qui est alors un élément semi-simple, on a alors ϑ̂ ◦ψ(s) = Ad(f)(s), donc
on obtient un φ ∈ Φm(IF , LG). Ceci nous montre que l’on a une correspondance
Φm(IF ,
LG)←→ (T̂(Q`)/W )ϑ̂◦ψ.
Soit s ∈ (T̂(Q`)/W )ϑ̂◦ψ, on peut représenter s par s = (a1, · · · , an), avec ai ∈ Q×`
(T̂ ' Gnm). Soit k ∈ N, par définition on a ϑ̂k(sp
k
) = s dans (T̂(Q`)/W )ϑ̂◦ψ. Comme ϑ̂
est d’ordre fini, disons N , spN = s dans (T̂(Q`)/W )ϑ̂◦ψ. Donc il existe w ∈ W tel que
(ap
N
1 , · · · , ap
N
n ) = w · (a1, · · · , an). Or W est de cardinal fini, donc il existe k ∈ N∗, tel que
(ap
kN
1 , · · · , ap
kN
n ) = (a1, · · · , an). Ainsi ∀i ∈ {1, · · · , n}, ap
kN−1
i = 1. Les ai sont donc des
racines p′-ièmes de l’unité (racines de l’unité d’ordre premier à p).
Notre groupe G étant Fnr-déployé, il possède une forme intérieure non-ramifiée. Cette
dernière permet de définir sur G∗, le groupe dual de G sur k, une k-structure (et donc
un Frobenius F) en choissant un sommet hyperspécial dans l’immeuble. Le choix d’un
système compatible de racines de l’unité (que l’on a fixé au début dans les notations) permet
d’identifier
(T̂(Q`)/W )ϑ̂◦ψ ←→ (T∗(k)/W )ϑ̂◦ψ.
(Nous rappelons que T̂ désigne le dual de T sur Q` et T∗ celui sur k. Ainsi T̂(Q`) =
X∗(T)⊗Q×` et T∗(k) = X∗(T)⊗ k×.)
Or l’action de ϑ̂ ◦ ψ sur T∗(k) correspond à l’action du Frobenius F (voir annexe B, ici
ϑ̂ = τ−1X ). Ainsi
(T∗(k)/W )ϑ̂◦ψ = (T∗(k)/W )F ←→ (G∗(k)ss)F.
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En résumé nous avons montré
1.3.1.2 Proposition. La discussion précédente nous fournit une identification :
Φm(IF ,
LG)←→ ((G∗(k))ss)F.
Dans le but d’étudier les représentations à coefficients dans Z` nous avons besoin de
restreindre Φm(IF , LG). Introduisons I
(`)
F := ker{IF → Z`(1)} qui est le sous-groupe fermé
maximal de IF de pro-ordre premier à `. Sous l’identification de la proposition 1.3.1.2,
Φm(I
(`)
F ,
LG) correspond aux s ∈ (G∗(k))ss)F d’ordre premier à `.
Pour unifier les notations, notons IΛF qui vaut IF si Λ = Q` et I
(`)
F si Λ = Z`. On obtient
alors
1.3.1.3 Proposition. L’identification de la proposition 1.3.1.2 se restreint en :
Φm(I
Λ
F ,
LG)←→ {s ∈ (G∗(k))ss)F, s d’ordre inversible dans Λ}.
1.3.2 Classes de conjugaison dans les quotients réductifs des groupes
parahoriques
Nous venons de voir que l’on pouvait identifier les paramètres de l’inertie modérés avec
des classes de conjugaison semi-simples dans G∗. Pour obtenir des systèmes 0-cohérents
nous avons besoin de classes de conjugaison dans les quotients réductifs des groupes para-
horiques. Nous construisons alors dans cette section un système d’applications compatibles
((G∗σ)ss)F → (G∗(k)ss)F, pour σ ∈ BT.
Soit S un tore déployé maximal, tel que σ ∈ A(S, F ), où A(S, F ) est l’appartement
associé à S dans BT. Notons T un F -tore maximal Fnr-déployé contenant S (qui existe
par [BT84] 5.1.12). De plus par [Tit79] 2.6.1 A(S, F ) = BT∩A(T, Fnr). Notons σ1 l’image
canonique de σ dans BT(Fnr).
Notons W˜ le groupe de Weyl étendu de G(Fnr), W = N(T)/T, le groupe de Weyl de
G(Fnr) et Wσ1 le groupe engendré par les réflexions des hyperplans contenant σ1 dans
BT(Fnr). Nous avons W˜ = W n T/◦T , où ◦T désigne le sous-groupe borné maximal de
T . De plus Wσ1 est un sous-groupe de W , on a donc une application Wσ1 → W˜ →W . Le
noyau du morphisme W˜ = W n T/◦T → W est un groupe sans torsion. Or Wσ1 est un
groupe fini donc l’application Wσ1 →W est injective et nous permet de voir Wσ1 comme
un sous-groupe de W .
Par [Tit79] 3.4.3, Gσ1 est obtenu à partir de Gσ par changement de base. En particulier
Gσ1 = Gσ ×k k.
Le tore S (resp. T) se prolonge en un tore de Gσ, Sσ (resp. Tσ), défini sur oF de fibre
générique Sσ,k = S (resp. Tσ,k = T ). Notons Sσ (resp Tσ) la fibre spéciale de Sσ (resp Tσ).
Alors Tσ est un tore maximal de Gσ défini sur k. De plus on a que Tσ1 = Tσ ×k k.
Le groupe des caractères de Tσ1 , X∗(Tσ1), est canoniquement isomorphe à X = X∗(T),
on les identifiera désormais. De plus, par [Tit79] 3.5.1, le groupe de Weyl de Gσ1 associé à
Tσ1 est Wσ1 . L’action de Wσ1 sur X∗(Tσ1) coïncide avec l’action de l’image de Wσ1 →W
sur X∗(T).
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On obtient alors :
((G∗σ)ss)
F ' (T∗σ/Wσ1)F '
(
(X ⊗Z k×)/Wσ1
)F
.
Le morphisme Wσ1 →W induit(
(X ⊗Z k×)/Wσ1
)F → ((X ⊗Z k×)/W)F .
Et de même que précédemment, on a un isomorphisme(
(X ⊗Z k×)/W
)F ' (G∗(k)ss)F.
On vient donc de construire une application
ψ˜σ : ((G
∗
σ)ss)
F → (G∗(k)ss)F.
1.3.2.1 Lemme. L’application ψ˜σ est indépendante du choix du tore S.
Démonstration. Soit S′ un autre tore déployé maximal tel que σ ∈ A(S′). Nous utiliserons
la notation ’ pour les éléments se rapportant à S′.
D’après [BT84] 4.6.28, G◦σ1 permute transitivement les appartements de BT(F
nr) conte-
nant σ1. Ainsi, T et T′ sont conjugués par un élément g ∈ G◦σ1 , c’est-à-dire T′ = gTg−1.
Comme T et T′ sont deux F -tores, g vérifie que g−1F(g) ∈ N(G,T), le normalisateur de T
dans G. La conjugaison par g, Ad(g), induit alors un isomorphisme X −→ X ′ := X∗(T′).
De plus comme elle envoie A(T, Fnr) sur A(T′, Fnr) et que les morphismes Wσ1 −→W et
W ′σ1 −→W ′ sont définis à partir des racines, on a le diagramme commutatif
Wσ1
//
Ad(g)

W
Ad(g)

W ′σ1 //W
′
et donc le diagramme commutatif(
(X ⊗Z k×)/Wσ1
)F
//
Ad(g)

(
(X ⊗Z k×)/W
)F
Ad(g)
(
(X ′ ⊗Z k×)/W ′σ1
)F
//
(
(X ′ ⊗Z k×)/W ′
)F
L’application G◦σ1 → Gσ envoie g sur un élément que l’on note g. De plus nous savons
que l’action par conjugaison par g qui envoie X∗(Tσ) sur X∗(T’σ) coïncide avec l’action
par conjugaison par g qui envoie X sur X ′.
La conjugaison par g ∈ Gσ d’un coté et par g ∈ G de l’autre, induit les deux diagrammes
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commutatifs suivants (lemme A.2) :
((G∗σ)ss)F
∼ //
(
(X ⊗Z k×)/Wσ1
)F
Ad(g)

((G∗σ)ss)F
∼ //
(
(X ′ ⊗Z k×)/W ′σ1
)F
(
(X ⊗Z k×)/W
)F
Ad(g)

∼ // (G∗(k)ss)F
(
(X ′ ⊗Z k×)/W ′
)F ∼ // (G∗(k)ss)F
On obtient alors que le diagramme suivant commute :
((G∗σ)ss)F
∼ //
(
(X ⊗Z k×)/Wσ1
)F
//
Ad(g)

(
(X ⊗Z k×)/W
)F
Ad(g)

∼ // (G∗(k)ss)F
((G∗σ)ss)F
∼ //
(
(X ′ ⊗Z k×)/W ′σ1
)F
//
(
(X ′ ⊗Z k×)/W ′
)F ∼ // (G∗(k)ss)F
Ce qui nous montre le résultat.
1.3.3 Classes de conjugaison dans un groupe fini
La partie précédente nous fournit des classes de conjugaison semi-simples géométriques
d’un groupe réductif connexe fini. Nous sommes plus intéressé par des classes de conjugaison
rationnelles. On rappelle alors ici le lien entre les deux.
Dans cette sous-section G désigne un groupe réductif connexe défini sur k. Pour un
élément semi-simple x ∈ G, on note [x] sa classe de conjugaison, [x] ∈ Gss.
1.3.3.1 Lemme. Soit s ∈ (Gss)F. Alors il existe x ∈ G := GF tel que s = [x].
Démonstration. s = [y] avec y ∈ G. La classe de conjugaison s étant F-stable, il existe g ∈ G
tel que F(y) = g−1yg. L’application de Lang, Lan : G→ G définie par Lan(g) = g−1F(g)
est surjective d’après [CE04] Théorème 7.1. Ainsi, il existe h ∈ G tel que g = h−1F(h).
Alors
F(hyh−1) = F(h)F(y)F(h)−1 = F(h)g−1ygF(h)−1 = hyh−1
Ainsi x = hyh−1 convient.
1.3.3.2 Corollaire. L’application Gss  (Gss)F est surjective.
1.3.4 Systèmes 0-cohérents de classes de conjugaison associés aux para-
mètres de l’inertie modérés
On met bout à bout les résultats des sous-sections précédentes pour obtenir une
application qui à un paramètre inertiel modéré associe un système de classes de conjugaison
0-cohérent.
En composant la proposition 1.3.3.2, l’application ψ˜σ et la proposition 1.3.1.2, on obtient
une application
ψσ : (G
∗
σ)ss −→ ((G∗σ)ss)F ψ˜σ−→ (G∗(k)ss)F ∼−→ Φm(IF , LG).
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Soient σ, ω ∈ BT tels que σ ≤ ω. Nous avons vu que Gω est un Levi de Gσ. Ceci nous
donne donc, comme dans la section 1.2.1, une application ϕ∗ω,σ : (G
∗
ω)ss → (G∗σ)ss.
1.3.4.1 Lemme. Soient σ, ω ∈ BT tels que σ ≤ ω. Alors
ψω = ψσ ◦ ϕ∗ω,σ
Démonstration. Wω1 est le groupe engendré par les réflexions des hyperplans contenant ω1
où ω1 est l’image canonique de ω dans BT(Fnr). Or σ1 ≤ ω1, donc un hyperplan contenant
ω1 contient aussi σ1 et Wω1 est un sous-groupe de Wσ1 . Ainsi le diagramme commutatif
Wω1
//

W
Wσ1
==
induit le diagramme commutatif(
(X ⊗Z k×)/Wω1
)F
//

(
(X ⊗Z k×)/W
)F
(
(X ⊗Z k×)/Wσ1
)F
66
D’où la commutativité de
(G∗ω)ss //
ϕ∗ω,σ

((G∗ω)ss)F
∼ //
ϕG∗ω,G∗σ

(
(X ⊗Z k×)/Wω1
)F
//

(
(X ⊗Z k×)/W
)F
(G∗σ)ss // ((G
∗
σ)ss)
F ∼ //
(
(X ⊗Z k×)/Wσ1
)F
66
et on a le résultat voulu.
Soient g ∈ G et σ ∈ BT, nous avons déjà vu (au début de la section 1.2.3) que la
conjugaison par g induisait deux applications
ϕ∗g,σ : (G
∗
σ)ss −→ (G∗gσ)ss,
ϕ∗g,σ : ((G
∗
σ)ss)
F −→ ((G∗gσ)ss)F.
1.3.4.2 Lemme. Soient g ∈ G et σ ∈ BT alors
ψσ = ψgσ ◦ ϕ∗g,σ.
Démonstration. Soit S un tore déployé maximal tel que σ ∈ A(S). Alors si l’on pose
S′ = Ad(g)(S), S′ est un tore déployé maximal tel que gσ ∈ A(S′). La conjugaison par g
induit un isomorphisme de X vers X ′. Le lemme A.1 nous donne le diagramme commutatif
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suivant :
((G∗σ)ss)F
∼ //
ϕ∗g,σ

(
(X ⊗Z k×)/Wσ1
)F
Ad(g)

((G∗gσ)ss)F
∼ //
(
(X ′ ⊗Z k×)/Wgσ1
)F
La conjugaison par g envoie les racines affines pour S s’annulant sur σ1 sur les racines
affines pour S′ s’annulant sur gσ1. On a donc le diagramme commutatif suivant
Wσ1
//
Ad(g)

W
Ad(g)

Wgσ1
//W ′
et (
(X ⊗Z k×)/Wσ1
)F
//
Ad(g)

(
(X ⊗Z k×)/W
)F
Ad(g)
(
(X ′ ⊗Z k×)/Wgσ1
)F
//
(
(X ′ ⊗Z k×)/W ′
)F
Enfin la conjugaison par g étant un isomorphisme intérieur sur G, le diagramme ci-
dessous commute (lemme A.2)
(
(X ⊗Z k×)/W
)F
Ad(g)

∼ // (G∗(k)ss)F
(
(X ′ ⊗Z k×)/W ′
)F ∼ // (G∗(k)ss)F
Mis bout à bout ces diagrammes donnent la commutativité de
(G∗σ)ss //
ϕ∗g,σ

((G∗σ)ss)F
∼ //
ϕ∗g,σ

(
(X ⊗Z k×)/Wσ1
)F
//
Ad(g)

(
(X ⊗Z k×)/W
)F ∼ //
Ad(g)

(G∗(k)ss)F
(G∗gσ)ss // ((G
∗
gσ)ss)
F ∼ //
(
(X ′ ⊗Z k×)/Wgσ1
)F
//
(
(X ′ ⊗Z k×)/W ′
)F ∼ // (G∗(k)ss)F
ce qui finit la preuve.
Construisons maintenant un système 0-cohérent de classes de conjugaison.
1.3.4.3 Définition. Soient φ ∈ Φm(IΛF , LG) et σ ∈ BT. On définit le système de classes
de conjugaison Sφ = (Sφ,σ)σ∈BT par
Sφ,σ = ψ−1σ (φ).
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1.3.4.4 Proposition. Soit φ ∈ Φm(IΛF , LG). Le système Sφ est 0-cohérent.
Démonstration. La condition 1. de 1.2.3.1 est vérifiée par 1.3.4.2 et la condition 2. par
1.3.4.1.
Ainsi par la proposition 1.2.3.5, si l’on note RepφΛ(G) := Rep
Sφ
Λ (G), alors
1.3.4.5 Théorème. Soit G un groupe réductif connexe défini sur F et Fnr-déployé. Alors
la catégorie de niveau 0 se décompose en
Rep0Λ(G) =
∏
φ∈Φm(IΛF ,LG)
RepφΛ(G).
Notons que si G est quasi-déployé alors il est non-ramifié et possède donc un sommet
hyperspécial o. Dans ce cas, l’application ψ˜o est bijective, donc ψo est surjective et Rep
φ
Λ(G)
est non vide pour tout φ ∈ Φm(IΛF , LG). Cependant, lorsque G n’est pas quasi-déployé, les
catégories RepφΛ(G) peuvent être vides. Nous devons rajouter une condition de "relevance"
pour avoir RepφΛ(G) non vide, ce que nous détaillerons dans la partie 1.4.3.
1.4 Propriétés de RepφΛ(G)
Fixons dans toute cette section un paramètre inertiel modéré φ ∈ Φm(IΛF , LG). Le but
de cette section est d’étudier quelques propriétés vérifiées par RepφΛ(G). Rappelons qu’à
φ nous avons associé dans la partie 1.3.4 un système 0-cohérent de classes de conjugaison
Sφ, qui permet de définir eφ = (eφ,x)x∈BT0 un système 0-cohérent d’idempotents défini par
eφ,x =
∑
s∈Sφ,x e
s,Λ
x .
1.4.1 Lien entre les décompositions sur Z` et Q`
Au vu de la construction de RepφΛ(G) il est assez simple de comprendre le lien entre
Λ = Z` et Λ = Q` ce que nous faisons ici.
Considérons ici que φ ∈ Φm(I(`)F , LG). Soit x ∈ BT0 et notons S ′φ,x l’ensemble des
s′ ∈ (G∗x)ss dont s la partie `-régulière de s′ est dans Sφ,x. Alors par construction, eφ,x =∑
s∈Sφ,x e
s,Z`
x =
∑
s′∈S′φ,x e
s,Q`
x . Prenons s′ ∈ (G∗x)ss et nommons φ′ ∈ Φm(IF , LG) le
paramètre inertiel qui lui est associé, c’est-à-dire φ′ := ψx(s′). Soit s ∈ Sφ,x (donc ψx(s) = φ),
s est la partie `-régulière de s′ si et seulement si φ′|I(`)F
∼ φ. Le lien entre les décompositions
sur Z` et Q` est alors clair
1.4.1.1 Proposition. Soit φ ∈ Φm(I(`)F , LG), alors
RepφZ`
(G) ∩ RepQ`(G) =
∏
φ′
Repφ
′
Q`
(G)
où le produit est pris sur les φ′ ∈ Φm(IF , LG) tels que φ′|I(`)F ∼ φ.
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1.4.2 Représentations irréductibles de RepφΛ(G)
Nous souhaitons dans cette partie décrire les représentations irréductibles qui sont dans
RepφΛ(G).
Soit T un tore maximal non-ramifié de G (T est un F -tore Fnr-déployé maximal de G).
Nommons T0 le tore de référence utilisé pour définir ϑ̂ et Ĝ. Le tore T étant non-ramifié
il existe g ∈ Gnr tel que Tnr = gTnr0 . Dans ce cas g−1F(g) ∈ N(Tnr0 , Gnr) et définit un
élément w ∈ W . Ainsi LT ' 〈wϑ̂〉n T̂0(Q`). Le choix d’un relèvement w˙ ∈ N(T̂0, Ĝ) de
w permet alors de définir un plongement LT ↪→ LG par T̂0(Q`) ⊆ Ĝ(Q`) et wϑ̂ 7→ (w˙, ϑ̂).
Ce plongement dépend (même à Ĝ(Q`)-conjugaison près) du choix du relèvement de w. Il
induit cependant une application
ι : Φm(IF ,
LT)→ Φm(IF , LG)
qui elle est indépendante des choix effectués car les paramètres inertiels sont à valeurs dans
T̂0(Q`) (ou Ĝ(Q`)).
Soit φT ∈ Φm(IF , LT). Notons X := X∗(T). Nous avons vu dans les sections 1.3.2
et 1.3.1 que l’on a une bijection Φm(IF , LT) ' (X ⊗Z k×)F. Soit x ∈ A(T, Fnr) ∩ BT0.
Nous savons que l’on a également un isomorphisme (X ⊗Z k×)F ' (T∗x)F ' Hom(TFx,Q×` ).
On associe donc à φT de manière bijective un caractère θT : T
F
x → Q×` , qui se relève en
un caractère de niveau 0 : θT : 0TF → Q×` . L’association qui à φT donne θT est alors la
correspondance de Langlands locale pour les tores restreinte à l’inertie.
1.4.2.1 Théorème. Soit pi ∈ IrrQ`(G). Alors pi ∈ Rep
φ
Q`
(G) si et seulement s’il existe
T un tore maximal non-ramifié de G, φT ∈ Φm(IF , LT) et x ∈ A(T, Fnr) ∩ BT0 tels
que ι(φT) ∼ φ et 〈piG+x ,RGxTx(θT)〉 6= 0 (où pi
G+x est vue comme une représentation de
Gx ' G◦x/G+x et RGxTx désigne l’induction de Deligne-Lusztig).
Démonstration. Par définition de RepφQ`
(G), comme pi est une représentation irréductible,
pi ∈ RepφQ`(G) si et seulement s’il existe x ∈ BT0 tel que eφ,xpi
G+x 6= 0. Soit x ∈ BT0,
alors par construction eφ,xpiG
+
x 6= 0 est équivalent à l’existence d’une classe de conjugaison
rationnelle semi-simple s ∈ Sφ,x telle que eGxs,Q`pi
G+x 6= 0. Soit Tx un k-tore maximal de
Gx tel que s ∈ (T∗x)F. Relevons Tx en T un tore maximal non-ramifié de G. Nous avons
que Φm(IF , LT) ' (X ⊗Z k×)F ' (T∗x)F et donc s correspond à φT un paramètre inertiel
modéré de T. La discussion qui précède le théorème montre que s est également associé au
caractère θT : T
F
x → Q×` . La section 1.2.1 nous dit alors que eGxs,Q`pi
G+x 6= 0 si et seulement si
〈piG+x ,RGx
Tx
(θT)〉 6= 0.
On vient donc de montrer que pi ∈ RepφQ`(G) si et seulement s’il existe T un tore
maximal non-ramifié de G, x ∈ A(T, Fnr) ∩ BT0, φT ∈ Φm(IF , LT) correspondant à
s ∈ Sφ,x tels que 〈piG+x ,RGxTx(θT)〉 6= 0. Pour achever la preuve du théorème il ne nous reste
donc qu’à montrer que φ = ι(φT). Or cela découle du diagramme commutatif suivant
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(T∗x)F

// (G∗x)ss

(X ⊗Z k×)F

//
(
(X ⊗Z k×)/Wx
)F

(X ⊗Z k×)F //
∼

(
(X ⊗Z k×)/W
)F
∼

(T∗(k))F //
∼

(G∗(k)ss)F
∼

Φm(IF ,
LT) ι // Φm(IF , LG)
Notons que le théorème précédent n’est énoncé que pour Λ = Q` puisque l’on peut
en déduire une description de IrrQ`(G) ∩ Rep
φ
Z`
(G) grâce à la proposition 1.4.1.1. Notons
également que pour Λ = Z`, les objets simples de RepφZ`(G) sont
1. Les objets simples de caractéristique 0 qui sont les pi ∈ IrrQ`(G) ∩ Rep
φ
Z`
(G) qui ne
sont pas entières.
2. Les objets simples de caractéristique ` qui sont les sous-quotients simples des
réductions modulo ` des pi ∈ IrrQ`(G) ∩ Rep
φ
Z`
(G) qui sont entières (voir le lemme
6.8 de [Dat05], les hypothèses peuvent être supprimées ici car on est en niveau 0).
1.4.3 Condition de relevance
Nous avons noté précédemment que si G n’est pas quasi-déployé alors les catégories
RepφΛ(G) peuvent être vides. Nous allons montrer dans cette partie que Rep
φ
Λ(G) est non
vide si et seulement si φ est relevant, au sens suivant
1.4.3.1 Définition. Soit φ ∈ Φ(IΛF , LG) un paramètre inertiel. On dit que φ est relevant
s’il existe ϕ′ ∈ Φ(LG) une extension de φ à W ′F qui est relevant, c’est-à-dire que si l’image
de ϕ′ est contenue dans un Levi de LG alors ce dernier est relevant (au sens de [Bor79] 3.4).
Soit ϕ ∈ Φ(WF , LG) et posons φ := ϕ|IΛF . Pour w ∈ WF , l’action par conjugaison
de ϕ(w) normalise φ(IΛF ) donc normalise également CĜ(φ)
◦, le centralisateur connexe de
l’image de φ dans Ĝ. On définit alors
Mϕ := CLG(Z(CĜ(φ)◦)ϕ(WF ),◦)
qui est un Levi de LG dont la partie connexe est Mϕ := CĜ(Z(CĜ(φ)
◦)ϕ(WF ),◦).
1.4.3.2 Lemme. Soit ϕ ∈ Φ(WF , LG). Alors toute extension ϕ′ ∈ Φ(LG) de ϕ à W ′F se
factorise par Mϕ. De plus il existe un ϕ′ ∈ Φ(LG) étendant φ := ϕ|IF ne se factorisant
par aucun sous Levi propre deMϕ.
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Démonstration. Ici, on écrira plutôt W ′F sous la forme WF × SL2. On prendra garde
cependant à prendre la bonne "restriction" de WF × SL2 à WF qui est donnée par le
plongement WF ↪→WF × SL2, w 7→ (w, diag(|w|1/2, |w|−1/2)). Néanmoins, cela ne fait pas
de différence lorsque l’on prend les restrictions à l’inertie.
Prenons ϕ′ ∈ Φ(LG) une extension de ϕ. Par définitionMϕ contient ϕ(WF ). De plus,
ϕ′(SL2) est contenue dans CĜ(φ)
◦ donc ϕ′(SL2) ⊆Mϕ et par conséquent ϕ′(W ′F ) ⊆Mϕ.
Construisons maintenant un ϕ′ ne se factorisant par aucun sous Levi propre deMϕ.
Un Levi minimal deMϕ factorisant ϕ′ est obtenu en prenant le centralisateur dansMϕ
d’un tore maximal de CMϕ(ϕ′)◦. Ainsi pour prouver la propriété demandée, il nous suffit
de fabriquer un ϕ′ tel que CMϕ(ϕ′)◦ ⊆ Z(Mϕ).
Soit φ ∈ Φ(IF , LG). Prenons ϕ étendant φ tel que l’automorphisme semi-simple θ de
conjugaison par ϕ(Frob) préserve un épinglage (CĜ(φ)
◦,B,T, {xα}α∈∆) de CĜ(φ)◦. On
définit ϕ′|WF = ϕ (ici on considère la restriction naïve de WF ×SL2 à WF ) et ϕ′| SL2 : SL2 →
CĜ(ϕ)
◦ le morphisme principal de SL2 à valeur dans CĜ(ϕ)
◦ associé à l’épinglage choisi.
Nous avons alors que CĜ(ϕ
′)◦ = CCĜ(ϕ)◦(ϕ
′
| SL2)
◦ = Z(CĜ(ϕ)
◦)◦. Pour achever la preuve il
ne reste donc qu’à montrer que Z(CĜ(ϕ)
◦)◦ = Z(CĜ(φ)
◦)ϕ(WF ),◦. En effet, on aura alors
le résultat voulu puisque CMϕ(ϕ′)◦ ⊆ CĜ(ϕ′)◦ = Z(CĜ(φ)◦)ϕ(WF ),◦ ⊆ Z(Mϕ).
Notons que CĜ(φ) = CĜ(ϕ)
θ. Pour simplifier les notations on pose H = CĜ(φ). Il nous
reste donc à prouver que Z(Hθ,◦)◦ = Z(H◦)θ,◦. Calculons les centres ici présents. Nous
avons que Z(H◦) = ∩α∈∆ ker(α) et par conséquent Z(H◦)θ,◦ = ((∩α∈∆ ker(α)) ∩ T θ,◦)◦.
Comme θ préserve un épinglage, on a également grâce au théorème 1.8 (v) de [DM94],
Z(Hθ,◦) = ∩α∈∆/θ ker(α|T θ,◦) = ∩α∈∆/θ ker(α) ∩ T θ,◦, d’où le résultat voulu.
On appelle tore maximal de LG un sous-groupe T de LG qui se surjecte sur 〈ϑ̂〉 et dont
l’intersection T ◦ avec Ĝ est un tore maximal de Ĝ. Pour un tel tore, on notera T̂ := T ◦
sa partie connexe. Nous avons la suite exacte suivante : T̂ ↪→ T  〈ϑ̂〉. Le tore T agit
par conjugaison sur T̂ et donc, on en déduit une action de 〈ϑ̂〉 sur T̂ qui nous permet de
définir une F -structure sur T le dual de T̂. On dira qu’un tore maximal T est relevant si le
plongement T̂ ↪→ Ĝ correspond dualement à un F -plongement T ↪→ G. Enfin, on dira que
T est elliptique dans LG si T n’est contenu dans aucun Levi propreM de LG ou de façon
équivalente si Z(T )◦ = Z(LG)◦.
1.4.3.3 Lemme. SoitM un Levi de LG.
1. SiM contient T , un tore maximal relevant, alorsM est relevant.
2. SiM est relevant et T est un tore maximal elliptique deM alors T est relevant.
Démonstration. 1. (Dat) Notons (M◦)ab l’abélianisé deM◦ qui est un tore. Le groupe
M agit par conjugaison surM◦ donc sur (M◦)ab. Cette action est triviale surM◦
donc nous donne une action de 〈ϑ̂〉 sur (M◦)ab. Le plongement T ◦ →M◦ induit
alors un morphisme 〈ϑ̂〉-équivariant T ◦ → (M◦)ab. On obtient ainsi dualement un
F -plongement S ↪→ T. Si T est relevant, on peut choisir un plongement T ↪→ G
rationnel, et alors CG(S) est un Levi rationnel, dual deM, qui est donc relevant.
2. Le tore T deM nous fournit dualement un plongement T ↪→Mqd, où Mqd est la
forme quasi-déployée de M, un F -sous-groupe de Levi de G dual de M̂. Comme T
est elliptique, le rang déployé de T est le même que celui du centre de Mqd, et par
conséquent T est elliptique. Ainsi, il se plonge dans toutes les formes intérieures de
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Mqd (voir par exemple [Kal16] lemme 3.2.1) donc en particulier dans M et donc T
est relevant.
1.4.3.4 Lemme. Soit ϕ ∈ Φ(WF , LG). Notons φ = ϕ|IF et posons C := CĜ(φ)◦ϕ(WF )
qui est un sous-groupe de LG. Alors il existe T ⊆ C un sous-tore maximal de C tel que
Z(T )◦ = Z(C)◦.
Démonstration. Notons θ la conjugaison par ϕ(Frob) qui est un automorphisme semi-simple
de C := CĜ(φ)
◦. Prenons alors (T̂, B̂) une paire de Borel de CĜ(φ)
◦ stable sous θ (existe
par [Ste68] théorème 7.5). Nous pouvons écrire C sous la forme C := Co 〈θ〉. On forme alors
T := T̂o 〈θ〉 qui est un tore maximal de C. Nous allons modifier T pour le rendre elliptique.
Toute section η de la suite exacte NC(T̂) ↪→ NC(T̂) 〈θ〉 (la notation NC(T̂) signifie le
normalisateur de T̂ dans C et idem pour NC(T̂) avec C) nous permet de définir un tore
maximal Tη par Tη := T̂ · η(〈θ〉). Une section η est donnée par η(θ) = nθθ où nθ ∈ NC(T̂).
On prend alors pour nθ un élément de θ-coxeter, c’est-à-dire un élément du groupe de Weyl
formé en prenant un produit de réflexions simples, une pour chaque orbite sous θ. Il découle
alors du lemme 7.4 (i) de [Spr74] que le tore que l’on obtient est elliptique, ce qui achève la
preuve.
Rappelons nous que dans la section 1.4.2 nous avons fixé un tore maximal de référence
T0, qui nous a permis d’associer à T, un tore maximal non-ramifié de G, un élément w ∈W ,
un tore LT = T̂0 o 〈wϑ̂〉 et un plongement ι : LT ↪→ LG en choisissant un relèvement
w˙ ∈ N(T̂0, Ĝ) de w.
1.4.3.5 Proposition. Soit φ ∈ Φm(IF , LG). Alors les propositions suivantes sont équiva-
lentes :
1. φ est relevant
2. Il existe T un tore maximal non-ramifié de G et φT ∈ Φm(IF , LT) tel que φ ∼ ι◦φT
où ι : LT ↪→ LG
3. RepφQ`
(G) est non vide
Démonstration. L’équivalence (2) ⇔ (3) est donnée par le théorème 1.4.2.1. Montrons
(1)⇔ (2).
Supposons φ relevant. Par définition, il existe ϕ′ : W ′F → LG relevant qui étend φ.
Notons ϕ = ϕ′|WF . Alors le lemme 1.4.3.2 nous dit que Mϕ factorise ϕ′ et est donc un
Levi relevant. Le lemme 1.4.3.4 nous fournit T un tore maximal de C := CĜ(φ)◦ϕ(WF )
tel que Z(T )◦ = Z(C)◦. Comme C ⊆ Mϕ on a également que T est un tore maximal de
Mϕ. Maintenant Z(T )◦ = Z(C)◦ ⊆ Z(Mϕ)◦ et comme T est un tore maximal deMϕ on a
aussi Z(Mϕ)◦ ⊆ Z(T )◦ et par conséquent Z(Mϕ)◦ = Z(T )◦, c’est-à-dire que T est un tore
maximal elliptique deMϕ. Le lemme 1.4.3.3 (2) nous dit alors que T est un tore relevant.
De plus comme T ⊆ C, ce tore factorise φ et l’on a (2).
Supposons maintenant qu’il existe T ⊆ G un tore maximal non-ramifié de G et
φT ∈ Φm(IF , LT) tel que φ ∼ ι ◦ φT . On rappelle que LT = T̂0 o 〈wϑ̂〉. Le paramètre φT
se prolonge en ϕT ∈ Φ(WF , LT) et on pose ϕ = ι ◦ ϕT ∈ Φ(WF , LG) qui est une extension
de φ à WF . Ainsi Im(φ) ⊆ T̂0, donc T̂0 ⊆ CĜ(φ)◦ et donc T̂0 ⊆Mφ. Nous avons également
que w˙ϑ = ϕ(Frob) ∈Mφ. Ainsi ι(LT) ⊆Mφ et le lemme 1.4.3.3 (1) nous dit alors queMφ
est relevant. De plus, le lemme 1.4.3.2 nous construit ϕ′ ∈ Φ(LG) un paramètre étendant φ
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et tel queMϕ soit un Levi minimal contenant son image. CommeMϕ est relevant, on en
déduit que ϕ′ est relevant et donc que φ est relevant.
1.4.3.6 Théorème. Soit φ ∈ Φm(IΛF , LG). Alors RepφΛ(G) est non vide si et seulement si
φ est relevant.
Démonstration. La proposition 1.4.3.5 nous donne le résultat lorsque Λ = Q`. Pour le cas
général, notons que par la proposition 1.4.1.1, RepφΛ(G) est non vide si et seulement s’il
existe φ′ ∈ Φm(IF , LG) tel que φ′|IΛF ∼ φ et Rep
φ
Λ(G) est non vide, si et seulement s’il existe
φ′ ∈ Φm(IF , LG) relevant prolongeant φ, si et seulement si φ est relevant.
1.4.4 Compatibilité à l’induction et à la restriction parabolique
Cette sous-partie à pour but d’étudier le comportement des catégories RepφΛ(G) vis à
vis de l’induction et de la restriction parabolique.
Jusqu’à présent, nous avons considéré l’immeuble de Bruhat-Tits semi-simple, puisque
celui-ci est muni d’une structure de complexe polysimplicial. Cependant dans cette section,
nous souhaitons comparer l’immeuble d’un Levi et celui de G. L’immeuble de Bruhat-
Tits "étendu" semble alors plus approprié. Cela ne fait pas une grosse différence. En effet
nous traitions la structure polysimpliciale de façon purement combinatoire. De plus, les
idempotents eφ,σ auraient très bien pu être définis pour un point quelconque x de l’immeuble,
on aurait alors eu que eφ,x = eφ,σ, où σ est le plus petit polysimplexe contenant x. Ainsi,
dans cette partie seulement, on utilisera l’immeuble de Bruhat-Tits "étendu", que l’on
notera BTe(G).
Soit P un F -sous-groupe parabolique de G de quotient de Levi M défini sur F . Prenons
S un tore déployé maximal de G contenu dans P et notons T son centralisateur dans G.
Il existe alors un unique relèvement de M en un sous-groupe de G contenant T. Notons
ϕ le système de racines de G relativement à S et ϕM ⊆ ϕ celui de M . L’appartement
AeM (S, F ) de BTe(M) relativement à S est égal à Ae := Ae(S, F ) mais en ne gardant que
les murs associés aux racines affines dont la partie vectorielle est dans ϕM . Soit x ∈ A,
alors M◦x = M ∩G◦x et M+x = M ∩G+x (voir [MP96] section 4.3). Rappelons que l’on a déjà
défini Mx 'M◦x/M+x et posons Px l’image de Px := P ∩G◦x dans Gx.
1.4.4.1 Lemme. Px est un sous-groupe parabolique de Gx de quotient de Levi Mx.
Démonstration. Notons ϕP le sous-ensemble de ϕ des racines α telles que P soit engendré
par T et les Uα, α ∈ ϕP . Notons maintenant ϕx (resp. ϕP,x, resp. ϕM,x) les racines affines
passant par x et dont la partie vectorielle est dans ϕ (resp. ϕP , resp. ϕM ). Alors ϕx (resp.
ϕP,x, resp. ϕM,x) est le système de racine de Gx (resp. Px, resp. Mx) relativement à Sx.
Choisissons maintenant une forme linéaire f : X∗(S)→ R telle que ϕP = {α ∈ ϕ, f(α) ≥ 0}
et ϕM = {α ∈ ϕ, f(α) = 0}. Les sous-ensembles ϕP,x et ϕM,x vérifient alors ϕP,x = {α ∈
ϕx, f(α) ≥ 0} et ϕM,x = {α ∈ ϕx, f(α) = 0}, ce qui montre que Px est bien un parabolique
de Gx de quotient de Levi Mx.
Considérons M̂ un dual de M sur Q` muni d’un plongement ι : LM ↪→ LG (voir [Bor79]
section 3.4), qui induit une application Φm(IΛF ,
LM)→ Φm(IΛF , LG).
Commençons par vérifier la compatibilité à la restriction parabolique.
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1.4.4.2 Théorème. Soit φ ∈ Φm(IΛF , LG). Alors pour tout sous-groupe parabolique P de
G ayant pour facteur de Levi M, on a
rGP (Rep
φ
Λ(G)) ⊆
∏
φM
RepφMΛ (G)
où le produit est pris sur les φM ∈ Φm(IΛF , LM) tels que ι ◦ φM ∼ φ et rGP désigne la
restriction parabolique.
Démonstration. Soit V ∈ RepφΛ(G). La restriction parabolique préserve le niveau donc
rGP (V ) ∈ Rep0Λ(M). Il nous suffit donc de montrer que pour x ∈ AeM et φ′ ∈ Φm(IΛF , LM)
tel que ι ◦ φ′ 6= φ, on a eφ′,xrGP (V ) = 0.
Nous avons rGP (V )
M+x ' rGx
Px
(V G
+
x ) (voir [Dat09] propositions 3.1 et 6.2), donc
eφ′,xr
G
P (V )
M+x ' eφ′,xrGxPx (V
G+x ) ' eφ′,xrGxPx (eι◦φ′,x(V
G+x ))
(la dernière égalité provient de 1.2.1.2). Or par hypothèse ι ◦ φ′ 6= φ donc eι◦φ′,x(V G+x ) = 0
d’où le résultat.
Passons maintenant à l’induction parabolique.
1.4.4.3 Théorème. Soit φM ∈ Φm(IΛF , LM) et notons φ ∈ Φm(IΛF , LG) son image par
Φm(I
Λ
F ,
LM)→ Φm(IΛF , LG). Alors pour tout sous-groupe parabolique P de G ayant pour
facteur de Levi M, on a
iGP (Rep
φM
Λ (M)) ⊆ RepφΛ(G)
où iGP désigne l’induction parabolique.
Démonstration. Cela découle du théorème 1.4.4.2 et du fait que rGP est adjoint à gauche de
iGP .
1.4.4.4 Proposition. Soit φ ∈ Φm(IΛF , LG). Alors si φ est discret (c’est-à-dire ne se
factorise pas par un Levi rationnel propre) toutes les représentations de RepφΛ(G) sont
cuspidales et toutes les représentations irréductibles de RepφΛ(G) sont supercuspidales.
De plus, si G est quasi-déployé, on a la réciproque pour la cuspidalité, c’est-à-dire que
φ est discret si et seulement si RepφΛ(G) ne contient que des cuspidales.
Démonstration. La cuspidalité découle immédiatement du théorème 1.4.4.2. Pour la super-
cuspidalité, remarquons que si φ est discret, alors le théorème 1.4.4.3 montre qu’une induite
n’as pas de composante dans RepφΛ(G) et donc n’a pas de sous-quotient irréductible dans
RepφΛ(G).
Maintenant si G est quasi-déployé et que φ n’est pas discret, alors RepφΛ(G) contient
des induites d’après le théorème 1.4.4.3 (nous utilisons l’hypothèse quasi-déployé pour dire
que ces facteurs sont non-nuls).
SiG n’est pas quasi-déployé l’équivalence peut être fausse, comme le montre l’exemple de
G = D× oùD est une F -algèbre à division de dimension finie. Alors toutes les représentations
sont cuspidales, en particulier Rep1Λ(G) ne contient que des cuspidales.
Avoir φ discret n’est pas une condition nécessaire pour avoir des cuspidales (supercuspi-
dales) dans RepφΛ(G). En effet, toute cuspidale unipotente se retrouvera dans Rep
1
Λ(G).
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Soit φM ∈ Φm(IΛF , LM) et posons φ = ι ◦ φM ∈ Φm(IΛF , LG). Nous venons de voir que
iGP réalise un foncteur
iGP : Rep
φM
Λ (M) −→ RepφΛ(G).
La catégorie RepφMΛ (M) est un facteur direct de Rep
0
Λ(M), on a donc un foncteur eφM :
Rep0Λ(M)→ RepφMΛ (M). Définissons rG,φMP := eφM ◦rGP , de sorte que rG,φMP soit un foncteur
rG,φMP : Rep
φ
Λ(G) −→ RepφMΛ (M).
1.4.4.5 Lemme. Le foncteur rG,φMP est adjoint à gauche de i
G
P .
Démonstration. Soient V ∈ RepφΛ(G) et W ∈ RepφMΛ (M). Nous savons déjà que rGP est
adjoint à gauche de iGP , donc Hom(r
G
P (V ),W ) = Hom(V, i
G
P (W )). Maintenant Rep
φM
Λ (M)
est un facteur direct de Rep0Λ(M) de sorte que Hom(rGP (V ),W ) = Hom(r
G,φM
P (V ),W ) et
on a le résultat.
1.4.4.6 Théorème. Notons CĜ(φ) le centralisateur dans Ĝ de l’image de φ. Alors si
CĜ(φ) ⊆ ι(M̂) la paire de foncteurs adjoints (iGP , rG,φMP ) réalise une équivalence de catégories
entre RepφMΛ (M) et Rep
φ
Λ(G).
Démonstration. Soit V ∈ RepφMΛ (M). Par adjonction, nous avons une application rGP iGP (V )→
V . Le lemme géométrique nous dit qu’elle est surjective et que son noyau W , admet une fil-
tration dont les composantes du gradué associé sont isomorphes à (iMM∩wP ◦w◦rMw−1P∩M )(V ),
où w parcourt un ensemble WP de représentants particuliers dans G des doubles classes
WM\W/WM ne contenant pas la classe triviale (WM est le groupe de Weyl de M). Nous
souhaitons montrer que eφM (W ) = 0.
Prenons donc w ∈ WP et montrons que
eφM ((i
M
M∩wP ◦ w ◦ rMw−1P∩M )(V )) = 0.
Identifions les paramètres inertiels avec des classes de conjugaison semi-simples F-stables.
Ainsi φM correspond à s ∈ (M∗ss)F et on note RepsΛ(M) pour RepφMΛ (M). Par le théorème
1.4.4.2
rMw−1P∩M (V ) ∈
n∏
i=1
RepsiΛ (
w−1M ∩M)
où {s1, · · · , sn} est l’image réciproque de {s} par l’application ((w−1M ∩M)∗ss)F → (M∗ss)F.
Donc
w ◦ rMw−1P∩M (V ) ∈
n∏
i=1
Rep
wsi
Λ (M ∩ wM).
Enfin par le théorème 1.4.4.3
(iMM∩wP ◦ w ◦ rMw−1P∩M )(V ) ∈
m∏
i=1
ReptiΛ(M)
où {t1, · · · , tm} est l’image de {ws1, · · · ,wsn} par l’application ((M ∩ wM)∗ss)F → (M∗ss)F.
On veut donc montrer qu’aucun des ti n’est égal à s. Supposons le contraire et que
l’on ait un i tel que ti = s. Par construction, ti est dans l’une des classes de conjugaison
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sur M∗ des w(sj), donc il existe g ∈ M∗ et j ∈ {1, · · · , n} tels que ti = gw(sj). De même
par construction des sj , il existe h ∈ M∗ tel que sj = hs. Donc s = ti = gwh(s) et
gwh ∈ CG∗(s) ⊆ M∗ (par hypothèse), ce qui est absurde car w /∈ M∗. Ceci nous montre
que eφM (W ) = 0 et donc que r
G,φM
P ip(V )
∼→ V est un isomorphisme.
Montrons maintenant que le foncteur rG,φMP est conservatif. Ceci nous permettra de
conclure grâce au lemme 1.4.4.7 ci-dessous. Comme les catégories considérées sont abéliennes
et que rG,φMP est exact, il nous suffit de montrer que si V 6= 0 alors rG,φMP (V ) 6= 0.
Prenons donc V ∈ RepφΛ(G) tel que V 6= 0. Il existe x ∈ Ae tel que eφ,xV 6= 0. Notons
s ∈ (M∗ss)F la classe de conjugaison semi-simple correspondant à φM . Comme eφ,xV 6= 0,
il existe sx ∈ (M∗x)ss dont l’image par (M∗x)Fss → (M∗ss)F est s et telle que eGxsx,ΛV G
+
x 6= 0.
L’hypothèse CG∗(s) ⊆ M∗ peut se retraduire, si l’on voit s comme un élément de T∗,
de la manière suivante : si w ∈ W est tel que ws = s alors w ∈ WM . Or l’application
(M∗x)ss → (M∗ss) est définie par T∗x/WM,x → T∗/WM et comme WM,x = WM ∩Wx on en
déduit que sx vérifie les mêmes hypothèses que s, c’est-à-dire CG∗x(sx) ⊆M
∗
x.
Maintenant, nous avons vu dans la preuve du théorème 1.4.4.2 que
eMxsx,Λ(r
G
P (V ))
M+x ' eMxsx,ΛrGxPx (e
Gx
sx,Λ
(V G
+
x )).
En notant rGx,sx
Px
le foncteur eMxsx,Λr
Gx
Px
, on a
eMxsx,Λ(r
G
P (V ))
M+x ' rGx,sx
Px
(eGxsx,Λ(V
G+x )).
Comme CG∗x(sx) ⊆M
∗
x le théorème B’ de [BR03] nous dit que r
Gx,sx
Px
réalise une équivalence
de catégories. En particulier il est conservatif et comme eGxsx,Λ(V
G+x ) 6= 0 on a
eMxsx,Λ(r
G
P (V ))
M+x ' rGx,sx
Px
(eGxsx,Λ(V
G+x )) 6= 0
et donc rG,φMP (V ) 6= 0 ce qui achève la preuve.
1.4.4.7 Lemme. Soient C, D deux catégories et F : C → D un foncteur. Si F est conservatif
et admet un adjoint à droite (ou à gauche) pleinement fidèle, alors F réalise une équivalence
de catégories.
Démonstration. Soit G un adjoint à droite. Le cas d’un adjoint à gauche se traite de la même
manière par dualité. Le foncteur G étant pleinement fidèle, le morphisme α : FG→ idD
est un isomorphisme naturel. Nous devons montrer que β : idC → GF est également un
isomorphisme. Par les axiomes d’adjonctions, la composition
F (x)
F (βx)−→ FGF (x) αF (x)−→ F (x)
est idF (x) pour tout x ∈ C. Comme α est déjà un isomorphisme, on en déduit que F (βx)
est un isomorphisme, et donc que βx est un isomorphisme puisque F est conservatif.
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1.4.5 Compatibilité à la correspondance de Langlands
Dans cette partie nous prendrons Λ = Q`. La correspondance de Langlands locale prédit
une application à fibres finies IrrQ`(G)→ Φ(LG), pi 7→ ϕpi. Dans des cas où elle est connue,
nous souhaitons vérifier que la décomposition du théorème 1.3.4.5 est bien compatible à
cette dernière, c’est-à-dire que si pi ∈ IrrQ`(G) est une représentation de niveau 0 alors
pi ∈ RepφQ`(G) avec ϕpi|IF ∼ φ.
La correspondance de Langlands est connue dans plusieurs cas dont : les tores (prouvé
par Langlands lui-même), les représentations unipotentes des groupes p-adiques adjoints
([Lus84], [Lus02]) et les groupes classiques ([HT01] [Hen00] [Art13] [Mok15] [KMSW14]).
La compatibilité à la correspondance de Langlands pour les tores est contenue dans le
théorème 1.4.2.1. Pour ce qui est des représentations unipotentes, par construction, elle
appartiennent toutes à Rep1Q`(G). Par conséquent, dans cette section nous examinerons le
cas des groupes classiques. Notons que G = GLn a déjà été fait dans [Dat18a] section 3.2.6,
on se concentrera ici sur les autres cas. Dans le but d’utiliser les résultats de [LS16], nous
supposerons de plus que F est de caractéristique résiduelle impaire.
Commençons par expliquer ce que l’on entend par un groupe classique. Soit F ′ une
extension de degré au plus 2 de F et k′ son corps résiduel. Notons σ le générateur du groupe
de Galois de F ′/F et NF ′/F : F ′× → F× l’application norme. Fixons un signe ε = ±1
et soit (V, h) un espace F ′/F -ε-hermitien non-dégénéré. Dans cette partie G := U(V )◦
est la composante connexe du groupe des F -points du groupe réductif déterminé par
(V, h), c’est-à-dire U(V ) := {g ∈ AutF ′(V ), h(gv, gw) = h(v, w) pour tout v, w ∈ V } et
U(V )◦ := {g ∈ U(V ), NF ′/FdetF ′(g) = 1}.
La correspondance de Langlands pour les groupes classiques (restreinte à WF ) est
compatible à l’induction parabolique (voir [Mou15] théorème 4.9). Il en est de même pour
RepφQ`
(G) d’après la section 1.4.4. Nous pouvons ainsi nous restreindre ici aux représen-
tations irréductibles cuspidales. On pose A(G) l’ensemble des classes d’équivalence des
représentations irréductibles cuspidales de G et A[0](G) le sous-ensemble des représentations
de niveau 0. Soit ρ une représentation irréductible cuspidale de GLn(F ′). On définit la
représentation ρσ de GLn(F ′) par ρσ(g) = ρ(tσ(g−1)), où tg désigne la transposée de g. On
dit alors que ρ est auto-duale si ρσ ' ρ et on pose Aσn(F ′) l’ensemble des représentations
irréductibles cuspidales auto-duales de GLn(F ′), Aσ(F ′) := ∪n≥1Aσn(F ′) et Aσ[0](F ′) le
sous-ensemble de Aσ(F ′) composé des représentations de niveau 0.
NotonsH = H−⊕H+ le plan hyperbolique, c’est-à-dire,H± est un F ′-espace vectoriel de
dimension 1 de base e± et H est muni de la forme hH donnée par hH(Λ−e−+Λ+e+, µ−e−+
µ+e+) = Λ−σ(µ+) + εΛ+σ(µ−). Pour un entier n ≥ 0, on pose Vn := V ⊕ nH muni
de la forme hn := h ⊕ hH ⊕ · · · ⊕ hH et Gn := U(Vn)◦. Le stabilisateur dans Gn de la
décomposition Vn = nH− ⊕ V ⊕ nH+ est un sous-groupe de Levi Mn de Gn et l’on a un
isomorphisme Mn ' GLn(F ′)×G. Le stabilisateur de nH− est quand à lui un sous-groupe
parabolique Pn de Gn de facteur de Levi Mn. Ainsi si ρ ∈ Aσn(F ′) et pi ∈ A(G), on peut
former ρ⊗ pi que l’on considère comme une représentation de Mn. Définissons pour s ∈ C,
I(ρ, pi, s) := iGnPn ρ | det(·) |sF ′ ⊗pi.
1.4.5.1 Théorème ([Sil80], théorème 1.6). Si I(ρ, pi, s) est réductible pour un certain s ∈ R
alors il existe un unique réel positif spi(ρ) tel que, I(ρ, pi, s) est réductible si et seulement si
s = ±spi(ρ).
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Si I(ρ, pi, s) est irréductible pour tout s ∈ R, on pose alors spi(ρ) = 0. Définissons alors
l’ensemble de Jordans Jord(pi) par
Jord(pi) := {(ρ,m) ∈ Aσ(F ′)× N∗, 2spi(ρ)− (m+ 1) ∈ 2N}
Rappelons que comme G est un groupe classique on a la correspondance de Langlands
locale, IrrQ`(G) → Φ(LG), pi 7→ ϕpi. Jusqu’à présent nos paramètres de Langlands ϕ ∈
Φ(LG) étaient de la forme ϕ : W ′F → LG(Q`) avec W ′F = WF n Q`. Dans cette section
seulement, on considére une autre version du groupe de Weil-Deligne :W ′F 'WF ×SL2(Q`).
Ainsi les paramètres de Langlands sont de la forme ϕ : WF ×SL2(Q`)→ LG. Notons NĜ la
dimension de l’espace vectoriel sur lequel agit naturellement Ĝ. Alors si ϕ : WF×SL2(Q`)→
LG est un paramètre de Langlands, on notera ϕ˜ : WF ′×SL2(Q`)→ GLNĜ(Q`) l’application
obtenue en restreignant ϕ à WF ′ et en la composant avec Ĝ ↪→ GLNĜ(Q`). Il est attendu
(et connu au moins dans le cas où G est quasi-déployé, voir par exemple [Moe14]) que le
paramètre ϕ˜pi soit décrit grâce à l’ensemble de Jordan Jord(pi) de la façon suivante
1.4.5.2 Théorème ([Moe14]). Si G est un groupe classique quasi-déployé et pi ∈ A(G),
on a
ϕ˜pi =
⊕
(ρ,m)∈Jord(pi)
ϕρ ⊗ stm
où ϕρ est la représentation irréductible de WF ′ correspondant à ρ via la correspondance de
Langlands locale pour GLn et stm est la représentation irréductible m-dimensionnelle de
SL2(Q`).
Le résultat précédent étant connu dans le cas où G est quasi-déployé et le théorème
1.3.4.5 nécessitant l’hypothèse Fnr-déployé, nous nous limiterons ici au cas où G est un
groupe classique non-ramifié, c’est-à-dire un groupe spécial orthogonal impair SO2n+1, un
groupe spécial orthogonal pair SO2n (groupe spécial orthogonal déployé) ou SO∗2n (groupe
spécial orthogonal quasi-déployé associé à une extension quadratique non-ramifiée F ′/F ),
un groupe symplectique Sp2n ou un groupe unitaire Un(F ′/F ) où F ′ est une extension
non-ramifiée de F .
Pour comprendre ϕpi nous avons donc besoin de comprendre Jord(pi) et en particulier
spi(ρ). Nous allons pour cela nous appuyer sur les résultats obtenus dans [LS16].
Soit pi ∈ A[0](G). Il existe alors x ∈ BT0 et s ∈ (G∗x)ss tels que eGxs,Q`pi
G+x . Comme nous
sommes dans le cas où G est un groupe classique, le groupe Gx se décompose en un produit
de deux groupes Gx ' Gx,1 × Gx,2, où les Gx,i sont des groupes classiques (voir par exemple
[LS16] section 2). Ainsi s correspond via cet isomorphisme à (s1, s2) où si ∈ (G∗x,i)ss. Soit
P ∈ k′[X] un polynôme unitaire. Désignons par τ le générateur du groupe de Galois
Gal(k′/k). On définit P τ (X) := τ(P (0))−1Xdeg(P )τ(P )(1/X) et on dit que P est auto-dual
si P = P τ . Le polynôme caractéristique Psi de si est alors un polynôme unitaire auto-dual
et on l’écrit (comme dans [LS16] section 7) Psi(X) =
∏
P P (X)
a
(i)
P , où le produit est pris
sur l’ensemble des polynômes unitaires irréductibles auto-duaux sur k′ (une telle écriture est
possible car la série de Deligne-Lusztig associée à si contient une représentation cuspidale
et que si Psi contenait un facteur de la forme P (X)P τ (X) avec P irreductible et P 6= P τ
alors le centralisateur de si dans (G
∗
x,i)ss serait contenu dans un Levi rationnel propre).
Soit ρ une représentation irréductible cuspidale auto-duale de niveau zero d’un certain
GLn(F
′). Notons G′ = GLn(F ′). Comme précédemment nous avons l’existence d’un y ∈
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BT0(G′, F ′) et d’une classe de conjugaison semi-simple sρ ∈ (G’∗y)ss telle que e
G’
∗
y
sρ,Q`
ρG
′+
y .
Notons qu’ici G’
∗
y ' GLn(k′). Associons de même à sρ son polynôme caractéristique Q qui
est un polynôme unitaire irréductible auto-dual de degré n.
1.4.5.3 Théorème ([LS16] section 8). Notons ρ′ ∈ Aσn(F ′) l’unique (à équivalence près)
twist non-ramifié (non-équivalent) de ρ qui est auto-dual. Alors pour G un groupe classique
non-ramifié, on a
bspi(ρ)2c+ bspi(ρ′)2c = a(1)Q + a(2)Q
sauf si G = Sp2n et Q(X) = X − 1 où dans ce cas on a
bspi(ρ)2c+ bspi(ρ′)2c = a(1)(X−1) + a
(2)
(X−1) − 1.
Les résultats dans [LS16] sont exprimés en termes de polynômes auto-duaux. Nous nous
utilisons plutôt des classes de conjugaisons semi-simples. Nous souhaitons donc faire le lien
entre les deux.
Soit H un groupe du type GLn, Sp2n, SO2n+1 ou SO2n sur k. On considère son plonge-
ment naturel H ⊆ GLN où N est en entier naturel (N = n pour GLn, N = 2n + 1 pour
SO2n+1 et N = 2n pour Sp2n ou SO2n). Soit s ∈ Hss une classe de conjugaison semi-simple.
Celle-ci donne lieu à une classe de conjugaison semi-simple de GLN et l’on peut considérer
P son polynôme caractéristique.
1.4.5.4 Lemme. Une classe de conjugaison géométrique semi-simple s ∈ Hss est caracté-
risée par son polynôme caractéristique P .
Démonstration. Traitons H = Sp2n, les autres cas étant similaires. On a donc N = 2n. Soit
T le tore déployé de Sp2n, c’est-à-dire T = Diag(a1, · · · , an, a−1n , · · · , a−11 ), ai ∈ k. Nous
pouvons supposer que s ∈ T et donc écrire s = (a1, · · · , a2n) avec an+i = a−1n−i+1 pour
1 ≤ i ≤ n. Prenons s′ = (b1, · · · , b2n) ∈ T une autre classe de conjugaison semi-simple
géométrique de H ayant pour polynôme caractéristique P . Nous souhaitons donc montrer
que s et s′ sont conjuguées dans H. Comme ce sont deux éléments de T cela est équivalent au
fait qu’il existe w ∈W (H), le groupe de Weyl de H, tel que w·s′ = s. Rappelons queW (H) '
Snn (Z/2Z)n. Comme s et s′ ont même polynôme caractéristique, il existe une permutation
σ ∈ S2n telle que bi = aσ(i). Comme s ∈ T, {aσ(1), · · · , aσ(2n)} = {a±1 , · · · , a±n } (comptés
avec multiplicités), donc il existe i ∈ {1, · · · , n} tel que aσ(1) = a±i . Posons τ(1) = i. Comme
s′ ∈ T, aσ(2n) = b2n = b−11 = a−1σ(1), donc {aσ(2), · · · , aσ(2n−1)} = {a±i , 1 ≤ i ≤ n, i 6= τ(1)}.
On construit donc par récurrence une permutation τ ∈ Sn telle que aσ(i) = a±τ(i), pour
1 ≤ i ≤ n. Dit autrement, on vient de fabriquer un élément w ∈W (H) ' Sn n (Z/2Z)n tel
que bi = aσ(i) = w · ai, donc tel que s′ = w · s ce qui achève la preuve.
Soit x ∈ BT0 et s ∈ (G∗x)ss. La classe de conjugaison s correspond comme précédemment
à (s1, s2), si ∈ (G∗x,i)ss qui ont pour polynômes caractéristiques Ps1 et Ps2 . Dans la section
1.3.2 on a construit une application ψ˜x : ((G
∗
x)ss)
F → (G∗(k)ss)F. Nommons s˜ := ψ˜x(s)
l’image de s par cette application.
1.4.5.5 Lemme. Notons Ps˜ le polynôme caractéristique de s˜ alors on a :
1. Si G 6= Sp2n : Ps˜(X) = Ps1(X)Ps2(X)
2. Si G = Sp2n : Ps˜(X) = Ps1(X)Ps2(X)/(X − 1)
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Démonstration. Traitons par exemple le cas où G = Sp2n est un groupe symplectique.
Dans ce cas Gxi = Sp2ni(k) (avec n1 + n2 = n). On a G
∗ = SO2n+1 et G
∗
xi = SO2ni+1.
Notons T∗ le tore déployé de G∗ et T∗i celui de G
∗
xi . On peut alors considérer que s˜ ∈ G∗,
si ∈ T∗i et donc écrire
si = (1, a
(i)
1 , · · · , a(i)ni , (a(i)ni )−1, · · · , (a
(i)
1 )
−1).
On obtient alors que
s˜ = (1, a
(1)
1 , · · · , a(1)n1 , a
(2)
1 , · · · , a(2)n2 , (a(2)n2 )−1, · · · , (a
(2)
1 )
−1, (a(1)n1 )
−1, · · · , (a(1)1 )−1)
d’où le résultat. On fait de même avec les autres cas.
1.4.5.6 Théorème. Supposons que G est un groupe classique non-ramifié et p 6= 2. Soient
pi ∈ IrrQ`(G) une représentation de niveau 0 et φ ∈ Φm(IF , LG) tel que pi ∈ Rep
φ
Q`
(G).
Notons ϕpi le paramètre de Langlands associé à pi via la correspondance de Langlands locale
pour les groupes classiques. Alors ϕpi|IF ∼ φ.
Démonstration. La section 1.4.4 permet de nous ramener au cas où pi est cuspidale. Le théo-
rème 1.4.5.2 nous dit alors ϕ˜pi =
⊕
(ρ,m)∈Jord(pi) ϕρ⊗stm donc ϕ˜pi|IF =
⊕
(ρ,m)∈Jord(pi)mϕρ|IF .
Comme
∑
m,(ρ,m)∈Jord(pi)m = bspi(ρ)2c (où b·c désigne la partie entière inférieure) on ob-
tient ϕ˜pi|IF =
⊕
ρ∈Aσ
[0]
(k)bspi(ρ)2cϕρ|IF . Notons [ρ] la classe d’inertie de ρ de sorte que
[ρ]∩Aσ(F ′) = {ρ, ρ′}. Les deux paramètres de Langlands ϕρ et ϕρ′ ont la même restriction
à l’inertie donc ϕ˜pi|IF =
⊕
[ρ](bspi(ρ)2c + bspi(ρ′)2c)ϕρ|IF . Notons t ∈ (G∗ss)F la classe de
conjugaison semi-simple associée à ϕpi|IF .
Reprenons les notations précédentes, pi nous fournit un x ∈ BT0 et un s ∈ (G∗x)ss
correspondant à (s1, s2), si ∈ (G∗x,i)ss. On définit également s˜ ∈ (G∗ss)F par s˜ := ψ˜x(s). Par
définition s˜ est la classe de conjugaison semi-simple F-stable associée à φ. Il nous faut donc
montrer que t = s˜. Le lemme 1.4.5.4 nous dit qu’il suffit de montrer que Pt = Ps˜ où Pt et
Ps˜ sont les polynômes caractéristiques de t et s˜.
Si ρ ∈ Aσ[0](k), on a vu qu’on pouvait lui associer une classe de conjugaison semi-simple
sρ et l’on note Q son polynôme caractéristique. La compatibilité à Langlands dans le
cas G = GLn, démontré dans [Dat18a] section 3.2.6, montre que Q est bien le polynôme
caractéristique de la classe de conjugaison semi-simple F-stable associée à ϕρ|IF .
Le théorème 1.4.5.3 et le lemme 1.4.5.5 permettent alors de conclure. Traitons par
exemple la cas G = Sp2n. Nous avons ϕ˜pi|IF =
⊕
[ρ](bspi(ρ)2c+bspi(ρ′)2c)ϕρ|IF . Le théorème
1.4.5.3 nous donne alors bspi(ρ)2c+ bspi(ρ′)2c = a(1)Q + a(2)Q si Q(X) 6= X − 1 et bspi(ρ)2c+
bspi(ρ′)2c = a(1)(X−1) + a
(2)
(X−1) − 1 si Q(X) = X − 1. Donc
Pt(X) = (X − 1)(a
(1)
(X−1)+a
(2)
(X−1)−1)
∏
Q(X)6=X−1
Q(X)(a
(1)
Q +a
(2)
Q )
= 1/(X − 1)
∏
Q
Qa
(1)
Q
∏
Q
Qa
(2)
Q

= 1/(X − 1)Ps1(X)Ps2(X)
Le lemme 1.4.5.5 montre alors que Pt = Ps˜ qui est le résultat recherché.
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Nous souhaitons montrer que lorsque CĜ(φ), le centralisateur de φ(IF ) dans Ĝ, est
connexe, alors RepφQ`
(G) est un "bloc stable" (comme expliqué dans l’introduction).
Fixons des données T̂0 ⊆ B̂0 ⊆ Ĝ, composées d’un tore maximal et d’un Borel, stables
sous l’action du groupe de Galois, qui nous permettent de définir la notion de paraboliques
standards et de Levis standards de LG, comme dans [Bor79] paragraphes 3.3 et 3.4. Soit
ϕ : WF → LG un morphisme admissible et notons (ϕ)Ĝ sa classe de Ĝ-conjugaison.
Rappelons alors qu’il existe une unique classe de Levi standards {Mϕ} telle qu’il existe
ϕ+ ∈ (ϕ)Ĝ dont l’image est contenue minimalement dans Mϕ, pour un Mϕ dans cette
classe. Haines définit alors dans [Hai14] la notion d’équivalence inertielle pour les paramètres
de Weil.
1.4.5.7 Définition ([Hai14] définition 5.3.3). Soient ϕ1, ϕ2 : WF → LG deux paramètres
admissibles. On dit que ϕ1 et ϕ2 sont inertiellement équivalents si
1. {Mϕ1} = {Mϕ2}
2. il existeM∈ {Mϕ1}, ϕ+1 ∈ (ϕ1)Ĝ et ϕ+2 ∈ (ϕ2)Ĝ dont les images sont minimalement
contenues dansM, et z ∈ H1(〈ϑ̂〉, (Z(M◦)IF )◦) vérifiant
(zϕ+1 )M◦ = (ϕ
+
2 )M◦
Nous avons la proposition suivante.
1.4.5.8 Proposition. Soit G un groupe réductif connexe défini sur F . Soit φ ∈ Φ(IF , LG)
tel que CĜ(φ) est connexe. Alors l’ensemble des ϕ ∈ Φ(WF , LG) tels que ϕ|IF ∼ φ forme
une classe d’équivalence inertielle.
Démonstration. Remarquons tout d’abord que deux paramètres admissibles de WF inertiel-
lement équivalents ont des restrictions à l’inertie conjuguées. Prenons donc deux paramètres
admissibles ϕ1, ϕ2 : WF → LG tels que ϕ1|IF ∼ ϕ2|IF ∼ φ et montrons qu’ils sont inertiel-
lement équivalents. Quitte à conjuguer par Ĝ, on peut supposer que ϕ1|IF = ϕ2|IF = φ.
Fixons (T̂, B̂) une paire constituée d’un tore maximal et d’un Borel de CĜ(φ).
Comme ϕ1|IF = φ, pour w ∈ WF , ϕ1(w) normalise φ(IF ) donc normalise également
CĜ(φ). En faisant agir w par conjugaison par ϕ1(w) on obtient une action Adϕ1 : WF /IF →
Aut(CĜ(φ)). La conjugaison par ϕ1(Frob), Adϕ1(Frob) est donc un automorphisme semi-
simple de CĜ(φ), que l’on notera θϕ1 . Par le théorème 7.5 de [Ste68] il existe une paire
(T1,B1) constituée d’un tore maximal et d’un Borel de CĜ(φ) tous les deux θϕ1-stables.
Quitte à conjuguer ϕ1 par un élément de CĜ(φ), on peut supposer que (T1,B1) = (T̂, B̂),
c’est-à-dire que T̂ et B̂ sont θϕ1-stables. On fait de même pour ϕ2 et donc T̂ et B̂ sont
également θϕ2-stables.
PosonsMϕ1 := CLG([T̂
θϕ1 ]◦). Comme (T̂
θϕ1 )◦ est un tore maximal de CĜ(ϕ1)
◦ ([DM94]
théorème 1.8 (iii)),Mϕ1 est un Levi minimal contenant l’image de ϕ1 ([Bor79] proposition
3.6). Adoptons les même notations pour ϕ2.
Écrivons pour w ∈ WF , ϕ2(w) = η(w)ϕ1(w) avec η(w) ∈ Ĝ. Alors η est un cocycle à
valeurs dans CĜ(φ) pour l’action Adϕ1 , c’est-à-dire η ∈ Z1Adϕ1 (WF /IF , CĜ(φ)). Comme la
paire (T̂, B̂) est à la fois θϕ1-stable et θϕ2-stable, η(Frob) est dans le normalisateur dans
CĜ(φ) de la paire (T̂, B̂) qui est égal à T̂. Puisque η(Frob) ∈ T̂, on a en particulier que
T̂
θϕ1 = T̂
θϕ2 et doncMϕ1 =Mϕ2 . Notons maintenantM :=Mϕ1 =Mϕ2 .
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La suite exacte 1 → M◦ → M → 〈ϑ̂〉 → 1 et le choix d’une section permettent de
définir une action de 〈ϑ̂〉 surM◦. Par conjugaison, elle induit une action de 〈ϑ̂〉 sur Z(M◦)
qui est alors indépendante du choix de la section. On a donc une action canonique de 〈ϑ̂〉
sur Z(M◦).
On aurait pu conjuguer φ dès le départ pour avoir M standard. Il nous suffit donc
pour montrer que ϕ1 et ϕ2 sont inertiellement équivalents de montrer l’existence d’un
z ∈ H1(〈ϑ̂〉, (Z(M◦)IF )◦) tel que (zϕ1)M◦ = (ϕ2)M◦ . Soit t ∈ T̂, alors tϕ2 = η′ϕ1 avec
η′ = t−1ηAdϕ1(t). Ainsi, pour finir la preuve de la proposition, il nous suffit de montrer qu’il
existe t ∈ T̂ tel que t−1η(Frob)θϕ1(t) ∈ (Z(M◦)IF )◦. Or comme (T̂
θϕ1 )◦ ⊆ (Z(M◦)IF )◦
cela découle du lemme 1.4.5.9 ci-dessous. Pour pouvoir appliquer ce dernier, il nous reste
à vérifier que θϕ1 induit un automorphisme d’ordre fini sur X∗(T̂). Par dualité, il suffit
de vérifier que θϕ1 a une action d’ordre fini sur le groupe des caractère X∗(T̂). Pour cela
nous allons montrer la finitude de l’action de θϕ1 sur Q, le réseau engendré par les racines,
puis sur le centre Z(CĜ(φ)). Comme le groupe des caractères de Z(CĜ(φ)) est X
∗(T̂)/Q
([Spr79] 2.15), on en déduit la finitude de l’action sur X∗(T̂).
L’automorphisme θϕ1 de CĜ(φ) stabilise T̂, donc agit sur l’ensemble des racines de
CĜ(φ) par rapport à T̂. Cet ensemble étant fini, cette action est également d’ordre fini. Il
nous reste à étudier l’action de θϕ1 sur Z(CĜ(φ)) le centre de CĜ(φ). D’après [Dat17] lemme
2.1.1, il existe n ∈ N∗ et ϕ : WF → LG une extension de φ telle que ϕ(nFrob) = (1, nϑ̂). En
particulier θϕ a une action d’ordre fini sur Z(CĜ(φ)). Or nous avons vu que deux paramètres
de WF qui étendent φ diffèrent par un cocycle à valeur dans CĜ(φ), donc l’action sur le
centre Z(CĜ(φ)) est indépendante du choix de l’extension de φ. Par conséquent θϕ1 a une
action d’ordre fini sur le centre et on a le résultat.
1.4.5.9 Lemme. Soient T un tore sur C et θ ∈ Aut(T). On note X∗ := X∗(T) l’ensemble
des co-caractères et on suppose que θ induit un automorphisme d’ordre fini sur X∗. Posons
Lθ l’application Lθ : T→ T, t 7→ t−1θ(t). Alors T = Lθ(T) · (Tθ)◦.
Démonstration. Le groupe des co-caractères de (Tθ)◦ vaut X∗((Tθ)◦) = Xθ∗ . On définit
LXθ : X∗ → X∗ par LXθ (λ) = λ− θ(λ). Alors X∗(Lθ(T)) ⊇ Im(LXθ ) .
Posons X∗,Q := X∗⊗Q et de même LXθ,Q : X∗,Q → X∗,Q. Comme θ est d’ordre fini, θ est
un endormorphisme semi-simple du Q-espace vectoriel X∗,Q. Ainsi, on a la décomposition
X∗,Q = Xθ∗,Q ⊕ Im(LXθ,Q). On en déduit que Xθ∗ + Im(LXθ ) est d’indice fini dans X∗ et
donc, comme C∗ est divisible, que l’application (Xθ∗ ⊗C∗)× (Im(LXθ )⊗C∗)→ X∗⊗C∗ est
surjective. En particulier l’application (X∗((Tθ)◦)⊗ C∗)× (X∗(Lθ(T))⊗ C∗)→ X∗ ⊗ C∗
est surjective, d’où le résultat.
Nous pouvons alors montrer le résultat désiré.
1.4.5.10 Théorème. Soient G un groupe classique non-ramifié, p 6= 2 et φ ∈ Φm(IF , LG)
un paramètre inertiel modéré. Alors si CĜ(φ) est connexe, Rep
φ
Q`
(G) est un "bloc stable"
(c’est-à-dire, correspond à un idempotent primitif du centre de Bernstein stable au sens de
Haines [Hai14]).
Démonstration. La proposition 1.4.5.8 montre que si CĜ(φ) est connexe, alors l’ensemble
des ϕ ∈ Φ(WF , LG) tels que ϕ|IF ∼ φ forme une classe d’équivalence inertielle. De
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plus, le théorème 1.4.5.6 montre que la construction de RepφQ`
(G) est compatible avec la
correspondance de Langlands, d’où le résultat.
Lorsque CĜ(φ) n’est pas connexe, Rep
φ
Q`
(G) est une somme de "blocs stables". Nous
expliquerons dans le chapitre suivant comment décomposer naturellement la catégorie
RepφQ`
(G) en "blocs stables".
Chapitre 2
Décomposition minimale
Introduction
La décomposition du théorème 1.3.4.5, obtenue dans le chapitre 1, n’est pas la décom-
position en blocs, ni même la décomposition la plus fine que l’on puisse obtenir avec notre
méthode. Dans ce chapitre, nous nous intéressons à cette décomposition la plus fine. Nous
en donnerons deux interprétations, une première du côté du groupe à la Deligne-Lusztig,
puis une deuxième du côté dual à la Langlands.
Interprétation à la Deligne-Lusztig
L’exposition des résultats principaux de ce chapitre faite dans l’introduction, ne reflète
pas la méthode de démonstration utilisée. Définissons PΛ = {(S, θ)} comme l’ensemble des
paires (S, θ), où S est un F -tore maximal non-ramifié de G et θ : 0S(F )/S(F )+ → Q∗` est
un caractère d’ordre inversible dans Λ et trois relations d’équivalences sur PΛ : ∼∞, ∼r
et ∼e comme dans l’introduction, page 18. Nous explicitons un procédé qui à une paire
(S, θ) ∈PΛ associe un système de classes de conjugaison 0-cohérent et par conséquent une
sous-catégorie Rep(S,θ)Λ (G) de Rep
0
Λ(G) (nous vérifierons, à la fin de la section 2.2.5, que la
définition de Rep(S,θ)Λ (G) donnée dans l’introduction donne bien la même catégorie). Nous
obtenons alors le théorème suivant.
2.0.0.1 Théorème. Les catégories Rep(S,θ)Λ (G) vérifient les propriétés suivantes :
1. Rep(S,θ)Λ (G) est une sous-catégorie de Serre non nulle.
2. Rep(S,θ)Λ (G) = Rep
(S′,θ′)
Λ (G) ou Rep
(S,θ)
Λ (G) ⊥ Rep(S
′,θ′)
Λ (G), pour (S, θ), (S
′, θ′) ∈
PΛ.
3. Rep(S,θ)Λ (G) = Rep
(S′,θ′)
Λ (G) si et seulement si (S, θ) ∼e (S′, θ′).
4. Rep0Λ(G) =
∏
[S,θ]e∈PΛ/∼e Rep
(S,θ)
Λ (G).
Remarque. 1. Rep(S,θ)Λ (G) est "minimale pour la méthode utilisée", c’est-à-dire en
utilisant Deligne-Lusztig et des systèmes d’idempotents. Cependant, ce n’est pas un
bloc en général.
2. Lorsque G = GLn(F ) nous avons ∼e=∼r=∼∞ et Rep(S,θ)Λ (G) est un bloc.
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Ainsi, toute relation d’équivalence sur PΛ plus faible que ∼e (en particulier ∼r et ∼∞)
fournit une décomposition de Rep0Λ(G) en regroupant les catégories Rep
(S,θ)
Λ (G).
Comme dans la théorie de Deligne-Lusztig, nous pouvons associer à une paire (S, θ)
une classe de conjugaison semi-simple dans G∗, le corps résiduel de F , et nous montrons au
paragraphe 2.3.1 qu’on obtient ainsi un diagramme commutatif
PΛ/∼r   //

G∗ss,Λ

PΛ/∼∞   // (G∗ss,Λ)F
.
Notons que lorsque le groupe G est quasi-déployé, les injections horizontales sont des
bijections. Ce diagramme nous fournit en particulier des décompositions de Rep0Λ(G)
indexées par (G∗ss,Λ)F et G
∗
ss,Λ dont nous énoncerons les propriétés dans la section suivante.
Pour étudier la relation de ∼e-équivalence, nous ne pouvons pas rester du côté des groupes
finis et nous aurons besoin de rajouter des données cohomologiques provenant du groupe
p-adique.
Interprétation duale des décompositions associées à ∼r et ∼∞
La proposition 1.3.1.3 nous fournit une bijection Φm(IΛF ,
LG) ∼→ (G∗ss,Λ)F de sorte que
l’injection précédente PΛ/∼∞ ↪→ (G∗ss,Λ)F ∼→ Φm(IΛF , LG) nous fournit une décomposition
Rep0Λ(G) =
∏
φ∈Φm(IΛF ,LG)
RepφΛ(G).
Cette décomposition est la même que celle du théorème 1.3.4.5. Ainsi les relations ∼r et
∼e raffineront les résultats du chapitre 1.
Commençons par étudier la relation ∼r et donnons une interprétation duale à PΛ/∼r.
Nous "augmentons" l’ensemble Φ(IΛF ,
LG) comme dans l’introduction en définissant l’en-
semble Φ˜m(IΛF ,
LG) des couples (φ, σ) à Ĝ-conjugaison près, où φ : IΛF → LG est un
paramètre inertiel modéré et σ : 〈ϑ̂〉 → pi0(φ) est une section à la suite exacte 0→ pi0(φ)→
pi0(φ)→ 〈ϑ̂〉 → 0. Nous avons également définit une application PΛ → Φ˜m(IΛF , LG).
2.0.0.2 Théorème. L’application PΛ → Φ˜m(IΛF , LG) induit une injection
PΛ/∼r ↪→ Φ˜m(IΛF , LG)
dont l’image est le sous-ensemble des paramètres "relevants" (en particulier elle est bijective
lorsque G est quasi-déployé). La décomposition obtenue
Rep0Λ(G) =
∏
(φ,σ)∈Φ˜m(IΛF ,LG)
Rep
(φ,σ)
Λ (G)
possède les propriétés suivantes
1. Elle est compatible à l’induction et la restriction parabolique (voir le théorème 2.3.6.2
pour un énoncé plus précis).
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2. Compatibilité entre les décompositions sur Z` et Q` :
Rep
(φ,σ)
Z`
(G) ∩ RepQ`(G) =
∏
(φ′,σ′)
Rep
(φ′,σ′)
Q`
(G)
où le produit est pris sur les (φ′, σ′) ∈ Φ˜m(IF , LG) s’envoyant sur (φ, σ) par l’appli-
cation naturelle Φ˜m(IF , LG) → Φ˜m(I(`)F , LG) (obtenue en restreignant à I(`)F , voir
section 2.3.5 pour plus de détails).
Par ailleurs l’application qui à ϕ associe φ = ϕ|IΛF et σ(ϑ̂) = ϕ(Frob) induit une bijection
Bstm,Λ ∼→ Φ˜m(IΛF , LG) (voir section 2.3.7), où Bstm,Λ désigne l’ensemble des paramètres
modérés ϕ : WF → LG à équivalence inertielle près (comme dans [Hai14] définition 5.3.3,
voir aussi section 2.3.7). Nous avons alors une nouvelle interprétation de la décomposition
précédente
Rep0Λ(G) =
∏
(φ,σ)∈Φ˜m(IΛF ,LG)
Rep
(φ,σ)
Λ (G) =
∏
[ϕ]∈Bstm,Λ
Rep
[ϕ]
Λ (G).
2.0.0.3 Remarque. De façon analogue à la proposition 1.3.1.3, nous avons une bijection
Φ˜m(I
Λ
F ,
LG) ∼→ G∗ss,Λ.
Comme dans le chapitre précédent, cette décomposition est indexée par des paramètres
à la Langlands mais est construite indépendamment de la correspondance de Langlands
locale. Il est alors souhaitable de vérifier la compatibilité à cette dernière. Nous montrons
alors dans la partie 2.3 le théorème suivant.
2.0.0.4 Théorème. Soit G un groupe classique non-ramifié, Λ = Q` et p 6= 2.
1. Alors la décomposition Rep0Q`(G) =
∏
[ϕ]∈BstQ`
Rep
[ϕ]
Q`
(G) est compatible à la correspon-
dance de Langlands locale. C’est-à-dire que si pi est une représentation irréductible,
alors pi ∈ Rep[ϕ]Q` (G) si et seulement si ϕpi|WF ∈ [ϕ], où ϕpi est le paramètre de
Langlands associé à pi.
2. Cette décomposition est la décomposition de Rep0Q`(G) en "blocs stables". C’est-à-dire
que ces facteurs correspondent à des idempotents primitifs du centre de Bernstein
stable.
Interprétation duale de la décomposition associée à ∼e
Pour paramétrerPΛ/∼e nous avons besoin de rajouter des donnés cohomologiques. Nous
ne le faisons que pour les formes intérieures pures des groupes non-ramifiés. Supposons donc
queG est non-ramifié (c’est-à-dire on rajoute l’hypothèse quasi-déployé). Soit ω ∈ H1(F,G),
à qui correspondGω, une forme intérieure pure deG. À partir de (φ, σ) ∈ Φ˜m(IΛF , LG), nous
construisons dans la section 2.4.2, Gφ,σ un groupe réductif non-ramifié, possiblement non-
connexe (lorsque CĜ(φ) est connexe, Gφ,σ est un groupe dual à CĜ(φ) dont la F -structure
est définie grâce à l’action WF → Out(CĜ(φ)) de conjugaison par ϕ(w) où ϕ : WF → LG
relève φ). Nous construisons également une application
hφ,σ : H˜
1(F,G◦φ,σ) −→ H1(F,G)
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où H˜1(F,G◦φ,σ) := Im[H1(F,G
◦
φ,σ) → H1(F,Gφ,σ)]. La partie 2.4 nous donne alors le
théorème suivant.
2.0.0.5 Théorème. Nous avons une bijection (qui dépend du choix d’un sommet hyperspé-
cial dans l’immeuble de Bruhat-Tits de G)
Cr(φ, σ,Gω)/∼e ∼−→ h−1φ,σ(ω),
où Cr(φ, σ,Gω) est la classe de ∼r-équivalence image réciproque de (φ, σ) par l’injection
PΛ(Gω)/∼r ↪→ Φ˜m(IΛF , LG). Celle-ci nous fournit une décomposition
Rep
(φ,σ)
Λ (Gω) =
∏
α∈h−1φ,σ(ω)
Rep
(φ,σ,α)
Λ (Gω).
De plus
1. Cette décomposition est compatible à l’induction et la restriction parabolique.
2. Nous avons
Rep
(φ,σ,α)
Z`
(Gω) ∩ RepQ`(Gω) =
∏
(φ′,σ′,α′)
Rep
(φ′,σ′,α′)
Q`
(Gω),
où le produit est pris sur les (φ′, σ′) ∈ Φ˜m(IF , LG) s’envoyant sur (φ, σ) par
Φ˜m(IF ,
LG)→ Φ˜m(I(`)F , LG) et α′ ∈ h−1φ,σ(ω) s’envoyant sur α par l’application natu-
relle H˜1(F,G◦φ′,σ′)→ H˜1(F,G◦φ,σ) (obtenue à partir de Irr[pi0(Z(CĜ(φ′)◦)σ
′(ϑ̂))]→
Irr[pi0(Z(CĜ(φ)
◦)σ(ϑ̂))] et de l’isomorphisme de Kottwitz).
2.0.0.6 Remarque. 1. Cette décomposition est la plus fine que l’on puisse obtenir avec
des systèmes cohérents d’idempotents construits à partir de Deligne-Lusztig.
2. Elle démontre, dans le cas du niveau zéro, une conjecture énoncée par Dat dans
[Dat17].
Lorsque Λ = Q`, nous nous attendons à une compatibilité de ce théorème à la cor-
respondance de Langlands locale enrichie (à un paramètre de Langlands enrichi (ϕ, η) où
η ∈ Irr(pi0(CĜ(ϕ))), on associe un α en restreignant η à pi0(Z(CĜ(φ)◦)σ(ϑ̂)) et en utilisant
l’isomorphisme de Kottwitz). Nous le vérifions partiellement pour ϕ un paramètre de
Langlands modéré elliptique en position générale (elliptique signifie que l’image de ϕ n’est
pas contenue dans un sous-groupe de Levi propre de LG et en position générale que le
centralisateur de ϕ(IF ) dans Ĝ est un tore) et la correspondance de Langlands locale de
DeBacker-Reeder ([DR09]).
Plan de ce chapitre
La partie 2.1 s’intéresse à la notion de système de classe de conjugaison 0-cohérent
minimal (les plus petits systèmes cohérents que l’on puisse construire avec Deligne-Lusztig).
Dans la partie 2.2, nous construisons un procédé qui à une paire (S, θ) associe un système
d’idempotents cohérent minimal et donc une sous-catégorie Rep(S,θ)Λ (G). Nous caractérisons
également la relation d’équivalence sur les paires (S, θ) induite par ce procédé. Ceci nous
permet d’obtenir les résultats du théorème 2.0.0.1. Nous réinterprétons ces résultats en des
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termes duaux à la Langlands dans les parties 2.3 et 2.4. La partie 2.3 a pour but l’obtention
des théorèmes 2.0.0.2 et 2.0.0.4. La partie 2.4, quand à elle, se concentre sur le théorème
2.0.0.5.
2.1 Systèmes cohérents minimaux
Nous nous intéressons dans cette section à la notion de système "minimal". Ces-derniers
sont les plus petits systèmes constructibles et ils permettent d’obtenir, en les réunissant,
tous les systèmes de classes de conjugaison 0-cohérents.
2.1.1 Systèmes 0-cohérents minimaux
On notera
SΛ := {systèmes de classes de conjugaison S = (Sσ)σ∈BT}
et
S cΛ := {S ∈ SΛ, 0-cohérent}.
Dans cette section, nous construisons une application SΛ → S cΛ, S 7→ S, de sorte que S
soit le plus petit système 0-cohérent contenant S. Cette application nous permettra de
construire les systèmes 0-cohérents minimaux en prenant l’image de systèmes minimaux.
Il est aisé de vérifier que si S1 et S2 sont deux systèmes de classes de conjugaison
0-cohérents, alors S1 ∪ S2, S1 ∩ S2 et S1 \ S2 (si S2 ⊆ S1) sont aussi 0-cohérents.
2.1.1.1 Définition. On définit une application SΛ → S cΛ, S 7→ S, en posant pour S ∈ SΛ
S :=
⋂
T ∈S cΛ
S⊆T
T .
Alors S est le plus petit système 0-cohérent contenant S.
Nous allons construire des systèmes 0-cohérents minimaux. Fixons σ ∈ BT et s ∈
(G∗σ)ss,Λ. Définissons le système S de classes de conjugaison par Sσ = {s} et Sτ = ∅ si
τ 6= σ. On pose alors S(σ,s) := S.
2.1.1.2 Définition. On appelle CΛ l’ensemble des couples (σ, s) où σ ∈ BT et s ∈ (G∗σ)ss,Λ
et on définit une relation d’équivalence ∼ sur CΛ par (σ, s) ∼ (τ, t) si et seulement si
S(σ,s) = S(τ,t).
On obtient aisément le lemme suivant
2.1.1.3 Lemme. Soient σ, τ ∈ BT, et s ∈ (G∗σ)ss,Λ, t ∈ (G∗τ )ss,Λ. Alors, soit S(σ,s) = S(τ,t),
soit S(σ,s) ∩ S(τ,t) = ∅.
Exprimé en termes de classes d’équivalence, ce lemme nous dit que [σ, s] la classe
d’équivalence de la paire (σ, s) est donnée par [σ, s] = {(τ, t) | t ∈ S(σ,s),τ}.
Posons SminΛ := {S(σ,s), [σ, s] ∈ CΛ/∼}. L’ensemble SminΛ est constitué des ensembles
0-cohérents minimaux et par la proposition 1.2.3.5 on a
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2.1.1.4 Proposition. La catégorie de niveau 0 se décompose en
Rep0Λ(G) =
∏
S∈SminΛ
RepSΛ(G).
Notons également le fait suivant. Les systèmes minimaux permettent de construire tous
les systèmes 0-cohérents. Si S est un système de classes de conjugaison 0-cohérent alors il
existe une partie I ⊆ SminΛ telle que S = ∪T ∈I T .
2.1.2 Clôture transitive
Dans cette section, nous souhaitons comprendre davantage la relation d’équivalence ∼.
Pour cela nous allons montrer qu’elle peut s’exprimer comme la clôture transitive d’une
autre relation que l’on définira.
2.1.2.1 Définition. On dit qu’un système (eσ)σ≤C est C-0-cohérent si
1. egx = gexg−1 quel que soit x ∈ BT0 et g ∈ G tels que x ≤ C et gx ≤ C.
2. eσ = e+σ ex = exe+σ pour x ∈ BT0 et σ ∈ BT tels que x ≤ σ ≤ C.
2.1.2.2 Proposition. Un système 0-cohérent (eσ)σ∈BT est complètement caractérisé par
le système C-0-cohérent (eσ)σ≤C .
Démonstration. Soit (eσ)σ≤C un système C-0-cohérent. Soit σ ∈ BT, σ appartient à une
chambre C ′ et G agit transitivement sur l’ensemble des chambres donc il existe g ∈ G tel
que C ′ = gC. Ainsi si l’on note σ1 := g−1σ, alors σ1 ≤ C. On définit alors e˜σ := geσ1g−1.
On vérifie aisément que (e˜σ)σ∈BT ne dépend pas des choix effectués et est 0-cohérent.
De manière analogue on peut restreindre les systèmes de classes de conjugaison 0-
cohérents à C.
2.1.2.3 Définition. Soit S = (Sσ)σ≤C un système d’ensembles de classes de conjugaison
avec Sσ ⊆ (G∗σ)ss,Λ. On dit que S est C-0-cohérent si
1. ϕ∗g,x(Sx) = Sgx quels que soient x ∈ BT0 et g ∈ G tels que x ≤ C et gx ≤ C.
2. (ϕ∗σ,x)−1(Sx) = Sσ pour x ∈ BT0 et σ ∈ BT tels que x ≤ σ ≤ C.
Et comme dans la section 2.1.1, on définit des systèmes C-0-cohérents minimaux.
2.1.2.4 Définition. On définit une relation ∼′ sur CΛ par (σ, s) ∼′ (τ, t) si et seulement
si l’une des conditions suivantes est réalisée :
1. Il existe g ∈ G tel que τ = gσ et t = ϕ∗g,σ(s).
2. Il existe x ∈ BT0 tel que σ ≥ x ≤ τ et ϕ∗σ,x(s) = ϕ∗τ,x(t).
La relation ∼′ est réflexive et symétrique sur CΛ.
2.1.2.5 Proposition. La relation d’équivalence ∼ sur CΛ est la clôture transitive de ∼′.
Démonstration. Nous avons déjà que si deux paires sont ∼′-équivalentes alors elles sont
∼-équivalentes. Prenons donc (σ, s) et (τ, t) tels que (σ, s) ∼ (τ, t).
Comme G agit transitivement sur les chambres de BT, on peut supposer que σ, τ ∈ C.
Posons S0 le système de classes de conjugaison sur C définit par S0σ = {s} et S0ω = ∅ si
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ω ∈ C et ω 6= σ. Pour simplifier les notations, on identifiera un système S de classes de
conjugaison avec le sous-ensemble de CΛ des paires (ω, u) telles que u ∈ Sω (ainsi on a par
exemple S0 = {(σ, s)}). On construit alors par récurrence les systèmes Si, pour i ≥ 1, par
Si := Si−1 ∪ T i, où T i est l’ensemble des couples (ω, u) ∈ CΛ avec ω ∈ C tels qu’il existe
(λ, v) ∈ Si−1 vérifiant (λ, v) ∼′ (ω, u). Cette suite de systèmes est croissante et comme
ils ne sont définis que sur C (donc il n’y a qu’un nombre fini de systèmes possibles), elle
est stationnaire à partir d’un certain rang n. Par définition, les éléments de Sn sont des
paires qui sont obtenues par une suite d’au plus n éléments de paires qui sont deux à deux
∼′-équivalentes à partir de (σ, s). Nous souhaitons donc montrer que (τ, t) ∈ Sn.
Comme Sn = Sn+1, on a que T n+1 ⊆ Sn. Soit x ∈ C un sommet et g ∈ G tel que gx ∈ C.
Soit u ∈ Snx , alors comme (x, u) ∼′ (gx, ϕ∗g,x(u)) on a (gx, ϕ∗g,x(u)) ∈ T n+1 ⊆ Sn. On vient
de montrer que ϕ∗g,x(Snx ) ⊆ Sngx. Le même raisonnement montre que ϕ∗g−1,gx(Sngx) ⊆ Snx et
donc que ϕ∗g,x(Snx ) = Sngx. On montre de façon analogue que (ϕ∗σ,x)−1(Snx ) = Snσ et donc
que Sn est C-0-cohérent. Comme (σ, s) ∈ Sn, on a que S(σ,s) ⊆ Sn (dans cette dernière
inclusion on identifie systèmes 0-cohérents et C-0-cohérents grâce à la proposition 2.1.2.2).
Montrons maintenant que Sn ⊆ S(σ,s). Faisons pour cela une récurrence. On a tout
d’abord S0 ⊆ S(σ,s). Supposons que Si ⊆ S(σ,s). Pour montrer que Si+1 ⊆ S(σ,s), il faut
montrer que T i+1 ⊆ S(σ,s). Or si (ω, u) ∈ T i+1, alors par définition (ω, u) est ∼′-équivalent
à un élément de Si, donc est ∼-équivalent à un élément de S(σ,s). Le lemme 2.1.1.3 montre
que (ω, u) ∈ S(σ,s), d’où le résultat. Ainsi Sn ⊆ S(σ,s) et donc Sn = S(σ,s).
Pour conclure, comme (σ, s) ∼ (τ, t), par définition S(σ,s) = S(τ,t) et donc (τ, t) ∈ Sn.
2.1.3 Compatibilité à l’induction et à la restriction parabolique pour les
systèmes cohérents
Étudions une dernière propriété, qui nous servira par la suite, qui est la compatibilité
des systèmes cohérents vis à vis de l’induction et de la restriction parabolique.
Comme dans la section 1.4.4, nous allons utiliser dans cette partie BTe(G), l’immeuble
de Bruhat-Tits "étendu", qui est plus adapté pour traiter les questions d’induction et de
restriction. Cela ne change pas vraiment la définition des idempotents puisque l’on traite la
structure polysimpliciale de l’immeuble semi-simple de façon combinatoire.
Soit P un F -sous-groupe parabolique de G de quotient de Levi M défini sur F . Prenons
S un tore déployé maximal de G contenu dans P et notons T son centralisateur dans
G. Il existe alors un unique relèvement de M en un sous-groupe de G contenant T. Soit
x ∈ Ae, alors comme dans la section 1.4.4, M◦x = M ∩G◦x, M+x = M ∩G+x et Px, l’image
de Px := P ∩G◦x dans Gx, est un sous-groupe parabolique de Gx de quotient de Levi Mx.
Soit S = (Sx)x∈BTe0(M) un système 0-cohérent de classes de conjugaison pour M
(Sx ⊆ (M∗x)ss,Λ). Le groupe M∗x est un Levi de G∗x, on a donc une application naturelle
ϕxM,G : (M
∗
x)ss,Λ → (G∗x)ss,Λ.
Posons alors ϕM,G(S) = (ϕxM,G(Sx))x∈BTe(G), un système de classes de conjugaison
pour G, défini par ϕxM,G(Sx) = {ϕxM,G(s), s ∈ Sx} si x ∈ BTe(M) et ϕxM,G(Sx) = ∅ si
x /∈ BTe(M). On pose alors
iGM (S) := ϕM,G(S)
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la clôture cohérente de ϕM,G(S).
Soit S cM,Λ = {T 1, · · · , T m} un ensemble de systèmes de classes de conjugaison 0-
cohérents pour M , vérifiant T i ∩T j = ∅ si i 6= j et ⋃ni=1 T i = ((M∗σ)ss,Λ)σ∈BT, de sorte que
Rep0Λ(M) =
∏
T ∈S cM,Λ Rep
T
Λ (M).
2.1.3.1 Proposition. Soit S un système de classes de conjugaison 0-cohérent pour G.
Alors
rGP (Rep
S
Λ(G)) ⊆
∏
T ∈S cM,Λ
iGM (T )∩S6=∅
RepTΛ (M)
où rGP désigne la restriction parabolique.
Démonstration. La démonstration est quasiment identique à celle du théorème 1.4.4.2,
nous la rappelons ici dans le cadre qui nous intéresse pour le lecteur. Soit V ∈ RepSΛ(G).
La restriction parabolique préserve le niveau donc rGP (V ) ∈ Rep0Λ(M). Soit T ∈ S cM,Λ
tel que iGM (T ) ∩ S = ∅. Soient x ∈ AeM et t ∈ Tx. Il nous suffit alors de montrer que
eMxt,Λr
G
P (V )
M+x = 0 pour obtenir le résultat voulu.
Nous avons rGP (V )
M+x ' rGx
Px
(V G
+
x ) (voir [Dat09] propositions 3.1 et 6.2), donc
eMxt,Λr
G
P (V )
M+x ' eMxt,ΛrGxPx (V
G+x ) ' eMxt,ΛrGxPx (e
Gx
t,Λ(V
G+x ))
(pour la dernière égalité voir [Dat18a] section 2.1.4 ). Or par définition t /∈ Sx donc
eGxt,Λ(V
G+x ) = 0 d’où le résultat.
2.1.3.2 Proposition. Soit T un système de classes de conjugaison 0-cohérent pour M .
Alors
iGP (Rep
T
Λ (M)) ⊆ Repi
G
M (T )
Λ (G)
où iGP désigne l’induction parabolique.
Démonstration. Cela découle de la proposition 2.1.3.1 (prendre S = c(iGM (T )) et S cM,Λ =
{T , cT }) et du fait que rGP est adjoint à gauche de iGP .
2.2 Décomposition grâce aux paires (S, θ)
Dans cette section on suppose que le groupe G se déploie sur Fnr. Dans la section
2.1 nous avons construit les systèmes 0-cohérents minimaux. Ces derniers sont construits
"localement" en regardant des classes de conjugaison semi-simples sur l’immeuble de Bruhat-
Tits. Nous souhaitons dans cette partie trouver un procédé "global" permettant de construire
ces sytèmes minimaux. Pour ce faire nous allons introduire un ensemble
PΛ = {(S, θ)}
où S est un tore maximal non-ramifié de G et θ ∈ X∗(S)/(FS − 1)X∗(S) est un élément
d’ordre inversible dans Λ, et définir une application
PΛ → SminΛ .
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On montre que cette application est surjective, ainsi tout les systèmes minimaux peuvent
être construit à partir des paires (S, θ). Cependant elle n’est pas injective. On définira donc
∼e, une relation d’équivalence sur PΛ, telle que l’on ait la bijection
PΛ/∼e ∼→ SminΛ .
2.2.1 Définition de PΛ et construction de PΛ → S cΛ
Nous dirons qu’un tore S est non-ramifié si S est un F -tore Fnr-déployé maximal de
G, ou de façon équivalente, si S est un Fnr-tore déployé maximal de G et S est défini sur
F . Pour un tel S, notons ϑS l’automorphisme de X∗(S) induit par l’action du Frobenius
inverse et posons FS := ϑS ◦ ψ, où ψ correspond à la multiplication par q.
2.2.1.1 Définition. On définit PΛ comme l’ensemble des paires (S, θ) où S est un tore
maximal non-ramifié de G et θ ∈ X∗(S)/(FS − 1)X∗(S) est un élément d’ordre inversible
dans Λ.
Notons que X∗(S)/(FS − 1)X∗(S) est un groupe fini. En effet pour tout m ∈ N∗, nous
pouvons injecter X∗(S)/(FS − 1)X∗(S) dans X∗(S)/(FmS − 1)X∗(S) grâce à l’application
TrFm/F : λ 7→ λ+ FS(λ) + · · ·+ Fm−1S (λ) (voir lemme 2.2.4.1). Il suffit alors de prendre m
tel que FmS = q
m.
Soit g ∈ G. La conjugaison par g envoie naturellement un élément θ ∈ X∗(S)/(FS −
1)X∗(S) sur un élément gθ ∈ X∗(gS)/(FgS − 1)X∗(gS). Ceci munit PΛ d’une action de G
et on note ∼G la relation d’équivalence sur PΛ induite par la G-conjugaison.
Nous construisons maintenant une application PΛ → SΛ. Pour ce faire nous allons
passer par deux intermédiaires TΛ = {(σ,S, θ)} (que l’on va définir) et CΛ (défini en 2.1.1.2).
Choisissons Frob, un Frobenius inverse dans Gal(F/F ). Ce dernier induit un automor-
phisme F ∈ Aut(Gnr) qui agit naturellement sur BT(Fnr) et tel que BT = BT(Fnr)F.
Soit (S, θ) ∈PΛ. Nommons A(S, Fnr) l’appartement de BT(Fnr) associé à S. D’après
[DeB06] lemme 2.2.1 (1), A(S, Fnr)F est un sous-ensemble de BT convexe, fermé , non-vide
et est l’union des facettes de BT qu’il rencontre. Prenons σ une facette de A(S, Fnr)F et
posons S l’image de Snr ∩G◦,nrσ dans Gσ qui est alors un k-tore maximal. Nous avons une
identification naturelle entre X∗(S) et X := X∗(S). L’annexe B montre que l’action de F sur
X correspond à l’action de FS. On a donc une bijection X∗(S)/(FS−1)X∗(S) ' X/(F−1)X.
Notons Irr(SF) l’ensemble des caractères linéaires SF → Q×` . Nous avons également une
bijection X/(F− 1)X ∼→ Irr(SF) (voir annexe D), de sorte que θ s’identifie à un élément de
Irr(SF) que l’on note encore θ.
2.2.1.2 Définition. On définit TΛ comme l’ensemble des triplets (σ,S, θ) où σ ∈ BT, S
est un k-tore maximal de Gσ et θ ∈ Irr(SF) est d’ordre inversible dans Λ.
On vient donc de définir une application
PΛ → P(TΛ)
où la notation P(·) désigne l’ensemble des parties.
On va maintenant définir une application TΛ → CΛ. Soit (σ,S, θ) ∈ TΛ. Considérons
S∗ un tore maximal F-stable de G∗σ en dualité avec S sur k (comme rappelé dans l’annexe
D). Rappelons nous que l’on a fixé au début un système compatible de racines de l’unité.
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Alors la proposition D.1, montre qu’il y a une bijection entre les classes de Gσ-conjugaison
de paires (S, θ) et les classes de G∗σ-conjugaison de paires (S
∗, s). Ainsi à un triplet (σ,S, θ)
nous pouvons associer une classe de conjugaison semi-simple s ∈ (G∗σ)ss, ce qui nous définit
une application
TΛ → CΛ.
Notons que l’on a une bijection canonique P(CΛ) ∼→ SΛ, A 7→ SA, où SA,σ = {s, (σ, s) ∈
A}. On obtient ainsi
PΛ → P(TΛ)→ P(CΛ) ∼→ SΛ.
En composant avec l’application SΛ → S cΛ de la partie 2.1.1, on construit l’application
voulue
PΛ → S cΛ.
Notons que comme les systèmes cohérents sont G-équivariants, cette application passe au
quotient pour fournir PΛ/∼G → S cΛ.
2.2.1.3 Définition. Soit (S, θ) ∈PΛ. On définit alors Rep(S,θ)Λ (G) comme la sous-catégorie
de Serre de Rep0Λ(G) découpée par le système cohérent d’idempotents, image de (S, θ) par
PΛ → S cΛ.
2.2.2 Inclusion dans un système minimal
Nous souhaitons démontrer dans cette section que l’application PΛ → S cΛ de la section
2.2.1 se factorise en PΛ → SminΛ . Pour définir PΛ → S cΛ, nous sommes passés par deux
intermédiaires TΛ et CΛ. Pour montrer le résultat recherché, nous allons devoir étudier plus
finement les liens entres les ensembles PΛ, TΛ, CΛ et S cΛ. En particulier nous allons définir
T mΛ un sous-ensemble de TΛ muni d’une relation d’équivalence ∼ et montrer que l’on a le
diagramme commutatif
PΛ/∼G //
∼

SminΛOO
∼
T mΛ /∼ // CΛ/∼
.
Commençons par étudier le lien entre PΛ et TΛ. Nous avons associé à (S, θ) ∈ PΛ
un ensemble de triplets (σ,S, θ) ∈ TΛ. Réciproquement si (σ,S, θ) ∈ TΛ et soit S un tore
maximal non-ramifié de G tel que l’image de Snr ∩ G◦,nrσ dans Gσ soit S. La bijection
X∗(S)/(FS − 1)X∗(S) ∼→ Irr(SF) de l’annexe D, identifie θ à un élément θ ∈ X∗(S)/(FS −
1)X∗(S) et on obtient de la sorte une paire (S, θ) (qui est non-unique).
Le lemme 2.2.2 de [DeB06] (que l’on adapte ici en rajoutant les caractères θ) montre que
la classe de G-conjugaison d’une paire (S, θ), obtenue à partir de (σ,S, θ), est indépendante
des choix effectués, de sorte que l’on ait le lemme suivant
2.2.2.1 Lemme. L’application TΛ −→PΛ/∼G est bien définie.
On va alors introduire une relation d’équivalence sur TΛ de sorte que l’application
précédente devienne une bijection.
Soit A un appartement de BT. Pour Ω ⊆ A, on note A(A,Ω) le plus petit sous-espace
affine de A contenant Ω. Soient σ1, σ2 ∈ BT. On dit que σ1 et σ2 sont fortement associées si
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pour tout appartement A contenant σ1 et σ2 (ou de façon équivalente pour un appartement
A contenant σ1 et σ2) A(A, σ1) = A(A, σ2). Alors, si σ1 et σ2 sont fortement associées, on
a d’après [DeB06] section 3.1 une identification naturelle entre Gσ1 et Gσ2 que l’on note
Gσ1
id
= Gσ2 . Celle-ci est définie grâce à l’application naturelle suivante, où G
◦,nr
σi désigne le
parahorique de l’image canonique de σi dans BT(Fnr),
G◦,nrσ1 ∩G◦,nrσ2 −→ Gσi(F)
qui est surjective, de noyau
G◦,nrσ1 ∩G+,nrσ2 = G+,nrσ1 ∩G◦,nrσ2 = G+,nrσ1 ∩G+,nrσ2
(G+,nrσi est le pro-p-radical de G
◦,nr
σi ).
Soient (σ,S, θ) ∈ TΛ et g ∈ G. Alors il existe S un tore maximal non-ramifié de G tel
que l’image de Snr ∩G◦,nrσ dans Gσ soit S. Définissons alors gS, un k-tore maximal de Ggσ,
par l’image de gSnr ∩G◦,nrgσ dans Ggσ. Le tore gS correspond également à l’image de S par
l’isomorphisme ϕg,σ : Gσ
∼→ Ggσ. On définit également gθ par gθ := θ ◦ ϕ−1g,σ.
2.2.2.2 Définition. Soient (σ1,S1, θ1), (σ2,S2, θ2) ∈ TΛ. On dit que (σ1,S1, θ1) ∼ (σ2,S2, θ2)
si et seulement s’il existe un appartement A de BT et un g ∈ G tels que
— ∅ 6= A(A, σ1) = A(A, gσ2)
— S1
id
= gS2 dans Gσ1
id
= Ggσ2
— θ1
id
= gθ2
Le lemme 3.2.2 de [DeB06] (en rajoutant les caractères θ1 et θ2) montre que ∼ est bien
une relation d’équivalence.
2.2.2.3 Définition. Soit (σ,S, θ) ∈ TΛ. On dira que (σ,S, θ) est minisotrope si S est
k-minisotrope dans Gσ au sens de [DeB06], c’est-à-dire que le tore k-déployé maximal
de S coïncide avec le tore k-déployé maximal du centre de Gσ. On notera alors T mΛ le
sous-ensemble de TΛ des triplets minisotropes.
Notons que si (S, θ) ∈PΛ et si σ est une facette maximale de A(S, Fnr)F alors le triplet
(σ,S, θ) associé est minisotrope ([DeB06] lemme 2.2.1 (3)).
2.2.2.4 Proposition. L’application du lemme 2.2.2.1 passe au quotient et fournit TΛ/∼ −→
PΛ/∼G. De plus, cette dernière induit une bijection T mΛ /∼ ∼−→PΛ/∼G.
Démonstration. Le lemme 3.3.3 et le théorème 3.4.1 de [DeB06] montrent le résultat pour
les paires (σ,S) à équivalence près (la même que celle définie sur les triplets en prenant des
caractères triviaux) et les classes de G-conjugaison de tores maximaux non-ramifiés. Cette
démonstration s’adapte, en rajoutant les caractères θ, pour obtenir le résultat voulu.
Passons maintenant au lien entre TΛ et CΛ. En particulier pour obtenir le diagramme
commutatif annoncé au début de cette section, il nous reste à montrer que l’on a une
application T mΛ /∼ → CΛ/∼.
2.2.2.5 Lemme. Soient σ1, σ2 ∈ BT deux facettes fortement associées, x ∈ BT0 tels que
σ1 ≥ x ≤ σ2, et (σ1,S1, θ1), (σ2,S2, θ2) ∈ TΛ. Notons t1 ∈ (G∗σ1)ss, t2 ∈ (G
∗
σ2)ss les classes
de conjugaison rationnelles associées respectivement aux triplets (σ1,S1, θ1) et (σ2,S2, θ2).
Supposons que (S1, θ1)
id
= (S2, θ2) alors ϕ∗σ1,x(t1) = ϕ
∗
σ2,x(t2).
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Démonstration. Les polysimplexes σ1, σ2 et x sont dans un même appartement A associé
à un tore T. Notons T le tore induit par T sur Gx. Comme σ1 ≥ x ≤ σ2, les groupes Gσ1
et Gσ2 peuvent se relever de façon unique en des Levi Mσ1 et Mσ2 de Gx contenant T.
Comme A(A, σ1) = A(A, σ2), les Levis Mσi ont même système de racines donc sont égaux.
Notons Uσi le radical unipotent du parabolique de Gx image de G
◦,nr
σi par l’application
G◦,nrσi → G◦,nrx → Gx. L’image de G◦,nrσ1 ∩G◦,nrσ2 par l’application G◦,nrσ1 ∩G◦,nrσ2 → G◦,nrx → Gx
est un sous-groupe algébrique de radical unipotent Uσ1 ∩Uσ2 et ayant pour facteur de Levi
Mσ1 = Mσ2 . Comme id est défini grâce à la surjection G
◦,nr
σ1 ∩G◦,nrσ2 −→ Gσi , la discussion
précédente montre que id correspond à l’égalité entre Mσ1 et Mσ2 .
Maintenant, les paires (S1, θ1) et (S2, θ2) induisent des paires (S1,x, θ1,x) et (S2,x, θ2,x)
avec S1,x et S2,x des tores de Gx. Si (Si, θi) correspond à la classe de conjugaison semi-simple
ti ∈ (G∗σi)ss alors (Si,x, θi,x) correspond à ϕ∗σi,x(ti) ∈ (G
∗
x)ss. L’identification (S1, θ1)
id
=
(S2, θ2) revient à dire que (S1,x, θ1,x) = (S2,x, θ2,x), et donc que ϕ∗σ1,x(t1) = ϕ
∗
σ2,x(t2).
2.2.2.6 Proposition. L’application T mΛ → CΛ passe au quotient et donne T mΛ /∼ →
CΛ/∼.
Démonstration. Soient (σ1,S1, θ1), (σ2,S2, θ2) ∈ T mΛ tels que (σ1,S1, θ1) ∼ (σ2,S2, θ2). No-
tons (σ1, s1), (σ2, s2) ∈ CΛ les images respectives de (σ1,S1, θ1), (σ2,S2, θ2) par l’application
T mΛ → CΛ. Il s’agit de montrer que (σ1, s1) ∼ (σ2, s2).
Comme (σ1,S1, θ1) ∼ (σ2,S2, θ2), il existe un appartement A de BT et un g ∈ G tels
que
— ∅ 6= A(A, σ1) = A(A, gσ2)
— S1
id
= gS2 dans Gσ1
id
= Ggσ2
— θ1
id
= gθ2
Notons s1 ∈ (G∗σ1)ss,Λ (resp. s2 ∈ (G
∗
σ2)ss,Λ) la classe de conjugaison semi-simple associée
à (S1, θ1) (resp. à (S2, θ2)). Alors ϕ∗g,σ2(s2) est la classe de conjugaison associée à (
gS2, gθ2).
Or nous savons que (σ2, s2) ∼ (gσ2, ϕ∗g,σ2(s2)) et donc nous pouvons supposer que g = 1.
Les polysimplexes σ1 et σ2 sont maximaux dans A(A, σ1) = A(A, σ2). Prenons une suite
τ1 = σ1, · · · , τm = σ2 de polysimplexes maximaux de A(A, σ1) et une suite de sommets
x1, · · · , xm−1 telle que pour tout i ∈ [[1,m− 1]], τi ≥ xi ≤ τi+1. Pour chaque i ∈ [[1,m]], τi
est un polysimplexe maximal de A(A, σ1). En particulier A(A, σ1) = A(A, τi) et donc σ1
et τi sont fortement associés. On a donc une identification naturelle Gσ1
id
= Gτi qui nous
permet de définir (S(i), θ(i)) tel que (S(i), θ(i)) id= (S1, θ1). Appelons ti ∈ (G∗τi)ss,Λ la classe
de conjugaison semi-simple associée à (S(i), θ(i)).
Fixons un i ∈ [[1,m − 1]]. Alors τi ≥ xi ≤ τi+1, A(A, τi) = A(A, τi+1) et (S(i), θ(i)) id=
(S(i+1), θ(i+1)) donc par le lemme 2.2.2.5 ϕ∗τi,xi(ti) = ϕ
∗
τi+1,xi(ti+1). Ceci nous montre que
(τi, ti) ∼ (τi+1, ti+1) et donc que (σ1, s1) = (τ1, t1) ∼ (τm, tm) = (σ2, s2) ce qui achève la
preuve.
On peut maintenant regrouper toutes les applications que l’on vient de construire dans
cette section pour obtenir les résultats que l’on recherchait.
2.2.2.7 Proposition. Les applications précédentes rendent le diagramme suivant commu-
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tatif
PΛ/∼G //OO
∼
S cΛOO
T mΛ /∼ // CΛ/∼
.
Démonstration. Soit (τ,Sτ , θ) ∈ T mΛ et (S, θ) ∈ PΛ un représentant de la classe de
conjugaison qui lui est associée par T mΛ /∼ → PΛ/∼G. L’application PΛ → S cΛ de la
partie 2.2.1 est également définie à partir de TΛ → CΛ → S cΛ. Prenons σ une facette de
A(S, Fnr)F et nommons (σ,Sσ, θ) ∈ TΛ le triplet associé. Prenons également τ ′ une facette
maximale de A(S, Fnr)F telle que σ ≤ τ ′. Nous avons un triplet (τ ′,Sτ ′ , θ) associé à (S, θ).
Comme τ ′ est une facette maximale de A(S, Fnr)F, (τ ′,Sτ ′ , θ) ∈ T mΛ ([DeB06] lemme 2.2.1
(3)). De plus, (τ ′,Sτ ′ , θ) ∼ (τ,Sτ , θ) et on peut donc supposer que (τ ′,Sτ ′ , θ) = (τ,Sτ , θ). Il
s’agit donc de montrer que (σ,Sσ, θ) et (τ,Sτ , θ) ont même image par TΛ → CΛ → S cΛ.
Notons (σ, sσ) et (τ, sτ ) les images respectives de (σ,Sσ, θ) et (τ,Sτ , θ) par TΛ → CΛ.
Comme σ ≤ τ , le groupe Gτ peut se relever en un unique Levi de Gσ contenant Sσ. Ceci
nous permet d’identifier Sτ à Sσ. Donc si (S∗, t) est une paire duale à (Sτ , θ) elle l’est
également pour (Sσ, θ). On en déduit que sσ = ϕ∗τ,σ(sτ ). Ainsi (σ, sσ) ∼ (τ, sτ ) et on a le
résultat.
2.2.2.8 Proposition. L’application PΛ/∼G → S cΛ se factorise en PΛ/∼G → SminΛ .
Démonstration. Nous savons que l’on a la bijection CΛ/∼ ∼→ SminΛ (section 2.1.1). Ainsi la
proposition 2.2.2.7 montre que l’on a le diagramme commutatif
PΛ/∼G //
∼

SminΛOO
∼
T mΛ /∼ // CΛ/∼
d’où le résultat.
En particulier on en déduit le corollaire suivant.
2.2.2.9 Corollaire. Soient (S, θ), (S′, θ′) ∈ PΛ. Alors Rep(S,θ)Λ (G) = Rep(S
′,θ′)
Λ (G) ou
Rep
(S,θ)
Λ (G) ⊥ Rep(S
′,θ′)
Λ (G).
2.2.3 Paires minimales
Dans la partie 2.2.2 nous avons montré que l’on a une application PΛ/∼G → SminΛ .
Cette dernière est surjective mais n’est pas injective. Nous proposons ici de construirePminΛ ,
un sous-ensemble de PΛ, tel que PminΛ /∼G ∼→ SminΛ .
2.2.3.1 Définition. On dira qu’un triplet (σ,S, θ) ∈ TΛ est elliptique si la classe de
conjugaison s associée est elliptique dans G∗σ, au sens où elle ne rencontre aucun sous-groupe
de Levi propre, et on note T eΛ l’ensemble des triplets (σ,S, θ) elliptiques.
Notons que si (σ,S, θ) est elliptique alors S est k-minisotrope dans Gσ, d’où les inclusions
T eΛ ⊆ T mΛ ⊆ TΛ.
74 CHAPITRE 2
2.2.3.2 Définition. On dira alors qu’une paire (S, θ) ∈PΛ est minimale si elle est dans
l’image de T eΛ /∼, par l’application de la proposition 2.2.2.4. On notera PminΛ l’ensemble
des paires (S, θ) minimales.
Avant de passer à la démonstration de la bijection PminΛ /∼G ∼→ SminΛ décrivons un peu
plus précisément l’ensemble PminΛ . Soit (S, θ) ∈PminΛ une paire minimale. Par définition si
σ ∈ A(S, Fnr)F est une facette maximale alors le triplet (σ,S, θ) est elliptique. Mais qu’en
est-il lorsque σ n’est pas maximal ? Nous allons décrire dans la suite les triplets (σ,S, θ)
que l’on peut obtenir à partir d’une paire (S, θ) minimale.
2.2.3.3 Définition. Soit (σ,S, θ) ∈ TΛ. Notons (σ,S∗, t) un triplet qui lui est associé (qui
est défini à G∗σ-conjugaison près, comme dans la proposition D.1). On dit que (σ,S, θ) est
minimal si et seulement si le k-rang de S est égal à celui de CG∗σ(t), le centralisateur de t
dans G∗σ, c’est-à-dire si S
∗ est maximalement déployé dans ce centralisateur.
Soient σ, τ ∈ BT tels que τ ≤ σ. Prenons une classe de G∗σ-conjugaison de paires (S∗, t),
où S∗ est un k-tore maximal de G∗τ et t ∈ (S∗)F. Le choix d’un relèvement de G∗σ en un
Levi de G∗τ permet de relever S
∗ en S′∗ un k-tore maximal de G∗τ et t en t′ ∈ (S′∗)F. Cette
nouvelle paire (S′∗, t′) est alors définie à G∗τ -conjugaison près, et on note ϕ∗σ,τ l’application
qui à la classe de conjugaison de (S∗, t) associe celle de (S′∗, t′).
Notons que si s est la classe de conjugaison de t dans G∗σ alors ϕ∗σ,τ (s) est celle de t′.
2.2.3.4 Lemme. Soient σ, τ ∈ BT tels que τ ≤ σ et (σ,S, θ), (τ,S′, θ′) ∈ TΛ tels que
ϕ∗σ,τ (S
∗, t) = (S′∗, t′), où (σ,S∗, t) (resp. (τ,S′∗, t′)) est associé à (σ,S, θ) (resp. (τ,S′, θ′)).
Alors
1. (σ,S, θ) est minimal et S est k-minisotrope dans Gσ si et seulement si (σ,S, θ) est
elliptique
2. (σ,S, θ) est minimal si et seulement si (τ,S′, θ′) est minimal.
Démonstration. Notons S∗d le sous-tore déployé maximal de S∗.
Commençons par montrer 1. Supposons que (σ,S, θ) est minimal et que S est k-
minisotrope dans Gσ. Prenons L un Levi minimal de G
∗
σ tel que t ∈ L, de sorte que t soit
elliptique dans L. Comme t est un élément semi-simple, il existe SL un tore maximal F-stable
de L tel que t ∈ SL. Appelons SdL sa composante déployée. Comme t est elliptique dans L,
SL est k-minisotrope dans L et donc SdL coïncide avec la composante déployée du centre
de L. Maintenant S est k-minisotrope, donc S∗d est la composante déployée de Z(G∗σ), le
centre de G∗σ. Et comme Z(G
∗
σ) ⊆ Z(L), on en déduit par maximalité de SdL que S∗d ⊆ SdL.
Enfin, S∗d ⊆ SdL ⊂ CG∗σ(t), et comme (σ,S, θ) est minimal, S
∗d = SdL et donc L = G
∗
σ.
Réciproquement, supposons t elliptique. Nous savons déjà que S est k-minisotrope. Il
reste à montrer que S∗d est maximal parmi les tores déployés de CG∗σ(t). Prenons alors T
d
un tore déployé de CG∗σ(t) contenant S
∗d. Notons M le centralisateur de Td dans G∗σ qui est
un Levi de G∗σ contenant t. Comme t est elliptique M = G
∗
σ, et comme S est k-minisotrope,
Td = S∗d.
Démontrons maintenant 2. Commençons par relever S∗ en un tore de G∗τ , que l’on note
encore S∗, de sorte que l’on puisse identifier (S′∗, t′) à (S∗, t) (après conjugaison). Notons
Mσ l’unique relèvement de G
∗
σ en un Levi de G
∗
τ contenant S
∗.
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Il faut alors montrer que S∗d est maximal parmi les tores déployés de CG∗τ (t) si et
seulement s’il l’est parmi ceux de CMσ(t). Il est clair que si S est maximalement déployé
dans CG∗τ (t) il l’est aussi dans CMσ(t).
Supposons donc S∗d maximal parmi les tores déployés de CMσ(t). NotonsM le centralisa-
teur de S∗d dans Mσ qui est un Lévi de Mσ contenant t. Le tore S∗d est alors k-minisotrope
dans M et il est maximal parmi les tores déployé de CM(t) donc par la propriété 1, t est
elliptique dans M. Comme S∗d est la composante déployée de Z(M), on a également que M
est le centralisateur de S∗d dans G∗τ . Prenons T
d un tore déployé de CG∗τ (t) contenant S
∗d.
Son centralisateur dans G∗τ est un Lévi L contenant t et contenu dans M. Mais comme t est
elliptique dans M, L = M et S∗d = Td.
2.2.3.5 Corollaire. Soit (S, θ) ∈ PΛ. Alors (S, θ) est minimale si et seulement si pour
tout σ ∈ A(S, Fnr)F le triplet associé (σ,S, θ) est minimal, si et seulement si pour un
σ ∈ A(S, Fnr)F le triplet (σ,S, θ) est minimal.
Notons que dans ce cas, si σ est une facette maximale alors (σ,S, θ) est elliptique.
Revenons à la démonstration de PminΛ /∼G ∼→ SminΛ . La proposition 2.2.2.8 montre que
l’on peut identifier l’application PΛ/∼G → SminΛ à T mΛ /∼ → CΛ/∼. Il nous suffit donc
de montrer que l’on a une bijection T eΛ /∼ ∼→ CΛ/∼.
2.2.3.6 Proposition. L’application TΛ → CΛ induit une bijection T eΛ /∼ ∼→ CΛ/∼.
Démonstration. Nous savons déjà par la proposition 2.2.2.6 que l’on a une application
T mΛ /∼ → CΛ/∼ et donc T eΛ /∼ → CΛ/∼.
L’application T eΛ /∼ → CΛ/∼ est surjective. En effet soit (σ, s) ∈ CΛ. Il existe un
polysimplexe maximal τ ≥ σ tel que ϕ∗−1τ,σ (s) 6= ∅. Prenons alors t ∈ ϕ∗−1τ,σ (s). La classe de
conjugaison t est alors elliptique dans G∗τ . Il suffit alors de prendre un triplet (τ,S, θ) qui
donne (τ, t). Ce dernier est elliptique puisque t est elliptique et il convient car (σ, s) ∼ (τ, t).
Il reste à montrer l’injectivité. Soient (σ1,S1, θ1), (σ2,S2, θ2) ∈ T eΛ deux triplets auxquels
sont associés respectivement (σ1, s1), (σ2, s2) ∈ CΛ. On suppose que (σ1, s1) ∼ (σ2, s2) et
on veut montrer que (σ1,S1, θ1) ∼ (σ2,S2, θ2). Nous savons par la proposition 2.1.2.5 que
∼ est la clôture transitive de ∼′, on peut donc supposer que (σ1, s1) ∼′ (σ2, s2). Prenons
un triplet (σ1,S∗1, t1) (resp. (σ2,S
∗
2, t2)) avec t1 ∈ (S∗1)F (resp. t2 ∈ (S∗2)F) en dualité avec
(σ1,S1, θ1) (resp. (σ2,S2, θ2)), tel que t1 (resp. t2) a pour classe de conjugaison s1 (resp.
s2).
Commençons par traiter le cas σ1 = σ2 et s1 = s2. Il existe donc g ∈ G∗σ1 tel que
t1 = Ad(g)(t2). Par le lemme 2.2.3.4, S∗1 et gS
∗
2 sont maximalement déployés dans CG∗σ1
(t1),
donc quitte à modifier g on peut supposer que S∗1 = gS
∗
2. On en déduit que les paires
(S∗1, t1) et (S
∗
2, t2) sont conjuguées sous G
∗
σ1 et donc que les paires (S1, θ1) et (S2, θ2) sont
conjuguées sous Gσ1 . On a bien que (σ1,S1, θ1) ∼ (σ2,S2, θ2).
Revenons au cas général. Comme (σ1, s1) ∼′ (σ2, s2), deux cas se présentent :
1. Il existe g ∈ G tel que gσ2 = σ1 et s1 = ϕ∗g,σ2(s2).
Alors (S1, θ1) et g(S2, θ2) donnent la même classe de conjugaison dans (G
∗
σ1)ss et
par le premier cas (σ1,S1, θ1) ∼ (σ2,S2, θ2).
2. Il existe x ∈ BT0 tel que σ1 ≥ x ≤ σ2 et ϕ∗σ2,x(s2) = ϕ∗σ1,x(s1).
Choisissons un appartement contenant σ1 et σ2. Cet appartement est associé à un
tore T et l’on note T le tore induit sur Gx et T∗ un dual sur G
∗
x. Le tore T permet
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de relever de façon unique Gσ1 et Gσ2 en des sous-groupes de Levi de Gx. De même
T∗ permet de relever G∗σ1 et G
∗
σ2 . Ceci nous permet de relever S1, S2 en des tores
de Gx et S∗1, S
∗
2 en des tores de G
∗
x. Dans ce cas, (S1, θ1) correspond à (S
∗
1, t1) et
(S2, θ2) à (S∗2, t2) avec t1 et t2 conjugués dans G
∗
x (ti est un représentant de la classe
de conjugaison ϕ∗σi,x(si)). Il existe donc g
∗ ∈ G∗x tel que t1 = Ad(g∗)(t2). Par le
lemme 2.2.3.4, S∗1 et g
∗S∗2 sont maximalement déployés dans CG∗x(t1). Deux tores
maximalement déployés sont conjugués donc quitte à modifier g∗ on peut supposer
que S∗1 = g
∗S∗2. Par conséquent les paires (S
∗
1, t1) et (S
∗
2, t2) sont conjuguées sous G
∗
x
donc les paires (S1, θ1) et (S2, θ2) sont conjuguées sous Gx.
Il existe g ∈ Gx tel que (S1, θ1) = g(S2, θ2). Prenons g ∈ G◦x un relèvement de
g ∈ Gx ' G◦x/G+x . Considérons également S1 et S2 des tores maximaux non-ramifiés
de G qui relèvent S1 et S2. Alors S1 et gS2 ont même image dans Gx donc par
[DeB06] lemme 2.2.2, S1 et gS2 sont G+x -conjugués. Quitte à changer le relèvement
de g choisi, on peut supposer que S1 = gS2. Le polysimplexe σ1 est une facette de
dimension maximale dans A(S1, Fnr)F et gσ2 est une facette de dimension maximale
dans A(gS2, Fnr)F = A(S1, Fnr)F. Prenons A un appartement contenant σ1 et gσ2.
Par [DeB06] lemme 2.2.1 (4) nous avons A(A, σ1) = A(A, gσ2). On a bien que
S1
id
= gS2. De plus dans Gx on a S1 = gS2 et θ1 = gθ2 donc θ1
id
= gθ2. On a bien
(σ1,S1, θ1) ∼ (σ2,S2, θ2).
2.2.3.7 Proposition. L’application PΛ → S cΛ induit une bijection PminΛ /∼G ∼→ SminΛ .
Démonstration. Les propositions 2.2.2.8 et 2.2.3.6 montrent que l’on a le diagramme
commutatif
PminΛ /∼G //
∼

SminΛOO
∼
T eΛ /∼ ∼ // CΛ/∼
d’où le résultat.
2.2.4 Relations d’équivalence sur PΛ
Nous avons obtenu dans les sections précédentes une application PΛ/∼G → SminΛ
ainsi que PminΛ , un sous-ensemble de PΛ, tel que P
min
Λ /∼G ∼→ SminΛ . Cependant, lorsque
les paires ne sont pas minimales, nous ne savons pas encore quand elles donnent un
même système cohérent. Nous cherchons donc une relation d’équivalence sur PΛ qui le
caractériserait. Le but de cette partie est d’introduire les relations d’équivalences ∼∞, ∼r
et ∼e sur PΛ. Nous verrons par la suite que ∼e est la relation d’équivalence recherchée qui
fournira une bijection PΛ/∼e ∼→ SminΛ . Les deux autres relations ∼∞ et ∼r sont tout de
même intéressantes et produiront également des décompositions remarquables de Rep0Λ(G).
Soit m ∈ N∗, alors l’application
TrFm/F : X
∗(S) → X∗(S)
λ 7→ λ+ FS(λ) + · · ·+ Fm−1S (λ)
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induit une application, que l’on note encore TrFm/F :
TrFm/F : X
∗(S)/(FS − 1)X∗(S) −→ X∗(S)/(FmS − 1)X∗(S).
On note alors pour θ ∈ X∗(S)/(FS − 1)X∗(S), θ〈m〉 := TrFm/F(θ).
2.2.4.1 Lemme. L’application TrFm/F induit une bijection
TrFm/F : X
∗(S)/(FS − 1)X∗(S) ∼−→ [X∗(S)/(FmS − 1)X∗(S)]FS .
Démonstration. Commençons par l’injectivité. Notons que TrFm/F = (FmS − 1)/(FS − 1).
Comme pour tout m ∈ N∗, FmS − 1 est injectif, l’application TrFm/F : X∗(S)→ X∗(S) est
injective. Mais alors s’il existe θ ∈ X∗(S) et λ ∈ X∗(S) tels que TrFm/F(λ) = (FmS − 1)(θ)
alors TrFm/F(λ) = TrFm/F((FS − 1)(θ)) et donc λ = (FS − 1)(θ).
Passons maintenant à la surjectivité. Nous avons déjà que TrFm/F est à valeurs dans
[X∗(S)/(FmS − 1)X∗(S)]FS . Prenons donc λ ∈ X∗(S) tel qu’il existe θ vérifiant (FS−1)(λ) =
(FmS − 1)(θ). Alors (FS − 1)(λ) = (FS − 1)(TrFm/F(θ)) et par injectivité de (FS − 1),
λ = TrFm/F(θ).
Soient S1 et S2 deux tores non-ramifiés et g ∈ Gnr. Pour simplifier les écritures nous
noterons SF
m
1 pour (Snr1 )F
m
= S1(Fm), où Fm est l’extension non-ramifiée de degré m
de F . Rappelons (voir annexe D) que X∗(S1)/(FmS1 − 1)X∗(S1) est en bijection avec
Irr(0(SF
m
1 )/(S
Fm
1 )
+) (notons que l’on utilise ici le système compatible de racines de l’unité
fixé au début de cette thèse). Ainsi si g(SFm1 ) = SF
m
2 (ce qui est équivalent à dire que Ad(g)
est défini sur Fm), Ad(g) induit une bijection Irr(0(SF
m
1 )/(S
Fm
1 )
+)
∼→ Irr(0(SFm2 )/(SF
m
2 )
+)
et donc une bijection Ad(g) : X∗(S1)/(FmS1 − 1)X∗(S1)
∼→ X∗(S2)/(FmS2 − 1)X∗(S2). On
définit alors la relation d’équivalence suivante
2.2.4.2 Définition. Soit m ∈ N∗. On dit que (S1, θ1) ∼m (S2, θ2) si et seulement s’il existe
g ∈ Gnr tel que
1. g(SFm1 ) = SF
m
2
2. gθ1〈m〉 = θ2〈m〉
On dit que (S1, θ1) ∼∞ (S2, θ2) si et seulement s’il existe un m ∈ N∗ tel que (S1, θ1) ∼m
(S2, θ2).
Nous pouvons remarquer qu’il existe un entier d tel que pour tout tore non-ramifié S
de G, FdS = ψ
d est la multiplication par qd. Ainsi ∼∞=∼d.
On note Nnr(S) le normalisateur de Snr dans Gnr. Le groupe de Weyl étendu de Snr
dans Gnr est le quotient W˜ (S) := Nnr(S)/0Snr, où 0Snr est le sous-groupe borné maximal
de Snr. On note W a(S), le groupe de Weyl affine, qui est le sous-groupe de W˜ (S) engendré
par les réflexions des murs des chambres de A(S, Fnr). Le groupe de Weyl W (S) est défini
par W (S) := Nnr(S)/Snr.
Notons N(S, θ) := {n ∈ Nnr(S), n(SFm) = SFm et nθ〈m〉 = θ〈m〉 pour un m ∈ N∗}
qui est un sous-groupe de Nnr(S). Définissons aussi W˜ (S, θ) := N(S, θ)/0Snr ≤ W˜ (S) et
W (S, θ) := N(S, θ)/Snr ≤W (S).
Considérons un d tel que ∼∞=∼d. En particulier on a (FdS − 1)X∗(S) = (qd − 1)X∗(S).
Alors l’application naturelle 〈·, ·〉 : X∗(S)×X∗(S)→ Z induit une application
〈·, ·〉 : X∗(S)×X∗(S)/(FdS − 1)X∗(S)→ Z/(qd − 1)Z.
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Posons W ◦(S, θ) le sous-groupe de W (S, θ) engendré par les sα où α est une co-racine
vérifiant 〈α, θ〈d〉〉 = 0. Les α tels que 〈α, θ〈d〉〉 = 0 forment un système de racines F-stable.
Une vérification directe est possible, mais on peut également montrer queW ◦(S, θ) s’identifie
au groupe de Weyl de CG∗(t)◦, où t ∈ G∗, ce que nous ferons plus tard (lemme 2.2.5.2).
Notons A(S,θ) l’appartement A(S, Fnr) mais dont la structure polysimpliciale est déduite
de celle de A(S, Fnr) en ne gardant que les murs correspondants aux co-racines affines
dont la partie vectorielle correspond aux α tels que 〈α, θ〈d〉〉 = 0. Désignons W a(S, θ) le
sous-groupe de W a engendré par les réflexions des murs de A(S,θ). Ce dernier est alors un
groupe de Weyl affine comme défini dans [Bou81] chapitre VI, §2.
Enfin définissons N◦(S, θ) (resp. W˜ ◦(S, θ)) le sous-groupe de N(S, θ) (resp. W˜ (S, θ))
image réciproque de W ◦(S, θ) par l’application N(S, θ)  W (S, θ) (resp. W˜ (S, θ) 
W (S, θ)). Notons que W a(S, θ) est un sous-groupe de W˜ ◦(S, θ) et posons Na(S, θ) l’image
réciproque de W a(S, θ) dans N◦(S, θ).
Notons que tous les ensembles définis précédemment sont F-stables.
Notons que si (S1, θ1) et (S2, θ2) sont ∼∞-équivalentes, alors il existe g tel que g(SFm1 ) =
SF
m
2 et gθ1〈m〉 = θ2〈m〉 pour un certain m. Comme gSnr1 = Snr2 (par densité de Zariski
de SF
m
1 ), g−1F(g) ∈ Nnr(S1). De plus θ1〈m〉 et θ2〈m〉 sont F-stables donc g−1F(g)θ1〈m〉 =
θ1〈m〉. On en déduit que g−1F(g) ∈ N(S1, θ1). On peut alors raffiner ∼∞ de la façon
suivante.
2.2.4.3 Définition. On dit que (S1, θ1) ∼r (S2, θ2) (resp. (S1, θ1) ∼e (S2, θ2)) si et
seulement s’il existe m ∈ N∗ et g ∈ Gnr tels que
1. g(SFm1 ) = SF
m
2
2. gθ1〈m〉 = θ2〈m〉
3. g−1F(g) ∈ N◦(S1, θ1) (resp. g−1F(g) ∈ Na(S1, θ1))
Expliquons les notations précédentes. Nous notons ∼r car cette relation d’équivalence va
correspondre à des classes de conjugaison rationnelles. Et ∼e est notée ainsi car cette relation
va caractériser le fait que deux paires (S, θ) définissent le même système d’idempotents
cohérent e = (ex).
Il faut vérifier que ∼r et ∼e sont bien des relations d’équivalence. Cela découle de
la remarque suivante. Soit g ∈ Gnr tel que g(SFm1 ) = SF
m
2 et gθ1〈m〉 = θ2〈m〉. Alors
Ad(g) induit une bijection Ad(g) : N(S1, θ1)
∼→ N(S2, θ2). Si α est une co-racine telle que
〈α, θ1〈d〉〉 = 0 alors 〈g ·α, g ·θ1〈d〉〉 = 0 donc Ad(g) : N◦(S1, θ1) ∼→ N◦(S2, θ2). De plus Ad(g)
envoie les murs de l’appartement relatif à S1 sur les murs de l’appartement relatif à S2 donc
Ad(g) : Na(S1, θ1)
∼→ Na(S2, θ2). Pour conclure, il suffit de remarquer que l’application
x 7→ gxF(g)−1 = (gxg−1)(gF(g)−1) induit bien une bijection N◦(S1, θ1) ∼→ N◦(S2, θ2) (resp.
Na(S1, θ1)
∼→ Na(S2, θ2)) si gF(g)−1 ∈ N◦(S2, θ2) (resp. gF(g)−1 ∈ Na(S2, θ2)).
On a alors les liens suivants :
∼G⇒∼e⇒∼r⇒∼∞
2.2.5 Caractérisation des systèmes de classes de conjugaison 0-cohérents
minimaux dans PΛ
Nous souhaitons montrer dans cette section que l’application PΛ → SminΛ induit une
bijection PΛ/∼e ∼→ SminΛ .
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Considérons une paire (S, θ) et σ ∈ A(S, Fnr)F. Notons (σ,S, θ) ∈ TΛ le triplet induit
par (S, θ). Le groupe des caractères d’un k-tore est aussi muni d’applications TrFm/F, et
celles-ci sont compatibles avec l’identification naturelle X∗(S) ' X∗(S). Nous rappelons
que Wσ(S) est le sous-groupe de W˜ (S) engendré par les réflexions des murs passant par
σ, qui s’identifie au groupe de Weyl de Gσ relatif à S. On notera W
†
σ(S) le stabilisateur
de σ dans W˜ (S). Soit d un entier tel que ∼∞=∼d. On note alors W ◦σ (S, θ) le sous-groupe
de Wσ(S) engendré par les sα tels que sαθ〈d〉 = θ〈d〉 et 〈α, θ〈d〉〉 = 0. Le lemme suivant
découle de [Bou81], chapitre V, §3, proposition 1.
2.2.5.1 Lemme. Soient (S, θ) ∈ PΛ et σ ∈ A(S, Fnr). Alors W a(S, θ) ∩ W †σ(S) =
W ◦σ (S, θ).
Rappelons que la classe de Gσ-conjugaison de la paire (S, θ) correspond à une classe
de G∗σ-conjugaison de paires (S
∗, t) (proposition D.1). Fixons (S∗, t) un représentant de la
classe associée à (S, θ). Le groupe de Weyl de G∗σ relatif à S
∗ s’identifie au groupe de Weyl
Wσ(S) de Gσ relatif à S.
2.2.5.2 Lemme. L’isomorphisme entre les groupes de Weyl Wσ(S) et W (S∗,G
∗
σ) envoie
W ◦σ (S, θ) sur W (S
∗, CG∗σ(t)
◦).
Démonstration. D’après [Car93] théorème 3.5.4,W (S∗, CG∗σ(t)
◦) correspond au sous-groupe
de Wσ(S) engendré par les sα où α est une racine (pour S∗) vérifiant α(t) = 1.
La bijection reliant θ et t est donnée par la formule θ(NFd/F(α(ζ)) = κ(α(t)) (ici ζ est une
racine de l’unité et on a identifié les caractères de S∗ avec les co-caractères de S, voir annexe
D pour plus de détails sur la formule et les notations). Or θ(NFd/F(x)) = TrFd/F(θ)(x). On
a alors α(t) = 1 si et seulement si 〈α, θ〈d〉〉 = 0 d’où le résultat.
Soit (σ,S, θ) ∈ TΛ. Nous savons que l’on peut associer à ce triplet une classe de conjugai-
son rationnelle semi-simple t ∈ (G∗σ)ss,Λ. On dira alors que deux triplets (σ,S1, θ1), (σ,S2, θ2)
dans TΛ sont rationnellement équivalents si la classe de conjugaison rationnelle associée est
la même.
2.2.5.3 Lemme. Soient σ ∈ BT et (σ,S1, θ1), (σ,S2, θ2) ∈ TΛ. Alors les conditions sui-
vantes sont équivalentes
1. (σ,S1, θ1) et (σ,S2, θ2) sont rationnellement équivalents.
2. Il existe g ∈ Gσ et m ∈ N∗ tels que g(SFm1 ) = SF
m
2 , gθ1〈m〉 = θ2〈m〉 et g−1F(g) se
projette sur W ◦σ (S1, θ1).
Démonstration. Notons (S∗1, t1) et (S
∗
2, t2) des paires associées à (S1, θ1) et (S2, θ2).
Supposons 1. Les triplets (σ,S1, θ1) et (σ,S2, θ2) étant rationnellement équivalents,
on a par définition qu’il existe g∗ ∈ (G∗σ)F tel que t1 = Ad(g∗)t2. Les deux tores S∗1 et
g∗S∗2 contiennent t1 donc sont conjugués sous CG∗σ(t1)
◦. Il existe donc un h∗ ∈ G∗σ tel
que h∗(S∗1, t1) = (S
∗
2, t2) et w = (h∗)−1F(h∗) ∈ W ◦t1(S1). Rappelons que l’on peut voir la
correspondance entre les paires (S, θ) et les paires (S∗, t) en fixant une paire de tores de
référence en dualité sur k (comme rappelé dans le paragraphe après la proposition D.1).
Fixons ici, S1 et S∗1. La paire (S
∗
2, t2) correspond alors à (w, t1) où t1 ∈ (S∗1)Fw . Considérons
θ˜1 ∈ X∗(S1)/(wF− 1)X∗(S1) l’élément qui correspond à (w, t1). Prenons également g ∈ Gσ
tel que g−1F(g) relève w. Alors la paire g(S1, θ˜1) est une paire en dualité avec (S∗2, t2)
et est donc G-conjuguée à (S2, θ2). Le lemme 2.2.5.2 nous permet d’identifier w à un
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élément de W ◦σ (S1, θ1). Enfin, pour un m tel que (wF)m = Fm, en remarquant que θ˜1 et θ1
correspondent tous les deux à t1, on a que θ˜1〈m〉 = θ1〈m〉, d’où 2.
Supposons dorénavant 2. Nommons w ∈ W ◦σ (S1, θ1) la projection de g−1F(g) qui
s’identifie à w ∈ W ◦t1(S1) par le lemme 2.2.5.2. Posons (S1, θ˜1) = g−1(S2, θ2), où θ˜1 ∈
X∗(S1)/(wF− 1)X∗(S1). Alors θ˜1〈m〉 = θ1〈m〉 et donc θ˜1 s’envoie sur t1 ∈ (S∗1)wF. Prenons
alors g∗ ∈ CG∗σ(t1)
◦ tel que (g∗)−1F(g∗) relève w. La paire (S∗2, t2) est alors G
∗ conjuguée à
g∗(S∗1, t1). Et comme Ad(g∗)t1 = t1, t1 et t2 sont rationnellement conjugués et on a 1.
2.2.5.4 Lemme. Soient (S1, θ1) et (S2, θ2) deux éléments de PΛ. Supposons qu’il existe
σ ∈ BT∩A(S1, Fnr) ∩ A(S2, Fnr). Notons (σ,S1, θ1) et (σ,S2, θ2) les triplets induits sur
Gσ. Alors les assertions suivantes sont équivalentes
1. (σ,S1, θ1) et (σ,S2, θ2) sont rationnellement équivalents.
2. Il existe gσ ∈ G◦,nrσ et m ∈ N∗ tel que gσ(SFm1 ) = SF
m
2 , gσθ1〈m〉 = θ2〈m〉 et
g−1σ F(gσ) ∈ Na(S1, θ1).
Démonstration. Par le lemme 2.2.5.3, 1. est équivalent à l’existence d’un g¯σ ∈ Gσ et d’un
m tels que g¯σ(SF
m
1 ) = S
Fm
2 , g¯σθ1〈m〉 = θ2〈m〉 et g¯−1σ F(g¯σ) ∈W ◦σ (S1, θ1).
Supposons l’existence d’un tel g¯σ. On peut alors relever celui-ci en un élément gσ ∈ G◦,nrσ
tel que gσ(SFm1 ) = SF
m
2 et gσθ1〈m〉 = θ2〈m〉 (voir le lemme 2.2.2 de [DeB06] pour les tores).
Par le lemme 2.2.5.1 wσ = g−1σ F(gσ) ∈W ◦σ (S1, θ1) ⊆W a(S1, θ1).
Supposons maintenant 2. Notons g¯σ la réduction de gσ dans Gσ. Alors g¯σS1 = S2 et
g¯σθ1〈m〉 = θ2〈m〉. Et par le lemme 2.2.5.1 wσ, la projection de g−1σ F(gσ), vérifie wσ ∈
W a(S1, θ1) ∩W †σ(S1) = W ◦σ (S1, θ1) d’où 1.
2.2.5.5 Lemme. Soit S un tore maximal non-ramifié deG, alors il existe x ∈ BT0 ∩A(S, Fnr).
Démonstration. D’après [DeB06] Lemme 2.2.1, A(S, Fnr)F est non-vide et est l’union des
facettes de BT qui le rencontrent.
2.2.5.6 Lemme. Soient (S1, θ1) et (S2, θ2) deux éléments de PΛ avec (S1, θ1) minimale.
Supposons que (S1, θ1) et (S2, θ2) définissent le même système de classes de conjugaison
0-cohérent. Alors, quitte à conjuguer l’une des paires par un élément de G, il existe un
sommet x ∈ BT0 vérifiant :
1. x ∈ A(S1, Fnr) ∩ A(S2, Fnr)
2. (x,S1, θ1) et (x,S2, θ2), les éléments de TΛ correspondant respectivement à (S1, θ1)
et (S2, θ2), sont rationnellement équivalents.
Démonstration. Prenons x ∈ BT0 ∩A(S2, Fnr) par le lemme 2.2.5.5, et considérons le triplet
(x,S2, θ2) ∈ TΛ correspondant à (S2, θ2). Notons t la classe de conjugaison semi-simple
dans (G∗x)F associée à (x,S2, θ2). Soit S
∗ un tore maximalement déployé du centralisateur
de t de sorte qu’il existe un triplet minimal (x,S, θ) associé à t. Choisissons (S, θ) ∈PΛ
correspondant à (x,S, θ). Les triplets (x,S, θ) et (x,S2, θ2) sont rationnellement équivalents
par construction, donc (S2, θ2) et (S, θ) définissent le même système de classes de conjugaison
0-cohérent. Ainsi, par hypothèse, (S1, θ1) et (S, θ) définissent également le même système. Or
ces deux paires sont minimales, donc d’après la proposition 2.2.3.7, (S1, θ1) est G-conjuguée
à (S, θ) ce qui démontre le résultat.
2.2.5.7 Lemme. Soient (S1, θ1), (S2, θ2) ∈PΛ. Alors si (S1, θ1) et (S2, θ2) définissent le
même système de classes de conjugaison 0-cohérent, (S1, θ1) ∼e (S2, θ2).
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Démonstration. Tous les systèmes de classes de conjugaison 0-cohérents sont décrits par
une paire minimale par le théorème 2.2.3.7. Ainsi on peut supposer, sans perte de généralité,
que (S1, θ1) est minimale. Le résultat découle alors des lemmes 2.2.5.4 et 2.2.5.6.
Si n ∈ Nnr(S) alors n induit une action sur X∗(S) et on note Fn,S := nϑS ◦ ψ. Notons
que Fn,S ne dépend que de l’image de n dans W (S).
2.2.5.8 Lemme. Soient (S, θ) ∈ PΛ et g ∈ Gnr tels que g−1F(g) ∈ N◦(S, θ). Alors il
existe (S′, θ′) ∈PΛ et m ∈ N∗ tels que g(SFm) = S′Fm et gθ〈m〉 = θ′〈m〉.
Démonstration. Posons n := g−1F(g) ∈ N◦(S, θ) et w ∈ W˜ ◦(S, θ) sa réduction. Soit m
tel que nθ〈m〉 = θ〈m〉 et FmS = Fmn,S. Alors θ〈m〉 ∈
[
X∗(S)/(Fmn,S − 1)X∗(S)
]Fn,S
et par
le lemme 2.2.4.1 il existe θ˜ ∈ X∗(S)/(Fn,S − 1)X∗(S) tel que θ˜〈m〉 = θ〈m〉. Définissons
S′ := gS et θ′ := gθ˜ ∈ X∗(S′)/(FS′ − 1)X∗(S′) de sorte que θ′〈m〉 = gθ〈m〉.
2.2.5.9 Lemme. Dans chaque classe de ∼e-équivalence il existe un représentant (S, θ) tel
que l’appartement A(S,θ) contienne une chambre F-stable.
Démonstration. Soit (S, θ) ∈ PΛ. Prenons C une chambre de A(S,θ). L’automorphisme
F agit de façon polysimpliciale sur l’appartement donc F(C) est encore une chambre. Le
groupe W a(S, θ) agit transitivement sur l’ensemble des chambres ([Bou81] Chapitre VI, §2,
Proposition 2), donc il existe w ∈ W a(S, θ) tel que wF(C) = C. En particulier w ∈ W a
et la proposition C.3 montre alors qu’il existe g ∈ Gnr tel que g−1F(g) ∈ Na(S, θ) soit
un relèvement de w. Prenons (S′, θ′) ∈ PΛ comme dans le lemme 2.2.5.8. On a bien,
par définition, que (S′, θ′) ∼e (S, θ). Posons C ′ := gC une chambre de A(S′,θ′). Comme
wF(C) = C, c’est-à-dire g−1F(g)F(C) = C, on obtient F(C ′) = C ′ d’où le résultat.
2.2.5.10 Lemme. Soient (S, θ) ∈ PΛ et g ∈ Gnr. On suppose que A(S,θ) contient C
une chambre F-stable et que g−1F(g) ∈ Na(S, θ). Alors il existe σ ∈ BT∩A(S, Fnr) et
h ∈ Na(S, θ) tels que h−1g−1F(g)F(h) fixe σ.
Démonstration. Notons w ∈ W a(S, θ) la réduction de g−1F(g). Posons S′ := gS. Par le
lemme 2.2.5.5 il existe y un point F-stable de A(S′, Fnr). Le point z := g−1y est alors un
point wF-stable de A(S,θ).
Le groupe W a(S, θ) agit transitivement sur les chambres de A(S,θ) donc il existe u ∈
W a(S, θ) tel que x := u · z ∈ C. De l’égalité wF(z) = z on déduit que w′F(x) = x avec
w′ = uwF(u)−1. Posons h ∈ Na(S, θ) un relèvement de u.
Nommons C ′ la chambre w′ · C. Ainsi x = w′F(x) ∈ w′F(C) = w′C = C ′ et on a aussi
x ∈ C donc il existe v ∈W ◦x (S, θ) tel que v · C ′ = C (W ◦x (S, θ) agit transitivement sur les
chambres de A(S,θ) qui contiennent x, [Bou81] Chapitre VI, §2, Proposition 2 et [Bou81]
Chapitre V, §3, Proposition 1). Alors vw′ · C = C et comme vw′ ∈W a(S, θ), vw′ = 1. De
plus x = w′F(x) donc x = F(x). On prend alors σ le plus petit polysimplexe de A(S, Fnr)
qui contient x. Comme x = F(x) on a également σ = F(σ) et σ convient.
2.2.5.11 Lemme. Soient (S1, θ1) et (S2, θ2) deux paires telles que (S1, θ1) ∼e (S2, θ2).
Alors (S1, θ1) et (S2, θ2) définissent le même système de classes de conjugaison 0-cohérent.
Démonstration. D’après le lemme 2.2.5.9 il existe une paire (S, θ) telle que A(S,θ) contienne
une chambre F-stable et (S1, θ1) ∼e (S2, θ2) ∼e (S, θ). Il nous suffit donc de montrer
par exemple que (S1, θ1) et (S, θ) définissent le même système de classes de conjugaison
82 CHAPITRE 2
0-cohérent. Prenons g ∈ Gnr et m ∈ N∗ tel que g(SFm) = SFm1 , gθ〈m〉 = θ1〈m〉 et g−1F(g) ∈
Na(S, θ). Par le lemme précédent 2.2.5.10 on peut supposer qu’il existe σ ∈ BT∩A(S, Fnr)
tel que g−1F(g) fixe σ. Par le lemme 2.3.1 de [DR09] nous savons que H1(F, G◦,nrσ ) = 1
donc il existe gσ ∈ G◦,nrσ tel que g−1F(g) = g−1σ F(gσ) et donc gσg−1 ∈ G. Ainsi, quitte à
remplacer (S, θ) par un de ses G-conjugués on peut supposer que g = gσ. On conclut par le
lemme 2.2.5.4.
On déduit alors du lemme 2.2.5.7 et du lemme 2.2.5.11 le théorème suivante
2.2.5.12 Théorème. L’application PΛ → SminΛ induit une bijection
PΛ/∼e ∼→ SminΛ .
On obtient donc une décomposition de Rep0Λ(G)
Rep0Λ(G) =
∏
[S,θ]e∈PΛ/∼e
Rep
[S,θ]e
Λ (G),
où Rep[S,θ]eΛ (G) = Rep
(S,θ)
Λ (G), pour (S, θ) n’importe quel représentant de la classe de
∼e-équivalence [S, θ]e.
Cette décomposition est minimale pour la méthode utilisée.
2.2.5.13 Remarque. Toute relation d’équivalence ∼ surPΛ plus faible que ∼e (en particulier
∼∞ et ∼r) conduit à une décomposition de Rep0Λ(G) :
Rep0Λ(G) =
∏
C∈PΛ/∼
RepCΛ(G),
où RepCΛ(G) =
∏
Rep
[S,θ]e
Λ (G), le produit étant pris sur les classes de ∼e-équivalence [S, θ]e
telles que (S, θ) ∈ C.
Notons également que par construction les objets simples de Rep(S,θ)Λ (G) sont décrits
par : pi ∈ IrrΛ(G) ∩ Rep(S,θ)Λ (G) si et seulement s’il existe (S′, θ′) ∈PΛ et σ ∈ A(S′)F tels
que
— (S′, θ′) ∼e (S, θ)
— 〈∗RGσS′ (piG
+
σ ), θ′〉S′Λ 6= 0
où S′Λ est S
′ si Λ = Q` ou le sous-groupe maximal de S′ d’ordre premier à ` si Λ = Z`.
2.3 La relation d’équivalence ∼r
On suppose toujours que G se déploie sur une extension non-ramifiée de F . Le but de
cette section est d’étudier les décompositions produites par ∼r et ∼∞, comme expliqué
dans la remarque 2.2.5.13 (on traitera la relation ∼e dans la section suivante).
Le théorème 1.3.4.5 nous donne une décomposition de Rep0Λ(G) indexée par Φm(IΛF ,
LG),
l’ensemble des paramètres de Langlands inertiels modérés,
Rep0Λ(G) =
∏
φ∈Φm(IΛF ,LG)
RepφΛ(G).
2.3. LA RELATION D’ÉQUIVALENCE ∼R 83
Celle ci est obtenue en identifiant Φm(IΛF ,
LG) à (G∗ss,Λ)F. Nous procédons de même ici en
introduisant un ensemble Φ˜m(IΛF ,
LG), et en montrant que l’on a un diagramme commutatif
PΛ/∼r   //

G∗ss,Λ

oo ∼ // Φ˜m(IΛF ,
LG)

PΛ/∼∞   // (G∗ss,Λ)F oo ∼ // Φm(IΛF , LG)
La décomposition donnée par ∼∞ est la même que celle du théorème 1.3.4.5 (l’objet
principal de cette section est donc ∼r) et ∼r donne une décomposition plus fine
Rep0Λ(G) =
∏
(φ,σ)∈Φ˜m(IΛF ,LG)
Rep
(φ,σ)
Λ (G).
Haines définit dans [Hai14] définition 5.3.3, une notion d’équivalence inertielle pour des
paramètres λ : WF → LG(Q`). Nous étendrons cette dernière en une notion de `-équivalence
inertielle. On notera Bstm,Λ l’ensemble des paramètres de Weil modérés à équivalence inertielle
près (`-équivalence inertielle si Λ = Z`). On construira une bijection Bstm,Λ ∼→ Φ˜m(IΛF , LG),
permettant de réinterpréter la décomposition précédente en
Rep0Λ(G) =
∏
(φ,σ)∈Φ˜m(IΛF ,LG)
Rep
(φ,σ)
Λ (G) =
∏
[ϕ]∈Bstm,Λ
Rep
[ϕ]
Λ (G).
Dans le cas où G est un groupe classique non-ramifié, Λ = Q` et p 6= 2, cette décomposition
est compatible à la correspondance de Langlands locale et est la décomposition de Rep0Λ(G)
en "blocs stables" (c’est-à-dire que ces facteurs correspondent à des idempotents primitifs
du centre de Bernstein stable).
2.3.1 Interprétation sur G∗
Dans cette partie, nous allons expliquer le lien entre les ∼r-classes (resp. les ∼∞-classes,
resp. les ∼1-classes) et les classes de conjugaison dans G∗. De façon plus précise, nous
introduisons un ensemble P∗Λ = {(S∗, t)}, où S∗ est un k-tore maximal de G∗ et t ∈ (S∗)F
est d’ordre inversible dans Λ ainsi qu’une application PΛ → P∗Λ/∼G∗ , où ∼G∗ est la
conjugaison par G∗. Nous montrerons alors que cette application induit le diagramme
commutatif suivant
PΛ/∼1 _

//PΛ/∼r _

//PΛ/∼∞ _

P∗Λ/∼G∗ // G∗ss,Λ // (G∗ss,Λ)F
Si G est de plus quasi-déployé, les injections verticales sont alors des bijections.
2.3.1.1 Définition. On noteP∗Λ l’ensemble des paires (S
∗, t) où S∗ est un k-tore maximal
de G∗ et t ∈ (S∗)F est d’ordre inversible dans Λ.
Définissons une application PΛ →P∗Λ/∼G∗ , où ∼G∗ désigne la conjugaison par G∗.
Soit (S, θ) ∈ PΛ. Prenons S∗ un k-tore maximal de G∗ dual de S (la dualité ici
signifie que la donnée radicielle de S munie de l’action du générateur de Gal(Fnr/F )
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est la duale de celle de S∗ munie de l’action du générateur de Gal(k/k)). Notons que
ce dernier est bien défini à G∗-conjugaison près. L’identification X∗(S) ' X∗(S∗) fournit
une bijection X∗(S)/(FS − 1)X∗(S) ∼→ X∗(S∗)/(F− 1)X∗(S∗). Composée avec la bijection
X∗(S∗)/(F− 1)X∗(S∗) ∼→ (S∗)F de l’annexe D, on obtient la bijection
X∗(S)/(FS − 1)X∗(S) ∼→ (S∗)F.
À θ est donc associé un t ∈ (S∗)F. La paire (S∗, t) est bien définie à G∗-conjugaison près, et
on obtient de la sorte une application
PΛ →P∗Λ/∼G∗ .
2.3.1.2 Proposition. L’application PΛ → P∗Λ/∼G∗ passe au quotient et induit une
injection PΛ/∼1 ↪→P∗Λ/∼G∗.
Si G est de plus quasi-déployé, cette injection est alors une bijection.
Démonstration. Pour traiter la classe de ∼1-équivalence, nous allons utiliser les résultats
de [DeB06]. Pour cela nous fixons T un tore non ramifié de G et T∗ un k-tore maximal de
G∗ en dualité avec T. On note W le groupe de Weyl fini de T.
Notre groupe G étant déployé sur Fnr, nous savons par le lemme 4.3.1 de [DeB06] qu’il
y a une injection entre les classes de ∼1-équivalence de tores maximaux non-ramifiés et les
classes de F-conjugaison dans W , c’est-à-dire H1(F,W ) (cette injection est bijective si on
suppose de plus G quasi-déployé) . Cette application fonctionne de la manière suivante.
Soient S etT deux tores non-ramifiés. Ceux-ci étant non-ramifiés, ils sont conjugués sousGnr.
Ainsi, il existe g ∈ Gnr tel que Snr = gTnr. Or F(Snr) = Snr donc cela définit un élément
n := g−1F(g) ∈ Z1(F, Nnr) où Nnr := N(Gnr, Tnr). On obtient w := nTnr ∈ Z1(F,W )
dont la classe [w] ∈ H1(F,W ) est indépendante du choix de g. Notons également que
(Snr)F = g((Tnr)Fw) où Fw := Ad(n) ◦ F.
Soit maintenant (S, θ) ∈PΛ. Comme ci-dessus, choisissons g ∈ Gnr tel que Snr = gTnr
et posons w l’image de g−1F(g) dans W et θw = g−1θ ∈ X∗(T)/((wϑ)◦ψ−1)X∗(T). Alors
la même preuve que le lemme 4.3.1 de [DeB06] en rajoutant les caractères θ montre que la
classe de ∼1-équivalence de (S, θ) est caractérisée par la classe de F-conjugaison de (w, θw).
La bijection X∗(T)/((wϑ)◦ψ−1)X∗(T) ' X∗(T∗)/(Fw−1)X∗(T∗) ' (T∗)Fw (rappelée
dans l’annexe D) envoie θw sur tw ∈ (T∗)Fw . La classe de F-conjugaison de (w, tw) est
elle même en correspondance avec la classe de conjugaison d’une paire (S∗, t) (cette
correspondance est aussi rappelée dans l’annexe D). Notons que S∗ est en dualité avec S,
et t correspond à θ via la bijection X∗(S)/(FS − 1)X∗(S) ∼→ (S∗)F, donc cette classe de
conjugaison est bien l’image de (S, θ) par l’applicationPΛ →P∗Λ/∼G∗ , d’où le résultat.
Nous avons une application bien définie P∗Λ/∼G∗ → G∗ss,Λ, (S∗, t) 7→ t. Celle-ci induit
donc deux applications PΛ → G∗ss,Λ et PΛ → (G∗ss,Λ)F (en composant avec G∗ss,Λ →
(G∗ss,Λ)F).
2.3.1.3 Proposition. Les applications précédentes passent au quotient pour les relations
d’équivalence ∼r et ∼∞ et donnent des injections rendant le diagramme suivant commutatif
PΛ/∼1 _

//PΛ/∼r _

//PΛ/∼∞ _

P∗Λ/∼G∗ // G∗ss,Λ // (G∗ss,Λ)F
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Si G est de plus quasi-déployé, ces injections sont des bijections.
Démonstration. Soit m ∈ N∗. Passer de ∼1 à ∼m revient à changer F en Fm. De plus
l’application θ 7→ θ〈m〉 correspond au niveau des groupes finis à l’application t ∈ (T∗)F 7→
t ∈ (T∗)Fm (voir par example [DL76] section 5.3). On en déduit (comme dans 2.3.1.2) que
l’on a PΛ/∼m ↪→P∗Λ/∼(G∗)Fm . En particulier on a que PΛ/∼∞ ↪→ (G∗ss,Λ)F .
Soient (S, θ), (S′, θ′) ∈PΛ. Notons (S∗, t) et ((S′)∗, t′) des représentants des images res-
pectives de (S, θ) et (S′, θ′) parPΛ →P∗Λ/∼G∗ . Alors (S, θ) et (S′, θ′) sont ∼r-équivalentes
si et seulement si elles sont ∼∞-équivalentes et que le g reliant les deux paires vérifie
g−1F(g) ∈ N◦(S, θ). Par ce qui précède, être ∼∞-équivalent est équivalent à ce que t et
t′ soient géométriquement conjugués. Notons w la réduction de g−1F(g) dans W ◦(S, θ).
Comme dans le lemme 2.2.5.2, nous savons que W ◦(S, θ) correspond au groupe de Weyl
de CG∗(t)◦. Ainsi (S, θ) et (S′, θ′) sont ∼r-équivalentes si et seulement si t′ est conjugué
à t par un élément g∗ ∈ G∗ vérifiant w = (g∗)−1F(g∗) ∈ W ◦(S, θ) (c’est-à-dire tel que
g∗ ∈ (G∗)FCG∗(t)◦) (une fois le tore S fixé la dualité fonctionne comme celle sur les groupes
finis rappelée après la proposition D.1), si et seulement si t et t′ sont rationnellement
conjugués.
2.3.2 Classes de conjugaison rationnelles
La proposition 2.3.1.3 montre que les classes de ∼r-équivalence correspondent à des
classes de conjugaison rationnelles. Dans le chapitre 1, pour relier les classes de conjugaison
géométriques semi-simples F-stables aux paramètres de l’inertie, nous avons interprété
(G∗ss)F comme ((X ⊗Z k×)/W )F. Nous souhaitons faire de même ici, mais pour les classes
de conjugaison rationnelles. Nous introduisons donc un ensemble X˜Λ muni d’une action de
W de sorte que l’on ait le diagramme commutatif
X˜Λ/W
∼ //

G∗ss,Λ

((X ⊗Z k×)Λ/W )F ∼ // (G∗ss,Λ)F
((X ⊗Z k×)Λ désigne les éléments de (X ⊗Z k×) d’ordre inversible dans Λ).
Soit s ∈ T∗ ' X ⊗Z k×, on note Ws le sous-groupe de W formé par les éléments w tels
que w · s = s, qui correspond au groupe de Weyl de CG∗(s) par rapport à T∗, et W ◦s le
sous-groupe de W engendré par les sα tels que α(s) = 1, qui correspond au groupe de Weyl
de CG∗(s)◦ par rapport à T∗. Posons
X˜ := {(s, w¯) ∈ (X ⊗Z k×)× (W ◦s \W ), s = w¯ · F(s)}
et X˜Λ le sous-ensemble de X˜ formé par les (s, w¯) avec s d’ordre inversible dans Λ. Le groupe
de Weyl W agit sur X˜Λ par
v · (s, w¯) = (v · s, vwF(v)−1), v ∈W.
Vérifions que vwF(v)−1 a bien un sens. Si w¯1 = w¯2 dans W ◦s \W , c’est-à-dire w1 = uw2
avec u ∈W ◦s , alors vw1F(v)−1 = (vuv−1)(vw2F(v)−1) et comme vuv−1 ∈W ◦v.s on a bien le
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résultat voulu.
On va maintenant relier X˜Λ/W aux classes de conjugaison rationnelles semi-simples
dans G∗ d’ordre inversible dans Λ.
Soient (s, w¯) ∈ X˜Λ et n ∈ G∗ un relèvement de w¯. Comme s = w¯F(s), on a s = nF(s)n−1.
Écrivons n sous la forme n = g−1F(g) (grâce à la surjectivité de l’application de Lang),
alors t := gsg−1 vérifie t = F(t). On associe à (s, w¯) la classe de conjugaison rationnelle de
t.
2.3.2.1 Lemme. Ce procédé ne dépend pas des choix effectués et définit une application
X˜Λ → G∗ss,Λ.
Démonstration. Prenons un autre relèvement n′ = (g′)−1F(g′) de w¯. Alors n′n−1 ∈ CG∗(s)◦.
Le groupe réductif connexe CG∗(s)◦ est Fn := Ad(n) ◦ F stable, donc il existe h ∈ CG∗(s)◦
tel que n′n−1 = h−1Fn(h) = h−1nF(h)n−1. Donc n′ = h−1nF(h) = (gh)−1F(gh). Ainsi
gh(g′)−1 ∈ (G∗)F et t′ := g′s(g′)−1 = (gh(g′)−1)−1t(gh(g′)−1) est rationnellement conjugué
à t.
2.3.2.2 Proposition. Cette application passe au quotient pour fournir une bijection natu-
relle X˜Λ/W
∼−→ G∗ss,Λ.
Démonstration. Montrons d’abord qu’elle passe au quotient. Soient (s, w¯), (s′, w¯′) ∈ X˜Λ
et v ∈ W tels que (s, w¯) = v · (s′, w¯′). Soient n = g−1F(g) un relèvement de w¯ et m un
relèvement de v. Alors n′ := m−1nF(m) = (gm)−1F(gm) est un relèvement de w¯′. Notons t
la classe de conjugaison semi-simple rationnelle associée à (s, w¯) et t′ celle associée à (s′, w¯′).
Alors t′ est la classe de conjugaison rationnelle de gms′m−1g−1 = gsg−1 donc t′ = t.
Il reste à vérifier la bijectivité. Construisons la bijection réciproque. Soit t ∈ G∗ss,Λ, alors
il existe S∗ un tore maximal F-stable de G∗ tel que t ∈ (S∗)F. Prenons g ∈ G∗ tel que
gS∗ = T∗. Alors g−1F(g) normalise T∗ et on peut former le couple (s, w¯) = (gtg−1, g−1F(g)).
Ceci nous définit une application G∗ss,Λ → X˜Λ/W (elle est indépendante des choix effectués)
qui est la réciproque de X˜Λ/W → G∗ss,Λ.
Nous avons une application naturelle X˜Λ/W → ((X ⊗Z k×)Λ/W )F, (s, w¯) 7→ s et il est
clair au vu de la définition de l’application X˜Λ → G∗ss,Λ que l’on a
X˜Λ/W
∼ //

G∗ss,Λ

((X ⊗Z k×)Λ/W )F ∼ // (G∗ss,Λ)F
2.3.3 Réinterprétation de la relation d’équivalence ∼r
Dans ce chapitre, nous obtenons des décompositions de Rep0Λ(G) à partir de relations
d’équivalence (∼e, ∼r et ∼∞) sur PΛ. Dans le chapitre 1, la décomposition de Rep0Λ(G),
indexée par des paramètres inertiels, ne passe pas par les paires (S, θ). Elle est construite à
partir d’une application CΛ → (G∗ss)F (on rappelle que CΛ désigne l’ensemble des couples
(σ, s) où σ ∈ BT et s ∈ (G∗σ)ss,Λ, voir définition 2.1.1.2). La bijection PΛ/∼e ∼→ SminΛ ∼→
CΛ/∼ (théorème 2.2.5.12) permet de définir sur CΛ deux relations d’équivalence ∼r et
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∼∞ qui correspondent aux relations éponymes sur PΛ. Nous montrons dans cette partie
que l’application CΛ → (G∗ss)F du chapitre 1 passe au quotient pour donner une injection
CΛ/∼∞ ↪→ (G∗ss)F (on aura donc une compatibilité entre la décomposition du théorème
1.3.4.5 et celle obtenue ici grâce à ∼∞). Nous souhaitons également trouver une application
plus simple pour les classes de ∼r-équivalence. On construira donc CΛ → G∗ss qui passe au
quotient pour ∼r et donne le diagramme commutatif
CΛ/∼r   //ee
∼
%%

G∗ss,Λ

PΛ/∼r
+ 
99

CΛ/∼∞   //ee
∼
%%
(G∗ss,Λ)F
PΛ/∼∞
+ 
99
Soient σ ∈ BT0 et T un tore maximal maximalement déployé tel que σ ∈ A(T, F ).
Rappelons que l’on a une bijection canonique X˜Λ/W ' G∗ss,Λ (proposition 2.3.2.2). On a
également X˜Λ/Wσ ' (G∗σ)ss,Λ. L’application Wσ ↪→W induit une application Wσ/W ◦σ,s →
W/W ◦s et donc X˜Λ/Wσ → X˜Λ/W . On obtient de la sorte notre application (G∗σ)ss,Λ → G∗ss,Λ.
2.3.3.1 Proposition. L’application précédente est indépendante du choix du tore T et
définit une application CΛ → G∗ss,Λ. Cette dernière passe au quotient pour ∼r et rend le
diagramme suivant commutatif
CΛ/∼r
$$
oo ∼ //PΛ/∼r
zz
G∗ss,Λ
Démonstration. Soit t ∈ (G∗σ)ss,Λ et notons s son image par (G∗σ)ss,Λ → G∗ss,Λ. Prenons
S∗ un k-tore maximal de (G∗σ)ss,Λ tel que t ∈ (S∗)F. Considérons (S, θ) en dualité avec
(S∗, t) et que l’on relève en (S, θ) où S est un tore maximal de G. Il est alors clair que la
classe de ∼r-équivalence de (S, θ) correspond à la classe de ∼r-équivalence de (σ, t) via la
bijection CΛ/∼r ∼→PΛ/∼r. Nous souhaitons donc montrer que s est l’image de (S, θ) par
l’application PΛ/∼r → G∗ss,Λ.
L’application (G∗σ)ss,Λ → G∗ss,Λ étant définie à partir des groupes de Weyl, nous allons
réinterpréter les résultats grâce à ces derniers. Notons T le tore induit par T sur Gσ et T∗
en dualité avec T. Notons PWΛ /F l’ensemble des classes de F-conjugaison de paires (w, θ)
où w ∈ W , θ ∈ X/((wϑ ◦ ψ − 1)X et θ est d’ordre inversible dans Λ. Notons de même
PWσΛ /F le même ensemble mais avec w ∈ Wσ. L’injection Wσ ↪→ W permet de définir
une application PWσΛ /F → PWΛ /F. Soit (wσ, θσ) ∈ PWσΛ /F correspondant à la classe de
G∗σ-conjugaison de la paire (S
∗, t) (voir annexe D) et nommons (w0, θ0) ∈PWΛ /F l’image de
(wσ, θσ) par l’application PWσΛ /F→PWΛ /F. La classe de F-conjugaison de la paire (w0, θ0)
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correspond à la classe de G∗-conjugaison d’une paire (S∗0, t0) et il est clair que s est la classe
de conjugaison de t0.
En termes de groupes de Weyl, la proposition 2.3.1.2 peut se réinterpréter en une
injection PΛ/∼1 ↪→PWΛ /F. Grâce à la proposition 2.3.1.3, il nous suffit pour conclure de
montrer que la classe de (w0, θ0) est l’image de (S, θ) par PΛ/∼1 ↪→PWΛ /F. Le corollaire
4.3.2 de [DeB06] montre ce résultat mais sans les caractères θ. La même preuve s’adapte
aisément en rajoutant les caractères θ, ce qui nous démontre la proposition.
Notons que comme l’application PΛ/∼r → G∗ss,Λ ne dépend pas du choix du tore T, il
en est de même pour (G∗σ)ss,Λ → G∗ss,Λ.
2.3.3.2 Proposition. L’application CΛ → (G∗ss,Λ)F (du chapitre 1) passe au quotient pour
∼∞ et rend le diagramme suivant commutatif
CΛ/∼∞
%%
oo ∼ //PΛ/∼∞
yy
(G∗ss,Λ)F
Démonstration. Le résultat se déduit de la proposition 2.3.3.1 et des diagrammes commu-
tatifs
CΛ
##
// G∗ss,Λ

(G∗ss,Λ)F
et (proposition 2.3.1.3)
CΛ
""
// CΛ/∼r

oo ∼ //PΛ/∼r //

G∗ss,Λ

CΛ/∼∞ oo ∼ //PΛ/∼∞ // (G∗ss,Λ)F
Il est aisé de voir que l’on a bien le diagramme commutatif annoncé dans l’introduction.
2.3.4 Interprétation en termes duaux
Les classes d’équivalence pour ∼∞ correspondent aux classes de conjugaison semi-
simples géométriques F-stables dans G∗ par la proposition 2.3.1.3. Nous avons interprété ces
dernières par des paramètres de Langlands inertielles dans le chapitre 1. On obtient donc une
décomposition de Rep0Λ(G) indéxée par Φm(IΛF ,
LG), l’ensemble des paramètres inertielles,
qui est la même que celle du théorème 1.3.4.5 par la section 2.3.3. Nous souhaitons obtenir
de même, une interprétation en des termes duaux pour la relation d’équivalence ∼r. Nous
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introduisons pour cela un ensemble Φ˜m(IΛF ,
LG) rendant commutatif le diagramme suivant
Φ˜m(I
Λ
F ,
LG) ∼ //

G∗ss,Λ

Φm(I
Λ
F ,
LG) ∼ // (G∗ss,Λ)F
Ainsi, grâce à la proposition 2.3.1.3, les classes de ∼r-équivalence fourniront une décompo-
sition de Rep0Λ(G) indexée par Φ˜m(IΛF ,
LG).
Reprenons les notations de [Dat17]. Étant donné une suite exacte H ↪→ H˜  W de
groupes topologiques, on note Σ(W, H˜) l’ensemble des sections continues W → H˜ qui
scindent la suite exacte, et Σ(W, H˜) l’ensemble des classes de H-conjugaison dans Σ(W, H˜).
Soit φ ∈ Φ(IΛF , LG). On note CĜ(φ) le centralisateur de φ(IΛF ) dans Ĝ qui est un
groupe réductif, possiblement non connexe. Par définition φ peut s’étendre en un paramètre
ϕ : WF −→ LG. Alors d’après la section 2.1.1 de [Dat17] le sous-groupe C˜Ĝ(φ) :=
CĜ(φ)ϕ(WF ) de
LG est indépendant du choix de ϕ. Notons maintenant pi0(φ) := pi0(CĜ(φ))
et pi0(φ) := C˜Ĝ(φ)/CĜ(φ)
◦ qui donne une suite exacte scindée ([Dat17] section 2.1.4)
0 −→ pi0(φ) −→ pi0(φ) −→ 〈ϑ̂〉 −→ 0.
2.3.4.1 Définition. Notons Φ˜(IΛF ,
LG) l’ensemble des couples (φ, σ) à Ĝ-conjugaison près,
où φ : IΛF → LG est un paramètre inertiel et σ ∈ Σ(〈ϑ̂〉, pi0(φ)). Appelons également
Φ˜m(I
Λ
F ,
LG) le sous-ensemble de Φ˜(IΛF ,
LG) des (φ, σ) avec φ modéré.
Nous souhaitons établir une bijection canonique entre Φ˜m(IΛF ,
LG) et G∗ss,Λ (puisque
G∗ss,Λ correspond à l’ensemble des classes de ∼r-équivalence par la proposition 2.3.1.3).
La section 2.3.2 construit une bijection canonique entre G∗ss,Λ et X˜Λ/W . Il nous suffit
donc de construire une bijection Φ˜m(IΛF ,
LG) ∼→ X˜Λ/W .
Prenons (φ, σ) ∈ Φ˜m(IΛF , LG). Quitte à conjuguer (φ, σ), on peut supposer que φ(IΛF ) ⊆
T̂. Le groupe IΛF /PF étant procyclique, φ est déterminé par l’image d’un générateur. Le
système compatible de racines de l’unité, que l’on a fixé au début, nous fournit un tel
générateur, ainsi φ est déterminé par un élément semi-simple s ∈ T̂ d’ordre inversible dans
Λ. Comme dans la section 1.3.1, on identifie s à un élément s ∈ X ⊗Z k× (toujours grâce
au même système compatible de racines de l’unité).
2.3.4.2 Lemme. Soit fϑ̂n ∈ C˜Ĝ(φ). Alors il existe c ∈ CĜ(φ)◦ tel que cf ∈ N , où
N := N(T̂, Ĝ) est le normalisateur de T̂ dans Ĝ.
Démonstration. On a fϑ̂n ∈ N(CĜ(φ)◦, LG) (le normalisateur dans LG de CĜ(φ)◦) donc
(fϑ̂n)T̂(fϑ̂n)−1 est un tore de CĜ(φ)
◦. Ainsi, il existe c ∈ CĜ(φ)◦ tel que (fϑ̂n)T̂(fϑ̂n)−1 =
c−1T̂c. Donc (cfϑ̂n)T̂(cfϑ̂n)−1 = T̂, et comme T̂ est ϑ̂-stable on obtient le résultat.
La section σ est déterminée par l’image de ϑ̂. Le lemme 2.3.4.2 nous permet de prendre
un relèvement de σ(ϑ̂) de la forme fϑ̂ avec f ∈ N . On pose alors w¯ l’image de f par
l’application N →W →W ◦s \W . Cette application ne dépend pas du choix du relèvement
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choisi. En effet si f ′ϑ̂ est un autre relèvement avec f ′ ∈ N , alors il existe c ∈ CĜ(φ)◦ tel
que f ′ = cf . Ainsi c ∈ CĜ(φ)◦ ∩N donc f et f ′ ont même image dans W ◦s \W .
On vient donc d’associer à (φ, σ) avec φ(IΛF ) ⊆ T̂ une paire (s, w¯). Pour arriver dans
X˜Λ il reste à vérifier que s = w¯F(s). Le Frobenius F sur T∗ correspond à ϑ̂ ◦ ψ sur T̂.
Il faut donc vérifier que s = Ad(f) ◦ ϑ̂(sq). Prenons ϕ ∈ Φ(WF , LG) un relèvement de
φ. Notons ϕ(Frob) = uϑ̂. Comme C˜Ĝ(φ) = CĜ(φ)ϕ(WF ), on a que u et f diffèrent d’un
élément de CĜ(φ) et donc Ad(f
−1)(s) = Ad(u−1)(s). Or pour un élément x ∈ IF /PF ,
Frob−1xFrob = xq, donc ϕ(x) = Ad(u) ◦ ϑ̂(ϕ(x)q) et on a le résultat souhaité, en prenant
pour x le progénérateur de IΛF /PF choisit plus haut.
Montrons que le procédé précédent définit une application Φ˜m(IΛF ,
LG)→ X˜Λ/W .
2.3.4.3 Lemme. Soient (φ, σ) et (φ′, σ′) conjugués sous Ĝ avec φ(IΛF ) ⊆ T̂ et φ′(IΛF ) ⊆ T̂.
Nommons (s, w¯) et (s′, w¯′) les éléments de X˜Λ leur étant associés respectivement. Alors il
existe v ∈W tel que (s, w¯) = v · (s′, w¯′).
Démonstration. Soit g ∈ Ĝ tel que s′ = gsg−1 (ici on voit s,s′ comme des éléments de T̂)
et σ′ = gσg−1. Des éléments d’un tore qui sont conjugués le sont sous le groupe de Weyl,
donc il existe v ∈ W tel que s′ = v · s. Appelons n un relèvement de v dans N . Comme
s′ = nsn−1 = gsg−1, n−1g ∈ CĜ(s). Notons fϑ̂ (resp. f ′ϑ̂) un relèvement de σ(ϑ̂) (resp.
σ′(ϑ̂)) avec f ∈ N (resp. f ′ ∈ N).
On a donc f ′ = cgfϑ̂(g)−1 avec c ∈ CĜ(φ′)◦. Soit c′ := gn−1 ∈ CĜ(φ′) de telle sorte
que f ′ = cc′nfϑ̂(n)−1ϑ̂(c′)−1. Par le lemme 2.3.4.2, il existe h ∈ CĜ(φ′)◦ et m ∈ N tel que
c′ = hm. On obtient donc
f ′ = ch[mnfϑ̂(n)−1ϑ̂(m)−1]ϑ̂(h)−1
que l’on peut réécrire en
hf ′ϑ̂ = ch[mnfϑ̂(n)−1ϑ̂(m)−1]ϑ̂.
Nous obtenons de la sorte que [mnfϑ̂(n)−1ϑ̂(m)−1]ϑ̂ est un autre relèvement de σ′(ϑ̂) avec
[mnfϑ̂(n)−1ϑ̂(m)−1] ∈ N . Comme w¯′ ne dépend pas du relèvement choisi, en notant v′
la réduction de mn dans W , on obtient que w¯′ = v′wF(v′)−1. Remarquons de plus que
m ∈ CĜ(φ′) pour obtenir s′ = v′ · s. On a bien (s′, w¯′) = v′ · (s, w¯).
2.3.4.4 Lemme. Le procédé précédent donne une bijection Φ˜m(IΛF ,
LG) ∼−→ X˜Λ/W .
Démonstration. On a construit une application Φ˜m(IΛF ,
LG) −→ X˜Λ/W . Donnons l’applica-
tion réciproque. Soit (s, w¯) ∈ X˜Λ. Nous savons associer à s un φ ∈ Φm(IΛF , LG) (voir section
1.3.1). Soit f un relèvement de w¯ dans N . Montrons que fϑ̂ ∈ C˜Ĝ(φ). Soit ϕ ∈ Φ(WF , LG)
un relèvement de φ et notons ϕ(Frob) = uϑ̂. Alors (comme dans la preuve du lemme 2.3.4.2)
s = Ad(u) ◦ ϑ̂(sq). Or s = w¯F(s), donc s = Ad(f) ◦ ϑ̂(sq). On en déduit que fu−1 ∈ CĜ(φ),
puis que fϑ̂ = (fu−1)(uϑ̂) ∈ CĜ(φ)ϕ(WF ) = C˜Ĝ(φ). On définit alors la section σ en
envoyant ϑ̂ sur l’image de fϑ̂ dans pi0(φ). Comme précédemment cette application passe au
quotient et fournit l’application recherchée.
En combinant le lemme 2.3.4.4 et la proposition 2.3.2.2 on obtient :
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2.3.4.5 Proposition. On a une bijection naturelle
Φ˜m(I
Λ
F ,
LG) ∼−→ G∗ss,Λ
Remarquons que cette bijection est compatible avec la proposition 1.3.1.3 dans le sens
suivant :
2.3.4.6 Proposition. Le diagramme suivant est commutatif
Φ˜m(I
Λ
F ,
LG) ∼ //

G∗ss,Λ

Φm(I
Λ
F ,
LG) ∼ // (G∗ss,Λ)F
où la première flèche verticale est la projection sur la première coordonnée.
On déduit des propositions 2.3.1.3 et 2.3.4.5 la proposition suivante
2.3.4.7 Proposition. Nous avons une injection PΛ/∼r ↪→ Φ˜m(IΛF , LG).
Nous pouvons écrire directement l’application PΛ → Φ˜m(IΛF , LG) (construite pas les
propositions 2.3.1.3 et 2.3.4.5) grâce à la correspondance de Langlands locale pour les tores.
En effet prenons (S, θ) ∈PΛ et relevons θ en un caractère θ˜ de S(F ). Soit ϕ : WF → LS le
paramètre de Langlands associé à θ˜ via la correspondance de Langlands locale pour les tores.
Choisissons ι un plongement dual (non-canonique, voir preuve ci-dessous) ι : LS ↪→ LG qui
nous permet d’obtenir un paramètre de Langlands pour G : ι ◦ ϕ : WF → LG. On pose
alors φ := (ι ◦ ϕ)|IΛF et σ(ϑ̂) := (ι ◦ ϕ)(Frob).
2.3.4.8 Proposition. Le procédé précédent définit une application PΛ → Φ˜m(IΛF , LG) qui
est la même que celle construite par les propositions 2.3.1.3 et 2.3.4.5.
Démonstration. Rappelons comment est construit le plongement ι. À S ⊆ G est associé
une classe de Ĝ-conjugaison ϑ̂-équivariante de plongements ιˆ : Ŝ ↪→ Ĝ. Ainsi il existe
g ∈ Ĝ tel que Ad(g) ◦ ϑ̂ιˆ = ιˆ et on peut définir ι : LS ↪→ LG par Ŝ ιˆ↪→ Ĝ et ι(ϑ̂Ŝ) = gϑ̂Ĝ.
Montrons alors que l’application PΛ → Φ˜m(IΛF , LG) est indépendante des choix effectués.
Le choix de g est non-canonique mais deux g diffèrent par un élément de Ŝ donc donnent
la même section σ (puisque Ŝ ⊆ CĜ(φ)◦). Enfin le procédé est indépendant du choix de
θ˜ puisque deux tels caractères diffèrent par un caractère non-ramifié. Et on obtient de la
sorte une application bien définie PΛ → Φ˜m(IΛF , LG).
Il reste à vérifier que l’application est bien la même que celle des propositions 2.3.1.3
et 2.3.4.5. Ceci est aisé à faire en utilisant la section 4.3 de [DR09] qui reconstruit la
correspondance de Langlands locale pour les tores dans le cas modéré avec une méthode
très proche de celle de cette thèse.
La proposition 2.3.4.7 combinée avec la remarque 2.2.5.13, démontre le théorème suivant.
2.3.4.9 Théorème. Soit φ : IΛF → LG un paramètre inertiel. La relation d’équivalence ∼r
permet de décomposer RepφΛ(G) de la façon suivante :
RepφΛ(G) =
∏
σ∈Σ(〈ϑ̂〉,pi0(φ))
Rep
(φ,σ)
Λ (G)
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Notons que, si G est quasi-déployé, la proposition 2.3.1.3 donne une bijection, et donc
toutes les catégories Rep(φ,σ)Λ (G) sont non nulles. Lorsque G n’est pas quasi-déployé, nous
n’avons qu’une injection et donc, les éléments qui ne sont pas dans l’image de cette injection,
donnent des catégories nulles. Nous donnerons, dans la section 2.3.8, une condition sur
(φ, σ) pour déterminer si Rep(φ,σ)Λ (G) est nulle ou non.
2.3.5 Lien entre Z` et Q`
Nous souhaitons expliciter dans cette section le lien qui existe entre les catégories
construites précédemment sur Q` et sur Z`.
Soit (φ, σ) ∈ Φ˜m(IF , LG). Définissons alors φ′ = φ|I(`)F ∈ Φm(I
(`)
F ,
LG). Alors CĜ(φ) ⊆
CĜ(φ
′) et donc C˜Ĝ(φ) ⊆ C˜Ĝ(φ′). De plus CĜ(φ)◦ ⊆ CĜ(φ′)◦, ainsi nous avons un mor-
phisme Σ(〈ϑ̂〉, pi0(φ)) → Σ(〈ϑ̂〉, pi0(φ′)). Notons σ′ l’image de σ par ce morphisme. L’ap-
plication qui à (φ, σ) associe (φ′, σ′) est alors une application naturelle Φ˜m(IF , LG) →
Φ˜m(I
(`)
F ,
LG).
Il est aisé de voir que l’on obtient un diagramme commutatif
Φ˜m(IF ,
LG) ∼ //

G∗ss

Φ˜m(I
(`)
F ,
LG) ∼ // G∗
ss,Z`
,
où l’application G∗ss → G∗ss,Z` revient à prendre la partie `-régulière d’une classe de conju-
gaison semi-simple.
Par construction des catégories Rep(φ,σ)Λ (G), nous avons donc la proposition suivante.
2.3.5.1 Proposition. Nous avons Rep(φ
′,σ′)
Z`
(G) ∩ RepQ`(G) =
∏
(φ,σ) Rep
(φ,σ)
Q`
(G), où le
produit est pris sur les (φ, σ) ∈ Φ˜m(IF , LG) s’envoyant sur (φ′, σ′) par Φ˜m(IF , LG) →
Φ˜m(I
(`)
F ,
LG).
2.3.6 Compatibilité à l’induction et à la restriction parabolique
Le but de cette section est d’étudier les propriétés de Rep(φ,σ)Λ (G) vis à vis des foncteurs
d’induction et de restriction parabolique.
Soit P un F -sous-groupe parabolique de G de quotient de Levi M défini sur F . Considé-
rons M̂ un dual deM sur Q` muni d’un plongement ι : LM ↪→ LG (voir [Bor79] section 3.4),
qui induit une application Φm(IΛF ,
LM)→ Φm(IΛF , LG). Soit φM ∈ Φm(IΛF , LM) et notons
φ := ι◦φM ∈ Φm(IΛF , LG). Comme ι(C˜M̂(φM )) ⊆ C˜Ĝ(φ) et ι(CM̂(φM ))◦ ⊆ CĜ(φ)◦, le plon-
gement ι induit un morphisme ι : pi0(φM )→ pi0(φ). En particulier, si σM ∈ Σ(〈ϑ̂〉, pi0(φM ))
alors σ := ι ◦ σM ∈ Σ(〈ϑ̂〉, pi0(φ)). On obtient de la sorte une application
ιGM : Φ˜m(I
Λ
F ,
LM) −→ Φ˜m(IΛF , LG)
qui à (φM , σM ) associe (φ, σ).
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2.3.6.1 Lemme. Soit t ∈ M∗ un représentant de la classe de conjugaison rationnelle
semi-simple associée à (φM , σM ), par 2.3.4.5. Alors la classe de conjugaison associée à
(φ, σ) est celle de t vu comme un élément de G∗.
Démonstration. Commençons par conjuguer (φM , σM ) pour que φM soit à image dans
T̂. Prenons fϑ̂ un relèvement de σM (ϑ̂) avec f ∈ N(T̂, M̂). Notons s ∈ T∗ l’élément
correspondant à φM et w¯ ∈WM/W ◦M,s (WM étant le groupe de Weyl de M̂ relativement à
T̂) la réduction de f , de sorte que (s, w¯) soit un représentant de l’image de (φM , σM ) par la
bijection Φ˜m(IΛF ,
LM) ∼→ X˜Λ/WM . Alors ι(f)ϑ̂ est un relèvement de σ et ι(f) ∈ N(T̂, Ĝ).
Donc (s, w¯), où l’on voit w¯ comme un élément de W/W ◦s , est le couple correspondant à
(φ, σ), d’où le résultat.
2.3.6.2 Théorème. Soit P un sous-groupe parabolique de G ayant pour facteur de Levi
M.
1. Soit (φ, σ) ∈ Φ˜m(IΛF , LG). Alors
rGP (Rep
(φ,σ)
Λ (G)) ⊆
∏
(φM ,σM )
ιGM (φM ,σM )=(φ,σ)
Rep
(φM ,σM )
Λ (M)
où rGP désigne la restriction parabolique.
2. Soit (φM , σM ) ∈ Φ˜m(IΛF , LM) et notons (φ, σ) := ιGM (φM , σM ). Alors
iGP (Rep
(φM ,σM )
Λ (M)) ⊆ Rep(φ,σ)Λ (G)
où iGP désigne l’induction parabolique.
Démonstration. Cela découle du lemme 2.3.6.1 et des propositions 2.1.3.2, 2.1.3.1.
2.3.6.3 Théorème. Si CĜ(φ) ⊆ ι(M̂) le foncteur d’induction parabolique iGP réalise une
équivalence de catégories entre Rep(φM ,σM )Λ (M) et Rep
(φ,σ)
Λ (G).
Démonstration. Cela découle du théorème 2.3.6.2 et du théorème 1.4.4.6.
2.3.7 Équivalence inertielle sur les paramètres de Weil
Nous avons obtenu au théorème 2.3.4.9 une décomposition de RepφΛ(G) en rajoutant à φ
un paramètre σ. Ici, nous allons paramétrer d’une autre manière cette décomposition. À la
place de rajouter un paramètre σ à φ, on va considérer les relèvements λ ∈ Φ(WF , LG) de φ
et les regrouper grâce à une relation d’équivalence. Pour Λ = Q`, on va retrouver la relation
d’équivalence inertielle introduite par Haines dans [Hai14]. Nous introduirons également
une relation de "`-équivalence inertielle", qui imite celle de Haines, pour obtenir le cas
Λ = Z`. Cette nouvelle interprétation de la décomposition de Rep0Λ(G), nous montrera que
dans le cas où G est un groupe classique non-ramifié (p 6= 2) et Λ = Q` (cas où l’on a la
correspondance de Langlands locale), alors la décomposition du théorème 2.3.4.9 est la
décomposition de Rep0Λ(G) en "blocs stables".
Commençons par remarquer la chose suivante : nous avons identifié les paramètres
de l’inertie modérés Φm(IF , LG(Q`)) aux classes de conjugaison géométriques F-stables
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dans G∗ et Φm(I
(`)
F ,
LG(Q`)) à celles d’ordre premier à `. Maintenant, si l’on considère
des paramètres inertiels modérés mais à valeur dans le dual sur F`, φ : IF → LG(F`),
la même démonstration montre que l’on peut les identifier aux classes de conjugaison
géométriques F-stables dans G∗ d’ordre premier à `. On a une identification naturelle
Φm(IF ,
LG(F`)) ' Φm(I(`)F , LG(Q`)).
De même, notons Φ˜m(IF , LG(F`)) l’ensemble des couples (φ, σ), où φ ∈ Φm(IF , LG(F`))
et σ ∈ Σ(〈ϑ̂〉, pi0(φ)), à Ĝ-conjugaison près. On a également une bijection Φ˜m(IF , LG(F`)) '
Φ˜m(I
(`)
F ,
LG(Q`)).
Haines définit dans [Hai14] définition 5.3.3, une notion d’équivalence inertielle pour
des paramètres ϕ : WF → LG(Q`) (voir aussi la définition 1.4.5.7). Nous étendons cette
dernière en une notion de `-équivalence inertielle pour des paramètres ϕ : WF → LG(F`)
(en gardant les notations de la définition 1.4.5.7).
2.3.7.1 Définition. Soient ϕ1, ϕ2 : WF → LG(F`) deux paramètres admissibles. On dit
que ϕ1 et ϕ2 sont `-inertiellement équivalents si
1. {Mϕ1} = {Mϕ2}
2. il existeM∈ {Mϕ1}, ϕ+1 ∈ (ϕ1)Ĝ et ϕ+2 ∈ (ϕ2)Ĝ dont les images sont minimalement
contenues dansM, et z ∈ H1(〈ϑ̂〉, (Z(M◦)IF )◦) vérifiant
(zϕ+1 )M◦ = (ϕ
+
2 )M◦
On définit Bst (resp. Bst(`)) comme l’ensemble des paramètres ϕ : WF → LG(Q`) (resp.
ϕ : WF → LG(F`)) à équivalence inertielle près (resp. `-équivalence inertielle près). À
l’usuelle, on unifie les notations en posant BstΛ qui vaut Bst si Λ = Q` et Bst(`) si Λ = Z`. On
défini également Bstm,Λ, le sous-ensemble de BstΛ des éléments modérés.
Le but de cette section est de construire une bijection naturelle Bstm,Λ ∼→ Φ˜m(IF , LG(Λ)),
où Λ vaut Q` si Λ = Q` et F` si Λ = Z`.
Commençons par définir une application Φm(WF , LG(Λ)) → Φ˜m(IF , LG(Λ)). Soit
ϕ : WF → LG(Λ). Posons φ := ϕ|IF : IF → LG(Λ) un paramètre modéré. Il reste à
construire une section σ ∈ Σ(〈ϑ̂〉, pi0(φ)). L’image de ϕ est contenue dans C˜Ĝ(φ), donc
ϕ : WF → C˜Ĝ(φ). En composant avec la projection C˜Ĝ(φ)  pi0(φ) on obtient une
application WF → pi0(φ). Puisque φ est modéré, on a ϕ(IF ) = φ(IF ) ⊆ CĜ(φ)◦ et cette
application passe au quotient et nous fournit WF /IF → pi0(φ), ou encore une section
σ : 〈ϑ̂〉 → pi0(φ). Dit autrement, la section σ est caractérisée par σ(ϑ̂) = ϕ(Frob) ∈ pi0(φ).
On obtient de la sorte une application Φm(WF , LG(Λ))→ Φ˜m(IF , LG(Λ)).
2.3.7.2 Lemme. L’application Φm(WF , LG(Λ))→ Φ˜m(IF , LG(Λ)) est surjective.
Démonstration. Soit (φ, σ) ∈ Φ˜m(IF , LG(Λ)). Choisissons ϕ ∈ Φ(WF , LG(Λ)) un relève-
ment de φ arbitraire. Notons ϕ(Frob) =: fϑ̂ et considérons ufϑ̂, un relèvement de σ(ϑ̂) dans
C˜Ĝ(φ), avec u ∈ CĜ(φ). Pour x ∈ IF comme ϕ est un morphisme on a Ad(f) ◦ ϑ̂(φ(x)q) =
φ(x). Ainsi Ad(uf) ◦ ϑ̂(φ(x)q) = φ(x) et l’application ϕ′ : WF = IF o 〈Frob〉 → LG définie
par ϕ′(x) = φ(x) pour x ∈ IF et ϕ′(Frob) = ufϑ̂ est également un morphisme. Ainsi
ϕ′ ∈ Φ(WF , LG(Λ)) fournit un antécédent de (φ, σ).
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2.3.7.3 Proposition. L’application Φm(WF , LG(Λ))→ Φ˜m(IF , LG(Λ)) passe au quotient
et fournit une bijection Bstm,Λ ∼→ Φ˜m(IF , LG(Λ)).
Démonstration. Commençons par montrer que l’application passe au quotient. Soient
ϕ1, ϕ2 ∈ Φm(WF , LG(Λ)) qui sont inertiellement équivalents. Quitte à les conjuguer, on
peut alors supposer qu’il existe un Levi standardM contenant minimalement l’image de
ϕ1 et ϕ2 et un z ∈ H1(〈ϑ̂〉, Z(M◦)◦) tel que ϕ1 = zϕ2. Notons (φ1, σ1) (resp. (φ2, σ2))
l’image de ϕ1 (resp. ϕ2) par Φm(WF , LG(Λ)) → Φ˜m(IF , LG(Λ)). Les paramètres ϕ1 et
ϕ2 ont même restriction à IF donc φ1 = φ2. Notons φ := φ1 = φ2. Pour i ∈ {1, 2}, σi
est déterminé par l’image de ϕi(Frob) ∈ pi0(φ). Mais comme Z(M◦)◦ ⊆ CĜ(φ)◦, on a
ϕ1(Frob) = ϕ2(Frob) dans pi0(φ) et σ1 = σ2 d’où le résultat.
On obtient donc une application Bstm,Λ → Φ˜m(IF , LG(Λ)). Celle-ci est surjective d’après
le lemme 2.3.7.2. La preuve de l’injectivité est analogue à la preuve de la proposition 1.4.5.8
en remplaçant CĜ(φ) par CĜ(φ)
◦.
Cette bijection nous permet de réinterpréter la décomposition du théorème 2.3.4.9 :
2.3.7.4 Proposition. On a la décomposition suivante
Rep0Λ(G) =
∏
[ϕ]∈Bstm,Λ
Rep
[ϕ]
Λ (G).
Notons que les facteurs Rep[ϕ]Λ (G) sont construits sans supposer l’existence de la cor-
respondance de Langlands. Dans le cas d’un groupe classique, où la correspondance de
Langlands locale est connue, alors ces facteurs sont bien compatibles avec cette dernière
(ceci est démontré dans la section 2.3.10). On obtient alors :
2.3.7.5 Théorème. Soit G un groupe classique non-ramifié, Λ = Q` et p 6= 2. Alors la
décomposition
Rep0Q`
(G) =
∏
[ϕ]∈Bstm
Rep
[ϕ]
Q`
(G) =
∏
(φ,σ)∈Φ˜m(IF ,LG)
Rep
(φ,σ)
Q`
(G)
est la décomposition de Rep0Λ(G) en "blocs stables". C’est-à-dire que ces facteurs corres-
pondent à des idempotents primitifs du centre de Bernstein stable.
2.3.8 Condition de relevance
Nous avons vu que lorsque G est quasi-déployé, les sous-catégories Rep[ϕ]Λ (G) =
Rep
(φ,σ)
Λ (G) sont non vides. Ce n’est plus le cas lorsque l’on retire cette hypothèse. Dans
cette partie, nous souhaitons montrer que Rep[ϕ]Λ (G) est non vide si et seulement si [ϕ] est
relevant (dans un sens précisé en dessous).
2.3.8.1 Définition. On dit que [ϕ] est relevant s’il existe ϕ′ ∈ Φ(LG(Λ)) relevant tel que
ϕ′|WF ∈ [ϕ].
Les preuves nécéssaires pour démontrer les résultats souhaités de cette partie sont
similaires à celles de la partie 1.4.3. Nous nous appuierons donc sur ces dernières, et on ne
se concentrera que sur les légères modifications.
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2.3.8.2 Lemme. Soit ϕ ∈ Φ(WF , LG(Λ)). Définissons Mϕ := CLG(Z(CĜ(φ)◦)ϕ(Wk),◦).
Alors toute extension ϕ′ ∈ Φ(LG(Λ)) de ϕ à W ′F se factorise parMϕ. De plus il existe un
ϕ′ ∈ Φ(LG(Λ)) ne se factorisant par aucun sous Levi propre deMϕ et tel que ϕ′|WF ∈ [ϕ].
Démonstration. La première partie est montrée dans le lemme 1.4.3.2. Il ne reste qu’à
modifier légèrement la preuve de la deuxième partie de ce même lemme pour obtenir le
résultat souhaité. Le lemme 1.4.3.2 construit à partir de ϕ un paramètre ϕ′. Ce dernier ne
se factorise par aucun sous Levi propre deMϕ et vérifie que ϕ′|IF ∼ φ := ϕ|IF . Pour vérifier
que ϕ′|WF ∈ [ϕ], il reste à montrer, d’après la section 2.3.7, que ϕ′(Frob) et ϕ(Frob) différent
par un élément de CĜ(φ)
◦. Or par définition de ϕ′, ϕ′(Frob) et ϕ(Frob) différent par un
élément dans l’image du morphisme principal de SL2 , SL2 → CĜ(ϕ)◦, d’où le résultat.
2.3.8.3 Théorème. La sous-catégorie Rep[ϕ]Λ (G) est non vide si et seulement si [ϕ] est
relevant.
Démonstration. Soit t ∈ G∗ss,Λ une classe de conjugaison semi-simple rationnelle correspon-
dant à [ϕ]. Alors Rep[ϕ]Λ (G) est non vide si et seulement si t est dans l’image de l’application
PΛ/∼r → G∗ss,Λ de la proposition 2.3.1.3 si et seulement s’il existe S un tore non-ramifié
de G en dualité avec S∗ tel que t ∈ S∗. Le reste de la preuve est alors quasiment identique
à la preuve de la proposition 1.4.3.5, en utilisant le nouveau lemme 2.3.8.2.
2.3.9 Classes de conjugaison rationnelles pour les groupes classiques
Le but de cette section est de préparer quelques résultats qui seront nécessaires pour
la section 2.3.10, qui vise à montrer la compatibilité de la décomposition associée à ∼r
avec la correspondance de Langlands locale. Par le théorème 1.4.5.6, nous avons déjà la
compatibilité pour la relation d’équivalence ∼∞. La relation d’équivalence ∼∞ correspond
à des classes de conjugaison géométriques dans G∗, alors que ∼r correspond à des classes
de conjugaison rationnelles. Cette partie consiste donc à étudier les classes de conjugaison
rationnelles dans une classe de conjugaison géométrique pour un groupe classique non-
ramifié. Lorsque G est à centre connexe, il n’y a aucune différence, on s’intéressera donc
aux groupes Sp2n, SO2n et SO
∗
2n (groupe spécial orthogonal quasi-déployé, non-déployé,
associé à une extension quadratique non-ramifiée) de duaux respectifs (sur le corps fini)
SO2n+1, SO2n et SO∗2n. On ne s’intéressera également qu’au cas Λ = Q`.
Prenons s ∈ (G∗ss)F une classe de conjugaison géométrique semi-simple F-stable. Celle-ci
contient au plus deux classes de conjugaison rationnelles. De plus, elle en contient exactement
deux si et seulement si le centralisateur de s n’est pas connexe, ce qui se produit si et
seulement si 1 et −1 sont tous les deux valeurs propres de s.
Nous souhaitons identifier les classes de conjugaison rationnelles dans une classe de
conjugaison géométrique. Pour cela, nous allons définir une application X˜/W → Z/2Z.
Dans le cas où l’on s’est placé, nous avons X ' Zn et le groupe de Weyl W s’identifie à
(Z/2Z)noSn, dans le cas où G∗ = SO2n+1 et au noyau de l’application (Z/2Z)noSn → Z/2Z,
((1, · · · , n), σ) 7→
∑n
i=1 i, lorsque G
∗ = SO2n ou SO∗2n. Nous savons que le Frobenius
agit sur X par ϑ̂ ◦ ψ où ψ est l’élévation à la puissance q. Ici ϑ̂ est trivial pour SO2n+1 et
SO2n, et est un élément d’ordre deux pour SO∗2n. Pour unifier ces notations on notera vF le
Frobenius, où v ∈W est trivial pour SO2n+1 et SO2n, et v = ((0, · · · , 0, 1), id) pour SO∗2n.
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Soit (s, w) où s ∈ X ⊗ k× et w ∈ W . On définit f(s, w) = ∑i∈Is i ∈ Z/2Z où
s = (s1, · · · , sn), w = ((1, · · · , n), σ) et Is = {i ∈ {1, · · · , n}, si = −1}. Pour simplifier les
écritures, on abrégera la notation w = ((1, · · · , n), σ) en w = (i, σ).
Rappelons que l’on note W ◦s le groupe de Weyl de CG∗(s)◦ comme dans la section 2.3.2.
2.3.9.1 Lemme. Soit w′ ∈W ◦s , alors f(s, w) = f(s, w′w).
Démonstration. Écrivons w = (i, σ) et w′ = (λi, τ). Notons a+ (resp. a−) le nombre
de 1 (resp. −1) dans s = (s1, · · · , sn). Alors CG∗(s)◦ ' SO2a++1×SO2a− ×
∏
GLni si
G∗ = SO2n+1 et CG∗(s)◦ ' SO2a+ ×SO2a− ×
∏
GLni si G
∗ = SO2n ou SO∗2n. En particulier,
on a dans tous les cas
∑
i∈Is λi = 0.
Maintenant, w′w = (λi, τ) · (i, σ) = (λi + τ−1(i), τσ). Notons que s = w′ · s de sorte
que τ permute Is. Ainsi,
∑
i∈Is λi + τ−1(i) =
∑
i∈Is λi +
∑
i∈Is τ−1(i) = 0 +
∑
i∈Is i, d’où
le résultat.
2.3.9.2 Lemme. Soit u ∈W , alors f(s, w) = f(u · s, uwu−1).
Démonstration. Notons w = (i, σ) et u = (λi, τ). Nous avons alors que Iu·s = τ(Is). Calcu-
lons uwu−1. On a uwu−1 = (λi, τ)·(i, σ)·(λτ(i), τ−1) = (λi+τ−1(i)+λτ(σ−1(τ−1(i))), τστ−1).
Donc f(u · s, uwu−1) = ∑i∈Iu·s λi + τ−1(i) + λτ(σ−1(τ−1(i))) = ∑i∈Iu·s λi + ∑i∈Is i +∑
i∈Iu·s λi =
∑
i∈Is i = f(s, w).
Soit (s, w¯) ∈ X˜ alors avec notre notation (vF) pour le Frobenius nous avons que pour
u ∈W , u · (s, w¯) = (u · s, uwvu−1v−1). Ainsi les lemmes 2.3.9.1 et 2.3.9.2 montrent que l’on
peut définir une application X˜/W → Z/2Z, par (s, w¯) 7→ f(s, wv).
Notons que si le centralisateur de s n’est pas connexe, alors pour w′ ∈ Ws \W ◦s , les
même calculs que pour le lemme 2.3.9.1 montrent que f(s, w′w) = 1 + f(s, w). Ainsi, en
notant (X˜/W )s la fibre de s par l’application X˜/W → ((X ⊗Z k×)/W )F, l’application
(X˜/W )s
∼→ Z/2Z est une bijection. On notera ainsi s[0] et s[1] les deux classes de conjugaison
rationnelles contenues dans la classe de conjugaison géométrique de s, correspondant
respectivement aux images réciproques de 0 et 1.
Nous aurons besoin par la suite d’un représentant d’une des classes rationnelles tel
que les composantes de w¯ sur les ±1 soient triviales. Soit w ∈ W tel que s = wvF(s).
Écrivons w = (i, σ). Alors σ préserve les ensembles Is = {i ∈ {1, · · · , n}, si = −1} et
I ′s = {i ∈ {1, · · · , n}, si = 1}, ainsi σ s’écrit comme un produit de permutations à supports
disjoints σ = σ1 × σ−1 × τ , où σ1 est à support dans I ′s et σ−1 à support dans Is. De plus
Z/2Z agit trivialement sur les 1 et −1 donc si l’on définit νi qui vaut 0 si i ∈ Is ∪ I ′s et i
sinon et que l’on pose w′ = (νi, τ) ∈W on a toujours s = w′vF(s). Le couple (s, w¯′) ∈ X˜
correspond alors à un élément st ∈ G∗. Notons le fait suivant, comme pour tout i ∈ Is,
νi = 0 on a que f(s, w′v) = 1 si et seulement si v est non trivial et τ(n) ∈ Is si et seulement
si v et non trivial et n ∈ Is. En particulier, même si st dépend du choix de w, sa classe de
conjugaison est bien définie indépendamment des choix effectués.
Soit x ∈ BT0. Dans le cas des groupes classiques nous connaissons la fome des quotients
réductifs des sous-groupes parahoriques maximaux. On obtient dans les cas qui nous
intéressent ici (voir par exemple [LS16] section 2)
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G Gx G
∗
x
Sp2n Sp2n1 ×Sp2n2 SO2n1+1×SO2n2+1
SO2n SO2n1 ×SO2n2 SO2n1 ×SO2n2
SO∗2n SO2n1 ×SO∗2n2 SO2n1 ×SO∗2n2
Dans chaque cas, le groupe Gx se décompose en un produit de deux groupes classiques
que l’on nommera Gx ' Gx,1 × Gx,2.
Soit t ∈ (G∗x)ss. La classe de conjugaison t correspond ainsi à (t1, t2) où ti ∈ (G∗x,i)ss.
Dans la section 2.3.3 nous avons obtenu la classe de ∼r-équivalence de (x, t) grâce à une
application (G∗x)ss → (G∗)ss. Cette application est obtenue à partir de X˜/Wx → X˜/W et
est compatible avec l’application X˜/W → Z/2Z de sorte que l’on ait
2.3.9.3 Lemme. Si t = (t1,[i], t2,[j]) alors sa classe de ∼r-équivalence est s[i+j], où s
correspond à la classe de ∼∞-équivalence de t.
Nous avons besoin d’un dernier résultat concernant les représentations cuspidales
irréductibles dans une série de Deligne-Lusztig.
2.3.9.4 Lemme. Soit G un groupe réductif connexe défini sur k. Soit s ∈ G∗ss. Alors
si E(G, s) contient une représentation cuspidale irréductible, E((CG∗(s)◦)F, 1) en contient
également une.
Démonstration. Il suffit d’appliquer la proposition 1.10 (i) de [CE99] avec e = 1.
Soit s ∈ G∗. Notons a− la dimension de l’espace propre associé à la valeur propre −1.
Supposons que E˜(G, s) contienne une représentation cuspidale irréductible. Alors comme
E˜(G, s) = E(G, s[0]) unionsq E(G, s[1]), l’une des deux séries E(G, s[0]), E(G, s[1]) contient une
représentation cuspidale irréductible.
Si G 6= SO∗2n ou G = SO∗2n et n /∈ Is, alors la classe de conjugaison de st est s[0]. De plus
(CG∗(st)
◦)F = SOa−(k) × G′ où G′ est un groupe réductif connexe défini sur k, et si l’on
prend s′t un représentant de s[1] alors (CG∗(s′t)◦)F = SO
∗
a−(k)× G′′. Le lemme 2.3.9.4 nous
dit alors que si E(G, s[0]) (resp. E(G, s[1])) contient une représentation cuspidale irréductible
alors E(SOa− , 1) (resp. E(SO∗a− , 1)) en contient également une. Or nous savons que SOa−
(resp. SO∗a−) contient une cuspidale irréductible unipotente si et seulement s’il existe un
entier m− pair (resp. impair) tel que a− = 2m2− ([Lus84], appendice "Tables of Unipotent
Representations").
Maintenant si G = SO∗2n et n ∈ Is, alors la classe de conjugaison de st est s[1]. Cette
fois (CG∗(st)◦)F = SO∗a−(k) × G′ et (CG∗(s′t)◦)F = SOa−(k) × G′′. Et de même, l’une des
deux séries E(SOa− , 1), E(SO∗a− , 1) contient une représentation cuspidale irréductible. Par
conséquent on a encore que a− = 2m2−.
En regroupant les deux discussions précédentes, on vient de démontrer (où l’on note
[m−] la classe d’équivalence de m− dans Z/2Z)
2.3.9.5 Lemme. Si E˜(G, s) contienne une représentation cuspidale irréductible alors cette
dernière est dans E(G, s[m−]).
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2.3.10 Compatibilité à la correspondance de Langlands locale
Nous supposons dans cette partie queG est un groupe classique non-ramifié et Λ = Q`, de
sorte que l’on ait la correspondance de Langlands locale. Nous souhaitons vérifier la compati-
bilité à la correspondance de Langlands de la décomposition Rep0Q`(G) =
∏
[ϕ]∈BstQ`
Rep
[ϕ]
Q`
(G).
De façon plus précise, nous souhaitons montrer que si pi ∈ Rep[ϕ]Q` (G) est une représentation
irréductible alors ϕpi|WF ∈ [ϕ], où ϕpi est le paramètre de Langlands associé à pi.
Par le théorème 1.4.5.6, nous avons le résultat pour les paramètres inertiels. Ainsi, le
cas où CĜ(φ) est connexe est déjà traité. Par conséquent, il ne reste qu’à traiter le cas
où G est à centre non connexe. On supposera donc dans cette partie que G est l’un des
groupes Sp2n(F ), SO2n(F ) ou SO
∗
2n(F ). Dans le but d’utiliser les résultats de [LS16] pour
calculer les paramètres de Langlands, on supposera également que p 6= 2.
Nos groupes classiques viennent avec un plongement ι : LG ↪→ L GLN . Pour Sp2n et
SO2n de duaux respectifs SO2n+1 et SO2n on plonge le SON correspondant dans GLN .
Analysons plus précisément G = SO∗2n. Son dual est LG = SO2no〈ϑ̂〉, où ϑ̂ agit sur SO2n
par conjugaison par la matrice ŵ ci-dessous
ŵ =

1
. . .
1 [
0 1
1 0
]
1
. . .
1

.
On peut alors définir ι par ι(M, 1) = (M, 1) et ι(1, ϑ̂) = (ŵ, ϑ̂). Pour résumer, on a
G LG L GLN
Sp2n SO2n+1×〈ϑ̂〉 GL2n+1×〈ϑ̂〉
SO2n SO2n×〈ϑ̂〉 GL2n×〈ϑ̂〉
SO∗2n SO2no〈ϑ̂〉 GL2n×〈ϑ̂〉
Soit pi une représentation cuspidale irréductible. Notons A(F ) l’ensemble des classes
d’équivalence de représentations irréductibles cuspidales auto-duales d’un certain GLm(F ).
Alors pour ρ ∈ A(F ), il existe au plus un nombre réel positif spi(ρ) tel que l’induite
parabolique i(ρ|det(·)|spi(ρ)F ⊗ pi) soit réductible. On définit alors l’ensemble de Jordan par
Jord(pi) = {(ρ,m) ∈ A(F )×N∗, 2spi(ρ)− (m+1) ∈ 2N}. Considérons ici la version suivante
du groupe de Weil-Deligne : W ′F 'WF × SL2(Q`). On peut alors retrouver ϕpi à partir de
l’ensemble de Jordan grâce au théorème suivant
2.3.10.1 Théorème ([Moe14]). On a
ι ◦ ϕpi =
⊕
(ρ,m)∈Jord(pi)
ϕρ ⊗ stm
où ϕρ est la représentation irréductible de WF correspondant à ρ via la correspondance de
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Langlands locale pour GLn et stm est la représentation irréductible m-dimensionnelle de
SL2(Q`).
Il existe x ∈ BT0 et t ∈ (G∗x)ss tels que eGxt,Q`pi
G+x 6= 0. Nous avons vu à la section 2.3.9
que le groupe Gx se décompose en un produit de deux groupes Gx ' Gx,1 × Gx,2. Ainsi t
correspond via cet isomorphisme à (t1, t2) où ti ∈ (G∗x,i)ss. Nous avons également défini des
entiers a(1)− et a
(2)
− correspondant respectivement à la dimension de l’espace propre associé à
la valeur propre −1 pour t1 et t2. Comme E(Gx,i, ti) contient une représentation irréductible
cuspidale, il existe des entiers m(1)− et m
(2)
− tels que a
(i)
− = 2(m
(i)
− )2.
Soit s la classe de conjugaison géométrique associée à φ = ϕpi|IF . Supposons que CG∗(s)
n’est pas connexe, alors s contient, d’après la section 2.3.9, deux classes de conjugaison
rationnelles s[0] et s[1]. La bijection entre G∗ss et BstQ` permet de faire correspondre à s[0] et
s[1] deux classes d’équivalence de BstQ` : ϕ[0] et ϕ[1].
2.3.10.2 Lemme. On a ϕpi|WF ∈ ϕ[m(1)− +m(2)− ].
Démonstration. Prenons [ϕt] ∈ BstQ` correspondant à st. Nous allons examiner quand
est-ce que ϕpi|WF ∈ [ϕt]. Par construction, nous avons que si ϕ ∈ [ϕt] alors ϕ|IF ∼ φ.
Or ϕpi|IF = φ donc il ne nous reste qu’à examiner l’image de ϕpi(Frob) dans pi0(φ). On
a construit [ϕt] à partir d’une paire (s, w¯), où w = (i, σ) ∈ W vérifie que i = 0 si
si = ±1. Notons 1 le caractère trivial de GL1(F ), ω0 le caractère non-ramifié d’ordre
deux et ω1,ω2 les caractères ramifiés d’ordre deux (ω2 = ω1ω0). Ainsi ϕpi|WF ∈ [ϕt] si et
seulement s’il existe η ∈ CĜ(φ)◦ tel que ηϕpi ait une composante triviale sur 1, ω0, ω1, ω2. Or
CĜ(φ)
◦ = SOa+ ×SOa− ×
∏k
i=1 GLni , donc ϕpi|WF ∈ [ϕt] si et seulement si la composante
de ϕpi|WF pour ρ = 1, ω0 est dans SOa+ et celle pour ρ = ω1, ω2 est dans SOa− . En
remarquant que ϕpi|WF est à valeur dans SOn, on obtient que ϕpi ∈ [ϕt] si et seulement si la
composante de ϕpi|WF pour ρ = ω1, ω2 est dans SOa− .
Nous savons que ι ◦ ϕpi =
⊕
(ρ,m)∈Jord(pi) ϕρ ⊗ stm donc
ι ◦ ϕpi|WF =
⊕
(ρ,m)∈Jord(pi)
ϕρ ⊗ (ν(1−m)/2 ⊕ · · · ⊕ ν(m−1)/2)
où ν est trivial sur IF et ν(Frob) = q (lorsque l’on écrit ϕpi =
⊕
(ρ,m)∈Jord(pi) ϕρ ⊗ stm,
la version du groupe de Weil-Deligne considérée est W ′F = WF × SL2(Q`) et donc la
restriction à WF devient maintenant ϕpi|WF (w) = ϕpi(w, dw) où dw = diag(|w|1/2, |w|−1/2)).
Maintenant {±spi(ω1),±spi(ω2)} = {±(m(1)− + m(2)− + 1),±(m(1)− −m(2)− )} d’après [LS16]
section 8, et donc spi(ω1) et spi(ω2) sont de même parité. En particulier on obtient que la
composante de ι ◦ ϕpi|WF pour ρ = ω1, ω2 est dans SOa− si et seulement si spi(ω1) est pair
si et seulement si m(1)− +m
(2)
− est pair.
Si G 6= SO∗2n ou G = SO∗2n et n /∈ Is, alors [ϕt] = ϕ[0] et ι ne change pas la composante
de ϕpi en ρ = ω1, ω2. Donc ϕpi|WF ∈ ϕ[0] si et seulement si m(1)− + m(2)− est pair, d’où le
résultat.
Si G = SO∗2n et n ∈ Is, alors [ϕt] = ϕ[1] et ι multiplie la composante de ϕpi en ρ = ω1, ω2
par ŵ (de déterminant −1). Donc ϕpi|WF ∈ ϕ[1] si et seulement si m(1)− +m(2)− est impair,
d’où le résultat.
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2.3.10.3 Proposition. Soit pi ∈ Rep[ϕ]Q` (G) une représentation cuspidale irréductible. Alors
ϕpi|WF ∈ [ϕ].
Démonstration. On peut supposer le centralisateur non connexe, le cas connexe est donné
par le théorème 1.4.5.6.
Soit pi ∈ Rep[ϕ]Q` (G) une représentation cuspidale irréductible. Il existe x ∈ BT0 et
t ∈ (G∗x)ss tels que eGxt,Q`pi
G+x 6= 0. La classe t s’écrit (t1, t2). Comme E(Gx,i, ti) contient une
représentation irréductible cuspidale, le lemme 2.3.9.5 nous dit que ti = t[m(i)− ]
. Notons
s la classe de conjugaison rationnelle correspondant à [ϕ], alors le lemme 2.3.9.3 nous
dit alors que s = s
[m
(1)
− +m
(2)
− ]
. On conclut alors par le lemme 2.3.10.2 qui nous dit que
ϕpi|WF ∈ ϕ[m(1)− +m(2)− ].
2.3.10.4 Théorème. Soit G un groupe classique non-ramifié, Λ = Q` et p 6= 2. Alors
la décomposition Rep0Q`(G) =
∏
[ϕ]∈BstQ`
Rep
[ϕ]
Q`
(G) est compatible à la correspondance de
Langlands locale. C’est-à-dire que si pi ∈ Rep[ϕ]Q` (G) est une représentation irréductible, alors
ϕpi|WF ∈ [ϕ], où ϕpi est le paramètre de Langlands associé à pi.
Démonstration. Il existe un Levi M et une représentation irréductible cuspidale τ telle
que pi soit une sous-représentation de iGP (τ). La proposition 2.3.10.3 nous donne le résultat
pour τ . Mais comme la correspondance de Langlands locale pour les groupes classiques est
compatible à l’induction parabolique (pour les paramètres de Weil) et qu’il en est de même
pour la décomposition Rep0Q`(G) =
∏
[ϕ]∈BstQ`
Rep
[ϕ]
Q`
(G) par le théorème 2.3.6.2 , on obtient
le résultat pour pi.
2.4 La relation d’équivalence ∼e
Nous venons d’étudier les relations d’équivalence ∼∞ et ∼r qui nous ont fourni des
décompositions de Rep0Λ(G). Passons maintenant à l’étude de la dernière relation : ∼e.
Nous savons que cette relation permet de construire les systèmes cohérents minimaux et
donc d’obtenir la décomposition de Rep0Λ(G) la plus fine que l’on puisse obtenir avec notre
méthode. Pour paramétrer les classes de ∼e-équivalence, nous allons avoir besoin de rajouter
aux paires (φ, σ) une certaine donnée cohomologique α. On pourra résumer l’ensemble des
correspondances de ce chapitre par le diagramme suivant
∼e +3OO

∼r +3OO

∼∞OO

(φ, σ, α) (φ, σ) φ
On suppose toujours que G se déploie sur une extension non-ramifiée de F . Cependant,
à partir de la section 2.4.3, les résultats ne s’appliqueront qu’aux formes intérieures pures
des groupes non-ramifiés. On supposera donc, à partir de ce moment, que G est non-ramifié
et on prendra ω ∈ H1(F,G), qui correspond à Gω, une forme intérieure pure de G. À
(φ, σ) ∈ Φ˜m(IΛF , LG) on associera G◦φ,σ, un groupe réductif connexe non-ramifié sur F , ainsi
qu’une application hφ,σ : H˜1(F,G◦φ,σ)→ H1(F,G). La décomposition associée à ∼e s’écrira
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alors
Rep
(φ,σ)
Λ (Gω) =
∏
α∈h−1φ,σ(ω)
Rep
(φ,σ,α)
Λ (Gω).
2.4.1 Paramétrisation des classes de ∼e-équivalence dans une classe de
∼r-équivalence
Nous avons décrit dans la section 2.3 les classes de ∼r-équivalence. Pour paramétrer les
classes de ∼e-équivalence nous cherchons donc à décrire [S, θ]r/∼e, où [S, θ]r est la classe
de ∼r équivalence d’une paire (S, θ) ∈PΛ. De façons plus précise, nous allons construire
une bijection [S, θ]r/∼e ∼−→ ker[H˜1(F, W˜ ◦(S, θ)/W a(S, θ))→ H1(F, W˜ /W a)] (on rappelle
la définition de H1 dans l’annexe C).
Prenons donc (S, θ) ∈ PΛ et notons [S, θ]r sa classe de ∼r-équivalence. Définis-
sons H˜1(F, N◦(S, θ)) l’image de H1(F, N◦(S, θ)) dans H1(F, N(S, θ)). Remarquons que
H˜1(F, N◦(S, θ)) n’est autre que Z1(F, N◦(S, θ))/∼, où n ∼ n′ s’il existe g ∈ N(S, θ) tel
que n = gn′F(g)−1.
2.4.1.1 Proposition. On a une bijection
[S, θ]r/∼G ∼−→ ker[H˜1(F, N◦(S, θ))→ H1(F, Gnr)].
Démonstration. Soit (S′, θ′) ∈ [S, θ]r. Alors il existe g ∈ Gnr et m ∈ N∗ tels que g(SFm) =
S′Fm , gθ〈m〉 = θ′〈m〉 et g−1F(g) ∈ N◦(S, θ). L’élément g−1F(g) définit un élément de
ker[H˜1(F, N◦(S, θ))→ H1(F, Gnr)]. Montrons que cette construction est indépendante du
choix de g. Soit g′ un autre élément de Gnr vérifiant les mêmes conditions que g. Alors
g−1g′ ∈ N(S, θ) et donc [g−1F(g)] = [g′−1F(g′)] dans H˜1(F, N◦(S, θ)). La construction
précédente ne dépend pas de la classe de G-conjugaison choisie et on obtient une application
[S, θ]r/∼G → ker[H˜1(F, N◦(S, θ))→ H1(F, Gnr)].
Cette application est injective. Prenons (S1, θ1) et (S2, θ2) deux éléments de [S, θ]r.
Soient g1, g2 ∈ Gnr associés à (S1, θ1) et (S2, θ2) et vérifiant que [g−11 F(g1)] = [g−12 F(g2)]
dans H˜1(F, N◦(S, θ)). Il existe alors h ∈ N(S, θ) tel que g−11 F(g1) = hg−12 F(g2)F(h)−1.
L’élément g1hg−12 est donc dans G. Ainsi, quitte à conjuguer (S1, θ1) par un élément de
G, on peut supposer que g2 = g1h. Comme h ∈ N(S, θ), S1 = S2 et θ1〈m〉 = θ2〈m〉. Mais
comme l’application TrFm/F est injective, θ1 = θ2.
Elle est également surjective par le lemme 2.2.5.8, d’où le résultat.
2.4.1.2 Lemme. L’application Nnr  W˜ induit un isomorphisme H1(F, Nnr) ∼→ H1(F, W˜ )
(et de même en remplaçant respectivement Nnr par N(S, θ), N◦(S, θ) et W˜ par W˜ (S, θ),
W˜ ◦(S, θ)).
Démonstration. La preuve est analogue à celle du lemme 2.3.4 de [DR09].
Notons H˜1(F, W˜ ◦(S, θ)) l’image de H1(F, W˜ ◦(S, θ)) dans H1(F, W˜ (S, θ)).
2.4.1.3 Corollaire. On a une bijection
[S, θ]r/∼G ∼−→ ker[H˜1(F, W˜ ◦(S, θ))→ H1(F, W˜ /W a)].
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Démonstration. D’après la proposition C.3 on a le diagramme commutatif
H1(F, N◦(S, θ)) //
∼

H1(F, N(S, θ)) //
∼

H1(F, Nnr) //
∼

H1(F, G)
∼

H1(F, W˜ ◦(S, θ)) // H1(F, W˜ (S, θ)) // H1(F, W˜ ) // H1(F, W˜ /W a)
d’où le résultat par la proposition 2.4.1.1.
On définit de même H˜1(F, W˜ ◦(S, θ)/W a(S, θ)) comme l’image deH1(F, W˜ ◦(S, θ)/W a(S, θ))
dans H1(F, W˜ (S, θ)/W a(S, θ)).
2.4.1.4 Proposition. On a une bijection
[S, θ]r/∼e ∼−→ ker[H˜1(F, W˜ ◦(S, θ)/W a(S, θ))→ H1(F, W˜ /W a)].
Et l’application, qui à un élément de [S, θ]r associe sa classe de ∼e-équivalence, est donnée
par l’application naturelle H˜1(F, W˜ ◦(S, θ))→ H˜1(F, W˜ ◦(S, θ)/W a(S, θ)).
Démonstration. Commençons par montrer que l’application
H1(F, W˜ ◦(S, θ))→ H1(F, W˜ ◦(S, θ)/W a(S, θ))
est surjective. Notons que si (S′, θ′) est ∼r-équivalente à (S, θ) (les deux paires étant
reliées par un g vérifiant g−1F(g) ∈ N◦(S, θ)), alors comme dans l’annexe C l’application
x 7→ gxF(g)−1 induit des bijections faisant commuter le diagramme
H1(F, W˜ ◦(S, θ)) //
∼

H1(F, W˜ ◦(S, θ)/W a(S, θ))
∼

H1(F, W˜ ◦(S′, θ′)) // H1(F, W˜ ◦(S′, θ′)/W a(S′, θ′))
(∗)
Il nous suffit donc de montrer la surjectivité de
H1(F, W˜ ◦(S′, θ′))→ H1(F, W˜ ◦(S′, θ′)/W a(S′, θ′)).
D’après le lemme 2.2.5.9, il existe une paire (S′, θ′) ∼r-équivalente à (S, θ) telle que A(S′,θ′)
contienne C(S′,θ′) une chambre F-stable. Notons Ω(S′,θ′) := {w ∈ W˜ ◦(S′, θ′), w · C(S′,θ′) =
C(S′,θ′)}. L’isomorphisme Ω(S′,θ′) ∼→ W˜ ◦(S′, θ′)/W a(S′, θ′) nous fournit alors une section
F-équivariante à la suite exacte
1→W a(S′, θ′)→ W˜ ◦(S′, θ′)→ W˜ ◦(S′, θ′)/W a(S′, θ′)→ 1.
En particulier l’application voulue est bien surjective.
En utilisant le corollaire 2.4.1.3, on obtient une surjection
[S, θ]r/∼G  ker[H˜1(F, W˜ ◦(S, θ)/W a(S, θ))→ H1(F, W˜ /W a)].
Il nous reste à montrer que cette application passe au quotient pour la ∼e-équivalence et que
l’application quotientée est injective. C’est-à-dire, il faut montrer que si (S1, θ1), (S2, θ2) ∈
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[S, θ]r alors (S1, θ1) ∼e (S2, θ2) si et seulement si (S1, θ1) et (S2, θ2) ont même image dans
H˜1(F, W˜ ◦(S, θ)/W a(S, θ)). Or le diagramme commutatif (∗) (appliqué avec (S1, θ1) à la
place de (S′, θ′)) permet de nous ramener au cas où (S1, θ1) = (S, θ). Supposons donc que
(S2, θ2) ∼e (S, θ), il existe alors g reliant les deux paires tel que g−1F(g) ∈ Na(S, θ) et donc
l’image de (S2, θ2) est triviale dans H˜1(F, W˜ ◦(S, θ)/W a(S, θ)). Réciproquement, supposons
que l’image de (S2, θ2) est triviale dans H˜1(F, W˜ ◦(S, θ)/W a(S, θ)) c’est-à-dire que si g relie
(S2, θ2) et (S, θ), et que w¯ est l’image de g−1F(g) dans W˜ ◦(S, θ)/W a(S, θ) alors [w¯] = [1]
dans H˜1(F, W˜ ◦(S, θ)/W a(S, θ)). Ainsi quitte à multiplier g par un élément de N(S, θ) on
peut supposer que w¯ = 1, c’est-à-dire que g−1F(g) ∈ Na(S, θ) et donc que (S2, θ2) ∼e (S, θ),
ce qui achève la preuve de la proposition.
Notons que cette proposition dépend du choix d’un point base (S, θ). Cependant ; si
(S′, θ′) ∈PΛ est une autre paire telle que (S, θ) ∼e (S′, θ′). Prenons g ∈ Gnr reliant (S, θ)
et (S′, θ′) tel que g−1F(g) ∈ Na(S, θ), nous avons alors le diagramme commutatif suivant
[S, θ]r/∼e ∼ // ker[H˜1(F, W˜ ◦(S, θ)/W a(S, θ))→ H1(F, W˜ (S)/W a(S))]
x 7→gxF(g)−1

[S′, θ′]r/∼e ∼ // ker[H˜1(F, W˜ ◦(S′, θ′)/W a(S′, θ′))→ H1(F, W˜ (S′)/W a(S′))]
2.4.2 Les groupes Gφ,σ
Dans le but de décrire les classes de ∼e-équivalence en des termes duaux, nous avons
besoin d’introduire quelques notations. Dans [Dat17] section 2.1.4, Dat construit un groupe
Gφ,σ pour chaque φ : IΛF → LG et σ ∈ Σ(〈ϑ̂〉, pi0(φ)). Nous rappelons ici cette construction.
Soit φ : IΛF → LG un paramètre inertiel. La conjugaison par n’importe quelle section
ensembliste de la suite exacte CĜ(φ)
◦ ↪→ C˜Ĝ(φ)  pi0(φ) donne une action "extérieure"
bien définie
pi0(φ) −→ Out(CĜ(φ)◦).
Appelons alors Gsplit,◦φ un groupe réductif sur F dual de CĜ(φ)
◦. Le choix d’un épinglage
de Gsplit,◦φ nous donne une section Out(G
split,◦
φ ) −→ Aut(Gsplit,◦φ ), et donc un morphisme
pi0(φ) −→ Out(CĜ(φ)◦) = Out(Gsplit,◦φ ) −→ Aut(Gsplit,◦φ ).
On peut alors former un F -groupe réductif (non-connexe)
Gsplitφ := G
split,◦
φ o pi0(φ)
muni d’une action de pi0(φ) donnée par
θ : pi0(φ) −→ Aut(Gsplitφ )
(où pi0(φ) agit sur pi0(φ) par conjugaison). Alors n’importe quelle section continue σ : 〈ϑ̂〉 →
pi0(φ) nous donne une F -forme Gφ,σ de G
split
φ telle que l’action de 〈ϑ̂〉 sur Gφ,σ(Fnr) =
Gsplitφ (F
nr) soit l’action naturelle twistée par θ ◦ σ. La composante neutre G◦φ,σ de Gφ,σ
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est alors un groupe réductif connexe non-ramifié et l’on a
Gφ,σ(F ) = G◦φ,σ(F )o pi0(φ)σ(ϑ̂).
Notons également que si c ∈ pi0(φ), la conjugaison par (1, c) dans Gsplitφ (F ) induit
un F -isomorphisme Gφ,σ
∼−→ Gφ,σc , de sorte que la classe d’isomorphisme de Gφ,σ sur
F ne dépend que de l’image de σ dans Σ(〈ϑ̂〉, pi0(φ)). Nous pouvons remarquer que par
construction de G◦φ,σ nous avons le lemme suivant
2.4.2.1 Lemme. Soit t ∈ G∗ss,Λ l’image de (φ, σ) par l’application de la proposition 2.3.4.5.
Alors la donnée radicielle de (G◦φ,σ)∗ munie de l’action du Frobenius est égale à celle de
CG∗(t)
◦ également munie de l’action du Frobenius.
On définit l’ensemble H˜1(F, G◦,nrφ,σ ) := Im[H
1(F, G◦,nrφ,σ )→ H1(F, Gnrφ,σ)]. Alors H˜1(F, G◦,nrφ,σ )
n’est autre que H1(F, G◦,nrφ,σ ) quotienté par l’action de pi0(φ)
σ(ϑ̂). Nous avons besoin d’une
application
hφ,σ : H˜
1(F, G◦,nrφ,σ )→ H1(F, Gnr).
Pour cela, rappelons que l’on a l’isomorphisme de Kottwitz :
H1(F, Gnr)
∼→ Irr[pi0(Z(Ĝ)ϑ̂)] et H1(F, G◦,nrφ,σ )
∼→ Irr[pi0(Z(CĜ(φ)◦)σ(ϑ̂))].
L’inclusion Z(Ĝ)ϑ̂ ⊆ Z(CĜ(φ)◦)pi0(φ) ⊆ Z(CĜ(φ)◦)σ(ϑ̂) nous fournit alors une application
H1(F, G◦,nrφ,σ )→ H1(F, Gnr). Pour obtenir l’application voulue, il reste à vérifier que cette
application est compatible avec l’action de pi0(φ)σ(ϑ̂) ce qui est le cas car
Z(CĜ(φ)
◦)pi0(φ) ⊆ Z(CĜ(φ)◦)σ(ϑ̂)pi0(φ)
σ(ϑ̂) ⊆ Z(CĜ(φ)◦)σ(ϑ̂).
Définissons également, comme dans [Dat17] section 2.1.4, l’ensemble
Σ(φ) := Σ
(
〈ϑ̂〉,Gsplit,◦φ (Fnr)o pi0(φ)
)
.
La projection Σ(φ)→ Σ(〈ϑ̂〉, pi0(φ)) permet alors d’obtenir une partition
Σ(φ) = Σ
(
〈ϑ̂〉,Gsplit,◦φ (Fnr)o pi0(φ)
)
=
⊔
σ∈Σ(〈ϑ̂〉,pi0(φ))
H˜1
(
〈ϑ̂〉,G◦φ,σ(Fnr)
)
=
⊔
σ∈Σ(〈ϑ̂〉,pi0(φ))
H˜1(F, G◦,nrφ,σ ).
On munit Σ(φ) d’une application Σ(φ) → H1(F, Gnr) définie comme le co-produit des
applications H˜1(F, G◦,nrφ,σ )→ H1(F, Gnr) précédentes.
2.4.3 Le cas quasi-déployé
On suppose dans cette partie que G est non-ramifié (c’est-à-dire que l’on suppose en
plus que G est quasi-déployé). Utilisons les groupes Gφ,σ que l’on vient de définir pour
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réinterpréter les groupes de cohomologies apparus dans la section 2.4.1 dans le cas où le
groupe est non-ramifié.
Prenons une classe de ∼r-équivalence déterminée par un couple (φ, σ) ou, de façon
équivalente, par une classe de conjugaison rationnelle de t dans G∗. Prenons S∗ un tore
maximalement déployé dans CG∗(t)◦.
Fixons un sommet hyperspécial o dans BT ainsi qu’un isomorphisme entre G∗o et G
∗.
Ainsi S∗ devient un tore maximal F-stable de G∗o et nous pouvons choisir S un tore maximal
F-stable de Go en dualité avec S∗ sur k. Ce dernier se relève en un tore non-ramifié S de G.
La bijection (S∗)F ∼→ X∗(S)/(FS− 1)X∗(S) (voir section 2.2.1) envoie t sur un élément que
l’on nomme θ. Nous obtenons de la sorte une paire (S, θ) ∈PΛ. Notons que cette paire est
bien définie à ∼e-équivalence près (une fois le sommet hyperspecial o fixé) puisque toutes
les paires obtenues par le procédé précédent induisent un système cohérent minimal qui
contient le couple (o, t) (ces systèmes sont donc tous égaux) et sont donc ∼e-équivalentes.
Notons également que par construction, (S, θ) est un représentant de la ∼r-classe que l’on
avait choisie.
2.4.3.1 Lemme. Il existe un plongement de S dans G◦φ,σ qui identifie W˜ ◦(S, θ) à W˜G◦φ,σ(S)
(le groupe de Weyl étendu de G◦φ,σ relativement à S dans Fnr) et W a(S, θ) à W aG◦φ,σ(S), en
tant que sous-groupe du groupe des transformations affines de X∗(S)⊗ZR. Ces identifications
sont également compatibles à l’action du Frobenius F.
Démonstration. Choisissons o′ un sommet hyperspécial de BT(G◦φ,σ) et un isomorphisme
entre (G◦φ,σ)
∗
o′ et CG∗(t)
◦ (cet isomorphisme existe par le lemme 2.4.2.1). De même que
précédemment, grâce à o′ nous pouvons obtenir à partir de S∗ un tore maximal non-
ramifié S′ de G◦φ,σ. L’identification naturelle X∗(S′) = X∗(S
∗) = X∗(S) nous fournit un
isomorphisme ι : S ∼→ S′.
Le sommet o′ étant hyperspécial, nous avons un isomorphisme
µo′ : W˜G◦φ,σ(ι(S)) = WG◦φ,σ ,o′(ι(S))nX∗(S)
∼→WG◦φ,σ(ι(S))nX∗(S).
De plus, par définition de l’appartement non-étendu, il existe une unique surjection
ηo′ : X∗(S)⊗Z R AG◦φ,σ(ι(S)) telle que
— ηo′ est compatible aux actions de X∗(ι(S) ∩ D(G◦φ,σ))⊗Z R (par translation)
— ηo′ est compatible aux actions de WG◦φ,σ(ι(S))nX∗(S) ' W˜G◦φ,σ(ι(S))
— ηo′ envoie 0 sur o′
Alors µo′(W aG◦φ,σ(ι(S))) est le sous-groupe deWG
◦
φ,σ
(ι(S))nX∗(S) engendré par les réflexions
des murs du système de racine de ι(S) dans G◦φ,σ et leurs translatés par X∗(S).
De façon analogue surG, le sommet o étant hyperspécial, nous obtenons un isomorphisme
µo : W˜
◦(S, θ) = W ◦o (S, θ)nX∗(S)
∼→W ◦(S, θ)nX∗(S)
et une unique surjection ηo : X∗(S) ⊗Z R  A(S,θ) qui soit compatible aux actions
de X∗(S ∩ D(G)) ⊗Z R, de W ◦(S, θ) n X∗(S) ' W˜ ◦(S, θ) et envoie 0 sur o. De même,
µo(W
a(S, θ)) est le sous-groupe de W ◦(S, θ)nX∗(S) engendré par les réflexions des murs
du système de racine de S dans G vérifiant 〈α, θ〈d〉〉 = 0 et leurs translatés par X∗(S).
Le lemme 2.2.5.2 construit un isomorphisme entre W ◦o (S, θ) et W (S
∗, CG∗σ(t)
◦) '
WG◦φ,σ(S
′) et sa preuve montre qu’il préserve également les systèmes de racines. Nous
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obtenons donc
W˜ ◦(S, θ) ∼→ W˜G◦φ,σ(ι(S)).
Et la discussion précédente montre que cet isomorphisme préserve les groupes de Weyl affines.
De plus le lemme 2.4.2.1 nous indique que l’isomorphisme W (S∗, CG∗σ(t)
◦) 'WG◦φ,σ(S′) est
F-équivariant et donc l’isomorphisme W˜ ◦(S, θ) ' W˜G◦φ,σ(ι(S)) l’est aussi.
Les résultats de l’annexe C nous montrent que l’on a des bijections H1(F, Gnr) '
H1(F, W˜ /W a) etH1(F, G◦,nrφ,σ ) ' H1(F, W˜ ◦(S, θ)/W a(S, θ)). NotonsX = X∗(S) et X¯(S, θ) :=
X/Xa(S, θ) où Xa(S, θ) := X ∩W a(S, θ). Alors on a la commutativité du diagramme (voir
l’annexe C pour la définition des flèches verticales)
Irr[pi0(Z(CĜ(φ)
◦)σ(ϑ̂))] //
∼

Irr[pi0(Z(Ĝ)ϑ̂)]
∼

[X¯(S, θ)/(1− ϑ)X¯(S, θ)]tor //
∼

[X¯/(1− ϑ)X¯]tor
∼

H1(F, W˜ ◦(S, θ)/W a(S, θ)) // H1(F, W˜ /W a)
.
(notons que les flèches verticales de gauche utilisent les identifications du lemme 2.4.3.1).
On vient de montrer la commutativité de
H1(F, G◦,nrφ,σ ) //
∼

H1(F, Gnr)
∼

H1(F, W˜ ◦(S, θ)/W a(S, θ)) // H1(F, W˜ /W a)
.
En remarquant de plus que W˜ (S, θ)/W˜ ◦(S, θ) ' W (S, θ)/W ◦(S, θ) ' pi0(CG∗(t)), et
que les flèches verticales de gauches des précédents diagrammes sont compatibles avec
l’action de pi0(φ)σ(ϑ̂) on obtient
2.4.3.2 Proposition. Le diagramme suivant commute
H˜1(F, G◦,nrφ,σ )
hφ,σ //
∼

H1(F, Gnr)
∼

H˜1(F, W˜ ◦(S, θ)/W a(S, θ)) // H1(F, W˜ /W a)
Les propositions 2.4.3.2 et 2.4.1.4 démontrent la proposition suivante
2.4.3.3 Proposition. Nous avons une bijection
Cr(φ, σ)/∼e ∼−→ ker[H˜1(F, G◦,nrφ,σ )→ H1(F, Gnr)],
où Cr(φ, σ) est la classe de ∼r-équivalence image réciproque de (φ, σ) par l’injection
PΛ/∼r ↪→ Φ˜m(IΛF , LG).
On déduit de la proposition 2.4.3.3 et du théorème 2.2.5.12 le théorème suivant
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2.4.3.4 Théorème. Soient G un groupe réductif connexe non-ramifié.
Soient φ : IΛF → LG un paramètre inertiel et σ ∈ Σ(〈ϑ̂〉, pi0(φ)). Nous avons la décom-
position suivante de la catégorie Rep(φ,σ)Λ (G)
Rep
(φ,σ)
Λ (G) =
∏
α
Rep
(φ,σ,α)
Λ (G)
où le produit est pris sur les α ∈ ker[H˜1(F, G◦,nrφ,σ ) → H1(F, Gnr)]. Toutes ces catégories
sont construites à partir de systèmes de classes de conjugaison 0-cohérents minimaux.
2.4.3.5 Remarque. La bijection Cr(φ, σ)/∼e ∼−→ ker[H˜1(F, G◦,nrφ,σ ) → H1(F, Gnr)] (de la
proposition 2.4.3.3) semble canonique, mais ne l’est pas (par conséquent la décomposition
du théorème 2.4.3.4 ne l’est pas non plus). Elle dépend du choix du sommet hyperspécial o
qui permet de sélectionner un représentant (S, θ) de Cr(φ, σ).
De plus, il n’est pas possible de la rendre canonique. En effet, prenons l’exemple de
SL2 et de la classe de conjugaison rationnelle
[−1 0
0 1
]
dans PGL2(k). Cette dernière, plus
le choix d’un sommet hyperspécial donne un système de classes de conjugaison cohérent
minimal (en mettant des systèmes de conjugaison vide sur les sommets non-conjugués à ce
sommet). Comme il y a deux ensembles de sommets hyperspéciaux, non-conjugués entre
eux, on obtient deux systèmes minimaux, et il est impossible de les différencier.
Nous nous attendons également à une compatibilité du théorème 2.4.3.4 à la corres-
pondance de Langlands locale enrichie (à un paramètre de Langlands enrichi (ϕ, η) où
η ∈ Irr(pi0(CĜ(ϕ))), on associe un α en restreignant η à pi0(Z(CĜ(φ)◦)σ(ϑ̂))). Cette dernière
n’est pas non plus canonique mais dépend du choix d’une donnée de Whittaker.
2.4.4 Décomposition pour une forme intérieure pure
En suivant les idées de Vogan, supposons toujours que G est non-ramifié et nous allons
traiter toutes ses formes intérieures pures.
Soit u ∈ Z1(F, Gnr). Ce dernier permet de définir un Frobenius twisté Fu := Ad(u) ◦ F
donnant lieu à une forme intérieure pure (Gnr)Fu de G. Pour g ∈ Gnr, la conjugaison par g
induit un isomorphisme
Ad(g) : (Gnr)Fu −→ (Gnr)Fg∗u
où g ∗ u = guF(g)−1. Ainsi les formes intérieures pures sont paramétrées par les ω ∈
H1(F, Gnr), mais à un ω fixé nous n’avons pas de Frobenius twisté canonique associé. Pour
remédier à cela nous allons considérer dans cette partie non pas des paires (S, θ) mais des
triplets (S, θ, u) avec u ∈ Z1(F, Gnr).
Considérons les triplets (S, θ, n) où n ∈ N(S) donne un cocyle dans Z1(F, Gnr), S
est un Fnr-tore déployé maximal Fn-stable de G (on rappelle que Fn = Ad(n) ◦ F) et
θ ∈ X∗(S)/(Fn,S− 1)X∗(S), avec Fn,S := wϑS ◦ψ, où w est l’image de n dans W (S). Alors
dans ce cas, la paire (S, θ) est un élément de PΛ comme dans la section 2.2, mais pour le
groupe (Gnr)Fn . Notons cet ensemble PΛ((Gnr)Fn).
Deux triplets (S1, θ1, n1) et (S2, θ2, n2) sont dit Gnr-conjugués s’il existe g ∈ Gnr tel que
gS1 = S2, gθ1 = θ2 et g∗n1 = n2. Prenons (S, θ, n) un triplet. La paire (S, θ) appartient alors
àPΛ((Gnr)Fn). Nommons ω l’image de n par Z1(F, Gnr)→ H1(F, Gnr). Si m ∈ Z1(F, Gnr)
est un autre cocycle d’image ω, alors il existe g ∈ Gnr tel que g ∗ n = m. Alors la paire
(gS, gθ) appartient à PΛ((Gnr)Fm). Si g′ ∈ Gnr est un autre élément tel que g′ ∗ n = m,
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alors g(g′)−1 = Fm(g(g′)−1), de sorte que (S, θ, n) définit une paire (Sω, θω) ∈ PΛ(Gω)
bien définie à Gω-conjugaison près, où Gω est une forme intérieure pure de G associée à ω.
Cette application induit une bijection
{(S, θ, n)}/∼Gnr ∼→ {(ω, (Sω, θω)), ω ∈ H1(F, Gnr), (Sω, θω) ∈PΛ(Gω)/∼Gω}.
On peut étendre, de la même façon, la relation d’équivalence ∼e aux triplets de la manière
suivante
2.4.4.1 Définition. Deux triplets (S1, θ1, n1) et (S2, θ2, n2) sont dit ∼r-équivalents (resp.
∼e-équivalents) si et seulement s’il existe m ∈ N∗ , g ∈ Gnr et h ∈ Gnr tels que
1. g ∗ n2 = n1
2. hS
Fmn1
1 =
gS
Fmn2
2
3. hθ1〈m〉 = gθ2〈m〉
4. h−1Fn1(h) ∈ N◦(S1, θ1) (resp. h−1Fn1(h) ∈ Na(S1, θ1))
Notons que dans la définition précédente, θ1〈m〉 est relatif à Fn1 et θ2〈m〉 à Fn2 .
Soient (S1, θ1, n1) et (S2, θ2, n2) deux triplets et notons respectivement (S1,ω1 , θ1,ω1) ∈
PΛ(Gω1)/∼Gω1 et (S2,ω2 , θ2,ω2) ∈ PΛ(Gω2)/∼Gω2 les paires associées par l’application
précédente. Alors (S1, θ1, n1) ∼r (S2, θ2, n2) si et seulement si ω1 = ω2 et (S1,ω1 , θ1,ω1) ∼r
(S2,ω2 , θ2,ω2) (et de même pour ∼e). En effet, fixons par exemple n1 et prenons Gω1 =
(Gnr)Fn1 . Alors ω1 = ω2 si et seulement s’il existe g ∈ Gnr tel que g ∗ n2 = n1. Dans ce
cas on peut prendre (S2,ω2 , θ2,ω2) = (gS2, gθ2) et (S1,ω1 , θ1,ω1) = (S1, θ1) et la condition
pour que ces deux paires soient ∼r-équivalentes (resp. ∼e-équivalentes) est exactement la
définition 2.4.4.1. On obtient donc en particulier une bijection
{(S, θ, n)}/∼e ∼→ {(ω, (Sω, θω)), ω ∈ H1(F, Gnr), (Sω, θω) ∈PΛ(Gω)/∼e}.
Une classe de ∼e-équivalence de triplets (S, θ, n) correspond donc à un système d’idempo-
tents cohérent minimal de Gω.
Considérons un triplet (S, θ, e) (e désigne l’élément neutre de Gnr) et n ∈ N◦(S, θ)
donnant un cocyle dans Z1(F, Gnr). Le tore S est F-stable et comme n ∈ N(S) il est
également Fn-stable. La preuve du lemme 2.2.5.8 montre qu’il existe θn ∈ X∗(S)/(Fn,S −
1)X∗(S) tel que θ〈m〉 = θn〈m〉 pour un certainm ∈ N∗. Notons que ce θn est unique. En effet,
s’il existe θ′n ∈ X∗(S)/(Fn,S − 1)X∗(S) tel que θ〈m′〉 = θ′n〈m′〉, alors θn〈mm′〉 = θ′n〈mm′〉
et θn = θ′n par injectivité de TrFmm′/F (lemme 2.2.4.1). On vient donc de construire une
application qui à (S, θ, e) associe le triplet (S, θn, n).
Comme θ〈m〉 = θn〈m〉, on a en particulier que W˜ ◦(S, θ) = W˜ ◦(S, θn) et W a(S, θ) =
W a(S, θn). On obtient de la sorte
2.4.4.2 Corollaire. La multiplication par n−1 (à droite) nous donne le diagramme com-
mutatif suivant
H˜1(F, W˜ ◦(S, θ)/W a(S, θ)) //
×n−1

H1(F, W˜ /W a)
×n−1

H˜1(Fn, W˜
◦(S, θn)/W a(S, θn)) // H1(Fn, W˜ /W a)
.
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Revenons à nos classes d’équivalence pour ∼e. Rappelons que hφ,σ est l’application
hφ,σ : H˜
1(F, G◦,nrφ,σ ) −→ H1(F, Gnr).
2.4.4.3 Proposition. Soient ω ∈ H1(F,G). Nous avons alors une bijection
Cr(φ, σ,Gω)/∼e ∼−→ h−1φ,σ(ω),
où Cr(φ, σ,Gω) est la classe de ∼r-équivalence image réciproque de (φ, σ) par l’injection
PΛ(Gω)/∼r ↪→ Φ˜m(IΛF , LG).
De plus, cette bijection ne dépend que du choix du sommet hyperspécial o fait en 2.4.3.
Démonstration. Considérons (S, θ) une paire construite à partir de (φ, σ) et o comme
dans la section 2.4.3. La proposition 2.4.3.2 montre que l’on peut identifier hφ,σ à l’ap-
plication H˜1(F, W˜ ◦(S, θ)/W a(S, θ)) → H1(F, W˜ /W a). On voit donc ω comme un élé-
ment de H1(F, W˜ /W a) dans l’image de H˜1(F, W˜ ◦(S, θ)/W a(S, θ)). Le lemme 2.4.1.2 ainsi
que la preuve de la proposition 2.4.1.4 montrent que l’application H1(F, N◦(S, θ)) →
H1(F, W˜ ◦(S, θ)/W a(S, θ)) est surjective. En particulier, il existe n ∈ N◦(S, θ) donnant
un cocycle de Z1(F, N◦(S, θ)) et ayant pour image ω par l’application Z1(F, N◦(S, θ))→
H˜1(F, W˜ ◦(S, θ)/W a(S, θ))→ H1(F, W˜ /W a).
Nous savons alors construire un triplet (S, θn, n) tel que Cr(φ, σ,Gω) = [S, θn, n]r (où
[S, θn, n]r désigne la classe de∼r-équivalence de (S, θn, n)). La proposition 2.4.1.4 nous donne
une bijection entre [S, θn, n]r/∼e et ker[H˜1(Fn, W˜ ◦(S, θn)/W a(S, θn))→ H1(Fn, W˜ /W a)]
et donc par le corollaire 2.4.4.2 une bijection
[S, θn, n]r/∼e ∼→ h−1φ,σ(ω).
Il nous reste à vérifier que cette bijection est indépendante du choix de n. Prenons
m ∈ Z1(F, N◦(S, θ)) un autre relèvement de ω. Nous allons montrer que l’image de
(S, θm,m) par la bijection précédente est l’image de m dans H˜1(F, W˜ ◦(S, θ)/W a(S, θ)) ce
qui achèvera la preuve. Comme les triplets (S, θn, n) et (S, θm,m) sont ∼r-équivalents, il
existe k ∈ N∗ , g ∈ Gnr et h ∈ Gnr tels que g ∗m = n, h(SFkn) = gSFkm , hθn〈k〉 = gθm〈k〉
et h−1Fn(h) ∈ N◦(S, θn). Alors par construction de la bijection [S, θn, n]r/∼e ∼→ h−1φ,σ(ω),
l’image de (S, θm,m) est l’image de h−1nF(h) dans H˜1(F, W˜ ◦(S, θ)/W a(S, θ)). Nous savons
qu’il existe kn, km ∈ N∗ tels que θn〈kn〉 = θ〈kn〉 et θm〈km〉 = θ〈km〉. Ainsi, il existe k′ ∈ N∗
tel que Fk′n = Fk
′
m = F
k′ , h(SFk
′
) = gSF
k′ et hθ〈k′〉 = gθ〈k′〉, de sorte que g−1h ∈ N(S, θ).
Nous pouvons alors conclure que h−1nF(h) = (h−1g)mF(g−1h) et m ont même image dans
H˜1(F, W˜ ◦(S, θ)/W a(S, θ)).
On déduit de la proposition 2.4.4.3 précédente et du théorème 2.2.5.12 le théorème
suivant.
2.4.4.4 Théorème. Soient G un groupe réductif connexe non-ramifié et ω ∈ H1(F,G). À
ω correspond Gω, une forme intérieure pure de G.
Soient φ : IΛF → LG un paramètre inertiel et σ ∈ Σ(〈ϑ̂〉, pi0(φ)). Nous avons la décom-
position suivante de la catégorie Rep(φ,σ)Λ (Gω)
Rep
(φ,σ)
Λ (Gω) =
∏
α∈h−1φ,σ(ω)
Rep
(φ,σ,α)
Λ (Gω).
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On peut également réinterpréter ce résultat grâce à la section 2.4.2, en une décomposition
de RepφΛ(Gω) en un produit de sous-catégories indexées par ψ
−1
φ (ω), où ψφ est l’application
ψφ : Σ(φ)→ H1(F,G).
De plus toutes ces catégories sont construites à partir de systèmes de classes de conju-
gaison 0-cohérents minimaux.
Notons que cette décomposition n’est pas canonique mais dépend du choix d’un sommet
hyperspécial (voir remarque 2.4.3.5).
2.4.5 Lien entre Z` et Q`
Explicitons le lien entre les catégories sur Q` et sur Z`.
Soit (φ, σ) ∈ Φ˜m(IF , LG) et (φ′, σ′) ∈ Φ˜m(I(`)F , LG) l’image de (φ, σ) par l’application
Φ˜m(IF ,
LG) → Φ˜m(I(`)F , LG) de la section 2.3.5. Alors Z(CĜ(φ′)◦)σ
′(ϑ̂) ⊆ Z(CĜ(φ)◦)σ(ϑ̂)
et l’on obtient une application
Irr[pi0(Z(CĜ(φ)
◦)σ(ϑ̂))]→ Irr[pi0(Z(CĜ(φ′)◦)σ
′(ϑ̂))]
induisant une application naturelle H˜1(F,G◦φ,σ)→ H˜1(F,G◦φ′,σ′).
Il est alors aisé d’obtenir la proposition suivante.
2.4.5.1 Proposition. Soit ω ∈ H1(F,G). Nous avons Rep(φ′,σ′,α′)Z` (Gω) ∩ RepQ`(Gω) =∏
(φ,σ,α) Rep
(φ,σ,α)
Q`
(Gω), où le produit est pris sur les (φ, σ) ∈ Φ˜m(IF , LG) s’envoyant sur
(φ′, σ′) par Φ˜m(IF , LG)→ Φ˜m(I(`)F , LG) et α ∈ h−1φ,σ(ω) s’envoyant sur α′ par H˜1(F,G◦φ,σ)→
H˜1(F,G◦φ′,σ′).
2.4.6 Compatibilité à l’induction et à la restriction parabolique
Vérifions ici la compatibilité de la décomposition du théorème 2.4.4.4 aux foncteurs
d’induction et de restriction parabolique.
Soit P un F -sous-groupe parabolique de G de quotient de Levi M défini sur F . Considé-
rons M̂ un dual deM surQ` muni d’un plongement ι : LM ↪→ LG. Soient φM ∈ Φm(IΛk , LM)
et σM ∈ Σ(〈ϑ̂〉, pi0(φM )). Nous avons vu à la section 2.3.6 que nous pouvions associer à φM
et σM le paramètre φ := ι ◦ φM ∈ Φm(IΛF , LG) et σ := ι ◦ σM ∈ Σ(〈ϑ̂〉, pi0(φ)).
Nous avons que ι(Z(CM̂(φM )
◦) ⊇ Z(CĜ(φ)◦) donc ι induit une application
Irr[pi0(Z(CM̂(φM )
◦)σM (ϑ̂))]→ Irr[pi0(Z(CĜ(φ)◦)σ(ϑ̂))].
L’isomorphisme de Kottwitz nous définit alors une application
H˜1(F,M◦,nrφM ,σM ) −→ H˜1(F, G
◦,nr
φ,σ )
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qui rend le diagramme suivant commutatif
H˜1(F,M◦,nrφM ,σM )
//

H˜1(F, G◦,nrφ,σ )

H1(F,Mnr) // H1(F, Gnr)
.
Soit ωM ∈ H1(F,Mnr) et ω ∈ H1(F, Gnr) son image par H1(F,Mnr) → H1(F, Gnr).
Ainsi αM ∈ ψ−1(φM ,σM )(ωM ) est envoyé sur α ∈ h
−1
φ,σ(ω). On notera par la suite ι
G
M , comme
dans la section 2.3.6 l’application qui à (φM , σM , αM ) associe (φ, σ, α). Notons que comme
ω est l’image de ωM , alors MωM est un Levi de Gω et l’on a un plongement de BT
e(MωM )
dans BTe(Gω).
Réinterprétons l’application αM → α en terme de groupes de Weyl. Nommons t ∈ M∗ss,Λ
la classe de conjugaison semi-simple associée à (φM , σM ). Fixons o un sommet hyperspécial
de BTe(M) donnant un sommet hyperspécial de BTe(G) (que l’on nomme encore o). La
section 2.4.3 construit alors à partir de (φM , σM ) une paire (S, θ) où S est un tore maximal
non-ramifié de M. Ce dernier permet de définir les groupes W˜ ◦M (S, θ),W
a
M (S, θ), W˜M , W
a
M
(on rajoute des indices M pour signifier que ces groupes sont définis vis à vis de M). Le
tore S peut également être vu comme un tore maximal non-ramifié de G et donc définit
également les groupes W˜ ◦(S, θ),W a(S, θ), W˜ , W a. Les inclusions W˜ ◦M (S, θ) ⊆ W˜ ◦(S, θ) et
W aM (S, θ) ⊆W a(S, θ) permettent de définir une application
H˜1(F, W˜ ◦M (S, θ)/W
a
M (S, θ)) −→ H˜1(F, W˜ ◦(S, θ)/W a(S, θ)).
Cette application correspond à H˜1(F,M◦,nrφM ,σM ) −→ H˜1(F, G
◦,nr
φ,σ ) via la proposition 2.4.3.2.
2.4.6.1 Lemme. Notons N une forme intérieure pure de M associée à ωM . Soient x
un sommet dans l’immeuble de Bruhat-Tits étendu de N et s ∈ (N∗x)ss,Λ. Nommons
(φM , σM , αM ) les données associées à s. Notons également (φ, σ, α) les données associées à
s vu comme un élément de (G∗x)ss,Λ (où x est vu ici comme un élément de BT
e(Gω)). Alors
(φ, σ, α) = ιGM (φM , σM , αM ).
Démonstration. Cela découle aisément de la définition de l’application ιGM , puisque à s on
associe une paire (S′, θ′), avec S′ un tore maximal non-ramifié de N , et lorsque s est vu
comme un élément de (G∗x)ss,Λ, on peut lui associer la même pair (S′, θ′) mais en voyant
cette fois-ci S′ comme un tore maximal non-ramifié de Gω.
2.4.6.2 Théorème. Soit P un sous-groupe parabolique de G ayant pour facteur de Levi
M.
1.
rGP (Rep
(φ,σ,α)
Λ (Gω)) ⊆
∏
(φM ,σM ,αM )
ιGM (φM ,σM ,αM )=(φ,σ,α)
Rep
(φM ,σM ,αM )
Λ (MωM )
2.
iGP (Rep
(φM ,σM ,αM )
Λ (MωM )) ⊆ Rep
ιGM (φM ,σM ,αM )
Λ (Gω)
Démonstration. Cela découle du lemme 2.4.6.1 et des propositions 2.1.3.2, 2.1.3.1.
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2.4.6.3 Théorème. Si CĜ(φ) ⊆ ι(M̂) le foncteur d’induction parabolique iGP réalise une
équivalence de catégories entre Rep(φM ,σM ,αM )Λ (MωM ) et Rep
ιGM (φM ,σM ,αM )
Λ (Gω).
Démonstration. Cela découle du théorème 2.4.6.2 et du théorème 1.4.4.6.
2.4.7 Compatibilité à la construction de DeBacker-Reeder
Soit ϕ un paramètre de Langlands modéré elliptique et en position général comme dans
[DR09] (elliptique signifie que l’image de ϕ n’est pas contenue dans un sous-groupe de Levi
propre de LG et en position générale que le centralisateur de ϕ(IF ) dans Ĝ est un tore).
Soit ω ∈ H1(F,G). L’isomorhisme de Kottwitz permet de définir, comme dans la section
2.4.2, une application Irr(CĜ(ϕ))→ H1(F,G) et l’on note Irr(CĜ(ϕ), ω) la fibre sur ω de
cette application. DeBacker et Reeder construisent alors dans [DR09] un L-paquet Π(ϕ, ω)
pour Gω, paramétré par Irr(CĜ(ϕ), ω). Nous souhaitons vérifier dans cette partie, que cette
construction est compatible à la décomposition du théorème 2.4.4.4.
Fixons o un sommet hyperspécial que l’on choisira identique pour la construction de
DeBacker-Reeder et la notre, ainsi que T un tore maximalement déployé de G.
Rappelons brièvement la construction de DeBacker et Reeder. Quitte à conjuguer ϕ, on
peut supposer que ϕ(IF ) ⊆ T̂ et que ϕ(Frob) = fϑ̂, avec f ∈ N(T̂). Notons w, l’image de
f dans W . On peut former à partir de ce ϕ ([DR09] section 4.3) un caractère χ de niveau
zéro de TF. Soit λ ∈ Xw, où Xw est la préimage dans X de [X/(1−wϑ)X]tor. L’évaluation
sur une uniformisante $, identifie λ à tλ ∈ W˜ , l’opérateur de translation par λ. DeBacker
et Reeder construisent alors, dans la section 2.7, w˙ ∈ N , w˙λ ∈ N et uλ ∈ Z1(F, N) tels que
w˙ relève w, w˙λ = p−1λ Fλ(pλ) et tλw˙ = w˙λuλ, où Fλ = Ad(uλ) ◦ F. On pose Tλ = pλT et
χλ = pλχ ∈ Irr(TFλλ ). Grâce à la théorie de Deligne-Lusztig, ils forment à partir de (Tλ, χλ)
une représentation piλ de (Gnr)Fλ .
2.4.7.1 Théorème. La construction de DeBacker-Reeder ([DR09]) est compatible au
théorème 2.4.4.4. C’est-à-dire que piλ appartient à Rep
(φ,σ,α)
Q`
(Gω) où φ = ϕ|IF , σ(ϑ̂) =
ϕ(Frob) et α correspond à λ via la bijection [X/(1−wϑ)X]tor ∼−→ H1(Fw, Tnr) (voir lemme
C.4).
Démonstration. Dans ce chapitre, à partir de ϕ nous construisons non pas (T, χ) mais une
paire (S, θ), où θ ∈ Irr(0(SF)/(SF)+). Le lien entre les deux est le suivant. Écrivons, comme
dans [DR09] section 2.6, w˙ = p−10 F(p0), avec p0 ∈ G◦o. Alors S = p0T. Comme p0χ ∈ Irr(SF)
est de niveau zéro, on le voit comme un caractère de SF/(SF)+, et on a θ = (p0χ)|0(SF).
Notons qu’avec les hypothèses faites sur ϕ, on a que CĜ(φ) = T̂, de sorte que G
◦
φ,σ = S
F.
En particulier W˜ (S, θ) = W˜ ◦(S, θ) = X∗(S), W a(S, θ) = 1 et N◦(S, θ) = S. L’élément
p0λp
−1
0 nous donne bien un élément de H
1(F, W˜ ◦(S, θ)/W a(S, θ)), et on peut appliquer
le théorème 2.4.4.4 pour obtenir un système cohérent. Posons n := p0tλp−10 ∈ N◦(S, θ)
qui relève p0λp−10 . La preuve du théorème 2.4.4.4 construit alors le triplet (S, θn, n). Mais
comme n ∈ S, F = Fn sur S et donc θn = θ. On obtient un triplet (S, θ, n) qui donne un
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système cohérent. Posons g := pλp−10 . Alors
g ∗ n = gnF(g)−1 = (pλp−10 )(p0tλp−10 )(F(p0p−1λ ))
= pλtλw˙F(pλ)
−1 = pλw˙λuλF(pλ)−1
= pλp
−1
λ Fλ(pλ)uλF(pλ)
−1 = pλp−1λ uλF(pλ)u
−1
λ uλF(pλ)
−1
= uλ
La définition 2.4.4.1 montre (avec h = 1) que (S, θ, n) ∼e (gS, gθ, u). Or gS = pλp−10 S =
pλT = Tλ et de même gθ = (χλ)|0(TFλλ )
. Les deux constructions sont donc compatibles.
Chapitre 3
Systèmes de coefficients
Introduction
Le but de ce chapitre est de généraliser les résultats obtenus dans [Wan17] section 2, à
un groupe réductif quelconque.
Dans tout ce chapitre G désigne un groupe p-adique quelconque, nous n’imposons pas
qu’il se déploie sur une extension non-ramifiée de F . Soit R un anneau commutatif dans
lequel p est inversible. Soit e un système d’idempotents vérifiant que pour tout sommet x et
tout polysimplexe σ contenant x on a eσ ∈ HR(Gx). On note Coefe(G,R) la catégorie des
e-systèmes de coefficients, c’est-à-dire des foncteurs contravariants de la catégorie (BT,≤)
vers la catégorie des R-modules, G-équivariants tels que pour x ≤ σ le morphisme de
restriction induit un isomorphisme Vσ
v→ eσ(Vx).
Nous montrons alors le théorème suivant (voir théorème 3.4.0.4).
Théorème. Nous avons une équivalence de catégorie
RepeR(G) ' Coefe(G,R).
3.0.0.1 Remarque. Le résultat est démontré dans [Wan17] pour GLn.
Plan de ce chapitre
Ce chapitre se compose de quatre parties. La première partie vise à rappeler la définition
des systèmes de coefficients. Dans la deuxième partie, nous introduisons la notion de chemin
tendu entre deux polysimplexes dans l’immeuble. Cette dernière différe un peu de celle
donnée dans [Wan17]. Elle nous permet de définir les applications locales dans la partie
3.3. Ce sont ces dernières qui utilisent des propriétés de GLn dans [Wan17]. Notre nouvelle
définition nous permet d’obtenir les propriétés souhaitées dans le cas d’un groupe réductif
quelconque. Enfin, il nous suffit alors d’appliquer les démonstrations de [Wan17] dans la
partie 3.4 avec nos nouvelles applications locales pour obtenir le résultat voulu.
3.1 Systèmes de coefficients
Rappelons la définition des systèmes de coefficients.
Soit R un anneau commutatif dans lequel p est inversible. On appelle Γ un système de
coefficients sur BT à coefficients dans R un foncteur contravariant de la catégorie (BT,≤)
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vers la catégorie des R-modules. Dit autrement, c’est la donnée de R-modules (Vσ)σ∈BT et
de R-morphismes ϕστ : Vσ → Vτ si τ ≤ σ, soumis aux conditions : ϕσσ = id, et ϕτω ◦ϕστ = ϕσω
si ω ≤ τ ≤ σ.
Pour associer un complexe de chaînes cellulaire à Γ, on équipe chaque polysimplexe
d’une orientation qui induit une orientation sur chacune des sous-facettes. On définit
τσ =

1 si τ ≤ σ avec des orientations compatibles
−1 si τ ≤ σ avec des orientations opposées
0 si τ n’est pas une facette de σ
Le complexe de chaînes cellulaire C∗(BT,Γ) sur BT à coefficients Γ est le complexe de
chaînes N-gradué
C∗(BT,Γ) :=
⊕
σ∈BT
Vσ
avec Vσ en degré deg(σ), muni de la différentielle
δ((vσ)σ∈BT) =
∑
τ∈BT
τσϕ
τ
σ(vσ).
L’homologie de C∗(BT,Γ) est alors notée H∗(BT,Γ).
Un système de coefficients est dit G-équivariant si ∀g ∈ G, ∀σ ∈ BT il existe un
isomorphisme αg,σ : Vσ → Vgσ compatible avec les ϕστ et tel que α1,σ = id, αg,hσ ◦ αh,σ =
αgh,σ.
Soit e un système d’idempotents cohérent sur BT. On suppose que e vérifie de plus la
condition
Pour tout sommet x et tout polysimplexe σ contenant x on a eσ ∈ HR(Gx) (∗)
Notons que si Γ est un système de coefficients G-équivariant alors la condition (∗) assure
que eσ agit sur Vx. On appelle alors un e-système de coefficients, un système de coefficients
G-équivariant tel que pour tout x ≤ σ le morphisme ϕσx : Vσ → Vx induise un isomorphisme
Vσ
v→ eσ(Vx). On note Coefe(G,R) la catégorie des e-systèmes de coefficients.
3.2 Chemins tendus
Définissons maintenant la notion de chemin tendu entre deux polysimplexes de BT.
Nous reprenons les notations de la section 1.1, par exemple H(σ, τ) désigne l’enveloppe
polysimpliciale de σ et τ , et [x, y] est le plus petit polysimplexe contenant x ∪ y.
3.2.0.1 Définition. Soient τ, σ ∈ BT. On appelle chemin tendu de τ à σ une suite de
polysimplexes τ0, · · · , τn ∈ BT telle que τ0 = τ , τn = σ, τi+1 ∈ H(τi, σ) et, soit τi ≤ τi+1,
soit τi+1 ≤ τi.
3.2.0.2 Remarque. Attention, la définition de chemin tendu donnée ici est différente de
celle donnée dans [Wan17] (2.2.4). Cependant si (z0, · · · , zm) est un chemin tendu selon
[Wan17], alors (z0, [z0, z1], z1, [z1, z2], · · · , zm−1, [zm−1, zm], zm) est un chemin tendu selon
notre définition.
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3.2.0.3 Lemme. Soient τ0, · · · , τn ∈ BT.
1. Si τ0, · · · , τn est un chemin tendu alors, pour tout k ∈ {0, · · · , n}, τk, · · · , τn est
aussi un chemin tendu.
2. Soit k ∈ {0, · · · , n} et on suppose que τ0, · · · , τk et τk, · · · , τn sont des chemin tendus.
Alors τ0, · · · , τn est un chemin tendu si et seulement si pour tout i ∈ {0, · · · , k},
τk ∈ H(τi, τn).
3. Soient k, l ∈ {0, · · · , n} avec k ≤ l. Alors si τ0, · · · , τn est un chemin tendu et si
τk, · · · , τl sont adjacents alors le chemin τ0, · · · , τk, [τk, · · · , τl], τl, · · · , τn est encore
un chemin tendu.
Démonstration. 1. C’est évident.
2. Supposons que τ0, · · · , τn est un chemin tendu. Alors pour tout i, comme τi+1 ∈
H(τi, τn), on a H(τi+1, τn) ⊆ H(τi, τn). Ainsi pour tout i ≤ k, τk ∈ H(τi, τn).
Réciproquement supposons que pour tout i ∈ {0, · · · , k}, τk ∈ H(τi, τn) et montrons
que τ0, · · · , τn est un chemin tendu. La seule condition à vérifier et que τi+1 ∈ H(τi, σ).
Ceci est immédiat pour i ∈ {k, n − 1} car τk, · · · , τn est un chemin tendu. Pour
i < k, τ0, · · · , τk étant un chemin tendu, τi+1 ∈ H(τi, τk). Or τk ∈ H(τi, τn) donc
H(τi, τk) ⊆ H(τi, τn) et on a le résultat.
3. Il n’y a qu’a vérifier les conditions d’être un chemin tendu entre τk, [τk, · · · , τl] et
[τk, · · · , τl], τl. Tout d’abord on a τk ≤ [τk, · · · , τl] et τl ≤ [τk, · · · , τl]. Comme τl ≤
[τk, · · · , τl], τl ∈ H([τk, · · · , τl], τn). Il ne reste à vérifier que [τk, · · · , τl] ∈ H(τk, τn),
c’est-à-dire que pour tout i ∈ {k, · · · , l}, τi ∈ H(τk, τn). Or cette condition est
vérifiée par 2, ce qui achève la preuve.
3.2.0.4 Lemme. Soient σ, τ, ω ∈ BT tels que ω ∈ H(σ, τ). Alors il existe un chemin tendu
τ0 = τ, · · · , τk = ω de τ à ω tel que pour tout i, ω ∈ H(τi, σ).
En particulier, il existe un chemin tendu τ0 = τ, · · · , τk = ω, · · · , τn = σ de τ à σ tel
que τ0, · · · , τk soit un chemin tendu de τ à ω.
Démonstration. La première assertion est le lemme 2.15 de [MS10] et la seconde découle
de 2. dans le lemme 3.2.0.3.
3.3 Les applications locales
La nouvelle définition de chemin tendu, nous permet de redéfinir les applications locales
de [Wan17]. Le but principale de cette section sera de montrer que la définition donnée
ci-dessous est bien indépendante du choix du chemin tendu effectué.
Soit Γ = (Vσ)σ∈BT un e-système de coefficients. Lorsque x ≤ σ, on identifie Vσ à eσ(Vx)
via le morphisme ϕσx. Pour deux polysimplexes τ, σ tels que τ ≤ σ, on a Vσ = eσ(Vτ ) et on
note pτσ le projecteur Vτ  eσ(Vτ ) = Vσ.
Soient τ, σ ∈ BT tels que τ ≤ σ. On a alors deux applications
pτσ : Vτ  eσVτ = Vσ,
ϕστ : Vσ ↪→ Vτ .
118 CHAPITRE 3
On définit alors si τ ≤ σ ou σ ≤ τ
ετσ : Vτ → Vσ
par ετσ = pτσ si τ ≤ σ et ετσ = ϕτσ si τ ≥ σ.
3.3.0.1 Définition. Soient τ, σ ∈ BT. Prenons τ0 = τ, · · · , τn = σ un chemin tendu reliant
τ à σ. On définit alors ετσ : Vτ → Vσ par
ετσ = ε
τn−1
τn ◦ · · · ◦ ετ0τ1 .
3.3.0.2 Remarque. Nous avons mentionné dans la remarque 3.2.0.2 que la définition des
chemins tendus dans [Wan17] diffère de celle donnée ici. Si (z0, · · · , zm) est un chemin tendu
selon [Wan17], alors la définition de εz0zm donnée dans [Wan17] section 2.2 est la même que
celle donnée ici, si l’on considère le chemin tendu (z0, [z0, z1], z1, · · · , zm−1, [zm−1, zm], zm).
Le but de ce qui suit est de montrer que cette définition est indépendante du chemin
tendu choisi. Nous avons besoin de lemmes préliminaires.
3.3.0.3 Lemme. Soient τ0, · · · , τn ∈ BT des polysimplexes tels que pour tout i on ait
τi ≤ τi+1 ou τi+1 ≤ τi. On suppose de plus que τ0, · · · , τn sont adjacents. Alors
ετn−1τn ◦ · · · ◦ ετ0τ1 = ε[τ0,··· ,τn]τn ◦ ετ0[τ0,··· ,τn].
Démonstration. Montrons le résultat par récurrence sur n.
Le résultat est clair pour n = 1. Prenons donc τ0, · · · , τn comme dans l’énoncé et
supposons le résultat vrai au rang n − 1. Le chemin τ1, · · · , τn vérifie les conditions de
l’énoncé donc par hypothèse de récurrence
ετn−1τn ◦ · · · ◦ ετ1τ2 = ε[τ1,··· ,τn]τn ◦ ετ1[τ1,··· ,τn]
donc
ετn−1τn ◦ · · · ◦ ετ0τ1 = ε[τ1,··· ,τn]τn ◦ ετ1[τ1,··· ,τn] ◦ ε
τ0
τ1 .
Deux cas se présentent
1. Si τ0 ≤ τ1
Alors ετn−1τn ◦ · · · ◦ ετ0τ1 correspond à l’application
Vτ0  eτ1(Vτ0) = Vτ1  e[τ1,··· ,τn](Vτ1) = e[τ1,··· ,τn](eτ1(Vτ0)) = V[τ1,··· ,τn] ↪→ Vτn .
Or e[τ1,··· ,τn]eτ1 = e[τ1,··· ,τn] mais comme τ0 ≤ τ1, [τ1, · · · , τn] = [τ0, · · · , τn] et on a
le résultat voulu.
2. Si τ0 ≥ τ1
Alors ετn−1τn ◦ · · · ◦ ετ0τ1 correspond à l’application
Vτ0 ↪→ eτ0(Vτ1) e[τ1,··· ,τn](eτ0(Vτ1)) ↪→ Vτn .
Or e[τ1,··· ,τn](eτ0(Vτ1)) = e[τ1,··· ,τn]eτ0(Vτ0) car Vτ0 = eτ0(Vτ1) et e[τ1,··· ,τn]eτ0 =
e[[τ1,··· ,τn],τ0] = e[τ0,··· ,τn]. Donc les deux premières flèches correspondent à l’ap-
plication
Vτ0  e[τ0,··· ,τn](Vτ0)
et on a le résultat.
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3.3.0.4 Corollaire. Soient τ et σ des polysimplexes adjacents. Alors ετσ ne dépend pas du
chemin tendu choisi.
Démonstration. Soit τ0, · · · , τn un chemin tendu reliant τ à σ. Les polysimplexes τ et
σ étant adjacents, H(σ, τ) est l’adhérence de [σ, τ ]. Le chemin τ0, · · · , τn étant tendu,
pour tout i ∈ {0, · · · , n}, nous avons τi ∈ H(σ, τ) et donc τi ≤ [σ, τ ]. Par conséquent les
polysimplexes τ0, · · · , τn sont adjacents et [τ0, · · · , τn] ≤ [σ, τ ]. Comme σ, τ ≤ [τ0, · · · , τn],
on a [σ, τ ] ≤ [τ0, · · · , τn] et donc [τ0, · · · , τn] = [σ, τ ]. Le lemme 3.3.0.3, nous dit alors que
ετσ = ε
[σ,τ ]
σ ◦ ετ[σ,τ ] qui est bien indépendant du chemin choisi.
3.3.0.5 Lemme. Soient τ0, · · · , τn ∈ BT et k, l ∈ {0, · · · , n} avec k ≤ l. Supposons que
τ0, · · · , τn est un chemin tendu et que τk, · · · , τl sont adjacents. Alors
ετn−1τn ◦ · · · ◦ ετ0τ1 = ετn−1τn ◦ · · · ετlτl+1 ◦ ε[τk,··· ,τl]τl ◦ ετk[τk,··· ,τl] ◦ ε
τk−1
τk ◦ · · · ◦ ετ0τ1 .
Démonstration. Le lemme 3.2.0.3 3. assure que τ0, · · · , τk, [τk, · · · , τl], τl, · · · , τn est bien
un chemin tendu. Maintenant
ετn−1τn ◦ · · · ◦ ετ0τ1 = ετn−1τn ◦ · · · ετlτl+1 ◦ ε
τl−1
τl ◦ · · · ◦ ετkτk+1 ◦ ε
τk−1
τk ◦ · · · ◦ ετ0τ1 .
Comme τk, · · · , τl sont adjacents le lemme 3.3.0.3 nous donne
ε
τl−1
τl ◦ · · · ◦ ετkτk+1 = ε[τk,··· ,τl]τl ◦ ετk[τk,··· ,τl].
Et on a le résultat voulu.
3.3.0.6 Définition. Soient τ, σ ∈ BT. On définit ρ(τ, σ) comme le nombre de polysimplexes
dans H(τ, σ).
3.3.0.7 Lemme. Soient τ0, · · · , τn un chemin tendu et ω ∈ BT tels que pour tout i,
τn ∈ H(τi, ω). Alors il existe un autre chemin tendu τ ′0, · · · , τ ′m tel que
1. τ ′0 = τ0 et τ ′m = τn
2. ετn−1τn ◦ · · · ◦ ετ0τ1 = ε
τ ′m−1
τ ′m
◦ · · · ◦ ετ ′0
τ ′1
3. si τ ′i > τ
′
i+1 et i+ 1 < m alors ρ(τ
′
i+1, ω) < ρ(τ
′
i , ω)
4. Pour tout i, τ ′m ∈ H(τ ′i , ω)
Démonstration. Posons k1 = max{i > 0|τ0, · · · , τi sont adjacents} (cet ensemble est non
vide car τ1 et τ0 sont adjacents). De même si ki est défini et différent de n, on pose ki+1 =
max{j > ki|τki , · · · , τj sont adjacents}. On vient donc de définir m′ entiers, k1, · · · , km′
avec km′ = n. Posons k0 = 0 et m = 2m′.
Définissons pour i ∈ {0, · · · ,m′}, τ ′2i = τki , et pour i ∈ {0, · · · ,m′ − 1}, τ ′2i+1 =
[τki , · · · , τki+1 ].
Le lemme 3.2.0.3 3. appliquém′ fois assure que τ ′0, · · · , τ ′m est un chemin tendu. Vérifions
que ce chemin vérifie les propriétés demandées.
1. Il est clair que τ ′0 = τ0 et τ ′m = τn.
2. Le lemme 3.3.0.5 appliqué m′ fois nous donne le résultat.
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3. On ne peut avoir τ ′i > τ
′
i+1 que si i = 2l+ 1 est impair. Il nous suffit donc de montrer
que H(τ ′2l+2, ω)  H(τ ′2l+1, ω).
Par définition de kl+1, τkl+1+1 et τ
′
2l+1 ne sont pas adjacents (τkl+1+1 existe bien
car i + 1 < m par hypothèse). Prenons A un appartement contenant H(τkl , ω).
Par hypothèse τn ∈ H(τkl , ω) et donc H(τkl , τn) ⊆ H(τkl , ω). Ainsi τkl , · · · , τn ∈ A.
Comme τkl+1+1 et τ
′
2l+1 ne sont pas adjacents, il existe une racine affine a qui
sépare τkl+1+1 et τ
′
2l+1. Disons par example a|τkl+1+1 > 0 et a|τ ′2l+1 < 0. Remarquons
que τkl+1+1 ∈ H(τkl+1 , τn) ⊆ H(τkl+1 , ω) = H(τ ′2l+2, ω) ⊆ H(τ ′2l+1, ω). Ainsi si
a|ω < 0, comme τkl+1+1 ∈ H(τ ′2l+1, ω) on aurait a|τkl+1+1 ≤ 0 ce qui n’est pas. Donc
a|ω ≥ 0 et a est une racine affine qui sépare τ ′2l+1 de H(τkl+1+1, ω) et donc τ ′2l+1 /∈
H(τkl+1+1, ω). Or τkl+1+1 ≤ τkl+1 ou τkl+1+1 ≥ τkl+1 . Mais on ne peut pas avoir
τkl+1+1 ≤ τkl+1 car sinon τkl , · · · , τkl+1+1 seraient adjacents. Donc τkl+1+1 ≥ τkl+1 .
Mais alors H(τkl+1+1, ω) ⊇ H(τkl+1 , ω) = H(τ ′2l+2, ω). Donc τ ′2l+1 /∈ H(τ ′2l+2, ω) ce
qui achève la preuve.
4. On souhaite montrer que pour tout i, τn ∈ H(τ ′i , ω). Si i = 2l est pair le résultat est
immédiat puisque τ ′2l = τkl . Il nous reste donc le cas i = 2l + 1 impair, c’est-à-dire
que l’on veut montrer que τn ∈ H([τkl , · · · , τkl+1 ], ω). Mais τkl ≤ [τkl , · · · , τkl+1 ] donc
H(τkl , ω) ⊆ H([τkl , · · · , τkl+1 ], ω) et τn ∈ H([τkl , · · · , τkl+1 ], ω).
3.3.0.8 Lemme. Soient τ, σ ∈ BT. Alors il existe un unique polysimplexe maximal τ ∈
H(τ, σ) avec τ ≤ τ . C’est-à-dire qu’un polysimplexe ω satisfait ω ∈ H(τ, σ) et τ ≤ ω si et
seulement si τ ≤ ω ≤ τ .
Démonstration. La preuve est identique à celle du lemme 2.9 de [MS10] en remplaçant x
par σ.
3.3.0.9 Lemme. Soient τ, σ, τ comme dans le lemme 3.3.0.8. Soit A un appartement
contenant H(σ, τ) et a une racine affine. Alors si a|τ = 0 on a a|H(σ,τ) = 0.
Démonstration. Supposons que a|τ = 0. NotonsH = ker(a) un hyperplan affine de A. Il faut
alors montrer que H(σ, τ) ⊆ H. Raisonnons par l’absurde et supposons que H(σ, τ) * H.
Prenons alors x ∈ H(σ, τ)\H.
Soit ϕ : [0, 1]→ BT une géodésique entre un point intérieur à τ et x. Comme ϕ(0) ∈ H
s’il existait t ∈]0, 1] tel que ϕ(t) ∈ H, on aurait que pour tout t ∈ [0, 1], ϕ(t) ∈ H et en
particulier que x ∈ H ce qui n’est pas. Donc ϕ(]0, 1]) ∩H = ∅. Chaque ϕ(t) appartient à
un polysimplexe τ(t) et l’application t 7→ τ(t) est constante par morceaux, on peut donc
choisir t0 le premier réel strictement positif où l’on a un saut. Notons ω = τ(t0/2). On
doit avoir τ ≤ ω ou ω ≤ τ . Mais ω * H et τ ⊆ H donc τ < ω. Or ϕ(t0/2) ∈ H(τ, σ) donc
ω ∈ H(τ, σ) ce qui contredit la définition de τ .
3.3.0.10 Lemme. Soient τ, ω, σ ∈ BT des polysimplexes avec ω ∈ H(τ, σ). Prenons comme
dans le lemme 3.3.0.8, τ maximal dans H(τ, σ) tel que τ ≤ τ et ω maximal dans H(ω, σ)
tel que ω ≤ ω. Alors τ ∈ H(τ, ω).
Démonstration. Notons τ ′ le polysimplexe maximal de H(τ, ω) tel que τ ≤ τ ′. Alors
H(τ, ω) ⊆ H(τ, σ) et donc τ ′ ≤ τ .
Supposons que τ ′ 6= τ . Alors τ ′ est une facette de τ et si l’on prend A un appartement
contenant H(τ, σ) il existe une racine affine a telle que a|τ ′ = 0 et a|τ > 0. Comme a|τ ′ = 0
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par le lemme 3.3.0.9 a|H(τ,ω) = 0 et en particulier a|τ = 0 et a|ω = 0. Encore par le lemme
3.3.0.9, comme a|ω = 0 on a a|H(ω,σ) = 0 et donc a|σ = 0. On a donc a|τ = 0 et a|σ = 0
donc a|H(τ,σ) = 0. Mais τ ∈ H(τ, σ) donc a|τ = 0 ce qui est absurde.
3.3.0.11 Lemme. Soient τ, σ ∈ BT. Prenons τ maximal dans H(τ, σ) tel que τ ≤ τ . Soit
τ0 = τ, · · · , τn = σ un chemin tendu reliant τ à σ. Alors τ, τ , τ0, · · · , τn est encore un
chemin tendu et
ετn−1τn ◦ · · · ◦ ετ0τ1 = ετn−1τn ◦ · · · ◦ ετ0τ1 ◦ εττ0 ◦ εττ .
Démonstration. Nous avons que τ ≤ τ et donc H(τ, σ) ⊆ H(τ , σ). Puis comme τ ∈
H(τ, σ) nous en déduisons que H(τ , σ) ⊆ H(τ, σ). Par conséquent H(τ, σ) = H(τ , σ) et
τ, τ , τ0, · · · , τn est bien un chemin tendu.
Démontrons par récurrence sur n, que pour touts polysimplexes σ et τ et pour tout
chemin tendu τ0, · · · , τn reliant τ à σ alors ετn−1τn ◦ · · · ◦ ετ0τ1 = ε
τn−1
τn ◦ · · · ◦ ετ0τ1 ◦ εττ0 ◦ εττ . Le cas
n = 1 est évident. Supposons donc le résultat vrai au rang n− 1 et montrons le au rang n.
Notons ϕ = ετn−1τn ◦ · · · ◦ ετ0τ1 . L’application ε
τn−1
τn ◦ · · · ◦ ετ0τ1 ◦ εττ0 ◦ εττ correspond à
l’application
Vτ
pττ Vτ
ϕττ
↪→ Vτ ϕ→ Vσ.
Soit v ∈ Vτ , nous souhaitons donc montrer que ϕ(v) = ϕ(eτ (v)). Le résultat que l’on
souhaite démontrer est donc équivalent à dire que si u ∈ Vτ est tel que eτ (u) = 0 alors
ϕ(u) = 0.
Posons alors ψ = ετn−1τn ◦ · · · ◦ ετ1τ2 . Notons τ1 le polysimplexe maximal de H(τ1, σ) tel
que τ1 ≤ τ1. Alors par hypothèse de récurrence on sait que si v ∈ Vτ1 est tel que eτ1(v) = 0,
ψ(v) = 0. Soit u ∈ Vτ tel que eτ (u) = 0, comme ϕ = ψ ◦ ετ0τ1 , il nous suffit de montrer que
eτ1(ε
τ0
τ1(u)) = 0. Deux cas se présentent
— τ0 ≤ τ1
τ1 ∈ H(τ0, σ) et τ0 ∈ H(τ1, σ) donc H(τ0, σ) = H(τ1, σ). Par conséquent τ1 = τ .
Alors eτ1(ετ0τ1(u)) = eτ (ε
τ0
τ1(u)) = ε
τ0
τ1(eτu) = 0.
— τ0 ≥ τ1
Alors ετ0τ1 = ϕ
τ0
τ1 : Vτ0 ↪→ Vτ1 et eτ1(ετ0τ1(u)) = eτ1eτ (ετ0τ1(u)). Or τ ∈ H(τ, τ1) par le
lemme 3.3.0.10, donc la proposition 2.2 (e) de [MS10] nous dit que eτ1eτ = eτ1eτeτ =
eτ1eτeτ et par conséquent eτ1(ετ0τ1(u)) = eτ1eτeτ (ε
τ0
τ1(u)) = eτ1eτ (ε
τ0
τ1(eτu)) = 0.
Notons P(n) la propriété que pour tout τ, σ ∈ BT tels que ρ(τ, σ) ≤ n alors ετσ ne
dépend pas du choix du chemin tendu.
3.3.0.12 Lemme. Soient τ, σ ∈ BT tels que ρ(τ, σ) > 1. Soient τ0, · · · , τn et τ ′0, · · · , τ ′m
deux chemins tendus reliant τ à σ. On suppose que
— P(ρ(τ, σ)− 1) est vraie
— ρ(τ1, σ) < ρ(τ, σ) et ρ(τ ′1, σ) < ρ(τ, σ)
— Il existe ω ∈ H(τ1, σ) ∩H(τ ′1, σ)
— ρ(τ, ω) < ρ(τ, σ)
— τ1 ∈ H(τ, ω) et τ ′1 ∈ H(τ, ω)
Alors
ετn−1τn ◦ · · · ◦ ετ0τ1 = ε
τ ′m−1
τ ′m
◦ · · · ◦ ετ ′0
τ ′1
.
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Démonstration. ετn−1τn ◦ · · · ◦ ετ0τ1 = (ε
τn−1
τn ◦ · · · ◦ ετ1τ2) ◦ ετ0τ1 . Comme ρ(τ1, σ) < ρ(τ, σ) et que
P(ρ(τ, σ)−1) est vraie, ετn−1τn ◦ · · · ◦ετ1τ2 = ετ1σ ne dépend pas du chemin tendu choisi. De plus
ω ∈ H(τ1, σ) donc d’après le lemme 3.2.0.4 il existe un chemin tendu reliant τ1 à σ passant
par ω tel que les chemins reliant τ1 à ω et ω à σ soit tendus. Ainsi ετ1σ = εωσ ◦ ετ1ω . On a donc
ε
τn−1
τn ◦ · · · ◦ ετ0τ1 = εωσ ◦ ετ1ω ◦ ετ0τ1 . Comme ρ(τ, ω) < ρ(τ, σ) et que P(ρ(τ, σ)− 1) est vraie, ετω
ne dépend pas du choix du chemin tendu choisi. En particulier, comme τ1 ∈ H(τ, ω), on
peut compléter le chemin τ0, τ1 en un chemin tendu reliant τ à ω. Le chemin reliant τ1 à ω
est alors lui aussi tendu et il en est de même pour le chemin τ0, τ1. Ainsi ετ1ω ◦ ετ0τ1 = ετ0ω . On
vient donc de montrer que
ετn−1τn ◦ · · · ◦ ετ0τ1 = εωσ ◦ ετω.
Mais les hypothèses sur les chemins τ0, · · · , τn et τ ′0, · · · , τ ′m sont symétriques, on a donc
aussi ε
τ ′m−1
τ ′m
◦ · · · ◦ ετ ′0
τ ′1
= εωσ ◦ ετω. Et finalement
ετn−1τn ◦ · · · ◦ ετ0τ1 = ε
τ ′m−1
τ ′m
◦ · · · ◦ ετ ′0
τ ′1
.
3.3.0.13 Lemme. Soient τ, σ ∈ BT. Prenons A un appartement contenant H(σ, τ). On
suppose qu’il existe une racine affine a telle que a|τ > 0 et a|σ < 0. Alors si ω ∈ H(τ, σ)
est un polysimplexe contenant un point intérieur x avec a(x) = 0, on a ρ(ω, σ) < ρ(τ, σ) et
ρ(τ, ω) < ρ(τ, σ).
Démonstration. La situation étant sysmétrique en τ et σ il nous suffit de montrer que
ρ(ω, σ) < ρ(τ, σ). Comme ω ∈ H(τ, σ) on a H(ω, σ) ⊆ H(τ, σ) et ρ(ω, σ) ≤ ρ(τ, σ). Il ne
nous reste plus qu’à montrer que H(ω, σ)  H(τ, σ).
Puisque a(x) = 0 et x est un point intérieur à ω on a a|ω = 0. Ainsi a|ω ≤ 0, a|σ < 0
et a|τ > 0 donc a sépare τ de ω et σ et par conséquent τ /∈ H(ω, σ) ce qui achève la
preuve.
3.3.0.14 Proposition. Soient τ, σ ∈ BT alors ετσ ne dépend pas du choix du chemin tendu
choisi.
Démonstration. On montre le résultat par récurrence sur ρ(τ, σ). Le résultat est vrai si
ρ(τ, σ) = 1. On suppose alors que ρ(τ, σ) > 1 et que P(ρ(τ, σ)− 1) est vraie.
Prenons alors deux chemins tendus τ0, · · · , τn et τ ′0, · · · , τ ′m. Le lemme 3.3.0.11 nous
permet de supposer que τ = τ où τ est le polysimplexe maximal de H(τ, σ) tel que τ ≤ τ .
En appliquant le lemme 3.3.0.7 (avec ω = σ) on peut supposer que τ0, · · · , τn et τ ′0, · · · , τ ′m
vérifient les conditions énoncées dans ce dernier. De plus quitte à retirer les premiers
simplexes s’ils sont égaux, on peut supposer que τ0 6= τ1 et τ ′0 6= τ ′1. En particulier on a
que ρ(τ1, σ) < ρ(τ, σ) et ρ(τ ′1, σ) < ρ(τ, σ). Le cas où τ et σ sont adjacents est réglé par le
corollaire 3.3.0.4, on supposera donc pour la suite que τ et σ ne sont pas adjacents.
Soit A un appartement contenant H(τ, σ). Comme τ et σ sont deux polysimplexes non
adjacents, il existe une racine affine a telle que a|τ > 0 et a|σ < 0. Comme τ est maximal,
τ1 < τ et donc a|τ1 ≥ 0. On déduit de a|τ1 ≥ 0 et a|σ < 0 qu’il existe x ∈ H(τ1, σ) tel
que a(x) = 0. De même il existe y ∈ H(τ ′1, σ) tel que a(y) = 0. Soit ϕ : [0, 1] → BT une
géodésique reliant x à y. Comme x, y ∈ H(τ, σ), ϕ([0, 1]) ⊆ H(τ, σ). Chaque ϕ(t) est un
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point intérieur à un certain polysimplexe ω(t). La fonction t 7→ ω(t) est constante par
morceaux, prenons alors 0 = t0 < t2 < · · · < t2k−2 < t2k = 1 les instants où il y a un saut de
la fonction ω(t). Choisissons également t1, · · · , t2k−1 tels que t0 < t1 < t2 < · · · < t2k−1 <
t2k. Posons ωi = ω(ti). Alors ω2i et ω2i+2 doivent être des facettes de ω2i+1 et donc pour
tout i on a, soit ωi ≤ ωi+1, soit ωi+1 ≤ ωi. Maintenant a(x) = a(y) = 0 donc pour tout t,
a(ϕ(t)) = 0. Ainsi ωi contient un point intérieur ϕ(ti) tel que a(ϕ(ti)) = 0. Le lemme 3.3.0.13
nous assure que ρ(ωi, σ) < ρ(τ, σ) et ρ(τ, ωi) < ρ(τ, σ). Pour résumer, on vient de construire
une suite de polysimplexes ω0, · · · , ω2k telle que pour tout i, ωi ∈ H(τ, σ), ρ(ωi, σ) < ρ(τ, σ),
ρ(τ, ωi) < ρ(τ, σ), ωi ≤ ωi+1 ou ωi+1 ≤ ωi, ω0 ∈ H(τ1, σ) et ω2k ∈ H(τ ′1, σ).
Soit i ∈ {0, 1, · · · , 2k}. Comme ωi ∈ H(τ, σ) prenons grâce au lemme 3.2.0.4 un chemin
tendu τ i0 = τ, · · · , τ ili = ωi de τ à ωi tel que pour tout j, ωi ∈ H(τ ij , σ). En appliquant
le lemme 3.3.0.7 on peut supposer que les τ ij vérifient les conditions de ce dernier. On
complète le chemin τ i0, · · · , τ ili en un chemin tendu τ i0, · · · , τ ini reliant τ à σ grâce au
lemme 3.2.0.3 2. On suppose également τ i0 6= τ i1 quitte à retirer les premiers simplexes
s’ils sont égaux. Comme τ i0 = τ est maximal, τ i0 > τ i1. Si τ i1 6= ωi alors la condition 3 du
lemme 3.3.0.7 nous dit que ρ(τ i1, σ) < ρ(τ, σ). Et si τ i1 = ωi alors par construction de ωi,
ρ(τ i1, σ) = ρ(ωi, σ) < ρ(τ, σ). On vient ainsi de construire un chemin tendu τ i0, · · · , τ ini
reliant τ à σ tel que ρ(τ i1, σ) < ρ(τ, σ), ωi ∈ H(τ i1, σ) et τ i1 < τ .
Soit i ∈ {0, 1, · · · , 2k − 1}. On a ωi ≤ ωi+1 ou ωi+1 ≤ ωi. Notons ω le plus petit
des deux simplexes de sorte que ω ≤ ωi et ω ≤ ωi+1. Alors τ i0, · · · , τ ini et τ i+10 , · · · , τ i+1ni+1
vérifient les conditions du lemme 3.3.0.12. En effet, ρ(τ i1, σ) < ρ(τ, σ) et ρ(τ
i+1
1 , σ) < ρ(τ, σ).
Comme ωi ∈ H(τ i1, σ) et ω ≤ ωi, on a que ω ∈ H(τ i1, σ), et de même ω ∈ H(τ i+11 , σ). Puis
ρ(τ, ωi) < ρ(τ, σ) et ρ(τ, ωi+1) < ρ(τ, σ), par conséquent, comme ω = ωi ou ω = ωi+1,
ρ(τ, ω) < ρ(τ, σ). Enfin τ i1 < τ donc τ i1 ∈ H(τ, ω) et de même τ i+11 ∈ H(τ, ω). Ainsi le
lemme 3.3.0.12 nous dit que ε
τ ini−1
τ ini
◦ · · · ◦ ετ i0
τ i1
= ε
τ i+1ni+1−1
τ i+1ni+1
◦ · · · ◦ ετ
i+1
0
τ i+11
. Ceci étant vrai pour
tout i ∈ {0, · · · , 2k − 1} on obtient ετ
0
n0−1
τ0n0
◦ · · · ◦ ετ00
τ01
= ε
τ2kn2k−1
τ2kn2k
◦ · · · ◦ ετ2k0
τ2k1
.
Les chemins tendus τ0, · · · , τn et τ00 , · · · , τ0n0 vérifient également les conditions de 3.3.0.12
avec ω = ω0 donc ε
τn−1
τn ◦ · · · ◦ ετ0τ1 = ε
τ0n0−1
τ0n0
◦ · · · ◦ ετ00
τ01
. Il en est de même avec τ ′0, · · · , τ ′m
et τ2k0 , · · · , τ2kn2k en prenant ω = ω2k donc ε
τ ′m−1
τ ′m
◦ · · · ◦ ετ ′0
τ ′1
= ε
τ2kn2k−1
τ2kn2k
◦ · · · ◦ ετ2k0
τ2k1
. On trouve
finalement que
ετn−1τn ◦ · · · ◦ ετ0τ1 = ε
τ ′m−1
τ ′m
◦ · · · ◦ ετ ′0
τ ′1
,
ce qui achève la preuve.
3.4 Équivalence de catégories
Nous pouvons maintenant prouver l’équivalence de catégories qui nous intéresse.
3.4.0.1 Proposition. Soient τ, σ, ω ∈ BT tels que ω ∈ H(τ, σ). Alors
ετσ = ε
ω
σ ◦ ετω.
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Démonstration. La proposition 3.3.0.14 nous dit que ετσ est indépendant du choix du chemin
tendu. Il suffit alors de prendre, grâce au lemme 3.2.0.4, un chemin tendu reliant τ à σ
passant par ω tel que les deux chemins de τ à ω et de ω à σ soient tendus.
3.4.0.2 Remarque. La proposition 3.4.0.1 démontre les lemmes (2.2.8), (2.2.9) et (2.2.10) de
[Wan17].
Maintenant que l’on a redéfini ετσ dans le cas d’un groupe réductif quelconque le reste
de la démonstration dans [Wan17] (section 2.3 et 2.4) fonctionne dans ce contexte plus
général.
3.4.0.3 Théorème. Soient e un système d’idempotents cohérent vérifiant la condition (∗)
et Γ un e-système de coefficients sur BT. Alors
1. Le complexe de chaîne C∗(BT,Γ) est exacte sauf en degré 0.
2. Γ est isomorphe au système de coefficients (σ 7→ eσ(H0(BT,Γ))).
Démonstration. Il suffit d’appliquer la méthode de démonstration du théorème (2.1.9) de
[Wan17] avec la nouvelle définition des applications locales ετσ.
Soient e un système d’idempotents et V un RG-module lisse. On définit alors Γ(V ) un
système de coefficients par Vσ := eσV et pour τ ≤ σ, ϕτσ est l’inclusion Vσ ↪→ Vτ .
3.4.0.4 Théorème ([Wan17] Corollaire (2.1.11)). Soit e un système d’idempotents cohérent
vérifiant la condition (∗). Alors le foncteur
RepeR(G) → Coefe(G,R)
V 7→ Γ(V )
admet un quasi-inverse Γ 7→ H0(BT,Γ), donc induit une équivalence de catégories.
3.4.0.5 Remarque. Notons que tous les systèmes d’idempotents cohérents construits dans
cette thèse vérifient la condition (∗).
Chapter 4
Towards `-blocks
Introduction
In chapter 2, we obtained the smallest decomposition of Rep0Λ(G) that we can obtain
with 0-coherent systems of idempotents and Deligne-Lusztig. Unfortunately, this is not a
block decomposition. Indeed, the supercuspidal representation Θ10 of Sp4(Qp), induced
from the inflation to Sp4(Zp) of the unipotent cuspidal representation θ10 of Sp4(Fp), is in
Rep1Λ(G), the direct factor associated with the trivial parameter.
In this chapter, we investigate the block decomposition of Rep1Z`(G). We obtain a full
description in some particular cases.
We call, like in [Lat17], unrefined depth zero types the pairs (σ, pi), where σ ∈ BT and
pi is an irreducible cuspidal representation of Gσ. Let T (G) be the set of unrefined depth
zero types, up to G-conjugacy. Then we have the following proposition.
Proposition. We have the decomposition
Rep0Q`
(G) =
∏
t∈T (G)
ReptQ`
(G).
If G is semisimple and simply connected, the category ReptQ`(G) is a block.
Definition. We say that ` is large for G if, ` is a prime number which does not divide q
and for every x ∈ BT0 either ` does not divide |Gx| or ` divides |Gx| and does not divide
|Wx〈φ〉|, where φ is the automorphism of the root datum of Gx induced by the Frobenius F.
In this chapter, we are going to obtain `-block decompositions in several examples. For
now, we are able to get them under the hypothesis that ` is large, but this is not optimal,
and it should be possible to have weaker hypotheses on `.
If ` is large, we obtain the `-block decomposition of
1. Rep1Z`(G), for G semisimple and simply connected and `|q − 1.
2. Rep1Z`(SLn(F )).
3. Rep1Z`(Sp2n(F )), for `|q
n + 1.
4. Rep1Z`(Sp4(F )).
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5. Rep1Z`(Sp6(F )).
6. Rep1Z`(Sp8(F )).
Remark. When G = SLn(F ) or G = Sp2n(F ) the hypothesis ` large is equivalent to ` > n.
4.1 Blocks over Q`
In this section Λ = Q`. We want to define 0-coherent systems of idempotents from
unrefined depth zero types, hence subcategories of Rep0Q`(G). When G is semisimple and
simply connected, these categories will be blocks.
We call, like in [Lat17], unrefined depth zero types the pairs (σ, pi), where σ ∈ BT and
pi is an irreducible cuspidal representation of Gσ. Let T (G) be the set of unrefined depth
zero types, up to G-conjugacy.
If G is a connected reductive group over k, then the theory of Harish-Chandra allows us
to partition Irr(G) according to cuspidal support [M, pi]:
Irr(G) =
⊔
Irr(M,pi)(G).
If σ, τ ∈ BT are two polysimplexes with τ ≤ σ, we can see Gσ as a Levi subgroup of Gτ .
Now we construct from t ∈ T (G) a system of idempotents et in the following way. Let
τ ∈ BT and define eτt ∈ Q`[Gτ ] the idempotent that cuts out the union of Irr(Gσ ,pi)(Gτ ) for
every (σ, pi) ∈ t with τ ≤ σ. We can then pull pack eτt to an idempotent et,τ ∈ HQ`(G◦τ ),
giving us et a system of idempotents.
4.1.0.1 Lemma. Let x ∈ BT0, σ ∈ BT with x ≤ σ. We have the following properties
1. e+σ =
∑
t∈T (G) et,σ.
2. For all t, t′ ∈ T (G) with t 6= t′, et,xet′,σ = 0.
Proof. 1. The partition Irr(Gσ) =
⊔
Irr(M,pi)(Gσ) and the fact that each Irr(M,pi)(Gσ)
can be written as Irr(M,pi)(Gσ) = Irr(Gτ ,pi)(Gσ) for a polysimplex τ ≥ σ show the
wanted equality.
2. The group Gσ is a Levi quotient of a parabolic Pσ of Gx, and we call Uσ the
unipotent radical of Pσ. We have to prove that ext eUσeσt′ = 0 in Q`[Gx], where eUσ is
the idempotent which averages along the group Uσ. But Q`[Gx]eUσeσt′ is the parabolic
induction from Gσ to Gx of the module Q`[Gσ]eσt′ . Since t 6= t′ no representation
in Irr(Gτ ,pi)(Gx), with (τ, pi) ∈ t can be in the induction of a representation in
Irr(Gτ ′ ,pi′)
(Gσ) with (τ ′, pi′) ∈ t′. Hence ext eUσeσt′ = 0.
4.1.0.2 Proposition. The system of idempotents et is 0-coherent.
Proof. An element t ∈ T (G) is defined up to G-conjugacy, hence et is G-equivariant. Let
x ∈ BT0 and σ ∈ BT such that x ≤ σ. We have to prove that et,σ = e+σ et,x. By 1. in
4.1.0.1 we have that e+σ =
∑
t′∈T (G) et′,σ. Hence, et,xe
+
σ =
∑
t′∈T (G) et,xet′,σ. Now by 2. in
4.1.0.1, we have that if t 6= t′ then et,xet′,σ = 0. So et,xe+σ = et,xet,σ. In the same way,
et,xet,σ = e
+
x et,σ. So, et,xe+σ = et,xet,σ = e+x et,σ = e+x e+σ et,σ = e+σ et,σ = et,σ.
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Let t ∈ T (G). We call ReptQ`(G) the category associated with et.
4.1.0.3 Proposition. We have the decomposition
Rep0Q`
(G) =
∏
t∈T (G)
ReptQ`
(G).
Proof. The proof is similar to the proof of proposition 1.2.3.5 using the properties showed
in Lemma 4.1.0.1.
4.1.0.4 Theorem. If G is semisimple and simply connected, the category ReptQ`(G) is a
block.
Proof. When G is semisimple and simply connected, Theorem 4.9 of [Mor99] shows that we
have a bijection between T (G) and level zero Bernstein blocks. We then deduce from the
proposition 4.1.0.3 that Rep0Q`(G) =
∏
t∈T (G) Rep
t
Q`
(G) is the decomposition of Rep0Q`(G)
into Bernstein blocks.
When ` is banal, hence ` does not divide |Gx| for all x ∈ BT0, each idempotent et is in
HZ`(G). We thus have a decomposition
Rep0Z`
(G) =
∏
t∈T (G)
ReptZ`
(G)
and the following theorem
4.1.0.5 Theorem. If G is semisimple and simply connected, and ` is banal, the category
ReptZ`
(G) is a `-block.
4.2 d-cuspidality
4.2.1 Unipotent `-blocks for finite reductive groups
When G is a finite connected reductive group the theory of `-blocks is fairly known. We
explain here some of these results.
Let G be a connected reductive group defined over k. We use the notion of polynomial
order PG (like in [BMM93] section 1.A) which is a polynomial such that |G| = PG(q). Let
d ≥ 1 be an integer and call Φd the corresponding cyclotomic polynomial. We say that T is
a Φd-subgroup if T is a F-stable torus of G whose polynomial order is a power of Φd. We
call their centralizers in G the d-split Levi subgroups of G.
Let χ ∈ Irr(G). We say that χ is d-cuspidal if and only if ∗RGL⊂Pχ = 0 for every proper
d-split Levi subgroup L and every parabolic P admitting L as Levi subgroup.
We call a unipotent d-pair a pair (L, λ) where L is a d-split Levi and λ is a unipotent
character of L. Such a pair is said to be cuspidal if λ is cuspidal. We define an order
relation on unipotent d-pairs by (M, µ)  (L, λ) if M is a Levi subgroup of L and there is a
parabolic subgroup P of L admitting M as a Levi such that 〈λ,RLM⊂P(µ)〉 6= 0. For (L, λ)
a unipotent d-cuspidal pair, let us define E(G, (L, λ)), the subset of E(G, 1) of characters χ
such that (L, λ)  (G, χ). We call E(G, (L, λ)) a d-series.
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4.2.1.1 Theorem ([BMM93]Theorem 3.2 (1)). For each d, the sets E(G, (L, λ)) (where
(L, λ) runs over a complete set of representatives of G-conjugacy classes of unipotent d-
cuspidal pairs) partition E(G, 1).
Call φ the automorphism of the root datum of G induced by the Frobenius F.
4.2.1.2 Definition ([BMM93] Definition 5.1). We say that ` is large (for G) if ` is a prime
number which does not divide q, which divides |G| and which does not divide |W 〈φ〉|.
Note that if ` is large for G, then there exists a unique integer d such that Φd divides
PG and ` divides Φd(q) ([BMM93] Proposition 5.2).
Let Ab`Irr(G) be the set of characters of the abelian group GF/[G,G]F (considered as
characters of G) of order an `-number.
4.2.1.3 Theorem ([BMM93] Theorem 5.24). Let ` be a large prime number and d be
the unique integer such that Φd divides PG and ` divides Φd(q). Let (L, λ) be a unipotent
d-cuspidal pair of G. Then the set of all irreducible constituents of the virtual characters
RGL⊂P(θλ), where θ ∈ Ab`Irr(L), is the set of all irreducible characters of a `-block of G.
If E(G, (L, λ)) is a d-series, we call E`(G, (L, λ)) ⊆ E`(G, 1) set of all irreducible con-
stituents of the virtual characters RGL⊂P(θλ), where θ ∈ Ab`Irr(L). If E = unionsqE(G, (L, λ)) is a
union of d-series we define E` ⊆ E`(G, 1) by E` = unionsqE`(G, (L, λ)).
4.2.2 d-cuspidality for classical groups
When G is a classical group we have a classification of unipotent characters with the
notion of symbols that we recall here. Furthermore, with these symbols, we can find the
decomposition into d-series of Theorem 4.2.1.1.
We call a symbol an unordered set {S, T} of two subsets S, T ⊆ N. We write such a
symbol in the following way
Σ =
(
x1 · · · xa
y1 · · · yb
)
with x1 < · · · < xa, y1 < · · · < yb and S = {x1, · · · , xa}, T = {y1, · · · , yb}. Two symbols
are said to be equivalent if they can be transformed into each other by a sequence of steps(
x1 · · · xa
y1 · · · yb
)
∼
(
0 x1 + 1 · · · xa + 1
0 y1 + 1 · · · yb + 1
)
or by interchanging the rows.
We define the defect of Σ by defect(Σ) = |a− b| and its rank by
rank(Σ) =
a∑
i=1
xi +
b∑
i=1
yi −
[(
a+ b− 1
2
)2]
.
These two notions can be defined on the equivalence classes of symbols.
If G is a group of type Bn, Cn, Dn or 2Dn, Lusztig has shown that the unipotent
characters may be parametrized by these symbols (see [Lus77]). The unipotent characters
of groups of type Bn or Cn are in bijection with the equivalence classes of symbols of rank
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n and odd defect. For the groups of type Dn, the unipotent characters are parametrized
by classes of symbols of rank n and defect divisible by 4 (except that if the two rows are
identical, two characters correspond to the same symbol). And the unipotent characters of
groups of type 2Dn are in bijection with symbols of rank n and defect congruent 2 (mod 4).
Let {S, T} be a symbol and d ≥ 1 an integer. If there exists x ∈ S such that x+ d /∈ S,
or y ∈ T with y+d /∈ T , then the symbol {S \{x}∪{x+d}, T} or {S, T \{y}∪{y+d}}, is
said to be obtained from {S, T} by adding a d-hook. We define the d-core of {S, T} as the
symbol {U, V } without d-hook obtained from {S, T} by removing a sequence of d-hooks.
In the same way, if there exists x ∈ S such that x+ d /∈ T , or y ∈ T with y + d /∈ S,
then the symbol {S \ {x}, T ∪ {x+ d}} or {S ∪ {y + d}, T \ {y}}, is said to be obtained
from {S, T} by adding a d-cohook. And we define like previously the d-cocore of {S, T}.
4.2.2.1 Proposition. 1. If d is odd: Then the d-cuspidal unipotent characters are
precisely those where Σ is itself a d-core. Moreover, two characters are in the same
d-series if and only if they have the same d-core.
2. If d is even: Then the d-cuspidal unipotent characters are precisely those where Σ is
itself a d/2-cocore. Moreover, two characters are in the same d-series if and only if
they have the same d/2-cocore.
Proof. This is proved in the proof of Theorem 3.2 in [BMM93].
4.2.3 d-1-series
In order to construct idempotents in section 4.1, we needed to decompose Irr(G) into
Harish-Chandra series (or with the new notations into 1-series). According to Theorem
4.2.1.3, in order to have `-blocks we need to decompose Irr(G) into d-series. So we need a
way to conciliate these two decompositions.
We call a d-1-set a subset of Irr(G) which is a union of 1-series and a union of d-series.
A d-1-series is then a d-1-set with no non-empty d-1-subset. We thus have a partition of
Irr(G) into d-1-series.
Case d odd. To obtain the d-series we need to take the d-core of the symbols by the
proposition 4.2.2.1. We also obtain the 1-series by taking the 1-core. But two symbols
which have the same d-core have the same 1-core, so each 1-series is a d-1-series.
4.2.3.1 Proposition. If d is odd, the d-1-series are the 1-series.
Case d even. This case is a little bit more complicated because we need to take the
d/2-cocore for the d-series and the 1-core for the 1-series.
Let Σ be a symbol. We define max(Σ) to be the max(Σ) := max(S ∪ T ) where {S, T}
is the unique symbol equivalent to Σ with 0 /∈ S ∩ T .
4.2.3.2 Lemma. Let k ≥ 1 and n ≥ 1 such that n ≥ k2−14 . We have
max{max(Σ), defect(Σ) = k, rank(Σ) = n} =
{
n− k2−4k+34 if k is odd
n− k2−4k+44 if k is even
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Proof. Every symbol of defect k is obtained from Σk =
(
0 · · · k − 1) by adding 1-hooks.
Each 1-hook increases the rank of 1. So in order to get a symbol of rank n, we need to do
m := n− rank(Σk) 1-hooks. Note that
rank(Σk) =
(k − 1)k
2
−
[(
k − 1
2
)2]
=
{
k2−1
4 if k is odd
k2
4 if k is even
.
Remark also, that the hypothesis n ≥ (k2 − 1)/4 is equivalent to m ≥ 0. Each 1-hook
increases the maximum of the coefficients by at most one, so max{max(Σ), defect(Σ) =
k} = k − 1 +m (we have equality by adding the 1-hooks on the last coefficient on the top
row).
Let us define an integer k(G, d) in the following way.
4.2.3.3 Definition. If G is of type Bn or Cn we define
k(G, d) = max{k ≥ 0, k odd, (k2 − 4k + 3)/4 ≤ n− d/2}
if it exists and k(G, d) = 0 otherwise.
If G is of type Dn or 2Dn then in the same way
k(G, d) = max{k ≥ 0, k even, (k2 − 4k + 4)/4 ≤ n− d/2}
if it exists and k(G, d) = 0 otherwise.
4.2.3.4 Remark. Two symbols are in the same 1-series if and only if they have the same
1-core by Proposition 4.2.2.1. But removing a 1-hook does not change the defect of a symbol.
Hence, every symbol in a 1-series have the same defect. Moreover, the 1-core of a symbol is
of the form
(
0 · · · k − 1) where k is the defect of the symbol. Hence, two symbols are
in the same 1-series if and only if they have the same defect. And the defect associated to
a 1-series is the defect of the cuspidal representation associated to this 1-series.
We have the following partition of E(G, 1) into d-1-series.
4.2.3.5 Proposition. If d is even, the 1-series with defect strictly greater than k(G, d) are
d-1-series, composed uniquely of d-cuspidal representations, and the union of the 1-series
with defect lower or equal to k(G, d) is a d-1-series.
Proof. Let k > k(G, d) and a 1-series with defect k. Then by definition of k(G, d) and with
Lemma 4.2.3.2, d/2 is strictly greater than every coefficient in every symbol in the 1-series
chosen. Hence, this 1-series is composed of d-cuspidal representations, so is a d-1-series.
We also deduce from that, that the union of the 1-series with defect lower or equal to
k(G, d) is a d-1-set. We are left to prove that this is a d-1-series. Let 3 ≤ k ≤ k(G, d) such
that there is a 1-series with defect k. We want to prove that the 1-series with defect k and
k − 2 are in the same d-1-series which will finish the proof. Let Σk =
(
0 · · · k − 1) and
m = n− rank(Σk) as in the proof of Lemma 4.2.3.2. Then the symbol
Σ =
(
0 · · · k − 2 k − 1 +m)
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has defect k and rank n so is in the 1-series chosen. Now by definition of k(G, d), d/2 ≤
k − 1 +m, we can then remove a d/2-cohook from Σ to get
Σ′ =
(
0 · · · k − 2
k − 1 +m− d/2
)
.
Let v ∈ {0, · · · , k− 2} such that v+ d/2 6= k− 1 +m− d/2. Then we can add a d/2-cohook
to Σ′ to obtain
Σ′′ =
(
0 · · · v − 1 v + 1 · · · k − 2
k − 1 +m− d/2 v + d/2
)
(we possibly have to swap the numbers in the lower row so that they are written in the good
order). The symbol Σ′′ is a symbol of defect k − 2 which has the same d/2-cocore as Σ. So
the 1-series with defect k and k − 2 are in the same d-1-series and this finish the proof.
4.3 Unipotent `-blocks
In this section, we explain how to get unipotent `-blocks with unrefined depth zero
types.
Call T 1(G) the subset of T (G) of pairs (σ, pi) with pi unipotent and T 1` (G) the subset
of T (G) of pairs (σ, pi) with pi ∈ E`(Gσ, 1). We thus have that
Rep1Q`
(G) =
∏
t∈T 1(G)
ReptQ`
(G)
and
Rep1Z`
(G) ∩ RepQ`(G) =
∏
t∈T 1` (G)
ReptQ`
(G).
Let T be a subset of T 1` (G). We can associate to T a system of idempotents eT by
eT :=
∑
t∈T et. We say that T is `-integral if for all σ ∈ BT, eT,σ =
∑
t∈T et,σ is in Z`[Gσ].
Thus, if T is `-integral we can form a category RepTZ`(G).
If t ∈ T (G), call et the idempotent in the center of RepQ`(G) associated to the category
ReptQ`
(G). We define also eT by eT =
∑
t∈T e
t.
4.3.0.1 Lemma. The idempotent eT is `-integral if and only if T is `-integral.
Proof. It is clear that if T is `-integral then eT is `-integral. Let us assume that eT is
`-integral. Every `-integral element in the center acts on smooth functions on G with
compact support. In particular, for every x ∈ BT0, the function eT ∗ e+x must be `-integral.
Let us prove that that for t ∈ T (G) we have et ∗ e+x = et,x which will end the proof.
Consider V = C∞c (G,Q`)e+x . Since e+x =
∑
t′∈T (G) et′,x by lemme 4.1.0.1, we have a
decomposition V = ⊕t′∈T (G)Vt′ where Vt′ = V et′,x. Now, Vt is an object in ReptQ`(G) so e
t
acts as the identity on it, and if t′ 6= t, Vt′ is an object in Rept′Q`(G) so is cancelled by e
t
and we have the result.
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4.3.0.2 Proposition. If G is semisimple and simply connected the partition of T 1` (G) into
minimal `-integral subsets give us the decomposition of Rep1Z`(G) into `-blocks.
Proof. Since G is semisimple and simply connected, Theorem 4.1.0.4 tells us that the
idempotents et are primitive idempotents in the center. Thus, each `-block of Rep1Z`(G) is
associated to a subset T ⊆ T 1` (G) such that eT is `-integral. Lemma 4.3.0.1 gives us that
T is `-integral. So the `-block decomposition of Rep1Z`(G) gives us a partition of T
1
` (G)
into `-integral subsets. But if T is `-integral, we can construct a category from T , so these
subsets must be minimal and we have the result.
4.3.0.3 Definition. We say that ` is large for G, if ` is a prime number which does not
divide q and for every x ∈ BT0 either ` does not divide |Gx| or ` is large for Gx.
Hence if ` is large for G, for every x ∈ BT0, either ` does not divide |Gx| and the
idempotents eτt are in Z`[Gx] or ` is large for Gx and the primitive idempotents of Z`[Gx]
are given by Theorem 4.2.1.3.
Let (σ, pi) and (τ, pi′) be two unrefined unipotent depth zero types. For an integer d,
we say that (σ, pi) and (τ, pi′) are d-1-linked if there exist ω ∈ BT such that ω ≤ σ, ω ≤ τ ,
` | |Gω| and Irr(Gσ ,pi)(Gω) ∪ Irr(Gτ ,pi′)(Gω) is contained in a d-1-series.
4.3.0.4 Proposition. Assume that ` is large for G and call d the order of q mod `. Let
t = [σ, pi], t′ = [τ, pi′] ∈ T 1(G) with (σ, pi) and (τ, pi′) d-1-linked. Then t and t′ are contained
in the same minimal `-integral subset of T 1` (G).
Proof. Let T be the minimal `-integral subset of T 1` (G) containing t. We want to show
that t′ ∈ T . Since, T is `-integral, eT,ω ∈ Z`[Gω] and can be written as a sum of primitive
central `-integral idempotents. Since ` is large for Gω, we have a description of them by
Theorem 4.2.1.3. In particular, if we call E the subset of Irr(Gω) cuts out by eT,ω and
E1 := E ∩ E(Gω, 1) we have that E1 is a d-set. By construction of eT,ω, E1 is also a 1-set
so is a d-1-set. Since, t ∈ T , Irr(Gσ ,pi)(Gω) ⊆ E1. But (σ, pi) and (τ, pi′) are d-1-linked so
Irr(Gτ ,pi′)(Gω) ⊆ E1, and t′ ∈ T .
4.3.0.5 Proposition. If ` is large for G and T is `-integral then T ∩ T 1(G) 6= ∅.
Proof. Let σ ∈ BT such that eT,σ 6= 0. Since T is `-integral, eT,σ ∈ Z`[Gσ]. So eT,σ is
a sum of primitive central idempotents in Z`[Gσ]. If ` does not divide |Gσ|, there is no
difference between E(Gσ, 1) and E`(Gσ, 1) so we have the result. If ` divides |Gσ|, since ` is
large for G, we see that ` is large for Gσ and we have a description of the primitive central
idempotents in Z`[Gσ] by Theorem 4.2.1.3. In particular, there exists pi ∈ E(Gσ, 1) such
that eT,σpi 6= 0. There exist a Levi M of Gσ and a cuspidal unipotent representation pi′ such
that pi ∈ Irr(M,pi′)(Gσ). Thus there exists t ∈ T 1(G) such that et,σpi 6= 0. Moreover, et,σ acts
as the identity on pi so eT,σet,σ 6= 0. Now eT,σ =
∑
t′∈T et′,σ, so eT,σet,σ =
∑
t′∈T et′,σet,σ.
Lemma 4.1.0.1 told us that if t 6= t′ then et′,σet,σ = 0, thus t ∈ T and we have the result.
4.3.0.6 Corollary. If G is semisimple and simply connected, ` is large for G and T is a
`-integral set such that T ∩ T 1(G) is a singleton, then RepTZ`(G) is a `-block.
Proof. Since T ∩ T 1(G) is a singleton, T is minimal by Proposition 4.3.0.5. The category
RepTZ`
(G) is then a `-block by Proposition 4.3.0.2.
4.4. SOME DECOMPOSITIONS 133
4.4 Some decompositions
In this section, we apply the results of Section 4.3 to some examples to get decompositions
into `-blocks.
4.4.1 q of order 1 mod `
In this section, we assume that `|q − 1 and is large.
Let t = [σ, pi] ∈ T 1(G). Define Tt,l by Tt,l := {[σ, θpi], θ ∈ Ab`Irr(Gσ)}. Since d = 1,
Theorem 4.2.1.3 tells us that Tt,l is `-integral hence define a category ReptZ`(G). Moreover,
when G is semisimple and simply connected, ReptZ`(G) is a `-block by Corollary 4.3.0.6
since Tt,l ∩ T 1(G) = {t}.
4.4.1.1 Proposition. Assume that ` is large and `|q − 1. We have a decomposition
Rep1Z`
(G) =
∏
t∈T 1(G)
ReptZ`
(G).
When G is semisimple and simply connected, this is the `-block decomposition of Rep1Z`(G).
4.4.2 G = Sp2n and q of order 2n mod `
Let us have a look at Sp2n. Note that | Sp2n(k)| = qn2
∏n
i=1(q
2i − 1). We have already
studied d = 1. Another extremal example is when q is of maximal order mod `, i.e. q is of
order 2n mod `. Assume that ` is large for Sp2n(F ). Since Sp2n is split, φ is trivial, and
|W | = n!2n so ` large is equivalent to ` > n.
Let us start with a few remarks.
If x ∈ BT0 then Gx ' Sp2i(k) × Sp2j(k) with i + j = n. So `||Gx| if and only if
Gx ' Sp2n(k) if and only if x is hyperspecial.
If (σ, pi) and (σ′, pi′) are two G-conjugate unrefined depth zero types such that x ≤ σ
and x ≤ σ′. Let g ∈ G such that g(σ′, pi) = (σ, pi). Then x ≤ σ and gx ≤ σ. In the
Bruhat-Tits building of Sp2n(F ) if two vertices of a same chamber are G-conjugate then
they are equal, hence x = gx and g ∈ Gx = G◦x. So, if t = [σ, pi], the idempotent ext is the
idempotent that cuts out Irr(Gσ ,pi)(Gx).
Let t = [σ, pi] ∈ T 1(G). Then Gσ ' GL1(k)k×G1×G2, where G1, G2 are classical groups
and pi ' 1⊗k ⊗ pi1 ⊗ pi2 with pi1 (resp. pi2) a unipotent irreducible cuspidal representation
of G1 (resp. G2). If pii is trivial we define defect(pii) = 1. If not, pii correspond to a
symbol Σ like in section 4.2.2 and we define defect(pii) = defect(Σ). Then, we define
defect(t) := defect(pi1) defect(pi2).
Now we can construct `-integral systems of idempotents.
Let t = [σ, pi] ∈ T 1(G) such that defect(t) > 3. Let x ∈ BT0 such that et,x 6= 0. If
x is not hyperspecial, since ` does not divide |Gx|, et,x is `-integral. If x is hyperspecial,
call Ex the subset of Irr(Gx) cuts out by et,x. Since k(Sp2n, 2n) = 3 and Ex is a 1-series of
defect greater than 3, Ex is a d-1-series. Moreover, Ex is composed uniquely of d-cuspidal
representations by Proposition 4.2.3.5. We can then form Ex,` ⊆ E`(Gx, 1) like in section 4.2.1
134 CHAPTER 4
such that the corresponding idempotent is `-integral. But we have that Ab`Irr(Sp2n(k)) = 1,
hence Ex,` = Ex and et,x is `-integral. The set {t} is `-integral and we can associate to it a
category that we call ReptZ`(G). This category is a `-block.
Let T3 := T 1` (G)\
⋃
t∈T 1(G)
defect(t)>3
{t}. The set T3 is `-integral so defines a category RepT3Z`(G).
We want to show that T3 is minimal. We know that T3∩T 1(G) = {t ∈ T 1(G),defect(t) ≤ 3},
hence by Proposition 4.3.0.5 it is enough to prove that all the t with defect(t) ≤ 3 are in
the same minimal set. Let t = [σ, pi] ∈ T 1(G) with defect(t) ≤ 3 and call t0 := [C, 1] where
C is a chamber that contains σ and 1 is the trivial representation of GC . Remark that
Sp2n(k) has a unipotent cuspidal representation if and only if n = s(s + 1) and in this
case, this representation is unique and has a defect of 2s+ 1. Hence, since defect(pi) ≤ 3,
either pi is trivial or Gσ ' Sp4(k)×GL1(k)n−2 and pi ' θ10 ⊗ 1. In all cases, there exists x
hyperspecial, such that x ≤ σ. Since defect(pi) ≤ 3, Irr(Gσ ,pi)(Gx)∪Irr(GC ,1)(Gx) is contained
in a d-1-series by Proposition 4.2.3.5. Thus, t and t0 are d-1-linked and Proposition 4.3.0.4
tells us that they are contained in a same minimal set. Hence T3 is minimal and RepT3Z`(G)
is a `-block.
4.4.2.1 Proposition. Assume that l > n and q is of order 2n mod `. Then we have the
following decomposition of Rep1Z`(Sp2n(F )) into `-blocks
Rep1Z`
(Sp2n(F )) = Rep
T3
Z`
(Sp2n(F ))×
∏
t∈T 1(G)
defect(t)>3
ReptZ`
(Sp2n(F )).
4.4.3 Sp4
In this section G = Sp4(F ) and ` 6= 2. Note that T 1(G) = {[C, 1], [x1, pi1], [x2, pi2]}
where C is a chamber, x1 and x2 are hyperspecial vertices and pi1 and pi2 are the unique
unipotent cuspidal representations in Gx1 and Gx2 . Hence, when q is of order 1 mod `,
Rep1Z`
(G) decomposes into 3 `-blocks and when q is of order 4 mod `, Rep1Z`(G) is a `-block.
When q is of order 2 mod `, since k(Sp4(k), 2) = 3 we see that [C, 1] and [x1, pi1] are
d-1-linked and that [C, 1] and [x2, pi2] are also d-1-linked. Thus Proposition 4.3.0.4 tells us
that all T 1(G) is contained in a minimal set which must be T 1` (G) by Proposition 4.3.0.5.
Thus Rep1Z`(G) is a `-block.
4.4.3.1 Proposition. Assume that ` 6= 2. Then
1. If ` - (q2 − 1)(q2 + 1) (i.e. ` banal), Rep1Z`(Sp4(F )) is a product of 3 `-blocks.
2. If ` | q − 1 (i.e. q is of order 1 mod `), Rep1Z`(Sp4(F )) is a product of 3 `-blocks.
3. If ` | q + 1 (i.e. q is of order 2 mod `), Rep1Z`(Sp4(F )) is a `-block.
4. If ` | q2 + 1 (i.e. q is of order 4 mod `), Rep1Z`(Sp4(F )) is a `-block.
4.4.3.2 Remark. The decomposition of Rep1Z`(Sp4(F )) is given by a partition of T
1
` (G). For
certain `, the set T 1` (G) may be complicated. Here we give a description of T 1` (G) in the
different cases of Proposition 4.4.3.1.
1. T 1` (G) = T 1(G) = {[x1, pi1]} unionsq {[x2, pi2]} unionsq {[C, 1]}.
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2. T 1` (G) = {[x1, pi1]} unionsq {[x2, pi2]} unionsq {[C, θ], θ ∈ Ab`Irr(GC)}.
3. The elements of T 1` (G) are the [σ, pi] with
(a) If σ = C, pi = 1.
(b) If σ = x1 or x2, pi = θ10 or pi = RSp4(k)T2×T2(θ1 ⊗ θ2), where T2 is the torus given by
the kernel of the Galois norm F∗q2 → F∗q , θ1, θ2 are characters of T2 of order a
power of ` and θ1, θ2, θ1θ−12 is non trivial.
(c) If σ = x is the non special vertex of C, pi = RSL2(k)T2 (θ1)⊗R
SL2(k)
T2 (θ2), where θ1,
θ2 are non-trivial characters of T2 of order a power of `.
(d) If σ = [x, x1] or [x, x2], pi = RSL2(k)×GL1(k)T2×GL1(k) (θ ⊗ 1), where θ is a non-trivial
character of T2 of order a power of `.
(e) If σ = [x1, x2], pi = RGL2(k)T2 (θ), where θ is a non-trivial character of T2 of order
a power of `.
4. The elements of T 1` (G) are the [σ, pi] with
(a) If σ = C, pi = 1.
(b) If σ = x1 or x2, pi = θ10 or pi = RSp4(k)Tc (θ), where Tc is the Coxeter torus of
Sp4(k) and θ is a non-trivial character of Tc of order a power of `.
4.4.4 Sp6
In this section G = Sp6(k) and ` > 3. Here T 1(G) is composed of three elements [C, 1]
where C is a chamber, [σ1, pi1] where Gσ1 ' GL1(k)× Sp4(k) and pi1 ' 1⊗ θ10, and [σ2, pi2]
where Gσ2 ' Sp4(k)×GL1(k) and pi2 ' θ10 ⊗ 1 (we can assume that σ1 ≤ C and σ2 ≤ C).
We have already studied the case d = 1 and d = 6. We are left with d = 2, d = 3 and d = 4.
Let us start with d = 2. Let x be a hyperspecial vertex such that x ≤ σ1. Then
k(Gx, 2) = 5. Thus [C, 1] and [σ1, pi1] are d-1-linked by Proposition 4.2.3.5. In the same
way, with the other hyperspecial vertex, we see that [C, 1] and [σ2, pi2] are d-1-linked. Thus,
Propositions 4.3.0.5 and 4.3.0.4 show that T 1` (G) is minimal, and Rep1Z`(G) is a `-block.
If d = 4, we have that k(Sp6(k), 4) = 3. Thus like for d = 2, we have that Rep
1
Z`
(G) is
a `-block.
Now, let us study the case d = 3. Let t = [σ1, pi1]. We want to show that {t} is `-integral.
The only vertices x ∈ BT0 such that ` divides |Gx| are the hyperspecial vertices. So, let x
be an hyperspecial vertex, x ≤ σ1. We want to prove that et,x is `-integral. The idempotent
et,x is the idempotent that cuts out E := Irr(Gσ1 ,pi1)(Gx). Proposition 4.2.3.1 tells us that E
is a d-1-series. To prove that et,x is `-integral we need to prove that E` = E .
4.4.4.1 Lemma. The anisotropic tori of Sp2n(k) are of cardinal (qr1 + 1) · · · (qru + 1) with
r1 + · · ·+ ru = n.
Proof. We recall that W = Sn n (Z/2Z)n. Let w = (pi, (i)) ∈W , if
pi = (i1, · · · , is)(j1, · · · , jt) · · · (l1, · · · , lv)
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is the cycle decomposition of pi we write
w = (i1, · · · , is)i1 ···is (j1, · · · , jt)j1 ···jt · · · (l1, · · · , lv)l1 ···lv .
We use the abbreviation (i1, · · · , is)− for (i1, · · · , is)1,··· ,1,−1 and call it a negative cycle.
The anisotropic tori of G correspond to the w = (1, · · · , r1)−(r1+1, · · · , r1+r2)− · · · (r1+
· · ·+ ru−1 + 1, · · · , n)− which are a product of negative cycles only (see section 4 of [Vel77]).
Let T be a torus associated to such a w. Then the polynomial order of T is the characteristic
polynomial of w which is (Xr1 + 1) · · · (Xru + 1), where ru = n− r1 − · · · − ru−1. Hence,
we have |T| = (qr1 + 1) · · · (qru + 1).
4.4.4.2 Lemma. There exists a unique, up to conjugacy, Φ3-torus in Sp6(k).
Proof. Let us start by finding the maximal tori T such that `||T|. Let T be such a torus.
Either T is anisotropic or T is contained in a Levi L. If T is anisotropic, then by Lemma
4.4.4.1, |T| = (qr1 + 1) · · · (qru + 1) with r1 + · · ·+ ru = n. But this is not possible since
`|qri + 1 would imply that 3|2ri, so ri = 3 and we cannot have that `|q3 − 1 and `|q3 + 1.
Hence, there exists a Levi L such that T ⊆ L, and we may assume that T is anisotropic in
L. The only Levi subgroup L of Sp6(k) such `||L| is GL3(k). The group GL3(k) contains a
unique anisotropic torus Tc, which is the Coxeter torus of cardinal q2 + q+ 1. Thus T = Tc.
And Tc is the unique, up to conjugacy, Φ3-torus in Sp6(k).
By Lemma 4.4.4.2 there exists a unique, up to conjugacy, Φ3-torus Tc in Sp6(k), hence
a unique proper 3-split Levi subgroup. This 3-split Levi subgroup is the centralizer of Tc
which is Tc. Thus, there is only one proper unipotent 3-cuspidal pair (Tc, 1). Proposition
4.2.3.1 tells us that Irr(Gσ1 ,pi1)(Gx) and Irr(GC ,1)(Gx) are d-1-series. As there is only one
proper unipotent 3-cuspidal pair, one of these set contains only 3-cuspidal representations.
The symbol
(
1 3
0
)
has a defect of 1 so is in Irr(GC ,1)(Gx) but is not 3-cuspidal by
Proposition 4.2.2.1. Thus, all the representations in Irr(Gσ1 ,pi1)(Gx) are 3-cuspidal. Since
Ab`Irr(Sp6(k)) = 1, it follows that E` = E and et,x is `-integral. The set {[σ1, pi1]} defines a
`-block that we call Rep[σ1,pi1]Z` (Sp6(F )).
We can do exactly the same with t = [σ2, pi2] to get Rep
[σ2,pi2]
Z`
(Sp6(F )). Now, T :=
T 1` (G) \ {[σ1, pi1], [σ2, pi2]} is `-integral and minimal by Corollary 4.3.0.6, thus defines a
`-block Rep[C,1]Z` (Sp6(F )).
4.4.4.3 Proposition. Assume that ` > 3. Then
1. If ` - (q2−1)(q2 +1)(q2 +q+1)(q2−q+1) (i.e. ` banal), Rep1Z`(Sp6(F )) is a product
of 3 `-blocks.
2. If ` | q − 1 (i.e. q is of order 1 mod `), Rep1Z`(Sp6(F )) is a product of 3 `-blocks.
3. If ` | q + 1 (i.e. q is of order 2 mod `), Rep1Z`(Sp6(F )) is a `-block.
4. If ` | q2 + q+ 1 (i.e. q is of order 3 mod `), Rep1Z`(Sp6(F )) is a product of 3 `-blocks.
5. If ` | q2 + 1 (i.e. q is of order 4 mod `), Rep1Z`(Sp6(F )) is a `-block.
6. If ` | q2 − q + 1 (i.e. q is of order 6 mod `), Rep1Z`(Sp6(F )) is a `-block.
4.4.4.4 Remark. In some of these cases we can easily give a description of T 1` (G).
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1. T 1` (G) = T 1(G) = {[σ1, pi1]} unionsq {[σ2, pi2]} unionsq {[C, 1]}.
2. T 1` (G) = {[σ1, θpi1], θ ∈ Ab`Irr(Gσ1)} unionsq {[σ2, θpi2], θ ∈ Ab`Irr(Gσ2)} unionsq {[C, θ], θ ∈
Ab`Irr(GC)}.
4. The decomposition of T 1` (G) is given by {[σ1, pi1]}, {[σ2, pi2]} and the set composed of
[C, 1] and the [σ, pi] where σ = [x1, x2], with x1 and x2 the two hyperspecial vertices,
pi = RGL3(k)T3 (θ), where T3 is the Coxeter torus of GL3(k) and θ is a non-trivial
character of T3 of order a power of `.
6. T 1` (G) is composed of [σ1, pi1], [σ2, pi2], [C, 1] and the [x, pi] with x is an hyperspecial
vertex, pi = RSp6(k)Tc (θ), where Tc is the Coxeter torus of Sp6(k) and θ is a non-trivial
character of Tc of order a power of `.
4.4.5 Sp8
In this section G = Sp8(k) and ` > 3. The set T 1(G) is composed of four elements [C, 1]
where C is a chamber, [σ1, pi1] where Gσ1 ' GL1(k)×GL1(k)×Sp4(k) and pi1 ' 1⊗1⊗ θ10,
[σ2, pi2] where Gσ2 ' Sp4(k) × GL1(k) × GL1(k) and pi2 ' θ10 ⊗ 1 ⊗ 1, and [x, pi], where
Gx ' Sp4(k)×Sp4(k) and pi ' θ10⊗ θ10 (we can assume that x ≤ σ1 ≤ C and x ≤ σ2 ≤ C).
We have already studied the case d = 1 and d = 8. We are left with d = 2, d = 3, d = 4
and d = 6.
The cases d = 2 and d = 4 are similar. In each case, `||Gx| and k(Sp4(k), d) = 3. So by
looking at x, we see that [C, 1] and [σ1, pi1], [C, 1] and [σ2, pi2], [x, pi] and [σ1, pi1], [x, pi] and
[σ2, pi2], are d-1-linked. Hence Rep1Z`(Sp8(k)) is a `-block.
If d = 6. Then ` - |Gx|, so {[x, pi]} is `-integral and defines a `-block. Now, if we
look at y ∈ BT0, an hyperspecial vertex such that y ≤ σ1. Since k(Sp8(k), 6) = 3, [C, 1]
and [σ1, pi1] are d-1-linked. The same reasoning apply to the other hyperspecial vertex
show that [C, 1] and [σ2, pi2] are also d-1-linked. Propositions 4.3.0.4 and 4.3.0.5 show that
T := T 1` (G) \ {[x, pi]} is a minimal `-integral set, hence defines a `-block.
We are left with d = 3. Since ` - |Gx|, {[x, pi]} is `-integral and defines a `-block.
Let t = [σ1, pi1]. Since ` - |Gx|, et,x is `-integral. Let y be the hyperspecial vertex with
y ≤ σ1. Proposition 4.2.3.1 says that Irr(Gσ1 ,pi1)(Gy) is a d-1-series. The characters in
Irr(Gσ1 ,pi1)
(Gy) correspond to the symbols of rank 4 and defect 3, i.e. we have
(
0 1 4
)
,(
0 2 3
)
,
(
0 1 2 4
1
)
,
(
0 1 2 3
2
)
,
(
0 1 2 3 4
1 2
)
. All these symbols corre-
spond to 3-cuspidal representations by Proposition 4.2.2.1. Hence, since Ab`Irr(Sp8(k)) = 1,
Theorem 4.2.1.3 tells us that et,y is `-integral. Let z ∈ BT0, be the last vertex of σ1 different
from x and y. Remark that Gz ' Sp2(k) × Sp6(k). In Section 4.4.4 we proved that
Irr(GL1(k)×Sp4(k),1⊗θ10)(Sp6(k)) defines a `-integral idempotent. Moreover ` - |Sp2(k)| so
et,z is `-integral. The set {[σ1, pi1]} is thus `-integral and defines a `-block Rep[σ1,pi1]Z` (G).
In the same way [σ2, pi2] defines a `-block. And T := T 1` (G) \ {[σ1, pi1], [σ2, pi2], [x, pi]} is
a `-integral minimal set so defines also a `-block.
4.4.5.1 Proposition. Assume that ` > 3. Then
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1. If ` - (q2− 1)(q2 + 1)(q2 + q+ 1)(q2− q+ 1)(q4 + 1) (i.e. ` banal), Rep1Z`(Sp8(F )) is
a product of 4 `-blocks.
2. If ` | q − 1 (i.e. q is of order 1 mod `), Rep1Z`(Sp8(F )) is a product of 4 `-blocks.
3. If ` | q + 1 (i.e. q is of order 2 mod `), Rep1Z`(Sp8(F )) is a `-block.
4. If ` | q2 + q+ 1 (i.e. q is of order 3 mod `), Rep1Z`(Sp8(F )) is a product of 4 `-blocks.
5. If ` | q2 + 1 (i.e. q is of order 4 mod `), Rep1Z`(Sp8(F )) is a `-block.
6. If ` | q2− q+ 1 (i.e. q is of order 6 mod `), Rep1Z`(Sp8(F )) is a product of 2 `-blocks.
7. If ` | q4 + 1 (i.e. q is of order 8 mod `), Rep1Z`(Sp8(F )) is a product of 2 `-blocks.
4.4.5.2 Remark. We describe T 1` (G) in some cases
1. T 1` (G) = T 1(G) = {[σ1, pi1]} unionsq {[σ2, pi2]} unionsq {[C, 1]} unionsq {[x, pi]}.
2. T 1` (G) = {[σ1, θpi1], θ ∈ Ab`Irr(Gσ1)} unionsq {[σ2, θpi2], θ ∈ Ab`Irr(Gσ2)} unionsq {[C, θ], θ ∈
Ab`Irr(GC)} unionsq {[x, pi]}.
7. The decomposition of T 1` (G) is given by {[x, pi]} and the set composed of [C, 1],
[σ1, pi1], [σ2, pi2] and the [y, pi] where y is an hyperspecial vertex, pi = RSp8(k)Tc (θ),
where Tc is the Coxeter torus of Sp8(k) and θ is a non-trivial character of Tc of
order a power of `.
4.4.6 SLn
When G = SLn, T 1(G) is composed of only one element, the conjugacy class of (C, 1)
where C is a chamber. Hence Theorem 4.1.0.4 tells us that Rep1Q`(SLn(F )) is a Q`-block.
We have that ` is large for SLn if and only if ` > n. Therefore, if ` > n, by Corollary 4.3.0.6,
Rep1Z`
(SLn(F )) is a `-block.
Annexe
A Rappels sur le groupe dual
Soient Ω un corps algébriquement clos et G, G′ deux groupes réductifs définis sur
Ω. Prenons ϕ : G → G′ un isomorphisme. Choisissons T un tore maximal de G et
notons T′ = ϕ(T) qui est un tore maximal de G′. On associe à G et T une donnée
radicielle φ(G,T) = (X,X∨, φ, φ∨) où X = X∗(T) est le groupe des caractères de T,
X∨ = X∗(T) est le groupe des co-caractères, φ est l’ensemble des racines et φ∨ l’ensemble
des co-racines. À partir de φ(G,T) on forme la donnée radicielle duale ̂φ(G,T) définie par
̂φ(G,T) = (X∨, X, φ∨, φ). D’après [Spr79] théorème 2.9 nous savons qu’il existe un groupe
réductif Ĝ et un tore T̂ tel que φ(Ĝ, T̂) = ̂φ(G,T). De façon analogue il existe Ĝ
′
et T̂
′
tel que φ(Ĝ
′
, T̂
′
) = ̂φ(G′,T′).
L’isomorphisme ϕ : G→ G′ induit un isomorphisme f(ϕ) : φ(G′,T′)→ φ(G,T). Nous
avons alors aussi l’isogénie tf(ϕ) : ̂φ(G′,T′) → ̂φ(G,T), c’est-à-dire tf(ϕ) : φ(Ĝ′, T̂′) →
φ(Ĝ, T̂). Le théorème 2.9 de [Spr79] nous dit également qu’il existe un isomorphisme
ϕ̂ : Ĝ
′ → Ĝ qui envoie T̂′ sur T̂ et tel que f(ϕ̂) = tf(ϕ). Ce ϕ̂ n’est pas unique et deux
tels ϕ̂ diffèrent par un automorphisme Int(tˆ′) où tˆ′ ∈ T̂′.
Nous savons que T̂ ' X∗(T̂) ⊗Z Ω× = X ⊗Z Ω× et de même T̂′ ' X ′ ⊗Z Ω×. Par
définition de ϕ̂, le morphisme ϕ̂ : T̂
′ → T̂ est donné par f(ϕ)⊗ id : X ′ ⊗Z Ω× → X ⊗Z Ω×.
Nous avons donc le diagramme commutatif suivant :
X ′ ⊗Z Ω× //
f(ϕ)⊗id

Ĝ
′
ϕ̂

X ⊗Z Ω× // Ĝ
ϕ̂ est défini à conjugaison intérieure près, ainsi si l’on passe aux classes de conjugaison
celui ci est bien défini. De plus on sait que Ĝss ' (T̂/W ) où W est le groupe de Weyl de
Ĝ relativement à T̂. Ainsi on obtient
A.1 Lemme. Avec les notations précédentes on a un diagramme commutatif
(X ′ ⊗Z Ω×)/W ′ ∼ //
f(ϕ)⊗id

Ĝ
′
ss
ϕ̂ss

(X ⊗Z Ω×)/W ∼ // Ĝss
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Si maintenant on prend G′ = G et ϕ ∈ Aut(G). Nous pouvons identifier de manière
canonique Ĝss et Ĝ
′
ss de la façon suivante. Il existe un g ∈ G tel que T′ = Ad(g)(T).
L’automorphisme Ad(g) induit donc un isomorphisme f de X ′ dans X et un isomorphisme
canonique
f ⊗ id : (X ′ ⊗Z Ω×)/W ′ −→ (X ⊗Z Ω×)/W
(comme on a quotienté par le groupe de Weyl, f ⊗ id ne dépend pas du choix de g).
Le lemme A.1 nous fournit un isomorphisme canonique f̂ss entre Ĝss et Ĝ
′
ss. Via cette
identification, l’automorphisme ϕ donne lieu à un isomorphisme ϕ̂ss ∈ Aut(Ĝss). Ce dernier
est défini par le diagramme commutatif suivant
(X ⊗Z Ω×)/W ∼ //
f(ϕ)⊗id

Ĝss
ϕ̂ss

(X ′ ⊗Z Ω×)/W ′ f⊗id // (X ⊗Z Ω×)/W ∼ // Ĝss
Il correspond donc à l’automorphisme de X : f ◦ f(ϕ). Une autre façon de voir les
choses est la suivante :
Fixons un épinglage (G,B,T, {uα}α∈∆). On a alors une suite exacte scindée
{1} −→ Int(G) −→ Aut(G) −→ Out(G) −→ {1}
L’automorphisme f ◦ f(ϕ) correspond à l’image de ϕ par l’application Aut(G) −→ Out(G).
Son image par Out(G)→ Out(Ĝ) est t(f ◦ f(ϕ)). On peut donc prendre pour ϕ̂ l’image de
t(f ◦ f(ϕ)) par Out(Ĝ)→ Aut(Ĝ). L’automorphisme ϕ̂ss recherché est alors l’application
induite par ϕ̂ sur les classes de conjugaison semi-simples.
A.2 Lemme. On a un diagramme commutatif
(X ⊗Z Ω×)/W ∼ //
f(ϕ)⊗id

Ĝss
ϕ̂ss

(X ′ ⊗Z Ω×)/W ∼ // Ĝss
où ϕ̂ est l’image de ϕ par l’application Aut(G) → Out(G) → Out(Ĝ) → Aut(Ĝ). En
particulier, si ϕ ∈ Int(G), ϕ̂ss = id.
B Rappels sur le Frobenius
Soit G un groupe réductif connexe défini sur k. Une structure sur k donne lieu à un
endomorphisme de Frobenius noté F : G→ G, tel que les k-points de G soient G := GF =
G(k). Celui-ci est défini de la manière suivante :
Le groupe G possède une k-structure si et seulement si son algèbre des fonctions, que
l’on note A, vérifie A = A0 ⊗k k où A0 est une k-algèbre. L’endomorphisme de Frobenius
F : G→ G est alors défini par son co-morphisme F∗ ∈ End(A0 ⊗k k) qui a x⊗ Λ associe
xq ⊗ Λ.
Le groupe de Galois Gal(k/k) agit également sur A0 ⊗k k par x⊗ Λ 7→ x⊗ Λq et donc
induit une action que l’on note τ sur G.
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Nous avons besoin de comprendre un peu plus en détail comment ces deux actions
agissent lorsque G = T est un tore défini sur k. Notons X = X∗(T) = Hom(T,Gm)
le groupe des caractères de T. On a X ' Homalg−Hopf (k[t, t−1], A) et donc τ et F se
prolongent en des actions sur X. Notons τX l’action de τ induit sur X.
Soit α ∈ X et calculons τX · F · α.
τX · F · α : k[t, t−1] α−→ A0 ⊗k k F−→ A0 ⊗k k τ−→ A0 ⊗k k
x⊗ Λ 7→ xq ⊗ Λ 7→ xq ⊗ Λq
On voit donc que τX · F · α = αq. Notons ψ l’élévation à la puissance q. Comme T '
Hom(X, k
×
), ces actions se transfèrent en des actions sur T. A quoi correspond ψ ? Prenons
u : X → k× alors
ψ · u : X ψ−→ X u−→ k×
α 7→ αq 7→ u(αq) = u(α)q
Donc ψ agit comme l’élévation à la puissance q sur T. Finalement on trouve que l’action
de F sur T est donnée par F = τ−1X ◦ ψ.
C Cohomologie des groupes p-adiques
Rappelons dans cette annexe, quelques éléments sur la cohomologie des groupes p-adiques
dont nous avons besoin dans cet article.
Soit U un groupe muni d’un endomorphisme F tel que tout élément est fixé par une
puissance de F. Munissons U de la topologie discrète. Alors le groupe Zˆ des entiers profinis,
de générateur topologique F, agit continûment sur U et on note
H1(F, U) := H1(Zˆ, U)
la cohomologie continue de U .
Pour un entier d ≥ 1 et un g ∈ U on note Nd(g) := gF(g) · · ·Fd−1(g) ∈ U . On peut
alors voir les cocycles continus comme les éléments de
Z1(F, U) := {u ∈ U |Nd(u) = 1 pour un certain d ≥ 1}.
Alors H1(F, U) est le quotient de Z1(F, U) sous la U -action : g ∗ u = guF(g)−1.
Dans le cas qui nous intéresse d’un groupe réductif connexe G non-ramifié nous retrou-
vons la cohomologie Galoisienne. Notons F l’automorphisme de Gnr donné par l’action
d’un Frobenius inverse. Alors la surjection naturelle Gal(F/F )→ Gal(F/F )/IF induit un
isomorphisme
H1(F, Gnr) ' H1(F,G)
(voir par exemple [DR09] section 2.2).
Prenons T un tore maximal Fnr-déployé défini sur F et maximalement déployé dans
G. L’appartement A contient une chambre C F-stable car T est maximalement déployé.
Notons alors NnrC := {n ∈ Nnr|n · C = C} et ΩC := {w ∈ W˜ |w · C = C}. Notons que
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ΩC est l’image de NnrC dans W˜ et que comme W
a agit simplement transitivement sur
l’ensemble des chambres on a un isomorphisme ΩC
∼→ W˜/W a.
C.1 Proposition ([DR09] Corollaire 2.4.3). Les applications NnrC  ΩC et NnrC ↪→ Gnr
induisent des isomorphismes sur les H1(F, ·) et donc un isomorphisme
H1(F, Gnr) ' H1(F,ΩC).
L’isomorphisme ΩC
∼→ W˜/W a nous donne donc un isomorphisme H1(F, Gnr) '
H1(F, W˜ /W a), valable pour l’instant pour un tore maximalement déployé T.
C.2 Lemme. Le diagramme suivant est commutatif
H1(F, Nnr) //
((
H1(F, Gnr)
∼

H1(F, W˜ /W a)
où les flèches provenant de H1(F, Nnr) correspondent aux applications Nnr ↪→ Gnr et
Nnr  W˜/W a.
Démonstration. Soit [n] ∈ H1(F, Nnr), notons w l’image de n dans W˜ et w¯ son image dans
W˜/W a. Montrons que l’application H1(F, Gnr)→ H1(F, W˜ /W a) envoie [n] sur [w¯].
1. Il existe n′ ∈ Nnr et x ∈ C tel que [n] = [n′] ∈ H1(F, Nnr), w¯ = w¯′ ∈ W˜/W a et
w′F(x) = x, où w′ l’image de n′ dans W˜ et w¯′ son image dans W˜/W a.
L’élément w ∈ Z1(F, W˜ ), donc il existe un entier d tel que Nd(w) = 1. L’automorphisme
F étant également d’ordre fini, wF ∈ W˜o < F > est d’ordre fini. Il possède donc un point
fixe y dans A : wF(y) = y. Ce point y est contenu dans l’adhérence d’une chambre C ′ de A.
Le groupe W a agissant transitivement sur l’ensemble des chambres, il existe v ∈ W a tel
que vC ′ = C. Notons x = v · y ∈ C. Comme wF(y) = y on a wF(v−1x) = v−1x, c’est-à-dire
vwF(v)−1F(x) = x. Posons alors w′ = vwF(v)−1 et n′ = v˙nF(v˙)−1, où v˙ est un relèvement
de v dans Nnr, qui satisfont alors les conditions souhaitées.
2. Il existe un polysimplexe σ ≤ C et un v ∈Wσ tels que w′F(σ) = σ et vw′ ∈ ΩC .
L’action de w′F sur A préserve la structure simpliciale, donc il existe une unique facette
σ ≤ C contenant y tel que w′F(σ) = σ. L’adhérence de la chambre w′C = w′F(C) contient
σ tout comme C donc il existe v ∈ Wσ tel que v(w′C) = C (Wσ agit transitivement sur
l’ensemble des chambres dont l’adhérence contient σ).
3. Conclusion
Le groupe Wσ o Fn′ (où Fn′ = Ad(n′) ◦ F) étant fini, on a que v ∈ Z1(Fn′ ,Wσ). En
particulier on a un relèvement v˙ de v dans N tel que v˙ ∈ Z1(Fn′ , G◦,nrσ ) (un tel relèvement
existe car d’après la proposition 3 de [Tit66] il existe W˙σ ⊆ N un sous-groupe fini de N se
projetant sur Wσ). Or d’après [DR09] Lemme 2.3.1, H1(Fn′ , G
◦,nr
σ )) = 1 et donc il existe
g ∈ G◦,nrσ tel que v˙ = g−1Fn′(g). Ainsi v˙n′ = g−1n′F(g)n′−1n′ = g−1n′F(g) de sorte que
[n] = [n′] = [v˙n′] ∈ H1(F, Gnr). Maintenant on sait que v˙n′ ∈ NnrC et par construction de
H1(F, Gnr)→ H1(F, W˜ /W a) on sait qu’un co-cycle à valeur dans NnrC est envoyé sur son
image dans W˜/W a. Or v˙n′ a pour image w¯ dans W˜/W a ce qui achève la preuve.
Nous souhaitons étendre les résultats précédents à n’importe quel tore non-ramifié.
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Soit donc T′ un tore maximal Fnr-déployé défini sur F et N ′, W˜ ′ ,W ′a définis comme
avant pour T′. Il existe un g ∈ Gnr tel que T ′nr = gTnr et on a alors gF(g)−1 ∈ N ′nr.
Notons que si n ∈ N alors gnF(g)−1 = (gng−1)(gF(g)−1) ∈ N ′nr. De plus cette application,
n 7→ gnF(g)−1, induit une application sur les Z1(F, ·) et envoie des cocycles cohomologues
sur des cocycles cohomologues, donc induit une bijection H1(F, Nnr) ∼→ H1(F, N ′nr) de
sorte que
H1(F, Nnr)
∼ //
''
H1(F, N ′nr)
ww
H1(F, Gnr)
commute.
Notons w′ ∈ W˜ ′ l’image de gF(g)−1 par N ′nr  W˜ ′. Alors n 7→ gnF(g)−1 induit une
application W˜ → W˜ ′, v 7→ gvF(g)−1 = (gvg−1)w. Cette application passe au quotient et
induit une bijection W˜/W a ∼−→ W˜ ′/W ′a, en effet si v1 = v2v0 avec v1, v2 ∈ W˜ et v0 ∈W a,
(gv1g
−1)w = (gv2v0g−1)w = [(gv2g−1)w](w−1gv0g−1w) et comme gv0g−1 ∈ W ′a qui est
normal dans W˜ ′, (w−1gv0g−1w) ∈W ′a. Cette application passe aux cocycles continus et
induit une bijection
H1(F, W˜ /W a)
∼→ H1(F, W˜ ′/W ′a)
qui est indépendante du choix de g, et on a par construction le diagramme commutatif
suivant
H1(F, Nnr)
∼ //

H1(F, N ′nr)

H1(F, W˜ /W a)
∼ // H1(F, W˜ ′/W ′a)
On vient donc de construire un isomorphisme, valable pour tout tore maximal non-ramifié
T′,
H1(F, Gnr) ' H1(F, W˜ ′/W ′a)
qui vérifie grâce au lemme C.2 la proposition suivante
C.3 Proposition. On a une bijection H1(F, Gnr) ∼→ H1(F, W˜ ′/W ′a) rendant le diagramme
commutatif suivant
H1(F, N ′nr) //
((
H1(F, Gnr)
∼

H1(F, W˜ ′/W ′a)
Le résultat précédent étant valable pour tout tore non-ramifié, et pour éviter la mul-
tiplication des ’ dans les formules, on ne suppose plus que T est maximalement déployé.
Expliquons le lien entre l’isomorphisme H1(F, Gnr) ' H1(F, W˜ /W a) et l’isomorphisme de
Kottwitz. Notons X = X∗(T). L’évaluation en $, un élément de F de valuation 1, permet
d’identifier λ ∈ X avec l’opérateur tλ ∈ W˜ de translation par λ. Notons Xa := X ∩W a et
X¯ := X/Xa. Alors l’application X → W˜ , λ 7→ tλ induit un isomorphisme X¯ ∼→ W˜/W a.
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C.4 Lemme ([DR09] Corollaire 2.4.2). On a un isomorphisme
[X¯/(1− ϑ)X¯]tor ∼−→ H1(F, W˜ /W a)
où la notation [·]tor désigne les éléments de torsion.
D’après la section 2.5 de [DR09], on peut identifier X¯ = Hom(Z(Ĝ),C×) par restriction
des caractères. De plus X¯/(1− ϑ)X¯ = Hom(Z(Ĝ)ϑ̂,C×) et les éléments de X¯/(1− ϑ)X¯
s’annulant sur la composante identité de Z(Ĝ)ϑ̂ sont exactement les éléments de torsion.
D’où une identification
[X¯/(1− ϑ)X¯]tor = Irr[pi0(Z(Ĝ)ϑ̂)].
Nous retrouvons la forme usuelle de l’isomorphisme de Kottwitz.
D Quelques isomorphismes sur les tores et leurs duaux
Dans cette section tous les groupes sont définis sur k. Nous rappelons quelques isomor-
phismes sur les tores sur k qui nous sont utiles dans cet article. Nous suivons pour cela
[CE04] section 8.2.
Soit T un tore sur k et notons X(T) ses caractères et Y (T) ses co-caractères. On fixe
un système compatible de racines de l’unité : ι : (Q/Z)p′
v−→ k× et ι′ : (Q/Z)p′ → Q×` et
l’on note
κ = ι′ ◦ ι−1 : k× → Q×` .
Posons également D = (Q/Z)p′ . L’application ι permet de définir un isomorphisme
Y (T)⊗Z D → T
η ⊗ a 7→ η(ι(a))
Via cet isomorphisme TF peut être décrit comme le noyau de l’endomorphisme F− 1 de
Y (T)⊗Z D :
1 −→ TF −→ Y (T)⊗Z D F−1−→ Y (T)⊗Z D −→ 1. (1)
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Le lemme du serpent appliqué à
1

TF

0 // Y (T) //
F−1

Y (T)⊗Z Qp′ //
F−1

Y (T)⊗Z D //
F−1

0
0 // Y (T) //

Y (T)⊗Z Qp′ // Y (T)⊗Z D // 0
Y (T)/(F− 1)Y (T)

0
donne un isomorphisme entre TF et le conoyau de (F− 1) sur Y (T). De façon plus explicite,
si d est un entier tel que Fd se déploie, alors en posant ζ = ι(1/(qd − 1)) on a
1 −→ Y (T) F−1−→ Y (T) N1−→ TF −→ 1.
où N1(η) = NFd/F(η(ζ)).
En appliquant le foncteur Hom(·, D) à (1) on obtient également la suite exacte
1 −→ X(T) F−1−→ X(T) Res−→ Irr(TF) −→ 1
où Res est la restriction de T à TF (composée avec κ).
Prenons maintenant G un groupe réductif connexe sur k et T un k-tore maximal de G.
Nous pouvons alors leur associer une donnée radicielle (X,Y, φ, φ∨). L’endomorphisme de
Frobenius F agit sur l’ensemble des sous-groupes connexes unipotents 1-dimensionnels de G
qui sont normalisés par T et donc induit une permutation f de φ définie par F (Xα) = Xfα
pour α ∈ X. Nous avons également une action de F sur X et sa transposé, notée F∨, agit
sur Y . On obtient alors des données
F : X → X, F∨ : Y → Y, q : φ→ {pn}n∈N, f : φ→ φ
F(fα) = q(α)α, F∨(α∨) = q(α)(fα)∨, α ∈ φ
Réciproquement, si G définit une donnée radicielle (X,Y, φ, φ∨) alors n’importe quel qua-
druplet (F,F∨, f, q) vérifiant les conditions précédentes peut être réalisé par une isogénie
F : G→ G.
Prenons maintenant G∗ un dual de G (autour des tores T∗ et T). Alors (F∨,F, f−1, q◦f−1)
définit un quadruplet qui est réalisé par une isogénie F∗ : G∗ → G∗. Nous dirons alors que
(G,F) et (G∗,F∗) sont en dualités sur k.
La discussion précédente montre que l’on a un isomorphisme
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(T∗)F∗ ∼→ Irr(TF)
s 7→ θ
où θ et s sont reliés par la relation (quel que soit η ∈ Y (T) = X(T∗))
θ(NFd/F(η(ζ))) = κ(η(s)).
Cette bijection est donnée à partir d’un choix des tores T et T∗ mais peut devenir
indépendant du choix du tore de la façon suivante
D.1 Proposition ([CE04] Proposition 8.21). L’application précédente fournit une bijection
entre les classes de GF-conjugaison de paires (T, θ), où θ ∈ Irr(TF), et les classes de
(G∗)F∗-conjugaison de paires (T∗, s), où s ∈ (T∗)F∗.
Notons que l’on peut réinterpréter cette bijection de la façon suivante. Fixons S et
S∗ deux tores maximaux F-stables en dualités sur k, qui serviront de tores de référence.
Prenons une paire (T, θ). Il existe alors g ∈ G tel que T = gS. Comme T et S sont F-stables,
l’élément g−1Fg normalise S et l’on note w son image dans W . Définissons également
θw := g
−1θ ∈ Irr(SwF). La paire (w, θw) est bien définie à F-conjugaison près et sa classe
de F-conjugaison caractérise la classe de GF-conjugaison de (T, θ).
Soit tw ∈ (S∗)wF∗ image de θw par la bijection Irr(SwF) ∼→ (S∗)wF∗ . Identifions W au
groupe de Weyl de G∗ relatif à S∗. Prenons maintenant g∗ ∈ G∗ tel que (g∗)−1F(g∗) soit
un relèvement de w (g∗ existe bien par surjectivité de l’application de Lang). Définissons
(T∗, s) par (T∗, s) := (g∗S∗,Ad(g∗)(tw)). Alors la classe de conjugaison de la paire (T∗, s)
est celle en dualité avec la classe de (T, θ) comme dans la proposition D.1.
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