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Abstract-The well-known Mott formula for predicting the size distribution of frag- 
ments from an exploding bomb or warhead has been in use for many years. The formula 
has the advantage of simplicity and seems to represent faithfully, in most cases, the 
majority of the distribution of fragment weights. However, it is generally recognized 
that it is quite poor in matching the smallest fragment sizes and can, for some materials, 
misrepresent the larger weights also. If the only concern is fitting the “center” of the 
distribution, there is no need for further investigation. When one is also interested in 
extremes, some generalization of the Mott law is needed. It is the purpose of this paper 
to present a reasonable systematic statistical theory for doing this. The approach used 
is a bit different from that of Mott, but in the same spirit. Computer results for two 
different types of test cylinders are presented. 
1. INTRODUCTION 
The well-known Mott formula for two-dimensional breakup of a warhead casing (in which 
the thickness is small) [ 1,23 is given by 
where 
and 
N = No exp[-(ml m,,)‘“l, 
No= M/2mo 
(1) 
2m0 = average fragment mass 
N = number of fragments of mass greater than m 
M-= mass of metal case. 
In the original work of Mott and Linfoot [21, an analogue of (1) was derived from statistical 
considerations for linear breakup (of a rod). Then (1) was justified heuristically and 
seemed to be confirmed experimentally, at least with regard to matching the intermediate 
fragment sizes. Also, Stemberg [3] used an empirical approach in order to fit the distri- 
bution of such sizes in both the small and large weight groups, in addition to the center. 
In essence, formula (1) affirms that the number of fragments of mass exceeding m depends 
upon a characteristic dimension of the fragment, e.g., its diameter. In the same work and 
in a later document [4], more sophisticated (and necessarily more complicated) relations 
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were derived, based on regular breakup patterns. These relationships took more carefully 
into account the shape of the fragments. A two-parameter formula was derived. one 
parameter being a material one, namely, the overall average number of fragments per unit 
mass and the other being the shaping quantity (correlating length to width). No account 
was taken of relief wave phenomena, i.e., of the association of fracture formation. Such 
a study was pursued in a later paper by Mott 151 and in a very recent paper by Wesenberg 
and Sagartz 163. The latter approach can get to be quite complicated. No doubt such 
phenomena are important and would be expected to affect especially the number of 
fragments of small size. However, our approach is rather in the spirit of Mott’s original 
investigations. We feel that a generalization is in order, so that it becomes possible to 
ascertain the entire distribution of fragment weights, not just the center of it, to which 
Mott’s rule generally applies. At the same time, the formulation, necessarily more com- 
plicated, is not made even more so through the introduction of association effects. If our 
formulas are ultimately applicable, then the end justifies the means. Furthermore, what 
Mott did not do is to examine the effect of a different fundamental aw of breakup other 
than a uniform one on the number of fragments within a size group. This becomes possible 
with the new class of formulas. In addition, we present the results of computer runs on 
two different kinds of test cylinders. 
2. A NAIVE GENERALIZATION OF THE MOTT FORMULA 
In the case of a one-dimensional problem, i.e., that of rod breakup, let us derive a 
slightly more general model than thatof Mott. We will be able to adapt this methodology 
to breakup of a casing, but it will be seen in our numerical study that the model is too 
naive. Consider then a rod of length I which breaks at random into n+l pieces (n breaks 
in the rod), and let us assume that the rod is just as likely to break at one point as at 
another. This means that, in a given subinterval of length x, the probability of a break 
is x/l. Also, the probability that such an interval contains no cuts is precisely the same 
as the chance that the remainder, of length l-x, contains all the breaks. If we assume, 
as we shah, that there is no association, then this is tantamount to independence of the 
formation of breaks. Letting p&,1) represent the probability that all cuts lie in the com- 
plementary interval, we have 
p&f) = (l-X/l)n. (2) 
One sees that (2) also gives the probability, based on a given number n + 1 of fragments, 
that any fragment has length exceeding X, for this event occurs if and only if all breaks 
are indeed in the complementary interval. Based on n + 1 pieces, the expected number of 
pieces of length exceeding x is then 
N(x) = (n+ l)(l-xlf)n. (3) 
Another way to establish (3) is to appeal to the theory of order statistics [7, pp. 14% 
1541. This little exercise will be a useful illustration of what is to follow. The ith break 
yi, say, is to be thought of as the ith order statistic, where 0 = y. c y, < y, c *-- < y,, 
< Y?t+1 = 1. The problem is to show that the probability of the event yf+l - yf L x, 1 i 
i 5 n-l, is afforded by (2) and that the same is true for y1 and i-y,,. Now the joint 
probability density function (p.d.f.) of the event yf C yj is given by (lot. cit.) 
n. I 
&AYf9Yj~ = (i- l)!G--i- l)!(n-J! 
[F(_Yi)]‘-’ [F(_Vj) - F(yf)]‘-‘-’ 
+ L1 - F(Y31”-‘f(Yflf(Yj)9 
(4) 
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where f is the p.d.f. and F the c.d.f. (cumulative distribution function). When j = i+ 1, 
of course, (4) is a bit simpler. In the case of the uniform distribution, f = 1 /I and F(y& 
= yj / 1, so that 
n! 
(5) 
Letting ~1 = yi and ~2 = yi+l - yi, i.e., yi = ~1, yi+l = z1 + z2, the density function 
in (z1,z2) coordinates is 
n! 
hfczl*zd = (j- l)!(n_j- l)! (z,/l)~-l(l-(Z1+z*)/l)“-i-l~l/l*. (6) 
The region of integration in the (z1,z2) plane is given through the pair of inequalities 
0 5 z2 I 1, 0 s z, 5 1 -z2. Therefore, the marginal density function for z2 is 
I 
l--z* 
mi(zz) = n! (ZI/~)‘-’ (1-(~1+z~)/l)~-~--l dz,/(i-l)!(n-j-l)!/2. (7) 
0 
Making the changes of variable u = z,ll, v = z2/ 1, and u = w(l- v) in (7), we have 
Hi(v) = 
n!(l-v)“-1 l 
I (i- I)!(n-i- 1)!10 
wi-l (l_W)R-i-l dw 
= n(l-v)“_‘ll= n(l-Z*/I)“_l/I, 
(8) 
since the integral is just the Beta function B(i,n-i) 17, p. 1341. Relations (7) and (8) imply 
mi(Z*) = n(l-Z~/l)n-l/l. (9) 
Equation (9) then gives the density for the difference of two adjacent break points. The 
probability that two such points are spaced at least a distance x apart is therefore afforded 
by 
P(Z* 2 x) = p [‘(I-zJl)“-’ dzp = (l-x/I)“, (10) 
in agreement with (2) whenever 1 5 i I n- 1. The cases P(y, z x) and P(ky, 2 x) 
remain to be treated. Now the density function for the first order statistic y, [7, p. 1501 
is given by 
t?l(Yl) = n(l-F(y,))"-'f(y,) = n(l-y,ll)“_’ /I, (11) 
which has the same form as (9). P(yl 2 x) is then represented by (2). Similarly, 
&z”(Y?J = elY,))“-lf(Y”) = n&l/ lY1 / 1, (12) 
and 
dy, = (l-x/I)“, 
as before. Also, we again obtain (3). 
(13) 
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Fig. 1. Area1 breakup enumeration scheme. 
Note that (3) is conditioned upon the number of fragments. Account must also be 
taken of the distribution of the random number n. In this regard, the author is indebted 
to Dr. Thomas Phipps, of NSWC, for referring him to the work of T.C. Fry 18, pp. 205- 
2401, who has a nice discussion of what he calls “collective” and “individual” random- 
ness. We can identify here the randomness of the number of breaks as the collective 
randomness and randomness of position of a break as the individual randomness. If we 
assume no association of effects, Fry shows quite generally [8, p. 2213 that the probability 
of n breaks in a rod of length 1 is given by a Poisson distribution, namely, 
P(n 1) = (kl)“emkl/nf , -9 (14) 
where k is the expected number of breaks per unit length. Therefore, using (2), the 
unconditional expected number of pieces of length greater than or equal to x is 
N(~) = e-k’ i y (n+l)(l-x/f)* = e-‘“[y&x)+1]. 
n-o n* 
(15) 
Equation (15) is our modification of the Mott formula (1) when we restrict attention to a 
one-dimensional problem. For a I-D problem, Mott would have predicted 
N(x) = e -kf(W+ 1). (16) 
Note that (15) would give a more conservative estimate of the number of larger pieces 
than would (16). 
With regard to the breakup of an arbirrury warhead casing, we can adopt a certain 
philosophy. To the author’s knowledge, this concept is quite new and is the following: 
Suppose, for example, as shown in Fig. 1, that we have a rectangle which is broken up 
into a number of subareas with the given enumeration from lower left-hand corner to 
upper right-hand comer. Then we make an equal-measure (isometric) mapping F:&+ZZ, 
where F(A,) = 1, and the measure of A, is the same as that for I,. Here d = {Ai}L1 and 
2 = {li}gl, namely, a set of areas and a set of lengths, respectively. It follows that 
whatever theory has been developed (using order statistics on a line) can equally well be 
applied to an area or, for that matter, a volume. Fig. 2 shows the corresponding linear 
breakup pattern. Formula (15) would, for example, have the 2-D analogue 
N(A) = emk”[k(A,-A)+ 11, (17) 
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Fig. 2. Linear breakup scheme (image of are? breakup). 
where k now represents the expected number of pieces per unit area. This relationship 
differs from (1) in one essential respect, namely, that area is being thought of as the 
fundamental quantity, not characteristic dimension. This is a difference in philosophy, 
and the author has not been able to prove that one is theoretically sounder than the other. 
It seems, however, that the area concept allows more flexibility of interpretation of 
statistical theory. Numerically, all that is seen to occur is that one needs to add one or 
two parameters to procure results consistent with those of Mott. 
3. THE BETA DISTRIBUTION OF BREAK BEHAVIOR 
There are definitely situations which arise in practice wherein the breaks cannot be 
considered to be uniformly distributed. For example, suppose that the two ends of a 
warhead are such that the casing is thicker there than in the center. Then breaks are not 
as likely to form near the ends, and knowledge of this would affect the fragment size 
distribution. One result to be expected under these circumstances is that there would be 
two large pieces coming off the ends of the warhead. One candidate that could be used 
under these conditions is the Beta distribution. The Beta density is given by 17, p. 1341 
f(YW,P) = $g) y”-‘(I-y)fl-‘, (18) 
where cy and /3 are positive and 0 5 y I 1. Since we wish to work over the range 0 I A 
5 A,, let u = A,y, so that the breaks ui map into yf. Then, using (4), one finds that 
(l-yi)B-‘y~+Y~ ( l-yi+l)B-l. 
Making the change of variable yi = zl and yr+l = z1 + z2, (19) becomes 
1 
i-l 
(19) 
u~+p) 2 . 
[ I wwm zy-1 (l-z,y-1 (z,+z,)=- (1-z1-z2)@-‘, 
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where 1 I i 5 n - 1. The marginal density for z 2, which represents the difference yi+, - yi, 
is therefore given by 
It follows that 
r l--z* mi(Z2) = hf,i+l (z1J2) dzl. (21) -0 
I 
I 
Pi(A) = P(uf+l-k > A) = P(zz > A/A,) = mAz2) dz2. (22) 
A /A, 
There remain the cases for i=O and i=n. When i=O, we are to consider the density 
function for the first order statistic yl. From (ll), we see that 
and, thus, 
(23) 
P~A)=P(~~>A)=POil>A,Ad=[I-~~~~~)6*IAaya-1(I-y)”dy].. (24) 
Simihuly, from (12), 
PdA) = P(A,-u, > A) = P(u, < As-A) = P(m < (A,-A)lA,) 
I 
fl 
ya-l (l- ~)~--l dy . 
(25) 
The expected number of subareas of measure greater than A, for a given number n + 1 
of them, is given by 
P(n,A) = 2 Pi(A), 
i-0 
with the Prts defined above. The unconditional expected number of fragments with con- 
tent greater than A is obtained from (14), with I replaced by A *, compounded with (26), 
so that 
N(A) = eTMs 5 y P(n,A). (27) 
7tWo n* 
The problem then is that of finding reasonable values for k, a, and /3, i.e., one material 
parameter and two statistical parameters. Such values can be found, in principle, by 
solving the following nonlinear least squares problem: 
(28) 
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where Nr is the given number of fragments whose areas exceeds Ai (note that, instead 
of area, mass may be the independent control variable). An algorithm of this sort is 
admittedly a bit cumbersome to implement, but one can invoke 1-D integration schemes 
[9, pp. 342-3441, and approximations for the Gamma function and incomplete Beta func- 
tion are available [lo, pp. 2X-257, 944-9451. Obviously, only a finite number of terms 
in (27) would be considered. Appeal may be made to the fact that, for a Poisson distri- 
bution, the expected value and the variance are equal 17, p. 971. 
4. THE WEIBULL DISTRIBUTION OF BREAK BEHAVIOR 
In the previous section, we developed a scheme for predicting fragment sizes based 
on the Beta distribution. That distribution has the disadvantage that it is not “conjugate” 
to the Poisson distribution, i.e., we cannot obtain a simple closed-form expression for 
number of fragments of mass exceeding a specified value. It will be seen that the Weibull 
distribution [ 11, p. 731 is, in a sense, conjugate. In particular, the exponential distribution 
is very nicely behaved. We first study the latter. The density function for the exponential 
distribution is given by 
Ay) = A emA=, y 22 0 
= 0 ,Y<O 
(2% 
and is well-known as a failure distribution [l l(pp. M-62), 123. If we use (4) and make the 
changes of variable yf = zl, yi+l = z1 + z2, our density for z1 and z2 becomes 
n. I 
i-l 
hf(Z,,Z*) = A2 * 
(i- I)!(n-i- I)! ( 1 1 _e--hzl e-Arl(n-i-l) 
. e-hrrtn-i-1) . e_Zbzl. e-AZ2 1 < i < n- 1 
,-- 
(30) 
Suppose that u = e--AZ1 and v = e -ti2. Then one finds that the density expressed in (u,v) 
coordinates is 
1 
m,(u,v) = (i_l)!(~.._l)! (1-22)'-'un-'v"-'-'. (31) 
We make the simplifying assumption that 0 I z1 < m, 0 I z2 < 00, which, in practice, 
means that the surface area is so large, for example, that u and v are almost zero at 
maximum values of z1 and z2, respectively. Then, in (u,v) coordinates, integration takes 
place over the unit square 10, 11 x [0, 11. The marginal density thus turns out to be 
Mf(v) = (n-i)F’-1. (32) 
Now we want to determine the probability that z2 > A for a given A. This inequality is 
equivalent to v < em**, and, from (32), 
I 
e--M 
Pf(v < eMA*) = (n-i) ,p-*-l dv = e-L4(n-i), 1 5 i 5 n _ 1. (33) 
0 
Note that, in this idealized model (since total area or mass is assumed to be infinite), the 
“last” fragment always has infinite content and that this just corresponds to i=n in (33). 
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Using (ll), we find that (33) is also valid for i=O. It follows from (26) that 
(34) 
Using (34), together with the Poisson law for total number of fragments, the unconditional 
expected number of fragments of content exceeding A is 
N(A) = eekAa x 
m eAA_e-AAn . (k&R _ 1 _e-kW-~-U)-AA 
n-0 e “A-1 n! l-&+4 . 
(35) 
Note that (35) indicates that there is always one fragment of content exceeding A. This 
is physically realistic if, in practice, A islimited in value and the probability of formation 
of breaks is very’small in the vicinity of, say, the nose of a warhead, the warhead casing 
being thicker and stronger there. Using (35) in place of (27), we again form an expression 
analogous to (28), the minimization taking place over the pair (&,A). This nonlinear least 
squares problem can be solved by using a modified gradient algorithm, (e.g., see [13-151). 
If the case is assumed to have finite content, the computations are still tractable, but 
them involve incomplete Beta functions. 
We now discuss the general case, namely, the full Weibull distribution. Its density 
111, p. 731 is given by 
f(r) = cyPz*l emma, 2 2 0 
=o 9 z -= 0, 
(36) 
where LY and p are positive parameters. The cumulative distribution function is then 
F(z) = l-e-8f, z 2r 0 
= 0 ,z<o. 
(37) 
As before, we construct the marginal density function mr(zz) and integrate from zt = A 
to 0 to obtain P,,i(A), the probability that, for given n, the ith fragment has area ex- 
ceeding A: 
n!a2p2 
pnAA) =(j- l)!(n-i- l)! 
02 
. e-P(~,+~~~“(n-i)(Zl+ z2)"-l dz2 
i-l 
(38) 
Zn-l e-Pr*.e-P(r+A)a(n-i)dZ, 
lsiln-1. 
When i=O, one has 
P,,,(A) = nCrp IAm 
--BA% =e . 
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By (26), recognizing that P,,,(A) = 1, 
P(n,A) = l+eTBA”” + 2 
Now it is straightforward to show that 
II-1 
c *! 
i=l (i- I)!(n-i)! i i 
i-l 
1 _e-BZ~ e-k+AFYn-i) 
27 
(40) 
(41) 
Then (40) becomes 
n-1 
P(n,A) = l+e-BA%+nc@ 1 
(42) 
p-1 emBf dz. 
The unconditional expected number of fragments of area greater than A is, by (42) and 
upon noting than P(O,A) = 1, 
- P(n,A) = ewkA8 
(43) 
ekAJl-e-Bz”+e-mz+*‘~ _ekA,(l-e-‘+) 
I 
p-1 e-Bza &. 
Observing that 
I 
m 
@ kA, e-kA.e-*z” f-l e-Pza & = 1 _e-kAs 3 
0 
(43) reduces to 
I 
oc 
N(A) = e-kAXI-e-@“? +@A, e _k,,,(e-Bfl_e-8”+“P ) .yv-1 e-4z* & (44) 
0 
Let us now make the change of variable u = eszu, for, by this transformation, we map 
(0,~) to (0,l). Letting P=h”, (44) finally becomes 
N(A) = e-kA{ l-VMmj +kA, I ’ e -kA,(u-u(l+A{~rlog(l/u)l”“))“) du 0 (45) 
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The integral in (45) is to be evaluated numerically, e.g., by Gaussian quadrature 19, pp. 
342-3441. 
5. NUMERICAL RESULTS 
In a relatively recent report of Crowe, Holt, Mock, and Griffin [16], the Mott formula 
(1) was used to fit data derived from test cylinders made of Armco iron and HF-1 steel, 
respectively. Armco iron is a relatively ductile material, whereas HF-1 steel is brittle. In 
the latter case, one tends to obtain more fragments which tend to break up through the 
thickness. Furthermore, one has a larger number of the smaller fragments. In contrast, 
with Armco iron, one seems to get fragments whose inner and outer surfaces are syn- 
onymous with those of the original cylinder. Also, Armco iron exhibits more shear crack- 
ing than does HF-1 steel. All in all, breakup of HF-1 steel is a bit more complicated than 
that of Armco iron. Tables I and 2 give representative data for Armco iron and HF-1 
steel, respectively. 
The condition of the experiments was such that each cylinder was as homogeneous as 
possible, and each was loaded with cast-in-place composition B explosive extending be- 
yond the ends of the cylinder to minimize end effects (see Fig. 3). The cylinders are 
detonated from one end. Because of this configuration, it was decided to try three different 
distribution assumptions for breakup behavior, namely, (1) the uniform distribution, (2) 
the exponential law, and (3) the Weibull distribution. 
The uniform distribution was quite poor in both cases, whereas the exponential law 
performed as well as the Mott law in the case of Armco iron. Both distributions misrep- 
resented the smallest fragment sizes. The Weibull distribution gave excellent results for 
Armco iron, distinctly better than those obtained from the Mott formula. For HF-1 steel, 
only the Weibull distribution gave decent results, with the Mott formula doing somewhat 
better. It will be noted in both Table 1 and Table 2 that no record of number of fragments 
was made in the O-l grain class. There is, in other words, a practical limitation (the count 
of very small fragments is quite unreliable). To get an initial estimate for the parameter 
k, one usually divides the number of fragments whose mass exceeds one grain by the 
Table 1. Armco iron test cylinder (4% in. diam x 8 in. long) loaded with 
6.07 lb camp B explosive 
Weight class (Grains) No. of fragments Total weight in class 
O-l - 1326.7 
l-5 636 1423.8 
5-10 146 1055.4 
10-15 84 1037.8 
15-20 45 778.4 
20-25 37 829.5 
25-30 38 1047.8 
30-40 41 1403.5 
40-50 37 1673.0 
50-75 73 4514.0 
75-100 40 3594.8 
loo-125 27 3012.2 
125-150 33 4484.3 
150-200 17 2966.0 
200-300 32 7927.1 
300-600 48 21.725.0 
600-1000 28 20,539.8 
1000-1500 15 19,658.3 
15OOt 17 41,128.9 
Totals 1394 140,126.3 Grains 
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Table 2. HF-I steel test cylinder (4!4 in. diam x 8 in. long x % in. thick) 
loaded with 6.06 lb camp B explosive 
Weight class (Grains) No. of fragments Total weight in class 
O-l - 9417.8 
l-5 5958 13,581.7 
5-10 1608 11,457.2 
10-15 741 9052.0 
15-20 471 8141.1 
20-25 287 6471.5 
25-30 245 6684.8 
30-40 349 12,068.6 
40-50 243 10.794.1 
50-75 364 22.037.3 
75-100 188 16.086.5 
100-125 111 12,364.4 
125-150 63 8509.3 
150-200 68 11,536.3 
200-300 33 7746.8 
300-600 9 2981.7 
Totals 10,738 168,931.l Grains 
total recovery weight of fragments whose mass is greater than a grain. For the Armco 
iron experiment, this value is 0.01; and, for the HF-1 steel case, the result is 0.067. Table 
3 presents numerical results for Armco iron and Table 4 for HF-1 steel. 
In the case of Armco iron, note the remarkable overall improvement due to application 
of the Weibull probability law. Also note that the value of k for the Weibull coincides 
with the initial estimate. The shape parameter figure of 0.433 may have some physical 
significance, namely, that there is bound to be some end effect due to detonation of the 
test cylinder at one end. When CY < 1, the Weibull distribution has the same qualitative 
behavior as the exponential law ((~=l). A final point is that the exponential distribution 
appears to work marginally better than the Mott formula does. 
METAL CYLINDER 
Fig. 3. Schematic of exploding cylinder experiment. 
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Table 3. Comparison of formula effectiveness for Armco iron 
Formula type k 
Mott 0.005 
Generalized Mott 0.002 
Exponential 0.005 
Weibull 0.011 
A a 
0.00004 1 
0.0002 0.433 
Percent error per point 
19.7 
39.0 
18.2 
8.8 
Table 4. Comparison of formula effectiveness for HF-I steel 
Formula type k 
Mott 0.085 
Generalized Mott 0.023 
Exponential 0.1 
Weibull 0.0999972 
A u 
0.000056 1 
0.000033 0.999998 
Percent error per point 
15.6 
36.3 
52.5 
20.8 
In the case of HF-1 steel, the situation has turned around with the Mott formula doing 
best and the Weibull distribution taking second place. There appears to be a strong 
sensitivity, in particular, to the choice of A, since the Weibull distribution is quite close 
to the exponential. Observe that qualitative features are the same as in the previous case. 
The k value seems to be a little higher than the initial estimate. Detailed results for 
Armco iron are given in Fig. 4 and for HF-1 steel in Fig. 5. These are semilog plots of 
number of pieces of mass > M versus square root of mass. The Weibull curve is seen 
to match the Armco iron data more closely by weaving in and out of it, as it must do to 
X -TRUE VALUE 
O-MO-I-T PREDICTION 
0-WEIBULL PREDICTION 
10000 
5 10 15 20 25 30 35 40 
(MASS Mf’$, GRAIN+ 
Fig. 4. Fragment mass distribution for Armco iron cylinder. 
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X- TRUE VALUE 
o- MOTT PREDICTION 
D- WEIBULL PREDICTION 
I I I I I 
5 10 15 20 
h4ASS h+, GRAIN+ 
Fig. 5. Fragment mass distribution for HF-1 steel cylinder. 
replicate the inflectional characteristics. For the HF-1 steel, the Weibull still curves in 
and out of the essentially linear data. It does a reasonably good job overall, but does not 
do as well as the Mott plot. 
6. SUMMARY 
Our purpose has been to extend the work of Mott in order to fit the complexities of 
fragment size data at the lower and upper extremes. At times, when the semilog data are 
already almost linear throughout, the Mott formula may be adequate to describe the 
behavior. However, there are situations, as one of our numerical examples indicates, 
where a more sophisticated approach will allow us to capture certain data complexities 
which otherwise would not be appraisable. Computer execution time on a CDC 6500 
amounts to at most 11 to 12 C.P. set for a small size problem of the type considered. We 
have constructed formulas based on a fundamental statistical analysis of the physics 
involved in the breakup of a casing. The Mott formula is, in contrast, semiempirical in 
nature. Its use for two-dimensional breakup never seems to have been fully justified. 
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