Current recommendation methods are mainly classified into contentbased, collaborative filtering and hybrid methods. These methods are based on similarity measurements among items or users. In this paper, we investigate recommendation systems from a new perspective based on object typicality and propose a novel typicalitybased recommendation approach. Experiments show that our method outperforms compared methods on recommendation quality.
INTRODUCTION
As the development of Electronic Commerce and World Wide Web, recommendation system becomes more and more popular. The task of recommendation system is to estimate preference or ratings of a user on items that have not been seen by the user.
There has been a lot of works done both in industry and academia on the development of recommendation system in decades. Most of these works focus on developing new methods of recommending items to users, such as recommending movies to Web site visitors or recommending customers for books [1] . Current recommendation methods are usually classified into collaborative filtering (e.g., [10] [19]), content-based (e.g., [18] [16] ) and hybrid methods (e.g., [15] [3] [13] ) based on their recommendation mechanisms. These methods try to find out a user's favorite patterns and recommend items that are similar to the user's favor patterns; or find out a group of users who have similar favor patterns with the user and recommend items that other users in the same group like to the user. Although these recommendation methods are widely used in E-Commerce, Permission to make digital or hard copies of all or part of this work for personal or classroom use is granted without fee provided that copies are not made or distributed for profit or commercial advantage and that copies bear this notice and the full citation on the first page. To copy otherwise, to republish, to post on servers or to redistribute to lists, requires prior specific permission and/or a fee. CIKM '10 there is still a need of improving recommendation quality. People require recommendation systems to predict users' preferences or ratings as more accurately as possible. More preferences or ratings predicted by recommendation systems are as the same as the actual preferences or ratings given by users, the better the recommendation systems.
In cognitive psychology, psychologists find that objects (items) have different typicality degrees in concepts in real life [7] . For instance, a sparrow is more typical than a penguin in the concept 'bird'. People are more interested in typical objects in a concept than atypical ones [17] . For example, at most times, while a user retrieves the information about clothing, the information of pants and shirts is considered to be more relevant than that of belts and gloves. This is because pants and shirts are more typical than belts and gloves in people's mind [4] . The Measurement of typicality provides a mechanism to rank objects in a way that is closer to human thinking and feeling. For the reason that recommendation systems try to predict users' preferences on items, we consider that it is necessary and helpful to take how people thinking and feeling objects in concepts into consideration to improve the recommendation systems.
In this paper, we propose a novel typicality-based recommendation method. A distinct feature of the typicality-based recommendation method is that it predicts ratings based on user typicality and item typicality, which makes it differ from previous methods. We conduct experiments to validate the proposed method and compare it with previous methods. Experiments show that our method can improve the recommendation quality.
RELATED WORK

Prototype View and Object Typicality
According to the study of cognitive psychology, object typicality is different from object membership. the former is a measure of the goodness degrees of objects as exemplars in a concept [7] , and the later is a measure of degrees of objects belonging to a concept. Psychologists find that people generally are more interesting in typical objects than atypical ones in concepts [17] . In the prototype view [14] , a concept is represented by a best prototype or a property list which has all the salient properties of the objects that are classified to this concept. An object is considered more typical in a concept if it is more similar to the prototype of the concept. Vanpaemel et al. [23] propose a model which extends the prototype view with multiprototypes. Cai and Leung [6] [5] propose a method to measure object typicality in ontology.
Recommendation System
There has been many works on recommendation systems and most of these works focus on developing new methods of recommending items to users, e.g., works in [13] [24] . Currently, recommendation methods are mainly classified into collaborative filtering (CF), content-based (CB) and hybrid methods [1] .
Content-based Recommendation Systems. The inspiration of this kind recommendation methods comes from the fact that people had their subjective evaluations on some items in the past and will have the similar evaluations on other similar items in the future.
The descriptions of items are analyzed to identify interesting items for users in content-based recommendation systems. Based on items that a user has rated, a content-based recommender learns a profile of the user's interests or preferences. According to a user's interest profile, the items which is similar to the ones that the user preferred or rated high in the past will be recommended to the user. For content-based recommendation systems, it is important to learn the profiles of users. Various learning approaches have been applied to construct profiles of users. For example, Pazzani and Billsus [18] use naive Bayesian classifier to classify unrated Web pages as 'relevant' or 'irrelevant' for users. Mooney and Roy [16] adopt text categorization methods in LIBRA system to recommend books.
Collaborative Filtering Recommendation Systems. This kind recommendation methods predict the preferences of active users on items based on the preferences of other similar users or items. For the reason that collaborative filtering methods do not require wellstructured item descriptions, they are more often implemented than content-based methods [1] and many collaborative systems are developed in academia and industry. For example, GroupLens [10] , PHOAKS [22] and so on. There are two kinds of collaborative filtering methods which are user-based CF approach and item-based CF approach [1] .
The basic idea of user-based CF approach is to provide recommendations on an item for a user based on the opinions of other like-minded users on that item. The user-based CF approach first finds out a set of nearest 'neighbors' (similar users) for each user, and these neighbors share similar favorites or interests with the corresponding user. It tries to predict the favorites or rating of an unrated item for a particular user based on ratings given by the user's neighbors on the item. For example, Aggarwal et al. [2] present a graph-based technique in which nodes are users, and edges between nodes indicate users' similarity for collaborative filtering. Herlocker et al. [8] present an algorithmic framework for performing collaborative filtering and new algorithmic elements which can increase the accuracy of prediction algorithms. Sarwar et al. [19] discuss different techniques for measuring item similarity and obtaining recommendations for item-based CF.
Hybrid Recommendation Systems. Several recommendation systems (e.g., [15] and [20] ) use a hybrid approach by combining collaborative and content-based methods, which helps to avoid some limitations of content-based and collaborative systems. A naive hybrid approach is to implement collaborative and contentbased methods separately, and then combine their predictions by a combining function, such as a linear combination of ratings or a voting scheme or other metrics. Melville et al. [15] use a contentbased method to augment the rating matrix and then use a collaborative filtering method for recommendation. Fab [3] is a hybrid recommendation system combining the content-based and collaborative methods to exploit the advantages of the two approaches and avoid their shortcomings.
Some hybrid recommendation systems combine item-based CF and user-based CF. For example, Xue et al. [25] propose a clusterbased Pearson Correlation Coefficient method (SCBPCC). Wang et al. [24] use similarity fusion to unify user-based CF and itembased CF. Ma et al. [13] propose an effective missing data prediction (EMDP) for combining item-based CF and user-based CF. Recently, Li et al. [12] propose a transfer learning-based recommendation method by using cross-domain information.
TYPICALITY-BASED RECOMMENDATION
In current recommendation system, there are a set of users denoted by U , and a set of items denoted by O. Each item can be represented by some properties. For example, directors, actors and keywords are properties used to describe movies. We use an item property vector to represent an item. Definition 1. The item property vector − → p a of an item a is a vector of property:value pairs.
− → p a = (pa,1 :
where k is the number of properties of the item in the domain, and la,i is a real number between 0 and 1, which indicates the fuzzy degree to which item a possesses the property pa,i. That la,i = 0 means item a does not possess property pa,i at all and that la,i = 1 means a definitely possesses pa,i. For example, a laptop a is represented as following: − → p a = ('has intelCPU':1, ..., 'has wideScreen':0.8)
For all items, we can cluster them into several fuzzy clusters and each cluster is considered as a group of similar items or a kind of similar items. Items belong to each cluster to some degrees. For example, while we use content keywords as properties to describe movies, they can be clustered into Action movies, War movies and so on. Each movie belongs to each kind of movies to a degree. We name each cluster of similar objects as item group. Each item group is considered as a concept and items have different typicality degrees in item groups.
Definition 2. An item group denoted by ki is a fuzzy cluster of similar objects as following:
where m is the number of items, Ox is an item and wi,x is typicality degree of item Ox in the cluster ki.
Items are related to different item group to some degrees (have different typicality degrees in different item groups). For example, the movie 'Titanic' is more related to Romance movie and also a sad tragedy, but little related to a Action movie for the reason that there is just few action scenes in the movie.
According to [6] [17], each item group can be represented by a single prototype extracted from it. A prototype of a concept is an abstract representative of a group of similar instances and is represented by a property vector of the prototype. Such a representative is extracted from instances of the corresponding group of similar instances. 1 We define a prototype property vector to represent an item as follows.
Definition 3. The prototype property vector − → t k j of the prototype of item group kj is a vector of property:value pairs.
where m is the number of the properties of the prototype of concept (item group) kj, and r k j ,i is a real number between 0 and 1, which indicates the fuzzy degree to which the prototype of concept kj possesses the property p k j ,i . That r k j ,i = 0 means concept kj does not possess the property p k j ,i at all and that r k j ,i = 1 means kj definitely possesses p k j ,i . For users, they may have their specific favorites or interests on some kinds of items (i.e., item groups). For instance, Bob may be interesting in War movies and Action movies while his wife Amy likes Romance movies and their boy Tom likes Animation movies. For each item group ki, we can find a fuzzy set of users who like the corresponding item group and users like such a kind of items to some degrees. For example, Bob like War movies and Action movies to a higher degree and like Romance movies to a lower degree. We name such a fuzzy set of users corresponding to an item group ki as a user group for ki, and consider it as a fuzzy concept 'users who like the items in the particular item group ki' which is denoted by gi. Users have different typicality degrees in each gi.
Definition 4. An user group gi is a fuzzy set of users who like the corresponding item group ki as following:
where m is the number of users, Ux is a user and vi,x is typicality degree of user Ux in user group gi. There are four roles in our recommendation system, which are items, users, item groups and user groups. For each item, it has different typicality degrees in different item groups. Similarly, a user has different typicality degrees in different user groups. There is a corresponding user group gi for each item group ki, in which users like the items in ki.
According to studies in cognitive psychology, people will be more interested in typical objects than atypical ones in a concept. The principle and the main idea of recommending items to users based on object typicality in our method is as following: For all items, we can obtain several item groups based on some clustering methods; when recommending items to users, if an item Oi is a more typical object in an item group kx, and a user Uj is a more typical in the corresponding user group gx which is considered as a fuzzy concept of 'users who like the items in the particular item group kx', then we should recommend the item Oi to the user Uj with a higher recommendation score. Figure 1 shows the relations among items, item groups, users and user groups in our method. For example, 'Titanic' is a very typical Romance movie and Amy is a very typical person who like Romance movies, then we will recommend 'Titanic' to Amy with a very high recommendation score. Thus, the recommendation score of an item Oi for a user Uj depends on how typical Oi is in each item group and how typical Uj is in each user group. If Oi is typical in some item groups, and Uj is also typical in the corresponding user groups for the item groups in which Oi is typical, then the recommendation score of Oi for Uj will be high, and vice versa. The recommendation score of Oi for Uj is given by a function which is denoted by RS(
where O is the set of item typicality vectors and U is the set of user typicality vectors.
We present a RS function for calculating the recommendation score of item Oi for user Uj as following:
where n is the number of item groups (also the number of user groups), wx,i is the typicality degree of item Oi in item group kx and vx,j is the typicality degree of user Uj in user group gx which is corresponding to kx. Please refer to [6] for object typicality measurement.
EVALUATION
To evaluate our recommendation method, we use the MovieLens data set in the experiments, and this data set is widely used in previous papers such as [19] . MovieLens data set we used contains 100,000 ratings, assigned by 943 users on 1682 movies. Each user has rated at least 20 movies, and the ratings follow the 1(bad)-5(excellent) numerical scale. The sparsity level of the data set is 1 −
100,000 943×1682
, which is 0.9369. We extract keywords of movies from the Internet Movie Database (IMDB) 2 , and consider these keywords as the descriptions of movies. Each keyword is as a property of the movies.
To measure statistical accuracy we use the mean absolute error (MAE) metric defined as the average absolute difference between predicted ratings and actual ratings [1] . The MAE is computed by average the all summing of the absolute errors of the n corresponding ratings-prediction pairs, and formally it is as following:
where n is the number of rating-prediction pairs, fi is a true userspecified rating on an item and hi is the prediction for a user on an item given by the recommendation system. If the MAE is lower, it means that the recommendation method can predict users' ratings more accurately.
In our experiments, we use the Topic Model-based clustering [21] [9] to cluster the movies with keywords. Based on the clustering result, we can extract a prototype for each item group (i.e., movie cluster). The prototype of each cluster is a set of keywords which are used to describe such a kind of movies, and we use top 20 frequently used keywords in a movie cluster as the prototype to represent the movie cluster.
We adopt several classic recommendation methods which are content-based (CB) method with cosine similarity function, userbased collaborative filtering with Pearson Correlation Coefficient (UBCF), item-based collaborative filtering with Pearson Correlation Coefficient (IBCF), naive hybrid method, and a CF method with effective missing data prediction (EMDP) in [13] for the comparison. In our experiments, we divide the whole data set into two parts, one is training set and the other one is test set. We obtain the recommendation prediction based on training set and use test set to evaluate the accuracy of our recommendation method. Besides, we try to test the sensitivity of different scales of training set and test set on recommendation results. In [19] , a variable named training/test ratio denoted by x is introduced, which is used to determines what percentage of data is used as training and test sets. A value of x = 0.8 means 80% of data is used as training set and other 20% of data is used as test set. We randomly choose user-movie-rating tuples to form training and test sets for different training/test ratios. We conduct a 5-fold cross validation and take the average of the MAE. Figure 2 shows the comparison results of typicality-based recommendation method with baseline methods with different training/test ratios on MAE. According to figure 2, we can find that our typicality-based recommendation method outperforms all other five current methods in all training/test ratios on MAE. For example, for training/test ratio x = 0.9, the MAE of typicality-based method is 0.7529 while those of EMDP (the second best results when x = 0.9) is 0.8040; for x = 0.3, the MAE of typicalitybased method is 0.7774 while that of IBCF (the second best results when x = 0.3) is 0.8803. It clearly shows that typicality-based recommendation method has better recommendation quality than all compared methods.
CONCLUSION
In this paper, we investigate the recommendation system from a new perspective and present a novel recommendation method based on object typicality. A distinct feature of the typicality-based recommendation method is that it predicts ratings based on user typicality and item typicality. The higher typicality degrees of users and items in the corresponding user and item groups, the higher recommendation scores. To the best of our knowledge, it is the first work which applies typicality to handle recommendation problem. Evaluation experiments show that the typicality-based method outperforms previous recommendation methods on recommendation quality.
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