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ESTIMATES FOR MAXIMAL FUNCTIONS ASSOCIATED TO
HYPERSURFACES IN R3 WITH HEIGHT h < 2 : PART I
STEFAN BUSCHENHENKE, SPYRIDON DENDRINOS, ISROIL A. IKROMOV,
AND DETLEF MU¨LLER
Abstract. In this article, we continue the study of the problem of Lp-boundedness
of the maximal operatorM associated to averages along isotropic dilates of a given,
smooth hypersurface S of finite type in 3-dimensional Euclidean space. An essentially
complete answer to this problem had been given about seven years ago by the last
named two authors in joint work with M. Kempe [IKM10] for the case where the
height h of the given surface is at least two. In the present article, we turn to the
case h < 2. More precisely, in this Part I, we study the case where h < 2, assuming
that S is contained in a sufficiently small neighborhood of a given point x0 ∈ S at
which both principal curvatures of S vanish. Under these assumptions and a natural
transversality assumption, we show that, as in the case h ≥ 2, the critical Lebesgue
exponent for the boundedness of M remains to be pc = h, even though the proof of
this result turns out to require new methods, some of which are inspired by the more
recent work by the last named two authors on Fourier restriction to S. Results on the
case where h < 2 and exactly one principal curvature of S does not vanish at x0 will
appear elsewhere.
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1. Introduction
Let S be a smooth hypersurface in Rn and let ρ ∈ C∞0 (S) be a smooth non-negative
function with compact support. Consider the associated averaging operators At, t > 0,
given by
Atf(x) :=
∫
S
f(x− ty)ρ(y) dσ(y),
where dσ denotes the surface measure on S. The associated maximal operator is given
by
(1.1) Mf(x) := sup
t>0
|Atf(x)|, (x ∈ Rn).
We remark that by testing M on the characteristic function of the unit ball in Rn,
it is easy to see that a necessary condition for M to be bounded on Lp(Rn) is that
p > n/(n− 1), provided the transversality assumption 1.1 below is satisfied.
In 1976, E. M. Stein [S76] proved that, conversely, if S is the Euclidean unit sphere in
Rn, n ≥ 3, then the corresponding spherical maximal operator is bounded on Lp(Rn)
for every p > n/(n− 1). The analogous result in dimension n = 2 was later proven by
J. Bourgain [Bou85]. The key property of spheres which allows to prove such results
is the non-vanishing of the Gaussian curvature on spheres. These results became the
starting point for intensive studies of various classes of maximal operators associated
to subvarieties. Stein’s monography [S93] is an excellent reference to many of these
developments.
In the joint work [IKM10] of the last-named two authors with M. Kempe, maximal
functions M associated to smooth hypersurfaces of finite type in R3 had been studied
under the following transversality assumption on S.
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Assumption 1.1 (Transversality). The affine tangent plane x + TxS to S through x
does not pass through the origin in R3 for every x ∈ S. Equivalently, x /∈ TxS for every
x ∈ S, so that 0 /∈ S and x is transversal to S for every point x ∈ S.
Let us fix a point x0 ∈ S. We recall that the transversality assumption allows us to
find a linear change of coordinates in R3 so that in the new coordinates S can locally
be represented as the graph of a function φ, and that the norm of M when acting
on Lp(R3) is invariant under such a linear change of coordinates. More precisely, after
applying a suitable linear change of coordinates to R3 we may assume that x0 = (0, 0, 1),
and that within the neighborhood U, S is given as the graph
U ∩ S = {(x1, x2, 1 + φ(x1, x2)) : (x1, x2) ∈ Ω}
of a smooth function 1+φ defined on an open neighborhood Ω of 0 ∈ R2 and satisfying
the conditions
(1.2) φ(0, 0) = 0, ∇φ(0, 0) = 0.
The measure µ = ρdσ is then explicitly given by∫
f dµ =
∫
f(x, 1 + φ(x))η(x) dx,
with a smooth, non-negative bump function η ∈ C∞0 (Ω), and we may write for (y, y3) ∈
R2 × R
(1.3) Atf(y, y3) = f ∗ µt(y, y3) =
∫
R2
f(y − tx, y3 − t(1 + φ(x)))η(x) dx,
where µt denotes the norm preserving scaling of the measure µ given by
∫
f dµt =∫
f(tx, t(1 + φ(x))η(x) dx.
Recall also from [IKM10] that the height of S at the point x0 is defined by h(x0, S) :=
h(φ), where h(φ) is the height of φ in the sense of Varchenko (which can be computed
by means of Newton polyhedra attached to φ). The height is invariant under affine
linear changes of coordinates in the ambient space R3.
In [IKM10] the authors had given an essentially complete answer to the problem of
Lp-boundedness of M when h(x0, S) or p are greater or equal to 2. More precisely,
if h(x0, S) ≥ 2, and if the density ρ is supported in a sufficiently small neighborhood
of x0, then the condition p > h(x0, S) is sufficient for M to be Lp-bounded, and this
result is sharp (with the possible exception of the endpoint pc = h(x
0, S), when S is
non-analytic). For an alternative approach to some of these results based on ”damp-
ing” techniques, see also [Gr13]. Matters change dramatically when the transversality
assumption fails, as has been shown by E. Zimmermann in his doctoral thesis [Z5].
Zimmermann studied the case where the hypersurface passes through the origin and
proved, among other things, that for analytic S and supp ρ sufficiently small, the con-
dition p > 2 is always sufficient for the Lp- boundedness of M.
In the present article, we return to this problem and look at the case where h(x0, S) <
2. It then turns out that there is a big difference in the behaviour of the associated
4 S. BUSCHENHENKE, S. DENDRINOS, I. A. IKROMOV, AND D. MU¨LLER
maximal operator, depending on how many of the principal curvatures of S do vanish
at x0 (instances of this phenomenon have already been observed in articles by Nagel,
Seeger, Wainger [NSeW93], and Iosevich and Sawyer [ISa96], [ISa97], [ISaSe99]). The
case where both principal curvatures do not vanish at x0 is classical, and here the
condition p > 3/2 is necessary and sufficient for the Lp-boundedness of M, exactly as
in the case of the 2-sphere (see Greenleaf [Gl81]). Notice that in this case h(x0, S) =
1 < 3/2, so that, unlike the case where h(x0, S) ≥ 2, the height is not the controlling
quantity for the maximal operator. Indeed, as mentioned before, the condition p >
3/2 is seen to be necessary by testing M on characteristic functions of small balls,
whereas the notion of height is rather related to testing on characteristic functions of
the intersection of a ball with a very thin neighborhood of some hyperplane.
We shall here mainly consider the case where both principal curvatures of S do
vanish at x0, i.e., when D2φ(0, 0) = 0. In this case, it turns out that the height is still
the controlling quantity. More precisely, our main theorem states the following:
Theorem 1.2. Assume that S is a smooth, finite-type hypersurface in R3 satisfying
the transversality assumption 1.1, and let x0 ∈ S be a given point at which h(x0, S) < 2
and both principal curvatures of S do vanish.
Then there exists a neighborhood U ⊂ S of the point x0 such that for every non-
negative density ρ ∈ C∞0 (U) the associated maximal operator M is bounded on Lp(R3)
whenever p > h(x0, S).
The condition p > h(x0, S) is indeed also necessary, as the following result shows,
which does not require that both principal curvatures of S vanish at x0.
Theorem 1.3. Assume that the maximal operator M is Lp-bounded, and that S
satisfies the transversality assumption 1.1. Then, for every point x0 ∈ S at which
h(x0, S) < 2 and ρ(x0) 6= 0, we necessarily have p > h(x0, S).
Notice an interesting difference between the cases h(x0, S) ≥ 2 and h(x0, S) < 2 :
in the first case, studied in [IKM10], the necessity of the condition p > h(x0, S) when
ρ(x0) 6= 0 could be verified for analytic hypersurfaces, but not for all classes of smooth,
finite type hypersurfaces (where the endpoint p = h(x0, S) remained open in certain
situations). Indeed, problems with the Lp-boundedness of M at the endpoint p =
h(x0, S) may arise, e.g., for φ of the form φ(x1, x2) = x
2
2+ f(x1), where f is flat at the
origin (we refer to the examples in [IKM10], Remark 12.3). Note, however, that in this
example h(φ) = 2, and we shall see that such kind of situation can never arise when
h(x0, S) < 2.
The case where only one principal curvature of S vanishes, and the other one not
(which is the case of singularities of type An in the sense of Arnol’d - compare Theorem
3.1) turns out to be the most difficult one to analyze, and we shall return to this problem
in subsequent work. Indeed, it appears that in those situations where φ has a singularity
of type An, n ≥ 3, typically the optimal necessary conditions for Lp-boundedness ofM
rather seem to come from testing on characteristic functions of a very narrow tubular
neighborhood of some line segment in R3. Here, we shall only look at one instance
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of singularities of type An, namely when n = 2 (see Theorem 7.1), since results on
surfaces with A2 - type singularity turn out to be of great relevance also to the study
of D+4 -type singularities, which are included in Theorem 1.3.
Before turning to the proof of Theorem 1.2, let us first briefly recall some relevant no-
tation and results from [IKM10] (compare also the monograph [IM16]). These sources
should also be consulted for further details and references to the topic. Our analysis in
the present paper will indeed take advantage of several technics and results developed
in those articles.
2. Some background on Newton diagrams and adapted coordinates
We first recall some basic notions from [IM11a], which essentially go back to A.N. Var-
chenko [V76]. Let φ be a smooth real-valued function defined on an open neighborhood
Ω of the origin in R2 with φ(0, 0) = 0, ∇φ(0, 0) = 0. Consider the associated Taylor
series
φ(x1, x2) ∼
∞∑
α1,α2=0
cα1,α2x
α1
1 x
α2
2
of φ centered at the origin. The set
T (φ) := {(α1, α2) ∈ N2 : cα1,α2 =
1
α1!α2!
∂α11 ∂
α2
2 φ(0, 0) 6= 0}
will be called the Taylor support of φ at (0, 0).We shall always assume that the function
φ is of finite type at every point, i.e., that the associated graph S of φ is of finite type.
Since we are also assuming that φ(0, 0) = 0 and∇φ(0, 0) = 0, the finite type assumption
at the origin just means that
T (φ) 6= ∅.
The Newton polyhedron N (φ) of φ at the origin is defined to be the convex hull of the
union of all the quadrants (α1, α2) + R
2
+ in R
2, with (α1, α2) ∈ T (φ). The associated
Newton diagramNd(φ)N (φ) in the sense of Varchenko [V76] is the union of all compact
faces of the Newton polyhedron; here, by a face, we shall mean an edge or a vertex.
We shall use coordinates (t1, t2) for points in the plane containing the Newton poly-
hedron, in order to distinguish this plane from the (x1, x2) - plane.
The Newton distance in the sense of Varchenko, or shorter distance, d = d(φ) between
the Newton polyhedron and the origin is given by the coordinate d of the point (d, d)
at which the bi-sectrix t1 = t2 intersects the boundary of the Newton polyhedron.
The principal face pi(φ) of the Newton polyhedron of φ is the face of minimal dimen-
sion containing the point (d, d). We shall call the series
φpr (x1, x2) :=
∑
(α1,α2)∈pi(φ)
cα1,α2x
α1
1 x
α2
2
the principal part of φ. In case that pi(φ) is compact, φpr is a mixed homogeneous
polynomial; otherwise, we shall consider φpr as a formal power series.
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Note that the distance between the Newton polyhedron and the origin depends on
the chosen local coordinate system in which φ is expressed. By a local coordinate system
(at the origin) we shall mean a smooth coordinate system defined near the origin which
preserves 0. The height of the smooth function φ is defined by
h = h(φ) := sup{dy},
where the supremum is taken over all local coordinate systems y = (y1, y2) at the
origin, and where dy is the distance between the Newton polyhedron and the origin in
the coordinates y.
A given coordinate system x is said to be adapted to φ if h(φ) = dx. In [IM11a] we
proved that one can always find an adapted local coordinate system in two dimensions,
thus generalizing the fundamental work by Varchenko [V76] who worked in the setting
of real-analytic functions φ (see also [PSS99]).
Notice that if the principal face of the Newton polyhedron N (φ) is a compact edge,
then it lies on a unique principal line
L := {(t1, t2) ∈ R2 : κ1t1 + κ2t2 = 1},
with κ1, κ2 > 0. By permuting the coordinates x1 and x2, if necessary, we shall always
assume that κ1 ≤ κ2. The weight κ = (κ1, κ2) will be called the principal weight
associated to φ. It induces dilations δr(x1, x2) := (r
κ1x1, r
κ2x2), r > 0, on R
2, so
that the principal part φpr of φ is κ-homogeneous of degree one with respect to these
dilations, i.e., φpr (δr(x1, x2)) = rφpr (x1, x2) for every r > 0, and we find that
d =
1
κ1 + κ2
=
1
|κ| .
Notice that 1/|κ| ≤ h. It can then easily be shown (cf. Proposition 2.2 in [IM11a])
that φpr can be factorized as
(2.1) φpr (x1, x2) = cx
ν1
1 x
ν2
2
M∏
l=1
(xq2 − λlxp1)nl,
with M ≥ 1, distinct non-trivial “roots” λl ∈ C \ {0} of multiplicities nl ∈ N \ {0},
and trivial roots of multiplicities ν1, ν2 ∈ N at the coordinate axes. Here, p and q are
positive integers without common divisor, and κ2/κ1 = p/q.
More generally, assume that κ = (κ1, κ2) is any weight with 0 < κ1 ≤ κ2 such that
the line Lκ := {(t1, t2) ∈ R2 : κ1t1 + κ2t2 = 1} is a supporting line to the Newton
polyhedron N (φ) of φ (recall that a supporting line to a convex set K in the plane
is a line such that K is contained in one of the two closed half-planes into which the
line divides the plane and such that this line intersects the boundary of K). Then
Lκ∩N (φ) is a face of N (φ), i.e., either a compact edge or a vertex, and the κ-principal
part of φ
φκ(x1, x2) :=
∑
(α1,α2)∈Lκ
cα1,α2x
α1
1 x
α2
2
MAXIMAL FUNCTIONS ASSOCIATED TO HYPERSURFACES IN R3 7
is a non-trivial polynomial which is κ-homogeneous of degree 1 with respect to the
dilations associated to this weight as before, which can be factorized in a similar way
as in (2.1). By definition, we then have
φ(x1, x2) = φκ(x1, x2) + terms of higher κ-degree.
Adaptedness of a given coordinate system can be verified by means of the following
proposition (see [IM11a]):
If P is any given polynomial which is κ-homogeneous of degree one (such as P = φpr ),
then we denote by
(2.2) n(P ) := ord S1P
the maximal order of vanishing of P along the unit circle S1. Observe that by homo-
geneity, the Taylor support T (P ) of P is contained in the face Lκ∩N (P ) of N (P ).We
therefore define the homogeneous distance of P by dh(P ) := 1/(κ1 + κ2) = 1/|κ|. Notice
that (dh(P ), dh(P )) is just the point of intersection of the line Lκ with the bi-sectrix
t1 = t2, and that dh(P ) = d(P ) if and only if Lκ ∩ N (P ) intersects the bi-sectrix. We
remark that the height of P can then easily be computed by means of the formula
(2.3) h(P ) = max{n(P ), dh(P )}
(see Corollary 3.4 in [IM11a]). Moreover, in [IM11a] (Corollary 4.3 and Corollary 5.3),
we also proved the following characterization of adaptedness of a given coordinate
system:
Proposition 2.1. The coordinates x are adapted to φ if and only if one of the following
conditions is satisfied:
(a) The principal face pi(φ) of the Newton polyhedron is a compact edge, and n(φpr ) ≤
d(φ).
(b) pi(φ) is a vertex.
(c) pi(φ) is an unbounded edge.
We also note that in case (a) we have h(φ) = h(φpr ) = dh(φpr ). Moreover, it can be
shown that we are in case (a) whenever pi(φ) is a compact edge and κ2/κ1 /∈ N; in this
case we even have n(φpr ) < d(φ) (cf. [IM11a], Corollary 2.3).
3. Normal forms of φ under linear coordinate changes when h(φ) < 2,
and proof of Theorem 1.3
Our approach will be based on the description of normal forms of φ under linear co-
ordinate changes given by the next theorem. The designation of the type of singularity
that we list below corresponds to Arnol’d’s classification of singularities (cf. [AGV88]
and [Dui74]). However, Arnol’d’s normal forms are achieved by means of non-linear
coordinate changes, and since we shall be in need of very precise information on those
coordinate changes, we shall present normal forms which give such precise information
(“non-linear shears” will indeed always lead to adapted coordinates). Our normal forms
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will easily follow by expanding a bit on Proposition 2.11 in [IM16] in combination with
the proof of Corollary 7.4 in [IKM10].
Notice that in Theorem 1.2, we are dealing with Case 2 of the following theorem.
Theorem 3.1. Assume that h(φ) < 2, and that φ has a degenerate critical point at the
origin. Then, after applying a suitable linear change of coordinates, φ can be written
on a sufficiently small neighborhood of the origin in one of the following forms:
Case 1 (Type A). rankD2φ(0, 0) = 1.
(3.1) φ(x1, x2) = b(x1, x2)(x2 − ψ(x1))2 + b0(x1),
where b, b0 and ψ are smooth functions, and b(0, 0) 6= 0.
Moreover, either ψ is flat at 0, or ψ(x1) = cx
m
1 + O(x
m+1
1 ), with c 6= 0 and m ≥ 2,
and
b0(x1) = x
n
1β(x1), with β(0) 6= 0 and n ≥ 3. (singularity of type An−1)
The coordinates (x1, x2) are then adapted to φ if and only if n ≤ 2m, with the
understanding that m := ∞ if ψ is flat at the origin. If n ≤ 2m, then the principal
weight is given by κ := (1/n, 1/2), and we have
d(φ) = h(φ) =
2n
n+ 2
,
and if n > 2m, then the principal weight is given by κ := (1/(2m), 1/2), and Newton
distance and height are given by
d(φ) =
2m
m+ 1
, h(φ) =
2n
n+ 2
.
Case 2. rankD2φ(0, 0) = 0. Here, we distinguish two subcases.
(i) Type D. φ is still of the form (3.1), with smooth functions b, b0 and ψ as before,
but now with b(0, 0) = 0, and more precisely
(3.2) b(x1, x2) = x1b1(x1, x2) + x
2
2b2(x2),
where b1 and b2 are smooth functions, with b1(0, 0) 6= 0, and
b0(x1) = x
n
1β(x1), where β(0) 6= 0 and n ≥ 3. (singularity of type Dn+1)
Here, the coordinates (x1, x2) are adapted to φ if and only if n ≤ 2m + 1, with the
understanding that m :=∞ if ψ is flat at the origin. If n ≤ 2m+1, then the principal
weight is given by κ := (1/n, (n− 1)/(2n)), and Newton distance and height are given
by
d(φ) = h(φ) =
2n
n+ 1
,
and if n > 2m+1, then the principal weight is given by κ := (1/(2m+1), m/(2m+1)),
and Newton distance and height are given by
d(φ) =
2m+ 1
m+ 1
, h(φ) =
2n
n+ 1
.
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(ii) Type E. φ can be written as
φ(x) = φpr (x) + φr(x),
where the remainder φr(x) comprises all terms of κ-degree strictly bigger than 1, and
where we may assume that the principal part φpr of φ and the principal weight κ are
from the following list:
φpr (x1, x2) = x
3
2 ± x41, with κ := (1/4, 1/3), (singularity of type E6)
φpr (x1, x2) = x
3
2 + x
3
1x2, with κ := (2/9, 1/3), (singularity of type E7)
φpr (x1, x2) = x
3
2 + x
5
1, with κ := (1/5, 1/3). (singularity of type E8)
In all these cases, the coordinates (x1, x2) are adapted to φ. Moreover,
d(φ) = h(φ) =


12
7
for type E6,
9
5
for type E7,
15
8
for type E8.
Notice that in all cases the principal face of the Newton polyhedron of φ is a compact
edge, so that d = d(φ) = 1/|κ|.
Remark 3.2. Following [IM16], we shall call the function ψ (respectively its graph) in
(3.1) the principal root jet (compare [IM11a] for the general definition of this notion).
Notice that the coordinates (y1, y2) := (x1, x2−ψ(x1)) are adapted to φ for singularities
of type A or D, and that in these coordinates φ is of the form
(3.3) φa(y1, y2) = b
a(y1, y2)y
2
2 + b0(y1),
where the function ba(y1, y2) has the same properties as the one described for b(x1, x2).
Remark 3.3. For later purposes, let us observe that if φ is of type D4, then the
coordinates (x1, x2) are already adapted, and we may assume that the principal part
of φ is of the form
(3.4) φpr (x1, x2) = x1x
2
2 ± x31 = x1(x22 ± x21).
If φpr (x1, x2) = x1(x
2
2 + x
2
1), then we say that φ is of type D
+
4 , and if φpr (x1, x2) =
x1(x
2
2 − x21), then we call φ of type D−4 .
Proof. The statements in Case 1 follow immediately from the proof of Proposition
2.11 in [IM16]. Notice that if the function b0 were flat at the origin, then we would
have h(φ) = 2. Thus singularities of type A∞ are excluded here. Moreover, if we had
n = 2, then the origin would be a non-degenerate critical point of φ, contrary to our
assumption.
As for Case 2, following again the proof of Proposition 2.11 in [IM16], let us look
at the polynomial P3, which denotes the homogeneous part of degree 3 of the Taylor
polynomial of φ with respect to the origin. Let us also denote by n(P3) the maximal
multiplicity of real roots of P3.
If n(P3) = 2, then we can just follow the discussion in [IM16] in order to see that
φ is of type Dn+1, with n ≥ 3 (note that if n = 2, then we would be in Case 2). As
before, the type D∞ is excluded here, since in that case we would have h(φ) = 2.
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If n(P3) = 1, then we have shown in [IM16] that P3 must be of the form P3(x1, x2) =
x1(x2 − αx1)(x2 − βx1), where either α 6= β are both real, or α = β are non-real. It
is easy to see that this case can easily be reduced to the form described by (3.4) by
means of a linear change of coordinates.
Finally, if n(P3) = 3, then as in the proof of Proposition 2.11 in [IM16] we may
assume that P3(x1, x2) = x
3
2. But then the proof of Corollary 7.4 in [IKM10] shows
that φ is of type E6, E7 or E8.
The remaining statements are easily verified using Proposition 2.1. Q.E.D.
Given these normal forms for φ, it is now easy to prove the necessary condition
for Lp-boundedness of the maximal operator M in Theorem 1.3. Indeed, from our
normal forms one deduces that the principal face of the Newton polyhedron of φ, when
expressed as φa in adapted coordinates, is a compact edge (compare (3.3) in Remark
3.2 for singularities of type A and D). Then Theorem 1.3 is an immediate consequence
of Proposition 12.1 in [IKM10] in combination with a result by Iosevich and Sawyer
[ISa96], namely Theorem 1.5 in [IKM10].
In this paper, we shall mainly study maximal functions associated with Case 2
in Theorem 3.1 where D2φ(0, 0) = 0. However, as we shall see, the study of D+4 -
type singularity will also require the understanding of maximal functions associated to
surfaces with A2 - type singularities.
In the next section, we shall provide an auxiliary estimate for maximal functions
associated to families of hypersurfaces depending and some perturbation parameter σ
and some large translation parameter T (translations of the hypersurfaces in transversal
directions). The corresponding estimates will become useful in many situations.
4. Auxiliary estimates for maximal operators
4.1. An estimate for maximal operators depending on parameters. Let us
consider a smooth family Sσ,T of hypersurfaces in Rn+1 given as graphs
(4.1) Sσ,T := {(x, T + φ(x, σ)) : x ∈ U},
where φ = φ(x, σ) is a smooth, real-valued function defined on an open neighborhood
U ×V of a given point (x0, σ0) in Rn×Rm, and T is a large real translation parameter.
Denote furthermore by µσ,T the surface-carried measure on Sσ,T defined by∫
f dµσ,T :=
∫
f(x, T + φ(x, σ)) a(x, σ)dx,
where a(x, σ) is a nonnegative smooth function with compact support in U × V. For
t > 0 we denote by µσ,Tt the measure-preserving scaling of µ
σ,T given by∫
f dµσ,Tt =
∫
f
(
tx, t(T + φ(x, σ))
)
a(x, σ)dx,
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and consider the averaging operator
(4.2) Aσ,Tt f(y, yn+1) := f∗µσ,Tt (y, yn+1) =
∫
Rn
f
(
y−tx, yn+1−t(T+φ(x, σ))
)
a(x, σ)dx.
Define the associated maximal operator by
(4.3) Mσ,Tf(y, yn+1) := sup
t>0
|Aσ,Tt f(y, yn+1)|, (y, yn+1) ∈ Rn+1.
Proposition 4.1. Assume that the uniform estimate
(4.4)
∣∣∣∣
∫
ei(ξ·x+ξn+1φ(x,σ))η(x)dx
∣∣∣∣ ≤ C ‖η‖Cn+1(1 + |ξn+1|)γ , (ξ, ξn+1) ∈ Rn+1,
holds true for every Cn+1- function η with compact support in U, where C is independent
of η and σ, and that n/2 ≥ γ > 1/2. Then for every p > 1 + 1/(2γ) and |T | ≥ 1 the
maximal operator Mσ,T is bounded on Lp(Rn+1), with norm
‖Mσ,T‖p→p ≤ Cp|T |
1
p ,
where the constant Cp is independent of σ and T.
Proof. Since for the proof we can essentially follow a by now well-known pattern (see,
e.g., [S93], Ch. XI. 3), we shall only sketch the argument. Let us assume without loss
of generality that (x0, σ0) = (0, 0). Moreover, in order to facilitate the notation, we
shall drop superscripts σ, T and write µ for µσ,T , etc..
We choose smooth non-negative bump functions χ0 supported in [−1, 1] and χ1
supported in [−2,−1/2] ∪ [1/2, 2] such that
∞∑
l=0
χl(s) = 1 for all s ∈ R,
where χl(x) := χ1(2
1−lx) for l ≥ 1. Then we perform the inhomogeneous Littlewood-
Paley decomposition
µ =
∞∑
l=0
µl, where µ̂l(ξ, ξn+1) := χl(ξn+1)µˆ(ξ, ξn+1),
and denote by Ml the maximal operator associated to µl in place of µ, i.e., Mlf =
supt>0 |Altf |, with Altf(y, yn+1) := f ∗ µlt(y, yn+1).
We first estimate Ml on L2. By writing t = t′2−j with t′ ∈ [1, 2[ and j ∈ Z, it is
easily seen that
Mlf(y, yn+1) ≤
(∑
j∈Z
sup
t∈[1,2[
|Alt2−jf(y, yn+1)|2
)1/2
,
and since µ̂l(t2−j ·) is supported in the set where |ξn+1| ∼ 2l+j, we may replace f
on the right-hand side of this inequality by
∑2
k=−2∆l+j+kf, with ∆̂mf(ξ, ξn+1) :=
χm(ξn+1)fˆ(ξ, ξn+1). Since the functions ∆mf have almost disjoint Fourier supports, we
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easily see by means of Plancherel’s theorem that it suffices to prove an estimate for the
local maximal functions Mljf = sup1≤t<2 |Alt2−jf |, of the form
(4.5) ‖Mljf‖2 ≤ Cl‖f‖2, with Cl independent of j,
in order to derive a corresponding estimate ‖Mlf‖2 ≤ CCl‖f‖2. But, notice that for
l ≥ 1
µ̂l(t2−j(ξ, ξn+1)) = χ1(t2
−j−lξn+1)
∫
eit2
−j(ξ·x+ξn+1(T+φ(x,σ))a(x, σ) dx.
Our assumption (4.4) thus easily implies that, for 1 ≤ t < 2,
|µ̂l(t2−j(ξ, ξn+1))| ≤ C2−lγ,
|∂tµ̂l(t2−j(ξ, ξn+1))| ≤ C2−lγ2l|T |
(observe here that if |ξ|/|ξn+1| is sufficiently large, then iterated integrations by parts
lead to the stronger estimate
∣∣∫ ei(ξ·x+ξn+1φ(x,σ))ψ(x)dx∣∣ ≤ C ‖ψ‖Cn
(1+|ξ|)n
.) By means of a vari-
ant of the Sobolev embedding theorem (compare [S93], Ch. XI. 3.2) and Plancherel’s
theorem we then find that the norm ofMlj can be estimated by the geometric mean of
the two right-hand sides of these estimates, so that we may choose Cl = C2
−lγ2l/2|T |1/2
in (4.5). Consequently,
(4.6) ‖Ml‖2→2 ≤ C2l/22−lγ|T |1/2.
As for the estimation ofMl on L1, observe that, except for some Schwartz tail, µl is
essentially supported in a cuboid of dimensions comparable to 1×· · ·×1×|T |, and that
‖µl‖∞ ≤ C2l. This allows to dominate Mlf by C2l|T |MHL(|f |), where MHL denotes
the Hardy-Littlewood maximal operator. Therefore we have the weak-type estimate
(4.7) ‖Ml‖L1→L1,∞ ≤ C2l|T |.
From these two estimates (4.6) and (4.7) we obtain by means of Marcinkiewicz’ inter-
polation theorem (see, e.g., [G09]) that
‖Ml‖Lp→Lp ≤ Cp2l(
1
p
−2γ(1− 1
p
))|T |1/p.
Very similar arguments apply when l = 0. Thus, if p > 1+1/(2γ), these estimates sum
in l and we arrive at the desired estimate ‖M‖Lp→Lp ≤ Cp|T |1/p for this range of p’s.
Q.E.D.
4.2. A variation on Hardy-Littlewood’s maximal operator. The following re-
sult, which may also be of independent interest, will become relevant to our ”Airy-type”
analysis in Section 7.
If A is a bounded Lebesgue measurable subset of Rn, then we denote by MA the
corresponding maximal operator
MAf(x) := sup
t>0
∫
A
|f(x+ ty)| dy, f ∈ L1loc(Rn).
MAXIMAL FUNCTIONS ASSOCIATED TO HYPERSURFACES IN R3 13
In particular, if A = B1(0) is the Euclidean unit ball, thenMA is the Hardy-Littlewood
maximal operatorMHL.
Denote further by pi : Rn \ {0} → Sn−1 the spherical projection onto the unit sphere
Sn−1, given by pi(x) := x/|x|, and by |pi(A)| the n − 1-dimensional volume of this set
with respect to the surface measure on the sphere.
Proposition 4.2. Assume that A is an open subset of Rn contained in the annulus
R ≤ |x| < 2R, where R > 0. Then, for 1 < p ≤ ∞, we have that
(4.8) ‖MAf‖Lp→Lp ≤ CpRn|pi(A)|.
Moreover, if p = 1, then we have that ‖MAf‖L1→L1,∞ ≥ c1Rn|pi(A)|. Here, c1 > 0 and
Cp are positive constants which are independent of the set A.
Remarks: The estimate (4.8) gets only sharp as p→ 1. For example, if A = Sδ, δ > 0,
is the δ-neighborhood of the sphere Sn−1, then the boundedness of the spherical maxi-
mal operator on Lp for p > n/(n−1) implies that in this range of p’s, ‖MSδf‖Lp→Lp ≤
Cδ, whereas pi(Sδ) = S
n−1.
We do not know if for p = 1 a weak-type estimate of the form ‖MAf‖L1→L1,∞ ≤
C1|pi(A)| holds true. The argument that we shall use in the proof does not allow to
show this, since weak-type estimates only sum with a kind of logarithmic loss (cf.
[SW69])
Proof. Scaling by 1/R, we can easily reduce considerations to the case R = 1. By an
ε-tube (ε > 0) we shall mean in this proof any tube of length 6 and radius ε centered
at the origin. By a standard Whitney decomposition of the open subset pi(A) of the
sphere, we may find a sequence Tj of such tubes, where Tj is an εj-tube, such that the
Tj cover the set pi(A) with bounded overlap. We can do this even in such a way that
the Tj also cover the set A. Then
MAf(x) ≤
∑
j
MTjf(x).
Moreover, a simple scaling argument allows to compare the operators MTj with the
Hardy-Littlewood maximal operator, and we find that ‖MTjf‖Lp→Lp ≤ C ′p|Tj| =
C ′′p ε
n−1
j ≤ C ′′′p |Tj ∩ Sn−1|. This implies that ‖MAf‖Lp→Lp ≤ Cp|pi(A)|.
To prove an inverse estimate for p = 1, let ε > 0, and put f := χBε(0). Denote by Aε
the set of all points in A whose ε-neighborhood is also contained in A. Then, for every
point a ∈ Aε, we see thatMAf(x) ≥ Cεn on 1/8’th of the δ-tube passing through −a.
Therefore MAf(x) ≥ Cεn = C ′‖f‖1 on a set of measure ≥ c|pi(Aε)|, where c > 0 is
a fixed constant. This implies that ‖MAf‖L1→L1,∞ ≥ c1|pi(Aε)|, for every ε > 0. The
asserted inverse estimate for p = 1 follows, since |pi(Aε)| → |pi(A)| as ε→ 0. Q.E.D.
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5. Estimation of the maximal operator M in the presence of a linear
coordinate system which is adapted to φ
We begin the proof of Theorem 1.2 with the discussion of the cases where the coordi-
nates (x1, x2) in Theorem 3.1 are adapted to φ, which strongly facilitates the arguments.
Recall that in these cases
d =
1
|κ| = h.
Following the approach in Section 7 of [IKM10], given the principal weight κ, we first
perform a dyadic decomposition by means of the dilations δr(x1, x2) := (r
κ1x1, r
κ2x2),
r > 0, associated to κ. To this end, we choose a smooth non-negative function χ1
supported in the annulus A := {1 ≤ |x| ≤ R} satisfying
∞∑
k=k0
χ1(δ2kx) = 1 for 0 6= x ∈ Ω.
Notice that by choosing Ω small, we can choose k0 ∈ N as large as we need. We then
decompose the measure µ = ρdσ, which is explicitly given by∫
f dµ =
∫
f(x, 1 + φ(x))η(x) dx,
with a smooth, non-negative bump function η ∈ C∞0 (Ω), accordingly as
µ =
∞∑
k=k0
µ˜k,
with ∫
f dµ˜k =
∫
f(x, 1 + φ(x)) η(x)χ1(δ2kx)dx.
It will then suffice to derive suitable Lp-estimates for the maximal operators supt>0 |f ∗
(µ˜k)t|. Applying a straight-forward Lp-isometric re-scaling to them by means of the
dilations δ2−k , we may assume that these are of the form 2
−|κ|kMkf, where
Mkf(y, y3) := sup
t>0
|f ∗ (µk)t(y, y3)|
and ∫
f dµk :=
∫
f(x, 2k + φk(x)) η(δ2−kx)χ1(x)dx.
Here we have set
φk(x) := 2kφ(δ2−k(x)) = φpr (x) + 2
kφr(δ2−k(x)).
Notice that the perturbation term 2kφr(δ2−k(·)) is of order O(2−εk) for some ε > 0 in
any CM -norm. To express this fact, we shall in the sequel again use the short-hand
notation 2kφr(δ2−k(·)) = O(2−εk). To summarize, we shall then have
(5.1) ‖M‖Lp→Lp ≤
∞∑
k=k0
2−|κ|k‖Mk‖Lp→Lp.
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For the estimation ofMk we shall invoke Proposition 4.1, with T := 2k and σ := 2−k.
We then have to estimate oscillatory integrals of the form
J(ξ, ξ3) :=
∫
ei(ξ·x+ξ3φ
k(x))η(x)dx,
where η is smooth with compact support in the annulus A on which |x| ∼ 1. As in
the proof of Proposition 4.1 we may and shall assume that |ξ| . |ξ3|. This allows us to
re-write
J(ξ, ξ3) =
∫
ei|ξ3|φ(x,s,σ)η(x)dx,
where the complete phase in this oscillatory integral is of the form
φ(x, s, σ) = φ(x, σ) + s · x,
with s = ξ/|ξ3| ∈ R2 satisfying |s| . 1, and where φ(x, 0) = φpr (x).
Now assume that we can estimate J(ξ, ξ3) by
(5.2) |J(ξ, ξ3)| . ‖η‖C3
(1 + |ξ3|)γ
uniformly in σ, with some γ such that
(5.3) d ≥ 1 + 1/(2γ).
Then Proposition 4.1 implies that
(5.4) 2−|κ|k‖Mk‖Lp→Lp . 2−|κ|k(2k)
1
p = 2−(
1
d
− 1
p
)k,
provided p ≥ d, and if p > d, then the series in (5.1) converges and we see that
‖M‖Lp→Lp < ∞ whenever p > d. Thus, whenever we can verify (5.2) and (5.3), then
we obtain the desired estimate in Theorem 1.2.
We begin with singularities of type E.
The case E6. Here φpr (x1, x2) = x
3
2 ± x41 and κ := (1/4, 1/3), and we claim that
estimate (5.2) holds with γ = 3/4.
To this end, fix x0 in the support of η, s0 and σ0 := 0. We want to estimate the
contribution of a small neighborhood of x0 to the integral J(ξ, ξ3), uniformly for all
(s, σ) in a small neighborhood of (s0, 0). If the complete phase φ(x, s0, σ0) has no critical
point at x0, then integrations by parts lead to even stronger estimates than required
by (5.2). Let us therefore assume that x0 is a critical point. Since |x0| ∼ 1, at least
one of the two coordinates of x0 is of size 1. This shows that in order to estimate
the contribution of a small neighborhood of x0 to the integral J(ξ, ξ3), we may first
apply the method of stationary phase in one of the two variables of integration, and
subsequently van der Corput’s lemma of order either 2, 3 or 4 in the remaining variable,
leading to an estimate of order O(|ξ3|−1/2−1/4) for all (s, σ) sufficiently close to (s0, σ0),
in the worst case scenario. By means of a partition of unity argument, this leads to
(5.2), with γ = 3/4. Since here d = 12/7 > 5/3 = 1 + 1/(2γ), we are done.
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The case E8. Here, a very similar argument applies and we obtain the estimate
(5.2) with γ = 7/10. Since d = 15/8 > 12/7 = 1 + 1/(2γ), we are again done.
The case E7. In this case we have φpr = x
3
2 + x
3
1x2, and we claim that here the
estimate (5.2) holds with γ = 5/6.
Indeed, ∂22φpr (x
0) = 6x02 and ∂
2
1φpr (x
0) = 6x01x
0
2. Thus, if x
0
2 6= 0, and if we assume
again that x0 is a critical point of the complete phase, then near x0 we can again first
apply the method of stationary phase in x2 and then van der Corput’s lemma of order
3 in x1 and arrive at the desired estimate. And, if x
0
2 = 0, then x
0
1 6= 0, and one checks
that the Hessian determinant of φpr does not vanish at x
0. Thus we can apply the
method of stationary phase to a small neighborhood of x0 and find that for this we
may even choose γ = 1 in (5.2). So, in all cases, (5.2) holds true with γ = 5/6.
Since d = 9/5 > 8/5 = 1 + 1/(2γ), we are again done.
The case Dn+1(n ≥ 3). We next turn to singularities of type Dn+1, assuming that
the coordinates (x1, x2) are adapted to φ, i.e., that 3 ≤ n ≤ 2m + 1. The case where
n = 2m+ 1 is a bit more delicate, so let us first look at
a) The case n ≤ 2m. Assuming without loss of generality that b1(0, 0) = 1, then
under the condition n ≤ 2m the principal part of φ is given by
φpr (x1, x2) = x1x
2
2 + β(0)x
n
1 , with β(0) 6= 0.
We may then argue in a very similar way as in case E7 to see that here J(ξ, ξ3) can again
be estimated by (5.2) with γ = 5/6. Since for n ≥ 4 we have d = 2n/(n+1) ≥ 8/5, we
are done in the case n ≥ 4.
b) The case n = 2m + 1. We claim that in this case J(ξ, ξ3) can be estimated by
(5.2) with γ = 3/4.
In order to prove this, notice that we may assume without loss of generality that the
principal part of φ is of the form
φpr (x1, x2) = x1(x2 − cxm1 )2 + β(0)x2m+11 , with c, β(0) 6= 0.
In order to estimate J(ξ, ξ3), let us fix as before x
0, s0 and σ0 := 0 with |x0| ∼ 1 and
|s0| . 1. Assume also that x0 is the critical point of the phase function φ(x, s0, 0). Then
necessarily |s0| ∼ 1. Let us pass to new adapted coordinates (y1, y2) := (x1, x2 − cxm1 )
in the integral defining J(ξ, ξ3). In these coordinates, the complete phase for σ = 0 is
then given by φa(y1, y2, s
0, 0) := φ(y1, y2 + cy
m
1 , s
0, 0), i.e., by
φa(y1, y2, s
0, 0) = y1y
2
2 + β(0)y
2m+1
1 + s
0
1y1 + s
0
2cy
m
1 + s
0
2y2.
y0 will denote the critical point of this phase corresponding to x0. Obviously, we have
|y0| ∼ 1. We distinguish now two cases:
Case 1. y01 = 0. Then necessarily y
0
2 6= 0 and 0 = ∂2φa(y0, s02, 0) = s02. In this case
Hess(φa)(y0, s0, 0) = −4(y02)2 6= 0. So, y0 is a non-degenerate critical point and we
can use the method of stationary phase in two variables to obtain an estimate of order
O(|ξ3|−1) for J(ξ, ξ3), which is stronger than what we need.
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Case 2. y01 6= 0. Then, for given y1 6= 0 in a sufficiently small neighborhood of
the point y01, the critical point of the phase with respect to the variable y2 is given by
yc2(y1) := −s02/(2y1). Clearly it is non-degenerate. Applying the method of stationary
phase method in y2 we thus arrive at the new phase
φ1(y1) := φ
a(y1, y
c
2(y1), s
0, 0) = β(0)y2m+11 + s
0
1y1 + s
0
2cy
m
1 −
(s02)
2
4y1
.
Since the exponents of y1 in this phase are all different, namely 2m + 1, 1, m and −1
the equation
φ′1(y1) = 0
can have at most a root of multiplicity 3 at the point y01, and thus van der Cor-
put’s estimate (more precisely its variant given by Lemma 2.1 in [IM16]) implies that
the remaining one-dimensional integral in y1 admits a uniform estimation of order
O(|ξ3|−1/4). In conclusion, by first applying the method of stationary phase in y2, and
then this van der Corput type estimate in y1, we see that estimate (5.2) holds true,
with γ := 1/2 + 1/4 = 3/4. Since for n ≥ 4 we have d = 2m+1
m+1
≥ 5/3 = 1 + 1/(2γ), we
are done also in this case.
There remains the case n = 3, i.e., the case of D4 - type singularities. Notice that in
this case the coordinates (x1, x2) are always adapted, since n = 3 ≤ 5 ≤ 2m + 1. We
may assume that
φpr (x1, x2) = x1x
2
2 ± x31,
i.e., that we have a D+4 or a D
−
4 - type singularity (compare Remark 3.3). The case of
a D−4 - type singularity is easy, since in this case the Hessian determinant of φpr is given
by Hess(φpr )(x1, x2) = −12x21−4x22 6= 0 whenever x 6= 0. Thus, on the annulus D, there
are only non-degenerate critical points of φ, and therefore the method of stationary
phase implies that estimate (5.2) holds with γ = 1. Since here d = 3/2 = 1+1/(2γ),we
are again done.
There remains the D+4 case, in which the Hessian determinant Hess(φpr )(x1, x2) =
12x21 − 4x22 may vanish on the annulus. This case will require a more refined analysis,
which will be carried out in the last two sections Sections 7, 8.
Remark 5.1. If φ has a singularity of type An−1, with 3 ≤ n ≤ 2m, so that the
coordinates (x1, x2) are adapted to φ, then a similar argument would show that estimate
(5.2) holds with γ = 1/2 + 1/n = 1/d = 1/h. But then the condition (5.3) would just
mean that h ≥ 2, in contradiction to our assumption h < 2. This gives a first hint that
the treatment of type A singularities will require much finer methods.
6. Estimation of the maximal operator M when there is no linear
adapted coordinate system
Assuming that the coordinates (x1, x2) are not adapted to φ in Theorem 3.1 means
that we are dealing with singularities of type Dn+1, n ≥ 3, so that φ is of the form
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(3.1), with b(x1, x2) given by (3.2), i.e.,
(6.1) φ(x) := x1(b1(x1, x2) + x
2
2b2(x2))(x2 − xm1 ω(x1))2 + xn1β(x1),
where b1, b2, β are smooth functions with b1(0, 0) 6= 0, ω(0) 6= 0 and β(0) 6= 0. Note
also that n ≥ 2m+ 2 and m ≥ 2, so that in particular n ≥ 6 and hence
(6.2) h =
2n
n + 1
≥ 12
7
.
As in [IKM10], the main problems will here arise from a sufficiently narrow neigh-
borhood of the principal root jet, i.e., the curve x2 = ψ(x1) = x
m
1 ω(x1). More precisely,
consider the function φa(y1, y2) in (3.3) of Remark 3.2, which describes φ in the adapted
coordinates (y1, y2) = (x1, x2 − ψ(x1)). Then one easily sees that
φa(y) = y1(b
a
1(y1, y2) + y
2
2b
a
2(y2))y
2
2 + y
n
1β(y1),
where ba1(0, 0) = b1(0, 0) 6= 0 6= β(0), and therefore the principal part of φa is given by
(6.3) φapr (y1, y2) = y1b1(0, 0)y
2
2 + y
n
1β(0),
which is κa-homogeneous of degree one with respect to the weight
κa :=
(1
n
,
n− 1
2n
)
.
Notice also that
h(φ) =
1
|κa| and a := κ
a
2/κ
a
1 = (n− 1)/2 > m.
Following our approach from [IKM10], we therefore decompose the domain Ω into three
regions, an “exterior” region of the form
(6.4) Dext := {x ∈ Ω : |x2 − ψ(x1)| ≥ ε|xm1 |},
the “principal region” close to the principal root jet, which is of the form
(6.5) Dpr := {x ∈ Ω : |x2 − ψ(x1)| ≤ N |xa1|},
and a “transition region” of the form
(6.6) E := {x ∈ Ω : N |xa1| ≤ |x2 − ψ(x1)| ≤ ε|xm1 |},
where ε > 0 is a sufficiently small and N > 0 a sufficiently large parameter to be chosen
later.
Observe also that the regionDext is essentially invariant under the dilations δr, r ≪ 1,
associated to the weight κ, whereas the region Dpr , when expressed in the adapted
coordinates (y1, y2), is essentially invariant under the dilations δ
a
r , r ≪ 1, associated to
the weight κa, i.e., the dilations defined by δar (y1, y2) := (r
κa1y1, r
κa2y2).
For the localizations to such regions, here and in the sequel, it will be useful to
employ the following notation from [IKM10]: if At is the averaging operator from
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(1.3), and if χ is any integrable “cut-off” function defined on Ω, we shall denote by Aχt
the correspondingly localized averaging operator
Aχt f(y, y3) = f ∗ µχt (y, y3) =
∫
R2
f(y − tx, y3 − t(1 + φ(x)))η(x)χ(x) dx
corresponding to the measure µχ := (χ ⊗ 1)µ, and by Mχ the associated maximal
operator
Mχf(y, y3) := sup
t>0
|Aχt f(y, y3)|.
6.1. The contribution by the region away from the principal root jet. Here
we may essentially proceed as in Section 5, choosing again for κ the principal weight
κ := (1/(2m+ 1), m/(2m+ 1)).
In order to localize to an exterior region Dext in a smooth fashion, we fix a cut-off
function ρ ∈ C∞0 (R) supported in [−2, 2] and identically 1 on [−1, 1], and put
ρ1(x1, x2) := ρ
(x2 − ω(0)xm1
εxm1
)
, ε1 > 0.
Since ψ(x1) = ω(0)x
m
1 + o(|x1|m), we could as well have chosen ψ(x1) in place of the
leading term ω(0)xm1 of ψ(x1) in this definition, but the advantage of our choice is that
1−ρ1 becomes κ-homogeneous of degree zero. Clearly, 1−ρ1 is nevertheless supported
in a region of the form Dext.
Proposition 6.1. If p > d = d(φ), and if the neighborhood Ω of (0, 0) is chosen
sufficiently small, then the maximal operator M1−ρ1 is bounded on Lp.
Since h ≥ d, this result implies in particular the Lp-boundedness of M1−ρ1 when
p > h.
Proof. We can proceed exactly as in Section 5, with the measure µ replaced by µ1−ρ1 ;
for κ we still choose the principal weight. The re-scaled measures µk are then now
given by∫
f dµk :=
∫
f(x, 2k + φk(x)) η(δ2−kx)χ1(x)(1− ρ)
(x2 − ω(0)xm1
εxm1
)
dx,
and we have to estimate oscillatory integrals of the form
J(ξ, ξ3) :=
∫
ei(ξ·x+ξ3φ
k(x))η(x)(1− ρ)
(x2 − ω(0)xm1
εxm1
)
dx,
where η is smooth with compact support in the annulus A. Therefore the amplitude
in this oscillatory integral J(ξ, ξ3) is supported in the intersection of the annulus A,
on which |x| ∼ 1, and the region given by (6.4). This is exactly the kind of oscillatory
integral (whose phase has at worst an Airy type A2 singularity) that we had estimated
in our discussion of singularities of type D in Chapter 3 of [IM16] (compare pp. 53–54),
where we had shown that J(ξ, ξ3) = O((1 + |ξ3|)−5/6), uniformly in k for k sufficiently
large. This means that we may choose γ := 5/6 in (5.2).
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But, since m ≥ 2, we have d = (2m + 1)/(m + 1) ≥ 5/3 > 8/5 = 1 + 1/(2γ), and
thus we see that M is Lp-bounded whenever p > d. Q.E.D.
6.2. The contribution by the transition domain. In order to localize to the tran-
sition domain in a smooth fashion, we put
τ(x) := ρ
(x2 − ψ(x1)
εxm1
)
(1− ρ)
(x2 − ψ(x1)
Nxa1
)
.
Then clearly τ is supported in a region of the form E. By means of the change to the
adapted coordinates (y1, y2) = (x1, x2−ψ(x1)), we then see that the averaging operator
Aτt can be written as
Aτt f(z, z3) =
∫
R2
f
(
z1 − ty1, z2 − t(y2 + ψ(y1)), z3 − t(1 + φa(y))
)
τa(y) ηa(y) dy,
where
τa(y) = ρ
( y2
εym1
)
(1− ρ)
( y2
Nya1
)
,
and ηa is a smooth function supported in a sufficiently small neighborhood of the origin.
Proposition 6.2. If p > h = h(φ), and if the neighborhood Ω of (0, 0) is chosen
sufficiently small, then the maximal operator Mτ is bounded on Lp.
Proof. Following our approach from [IKM10], which had been inspired by Phong and
Stein’s article [PS97], we decompose the domain E (which is a domain of transition
between the homogeneities given be the weight κ and the weight κa) dyadically in each
coordinate separately, and then re-scale each of the bi-dyadic pieces obtained in this
way.
To this end, consider a dyadic partition of unity
∑∞
k=0 χk(s) = 1 on the interval
0 < s ≤ 1 with χ ∈ C∞0 (R) supported in the interval [1/2, 4], where χk(s) := χ(2ks),
and put
χj,k(x) := χj(x1)χk(x2), j, k ∈ N.
We then decompose Aτt into the operators
Aj,kt f(z) :=
∫
R2
f
(
z1 − ty1, z2 − t(y2 + ψ(y1)), z3 − t(1 + φa(y))
)
τa(y) ηa(y)χj,k(y) dy,
with associated maximal operators Mj,k.
Notice that by choosing the neighborhood Ω of the origin sufficiently small, we need
only consider sufficiently large j, k. Moreover, because of the localization imposed by
τa, it suffices to consider only pairs (j, k) satisfying
(6.7) mj +M ≤ k ≤ (n− 1)j
2
−M,
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where M can still be chosen sufficiently large, because we had the freedom to choose ε
sufficiently small and N sufficiently large. In particular, we have j ∼ k, and clearly
(6.8) ‖Mτ‖p→p ≤
∑
mj+M≤k≤ (n−1)j
2
−M
‖Mj,k‖p→p.
By re-scaling in the integral, we have
Aj,kt f(z) = 2
−j−k
∫
R2
f
(
z1 − t2−jy1, z2 − t(2−ky2 + 2−mjym1 ω(2−jy1)),
z3 − t(1 + φa(2−jy1, 2−ky2))
)
τ˜ j,k(y) η˜j,k(y)χ(y1)χ(y2) dy,
with
τ˜ j,k(y) := ρ
( y2
ε2k−mjym1
)
(1− ρ)
( y2
N2k−
(n−1)j
2 y
n−1
2
1
)
, η˜j,k(y) := ηa(2−jy1, 2
−ky2).
Notice that, by (6.7), all derivatives of τ˜ j,k are uniformly bounded in j, k.
The scaling operators
T j,kf(z) := 2
(m+2)j+2k
p f(2jz1, 2
mjz2, 2
j+2kz3)
then transform these operators into the averaging operators A˜j,kt := T
−j,−kAj,kt T
j,k, i.e.,
A˜j,kt f(z) = 2
−j−k
∫
R2
f
(
z1 − ty1, z2 − t(2mj−ky2 + ym1 ω(2−jy1)),
z3 − t(2j+2k + φ˜j,k(y))
)
τ˜ j,k(y) η˜j,k(y)χ(y1)χ(y2) dy,
where
φ˜j,k(y) := 2j+2kφa(2−jy1, 2
−ky2).
Notice that by (6.7) we then have
φ˜j,k(y) = b1(0, 0)y1y
2
2 +O(2
−j + 2−k + 2−M).
In order to simplify notation let us put
(6.9) φ(x, δ) := b(x, δ)x22 + δ3x
n
1β(δ1x1),
where
b(x, δ) := ba1(δ1x1, δ2x2)x1 + δ4x
2
2b
a
2(δ2x2).
Here δ := (δ0, . . . , δ4) is supposed to be very small, i.e., |δ| ≪ 1. Then for the special
values
(6.10) δ0 := 2
mj−k, δ1 := 2
−j, δ2 := 2
−k, δ3 := 2
2k−(n−1)j , δ4 := 2
j−2k,
we find that φ˜j,k(y) = φ(y, δ). Notice also that, due to the condition (6.7), for these
values of δ we have indeed |δ| ≪ 1.
From now on we shall then consider the phase as well as the corresponding averaging
operators as quantities depending on the non-negative small perturbation parameters
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δi of which the vector δ is composed, which are otherwise arbitrary. Moreover, we shall
denote the variable y again by x.
Let us also introduce an additional parameter T ≥ 0, which in our application to
the averaging operators A˜j,kt will become
T = 2j+2k.
Then, for these more general sets of parameters δ and T, we introduce the measure
νδ,T by putting∫
fdνδ,T :=
∫
f(x1, δ0x2 + x
m
1 ω(δ1x1), T + φ(x, δ))η(x, δ)χ1(x1)χ1(x2)dx,
where η(x, δ) := ηa(δ1x1, δ2x2), and set Aδ,Tf := f ∗ νδ,T . By Mδ,T we denote the
maximal operator corresponding to the averaging operators (Aδ,T )t.
Note that in the considered domain of integration |x1| ∼ 1, |x2| ∼ 1, and hence
also b(x, δ) ∼ 1, if we assume without loss of generality that b1(0, 0) = 1, and that
φ(x, 0) = x1x
2
2.
For the particular choice of δ given by (6.10) and T = 2j+2k, we then have A˜j,kt =
2−j−k(Aδ,T )t, so that
(6.11) ‖Mj,k‖p→p ≤ 2−j−k‖Mδ,T‖p→p.
It will thus suffice to estimate the maximal operator Mδ,T . Note, however, that in
view of (6.7), in our application, where δ is given by (6.10) and T = 2j+2k, we have
that
(6.12) T ≥ δ−20 , i.e., δ0 ≥ T−
1
2 .
We shall therefore assume that this relation between δ0 and T holds true also in the
subsequent study of the maximal operatorMδ,T , as well as that |δ| ≪ 1, for otherwise
general δ and T. Notice that that this does not effect our definition of νδ,T ′ for T
′ = 0.
To begin with, notice that the function φ(x, δ) is a small perturbation of the function
φ(x, 0) = x1x
2
2, so that in the limit as δ → 0 the limiting measure ν0 is supported in
the hypersurface given by all points (x1, ω(0)x
m
1 , T + x1x
2
2) with |x1| ∼ 1 ∼ |x2|.
Choosing y1 = x1 and y2 = x1x
2
2 as new coordinates for this hypersurface, we see
that it has exactly one non-vanishing principal curvature at every point, so that an
application of Proposition 4.1 (with γ = 1/2) would only allow to control the associated
maximal operator for p > 2.We therefore must apply a more refined analysis and shall
invoke ideas as well as notation from [IM16] (see, e.g., Section 4.1) based on additional
dyadic decompositions in every frequency variable. This analysis will allow us to take
advantage of the lower bound for δ0 given by (6.12).
To this end, we fix again suitable smooth cut-off functions χl ≥ 0 on R as in the proof
of Proposition 4.1 such that for l ≥ 1, χl(t) = χ1(21−lt) is supported where |t| ∼ 2l and
∞∑
l=0
χl(t) = 1 for all t ∈ R,
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and define for every multi-index l = (l1, l2, l3) ∈ N3 the cut-off function
χl(ξ) := χl1(ξ1)χl2(ξ2)χl3(ξ3).
In the sequel, we shall usually write λ = (λ1, λ2, λ3) in place of (2
l1−1, 2l2−1, 2l3−1), and
define accordingly the complex measures νλδ,T by
ν̂λδ,T (ξ) := χl(ξ)ν̂δ,T (ξ).
Notice that if li ≥ 1 for i = 1, 2, 3, then
ν̂λδ,T (ξ) = χ1
(
ξ1
λ1
)
χ1
(
ξ2
λ2
)
χ1
(
ξ3
λ3
)
ν̂δ,T (ξ),
and
(6.13) |ξi| ∼ λi on supp ν̂λδ,T .
We then find that, in the sense of distributions,
(6.14) νδ,T =
∑
λ
νλδ,T ,
where the summation
∑
λ will always mean summation over the set Λ of all dyadic λ
with λi ≥ 2−1 for i = 1, 2, 3. To simplify the subsequent discussion, we shall concentrate
on those measures νλδ,T for which none of its components λi equals 2
−1, i.e., li ≥ 1,
since the remaining cases where some li = 0 can be dealt with in the same way as the
corresponding cases where li ≥ 1 is small. By Mλδ,T we denote the maximal operator
corresponding to the convolution operators (Aλδ,T )tf := f ∗ (νλδ,T )t, t > 0.
The Fourier transform of νδ,T is explicitly given by
ν̂δ,T (ξ) =
∫
e−iΦ(x,δ,T,ξ)η(x, δ)χ1(x1)χ1(x2)dx,
with complete phase
Φ(x, δ, T, ξ) := ξ1x1 + ξ2(δ0x2 + x
m
1 ω(δ1x1)) + ξ3(T + φ(x, δ)).
The following lemma will be used frequently:
Lemma 6.3. (a) The maximal operator Mλδ,T is of weak-type (1, 1), with norm
bounded by
‖Mλδ,T‖L1→L1,∞ ≤ CT‖νλδ,0‖∞.
where the constant C is independent of δ and T.
(b) For 1 < p ≤ 2, the maximal operator Mλδ,T is bounded on Lp with norm con-
trolled by
‖Mλδ,T‖p→p ≤ CpT
2
p
−1(λ3T + λ1 + λ2)
1− 1
p‖νλδ,0‖
2
p
−1
∞ ‖ν̂λδ,0‖
2− 2
p
∞ .
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Proof. The proof follows the pattern of the proof of Proposition 4.1. Indeed, arguing in
the same way as in that proof and observing that still the measures νλδ,T are essentially
supported in a cuboid of dimensions comparable to 1 × 1 × T, we see that Mλδ,Tf is
dominated by CT‖νλδ,0‖∞MHL(|f |), which implies (a).
Moreover, using again Littlewood-Paley theory, we also easily see that
‖Mλδ,T‖2→2 ≤ Cp(λ3T + λ1 + λ2)
1
2‖ν̂λδ,0‖∞.
(b) follows then again by an application of Marcinkiewicz’s interpolation theorem.
Q.E.D.
In order to estimate ‖νλδ,0‖∞, we write
νλδ,0(x) = λ1λ2λ3
∫
χˇ1
(
λ1(x1 − y1)
)
χˇ1
(
λ2(x2 − δ0y2 − ym1 ω(δ1y1))
)
χˇ1
(
λ3(x3 − φ(y, δ))
)
η(y, δ)χ(y1)χ(y2) dy1dy2,(6.15)
where fˇ denotes the inverse Fourier transform of f. Observe that |∂y2φ(y, δ)| ∼ 1, so
that (y1, φ(y1, y2, δ)) can be used as coordinates in place of (y1, y2). We may therefore
change coordinates from (y1, y2) to (u1, u2) in this integral, where y1 = u1/λ1 and
φ(y, δ) = u2/λ3, which easily leads to the uniform estimate |νλδ (x)| ≤ Cλ2, with C
independent of x, δ and λ. Similarly, the change of coordinates y1 = u1/λ1 and y2 =
u2/(δ0λ2) leads to |νλδ (x)| ≤ Cλ3/δ0. Altogether, we arrive at the uniform estimate
(6.16) ‖νλδ,0‖∞ . min{λ2, λ3δ−10 }.
Recall also that φ(x, δ) = x1x
2
2 + O(δ), and that we are interested in exponents
2 > p > h ≥ 3/2.
We shall distinguish six cases depending on the relative sizes of λ1, λ2, λ3 and δ0, and
shall accordingly decompose the set Λ of our dyadic λ’s into subsets Ii, where Ii will
correspond to Case i. It will therefore be convenient to use the following notation: for
any given subset I ⊂ Λ, we let AIδ,T :=
∑
λ∈I A
λ
δ,T denote the contribution to Aδ,T by
the operators Aλδ,T with λ ∈ I, with associated maximal operator MIδ,T . Then clearly
‖MIδ,T‖p→p ≤
∑
λ∈I
‖Mλδ,T‖p→p,
and moreover we shall have
‖Mδ,T‖p→p ≤
6∑
i=1
‖MIiδ,T‖p→p.
For each of the maximal operatorsMIiδ,T we shall prove the following estimate:
(6.17) ‖MIiδ,T‖p→p . T
1
p .
This will then imply that ‖Mδ,T‖p→p . T
1
p = 2
j+2k
p , and combining this with (6.11)
we see that
‖Mj,k‖p→p . 2−j(1−
1
p
)2k(
2
p
−1).
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By (6.8) we then obtain the estimate
‖Mτ‖p→p .
∑
mj+M≤k≤
(n−1)j
2
−M
2−j(1−
1
p
)2k(
2
p
−1) =
∑
j≥0
2−j(
n+1
2
−n
p
) <∞,
since p > h = 2n/(n+ 1), which will conclude the proof of Proposition 6.2.
Case 1: λ3 & max{λ1, λ2}. Iterated integrations by parts in x1 then lead to the
estimate
‖ν̂λδ,0‖∞ . λ−N3 for every N ∈ N.
Moreover, by (6.16) we have ‖νλδ,0‖∞ . λ2. Observe also that λ3T is the dominant term
in λ3T + λ1 + λ2, and thus Lemma 6.3 implies
‖Mλδ,T‖p→p . T
1
pλ
2
p
−1
2 λ
−N
3
for every N ∈ N. This easily implies that
(6.18) ‖MI1δ,T‖p→p ≤
∑
λ3&max{λ1,λ2}
‖Mλδ,T‖p→p . T
1
p .
The constants in these estimate do not depend on δ.
Case 2: λ1 ≫ max{λ2, λ3}. Iterated integrations by parts in x1 here lead to the
estimate
‖ν̂λδ,0‖∞ . λ−N1 for every N ∈ N.
Moreover, by (6.16) we have ‖νλδ,0‖∞ . λ2. Observe also that λ3T + λ1 + λ2 . λ1T.
From here on we can proceed as in the previous case, with the roles of λ3 and λ1
interchanged, and in analogy with (6.18) arrive at
‖MI2δ,T‖p→p . T
1
p .
Case 3: λ2 ≫ max{λ1, λ3}. Then again iterated integrations by parts in x1 lead to
the estimate
‖ν̂λδ,0‖∞ . λ−N2 for every N ∈ N.
Also, by (6.16) we have ‖νλδ,0‖∞ . λ2, and moreover clearly λ3T +λ1+λ2 . λ2T. Thus
Lemma 6.3 implies
‖Mλδ,T‖p→p . T
1
pλ−N2
for every N ∈ N, so that
‖MI3δ,T‖p→p . T
1
p .
There remain those cases where λ1 ∼ λ2 ≫ λ3.
Case 4: λ1 ∼ λ2 and λ2δ0 ≪ λ3 ≪ λ2. Here, we may first integrate by parts in x2
N -times, and then either apply the method of stationary phase in x1 or again integrate
by parts in x1 (in case that there is no critical point) in order to see that
‖ν̂λδ,0‖∞ . λ−N3 λ
− 1
2
2 for every N ∈ N.
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Moreover, by (6.16) we have ‖νλδ,0‖∞ . λ2. Observe also that λ3T is the dominant term
in λ3T + λ1 + λ2, since, by (6.12),
λ3T ≫ λ2Tδ0 > λ2δ−10 ≫ λ2.
Therefore Lemma 6.3 implies
‖Mλδ,T‖p→p . T
1
pλ
−2+ 3
p
2 λ
−N
3
for every N ∈ N. Since p > 3/2, this shows that we can sum these estimates over the
λ ∈ I4 and obtain
‖MI4δ,T‖p→p . T
1
p .
Case 5: λ1 ∼ λ2 and λ3 ≪ λ2δ0. Arguing in the same way as in the previous case
we here find that
‖ν̂λδ,0‖∞ . (λ2δ0)−Nλ
− 1
2
2 for every N ∈ N.
Moreover, by (6.16) we have ‖νλδ,0‖∞ . λ3δ−10 . Therefore Lemma 6.3 implies that
‖Mλδ,T‖p→p . T
2
p
−1(λ3T + λ2)
1− 1
p (λ3δ
−1
0 )
2
p
−1((λ2δ0)
−Nλ
− 1
2
2 )
2− 2
p
for every N ∈ N. Since λ3T ≪ λ2Tδ0 and, as before, λ2Tδ0 ≫ λ2, we may control
λ3T + λ2 by λ2Tδ0, so that
‖Mλδ,T‖p→p . T
1
p δ
2− 3
p
0 λ
2
p
−1
3 (λ2δ0)
−N
for every N ∈ N. Summing first over all λ1 ∼ λ2, then all λ2 such that λ2δ0 ≫ λ3 and
finally over all λ3, we then find that
‖MI5δ,T‖p→p . T
1
p δ
2− 3
p
0 ≤ T
1
p ,
the last inequality being true since p > 3/2.
Case 6: λ1 ∼ λ2 and λ3 ∼ λ2δ0. In this case, there is possibly a (non-degenerate)
critical point xc2 = x
c
2(x1, δ, ξ) of the phase with respect to x2 in the region where
|x2| ∼ 1. In that case, we apply the method of stationary phase to the integration in
x2, which leads to an oscillatory integral in x1 whose phase is of the form
ξ1x1 + ξ2(δ0x
c
2 + x
m
1 ω(δ1x1)) + ξ3(x1(x
c
2)
2 +O(δ)).
But, since |ξ3| ≪ max{|ξ1|, |ξ2|} under our assumptions, the last term can be viewed
as a small error term, and thus we may apply van der Corput’s estimate of order 2 to
the remaining integral in x1 and altogether arrive at the estimate
‖ν̂λδ,0‖∞ . λ
− 1
2
3 λ
− 1
2
2 .
If there is no critical point with respect to x2, integrations by parts in x2 in place of an
application of the method of stationary phase lead to even better estimates. Moreover,
MAXIMAL FUNCTIONS ASSOCIATED TO HYPERSURFACES IN R3 27
by (6.16) we have ‖νλδ,0‖∞ . λ2, and as in Case 4 we have λ3T ≫ λ2. Therefore Lemma
6.3 implies that
‖Mλδ,T‖p→p . T
1
pλ
1− 1
p
3 λ
2
p
−1
2 (λ
− 1
2
3 λ
− 1
2
2 )
2− 2
p = T
1
pλ
3
p
−2
2 .
Since p > 3/2, we see that the sum over all indices λ ∈ I6 considered in this case is
finite, and we obtain
‖MI6δ,T‖p→p . T
1
p .
This finishes the proof of Proposition 6.2. Q.E.D.
6.3. The contribution by the region near the principal root jet. Finally, we
consider the contribution to the maximal operator M by the region
Dpr := {x ∈ Ω : |x2 − ψ(x1)| ≤ N |x1|a}
close to the principal root jet (N is a fixed positive number). We localize to a region
of this type by means of the cut-off function
ρ2(x) := ρ
(x2 − ψ(x1)
Nxa1
)
.
Proposition 6.4. If p > h = h(φ), and if the neighborhood Ω of (0, 0) is chosen
sufficiently small, the maximal operator Mρ2 is bounded on Lp.
In combination with Proposition 6.1 and 6.2 this will complete the proof of Theorem
1.2, with the exception of the case of D+4 - type singularities.
Proof. In the adapted coordinates (y1, y2) = (x1, x2 − ψ(x1)) the measure µρ2 can be
expressed as ∫
f dµ =
∫
f(y1, y2 + ψ(y1), 1 + φ
a(y))ρa(y)ηa(y) dy,
with ηa a smooth function with support in a sufficiently small neighborhood Ωa of the
origin as before, and
ρa(y) := ρ
( y2
Nya1
)
.
Notice that ρa is κa = (1/n, (n − 1)/(2n))-homogeneous of degree 0. Working now
in these adapted coordinates (y1, y2), we next proceed as in Section 5, only with the
weight κ replaced by κa, and dilations δr replaced by the κ
a-dilations δar from Section
6. Recall to this end from (6.3) that the principal part of φa, which is κa-homogeneous
of degree 1, is given by
φapr (y1, y2) = y1y
2
2 + y
n
1β(0),
if we assume again without loss of generality that b1(0, 0) = 1. We choose a smooth
bump-function χ1 supported in the annulus A such that
∞∑
k=k0
χ1(δ
a
2ky) = 1 for 0 6= y ∈ Ωa,
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and decompose
µ =
∞∑
k=k0
µ˜k,
with ∫
f dµ˜k :=
∫
f(y1, y2 + y
m
1 ω(y1), 1 + φ
a(y))ρa(y)ηa(y)χ1(δ
a
2ky) dy.
It will then suffice to derive suitable Lp-estimates for the maximal operators supt>0 |f ∗
(µ˜k)t|. Applying a straight-forward Lp-isometric re-scaling to them by means of the
dilations δa2−k , we may assume that these are of the form 2
−|κa|kMkf, where
Mkf(y, y3) := sup
t>0
|f ∗ (µk)t(y, y3)|
and∫
f dµk :=
∫
f
(
y1, 2
−(κa2−mκ
a
1)ky2+y
m
1 ω(2
−κa1ky1), 2
k+φk(y)
)
ρ
( y2
Nya1
)
ηa(δa2−ky)χ1(y) dy.
Here we have set φk(y) := 2kφa(δa2−k(y)). Then clearly
φk(y) = φapr (y) +O(2
−εk) = y1y
2
2 + y
n
1β(0) +O(2
−εk)
for some ε > 0. Notice also that |y1| ∼ 1 and |y2| . 1 on the support of µk.
Similarly as in Section 5, the following analogue of estimate (5.1) holds true:
(6.19) ‖Mρ2‖Lp→Lp ≤
∞∑
k=k0
2−|κ
a|k‖Mk‖Lp→Lp.
In order to simplify notation we shall here write
(6.20) δ0 := 2
−(κa2−mκ
a
1)k, δ1 := 2
−κa1k, δ2 := 2
−κa2k, δ3 := 2
− k
2n and T := 2k,
and put δ := (δ0, δ1, δ2, δ3). Recall that a = κ
a
2/κ
a
1 > m, so that |δ| ≪ 1.
Observe that as in the previous subsection the relation (6.12) is valid, i.e.,
T ≥ δ−20 ,
since 2κa2 = (n− 1)/n < 1, so that δ−20 ≤ 22κa2k ≤ 2k = T.
We shall from now on consider the phase as well as the corresponding averaging
operators as quantities depending on the non-negative perturbation parameters δi of
which the vector δ is composed (the phase φk(y) will indeed be viewed as a function
φ(y, δ) depending only on y and the “dummy” parameter δ3.) These are assumed to
be sufficiently small. Accordingly, we shall re-write the measure µk as νδ,T , where νδ,T
is of the form∫
f dνδ,T :=
∫
f
(
y1, δ0y2 + y
m
1 ω(δ1y1), T + φ(y, δ)
)
η(y, δ)χ0(y2)χ1(y1) dy,
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where φ(y, δ) and η(y, δ) are smooth functions in y and δ, and where χ0 is smooth
and supported in a compact neighborhood of 0, whereas as before χ1(y1) is supported
where |y1| ∼ 1. Moreover,
φ(y, 0) = y1y
2
2 + y
n
1β(0).
As in the previous Subsection 6.2, the corresponding averaging operator will be denoted
by Aδ,T , with corresponding maximal operatorMδ,T . Then, in analogy with (6.11), we
have
‖Mk‖p→p ≤ ‖Mδ,T‖p→p,
if δ and T are given by (6.20). We shall prove the following uniform estimate
(6.21) ‖Mδ,T‖p→p . T
1
p ,
provided that p > 12/7. In combination with (6.19) this will imply that
(6.22) ‖Mρ2‖Lp→Lp .
∞∑
k=k0
2−|κ
a|k2
k
p <∞,
if p > h = 1/|κa| and hence conclude the proof of Proposition 6.4.
For the proof of (6.21) we follow our approach from the previous subsection. Using
also the same notation that we had introduced therein, we perform an additional dyadic
frequency decomposition by putting
ν̂λδ,T (ξ) = χ1
(
ξ1
λ1
)
χ1
(
ξ2
λ2
)
χ1
(
ξ3
λ3
)
ν̂δ,T (ξ),
where
ν̂δ,T (ξ) =
∫
e−iΦ(y,δ,T,ξ)η(y, δ)χ0(y2)χ1(y1) dy,
with complete phase
Φ(y, δ, T, ξ) := ξ1y1 + ξ2(δ0y2 + y
m
1 ω(δ1y1)) + ξ3(T + φ(y, δ))
= ξ1y1 + ξ2(δ0y2 + y
m
1 ω(δ1y1)) + ξ3(T + y1y
2
2 + y
n
1β(0) +O(δ)).(6.23)
Notice, however, that in contrast to the previous subsection, in this integral we have
|y1| ∼ 1 and |y2| . 1.
By Mλδ,T , we denote the maximal operator defined by the dilates of νλδ,T .
In analogy with (6.15), we have
|νλδ,0(x)| ≤ λ1λ2λ3
∫ ∣∣χˇ1(λ1(x1 − y1)) χˇ1(λ2(x2 − δ0y2 − ym1 ω(δ1y1)))
χˇ1
(
λ3(x3 − φ(y, δ))
)
η(y, δ)χ0(y2)χ1(y1)
∣∣∣ dy1dy2.
We can estimate this by means of the same type of arguments that we used in [IM16].
Indeed, for y1 fixed, we can first make use of the localization given by the third factor
30 S. BUSCHENHENKE, S. DENDRINOS, I. A. IKROMOV, AND D. MU¨LLER
in this integral and apply the van der Corput-type Lemma 2.1 (b) of order N = 2 in
[IM16] to see that ∫
|χˇ1
(
λ3(x3 − φ(y, δ))
)| dy2 . λ− 123 ,
uniformly in y1, x and δ. Subsequently we may estimate the remaining integral in y1
by performing the change of variables y1 7→ y1/λ1, which gains another factor λ−11 .
Altogether, this leads to the uniform estimate
(6.24) ‖νλδ,0‖∞ . λ2λ
1
2
3 .
Again we may and shall apply Lemma 6.3 and proceed by distinguishing here five
cases, assuming always that p > 12/7.
Case 1: λ3 & max{λ1, λ2}. For δ = 0 and T = 0 the complete phase is given by
Φ(y, 0, 0, ξ) := ξ1y1 + ξ2y
m
1 ω(0) + ξ3(y1y
2
2 + y
n
1β(0)).
We may here argue in a similar way as in Case 6 of the previous subsection. The
complete phase has a non-degenerate critical point yc2 = 0 at the origin, so that we
can apply the method of stationary phase to the integration in y2. This leads to an
oscillatory integral in y1 whose phase is given by
ξ1y1 + ξ2y
m
1 ω(0) + ξ3y
n
1β(0).
To the remaining oscillatory integral in y1 we may thus apply the version of Corput’s
estimate from Lemma 2.1 (a) in [IM16], of order N = 3, and altogether arrive at the
estimate
‖ν̂λδ,0‖∞ . λ
− 1
2
3 λ
− 1
3
3 = λ
− 5
6
3
for δ = 0. The argument is stable under small perturbations, and thus this estimate
remains valid for sufficiently small δ. In combination with (6.24) we may then conclude
by means of Lemma 6.3 that
‖Mλδ,T‖p→p . T
1
pλ
1− 1
p
3 (λ2λ
1
2
3 )
2
p
−1λ
− 5
6
(2− 2
p
)
3 .
Thus ∑
λ1,λ2.λ3
‖Mλδ,T‖p→p . T
1
p (log λ3)λ
11
3p
− 13
6
3 .
We can sum the last inequality in λ3 provided p > 22/13. In particular, since p >
12/7 > 22/13, we find that the sum over all indices λ ∈ I1 considered in this case is
finite, and we obtain
‖MI1δ,T‖p→p . T
1
p .
Case 2: λ1 ≫ max{λ2, λ3}. This case can be handled exactly as the corresponding
case in the previous subsection by means of iterated integrations by parts in y1, and
we easily get for p > 12/7
‖MI2δ,T‖p→p . T
1
p .
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Case 3: λ2 ≫ max{λ1, λ3}. Also this case can be handled exactly as the corre-
sponding case in the previous subsection, and we get for p > 12/7
‖MI3δ,T‖p→p . T
1
p .
Case 4: λ1 ∼ λ2 and λ2δ0 . λ3 ≪ λ2. In this case we have non-degenerate critical
points in y2 and y1 as well. More precisely, applying first the method of stationary
phase to the integration in y2, and subsequently to the y1-integration, we find that
‖ν̂λδ,0‖∞ . λ
− 1
2
1 λ
− 1
2
3 .
As in Case 4 of the previous subsection, λ3T is the dominant term in λ3T + λ1 + λ2,
and therefore Lemma 6.3 implies that
‖Mλδ,T‖p→p . T
1
pλ
1− 1
p
3 (λ2λ
1
2
3 )
( 2
p
−1)(λ
− 1
2
2 λ
− 1
2
3 )
(2− 2
p
) = T
1
pλ
1
p
− 1
2
3 λ
3
p
−2
2 .
Since the exponent of λ3 in this estimate is a positive real number, we can sum over
all λ3 ≪ λ2 and obtain ∑
{λ1,λ3:λ1∼λ2,λ3≪λ2}
‖Mλδ,T‖p→p . T
1
pλ
4
p
− 5
2
2 .
The expression on the right-hand side can be summed over all λ2 provided p > 8/5.
Since 12/7 > 8/5, we conclude that for p > 12/7 we have
‖MI4δ,T‖p→p . T
1
p .
Case 5: λ1 ∼ λ2 and λ3 ≪ λ2δ0. Arguing in the same way as in the corresponding
Case 5 of the previous subsection, we find that
‖ν̂λδ,0‖∞ . (λ2δ0)−Nλ
− 1
2
2 for every N ∈ N.
Therefore Lemma 6.3 implies that
‖Mλδ,T‖p→p . T
2
p
−1(λ3T + λ2)
1− 1
p (λ2λ
1
2
3 )
2
p
−1((λ2δ0)
−Nλ
− 1
2
2 )
2− 2
p
for every N ∈ N. As before, we may control λ3T + λ2 by λ2Tδ0, so that
‖Mλδ,T‖p→p . T
1
p δ
2− 3
p
0 λ
1
p
− 1
2
3 (λ2δ0)
−N
for every N ∈ N. Summing first over all λ1 ∼ λ2, then all λ2 such that λ2δ0 ≫ λ3 and
finally over all λ3, we then find that
‖MI5δ,T‖p→p . T
1
p δ
2− 3
p
0 ≤ T
1
p ,
the last inequality being true if p > 3/2, hence in particular for p > 12/7. Q.E.D.
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What remains is the study if D+4 - type singularities. As it turns out, this will indeed
require an understanding also of maximal functions associated to surfaces with A2 -
type singularities, where exactly one of the principal curvatures of φ does not vanish
at the origin. This (deeper) study will be carried out in the next section.
7. Maximal operators associated to families of surfaces with A2 - type
singularities depending on small parameters
Consider a smooth family of real-valued functions (x1, x2) 7→ φ(x1, x2, σ) defined on a
given open neighborhood U of the origin in R2 and depending smoothly on parameters
σ from a given open neighborhood V of the origin in Rl, such that
(7.1) φ(x1, x2, 0) = a2x
2
2 + a3x
3
1 + φr(x1, x2),
where a2, a3 are non-zero real numbers and φr(x1, x2) is a smooth function whose
Newton polyhedron satisfies N (φr) ⊂ {t1/3 + t2/2 > 1} (so that a2x22 + a3x31 is the
principal part of φ when σ = 0).
The goal for this section will be to prove the following
Theorem 7.1. Denote by MσT the maximal operator
(7.2) MσTf(y, y3) := sup
t>0
∣∣∣ ∫
R2
f(y − tx, y3 − t(T + φ(x, σ)))η(x, σ) dx
∣∣∣,
where T ≥ 1, and where η is a smooth, non-negative function supported in U×V. Then,
if we assume that the support of η is contained in a sufficiently small neighborhood of
the origin, the maximal operators MσT are uniformly bounded on Lp(R3) in σ, for any
given p > 3/2, with norm
‖MσT‖p→p ≤ Cδ,pT
1
p
+δ,
for every given δ > 0.
Remark 7.2. As our proof will show, the same result holds true even if U is a small
neighborhood of any point of distance . 1 to the origin and T ≫ 1 sufficiently large.
This will become important to our application of the theorem in the last Section 8.
Our proof will rely on the following result on normal forms, which is a parameter
dependent version of the analogous result for singularities of type A2 in Proposition
2.11 of [IM16]:
Lemma 7.3. Assume that φr ≡ 0 in (7.1). By restricting ourselves to sufficiently
small open neighborhoods U of (0, 0) in R2 and V of the origin in the parameter space
Rl, we can find affine-linear coordinates depending smoothly on σ so that, in these new
coordinates, the function φ(x1, x2, σ) can be written in the form
(7.3) φ(x1, x2, σ) = b(x1, x2, σ)(x2 − xm1 ω(x1, σ))2 + x31β(x1, σ) + β1(σ)x1 + β0(σ),
where b, β, β0, β1 and ω are smooth functions and m ≥ 2 is a positive integer, such that
the following hold true:
(7.4) b(x1, x2, 0) = a2 6= 0, β(x1, 0) = a3 6= 0, β0(0) = β1(0) = 0, and ω(x1, 0) = 0.
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Proof. Following the proof of Proposition 2.11 in [IM16], we consider the equation
(7.5) ∂2φ(x1, x2, σ) = 0.
Since ∂22φ(0, 0, 0) 6= 0, the implicit function theorem shows that locally near (0, 0, 0),
this equation has a unique, smooth solution x2 = ψ(x1, σ) with ψ(0, 0) = 0. In fact,
since φr ≡ 0, we even have ψ(x1, 0) = 0. A Taylor series expansion of the function
φ(x1, x2, σ) with respect to the variable x2 around ψ(x1, σ) then reveals that
(7.6) φ(x1, x2, σ) = b(x1, x2, σ)(x2 − ψ(x1, σ))2 + b0(x1, σ),
where b, b0 are smooth functions satisfying the conditions b(x1, x2, 0) = a2 6= 0 and
b0(0, 0) = ∂1b0(0, 0) = ∂
2
1b0(0, 0) = 0 and ∂
3
1b0(x1, 0) = 6a3 6= 0.
Again by the implicit function theorem, we then see that the equation ∂21b0(x1, σ) = 0
locally near σ = 0 has a smooth solution x1 = x1(σ) with x1(0) = 0. Applying next
the change of coordinates x1 7→ x1 + x1(σ), we thus see that we may assume that φ is
of the form
φ(x1, x2, σ) = b(x1+x1(σ), x2, σ)(x2−ψ(x1+x1(σ), σ))2+x31β(x1, σ)+β1(σ)x1+β0(σ),
with smooth functions β, β1, β0 satisfying β(x1, 0) = a3 6= 0, β1(0) = 0, β0(0) = 0.
By means of a Taylor series expansion, we also see that we can write
ψ(x1 + x1(σ), σ) = ψ(x1(σ), σ) + ∂1ψ(x1(σ), σ)x1 + x
m
1 ω(x1, σ),
where ω is a smooth function and m ≥ 2 is a positive integer. Observe that if all
derivatives of ψ(x1 + x1(σ), σ) with respect to x1 vanish at the origin, we may choose
m as large as we wish. Notice also that since ψ(x1, 0) = 0, we have that ω(x1, 0) = 0.
Finally, after applying the affine change of variables
(x1, x2 − ψ(x1(σ), σ)− ∂1ψ(x1(σ), σ)x1) 7→ (x1, x2),
we arrive at the conclusion of the lemma. Q.E.D.
Proof of Theorem 7.1. By passing from the phase φ(x, σ) to φ˜(x, σ) := φ(x, σ) −
φ(0, σ)−∇φ(0, σ)·x and applying a suitable linear change of coordinates to the ambient
space R3, it is easily seen that we may assume without loss of generality that φ(0, σ) = 0
and ∇φ(0, σ) = (0, 0).
As a next step, notice that the proof can be reduced to the case φr ≡ 0 considered
in Lemma 7.3, by adding further parameters to σ.
Indeed, observe that we may write
φ(x1, x2, σ) = α2(σ)x
2
2 + α3(σ)x
3
1 + φr(x, σ) + β1(σ)x
2
1 + β2(σ)x1x2,
where α2(σ), α3(σ), β1(σ) and β2(σ) are smooth functions of σ such that α2(0) =
a2, α3(0) = a3 and β1(0) = β2(0) = 0, and where φr(x1, x2, σ) is smooth such that
N (φr) ⊂ {t1/3 + t2/2 > 1}, for every σ.
Thus, if we put φ(s)(x1, x2, σ) :=
1
s
φ(s1/3x1, s
1/2x2, σ), s > 0, then
φ(s)(x1, x2, σ) = α2(σ)x
2
2 + α3(σ)x
3
1 + s
1
6φr(x, σ, s
1
6 ) +
β1(σ)
s
1
3
x21 +
β2(σ)
s
1
6
x1x2,
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where also the new function φr is a smooth function of its arguments. Let us therefore
view s1 = s
1/6, s2 = β1(σ)/s
1/3 and s3 = β2(σ)/s
1/6 as new, small parameters and
define a new parameter vector σ˜ := (s1, s2, s3, σ). This allows to write
φ(s)(x1, x2, σ) = α2(σ)x
2
2 + α3(σ)x
3
1 + s1φr(x, σ, s1) + s2x
2
1 + s3x1x2 =: φ˜(x1, x2, σ˜).
Notice here that if we first choose s sufficiently small (the size of s will determine how
much we have shrunk the support of the amplitude η), and then σ sufficiently small
(depending on our chosen s), then we may indeed also assume that the new parameters
are sufficiently small. This allows us to consider the components of σ˜ as independent,
small parameters.
But then, φ˜(x1, x2, 0) = a2x
2
2+a3x
3
1, so that indeed φ˜r ≡ 0. Moreover, our discussion
shows that it clearly suffices to prove the theorem for the phase φ˜ in place of φ and σ˜
sufficiently small.
Thus, let us henceforth assume that φr ≡ 0, so that Lemma 7.3 applies. Due to
this lemma, after applying a suitable linear change of variables (depending possibly on
σ) to the ambient space R3, we may assume that the maximal operator MσT is of the
following form:
(7.7)
MσTf(y, y3) := sup
t>0
∣∣∣∣
∫
f(y − t(x+ α(σ)), y3 − t(T + E(σ) + φ(x, σ))) a0(x, σ) dx
∣∣∣∣ ,
where a0 is again a smooth non-negative function supported in a sufficiently small
neighborhood of the origin and
(7.8) φ(x1, x2, σ) = b(x1, x2, σ)(x2 − xm1 ω(x1, σ))2 + x31β(x1, σ),
and where α(σ) = (α1(σ), α2(σ)) and E(σ) are smooth functions of σ such that α(0) = 0
and 1/2 ≤ E(σ) ≤ 2, and where ω(x1, 0) = 0.
For the proof of Theorem 7.1, we shall thus assume that MσT is given by (7.7).
The proof will be based on suitable dyadic frequency space decompositions, also with
respect to the distance to certain “Airy cones” associated with our phase functions,
and the study of the corresponding frequency-localized maximal operators. For the
sake of simplicity of notation, we shall usually suppress the superscript σ in the proof.
7.1. Dyadic decomposition with respect to the distance to the Airy cone.
Note that the maximal operator M = MσT is associated to the averaging operators
given by convolutions with dilates of a measure µ whose Fourier transform at ξ =
(ξ1, ξ2, ξ3) is given by
(7.9) µˆ(ξ) :=
∫
e−i
(
ξ1(x1+α1(σ))+ξ2(x2+α2(σ))+ξ3(T+E(σ)+φ(x1,x2,σ))
)
a0(x1, x2, σ) dx1dx2.
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In order to estimate this maximal operator, we shall perform a dyadic decomposition
with respect to the last variable ξ3. The low frequency part is easily controlled by the
Hardy-Littlewood maximal operator.
Let us thus denote by λ ≥ 2 a sufficiently large dyadic number, and decompose µˆ
into
µ̂λ(ξ) := χ0
(
ξ1
λ
,
ξ2
λ
)
χ1
(
ξ3
λ
)
µˆ(ξ).
and (
1− χ0
(
ξ1
λ
,
ξ2
λ
))
χ1
(
ξ3
λ
)
µˆ(ξ),
where χ0 and χ1 are again smooth functions with sufficiently small compact supports,
and χ0 is identically 1 on a small neighborhood of the origin, whereas χ1 vanishes near
the origin and is identically one near 1.
Notice that if we choose the support of a0 sufficiently small, then integrations by
parts easily show that the latter contribution is of order O(λ−N) for every N ∈ N as
λ → +∞, so that the corresponding contribution to the maximal operators is under
control.
It therefore suffices to control the contribution by µλ. Following [IM16] we write
(7.10) ξ3 = λs3, ξ1 = λs3s1, ξ2 = λs3s2,
and put s′ := (s1, s2), s := (s
′, s3). Then we have
|s3| ∼ 1 and |s′| ≪ 1
on the support of µ̂λ. Moreover, writing
ξ1x1 + ξ2x2 + ξ3φ(x1, x2, σ) =: λs3Φ(x, s
′, σ),
where
Φ(x, s′, σ) := s1x1 + s2x2 + φ(x, σ),
and putting
Γ(σ) := (α1(σ), α2(σ), T + E(σ)),
we may re-write
(7.11) µ̂λ(ξ) = e−iξ·Γ(σ)χ0(s3s
′)χ1(s3)J(λ, s, σ),
where J(λ, s, σ) denotes the oscillatory integral
J(λ, s, σ) :=
∫
R2
e−iλs3Φ(x,s
′,σ)a0(x, σ) dx.
In view of (7.8), we perform the change of variables x2 7→ x2+xm1 ω(x1, σ) and obtain
(7.12) J(λ, s, σ) =
∫
R2
e−iλs3Φ1(x,s
′,σ)a0(x1, x2 + x
m
1 ω(x1, σ)) dx,
where
Φ1(x, s
′, σ) := b(x1, x2 + x
m
1 ω(x1, σ), σ)x
2
2 + s2x2 + s1x1 + s2x
m
1 ω(x1, σ) + x
3
1β(x1, σ).
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Applying the method of stationary phase to the integration in x2, we next obtain that
J(λ, s, σ) = λ−1/2
∫
R
e−iλs3Ψ˜(x1,s
′,σ)a˜(x1, σ) dx1 + r(λ, s),
where a˜ is another smooth bump function supported in a sufficiently small neighbor-
hood of the origin, r(λ, s) is a remainder term of order
r(λ, s) = O(λ−
3
2 ) as λ→ +∞,
and the new phase Ψ˜ is given by
Ψ˜(x1, s
′, σ) := Φ1(x1, x
c
2(x1, s2, σ), s
′, σ),
where xc2(x1, s2, σ) denotes the unique (non-degenerate) critical point of the phase Φ1
with respect to x2.
The contribution of the error term r(λ, s) to µ̂λ and the corresponding maximal
operator is easily estimated, and we shall therefore henceforth ignore it.
In order to understand Ψ˜, we need more information on the critical point xc2(x1, s2, σ).
Note first that the critical point must be of the form xc2(x1, s2, σ) = s2w(x1, s2, σ),
where, due to (7.4), the function w is smooth and satisfies the condition w(x1, s2, 0) =
− 1
2a2
6= 0. Hence we have
Ψ˜(x1, s
′, σ) = s22b1(x1, s2, σ) + s1x1 + s2x
m
1 ω(x1, σ) + x
3
1β(x1, σ),
where b1 is another smooth function, with b1(x1, s2, 0) = − 14a2 6= 0.
Following [IM16] we consider the equation
∂2x1Ψ˜(x1, s
′, σ) = 0.
By the implicit function theorem, we see in a similar way as before that it has a
solution of the form xc1(s2, σ) = s2G1(s2, σ), where G1 is a smooth function such that
G1(s2, 0) = 0.
By performing finally the translation of the x1-coordinate x1 7→ x1+xc1(s2, σ), we see
that we may write (up to an error term which, as mentioned before, can be ignored)
(7.13) J(λ, s, σ) = λ−1/2
∫
R
e−iλs3Ψ(x1,s
′,σ)a(x1, s2, σ) dx1,
with a smooth amplitude a which has similar properties like a˜, and where the new
phase Ψ is of the form
(7.14) Ψ(x1, s
′, σ) = B0(s
′, σ) +B1(s
′, σ)x1 + x
3
1B3(x1, s2, σ),
where B0, B1, B3 are smooth functions with B3(0, 0, 0) 6= 0. One easily checks that
the functions B1, B0 have the forms
(7.15) B0(s
′, σ) = s22b˜1(s2, σ) + s1s2G1(s2, σ), B1(s
′, σ) = s1 − sm12 G3(s2, σ),
where b˜1 and G3 are smooth functions with b˜1(0, 0) = b1(0, 0, 0) 6= 0 and G3(s2, 0) = 0,
and where m1 is an integer m1 ≥ 2.
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Following [IM16] (cf. Chapter 5), we next perform a dyadic frequency decomposition
of µλ with respect to the “Airy cone” given by B1(s
′, σ) = 0.
More precisely, we choose smooth cut-off functions χ0 and χ1 such that χ0 = 1 on a
sufficiently large neighborhood of the origin, and χ1(t) is supported where |t| ∼ 1 and∑
k∈Z χ1(2
−2k/3t) = 1 on R \ {0}, and define the functions µλAi and µλk by
µ̂λAi(ξ) := χ0
(
λ
2
3B1(s
′, σ)
)
µ̂λ(ξ),
µ̂λk(ξ) := χ1
(
(2−kλ)
2
3B1(s
′, σ)
)
µ̂λ(ξ), M0 ≤ 2k ≤ λ
M1
,
so that
(7.16) µλ = µλAi +
∑
M0≤2k≤
λ
M1
µλk .
Here, we may assume thatM0 andM1 are sufficiently large positive numbers. We shall
separately estimate the contributions MλAi by µλAi and Mλk by the µλk to our maximal
operator. More precisely, we shall prove the following lemma:
Lemma 7.4. Let 1 < p ≤ 2. Then for every δ > 0, we have
(7.17) ‖MλAi‖Lp 7→Lp ≤ Cp,δ T
1
p
+δλ2(
1
p
− 2
3
)+δ( 2
p
−1)
and
(7.18) ‖Mλk‖Lp 7→Lp ≤ Cp,δ T
1
p
+δ2k(
1
p
− 2
3
)−δ( 2
p
−1) λ2(
1
p
− 2
3
)+δ( 2
p
−1),
where the constant Cp,δ does not depend on σ, T and λ.
If p > 3/2, we see that these estimates sum in k as well as over all dyadic λ ≫ 1,
provided we choose δ sufficiently small. This will then complete the proof of Theorem
7.1.
7.2. The contribution by the region near the Airy cone. In this subsection, we
shall prove estimate (7.17). To this end, we write, according to (7.11),
µ̂λAi(ξ) = e
−iξ·Γ(σ)χ0
(
λ
2
3B1(s
′, σ)
)
χ0(s3s
′)χ1(s3)J(λ, s).
Then, by (7.13), we may apply Lemma 2.2 (a) (with B = 3) in Chapter 2 of [IM16] to
J(λ, s) and see that we may write
µ̂λAi(ξ) = e
−iξ·Γ(σ) λ−
5
6χ0
(
λ
2
3B1(s
′, σ)
)
g(λ
2
3B1(s
′, σ), λ, σ, s)χ0(s3s
′)χ1(s3) e
−iλs3B0(s′,σ),
where g(u, λ, σ, s) is a smooth function of (u, λ, σ, s) whose derivatives of any order are
uniformly bounded on its natural domain |u| . 1, |σ| . 1, λ ≥ 2 and |s3| ∼ 1, |s′| ≪ 1.
Notice also that a first order t-derivative of e−itξ·Γ(σ), as well as of e−iλts3B0(s
′,σ),
produces additional factors of order O(Tλ), since |Γ(σ)| ∼ T, and thus following again
the arguments in the proof of Proposition 4.1 we easily see that
(7.19) ‖MλAi‖L2→L2 . T
1
2λ
1
2
− 5
6 = T
1
2λ−
1
3 .
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Next, we we shall control the function µλAi(y). By Fourier inversion, changing vari-
ables as in (7.10), we may write
µλAi(y + Γ(σ)) = λ
13
6
∫
χ0
(
λ
2
3B1(s
′, σ)
)
g(λ
2
3B1(s
′, σ), λ, σ, s)χ0(s3s
′)χ1(s3)
e−iλs3
(
B0(s′,σ)−s1y1−s2y2−y3
)
s23 ds.(7.20)
Observe first that when |y| ≫ 1, then we easily obtain by means of integrations by
parts that
|µλAi(y)| ≤ CNλ−N , N ∈ N, if |y| ≫ 1.
Indeed, when |y1| ≫ 1, then we integrate by parts repeatedly in s1 to see this (in each
integration by parts, we gain a factor λ−1 and loose at most a factor of λ2/3), and a
similar argument applies when |y2| ≫ 1, where we use the s2-integration. Finally, when
|y1|+ |y2| . 1 and |y3| ≫ 1, then we can integrate by parts in s3 in order to establish
this estimate.
We may therefore assume in the sequel that |y| . 1. In view of (7.15), we then
perform yet another change of coordinates from s1 to
z := λ
2
3B1(s
′, σ) = λ
2
3 (s1 − sm12 G3(s2, σ)), i.e., s1 = sm12 G3(s2, σ) + λ−
2
3 z.
Note that by (7.15), the function B0(s
′, σ) is then given by
B0(s
′, σ) = s22G5(s2, σ) + s2G1(s2, σ)λ
− 2
3 z,
where G5(s2, σ) := b˜1(s2, σ) + s
m1−1
2 G1(s2, σ)G3(s2, σ) is smooth and where we may
assume that G5(0, 0) 6= 0, since m1 ≥ 2 and G1(s2, 0) = 0. We may thus re-write
µλAi(y + Γ(σ)) = λ
3
2
∫
χ0(z)g˜(z, λ, σ, s2, s3)χ0(z, s2, s3)χ1(s3)
e−iλs3Φ2(z,s2,y,σ)ds2ds3dz,(7.21)
where g˜ has similar properties to g, and where the phase Φ2 is of the form
Φ2(z, s2, y, σ) = s
2
2G5(s2, σ)− sm12 G3(s2, σ)y1 − s2y2 − y3
+λ−
2
3 z(s2G1(s2, σ)− y1),
with G5(0, 0) 6= 0 and G1(s2, 0) = G3(s2, 0) = 0 (compare this with the analogous
formula (5.21) in [IM16]). Recall also that |z| . 1, |s2| ≪ 1 and |s3| ∼ 1.
Decomposing
(7.22) G1(s2, σ) = G1,1(σ) + s2G1,2(s2, σ),
where G1,1(0) = 0 and G1,2(s2, 0) = 0, we finally may re-write
Φ2(z, s2, y, σ) = s
2
2G6(λ
− 2
3z, s2, σ)− s2
(
y2 − λ− 23 z G1,1(σ)
)
−sm12 G3(s2, σ)y1 − λ−
2
3 zy1 − y3,(7.23)
where G6(0, 0, 0) 6= 0.
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Assuming σ to be sufficiently small, we thus see that Φ2 has a unique critical point
sc2 with respect to s2, of size |y2|, provided |y2| ≪ 1. Otherwise, iterated integrations
by parts in s2 will show that |µλAi(y)| . λ−N for every N ∈ N, so that those y′s can be
ignored. More precisely, from (7.23) we deduce that sc2 is of the form
sc2 =
(
y2 − λ− 23 z G1,1(σ)
)
H1(λ
− 2
3 z, y1, y2, σ).
After applying the method of stationary phase in the s2-variable, we thus find that
µλAi(y + Γ(σ)) = λ
∫
e−iλs3Φ3(λ
−
2
3 z,y,σ)χ0(z, s3)χ1(s3)a(λ
− 2
3 z, y, s3, σ) dzds3 +O(1),
with a smooth amplitude a, and where the phase Φ3 is of the form
Φ3(λ
− 2
3z, y, σ) =
(
y2 − λ− 23z G1,1(σ)
)2
H2(λ
− 2
3z, y1, y2, σ)− λ− 23zy1 − y3,
with a smooth function H2 such that H2(0, 0, 0, 0) 6= 0. Notice that the functions χ0
and χ1 may possibly be different in different places.
A Taylor series expansion of H2 with respect to v = λ
− 2
3z then allows to write
Φ3(λ
− 2
3z, y, σ) = y22H2(0, y1, y2, σ) + λ
− 2
3 z
(− 2y2G1,1(σ)H2(0, y1, y2, σ)
+ y22∂vH2(0, y1, y2, σ)− y1
)− y3 +O(λ−4/3).(7.24)
The factor e−iλs3O(λ
−4/3) corresponding to the term O(λ−4/3) can be included into the
amplitude, and thus we may assume that the complete phase is of the form
λs3Φ3 = λ
1
3s3z(−y2H3(y1, y2, σ) + y22H4(y1, y2, σ)− y1) + λs3(y22H2(0, y1, y2, σ)− y3).
By the implicit function theorem, we may re-write the first factor in parentheses in the
form
−y2H3(y1, y2, σ) + y22H4(y1, y2, σ)− y1 = (y1 − ϕ(y2, σ))H5(y1, y2, σ),
where ϕ(y2, σ) andH5(y1, y2, σ) are smooth functions with ϕ(0, 0) = 0 andH5(0, 0, 0) 6=
0. We shall also write ψ(y1, y2, σ) := y
2
2H2(0, y1, y2, σ). Then also ψ is smooth and
ψ(0, 0, 0) = 0.
Thus, eventually we may write
µλAi(y + Γ(σ)) = µ
λ
I (y + Γ(σ)) + µ
λ
II(y + Γ(σ)),
where µλII(y + Γ(σ)) = O(1), and
(7.25) µλI (y + Γ(σ)) := λ
∫
e−iλs3Φ3(λ
−
2
3 z,y,σ)χ0(z, s3)χ1(s3)a(λ
− 2
3 z, y, s3, σ) dzds3,
with
λΦ3(λ
− 2
3 z, y, σ) = λ
1
3z
(
y1 − ϕ(y2, σ))H5(y1, y2, σ)− λ
(
y3 − ψ(y1, y2, σ)
)
.
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The contribution of µλII to the maximal operator is of order O(T ), as can easily be
seen by comparison with the Hardy-Littlewood maximal operator (or by Poposition
4.2).
As for µλI , fix a sufficiently small number δ > 0. If λ
1
3 |y1−ϕ(y2, σ)| ≥ cλδ, where c > 0
is assumed to be a sufficiently small constant, then we can use iterated integrations by
parts in z to obtain that |µλAi(y+Γ(σ))| . λ−N for every N, uniformly in σ. Similarly,
if λ
1
3 |y1−ϕ(y2, σ)| < cλδ and λ|y3−ψ(y1, y2, σ)| ≥ λδ, then we can use integrations by
parts in s3 to arrive at the same type of estimate.
The contributions by these regions to our maximal operator are thus negligible.
Let us next put
Bδ := {y ∈ R3 : |y| . 1, |y1 − ϕ(y2, σ)| < λδ− 13 , |y3 − ψ(y1, y2, σ)| < λδ−1}.
Writing x = y +Γ(σ), we are thus reduced to concentrating for µλAi(x) on the small x-
region Aδ := Γ(σ) + Bδ, on which we only have the estimate |µλAi(x)| . λ. But recall
that Γ(σ) = (α1(σ), α2(σ), T + E(σ)), with |α1(σ)|, |α2(σ)| ≪ 1, 1/2 ≤ E(σ) ≤ 2 and
T ≫ 1. It is then obvious that the spherical projection pi(Aδ) ⊂ S2 of Aδ has measure
|pi(Aδ)| . T−2λδ− 13 , since λδ−1 ≪ λδ− 13 , so that Proposition 4.2 (with R ∼ T ) shows
that, for every ε > 0,MλAi satisfies the estimate
(7.26) ‖MλAi‖L1+ε 7→L1+ε ≤ C ′ε,δT 3T−2λ · λδ−
1
3 +O(T ) ≤ Cε,δTλ 23+δ,
for every δ > 0.
The estimate (7.17) in Lemma 7.4 now follows from the estimates (7.19) and (7.26)
by real interpolation (with a slightly bigger δ than the one considered here), if we
choose ε sufficiently small.
7.3. The contribution by the region away from the Airy cone. According to
(7.11), we have
µ̂λk(ξ) = e
−iξ·Γ(σ)χ1
(
(2−kλ)
2
3B1(s
′, σ)
)
χ0(s3s
′)χ1(s3)J(λ, s).
By (7.13) (ignoring again the error term r(λ, s)), this can be re-written as
(7.27) µ̂λk(ξ) = λ
− 1
2 e−iξ·Γ(σ)χ1
(
(2−kλ)
2
3B1(s
′, σ)
)
χ0(s3s
′)χ1(s3)e
−iλs3B0(s′,σ)J˜(λ, s, σ),
where
J˜(λ, s, σ) :=
∫
R
e−iλs3Ψ˜(x1,s
′,σ)a(x1, s2, σ) dx1,
with phase function
Ψ˜(x1, s
′, σ) := B1(s
′, σ)x1 + x
3
1B3(x1, s2, σ).
Recall also that the amplitude a is smooth and has a sufficiently small support in x1.
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Since B1(s
′, σ) is of size (2kλ−1)
2
3 , we scale by changing coordinates x1 = (2
kλ−1)
1
3u1
in the integral for J˜(λ, s, σ) and obtain
J˜(λ, s, σ) = (2kλ−1)
1
3
∫
e−i2
ks3Ψ1(u1, s′,σ)a((2kλ−1)
1
3u1, s2, σ) du1,
where
(7.28) Ψ1(u1, s
′, σ) := (2−kλ)
2
3B1(s
′, σ)u1 +B3((2
kλ−1)
1
3u1, s2, σ)u
3
1.
Observe that the coefficients of u1 and u
3
1 in Ψ1 are of size 1, so that Ψ1 has no
critical point with respect to u1 unless |u1| ∼ 1. Thus we may choose a smooth cut-off
function χ1 ∈ C∞0 (R) which vanishes near the origin so that Ψ1 has no critical point
on the support of the function 1− χ1, and decompose the integral
J˜(λ, s, σ) = J1(λ, s, σ) + J∞(λ, s, σ),
where
(7.29) J1(λ, s, σ) := (2
kλ−1)
1
3
∫
e−i2
ks3Ψ1(u1, s′,σ)a((2kλ−1)
1
3u1, s2, σ)χ1(u1) du1
and
(7.30) J∞(λ, s, σ) := (2
kλ−1)
1
3
∫
e−i2
ks3Ψ1(u1, s′,σ)a((2kλ−1)
1
3u1, s2, σ)(1− χ1(u1)) du1.
Accordingly we decompose the measure µλk = µ
λ
k,1 + µ
λ
k,∞, where the summands are
given by
µ̂λk,1(ξ) = λ
− 1
2 e−iξ·Γ(σ)χ1
(
(2−kλ)
2
3B1(s
′, σ)
)
χ0(s3s
′)χ1(s3)e
iλs3B0(s′,σ)J1(λ, s, σ).
and
µ̂λk,∞(ξ) = λ
− 1
2 e−iξ·Γ(σ)χ1
(
(2−kλ)
2
3B1(s
′, σ)
)
χ0(s3s
′)χ1(s3)e
iλs3B0(s′,σ)J∞(λ, s, σ).
We denote by Mλk,1 and Mλk,∞ the maximal operators defined by the functions µλk,1
and µλk,∞, respectively.
7.3.1. The contributions given by the µλk,∞. Recall that 2
kλ−1 ≪ 1. By means of inte-
grations by parts, we then easily see that, given any N ∈ N, we may write
(7.31) J∞(λ, s, σ) = (2
kλ−1)
1
32−kNgN
(
(2−kλ)
2
3B1(s
′, σ), 2kλ−1, s′, σ
)
,
where gN is smooth. This implies in particular that
|J∞(λ, s, σ)| . (2kλ−1) 132−kN ,
hence
‖µ̂λk,∞‖∞ . λ−
1
2 (2kλ−1)
1
32−kN .
Arguing as before, we thus find that
(7.32) ‖Mλk,∞‖L2 7→L2 . T
1
2 (2kλ−1)
1
32−kN
for every N ∈ N.
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Next, we proceed in a similar way as in the previous subsection in order to obtain
Lp-estimates for Mλk,∞ when p is close to 1. By Fourier inversion and (7.31), we find
that
µλk,∞(y + Γ(σ)) = λ
3
∫
R3
eiλs3(s1y1+s2y2+y3)eiξ·Γ(σ)µ̂λk,∞(ξ)ds
= λ
5
2
∫
χ1
(
(2−kλ)
2
3B1(s
′, σ)
)
χ0(s3s
′)χ1(s3)e
−iλs3
(
B0(s′,σ)−s1y1−s2y2−y3
)
J∞(λ, s, σ) ds,
= λ
5
2 (2kλ−1)
1
32−kN
∫
e−iλs3
(
B0(s′,σ)−s1y1−s2y2−y3
)
χ1
(
(2−kλ)
2
3B1(s
′, σ)
)
χ0(s3s
′)χ1(s3)
gN
(
(2−kλ)
2
3B1(s
′, σ), 2kλ−1, s′, σ
)
ds,
where we recall that ξ = λs3(s1, s2, 1).
Comparing this with (7.20) and arguing in a similar way is we did for the estimation
of µλAi, we again see that we may assume that |y| . 1, since for |y| ≫ 1 integrations by
parts in s show that, for every N ∈ N,
|µλk,∞(y)| ≤ CN2−kNλ−N , N ∈ N, if |y| ≫ 1.
Recalling (7.15), we next change coordinates from s1 to
z := (2−kλ)
2
3B1(s1, s2, σ) = (2
−kλ)
2
3 (s1 − sm12 G3(s2, σ)),
i.e.,
(7.33) s1 = s
m1
2 G3(s2, σ) + (2
kλ−1)
2
3z, |z| ∼ 1.
Note that the function B0(s
′, σ) is then given by
B0(s
′, σ) = s22G5(s2, σ) + s2G1(s2, σ)(2
kλ−1)
2
3z,
where G5(s2, σ) := b˜1(s2, σ) + s
m1−1
2 G1(s2, σ)G3(s2, σ) is smooth and where we may
assume that G5(0, 0) 6= 0, since m1 ≥ 2 and G1(s2, 0) = 0. We then find that, in
analogy with (7.21),
µλk,∞(y + Γ(σ)) = λ
5
2 (2kλ−1)2−kN
∫
e−iλs3Φ2(z,s2,y,σ)χ1(z)χ0(s3s
′)χ1(s3)
aN
(
z, (2kλ−1)
1
3 , s2, s3, σ
)
ds2ds3dz,(7.34)
where aN is smooth, and where the phase function Φ2 is given by
Φ2(z, s2, y, σ) = s
2
2G5(s2, σ)− sm12 G3(s2, σ)y1 − s2y2 − y3
+(2kλ−1)
2
3z(s2G1(s2, σ)− y1).(7.35)
Here, G5(0, 0) 6= 0, G1(s2, 0) = G3(s2, 0) = 0, 2kλ−1 ≪ 1, |z| ∼ 1, |s2| ≪ 1 and |s3| ∼ 1.
Observe that, due to the presence of the factor 2−kN in (7.34), we may concentrate
primarily on gaining negative powers of λ in the estimation of µλk,∞. We may thus
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proceed very much in the same way as we did in the previous section, replacing v =
λ−2/3z by v := (2kλ−1)2/3z, and arrive at the following analogue of (7.25):
µλk,∞(y + Γ(σ)) = 2
−kNλ
∫
e−iλs3Φ3((2
kλ−1)
2
3 z,y,σ)
aN (z, (2
kλ−1)
2
3 , s3, y, σ)χ1(z)χ1(s3) dzds3 +O(2
−kN),(7.36)
where here aN is of the form
aN (z, (2
kλ−1)
2
3 , s3, y, σ) = a˜N(z, (2
kλ−1)
2
3 , s3, y, σ) e
−iλs3(2kλ−1)
4
3 η
(
(2kλ−1)
2
3 z,y,σ
)
,
with a smooth function a˜N and a smooth, real function η, and where λΦ3 is of the form
λΦ3((2
kλ−1)
2
3 z, y, σ) = λ(2kλ−1)
2
3z
(
y1 − ϕ(y2, σ))H5(y1, y2, σ)
)− λ(y3 − ψ(y1, y2, σ)),
with H5(0, 0, 0) 6= 0. The oscillatory factor e−iλs3(2kλ−1)
4
3 η((2kλ−1)
2
3 z,y,σ) in this ampli-
tude corresponds to the O(λ−4/3) - term in (7.24). The contribution by the O(2−kN)
term is negligible, in a similar way as we saw this for the contribution of the term µλII
before, so that we shall from now on ignore it.
Fix again a sufficiently small number δ > 0. If 2
2k
3 λ
1
3 |y1−ϕ(y2, σ)| ≥ cλδ, where c > 0
is assumed to be a sufficiently small constant, then we can use iterated integrations
by parts in z to obtain that |µλk,∞(y + Γ(σ))| . (2kλ)−N for every N, uniformly in σ.
Indeed, since λ(2kλ−1)6/3 = 22kλ−1 . 2k, in each integration by parts, we gain a factor
λ−δ and loose a factor 2k from differentiating the amplitude, but this is acceptable.
Similarly, if 2
2k
3 λ
1
3 |y1 − ϕ(y2, σ)| < cλδ and λ|y3 − ψ(y1, y2, σ)| ≥ λδ, then we can use
integrations by parts in s3 to arrive at the same type of estimate.
The contributions by these regions to our maximal operator are thus negligible.
Let us next put
Bk,δ := {y ∈ R3 : |y| . 1, |y1 − ϕ(y2, σ)| < 2− 2k3 λδ− 13 , |y3 − ψ(y1, y2, σ)| < λδ−1}.
As in the preceding subsection, let us write x = y + Γ(σ). We are then reduced to
concentrating for µλk,∞(x) on the small x- region Ak,δ := Γ(σ) + Bk,δ, on which we
have the estimate |µλk,∞(x)| . 2−kNλ. Recalling again that Γ(σ) = (α1(σ), α2(σ), T +
E(σ)), with |α1(σ)|, |α2(σ)| ≪ 1, 1/2 ≤ E(σ) ≤ 2 and T ≫ 1, we then see that the
spherical projection pi(Ak,δ) ⊂ S2 of Ak,δ has measure |pi(Ak,δ)| . T−22− 2k3 λδ− 13 , so that
Proposition 4.2 shows that, for every ε > 0,Mλk,∞ satisfies the estimates
(7.37) ‖Mλk,∞‖L1+ε 7→L1+ε ≤ CN,εT2−kNλ · λδ−
1
3 = T2−kNλ
2
3
+δ,
for every δ > 0, uniformly in σ.
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7.3.2. The contributions given by the µλk,1. We next estimate the maximal operators
Mλk,1. First, by applying the method of stationary phase to the integral J1(λ, s), we
easily see that
‖µ̂λk,1(ξ)‖∞ . λ−
1
2 (2kλ−1)
1
32−
k
2 = 2−
k
6λ−
5
6 .
This implies that
(7.38) ‖Mλk,1‖L2 7→L2 . T
1
2λ
1
22−
k
6λ−
5
6 = T
1
22−
k
6λ−
1
3 .
In order to obtain Lp-estimates forMλk,∞ when p is close to 1,we have to analyze more
carefully which phase function arises from the application of the method of stationary
phase to J1(λ, s). To this end, let us put again z := (2
−kλ)
2
3B1(s
′, σ), so that the phase
(7.28) in J1(λ, s) can be written
Ψ1(u1, s2, z, σ) = zu1 +B3((2
kλ−1)
1
3u1, s2, σ)u
3
1,
where |u1| ∼ 1. We may assume that it has a critical point uc1 = uc1(s2, z, s2) of size
|uc1| ∼ 1, for other wise we can integrate by parts in u1 and can then proceed as we
did for the µλk,∞. Assuming for instance that z > 0, by writing u1 = z
1/2w1, we see
that uc1 is of the form u
c
1 = z
1/2W ((2kλ−1)
1
3 z
1
2 , s2, σ), where W is smooth and |W | ∼ 1.
Moreover, since B3(·, 0, 0) 6= 0 is constant, it is easy to see that by choosing σ and |s′|
sufficiently small, we get
Ψ1(u
c
1, s2, z, σ) = z
3
2H1((2
kλ−1)
1
3z
1
2 , s2, σ),
with a smooth function H1 such that |H1| ∼ 1. We may thus write
(7.39) J1(λ, s, σ) = 2
− k
6λ−
1
3 e−i2
ks3z
3
2H1((2kλ−1)
1
3 z
1
2 ,s2,σ)a((2kλ−1)
1
3 z
1
2 , s2, σ)s
− 1
2
3 ,
again with a smooth amplitude a. More precisely, we would also pick up an error
term of order O(2−
7k
6 λ−
1
3 ), which we shall here ignore for the sake of simplicity of the
presentation. As explained in [IM16], such an error term could be avoided by replacing
the “gain” 2−k/2 in this application of the method of stationary phase by a symbol of
order −1/2 in 2k (which would, however, also depend on further variables). Changing
then again variables from s1 to z, in analogy with (7.34) and (7.35) we thus find that
µλk,1(y + Γ(σ)) = λ
5
2 (2kλ−1)2−
k
2
∫
e−iλs3Φ2(z,s2,y,σ)χ1(z)χ0(s3s
′)χ1(s3)
a
(
z, (2kλ−1)
1
3 , s2, σ
)
ds2ds3dz,(7.40)
where a is smooth, and where the phase function Φ2 is given by
Φ2(z, s2, y, σ) = 2
kλ−1z
3
2H1((2
kλ−1)
1
3 z
1
2 , s2, σ)
+s22G5(s2, σ)− sm12 G3(s2, σ)y1 − s2y2 − y3 + (2kλ−1)
2
3z(s2G1(s2, σ)− y1).
Here, G5(0, 0) 6= 0, G1(s2, 0) = G3(s2, 0) = 0, 2kλ−1 ≪ 1, |z| ∼ 1, |s2| ≪ 1 and |s3| ∼ 1.
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In particular, we see that we can next apply the method of stationary phase to
the integration in s2 (assuming that there is a critical point s
c
2 within the domain of
integration; otherwise, we may pick up powers λ−N by means of integrations by parts
and are done). Let us also write
q := (2kλ−1)
1
3 ,
so that q ≪ 1.
Let us also put H1,1(s2, σ) := H1(0, s2, σ). Note that |H1,1| ∼ 1, since |H1| ∼ 1 (cf.
(7.39)). Expanding in powers of q, we then find that
Φ2(z, s2, y, σ) = q
3z
3
2H1,1(s2, σ) + q
2z(s2G1(s2, σ)− y1)
+s22G5(s2, σ)− sm12 G3(s2, σ)y1 − s2y2 − y3 +O(q4).(7.41)
In order to get more precise information on the critical point sc2, let us again decom-
pose
G1(s2, σ) = G1,1(σ) + s2G1,2(s2, σ),
as in (7.22), and similarly
H1,1(s2, σ) = H1,2(σ) + s2H1,3(σ) + s
2
2H1,4(s2, σ).
Then we may re-write
Φ2(z, s2, y, σ) = q
3z
3
2H1,2(σ)− q2zy1 − y3 − s2
(
y2 − q2zG1,1(σ)− q3z 32H1,3(σ)
)
+s22G6(q
2z, q3z
3
2 , s2, y1, σ) +O(q
4),(7.42)
where
G6(q
2z, q3z
3
2 , s2, y1, σ) := G5(s2, σ)+q
3z
3
2H1,4(s2, σ)−sm1−22 G3(s2, σ)y1+q2zG1,2(s2, σ).
Notice that |G6| ∼ 1, since |G5| ∼ 1. We thus see that the critical point is of the form
sc2 =
(
y2 − q2zG1,1(σ)− q3z 32H1,3(σ) +O(q4)
)
H2(q
2z, q3z
3
2 , y1, s2, σ),
where H2 is smooth and can be assumed to be very close to 1/(2G6), so that in par-
ticular it is of size |H2| ∼ 1. It will become important later to observe that, since
|sc2| ≪ 1, q ≪ 1, then also necessarily |y2| ≪ 1.
Plugging this into (7.42), we find that after applying the method of stationary phase
to the integration in s2, the new phase is of the form
Φ3(z, y, σ) := Φ2(z, s
c
2, y, σ) = q
3z
3
2H1,2(σ)− q2zy1 − y3
+
(
y2 − q2zG1,1(σ)− q3z 32H1,3(σ)
)2
H3(q
2z, q3z
3
2 , y1, σ) +O(q
4),
where H3 = H2(H2G6 − 1) is smooth and very close to −H2/2, so that |H3| ∼ 1.
Decomposing also
H3(q
2z, q3z
3
2 , y1, σ) = H3,1(y1, σ) + q
2zH3,2(y1, σ) + q
3z
3
2H3,3(y1, σ) +O(q
4),
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we see that
Φ3(z, y, σ) = −(y3 − y22H3,1(y1, σ))
+q2z
(
− y1 + y22H3,2(y1, σ)− 2y2G1,1(σ)H3,1(y1, σ)
)
+ q3z
3
2H4(y1, y2, σ) +O(q
4),
where
H4(y1, y2, σ) := H1,2(σ)− 2y2H1,3(σ)H3,1(y1, σ) + y22H3,3(y1, σ).
Since |y2| ≪ 1, we see that also |H4| ∼ 1. Recall also that |G1,1| ≪ 1 is small. By the
implicit function theorem, we may therefore write
−y1 + y22H3,2(y1, σ)− 2y2G1,1(σ)H3,1(y1, σ) = (y1 − ϕ(y2, σ))H5(y1, y2, σ),
with |H5| ∼ 1. We also put ψ(y1, y2, σ) := y22H3,1(y1, σ). Then the phase takes on the
form
Φ3(z, y, σ) = −(y3 − ψ(y1, y2, σ)) + q2z(y1 − ϕ(y2, σ))H5(y1, y2, σ)
+q3z
3
2H4(y1, y2, σ) +O(q
4),(7.43)
where |H4| ∼ 1 and |H5| ∼ 1, and
µλk,1(y + Γ(σ)) = λ2
k
2
∫
e−iλs3Φ3(z,y,σ)χ1(z)χ0(s3s
′)χ1(s3)
a
(
z, q, s2, σ
)
ds3dz,(7.44)
where we recall that q = (2kλ−1)
1
3 .
Choose again a small positive number δ > 0. If q2|y1−ϕ(y2, σ)| > q3−δ, then we can
repeatedly integrate by parts in z to see that µλk,1(y+Γ(σ)) = O((λ2
k)−N) for every N,
since λq3−δ = 2k(1−δ/3)λδ/3. Similarly, if q2|y1−ϕ(y2, σ)| ≤ q3−δ and |y3−ψ(y1, y2, σ)| >
q3−2δ, then the term −(y3 − ψ(y1, y2, σ)) becomes dominant in Φ3, so that we can use
integrations by parts in s3 to arrive at the same kind of estimate.
Thus, the contributions of these regions to the maximal operator are well under
control, and we are left with the control of the contribution by the region where |y3 −
ψ(y1, y2, σ)| ≤ q3−2δ and |y1 − ϕ(y2, σ)| ≤ q1−δ.
To this end, observe that |∂2zΦ3(z, y, σ)| & q3. We may thus apply van der Corput’s
lemma to see that in this region, we have that
|µλk,1(y + Γ(σ))| . λ2
k
2 2−
k
2 = λ
(note here that λq3 = 2k).
Hence, by Proposition 4.2 we obtain similarly as before that for every δ > 0,
(7.45) ‖Mλk,1‖L1+ε 7→L1+ε ≤ CεTλ
2
3
+δ2k(
1
3
−δ),
uniformly in k and σ. Combining the estimates (7.32) and (7.38) we find that
‖Mλk‖L2 7→L2 . T
1
22−
k
6λ−
1
3 ,
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and similar from (7.37) and (7.45) we obtain that for every ε > 0 and δ > 0 sufficiently
small,
‖Mλk‖L1+ε 7→L1+ε ≤ CεTλ
2
3
+δ2k(
1
3
−δ),
Interpolating these estimates leads to the estimate (7.18), which concludes the proof
of Lemma 7.4, hence also that of Theorem 7.1.
8. Estimation of the maximal operator M when surface has a
D+4 - type singularity
We assume now that φ has a singularity of type D+4 , so that we may assume that its
principal part has the form
φpr (x1, x2) = x1x
2
2 + x
3
1
(compare Remark 3.3). The associated principal weight is given by κ = (1/3, 1/3), and
the corresponding dilations are given by δr(x1, x2) = (r
1
3x1, r
1
3x2), r > 0.
Following our discussion in Section 5, by means of a dyadic decomposition, we may
reduce ourselves to the estimation of the maximal operators Mk , given by
Mkf(y, y3) := sup
t>0
|f ∗ (µk)t(y, y3)|,
where the re-scaled measures µk are defined by∫
f dµk :=
∫
f(x, 2k + φk(x)) η(δ2−kx)χ1(x)dx.
Here we have set
φk(x) := 2kφ(δ2−k(x)) = φpr (x) + 2
kφr(δ2−k(x)).
Recall that the perturbation term 2kφr(δ2−k(·)) is of order O(2−εk) for some ε > 0. By
inequality (5.1), we then have
(8.1) ‖M‖Lp→Lp ≤
∞∑
k=k0
2−
2k
3 ‖Mk‖Lp→Lp,
where we may assume that k0 is sufficiently large. We shall prove that if p > h =
1/|κ| = 3/2, then for every δ > 0 and k sufficiently large k,
(8.2) ‖Mkf‖p ≤ Cδ2k(
1
p
+δ)‖f‖p.
In combination with (8.1), this will imply that the maximal operator M is indeed
Lp-bounded for every p > 3/2.
To this end, recall that the Hessian determinant of φpr is given by Hess(φpr )(x1, x2) =
12x21 − 4x22. In order to prove (8.2), it is sufficient to show that, given any point x0
in the support of χ1 (which is contained in an annulus on which |x| ∼ 1), there exist
a smooth bump function α ≥ 0 supported on a sufficiently small neighborhood of x0
with α(x0) = 1 so that the corresponding localized maximal operatorMαk satisfies the
estimate (6.19).
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If Hess(φpr )(x
0) 6= 0, then this has already been shown in Section 5 (compare esti-
mate (5.4)). We shall therefore assume that Hess(φpr )(x
0) = 0, i.e.,
12(x01)
2 − 4(x02)2 = 0.
But, since |x0| ∼ 1, this implies x01 6= 0 and x02 6= 0. By homogeneity, we may
then even assume that, say, x01 = 1, so that x
0
2 =
√
3. Then first we shift the point
x0 = (1,
√
3) to the origin in R2 by changing to the linear coordinates z = (z1, z2)
defined by x1 = 1 + z1, x2 =
√
3 + z2. In these coordinates, the principal part of φ is
given by
φpr (1 + z1,
√
3 + z2) = 4 + 6z1 + 2
√
3z2 + (
√
3z1 + z2)
2 + z31 + z1z
2
2 .
Thus, by a linear change of variables in the ambient space the principal part can be
reduced to the form
φ˜pr (y1, y2) := φpr (y1, y2−
√
3y1) = y
2
2+y
3
1+y1(y2−
√
3y1)
2 = y22+4y
3
1+y1y
2
2−2
√
3y21y2.
Note that the principal part of the function φ˜pr is y
2
2 +4y
3
1. Thus, in these coordinates
(y1, y2) near (0, 0) (which corresponds to our original point x
0), φ˜ has a singularity of
type A2 and depends smoothly on the small parameter σ := 2
−k/3, and consequently
the estimate (8.2) for Mαk in place of Mk follows from Theorem 7.1.
This completes the proof of Theorem 1.3.
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