Abstract. We study the following system of equations
when m ≥ 1, u i : R n → R and H = (H i ) m i=1 is a sequence of general nonlinearities. The nonlocal operator L i is given by
for a sequence of even, nonnegative and measurable jump kernels J i . We prove a Poincaré inequality for stable solutions of the above system for a general jump kernel J i . In particular, for the case of scalar equations, that is when m = 1, it reads
By(∇xu)[η(x) − η(x + y)] 2 J(y)dxdy,
for any η ∈ C 1 c (R n ) and for some nonnegative Ay(∇xu) and By(∇xu). This is a counterpart of the celebrated inequality driven by Sternberg and Zumbrun in [45] for semilinear elliptic equations that is used extensively in the literature to establish De Giorgi type results, to study phase transitions and to prove regularity properties. We then apply this inequality to finite range jump processes and to jump processes with decays to prove De Giorgi type results in two dimensions. In addition, we show that whenever H i (u) ≥ 0 or
Introduction and main results
The concepts of diffusion processes and elliptic differential operators are at the centre of the probability theory and partial differential equations theory, respectively. For an elliptic differential operator L in R n , there is an associated diffusion process X such that L is the infinitesimal generator of X and vice versa. As an example, the infinitesimal generator of a isotropically symmetric α-stable process in R n with 0 < α < 2 is the fractional Laplacian operator L = (−∆) α/2 that is (1.1) Lu(x) = lim ǫ→0 R n \Bǫ (x) [u(x) − u(z)]J(x, z)dz, for the symmetric jumping kernel J(x, z) = cn,α |x−z| n+α , where c n,α is a positive constant. The above nonlocal operator with a measurable symmetric kernel (1.2) J(x, z) = c(x, z) |x − z| n+α , when a measurable symmetric function c(x, z) is bounded between two positive constants, 0 < λ ≤ Λ, is studied expensively in the literature from both theory of partial differential equations and theory of probability points of view, see [7, 9, 12] and references therein. Note that there exists a real-valued symmetric α-stable jump process X with the jumping kernel J(x, z). Occasionally, in this article we assume that J(x, z) is restricted in the sense that jumps with size larger than certain number is removed that is (1.3) J(x, z) = c(x, z) |x − z| n+α 1 {|x−z|≤κ} , 1 for some positive constant κ. For a constant c(x, z), the associated X is a finite range, or truncated, isotropically symmetric α-stable process with jumps less than κ. From the probability theory point of view, processes with finite range jump kernels are of interests in the literature. We refer interested readers to [5, 23] and references therein for sharp heat kernel estimates, parabolic Harnack principles and weighted Poincaré inequalities of fractional order. Barlow, Bass and Gui in [6] considered jump processes which are not as restricted as the ones associated to (1.3) . Let θ, C > 0 and set (1.4) J(x, z) = c(x, z) |x − z| n+α when |x − z| ≤ κ, and (1.5) These imply that jumps with size larger than certain number must decay exponentially. However, jumps with smaller size are comparable to the ones in the unrestricted case (1.2) . In this article, we study the following multi-component system of nonlocal equations
is a sequence of locally Lipschitz functions. The operator L i is an integral operator of convolution type
where each J i is a nonnegative measurable even jump kernel. Inspired by (1.2) and (1.3) we consider these classes of jump kernels in this article,
and the finite range processes with jumps
when a measurable even function c i (x − z) is bounded between two positive constants 0 < λ i ≤ Λ i and 0 < δ i ≤ κ i for all 1 ≤ i ≤ m. We also consider the following jump kernel with decays that is inspired by (1.4)-(1.5),
where each 0 ≤ h i ∈ C(R + ) with lim r→∞ h i (r) = 0. We may assume certain decays rates, weaker than (1.5), on the sequence function h = (h i ) m i=1 in some of our proofs.
1.1. Scalar equations: m = 1. Ennio De Giorgi (1978) in [26] proposed the following conjecture that has been a great inspiration for many authors in the field of partial differential equations and differential geometry.
Conjecture A. Suppose that u is an entire solution of the Allen-Cahn equation that is
Then, at least in dimensions n ≤ 8 the level sets of u must be hyperplanes, i.e. there exists g ∈ C 2 (R) such that u(x) = g(ax ′ − x n ), for some fixed a ∈ R n−1 .
Ghoussoub and Gui in [35] provided the first comprehensive affirmative answer on the De Giorgi conjecture in two dimensions. In fact their proof is valid for a general Lipschitz nonlinearity H and not necessarily double-well potentials of the following form
Their proof uses the following, by now standard, linear Liouville type theorem for elliptic equations in the divergence form, which (only) holds in dimensions one and two, see [4, 6, 35] . If φ > 0, then any solution σ of (1.14) div(φ 2 ∇σ) = 0, such that φσ is bounded, is necessarily constant. This Liouville theorem is then applied to the ratio σ := ∂u ∂x1 / ∂u ∂x2 to finish the proof in two dimensions. Ambrosio and Cabré in [3] , and later with Alberti in [2] for a general Lipschitz nonlinearity, provided a proof for the conjecture in three dimensions by noting that for the linear Liouville theorem to hold, it suffices that
for any R > 1. Then by showing that any solution u such that ∂ xn u > 0 satisfies the energy estimate
they finished the proof. Even though the original conjecture remains open in dimensions 4 ≤ n ≤ 8, there are various partial, yet groundbreaking, results for dimensions 4 ≤ n ≤ 8. In this regard, Ghoussoub and Gui showed in [36] that the conjecture holds in four and five dimensions for solutions that satisfy certain antisymmetry conditions, and Savin in [42] established its validity for 4 ≤ n ≤ 8 under the following additional natural hypothesis on the solution,
In [47] , Wang provided a new proof for the proof of Savin that involves more variational methods in the spirit. Unlike the above proofs in dimensions n ≤ 5, the proof of Savin is non-variational and does not use a Liouville type theorem. We refer interested readers to [4, 6, 10, 11] for more information regrading this Liouville theorem for local semilinear equations. For the case of n ≥ 9, del Pino, Kowalczyk and Wei in [27] provided an example that shows the eight dimensions is the critical dimension for the conjecture. The classical De Giorgi's conjecture with the stability assumption, instead of monotonicity, is known as the stability conjecture or generalized De Giorgi's conjecture.
Conjecture B.
Suppose that u is a bounded and stable solution of the Allen-Cahn equation (1.12) . Then, the level sets are all hyperplanes, at least for dimensions n ≤ 7.
The above conjecture is known to be true for n = 2 and not to be true in dimension n = 8. For two dimensions the same proof given for monotone solutions in [35] can be applied for the stability conjecture. For eight dimensions, we refer interested readers to [40] by Pacard and Wei where they disproved the above conjecture. Note that the stability conjecture remains open for dimensions 3 ≤ n ≤ 7. In [30] and references therein, Farina et al. applied the following geometric Poincaré type inequality, given by Sternberg and Zumbrun in [46, 46] for stable solutions of (1.13), to establish the De Giorgi's conjecture, among other results, in two dimensions
for any η ∈ C 1 c (R n ) where ∇ T stands for the tangential gradient along a given level set of u and A 2 for the sum of the squares of the principal curvatures of such a level set. The above inequality has been frequently used in the literature to establish symmetry results [30, 31, 44] , to provide regularity of external solutions [13] , to analyze phase transitions [46, 46] , etc. Consider the case of scalar equations, when m = 1 in (1.6), that is
with an even, nonnegative and measurable kernel J. In this article, we prove a counterpart of the above inequality for stable solutions (1.20)
where
Note that A y (∇ x u) and B y (∇ x u) are nonnegative for all x, y ∈ R n . Note also that the nonlinearity H does not appear in both (1.18) and (1.20) . For the particular kernel J(y) = cn,α |y| n+α , it is by now standard that the fractional Laplacian operator, can be denoted as the Dirichlet-to-Neumann map for an extension function satisfying a higher order elliptic equation in the upper half space with one extra spatial dimension, see [22] by Caffarelli and Silvestre. In the light of this extension function, a counterpart of (1.20) is given by Sire and Valdinoci in [44] . We also refer interested readers to Cinti and Ferrari in [24] for a counterpart of (1.20) . We then apply this inequality to prove one-dimensional symmetry results for stable solutions of (1.6) in two dimensions. Our approach is different from the ones given very recently by Hamel, Ros-Oton, Sire and Valdinoci in [37] . Authors in [37] studied the scalar equation (1.19) and, among other results, they proved one-dimensional symmetry of monotone and stable solutions. Their proof relies on a Harnack inequality and a Liouville theorem for the quotient function σ.
1.2. System of equations: m ≥ 1. Ghoussoub and the author in [31, 33] considered the case of system of semilinear equations,
the concept of monotonicity needs to be adjusted accordingly. We borrow the following definition from [33] .
of (1.6) is said to be H-monotone if the following hold, (i) For every 1 ≤ i ≤ m, each u i is strictly monotone in the x n -variable (i.e., ∂ xn u i = 0).
(ii) For all i < j, we have
Note also that (ii) implies a combinatorial assumption on the sign of partial derivatives of H i and we call any system that admits such an assumption as orientable system. In other words, for orientable systems there exists a sequence of sign functions τ = (
Here is the notion of stability.
of (1.6) is called stable when there exists a sequence of functions φ = (φ i ) m i=1 such that each φ i does not change sign. In addition, φ satisfies the following linearized equation
It is straightforward to see that any H-monotone solution is a stable solution via differentiating (1.6) with respect to x n and defining φ i = ∂ xn u i . The next definition is the notion of symmetric systems, introduced in [31] . The concept of symmetric systems seems to be crucial for providing De Giorgi type results for system (1.6) with a general nonlinearity. Definition 1.3. We call system (1.6) symmetric if the matrix of partial derivatives of all components of
Authors in [33] , provided the following geometric inequality for stable solutions of (1.23) and then applied this to establish the De Giorgi's conjecture in two dimensions,
(Ω) and A 2 i stands for the sum of the squares of the principal curvatures of such a level set. As it is shown in [1] , in the absence of H-monotonicity and stability there are in fact twodimensional solutions for Allen-Cahn systems in two dimensions. Therefore, the concepts of H-monotonicity and stability seem to be crucial in the context. In this article, we show that the following inequality holds for a stable solution u = (u i )
and m, n ≥ 1. Note that counterparts of this Poincaré inequality for the fractional Laplacian operator, and the extension problem, are provided in [14, 15, 17-19, 28, 32, 34, 44 ] and references therein. We then apply this inequality to establish De Giorgi type results for stable solutions of (1.6) in two dimensions with a general nonlinearity H.
Here is how this article is structured. Section 2, is devoted to proof of the Poincaré inequality (1.29)-(1.31) for stable solutions with a general jump kernel J. In Section 3, we provide De Giorgi type results in two dimensions for finite rang jump kernels (1.9) and for jump kernels with decays (1.10)-(1.11). In addition, we show that under extra sign assumptions
Liouville theorems hold for each u i in one and two dimensions. In Section 4, we provide energy estimates for unrestricted jump kernels (1.8) and restricted jump kernels (1.9) and (1.10)-(1.11). Lastly, we provide a Liouville theorem for the quotient of partial derivatives of u.
A Poincaré Inequality for stable solutions
We start this section with the following technical lemma.
Lemma 2.1. Assume that an operator L is given by (1.1) with a measurable symmetric kernel
where f, g ∈ C 1 (R n ) and the integrals are finite.
Proof. The proof is elementary and we omit it here.
We now prove a stability inequality for solutions of (1.6). This inequality plays an important role in our proofs.
denote a stable solution of symmetric system (1.6) when J i (x, z) = J i (x − z) is a measurable symmetric kernel that is even. Then,
denote a stable solution of (1.6). Then there exists a sequence of functions
Multiply both sides with
is a sequence of test functions. Therefore,
Note that the left-hand side can be rewritten as
Here, we have used the notion of symmetric systems. From this and (2.5) we get
Applying Lemma 2.1 for the right-hand side of the above for each i we have
Note that for a, b, c, d ∈ R when ab < 0 we have
Since each φ i does not change sign, we have
in the above inequality and from the fact that ab = −φ i (x)φ i (z) < 0, we conclude
Therefore,
This together with (2.10) complete the proof.
Applying the above stability inequality we prove a Poincaré type inequality for stable solutions. Note that in the absence of stability, Poincaré inequalities are given in [5, 6, 12] and references therein for various kernels.
is a stable solution of (1.6). Then, the inequality (1.29)-(1.31) holds where A y (∇ x u i ) and B y (∇ x u i ) are given by (1.21) and (1.22) .
is a stable solution of (1.6), Propostion 2.1 implies that the stability (2.15) holds. We now test the stability inequality on
Rearranging terms in both sides of the above inequality we obtain
We now apply the equation (1.6). Note that for any index 1 ≤ k ≤ n we have
Multiplying both sides of the above equation with ∂ x k u i (x)η 2 i (x) and integrating we have
We now apply Lemma 2.1 for the right-hand side of the above equality
Combining (2.24) and (2.17) we obtain
2 and regrouping terms we get the desired result.
For scalar equations, that is when m = 1, the following term
disappears in the Poincaré inequality (1.29)-(1.31). Therefore, we have the following direct consequence of the above theorem.
Corollary 2.1. Let n ≥ 1, m = 1 and u be a stable solution of (1.6). Then, the inequality (1.20) holds.
De Giorgi type results and a Liouville theorem
In this section, we provide a one-dimensional symmetry result for bounded stable solutions of symmetric system (1.6) in two dimensions. To do so, we apply the Poincaré inequality given in (1.29)-(1.31) for an appropriate test function. Proof. We provide the proof in two cases.
Case 1. Scalar equations: m = 1. Set the following standard test function
We now apply inequality (1.20), given in Corollary 2.1, that is
where C is a positive constant depending on ||∇ x u|| ∞ and
Note that |η(x) − η(y)| = 0 on Ω 5 R and Ω 6 R . Therefore, from (3.2) we get
We now compute an upper bound for each A i (R) and B i (R) in four steps. To do so, we apply the following straightforward inequality frequently,
where a, b ∈ R + .
Step 1: Suppose that (x, y) ∈ Ω 1 R . Note that whenever x ∈ B √ R−κ1 and y ∈ B R \ B √ R or x ∈ B √ R and y ∈ B R \ B √ R+κ1 , we have |x − y| > κ 1 . On these sets and whenever the kernel J 1 is with a finite range, ie. (1.9) holds, then B 1 (R) = 0. To find an upper bound for A 1 (R), without loss of generality, we assume that
From the definition of the test function η we have η(x) = 1 2 and η(y) = 1 − log |y| log R . Applying (3.8) and the fact that |x| < √ R ≤ |y| we get
Substituting this in A 1 (R), we get
Note that here we have used the facts that 0 < α 1 < 2 and n = 2. Now, we assume that the jump kernel J 1 satisfies (1.10)-(1.11) with h 1 (r) < Cr −θ1 when θ 1 > 3. Note that the above upper bound for A 1 (R) holds. We now provide an upper bound for B 1 (R) as
Step 2: Suppose that (x, y) ∈ Ω 2 R . Due to the symmetry in the domain, without loss of generality we assume that |x| ≤ |y|. Since x, y ∈ B R \ B √ R , from the definition of η we have the following (3.14)
If (1.9) holds, then B 2 (R) = 0. For A 2 (R), we have
Note that here we have also used the facts that 0 < α 1 < 2 and n = 2. Now suppose that (1.10)-(1.11) hold with h 1 (r) < Cr −θ1 when θ 1 > 3. Then, the above estimate for A 2 (R) holds and we have the following for
Step 3: Suppose that (x, y) ∈ Ω 3 R . Note that whenever x ∈ B R−κ1 \ B √ R and y ∈ R n \ B R or x ∈ B R \ B √ R and y ∈ R n \ B R+κ1 , we have |x − y| > κ 1 . For these values of (x, y), we have B 3 (R) = 0 provided (1.9) holds. Therefore, without loss of generality we assume that x ∈ B R \ B R−κ1 and y ∈ B R+κ1 \ B R for large enough R. From the definition of the test function η we have η(x) = 1 − log |x| log R and η(y) = 0. Applying (3.8) and the fact that |x| < R ≤ |y| we get
Substituting this in A 3 (R), we get
Note that here we have used the facts that 0 < α 1 < 2 and n = 2. We now suppose that J 1 satisfies (1.10)-(1.11) with h 1 (r) < Cr −θ1 when θ 1 > 3. Similar arguments as the ones given in (3.17) imply that
Step 4: Suppose that (x, y) ∈ Ω 4 R . Note that for large R > 4(1 + κ 1 ), we have |x − y| > κ 1 . This implies that A 4 (R) = 0 for either (1.9) or (1.10)-(1.11). Note also that B 4 (R) = 0 provided (1.9). We now assume that (1.10)-(1.11) holds and we provide an estimate for B 4 (R). Note that η(x) = 
From
Step 1-4 and (3.5), we conclude that (3.25)
where C is independent from R. Sending R → ∞ and applying the fact that
for all x, y ∈ R 2 , we get A y (∇ x u)J 1 (y) = 0 a.e. for all x, y ∈ R 2 . Therefore, A y (∇ x u) = 0 for all x ∈ R 2 and y ∈ B δ1 . This implies that
when |∇ x u| = 0. This implies that Case 2. System of equations: m ≥ 2. Since the system (1.6) is orientable, there exist nonzero functions
Test the Poincaré inequality (1.29)-(1.31) on η i (x) := τ i η(x) where η is given by (3.1). Therefore,
where Ω R is given by (3.3)-(3.4) . Applying similar arguments as the ones given in Case 1, for each index i, one can see that (3.31) approaches to zero when R tends to infinity. Note that the integrand in (3.29) due to fact that each A y (∇ x u i ) is nonnegative. Note also that the integrand in (3.30) is also nonnegative, since the system is orientable. Hence, both (3.29) and (3.30) must be zero. This implies that for all 1 ≤ i ≤ m,
for all x ∈ R 2 and y ∈ B δi , and for all 1 ≤ i = j ≤ m,
These imply that each u i must be a one-dimensional function and the angle between ∇ x u i (x) and
In what follows, we provide a Liouville theorem in one and two dimensions for bounded solutions of (1.6) under certain sign assumptions on the nonlinearity H. 
when C x,y (u i ) := u i (x) − u i (y). Rearranging the terms, we conclude (3.38)
We now apply the Cauchy-Schwarz inequality to get
where we have used the fact that |η(
where C is a positive constant and it is independent from R. We are now ready to compute an upper bound for each E k and F k . Note that for (x, y) ∈ ∪
and for (x, y) ∈ Γ 4 R , we have |η(x) − η(y)| = 1. We now provide upper bounds for E k , F k in various steps.
Step 1: Suppose that (x, y) ∈ Γ 1 R . First we assume that the jump kernel J i satisfies (1.9). If x ∈ B R−κi and y ∈ B 2R \ B R or x ∈ B R and y ∈ B 2R \ B R+κi , we have |x − y| > κ i . For such (x, y), we have F 1 (R) = 0. We now provide an upper bound for E 1 (R).
Now, suppose that (1.10)-(1.11) hold with h i (r) < Cr −θi when θ i > 3. Therefore, the above estimate holds for E 1 (R) and
where we have used θ 1 > 3, n = 2 and 0 < α i < 2.
Step 2: Suppose that (x, y) ∈ Γ 2 R . Note that for the jump kernel J i satisfying (1.9) we have F 2 (R) = 0 and
For kernels satisfying (1.10)-(1.11), the above estimate holds for E 2 (R) and
Step 3: Suppose that (x, y) ∈ Γ 3 R . Let x ∈ B 2R−κi \ B R and y ∈ R n \ B 2R or x ∈ B 2R \ B R and y ∈ R n \ B 2R+κ1 , we have |x − y| > κ i . Therefore, F 3 (R) = 0 when J i satisfies (1.9). We have the following estimate for E 3 (R),
In the above, we have used the facts that 0 < α i < 2 and n = 2. Note that a similar estimate as (3.51) holds for F 3 (R).
Step 4: Suppose that (x, y) ∈ Γ 4 R . Let R be large enough that is R > κ * . For such (x, y), we have |x − y| > R > κ i for 1 ≤ i ≤ m. This implies that for kernels satisfying (1.9), we have E 4 (R) = F 4 (R) = 0. We now assume that (1.10)-(1.11) holds and we provide an estimate for F 4 (R). Note that η(x) = 1 and η(y) = 0 and |x − y| > R > κ i , (3.53)
From the above steps and (3.43) we get (3.54)
where C is a positive constant that is independent from R. From this, definition of η and (3.41) we get
2 and y ∈ B δi(x) . This implies that u i is constant. Note that the case of
is very similar and we omit the proof.
Energy estimates and a Liouville theorem
4.1. Energy Estimates. For a domain Ω ⊂ R n , the associated energy functional to (1.6) is
when ∂ iH (u) = H i (u) and the term K J is given by
Since the jump kernel J is even, K J becomes
Here we provide the notion of layer solutions. This is a counterpart of (1.17).
is a layer solution of (1.6) if u is a bounded solution of (1.6) such that for each index i the directional derivative ∂ xn u i (x) does not change sign and
and ω ± i ∈ R. For the case of layer solutions of (1.6) we assume thatH(ω + ) =H(ω − ). This refers to multi-well potentials that is of great interests in this context. Here is how we justify this assumption when n = 1 and m ≥ 1. Multiply both sides of (1.6) with u ′ i (x) and integrate to get
From Lemma 2.1 we have
. Suppose that (1.9) holds. Note that for (x, y) in both Π 1 R,κi and Π 2 R,κi , we have |x − y| > k i . Therefore, G 1,i (R) and G 2,i (R) are identically zero. We now compute an upper bound for G 3,i (R). Straightforward computations show that for n ≥ 1 (4.23)
where C(α i , κ i ) is a positive constant for 0 < α i < 2 and it is given by
This implies that
We now assume that the jump kernel J = (J i ) m i=1 satisfies (1.10)-(1.11). Note that the latter assumption on G 3,i (R) holds. We now compute upper bounds for G 1,i (R) as (4.26)
where we have used h i (r) < Cr −θi for θ i > 2. For G 2,i (R), we have
when C is a positive constant that is independent from R.
Note that the upper bound in the energy estimate (4.8) is R n−1 for all parameters 0 < α i < 2. However, for jump kernels with intensity (1.8) we have to consider three different cases 1 < α * < 2, α * = 1 and 0 < α * < 1. For the case of fractional Laplacian operator and m = 1 such an energy estimate is given in [14] [15] [16] 41] and references therein. For the case of systems, we refer interested readers to [32, 34] .
is a bounded H-monotone layer solution of (1.6) withH(ω + ) = 0. Assume also that the kernel J i satisfies (1.8) when 0 < α i < 2 for all 1 ≤ i ≤ m. Then, the following energy estimates hold for R > κ * .
where the positive constant C is independent from R but may depend on α i , κ i .
Proof. The proof is similar to the one of Theorem 4.1. We only need to provide an upper bound for the right-hand side of (4.19). Note that |u
From the boundedness of u we have
Note that an upper bound for L 3,i (R), the integral on Π 3 R,κi , is similar to the one given by (4.25) 
Note that for subdomains Π 
From this we get
This completes the proof. 
Proof. Since u is a stable solution, there exists a sequence of functions φ = (φ i )
Let ν(x) = ν(x ′ , 0) : R n−1 → R and ψ i := ∇u i · ν. Differentiating (1.6) with respect to x, we get
Multiply (4.39) with −σ i and add with (4.41) to get
Applying Lemma 2.1, we get
Note that the left-hand side of the above equality can be simplified as
Multiplying (4.43) with σ i (x)φ i (x)η 2 (x) and integrating, we get
Note that for symmetric systems we have 
where Γ k R are given in (3.39). Then, each σ i must be constant.
Proof. From Lemma 4.1, we have We now set to be the standard test function that is η = 1 in B R and η = 0 in R n \ B 2R with ||∇η|| L ∞ (B2R\BR) ≤ CR −1 . Combining (4.51) and (4.52), we get Applying similar arguments as in the proof of Theorem 3.2 and using the Cauchy-Schwarz inequality, we conclude Note that Υ(R) ≤ Υ and from the assumptions we have
This implies that 0 ≤ Υ ≤ C and then Υ(R) ≤ C. Therefore, Υ = 0. This completes the proof.
We now provide a one-dimensional symmetry result for bounded H-monotone solutions of system (1.6) under certain assumptions on sequences J = (J i ) φ i , for all x 0 ∈ R n .
Then, each u i must be a one-dimensional function for i = 1, · · · , m.
Proof. Since |∇u i | ∈ L ∞ (R n ), we conclude that |σ i | ≤ Applying similar arguments as in the proof of Theorem 3.2, one can conclude that (4.61) holds in two dimensions. This completes the proof.
We end this section with pointing out that we expect that the one-dimensional symmetry result holds in three dimensions as well. To prove this, just like in the proof of the De Giorgi's conjecture given by Ambrosio and Cabré [3] , one might need to combine the energy estimate provided in Theorem 4.1 and Theorem 4.3.
