Biogeography-based optimization (BBO) is a new evolutionary algorithm that is inspired by biogeography. Previous work has shown that BBO is a competitive optimization algorithm, and it demonstrates good performance on various benchmark functions and real-world optimization problems. Motivated by biogeography theory and previous results, three variations of BBO migration are introduced in this paper. We refer to the original BBO algorithm as partial immigration-based BBO. The new BBO variations that we propose are called total immigration-based BBO, partial emigration-based BBO, and total emigrationbased BBO. Their corresponding Markov chain models are also derived based on a previously-derived BBO Markov model. The optimization performance of these BBO variations is analyzed, and new theoretical results that are confirmed with simulation results are obtained. Theoretical results show that total emigration-based BBO and partial emigration-based BBO perform the best for three-bit unimodal problems, partial immigrationbased BBO performs the best for three-bit deceptive problems, and all these BBO variations have similar results for three-bit multimodal problems. Performance comparison is further investigated on benchmark functions with a wide range of dimensions and complexities. Benchmark results show that emigration-based BBO performs the best for unimodal problems, and immigration-based BBO performs the best for multimodal problems. In addition, BBO is compared with a stud genetic algorithm (SGA), standard particle swarm optimization (SPSO 07), and adaptive differential evolution (ADE) on real-world optimization problems. The numerical results demonstrate that BBO outperforms SGA and SPSO 07, and performs similarly to ADE for the real-world problems.
Introduction
Mathematical models of biogeography describe the immigration and emigration of species between habitats. Biogeography-based optimization (BBO) was first presented in 2008 [28] and is an extension of biogeography to evolutionary algorithms (EAs). BBO has demonstrated good performance on unconstrained and constrained benchmark functions [8, 9, 19] . It has also been applied to real-world optimization problems, including sensor selection [28] , economic load dispatch [3] , satellite image classification [21] , power system optimization [24] , and others.
Like other EAs [1, 10, 12, 27, 37] , BBO probabilistically shares information between candidate solutions. We use the shorthand notation ''solution'' to refer to a candidate solution. In BBO, each solution is comprised of a set of independent variables, also called features. Each solution immigrates features from other solutions based on its immigration rate, and emigrates features to other solutions based on its emigration rate. In the original BBO paper [28] , immigration rates are first used to decide whether or not immigrate features to a given solution, and then emigration rates are used to choose the emigrating solution. However, there are other methods that could be used to implement migration, and these other methods are introduced and analyzed in this paper. For example, one of our proposals here is to first use emigration rates to decide whether or not to emigrate features from a given solution, and then use immigration rates to select the immigrating solution.
Markov models have been a valuable theoretical tool to analyze EAs, including simple genetic algorithms [7, 20, 25, [33] [34] [35] [36] and simulated annealing [16] . Markov models have already been derived for BBO [29, 30] , along with Markov model comparisons between BBO and genetic algorithms [31] . A Markov chain is a random process that has a discrete set of possible states s i (i = 1,2, . . . , T). The probability that the system transitions from state s i to s j is given by the probability p ij , which is called a transition probability. The T Â T matrix P = [p ij ] is called the transition matrix. A Markov state in [30] represents a BBO population distribution. Each state describes how many individuals there are at each point of the search-space. p ij is the probability that the population transitions from the ith population distribution to the jth population distribution in one generation. This paper uses Markov models to analyze our proposed BBO variations.
Section 2 gives a simple description of the original BBO algorithm, and introduces three variations of BBO. Section 3 introduces and analyzes the Markov chain models for BBO and its variations. Section 4 compares these BBO variations based on simulation results. Some concluding remarks and directions for future work are provided in Section 5.
Variations of biogeography-based optimization
This section presents an overview of the original BBO algorithm (Section 2.1), and then introduces three variations of BBO (Section 2.2).
Biogeography-based optimization
Suppose that we have an optimization problem and some candidate solutions. Each candidate solution is comprised of a set of features, which are similar to genes in GAs. A good solution is analogous to a biological habitat with a high habitat suitability index (HSI). This corresponds to a geographical area that is well suited for hosting biological species. In optimization problems, HSI corresponds to the goodness of a BBO solution, and is called fitness in standard EAs notation. A poor solution is analogous to a habitat that is not well suited for hosting biological species. High fitness BBO solutions correspond to biological habitats with a large number of species, and low fitness BBO solutions correspond to habitats with a small number of species. High fitness solutions are more likely to share their features with other solutions (emigration), and low fitness solutions are more likely to accept shared features from other solutions (immigration). Similar to other EAs, BBO consists of two main steps: information sharing (which is implemented with migration in BBO) and mutation.
Migration is a probabilistic operation. The migration rates of each solution are used to probabilistically share features between solutions. For each feature of a given solution y k , the immigration rate k k of y k is used to probabilistically decide whether or not to immigrate. If immigration is selected, then the emigrating solution y j is probabilistically chosen based on the emigration rate l j . Migration is written as y k ðsÞ y j ðsÞ ð1Þ
where s is a solution feature. Immigration rates and emigration rates are based on migration curves, such as the linear migration curves in Fig. 1 , where the maximum immigration rate and maximum emigration rate are both equal to 1. Nonlinear curves are discussed in [17, 18] . Mutation is a probabilistic operator that randomly modifies a solution feature. The purpose of mutation is to increase diversity among the population. Fig. 1 . Linear migration curves for BBO. k is the immigration rate and l is the emigration rate, and we assume that the maximum immigration rate and maximum emigration rate are both equal to 1. A description of one generation of BBO is given in Algorithm 1. Migration and mutation of the entire population take place before any of the solutions are replaced in the population, which requires the use of the temporary population z in the algorithm. In Algorithm 1, the statement ''use k k to probabilistically decide whether to immigrate to z k '' can be implemented with the following logic, where rand (0, 1) is a random number uniformly distributed between 0 and 1:
Immigration Flag = true else Immigration Flag = false end if Also in Algorithm 1, the statement ''Use {l i } to probabilistically select the emigrating solution y j '' can be implemented with any fitness-based selection method (since l i is proportional to the fitness of y i ). For instance, we could use tournament selection by randomly choosing two or more solutions for a tournament, and then selecting y j as the fittest solution in the tournament. In this paper, as in most other BBO implementations, we use {l i } in a roulette-wheel algorithm so that the probability that each individual y i is selected for emigration is proportional to its emigration rate l i .
Variations of BBO
The BBO algorithm presented in Algorithm 1 is called partial immigration-based BBO. The word ''partial'' means that only one solution feature is considered at a time for immigration. That is, for solution z k , k k is tested against a random number once for every feature to decide whether or not to replace that feature in z k . The term ''immigration-based'' means that k k is first used to decide whether or not to immigrate to z k ; then the l j variables are used to choose the emigrating solution, but only if immigration was selected as described in the previous subsection.
However, there are also other ways that could be used to implement migration. Instead of testing k k against a random number once for each solution feature, we could test k k against a random number only once for each solution, and then if immigration were selected, we could replace all of the solution features in z k . We call this total immigration-based BBO. One generation of total immigration-based BBO is described in Algorithm 2.
Algorithm 2. One generation of total immigration-based BBO, where N is the population size. y is the entire population of candidate solutions, y k is the kth candidate solution, and y k (s) is the sth feature of y k For each solution y k , define emigration rate l k proportional to fitness of y k , where l k 2 [0, 1] For each solution y k , define immigration rate As a third option, we could first use l k to decide whether or not to emigrate a solution feature from a given solution. Then, if emigration were selected, the k j values could be used to select the immigrating solution. This idea results in partial emigration-based BBO. One generation of partial emigration-based BBO is described in Algorithm 3.
Finally, instead of testing l k against a random number once for each solution feature, we could test l k against a random number only once for each solution, and then if emigration were selected, all solution features could be emigrated from y k . This is called total emigration-based BBO. One generation of total emigration-based BBO is described in Algorithm 4. These four combinations of partial/total and immigration/emigration are inspired by the original philosophy of BBO migration. Therefore, we derive Markov models for each of the three new variations in the following section, and we test their performances in Section 4.
Markov analysis
This section presents an overview of a Markov model of partial immigration-based BBO (Section 3.1), and then derives Markov models for the three new variations of BBO (Section 3.2).
Markov analysis of partial immigration-based BBO
In [30] a partial immigration-based BBO Markov chain model is derived for Algorithm 1. This subsection reviews this Markov model. A Markov model of BBO provides us with the transition probability p ij from the ith population distribution to the jth population distribution. In BBO, two main steps, migration and mutation, are significant, so the transition probability includes the migration probability and the mutation probability for one generation.
Consider a problem whose candidate solutions {x 1 , . . ., x n } are in a binary search space. The set of candidate solutions is the set of all bit strings x i consisting of q bits each. Therefore, the cardinality of the search space is n = 2 
We use y k to denote the kth individual in the population:
; Á Á Á x n ; x n ; Á Á Á ; x n |fflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflffl} vn copies g ð 3Þ
where the y k individuals have been ordered to group identical individuals. s is used to denote the sth feature (that is, the sth bit) of a solution. According to [30] , for partial immigration-based BBO, the probability that an immigration opportunity for the sth solution feature of y k during generation t results in a new solution feature x i (s) at generation t + 1, is the following. 
where 1 0 is the indicator function on the set {0}, and
where m(k) is defined as
The relationship between y k and x m(k) is depicted in (3). The notation 1 i (s) in (4) denotes the set of candidate solution indices j such that the sth bit of x j is equal to the sth bit of x i . That is,
We know from (4) that the total migration probability includes two parts: the probability that immigration did not occur, and the probability that immigration did occur. If the sth feature of y k is not selected for immigration during generation t, then y k ðsÞ tþ1 ¼ x mðkÞ ðsÞ; ðif no immigration to y k;t Þ ð 8Þ
If the sth feature of y k is selected for immigration during generation t, the probability that y k (s) t+1 is equal to x i (s) is proportional to the sum of the emigration rates of all individuals whose sth feature is equal to x i (s). This probability can be written as
Eqs. (8) and (9) are combined with the fact that the probability of immigration to y k (s) is equal to k m(k) to obtain (4). P ki (v) is used to denote the probability that immigration results in y k,t+1 = x i , given that the population distribution is described by the population count vector v. P ki (v) can be written as
ð1 À k mðkÞ Þ1 0 ðx mðkÞ ðsÞ À x i ðsÞÞ þ k mðkÞ
where q is the number of bits in each solution. Note that P ki (v) can be computed for each k 2 [1, N] and each i 2 [1, n] in order to form the N Â n matrix P(v). The kth row of P(v) corresponds to the kth iteration of the outer loop in Algorithm 1 (there are N iterations of the outer loop in Algorithm 1). The ith column of P(v) corresponds to the probability of obtaining solution x i during each outer loop iteration; that is, P ki (v) gives the probability of obtaining the ith outcome on the kth immigration trial. Only migration is included in (10). Next we include the possibility of mutation. U is used to denote the n Â n mutation matrix, where U ji is the probability that x j mutates to x i . The probability that the kth immigration trial, followed by mutation, results in x i is denoted as P 
where the elements of P(v) are given in (10). P (2) (v) contains the probabilities when both migration and mutation are considered. u is defined as the population count vector after migration and mutation are completed for a given generation, where the component u i is the number of solutions x i in the population. The transition probability Pr (ujv) that we obtain a population count vector u after one generation, given that we started with a population count vector v, can be obtained from the multinomial theorem [30] as
Eq. (12) can be used to find the transition matrix for partial immigration-based BBO with migration and mutation.
The Markov transition matrix, which we denote as Q, is obtained by computing (12) for each possible v and each possible u. Each element of Q will give the transition probability from one population count vector v to another population count vector u after one generation. Note that Q is a T Â T matrix, where T is the total number of possible populations. T can be calculated by several different methods [30] . Once we calculate the transition matrix Q, a wealth of Markov tools [13] can be applied to find statistical properties of BBO, including the limiting probability (as the generation count approaches infinity) of each possible BBO population.
Markov analysis of variations of BBO
The above subsection summarized the partial immigration-based BBO Markov chain model of Algorithm 1, which considers the immigration of each solution feature as separate probabilistic trials. This subsection derives new Markov models for three variations of BBO.
Total immigration-based BBO
Total immigration-based BBO (Algorithm 2) bases migration on the immigration rate for each solution, and probabilistically decides whether or not to immigrate all solution features to a given solution. This is different from partial immigrationbased BBO (Algorithm 1), which considers immigration of one solution feature at a time. For total immigration-based BBO,
given that the population distribution at generation t is equal to v, the probability P ki (v) that immigration results in y k,t+1 = x i at generation t + 1 can be obtained as
Note that the first term of the right side of Eq. (13) denotes the probability when immigration does not occur; that is, when y k is not selected for immigration. The second term on the right side of Eq. (13) denotes the probability when immigration occurs, and it is proportional to the product of the summed emigration rates of all solutions whose bits are equal to those of x i . Now suppose that the mutation probability is the same as that in partial immigration-based BBO. That is, P ð2Þ ki ðvÞ is defined as in (11) , except that we use P ki (v) from (13) instead of P ki (v) from (10) . Then the transition matrix for total immigrationbased BBO is calculated as shown in (12).
Partial emigration-based BBO
Partial emigration-based BBO (Algorithm 3) bases migration on emigration rates for each solution, and probabilistically decides whether or not to emigrate each solution feature. If emigration is selected, the immigrating solution is probabilistically selected based on immigration rates. For all BBO variations, the probability that y k is equal to some specific value includes the probability that immigration does not occur and the probability that immigration occurs. Suppose r denotes the current emigration trial (there are N emigration trials of the outer loop in Algorithm 3). If the sth feature of y k is not selected for immigration during generation t, then y k ðsÞ tþ1 ¼ x mðkÞ ðsÞ ðif no immigration to y k; t ðsÞ on the rth emigration trialÞ ð 14Þ
To calculate the probability that immigration does not occur, first consider the emigration probability of x m(r) on the rth emigration trial, which can be written as Prðemigration on the rth emigration trialÞ ¼ l mðrÞ
where the meaning of m(r) is similar to m(k) in (6) . The immigration probability of y k is proportional to its immigration rate. So the probability that x m(r) (s) immigrates to y k (s) on the rth emigration trial can be written as Prðimmigration to y k on the rth emigration trialÞ ¼ Prðemigration on the rth emigration trialÞPrðimmigration to y k jemigration on the rth emigration trialÞ
The probability that immigration does not occur for y k (s) on the rth emigration trial can be written as Prðno immigration to y k on the rth emigration trialÞ ¼ 1 À Prðimmigration to y k on the rth emigration trialÞ
However, if the sth feature of y k is selected for immigration on the rth emigration trial during generation t, then in order to have y k (s) = x i (s), the sth feature of the emigrating solution x m(r) must be equal to the sth feature of x i ; that is, y k ðsÞ tþ1 ¼ x mðrÞ ðsÞ ¼ x i ðsÞ ðif immigration to y k;t ðsÞ on the rth emigration trialÞ ð 18Þ
Eqs. (14)- (17) are combined to obtain the total migration probability of one bit of y k after R emigration trials. Here use R to denote the total number of emigration trials; this differs from r, which indicates a specific emigration trial. So the total migration probability can be written as 
Note that the above equation applies to one bit in one individual after R emigration trials. For example, consider the simple case of one emigration trial (R = 1). In this case, the probability that y k (s) = x i (s) at generation t + 1 can be written as Prðy k;tþ1 ðsÞ ¼ x i ðsÞ after 1emigration trialÞ ¼ Prðno immigration to y k;t on 1st emigration trialÞPrðy k;tþ1 ðsÞ ¼ x i ðsÞjno immigrationÞ þ Prðimmigration to y k;t on 1st emigration trialÞPrðy k;tþ1 ðsÞ ¼ x i ðsÞjimmigration on 1st emigration trialÞ
To express this in a more compact form, we introduce the notation g m(k) for k mðkÞ = Note that the first term of the right side of the above equation denotes the probability when immigration does not occur on either of the two emigration trials, the second term denotes the probability when immigration occurs on the first emigration trial but not on the second emigration trial, and the third term denotes the probability when immigration occurs on the second emigration trial. After N emigration trials (recall that the population size is N), we can use induction to see that the probability can be written as Note that the first term of the right side of the above equation denotes the probability when immigration does not occur on any of the N emigration trials, the second term denotes the probability when immigration occurs on the first emigration trial but none of the later emigration trials, the third term denotes the probability when immigration occurs on the second emigration trial but none of the later trials, and so on. A more compact form of (22) 
We again use P ki (v) to denote the probability that immigration results in y k,t+1 = x i , given that the population distribution at generation t is equal to v. Recalling that there are q bits in each solution, this can be written as
ðPrðy k;tþ1 ðsÞ ¼ x i ðsÞ after N emigration trialsÞÞ ð24Þ
The incorporation of mutation probability is the same as for partial immigration-based BBO, so P ð2Þ ki ðvÞ is defined the same as in (11) , except that we use P ki (v) from (24) . Then the transition matrix for total immigration-based BBO is calculated as shown in (12).
Total emigration-based BBO
Total emigration-based BBO (Algorithm 4) bases migration on the emigration rate for each solution, and probabilistically decides whether or not to emigrate all solution features from each solution. This differs from partial emigration-based BBO, which considers emigration of one solution feature at a time. But in total emigration-based BBO, the immigration probability of one bit of y k after R emigration trials is the same as in partial emigration-based BBO. This can be seen by carefully comparing Algorithms 3 and 4; the probability of immigrating to z k (s) is the same for both algorithms. Therefore, the Markov transition matrix is the same for total emigration-based BBO as it is for partial emigration-based BBO.
Simulation results
This section first looks at the performance of the four BBO algorithms of Section 2 using the Markov chain models derived in Section 3. This Markov-based comparison is presented in Section 4.1. Then we compare the performance of the four BBO algorithms on a set of commonly used benchmark functions in Section 4.2. Finally we compare BBO with several other optimization algorithms on some real-world optimization problems in Section 4.3.
Theoretical comparison
This subsection theoretically compares the original BBO with its variations. Most importantly in this section, we use simulation results to confirm the Markov models of the previous section. Of secondary importance, the simulation results provide some preliminary guidelines for when to use different BBO variations.
The four BBO algorithms were presented in Section 2 and include partial immigration-based BBO, total immigrationbased BBO, partial emigration-based BBO, and total emigration-based BBO. The comparison in this subsection uses the Markov chain models derived in Section 3. For the remainder of this paper, partial immigration-based BBO and total immigration-based BBO are called immigration-based BBO algorithms, and partial emigration-based BBO and total emigration-based BBO are called emigration-based BBO algorithms. Their limiting population distributions are compared using the results of Sections 3.1, 3.2.1, 3.2.2, and 3.2.3. The Markov transition matrices derived in Section 3 are used to obtain the probability, in the limit as the generation count approaches infinity, that the BBO population consists of a particular set of individuals. This approach is motivated by the fundamental limit theorem for regular Markov chains, which states that if the transition matrix is regular, there is a unique nonzero limiting probability for each state as time approaches infinity. The transition matrix of BBO has been proven to be regular when the mutation rate is nonzero [30] . Additional details about how to obtain BBO population probabilities from Markov transition matrices can be found in [29] [30] [31] .
Test functions are limited to three-bit problems with a search space cardinality of eight and a population size of four due to the factorial increase of Markov matrix sizes with problem size. The three fitness functions that we examine are
where fitness values are listed in binary order, so the first element of each fitness function corresponds to the bit string 000, the second element corresponds to the bit string 001, and so on. For example, for problem f 1 , the bit string 000 has a fitness of 1, the bit string 001 has a fitness of 2, . . ., and the bit string 111 has a fitness of 4. In (25) , f 1 is a unimodal one-max problem in which the fitness of each bit string is proportional to the number of ones in the bit string; f 2 is a multimodal problem in which the fitness of each bit string is equal to those of the unimodal one-max problem, except that the bit string consisting of all zeros has the same fitness as the bit string consisting of all ones; and f 3 is a deceptive problem in which the fitness of each bit string is proportional to the number of ones in the bit string, except that the bit string of all zeros has the highest fitness. Note that all three problems are maximization problems. For all BBO variations, we use emigration rates l i = f ki /5 for f k (k = 1, 2, 3), where f ki is the fitness of the ith element of f k . We use immigration rate k i = 1 À l i , and we do not use elitism for any of the problems. To confirm the BBO Markov chain models, we use simulation in this subsection with the number of generations equal to 20,000 to approximate an infinite number of generations. In addition, the parameters of all BBO variations used in the simulations are as follows: population size equal to 50, and 100 Monte Carlo simulations for each problem. Tables 1-3 show Table 1 Optimization results for the three-bit unimodal one-max problem f 1 . The table shows the probabilities of obtaining an all-optimal population and the probabilities of obtaining a no-optimal population using the BBO Markov models and simulations. In addition, CPU times for simulations are shown in the last row of the Table 2 Optimization results for the three-bit multimodal problem f 2 . The table shows the probabilities of obtaining an all-optimal population and the probabilities of obtaining a no-optimal population using the BBO Markov models and simulations. In addition, CPU times for simulations are shown in the last row of the comparisons between theoretical (Markov) and simulated results for the four BBO algorithms with mutation rates of 0.1, 0.01, and 0.001 per bit per generation. The tables show the probability of obtaining a population in which all individuals are optimal, and the probability of obtaining a population in which no individuals are optimal. In general, the higher the probability of obtaining an all-optimal population and the lower the probability of obtaining a no-optimal population, the better the optimization performance. Several things are notable about the results in Table 1 . First, the mutation rate affects the performance for all four BBO algorithms. For all three problems, the performance of the four algorithms improves as the mutation rate decreases; that is, the probability of obtaining an all-optimal population increases, and the probability of obtaining a no-optimal population decreases. Tables 1-3 show that a high mutation rate of 0.1 per bit results in too much exploration, so the probability of obtaining an all-optimal population is low, and the probability of obtaining a no-optimal population is relatively high. However, as the mutation rate decreases to the values of 0.01 and 0.001, the probability of obtaining an all-optimal population significantly increases, and the probability of obtaining a no-optimal population significantly decreases. The higher the mutation rate, the lower the probability that the optimum is found and kept for the next generation, which gives worse performance, as shown in Table 1 .
Second, for the unimodal one-max problem f 1 in Table 1 , emigration-based BBO algorithms outperform immigrationbased BBO algorithms for all mutation rates; that is, emigration-based BBO algorithms have a higher probability of obtaining an all-optimal population, and a lower probability of obtaining a no-optimal population. For example, for a mutation rate of 0.001 per bit, the best performance is obtained by emigration-based BBO algorithms in their high probability of obtaining an all-optimal population (95.43%), and in their low probability of obtaining a no-optimal population (2.22%). Partial immigration-based BBO and total immigration-based BBO probabilities are 86.05% and 86.01% respectively for obtaining an all-optimal population, and 9.23% and 9.28% respectively for obtaining a no-optimal population.
Third, for the multimodal problem f 2 in Table 2 , the probability of obtaining an all-optimal population and the probability of obtaining a no-optimal population are very similar for all four BBO algorithms. Specifically, total immigration-based BBO outperforms the other three algorithms when the mutation rate is 0.1 per bit, and partial immigration-based BBO outperforms the other three algorithms when the mutation rate is 0.001 per bit, but the emigration-based BBO algorithms outperform the immigration-based BBO algorithms when the mutation rate is 0.01 per bit.
Fourth, for the deceptive problem f 3 in Table 3 , the immigration-based BBO algorithms outperform the emigration-based BBO algorithms for all mutation rates, with partial immigration-based BBO slightly better than total immigration-based BBO. For example, for a mutation rate of 0.001 per bit, the best performance is obtained by partial immigration-based BBO in its high probability of obtaining an all-optimal population (87.71%), and in its low probability of obtaining a no-optimal population (9.38%). Total immigration-based BBO and emigration-based BBO algorithms are 87.67% and 78.18% respectively for obtaining an all-optimal population, and 9.43% and 19.41% respectively for obtaining a no-optimal population.
All of these results show that different variations of BBO provide different optimization performance for different types of test problems. For the unimodal problem f 1 , the emigration-based BBO algorithms are better than the immigration-based BBO algorithms. For the multimodal problem f 2 , the emigration-based BBO algorithms perform similarly to the immigration-based BBO algorithms. For the deceptive problem f 3 , the immigration-based BBO algorithms are better than Table 3 Optimization results for the three-bit deceptive problem f 3 . The table shows the probabilities of obtaining an all-optimal population and the probabilities of obtaining a no-optimal population using the BBO Markov models and simulations. In addition, CPU times for simulations are shown in the last row of the Table 4 Conclusions from the Markov study of the four BBO algorithms on three-bit problems. The ''best algorithm'' for each problem is determined from an inspection of Tables 1-3 , we further find that the performance of partial immigration-based BBO and total immigration-based BBO are similar for all test problems. These results are summarized in Table 4 . Fifth, the average running times of the four BBO variations for the three test problems are shown in the last row of Table 1 . Total immigration-based BBO is the fastest algorithm. Total immigration-based BBO and total emigration-based BBO are faster than partial immigration-based BBO and partial emigration-based BBO for all test problems. The possible reason is that total immigration-based BBO and total emigration-based BBO do not need to decide whether to immigrate or emigrate each feature of each solution, which reduces computational time.
Finally, from Tables 1-3 , the Markov model results and the simulation results match well for all of the test problems, which confirms the Markov models of the proposed BBO variations.
Benchmark results
The next experiment compares the optimization performance of the four BBO algorithms on representative benchmark functions [37] . These functions are briefly summarized in Table 5 . A more detailed description of these functions can be found in the literature [37] . Functions f01-f07 are high-dimensional and unimodal, functions f08-f13 are high-dimensional and multimodal, and all benchmark functions are to be minimized. The benchmark functions are compared by implementing binary encoding of all BBO algorithms. The granularity or precision of each independent variable in each benchmark function is 0.1, except for the Quartic and generalized Rastrigin functions. Since the domains of each dimension of these two functions are ±1.28 and ±5.12 respectively, they are implemented with a granularity of 0.01.
For all four BBO algorithms, the following parameters have to be tuned: population size, maximum migration rate, and mutation rate. In the literature [17] these parameters have been discussed in detail. Here we use a reasonable set of tuning parameters, but do not make any effort at finding the best parameter settings. We use the same parameters for all four BBO algorithms: a population size of 50, a maximum immigration rate and maximum emigration rate of 1, and a Gaussian mutation rate of 0.001 which is implement as follows: x 0 i ðjÞ ¼ x i ðjÞ þ N j ð0; 1Þ, where x 0 i and x i respectively denote individuals after and before mutation, j is a decision variable, and N j (0, 1) indicates a normally distributed random number with a mean of 0 and a variance of 1. In addition, we use linear migration curves as suggested in [28] . The maximum number of fitness function evaluations for each simulation is 50,000. All results are computed from 25 independent simulations. Table 6 summarizes BBO performance on the 13 benchmark functions. For unimodal functions f01-f07, total emigrationbased BBO performs the best, except for function f06, for which all four algorithms attain the global optimum, and function f05, for which partial emigration-based BBO performs the best. For multimodal functions f08-f13, partial immigration-based BBO performs the best on four functions (f08, f09, f10, and f13), and total immigration-based BBO performs the best on the other two functions (f11 and f12). The results indicate that emigration-based BBO algorithms are better than immigrationbased BBO algorithms for unimodal functions, and immigration-based BBO algorithms are better than emigration-based BBO algorithms for multimodal functions. These results are consistent with those discussed in the previous subsection. Note that multimodality is correlated with deceptiveness.
In Table 6 , we present two-tailed t-test results to measure the statistical significance of the differences between partial immigration-based BBO and total immigration-based BBO, and between partial emigration-based BBO and total emigrationbased BBO. The t-tests indicate whether the difference between groups of data is statistically significant under the assumption that the results are independent and identically normally distributed. For the immigration-based BBO algorithms, there are only five '+' superscripts in Table 6 , which denotes that the differences are significant at a level of a = 0.05(95%). These results mean that there is not a significant difference between partial immigration-based BBO and total immigration-based BBO; the probability that the results from these two algorithms are from the same distribution is high. Similarly, for the emigration-based BBO algorithms, there are only four '+' superscripts in Table 6 , which denotes that there is not a significant difference between them. These results show that the immigration-based BBO algorithms perform similarly, and also that the emigration-based BBO algorithms perform similarly. This confirms the results of the BBO Markov theory (see Table 4 ).
In addition, the average running times of four BBO variations are shown in the last row of Table 6 . Total immigrationbased BBO is the fastest algorithm. Total immigration-based BBO and total emigration-based BBO require less CPU time than partial immigration-based BBO and partial emigration-based BBO for the benchmark functions. These results are consistent with those of the BBO Markov theory.
Real-world optimization results
To further test the performance of BBO, some real-world optimization problems from the 2011 IEEE Congress on Evolutionary Computation [6] are presented. These problems are briefly summarized in Table 7 . We compare total emigrationbased BBO, which generally provided better performance than the other variations of BBO in the previous sections, with stud GA (which we call SGA) [15] , standard PSO 2007 (which we call SPSO 07) [4] , [23] , and adaptive DE (which we call ADE) [5, 11, 14, 32, 38] . We compare with SGA because SGA is an improvement of the classic GA and uses the best individual at each generation for crossover. We compare with PSO because it often offers good performance and is itself a relatively new evolutionary algorithm. We use the current standard PSO 2007, obtained from Particle Swarm Central [22] . We compare with DE because it is one of the most powerful evolutionary algorithms and has demonstrated excellent performance on many prob- Table 6 Benchmark results for four BBO algorithms. Here [a ± b] indicates the mean function value and standard deviation. The best result in each row is shown in bold font. The '+' superscript denotes that the two-tailed t-test result with 24 degrees of freedom is significant at a = 0.05 (95%). The t-tests are performed between the two immigration-based BBO algorithms, and between the two emigration-based BBO algorithms. In addition, CPU times (minutes) are shown in the last row of the 0.00E+00 ± 0.00E+00 0.00E+00 ± 0.00E+00 0.00E+00 ± 0.00E+00 0.00E+00 ± 0.00E+00 f07
1 Table 7 Problem set descriptions. More details about these problems can be found in [6] . lems. We use the adaptive DE proposed by [2] , where control parameter settings are gradually adapted according to the learning progress, and which uses a center based differential exponential crossover and incorporates local search to improve its efficiency. We recognize that there are many other evolutionary algorithms, including the estimation of distribution algorithm (EDA), evolutionary strategy (ES), ant colony optimization (ACO), and their variants, which may provide better optimization performance than the algorithms we use in this paper. However, the purpose of this section is to demonstrate the optimization ability of BBO for real-world problems and to compare BBO with a few well-established algorithms. Comparisons with additional evolutionary algorithms are deferred for future research.
The parameters used in BBO in this section are the same as those in the previous subsection. For the SGA we use real coding, roulette wheel selection, single point crossover with a crossover probability of 1, and a mutation probability of 0.001. For SPSO 07 we use an inertia weight of 0.8, a cognitive constant of 0.5, a social constant for swarm interaction of 1.0, and a social constant for neighborhood interaction of 1.0. For ADE we use an adaptive scaling factor (F) with the range [0.1-0.5], and an adaptive crossover rate (CR) with the range [0. 8-0.98] .
Each algorithm has a population size of 50, and a maximum of 100,000 fitness function evaluations. The granularity of each real-world optimization problem is 0.1, except for P01, P03, P10, P12 and P13, which are implemented with a granularity of 0.01. The results of solving these real-world optimization problems are given in Table 8 . All results are computed from 25 independent simulations. According to Table 8 , BBO performs best on 8 problems (P02, P05, P06, P10, P11.2, P11.8, P11.9, and P11.10), ADE performs best on seven problems (P01, P09, P11.4, P11.6, P11.7, P12, and P13), SGA performs best on three problems (P07, P11.1, and P11.5), and SPSO 07 performs best on problem P04. In addition, we see that for problems P03 and P08, all four algorithms attain the same optimum, and for problem P11.3, SGA, ADE, and BBO all attain the same optimum. These results indicate that BBO performs similarly to ADE, and is significantly better than SGA and SPSO 07.
If we use more advanced versions of GA, PSO, and DE, it might be possible to obtain better results than those here. However, the same could be said for recently proposed improvements of BBO [8, 9] . The purpose of these comparisons is not to tune our algorithms to obtain the best possible performance for specific problems, but rather to show that BBO is a competitive algorithm for real-world optimization problems.
The average running times of the four optimization methods are shown in the last row of Table 8 . SGA is the fastest algorithm, and BBO is the second fastest.
Conclusions
This paper presented four BBO algorithms: partial immigration-based BBO, which is the original BBO algorithm, and three new algorithms. The new algorithms are called total immigration-based BBO, partial emigration-based BBO, and total emigration-based BBO. The optimization performance of these BBO variations has been explored with newly-derived Markov chain models, and new theoretical results for the four BBO algorithms have been obtained, which were confirmed with simulation results. The results confirm that different migration methods in BBO result in significant differences in performance. Total emigration-based BBO and partial emigration-based BBO obtain better performance for three-bit unimodal problems, partial immigration-based BBO is more appropriate for three-bit deceptive problems, and all the variations have similar results for three-bit multimodal problems. Although the theoretical results are limited to small problem dimensions due to the factorial increase of the Markov transition matrix size with problem dimension, the results provide a strong indication that migration methods can significantly affect BBO performance. To further test the performance of the four BBO algorithms, some representative benchmark functions were used, and the results confirmed the conclusions obtained by the Markov chain models. In addition, we tested BBO on real-world optimization problems. Comparisons of BBO with the stud GA, PSO, and DE, showed that BBO is a competitive algorithm for real-world optimization problems, especially total emigration-based BBO.
For future work there are several important directions. This paper bases immigration rate and emigration rate on linear migration curves. It is also of interest to combine these four BBO algorithms with nonlinear migration curves [17] . This will allow for theoretical comparisons between different types of BBO algorithms with different migration curves. The second important direction for future work is to study the optimum-hitting time of BBO with different migration methods. This paper obtains the Markov chain models of BBO algorithms, which provide the foundation for additional theoretical tools that can be used to study hitting time. The third important direction for future work is to look at the optimization ability of the proposed BBO algorithms for translated and rotated complex functions, and for high-dimensional optimization functions. The fourth direction for future work is to develop hybrid BBO algorithms, which combine BBO with other EAs, and to obtain their Markov models. The fifth direction for future work is to further develop the optimization ability of BBO by using principles from natural biogeography theory to modify the BBO algorithm.
Finally, we make the important observation that all of the Markov modeling in this paper is for a BBO algorithm that operates on discrete search spaces with a finite number of states. We obtained the simulation results in this paper by discretizing continuous search spaces, and so our Markov models do apply to the simulations in this paper. However, many EAs (including BBO) can operate on continuous domains. In one sense we can say that all continuous domains reduce to discrete domains when the EA is simulated on a digital computer. However, the number of discrete states in a 32-bit or 64-bit computer is so large that it approaches infinity for all practical purposes. It would be more accurate to obtain continuous-state-space Markov models for EAs that operate on mathematically continuous domains. The discrete Markov theory that we discussed in this paper does not directly apply to continuous state spaces. For continuous state spaces, the Markov transition matrix is replaced with a transition kernel K, where K(x, A) is the probability of transitioning from the state x to the region A in state space. We can then obtain results that are analogous to those in Section 3 of this paper, but the mathematics of continuous-state-space Markov processes are more involved than those of discrete-state-space Markov processes [26] . We therefore relegate the development of the Markov model for the continuous-domain BBO algorithm to future work.
