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Kapitel 1
Einleitung
Thema dieser Arbeit sind Modelle, die Phasentrennung und die sich daran anschließende
Entwicklung der entstehenden Mikrostruktur in Metallegierungen beschreiben. Insbesonde-
re betrachten wir das Cahn-Hilliard-Modell und dessen Erweiterung durch Einbeziehung
elastischer Materialeigenschaften.
Experimenteller Hintergrund
Die Herstellung und das Verhalten von Metallegierungen sind von großer technologischer
Bedeutung. Eine wichtige Frage ist, welche Alterungsprozesse in verwendeten Materialien
auftreten, wie – insbesondere wie schnell – diese Prozesse ablaufen und welche Auswirkungen
dies auf die Eigenschaften des Materials hat. Ein solcher Alterungsprozeß, der bei Metalle-
gierungen auftreten kann, ist die Entmischung. Systeme, bei denen dieser Vorgang relevant
wird, sind zum Beispiel Nickel-Aluminium-Legierungen, die zur Beschichtung von Turbinen
eingesetzt werden oder Blei-Zinn-Mischungen, aus denen die Lo¨tstellen bestehen, mit denen
Mikrochips auf Platinen gelo¨tet werden [32, 53, 19, 20].
Abbildung 1.1: Entmischung und Evolution der entstehenden Mikrostruktur
Es soll folgender Vorgang modelliert und verstanden werden: Die Legierung befindet sich
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zuna¨chst bei hoher Temperatur im Zustand homogener Durchmischung. Wird nun das Sy-
stem abgeku¨hlt, so beobachtet man das Auftreten verschiedener Phasen. Es bilden sich also
ra¨umlich getrennte Gebiete, die sich hinsichtlich des Mischungsverha¨ltnisses und damit auch
hinsichtlich anderer physikalischer Eigenschaften voneinander unterscheiden. Den U¨bergang
von der Mischphase zum Zustand mit getrennten Phasen bezeichnet man als Phasentren-
nung.
Nach der eigentlichen Entmischungs beobachtet man,
Abbildung 1.2: Anisotrope Partikel-
formen in einer Nickel-Aluminium
Legierung
daß die entstehende Mikrostruktur im Laufe der Zeit
immer gro¨ber wird. Große Partikel wachsen auf Ko-
sten kleinerer, welche schließlich verschwinden (sie-
he Abbildung (1.1)). Dieser Vorgang, der auch als
Ostwald-Reifung bezeichnet wird, kann als Minimie-
rung der Ausdehnung der Phasengrenzen beschrie-
ben werden. Nimmt man eine solche Tendenz zur
Minimierung der Phasengrenzen an, so sollten sich
anna¨hernd kugelfo¨rmige Partikel ergeben. Dies ist
bei einigen, jedoch nicht bei allen, Systemen der Fall.
Ein Gegenbeispiel zeigt Abbildung (1.2). Hier ver-
laufen Phasengrenzen tendenziell sta¨rker entlang be-
stimmter Richtungen, die durch das zugrunde liegen-
de Metallgitter bestimmt sind.
Eine Mo¨glichkeit, die beobachteten Anisotropien zu
erkla¨ren, ist die Einbeziehung von elastischen Ein-
flu¨ssen. Da ein Metallgitter auf elastische Verzerrun-
gen je nach Richtung unterschiedlich reagiert, ist hier
eine mo¨gliche Quelle der Anisotropie. Elastische Verzerrungen ko¨nnen zum Beispiel daraus
resultieren, daß die beiden Phasen unterschiedliche Volumina einnehmen mo¨chten, was der
Fall ist, wenn der Gitterabstand der Atome in beiden Phasen unterschiedlich ist. Daru¨ber
hinaus ist es mo¨glich, daß die eine Phase elastisch ha¨rter ist als die andere und somit auf
Verzerrungen anders reagiert.
In den Modellen zur Beschreibung dieser Pha¨nomene wird angenommen, daß der die Ent-
mischung bewirkende Prozeß ein Diffusionsprozeß ist. Die Vorstellung ist, daß benachbarte
Atome ihre Pla¨tze im Gitter tauschen. Die Gitterstruktur des Metalls soll dabei unvera¨ndert
bleiben. Es ist zu betonen, daß sich die geschilderten Prozesse im festen Zustand abspielen.
Dementsprechend sind die Diffusionsgeschwindigkeiten langsam und somit die Zeitskala der
Entmischung recht lang: typischerweise in der Gro¨ßenordnung von Tagen oder Wochen.
Modellierung
Zur Simulation dieser Pha¨nomene sind drei unterschiedliche Arten von Modellen vorgeschla-
gen worden (siehe [32] fu¨r einen detaillierteren U¨berblick).
• Atomistische Modelle
• Konzentrations-Modelle mit scharfen Phasengrenzen
• Konzentrations-Modelle mit glatten Phasengrenzen
Auf der feinsten Ebene kann man das Verhalten der Atome im Metallgitter direkt simulie-
ren. Es werden Annahmen u¨ber die Wahrscheinlichkeiten fu¨r den Platztausch von je zwei
Atomen gemacht und damit die Bewegungen einer mo¨glichst großen Anzahl von Atomen
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simuliert (Kawasaki-Dynamik). Problematisch dabei ist, daß die fu¨r eine realistische Simu-
lation beno¨tigte Anzahl von Atomen numerisch schwer zu handhaben ist. Deswegen geht man
dazu u¨ber, nicht einzelne Atome sondern die Konzentration der Atomsorten zu betrachten.
Modelle dieser Art unterscheiden sich hauptsa¨chlich darin, ob sie scharfe Phasengrenzen
betrachten, u¨ber die hinweg die Konzentration einen Sprung macht oder aber Zonen mit
steilen Gradienten aber dennoch stetigem U¨bergang zwischen den Phasen.
Vertreter der ersten Art von Modellen ist
Abbildung 1.3: Skizze zum Mullins-Sekerka
Modell
das von Mullins und Sekerka. Dabei nimmt
man jeweils einen festen Wert fu¨r die Kon-
zentration in der Matrix- und der Parti-
kelphase an und modelliert die Bewegung
der Phasengrenzen. Diese Bewegung wird
durch ein Potential w festgelegt. Bezeichnet
man die Phasengrenzen mit Γ, so ist w als
Lo¨sung der partiellen Differentialgleichung
∆w = 0 innerhalb der Phasen
w = κ auf den Phasengrenzen Γ
gegeben. Dabei bezeichnet κ die Kru¨mmung
der Phasengrenze. Die Entwicklung von Γ
ist dann durch die Normalengeschwindig-
keit V bestimmt, die durch
V = [∇w]+− · ν
gegeben ist, wobei ν der Normalenvektor an Γ und [∇w]+− der Sprung des Gradienten von
w sein soll. Die Schwierigkeit bei diesem Modell liegt in der Behandlung der Fa¨lle, in denen
sich die Topologie der Phasengrenzen a¨ndert. Numerisch wurde das um elastische Effekte
erweiterte Modell beispielsweise in [47, 46, 2, 1] behandelt.
Fu¨r den Grenzfall, daß der Massenanteil der Partikelphase verschwindet, haben Lifshitz,
Slyozov [48] und Wagner [66] selbsta¨hnliches Wachstumsverhalten gezeigt, das durch eine
La¨ngenskala R(t) charakterisiert ist, die wie t
1
3 wa¨chst.
In dieser Arbeit konzentrieren wir uns hingegen auf Modelle mit stetigen U¨berga¨ngen zwi-
schen den Phasen. In Kapitel 2 werden das Cahn-Hilliard Modell sowie dessen Erweiterung
durch Einbeziehung von Elastizita¨t ausfu¨hrlich hergeleitet und dargestellt.
Kernstu¨ck des Modells ist eine nichtlineare, parabolische partielle Differentialgleichung, die
die Entwicklung der Konzentration ρ beschreibt.
∂ρ
∂t
= ∇
(
M∇(ψ′(ρ)− γ∆ρ)), x ∈ Ω, t > 0.
Hierbei ist M die Mobilita¨t und ψ eine nichtlineare Funktion von ρ. Setzt man die Mobilita¨t
konstant identisch Eins, so vereinfacht sich die Cahn-Hilliard-Gleichung zu
(1.1)
∂ρ
∂t
= ∆
(
ψ′(ρ)− γ∆ρ), x ∈ Ω, t > 0.
Auch der Fall einer konzentrationsabha¨ngigen Mobilita¨t ist von Interesse (vgl.[24]) und kann
mit prinzipiell a¨hnlichen Methoden angegangen werden. In dieser Arbeit beschra¨nken wir
uns allerdings auf den Fall konstanter Mobilita¨t.
In diese Modellgleichung gehen die elastischen Materialeigenschaften noch nicht ein. Die
Elastizita¨t kann mittels eines Terms, der auf Khachaturyan zuru¨ckgeht [44], beru¨cksichtigt
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werden. Die so erweiterte Cahn-Hilliard-Gleichung mit konstanter Mobilita¨t, die auch Cahn-
Larche´ Gleichung genannt wird, lautet dann1:
∂ρ
∂t
= ∆
(
ψ′(ρ)− γ∆ρ− eSpur(S) + (E(u)− E¯(ρ)) : C′(ρ) (E(u)− E¯(ρ)) )
Fu¨r γ = 0 wurde diese Gleichung zuerst von Cahn und Larche´ in [45] aufgestellt, fu¨r γ > 0
von Onuki [59].
Zusammenfassung der verwendeten Methoden und er-
zielten Ergebnisse
Ziel der vorliegenden Arbeit ist die Implementierung und Analyse eines effizienten numeri-
schen Verfahrens zur Lo¨sung der Cahn-Hilliard- und der Cahn-Larche´-Gleichung. In Kapi-
tel 2 wird das mathematische Modell detailliert beschrieben, und die Gleichungen werden
hergeleitet.
Zur Diskretisierung der Gleichungen des Modells bezu¨glich
Abbildung 1.4: Numerisches
Beispiel mit adaptivem Git-
ter
des Ortes haben wir einen Finite-Element-Ansatz gewa¨hlt.
Ausfu¨hrliche Darstellungen dieser Technik finden sich bei-
spielsweise in [7, 13, 63]. Bei der Zeitdiskretisierung lag der
Schwerpunkt der Implementierung auf dem θ-Zwischenschritt-
Verfahren [8, 54]. Daneben betrachten wir auch das implizite
Euler- und das Crank-Nicholson-Verfahren zur Auflo¨sung der
Zeitableitung. Diese beiden Verfahren sowie der theoretische
Hintergrund dazu werden zum Beispiel in [5, 67, 35] ausfu¨hr-
lich analysiert. Dort werden allerdings nur der Fall ohne be-
ziehungsweise der mit homogener Elastizita¨t betrachtet. Der
Darstellung der Diskretisierung der Gleichungen mittels der
genannten Verfahren ist das dritte Kapitel gewidmet.
Im vierten Kapitel dikutieren wir einige Eigenschaften der
diskretisierten Gleichungen. Das Hauptergebnis ist der Beweis der Konvergenz der diskreten
Lo¨sungen der Cahn-Larche´-Gleichung gegen Lo¨sungen der Differentialgleichung. Wa¨hrend
wir dies fu¨r den Fall homogener Elastizita¨t schon in [35] gezeigt haben, ist der Fall inho-
mogener Elastizita¨t deutlich schwieriger und nur mit anderen Mitteln zu fassen. Hier ist es
auch nicht mo¨glich, a priori-Abscha¨tzungen mit Fehlerordnungen zu zeigen. Da Eindeutig-
keit der kontinuierlichen Lo¨sung auch nicht gezeigt werden kann, ist ein solches Resultat
auch nicht zu erwarten. Der Beweis der Konvergenz der numerischen Lo¨sungen lehnt sich
an den Existenzbeweis von H. Garcke [33] an.
In Kapitel 5 werden wir a posteriori-Fehlerscha¨tzer fu¨r die Cahn-Hilliard- und die Cahn-
Larche´-Gleichung mit homogener Elastizita¨t herleiten. Diese lokalen Fehlerscha¨tzer werden
zur Adaption der Gitter, auf denen wir rechnen, verwendet. Die mit den beschriebenen
Algorithmen erzeugten numerischen Ergebnisse sind in Kapitel 6 zusammengefasst. Dabei
interessieren uns hauptsa¨chlich
• die Verifikation der Algorithmen insbesondere das richtige Skalierungsverhalten,
• die Konvergenz von Lo¨sungen der Cahn-Hilliard-Gleichung gegen Lo¨sungen des Mullins-
Sekerka-Modells,
• das Verhalten der Fehlerscha¨tzer,
• die Auswirkungen der Elastizita¨t auf Phasengrenzen und Partikelgestalt,
1Fu¨r die Definition der zusa¨tzlichen Gro¨ßen e, S, E(u), E¯(ρ) und C(ρ) siehe Kapitel 2, Abschnitt 3
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• die Vergro¨berungsraten und Geschwindigkeit der Evolution mit und ohne Elastizita¨t.
Abbildung (1.4) zeigt ein numerisches Beispiel fu¨r eine Entwicklung ohne Elastizita¨t und
das zugrundeliegende adaptive Gitter. Ein weiteres Beispiel diesmal mit inhomogener, ani-
sotroper Elastizita¨t ist in Abbildung (1.5) wiedergegeben.
Abbildung 1.5: Numerisches Beispiel mit inhomogener, anisotroper Elastizita¨t
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Kapitel 2
Mathematische Modellierung
Der Zweck dieses Kapitels ist die Darstellung der Modellierung von Phasentrennungspro-
zessen in zweikomponentigen Legierungen durch Konzentrationsmodelle mit stetigen Pha-
senu¨berga¨ngen. Neben der urspru¨nglichen Arbeit von Cahn und Hilliard [9] finden sich
U¨berblicke u¨ber die Modellierung und deren Herleitung in [21, 58, 32]. Eine alternativer
Modellierungsansatz, der zu denselben Gleichungen fu¨hrt, findet sich bei Gurtin [38].
2.1 Das Cahn-Hilliard Modell
Die Modellierung der Entmischung und der Evolution der entstehenden Mikrostruktur nach
Cahn und Hilliard geht im wesentlichen in zwei Schritten vor. Im einfachsten Fall wird
ein System aus zwei Komponenten, wie zum Beispiel Nickel und Aluminium, betrachtet.
Modelliert wird die Differenz der Konzentrationen, die wir mit ρ bezeichnen. Da sich beide
Konzentrationen zu 1 addieren ist durch ρ der Zustand des Systems eindeutig festgelegt.
Der erste Schritt der Modellierung ist die Konstruktion eines Energiefunktionals E(ρ) =∫
Ω
e(ρ) dx mit einem beschra¨nkten, konvexen Gebiet Ω ⊂ Rd, 1 ≤ d ≤ 3 und einer Ener-
giedichte e(ρ,∇ρ). Im zweiten Schritt wird angenommen, daß die Dynamik des Systems –
mittels Diffusion – durch Minimierung des Energiefunktionals bestimmt ist. Die folgenden
Abschnitte konkretisieren dieses Vorgehen.
Das Energiefunktional
In dem Modell von Cahn und Hilliard hat das Energiefunktional E(ρ) zwei verschiedene
Anteile. Der eine kommt von der Mischungsenthalpie der beiden Komponenten, der andere
von der Oberfla¨chenenergie der Phasengrenzen.
Die freie Enthalpie
Ein physikalischer Vorgang wie die Entmischung von Legierungen unterliegt den Gesetzen
der Thermodynamik. Insbesondere sind thermodynamische Systeme bestrebt, die freie Ent-
halpie zu minimieren. Dementsprechend sind nur die Zusta¨nde minimaler freier Enthalpie
stabile Zusta¨nde des Systems. Alle anderen Zusta¨nde sind instabil. Damit eine Phasentren-
nung eintreten kann, muß also der Zustand homogener Durchmischung eine ho¨here freie
Enthalpie haben als der Zustand mit koexistierenden Phasen.
Aus dem oben Gesagten folgt, daß die freie Enthalpie ψ von der Konzentration ρ abha¨ngt.
Wie in der Einleitung geschildert verha¨lt sich das System im Experiment bei verschiedenen
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Temperaturen unterschiedlich: Bei hoher Temperatur liegt homogene Durchmischung vor,
bei Abku¨hlung tritt Entmischung auf. Die freie Enthalpie ha¨ngt also von der Temperatur T
des Systems ab, d. h. ψ = ψ(ρ, T ). Wir bezeichnen die Temperatur, bei der sich das System-
verhalten a¨ndert, als die kritische Temperatur Tkrit und nehmen fu¨r den Zusammenhang
zwischen Konzentration, Temperatur und freier Enthalpie folgendes an:
fu¨r T > Tkrit : ψ′′(ρ, T ) > 0
und fu¨r T < Tkrit :
{
ψ′′(ρ, T ) < 0 fu¨r ρa < ρ < ρb
ψ′′(ρ, T ) > 0 fu¨r ρ < ρa oder ρb < ρ.
In Worten: Fu¨r T < Tkrit ist ψ(·, T ) im Intervall von ρa bis ρb strikt konkav und au-
ßerhalb dieses Intervalls strikt konvex, fu¨r T > Tkrit ist ψ(·, T ) u¨berall strikt konvex. In
Abbildung 2.1(a) und 2.1(b) ist der Zusammenhang zwischen ψ und ρ jeweils dargestellt.
Im folgenden wollen wir zeigen, daß diese Modellannahmen zu den ”richtigen“, das heißt
Konzentration ρ
freie Enthalpie Ψ
ρ1 ρ2ρmisch
Ψ
∼
Ψ
misch
(a) T > Tkrit
Konzentration ρ
freie Enthalpie Ψ
ρ1 ρ2ρ
Ψ
∼
Ψ
(b) T < Tkrit
Abbildung 2.1: Freie Enthalpie der Mischphase und des entmischten Zustands
den auch im Experiment beobachteten, Gleichgewichtszusta¨nden fu¨hren. Mit ρmisch wollen
wir die Konzentration in der Mischphase bezeichnen und untersuchen, wann der Zustand
homogener Durchmischung – also ρ(x) = ρmisch – das Minimierungsproblem unter Masse-
nerhaltung
(2.1) Minimiere
∫
Ω
ψ
(
ρ(x)
)
dx unter der Nebenbedingung
∫
Ω
ρ(x)dx = ρmisch|Ω|
lo¨st.
Betrachten wir zuna¨chst den Fall T > Tkrit. Dem Zustand homogener Durchmischung –
also ρ ≡ ρmisch – ist die freie Enthalpie ψmisch zugeordnet. Liegt ein Zustand mit zwei
getrennten Phasen vor, so zerfa¨llt in Ω in zwei disjunkte Teilgebiete Ω1 und Ω2 und fu¨r die
Konzentration gilt:
ρ(x) =
{
ρ1, fu¨r x ∈ Ω1
ρ2, fu¨r x ∈ Ω2
Ist µ der relative Anteil des Volumens von Ω1 an Ω, so errechnet sich die freie Enthalpie des
entmischten Zustands als
ψ˜ = µ · ψ(ρ1) + (1− µ) · ψ(ρ2).
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Wegen der Erhaltung der Masse der beiden Komponenten des Systems gilt:
ρmisch = µ · ρ1 + (1− µ) · ρ2
und demnach muß auch ρ1 ≤ ρmisch ≤ ρ2 (bzw. ρ2 ≤ ρmisch ≤ ρ1) gelten. Dann folgt mit
der strikten Konvexita¨t von ψ:
ψ(ρmisch) = ψ
(
µ · ρ1 + (1− µ) · ρ2
)
< µ · ψ(ρ1) + (1− µ) · ψ(ρ2) = ψ˜.
Also ist die Mischphase von der Enthalpie her gu¨nstiger als der entmischte Zustand. Damit
trit in diesem Fall im Gleichgewicht keine Phasentrennung auf.
Wenden wir uns nun dem Fall T < Tkrit zu. In Abbildung 2.1(b) haben die lokalen Minima
von ψ die gleichen Werte. Dies stellt keine Einschra¨nkung dar, denn aufgrund der W-Form
von ψ gibt es genau zwei Werte ρ− und ρ+, die der folgenden Bedingung genu¨gen:
ψ′(ρ−) =
ψ(ρ+)− ψ(ρ−)
ρ+ − ρ− = ψ
′(ρ+)
Gilt ρmisch ∈ [ρ−, ρ+], so wa¨hlt man λ := ψ(ρ+)−ψ(ρ−)ρ+−ρ− , und F (ρ) := ψ(ρ)−λ(ρ−ρmisch). F
hat dann offenbar zwei absolute Minima na¨mlich bei ρ− und ρ+ mit F (ρ−) = F (ρ+). Das
Minimierungsproblem 2.1 ist aber a¨quivalent zu
(2.2) Minimiere
∫
Ω
F
(
ρ(x)
)
dx unter der Nebenbedingung
∫
Ω
ρ(x)dx = ρmisch|Ω|.
Absolute Minima ergeben sich fu¨r Zerlegungen des Gebietes Ω = Ω−∪˙Ω+ und
(2.3) ρ(x) =
{
ρ−, fu¨r x ∈ Ω−
ρ+, fu¨r x ∈ Ω+.
Dabei mu¨ssen wegen der Massenerhaltung Ω− und Ω+ so gewa¨hlt werden, daß gilt:
(2.4) ρ−|Ω−|+ ρ+|Ω+| = ρmisch|Ω|.
Diese Konfiguration hat eine geringere freie Enthalpie als die Mischphase. Es gibt also Gleich-
gewichtskonfigurationen mit getrennten Phasen. Ist ρmisch außerhalb von [ρ−, ρ+], so la¨ßt
sich 2.4 fu¨r Konfigurationen mit getrennten Phasen nicht mehr erfu¨llen.
Unterhalb der kritischen Temperatur ist die Misch-
Abbildung 2.2: Phasendiagramm
phase also fu¨r bestimmte Mischungsverha¨ltnis-
se allenfalls metastabil und globale Minima sind
durch Zusta¨nde mit getrennten Phasen gekenn-
zeichnet. Unsere Modellannahmen fu¨hren zu dem
Phasendiagramm, das in Abbildung 2.2 darge-
stellt ist. Dabei ist die Spinodale die Menge al-
ler Punkte, fu¨r die ψ′′(ρ, T ) = 0 gilt oder an-
ders ausgedru¨ckt die Kurve der Wendepunkte
von ψ. Die Konodale trennt Bereiche, in denen
die Mischphase stabil beziehungsweise metasta-
bil ist.
Im folgenden interessieren wir uns ausschließlich
fu¨r den Fall T < Tkrit. Cahn und Hilliard haben
in [9] fu¨r ψ : [−1, 1] 7→ R den Ausdruck
(2.5) ψ(ρ) =
θ
2
[(ρ+ 1) ln (ρ+ 1) + (ρ− 1) ln (ρ− 1)]− θkrit
2
ρ2
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vorgeschlagen. Dabei sind θ = kBT und θkrit = kBTkrit mit der Boltzmannkonstante kB .
Diese Form der freien Enthalpie ist zum Beispiel von De Fontaine [17, 18], Hoyt [40, 42, 41]
sowie Elliot und Luckhaus [25] untersucht worden. Ist T nahe der kritischen Temperatur und
ρ nahe Null, so kann 11−ρ2 durch 1+ρ
2 angena¨hert werden. Dies fu¨hrt auf eine Approximation
durch ein Polynom vierten Grades:
(2.6) ψ(ρ) =
1
4
(ρ2 − 1)2
Wa¨hlt man (2.5) als freie Enthalpie, so werden Ableitungen von ψ in den Punkten -1 und 1
unbeschra¨nkt. Um die damit verbundenen Probleme zu umgehen, nutzen wir, wie allgemein
in der Literatur u¨blich, die polynomiale Variante (2.6).
Oberfla¨che der Phasengrenzen
Wu¨rde man nur die Mischungsenthalpie betrachten, so wa¨ren Konfigurationen mit beliebig
ausgedehnten Phasengrenzen ebenfalls Minima des Energiefunktionals. Da solche Beobach-
tungen im Experiment nicht auftreten sondern im Gegenteil die Evolution der Mikrostruktur
durch Abnahme der Ausdehnung der Phasengrenzen gekennzeichnet ist, fu¨gen Cahn und
Hilliard der Energiedichte den Term γ2 |∇ρ|2 hinzu. Dieser soll die Oberfla¨chenenergie der
Phasen beschreiben. Dabei ist γ eine positive, reelle Konstante. Im Ergebnis bestimmt γ, wie
steil die U¨berga¨nge zwischen zwei benachbarten Phasen sind und wie schnell die Ausdehnung
der Phasengrenzen abnimmt.
Das Energiefunktional E ist damit:
(2.7) E(ρ) :=
∫
Ω
(
ψ(ρ) +
γ
2
|∇ρ|2
)
dx.
Die Diffusionsgleichung
Ausgangspunkt fu¨r die Herleitung der Diffusionsgleichung ist die Kontinuita¨tsgleichung, die
sich aus Annahme der Massenerhaltung ergibt:
∂tρ = −div J
mit dem Massenfluß J. Dieser sei gegeben durch
J = −M∇w
wobei M die Mobilita¨t und w die Differenz der chemischen Potentiale der beiden Phasen
bezeichnet. Diese wiederum ergibt sich als die erste Variation des Energiefunktionals E nach
der Konzentrationdifferenz ρ.
δE
δρ
(ϕ) =
∫
Ω
(ψ′(ρ)− γ∆ρ)ϕdx
fu¨hrt zu
w = ψ′(ρ)− γ∆ρ.
Zusammen ergibt das
∂tρ = div(M∇w) = div
(
M∇(ψ′(ρ)− γ∆ρ)).
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Setzt man die Mobilita¨t konstant identisch Eins, wie wir das fu¨r den Rest dieser Arbeit tun
wollen, so erha¨lt man:
∂tρ = ∆w(2.8)
w =
(
ψ′(ρ)− γ∆ρ).(2.9)
Diese Gleichung soll auf [0, T ] × Ω gelo¨st werden, wobei wir zusa¨tzlich Anfangsdaten ρ0
vorschreiben.
Randbedingungen
Das betrachtete System soll abgeschlossen sein. Es findet also kein Massenfluß u¨ber den
Rand von Ω statt. Bezeichnet ν den a¨ußeren Normalenvektor an den Rand von Ω, so la¨ßt
sich diese Bedingung folgendermaßen ausdru¨cken:
J · ν = −M∇w · ν = −∂νw = 0, auf ∂Ω.
Des weiteren nehmen wir als Randbedingung ∂νρ = 0 auf ∂Ω an. Diese ergibt sich natu¨rli-
cherweise bei der Berechnung der ersten Variation des Energiefunktionals. Die Bedingung
entspricht einem Krftegleichgewicht fr Oberflchenkrfte. Alternativ betrachten wir auch pe-
riodische Randbedingungen fu¨r ρ und w.
Schwache Formulierung
Testen der Cahn-Hilliard Gleichungen (2.8) und (2.9) mit Funktionen aus H1,2(Ω) ergibt
die schwache Formulierung:
(PC.−H.) : Gesucht sind
ρ ∈ L2(0, T ;H1,2(Ω)) ∩H1,2 (0, T ; (H1,2(Ω))∗) ,
w ∈ L2(0, T ;H1,2(Ω)),
so daß fu¨r fast jedes t ∈ (0, T ) und fu¨r jedes ζ ∈ H1,2(Ω) gilt:
〈∂tρ, ζ〉 = −(∇w,∇ζ)(2.10)
(w, ζ) = (ψ′(ρ), ζ) + γ
(∇ρ,∇ζ)(2.11)
ρ(·, 0) = ρ0 fast u¨berall in Ω,(2.12)
wobei (., .) das L2-skalarprodukt und 〈., .〉 die Dualita¨tspaarung zwischen dem Sobolevraum
H1,2(Ω) und dem entsprechenden Dualraum H1,2(Ω)∗ ist. Vom Startwert ρ0 ∈ H1,2(Ω)
setzen wir voraus, daß
∫
Ω
ψ(ρ0) dx <∞ ist.
Eigenschaften des Modells
Von der Herleitung des Modells ist klar, daß die Masse erhalten bleibt:
d
dt
∫
Ω
ρ(x, t)dx = 0
Zwar gilt fu¨r die Cahn-Hilliard Gleichung kein Maximumprinzip, jedoch hat man stattdessen
die Ljapunov-Eigenschaft des Energiefunktionals:
d
dt
E (ρ(t)) ≤ 0.
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Existenz und Eindeutigkeit von Lo¨sungen
Fu¨r die urspru¨ngliche Form der Nichtlinearita¨t (2.5) haben Elliot und Luckhaus in [25]
globale Existenz von Lo¨sungen gezeigt. Es gilt
2.1 Satz. Sei ρ0 ∈ H1,2(Ω), ‖ρ0‖L∞(Ω) ≤ 1 und
∣∣∫
Ω
ρ0 dx
∣∣ ≤ (1− δ)|Ω| fu¨r ein δ > 0. Dann
gibt es eine eindeutige Lo¨sung ρ mit zugeho¨rigem w, so daß
ρ ∈ L∞ (0, T ;H1,2(Ω)) ∩ L2 (0, T ;H1,2(Ω)) ∩ C (0, T ;L2(Ω)) ,
∂tρ ∈ L2
(
0, T ; (H1,2(Ω))∗
)
,√
t∂tρ ∈ L2
(
0, T ;H1,2(Ω)
)
,√
tw ∈ L∞ (0, T ;H1,2(Ω)) ,√
tψ′(ρ) ∈ L∞ (0, T ;L2(Ω))
gilt. Dabei erfu¨llen ρ und w die Gleichung in folgendem Sinne:
T∫
0
ϕ(t)
(
∂t (ρ, ζ) + (∇w,∇ζ)
)
dt = 0
T∫
0
ϕ(t)
(
(w − ψ′(ρ), ζ)− γ (∇ρ,∇ζ)
)
dt = 0
fu¨r alle ϕ ∈ C[0, T ] und alle ζ ∈ H1,2(Ω). Außerdem gelten fast u¨berall ρ(0, .) = ρ0 und
|ρ| ≤ 1.
Fu¨r polynomiale Nichtlinearita¨ten wie in (2.6) haben Elliott und Zheng in [26] und [21]
folgende Existenzaussagen bewiesen.
2.2 Satz. Es sei H2,2E (Ω) :=
{
v ∈ H2,2(Ω)
∣∣∣ ∂v∂ν = 0 auf ∂Ω}. Ist ρ0 ∈ H2,2E (Ω), so existiert
eine eindeutige Lo¨sung ρ mit
ρ ∈ L2 (0, T ;H4,2(Ω))
∂tρ ∈ L2
(
0, T ;L2(Ω)
)
.
Ist daru¨ber hinaus ∆ρ0 ∈ H1,2(Ω), so gilt
ρ ∈ L∞ (0, T ;H3,2(Ω)) ∩ C0 (0, T ;H2,2E (Ω)) ,
∂tρ ∈ L2
(
0, T ;H1,2(Ω)
)
,
w ∈ L2 (0, T ;H3,2(Ω))
und fu¨r alle t ∈ [0, T ] die Abscha¨tzung
‖ρ(t, .)‖H3,2(Ω) + ‖w(t, .)‖H1,2(Ω) ≤ C
Gradientenflußstruktur
Die Dynamik des Systems la¨ßt sich als H1,2(Ω)∗-Gradientenfluß bezu¨glich eines bestimmten
Skalarproduktes auffassen. Um dies zu sehen, erkla¨ren wir zuna¨chst den Operator ∆−1 :
H1,2(Ω)∗ −→ H1,2(Ω) folgendermaßen: Zu gegebenem f ∈ H1,2(Ω)∗ sei v = ∆−1f die
Lo¨sung von
(2.13) 〈f, ϕ〉 = − (∇v,∇ϕ) ∀ϕ ∈ H1,2(Ω),
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die
∫
Ω
v dx = 0 erfu¨llt. Die Lo¨sbarkeit von 2.13 folgt aus dem Satz von Lax-Milgram, wo-
bei die Koerzivita¨t der Bilinearform durch die Poincare´-Ungleichung mit Mittelwert Null
garantiert wird. Daru¨ber hinaus sei auf H1,2(Ω)∗ ein Skalarprodukt (., .)∆−1 durch
(2.14) (f, g)∆−1 :=
(∇∆−1f,∇∆−1g)
definiert.
Dann gilt fu¨r jedes ϕ ∈ H1,2(Ω)
δE
δρ
(ϕ) = (w,ϕ) 2.10= − (∆−1∂tρ, ϕ) 2.13= − (∇∆−1∂tρ,∇∆−1ϕ) 2.14= − (∂tρ, ϕ)∆−1
und man sieht, daß in diesem Sinne ∂tρ der steilste Abstieg des Energiefunktionals E ist.
2.2 Die Linearisierung der Cahn-Hilliard Gleichung
Fu¨r die Cahn-Hilliard Gleichung sind außer den trivialen keine Lo¨sungen mit expliziter
Darstellung bekannt. Als Testfall sowohl fu¨r die numerischen Algorithmen als auch fu¨r die
Fehlerabscha¨tzungen betrachten wir daher die linearisierte Cahn-Hilliard-Gleichung, fu¨r die
sich explizite Lo¨sungen angeben lassen.
Die linearisierte Cahn-Hilliard Gleichung ist eine sinnvolle Na¨herung fu¨r die Modellierung
der ersten Phase der Evolution, der spinodalen Entmischung. Maier-Paape und Wanner
haben in [50] und [51] gezeigt, in welchem Sinn sich die Na¨herung rechtfertigen la¨ßt. Hoppe
und Nash haben in [56] untersucht, wie sich dieser Umstand fu¨r die numerische Berechnung
ausnutzen la¨ßt.
Herleitung der Gleichung
Setzt man
(2.15) ρ(t, x) = ρ¯+ εη(t, x)
mit Konstanten ρ¯ und ε, so ergibt sich in erster Ordnung in ε die folgende linearisierte
Gleichung fu¨r η:
∂tη = ψ′′(ρ¯)∆η − γ∆2η.
Schreibt man diese Gleichung als System und verwendet wieder die Bezeichnung ρ statt η,
so ergibt sich das Gleichungssystem:
∂tρ = ∆w,(2.16)
w = ψ′′(ρ¯)ρ− γ∆ρ auf Ω× [0;T ](2.17)
ρ(0) = ρ0 auf Ω.(2.18)
Darstellung der Lo¨sung
Mit li bezeichnen wir die i-te Eigenfunktion des Laplace-Operators mit Neumann-Randwerten,
den zugeho¨rigen Eigenwert mit λi. Das heißt, es soll fu¨r i ∈ N gelten:
∆li = λili auf Ω ∂ν li = 0 auf ∂Ω.
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Die li bilden eine Orthonormalbasis von L2(Ω) und eine Orthogonalbasis von H1,2(Ω). Des-
wegen la¨ßt sich die Lo¨sung von (2.16)–(2.18) darstellen durch:
ρ(t, x) =
∞∑
i=1
ρi(t)li(x).
Setzt man diese Darstellung in die Gleichung
(2.19) ∂tρ = ∆ (ψ′′(ρ¯)ρ− γ∆ρ)
ein, so ergibt sich ein entkoppeltes System von gewo¨hnlichen Diffenrentialgleichungen fu¨r
die Koeffizienten ρi(t):
∂t
∞∑
i=1
ρi(t)li(x) = ψ′′(ρ¯)∆
∞∑
i=1
ρi(t)li(x)− γ∆2
∞∑
i=1
ρi(t)li(x)
⇐⇒
∞∑
i=1
ρ˙i(t)li(x) =
∞∑
i=1
(
ψ′′(ρ¯)λiρi(t)li(x)− γλ2i ρi(t)li(x)
)
⇐⇒ ∀i ∈ N ρ˙i(t) =
(
ψ′′(ρ¯)λi − γλ2i
)
ρi(t)
⇐⇒ ∀i ∈ N ρi(t) = ρ0i exp
((
ψ′′(ρ¯)λi − γλ2i
)
t
)
In einer Raumdimension, also etwa Ω =]0, L[, ist li(x) = 1L√pi cos
(
ipi
L x
)
und entsprechend
λi = − i2pi2L2 . Eine explizite Darstellung der Lo¨sung ist dann:
ρ(t, x) =
∞∑
i=1
ρ0i
L
√
pi
exp
(
i2pi2
L2
(
γ
i2pi2
L2
− ψ′′(ρ¯)
)
t
)
cos
(
ipi
L
x
)
2.3 Das Cahn-Larche´ Modell – Einbeziehung von Ela-
stizita¨t
Das Cahn-Hilliard Modell kann wesentliche Aspekte der Experimente nicht erfassen. Zum
einen ist das Modell isotrop und dementsprechend treten Bevorzugungen bestimmter Rich-
tungen nicht in Erscheinung. Wa¨hrend im Experiment neben runden – beispielsweise in
Ni-Al-Si Legierungen [55] – auch quaderfo¨rmige Partikel – zum Beispiel in Ni-Al Systemen
[49] – beobachtet werden, sind Partikel im Cahn-Hilliard Modell stets rund. Zum anderen
beobachtet man im Experiment, daß sich Partikel wie an Perlenschnu¨ren aufreihen oder sich
gegenseitig abstoßen (siehe Abbildung (1.2) unten).
Als Grund fu¨r diese zusa¨tzlichen Effekte werden elastische Verzerrungen angenommen. Man
geht davon aus, daß der Gitterabstand der Atome im Metallgitter der Legierung vom Mi-
schungsverha¨ltnis abha¨ngig ist. Die damit verbundenen Deformationen rufen Spannungen
im Material hervor. Die Dynamik des Systems – das heißt die Diffusion – la¨uft nunmehr
auch daraufhin hinaus, die aus den elastischen Spannungen resultierende Energie zu mini-
mieren. Dies ergibt also einen zusa¨tzlichen Beitrag zum Energiefunktional und somit zur
Differenz der chemischen Potentiale. Aus der Struktur des Metallgitters ko¨nnen sich dann
Anisotropien ergeben.
Daru¨ber hinaus kann der Elastizita¨tstensor, der die elastischen Eigenschaften des Materials
beschreibt, von der Konzentration abha¨ngen. Diese inhomogene Elastizita¨t fu¨hrt zu einer
Vielfalt zusa¨tzlicher Effekte. Das so erweiterte Modell geht auf Cahn, Larche´ [45] und Onuki
[59] zuru¨ck, die dabei auf Ideen von Eshelby [29] und Khachaturyan [44] zuru¨ckgriffen.
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Das elastische Gleichgewicht
Deformation, Verschiebung und Verzerrung
In der Elastizita¨tstheorie [14, 52] geht man davon aus, daß fu¨r den betrachteten Ko¨rper eine
Referenzkonfiguration Ω¯ ⊂ Rd bekannt ist. Der aktuelle Zustand des Ko¨rpers wird durch
eine Abbildung
φ : Ω¯ −→ Rd
beschrieben. φ wird als Deformation bezeichnet, soll hinreichend glatt sein und der Bedin-
gung
det(∇φ) > 0
genu¨gen. Die Verschiebung u ist dann durch
φ(x) = x+ u(x)
gegeben. Werden nur kleine Deformationen betrachtet, so ist eine linearisierte Theorie zula¨ssig,
in der die wesentlichen Gro¨ßen nur von der infinitesimalen Verzerrung
E(u) := 1
2
(∇u +∇uT )
abha¨ngen. Fu¨r symmetrische Tensoren A und B verwenden wir das Skalarprodukt
A : B :=
∑
i,j
AijBij = Spur[ATB]
und die dazu geho¨rende Norm
|A| :=
√
A : A.
Energiedichte und Spannung
Wie oben erwa¨hnt, betrachten wir ein erweitertes Energiefunktional, wobei wir die elastische
Energiedichte
(2.20) W (ρ,u) =
1
2
(
(E(u)− E¯(ρ)) : C(ρ) [E(u)− E¯(ρ)]
als zusa¨tzlichen Beitrag haben. E¯(ρ) ist dabei die Verzerrung im spannungsfreien Zustand
bei homogener Konzentration ρ. Wir nehmen an, daß E¯(ρ) ein Vielfaches der Identita¨t ist,
d.h.
(2.21) E¯(ρ) = eρ1.
Die dabei auftretende Konstante e wird u¨blicherweise als Fehlpassung bezeichnet. Der Ela-
stizita¨tstensor vermittelt den Zusammenhang zwischen der Verzerrung E und der Spannung
S. Diese wiederum ist entscheidend fu¨r das Verhalten des Ko¨rpers, denn der Ko¨rper befindet
sich im elastischen Gleichgewicht, wenn
(2.22) divS = 0
ist. Auf den Elastizita¨tstensor C gehen wir im na¨chsten Abschnitt ein.
Aus dem Ausdruck fu¨r die elastische Energie ergibt sich, daß die resultierende Spannung
S = C(ρ) [E(u)− E¯(ρ)]
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ist, und die Gleichgewichtsbedingung (2.22) liest sich dann als
(2.23) div
(C(ρ) [E(u)− E¯(ρ)]) = 0.
Als Randbedingung hierfu¨r nehmen wir ∂νS = 0 an. Wa¨hrend die Konzentration ρ sich auf
einer Zeitskala von Tagen bis Wochen a¨ndert, passen sich die elastischen Gro¨ßen in etwa
mit Schallgeschwindigkeit an. Daher ist es gerechtfertigt, die Gu¨ltigkeit von (2.23) fu¨r alle
Zeiten anzunehmen.
Zur Lo¨sbarkeit dieser Gleichung bemerken wir, daß durch (2.23) zwar die Verzerrung E
eindeutig festgelegt ist, nicht jedoch die Verschiebung u. Dies liegt daran, daß der Differen-
tialoperator E einen nichttrivialen Kern hat (siehe z.B. [6] p. 247, Bemerkung 3.2):
Kern(E) = {f : Rd −→ Rd∣∣f(x) = a ∧ x+ b, mit a,b ∈ Rd} .
Da sich im folgenden herausstellen wird, daß der Beitrag der Elastizita¨t zur Cahn-Hilliard
Gleichung nur von E(u) abha¨ngt, stellt diese Mehrdeutigkeit kein prinzipielles Problem
dar. Fu¨r die Ableitung der Fehlerabscha¨tzungen wollen fu¨r verabreden, daß wir von den
u ∈ (H1,2)d, die (2.23) lo¨sen, dasjenige mit der kleinsten L2(Ω) Norm auswa¨hlen. Die gleiche
Mehrdeutigkeit zeigt sich auch in den diskretisierten Modellen, die wir im na¨chsten Kapi-
tel darstellen. Die Matrizen der entstehenden linearen Gleichungssysteme haben dement-
sprechend nicht vollen Rang. Um Konvergenz der iterativen Gleichungslo¨ser zu erzielen,
verwenden wir nach jedem Schritt geeignete Projektionen (siehe [67] fu¨r Details).
Der Elastizita¨tstensor
Die elastischen Eigenschaften des Materials gehen u¨ber den Elastizita¨tstensor C ein. Wir
unterscheiden zwei Fa¨lle: Ist C konstant, also nicht von ρ abha¨ngig, so sprechen wir von
homogener Elastizita¨t. Im anderen also inhomogenen Fall nehmen wir folgende Beziehung
an:
C(ρ) = CP +m(p)(CP − CM )
mit konstanten Tensoren CP und CM sowie einer glatten Interpolationsfunktion m(.). Fu¨r
die Nichtlinearita¨t (2.6) mit den Minima 1 und −1, die die Phasen charakterisieren, suchen
wir eine glatte Funktion m, die
m(−1) = 0 m(1) = 1
m′(−1) = 0 m′(1) = 0
erfu¨llt. Wir wa¨hlen
m(t) =

0 fu¨r t ≤ −1
1
4
(−t3 + 3t+ 2) fu¨r − 1 < t < 1
1 fu¨r 1 ≤ t.
Fu¨r die konstanten Tensoren CP und CM oder im homogenen Fall fu¨r
C = (Cijmn)i,j,m,n=1,...,d
nehmen wir positive Definitheit, also die Existenz eines d0 > 0 mit
(2.24) E : C[E ] ≥ d0|E|2
fu¨r alle symmetrischen E ∈ Rd×d und die u¨blichen Symmetriebedingungen linearer Elasti-
zita¨t an:
Cijmn = Cijnm = Cjimn,
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Cijmn = Cmnij .
Zwei Fa¨lle sind von besonderem Interesse: Im isotropen Fall ist
(2.25) Cijmn = λδijδmn + µ(δimδjn + δinδjm)
mit den Lame´-Konstanten λ und µ. Dann ist fu¨r alle symmetrischen E ∈ Rd×d:
C[E ] =
(
d∑
m,n=1
Cijmn Emn
)
i,j=1,...,d
= λ(trE) · Id+ µ(E + ET )
= λ(trE) · Id+ 2µE .
Fu¨r viele Systeme ist es jedoch realistischer, kubische Symmetrie anzunehmen (siehe [39], p.
168). In diesem Fall gibt es drei Freiheitsgrade fu¨r den Elastizita¨tstensor. Mit der Notation
Ciiii := C11 i = 1, . . . , d,
Ciijj := C12 i 6= j,
Cijij := C44 i 6= j ,
wobei C11, C12, und C44 gegebene Konstanten sind. Alle anderen Komponenten von C sind
dann entweder durch die kubische Symmetrie gegeben oder sind gleich Null gesetzt. Das
bedeutet, daß fu¨r jede orthogonale Matrix Q ∈ Rd×d mit detQ = 1, die den d–dimensionalen
Wu¨rfel [−1, 1]d invariant la¨ßt, gilt
Q C[E ] QT = C[QEQT ].
Der Elastizita¨tstensor kann dann als
Cijmn = (C11 − C12 − 2C44)δijδjmδmn
+ C12δijδmn
+ C44(δimδjn + δinδjm).
geschrieben werden.
Erweiterung der Cahn-Hilliard-Gleichung
Homogene Elastizita¨t
Die erste Variation des erweiterten Energiefunktionals
E(ρ) :=
∫
Ω
(
ψ(ρ) +
γ
2
|∇ρ|2 +W (ρ,u)
)
dx
mit W (ρ,u) = 12 (E(u)− E¯(ρ)) : C
[E(u)− E¯(ρ)] ist
w = ψ′(ρ)− γ∆ρ− S : E¯ ′(ρ).
Fu¨r E¯ wie in (2.21) gilt E¯ ′(ρ) = e1 also
S : E¯ ′(ρ) = eSpur(S)
und somit la¨ßt sich die erweiterte Cahn-Hilliard-Gleichung als
∂ρ
∂t
= ∆ (ψ′(ρ)− γ∆ρ− eSpur(S)) ,
schreiben.
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Inhomogene Elastizita¨t
Ha¨ngt der Elastizita¨tstensor von ρ ab, so ergibt sich ein weiterer Beitrag im Ausdruck fu¨r
w:
(2.26) w = ψ′(ρ)− γ∆ρ− eSpur(S) + 1
2
(E(u)− E¯(ρ)) : C′(ρ) (E(u)− E¯(ρ))
und die Gleichung wird zu
∂ρ
∂t
= ∆
(
ψ′(ρ)− γ∆ρ− eSpur(S) + 1
2
(E(u)− E¯(ρ)) : C′(ρ) (E(u)− E¯(ρ)) ),
Schwache Formulierung
Die schwache Formulierung der Gleichgewichtsbedingung (2.23) ergibt sich durch Multiplika-
tion der Gleichung mit einer Testfunktion ξ ∈ (H1,2)d(Ω), Integration u¨ber Ω und partieller
Integration: ∫
Ω
E(ξ) : C(ρ) (E(u)− E¯(ρ)) dx = 0 ∀ξ ∈ (H1,2)d(Ω).
Um die Notation u¨bersichtlicher zu gestalten, wollen wir folgende Schreibweise einfu¨hren:
Fu¨r zwei Funktionen A und B auf Ω, deren Werte symmetrisch d× d-Matrizen sind sei das
Skalarprodukt
〈A,B〉C(ρ) :=
∫
Ω
A : C(ρB dx
definiert. Damit la¨ßt sich die schwache Formulierung der Gleichgewichtsbedingung (2.23)
wie folgt schreiben: 〈E(u)− E¯(ρ), E(ξ)〉C(ρ) = 0 ∀ξ ∈ (H1,2)d(Ω).
Fu¨r den allgemeinen, das heißt inhomogenen, Fall ist die schwache Formulierung:
(PC.−L.) : Gesucht sind
ρ ∈ L2(0, T ;H1,2(Ω)) ∩H1,2 (0, T ; (H1,2(Ω))∗) ,
w ∈ L2(0, T ;H1,2(Ω)),
u ∈ L2(0, T ; (H1,2(Ω))d)
so daß fu¨r fast jedes t ∈ (0, T ) und fu¨r jedes ζ ∈ H1,2(Ω) und jedes ξ ∈ (H1,2)d(Ω)
〈∂tρ, ζ〉 = − (∇w,∇ζ)(2.27)
(w, ζ) = (ψ′(ρ), ζ) + γ
(
∇ρ,∇ζ
)
− e
(
Spur(S), ζ
)
(2.28)
+
1
2
( (E(u)− E¯(ρ)) : C′(ρ) (E(u)− E¯(ρ)) , ζ),
0 =
〈E(u)− E¯(ρ), E(ξ)〉C(ρ) ,(2.29)
ρ(·, 0) = ρ0 fast u¨berall in Ω(2.30)
wobei wie oben (., .) das L2-skalarprodukt und 〈., .〉 die Dualita¨tspaarung zwischen dem
Sobolevraum H1,2(Ω) und dem entsprechenden Dualraum H1,2(Ω)∗ bezeichnet und ρ0 ∈
H1,2(Ω) die Bedingung
∫
Ω
ψ(ρ0) dx <∞ erfu¨llen mo¨ge.
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Eigenschaften des Modells
Fu¨r das Cahn-Larche´ Modell geht der Beweis der Existenz von Lo¨sungen auf Garcke zuru¨ck
[33]. Bei polynomialer Nichtlinearita¨t (2.6) wird dort gezeigt:
2.3 Satz. Ist ρ0 ∈ H1,2(Ω) und
∫
Ω
ψ(ρ0) dx <∞, so existiert eine globale Lo¨sung mit:
ρ ∈ C0, 14 (0, T ;L2(Ω)) ,
∂tρ ∈ L2
(
0, T ; (H1,2(Ω))∗
)
,
u ∈ L∞ (0, T ;H1,2(Ω,Rd)) .
Im Falle homogener Elastizita¨t ist diese Lo¨sung eindeutig bestimmt.
Im Falle logarithmischer Nichtlinearita¨t (2.5) wird unter den dort aufgefu¨hrten Vorausset-
zungen gezeigt:
2.4 Satz. Es existiert eine globale Lo¨sung mit:
ρ ∈ C0, 14 (0, T ;L2(Ω)) ,
∂tρ ∈ L2
(
0, T ; (H1,2(Ω))∗
)
,
und es gibt ein p > 2, so daß u ∈ L∞ (0, T ;H1,p(Ω,Rd))
sowie ein q > 1, so daß ln(ρ) ∈ Lq ([0, T ]× Ω) , .
Im Falle homogener Elastizita¨t ist diese Lo¨sung eindeutig bestimmt.
Fu¨r den Fall homogener Elastizita¨t und polynomialer Nichtlinearita¨t haben Carrive, Mi-
ranville und Pie´trus unabha¨ngig davon Existenz und Eindeutigkeit von Lo¨sungen in [10]
gezeigt.
Wie bei den anderen Modellen auch gilt Massenerhaltung, die Ljapunov-Eigenschaft des
Energiefunktionals und die Gradientenflußstruktur.
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Kapitel 3
Die Diskretisierung der Modelle
Wie in Kapitel (2) sei Ω ⊂ Rd, 1 ≤ d ≤ 3 ein beschra¨nktes, konvexes Gebiet und ρ0 die
Konzentration zu Beginn des Betrachtungszeitraums [0, T ]. Dieses Intervall unterteilen wir
in N Zeitschritte, bezeichnen mit τn die Zeitschrittweite des n-ten Zeitschrittes und setzten
tn :=
∑n
i=1 τi. Zusa¨tzlich sei t0 = 0 und τ = maxn=1,...,N{τn} definiert. Zu jedem der
Zeitpunkte tn konstruieren wir ein Gitter Mn mit maximaler Feinheit
h := max
s∈Mn
{diam s}.
und einen damit verbunden, endlichdimen-
Abbildung 3.1: U¨berblick Diskretisierung
sionalen Ansatzraum V hn . Ausgehend von
einer Approximation der Anfangsdaten ρ0
in V h0 berechnen wir je eine Folge von Funk-
tionen ρhn ∈ V hn und whn ∈ V hn , sowie im Fal-
le des Cahn-Larche´ Modells uhn ∈ (V hn )d.
Durch Fortsetzung gewinnen wir Funktio-
nen ρh, wh ∈ L∞(0, T ;H1,2(Ω)) und uh ∈
L∞(0, T ; (H1,2(Ω))d), die Lo¨sungen der Glei-
chungen (2.10)– (2.11) beziehungsweise (2.27)–
(2.29) approximieren sollen.
Die Ansatzra¨ume bestehen aus stu¨ckweise
affinen, stetigen Funtkionen und bezu¨glich
der Zeitdiskretisierung unterscheiden wir zwi-
schen dem Cahn-Hilliard Modell und dem
Cahn-Larche´ Modell mit homogener Elastizita¨t auf der einen und dem Cahn-Larche´ Modell
mit inhomogener Elastizita¨t auf der anderen Seite. Fu¨r den ersten Fall verweisen wir auf
die Darstellung in [35, 67]. Dort werden das implizite Euler-Verfahren, das Crank-Nicolson-
Verfahren sowie das θ-Zwischenschritt-Verfahren ausfu¨hrlich dargestellt.
In diesem Kapitel wenden wir uns nur dem aufwendigeren Cahn-Larche´ Modell mit inho-
mogener Elastizita¨t zu. Wir betrachten drei Varianten: das implizite Euler-Vefahren, das
entkoppelte Euler-Vefahren und das θ-Zwischenschritt-Verfahren [8] mit Entkoppelung der
Elastizita¨t. Fu¨r Varianten der ersten beiden werden wir im folgenden Kapitel Konvergenz
gegen Lo¨sungen von (2.27) – (2.29) zeigen. Wegen der erheblich ho¨heren Komplexita¨t des
θ-Zwischenschritt-Verfahrens ist es sehr schwierig, Konvergenzaussagen fu¨r diese Art der
Zeitdiskretisierung zu zeigen . Fu¨r lineare Probleme wird in [54] quadratische Konvergenz
und starke A-Stabilita¨t gezeigt. Diese Eigenschaften erlauben die Wahl vergleichsweise großer
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Zeitschrittweiten und machen das Verfahren insbesondere fu¨r die Berechnung des Langzeit-
verhaltens der Cahn-Hilliard und Cahn-Larche´ Modells attraktiv.
Im Falle inhomogener Elastizita¨t sind sowohl der Beitrag des elastischen Systems zum che-
mischen Potential als auch das Elastizita¨tssystem nichtlinear. Die voll implizite Behandlung
dieser Nichtlinearita¨t ist algorithmisch sehr aufwendig. Daher entkoppeln wir fu¨r die Imple-
mentation das Elastizita¨tssystem und die Lo¨sung der Diffusionsgleichung. Beim impliziten
Euler-Verfahren kann die Gu¨ltigkeit der gleichen Konvergenzaussagen gezeigt werden wie
beim impliziten Euler-Verfahren ohne Entkoppelung der Elastizita¨t.
3.1 Gitterkonstruktion und Finite-Element Ra¨ume
Die Triangulierung
Wir beschra¨nken uns in der Darstellung auf polygonal berandete Gebiete und ko¨nnen da-
her auf Randapproximation verzichten. Eine Triangulierung Mn ist nun eine Menge von
Dreiecken, die das Gebiet, auf dem gerechnet werden soll, u¨berdecken und fu¨r die gilt:
∀s1, s2 ∈Mn : s1 ∩ s2 =

∅ oder
gemeinsamer Eckpunkt oder
gemeinsame Kante.
Daru¨ber hinaus setzen wir von den Gittern folgendes voraus: Bezeichnen wir zu einem Drei-
eck s ∈ Mn die Menge der Dreiecke, die mit s mindestens einen Punkt gemeinsam haben,
mit ω(s), so soll es eine Konstante σ geben, mit diamω(s) < σ diam s. Außerdem soll jedes
Dreieck s nur in ho¨chstens k Mengen ω(s) liegen. Fu¨r beliebige Funktionen f ∈ Hk,2(Ω) gilt
dann: ∑
s∈Mn
|f |2Hk,2(ωs) ≤ k |f |
2
Hk,2(Ω) .
Die Menge der inneren Kanten von Mn bezeichnen wir mit Kn.
Der Finite Element Raum
Wir wollen stetige, stu¨ckweise affine Ansatzfunktionen, also Courant-Elemente, verwenden.
Das bedeutet, daß unser Ansatzraum folgende Gestalt hat:
V hn :=
{
ϕ ∈ C0(Ω¯)
∣∣∣ϕ∣∣
s
ist affin fu¨r jedes s ∈Mn} ⊂ H1,2(Ω).
Fu¨r die Elastizita¨tsgleichung brauchen wir den ensprechenden Raum der vektorwertigen
Ansatzfunktionen:
(V hn )
d :=
{
ϕ = (ϕ1, . . . , ϕd)T
∣∣∣ϕi ∈ V hn fu¨r 1 ≤ i ≤ d}.
Ist K die Anzahl der Knoten (xi)1≤i≤K des Gitters, so ist dim(V hn ) = K und wir wa¨hlen
als Basis von V hn die u¨bliche ”Hu¨tchenbasis“ (ϕi)1≤i≤K . Diese ist dadurch charakterisiert,
daß ϕi(xj) = δij ist. Wir wollen folgende Schreibweise vereinbaren: Ist v ∈ V hn , so la¨ßt es
sich bezu¨glich der gewa¨hlten Basis darstellen als v =
∑K
i=1 viϕi, wobei die Koeffizienten vi
eindeutig bestimmt sind. Diesen Koeffizientenvektor wollen wir mit ~v bezeichnen.
Fu¨r die Diskretisierung verwenden wir die Methode der gelumpten Massen. Zuna¨chst sei
daran erinnert, was man unter der Massenmatrix versteht. Seien p, q ∈ V hn . Beide lassen sich
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bezu¨glich der gewa¨hlten ”Hu¨tchenbasis“ darstellen als
p =
K∑
i=1
~piϕi und q =
K∑
j=1
~qjϕj .
Dann ist das L2-Skalarprodukt von p und q
(p, q) =
 K∑
i=1
~piϕi,
K∑
j=1
~qjϕj
 = K∑
i,j=1
~pi~qj (ϕi, ϕj) = (~p)TM˜~q,
wobei die Massenmatrix M˜ definiert ist als:
(3.1) M˜ij := (ϕi, ϕj) =
∫
Ω
ϕi(x)ϕj(x) dx.
Fu¨r stetige Funktionen p, q ∈ C0(Ω¯) na¨hern wir nun das L2-Skalarprodukt mit Hilfe des
Lagrange-Interpolations-Operator In wie folgt an:
(3.2) (p, q) ≈ (p, q)h :=
∫
Ω
In(pq) dx =
K∑
i=1
Mii~pi~qi mit Mii :=
K∑
j=1
M˜ij .
M sei also die Diagonalmatrix, bei der die Diagonaleintra¨ge die Zeilensummen von M˜ sind.
Diese Na¨herung ergibt sich, wenn man die Integration in (3.1) nicht exakt sondern mit Hilfe
einer Quadraturformel berechnet [63]. Der wesentliche Vorteil dabei ist, daß das Invertieren
der gelumpten Massenmatrix wesentlich einfacher wird. Da wir im folgenden ausschließlich
die gelumpte Massenmatrix verwenden werden, werden wir den Zusatz ”gelumpt“ in Zukunft
weglassen und einfach von der Massenmatrix M sprechen.
Fu¨r die Na¨herung (3.2) gelten folgende Aussagen, die [23] entnommen sind und auch dort
bewiesen werden.
3.1 Satz (Fehlerabscha¨tzung fu¨r die gelumpten Massen). Seien ϕh1 , ϕ
h
2 ∈ V hn und
f ∈ H2,2(Ω) beliebig, dann gilt:
a)
∣∣∣(ϕh1 , ϕh2)h − (ϕh1 , ϕh2)∣∣∣ ≤ ch∥∥ϕh1∥∥H1,2(Ω) ∥∥ϕh2∥∥H1,2(Ω)
b)
∣∣∣(ϕh1 , f)h − (ϕh1 , f)∣∣∣ ≤ ch2 ∥∥ϕh1∥∥H1,2(Ω) ‖f‖H2,2(Ω)
c)
∣∣∣(ϕh1 , f)h − (ϕh1 , f)∣∣∣ ≤ ch(h |f |H2,2(Ω) + ‖f‖H1,2(Ω))∥∥ϕh1∥∥L2(Ω)
Dem Skalarprodukt (·, ·)h ist eine Seminorm |·|h zugeordnet, definiert durch:
∀v ∈ C0(Ω¯) |v|h :=
√
(v, v)h.
Dafu¨r gilt dann der Satz:
3.2 Satz. Es gibt Konstanten c0 und c1, so daß
∀ϕh ∈ V hn c0
∥∥ϕh∥∥
L2(Ω)
≤ ∣∣ϕh∣∣
h
≤ c1
∥∥ϕh∥∥
L2(Ω)
.
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Interpolationsoperatoren und Approximationsaussagen
Fu¨r die spa¨ter zu fu¨hrenden Beweise beno¨tigen wir ein Standardresultat [15] u¨ber V hn , das
eine Aussage daru¨ber macht, wie gut sich Funktionen in H1,2 durch Funktionen in V hn
anna¨hern lassen.
3.3 Satz (Approximationseigenschaft von V hn ). Sei v ∈ H2,2. Dann gilt
inf
ϕ∈V hn
(
‖v − ϕ‖L2(Ω) + h ‖∇(v − ϕ)‖L2(Ω)
)
≤ ch2
wobei c eine Konstante ist, die von v abha¨ngig sein kann.
Wie oben bezeichnen wir mit In den zum Gitter Mn geho¨renden Lagrange-Interpolations-
Operator. Des weiteren beno¨tigen wir den Cle´ment-Interpolations-Operator Πn zum Gitter
Mn. Fu¨r jedes Element s ∈Mn und jede Funktion f ∈ Hk,2(Ω) gilt:
‖f −Πnf‖L2(s) ≤ CΠnhks |f |Hk,2(ωs)
sowie
‖∇(f −Πnf)‖L2(s) ≤ CΠnhk−1s |f |Hk,2(ωs) .
Entsprechend gilt fu¨r Kanten e:
‖f −Πnf‖L2(e) ≤ CΠnh
k− 12
e |f |Hk,2(ωs) .
Wie oben ist dabei ω(s) die Menge der Dreiecke, die mit dem Dreieck s mindestens einen
Punkt gemeinsam haben.
Semidiskretes Schema und Matrixdarstellung
Wesentliche Idee des Finite-Element-Ansatzes ist es, in der Variationsformulierung den
Raum H1,2 durch einen endlich-dimensionalen Teilraum Sh zu ersetzen und zwar sowohl
was den Bereich, in dem man die Lo¨sungen sucht, als auch was die Menge der Testfunktio-
nen angeht. Dazu sei
V h =
{
ϕh ∈ C(0, T ;H1,2)
∣∣∣ϕh(t) ∈ V hn fu¨r tn−1 < t ≤ tn}
Das semidiskrete Schema fu¨r die Cahn-Hilliard Gleichung ist also:
(PC.−H.,semi) : Gesucht sind ρh ∈ V h, wh ∈ V h so, daß fu¨r n = 1, . . . , N und jedes tn−1 <
t < tn gilt: (
∂tρ
h, ϕh
)h
= − (∇wh,∇ϕh)(3.3) (
wh, ϕh
)h
=
(
ψ′(ρh), ϕh
)h
+ γ
(
∇ρh,∇ϕh
)
(3.4)
fu¨r jedes ϕh ∈ V hn .
Entsprechend formulieren fu¨r das Cahn-Larche´ Modell:
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(PC.−L.,semi) : Gesucht sind ρh ∈ V h, wh ∈ V h und uh ∈ (V h)d so, daß fu¨r n = 1, . . . , N
und jedes tn−1 < t < tn gilt:(
∂tρ
h, ϕh
)h
= − (∇wh,∇ϕh)(3.5) (
wh, ϕh
)h
=
(
ψ′(ρh), ϕh
)h
+ γ
(
∇ρh,∇ϕh
)
− e (Spur(Sh), ϕh)h(3.6)
+
((E(uh)− E¯(ρh)) : C′(ρh) (E(uh)− E¯(ρh)) , ϕh)h ,(3.7)
0 =
〈
E(uh)− E¯(ρh), E(ξh)
〉
C(ρh)
,(3.8)
fu¨r jedes ϕh ∈ V hn und jedes ξh ∈ (V h)d.
Dabei sei Sh := C(ρh) (E(uh)− E¯(ρh)). Fu¨r die (·, ·)h-Terme haben wir im letzten Abschnitt
schon eine Matrixdarstellung mit Hilfe der Massenmatrix hergeleitet. Analog verfahren wir
mit den (∇·,∇·)-Termen durch Einfu¨hrung der Steifigkeitsmatrix A. Diese sei definiert durch
Aij := (∇ϕi,∇ϕj) =
∫
Ω
∇ϕi∇ϕj dx,
wobei ϕi und ϕj jeweils Basisfunktionen aus der Hu¨tchenbasis sind. Damit la¨ßt sich bei-
spielsweise der Vektor
(∇wh,∇ϕi)i=1,...,K schreiben als A~wh.
Die Matrixdarstellung des Systems (3.3)– (3.4) lautet dann:
M∂t~ρh = −A~wh
M~wh =M
−−−−→
ψ′(ρh) + γA~ρh.
Um die Elastizita¨tsterme auch durch Matrizen darstellen zu ko¨nnen, legen wir zuna¨chst eine
Basis (ξi)1≤i≤d·K von (V hn )
d fest.
ξj+di := eiϕj
mit ei als dem i-ten Einheitsvektor in Rd. Dann ko¨nnen wir die Elastizita¨tsmatrix G defi-
nieren durch:
Gij :=
〈E(ξi), E(ξj)〉C(ρhn) =
∫
Ω
E(ξi) : C(ρhn)E(ξj) dx 1 ≤ i, j ≤ d ·K.
Da E - wie schon im vorherigen Kapitel erwa¨hnt - nicht injektiv ist, ist die Matrix G nicht
regula¨r. Zusa¨tzlich sei G¯ erkla¨rt als
G¯ij :=
〈E(ξi), E¯(ϕj)〉C(ρhn) =
∫
Ω
E(ξi) : C(ρhn)E¯(ϕj) dx 1 ≤ i ≤ d ·K, 1 ≤ j ≤ K.
Der eine Beitrag der Elastizita¨t ist dann(
Spur(Sh), ϕhi
)
=
〈E(uh)− E¯(ρh), E¯(ϕhi )〉C(ρh)
=
〈E(uh), E¯(ϕhi )〉C(ρh) − e∫
Ω
ρh1 : Ceϕhi 1 dx
=
(G¯T ~uh)
i
− e2(1 : C1)
(
M˜~ρh
)
i
.
Damit la¨ßt sich (3.5)– (3.8) im Falle homogener Elastizita¨t als
M∂t~ρh = −A~wh(3.9)
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M~wh =M
−−−−→
ψ′(ρh) +
(
γA+ e2(1 : C1)M˜)~ρh − G¯T~uh(3.10)
G~uh = G¯~ρh(3.11)
schreiben. Im inhomogenen Fall ist die zweite Gleichung
M~wh =M
−−−−→
ψ′(ρh) +
(
γA+ e2(1 : C1)M˜)~ρh − G¯T ~uh
+M
(−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−→(E(uh)− E¯(ρh)) : C′(ρh) (E(uh)− E¯(ρh)))
Diese semidiskreten Schemata bilden jeweils K-dimensionale Systeme von gewo¨hnlichen Dif-
ferentialgleichungen. Um diese na¨herungsweise zu lo¨sen werden wir im na¨chsten Abschnitt
verschiedene Diskretisierungen der Zeitableitung betrachten.
3.2 Das implizite Euler-Verfahren
Die u¨bliche Finite-Element Approximation von (PC.−L.) mit Hilfe des impliziten Euler-
Verfahrens fu¨hrt auf das Schema
(PC.−L.,Euler) : Ist fu¨r n = 1, . . . , N ρhn−1 ∈ V hn−1 gegeben, so bestimme ρhn ∈ V hn , whn ∈ V hn
und uhn ∈ (V hn )d so, daß fu¨r jedes ϕh ∈ V hn und jedes ξh ∈ (V hn )d gilt:(
∂τnρ
h
n, ϕ
h
)h
= − (∇whn,∇ϕh)(3.12) (
whn, ϕ
h
)h
=
(
ψ′(ρhn), ϕ
h
)h
+ γ
(
∇ρhn,∇ϕh
)
− e (Spur(Shn), ϕh)h(3.13)
+
((E(uhn)− E¯(ρhn)) : C′(ρhn) (E(uhn)− E¯(ρhn)) , ϕh)h ,
0 =
〈
E(uhn)− E¯(ρhn), E(ξh)
〉
C(ρhn)
.(3.14)
Um die Lo¨sbarkeit des Schemas zu zeigen und fu¨r die Konvergenzbetrachtungen im na¨chsten
Kapitel ist es hilfreich, eine Variante zu untersuchen, bei der jeder Zeitschritt die Lo¨sung
eines Minimierungsproblems darstellt.
Das Minimierungsproblem
In jedem Zeitschritt betrachten wir das Funktional auf V hn × (V hn )d:
En(r,v) :=
∫
Ω
{
1
2τn
∣∣∇∆−1h (r − Inρhn−1)∣∣2 + γ2 |∇r|2
}
dx+ (ψ(r) +W (r,v), 1)h ,
wobei W die elastische Energiedichte definiert in (2.20) und der Operator ∆−1h : V
h
n −→ V hn
analog zu (2.13) folgendermaßen definiert sei: Zu gegebener Funktion fh ∈ V hn sei vh =
∆−1h f
h die Lo¨sung von(
fh, ϕh
)h
= − (∇vh,∇ϕh) ∀ϕh ∈ V hn ,
die
∫
Ω
vh dx = 0 erfu¨llt.
Wir bestimmen dann die Lo¨sung zum na¨chsten Zeitpunkt tn als Minimalstellen von En:
(PMin.) : Gesucht sind ρhn ∈ V hn und uhn ∈ (V h)d so, daß
(ρhn,u
h
n) ist globales Minimum von E
n.
30
Existenz von globalen Minima von En
Wir wollen die Existenz von globalen Minima von En und damit die Lo¨sbarkeit von (PMin.)
zeigen und verwenden dabei die direkte Methode. Dazu zeigen wir Beschra¨nkheit nach unten,
Koerzivita¨t und Stetigkeit des Funktionals.
Zuna¨chst ist offensichtlich, daß wegen der postiven Definitheit von C das Funktional En
durch Null nach unten beschra¨nkt ist.
Koerzivita¨t von En
Wir wollen zeigen, daß En auf dem Raum V hn × (V hn )d koerziv ist. Dazu bemerken wir, daß
aufgrund von Satz (3.2) und der Youngschen Ungleichung fu¨r beliebige fh ∈ V hn und δ1 > 0
gilt:
∥∥fh∥∥2
L2(Ω)
≤ 1
c21
∣∣fh∣∣2
h
= − 1
c21
(∇∆−1h fh,∇fh) ≤ 12c21
∥∥∇∆−1h fh∥∥2L2(Ω)
δ1
+ δ1
∥∥∇fh∥∥2
L2(Ω)
 .
Die elastische Energiedichte la¨ßt sich ebenfalls unter Verwendung der Youngschen Unglei-
chung mit δ = 2 und der positiven Definitheit des Elastizita¨tstensors (2.24) nach unten
abscha¨tzen
W (r,v) =
1
2
(
(E(v)− E¯(r)) : C(r) ((E(v)− E¯(r))
=
1
2
(E(v) : CE(v)− 2E(v) : CE¯(r) + E¯(r) : CE¯(r))
≥ 1
2
(
E(v) : CE(v)−
(
1
2
E(v) : CE(v) + 2E¯(r) : CE¯(r)
)
+ E¯(r) : CE¯(r)
)
≥ d0
4
|E(v)|2 − 1
2
d0e
2 Spur(1)2 |r|2 .
Somit ist mit der A¨quivalenz der gelumpten Massenhalbnorm mit der L2-norm auf V hn
(Satz (3.2)):
(W (r,v), 1)h ≥
(
d0
4
|E(v)|2 − 1
2
d0e
2 Spur(1)2 |r|2, 1
)h
≥ d0
4
|E(v)|2h −
1
2
d0e
2 Spur(1)2 |r|2h
≥ c
2
0d0
4
‖E(v)‖2L2(Ω) −
1
2
c21d0e
2 Spur(1)2 ‖r‖2L2(Ω) .
Da die Nichtlinearita¨t ψ durch Null nach unten abgescha¨tzt werden kann, haben wir mit
den beiden zuvor gezeigten Abscha¨tzungen:
En(r,v) =
1
2τn
∥∥∇∆−1h (r − Inρhn−1)∥∥2L2(Ω) + γ2 ‖∇r‖2L2(Ω) + (ψ(r) +W (r,v), 1)h
≥ 1
4τn
(
δ1c
2
1
∥∥r − Inρhn−1∥∥2L2(Ω) − δ21 ∥∥∇(r − Inρhn−1)∥∥2L2(Ω))
+
γ
2
‖∇r‖2L2(Ω) + (ψ(r), 1)h +
c20d0
4
‖E(v)‖2L2(Ω) −
1
2
c21d0e
2 Spur(1)2 ‖r‖2L2(Ω)
≥ 1
4τn
[
δ1c
2
1
(‖r‖2L2(Ω)
2
− ∥∥Inρhn−1∥∥2L2(Ω)
)
− 2δ21
(
‖∇r‖2L2(Ω) +
∥∥∇Inρhn−1∥∥2L2(Ω))
]
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+
γ
2
‖∇r‖2L2(Ω) +
c20d0
4
‖E(v)‖2L2(Ω) −
1
2
c21d0e
2 Spur(1)2 ‖r‖2L2(Ω)
≥
(
δ1c
2
1
8τn
− 1
2
c21d0e
2 Spur(1)2
)
‖r‖2L2(Ω) +
(
γ
2
− δ
2
1
2τn
)
‖∇r‖2L2(Ω)
+
c20d0
4
‖E(v)‖2L2(Ω) −
(
δ1c1
2τn
∥∥Inρhn−1∥∥2L2(Ω) + δ21τn ∥∥∇Inρhn−1∥∥2L2(Ω)
)
.
Damit die Koeffizienten vor den ersten beiden Termen positiv sind, muß
4d0e2 Spur(1)2τn < δ1 <
√
γτn
2
sein. Ein solches δ1 existiert genau dann, wenn
τn <
γ
2c2∗
mit c∗ = 4d0e2 Spur(1)2 ist, was im folgenden fu¨r alle Zeitschritte als gu¨ltig angenommen
wird. Zusammen mit der Kornschen Ungleichung folgt die Koerzivita¨t von En(r,v) auf dem
Raum V hn × (V hn )d.
Stetigkeit
Der erste und dritte Term von En(r,v) sind konvex und somit stetig auf V hn × (V hn )d. Der
zweite Term
∫
Ω
ψ(r)dx ist die Summe aus einem konvexen und einem konkaven Funktional
und somit ebenfalls stetig auf V hn ×(V hn )d. Die Stetigkeit von W ist klar. Aus der Beschra¨nkt-
heit nach unten, der Koerzivita¨t und der Stetigkeit von En folgt die Existenz eines globalen
Minimums.
Euler-Lagrange Gleichungen fu¨r En
Die Lo¨sung ρhn und u
h
n von (PMin.) erfu¨llen die Euler-Lagrange Gleichungen zum Funktio-
nal En, die wir im folgenden herleiten wollen. Da die Differenzierbarkeit der auftretenden
parameterabha¨ngigen Integrale unproblematisch ist, ko¨nnen wir die erste Variation von En
direkt bestimmen:
δEn(r,v;ϕh, ξh) =
d
dε
En(r + εϕh,v + εξh)
∣∣∣
ε=0
=
d
dε
[∫
Ω
{
1
2τn
∣∣∇∆−1h (r + εϕh − Inρhn−1)∣∣2 + γ2 |∇(r + εϕh)|2
}
dx
+
(
ψ(r + εϕh) +W (r + εϕh,v + εξh), 1
)h ]
ε=0
=
1
τn
(∇∆−1h (r − Inρhn−1),∇∆−1h ϕh)+ γ (∇r,∇ϕh)+ (ψ′(r), ϕh)h
− e (1 : C(r) (E(v)− E¯(r)) , ϕh)h
+
1
2
((E(v)− E¯(r)) : C′(r) (E(v)− E¯(r)) , ϕh)h
+
〈
E(v)− E¯(r), E(ξh)
〉
C(r)
.
Fu¨r ρhn und u
h
n gilt also fu¨r beliebige ϕ
h ∈ V hn und ξh ∈ (V hn )d
0 = δEn(ρhn,u
h
n;ϕ
h, ξh)
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=
1
τn
(∇∆−1h (ρhn − Inρhn−1),∇∆−1h ϕh)+ γ (∇ρhn,∇ϕh)+ (ψ′(ρhn), ϕh)h
− e (Spur(Shn), ϕh)h + 12 ((E(uhn)− E¯(ρhn)) : C′(ρhn) (E(uhn)− E¯(ρhn)) , ϕh)h
+
〈
E(uhn)− E¯(ρhn), E(ξh)
〉
C(ρhn)
.
Dabei sei Shn := C(ρhn)
(E(uhn)− E¯(ρhn)). Definieren wir nun
(3.15) whn := ∆
−1
h
ρhn − Inρhn−1
τn
,
so folgt wegen der Definition von ∆−1h fu¨r beliebige ϕ
h ∈ V hn :(
ρhn − Inρhn−1
τn
, ϕh
)h
= − (∇whn,∇ϕh) ,
und(
whn, ϕ
h
)
= γ
(∇ρhn,∇ϕh)+ (ψ′(ρhn), ϕh)h
− e (Spur(Shn), ϕh)h + 12 ((E(uhn)− E¯(ρhn)) : C′(ρhn) (E(uhn)− E¯(ρhn)) , ϕh)h
sowie fu¨r beliebige ξh ∈ (V hn )d
0 =
〈
E(uhn)− E¯(ρhn), E(ξh)
〉
C(ρhn)
Das Schema (PC.−L.,Euler) la¨uft also auf die Lo¨sung der Euler-Lagrange Gleichungen des
Funktionals En hinaus. Der oben gefu¨hrte Beweis der Existenz eines globalen Minimums
garantiert demzufolge auch die Lo¨sbarkeit des Schemas (PC.−L.,Euler). Die A¨quivalenz der
Schemata (PC.−L.,Euler) und (PMin.) ist jedoch nur dann gegeben, wenn En nur genau
einen stationa¨ren Punkt hat. Dann ist (PC.−L.,Euler) eindeutig lo¨sbar und die Lo¨sung ist
dann das globale Minimum von En. Das Funktional En ist jedoch fu¨r kein τn > 0 global
konvex: Die Berechnung der zweiten Variation ergibt na¨mlich
δ2En(r,v;ϕh, ξh) =
d2
dε2
En(r + εϕh,v + εξh)
∣∣∣
ε=0
=
1
τn
∥∥∇∆−1h ϕh∥∥2L2(Ω) + γ ∥∥∇ϕh∥∥2L2(Ω) + (ψ′′(r)ϕh, ϕh)h
+
((
E(ξh)− E¯(ϕh)
)
: C(r)
(
E(ξh)− E¯(ϕh)
)
, 1
)h
+ 2
((
E(ξh)− E¯(ϕh)
)
: C′(r)ϕh (E(v)− E¯(r)) , 1)h
+
1
2
((E(v)− E¯(r)) : C′′(r)ϕh2 (E(v)− E¯(r)) , 1)h .
Insbesondere der letzte Summand ist problematisch, da zum einen C′′(r) je nachdem, welchen
Wert r annimmt positiv oder negativ definit ist, zum anderen E(v)−E¯(r) nicht als beschra¨nkt
angenommen werden kann.
Fortsetzung in der Zeit
Haben wir auf diese Weise Folgen von Finite-Element Funktionen ρhn, w
h
n und u
h
n erzeugt,
so ko¨nnen wir daraus durch Fortsetzung in der Zeit Funktionen ρh, wh ∈ L∞(0, T ;H1,2(Ω))
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und uh ∈ L∞(0, T ; (H1,2(Ω))d) konstruieren. Zwei Mo¨glichkeiten, dies zu tun, werden im
folgenden eine Rolle spielen: Zum einen betrachten wir die die stu¨ckweise konstante, links-
stetige Fortsetzung der ρhn bzw. der w
h
n in der Zeit. Das heißt wir setzen
ρh(t, .) := ρhn(.) fu¨r tn−1 <t ≤ tn
wh(t, .) := whn(.) fu¨r tn−1 <t ≤ tn.
Zum anderen verwenden wir die stu¨ckweise affine Fortsetzung
ρ¯h(t, .) := βρhn−1(.) + (1− β)ρhn(.)
w¯h(t, .) := βwhn−1(.) + (1− β)whn(.)
u¯h(t, .) := βuhn−1(.) + (1− β)uhn(.)
mit t = βtn−1 + (1− β)tn und 0 ≤ β ≤ 1. Fu¨r diese Fortsetzungen werden wir in Kapitel 4
Konvergenz in Ra¨umen wie L∞(0, T ;L2(Ω)) zeigen. Daru¨ber hinaus zeigen wir in Kapitel 5
fu¨r den Fall homogener Elastizita¨t a posteriori Fehlerabscha¨tzungen.
3.3 Das entkoppelte Euler-Vefahren
Um ein einfacheres numerisches Schema zu erhalten entkoppeln wir die Lo¨sung der Diffusi-
onsgleichung von der Lo¨sung der Elastizita¨tsgleichung. Dies fu¨hrt zu einem Verfahren mit
zwei Schritten:
(PC.−L.,entkoppelt) : Ist fu¨r n = 1, . . . , N ρhn−1 ∈ V hn−1 und uhn−1 ∈ (V hn−1)d gegeben, so
bestimme im ersten Schritt ρhn ∈ V hn , whn ∈ V hn so, daß fu¨r jedes ϕh ∈ V hn gilt:(
∂τnρ
h
n, ϕ
h
)h
= − (∇whn,∇ϕh)(3.16) (
whn, ϕ
h
)h
=
(
ψ′(ρhn), ϕ
h
)h
+ γ
(
∇ρhn,∇ϕh
)
− e (Spur(Shn−1), ϕh)h(3.17)
+
((E(uhn−1)− E¯(ρhn)) : C′(ρhn) (E(uhn−1)− E¯(ρhn)) , ϕh)h ,(3.18)
wobei Shn−1 = C(ρhn)
(E(uhn−1)− E¯(ρhn)) sei. Im zweiten Schritt bestimme zu dem berechneten
ρhn ein u
h
n ∈ (V hn )d, so daß fu¨r jedes ξh ∈ (V hn )d gilt:
(3.19) 0 =
〈
E(uhn)− E¯(ρhn), E(ξh)
〉
C(ρhn)
Analog zum Vorgehen beim impliziten Euler-Verfahren betrachten wir die jeweiligen Schritte
als Minimierungsprobleme. Wir setzen fu¨r gegebene ρ¯h ∈ V h und u¯h ∈ (V h)d:
En,u¯
h
1 (r) :=
∫
Ω
{
1
2τn
∣∣∇∆−1h (r − Inρhn−1)∣∣2 + γ2 |∇r|2
}
dx+
(
ψ(r) +W (r, u¯h), 1
)h
und
En,ρ¯
h
2 (v) :=
∫
Ω
InW (ρ¯h,v) dx = (W (ρ¯h,v), 1)h .
Wir betrachten also das Verfahren
(PMin.,entkoppelt) : Gesucht sind ρhn ∈ V hn und uhn ∈ (V h)d so, daß
ρhn ist globales Minimum von E
n,uhn−1
1 (.),
uhnist globales Minimum von E
n,ρhn
2 (.).
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Analog zu dem Vorgehen fu¨r En la¨ßt sich zeigen, daß die beiden Teilschritte des Verfahrens
(PC.−L.,entkoppelt) Euler-Lagrange Gleichungen zu den entsprechenden Funktionalen sind.
Beschra¨nktheit nach unten, Koerzivita¨t und Stetigkeit u¨bertragen sich von En auf En,u¯
h
1
und En,ρ¯
h
2 . Damit ist auch wie oben die Existenz der Minima und somit die Lo¨sbarkeit der
diskreten Probleme gesichert.
3.4 Das θ-Zwischenschritt-Verfahren
Beim θ-Zwischenschritt-Verfahren [8, 54] wird jeder Zeitschritt der La¨nge τ wird in drei
Teilschritte unterteilt. Der erste und dritte dieser Teilschritte sollen dabei die La¨nge θτ mit
0 < θ < 1/2 haben. Die La¨nge des mittleren Teilschrittes – des Zwischenschrittes – ist
dann 1− 2θ. Daru¨ber hinaus findet noch ein Aufspalten des linearen Teils der Gleichung in
explizite und implizite Teile statt und der nichtlineare Teil wird abwechselnd explizit und
implizit genommen. Wir betrachten zuna¨chst die Modellgleichung
(3.20) (∂ty(t), ϕ) + (Ly(t), ϕ) +
(
Ξ
(
y(t)
)
, ϕ
)
= (f(t), ϕ) ∀ϕ ∈ V
in der L ein beliebiger linearer Operator, Ξ eine nichtlineare Funktion und V ein geeigneter
Raum von Testfunktionen sein soll. Dann lautet das θ-Schema fu¨r diese Gleichung: ∀ϕ ∈ V(
yn−1+θ − yn−1
θτ
, ϕ
)
+ α (Lyn−1+θ, ϕ) + β (Lyn−1, ϕ) +
(
Ξ
(
yn−1
)
, ϕ
)
= (fn−1, ϕ)I) (
yn−θ − yn−1+θ
(1− 2θ)τ , ϕ
)
+ β (Lyn−θ, ϕ) + α (Lyn−1+θ, ϕ) +
(
Ξ
(
yn−θ
)
, ϕ
)
= (fn−1+θ, ϕ)II) (
yn − yn−θ
θτ
, ϕ
)
+ α (Lyn, ϕ) + β (Lyn−θ, ϕ) +
(
Ξ
(
yn−θ
)
, ϕ
)
= (fn−θ, ϕ)III)
Dabei sind α, β und θ Parameter des Verfahrens, fu¨r die 0 < θ < 1/2 und β = 1 − α gilt.
Schreiben wir (3.20) in Matrixform
M∂t~y(t) + L~y(t) + Ξ
(
~y(t)
)
=Mf(t)),
so lautet das entsprechende Schema:(M+ αθτL)~yn−1+θ = (M− βθτL)~yn−1 − θτΞ(~yn−1)+M~fn−1I)
(M+ β(1− 2θ)τL)~yn−θ + (1− 2θ)τΞ(~yn−θ) = (M− α(1− 2θ)τL)~yn−1+θ +M~fn−1+θII) (M+ αθτL)~yn = (M− βθτL)~yn−θ − θτΞ(~yn−θ)+M~fn−θIII)
Wir haben dabei die rechte Seite f jeweils zum alten Zeitpunkt ausgewertet, wa¨hrend man
sie normalerweise zum jeweils neuen Zeitpunkt nehmen wu¨rde. Der Grund fu¨r diese Modif-
kation ist der folgende: In der Anwendung auf das Cahn-Larche´-Modell entkoppeln wir das
Elastizita¨tssystem von der Berechnung der Konzentrationsentwicklung. Das heißt, vor jedem
Teilschritt berechnen wir die zur Konzentration zum alten Zeitpunkt passende Verschiebung.
Diese Verschiebung setzen wir dann in die Elastizita¨tsbeitra¨ge zur Konzentrationsgleichung
ein. Dies ergibt Beitra¨ge der Art fn, die aber jeweils expliziten Charakter haben.
Insgesamt haben wir also fu¨r den ersten Teilschritt des θ-Zwischenschritt-Verfahrens in Ma-
trixschreibweise:
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(PC.−L.,θ I)) : Ist ~ρhn−1 gegeben, so bestimme im ersten Schritt ~u
h
n−1 als Lo¨sung von:
G~uhn−1 = G¯~ρhn−1
Berechne damit
fn−1 = −eSpur(Shn−1) +
(E(uhn−1)− E¯(ρhn−1)) : C′(ρhn−1) (E(uhn−1)− E¯(ρhn−1))
mit Shn−1 = C(ρhn−1)
(E(uhn−1)− E¯(ρhn)). Bestimme dann ~ρhn−1+θ als Lo¨sung von:
(M+ αθτγAM−1A)~ρhn−1+θ = (M− βθτγAM−1A)~ρhn−1 + θτψ′(~ρhn−1)+M~fn−1.(3.21)
Der Zwischenschritt ist dann
(PC.−L.,θ II)) : Aus ~ρhn−1+θ aus dem ersten Teilschritt bestimme ~u
h
n−1+θ als Lo¨sung von:
G~uhn−1+θ = G¯~ρhn−1+θ
Berechne damit
fn−1+θ = −eSpur(Shn−1+θ)
+
(E(uhn−1+θ)− E¯(ρhn−1+θ)) : C′(ρhn−1+θ) (E(uhn−1+θ)− E¯(ρhn−1+θ))
mit
Shn−1+θ = C(ρhn−1+θ)
(E(uhn−1+θ)− E¯(ρhn−1+θ)) .
Bestimme dann ~ρhn−θ als Lo¨sung von:(M+βτ(1− 2θ)γAM−1A)~ρhn−θ − τ(1− 2θ)φ(~ρhn−θ) =
=
(M− ατ (1− 2θ)γAM−1A)~ρhn−1+θ +M~fn−1+θ.
Der dritte Teilschritt ist a¨quivalent zum ersten:
(PC.−L.,θ III)) : Aus ~ρhn−θ aus dem zweiten Teilschritt bestimme ~u
h
n−θ als Lo¨sung von:
G~uhn−θ = G¯~ρhn−θ
Berechne damit
fn−θ = −eSpur(Shn−θ)
+
(E(uhn−θ)− E¯(ρhn−θ)) : C′(ρhn−θ) (E(uhn−θ)− E¯(ρhn−θ))
mit
Shn−θ = C(ρhn−θ)
(E(uhn−θ)− E¯(ρhn−θ)) .
Bestimme dann ~ρhn als Lo¨sung von:(M+ αθτγAM−1A)~ρhn = (M− βθτγAM−1A)~ρhn−θ − θτφ(~ρhn−θ)+M~fn−θ.(3.22)
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3.5 Adaptive Steuerung der Gitterfeinheit
In Kapitel 5 werden wir fu¨r die (linearisierte) Cahn-Hilliard Gleichung und die Cahn-Larche´-
Gleichung mit homogener Elastizita¨t lokale a posteriori Fehlerscha¨tzer der Form
‖e(T, .)‖L2(Ω) ≤ ‖e(0, .)‖L2(Ω) + maxn=1,...,N
( ∑
s∈Mn
η2s,n
) 1
2
mit e := ρ−ρh und nur von der diskreten Lo¨sung abha¨ngigen lokalen Beitra¨gen ηs,n herleiten.
Wie wir diese Fehlerscha¨tzer zur Adaption des Gitters nutzen, wollen wir im folgenden
darstellen [57, 27, 28, 65, 64].
Nach der Generierung eines angemessenen Anfangsgitters und der Approximation des Start-
wertes auf diesem Gitter verwenden wir den folgenden Algorithmus: In jedem Zeitschritt wird
die folgende Iteration durchgefu¨hrt
1. Berechne auf dem aktuellen Gitter die Lo¨sung fu¨r den neuen Zeitpunkt.
2. Berechne die Abscha¨tzung des Gesamtfehlers
3. Ist der Scha¨tzwert fu¨r den Gesamtfehler unterhalb einer vorgegenen Toleranz TOL, so
akzeptiere die Lo¨sung und das zugeho¨rige Gitter und gehe zum na¨chsten Zeitschritt.
4. Andernfalls verfeinere alle Elemente s, fu¨r die gilt:
ηs,n >
Γ2hTOL
2
4K
mit dem Verfeinerunugsparameter Γh und K der Anzahl der Elemente des aktuellen
Gitters. Vergro¨bere alle Elemente s, fu¨r die gilt:
ηs,n <
γ2hTOL
2
4K
mit dem Verfeinerunugsparameter γh. Dabei soll nur dann vergro¨bert werden, falls
in der Nachbarschaft nicht verfeinert wird und die Konformita¨t des Gitters erhalten
bleibt.
5. Gehe zu Schritt 1.
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Kapitel 4
Konvergenz der diskreten
Modelle
Fu¨r das Cahn-Hilliard Modell wurden Konvergenz und a priori Fehlerabscha¨tzungen von
Elliot, French und Millner [23] fu¨r die ortsdiskretisierte Finite-Element Approximation ge-
zeigt. Blesgen und Rottha¨user [5] haben dies auf das volldiskrete Schema mit implizitem
Euler- und Crank-Nicolson-Verfahren ausgedehnt. Fu¨r das Cahn-Larche´-Modell mit homo-
gener Elastizita¨t wurden entsprechende Ergebnisse in [35] gezeigt. Das Hauptresultat dort
ist fu¨r ein semidiskretes Schema wie in (PC.−L.,semi):
4.1 Satz (A priori Fehlerabscha¨tzung fu¨r das semi-diskrete Schema). Seien ρ,w
und u Lo¨sungen der Cahn-Larche´ Gleichung mit homogener Elastizita¨t auf einem konvexen,
polygonal berandeten Gebiet Ω ⊂ Rd (d ∈ {1, 2, 3}) mit
ρ ∈ L∞(0, T ;H1,2(Ω))
∂tρ ∈ L∞(0, T ;H1,2(Ω))
u ∈ L∞(0, T ; (H1,2(Ω))d)
und sei
∥∥ρ0 − ρh0∥∥L2(Ω) ≤ ch2.
Dann gelten die folgenden Fehlerabscha¨tzungen:∥∥ρ− ρh∥∥
L∞(L2(Ω)) +
∥∥w − wh∥∥
L2(L2(Ω))
+
∥∥∂tρ− ∂tρh∥∥L2(L2(Ω)) ≤ ch2,∥∥ρ− ρh∥∥
L∞(H1,2(Ω)) +
∥∥w − wh∥∥
L2(H1,2(Ω))
≤ ch,∥∥E(u− uh)∥∥
L∞(0,T ;(L2)d) ≤ ch.
In [67] werden entsprechende Resultate fu¨r die volldiskreten Schemata mit implizitem Euler-
und Crank-Nicolson-Verfahren gezeigt. Die Diskretisierung entsprach dabei vollsta¨ndig der
in dieser Arbeit verwendeten, wenn man von zusa¨tzlichen Termen, die von der Inhomogenita¨t
der Elastizita¨t herru¨hren, absieht.
Offen war bislang der Fall des Cahn-Larche´-Modells mit inhomogener Elastizita¨t. Da kein
Eindeutigkeitsresultat zu erwarten ist [33], sind auch Fehlerabscha¨tzungen der oben auf-
gefu¨hrten Art nicht mo¨glich. Dennoch kann Konvergenz von der Teilfolgen von Lo¨sungen
der diskreten Probleme (PMin.) und (PMin.,entkoppelt) gegen Lo¨sungen des kontinuierli-
chen Problems PC.−L. fu¨r h→ 0 und τ → 0 gezeigt werden. Ziel dieses Kapitels ist also der
Beweis des folgenden Satzes:
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4.2 Satz (Konvergenz der diskreten Lo¨sungen). Seien ρ, w und u Lo¨sungen von
(PC.−L.). Fu¨r h → 0 und τ → 0 existiert dann eine Teilfolge (ρh, wh,uh)m∈N , wobei jedes
Folgenglied Lo¨sung von (PMin.) ist, mit:
• ρh → ρ punktweise fast u¨berall sowie in L∞(0, T ;L2(Ω)) und in L2(ΩT ),
• wh ⇀ w schwach in L2(0, T ;H1,2(Ω)),
• uh → u punktweise fast u¨berall sowie in L2(0, T ; (H1,2(Ω))d) und in L2(ΩT ).
Dasselbe gilt, falls die Folgenglieder Lo¨sungen von (PMin.,entkoppelt) sind.
Beim Beweis nutzen wir die Gradientenflußstruktur des Systems, die sich auch auf die Dis-
kretisierung u¨bertra¨gt, aus. Das Vorgehen dabei ist wie folgt:
Aus der Minimierungseigenschaft der diskreten Lo¨sung gewinnen wir die Ljapunov-Eigenschaft
des Energiefunktionals fu¨r die diskreten Lo¨sungen und damit a priori-Abscha¨tzungen. Mit
deren Hilfe ko¨nnen wir durch ein Kompaktheitsargument die Existenz konvergenter Teil-
folgen sicherstellen. Die Grenzwerte dieser Teilfolgen sind Lo¨sungen des kontinuierlichen
Problems PC.−L.. Die Argumentation ist a¨hnlich wie beim Beweis der Existenz von Lo¨sun-
gen des kontinuierlichen Problems PC.−L. in [33]. Wir fu¨hren den Beweis zuna¨chst fu¨r das
Verfahren (PMin.) und geben anschließend die Modifikationen an, die fu¨r das entkoppelte
Schema (PMin.,entkoppelt) no¨tig sind.
Das Verfahren (PMin.) war definiert als:
(PMin.) : Gesucht sind ρhn ∈ V hn und uhn ∈ (V h)d so, daß
(ρhn,u
h
n) ist globales Minimum von E
n.
Dabei war
En(r,v) :=
∫
Ω
{
1
2τn
∣∣∇∆−1h (r − Inρhn−1)∣∣2 + γ2 |∇r|2
}
dx+ (ψ(r) +W (r,v), 1)h ,
4.1 A priori-Abscha¨tzungen
Wir wollen die folgende diskrete Dissipationsungleichung fu¨r die in der Zeit stu¨ckweise kon-
stanten Fortsetzungen ρh, wh und uh zeigen:
(4.1) E(ρh(t, .),uh(t, .)) +
1
2
T∫
0
∥∥∇wh(t, .)∥∥2
L2(Ω)
dt ≤ E(ρh0 ,uh0 ).
Dabei sei ρh0 ∈ V hn eine Approximation des Startwertes ρ0 und uh0 ∈ (V hn )d das dazu passende
Verschiebungsfeld. Genauer gesagt minimiere uh0 das Funktional v 7→
∫
Ω
W (ρh0 ,v) dx. Da
ρhn und u
h
n das Funktional E
n(., .) minimieren, gilt
En(ρhn,u
h
n) ≤ En(Inρhn−1,uhn−1).
Einsetzen der Definition von En ergibt
(4.2) E(ρhn,u
h
n) +
1
2τn
∥∥∇∆−1h (ρhn − Inρhn−1)∥∥2L2(Ω) ≤ E(Inρhn−1,uhn−1).
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Fu¨r den zweiten Summanden auf der linken Seite gilt aufgrund der Definition des Operatrors
∆−1h , der Darstellung (3.15) von w
h
n und der ersten Gleichung des diskreten Schemas (3.12):
1
2τn
∥∥∇∆−1h (ρhn − Inρhn−1)∥∥2L2(Ω) = −τn2
(
ρhn − Inρhn−1
τn
,∆−1h
ρhn − Inρhn−1
τn
)h
= −τn
2
(
ρhn − Inρhn−1
τn
, whn
)h
=
τn
2
∥∥∇whn∥∥2L2(Ω)
=
1
2
tn∫
tn−1
∥∥∇wh(t, .)∥∥2
L2(Ω)
dt.
Einsetzen in (4.2) und Iteration des Arguments liefert die Aussage (4.1).
Mit der Poincare´- und der Kornschen Ungleichung folgt die gleichma¨ßige Beschra¨nktheit der
ρhn und u
h
n. Das heißt, es existiert eine Konstante C > 0, abha¨ngig von ρ0, so daß:
(4.3) sup
t∈[0,T ]
{∥∥ρh(t, .)∥∥
H1,2(Ω)
+
∥∥uh(t, .)∥∥
H1,2(Ω)
}
≤ C
Daru¨ber hinaus folgt aus Ungleichung (4.1) die Beschra¨nktheit von wh bezu¨glich der L2(Ω×
[0, T ])-Norm:
(4.4)
∥∥∇wh∥∥
L2(ΩT )
≤ C
sowie die Abscha¨tzung
(4.5) sup
t∈[0,T ]
∫
Ω
ψ′(ρh) dx ≤ C.
Unser na¨chstes Ziel ist es, Zeitdifferenzen von ρ¯h und ρh abzuscha¨tzen. Da ρ¯h die in der
Zeit stu¨ckweise affine Fortsetzung der ρhn ist, ko¨nnen wir die erste Gleichung des diskreten
Schemas (3.12) fu¨r fast alle t ∈ [0, T ] auch folgendermaßen schreiben:
(4.6)
(
∂tρ¯
h(t), ϕh
)h
+
(∇whn,∇ϕh) = 0 ∀ϕh ∈ V hn
Fu¨r beliebige 0 ≤ s1 < s2 ≤ T folgt mit ϕh = ρ¯h(s2) − ρ¯h(s1) nach Integration von (4.6)
u¨ber das Zeitintervall [s1, s2]:
∣∣ρ¯h(s2)− ρ¯h(s1)∣∣2h +
s2∫
s1
(∇wh(t),∇ρ¯h(s2)−∇ρ¯h(s1)) dt = 0.
Wegen der gleichma¨ßigen Beschra¨nktheit der ρhn in H
1,2(Ω) (4.3) und der daraus folgenden
Beschra¨nktheit von ρ¯h in L∞(H1,2(Ω)) folgt:
∣∣ρ¯h(s2)− ρ¯h(s1)∣∣2h ≤ C ∥∥ρ¯h∥∥L∞(H1,2(Ω))
s2∫
s1
∥∥∇wh(t)∥∥
L2(Ω)
dt
Ho¨lder≤ C ∥∥ρ¯h∥∥
L∞(H1,2(Ω)) (s2 − s1)
1
2
∥∥∇wh∥∥
L2(ΩT )
.
Daraus folgt die Existenz einer Konstanten C > 0, so daß
(4.7)
∥∥ρ¯h(s2)− ρ¯h(s1)∥∥L2(Ω) ≤ C |s2 − s1| 14
also die gleichgradige Stetigkeit der ρ¯h bezu¨glich der Zeit.
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4.2 Das Kompaktheitsargument
Da die Folge der ρ¯h fu¨r h → 0 und τ → 0 in L∞(0, T ;H1,2(Ω)) gleichma¨ßig beschra¨nkt
ist und die Einbettung von H1,2(Ω) nach L2(Ω) kompakt ist und schließlich aus (4.3)
und (4.7) die gleichgradige Stetigkeit folgt, kann der Satz von Arzela`-Ascoli angewandt
werden. Daraus ergibt sich die Existenz einer konvergenten Teilfolge. Das heißt, es gibt ein
ρ∗ ∈ C0,α(0, T ;L2(Ω)) mit
ρ¯h → ρ∗ in C0,α(0, T ;L2(Ω))
fu¨r jedes 0 < α < 14 .
Fu¨r t ∈ [0, T ] sowie n und β ∈ (0, 1) so, daß t = βtn−1 + (1− β)tn, gilt dann:∥∥ρh(t, .)− ρ¯(t, .)∥∥
L2(Ω)
=
∥∥ρhn − βInρhn−1 − (1− β)ρhn∥∥L2(Ω)
= β
∥∥ρhn − Inρhn−1∥∥L2(Ω)
≤ Cτ 14n → 0.
Daraus folgt ρh → ρ∗ in L∞(0, T ;L2(Ω)) sowie Konvergenz der ρh in L2(ΩT ). Außerdem
folgt entlang einer Teilfolge fast u¨berall punktweise Konvergenz.
Wir wenden uns nun der Nichtlinearita¨t zu. Offenbar gibt es zu jedem δ > 0 eine Konstante
Cδ, so daß |ψ′(.)| ≤ δψ(.) + Cδ ist. Somit ist fu¨r alle meßbaren Mengen E ⊂ Ω:∫
E
∣∣ψ′(ρh)∣∣ dx ≤ δ ∫
E
∣∣ψ(ρh)∣∣ dx+ Cδ |E| ≤ δC + Cδ |E| .
Also konvergiert
∫
E
∣∣ψ′(ρh)∣∣ dx fu¨r |E| → 0 gleichma¨ssig in h und τ gegen Null. Mit dem
Konvergenzsatz von Vitali ko¨nnen wir daher ψ′(ρh)→ ψ′(ρ∗) in L1([0, T ]× Ω) folgern.
Bezu¨glich des Verschiebungsfeldes ergibt sich aus der Abscha¨tzung (4.3) schwache Konver-
genz entlang einer Teilfolge, also
uh ⇀ u∗ in L2(0, T ; (H1,2(Ω))d)
Um starke Konvergenz zu erhalten verwenden wir lokale L2-Projektion auf (V h)d. Wir be-
nutzen komponentenweise den Cle´ment-Interpolations-Operator Πn [15] als Projektions-
operator. Es gilt:
(4.8) lim
h→0
‖u∗ −Πnu∗‖H1,2(Ω) = 0
Testen der diskreten Bestimmungsgleichung fu¨r das Verschiebungsfeld (3.14) mit der Funk-
tion uh −Πnu∗ ∈ (V h)d und Zeitintegration ergibt:
(4.9) 0 =
T∫
0
〈E(uh)− E¯(ρh), E(uh −Πnu∗)〉C(ρh) dt
Dann ist
d0
T∫
0
∥∥E(uh − u∗)∥∥2
L2(Ω)
dt ≤
≤ 2d0
T∫
0
∥∥E(uh −Πnu∗)∥∥2
L2(Ω)
+ ‖E(Πnu∗ − u∗)‖2L2(Ω) dt
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≤ 2
T∫
0
〈E(uh)− E¯(ρh)− E(Πnu∗) + E¯(ρh), E(uh −Πnu∗)〉C(ρh) dt
+ 2d0
T∫
0
‖E(Πnu∗ − u∗)‖2L2(Ω) dt
4.9= −2
T∫
0
〈E(Πnu∗)− E¯(ρh), E(uh −Πnu∗)〉C(ρh) dt+ 2d0
T∫
0
‖E(Πnu∗ − u∗)‖2L2(Ω) dt
= −2
T∫
0
(E(uh −Πnu∗)) : C(ρh) (E(Πnu∗)− E¯(ρh)) dt+ 2d0 T∫
0
‖E(Πnu∗ − u∗)‖2L2(Ω) dt.
Der erste Summand auf der rechten Seite verschwindet fu¨r h → 0, da der erste Faktor
des Skalarproduktes schwach gegen Null konvergiert und der zweite Faktor stark gegen
C(ρ∗) (E(u∗)− E¯(ρ∗)) geht. Der zweite Summand geht wegen (4.8) gegen Null. Mit der
Kornschen Ungleichung folgt dann starke Konvergenz der uh in L2(0, T ; (H1,2(Ω))d). Daraus
folgt fu¨r fast alle t ∈ [0, T ] L2(Ω)-Konvergenz E(uh(t, .)) → E(u∗(t, .)). Wir wollen zeigen,
daß damit auch der Beitrag der Elastizita¨t zum chemischen Potential
(4.10)
W,ρ(ρhn,u
h
n) = −e1 : C(ρhn)
(E(uhn)− E¯(ρhn))+ ((E(uhn)− E¯(ρhn)) : C′(ρhn) (E(uhn)− E¯(ρhn)))
fu¨r fast jedes t ∈ [0, T ] in L1(Ω) konvergiert. Fu¨r den ersten Summanden in (4.10) gilt:∣∣e1 : C(ρhn) (E(uhn)− E¯(ρhn))∣∣ ≤ 12 (∣∣eC(ρhn)1∣∣2 + ∣∣E(uhn)− E¯(ρhn)∣∣2)
≤ c
(∣∣E(uhn)∣∣2 + ∣∣ρhn∣∣2 + 1) .
Wegen
C′(r) =
{
0 fu¨r r2 ≥ 1
3
4
(
1− r2) (CP − CM ) fu¨r − 1 < r < 1
gilt C′ijmn ≤ 34
∣∣CPijmn − CMijmn∣∣ und daher((E(uhn)− E¯(ρhn)) : C′(ρhn) (E(uhn)− E¯(ρhn))) ≤ c ∣∣E(uhn)− E¯(ρhn)∣∣2
≤ 2c
(∣∣E(uhn)∣∣2 + ∣∣ρhn∣∣2) .
Mit dem Satz von Lesbegue folgt, daß W,ρ(ρhn,u
h
n) in L
2(0, T ;L1(Ω)) in konvergiert.
Fu¨r das chemische Potential wh haben wir schon in (4.4) eine Abscha¨tzung von ∇wh in
L2([0, T ]× Ω) gezeigt.
Aus der zweiten Gleichung des diskreten Schemas folgt mit ϕh = 1:∫
Ω
whn dx =
∫
Ω
In (ψ′(ρhn)− eSpur(Shn)) dx
+
∫
Ω
In ((E(uhn)− E¯(ρhn)) : C′(ρhn) (E(uhn)− E¯(ρhn))) dx.
Aus dem bereits Gezeigten folgt, daß die rechte Seite gleichma¨ßig beschra¨nkt ist. Mit der
verallgemeinerten Poincare´-Ungleichung ko¨nnen wir dann schließen, daß wh gleichma¨ßig
in L2(0, T ;H1,2(Ω)) beschra¨nkt ist. Dies impliziert die Existenz einer in L2(0, T ;H1,2(Ω))
schwach konvergenten Teilfolge mit wh ⇀ w∗.
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4.3 Lo¨sungseigenschaft der Grenzwerte
Es bleibt zu zeigen, daß die Grenzwerte Lo¨sungen des kontinuierlichen Problems sind. Dazu
wollen wir in den Bestimmungsgleichungen des diskreten Schemas zum Grenzwert h → 0
und τ → 0 u¨bergehen. Sei ζ ∈ H1,2(Ω) beliebig. Wir testen die erste Gleichung des Schemas
mit Πnζ und erhalten (
∂τnρ
h
n,Π
nζ
)h
=
(∇whn,∇Πnζ)
Aufgrund der Konvergenz ∂τnρ
h
n → ∂tρ∗ in H1,2(Ω)∗ fu¨r fast alle t ∈ [0, T ], der Konvergenz
Πnζ → ζ und der Fehlerabscha¨tzung (3.1) fu¨r das gelumpte-Massen-Skalarprodukt kon-
vergiert die linke Seite gegen 〈∂tρ∗, ζ〉. Fu¨r die rechte Seite hat man ebenfalls fu¨r fast alle
t ∈ [0, T ] die schwache Konvergenz ∇whn → ∇w∗ sowie die starke Konvergenz ∇Πnζ → ∇ζ.
Insgesamt also
(∇whn,∇Πnζ)→ (∇w∗,∇ζ).
Testen der zweiten Gleichung des Schemas mit Πnζ ergibt:(
whn,Π
nζ
)h
=
(
ψ′(ρhn),Π
nζ
)h
+ γ
(
∇ρhn,∇Πnζ
)
− e (Spur(Shn),Πnζ)h
+
((E(uhn)− E¯(ρhn)) : C′(ρhn) (E(uhn)− E¯(ρhn)) ,Πnζ)h
Wie oben folgt die Konvergenz der einzelnen Terme gegen die entsprechenden kontinuierli-
chen Gro¨ßen. Fu¨r den Grenzu¨bergang in der dritten Gleichung nutzen wir die Tatsache, daß∣∣C(ρhn) (E(uhn)− E¯(ρhn))∣∣ ≤ c (∣∣E(uhn)∣∣+ ∣∣ρhn∣∣+ 1) ist und die starke Konvergenz von ρh und
uh in L2(Ω) beziehungsweise L2(Ω)d fu¨r fast alle t ∈ [0, T ].
Insgesamt erfu¨llen die Grenzwerte ρ∗, w∗ und u∗ also die schwache Formulierung PC.−L..
4.4 Der Beweis fu¨r das entkoppelte Verfahren
Es sei daran erinnert, daß das entkoppelte Verfahren folgendermaßen erkla¨rt war:
(PMin.,entkoppelt) : Gesucht sind ρhn ∈ V hn und uhn ∈ (V h)d so, daß
ρhn ist globales Minimum von E
n,uhn−1
1 (.),
uhnist globales Minimum von E
n,ρhn
2 (.).
Und fu¨r gegebene ρ¯h ∈ V h und u¯h ∈ (V h)d war:
En,u¯
h
1 (r) :=
∫
Ω
{
1
2τn
∣∣∇∆−1h (r − Inρhn−1)∣∣2 + γ2 |∇r|2
}
dx+
(
ψ(r) +W (r, u¯h), 1
)h
und
En,ρ¯
h
2 (v) :=
∫
Ω
InW (ρ¯h,v) dx = (W (ρ¯h,v), 1)h .
Ziel ist es, wie oben a priori-Abscha¨tzungen fu¨r die Fortsetzungen der Lo¨sungen in der Zeit zu
gewinnen. Erster Schritt dahin ist wieder die diskrete Dissipationsungleichung (4.1). Da die
Lo¨sungen der beiden Teilschritte die Funktionale En,u¯
h
1 beziehungsweise E
n,ρ¯h
2 minimieren,
gilt:
En(Inρhn−1,uhn−1) = E
n,uhn−1
1 (Inρhn−1)
≥ En,u
h
n−1
1 (ρ
h
n)
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= En(ρhn,u
h
n−1)
=
∫
Ω
{ 1
2τn
∣∣∇∆−1h (ρhn − Inρhn−1)∣∣2 + γ2 |∇ρhn|2}dx
+
(
ψ(ρhn), 1
)h
+ En,ρ
h
n
2 (u
h
n−1)
≥
∫
Ω
{ 1
2τn
∣∣∇∆−1h (ρhn − Inρhn−1)∣∣2 + γ2 |∇ρhn|2}dx
+
(
ψ(ρhn), 1
)h
+ En,ρ
h
n
2 (u
h
n)
= En(ρhn,u
h
n)
und daraus folgt wie oben
E(ρhn,u
h
n) +
1
2τn
∥∥∇∆−1h (ρhn − Inρhn−1)∥∥2L2(Ω) ≤ E(Inρhn−1,uhn−1)
und somit
E(ρh(t, .),uh(t, .)) +
1
2
T∫
0
∥∥∇wh(t, .)∥∥2
L2(Ω)
dt ≤ E(ρh0 ,uh0 ).
Ebenfalls ganz entsprechend ergeben sich daraus die apriori-Abscha¨tzungen (4.3), (4.4) und
(4.5). Da sich die erste Gleichung des impliziten Euler-Verfahrens (3.12) und die erste Glei-
chung des ersten Teilschritts des entkoppelten Euler-Verfahrens (3.16) entsprechen, ergibt
sich auch die Zeitabscha¨tzung (4.7) analog. Die gleichen Kompaktheitsargumente wie oben
fu¨hren dann zur Existenz konvergenter Teilfolgen. Zusa¨tzliche U¨berlegungen sind nur no¨tig
um die Stetigkeit von u∗ in der Zeit also insbesondere
uhn−1 → u∗
fu¨r τ → 0 und h→ 0 zu zeigen. Fu¨r ξ ∈ (H1,2(Ω))d gilt wegen der Stetigkeit von ρ∗ in der
Zeit
lim
τ→0,h→0
∫
Ω
E(uhn−1) : C(ρhn−1)E(Πn−1ξ) = lim
τ→0,h→0
∫
Ω
E(Πn−1ξ) : C(ρhn−1)E¯(ρhn−1)
= lim
τ→0,h→0
∫
Ω
E(Πnξ) : C(ρhn)E¯(ρhn)
= lim
τ→0,h→0
∫
Ω
E(uhn) : C(ρhn)E(Πnξ).
Aufgrund der Stetigkeit des Skalarproduktes ist dann in L2(0, T ; (H1,2(Ω))d):
lim
τ→0,h→0
E(uhn−1) = lim
τ→0,h→0
E(uhn).
Damit la¨ßt sich die Lo¨sungeigenschaft der Grenzwerte analog zum voll impliziten Verfahren
beweisen.
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Kapitel 5
A Posteriori Fehlerabscha¨tzung
In diesem Kapitel wollen wir a posteriori-Fehlerscha¨tzer herleiten. Da fu¨r das Cahn-Larche´
Modell mit inhomogener Elastizita¨t Eindeutigkeit der Lo¨sung nicht gezeigt werden kann,
beschra¨nken wir uns auf die Fa¨lle
• das linearisierte Cahn-Hilliard Modell,
• das nichtlineare Cahn-Hilliard Modell,
• das Cahn-Larche´ Modell mit homogener Elastizita¨t.
Um gleiche Beweisschritte nicht unno¨tig wiederholen zu mu¨ssen, fassen wir diese drei Modelle
in einer einheitlichen Notation zusammen. Wir betrachten
∂tρ = ∆w,(5.1)
w = φ(ρ)− γ∆ρ−Aρ auf Ω× [0, T ](5.2)
ρ(0) = ρ0 in Ω(5.3)
oder in schwacher Formulierung
〈∂tρ, ζ〉 = − (∇w,∇ζ)(5.4) (
w, ζ
)
=
(
φ(ρ), ζ
)
,+γ
(
∇ρ,∇ζ
)
−
(
Aρ, ζ
)
,(5.5)
ρ(·, 0) = ρ0 fast u¨berall in Ω(5.6)
fu¨r fast jedes t ∈ (0, T ) und fu¨r jedes ζ ∈ H1,2(Ω).
Dabei ist φ(ρ) entweder ψ′(ρ) oder ψ′′(ρ¯)ρ je nachdem, ob wir das nichtlineare oder das
linearisierte Modell betrachten. Der lineare Operator A ist entweder Null oder der Beitrag
des Elastizita¨tssystems
Aρ := eSpur(S) = e 〈E(Dρ)− E¯(ρ),1〉C .
Dabei bezeichnen wir den Lo¨sungsoperator des elastischen Systems mit D : H1,2(Ω) →
(H1,2(Ω))d. Mit anderen Worten: Zu gegebener Konzentration r ∈ H1,2(Ω) sei v = Dr
Lo¨sung von 〈E(v)− E¯(r), E(ξ)〉C = 0
fu¨r jedes ξ ∈ (H1,2(Ω))d. Sowohl D als auch A sind linear in ρ. An dieser Stelle sind aber
ohne weiteres auch andere lineare Operatoren mo¨glich.
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In Bezug auf die Zeitdiskretisierung beschra¨nken wir uns auf das implizite Euler-Verfahren.
Dabei seien ρh und wh die in der Zeit stu¨ckweise konstante, linksstetige Fortsetzungen der
Lo¨sungen der Gleichungen(
∂τnρ
h
n, ϕ
h
)h
= − (∇whn,∇ϕh)(5.7) (
whn, ϕ
h
)h
=
(
φ(ρhn), ϕ
h
)h
+ γ
(
∇ρhn,∇ϕh
)
− (Ahρhn, ϕh)h ,(5.8)
fu¨r beliebige ϕh ∈ V hn , wobei Ah eine geeignete Approximation von A sein soll. Fu¨r den Fall,
dass Aρ der Beitrag homogener Elastizita¨t ist, habe Ah analog zu A die folgende Gestalt:
Sei
Dh : V h → (V h)d
ρhn 7→ uhn
Lo¨sungsoperator der Gleichung
0 =
〈
E(uhn)− E¯(ρhn), E(ξh)
〉
C
fu¨r jedes ξh ∈ (V hn )d. Dann ist
Ahρhn = e
〈E(Dhρhn)− E¯(ρhn),1〉C .
Fu¨r die Ableitung der Fehlerscha¨tzer machen wir von Dualita¨ts-Techniken Gebrauch, die
auf Eriksson und Johnson sowie auf Nochetto, Schmidt und Verdi zuru¨ckgehen ([27], [28],
[57]).
5.1 Das duale Problem
Fu¨r das duale Problem fu¨hren wir die Hilfsgro¨ße ρ˜ ein. Fu¨r tn−1 < t ≤ tn sei
ρ˜(t, x) =
{
ρ¯ fu¨r das linearisierte Modell,√
ρ2+ρhnρ+ρ
h
n
2
3 fu¨r das nichtlineare Modell.
Dabei ist ρ¯ die Konstante, bei deren Wert die Nichtlinearita¨t eingefroren wird (siehe 2.15).
In beiden Fa¨llen gilt
(5.9) φ(ρ)− φ(ρhn) = φ′(ρ˜)(ρ− ρhn)
und wir nehmen fu¨r das folgende ‖φ′(ρ˜)‖L∞(Ω) < ∞ an. Wir formulieren nun das duale
Problem:
(Pdual) : Gesucht sind
α ∈ L2(0, T ;H1,2(Ω)) ∩H1,2 (0, T ; (H1,2(Ω))∗) ,
β ∈ L2(0, T ;H1,2(Ω)),
so daß fu¨r fast jedes t ∈ (0, T ) und fu¨r jedes ζ ∈ H1,2(Ω) gilt:
−〈∂tα, ζ〉 = (φ′(ρ˜)β, ζ)− (A′β, ζ) + γ (∇ζ,∇β)(5.10)
(∇ζ,∇α) = − (ζ, β)(5.11)
α(T, .) = αT (.) fast u¨berall in Ω,(5.12)
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Dabei sei A′ der zu A duale Operator. Von A′ setzen wir L2-Beschra¨nktheit voraus, also die
Existenz einer Konstanten Cdual, so daß fu¨r jedes f ∈ L2(Ω) gilt:
‖A′f‖L2(Ω) ≤ Cdual ‖f‖L2(Ω) .
Das duale Problem ist also eine linearisierte Cahn-Larche´-Gleichung ru¨ckwa¨rts in der Zeit,
bei der die Nichtlinearita¨t zu verschiedenen Zeiten und Orten eingefroren ist. Fu¨r die Lo¨sun-
gen α und β = ∆α machen wir die folgenden Stabilita¨tsannahmen. Fu¨r beliebiges t ∈ [0, T ]
gelte:
• L2-Abscha¨tzung:
(5.13) ‖α(t, x)‖L2(Ω) ≤ Cρ˜ ‖αT ‖L2(Ω)
• Abscha¨tzung von Zeitintegralen des Gradienten von α:
(5.14)
T∫
t
‖∇α(s, .)‖2L2(Ω) ds ≤ C2∇ ‖αT ‖2L2(Ω)
• Abscha¨tzung von Zeitintegralen von ∆α:
(5.15)
T∫
t
‖∆α(s, .)‖2L2(Ω) ds ≤ C2∆ ‖αT ‖2L2(Ω)
• Abscha¨tzung von Zeitintegralen von ∆2α:
(5.16)
T∫
t
(T − s)∥∥∆2α(s, .)∥∥2
L2(Ω)
ds ≤ C2∆2 ‖αT ‖2L2(Ω)
• Abscha¨tzung von Zeitintegralen des Gradienten von β:
(5.17)
T∫
t
(T − s) 12 ‖∇β(s, .)‖2L2(Ω) ds ≤ C2∇2 ‖αT ‖2L2(Ω)
Die Gu¨ltigkeit dieser Annahmen fu¨r das linearisierte Problem (2.16)–(2.17) mit A = 0
beweisen wir im Anhang zu diesem Kapitel. Fr den nichtlinearen Fall ist der Nachweis der
Gltigkeit dieser Annahmen noch offen, erscheint aber durchaus mglich.
Das kontinuierliche und das duale Problem lassen sich mit dem Operator L, gegeben durch
L =
(
∂t −∆
γ∆ +A 1
)
und dem entsprechenden dualen Operator L′
L′ =
( −∂t γ∆ +A′
−∆ 1
)
darstellen. Die kontinuierliche Gleichung ist dann
L
( ρ
w
)
=
(
0
ψ′(ρ)
)
,
wa¨hrend das duale Problem sich als
L′
(
α
β
)
=
(
φ′(ρ˜)β
0
)
schreiben la¨ßt.
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5.2 Fehlerdarstellung
Fu¨r die Darstellung des Fehlers testen wir das duale Problem mit dem Fehler und nutzen
die Dualita¨t zwischen kontinuierlichem und dualen Problem, die Gleichungen des kontinu-
ierlichen Problems sowie die Definition von ρ˜ um die Terme, die von der kontinuierlichen
Lo¨sung abha¨ngen zu eliminieren.
Es sei eρ := ρ − ρh. Dann setzen wir in das duale Problem (Pdual) als Testfunktion den
soeben definierten Fehler eρ ein und integrieren u¨ber das Zeitintervall [0, T ]. Es ergibt sich:
−
T∫
0
〈∂tα, eρ〉 dt =
T∫
0
(φ′(ρ˜)β, eρ)− (A′β, eρ) + γ (∇eρ,∇β) dt.
Umsortieren der Terme und einsetzen von eρ := ρ− ρh fu¨hrt zu:
T∫
0
(φ′(ρ˜)eρ, β) dt =
T∫
0
−〈∂tα, ρ〉+ (A′β, ρ)− γ (∇ρ,∇β) dt
+
T∫
0
〈∂tα, ρh〉 −
(
A′β, ρh
)
+ γ
(∇ρh,∇β) dt.
Links nutzen wir die Bestimmungsgleichung fu¨r ρ˜ (5.9), auf der rechten Seite fu¨hren wir
partielle Integration durch:
T∫
0
(
φ(ρ)− φ(ρh), β) dt = − (ρ, α) ∣∣∣T
0
+
T∫
0
〈α, ∂tρ〉+ (β,Aρ)− γ (∇ρ,∇β) dt
+
T∫
0
〈∂tα, ρh〉 −
(
β,Aρh
)
+ γ
(∇ρh,∇β) dt.
Testet man (5.1) mit α und (5.11) mit w, so folgt:
〈∂tρ, α〉 = − (∇w,∇α) = (w, β)
und setzt man dies ein, so hat man
T∫
0
− (w, β) + (φ(ρ), β) + γ (∇ρ,∇β)− (Aρ, β) dt
= − (ρ, α)
∣∣∣T
0
+
T∫
0
(
φ(ρh), β
)
+ 〈∂tα, ρh〉 −
(
β,Aρh
)
+ γ
(∇ρh,∇β) dt.
Wegen (5.2) ist die linke Seite gleich Null. Fu¨r die Randterme in der Zeit nutzen wir wieder
ρ = eρ + ρh und erhalten
(eρ(T ), αT ) = (eρ(0), α(0))−
(
ρh, α
) ∣∣∣T
0
+
T∫
0
(
φ(ρh), β
)
+〈∂tα, ρh〉−
(
β,Aρh
)
+γ
(∇ρh,∇β) dt.
Seien Tα und Tβ die Lo¨sungsoperatoren des dualen Problems, also
Tα : L2(Ω)→ L2(0, T ;H1,2(Ω)) ∩H1,2
(
0, T ; (H1,2(Ω))∗
)
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αT 7→ α
und
Tβ : L2(Ω)→ L2(0, T ;H1,2(Ω))
αT 7→ β
sowie das parabolische Residuum als
(5.18)
R (ρh, wh, TααT , TβαT ) := − (ρh, α) ∣∣∣T
0
+
T∫
0
(
φ(ρh), β
)
+〈∂tα, ρh〉−
(
β,Aρh
)
+γ
(∇ρh,∇β) dt
definiert. Dann la¨ßt sich der Fehler in der L2-Norm folgendermaßen abscha¨tzen:
‖eρ(T )‖L2(Ω) = sup
αT∈L2(Ω)
∫
Ω
eρ(T )αT
‖αT ‖L2(Ω)
= sup
αT∈L2(Ω)
(eρ(0), α(0)) +R
(
ρh, wh, α, β
)
‖αT ‖L2(Ω)
≤ sup
αT∈L2(Ω)
‖eρ(0)‖L2(Ω) ‖α(0)‖L2(Ω)
‖αT ‖L2(Ω)
+ sup
αT∈L2(Ω)
R (ρh, wh, α, β)
‖αT ‖L2(Ω)
≤ Cρ˜ ‖eρ(0)‖L2(Ω) + sup
αT∈L2(Ω)
R (ρh, wh, α, β)
‖αT ‖L2(Ω)
.
Im folgenden Abschnitt werden wir das Residuum R gegen eine Summe aus Produkten von
berechenbaren Gro¨ßen und ‖αT ‖L2(Ω) abscha¨tzen. Dabei gehen insbesondere die Stabilita¨ts-
eigenschaften des dualen Problems (5.13)– (5.17) ein.
Abscha¨tzungen in schwa¨cheren Normen, wie zum Beispiel der (H1,2)∗-Norm sind natu¨rlich
ebenfalls in diesem Rahmen mo¨glich. Da in diesem Fall in der obigen abstrakten Fehler-
abscha¨tzung H1,2-Normen im Nenner auftreten, muß man das Residuum nur gegen ein Pro-
dukt aus einer berechenbaren Gro¨ße und ‖αT ‖H1,2(Ω) abscha¨tzen. Entsprechend schwa¨chere
Stabilita¨tsannahmen mu¨ssen an das duale Problem gestellt werden [27, 28, 57].
5.3 Das parabolische Residuum
Darstellung des Residuums
Zuna¨chst formen wir den Zeitableitungsterm um. Es gilt:
T∫
0
〈ρh, ∂tα〉dt =
N∑
n=1
tn∫
tn−1
〈ρh, ∂tα〉dt
=
N∑
n=1
〈ρhn,
tn∫
tn−1
∂tαdt〉
=
N∑
n=1
(
ρhn, αn − αn−1
)
=
(
ρhN , αN
)− (ρh0 , α0)− N∑
n=1
(
ρhn − ρhn−1, αn−1
)
,
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wobei αn(.) := α(tn, .) sein soll. Die letzte Summe kann dabei wie folgt ausgedru¨ckt werden:
N∑
n=1
(
ρhn − ρhn−1, αn−1
)
=
N∑
n=1
tn∫
tn−1
(
∂τnρ
h
n, α
)
dt
+
N∑
n=1
tn∫
tn−1
(
∂τnρ
h
n, αn−1 − α
)
dt
+
N∑
n=1
(Inρhn−1 − ρhn−1, αn−1) .
Insgesamt ist also
− (ρh, α) ∣∣∣T
0
+
T∫
0
〈ρh, ∂tα〉dt = −
N∑
n=1
tn∫
tn−1
(
∂τnρ
h
n, α
)
dt−
N∑
n=1
tn∫
tn−1
(
∂τnρ
h
n, αn−1 − α
)
dt
−
N∑
n=1
(Inρhn−1 − ρhn−1, αn−1) .
Setzt man dies in die Defintion des Residuums (5.18) ein, so folgt
R (ρh, wh, α, β) = − N∑
n=1
tn∫
tn−1
(
∂τnρ
h
n, α
)
dt−
N∑
n=1
tn∫
tn−1
(
∂τnρ
h
n, αn−1 − α
)
dt
−
N∑
n=1
(Inρhn−1 − ρhn−1, αn−1)+ T∫
0
(
φ(ρh), β
)− (β,Aρh)+ γ (∇ρh,∇β) dt
= −
N∑
n=1
(Inρhn−1 − ρhn−1, αn−1)+ tn∫
tn−1
[
− (∂τnρhn, α)− (∂τnρhn, αn−1 − α)
+
(
φ(ρhn), β
)− (Aρhn, β)+ γ (∇ρhn,∇β)
]
dt.
Um im na¨chsten Schritt Galerkin-Orthogonalita¨t ausnutzen zu ko¨nnen, testen wir (5.11) mit
ζ = wh und integrieren u¨ber [0, T ]. Addition der beiden Gleichungen ergibt:
R (ρh, wh, α, β) = N∑
n=1
− (Inρhn−1 − ρhn−1, αn−1)+ tn∫
tn−1
[
− (∂τnρhn, α)− (∂τnρhn, αn−1 − α)
+
(
φ(ρhn)− whn −Aρhn, β
)
+ γ
(∇ρhn,∇β)− (∇whn,∇α)
]
dt.
Setzt man in der ersten Gleichung des diskreten Problems (5.7) ϕh := Πnα, in der zweiten
Gleichung ϕh := Πnβ und addiert, so folgt:
0 =
(
∂τnρ
h
n,Π
nα
)h − (φ(ρhn)− whn −Ahρhn,Πnβ)h − γ (∇ρhn,∇Πnβ)+ (∇whn,∇Πnα)
Integration u¨ber das Intervall [0, T ] und Addition zur Darstellung des Residuums, d.h. Aus-
nutzen der Galerkin-Orthogonalita¨t, ergibt:
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R (ρh, wh, α, β) =(5.19)
= −
N∑
n=1
(Inρhn−1 − ρhn−1, αn−1)︸ ︷︷ ︸
Vergro¨berungsfehler
−
N∑
n=1
tn∫
tn−1
(
∂τnρ
h
n, α−Πnα
)
dt
︸ ︷︷ ︸
Zeitfehler I
−
N∑
n=1
tn∫
tn−1
[(
∂τnρ
h
n,Π
nα
)− (∂τnρhn,Πnα)h] dt
︸ ︷︷ ︸
gelumpte Massenfehler I
−
N∑
n=1
tn∫
tn−1
(
∂τnρ
h
n, αn−1 − α
)
dt
︸ ︷︷ ︸
Zeitfehler II
+
N∑
n=1
tn∫
tn−1
(
φ(ρhn)− whn −Ahρhn, β −Πnβ
)
dt
︸ ︷︷ ︸
inneres Residuum
−
N∑
n=1
tn∫
tn−1
(
(A−Ah)ρhn, β
)
dt
︸ ︷︷ ︸
Elastizita¨tsfehler
+
N∑
n=1
tn∫
tn−1
[(
φ(ρhn)− whn −Ahρhn,Πnβ
)− (φ(ρhn)− wh −Ahρhn,Πnβ)h] dt
︸ ︷︷ ︸
gelumpte Massenfehler II
+
N∑
n=1
tn∫
tn−1
γ
(∇ρhn,∇(β −Πnβ)) dt
︸ ︷︷ ︸
Gradienten von ρhn
−
N∑
n=1
tn∫
tn−1
(∇whn,∇(α−Πnα)) dt
︸ ︷︷ ︸
Gradienten von whn
Abscha¨tzungen der Residuenterme
Wir wollen die einzelnen Terme der Darstellung des Residuums der Reihe nach abscha¨tzen.
Wir benutzen dabei neben den Stabilita¨tseigenschaften der dualen Lo¨sung elliptische Regu-
larita¨tsabscha¨tzungen der Art:
‖f‖H2,2(Ω) ≤ Cell ‖∆f‖L2(Ω) .
In mehreren der folgenden Abscha¨tzungen machen wir außerdem von der Tatsache Gebrauch,
daß
tn∫
tn−1
(T − t)− 12 dt = −2(T − t) 12
∣∣∣∣∣
tn
tn−1
= 2
(
(T − tn−1)
1
2 − (T − tn)
1
2
)
(5.20)
≤ 2 ((T − tn−1)− (T − tn))
1
2 = 2
√
τn
ist. Außerdem ist fu¨r n < N und tn−1 ≤ t ≤ tn:
tn + τn ≤ T =⇒ τn ≤ T − t⇐⇒ 1
T − t ≤
1
τn
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und somit
(5.21)
tn∫
tn−1
1
T − tdt ≤ 1.
Der Vergro¨berungsfehler
Der Vergro¨berungsfehler aus (5.19) ist einfach abgescha¨tzt durch:∣∣∣∣∣
N∑
n=1
(Inρhn−1 − ρhn−1, αn−1)
∣∣∣∣∣ ≤
N∑
n=1
∥∥Inρhn−1 − ρhn−1∥∥L2(Ω) ‖αn−1‖L2(Ω)
≤ Cρ˜
N∑
n=1
( ∑
s∈Mn
∥∥Inρhn−1 − ρhn−1∥∥2L2(s)
) 1
2
‖αT ‖L2(Ω) .
Die Zeitfehler I und II
Bezu¨glich des Zeitfehlers I gilt∣∣∣∣∣
N∑
n=1
tn∫
tn−1
(
∂τnρ
h
n, α−Πnα
)
dt
∣∣∣∣∣ =
∣∣∣∣∣∣
N∑
n=1
tn∫
tn−1
(
∂τnρ
h
n, α(t, .)−Πnα(t, .)
)
dt
∣∣∣∣∣∣
≤
N∑
n=1
tn∫
tn−1
( ∑
s∈Mn
∥∥∂τnρhn∥∥L2(s) ‖α−Πnα‖L2(s)
)
dt
≤
N∑
n=1
CΠn
tn∫
tn−1
( ∑
s∈Mn
∥∥∂τnρhn∥∥L2(s) h2s ‖α‖H2,2(s)
)
dt
≤
N∑
n=1
CΠn
tn∫
tn−1
( ∑
s∈Mn
∥∥∂τnρhn∥∥2L2(s) h4s
) 1
2
‖α‖H2,2(Ω) dt
≤
(
N∑
n=1
C2Πnτn
∑
s∈Mn
∥∥∥∥ρhn − Inρhn−1τn
∥∥∥∥2
L2(s)
h4s
) 1
2
 T∫
0
‖α(t, .)‖2H2,2(Ω) dt

1
2
≤ Cell
(
N∑
n=1
C2Πn
∑
s∈Mn
h4s
τn
∥∥ρhn − Inρhn−1∥∥2L2(s)
) 1
2
 T∫
0
‖∆α(t, .)‖2L2(Ω) dt

1
2
≤ CellC∆
(
N∑
n=1
C2Πn
∑
s∈Mn
h4s
τn
∥∥ρhn − Inρhn−1∥∥2L2(s)
) 1
2
‖αT ‖L2(Ω) ,
wa¨hrend der zweite Zeitfehler abgescha¨tzt werden kann durch∣∣∣∣∣∣
N∑
n=1
tn∫
tn−1
(
∂τnρ
h
n, αn−1 − α
)
dt
∣∣∣∣∣∣ =
≤
N∑
n=1
tn∫
tn−1
∥∥∂τnρhn∥∥L2(Ω) ‖αn−1 − α‖L2(Ω) dt
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≤
N∑
n=1
tn∫
tn−1
( ∑
s∈Mn
∥∥∂τnρhn∥∥2L2(s)
) 1
2
2Cρ˜ ‖αT ‖L2(Ω) dt
≤ 2Cρ˜
N∑
n=1
( ∑
s∈Mn
∥∥ρhn − Inρhn−1∥∥2L2(s)
) 1
2
‖αT ‖L2(Ω)
.
Der gelumpte Massenfehler I
Zur Abscha¨tzung der Quadraturfehler verwenden wir das elementweise gelumpte Massen-
skalarproduktes (fu¨r s ∈Mn):
(
ζh1 , ζ
h
2
)h
s
:=
∫
s
In (ζh1 ζh2 ) dx.
Es gilt die folgende Ungleichung (vgl. Satz (3.1)):∣∣∣(ζh1 , ζh2 )s − (ζh1 , ζh2 )hs ∣∣∣ ≤ CMhs ∥∥ζh1 ∥∥L2(s) ∥∥∇ζh2 ∥∥L2(s)
Damit ist
N∑
n=1
tn∫
tn−1
[(
∂τnρ
h
n,Π
nα
)− (∂τnρhn,Πnα)h] dt =
=
N∑
n=1
tn∫
tn−1
∑
s∈Mn
[(
∂τnρ
h
n,Π
nα
)
s
− (∂τnρhn,Πnα)hs] dt
≤ CM
N∑
n=1
tn∫
tn−1
∑
s∈Mn
hs
∥∥∂τnρhn∥∥L2(s) ‖∇Πnα‖L2(s) dt
≤ CM
N∑
n=1
tn∫
tn−1
[ ∑
s∈Mn
hs
∥∥∂τnρhn∥∥L2(s) ‖∇(α−Πnα)‖L2(s)
+
∑
s∈Mn
hs
∥∥∂τnρhn∥∥L2(s) ‖∇α‖L2(s)
]
dt
≤ CM
N∑
n=1
tn∫
tn−1
[ ∑
s∈Mn
CΠnh
2
s
∥∥∂τnρhn∥∥L2(s) ‖α‖H2,2(s)
+
∑
s∈Mn
hs
∥∥∂τnρhn∥∥L2(s) ‖∇α‖L2(s)
]
dt
≤ CM
N∑
n=1
tn∫
tn−1
[( ∑
s∈Mn
C2Πnh
4
s
∥∥∂τnρhn∥∥2L2(s)
) 1
2
Cell ‖∆α‖L2(Ω)
+
( ∑
s∈Mn
h2s
∥∥∂τnρhn∥∥2L2(s)
) 1
2
‖∇α‖L2(Ω)
]
dt
55
≤ CM
[
Cell
 N∑
n=1
C2Πn
tn∫
tn−1
[ ∑
s∈Mn
h4s
∥∥∂τnρhn∥∥2L2(s)
]
dt

1
2
 T∫
0
‖∆α‖2L2(Ω) dt

1
2
+
 N∑
n=1
tn∫
tn−1
[ ∑
s∈Mn
h2s
∥∥∂τnρhn∥∥2L2(s)
]
dt

1
2
 T∫
0
‖∇α‖2L2(Ω) dt

1
2 ]
≤ CM
[
Cell
 N∑
n=1
C2Πn
tn∫
tn−1
[ ∑
s∈Mn
h4s
∥∥∂τnρhn∥∥2L2(s)
]
dt

1
2
C∆ ‖αT ‖L2(Ω)
+
 N∑
n=1
tn∫
tn−1
[ ∑
s∈Mn
h2s
∥∥∂τnρhn∥∥2L2(s)
]
dt

1
2
C∇ ‖αT ‖L2(Ω)
]
≤ CM
[
CellC∆
(
N∑
n=1
C2Πn
∑
s∈Mn
h4s
τn
∥∥ρhn − Inρhn−1∥∥2L2(s)
) 1
2
+ C∇
(
N∑
n=1
∑
s∈Mn
h2s
τn
∥∥ρhn − Inρhn−1∥∥2L2(s)
) 1
2
]
‖αT ‖L2(Ω) .
Der Elastizita¨tsfehler
Wir erinnern an die Bezeichnungen D und Dh fu¨r den Lo¨sungsoperator des kontinuierlichen
beziehungsweise diskreten Elastizita¨ts-Systems. Mit dieser Bezeichnung ist∣∣∣∣∣∣
T∫
0
(
(A−Ah)ρh, β) dt
∣∣∣∣∣∣ ≤
(
N∑
n=1
∥∥(A−Ah)ρhn∥∥2L2(Ω)
) 1
2
 T∫
0
‖β‖2L2(Ω) dt

1
2
≤ e
(
N∑
n=1
∥∥Spur CE(Dρhn −Dhρhn)∥∥2L2(Ω)
) 1
2
C∆ ‖αT ‖L2(Ω)
≤ CelastC∆
(
N∑
n=1
∥∥E(Dρhn − uhn)∥∥2C
) 1
2
‖αT ‖L2(Ω)
Der Fehler in der Energienorm kann dann abgescha¨tzt werden durch (siehe [61]):
∥∥E(Dρhn − uhn)∥∥C ≤ Celast
( ∑
s∈Mn
(
hse(C11 + C12)
∥∥∇ρhn∥∥L2(s) + 12h 12s ∥∥ν · [Shn]∥∥L2(∂s)
)2) 12
mit Shn = C(E(uhn)− E¯(ρhn)).
Das innere Residuum
Fu¨r die Abscha¨tzung des inneren Residuums und des zugeho¨rigen Quadraturfehlers spalten
wir das Zeitintervall [0, T ] in den letzten Zeitschritt und den Rest auf. Wir behandeln den
Rest, also das Intervall [0, tN−1], zuerst:∣∣∣∣∣∣
tN−1∫
0
(
φ(ρh)− wh −Ahρh, β −Πnβ) dt
∣∣∣∣∣∣ ≤
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≤
N−1∑
n=1
tn∫
tn−1
( ∑
s∈Mn
∥∥φ(ρhn)− whn −Ahρhn∥∥L2(s) ‖β −Πnβ‖L2(s)
)
dt
≤
N−1∑
n=1
CΠn
tn∫
tn−1
( ∑
s∈Mn
1√
T − t
∥∥φ(ρhn)− whn −Ahρhn∥∥L2(s) h2s ‖β‖H2,2(s)√T − t
)
dt
≤ Cell
N−1∑
n=1
CΠn
tn∫
tn−1
( ∑
s∈Mn
∥∥φ(ρhn)− whn −Ahρhn∥∥2L2(s) h4sT − t
) 1
2√
T − t ‖∆β(t, .)‖L2(Ω)
 dt
≤ Cell
(
N−1∑
n=1
C2Πn
∑
s∈Mn
∥∥φ(ρhn)− whn −Ahρhn∥∥2L2(s) h4s
) 1
2
 tN−1∫
0
(T − t) ‖∆β(t, .)‖2L2(Ω) dt

1
2
≤ Cell
(
N−1∑
n=1
C2Πn
∑
s∈Mn
∥∥φ(ρhn)− whn −Ahρhn∥∥2L2(s) h4s
) 1
2
 T∫
0
(T − t) ‖∆β(t, .)‖2L2(Ω) dt

1
2
≤ CellC∆2
(
N−1∑
n=1
C2Πn
∑
s∈Mn
∥∥φ(ρhn)− whn −Ahρhn∥∥2L2(s) h4s
) 1
2
‖αT ‖L2(Ω) .
Fu¨r das letzte Zeitintervall definieren wir B(.) :=
T∫
tN−1
β(t, .) dt, was mit Hilfe von ∆β =
1
γ (∂tα+ φ
′(ρ˜)β −A′β), der Beschra¨nktheit von φ′(ρ˜), A′ und Stabilita¨t der dualen Lo¨sung
abgescha¨tzt werden kann durch:
‖∆B‖2L2(Ω) ≤
1
γ2
∥∥αT − αtN−1∥∥2L2(Ω) + 1γ2
T∫
tN−1
‖(φ′(ρ˜)−A′)β‖2L2(Ω) dt
≤ 1
γ2
[
(1 + Cρ˜)2 +
(
φ′(ρ˜)2 + C2Dual
)
C2∆
]
︸ ︷︷ ︸
=:C2B
‖αT ‖2L2(Ω) .
Somit erhalten wir∣∣∣∣∣
T∫
tN−1
(
φ(ρh)− wh(t, .)−Ahρh(t, .), β(t, .)−ΠNβ(t, .)
)
dt
∣∣∣∣∣ ≤
≤ ∣∣(φ(ρhN )− whN −AhρhN , B −ΠNB)∣∣
≤ CellCΠNCB
( ∑
s∈MN
∥∥φ(ρhN )− whN −AhρhN∥∥2L2(s) h4s
) 1
2
‖αT ‖L2(Ω) .
Faßt man die beiden Abscha¨tzungen fu¨r [0, tN−1] und [tN−1, T ] zusammen, so ergibt sich:∣∣∣∣∣
N∑
n=1
tn∫
tn−1
(
φ(ρh(t, .))− wh(t, .), β(t, .)−Πnβ(t, .)
)
dt
∣∣∣∣∣ ≤
≤ Cell max{C∆2 , CB}
(
2
N∑
n=1
C2Πn
∑
s∈Mn
∥∥φ(ρhn)− whn −Ahρhn∥∥2L2(s) h4s
) 1
2
‖αT ‖L2(Ω) .
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Der gelumpte Massenfehler II
Wie oben spalten wir das Zeitintervall [0, T ] in den letzten Zeitschritt, in dem
‖∇B‖L2(Ω) ≤
 T∫
tN−1
(T − t)− 12 dt

1
2
 T∫
tN−1
(T − t) 12 ‖∇β(t, .)‖2L2(Ω) dt

1
2
≤ 2 (τN )
1
4 C∇2 ‖αT ‖L2(Ω)
gilt und den Rest auf. Auf dem letzten Zeitschritt haben wir, da Cle´ment-Interpolation und
Zeitintegration vertauschen∣∣∣∣∣
T∫
tN−1
[ (
φ(ρh)− wh −Ahρh,ΠNβ)− (φ(ρh)− wh −Ahρh,ΠNβ)h ]dt∣∣∣∣∣ =
=
∣∣∣∣∣
φ(ρhN )− whN −AhρhN , T∫
tN−1
ΠNβdt
−
φ(ρhN )− whN −AhρhN , T∫
tN−1
ΠNβdt
h ∣∣∣∣∣
=
∣∣∣∣∣ (φ(ρhN )− whN −AhρhN ,ΠNB)− (φ(ρhN )− whN −AhρhN ,ΠNB)h
∣∣∣∣∣
≤ CM
∑
s∈MN
[
hs
∥∥φ(ρhN )− whN −AhρhN∥∥L2(s) ∥∥∇(B −ΠNB)∥∥L2(s)
+ hs
∥∥φ(ρhN )− whN −AhρhN∥∥L2(s) ‖∇B‖L2(s)
]
≤ CMCell
[
C2ΠN
∑
s∈MN
h4s
∥∥φ(ρhN )− whN −AhρhN∥∥2L2(s)
] 1
2
‖∆B‖L2(Ω)
+ CM
[ ∑
s∈MN
h2s
∥∥φ(ρhN )− whN −AhρhN∥∥2L2(s)
] 1
2
‖∇B‖L2(Ω)
≤ CMCellCB
[
C2ΠN
∑
s∈MN
h4s
∥∥φ(ρhN )− whN −AhρhN∥∥2L2(s)
] 1
2
‖αT ‖L2(Ω)
+ CM
[ ∑
s∈MN
h2s
∥∥φ(ρhN )− whN −AhρhN∥∥2L2(s)
] 1
2
2 (τN )
1
4 C∇2 ‖αT ‖L2(Ω)
≤ CMCellCB
[
C2ΠN
∑
s∈MN
h4s
∥∥φ(ρhN )− whN −AhρhN∥∥2L2(s)
] 1
2
‖αT ‖L2(Ω)
+ CM
[
4C2∇2
√
τN
∑
s∈MN
h2s
∥∥φ(ρhN )− whN −AhρhN∥∥2L2(s)
] 1
2
‖αT ‖L2(Ω)
Und auf dem Rest des Intervalls [0, T ] gilt:
N−1∑
n=1
tn∫
tn−1
[(
φ(ρhn)− whn −Ahρhn,Πnβ
)− (φ(ρhn)− whn −Ahρhn,Πnβ)h] dt ≤
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≤ CM
N−1∑
n=1
tn∫
tn−1
[ ∑
s∈Mn
hs
∥∥φ(ρhn)− whn −Ahρhn∥∥L2(s) ‖∇(β −Πnβ)‖L2(s)
+
∑
s∈Mn
hs
∥∥φ(ρhn)− whn −Ahρhn∥∥L2(s) ‖∇β‖L2(s)
]
dt
≤ CM
N−1∑
n=1
tn∫
tn−1
[ ∑
s∈Mn
CΠnh
2
s
∥∥φ(ρhn)− whn −Ahρhn∥∥L2(s)√
T − t
√
T − t ‖β‖H2,2(s)
+
∑
s∈Mn
hs
(T − t) 14
∥∥φ(ρhn)− whn −Ahρhn∥∥L2(s) (T − t) 14 ‖∇β‖L2(s)
]
dt
≤ CM
N−1∑
n=1
tn∫
tn−1
[( ∑
s∈Mn
C2Πn
h4s
T − t
∥∥φ(ρhn)− whn −Ahρhn∥∥2L2(s)
) 1
2
Cell
√
T − t ‖∆β‖L2(Ω)
+
(
(T − t)− 12
∑
s∈Mn
h2s
∥∥φ(ρhn)− whn −Ahρhn∥∥2L2(s)
) 1
2
(T − t) 14 ‖∇β‖L2(Ω)
]
dt
≤ CM
[
Cell
N−1∑
n=1
C2Πn
tn∫
tn−1
[ ∑
s∈Mn
h4s
T − t
∥∥φ(ρhn)− whn −Ahρhn∥∥2L2(s)
]
dt

1
2
·
 T∫
0
(T − t) ‖∆β‖2L2(Ω) dt

1
2
+
N−1∑
n=1
tn∫
tn−1
[
(T − t)− 12
∑
s∈Mn
h2s
∥∥φ(ρhn)− whn −Ahρhn∥∥2L2(s)
]
dt

1
2
·
 T∫
0
(T − t) 12 ‖∇β‖2L2(Ω) dt

1
2 ]
≤ CM
[
Cell
N−1∑
n=1
C2Πn
tn∫
tn−1
[ ∑
s∈Mn
h4s
T − t
∥∥φ(ρhn)− whn −Ahρhn∥∥2L2(s)
]
dt

1
2
C∆2 ‖αT ‖L2(Ω)
+
N−1∑
n=1
tn∫
tn−1
[
(T − t)− 12
∑
s∈Mn
h2s
∥∥φ(ρhn)− whn −Ahρhn∥∥2L2(s)
]
dt

1
2
C∇2 ‖αT ‖L2(Ω)
]
≤ CM
[
CellC∆2
(
N−1∑
n=1
C2Πn
∑
s∈Mn
h4s
∥∥φ(ρhn)− whn −Ahρhn∥∥2L2(s)
) 1
2
+
(
C2∇2
N−1∑
n=1
√
τn
∑
s∈Mn
h2s
∥∥φ(ρhn)− whn −Ahρhn∥∥2L2(s)
) 1
2
]
‖αT ‖L2(Ω) .
Insgesamt ist also
N∑
n=1
tn∫
tn−1
[(
φ(ρhn)− whn −Ahρhn,Πnβ
)− (φ(ρhn)− whn −Ahρhn,Πnβ)h] dt ≤
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≤ CM
[
Cell max{C∆2 , CB}
(
2
N∑
n=1
C2Πn
∑
s∈Mn
h4s
∥∥φ(ρhn)− whn −Ahρhn∥∥2L2(s)
) 1
2
+ 2C∇2
(
N∑
n=1
√
τn
∑
s∈Mn
h2s
∥∥φ(ρhn)− whn −Ahρhn∥∥2L2(s)
) 1
2
]
‖αT ‖L2(Ω) .
Die Gradiententerme
Bei der folgenden Abscha¨tzung der letzten beiden Terme aus (5.19) werden wir elementwei-
se partiell integrieren, dabei also eine Ableitung auf die diskreten Lo¨sungen wa¨lzen. Da die
Gradienten von ρhn und w
h
n elementweise konstant sind, bleiben nur die Randterme u¨brig.
Fu¨r jede innere Kante des Gitters ergeben sich zwei Randterme jeweils mit unterschied-
lichem Vorzeichen. Ist e eine innere Kante, so bezeichnen wir mit
[∇ρhn]e die Differenz
der Normalenableitungen auf den jeweils an e angrenzenden Elementen. In den folgenden
Abscha¨tzungen durchla¨uft e dementsprechend alle inneren Kanten des jeweiligen Gitters.
Den vorletzten Term spalten wir wieder auf in den Anteil, der sich auf das Intervall [0, tN−1]
bezieht und den Anteil des letzten Zeitschrittes:∣∣∣∣∣
N−1∑
n=1
tn∫
tn−1
γ
(∇ρhn,∇(β −Πnβ))
∣∣∣∣∣ ≤
≤ γ
N−1∑
n=1
tn∫
tn−1
∑
e
∥∥[∇ρhn]e∥∥L2(e) ‖β −Πnβ‖L2(e) dt
≤ γ
N−1∑
n=1
CΠn
tn∫
tn−1
(∑
e
h3e
T − t
∥∥[∇ρhn]e∥∥2L2(e)
) 1
2√
(T − t) ‖β‖H2,2(Ω) dt
≤ Cellγ
N−1∑
n=1
CΠn
tn∫
tn−1
(∑
e
h3e
T − t
∥∥[∇ρhn]e∥∥2L2(e)
) 1
2√
T − t ‖∆β‖L2(Ω) dt
≤ Cellγ
(
N−1∑
n=1
C2Πn
∑
e
h3e
∥∥[∇ρhn]e∥∥2L2(e)
) 1
2
 tN−1∫
0
(T − t) ‖∆β(t, .)‖2L2(Ω) dt

1
2
≤ CellC∆2γ
(
N−1∑
n=1
C2Πn
∑
e
h3e
∥∥[∇ρhn]e∥∥2L2(e)
) 1
2
‖αT ‖L2(Ω) .
Und fu¨r den letzten Zeitschritt gilt∣∣∣∣∣∣
T∫
tN−1
γ
(∇ρh,∇(β −ΠNβ))
∣∣∣∣∣∣ = γ ∣∣(∇ρhN ,∇(B −ΠNB))∣∣
≤ γ
∑
e
∥∥[∇ρhN]e∥∥L2(e) ∥∥B −ΠNB∥∥L2(e)
≤ CellCΠNγ
∑
e
∥∥[∇ρhN]e∥∥L2(e) h 32e |B|H2,2(ωs)
≤ CellCΠNγ
(∑
e
h3e
∥∥[∇ρhN]e∥∥2L2(e)
) 1
2
‖∆B‖L2(Ω)
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≤ CellCBγ
(
C2ΠN
∑
e
h3e
∥∥[∇ρhN]e∥∥2L2(e)
) 1
2
‖αT ‖L2(Ω) .
Also haben wir insgesamt fu¨r den ersten Kantensprungterm∣∣∣∣∣
N∑
n=1
tn∫
tn−1
γ
(∇ρhn,∇(β −Πnβ))
∣∣∣∣∣ ≤
≤ Cellγ
[
C∆2
(
N−1∑
n=1
C2Πn
∑
e
h3e
∥∥[∇ρhn]e∥∥2L2(e)
) 1
2
+ CB
(
C2ΠN
∑
e
h3e
∥∥[∇ρhN]e∥∥2L2(e)
) 1
2
]
‖αT ‖L2(Ω)
≤ Cellγmax{C∆2 , CB}
(
2
N∑
n=1
C2Πn
∑
e
h3e
∥∥[∇ρhn]e∥∥2L2(e)
) 1
2
‖αT ‖L2(Ω) .
Der zweite Kantensprungterm ist entsprechend∣∣∣∣∣
N∑
n=1
tn∫
tn−1
(∇wh,∇(α−Πnα)) ∣∣∣∣∣ ≤
≤
N∑
n=1
tn∫
tn−1
∑
e
∥∥[∇whn]e∥∥L2(e) ‖α−Πnα‖L2(e) dt
≤
N∑
n=1
CΠn
tn∫
tn−1
(∑
e
h3e
∥∥[∇whn]e∥∥2L2(e)
) 1
2
|α|H2,2(ωs) dt
≤ Cell
 N∑
n=1
C2Πn
tn∫
tn−1
∑
e
h3e
∥∥[∇whn]e∥∥2L2(e) dt

1
2
 T∫
0
‖∆α(t, .)‖2L2(Ω) dt

1
2
≤ CellC∆
(
N∑
n=1
C2Πnτn
∑
e
h3e
∥∥[∇whn]e∥∥2L2(e)
) 1
2
‖αT ‖L2(Ω) .
Zusammenfassung der Abscha¨tzungen des Residuums
Wir fassen die oben einzeln gezeigten Abscha¨tzungen zusammen und wandeln die L2-Normen
bezu¨glich der Zeit in L∞-Normen um.∣∣∣R(ρh, wh, α, β)∣∣∣ ≤
≤
{[
N∑
n=1
∑
s∈Mn
h2s
∥∥φ(ρhn)− whn −Ahρhn∥∥2L2(s) ·
·
(
6
(
1 + C2M
)
C2ell max{C∆2 , CB}2C2Πnh2s + 12C2MC2∇2
√
τn
)] 12
+
[
N∑
n=1
∑
s∈Mn
1
τn
∥∥ρhn − Inρhn−1∥∥2L2(s) ·
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·
(
4
(
1 + C2M
)
C2ellC
2
∆C
2
Πnh
4
s + 4C
2
MC
2
∇h
2
s + 16C
2
ρ˜τn
)] 1
2
+
[
N∑
n=1
∑
s∈Mn
C2ρ˜
∥∥Inρhn−1 − ρhn−1∥∥2L2(s)
] 1
2
+
[
N∑
n=1
∑
e
h3e
∥∥[∇ρhn]e∥∥2L2(e) 2C2ΠnC2ellγ2 max{C∆2 , CB}2
] 1
2
+
[
N∑
n=1
∑
e
h3eτn
∥∥[∇whn]e∥∥2L2(e) C2ΠnC2ellC2∆
] 1
2
+
[
N∑
n=1
∑
s∈Mn
(
hse(C11 + C12)
∥∥∇ρhn∥∥L2(s) + 12h 12s ∥∥ν · [Shn]∥∥L2(∂s)
)2
C2elastC
2
∆
] 1
2
}
‖αT ‖L2(Ω)
≤
{[
T max
n=1,...,N
∑
s∈Mn
h2s
τn
∥∥φ(ρhn)− whn −Ahρhn∥∥2L2(s) ·
·
(
6
(
1 + C2M
)
C2ell max{C∆2 , CB}2C2Πnh2s + 12C2MC2∇2
√
τn
)] 12
+
[
T max
n=1,...,N
1
τ2n
∥∥ρhn − Inρhn−1∥∥2L2(s) ·
·
(
4
(
1 + C2M
)
C2ellC
2
∆C
2
Πnh
4
s + 4C
2
MC
2
∇h
2
s + 16C
2
ρ˜τn
)] 1
2
+
[
T max
n=1,...,N
∑
s∈Mn
C2ρ˜
τn
∥∥Inρhn−1 − ρhn−1∥∥2L2(s)
] 1
2
+
[
T max
n=1,...,N
∑
e
h3e
τn
∥∥[∇ρhn]e∥∥2L2(e) 2C2ΠnC2ellγ2 max{C∆2 , CB}2
] 1
2
+
[
T max
n=1,...,N
∑
e
h3e
∥∥[∇whn]e∥∥2L2(e) C2ΠnC2ellC2∆
] 1
2
+
[
T max
n=1,...,N
∑
s∈Mn
(
hse(C11 + C12)
∥∥∇ρhn∥∥L2(s) +
+
1
2
h
1
2
s
∥∥ν · [Shn]∥∥L2(∂s)
)2
C2elastC
2
∆
τn
] 1
2
}
‖αT ‖L2(Ω) .
Die neun Summanden, aus denen das parabolische Residuum (5.19) besteht, lassen sich
also durch die unten stehende Summe aus den sechs Fehlerbeitra¨gen inneres Residuum,
Zeitfehler, Elastizita¨tsfehler, Vergro¨berungsfehler, Kantenspru¨nge der Gradienten von ρhn
und whn abscha¨tzen.
Mit den Konstanten
c1(hs, τn) =
h2s
τn
(
6
(
1 + C2M
)
C2ell max{C∆2 , CB}2C2Πnh2s + 12C2MC2∇2
√
τn
)
(5.22)
c2(hs, τn) =
1
τ2n
(
4
(
1 + C2M
)
C2ellC
2
∆C
2
Πnh
4
s + 4C
2
MC
2
∇h
2
s + 16C
2
ρ˜τn
)
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c3(τn) =
C2ρ˜
τn
c4(he, τn) = 2C2ΠnC
2
ellγ
2 max{C∆2 , CB}2h
3
e
τn
c5(he) = C2ΠnC
2
ellC
2
∆h
3
e.
c6(τn) =
C2elastC
2
∆
τn
haben wir insgesamt also die folgende Fehlerabscha¨tzung:
5.1 Satz (A posteriori Abscha¨tzung). Sind ρ, w Lo¨sungen von (5.1)– (5.3), ρh, wh
Lo¨sungen von (5.7)– (5.8) und erfu¨llen die Lo¨sungen des dualen Problems die Stabilita¨tsan-
nahmen (5.13)– (5.17), so gilt fu¨r die Differenz eρ(T, .) = ρ(T, .)− ρh(T, .) die Abscha¨tzung
‖eρ(T )‖L2(Ω) ≤ Cρ˜ ‖eρ(0)‖L2(Ω)
+
[
T max
n=1,...,N
∑
s∈Mn
c1(hs, τn)
∥∥φ(ρhn)− whn −Ahρhn∥∥2L2(s)
] 1
2
+
[
T max
n=1,...,N
∑
s∈Mn
c2(hs, τn)
∥∥ρhn − Inρhn−1∥∥2L2(s)
] 1
2
+
[
T max
n=1,...,N
∑
s∈Mn
c3(τn)
∥∥Inρhn−1 − ρhn−1∥∥2L2(s)
] 1
2
+
[
T max
n=1,...,N
∑
e
c4(he, τn)
∥∥[∇ρhn]e∥∥2L2(e)
] 1
2
+
[
T max
n=1,...,N
∑
e
c5(he)
∥∥[∇whn]e∥∥2L2(e)
] 1
2
+
[
T max
n=1,...,N
∑
s∈Mn
c6(τn)
(
hse(C11 + C12)
∥∥∇ρhn∥∥L2(s) +
+
1
2
h
1
2
s
∥∥ν · [Shn]∥∥L2(∂s)
)2] 12
.
5.4 Abha¨ngigkeit der Konstanten von den Daten
Die Stabilita¨tskonstanten, die in der obigen Abscha¨tzung auftauchen, ha¨ngen insbesondere
von γ ab. Im linearisierten Fall, fu¨r den wir die Konstanten explizit bestimmen ko¨nnen (siehe
den Anhang zu diesem Kapitel), gilt, daß fu¨r γ → 0 die Konstanten gegen unendlich gehen.
Dasselbe Problem tritt auch bei den u¨blichen a priori-Fehlerabscha¨tzungen [22, 5, 35] auf,
bei denen Anwendung des Gronwall-Lemmas auf Konstanten der Gestalt
C ≈ e 1γ
fu¨hrt. Diese ungu¨nstige Abha¨ngigkeit tritt jedoch auch bei anderen nichtlinearen Problemen
auf [57, 27, 28].
Ebenfalls problematisch ist die Abhngigkeit der Konstanten von T . Im linearisierten Fall
ha¨ngt beispielsweise Cρ auch exponentiell von T ab. Da aus der Sicht der Anwendung und
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der Modellierung gerade der Fall von grosßem T und kleinem γ interessant ist, sind Verbes-
serungen in dieser Hinsicht besonders wu¨nschenswert.
Basierend auf einer Spektralanalyse [12] haben Feng und Prohl [30, 31] a priori-Fehlerabscha¨tzun-
gen fr die Allen-Cahn- und die Cahn-Hilliard-Gleichung bewiesen, bei denen die Konstanten
fu¨r kleiner werdendes γ nur polynomial anwachsen. Durch Verwendung und Modifikation
dieser Ergebnisse lassen sich die gezeigten Abscha¨tzungen mo¨glicherweise verbessern.
Trotz dieser Probleme hat die Fehlerabscha¨tzung (5.1) durchaus praktischen Aussagewert.
Wie wir im Abschnitt (6.3) ausfu¨hren werden, ko¨nnen die wesentlichen Fehlerbeitra¨ge iden-
tifiziert und deren relatives Gewicht bestimmt werden.
5.5 Implementation
In diesem Abschnitt widmen wir uns der Implementation der lokalen Fehlerscha¨tzer, die wir,
wie in Abschnitt 3.5 beschrieben, zur adaptiven Gittergenerierung nutzen. Der Gesamtfehler
la¨ßt sich wie oben gezeigt durch die Summe
‖eρ(T )‖L2(Ω) ≤ Cρ˜ ‖eρ(0)‖L2(Ω) +
6∑
k=1
[
T max
n=1,...,N
∑
s∈Mn
ck(hs, τn)Elok,k(s)
] 1
2
mit lokalen Fehlerbeitra¨gen Elok,k(s) und Konstanten ck(hs, τn) abscha¨tzen.
Berechnung der lokalen Fehlerbeitra¨ge
In diesem Abschnitt wollen wir eine berechenbare Darstellung der lokalen Fehlerbeitra¨ge
Elok,k(s) herleiten. Dazu betrachten wir zuna¨chst die auftretenden lokalen L2-Normen.
Berechnung der lokalen L2-Normen
In den Fehlerscha¨tzern treten elementweise L2-Normen auf. Um diese zu berechnen, benutzen
wir lokale Massenmatrizen Mlok,s:
Mlok,sij =
∫
s
ϕhi ϕ
h
j dx. i, j = 1, . . . , 3
Fu¨r die in der Implementation verwendeten Dreiecke ergibt Integration mittels der Seiten-
mittenquadratur fu¨r das Dreieck s
Mlok,sij =
|s|
12
(δij + 1).
Damit ist dann fu¨r fh ∈ V n
∥∥fh∥∥2
L2(s)
=
∑
i,j
~fhi
~fhjMlok,sij = ~fh · Mlok,s ~fh =
|s|
12
2∑
i,j=0
~fhi
~fhj (δij + 1).
Entsprechend verwenden wir die lokale Steifigkeitsmatrix
Alok,sij =
∫
s
∇ϕhi∇ϕhj dx.
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Das innere Residuum
Wir betrachten den Term ∥∥φ(ρhn)− whn −Ahρhn∥∥2L2(s) .
Aus (3.10) folgt, daß −−−→
φ(ρhn)− ~whn −Ah~ρhn = −γM−1A~ρhn
Somit ist ∥∥ψ′′(ρ¯)ρhn − whn −Ahρhn∥∥2L2(s) = γ2 (M−1Aρ˜hn) · Mlok,s (M−1Aρ˜hn)
Als ersten lokalen Fehlerbeitrag Elok,1 definieren wir also:
Elok,1(s) =
(M−1A~ρhn ) · Mlok,s (M−1A~ρhn ) ,
wobei wir die Konstante γ2 der großen Konstante c1 zuschlagen. Mit anderen Worten wir
ersetzen c1(hs, τn) in 5.22 durch
c˜1(hs, τn) =
h2s
τn
γ2
(
6
(
1 + C2M
)
C2ell max{C∆2 , CB}2C2Πnh2s + 12C2MC2∇2
√
τn
)
.
Zeitfehler
Analog zum obigen Vorgehen gelangen wir zum zweiten lokalen Fehlerbeitrag Elok,2:
Elok,2(s) =
(M~ρhn −M~ρhn ) · Mlok,s (M~ρhn −M~ρhn ) .
Vergro¨berungsfehler
Bei dem adaptiven Algorithmus wie er in Abschnitt 3.5 dargestellt ist, ergibt sich im Be-
zug auf den Vergro¨berungsfehler das Problem, daß nicht bekannt ist, ob durch lokales Ver-
gro¨bern die vorgegebenen Toleranzen u¨berschritten werden. Dieses Problem kann man ent-
weder durch eine Iteration umgehen – also durch testweises Vergro¨bern und anschließendes
eventuelles Zuru¨cknehmen der Vergro¨berung – oder durch die Annahme bei der Berech-
nung des Vergro¨berungsfehler, daß jedes Element vergro¨bert wird. Wir wa¨hlen die zweite
Mo¨glichkeit und berechnen also Elok,3:
Elok,3(s) =
(MI∗ρ˜hn−1 −Mρ˜hn−1) · Mlok,s (MI∗ρ˜hn−1 −Mρ˜hn−1) ,
wobei I∗ die Lagrange-Interpolation auf das Gitter bezeichnet, das entsteht, wenn man in
Mn−1 einmal global vergro¨bert.
Kantenspru¨nge der Gradienten
Da die Spru¨nge der Gradienten auf den Kanten konstant sind, gilt∥∥[∇ρhn]e∥∥2L2(e) = he [∇ρhn]2e .
Wir definieren also
Elok,4(s) =
1
2
∑
e∈s
he
[∇ρhn]2e
und ersetzen c4(hs, τn) in 5.22 durch
c˜4(he, τn) = 2C2ΠnC
2
ellγ
2 max{C∆2 , CB}2h
3
e
τn
.
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Entsprechend ist fu¨r den Kantensprung von whn:
Elok,5(s) =
1
2
∑
e∈s
he
[∇whn]2e
und
c˜5(he) = C2ΠnC
2
ellC
2
∆h
3
e.
Elastizita¨tsfehler
Der Fehlerbeitrag aus dem Elastizita¨tssystem besteht aus zwei Teilen. Der eine ist die lokale
L2-Norm des Gradienten der Konzentration. Dieser Teil berechnet sich mit Hilfe der lokalen
Steifigkeitsmatrix wie folgt: ∥∥∇ρhn∥∥2L2(s) = ∑
i,j
~ρhn,i~ρ
h
n,jAlok,sij .
Der andere ist der Sprung der Spur der Spannung. Bei der Berechnung des Sprungterms ist
zu beachten, daß der von ρhn abha¨ngige Teil der Spannung auf den Elementgrenzen stetig
ist und sich somit zu Null addiert. Es geht also nur der verschiebungsabha¨ngige Teil in den
Fehlerbeitrag ein.
Bestimmung der Konstanten fu¨r die linearisierte Cahn-Hilliard Glei-
chung
Wir wollen nun die Konstanten ck beziehungsweise c˜k fu¨r die linearisierte Cahn-Hilliard
Gleichung ohne Elastizita¨t bestimmen und unterscheiden dabei zwei Fa¨lle, je nachdem ob
ψ′′(ρ¯) < 0 ist oder nicht. Fu¨r konvexe Gebiete, die wir ausschließlich betrachten, ist Cell = 1.
Der Fall ψ′′(ρ¯) > 0
Im Anhang zu diesem Kapitel wird gezeigt, daß in diesem Fall die Stabilita¨tskonstanten
durch
Cρ˜ = Cρ¯ = 1 C∆ =
1√
2γ
C∇ =
1√
2ψ′′(ρ¯)
C∆2 =
1
2γ
.
gegeben sind. Die abgeleitete Stabilita¨tskonstante CB ist dann:
CB =
√
4 + ψ
′′(ρ¯)2
2γ
γ
=
√
8γ + ψ′′(ρ¯)2
γ3
und diese ist gro¨ßer als C∆2 . Somit ist der Vorfaktor vor Elok,1(s):
c˜1(hs, τn) := γ2
h2s
τn
(
6
(
1 + C2M
)
max{C∆2 , CB}2C2Πnh2s + 12C2MC∆C∆2
√
τn
)
=
h2s
τn
(
6
(
1 + C2M
)
C2Πn
8γ + ψ′′(ρ¯)2
γ
h2s + 6C
2
M
√
γτn
2
)
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Fu¨r den Vorfaktor von Elok,2(s) ergibt sich:
c2(hs, τn) :=
1
τ2n
(
4
(
1 + C2M
)
C2∆C
2
Πnh
4
s + 4C
2
MC
2
∇h
2
s + 16C
2
ρ¯τn
)
=
1
τ2n
((
1 + C2M
)
C2Πn
2
γ
h4s +
2C2M
ψ′′(ρ¯)
h2s + 16τn
)
.
Der Vorfaktor von Elok,3(s) ist c3(τn) =
C2ρ¯
τn
und von Elok,4(s)
c˜4(τn) :=
2C2Πn(8γ + ψ
′′(ρ¯)2)h3e
τnγ
sowie
c˜5 :=
C2Πn
2γ
h3e.
Fu¨r die praktische Umsetzung setzen wir zusa¨tzlich
CΠn = CM = 1.
Wir nehmen also an, daß die Konstanten fu¨r die Interpolations- und die gelumpte Mas-
senabscha¨tzung gleich 1 sind. Fu¨r eine genauere Analyse dieser Konstanten siehe [11]. Die
Daten, die in Abschnitt 6.3 pra¨sentiert werden, sind also mit den folgenden Vorfaktoren der
Elementfehlerscha¨tzer berechnet worden:
c˜1 =
h2s
τn
(
12
8γ + ψ′′(ρ¯)2
γ
h2s + 6
√
γτn
2
)
c2 =
1
τ2n
(
4
γ
h4s +
2
ψ′′(ρ¯)
h2s + 16τn
)
c3 =
C2ρ¯
τn
c˜4 =
2(8γ + ψ′′(ρ¯)2)h3e
τnγ
c˜5 =
h3e
2γ
.
Der Fall ψ′′(ρ¯) < 0
In diesem Fall sind die Stabilita¨tskonstanten gegeben durch
Cρ¯ = exp
(
T (ψ′′(ρ¯))2
4γ
)
C∆ =
1
4
√
γ
1√(
C2ρ¯ − 78
)−√(C2ρ¯ − 78)2 − 164
C∇ =
4
√
C2∆2γ
(
C2ρ¯ − 1
)
ψ′′(ρ¯)2
C∆2 =
C∆√
2
[
2ψ′′(ρ¯)
(
2ψ′′(ρ¯)T +
√
4ψ′′(ρ¯)2T 2 + 2γT
)
+ γ
] .
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Die abgeleitete Stabilita¨tskonstante CB
CB =
1
γ
√
(1 + Cρ¯)2 + ψ′′(ρ¯)2C2∆
la¨ßt sich nicht mehr weiter vereinfachen.
Setzen wir wie vorhin CΠn = CM = 1 und betrachten den Fall CB ≥ C∆2 , so sind die
Vorfaktoren vor den Fehlerbeitra¨gen Elok,k(s):
c˜1(hs, τn) = 12γ2
h2s
τn
(
max{C∆2 , CB}2h2s + C∆C∆2
√
τn
)
c2(hs, τn) =
4
τ2n
(
2C2∆h
4
s + C
2
∇h
2
s + 4C
2
ρ¯τn
)
c3 =
C2ρ¯
τn
c˜4 =
2γ2 max{C∆2 , CB}2h3e
τn
c˜5 = C2∆h
3
e
Bestimmung der Konstanten fu¨r die Cahn-Hilliard und die Cahn-
Larche´ Gleichung
U¨ber die Gro¨ße der Stabilita¨tskonstanten wissen wir im nichtlinearen Fall nichts. Um kon-
krete Rechnungen durchzufu¨hren verwenden wir die folgende Heuristik: Auf jedem Element
s berechnen wir die durchschnittliche Konzentration. Wir verwenden dann die auf diesem
Element die Ausdru¨cke aus dem linearen Fall mit ρ¯ = 1|s|
∫
s
ρhn.
Diese Heuristik la¨ßt sich folgendermaßen rechtfertigen. Hat man ρh bis zum Zeitpunkt tn
aber nicht daru¨ber hinaus berechnet, so ergibt sich zuna¨chst das Problem, welche Gestalt ρ˜
fu¨r das Zeitintervall [tn, T ] hat. In Ermangelung besserer Information nehemen wir an, daß
ρ˜(t, x) = ρhn(x) ∀t ∈ [tn, T ]
ist. Lokal unterscheiden wir zwei Fa¨lle: Innerhalb der Phasen ist ρhn und somit vermutlich
auch ρ˜ lokal ungefa¨hr konstant und nimmt Werte an, fu¨r die φ′(ρ˜) > 0 ist. Dementspre-
chend kann die Lo¨sung des dualen Problems fu¨r die linearisierte Cahn-Hilliard Gleichung
als akzeptable Approximation angesehen werden, und die zugeho¨rigen Stabilita¨tskonstanten
verwendet werden. Innerhalb der Interface-Zonen ist die Situation kritischer. Fehler, die hier
auftreten, ko¨nnen große Auswirkungen auf den Fehler zum Endzeitpunkt haben. Deswegen
benutzen wir hier die Stabilita¨tskonstanten vom linearisierten Problem, denen die expo-
nentiell wachsende Fehlerausbreitung zugrundeliegt. Insgesamt versta¨rkt diese Heuristik die
Tendenz der Fehlerscha¨tzer, hohe Gewichte in die Phasengrenzen zu legen und den Fehler
im Inneren der Phasen als geringer zu scha¨tzen.
Heuristische Adaptivita¨t
Bei der praktischen Umsetzung der in diesem Kapitel hergeleiteten Fehlerscha¨tzer zeigt sich,
daß in aller Regel die Regionen, in denen Phasengrenzen sind, verfeinert werden, die Gebiete
in denen die Lo¨sung eine der beiden Phasen annimmt, hingegen vergro¨bert werden. Diese
Beobachtung rechtfertigt die folgende Heuristik, die wir vor der Herleitung der Fehlerscha¨tzer
verwendet haben [67, 35]:
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1. Berechne auf dem aktuellen Gitter die Lo¨sung fu¨r den neuen Zeitpunkt.
2. Verfeinere alle Dreiecke, die im Bereich der Phasengrenzen liegen und gro¨ber sind als
eine vorgegebene Maximalfeinheit.
3. Vergro¨bere unter Erhaltung der Konformita¨t des Gitters alle Dreiecke, die im Bereich
der Phasen liegen.
Als Kriterium fu¨r die Unterscheidung zwischen Phasengrenzen und Phasen bieten sich der
Betrag des Abstandes der Lo¨sung von den Minima von ψ oder der Gradient von ρ an.
Anhang: Beweis der Stabilita¨tsabscha¨tzungen
In diesem Anhang beweisen wir die Stabilita¨tsabscha¨tzungen (5.13)– (5.17) fu¨r den Fall der
linearisierten Cahn-Hilliard Gleichung mit A = 0.
Lo¨sungsdarstellung
Die starke Formulierung des Problems (5.10)–(5.11) vereinfacht sich zu
(5.23) ∂tα = ∆ (γ∆α− ψ′′(ρ¯)α) ,
also bis auf Vorzeichenwechsel identisch mit dem Problem (2.19). Analog zum dortigen
Vorgehen (li i-te Eigenfunktion des Laplace-Operators, λi der zugeho¨rige Eigenwert) erha¨lt
man
α˙i(t) =
(
γλ2i − ψ′′(ρ¯)λi
)
αi(t),
woraus folgt, daß
αi(t) = αi,T exp
((
γλ2i − ψ′′(ρ¯)λi
)
(t− T )
)
ist und somit
α(t, x) =
∞∑
i=1
αi,T exp
((
γλ2i − ψ′′(ρ¯)λi
)
(t− T )
)
li(x).
Fu¨r β = ∆α ergibt sich entsprechend
β(t, x) =
∞∑
i=1
αi,Tλi exp
((
γλ2i − ψ′′(ρ¯)λi
)
(t− T )
)
li(x).
Dies zeigt, daß die Lo¨sungen des dualen Problems in C∞
(
0, T ;H1,2(Ω)
)
liegen.
Von diesen Lo¨sungsdarstellungen ausgehend, werden wir im folgenden Stabilita¨tsabscha¨tzun-
gen herleiten.
Da die li eine Orthonormalbasis von L2(Ω) bilden, gilt
‖α(t, x)‖2L2(Ω) =
∞∑
i=1
α2i (t)
=
∞∑
i=1
α2i,T exp
(
2
(
γλ2i − ψ′′(ρ¯)λi
)
(t− T )
)
≤ max
i∈N
[
exp
(
2
(
γλ2i − ψ′′(ρ¯)λi
)
(t− T )
)] ∞∑
i=1
α2i,T
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= max
i∈N
[
exp
(
2
(
γλ2i − ψ′′(ρ¯)λi
)
(t− T )
)]
‖αT ‖2L2(Ω)
Wegen 0 ≤ t ≤ T , der Monotonie der Exponentialfunktion und der Negativita¨t der Eigen-
werte des Laplaceoperators ist
max
i∈N
[
exp
(
2
(
γλ2i − ψ′′(ρ¯)λi
)
(t− T )
)]
= exp
(
2 (t− T ) min
i∈N
(
γλ2i − ψ′′(ρ¯)λi
))
≤ exp
(
2 (t− T ) min
x∈R−
(
γx2 − ψ′′(ρ¯)x))
=
exp
(
(T − t) (ψ′′(ρ¯))22γ
)
, fu¨r ψ′′(ρ¯) < 0
1, fu¨r ψ′′(ρ¯) ≥ 0
da das Polynom γx2 − ψ′′(ρ¯)x an seiner Minimalstelle ψ′′(ρ¯)2γ den Wert − (ψ
′′(ρ¯))2
4γ annimmt.
Ist ψ′′(ρ¯) < 0, so ist das Minimum in R−, andernfalls wird es am Rand bei 0 angenommen.
Also folgt:
‖α(t, x)‖L2(Ω) ≤ Cρ¯ ‖αT ‖L2(Ω)
mit
Cρ¯ =
exp
(
T (ψ′′(ρ¯))2
4γ
)
, fu¨r ψ′′(ρ¯) < 0
1, fu¨r ψ′′(ρ¯) ≥ 0
Diese Konstante ist fu¨r ψ′′(ρ¯) < 0 und kleinem γ von astronomischer Gro¨ße (siehe auch
Abschnitt 5.4). Fu¨r Gebiete ungu¨nstiger Gestalt ist die Abscha¨tzung aber scharf, z.B. wenn
wie oben Ω =]0, L[ ist und entsprechend λi = − i2pi2L2 . Ist dann fu¨r ein j ∈ N die Gleichung
j = Lpi
√
−ψ′′(ρ¯)
2γ erfu¨llt, so gilt fu¨r αT := lj in (5.5) Gleichheit, weil dann
λj = −j
2pi2
L2
= −ψ
′′(ρ¯)
2γ
gilt, die Minimalstelle des Polynoms γx2 − ψ′′(ρ¯)x also von einem der Eigenwerte getroffen
wird.
Der Fall ψ′′(ρ¯) ≥ 0
Wir betrachten zuna¨chst den Fall ψ′′(ρ¯) ≥ 0, also |ρ¯| ≥ 1√
3
.
Testet man Gleichung (5.23) mit α und intergriert von t bis T , so ergibt sich:
T∫
t
(∂tα, α) = γ
T∫
t
(
∆2α, α
)− ψ′′(ρ¯) T∫
t
(∆α, α)
=⇒1
2
T∫
t
∂t ‖α‖2L2(Ω) = γ
T∫
t
‖∆α‖2L2(Ω) + ψ′′(ρ¯)
T∫
t
‖∇α‖2L2(Ω)
=⇒ ‖αT ‖2L2(Ω) = ‖α(t, x)‖2L2(Ω) + 2γ
T∫
t
‖∆α‖2L2(Ω) + 2ψ′′(ρ¯)
T∫
t
‖∇α‖2L2(Ω)
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Alle Terme auf der rechten Seite haben positives Vorzeichen. Daher ist jeder Summand
einzeln kleiner oder gleich der linken Seite. Insbesondere gilt:
(5.24)
T∫
t
‖∆α(s, .)‖2L2(Ω) ds ≤
1
2γ
‖αT ‖2L2(Ω)
und
(5.25)
T∫
t
‖∇α(s, .)‖2L2(Ω) ds ≤
1
2ψ′′(ρ¯)
‖αT ‖2L2(Ω) .
Des weiteren gilt:
d
dt
(
(T − t) ‖∆α(t, .)‖2L2(Ω)
)
= −‖∆α(t, .)‖2L2(Ω) + 2(T − t) (∆α,∆∂tα)
= −‖∆α(t, .)‖2L2(Ω) + 2(T − t)
(
∆α,∆
(
γ∆2α− ψ′′(ρ¯)∆α))
= −‖∆α(t, .)‖2L2(Ω)
+ 2(T − t)
[
γ
∥∥∆2α∥∥2
L2(Ω)
+ ψ′′(ρ¯) ‖∇∆α‖2L2(Ω)
]
.
Integration von t bis T und Multiplikation mit −1 ergibt:
(T − t) ‖∆α(t, .)‖2L2(Ω) =
T∫
t
‖∆α(s, .)‖2L2(Ω) ds−
− 2
T∫
t
(T − s)
[
γ
∥∥∆2α(s, .)∥∥2
L2(Ω)
+ ψ′′(ρ¯) ‖∇∆α(s, .)‖2L2(Ω)
]
ds.
Daraus folgt mit (5.24):
(T − t) ‖∆α(t, .)‖2L2(Ω) ≤
T∫
t
‖∆α(s, .)‖2L2(Ω) ds ≤
1
2γ
‖αT ‖2L2(Ω) ,
sowie
(5.26)
T∫
t
(T − s)∥∥∆2α(s, .)∥∥2
L2(Ω)
ds ≤ 1
4γ2
‖αT ‖2L2(Ω)
und
(5.27)
T∫
t
(T − s) ‖∇∆α(s, .)‖2L2(Ω) ds ≤
1
4γψ′′(ρ¯)
‖αT ‖2L2(Ω) .
Die Abscha¨tzung von ∇β = ∇∆α kann alternativ auch so erfolgen:
T∫
t
(T − s) 12 ‖∇β(s, .)‖2L2(Ω) ds =
T∫
t
(T − s) 12 ‖∇∆α(s, .)‖2L2(Ω) ds
= −
T∫
t
(
∆α(s, .), (T − s) 12 ∆2α(s, .)
)
ds
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≤ δ
2
T∫
t
‖∆α(s, .)‖2L2(Ω) ds+
1
2δ
T∫
t
(T − s)∥∥∆2α(s, .)∥∥2
L2(Ω)
ds
≤ 1
2
(
δ
2γ
+
1
4γ2δ
)
‖αT ‖2L2(Ω)
≤ 1
2
√
2γ3
‖αT ‖2L2(Ω)
mit der optimalen Wahl von δ = 1√
2γ
.
Fu¨r die Abscha¨tzung von ‖∂tα‖2L2(Ω) verwenden wir wieder die explizite Lo¨sungsdarstellung:
∂tα(t, x) =
∞∑
i=1
αi,T
(
γλ2i − ψ′′(ρ¯)λi
)
exp
((
γλ2i − ψ′′(ρ¯)λi
)
(t− T )
)
li(x).
Daraus folgt:
‖∂tα(t, .)‖2L2(Ω) =
∞∑
i=1
α2i,T
(
γλ2i − ψ′′(ρ¯)λi
)2
exp
(
2
(
γλ2i − ψ′′(ρ¯)λi
)
(t− T )
)
≤ max
i∈N
[ (
γλ2i − ψ′′(ρ¯)λi
)2
exp
(
2
(
γλ2i − ψ′′(ρ¯)λi
)
(t− T )
)]
‖αT ‖2L2(Ω)
≤ max
x∈R−
[ (
γx2 − ψ′′(ρ¯)x)2 exp(2 (γx2 − ψ′′(ρ¯)x) (t− T ))︸ ︷︷ ︸
=:f(x)
]
‖αT ‖2L2(Ω) .
f hat in R− nur ein lokales Maximum na¨mlich an der Stelle
xmax =
ψ′′(ρ¯)
2γ
−
√
ψ′′(ρ¯)2
4γ2
+
1
γ(T − t)
und hat dort den Wert 1(T−t)2e2 . Am Rand von R− – also fu¨r x = 0 und x→ −∞ – ergeben
sich Minima von f , so daß xmax auch globales Maximum ist.
Dann gilt also
‖∂tα(t, .)‖2L2(Ω) ≤
1
(T − t)2e2 ‖αT ‖
2
L2(Ω) .
Der Fall ψ′′(ρ¯) < 0
Fu¨r den Fall ψ′′(ρ¯) < 0, also |ρ¯| < 1√
3
folgt zuna¨chst
T∫
t
‖α(s, .)‖2L2(Ω) ds ≤ ‖αT ‖2L2(Ω)
T∫
t
exp
(
(T − s) (ψ
′′(ρ¯))2
2γ
)
ds(5.28)
≤ ‖αT ‖2L2(Ω)
2γ
ψ′′(ρ¯)2
(
C2ρ¯ − 1
)
Testen von Gleichung (5.23) mit α und Intergration von t bis T ergibt wie oben:
‖αT ‖2L2(Ω) − ‖α(t, .)‖2L2(Ω) = 2γ
T∫
t
‖∆α(s, .)‖2L2(Ω) ds− 2ψ′′(ρ¯)
T∫
t
(
∆α(s, .), α(s, .)
)
ds
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≥ 2γ
T∫
t
‖∆α(s, .)‖2L2(Ω) ds− 2 |ψ′′(ρ¯)|
T∫
t
∣∣∣(∆α(s, .), α(s, .))∣∣∣ ds.
Mit der Youngschen Ungleichung folgt fu¨r δ > 0:
‖αT ‖2L2(Ω) ≥ ‖α(t, .)‖2L2(Ω) + 2γ
T∫
t
‖∆α(s, .)‖2L2(Ω) ds
− |ψ′′(ρ¯)|
T∫
t
(
δ ‖∆α(s, .)‖2L2(Ω) +
1
δ
‖α(s, .)‖2L2(Ω)
)
ds
(5.28)
≥ ‖α(t, .)‖2L2(Ω) + (2γ − |ψ′′(ρ¯)| δ)
T∫
t
‖∆α(s, .)‖2L2(Ω) ds
− 2γ
(
C2ρ¯ − 1
)
δ |ψ′′(ρ¯)| ‖αT ‖
2
L2(Ω) .
Umstellen der Terme und weglassen von ‖α(t, .)‖2L2(Ω) fu¨hrt zu(
1 +
2γ
(
C2ρ¯ − 1
)
δ |ψ′′(ρ¯)|
)
‖αT ‖2L2(Ω) ≥ (2γ − δ |ψ′′(ρ¯)|)
T∫
t
‖∆α(s, .)‖2L2(Ω) ds.
Wir wollen δ > 0 nun so wa¨hlen, daß zum einen 2γ − |ψ′′(ρ¯)| δ > 0 also δ < 2γ|ψ′′(ρ¯)| ist, und
zum anderen soll
C2∆(δ) :=
1 +
2γ(C2ρ¯−1)
|ψ′′(ρ¯)|δ
2γ − |ψ′′(ρ¯)| δ
mo¨glichst klein werden. Mit δ˜ := |ψ′′(ρ¯)| δ und C˜ := 2γ (C2ρ¯ − 1) ist
C2∆(δ˜) =
1 + C˜
δ˜
2γ − δ˜ =
δ˜ + C˜
2γδ˜ − δ˜2
und somit
d
dδ˜
C2∆(δ˜) =
2γδ˜ − δ˜2 −
(
δ˜ + C˜
)
2
(
γ − δ˜
)
(
2γδ˜ + δ˜2
)2 .
Nullsetzen liefert unter Beachtung von 0 < δ < 2γ|ψ′′(ρ¯)| also 0 < δ˜ < 2γ:
2γδ˜ − δ˜2 = 2
(
δ˜ + C˜
)(
γ − δ˜
)
= 2γδ˜ − 2δ˜2 + 2γC˜ − 2C˜δ˜
⇐⇒ 0 = δ˜2 + 2C˜δ˜ − 2γC˜
⇐⇒ δ˜ = −C˜ +
√
C˜2 + 2γC˜.
Durch Ausrechnen der zweiten Ableitung von C∆(δ˜) besta¨tigt man leicht, daß es sich dabei
tatsa¨chlich um eine Minimalstelle handelt. Wir wa¨hlen also
δ =
δ˜
|ψ′′(ρ¯)|
=
1
|ψ′′(ρ¯)|
(
−2γ (C2ρ¯ − 1)+√4γ2 (C2ρ¯ − 1)2 + 4γ2 (C2ρ¯ − 1))
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=
2γ
|ψ′′(ρ¯)|
(
− (C2ρ¯ − 1)+
√(
C2ρ¯ − 1
)(
C2ρ¯ −
3
4
))
=
2γ
|ψ′′(ρ¯)|
− (C2ρ¯ − 1)+
√(
C2ρ¯ −
7
8
)2
− 1
64

Bei so gewa¨hltem δ respektive δ˜ ist
C2∆ =
√
C˜2 + 2γC˜(
2γ + C˜ −
√
C˜2 + 2γC˜
)(
−C˜ +
√
C˜2 + 2γC˜
)
=
1
2
√
C˜2 + 2γC˜
−4γC˜ − 2C˜2 + 2
(
C˜ + γ
)√
C˜2 + 2γC˜
=
1
2
(
C˜ + γ −
√
C˜2 + 2γC˜
)
=
1
2
(
γ − δ˜
) .
Fu¨r Cρ¯ → 1, also δ → 0 und somit auch δ˜ → 0, ergibt der obige Ausdruck als Grenzwert
erwartungsgema¨ß den Wert 12γ . Fu¨r Cρ¯ → ∞ gilt δ˜ → γ2 und somit C2∆ → 1γ . Fu¨r γ → 0
geht C2∆ gegen unendlich.
Insgesamt haben wir also:
‖αT ‖2L2(Ω) ≥
1
C2∆
T∫
t
‖∆α(s, .)‖2L2(Ω) ds
≥ 16γ
(C2ρ¯ − 78
)
−
√(
C2ρ¯ −
7
8
)2
− 1
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 T∫
t
‖∆α(s, .)‖2L2(Ω) ds.
Fu¨r die Gradienten-Abscha¨tzung benutzen wir die soeben gezeigten Abscha¨tzungen und
wieder die Youngsche Ungleichung:
T∫
t
‖∇α(s, .)‖2L2(Ω) ds =
T∫
t
(−∆α(s, .), α(s, .)) ds
≤ 1
2
T∫
t
1
δ
‖∆α(s, .)‖2L2(Ω) + δ ‖α(s, .)‖2L2(Ω) ds
≤ 1
2
‖αT ‖2L2(Ω)
[
C2∆
δ
+
2γδ
|ψ′′(ρ¯)|2
(
C2ρ¯ − 1
)]
Optimale Wahl von δ ist hier
√
C2∆|ψ′′(ρ¯)|2
2γ(C2ρ¯−1)
. Mit dieser Wahl folgt dann
T∫
t
‖∇α(s, .)‖2L2(Ω) ds ≤
√
C2∆2γ
(
C2ρ¯ − 1
)
|ψ′′(ρ¯)|2︸ ︷︷ ︸
:=C2∇
‖αT ‖2L2(Ω)
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Wir wenden uns nun der Abscha¨tzung von ∆2α = ∆β zu. Wie oben ist
d
dt
(T − t) ‖∆α(t, .)‖2L2(Ω) =
= −‖∆α(t, .)‖2L2(Ω) + 2(T − t)
(
∆α,∆2 (γ∆α− ψ′′(ρ¯)α))
= −‖∆α(t, .)‖2L2(Ω) + 2(T − t)
[
γ
∥∥∆2α∥∥2
L2(Ω)
− ψ′′(ρ¯) (∆α,∆2α)] .
Integration von t bis T und Umsortieren der Terme ergibt:
T∫
t
‖∆α(s, .)‖2L2(Ω) ds = (T − t) ‖∆α(t, .)‖2L2(Ω)
+ 2γ
T∫
t
(T − s)∥∥∆2α(s, .)∥∥2
L2(Ω)
ds
+ 2 |ψ′′(ρ¯)|
T∫
t
(T − s) (∆α,∆2α) ds
≥ (T − t) ‖∆α(t, .)‖2L2(Ω)
+ 2γ
T∫
t
(T − s)∥∥∆2α(s, .)∥∥2
L2(Ω)
ds
− 2 |ψ′′(ρ¯)|
T∫
t
(T − s)
[
1
δ
‖∆α(s, .)‖2L2(Ω) + δ
∥∥∆2α(s, .)∥∥2
L2(Ω)
]
ds
Daraus folgt(
1 +
2 |ψ′′(ρ¯)|T
δ
) T∫
t
‖∆α(s, .)‖2L2(Ω) ds ≥
≥ 2 (γ − δ |ψ′′(ρ¯)|)
T∫
t
(T − s)∥∥∆2α(s, .)∥∥2
L2(Ω)
ds
Diesmal ist 0 < δ < γ|ψ′′(ρ¯)| so zu wa¨hlen, daß
C2∆2(δ) := C
2
∆
1 +
2|ψ′′(ρ¯)|T
δ
2 (γ − δ |ψ′′(ρ¯)|)
minimal wird. Eine a¨hnlich Rechnung wie oben zeigt, daß fu¨r
δ = 2ψ′′(ρ¯)T +
√
4ψ′′(ρ¯)2T 2 + 2Tγ
oben definiertes C2∆2 minimal wird. Dann ist
C2∆2 =
C2∆
2
[
2ψ′′(ρ¯)
(
2ψ′′(ρ¯)T +
√
4ψ′′(ρ¯)2T 2 + 2γT
)
+ γ
]
und
T∫
t
(T − s)∥∥∆2α(s, .)∥∥2
L2(Ω)
ds ≤ C2∆2 ‖αT ‖2L2(Ω) .
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Die Konstante C2∆2 zeigt fu¨r γ → 0 das gleiche Verhalten wie C2∆:
lim
γ→0
C2∆2 =∞
Die Abscha¨tzung von ∇β = ∇∆α ist analog zum Fall ψ′′(ρ¯) ≥ 0:
T∫
t
(T − s) 12 ‖∇β(s, .)‖2L2(Ω) ds =
T∫
t
(T − s) 12 ‖∇∆α(s, .)‖2L2(Ω) ds
≤ δ
2
T∫
t
‖∆α(s, .)‖2L2(Ω) ds+
1
2δ
T∫
t
(T − s)∥∥∆2α(s, .)∥∥2
L2(Ω)
ds
≤ 1
2
(
δC2∆ +
C2∆2
δ
)
‖αT ‖2L2(Ω)
≤ C∆C∆2 ‖αT ‖2L2(Ω)
mit der optimalen Wahl von δ = C∆2C∆ .
Schließlich wollen wir wieder die Zeitableitung von α abscha¨tzen. Wie oben folgt aus der
expliziten Darstellung der Lo¨sung:
‖∂tα(t, .)‖2L2(Ω) ≤ maxx∈R−
[ (
γx2 − ψ′′(ρ¯)x)2 exp(2 (γx2 − ψ′′(ρ¯)x) (t− T ))︸ ︷︷ ︸
=:f(x)
]
‖αT ‖2L2(Ω) .
Fu¨r (T − t)ψ′′(ρ¯)2 ≥ 4γ hat f in R− nur ein lokales Maximum na¨mlich an der Stelle
xmax =
ψ′′(ρ¯)
2γ
−
√
ψ′′(ρ¯)2
4γ2
+
1
γ(T − t)
und hat den Wert 1(T−t)2e2 .
Im anderen Fall – also (T − t)ψ′′(ρ¯)2 < 4γ – ist auch an der Stelle
x′max =
ψ′′(ρ¯)
2γ
ein lokales Maximum vorhanden mit
f(x′max) =
(
ψ′′(ρ¯)2
4γ
)2
exp
(
2 (T − t) ψ
′′(ρ¯)2
4γ
)
Dann ist, da f am Rand von R− verschwindet
max
x∈R−
{
f(x)
}
= max
{ 1
(T − t)2e2 ,
(
ψ′′(ρ¯)2
4γ
)2
exp
(
2 (T − t) ψ
′′(ρ¯)2
4γ
)}
=
1
(T − t)2e2 max
{
1,
(
(T − t)ψ
′′(ρ¯)2
4γ︸ ︷︷ ︸
<1
)2
exp
(
1 + (T − t) ψ
′′(ρ¯)2
4γ︸ ︷︷ ︸
<1
)2}
≤ 1
(T − t)2e2 max
{
1, e4
}
≤ e
2
(T − t)2
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Also insgesamt
‖∂tα(t, .)‖2L2(Ω) ≤ max
{ 1
(T − t)2e2 ,
e2
(T − t)2
}
‖αT ‖2L2(Ω) =
e2
(T − t)2 ‖αT ‖
2
L2(Ω) .
Insgesamt haben wir die folgenden Abscha¨tzungen gezeigt:
• L2-Abscha¨tzung:
‖α(t, x)‖L2(Ω) ≤ Cρ¯ ‖αT ‖L2(Ω)
mit
Cρ¯ =
1, fu¨r ψ
′′(ρ¯) ≥ 0
exp
(
T (ψ′′(ρ¯))2
4γ
)
, fu¨r ψ′′(ρ¯) < 0
• Abscha¨tzung von Zeitintegralen von ∆α:
T∫
t
‖∆α(s, .)‖2L2(Ω) ds ≤ C2∆ ‖αT ‖2L2(Ω)
mit
C2∆ =

1
2γ , fu¨r ψ
′′(ρ¯) ≥ 0
1
16γ
1
(C2ρ¯− 78 )−
√
(C2ρ¯− 78 )
2− 164
, fu¨r ψ′′(ρ¯) < 0
• Abscha¨tzung von Zeitintegralen des Gradienten von α:
T∫
t
‖∇α(s, .)‖2L2(Ω) ds ≤ C2∇ ‖αT ‖2L2(Ω)
mit
C2∇ =

1
2ψ′′(ρ¯) , fu¨r ψ
′′(ρ¯) ≥ 0√
C2∆2γ(C2ρ¯−1)
ψ′′(ρ¯)2 , fu¨r ψ
′′(ρ¯) < 0
• Abscha¨tzung von Zeitintegralen von ∆2α:
T∫
t
(T − s)∥∥∆2α(s, .)∥∥2
L2(Ω)
ds ≤ C2∆2 ‖αT ‖2L2(Ω)
mit
C2∆2 =

1
4γ2 , fu¨r ψ
′′(ρ¯) ≥ 0
C2∆
2
[
2ψ′′(ρ¯)
(
2ψ′′(ρ¯)T+
√
4ψ′′(ρ¯)2T 2+2γT
)
+γ
] , fu¨r ψ′′(ρ¯) < 0
• Abscha¨tzung von Zeitintegralen des Gradienten von β:
T∫
t
(T − s) 12 ‖∇β(s, .)‖2L2(Ω) ds ≤ C∆C∆2 ‖αT ‖2L2(Ω)
• Abscha¨tzung der Norm der Zeitableitung von α:
‖∂tα(t, .)‖2L2(Ω) ≤ C2∂t
1
(T − t)2 ‖αT ‖
2
L2(Ω)
mit
C2∂t =
{
1
e2 , fu¨r ψ
′′(ρ¯) ≥ 0
e2, fu¨r ψ′′(ρ¯) < 0
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Kapitel 6
Numerische Ergebnisse
6.1 Ergebnisverifikation
In diesem Abschnitt widmen wir uns der Verifikation der implementierten Algorithmen.
Fu¨r das linearisierte Modell vergleichen wir die Interpolation der exakten Lo¨sung mit der
Finite-Element-Lo¨sung. Des weiteren untersuchen wir, ob die Implementation das erwartete
Skalierungsverhalten zeigt. Schließlich bescha¨ftigen wir uns mit der Frage, fu¨r welche τ und
h wir im Bereich der Asymptotik sind.
Das linearisierte Modell
Fu¨r die im diesem Abschnitt gezeigten Ergebnisse wurde als Nichtlinearita¨t
ψ(ρ) =
1
4
(ρ2 − 0.42)2
und also
ψ′′(ρ¯) = 3ρ¯2 − 0.16.
angenommen. Des weiteren war γ = 10−4 und Ω = [0, 1]2 das Einheitsquadrat.
Wie in Kapitel 2 gezeigt wurde, la¨ßt sich die linearisierte Cahn-Hilliard-Gleichung explizit
lo¨sen. Ist Ω = [0, 1]2 das Einheitsquadrat, so sind die Funktionen
lij = cos(ipix) cos(jpiy)
Eigenfunktionen des Laplaceoperators zum jeweiligen Eigenwert
λij = −(i2 + j2)pi2.
Wir wa¨hlen die Funktion
(6.1) 0.4 l22 = 0.4 cos(2pix) cos(2piy)
mit dem Eigenwert λ22 = −8pi2 als Startwert (siehe Abbildung 6.1) und erhalten als Lo¨sung
der Gleichung:
ρref (t, x, y) = 0.4 cos(2pix) cos(2piy) exp
((
ψ′′(ρ¯)λ22 − γλ222
)
t
)
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ψ′′(ρ¯) > 0
Level h τ
∥∥Inρ− ρh∥∥
L2(Ω)
EOCL2
∥∥Inρ− ρh∥∥
L∞(Ω) EOCL∞
10
√
2/32 20 · 10−4 9.94 · 10−4 24.25 · 10−4
11 1/32 10 · 10−4 5.50 · 10−4 1.707 13.34 · 10−4 1.724
12
√
2/64 5 · 10−4 2.52 · 10−4 2.250 6.18 · 10−4 2.220
13 1/64 2.5 · 10−4 1.39 · 10−4 1.712 3.65 · 10−4 1.519
14
√
2/128 1.25 · 10−4 0.64 · 10−4 2.23 2.27 · 10−4 1.370
ψ′′(ρ¯) < 0
Level h τ
∥∥Inρ− ρh∥∥
L2(Ω)
EOCL2
∥∥Inρ− ρh∥∥
L∞(Ω) EOCL∞
10
√
2/32 20 · 10−4 7.26 · 10−4 15.01 · 10−4
11 1/32 10 · 10−4 3.50 · 10−4 2.105 8.34 · 10−4 1.696
12
√
2/64 5 · 10−4 1.80 · 10−4 1.919 3.88 · 10−4 2.028
13 1/64 2.5 · 10−4 0.88 · 10−4 2.065 3.05 · 10−4 0.694
14
√
2/128 1.25 · 10−4 0.47 · 10−4 1.810 3.21 · 10−4 -0.147
Tabelle 6.1: Norm des tatsa¨chlichen Fehlers
Abbildung 6.1: Konzentration ρref (0)
Aufgrund der apriori-Abscha¨tzungen fu¨r Finite-Element-Approximationen von paraboli-
schen Gleichungen erwarten wir eine Abha¨ngigkeit des Fehlers der Art∥∥ρ− ρh∥∥
L2(Ω)
≈ ch2 + cτ + c.
Die in Tabelle 6.1 gezeigten Ergebnisse besta¨tigen dies sowohl fu¨r den Fall ψ′′(ρ¯) > 0 als
auch fu¨r ψ′′(ρ¯) < 0. Im ersten Fall war ρ¯ = −0.375 und im zweiten ρ¯ = 0. Eine Halbierung
von h und eine Viertelung von τ bewirken eine Viertelung des Fehlers, solange der konstante
Fehleranteil klein ist.
Skalierungsverhalten
Lo¨st ρ(t, x) die Cahn-Hilliard Gleichung auf [0, T ]×Ω zum Parameter γ und Anfangsdaten
ρ0(x), so la¨ßt sich daraus auch eine entsprechende Lo¨sung auf einem skalierten Gebiet mit
skalierter Zeit und vera¨ndertem Parameter γ konstruieren. Es sei
Ωˆ = λΩ Tˆ = λ2T
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xˆ = λx tˆ = λ2t
die Koordinatentransformation. Dann lo¨st
ρˆ(tˆ, xˆ) := ρ(
1
λ2
tˆ,
1
λ
xˆ) = ρ(t, x)
die Cahn-Hilliard Gleichung zum Parameter γˆ = λ2γ und Anfangsdaten ρˆ0(xˆ) := ρ0( xˆλ ) =
ρ0(x). Denn es ist ∆x = λ2∆xˆ und ∂t = λ2∂tˆ und somit:
∂tˆρˆ(tˆ, xˆ) =
1
λ2
∂tρ(t, x)
=
1
λ2
∆x
(
φ(ρ(t, x))− γ∆xρ(t, x)
)
= ∆xˆ
(
φ(ρˆ(tˆ, xˆ))− γˆ∆xˆρˆ(tˆ, xˆ)
)
.
(a) Starwert ρring
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(b) Verlauf der Energie
Abbildung 6.2: Testbeispiel fu¨r das Skalierungsverhalten
Dieses Skalierungsverhalten wollen wir experimentell nachvollziehen. Als Testproblem dafu¨r
wa¨hlen wir einen schrumpfenden Kreisring (siehe Abbildung 6.2(a)). Um glatte Anfangsda-
ten zu haben, approximieren wir das Profil der Phasengrenze in erster Ordnung duch eine
tanh-Funktion. Unser Startwert ist also mit r =
√
x2 + y2
ρring(r) =
{
− tanh( r−r1√γ ) fu¨r r > 12 (r1 + r2),
tanh( r−r2√γ ) fu¨r r ≤ 12 (r1 + r2),
wobei r1 der a¨ußere und r2 der innere Radius ist. Die Lo¨sung ist dabei durch stetiges Kleiner-
werden der beiden Radien gekennzeichnet. Dabei schrumpft der innere Kreis schneller als
der a¨ußere und verschwindet schließlich ganz. Der Zeitpunkt des endgu¨ltigen Verschwindens
ist dabei nur von r1, r2 und γ abha¨ngig. Konkret wa¨hlen wir r1 = 0.25, r2 = 0.075 und
γ = 10−5 sowie den Skalierungsfaktor λ = 2. Das Ergebnis ist in Abbildung 6.2(b) wieder-
gegeben. Dort werden der Verlauf des Energiefunktionals fu¨r die Referenzkonfiguration und
der entsprechend skalierte Energieverlauf der Lo¨sung des skalierten Problems verglichen.
Es ergibt sich exakte U¨bereinstimmung. Die Diskretisierung und die Implementierung der
Algorithmen zeigen also das gleiche Skalierungsverhalten wie das zugrundeliegende Problem.
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Asymptotik
Wir wollen untersuchen, wie klein wir h und
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(b) verschiedene Zeitschrittweiten
Abbildung 6.3: Verlauf der Energie
τ wa¨hlen mu¨ssen, um mit der berechne-
ten Lo¨sung im Bereich der Asymptotik zu
liegen. Wir berechnen also zu verschiede-
nen Gittern und Zeitschrittweiten Lo¨sun-
gen und vergleichen die entsprechende zeit-
liche Entwicklung. Da wir insbesondere an
der Abnahme des Energiefunktionals E in-
teressiert sind, nehmen wir dieses auch als
Indikator. Als erstes betrachten wir die in
Abbildung 6.4 gezeigte Entwicklung mit γ =
10−5 fu¨r verschieden feine uniforme Gitter
(von 10 bis 16fach verfeinertes Makrogitter)
und fu¨r ein adaptiv verfeinertes Gitter. Ab-
bildung 6.3(a) zeigt die Ergebnisse. Beim
U¨bergang von Level 10 zu Level 12 a¨ndert
sich der Verlauf noch deutlich. Dies weist
darauf hin, daß bei 10fach verfeinertem Ma-
krogitter die Phasengrenzen noch nicht hin-
reichend gut aufgelo¨st werden. Bei weite-
rer Verfeinerung – uniform oder adaptiv –
a¨ndert sich der Energieverlauf kaum noch.
Bezu¨glich der Zeitschrittweite sind die Er-
gebnisse in Abbildung 6.3(b) zusammenge-
faßt. Auf einem uniformen Gitter (14fach
verfeinert) wurden fu¨r verschiedene Zeitschritt-
weiten die Testevolution aus Abbildung 6.4
berechnet. Es zeigt sich, daß fu¨r τ = 10−3
die Entwicklung in ihrem zeitlichen Verlauf
noch nicht richtig wiedergegeben wird. Fu¨r
kleinere Zeitschrittweiten sind keine wesent-
lichen Unterschiede mehr feststellbar. Dies
deutet daraufhin, daß sich fu¨r diese Zeit-
schrittweiten der Algorithmus im Bereich
der Asymptotik befindet. Obwohl nicht aus-
geschlossen werden kann, daß sich bei weiterer Verfeinerung der Orts- oder Zeitschrittweite
die Ergebnisse signifikant a¨ndern, erscheint dies im Lichte der durchgefu¨hrten Tests eher
unwahrscheinlich.
Abbildung 6.4: Testbeispiel fu¨r Asymptotik
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6.2 Vergleich Cahn-Hilliard und Mullins-Sekerka Mo-
dell
Die in Abbildung (6.2(a)) gezeigte Ausgangssituation kann auch
r1
r2
Abbildung 6.5: Skizze
der Ausgangssituation
im Rahmen des Mullins-Sekerka Modells beschrieben werden, das
in der Einleitung kurz skizziert wurde. In [62] wird gezeigt, daß
der Verlauf der Radien sich als Lo¨sung der folgenden gewo¨hnlichen
Differentialgleichungen ergibt:
r˙1 = − σ4β2
1
r1
r1 + r2
r1r2 ln r1r2
r˙2 = − σ4β2
1
r2
r1 + r2
r1r2 ln r1r2
.
Dabei ist β der Parameter, der die Gestalt des W-Potentials
Ψ(ρ) =
1
4
(ρ2 − β2)2
bestimmt. σ ist gegeben durch
σ =
4
3
√
2
β3.
Setzt man dies ein, so ergibt sich:
r˙1 = − β
3
√
2
1
r1
r1 + r2
r1r2 ln r1r2
r˙2 = − β
3
√
2
1
r2
r1 + r2
r1r2 ln r1r2
.
Numerische Integration der gewo¨hnlichen Differentialgleichungen mit MATLAB ergab fu¨r
den Verlauf der Summe der Radien den in Abbildung 6.6(a) gezeigten Graphen. Dabei war
r1(0) = 0.25 und r2(0) = 0.025.
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(a) Mullins-Sekerka Modell
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(b) Cahn-Hilliard Modell
Abbildung 6.6: Verlauf der Radiensumme im Vergleich
In [3, 60] wird die Konvergenz des geeignet skalierten Cahn-Hilliard Modells gegen das
Mullins-Sekerka Modell gezeigt. Ist E das Energiefunktional des Cahn-Hilliard Modells
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aus (2.7), so konvergiert die Gro¨ße
1√
γσ
E → 2pi(r1 + r2)
gegen die La¨nge des Interfaces. Die Zeit wird dabei mit
√
γ skaliert. In Abbildung 6.6(b)
haben wir fu¨r verschiedene Werte von γ die Gro¨ße 12pi√γσE gegen
√
γt aufgetragen, wobei
t die Zeit im Cahn-Hilliard Modell bezeichnet. Fu¨r sehr kleine Werte von γ zeigt sich das
erwartet Verhalten.
6.3 Verhalten der Fehlerscha¨tzer
In diesem Abschnitt soll das Verhalten der in Kapitel 5 hergeleiteten Fehlerscha¨tzer un-
tersucht werden. Zuna¨chst interessiert uns die folgende Anwendung: Von einer gegebenen
Anfangskonfiguration ausgehend, wird mit festem, uniformen Gitter und fester Zeitschritt-
weite die linearisierte Cahn-Hilliard-Gleichung gelo¨st. Der Fehler zum Endzeitpunkt wird
mittels der hergeleiteten Fehlerscha¨tzer abgescha¨tzt. Fu¨r uniforme Gitter ist der Vergro¨be-
rungsfehler Elok,3 = 0. Des weiteren interessiert uns die durch die Fehlerscha¨tzer gesteuerte
adaptive Gitterverfeinerung. Generell wird sich zeigen, daß die Fehlerscha¨tzer die von ihrer
Gestalt her zu erwartenden Abha¨ngigkeiten von der Orts- und der Zeitschrittweite aufwei-
sen. Wie schon in Abschnitt 5.4 erwa¨hnt sind die Abscha¨tzungen teilweise a¨ußerst grob,
zeigen jedoch, welche Fehleranteile dominieren.
Das linearisierte Modell
Im folgenden vernachla¨ssigen wir den Fehler in den Anfangsdaten. Fu¨r die konstante Zeit-
schrittweite τ = 10−4 und die Endzeit T = 10−3 sind bei variierender Ortsdiskretisierung
die Scha¨tzwerte fu¨r den Gesamtfehler und die einzelnen Beitra¨ge dazu in Tabelle (6.2) wie-
degegeben.
ψ′′(ρ¯) > 0
Level h Fehlerscha¨tzer
√
c˜1Elok,1
√
c2Elok,2
√
c˜4Elok,4
√
c˜5Elok,5
14
√
2/128 0.7185 0.544245 4.982906e-07 0.173606 0.000645
16
√
2/256 0.1798 0.136214 9.700489e-08 0.043425 0.000161
18
√
2/512 0.0450 0.034143 2.292899e-08 0.010859 0.000040
20
√
2/1024 0.0115 0.008643 5.011175e-09 0.002719 0.000113
ψ′′(ρ¯) < 0
Level h Fehlerscha¨tzer
√
c˜1Elok,1
√
c2Elok,2
√
c˜4Elok,4
√
c˜5Elok,5
14
√
2/128 0.635664 0.481107 4.825217e-07 0.153163 0.001393
16
√
2/256 0.159783 0.121123 7.259697e-08 0.038311 0.000349
18
√
2/512 0.040725 0.031057 1.505581e-08 0.009580 0.000087
20
√
2/1024 0.011016 0.008498 3.129331e-09 0.002395 0.000122
Tabelle 6.2: Verhalten der Fehlerscha¨tzer bei variierender Ortsschrittweite
Zum einen fa¨llt dabei auf, daß eine Halbierung der Ortsschrittweite ungefa¨hr eine Vierte-
lung des gescha¨tzten Fehlers nach sich zieht, was nach der Gestalt der Fehlerscha¨tzer auch
zu Erwarten war. Zum anderen ist auffallend, daß es bedeutende Unterschiede bezu¨glich
der Gro¨ße zwischen den einzelnen Beitra¨gen gibt. So fa¨llt zum Beispiel der Zeitfehler, al-
so der zweite Fehlerscha¨tzerterm, praktisch u¨berhaupt nicht ins Gewicht. Auch der vierte
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Fehlerscha¨tzerterm, der auf den Kantenspru¨ngen des Gradienten von w basiert, ist deutlich
kleiner als die beiden hauptsa¨chlichen Beitra¨ge, na¨mlich c˜1Elok,1 und c˜4Elok,4.
ψ′′(ρ¯) > 0
τ Fehlerscha¨tzer
√
c˜1Elok,1
√
c2Elok,2
√
c˜4Elok,4
√
c˜5Elok,5
6.25 · 10−5 9.004809 6.825739 1.169674e-06 2.177736 0.001333
1.25 · 10−4 6.368675 4.827230 1.381947e-06 1.540111 0.001333
2.5 · 10−4 4.505018 3.414352 1.730316e-06 1.089330 0.001334
5 · 10−4 3.187731 2.415689 2.272899e-06 0.770705 0.001335
10−3 2.256987 1.710070 3.086199e-06 0.545576 0.001338
ψ′′(ρ¯) < 0
τ Fehlerscha¨tzer
√
c˜1Elok,1
√
c2Elok,2
√
c˜4Elok,4
√
c˜5Elok,5
6.25 · 10−5 32395.57 32269.47 1.415541e-06 126.095796 0.003513
1.25 · 10−4 22908.15 22818.98 1.417600e-06 89.166677 0.003514
2.5 · 10−4 16199.99 16136.93 1.425844e-06 63.055971 0.003516
5 · 10−4 11457.24 11412.64 1.458183e-06 44.595384 0.003518
10−3 8104.50 8072.95 1.580596e-06 31.545206 0.003521
Tabelle 6.3: Verhalten der Fehlerscha¨tzer bei variierender Zeitschrittweite zum Zeitpunkt
T = 0.01
In Tabelle (6.3) wird die Abha¨ngigkeit des Fehlerscha¨tzers von der Zeitschrittweite bei fester
Ortsschrittweite h =
√
2/128 gezeigt. Man erkennt, daß sich die beiden fu¨hrenden Fehler-
komponenten
√
c˜1Elok,1 und
√
c˜4Elok,4 wie 1√τ verhalten. Anders ausgedru¨ckt sie halbieren
sich bei Viertelung der Zeitschrittweite. Dieses Verhalten ist bei der Gestalt der Koeffizien-
ten c˜1 und c˜4 auch nicht anders zu erwarten. Die absolute Ho¨he der Fehlerscha¨tzer im Fall
ψ′′(ρ¯) < 0 erkla¨rt sich durch das exponentielle Anwachsen der Stabilita¨tskonstanten.
ψ′′(ρ¯) > 0
τ Fehlerscha¨tzer
√
c˜1Elok,1
√
c2Elok,2
√
c˜4Elok,4
√
c˜5Elok,5
6.25 · 10−5 0.879505 0.666701 1.090196e-07 0.212639 0.000164
1.25 · 10−4 0.878445 0.665819 1.861650e-07 0.212392 0.000234
2.5 · 10−4 0.876240 0.664060 3.325603e-07 0.211847 0.000332
5 · 10−4 0.871775 0.660569 6.178212e-07 0.210740 0.000466
10−3 0.862882 0.653691 1.176172e-06 0.208547 0.000643
ψ′′(ρ¯) < 0
τ Fehlerscha¨tzer
√
c1Elok,1
√
c2Elok,2
√
c4Elok,4
√
c5Elok,5
6.25 · 10−5 1937.108041 1929.570513 2.883123e-08 7.537362 0.000165
1.25 · 10−4 1939.944251 1932.394347 4.457693e-08 7.549667 0.000237
2.5 · 10−4 1945.650588 1938.077733 7.274355e-08 7.572514 0.000340
5 · 10−4 1957.195491 1949.577239 1.277792e-07 7.617763 0.000489
10−3 1980.828322 1973.117727 2.530472e-07 7.709885 0.000709
Tabelle 6.4: Fehlerscha¨tzer fu¨r einen Zeitschritt bei variierender Zeitschrittweite
In Tabelle (6.4) ist das Verhalten der Fehlerscha¨tzer fu¨r einen einzigen Zeitschritt variabler
Weite bei konstantem Gitter wiedergegeben (d.h. T = τ). Zu erkennen ist, daß der Zeitfehler√
c2Elok,2 bei kleiner werdender Zeitschrittweite in etwa linear abnimmt. Die Fehlerscha¨tzer
zeigen also die richtige Konsistenzordnung des Verfahrens. Allerdings ist der Zeitfehler der
mit Abstand kleinste Fehlerbeitrag, so daß die Ho¨he des Gesamtfehlerscha¨tzers kaum von der
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Zeitschrittweite abha¨ngt. Das Verhalten der beiden großen Fehlerscha¨tzerbeitra¨ge
√
c˜1Elok,1
und
√
c˜4Elok,4 la¨ßt sich dadurch erkla¨ren, daß im Fall ψ′′(ρ¯) > 0 die Lo¨sung im Zeitverlauf
gegla¨ttet wird. Bei gro¨ßeren Zeitschritten werden also glattere Lo¨sungen berechnet als bei
kleineren. Im Fall ψ′′(ρ¯) < 0 zeigt sich das umgekehrte Verhalten.
Da bei der Bestimmung der Konstanten CΠn = CM = 1 gesetzt wurden und der Anfangsfeh-
ler vernachla¨ssigt wurde, ist ein direkter quantitativer Vergleich zwischen tatsa¨chlichem und
gescha¨tztem Fehler nur bedingt mo¨glich. In Tabelle (6.7) sind zum einen der Fehlerscha¨tzer
als auch das Quadrat der Lo¨sung – allerdings in unterschiedlicher Skalierung – wiedergege-
ben.
Abbildung 6.7: Fehlerscha¨tzer und Quadrat der Konzentration zum Zeitpunkt T = 0.001
(unterschiedliche Skalierung)
Da die betrachtete Lo¨sung Eigenfunktion des Laplace-Operators ist und die dominierenden
Fehlerscha¨tzerterme diskrete Na¨herungen davon sind, ist die augenscheinliche Entsprechung
in Abbildung (6.7) auch nicht u¨berraschend. Der tatsa¨chliche Fehler
∫
s
(ρh − Inρ)2 dx hat
ebenfalls die gleiche Gestalt.
Das bisher betrachtete Beispiel ist nicht typisch fu¨r die im Cahn-Hilliard oder Cahn-Larche´
Modell auftretenden Konfigurationen. Fu¨r die in Abbildung 6.1 gezeigte Ausgangssituation
ergibt sich nichts, was getrennten Phasen und steilen U¨berga¨ngen a¨hnlich sieht. Um den
typischerweise auftretenden Situationen na¨herzukommen, betrachten wir als zweites Beispiel
den folgenden Startwert
(6.2)
13∑
j=0
1
2j + 1
cos
(
2pi
(
2j + 1
)
x+ pij
)
Die Ausgangssituation und die Entwicklung fu¨r den Fall ψ′′(ρ¯) < 0 ist in Abbildung 6.8
dargestellt. Bezu¨glich der Fehlerscha¨tzer interessiert uns hauptsa¨chlich die Frage, welche
Fehleranteile bei adaptivem Gitter welches Gewicht haben. Abbildung 6.9(a) zeigt das ad-
aptive Gitter zum Endzeitpunkt (T=0.01). Deutlich ist zu erkennen, daß die Phasengrenzen
verfeinert wurden und daß demnach dort die Fehlerbeitra¨ge als am gro¨ßten gescha¨tzt wur-
den. Tabelle 6.5 zeigt die unterschiedlichen Fehlerbeitra¨ge. Es ist festzustellen, daß das innere
Residuum und in geringerem Maße der Gradientensprung der Konzentration die dominanten
Fehleranteile sind. Der Zeitfehler ist dagegen nahezu bedeutungslos.
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(a) Startwert (b) t=0.001 (c) t=0.01
Abbildung 6.8: Verlauf der Lo¨sung (ψ′′(ρ¯) < 0)
(a) linearisierte Cahn-Hilliard Gleichung (b) Cahn-Hilliard Gleichung
Abbildung 6.9: Adaptives Gitter zum Endzeitpunkt
ψ′′(ρ¯)− whn ρhn − Inρhn−1
[∇ρhn]e [∇whn]e Inρhn−1 − ρhn−1
2.8925 1.536 · 10−6 6.0443 · 10−1 1.3703 · 10−3 1.2504 · 10−3
Tabelle 6.5: Fehlerscha¨tzer fu¨r die adaptive Rechnung
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Das Cahn-Hilliard Modell
Wir betrachten das gleiche Beispiel wie im li-
Abbildung 6.10: Adaptives Gitter
nearisierten Fall, das heißt der Anfangswert war
durch 6.1 gegeben. Als erstes untersuchen wir,
wie der gescha¨tzte Fehler sich fu¨r unterschied-
lich feine uniforme Gitter verha¨lt. Die Ergebnis-
se sind in Tabelle 6.6 wiedergegeben. Als zwei-
tes betrachten wir Ergebnisse, die mit dem ad-
aptiven Algorithmus aus Abschnitt 3.5 erzeugt
worden sind. Fu¨r eine gegebene Toleranz von
885 sind die Fehlerbeitra¨ge im oberen Teil von
Tabelle 6.7 dargestellt. Das zugeho¨rige Gitter
zum Endzeitpunkt ist in Abbildung 6.10 gezeigt.
Dieses Gitter hat 46185 Knoten, wobei der Feh-
ler mit dem uniformen Gitter mit 66049 Kno-
ten vergleichbar ist. Auch fu¨r das Cahn-Hilliard
Modell wollen wir das zweite Beispiel mit dem
Startwert (6.2) analysieren. Abbildung 6.9(b) zeigt
das adaptive Gitter und der untere Teil von Ta-
belle 6.7 die Werte der einzelnen Komponenten.
Es fa¨llt auf, daß das die Verfeinerung im nichtlinearen Fall sta¨rker auf die Phasengrenzen
konzentriert ist als im linearisierten Fall. Dies ist Folge der in Abschnitt 3.5 erla¨uterten
Heuristik zur Scha¨tzung der Stabilita¨tskonstanten des dualen Problems. Dies hat auch zur
Folge, daß die absoluten Werte der Fehlerscha¨tzer deutlich gro¨ßer sind.
Level Anzahl Knoten Gesamtfehler ψ′(ρhn)− whn ρhn − Inρhn−1
14 16641 3.518223e+03 3.494707e+03 8.658785e-07
16 66049 8.854629e+02 8.795775e+02 7.848744e-08
18 263169 2.210307e+02 2.195596e+02 1.624602e-08
20 1050625 5.524541e+01 5.487763e+01 3.515705e-09
Level Anzahl Knoten
[∇ρhn]e [∇whn]e Inρhn−1 − ρhn−1
14 16641 2.351425e+01 6.753194e-04 5.468509e-04
16 66049 5.885056e+00 1.690928e-04 1.361633e-04
18 263169 1.471047e+00 4.230021e-05 3.400636e-05
20 1050625 3.677556e-01 1.058207e-05 8.499445e-06
Tabelle 6.6: Fehlerscha¨tzer fu¨r unterschiedliche feine uniforme Gitter
1. Beispiel
Gesamtfehler ψ′(ρhn)− whn ρhn − Inρhn−1
[∇ρhn]e [∇whn]e Inρhn−1 − ρhn−1
8.570972e+02 8.494003e+02 2.256839e-06 7.692923e+00 1.589555e-03 2.398574e-03
2. Beispiel
Gesamtfehler ψ′′(ρ¯)− whn ρhn − Inρhn−1
[∇ρhn]e [∇whn]e Inρhn−1 − ρhn−1
2.0528 · 103 2.0364 · 103 8.4151 · 10−4 1.6161 · 101 2.3781 · 10−1 1.6833 · 10−2
Tabelle 6.7: Fehlerscha¨tzer fu¨r die adaptive Rechnung
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Das Cahn-Larche´ Modell
In diesem Abschnitt untersuchen wir die zusa¨tzlichen Fehlerbeitra¨ge, die sich durch das Ela-
stizita¨tssystem ergeben. Wir betrachten dabei den Fall homogener, anisotroper Elastizita¨t
mit dem Elastizita¨tstensor
C11 = 2 C12 = 1 C44 = 10
und rechnen die beiden Beispiele (6.1) und (6.2) bis zur Zeit T = 0.01. Tabelle 6.8 zeigt die
Werte der Fehlerscha¨tzerkomponeneten am Ende der Rechnung.
(a) Spur der Spannung (blau ¡ 0, gru¨n ¿
0)
(b) Graph der Konzentration
Abbildung 6.11: Negative Anisotropie des Elastizita¨tstensors
Beispiel Gesamtfehler ψ′′(ρ¯)− whn ρhn − Inρhn−1
(6.1) 6.5346 · 102 6.46 · 102 3.1355 · 10−5
(6.2) 3.3863 · 103 3.3648 · 103 8.1224 · 10−4
Beispiel
[∇ρhn]e [∇whn]e Inρhn−1 − ρhn−1 Elastizita¨t
(6.1) 7.2954 5.31 · 10−2 3.69 · 10−3 1.02 · 10−1
(6.2) 2.1146 · 101 2.4 · 10−1 1.46 · 10−2 9.5 · 10−2
Tabelle 6.8: Fehlerscha¨tzer fu¨r adaptive Rechnung mit Elastizita¨t
Bei fast allen Fehlerscha¨tzerbeitra¨gen la¨ßt sich anhand der Lo¨sung intuitiv recht gut ent-
scheiden, wo große Fehlerbeitra¨ge auftreten und wo nicht. Eine Ausnahme davon bildet der
Beitrag des Elastizita¨tssystems aufgrund des darin auftretenden Spannungsterms. Bei ani-
sotroper Elastizita¨t treten Effekte mit großer Reichweite auf und es nicht auf den ersten
Blick klar, wo hohe Spannungen auftreten und wo nicht. Um eine bessere Vorstellung von
der Gestalt der Elastizita¨tskomponente der Fehlerscha¨tzer zu bekommen, betrachten wir das
Beispiel (6.2) einmal mit positiver und einmal mit negativer Elastizita¨t. Im Falle negativer
Elastizita¨t (mit dem oben angegebenen Elastizita¨tstensor) sind die beiden Phasengrenzen
energetisch gu¨nstig ausgerichtet, wa¨hrend im positiven Fall, mit dem Elastizita¨tstensor ge-
geben durch
C11 = 10 C12 = 1 C44 = 1
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die Phasengrenzen genau falsch liegen. In den Abbildungen 6.11 und 6.12 sind jeweils die
Spur der Spannung, also einer der Beitra¨ge des Elastizita¨tssystems und die Konzentration
wiedergegeben. Der andere Beitrag ist die Norm des Gradienten der Konzentration. Wie
erwartet ist im Falle negativer Anisotropie der Fehlerbeitrag nicht in der Umgebung um die
Phasengrenze konzentriert.
(a) Spur der Spannung (blau¡0, gru¨n¿0)
(b) Graph der Konzentration
Abbildung 6.12: Positive Anisotropie des Elastizita¨tstensors
6.4 Vergro¨berungsraten und Geschwindigkeit der Evo-
lution
Eine der aus Sicht der Anwendung gesehen wichtigsten Fragen ist die nach der langfristi-
gen Geschwindigkeit der Evolution. Da sich die makroskopischen Eigenschaften der Legie-
rung mit zunehmender Vergro¨berung der Mikrostruktur vera¨ndern – und zwar meistens
verschlechtern – ist das Versta¨ndnis der Faktoren, die die Vergro¨berungsgeschwindigkeit
beeinflussen, eines der Hauptziele der Modellierung.
Als Maß fu¨r die Geschwindigkeit der Vergro¨berung nehmen wir die Rate, mit der die Ener-
gie (2.7) abnimmt. Andere Maße wie zum Beispiel die Abnahme der Partikelzahl pro Fla¨che,
die Zunahme der durchschnittlichen Partikelgro¨ße oder des durchschnittlichen Abstandes
zwischen Partikeln sind denkbar, haben aber den Nachteil, dass eine genaue Bestimmung
von Partikelgro¨ßen und Radien problematisch ist, insbesondere im Falle des Verschwindens
und des Zusammenstoßens von Partikeln.
Stattdessen nehmen wir den Wert des Energiefunktionals (2.7) als Maß fu¨r die Grobheit der
Mikrostruktur. Der Zusammenhang zu den anderen Grobheitsmaßen ist wie folgt: Nachdem
die Phasentrennung abgeschlossen ist, tragen nur noch die Phasenu¨berga¨nge wesentlich zur
Energie bei. Dieser Beitrag ist proportional zur La¨nge des Interfaces und somit proportional
zur Summe der Umfa¨nge der Partikel. Dies wiederum ist – proportional zum Produkt aus
der Anzahl der Partikel N und dem durchschnittlichen Partikelradius r¯. Da das Volumen
beider Phasen konstant ist, gilt
Nr¯2 ≈ C
und somit
E ∼ Nr¯ ∼ N 1√
N
=
√
N.
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Da das Mullins-Sekerka Modell unter der Skalierung x→ λx, t→ λ3t invariant ist, erwartet
man, daß in diesem Modell die charakteristische La¨nge wie t1/3 wa¨chst. Wegen der Erhaltung
des Phasenvolumens bedeutet dies, daß die Energie sich wie t−1/3 verhalten sollte. Fu¨r
das Cahn-Hilliard Modell erwarten wir analoges Verhalten. Es zeigt sich jedoch, daß es in
Abha¨ngigkeit von den Startwerten eine sehr lange Einschwingzeit gibt, bis sich die erwartete
Vergro¨berungsrate einstellt. Zuna¨chst beschra¨nken wir uns auf den Fall ohne Elastizita¨t. Den
Einfluß der Elastizita¨t auf die Vergro¨berungsrate untersuchen wir im na¨chsten Abschnitt.
Anfangsdaten: Gesto¨rte homogene Mischung
(a) t = 0.01 (b) t = 0.05 (c) t = 1.5 (d) t = 3
0.001
0.01
0.1
1
0.0001 0.001 0.01 0.1 1
energy
C t^-1/3
C t^-1/4
(e) Verlauf der Energie
energy
C t^-1/3
C t^-1/4
(f) spa¨tes Stadium
Abbildung 6.13: Anfangsdaten: Gesto¨rte homogene Mischung
Abbildung 6.13 zeigt eine Evolution bei der sich die Verteilung der Partikel aus der spi-
nodalen Entmischung ergibt. Ω war das Quadrat [0, 3] × [0, 3] und als Parameter fu¨r das
Energiefunktional haben wir γ = 10−5 und β = 0.4 gewa¨hlt. Die Zeitschrittweite war kon-
stant 5·10−4 und die zugrundeliegenden Gitter wurden mit der in Abschnitt 3.5 dargestellten
Heuristik adaptiv verfeinert. Im Gegensatz zur linken unteren Seite von Abbildung 6.13, wo
die Energie wie t−
1
4 abnimmt, beobachten wir ein Verhalten, das in Abbildung 6.13 rechts
unten dargestellt ist. Nach sehr langer Zeit (t > 7) a¨ndert sich die Abklingrate der Energie.
Es zeigen sich Zeitabschnitte, in denen die Energie wie E ≈ Ct− 13 abnimmt, und dazwi-
schen gibt es kurzzeitig ein schnelleres Absinken der Energie. Diese Zeiten sind durch das
Verschwinden von Partikeln gekennzeichnet, wa¨hrend zwischen diesen Stufen der Verlauf
der Entwicklung aus Wachsen und Schrumpfen der Partikel besteht.
Die U¨bergangszeit ab der sich die erwartete Vergro¨berungsrate einstellt, ist drastisch ku¨rzer,
wenn bei den Anfangsdaten beide Phasen den gleichen Massenanteil haben. Wa¨hrend in der
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(a) t = 0.025 (b) t = 0.125 (c) t = 1.25 (d) t = 4.875
Abbildung 6.14: Verlauf mit gleichen Massenanteilen
0.001
0.01
0.01 0.1 1
energy equal mass fractions
C t^-1/3
Abbildung 6.15: Verlauf der Energie mit gleichen Massenanteilen
obigen Rechnung die Massenanteile 60:40 waren, sind in der in Abbildung 6.14 die Mas-
senanteile gleich. Die u¨brigen Parameter waren dieselben wie bei der ersten Rechnung. Es
ist deutlich zu sehen, daß sich, schon kurz nachdem sich die Phasentrennung vollzogen hat,
das System entsprechend der erwarteten Vergro¨berungsrate verha¨lt. Bemerkenswert ist, daß
sich in der U¨bergangszeit ein anderes exponentielles Wachstumsverhalten einstellt. Im ersten
Beispiel (Abbildung 6.13 unten) gilt fu¨r die U¨bergangszeit E ≈ Ct− 14 . Bei anderen Rech-
nungen sind in Abha¨ngigkeit vom Verha¨ltnis der Massen der Phasen Exponenten zwischen
− 16 und − 13 aufgetreten.
Anfangsdaten: Gesetzte Partikel
Ein ganz a¨hnliches Verhalten zeigt sich, wenn man von Anfangsdaten mit zufa¨llig gesetzten
Partikeln ausgeht. In der in Abbildung 6.16 gezeigten Rechnung wurden als Anfangsdaten
2000 kreisfo¨rmige Partikel gesetzt, deren Mittelpunkte und Radien zufa¨llig gewa¨hlt wurden.
Dabei waren die Radien in dem Intervall [0, 0.02] gleichverteilt. Der untere Teil von Abbil-
dung 6.16 zeigt den Verlauf der Energie. Auch hier stellt sich nach einer la¨ngeren U¨ber-
gangszeit das erwartete Verhalten ein. Allerdings gibt es im Gegensatz zu oben wa¨hrend der
U¨bergangszeit kein exponentielles Abklingen der Energie.
Anfangsdaten: Gesetzte Partikelstu¨mpfe
Schließlich betrachten wir Anfangsdaten, bei denen spinodale Entmischung stattfindet aber
die Verteilung der Partikel in gewisser Weise vorbestimmt ist (siehe Abbildung 6.17). Als
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(a) t = 0.0125 (b) t = 0.25 (c) t = 2.25 (d) t = 6.7
0.001
0.01
0.1
0.01 0.1 1 10
energy (set particles)
t^-1/3
(e) Verlauf der Energie
0.001
0.01
energy (set particles)
t^-1/3
(f) spa¨tes Stadium t ∈ [3, 7]
Abbildung 6.16: Anfangsdaten: Gesetzte Partikel
Partikelstumpf bezeichnen wir ein kreisfo¨rmiges Gebiet, in dem die Konzentration etwas
ho¨her als in der umgebenden homogenen Mischung ist, aber sowohl die Konzentration dieser
Mischung als auch die Konzentration im Inneren von den Minima von Ψ deutlich verschieden
ist. Auch hier ergibt sich eine U¨bergangszeit von signifikanter La¨nge, die jedoch ku¨rzer ist,
als beim Fall gesetzter Partikel oder der gesto¨rten homogenen Mischung.
Insgesamt ist festzustellen, daß sich zwar letztendlich in allen Fa¨llen die erwartete Vergro¨be-
rungsrate einstellt, aber in Abha¨ngigkeit von der Ausgangsverteilung der Partikel eine lange
U¨bergangszeit typisch ist.
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(a) t = 0.025 (b) t = 0.0375 (c) t = 1.25 (d) t = 5.5
0.001
0.01
0.01 0.1 1
energy set particle seeds
C t^-1/3
(e) Verlauf der Energie
0.001
0.01
energy set particle seeds
C t^-1/3
(f) spa¨tes Stadium t ∈ [3, 7]
Abbildung 6.17: Anfangsdaten: Gesetzte Partikelstu¨mpfe
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6.5 Effekte der Elastizita¨t
Auswirkung auf die Gestalt der Mikrostruktur
Der U¨bergang vom Cahn-Hilliard zum Cahn-Larche´ Modell durch Einbeziehung von Ela-
stizita¨t hat im Fall von Anisotropie oder Inhomogenita¨t deutliche Auswirkungen auf die
sich ergebende Mikrostruktur. Nur im Falle homogener und isotroper Elastizita¨t sind die
Ergebnisse beider Modelle qualitativ gleich.
Ausrichtung der Phasengrenzen
Als ersten Effekt der Elastizita¨t betrachten wir den Fall kubischer Anisotropie des Elasti-
zita¨tstensors, der zur Ausrichtung von Phasengrenzen entlang der Koordinatenrichtungen
fu¨hrt.
Abbildung 6.18: Effekt homogener, anisotroper Elastizita¨t
Auswirkung auf die spinodale Entmischung
Der Effekt kubischer Anisotropie kann schon
Abbildung 6.19: Links: ohne Elastizita¨t,
rechts: mit anisotroper, homogener Elastizita¨t
umittelbar nach der spinodalen Entmischung
beobachtet werden (siehe Abbildung 6.19).
Der Vergleich zwischen der Entwicklung mit
und ohne Elastizita¨t macht deutlich, daß
die anisotrope Elastizita¨t schon wa¨hrend der
spinodalen Entmischung eine signifikante Rol-
le spielt. In [34] konnte dieses Verhalten er-
kla¨rt werden. Startet man mit einer zufa¨lli-
gen Sto¨rung einer homogenen Mischung, so
wird die Dynamik des Systems wa¨hrend der
Entmischung durch eine invariante Manig-
faltigkeit dominiert, die tangential zu den
instabilsten Eigenvektoren des linearisierten Evolutionsoperators ist. Im Falle kubischer Ani-
sotropie sind in den instabilsten Eigenvektoren deutlich die Vorzugsrichtungen zu erkennen.
Um dies zu verdeutlichen, haben wir die Fouriertransformierte der Konzentration gegen
Ende des Entmischungsvorgangs berechnet. Dabei haben wir das FFTW-Software Packet
verwendet (siehe http://www.fftw.org).
Zuna¨chst betrachten wir den Fall ohne Elastizita¨t. Abbildung 6.20 zeigt, daß wa¨hrend der
Entmischung Koeffizientenvektoren in einem Ringbereich am sta¨rksten angeregt werden.
Weder das Bild der Konzentration noch das der Fourierkoeffizienten zeigt irgendwelche Vor-
zugsrichtungen.
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Abbildung 6.20: Betrag der Fourierkoeffizienten (links), Vorzeichen der Konzentration
(rechts), ohne Elastizita¨t
Abbildung 6.21: Betrag der Fourierkoeffizienten (links), Vorzeichen der Konzentration
(rechts), positive Anisotropie des Elastizita¨tstensors;
Im Gegensatz dazu ist im Fall postiver (Abbildung 6.21) oder negativer Elastizita¨t (Abbil-
dung 6.22) deutlich zu sehen, daß Koeffizientenvektoren in bestimmten Bereichen am sta¨rk-
sten angeregt werden. Den angeregten Moden entsprechen Muster in der Konzentration, bei
denen die kubische Anisotropie deutlich zu sehen ist.
Bei den drei oben gezeigten Rechnungen war Ω das Einheitsquadrat und es wurden peri-
odische Randbedingungen verwendet. Beide Phasen hatten gleichen Massenanteile und es
war γ = 10−6. Als elastische Parameter haben wir im Falle positiver Anisotropie C11 = 10,
C12 = 1, C44 = 1 und e =
√
2
10 verwendet, wa¨hrend im Falle negativer Elastizita¨t C11 = 2,
C12 = 1, C44 = 100 und e = 0.2 gewa¨hlt wurde.
Ausrichtung und Abstoßung von Partikeln
Ein Effekt, der ausschließlich bei inhomogener Elastizita¨t zu beobachten ist, ist die Aus-
richtung von Partikeln aneinander und die Abstoßung von Partikeln. Wie in der Abbil-
dung 6.23 zu sehen ist, richten sich zwei Partikel aneinander aus und plazieren sich in
maximalem Abstand voneinander (bei periodischen Randbedingungen). Ohne inhomogene
Elastizita¨t wu¨rden sich beide Partikel rasch vereinigen. Derselbe Effekt kann auch in weni-
ger ku¨nstlichen Situationen beobachtet werden. In Abbildung 6.24 wurde unter periodischen
Randbedingungen von zufa¨llig positionierten, jeweils gleich großen Partikeln ausgegangen.
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Abbildung 6.22: Betrag der Fourierkoeffizienten (links), Vorzeichen der Konzentration
(rechts), negative Anisotropie des Elastizita¨tstensors;
Abbildung 6.23: Effekt inhomogener, anisotroper Elastizita¨t: Ausrichtung und Abstoßung
von Partikeln
Das Rechengebiet war das Einheitsquadrat, es wurde jedoch um den Aufreihungseffekt zu
verdeutlichen in der Darstellung einmal kopiert. Dieselben Effekte finden sich auch in Rech-
nungen, die von der spinodalen Entmischung ausgehen (siehe Abbildung 6.25).
Verha¨ltnis Matrix- zu Partikelphase
Das Cahn-Hilliard Modell ist bezu¨glich der beiden Phasen symmetrisch in dem Sinne, daß,
wenn man den Startwert mit −1 multipliziert, die Entwicklung bis auf die Vertauschung
der Phasen identisch verla¨uft. Sind die Massenanteile der beiden Phasen gleich, so ist es
unmo¨glich zu entscheiden, welche Phase die Partikelphase und welche die Matrixphase ist
(vgl. Abbildung 6.14). In manchen Bereichen formt die eine Phase Partikel, wa¨hrend an-
derswo die gleiche Phase umgebende Matrix darstellt. Ist das Massenverha¨ltnis ungleich,
so formt immer die kleinere Phase die Partikel. Diese Regel kann durch Minimierung der
Phasengrenzen erkla¨rt werden.
Ein interessanter, theoretisch noch unverstandener, Effekt ist, daß beim Cahn-Larche´ Modell
mit inhomogener Elastizita¨t eine andere Regel u¨ber die Partikelbildung entscheidet. Numeri-
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(a) t=0.005 (b) t=0.125
(c) t=0.25 (d) t=0.5
(e) t=1 (f) t=2
Abbildung 6.24: Effekt inhomogener, anisotroper Elastizita¨t: Ausrichtung und Abstoßung
von Partikeln
sche Experimente zeigen, daß immer die elastisch ha¨rtere Phase die Partikel bildet, wa¨hrend
die weichere Phase die umgebende Matrix formt. In Abbildung 6.26 sind zwei Rechnungen
mit identischen Anfangswerten gezeigt. Alle Parameter bis auf die Elastizita¨tstensoren der
beiden reinen Phasen sind bei beiden Rechnungen gleich. Die Elastizita¨tstensoren der bei-
den reinen Phasen sind jeweils vertauscht, so daß in der linken Evolution die massenreichere
Phase die elastisch ha¨rtere ist, wa¨hrend rechts diese Phase die elastisch weichere ist. Auch
hier kann man die Ausrichtung der Partikel aneinander beobachten.
In Abbildung 6.27 wurde als Startwert eine Konfiguration mit Partikeln aus der elastisch
weicheren Phase gewa¨hlt. Im Laufe der Entwicklung kehrt sich das Verha¨ltnis von Matrix-
und Partikelphase jedoch um.
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Abbildung 6.25: Evolution mit inhomogener, anisotroper Elastizita¨t
(a) (b)
Abbildung 6.26: Verha¨ltnis Matrix- zu Partikelphase: Die elastisch ha¨rtere Phase formt die
Partikel.
Abbildung 6.27: Effekt inhomogener, anisotroper Elastizita¨t: Wechsel von Matrix- und Par-
tikelphase
99
Auswirkung der Elastizita¨t auf die Vergro¨berungsrate
Schließlich mo¨chten wir die Auswirkungen der Elastizita¨t auf die Vergro¨berungsrate unter-
suchen. Um die Ergebnisse mit den Resultaten des Cahn-Hilliard Modells vergleichen zu
ko¨nnen, betrachten wir den nicht-elastischen Anteil der Energie. Wie zu Beginn des Ab-
schnitts 6.4 ausgefu¨hrt, ist typischerweise – das heißt nach der spinodalen Entmischung –
der nicht-elastischen Anteil der Energie in den Phasengrenzen konzentriert. Der elastische
Anteil hingegen la¨ßt sich im allgemeinen nicht auf einfache Art lokalisieren.
0.001
0.01
0.1
0.01 0.1 1
 inhomogen/anisotrop
 inhomogen/isotrop
 homogen/anisotrop
 homogen/isotrop
 ohne Elastizitaet
 C t^-1/3
Abbildung 6.28: Verlauf des nichtelastischen Anteils der Energie
Abbildung 6.28 zeigt die entsprechenden Verla¨ufe fu¨r verschiedene Fa¨lle. Die obersten beiden
Kurven, also die mit der langsamsten Vergro¨berung, geho¨ren zu Rechnungen mit inhomoge-
ner Elastizita¨t. Die na¨chst schnelleren Kurven beziehen sich auf Rechnungen mit homogener
Elastizita¨t, wa¨hrend der schnellste Abfall der Energie bei der Rechnung ohne Elastizita¨t zu
verzeichnen war. Ob die Elastizita¨t isotrop oder anisotrop ist, scheint auf die Vergro¨berungs-
rate kaum Einfluß zu haben.
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