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Abstract. We use two families of parameters {(ǫxj , ǫtj ) | ǫxj ,tj = ±1, j = 1, 2, ..., n} to introduce
a unified novel two-family-parameter system (simply called Q
(n)
ǫx~n
,ǫt~n
system), connecting integrable
local, nonlocal, novel mixed-local-nonlocal, and other nonlocal vector nonlinear Schro¨dinger (VNLS)
equations. The Q
(n)
ǫx~n
,ǫt~n
system with (ǫxj , ǫtj ) = (±1, 1), j = 1, 2, ..., n is shown to possess Lax
pairs and infinite number of conservation laws. Moreover, we also analyze the PT symmetry of the
Hamiltonians with self-induced potentials. The multi-linear forms and some symmetry reductions
are also studied. In fact, the used two families of parameters can also be extended to the general
case {(ǫxj , ǫtj )|ǫxj = e
iθxj , ǫtj = e
iθtj , θxj , θtj ∈ [0, 2π), j = 1, 2, ..., n} to generate more types of
nonlinear equations. The idea used in this paper can also be applied to other local nonlinear evolution
equations such that novel integrable and non-integrable nonlocal and mixed-local-nonlocal systems
can also be found.
Keywords: Two-family-parameter; local, nonlocal, and mixed-local-nonlocal VNLS equations; Lax
pair; conservation laws; PT symmetry; symmetry reductions
I. INTRODUCTION
Since a family of non-Hermitian parity-time (PT )-symmetric Hamiltonians H = p2+x2(ix)ν with ν being a real
constant was first shown by Bender and Boettcher [1] to admit entirely real spectra, the PT -symmetric subject
has been paid more and more attention (see Refs. [1, 2] and references therein). Here the parity reflection operator
P : x → −x is linear whereas the time reflection operator T : t → −t, i → −i is anti-linear [1, 2]. On one hand,
some linear and nonlinear equations with a variety of PT -symmetric potentials have been studied such as the
Scarf-II potential, harmonic-Gaussian potential, rational potential [3, 4]. On the other hand, the PT -symmetric
local extensions of nonlinear wave equations have been explored such as the KdV equation [5], Burgers equation
and short-pulse equation [6]. Recently, a new integrable nonlocal NLS equation was presented [7], in which the self-
included potential is PT symmetric for the fixed time. After that, we first introduced the new two-parameter (ǫx, ǫt)
local and nonlocal vector NLS equations (Q(n)ǫx,ǫt system) [8] and its general form (G(n)ǫx,ǫt system) [9]. Moreover,
Q(n)ǫx,ǫt and G(n)ǫx,ǫt systems were shown to be Lax integrable for (ǫx, ǫt) = (1, 1), (−1, 1). Particularly, we found that
integrable nonlocal single- and two-component NLS equations had novel rational soliton-like structures [10]. The
stable nonlinear modes for the nonlocal NLS equation under the PT -symmetric potentials were also found [11].
After that, other types of nonlocal equations were also studied [12].
To the best of our knowledge, all nonlinearities in the known nonlinear integrable systems are either local
or nonlocal. A natural problem is whether there exist some nonlinear integrable systems with both local and
nonlocal nonlinearities. In this paper, we will introduce two families parameters {(ǫxj , ǫtj )|j = 1, 2, ..., n} to first
present new nonlinear evolution hierarchy Q(n)ǫx~n ,ǫt~n . In particularly, a hierarchy of novel one-family-parameter
nonlinear integrable systems was presented based on a new symmetry reduction in the no-reduction Lax pair of
the AKNS hierarchy [13]. The new integrable hierarchy contains the local, nonlocal, and mixed-local-nonlocal
systems. Moreover, we study their infinite number of conservation laws, and symmetry reductions. This letter
can be regarded as the further development of the previous series of papers about the local and nonlocal vector
NLS equations [8, 9]. It should be pointed out that the idea of two families of parameters used in this paper can
also be applied to find new local, nonlocal, and mixed-local-nonlocal systems of other wave equations such as the
higher-order AKNS hierarchy including vector KdV equation, vector mKdV equations, and vector sine/sinh-Gordon
equations, vector DS equations, vector short-pulse equations, vector KP equation, discrete systems, etc..
∗
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2II. A UNIFIED NEW TWO-FAMILY-PARAMETER NONLINEAR EVOLUTION HIERARCHY
We here introduce a hierarchy of unified two-family-parameter {(ǫxj , ǫtj )|j = 1, 2, ..., n} nonlinear evolution
equations (shortly called Q(n)ǫx~n ,ǫt~n system)
iQt(x, t) = −Qxx(x, t) + 2Q(x, t)Q†(ǫx~nx, ǫt~nt)ΛQ(x, t), x, t ∈ R, (1)
where Q(x, t) = (q1(x, t), q2(x, t), · · · , qn(x, t))T is a complex-valued column vector function, the vector function
Q(ǫx~nx, ǫt~nt) is defined by Q(ǫx~nx, ǫt~nt) = (q1(ǫx1x, ǫt1t), q2(ǫx2x, ǫt2t), · · · , qn(ǫxnx, ǫtnt))T with ǫxj,tj = ±1
being symmetric parameters, Λ = diag(σ1, σ2, · · · , σn) with σj = ±1 denoting the real-valued self-focusing (−)
and defocusing (+) nonlinear interactions for the component qj(x, t), † stands for the transpose conjugate. Here Λ
can also be replaced by the general Hermitian matrix M with M† = M = (Mij)n×n, |M| 6= 0.
The Q(n)ǫx~n ,ǫt~n nonlinear wave system (1) contains many types of distinct evolution equations for two families
of parameters (ǫxj , ǫtj ) ∈ {(1, 1), (−1, 1), (1,−1), (−1,−1)}, j = 1, 2, ..., n such as the local [13], nonlocal [7–9],
and novel mixed-local-nonlocal vector NLS equations. The Q(n)(ǫxj = ǫtj = 1) system is only local integrable
vector NLS equations including the well-known Manakov system [14]. We find that the self-induced potentials
2Q†(ǫx~nx, ǫt~nt)ΛQ(x, t) with (ǫxj , ǫtj ) ∈ {(−1, 1), (1,−1), (−1,−1)} must not be real-valued functions, and differ
from the local case that 2Q†(ǫx~nx, ǫt~nt)ΛQ(x, t) must be a real-valued function for ǫxj = ǫtj = 1, j = 1, 2, ..., n.
The quasi-power defined by Qǫx~n ,ǫt~n (t) =
∫ +∞
−∞ Q
†(ǫx~nx, ǫt~nt)Q(x, t)dx is conserved during evolution, however the
total power of Eq. (1) defined by Pǫx~n ,ǫt~n (t) =
∫ +∞
−∞ |Q(x, t)|2dx is not conserved during evolution except that the
power P+1,+1(t) is conserved during evolution since dPǫx~n ,ǫt~n (t)/(dt) = −2i
∫+∞
−∞dx|Q(x, t)|2[Q†(ǫx~nx, ǫt~nt)ΛQ(x, t)−
Q†(x,t)ΛQ(ǫx~nx, ǫt~nt)].
Remark 1. Following our previous idea [8], we can also choose two families of parameters (ǫxj , ǫtj ) ∈
{(ǫxj , ǫtj )|ǫxj = ±1,±i, ǫtj = ±1,±i, j = 1, 2, ..., n} to generate new nonlinear equations from system (1). In
general, we may also use the two families of parameters
(ǫxj , ǫtj ) ∈ {(ǫxj , ǫtj )|ǫxj = eiθxj , ǫtj = eiθtj , θxj , θtj ∈ [0, 2π), j = 1, 2, ..., n} (2)
such that system (1) or other local systems with the two families of parameters can generate more types of
nonlinear wave equations.
We analyze Q(n)ǫx~n ,ǫt~n model with n = 2 and (ǫxj , ǫtj ) ∈ {(1, 1), (−1, 1), (1,−1), (−1,−1)}, j = 1, 2 in details:
(i) For n = 1, Eq. (1) yields the self-focusing (σ1 = −1) (defocusing (σ1 = 1)) local (ǫx1 = ǫt1 = 1) [7] or nonlocal
((ǫx1 , ǫt1) ∈ {(−1, 1), (1,−1), (−1,−1)}) NLS equation (Q(1)ǫx~1 ,ǫt~1 model) [8].
(ii) For n = 2, the Q(2)ǫx~2 ,ǫt~2 system given by Eq. (1) generates
Q(2)ǫx~2 ,ǫt~2 : iqjt(x, t)=−qjxx(x, t) + 2[σ1q1(x, t)q
∗
1(ǫx1x, ǫt1t) + σ2q2(x, t)q
∗
2(ǫx2x, ǫt2t)]qj(x, t), j = 1, 2, (3)
where the star denotes the complex conjugate, which differs from our previous models [8, 9] and contains two
families of parameters {(ǫxj , ǫtj )|ǫxj = ±1, ǫtj = ±1, j = 1, 2} to yield the known two-component models [8] and
new nonlocal vector NLS equations. We discuss them as follows:
• For ǫx1 = ǫx2 = ±1, ǫt1 = ǫt2 = ±1 and σ1 = σ2 = ±1, system (3) reduces to the known self-focusing or
defocusing local Manokov systems [14]
iqjt(x, t)=−qjxx(x, t) ± 2[|q1(x, t)|2 + |q2(x, t)|2]qj(x, t), j = 1, 2, (4)
and known q1-nonlocal-q2-nonlocal systems [8, 9]
iqjt(x, t)=−qjxx(x, t)± 2[q1(x, t)q∗1(−x, t) + q2(x, t)q∗2(−x, t)]qj(x, t), j = 1, 2,
iqjt(x, t)=−qjxx(x, t)± 2[q1(x, t)q∗1(x, −t) + q2(x, t)q∗2(x, −t)]qj(x, t), j = 1, 2,
iqjt(x, t)=−qjxx(x, t)± 2[q1(x, t)q∗1(−x, −t) + q2(x, t)q∗2(−x, −t)]qj(x, t), j = 1, 2,
(5)
• For ǫx1 = ǫx2 = ±1, ǫt1 = ǫt2 = ±1, system (3) reduces to the known general local and nonlocal systems
including both the same coefficients (see Eqs.(4)-(5)) and different coefficients of nonlinear terms [9].
3• For the other cases, we find novel mixed local-nonlocal vector NLS equations, i.e., the q1-nonlocal-q2-local (or
q1-local-q2-nonlocal) systems
iqjt(x, t)=−qjxx(x, t) + 2[σ1q1(x, t)q∗1(−x, t) + σ2|q2(x, t)|2]qj(x, t), j = 1, 2,
iqjt(x, t)=−qjxx(x, t) + 2[σ1q1(x, t)q∗1(x, −t) + σ2|q2(x, t)|2]qj(x, t), j = 1, 2,
iqjt(x, t)=−qjxx(x, t) + 2[σ1q1(x, t)q∗1(−x, −t) + σ2|q2(x, t)|2]qj(x, t), j = 1, 2,
(6)
and new q1-nonlocal-q2-nonlocal systems
iqjt(x, t)=−qjxx(x, t) + 2[σ1q1(x, t)q∗1(−x, t) + σ2q2(x, t)q∗2(x, −t)]qj(x, t), j = 1, 2,
iqjt(x, t)=−qjxx(x, t) + 2[σ1q1(x, t)q∗1(x, −t) + σ2q2(x, t)q∗2(−x, −t)]qj(x, t), j = 1, 2,
iqjt(x, t)=−qjxx(x, t) + 2[σ1q1(x, t)q∗1(−x, t) + σ2q2(x, t)q∗2(−x, −t)]qj(x, t), j = 1, 2,
(7)
which differ from the known q1-nonlocal-q2-nonlocal system (5) [8, 9].
Notice that if we choose the general two families of parameters given by Eq. (2), then we obtain more types
of two-component nonlinear equations.
In fact, under the roles of two families of parameters (ǫxj , ǫtj ), j = 1, 2, ..., n, Eq. (1) with n > 1 can generate more
and more types of nonlinear wave equations as the number n increases, some of which are new mixed-m-local-
(n−m)-nonlocal and nonlocal vector NLS equations, where 1 ≤ m < n.
III. LAX PAIR AND INFINITE NUMBER OF CONSERVATION LAWS
Consider the linear iso-spectral system [8, 9, 15]
Ψx + iλΣ3Ψ = UΨ,
Ψt + 2iλ
2Σ3Ψ = [2λU − i(Ux + U2)Σ3]Ψ,
(8)
where Ψ = (ψ1(x, t), ψ2(x, t), ..., ψn+1(x, t))
T is a (n + 1)× 1 column complex-valued eigenvector function, λ ∈ C
is an iso-spectral parameter, the generalized Pauli matrix Σ3 and potential matrix U are defined by
Σ3 =
(
In×n 0
0 −1
)
, U = U(x, t) =
(
0n×n Q(x, t)
R(x, t) 0
)
,
where In×n and 0n×n are n× n unity and zero matrixes, respectively, and R(x, t) = (r1(x, t), r2(x, t), · · · , rn(x, t))
is a complex-valued row vector function. The compatibility condition of Eq. (8), Ψxt = Ψtx, i.e., zero-curvature
equation, leads to the general 2n-component coupled nonlinear wave system
iQt(x, t) = −Qxx(x, t) + 2Q(x, t)R(x, t)Q(x, t),
−iRt(x, t) = −Rxx(x, t) + 2R(x, t)Q(x, t)R(x, t).
(9)
In the following we consider some symmetry reductions of system (9):
• Symmetry reduction-I: R(x, t) = 0, system (9) becomes the linear Schro¨dinger equations without potentials
iQt(x, t) = −Qxx(x, t).
• Symmetry reduction-II: R(x, t) = σQ†(x, t) with σ = ±1 which make system (9) reduce to the known vector
NLS equations [15]
iQt(x, t) = −Qxx(x, t) + 2σQ(x, t)Q†(x, t)Q(x, t), (10)
which corresponds to Eq. (1) with (ǫxj , ǫtj ) = (1, 1) and Λ = σIn×n containing the self-focusing (σ = −1) and
defocusing (σ = 1) single-component NLS equation (n = 1) and two-component Manakov system (n = 2) [14].
• Symmetry reduction-III: R(x, t) = Q†(x, t)Λ, which make system (9) reduce to the vector NLS equations [15]
iQt(x, t) = −Qxx(x, t) + 2Q(x, t)Q†(x, t)ΛQ(x, t), (11)
For Λ = In×n or Λ = −In×n, system (11) reduces to system (10), otherwise, system (11) is a mixed self-
focusing and defocusing system.
4• Symmetry reduction-IV: Introduce a new one-family-parameter {ǫxj = ±1, j = 1, 2, ..., n} symmetry reduction
R(x, t) = Q†(ǫx~nx, t)Λ, ǫxj = ±1, ǫtj = 1, j = 1, 2, ..., n, (12)
which make system (9) generate the above-introduced new local-nonlocal vector equations (1) with ǫxj = ±1
and ǫtj = 1, that is, Eq. (1) with ǫxj = ±1 and ǫtj = 1 admits the Lax pair given by Eq. (8) with the new
symmetric constraint (12).
• Symmetry reduction-V: we introduce a general one-family-parameter {ǫxj |ǫxj = ±1, j = 1, 2, ..., n} symmetry
reduction with a Hermite matrix M, R(x, t) = Q†(ǫx~nx, t)M, M
† = M = (Mij)n×n, |M| 6= 0, ǫxj =
±1, ǫtj = 1, j = 1, 2, ..., n, which generates the general system
G(n)(ǫx~n , 1) : iQt(x, t) = −Qxx(x, t) + 2Q(x, t)Q†(ǫx~nx, t)MQ(x, t), x, t ∈ R, (13)
In particular, for the special case M = Λ, system (13) reduces to system (1).
For n = 2, we known that Eq. (4) for the Manakov system, the first one for the nonlocal-nonlocal system of
Eq. (5), and the first one for the nonlocal-local system of Eq. (6) are Lax integrable. For n = 3, except for the known
integrable local [15] and nonlocal [8, 9] systems, we here find two families of novel integrable mixed-local-nonlocal
three-component NLS equations: the mixed-q1-nonlocal-q2-local-q3-local system
iqjt(x, t)=−qjxx(x, t) + 2
[
σ1q1(x, t)q
∗
1(−x, t) + σ2|q2(x, t)|2 + σ3|q3(x, t)|2
]
qj(x, t), j = 1, 2, 3, (14)
and the mixed-q1-nonlocal-q2-nonlocal-q3-local system
iqjt(x, t)=−qjxx(x, t) + 2
[
σ1q1(x, t)q
∗
1(−x, t) + σ2q2(x, t)q∗2(−x, t) + σ3|q2(x, t)|2
]
qj(x, t), j = 1, 2, 3, (15)
Notice that for the other cases that at least one ǫts = −1, s ∈ {1, 2, ..., n}, the Lax pair of Eq. (1) is unknown
yet such as the last two ones for the nonlocal-nonlocal systems of Eq. (5), the last two ones for the nonlocal-local
systems of Eq. (6), and Eq. (7) for the nonlocal-nonlocal systems.
In the following we only consider system (1) with the Lax integrable case for ǫxj = ±1, ǫtj = 1, j = 1, 2, ..., n. We
introduce n new complex functions [16] ωj(x, t) = ψj(x, t)/ψn+1(x, t) (j = 1, 2, ..., n) in terms of n+1 eigenfunctions
ψj(x, t) of Eq. (8) such that we find that ωj(x, t)’s satisfy the n-component Riccati equations
ωj,x(x, t)= qj(x, t)−
[
2iλ+
n∑
k=1
σkq
∗
k(ǫxkx, t)ωk(x, t)
]
ωj(x, t), j = 1, 2, ..., n, (16)
To solve Eq. (16) we here consider their asymptotic (in λ) solutions and assume their candidate solutions as
power series expansions in parameter 2iλ, with unknown functions of space and time as coefficients in the form
ωj(x, t) =
∞∑
s=0
ω
(s)
j (x, t)
(2iλ)s+1
=
ω
(0)
j (x, t)
2iλ
+
ω
(1)
j (x, t)
(2iλ)2
+ · · · , (17)
where ω
(s)
j (x, t)’s are unknown functions to be determined. Substituting this assume into Eq. (16) and comparing
coefficients of terms (2iλ)s (s = 0, 1, 2, ...) to find
ω
(0)
j (x, t) = qj(x, t), ω
(1)
j (x, t) = −qj,x(x, t),
ω
(s+1)
j (x, t)=
n∑
i=1
σiq
∗
i (ǫxix, t)
s−1∑
k=1
ω
(k)
j (x, t)ω
(s−k)
i (x, t)− ω(s)j,x(x, t), (s = 2, 3, ...)
(18)
It follows from Eq. (8) with condition (12) that (ln |ψn+1|)x = iλ + F (x, t), (ln |ψn+1|)t = 2iλ2 + G(x, t),
where F (x, t) =
∑n
k=1 σkq
∗
k(ǫxkx, t)ωk(x, t), and G(x, t) =
∑n
k=1 σk[2λq
∗
k(ǫxkx, t) − iǫxkq∗kx(ǫxkx, t)]ωk(x, t) +
i
∑n
j=1 σjqj(x, t)q
∗
j (ǫxjx, t). The compatibility condition, (ln |ψn+1|)xt = (ln |ψn+1|)tx, yields
Ft(x, t) = Gx(x, t), (19)
Substituting Eq. (17) into the conversed Eq. (19) and comparing the coefficients of same terms λj yields the
infinite number of conservation laws. For example, the first conservation laws are given by
∂t
∑n
k=1 σkqk(x, t)q
∗
k(ǫxkx, t) = i∂x
∑n
k=1 σk[qkx(x, t)q
∗
k(ǫxkx, t)− ǫxkqk(x, t)q∗kx(ǫxkx, t)],
∂t
∑n
k=1 σkqk(x, t)q
∗
kx(ǫxkx, t) = i∂x
∑n
k=1 σk[qkx(x, t)q
∗
kx(ǫxkx, t)−ǫxkqk(x, t)q∗kxx(ǫxkx, t)−ǫxkq2k(x, t)q∗2k (ǫxkx, t)],
5where q∗kx(ǫxkx, t) = q
∗
kξ(ξ, t)|ξ=ǫxkx.
Therefore, we know that Q(n)ǫx~n ,ǫt~n system (1) is an integrable system for the parameter choices (ǫxj , ǫtj ) = (±1, 1).
Notice that the inverse scattering method [15] can also be extended to solve Eq. (1) by means of its Lax pair (8)
with (12), which will be presented in another literature.
We now consider another change of Lax pair (8). If we make the transformation t → iτ , then Lax pair (8)
becomes the linear iso-spectral system
Φx + iλΣ3Φ =WΦ,
Φτ − 2λ2Σ3Φ = [2iλW + (Wx +W 2)Σ3]Φ,
(20)
with W = W (x, τ) =
(
0n×n Q(x, τ)
R(x, τ) 0
)
, Q(x, τ) = (q1(x, τ), q2(x, τ), ..., qn(x, τ))
T , and R(x, τ) =
(r1(x, τ), r2(x, τ), ..., rn(x, τ)) such that the compatibility condition of Eq. (20), Φxτ = Φτx, i.e., zero-curvature
equation, leads to the general 2n-component system
Qτ (x, τ) = −Qxx(x, τ) + 2Q(x, τ)R(x, τ)Q(x, τ),
−Rt(x, τ) = −Rxx(x, τ) + 2R(x, τ)Q(x, τ)R(x, τ).
(21)
• For R(x, τ) = 0, system (21) becomes the heat equations Qτ (x, τ) = −Qxx(x, τ);
• For R(x, τ) = QT (ǫx~nx,−τ)M with MT = M and |M| 6= 0, then system (21) is a hierarchy of integrable
nonlocal or local-nonlocal real vector NLS equations
Qτ (x, τ) = −Qxx(x, τ) + 2Q(x, τ)QT (ǫx~nx,−τ)MQ(x, τ), (22)
containing the two-component case for n = 2 and M = (mij)2×2 as
qjt(x, τ) = −qjxx(x, τ) + 2
[
(m11q1(ǫx1x,−τ) +m12q2(ǫx2x,−τ)q1(x, τ)
+(m12q1(ǫx1x,−τ) +m22q2(ǫx2x,−τ))q2(x, τ)
]
qj(x, τ), j = 1, 2, ǫxk = ±1, k = 1, 2,
(23)
Similarly, we also find the infinite number of conservation laws of nonlocal integrable system (22).
In fact, we can also introduce the general system (shortly called Q
(n)
ǫx~n ,ǫτ~n
system)
Qτ (x, τ) = −Qxx(x, τ) + 2Q(x, τ)QT (ǫx~nx, ǫτ~nτ)MQ(x, τ), (24)
where Q(ǫx~nx, ǫτ~nτ) = (q1(ǫx1x, ǫτ1τ), q2(ǫx2x, ǫτ2τ), ..., qn(ǫxnx, ǫτnτ)) with ǫxj and ǫτj = ±1, j = 1, 2, ..., n being
defined by Eq. (2).
Remark 2. The idea of two families of parameters used in this paper can also be applied to find new local, non-
local, and mixed-local-nonlocal systems of other wave equations such as the higher-order AKNS hierarchy including
vector KdV equation, vector mKdV equations, and vector sine/sinh-Gordon equations, vector DS equations, vector
short-pulse equations, vector KP equation, discrete systems, etc..
IV. THE HAMILTONIAN WITH THE SELF-INCLUDED POTENTIALS AND PT SYMMETRY
In the following we investigate the PT symmetrility of the solutions of Q(n)ǫx~n ,ǫt~n system (1). For system (1), we
act the PT -symmetric operator on its both sides to yield
iq∗jt(−x,−t) = −q∗jxx(−x,−t) + 2q∗j (−x,−t)
n∑
k=1
σkq
∗
k(−x,−t)qk(ǫxk(−x), ǫtk(−t)), j = 1, 2, ..., n, (25)
which for q∗j (−x,−t) are equivalent to Eq. (1) for qj(x, t), that is, if qj(x, t)’s are solutions of Eq. (1), then their
PT relations q∗j (−x,−t) = PT qj(x, t) also satisfy Eq. (1). This implies that Eq. (1) is PT symmetric for any
parameter choices (ǫxj , ǫtj ).
Eq. (1) can be rewritten as iQt(x, t) = Hˆn(ǫx~nx, ǫt~nt)Q(x, t), where the Hamiltonian operator Hˆn with self-
induced potential is of the form
Hˆn(ǫx~nx, ǫt~nt) = −∂2x +
n∑
k=1
Vk(x, t) = −∂2x + 2
n∑
k=1
σkq
∗
k(ǫxkx, ǫtk t)qk(x, t), (26)
6TABLE I: PT symmetry of the one-component self-induced potential Vk(x, t) = 2σkq
∗
k(ǫxkx, ǫtk t)qk(x, t) for two parameters.
Case (ǫxk , ǫtk ) P PC T PT
i (+1,+1) No No No No
ii (−1,+1) No Yes No No
iii (+1,−1) No No Yes No
iv (−1,−1) No No No Yes
Now we consider the PT symmetribility of the very component potential Vk(x, t) in the Hamiltonian operators
Hˆn (see Table I), where the conjugate operator C is defined by C : i → −i. Notice that these terms including
‘No’ in Table I do not imply that those symmetries must not hold. They may admit some symmetries for some
special potentials gk(x, t). This indicates that the operator Hˆn(ǫx~nx, ǫt~nt) is PC-symmetric for (ǫxk , ǫtk) = (−1, 1),
T -symmetric for (ǫxk , ǫtk) = (1,−1), and PT symmetric for (ǫxk , ǫtk) = (−1,−1), k = 1, 2, ..., n. But for the other
types of two family of parameters (ǫxk , ǫtk), Hˆn(ǫx~nx, ǫt~nt) must be PC, T , or PT symmetric.
V. MULTI-LINEAR FORMS AND SELF-SIMILAR REDUCTIONS
System (1) admits many types of self-similar reductions. We here give some special reductions:
Case 1. If qj(ǫxjx, ǫtj t) = ±qj(x, t), j = 1, 2, ..., n, then Eq. (1) reduce to the known local multi-component NLS
systems whose solutions are known via the Darboux transformation or bilinear method.
Case 2. We introduce the rational transformations of Eq. (1)
qj(x, t) =
gj(x, t)
f(x, t)
, f(x, t), gj(x, t) ∈ C[x, t] (27)
which differ from the usual ones [17] such that we substitute transformation (27) into Eq. (1) have the combination
of bilinear and multi-linear equations
Bilinear equation : (iDt +D
2
x − µ)gj(x, t) · f(x, t) = 0, j = 1, 2, ..., n,
Multilinear equation : Πnk=1f
∗(ǫxkx, ǫtkt)(D
2
x − µ)f(x, t) · f(x, t)
= −2f(x, t)∑ns=1
[
σsgs(x, t)g
∗
j (ǫxjx, ǫtj t)Π
n
k=1,k 6=sf
∗(ǫxkx, ǫtk t)
]
,
(28)
where µ ∈ C, Dt and Dx are both Hirota’s bilinear operators defined by [17] Dmt Dnxf · g = (∂t − ∂t′)m(∂x −
∂x′)
n[f(x, t)g(x, t)]|x=x′,t=t′ . For the case (ǫx, ǫt) = (1, 1), we know that gj(ǫxjx, ǫtj t)gj(x, t) are all real-valuable
functions such that Eq.(28) reduces to
f∗(x, t)(D2x − µ)f(x, t) · f(x, t) = −2f(x, t)
n∑
j=1
[
σjgj(x, t)g
∗
j (ǫxjx, ǫtj t)
]
(29)
in which we can assume f(x, t) ∈ R[x, t]. As a result, Eq. (29) becomes a bilinear equation [17].
Case 3. Stationary solution reduction. For ǫtj = 1, Eq. (1) admits the stationary solutions qj(x, t) = φj(x)e
−iµj t
with φj(x) satisfying the system of one-family-parameter (ǫxk) ordinary differential equations
µjφj(x) = −φjxx(x) + 2φj(x)
n∑
k=1
σkφk(x)φ
∗
k(ǫxkx), ǫxk = ±1, k, j = 1, 2, ..., n, (30)
Case 4. Symmetry reduction. we use the direct method [18] to consider the solution of Eq. (1)
qj(x, t) =
pj(z)√
2t
eiµj log |t|/2, z(x, t) = x/
√
2t, (31)
where µj ∈ R, pj(z) ∈ C[z], (j = 1, 2, ..., n), and x, t ∈ R, where t > 0 is required. Thus the substitution of Eq. (31)
into Eq. (1) yields the equation for pj(z)
pj,zz − (i + µj)pj(z)− izpj,z(z)− 2pj(z)
n∑
k=1
σkpk(z)p
∗
k(zˆk) = 0, (32)
7where zˆk = ǫxkx/
√
2ǫtkt, k=1,2,...,n. Particularly, i) for (ǫxk , ǫtk) = (1, 1), k = 1, 2, ..., n, we have zˆ = z and
p∗j (zˆ) = p
∗
j (z) such that the symmetry reduction reduces to the known one; ii) for (ǫxk , ǫtk) = (−1, 1), k = 1, 2, ..., n,
we have zˆ = −z and p∗j (zˆ) = p∗j (−z) such that the symmetry reduction given by Eqs. (31) and (32) becomes the
known result [8]; iii) for (ǫx, ǫt) = (1,−1), (−1,−1), the symmetry reductions given by Eqs. (31) and (32) become
the known ones [8, 9].
Case 5. Separation of variables. we use the separating variables to consider the solution qj(x, t) =
pj(x)e
ωj
√−ǫtj t, (j = 1, 2, ..., n), where ωj ∈ R, pj(x) ∈ C[x], and x, t ∈ R. The substitution of this transfor-
mation into Eq. (1) yields the system of ordinary differential equations
pj,xx(x) + iωj
√−ǫtjpj(x) − 2pj(x)
n∑
k=1
σkpk(x)p
∗
k(ǫxkx) = 0, j = 1, 2, ..., n (33)
For (ǫxj , ǫtj ) = (1, 1), we can assume pj(x) ∈ R[x], whereas one of (ǫxj , ǫtj ) is chosen as (−1, 1), (1,−1), (−1,−1),
we may assume pj(x) ∈ C[x] from Eq. (33). Other types of symmetry solutions of Eq. (1) can also be found via
the Lie classical and non-classical symmetry methods [19].
In conclusion, we have first introduced a unified two-family-parameter nonlinear evolution hierarchy from a new
and simple two-family-parameter symmetry reduction of vector NLS system. The two-family-parameter system
contains the local, nonlocal, and novel mixed-local-nonlocal vector NLS equations. Some of the systems with some
chosen parameters are shown to admit Lax pairs and infinite number of conservation laws. The whole hierarchy
is PT symmetric. We also present its similarity reductions such as multi-linear forms, the reduction of separation
of variables, and other symmetry solutions. Particularly, the mixed-local-nonlocal system in the Q(n)ǫx~n ,ǫt~n=1 and
Q
(n)
ǫx~n ,ǫτ~n=−1 systems present us with new integrable nonlinear evolution equations in the fields of integrable systems.
We know that the introduced two families of parameters (ǫxk , ǫtk) or (ǫxk , ǫτk), k = 1, 2, ..., n play a central role in
the study of both new integrable systems and PT symmetry. In fact, the idea for two-family-parameter used in
this paper can also be extended to other nonlinear evolution equations (e.g., vector KdV equations, vector mKdV
equations, vector sine-Gordon equations, the higher-order AKNS hierarchy, the higher-dimensional (x, y, z) [20],
discrete systems [15, 21], etc.) such that the corresponding local, nonlocal, and mixed local-nonlocal systems can
be found. For example, we have the fourth-order AKNS equation
iqt + α
[
1
2qxx + q
2(x, t)q∗(ǫxx, ǫtt)
]
+ γ
[
qxxxx + 8q(x, t)q
∗(ǫxx, ǫtt)qxx(x, t) + 6q(x, t)3q∗2(ǫxx, ǫtt)qxx(x, t)
+4qx(x, t)q
∗
x(ǫxx, ǫtt)q(x, t) + 6q
∗(ǫxx, ǫtt)q2x(x, t) + 2q
2(x, t)q∗xx(ǫxx, ǫtt)
]
= 0,
(34)
and other the even-order AKNS equations. Similarly, a unified new two-family-parameter discrete local-nonlocal
vector hierarchy can be given as
iPn,t(t) = −Pm+1(t) + 2Pm(t)−Pm−1(t) +
∑
j=1,2 Pm+2−j(t)P
†
ǫx~nm
(ǫt~nt)Pm+1−j(t) (35)
with m ∈ Z, Pm(t) = (p1,m(t), p2,m(t), ..., pn,m(t))T and Pǫx~nm(ǫt~nt) =
(p1,ǫx1m(ǫt1t), p2,ǫx2m(ǫt2t), ..., pn,ǫxnm(ǫtnt))
T , P†ǫx~nm(ǫt~nt) stands for the transpose conjugate of Pǫx~nm(ǫt~nt),
which is regarded as a kind of discretization of Eq. (1). The wave structures of these obtained new systems will
be explored in another literature.
Finally, it should be pointed out that we present some novel Lax-integrable mixed-local-nonlocal vector NLS
equations using above-mentioned way. But we present an open problem whether the single mixed-local-nonlocal
NLS equation
iqt = −qxx + σ1|q|2q + σ2q2q∗(ǫx1x, ǫt1t), ǫx1 = eiθx1 , ǫt1 = eiθt1 , θx1 , θt1 ∈ [0, 2π), (36)
is Lax-integrable, where q = q(x, t), σ1 is the nonlinear coefficient of local-local interaction, and σ2 is the nonlinear
coefficient of local-nonlocal interaction. In other word, whether does there exist a Lax-integrable single nonlinear
model including both local and nonlocal nonlinearities (i.e., both local-local and local-nonlocal/nonlocal-nonlocal
interactions) ?
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