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ON THE DISTRIBUTION OF COEFFICIENTS OF RESIDUE
POLYNOMIALS
LA´SZLO´ MAJOR
Abstract. Using the formalism of polynomials with positive coefficients, the
fact that exactly half of all subsets of a finite set have even cardinality can be
generalized asymptotically.
The well-known fact that every finite nonempty set has as many subsets of
even cardinality as of odd cardinality can be restated as follows. If d denotes the
particular integer 2, then for any integers 0 ≤ j ≤ d − 1, n ≥ 1 and the standard
expansion cn,0 + cn,1x+ cn,2x
2 + · · · of the polynomial (12 +
1
2x)
n we have
∑
k≡j mod d
cn,k =
1
d
.
For n = 0 this obviously fails. It also fails in general if d ≥ 3.We will show however,
that it remains asymptotically true for all d ≥ 2 and not only for the polynomial
1
2 +
1
2x, but for any polynomial with positive coefficients summing to 1 (Theorem
1). In particular, this will imply that summing up every dth entry in the nth row
in Pascal’s triangle asymptotically yields 2n/d.
Questions of distribution about powers of polynomials with positive coefficients,
in connection with binomial and multinomial coefficients in particular, have been
studied both by classical and contemporary authors. When Euler (1765) was inves-
tigating the properties of the trinomial coefficients (see Andrews [1]), he obtained
an unimodal distribution of the coefficients by expanding the nth power of the poly-
nomial 1+x+x2. In the analogous case of the polynomial 1+x the corresponding
unimodal distribution is the nth row of Pascal’s triangle. In general the distribution
of the coefficients of the nth power of the polynomial p = p0+p1x+ · · ·+pmx
m with
nonnegative real coefficients is not necessarily unimodal, but a sufficient condition
is given for unimodality by Boros and Moll [2]. In this paper we are concerned with
a question of equidistribution of coefficients. The main result is Theorem 1. The
lemmas and corollary provide background and an extension.
Let d ≥ 2 be a fixed positive integer. Let r(p) denote the remainder of the
division of the polynomial p by xd − 1, i.e. that unique polynomial of degree less
than d for which the polynomial p is congruent to r(p) modulo xd−1. A polynomial
with positive (nonnegative) real coefficients is said to be positive (nonnegative)
polynomial. The following Lemma provides a sufficient condition for the powers of
a nonnegative polinomial p to have positive remainder by xd − 1.
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Lemma 1. Let p ∈ R[x] be a nonnegative, nonzero polynomial. For any q ∈ R[x]
and i ∈ N let qi denote the coefficient of x
i in q. If there exist k, l ∈ {0, . . . , d− 1}
such that r(p)k > 0, r(p)l > 0 and gcd(d, k − l) = 1, then r(p
n) is a positive
polynomial for all integer n > d− 1.
Proof. It can be assumed that k < l. Let us denote the difference l − k by h. It
is easy to see that if r((xk + xl)d−1) is positive then also r(pd−1) is positive. In
addition, r((xk + xl)d−1) = r(xk(d−1)(1 + xh)d−1) is positive if r((1 + xh)d−1) is
positive, so let us concentrate on the polynomial r((1 + xh)d−1). We expand the
expression (1+xh)d−1 in the polynomial ring R[x] by using the Binomial Theorem:
(0.1) (1 + xh)d−1 =
d−1∑
i=0
(
d−1
i
)
(xhi).
Let us assume that the following congruence holds for some i, j ∈ {0, . . . , d− 1}:
(0.2)
(
d−1
i
)
(xhi) ≡
(
d−1
j
)
(xhj) mod xd − 1.
From the equation (0.2) follows that hi− hj is divisible by d. But it was assumed
that gcd(h, d) = 1, consequently i = j. Therefore r((1 + xh)d−1) has exactly d
different nonzero coefficients, in other words it is positive and consequently r(pd−1)
is also positive.
It can be shown without difficulty that for any n ≥ d− 1 the remainder r(pn) is
positive if r(pd−1) is positive. 
In order to be able to deal more efficiently with powers of polynomials we need the
concept and some useful properties of circulant matrices. For a classical reference
see e.g. Davis [3]. Let v = (v0, v1, . . . , vd−1) be a row vector in R
d. The permutation
ρ : Rd → Rd given by
ρ(v0, v1, . . . , vd−1) = (vd−1, v0, . . . , vd−2)
is called cyclic permutation. The circulant matrix associated to the vector v is the
d× d matrix whose ith row is ρi−1(v), i = 1, . . . , d and it is denoted by
C = circ(v0, v1, . . . , vd−1) = circ(v).
The product of two circulant matrices is circulant, therefore any positive integer
power of a circulant matrix is circulant. We shall use the connection between powers
of circulant matrices and the powers of residue polynomials. If a = (a0, a1, . . . , ad−1)
is the coefficient vector of some polynomial r(p) ∈ R[x], then the first row of
(circ(a))n is the coefficient vector of r(pn). Lally and Fitzpatrick [4] give a general
overview in this subject.
A matrix is called positive (nonnegative) if all its entries are positive (nonnega-
tive) real numbers. A d × d nonnegative matrix M is said to be doubly stochastic
if the sum of the entries in each row and in each column equals 1. The product of
doubly stochastic matrices is doubly stochastic. The following lemma follows from
a general result on eigenvectors of positive matrices, Theorem 8.2.8 in Horn and
Johnson [5]. Here we provide a direct proof. A matrix whose entries are all ones
will be denoted by U .
Lemma 2. If M is a d× d positive doubly stochastic matrix, then
(0.3) lim
n→∞
Mn =
1
d
U.
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Proof. Let us denote the doubly stochastic matrix 1
d
U by J . If M = J , then the
statement is trivial. Otherwise the matrix M can be given in the following form:
(0.4) M = λJ + (1− λ)M0,
where 0 < λ < 1 and M0 is a doubly stochastic matrix. Let us write the n
th power
of M by using the Binomial Theorem and the fact that JD = DJ = J for all
doubly stochastic matrix D,
Mn =
n∑
i=0
(
n
i
)
(λJ)n−i((1 − λ)M0)
i = (1− λ)nMn0 + J
n−1∑
i=0
(
n
i
)
λn−i(1− λ)i
= (1− λ)nMn0 + J(1− (1 − λ)
n) = (1− λ)n(Mn0 − J) + J
From the above expression follows our statement, because 0 < 1 − λ < 1 and
consequently limn→∞(1− λ)
n = 0. 
In order that the Lemma 2 could be applied for the powers of polynomials, we
shall restrict our attention to polynomials p whose coefficients sum to 1 (p(1) = 1).
We may do this without loss of generality, because all polynomials can be written in
the form p = p(1) ·p′, where p′ has the mentioned property. It can also be said that
the coefficients of p′ form a stochastic vector. Clearly the sum of the coefficients
of (p′)n is also 1 and the sum of the coefficients of pn is equal to p(1)n. By using
Lemma 1, Lemma 2 and the connection between powers of circulant matrices and
the powers of residue polynomials we obtain the following theorem:
Theorem 1. Let p be a nonconstant polynomial with positive real coefficients sum-
ming to 1 and d ≥ 2 a fixed integer. Then for all 0 ≤ j ≤ d− 1
(0.5) lim
n→∞
∑
k≡j mod d
(pn)k =
1
d
where (pn)0+(p
n)1x+(p
n)2x
2+· · · is the standard expansion of pn. 
The restriction that p is positive is quite strong. Theorem 1 can be extended to
larger classes of polynomials. For instance the following corollary applies Lemma 1
so as to provide such an extension.
Corollary 1. Let d ≥ 2 a fixed integer. If the nonnegative polynomial p satisfies
the conditions of Lemma 1 and its coefficients sum to 1, then the convergence (0.5)
holds for p, or equivalently, for all 0 ≤ j ≤ d− 1
lim
n→∞
r(pn)j =
1
d
,
where r(pn)j denotes the coefficient of x
j in the remainder of pn modulo xd − 1.
Proof. Let p be a polynomial satisfying the conditions of Lemma 1 and let p(1) = 1.
Let us denote the coefficient vector of r(p) by c and the circulant matrix circ(c) by
C. By Lemma 1 if m ≥ d − 1 then Cm is a positive matrix. We use J to denote
the d× d matrix in which every entry is 1
d
. By Lemma 2, lim
n→∞
C(d−1)n = J . We
may also express this fact by using the max norm of matrices:
lim
n→∞
||C(d−1)n − J || = 0.
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We show that for all 0 ≤ i ≤ d − 1, lim
n→∞
C(d−1)n+i = J . We recall that JCi = J ,
so we have
(0.6) ||C(d−1)nCi − J || = ||C(d−1)nCi − JCi|| ≤ ||C(d−1)n − J || · ||Ci||.
Because ||Ci|| is a constant, we obtain that lim
n→∞
C(d−1)n+i = J for all 0 ≤ i ≤ d−1,
consequently Cm → J as m tends to infinity. 
Application to Pascal’s triangle For any d ≥ 2 we can extract from the nth
row of Pascal’s triangle
((
n
0
)
, . . . ,
(
n
n
))
d disjoint subsequences one for each j =
0, . . . , d− 1: (
n
j
)
,
(
n
j + d
)
,
(
n
j + 2d
)
, . . .
It follows from Theorem 1 that the d different sums
(
n
j
)
+
(
n
j+d
)
+
(
n
j+2d
)
+ · · · are
asymptotically equal to 2n/d as n→∞.
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