Abstract: In this paper, the problem of minimizing energy consumption of a building zone of under pre-assigned multi-variable comfort conditions and changing rates is addressed. The solution involves the use of a parameterized multi-variable Nonlinear Model Predictive Control (NMPC) that manages the actuation of heating/cooling, ventilation, lighting and blinds devices. Simulations of the resulting closed-loop in winter and summer seasons under varying rate profile are proposed to assess its efficiency. Moreover a sensitivity analysis is conducted to show how the comfort level assignment impacts the level of energy consumption.
INTRODUCTION
It is a fact that buildings energy consumption represents nearly 40 % of total worldwide power consumption. This is the reason why, Building Energy Management Systems (BEMS) becomes a crucial paradigm in the context of rising energy rate and climate warming. Although active research effort has been deployed these last years as it is attested by the excellent review by Dounis and Caraiscos [2009] , many issues and challenges remain open.
A careful look on the available literature clearly shows the emergence of Model Predictive Control (MPC) as a particularly adapted choice since it enables to explicitly take into account, when computing the optimal scheduling of HVAC the available future predictions related to the weather, the energy rate variations and occupation forecast. The inclusion of these predictions in the scheduling algorithm is crucial given the thermal inertia of the buildings.
A hierarchical control structure is generally used in building control which can be split into two decision levels: building and zone levels. Building level is concerned with high level decisions. Zone level is concerned with regulation of environmental conditions in one zone of the building.
Although the idea of using MPC to address this problem is not new (Ferguson [1990] proposed a predictive controller for high inertia buildings where a stochastic approach has been used that led to remarkable results), the recent strategic emergence of this topics renewed the interest in this solution (Oldewurtel et al. [2010] ). This is witnessed by the many recent works adopting such predictive solutions to address various related problems such as the control of micro-cogeneration system in domestic applications (Collazos et al. [2009] ); temperature control (Gwerder and Tödtli [2009] ), combined control of temperature and ventilation (Yuan and Perez [2006] ). In Kolokotsa et al. [2009] , an MPC controller has been designed that involves a BEMS system to regulate indoor temperature, dioxide carbon concentration and internal humidity ratio.
It goes without saying that an exhaustive overview of the related literature would be beyond the scope of this short communication. Instead, let us emphasize that the contribution of this work lies in the simultaneous handling of the following features:
• The multi-variable design that addresses the control of all the key quantities that influence the comfort level, namely, the temperature, the air quality (CO 2 level) and the lighting. The simultaneous handling of these variables increases considerably the size of the underlying problem making necessary to look carefully at the computational burden.
• The introduction of a simple and direct relationship between a pre-specified level of comfort and the corresponding minimal need for energy to meet it. Such a direct link will presumably be of tremendous importance in future coordination schemes as it is discussed later in the paper.
The paper is organized as follows. First, a brief recall on NMPC design is proposed in section 2. Section 3 briefly describes the structure of the dynamic model for a building zone. The comfort and actuator related operational constraints are described in section 4 while the cost function used in the NMPC design is described in section 5. Some implementation issues are discussed in section 7. Some validating simulation are proposed in section 8.2.2. Section 9 shows how the underlying scheme can be used to built up a cost/comfort trade-off map that can be of great interest in future works related to multi-zone building management systems.
RECALLS ON PREDICTIVE CONTROL
In this section, the principle of NMPC is recalled for completeness. More detailed presentation can be found in the excellent paper by Mayne et al. [2000] .
Consider a general dynamical systems governed by the following set of discrete-time equation:
(1) where (x, u, w) ∈ R n × R nu × R nw stand for the state, the control and the exogenous signal, respectively. MPC feedback control at instant k is computed by first finding the optimal sequence of future open-loop controls
that minimizes some cost function J(ũ, x(k)) defined over the prediction horizon [k, k + N ] starting from the initial state x(k), namely:
where C(ũ, x(k)) ≤ 0 gathers the set of operational constraints. The feedback at instant k is then defined to be the first control u opt (k) in the optimal sequenceũ opt (k), namely:
where Π N j ∈ R nu×(N ·nu) is the matrix that selects the j-th vector u opt (k + j − 1) in the sequence of N concatenated vectorsũ opt (x(k)). At the next sampling instant k + 1, the new optimal sequenceũ opt (x(k + 1)) is computed and the first control u opt (k + 1) is applied during the sampling period [k + 1, k + 2] and so on.
In the following sequel, the dynamic model, the operational constraints and the cost function are successively described in order to completely characterize the control problem and its solution.
DYNAMIC MODEL OF A ZONE
In this section, we describe some key structural feature of the identified dynamic model of a building zone since they are needed to understand the fixed-point iteration used later in deriving the solution of the MPC related optimization problem. However, the complete details of the model are omitted since they result from classical arguments that can be found in existing references (Virk
Indoor air temperature Kolokotsa et al. [2009] ).
The identification of a structured model involving the key zone quantities (with two facades) leads to the following state space dynamic representation:
3 is the output vector gathering the physical key quantities, namely, temperature, CO 2 level and light intensity L. u ∈ R 6 regroups all the control input variables (see table 1 ). The vector:
T represents the exogenous variables (see table 1 ) where φ glob1 and φ glob2 characterize the global irradiance on the facades while Occup is the number of occupant in the zone. The term [B(ξ, w)]u is a bilinear term (B(ξ, w) is affine in its arguments) that describe the heat and CO 2 transfer that depend not only on the actuator positions u but also on the difference between indoor and external quantities (T −T ext ) and (CO 2 −CO ext 2 ). This explain the form of (5).
In the following sequel, the notation X(ũ,w, x 0 ) [resp. Y (ũ,w, x 0 )] is used to denote the trajectory of the state [resp. output] for a given sequencesũ andw of future evolutions of u and w respectively and starting from the initial state x 0 .
OPERATIONAL CONSTRAINT
In accordance with existing standard (EN1 [2005] ), the comfort level is linked to an admissible set to which the output y has to belong. This admissible set obviously depends on the occupation indicator, the current season and the nature of the zone under consideration. These consideration leads to the following constraints:
where y(k) ∈ R 3 andȳ(k) ∈ R 3 are the nominal lower and upper bounds that implicitly depends on the occupation Note that if c = 1, the nominal bounds are used while the use of c = 0 enlarges the admissible domain by decreasing the lower bound and increasing the upper bound by the same amount ∆ y ∈ R 3 . Note that this corresponds to a less stringent requirements on the fulfillment of the nominal requirements. Table 2 shows typical values of y andȳ depending on the occupation indicator.
Saturation constraints on the actuators are also considered using standard constraints of the form:
which may include both saturation the value of u as well as on its rate of change. Here, normalized vector are considered leading to u(k) ∈ [0, 1] 6 for all k.
COST FUNCTION
In this section, the cost function J(·, x(k)) that is used at each instant k to compute the optimal sequence as recalled in section 2 is described. This cost function is defined based on the following given knowledge:
• The prediction of the external exogenous signal • The current state x(k) of the system model (obtained via classical dynamic observer.
• The normalized characteristic power consumption α j of each actuator j (α j u j represents the power) • The prediction of the normalized energy rate profilẽ β j for each actuator type j.
• The comfort related bounds profiles y(k+i) andȳ(k+ i) for i ∈ {1, . . . , N } based on the above notation, two cost functions can be defined over the prediction horizon [k, k + N ]:
• The total energy consumption corresponding to some given control profileũ:
• The corresponding total energy invoice:
Note that in both case, the cost function, et instant k, is affine in the control sequence and takes the form:
and the NMPC-related optimization problem at instant k becomes:
Unfortunately, this optimization problem is not necessarily feasible and may lead to untractable situation under certain conditions. That is the reason why the following relaxed optimization problem is formulated in which two dynamic slack variable profiles δ + (·) ≥ 0 and δ − (·) ≥ 0 are introduced to soften the constrained when appropriate:
note that these slack variable are heavily weighted through ρ > 0 in order to avoid unnecessary constraint violation. This new problem is obviously always feasible since δ + and δ − can always be taken sufficiently large to satisfy the constraints (16)-(17). Note also that the new formulation involves the vector of unknownsz give by:
It is worth underlying that the above optimization problem is not necessarily convex since the terms Y (k + i,ũ,w) are not affine inũ because of the bilinear terms [B(ξ, w)]u appearing in (3). Moreover, this problem has to be solved quite rapidly since a new problem is defined at each sampling period. Therefore, a classical incremental gradient based smooth iteration would be unsuccessful here. That is the reason why, in the next section, an efficient fixed point iteration is derived to obtain a fast solution of the above problem.
SOLVING THE OPTIMIZATION PROBLEM
As mentioned at the end of the preceding section, it is the bilinear term [B(ξ, w)]u appearing in (3) that prevents (15)-(19) from being a Linear Programming (LP) problem. The idea is then to define for any given ξ-profileξ * , the following LP problem, denoted hereafter by LP (ξ * ):
where
is no more linked to x and w but is a priori given.
The new problem LP (ξ * ) is a linear programming problem since the terms Y (ξ * ) (k + i,ũ,w, x(k)) are now affine inũ.
Therefore, for each candidate profile,ξ * , LP (ξ * ) can be efficiently solved using standard LP solvers to obtain the corresponding control profileũ * (ξ * ) solution of LP (ξ * ). Injecting this control profile in the original model (3)- (5) leads to a corresponding ξ-profile, denoted by:
which, according to (5) is given by:
It goes without saying that for arbitrarily chosen profilẽ ξ * , the real-system profileξ would be obviously different fromξ * . However, if one can findξ * such that the following fixed point equality holds:
then the optimal solutionũ * (ξ * ) is obviously solution of the original problem (15)
-(19). We clearly have to solve the fixed point problem (29).
In order to do this, we suggest the following intuitive iteration starting from some arbitrary profileξ (0) :
with the following stopping condition:
(31) where η u > 0 and η y > 0 are small thresholds. The stopping condition (31) simply means that one reach an approximate solutionξ (i) of the fixed point equation (29) which means thatũ * (ξ (i) ) is an approximation of the optimal solution of the original problem that may be ren dered as close as desired to optimality by taking smaller thresholds η u and η y . The convergence of this fixed point iteration is investigated in section 8.1.
SOME IMPLEMENTATION ISSUES
It is known that the number of inequality constraints has a crucial impact on the computational burden of LP problems. For instance, if one considers the case of minimizing energy cost over a prediction horizon length of N = 720 (a 24 hours horizon with a sampling time of 1 min.), the number of decision variables is given by N dv = (n u + 2n y ) · N = 8640 [see (20) ] and the number of operational constraints is given by N c = (2n y + 4n u ) · N = 21600. It comes out clearly that one is faced with a a high dimensional problem that may be difficult (if not impossible to solve in the allocated time). In order to reduce the number of inequality constraints, one may use (potentially) different under-sampling rates for control updating and for output constraints checking. More clearly one may use open-loop time profile that maintains the control input constant during T u and an output constraints checking sampling period of T y . Note that this does not mean that the control updating period is equal to T u . The latter may be as small as desired provided that it remains greater than the computation time (see below). By doing so, the problem size drastically decreases. For instance, with T u = 10min. and T y = 10min., the dimension of the decision variable drops to N dv = 864 while the number of operational constraints becomes N c = 2160.
As a matter of fact, lower bound on CO 2 and upper bound on L doesn't exist and no bounds on these outputs prevail during vacant periods (refer to table 2). Therefore, their associated constraints and related relaxation variables disappear. Figure 1 shows the computation time obtained for N = 720, T u = 10 and T y = 10, the maximum compute time (0.88 sec) corresponds to the first iteration.. The next ones are much smaller because of the warm conditioning. This enables a control updating period of 2 sec for instance.
These results are obtained on an Intel Pentium M processor 1.86 GHz, 0.99 Go RAM, we used ILOG CPLEX 12.1 solver which is provided with Tomlab 7.4 optimization toolbox.
SIMULATION RESULTS

Algorithm convergence
Although there is no formal proof of the convergence of the fixed-point iteration 30, Figure 2 shows the evolution of u = ũ (i) −ũ (i−1) and y = ỹ (i) −ỹ (i−1) when the iterations start from 100 different random initial guesses ξ (0) . The algorithm converges even when one starts with quite unrealistic initial guesses. It can be noticed that the algorithm converges to optimal solution very quickly when starting form a realistic solution. With a warm start(i.e: initializing the algorithm a time k with the optimal solution found at k−1) convergence is generally achieved in one or two iterations depending on the tolerances η u and η y . Moreover η u and y are always monotonously decreasing. 
Simulation conditions
NMPC closed-loop simulations have been performed using a prediction horizon of N = 720 min (12 hours), with control and constraint checking parameters of T u = T y = 10 min (see section 7) with an updating control period of 10 min. The results are obtained assuming all predictions including those on meteorological conditions and occupation profile are perfectly known in advance. In the varying rate case, the energy cost is 2 times higher between 06h00 and 22h00 (this corresponds to the French tarification full hours/empty hours 2 ). The simulations are performed using a weather data provided by SIMBADdatabase for the city of Paris 3 , the days chosen are 1 st January for winter simulations and 1 st July for summer simulations. Figure 3 shows the anticipative effect of the controller which enables the optimal heating start time to be found (here 06h10) in the constant rate case. In the varying rate case, the behavior is quite different since temperature is increasing before 06h00, when energy is cheaper. Note that in this case, the optimal behavior is to start heating at 00h50m and stop heating at 06h00 (that is, almost 5 hours before the heating start in the constant rate case). The temperature then decreases to join the temperature comfort region in occupation hours (less than 28 o C). Note also that the ventilation is used at the minimum necessary level to ensure a good air quality level. This is in order to introduce as less as possible of new fresh air.
Winter Simulations
Summer Simulations
Summer simulations show also good results, since the anticipative effect of the NMPC is clearly visible. Remark in this case that the ventilation control is activated during night in order to introduce fresh air to "pre-cool" the zone which is made possible by the anticipation capability that is inherent to the use of Model Predictive Control. Moreover the night cooling is activated more longer in the variable rate case. Note 
ENERGY CONSUMPTION VS. COMFORT: A TRADEOFF
At this point, a predictive controller has been designed. We remind that the controller takes into account weather and occupancy forecast as well as energy rate to find the best control sequence. Considering that this operation can be performed for different comfort indexes c ∈ [0, 1] and denoting the optimal total energy cost on the horizon N for a certain comfort level by Con(c), one can obtain the function that represents the optimal total energy cost for each c. The allure of this function is depicted in Figure  5 in winter conditions. Here N = 1440 min (24 hours) and ∆ y = (20, 1000, 1300). The power consumption of equipments are given by α = (3.5, 2, 0.15, 0, 0) [kW h]. This information can be crucial when looking for a Consumption/comfort trade-off in a constrained context.
CONCLUSION AND FURTHER WORKS
In this paper, an NMPC controller has been proposed to control both HVAC, lighting and blinds systems in an efficient and coordinated manner ensuring optimal energy consumption/invoice while meeting comfort requirements. Efficient and simple solution to the underlying optimization problem has been proposed through an LP based The results obtained by simulations in winter and summer seasons with a constant or variable rate context proves the benefits of the approach. The comfort level was described via a unique aggregated indicator that results from a simple parametrization of the comfort region domain, this parametrization can be improved in further works considering for example non symmetric and/or non homogeneous comfort degradation on T air , CO 2 and L without any change in the remaining solution.
Further studies will focuss on extending the control to a whole building, to this end, the use of the cost/comfort map Con(·)'s emanating from the zones can be of great interest since they provide the building level with a precious and condensed information about the zones situation. This may reduce the complexity of the decision making at the high level stages.
