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Abstract
Companies want to keep their customers. Especially, when they offer subscription based services
instead of one time purchases. In the former case, if customers want to leave the company, they
need to cancel their subscription. This is called customer churn.
On the example of One.com, a company that offers subscription based web hosting, a mathematical
model is developed to predict customer churn, so that churn preventive measures can be taken. In
particular, tree based statistical learning methods such as Decision Trees and Random Forests are
applied to the customer dataset of One.com and it is observed that churn predictions are made
with sufficient accuracy, given that the available dataset contains information that is explanatory
of churn. Then both models, Decision Tree and Random Forest, successfully deliver results that
can be used for churn preventive measures on the customer base of One.com.
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Introduction
In the Software as a Service industry subscription based products and packages are common. It
is not necessary to buy an activation key for Microsoft Office any longer, simply subscribing to
Office 365 enables the user to install any Microsoft Office product. This subscription typically
renews itself automatically without the customer having to do anything. Instead, the act that has
to be actively pursued is a cancellation of said subscription. Clearly, customers cancelling is not
desired by the companies offering such services. They wish to prevent so called customer churn,
i.e. customers cancelling their subscriptions and exactly that is the practical focus of this thesis.
One.com is a company that offers web hosting. That is, a customer can order a subscription for
a domain name and server storage space to create a website and e-mail accounts. Until the customer
cancels the subscription, it is renewed automatically every year. Now, many people already possess
a domain or e-mail accounts in some form which means that web hosting is considered to be a
saturated market. Acquiring new customers is expensive and for that reason keeping customers
is important, so One.com is interested in churn preventive methods. There exist methods such as
offering a customer a win-back deal after they have cancelled or offering a discount on the next
subscription year during the cancellation process. These methods however have a big drawback:
they act only after the customer already decided to leave - that is often too late. Ideally, it is known
long before, if a customer will churn or not, so that preventive measures can be taken in time. But
who knows the future?
Knowing the future is often described as a very ominous process and involves magical spectacles,
so this is not what this thesis is about. Instead, the focus lies on a much smaller fraction of that
question. First, only the future of the customer base of One.com is of interest and second, the only
event that is going to be investigated is the one of them renewing their subscription or not. With
those two heavy limitations on the future, it might actually be possible to predict it accurately.
For such prediction of customer churn a mathematical model is developed, which makes this
thesis an exercise in mathematical modelling. In particular, statistical learning methods are used
and it is the goal of the model to output a prediction for each customer, if she/he will cancel the
subscription within the next time period or not, based on the information that is available for that
customer.
To develop such a model this thesis first lays out the principles of mathematical modelling in
Chapter 1. These are then inherited by the statistical learning models described in Chapter 2
and build upon to further specify the model. In the first two chapters a focus lies on establishing
a theoretical background that gives a direction and points out important aspects for building a
model. These aspects are then discussed in each following chapter. Chapter 3 introduces the
concrete method used for predicting customer churn based on the previously introduced theory,
while Chapter 4 describes application of this method to build the churn model and discusses the
obtained results. In the last chapter, Chapter 5, further practical details of the model are given
and the theoretical frame is closed.
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1 Principles of Mathematical Modelling
1.1 Defining a Mathematical Model
The idea of modelling is very intuitive. Real-world phenomena are often too complex to be
understood in their entirety. Instead, it is the aim to find simpler approaches to describe them.
This is common to many disciplines not only mathematics. For example when drawing or painting
Figure 1: A Mannequin
artists sometimes use wooden mannequins to understand human
stature and movement. Those mannequins are in no way humans,
they differ in most obviously size and material, but they preserve
important information about human body proportions and possible
movements, e.g. it is not possible to bend the elbow of a mannequin
backwards the same way it is not possible for a human.
It therefore seems that it is an intrinsic property of a model
to represent reality, but only partially or in a simplified manner.
Rutherford Aris states here that a model is a change of scale of the
real world. When describing a physical object with a mathematical
model the change of scale occurs on the axis of abstraction. [1,
p. 1f] He introduces the terminology prototype to describe what
has been called “real world” in this text, i.e. the prototype is the
observation or system that is investigated. A mathematical model
is according to him just the system of equations that describes the
prototype. The model theory then represents the underlying assumptions and axioms of the system
of equations. This is based on the logician Alfred Tarski’s definition of a model, “A possible
realization in which all valid sentences of a theory T are satisfied is called a model of T .” [1, p. 2]
The change of scale on the axis of abstraction can be interpreted as changing from a linguistic
description of the prototype to using mathematical language to describe it. The level of abstraction
could then be the amount of detail incorporated in the model, i.e. a less detailed description
corresponds to a higher level of abstraction and vice versa. This is picked up by John Maynard
Smith in [1, p. 3]. He differentiates between the purpose for which a model is made. If it is a
practical purpose, he calls the mathematical description of a prototype a simulation. According
to him simulations increase in value by the amount of detail they incorporate. Note that the
notion of value is not yet defined, but shall be discussed in a later chapter. On the other hand, if
the mathematical description serves a theoretical purpose, he calls it a model. The latter should
include as little detail as possible to be of value. For example, if it is the task to predict the
population growth of a bacteria sample, then knowing its circumstantial growth rate and initial
population size is crucial for valuable results. However, for descriptions of population growth of
different species such details are not beneficial. Excluding them and instead defining the type of
growth, e.g. exponential or logistic, increases the value of the description in that sense that it is
not bound to a particular species. Hence the purpose of a model is important for its evaluation.
This shall be discussed in more detail in the following chapters. This chapter concludes with the
definition of a mathematical model Rutherford Aris states in [1, p. 5].
Definition 1.1. A system of equations Σ is said to be a model of the prototypical system S, if it
is formulated to express the laws of S and its solution is intended to represent some aspect of the
behaviour of S.
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This definition refines the statement from the beginning and hints at the goal of mathematical
modelling. In particular, a model needs to preserve qualities of the prototype in order to be valuable
for drawing conclusions about it.
1.2 The Modelling Process
Just from the definition of a mathematical model it is hardly possible to actually build one. It is
helpful to consider important steps of the modelling process such as the ones described by James
Caldwell and Yitshak M. Ram. in [5, p. 3f]. They divide the process into seven steps which go from
defining the situation at hand, i.e. understanding the prototype, to describing it as a mathematical
problem which shall then be solved. The last step is to evaluate the model and in case the results
are not satisfactory, the process has to be reiterated. In particular this leads to the following steps:
1. Specification of the prototype. In this step the real world situation has to be analysed
and understood. The model expectation needs to be defined and a goal formulated by which
the model can be judged in the end.
2. Model set-up. Here it needs to be evaluated which features of the prototype should be
included in the model and which can be disregarded. This leads to defining the assumptions
that the model makes.
3. Formulating the mathematical problem. Caldwell and Ram consider this the hardest
step. It is the goal to translate the linguistic description of the prototype into mathematical
language. That includes assigning mathematical symbols to variables and deciding about
their proportionality relationships.
4. Solving the mathematical problem. This step includes finding the solution to the
problem stated in Stage 3. To do so, it is necessary to decide upon a method of solution.
Questions to be asked are, for example, if an approximative solution is sufficient? Shall the
problem be solved numerically or analytically?
5. Interpretation of the solution. Here it needs to be assessed, if the model is behaving
reasonably. Also model accuracy and the behaviour of the model under changing conditions
are considered.
6. Comparison with reality. This step is closely related to the previous one. If the results in
Step 5 do not compare well with reality, the modelling process needs to be reiterated starting
at Step 1.
7. Completion of modelling process. If in Step 6 a satisfactory result has been obtained,
the modelling process can be considered as finished.
Many methods on solving mathematical problems already exist. Which ones where used in the
practical part of this thesis will be discussed at a later point. However the more interesting part
for now is the model evaluation of Step 5 and 6 for which general methods do not seem to exist.
This is discussed in more detail in the next section.
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1.3 Evaluating a Mathematical Model
In the previous chapters many terms have been used that were not yet well defined. For example,
what is an accurate model? How do we measure accuracy? What makes a model valuable?
Unfortunately, it does not seem like there exists a general theory on mathematical model evaluation,
so it is not possible to answer all these questions at this point. Instead, it is the aim here to structure
them and give an overview of what needs to be considered when evaluating a mathematical model.
1.3.1 Quality Characteristics
This section aims at defining quality characteristics that need to be considered in the model
evaluation. These can be split into a quantitative and a qualitative evaluation. For the quantitative
aspects model accuracy and model complexity are considered. The big questions behind model
accuracy is: How well does the model compare to reality? Clearly, this calls for some kind of metric
that captures the differences between prototype and model, which is why accuracy is part of the
quantitative evaluation. Note here that it is difficult to chose the right metric. For example when
modelling the path a ship has to take to safely arrive in a harbour. Is it more important that the
calculated velocity compares well to the actual values or that the modelled trajectory is accurate?
Of course both have to be considered, but it might be that one accuracy measure performs well
while the other one does not. Is the model still accurate then? Questions like these will be discussed
in more detail later on.
On the same note model complexity requires a measure as well. And again, there is no one
absolute truth here. It seems to be even harder to find a measure for model complexity than
accuracy. In [1, p. 19] Aris hints that model complexity increases, if the equations that describe
a model become more advanced, e.g. going from simple algebraic equations to partial differential
equations. On the other hand in [11, p. 222] model complexity refers to a tuning parameter that
allows for a dynamic adaptation to fit the problem. What both ideas have in common is that
model complexity is related to the properties of the model equations, might it be the number of
parameters used or the type of equation.
In contrast to the quantitative part stands the qualitative evaluation. Here points of interest
are the purpose of the model, its limitations and considerations. The purpose describes the goal
and background: Why is the model created and what shall the model achieve? As mentioned in
1.1 it is important for the evaluation to know the model purpose, because simply put: a fish should
not be judged by its ability to climb a tree. Similar to the way that a fish is made to swim in water,
a model is build for a particular propose and under certain conditions. It is not possible to then
judge the model by its ability to perform tasks in a different environment.
The limitations refer to questions such as: When does the model apply and when not? What
are the extrapolation powers of the model? Do the assumptions reflect reality sufficiently? This is
answered at a later point. Lastly, the considerations leave room for discussion on special cases that
have not been included before and practical problems such as computational power.
All in all there is a lot of points that need to be considered when evaluating and building a
model. Many questions are left open at this point, since it requires further specification to answer
them. Some might only be answered in the end, but in general each chapter of this thesis concludes
with the part of evaluation that is possible at the respective step. The next two sections strive to
start answering some questions and give more thorough definitions of terminology for which such
definitions are missing at this point.
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1.3.2 Comparison to Reality
The essential part of a model is to reflect a prototype in some way. Ideally, that reflection
corresponds closely to observations of the prototype. This quality of correspondence is what has
been called model accuracy in this text. In many sources accuracy is discussed only on a case by
case basis due to the mentioned lack of a general theory. This however makes sense considering the
argument above that models need to be judged on the background of their purpose.
As an example, in [1, p. 126] Aris describes the accuracy of a simulation (in Smith’s sense)
as being easily obtained by a mere comparison between the predictions of the simulation and
the observations of the prototype. If the agreement is good, then the model is of high accuracy.
Furthermore, for the comparison of observation and prediction it is necessary to define a measure
for the model that represents some attribute of the prototype. [1, p. 224]
He omits to give such statement about Smith’s model which further supports the conclusion of
a lack of general theory. Furthermore, Aris discusses the complexity only of a simulation and not
of a theoretical model as well. According to him a simulation is of good quality, if its complexity is
low, i.e. the simulation is fit to the data by only adjusting few parameters. If these parameters are
determined independently of each other and entered to the model as fixed constants, the simulation
becomes even better. [1, p. 126]
In the previous section it was mentioned that model complexity relates to the properties of the
model equations. There are different understandings of this term, but for this thesis complexity is
understood as a tuning parameter that has to be determined for every model. This parameter could
be a scalar for some penalty term that is introduced in the model or simply the number of basis
functions of a chosen function space. [11, p. 37] As an example consider n data points in R2 for
which a polynomial of degree m is fit. It is easy to find the interpolating polynomial that will have
at most degree m = n−1. The fit of this polynomial to the n data points will be perfect. However,
a model should not only explain given data points. When further data points are obtained, it is
the aim that the model still describes these sufficiently well. The interpolating polynomial for some
data points typically performs poorly on new data points that it was not fitted to previously. While
a polynomial of degree m < n − 1 would fit the n data points worse, it is likely that it would fit
the new data points better. So by changing m the fit of the model can be adjusted which is why
m can be understood as the tuning parameter and a measure of complexity.
Both model accuracy and model complexity are important parameters to consider for the model
evaluation and are discussed more thoroughly throughout the thesis.
1.3.3 Model Scope
Model scope is the chosen name for the qualitative evaluation as it summarises the important
points of interest which are purpose, limitations, and considerations. Many times in the previous
chapters it has been mentioned that most models cannot be viewed independent of their purpose
and background. This is given a more thorough argument here.
When evaluating a model, it is always necessary to revise the underlying ideas and origins. [1, p.
22] If a model was build to predict the salary of football players based on their years of experience
and games played, this model should not be judged upon its ability to present salary distributions
across all professions as it certainly would perform worse with the latter task.
Aris differentiates between two main backgrounds of evaluation. Those closely relate to Smith’s
distinction between a theoretical model and the more practical simulation. The latter is used to
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gain an actual understanding of a particular prototype, e.g. when investigating the growth of a
bacteria sample. Whereas the first serves to gain conceptual progress, i.e. when it is the goal to
develop a theory that can be applied to different prototypes. Both backgrounds go hand in hand
during the modelling process. Indeed it seems like there is a fluctuating relationship. The first two
steps described in 1.2 are called “preliminary ideas” and “first model” by Aris. Those are closely
related to the conceptual progress, since they build the theoretical backbone of the model. This
stands in contrast to Step 3 and 4, “design of experiment” and “experience”. Those steps involve a
solution to the particular problem at hand, which means a gain in actual understanding. Further
down the line in the evaluation and interpretation of Step 5 and 6, the direction goes back to the
conceptual progress, since from the interpretation of the solution revised mostly theoretical ideas
emerge. This then concludes the circle back to Step 1.
Depending on the purpose of the model the modelling process “converges” to the corresponding
background. That is, the modelling process can be thought of as following a fluctuating curve
between actual understanding and conceptual progress which will converge to either side depending
on the purpose. For a simulation ideally the actual understanding increases and for a model the
conceptual progress. This differentiation has to be considered when the model is evaluated. [1, p.
22f]
The purpose of the churn model is identified in the next chapter which will make further
evaluation possible, while the limitations of the churn model have to wait, until assumptions are
stated at a later point.
1.4 Model Classification
As a first step on the way to classify the problem of customer churn, following Step 1 of the modelling
process, it is discussed whether the model to be build is a simulation or a model in Smith’ sense. To
recall, a simulation generally serves a practical purpose while the model has a theoretical ambition.
It is not the focus of this thesis to develop a theory on general customer behaviour, but to be
much more concrete and predict, if customers will cancel their subscription. This has the simple
practical purpose of retaining customers which suggests that this thesis aims to build a simulation
in Smith’ sense. Additionally, as can be seen in a later chapter, if the amount of relevant customer
information is increased, the higher the accuracy of the prediction which is another attribute of
a simulation. Hence, the churn model is a simulation and evaluation characteristics described in
1.3.2 apply.
Note that while having the classification as a simulation in mind, this thesis will refer to it as
a model and not follow Smith’ distinction, unless explicitly stated.
Another important distinction to make is that the problem of customer churn is stochastic in
nature. That is mostly because there are few to no deterministic relations in human behaviour.
Why did a customer create 5 email accounts instead of 4? That might be because she or he has 5
family members, but it also might be because she/he felt like it that day. Most of the variables in the
customer information are subject to random influence such as a customer’s mood or circumstance
which are not measurable in this context. It is certain which amount of email accounts a customer
can create, but not which amount a particular customer will create. The information for a customer
is therefore described by a random vector for which each element is a random variable that describes
a particular attribute to that customer. But not only the customer information is random, also the
churn label in itself. This is because of the following reasons described in [12, p. 654].
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• Data generation is subject to label noise. For instance it might be that a customer that
cancelled the subscription regrets the cancellation. In the data set the customer would be
marked as having churned while that is not actually the case. A similar situation also occurs
when a customer wants to change the domain name. As a domain name needs to be registered
with an external organisation, it cannot simply be changed and as a consequence the customer
needs to cancel his subscription and order a new one. Which means the customer is labelled
as “churn” even though he/she actually stayed.
• Non-unique labels. In this case it is not possible to assign a unique label Y to an input
X = x0. For example, if it were the task to predict gender based on height, then a height
of x0 = 1.80 m can be the label “male” or “female”. Similarly if customers are described
by a fixed amount of variables, it might be that two customers share the exact same values
for each variable while at the same time one customer will have churned, but the other one
stayed.
Besides these random effects there are a few deterministic effects as well. For example will
introducing a new product or removing an existing one affect which products are sold. Compared
to the stochastic effects however, the influence of the deterministic effects is not as big. This is
why the churn model is a stochastic model and in particular it is a statistical learning model. That
means that deterministic effects are not considered which results in limitations of the model. These
are discussed at a later point.
Concepts of statistical learning theory are introduced and discussed in the following chapter.
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2 Statistical Learning Models
After introducing first concepts and classifying the problem of customer churn, which corresponds
to Step 1 of the modelling process described in 1.2, this chapter aims to continue with the next
steps of building a mathematical framework and formulating a concrete problem.
The basic idea of statistical learning theory assumes that there are certain relationships between
data points that can be investigated to gain knowledge from large amounts of data. Those data
points usually contain input and output values, i.e. for a given input value the prototype gives a
corresponding output value. Often the relationship between input and output is complex and can
hardly be detected by humans, so it requires more advanced statistical methods and tools as well
as computational power to gain insights.
There are two distinctions to those methods, supervised and unsupervised learning. In the case
of supervised learning both input and output data sets of the prototype are available and are used
to train a model. This is done by providing the model algorithm with a training dataset that
contains input and output. The algorithm then fits the model to the training dataset by learning
patterns that it observes in the data. However, output data might not always be available and
in that case the learning method is called unsupervised. Those models are much more difficult to
build and evaluate, since the dataset basically does not contain any “answers” from which learning
could be possible. [6, p. 26] Luckily, the problem of customer churn can be solved with supervised
learning, since output data is available for each observation.
As it is typical with rather young scientific fields, there exist many terms for the same concept.
For example the input data is often called features, predictors or independent variables while the
output data is referred to as responses, dependent or target variables. [11, p. 9] This text mostly
uses the term feature for input variables and prediction for output variables.
Depending on the situation it can be interesting to either thoroughly investigate the relationship
between data points of a prototype or on the other hand predict an attribute of the prototype based
on some given data points. For both situations a mathematical model is developed, but the focus
of each differs. The first is called interference where the relationship of input and output is of
interested, e.g. to understand how output data changes depending on some input data. The
latter is called prediction and here it is interesting to predict outputs based on some features.
Building a mathematical model for either case requires estimation of the relationship between
input and output data, but only interference requires an explicit formulation of the relationship.
For prediction purposes it suffices to implicitly know the relationship as long as it gives accurate
results. A prediction model where this is the case is also called black-box model. [6, p. 17 ff] Since
the churn model is clearly a predictive model the following discussion is focussing on those.
2.1 Classification versus Regression
The input and output data can be of two different forms, either quantitative or qualitative. In
the first case the variables are continuous, while for the latter case the variables are categorical
or discrete. Integers are a special case in the context of statistical learning. Though they take
numeric values and can be considered as quantitative variables, they can also represent labels of a
categorical variable due to their discrete nature.
While the input dataset can be of mixed variable types, the type of output variables defines
the name of the prediction method. When a quantitative variable is predicted, the prediction
task is called regression and the opposite case of predicting qualitative variables is referred to as
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classification. Again there exist many terms for qualitative variables, most often the possible values
of a qualitative variable are called classes or labels. [11, p. 9f]
For the problem of customer churn the target variable is not only categorical but also binary,
a customer either cancels the subscription or not, which means that the churn model is a binary
classification model.
2.2 Mathematical Set-up and Assumptions
To quote Rutherford Aris again, in [1, p. 39] he states that, if a type of model has been chosen,
then “the formulation [of a model] is nothing more than a rational accounting for the various factors
that enter the picture in accordance with the hypotheses that have been laid down.” This section
shall try to achieve that, also following Step 2 of the modelling process described in chapter 1.2.
In particular, this section deals with the general mathematical set-up for a binary classification
problem.
Consider a set of input values X and a set of output values Y . Then all observations x of a
random variable X lie in X , i.e. X takes values in X . Similarly y is an observation of random
variable Y which takes values in Y . The points (x1, y1), . . . , (xN , yN ) ∈X ×Y are N observations
of the pairs of random variables (X1, Y1), . . . , (XN , YN ) and build a training sample from which the
algorithm is supposed to learn.
Set Fall to be the set of all measurable functions between X and Y . It is the task of
classification problems to find a mapping f : X → Y with f ∈ Fall such that ∀x ∈ X the
number of wrongly assigned labels y is as small as possible. [12, p. 652] Note that the “wrong
assignment” means that the prediction does not correspond to the observation.
In this particular case of binary classification Y = {0, 1} holds and typically it is assumed that
X ⊂ IRp where p is the number of features. It is possible however that X contains categorical
features. For example, if it were the task to predict, if a patient has a disease or not, then the doctor
might gather p = 3 points of information about the patient such as age, gender and symptoms of
that particular disease. For patient 0 this information is stored as the vector x0 = [32, “female”, 1]
where the latter 1 stands for positively identified symptoms. The prediction for this patient can
then either be y0 = 1 in which case the patient has the disease or y0 = 0 when she does not.
There is no assumptions on X and Y in particular. However, it is assumed that there exists
a joint probability distribution function P on X × Y . Note that formally X × Y needs to be a
σ-algebra in order for P to be defined as a probability distribution. However, in light of the scope
of this thesis and the fact that the underlying set of outcomes Ω is simply assumed to exist without
any further specifications, the setX ×Y is assumed to have the necessary properties of a σ-algebra.
P can be any probability distribution and is unknown at the time of learning. Furthermore, P is
assumed to be fixed, i.e. it does not change over time.
It is also assumed that the points (Xi, Yi) for i = 1, . . . , N are independently sampled from
P and that the values in X and Y are non-deterministic, because of the previously mentioned
reasons, compare chapter 1.4. Due to the stochastic labels the conditional probability
η(x) := P (Y = 1 | X = x)
is considered. The composite being P (Y = 0 | X = x) = 1 − η(x). If the non-deterministic effect
of the labels is small, η(x) will be close to 0 or 1 respectively, which is the desired situation for
statistical learning. However, if η(x) is close to 12 , then the learning algorithm will make more
mistakes, since the prediction cannot be as confident. [12, p. 653ff]
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2.3 Bias-Variance Trade-Off
This section builds upon the mathematical set-up and aims to formulate the general consideration of
statistical learning models in accordance with Step 3 of the modelling process described in Chapter
1.2.
In the previous section the mapping f :X → Y was introduced and it was established that it
is the goal to find the optimal f , i.e. the f that leads to the least amount of misclassifications. f
is called a classifier.
In order to find such an optimal classifier it is necessary to define a measure for misclassifications.
This is done in [12, p. 656] by introducing a loss function L(Y, f(X)). A loss function can have
many forms, most commonly the squared error loss L(Y, f(X)) = (Y −f(X))2 in regression settings.
However in the case of binary classification typically the misclassification error is used. The error
at some point (X,Y ) is given by
L(Y, f(X)) =
{
1 if f(X) 6= Y
0 otherwise
Ideally the loss function over a whole dataset (x1, y1), . . . , (xN , yN ) is very small. When the dataset
is labelled, i.e. the yi are known, then evaluation of the loss function is easy. However when a
dataset without labels is evaluated, a more advanced measure is necessary. In [11, p. 18] this
criterion is called the expected prediction error and in other sources risk. It is defined as
EPE(f) := E [L(Y, f(X))]
which is the expected loss of classifier f for input X. [12, p. 656] It is then possible to define the
best classifier f∗ ∈ F , where F ⊂ Fall, as the one for which
EPE(f∗) < EPE(f) , ∀f ∈ F
In particular the notation f∗F is used to denote the best classifier in F , i.e.
f∗F := argmin
f∈F
EPE(f)
If F = Fall, then the best classifier is the Bayes classifier,
fBayes(x) :=
{
1 if η(x) ≥ 12
0 otherwise
So using the Bayes classifier for any binary classification gives the best results. Unfortunately, the
Bayes classifier cannot be used in practise, since the distribution P is unknown. Instead it is the
goal to construct a classifier f for which EPE(f) is as close as possible to EPE(fBayes). The
general problem of binary classification can be summarised as follows.
The problem of binary classification. Given independent, identical distributed (i.i.d.)
training points (X1, Y1), . . . , (XN , YN ) drawn from an unknown probability distribution P onX ×Y
with loss function L, it is the goal to find a classifier f : X → Y for which EPE(f) is as close as
possible to EPE(fBayes). [12, p. 657]
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The optimal classifier in Fall is, as mentioned before, fBayes. Consider a subset F ⊂ Fall
that does not contain fBayes as this classifier is not usable in practise. The idea is to choose a
classifier whose expected prediction error is as close as possible to the expected prediction error of
the Bayes classifier. The “closeness” can be evaluated through their difference that can be expanded
the following way,
EPE(f)− EPE(fBayes) = EPE(f)− EPE(f∗F )︸ ︷︷ ︸
Variance
+EPE(f∗F )− EPE(fBayes)︸ ︷︷ ︸
Bias
(1)
The variance, also called estimation error, is the uncertainty introduced by randomly sampling n
training points. That is, given any finite sample the error of estimating f∗F by f is the estimation
error. On the other hand the bias (or approximation error) is the error that occurs by approximating
fBayes by f∗F . Depending on the F that is picked and consequently which f∗F is obtained, the
variance and bias change. If F is rather small, i.e. it only contains a few elements of Fall, the
bias tends to be big, since it is less likely that f∗F is close to the Bayes classifier. At the same time
the variance is small as it is more likely that the chosen f estimates f∗F well and vice versa. [12,
p. 662] Thus, F serves as measure for model complexity, since it is a tuning parameter, although
without an explicit form at this point.
Both variance and bias are non-negative, so to minimize (1) both need to be minimised at the
same time. As can be seen however, they have an inverse relationship. As the size of F increases,
so does the variance, but the bias decreases. It is the holy grail of statistical learning to chose the
right F that contains a classifier for which the sum of bias and variance is minimised. Hence the
title of this chapter, the “Bias-variance trade-off”.
2.4 Evaluation
It has been promised in the first discussion of model evaluation that qualitative considerations and
limitations will be picked up in later chapters. At this point, first statements on limitations can be
made. The assumptions on the probability distribution P in section 2.2 lead to two considerations.
First, the fact that P is assumed to be fixed implies that the model does not adapt to changes
of One.com over time. This is already mentioned in 1.4 where the example of introducing or
removing products is given. Another example is a negative article about One.com in the media.
To adapt to such changes, it is necessary to retrain the churn model when influencers change.
Now the second consideration is a bit weaker, since it probably does not occur frequently, but the
fact that independent sampling of the dataset is assumed, i.e. the information of each customer
is independent of the other customers, does not completely correspond to reality, since customers
simply might know each other or have read the same reviews of One.com.
Besides this short addendum to the model scope there is a bigger question of the quantitative
discussion that is answered in the next section.
2.4.1 Model Accuracy
It is the aim of this section to consider the model accuracy or quality of fit for statistical learning
methods. There exist two different settings for which model accuracy is relevant. First, model
selection which is the process of deciding which model to use for the given prototype. To decide
upon a model, the performance of different models is evaluated and the best one is chosen. [11,
p. 222] Note however that it might not be sufficient to simply compare models based upon their
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better fit, since there might not be a significant difference. Instead, qualitative differences in the
behaviour of the models have to be considered for the model selection as well. [1, p. 127] The
second setting is more interesting for the context of this thesis and deals with the quantitative
evaluation of the chosen model. This is called model assessment.
For both settings the model accuracy is obtained by estimating the expected prediction error.
When a big data set is available, it is rather simple to find an estimate by splitting the data set into
two parts: a training set and a test set. Typically the training set will be around 75% of the data
while the test set takes 25%. The training set is then used to train the model and with the test
set the expected prediction error is estimated by using a loss function. Though easy to implement,
evaluating expected prediction error based on only one test set means that results can change
significantly when a different test set is used to evaluate accuracy. To counteract the variability
re-sampling methods like k-fold cross-validation can be used. The idea there is to randomly split
the dataset into k subsets (“folds”) each of roughly equal size and treat one subset as the test set
while the remaining k−1 subsets serve as the training set. This is then iterated k times where each
time another subset serves as the test set and the resulting estimations of expected prediction error
are averaged to give one final estimation which is typically more stable than the simple train/test
split. [6, p. 177ff]
Besides re-sampling methods, there are analytical methods for model evaluation as well, e.g.
minimum description length or AIC (Akaike information criterion). Those are not discussed here,
since they are either not applicable or outside of the scope of this thesis.
For the estimation of expected prediction error a loss function L needs to be chosen, since
EPE(f) := E [L(Y, f(X))]. In this thesis that is the misclassification error introduced in Chapter
2.3. EPE(f) is then estimated by the sample mean of the test data set Ttest withNtest observations.
When cross-validation is used, the test set is one of the previously split subsets in each iteration.
Using the training set would result in a too optimistic estimation, since the classifier f is fitted
using the data points from the this set. The sample mean is given by
L¯s =
1
Ntest
Ntest∑
i=1
L(yi, f(xi))
∀i : (xi, yi) ∈ Ttest. For sufficiently big Ntest this gives a good estimation of EPE(f), since by the
Law of Large Numbers the mean of i.i.d. random variables X1, . . . , XN each with expectation µ
converges to µ as N →∞.
To measure the accuracy of the model it is then possible to evaluate
1− L¯s = Number of correct predictions
Ntest
However, this is likely to be a too optimistic estimate, since often in a classification problem the
class sizes are unbalanced. In particular, in the churn example there is much more customers that
stay than those that leave, so the model can happily predict customers that stay and miss most
of the churners while an accuracy score as the one above would still be very high, since so many
stayers are identified correctly.
Another problem with such a simple accuracy score is that it does not account for the different
types of errors, the type-I error and type-II error. The type-I error, also called false positive is the
error of rejecting a null hypothesis when it is actually true. Typically the null hypothesis is the
uninteresting event, so in the churn problem the null hypothesis is H0: “The customer will stay.”
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The type-II error (or false negative) denotes the error of not rejecting H0 when the alternative
hypothesis is true. [2] It is important to differentiate between those two error types, because they
often have different consequences, for example for a model that predicts heart attacks. A type-II
error, i.e. predicting that the patient will not have a heart attack while the opposite is true, is
probably worse than a type-I error where the model predicts a heart attack when the patient is not
going to have one. [11, p. 310] Of course there is other issues with type-I errors in medical settings
such as administrating medications that are not necessary. This is however a complex topic and
luckily this thesis just concerns itself with customer churn. For the churn prediction a type-II error
is not that dramatic. Even though a churning customer is missed and wrongly predicted to stay,
this has no direct negative impact considering that without the model none of the churners would
be identified. A type-I error however might give the customer an incentive to churn when she or
he actually planned to stay, if churn preventive measures such as a direct call or e-mail offers were
not appreciated by the customer.
In conclusion, a pure misclassification error count is too simplistic. In order to differentiate
between type-I and type-II error the confusion matrix is introduced. For a test data set the number
of type-I errors, type-II errors and correct predictions are counted and arranged as in Table 1.
Table 1: Confusion matrix for a binary classification problem
Prediction
non-rejection of H0 reject H0
Actual non-rejection of H0 True Negatives (TN) False Positives (FP )reject H0 False Negatives (FN) True Positives (TP )
Clearly for a good model the true positives and true negatives should be high while the false
positives (type-I errors) and false negatives (type-II errors) ideally are very low. In regards to this
there are two relevant metrics. The first is the sensitivity (or recall) given by TPTP+FN which reflects
the proportion of customers that are correctly identify to churn out of all actual “churners” and
the second is the specificity obtained through TNTN+FP , i.e. the ratio of customers that are correctly
predicted to stay compared to all actual “stayers”. [8] Both metrics can be used for a quantitative
model evaluation. However it is difficult to tell which one is more relevant for a given problem, so
ideally there is only one criterion for model selection and assessment.
Probably the easiest way to evaluate two metrics at the same time is to plot them against each
other. This is done for the sensitivity, also called true positive rate, and false positive rate which
is 1−specificity. A general plot can be seen in Figure 2.
The graph is called Receiver Operating Characteristic curve, or short ROC curve. To draw the
graph the false positive rate and true positive rate are evaluated at different thresholds. The dashed
diagonal line represents the “worst” case, i.e. a model with the predictive power as good as random.
The closer the ROC curve is to the dashed line, the worse is the performance of the model. Ideally
the ROC curve should be close to the top left corner of the figure which represents the perfect
case without any misclassifications. This means that the classifier corresponding to the blue curve
is more accurate than the orange classifier. ROC analysis is useful for two main reasons. First,
it depicts the trade-off between sensitivity and specificity, i.e. as sensitivity increases, specificity
decreases and vice versa. And second, the area under the ROC curve, also cleverly abbreviated as
AUC (area under the curve), gives a single measure for the accuracy of the model that accounts for
both the sensitivity and specificity. [9] In particular, the AUC-score measures the discrimination
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Figure 2: ROC curve for two classifiers
of the model, i.e. the percentage of randomly drawn observations that are correctly predicted by
the model. [10]
Additionally to specificity and sensitivity there is another measure called precision which is
defined as TPTP+FP . The precision is thus the proportion of customers that are actually churning
and predicted as such to all predicted churners. This metric is quite similar to the sensitivity, but
with the difference that instead of evaluating the proportion of correct predictions to the actual
amount, the number of correct predictions versus the whole predicted amount is determined. This
adds another metric by which model accuracy can be determined and again, life would be easier
with just one metric. But instead of calculating the area under some curve, in this case the harmonic
mean of sensitivity and precision is calculated. This new metric is called the F1-score. In particular,
F1 := 2
S · P
S + P
if sensitivity is denoted by S and precision by P . [3]
Unfortunately there is no good way to further combine AUC and F1, because they represent two
quantities that are too different. The AUC-score represents the ability of the model to correctly
predict any observation and the F1-score focuses on the ratio of correctly rejected null hypothesis,
in the churn problem that is the correctly predicted churners. Due to this difference one score might
be preferred over the other in some cases. For example as previously mentioned the type-I errors
are of more interest in the churn problem, which is why the F1-score might deserve the greater
focus. However, the AUC-score is not forgotten. For the evaluation of the churn model all three
introduced measures, confusion matrix, F1 and AUC, are used in this thesis.
In this chapter the mathematical backbone of the churn model has been established. In the
following text the focus lies on discussing the details of the model formulation.
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3 Tree Based Methods
Step 4 of the modelling process regards the solution of the mathematical problem which is discussed
in this chapter. Tree based statistical learning methods have been chosen to find a numerical
approximation of the real relationship between X and Y . This section introduces the ideas and
theory of tree based methods.
The idea can be described quite simply. Namely, the input set X is partitioned and a simple
model such as a constant is used as a prediction in each partition. Consider the following example.
Given a random vector X = [X1, X2] taking values in X ⊂ IR2≥0. X can be partitioned into
M = 5 regions R1, . . . , R5 which can be seen in Figure 3a. This partitioning is equivalent to the
Decision Tree seen on the right hand side in 3b. The first split decision X1 ≤ s1,1 builds the root
node. If the condition is fulfilled, the left branch is followed, otherwise the next node is formed on
the right branch. The last nodes Rm are called terminal nodes or to follow the tree analogy leaf
nodes and represent the partitions of X .
(a) The partitioning (b) Corresponding Decision Tree
Figure 3: Partitioning of X into 5 regions
Given such partition, how does the prediction look? It remains to find a classifier f ∈ F for a
given set of classifiers F ⊂ Fall. A simple model for each region Rm is for example some constant
cm. That is, for each observation x0 that falls into a region m, a constant cm particular to m serves
as prediction for y0. For any X this means
Y = f(X) =
5∑
m=1
cmI{X ∈ Rm} (2)
where I is the indicator function,
I =
{
1 , X ∈ Rm
0 otherwise
In case of a classification problem, cm represents one of the possible labels in Y . [11, p. 305f]
There are some questions that arise from this example and it is the task of the following sections
to answer these. In particular those questions are
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1. How to determine cm?
2. Which partitioning, i.e. which split conditions to choose?
3. When to stop growing the tree?
3.1 Decision Trees
The process of growing a Decision Tree is called recursive binary splitting. Recursive, because each
node can be further split and binary, because the splitting condition requires a binary evaluation,
i.e. it is either true (to the left) or false (to the right).
To answer the first of the previously posted questions, how to determine cm in equation (2).
That is, which constant shall serve as the prediction? For a classification problem this has a straight
answer: typically the majority label k(m) of a leaf node m is used as the prediction. Let the K + 1
labels be denoted by k = 0, . . . ,K, i.e. Y = {0, . . . ,K}. Then
cm = k(m) := argmax
k
pmk (3)
where pmk is the proportion of class k observations in m. Set Nm to be the number of samples in
m, then
pmk :=
1
Nm
∑
xi∈Rm
I{yi = k} (4)
Choosing the majority label as prediction intuitively seems to be the right choice. In section 3.1.1
an argument that supports this idea is given. For regression settings the average value of all
observations in Rm suffices as the prediction cm. [11, p. 307ff] This will, however, not be discussed
in further detail here.
Answering question 2 requires a definition for the best possible split. Giving such definition on
the other hand requires defining some measure of the goodness of the split. This is done indirectly
by inspecting the resulting nodes that can come from a split. Namely, it is of interest how “pure”
the nodes are. Purity here means how homogeneous the labels in a node are. If there is a lot of
data points with the same label, then the node is rather pure, i.e. the node impurity is low. The
latter can be evaluated in three different ways. [11, p. 309]
(i) Misclassification error rate,
NIMC(m) :=
1
Nm
∑
i∈Rm
I{yi 6= k(m)} = 1− pmk(m)
Note here that though the terminology is misleading, the misclassification error rate as a node
impurity measure does not correspond to the previously mentioned misclassification error as
a loss function L(Y, f(X)). Since the loss function evaluates a wrong prediction and the node
impurity evaluates the training data, they do not substitute each other.
(ii) Gini-index,
NIG(m) :=
K∑
k=0
pmk(1− pmk)
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(iii) Cross-entropy or deviance,
NID(m) := −
K∑
k=0
pmk log pmk
For a binary classification problem, i.e. k = 0 or k = 1, those measures of node impurity can
be simplified the following way. For the sake of notation set p = pm1. Then pm0 = 1− p.
(i) NIMC(m) = 1−max(p, 1− p)
(ii) NIG(m) = p(1− p) + pm0(1− pm0)
= p(1− p) + (1− p)(1− 1 + p)
= 2p(1− p)
(iii) NID(m) = − (p log p+ pm0 log pm0)
= −p log p+ (p− 1) log(1− p)
With a measure for the goodness of split, it is now possible to define the best possible split.
Given a node impurity measure NI(m) the best binary split is such that the resulting nodes R1
and R2 are purest, i.e. NI(1) and NI(2) are minimised. Finding the best partition then breaks
down to evaluating all possible splits. This is discussed in the following.
3.1.1 Growing a Classification Tree
Suppose a training data set (x1, y1), . . . , (xN , yN ) ∈X ×Y with xi = (xi1, . . . , xip) for i = 1, . . . , N
is given. The observation yi takes values in Y = {0, . . . ,K} which are the labels. It is the goal to
find a partition of X into M regions R1, . . . , RM and for each region to predict an observation y0
by
f(x0) =
M∑
m=1
cmI{x0 ∈ Rm} (5)
To find the best partition, the node impurity needs to be minimised for each split. Unfortunately,
it is computationally not feasible to consider all possible splits. Instead a greedy approach is used
which means that only the best split at each step (which builds the node) is considered instead of
considering all the following splits as well. [6, p. 306]
Consider a splitting variable Xj and split point s. For simplicity of notation the split point sj
is just be denoted by s. The two resulting regions after the split are denoted by
R1(j, s) = {X | Xj ≤ s} and R2(j, s) = {X | Xj > s}
Here the misclassification error NIMC is used. It is possible to use the other two node impurity
measures in equivalent manner. According to the definition of the best split from before, the best
j and s are then the ones that solve the following expression
min
j,s
(
min
c1
NIMC(1) + min
c2
NIMC(2)
)
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By the definition of misclassification error this can be expanded to
min
j,s
(
min
c1
(
1− p1k(1)
)
+ min
c2
(
1− p2k(2)
))
= min
j,s
min
c1
1− 1
N1
∑
xi∈R1(j,s)
I{yi = c1}
+ min
c2
1− 1
N2
∑
xi∈R2(j,s)
I{yi = c2}
 (6)
The c1 and c2 that minimise the inner expressions are the majority labels in each region given
by definition (3). With this specification it becomes feasible to iterate over all pairs (j, s) to find
the one that minimises (6). This process is then repeated for all following splits to grow a full
classification tree. [11, p. 307ff]
Now that question 2 is answered, it remains to answer question 3. How large should a tree
be? Tree size can be seen as the tuning parameter that determines the complexity of the model
and should ideally be chosen based on the available data. Tree size is measured by the number of
leaf nodes of the fully grown tree. [11, p. 308] In Section 1.3.2 model complexity is introduced by
giving the example of fitting an interpolation polynomial to a set of data points. Via the degree
of the polynomial the quality of fit can be regulated and that is similar to Decision Trees where
the tree size serves as the tuning parameter. If the tree grows too large the model is overfitted.
That is, it will perform well on the training data, but worse on a previously unseen observation.
Consequently if the model is underfitted, i.e. the tree is too small, there is a great chance that
important patterns in the data are not detected, which as well results in worse performance. This
relates to the Bias-variance trade-off previously mentioned. An overfitted model usually has low
bias, but high variance and vice versa for an underfitted model.
There are different methods to influence the size and therefore to control for over- or underfitting.
A simple one is to select less features for the dataset and thereby to reduce the amount of possible
splits. How to select the right features is discussed in a later chapter.
Another possibility is to stop growing trees at some certain fixed threshold, e.g. when there is a
maximum of 5 observations in each terminal node or when the decrease in node impurity for each
split is too small. There is problems with this though. First, a split that only decreases the node
impurity by a little bit could possibly lead to a more valuable split later on. So a split that decreases
the node impurity a lot might not happen, if the previous split was not performed. It is possible
to use such threshold, but not optimal. [11, p. 308] Second, to find the optimal number of samples
that each region of the partition should have it is necessary to iterate over each number. That
includes growing a tree for each different setting and that easily becomes computationally heavy.
Also, typically not only one of these so called hyper parameters needs to be optimised, but several,
which means optimising over a parameter matrix. Even though this method is computationally
heavy, it can be implemented and is then called a grid search.
An alternative is to grow a very large tree T0 and prune it back to obtain a smaller subtree,
i.e. collapse branches of T0 to “group” regions into one big one. The subtree with the lowest node
impurity in each leaf is then chosen as the best classifier. But again, it is not viable to consider
all possible subtrees, so a selective algorithm is necessary. This algorithm is called cost complexity
pruning or weakest link pruning. [11, p. 308]
Due to the lack of this functionality in Python, tree pruning is not used here and instead a
variation of the grid search is performed which is discussed later.
21
3.2 Method Improvements
As stated in chapter 2.3, it is the problem of binary classification to find an optimal classifier, i.e. a
classifier whose expected prediction error is as close as possible to the expected prediction error of
the Bayes classifier. It is also established that the difference in expected prediction errors depends
on the bias and variance of the classifier and that it is therefore the goal to minimise both. By
their nature, tree based methods have low bias. The bias could even vanish completely, if the tree
is grown large enough. However, they tend to be of high variance. [11, p. 587f] The following
sections shall discuss methods to improve predictions by reducing the variance of the classifier.
3.2.1 Bagging
Consider i.i.d. random variables X1, . . . , XN with variance σ2. The variance of their mean is then
given by
Var
[
X¯
]
= Var
[
1
N
N∑
i=1
Xi
]
= 1
N2
Var
[
N∑
i=1
Xi
]
Since the random variables are i.i.d.,
Var
[
X¯
]
= 1
N2
[
N∑
i=1
VarXi
]
= 1
N2
Nσ2 = σ
2
N
Hence, averaging of i.i.d. random variables reduced variance, i.e. VarX¯ < VarXi ∀i.
This idea can be applied to Decision Trees as well. Instead of just growing one tree, several trees
are grown and their predictions are averaged to obtain one bagged classifier. However, it might not
be possible to gather sufficient amounts of data sets from the prototype to grow Decision Trees on
each. Instead it is possible to draw distinct sets from the original data set by repeatedly sampling
observations. The sampling is performed with replacement, i.e. the same observation (xi, yi) can
occur multiple times in each sampled data set. This sampling is called bootstrap. [6, p. 189]
Consider a training data set T = {(x1, y1), . . . , (xN , yN )} and draw B bootstrap samples Tb
from it with b = 1, . . . , B. For each Tb a Decision Tree is grown following the previously described
method so that a classifier fb is obtained. The bagging estimate fbag is then given by
fbag(x) =
1
B
B∑
b=1
fb(x)
For regression trees the prediction fbag(x) is quite straight forward, i.e. it is simply the average of
all bootstrap predictions. For classification trees however, the average of the majority label does not
exist. If f :X → Y with Y = {0, . . . ,K}, then instead consider a label indicator l(x) = [l0, . . . , lK ]
where li = I{f(x) = i}. If f(x) = k, then the label indicator has a one in the kth position and K
zeros otherwise so that the following holds
f(x) = argmax
k
l(x)
This idea is transferred to the bootstrap samples Tb. On the bth sample the label indicator is given
by lb(x) so that fb(x) = argmaxk lb(x). The averaging is now possible for each element of the label
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indicator, i.e.
lbag(x) =
[
1
B
B∑
b=1
I{fb(x) = 0}, . . . , 1
B
B∑
b=1
I{fb(x) = K}
]
Which finally leads to an expression for the bagged classifier,
fbag(x) = argmax
k
([
1
B
B∑
b=1
I{fb(x) = 0}, . . . , 1
B
B∑
b=1
I{fb(x) = K}
])
(7)
This method is described in [11, p. 282f] and the idea is that the variance of fbag is lower than the
variance of fb based on the argument in the beginning of this section. However, one big problem
is that the Decision Trees grown on each sample of the training data are not independent. [11, p.
286] There is several methods to reduce the correlation between the trees, one of which is described
in the next chapter.
3.2.2 Random Forest
The name “Random Forest” is not just an apt continuation of the tree-analogy of these statistical
learning methods, but it also indicates the essential improvement that comes along with it. Namely,
the previously mentioned de-correlation of multiple trees. A Random Forest extends the idea of
Bagging by building a set of de-correlated trees on random samples of a training data set T to
further reduce the variance of the classifier.
In the previous section it is mentioned that the mean of random variables has lower variance
than the variance of each random variable. However, it was assumed that these random variables
are independent which is not the case when growing Decision Trees on random samples of the same
T . Given random variables X1, . . . , XN that are identically distributed with variance σ2, but not
independent, i.e. with pairwise correlation coefficient ρ, then
VarX¯ = Var
[
1
N
N∑
i=1
Xi
]
= ρσ2 + 1− ρ
N
σ2
As N →∞, VarX¯ → ρσ2. So the possible reduction in variance depends on the magnitude of the
correlation coefficient, which is why it is the goal here to reduce the correlation between the trees.
[11, p. 588]
The method of Random Forests is similar to Bagging. Several Decision Trees are grown on
random samples of T , but in the tree growing process for each split only m ≤ p of the input
variables X1, . . . , Xp are selected as possible split candidates. The intuition is that by reducing
m, the correlation between the trees is decreased as well. [11, p. 589] For classification problems
typically m =
⌊√
p
⌋
is selected. [11, p. 592] After growing several trees that are less correlated, the
prediction of each is averaged as previously described in Section 3.2.1.
There exist other improvement possibilities of Decision Trees besides Bagging and Random
Forest. In light of the scope of this thesis, other improvement methods are not discussed however.
Instead the next section focuses on an evaluation of tree based methods.
3.3 Considerations
Categorical features. The problem with categorical features that have q different values
is that there are 2q−1 − 1 possible partitions into two groups. In the tree growing process this
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easily leads to too excessive computations. [11, p. 310] A solution to this problem is to encode
those categorical features into dummy variables by using a similar label indicator as in Section
3.2.1. For example consider a feature X1 that describes an animal type. Suppose there are N = 4
observations, X1 = [“cat”, “dog”, “cat”, “mouse”] with q = 3 different labels. In that case the
computational aspect is of course not that heavy, but examples tend to be simple in order to easily
make a point. Now for each label a new “indicator feature” (the dummy variable) is introduced
to the data set. This feature takes the value 1 for each observation that carries the corresponding
label. The encoded X1 then looks the following way,
X1encoded =

1 0 0
0 1 0
1 0 0
0 0 1

The first column (feature) indicates when the animal is a cat, the second if it is a dog and the last
if it is a mouse. When the Decision Tree is grown it is not necessary to find possible groupings as
each new feature is already binary.
Reason for binary splits. Considering the problem with categorical features, why not allow
for multiway splits instead of only binary splits in the tree growing process? The issue with
multiway splits is that they segment the data too quickly. As a result the following split might only
have insufficient data available which likely leads to poor performance of the model. Additionally,
multiway splits can be achieved by several binary splits in a row. Hence, there is no negative impact
of only allowing for binary splits. [11, p. 311]
Imbalanced dataset. It is very common especially for binary classification problems that the
target labels in the dataset are imbalanced, e.g. in the customer data set of One.com there is much
more customers that stay than those that leave. This causes a problem when the model is trained,
as the class “stay” might be favoured over the class “churn”. To balance the data set it is possible
to down- or up-sample it. In the former case observations of the majority class are excluded until
both classes have the same amount of observations and in the latter case, the observations of the
minority class are duplicated. These methods have huge drawbacks however, since in the the first
case the size of the dataset is decreased and in the latter case patterns might be introduced that
do not exist. A better method to balance the dataset is to introduce class weights. In particular,
for each class k the weight wk is given by
wk =
1
N
N∑
i=1
I{yi = k} (8)
where N is the number of observations (xi, yi). In the tree growing process the node impurity
measure is then evaluated by the weighted class proportions,
pwmk =
pmkwk∑K
k=0 pmkwk
(9)
24
Advantages and disadvantages. Decision Trees somewhat resemble human decision making
and are therefore intuitive and very easy to understand. This is a big advantage in the field of
statistical learning as it is rarely true for learning methods. Additionally, Decision Trees can be
displayed graphically without difficulty. Especially when the trees are smaller they are easy to
interpret which is another advantage. On the other hand, due to their simplicity Decision Trees are
not the most accurate methods. This is mostly because they suffer from high variance and are prone
to overfit as has been established previously. However, accuracy improvements through advanced
methods like Bagging and Random Forest are possible. [6, p. 315f] Those model improvements
however remove the easy interpretability since a graphical display is not feasible any longer. [11,
p. 286]
3.3.1 Further Evaluation Methods
When data is gathered to solve a particular problem, it is often not clear what kind of information
will be relevant. Including unnecessary variables might result in worse performance of the model,
so ideally those should be excluded. However, as said, it is difficult to say which features might
be relevant for predicting a particular variable. Often a lot of intuition and domain knowledge is
required to chose variables for a data set, but that does not mean that all irrelevant features will
be excluded. In order to remove such noise more thoroughly it is possible to measure the feature
importance while building each tree. [11, p. 367] In particular, at each split in the tree growing
process the improvement in node impurity gives the measure for feature importance, i.e. for each
best splitting variable the difference in node impurity before and after the split gives the feature
importance. The importance is gathered and averaged for all splitting variables in all trees that are
grown, if e.g. a Random Forest model is used. [11, p. 593] To compare the feature importance for
all features more easily, it is scaled to the feature with the highest importance, i.e. the importance
of this feature is set to 100 and all remaining feature importances are adjusted according to their
proportion to the highest importance. This then gives the relative feature importance. Features
that have a relative importance below a given threshold are then excluded and typically retraining
the model on the smaller dataset leads to an improvement in accuracy. Note that there are methods
to optimise for this threshold, e.g. by treating it as another hyper parameter, but this is not done
in this thesis. Instead, the threshold is set at will and with a sprinkle of experience.
3.3.2 Computational Considerations
In general statistical learning methods require quite some computational power due to their heavy
reliance on optimisation principles. Given a dataset with N observations and p features, Decision
Trees require pN logN operations for an initial sort of each feature and an additional pN logN
operations for finding the best split at each node. [11, p. 334] So the size of the dataset and chosen
method strongly influence the computational power needed to fit the model. For the work on this
thesis a low-dimensional dataset is available for which tree-based methods can be trained using
a laptop. However, model optimisation includes training a model several times and is therefore
computationally heavier.
Furthermore, some implementations of statistical learning methods support to run jobs in
parallel on multi-core processors. One such module is the Random Forest Classifier of the skcit-learn
library. [4] This improves run time of the model significantly.
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4 Churn Model
4.1 Chosen Approach
To summarise what has been established in the previous chapters, this chapter describes the
prototype that is investigated in this thesis as well as the chosen approach for a solution with
an argument on why the particular method is used.
One.com offers subscription based web hosting. That is, a customer orders a subscription
that includes a domain name and server space for one year. The subscription is then renewed
automatically, if the customer does not decide to cancel. The latter is obviously not what One.com
desires, so to establish preventive measures they want to know, if a customer will churn within the
next 60 days. Since this is not an easy goal to achieve, many options have been considered. Some
include hiring a fortune teller and ordering a crystal ball, but to the disappointment of some those
have quickly been disregarded. Instead it was decided to go with a more advantageous machine
learning approach for which many such predictive methods exist. Some are very well-known like
Linear Regression, others like Decision Trees are very intuitive, but might be lesser known. For this
project tree based methods have been chosen, since they are frankly quite easy to understand and
also apply well to the customer data. For example, because they do not assume a linear relationship
between X and Y which does not exist in the data. There are other non-linear statistical learning
methods, Random Forests however are famous for their good results and easy usability. [11, p.
590] Before the work on this thesis started a prototype for the churn model using Random Forests
already existed. This prototype was not sufficiently accurate to use for customer retention purposes,
so a great part of the practical work was dedicated to improving the accuracy of the model.
One of the trickiest parts of building a model is gathering data. Luckily in the beginning a
big part of the customer data was already available and only a few extra data sources needed to
be added. The whole dataset contains customer information such as their country, currency and
type (private or business customer), invoices, the products they purchased and metrics for how
successful they are with their website. Most of these variables are integers, e.g. the number of
e-mail addresses a customer created or the number of domains that were ordered. But aggregated
variables such as the average number of hits to their website are real variables. Both integers
and reals are quantitative variables. In contrast to those the dataset also contains categorical
variables such as the customer type or currency they pay in. If used in the final dataset, those are
encoded via dummy variables as has been described in Section 3.3. Then, the set of input variables
X only contains non-negative integers and reals. Lastly, the dataset also contains the target
variable “churn” which takes value 1 for customers that have already cancelled their subscription
and 0 otherwise. As mentioned previously this is called a binary classification problem where the
outcome set is Y = {0, 1}.
4.2 Applying Tree Based Methods
The final dataset contains N = 599682 rows and p = 73 features. Note that N represents
only a sample of the customers One.com has and not the actual number of customers. For the
model evaluation 5-fold cross-validation is performed which means that the dataset is split into
5 equal sized subsets and the model is then trained on 4 of these, while in each iteration of the
cross-validation the remaining fifth fold is used as the test set.
Python was chosen for the implementation, as there exist powerful machine learning libraries
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such as scikit-learn. In particular sklearn.tree.DecisionTreeClassifier and
sklearn.ensemble.RandomForestClassifier have been used. The program then follows these
steps:
1. Loading data. The customer dataset is given as a .csv file and loaded into a data frame
using the pandas library.
2. Data preprocessing. Before a classifier can be applied to the dataset, it is important to
check the dataset for missing values and encode categorical variables. It is possible to impute
missing values by using the mean or median of the available data. Luckily in One.com’s
dataset there is only a few, so rows with missing values are simply excluded. Afterwards the
target variable is excluded from the dataset and saved in a separate numpy array, as it should
not serve as a feature for the prediction. The remaining dataset is then saved as a matrix, i.e.
a numpy array as well. If included, categorical variables are encoded by introducing dummy
variables. Finally, class weights are computed using (8) to correct an imbalanced dataset.
3. Training the model. The model is trained in each step of the cross-validation. Beforehand
the data matrix and target array are split into 5 equally sized parts, each one serving as the
test set in one iteration and the remaining as the training set. The classifier is then trained on
the training data matrix by using the method fit() of the given class. This training includes
growing a Decision Tree as described in 3.1.1 or multiple ones, if the Random Forest classifier
has been chosen. This step is the computationally heavy part which takes the longest to run.
4. Applying the model. Once the fitted model is obtained for each iteration of the cross-validation,
it is applied to the test target array using predict(). Note that the model was not fitted
on the test dataset, so that the program is now predicting previously unseen observations
(x0, y0). The prediction is obtained using the previously grown Decision Tree(s) by applying
equation (5) or (7) in Chapter 3 respectively. This gives a second array with the predicted
values for the churn target.
5. Model evaluation. In this last step, the predicted target array is simply compared to the
test target array and using sklearn.metrics miss-classifications are counted in a a confusion
matrix as described in 2.4.1. Based on this matrix F1-score and AUC-score are calculated.
When these metrics are obtained for each cross-validation fold, the final result is simply their
respective mean. As a further step in the model evaluation it is possible to plot a ROC-curve.
The step of training the model includes deciding how large the tree should be grown. As
described in Section 3.1.1, there are several methods to control tree size. For the churn model
a random search is performed which is similar to the grid search that was introduced before.
The difference between both methods is that instead of a fixed matrix of hyper parameters to
iterate over as in the grid search, in the random search a list of possible values for each hyper
parameter is given and the parameters are then chosen randomly for each iteration. The expected
prediction error is estimated using cross-validation and the function optimises the hyper parameters
with respect to the AUC-score. This has been realised using RandomizedSearchCV from the
sklearn.model_selection module.
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4.2.1 Results and Discussion
For demonstration purposes a small Decision Tree has been grown using the Python class
DecisionTreeClassifier. The class allows for using the Gini-index or Cross-entropy as node
impurity measure, but not the misclassification error. For all grown Decision Trees here and in
the following the Gini-index NIG is used. To control the size of the tree the hyper parameters
max_depth and max_leaf_nodes have been set to 5 and 8 respectively, i.e. the tree is not grown
further than 5 split levels and not more than 8 leaf nodes. The parameter max_leaf_nodes
corresponds to the number M of regions Rm introduced in Chapter 3.1.1. This gives an easily
interpretable Decision Tree seen in Figure 4.
node #0
web_amount_of_hits ≤ 0.5
gini = 0.5
samples = 100.0%
value = [0.502, 0.498]
class = stay
node #1
crm_paymenttype_recurring_amount ≤ 1.5
gini = 0.269
samples = 15.5%
value = [0.16, 0.84]
class = churn
True
node #2
crm_order_age_in_days_amount ≤ 718.5
gini = 0.341
samples = 84.5%
value = [0.782, 0.218]
class = stay
False
node #3
crm_order_age_in_days_amount ≤ 191.5
gini = 0.204
samples = 10.8%
value = [0.115, 0.885]
class = churn
node #4
gini = 0.39
samples = 4.8%
value = [0.734, 0.266]
class = stay
node #7
gini = 0.442
samples = 1.1%
value = [0.67, 0.33]
class = stay
node #8
crm_order_age_in_days_amount ≤ 1286.5
gini = 0.187
samples = 9.7%
value = [0.104, 0.896]
class = churn
node #9
gini = 0.131
samples = 5.8%
value = [0.071, 0.929]
class = churn
node #10
web_amount_of_hits_365 ≤ 5.0
gini = 0.376
samples = 4.0%
value = [0.251, 0.749]
class = churn
node #13
gini = 0.476
samples = 2.9%
value = [0.391, 0.609]
class = churn
node #14
gini = 0.206
samples = 1.0%
value = [0.116, 0.884]
class = churn
node #5
web_amount_of_hits ≤ 35.0
gini = 0.465
samples = 20.7%
value = [0.632, 0.368]
class = stay
node #6
gini = 0.259
samples = 63.8%
value = [0.847, 0.153]
class = stay
node #11
gini = 0.496
samples = 9.9%
value = [0.547, 0.453]
class = stay
node #12
gini = 0.389
samples = 10.7%
value = [0.736, 0.264]
class = stay
Figure 4: Decision Tree with 8 leaf nodes
Underneath the number of each node is the feature that was determined to be the best split
criterion for the respective node. For example, the first node on the top of the tree shows that the
first feature to split by is the amount of times that the domain of the customer has been accessed
the day before the dataset was gathered. If the website of the customer has not been visited, then
web_amount_of_hits is zero which means that the left branch is followed and in the opposite case
the right one. The nodes are then coloured by label, blue for “churn” and orange for “stay” while
the saturation indicates the confidence in the prediction, i.e. the class probabilities. The ratio of
each class per node is given by the value parameter where the first value represents the weighted
class probability pwm0 for class “stay” (k = 0) and the second shows pwm1 for class “churn”. As an
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example, Leaf node 7 to the left of the figure contains 1.1%, i.e. N7 = 4726, of the total number
of samples Ntrain in the training set. The number of k = 0 observations in Node 7 is N70 and for
k = 1, N71 which gives the class proportions p70 = N70N7 and p71 =
N71
N7
. Unfortunately, the actual
values cannot be stated here. However, the weighted class proportions are the ones of interest.
These are given by equation (9), so that
pw70 =
p70w0
p70w0 + p71w1
= 0.670
pw71 =
p71w1
p70w0 + p71w1
= 0.330
where the weights w0 and w1 are previously obtained by the program. These values correspond to
the displayed value parameter for Node 7. Finally, the node impurity measure is given by
NIG(7) = 2pw70pw71 = 0.442
This is displayed by the gini parameter in the figure. Since pw70 > pw71 , all observations that
fall into node 7 are predicted as “stay”, but only with little confidence of 67%, which is why the
node is coloured as a light shade of orange. On the other hand, there is leaf nodes such as Node 9
which predicts the label “churn” with high confidence, since pw91 = 0.929. In praxis, it is possible
to only take action on predictions where the weighted class probability is well above 0.5. Values of
pwmk > 0.9 are common.
The accuracy of this Decision Tree is given in Table 2. Note that cross-validation has been
omitted for the evaluation of this Decision Tree, i.e. the accuracy measures are obtained by a
simple train/test split. The AUC-score is surprisingly high, but at the cost of the F1-score. That
means that this small Decision Tree is quite good at predicting a randomly drawn observation,
but not very good at accurately predicting customers that will stay which can be seen in the high
number of type-I errors of 12756. However, this tree merely serves as a demonstration. The next
section compares a “fully” grown Decision Tree to a Random Forest model.
Table 2: Accuracy of Decision Tree with p = 43 and 8 leaf nodes
Confusion Matrix 134278 12756753 2119
F1 0.2388
AUC 0.8255
Comparing Decision Tree to Random Forest Classifier. In this step a Decision Tree
is compared to a Random Forest model. This is done for the full amount of features and then for
a reduced dataset. The program was run as described in the previous section, excluding the grid
search for hyper parameter tuning, i.e. the hyper parameters used in this iteration are the default
ones, except the number of trees which are grown in the Random Forest model, n_estimators= 500.
First, a Decision Tree classifier has been applied and compared to the results of a Random Forest
classifier. Second, both classifiers have been applied to a dataset with reduced number of features,
since tree based methods tend to perform worse when there is a lot of irrelevant information in the
dataset. The features for the second iteration have been selected based on the feature importance
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obtained in the first iteration. Features below a relative importance of 0.1 have been excluded.
Note that this threshold was chosen at will. As mentioned in Section 3.3 there are optimisation
methods for this threshold, but these are not included here. The results can be seen in Table 3.
Table 3: Results of applying Decision Tree and Random Forest classifiers to different feature sets
Number of Features p Decision Tree Random Forest
72
Confusion Matrix 116665 1012 117605 73973 1274 1290 957
F1 0.5621 0.5842
AUC 0.7792 0.7127
43
Confusion Matrix 116656 1022 117598 80974 1273 1248 999
F1 0.5606 0.6007
AUC 0.7790 0.7219
When the number of features is reduced by excluding those that are not explanatory, the
accuracy scores improved for the Random Forest model, but for the Decision Tree a minor decrease
is observed.
The increase in accuracy of the Random Forest is to be expected, since with all features included
the model might be fitted to noise. That is, statistical learning models are used to discover patters
in a large amount of data. If there is no such pattern, because the included features are not
explanatory of the target variable, then the algorithm for the model might identify noise in the
training data as valuable patters. This will likely result in worse performance on a test set, since
those erroneously identified patterns do not exist there. This also relates to Smith’ understanding
of a simulation. In Chapter 1.1 it is stated that a simulation, which the churn model is, gains value
the more relevant information it contains. By removing irrelevant features, the relative amount of
relevant information increases and due to that the increase in model accuracy is observed.
Comparing both models directly it is observed that the Decision Tree has a higher AUC-score
while the Random Forest model scores a higher F1. It is not possible to answer which one is more
accurate in this case and a decision on which model to chose is not easy, as has been foreseen by
Aris who states that the quality of fit of two models might not be a sufficient selection criteria.
[1, p. 127] This is already mentioned in Chapter 2.4.1 where it is also stated that for the churn
model type-I errors are more important to consider than type-II errors, since they possibly have a
worse impact. This implies that the focus when comparing both models should lie on the F1-score
which is higher for the Random Forest, but not by much. Instead, a stronger argument might be
given by a qualitative distinction of both models. The Random Forest Classifier has an expected
prediction error closer to the ideal Bayes classifier, since it has lower variance than a Decision Tree,
but the same bias, which in theory makes the Random Forest the better candidate. This is also
seen here. Recall that EPE(f) := E [L(Y, f(X))] where L is the loss function evaluated through
the number of miss classifications. Since for p = 72 the total number of miss classifications in
the Random Forest model is only LRF = 1363 which is lower than the miss classifications for the
Decision Tree of LDT = 1985, the Random Forest model is the better classifier with respect to
expected prediction error. The same is observed for p = 43 where LRF = 1320 < LDT = 1996.
This seems like the Random Forest is the favourite, but there is a practical aspect to consider.
Namely, a Decision Tree is easier to interpret, since its rule-based characteristics can easily be
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displayed, while a Random Forest is a black-box model of which only the resulting prediction is
known. Furthermore, the Decision Tree logic can be implemented without the need of advanced
Python module such as sklearn. In the end, it is a complex discussion which model to chose, but
it is likely that choosing one model over the other does not result in a significant difference for the
retention efforts of One.com, given that both, Decision Tree and Random Forest, perform similarly
well.
Hyper parameter tuning on Decision Tree Classifier. In this section the standard
Decision Tree from before with p = 43 is compared to a Decision Tree that has been optimised for
AUC through a random search to find the best hyper parameters. The random search was run 100
times where in each iteration a random hyper parameter set has been chosen. The best AUC score
of 0.8627 was obtained for min_samples_split= 2, min_samples_leaf= 5, max_leaf_nodes= 78
and max_depth= 69.
The ROC-curves for both classifiers can bee seen in Figure 5. The orange graph corresponds
to the optimised Decision Tree and the blue one to the standard one. Clearly, the area under the
curve is greater for the optimised classifier which implies that the random search was successful.
Note that the blue graph follows a straight line after a cut of point. That is because the standard
Decision Tree does not have as many distinct thresholds, since it is not limited in size. So it grows
larger, leaving smaller leaf nodes that have low node impurity. Therefore, there are less distinct
class probabilities which at the same time tend to be close to 1. This results in a plot that describes
a curve very closely to 0 for the horizontal axis and follows a straight line after there is no more
distinct thresholds.
Figure 5: ROC curves for a random search optimised Decision Tree (orange) and standard Decision
Tree (blue)
The remaining accuracy scores are displayed in Table 4. As can be seen the AUC score has
improved through the random search, but at the cost of the F1 score. Similar to the small
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Decision Tree in the beginning, the type-I errors have increased significantly. So even though
the improvement in type-II errors and true negative predictions is appreciated, it does not justify
such a decrease in F1 score. It is possible to run the random search with more iterations or to
optimise for F1 instead of AUC as a future improvement to this.
Table 4: Accuracy measures for optimised and standard Decision Tree
standard Decision Tree optimised Decision Tree
Confusion Matrix 116656 1022 108901 8729974 1273 460 1835
F1 0.5606 0.2854
AUC 0.7790 0.8627
As a final remark on the performance of the chosen methods it is important to note that a
statistical learning model can only be as good as the data it is provided with. For once, there is
the issue of data errors. But that is not as influential as a dataset that does not contain relevant
information. The process of a customer cancelling is a complex one that does not only contain
activating a cancellation link, but also concerns the motivation for a customer to leave. This is
likely a long term decision and many factors can play a role in it. On the other hand, for some
customers it might as well be an impulsive decision which just proves the point that it is very
hard to find suitable information that explains the target variable well. So methods such as testing
different models and tuning hyper parameters will not be able to counteract the biggest error source:
missing information.
To summarise, it is difficult to chose a model based on accuracy scores alone, especially if these
do not differ a lot between models. For One.com’s churn model the Random Forest Classifier has
been chosen, but a Decision Tree might have been an equally well decision. For future improvements
further data sources and more extensive random searches can be considered, but results will always
have to be taken with a grain of salt.
4.3 Custom Decision Tree Classifier
In this chapter another comparison between two different churn models is made. This time, however,
one model has been programmed from scratch. In particular and for simplicity reasons, a root
Decision Tree for binary classification was programmed and is compared to to the Decision Tree
Classifier from sklearn.
The custom model identifies the root node of a Decision Tree based on the node impurity
optimisation discussed in Section 3.1.1. This Python class is called DecisionTreeBinaryClassifier
and accepts the same inputs as sklearn.tree.DecisionTreeClassifier, but is limited to the
methods fit() and predict(). The former function accepts a training data matrix and target
array and then returns the best possible split variables based on the Gini-index NIG. The latter
method takes a test data matrix and returns a prediction array for the target variable. Due
to the similar structure as the sklearn class, evaluation of the custom model is possible using
sklearn.metrics as well.
To recall, the node impurity optimisation requires identifying a split variable Xj and split point
s. Even though the goal is to identify only one such split point, it is still computationally heavy
to iterate over all possible values of s which are the unique values in Xj . To optimise this process,
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only a random selection of Ns = 100 split points is chosen, should the number of unique values in
Xj be greater than Ns. To further improve runtime of the custom model a smaller dataset with
N = 9990 and p = 40 has been used.
Also part of the optimisation process is splitting the test dataset into two regions R1 and R2
based on the split point s. In the program this is done using the pandas module which allows for
SQL-like treatment of the data matrix. So instead of running through each row of the matrix and
checking if the jth value is smaller than s, a filter is applied to the matrix the following way
import pandas as pd
import numpy as np
[ . . . ]
X = pd . DataFrame (np . column_stack ( ( X_train , y_train ) ) )
[ . . . ]
for j in range (0 , p ) :
#f ind p o s s i b l e s p l i t po in t s s
s_ l i s t = np . unique ( X_train [ : , j ] ) . t o l i s t ( )
[ . . . ]
for s in s_ l i s t :
#s p l i t i n t o two reg ions
R0 = X[X. i l o c [ : , j ] <= s ]
R1 = X[X. i l o c [ : , j ] > s ]
This results in a faster split into both regions, since another for-loop is omitted. To go from a
data frame back to a matrix the attribute .value can simply be applied.
As the root node the sklearn algorithm identifies X27 ≤ 1. This translates to the decision, if
the number of web hits to the domain of the customer is less than 1. The custom model however
finds that X29 ≤ 1 is the better candidate, i.e. if the amount of websites a customer created is less
than 1. The two regions after the split in each model are compared in Table 5. As can be seen
the sum of the node impurity in R1 and R2 is lower for j = 29 which is why the custom algorithm
chose this node as root. But at the same time the node impurities after the split seem to be more
levelled for j = 27. This might be why the professional algorithm preferred this split variable.
Table 5: Regions R1 and R2 for custom and professional root Decision Tree
sklearn j = 27 Custom j = 29
m 1 2 1 2
Nm 1142 6350 6500 992
pwmk [0.156, 0.844] [0.780, 0.220] [0.464, 0.536] [0.945, 0.055]
cm 1 0 1 0
NIG(m) 0.264 0.343 0.498 0.104
Both nodes have a region that predicts churn, i.e. cm = 1, and one that predicts stay with
cm = 0. However, the churn prediction in the custom model happens with less confidence of only
53.6% while the professional model can predict churn with 84.4% confidence. This is reflected in
the accuracy of both models as well which is given in Table 6. Both models are not as accurate
as the previously seen ones, this is mostly due to the smaller dataset and the limit of only one
split. It then does not come as a surprise that the decision power of the custom model is as good
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as random. Besides the worse accuracy results it is also slower in the computation. The method
fit() runs on average 3.36 seconds with this dataset, while the professional equivalent only takes
0.0151 seconds. The same is observed for predict() where the custom model takes 3.76 · 10−3
seconds and the professional 8.47 · 10−4 seconds.
Table 6: Accuracy scores for professional and custom model
sklearn j = 27 Custom j = 29
CM 2100 356 120 233612 30 0 42
F1 0.140 0.035
AUC 0.785 0.524
But not everything is bad with the custom model. Given the split conditions j = 27 and
s = 1, it obtains the same node impurities and accuracy measures. So the difference to the
professional implementation do not seem to lie in the calculations, besides optimisations in regards
to computational speed. It is more likely that the sklearn module considers the balance between
node impurities when iterating over split conditions or similar measures as well.
All in all, a successful proof of concept has been implemented that allows for the same functionalities
as professional modules, with the limitation that results and computation times are not as good.
4.4 Model Limitations
In Section 2.4 the first limitations of the churn model have been discussed. In particular, the
assumption on the probability distribution P lead to probably the biggest limitation. The model
does not adapt to deterministic changes over time, e.g. if One.com changes their products or
introduces new features. However, this can be fixed by retraining the model as soon as sufficient
amounts of new data are available. The only limitation is then that there will be a delay as to when
the model is sufficiently accurate again. This also means that the churn model requires maintenance
to be applicable. Having said this, the model as trained here only applies to the customer base
of One.com. To apply the model to other companies or situations it needs to be retrained and
hyper-parameters optimised. Due to the simple implementation of Decision Trees and Random
Forests in Python a “plug and play” approach is possible, which allows these methods to be so
versatile in their use. The most difficult part that remains is gathering data and finding relevant
information for the target variable.
Besides accurate results it is important to be aware of the consequences of missing errors. Such
errors could be assumptions that do not sufficiently reflect reality or computational errors. Even
though the latter is unlikely due to the use of professional libraries like scikit-learn, consequences
need to be considered. Some modelling errors have a greater influence than others, e.g. including
features in the training data that are highly correlated to the target variable will lead to too
optimistic results overall, while a wrongly labelled observation in the dataset only amounts to one
possible misclassification. Any kind of error that is made in the modelling process is detected the
same way which is in the confusion matrix as this is the chosen method of quantitative evaluation.
The only difference between error sources is hence the amount of misclassifications that they cause.
So regardless of the modelling error, the results can either be that a churning customer is missed
and no effort is put into preventing the customer from leaving or that a customer that does not
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consider churning is contacted to her/his dismay and then decides to leave.
As hinted upon in the previous section the biggest error source seems to be the data. In
particular the lack of explanatory data for customer churn. This is due to the fact that customer
intent is very difficult to measure. What did the customer expect when she/he bought the product?
Did the customer decide to cancel long before the cancellation was requested or was the cancellation
based on impulse? To get an idea for answering those questions there are surveys customers are
asked to fill in, but there is no good way of obtaining such kind of information for a all customers
before they leave. Even though this kind of information would likely improve the model, it is
unfortunately not available. On the up side, there is other metrics that describe a customers
satisfaction indirectly. For example, did the customer ever finish to set up a website? How does
the customer interact with One.com’s products? These customer behavioural data is not included
in the churn model as of now, since it is technically complicated to gather such information. This
however leads to future improvements that can be considered in another iteration of the modelling
process.
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5 Conclusion and Outlook
5.1 Practical Application
To effectively use the churn model for customer retention a one time prediction is not sufficient
and it is necessary that the model is able to run on a regular basis. This ideally does not happen
manually but instead a program should execute a model run to produce a prediction for a set
of customers that are potentially churning. But not only is it necessary to continuously predict
customer churn, due to the limitations mentioned in Section 4.4 the program should also be able to
retrain the model. This entails that the program is able to gather and pre-process data which adds
a whole new dimension to automatising the churn prediction. Though difficult, it is not impossible.
Python scripts are difficult to deploy on a server due to their many dependencies. It could be as
easy as just installing the libraries that the script depends on on the server and upload the Python
script. This, however, is not a stable solution, because sooner or later there will be version conflicts
that require a lot of maintenance. Additionally, the server hosting the churn application cannot
have public internet access due to security concerns which means that a simple pip install is not
possible. To install any module, the package source would need to be downloaded and uploaded to
the hosting server which is very tedious and not a viable solution.
With a lot of help from the system engineers at One.com a better approach was formulated.
Instead of tackling the Sisyphean challenge described above, the Python script for the churn model
as well as all its dependencies and sources are packed into a Debian package which is then build on
the server using GitLab. It is absolutely not the intention of this thesis to go into further detail here,
but the interested reader is referred to an article on gitlab.com [7]. With the program installed on
the server, it is relatively simple to implement the three legs from above, model prediction, re-train
and gathering new data which has been done in the final steps of the project. At this point the
churn model is ready to use for retention efforts.
5.2 Summary and Improvements
In the end, now that the model is build and can predict customer churn, there are some last
questions that need to be answered. For instance, does the model fulfil expectations? It is fair
to say that the accuracy of the model is sufficient and especially confidence scores given by class
probabilities in the prediction make the model reliable. Furthermore, tree based methods have
been proven to be applicable to the customer base of One.com and the implementation of the
churn model is computationally feasible. The expectation of building a model to predict customer
churn is thus fulfilled.
There is another aspect that has to be considered especially for the usability of the results and
that is, if the model output is trustworthy. Does the model come to its results by drawing the right
conclusions? When given an input observation, the Random Forest model simply outputs a class
for churn or stay and a probability of the result, but as it is typical for black-box models, it does
not say how the result was obtained, e.g. which customer attributes lead to the decision is not
part of the output. For the Decision Tree model a visual representation is possible, which makes it
easier to trust and understand how the model arrives at a prediction. Also the feature importance
measure gives an idea on which attributes are generally explaining the target, but in both cases
it is very difficult to say for a particular customer why he/she is going to churn or not. In order
to effectively prevent customers from cancelling their subscriptions, it might be of great use to not
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only know that they will, but also why they want to leave. With this, the question arises how much
is worth to know? The ability to explain results could be a great improvement of the model in the
future as it gives insights into the decision of the customer to leave. Those insights could then be
used to improve the products and services One.com offers. However, for churn preventive measures
such as phone calls to a possibly churning customer those insights might be hindering. For example,
if the customer service agent that performs the calls is given the following information: “Please
call this customer. She is going to churn with 93% certainty, because she never created e-mail
addresses and rarely got any web hits to her domain.” When calling the customer, the customer
service agent might look out to confirm this previously introduced bias and therefore might miss
other important information or even the real reason, if the prediction was not accurate. To continue
the example, the customer might not want to churn at all and never intended to create a website
or e-mail addresses, because she only needed the server storage space for backups. Confirmation
bias can get into the way of the customer service agent and the call might have the opposite effect
of what was intended, in which case simply supplying the information “This customer will likely
leave, please call her.” might have been the better option. In conclusion, the information that is
supplied for churn preventive measures has to be carefully calibrated to be of use. It has great
potential especially for the feedback and improvement of One.com’s products and services to be
able to explain churn predictions, but it might lead to negative effects in churn preventive measures.
To implement prediction explanations, there exist methods such as LIME (Local Interpretable
Model-Agnostic Explanations) that try to explain prediction results by locally approximating a
black-box model by a more simple model. The decision path for the simple model is known and
then used to give an explanation of the results. An implementation of LIME for the churn model
possibly leads to an improvement in the usability of the results.
In the future other statistical learning models that are not tree-based, e.g. Neural Networks,
can be considered to improve accuracy as well. Furthermore, it is worth to investigate whether
60 days is the right time period to predict customer churn. Perhaps a reduction of days gives
better accuracy results. This also ties into the question, when does a customer decide to cancel the
subscription? These considerations possibly lead to future improvements of the churn model.
Before the work on this thesis, a prototype Random Forest model for churn prediction already
existed. The problem was that this model did not obtain accurate enough results. This thesis has
therefore benefited One.com mostly for its model optimisation and improvement in model accuracy,
so that churn preventive measures can now be effective. Furthermore, has it opened the path to
consider other models for churn prediction, not just Random Forests.
In the first chapters of this thesis, the churn model is classified as a simulation and it is
established that it is a stochastic model. Furthermore, right from the beginning it is claimed
that the churn model is a mathematical model and though that might be intuitively clear, no
argument proving this assumption is given. So as the last point of this thesis, the churn model
is compared to the definition 1.1 of a mathematical model. In particular, the definition states
that “A system of equations Σ” - in this case equations (3), (4) and (5), - “is said to be a model
of the prototypical system S,” - the set of observations (xi, yi) of One.com’s customers with xi
describing customer attributes and yi indicating whether the customer has churned or not - “if it
is formulated to express the laws of S and its solution is intended to represent some aspect of the
behaviour of S”. The model intends to predict customer churn, which is hence the particular aspect
of the behaviour of S and the solution is simply the classifier f evaluated at x which represents
the customer information. Lastly, the laws of S are respected by the assumptions that are made
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on the model. Even though some assumptions do not always reflect reality, they do so sufficiently
enough to obtain accurate results. All in all, according to Rutherford Aris, a mathematical model
was built to successfully predict customer churn.
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