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The distribution of descents in a fixed conjugacy class of Sn is studied and it is
shown that its moments have a remarkable property. This is proven two ways: one
via generating functions and the other via a combinatorial algorithm. This leads to
an asymptotic normality theorem for the number of descents and major index in
conjugacy classes of Sn with large cycles.  1998 Academic Press
1. INTRODUCTION
The theory of descents in permutations has a long history and is related
to many questions. In Section 5.1 of Knuth [10], descents are connected
with the theory of sorting and with the theory of runs in permutations.
Diaconis et al. [1] study a model of card shuffling in which descents play
a central role. Solomon [13] gives a definition of descents for any Coxeter
group W and defines descent algebras which are subalgebras of the group
algebra of W. Garsia and Gessel [7] find a generating function for the
joint distribution of descents, major index, and inversions. Gessel and
Reutenauer [8] show that the number of permutations with given cycle
structure and descent set is equal to the scalar product of two special
characters of the symmetric group. The theory of descents is also related to
the cohomology of flag manifolds and Hessenberg varieties [5], [9], and
to Coxeter complexes [11]. The author [6] makes a connection with semi-
simple orbits of Lie algebras arising from the finite groups of Lie type.
The descent set of ?, denoted Des(?), is the set of all i with 0in&1
such that ?(i)>?(i+1). Define the descent number d(?) by d(?)=
|Des(?)|+1. The Eulerian polynomials An(t) are defined as the generating
functions for d(?) in Sn :
An(t)= :
? # Sn
td(?).
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Foata and Schutzenberger [4] give a detailed account of the properties
of Eulerian polynomials. It is known (e.g., [2]) that the distribution of
d(?) in Sn is asymptotically normal with mean (n+1)2 and variance
(n&1)12.
Let maj(?) be the major index of ? (i.e., the sum of the position numbers
i such that ? has a descent at i). The generating function for permutations
by maj factors as
:
? # Sn
tmaj(?)= ‘
n
i=1
ti&1
t&1
.
Combinatorialists may recognize this as the generating function for per-
mutations by inversions. Permutation statistics with this generating func-
tion are known as Mahonian statistics, and a general account of them can
be found in [3]. These statistics are asymptotically normal with mean ( n2)2
and variance [n(n&1)(2n+5)]72.
This paper examines the asymptotics of descents and major index in
fixed conjugacy classes of symmetric groups.
2. GENERATING FUNCTION ARGUMENT
To begin, we introduce some notation which will be useful.
1. Let r1 , ..., ra be natural numbers summing to n. Define M(r1 , ..., ra)
as the quantity
M(r1 , ..., ra)=
1
n
:
d | n, r1 , } } } , ra
+(d )
(nd )!
(r1 d )! } } } (ra d )!
,
where +(d ) is the Moebius function.
A primitive circular word of length n from an alphabet [1, ..., a] is a
word which is not equal to any of its non-trivial cyclic rearrangements. For
instance aaab is a primitive word of length 4, but abab is not primitive. As
is explained on p. 157 of [12], M(r1 , ..., ra) is the number of primitive
circular words of length n from the alphabet [1, ..., a] in which the letter i
appears ri times.
2. Let fna=(1n) d | n +(d ) and. In fact,
fna= :
ri0
r1+ } } } +ra=n
M(r1 , ..., ra).
Reutenauer [12] also shows that fna is the total number of primitive
circular words of length n from the alphabet [1, ..., a].
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Theorem 1, which will follow from work of Gessel and Reutenaeur [8],
gives a generating function for permutations by major index, descent num-
ber, and cycle structure. As the proof technique is somewhat esoteric and
will not be used again in this paper, the reader may prefer to skip the proof
on a first reading.
Theorem 1.
:

n=0
yn ? # Sn t
d(?)qmaj(?) > i x
ni (?)
i
(1&t)(1&tq) } } } (1&tqn)
= :

a=1
ta ‘

i=1
‘

m=0 \
1
1&qmxi yi+
r1+ } } } +ra=i
1r1+ } } } +ara=m+i
M(r1 , ..., ra)
.
Proof. Gessel and Reutenauer [8] associate to any ? # Sn a quasi-sym-
metric function f (?) in the variables zi by
f (?)= :
1s1 } } } sn
si<si+1 if i # Des(?)
zs1 } } } zsn .
More generally, if A is some subset of Sn , they define f (A)=? # A f (?).
For a1, let 4a be the homomorphism from formal power series in
z1 , z2 , ... to formal power series in q defined by 4a(zi)=qi&1 for 1ia
and 4a(zi)=0 otherwise. Theorem 5.3 of [8] says that for any subset A
of Sn :
? # A t
d(?)qmaj(?)
(1&t)(1&tq) } } } (1&tqn)
= :

a=1
ta4a( f (A)).
We next claim that if A is the conjugacy class of Sn consisting of all per-
mutations with ni i-cycles, then:
f (A)= ‘

i=1
[xnii ] ‘
rj0
 rj=i
\ 11&zr11 zr22 } } } xi+
M(r1 , r2 , ...)
.
This is because Theorem 9.41 of Reutenauer [12] says that f (A) is the
generating function of the set of multisets of primitive words of cycle type
ni i-cycles, which is equal to the right-hand side by the definition of
M(r1 , ..., ra). Therefore,
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:

n=0
? # Sn t
d(?)qmaj(?)
(1&t)(1&tq) } } } (1&tqn)
= :

a=1
ta4a ‘

i=1
‘
rj0
 rj=i
\ 11&zr11 zr22 } } } xi+
M(r1 , r2 ,...)
= :

a=1
ta ‘

i=1
‘

m=0 \
1
1&qmx i yi+
r1+ } } } +ra=i
1r1+ } } } +ara=m+i
M(r1 , ..., ra)
. K
The following result of Diaconis, McGrath, and Pitman [1] is a conse-
quence of Theorem 1.
Corollary 1. The number of permutations with ni i-cycles and d&1
descents is
:
d
a=1
(&1)d&a \n+1d&a+ ‘
n
i=1 \
fa+ni&1
ni + .
Proof. Setting q=1 in the generating function of Theorem 1 shows
that:
:
? # Sn
td(?) ‘
i
xni (?)i =(1&t)
n+1 :

a=0
ta ‘

i=1 \
1
1&xi+
fia
.
Thus the number of permutations with ni i-cycles and d&1 descents is:
_td ‘i x
ni
i & (1&t)n+1 :

a=1
ta ‘

=1 \
1
1&xi+
fia
= :
d
a=1
(&1)d&a \n+1d&a+_‘i x
ni
i & ‘

i=1 \
1
1&xi+
fia
= :
d
a=1
(&1)d&a \n+1d&a+ ‘
n
=1
\fia+ni&1n i + . K
Recall the generating function for d(?) in Sn . Namely, the Eulerian poly-
nomial An(t) is defined by
An(t)= :
? # Sn
td(?).
Corollary 2 is well known and will be of use later.
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Corollary 2. An(t)n !=1n ! ? # Sn t
d(?)=(1n !)(1&t)n+1 a=1 t
aan.
Proof. Set q=1 and xi=1 for all i in Theorem 1. K
We now study the distribution of d(?) in a fixed conjugacy class C in Sn .
To start define the generating function,
AC(t)= :
? # C
td(?).
Corollary 3. Let C be the conjugacy class in Sn consisting of permuta-
tions with ni i-cycles. Then
AC(t)=(1&t)n+1 :

a=1
ta ‘
n
i=1 \
f ia+ni&1
ni + .
Proof. Proceed as in Corollary 1, but do not take the coefficient
of td. K
To study descents in the class C directly from AC(t) seems difficult,
because to compute moments one must differentiate with respect to t and
set t=1. The infinite sum does not, however, converge for t=1. So we
resort to a trick and express AC(t) in terms of the Eulerian polynomials,
which are well understood.
Let s in be the Stirling number of the first kind, i.e., the number of per-
mutations on n letters with i cycles. Lemma 1, which is well known (e.g.,
Chapter 1 of Stanley [14]), gives a generating function for these numbers.
Lemma 1.
:
n
i=1
s in y
i= y( y+1) } } } ( y+n&1).
The second main result of this section can now be proved.
Theorem 2. Let C be the conjugacy class in Sn consisting of permuta-
tions with ni i-cycles.
1. The mean number of descents in C is
n&1
2
+
[n2&(
n1
2 )]
n
.
2. Fix l0. Suppose that all cycles in C have length greater than 2l.
Then the lth moment of d(?) in C is equal to the lth moment of d(?) in Sn .
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Proof. To prove part 1, it suffices to show that
AC(t)
|C|
=
An(t)
n !
+
1&t
n
An&1(t)
(n&1)! _\
n1
2 +&n2&+(1&t)2 g(t),
where g(t) is some polynomial in t. This is because to compute the first
moment one differentiates with respect to t and sets t=1.
The fact that |C|=n !>i ni ! i ni together with Corollary 3 and Lemma 1
implies that
AC(t)
|C|
=
> i ni ! i
ni
n !
(1&t)n+1 :

a=0
ta ‘
n
i=1 \
ni+ f ia&1
ni +
=
> i ni ! i
ni
n !
(1&t)n+1 :

a=0
ta ‘
n
i=1
nik=1 s
k
ni
( f ia)k
n i!
=
> i i
ni
n !
(1&t)n+1 :

a=0
ta ‘
n
i=1
:
ni
k=1
skni \1i :d | i + \
i
d+ ad+
k
=
> i i
ni
n !
(1&t)n+1 :

a=0
ta _an \‘i
1
i ni+
+an&1 \sn1&1n1 ‘i{1
1
i ni
&n2sn2n2 ‘
i
1
i ni++h(a)& ,
where h(a) is a polynomial in a of degree at most n&2. By Corollary 2,
(1&t)r+1 a=1 t
aar is equal to Ar(t) and is thus a polynomial in t of
degree r. Therefore,
AC(t)
|C|
=
1
n !
(1&t)n+1 :

a=0
ta[an+an&1(sn1&1n1 &n2s
n2
n2
)+h(a)]
=
1
n !
(1&t)n+1 :

a=0
ta _an+an&1 \\n12 +&n2++h(a)&
=
An(t)
n!
+
1&t
n
An&1(t)
(n&1)! _\
n1
2 +&n2&+(1&t)2 g(t),
where g(t) is a polynomial in t. This proves part 1.
The proof of part 2 is similar. It is enough to show that if all cycles in
C have length greater than 2l, then
AC(t)
|C|
=
An(t)
n !
+(1&t) l+1 g(t),
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where g(t) is a polynomial in t. The lead power of a in
‘
n
i=2l
:
ni
k=1
skni \1i :d | i + \
i
d+ ad+
k
is an and the second highest power of a is at most an&l&1. This is because
a lower order term must have either some k{ni or some d{i. If some
k{ni , then the power of a from such a term is at most n&i<n&2l. If
some d{i, then the power of a from such a term is at most n&(i2)<n&l.
This proves part 2 by using Corollary 2 as we did for part 1. K
Part 1 of Theorem 2 shows, for instance, that involutions have the
largest mean number of descents. We also obtain the following normal
limit theorem.
Corollary 4. For every n1, pick a conjugacy class Cn in Sn , and let
ni (Cn) be the number of i-cycles in Cn . Suppose that for all i, ni (Cn)  0 as
n  . Then the distribution of descents in Cn is asymptotically normal with
mean (n&1)2 and variance (n&1)12.
Proof. The hypotheses together with Theorem 2 imply that all
moments of the distribution of descents in Cn approach the corresponding
moments for the distribution of descents in Sn . The result now follows from
the method of moments and the asymptotic normality theorem for descents
in Sn which was stated in the introduction. K
Corollary 4 shows, for instance, that the distribution of descents in the
class of n-cycles in Sn is asymptotically normal with mean (n&1)2 and
variance (n&1)12.
In terms of future work, it would be interesting to study how the
presence of small cycles affects the asymptotics. The case of fixed point free
involutions should be tractable. It also seems worthwhile to see how the
major index is distributed in a fixed conjugacy class.
3. COMBINATORIAL ALGORITHM ARGUMENT
This section gives a more combinatorial way of understanding Theorem
2. We use a technique in probability called the method of indicator random
variables. This method gives results about the major index as well.
For 1in&1, let Xi be the random variable on Sn which is 1 if ? has
a descent at i and 0 otherwise. Thus d(?)=1+n&1i=1 Xi (?) and maj(?)=
n&1i=1 iXi . Let ESn and EC be expectation in Sn and in the conjugacy class
C respectively.
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Theorem 3. Suppose that all cycles in a conjugacy class C of Sn have
size greater than 2l. Then for all sl and a1 , ..., as # [1, ..., n&1],
ESn(Xa1 } } } Xas)=EC(Xa1 } } } Xas).
Proof. To compute ESn(Xa1 } } } Xas), break up the set [1, ..., n] into
equivalence classes (which we call blocks) B1 , ..., Bt where j and k are in
the same block if applying some sequence of transpositions (ai , ai+1)
sends j to k. For instance if one were considering ES9(X1X2X4 X7), the
blocks would be [1, 2, 3], [4, 5], [6], [7, 8], [9]. Let the parabolic sub-
group J=SB1_ } } } _SBt act on Sn by left multiplication. All orbits of this
action have size |J |, and exactly one element in each orbit has
Xa1 } } } Xas=1, whereas all other elements in the orbit have Xa1 } } } Xas=0.
This proves that ESn(Xa1 } } } Xas)=1|J |.
It must be shown that EC(Xa1 } } } Xas)=1|J |. Let J act on C by conjuga-
tion. We first claim that all orbits of this action have size J. This is equiv-
alent to showing that the only element of J which commutes with some
element of C is the identity. It is well known that the centralizer of a per-
mutation ? with ni i-cycles is >i Cyc(i) Wr Sni where Cyc(i) is a cyclic
group of order i, and Wr denotes the wreath product. More concretely, an
element { commuting with ? acts on ? by first permuting the i-cycles of ?
according to Sni and then cyclically permuting within each i-cycle accord-
ing to Cyc(i). If such a { has some permutation part (i.e., an Sni piece) not
equal to the identity, then for some i with ni>0, at least 2i symbols get
moved. Since i>2l if ni>0, { moves at least 4l symbols. Similarly, if { has
some cyclic part (i.e., a Cyc(i) piece) not equal to the identity, then { moves
at least i>2l symbols. Let r be the number of blocks Bi of size greater than
one. All elements of J viewed as permutations of [1, ..., n] move at most
s+r2l symbols, a contradiction. Thus the only element in J commuting
with some element in C is the identity, and all orbits of the conjugation
action of J on C have size |J |.
To complete the proof, it will be shown that exactly one element in each
orbit of J on C has Xa1 } } } Xas=1, whereas all other elements in the orbit
have Xa1 } } } Xas=0. To do this, we give a combinatorial algorithm for
associating to any ? in C a permutation ?$ in its J-orbit such that the
values of ?$ decrease in each of the blocks B1 , ..., Bt . It will also be clear
that ?$ is the unique permutation in the J-orbit of ? with this property,
which proves what we want. We illustrate the algorithm by example and
then explain why it works.
For the example, take as before ES9(X1 X2X4X7). Then n=9 and the
blocks are B1=[1, 2, 3], B2=[4, 5], B3=[6], B4=[7, 8], B5=[9]. Let
? be the n-cycle (174695283) (the same argument works for permutations
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with many cycles). To start replace the symbols of ? by their block number.
Call the result A(?). So in the example, A(?)=(142352141).
Since every cycle of ? has length greater than 2l and since there are at
most 2l numbers between 1 and n which are in blocks of size greater than
1, it follows that each cycle of ? contains a number which is in a block of
size 1. In the example, there is only one cycle, and both 6 and 9 are in their
own blocks. For the next step, look at (142352141), and pick some number
(say the smallest) which only appears once, but whose pre-image appears
with multiplicity. So we would pick 3. Then subscript all copies of its pre-
image by the elements they map to, giving (14233521 141). Now relabel
starting with 1 as the smallest number so as to preserve the order of all
elements, where we distinguish between the subscripted numbers by con-
sidering the one with the larger subscript to be smaller. This yields
(152463151). Keep performing this process until there are no repetitions left.
In this example one obtains (1522463151 1), (152473161), (15 5247316611),
and finally ?$=(274695183).
We now explain why the algorithm works. First observe that ?$ is in the
J-orbit of ?. This is because A(?)=A(?$), which is in turn true because the
algorithm creates ?$ from ? by specifying an ordering on the symbols in
each block Bi of ?, while preserving the relative order of symbols in dif-
ferent blocks. Furthermore, by the way in which the algorithm breaks ties
(i.e., distinguishing between equal numbers by calling the one with the
larger subscript smaller), the values of ?$ decrease in each of the blocks
B1 , ..., Bt . It’s also clear that the steps in the algorithm impose necessary
conditions if the values of ?$ are to decrease in each block Bi . Thus there
is exactly one permutation ?$ in the J-orbit of ? with Xa1 } } } Xas(?$)=1.
This proves the theorem. K
Theorem 3 gives the following fact about the moments of the distribution
of descents and major index in conjugacy classes of Sn with large cycles.
Corollary 5. Fix l0. Suppose that all cycles in C have length at least
2l. Then the l th moment of d in C is equal to the lth moment of d in Sn .
Similarly, the lth moment of maj in C is equal to the l th moment of maj
in Sn .
Proof. The result follows from Theorem 3 and the fact that both
d=1+n&1i=1 Xi and maj=
n&1
i=1 iXi are linear combinations of the 01
variables Xi . K
Corollary 5 yields the following asymptotic result.
Corollary 6. For every n1, pick a conjugacy class Cn in Sn and let
ni (Cn) be the number of i-cycles in Cn . Suppose that for all i, ni (Cn)  0 as
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n  . Then the distribution of both d and maj in Cn is asymptotically the
same as their distributions in Sn (and hence normal).
Proof. This result follows from Corollary 5 and the method of
moments. K
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