From estimating activation locality to predicting disorder: A review of pattern recognition for neuroimaging-based psychiatric diagnostics by Wolfers, T. et al.
PDF hosted at the Radboud Repository of the Radboud University
Nijmegen
 
 
 
 
The following full text is a publisher's version.
 
 
For additional information about this publication click this link.
http://hdl.handle.net/2066/151718
 
 
 
Please be advised that this information was generated on 2017-12-05 and may be subject to
change.
Neuroscience and Biobehavioral Reviews 57 (2015) 328–349
Contents lists available at ScienceDirect
Neuroscience  and  Biobehavioral  Reviews
journa l h om epa ge: www.elsev ier .com/ locate /neubiorev
Review
From  estimating  activation  locality  to  predicting  disorder:  A  review  of
pattern  recognition  for  neuroimaging-based  psychiatric  diagnostics
Thomas  Wolfersa,b,∗,  Jan  K.  Buitelaarc,d,  Christian  F.  Beckmannb,c,e, Barbara  Frankea,f,
Andre  F.  Marquandb,g
a Department of Human Genetics, Donders Institute for Brain, Cognition and Behaviour, Radboud University Medical Center, PO Box 9101, 6500 HB
Nijmegen, The Netherlands
b Donders Centre for Cognitive Neuroimaging, Donders Institute for Brain, Cognition and Behaviour, Radboud University, PO Box 9101, 6500 HB Nijmegen,
The  Netherlands
c Department of Cognitive Neuroscience, Donders Institute for Brain, Cognition and Behaviour, Radboud University Medical Centre, Nijmegen, The
Netherlands
d Karakter Child and Adolescent Psychiatry University Centre, Radboud University Medical Centre, PO Box 9101, 6500 HB Nijmegen, The Netherlands
e Centre for Functional MRI  of the Brain (FMRIB), University of Oxford, Oxford, United Kingdom
f Department of Psychiatry, Donders Institute for Brain, Cognition and Behaviour, Radboud University Medical Center, Nijmegen, The Netherlands
g Department of Neuroimaging, Institute of Psychiatry, King’s College London, LondonUnited Kingdom
a  r  t  i  c  l e  i  n  f  o
Article history:
Received 18 May  2015
Received in revised form 29 July 2015
Accepted 2 August 2015
Available online 4 August 2015
Keywords:
Pattern recognition
Magnetic resonance imaging
Psychiatric diagnostics
Psychiatric disorders
Mental disorders
Schizophrenia
Bipolar disorder
Major depressive disorder
Obsessive compulsive disorder
Social anxiety disorder
Post-traumatic stress disorder
Speciﬁc phobia
Attention-deﬁcit/hyperactivity disorder
Autism spectrum disorder
a  b  s  t  r  a  c  t
Psychiatric  disorders  are  increasingly  being  recognised  as  having  a biological  basis,  but their  diagnosis
is made  exclusively  behaviourally.  A promising  approach  for  ‘biomarker’  discovery  has  been  based  on
pattern  recognition  methods  applied  to neuroimaging  data,  which  could  yield  clinical  utility  in future.
In  this  review  we survey  the  literature  on  pattern  recognition  for making  diagnostic  predictions  in psy-
chiatric  disorders,  and  evaluate  progress  made  in  translating  such  ﬁndings  towards  clinical  application.
We  evaluate  studies  on  many  criteria,  including  data  modalities  used,  the  types  of features  extracted
and  algorithm  applied.  We  identify  problems  common  to many  studies,  such  as a relatively  small  sample
size  and  a  primary  focus  on  estimating  generalisability  within  a single  study.  Furthermore,  we highlight
challenges  that  are  not  widely  acknowledged  in the  ﬁeld  including  the  importance  of accommodating
disease  prevalence,  the necessity  of more  extensive  validation  using  large  carefully  acquired  samples,  the
need for  methodological  innovations  to improve  accuracy  and  to  discriminate  between  multiple  disor-
ders simultaneously.  Finally,  we  identify  speciﬁc  clinical  contexts  in  which  pattern  recognition  can  add
value in  the  short  to  medium  term.
© 2015  The  Authors.  Published  by Elsevier  Ltd.  This  is an  open  access  article  under  the  CC  BY-NC-ND
license  (http://creativecommons.org/licenses/by-nc-nd/4.0/).
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1. Introduction
Diagnostic manuals, such as the Diagnostic Statistical Manual
(DSM, American Psychiatric Association, 2013) determine crite-
ria, which are the basis for the diagnosis of psychiatric disorders.
Over recent years, a rapidly growing number of studies have been
published that aim to complement and improve clinical decision
making on the basis of biological measures (‘biomarkers’) derived
from different types of data, such as magnetic resonance imaging
(MRI) and genetics. For some neurological diseases, as for exam-
ple Huntington disease, genetic markers can predict the diagnosis
with nearly perfect certainty (Macdonald et al., 1993). However,
biomarkers that accurately predict disease state remain to be
found for psychiatric disorders. Pattern recognition techniques
have shown promise for detecting biomarkers from neuroimaging
data and hold the potential to combine complementary informa-
tion across different sources in an efﬁcient way. This is important
because psychiatric disorders are unlikely to be linked to one spe-
ciﬁc biological process but rather multiple factors that act together.
Therefore, it is essential to investigate various types of data, which
might capture different aspects of biology, and investigate them
jointly. Pattern recognition techniques were ﬁrst applied to MRI
data approximately a decade ago, with the goal of separating and
thereby classifying psychiatric patients from controls (Davatzikos
et al., 2005). However, despite many subsequent efforts those
promising results have not, to date, translated beyond research
settings.
In this review, we surveyed the literature on pattern recogni-
tion for making diagnostic predictions in psychiatric research and
evaluate progress made in translating those techniques towards
clinical applications. While previous reviews have focussed on a
particular machine learning technique (Orrù et al., 2012), a sin-
gle imaging modality (Castellanos et al., 2013), or a small subset
of disorders and diseases (Klöppel et al., 2012), we  aim to pro-
vide a comprehensive review of all psychiatric disorders. First,
we provide a brief introduction to pattern recognition meth-
ods in psychiatric neuroimaging. Second, we survey the pattern
recognition literature, comparing studies on the data modalities
used, the types of features extracted and subsequently selected
as well as the algorithm applied. We  expose areas that require
further investigation and outline problems that are common
to many studies. We  evaluate the progress made in trans-
lating pattern recognition techniques towards clinical domains
and identify clinical as well as research applications for which
these techniques are most likely to add value. We  conclude
by pointing out challenges that are not widely appreciated and
that the ﬁeld needs to overcome in order to translate pattern
recognition methods to assist decision making in actual clinical
practice.
2. Principles of pattern recognition
The ﬁrst applications of pattern recognition in neuroimaging
was reported about twenty years ago (Lautrup et al., 1995; Morch
et al., 1997), however it took some more time until this approach
got recognised more widely (e.g. Haxby et al., 2001; Haynes and
Rees, 2006). Pattern recognition aims to extract regularities in data
which can be used to predict outcome measures such as a par-
ticular psychiatric diagnosis (Bishop, 2006; Orrù et al., 2012). The
outcome predictions, in the context of pattern recognition are usu-
ally learned in a supervised way, which means that the algorithm
or classiﬁer is provided a set of predeﬁned labels. However, in psy-
chiatry the labels, that e.g. indicate the diagnoses of participants,
are often uncertain which makes pattern leaning more difﬁcult. A
scheme which allows us to categorise the reviewed articles based
on the methods that they applied and which illustrates the differ-
ent aspects of pattern recognition is presented in Fig. 1. Subsequent
ﬁgures and tables follow the logic developed in this scheme.
2.1. Feature extraction
A feature (collectively a ‘feature set’) is any characteristic that
can be extracted from the data and that is believed to be informa-
tive about the class labels. In neuroimaging, pattern recognition is
sometimes referred to as multi-voxel analysis, as voxels are often
used directly as features (Haxby, 2012). However, many other kinds
of features can be derived, which may  vary in their ability to predict
the class labels. One way we  will categorise the articles reviewed
here is according to the type of feature set they employ: voxel,
region, or network-derived sets. In a voxel-based feature set all fea-
tures are extracted on the voxel level. In a region based feature set,
features are derived by parcellating brain images into predeﬁned
regions, e.g. on the basis of an anatomical or functional brain atlas.
In a network based feature set, features are derived by combining
voxels across networks; for example, derived from independent
components analysis (Beckmann and Smith, 2004). Importantly,
this step is distinct from feature selection.
2.2. Feature selection
The number of features in MRI  is large and often many features
do not contribute substantially to the prediction of the class labels.
Therefore, feature selection, which aims to amplify the signal by
restricting the prediction algorithm to only informative features,
is an important (but not essential) step (Chu et al., 2012; Cuingnet
et al., 2011). Many types of feature selection are possible and can in
general be categorised into: (1) expert feature selection, which is
based on prior knowledge and (2) automatic feature selection con-
sists of for example a feature selection algorithm. Different varieties
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Fig. 1. Depicted is a framework that shows the main components of a pattern recognition pipeline. Data, potentially from different modalities, is processed in such a way
that  features can be extracted, either on the voxel, regional or network level. The resulting features can subsequently be selected with the goal to enhance the signal to
noise  ration. This processed data is used to train and test a classiﬁer on their performance in a validation procedure. Different types of classiﬁers are frequently encountered
in  particular a linear discriminant classiﬁer (LDC), logistic regression classiﬁer (LRC), support vector machine (SVM), Gaussian process classiﬁer (GPC) and neural network
classiﬁers (NNC).
of those algorithms are used dependent on the type of learn-
ing problem and the properties of features (Mwangi et al., 2014).
Finally, it is possible to combine those two approaches, for example
by selecting a region of interest, which is implicated in a particular
disorder and subsequently using an algorithm to favour informa-
tive features in this preselected region. A classiﬁer or regression
model, which, respectively, learns a rule for the separation of the
classes or predicting a quantitative variable, is then applied to the
feature set. Furthermore, classiﬁers often penalise the weight asso-
ciated with particular features dependent on the constraints of the
regularisation applied in the classiﬁcation algorithm.
2.3. Classiﬁers
Various classiﬁers have been applied to neuroimaging datasets.
In principle, any type of classiﬁcation or regression algorithm can
be used in pattern recognition ranging from linear or logistic regres-
sions to multilayer neural networks or Gaussian processes (Bishop,
2006). The relatively large number of features and the small num-
ber of examples, also referred to as the curse of dimensionality, puts
some restrictions to the applicability of algorithms. Each classiﬁer
learns a rule, which separates the classes optimally. In principle,
classiﬁers differ with regard to the method determining this rule.
In the present review we focus on classiﬁers dealing with discrete
outcome measures such as diagnostic labels, regression methods
are thus not included into the review.
A Linear discriminant classiﬁer (LDC), a classical linear model,
is used to separate classes by maximising the ratio of between-
class to within class variance. A Logistic regression classiﬁer (LRC)
is a probabilistic discriminant model that aims to learn an optimal
decision rule by modelling the log-odds ratio as a linear combina-
tion of predictor variables. Under Gaussian assumptions, LDC and
LRC are equivalent (Hastie et al., 2009). Both methods yield proba-
bilistic predictions that a new example corresponds to a particular
class and can be transformed into a class label. The support vector
machine (SVM) is an algorithm designed for binary classiﬁcation
that maximises the margin between classes in a high dimensional
space. Mathematically, the discriminant function is deﬁned by a
weight vector orthogonal to the decision boundary, which can be
uniquely speciﬁed by the samples that lie closest to the decision
boundary, referred to as support vectors. The decision boundary
represents the rule for classiﬁcation of new examples. A Gaussian
process classiﬁer (GPC) is a probabilistic model and is a Bayesian
extension of LRC. In contrast to SVM, the predicted class is aug-
mented by an estimate of the certainty of the prediction. GPCs are
best described as a distribution over functions. Based on Bayes’ rule
the posterior distribution of functions which represent the train-
ing data is found in an optimal way. This posterior distribution is
used to classify new examples according to the rules of probability.
Neural network classiﬁers (NNC) are a broad class of algorithms
that are modelled on biological networks. They consist of a set of
artiﬁcial neurons that are trained by adjusting the weights con-
necting them and can be used for a range of pattern recognition
tasks including classiﬁcation. The learned relation of these artiﬁ-
cial neurons represents the rule for decision, when new examples
are encountered.
2.4. Training and testing of classiﬁers
The multivariate pattern, a visualisation of the decision rule, is
learned on the basis of a training set and validated in a test set.
It is essential that the test and training sets are kept independent
from one another in order to avoid over-ﬁtting. Over-ﬁtting refers
to inﬂated performance measures as a consequence of testing a
trained classiﬁer on previously seen data. During training the clas-
siﬁer learns to predict the labels from the feature set. In case of
a relatively simple learning problem, e.g. without iterative feature
selection, the trained classiﬁer is subsequently tested on previously
unseen data, the test set. Usually, this is repeated using multiple
different training and test partitions in a procedure called k-fold
cross-validation, where k denotes the number of data partitions.
The special case, where k is equal to the number of samples is
referred to as leave one out-cross validation (LOO-CV). This pro-
cedure is iterative and every example in the sample is left out once
for testing; the performance measures, e.g. accuracies, are subse-
quently averaged across those iterations for the training and test
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set. More complex approaches, which include for example a feature
selection step, require nested cross validation. This means that the
data are partitioned twice. First, in an ‘outer’ fold, a data partition
is excluded for testing. The remaining samples are then reparti-
tioned in an ‘inner’ cross-validation loop. The outer loop enables an
unbiased estimation of generalisability; the inner loop provides an
estimate of generalisability independent from the test set that can
be used to determine the optimal number of features or to optimise
parameters.
2.5. Performance evaluation of classiﬁcation
The most frequently used performance measures are sensitiv-
ity, speciﬁcity and accuracy. These measures give an indication of
how accurately a classiﬁer can generalise to new cases. In a clin-
ical context, sensitivity refers to the percentage of cases that a
classiﬁer correctly predicts the disorder of a participant. In other
words, a high sensitivity thus means a high percentage of true pos-
itive and a low of false negatives. A high speciﬁcity indicates that
only a few participants are diagnosed with a disorder while actu-
ally being healthy (i.e. a high percentage of true negatives and a
low of false positives). The accuracy refers to the total proportion
of samples correctly classiﬁed. A good practice is to report bal-
anced accuracy measures, which is an average accuracy obtained
for each diagnostic label (Brodersen et al., 2010) that is unaffected
by potential imbalances between groups. It is important to note that
measures like the receiver operating characteristic (ROC) curves are
more informative performance measures. The ROC curves provide
information on the balance between the true positive rate (sen-
sitivity) and the false positive rate (1-speciﬁcity) across a range
of decision thresholds. Classiﬁers are usually evaluated on one
of those or a combination of those measures. In practice, these
metrics for classiﬁer performance are usually combined with proce-
dures to estimate statistical signiﬁcance of the pattern recognition
model. For classiﬁcation, a signiﬁcant deviation from chance level
performance is usually estimated using p-values derived from per-
mutation testing and in some cases parametric tests may also be
appropriate (Stelzer et al., 2013). Unfortunately, the reports on clas-
siﬁer performance differ considerably across studies, which can
make comparisons across studies difﬁcult. Therefore, we  recom-
mend – at a minimum – reporting sensitivity, speciﬁcity, balanced
accuracy and the area under the curve as well as the conﬁ-
dence interval1 for those measures (Klöppel et al., 2009). Positive
and negative predictive values are also important for diagnostic
studies as they directly quantify the potential utility of the clas-
siﬁer for clinical decision making. The positive predictive value
is deﬁned as the number times the classiﬁer correctly predicted
participants as having the disorder (positive diagnosis) divided by
the total number of positive predictions. The negative predictive
value is deﬁned similarly as the number of times the classiﬁer
correctly predicted a negative diagnosis divided by the total num-
ber of negative predictions. For comparative reasons, we  report
only accuracy measures in the tables and text, as these measures
were provided most consistently across different studies. In case
that more than one accuracy measure was reported in a single
study, only the maximum for each contrast is shown in the tables.
Therefore, accuracies reported in the tables should be understood
to represent upper bounds for classiﬁcation performance. More-
over, most studies do not report conﬁdence intervals for classiﬁer
accuracies, which hamper comparison between algorithms and
studies.
1 Calculator of conﬁdence intervals: http://vassarstats.net/clin1.html
2.6. Pattern interpretation
Most linear classiﬁers permit the weights determining the clas-
siﬁcation rule to be visualised in the voxel space, which has
formed the basis for ‘discriminative mapping’ of the weight vector
(Mourão-Miranda et al., 2005). However, the interpretation with
regard to the localisation of an effect within such multivariate pat-
terns is not straightforward (Haufe et al., 2014) and is dependent
on the particular classiﬁcation algorithm employed. An additional
problem for non-linear classiﬁers is that it is usually not possible
to exactly map  the weights back into the voxel space. Further-
more, weights associated with a speciﬁc location can change as
a consequence of a reconﬁguration of the multivariate pattern due
to e.g. feature selection. Therefore, a straight-forward interpreta-
tion in terms of effect localisation is often incorrect. For this and
other reasons, researchers combined univariate and multivariate
approaches to beneﬁt from potentially higher sensitivity of mul-
tivariate estimates for detecting spatially distributed effects and a
better interpretability of univariate approaches in terms of effect
localisation (Hart et al., 2014b). However, in general a multivari-
ate pattern must be considered as a whole and only in some cases
allows a more speciﬁc interpretation. However, the discriminative
mapping approach is often useful to give a qualitative overview
of the regional distribution of weights learned by the classiﬁer.
This can help, for example, to ensure that the classiﬁer discrimi-
nation is not driven by artefactual processes confounded with the
class labels (e.g. head motion). In general it is difﬁcult to interpret
the overlap of multivariate patterns across different studies. The
potential of pattern recognition in psychiatry lies rather in mapping
behaviourally diagnostic labels onto biology or to help fractionate
disease phenotypes.
3. Pattern recognition for diagnostic predictions of
psychiatric disorders
The present review is based on an extensive literature search
for research papers applying pattern recognition for making diag-
nostic predictions of psychiatric disorders. Schizophrenia (SCZ;
Davatzikos et al., 2005) was  one of the ﬁrst disorders inves-
tigated with pattern recognition, followed by major depressive
disorder (MDD; Marquand et al., 2008; Fu et al., 2008), attention-
deﬁcit/hyperactivity disorder (ADHD; Zhu et al., 2008), bipolar
disorder (BPD; Arribas et al., 2010), autism spectrum disorder (ASD;
Ecker et al., 2010b), post-traumatic stress disorder (PTSD; Gong
et al., 2011), obsessive compulsive disorder (OCD; Weygandt et al.,
2012a), social anxiety disorder (SAD; Liu et al., 2013) and spe-
ciﬁc phobia (SP; Lueken et al., 2014). A systematic literature search
primarily in PubMed was  performed and concluded on the 1st of
Mai  2015. The search consisted, ﬁrst, of different terms related to
pattern recognition and their abbreviations second, all terms and
abbreviations related to MRI  third, all names and abbreviations for
one of the disorders mentioned above2. This search was repeated
for all disorders, and their references were checked on missed pub-
lications which were included to the review as well. All publications
were screened on their relevance for the review. All papers using
pattern recognition approach on MRI  data in psychiatric diagnos-
tics that reported performance measures of the classiﬁcation and
2 Search term: (pattern recognition OR multivariate pattern analysis OR  classi-
ﬁcation OR prediction OR diagnostics OR linear discriminant analysis OR logistic
regression analysis OR support vector machine OR Gaussian processes OR neural
networks) AND (magnetic resonance imaging OR structural magnetic resonance
imaging OR functional magnetic resonance imaging OR diffusion magnetic reso-
nance imaging OR task functional magnetic resonance imaging OR  resting state
functional magnetic resonance imaging OR diffusion tensor imaging) AND (one of
the disorders mentioned).
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Table 1
Schizophrenia.
References Sample size Age Group Modalities Features Classiﬁers Validation Classiﬁcation Performance
(accuracy) (%)#
Yushkevich et al.
(2005)
SCZ = 46
C = 46
Adults Structural MRI Region-based feature set and
automatic feature selection
n.s. n.s. SCZ vs. C 71.00
Davatzikos et al. (2005) SCZ = 69
C = 69
Adults Structural MRI Voxel-based feature set n.s. LOO-CV SCZ vs. C 81.10
Shi et al. (2007) SCZ = 48
C = 35
Adults Structural MRI Region-based feature set and
automatic feature selection
LDC LOO-CV SCZ vs. C 80.00
Fan et al. (2007) SCZ-Males = 46
C-Males = 41
SCZ-Females = 38
C-Females = 23
Adults Structural MRI Region-based feature set and
automatic feature selection
SVM LOO-CV SCZ-Males vs. C
SCZ-Females vs. C
90.80
91.80
Kawasaki et al. (2007) SCZ-Males = 30
C-Males = 30
Rep. cohort SCZ-Males = 16
C-Males = 16
Adults Structural MRI Voxel-based feature set LDC Test-validation SCZ-Males vs. C ≈80.00
Sun et al. (2009) SCZ = 36
C = 36
Adults Structural MRI Voxel-based feature set LRC LOO-CV SCZ vs. C 86.10
Pohl and Sabuncu
(2009)
SCZ = 16
C = 17
Adults Structural MRI Region-based feature set SVM LOO-CV SCZ vs. C 90.00
Koutsouleris et al.
(2009)
SCZ e.r. = 20
SCZ l.r. = 25
C  = 25
Rep. cohort SCZ t. = 15
SCZ no t. = 18
C = 17
Adults Structural MRI Voxel-based feature set and
automatic feature selection
SVM 1/5-CV SCZ e.r. vs C
SCZ l.r. vs C
SCZ e.r. vs. SCZ l.r.
Rep.cohort
SCZ t. vs. C
SCZ no t. vs. C
SCZ t. vs. SCZ no t.
87.00
78.00
82.00
94.00
86.00
82.00
Anderson et al. (2010) SCZ = 14
C = 6
Adults Resting state
functional MRI
Network-based feature set and
automatic feature selection
n.s. LOO-CV SCZ vs. C 75.00
Takayanagi et al.
(2010)
SCZ = 34
C = 48
Adults Structural MRI Region-based feature set LDC LOO-CV SCZ vs. C 75.60
Rathi et al. (2010) SCZ = 21
C = 20
Adults Diffusion MRI Voxel-based feature set Multiple LOO-CV SCZ vs. C 85.50
Shen et al. (2010) SCZ = 20
C = 32
Adults Resting state
functional MRI
Region-based feature set and
automatic feature selection
Multiple LOO-CV SCZ vs. C 86.50
Yang et al. (2010) SCZ = 20
C = 20
Adults Task functional
MRI—auditory
oddball
Network-based and genetic
feature set
SVM LOO-CV SCZ vs. C 87.00
Shen et al. (2010) SCZ = 32
C = 18
Adults Resting state
functional MRI
Region-based feature set and
automatic feature selection
Multiple LOO-CV SCZ vs. C ≈85.00
Ingalhalikar et al.
(2010)
SCZ = 27
C = 27 ASD = 25
C = 23
Children; Adults Diffusion MRI  Region-based feature set and
automatic feature selection
SVM LOO-CV SCZ vs. C
ASD vs. C
90.62
89.58
Kasparek et al. (2011) SCZ = 39
C = 39
Adults Structural MRI Voxel-based feature set and
automatic feature selection
LDC LOO-CV SCZ vs. C 72.00
Karageorgiou et al.
(2011)
SCZ = 28
C = 47
Adults Structural MRI Region-based feature set and
automatic feature selection
LDC LOO-CV SCZ vs. C 70.50
Fan et al. (2011) SCZ = 31
C = 31
Adults Resting state
functional MRI
Network-based feature set and
automatic feature selection
SVM LOO-CV SCZ vs. C 87.00
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Castro et al. (2011) SCZ = 52
C = 54
Adults Task functional
MRI—auditory
oddball
Network/voxel based feature
set and automatic feature
selection
CKM LOO-CV SCZ vs. C 95.00
Ardekani et al. (2011) SCZ = 50
C = 50
Adults Diffusion MRI Voxel-based feature set and
automatic feature selection
LDC Test-validation SCZ vs. C 96.00
Takayanagi et al.
(2011)
SCZ = 52
C = 40
Adults Structural MRI Region-based feature set LDC n.s. SCZ vs. C 87.68
Costafreda et al. (2011) SCZ = 32 BPD = 32
C = 40
Adults Task functional
MRI—verbal
ﬂuency
Voxel-based feature set SVM LOO-CV SCZ vs. C
BPD vs. C
92.00
79.00
Yoon et al. (2012) SCZ = 51
C = 51
Adults Task functional
MRI—continous
perfomance
Region-based feature set LDC LOO-CV SCZ vs. C 62.00
Greenstein et al. (2012) SCZ = 98
C = 99
Adolescents Structural MRI Region-based feature setand
automatic feature selection
n.s. n.s. SCZ vs. C 73.70
Bassett et al. (2012) SCZ = 29
C = 29
Adults Resting state
functional MRI
Region-based feature set SVM 1/2-CV SCZ vs. C 75.00
Castellani et al. (2012) SCZ = 54
C = 54
Adults Structural MRI Region-based feature set and
expert feature selection
SVM LOO-CV SCZ vs. C 75.00
Borgwardt et al. (2012) SCZ = 23
C = 22
Adults Structural MRI Region-based feature set and
automatic feature selection
SVM 1/10-CV SCZ vs. C 86.70
Du et al. (2012) SCZ = 28
C = 28
Adults Resting state
functional MRI
Network-based feature set and
automatic feature selection
LDC LOO-CV SCZ vs. C 93.00
Tang et al. (2012) SCZ = 22
C = 22
Adults Resting state
functional MRI
Region-based feature set and
automatic feature selection
SVM LOO-CV SCZ vs. C 93.20
Bansal et al. (2012) SCZ = 36
ADHD = 41
C = 42
Adults Structural MRI Region-based feature set and
automatic feature selection
n.s. LOO-CV SCZ vs. C
ADHD vs. C
94.00
91.05
Honorio et al. (2012) SCZ = 13
C = 15
Adults Task functional
MRI—sensory
motor; Oddball;
Memory
Region-based feature set and
expert feature selection
MVC LOO-CV SCZ vs. C 96.40
Venkataraman et al.
(2012)
SCZ = 18
C = 18
Adults Structural MRI;
Resting state
functional MRI
Region-based feature set and
automatic feature selection
NNC n.s. SCZ vs. C 75.00
COBRE-sample* SCZ ≈ 50
C ≈ 50
Adults Structural MRI;
Resting state
functional MRI
Feature sets and selections
differ
Multiple Multiple SCZ vs. C ≈70.00
Nieuwenhuis et al.
(2012)
SCZ = 128
C = 111
Rep. cohort SCZ = 155
C = 122
Adults Structural MRI Voxel-based feature set SVM LOO-CV;
Test-validation
SCZ vs. C
Rep. cohort
71.40
70.40
Liu et al. (2012) SCZ = 24
SCZ-sibl = 25
C = 22
Adults Resting state
functional MRI
Region-based feature set and
automatic feature selection
SVM LOO-CV SCZ vs. C
SCZ vs. SCZ-sibl
SCZ-sibl vs. C
80.40
77.60
78.70
Yu et al. (2013) SCZ = 24 SCZ-sibl = 25
C = 22
Adults Resting state
functional MRI
Region-based feature set and
automatic feature selection
SVM LOO-CV SCZ vs. SCZ-sibl vs. C 62.00
Zanetti et al. (2013) SCZ = 62
C = 62
Adults Structural MRI Voxel-based feature set SVM LOO-CV SCZ vs. C 73.40
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Table 1 (Continued)
References Sample size Age Group Modalities Features Classiﬁers Validation Classiﬁcation Performance
(accuracy) (%)#
Iwabuchi et al. (2013) SCZ = 19
C = 20
Adults Structural MRI Voxel-based feature set SVM LOO-CV SCZ vs. C 77.00
Hu et al. (2013) SCZ = 10
C = 10
Adults Resting state
functional MRI
Region-based feature set and
automatic feature selection
SVM LOO-CV SCZ vs. C 77.50
Fekete et al. (2013) SCZ = 10
C = 8
Adults Resting state
functional MRI
Region-based feature set n.s. LOO-CV SCZ vs. C 88.00
Arbabshirani et al.
(2013)
SCZ = 28
C = 28
Adults Resting state
functional MRI
Network-based feature set and
automatic feature selection
Multiple Test-validation SCZ vs. C 96.00
Pettersson-Yeo et al.
(2013)
u.h.r. SCZ = 19
f.e. SCZ = 19
C  = 12
Adults Structural MRI;
Diffusion MRI
Voxel-based feature set SVM LOO-CV u.h.r.SCZ vs. C
f.e. SCZ vs. C
u.h.r. SCZ vs. f.e. SCZ
68.42
63.16
76.67
MCIC-sample** SCZ ≈ 75
C ≈ 75
Adults Structural MRI;
Functional MRI;
Diffusion MRI
Feature sets and selections
differ
Multiple Multiple SCZ vs. C ≈70.00
Ota et al. (2013) SCZ-Females = 25
MDD-Females = 25
Rep. cohort
SCZ-Females = 18
MDD-Females = 16
Adults Structural MRI
Diffusion MRI
Region-based feature set and
expert feature selection
LDC Test-validation SCZ vs. MDD  ≈80.00
Su et al. (2013) SCZ = 32
C = 32
Adults Resting state
functional MRI
Region-based feature set and
automatic feature selection
SVM LOO-CV SCZ vs. C ≈80.00
Yu et al. (2013) SCZ = 32
MDD  = 19
C  = 38
Adults Resting state
functional MRI
Region-based feature set SVM LOO-CV SCZ vs. MDD&C
MDD  vs. SCZ&C
MDD&SCZ vs. C
SCZ vs. MDD  vs. C
81.30
84.20
78.90
80.90
Gould et al. (2014) SCZ = 126
C = 134
Adults Structural MRI Voxel-based feature set SVM LOO-CV SCZ vs. C 68.00
Zhu et al. (2014) SCZ = 10
C = 10
Adults Structural MRI;
Diffusion MRI
Region-based feature set and
automatic feature selection
SVM LOO-CV SCZ vs. C 100.00
Schnack et al. (2014) SCZ = 66
BPD = 66
C = 66
Adults Structural MRI Voxel-based feature set SVM LOO-CV SCZ vs. C
BPD vs. C
SCZ vs. BPD
75.50
59.00
65.50
Mueller et al. (2015) SCZ = 31
C = 37
Adults Resting state
functional MRI
Region-based feature set
expert based feature selection
SVM LOO-CV SCZ vs. C 74.00
Janousova et al. (2015) SCZ = 49
C = 49
Adults Structural MRI Voxel-based feature set and
automatic feature selection
LDC LOO-CV SCZ vs. C 81.60
Koch et al. (2015) SCZ = 44
C = 44
Adults Task functional
MRI—monetary
reward
Voxel-based feature set and
automatic feature selection
SVM LOO-CV SCZ vs. C 93.00
Koutsouleris et al.
(2015)
SCZ = 158
MDD  = 104
Rep. cohort used for differential
diagnosis
Adults Structural MRI Voxel-based feature set and
automatic feature selection
SVM LOO-CV SCZ vs. MDD  ≈76.00
Arribas et al. (2010) SCZ = 21
BPD = 15
C = 25
Adults Task functional
MRI—Auditory
oddball
Voxel-based feature set and
automatic feature selection
NNC LOO-CV
Test-validation
SCZ vs. BPD vs. C 71.90
SCZ = schizophrenia; SCZ e.r. = schizophrenia early risk; SCZ l.r. = schizophrenia late risk; SCZ t. = schizophrenia transition; SCZ no t. = schizophrenia no transition; ASD = Autism spectrum disorder; BPD = Bipolar disorder; f.e.
SCZ  = ﬁrst episode schizophrenia; u.h.r. SCZ = ultra high risk schizophrenia; SCZ-sibl = Siblings of patients with schizophrenia; MDD = major depressive disorder; C = Controls; SVM = Support vector machine; LRC = Logistic
regression classiﬁcation; LDC = Linear discriminant classiﬁcation; CKM = Composite kernel machine; MVC  = Major vote classiﬁer; NNC = Neural network classiﬁer; LOO-CV = Leave one out-cross validation; n.s. = not speciﬁed.
# The maximal accuracy reported in the article.
* Pattern recognition studies making diagnostic predictions on the COBRE-sample (Overview paper: Calhoun et al. (2012); Anderson and Cohen (2013); Sabuncu and Konukoglu (2014); Sui et al. (2013)).
** Pattern recognition studies making diagnostic predictions on the MCIC-sample (Overview paper: Gollub et al. (2013); Sabuncu and Konukoglu (2014)).
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Table 2
Bipolar disorder and major depressive disorder.
Ref. Sample size Age group Modalities Features Classiﬁers Validation Classiﬁcation Performance
(accuracy) (%)#
Marquand et al. (2008) MDD  = 20
C = 20
Adults Task functional
MRI—N-back
Voxel-based feature set
and automatic feature
selection
SVM LOO-CV MDD  vs. C 67.50
Fu et al. (2008) MDD  = 19
C = 19
Adults Task functional
MRI—affective processing
Voxel-based feature set
and expert feature
selection
SVM LOO-CV MDD  vs. C 86.00
Costafreda et al. (2009) MDD  = 37
C = 37
Adults Structural MRI  Voxel-based feature- set
and automatic feature
selection
SVM LOO-CV MDD  vs. C 67.60
Craddock et al. (2009) MDD  = 20
C = 20
Adults Resting state functional
MRI
Region-based feature- set
and automatic feature
selection
SVM LOO-CV MDD  vs. C 95.00
Hahn et al. (2011) MDD  = 30
C = 30
Adults Task functional
MRI—multiple tasks
Voxel-based feature set GPC LOO-CV MDD  vs. C. 83.00
Nouretdinov et al.
(2011)
MDD  = 19
C = 19
Adults Task functional MRI -
Emotional faces
Voxel-based feature set
and automatic feature
selection
SVM LOO-CV MDD  vs. C 86.90
Costafreda et al.
(2011)*
BPD = 32
SCZ = 32
C = 40
Adults Task functional
MRI—verbal ﬂuency
Voxel-based feature set SVM LOO-CV BPD vs. C SCZ vs. C 79.00
92.00
Gong et al. (2011) NDD = 23
RDD = 23
C = 23
Adults Structural MRI  Voxel-based feature set SVM LOO-CV NDD vs. C
RDD vs. C
NDD vs. RDD
84.65
67.39
69.57
Fang et al. (2012) MDD  = 22
C = 26
Adults Diffusion MRI; Structural
MRI
Region-based feature set
and automatic feature
selection
SVM LOO-CV MDD  vs. C 91.70
Zeng et al. (2012) MDD  = 24
C = 29
Adults Resting state functional
MRI
Region-based feature set
and automatic feature
selection
SVM LOO-CV MDD  vs. C 94.30
Korgaonkar et al.
(2012)
MDD  = 23
C = 23
Adults Diffusion MRI Structural
MRI
Region-based feature set LDC 1/10-CV MDD  vs. C 96.00
Mourão-Miranda et al.
(2012)
MDD  = 18
BPD = 18
C = 18
Adults Task functional
MRI—emotional faces
Voxel-based feature set GPC LOO-CV MDD  vs. C
BPD vs. C
BPD vs. MDD
61.00
64.00
67.00
Bansal et al. (2012)* BPD = 26
C = 40
Adults Structural MRI  Region-based feature set
and automatic feature
selection
n.s. LOO-CV BP vs C 98.20
Lord et al. (2012) MDD  = 22
C = 22
Adults Resting state functional
MRI
Region-based feature set
and automatic feature
selection
SVM n.s. MDD  vs. C 99.00
Mwangi et al. (2012) MDD  = 62
C = 62
Adults Structural MRI  Voxel-based feature set
and automatic feature
selection
SVM LOO-CV MDD  vs. C 90.30
Liu et al. (2012) TRD = 18
TSD = 24
C = 17
Adults Structural MRI  Voxel-based feature set
and automatic feature
selection
SVM LOO-CV TRD vs. C
TSD vs. C
TRD vs. TSD
85.70
91.20
82.90
Modinos et al. (2013) SD = 17
C = 17
Adults Task functional
MRI—emotional images
Voxel-based feature set SVM LOO-CV SD vs. C 77.00
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Table 2 (Continued)
Ref. Sample size Age group Modalities Features Classiﬁers Validation Classiﬁcation Performance
(accuracy) (%)#
Wei  et al. (2013) MDD  = 20
C = 20
Adults Resting state functional
MRI
Network-based feature set SVM LOO-CV MDD  vs. C 90.00
Ma  et al. (2013) MDD  = 29
C = 29
Adults Resting state functional
MRI
Region-based feature set SVM LOO-CV MDD  vs. C 90.06
Ota et al. (2013)* Training-set:
MDD-Females = 25
SCZ-Females = 25
Test-set: MDD-Females = 18
SCZ-Females = 16
Adults Structural MRI  Diffusion
MRI
Region-based feature set and
expert feature selection
LDC Test-validation SCZ-Females vs.
MDD-Females
≈80.00
Grotegerd et al. (2013) MDD  = 10
BPD = 10
C = 10
Adults Task functional
MRI—emotional faces
Voxel-based feature set SVM; GPC  LOO-CV BPD vs. C
MDD  vs. C
MDD  vs. BPD
80.00
85.00
90.00
Yu et al. (2013)* MDD  = 19
SCZ = 32
C = 38
Adults Resting state functional
MRI
Region-based feature set SVM LOO-CV MDD  vs. SCZ&C
SCZ vs. MDD&C
MDD&SCZ vs. C
SCZ vs. MDD  vs. C
84.20
81.30
78.90
80.90
Cao et al. (2014) MDD  = 39
C = 37
Adults Resting state functional
MRI
Region-based feature set and
automatic feature selection
SVM LOO-CV MDD  vs. C 78.95
Qin et al. (2014) MDD  = 29
C = 30
Adults Structural MRI  Diffusion
MRI
Region-based feature set and
automatic feature selection
SVM LOO-CV MDD  vs. C 80.05
Guo et al. (2014) MDD  = 36
C = 27
Adults Resting state fMRI Region-based feature set and
automatic feature selection
NNC 1/3-CV MDD  vs. C 90.05
Schnack et al. (2014)* BPD = 66
SCZ = 66
C = 66
Adults Structural MRI  Voxel-based feature set SVM LOO-CV BPD vs. C
SCZ vs. C
SCZ vs. BPD
59.00
75.50
65.50
Serpa et al. (2014) BPD = 23
MDD  = 19
C = 71
Adults Structural MRI  Region-based feature set SVM LOO-CV BPD vs. C
MDD  vs. C
BPD vs. MDD
66.10
59.60
54.76
Redlich et al. (2014) Cohort 1&2 BPD = 29
MDD  = 29
C = 29
Adults Structural MRI  Region-based feature set SVM; GPC  LOO-CV
Test-validation
First cohort: BPD vs.
MDD
Second cohort: BPD
vs. MDD
79.30
65.50
Koutsouleris et al.
(2015)*
MDD  = 104 SCZ = 158 Rep.
cohort used for differential
diagnosis
Adults Structural MRI  Voxel-based feature set and
automatic feature selection
SVM LOO-CV MDD  vs. SCZ ≈76.00
Qin et al. (2015) cMDD = 28 rMDD = 15
C  = 30
Adults Diffusion MRI  Region-based feature set and
automatic feature selection
SVM LOO-CV cMDD&rMDD vs. C
cMDD vs. rMDD
100.00
97.67
Rosa et al. (2015) Cohort 1
MDD  = 19
C = 19 Cohort 2
MDD,BPD = 30
C  = 30
Adults Task functional
MRI—multiple tasks
Region-based feature set SVM LOO-CV MDD  vs. C
MDD,BPD vs. C
78.95
85.00
Arribas et al. (2010) BPD = 15
SCZ = 21
C = 25
Adults Task functional
MRI—Auditory oddball
Voxel-based feature set and
automatic feature selection
NNC LOO-CV
Test-validation
SCZ vs. BPD vs. C 71.90
Rocha-Rego et al.
(2014)
Cohort 1
BPD = 26
C = 26
Cohort 2
BPD = 14
C = 14
Adults Structural MRI  Voxel-based feature set and
automatic feature selection
GPC LOO-CV Cohort 1
BPD vs. C
Cohort 2
BPD vs. C
73.00
72.00
BPD = Bipolar disorder; MDD  = Major depressive disorder; NDD = Non-refractory depressive disorder; RDD = Refractory depressive disorder; TRD = Treatment-resistant depression; TRS = Treatment-sensitive depression;
SCZ  = schizophrenia; cMDD = Current major depressive disorde; rMDD = Remitted major depressive disorde; SD = Subclinical depression; C = Controls; SVM = Support vector machine classiﬁer; GPC = Gaussian process classiﬁer;
LDC  = Linear discriminant classiﬁer; NNC = Neural network classiﬁer; LOO-CV = Leave one out-cross validation; n.s. = not speciﬁed.
# The maximal accuracy reported in the article.
* Reported in Table 1.
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Fig. 2. Depicted is the search procedure for the literature review and the inclusion criteria as well as the number of reviewed publications per disorder. SCZ = schizophrenia;
Mood  Dis. = mood disorders; * BPD = bipolar disorder, MDD  = major depressive disorder; Anx. Dis = anxiety disorders; ** OCD = obsessive compulsive disorder, SAD = social
anxiety disorder, PTSD = post-traumatic stress disorder, SP = speciﬁc phobia; ADHD = attention-deﬁcit/hyperactivity disorder; ASD = Autism spectrum disorder.
Table 3
Obsessive compulsive, social anxiety, post-traumatic stress disorder and speciﬁc phobia.
Ref. Sample size Age group Modalities Features Classiﬁers Validation Classiﬁcation Performance
(accuracy) (%)#
Soriano-Mas
et al. (2007)
OCD = 72
C = 72
Rep. Cohort
OCD = 30
C = 30
Adults Structural MRI  Neither feature
set, mean
difference
value of OCD
and controls
n.s. Test-validation OCD vs. C 76.60
Weygandt et al.
(2012a)
OCD = 10
C = 10
Adults Task functional
MRI—emotional
images
Voxel-based
feature set and
automatic
feature
selection
SVM LOO-CV OCD vs. C 100.00
Liu et al. (2013) SAD = 20
C = 20
Adults Resting state
functional MRI
Region-based
feature set and
automatic
feature
selection
SVM LOO-CV SAD vs. C 82.50
Shenas et al.
(2014)
OCD = 12
C = 12
Adults Resting state
functional MRI;
task functional
MRI—imagination
Region-based
feature set and
automatic
feature
selection
LDC; SVM LOO-CV OCD vs. C 74.00
Li et al. (2014) OCD = 28
C = 28
Adults Diffusion MRI  Voxel-based
feature set
SVM LOO-CV OCD vs. C 84.00
Frick et al.
(2014)
SAD = 14
C = 12
Adults Task functional
MRI—emotional
faces, Structural
MRI
Voxel-based
feature set
expert feature
selection
SVM LOO-CV SAD vs. C 84.50
Lueken et al.
(2014)
SP = 33 DP = 26
C = 37
Adults Structural MRI  Voxel-based
feature set
GPC LOO-CV phobics vs. C
SP vs. C
DP vs. C
DP vs. SP
88.00
89.00
89.00
89.00
Gong et al.
(2014)
PTSD-
Earthquake = 50
noPTSD-
Earthquake = 50
C = 40
Adults Structural MRI  Voxel-based
feature set
SVM LOO-CV PTSD vs. C
noPTSD vs. C
noPTSD vs.
PTSD
91.00
85.00
76.00
OCD = Obsessive compulsive disorder; SAD = Social anxiety disorder; PTSD = Post traumatic stress disorder; SP = Snake phobics; DP = Dental phobics; C = Controls;
SVM  = Support vector machine; LDC = Linear discriminant classiﬁer; GPC = Gaussian process classiﬁer; LOO-CV = Leave one out-cross validation.
# The maximal accuracy reported in the article.
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Table  4
Attention-deﬁcit/hyperactivity disorder.
Ref. Sample size Age group Modalities Features Classiﬁers Validation Classiﬁcation Performance
(accuracy) (%)#
Zhu et al.
(2008)
ADHD = 12
C = 12
Children;
Adolescents
Resting state
functional MRI
Voxel-based
feature set and
automatic
feature
selection
LDC SVM LOO-CV ADHD vs. C 85.00
Wang et al.
(2011)
ADHD = 21
C = 28
Adults Resting state
functional MRI
Region-based
feature set
SVM LOO-CV ADHD vs. C 81.00
Igual et al.
(2012)
ADHD = 39
C = 39
Children Structural MRI  Region-based
feature set
SVM 1/5-CV ADHD vs. C 72.48
Bansal et al.
(2012)*
ADHD = 41
SCZ = 36
C = 42
Children Structural MRI  Region-based
feature set and
automatic
feature
selection
n.s. LOO-CV ADHD vs. C
SCZ vs. C
91.05
94.00
ADHD-200-
sample**
ADHD = 350
C = 554
Children;
adolescents
Structural MRI;
Resting state
functional MRI
Feature sets
and selections
differ
Multiple Multiple ADHD vs. C ≈61.00
Hart et al.
(2014a)
ADHD-boys = 30
C-boys = 30
Adolescents Task functional
MRI—stop signal
Voxel-based
feature set
GPC LOO-CV ADHD vs. C 77.00
Wang et al.
(2013)
ADHD = 23
C = 23
Adults Resting state
functional MRI
Voxel-based
feature set
SVM LOO-CV ADHD vs. C 80.00
Peng et al.
(2013)
ADHD = 55
C = 55
Children;
adolescents
Structural MRI  Region-based
feature set
NNC SVM LOO-CV ADHD vs. C 90.18
Lim et al.
(2013)
ADHD = 29
ASD = 19
C = 29
Adolescents Structural MRI  Voxel-based
feature set
GPC LOO-CV ADHD vs. C
ADHD vs. ASD
ADHD vs. ASD
vs. C
79.30
85.20
68.20
Hart et al.
(2014b)
ADHD = 20
C = 20
Adolescents Task functional
MRI—temporal
discounting
Voxel-based
feature set
GPC LOO-CV ADHD vs. C 75.00
Johnston et al.
(2014)
ADHD = 34
C = 34
Children;
adolescents
Structural MRI  Voxel-based
feature set and
automatic
feature
selection
SVM LOO-CV ADHD vs. C 93.00
Iannaccone
et al. (2015)
ADHD = 18
C = 18
Adolescents Task functional
MRI—ﬂanker task
Voxel-based
feature set
SVM LOO-CV ADHD vs. C 77.78
ADHD = Participants with attention deﬁcit hyperactivity disorder; C = Control participants; LDC = Linear discriminant classiﬁer; SVM = Support vector machine classiﬁer;
GPC  = Gaussian process classiﬁer; NNC = Neural network classiﬁer; LOO-CV = Leave one out-cross validation;
# The maximal accuracy reported in the article.
* Reported in Table 1.
** Pattern recognition studies making diagnostic predictions on the ADHD-200 sample (Overview paper: The ADHD Consortium (2012);
http://fcon 1000.projects.nitrc.org/indi/adhd200/results.html).
had case-control design were included to the review (Fig. 2). The
search procedure was repeated in Google scholar to decrease the
likelihood of missing relevant articles. Articles that were based on
one of the big data sharing efforts such as the Autism Brain Imaging
Data Exchange3 (ABIDE; Di Martino et al., 2014), ADHD-200 Global
Competition4 (The ADHD Consortium, 2012), Centre for Biomed-
ical Research Excellence5 (COBRE; Calhoun et al., 2012) or MIND
Clinical Imaging Consortium6 (MCIC; Gollub et al., 2013) were com-
bined and a representative accuracy included to the table. In total
we reviewed 118 articles and categorised them on the basis of a
scheme developed for this review depicted in Fig. 1, the summary
of all articles is presented in Tables 1–5.
3.1. Schizophrenia
One of the ﬁrst studies on SCZ was published in 2005 (Davatzikos
et al., 2005; Table 1). After a short period of time in which no pub-
lications were reported a few studies on SCZ using structural MRI
derived feature were conducted. Those studies yielded promising
3 http://fcon 1000.projects.nitrc.org/indi/abide/
4 http://fcon 1000.projects.nitrc.org/indi/abide/
5 http://fcon 1000.projects.nitrc.org/indi/retro/cobre.htmls
6 http://coins.mrn.org/
accuracies of up to 90%. At time of writing, about ﬁfty one different
studies on pattern recognition in Schizophrenia have been pub-
lished and range in predictive accuracy from 62% to 100% (Table 1).
Several of those studies were performed in the context of a task-
based functional MRI  experiment, with auditory oddball, verbal
ﬂuency, working memory and sensory motor tasks (Castro et al.,
2011; Costafreda et al., 2011; Honorio et al., 2012; Yang et al., 2010).
An important early study predicted SCZ based on structural MRI
and used a principal component feature selection algorithm prior
to the predictions. An optimal number of principal components
were determined based on the overall predictive performance of
the algorithm. The study could show that different subcategories
of SCZ could be reliably predicted, and three-class classiﬁcation for
this patient group was  feasible with a maximal accuracy of 82%
(Koutsouleris et al., 2009). An interesting study in this context,
investigating the differential diagnostics of, SCZ, BPD and healthy
participants could show that verbal ﬂuency let to a reliable diagnos-
tic speciﬁcity for SCZ (Costafreda et al., 2011). The ﬁrst large scale
study with a cohort of 128 patients and an equal number of controls
as well as a similar sized replication cohort predicted SCZ based
on structural MRI-derived multivariate patterns with an accuracy
of just above 70%. Their cross validation was  about the same as
the replication accuracy (Nieuwenhuis et al., 2012). Different data
sharing efforts for SCZ cohorts, such as the MCIC and the COBRE,
have been initiated. However, the sample numbers were relatively
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Table  5
Autism spectrum disorder.
References Sample size Age group Modalities Features Classiﬁers Validation Classiﬁcation Performance
(accuracy) (%)#
Ecker et al.
(2010b)
ASD-Males = 22
C-Males = 22
Adults Structural MRI  Voxel-based
feature set
SVM LOO-CV ASD vs. C 81.00
Jiao et al.
(2010)
ASD = 22
C = 16
Children Structural MRI  Region-based
feature set
multiple 1/10-CV ASD vs. C 87.00
Ecker et al.
(2010a)
ASD = 20
C = 20
Adults Structural MRI  Region-based
feature set
SVM LOO-CV ASD vs. C 90.00
Ingalhalikar
et al. (2010)*
ASD = 25
C = 23
SCH = 27
C = 27
Children;
Adults
Diffusion MRI Region-based
feature set and
automatic feature
selection
SVM LOO-CV ASD vs. C SCH
vs. C
89.58
90.62
Ingalhalikar
et al. (2011)
ASD = 45
C = 30
Children Diffusion MRI  Region-based
feature set and
automatic feature
selection
SVM LOO-CV ASD vs. C 80.00
Uddin et al.
(2011)
ASD = 24
C = 24
Children;
Adolescents
Structural MRI  Voxel-based
feature set and
automatic feature
selection
SVM LOO-CV ASD vs. C 92.00
Anderson et al.
(2011)
ASD = 40
C = 40
rep. cohort
ASD = 20
C = 20
Adolescents;
Adults
Resting state
functional MRI
Region-based
feature set and
automatic feature
selection
n.s. LOO-CV ASD vs. C rep.
cohort
79.00
71.00
Murdaugh
et al. (2012)
ASD = 13
C = 14
Adults Resting state
functional MRI
Region-based
feature set
LRC LOO-CV ASD vs. C 96.00
Uddin et al.
(2013)
ASD = 20
C = 20
Children Structural MRI;
Resting state
functional MRI
Network-based
feature set
LRC n.s.-CV ASD vs. C 78.00
Deshpande
et al. (2013)
ASD = 15
C = 15
Adults Task functional
MRI—theory of
mind; Diffusion
MRI
Region-based
feature set and
automatic feature
selection
SVM 1/10-CV ASD vs. C 95.90
ABIDE-
sample***
ASD = 539
C = 573
Children;
Adolescents;
Adults
Structural MRI;
Resting state
functional MRI
Feature sets and
selections differ
multiple multiple ASD vs. C ≈68.00
Lim et al.
(2013)**
ASD = 19
ADHD = 29
C = 29
Adolescents Structural MRI  Voxel-based
feature set
GPC LOO-CV ADHD vs. ASD
ADHD vs. C
ADHD vs. ASD
vs. C
85.20
79.30
68.20
Ingalhalikar
et al. (2014)
ASD = 57
C = 42
Children Diffusion MRI  Region-based
feature set
LDC 1/5-CV ASD vs. C 74.00
Wee  et al.
(2014)
ASD = 58
C = 59
Children;
Adolescents
Structural MRI  Region-based
feature set
SVM 1/2-CV ASD vs.C 96.30
Segovia et al.
(2014)
ASD = 52
ASD-sibl = 40
C = 40
Adults Structural MRI  Voxel-based
feature set and
automatic feature
selection
SVM n.s.-CV ASD vs. C ASD
vs. ASD-sibl
80.00
85.00
ASD = Participants with autism spectrum disorder; SCH = schizophrenia; ADHD = Attention deﬁcit hyperactivity disorder; C = Control participants; ASD-sibl = Siblings of par-
ticipants with autism spectrum disorder; SVM = Support vector machine classiﬁer; LRC = Logistic regression classiﬁer; GPC = Gaussian process classiﬁcation; LDC = Linear
discriminant classiﬁer; LOO-CV = Leave one out-cross validation; n.s. = not speciﬁed.
# The maximal accuracy reported in the article.
* Reported in Table 1.
** Reported in Table 4.
*** Pattern recognition studies making diagnostic predictions on the ABIDE sample (Overview paper: Di Martino et al. (2014); Zhou et al. (2013); Iidaka (2014); Nielsen et al.
(2013); Sabuncu and Konukoglu (2014)).
small compared to other disorders and the predictions in those
samples showed similar performance compared to other samples
in SCZ (Anderson and Cohen, 2013; Sabuncu and Konukoglu, 2014;
Sui et al., 2013). Recently, a study combining diffusion-weighted
as well as structural MRI  reached perfect accuracies, by building
connectivity matrices based on both image modalities (Zhu et al.,
2014). However, it is important to note that this study was small,
with only ten subjects per condition, and therefore, it is not clear
whether those results will generalise well to a different sample.
In comparison to other psychiatric disorders, SCZ is the disor-
der to which pattern recognition methods have most commonly
been applied. Initial results indicate that this disorder can be accu-
rately predicted, although accuracies vary considerable between
studies. Primarily, functional and structural MRI  modalities were
researched and it is difﬁcult to make a distinction between certain
MRI  modalities, with regard to the performance of a classiﬁer. Large
scale studies in SCZ are still missing.
3.2. Bipolar disorder and major depressive disorder
Several studies have used pattern recognition to make diagnos-
tic predictions of BPD and MDD  (Table 2). The initial results indicate
that classiﬁcation of BPD is challenging but possible (Arribas et al.,
2010; Costafreda et al., 2011; Lueken et al., 2014; Redlich et al.,
2014; Rocha-Rego et al., 2014). In those studies, structural images
provide features, which could reliably be used to distinguish BPD
cases from healthy participants. However, the number of studies
on BPD is relatively low, and therefore, conclusions can only be
tentative (Table 2). In contrast, many studies have employed pat-
tern recognition methods to predict MDD  diagnosis. This started
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in 2008 with two studies, one using a verbal memory N-back task
(Marquand et al., 2008) and the other using a sad facial processing
task (Fu et al., 2008), with diagnostic accuracies of 67.5% and 84%,
respectively. The ﬁrst structural MRI  and resting state fMRI stud-
ies were performed a year later. The accuracies obtained from
resting state fMRI-derived features were particularly promising
(Costafreda et al., 2009; Craddock et al., 2013). In the following
years, the number of studies accelerated rapidly and the accura-
cies ranged from 67% to 99% (Table 2). However, all studies were
performed in relatively small to medium sized samples; the largest
study preformed in MDD  using pattern recognition consisted of 62
patients and an equal number of control participants. Based on a
structural features the two groups could be distinguished with 90%
accuracy (Mwangi et al., 2012). Cross-disorder classiﬁcations are
particularly difﬁcult especially when the disorders that need to be
distinguished are similar as the case in BPD and MDD. However,
BPD could be distinguished from MDD  on the basis of multivariate
patterns based on gray matter differences (Redlich et al., 2014). In
this study, the ﬁndings were validated in an independent cohort
and the test-set validation yielded comparable accuracies to the
within sample leave one out cross-validation. SCZ could also be
distinguished from MDD, with even higher accuracies (Table 2; Yu
et al., 2013; Ota et al., 2013; Costafreda et al., 2011). Those studies
employed different feature sets, ranging from task based functional
to structural and diffusion MRI, indicating that differential diagnos-
tics based on multiple MRI  modalities is feasible.
In summary, for MDD  and BPD large studies are still missing to
a degree that allows deﬁnitive conclusions to be drawn. Especially
BPD requires further research across different modalities.
3.3. Obsessive compulsive, social anxiety, post-traumatic stress
disorder and speciﬁc phobia
As shown in Table 3, only few, recent studies have applied pat-
tern recognition to OCD, SAD, PTSD, and SP. In an early study on
OCD, using an approach calculating the distance between individ-
ual participants and the mean of OCD and control group based on
structural MRI  derived measures, showed that OCD patients could
be distinguished from controls relatively reliable in an independent
test-set (Soriano-Mas et al., 2007). This initial study set the stage
for subsequent pattern recognition studies some years later. In a
task-based functional MRI  study, in which stimuli with emotional
valence were presented, OCD patients could be classiﬁed with per-
fect accuracy in a very small sample of ten participants per group
(Weygandt et al., 2012a). These promising results required further
veriﬁcation in a larger sample to exclude speciﬁc study or sample
characteristics as cause for the good performance. However, sub-
sequent studies could not substantiate these results to the same
degree (Li et al., 2014; Shenas et al., 2014). Two studies on SAD have
been published in small samples, reporting accuracies above 80%
(Frick et al., 2014; Liu et al., 2013). Multivariate patterns in these
studies were derived from different MRI  modalities indicating that
features relevant for disorder classiﬁcation can be extracted and
analysed across modalities. In general informative features were
found to be distributed across widespread brain areas (Frick et al.,
2014; Liu et al., 2013) and not easily localisable to brain regions
usually associated with anxieties, such as the limbic lobes (Damsa
et al., 2009). An additional study showed that structural images
can be used as a diagnostic medium for different speciﬁc pho-
bias, which could reliably be classiﬁed based on grey and white
matter densities (Lueken et al., 2014). In a study conducted after
an earthquake in Sichuan (China), 50 survivors with and without
PTSD were compared to controls using structural imaging. Patients
with PTSD could be classiﬁed with an accuracy of 91% (Gong et al.,
2014). If replicated, such data suggest that severe traumas can
alter brain structure to a degree that can be picked up as clinically
meaningful multivariate patterns. The highest discriminative
weights were found in different areas of the brain in particular in
left and right parietal regions.
In summary, it can be determined that the number of stud-
ies on obsessive, compulsive and anxiety disorders is too small to
determine general conclusions. While ﬁrst results appear promis-
ing, these disorders do require further research especially in larger
samples.
3.4. Attention-deﬁcit/hyperactivity disorder
For the neurodevelopmental disorder ADHD, the ﬁrst report
of an application of pattern recognition was  published in 2008
describing a sample of 12 children/adolescents and an equal num-
ber of controls (Table 4). Resting-state fMRI data was used to classify
these two  groups with an accuracy of 75 to 80% (Zhu et al., 2008).
Four later studies focused on structural MRI  and yielded accura-
cies for the classiﬁcation of ADHD ranging from about 72% to 93%
(Igual et al., 2012; Johnston et al., 2014; Lim et al., 2013; Peng
et al., 2013). With the exception of one study, all other used feature
selection methods prior to classiﬁcation. The study with the high-
est predictive accuracy employed an automated feature selection
algorithm (Johnston et al., 2014). The weights associated with areas
in the brainstem contributed mostly to the classiﬁcation. How-
ever, these brainstem regions have not been associated with ADHD
prior to this ﬁnding, and further exploration is needed. Another
study on structural MRI  data used Gaussian process classiﬁcation
on whole brain grey and white matter and could predict ADHD
with an accuracy of 79.3% (Lim et al., 2013). The same type of
classiﬁer was also employed in two different task fMRI studies,
a stop signal and a temporal discounting task. The accuracies in
those studies were 77% and 75%, respectively (Hart et al., 2014a,
2014b), indicating that voxel-based feature-sets can yield good
predictive accuracies. While small studies with presumably rela-
tively homogeneous samples have shown promising predictions,
the question about generalisability remains. For this reason, a data-
sharing project, the ADHD-200 Global Competition, was  set-up
in 2012 (The ADHD Consortium, 2012), which allowed different
groups from all over the world to train their machine-learning algo-
rithms on a legacy multi-site dataset, with the goal to ﬁnd classiﬁers
suitable for ADHD diagnostics. The study collected existing data on
about 350 patients and 554 controls, and multiple classiﬁers were
employed and trained on data ranging from demographic tables
to structural and resting-state fMRI. Unfortunately, the classiﬁca-
tion results were disappointing with accuracies not exceeding 61%
on the held out test sample (Castellanos et al., 2013; Sabuncu and
Konukoglu, 2014).
In summary, it appears that while small studies performed
well in predicting case status, the large ADHD-200 sample seemed
to suffer from the high heterogeneity of the disorder and/or
of the experimental characteristics of the studies contributing
to this sample. No research on pattern recognition of diffusion
MRI-derived features has been published up until today, while
widespread alterations in white matter have been linked to ADHD
(see for meta-analysis van Ewijk et al., 2012).
3.5. Autism spectrum disorder
Autism spectrum disorder, another (male-dominant) neurode-
velopmental disorder, has been studied using pattern recognition
since 2010, when three studies, one in males (Ecker et al., 2010a),
and two  in mixed gender samples of about 20 patients and con-
trols (Ecker et al., 2010b; Jiao et al., 2010), were published. These
initial results were promising, and showed accuracies ranging from
81% for whole brain structural features to 90% for regional features
(Table 5). The ﬁrst resting state and diffusion MRI  studies in ASD
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Fig. 3. Visual summary of articles reviewed. (A) Number of articles on different modalities; (B) number of articles of different feature extractions; (C) number of articles on
different feature selections; (D) number of articles on different classiﬁers; SCZ = schizophrenia; mood Dis. = mood disorders; * BPD = bipolar disorder, MDD  = major depressive
disorder; Anx. Dis = anxiety disorders; ** OCD = obsessive compulsive disorder, SAD = social anxiety disorder, PTSD = post-traumatic stress disorder, SP = speciﬁc phobia;
ADHD  = attention-deﬁcit/hyperactivity disorder; ASD = Autism spectrum disorder.
were analysed with pattern recognition. This provided comparable
accuracies, and showed that other modalities than the structural
can provide informative features for ASD classiﬁcation (Anderson
et al., 2011; Ingalhalikar et al., 2011). After those initial publica-
tions, eight additional studies were published up until December
2014, which extracted features from different modalities. The accu-
racies in those studies ranged from 70% to 96% (Table 5; Zhou et al.,
2014; Segovia et al., 2014; Iidaka, 2014; Ingalhalikar et al., 2014;
Uddin et al., 2013; Deshpande et al., 2013; Murdaugh et al., 2012;
Uddin et al., 2011). In one of those studies, a searchlight algorithm
was applied to structural MRI  data, yielding a maximal accuracy of
92% for subsets of voxels (Uddin et al., 2011). In this type of analy-
sis, a small number of voxels in spatial proximity with one another
provide the features for prediction. The searchlight moves across
the whole feature space and repeats the prediction at every loca-
tion, potentially allowing a better interpretability with regard to the
localisation of an effect. A large data-sharing effort was  also estab-
lished for ASD, the ABIDE consortium (Di Martino et al., 2014), but
– similar to the situation for ADHD – the diagnostic predictions in
this cohort were disappointing (Iidaka, 2014; Nielsen et al., 2013;
Sabuncu and Konukoglu, 2014; Zhou et al., 2014).
In summary most MRI  modalities have been researched in ASD,
although the number of studies per modality is still relatively
low. As in ADHD, clinical and experimental heterogeneity might
hinder good classiﬁcation in ASD in larger (retrospective) sample
collections. Importantly, speciﬁc subgroups in ASD, such as lower
functioning ASD patients and female patients are currently under-
represented in the existing studies.
3.6. Other psychiatric disorders
A few studies have investigated additional psychiatric disor-
ders, especially substance use disorders or eating disorders. In one
study it was shown that patients with different types of eating
disorders could be distinguished based on their brain response
viewing pictures of food and neutral stimuli, indicating that dif-
ferential diagnosis between eating disorders is feasible (Weygandt
et al., 2012b). Drug dependence could also be classiﬁed by MR-
derived features (Zhang et al., 2005, 2011), in the latter study
classiﬁcation on the basis of frontal regions appeared especially
promising.
In summary, few studies have employed pattern recognition
techniques for psychiatric disorders other than those described in
the previous sections. However, preliminary studies published in
eating disorders and drug dependence suggest that pattern recog-
nition methods may  be applicable more widely than has been
demonstrated to date.
4. Discussion
In the present article we  extensively and systematically
reviewed the literature applying different pattern recognition
methods for neuroimaging to psychiatric disorders. Despite many
promising results, the use of pattern recognition for assisting diag-
nosis of psychiatric disorders is still in its infancy. Considering the
complexity of the problem, starting with the diagnostic process
of psychiatric disorders to the challenges of MRI, this is perhaps
not surprising. Structural and functional MRI  have been investi-
gated approximately equally often, but diffusion MRI  was  relatively
neglected, especially in ADHD (Fig. 3A). Features sets were most
frequently based on either the regional or voxel level (Fig. 3B), and
automatic feature selection was more often applied than expert
feature selection (Fig. 3C). While the body of literature on SCZ,
MDD, ADHD, and ASD is already relatively extensive, only a few
studies have applied pattern recognition to OCD, SAD, PTSD, SP,
and BPD. Many studies suffer from common limitations, such as
a relatively small sample size and a primary focus on estimating
generalisability within a single study. Furthermore, as described
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Fig. 4. Scatter plot with the number of patients included in a speciﬁc study
on  the x-as and the, respectively, reported maximal accuracy for the patient
vs.  control prediction on the y-as. SCZ = schizophrenia; BPD = bipolar disor-
der;  MDD  = major depressive disorder; OCD = obsessive compulsive disorder;
SAD  = social anxiety disorder; PTSD = post-traumatic stress disorder; SP = speciﬁc
phobia; ADHD = attention-deﬁcit/hyperactivity disorder; ASD = Autism spectrum
disorder; C = controls.
below, the few larger studies that have been performed – mainly
based on multi-site retrospective collection of data – tend to have
reduced performance in comparison with smaller studies (Fig. 4).
Classiﬁers used in the various studies included linear dis-
criminant classiﬁer, logistic regression classiﬁer, support vector
machines, Gaussian process classiﬁers, and neural network classi-
ﬁers differ little in their performance but more with respect to their
applicability to large datasets and their computational require-
ments. Unsurprisingly SVM, which is applicable to a large number
of features in combination with just a few examples, often repre-
sents the method of choice (Fig. 3D). However, as diagnostic labels
in psychiatry are inherently uncertain, predictive algorithms that
provide probabilistic predictions, such as GPC, may  provide advan-
tages for clinical studies. For example, the probabilistic predictions
can be easily recalibrated to accommodate variations in disease
prevalence (see below).
Only a few studies have directly compared either different
modalities or different feature selection approaches. Especially for
less frequently researched disorders, this makes a deﬁnite conclu-
sion with regard to the usefulness of speciﬁc modalities impossible
at the current time. Wherever different modalities have been
used, they appear to result in comparable accuracies. Earlier, we
introduced the concept of feature selection and made a distinc-
tion between expert and automatic selection. Both approaches have
been applied in the reviewed articles. Automatic feature selection
has been a useful tool to improve classiﬁcations in some cases
(Craddock et al., 2009; Qin et al., 2014), while in others feature
selection did not make a difference (Ecker et al., 2010b). However,
extra care needs to be taken when interpreting articles applying
feature selection, as there is a danger of over-ﬁtting if the split
between training and test sets during feature selection is incom-
plete and parameter optimisation may  be an issue in some studies.
In general, reported accuracies are likely to be optimistic and
conﬁdence intervals are often not reported. Only few studies have
reported accuracy measures on additional datasets, limiting gen-
eralisability of the results. The observation that larger studies tend
to have reduced performance in comparison with smaller studies
is hard to interpret, and at the same time surprising, as it may  be
expected that the number of examples should increase predictive
performance of classiﬁers7. It could point to a bias in the literature,
or simply be due to the fact that large-scale studies are hampered
by an increase in heterogeneity within clinical groups. This hetero-
geneity can stem from many sources: large cohorts are often not
as well matched on important demographic and clinical variables
and, further, data are often pooled across research centres provid-
ing data from different scanners and/or acquisition sequences. This
may  be particularly problematic for large studies that aggregate
legacy datasets that were originally acquired for other purposes.
On a positive note, there is increasing evidence from pattern recog-
nition studies of neurological disorders that when data acquisition
parameters for structural MRI  are carefully controlled across sites,
accurate generalisation across sites is feasible (e.g. Abdulkadir et al.,
2014; Doyle et al., 2014; Klöppel et al., 2008).
In contrast, data derived from task fMRI, resting state fMRI or
diffusion MRI  may  suffer from more problems when pooled in com-
parison to structural MRI  data, which allows for less degrees of
freedom in terms of procedures or protocols of acquisition. Further-
more, larger samples often suffer from missing data. These factors
may  impair the ability of the classiﬁer to learn an appropriate deci-
sion rule and thus reduce accuracy. These considerations highlight
the need for well-powered and carefully controlled prospectively
acquired samples and for further research into developing acqui-
sition and preprocessing pipelines that are robust to inter-scanner
differences.
In the following sections we evaluate the progress made in
translating PR techniques towards application in the clinical diag-
nostics and identify clinical as well as research applications for
which these techniques are most likely to add value.
4.1. Translating pattern recognition towards clinical utility
The diagnostic process in real clinical populations is more com-
plex than in research settings, where two, usually balanced, groups
of well-matched patients and controls are carefully diagnosed
before a supervised pattern recognition algorithm is trained. Often,
subjects with uncertain diagnoses or comorbidities are excluded.
Therefore, considerable work remains for pattern recognition to
become applicable in clinical practice. In many cases, the ques-
tion to be answered will not be related to distinguishing patients
from controls; rather, distinction between different disorders in the
same population will be needed. In other words, what is required
is a differential diagnosis. Furthermore, it is necessary to identify
individuals that have comorbidities and may  be members of mul-
tiple diagnostic classes. There are very few studies in the current
literature that tackle these problems. A few studies across differ-
ent disorders have demonstrated multiclass classiﬁcation of three
or more disorders (Costafreda et al., 2011; Grotegerd et al., 2013;
Koutsouleris et al., 2015; Lim et al., 2013; Redlich et al., 2014; Serpa
et al., 2014; Yu et al., 2013). We  are not aware of any pattern recog-
nition studies that have tackled the issue of comorbidities. Further
work in this area is therefore needed.
While most pattern recognition algorithms are trained and
tested on well balanced samples, the prevalence of most psychiatric
disorders in the general population is ﬁve percent or lower. Even if
the classiﬁcation models are not applied at the population level, the
relative class frequencies in the training set are often different from
the test set or target application domain. Therefore, in such cases,
accuracies that are derived from those samples are not immediately
representative for predictions in clinical samples. In settings with
7 Whether or not an increase in sample size improves accuracy depends on how
well  the data meets the assumptions made by the classiﬁer (e.g. whether the data are
independent and identical distributed) and what the Bayes error of the classiﬁcation
problem is.
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low prevalence, clinical diagnostic algorithms require very high
speciﬁcity to prevent an unacceptably high false positive rate (i.e.
to prevent too many healthy individuals being erroneously diag-
nosed). Therefore, it is important to tailor the predictive properties
of speciﬁc pattern recognition algorithms depended on the setting
in which they are used, as they will have to be biased differently in a
population as opposed to a high-risk or clinical setting. Here again,
the use of probabilistic pattern recognition algorithms is indicated.
An important advantage of these algorithms is that they allow the
decision threshold to be easily recalibrated to accommodate dif-
ferent diagnostic settings (Bishop, 2006). A proof of concept of this
idea for neuroimaging was demonstrated in Hahn et al. (2013), in
which an unbalanced test sample was predicted based on a bal-
anced training sample, the classiﬁer was adjusted for class priors
yielding better performance.
Another important consideration for diagnostic applications
of pattern recognition is the relative expense of MRI  relative to
other measures. The prospective value of employing an automated
approach should be balanced against the costs of data acquisition.
This, combined with moderate diagnostic accuracies for most dis-
orders, means that pattern recognition techniques are not likely to
be applied directly to making diagnostic predictions in the immedi-
ate future. However, pattern recognition may  well provide a useful
adjunct to clinical decision-making in cases where uncertainty is
high or if a decision for an expensive or invasive procedure needs
to be taken. Perhaps more importantly than such direct diagnos-
tic applications, we identify several speciﬁc applications for which
pattern recognition in a diagnostic context is more immediately
applicable.
First, pattern recognition techniques can provide a richer
endophenotype than behaviour alone, which may  ultimately be
informative about disease mechanisms, staging and progression.
One way that this can be achieved is by means of mapping classi-
ﬁer weights back into brain space. In that way biological pathways
that might be implicated in the aetiology of a particular disorder
could be more appropriately described. This line of research might
eventually yield new insights into the mechanisms of particular
disorders and thus to diagnoses based on ‘biomarkers’ rather than
based primarily on clinical interviews. However, care needs to be
taken when such weight-maps are interpreted in terms of effect
localisation (Haufe et al., 2014).
Second, pattern recognition algorithms that provide estimates
of predictive conﬁdence across multiple classes could be used to
disentangle comorbidities in patient groups. True multiclass meth-
ods (Filippone et al., 2012), provide a prediction for all classes for
each subject. Therefore, if a subject has a high predictive conﬁdence
for multiple disorders it may  indicate that the subject is comorbid
for those disorders. In contrast, if the predictive conﬁdence is only
high for one of the disorders, this may  be considered a relatively
deﬁnitive diagnostic prediction. Another intriguing possibility for
accommodating comorbidities is multi-label classiﬁcation (Zhang
and Zhou, 2014), or multi-task learning (Pan and Yang, 2010) where
each data sample has multiple labels associated to it. Multi-task
learning has been applied in neuroimaging for predicting multi-
ple clinical variables (e.g. Marquand et al., 2014; Zhang and Sen,
2013) but to our knowledge, it has not been applied to accommo-
date comorbidities and may  therefore be a promising avenue of
future research.
Third, pattern recognition might provide an efﬁcient validation
procedure for the stratiﬁcation of patient groups. The rationale here
is that, if a subcategorisation reduces the biological heterogene-
ity of a patient group, prediction of the subgroups should be more
accurate.
Fourth, classiﬁcation based on MRI-derived feature sets might
be employed as a ‘triage’ or screening step before an expert opin-
ion is sought. For example, for certain clinical conditions, ‘gold
standard’ diagnoses require specially trained and thus expensive
medical specialists and several hours of interview. This is the case,
for example, for the administration of the gold standard diagnostic
instruments for ASD, the autism diagnostic interview (Lord et al.,
1994) and the autism diagnostic observation schedule (Lord et al.,
1989). In such cases, a prior screening of patients using automated
techniques might improve cost-efﬁciency.
Fifth, in disorders that are characterised by dangerous
behaviours of the patient for himself or his environment as well
as in situation when difﬁcult clinical decisions have to be made,
pattern recognition might be used to further specify a clinical indi-
cation. Concretely, schizophrenic patients might be classiﬁed based
on their likelihood of a psychotic episode or whether a prescrip-
tion of Clozapine should be indicated, an antipsychotic that is often
more effective but requires weekly white blood cell counts. In this
way, the (still quite considerable) expenses of acquiring MRI  could
be justiﬁed by the added information provided to the clinician, lead-
ing to direct adjustment of treatment. In addition to the diagnostic
studies reviewed here, pattern recognition has a clear merit in pre-
dicting treatment response (e.g. Gong et al., 2011) or naturalistic
outcome (e.g. Schmaal et al., 2014). Outcome predictions provide
a promising way to improve cost-efﬁciency, by targeting potential
treatments to patients most likely to beneﬁt from them.
Finally, another promising application of pattern recognition in
the clinical domain could be sample enrichment in clinical trials.
Pattern recognition algorithms could help to select a biologically
more homogenous group to reduce the sample size needed to
detect an effect of a new medication.
In summary, there are many challenges that need to be
addressed to move pattern recognition towards clinical practice.
Studies that demonstrate applicability to differential diagnosis and
the identiﬁcation of comorbidities are needed. In the shorter term,
pattern recognition could be an effective tool in assisting complex
clinical diagnostic process in speciﬁc diagnostic settings. Especially
for speciﬁc diagnostic questions, biological validation of the strat-
iﬁcation of diagnostic groups and the identiﬁcation of biological
pathways implicated in a particular disorder, this approach has its
merits. Employing pattern recognition for widespread screening of
clinical populations is premature, and further research on how to
accommodate variations in disease prevalence is needed.
4.2. Reducing heterogeneity of psychiatric diagnoses
Psychiatric disorders may  be characterised by different etiologic
factors across individuals, with different disease causes potentially
resulting in the same symptoms. Thus, different features might
be meaningful across patients belonging to the same diagnostic
group, increasing the difﬁculty to ﬁnd a multivariate pattern, which
predicts a speciﬁc diagnostic category. In addition, there is hetero-
geneity on the diagnostic level. The diagnostic process for many
mental disorders is complex and requires considerable expertise,
experience, and time. Despite best efforts, and due to the complex-
ity of the underlying pathology, some examples within a diagnostic
group may  be mislabelled. Furthermore, patients can be diagnosed
with the same disorder despite showing different patterns of symp-
toms. It is not always clear, whether or not these symptoms are
a consequence of similar biological mechanisms. Classiﬁcation of
cases can be impaired if the number of examples with an uncertain
or incorrect diagnosis is high.
One way to reduce the uncertainty of diagnostic categories is to
stratify groups into smaller, potentially less heterogeneous sub-
groups, by for example selecting those individuals which have
shown a representative pattern of brain abnormalities speciﬁc to a
certain disorder, indicated by high predictive probabilities across
different MRI  modalities for this disorder. As exempliﬁed by the
reduced diagnostic accuracy reported for larger studies, current
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pattern recognition algorithms seem insufﬁciently able to accom-
modate such biological (and/or experimental) heterogeneity (see
above). It is reasonable to expect that accurate diagnostic biomark-
ers will be easiest to ﬁnd for diagnostic labels with a consistent
pattern of underlying pathology. One way to achieve this is to
stratify diagnostic groups into smaller biologically more mean-
ingful subgroups. The biological validity of these smaller groups
could then be estimated by pattern recognition algorithms based on
MRI-derived feature sets. This process could generate hypotheses
and can be used to evaluate alternative diagnostic stratiﬁcations.
Related to this point, the misclassiﬁcations that a classiﬁer makes
can be highly informative about stratiﬁcations within clinical
groups. To take a simple example, a classiﬁer might predict that the
imaging-derived pattern for a given individual resembles one typi-
cal for some disorder but the person shows no symptoms. This could
indicate a prodromal or at-risk disease phase, but might also mean
that this individual has developed compensatory mechanisms that
inhibit symptom expression.
4.3. The importance of the choice of features
MRI-derived features are an indirect measure of underlying
brain biology. To illustrate, the resolution of a modern MRI  scan
rarely exceeds 1 cubic millimetre. While abnormalities at this scale
already allow clinical predictions based on neuroimaging, some
processes in the brain implicated in the aetiology of psychiatric
disorders are present in small regional networks, single neurons, or
even take place at the molecular level in axon terminals (Glausier
et al., 2014). Increasing the spatial resolution of MRI  technology
might therefore provide us with means to infer discriminative
information hidden today, which might improve clinical predic-
tions in the future.
As mentioned earlier, psychiatric disorders are characterised
by considerable heterogeneity, and many patients belonging
to the same diagnostic group could do so for various reasons.
Therefore, it is important to consider a range of different data
types, from genetics to information on the social network of a
patient. The information contained in those features would need
to be combined to interpret the data efﬁciently. Multi-modal
techniques such as ‘multi-kernel learning’ (Filippone et al., 2012;
Hinrichs et al., 2011; Zhang and Sen, 2013) or linked independent
component analysis (Francx et al., in preparation), which combine
different data types, might help to make sense of those multimodal
datasets. Although potential improvements would largely depend
on the information contained in such data, these techniques might
yield better interpretability and a more complete picture of the
aetiology of a disorder.
Feature selection guided by prior knowledge can improve
accuracy in disorders, which allow clear enough hypotheses on
speciﬁc relevant imaging features; this has already been shown for
Alzheimer’s disease (Chu et al., 2012). For most psychiatric disor-
ders this prior knowledge, if available today at all, is only accessible
with considerable uncertainty, as the results with respect to spe-
ciﬁc imaging features still diverge between studies. Therefore,
hypotheses which could guide feature selection are scarce and
often not robust enough at the current time. Large scale meta-
analyses capturing information on altered brain phenotypes are
necessary for individual psychiatric disorders as well as across dis-
orders. In addition, such meta-analyses should also assess different
MRI  modalities. Recent efforts, like the ENIGMA Working Groups
on different brain disorders and the ENIGMA Cross-disorder Work-
ing Group, might provide a ﬁrst step in this direction8 (e.g. Erp
8 http://ENIGMA.ini.usc.edus
et al., in press; Hibar et al., 2015; Schmaal et al., in press). In
addition, recent efforts combining information from voxel-based
morphological studies across different disorders into a uniﬁed pro-
ﬁle of results within and across disorders could be a right step
in this direction (Goodkind et al., 2015), and certainly sets the
scene for research focussing on unrevealing common and unique
factors contributing to psychiatric disorders. It is important that
the publications on such data contain speciﬁc recommendations
for the machine learning community and that prior knowledge on
informative features for psychiatric disorders is organised in suit-
able and accessible ways, so that it can guide expert-based feature
selection more effectively. Importantly, those publications require
estimates of effect sizes of speciﬁc potential features and should not
shy away when the overall pattern of results seem inconclusive. As
our understanding of the pathology underlying psychiatric disor-
ders improves, this knowledge can increase the accuracy of future
pattern recognition models beyond what is currently achievable.
Increasing clinical prediction today is (next to improving or adapt-
ing pattern recognition to clinical requirements) predominantly a
quest for informative features.
5. General conclusion
Pattern recognition has shown promising but mixed results
for predicting diagnosis in clinical neuroimaging research. Despite
many promising proof of concept results, it is clear that the tech-
niques are still in their infancy, and many challenges remain to
be solved before they can be employed in clinical practice. Some
of the main challenges stem from the very high aetiological and
phenotypic heterogeneity that characterises psychiatric disorders.
The studies we have reviewed are mostly employing relatively
small samples acquired in single imaging centres, with only a few
efforts to simultaneously discriminate different disorders. Clearly,
more extensive validation using large, carefully acquired samples
is necessary, as is the development of methodological innovations
to improve accuracy, to discriminate between multiple disorders
simultaneously, and to translate to settings having realistic disease
prevalence. In the short to medium term, however, there are spe-
ciﬁc clinical contexts where pattern recognition can add value; for
example as triage tools in cases where the diagnosis of a trained
clinician is expensive or access to such resources is limited, to sub-
divide patient populations into more homogeneous subgroups, and
to help fractionate disease phenotypes. In order for the ﬁeld to
move forward, we argue that it is essential to combine clinical and
methodological expertise to make optimal use of the rich source of
information provided by neuroimaging data. International research
consortia bringing together clinicians and researchers across disci-
plines, like the EU-funded, IMAGEMEND9 (Frangou et al., in press),
PRONIA10, PSYSCAN11, and Aggressotype12 consortia, provide valu-
able platforms for such interaction. In the future, we anticipate
that technological developments in pattern recognition in combi-
nation with the acquisition of large, multimodal, and prospectively
acquired clinical samples will enable the construction of more accu-
rate models and will move the ﬁeld closer towards biomarkers
that can be used to guide clinical decision making in psychiatric
disorders.
9 www.imagemend.eu
10 www.pronia.eu
11 http://ec.europa.eu/research/health/medical-research/brain-research/
projects/psyscan en.html
12 www.aggressotype.eu
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