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ABSTRACT
A martingale-based trust framework is examined. A martingale arises as a sequence
of conditional expectations given increasing amounts of information. The framework
is based on links having a binary state. The state of a link can be learned through
probing. The observations from probing are modeled as outputs of a binary sym-
metric channel. A model is a specification of which vectors of link states are good
network states. Four models are examined: S-T reachability model, majority model,
connectivity model, and a parity model. Strategies used for deciding which links to
probe were developed and tested for some small graphs. The strategies were then
modified to work on larger graphs.
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CHAPTER 1
The Overview
The primary objective in this project is to formulate and examine a martingale-based
trust framework. The goal is to develop strategies for probing the links that could
exist within a trust model to determine if the vector of link states is in a specified
set of good states. One example for the set of good network states is the set of
network states for which there is a working path from a source node to a terminal
node. Another example is the set of network states such that a majority of the links
have state one. The links in this model could represent electronic or mechanical
components or possibly humans in a complex system.
Let E be the set of all links in a given graph and (xe : e ∈ E) denote the vector
of link states. Each link, e, has a state xe which is set before any observations are
made. The link states are modeled as being random and independent. There is a
value pie with 0 ≤ pie ≤ 1 for each, e, and xe is 1 with probability pie and zero with
probability 1− pie. If the links are numbered one through |E| then the network state
is (x1, ..., x|E|). The set of good network states is denoted by a subset G of {0, 1}|E|.
The network is said to be good according to model G if (xe : e ∈ E) ∈ G.
During each discrete time instant, some link e is probed to help determine the
state xe of link e. The result of a probing is produced by a binary symmetric channel.
Specifically, if link e is probed, the resulting observation is equal to xe with probability
ae and incorrect with probability 1 − ae, for some known parameters ae with 0 ≤
ae ≤ 1. Let Ft represent all the results of probing by time t. Using Bayes’ rule, the
conditional probability that the state of a link e is one, pe,t, is represented by
1
pe,t = P{xe = 1|Ft} = φ(Ne, ke)
=
piea
ke
e (1− ae)Ne−ke
pieakee (1− ae)Ne−ke + (1− pie)(1− ae)ke(ae)Ne−ke
(1.1)
Here Ne is the number of probes of link e, and ke is the number of ones resulting
from these probes. Also P{xe = 1|Ft} = φ(Ne, ke) = pe,t where pe,t is the probability
that xe = 1 for link e at time t. φ(Ne, ke) is the probability that xe = 1 given that
e has been probed Ne times, and the number of times that the probing resulted in
a one is ke. Gt is the probability that a network state is good and Ut = Gt(1− Gt).
Since Gt will eventually equal 1 or 0 depending on whether the network state is good
or not, Ut = Gt(1−Gt) will go to zero as time increases.
1.1 Models
A model is way to specify a collection of examples, parameterized by a set of objects
such as graphs.
1.1.1 S-T reachability model
One model is S-T reachability in a given graph via an all one path (i.e. a path with all
links having state one). The examples of the S-T reachability are parameterized by
the set of undirected graphs with distinguished nodes S and T. Given such a graph,
the set of links of the trust framework are the links of the graph, and a network state
is defined to be good if there is an all one path from S to T. Consider an example of
this based on the graph in Figure 1.1. The conditional probability of an all one path
occurring given Ft is Gt = pA,tpB,t + pC,tpD,t − pA,tpB,tpC,tpD,t. Our goal is to find
strategies for determining which link to probe at each time slot to maximize the rate
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at which Ut goes to zero.
Figure 1.1: Sample graph with links A,B,C, and D and nodes S and T.
1.1.2 Majority model
Another model in the trust framework is to take E to be any finite set and the set of
good network states to be those such that a majority of links have xe equal to one.
The examples for the model are parameterized by finite sets E which denote the sets
of links. For a given E, a network state (xe : e ∈ E) of the majority model is good
if a majority of edges have xe equal to one, i.e.
∑
e xe ≥
⌈
|E|
2
⌉
. The probing process
is analogous to polling different people and trying to determine if they will vote a
certain way. However, people may be uncertain about how they will vote, or they
may not respond correctly to the poll. Because the actual states are different from
the polled results, a binary symmetric channel is used to model this uncertainty. In
this model, Gt is the probability that a majority of the link states are one.
1.1.3 Connectivity model
Another model is that E is the set of edges of a graph and the network state is good
if the graph is connected using links with xe = 1. Equivalently, a network state is
good if there is an all one spanning tree in the graph.
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1.1.4 Parity model
Another model using the trust framework is that E is a finite set and the network
state is good if
∑N
k=1 xk = 1 mod 2. Another way of stating this is that the number
of links with state one has odd parity.
In order to minimize the time needed for Ut to each zero, different strategies were
used for each of the above models.
1.2 Strategies
A strategy is a rule for determining which link to probe at each time step given past
observations.
1.2.1 Uniform strategy
One strategy is to probe each link equally often. Referring to Figure 1.1, the links
would be tested in the order of A, B, C, and then D. Afterwards the cycle would
repeat and A would be tested again.
1.2.2 Greedy strategy
Under the the greedy strategy, the expected change of Ut was calculated for probing
each link of the graph. Using link A as an example, Gt+1 is equal to Gt+1 assuming
that the probing of link A at time t+1 results in a one. Gt+1 is equal to Gt+1 assuming
that the probing of link A at time t+1 results in a zero. The expected value of Ut+1
becomes
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E[Ut+1| link A is probed at t+ 1, Ft] =
Gt+1(1−Gt+1)(φ(NA, kA)aA + (1− φ(NA, kA))(1− aA))+
Gt+1(1−Gt+1)(1− (φ(NA, kA)aA + (1− φ(NA, kA))(1− aA)))
The index for link A is
γA,t = E[Ut+1 − Ut|link A is probed at t+1,Ft] (1.2)
This process is repeated for each of the links and the link with the highest index is
probed. This process results in Ut going to zero much faster, but it is computationally
more complex than the simple uniform strategy.
1.2.3 K-empirical greedy strategy
In order to remove some of the complexity of the greedy heuristic, another method
that uses the previous changes in Ut and the history of Ft was examined. This method
first tries all the links once and after that picks the one that caused the largest change
in Ut. Since the the changes in Ut are random, a modification to this method was used
as well. The modification uses the average change in Ut over a number of previous
probes and k is the number of probes that are being averaged over for each link.
1.2.4 Best chance strategy
The best chance strategy, described next, is best defined for some particular models.
Here we focus on the S-T reachability, connectivity, and the majority models.
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1.2.4.(a) Best path strategy (best path strategy for the S-T reachability
model)
For the S-T reachability model, the best path strategy attempts to improve the best
path from the source to the terminal. Using Figure 1.1 as an example again, the
two candidate paths are {A,B} and {C,D}. The probability of each of the paths
being all one is calculated. The path p∗ with the highest probability being all one
is determined. The link on that path with the lowest probability of being a one is
probed. This process is repeated at each discrete time. More generally, for any graph
under the S-T reachability model, the best path strategy at each step is to identify
the path p∗ most likely to be an all one path and probe the link on p∗ with the
smallest probability of being in state one. In short, the best path strategy probes the
worst link on the best path.
1.2.4.(b) Middle strategy (best path strategy for the majority model)
For an instance of the majority model with N links, the network state is good if and
only if there is a set of
⌈
N
2
⌉
links with state equal to one. For this model, sets of size
dN/2e play the same role that S-T paths play for the S-T reachability model. The
middle strategy picks link dN/2e where N is the number of links and the links are
ordered from lowest value of pe,t to the highest value.
1.2.4.(c) Best tree strategy (best path strategy for the connectivity
model)
For the connectivity graph model, the best path strategy becomes the best tree
strategy. The tree with the highest probability of having all links with state one is
found and then the link in that tree with the lowest probability of being in state one
is probed. One example of this is shown in Figures 1.2 and 1.3. The red links have
a low probability of being in state one and the green links have a high probability of
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being in state zero. The blue links have an equal probability of being in state zero or
state one.
1.2.5 Best path and worst cut strategy
The final strategy described here for the S-T reachability model is based on the best
path strategy. It examines both the worst cuts that exist in a graph as well as the best
path in the graph. Cuts are sets of links which, when removed, result in separating S
from T. For the example in Figure 1.1, the different cuts would be the links {A,C},
{A,D}, {B,C}, and {B,D}. These are the minimal cuts in the sense that any cut,
such as {A,B,C}, is a superset of one of these four cuts. The worst cut is found and
the best link on this cut is located. The probability that the worst cut is an all zero
cut and the probability that the best path is an all one path are compared. If the
probability for the path is larger, then the worst link in the path is probed. If the
probability for the cut is larger, then the best link in the worst cut is probed.
1.2.6 Closest to 0.5 strategy
The closest to 0.5 strategy is relevant to the parity model. For this strategy, the link
with the value closest to 0.5 is probed. This strategy attempts to find the link that
is causing the greatest uncertainty about the parity of the set of links.
7
Figure 1.2: An example of the best tree strategy without an all one tree existing.
8
Figure 1.3: An example of the best tree strategy with an all zero tree existing.
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CHAPTER 2
Performance Analysis
Section 2.1 involves analysis of a single link. Section 2.2 uses the analysis for one link
and relates it to models with multiple links.
2.1 Analysis for one link
Perhaps the simplest example of a network has one link, and the network state is
good if and only if the link state is one. So E = {e} and G = {1}. For such a network
Gt = pe,t = φ(t, kt), and the expression for Ut becomes
Ut =
pie
pie
ae
ae
(2kt−t)(
pie
pie
a
ae
(2kt−t) + 1
)2 (2.1)
Given xe = 1, the random variable kt for fixed t has the binomial distribution with
parameters (t, a), so the mean is ta. The expectation E[Ut] is given by
E[Ut] =
t∑
j=0
 t
j
 aje(1− ae)t−j(φ(t, j)(1− φ(t, j))) (2.2)
.
The mean of a binomial distribution is a good approximation for the median. In
particular, it is known [1] that any median m of a binomial (n, p) distribution satisfies
|m− np| ≤ max{p, 1− p} (2.3)
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We have Gt = φ(t, kt), and φ(t, kt) is a smooth increasing function of kt. It follows
that given xe = 1,
median(Gt) ≈ φ(t, aet)
The uncertainty Ut is not a monotone function of kt, but Ut ≈ Gt for Gt near zero
and Ut ≈ 1−Gt for Gt near one. Therefore, for ae 6= 0.5 and t large enough,
median(Ut) ≈
pie
pie
ae
ae
(2ae−1)t(
pie
pie
ae
ae
(2ae−1)t + 1
)2 (2.4)
The mean, approximate median, and average value of Ut over one thousand trails
are shown in Figure 2.1 for the parameters ae = 0.6 and pie = 0.5.
Figure 2.1: The mean, approximate median, and observed empirical average of Ut
observed in simulations for the one link example.
As noted above, the mean and median of kt are nearly equal, but as shown in Figure
2.1, the mean of Ut can be considerably larger than the median for some t. Intuitively,
that is because even when the median is small, there is a significant probability that
11
Figure 2.2: The approximate median of Ut, the red line, and the results of probing
for one link. The solid black line is E[Ut]. The stars represent the empirical mean.
Ut can be much greater than the median. This is illustrated in Figure 2.2, which
shows plots of Ut for 20 trails. The simulated results for one link vary greatly from
one trial to the next.
2.2 Analysis for many links
Examining the reachability model for the graph in Figure 1.1 shows that at least two
links have to be probed in order to determine if S is reachable from T. S is reachable
from T if either both of the links A and B have state one, or both of the links C and
D have state one. S is not reachable from T if there is a cut, consisting of two links
with state zero. One of the links in the cut needs to be A or B, and the other link in
the cut must be either C or D. The best path and worst cut strategies focus on the
links that are the most likely to determine one of the above conditions. An example
of a network state with a path is shown in Figure 2.3(a) and an example of a network
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state with a cut is shown in Figure 2.3(b). The greedy strategy likewise tends to pick
links that quickly identify one of the determining conditions. Since it takes two links
to determine the state of the network, we expect that Ut would converge to zero half
as quickly for this example as for the single link example.
Figure 2.3: Example graph and two different network states.
To investigate this further, the number of probes for each link was plotted over time
for a single trial for each of the strategies used in the S-T reachability model. Each
plot has the same random number seed and is based on one of the network states.
Figures 2.4 through 2.13 display the number of probings of each link over time for
the different strategies. Specifically, Figures 2.5 to 2.8 are for the network state with
xA = xB = 0 and xC = xD = 1, as shown in Figure 2.3a. Figures 2.9 to 2.13 are for
the network state with xA = xB = xC = 0 and xD = 1, as shown in Figure 2.3b. We
find that, as expected, two of the links receive most of the probes in all cases shown.
We thus expect that (2.4) holds for this network if t is replaced by t/2.
The above idea can be extended to other examples. For different models and graphs
different time factors need to be introduced to match the typical behavior correctly.
For example, a five link majority example will need to probe at least three different
links to find out whether a majority of the links have state one. In the parity model,
each one of the links needs to be probed to determine if a graph has even or odd
parity. So we would divide t by the total number of links for the parity model.
We expect that for every example and network state these is a set of critical links
such that most of the probes are used on the critical links. This suggests the following
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approximation, assuming ae = a and pie = pi for all links and that there are C links
in the critical set of links:
median(Ut) ≈
pi
pi
a
a
(2a−1)t/C(
pi
pi
a
a
(2a−1)t/C + 1
)2 (2.5)
The accuracy of this approximation is examined in Chapter 3. See, for example,
Figure 3.1 on page 19.
Figure 2.4: Number of probings for each link using the uniform strategy for the
network state in Figure 2.3(a).
Figure 2.5: Number of probings for each link with the empirical greedy strategy using
the last 5 probing results for the network state in Figure 2.3(a).
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Figure 2.6: Number of probings for each link using the greedy strategy for the network
state in Figure 2.3(a).
Figure 2.7: Number of probings for each link using the best path strategy for the
network state in Figure 2.3(a).
Figure 2.8: Number of probings for each link using the best path and worst cut
strategy for the network state in Figure 2.3(a).
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Figure 2.9: Number of probings for each link using the uniform strategy for the
network state in Figure 2.3(b).
Figure 2.10: Number of probings for each link with the empirical greedy strategy
using the last 5 probing results for the network state in Figure 2.3(b).
Figure 2.11: Number of probings for each link using the greedy strategy for the
network state in Figure 2.3(b).
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Figure 2.12: Number of probings for each link using the best path strategy for the
network state in Figure 2.3(b).
Figure 2.13: Number of probings for each link using the best path and worst cut
strategy for the network state in Figure 2.3(b).
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CHAPTER 3
Simulation Results
Simulations are presented for various examples using the models and probing strate-
gies described in Chapter 1. Each of the scenarios presented corresponds to a par-
ticular G. For the examples pie was set to 0.5 and ae was set to 0.6 for all e. Each
simulation lasted for 300 time slots, and the plotted empirical averages of Ut were
computed using 1,000 samples.
3.1 S-T connectivity model results
Figure 3.1 shows plots of Ut for various strategies for the S-T connectivity model with
the graph shown in Figure 1.1. Results for the graph shown in Figure 3.2 are shown
in Figure 3.3. The line labeled WorstCut is from the strategy that uses the worst cut
and best path to determine which link to probe, as detailed in Section 1.2.4.(a). The
k-empirical greedy strategy was used for k = 1, 5, 10.
For the graph in Figure 1.1, the best path and worst cut strategies have similar
average value of Ut and the greedy strategy slightly worse. The 5-empirical greedy
performed better than the 1-empirical greedy and 10-empirical greedy strategies. The
uniform strategy performed the worst. All the average values were larger than the
approximate median.
For the graph in Figure 3.2, the best path and worst cut strategies have similar av-
erage value of Ut. However, the greedy strategy preformed better for this graph. Also
the 10-empirical greedy strategy performed better than the other empirical greedy
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Figure 3.1: Average value of Ut using different strategies for the graph in Figure 1.1.
strategies towards the end of the simulations.
The values of Ut for 20 different iterations for the 4 link graph using the greedy
strategy are plotted in Figure 3.4. The approximate median was calculated using
(2.5) with C = 2 because two links need to be probed to determine the state of a
network. The median is lower than the average, as expected.
3.2 Majority model results
Next, simulation results are presented for the majority model using examples with
four or five links. In this model, Gt is the probability that a majority of the links
have state one. Simulations were done on 4 and 5 links. The average value for Ut for
each time instance, for each strategy, for the 1,000 iterations is plotted in Figure 3.5
for the five links case and in Figure 3.6 for the four links case.
Each graph also has a plot to show the approximate median of Ut for a single link,
given by (2.5) with C = 3.
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Figure 3.2: A network used when simulating reachability.
Figure 3.3: Average value of Ut using different strategies for the graph in Figure 3.2.
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Figure 3.4: Twenty iterations of the S-T connectivity model using the middle strategy
with stars placed in the mean value. The solid line is the approximate median.
Figure 3.5: Average Ut for the majority model using five links.
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Figure 3.6: Average Ut for the majority model using four links.
Also, the values of Ut for 20 different runs of the five link graph with the majority
model were plotted for the greedy and middle strategies. These graphs are shown in
Figure 3.7 for the greedy strategy and Figure 3.8 for the majority model. The solid
line is the approximate median of Ut for a single link with C = 3. The approximate
median is less than the average value for the set of trials.
The greedy strategy preformed better than the middle strategy when using 4 links
but the middle strategy performed slightly better than the greedy strategy in the 5
link graph. The 5- and 10-empirical greedy preformed similarly but the 5 empirical
greedy preformed better earlier in the simulation.
3.3 Connectivity model results
For the connectivity model given, an undirected graph, the good network states are
the ones such that the links with state one connect all of the nodes. The simulations
were done on the same graphs as (shown in Figures 1.1 and 3.2) the S-T connectivity
22
Figure 3.7: Twenty iterations of the majority model using the greedy strategy with
stars placed in the mean value. The solid line is the approximate median.
Figure 3.8: Twenty iterations of the majority model using the middle strategy with
stars placed in the mean value. The solid line is the approximate median.
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model. Gt in this case is the probability that the graph is connected using links with
xe equal to one. The average value for Ut at each time instance, for each strategy, for
the 1,000 iterations is plotted in Figure 3.9 for the four links example and in Figure
3.10 for the five links example.
Figure 3.9: Average Ut for the connectivity model using five links.
Figure 3.11 shows Ut twenty runs for the four link example using the greedy strat-
egy. The solid line shows the approximate median given by (2.5) with C = 3. Here
C = 3 because three links are needed for the graph to be connected. The typical
median appears to be close to the actual median but is less than the mean value.
This explains why the typical median is less than the average in Figure 3.9.
For both the five and four link graphs the best tree strategy performed better
than the greedy strategy. However, the difference decreases as t increased. The 10-
empirical greedy strategy performed better than the other empirical greedy strategies
for both graphs but was still worse than the greedy and best tree strategies.
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Figure 3.10: Average Ut for the connectivity model using four links.
Figure 3.11: Twenty iterations of the connected model using the middle strategy with
stars indicating the sample mean value. The solid line is the approximate median.
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3.4 Parity model results
For the parity model and a given number of links, good network states are those with
an odd number of state one links. The simulations were done on 4 links. Gt in this
case is the probability that the graph has odd parity. The average value of Ut at each
time instance, for each strategy, for the 1,000 iterations is plotted in Figure 3.12 for
the four links example.
Always probing the link e such that pe,t is the closest to 0.5 produced the best
results, followed by the greedy strategy. The 1-empirical greedy produced the worst
results. This is due to the fact that the change in Ut after probing one link is not
apparent until all links are probed at least once (this depends on the choice pie = 0.5
for all e) so the last change in Ut is not, early on, a good indicator of the effects
of probing a link. C was set to four for the approximate median. The speed of
convergence observed in the simulations is slower than predicted by (2.5). One reason
why the median appears to go to zero faster than the simulations results is that it
may take a while for the strategy to find the links that need to be probed. The value
of Ut for 20 interations using the middle strategy is plotted in Figure 3.13.
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Figure 3.12: Average Ut for the parity model using four links.
Figure 3.13: Twenty iterations of the parity model using the middle strategy with
stars placed in the mean value. The solid line is the approximate median.
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CHAPTER 4
Simulations on Larger Graphs
The best path and best tree strategies are computationally feasible for large graphs
because they only need to identify a minimum cost path or tree at each iteration.
However, calculating Gt for large graphs is computationally difficult. The number
of S-T paths is #P-complete [2]. Instead of using Gt for the entire graph, only the
probability of the best path or tree being all one, Ĝt, is calculated and plotted. Let
Ût = Ĝt(1 − Ĝt). The difference between Ut and Ût is shown in Figure 4.1 for the
graph in Figure 3.2 using the best tree strategy for the connectivity model. Initially,
the difference is large because the probability that any one particular tree is an all
one tree is smaller than the probility that there exists at least one all one tree. The
two lines approach each other as t increases.
4.1 S-T reachability model
The large graph simulations shown are based on a = 0.7 and the number of time
slots was changed to 500. Using a = 0.7 rather than a = 0.6 as in earlier sections
led to faster convergence. The graph used for the large graph simulation of the S-T
reachability model is shown in Figure 4.2. Percolation theory using the dual grid was
used to determine if a cut exists [3]. Although it is difficult to determine the value
of Ut for large graphs, it is possible to use other properties to determine a range of
possible values for Ut. Let B̂t be the probability that the worst cut is all zero. Since
Ĝt ≤ Gt ≤ 1− B̂t, the actual value of Ut can be bounded as follows. The actual value
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Figure 4.1: Comparison of Ut calculated for the entire graph for the graph in Figure
3.2 and Ût for the best tree.
of Ut falls in the interval
[
Û−t , Û
+
t
]
where
[
Û−t , Û
+
t
]
=

[
B̂t(1− B̂t), Ĝt(1− Ĝt)
]
if Ĝt ≥ 0.5[
Ĝt(1− Ĝt), B̂t(1− B̂t)
]
if 1− B̂t ≤ 0.5[
min
{
Ĝt(1− Ĝt), B̂t(1− B̂t)
}
, 0.25
]
otherwise
The average values of Ĝt, 1 − B̂t, and the bounds on Ut are shown in Figure 4.3
for graphs that have an all one path from S to T . The average values of Ĝt, 1− B̂t,
and the bounds on Ut are shown in Figure 4.4 for graphs that do not have an all one
path from S to T . The range of possible values for Ut becomes smaller over time.
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Figure 4.2: Graph used for the S-T reachability model.
Figure 4.3: Average Ĝt, 1− B̂t, and bounds on Ut for network states with an all one
path from S to T . Possible values for Ut are shown in the shaded region.
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Figure 4.4: Average Ĝt, 1− B̂t, and bounds on Ut for network states without an all
one path from S to T . Possible values for Ut are shown in the shaded region.
4.2 Connectivity model
For these simulations as well, a was set to 0.7 and the number of time slots was
changed to 500. The graph used for the large graph simulations for the connectivity
model was a 13 node complete graph. For this model and graph, we simulated the
best tree strategy and computed Ĝt. We did not compute B̂t, so for this model we
only know that Ut ∈
[
0, Û+t
]
where
Û+t =
 Ĝt(1− Ĝt) if Ĝt ≥ 0.50.25 if Ĝt ≤ 0.5
Note that Û+t → 0 if Ĝt → 1, which happens if an all one tree exists.
Figure 4.5 shows the average values of Ĝt and Û
+
t for networks states such that an
all one tree exists. Figure 4.6 shows the average values of Ĝt and Û
+
t for networks
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states such that an all one tree does not exists. These results show that it is possible
to determine whether the network state is good for large graphs.
Figure 4.5: Average Ĝt based on the best tree for states with an all one tree. Possible
values for Ut are shaded.
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Figure 4.6: Average Ĝt based on the best tree for states without an all one tree.
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