C band radar images of ocean gravity waves off the Norwegian coast were processed into one-dimensional azimuth spectra. These spectra were used to measure the azimuth spectral (width) cutoff on the basis of a least squares fit to a Gaussian spectral shape. The widths were calculated for a range of wave heights (2-5 m) and wind speeds (2-18 m/s) during 3 days in March, 1988. Velocity smearing (rr v) estimates were extracted, independent of R/V and incidence angle, based on an imaging model and the measured azimuth cutoffs with cry values varying from 0.4 to 0.7 m/s. Quantitative velocity smearing estimates are important as input to models describing the distortion in wave imagery. We propose a first-order model which neglects velocity bunching for ocean swell with peak wavelengths longer than about 250 m. This model is offered as a first estimate of when ocean wave swell will be detected by the C band SAR on board the ERS 1 spacecraft. The model predicts that this swell will be imaged under light winds of the order of 2-4 m/s. Higher wind speeds cause larger smearing, which may result in significant distortion of the imaged swell provided that the swell is traveling near the direction of the spacecraft ground track. 
INTRODUCTION
Airborne synthetic aperture radar (SAR) measurements were acquired off the coast of Norway in March 1988 during the Norwegian Continental Shelf Experiment (NORCSEX '88). These C band SAR images detected wave patterns over a variety of ocean wave and wind conditions. The wave heights varied from 2 m to 5 m, and wind speeds varied from 2 m/s to 25 m/s during the experiment. The surface measurements included four directional wave buoys providing both ocean wave and wind field information.
The radar backscatter is usually modeled by a two-scale Bragg-scattering model. This model means that the backscattered field is not represented by individual infinitesimal scattering sources. However, it can be modeled by the resonant return at a single ocean wave number. The smallest area over which this resonance can occur, called a facet, is small compared with the radar resolution cell size. The gravity wave image formation and distortion is caused by a combination of mechanisms, including tilt modulation, hydrodynamic modulation, velocity bunching, and velocity smearing (azimuth cutoff). The first three of these mechanisms can be described by a linear modulation transfer function over a limited range of ocean and radar conditions. This linearity allows an estimate of the directional wave spectrum from the image spectra in a straightforward manner [e.g., Vesecky and Stewart, 1982; Hasselmann et al., 1985] . However, it is now generally agreed that nonlinearities due to the surface motion often complicate the extraction of the directional spectrum [e.g., Briining et al., 1988] .
The SAR measurements of ocean waves are usually in Copyright 1991 by the American Geophysical Union.
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0148-0227/91/91JC-00418505.00 agreement with surface wave measurements when the ocean waves are traveling near the range direction or when other conditions are satisfied, for example, when the ratio of radar range (R) to platform velocity (V) is small. At other times, the SAR-derived directional wave spectrum is distorted with the ocean wave number vector rotated toward the radar range direction. A correction can be applied to these rotated spectra provided that the rotation is not too large. However, a quantitative estimate of the velocity smearing that causes this distortion is required before such a correction can be applied. Image distortions due to surface motion are separated into two mechanisms, velocity smearing and velocity bunching. Velocity smearing is caused by random radial velocities, sensitive to ocean wavelengths of about 1 m to 10 m, the size of a degraded radar resolution cell. Velocity smearing is typically the most important of the two mechanisms. The azimuth spectral cutoff cr k is directly related to the scene coherence time of the radar. This cutoff and a model are used to extract the velocity smearing cr v, which is inversely related to this coherence time. Velocity bunching causes a wavelike pattern and/or distortion in the image, depending on the relative amount of velocity bunching. The bunching shifts the azimuth position of adjacent resolution cells due to the coherent orbital motion of the long-wave advected facets. The velocity bunching over a limited range of ocean and radar parameters is a linear mapping. The orbital acceleration of the long waves is not considered, since it is a second-order effect [Alpers and Briining, 1986] .
Several scientists have investigated velocity smearing. Beal et al. [1983] reported smearing linearly dependent on the R/V ratio and a square root dependence on Hi/3 . Tucker [1985] characterized the smearing in terms of a azimuth low-pass filter, modeled by a Gaussian shape. Alpers and Briining [1986] extended this model, giving a surface wind speed dependence under certain conditions, in addition to the R/V and H•/3 dependencies. These models all rely on the random motion of radial facet velocities within a radar resolution cell. Lyzenga et al. [1985] analyzed waves in water and ice, clearly showing both nonlinear velocity bunching and velocity smearing. Nonlinear velocity bunching causes harmonics in azimuth wave number. Ocean wave harmonics have not been observed in SAR imagery, implying they are always attenuated by the smearing (azimuth spectral cutoff). In the present work, the two-dimensional intensity wave spectra are averaged in the range coordinate to create one-dimensional azimuth spectra. This processing also includes intensity normalization and a system impulse correction. The one-dimensional spectra are approximated by a Gaussian low-pass filter using a least squares fit to obtain a spectral width rr k, which is inversely proportional to the velocity smearing, rr v. A model for the radar-extracted velocity smearing is developed which includes a correction for the radar incidence angle dependence. A first-order model, including the incidence angle correction, is applied to the European Space Agency remote sensing satellite (ERS 1) spaceborne SAR to estimate when it will image ocean wave swell. The relationship between velocity smearing, and ocean surface wind speed is examined.
2.
EXPERIMENT DESCRIPTION NORCSEX '88 contained several remote-sensing and in situ instruments assembled to investigate SAR imaging of ocean features including ocean waves. The remote-sensing instruments include the Canadian CV-580 aircraft configured with a C band (f0 = 5.3 GHz) SAR [Livingstone et al., 1987] and a radar altimeter on board the Geosat spacecraft. The radar altimeter measures spatial variations in wave height and surface wind along the spacecraft ground track every 7 km. The directional wave buoys are spaced about 100 km apart, providing temporal and spatial variations of surface wave and wind field every 3 hours.
The aircraft SAR accumulated data for a total of 28 hours over 6 days between March 11 and March 28, 1988. The radar was configured with vertical transmit and receive polarizations and a seven-look real-time digital processor. Multilooking radars usually sum in intensity. The Canadian radar summed seven looks in amplitude to form each image. These amplitude values are squared during postflight processing to obtain the intensity image. Squaring of the amplitude sum can introduce cross-modulation products that distort the image. The intensity modulation is adequately represented by the amplitude summed imagery on the three days analyzed, since the normalized modulation (the ratio of the rms intensity to the mean intensity) was less than 0.3. Furthermore, workers at the Foundation of Applied Research at the University of Troms½ (FORUT) in Norway have compared one-look (amplitude squared) with sevenlook (amplitude squared) image spectra for March 11. They show good agreement with spectral peak and shape between the one-and seven-look results for a number of radar-ocean wave geometries. These results include one-dimensional spectra along the direction the ocean waves were traveling and the associated two-dimensional spectra (H. Johnsen, FORUT, private communication, 1990). The model assumes (1) that backscattering can be represented by two-scale Bragg scattering, (2) that backscattering facets are random variables, and (3) that motion contributions are described by a two-scale SAR model. The SAR model is separated into two parts: ocean wavelengths shorter than twice the radar resolution and wavelengths longer than twice the radar resolution. Smearing is caused by The measurements were selected such that the observed peak range angle was always less than about 5 ø . That is, the intrinsic peak range angle 4>0 -90ø is less than about 15 ø on the basis of a maximum scanning distortion of 10 ø. However, this directional (range angle) distortion is much smaller than 10 ø for the analysis in the present work, since the relevant ocean wavelengths are much shorter than the peak values. This 5 ø criterion lessens the nonlinearity of velocity bunching. The importance of minimizing the nonlinearity of velocity bunching is not known. However, Lyzenga [1988] has shown that smearing and velocity bunching are separable even for nonlinear velocity bunching. This suggests that the filter width can be extracted from the imagery over a wide range of radar configurations and sea conditions. The subimage spectra were calculated using 512 x 512 samples in the narrow swath mode ( ?IJ/2(0) = cos 2 0 + 0.5 sin 2 0. 
provided the measurements are not near atmospheric fronts and the extracted rr v are independent of R/V. Equation (21) is obtained by substituting (9) into (2). A discussion of these conditions and their associated errors are given below.
Several factors can contribute to errors in the estimate of r%. First, the accuracy of the least squares fit is dependent on kmin, where kmi n is the break point between the spectral density of the signal (S) and the density of the clutter (C) background, or speckle. An increase of a few sampling wave number widths, •ikx = 2rr/(512 •ix), in kmi n can underestimate the smearing by up to about 5%, whereas a decrease in wave number of a few sampling widths had little or no effect provided the signal-to-clutter ratio is S/C > 10 dB. Second, the regression fit varies with a correlation coefficient from about 0.8 to 0.99, with 1.0 being a perfect fit. The goodness of the fit describes how well the low-pass filter approximates a Gaussian shape, which is an indicator of the model validity. Third, the accuracy of the imaging model, including the two-scale Bragg-scattering assumptions, can cause errors, especially near atmospheric wind fronts where the winds are highly variable and at times of high winds and waves. Indeed, the intrinsic lifetime of the Bragg short waves may bias the smearing. Fourth, the validity of the one-dimensional wave height spectral form including the asymptotic power law index •i -1 and the low-wave-number cutoff are also possible sources of error. We varied the power law index 5 as a sensitivity check for a number of subimages. Indeed, the directional spreading function D is dependent on k near the peak wave number, but the exact form is not well known [Banner, 1990] . Typical errors were 5% for •i -1 = 3 + 0.5. We do not expect the direction spreading near the peak to cause errors much larger than 5%. We estimate the total error to be less than 10% provided that the measurements are not near wind frontal boundaries and/or the smearing r% does not change more than 10% with R/V.
Three subimages processed on March 20 illustrate the method. They show essentially a constant value of r% for the three R/V ratios, r% • 0.7 m/s (see Table 2 ). The r% estimates assume an isotropic directional function given by (14). The internal consistency for the constancy of r% with R/V provides confidence in the method. However, some of the other subimages processed show a decrease in r% with increasing R/V of up to about 15% (see, for example, Figure  10 ). The average value of the near and mid range was used when this decrease was present.
The reliability of this analysis method can be investigated by comparison with another independent method. Johnsen et al., [this issue] used another method to estimate r% from the March 11 imagery. However, it requires two R/V ratios at the same subimage processing area, which unfortunately requires two aircraft flights along the same path at two altitudes. These two methods gave comparable results.
The r% values are also compared with (16) using the results from March 20. As given in Table 3 Table 3 . The wave heights and surface winds varied from 2 to 4.7 m and 2 to 18 m/s during the 3 days selected for measurement. The velocity smearing r% varied from 0.4 to 0.7 m/s for these 3 days. This quantitative result is an important input to models of wave image distortion. Any inferred wind speed dependence of r% estimates within ___8 km of the frontal boundary are suspect, as is discussed below.
GEOSAT UNDERFLIGHT MEASUREMENTS
The aircraft SAR was flown along the Geosat spacecraft ground track and over two directional wave buoys aligned along the path on March 20, as illustrated in Figure 5 . The Geosat radar altimeter measured the significant wave height and the nadir (vertical incidence) radar cross section every 7 km. The cross section has been used to estimate the surface wind speed [e.g., Brown, 1979] . Two directional wave buoys were located near each end of the SAR pass. These buoys measured winds and waves, while an oil platform measured winds. All of the ground-based measurements were acquired at 3-hour intervals.
The smearing was analyzed at three areas coaligned along the aircraft and spacecraft paths, equally spaced about every 50 km south from the frontal boundary, six areas within 8 km of the boundary, and four equally spaced areas north from the boundary. The variation of rr v at these locations as a function of geographic latitude is shown in Figure 6a with waves traveling near the range direction as illustrated in Figure 8 . The two-dimensional image spectral peaks across the front are similar at all six sub-images; i.e., no change in direction across the front. A spectral example is given in Figure 9 with a peak wavelength of about 200 m at R/V = 89.1, the near-range case. These spectra yield larger smearing on the low-wind side of the front for all three R/V ratios as shown in Figure 10 . The increase in rr v from about 0.53 m/s on the high-wind side to about 0.7 m/s on the low-wind side over a few kilometers perpendicular to the frontal boundary is unexpected, since equation (16) and Alpers and Briining [1986] both show larger smearing with increasing wind speed. This inverse relationship with wind speed occurs only at the boundary. The SAR-extracted smearing at the boundary is suspect, while smearing away from the boundary are considered reliable (see Figure 6 and section 8).
The growth and dissipation rates associated with the long gravity waves (about 100 m to 300 m) are too long for a significant change over a few kilometers provided that the wind direction is not parallel to the boundary. However, the intermediate-scale waves, with wavelengths of about 1 to 10 m, can change over this distance, as is discussed in section 3. Therefore the long gravity waves cannot change within a few kilometers of the frontal boundary. This suggests that velocity smearing is caused by the intermediate-scale waves provided that the same scattering mechanism dominates on both sides of the frontal boundary.
The surface wind changed from about 6 m/s to about 12 m/s across the boundary based on the SAR, and buoy 4 measurements (see Figure 11) . The large gradients in wind speed are inferred from the SAR measurements. The SAR cross section changed about 7 dB in a few kilometers. This change can be caused by two effects: a wind speed change and/or upwind-crosswind directional changes. The maximum differential cross-section change on average is about 3 dB based on the directional wind changes, upwindcrosswind [Feindt et al., 1986] (14)). Equation (22) is assumed independent of the S/C ratio. The S/C ratios for the C band SAR typically varied from 10 to 20 dB on March 11. Equation (22) can be compared with other aircraft SAR measurements, which is useful in validating the model. Indeed, two-dimensional buoy and SAR spectra were available on March 11 [Olsen and Barstow, 1988] , when the aircraft flew multidirectional flight paths at two altitudes over buoy 1. We select a range of R/V ratios from the March 11 data, R/V = 28, 50, 65, and 110, using two different ranges for each of the two altitudes (see passes 1 and 5 in Figure 12 ). The SAR spectra are given in the left and fight plots, while the center plot gives the directional wave buoy spectra rotated into the radar coordinates as shown in Figures 12a and 12b . The darker the grey levels, the greater the spectral density. The two lowest R/V ratios (pass 5) are given in Figure 12a , and the two higher ones (pass 1) are given in Figure 12b Quantitative estimates of velocity smearing are an important input to models describing the distortion in wave imagery. Additional SAR measurements and the extracted smearing estimates are needed to better define the velocity smearing range and its dependence on environmental parameters including wind speed and significant wave height.
We investigated the dependence of velocity smearing trv on surface wind speed. Tucker [1985] We use this smearing model and the C band radarextracted tr• values to estimate the detectability of ocean wave swell from the C band SAR scheduled for launch on the ERS 1 spacecraft in 1991. The model and the results from section 7 suggest the ocean wave swell with a peak wavelength longer than about 250 m should be imaged for light winds of about 2-4 m/s. Higher wind speeds cause additional smearing until at sufficiently high winds the swell may be completely smeared out of the image provided that it is traveling near the spacecraft ground track direction. This proposed variation could be verified using ERS 1 SAR measurements.
