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Resumen
El objetivo de esta investigacio´n es describir y comparar la estimacio´n del Valor en Riesgo
(VaR), considerando un modelo GARCH univariado con la innovacio´n de la distribucio´n
α-estable. Los resultados estad´ısticos sugieren que el modelo VaR α-estable proporciona
estimaciones del VaR ma´s precisas que el modelo bajo la hipo´tesis gaussiana, el cual
subestima significativamente el VaR en per´ıodos de alta volatilidad. Por el contrario, en el
per´ıodo posterior a la crisis, el VaR al 95% bajo la hipo´tesis gaussiana muestra resultados
aceptables y el obtenido bajo el modelo α-estable se encuentra por debajo del rango
admisible. La principal aportacio´n de esta investigacio´n es que propone una distribucio´n
condicional alternativa para los rendimientos de los precios de los activos en el mercado
financiero mexicano, considerando un modelo GARCH con la innovacio´n de la distribucio´n
α-estable. Por u´ltimo, esta investigacio´n proporciona evidencia de que el modelo
VaR α-estable estima satisfactoriamente el VaR para niveles altos de confianza incluso en
per´ıodos de alta volatilidad. En contraste, en per´ıodos de relativa tranquilidad para niveles
de confianza bajos este modelo sobrestima las pe´rdidas potenciales.
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Abstract
The aim of this research is to describe and compare the estimation of Value at Risk (VaR),
considering a univariate GARCH model with the innovation of the α-stable distribution.
The statistical results suggest that the α-stable VaR model provides more accurate VaR
estimations than the traditional Gaussian model, which significantly underestimates VaR
in periods of high volatility. In contrast, in the post-crisis period, VaR at 95% under the
Gaussian hypothesis shows acceptable results, and that obtained under the α-stable model
is below the admissible range. The main contribution of this research is that it proposes
an alternative conditional distribution for asset price yields in the Mexican financial market,
considering a GARCH model with the innovation of the α-stable distribution. Finally, this
research provides evidence that the α-stable VaR model satisfactorily estimates the VaR for
high levels of confidence even in periods of high volatility. In contrast, in periods of relative
financial tranquility for low confidence levels, this model overestimates potential losses.
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1. Introduccio´n.
Durante las u´ltimas de´cadas la teor´ıa financiera se desarrollo´ bajo el supuesto
de que las series de rendimientos siguen una distribucio´n normal. La hipo´tesis
Gaussiana no fue cuestionada seriamente hasta que los trabajos pioneros de
Mandelbrot (1963) y Fama (1965a-b) fueron publicados. El exceso de curtosis
encontrado en las investigaciones de Mandelbrot y Fama les llevo´ a rechazar
la hipo´tesis normal y proponer la distribucio´n Pareto estable como un modelo
estad´ıstico para los rendimientos de los activos.
En an˜os posteriores, la hipo´tesis Pareto estable fue apoyada por numerosas
investigaciones emp´ıricas de diversos autores, tales como Bawa (1979);
Janicki y Weron (1994); Panorska, Mittnik y Rachev (1995); y ma´s reciente-
mente Nolan (1997, 2003, 2013); Rachev y Mittnik (2000); Rachev y Han (2000);
Ortobelli, Huber y Schwartz (2002); Curto, Pinto y Tavares (2009); Nolan y
Ravishanker (2009); Contreras-Piedragil y Venegas-Mart´ınez (2011); Bonato
(2012); Climent-Herna´ndez y Venegas-Mart´ınez (2013) y Climent, Venegas y
Ortiz (2015)).
El objetivo de este trabajo de investigacio´n es considerar la familia de
distribuciones α-estable en la estimacio´n del VaR como una alternativa en el
mercado financiero mexicano. Esta propuesta es atractiva, dado que la
distribucio´n estable no Gaussiana posee propiedades similares a la distribucio´n
normal. Entre estas propiedades, es importante resaltar que la familia de
distribuciones α-estable satisface el Teorema del L´ımite Central Generalizado,
el cual afirma que el u´nico l´ımite no trivial de sumas de variables aleatorias
normalizadas independientes e ide´nticamente distribuidas (i.i.d.) es estable. La
segunda propiedad sen˜ala que las distribuciones α-estable tienen dominio de
atraccio´n, es decir, cualquier distribucio´n en el dominio de atraccio´n de
una distribucio´n estable espec´ıfica, tendra´ propiedades similares a la misma.
La tercera propiedad es que las distribuciones a-estable capturan la naturaleza
leptocu´rtica de los datos financieros emp´ıricos (Fama (1965a); Mandelbrot (1963
y 1967); Cheng y Rachev (1995); McCulloch (1996); Mittnik, Rachev y Paolella
(1997)).
Tal vez, el aspecto ma´s atractivo de la hipo´tesis α-estable es la propiedad
de estabilidad, es decir, las distribuciones α-estable son estables con respecto
a la suma de variables aleatorias estables i.i.d. La propiedad de estabilidad
es deseable, ya que implica que cada distribucio´n estable tiene un ı´ndice
de estabilidad que sigue siendo el mismo, independientemente de la escala
utilizada. El ı´ndice de estabilidad desempen˜a el papel del para´metro que rige
las propiedades principales de la distribucio´n subyacente.
Este enfoque, se basa en la estimacio´n de los para´metros de la distribucio´n
estable empleando el criterio de ma´xima verosimilitud. Adema´s, la estimacio´n
de la media y varianza condicional de los rendimientos se basa en el modelo
TSGARCH con la innovacio´n de la distribucio´n estable.
Por u´ltimo, el objetivo final de esta investigacio´n es comparar el desempen˜o
de las estimaciones del VaR obtenidas bajo la hipo´tesis estable y gaussiana
durante y despue´s de la crisis financiera del 2008.
Existen numerosas investigaciones que realizan estimaciones del VaR con
simulacio´nMontecarlo en per´ıodos de alta volatilidad empleando la metodolog´ıa
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econome´trica ARMA-GARCH, sin embargo la principal aportacio´n de esta
investigacio´n es que propone una distribucio´n condicional alternativa para los
rendimientos de los precios de los activos en el mercado financiero mexicano,
considerando un modelo GARCH con la innovacio´n de la distribucio´n α-estable.
Adema´s, hasta donde es de nuestro conocimiento no hay evidencia emp´ırica
sobre el desempen˜o en la medicio´n de riesgo de los modelos VaR estable y
normal, respectivamente, durante per´ıodos de alta volatilidad en el mercado
financiero mexicano. Este trabajo proporciona evidencia de que las estimaciones
del VaR mediante el modelo heteroceda´stico condicional estable muestran una
precisio´n satisfactoria durante per´ıodos de turbulencias financieras.
El resto de la presente investigacio´n se organiza de la siguiente manera.
En la seccio´n 2 se presenta la definicio´n del Valor en Riesgo y las metodolog´ıas
tradicionales para el ca´lculo del mismo. En la seccio´n 3 se hace una breve
descripcio´n de los modelos GARCH. En la seccio´n 4 se describe la familia de
distribuciones α-estable y sus principales caracter´ısticas. En la seccio´n
5 se describen los datos empleados y se discuten sus propiedades, adema´s se
presentan los resultados de la estimacio´n de los modelos GARCH basados en
la hipo´tesis estable y normal, respectivamente. La seccio´n 6 presenta
las estimaciones del VaR mediante el modelo heteroceda´stico condicional
estable. En la seccio´n 7 se analiza y compara la estimacio´n del VaR
α-estable con los resultados del VaR obtenidos bajo el supuesto de que los
rendimientos financieros siguen una distribucio´n Gaussiana. Por u´ltimo, en la
seccio´n 8 se presentan las conclusiones, limitaciones y sugerencias para futuras
investigaciones.
2. Valor en Riesgo (VaR)
El Valor en Riesgo se ha convertido en el esta´ndar para medir y evaluar el riesgo,
desde que en 1996 el Comite´ de Supervisio´n Bancaria de Basilea requiere que
las instituciones financieras, como los bancos y firmas de inversio´n, cumplan
con el requisito de capital basado en la estimacio´n del Valor en Riesgo (VaR).
El Valor en Riesgo se define como la ma´xima pe´rdida probable de un
portafolio o instrumento financiero en un horizonte temporal determinado, para
un nivel de confianza dado, bajo circunstancias normales de los mercados y
como consecuencia de movimientos adversos de los precios. Sin embargo, el
objetivo de esta seccio´n es definir formalmente el VaR y mostrar algunas de las
expresiones anal´ıticas utilizadas en el ca´lculo del mismo.
Definicio´n. Dado un intervalo de tiempo [t, T ], el cambio relativo en el valor
de un activo financiero en un horizonte de tiempo dado τ = T − t se define
como
∆Πt (τ ) := Π (t+ τ) −Π(t) (1)
donde Π(t) = lnV (t) , V (t) representa el valor del activo financiero en el
tiempo t. Por simplicidad denotamos X = ∆Πt (τ ), entonces con X : Ω→ R,
con Ω = Ω1×· · ·×Ωn es una variable aleatoria continua definida sobre el
espacio muestral Ω que representa el cambio en el valor del activo (rendimiento).
Supongamos que X esta´ definida sobre un espacio de probabilidad fijo (Ω,A, P ).
( Entonces, el Valor en Riesgo de X al nivel 1 − q se define como la mı´nima
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de las cotas superiores para un intervalo de confianza del (1− q)% tal que
P
{
X ≤ −V aRX1−q
}
= q (2)
Es decir
V aRX1−q = −sup {x ∈ R : P (X ≤ x) ≤ q} (3)
De lo cual se deriva lo siguiente
V aRX1−q = −inf {x ∈ R : P (X > x) ≤ 1− q} (4)
De la definicio´n de VaR en (2), es posible obtener el VaR dada la funcio´n de
distribucio´n acumulada de los rendimientos del activo financiero:
q = FX(−V aR
X
1−q) =
∫
−V aRX
1−q
−∞
fX(x)dx (5)
Donde FX (x) = P (X ≤ x) es la funcio´n de distribucio´n acumulada de los
rendimientos del activo en un per´ıodo y fx(X) es la funcio´n de densidad de
probabilidad de X. Entonces
−V aRX1−q = F
−1
X (q)
es decir el VaR es el cuantil q de Fx Por lo cual, la esencia de los ca´lculos
del VaR es la estimacio´n de los cuantiles inferiores de la funcio´n de
distribucio´n acumulada de los rendimientos del activo financiero, que en la
pra´ctica es desconocida.
Los me´todos de estimacio´n del VaR sugieren diferentes formas
de construir esta funcio´n. Los ma´s comunes son, el me´todo parame´trico, la
simulacio´n histo´rica y la simulacio´n Monte Carlo.
2.1 Ca´lculo del VaR por Simulacio´n Montecarlo
A trave´s de este me´todo, se obtiene una aproximacio´n del comportamiento del
rendimiento esperado de un portafolio o instrumento financiero, me-
diante simulaciones que generan trayectorias aleatorias de los rendimientos del
portafolio o instrumento financiero, considera´ndose ciertos supuestos iniciales
sobre las volatilidades y correlaciones de los factores de riesgo.
2.2 Ca´lculo del VaR parame´trico
El Me´todo parame´trico se utiliza bajo el supuesto de que los datos observados
siguen algunas reglas o modelos con para´metros desconocidos. Los datos se
utilizan para obtener las estimaciones de los para´metros y enseguida se aplica
la regla o el modelo establecido para calcular el VaR. En el me´todo parame´trico
se utilizan dos tipos enfoques: el enfoque incondicional y el enfoque condicional.
2.2.1 Enfoque incondicional
Se basa en el supuesto de que los rendimientos financieros para cada per´ıodo
de tiempo son variables aleatorias ide´ntica e independientemente distribuidas
(i.i.d.) que siguen una distribucio´n normal multivariada. Sin embargo diversas
investigaciones muestran que la distribucio´n emp´ırica de los datos financieros
tiene algunas propiedades que no pueden ser explicadas por la distribucio´n
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Gaussiana multivariada. Por ejemplo Fama (1965b), Hull y White (1998)
sen˜alan que los cambios en varias variables de mercado (precios de las acciones,
precios de los bonos cupo´n cero, tipos de cambio, precios de las materias
primas, etc.) son leptocu´rticos, es decir, hay demasiados valores cercanos a
la media y demasiados en las colas extremas, lo cual aumenta la probabilidad
de movimientos muy grandes y muy pequen˜os en el valor de las
variables de mercado y disminuye la probabilidad de movimientos moderados.
Por lo tanto, la hipo´tesis Gaussiana se cuestiona y se sugieren algunas familias
de distribuciones alternativas.
Entre estas se encuentra la distribucio´n t Generalizada Asime´trica (GST)
introducida en Theodossiou (1998), la cual es una extensio´n de la distribucio´n t-
Student que permite asimetr´ıa. Otra es la familia de distribuciones α-estables,
propuesta por Mandelbrot (1963), la cual es una generalizacio´n de la
distribucio´n Gaussiana que permite asimetr´ıa y colas pesadas.
Khindanova, Rachev y Schwartz (2001) analizan el uso de la distribucio´n
Pareto Estable en el ca´lculo del VaR y afirman que esta distribucio´n posee un
ajuste superior en la estimacio´n del mismo. En la presente investigacio´n se
utiliza la distribucio´n Pareto Estable en el ca´lculo del VaR, pero a diferencia
de Khindanova se considera la volatilidad variable en el tiempo.
Por otro lado, en el mundo real, las series financieras no son independientes
entre s´ı, por lo que el supuesto de que las variables aleatorias son ide´ntica e
independientemente distribuidas es cuestionado.
2.2.2 Enfoque condicional.
Admite que las series de tiempo de los rendimientos financieros dependen de la
informacio´n pasada. Tradicionalmente, la dependencia de la serie se describe
por un modelo de media mo´vil autorregresivo (ARMA), con lo cual se obtiene
una serie estacionaria. Sin embargo, los modelos ARMA asumen que la
varianza es constante, y dado que en general la volatilidadde las series de tiempo
financieras no es constante, estos modelos no son adecuados para modelarlas.
Diversas investigaciones tratan de encontrar modelos que describan
la volatilidad variable en el tiempo, caracter´ıstica comu´n de los rendimientos
financieros. El ma´s popular es el modelo de Heterocedasticidad Condicional
Autorregresiva (ARCH) propuesto por Engle (1982) en el cual la varianza
condicionada a la informacio´n pasada no es constante, y depende del cuadrado
de las innovaciones pasadas. Posteriormente Bollerslev (1986) generaliza los
modelos ARCH al proponer los modelos de Heterocedasticidad Condi-
cional Generalizada Autorregresiva (GARCH en los cuales la varianza
condicional depende no solo de los cuadrados de las perturbaciones, como en
Engle, sino adema´s, de las varianzas condicionales de per´ıodos anteriores. Es
posible combinar ambos modelos con el modelo ARMA, obteniendo los modelos
ARMA-ARCH y ARMA-GARCH.
Hoy en d´ıa, el modelo GARCH se utiliza ampliamente. En el modelo
GARCH esta´ndar, se supone que la distribucio´n de la innovacio´n es gaussiana.
Sin embargo, para muchas series de rendimientos financieros, la distribucio´n
Gaussiana no es adecuada dado que no considera la leptocurtosis. Por lo tanto,
se utilizan varias distribuciones no gaussianas, por ejemplo la distribucio´n GST
(Bali y Theodossiou 2007 y Hansen 1994), la distribucio´n Pareto estable (Liu
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y Brorsen 1995; Panorska, Mittnik y Rachev 1995). Estos modelos de series de
tiempo se introducira´n en la siguiente seccio´n.
3. Modelos de volatilidad
Entre los modelos populares que explican la volatilidad variable se encuen-
tran los modelos de la familia ARCH (Auto Regressive Conditional
Heteroskedasticity) introducidos por Engle (1982), los cuales asumen que las
varianzas condicionales siguen procesos autorregresivos. El modelo ARCH (m)
supone que los rendimientos de los activos son descritos por el siguiente proceso:
rt = µt + εt
εt = σtzt
σ2t = a0 +
m∑
i=1
aiε
2
t−i
donde µt es la media condicional de los rendimientos, εi es el proceso de
innovacio´n, zt son variables aleatorias i.i.d. con media 0 y varianza 1, σ
2
t es la
varianza condicional de la innovacio´n rt, a0 > 0, y ai ≥ 0,i = 1, . . . , m para
garantizar que la varianza sea positiva. Adema´s los coeficientes deben satisfacer∑m
i=1 ai < 1 para que el proceso σ
2
t sea estacionario. Tradicionalmente, zt sigue
una distribucio´n normal esta´ndar, pero es posible utilizar otras distribuciones.
Bollerslev (1986) propuso el modelo ARCH generalizado o GARCH. El
modelo Autorregresivo con Heterocedasticidad Condicional Generalizado
(GARCH) es una extensio´n del modelo ARCH, el cual permite que la
varianza actual del te´rmino del error dependa tambie´n de las varianzas de
errores previos. El modelo GARCH(m.s) se escribe como
rt = µt + εt
εt = σtzt
σ2t = a0 +
m∑
i=1
aiε
2
t−i +
s∑
i=1
biσ
2
t−i
(7)
donde z1, a0 y ai, i = 1, . . . , m son las mismas del modelo ARCH, y bi ≥ 0, i =
1, · · ·s son los coeficientes de la especificacio´n. Adema´s
∑max(m, s)
i=1 (ai + bi) < 1,
para i > m, ai = 0, i > s, bi = 0. Esto es un requisito para garantizar que la
varianza sea positiva y que existan los momentos de orden superior.
De (7) se obtiene que la varianza marginal de rt es finita, mientras que su
varianza condicional σ2t var´ıa en el tiempo.
Por otra parte, vale la pena sen˜alar que existen estudios emp´ıricos que
afirman que el modeloGARCH(1, 1) es robusto para los datos financieros (ve´ase
Bali y Theodossiou 2007, Hansen 1994, Liu y Brorsen 1995 y Panorska, Mittnik
y Rachev 1995). Entonces, dados los datos financieros, se pueden estimar los
para´metros del modelo mediante el me´todo de ma´xima verosimilitud.
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4. Distribucio´n α-estable
En la gestio´n del riesgo es esencial encontrar una distribucio´n que describa
los datos financieros de una manera adecuada. Comu´nmente los rendimientos
financieros no se describen adecuadamente por la distribucio´n normal, ya que
los resultados emp´ıricos muestran que los datos financieros son por lo general
asime´tricos y presentan colas pesadas. Sin embargo, actualmente se
emplean otras familias parame´tricas que describen datos cuya caracter´ıstica es
la presencia de colas pesadas.
Entre estas se encuentra la familia de distribuciones α-estables, la cual es
una clase rica de distribuciones de probabilidad que permiten asimetr´ıa y colas
pesadas y adema´s tienen muchas propiedades matema´ticas interesantes. Esta
clase de distribuciones fue caracterizada por Paul Le´vy en su estudio de sumas
de te´rminos independientes ide´nticamente distribuidos en 1920. La ausencia de
expresiones anal´ıticas expl´ıcitas (fo´rmulas cerradas) para la funcio´n de densidad
de probabilidad y para la funcio´n de distribucio´n acumulada de las distribu-
ciones estables (excepto las distribuciones de Gauss, Cauchy y Levy), ha sido
un gran inconveniente para su implementacio´n. En la actualidad existen pro-
gramas informa´ticos confiables para calcular las funciones de densidad estables,
las funciones de distribucio´n y sus cuantiles.
Existen mu´ltiples definiciones y notaciones de variables aleatorias estables.1
En este documento, seguimos la notacio´n y definicio´n presentada por Nolan, la
cual caracteriza a las distribuciones estables por cuatro para´metros, presentados
a continuacio´n.
Definicio´n. Una variable aleatoria X es estable si, para cualquier a > 0 y
b > 0, existe una constante c > 0 y d ∈ R tal que
aX1 + bX2=
dcX + d
donde X1 y X2 son copias independientes de X y =
d denota igualdad en
distribucio´n. Una variable aleatoria es estrictamente estable si
aX1 + bX2=
dcX
Una variable aleatoria es sime´trica estable si es estable y sime´tricamente
distribuida alrededor del 0, es decir
X=d −X
En general, las distribuciones estables no poseen expresiones anal´ıticas
expl´ıcitas para la funcio´n de densidad de probabilidad (PDF) ni para la
funcio´n de distribucio´n acumulada (CDF). Una variable aleatoria α-estable X,
es comu´nmente descrita por su funcio´n caracter´ıstica (CF), la cual se define
como
ΦX (t; α, β, γ, δ) = E [exp (iXt)]
E [exp (iXt)] =
{
exp
(
−γα|t|
α (
1− iβsgn(t) tan
(
piα
2
))
+ iδt
)
, si α 6= 1
exp
(
−γ |t|
(
1 + iβ 2pi sgn(t) ln |t|
)
+ iδt
)
, si α = 1
(8)
1 Una variable aleatoria estable se llama α-estable o Pareto estable o Pareto-Le´vy-estable
cuando α < 2.
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donde
sgn (t) =


1 si t > 0
0 si t = 0
−1 si t < 0
0 < α ≤ 2 es el ı´ndice de estabilidad o exponente caracter´ıstico que nos refleja el
taman˜o de las colas de la distribucio´n, −1 ≤ β ≤ 1 es el para´metro de asimetr´ıa
que nos indica la simetr´ıa de la distribucio´n, γ ≥ 0 es un para´metro de escala
tambie´n denominado dispersio´n, y δ ∈ R es el para´metro de posicio´n.
Esta parametrizacio´n es conveniente para propo´sitos teo´ricos, pero no para
ca´lculos nume´ricos o inferencia estad´ıstica, y adema´s no es continua en la
vecindad de α = 1 Nolan (1997) llama a la expresio´n (8) la 1-parametrizacio´n
y la denota como S (α, β, γ, δ; 1) .
Adema´s, para γ = 1, δ = 0 y α 6= 1 la funcio´n caracter´ıstica es
ΦX (t) = exp
(
−|t|
α
+ iβt|t|
α−1
tan
(piα
2
))
Otra expresio´n ma´s simple para la funcio´n caracter´ıstica de una variable
aleatoria α-estable X que es continua para todos los para´metros es
E[exp(iXt)]=


exp
(
−γα|t|α
[
1 + iβsgn(t) tan
(
piα
2
) (
|γt|1−α − 1
)]
+ iδt
)
,
siα 6= 1
exp
(
−γ |t|
[
1 + iβ 2
pi
sgn(t) ln (γ |t|)
]
+ iδt
)
, siα = 1
la cual es llamada por Nolan (1997) la 0-parametrizacio´n y la denota como
S (α, β, γ, δ; 0) . Si β = 0 la 0-parametrizacio´n y 1-parametrizacio´n son iguales.
Si X ∼ S (α, β, γ, δ; 0) , entonces una variable aleatoria α-estable esta´ndar
Z ∼ S (α, β, 1, 0; 0) , se define como
Z =
X − δ
γ
Con funcio´n de densidad de probabilidad f (x; α, β, 1, 0; 0) . Por lo cual,
la funcio´n de densidad de probabilidad para X, f (x; α, β, γ, δ; 0), puede
expresarse en te´rminos de la funcio´n de densidad de probabilidad de la variable
esta´ndar α-estable como
f(x; α, β, γ, δ) =
1
γ
f
(
x− δ
γ
; α, β, 1, 0; 0
)
Lo cual no se cumple para la parametrizacio´n S (α, β, γ, δ; 1) cuando α = 1
En esta investigacio´n se usara´n la 0-parametrizacio´n y 1-parametrizacio´n,
debido a que S (α, β, γ, δ; 1) posee propiedades algebraicas deseables y
S (α, β, γ, δ; 0) es continua en todos sus para´metros, lo cual es u´til en el tra-
bajo nume´rico e inferencia estad´ıstica. En estas dos parametrizaciones,α, β y el
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para´metro de escala γ son siempre los mismos, pero el para´metro de localizacio´n
δ tiene diferentes valores.
En lo sucesivo denotaremos S (α, β, γ, δ; 0) como S (α, β, γ, δ0) y
S (α, β, γ, δ; 1) como S (α, β, γ, δ1) . En este caso los para´metros de
localizacio´n esta´n relacionados por
δ0 =
{
δ1 + βγ tan
piα
2
α 6= 1
δ1 + β
2
piγ lnγα = 1
; δ1 =
{
δ0 − βγ tan
piα
2
α 6= 1
δ0 − β
2
pi γ ln γα = 1
En estudios emp´ıricos, el modelado de datos financieros se realiza normalmente
mediante distribuciones estables con 1 < α < 2, las cuales corresponden a
la familia de distribuciones Pareto-Estable (PE). A valores pequen˜os de
α le corresponden distribuciones ma´s leptocu´rticas (el pico de la densidad se
hace mayor y las colas son ma´s pesadas). Por lo tanto, el ı´ndice
de estabilidad α puede ser interpretado como una medida de curtosis. Si el
para´metro de asimetr´ıa β = 0, la distribucio´n de X es sime´trica, si β > 0, la
distribucio´n esta´ sesgada hacia la derecha y si β = 0, la distribucio´n es sesgada
a la izquierda. Cuando α = 2 y β = 0, S(2, 0, 1, 0; 0) se reduce a la distribucio´n
Gaussiana. Cuando α < 2, S (α, 0, 1, 0; 0) se tienen colas ma´s pesadas que en
la distribucio´n Gaussiana.
Figura 1. Densidad Estables (α, β, γ, δ; 0)
Fuente: Elaboracio´n propia.
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Dado que las distribuciones estables no poseen expresiones anal´ıticas expl´ıcitas
para la funcio´n de densidad de probabilidad ni para la funcio´n de distribucio´n
acumulada (excepto cuando α = 2, estas se calculan nume´ricamente. Uno de
los enfoques para aproximar la funcio´n de densidad de probabilidad es
aplicando Transformada Ra´pida de Fourier (FFT) a la funcio´n caracter´ıstica
(ver Khindanova, Rachev, Schwartz (2001)).
Para resumir brevemente la aproximacio´n basada en la FFT, recordemos
que la PDF se puede escribir en te´rminos de la CF como
f(x; α, β, γ, δ) =
1
2pi
∫
∞
−∞
e−ixtΦX (t; α, β, γ, δ) dt (10)
La integral (10) se puede calcular utilizando N puntos igualmente espaciados a
una distancia h, tal que xk = (k − 1−N/2) h, k = 1, . . . , N. Tomando t = 2piω,
la ecuacio´n (10) implica
f((k − 1−N/2) h) =
1
2pi
∫
∞
−∞
e−i2piω(k−1−N/2)hΦX (2piω) dω
La integracio´n se puede aproximar mediante
f
((
k − 1−
N
2
)
h
)
≈s
N∑
n=1
ΦX
(
2pis
(
n− 1−
N
2
))
e−i2pi(n−1−N/2) (k−1−N/2) hs
= s(−1)k−1−N/2
×
N∑
n=1
(−1)n−1ΦX
(
2pis
(
n − 1−
N
2
))
e−i2pi(n−1) (k−1)/N
donde s = (hN)
−1
. La sumatoria en (11) puede ser calculada de manera eficiente
aplicando la FFT a la sucesio´n
(−1)
n−1
ΦX
(
2pis
(
n − 1−
N
2
))
, n = 1, . . . , N
Normalizando el k-e´simo elemento de la sucesio´n por s(−1)
k−1−
N
2 , se obtiene el
valor aproximado de la PDF para cada punto de la cuadr´ıcula y para cualquier
x, se puede utilizar la interpolacio´n lineal con el fin de obtener su PDF.
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5. Seleccio´n de los datos y estimacio´n de los modelos GARCH
5.1 Descripcio´n de los datos
En esta investigacio´n, se han elegido 5 activos que cotizan en la Bolsa Mexicana
de Valores (BMV), pertenecientes a 5 diferentes industrias. Estos activos
corresponden a las siguientes empresas: Grupo Financiero Banorte, S.A.B DE
C.V., serie O (GFNORTE) uno de los grupos financieros mexicanos ma´s
grandes, importantes y sin fusiones con la banca extranjera, cuyo porcentaje
de participacio´n en el IPC es del 7.73%; Cemex, S.A.B. DE C.V., serie CPO
(CEMEX) compan˜´ıa global de soluciones para la industria de la construccio´n,
que ofrece productos y servicio a clientes y comunidades en ma´s de 50 pa´ıses en
el mundo cuyo porcentaje de participacio´n en el IPC es del 7.22 %; Empresas
ICA, S.A.B. DE C.V., (ICA) empresa de ingenier´ıa, procuracio´n y construccio´n
ma´s grande de Me´xico dedicada a la construccio´n pesada, industrial o urbano as´ı
como a diversas obras de ingenier´ıa y servicios; Grupo Me´xico, S.A.B. DE C.V.,
serie B (GMEXICO) es uno de los principales productores de cobre en el mundo
y adema´s, cuenta con el servicio ferroviario de carga multimodal ma´s grande de
Me´xico, y con una divisio´n de infraestructura con gran potencial de crecimiento
cuyo porcentaje de participacio´n en el IPC es de 6.61%; y Wal-Mart de Me´xico,
S.A. DE C.V., (WALMEX) empresa cuyo porcentaje de participacio´n en el IPC
es del 8.19%.
La moneda de referencia a utilizar es el peso mexicano, ya que es la moneda
de cotizacio´n de las empresas. Las cinco series que conforman la canasta que se
ha elegido contienen informacio´n de los precios diarios de cierre de cada activo,
excluyendo fines de semana y festivos.
La muestra total inicia el 3 de enero del 2002 y finaliza el 31 de diciembre
del 2015, por lo cual se tienen 3526 observaciones, para cada uno de los activos.
La muestra total se divide en dos per´ıodos, esto con la finalidad de evaluar el
desempen˜o de la estimacio´n del modelo VaR alpha-estable durante y despue´s
de per´ıodos de alta volatilidad, como la crisis financiera del 2008. El primer
per´ıodo inicia el 3 de enero del 2002 y finaliza el 31 de diciembre del 2009 y el
segundo comprende el per´ıodo del 4 de enero del 2010 al 31 de diciembre del
2015. Por tanto, el total de observaciones para cada serie correspondientes a
cada per´ıodo son 2017 y 1509 respectivamente.
La Figura 2 muestra la gra´fica del comportamiento de los precios diarios
de cierre de los activos. Cabe sen˜alar que los gra´ficos y tablas que se exponen
en este cap´ıtulo son de elaboracio´n propia a partir de las cotizaciones oficiales.
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Figura 2. Precios diarios de cierre.
Fuente: Elaboracio´n propia.
Sea Rt la tasa de rendimiento diario de la accio´n en el d´ıa t y Pt el valor de la
accio´n en el d´ıa t. Bajo el supuesto de que la tasa de rendimiento es continua,
entonces
Pt = Pt−1e
Rt
Por lo cual, la tasa de rendimiento diario de la accio´n se obtiene aplicando
logaritmo a la serie de precios de las acciones
Rt = ln (Pt)− ln (Pt−1) = ln
(
Pt
Pt−1
)
dado que la tasa de rendimientos diarios es muy pequen˜a, consideramos el
porcentaje, es decir
Rt = 100 ln
(
Pt
Pt−1
)
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Figura 3. Rendimientos Diarios Porcentuales
Fuente: Elaboracio´n propia.
En la Tabla 1 se presentan los estad´ısticos de los rendimientos para la
muestra total y los dos per´ıodos, adema´s, mediante el estad´ıstico Jarque-Bera2
se contrasta la normalidad de los mismos.
2 Jarque-Bera,JB = n[(S2/6)+(K − 3)2/24], es una prueba estad´ıstica que se aplica
para comprobar si los rendimientos se distribuyen normalmente, donde n denota el nu´mero
de observaciones, S es la asimetr´ıa y K es la curtosis. El estad´ıstico JB esta´ distribuido
como una Chi-cuadrado con dos grados de libertad.
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Tabla 1. Estad´ıstica descriptiva de los rendimientos.
Fuente: Elaboracio´n propia.
En la Tabla 1 se observa que tanto como para la muestra completa como para
los dos per´ıodos el sesgo de los datos es diferente de cero, es decir los datos son
asime´tricos. Por otro lado, la curtosis es mayor a 3, lo cual sugiere que los datos
presentan colas pesadas. Adema´s, el estad´ıstico Jarque-Bera es tambie´n muy
grande y estad´ısticamente significativo, por lo cual la hipo´tesis de normalidad
se rechaza. Por lo tanto, la distribucio´n Gaussiana no es una buena opcio´n para
modelar los datos. Por u´ltimo, se observa que en el per´ıodo 2002-2009 existe
un aumento significativo de la volatilidad.
Dado que las series de rendimientos no son ide´ntica e independientemente
distribuidas a pesar de que muestran poca correlacio´n serial, un modelo ARMA
por s´ı solo no las describir´ıa adecuadamente, por lo cual, se emplea un modelo
ARMA-GARCH. Para determinar el orden del modelo ARMA se analiza la
funcio´n de autocorrelacio´n parcial muestral, dado que las series de rendimientos
muestran poca correlacio´n serial, el componente ARMA es innecesario, es decir,
elegimos p = q = 0. Para el modelo GARCH con el objetivo de evitar carga
computacional se utiliza el modelo ma´s simple (m = S = 1) con una media,
constante, distinta de cero.
Dado que el estad´ıstico Jarque-Bera permite rechazar la hipo´tesis
de normalidad, la distribucio´n Gaussiana no es una buena opcio´n para modelar
los datos. En esta investigacio´n, se considera la distribucio´n estable, la cual
describe tanto la asimetr´ıa como la curtosis de los datos.
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6. Modelo Heteroceda´stico condicional α-estable
Como se observa en la Tabla 1 y la Figura 3, las series de rendimientos muestran
no so´lo asimetr´ıa y colas pesadas, sino tambie´n clu´ster de volatilidad variable
en el tiempo. Por lo tanto, para describir tanto la asimetr´ıa como las colas
pesadas se emplea la distribucio´n α-estable para calcular la innovacio´n en el
modelo GARCH.
Por otro lado, como consecuencia de las colas pesadas, no todos los
momentos esta´n definidos en la distribucio´n α-estable, excepto cuando α=2,
por lo cual se utiliza el TS-GARCH (especificacio´n propuesta por Taylor (1986)
y Schwert (1989)). El modelo se describe a continuacio´n.
Los rendimientos de las acciones se modelan como
Rt =µt + εt
εt =σtzt
|σt| =a0 + a1 |εt−1|+ b1 |σt−1|
(12)
donde Rt es la serie de rendimientos de la accio´n en el tiempo t, µt y σt son la
media condicional y la desviacio´n esta´ndar condicional de Rt , y zt
son variables aleatorias estandarizadas Pareto estables ide´ntica e independiente-
mente distribuidas, que pueden denotarse como zt ∼ S (α, β, 1, 0; 0) 1 < α < 2.
Para comparar la bondad de ajuste de la distribucio´n α-estable, se
consideran dos pruebas de hipo´tesis: la prueba de Kolmogorov-Smirnov (KS)
y la prueba de Anderson-Darling (AD). La hipo´tesis nula de ambas pruebas es
H0: Los datos analizados siguen una distribucio´n α-estable.
El test KS calcula el estad´ıstico de contraste:
D = sup
−∞<x<∞ | F (x)− Fˆ (x) |
donde F (.) es la frecuencia acumulada teo´rica y Fˆ (.) es la frecuencia acumulada
observada. Es decir, D es la mayor diferencia absoluta observada entre la
frecuencia acumulada observada y la frecuencia acumulada teo´rica, obtenida a
partir de la distribucio´n de probabilidad que se especifica como hipo´tesis nula.
Si los valores observados Fˆ () son similares a los esperados F (x) , el valor
de D sera´ pequen˜o. Cuanto mayor sea la discrepancia entre la distribucio´n
emp´ırica y la distribucio´n teo´rica, mayor sera´ el valor de D . La toma de la
decisio´n en el contraste anterior puede llevarse a cabo mediante el empleo del
p-value asociado al estad´ıstico D observado.
En el caso de la prueba AD el estad´ıstico de prueba se define como A2 =
−N − S, donde N es el taman˜o de muestra,
S =
N∑
i=1
(2i− 1)
N
[ln (F (Yi)) + ln (1− F (YN+1−i))]
F (x) es la funcio´n de distribucio´n acumulada segu´n H0 y Yi es el i-e´simo
estad´ıstico de orden en la muestra de datos. A diferencia de la prueba KS,
los valores cr´ıticos de la prueba AD dependen de la distribucio´n supuesta en
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la hipo´tesis nula, esto tiene la ventaja de ser ma´s robusta para evaluar el
comportamiento de las colas de la distribucio´n, Marsaglia (2004).
De esta forma, para un nivel de significancia α, la regla de decisio´n para
este contraste es:
Si p− value ≥ α⇒ No rechazar H0
Si p− value < α⇒ Rechazar H0
La Tabla 2 muestra los valores observados de D, A2 y el p− value para la
muestra completa y los dos per´ıodos.
Adema´s, la estimacio´n del test de Razo´n de Verosimilitud (LR) favorece el
modelo estable. El test LR se define como
LRN,E = −2 (Logliknormal − Loglikestable)
En el cual la hipo´tesis nula es H1: Los datos siguen una distribucio´n normal vs
H1: Los datos siguen una distribucio´n estable. En la Tabla 2 se muestran los
valores del test LR, los cuales exceden el valor cr´ıtico (al 99% de confianza) de
la distribucio´n Ji-cuadrada con dos grados de libertad. Esto significa un claro
rechazo de la hipo´tesis Gaussiana.
Tabla 2. Pruebas de bondad de ajuste.
Fuente: Elaboracio´n propia.
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Para estimar los para´metros en (12), se utiliza el me´todo de ma´xima
verosimilitud (MLE),3 donde la funcio´n de densidad de probabilidad de zt se
aproximo´ mediante el programa STABLE.4 Los para´metros estimados de la
distribucio´n α-estable para la muestra completa y los dos per´ıodos se presentan
en la Tabla 3.
Tabla 3. Para´metros de la distribucio´n α-estable.
Fuente: Elaboracio´n propia.
La Tabla 4 muestra las estimaciones obtenidas por el me´todo de ma´xima
verosimilitud para el modelo TS-GARCH, basado en la distribucio´n α-estable,
tanto para la muestra completa como en los dos per´ıodos descritos
anteriormente.
3 Las rutinas algebraicas requeridas en esta investigacio´n fueron programadas en
MATLAB R2013a.
4 El programa STABLE se describe en Nolan (1997).
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Tabla 4. Para´metros del modelo TS-GARCH(1,1) con hipo´tesis
α-estable (errores esta´ndar esta´n en pare´ntesis).
Fuente: Elaboracio´n propia.
La Figura 4 muestra las gra´ficas de las funciones de densidad estables
ajustadas a los datos correspondientes a la muestra completa con los para´metros
estimados.
6.1 Modelo Heteroceda´stico condicional normal
Los rendimientos de las acciones se modelan como como
Rt =µt + εt
εt =σtzt
σ2t =a0 + a1ε
2
t−1 + b1σ
2
t−1
(13)
La Tabla 5 muestra las estimaciones obtenidas por el me´todo de ma´xima
verosimilitud para el modelo GARCH, basado en la distribucio´n Normal, tanto
para la muestra completa como para los dos periodos.
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Figura 4. Funciones de densidad estables ajustadas a las series de datos
Fuente: Elaboracio´n propia.
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Tabla 5. Para´metros del modelo GARCH(1,1) con hipo´tesis normal
(errores esta´ndar esta´n en pare´ntesis).
Fuente: Elaboracio´n propia.
6.2 Estimaciones del VaR
En esta seccio´n se estima el VaR mediante un modelo heteroceda´stico
condicional que asume que los rendimientos siguen: 1) una distribucio´n estable,
y 2) una distribucio´n normal. El VaR se calcula considerando el horizonte de
tiempo de un d´ıa (τ = 1) y un nivel de confianza 1− q, para lo cual se sigue el
siguiente algoritmo:
• Paso 1 Estimar los para´metros de los modelos GARCH en (12) y (13)
empleando el me´todo de ma´xima verosimilitud.
• Paso 2 Estimar los para´metros de la distribucio´n estable y normal en
(12) y (13) respectivamente, empleando el me´todo de ma´xima verosimilitud.
• Paso 3 Calcular µt+1 y σt+1 empleando (12) y (13).
• Paso 4 Calcular zi, i = 1, ..., t en las expresiones (12) y (13), usando los
para´metros obtenidos en el paso 1.
• Paso 5 Realizar S simulaciones de zt+1(zˆt+1, jj = 1, ..., S.) , usando los
para´metros obtenidos en el paso 2.
• Paso 6 Estimar los rendimientos simulados rˆt+1, j en (12) y (13), j =
1, ..., S.
• Paso 7 Estimar el VaR como el negativo del q − simo cuantil de la
distribucio´n de probabilidad simulada.
En la presente investigacio´n el VaR se estima a un nivel de confianza de
99% y 95%, respectivamente. Ambas estimaciones se presentan en las Tablas 6
y 7, respectivamente.
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Tabla 6. VaR a un nivel de confianza de 99%.
Fuente: Elaboracio´n propia.
Tabla 7. VaR a un nivel de confianza de 95%.
Fuente: Elaboracio´n propia.
En ambas estimaciones del VaR, se observa que el modelo α-estable proporciona
valores mayores a las estimaciones basadas en la distribucio´n normal, es decir, el
modelo del VaR α-estable proporciona estimaciones de las pe´rdidas potenciales
ma´s conservadoras, lo cual es preferido por las instituciones financieras.
6.3 Evaluacio´n del desempen˜o del VaR
En esta seccio´n, se emplea la prueba llamada backtesting, para evaluar el
desempen˜o del modelo VaR bajo el supuesto de que los rendimientos siguen una
distribucio´n normal y estable, respectivamente.
Sea 1 − q el nivel de confianza para el ca´lculo del VaR y k el nu´mero
de observaciones histo´ricas ma´s recientes empleadas para pronosticar el VaR
actual. Entonces, mediante los datos histo´ricos de los dos an˜os ma´s recientes
para predecir el VaR actual, se toma k = 502, es decir, este valor se utiliza
tanto para la muestra total como para los dos per´ıodos considerados.
Si se tiene una serie de rendimientos histo´ricos con un total de
datos, entonces la funcio´n indicadora del nu´mero de veces en que las pe´rdidas
observadas exceden el VaR se define de la siguiente manera:
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Is =
{
1, Hs < −V aRs
0, Hs ≥ −V aRs
donde Ht son los rendimientos histo´ricos y s = 1, ..., k.
El nu´mero de veces N1−q que se ha excedido el VaR en el intervalo de
prueba, sigue una distribucio´n binomial con para´metros k y q
N1−q =
k∑
s=1
Is ∼ B(k, q)
De acuerdo a esta distribucio´n se tiene que el nu´mero de violaciones al VaR
esperado (media) es E (X1−q) = k · q.
Luego se considera la hipo´tesis nula
H0 : La medida del VaR es eficiente
la cual sigue una distribucio´n binomial con para´metros k y q . La hipo´tesis
nula se rechaza a un nivel de significancia x, si
N1−q∑
t=0
(
k
t
)
qt(1− q)
k−t
≤
x
2
or
N1−q∑
t=0
(
k
t
)
qt(1− q)
k−t
≥ 1−
x
2
donde t es el tiempo actual y k es la longitud del intervalo de prueba.
Para valores grandes de k y niveles de confianza del VaR suficientemente
altos, la distribucio´n binomial se puede aproximar mediante la distribucio´n
normal. Por lo tanto, la hipo´tesis nula se rechaza a un nivel de significancia x
si
N1−q < k · q − z1−x/2
√
k (1− q) qorN1−q > k · q + z1−x/2
√
k (1− q) q
donde zp es el p% cuantil normal esta´ndar.
El rango para el cual el nu´mero de veces N1−q que se ha excedido el VaR
es aceptable y sus respectivas frecuencias
N1−q
k , a un nivel significativo del 1%
se muestran en la Tabla 8.
Tabla 8. Rango y frecuencia de violaciones del VaR
aceptables a un nivel de significancia del 1 %.
Fuente: Elaboracio´n propia.
Con el objetivo de investigar si el modelo propuesto VaR α-estable tiene la
capacidad de predecir el VaR en per´ıodos de alta volatilidad como la crisis del
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2008, se evalu´a el desempen˜o del VaR en per´ıodos distintos. En particular para
el per´ıodo 2002-2009, se emplean las observaciones histo´ricas de los an˜os 2008
y 2009 para pronosticar el VaR durante per´ıodos de gran volatilidad.
Los resultados del backtesting se muestran en las Tablas 9 y 10. Los
nu´meros resaltados en negritas, indican que el nu´mero excedio´ el rango y
frecuencia de violaciones del VaR aceptables al 1% de significancia.
Tabla 9. Backtesting del VaR al nivel de confianza de 99%.
Fuente: Elaboracio´n propia.
Tabla 10. Backtesting del VaR al nivel de confianza de 95%
Fuente: Elaboracio´n propia.
En la Tabla 9 se puede observar que durante el per´ıodo de la crisis financiera
del 2008 el nu´mero de violaciones del VaR, bajo el supuesto de normalidad
al 99% para las series de rendimientos (excepto GMEXICO), se encuentran
por encima del intervalo admisible, lo que implica que el VaR al 99% bajo el
supuesto de normalidad subestima significativamente las pe´rdidas potenciales
durante per´ıodos de crisis.
En contraste, el nu´mero de violaciones del modelo VaR α-estable al 99%
proporciona un nu´mero admisible de excepciones durante el per´ıodo de crisis,
lo cual sugiere que este modelo muestra una precisio´n satisfactoria durante
per´ıodos de turbulencias financieras para niveles de confianza altos.
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Por otro lado, para el per´ıodo posterior a la crisis del 2008 ambos modelos
proporcionan estimaciones del VaR al 99% dentro del rango permitido (excepto
CEMEX para el caso normal), sin embargo, el nu´mero de veces en el cual es
excedido el VaR es menor para el modelo VaR α-estable, lo cual sugiere que este
modelo proporciona estimaciones de las pe´rdidas potenciales ma´s conservadoras.
En la Tabla 10 se puede observar que las estimaciones del VaR al 95% bajo
el supuesto de normalidad durante el per´ıodo de crisis, sobrepasan el rango
permitido en el caso de CEMEX e ICA. Por otro lado, la estimacio´n del VaR
α-estable se encuentra ligeramente debajo del rango permitido para el caso de
la serie GMEXICO.
Para el per´ıodo posterior a la crisis las estimaciones del VaR al 95% bajo el
supuesto de normalidad se encuentran dentro del rango permitido. Sin embargo,
los resultados del modelo VaR a-estable no son satisfactorios, el nu´mero de
violaciones del VaR de las series (excepto ICA) esta´n por debajo del rango
permitido.
7. Conclusiones
En esta investigacio´n se considero´ a la familia de distribuciones estables en la
estimacio´n del VaR como una alternativa en el mercado financiero mexicano
y se propuso comparar las estimaciones del VaR obtenidas bajo la hipo´tesis
estable y gaussiana durante y despue´s de la crisis financiera del 2008.
Los resultados estad´ısticos sugieren que el modelo VaR α-estable
proporciona estimaciones del VaR al 99% y 95%ma´s precisas en per´ıodos de alta
volatilidad, es decir, las estimaciones del VaR son ma´s eficientes bajo el supuesto
de que los rendimientos siguen una distribucio´n estable durante per´ıodos de
turbulencias financieras.
Por otro lado, los resultados muestran que el modelo bajo la hipo´tesis
gaussiana subestima significativamente el VaR al 99% durante per´ıodos de crisis,
por el contrario en el per´ıodo posterior a la crisis los resultados son aceptables,
sin embargo las estimaciones del VaR α-estable exceden un menor nu´mero de
veces el rango permitido, es decir estas son ma´s conservadoras.
Adema´s, en el per´ıodo posterior a la crisis las estimaciones del VaR al
95% bajo la hipo´tesis gaussiana se encuentran dentro del rango permitido y
en contraste las obtenidas bajo el modelo a-estable se encuentran por debajo
del rango admisible, lo cual sugiere que este modelo sobrestima el VaR al 95%
durante este per´ıodo.
Concluyendo, esta investigacio´n proporciona evidencia de que el modelo
VaR α-estable estima satisfactoriamente el VaR para niveles altos de confianza
incluso en per´ıodos de alta volatilidad.
En contraste, en per´ıodos de relativa tranquilidad para niveles de
confianza bajos este modelo sobrestima las pe´rdidas potenciales. Al respecto, se
sugiere desarrollar un trabajo futuro considerando el grado de persistencia de la
volatilidad de los rendimientos. En esta l´ınea, es posible considerar el trabajo
de Brooks, Clare y Persand (2000) en el cual se argumenta que los modelos
GARCH t´ıpicamente exageran el grado de persistencia de la volatilidad de los
rendimientos y sugieren una modificacio´n simple del modelo GARCH, la cual
consiste en la introduccio´n de una variable proxy, la cual explica el nivel de
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persistencia de la volatilidad y sen˜alan mejora la precisio´n de las estimaciones.
Sin embargo, el trabajo de Brooks, Clare y Persand (2000) se desarrolla bajo la
hipo´tesis normal en la perturbacio´n aleatoria del modelo GARCH, dado que en
este trabajo se emplea la distribucio´n a-estable para la innovacio´n del GARCH,
no se requiere una variable proxy, aunque ser´ıa interesante realizar un ejercicio
comparativo en un trabajo futuro, considerando la hipo´tesis estable, la hipo´tesis
normal y contrastar los resultados emp´ıricos con los aqu´ı obtenidos.
Asimismo, en una investigacio´n adicional, ser´ıa conveniente desarrollar un
trabajo futuro considerando algunas otras distribuciones que tambie´n capturen
las caracter´ısticas emp´ıricas de las series de datos financieros y comparar
su desempen˜o con el modelo α-estable aqu´ı propuesto. Adema´s, se sugiere
construir en otro trabajo futuro un portafolio de inversio´n y emplear funciones
co´pula para describir las correlaciones entre los rendimientos de las acciones
empleando la distribucio´n estable como la distribucio´n marginal de los activos
que conforman el portafolio
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