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Abstract 
In this paper, we study aspects of computability concerning random variables under the back- 
ground of Type 2 Theory of Effectivity (TTE). We show that the resulting definitions are “natu- 
ral” as they suffice to successfully discuss questions of computability of basic queueing systems, 
e.g. of the so-called M/G/l-system. @ 1999 Elsevier Science B.V. All rights reserved 
1. Introduction 
The Type 2 Theory of Effectivity (TTE) builds powerful means to define and analyse 
questions of computability on non-denumerable sets like, e.g. the real numbers, see e.g. 
[7]. It is applicable far beyond computable analysis, as [8] shows. One of the most 
important insights of TTE is that usually there are many possible (but inequivalent) 
definitions of computability for these sets: Different notions of computability can easily 
be derived using “information structures”. Nevertheless, “good” definitions should at 
least be able to deal with important non-trivial applications. Therefore, we will start 
with a brief explanation of the M/G/ l-system as it motivates our later definitions. 
The M/G/l -system is a basic queueing system describing an arrival stream of cus- 
tomers entering the system, a server that serves the customers one by one, and a queue 
where customers wait until their service begins: 
The times of arrivals into the system and the service times of the single customers 
are not fixed, but are given by random variables: The time X,, between the arrivals 
of customers n-l and n is supposed to have exponential distribution. All the X,, are 
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independent and identically distributed, and in the mean Iz customers arrive per time 
unit (arrival rate), so l/n is the expected value of the X,. 
The service time Y,, of the nth customer is supposed to be independent from all 
other service times and arrival times, and all the Y,, are identically distributed with 
a distribution function B(x). The server is able to serve p customers per time unit 
(service rate), i.e. l/p is the expected value of B. 
Basic concern is the steady-state distribution defined by pk :=probubility that k 
customers are in the system. The classical solution from queueing theory is: 
(a) The steady-state distribution exists 
(b) Its components pk are given by 
if and only if JJ>~. 
P(z)=(l -p/lz).(l -z)-$ 
Z 
Here P(z) := c pkzk is the z-transform of the probabilities pk, and A(Z) := c akZk 
is the z-transform of the values ak :=probability that k customers enter the system 
during one service time, so 
In the following, we will discuss questions of computability concerning this formula. 
These include appropriate definitions of representations of random variables together 
with necessary results on the computability of Lebesgue integrals and expected values. 
Our approach is motivated by Weihrauch’s paper [8]: Computability on the proba- 
bility measures on the Bore1 sets of the unit interval. The definitions from stochastic 
modelling can be found in many text books on modelling, e.g. [2,3,6]. 
2. Basic notions from TTE 
In the following, we briefly recall several definitions of Type 2 Theory of Effectivity 
(TTE) from [7], that we need in order to formulate the later results. Nevertheless, we 
assume the reader to be familiar with the concepts of TTE, esp. with the definitions 
of computability and continuity relative to representations. 
A notation v of a set 0 is a (maybe partial) surjective function v: & C* -+ IT defined 
on the finite words over some finite alphabet C. In contrast, a representation 6 of a set 
M is a (maybe partial) surjective function 6 : C C” + M defined on the injinite words 
over some still finite alphabet C. w is called a name for X, if v(w) =x resp. 6(w) =x. 
An information structure on a set M is a triple (M, r~, v), where v is a notation of a 
set (T c 2M of subsets of M, which identifies points (i.e. lJ CJ = M and {Q E o 1 x E Q} = 
{QE~IYEQ, +x=Y). 
Representations of a set A4 can easily be deduced from an information structure: 
Names of elements x EM consist of a listing (via v) of all Q E o with x E Q. 
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We will use the following representations without explicit definition, but with a short 
description of atomic properties (i.e. the elements of O) of appropriate information 
structures: 
Q: “standard” representation of [w, atomic properties are the open intervals (I, u) with 
rational boundaries 1, u E Q. 
p<: representation of [w, atomic properties are the intervals (I, CQ), 1 E Q, i.e. rational 
lower bounds 1. 
Q,: representation of [w, atomic properties are the intervals (-m,, u), u E Q, i.e. 
rational upper bounds u. 
&,: Representation of the open subsets of [w based on enumerations of all open 
intervals with rational boundaries that are subsets of the represented open set. 
6~: Representation of the set C([w) of continuous functions f : R --) R based on 
enumerations of rectangles bounding the graph of f. 
L$‘*m’ is the generalisation of 6~ for continuous functions f : KY' - R". 
Using “natural” pairing functions on Coo (i.e. bijective functions C” -+ (C”)” resp. 
C” + (C”)” ), we may split one infinite word w into several (infinite) parts wI , 
wz,... . This gives us canonical ways to derive representations 6” of the tuples M” 
and 6” of the sequences AP from a given representation 6 of a set M. Similar, for 
representations 6, of M; (1 d i <n), a canonically derived (61,. . . ,6,,) of MI x . . . x M, 
is defined. 
In [9], a representation 6, for the set LSC(rW) of lower semi continuous functions 
has been introduced. The atomic properties are {f E LSC( rW) 1 q < f(( 1, u))} for rational 
I,% 4. 
In [5], representations for power series with complex coefficients and their sum fknc- 
tions (“analytic functions”) have been introduced, here denoted by Sps(~ resp. &o(@). 
3. Random variables 
We assume the reader to be familiar with basic probability theory, but will recall 
certain definitions to show our point of view. 
Definitions of probability start with the idea of a sample space Q, where each ele- 
ment cc) is a possible realization of an experiment influenced by chance. Usually, the 
information we get from such an experiment is not sufficient to identify the underlying 
w exactly. Instead, III may come from a set E c 52 giving us the same basic infor- 
mation. These sets, called events, define a a-algebra CI C 2”. Each set E c c( will be 
observed with a certain probability, leading to a probability measure P : CY. --+ [0, l] and 
a probability space (Q, LX, P). 
Generally, neither Q nor c1 are known, they remain unspecified with the exception 
that x must filfil the axioms for a a-algebra. 
Random variables are functions X : Q + R that can be interpreted as means to extract 
information from an experiment. So they have to be measurable, i.e. {w 1 X(o) <x} E a 
for any x E [w . 
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In the following, let B be the set of the Bore1 subsets of KY, i.e. the smallest a-algebra 
induced by e.g. the sets of open intervals with rational boundaries. As a consequence, 
for measurable X the condition {CO 1 X(w) E E} E CI must hold for any Bore1 set E 2 [w. 
Instead of using the condition X(o) 6x to define a random variable, other inequalities 
like the following could also be used: 
X(O)>& X(o)<x, y<X(o)<x,... 
Because of the axioms of o-algebras, the definition of a random variable is quite im- 
mune to the underlying inequality. This need not to be true in TTE: different approaches 
usually imply different representations, where the resulting representations need not be 
equivalent! 
3.1. Definition. For a fixed probability space (Q, a,P), the set RV of all random vari- 
ables is defined as 
RV := {X : Q + [w 1 X measurable w.r.t. CC}. 
For X E RV and a Bore1 set E E B, P{X E E} is defined as an abbreviation of 
J’({o I X(0> E El). 
Later on, we must face the problem that RV depends on the (unspecified) probability 
space; for non-trivial 52, RV might be too rich even for TTE. 
The following result is immediate and well known. It closely connects random vari- 
ables with measures on the Bore1 sets: 
3.2. Lemma. For any X E RV, px defined by /AX(E) := P{X E E} (E E B) is a measure 
on Iw. 
In [8], Weihrauch has defined representations for measures ~1 on the Bore1 sets on 
the unit interval based on an information structure using the sets {/.f ) p <p(s, t)} for 
S, t, p E Q n [0, 11. A generalisation leads us to the following kind of “information 
structure” intended for random variables: 
3.3. Definition. Define a structure (RV,B,V) by 
(i) Let 22 = {B(s, t, p) / s, t, p E Q}, where 
B(s,t,p):={XERVIp<P{XE(s,t)}}. 
(ii) Let V be a “natural” numbering of 3 via the parameter set (s, t, p) E Q3. 
In contrast to the usual notion of information structures, B does not identijj points 
in RV. For example, random variables that only differ on events with probability zero 
(null sets) cannot be distinguished. 
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But obviously, B is sufficient to determine the probabilities P{X E (s,t)} for open 
intervals (s,t), which in turn uniquely define P,Y. So we define an equivalence relation 
= on RV by 
An equivalence class consists of those random variables that are identically distributed. 
The equivalence class of a random variable X will be denoted by [Xl, and the quotient 
space consisting of all those classes will be denoted by RV,. 
3.4. Definition. Define an information structure (RV,,B, v) by 
(i) Let B={B(s,t,p)Is,t,p~Q!}, where 
B(s,t, p):= {[Xl E RV, 1 p<P{X E (s,t)}}. 
(ii) Let v be a “natural” numbering of B via the parameter set (s, t, p) E Q3. 
The induced representation will be denoted by B. 
As the Bore1 sets are also uniquely determined by other generating sets, e.g. the 
following definitions could be used for alternate structures (together with corresponding 
numberings of the parameter sets): 
Bl(t,p):={[XlERV, Ip<P{XE(-mt))), 
&(t,p):= {WI ERV, I P<P{XE(~,~))), 
Bdt, p) := {[Xl E RV, / p<J’{X E <-wtl}}, 
B4(S,t,P,q):={[XlERV=/P<P{XE(S,t)}<q}, 
B5(s,t,p):={[X]ERV,Ip>P{XE[s,t]}}. 
We will not study them here in detail. Cf. [8] for topological reasons of the choice of 
p< ... instead of p> ... or pd ...). 
3.5. Lemma. Each of the sets B and Bi identijes points in RV,, so there are corre- 
sponding information structures resp. representations CT and Gi of RV,. 
The representations oi can be compared in a standard way, it should be easy to 
show, e.g. the following relations: G d crt, CJ<Q, 02 fi CJI, a3<ol. c and 05 even are 
equivalent. These reducibilities should hold topologically as well as computationally, 
as long as the underlying numbering of the rational numbers is “natural”. 
The reducibility ~IJ d ~5 is based on the simple fact 
p{x E [s, t]} = 1 - lim 
y--m 
P{X E (q,s)} - /imm PP E (64)). 
So 0 allows some kind of estimations from above as well. Esp., if P{X = s} = 0 
and P{X = t} = 0, we are even able to approximate P{X E [s, t]} = P{X E (s, t)} from 
both sides! 
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Essentially, our approach to random variables is a modified view of measures. The 
justification of this approach is seen later when important natural operations on ran- 
dom variables lead to “new” functions on measures (esp. convolution of measures 
corresponding to the summation of the random variables). 
An important notion is the distribution function Fx of a random variable X. Even 
in standard text books. it can be found in two different forms: 
Ff: : LQ + [O, 11, F;(X) = P(X <x), see e.g. [2] 
and 
F$ : R + [0, 11, F;(x) = P(X <x), see e.g. [l] 
The form Fk, which is right continuous, can be found more frequently, while the left 
continuous F;(x) essentially corresponds to our representation 01. 
Both forms are sufficient to characterise pxx, but obviously are not equivalent from 
our viewpoint. We think both are not sufficient for a successful approach from TTE. 
In the M/G/l system, the basic probabilities Uk concern relations between differ- 
ent random variables. Unless they are independent, these relations cannot be deduced 
fi-om the single, separated random variables. So we need to discuss vectors of random 
variables (and means to express their joint distribution). 
3.6. Definition. Consider R” for n> 1. For q= (41,. . ,q,,) E Q” and Y E Q+ let 
H@,r):={(x*,... ,X,)E[W”lqi-r/2<Xi<qi+r/2} 
be the open hypercube with centre 4 and width Y. Define an information structure based 
on the sets 
Let &) be the resulting representation (of equivalence classes) of random vectors. 
It is obvious that c(l) and r~ are equivalent. 
There are several immediate and important questions concerning the random vectors 
and their representation &), e.g.: How about the marginal distributions, i.e. the map- 
ping (XI,...,%) H Xi? How about the sum of two random variables (X, Y) H X + Y, 
i.e. the convolution of the induced measures px,pr? 
These questions essentially concern the decomposition of random vectors; an inverse 
question is how to compose two given random variable to a vector, at least when they 
are independent. 
An essential property of the above definition is: 
3.7. Theorem. Mapping an open (w. r. t. the Euclidean topology) set 0 2 KY’ and 
an (equivalence class of a) random vector X to the probability P{X E 0} is a 
(N&3 a(“)), Q < )-computable function. 
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Proof. Consider a fixed open set 0 and a fixed A’. The following construction will 
essentially transform a 6&, -name of 0 to a @,-name of P{X E 0}, using a a(“)-name 
of [xl. This implies the computability of the corresponding mapping. 
Under the representation &&, any open set 0 is essentially characterised by a se- 
quence (Oi) with IJiErm Oi = 0, where each Oi is an open ball B(q,r) = {XE R” ) IX - 
41 <r} with 4 E Q” and r E Q+. Let U, = UiG,,, Oi. This implies P{x E 0) = 
lim,,, P{x E U,,,}, where P{x E U,,,} is monotonic increasing in m. 
For any U, and any hypercube H(q, r), we may easily check if H(q, r) C U,. Un- 
fortunately, U,,, cannot be expressed a disjoint(!) union of such hypercubes, which 
prevents us from easily approximating P{X E Urn}. 
So, for ?j=(q,,..., qn)EQn, rEQ, and k=(k I,..., k,)EZ”, let g&E)=(q, +k~ . 
r ,..., qn++,,.r), i.e. the set {gq,,(k)IkEZ”} consists of a grid of points evenly spaced 
with a distance of r. The open hypercubes H(gq,,(k),r) with centre gq,Jk) and width 
r are denoted by G&k). 
We will show later that for any U,,, and any E E lR+, there are 4 E Q” and r E Qf 
such that 
(1) 
By construction, the hypercubes G&k) are pairwise disjoint for given 4 and r. So 
P XE 
{ 
u G@(k) 
1 
= c P{X E G&i)} =: P,,,,, 
k:G&k)&(i, kGy,(k)C_LJ~ 
By the definition of our representation (T cn), this is sufficient to compute a Q< - 
name of P{X E U,,,}, and in consequence to compute a Q< -name of P{X E 0}: Simply 
enumerate all tripels (m, ?J, r) E N x Q” x Q+, and for each of these triples again 
enumerate all p E Q such that p <P,,,,,,. Eq. (1) implies that P{X E 0) is indeed the 
least upper bound of these enumerated values p. 
The left part of Eq. ( 1) is trivial, as U,,, is a superset of the other set. The right part 
is equivalent to 
The underlying set can be split in two disjoint parts: Points in Cl,,, from hypercubes 
intersecting the border of U,,, and points that are on the border of a hypercube. So 
we will show that (a) there is a t-0 E Qf such that for any 4, the probability mass on 
those resulting hypercubes that touch the border of U,,,, intersected with U,,,, is smaller 
than 42 and (b) for r-0 there is a q. E Q” such that the probability mass on the borders 
of all the hypercubes also is smaller than c/2. Combining (a) and (b), we get a pair 
(qo, ro) proving the missing inequality. 
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To prove (a), let K(q, Y) := {k 1 CT+(%) touches the border of Urn} and D(g, r) := 
urn ” UkEK(q,r) G&Q. 
Let D(6) := {X E U, 1 Distance between border of U, and X is d 6). 
As 6 goes to zero, D(6) converges to the empty set, so P{XED(S)} converges to 
zero. On the other hand, D(q,r) CD(d) if r <6/n, implying P{x E D(q,r)} 6P{X E 
D(6)). So there is a YO with the necessary property (a). 
TO prove (b), for 1 <j d n, p E Q let M(j, p) := {(XI,. . . ,x,) l(3k E Z)xj = p + kr,} 
be a set of parallel hyperplanes with distance ro in the jth coordinate. Obviously, 
0 d p < p’ <ro implies M(j, p)nM(j, p’) = 8, hence Co, pcro P{x E M(j, p)} < 1. So 
for any 1 <j <n, there is a pi E Q with P{x E M(j, pi)} <&/(2n). 
Defining q. := (PI + r/2,. . . , p,, +r/2) now is sufficient to finish the proof of Eq. (1). 
With this setting we get 
so 
An important consequence concerns the composition f(X) of a random vector 
x E RV” and a continuous function .f‘ : Fin + W’, which again is a random vector. 
3.8. Corollary. The operutor (x, f) H f(x) is ((gcn), i$‘“‘), @))-computable. 
Proof. The definition of Ssrn is based on the enumeration of all the rational open balls 
in f-‘(I) for rational open balls Z. So to compute P{f(X) l H(q,r)}, we only have 
to compute P{X E 0) for the open set 0 := f-‘(H(q,r)) = IJ {f-‘(I) 1 I c H(q,r)), 
with is possible due to the previous theorem. 0 
Specifying the function f leads to the following results: 
3.9. Corollary. (a) Mapping u random vector (Xl , . . . ,X, ) to one 0J’ its components 
Xi is a (&‘I, a)-computable function. 
(b) Mapping a pair (X, Y) of random variables to the sum Xf Y oj’its components 
is a (CJ (*), a)-computable Jimction. 
There is partial inverse to part (a) of this corollary: We may compute the joint 
distribution of independent vectors. 
3.10. Lemma. Given a pair of‘ independent computable random vectors (Xl,. . . ,X,,,) E 
R V(“‘) and ( YI , . . . , Y,) E R@), the vector (Xl,. . . ,X,,,, Y,, . . ., Y,,) E RV(“‘+“) is also com- 
putable. 
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Proof. As the vectors are independent, we simply have 
so we only have to multiply the single values, which is a Q < -computable operation on 
the non-negative real numbers. 0 
Very often, we have to compare random variables, e.g. we need P{X < Y} for given 
(X Y). As I&Y) Ix<Y) is open, (X, Y) H P{X < Y} is (a(*), p< )-computable. 
Using P{X < Y} + P{X = Y} + P{X > Y} = 1, the restriction of (X, Y) H P{X < Y} 
to vectors (X, Y) with P(X = Y) =0 is even (a(‘),p)-computable! 
For independent random variables X, Y, the probability P{X < Y} can be seen as an 
integral of the (left continuous) distribution function F$: 
P{X < Y} = 
J’ 
F; dpUy 
As {(x> Y) I x <VI is open, s F$ dpr is p <-computable if X and Y are computable. 
This result generalises to integration of lower semi-continuous functions as defined 
in [9]: These are functions ,f with f(x) = liminf_,,, f(y), so they may have jump 
points X. If such a function is additionally monotonic increasing, it must be left con- 
tinuous which is typical for the distribution functions F$. 
3.11. Lemma. Mapping a non-negative lower semi-continuous jimction f and a ran- 
dom vuriable X to the value 5 f dpx is ((61, o), p< )-computable. 
Proof. As a basis, we use the following theorem of Lebesgue: If ( fn) is a sequence 
of summable functions converging to f, then J ,f dpx is the limit of J’ fn dpX. 
So, for any tuple Z=(al,...,a,) with O<al < ... <a,,, a;EQ, define a function 
J2 
1 
0, f(x)Gal, 
h(x) := a;, ai <f(x><ai+l, 
a,,,, a,, <.f(x). 
As ,f’ is supposed to be semi-continuous, ,f~ is measurable and summable w.r.t. ,Q. 
If we consider any sequence of such tuples Z = (al,. . . , a,,) where m and a, converge 
to x while max{a, - a;_, 1 i <m} and al converge to 0, the corresponding sequence 
of functions ji must obviously converge to the (non-negative!) function f. 
In consequence, the J ,fidpx must converge to ,f f dpx from below, as always 
j&x) <f(x). 
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By construction, we have (with aa := 0 and a,,,+1 := cc to simplify the formulation) 
s 
m 
h dpx = C ai f’{f(X) E (ai,ai+~l> 
i=l 
=lgQi ~~cf-W>>Qi} -l$Qi ~~{.f(w>&+l> 
=~~(Ui-Ui-I).~(f.(X)>Ui). 
AS f is a lower semi-continuous function, f-‘(ai, co) is open in the Euclidean 
topology on R, so the representations 6t and CJ allow to approximate P{f(X)>ai} 
from below for any rational ui. Hence for any given a, we may determine arbitrarily 
good lower bounds for J fa dpx. 
Now if, for example, we let ak = (l/k, 2/k,. . , k*/k), the approximations to s fzk dpx 
converge to J f dpx from below for k + KI. 0 
If f is continuous and bounded (e.g. by M), then the functions f 1 :x H M + f(x) 
and f2 : x H A4 - f(x) are non-negative and lower semi-continuous with 
/f dpx= S/,di’-M=M-Sf;dlr 
So we are able to approximate s f dp from below and from above, if we know such 
a bound M. 
3.12. Definition. Define a representation Sri,,, of all bounded continuous functions 
f:lR+IF!by 
&b(w):= f if and only if (6~,e,)(w)=(f,M) and (Vx)lf(x)l<M. 
3.13. Corollary. Mapping a bounded continuous function f and a random variable 
X to the value J f dpx is ((~R,J,cJ),~)-computable. 
For a random variable X, E[X] := sx dpx denotes the expected value of X. As the 
identity x H x is not bounded, E[X] does not necessarily exist. Even if E[X] exists, 
it may be impossible to compute this value: 
3.14. Lemma. (a) X H E[X] is not (a,~<)-continuous and not (CT,@,)-continuous. 
(b) On the set of ull non-negative random variables with jinite expectation, X H 
E[X] is ((T, Q< )-computable, but still not (0, Q, )-continuous. 
The result may easily be proved using standard arguments from TTE. We only briefly 
sketch the impossibility to derive valid bounds for E[X], when X is given by a name 
according to our representation 0: Any finite initial part of the name of X gives us 
information only on the behaviour of X on a finite interval. In addition, a positive 
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amount of probability mass may still be located anywhere outside this interval, as 0 
only gives strictly lower bounds. So there surely are random variables Y sharing the 
same finite information, but with an arbitrarily small (or large) expectation E[Y]. 
Several stronger restrictions on the considered random variables would allow to 
derive the expectation, e.g. the a priori knowledge of a rational bound M with P( 1x1 
>M}=O:ThenwehaveE[X]=Jfdp~ withf(x)=xfor]xl<Mandf’(x)=Mfor 
1x1 >M, where we may apply Corollary 3.13. 
For the solution of the M/G/l system, we need to know whether k>l, i.e. whether 
E[Y,,] < l/J. But although the Y, are positive, cr is not sufficient to determine upper 
bounds for E[ Y,] and hence the solution Y, H P(z) of the M/G/l system will not be 
(0, &)-computable even for a fixed Iz! 
In consequence, we need a new representation ofe of the random variables with finite 
expectation that additionally allows us to determine this expectation. This can easily 
be achieved by taking the representation (a, Q) of RV x Iw and defining 
3.15. Definition. A representation ofe of the random variables with finite expectation 
is defined as 
of,(w):=X if and only if (a,e)(w)=(X,E[X]). 
Although the explicit coding of the expectation into the representation seems to be a 
very hard condition, the contrary is true: As soon as a representation allows to compute 
both the expectation and the information given by CJ, it must of course be (at least 
topologically) reducible to ofe. 
4. Stochastic processes 
We will only briefly discuss stochastic processes, as we do not need them for our 
example M/G/ 1. 
The classical definition of a stochastic process is a family of random variables 
{X(t) 1 t f T} for some (arbitrarily rich) index set 7’. 
In the case of stochastic modelling, the index set usually is T = IL!; (with the in- 
terpretation as a “time” parameter), and the random variables even only take values 
(“states”) from N. This kind of process is often called a “stochastic chain”. 
The set (R --+ IV) of the possible values in stochastic chains is too rich for TTE. 
Fortunately, only special chains are necessary for modelling: Usually, after “entering” 
a state, the chain must remain in this state for a positive amount of time, i.e. for any 
o E 52, X(t)(w) is right continuous (even on the discrete set of states). So we only 
have to deal with “jump processes”, where at most a countable number of jumps is 
possible for any w. 
Usually, the situation is even better: The chains are “regular” with the meaning that 
any finite time interval may only have a finite number of jumps. So the chain can be 
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viewed as pair ((T,),(Z,,)) of sequences of random variables with Z, representing the 
nth state that the chain enters, whereas T,, is the point of time when the nth change 
of state happens. So especially 0 = TO < TI < T2 . ., and we let 
An appropriate structure might be based on 
B(n, II ,...,ImPl ,...,PnrZI,...,Z,) 
= (((T,),(Z,))fliPI(tli~ibn) p;<P(T;d, A+Z;)}. 
This structure does not identify points and we would have to work with equivalence 
classes again. 
5. The M/G/l system 
As an application, we want to discuss the computational aspects of the M/G/l sys- 
tem. The parameters of such a system are from 
PM~QI := {(I, Y) 1 Y positive, E[Y] <CC, 0<1< l/E[Y]}. 
Here 1> 0 denotes the arrival rate, and Y denotes the service time, let ~1 := l/E[ Y] > 0 
be the service rate. 
In a standard way we may show that 1 H (fk) with ,fj(~):=(12x)~/k! . e -rlX is 
(Q, SE )-computable. 
The fj are not bounded in general, but for positive I they are non-negative on 
[0, co) and have a maximum of kk/k! . eck at x = k/l. Define continuous functions gn 
by gk(X) = fk(x) for x30 and gk(X) = fk(O) for x ~0. Then each of the gk is bounded 
and s fk dpy = .[ gk d,uy for positive Y. 
Let ak := s,fk dpr. Then (A, Y) H (ok) is ((Q,cJ),@)-computable on PM/G/I. As 
already said in the introduction, (ak) is a probability vector, so its z-transform A(z) is 
a power series with a radius of convergence of at least 1. 
It is well known (e.g. [4]) that (ak) and .4(z) are closely related concerning aspects 
of computability and complexity: 
(a) If the sequence (ak) is uniformly g-computable. then A(z) is (@, @)-computable on 
any set {zE@IIzj<q} with q-cl, 
(b) If A(z) is (Q, e)-computable on {z E @ 1 IzI <q} f or some (arbitrarily small) q >O, 
then (ak) is uniformly Q-computable. 
Both results do hold in a uniform way, for the necessary representations UPS of 
power series and 6 CO(@) of their sum functions see [5]. 
This leads to ((~,a),&o(a:,)-computability of (A, Y) H A on PM/G/I. 
Using standard methods from calculus, it is easy to show that A(x)>x on the interval 
[O,l) if 1~~1: We have A(O)>O, A(l)=l, and A’(z)<A’(l)=LE[Y]<l, so x H 
A(x) -x is strictly decreasing and hence positive on the real interval [0, 1). 
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As P(z) is a z-transform, i.e. P( 1) = 1 with 0 < pk < 1, this implies ((Q, of,), &occ,)- 
computability of (2, Y) H P on PM/G, 1. 
Computing the coefficients of an analytic function is (L&c,, 6~~(cj)-computable. 
On PM+I~ the coefficients of P are from the real line, and by striping the additional 
information contained in dps(@), we finally arrive at simple real sequences with repre- 
sentation Q” : 
5.1. Theorem. Solving an M/G/l system, i.e. the mapping (A, Y) H (p,,) defined on 
PM/G/I, is ((Q, of,), Q”)-computable. 
6. Conclusion 
In this paper, we investigated computational aspects on random variables. We defined 
a representation for equivalence classes of random vectors that seems to be suited for 
applications from stochastic modelling. 
Further work should concern stochastic processes and less basic applications, like, 
e.g. the G/G/l queueing systems, where integral equations on lower semi-continuous 
functions have to be solved. It is a open question whether the solutions are computable 
w.r.t. the representations introduced or cited in this paper. 
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