Characterizations of classes of graphs by forbidden minors by Böhmová, Katerina
Title: Characterizations of classes of graphs by
forbidden minors
Author: Kateina Böhmová
Advisor: Marcos Noy Serrano
Department: Matemàtica Aplicada II
Academic year: 2011  
MSc in Applied 
Mathematics
1
Universitat Politecnica de Catalunya
Facultat de Matematiques i Estad

istica
Master thesis
Characterizations of classes of
graphs by forbidden minors
Katerina Bohmova
Advisor: Marcos Noy Serrano
Department of Applied Mathematics II
Barcelona, 2011

Acknowledgements
First of all I would like to thank Marc Noy for his supervising and for a lot
of time, advice and ideas he gave me. I really enjoyed the moments when you
just start to explain things at a blackboard, because you are able to do it in such
a clear and inspiring way. I find it is really interesting and enjoyable to discuss
mathematics with you.
I would also like to thank a lot of other people from the university I met, in
particular the people from the research group COMBGRAF, for making me feel
welcome.
A very special thanks go to Petr Sˇkovronˇ for proofreading, correcting mis-
takes, and a lot of patience, encouragement and support. My studies here
wouldn’t be possible without you.
Finally, I would like to thank all my friends and family who make it all
worthwhile.
Barcelona, June 2011 Katerˇina Bo¨hmova´

Table of contents
1. Introduction . . . . . . . . . . . . . . . . . . . . . . 1
1.1. Structure of the work and overview . . . . . . . . . . . 1
2. Basic terminology . . . . . . . . . . . . . . . . . . . . 3
3. Tutte’s Wheel Theorem . . . . . . . . . . . . . . . . . 8
4. Characterisations by forbidden minors . . . . . . . . . . 16
4.1. Graphs without a W4 minor . . . . . . . . . . . . . . 19
4.2. Graphs without a K5   e minor . . . . . . . . . . . . . 19
4.3. Graphs without a P minor . . . . . . . . . . . . . . . 21
4.4. Graphs without a W5 minor . . . . . . . . . . . . . . 28
5. Wagner’s Theorems . . . . . . . . . . . . . . . . . . . 31
5.1. Graphs without a K3,3 minor . . . . . . . . . . . . . . 31
5.2. Graphs without a K5 minor . . . . . . . . . . . . . . 34
6. Apex Ex(C3) . . . . . . . . . . . . . . . . . . . . . . 39
References . . . . . . . . . . . . . . . . . . . . . . . . 42

Title: Characterizations of classes of graphs by forbidden minors
Author: Katerˇina Bo¨hmova´
Advisor: Marcos Noy Serrano
Department: Department of Applied Mathematics II
Academic Year: 2011
Abstract: In this work we deal with the problem of describing classes of graphs
specified by a forbidden minor. In particular, we present results due to Wagner
that characterise graphs without K5 or K3,3 as a minor. We also give character-
isations of graphs avoiding the wheel W4 with 4 vertices on the circumference;
the complete graph on 5 vertices without one edge; the triangular prism; and
the wheel W5 with 5 vertices on the circumference. As one of the tools we use
Tutte’s Wheel Theorem which we also prove.
Most of these results are widely known but the proofs are not readily avail-
able. They are not easy to find, are cumbersome to read and use outdated
terminology. The main contribution of this work is recollecting the proofs in one
place, presenting them in a modern language and adapting some of them to use
more modern methods.
Keywords: Graph theory, graph minors, forbidden minors, Wagner’s Theorems.
T´itol: Caracteritzacions de classes de grafs pels menors prohibits.
Autor: Katerˇina Bo¨hmova´
Director: Marcos Noy Serrano
Departament: Departament de Matema`tica Aplicada II
Convocato`ria: 2011
Resum: En aquest treball tractem el problema de descriure classes de grafs es-
pecificades per un menor prohibit. Concretament, presentem resultats de Wagner
que caracteritzen grafs sense K5 o be´ K3,3 com a menor. Tambe´ donem caracte-
ritzacions de grafs que no contenen la rodaW4 amb 4 ve`rtexs a la circumfere`ncia;
el graf complet amb 5 ve`rtexs sense una aresta; el prisme triangular; i la rodaW5
amb 5 ve`rtexs a la circumfere`ncia. Com a una de les eines utilitzem el teorema
de Tutte de les rodes, del qual tambe´ donem una prova.
La majoria dels resultats e´s a`mpliament coneguda, pero` les demostracions no
so´n disponibles fa`cilment. So´n complicades de trobar, inco`modes de llegir i usen
terminologia obsoleta. La contribucio´ principal d’aquest treball e´s recollir les
demostracions en un sol lloc, presentar-les en un llenguatge modern i adaptar-ne
uns a l’u´s d’uns me`todes me´s modernes.
Paraules clau: Teoria de grafs, grafs menors, menors prohibits, Els teoremes
de Wagner.

1. Introduction
The theory of graph minors is one of the most active areas of research in
graph theory. Several graph properties can be associated with the property of
containing or not containing certain graphs as minors. The most famous result
of this type is Kuratowski’s Theorem that states that the only forbidden minors
for the class of planar graphs are K5 and K3,3. There are other important
results concerning minors in general, for instance, let us mention the fundamental
theorem by Robertson and Seymour [RS04] that shows that a class of graphs
closed under taking minors has only a finite number of forbidden minors. These
results give an important method to characterise lots of different classes of graphs
and a prospect of deriving other interesting properties about them.
In this work we focus on characterising graphs that do not contain a given
graph as a minor. There are not many such results and they are not easy to find
in the literature. Our main goal is to present several characterisations of graphs
avoiding forbidden minors with complete proofs written in modern language.
The classical papers by Wagner [Wag37] and Halin are written in German and
they use a terminology that is now outdated. For instance, contraction of edges
is referred to as “homomorphisms”. The book by Ore [Ore67], containing the
proofs of Wagner’s theorems in particular, is also outdated and difficult to read.
One key ingredient in the characterisations is the Wheel Theorem by Tutte. The
only proof we have been able to find in the literature is by Tutte [Tut01]. It uses
a bit cumbersome terminology and it is not easy to follow.
1.1. Structure of the work and overview
This memoir tries to provide readable self-contained proofs of these important
and classical results. The text is organised as follows.
Chapter 2 contains the necessary preliminaries from graph theory. We give
the basic definitions and some useful theorems related to the theory of graphs
minors.
In Chapter 3 we deal with Tutte’s Wheel Theorem [Tut61], an important re-
sult that provides an iterative method to construct systematically all 3-connected
graphs. It states that every 3-connected graph can be obtained by starting with
a wheel and performing a sequence of simple operations. We give a complete
proof of the theorem, taking a different approach than Tutte in his book, but
using some of the basic ideas.
Chapter 4 contains descriptions of several graph classes determined by a
specific forbidden minor. In particular, we characterise edge-maximal graphs that
do not contain the wheel W4 with 4 vertices on the circumference; the complete
graph on 5 vertices with one edge removed K5   e; the triangular prism P ; and
the wheel W5 with 5 vertices on the circumference. We prove these results using
Tutte’s Wheel Theorem to construct all edge-maximal 3-connected graphs and
then proceeding by induction to obtain the remaining edge-maximal graphs in
the class.
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In Chapter 5 we deal with two classical results due to Wagner. Inspired
by Kuratowski’s Theorem and motivated by the Four Colour Problem, Wagner
asked what happens if we forbid only one of the graphsK5 orK3,3 as a minor. He
was hoping to prove 4-colourability for the class of graphs without a K5, minor
and as a corollary to obtain 4-colourability for the planar graphs. Interestingly,
his characterisations lead to planarity again, combined with the operation of
k-sums. Even though these theorems did not help with Four Colour Problem
as intended, they were probably the initial inspiration for investigating graphs
classes defined by a forbidden minor, and they have important consequences in
the development of graph theory. We state and prove the Wagner’s Theorems,
following the approach given by Thomas in his exposition [Tho99] with a slight
modification that we list only the edge-maximal graphs in the corresponding
classes.
In Chapter 6 we display another aspect of recent interest concerning minors.
One of the natural extension of a graph class are graphs that become members
of the desired class after removing a single vertex. An interesting task is to find
the forbidden minors for some of these extensions. To give a sample of a result
of this type, we find the forbidden minors for the class of graphs obtained by
adding a vertex to a forest.
2
2. Basic terminology
In this chapter we resume basic terminology, notation and some theorems on
graph theory.
Definition 2.1. We define a graph G as a pair (V,E), where V is a set of vertices
and E  (V2 ) is a set of edges. We can also use the notation V (G) and E(G)
when referring to the vertices and edges of G.
Vertices u, v that form an edge e are called end vertices of the edge e. The
edge e is usually denoted by uv. If uv is an edge in G, we say that the vertices u, v
are adjacent. If u and v are adjacent, we say that u is a neighbour of v and vice
versa. The number of neighbours of v is called degree of v.
Note that neither self-loops nor multiple edges are allowed.
Let W  V be a set of vertices and F  E \ (W2 ) be a set of edges. We say
that a graph H = (W,F ) is a subgraph of G. Moreover, if F is the set of all edges
from G with both end vertices in W , we say that H = (W,F ) is the subgraph
of G induced by W .
When working with graphs, it is often useful to visualise them and to discuss
different properties while observing the figures. It is standard to draw a graph G
as follows. Every vertex is visualised as a point in the plane and every edge forms
an arc that connects two points.
Graph G Subgraph of G Induced subgraph of G
Definition 2.2. An isomorphism between graphs G and H is a bijection f :
V (G)! V (H) that preserves edges but does not add any new ones; i.e., f(u)f(v)
is an edge of H if and only if uv is an edge of G. We say that two graphs are
isomorphic if there exists an isomorphism between them. We often consider
isomorphic graphs to be the same.
An isomorphism between G and G is called an automorphism of G.
Let G = (V,E) be a graph. We say that two vertices v and v′ are equiva-
lent if there exists an automorphism of G that maps v to v′. We say that two
edges uv, u′v′ are equivalent if there exists an automorphism of G that maps the
vertices u, v to the vertices u′, v′ (the order does not matter).
The following figure shows an example of two isomorphic graphs. The iso-
morphism here is, for example: 5! a, 1! b, 3! c, 4! d, 2! e, 6! f .
1
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Now let us define some basic types of graphs.
Definition 2.3. A graph G = (V,E) is a complete graph if every two vertices
of G are adjacent. The complete graph on n vertices, that is with jV j = n, is
denoted Kn. The graph K3 is often called a triangle.
A graph G = (V,E) is a complete bipartite graph if the set V can be parti-
tioned into two disjoint subsets A and B such that two vertices are adjacent if
and only if one of them is from A and the other one is from B. In other words,
the set of edges is exactly E = fuv : u 2 A, v 2 Bg. This graph is denoted
by Km,n, where m = jAj and n = jBj.
A graph G = (V,E) with jV j = n + 1 and n  1 is a path if there exists an
ordering v0, v1, . . . , vn of the vertices in G such that the only adjacent vertices
are vi, vi+1 for i 2 f0, . . . , n  1g. The vertices v0 and vn are called end vertices
of the path and the remaining vertices are called inner (or internal) vertices of the
path. We define the length of the path as the number of its edges jEj = jV j 1 = n.
The path of length n is denoted Pn. We say that a path is trivial if its length is
1. We say that a set P of paths from u to v is (internally) vertex disjoint if the
only vertices contained in more than one path of P are u and v.
A graph G = (V,E), with jV j = n is a cycle if there exists an order-
ing v0, v1, . . . , vn−1 of the vertices in G such that the only adjacent vertices
are vi, vi+1 for i 2 f0, . . . , n 2g and vn−1, v0. The length of the cycle is defined
as the number of its edges jEj = jV j = n. The cycle of length n is denoted Cn.
K5 K2,3 P4 C6
We often say that a graph G contains a cycle (a path,. . . ) or that there is
a cycle (a path,. . . ) in G, which means that the indicated graph is a subgraph
of G.
In several places we will use the following construction to simplify the spec-
ification of certain graphs.
Definition 2.4. We say that a graph G = (V,E) is the complement of G if it
has the same vertices as G and for every “possible edge” e 2 (V2 ) holds that e is
an edge in G if and only if e is not an edge in G.
Let H1 = (V1, E1) and H2 = (V2, E2) be two graphs with disjoint sets of
vertices. We say thatG is a graph join ofH1 andH2 ifG = (V1[V2, E1[E2[fuv :
u 2 V1, v 2 V2g). Informally, we put the two graphs H1 and H2 next to each
other and connect every vertex ofH1 with every vertex ofH2. We denoteH1H2
the graph G.
Definition 2.5. We say that a graph G is connected if for every pair of ver-
tices u, v there exists a path in G between them. Every maximal connected
subgraph of G is called a component (or connected component).
Let G = (V,E) be a connected graph and let W  V be a set of vertices.
We say that W is a cut (or vertex cut) if the subgraph of G induced by V nW is
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not connected. To emphasise the size of the cut, we sometimes say that W is a
k-cut, where jW j = k.
We define the connectivity of G as the size of a minimum cut in G. We denote
the connectivity of G by κ(G). We say that G is k-connected if κ(G)  k.
Let G = (V,E) be a connected graph, let W  V be a cut and let C be a
component of the subgraph of G induced by V nW . We say that a graph B is a
bridge if B is the subgraph of G induced by V (C)[W . We remark that in graph
theory the word bridge denotes distinct concepts and that the one we use is not
the most standard one.
To simplify the text, we will use expressions such as components (bridges)
defined by the cut W , or components (bridges) with respect to the cut W , when
speaking about components (bridges) obtained from the subgraph of G induced
by V nW .
In 1927 Menger [Men27] stated and proved a useful theorem concerning the
connectivity of graphs. There exist several variants of the statement; we will use
the following one.
Theorem 2.6. (Menger) Let G be a k-connected graph and let u, v be an
arbitrary pair of vertices of G. Then there are at least k (internally) vertex
disjoint paths between u and v.
Now let us define some basic operations that can be applied to a graph to
obtain a different one.
Definition 2.7. Let G = (V,E) be a graph and let e = uv be an edge of G.
We say that a graph H is obtained from G by deleting (or removing) the
edge e if H = (V,E n fuvg). We denote such a graph by G  e.
We say that a graph H is obtained from G by contracting the edge e if H is
the subgraph of G induced by V n fuvg to which we add a new vertex vuv and a
set of edges such that vuvx is an edge in H if and only if either ux or vx is an
edge in G. We denote G/e the graph obtained from G by contracting the edge e.
Now let us define the important notions of subdivision and minor that we
will meet frequently.
Definition 2.8. A graph H is a subdivision of F if H can be obtained from F
by substituting every edge of F by a path of length at least 1. We say that G
contains H as a subdivision if G contains a subdivision of H as a subgraph.
We say that H is a minor of G (or that G contains H as a minor, etc.) if H
can be obtained from a subgraph of G by a sequence of contracting and deleting
edges.
We denote Ex(G) the class of graphs that do not contain G as a minor. We
often say that G is the forbidden (or excluded) minor when speaking of graphs
from Ex(G).
Observe that if H is a subdivision of G, then it is also a minor of G. But the
converse, in general, is not true, as the following counterexample shows (H is a
minor of G but it is not a subdivision of G).
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H G
However, if the maximum degree of H is at most 3, the converse holds (for
more details see [Die10]).
As we will see later, a typical proof method we use to find all 3-connected
graphs without some forbidden minor is to start with a special graph and perform
a sequence of certain simple operations. Let us define these operations.
Definition 2.9. Let G = (V,E) be a graph.
Let u, v be non-adjacent vertices of G. We say that a graph H is obtained
from G by adding the edge e = uv if H = (V,E [fuvg). We denote such a graph
by G+ e.
Let v be a vertex of G of degree at least 4. We say that a graph H is obtained
from G by splitting the vertex v if H is the subgraph of G induced by V n fvg to
which we add two new vertices r, s, the edge between them and a set of edges
such that vx is an edge in G if and only if either rx or sx, but not both, is an
edge in H ; moreover, we require that both the vertices r and s have degree at
least 3. In other words, we distribute the neighbours of v into two groups, both
containing at least two vertices; the vertices in the first group (together with s)
will be new neighbours of r and the vertices in the second group (together with r)
will be new neighbours of s.
If the edge to add to the graph G (or the vertex to split) is not specified, we
usually mean that we are adding an arbitrary edge that is not present in G (or
splitting an arbitrary vertex of G).
Note that the operation of splitting a vertex could be defined less restrictively,
without the condition on degrees of the split vertex and the newly obtained
vertices. However, the present definition serves our purposes better, because we
often deal with 3-connected graphs and if we perform the split defined above on
a 3-connected graph, the resulting graph continues to be 3-connected. A simple
proof of this fact goes by observing that after removing any two vertices, the
graph continues to be connected.
Definition 2.10. We say that G is (edge) maximal with respect to a property P
if G has the property P and by adding an arbitrary edge e the resulting graphG+
e loses the property. When the property P is clear from the context, we take
the liberty of omitting its specification. In the text we mostly speak of graphs
maximal with respect to being in some class Ex(G).
An important class of graphs are planar graphs. The following definition
is a bit vague and serves rather to build an intuitive understanding; it can be
formalised with some effort using elementary analysis, but for our purposes it is
not necessary. Theorems 2.12 and 2.13 give a formal characterisation that fits
better our needs.
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Definition 2.11. We say that a graph G is planar if G can be drawn into the
plane without crossing edges.
The following important theorems ([Kur30], [Wag37]) provide a purely com-
binatorial characterisation of planar graphs. For more details and proofs we refer
to the textbook [Die10].
Theorem 2.12. (Kuratowski) A graph G is planar if and only if G does not
contain K5 nor K3,3 as a subdivision.
Theorem 2.13. (Wagner) A graph G is planar if and only if G does not
contain K5 nor K3,3 as a minor.
Definition 2.14. An (edge) maximal planar graph is called a triangulation.
This is because all the faces of a triangulation are triangles; if there is a face
that is not a triangle, we can add a diagonal as an edge.
7
3. Tutte's Wheel Theorem
In this chapter we will study the structure of 3-connected graphs. We will
show a theorem due to Tutte on the construction of 3-connected graphs.
We notice that if we have a 3-connected graph and add an edge to it, the
resulting graph continues to be 3-connected. Another operation that preserves
the property of being 3-connected is splitting a vertex of degree at least 4 in
a way that both the new vertices have degree at least 3 (as we remarked after
Definition 2.8).
For example, if we start with the graph on the left, by performing these
operations we can construct a cube.
split add edge split split
The famous Tutte’s Wheel Theorem [Tut61] says that we can construct every
3-connected graph, starting with a graph of a special type and performing the
mentioned operations. The special Tutte’s graphs are the wheels.
Definition 3.1. We say that a graph G is a wheel if it contains a vertex v such
that all the other vertices of G are neighbours of v and G  v is a cycle.
Wn
Theorem 3.2. (Tutte’s Wheel Theorem) Let G be a 3-connected graph.
Then G can be constructed from a wheel by a sequence of adding an edge and
splitting a vertex of degree at least 4, keeping all the intermediate graphs 3-
connected.
Sometimes (for example in [Die10]) the theorem is formulated in a slightly
different way. The construction of G starts with a K4 and we perform the
operation inverse to contraction, which, unlike our split, is allowed to attach a
neighbour of the split vertex to both newly created vertices. However, for our
purposes, the original formulation serves better, because it allows us to reduce
the number of cases to analyse. One might be tempted to say that the original
formulation is a trivial consequence of the alternative one, since the operation
can be simulated by a split followed by adding the extra edges in further steps;
however, the requirement of keeping the intermediate graphs 3-connected is not
trivial to satisfy.
A proof of the original version that can be found in Tutte’s book [Tut01] uses
so called virtual edges, a lot of specific terminology and is rather complicated.
We take an alternative approach using only the basic ideas.
8
Before we get to the proof, we present some useful definitions. The following
notions, especially the one of an essential edge, play the key role through the
proof.
Definition 3.3. We say that an edge e = xy is in a triangle if the vertices x
and y have a common neighbour.
Definition 3.4. We say that an edge e = xy is in a triad if at least one of the
vertices x and y has degree equal to 3.
Definition 3.5. Let G be a 3-connected graph. We say that an edge e of G is
essential if both of the following conditions hold:
 G  e is not 3-connected,
 either G/e is not 3-connected or e is in a triangle.
The deepest part of the proof where most of the work is done are Lemmas 3.6
and 3.7. They say that if every edge in a 3-connected graph is essential, then
every edge is both in a triangle and in a triad.
Lemma 3.6. Let G be a 3-connected graph and assume that every edge of G is
essential. Then every edge of G is in a triangle.
Proof. For contradiction suppose that there is an edge e = xy that is not in a
triangle. Since e is essential, neither G  e nor G/e is 3-connected.
From the conditions above it follows that in G  e there exists a 2-cut fs, tg.
Then, either the vertices x, s, t or y, s, t form a 3-cut in G. Without loss of
generality we assume that x, s, t form a 3-cut. The cut x, s, t divides G into
components C1, C2, . . . and without loss of generality we assume that y belongs
to C2. Since in G   e the vertices x and y are separated by the cut s, t, there
cannot be any edge between x and C2 other than e = xy.
t
s
x y
C1 C2
Now let us discuss G/e. Let ve be the vertex obtained by contracting the
edge e. The graphG/e is not 3-connected, so there is a 2-cut A in G/e. Moreover,
one of the vertices of A is necessary the vertex ve, because otherwise A would be
also a 2-cut in G, but G is 3-connected. Let z be the other vertex of A.
Since ve, z forms a 2-cut in G/e, the vertices x, y, z necessary form a 3-cut
in G. The cut x, y, z divides G in several components K1,K2, . . ..
Now we proceed by considering both 3-cuts and discussing they interfere.
More specifically, we take the cut x, s, t and the components that it forms and
we discuss several cases depending on the possible locations of the vertex z in
such a configuration.
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(i) The vertex z belongs to C2 [ fs, tg.
Without loss of generality assume that z is not t. Let H be the subgraph
of G obtained by removing the vertices x, s and all the vertices from C2. In other
words, H consists of all the Ci with i 6= 2 and t. We notice that H is connected.
Since H does not contain any of x, y, z, it belongs to a single component with
respect to the cut x, y, z, say to K1. Notice that s is either z or is also connected
to H ; in the latter case s belongs to K1 as well.
However, since x, y, z is a cut, the component K2 must contain some vertex v.
This v necessary belongs to the component C2nfy, zg, because everything else
belongs to K1. Now let us recall that e = xy is the only edge from x to C2.
This implies that there is no path between x and v that does not use neither of
the vertices y, s, t. However, since both s, t belong to K1 [ fzg, the vertices y, z
form a 2-cut in G, because they separate the vertices x and v. A contradiction,
since G is 3-connected.
(ii) The vertex z belongs to C1.
Since the components Ci with i > 2 do not contain any of the vertices x, y, z,
each of these Ci’s is contained in a single component with respect to the cut x, y, z
(not necessarily distinct for different Ci’s).
Let us consider the subgraph of G induced by s, t and the vertices of C1; we
call this subgraph H . We notice that H cannot belong to a single component
with respect to the cut x, y, z, because otherwise we can find a 2-cut in G using a
very similar argument as in (i). Moreover, since H contains neither x, nor y, the
graph Hnfzg is not connected. We therefore distinguish several cases depending
on which connected parts are contained in Hnfzg.
First, let us observe that s and t must belong to different components with
respect to the cut x, y, z. For contradiction suppose that they belong to the same
component, say K2. Since, the cut x, y, z leaves the subgraph H disconnected,
there exists some vertex v in the component C1nfzg that does not belong to K2.
However, x, s, t form a cut that separates y from C1nfzg, so every path between y
and v uses some of the vertices x, s, t. This implies that if the cut x, y, z sepa-
rates s, t from v, the 2-cut x, z also does. This contradicts the assumption that G
is 3-connected. Therefore, s and t belong to different components with respect
to the cut x, y, z. Without loss of generality, we assume that s belongs to K1
and t belongs to K2.
Now, we notice that the cut x, s, t cannot divide G into more than two com-
ponents, because the possible component C3 does not contain neither y nor z
which implies, the cut x, y, z leaves C3 together with the vertices s and t con-
nected. However, we observed that s and t belong to different components, so
the existence of a third component is not possible.
Let us also observe that the cut x, y, z cannot divide G into more than
two components Ki. Since we assumed that s belongs to K1 and t belongs
to K2, the possible component K3 cannot contain elements both from C1nfzg
and from C2nfyg at the same time, because it would not be connected. However,
if K3 does not contain any element from C1nfzg, it is not connected to y, and
the vertices x, z would form a 2-cut in G. Similarly, if K3 does not contain any
10
element from C2nfyg, the vertices x, y would form a 2-cut in G. This contradicts
the assumption that G is 3-connected.
t
s
x y
z
K1
K2
Now we will distinguish two cases depending on whether the whole com-
ponent C1nfzg is contained in one of the components Ki, say K1, or a part
of C1nfzg is contained in K2.
(ii.a) The whole component C1nfzg is contained in K1.
The vertex x has to be connected to K2 with respect to the cut x, y, z.
However, K2 does not contain any element of C1 nor s and we recall that there
cannot be any edge between x and any vertex of C2nfyg. This leaves the edge xt
as the only possibility to connect x to the component K2.
There also has to be a path between y and t, however it cannot be the trivial
path because we supposed that e = xy is not in a triangle and we already know
that xt must be an edge. Thus, the component K2nftg is not empty. We notice
that the connection of K2 to both x and z uses t. Therefore, y, t form a 2-cut
in G, because they separate K2nftg from K1. Again a contradiction.
(ii.b) A part of component C1nfzg is contained in K2.
Let us denote C1a a part of C1nfzg that is contained in K1 and C1b a part
that is contained in K2. We recall that s belongs to K1 and t belongs to K2.
Because x, y, z is a minimal cut, there must be a path from y to s that uses
neither x nor z. Notice that if there exists such a path that is non-trivial, then
we can find a 2-cut in G. For example, if there is a path containing an internal
vertex v, then all the paths from v to the vertices x and z use either s or y.
Therefore, s, y form a 2-cut in G. Analogously, there exists a unique path from y
to t, namely the trivial one. Thus, both sy and ty are edges in G and the
component C2 cannot contain any other vertex than y.
Since we supposed that xy is not in a triangle, neither xt nor xs can be an
edge in G. We also notice that neither st can be an edge, because s and t belong
to different components Ki. Therefore, the edge sy is not in a triangle.
11
ts
x y
z
C1a
C1b
Now it is a good moment to stress that the knowledge that e = xy is not in
a triangle implied that G/e is not 3-connected, and so we knew that there was
a 3-cut in G containing both vertices x, y. We realize that we discussed all the
possibilities of what G can look like with respect to the cuts x, s, t and x, y, z
and, so far, we discarded all possibilities with the exception of the last one. In
this last possibility, the cut x, s, t separates only y from C1, which is the rest
of G; at the same time x, y, z separates s and a part of C1 from t and the rest
of C1.
Now, we realize that we can repeat the same argument, but instead of e = xy
we take the edge f = sy. We can do so, as we have shown that sy cannot be
in a triangle. Hence, s, y together with some z′ form a 3-cut in G that divides
the component C1 into two parts H1,H2 and either of these parts is connected
to one of x and t. Without loss of generality, assume that x is connected to H1
and t is connected to H2.
t
s
x y
z
H1
H2
We notice that since neither of xt, xs, st is an edge, neither of the C1a, C1b,
H1, H2 can be empty. Since z
′ necessarily belongs to C1, it must belong either
to C1a, C1b or it can be z. We proceed by discussing these possibilities.
First we notice that z′ = z is not possible, because it would mean that C1b is
either H1 or H2, but that is not possible, since C1b is not connected to s, while
both Hi are. Also, z
′ cannot belong to C1a, because then the cut s, y, z′ would
leave the whole C1b together with z, x and t connected. However, that is not
possible, because the cut s, y, z′ separates x from t.
Finally, z′ cannot belong to C1b. In this case, the cut s, y, z′ would leave the
whole C1a together with x and z in one piece. Since x is assumed to be connected
to H1 and not to H2, C1a must be contained in H1. But then, H2 would not be
connected to s, which is not possible.
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Therefore, there is no way where to place the vertex z′. It means that neither
this last case can occur and since we discarded all the other cases, we arrive to
a contradiction that concludes the proof.
Lemma 3.7. Let G be a 3-connected graph and assume every edge of G is
essential. Then every edge of G is in a triad.
Proof. By Lemma 3.6 every edge of G is in a triangle. In other words, every
edge of G is in a triangle and G with any edge deleted is not 3-connected. We
want to see that these conditions imply that every edge of G is in a triad. For
contradiction suppose that there exists an edge e = xy that is not in a triad.
Since G   e is not 3-connected, there exists a 2-cut A = ft, ug in G   e.
Observe that this cut leaves x and y in different components, say x belongs
to C1 and y belongs to C2. There cannot be any other components, because
otherwise A would be a 2-cut in G.
Since we supposed that e is not in a triad and G is 3-connected, the degrees
of both x and y are at least 4 in G and at least 3 in G   e. We notice that x
has no neighbours in C2, and similarly y has no neighbours in C1. Therefore, x
has at least one neighbour in C1 and y has at least one neighbour in C2. This
implies that neither C1nfxg nor C2nfyg cannot be empty.
This also implies that both the sets t, u, x and t, u, y form 3-cuts in G, because
both separate C1nfxg form C2nfyg. The cut t, u, x separates C1nfxg from the
rest of G and there must be a path between t and u with all internal vertices
in C1nfxg. Similarly, considering the cut t, u, y, there must be a path between t
and u with all internal vertices in C2nfyg. Therefore, there are two disjoint paths
between t and u that use neither x nor y. We will remember the existence of
these paths for a later use.
Since every edge is in a triangle, e belongs to some triangle. However, the
only vertices that x and y can have in common are t or u. Without loss of
generality we can assume that x, y, t forms a triangle.
u
t
x y
C1nfxg C2nfyg
Now we focus at the edge f = tx. The graph G   f is not 3-connected, so
there are two vertices r, s that form a cut B in G  f . The cut B leaves t and x
in different components of G  f , let us say that t belongs to K1 and x belongs
to K2. Again, we notice that there are no edges from t to K2 neither from x
to K1. However, y is a common neighbour of t and x, so y must be one of the
vertices of the cut B. Without loss of generality, let r be the vertex y.
We recall that the degree of x is at least 4 inG, so x has at least one neighbour
in K2, let us denote it o. Therefore, x, y, s form a cut in G, because it separates o
from t. Since o belongs to some component with respect to the cut x, y, s, there
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must be a path Q in K2 from y to o that contains neither x nor s. The path Q
also cannot contain t, since it is in K1. However, the cut x, t, u separates o and y
into different components. Furthermore, the path Q does not contain x, t, so it
must contain u. This implies that u also has to be in K2.
However, it means that the cut x, y, s separates t from u. Thus, there cannot
be more than one disjoint path from t to u that avoid x and y. However, we
recall that earlier we found two such disjoint paths. Therefore, we obtain a
contradiction, so every edge of G must be in a triad.
Now we are almost prepared to prove Tutte’s Wheel Theorem, the last miss-
ing ingredient is provided by the following lemma.
Lemma 3.8. Let G be a 3-connected graph and let every edge of G be essential.
Then, the graph G is a wheel.
Proof. By Lemmas 3.6 and 3.7 every edge of G is both in a triangle and in a
triad.
z
x = s0 y = s−1
r = sk
s1
sk−1
Let e = xy be an edge of G. Since it is in a triangle, there exists a vertex z
that is a common neighbour of both x and y. The edge e also is in a triad, so
without loss of generality, let y be the vertex of degree 3. Let r be the only other
neighbour of y. Since yr is in a triangle and there is no other possible neighbour
of y, either rx or rz is an edge in G. Without loss of generality, let rz be the
edge. The edge rz is in a triad, so at least one of its end vertices has degree 3.
First, let us discuss the case when the degree of z is 3. This means that
both y and z cannot have any other neighbour than x, r and each other. But
then, G cannot contain any other vertex v, because otherwise r and x would
form a 2-cut that separates y and z from v. This together with the fact that G
is 3-connected gives us that xr is also an edge and G is necessarily K4, which in
fact is the wheel W3.
Now, let us discuss the case when z is not of degree 3. This forces both r
and x to have degree 3. Since G is 3-connected, z has at least one other neighbour,
let us say s, and for the same reason, there must be at least 3 vertex disjoint
paths between s and y. However, since the only neighbours of y are x, r and z,
each of these paths has to use exactly one of them. This implies that there is
a path P from x to r via s that does use z. Let us denote the vertices of P
as s0 = x, s1, s2, . . . , sk = r and let us set s−1 = y.
Now observe that all the vertices si of the path P have to be neighbours
of z and therefore they have to be of degree 3. We proceed by induction. The
base case is formed by the vertex s0 = x, since it is a neighbour of z and it has
degree 3. As the induction step, we suppose that si has the properties and we
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want to see that si+1 also has them. If si has the properties, the vertices si−1, z
and si+1 are the only neighbours of si. Moreover, the edge sisi+1 is in a triangle,
and the only possibility is that si+1z is an edge in G. This implies that si+1 also
has the desired properties. We remark that when we are dealing with sk = r,
everything fits in, since we have already seen that r has the properties.
We observe that G cannot contain any other vertex than the vertices and
edges that we have just discussed. Otherwise, z would form a cut, because it is
the only vertex that has not yet saturated the maximum degree allowed for it.
Then G is indeed a wheel: z is the central vertex, the vertices s0 = x, s1, . . . , sk =
r, y form a cycle and all of them are neighbours of z.
Now we are ready to put everything together and prove Wheel Theorem.
Proof. (Of Theorem 3.2) Let a 3-connected graph G be a counterexample with
minimal number of edges. There must be some edge e = xy that is not essential,
because otherwise Lemma 3.8 gives us directly that G is a wheel. This means that
either G  e is 3-connected, or that e is not in a triangle and G/e is 3-connected.
In the latter case, let vxy denote the vertex obtained by the contraction of e.
Notice that vxy has degree at least 4, because both x and y have degree at
least 3 and they have no neighbour in common.
Now, this means that we can obtain the graph G either from G e by adding
the edge e or from G/e by splitting a vertex vxy . Since we supposed G to be a
minimal counterexample, the graphs G e and G/e can both be obtained from a
wheel. Therefore, also G can be obtained from a wheel by a sequence of adding
an edge and splitting a vertex, which contradicts that G is a counterexample.
15
4. Characterisations by forbidden minors
In this chapter we discuss some classes of graphs obtained by forbidding a
certain graph as a minor. More specifically, we describe the maximal graphs in
the classes Ex(K4 =W3), Ex(W4), Ex(P ) and Ex(W5). Recall that by a maximal
graph we mean an edge maximal graph with respect to a certain property, in this
text it is usually the property of not containing a specified graph as a minor.
First, let us define the following constructions.
Definition 4.1. Let G,H be two graphs. We say that a graph F is a k-sum of G
and H if F can be obtained by joining G and H by identifying a Kk subgraph
of G with a Kk subgraph of H . We remark that all the edges of the Kk continue
to be present in F .
1-sum 2-sum
3-sum
Definition 4.2. Let L = fL1, L2, . . .g be a set of graphs. We say that a graphM
can be obtained as an iterated k-sum of the graphs from L if we can construct M
as Mj for some j using the following construction. We start with M0 being a
copy of one of the graphs in L. Then we obtain Mi as a k-sum of Mi−1 and
a copy of one of the graphs in L. In other words, we can visualise graph M ,
obtained as an iterated k-sum of the graphs from L, as a tree structure whose
vertices are copies of a graphs in the set L and edges are the connections by
k-sums. With this visualisation in mind we can state the following definition.
Definition 4.3. LetM be a graph obtained as an iterated k-sum of graphs from
some set L. In some step we added a graph A, a copy of the graph Li from L,
and in another step we added a graph B, a copy of the graph Lj from L. We
say that graphs A,B are directly joined by a k-sum if they share a Kk.
Since we want to describe all the maximal graphs of several different classes
defined by a forbidden minor, we find it useful to state and prove the following
lemma.
Lemma 4.4. (Constructing lemma) Let G be a 3-connected graph and
let L = fH1,H2, . . .g be the set of all maximal 3-connected graphs in Ex(G).
Then the maximal graphs in Ex(G) are exactly K1,K2,K3 and the graphs that
are iterated 2-sums of graphs from L with the condition that:
(*) the graph Hi cannot be directly joined by a 2-sum to the graph Hj if the
2-sum of Hi and Hj is a subgraph of a graph in L.
Proof.
First we prove that a 2-connected graph F constructed in the requested way
does not contain G as a minor and is maximal with respect to this property.
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Let F be a graph that we create as iterated 2-sum of the graphs from L so that
it satisfies the condition (). We observe that F does not contain G as a minor.
For contradiction suppose the contrary. We proceed by induction on the number
of 3-connected components. Since κ(F ) = 2, there exist a 2-cut, and since G is
3-connected, it cannot occur across the cut, so at least one of the bridges has to
contain G as a minor. We apply induction on such a bridge. We continue until
we arrive at the base case of a 3-connected bridge. Because of the construction,
it has to be one of the graphs in L. But the graphs in L belong to Ex(G), so we
have a contradiction. Therefore F belongs to Ex(G).
Now we want to see that F is maximal without G. For contradiction suppose
that there exist an edge e = xy so that F +e belongs to Ex(G). Since the graphs
from L are already maximal, e cannot be contained in a single one of them,
therefore e has span over some cut (2-sum). Let u, v be the vertices of this cut.
As we already know, they share an edge. The cut u, v defines bridges in F .
Let Bx, By be the bridges that contain x, y respectively. Now, let Fx be a copy
of a graph from the set L that contains the vertices u, v and is contained in the
bridge Bx. We define Fy similarly. Thus, Fx and Fy are directly joined by a
2-sum (vertices u, v) and their bridges are connected by e.
Now we take the graph F+e, contract the bridges Bx, By to obtain just Fx, Fy
respectively and we contract all other bridges just to the edge uv. So, we obtain
a graph F ′ that is a 2-sum of Fx and Fy together with e that now goes from Fx
to Fy (x was contracted to some vertex of Fx and similarly for y). We can see
that F ′ is a 3-connected graph. Since Fx, Fy are directly joined by a 2-sum, they
have to satisfy the condition (). Therefore, this 2-sum of Fx, Fy cannot be a
minor for any of the graphs in the set L and so neither the graph F ′ can be such
a minor. However, this necessary implies that F ′ contains a graph G as a minor.
And since F ′ has been obtained from F + e by contractions, the graph F + e
also contains G as a minor and we arrive to a contradiction and the graph F is
maximal without G.
Now let us see that every maximal graph in Ex(G) can indeed be constructed
as described in the statement of the lemma.
Note that we consider that the graphs from the set L are obtained as a
special case of iterated 2-sum (0 times iterated). Since the set L gives us all
the 3-connected maximal graphs, it remains only to discuss the graphs with
connectivity less than 3.
Non-connected graphs.
Let F be a non-connected graph from Ex(G). Let F1 6= F2 be some of the
connected components of F . To show that F is not maximal (without G), let F ′
be a graph F to which we add any edge e connecting the components F1 and F2.
Since F does not contain G as a minor, neither do any of its components, in
particular, any of the components F1 and F2. So the only possibility for G to
arise in the graph F ′ is across the two components F1 and F2, using e. However,
this is impossible, because every minor of F ′ that uses e is at most 1-connected
or one of the F1, F2 is contracted to a single vertex. So, the graph F
′ also belongs
to Ex(G) and therefore the graph F is not maximal.
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Graphs with connectivity 1.
Now, let F be a graph with κ(F ) = 1, and let v be a cut vertex and F1, F2 be
two of the bridges defined by v. Since F does not contain G as a minor, neither
do the bridges F1 and F2. Let u1, u2 be neighbours of v in F1, F2 respectively.
We consider the graph F ′ that is obtained from F by adding the edge e =
(u1, u2). Once more, the only possibility for the graph G to emerge in F
′ is using
the newly added edge e. However, every minor that uses e is at most 2-connected
or it has one of the bridges F1, F2 contracted to a single edge f1 = (v, u2)
or f2 = (v, u1) respectively. Since both of the edges f1 and f2 are already
present in the graph F , the graph G cannot arise in the graph F ′. Therefore,
the graph F is not maximal.
Graphs with connectivity 2.
We are left to discuss the case of a maximal graph with connectivity 2 that
does not contain G as a minor. Let F be such a graph and let u, v be the vertices
of some 2-cut.
Let us see that there must be an edge between the vertices u and v. For
contradiction suppose that there is not. Let B be an arbitrary bridge defined by
the vertices u, v. Since F does not contain G as a minor, neither does the graph
obtained from F by contracting all bridges except B. However, the graph F  B
contains at least one connected component that is connected to both u and v
(otherwise F would not be 2-connected) and by contracting this component we
will obtain the edge uv. So, by this contraction we obtain a bridge B with an
edge e added between u and v and B+e does not contain G as a minor. Since this
is true for all bridges B defined by the vertices u, v and since G is 3-connected
and it is impossible to find it across the cut, we can add the edge e to the graph F
and the minor G still does not occur. Therefore, there is an edge between every
two vertices u, v that form a cut.
We show that every maximal graph F in Ex(G) can be constructed as iterated
2-sum of graphs from the set L. We prove it by induction on the number of 3-
connected components. Since F is 2-connected, there is some cut u, v and, as we
just proved, there is an edge between u and v. Therefore, the graph F can be
obtained as 2-sum of the bridges defined by the cut u, v. We apply induction on
the bridges. The induction stops when there is no 2-cut, which means when we
reach a 3-connected graph. Since we have all the maximal 3-connected graphs
in the set L, the obtained 3-connected graph must be one of them (otherwise F
would either contain G or cannot be maximal). Therefore, every 2-connected
maximal graph in Ex(G) can be constructed this way.
In each of the following subsections we deal with some graph G as a forbidden
minor and we describe the graphs in the class Ex(G). First there is a lemma that
gives all the maximal 3-connected graphs in Ex(G) and then we present a theorem
describing all the maximal graphs in Ex(G).
Specifically, we give a characterisation of
 Ex(W4), where W4 is a wheel with 4 vertices on the circumference;
 Ex(K5   e), where K5   e is a complete graph on 5 vertices with one edge
removed;
18
 Ex(P ), where P is a triangular prism;
 Ex(W5), where W5 is a wheel with 5 vertices on the circumference; in this
case we give the exposition in less detail.
W4 K5   e P W5
These results are due to R. Halin (see the book [Die90]).
4.1. Graphs without a W
4
minor
Lemma 4.5. The only maximal 3-connected graph in Ex(W4) is W3 = K4.
W3 = K4W4
Forbidden minor
Proof. Suppose that F is another 3-connected graph in Ex(W4). Since F is
3-connected, by Tutte’s Wheel Theorem, we can obtain F from some wheel by
a series of splitting a vertex of degree at least 4 and adding an edge. However,
we cannot obtain F from any wheel Wk where k  4, since every such wheel Wk
contains W4 as a minor.
Therefore, we have to obtain F from W3. However, since all the vertices
ofW3 have degree 3, we cannot perform any splitting, and sinceW3 is a complete
graph, we cannot add any edge. Therefore, no 3-connected graph that does not
contain W4 other than W3 can be formed.
Theorem 4.6. The maximal graphs in the class Ex(W4) are K1, K2, K3 and
all the graphs that can be obtained as an iterated 2-sum of W3 = K4.
Proof. Follows directly from Lemma 4.5 using the Constructing Lemma 4.4.
4.2. Graphs without a K
5
  e minor
Lemma 4.7. The only maximal 3-connected graphs in Ex(K5   e) are P , K3,3
and fWngn≥3.
K5   e
Forbidden minor
P K3,3 W3 = K4 Wn
Proof. First let us see that the graphs P , K3,3 and fWngn≥3 are maximal
without K5   e minor. First we notice that by adding an arbitrary edge to W4,
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we we get exactly K5 e. It follows that by adding an edge to a wheelWn, n > 4,
we obtain a graph that contains a K5 e minor as well. Also, we cannot add any
edge to W3, because it is a complete graph. Therefore, all the wheels fWngn≥3
are maximal.
Now we observe that both graphs P and K3,3 are also maximal. By adding
an edge to P or to K3,3 we obtain graphs that are shown in the following figure.
K3,3 + eP + e
5
1
6
2
3 4
5
1
6
2
3 4
By contracting the vertices 5 and 6 of P + e we obtain K5   e. Also, by
contracting the vertices 2 and 6 of K3,3 + e we obtain K5   e. Since all the
missing edges of P are equivalent (that is, for any ab, cd /2 E(P ) there exists
an isomorphism of P that maps the vertices a, b to the vertices c, d), this works
for adding any of the missing edges. Also, all the missing edges of K3,3 are
equivalent, so it works for adding any of them. Therefore, both graphs P andK3,3
are maximal.
Now, for contradiction, suppose that F is a maximal 3-connected graph
in Ex(G) and F is not one of the graphs P , K3,3 and fWngn≥3. Since F is
3-connected we can obtain F from some wheel.
Since every wheel is maximal without K5   e minor, in order to obtain F
from a wheel we have to start by splitting some vertex.
W3 = K4 W4 W5 Wn
split
P K3,3
Diagram of the performed splitting
Since W3 has no vertex of degree more than 3, we cannot perform any split-
ting on it.
The graph W4 has one vertex of degree 4 and we have two possibilities how
to split it. In doing so we obtain either P or K3,3. Since all the vertices of
the graphs P and K3,3 have degree 3, we cannot continue by splitting a vertex.
However, neither we can continue by adding an edge, because both graphs P
and K3,3 are maximal without K5   e minor.
Finally, assume that we can obtain F from a wheel Wn with n  5. The
wheel Wn has only one vertex of degree greater than 3, we denote it by v, and
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we observe that by splitting v we obtain a graph that contains K5   e as a
minor. We split the vertex v into two vertices a, b; let a be the one that has
fewer neighbours in the rest of the wheel. We denote a1, a2, . . . the neighbours
of a and b1, b2, . . . the neighbours of b. Since the connectivity is at least 3, a has
at least 2 neighbours in the circumference of the wheel and b has at least 3.
We observe that there exist at least two pairs ai, bj and ai′ , bj′ , ai 6= ai′, bj 6=
bj′ , such that the vertices in the pair are neighbours. To see this, we distinguish
two cases depending on whether the vertices bi form a unique contiguous block
or whether they are divided into more blocks by ai’s. In the case of a unique
contiguous block of bi’s, since there are at least 3 bi, the first one is distinct from
the last one in the block, let us denote them by bj and bj′ . Since there are at
least 2 ai, the neighbour ai of bj is distinct from the neighbour ai′ of bj′ and we
obtain the two pairs as desired. Now, if there are at least two contiguous blocs
of bi’s, the last bi in the first block, bj , is distinct from the last one in the second
block, bj′ , and both of them are followed by distinct ai’s. Thus, we again obtain
the two pairs as desired.
Wn after split
ba
ai
bj′ ai′
bj
bk
Let bk be another neighbour of b, different from the vertices bj , bj′ . Now we
can find a K5   e minor as follows. We delete all the edges incident with the
vertices a and b with the exception of ab, aai, aai′ , bbj , bbj′ and bbk. We contract
the edges aibj and ai′bj′ . By this we get a subdivision of K5   e and we can
contract it easily to obtain a K5   e.
Theorem 4.8. The maximal graphs in the class Ex(K5 e) are K1, K2, K3 and
all the graphs that can be obtained as an iterated 2-sum of P , K3,3 and fWngn≥3.
Proof. Lemma 4.7 gives us the list L = fP,K3,3g [ fWng for n  3 of all
maximal 3-connected graphs in Ex(K5   e). We notice that all the graphs in L
have only vertices of degree at least 3, so every 2-sum of two graphs of L contains
at least two vertices of degree at least 5. However, there is no graph with two
vertices of degree at least 5 in L.
Therefore, no 2-sum of graphs in L is a subgraph of another graph in L and
we use the Constructing Lemma 4.4 to obtain the conclusion of the theorem.
4.3. Graphs without a P minor
In the following proof, we are given a graph G and we perform an exhaustive
search of all possible 3-connected graphs in Ex(G). We start with a wheel Wk
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and we search by a series of splitting a vertex of degree at least 4 and adding an
edge in order to find all the maximal graphs in Ex(G).
However, as we want to decrease the amount of cases to discuss, we present
the following observations that help us to determine an order of exploration of
the graphs so that we can discard some search branches because they lead to
graphs already explored.
Observation 4.9. Let F be a graph containing at least one vertex of degree at
least 4. Let G be a graph obtained from F by adding some edge e = xy /2 E(F ).
Then
(i) every H obtained from G by splitting a vertex v such that v 6= x and v 6= y;
(i’) every H obtained from G by splitting a vertex x whenever in G exists a
vertex v 6= x, v 6= y that is equivalent to x;
(ii) every H obtained from G by splitting a vertex x into x1 and x2 in a way
that the new neighbour xi of the vertex y in H has degree at least 4;
(ii’) every H obtained from G by splitting a vertex x into x1 and x2 whenever
in G exists a neighbour v 6= y of x that is equivalent to y such that the new
neighbour xi of v in H has degree at least 4;
can be obtained from F by splitting the vertex v first and adding a suitable edge
afterwards.
Furthermore, in all of the above cases the roles of x and y can be interchanged.
Now let us suppose that we obtained a graph G2 from a graph G1 by a
series of splitting a vertex and adding an edge. We denote S0 the sequence of
graphs H0 = G1,H1,H2, . . . ,Hk = G2 that leads from G1 to G2, that is, a
graph Hi is obtained from a graph Hi−1 either by splitting some vertex or by
adding an edge.
We repeatedly apply Observation 4.9 to the sequence S0. In each step we
obtain a new sequence of graphs Si from the sequence Si−1 by changing the order
of some operations of splitting a vertex and adding an edge. We continue until
we obtain a sequence Sn, the sequence of graphs H
′
0 = G1,H
′
1,H
′
2, . . . ,H
′
k = G2,
such that we cannot apply Observation 4.9 on it. We call the sequence Sn
normalised sequence and observe that it has the following properties:
(1) Every H ′i can be obtained from H ′i−1 either by splitting some vertex or by
adding an edge.
(2) Let a graph H ′i be obtained from H ′i−1 by adding an edge e = xy /2 E(H ′i−1),
then
(I) H ′i+1 cannot be obtained from H ′i by splitting a vertex v such that v 6= x
and v 6= y;
(I’) H ′i+1 cannot be obtained from H ′i by splitting a vertex x whenever in H ′i
exists a vertex v 6= x, v 6= y that is equivalent to x;
(II) H ′i+1 cannot be obtained from H ′i by splitting a vertex x into x1 and x2
in a way that the new neighbour xi of the vertex y in H
′
i+1 has degree
greater than 3 (without loss of generality the roles of the vertices x and y
can be interchanged);
(II’) H ′i+1 cannot be obtained from H ′i by splitting a vertex x into x1 and x2
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whenever in H ′i exists a neighbour v 6= y of x that is equivalent to y and
the new neighbour xi of v in H
′
i+1 has degree greater than 3.
We observe that for every two graphs G1, G2 such that there exists a se-
quence S0 that leads from G1 to G2 we can construct a normalised sequence S
that leads from G1 to G2.
In particular, if a counterexample F is constructed from Wk by a series of
operations giving a sequence of graphs, we can without loss of generality assume
that this sequence is normalised.
Therefore, we explore the graphs always performing splitting vertices first
and then adding edges. Normally, after adding an edge we cannot perform sev-
eral possible splittings, because we have already explored the resulting graphs.
Sometimes, we can only proceed by adding an edge, even though there are several
vertices of degree greater than 4.
Lemma 4.10. The only maximal 3-connected graphs in Ex(P ) are K4 = W3,
K5, fWngn≥5 and K3 Kn.
P
Forbidden minor
W3 = K4 K5 W5 Wn K3 K3 K3 Kn
e
a
f
b
c d
Proof. First notice that all the graphs in question are indeed 3-connected.
Then, let us see that the graphs K4 = W3, K5, fWngn≥5 and fK3  Kngn≥3
are maximal without P minor. Since K4 and K5 do not contain enough ver-
tices they cannot contain P as a minor and their maximality follows from their
completeness.
Now let us see that the graph Wk, k  5 is maximal, that is, by adding
any edge we get a P minor. Let v be the vertex with degree k. Suppose that
Wk is not maximal and we can add an edge e = ab. Neither a nor b is the
vertex v since v was already connected to all of the remaining vertices. In the
graphWk v, there are two disjoint paths between the vertices a and b, the shorter
one containing at least one intermediate vertex c, the longer one containing at
least two intermediate vertices d, e. Now in the graph Wk + e we can easily
find a subdivision of P defined by the vertices d, a, v, c, e, b and the edges or
paths Pde, dv, Pda, ve, vc, Pac, e = ab, Pcb, Peb. Therefore, Wk + e contains also a
minor of P .
v
d
e
b
c
a
To see that fWngn≥5 belong to Ex(P ) we notice that P contains two disjoint
cycles. However, every cycle of a graphWk, k  5 either contains the vertex v or is
formed by all the other vertices. Therefore, every two cycles of a graphWk, k  5
intersect and it cannot contain the P minor.
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Now let us see that the graph K3 Kk, k  3 is maximal. Let a, b, c denote
the three vertices that are connected to all other vertices including to each other
and let v1, v2, . . . , vn denote the remaining vertices. Now suppose that K3 Kk
is not maximal and we can add an edge e without obtaining a P minor. Since all
the edges that are not present in K3Kk are equivalent, let e be v1v2. However,
now we can find P as a subgraph defined by the vertices a, v1, vk, c, b, v2 and
the edges ab, avk , av1, vkb, vkc, v1c, e = v1v2, cv2, bv2. Therefore, K3  Kk + e
contains P as a minor.
c
b
a
vk
v2
v1
e
Let us see that the graphs fK3Kngn  3 belong to Ex(P ). As we already
mentioned, P contains two disjoint cycles. However, every cycle of odd length
in K3  Kk contains at least one of the edges fab, bc, acg and every cycle of
even length contains at least two vertices of fa, b, cg. Therefore, every two cycles
in K3Kk share at least one of the vertices a, b, c and there are no two disjoint
cycles in K3 Kk and the minor P cannot be found.
Thus so far, we proved that the graphs K4 =W3, K5, fWngn≥5 andK3Kn
are maximal 3-connected without a P minor and we want to see that there is no
other one. For contradiction, suppose that F is another maximal 3-connected
graph without a P minor. Since F is 3-connected, by Tutte Wheel Theorem we
can obtain F from some wheel.
Since K4 =W3 has no vertex of degree more than 3, we cannot perform any
splitting on it. Also, we cannot add any edge to it.
Now suppose that we can obtain F from W4. Suppose that the sequence
of graphs that leads from W4 to F is a normalised sequence. Let G denote the
graph W4 and G subscripted by Greek letters the graphs obtained from G by the
operations.
The graph G = W4 has one vertex of degree 4 and we have two possibilities
of how to split it. By doing so we obtain either Gα = P or Gβ = K3,3. We get
the graph Gγ = K5   e by adding an edge to G.
G =W4 Gα = P Gβ = K3,3 Gγ = K5   e
The graph Gα is the excluded minor. Thus, we continue exploring the
graph Gβ and later we will come back to Gγ . Since all the vertices of Gβ = K3,3
have degree 3 we cannot perform any splitting. By adding an edge to Gβ we can
obtain only the graph Gβα = K3,3+e, because all the edges that are not present
in Gβ are equivalent.
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We now continue by exploring a more general graph G∗βα instead of Gβα.
By G∗βα we denote the graph K3,n + e, where e is an edge between two vertices
in the smaller partition. In addition we suppose that the graph G∗βα was obtained
from the previous exploration and that the last operation is adding the edge e.
Notice that since Gβα is a special case of G
∗
βα, we do not loose any cases by
exploring the latter one.
Let us denote the vertices of G∗βα as follows. We call a and b the end vertices
of the edge e and c the only vertex that is not connected to them. We will
call v1, v2, . . . , vn(n  3) the remaining vertices.
First, let us see that there is only one way in which we can split a vertex
of G∗βα. As we supposed that G
∗
βα was obtained by adding the edge e = ab, by
normality of the explored sequence, we cannot continue by splitting any vertex
other than a or b. However, the vertices a and b are equivalent, so let us split a
into a1 and a2. Let a1 be the new neighbour of the vertex b. Thus, because of
normality and in order to preserve the 3-connectivity, the degree of a1 has to be
exactly 3.
Since a1 and a2 share an edge, a1 has to be adjacent to exactly one of
the vertices v1, v2, . . . , vn, without loss of generality to v1, and the vertex a2 is
adjacent to the remaining vertices v2, . . . , vn. Therefore, there is no other way
to split G∗βα. Let us denote G∗βαα the graph obtained by the described splitting.
Second, since there are two types of edges that are not present in G∗βα we
can obtain two different graphs by adding an edge to it. Let us denote G∗βαβ a
graph obtained by adding an edge between vi and vj , without loss of generality
between v1 and v2. We denote G
∗
βαγ the graph obtained by adding either bc
or ac, without loss of generality bc.
G∗βαα G
∗
βαβ G
∗
βαγ
n  3
c
b
a2
a1
vn
v2
v1
vn
v2
v1
c
b
a
vn
v2
v1
c
b
a
Now we observe that G∗βαα and G∗βαβ contain P as a minor. We find a P
minor in G∗βαα as follows. We contract the vertex c with the vertex v2 and
the graph P is defined by the vertices a1, a2, v1, vcv2 , b, v3 and the corresponding
edges. In the graph G∗βαβ the minor P is defined by the vertices a1, v1, v3, c, b, v2
and the corresponding edges. Therefore, we can continue only by exploring the
possibilities leading from G∗βαγ .
We observe that there is only one possible split we can perform. Since the
last operation was adding the edge bc, we cannot split any other vertex than b
or c. However, the vertices a and c are equivalent and if we cannot split a, neither
can we split c. Thus, let us split the vertex b into b1 and b2 and without loss of
generality, let b2 be the vertex with a larger degree. Since the degree of b was at
least 5, the degree of b2 is at least 4. Therefore, by normality, the vertex c cannot
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be connected to b2, and because of the equivalence neither can a be connected
to b2. Thus, both the vertices a and c have to be connected to b1 and it has to
have degree exactly 3. This implies that all the vertices v1, v2, . . . , vn have to
be connected to b2. Therefore, let us denote G
∗
βαγα = K3,n+1 the only possible
graph obtained by splitting G∗βαγ .
We notice that the only edge we can add to the graph G∗βαγ is the edge ac,
because otherwise P appears as a minor. Let us denoteG∗βαγβ the graph obtained
by adding the edge ac to G∗βαγ .
In this case we first deal with the graph G∗βαγβ. Since the last operation was
adding the edge ac and now the vertices a, b and c are equivalent, by normality,
we cannot perform any split on G∗βαγβ . Neither we can continue by adding an
edge, because the graph G∗βαγβ = K3 Kn is maximal.
Therefore, we can only proceed further with the graph G∗βαγα = K3,n, n 
4. In the following, let us call a, b and c the vertices of the smaller partition
and v1, v2, . . . , vn, n  4 the remaining vertices.
First we discuss its splitting. The three vertices that have degrees at least
4 are equivalent, so let us split the vertex a into a1 and a2. The split vertex a
was adjacent only to v1, v2, . . . , vn. The way how these vertices are divided as
the neighbours of a1 and a2 determines the graph obtained by splitting. Even
though we can obtain several different graphs by splitting a, we observe that
all of them have the property that both a1 and a2 have at least two neighbours
among v1, v2, . . . , vn, without loss of generality, let v1, v2 be the neighbours of a1
and v3, v4 of a2. Since we will soon see that this knowledge is enough to find a P
minor in the graph obtained by this splitting, let G∗βαγαα denote all the graphs
obtained from G∗βαγα by splitting the vertex a.
Now we discuss adding edges to G∗βαγα. There are two types of edges that are
not present in G∗βαγα, so we can obtain two different graphs by adding an edge
to it. We denote G∗βαγαβ a graph obtained by adding an edge between vi and vj ,
without loss of generality between v1 and v2. Let us denote G
∗
βαγαγ a graph
obtained by adding one of the edges fab, bc, acg, without loss of generality ab.
G∗βαγαα G
∗
βαγαβ G
∗
βαγαγ
n  4
c
b
a2
a1
vn
v4
v3
v2
v1
c
b
a
vn
v3
v2
v1
c
b
a
vn
v3
v2
v1
We observe that G∗βαγαα and G∗βαγαβ both contain P as a minor. In order
to find a P minor in G∗βαγαα we contract b with v1 and c with v3. Then the
minor P is defined by the vertices vbv1 , v4, a1, a2, v2, vcv3 and the corresponding
edges. In G∗βαγαβ we contract vn with a and the minor P is defined by the
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vertices vavn , v1, v3, c, b, v2 and the corresponding edges.
Thus, we can only continue by exploring G∗βαγαγ . However, we notice
that G∗βαγαγ is in fact G∗βα with the only difference that the latter one has one
vertex vi less. Also notice that we explored all the possibilities leading from the
graphG∗βα and the only maximal graph we found on the way isG∗βαγβ = K3Kn.
Therefore, if we proceed by exploring G∗βαγαγ , the only maximal graphs we will
find will be K3 Kn with increasing n.
This concludes the exploration of the possibilities leading from Gβ = K3,3
and we now discuss the graphs that can be obtained from Gγ = K5   e.
We recall that the last operation to obtain Gγ was adding an edge. Together
with the fact that the three vertices of degree 4 are equivalent it gives us that we
cannot perform any splitting. Therefore, as the next operation we can only add
the remaining missing edge and obtain Gγα = K5. However, we cannot perform
any splitting on the graph Gγα = K5 and because of maximality we neither can
add any edge.
By this we exhausted all the possible graphs without a P minor that can be
obtained from W4 by a series of splitting a vertex and adding an edge and we
did not find any possible candidate for the graph F .
Finally, assume that we can obtain F from a wheel Wn, n  5. Since every
wheel fWngn≥5 is maximal, in order to obtain F from a wheel we have to start
by splitting some vertex. The wheel Wn has only one vertex of degree greater
than 3, let us denote it by v, and we observe that by splitting v we obtain a graph
that contains P as a minor. We split the vertex v into two vertices a, b; let a be
the one that has less neighbours in the rest of the wheel. We denote a1, a2, . . .
the neighbours of a and b1, b2, . . . the neighbours of b. Because of 3-connectivity,
a has at least 2 neighbours and b has at least 3.
Let us denote P andQ the two paths between the vertices a1 and a2 inWn v.
Since the vertex b has at least 3 neighbours, at least one of the paths P,Q contains
at least 2 of them, without loss of generality, the path Q contains vertices bi, bj ,
so that bi is closer to a1 than bj .
a b
bi
a1
a2
bj
Now we can find a subdivision of P defined by the vertices a1, bi, a, b, a2, bj
and the edges or paths Pij = Pa1a2, a1a, Pa1bi, aa2, ab, bib, Pbibj , bbj , Pa2bj . There-
fore, also the P minor can be found.
Theorem 4.11. The maximal graphs in the class Ex(P ) are K1, K2, K3 and all
the graphs that can be obtained as an iterated 2-sum of K4 =W3, K5, fWngn≥5
and K3 Kn.
Proof. Lemma 4.10 gives us the list L = fK4 = W3,K5g [ fWngn≥5 [ fK3 
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Kngn≥3 of all maximal 3-connected graphs in Ex(P ). Let us see that no 2-sum
of graphs in L is a subgraph of another graph in L.
Since the smallest graph in L has 4 vertices, neither K4 nor K5 can contain
a 2-sum of two graphs of L.
All the graphs in L are 3-connected, so every 2-sum of two graphs of L
contains at least two vertices of degree at least 5. Thus, no wheel Wn can
contain a 2-sum of two graphs of L.
We can easily check that if we take a graph G 6= K4 from L, every edge
of G belongs to some cycle of length at least 5. In K4, every edge belongs to
some cycle of length at least 4. Therefore, every 2-sum of two graphs of L, with
the exception of a 2-sum of two copies of K4, contains a cycle of length at least
5+4 2 = 7. Concerning a 2-sum of two copies of K4, we notice that it contains
two disjoint triangles. Since the graphs K3 Kn do not contain a cycle longer
that 6, nor two disjoint cycles, neither of the graphs K3Kn can contain a 2-sum
of two graphs of L.
Therefore, no graph in L can contain a 2-sum of two graphs in L. Now we
use the Constructing Lemma 4.4 to obtain the conclusion of the theorem.
4.4. Graphs without a W
5
minor
Lemma 4.12. The only maximal 3-connected graphs in Ex(W5) are K4, K5, L,
O, Q, R and K3 Kn for n  3.
W5
Forbidden minor
W3 = K4 K5 K3 K3 K3 Kn
L O Q R
The lemma can be proved using similar methods as in the proof of Lem-
ma 4.10. However, we have already seen that performing an exhaustive explo-
ration is tedious. We instead present just a sketch of the proof, pointing out the
important steps and the ideas rather than writing out all the details.
Sketch of proof. One can easily check that the graphs in the statement are
maximal in Ex(W5).
Now, let F be a maximal 3-connected graph in Ex(W5). By Theorem 3.2
we can obtain F from a wheel Wk by a sequence of operations, without loss of
generality by a normalised sequence S.
To structure the proof, we label the following paragraphs that explore the
possible operations leading from some graph. We use the labelling to navigate
between the paragraphs during the exploration.
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The graph F can only be obtained fromW4, because W3 is maximal and has
no vertex of degree at least 4, and Wk for k  5 contains a W5 minor.
(A) W4. We can split the vertex of degree 4 and obtain either K3,3, see (B),
or P , see (G); or we can add an edge and obtain W4 + e = K5   e. Because of
normality of S, we cannot perform any splitting on W4 + e, so we add an edge
and get K5. Again the normality of S prevents any splitting and since K5 is
maximal, we cannot add any edge.
(B) K3,3. All vertices are of degree 3, we therefore have to add an edge,
say e = uv. If we split a vertex of degree 4 in K3,3 + e, we get W5 as a minor.
If we add an edge f not incident with e, we get L, see (C), if we add an edge f
incident with e, say f = vw, we may either split the vertex of degree 5 to getK3,4,
see (E4) (other splits contradict the normality of S), or we add the edge uv and
get K3 K3, see (D3) (adding other edges give a W5 minor).
(C) L. Because of normality, we cannot perform any splitting, and since L
is maximal, we cannot add any edge.
(Dn)K3Kn with n  3. The normality of S prevents splitting andK3Kn
is maximal.
(En) K3,n. If we split a vertex of degree 4, we get a W5 minor. If we add
an edge between two vertices of degree 3, we get a W5 minor. We can therefore
only add an edge between two vertices of degree n, see (Fn).
(Fn) K3,n + e, where e = uv is and edge between two vertices of degree n.
Because of normality, we can only split a vertex of degree n + 1, however, by
doing that we obtain a W5 minor. If we add an edge f not incident with e, we
also get a W5 minor. If we add an edge f incident with e, say f = vw, we may
either split the vertex of degree n + 2 to get K3,n+1, see (En+1) (other splits
contradict the normality of S), or we add the edge uv and get K3Kn, see (Dn)
(adding other edges give a W5 minor).
(G) P . All vertices are of degree 3, we therefore have to add an edge, say e =
uv. There are three ways how to split a vertex of P + e, two of them lead to
a graph containing a W5 minor and the third one is the graph R, see (H). By
adding an edge f incident with e we get a W5 minor. By adding an edge f not
incident with e we get either the graph L, see (C), or a planar graph P + e+ f .
By normality, we can only add an edge to P + e + f and we get either a W5
minor or the graph O. Because of the normality of S, we cannot perform any
splitting on O and since it is maximal, we cannot add any edge.
(H) R. There are three possibilities how to split the vertex of degree 4 of R.
Two of them give a W5 minor and the third one is the graph Q, see (I). Since R
is maximal, we cannot add any edge.
(I) Q. All vertices are of degree 3, so we cannot perform any split. Since Q
is maximal, we also cannot add any edge.
Theorem 4.13. The maximal graphs in the class Ex(W5) are K1, K2, K3 and
all the graphs that can be obtained as an iterated 2-sum of K4 =W3, K5, L, O,
Q, R and K3 Kn for n  3.
Proof. Lemma 4.10 gives us the list L = fK4 = W3,K5, L,O,Q,Rg [ fK3 
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Kngn≥3 of all maximal 3-connected graphs in Ex(W5). Let us see that no 2-sum
of graphs in L is a subgraph of another graph in L.
All the graphs in L are 3-connected, so every 2-sum of two graphs of L
contains at least two vertices of degree at least 5. Thus, none of the graphs K4 =
W3, K5, L, O, Q, R contains a 2-sum of two graphs of L.
We can easily check that if we take a graph G 6= K4 from L, every edge of G
belongs to some cycle of length at least 5. In K4, every edge belongs to some
cycle of length at least 4. Therefore, every 2-sum of two graphs of L, with the
exception of a 2-sum of two copies of K4, contains a cycle of length at least 7.
Concerning a 2-sum of two copies of K4, we notice that it contains two disjoint
triangles. Since the graphs K3  Kn do not contain a cycle longer that 6, nor
two disjoint cycles, neither of the graphs K3  Kn can contain a 2-sum of two
graphs of L.
Therefore, no graph in L can contain a 2-sum of two graphs in L. Now we
use the Constructing Lemma 4.4 to obtain the conclusion of the theorem.
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5. Wagner's Theorems
In this chapter we state and prove two classical theorems due to Wagn-
er [Wag37] that characterise the graph classes Ex(K3,3) and Ex(K5). We ap-
proximately follow Thomas’s exposition [Tho99].
5.1. Graphs without a K
3;3
minor
Lemma 5.1. Let G be a 3-connected graph that contains K5 as a subdivision.
Then either G is K5 or it contains K3,3 as a minor.
Proof. Let G be a 3-connected graph that contains K5 as a subdivision. We
denote the elements of the subdivision in the following way. Let a, b, c, d, e be the
five vertices that define K5 and let P = fPab, Pac, Pad, Pae, Pbc, . . . , Pdeg denote
the paths between the corresponding pairs of the vertices a, b, c, d, e.
We distinguish two cases depending on whether there is a non-trivial path
in P (that is, one that contains an inner vertex) or not.
First assume that some path is non-trivial. Without loss of generality, the
path Pab contains an inner vertex v. Now, let G
′ be a graph G fa, bg. Since G
is 3-connected, G′ is a connected graph. Thus, there exists a path Q from v to
some of the vertices fc, d, eg. Let x be the last vertex of Pab visited by Q, and
let y be the first visited vertex of some of the paths P   fPabg. We denote Qxy
the part of Q that leads from x to y. Since G′ is a subgraph of G, the same
path Qxy is also in G.
Now, we can find a K3,3 minor in G as follows.
Either the vertex y is some of the vertices fc, d, eg, let us say it is c; or it is an
inner vertex of some path Pij 2 P  fPabg. In the latter case, at least one of the
end vertices of Pij is one of the vertices fc, d, eg, say it is c, and we contract the c 
y part of the path Pij. In this way we preserve the path Pij , and the path Qxy
now leads from y to c and does not touch the paths of P in any other vertex.
Independently on whether or not it was necessary to do the contraction in
order to unify the vertex y with c, we can now find a subdivision of K3,3. The
vertices a, b, c form one partition and the vertices x, d, e form the other. We can
see that there are disjoint paths between every pair of vertices from different
partitions. Therefore, in this case, G contains K3,3 as a minor.
x
b
c
d
e
a
Now it remains to discuss the case that all the paths of P are trivial, in
other words the only vertices in the subdivision of K5 are fa, b, c, d, eg. In this
case either G is K5 or G contains some other vertex v. Since the graph G is 3-
connected, we can find disjoint paths from the vertex v to three of fa, b, c, d, eg,
without loss of generality, let them be fa, b, cg. Then the sets fa, b, cg and fv, d, eg
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form partitions and we can find in G a subdivision of K3,3. This also means
that G contains K3,3 as a minor.
Therefore, every 3-connected graph that contains K5 as a subdivision is ei-
ther K5 or it contains K3,3 as a minor.
We can significantly simplify the proof of Lemma 5.1 using the following
strengthening of the Tutte’s Wheel Theorem proved by Seymour in [Sey80]. It
is known as Seymour’s Splitter Theorem. However, since we are not going to
prove it, we preferred to show also how Lemma 5.1 can be proved without this
powerful theorem.
Theorem 5.2. (Seymour’s Splitter Theorem) Let G be a 3-connected graph
and let H be a minor of G, such that if H is a wheel, it is the largest wheel that is
a minor of G. Then G can be obtained from H by a sequence of adding an edge
and splitting a vertex of degree at least 4, keeping all the intermediate graphs
3-connected.
Now we give an alternative proof of Lemma 5.1. We find it instructive to
show how it becomes really simple.
Alternative proof. (Of Lemma 5.1) Let G be a 3-connected graph that con-
tains K5 as a subdivision. This also means that G contains K5 as a minor. By
Theorem 5.2, G can be constructed from K5 by a sequence of adding an edge
and splitting a vertex of degree at least 4.
For the rest of the proof assume that G is not K5. Since the graph K5 is
complete, the first operation in the sequence cannot be adding an edge. Thus, it
has to start by splitting a vertex. Now, since all the vertices of K5 are equivalent,
we split any of them.
Let us show that if we perform such a split on K5, we can find K3,3 as a
minor. Let a, b, c, d, e denote the five vertices ofK5 and letH be a graph obtained
by splitting a into a1 and a2 in such a way that b, c are the new neighbours of a1
and d, e are the new neighbours of a2. It is easy to check that the sets fa1, d, eg
and fa2, b, cg form partitions and we can find K3,3 as a subgraph in H .
a
b
c d
e
a1 a2
b
c d
e
However, since G is assumed not to be K5, the graph H is the first step in
the construction of G, so the graph G contains K3,3 as a minor. This concludes
the proof that every 3-connected graph other than K5 that contains K5 as a
subdivision, contains K3,3 as a minor.
Lemma 5.3. The only maximal 3-connected graphs in Ex(K3,3) are K5 and
triangulations (with the exception of the triangulation on 5 vertices).
Proof. First notice that the graph K5 is 3-connected, does not contain K3,3 as
a minor, and since it is a complete graph, we cannot add to it any edge.
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Also, triangulations are 3-connected and because of their planarity, they
cannot contain K3,3 as a minor. Now let us see that triangulations are maximal
graphs without K3,3. We will deal with triangulations that have at least 6
vertices, because it is easy to see that in the other cases the only 3-connected
maximal graphs in Ex(K3,3) are K4 and K5.
For contradiction, let F be a triangulation that is not maximal and let e = uv
be an edge we can add to the graph F without producing a K3,3 minor. Since
the triangulation is 3-connected, there are at least 3 disjoint paths P1, P2, P3
between u and v in F . Moreover, since the edge uv is not present in F , every
path Pi contains at least one intermediate vertex.
Notice that the neighbours of the vertex u form a cycle C (in the graph F  u
the cycle C would be a face). For i 2 f1, 2, 3g, let xi be the last, starting from u,
vertex of C on the path Pi. Since x1, x2 and x3 are neighbours of u, we can
substitute the part of the path Pi between u and xi by the edge uxi. In doing
this, we obtain paths P ′i that are still disjoint.
C
e
u v
x1
x2
x3
P1
P2
P3
Now we can check that in the graph F + e, there is a subdivision of K5
defined by the vertices u, v, x1, x2 and x3. However, from Lemma 5.1 and the
assumption that F has at least 6 vertices, it follows that F + e contains a K3,3
minor. Therefore, F is maximal without a K3,3 minor.
Now we show that apart ofK5 and triangulations, there are no other maximal
3-connected graphs in Ex(K3,3). For contradiction suppose that such a graph F
exists.
First suppose that F is a planar graph. Either F is a triangulation, but we
supposed that it is not; or we can add a diagonal to a non-triangular face, but it
would mean that F was not maximal. Therefore, F cannot be a planar graph.
Now suppose that F is not a planar graph. It implies that F contains a
subdivision of either K3,3 or K5. However, since we are looking for a graph that
does not contain K3,3 as a minor, it cannot contain it as a subdivision. So F has
to contain a subdivision of K5.
Now, Lemma 5.1 gives us that either F is K5, which we supposed that it
is not, or F contains K3,3 as a minor, which also we supposed it does not.
Therefore, there is no other 3-connected maximal graph in Ex(K3,3).
Theorem 5.4. The maximal graphs in the class Ex(K3,3) are K1, K2, K3,
K4 and all the graphs that can be obtained as an iterated 2-sum of K5 and
triangulations with at least 6 vertices; however, no two triangulations can be
directly joined by a 2-sum.
Proof. Lemma 5.3 gives that the only maximal 3-connected graphs in Ex(K3,3)
are K5 and triangulations. We can easily check that a 2-sum of K5 and either
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another K5 or a triangulation is not a subgraph of any triangulation nor of K5.
On the other hand, a 2-sum of two triangulations is a planar graph, so it is a
subgraph of another triangulation. We use this observations together with the
Constructing Lemma 4.4 and we obtain the conclusion of the theorem.
5.2. Graphs without a K
5
minor
Lemma 5.5. Let G be a 3-connected graph that contains V8 as a subdivision.
Then either G is V8 or it contains K5 as a minor.
Wagner graph V8
To prove this lemma, we use again Seymour’s Splitter Theorem and we pro-
ceed as in the alternative proof of Lemma 5.1. However, we believe that it could
also be proved directly in a similar way we proved Lemma 5.1, even if it would
be more tedious.
Proof. Let G be a 3-connected graph that contains V8 as a subdivision. This
also means that G contains V8 as a minor. By Theorem 5.2, G can be constructed
from V8 by a sequence of adding edges and splitting vertices of degree at least 4.
For the rest of the proof assume that G is not V8. Since all the vertices of the
graph V8 are of degree 3, the first operation in the sequence cannot be splitting
a vertex. Thus, the sequence has to start by adding an edge. Now, the edges
that are not present in V8 are, because of symmetry, only of two types (see the
figure below). Let e denote an arbitrary edge of the first type and let f denote
an edge of the second type. Notice that we can find a K5 minor in both of the
graphs V8 + e and V8 + f .
e
f
V8 + e V8 + f
However, since G is assumed not to be V8, either V8+ e or V8+ f is the first
step in the construction of G, so the graph G also contains V8 as a minor.
Therefore, every 3-connected graph that contains V5 as a subdivision is ei-
ther V8 or it contains K5 as a minor.
Definition 5.6. We say that a graph G is internally 4-connected if the following
conditions hold:
 G is 3-connected,
 if any three vertices u, v, w form a cut, then uv, vw nor uw are not edges,
 every 3-cut define exactly 2 components, at least one of which consists of a
single vertex.
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Definition 5.7. We say that a graph G contains a separating triangle if there
is a 3-cut such that the vertices defining the cut are pairwise adjacent.
Lemma 5.8. Let G be an internally 4-connected non-planar graph. Then G
contains K5 as a minor or V8 as a subdivision.
Proof. Let G be an internally 4-connected non-planar graph. For contradiction
suppose that G contains neither K5 as a minor nor V8 as a subdivision.
Since G is not planar and it does not contain K5 as a minor, it has to
contain a subdivision of K3,3. We denote the elements of the subdivision in the
following way. Let a1, a2, a3, b1, b2, b3 be the six vertices that define K3,3 and
let Pij; i, j 2 f1, 2, 3g denote the nine paths between the pairs of vertices ai, bj .
Let P be the set of all Pij .
Let us define a “bad path” as a path joining an inner vertex of a path Pij
and an inner vertex of a path Pkl for some ai 6= ak, bj 6= bl. Apart from the end
vertices, the “bad path” is disjoint from the subdivision of K3,3. In G there can
be no “bad path”, because the subdivision of K3,3 together with the “bad path”
forms a subdivision of V8 which is supposed not to be contained in G.
Since G is internally 4-connected, every 3-cut defines exactly 2 components.
Thus, inG fb1, b2, b3g at least two of the subgraphs (P11[P12[P13) fb1, b2, b3g;
(P21 [ P22 [ P23)   fb1, b2, b3g; (P31 [ P32 [ P33)   fb1, b2, b3g are connected
together by some path Q, such that apart from the end vertices q1 and q2, is
disjoint with the subdivision of K3,3. Since Q cannot be a “bad path”, Q has to
lead from Pij   fbjg to Pkj   fbjg for some bj and ai 6= ak.
Similarly, in G fa1, a2, a3g there exists a path R that leads between Pi′j′  
fai′g and Pi′k′ fai′g for some ai′ and bj′ 6= bk′ and apart from the end vertices r1
and r2 is disjoint with the subdivision of K3,3.
We distinguish two cases depending on whether there is a path Pij that
contains an end vertex of both Q and R or not. In both cases we will find a K5
minor in G.
First, let q1 and r1 be the end vertices of Q and R that lie on the same Pij
without loss of generality, let it be P11. By symmetry we can assume that q2 2
P21   fb1g and r2 2 P12   fa1g. Now we can find a K5 minor as follows. We
contract parts of the paths in P in a way that every of the following pairs of
vertices become a single vertex. The end points of the parts of the paths to
contract are q1, r1; q2, a2; r2, b2; a1, b3 and a3, b1. Now the obtained vertices
together with the remaining parts of the paths form a K5, so G contains K5 as
a minor.
Now let all the vertices q1, q2, r1, r2 lay on the different paths of P. Without
loss of generality, we can assume that q1 2 P11   fb1g, q2 2 P21   fb1g, r1 2
P12   fa1g and r2 2 P13   fa1g. Now we can find a K5 minor as follows.
We contract parts of the paths in P in a way that every of the following pairs
of vertices become a single vertex. The end points of the parts of the paths
to contract are q1, a1; q2, a2; r1, b2; r2, b3 and a3, b1. Now the obtained vertices
together with the remaining parts of the paths form aK5, so again G contains K5
as a minor.
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In both cases we have found a minor of K5 in G, so we have a contradiction
that concludes the proof.
Lemma 5.9. The only maximal 3-connected graphs in Ex(K5) are V8 and
iterated 3-sum of triangulations.
Proof. First let us verify that V8 and iterated 3-sum of triangulations are 3-
connected, belong to Ex(K5) and that they are maximal.
We notice that all the graphs in question are indeed 3-connected.
We can easily check that V8 cannot contain a K5 minor, because all vertices
of V8 have degree 3 and K5 has 5 vertices of degree 4. Therefore, in order to
obtain K5 from V8 we need to perform at least 5 contractions. However, V8
has only 8 vertices, so after performing 5 contractions there will not be enough
vertices to find a K5 minor.
To see that V8 is maximal, we will show that after adding any edge to V8 we
will find a K5 minor. By symmetry there are only two types of edges that are
not present in V8. Let e be an arbitrary edge of the first type and let f be an
edge of the second type. We can check that both the graphs V8 + e and V8 + f
contain K5 as a minor.
e
f
V8 + e V8 + f
Now let us see that the iterated 3-sum of triangulations belongs to Ex(K5)
Since every triangulation is a planar graph, it cannot contain a minor ofK5. Also
a K5 minor cannot occur across any 3-sum, because the graph K5 is 4-connected.
Hence, iterated 3-sums of triangulations indeed do not contain a K5 minor.
To see that they are also maximal, letG be an iterated 3-sum of triangulations
and let e = xy be an edge such that G+ e belongs to Ex(K5). We have already
seen in the proof of Lemma 5.3 that if we add an edge to a triangulation, we can
find a subdivision of K5. Therefore, let us suppose that x, y belong to different
triangulations. Thus, e in G + e span over some 3-cut (3-sum), let us denote
it A = fa1, a2, a3g. Since G is 3-connected, there are 3 vertex disjoint paths in G
between the vertices x and y. We notice that every of these paths use exactly one
of the vertices in A. In other words, there are disjoint paths from a1, a2 and a3
to both x and y. Therefore, after adding e = xy to G we find a subdivision of K5
defined by a1, a2, a3, x and y.
Thus we have proved that V8 and iterated 3-sums of triangulations are indeed
maximal without a K5 minor. Now let us see that there is no other 3-connected
maximal graph without aK5 minor. For contradiction let F be such a graph. For
the purposes of induction, let F be the smallest counterexample (with respect to
the number of vertices).
First suppose that F is internally 4-connected. If F is a planar graph, we
notice that it has to be a triangulation, because no planar graph can contain
36
a K5 minor and triangulations are maximal planar graphs.
In case that F is not a planar graph, we apply Lemma 5.8 and obtain that
the graph F contains either K5 as a minor or a subdivision of V8. However,
F 2 Ex(K5), so it has to contain V8 as a subdivision. But then, Lemma 5.5 gives
us that in this case F is V8.
Now let us suppose that F is not internally 4-connected. Therefore, there
exists a cut of at most 3 vertices different from the only type of 3-cuts allowed
in Definition 5.6. Let S denote the set of all such cuts. Since F is 3-connected,
every cut contains at least 3 vertices, so all the cuts in S are 3-cuts.
We distinguish two cases depending on whether the graph F contains a sepa-
rating triangle or not. In case that F contains a separating triangle T , we apply
the induction on bridges defined by T . Let B1, B2, . . . be those bridges. Since
they are smaller than F we can apply the induction hypothesis to get that they
are either V8 or iterated 3-sum of triangulations. However, since V8 does not
contain a triangle, the latter has to be the case. But then, F is an iterated 3-sum
of triangulations and such F is not a counterexample.
Now let us suppose that F does not contain any separating triangle. Let A =
fa1, a2, a3g be an arbitrary cut from the set of cuts S. Let H1,H2, . . . be compo-
nents defined by the cut A and let B1, B2, . . . be the corresponding bridges. Since
the graph F is 3-connected, the cut A is a minimal cut and every component Hi
is necessary connected to all three vertices of A.
We observe that, since A is not a separating triangle, there cannot be any
edge between the vertices of A. For contradiction suppose that there is an edge,
without loss of generality, between the vertices a1 and a2. Then every bridge Bi
can be contracted to a triangle as follows. First we contract the whole compo-
nent Hi into a single vertex vHi, notice that such a vertex is connected to all
three vertices of A, and then we contract vHia3 and obtain a triangle.
This means that we can take an arbitrary bridge Bj and contract some other
bridge Bi and by doing this obtain B
′
j , where all the vertices of A are adjacent.
Since F does not contain a K5 minor, neither does B
′
j . Since K5 is 4-connected,
its minor cannot occur across the cut A. However, this gives us that a graph F ′,
obtained by adding all the remaining edges between the vertices of A to the
graph F , still does not contain K5 as a minor. Since F
′ contains a separating
triangle and F does not, we have added at least one edge, which contradict the
maximality of F . Thus, there can be no edges between the vertices of A in F .
Now we prove that the cut A defines exactly 2 components and one of them is
a single vertex. First notice that at least one of the bridges cannot be contracted
to a triangle, because otherwise we can add edges between the vertices of A
and F is not maximal. Let B1 be such a bridge. Notice that the corresponding
component H1 contains just a single vertex because otherwise, if there are more
vertices in H1, the fact that F is 3-connected forces that the bridge B1 contains
a cycle and can be contracted to a triangle, which we supposed that it cannot.
Let us see that the cut A cannot define more than 2 components. We notice
that the union of every two bridges can be contracted to a triangle. Therefore, if
there are 3 bridges or more, we take an arbitrary one, say Bi, and contract other
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bridges into a triangle, so we obtain B′i that still does not contain a K5 minor.
Since Bi was an arbitrary bridge, it holds for all of them. Therefore, we can add
all the edges between the vertices of A without creating a K5 minor. However,
this would contradict the maximality of F .
Therefore, we showed that any cut A defines exactly 2 components, one of
them being a single vertex. However, together with the fact that F is 3-connected,
this gives that F is in fact internally 4-connected, which is a contradiction that
concludes the proof.
Theorem 5.10. The maximal graphs in the class Ex(K5) are K1, K2, K3 and
all the graphs that can be obtained as an iterated 2-sum of V8 and iterated 3-
sums of triangulations; however, no two iterated 3-sums of triangulations can be
directly joined by a 2-sum.
Proof. Lemma 5.9 gives us that the only maximal 3-connected graphs in Ex(K5)
are V8 and iterated 3-sums of triangulations.
First let us observe that a 2-sum of two iterated 3-sums of triangulations is a
subgraph of another iterated 3-sum of triangulations. To see this, let T1 and T2
be two iterated 3-sums of triangulations, let T be a 2-sum of T1 and T2 and let uv
be the edge of both T1 and T2 that we identified to do the 2-sum.
We notice that every edge of an iterated 3-sum of triangulations is in a
triangle, so in both T1 and T2 there is a vertex ai 2 Ti which is a common
neighbour of both u and v. Now let us see that if we add the edge e = a1a2
to T , we will obtain an iterated 3-sum of triangulations. Indeed, a1, a2, u and v
in T + e form a K4 (which is a triangulation), T1 and T2 are iterated 3-sums
of triangulations and we can 3-sum the K4 and T1 and then by another 3-sum
we can join to them also T2. Thus the graph T + e is an iterated 3-sum of
triangulations and the graph T is its subgraph.
Now let us see that a 2-sum of V8 and either another V8 or an iterated 3-sum
of triangulations is not a subgraph of an iterated 3-sum of triangulations. To see
that, let F be either V8 or an iterated 3-sum of triangulations, let G be a 2-sum
of V8 and F , and let uv be the edge of both the V8 and F that we identified to
do the 2-sum. We notice that G is not an iterated 3-sum of triangulations and
we will show that it is maximal in Ex(K5).
For contradiction suppose that G is not maximal and let e be an edge we can
add to G without creating a K5 minor. Since V8 and F are both maximal, e has
to lead between V8 and F and neither of its end vertices can be u nor v. Let x be
the end vertex of e in V8. Since V8 has no triangles, either xu or xv is not present
in V8. Without loss of generality, let it be xu. We notice that we can contract
the whole graph F into u. After doing this contraction, e will lead from u to x,
so the graph G + e contains V8 + e as a minor and from the maximality of V8
we get that G + e contains K5 as a minor and we have a contradiction. This
concludes the proof that a 2-sum of V8 and either another V8 or an iterated 3-sum
of triangulations is not a subgraph of an iterated 3-sum of triangulations.
Now we use the Constructing Lemma 4.4 to obtain the conclusion of the
theorem.
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6. Apex Ex(C
3
)
In this chapter we give a sample of another concept of recent interest concern-
ing graph classes. While studying an important class of graphs G, it is somehow
natural to try to characterise graphs that almost have the desired property. One
possibility of doing this is to study the graphs that become members of the
desired class G after removing a single vertex.
Definition 6.1. Let G be a class of graphs. We say that a graph G is in the
class Apex G if there exists a vertex v such that G  v is in the class G.
We give a characterisation of the class Apex Ex(C3), in other words the
graphs that contains a vertex v such that after removing v they do not contain
any cycle.
Observation 6.2. A graph G is not in the class ApexEx(C3) if and only if for
every vertex v of G there exist a cycle C that does not contain v.
Theorem 6.3. The class ApexEx(C3) is characterised by the forbidden minors
H1, H2 = K4 and H3.
H1 H2 = K4 H3
Marc Noy communicated that this result was obtained together with Dominic
Welsh, Angelika Steger and Colin McDiarmid. Since there is no written proof,
we offer one.
Proof. It is easy to check that the graphs H1, H2 = K4 and H3 are forbidden
minors for the class ApexEx(C3).
We also want to prove that every graph that does not contain any of the
forbidden minors belongs to the class. For contradiction we suppose that there
exists a graph that does not belong to the class and yet does not contain any of
the forbidden minors; let G be such a counterexample with the smallest possible
number of vertices. We divide the proof into several cases depending on the
connectivity of G.
First we observe that the graph G cannot be 3-connected. The Tutte’s Wheel
Theorem gives us that every 3-connected graph contains a wheel as a minor.
Moreover, every wheel can be contracted to the smallest wheel, which is K4.
Therefore, every 3-connected graph contains the graph H2 = K4 as a minor.
Now we suppose that the graph G is 2-connected and there are some two
vertices u, v that form a cut. The cut divides the graph G into l compo-
nents A1, A2, . . . , Al. Let Bi denote the subgraph of G induced by vertices
V (Ai) [ fu, vg.
We observe that every Bi contains a cycle. To prove this, suppose for con-
tradiction that Bi does not. Therefore, the Bi has the form of a path P between
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the vertices u and v and contains at least one intermediate vertex. In this case
we can contract the path P in G to a single edge and obtain a graph G′ that
is smaller than G and still does not belong to the class ApexEx(C3). Indeed,
consider an arbitrary vertex x′ of G′ and we want to show that there is a cycle
in G′ that does not contain the vertex x′. Let C be a cycle in G that does not
contain the vertex x corresponding to x′. If the cycle C does not contain any
vertex of the component Ai (the subgraph Bi without the vertices u and v), the
corresponding cycle C ′ is also in the graph G′ and does not contain x′. If the
cycle C contains a vertex from Ai, it has to contain all the path P , and this part
of C we substitute by the edge uv to obtain a cycle C ′ in G′ that does not contain
the vertex x′. Therefore G′ is not in the class ApexEx(C3), which contradicts
the minimality of G, and this contradiction concludes the proof that every Bi
contains a cycle.
Obviously, every two cycles in G have to intersect; if no we could easily find
the forbidden minor H1. Together with the fact that every Bi contains a cycle,
this gives us that every two cycles have to share at least one of the vertices u, v. It
is not possible that all the cycles share one of the vertices u, v, because otherwise
it would be an apex and the graph G would belong to the class ApexEx(C3).
Therefore there must be cycles Z1 and Z2 such that Z1 contains u and does not
contain v and, in contrary, Z2 contains v and does not contain u. The cycles Z1
and Z2 have to intersect, and since they do not share any vertex from the cut,
they have to belong to the same subgraph Bi.
Now we notice that every cycle in a component Bj different from Bi has to
contain the two vertices fu, vg in order to intersect with both cycles Z1 and Z2.
Since we have at least two components, we have at least one such cycle that
contains both u and v, we will denote it Z3.
v
u
Z2
Z1
Z3
| {z }
Bi
| {z }
Bj
We distinguish two cases depending on whether the cycles Z1 and Z2 intersect
in just one vertex or in more vertices.
(i) The cycles Z1 and Z2 share just one vertex. Thus, together with the cycle Z3
we have a situation where every two out of three cycles share exactly one
vertex and the forbidden minor H3 can be found.
(ii) The cycles Z1 and Z2 share more vertices. In this case we can easily found
the forbidden minor H2 = K4, by taking the cycles Z1 and Z2 and some
other path from u to v obtained from another component. We remark that
we cannot argue by contracting the common part of the cycles Z1 and Z2 in
order to reduce to the case (i). For example, the two neighbours of u in Z1
may get contracted, which would destroy the cycle Z1.
Since there are no more possibilities for a 2-connected graph, the graph G
we are looking for cannot be 2-connected.
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We proceed by supposing that G is exactly 1-connected. Let u be a cut
vertex. First we notice that every obtained component has to contain a cycle,
otherwise the subgraph G′ of G without a cycle-free component would contradict
the minimality ofG. Since all the cycles have to intersect (to avoid the minorH1),
all the cycles have to share the vertex u. But then the vertex u is an apex and G
is in the class ApexEx(C3). Therefore the graph G cannot be connected.
Finally suppose that the graph G is not connected. Because of the minimal-
ity of G, every component has to contain a cycle. Since we have at least two
components, the graph G contains the forbidden minor H1.
41
References
[Die90] Reinhard Diestel. Graph Decompositions: A Study in Infinite Graph
Theory. Oxford University Press, October 1990. (Cited on page 19.)
[Die10] Reinhard Diestel. Graph Theory. Springer-Verlag, Heidelberg, Fourth
edition, July 2010. (Cited on pages 6, 7, 8.)
[Kur30] Kazimierz Kuratowski. Sur le proble`me des courbes gauches en topolo-
gie. Fundamenta Mathematicae, 15:271–283, 1930. (Cited on page 7.)
[Men27] Karl Menger. Zur allgemeinen Kurventheorie. Fundamenta Mathemat-
icae, 10:98–115, 1927. (Cited on page 5.)
[Ore67] Oystein Ore. Four-colour Problem. Academic Press Inc, First edition,
September 1967. (Cited on page 1.)
[RS04] N. Robertson and P. D. Seymour. Graph minors series. various journals,
1983-2004. (Cited on page 1.)
[Sey80] P. D. Seymour. Decomposition of regular matroids. Journal of Combi-
natorial Theory Series B, 28:305–359, 1980. (Cited on page 32.)
[Tho99] Robin Thomas. Recent excluded minor theorems for graphs. In Surveys
in Combinatorics, pages 201–222. Cambridge University Press, 1999.
(Cited on pages 2, 31.)
[Tut61] William Thomas Tutte. A theory of 3-connected graphs. Nederl. Akad.
Wet. Proc., 64:441–455, 1961. (Cited on pages 1, 8.)
[Tut01] William Thomas Tutte. Graph Theory. Cambridge University Press,
First edition, January 2001. (Cited on pages 1, 8.)
[Wag37] Klaus Wagner. U¨ber eine Eigenschaft der ebenen Komplexe. Mathema-
tische Annalen, 114:570–590, 1937. (Cited on pages 1, 7, 31.)
42
