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ON DISCRETE SUBORDINATION OF POWER BOUNDED
AND RITT OPERATORS
ALEXANDER GOMILKO AND YURI TOMILOV
Abstract. By means of a new technique, we develop further a discrete
subordination approach to the functional calculus of power bounded
and Ritt operators initiated by N. Dungey in [23]. This allows us to
show, in particular, that (infinite) convex combinations of powers of
Ritt operators are Ritt. Moreover, we provide a unified framework for
several main results on discrete subordination from [23] and answer a
question left open in [23]. The paper can be considered as a complement
to [31] for the discrete setting.
1. Introduction
The aim of this paper is to initiate a study of permanence and “improving”
properties of discrete subordination for bounded operators parallel in a sense
to an investigation of subordination for C0-semigroups realized in our recent
paper [31]. A discrete subordination in the abstract setting has not received
a proper attention in the literature, and we are not aware of any relevant
works apart from [23] and [7]. At the same time, our paper can be regarded
as a contribution to understanding of permanence and improving properties
for functional calculi of bounded operators. In fact, there are very few results
saying that basic features of operator like resolvent estimates or asymptotics
of powers, are preserved under a functional calculus or, at least, under a
substantial class of admissible functions. It seems, the only relevant and
nontrivial result so far was the one by Hirsch [35] saying that complete
Bernstein functions preserve the class of sectorial (in general, unbounded)
operators.
To put our results into a proper context, we first recall several basic
facts stemming from the subordination theory of C0-semigroups on Banach
spaces. There are two basic notions behind the subordination theory: the
notion of Bernstein function and that of subordinator.
Recall that a family of positive subprobability Borel measures (µt)t≥0 on
[0,∞) is said to be said to be a subordinator if for all s, t ≥ 0 one has
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µt+s = µt ∗ µs, and limt→0+ µt = δ0 in the w∗-topology of the space of
bounded Borel measures on [0,∞). Given a subordinator (µt)t≥0 one may
define a Bernstein function ψ on (0,∞) by the formula
(1.1) e−tψ(λ) =
∫ ∞
0
e−sλ µt(ds),
for all t ≥ 0 and λ > 0. See [54, Section 5] for more on that. (Alternatively,
a positive and smooth function ψ on (0,∞) is called a Bernstein function if
(−1)n d
nψ(t)
dtn ≤ 0 for all n ∈ N and t > 0.)
If now (e−tA)t≥0 is a bounded C0-semigroup on a (complex) Banach space
X with generator −A, and (µt)t≥0 is a subordinator, then, following intuition
provided by (1.1), one can define a new bounded C0-semigroup on X as
(1.2) T (t) :=
∫ ∞
0
e−sA µt(ds), t ≥ 0,
where the (Bochner) integral converges in the strong topology of X. Once
again, in view of (1.1), it is natural to consider the generator of (T (t))t≥0 as a
(minus) Bernstein function ψ of A. This appears to be a right choice and can
serve as the definition of ψ(A) indeed. There are several other alternative
definitions of ψ(A), but all of them lead to the same operator. The operator
Bernstein functions have a number of natural properties resembling that of
scalar functions. One of these properties is expressed by (1.2) and provides
a natural way to construct a bounded semigroup (e−tψ(A))t≥0 by means of
a given bounded semigroup (e−tA)t≥0 and a subordinator (µt)t≥0. In this
situation, (e−tψ(A))t≥0 is called subordinated to (e−tA)t≥0 via a subordinator
(µt)t≥0. The construction of subordination described above goes back to
Bochner and Phillips and became a crucial tool in probability theory and
functional analysis (and also in engineering), see e.g. [54] and comments
to Section 13 there. A classical example of subordination is provided by
the semigroup of fractional powers (e−tA
α
)t≥0, α ∈ (0, 1) (corresponding
to the Bernstein function ψ(λ) = λα). It was studied thoroughly in the
1960s by Balakrishnan, Kato and Yosida. A comprehensive discussion of
subordination for C0-semigroups including many illustrative examples can
be found in [54, Section 13].
Apart from a number of issues of a purely probabilistic origin, there are
two very natural, operator-theoretical questions in the study of subordina-
tion. Namely, whether subordination preserves the classes of holomorphic
sectorially bounded holomorphic C0-semigroups and when it possesses im-
proving properties in the sense that general bounded C0-semigroups are
transformed into holomorphic semigroups. Motivated by a fundamental pa-
per by Carasso and Kato [14] (and also its subsequent developments in [28],
[29] and [46]) and answering a problem posed in [39] and [8], we have recently
obtained the following result where positive answers to both questions were
provided, see [31, Theorems 6.8 and 7.9].
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Theorem 1.1. (a) Let −A be the generator of a bounded C0-semigroup on
X such that A is sectorial of angle θ ∈ [0, π/2). Then for every Bernstein
function ψ the operator ψ(A) is sectorial of the same angle.
b) Let ψ be a complete Bernstein function and let γ ∈ (0, π/2) be fixed. The
following assertions are equivalent.
(i) One has
ψ(C+) ⊂ Σγ .
(ii) For each Banach space X and each generator −A of a bounded C0-
semigroup on X, the operator ψ(A) is sectorial of angle γ.
To create a similar “discrete” framework, let now µ be a probability mea-
sure on Z+ := N∪{0}, in other words, µ(k) ≥ 0, k ≥ 0, and
∑∞
k=0 µ(k) = 1.
If T is a power bounded operator on X, then setting µ̂(T ) :=
∑∞
k=0 µ(k)T
k,
and denoting µn := µ ∗ · · · ∗ µ the nth convolution power of µ, so that
µn ∈ ℓ1(Z+), n ∈ N, we have
(1.3) µ̂(T )n =
∞∑
k=0
T kµn(k) =
∫
Z+
T kdµn(k),
where the last equality is purely formal. Thus, there is a clear analogy
with the continuous case, and it is natural to say that (µ̂(T )n)n≥0 (or µ̂(T ))
is subordinated to (T n)n≥0 (or T ). However, to simplify our terminology,
we will be considering just the powers of µ̂(T ) defined by means of the
power series µ̂(z) =
∑
k≥0 µ(k)z
k called sometimes the generating function
of µ. Note that similarly to the case of bounded C0-semigroups, if T is
power bounded, then the operator µ̂(T ) is power bounded as well. This is
precisely the framework of [23], and one may then study finer properties of
µ̂(T ) in terms of the same properties of T . The attempt to set up a discrete
subordination similar to the one existing in the setting of C0-semigroups was
also made in [7]. However, the assumptions of [7] seem to be more restrictive
than the ones in [23].
The paper [23] is devoted mainly to the study of the improving properties
of measures µ, or, equivalently, of their generating functions µ̂ in the spirit
of [14]. To discuss the relevant results from [23] in some more detail, we
have to introduce several operator-theoretical notions. A bounded linear
operator T on a Banach space X is said to be Ritt if there exists C ≥ 1 such
that
σ(T ) ⊂ D and ‖(λ− T )−1‖ ≤
C
|λ− 1|
, |λ| > 1,
where D stands for closure of the open unit disc D. The last two condi-
tions can be equivalently rewritten in the following, formally stronger, form:
There exists ω ∈ [0, π/2) such that
σ(T ) ⊂ D ∪ {1} and ‖(λ− T )−1‖ ≤
Cω′
|λ− 1|
, λ ∈ C \
(
1− Σω′
)
,
for every ω′ ∈ (ω, π) and an appropriate Cω′ ≥ 1, where Σω = {λ ∈ C :
| arg λ| < ω} and Σ0 = (0,∞). We say that T is of angle ω in this case.
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(In fact, one can put ω = arccos(1/C) here, [44].) Moreover, as we prove in
Proposition 4.2 below, T is Ritt if and only if there exists σ ≥ 1 such that
for every σ′ > σ and some Cσ′ ≥ 1 one has
‖(λ− T )−1‖ ≤
Cσ′
|λ− 1|
, λ ∈ C \ Sσ′ ,
where Sσ := {z ∈ D : |1 − z|/(1 − |z|) < σ} ∪ {1}, is a Stolz domain. In
this situation T is said to be of Stolz type σ. See Section 4 for a thorough
discussion of these and related notions. There is a substantial literature
devoted to Ritt operators and their various properties ranging from the role
in functional calculi to applications in ergodic and probability theories. A
sample of it could include [3], [4], [9], [10], [16], [18]–[24], [32], [36], [37],
[40]–[44], [47]–[51], [55], and [56]. (Unfortunately, while the topic is vast,
there is no survey on Ritt operators yet.) We only note one more charac-
terization of Ritt operators saying that T is Ritt if and only if T is power
bounded, i.e. supn≥0 ‖T n‖ < ∞, and supn≥0 n‖T n − T n+1‖ < ∞. In fact,
Ritt operators can serve as a discrete analogue of generators of (sectorially)
bounded holomorphic C0-semigroups, while power bounded operators cor-
respond to generators of bounded C0-semigroups. See e.g. [23], [10], [9] or
[36] and references therein for comments on that issue.
In analogy with the case of C0-semigroups considered in [31], one can
say that a measure µ is improving if for any power bounded operator T
on X the operator µ̂(T ) is Ritt. By means of a general sufficient condition
involving the boundary behavior of the generating function µ̂ in D, Dungey
proved in [23] the improving property for several interesting and important
probabilities µ.
In this paper, we will put Dungey’s results from [23] in a broader context
and improve several of them. More generally, in view of the discussion above,
it is natural to to try to obtain a discrete counterpart of Theorem 1.1 once
the notion of a discrete subordination is adapted. One of the aims of this
paper is to prove the results on permanence and improving properties for
discrete subordination similar in a sense to Theorem 1.1.
The following statement is one of the main results of this paper. Recall
that a closed operator A on X is sectorial with angle of sectoriality α ∈ [0, π)
if σ(A) ⊂ Σα and for every ω ∈ (α, π) there exists Cω > 0 such that
‖λ(λ−A)−1‖ ≤ Cω, λ 6∈ Σω.
Theorem 1.2. Let
(1.4) g(λ) :=
∞∑
n=0
cnλ
n, cn ≥ 0,
∞∑
n=0
cn = 1.
Then for any Ritt operator T of Stolz type σ on a Banach space X, the
operator g(T ) is Ritt and of the same Stolz type. Moreover, g(T ) is of angle
ω, where ω is a sectoriality angle of the Cayley transform C(T ) of T.
This is a discrete counterpart of Theorem 1.1, a). However, the result
seems to be stronger than Theorem 1.1, a) (up to a change of frameworks
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from the continuous to the discrete one) since no further assumptions are
imposed on the sequence (cn)n≥0.
Using the terminology from [27], one may call a power series satisfying
(1.4) convex and formulate a (part of) statement above by saying that a
convex power series of a Ritt operator is Ritt. This terminology will be used
throughout the paper occasionally.
Thus Theorem 1.2 can be considered as a full discrete analogue of The-
orem 1.1, a). However additional specific features are present here. While
angles of Ritt operators are not, in general, preserved under discrete subordi-
nation, we have a good control over them via the Cayley transform. On the
other hand, discrete subordination preserves Stolz type of Ritt operators,
and probably it is Stolz type that is an adequate substitute of sectoriality
angle for sectorial operators in the discrete setting.
Moreover, in this paper, we show that several results of Dungey on im-
proving properties can in fact be derived, more or less directly, from Theorem
1.1, b). This is done by transferring Theorem 1.1, b) to the discrete setting.
Moreover, our approach allows us to answer a question left open by Dungey
and to provide new interesting examples of improving µ.
Turning to improving properties, we establish an analogue of Theorem
1.1, b) by replacing complete Bernstein functions with Hausdorff functions.
This allows us not only to prove alternative proofs for several results from
[23] (e.g. Theorems 1.1, 1.2, 1.3 and Corollary 1.4 there) but also to answer
a problem posed in [23, p. 1735] concerning the improving property of the
function fǫ(λ) = 1 −
1
ǫ
∫ ǫ
0 (1 − λ)
α dα, ǫ ∈ (0, 1). Moreover, our approach
allows us to equip the results from [23] with additional geometric properties
which are not available via the techniques from [23].
To formulate our second main result, we need a notion of a regular Haus-
dorff function. We say that h(λ) = c0 +
∑∞
n=1 cnλ
n, λ ∈ D, is a regular
Hausdorff function if c0 ≥ 0 and there exists a bounded positive Borel mea-
sure ν on [0, 1) such that
cn =
∫
[0,1)
tn−1 ν(dt), n ≥ 1, and c0 +
∫
[0,1)
ν(dt)
1− t
= 1.
Note that if h is as above, then all its Taylor coefficients cn, n ≥ 0, are
positive and
∑∞
n=0 cn = 1. Thus, h is a generating function of a probability
on Z+ given by (cn)n≥0.
Theorem 1.3. Let h be a non-constant regular Hausdorff function, and let
γ ∈ (0, π/2) be fixed. The following statements are equivalent.
(i) One has
1− h(λ) ⊂ Σγ , λ ∈ D.
(ii) For every Banach space X and every power bounded operator T on
X the operator h(T ) is Ritt of angle γ.
Let us comment briefly on our techniques and methodology. It is a no-
table feature of the paper that dealing with bounded operators we apply
methods worked out, first of all, to treat unbounded operators. We remark
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that the techniques of the present paper is quite different from the tech-
niques from [31]. While [31] put an emphasis on intricate functional calculi
arguments, the approach presented here is more direct. It relies on deriving
a suitable resolvent representation for a (rotated) Nevanlinna-Pick function
of the Cayley transform of T and function-theoretical estimates for certain
Nevanlinna-Pick functions. This allows us to obtain results which seem to be
more informative than the corresponding statements in [31] (when changing
the notions appropriately). As an alternative to functional calculus tech-
nique from [31], a similar direct approach to the study of subordination of
C0-semigroups was recently developed in [6]. Note finally that the main re-
sults of this paper have recently found interesting applications to the study
of convolution operators on ℓ1(Z), see [19] for more details.
2. Notation
For a closed linear operator A on a complex Banach space X we denote
by ran(A), ker(A) and σ(A) the range, the kernel and the spectrum of A,
respectively. The space of bounded linear operators on X is denoted by
L(X).
The closure of a set S will be denoted by S, and f ◦ g will stand for a
composition of functions f and g. For any sets A and B from the complex
plane C, we denote A+ B := {a+ b : a ∈ A, b ∈ B} and sometimes write a
instead of {a}.
Finally, we let
C+ = {λ ∈ C : Reλ > 0}, C
+ = {λ ∈ C : Imλ > 0}, Z+ = N∪{0},
and denote
Σ0 := (0,∞), Σβ := {λ ∈ C : | arg λ| < β}, β ∈ (0, π],
and D := {λ ∈ C : |λ| < 1}.
3. Function theory
3.1. Nevanlinna-Pick and Cayley functions and their mapping prop-
erties. To develop the functional calculi machinery, we have to introduce
several function classes and describe their basic properties.
Recall that a function F holomorphic in the upper half-plane C+ is called
Nevanlinna-Pick if F (C+) ⊂ C+. Since we will be interested in functions
defined in the right half-plane C+, we will need a class of rotated Nevanlinna-
Pick functions, namely the class of functions holomorphic in C+ and map-
ping C+ into C+. Moreover, the functions from this latter class that are
positive on (0,∞) will play a special role. Thus, eventually, we will work
with the class of functions F denoted by NP+ and described as
NP+ := {F is holomorphic in C+ : F (C+) ⊂ C+ and F ((0,∞)) ⊂ [0,∞)}
Note that the symmetry principle implies F (λ) = F (λ¯), λ ∈ C+.
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Recall that since the function f(λ) := iF (−iλ), λ ∈ C+, is Nevanlinna-
Pick, the well-known Herglotz theorem (see e. g. [54, Corollary 6.8]) implies
that f : (0,∞)→ [0,∞) and
(3.1) f(λ) = iF (−iλ) = α+ aλ+
∫ ∞
−∞
1 + λt
t− λ
ρ(dt), λ ∈ C+,
where α ∈ R, a ≥ 0, and ρ is a positive finite Borel measure on the real line.
The following theorem contains several properties of NP+-functions cru-
cial for the sequel.
Theorem 3.1. Let F ∈ NP+. Then the following statements hold.
(i) One has
(3.2) F (λ) = aλ+
b
λ
+ 2λ
∫
(0,∞)
(1 + t2) ρ(dt)
λ2 + t2
, λ ∈ C+,
where a ≥ 0, b ≥ 0, and ρ is a positive finite Borel measure on
(0,∞).
(ii) For every ω ∈ [0, π/2) there exists cω > 0 such that
(3.3) |F (λ)| ≤ cω
(
|λ|+ |λ|−1
)
, λ ∈ Σω.
(iii) For every ω ∈ [0, π/2),
(3.4) F (Σω \ {0}) ⊂ Σω.
(iv) For all β ∈ (−π/2, π/2),
(3.5) ReF (teiβ) ≥ cos β F (t), t > 0.
Moreover, for every c ∈ (0, 1],
(3.6) F (t) ≥ c F (ct), t > 0,
and
(3.7) |F (teiβ)| ≥ c cos β F (ct), t > 0.
Proof. The proofs of (i), (iii) and (3.5) can be found e.g. in [15], [30, Coroll-
lary 2] (or [52, Theorem 2]), and [12, Theorem 3.4], respectively. The paper
[12] contains a unified approach to the proofs of these and similar properties.
The property (iii) goes back to [13], and it is a direct consequence of (i).
The property (ii) is an easy consequence of (i) as well, more general esti-
mates can be found in [12].
To prove (3.6), it suffices to note that
t
t2 + s2
≥ c
ct
(ct)2 + s2
, t, s > 0, c ∈ (0, 1],
hence (3.2) implies (3.6). The statement (3.7) follows from |F (teiβ)| ≥
ReF (teiβ), t > 0, and (3.5), (3.6). 
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Let θ1, θ2 ∈ (0, π]. We say that f ∈ NP+(θ1, θ2) if f is holomorphic in
Σθ1 and, moreover
f : (0,∞)→ [0,∞) and f(Σθ1) ⊂ Σθ2 .
Denote NP+(θ) := NP+(θ, θ) so that NP+ = NP+(π/2).
Observe that that f ∈ NP+(θ1, θ2) if and only if
(3.8) F (λ) := [f(λ2θ1/π)]π/(2θ2) ∈ NP+.
The next corollary provides a lower bound for f ∈ NP+(θ1, θ2) in terms
of the restriction of f to (0,∞).
Corollary 3.2. Let f ∈ NP+(θ1, θ2) for some θ1, θ2 ∈ (0, π]. Then for
every θ ∈ [0, θ1),
(3.9) f(Σθ \ {0}) ⊂ Σθθ2/θ1 ,
and for all c ∈ (0, 1] and β ∈ (−θ1, θ1),
(3.10) |f(teiβ)| ≥ c2θ2/π cos2θ2/π
(
πβ
2θ1
)
f(c2θ1/πt), t > 0.
Proof. Since, f(λ) = [F (λπ/(2θ1))]2θ2/π, λ ∈ Σθ1 , where F is defined by (3.8),
the statement (3.9) follows directly from (3.4). Next, if t > 0 and β ∈ (0, θ1),
then by (3.7) for every c ∈ (0, 1],
|f(teiβ)| =|F (tπ/(2θ1)eiπβ/(2θ1))|2θ2/π
≥c2θ2/π cos2θ2/π(πβ/(2θ1))[F (ct
π/(2θ1))]2θ2/π
=c2θ2/π cos2θ2/π(πβ/(2θ1))f(c
2θ1/πt).

The subclass ofNP+ formed by complete Berntsein functions and denoted
by CBF will also be important in our considerations. Complete Bernstein
functions allow a number of equivalent characterizations. The following one,
which can serve as the definition of a complete Bernstein function, can be
found in [54, Theorem 6.2]. We say that the function ψ : (0,∞) 7→ [0,∞)
is complete Bernstein if ψ admits an analytic continuation to C \ (−∞, 0]
which is given by
(3.11) ψ(λ) = a+ bλ+
∫
(0,∞)
λµ(ds)
λ+ s
,
where a, b ≥ 0 are non-negative constants and µ is a positive Borel measure
on (0,∞) such that
(3.12)
∫
(0,∞)
µ(ds)
1 + s
<∞.
Given ψ, the triple (a, b, µ) is determined uniquely, and it is called the Stielt-
jes representation of ψ. The standard examples of complete Bernstein func-
tions include λα, α ∈ [0, 1], log(1 + λ) and λ/(λ+ a), a > 0.
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The class CBF has a rich structure which is particularly suitable for func-
tional calculi purposes. We will need just a few of them and refer to [54,
Sections 6 and 7] for a comprehensive account. In particular, the following
elementary properties of CBF will be useful, see e.g. [54, Theorem 6.2 and
Corollary 7.6] for their discussion.
Theorem 3.3. (i) Let ψ be a holomorphic function in C \ (−∞, 0].
Then ψ ∈ CBF if and only if ψ (C+) ⊂ C+, ψ((0,∞)) ⊂ [0,∞),
and there exists ψ(0+) = limλ→0+ ψ(λ);
(ii) Let ψ,ϕ ∈ CBF . Then ψ + ϕ,ψ ◦ ϕ ∈ CBF .
The following result allows one to bound the imaginary part of a complete
Bernstein function by means of its derivative on the positive half-axis.
Lemma 3.4. Let ψ ∈ CBF . Then for all β ∈ (−π, π) and t > 0,
(3.13) Imψ(teiβ) ≤ 2t tan(β/2)ψ′(t).
Proof. Let ψ be of the form (3.11) and let λ = teiβ. Then observing that
ψ′(λ) = b+
∫
(0,∞)
s µ(ds)
(λ+ s)2
,
and using the inequality
|teiβ + s|2 ≥ cos2(β/2)(t + s)2, β ∈ (−π, π),
we obtain that
Imψ(teiβ) =bt sin β +
∫
(0,∞)
Im
teiβ
teiβ + s
µ(ds)
=t sin β
(
b+
∫
(0,∞)
s µ(ds)
|teiβ + s|2
)
≤t sin β
(
b+
1
cos2(β/2)
∫
(0,∞)
s µ(ds)
(t+ s)2
)
≤
t sin β
cos2(β/2)
(
b+
∫
(0,∞)
s µ(ds)
(t+ s)2
)
=2t tan(β/2)ψ′(t).

Now we introduce a technical condition which will be basic for estimates
in subsequent sections. It is a local version of (3.13).
Definition 3.5. Let a > 0 and θ ∈ (0, π). We let Dθ(0, a) be the space of
holomorphic functions f on Σθ such that
a) f is real on (0,∞) and strictly increasing on (0, a);
b) for every R > 0 and every β ∈ (−θ, θ) there exist b = b(β,R) ∈
(0,min(1, a/R)) and m = m(β) such that
(3.14) |Im f(teiβ)| ≤ mtf ′(bt)
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for all t ∈ (0, R).
Observe that by Lemma 3.4, CBF ⊂ Dθ(0, a) for all a > 0 and θ ∈ (0, π).
The next lemma, proved in Appendix A, shows that some functions from
NP+ belong to Dπ/2(0, 1).
Lemma 3.6. Suppose that
∞∑
n=0
cn = 1, cn ≥ 0, n ≥ 0,
and let
h(λ) := 1−
∞∑
n=0
cn
(
1− λ
1 + λ
)n
, λ ∈ C+.
Then h ∈ Dπ/2(0, 1) ∩ NP+. Moreover, the corresponding constants b =
b(β,R) and m = m(β) from Definition 3.5 are given by
b =
cos β
1 +R2
and m =
π
2
.
Finally, we will also need the next geometric proposition proved in [31].
Proposition 3.7. [31, Proposition 3.6]. Assume that for ψ ∈ CBF there
exists ω ∈ (0, π/2) such that
(3.15) ψ(C+) ⊂ Σω.
Define ω0 ∈ (π/2, π) by
| cosω0| =
cotω
cotω + 1
,
and for θ ∈ (π/2, ω0) define θ0 ∈ (0, π/2) as
(3.16) cot θ0 =
cotω − (cotω + 1)| cos θ|
sin θ
.
Then
(3.17) ψ(Σθ) ⊂ Σθ0 .
3.2. A1+− and Hausdorff functions. Let A
1
+(D) be the algebra of holo-
morphic functions f on the unit disc D that have absolutely summable Taylor
coefficients:
A1+(D) :=
{
f(λ) =
∞∑
n=0
cnλ
n, λ ∈ D :
∞∑
n=0
|cn| <∞
}
.
Clearly, if f ∈ A1+(D) then f is continuous on D. Setting
‖f‖A1
+
(D) :=
∞∑
n=0
|cn| if f(λ) =
∞∑
n=0
cnλ
n,
one infers that (A1+(D), ‖f‖A1
+
) is a unital commutative Banach algebra with
respect to pointwise multiplication.
ON DISCRETE SUBORDINATION 11
Consider now functions h given by
(3.18)
h(λ) = c0 +
∞∑
n=1
cnλ
n, where c0 ≥ 0, cn :=
∫
[0,1)
tn−1 ν(dt), n ≥ 1,
and ν is a bounded positive Borel measure on [0, 1) such that
(3.19) c0 +
∫
[0,1)
ν(dt)
1− t
= 1.
For the purposes of the present paper, the functions h satisfying (3.18) and
(3.19) will be called regular Hausdorff functions (since the moment sequences
(cn) are often called Hausdorff sequences). We will write h ∼ (c0, ν) and say
that the measure ν is the (Hausdorff) representing measure for h.
Observe that if h is defined by (3.18) and (3.19) then
(3.20)
h(λ) = c0 +
∫
[0,1)
t−1
( ∞∑
n=1
(tλ)n
)
ν(dt) = c0 +
∫
[0,1)
λν(dt)
1− tλ
, λ ∈ D,
and moreover h extends analytically to λ ∈ C\ [1,∞). By (3.19) and Fatou’s
lemma,
(3.21) ‖h‖A1
+
(D) = h(1) =
∞∑
n=0
cn = 1.
The next proposition relates the regular Hausdorff functions to complete
Bernstein functions thus connecting the discrete and the continuous settings.
Proposition 3.8. Let h ∼ (c0, ν) be a regular Hausdorff function, and let
(3.22) ψ(λ) := 1− h(1− λ), λ ∈ D.
Then ψ extends to a complete Bernstein function of the form (0, b, µ), where
b = ν({0}), µ(dt) =
ν(ds)− bδ0(ds)
s(1− s)
(t = (1− s)/s),
and δ0 denotes the Dirac measure at 0.
Conversely, suppose ψ ∈ CBF is such that ψ ∼ (0, 0, µ). Then
h(λ) := ψ(1) − ψ(1− λ)
is a regular Hausdorff function such that h ∼ (0, ν), where
ν(ds) =
tµ(dt)
(1 + t)2
(s = 1/(1 + t)).
Proof. Let ν(ds) = bδ0(ds) + ν0(ds), where ν0(ds) is a Borel measure on
(0, 1). Taking into account (3.18), we have
ψ(λ) =
∫
[0,1)
ν(ds)
1− s
−
∫
[0,1)
(1− λ) ν(ds)
1− s+ λs
=
∫
[0,1)
λ ν(ds)
(1− s+ λs)(1− s)
=bλ+
∫
(0,1)
λ ν0(ds)
((1− s)/s+ λ)s(1− s)
.
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So, passing to the push-forward measure µ(dt) of ν0(ds)s(1−s) under the map
t : (0, 1)→ (0,∞), t(s) = (1− s)/s, we obtain that
ψ(λ) = bλ+
∫
(0,∞)
λµ(dt)
t+ λ
, µ(dt) =
(t+ 1)2 ν0(ds)
t
,
and
(3.23)
∫
(0,∞)
dµ(t)
1 + t
=
∫
(0,1)
ν(ds)
1− s
<∞.
If ψ ∈ CBF and ψ ∼ (0, 0, µ), then
ψ(1) − ψ(1− λ) =
∫
(0,∞)
µ(dt)
1 + t
−
∫
(0,∞)
(1− λ)µ(dt)
1− λ+ t
=
∫
(0,∞)
λt µ(dt)
(1 + t− λ)(1 + t)
=
∫
(0,∞)
λt µ(dt)
(1− λ/(1 + t))(1 + t)2
.
Passing as above to the push-forward measure ν(ds) of tµ(dt)
(1+t)2
under the map
s : (0,∞)→ (0, 1), s(t) = 1/(1 + t), we obtain that
h(λ) = ψ(1) − ψ(1− λ) =
∫
(0,1)
λ ν(ds)
1− sλ
,
and (3.23) holds. 
To illustrate the second statement in Proposition 3.8 and in view of further
applications in Section 7, let us consider the next simple example.
Example 3.9. a) Let α ∈ (0, 1) be fixed. Recall that (see [54, p. 304])
ψα(λ) := λ
α ∈ CBF and
ψα(λ) =
sin(πα)
π
∫ ∞
0
λds
(λ+ s)s1−α
, λ ∈ C \ (−∞, 0].
Thus, ψα(1) = 1 and ψα ∼ (0, 0, µα), where
µα(ds) =
sin(πα)
π
ds
s1−α
.
Then, by Proposition 3.8, hα(λ) := 1−(1−λ)
α, λ ∈ D, is a regular Hausdorff
function and hα ∼ (0, να), where
να(dt) =
sin(πα)
π
λ(1− t)α dt
(1− λt)tα
.
b) For ψ(λ) := λ−1log λ ∈ CBF , we use the representation (see [54, p. 322])
ψ(λ) =
∫ ∞
0
λ (s+ 1) ds
(λ+ s)s(log2 s+ π2)
, λ ∈ C \ (−∞, 0],
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so that ψ ∼ (0, 0, µ), ψ(1) = 1, where
µ(ds) =
(s+ 1)ds
s(log2 s+ π2)
.
If h(λ) = 1− ψ(1 − λ) = 1 + λ/ log(1− λ), λ ∈ D, then, by Proposition 3.8
we infer that h is a regular Hausdorff function and h ∼ (0, ν), where
ν(dt) =
dt
t(log2(1/t − 1) + π2)
.
In Example 3.9, a) and b) one may also write down the Taylor coefficients
for h explicitly.
4. Sectorial operators and Ritt operators
In this section we will introduce and discuss sectorial and Ritt operators,
the main objects of our studies. Moreover, we recall and study the notion
of Stolz domain. This is a geometric notion related to Ritt operators and to
some extent matching the notion of sector for sectorial operators. Moreover,
we prove several geometric properties of the spectrum of Ritt operators.
Let us first recall that a closed, densely defined operator A is called sec-
torial with sectoriality angle α ∈ [0, π) if σ(A) ⊂ Σα, and for any ω ∈ (α, π)
exists M(A,ω) <∞ such that
‖z(z −A)−1‖ ≤M(A,ω), z 6∈ Σω.
The set of the sectorial operators with angle α ∈ [0, π) will be denoted by
Sect(α). Note that A ∈ Sect(α) for some α ∈ [0, π) if and only
(4.1) M(A) := sup
z>0
‖z(z +A)−1‖ <∞.
Define also the minimal angle of sectoriality α(A) of a sectorial operator A
as
α(A) := inf{α : A ∈ Sect(α)}.
(Note that inf above can never be replaced by min .) In this paper, we will
mostly be dealing with bounded sectorial operators, although some operators
will a priori be considered as unbounded ones.
As was explained in the introduction, the theory of Ritt operators is well-
developed by now and there are many papers treating various aspects of such
operators. Being unable to present all important and relevant results, we
thus restrict ourselves to discussing only very basic aspects of that theory.
Let us first recall that T ∈ L(X) is said to be Ritt if σ(T ) ⊂ D and there
exists C ≥ 1 such that
(4.2) ‖(z − T )−1‖ ≤
C
|z − 1|
, z ∈ C \ D.
Note that if C = 1 in (4.2) then necessarily σ(T ) = {1}, see [44, p. 154].
There is a direct link between the notion of Ritt operators and the notion
of sectorial operators. Recall that T ∈ L(X) is Ritt if and only if σ(T ) ⊂
D ∪ {1} and there is ω ∈ [0, π/2) such that the semigroup (e−(1−T )z)z∈C is
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sectorially bounded in Σω, see e.g. [23, Th. 1.5] and the comments preceding
it. This fact allows the following convenient reformulation which we separate
for future references.
Theorem 4.1. An operator T ∈ L(X) is Ritt if and only if there exists
α ∈ [0, π/2) such that
σ(T ) ⊂ (D ∪ {1}) ∩ {z ∈ C : 1− z ∈ Σα} and (1− T ) ∈ Sect(α).
Observe that the last condition means that for any β ∈ (α, π/2) there
exists Cβ ≥ 1 such that
(4.3) ‖(z − T )−1‖ ≤
Cβ
|z − 1|
, z ∈ C \
(
(1− Σβ) ∩ D
)
.
Thus, if (4.3) holds, we will say that T is a Ritt operator of angle α.
Note that the Ritt condition (4.2) has a number of implications for the
shape of the spectrum of T. To formulate them we need to define several
concepts.
For σ ≥ 1 define a Stolz domain Sσ by
(4.4) Sσ := {z ∈ D : |1− z|/(1 − |z|) < σ} ∪ {1},
Clearly, Sσ = {1} if σ = 1.
To relate Stolz domains to angular sectors, observe that
(4.5) 1− Sσ ⊂ Σω, ω = arccos(1/σ).
Indeed, let σ > 1 and 1 6= z = 1 − ρeiα ∈ Sσ ⊂ D. Then ρ < cosα ≤ 1 and
ρ/(1− |1− ρeiα|) < σ, or
(4.6) σ |1− ρeiα| < σ − ρ.
A direct calculation shows that
(4.7) ρ <
2σ
σ2 − 1
(σ cosα− 1).
Therefore, we have, in particular, that
cosα >
1
σ
and (1− Sσ) \ {0} ⊂ Σω.
Remark that 1− Sσ is not a subset of Σω˜ for any ω˜ < ω.
The next result sharpens the definition of Ritt operators in terms of Stolz
domains.
Proposition 4.2. Let T be a Ritt operator satisfying (4.2) for some C ≥ 1.
Then
(4.8) σ(T ) ⊂ Sσ with σ = C,
and for any δ > σ there exists Cδ such that
(4.9) ‖(1− z)(z − T )−1‖ ≤ Cδ, z ∈ C \ Sδ.
Conversely, if (4.8) and (4.9) hold for some σ ≥ 1, then T is Ritt.
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Proof. Note first that if C = 1 then σ(T ) = {1} so that (4.9) holds, see [44,
p. 154]. Assume now that T is a Ritt operator satisfying (4.2) with C > 1.
Then, by [44, Proposition 1, Theorem 2 and Corollary],
σ(T ) ⊂ Ω(q) := {z ∈ D ∪ {1} : |z − eiϕ| ≥ q|1− eiϕ| for all ϕ ∈ [0, 2π)},
where q = 1C . Moreover, Ω(q) is a closed convex set contained in the shifted
sector 1− Σarccos q, and for any δ ∈ (arccos q, π/2),
(4.10) ‖(z − T )−1‖ ≤
C(δ)
|z − 1|
, 1− z 6∈ Σδ,
where C(δ) = C1−C cos δ . By Lemma 9.1 (proved in Appendix A), the set Ω(q)
can be described as
Ω(q) \ {1} =
{
z ∈ D :
1− |z|2
2|1− z|
≥ q
}
.
Then, since
1− |z|2
2|1− z|
≤
1− |z|
|1− z|
, z ∈ D,
the definition (4.4) of Stolz domain yields
Ω(q) ⊂ Sσ, σ = 1/q = C,
i.e. (4.8) holds. Then (4.9) follows from (4.5), (4.8) and (4.10).
The converse implication follows from the obvious fact that Sσ ⊂ D ∪
{1} for all σ ≥ 1 and a characterization of Ritt operators in terms their
sectoriality given in Theorem (4.1) (see e.g. [23, Theorem 1.5]). 
Proposition 4.2 motivates the following definition. An operator T ∈ L(X)
is said to beRitt operator of Stolz type σ ∈ [1,∞) if σ(T ) ⊂ Sσ and T satisfies
(4.9) for any δ > σ.
Remark 4.3. Note that there is an alternative geometric object related to
Ritt operators. Namely, define a set Bω, ω ∈ (0, π/2), as the interior of the
convex hull of 1 and the disc Dsinω := {z ∈ C : |z| < sinω}, i.e.
Bω = co (Dsinω ∪ {1}).
In [42], it is Bω that is called a Stolz domain, while we use that terminology
for Sσ. Note that Bω ⊂ 1 − Σω. One can prove that T ∈ L(X) is Ritt
if and only if there exists α ∈ (0, π/2) such that σ(T ) ⊂ Bα and for any
β ∈ (α, π/2) the set {(z − 1)(z − T )−1 : z ∈ C \ Bβ} is bounded. See e.g.
[42, Definition 2.2] and [42, Lemma 2.1] concerning the above. However, the
domains as Bω appear to be less convenient for the study of the permanence
properties of Ritt operators under functional calculi. Thus, we do not discuss
them in this paper.
The relevance of Stolz domains is also clear from the statement given
below which will be instrumental in the proof of our main assertion.
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Proposition 4.4. Let h(λ) =
∑∞
n=0 cnλ
n, λ ∈ D, cn ≥ 0, be such that∑∞
n=0 cn = 1. Then for each σ ≥ 1,
(4.11) h(Sσ) ⊂ Sσ.
Proof. Since
|1− λn|
1− |λn|
=
|
∑n−1
k=0 λ
k|∑n−1
k=0 |λ|
k
·
|1− λ|
1− |λ|
≤
|1− λ|
1− |λ|
, λ ∈ D,
each of the functions hn(λ) := λ
n, n ∈ Z+, satisfies the relation (4.11).
Then, by the convexity Sσ, the inclusion (4.11) holds for any h given by the
convex power series
∑∞
n=0 cnλ
n. 
4.1. Operator Cayley transform and its relation to Stolz domains.
In this subsection, we will discuss the operator Cayley transform which will
our basic tool in reducing considerations in the discrete setting to their half-
plane analogues. However, as we already remarked in the introduction, as
far as Ritt operators are bounded, the discrete situation has its specifics so
that it makes a sense to study it in some more details.
As far as we will be aiming at reducing the arguments for the unit disc
to the half-plane setting, the Cayley transform C will clearly play a crucial
role. Recall that the Cayley transform is given by
(4.12) C(λ) :=
1− λ
1 + λ
, λ 6= −1,
and that C maps D onto C+ conformally.
The following proposition relates Stolz domains and angular sectors via
the Cayley transform, and will be useful in the sequel.
Proposition 4.5. Let C be the Cayley transform. If σ ≥ 1 and ω =
arccos(1/σ), then
C(Sσ) ⊂ Σω.
Proof. Let λ = 1− ρeiα ∈ Sσ, λ 6= 1. Then
C(λ) =
ρeiα
2− ρeiα
=
ρ(2eiα − ρ)
|2− ρeiα|2
.
Using (4.6) and (4.7), we obtain
Re C(λ)
|C(λ)|
=
2cosα− ρ
|2− ρeiα|
≥
2 cosα− ρ
1 + |1− ρeiα|
≥
2 cosα− ρ
1 + (σ − ρ)/σ
=
1
σ
+
2σ(σ cosα− 1)− (σ2 − 1)ρ
σ(2σ − ρ)
≥
1
σ
,
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that is C(1− ρeiα) ∈ Σω, where ω = arccos(1/σ). 
Now we turn to the operator analogue of C. For T ∈ L(X) with σ(T ) ⊂ D,
and ker(1 + T ) = {0} we define the Cayley transform C(T ) as
(4.13) C(T ) := (1− T )(1 + T )−1.
If ran (1 + T ) is dense in X then it is straightforward that C(T ) is a closed
densely defined operator on X and σ(C(T )) ⊂ C+. In our considerations,
we will always deal with T such that −1 6∈ σ(T ). Thus, in the sequel, C(T )
will always be bounded.
Finally note that, by a direct calculation,
(4.14) C(C(T )) = T.
The following simple proposition relates sectoriality of T to that of C(T ).
Proposition 4.6. Let T be a power-bounded operator on X such that −1 /∈
σ(T ), and let supn≥0 ‖T n‖ :=M . Then for any β ∈ (π/2, π),
(4.15) ‖(C(T )− z)−1‖ ≤
3M(1 + ‖T‖)
|z cos β|
, z 6∈ Σβ.
In particular, C(T ) ∈ Sect(π/2).
Proof. Note first that if λ 6∈ σ(T ) and z = 1−λ1+λ then
(4.16) (C(T )− z)−1 = −
(1 + λ)
2
(1 + T )(T − λ)−1.
Since for z 6∈ C+ one has z =
1−λ
1+λ with λ =
1−z
1+z 6∈ D, the identity (4.16)
yields
(4.17) ‖(C(T )− z)−1‖ ≤
|1 + λ|
2
‖(1 + T )(T − λ)−1‖.
By assumption and the Neumann series expansion we have
(4.18) ‖(T − λ)−1‖ ≤
M
|λ| − 1
, λ ∈ C, |λ| > 1,
hence if z 6∈ C+, then
|1 + λ|‖(T − λ)−1‖ ≤M
|1 + λ|
|λ| − 1
(4.19)
=
2M
|1− z| − |1 + z|
=M
|1− z|+ |1 + z|
2|Re z|
≤M
1 + |z|
|z cos β|
.
Thus, from (4.17) and (4.19) it follows that if z 6∈ C+ is such that |z| < a,
then
(4.20) ‖(C(T )− z)−1‖ ≤M
(a+ 1)
2|z cos β|
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Next, if z 6∈ C+ satisfies |z| ≥ a > 1, then
1 + |z|
|z|
≤
a+ 1
a
, and
|1 + λ|
2
=
1
|1 + z|
≤
a
(a− 1)|z|
,
so using (4.17) and (4.19) and observing that
(1 + T )(T − λ)−1 = 1 + (λ+ 1)(T − λ)−1,
we obtain
‖(C(T )− z)−1‖ ≤
|1 + λ|
2
(
1 + |λ+ 1|‖(T − λ)−1‖
)
(4.21)
≤
a
(a− 1)|z|
(
1 +
M(a+ 1)
a| cos β|
)
M(2a + 1)
(a− 1)| cos β|
·
1
|z|
.
Setting finally a = 4, (4.19) and (4.21) imply (4.15). 
We proceed with revealing an interplay between geometry of the spectrum
of Ritt operators and their Cayley transforms.
Proposition 4.7. If T is a Ritt operator of Stolz type σ, then C(T ) ∈
Sect(ω) for ω = arccos(1/σ).
Proof. Fix σ˜ > σ. By assumption,
(4.22) ‖(T − λ)−1‖ ≤
Cσ˜
|λ− 1|
, λ 6∈ Sσ˜.
If ω˜ = arccos(1/σ˜) and z 6∈ Σω˜, z 6= 0, then by Proposition 4.5 there exists
λ 6∈ Sσ˜ such that z = (1− λ)/(1 + λ). Hence, by (4.16) and (4.22),
‖(C(T )− z)−1‖ ≤
|1 + λ|
2
‖1 + T‖
Cσ˜
|λ− 1|
=
Cσ˜‖1 + T‖
2|z|
,
so that C(T ) ∈ Sect(ω˜). Since the choice of σ˜ > σ is arbitrary, we conclude
that C(T ) ∈ Sect(ω). 
5. Functional calculi
5.1. Holomorphic calculus and operator complete Bernstein func-
tions. In this subsection we will set up a holomorphic functional calculus
of sectorial operators and will state several of its properties important for
the sequel. The comprehensive accounts on the extended holomorphic func-
tional calculus can be found in many texts including e.g. [32, Chapter 2]
and [41, Section 9], but we still feel that the functional calculi theory is not
a part of general background, so we recall its basic features important for
our exposition in subsequent subsections.
For ϕ ∈ (0, π), let O(Σϕ) stands for the space of all holomorphic functions
on Σϕ. Define
H∞0 (Σϕ) :=
{
f ∈ O(Σϕ) : |f(λ)| ≤ Cmin(|λ|
s, |λ|−s) for some C, s > 0
}
,
and
B(Σϕ) :=
{
f ∈ O(Σϕ) : |f(λ)| ≤ Cmax
(
|λ|s, |λ|−s
)
for some C, s > 0
}
.
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Note that H∞0 (Σϕ) and B(Σϕ) are algebras.
Let 0 ≤ α < ϕ < π, and let A ∈ Sect(α). For f ∈ H∞0 (Σϕ) and α0 ∈
(ϕ, π), define
Φ(f) = f(A) :=
1
2πi
∫
∂Σα0
f(λ)(λ−A)−1 dλ,
where Σα0 is the downward oriented boundary of Σα0 . This definition is
independent of α0, and
Φ : H∞0 (Σϕ) 7→ L(X), Φ(f) = f(A),
is an algebra homomorphism. Let τ(λ) := λ
(1+λ)2
. Assume that A is injective
so that Φ(τ) = τ(A) = A(1 +A)−2 is injective as well.
Since for any f ∈ B(Σϕ) there is n ∈ N such that
(5.1) τnf ∈ H∞0 (Σϕ),
we can define a closed operator f(A) as
(5.2) f(A) = [τn(A)]−1(τnf)(A) = [A(1 +A)−2]−n (f · τn)(A),
where
(f · τn)(A) :=
1
2πi
∫
∂Σα0
λn f(λ)
(λ+ 1)2n
(λ−A)−1 dλ,
according to the above. This definition does not depend on the choice of n
as far as (5.1) holds. A mapping
Φe : B(Σϕ) 7→ L(X), Φe(f) = f(A),
is an algebra homomorphism, and it is called the extended holomorphic func-
tional calculus for A.
Note that Φe formally depends on a choice of ϕ, but the calculi are consis-
tent with an appropriate identification. Thus we may consider the calculus
to be defined on
B[Σα] :=
⋃
α<ϕ<π
B(Σϕ).
It is important to note that in view of Theorem 3.1,(ii) if α ∈ [0, θ1) and
f ∈ NP+(θ1, θ2) then any f can be regularized by τ
2, and so f(A) is defined
in the extended holomorphic functional calculus.
The extended holomorphic calculus is governed by usual calculi rules,
see [32, Section 2.3, 2.4] for more on that. The following properties of the
calculus will be of particular importance for us.
Proposition 5.1. (i) If f and g belong to B[Σα], then the following
sum rule and product rule hold:
f(A) + g(A) ⊂ (f + g)(A), f(A)g(A) ⊂ (fg)(A).
If g(A) is bounded, then the inclusions above turn into equalities.
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(ii) Let f ∈ B[Σα′ ] and g ∈ B[Σα]. Suppose in addition that g(Σα) ⊂ Σα′ ,
g(A) ∈ Sect(α′), and g(A) is injective. Then f ◦ g ∈ B[Σα], and the
composition rule hold:
(5.3) (f ◦ g)(A) = f(g(A)).
The importance of sectoriality angles is well-illustrated by the following
classical statement on fractional powers of sectorial operators relevant for
our subsequent arguments.
Proposition 5.2. Let α ∈ [0, π) and q > 0 be such that qα < π. Then
Aq ∈ Sect(qα). Moreover, there exists Mq(A) > 0 such that for every ǫ > 0
(5.4) ‖λ(λ+ (A+ ǫ)q)−1‖ ≤Mq(A), λ ∈ (0,∞).
For a proof of the first part of the proposition see e.g. [32, Proposition
3.1.2] or [8, Corollary 3.10]. The estimate (5.4) is a direct consequence of
[32, Corollary 3.1.3] and [32, Proposition 2.1.2, f)].
Complete Bernstein functions introduced in Subsection 3.1 fall into the
scope of the extended holomorphic functional calculus. Moreover, such func-
tions can be defined for any sectorial operator regardless of its angle of
sectoriality. Indeed, every complete Bernstein function extends holomorphi-
cally to C \ (−∞, 0], and (3.11) implies that it has a sublinear growth in
any sector Σα, α ∈ [0, π). Identifying a complete Bernstein function with
its holomorphic extension to C \ (−∞, 0], we infer that it belongs to the
extended holomorphic functional calculus for any sectorial operator A. The
definition (5.2) applies in this case with n = 2. Moreover, the following op-
erator analogue of (3.11) holds, see e.g. [5, Theorem 3.12 and Section 3]
for its discussion and proof (as well as for more details on the holomorphic
functional calculus of complete Bernstein functions). Another approach to
operator complete Bernstein functions can be found in [8] and [53].
Theorem 5.3. Let a complete Bernstein function ψ be given by its Stielt-
jes representation (a, b, µ) (see (3.11)). Then for every x from the domain
dom(A) of A,
(5.5) ψ(A)x = a+ bAx+
∫
(0,∞)
A(A+ s)−1xµ(ds).
Moreover, dom(A) is a core for ψ(A).
Note that a complete Bernstein function ψ of A can also defined in the
framework of other calculi, e.g. Hille-Phillips functional calculus, where the
assumption ker(A) = {0} is not, in fact, necessary. However, we will not
need this fact in the sequel.
5.2. A1+-calculus. Now we turn to a discussion of another calculus tailored
to deal with power bounded operators rather than sectorial ones. If T is a
power bounded operator on X, then we can define a A1+(D)-functional cal-
culus for T which does not require holomorphicity of functions on σ(T ) as
in the case of the holomorphic functional calculus from the previous subsec-
tion. The notion of the Hausdorff function will be crucial in this context. We
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will show that the notion is just another face of the notion of the complete
Bernstein function explained in the previous subsection.
Since A1+(D) is a convolution Banach algebra, there is a very natural way
to define a function from A1+(D) of T. Namely, if f(λ) =
∑∞
n=0 cnλ
n ∈ A1+(D)
then we set
f(T ) =
∞∑
n=0
cnT
n.
The mapping
Φ : A1+(D) 7→ L(X), Φ(f) = f(T ),
is a continuous homomorphism of Banach algebras satisfying
‖Φ(f)‖ ≤
(
sup
n≥0
‖T n‖
)
‖f‖A1+(D).
It is called the A1+(D)-calculus for T.
In what follows, we will need a spectral mapping theorem for A1+(D)-
calculus. This result can be found e.g. in [23, Theorem 2.1].
Proposition 5.4. Let f ∈ A1+(D) and let T be a power-bounded operator
on X. Then
(5.6) σ(f(T )) = f(σ(T )).
Remark 5.5. Recall that if T1 and T2 are commuting bounded operators on
X then
(5.7) dist(σ(T1), σ(T2)) ≤ ‖T1 − T2‖,
where dist(σ(T1), σ(T2)) stands for the Hausdorff distance between σ(T1)
and σ(T2). (See e.g. [38, Theorem IV.3.6].) The proof of Proposition 5.4
given in [23] is based on this result, and the result will also be useful in the
sequel.
It is important to observe that since A1+(D) includes regular Hausdorff
functions, a Hausdorff function h of a power bounded operator T is well-
defined in the A1+(D)-calculus. Moreover, for h ∼ (c0, ν) one can prove the
operator counterpart of (3.20):
h(T ) = c0 +
∫
[0,1)
T (1− tT )−1 ν(dt).
As we will not use this formula in the following, its proof is omitted.
Since we will use the two functional calculi, namely the extended holomor-
phic functional calculus and A1+(D)-calculus, a natural question is whether
these calculi are consistent. To clarify this issue, note that if T is power
bounded, then 1 − T is sectorial and by [33, Proposition 3.2] the A1+(D)
-calculus agrees with the holomorphic functional calculus for sectorial oper-
ators in a sense that for appropriate holomorphic f one has f(A) = g(T )
where A := 1− T has dense range and g(λ) = f(1− λ).
Moreover, if h ∼ (c0, ν) is a regular Hausdorff function, then ψ(λ) :=
1 − h(1 − λ) ∈ CBF by Proposition 3.8. Thus, ψ(A) is defined by the
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extended holomorphic functional calculus. On the other hand, h(T ) can be
defined by the A1+(D)-calculus. In view of the next result proved in [33,
Proposition 3.2] and formulated for a future reference, the two calculi are
consistent and lead to the same operator.
Lemma 5.6. Let h be a regular Hausdorff function and let ψ(λ) = 1−h(1−
λ) be the corresponding complete Bernstein function given by Proposition
3.8. If T is a power bounded operator on X such that ran (1−T ) = X, then
1− h(T ) = ψ(A), A := 1− T,
where h(T ) is defined by means of the A1+(D)-calculus and ψ(A) is defined
by the extended holomorphic functional calculus.
Remark 5.7. Recall that, by the mean ergodic theorem, if T is a power
bounded operator on X and ran (1− T ) = X, then ker(1− T ) = {0}.
Remark 5.8. Using the approach of Subsection 5.1, one may also define the
extended A1+(D)-calculus. In this way, the extended A
1
+(D)-calculus for T
comprises more general Hausdorff functions of T. However our arguments
will not require this generalization.
6. A1+-functions of Ritt operators
We now turn to deriving estimates for (z+f)−1(A) where f = h◦C ∈ NP+
is a convex power series h of the Cayley transform C and A is a sectorial and
bounded operator on X. We start with obtaining an integral representation
for the “resolvent” function (z + f)−1. This representation will lead to a
similar representation for (z + f)−1(A), and eventually to the (”uniform”)
sectoriality of f(A). Finally, if T is Ritt and A = C(T ), then the sectoriality
of f(A) with an appropriate angle will imply that h(T ) is Ritt.
It is also important to note that our arguments depend essentially on a
convergence of certain approximations of Ritt and power bounded operators.
Thus all constants in the resolvent bounds given below have been written
explicitly so to reveal their uniformity with respect to approximation and
to keep control over the convergence issues.
Lemma 6.1. Let f ∈ NP+(θ1, θ2). If
α ∈ (0, θ1), q ∈ (π/θ1, π/α) and γ ∈
(
0, π
(
1−
θ2
qθ1
))
,
then for every R > 0,
(z + f(λ))−1 =
q
π
∫ R1/q
0
Im f(teiπ/q) tq−1 dt
(z + f(teiπ/q))(z + f(te−iπ/q))(tq + λq)
(6.1)
+
1
2πi
∫
|ξ|=R
dξ
(z + f(ξ1/q))(ξ − λq)
,
for all λ ∈ Σα, |λ| < R
1/q, and z ∈ Σγ.
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Proof. Let α ∈ (0, θ1), q ∈ (π/θ1, π/α) and R > 0 be fixed. By Corollary
3.2, for every β ∈ (qα, π) and all nonzero λ ∈ Σα and ξ ∈ ∂Σβ,
(6.2) f(λ) ∈ Σαθ2/θ1 and f(ξ
1/q) ∈ Σβθ2/(qθ1).
Note also that if λ ∈ Σα, and z ∈ Σγ , where γ ∈ (0, π(1 − θ2/(qθ1))), then
αθ2/θ1 + γ < π and γ + βθ2/(qθ1) < π.
Now, by Cauchy’s theorem, for every R > |λ|q,
(6.3) (z + f(λ))−1 =
1
2πi
∫
∂Σβ(R)
dξ
(z + f(ξ1/q))(ξ − λq)
,
where Σβ(R) := Σβ ∩ {z ∈ C : |z| = R}. Deforming the contour Σβ(R) in
(6.3) to the negative semi-axis, we obtain
(z + f(λ))−1 =
1
2πi
∫
|ξ|=R
dξ
(z + f(ξ1/q))(ξ − λq)
−
1
2πi
∫ R
0
ds
(z + f(s1/qeiπ/q))(s + λq)
+
1
2πi
∫ R
0
ds
(z + f(s1/qe−iπ/q))(s + λq)
=
1
2πi
∫
|ξ|=R
dξ
(z + f(ξ1/q))(ξ − λq)
+
1
π
∫ R
0
Im f(s1/qeiπ/q) ds
(z + f(s1/qeiπ/q))(z + f(s1/qe−iπ/q))(s + λq)
,
and (6.1) follows. 
The above lemma is in fact the heart of our strategy. Using the repre-
sentation (6.3) containing f(ξ1/q) rather than f(ξ) we are able to deform
the integration contour to the negative half-axis so that to pass to the for-
mula (6.1) containing Im f(teiπ/q). In turn, this latter term Im f(teiπ/q), for
certain f ∈ NP+, allows useful estimates, e.g the one given by Lemma 9.4
from Appendix A. Lemma 9.4 provides a way to cancel singularity of the
integrand in (6.1) at t = 0 and thus helps to show that the integral (6.1)
converges absolutely. This is the key point in obtaining resolvent bounds in
Theorem 6.3 below.
Next, using the preceding result and Theorem 3.1, we prove the sectori-
ality of f(A) if f ∈ NP+(θ1, θ2) ∩ Dθ1(0, a) for some a > 0. The proof is
based on the integral representation for the resolvent of f(A). The represen-
tation yields the sectoriality of f(A) by means of Theorem 3.1 and bounds
on Im f contained in the definition of Dθ1(0, a). Moreover, we give a very
explicit bound for the resolvent of f(A). It is important for subsequent ap-
proximation arguments where a certain uniformity of resolvent estimates is
required.
On this way the following lemma from [2, Appendix B, Proposition B5]
will also be crucial.
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Lemma 6.2. Let A be a closed densely defined operator on X, and U be a
connected open subset of C. Suppose that U∩ρ(A) is nonempty and that there
is a holomorphic function F : U → L(X) such that {z ∈ U ∩ ρ(A) : F (z) =
(z − A)−1} has a limit point in U. Then U ⊂ ρ(A) and F (z) = (z − A)−1
for all z ∈ U.
Theorem 6.3. Let f ∈ NP+(θ1, θ2) ∩ Dθ1(0, a) for some a > 0. Let A ∈
L(X) be such that A ∈ Sect(α), α ∈ [0, θ1), and kerA = {0}. Then
f(A) ∈ Sect(α˜), α˜ =
θ2
θ1
· α.
Moreover, for all q ∈ (π/θ1, π/α) and γ ∈
(
0, π
(
1− θ2qθ1
))
, one has
(6.4) ‖(z + f(A))−1‖ ≤
cq,γ
|z|
, z ∈ Σγ ,
where
(6.5) cq,γ =
qMq(A)m(π/q)
Cbπ cos2((π/q + γ)/2)
+
2
cos((π/q + γ)/2)
,
with Mq(A) given by (5.4), b = b(π/q, 2‖A‖) and m = m(π/q) corresponding
to f by the definition of Dθ1(0, a), and finally C = b
θ2/θ1 [cos(π2/(2θ1q))]
2θ2/π.
Proof. Let q ∈ (π/θ1, π/α) and γ ∈
(
0, π
(
1− θ2qθ1
))
be fixed, and set R =
2q‖Aq‖. Having in mind (6.1), let us set formally
Rq(z; f,A) :=
q
π
∫ R1/q
0
Im f(teiπ/q) tq−1(Aq + tq)−1 dt
(z + f(teiπ/q))(z + f(te−iπ/q))
(6.6)
−
1
2πi
∫
|ξ|=R
(ξ −Aq)−1 dξ
z + f(ξ1/q)
, z ∈ Σγ .
We first prove that Rq(·; f,A) : Σγ 7→ L(X) is a well-defined holomorphic
function and derive a bound for ‖zRq(z; f,A)‖ when z ∈ Σγ .
We consider each of the two terms in (6.6) separately. To estimate the
first term, note that by Corollary 3.2
(6.7) f(teiβ) ∈ Σπ/q, t > 0, |β| ≤ π/q.
Then, by Lemma 9.2 (from Appendix A) and Corollary 3.2, for all c ∈ (0, 1]
and all z ∈ Σγ ,
|(z + f(teiπ/q))(z + f(te−iπ/q))| ≥ cos2 ((π/q + γ)/2)
(
|z|+ |f(teiπ/q)|
)2(6.8)
≥ cos2 ((π/q + γ)/2) (|z|+ C f(δt))2 ,
where
C = c2θ2/π[cos(π2/(2qθ1))]
2θ2/π and δ = δ(c) := c2θ1/π.
ON DISCRETE SUBORDINATION 25
Now, let b = b(π/q,R1/q) and m = m(π/q) be given for f by the definition
of Dθ1(0, a). Put
(6.9) c := bπ/(2θ1) ∈ (0, 1],
so that
b = δ = c2θ1/π and C = bθ2/θ1 [cos(π2/(2qθ1))]
2θ2/π.
According to (3.14), we have
|Im f(teiπ/q)| ≤ m(π/q)tf ′(bt), t ∈ (0, R1/q).
Furthermore, by Proposition 5.2, Aq is sectorial, and by (5.4),
‖(Aq + tq)−1‖ ≤
Mq(A)
tq
, t > 0.
Taking the above bounds into account, we then proceed as follows:∫ R1/q
0
|Im f(teiπ/q)| ‖(Aq + tq)−1‖tq−1 dt
|(z + f(teiπ/q))(z + f(te−iπ/q))|
(6.10)
≤ Mq
∫ R1/q
0
|Im f(teiπ/q)| dt
|(z + f(teiπ/q))(z + f(te−iπ/q))|t
≤
Mq(A)m(π/q)
cos2((π/q + γ)/2)
∫ R1/q
0
f ′(bt) dt
(|z|+ C f(bt))2
≤
Mq(A)m(π/q)
Cb cos2((π/q + γ)/2)
·
1
|z|
.
Next, we estimate the second term in (6.6). Note that
‖(ξ −Aq)−1‖ ≤
1
|ξ| − ‖Aq‖
≤
2
|ξ|
, |ξ| ≥ 2‖Aq‖.
Using once again Lemma 9.2 and taking into account (6.7), we infer that
1
2π
∫
|ξ|=R
‖(ξ −Aq)−1‖ |dξ|
|z + f(ξ1/q)|
≤
1
πR cos ((π/q + γ)/2)
∫
|ξ|=R
|dξ|
|z|+ |f(ξ1/q)|
(6.11)
≤
2
cos ((π/q + γ)/2)
·
1
|z|
, z ∈ Σγ .
Finally, since the integrals in (6.6) converge absolutely, the operator-
valued function Rq(·; f,A) : Σγ 7→ L(X) is holomorphic by a standard
application of the Morera theorem.
Thus, due to (6.6), (6.10) and (6.11), Rq(·; f,A) : Σγ 7→ L(X) is holomor-
phic for every γ ∈ (0, π(1 − q−1)). Moreover,
(6.12) ‖Rq(z; f,A)‖ ≤
cq,γ
|z|
, z ∈ Σγ ,
where cq,γ is defined by (6.5). (Note that cq,γ depends only on q, γ, ω, ‖A‖
and Mq(A).)
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Next we show that if z ∈ Σγ , then Rq(·; f,A) coincides with (z+f(A))
−1,
and as a consequence that (6.4) holds. From Lemma 6.2 it follows that it
suffices to prove (6.6) only for z > 0.
So, let z > 0 be fixed. Since A has trivial kernel, and the function (z+·)−1
is bounded on C+ for every z > 0, (z + f)
−1(A) is defined in the extended
holomorphic calculus via (5.2) with n = 1. Moreover, using Lemma 6.1, for
all ω˜ ∈ (α, ω) and z > 0,(
λ
(λ+ 1)2(z + f)
)
(A) =
1
2πi
∫
∂Σω˜
λ
(λ+ 1)2
(λ−A)−1
(z + f(λ))
dλ
=
q
2π2i
∫ R1/q
0
Im f(teiπ/q) tq−1
(z + f(teiπ/q))(z + f(te−iπ/q))
∫
∂Σω˜
λ(λ−A)−1
(λ+ 1)2(λq + tq)
dλdt
+
1
(2πi)2
∫
|ξ|=R
1
(z + f(ξ1/q))
∫
∂Σω˜
λ
(λ+ 1)2
(λ−A)−1
(ξ − λq)
dλ dξ
=
q
π
∫ R1/q
0
Im f(teiπ/q) tq−1
(z + f(teiπ/q))(z + f(te−iπ/q))
A(A+ 1)−2(Aq + tq)−1 dt
−
1
2πi
∫
|ξ|=R
1
(z + f(ξ1/q))
A(A+ 1)−2(ξ −Aq)−1 dξ
=A(A+ 1)−2Rq(z; f,A).
Hence, by (5.2),
(z + f)−1(A) = Rq(z; f,A)
for all z > 0. Now the product rule for the extended holomorphic functional
calculus (Proposition 5.1, (i)) yields
Rq(z; f,A)(z + f(A)) ⊂ (z + f(A))Rq(z; f,A)
= (z + f)(A)(z + f)−1(A) = 1.
In other words, we have Rq(z; f,A) = (z+ f(A))
−1 for each z > 0, and then
for each z ∈ Σγ . Hence, in particular, (z + f(A))
−1 satisfies (6.12).
Thus, from (6.6) and (6.12) it follows that f(A) ∈ Sect(π − γ), where
π − γ ∈ (π/q, π). Since q can be made arbitrarily close to π/α, so that γ is
arbitrarily close to π − α, we conclude that f(A) ∈ Sect(α). 
Next we obtain a corollary of Theorem 6.3 for certain functions fromNP+
arising in the study of convex power series of Ritt operators. Let
(6.13) h(λ) :=
∞∑
n=0
cnλ
n, λ ∈ D, cn ≥ 0,
∞∑
n=0
cn = 1,
and
(6.14) h(λ) := 1− h
(
1− λ
1 + λ
)
= 1−
∞∑
n=0
cn
(
1− λ
1 + λ
)n
, λ ∈ C+.
The next result is a direct corollary of Theorem 6.3.
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Theorem 6.4. Let h be given by (6.14), and let A ∈ L(X) be such that
A ∈ Sect(α), α ∈ [0, π/2), and kerA = {0}. Then h(A) is defined in the
extended holomorphic functional calculus, and h(A) ∈ Sect(α). Moreover,
for all q ∈ (2, π/α) and γ ∈
(
0, π
(
1− 1q
))
, one has
(6.15) ‖(z + h(A))−1‖ ≤
cq,γ
|z|
, z ∈ Σγ ,
where
(6.16) cq,γ =
qMq(A)
2b2 cos(π/q) cos2(π/q + γ)/2
+
2
cos(π/q + γ)/2
,
with b = bq,‖A‖ =
cos(π/q)
1+4‖A‖2 , and Mq(A) given by (5.4).
Proof. By Lemma 3.6, h belongs to Dπ/2(0, 1) ∩NP+. Moreover h satisfies
Definition 3.5 of Dπ/2(0, 1) with
b = b(β,R) =
cos β
1 +R2
∈ (0,min{1, 1/(2R)})
and m(β) = π/2. Therefore, by Theorem 6.3 (with θ1 = θ2 = π/2), we get
(6.15) and (6.16). 
We proceed with obtaining a counterpart of the preceding result for com-
plete Bernstein functions of sectorial operators. It will be needed in the
next section in the study of improving properties of Hausdorff functions. As
above, the explicit constants will be given since they will be crucial for the
sequel.
Theorem 6.5. Suppose ψ ∈ CBF and (3.15) holds for some ω ∈ (0, π/2).
Let A ∈ L(X) be such that A ∈ Sect(π/2) and kerA = {0}. Then ψ(A) ∈
Sect(ω). If the numbers ω0, θ and θ0 are as in Proposition 3.7, then for all
q ∈ (π/θ, 2) and γ ∈
(
0, π
(
1− θ0qθ
))
, one has
(6.17) ‖(z + ψ(A))−1‖ ≤
cq,γ
|z|
, z ∈ Σγ ,
where
(6.18) cq,γ :=
2qMq(A) tan(π/(2q))
Cπ cos2(π/q + γ)/2
+
2
cos(π/q + γ)/2
.
with C := [cos(π2/(2θq))]2θ0/π and Mq(A) given by (5.4).
Proof. Fix θ ∈ (π/2, ω0). Let ω0 and θ0 be defined as in Proposition 3.7.
Then
ψ ∈ NP+(θ, θ0).
Moreover, from Lemma 3.4 it follows that ψ ∈ Dθ(0, a) for each a > 0 with
m(β) = 2 tan(β/2) and b = b(β,R) = 1, β ∈ (0, π/2), R > 0.
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Then, by Theorem 6.3, for θ1 = θ, θ2 = θ0 and α = π/2, ψ(A) is defined in
the extended holomorphic functional calculus, and
(6.19) ψ(A) ∈ Sect(ω(θ)), ω(θ) =
θ0
θ
·
π
2
.
Moreover, (6.17) holds with the constant given by (6.18).
Finally, from (3.16) it follows that
lim
θ→π/2
θ0(θ) = ω,
hence, according to (6.19), limθ→π/2 ω(θ) = ω. So, by the definition of a
sectorial operator, ψ(A) ∈ Sect(ω). 
We turn to the proof of the main result of this paper on convex power
series of Ritt operators. To this aim, it will be convenient to separate the
next simple technical statement as a lemma.
Lemma 6.6. Let gǫ, ǫ ≥ 0, be given by
gǫ(λ) =
(2− ǫ)λ− ǫ
2 + ǫ+ ǫλ
, |λ| ≤ 1.
Then for every ǫ ≥ 0 one has gǫ ∈ A
1
+(D) and ‖gǫ‖A1
+
(D) = 1.
Proof. Note that
gǫ(λ) =− 1 +
2(1 + λ)
2 + ǫ+ ǫλ
=− 1 +
2
2 + ǫ
+
4λ
(2 + ǫ)(2 + ǫ+ ǫλ)
=−
ǫ
2 + ǫ
+
4λ
(2 + ǫ)2
∞∑
n=0
(−1)nǫnλn
(2 + ǫ)n
, |λ| ≤ 1.
Hence
‖gǫ‖A1
+
(D) =
ǫ
2 + ǫ
+
4
(2 + ǫ)2
∞∑
n=0
ǫn
(2 + ǫ)n
=
ǫ
2 + ǫ
+
2
2 + ǫ
= 1.

Now we are ready to prove our main result. Besides saying that a convex
power series of a Ritt operator is Ritt, it shows that a convex power series
preserves Stolz type. Moreover we have a control over the angle of the Ritt
operator given by the series.
In the course of our proof we first show that 1 − h(T ) = h(C(T )) in a
“simple” case when T is Ritt and 1− T is invertible. Then the sectoriality
estimate for h(C(T )) given by Theorem 6.7 transfers to that for 1 − h(T ).
The general case then follows by approximation, and the uniformity of the
constant in (6.4) with respect to a family approximating T appears to be
indispensable.
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Theorem 6.7. Let h be defined by (6.13), and let T be a Ritt operator on
X . Then there exists ω ∈ [0, π/2) such that C(T ) ∈ Sect(ω), and h(T ) is a
Ritt operator on X with the same angle ω. Moreover, if T is of Stolz type σ,
then h(T ) has Stolz type σ as well.
Proof. Since by assumption T is Ritt, T is power bounded and σ(T ) ⊂
D ∪ {1}.
Assume first that 1 6∈ σ(T ), so that σ(T ) ⊂ D. Let C be the Cayley
transform defined by (4.12), and set for shorthand A := C(T ). Clearly A ∈
L(X), and Proposition 4.7 implies that A ∈ Sect(ω) for some ω ∈ [0, π/2).
Moreover, ker(A) = {0}. Let us first prove that
(6.20) 1− h(T ) = h(A),
where h(A) is defined by the extended holomorphic calculus and h(T ) is
given by the A1+(D)-calculus.
By the definition of the extended holomorphic calculus,
(6.21) h(A) = A−1(1 +A)2(h · τ)(A).
If ω′ ∈ (ω, π/2), then using (4.14) and Cauchy’s theorem, we obtain
(h · τ)(A) =
1
2πi
∫
∂Σω′
λh(λ)
(λ+ 1)2
(λ−A)−1 dλ
=
1
2πi
∫
∂Σω′
λ
(λ+ 1)2
∞∑
n=0
cn
[
1−
(
1− λ
1 + λ
)n]
(λ−A)−1 dλ
=
1
2πi
∞∑
n=0
cn
∫
∂Σω′
λ
(λ+ 1)2
[
1−
(
1− λ
1 + λ
)n]
(λ−A)−1 dλ
=
∞∑
n=0
cnA(A+ 1)
−2 [1− ((1 −A)(1 +A)−1)n]
= A(A+ 1)−2
∞∑
n=0
cn(1− T
n)
= A(A+ 1)−2(1− h(T )).
This and (6.21) imply (6.20).
From (6.20) and Theorem 6.4 it follows that 1 − h(T ) ∈ Sect(ω), where
ω ∈ [0, π/2) is a sectoriality angle of A = C(T ). Hence, by the spectral
mapping theorem (Theorem 5.4) and Theorem 4.1, h(T ) is a Ritt operator
of angle ω. Thus the first statement of the theorem is proved if T is Ritt
such that 1− T is invertible.
Let now 1 ∈ σ(T ). Then consider the approximation family (Tǫ)ǫ∈(0,1) ⊂
L(X) given by
(6.22) Tǫ := gǫ(T ) = ((2− ǫ)T − ǫ)(2 + ǫ+ ǫT )
−1, ǫ ∈ (0, 1).
Observe that since T is Ritt, the spectral mapping theorem for the (stan-
dard) Riesz-Dunford functional calculus and simple geometric considerations
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imply that
σ(Tǫ) ⊂ D.
Thus h(Tǫ) is well-defined in the A
1
+(D)-calculus.
Furthermore, note that for every ǫ ∈ (0, 1),
(6.23) C(Tǫ) = (1 + ǫ− T + ǫT )(1 + T )
−1 = C(T ) + ǫ,
so that C(Tǫ) ∈ Sect(ω). Moreover,
(6.24) lim
ǫ→0
‖T − Tǫ‖ = ‖ǫ(1 + T )
2(2 + ǫ+ ǫT )−1‖ = 0.
Hence for every n ∈ Z+,
(6.25) lim
ǫ→0
‖T n − T nǫ ‖ = 0.
Since, in view of Lemma 6.6,
‖h(Tǫ)‖ = ‖h(gǫ(T ))‖A1
+
(D) ≤
∞∑
n=0
cn‖gǫ(T )‖
n
A1
+
(D) =Mh(1) =M,
where M := supn≥0 ‖T n‖, the dominated convergence theorem gives
(6.26) lim
ǫ→0
‖h(T )− h(Tǫ)‖ = 0.
(Note that we do need any composition rule here.)
According to the first part of the proof and (6.23), for each ǫ ∈ (0, 1),
(6.27) 1− h(Tǫ) = h(C(Tǫ)) = h(C(T ) + ǫ) = h(A+ ǫ).
Next we use Theorem 6.4 again. The estimate given by (6.4) and (6.5) and
Proposition 5.2 yield
(6.28) − σ(h(A+ ǫ)) ⊂ C \Σω
and
(6.29) ‖(z + h(A+ ǫ))−1‖ ≤
Mω′
|z|
, z ∈ Σω′ ,
for all ǫ ∈ (0, 1) and ω′ > ω, where Mω′ does not depend on ǫ. Now due to
(6.28) and (6.27) we have σ(h(Tǫ)) ⊂ 1− Σω, so that by (6.26),
σ(h(T )) ⊂ 1− Σω.
Moreover, (6.27) and (6.29) imply
(6.30) ‖(z − 1 + h(Tǫ))
−1‖ ≤
Mω′
|z|
, z ∈ Σω′ ,
for all ǫ ∈ (0, 1) and ω′ > ω. Then, by (6.26) and (6.30),
lim
ǫ→0
(z − 1 + h(Tǫ))
−1 = (z − 1 + h(T ))−1
strongly in L(X) for each z ∈ Σω. Therefore, for all ω
′ > ω and z ∈ Σω′ ,
‖(z − 1 + h(T ))−1‖ ≤ lim inf
ǫ→0
‖(z − 1 + h(Tǫ))
−1‖ ≤
Mω′
|z|
.
In other words, h(T ) is a Ritt operator of angle ω.
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Let us now prove the claim about Stolz type. Assume that T is a Ritt
operator of Stolz type σ. Then by the preceding part of the proof and Propo-
sition 4.5 the operator h(T ) is Ritt of angle α = arccos(1/σ). Hence for any
β ∈ (α, π),
(6.31) ‖(z − h(T ))−1‖ ≤
Cβ
|z − 1|
, 1− z 6∈ Σβ.
On the other hand, by Theorem 5.4 and Proposition 4.4, we conclude that
(6.32) σ(h(T )) ⊂ Sσ.
Let δ > σ be fixed, and let σ0 := (σ + δ)/2 and α0 := arccos(1/σ0). Then,
by (6.31) and (4.5), there is Cα0 ≥ 1 such that
‖(z − h(T ))−1‖ ≤
Cα0
|z − 1|
, 1− z 6∈ Σα0 .
If z ∈ D \ Sδ and 1− z ∈ Σα0 , then a simple calculation shows that
Re(1− z) ≥
2δ(δ − σ0)
(δ2 − 1)σ20
.
Therefore, the distance between (D \Sδ)∩ (1−Σα0) and Sσ is positive, and,
in view of (6.32),
‖(z − h(T ))−1‖ ≤ C˜, z 6∈ Sδ, 1− z ∈ Σα0 ,
for some C˜ > 0. Taking into account
C \ Sδ ⊂ {z ∈ C : 1− z 6∈ Σα0} ∪ {z ∈ C : z 6∈ Sδ, 1− z ∈ Σα0},
we conclude that the operator h(T ) satisfies (4.9). As the choice of δ > σ is
arbitrary, h(T ) is of Stolz type σ. 
7. Hausdorff functions of Ritt operators: improving
properties
As we mentioned in the introduction, our technique allows one to charac-
terize improving properties of certain A1+(D)-functions, namely of its sub-
class consisting of Hausdorff functions. In particular, the following simple
geometric criterion holds.
Theorem 7.1. Let h be a non-constant regular Hausdorff function, and let
γ ∈ (0, π/2) be fixed. The following statements are equivalent.
(i) One has
(7.1) 1− h(λ) ⊂ Σγ , λ ∈ D.
(ii) For every Banach space X and every power bounded operator T on
X the operator h(T ) is Ritt of angle γ.
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Proof. Let us first prove that (i) implies (ii). Let ψ be defined by
(7.2) ψ(λ) := 1− h(1− λ), λ ∈ D,
and denote its extension to C\(−∞, 0] given by Proposition 3.8 by the same
symbol. Thus, ψ ∈ CBF and by assumption
(7.3) ψ(λ) ∈ Σγ , λ ∈ D1 =: 1 + D = {λ ∈ C : |λ− 1| < 1}.
As for Theorem 6.7, the proof will be done in two steps. Suppose first that
(7.4) {−1, 1} 6⊂ σ(T ).
If ϕ(λ) := 2λλ+1 , then ϕ ∈ CBF , and ψ ◦ ϕ ∈ CBF as a composition of
complete Bernstein functions. Moreover, since ϕ : C+ → D1, it follows from
(7.3) that
(ψ ◦ ϕ)(C+) ⊂ Σγ .
Noting that
ϕ−1(λ) =
λ
2− λ
, λ 6= 2,
and setting Q := 1− T , we conclude by Proposition 4.6 that
ϕ−1(Q) = Q(2−Q)−1 = C(T ) ∈ Sect(π/2),
and, by Theorem 1.1, b) and the composition rule (5.3), we obtain that
ψ(Q) = (ψ ◦ ϕ)(ϕ−1(Q)) = (ψ ◦ ϕ)(C(T )) ∈ Sect(γ).
Furthermore, by Lemma 5.6,
(7.5) ψ(Q) = 1− h(T ),
where ψ(Q) is defined in the extended holomorphic functional calculus, and
h(T ) is given by A1+(D)-calculus.
Observe that by (3.21), h(D) ⊂ D. Moreover, if λ ∈ D and |h(λ)| = 1,
then
1 =
∣∣∣∣∣
∞∑
k=0
ckλ
k
∣∣∣∣∣ ≤
∞∑
k=0
ck = 1,
and λ = h(λ) = 1, so that h(D) ⊂ D∪{1}. From Theorem 5.4 it then follows
that σ(h(T )) ⊂ D ∪ {1}, and by Theorem 6.5 we conclude that h(T ) is a
Ritt operator of angle γ. Thus the statement is proved for power bounded
T such that (7.4) holds.
If (7.4) does not hold, then we let supn≥0 ‖T n‖ := M and consider the
family of bounded linear operators Tǫ := (1−ǫ)T, ǫ ∈ (0, 1). Clearly, σ(Tǫ) ⊂
(1− ǫ)D for each ǫ ∈ (0, 1) and
(7.6) ‖(z − Tǫ)
−1‖ = (1− ǫ)−1‖((1− ǫ)−1z − T )−1‖ ≤
M
|z| − 1
, |z| > 1.
Hence, by the first step, if Qǫ = 1− Tǫ then ψ(Qǫ) ∈ Sect(γ). Moreover, as
‖Tǫ‖ ≤ ‖T‖ and (7.6) holds, by (4.15) and Theorem 6.5 again we infer that
for each β ∈ (γ, π) there exists Mβ independent of ǫ > 0 such that
(7.7) ‖(z + ψ(Qǫ))
−1‖ ≤
Mβ
|z|
, z ∈ Σπ−β.
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Thus, taking into account (7.5), we infer that
(7.8) ‖(1− h(Tǫ) + z)
−1‖ ≤
Mβ
|z|
, z ∈ Σπ−β,
for each β ∈ (γ, π). Moreover, since h ∈ A1+(D), we have
(7.9) lim
ǫ→0
‖h(Tǫ)− h(T )‖ = 0,
hence Proposition 5.4 and (5.7) yield
(7.10) σ(h(T )) ⊂ 1− Σγ .
Now, combining (7.8) and (7.9), we infer that
(7.11) (1− h(T ) + z)−1 = lim
ǫ→0
(1− h(Tǫ) + z)
−1
strongly in L(X) for every nonzero z ∈ C \Σπ−γ . Therefore,
(7.12) ‖(1−h(T )+z)−1‖ ≤ lim inf
ǫ→0
‖(1−h(Tǫ)+z)
−1‖ ≤
Mβ
|z|
, z ∈ Σπ−β,
for every β ∈ (γ, π). Now, (7.10) and (7.12) imply the claim.
The implication (ii)⇒ (i) is proved in [23, p. 1728]. It suffices to consider
the multiplication operator (Tf)(λ) = λf(λ), λ ∈ D, on X = C(D) and to
use the fact that if h(T ) is Ritt of angle ω, then the multiplication semigroup
(e(1−h(T ))t)t≥0 :
(e(1−h(T ))tf)(λ) = e(1−h(λ))tf(λ), λ ∈ D,
is sectorially bounded on Σω′ for every ω
′ > ω. 
As an illustration of Theorem 7.1, we show how several main results from
[23] can be obtained by our technique and answer a question posed in [23].
Moreover, we show that Theorem 7.1 provides “geometrical” improvements
of the results from [23].
Example 7.2. By Example 3.9, a) the function hα(λ) = 1−(1−λ)
α is regular
Hausdorff for every α ∈ (0, 1). Moreover,
(1− hα)(D) ⊂ Σαπ/2.
Thus, for any power-bounded operator T on X and any α ∈ (0, 1), the
operator hα(T ) is Ritt of angle απ/2. Clearly, Theorem 7.1 extends [23,
Theorem 1.1 and Theorem 4.3], where the special case of Theorem 7.1 for
hα, α ∈ (0, 1), was considered.
Example 7.3. For α > 0 define
L1+α(λ) :=
1
ζ(1 + α)
∞∑
n=1
λn
n1+α
,
where ζ is the zeta function. The functions L1+α arise as generating func-
tions for so-called zeta-probabilities [23]. They are also related to fractional
polylogarithms, see e.g. [17]. As discussed in [23], they appear to be useful
in probability theory.
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Clearly, L1+α ∈ A
1
+(D) for every α > 0. It was proved in [23, Theorem 1.2
and Theorem 4.4] that for every α ∈ (0, 1) and any power-bounded operator
T on X the operator L1+α(T ) is Ritt. We show that this result follows
from Theorem 7.1 and, moreover, we are able to provide a bound for the
corresponding angle of Lα(T ). To this aim, note that since for every k ∈ N,
1
k1+α
=
1
Γ(1 + α)
∫ ∞
0
e−kttα dt =
1
Γ(1 + α)
∫ 1
0
(log(1/s))αsk−1 ds,
the function L1+α is Hausdorff for each α ∈ (0, 1). Moreover, by [26, p 29,
1.11 (8)] we have
ζ(1 + α)L1+α(λ) =λΦ(λ, 1 + α; 1)(7.13)
=ζ(1 + α) + Γ(−α)(log(1/λ))α +O(|λ− 1|),
as λ → 1, λ ∈ D, where Φ is the Lerch zeta function (see e.g. [1]). Taking
into account the inequality
|L1+α(λ)| ≤ 1, λ ∈ D,
and (7.13), we infer that
1− L1+α(λ) ∈ Σβ, λ ∈ D,
for some β = β(α) ∈ (0, π/2). Hence, by Theorem 7.1, for any power-
bounded operator T on X and any α ∈ (0, 1) the operator L1+α(T ) is Ritt
of angle β(α).
However, we can be more precise here. By combining Theorem 7.1 with
Proposition 10.1 from Appendix B, we conclude that L1+α(T ) is of angle
β(α) = απ/2.
Example 7.4. Let for a fixed ǫ ∈ (0, 1),
(7.14) hǫ(λ) := 1−
1
ǫ
∫ ǫ
0
(1− λ)α dα = 1−
(1− λ)ǫ − 1
ǫ log(1− λ)
, λ ∈ D.
The function hǫ extends holomorphically to C \ (−∞, 0], and denoting the
extension by the same symbol we infer that
fǫ(λ) := 1− hǫ(1− λ) =
λǫ − 1
log λǫ
, λ > 0,
belongs to CBF as a composition of the complete Bernstein functions (λ −
1)/ log λ and λǫ. If λ ∈ C+, then λ
ǫ ∈ Σǫπ/2, hence in view of the integral
representation in (7.14), fǫ(C+) ∈ Σǫπ/2. Thus, by Example 3.9, b), the
function hǫ is regular Hausdorff and
(1− hǫ)(D) ⊂ Σǫπ/2.
By Theorem 7.1, we conclude that if T is a power-bounded operator on
X, then hǫ(T ) is Ritt of angle ǫπ/2. This settles a conjecture posed in [23,
p. 1735]. Note that Theorem 5.1 in [23] can also be treated in a similar way,
but we leave the details to the interested reader.
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Note that the angle ǫπ/2 given by Theorem 7.1 is not optimal. For in-
stance, for a Hausdorff function h1,
h1(λ) = 1− f1(1− λ) = 1 +
λ
log(1− λ)
, λ ∈ D,
we have by Lemma 10.2 from Appendix B:
(1− h1)(D) ⊂ Σπ/3.
So, by Theorem 7.1, we obtain that for any power-bounded operator T on
X the operator h1(T ) is Ritt of angle π/3.
Remark, finally, that [23] deals with the elements of ℓ1(Z+) given by
1
ǫ
∫ ǫ
0 Aα dα, where Aα ∈ ℓ1(Z+) is the sequence of Taylor coefficients of
(1− z)α, rather than the generating function of 1ǫ
∫ ǫ
0 Aα dα. However, since
A1+(D) and ℓ1(Z+) are isometrically isomorphic as Banach algebras, both
settings are, in fact, equivalent.
8. A remark on angles of Ritt operators
In this section, by means of a simple example, we illustrate the statement
of Theorem 6.7 on angles of Ritt operators. To this aim, we introduce the
following notation. Let the minimal angle α(T ) of a Ritt operator T on X
be defined as
α(T ) = inf{α : T is Ritt of angleα}.
We show that there exists a Ritt operator T with the minimal angle α(T )
and a function h satisfying (6.13) such that h(T ) is a Ritt operator with
the minimal angle α(h(T )) greater than α(T ). Moreover, the difference
α(h(T ))−α(T ) can be arbitrarily close to π/2. Thus discrete subordination
does not, in general, preserve angles of Ritt operators. This justifies, in
particular, the use of the Cayley transform and Stolz types in the study of
permanence properties for discrete subordination.
In the notation of Theorem 6.7, let
h(λ) := λ2, λ ∈ D,
and for ϕ ∈ (0, π/2) and ρ ∈ (0, 2 cos ϕ) set λ = 1− ρeiϕ. Note that
|Im (1− h(λ))|
tanϕRe (1− h(λ))
=
|2 sinϕ− ρ sin(2ϕ)|
tanϕ (2 cos ϕ− ρ cos(2ϕ))
(8.1)
=
|1− 2t cos2 ϕ|
1− t cos(2ϕ)
,
where t = ρ/(2 cosϕ) so that t ∈ (0, 1).
On the other hand,
|Im C(λ)|
tanϕRe C(λ)
=
2 cosϕ
2 cosϕ− ρ
=
1
1− t
.(8.2)
Let X = L2((0, 1)). For fixed ϕ ∈ (0, π/2) and δ ∈ (0, 1) define the
operator Tϕ,δ on X by
(8.3) (Tϕ,δy)(t) := (1− 2tδ cosϕe
iϕ)y(t), y ∈ L2((0, 1)).
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Theorem 8.1. Let X and Tϕ,δ ∈ L(X) be defined by (8.3). Then
(i) Tϕ,δ is a Ritt operator of the minimal angle α(Tϕ,δ) = ϕ.
(ii) for each ǫ ∈ (0, 1) there exist ϕ ∈ (0, π/2) and δ ∈ (0, 1) such that
T 2ϕ,δ is a Ritt operator of the minimal angle α(T
2
ϕ,δ) := βϕ,δ satisfying
(8.4) tan βϕ,δ ≥
tanϕ
ǫ
.
Hence, βϕ,δ − tanϕ can be arbitrarily close to π/2.
(iii) If γϕ,δ is the minimal sectoriality angle of C(Tϕ,δ), then γϕ,δ can be
arbitrarily close to βϕ,δ.
Remark 8.2. Recall that T 2ϕ,δ is Ritt of angle γϕ,δ by Theorem 6.7.
Proof. A direct calculation shows that Tϕ,δ is a Ritt operator of the minimal
angle ϕ, and thus proves (i). Hence, by (8.2),
(8.5) tan γϕ,δ =
tanϕ
1− δ
.
So, γϕ,δ > ϕ.
Let
vϕ(t) :=
|1− 2t cos2 ϕ|
1− t cos(2ϕ)
,
where t = ρ/(2 cosϕ). Observe that by (8.1),
tan βϕ,δ = tanϕ sup
t∈(0,1)
vϕ(δt) ≥ vϕ(δ) tan ϕ.
Hence from (8.5) it follows that
tan βϕ,δ
tan γϕ,δ
≥ vϕ(δ) =
(1− δ)(δ cos(2ϕ) + δ − 1)
1− δ cos(2ϕ)
.
Let ǫ ∈ (0, 1) be fixed and let ϕ = arccos δǫ/2/2. Then
lim sup
δ→1
tan βϕ,δ
tan γϕ,δ
≥ lim sup
δ→1
(1− δ)(δ1+ǫ/2 + δ − 1)
1− δ1+ǫ/2
= 1/(1 + ǫ/2)
> 1− ǫ.
This shows (iii). Now if δ ∈ (0, 1) is such that
tan βϕ,δ
tan γϕ,δ
> 1− ǫ and 1− δ < (1− ǫ)ǫ,
then
tan βϕ,δ > (1− ǫ) tan γϕ,δ =
1− ǫ
1− δ
tanϕ ≥
tanϕ
ǫ
,
and (ii) follows. 
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9. Appendix A
In this appendix we collect several technical estimates used in previous
sections. The lemma below is crucial in the characterization of Ritt operators
in terms of Stolz domains given in Proposition 4.2.
Lemma 9.1. Let z ∈ D and let
Qz(ϕ) :=
|z − eiϕ|
|1 − eiϕ|
, ϕ ∈ [0, 2π).
Then
(9.1) mz := min
ϕ∈[0,2π)
Qz(ϕ) =
1− |z|2
2|1 − z|
.
Proof. Let z = reiα, where r ∈ [0, 1) and α ∈ [0, 2π). Then, setting ψ :=
ϕ/2 ∈ (0, π), we obtain
4Q2z(ϕ) =
r2 + 1− 2r cosα+ 4r cosα sin2 ψ − 4r sinα sinψ cosψ
sin2 ψ
=|1− z|2(1 + cot2 ψ) + 4r cosα− 4r sinα cotψ
=
(
|1− z| cotψ −
2r sinα
|1− z|
)2
−
4r2 sin2 α
|1− z|2
+ |1− z|2 + 4r cosα.
Hence a simple calculation shows that
4m2z =−
4r2 sin2 α
|1− z|2
+ |1− z|2 + 4r cosα
=
(1− |z|2)2
|1− z|2
,
and (9.1) follows. 
The next simple lemma is instrumental in the proof of Theorem 6.3.
Lemma 9.2. For all γ ∈ [0, π), β ∈ [0, π) such that γ + β < π,
(9.2) |z + λ| ≥ cos((γ + β)/2) (|z| + |λ|), z ∈ Σγ , λ ∈ Σβ.
Proof. Note first that if β ∈ (−π, π) and s > 0 then
(9.3) |1 + seiβ |2 = 1 + s2 + 2s cos β ≥ cos2(β/2)(1 + s)2.
Let now γ > 0, β > 0, γ + β < π, and
z = reiγ0 ∈ Σγ , λ = ρe
iβ0 ∈ Σβ, |γ0| ≤ γ, |β0| ≤ β.
Then, using (9.3), we obtain
|z + λ| = r|1 + r−1ρei(β0−γ0)| ≥ cos((β0 − γ0)/2) (|z| + |λ|).
From this, since
|β0 − γ0| ≤ β + γ ∈ [0, π), and cos((β0 − γ0)/2) ≥ cos((β + γ)/2),
it follows that
(9.4) |z + λ| ≥ cos((β + γ)/2) (|z| + |λ|), z ∈ Σγ , λ ∈ Σβ.
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
Now we turn to the proof of Lemma 3.6 which was essential in our argu-
ments leading to Theorems 6.4 and 6.7. The proof of this lemma is based
on several auxiliary estimates.
Lemma 9.3. For all R > 0 and β ∈ (−π/2, π/2) there exists
b = b(β,R) ∈ (0,min{1, 1/(2R)}),
such that
(9.5)
∣∣∣∣1− reiβ1 + reiβ
∣∣∣∣ ≤ 1− br1 + br , r ∈ (0, R),
and
(9.6)
1
|1 + reiβ|2
≤
1
(1 + br)2
, r ∈ (0, R).
Moreover, for each fixed R > 0, b = b(·, R) can be arranged to be decreasing
function on (0, π/2).
Proof. The estimate (9.5) is equivalent to
(1 + r2 − 2r cos β)(1 + br)2 ≤ (1 + r2 + 2r cos β)(1 − br)2.
Rearranging terms yields
(1 + r2)[(1 + br)2 − (1− br)2] ≤ 2r cos β[(1 + br)2 + (1− br)2],
or
α(1 + r2) ≤ cos β(1 + b2r2), r ∈ (0, R).
The last inequality holds if
(9.7) b = b(β,R) = cos β/(1 +R2) ∈ (0,min{1, 1/(2R)}).
Moreover, if b is defined by (9.7), then
(1 + br)2 ≤ (1 + r cos β)2 ≤ 1 + r2 + 2r cos β = |1 + reiβ|2, r > 0,
and (9.6) follows.
Given the definition (9.7), the last claim is straightforward. 
Define for each n ∈ N
(9.8) hn(λ) :=
(
1− λ
1 + λ
)n
, qn(λ) := 1− hn(λ), λ 6= −1.
Note that |hn(λ)| ≤ 1, |qn(λ)| ≤ 2, λ ∈ C+, and that qn maps C+ into
C+. Moreover, for every n ∈ N,
h′n(λ) = −2n
hn−1(λ)
(1 + λ)2
,
h′′n(λ) =
4n
(1 + λ)4
[(n− 1)hn−2(λ) + (1 + λ)hn−1(λ)],
where we set h0(λ) ≡ 1 and h−1(λ) ≡ 0. In particular, the functions hn and
−h′n are positive and decreasing on (0, 1) for each n ∈ N.
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Lemma 9.4. For all β ∈ (0, π/2) and R > 0 there exists b = b(β,R) ∈
(0,min{1, 1/(2R)}) such that for every n ∈ N,
|Imhn(re
iβ)| ≤ −
π
2
rh′n(br), r ∈ (0, R).
Proof. Let β ∈ (0, π/2) and R > 0 be fixed. For every r ∈ (0, R),
Imhn(re
iβ) =
hn(re
iβ)− hn(re
−iβ)
2i
=
1
2i
∫ β
−β
dhn(re
iγ)
dγ
dγ
= −nr
∫ β
−β
hn−1(reiγ)
(1 + reiγ)2
eiγ dγ.
Let bγ = b(γ,R) and γ ∈ (0, β] be given by Lemma 9.3 (see (9.7)). Then,
using Lemma 9.3 and the monotonicity of −h′n on (0, 1), we obtain for each
r ∈ (0, R) :
|Imhn(re
iβ)| ≤ 2βnr sup
γ∈(0,β)
|hn−1(reiγ)|
|1 + reiγ |2
≤ 2βnr sup
γ∈(0,β)
hn−1(bγr)
(1 + bγr)2
≤ 2βnr
hn−1(bβr)
(1 + bβr)2
= −βrh′n(bβr)
≤ −
π
2
rh′n(bβr).

Now Lemma 3.6 follows directly from Lemma 9.4. Indeed, if
cn ≥ 0, n ≥ 0,
∞∑
n=0
cn = 1,
and
h(λ) := 1−
∞∑
n=0
cnhn(λ) =
∞∑
n=0
cnqn(λ), λ ∈ C+,
then, by Lemma 9.4, for all β ∈ (0, π/2) and R > 0, there exists
b = cos β/(1 +R2) ∈ (0,min{1, 1/(2R)})
such that
|Imh(reiβ)| ≤
π
2
rh′(br), r ∈ (0, R).
In other words, h ∈ Dπ/2(0, 1) with m = π/2 and b as above.
Finally, if λ ∈ C+, then
Reh(λ) ≥ 1−
∞∑
k=0
ck
∣∣∣∣1− λ1 + λ
∣∣∣∣k ≥ 0,
and, since h((0,∞)) ⊂ [0,∞), we conclude that h ∈ NP+.
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10. Appendix B
In this appendix, we prove several estimates which allowed us to obtain
additional, geometric information on Hausdorff functions of Ritt operators
in Section 7. We start with the proposition needed in Example 7.3.
Proposition 10.1. For every α ∈ (0, 1),
(10.1) L1+α(1)− L1+α(λ) ∈ Σαπ/2, Reλ ≤ 1.
Proof. Recall that by [26, p.27, 1.11(3)], for every α ∈ (0, 1),
L1+α(λ) =
λ
Γ(1 + α)
∫ 1
0
logα(1/s) ds
1− sλ
, λ ∈ C+ \ (1,∞).
and by Proposition 3.8 we have
(10.2)
ψ(λ) := 1−L1+α(1−λ) =
1
Γ(1 + α)
∫ ∞
0
λ logα(1 + t) dt
(λ+ t)t
, λ ∈ C\(−∞, 0].
If now λ = |λ|eiδ , δ ∈ (−π, π), then setting t = λτ and using Cauchy’s
theorem, we infer from (10.2) that
(10.3) ψ(λ) =
∫ e−iδ∞
0
logα(1 + λτ) dτ
(1 + τ)τ
=
∫ ∞
0
logα(1 + λτ) dτ
(1 + τ)τ
.
If, moreover, λ ∈ C+, then for any τ > 0 we have
logα(1 + λτ) ∈ Σαπ/2, α ∈ (0, 1).
Thus taking into account (10.3) we get ψ(C+) ⊂ Σαπ/2, and thus (10.1). 
Now we prove an auxiliary result which is crucial in Example 7.4.
Lemma 10.2. If
h(λ) =
λ− 1
log λ
, λ ∈ C+,
then
h(D1) ⊂ Σπ/3, D1 = {λ ∈ C : |λ− 1| < 1}.
Proof. Recall that h ∈ CBF , hence
(10.4) Imh(λ) > 0, h(λ) = h(λ), Imλ > 0,
Let us first prove the following claim:
(10.5) h(λ) ∈ Σπ/4, λ ∈ D+, D+ := C+ ∩D.
For every s > 0 we have
h(is) =
is− 1
log s+ iπ/2
=
(πs/2 − log s) + i(s log s+ π/2)
(log s)2 + π2/4
.
If s ∈ (0, 1), then
Imh(is)
Reh(is)
=
s log s+ π/2
πs/2− log s
≤ 1 and h(is) ∈ Σπ/4.
ON DISCRETE SUBORDINATION 41
Moreover, for s ∈ (0, 1),
d
ds
|h(is)|2 = 2
sπ2/4− s−1 log s
((log s)2 + π2/4)2
> 0.
So, |h(i·)| is a strictly increasing function on (0, 1), |h(0)| = 0, and |h(i)| =
2
√
2
π . Next, for every β ∈ (0, π/2),
Imh(eiβ)
Reh(eiβ)
=
1− cos β
sin β
= tan(β/2) ≤ 1 and h(eiβ) ∈ Σπ/4.
Moreover, if β ∈ (0, π/2), then
d
dβ
|h(eiβ)| =
β cos(β/2) − 2 sin(β/2)
β2
< 0.
Hence, |h(ei·)| is a strictly decreasing function on (0, π/2), |h(0)| = 1, and
|h(i)| = 2
√
2
π < 1.
Now from (10.4) it follows that h maps ∂D+ into ∂Σπ/4 injectively, and
the claim is proved.
Finally, since h ∈ CBF , we have
(10.6) h(Σπ/3 \ {0}) ⊂ Σπ/3,
by (3.4). Taking into account D1 ⊂ Σπ/3∪D+, and, using (10.5) and (10.6),
we obtain
h(D1) ⊂ Σπ/3 ∪Σπ/4 = Σπ/3.

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