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Abstract
Quantum theory of the gravitation in the causal approach is studied up to the second
order of perturbation theory. We prove gauge invariance and renormalizability in the
second order of perturbation theory for the pure gravity system (massless and massive).
Then we investigate the interaction of massless gravity with matter (described by scalars
and spinors) and massless Yang-Mills fields. We obtain a difference with respect to the
classical field theory due to the fact that in quantum field theory one cannot enforce the
divergenceless property on the vector potential and this spoils the divergenceless property
of the usual energy-momentum tensor. To correct this one needs a supplementary ghost
term in the interaction Lagrangian.
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1 Introduction
The general framework of perturbation theory consists in the construction of the chronological
products such that Bogoliubov axioms are verified [1], [5], [4], [11]; for every set of Wick
monomials W1(x1), . . . ,Wn(xn) acting in some Fock space generated by the free fields of the
model H one associates the operator TW1,...,Wn(x1, . . . , xn); all these expressions are in fact
distribution-valued operators called chronological products. Sometimes it is convenient to use
another notation: T (W1(x1), . . . ,Wn(xn)). The construction of the chronological products can
be done recursively according to Epstein-Glaser prescription [5], [6] (which reduces the induction
procedure to a distribution splitting of some distributions with causal support) or according to
Stora prescription [17] (which reduces the renormalization procedure to the process of extension
of distributions). These products are not uniquely defined but there are some natural limitation
on the arbitrariness. If the arbitrariness does not grow with n we have a renormalizable theory.
An equivalent point of view uses retarded products [20].
Gauge theories describe particles of higher spin. Usually such theories are not renormal-
izable. However, one can save renormalizability using ghost fields. Such theories are defined
in a Fock space H with indefinite metric, generated by physical and un-physical fields (called
ghost fields). One selects the physical states assuming the existence of an operator Q called
gauge charge which verifies Q2 = 0 and such that the physical Hilbert space is by definition
Hphys ≡ Ker(Q)/Im(Q). The space H is endowed with a grading (usually called ghost number)
and by construction the gauge charge is raising the ghost number of a state. Moreover, the
space of Wick monomials in H is also endowed with a grading which follows by assigning a
ghost number to every one of the free fields generating H. The graded commutator dQ of the
gauge charge with any operator A of fixed ghost number
dQA = [Q,A] (1.1)
is raising the ghost number by a unit. It means that dQ is a co-chain operator in the space of
Wick polynomials. From now on [·, ·] denotes the graded commutator.
A gauge theory assumes also that there exists a Wick polynomial of null ghost number T (x)
called the interaction Lagrangian such that
[Q, T ] = i∂µT
µ (1.2)
for some other Wick polynomials T µ. This relation means that the expression T leaves invariant
the physical states, at least in the adiabatic limit. In all known models one finds out that there
exists a chain of Wick polynomials T µ, T µν , T µνρ, . . . such that:
[Q, T ] = i∂µT
µ, [Q, T µ] = i∂νT
µν , [Q, T µν ] = i∂ρT
µνρ, . . . (1.3)
In all cases T µν , T µνρ, . . . are completely antisymmetric in all indices; it follows that the chain
of relation stops at the step 4 (if we work in four dimensions). We can also use a compact
notation T I where I is a collection of indices I = [ν1, . . . , νp] (p = 0, 1, . . . , ) and the brackets
emphasize the complete antisymmetry in these indices. All these polynomials have the same
canonical dimension
ω(T I) = ω0, ∀I (1.4)
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and because the ghost number of T ≡ T ∅ is supposed null, then we also have:
gh(T I) = |I|. (1.5)
One can write compactly the relations (1.3) as follows:
dQT
I = i ∂µT
Iµ. (1.6)
For concrete models the equations (1.3) can stop earlier: for instance in the case of gravity
T µνρσ = 0.
Now we can construct the chronological products
T I1,...,In(x1, . . . , xn) ≡ T (T
I1(x1), . . . , T
In(xn))
according to the recursive procedure. We say that the theory is gauge invariant in all orders of
the perturbation theory if the following set of identities generalizing (1.6):
dQT
I1,...,In = i
n∑
l=1
(−1)sl
∂
∂xµl
T I1,...,Ilµ,...,In (1.7)
are true for all n ∈ N and all I1, . . . , In. Here we have defined
sl ≡
l−1∑
j=1
|I|j (1.8)
(see also [3]). In particular, the case I1 = . . . = In = ∅ is sufficient for the gauge invariance of
the scattering matrix, at least in the adiabatic limit.
Such identities can be usually broken by anomalies i.e. expressions of the type AI1,...,In which
are quasi-local and might appear in the right-hand side of the relation (1.7). These expressions
verify some consistency conditions - the so-called Wess-Zumino equations. One can use these
equations in the attempt to eliminate the anomalies by redefining the chronological products.
All these operations can be proved to be of cohomological nature and naturally lead to descent
equations of the same type as (1.6) but for different ghost number and canonical dimension.
If one can choose the chronological products such that gauge invariance is true then there is
still some freedom left for redefining them. To be able to decide if the theory is renormalizable
one needs the general form of such arbitrariness. Again, one can reduce the study of the
arbitrariness to descent equations of the type as (1.6).
Such type of cohomology problems have been extensively studied in the more popular ap-
proach to quantum gauge theory based on functional methods (following from some path in-
tegration method). In this setting the co-chain operator is non-linear and makes sense only
for classical field theories. On the contrary, in the causal approach the co-chain operator is
linear so the cohomology problem makes sense directly in the Hilbert space of the model. For
technical reasons one needs however a classical field theory machinery to analyze the descent
equations more easily.
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In this paper we want to give a general description of these methods and we will apply them
to gravitation models. We consider the case of massless and massive gravity.
In the next Section we remind the axioms verified by the chronological products (for simplic-
ity we give them only for the second order of perturbation theory) and consider the particular
case of gauge models. In Section 3 we give some general results about the structure of the
anomalies and reduce the proof of (1.7) to descent equations. We will use a convenient geo-
metric setting for our problem presented in [12]. In Section 4 we determine the cohomology of
the operator dQ for gravity models. Using this cohomology and the algebraic Poincare´ lemma
we can solve the descent equations in various ghost numbers in Section 5. In Section 6 we use
these methods to prove the gauge invariance and renormalization properties of the pure gravity
model in the second order of perturbation theory. In Section 7 we determine the interaction
between massless gravity, matter and Yang-Mills fields; we consider here only massless Yang-
Mills fields and we will treat the massive case elsewere. An interesting fact appears in this case
due to the fact that, as it is well known, one cannot enforce the property
∂µv
µ
a = 0 (1.9)
for quantum massless fields. This means that the usual expression for the energy-momentum
tensor T µν will not be divergenceless in the quantum context and this spoils the gauge invariance
property of the interaction. Fortunately one can correct this adding a new ghost term in the
interaction Lagrangian.
In [18] one can find similar results for massless gravity and its interaction with a scalar field
but the cohomological methods are not used for the proofs.
We note that the renormalizability of quantum gravity has attracted a lot of attention and we
mention [7] and [16]. Here we concentrate only on some technical procedures of cohomological
nature which can be used to simplify the understanding of the lower order of perturbation
theory.
2 General Gauge Theories
We give here the essential ingredients of perturbation theory. For simplicity we emphasize the
second order of the perturbation theory.
2.1 Bogoliubov Axioms
Suppose that we have a Fock space H generated by some set of free fields and consider a set
of Wick monomials Wj , j = 1, . . . , n acting in this Hilbert space. The chronological prod-
ucts T (W1(x1), . . . ,Wn(xn)) ≡ TW1,...,Wn(x1, . . . , xn) n = 1, 2, . . . are some operator-valued
distribution acting in the Fock space and verifying a set of axioms (named Bogoliubov axioms)
explained in detail in [12]. For the case of gravity we will concentrate in this paper on the
second order of perturbation theory, so we give the the axioms only for the cases n = 1, 2. We
postulate the “initial condition”
TW (x) =W (x) (2.1)
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and we give the axioms for the chronological products TW1,W2(x1, x2); for the particular case
W1 = W2 = T one denotes TW1,W2(x1, x2) = T2(x1, x2) and these axioms guarantee that the
scattering matrix
S(g) = I+
∫
R4n
dxg(x)T (x) +
∫
R8n
dx1 dx2 g(x1) g(x2) T2(x1, x2) + · · · (2.2)
is Poincare´ covariant, unitary and causal. In general we require:
• Skew-symmetry:
TW1,W2(x1, x2) = (−1)
f1f2 TW2,W1(x2, x1) (2.3)
where fi is the number of Fermi fields appearing in the Wick monomial Wi.
• Poincare´ invariance: we have a natural action of the Poincare´ group in the space of Wick
monomials and we impose that for all (a, A) ∈ inSL(2,C) we have:
Ua,ATW1,W2(x1, x2)U
−1
a,A = TA·W1,A·W2(A · x1 + a, A · x2 + a); (2.4)
Sometimes it is possible to supplement this axiom by other invariance properties: space
and/or time inversion, charge conjugation invariance, global symmetry invariance with
respect to some internal symmetry group, supersymmetry, etc.
• Causality: if x1 succeeds causally x2 (which one denotes x1 ≥ x2) then we have:
TW1,W2(x1, x2) = TW1(x1) TW2(x2) = W1(x1) W2(x2); (2.5)
• Unitarity:
T
W
†
1
,W
†
2
(x1, x2)
† = −TW1,W2(x1, x2) +W1(x1) W2(x2) +W2(x2) W1(x1). (2.6)
It can be proved that this system of axioms can be supplemented with
TW1,W2(x1, x2) =
∑
ǫ < Ω, TW ′
1
,W ′
2
(x1, x2)Ω > : W
′′
1 (x1),W
′′
2 (x2) : (2.7)
where W ′i and W
′′
i are Wick submonomials of Wi such that Wi =: W
′
iW
′′
i : and the sign ǫ takes
care of the permutation of the Fermi fields. This is called the Wick expansion property.
We can also include in the induction hypothesis a limitation on the order of singularity
of the vacuum averages of the chronological products associated to arbitrary Wick monomials
W1,W2; explicitly:
ω(< Ω, TW1,W2(x1, x2)Ω >) ≤ ω(W1) + ω(W2)− 4 (2.8)
where by ω(d) we mean the order of singularity of the (numerical) distribution d and by ω(W )
we mean the canonical dimension of the Wick monomial W ; in particular this means that we
have
TW1,W2(x1, x2) =
∑
g
tg(x1 − x2) Wg(x1, x2) (2.9)
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whereWg are Wick polynomials of fixed canonical dimension, tg are distributions in one variable
with the order of singularity bounded by the power counting theorem [5]:
ω(tg) + ω(Wg) ≤ ω(W1) + ω(W2)− 4 (2.10)
and the sum over g is essentially a sum over Feynman graphs. We indicate briefly the simplest
way to obtain the chronological products [5]. We compute the commutator [W1(x1),W2(x2)]
and we first consider only the contributions coming from three graphs; we end up with an
expression of the form
[W1(x1),W2(x2)]tree =
∑ ∂
∂xµ1
· · ·
∂
∂xµk
Dmj (x1 − x2) W
µ1...µk
j (x1, x2) + · · · (2.11)
where Dm(x1− x2) is the Pauli-Villars causal distribution of mass m, W
µ1...µk
j (x1, x2) are Wick
polynomials and by · · · we mean similar terms for the Fermi sector where instead of Dm(x1−x2)
we have the corresponding causal function Sm(x1 − x2) (see [18] for the explicit expressions).
Now one defines
TW1,W2(x1, x2)tree =
∑ ∂
∂xµ1
· · ·
∂
∂xµk
DFmj (x1 − x2) W
µ1...µk
j (x1, x2) + · · · (2.12)
obtained from the previous one by replacing the causal distributions by the corresponding
Feynman propagators. A similar procedure works for loop graphs also only the procedure of
obtaining the Feynman propagators from the corresponding causal distributions is more com-
plicated (however, as for the tree contributions, is based on a standard procedure of distribution
splitting). The resulting chronological products do verify all the axioms.
Up to now, we have defined the chronological products only for Wick monomials W1,W2
but we can extend the definition for Wick polynomials by linearity.
One can modify the chronological products without destroying the basic property of causal-
ity iff one can make
TW1,W2(x1, x2)→ TW1,W2(x1, x2) +RW1,W2(x1, x2) (2.13)
where R are quasi-local expressions; by a quasi-local expression we mean in this case an expres-
sion of the form
RW1,W2(x1, x2) =
∑
g
[Pg(∂)δ(x1 − x2)]Wg(x1, x2) (2.14)
with Pg monomials in the partial derivatives and Wg are Wick polynomials. Because of the
delta function we can consider that Pg is a monomial only in the derivatives with respect to,
say x2. If we want to preserve (2.8) we impose the restriction
deg(Pg) + ω(Wg) ≤ ω(W1) + ω(W2)− 4 (2.15)
and some other restrictions are following from the preservation of Lorentz covariance and uni-
tarity.
The redefinitions of the type (2.13) are the so-called finite renormalizations. Let us note
that in higher orders of perturbation theory this arbitrariness, described by the number of
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independent coefficients of the polynomials Pg can grow with n and in this case the theory is
called non-renormalizable. This can happen if some of the Wick monomials Wj, j = 1, . . . , n
have canonical dimension greater than 4. This seems to be the case for quantum gravity.
It is not hard to prove that any finite renormalization can be rewritten in the form
R(x1, x2) = δ(x1 − x2) W (x1) +
∂
∂xµ2
δ(x1 − x2) W
µ(x1) (2.16)
where the expression W,W µ are Wick polynomials. But it is clear that the second term in
the above expression is null in the adiabatic limit so we can postulate that these type of finite
renormalizations are trivial. This means that we can admit that the finite renormalizations
have a much simpler form, namely
R(x1, x2) = δ(X) W (x1) (2.17)
where the Wick polynomial W is constrained by
ω(W ) ≤ ω(W1) + ω(W2)− 4. (2.18)
2.2 Gauge Theories and Anomalies
From now on we consider that we work in the four-dimensional Minkowski space and we have
the Wick polynomials T I such that the descent equations (1.6) are true and we also have
T I(x1) T
J(x2) = (−1)
|I||J | T J(x2) T
I(x1), ∀ x1 ∼ x2 (2.19)
i.e. for x1 − x2 space-like these expressions causally commute in the graded sense.
The equations (1.6) are called a relative cohomology problem. The co-boundaries for this
problem are of the type
T I = dQB
I + i ∂µB
Iµ. (2.20)
In the second order of perturbation theory we construct the associated chronological prod-
ucts
T I1,I2(x1, x2) = TT I1 ,T I2 (x1, x2).
We will impose the graded symmetry property:
T I1,I2(x1, x2) = (−1)
|I1||I2| T I2,I1(x2, x1). (2.21)
We also have
gh(T I1,I2) = |I1|+ |I2|. (2.22)
In the case of a gauge theory the set of trivial finite renormalizations is larger; we can also
include co-boundaries because they induce the null operator on the physical space:
RI1,I2(x1, x2) = dQB
I1,I2(x1) + i
∂
∂xµ2
δ(x1 − x2) B
I1,I2;µ(x1) (2.23)
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One can write the gauge invariance condition (1.7) in a more compact form [12] but for
n = 2 this will not be necessary.
We now determine the obstructions for the gauge invariance relations (1.7). These relations
are true for n = 1 according to (1.6). Then one can prove that in order n = 2 we must have:
dQT
I1,I2 = i
∂
∂xµ1
T I1µ,I2 + i (−1)|I1|
∂
∂xµ2
T I1,I2µ + AI1,I2(x1, x2) (2.24)
where the expressions AI1,I2(x1, x2) are quasi-local operators:
AI1,I2(x1, x2) =
∑
k
[
∂
∂xρ12
. . .
∂
∂xρk2
δ(x2 − x1)
]
W I1,I2;{ρ1,...,ρk}(x1) (2.25)
and are called anomalies. In this expression the Wick polynomialsW I1,...,In;{ρ1,...,ρk} are uniquely
defined. From (2.10) we have
ω(W I1,I2;{ρ1,...,ρk}) ≤ 2 ω0 − 3− k (2.26)
where we remind that ω0 ≡ ω(T ); this gives a bound on k in the previous sum. It is clear that
we have from (2.21) a similar symmetry for the anomalies: namely we have:
AI1,I2(x1, x2) = (−1)
|I1||I2| AI2,I1(x2, x1) (2.27)
and we also have
gh(AI1,I2) = |I1|+ |I2|+ 1 (2.28)
and
AI1,I2 = 0 iff |I1|+ |I2| > 2 ω0 − 4. (2.29)
We also have some consistency conditions verified by the anomalies. If one applies the
operator dQ to (2.24) one obtains the so-called Wess-Zumino consistency conditions for the
cases n = 2:
dQA
I1,I2 = −i
∂
∂xµ1
AI1µ,I2 − i (−1)|I1|
∂
∂xµ2
AI1,I2µ. (2.30)
Let us note that we can suppose, as for the finite renormalizations ( see (2.17)) that all
anomalies which are total divergences are trivial because they spoil gauge invariance by terms
which can be made as small as one wishes (in the adiabatic limit), i.e. we can take the form:
AI1,I2(x1, x2) = δ(x1 − x2) W
I1,I2(x1). (2.31)
In the case of quantum gravity it is not necessary to postulate this relation: one can prove it if
one makes convenient finite renormalizations! For Yang-Mills models one can prove even more:
such type of relations can be implemented in an arbitrary order of perturbation theory.
Suppose now that we have fixed the gauge invariance (1.7) (for n = 2) and we investigate
the renormalizability issue i.e. we make the redefinitions
T I1,I2 → T I1,I2 +RI1,I2 (2.32)
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where R are quasi-local expressions. As before we have
RI1,I2(x1, x2) = (−1)
|I1||I2| RI2,I1(x2, x1). (2.33)
We also have
gh(RI1,I2) = |I1|+ |I2| (2.34)
and
RI1,I2 = 0 iff |I1|+ |I1| > 2 ω0 − 4. (2.35)
If we want to preserve (1.7) it is clear that the quasi-local operators RI1,I2 should also verify
dQR
I1,I2 = i
∂
∂xµ1
RI1µ,I2 − i (−1)|I1|
∂
∂xµ2
RI1,I2µ (2.36)
i.e. equations of the type (2.30). In this case we note that we have more structure; according
to the previous discussion we can impose the structure (2.17):
RI1,I2(x1, x2) = δ(x1 − x2) W
I1,I2(x1) (2.37)
and we obviously have:
gh(W I1,I2) = |I1|+ |I2| (2.38)
and
W I1,I2 = 0 iff |I1|+ |I2| > 2 ω0 − 4. (2.39)
From (2.36) we obtain after some computations that there are Wick polynomials RI such
that
W I1,I2 = (−1)|I1||I2| RI1∪I2 . (2.40)
Moreover, we have
gh(RI) = |I| (2.41)
and
RI = 0 iff |I| > 2 ω0 − 4. (2.42)
Finally, the following descent equations are true:
dQR
I = i ∂µR
Iµ (2.43)
and we have obtained another relative cohomology problem similar to the one from the Intro-
duction.
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3 Wess-Zumino Consistency Conditions
In this Section we consider a particular form of (2.24) and (2.30) namely the case when all
polynomials T I have canonical dimension ω0 = 5 and T
µνρσ = 0. In this case (2.29) becomes:
AI1,I2(X) = 0 iff |I1|+ |I2| > 6. (3.1)
It is convenient to define
A1 ≡ A
∅,∅, Aµ2 ≡ A
[µ],∅, A
[µν]
3 ≡ A
[µν],∅, Aµ;ν4 ≡ A
[µ],[ν],
A
[µν];ρ
5 ≡ A
[µν],ρ, A
[µν];[ρσ]
6 ≡ A
[µν],[ρσ], Aµνρ7 ≡ A
[µνρ],∅,
A
[µνρ];σ
8 ≡ A
[µνρ],[σ], A
[µνρ];[σλ]
9 ≡ A
[µνρ],[σλ], A
[µνρ];[σλω]
10 ≡ A
[µνρ],[σλω] (3.2)
where we have emphasized the antisymmetry properties with brackets. We have from (2.24)
the following anomalous gauge equations:
dQT (T (x1), T (x2)) =
i
∂
∂xµ1
T (T (x1), T
µ(x2)) + i
∂
∂xµ2
T (T (x1), T
µ(x2)) + A1(x1, x2) (3.3)
dQT (T
µ(x1), T (x2)) =
i
∂
∂xµ1
T (T µν(x1), T (x2))− i
∂
∂xν2
T (T µ(x1), T
ν(x2)) + A
µ
2(x1, x2) (3.4)
dQT (T
µν(x1), T (x2)) =
i
∂
∂xρ1
T (T µνρ(x1), T (x2)) + i
∂
∂xρ2
T (T µν(x1), T
ρ(x2)) + A
[µν]
3 (x1, x2) (3.5)
dQT (T
µ(x1), T
ν(x2)) =
i
∂
∂xρ1
T (T µρ(x1), T
ν(x2))− i
∂
∂xρ2
T (T µ(x1), T
νρ(x2)) + A
µ;ν
4 (x1, x2) (3.6)
dQT (T
µν(x1), T
ρ(x2)) =
i
∂
∂xσ1
T (T µνσ(x1), T
ρ(x2)) + i
∂
∂xσ2
T (T µν(x1), T
ρσ(x2)) + A
[µν];ρ
5 (x1, x2) (3.7)
dQT (T
µν(x1), T
ρσ(x2)) =
i
∂
∂xλ1
T (T µνλ(x1), T
ρσ(x2)) + i
∂
∂xλ2
T (T µν(x1), T
ρσλ(x2)) + A
[µν];[ρσ]
6 (x1, x2) (3.8)
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dQT (T
µνρ(x1), T (x2)) = −i
∂
∂xσ2
T (T µνρ(x1), T
σ(x2)) + A
[µνρ]
7 (x1, x2) (3.9)
dQT (T
µνρ(x1), T
σ(x2)) = −i
∂
∂xλ2
T (T µνρ(x1), T
σλ(x2)) + A
[µνρ];σ
8 (x1, x2) (3.10)
dQT (T
µνρ(x1), T
σλ(x2)) = −i
∂
∂xω2
T (T µνρ(x1), T
σλω(x2)) + A
[µνρ];[σλ]
9 (x1, x2) (3.11)
dQT (T
µνρ(x1), T
σλω(x2)) = 0. (3.12)
From (2.27) we get the following symmetry properties:
A1(x1, x2) = A1(x2, x1) (3.13)
and we also have:
Aµ;ν4 (x1, x2) = −A
ν;µ
4 (x2, x1), (3.14)
A
[µν];[ρσ]
6 (x1, x2) = A
[ρσ];[µν]
6 (x2, x1), (3.15)
and
A
[µνρ];[σλω]
10 (x1, x2) = −A
[σλω];[µνρ]
10 (x2, x1). (3.16)
The Wess-Zumino consistency conditions are in this case:
dQA1(x1, x2) = −i
∂
∂xµ1
Aµ2 (x1, x2)− i
∂
∂xµ2
Aµ2 (x2, x1) (3.17)
dQA
µ
2(x1, x2) = −i
∂
∂xν1
A
[µν]
3 (x1, x2) + i
∂
∂xν2
Aµ;ν4 (x1, x2) (3.18)
dQA
[µν]
3 (x1, x2) = −i
∂
∂xρ1
A
[µνρ]
7 (x1, x2)− i
∂
∂xρ2
A
[µν];ρ
5 (x1, x2) (3.19)
dQA
µ;ν
4 (x1, x2) = −i
∂
∂xρ1
A
[µρ];ν
5 (x1, x2) + i
∂
∂xρ2
A
[νρ];µ
5 (x2, x1) (3.20)
dQA
[µν];ρ
5 (x1, x2) = −i
∂
∂xσ1
A
[µνσ];ρ
8 (x1, x2)− i
∂
∂xσ2
A
[µν];[ρσ]
6 (x1, x2) (3.21)
dQA
[µν];[ρσ]
6 (x1, x2) = −i
∂
∂xλ1
A
[µνλ];[ρσ]
9 (x1, x2)− i
∂
∂xλ2
A
[ρσλ];[µν]
9 (x2, x1); (3.22)
dQA
[µνρ]
7 (x1, x2) = i
∂
∂xσ2
A
[µνρ];σ
8 (x1, x2); (3.23)
dQA
[µνρ];σ
8 (x1, x2) = i
∂
∂xλ2
A
[µνρ];[σλ]
9 (x1, x2); (3.24)
10
dQA
[µνρ];[σλ]
9 (x1, x2) = i
∂
∂xω2
A
[µνρ];[σλω]
10 (x1, x2); (3.25)
dQA
[µνρ];[σλω]
10 (x1, x2) = 0. (3.26)
We suppose from now on that we work in a 4-dimensional Minkowski space-time and we
have the following result:
Theorem 3.1 One can redefine the chronological products such that
A1(x1, x2) = δ(x1 − x2) W (x1), A
µ
2 (x1, x2) = δ(x1 − x2) W
µ(x1)
A
[µν]
3 (x1, x2) = δ(x1 − x2) W
[µν](x1), A
µ;ν
4 (x1, x2) = −δ(x1 − x2) W
[µν](x1),
A
[µν];ρ
5 (x1, x2) = δ(x1 − x2) W
[µνρ](x1), A
[µν];[ρσ]
7 (x1, x2) = −δ(x1 − x2) W
[µνρ](x1) (3.27)
and Aj = 0, j = 6, 8, 9, 10. Moreover one has the following descent equations:
dQW = −i ∂µW
µ, dQW
µ = i ∂νW
[µν], dQW
[µν] = −i∂ρW
[µνρ], dQW
[µνρ] = 0.
(3.28)
The expressions W, W µ and W [µν] are relative co-cycles and are determined up to relative
co-boundaries. The expression W [µνρ] is a co-cycle and it is determined up to a co-boundary.
Proof: The symmetry properties and the Wess-Zumino equations of consistency will be
enough to obtain the result from the statement. We will rely on some computations done in
[12]. We will use (2.25) together with the restriction (2.26). Because we also have
gh(W I1,I2;{ρ1,...,ρk}) = |I1|+ |I2|+ 1 (3.29)
the sum goes in fact up to k = 6. If we get rid of the top terms (i.e. corresponding to k = 5, 6)
from the preceding sum then we are, at least for |I1|, |I2| ≤ 2, in the case studied in [12].
We divide the proof in a number of steps.
(i) From (2.25) we have:
A1(x1, x2) =
∑
k≤6
∂µ1 . . . ∂µkδ(x2 − x1)W
{µ1,...,µk}
1 (x1) (3.30)
and we have the restrictions
ω(W
{µ1,...,µk}
1 ) ≤ 7− k, gh(W
{µ1,...,µk}
1 ) = 1 (3.31)
for all k = 0, . . . , 6. We perform the finite renormalization:
T (T µ1(x1), T (x2))→ T (T
µ1(x1), T (x2)) + ∂µ2 · · ·∂µ6 δ(x2 − x1)U
µ1;{µ2,...,µ6}
2 (x1) (3.32)
and it is easy to see that if we choose U
µ1;{µ2,...,µ6}
2 = −
i
2
W
{µ1,...,µ6}
1 then we obtain a new expres-
sion (3.30) for the anomaly A1 where the sum goes only up to k = 5. (Although the monomials
W
{µ1,...,µk}
1 will be changed after this finite renormalization we keep the same notation.) Now
we impose the symmetry property (3.13) and consider only the terms with five derivatives on
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δ; it easily follows that W
{µ1,...,µ5}
1 = 0 i.e. in the expression (3.30) for the anomaly A1 the sum
goes only up to k = 4. Now we have the expression (3.53) from [12] and we can perform the
succession of finite renormalizations from there. In the end the expression (3.30) will have the
form from the statement.
(ii) From (2.25) we have:
Aµ2 (x1, x2) =
∑
k≤5
∂ρ1 . . . ∂ρkδ(x2 − x1)W
µ;{ρ1,...,ρk}
2 (x1) (3.33)
and we have the restrictions
ω(W
µ;{ρ1,...,ρk}
2 ) ≤ 7− k, gh(W
µ;{ρ1,...,ρk}
2 ) = 2 (3.34)
for all k = 0, . . . , 5. We use Wess-Zumino consistency condition (3.17); if we consider only the
terms with six derivatives on δ we obtain that the completely symmetric part of W µ1;µ2,...,µ62
is null: W
{µ1;µ2,...,µ6}
2 = 0. In this case it is easy to prove that one can write W
µ1;µ2,...,µ6
2 in the
following form:
W µ1;µ2,...,µ62 =
1
5
6∑
j=2
W˜
[µ1µj ];{µ2,...µˆj ,...,µ6}
2 (3.35)
with
W˜
[µ1µ2];{µ3,...,µ6}
2 ≡
5
4
W µ1;µ2,...,µ62 − (µ1 ↔ µ2). (3.36)
We perform the finite renormalization
T (T [µ1µ2](x1), T (x2))→ T (T
[µ1µ2](x1), T (x2)) + ∂µ3 · · ·∂µ6δ(x2− x1) U
[µ1µ2];{µ3,...,µ6}
3 (x1) (3.37)
with U
[µ1µ2];{µ3,...,µ6}
3 = −i W˜
[µ1µ2];{µ3,...,µ6}
2 and we eliminate the contributions corresponding to
k = 5 from (3.33). We use again the Wess-Zumino consistency condition (3.17); if we consider
only the terms with five derivatives on δ we obtain that the completely symmetric part of
W µ1;µ2,...,µ52 is null W
{µ1;µ2,...,µ5}
2 = 0 and write:
W µ1;µ2,...,µ52 =
1
4
5∑
j=2
W˜
[µ1µj ];{µ2,...µˆj ,...,µ5}
2 (3.38)
with
W˜
[µ1µ2];{µ3,µ4,µ5}
2 =
4
5
W µ1;µ2,...,µ52 − (µ1 ↔ µ2). (3.39)
Now we consider the finite renormalization
T (T [µν](x1), T (x2))→ T (T
[µν](x1), T (x2)) + ∂ρ1∂ρ2∂ρ3δ(x2 − x1) U
[µν];{ρ1ρ2ρ3}
3 (x1) (3.40)
with U
[µν];ρ1ρ2ρ3
3 = i W˜
[µν];ρ1ρ2ρ3
2 and we get a new expressions (3.33) for which W
µ1;{µ2,...,µ5}
2 = 0,
i.e. the summation in (3.33) goes only up to k = 4. As a result we have the expression (3.57)
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from [12] and we can perform the succession of finite renormalizations from there. In the end
the expression (3.33) will have the form from the statement.
It is easy to prove that the Wess-Zumino equation (3.17) is now equivalent to:
dQW1 = −i ∂µW
µ
2 . (3.41)
(iii) From (2.25) we have:
A
[µν]
3 (x1, x2) =
∑
k≤4
∂ρ1 . . . ∂ρkδ(x2 − x1)W
[µν];{ρ1,...,ρk}
3 (x1) (3.42)
and we have the restrictions
ω(W
[µν];{ρ1,...,ρk}
3 ) ≤ 7− k, gh(W
[µν];{ρ1,...,ρk}
3 ) = 3 (3.43)
for all k = 0, . . . , 4.
We perform the finite renormalization
T (T [µν](x1), T
ρ(x2))→ T (T
[µν](x1), T
ρ(x2)) + ∂σ1∂σ2∂σ3δ(x2 − x1) U
[µν];ρ;{σ1σ2σ3}
5 (x1) (3.44)
with U
[µν];ρ1;{ρ2ρ3ρ4}
5 = i W
[µν];{ρ1,...,ρ4}
3 and we eliminate the contributions corresponding to k = 4
from (3.42). Now we consider the finite renormalization
T (T [µν](x1), T
ρ(x2))→ T (T
[µν](x1), T
ρ(x2)) + ∂σ1∂σ2δ(x2 − x1) U
[µν];ρ;{σ1σ2}
3 (x1) (3.45)
with U
[µν];ρ1;{ρ2ρ3}
5 = i W
[µν];{ρ1ρ2ρ3}
3 and we get a new expressions (3.42) with k ≤ 2. As a
result we have the expression (3.67) from [12] and we can perform the succession of finite
renormalizations from there. In the end the expression (3.42) will have the form from the
statement.
(iv) From (2.25) we have:
Aµ;ν4 (x1, x2) =
∑
k≤4
∂ρ1 . . . ∂ρkδ(x2 − x1)W
µ;ν;{ρ1,...,ρk}
4 (x1) (3.46)
and we have the restrictions
ω(W
µ;ν;{ρ1,...,ρk}
4 ) ≤ 7− k, gh(W
µ;ν;{ρ1,...,ρk}
4 ) = 3 (3.47)
for all k = 0, . . . , 4.
We will have to consider the (anti)symmetry (3.14). From the terms with four derivatives
on delta we obtain that W
µ;ν;{ρ1,...,ρ4}
4 is antisymmetric in the first two indices i.e. we have the
writing W
µ;ν;{ρ1,...,ρ4}
4 = W
[µν];{ρ1,...,ρ4}
4 .
Next we consider the Wess-Zumino consistency condition (3.18). From the terms with five
derivatives on delta we obtain
Sν,ρ1,...,ρ4 W
[µν];{ρ1,...,ρ4}
4 = 0 (3.48)
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where S denotes symmetrization in the corresponding indices. We note now that in the finite
renormalization (3.44) we have used only the expression U
[µν];{ρ1;ρ2ρ3ρ4}
5 i.e. we still can use
U
[µν];ρ1;ρ2ρ3ρ4
5 with U
[µν];{ρ1;ρ2ρ3ρ4}
5 = 0. It is not so complicated to prove (using the preceding
relation) that the choice: U
[µν];ρ1;ρ2ρ3ρ4
5 = c (W
µ;ρ1;{νρ2ρ3ρ4}
4 +
1
4
W
µ;ν;{ρ1,...,ρ4}
4 ) is possible i.e. it
verifies the preceding relation; moreover if we take c = 8i
15
we get a new expression (3.46) for
which k ≤ 3. We use again the (anti)symmetry property (3.14); from the terms with three
derivatives on δ we obtain:
W
µ;ν;{ρ1ρ2ρ3}
4 =W
ν;µ;{ρ1ρ2ρ3}
4 (3.49)
i.e. we have the writing W
µ;ν;{ρ1ρ2ρ3}
4 = W
{µν};{ρ1ρ2ρ3}
4 . We consider again the Wess-Zumino
consistency condition (3.18); from the terms with four derivatives on δ we obtain:
Sν,ρ1ρ2ρ3 W
{µν};{ρ1ρ2ρ3}
4 = 0. (3.50)
As before we note now that in the finite renormalization (3.45) we have used only the expres-
sion U
[µν];{ρ1;ρ2ρ3}
5 i.e. we still can use U
[µν];ρ1;ρ2ρ3
5 with U
[µν];{ρ1;ρ2ρ3}
5 = 0. A possible choice is:
U
[µν];ρ1;ρ2ρ3
5 = c (W
µ;ρ1;{νρ2ρ3}
4 +
1
3
W
µ;ν;{ρ1ρ2ρ3}
4 ); moreover if we take c =
9i
16
we get a new ex-
pression (3.46) for which k ≤ 3. As a result we have the expression (3.71) from [12] and we can
perform the succession of finite renormalizations from there. In the end the expression (3.42)
will have the form from the statement. The Wess-Zumino equation (3.18) is equivalent to:
dQW
µ
2 = i ∂νW
[µν]
3
W µ;ν4 = −W
[µν]
3 . (3.51)
(v) From (2.25) we have:
A
[µνρ]
7 (x1, x2) =
∑
k≤3
∂σ1 . . . ∂σkδ(x2 − x1)W
[µνρ];{σ1,...,σk}
7 (x1) (3.52)
and we have the restrictions
ω(W
[µνρ];{σ1,...,σk}
4 ) ≤ 7− k, gh(W
[µνρ];{σ1,...,σk}
4 ) = 4 (3.53)
for all k = 0, . . . , 3. We perform the finite renormalization
T (T [µνρ](x1), T
σ(x2))→ T (T
[µνρ](x1), T
σ(x2)) + ∂λ1∂λ2δ(x2 − x1) U
[µνρ];σ;{λ1λ2}
8 (x1) (3.54)
with U
[µνρ];σ;{λ1λ2}
8 = −i W
[µνρ];{σλ1λ2}
7 and we eliminate the contributions corresponding to
k = 3 from (3.52). Now we consider the finite renormalization
T (T [µνρ](x1), T
σ(x2))→ T (T
[µνρ](x1), T
σ(x2)) + ∂λδ(x2 − x1) U
[µνρ];σ;λ
8 (x1) (3.55)
with U
[µνρ];σ;λ
8 = −i W
[µνρ];{σλ}
7 and we get a new expressions (3.52) with k ≤ 1. Finally we
consider the finite renormalization
T (T [µνρ](x1), T
σ(x2))→ T (T
[µνρ](x1), T
σ(x2)) + δ(x2 − x1) U
[µνρ];σ
8 (x1) (3.56)
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with U
[µνρ];σ
8 = −i W
[µνρ];σ
7 and we get the expression for A7 from the statement.
(vi) From (2.25) we have:
A
[µν];ρ
5 (x1, x2) =
∑
k≤3
∂σ1 . . . ∂σkδ(x2 − x1)W
[µν];ρ;{σ1,...,σk}
5 (x1) (3.57)
and we have the restrictions
ω(W
[µν];ρ;{σ1,...,σk}
4 ) ≤ 7− k, gh(W
[µν];ρ;{σ1,...,σk}
4 ) = 4 (3.58)
We consider the Wess-Zumino consistency conditions (3.19). From the terms with four
derivatives on delta we obtain:
Sρ,σ1σ2σ3 W
[µν];ρ;{σ1σ2σ3}
5 = 0. (3.59)
This equation can be solved explicitly: if we denote:
W˜
[µν];[ρσ1];{σ2σ3}
5 =
3
4
W
[µν];ρ;{σ1σ2σ3}
5 − (ρ↔ σ1) (3.60)
we have:
W
[µν];ρ;{σ1σ2σ3}
5 = Sσ1σ2σ3 W˜
[µν];[ρσ1];{σ2σ3}
5 (3.61)
and we can make in (3.57) W
[µν];ρ;{σ1σ2σ3}
5 → W˜
[µν];[ρσ1];{σ2σ3}
5 .
From the Wess-Zumino consistency conditions (3.20) we consider again the terms with four
derivatives on delta and we obtain after some computations:
Sρ,σ1σ2σ3 (W˜
[µρ];[νσ1];{σ2σ3}
5 − W˜
[νρ];[µσ1];{σ2σ3}
5 ) = 0. (3.62)
It is convenient to split W˜
[µν];[ρσ1];{σ2σ3}
5 as follows
W˜
[µν];[ρσ];{λ1λ2}
5 = W˜
[µν];[ρσ];{λ1λ2}
5,+ + W˜
[µν];[ρσ];{λ1λ2}
5,− (3.63)
where
W˜
[µν];[ρσ];{λ1λ2}
5,ǫ =
1
2
(W˜
[µν];[ρσ];{λ1λ2}
5 + ǫ W˜
[ρσ];[µν];{λ1λ2}
5 ). (3.64)
We now make the finite renormalization
T (T [µν](x1), T
[ρσ](x2))→ T (T
[µν](x1), T
[ρσ](x2)) + ∂λ1∂λ2δ(x1 − x2) U
[µν];[ρσ];{λ1λ2}
6 (x1) (3.65)
with U
[µν];[ρσ];{λ1λ2}
6 = i W˜
[µν];[ρσ];{λ1λ2}
5,+ such that all symmetry properties of the chronological
products are preserved. As a result we get a new expression (3.57) with: W˜
[µν];[ρσ];{λ1λ2}
5 →
W˜
[µν];[ρσ];{λ1λ2}
5,− ≡ W
[µν];[ρσ];{λ1λ2}.
The Wess-Zumino consistency conditions (3.20) with four derivatives on delta from above
reduces to:
Sρσ1σ2σ3 W
[µρ];[νσ1];{σ2σ3}
5 = 0. (3.66)
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We note that we still can use the finite renormalization (3.54) if we require:
Sρλ1λ2 U
[µνρ];σ;{λ1;λ2}
8 = 0 (3.67)
i.e. such that we do not spoil the form of A7 from the statement. One can write a generic
form for such an expression U
[µνρ];σ;{λ1;λ2}
8 in terms of W
[µν];[ρσ];{λ1λ2}. There are five possible
combinations meeting the symmetry properties:
U
[µνρ];σ1;{σ2;σ3}
8 = Aµνρ Sσ2σ3 (c1 W
[µρ];[νσ1];{σ2σ3} + c2 W
[µρ];[νσ2];{σ1σ2}
+c3 W
[µσ1];[νσ2];{ρσ3} + c4 W
[µσ2];[νσ3];{ρσ1} + c5 W
[µρ];[σ1σ2];{νσ3}) (3.68)
where we apply the corresponding (anti -)symmetrization operators. It comes after some work
that one can fix the coefficients such that we get a new expression (3.57) for which k ≤ 2; we
have found the possible values c1 = 3i, c2 = i, c3 = 0, c4 = 2i, c5 = 0.
We consider again the Wess-Zumino consistency conditions (3.19); from the terms with
three derivatives on delta we obtain:
Sρσ1σ2 W
[µν];ρ;{σ1σ2}
5 = 0. (3.69)
This equation can also be solved explicitly: if we denote:
W˜
[µν];[ρσ1];{σ2σ3}
5 =
2
3
W
[µν];ρ;{σ1σ2}
5 − (ρ↔ σ1) (3.70)
we have:
W
[µν];ρ;{σ1σ2}
5 = Sσ1σ2 W˜
[µν];[ρσ1];σ2
5 (3.71)
and we can make in (3.57) W
[µν];ρ;{σ1σ2}
5 → W˜
[µν];[ρσ1];{σ2}
5 .
From the Wess-Zumino consistency conditions (3.20) we consider the terms with three
derivatives on δ and we obtain:
Sρσ1σ2 (W˜
[µρ];[νσ1];σ2
5 − W˜
[νρ];[µσ1];σ2
5 ) = 0. (3.72)
It is convenient to split W˜
[µν];[ρσ];λ
5 as before
W˜
[µν];[ρσ];λ
5 = W˜
[µν];[ρσ];λ
5,+ + W˜
[µν];[ρσ];λ
5,− (3.73)
where
W˜
[µν];[ρσ];λ
5,ǫ =
1
2
(W˜
[µν];[ρσ];λ
5 + ǫ W˜
[ρσ];[µν];λ
5 ). (3.74)
We now make the finite renormalization
T (T [µν](x1), T
[ρσ](x2))→ T (T
[µν](x1), T
[ρσ](x2)) + ∂λδ(x1 − x2) U
[µν];[ρσ];λ
6 (x1) (3.75)
with U
[µν];[ρσ];λ
6 = i W˜
[µν];[ρσ];λ
5,+ such that all symmetry properties of the chronological products
are preserved. As a result we get a new expression (3.57) with: W˜
[µν];[ρσ];λ
5 → W˜
[µν];[ρσ];λ
5,− ≡
W [µν];[ρσ];λ.
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The Wess-Zumino consistency conditions (3.20) with three derivatives on δ from above
reduces to:
Sρσ1σ2 W
[µρ];[νσ1];σ2
5 = 0. (3.76)
We note that we still can use the finite renormalization (3.55) if we require:
U
[µνρ];σ;λ
8 = −(σ ↔ λ) (3.77)
such that we do not spoil the form of A7 from the statement. One can write a generic form for
such an expression U
[µνρ];[σλ]
8 and the possible combinations meeting the symmetry properties
are:
U
[µνρ];[σλ]
8 = Aµνρ Aσλ (c1 W
[µρ];[νσ];λ + c2 W
[µν];[σλ];ρ) (3.78)
where we apply the corresponding antisymmetrization operators. If we take c1 =
2i
3
, c2 =
8i
3
we get a new expression (3.57) for which k ≤ 1. As a result we have the expression (3.77) from
[12] and we can perform the succession of finite renormalizations from there. In the end the
expression (3.57) will have the form from the statement.
The Wess-Zumino equation (3.19) becomes equivalent to
dQW
[µν]
3 = −i ∂ρW
[µνρ]
7
W
[µν];ρ
5 = W
[µνρ]
7 . (3.79)
The Wess-Zumino consistency conditions (3.20) is equivalent to
dQW
µ;ν
4 = i ∂ρW
[µνρ]
7 (3.80)
which follows from the preceding relation if we remember the connection between W
[µν]
3 and
W µ;ν4 obtained at (iv).
(vii) From (2.25) we have:
A
[µνρ];σ
8 (x1, x2) =
∑
k≤2
∂λ1 . . . ∂λkδ(x2 − x1)W
[µνρ];σ;{λ1,...,λk}
8 (x1) (3.81)
and we have the restrictions
ω(W
[µνρ];σ;{λ1,...,λk}
8 ) ≤ 7− k, gh(W
[µνρ];σ;{λ1,...,λk}
8 ) = 5 (3.82)
for all k = 0, 1, 2.
We consider the Wess-Zumino consistency condition (3.23). From the terms with three
derivatives on δ we obtain
Sσλ1λ2 W
[µνρ];σ;{λ1λ2}
8 = 0. (3.83)
This equation can be solved explicitly: if we denote:
W˜
[µνρ];[σλ1];λ2
8 =
2
3
W
[µνρ];σ;{λ1];λ2}
8 − (σ ↔ λ1) (3.84)
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we have:
W
[µνρ];σ;{λ1];λ2}
8 = Sλ1λ2 W˜
[µνρ];[σλ1];λ2
8 (3.85)
and we can make in (3.81) W
[µνρ];σ;{λ1λ2}
8 → W˜
[µνρ];[σλ1];λ2
8 .
We make the finite renormalization
T (T [µνρ](x1), T
[σλ](x2))→ T (T
[µνρ](x1), T
[σλ](x2)) + ∂αδ(x1 − x2) U
[µνρ];[σλ];α
9 (x1) (3.86)
with U
[µνρ];σ;{λ1λ2}
9 = −i W˜
[µνρ];σ];{λ1λ2}
8 and we get a new expression (3.81) with k ≤ 1.
We consider again the Wess-Zumino consistency condition (3.23); from the terms with two
derivatives on δ we obtain:
W
[µνρ];σ;λ
8 = −(σ ↔ λ) (3.87)
i.e. we have the writing W
[µνρ];σ;λ
8 =W
[µνρ];[σλ]
8 .
We now make the finite renormalization
T (T [µνρ](x1), T
[σλ](x2))→ T (T
[µνρ](x1), T
[σλ](x2)) + δ(x1 − x2) U
[µνρ];[σλ]
9 (x1) (3.88)
with U
[µνρ];[σλ]
9 = −i W˜
[µνρ];[σλ]
8 we get a new expression
A
[µνρ];σ
8 (x1, x2) = δ(x1 − x2)W
[µνρ;σ
8 (x1). (3.89)
But the Wess-Zumino consistency condition (3.23) is in this case equivalent to
dQW
[µνρ]
7 = 0
W
[µνρ;σ
8 = 0 (3.90)
so we have in fact:
A
[µνρ];σ
8 (x1, x2) = 0. (3.91)
(viii) From (2.25) we have:
A
[µν];[ρσ]
6 (x1, x2) =
∑
k≤2
∂λ1 . . . ∂λkδ(x2 − x1)W
[µν];[ρσ];{λ1,...,λk}
6 (x1) (3.92)
and we have the restrictions
ω(W
[µν];[ρσ];{λ1,...,λk}
6 ) ≤ 7− k gh(W
[µν];[ρσ];{λ1,...,λk}
6 ) = 5. (3.93)
From the symmetry property (3.15) we consider the terms with two derivatives on the δ
function and obtain:
W
[µν];[ρσ];{λ1λ2}
6 = W
[ρσ];[µν];{λ1λ2}
6 . (3.94)
Now the Wess-Zumino consistency condition (3.21) gives:
Sσλ1λ2 W
[µν];[ρσ];{λ1λ2}
6 = 0. (3.95)
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We observe that in the renormalization (3.86) we have used only the piece SλαU
[µνρ];[σλ];α
9
so we still can use AλαU
[µνρ];[σλ];α
9 . We make the following ansatz for U
[µνρ];σλ;α
9
U
[µνλ1];[ρσ];λ2
9 = Aµνλ1 Aρσ (c1 W
[µν];[ρσ];{λ1λ2} + c2 W
[µν];[σλ2];{λ1ρ}
+c3 W
[λ1λ2];[µρ];{νσ} + c4 W
[µρ];[νσ];{λ1λ2}) (3.96)
which is compatible with the symmetry properties. A long computation shows that one can
fix these coefficients such that the renormalization (3.86) leaves the expression A8 unchanged
but the expression(3.92) gets modified: we have the restriction k ≤ 1. Now from the symmetry
property (3.15) with one derivatives on the δ function we obtain:
W
[µν];[ρσ];λ
6 = −W
[ρσ];[µν];λ
6 (3.97)
and from the Wess-Zumino equation (3.21):
W
[µν];[ρσ];λ
6 = −(σ ↔ λ). (3.98)
If we combine these two equations we arrive at the conclusion that W
[µν];[ρσ];λ
6 is completely
antisymmetric in all indices so it must be null (because we are in 4 dimensions). As a conse-
quence
A
[µν];[ρσ]
6 (x1 − x2) = δ(x1 − x2) W
[µν];[ρσ]
6 (x1). (3.99)
Now the Wess-Zumino equation (3.21) is equivalent to
W
[µν];[ρσ]
6 = 0 (3.100)
so in fact:
A
[µν];[ρσ]
6 = 0. (3.101)
(ix) From (2.25) we have:
A
[µνρ];[σλ]
9 (x1, x2) = δ(x2 − x1) W
[µνρ];[σλ]
9 (x1) + ∂ωδ(x2 − x1)W
[µνρ];[σλ];ω
6 (x1) (3.102)
and we have the restrictions
ω(W
[µνρ];[σλ]
9 ) ≤ 7 ω(W
[µνρ];[σλ];ω
9 ) ≤ 6 gh(W
[µνρ];[σλ]
9 ) = (W
[µνρ];[σλ];ω
9 ) = 6. (3.103)
Now the Wess-Zumino consistency condition (3.24) gives:
W
[µνρ];[σλ];ω
9 = −(λ↔ ω) (3.104)
so we can write W
[µνρ];[σλ];ω
9 = W
[µνρ];[σλω]
9 . We perform the finite renormalization
T (T [µνρ](x1), T
[σλω](x2))→ T (T
[µνρ](x1), T
[σλω](x2)) + δ(x2 − x1) U
[µνρ];[σλω]
10 (x1) (3.105)
with U
[µνρ];[σλω]
10 = i W
[µνρ];[σλω]
9 As a consequence the formula (3.102) becomes
A
[µνρ];[σλ]
9 (x1 − x2) = δ(x1 − x2) W
[µνρ];[σλ]
9 (x1). (3.106)
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Now the Wess-Zumino equation (3.24) is equivalent to
W
[µνρ];[σλ]
9 = 0 (3.107)
so in fact:
A
[µνρ];[σλ]
9 = 0. (3.108)
(x) From (2.25) we have:
A
[µνρ];[σλω]
10 (x1, x2) = δ(x2 − x1) W
[µνρ];[σλω]
9 (x1)W
[µνρ];[σλω]
10 (x1) (3.109)
and we have the restrictions
ω(W
[µνρ];[σλω]
10 ) ≤ 7 gh(W
[µνρ];[σλω]
10 ) = 7. (3.110)
The Wess-Zumino equation (3.25) is equivalent to W
[µνρ];[σλω]
10 = 0 so in fact
A
[µνρ];[σλω]
10 (x1, x2) = 0. (3.111)
(xi) Finally we observe that we can make some redefinitions of the chronological products
without changing the structure of the anomalies. Indeed we have
T (T (x1), T (x2))→ T (T (x1), T (x2)) + δ(x1 − x2) B(x1) (3.112)
which makes
W →W + dQB (3.113)
and
T (T µ(x1), T (x2))→ T (T
µ(x1), T (x2)) + δ(x1 − x2) B
µ(x1) (3.114)
which makes
W → W + i ∂µB
µ, W µ →W µ + dQB
µ. (3.115)
We also observe that we can consider the finite renormalizations
T (T [µν](x1), T (x2))→ T (T
[µν](x1), T (x2)) + δ(x2 − x1) U
[µν]
3 (x1) (3.116)
and
T (T µ(x1), T
ν(x2))→ T (T
µ(x1), T
ν(x2)) + δ(x2 − x1) U
[µν]
4 (x1) (3.117)
with
U
[µν]
3 = B
[µν], U
[µν]
4 = −B
[µν] (3.118)
and they produce the redefinitions
W µ → W µ + i ∂νB
[µν], W [µν] →W [µν] + dQB
[µν]. (3.119)
Finally we have the finite renormalizations
T (T [µν](x1), T
ρ(x2))→ T (T
[µν](x1), T
ρ(x2)) + δ(x2 − x1) U
[µν];ρ
5 (x1) (3.120)
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and
T (T [µνρ](x1), T (x2))→ T (T
[µνρ](x1), T (x2)) + δ(x2 − x1) U
[µνρ]
7 (x1) (3.121)
with
U
[µν];ρ
5 = U
[µνρ]
7 = B
[µνρ] (3.122)
and they produce the redefinitions
W [µν] →W [µν] + i ∂ρB
[µνρ], W [µνρ] → W [µνρ] + dQB
[µνρ]. (3.123)
All these redefinitions do not modify the form of the anomalies from the statement and we
have obtained the last assertion of the theorem. 
As we can see one can simplify considerably the form of the anomalies in the second order
of the perturbation theory if one makes convenient redefinitions of the chronological products.
Moreover, the result is of purely cohomological nature i.e. we did not use the explicit form
of the expressions T, T µ, T [µν], T [µνρ]. The main difficulty of the proof is to find a convenient
way of using Wess-Zumino equations, the (anti)symmetry properties and a succession of finite
renormalizations. It will be a remarkable fact to extend the preceding result for arbitrary order
of the perturbation theory.
We have proved that renormalization of gauge theories leads to some descent equations. We
have the expressions T I and RI (with ghost numbers gh(T I) = gh(RI) = |I| and canonical
dimension ≤ 5 and ≤ 6 respectively) for the interaction Lagrangian and the finite renormaliza-
tions compatible with gauge invariance; we also have the expressions W I (with ghost numbers
gh(W I) = |I|+1 and canonical dimension ≤ 7) for the anomalies. In the next Sections we give
the most simplest way to solve in general such type of problems.
4 The Cohomology of the Gauge Charge Operator
We consider the vector space H of Fock type generated (in the sense of Borchers theorem) by
the symmetric tensor field hµν (with Bose statistics) and the vector fields u
ρ, u˜σ (with Fermi
statistics). The Fermi fields are usually called ghost fields. We suppose that all these (quantum)
fields are of null mass. Let Ω be the vacuum state in H. In this vector space we can define
a sesquilinear form < ·, · > in the following way: the (non-zero) 2-point functions are by
definition:
< Ω, hµν(x1)hρσ(x2)Ω >= −
i
2
(ηµρ ηνσ + ηνρ ηµσ − ηµν ηρσ) D
(+)
0 (x1 − x2),
< Ω, uµ(x1)u˜ν(x2)Ω >= i ηµν D
(+)
0 (x1 − x2),
< Ω, u˜µ(x1)uν(x2)Ω >= −i ηµν D
(+)
0 (x1 − x2) (4.1)
and the n-point functions are generated according to Wick theorem. Here ηµν is the Minkowski
metrics (with diagonal 1,−1,−1,−1) andD
(+)
0 is the positive frequency part of the Pauli-Villars
distribution D0 of null mass. To extend the sesquilinear form to H we define the conjugation
by
h†µν = hµν , u
†
ρ = uρ, u˜
†
σ = −u˜σ. (4.2)
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Now we can define in H the operator Q according to the following formulas:
[Q, hµν ] = −
i
2
(∂µuν + ∂νuµ − ηµν∂ρu
ρ), [Q, uµ] = 0, [Q, u˜µ] = i ∂
νhµν
QΩ = 0 (4.3)
where by [·, ·] we mean the graded commutator. One can prove that Q is well defined. Indeed,
we have the causal commutation relations
[hµν(x1), hρσ(x2)] = −
i
2
(ηµρ ηνσ + ηνρ ηµσ − ηµν ηρσ) D0(x1 − x2) · I,
[u(x1), u˜(x2)] = i ηµν D0(x1 − x2) · I (4.4)
and the other commutators are null. The operator Q should leave invariant these relations, in
particular
[Q, [hµν(x1), u˜σ(x2)]] + cyclic permutations = 0 (4.5)
which is true according to (4.3). It is useful to introduce a grading in H as follows: every state
which is generated by an even (odd) number of ghost fields and an arbitrary number of vector
fields is even (resp. odd). We denote by |f | the ghost number of the state f . We notice that
the operator Q raises the ghost number of a state (of fixed ghost number) by an unit. The
usefullness of this construction follows from:
Theorem 4.1 The operator Q verifies Q2 = 0. The factor space Ker(Q)/Ran(Q) is isomor-
phic to the Fock space of particles of zero mass and helicity 2 (gravitons).
Proof: (i) The fact that Q squares to zero follows easily from (4.3): the operator Q2 = 0
commutes with all field operators and gives zero when acting on the vacuum.
(ii) The generic form of a state Ψ ∈ H(1) ⊂ H from the one-particle Hilbert subspace is
Ψ =
[∫
fµν(x)h
µν(x) +
∫
g(1)µ (x)u
µ(x) +
∫
g(2)µ (x)u˜
µ(x)
]
Ω (4.6)
with test functions fµν , g
(1)
µ , g
(2)
µ verifying the wave equation equation; we can also suppose that
fµν is symmetric. The condition Ψ ∈ Ker(Q) ⇐⇒ QΨ = 0; leads to ∂
νfµν =
1
2
∂µf (where
f = ηµνfµν is the trace of fµν and g
(2)
µ = 0 i.e. the generic element Ψ ∈ H(1) ∩Ker(Q) is
Ψ =
[∫
fµν(x)h
µν(x) +
∫
gµ(x)u
µ(x)
]
Ω (4.7)
with gµ arbitrary and fµν constrained by the transversality condition ∂
νfµν =
1
2
∂µf ; so the
elements of H(1)∩Ker(Q) are in one-one correspondence with couples of test functions [fµν , gρ]
with the transversality condition on the first entry. Now, a generic element Ψ′ ∈ H(1)∩Ran(Q)
has the form
Ψ′ = QΦ =
[
−
1
2
∫
(∂µg
′
ν + ∂νg
′
µ)(x)h
µν(x) +
∫ (
∂νg′µν −
1
2
∂µg
′
)
(x)u(x)
]
Ω (4.8)
22
with g′ = ηµνg′µν so if Ψ ∈ H
(1) ∩ Ker(Q) is indexed by the couple [fµν , gρ] then Ψ + Ψ
′
is indexed by the couple
[
fµν −
1
2
(∂µg
′
ν + ∂νg
′
µ), gµ +
(
∂νg′µν −
1
2
∂µg
′
)]
. If we take g′µν conve-
niently we can make gµ = 0 and if we take g
′
µ convenient we can make f = 0; in this case
the transversality condition becomes ∂νfµν = 0. It follows that the equivalence classes from
(H(1) ∩Ker(Q))/(H(1) ∩ Ran(Q)) are indexed by wave functions fµν verifying the conditions
of transversality and tracelessness ∂νfµν = 0, f = 0. We still have the freedom to change
fµν → fµν −
1
2
(∂µg
′
ν + ∂νg
′
µ) with ∂
µg′µ = 0 without affecting the properties ∂
νfµν = 0, f = 0.
It remains to prove that the sesquilinear form < ·, · > induces a positively defined form on
(H(1) ∩ Ker(Q))/(H(1) ∩ Ran(Q)) and we have obtained the usual one-particle Hilbert space
for the graviton (i.e. a particle of zero mass and helicity 2).
(iii) The extension of this argument to the nth-particle space is done as in [12] using Ku¨nneth
formula [2]. 
We see that the condition [Q, T ] = i ∂µT
µ means that the expression T leaves invariant the
physical Hilbert space (at least in the adiabatic limit).
Now we have the physical justification for solving another cohomology problem namely to
determine the cohomology of the operator dQ = [Q, ·] induced by Q in the space of Wick
polynomials. To solve this problem it is convenient to use the same geometric formalism [8]
used in [12]. We consider that the (classical) fields are hµν , uρ, u˜σ of null mass and we consider
the set P of polynomials in these fields and their formal derivatives (in the sense of jet bundle
theory). The formal derivatives operators dµ are given by
dµy
α
ν1···νn
≡ yαµν1···νn (4.9)
where yA are the basic variables yα = (hµν , uρ, u˜σ) and y
α
ν1···νn
are the jet bundle coordinates (see
[12] for details). We note that on P we have a natural grading. We introduce by convenience
the notation:
Bµ ≡ d
νhµν (4.10)
and define the graded derivation dQ on P according to
dQhµν = −
i
2
(dµuν + dνuµ − ηµν dρu
ρ), dQuµ = 0, dQu˜µ = i Bµ
[dQ, dµ] = 0. (4.11)
Then one can easily prove that d2Q = 0 and the cohomology of this operator is isomorphic to
the cohomology of the preceding operator (denoted also by dQ) and acting in the space of Wick
polynomials. The operator dQ raises the grading and the canonical dimension by an unit. To
determine the cohomology of dQ it is convenient to introduce some notations: first
h ≡ ηµνhµν hˆµν ≡ hµν −
1
2
ηµν h (4.12)
and the we define the Christoffel symbols according to:
Γµ;νρ ≡ dρhˆµν + dνhˆµρ − dµhˆνρ. (4.13)
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We observe that
dQΓµ;νρ = −i dνdρuµ. (4.14)
and we can express the first order derivatives through the Christoffel symbols
dρhˆµν =
1
2
(Γµ;νρ + Γν;µρ). (4.15)
The expression
Rµν;ρσ ≡ dρΓµ;νσ − (ρ↔ σ) (4.16)
is called the Riemann tensor; we can easily prove
Rµν;ρσ = −Rνµ;ρσ = −Rµν;σρ = Rρσ;µν ,
dQRµν;ρσ = 0,
Rµν;ρσ +Rµρ;νσ +Rµσ;νρ = 0;
dλRµν;ρσ + dρRµν;σλ + dσRµν;λρ = 0 (4.17)
the last two relations are called Bianchi identities.
Next we consider, as in the case of the Yang-Mills fields, more convenient variables: (i)
first one can expresses the derivatives of the Christoffel symbols in terms of the completely
symmetric derivatives
Γµ;ρ1,...,ρn ≡ Sρ1,...,ρn (dρ3 . . . dρn Γµ;ρ1ρ2) (4.18)
and derivatives of the Riemann tensor; (ii) next, one expresses the variables Γµ;ρ1,...,ρn in
terms of the expressions Γ
(0)
µ;ρ1,...,ρn (which is, by definition, the traceless part in ρ1, . . . , ρn) and
Bµ;ρ1,...,ρn−2 ; (iii) finally one expresses the derivatives of the Riemann tensor dλ1 . . . dλn Rµν;ρσ
in terms of the traceless part in all indices R
(0)
µν;ρσ;λ1,...,λn
and Bµ;ρ1,...,ρn+1 .
We will use the Ku¨nneth theorem:
Theorem 4.2 Let P be a graded space of polynomials and d an operator verifying d2 = 0 and
raising the grading by an unit. Let us suppose that P is generated by two subspaces P1,P2 such
that P1 ∩ P2 = {0} and dPj ⊂ Pj , j = 1, 2. We define by dj the restriction of d to Pj . Then
there exists the canonical isomorphism H(d) ∼= H(d1) × H(d2) of the associated cohomology
spaces.
(see [2]). Now we can give a generic description for the co-cycles of dQ; we denote by ZQ and
BQ the co-cycles and the co-boundaries of this operator. First we define
uµν = u[µν] ≡
1
2
(dµuν − dνuµ)
u{µν} ≡
1
2
(dµuν + dνuµ) (4.19)
such that we have:
dµuν = uµν + u{µν}. (4.20)
Now we have:
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Theorem 4.3 Let p ∈ ZQ. Then p is cohomologous to a polynomial in uµ, uµν and R
(0)
µν;ρσ;λ1,...,λn
.
Proof: (i) The idea is to define conveniently two subspaces P1,P2 and apply Ku¨nneth theorem.
We will take P1 = P0 from the statement and P2 the subspace generated by the variables
Bµ;ν1,...,νn (n ≥ 0), Γ
(0)
µ;ν1,...,νn (n ≥ 2), u˜µ;ν1,...,νn (n ≥ 0), uµ;ν1,...,νn(n ≥ 2), u{µν} and hˆµν . We
have dQP1 = {0} and
dQu{µ;ν} = 0, dQuµ;ν1,...,νn = 0 (n ≥ 2)
dQΓ
(0)
µ;ν1,...,νn
= −i uµ;ν1,...,νn (n ≥ 2)
dQu˜µ;ν1,...,νn = i Bµ;ν1,...,νn (n ≥ 0)
dQBµ;ν1,...,νn = 0 (n ≥ 0)
dQhˆµν = −i u{µν} (4.21)
so we meet the conditions of Ku¨nneth theorem. Let us define in P2 the graded derivation h by:
hu{µν} = i hˆµν
huµ;ν1,...,νn = i Γ
(0)
µ;ν1,...,νn (n ≥ 2)
hBµ;ν1,...,νn = −i u˜µ;ν1,...,νn (n ≥ 0) (4.22)
and zero on the other variables from P2. It is easy to prove that h is well defined: the condition
of tracelessness is essential to avoid conflict with the equations of motion. Then one can prove
that
[dQ, h] = Id (4.23)
on polynomials of degree one in the fields and because the left hand side is a derivation operator
we have
[dQ, h] = n · Id (4.24)
on polynomials of degree n in the fields. It means that h is a homotopy for dQ restricted to P2
so the the corresponding cohomology is trivial: indeed, if p ∈ P2 is a co-cycle of degree n in
the fields then it is a co-boundary p = 1
n
dQhp.
According to Ku¨nneth formula if p is an arbitrary co cycle from P it can be replaced by a
cohomologous polynomial from P0 and this proves the theorem. 
Remark 4.4 There is an important difference with respect to the Yang-Mills case, namely the
space P0 is not isomorphic to the cohomology group HQ and this follows from the fact that
P0 ∩BQ 6= 0. We provide an example of an expression belonging to this intersection. We start
with the expression
Bµνρσλ ≡ uµ uν uρ uσ uλ; (4.25)
because of the complete antisymmetry we have in fact
Bµνρσλ = 0. (4.26)
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On the other hand we have
dλB
µνρσλ = pµνρσ + dQ(· · ·) (4.27)
where
pµνρσ ≡ uλ (u
µ uν uρ uσλ + uν uρ uσ uµλ + uρ uσ uµ uνλ + uσ uµ uν uρλ) (4.28)
so we have pµνρσ ∈ P0 ∩ BQ.
We repeat the whole argument for the case of massive graviton i.e. particles of spin 1 and
positive mass.
We consider a vector space H of Fock type generated (in the sense of Borchers theorem) by
the tensor field hµν , the vector field vµ (with Bose statistics) and the vector fields uµ, u˜µ (with
Fermi statistics). We suppose that all these (quantum) fields are of mass m > 0. In this vector
space we can define a sesquilinear form < ·, · > in the following way: the (non-zero) 2-point
functions are by definition:
< Ω, hµν(x1)hρσ(x2)Ω >= −
i
2
(ηµρ ηνσ + ηνρ ηµσ − ηµν ηρσ) D
(+)
m (x1 − x2),
< Ω, uµ(x1)u˜ν(x2)Ω >= i ηµν D
(+)
m (x1 − x2),
< Ω, u˜µ(x1)uν(x2)Ω >= −i ηµν D
(+)
m (x1 − x2),
< Ω, vµ(x1)vµ(x2)Ω >= i ηµν D
(+)
m (x1 − x2) (4.29)
and the n-point functions are generated according to Wick theorem. Here D
(+)
m is the positive
frequency part of the Pauli-Villars distribution Dm of mass m. To extend the sesquilinear form
to H we define the conjugation by
h†µν = hµν , u
†
ρ = uρ, u˜
†
σ = −u˜σ, v
†
µ = vµ. (4.30)
Now we can define in H the operator Q according to the following formulas:
[Q, hµν ] = −
i
2
(∂µuν + ∂νuµ − ηµν∂ρu
ρ),
[Q, uµ] = 0, [Q, u˜µ] = i (∂
νhµν +mvµ),
[Q, vµ] = −
i m
2
uµ
QΩ = 0. (4.31)
One can prove that Q is well defined. Indeed, we have the causal commutation relations
[hµν(x1), hρσ(x2)] = −
i
2
(ηµρ ηνσ + ηνρ ηµσ − ηµν ηρσ) Dm(x1 − x2) · I,
[u(x1), u˜(x2)] = i ηµν Dm(x1 − x2) · I
[vµ(x1)vµ(x2)] = i ηµν Dm(x1 − x2) · I (4.32)
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and the other commutators are null. The operator Q should leave invariant these relations, in
particular
[Q, [hµν(x1), u˜σ(x2)]] + cyclic permutations = 0,
[Q, [vµ(x1), u˜σ(x2)]] + cyclic permutations = 0. (4.33)
We have a result similar to the first theorem of this Section:
Theorem 4.5 The operator Q verifies Q2 = 0. The factor space Ker(Q)/Ran(Q) is isomor-
phic to the Fock space of particles of mass m and spin 2 (massive gravitons).
Proof: (i) The fact that Q squares to zero follows easily from (4.31).
(ii) The generic form of a state Ψ ∈ H(1) ⊂ H from the one-particle Hilbert subspace is
Ψ =
[∫
fµν(x)h
µν(x) +
∫
g(1)µ (x)u
µ(x) +
∫
g(2)µ (x)u˜
µ(x) +
∫
hµ(x)v
µ(x)
]
Ω (4.34)
with test functions fµν , g
(1)
µ , g
(2)
µ , hµ verifying the wave equation equation; we can also sup-
pose that fµν is symmetric. The condition Ψ ∈ Ker(Q) ⇐⇒ QΨ = 0 leads to hµ =
2
m
(
∂νfµν −
1
2
∂µf
)
(where f = ηµνfµν is the trace of fµν) and g
(2)
µ = 0 i.e. the generic element
Ψ ∈ H(1) ∩Ker(Q) is
Ψ =
[∫
fµν(x)h
µν(x) +
∫
gµ(x)u
µ(x) +
2
m
∫ (
∂νfµν −
1
2
∂µf
)
(x)vµ(x)
]
Ω (4.35)
with gµ and fµν arbitrary so Ψ ∈ H
(1)∩Ker(Q) is indexed by couples of test functions [fµν , gµ].
Now, a generic element Ψ′ ∈ H(1) ∩Ran(Q) has the form
Ψ′ = QΦ =
[
−
1
2
∫
(∂µg
′
ν + ∂νg
′
µ)(x)h
µν(x) +
∫ (
∂νg′µν −
1
2
∂µg
′ −
m
2
h′µ
)
(x)uµ(x)
]
Ω (4.36)
with g′ = ηµνg′µν so if Ψ ∈ H
(1)∩Ker(Q) is indexed by the couple [fµν , gρ] then Ψ+Ψ
′ is indexed
by the couple
[
fµ −
1
2
(∂µg
′
ν + ∂νg
′
µ), gµ +
(
∂νg′µν −
1
2
∂µg
′ − m
2
h′µ
)]
. If we take h′µ conveniently
we can make gµ = 0 and if we take g
′
µν convenient we can make ∂
νfµν = 0. We still have the
freedom to change fµν → fµν −
1
2
(∂µg
′
ν + ∂νg
′
µ) with transverse functions ∂
µg′µ = 0 without
affecting the property ∂νfµν = 0. It remains to prove that the sesquilinear form < ·, · > induces
a positively defined form on (H(1) ∩Ker(Q))/(H(1) ∩ Ran(Q)) and we have obtained a direct
sum of the one-particle Hilbert space for the graviton of mass m (i.e. a particle of mass m and
helicity 2) and a scalar particle of the same mass m.
(iii) The extension of this argument to the nth-particle space is done as in [12] using Ku¨nneth
formula [2]. 
Now we determine the cohomology of the operator dQ = [Q, ·] induced by Q in the space of
Wick polynomials. As before, it is convenient to use the formalism from the preceding Section.
We consider that the (classical) fields yα are hµν , uµ, u˜µ, vµ of mass m and we consider the set P
of polynomials in these fields and their derivatives. We introduce by convenience the notation:
Cµ ≡ d
νhµν +mvµ (4.37)
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and define the graded derivation dQ on P according to
dQhµν = −
i
2
(dµuν + dνuµ − ηµν dρu
ρ),
dQuµ = 0, dQu˜µ = i Bµ, dQvµ = −
i m
2
uµ
[dQ, dµ] = 0. (4.38)
Then one can prove that d2Q = 0 and the cohomology of this operator is isomorphic to the
cohomology of the preceding operator (denoted also by dQ) and acting in the space of Wick
monomials. To determine the cohomology of dQ it is convenient to introduce the Riemann
tensor Rµν;ρσ as before and also
φµν ≡ dµvν + dνvµ − ηµνdρv
ρ −m hµν
φ ≡ ηµν φµν (4.39)
and observe that we also have
dQφµν = 0. (4.40)
Then we construct new variables as in the massless case: (i) we express the variables v{µν} ≡
1
2
(dµvν + dνvµ), and dν1 . . . dνnvµ (n ≥ 2) through φµν , hµν and their derivatives; (ii) next, we
express the derivatives φµν;ρ1...ρn through the traceless parts φ
(0)
µν;ρ1...ρn , φ
(0)
;ρ1...ρn and Cµ;ρ1,...,ρn .
(iii) Finally we express the variables: Γµ;ν1,...,νn and dλ1 . . . dλnRµν;ρσ in terms of the traceless
parts Γ
(0)
µ;ν1,...,νn, R
(0)
µν;ρσ;λ1,...,λn
, φ
(0)
µν;ρ1...ρn , φ
(0)
;ρ1...ρnCµ;ν1,...,νn and hµν , v[µν]. Now we can describe the
cohomology of the operator dQ in the massive case.
Theorem 4.6 Let p ∈ ZQ. Then p is cohomologous to a polynomial in the traceless variables:
R
(0)
µν;ρσ;λ1,...,λn
and φ
(0)
µν;ρ1...ρn , φ
(0)
;ρ1...ρn
Proof: (i) Is similar to the proof of theorem 4.3. We take P1 = P0 as in the statement of
the theorem and P2 generated by the other variables. The graded derivation h is defined in
this case by:
huµ =
2i
m
vµ, hu{µν} = i hˆµν , hu[µν] =
2i
m
v[µν],
hu(0)µ;ν1,...,νn = i Γ
(0)
µ;ν1,...,νn (n ≥ 2)
hC(0)µ;ν1,...,νn = −i u˜
(0)
µ;ν1,...,νn
(n ≥ 0) (4.41)
and it follows that h is a homotopy for dQ restricted to P2 so the the corresponding cohomology
is trivial.
According to Ku¨nneth formula if p is an arbitrary co-cycle from P it can be replaced by a
cohomologous polynomial from P0 and this proves the theorem. 
We note that in the case of null mass the operator dQ raises the canonical dimension by one
unit and this fact is not true anymore in the massive case. We are lead to another cohomology
group. Let us take as the space of co-chains the space P(n) of polynomials of canonical dimen-
sion ω ≤ n; then Z
(n)
Q ⊂ P
(n) and B
(n)
Q ≡ dQP
(n−1) are the co-cycles and the co-boundaries
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respectively. It is possible that a polynomial is a co-boundary as an element of P but not as
an element of P(n). The situation is described by the following generalization of the preceding
theorem.
Theorem 4.7 Let p ∈ Z
(n)
Q . Then p is cohomologous to a polynomial of the form p1 + dQp2
where p1 ∈ P0 and p2 ∈ P
(n).
We will call the co-cycles of the type p1 (resp. dQp2) primary (resp. secondary).
5 The Relative Cohomology of the Operator dQ
A polynomial p ∈ P verifying the relation
dQp = i dµp
µ (5.1)
for some polynomials pµ is called a relative co-cycle for dQ. The expressions of the type
p = dQb+ i dµb
µ, (b, bµ ∈ P) (5.2)
are relative co-cycles and are called relative co-boundaries. We denote by ZrelQ , B
rel
Q and H
rel
Q the
corresponding cohomological spaces. In (5.1) the expressions pµ are not unique. It is possible
to choose them Lorentz covariant.
Now we consider the framework and notations of the preceding Section in the case m = 0.
Then we have the following result which describes the most general form of the self-interaction
of the gravitons. Summation over the dummy indices is used everywhere.
Theorem 5.1 Let T be a relative co-cycle for dQ which is as least tri-linear in the fields and
is of canonical dimension ω(T ) ≤ 5 and ghost number gh(T ) = 0. Then: (i) T is (relatively)
cohomologous to a non-trivial co-cycle of the form:
t = κ(2 hµρ d
µhνλ dρhνλ + 4 hνρ d
λhµν dµhν
λ − 4 hρλ d
µhνρ dµhν
λ
+2 hρλ dµhρλ d
µh− hµρ d
µh dρh− 4 uρ dν u˜λ dρhνλ
+4 dρuν dν u˜
λ hρλ + 4 d
ρuν d
λu˜ν hρλ − 4 d
νuν d
ρu˜λ hρλ) (5.3)
where κ ∈ R.
(ii) The relation dQt = i dµt
µ is verified by:
tµ = κ(−2uµ dνhρλ d
ρhνλ + uµ dρhνλ d
ρhνλ −
1
2
uµ dρh d
ρh
+4 uρ dνhµλ dρhνλ − 2 u
ρ dµhνλ dρhνλ + u
ρ dµh dρh
−4 dρuν dνh
µλ hρλ − 4 d
ρuν d
λhµν hρλ + 4 d
λuρ d
µhνρ hνλ
+4 dνu
ν dρhµλ hρλ − 2 dνu
ν dµhρλ hρλ − 2 d
ρuλ hρλ d
µh+ dνuν h d
µh
−2 uµ dνdρu
ρ u˜ν + 2 uρ d
ρdσuσ u˜
µ − 2 uµ dλuρ d
ρu˜ν
+2 uρ dλu
µ dρu˜λ + 2 dρuρ dλu
µ u˜λ − 2 uρ d
ρuλ d
µu˜λ) (5.4)
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(iii) The relation dQt
µ = i dνt
µν is verified by:
tµν ≡ κ[2(−uµ dλuρ d
ρhνλ + uρ dλu
µ dρhνλ + uρ d
ρuλ d
νhµλ + dρu
ρ dλu
µ hνλ)
−(µ↔ ν) + 4 dλuµ dρuν hρλ]. (5.5)
(iv) The relation dQt
µν = i dρt
µνρ is verified by:
tµνρ ≡ κ[2uλ d
λuρ uµν − uρ (d
µuλ dλu
ν − dνuλ dλu
µ) + circular perm.] (5.6)
and we have dQt
µνρ = 0.
(v) The co-cycles t, tµ, tµν and tµνρ are non-trivial and invariant with respect to parity.
Proof: (i) By hypothesis we have
dQT = i dµT
µ. (5.7)
If we apply dQ we obtain dµdQ T
µ = 0 so with the Poincare´ lemma there must exist the
polynomials T µν antisymmetric in µ, ν such that
dQT
µ = i dνT
µν . (5.8)
Continuing in the same way we find T µνρ, T µνρσ which are completely antisymmetric and we
also have
dQT
µν = i dρT
µνρ
dQT
µνρ = i dσT
µνρσ
dQT
µνρσ = 0. (5.9)
According to a theorem proved in [12] can choose the expressions T I to be Lorentz covariant;
we also have
gh(T I) = |I|. (5.10)
From the last relation we find, using Theorem 4.3 that
T µνρσ = dQB
µνρσ + T µνρσ0 (5.11)
with T µνρσ0 ∈ P
(5)
0 and we can choose the expressions B
µνρσ and T µνρσ0 completely antisymmetric.
The generic form of T µνρσ0 is:
T µνρσ0 = a u
µ uν uρ uσ (5.12)
with a a constant. If we substitute the expression obtained for T µνρσ in the second relation
(5.9) we find out
dQ(T
µνρ − i dσB
µνρσ) = i dσT
µνρσ
0 (5.13)
so the expression in the right hand side must be a co-boundary: we use systematically
dσuµ = uσµ + u{σµ} = uσµ + i dQhˆσµ (5.14)
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and find out
dσT
µνρσ
0 = a(u
σµ uν uρ + uσν uρ uµ + uσρ uµ uν) uσ + dQ(· · ·) (5.15)
and we obtain a = 0. It follows that
T µνρσ = dQB
µνρσ (5.16)
and
dQ(T
µνρ − i dσB
µνρσ) = 0 (5.17)
We apply again Theorem 4.3 and obtain
T µνρ = dQB
µνρ + i dσB
µνρσ + T µνρ0 (5.18)
where T µνρ0 ∈ P
(5)
0 and we can choose the expressions B
µνρ and T µνρ0 completely antisymmetric.
The generic form of T µνρ0 is:
T µνρ0 = a0 u
µ uν uρ + a1 (u
ρ uµλ uνλ + u
µ uνλ uρλ + u
ν uρλ uµλ)
+a2 uλ(u
λρ uµν + uλµ uνρ + uλν uρµ) + a′ ǫµνρσ uσα u
αβ uβ. (5.19)
We substitute the expression T µνρ into the first relation (5.9) and obtain
dQ(T
µν − i dρB
µνρ) = i dρT
µνρ
0 . (5.20)
The right hand side must be a co-boundary. If we compute the divergence dρT
µνρ
0 and impose
that it is a co-boundary we obtain a0 = a
′ = 0 and no constraints on aj (j = 1, 2) so apparently
we have two possible solutions, namely the corresponding polynomials T µνρ0j (j = 1, 2) from the
expression of T µνρ. However, let us define
bµνρσ ≡ A uµν uρ uσ
where A performs antisymmetrization in all indices. Then it is not hard to obtain that
dσb
µνρσ = −
1
3
T µνρ01 −
1
6
T µνρ02 + dQb
µνρ
where we can choose the expression bµνρ completely antisymmetric. It follows that if we modify
conveniently the expressions Bµνρσ and Bµνρ we make a1 → a1 + 2 c, a2 → a2 + c with c
arbitrary. In particular we can arrange such that a1 = a2 ≡ 2 κ (this is the choice made in [14]).
In this case one can prove rather easily that T µνρ0 = t
µνρ + dQ(· · ·) where t
µνρ is the expression
from the statement. It follows that one can exhibit T µνρ in the following form:
T µνρ = tµνρ + dQB
µνρ + i dσB
µνρσ (5.21)
Now one proves by direct computation that
dρt
µνρ = −i dQ t
µν (5.22)
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where tµν is the expression from the statement so we obtain
dQ(T
µν − tµν − i dρB
µνρ) = 0. (5.23)
(ii) We use again Theorem 4.3 and obtain
T µν = tµν + dQB
µν + i dρB
µνρ + T µν0 (5.24)
where T µν0 ∈ P
(5)
0 and we can choose the expressions B
µν and T µν0 antisymmetric. The generic
form of the expression T µν0 is:
T µν0 = b uρ uσ R
(0)µν;ρσ + b′ ǫµνρσ uα uβ R
(0)
ρσ;αβ ; (5.25)
the monomials uρ uσ R
(0)µρ;νσ and ǫµνρσ uα uβ R
(0)
ρα;σβ can be eliminated if we use the following
consequence of the Bianchi identity:
R(0)µν;ρσ +R
(0)
µρ;νσ +R
(0)
µσ;νρ = dQ(· · ·) (5.26)
and redefine the expression Bµν . We substitute the expression of T µν in (5.8) and get:
dQ(T
µ − i dνB
µν) = i dν(T
µν
0 + t
µν). (5.27)
But one proves by direct computation that we have
dρt
µν = −i dQ t
µ (5.28)
where tµ is the expression from the statement so the preceding relation becomes
dQ(T
µ − tµ − i dνB
µν) = i dνT
µν
0 . (5.29)
The right hand side must be a co-boundary and one easily obtains that b = b′ = 0 so we have:
dQ(T
µ − tµ − i dνB
µν) = 0. (5.30)
(iii) Now it is again time we use Theorem 4.3 and obtain
T µ = tµ + dQB
µ + i dνB
µν + T µ0 (5.31)
where T µ0 ∈ P
(5)
0 . But there are no such expression i.e. T
µ
0 = 0 and we have
T µ = tµ + dQB
µ + i dνB
µν . (5.32)
Now we get from (5.7)
dQ(T − i dµB
µ) = i dµt
µ. (5.33)
But we obtain by direct computation that we have
dρt
µ = −i dQ t (5.34)
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where t is the expression from the statement so the preceding relation becomes
dQ(T − t− i dµB
µ) = 0 (5.35)
so a last use of Theorem 4.3 gives
T = t + dQB + i dµB
µ + T0 (5.36)
where T0 ∈ P
(5)
0 . But there are no such expression i.e. T0 = 0 and we have
T = t+ dQB + i dµB
µ (5.37)
i.e. we have obtained the first four assertions from the statement.
(v) We prove now that t from the statement is not a trivial (relative) co-cycle. Indeed, if
this would be true i.e. t = dQB+i dµB
µ then we get dµ(t
µ−dQB
µ) = 0 so with Poincare´ lemma
we have tµ = dQB
µ+ i dνB
[muν . In the same way we obtain from here: tµν = dQB
µν + i dρB
µνρ
and tµνρ = dQB
µνρ + i dσB
µνρσ But it is easy to see that there is no such an expression Bµνρσ
with the desired antisymmetry property in ghost number 4 so we have in fact tµνσ = dQB
µνσ.
This relation contradicts the fact that tµνσ is a non-trivial co-cycle for dQ as it follows from
Theorem 4.3. The invariance with respect to parity invariance is obvious. 
If T is bi-linear in the fields we cannot use the Poincare´ lemma but we can make a direct
analysis. The result is the following.
Theorem 5.2 Let T be a relative co cycle for dQ which is bi-linear in the fields, of canonical
dimension ω(T ) ≤ 5 and ghost number gh(T ) = 0. Then: (i) T is (relatively) cohomologous to
an expression of the form:
t = κ′ (−2 hµν h
µν + h2 − 4uµ u˜
µ) (5.38)
(ii) The relation dQt = i dµt
µ is verified with
tµ = 4 κ′ uνh
µν (5.39)
and we also have
dQt
µ = 2iκ′ [uν d
µuν + dν (u
µuµ)]. (5.40)
Proof: The cases ω(T ) = 3, 5 are not possible on grounds of Lorentz covariance. The cases
ω(T ) = 2, 4 must be investigated starting from a general ansatz and the solution from the
statement emerges. 
All linear solutions of this problem are trivial. Now we extend this result to the case m > 0.
Theorem 5.3 Let Tm be a relative co cycle for dQ which is as least tri-linear in the fields and
is of canonical dimension ω(Tm) ≤ 5 and ghost number gh(Tm) = 0. Then: (i) Tm is (relatively)
cohomologous to a non-trivial co-cycle of the form:
tm = t+ κ
[
m2
(
4
3
hµν hνρ hµ
ρ − hµν hµν h +
1
6
h3
)
+4 m uρ d
ρvλ u˜λ − 4 d
ρvσ dλvσ hρλ
]
(5.41)
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where t is the expression from the preceding theorem.
(ii) The relation dQtm = i dµt
µ
m is verified by:
tµm = tµ + κ
[
4uρ d
ρvλ d
µvλ − 2uµ dρvλ dρvλ + 4m(u
µ dρvλ h
ρλ − uρ dρvλ h
µλ)
−m2 uµ
(
hρσ hρσ −
1
2
h2
)]
(5.42)
where tµ is the expression from the preceding theorem.
(iii) The relation dQt
µ
m = i dνt
µν
m is verified by:
tµνm ≡ t
µν + 2 κm(vµ uν − vν uµ) dρuρ (5.43)
where tµν is the expression from the preceding theorem.
(iv) The relation dQt
µν
m = i dρt
µνρ
m is verified by:
tµνρm ≡ t
µνρ − 2 κm2uµ uν uρ (5.44)
where tµνρ is the expression from the preceding theorem. We also have dQt
µνρ
m = 0.
(v) The co-cycles tm, t
µ
m, t
µν
m and t
µνρ
m are non-trivial, parity invariant and have smooth limit
for mց 0.
Proof: (i) As in the preceding theorem we can prove that we must have
dQTm = i dµT
µ
m. (5.45)
and
dQT
µ
m = i dνT
µν
m ,
dQT
µν
m = i dρT
µνρ
m
dQT
µνρ
m = i dσT
µνρσ
m
dQT
µνρσ
m = 0. (5.46)
According to a theorem proved in [12] can choose the expressions T Im to be Lorentz covariant;
we also have
gh(T Im) = |I|. (5.47)
From the last relation we find, using Theorem 4.7 that
T µνρσm = dQB
µνρσ + T µνρσ0,m (5.48)
with T µνρσ0,m ∈ P
(5)
0 and we can choose the expressions B
µνρσ and T µνρσ0,m completely antisymmetric.
The generic form of T µνρσ0,m is the same as in the preceding theorem and if we substitute the
expression obtained for T µνρσ in the third relation (5.46) we find out as there that a = 0. It
follows that
T µνρσm = dQB
µνρσ (5.49)
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and
dQ(T
µνρ
m − i dσB
µνρσ) = 0 (5.50)
We apply again Theorem 4.7 and obtain
T µνρm = B
µνρ + i dσB
µνρσ + T µνρ0,m (5.51)
where T µνρ0,m ∈ P
(5)
0 and we can choose the expressions B
µνρ and T µνρ0,m completely antisymmetric.
The generic form of T µνρ0,m is:
T µνρ0,m = T
µνρ
0 + c1 u
µ uν uρ φ+ c2 (u
µ uν φρλ + uν uρ φµλ + uρ uµ φνλ) uλ (5.52)
where T µνρ0 is the expression (5.19) from the massless case with a = 0 (the corresponding term
is a secondary co-cycles). We substitute the expression T µνρ into the first relation (5.46) and
obtain
dQ(T
µν − i dρB
µνρ) = i dρT
µνρ
0 . (5.53)
The right hand side must be a co-boundary. If we compute the divergence dρT
µνρ
0,m and impose
that it is a co-boundary we obtain immediately cj = 0 (j = 1, 2) and a
′ = 0 so T µνρ0 is given
by the same expression as in the massless case and we also can take aj = 2 κ (j = 1, 2) as we
have argued there.
In this case one can prove rather easily that T µνρ0,m = t
µνρ
m +dQ(· · ·) where t
µνρ
m is the expression
from the statement. It follows that one can exhibit T µνρm in the following form:
T µνρm = dQB
µνρ + i dσB
µνρσ + tµνρm (5.54)
Now one proves by direct computation that
dρt
µνρ
m = −i dQ t
µν
m (5.55)
where tµνm is the expression from the statement. We substitute this expression in the second
relation (5.46) and obtain
dQ(T
µν
m − t
µν
m − i dρB
µνρ) = 0. (5.56)
(ii) We use again Theorem 4.6 and obtain
T µνm = t
µν
m + dQB
µν + i dρB
µνρ + T µν0,m (5.57)
where T µν0,m ∈ P
(5)
0 and we can choose the expressions B
µν and T µν0,m antisymmetric. The generic
form of the expression T µν0,m is the same as in the massless case T
µν
0,m = T
µν
0 so we obtain from
the first relation in (5.46):
dQ(T
µ
m − i dνB
µν) = i dν(T
µν
0 + t
µν
m ). (5.58)
But one proves by direct computation that we have
dρt
µν
m = −i dQ t
µ
m (5.59)
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where tµm is the expression from the statement so the preceding relation becomes
dQ(T
µ
m − t
µ
m − i dνB
µν) = i dνT
µν
0 . (5.60)
The right hand side must be a co-boundary and one obtains as in the massless case T µν0 = 0 so
we have:
T µνm = t
µν
m + dQB
µν + i dρB
µνρ (5.61)
and
dQ(T
µ
m − t
µ
m − i dνB
µν) = 0. (5.62)
(iii) Now it is again time we use Theorem 4.6 and obtain
T µm = t
µ
m + dQB
µ + i dνB
µν + T µ0,m (5.63)
where T µ0, ∈ P
(5)
0 . The generic form of such expression is
T µ0,m = d1 u
µ φ2 + d2 u
µ φρσ φρσ + d3 uν φ
µν φ+ d4 u
σ φµρ φρσ (5.64)
and we have from the relation (5.45)
dQ(Tm − i dνB
µν) = i (dµt
µ
m + dµT
µ
0,m) (5.65)
so the right hand side must be a co-boundary. But one proves by direct computation that
dρt
µ
m = −i dQ tm (5.66)
where tm is the expression from the statement so the preceding relation becomes
dQ(Tm − tm − i dµB
µ) = i dµT
µ
0,m (5.67)
so the expression dµT
µ
0,m must be a co-boundary. By direct computation we obtain from this
condition dj = 0 (j = 1, . . . , 4) i.e. T
µ
0,m = 0. It follows that
T µm = t
µ
m + dQB
µ + i dνB
µν (5.68)
and
dQ(Tm − tm − i dµB
µ) = 0 (5.69)
so a last use of Theorem 4.6 gives
Tm = tm + dQB + i dµB
µ + T0,m (5.70)
where T0,m ∈ P
(5)
0 . But there are no such expression i.e. T0,m = 0 and we have
Tm = tm + dQB + i dµB
µ (5.71)
i.e. we have obtained the first four assertions from the statement.
(v) We prove now that tm from the statement is not a trivial (relative) co-cycle as in the
massless case. Parity invariance and the existence of a smooth limit mց 0 are obvious. 
If Tm is bi-linear in the fields we cannot use the Poincare´ lemma but we can make a direct
analysis as in the massless case. The result is the following.
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Theorem 5.4 Let Tm be a relative co-cycle for dQ which is bi-linear in the fields, of canonical
dimension ω(Tm) ≤ 5 and ghost number gh(Tm) = 0. Then: (i) Tm is (relatively) cohomologous
to an expression of the form:
tm = κ
′ (−2 hµν h
µν + h2 − 4uµ u˜
µ + 4vµ v
µ) (5.72)
(ii) The expression tµm coincides with the expression t
µ from the massless case.
6 Gauge Invariance and Renormalization in the Second
Order of Perturbation Theory
In the same way one can analyze the descent equations (3.28) and study the form of the
anomalies in the second order of perturbation theory.
Theorem 6.1 In the massless case the second order chronological products can be chosen such
that the expression W I from theorem 3.1 are
W = 0, W µ = 0 ,W µν = 0 (6.1)
and
W µνρ = dQB
µνρ (6.2)
with the expression Bµνρ completely antisymmetric and constrained by the conditions ω(Bµνρ) ≤
6 and gh(Bµνρ) = 4.
Proof: We will need the relations (3.28) in which we prefer to change some signs W µ →
−W µ, W µν → −W µν i.e.
dQW = i ∂µW
µ, dQW
µ = i ∂νW
µν , dQW
µν = i∂ρW
µνρ, dQW
µνρ = 0 (6.3)
and we also have from (2.26) the bound ω(W I) ≤ 7. Moreover, the parity invariance obtained
in theorem 4.3 can be used to prove that the polynomials W I are also parity invariant.
(i) From the last relation (6.3) and theorem 4.3 we obtain:
W µνρ = dQB
µνρ +W µνρ0 (6.4)
with W µνρ0 ∈ P
(7)
0 and we can choose the expressions B
µνρ and W µνρ0 completely antisymmetric.
The generic form of W µνρ0 is:
W µνρ0 = a1 (u
µλ uν uρ + uνλ uρ uµ + uρλ uµ uν) uλ
+a2 (u
µν uρλ + uνρ uµλ + uρµ uνλ) uλσ u
σ
+a3 (u
µλ uνλ u
ρσ + uνλ uρλ u
µσ + uρλ uµλ u
νσ) uσ
+a4 (u
µλ uνσ uρ + uνλ uρσ uµ + uρλ uµσ uν) uλσ (6.5)
37
with aj ∈ R (j = 1, . . . , 4). We denote by Tj (j = 1, . . . , 4) the polynomials multiplied by
aj (j = 1, . . . , 4) respectively. If we define the completely antisymmetric expressions
bµνρσ1 ≡ u
µ uν uρ uσ
bµνρσ2 ≡ (u
µλ uνλ u
ρ + uνλ uρλ u
µ + uρλ uµλ uν) u
σ
+uσλ (uµλ u
ρ uν + uνλ u
µ uρ + uρλ u
ν uµ)
bµνρσ3 ≡ (u
µν uρλ + uνρ uµλ + uρµ uνλ) uσ uλ
+(uµσ uνλ uρ + uνσ uρλ uµ + uρσ uµλ uν) uλ (6.6)
then it is not hard to obtain that
dσb
µνρσ
1 = −T
µνρ
1 + dQb
µνρ
1
dσb
µνρσ
2 = −T
µνρ
3 + dQb
µνρ
2
dσb
µνρσ
3 = T
µνρ
2 − T
µνρ
3 + T
µνρ
4 + dQb
µνρ
3 (6.7)
where we can choose the expressions bµνρj (j = 1, . . . , 3) completely antisymmetric. It follows
that we can rewrite (6.4) in the form
W µνρ = dQB
µνρ + i dσB
µνρσ +W µνρ0 (6.8)
where in the expression of W µνρ0 we can make a1 = a3 = a4 = 0. We substitute the preceding
expression in the third relation (6.3) and get
dQ(W
µν − i dρB
µνρ) = i dρW
µνρ
0 (6.9)
so the right hand side must be a co-boundary. From this condition we easily find a2 = 0 so in
fact we can take T µνρ0 = 0 It follows that one can exhibit W
µνρ in the following form:
W µνρ = dQB
µνρ + i dσB
µνρσ (6.10)
and we also have
dQ(W
µν − i dρB
µνρ) = 0. (6.11)
(ii) We use again Theorem 4.3 and obtain
W µν = dQB
µν + i dρB
µνρ +W µν0 (6.12)
where W µν0 ∈ P
(7)
0 and we can choose the expressions B
µν andW µν0 antisymmetric. The generic
form of the expression W µν0 is:
W µν0 = b1 (u
µρ uν − uνρ uµ) uρ + b2 u
µρ uνλ uρλ + b3 R
(0)µν;αβ uαρ uβ u
ρ
+b4 (R
(0)µρ;αβ uν − R(0)νρ;αβ uµ) uαβ uρ + b5 (R
(0)µρ;αβ uνρ − R
(0)νρ;αβ uµρ) uα uβ; (6.13)
many other possible expressions can be eliminated, or reduced to these above if we use Bianchi
identity. We denote by Tj (j = 1, . . . , 5) the polynomials multiplied by bj (j = 1, . . . , 5)
respectively. If we define the completely antisymmetric expressions
bµνρ1 ≡ u
µ uν uρ
bµνρ2 ≡ (R
(0)µν;αβ uρ +R(0)νρ;αβ uµ +R(0)ρµ;αβ uν) uα uβ (6.14)
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we easily obtain that
dρb
µνρ
1 = −T
µν
1 + dQb
µν
1
dρb
µνρ
2 = T
µν
5 − 2T
µν
3 − T
µν
4 + dQb
µν
2 (6.15)
where we can choose the expressions bµνj (j = 1, . . . , 3) antisymmetric. It follows that if we
redefine the expressions Bµνρ and Bµν from (6.12) we can make b1 = b4 = 0 in W
µν
0 . We
substitute the expression of W µν in the second relation (6.3) and get:
dQ(W
µ − i dνB
µν) = i dνW
µν
0 (6.16)
so the right hand side must be a co-boundary. One easily obtains that b3 = b5 = 0 so we are
left with one nontrivial co-cycle corresponding to b ≡ b2 :
W µν0 = b u
µρ uνλ uρλ. (6.17)
Now one proves immediately that
dνW
µν
0 = −i dQU
µ (6.18)
where
Uµ ≡ b
(
dρhˆ
µν uνλ u
ρλ +
1
2
dλh uµρ uρλ + dλhˆνρ u
µρ uνλ
)
(6.19)
and we have
dQ(W
µ − Uµ − i dνB
µν) = 0. (6.20)
(iii) Now it is again time we use Theorem 4.3 and obtain
W µ = Uµ + dQB
µ + i dνB
µν +W µ0 (6.21)
where W µ0 ∈ P
(7)
0 . The generic form of such an expression is:
W µ0 = c1 u
µν uν + c2 R
(0)µν;αβ uαβ uν ; (6.22)
we denote by Tj (j = 1, 2) the polynomials multiplied by cj (j = 1, 2). However let us consider
the antisymmetric expressions
bµν1 ≡ u
µ uν
bµν2 ≡ R
(0)µν;αβ uα uβ (6.23)
and we have
dνb
µν
1 = −T
µ
1 + dQb
µ
1
dνb
µν
2 = T
µ
2 + dQb
µ
2 (6.24)
so if we redefine the expressions Bµν and Bµ from (6.22) we can make c1 = c2 = 0 i.e. W
µ
0 = 0.
As a consequence we have:
W µ = Uµ + dQB
µ + i dνB
µν . (6.25)
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Now we get from the first equation (6.3)
dQ(W − i dµB
µ) = i dµU
µ (6.26)
so the right hand side must be a co-boundary. One can prove that this is not possible so we
must have b = 0 i.e. Uµ = 0. As a consequence we have
W µ = dQB
µ + i dνB
µν (6.27)
and
dQ(W − i dµB
µ) = 0 (6.28)
so a last use of Theorem 4.3 gives
W = dQB + i dµB
µ +W0 (6.29)
where W0 ∈ P
(7)
0 . But there are no such expression i.e. W0 = 0 and we have
W = dQB + i dµB
µ. (6.30)
Now we use finite renormalizations to eliminate the expressions BI (|I| ≤ 3) as in the end
of theorem 3.1 and end up with the expression from the statement. 
Remark 6.2 (i) One can extend the preceding result to the massive case also. The compli-
cations are only of technical nature: more terms can appear in the generic expressions of the
expressions W I0 but they eventually are eliminated.
(ii) The preceding proof stays true if we do not use parity invariance: as in the preceding
remark, more terms can appear in the expressions W I0 .
(iii) We cannot eliminate Bµνρσ by finite renormalizations.
(iv) In higher orders of perturbation theory some expressions of the type W I0 will survive the
algebraic machinery we have used and new ideas are needed to eliminate them.
We have reduced the gauge invariance problem in the second order to a much simple compu-
tation namely of the anomaly A7 where the expression W
µνρ do appear. But we have
Theorem 6.3 The anomaly A7 can be eliminated by finite renormalizations.
Proof: We consider the massless case. The standard procedure is to show by direct computa-
tion that
[tµνρ(x1), t
σ(x2)] = A
µνρ(x1, x2) ∂
σD0(x1 − x2) + A
µνρ;α(x1, x2) ∂
σ∂αD0(x1 − x2) + · · · (6.31)
where by · · · we mean terms for which the index σ does not act on the Pauli-Jordan distribution.
If we transform this distribution in the corresponding Feynman propagator DF0 we obtain in
the left hand side of the relation (3.9) an anomaly of the form:
A
[µνρ]
7 (x1, x2) = δ(x2 − x1) A
µνρ(x1, x2) + [∂αδ(x2 − x1)] A
µνρ;α(x1, x2). (6.32)
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Now we make simple computation to put the preceding expression in the standard form (3.52):
A
[µνρ]
7 (x1, x2) = δ(x2 − x1) W
µνρ(x1) + ∂αδ(x2 − x1) W
µνρ;α(x1). (6.33)
The second term can be eliminated by a finite renormalization of the chronological products
T (T [µνρ](x1), T
σ(x2)) of the type (3.56). Now the only thing to prove is that the first term is a
co-boundary:
W µνρ7 = dQB
µνρ (6.34)
and we can eliminate it by a redefinition of the chronological products T (T [µνρ](x1), T (x2)).
Finally one can prove that in the massive case no new contributions to the anomaly A7 do
appear. 
We now turn to the renormalization problem for the second order of the perturbation theory.
We have the following result:
Theorem 6.4 In the massless case the finite renormalizations for the second order chronolog-
ical products are of the form
RI = t′ + dQB
I + i dµB
Iµ (6.35)
where t′ has the same form as the interaction Lagrangian t from theorem 5.1 (but with a different
overall constant) and can be eliminated by a redefinition of the gravitational coupling κ. The
rest of the terms can be eliminated by finite renormalizations of the chronological products. In
the massive case the contribution
R0 = r1 φ
3 + r2 φ φ
(0)
αβ φ
(0)αβ + r3 φ
(0)
αγ φ
(0)
αβ φ
(0)µ
β (6.36)
of R∅ cannot be eliminated.
Proof: According to (2.43) we have the following descent procedure:
dQR = i dµR
µ.
dQR
µ = i dνR
µν .
dQR
µν = i dρR
µνρ
dQR
µνρ = i dσR
µνρσ
dQR
µνρσ = 0 (6.37)
and we have the limitations ω(RI) ≤ 6, gh(RI) = |I| and also the expressions T I are Lorentz
covariant. We consider only the case ω(RI) = 6 because the case ω(RI) ≤ 5 has been covered
by theorem 5.1.
From the last relation we find, using Theorem 4.3 that
Rµνρσ = dQB
µνρσ +Rµνρσ0 (6.38)
with Rµνρσ0 ∈ P
(6)
0 and we can choose the expressions B
µνρσ and Rµνρσ0 completely antisymmet-
ric. The generic form of Rµνρσ0 is:
Rµνρσ0 = a1 (u
µν uρλ uσ + · · ·) + a2 (u
µλ uνλ u
ρ uσ + · · ·) + a′ ǫµνρσ uαβ uαγ uβ u
γ (6.39)
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where by · · · we mean the rest of the terms needed to make the expression completely antisym-
metric. We denote by Rj (j = 1, 2) the polynomials multiplied by aj (j = 1, 2) respectively.
We define the completely antisymmetric expression
bµνρσλ ≡ uµν uρ uσ uλ + · · · (6.40)
which must be obviously null. On the other hand we have
dλb
µνρσλ = −Rµνρσ1 + 2R
µνρσ
2 + dQb
µνρσ
where we can take bµνρσ completely antisymmetric. In other words we have proved that
Rµνρσ1 − 2R
µνρσ
2 = dQb
µνρσ (6.41)
and this relation can be used to make a1 = 0 in the expression of R
µνρσ
0 . We substitute the
expression of Rµνρσ in the fourth relation (6.3) and get
dQ(R
µνρ − i dσB
µνρσ) = i dσR
µνρσ
0 (6.42)
so the right hand side must be a co-boundary. From this condition we easily find a2 = a
′ = 0
so in fact we can take Rµνρσ0 = 0. It follows that one can exhibit R
µνρσ in the following form:
Rµνρ = dQB
µνρσ (6.43)
and we also have
dQ(R
µνρ − i dσB
µνρσ) = 0. (6.44)
(ii) We use again Theorem 4.3 and obtain
Rµνρ = dQB
µνρ + i dσB
µνρσ +Rµνρ0 (6.45)
where Rµνσ0 ∈ P
(6)
0 and we can choose the expressions B
µνρ and Rµνρ0 completely antisymmetric.
The generic form of the expression Rµνρ0 is:
Rµνσ0 = b (u
µ R(0)νρ;αβ + uν R(0)ρµ;αβ + uρ R(0)µν;αβ) uα uβ; (6.46)
other possible expressions can be eliminated, or reduced to this above if we use Bianchi identity.
We substitute the expression of Rµνρ in the third relation (6.37) and get:
dQ(R
µν − i dρB
µνρ) = i dρR
µνρ
0 (6.47)
so the right hand side must be a co-boundary. One easily obtains that b = 0 so we have
Rµνρ0 = 0. This means that
Rµνρ = dQB
µνρ + i dσB
µνρσ (6.48)
and we have
dQ(R
µν − i dρB
µνρ) = 0. (6.49)
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(iii) Now it is again time to use Theorem 4.3 and obtain
Rµν = dQB
µν + i dρB
µνρ +Rµν0 (6.50)
where Rµ0 ∈ P
(6)
0 and we can take the expressions B
µν and Rµν0 antisymmetric. But there is no
such an expression Rµν0 i.e. we have R
µν
0 = 0 and it follows that
Rµν = dQB
µν + i dρB
µνρ. (6.51)
We substitute this in the second relation (6.37) and we obtain
dQ(R
µ − i dνB
µν) = 0. (6.52)
(iv) Once more we use theorem 4.3 and get
Rµ = dQB
µ + i dνB
µν +Rµ0 . (6.53)
with Rµ0 ∈ P
(6)
0 ; but there is no such an expression i.e. we have R
µ
0 = 0 so in fact:
Rµ = dQB
µ + i dνB
µν . (6.54)
We substitute this in the first relation (6.37) and we obtain
dQ(R− i dµB
µ) = 0. (6.55)
(v) A last use of Theorem 4.3 gives
R = dQB + i dµB
µ +R0 (6.56)
where R0 ∈ P
(7)
0 . But there are no such expression i.e. R0 = 0 and we have
R = dQB + i dµB
µ (6.57)
and this finishes the massless case. The massive case brings some new terms in R0 which survive
and are given in the statement. 
Remark 6.5 (i) The expression (6.41) is another example of a non-trivial element from P0 ∩
BQ.
(ii) In higher orders we can have, even in the massless case, expressions RI0 which cannot
be eliminated by the descent procedure.
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7 The Interaction of Gravity with other Quantum Fields
In [12] we have given the generic structure of the interaction between a system of Yang-Mills
fields (particles of spin 1 and mass m ≥ 0) with “matter” fields i.e scalar fields of spin 0 and
Dirac fields of spin 1/2. In this Section we add the interaction with massless gravitons.
First we remind the results from [12]. We take I = I1 ∪ I2 ∪ I3 a set of indices and for any
index we take a quadruple (vµa , ua, u˜a,Φa), a ∈ I of fields with the following conventions: (a)
the first entry are vector fields and the last three ones are scalar fields; (b) the fields vµa , Φa
are obeying Bose statistics and the fields ua, u˜a are obeying Fermi statistics; (c) For a ∈ I1
we impose Φa = 0 and we take the masses to be null ma = 0; (d) For a ∈ I2 we take the all
the masses strictly positive: ma > 0; (e) For a ∈ I3 we take v
µ
a , ua, u˜a to be null and the fields
Φa ≡ φ
H
a of mass m
H
a ≥ 0; The fields ua, u˜a, a ∈ I1 ∪ I2 and Φa a ∈ I2 are called ghost fields
and the fields φHa , a ∈ I3 are called Higgs fields; (f) we include matter fields also i.e some
set of Dirac fields with Fermi statistics: ΨA, A ∈ I4; (g) we consider that the Hilbert space is
generated by all these fields applied on the vacuum and define in H the operator Q according
to the following formulas for all indices a ∈ I :
[Q, vµa ] = i ∂
µua, [Q, ua] = 0,
[Q, u˜a] = −i (∂µv
µ
a +ma Φa) [Q,Φa] = i ma ua, (7.1)
[Q,ΨA] = 0, (7.2)
and
QΩ = 0. (7.3)
Here [·, ·] is the graded commutator. In [14] we have determined the most general interaction
between these fields in theorem 6.1:
Theorem 7.1 Let T be a relative co-cycle for dQ which is as least tri-linear in the fields and
is of canonical dimension ω(T ) ≤ 4 and ghost number gh(T ) = 0. Then: (i) T is (relatively)
cohomologous to a non-trivial co-cycle of the form:
tYM = fabc
(
1
2
vaµ vbν F
νµ
c + ua v
µ
b dµu˜c
)
+f ′abc(Φa φ
µ
b vcµ +mb Φa u˜b uc)
+
1
3!
f ′′abc Φa Φb Φc +
1
4!
∑
a,b,c,d∈I3
gabcd Φa Φb Φc Φd + j
µ
a vaµ + ja Φa (7.4)
where we make the following conventions: fabc = 0 if one of the indices is in I3; f
′
abc = 0 if
c ∈ I3 or one of the indices a and b are from I1; j
µ
a = 0 if a ∈ I3; ja = 0 if a ∈ I1. Moreover we
have:
(a) The constants fabc are completely antisymmetric
fabc = f[abc]. (7.5)
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(b) The expressions f ′abc are antisymmetric in the indices a and b:
f ′abc = −f
′
bac (7.6)
and are connected to fabc by:
fabc mc = f
′
cabma − f
′
cbamb. (7.7)
(c) The (completely symmetric) expressions f ′′abc = f
′′
{abc} verify
f ′′abc mc =
{
1
mc
f ′abc (m
2
a −m
2
b) for a, b ∈ I3, c ∈ I2
− 1
mc
f ′abc m
2
b for a, c ∈ I2, b ∈ I3.
(7.8)
(d) the expressions jµa and ja are bi-linear in the Fermi matter fields: in tensor notations;
jµa = ψt
ǫ
a ⊗ γ
µγǫψ ja = ψs
ǫ
a ⊗ γǫψ (7.9)
where for every ǫ = ± we have defined the chiral projectors of the algebra of Dirac matrices
γǫ ≡
1
2
(I + ǫ γ5) and t
ǫ
a, s
ǫ
a are |I4| × |I4| matrices; the summation over ǫ = ± is assumed. If
M is the mass matrix MAB = δAB MA then we must have
dµj
µ
a = ma ja ⇔ ma s
ǫ
a = i(M t
ǫ
a − t
−ǫ
a M) (∀ a ∈ I1 ∪ I2.) (7.10)
(ii) The relation dQtYM = i dµt
µ
YM is verified by:
tµYM = fabc
(
ua vbν F
νµ
c −
1
2
ua ub d
µu˜c
)
+ f ′abc Φa φ
µ
b uc + j
µ
a ua (7.11)
(iii) The relation dQt
µ
YM = i dνt
µν
YM is verified by:
tµνY M ≡
1
2
fabc ua ub F
µν
c . (7.12)
(iv) The constants fabc f
′
abc, f
′′
abc and gabcd are real and the matrices t
ǫ
a, s
ǫ
a are Hermitean.
Now we extend the argument including massless gravitation. We include in the set of fields
generating the Hilbert space H the fields hµν , u
ρ, u˜σ the first one being a tensor fields with
Bose statistics and the last are vector fields with Fermi statistics. We also extend the definition
of the gauge charge Q given by (7.1) with
[Q, hµν ] = −
i
2
(∂µuν + ∂νuµ − ηµν∂ρu
ρ), [Q, uµ] = 0, [Q, u˜µ] = i ∂
νhµν (7.13)
and we can easily generalize theorem 4.1 and the corresponding result for the Yang-Mills system
from [12]: the Fock space describes in this case massless gravitons, spin 0 and spin 1 particles.
By definition the ghost number is the sum of the ghost numbers of the YM and gravity sectors.
We want to extend the preceding theorem to this more general case. For simplicity we treat
here only the case of massless Yang-Mills fields i.e. we take in the general scheme from above
I2 = 0. Beside the expression tYM given above and tgh determined in theorem 4.3 we need the
interaction between the two sets of fields (Yang-Mills and gravitational). The result is described
in the following:
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Theorem 7.2 Suppose that the interaction Lagrangian Tint is restricted by Lorentz covariance,
is at least tri-linear in the fields and ω(Tint) ≤ 5, gh(Tint) = 0. We also suppose that I2 = 0.
Then: (i) Tint is cohomologous to the expression
tint ≡
∑
a,b∈I1
fab (4hµν F
µρ
a F
ν
b ρ − h Faρσ F
ρσ
b + 4 uµ dνu˜a F
µν
b )
+
∑
c,d∈I3
f ′cd
(
hµν d
µΦc d
νΦd −
m2a +m
2
b
4
h Φa Φb
)
+hµν (d
µψ¯ cǫ ⊗ γνγǫψ − ψ¯ c
ǫ ⊗ γνγǫd
µψ). (7.14)
Moreover we have
(a) the constants fab are symmetric fab = fba;
(b) the constants f ′cd are symmetric f
′
cd = f
′
dc; also if we denote by m the mass matrix of
the scalar fields mcd ≡ mc δcd, ∀c, d ∈ I3 it commutes with the matrix f
′
cd :
[m, f ′] = 0 (7.15)
(c) the matrices cǫ verify
cǫ M = M c−ǫ (7.16)
where M is the mass matrix of the Dirac fields: MAB ≡MA δAB, ∀A,B ∈ I4.
(ii) The relation dQtint = i dµt
µ
int is verified by:
tµint ≡
∑
a,b∈I1
fab (u
µ F ρσa Fbρσ + 4 u
ρ F µνa Fbνρ)
+
∑
c,d∈I3
f ′cd
(
1
2
uµ dνΦc d
νΦd − uν d
µΦc d
νΦd −
m2a +m
2
b
4
uµ Φa Φb
)
−
1
2
uν [(d
µψ¯ cǫ ⊗ γνγǫψ − ψ¯ c
ǫ ⊗ γνγǫd
µψ) + (µ↔ ν)] (7.17)
and we also have
dQt
µ
int = 0. (7.18)
(iii) the constants fab and f
′
cd are real and we also have the Hermiticity property (c
ǫ)† = c−ǫ.
Proof: (i) By hypothesis we have
dQTint = i dµT
µ
int (7.19)
and the descent procedure leads to
dQT
µ
int = i dνT
µν
int .
dQT
µν
int = i dρT
µνρ
int
dQT
µνρ
int = i dσT
µνρσ
int
dQT
µνρσ
int = 0 (7.20)
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and can choose the expressions T Iint to be Lorentz covariant; we also have
gh(T Iint) = |I|, ω(T
I
int) ≤ 5. (7.21)
From the last relation we find, using Theorem 4.3 and the corresponding result from [12],
that
T µνρσint = dQB
µνρσ + T µνρσint,0 (7.22)
with T µνρσint,0 ∈ P
(5)
0 and we can choose the expressions B
µνρσ and T µνρσint,0 completely antisymmetric.
The generic form of T µνρσint,0 is:
T µνρσint,0 =
∑
a∈I3
fa u
µ uν uρ uσ Φa. (7.23)
If we substitute the expression obtained for T µνρσint in the third relation (7.20) we find out
dQ(T
µνρ
int − i dσB
µνρσ) = i dσT
µνρσ
int,0 (7.24)
so the expression in the right hand side must be a co-boundary and we immediately obtain
fa = 0. It follows that
T µνρσint = dQB
µνρσ (7.25)
and
dQ(T
µνρ
int − i dσB
µνρσ) = 0 (7.26)
so we obtain
T µνρint = B
µνρ + i dσB
µνρσ + T µνρint,0 (7.27)
where T µνρint,0 ∈ P
(5)
0 ; we can choose the expressions B
µνρ and T µνρint,0 completely antisymmetric. The
generic form of T µνρ0 has a two contributions: even and odd with respect to parity invariance.
We do not give the generic form here but we give the result: the second relation (7.20) gives
dQ(T
µν
int − i dρB
µνρ) = i dρT
µνρ
int,0 (7.28)
so the right hand side must be a co-boundary and a direct computation gives that in fact
T µνρint,0 = 0. It follows that
T µνρint = dQB
µνρ + i dσB
µνρσ (7.29)
and
dQ(T
µν
int − i dρB
µνρ) = 0. (7.30)
(ii) We obtain from the preceding relation that
T µνint = dQB
µν + i dρB
µνρ + T µνint,0 (7.31)
where T µνint,0 ∈ P
(5)
0 and we can choose the expressions B
µν and T µνint,0 antisymmetric. Again we
do not give the generic form of the expression T µνint,0 but we give the final result of this standard
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computation: by conveniently modifying the expressions BI we can arrange such that T µνint,0 = 0.
We substitute the expression of T µνint in the first relation (7.20) and get:
dQ(T
µ
int − i dνB
µν) = 0 (7.32)
(iii) Now it is again time we use known results and obtain
T µint = dQB
µ + i dνB
µν + T µint,0 (7.33)
where T µint,0 ∈ P
(5)
0 . Now we get from the first relation (7.20)
dQ(Tint − i dµB
µ) = i dµT
µ
int,0 (7.34)
so the right hand side must be a co-boundary. If one writes the generic form of T µint,0 one gets
after tedious computations that by modifying the expressions BI one can take
T µint,0 = t
µ
int (7.35)
with tµint the expression from the statement of the theorem. Because we have dQtint = i dµt
µ
int
we get
dQ(Tint − tint − i dµB
µ) = 0 (7.36)
so known results leads to
Tint = tint + dQB + i dµB
µ + Tint,0 (7.37)
where Tint0 ∈ P
(5)
0 . But there are no such expression i.e. Tint,0 = 0 and we have
Tint = tint + dQB + i dµB
µ (7.38)
which is the final result. 
Remark 7.3 (i) We note that we have obtained in a natural way the known expression of the
energy-momentum tensor Tµν which is, up to a factor, the coefficient of h
µν from the expression
tint. However, there is a supplementary ghost term in the first line of the formula (7.14). This is
due to the fact already explained in the Introduction: because we cannot impose in the quantum
framework the Maxwell equation
∂µv
µ
a = 0 (7.39)
the energy-momentum tensor
T µν ≡
∑
a,b∈I1
fab
(
F µρa F
ν
b ρ −
1
4
ηµν Faρσ F
ρσ
b
)
(7.40)
does not verify anymore the divergenceless condition
∂µT
µν = 0 (7.41)
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and without the extra ghost term in the first line of formula (7.14) we do not have gauge
invariance.
We note however that the ghost term from the first line of formula (7.14) gives a null
contributions between physical states (described as in theorem 4.1) and this result propagates to
all orders of perturbation theory. So it can be neglected in practical computations.
(ii) There are other approaches to the quantization of the massless vector fields in which
one can impose the condition ∂µv
µ
a = 0 namely the so-called Coulomb gauge, but the price to
pay is the loss of the manifest Lorentz covariance and the appearence of a non-local interaction
term so Epstein-Glaser method cannot be implemented in this approach.
(iii) One can prove that there are no bi-linear solution for the interaction.
8 Conclusions
The cohomological methods presented in a previous paper [12] leads to the a simple under-
standing of quantum gravity in lower orders of perturbation theory. If we use the consistency
Wess-Zumino equations we can give simple proofs for the gauge invariance and renormalization
in the second order of perturbation theory for the massless and massive pure gravity.
The descent technique can be used to give the most general interaction including Yang-Mills
fields (massless and massive), matter and massless gravity. In this paper we have considered
only massless Yang-Mills fields and the general case will be treated in a forthcoming paper.
Further restrictions follow from the cancellation of the anomalies in the second order of the
perturbation theory. The analysis can be extended to the third order of perturbation theory
and it will also be done elsewere. One should expect the appearance of the known gravitational
anomaly (see for instance [21].)
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