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Abstract—This paper presents a novel method of target clas-
sification by means of a microaccelerometer. Its principle is that
the seismic signals from moving vehicle targets are detected by
a microaccelerometer, and targets are automatically recognized
by the advanced signal processing method. The detection system
based on the microaccelerometer is small in size, light in weight,
has low power consumption and low cost, and can work under
severe circumstances for many different applications, such as
battlefield surveillance, traffic monitoring, etc. In order to extract
features of seismic signals stimulated by different vehicle targets
and to recognize targets, seismic properties of typical vehicle
targets are researched in this paper. A technique of artificial
neural networks (ANNs) is applied to the recognition of seismic
signals for vehicle targets. An improved back propagation (BP)
algorithm and ANN architecture have been presented to improve
learning speed and avoid local minimum points in error curve.
The improved BP algorithm has been used for classification and
recognition of seismic signals of vehicle targets in the outdoor
environment. Through experiments, it can be proven that target
seismic properties acquired are correct, ANN is effective to solve
the problem of classification and recognition of moving vehicle
targets, and the microaccelerometer can be used in vehicle target
recognition.
Index Terms—Microaccelerometer, seismic detection, target
classification.
I. INTRODUCTION
M ICROELECTROMECHANICAL SYSTEMS (MEMS)are being considered for a variety of applications.
These applications include health and status monitoring, envi-
ronmental monitoring, automated control, repair, and service.
Current MEMS devices include accelerometers, pressure,
chemical, and flow sensors, micromirrors, gyroscopes, fluid
pumps, and inkjet print heads. Microaccelerometers have been
the subject of intensive research for over two decades since
Roylance et al. [1] reported the first MEMS accelerometer in
1979. Since then, many authors have published work about
various types of microaccelerometers [2]–[6]. So far, research
on microaccelerometers has mainly focused on the implemen-
tation of devices. A commercial range of microaccelerometers
is available from analog devices whose first device was the
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ADXL05 [7]. Regarding application of microaccelerometer, a
variety of applications already exist, mainly in the automotive
industry for safety systems such as airbag release, seat belt
control, active suspension, and traction control. A few exam-
ples are antijitter platform stabilization for video-cameras,
virtual reality applications with head mounted displays and
data gloves, GPS backup systems, shock monitor during the
shipment of sensitive goods, novel computer input devices,
wearable sensor badge and sensor jacket for context awareness,
electronic toys, and many others [8]–[16]. The requirements for
many of the above applications are that these sensors are cheap,
they can fit into a small space, and their power consumption
must be suitable for devices operated by battery. MEMS devices
can meet these requirements since they can be batch-fabricated
and they have other advantages of standard integrated circuits.
This paper presents a novel application method of mi-
croaccelerometers in detecting moving vehicle targets and
recognizing them for battlefield surveillance. The method is
to measure the seismic signal of moving vehicle targets by
microaccelerometer and to recognize targets using advanced
signal processing technique. There are some methods to
measure and recognize moving vehicle targets by passive
sensor technologies, such as image, acoustic signal, seismic
signal, infrared, etc. [17]–[22]. Most of the target detection and
classification methods have been proposed based on processing
of acoustic signal, image, and infrared signals because seismic
waves are more complex to analyze. Seismic waves propagate
in different forms, different directions, different speeds, and
are highly dependent on the underlying geology. However,
the seismic sensor also has an advantage over other systems.
Vehicle recognition by means of sound, image, and infrared
signals will be affected by Doppler effects, noises introduced
from various moving parts of vehicles, and atmospheric and
terrain variations, while seismic waves are less sensitive to
these factors. Besides those mentioned above, those methods
are very expensive and large in size due to the extra hardware
needed. Future development promises low-cost, robust systems
of small size that can be deployed by many means. Up until
now, there are no examples of vehicle target recognition by
MEMS sensor. In fact, MEMS sensors are very cheap, small
in size, lightweight, and have low power consumption. So, the
paper researches on detecting seismic signals from moving
vehicle targets by microaccelerometers and realizing automatic
target recognition.
Because seismic properties of vehicle targets are an impor-
tant index of target recognition, the seismic features of typical
vehicles have been tested and analyzed in this paper. In order
to realize the target classification and recognition, based on the
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Fig. 1. Structure diagram of the seismic detection system based on MEMS sensor.
multilayer feedforward neural networks and its training, the ar-
tificial neural networks (ANN) structure of seismic signals for
target classification and recognition is discussed. The backprop-
agation (BP) algorithm is used in multilayer feedforward neural
networks. Because its training speed is not rapid enough, a new
learning algorithm based on the traditional BP algorithm is put
forward. Comparing the experiment results, it can be confirmed
that the improved BP algorithm is effective in classification and
recognition of seismic signals and the microaccelerometer can
be used in target classification of moving vehicles.
II. STRUCTURE OF DETECTION SYSTEM FOR SEISMIC SIGNALS
The detection system for seismic signals consists of microac-
celerometer, A/D converter, memory, programmable oscillator,
adaptive controller of collection andmemory, and power supply.
Microaccelerometer is ADXL05 whose sensing element is a
micromachined polysilicon capacitive acceleration transducer.
The chip contains signal conditioner circuitry and can be used
for measurement of both static and dynamic acceleration. A
few external components are required to set the signal scaling
factor and the output signal bandwidth. The maximum trans-
ducer bandwidth of 4 KHz is adequate to cover the high-,
medium-, and low-frequency seismic waves. Fig. 1 depicts an
overall structure of the system. The signals that come from the
accelerometer will be put into A/D converter and adaptive con-
troller of collection and memory (ACCM). The ACCM is de-
veloped based on the technology of the large scale integrated
circuit. The ACCM controls the A/D conversion, compression
of code, and writing code to memory. Once data is collected in
memory, the read and analysis of acceleration data is completed
with software.
III. SEISMIC PROPERTIES’ TEST OF VEHICLE
TARGETS AND RESULTS
Tests must be done outdoors so as to get seismic properties
of different targets. It lays a foundation for target recognition
and classification. The test was done on provided ground. Fig. 2
gives us movement direction of vehicle target and accelerom-
eter position. When a vehicle target moves within measurement
range of the accelerometer, the accelerometer can get seismic
signals. The targets included diesel engine vehicle, heavy diesel
engine vehicle and gasoline engine vehicle. It was a sunny day,
15–20 C temperature, and 2–3 wind-force levels.
After the seismic signals of targets were acquired, they were
converted into digital signals. Then, they were put into a com-
puter to be analyzed in time domain and frequency domain.
Seismic property curves of the diesel engine vehicle, gasoline
engine vehicle, and heavy diesel engine vehicle were as follows.
Fig. 2. Movement direction of vehicle target and accelerometer position.
IV. ANALYSIS OF SEISMIC SIGNAL FOR MOVING VEHICLE
A. Mechanism of Seismic Signal From Vehicle Target
Moving targets excite ground and produce seismic signals.
The seismic signal is varied to different moving state of tar-
gets, different distance and different terrain. Seismic wave from
moving vehicle is sequential. It depends on self vibration from
the hang system of vehicle frame, vibration from engine and
drive system, stimulus to gurgitation ground in the process of
driving vehicle, and so on. For the track vehicle, besides these
vibration sources, a periodic stimulus to ground from track is
an important factor. Its frequency is related to vehicle speed and
structure size of track. Their relation can be achieved by
(1)
where (in hertz) is a periodic exciting frequency from the
tracks, (in miles/hour) is a moving speed of the vehicle, and
(in inches) is a size of the track.
B. Seismic Signal Propagation of Vehicle Target
In general, seismic waves can be classified into two cate-
gories: body waves and surface waves. Body waves travel at a
higher speed through the deeper parts of the earth and propa-
gate in three dimensions, while surface waves travel near the
surface of the earth and propagate in two dimensions. Research
of seismic waves shows that if the disturbance, such as an earth-
quake, explosion, or human interference occurs near the sur-
face, a significant amount of seismic energy is dispersed near
the surface and is transmitted as surface waves (70% of the en-
ergy of the impact is distributed in the Rayleigh waves, and the
remaining 30% of the energy is transmitted into the earth via
body waves [23]).
The target moving in the ground forms a vibration source. The
seismic wave from moving target is propagated in the form of
a compressional wave, shear wave, Rayleigh wave, etc. through
the earth.When the vibration source lies in the surface, Rayleigh
wave is the main wave detected by the seismic sensor. When
the seismic wave is propagated, its energy loss relates to many
factors. For example, dissipation of wave energy comes from
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Fig. 3. Seismic frequency-domain property curve of diesel engine vehicle.
Fig. 4. Seismic frequency-domain property curve of gasoline engine vehicle.
Fig. 5. Seismic frequency-domain property curve of heavy diesel engine
vehicle.
friction in medium. The refraction and reflection of the seismic
wave in a discontinuous medium leads to a new kind of seismic
wave [24].
C. Feature of Seismic Signals for Typical Vehicle Targets
According to the result of the data processing, the following
conclusions can be drawn.
1) From Figs. 3–5, it can be seen that the microaccelerom-
eter can effectively detect mid-frequency and low-fre-
quency signals when it is used in test target properties.
2) The majority of seismic energy from vehicle concentrates
on below 600 Hz and there is an obvious feature peak.
3) It is possible that the target classification can be com-
pleted according to structure of frequency spectrum and
amplitude from the seismic signal because the different
targets have very different structures of frequency spectra
and amplitudes.
V. CLASSIFICATION METHOD AND RESULTS
A. ANN Target Classification Architecture
Up until now, a large amount of research has involved the use
of ANNs due to its pattern recognition capability. By using the
network responses to data to readjust the weighting parameters,
networks can be designed to infer any to mapping function.
Fig. 6. ANN target classification architecture.
In seismic detection, ANN is chosen as the recognition method
due to the advantages above.
Unfortunately, one drawback to the use of neural networks is
the potential size of the system. For this reason, most neural net-
works require a preprocessing step to extract features of interest.
Often, this step is the most difficult one in developing different
types of pattern recognition systems. Thus, for the seismic de-
tection system, we finished feature extraction before ANN is
used in target classification.
The architecture of ANN for target classification is as shown
in Fig. 6. There are inputs representing seismic responses for
targets and outputs representing the volume of target classi-
fication. A mapping relationship was established between the
input and the output of networks. The information that is de-
noted from this mapping relationship is distributed to weights.
It was proved by R. Hecht-Nielson that a three-layer percep-
tion can be close to any function at any precision. Therefore,
one input layer, one hidden layer, and one output layer were in-
cluded in ANN structure for target classification.
There are inputs and outputs in ANN model for
seismic signal classification. Let be sample number. Math-
ematically, the ANN model represents a nonlinear mapping
between inputs and outputs
via the following:
(2)
where is a matrix
of weights, which correspond to the connections between the
th and th layers, and where and are the numbers of
neurons for the th and th layers, respectively. Training of the
ANNmodel is referred to as the calculation of the weight matrix
using the training data set. Once the training is complete, the
ANN calculation is relatively fast regardless of the complexity
of the actual physics of the problem.
B. Technique Realization of ANN Target Classification
The BP networks are the most widely used in training ANN,
simple structure, stable work state, and easy realization by
hardware. However, its learning speed is not rapid enough and
there are local minimum points in error curve [25], [26]. A
new learning algorithm named “improved BP” is put forward
to overcome these disadvantages. A brief description of the
improved BP is given as follows.
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At first, learning rate of dynamic adjustment is adopted. At
the beginning of learning, a bigger is used. In order to speed
learning, a smaller is used when the output error of the net-
works is reduced. Thus, a high speed of learning can be acquired
and the vibration adjacent to minimum points can be avoided.
The learning rate of dynamic adjustment takes the following:
(3)
where denotes learning rate, (the value of between 1.5 and
2.5) is constant, denotes the times of iteration, denotes
the total error of th iteration, and denotes the total
error of ( )th iteration.
Second, the random number in is as initial weight.
This guarantees the network does not reach saturation when the
weight is bigger. It can also avoid vibration when the network
converges.
Third, Sigmoid function with a changeable parameter is the
activation function. It makes
(4)
where is the parameter of the th neuron in the th time iter-
ation.
The iteration formula of the traditional BP algorithm is based
on the following:
(5)
where the is the weight coefficient of the th time iter-
ation between the th neuron in one layer and the th neuron in
the next layer, the is the output from the th neuron of the
th time iteration, and is expressed as (6) for the output layer
and (7) for the hidden layer
(6)
(7)
where is the theory output and is the real output.
When the activation function is (4), (5)–(7) become
(8)
(9)
(10)
From (8)–(10), it can be shown that the additional parameter
in (4) equals adding in of the (8). So, the parameter
can be used to adjust the curve face rate of grade of the
error function and make the networks converge rapidly. When
the error is large, we can choose a smaller . This will make
the Sigmoid function a little flat, lengthen the saturation zone,
and accelerate the adjustment of weight. Per contra, a bigger
is chosen.
Fourth, a training error limit is set up. Since different systems
have different requirements of error, we can set up a proper error
limit. When the training error meets the system’s need, stop the
training of the network. This can also speed up the learning.
Fig. 7. Error curves of traditional BP algorithm and improved BP algorithm.
Curve 1: error curve of traditional BP algorithm. Curve 2: error curve of
improved BP algorithm.
TABLE I
RESULT OF TARGET CLASSIFICATION AND RECOGNITION TO
SEISMIC SIGNAL BY THE IMPROVED BP ALGORITHM
UNDER TYPICAL ENVIRONMENT
The error curves of the traditional BP algorithm and improved
BP algorithm are as shown in Fig. 7. They correspond to curve
1 and curve 2, respectively. From the figure, we can conclude
that the improved BP algorithm can reduce the time of training
and increase the speed of learning.
C. Classification Result
The improved BP algorithm is used in target classification for
actual measurement of seismic data. The result of target classi-
fication by the improved BP algorithm is shown in Table I.
D. Discussion of the Classification Results
From Table I, the recognition rate to gasoline engine vehicle,
heavy diesel engine vehicle, and diesel engine vehicle, respec-
tively, are 96%, 84%, and 82%.We can draw the conclusion that
the recognition rate of the gasoline engine vehicle is higher than
that of the heavy diesel engine vehicle, which, in turn, is higher
than that of diesel engine vehicle.
Because the different targets have very different structures
of frequency spectra and amplitude, the target classification is
completed according to the structure of the frequency spectrum
and amplitude from the seismic signal. That is, inputs of the
ANNmodel are amplitude and structure data of frequency spec-
trum. From Figs. 3–5, the amplitude of the gasoline engine ve-
hicle from the seismic signal is the smallest, and the structure
data of the frequency spectrum in the seismic signal of the gaso-
line engine vehicle is different from that of the heavy diesel en-
gine vehicle and the diesel engine vehicle. They result in high
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recognition rate to gasoline engine vehicle. On the contrary, the
heavy diesel engine vehicle and the diesel engine vehicle have
partly similar structure data of frequency spectrum due to many
factors, such as different distance between the sensor and the
vehicle, different environment, different terrain, different speed,
and so on. It brings almost the same recognition rate.
In addition, in recognizing a moving vehicle, frequency com-
ponents of the seismic signals are not more abundant than that
of acoustic signals. So, the recognition rate of the seismic sig-
nals is lower than that of acoustic signals. However, they cannot
all reach 100% because of the complex environment.
Although it does not have a very high recognition rate, the
microaccelerometer also has advantages over other systems. A
microaccelerometer provides nonline of sight detection capa-
bilities for vehicles at significant ranges. If seismic signals and
acoustic signals are all used in battlefield surveillance, the mi-
croaccelerometer can also provide early detection of many tar-
gets and unique detection capabilities in the case of adverse
acoustic propagation conditions. On the other hand, the mi-
croaccelerometer system promises low-cost robust systems of
small size that can be deployed by many means.
VI. CONCLUSION
In this paper, we have successfully measured the seismic
signal of moving targets by a microacceleration measurement
system and applied neural networks to the recognition of
seismic signals for vehicle targets. In order to use neural
networks more efficiently, the learning method is improved.
According to the experiments, the microaccelerometer can be
used in target recognition of moving vehicles, target seismic
properties acquired outdoor are correct, and neural networks
to target classification and recognition can acquire a high
recognition rate.
There are several possible directions for further research.
First, the use of the seismic signals in recognizing moving
vehicles brings new challenges because of the complexity
of the seismic waves and the underlying geology. It is the
main reason why current recognition rates cannot reach 100%.
Therefore, it is necessary to develop new feature extraction
algorithms that can get a robust feature vector. Up until now,
due to the complex environment, 100% accuracy of recognition
by any single kind of sensor could not be achieved. So, another
possibility for further improvement is to extend our approach
to multisensor data fusion, by which the information can be
obtained more accurately in less time and at less cost.
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