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PEMBINAAN SISTEM PINTAR UNTUK PENENTUAN KUALITI AIR
BERDASARKAN RANGKAlAN NEURAL
ABSTRAK
Alga merupakan organisma mikro yang digunakan dalam pemerhatian secara
biologi bagi penentuan kualiti air sungai. Pendekatan ini mampu meramal tahap kualiti
sungai air lebih baik berbanding pemantauan secara fizikal dan kimia namun
permasalahan timbul di kalangan ahli Iimnologi untuk menetapkan kelas kualiti air
sungai yang diperolehi. Sebagai penyelesaian, satu sistem pintar direkabentuk dengan
rangkaian neural digunakan sebagai pengkelas yang mengkelaskan jenis dan kualiti air
sungai secara serentak dan automatik. Penyelidikan ini menganalisis keupayaan 78
jenis alga sungai sebagai data masukan kepada rangkaian neural untuk proses
,
pengkelasan. Keputusan analisis djskriminan menunjukkan hanya 21 jenis alga sahaja
yang dominan sebagai data masukan. Bagi proses pengkelasan, 2 rangkaian neural
konvensional iaitu rangkaian perseptron berbilang lapisan (MLP) dan fungsi asas
jejarian (RBF) digunakan. Selain itu, penyelidikan ini mencadangkan penggunaan
rangkaian neural berbilang lapisan hibrid (HMLP), perseptron berbilang lapisan
berhirarki (HiMLP) dan perseptron berbilang lapisan hibrid berhirarki (H2MLP) untuk
I
meningkatkan keupayaan pengkelasan. Keputusan yang diperolehi menunjukkan
<f,
rangkaian H2MLP mampu mengkelaskan jenis air sungai kepada air tawar dan air
payau serta kualitinya kepada bersih, pertengahan dan tercemar dengan peratus
kejituan yang tinggi iaitu 97.09% di samping ralat pengkelasan yang sangat rendah
iaitu 0.0096. Rangkaian H2MLP juga Q'lenunjukkan. kadar pembelajaran yang pantas
dan menumpu dengan baik serta mempunyai struktur rangkaian yang ringkas. Ini
menunjukkan bahawa penyelidikan ini berjaya membuktikan bahawa komposisi alga
sesuai dijadikan masukan kepada rangkaian neural untuk mengkelaskan jenis dan
kualiti air sungai. Selain itu, rangkaian neural juga telah dibuktikan berkeupayaan tinggi
sebagai alat pengkelasan pintar bagi tujuan tersebut.
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DEVELOPMENT OF INTELLIGENT SYSTEM FOR CLASSIFYING QUALITY
OF WATER BASED ON NEURAL NETWORK
ABSTRACT
Algae are microorganisms which are being used in biological monitoring to
determine the quality of river's water. This approach is used to predict the quality level
of river's water which is better than physical and chemical monitoring, where problems
arise among the limnologists to determine the quality of the river's water. Thus, an
intelligent system is developed to solve this problem by using neural network as a
classifier to classify river's type and water quality simultaneously and automatically.
Breakdown analysis is determined with 78 types of river's algae as an input data to
neural network for classification process. The result obtained shows that 21 species of
algae are dominant to be used as input data. Two conventional neural networks
namely the multilayered perceptron (MLP) and the radial basis function (RBF) were
employed for the classification purpose. Neverthen less, the hybrid multilayered
perceptron (HMLP), the hierarchical multilayered perceptron (HiMLP) and the
hierarchical hybrid multilayered perceptron (H2MLP) network are suggested in this
research to improve the classification performance. The result shows, the H2MLP
network has high capability to classify river's water into fresh or brackish water and
further classifies its quality into clean, moderate or polluted, with high accuracy at
97.09% and as low as 0.0096 classification error. Furthermore, the H2MLP network
shows the fastest learning rate with a good convergence as compared to other
networks. These results prove that algae composition is suitable as an input data of
neural network for classifying the types and qualities of river's water. Besides, neural
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PEMBINAAN SISTEM PINTAR UNTUK PENENTUAN KUALITI AIR
BERDASARKAN RANGKAIAN NEURAL
ABSTRAK
Alga merupakan organisma mikro yang digunakan dalam pemerhatian secara
biologi bagi penentuan kualiti air sungai. Pendekatan ini mampu meramal tahap kualiti
sungai air lebih baik berbanding pemantauan secara fizikal dan kimia namun
permasalahan timbul di kalangan ahli limnologi untuk menetapkan kelas kualiti air
sungai yang diperolehi. Sebagai penyelesaian, satu sistem pintar direkabentuk dengan
rangkaian neural digunakan sebagai pengkelas yang mengkelaskan jenis dan kualiti air
sungai secara serentak dan automatik. Penyelidikan ini menganalisis keupayaan 78
jenis alga sungai sebagai data masukan kepada rangkaian neural untuk proses
pengkelasan. Keputusan analisis diskriminan menunjukkan hanya 21 jenis alga sahaja
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yang dominan sebagai data masukan. Bagi proses pengkelasan, 2 rangkaian neural
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konvensional iaitu rangkaian perseptron berbilang lapisan (MLP) dan fungsi asas
jejarian (RBF) digunakan. Selain itu, penyelidikan ini mencadangkan penggunaan
rangkaian neural berbilang lapisan hibrid (HMLP), perseptron berbilang lapisan
berhirarki (HiMLP) dan perseptron berbilang lapisan hibrid berhirarki (H2MLP) untuk
I
meningkatkan keupayaan pengkelasan. Keputusan yang diperolehi menunjukkan
rangkaian H2MLP mampu mengkelaskan jenis air sungai kepada air tawar dan air
payau serta kualitinya kepada bersih, pertengahan dan tercemar dengan peratus
kejituan yang tinggi iaitu 97.09% di samping ralat pengkelasan yang sangat rendah
iaitu 0.0096. Rangkaian H2MLP juga \!Ienunjukkan kadar pembelajaran yang pantas
dan menumpu dengan baik serta mempunyai struktur rangkaian yang ringkas. Ini
menunjukkan bahawa penyelidikan ini berjaya membuktikan bahawa komposisi alga
sesuai dijadikan masukan kepada rangkaian neural untuk mengkelaskan jenis dan
kualiti air sungai. Selain itu, rangkaian neural juga telah dibuktikan berkeupayaan tinggi
sebagai alat pengkelasan pintar bagi tujuan tersebut.
iii
DEVELOPMENT OF INTELLIGENT SYSTEM FOR CLASSIFYING QUALITY




Algae are microorganisms which are being used in biological monitoring to
1.1 Pengenalan Kepada Klasifikasi Kualiti Air Sungai
Pengkelasan kualiti air yang dilakukan adalah bergantung kepada ciri-ciri fizikal,
determine the quality of river's water. This approach is used to predict the quality level
of river's water which is better than physical and chemical monitoring, where problems
arise among the limnologists to determine the quality of the river's water. Thus, an
intelligent system is developed to solve this problem by using neural network as a
classifier to classify river's type and water quality simultaneously and automatically.
Breakdown analysis is determined with 78 types of river's algae as an input data to
neural network for classification process. The result obtained shows that 21 species of
algae are dominant to be used as input data. Two conventional neural networks
namely the multilayered perceptron (MLP) and the radial basis function (RBF) were
employed for the classification purpose. Neverthen less, the hybrid multilayered
kimia dan biologi air itu. Perubahan suhu air serta suhu persekitaran di samping julat
pH air juga memainkan peranan penting dalam mengkelaskan kualiti air ini. Parameter-
parameter seperti oksigen terlarut (Dissolved oxygen, DO), permintaan oksigen
biokimia (Bio-chemical oxygen demand, BOD), permintaan oksigen kimia (Chemical
oxygen demand, COD) dan pepejal terampai (Suspended solids, SS) telah digunakan
sebagai parameter ukuran kepada tahap kualiti air (DOE, 1998). Maznah dan Mansor,
(2002) telah membuktikan bahawa- spesis-spesis alga yang terdapat di dalam air
sungai mampu mengawal masatah pencemaran sungai daripada terus berlaku
(Maznah & Mansor, 2002). ,
perceptron (HMLP), the hierarchical multilayered perceptron (HiMLP) and the
hierarchical hybrid multilayered perceptron (H 2MLP) network are suggested in this
1.2 Penggunaan Rangkaian Neural dalam Menentukan Kualiti Air
Kecerdikan buatan menjadi satu kaedah permodelan yang sangat popular bagi
research to improve the classification performance. The result shows, the H2MLP
network has high capability to classify river's water into fresh or brackish water and
further classifies its quality into clean, moderate or polluted, with high accuracy at
97.09% and as low as 0.0096 classification error. Furthermore, the H2MLP network
shows the fastest learning rate with a good convergence as compared to other
networks. These results prove that algae composition is suitable as an input data of
neural network for classifying the types and qualities of river's water. Besides, neural
network has also proven as a good intelligent classifier with high classification
performance.
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menyelesaikan masalah-masalah yang kompleks. Salah satu cabang daripada
kecerdikan buatan yang~sering digunakan ialah rangkaian neural. Aplikasi-aplikasi
permodelan rangkaian neural untuk meramal kehadiran alga biomas dalam ekosistem
air tawar telah dilakukan di Tasik Tuusulunjarvi di Finland, Tasik Kasumigaura dan
Tasik Biwa di Jepun dan Sungai Darling di Austria (Racknegal et aI., 1997).
•Penambahbaikan terhadap model rar'lgkaian neural juga telah dilakukan dengan
membangunkan satu rangkaian neural separa pengulangan (recurrent neural network)
berdasarkan siri-siri masa (time series) (Jeong et al., 2001). Model yang dibangunkan
ini telah mengkaji kehidupan phytoplankton di Sungai Nakdong (Korea). Keputusan
daripada kajian yang dilakukan di Sungai Nakdong telah membuktikan rangkaian
neural sesuai untuk digunakan dalam meramal kehadiran spesis-spesis alga.
1.3 Objektif dan Skop Pe,nyelidikan
Objektif utama penyelidikan ini ialah membangunkan satu sistem pintar bagi
dicadangkan dalam kajian ini mampu memberikan kejituan yang lebih tinggi
berbanding rangkaian MLP.
menentukan tahap kualiti air sungai. Sistem pintar ini akan melakukan ramalan
berdasarkan sampel komposisi spesis-spesis alga dominan. Rangkaian neural akan
melakukan proses penentuan tahap kualiti air sungai berdasarkan komposisi alga yang
hadir. Kebanyakan penyelidik terdahulu hanya mengkelaskan kualiti air kepada dua
klasifikasi sahaja iaitu bersih (clean) dan kotor (dirty) (Joergensen & Bendoricchio,
2001, Ozeroski & Todorovski, 2003 & Wilson & Recknegal, 2001).
Kajian ini pula mengkelaskan kualiti air kepada tiga klasifikasi iaitu bersih
(clean), pertengahan (moderate) dan tercemar (polluted). Kajian yang dijalankan ini
bukan hanya mengkelaskan kualiti air sahaja, malah kajian yang dijalankan juga
melangkah satu langkah kehadapan dengan mengkelaskan air sungai kepada
beberapa jenis air terlebih dahulu sebelum proses pengkelasan kualiti air dijalankan.
Hasil kajian ilmiah didapati terdapat tiga jenis air yang terdapat di mukabumi ini iaitu air
tawar (freshwater), air payau (brackish-water) dan air masin (salt-water) (Choudhury et.
al., 2001, Kromhout, 2005 & Pareek et. al., 2006). Kajian ini dijalankan terhadap air
sungai sahaja. Oleh itu pengkelasan terhadap jenis air sungai hanya dikelaskan
kepada air tawar dan air payau sahaja kerana air masin hanya terdapat di lautan. Bagi
jenis air tawar, kualiti air dikelaskan kepada tiga jenis iaitu bersih, pertengahan atau
tercemar. Berbeza pula bagi jenis air payau, kualiti air hanya dapat dikelaskan kepada
dua, sama ada pertengahan ataupun tercemar.
Penyelidikan ini mencadangkan penggunaan rangkaian perseptron berbilang
lapisan (Multilayered Perceptron, MLP) dan fungsi asas jejarian (Radial Basis Function,
RBF) dalam menentukan tahap kualiti air. Rangkaian MLP ini akan dilatih oleh
algoritma perambatan balik (backpropagation, BP), algoritma Lavenberg Marquardt
(LM) dan algoritma Bayesian Regularization (BR). Rangkaian MLP terubahsuai yang
mempunyai beberapa sambungan lelurus tambahan yang dikenali sebagai rangkaian
perseptron berbilang lapisan hibrid (Hybrid Multilayered Perceptron, HMLP)
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Oi samping itu juga, rangkaian HMLP mampu mengurangkan saiz rangkaian
yang dibentuk oleh rangkaian MLP (Mashor, 2000a). Bagi mendapatkan keputusan
kejituan yang lebih baik, pengkelasan secara berhirarki dicadangkan dalam
penyelidkan ini. Penyelidikan ini mencadangkan pengkelasan berhirarki dilakukan
kepada rangkaian MLP dan HMLP dengan masing-masing membentuk rangkaian
perseptron berbilangan lapisan berhirarki (Hierarchical Multillayered Perceptron,
HiMLP) dan perseptron berbilang lapisan hibrid berhirarki (Hierarchical Hybrid
Multilayered Perceptron, H2MLP). Seperti rangkaian MLP, rangkaian HiMLP juga akan
dilatih menggunakan algoritma BP, LM dan BR.
Secara umumnya, penyelidikan ini mempunyai beberapa objektif iaitu:
(i) berbanding penyelidikan-penyelisJikan terdahulu yang yang mengkelaskan kualiti air
sungai, penyelidikan ini mencadangkan penggunaan rangkaian neural untuk
mengkelaskan jenis air sungai dan kualiti air sungai secara serentak. Jenis air akan
dikelaskan kepada air tawar dan air payau, manakala kualiti air akan dikelaskan
kepada bersih, pertengahan dan tercemar. Penyelidikan ini akan menguji
keupayaan beberapa jenis rangkaian neural konvensional seperti rangkaian MLP
I
dan RBF untuk tujuan tersebut. Penyelidikan ini juga mencadangkan penggunaan
~
rangkaian neural hibrid dan rangkaian neural berhirarki. Prestasi semua rangkaian
neural yang dicadangkan akan dibandingkan di antara satu sama lain.
(ii) menganalisis keupayaan komposisi alga sebagai parameter masukan kepada
rangkaian neural dalam (i). 78 jeni~ alga akan dianalisis iaitu Acnanthes Exigua,
Acnanthes Exigua Var Heterovalva, Acnanthes Minutissima, Acnanthes Oblongela,
Acnanthes Wolterickii, Amphora Libica, Anomoeoneis Brachysira, Cocconeis
Pediculus, Cocconeis P/acentu/a, Cocconeis Species, Cocconeis Thumensis,
Coscinodiscus Antiquus, Coscinodiscus Argus, Coscinodiscus Decipiens,
Coscinodiscus Excentricus, Coscinodiscus Granii, Cycbella Species., Cyc/otella
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Comta, Cyclotella Striata., Cyclotella Striata Var Baltica, Cymbella Inaequalis,
Diatoma Elongatum, Diatoma Species, Diploneis Bombus, Diploneis Decipiens,
Diploneis Elliptica, Diploneis Interrupta, Eunotia Faba, Eunotia Grunowi, Eunotia
Monodon Var Alpina, Eunotia Pectinalis, Eunotia Sadetica Var Inasa, Eutonia





Pengurusan kualiti air merupakan salah satu cabang kepada kajian mengenai
Flagilaria Species 2, Fragilaria Crotonensis, Frustulia Rhomboids, Frustulia
Rhomboides Var Saxonica, Frustulia Saxonica, Gomphonema Acuminatum,
Gomphonema Gracile, Gomphonema Longiceps, Gomphonema Parvalum,
Gomphonema Subventricosum, Hantzschia Amphioxys, Navicula Cryptocephala,
Navicula Cuspidata, Navicula Halophila, Navicula Hustedtii, Navicula Obtusa,
Navicula Obtusa Var Scalpelliformis, Navicula Radiosa, Navicula Sigma, Navicula
Species, Neidium Affine, Nitzschia Amphibia, Nitzschia Angustata, Nitzschia
Fanticola, Nitzschia Littoralis, Nitzschia Palea, Pinnularia Biceps, Pinnularia Biceps
F. Petersenii, Pinnularia Borealis, Pinnularia Braunii Var Amphicephala, Pinnularia
Maior Var Transverve, Pinnularia Mesolepta, Pinnularia Microstauron, Pinnularia
Ruttneri, Pinnularia Species 1, Pinnularia Splendida, Pinnularia Viridis,
Psammothidium Bioretii, Stauroneis Obtusa, Surirella Linearis, Surirella Parma
ekosistem akuatik. Ekosistem akuatik adalah sangat kompleks disebabkan oleh
kepelbagaian jenis hidupan di dalamnya serta hidupan yang terkandung di dalamnya
membiak dengan pesat. Satu spesis yang kecil mampu membiak dengan pantas
dalam kuantiti yang tinggi cenderung untuk menjadi penyebab kepada masalah
pencemaran (Boyra et aI., 2004). Spesis alga biru-kehijauan merupakan satu contoh
terbaik yang menyebabkan persekitaran tercemar teruk. Spesis ini dapat menurunkan
tahap kualiti air sungai, tasik dan -di kawasan tadahan air (Boyra et al., 2004).
Pendekatan yang digunakan oleh. wlison & Recknegel (2001), dalam meramal
pertumbuhan spesis-spesis alga menggunakan rangkaian neural memungkinkan
penentuan kualiti air menggunakan rangkaian neural dapat dilakukan dengan
menggunakan komposisi alga sebagai parameter masukan.
Soveriegn, Surirella Species 1 & Surirella Tenuissima. Penggunaan jenis-jenis alga
ini dicadangkan berdasarkan keupayaan mereka sebagai penunjuk biologi dalam
2.2 Penentuan Kualiti Air Sungai
I
Di Malaysia, pembangunan ekonomi yang pesat menyebabkan hidrologi dan
..
penentuan kualiti air (Maznah & Mansor, 2002).
(iii) melakukan analisis kepada 78 jenis alga pengan menggunakan analisis
diskriminan bagi mengenalpasti komposisi alga yang mampu memberikan impak
yang tinggi kepada pengkelasan jenis dan kualiti air sungai. Hanya komposisi alga
yang memberikan impak yang tinggi sahaja akan digunakan ke dalam rangkaian
neural sebagai parameter masukan bagi mengkelaskan jenis dan kualiti air sungai.
(iv) melllbina satu sistem pintar yang Illenentukan jenis dan kualiti air sungai secara
automatik. Sistem yang dibina mempunyai ciri-ciri dari (i) & (ii) dengan
menggunakan alga-alga yang diperolehi dari (iii).
4
ekologi ekosistem terjejas teruk disebabkan oleh masalah pencemaran. Jabatan Alam
sekitar (Department of Environment, DOE) dan beberapa firma perunding persendirian
beserta pakar-pakar dari beberapa universiti tempatan telah memulakan program
pelllantauan terhadap sungai-sungai., yang tercemar dengan Illengumpul data
mengenai pencelllaran yang telah berlaku. Ciri-ciri fizikal air, kandungan bahan killlia
di dalam air serta kandungan biologi air akan dikenalpasti (Cuffney, 2000). Ciri-ciri ini
akan digunakan bagi meralllal sifat-sifat dan tahap kualiti air bagi sistem-sistelll sungai
di Malaysia.
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2.2.1 Klasifikasi Air SunQai
Kualiti air biasanya akan diklasifikasikan kepada empat kategori sama ada
sangat bersih, bersih, kotor atau sangat kotor (Wilson & Recknegal, 2001). Kualiti air
merupakan ungkapan yang ditujukan kepada tahap kesesuaian air untuk digunakan
dalam pelbagai aplikasi. Setiap penggunaan air mestilah memenuhi spesifikasi dari
segi sifat fizikal, kandungan biologi yang terdapat di dalam air tersebut dan kandungan
bahan kimia yang terdapat di dalamnya. Oleh itu, keadaan fizikal air, kandungan
biologi dalam air dan kandungan bahan kimia dalam air dapat menentukan tahap
kualiti air tersebut. Peningkatan kajian mengenai ekosistem akuatik menjadi opsyen
kepada pengurusan kualiti air. Maklumat mengenai fizikal air, kandungan bahan kimia
dan kandungan biologi di dalam air di samping beberapa maklumat tambahan dapat
dikumpul daripada pemerhatian terhadap sampel air.
2.2.2 Kaedah Pengklasifikasian Kualiti Air
Terdapat tiga tahap pemantauan yang sering dijalankan bagi pengklasifikasian
kualiti air (Windelspecht, 2002). Pemantauan tahap pertama adalah pemantauan
kepada fizikal air diikuti pemantauan tahap kedua iaitu pemantauan kepada kandungan
kimia di dalam air manakala pemantauan tahap ketiga adalah pemantauan kepada
komposisi biologi di dalam air.
Pemantauan tahap pertama adalah pemantauan kepada ciri-ciri fizikal air.
Pemantauan kepada ciri-ciri fizikal air merupakan pemantauan yang paling mudah
untuk dilakukan. Kaedah ini adalah paling efektif kerana tidak memerlukan sebarang
latihan sebelum melakukan pemantauan, tidak memerlukan peralatan canggih yang
mahal serta tidak memerlukan masa tertentu untuk pemantauan terhadap kualiti air
dijalankan. Bagi menjalankan penentuan kualiti air, peralatan seperti sepasang kasut
getah dan sebuah buku nota untuk mencatat sebarang maklumat mengenai keadaan
air diperlukan. Pemantauan dapat dilakukan sekali seminggu atau sekurang-kurangnya
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sekali bagi setiap bulan. Hanya beberapa jam sahaja diperlukan setiap kali
pemantauan dijalankan.
Chang (2005) & Quevauviller (2006) telah mengklasifikasikan kualiti air
menggunakan pemantauan tahap kedua iaitu pemantauan kepada kandungan bahan
kimia di dalam air. Beberapa parameter telah digunapakai bagi mewakilkan
pemantauan terhadap keseimbangan jisim. Parameter kualiti air yang digunakan
adalah pemintaan oksigen biokimia (Bio-Chemical Oxygen Demand, BOD), permintaan
oksigen kimia (Chemical Oxygen Demand, COD), oksigen terlarut (Dissolved Oxygen,
DO) dan pepejal terampai (Suspended Solids, SS).
Parameter BOD akan mengukur kuantiti oksigen yang diperlukan oleh
mikroorganisma dan bakteria bagi menstabilkan kandungan bahan organik biosorot di
dalam air (Sawyer et. a/., 2003). Bahan organik biosorot ini mengandungi unsur karbon
dan nitrogen. Proses pengoksidaan akan berlaku apabila bahan organik biosorot diurai
.
oleh mikroorganisma. Hasil penguraian akan menghasilkan tenaga yang akan
digunakan oleh mikroorganisma itu sendiri. Faktor suhu, masa dan kuantiti cahaya
akan mempengaruhi kandungan BOD di dalam air. Parameter COD akan menentukan
kandungan bahan kimia yang terdapat di dalam air (Kambe et. a/., 2007). Parameter ini
dapat memendekkan masa ujian kerana bahan organik akan dioksidakan secara kimia
I
dan bukan terurai secara semulajadi seperti BOD yang memerlukan masa sehingga
lima hari untuk diuraikan.
Parameter DO pula akan menentukan tahap pencemaran air (Kambe et. a/.,
2007). Kandungan oksigen terlarut adalah dipengaruhi oleh suhu. Petambahan suhu
akan menyebabkan penurunan kadar"kandungan oksigen terlarut. Oksigen terlarut ini
amat penting kepada semua ekosistem akuatik untuk meneruskan kelangsungan
hidup. Kandungan oksigen terlarut yang tidak mencukupi akan mengakibatkan
ekosistem akuatik akan mati akibat kesukaran bernafas. Parameter SS biasanya terdiri
daripada zarah-zarah organik dan zarah-zarah tidak organik yang mempunyai saiz
yang lebih besar daripada 0.001 mm dan tidak larut dalam air (Kambe et. a/., 2007).
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Zarah-zarah organik terdiri dqripada alga, bakteria dan protozoa manakala zarah-zarah
tidak organik terdiri daripada tanah liat dan kelodak. Kehadiran pepejal terampai akan
menyebabkan air menjadi keruh, berkeladak, berbau serta beracun. Miroorganisma
aerobik yang mengurai bahan organik di bahagian atas air akan menghasilkan karbon
dioksida, air dan sel-sel baru. Mikroorganisma anerobik pula akan mengurai bahan
organik dan sel-sel yang terenap kepada asid organik dan seterusnya kepada karbon
dioksida, air, hidrogen sulfida dan metana.
Pemantauan secara biologi terhadap tahap kualiti air telah berkembang sejak
dua dekad yang lalu. Pemantauan biologi dilakukan terhadap ekosistem akuatik di
sepanjang sungai (Maznah & Mansor, 2002). Kitar hidup spesis ekosistem akuatik
yang terdiri daripada tumbuhan dan haiwan adalah singkat di samping pembiakan dan
kepupusan yang silih berganti menarik perhatian ahli-ahli biologi. Pelbagai usaha telah
dijalankan untuk menjadikan haiwan sebagai parameter pemantauan (Bradley &
Ormerod, 2001). Satu sistem telah direkabentuk berdasarkan kehadiran jenis haiwan
serta bilangannya yang berada di satu-satu kawasan pemantauan. Namun kehidupan
spesis haiwan yang bermusim adalah tidak sesuai dijadikan sebagai penunjuk
(Maznah & Mansor, 2002).
Rosenberg (1998) telah menjalankan satu penyelidikan dan hasilnya beliau
mendapati pemantauan secara biologi adalah lebih baik berbanding pemantauan
secara kimia dan merumuskan tumbuhan sesuai dijadikan penunjuk kepada kualiti air.
Milner et. al. (2006) telah menjalankan ujian penentuan kualiti air dengan
menggabungkan beberapa parameter kimia kepada ekosistem akuatik. Hasil kajian
menunjukkan pemantauan secara kimia kurang berkesan berbanding pemantauan
secara biologi. Pensampelan biologi telah digunakan dalam program pemantauan
terhadap sungai-sungai yang tercemar. Hasil kajian mendapati spesis-spesis alga




Spesis alga adalah populasi tumbuhan akuatik yang merupakan kumpulan
organisma akuatik yang terbesar dan kebanyakan daripadanya adalah terdiri daripada
organisma berbilang sel (multisel) dan selebihnya adalah organisma sel tunggal
(unisel) (Boyra et. al., 2004). Spesis alga juga merupakan tumbuhan hujau yang
mempunyai klorofil di mana mampu menghasilkan makanannya sendiri melalui proses
fotosentisis. Spesis alga juga akan mengeluarkan bahan organik seperti karbon terlarut
dan asid hidropobik kepada persekitaran. Sebatian tak organik pula seperti karbon
dioksida, ammonia, nitrat dan fosforus juga menjadi punca makanan kepada alga
untuk membiakkan spesis-spesis alga yang baru seterusnya menghasilkan oksigen.
2.3.1 Kesan Komposisi Alga Serta Penggunaan Alga Kepada Persekitaran
Bahan organik yang dilepa~an oleh spesis alga kepada persekitaran sangat
berbahaya disamping mengandungi toksin. Spesis alga Cylindrospermopsis
Raciborskii contohnya boleh menyebabkan pengaratan air terjadi (Backer, 2002).
Sistem rekreasi akuatik akan menjadi tidak seimbang disebabkan oleh pengaratan air.
Populasi alga ini boleh membiak dalam air yang cetek dan menyebabkan kematian
kepada hidupan akuatilf akibat kekurangan oksigen terlarut yang terkandung di dalam
air. Selain itu, toksin yan~terhasil daripada spesis Cylindrospermopsis Raciborskii ini
boleh mengancam nyawa manusia (Wilson & Recknagel, 2001). Toksin ini juga
mungkin terkandung di dalam air minuman atau wujud di dalam sistem rantaian
makanan manusia.
Lu & Hodgkiss (2004) membilktikan toksin-toksin daripada alga mampu
melepasi kaedah rawatan air yang dilakukan secara normal dan tegar kepada suhu
didih air. la akan mengakibatkan gastrik dan keracunan kepada hati. Bornet et. al
(2005) pula melaporkan toksin daripada spesis alga seperti Alexandrium, Dinophysis
dan Psuedo-nitzschia Multiseries boleh menyebabkan hidupan laut pupus akibat
keracunan. Perkara ini akan menyebabkan pengurangan kepada permintaan eksport
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makanan laut. Spesis alg? seperti Heterosigma Akashiwo dan Cryptosporidium
Parvum mampu membunuh spesis-spesis ikan dengan mengakibatkan insang ikan
tersumbat teruk (Yoon et. al., 2005 & Coyne et. al., 2005). Selain itu, spesis alga
seperti Cyanophytes menyebabkan bau, rasa dan warna kepada bekalan air minuman
berubah sama sekali seterusnya meningkatkan rungutan di kalangan pelanggan
(Komarek, 2005). Masalah-masalah ini mampu diatasi atau sekurang-kurangnya kadar
kes dapat diturunkan sekiranya pembiakan populasi spesis alga ini dapat dikekang
pada peringkat awallagi.
2.4 Rangkaian Neural
Penggunaan kecerdikan buatan kini adalah selari dengan arus pembangunan
negara. Bidang ini memainkan peranan yang penting dalam membaiki taraf kehidupan
rakyat. Rangkaian neural buatan adalah salah satu cabang dalam kecerdikan buatan
yang digunakan bagi memodelkan fungsi otak. Berdasarkan prinsip otak beroperasi,
rangkaian neural buatan direkabentuk menyerupai pengoperasian otak seperti
pembinaan struktur senibina, teknik pembelajaran dan teknik pengoperasian.
2.4.1 Rangkaian Neuron Biologi
Neuron merupakan struktur asas bagi sistem saraf dalam tubuh badan
manusia. Senibina neuron adalah terdiri daripada nukleus, sel badan, dendrit, akson
dan sinaps seperti yang ditunjukkan di dalam Rajah 2.1 (Nicholls et. al., 2001). Setiap
satu neuron terdiri daripada satu badan sel yang mempunyai banyak cabang-cabang
dan cabang-cabang ini dinamakan dendrit yang berfungsi untuk menerima maklumat
daripada neuron-neuron lain melalui akson. Akson pula akan menghantar maklumat
daripada badan sel pada satu neuron kepada badan sel neuron yang lain. Setiap satu
neuron disambungkan dengan satu neuron yang lain melalui satu ruang kecil yang
terdapat di antara dendrit dan akson yang dikenali sebagai ruang sinaps. Proses
penghantaran dan penerimaan segala maklumat berlaku pada ruang sinaps ini. Setiap
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maklumat dikodkan berdasarkan perubahan denyut elektrik. Apabila denyut elektrik ini
melepasi had atau nilai ambang tertentu pada sinaps tertentu, sinaps tersebut akan
terangsang. Penghantaran dan penerimaan informasi di antara dua neuron akan
berlaku. Sebaliknya bagi denyut elektrik yang kurang daripada nilai ambang yang
ditetapkan, sinaps akan terencat. Perencatan sinaps akan menghalang perhubungan
di antara dua neuron.
Sim:Jps
Rajah 2.1: Gambarajah neuron biologi.
2.4.2 Rangkaian Neural Buatan
Rangkaian neural merupakan suatu sistem pemprosesan maklumat yang
~
mengandungi· satu set unit pemprosesan yang disambungkan melalui saluran lain
secara selari mengikut struktur yang tertentu. Rangkaian ini direkabentuk bagi
memodelkan sebahagian daripada fungsi otak manusia seperti pemprosesan isyarat,
operasi matematik, perhubungan, penge.nalpastian sistem dan banyak lagi. Selain itu,
rangkaian neural juga mampu menerangkan hubungan linear dan hubungan tidak
linear sesuatu sistem dan mampu mempelajari hubungan-hubungan ini secara terus
daripada model data. Haykin (2001) menakrifkan rangkaian neural sebagai pemproses
teragih selari besar yang mempunyai satu kecenderungan semulajadi untuk
penyimpanan pengetahuan berpengalaman dan menggunakannya. la menyerupai otak
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manusia berdasarkan dua perkara berikut, pertama pengetahuan diperolehi oleh
rangkaian melalui proses latihan dan pembelajaran dan kedua kekuatan sambungan di
antara neuron yang dikenali sebagai pemberat sinaps digunakan untuk menyimpan
pengetahuan.
2.4.2.1 Pemodelan Neuron
Pemodelan neuron bagi rangkaian neural buatan adalah diadaptasikan





medium pemprosesan dan penghantaran maklumat bagi satu-satu rangkaian neural
buatan. Berdasarkan kepada Rajah 2.2, tiga komponen penting yang merupakan
pembentukan neuron adalah satu set sinaps atau sambungan rangkaian, satu
penambah dan satu fungsi pengaktifan. Setiap sinaps bagi setiap neuron diberikan
Rajah 2.2: Pemodelan neuron tak lelurus.
Pemodelan neuron secara matematik berdasarkan Rajah 2.2 boleh ditakrifkan
berdasarkan dua persamaan berikut:
satu nilai pemberat. Anggap neuron k yang dianalisa mempunyai n bilangan sinaps
atau n data masukan. Data atau signal Xj pada masukan sinaps ke-j yang
disambungkan pada neuron k akan didarabkan dengan nilai pemberat sinaps ke-j







sinaps kepada keluaran pemprosesan bagi sesuatu neuron. Penambah pula berfungsi
untuk menambah semua signal atau data Xj yang telah diberatkan atau didarabkan
dengan pemberat sinaps masing-masing. Hasil tambah nilai-nilai tersebut akan
dihantar kepada fungsi pengaktifan.
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Berdasarkan persamaan (2.1) dan (2.2), Uk adalah keluaran penambah, Xj adalah data
atau signal masukan pada sinaps ke-j, wkj adalah pemberat sinaps ke-j untuk neuron k
dan cpr-) adalah fungsi t>engaktifan. Manakala, Yk dan n masing-masing adalah




Rangkaian neural buatan ini dibezakan di antara satu sama lain oleh seni bina
dan teknik atau algoritma pembelajarannya (Whelstead, 1994). Pemilihan seni bina
rangkaian neural buatan yang sesuai adalah penting untuk menentukan kecekapan
rangkaian neural tersebut. Seni bina rangkaian neural terbahagi kepada dua iaitu
rangkaian neural suap depan (feedforward neural network) dan rangkaian neural suap
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balik (feedback neural netw~rk) (Norgaard et al., 2000, Gallant, 1995, Haykin, 2001).
Rajah 2.3 menunjukkan gambarajah rangkaian neural suap depan. Rangkaian ini
terdiri daripada tiga lapisan utama iaitu lapisan masukan, tersembunyi dan keluaran.
Lapisan tersembunyi ini bertindak sebagai perantaraan di antara lapisan masukan dan
Berdasarkan kepada seni bina di antara kedua-dua jenis rangkaian neural ini,
rangkaian neural suap depan mampu memberikan keputusan lebih pantas berbanding
rangkaian neural suap balik disebabkan oleh keupayaan rangkaian neural suap depan
untuk memodelkan sesuatu sistem dengan satu laluan ke hadapan sahaja tanpa perlu
lapisan keluaran. menyuap-balik sebarang keluaran (Nelson & Illingworth, 1992).
Rajah 2.3: Rangkaian neural suap depan.
. .... - ---. .
set data ujian, masing-masing akan digunakan pada fasa latihan dan padafasa ujian





Proses pembelajaran merupakan satu pr
(supervised
2001). Set data pula akan dibahagil\.an kepa·.
yang selalu diaplikasikan dal
2.4.2.3 Proses Pembelajaran
.' ··· .. co,.·,·.c·c·.·. '.' ..... ,-,. ,..
• - _,'''''''-- ... '. -C-- .• ',',:"C:










Rajah 2.4 menunjukkan gambarajah rangkaian neural suap balik. Rangkaian ini (Guo et. al;,. 2004).
membenarkan data atau isyarat bergerak pada pelbagai arah berdasarkan gelung
pergerakan yang ditetapkan oleh rangkaian. Data atau isyarat boleh merambat ke
Bagi pembelajaran terselia, pembelajaran ini mampumembentuk fungsi-fungsi
berdasarkan set data-data latihan. Setdata latihan yang digunakan perlu mengandungi
hadapan dan boleh disuap balik untuk menjadi masukan kepada neuron sebelumnya. sepasang parameter m?sukan dan parameter keluaran yang dikehendaki. Satu-satu
keluaran bagi fungsi merupakan satu nilai yang berterusan yang dipanggil regrasi atau
~
Masukan Keluaran
IlJlai yang boJeh meramallabeHabelkelas.bagldata-data rnasukanyangdipanggil
pengklasifikasian. Pemhelajaran tak terseliapula··merupakan kaedah .pembelajaran
yang mana mOdellatihantelanditetapkar1Pqgimelakukananggaran. Pembelajaran ini
berlainand<:iripada pemhelajaran· terse~ak~rGma. PembeJajarallini tidakmempunyai
sasarankeluaran, Dalam pernbelajaran. tak •terselia,set datamasuk<:in akan
dikumpulkan.P'embelajarantakterseliaakan menganggap datamasukan adalah satu
set pembolehubah rawak.
Rajah 2.4: Rangkaian neural suap balik.
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2.4.3 Aplikasi Rangkaian,Neural Dalam Menentukan Komposisi Alga
Penggunaan rangkaian neural telah berjaya diaplikasikan dalam menentukan
2.5 Ringkasan
Penerangan yang diberikan dalam bahagian 2.2 menerangkan klasifikasi kualiti
kualiti air sungai. Pelbagai parameter masukan telah digunakan dalam mencari
parameter manakah yang mampu memberikan tahap kejituan yang tertinggi.
Kebanyakan pembolehubah yang digunakan sangat bergantung kepada musim. Oleh
sebab itu, para penyelidik terpaksa mencari parameter yang kurang bergantung
kepada perubahan musim. Kumpulan alga telah diketahui umum merupakan
kumpulam ekosistem akuatik yang terbesar. Kajian yang dilakukan kepada komposisi
alga didapati bahawa komposisi alga ini mampu menjadi satu parameter masukan
yang baik disamping paling kurang bergantung kepada sebarang perubahan musim.
Setakat kajian ilmiah yang dijalankan, didapati masih belum pernah lagi
komposisi alga dijadikan sebagai parameter masukan kepada rangkaian neural.
Pembangunan rangkaian neural dengan menggunakan komposisi alga sebagai
parameter masukan hanya diaplikasikan dalam meramal pertumbuhan alga pada masa
akan datang. Reckhegel et. al., (1997) telah menjalankan kajian untuk meramal
pertumbuhan alga menggunakan rangkaian neural. Rangkaian neural telah digunakan
sebagai alternatif kepada pendekatan semasa yang selalu digunakan. Penggunaan
rangkaian neural dalam meramal pertumbuhan alga di dalam air telah mendapat
pengesahan ahli-ahli limnologi di mana ramalan yang telah dilakukan adalah tepat dan
keputusan yang diberikan boleh diterimapakai. Keputusan ramalan itu juga telah
menunjukkan bahawa rangkaian neural mampu disesuaikan dengan kekompleksan
dan ketidak lelurusan komposisi alga.
Berikutan kejayaan yang ditunjukkan oleh kajian Rechnagel, maka satu
rangkaian neural telah dibangunkan dengan menggunakan komposisi alga sebagai
parameter masukan. Komposisi alga mampu dijadikan parameter masukan dengan
baik untuk meramal pertumbuhan alga pada masa akan datang. Oleh itu,
pembangunan satu sistem penentuan kualiti air berdasarkan komposisi alga
menggunakan rangkaian neural tidak mustahil dapat dilakukan.
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air sungai dan beberapa kaedah bagi menentukan kualiti air tersebut. Penentuan kualiti
air adalah penting bagi mengukur tahap pencemaran air yang telah berlaku. Beberapa
kaedah telah digunakan dalam memantau dan menentukan kualiti air iaitu dengan
menggunakan kaedah pemantauan secara fizikal, pemantauan secara kimia dan
pemantauan secara biologi.
Komposisi alga pula diterangkan dalam bahagian 2.3, di mana bahagian ini
menerangkan penggunaan alga yang mampu digunakan sebagai penunjuk kepada
tahap kualiti air. Komposisi alga adalah salah satu parameter yang telah digunakan di
dalam kaedah pemantauan secara biologi. Daripada penyelidikan terdahulu, komposisi
alga mampu mengakibatkan keracunan kepada sumber air seterusnya mendatangkan
penyakit kepada manusia, haiwan. dan tumbuh-tumbuhan. Rangkaian neural pula
diterangkan dalam bahagian 2.4. Anologi konsep pengoperasian kepada pemikiran
otak manusia telah berjaya diaplikasikan menggunakan rangkaian neural. Kesesuaian
sesuatu rangkaian neural untuk digunakan sebagai fungsi tertentu bergantung kepada
pemilihan jenis seni bina, pemilihan teknik pembelajaran, penyediaan data masukan,
pemilihan nilai-nilai p'arameter awalan dan saiz rangkaian, dan analisa akhir
I
prestasinya.
Penyelidikan terdahulu telah berjaya menggunakan rangkaian neural seperti
rangkaian perseptron berbilang lapisan (Multilayered Perceptron, MLP) dalam
menentukan tahap kualiti air. Kajian penentuan kualiti air menggunakan rangkaian
neural berdasarkan parameter-parameter kimia telah dijalankan dengan meluas namun
kajian penentuan kualiti air menggunakan rangkaian neural berdasarkan parameter-
parameter biologi buat masa kini masih belum diterokai. Oleh itu, kajian yang sedang
dijalankan ini akan menentukan kualiti air sungai menggunakan rangkaian neural
dengan menggunakan parameter-parameter biologi sebagai parameter masukan.
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BAB3
PENENTUAN KUALITI AIR SUNGAI MENGGUNAKAN RANGKAIAN NEURAL
3.2 Analisis Diskriminan
Pada peringkat awal, analisis diskriminan (Discriminant Analysis, DA) hanya
3.1 Pengenalan
Penggunaan rangkaian neural sebagai teknik pengklasifikasian tahap kualiti air
diaplikasikan dalam bidang perubatan (Golland et. al., 1999) dan biologi sahaja
(Zhang, 2000). Berdasarkan kejayaan yang ditunjukkan oleh kajian terdahulu, analisis
diskriminan digunakan dengan meluas dalam bidang perniagaan (Tang & Chi, 2005),
telah berjaya meningkatkan mutu penentuan kualiti air yang sebelum ini hanya
menggunakan kaedah manual (Zaheer & Bai, 2003, Suen & Eheali, 2003). Komposisi
alga telah dipilih sebagai parameter masukan kepada rangkaian neural berikutan
kejayaan yang ditunjukkan semasa pemantauan secara biologi yang dilakukan dengan
menggunakan komposisi alga sebagai penunjuk (Maznah & Mansor, 2002).
Komposisi alga telah disahkan mampu menjadi penunjuk atau parameter dalam
menentukan tahap kualiti air (Maznah & Mansor, 2002). Tahap kualiti air dikelaskan
kepada tiga kategori iaitu bersih (clean), pertengahan (moderate) dan tercemar
(polluted). Penyelidikan ini juga telah mengambil satu langkah ke hadapan dengan
mencadangkan penggunaan rangkaian neural untuk menentukan jenis air terlebih
dahulu sebelum tahap kualiti air dikesan. Oleh kerana penyelidikan ini menentukan
jenis dan kualiti air, maka sampel-sampel air sungai dijadikan parameter masukan.
Setelah jenis air dikelaskan, barulah kualiti air itu dapat ditentukan. Ini bermakna setiap
sampel air yang diuji akan ditentukan jenisnya sama ada dari jenis air tawar atau air
payau kemudian, air ini akan ditetapkan kualitinya sama ada bersih, pertengahan atau
tercemar.
Bab ini akan membincangkan tentang analisis diskriminan dan rangkaian neural
yang akan digunakan dalam menentukan jenis dan tahap kualiti air sungai. Antara
rangkaian-rangkaian neural yang digunakan ialah rangkaian RBF, MLP, HMLP, HiMLP
dan H2MLP. Algoritma latihan yang digunakan untuk menentukan parameter-parameter
rangkaian neural tersebut juga akan diterangkan. Selepas itu, metodologi penggunaan
rangkaian-rangkaian neural tersebut akan dibincangkan.
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pembelajaran (Sheel, 2001) dan kejuruteraan (Mitra & Pal, 2002).
DA merupakan satu teknik statistik yang diaplikasikan bagi mengkelaskan
sesuatu cerapan kepada beberapa kumpulan pengkelasan. Kumpulan pengkelasan
perlu ditetapkan terlebih dahulu berdasarkan sifat-sifat cerapan. DA akan menganalisa
data-data apabila pembolehubah bersandar yang berbentuk kategori kumpulan dan
pembolehubah tak bersandar berada dalam satu selang yang sama. Objektif pertama
DA adalah menghasilkan satu fungsi diskriminan atau kombinasi linear di antara
pembolehubah tak bersandar yang. ~erbaik yang akan menjadi penentu diskriminan
yang akan mengasingkan data-data kepada beberapa kumpulan pengkelasan
berdasarkan sifat-sifat penentu diskriminan tersebut dan kedua pula adalah
menentukan pembolehubah tak bersandar yang memberikan impak yang tinggi
terhadap kumpulan-kumpulan.
3.2.1 Aplikasi Analisis Diskriminan
...
DA dapat diaplikasikan kepada set-set data sekiranya pembolehubah
bersandar dapat dikelaskan kepada beberapa kumpulan manakala bagi pembolehubah
tak bersandar pula adalah bersifat selanjar. Keluaran yang diberikan oleh analisis
diskriminan akan diukur berdasarkan taf:luran data dan darjah tindanan yang berlaku.
Skor-skor diskriminan mestilah bertabur dalam taburan normal dan bertindan dalam
darjah tindanan yang keci!. Rajah 3.1 menunjukkan taburan normal yang baik dan
taburan normal yang kurang baik bagi analisis diskriminan.
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Rajah 3.1: Taburan normal yang bagi analisis diskriminan bagi (a) taburan
normal yang kurang baik dan (b) taburan normal yang baik.
Skor diskriminan adalah hasil tambah pemberat lelurus bagi pemberat
diskriminan. Kesemua pemberat dipiawaikan bagi memastikan perbezaan skala di
3.2.2 Tahap Keertian Pembolehubah Diskriminan
Setiap pembolehubah dalam analisis diskriminan mempunyai tahap keertian
sama ada sama atau berbeza di antara satu sama lain. Oleh sebab itu, ujian kepada
tahap keertian pembolehubah diskriminan perlu dijalankan. Satu ujian univariat
dijalankan kepada pembolehubah tak bersandar bagi mendapatkan nilai purata bagi
setiap kumpulan pengkelasan. Pembolehubah tak bersandar akan diuji secara satu
persatu bermula daripada pembolehubah tak bersandar pertama sehingga
pembolehubah tak bersandar terakhir. Satu hipotesis dibentuk seperti berikut:
antara peombolehubah-pembolehubah dihapuskan. Skor diskriminan adalah dikira




Z adalah skor bagi fungsi diskriminan,
al'a2 ......a" adalah pekali diskriminan,
(3.1 )
dengan f.11 dan P2 masing-masing merupakan purata bagi kumpulan satu dan
kumpulan dua. Hipotesis nol, H
o
menyatakan bahawa nilai purata bagi pembolehubah
tak bersandar bagi kedua-dua kumpulan adalah sama manakala bagi hipotesis
alternatif, H" pula menyatakan nilai purata bagi pembolehubah tak bersandar adalah





xl'x2 ••••x n adalah pembolehubah tak bersandar,
dan fJ adalah pemalar yang ditetapkan.
Rajah 3.2 pula menunjukkan serakan data yang berlaku semasa analisis
diskriman dijalankan. Analisis ini dijalankan kepada dua kumpulan pembolehubah
bersandar. Oleh itu, data akan diserakkan kepada dua kumpulan dan setiap




hipotesis nol diterima sekiranya paras keertian kurang daripada 5%.
Ujian multivaria\ juga dijalankan kepada pembolehubah tak bersandar bagi
mendapatkan nilai purata<4 bagi setiap kumpulan pengkelasan. Pembolehubah tak
bersandar bagi ujian multivariat akan diuji secara keseluruhan, berbanding ujian
univariat yang melakukan ujian kepada pembolehubah tak bersandar secara satu




Sama seperti ujian univariat yang dilakukan, hipotesis nol akan ditolak apabila paras
keertian ujian mutivariat melebihi 5% manakala hipotesis nol diterima apabila paras
keertian kurang daripada 5%. Penolakan hipotesis nol memberikan keputusan purata
dirintis oleh Powell (1985), Broomhead & Lowe (1988) telah menggunakan penemuan
Powell (1985) di dalam pembinaan satu rangkaian neural yang dikenali sebagai
rangkaian RBF. Beberapa penyelidikan telah dijalankan dan telah memberikan
bagi pembolehubah tak bersandar bagi kedua-dua kumpulan adalah tidak sama. Oleh sumbangan besar terhadap teori, pembinaan struktur dan aplikasi rangkaian RBF
kerana nilai paras keertian melebihi 5%, maka analisa seterusnya iaitu analisis fungsi (Mashor, 2000a & Poggio & Girosi, 1990).
diskriminan tidak dapat dibentuk. Sekiranya hipotesis nol diterima, purata keseluruhan
penbolehubah tak bersandar adalah sama dan pembolehubah tak bersandar adalah 3.3.1 Seni Bina dan Ciri-ciri Rangkaian
bererti. Oleh itu analisa untuk menerbitkan fungsi diskriminan dapat dilakukan dan satu Ciri-ciri rangkaian RBF adalan berdasarkan konfigurasi rangkaian neural suap
model diskrimian dapat dibentuk seperti Persamaan 3.1. depan seperti yang ditunjukkan di -cjalam Rajah 3.5. Rangkaian ini terdiri daripada
3.2.3 Kaedah Titik Pemisahan
Skor diskriminan yang diperolehi dapat digunakan bagi menentukan nilai titik
pemisah di antara kelas-kelas. Bagi pengkelasan kepada dua kumpulan, secara
lapisan masukan, lapisan tersembunyi dan lapisan keluaran. Nod-nod berwarna putih
pada Rajah 3.5 mewakili lapisan masukan kepada rangkaian RBF yang berfungsi
untuk menyediakan data masukan. Nod-nod yang berwarna kelabu pada Rajah 3.5
pula mewakili lapisan tersembunyi dan disertakan bersama satu set fungsi asas
amnya pada satu kumpulan pengkelasan akan mempunyai nilai skor diskriminan yang
di mana Z\ dan Z2 masing-masing adalah purata nilai skor diskriminan bagi kumpulan
melebihi nilai titik pemisah manakala satu kumpulan pengkelasan lagi mempunyai nilai
skor diskriminan kurang daripada nilai titik pemisah. Kaedah berikut selalu digunakan
bagi mencari nilai titik pemisah seperti berikut:
(3.5)i =1,2, ....,m
diwakili oleh persamaan:
hitam pada Rajah 3.5 mewakili lapisan keluaran di mana tindakbalas keluaran akan
disediakan terhadap corak pengaktifan data masukan. Keluaran satu rangkaian RBF
jejarian yang telah dipi1ih. Setiap nod tersembunyi terdiri daripada satu susunan nod-
nod yang mengandungi vElktor parameter yang dinamakan pusat. Nod-nod berwarna




satu dan kumpulan dua.
di mana m adalah bilangan nod keluaran, n adalah bilangan nod masukan dan nil
adalah bilangan nod tersembunyi. Berdasarkan Persamaan (3.3), w ij ialah pemberat
I
I
,.\ sambungan dari nod tersembunyi kepada nod keluaran, WiD ialah pemberat
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bentuk Euclidean.
ialah fungsi asas tak lelurus dan 11-11 ialah ukuran jarak yang kebiasaannya di dalam
(3.7)
Pusat-pusat pengelompokan Ct, C2 .. ,.Ck dikemaskinikan dengan mencari purata bagi
data-data Vi' Pusat-pusat pengelompokan Ct, C2 .. "Ck dikemaskinikan sehingga data-
pusat tidak lagi berubah.
Parameter ranbkaian RBF perlu ditentukan nilai pemberat sambungan tak
lelurus di antara nod ters~mbunyi dengan nod keluaran. Secara tipikal, nilai pemberat
data menumpu pada pusat-pusat pengelompokan dengan baik, di mana nilai-nilai
pengelompokan menggunakan persamaan :
diberikan. Semua data Vi diumpukkan kepada pusat terdekat dan lokasi pusat
mana i =1, 2, ... , N , dan j =1, 2, ... , nco Nilai awalan pusat pengelompokan Ct, C2 ....Ck
Pertimbangkan satu masalah yang mempunyai N data yang akan
dikelompokkan kepada nc pusat. Katakan Vi adalah data ke-i dan Cj adalah pusat ke-j di
majoriti. Penyelidikan oleh Hush & Horne (1993) mendapati algoritma pengelompokan
purata-k sering digunakan disebabkan oleh teknik ini mudah diimplemenkan dan
keupayaannya untuk memberikan keputusan yang baik. Teknik pengelompokan ini
juga telah digunakan dengan meluas bagi menempatkan pusat rangkaian RBF. Teknik









lelurus. Ini bermakna setiap sistem yang lelurus akan dimodelkan sebagai sistem tak
lelurus apabila pemodelan dilakukan menggunakan rangkaian RBF.
Fungsi asas jejarian diaplikasikan pada setiap nod tersembunyi bagi
memproses data masukan yang telah diberikan. Penggunaan fungsi asas jejarian
terhadap setiap nod tersembunyi akan menyebabkan rangkaian RBF bersifat tak
sambungan pincang, c/t}. ialah pusat rangkaian RBF, v(t) ialah data masukan,~(.)
mengimplementasikan transformasi tak lelurus bagi satu-satu proses penganggaran
Rangkaian MLP berkeupayaan untllk digllnakan sebagai pengimplementasi
fungsi logik Boolean, mampu untuk mengklasifikasikan data serta berkeupayaan untuk
sambungan rangkaian pada lapisan keluaran dapat ditentukan melalui penggunaan
algoritma kuasa dua terkecil Givens (Givens feast square, GLS) (Mashor, 2000a).
Algoritma GLS ini diperkenalkan oleh Gentleman (1973).
I,
Rajah 3.5: Seni bina rangkaian RBF.
3.3.2 Penempatan Pusat Rangkaian dan Pemberat Sambungan Rangkaian
Poggio & Girosi (1990) telah memperkenalkan konsep awal penempatan pusat
rangkaian. Penyelidikan itu berjaya mengumpukkan semua data kepada beberapa
bilangan pusat tertentu. Penyelidikan itu juga telah membuktikan bahawa aturan
pengemaskinian pusat rangkaian RBF berdasarkan pendekatan penurunan cerun
(gradient descent) mampu menempatkan pusat rangkaian ke dalam taburan data
3.4 Rangkaian Perseptron Berbilang Lapisan
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(Crone et. a/., 2004). Peny~lidikan ini mencadangkan penggunaan rangkaian MLP sambungan berpemberat, w~. Setiap nod pada lapisan tersembunyi akan beroperasi
dalam menentukan tahap kualiti air sungai. Rangkaian ini akan dilatih menggunakan seperti model perseptron dengan fungsi sigmoid sebagai fungsi pengaktifannya.
algoritma perambatan balik (backpropagation, BP), algoritma Lavenberg-Marquard Keluaran bagi nod tersembunyi ke-j, u j diberi oleh persamaan:
(LM) dan algoritma Bayesian Regularization (BR).
untuk 1 :s; j :s; nit (3.28)
3.4.1 Seni Bina dan Ciri-ciri Rangkaian
Rosenblatt (1958) merupakan perintis kepada permodelan perseptron (Hush &
Berdasarkan Persamaan (3.28), tp(.) ialah fungsi pengaktifan, b~ ialah nilai ambang
Horne, 1993). Beberapa perseptron yang dikaskadkan di dalam satu lapisan akan pada nod tersembunyi ke-j.
membentuk satu rangkaian yang dikenali sebagai rangkaian MLP. Perseptron di dalam Keluaran bagi setiap nod tersembunyi pula akan bergerak ke lapisan keluaran.
rangkaian MLP ini dirujuk sebagai neuron atau nod. Rajah 3.6 menunjukkan seni bina Data keluaran nod tersembunyi akan dihubungkan ke nod keluaran melalui
rangkaian MLP dengan nj nod masukan, nh nod tersembunyi dan m nod keluaran.
A
sambungan berpemberat, W~k' Keluaran bagi neuron keluaran ke-k, Yk diberikan oleh
(2005) menyatakan bahawa algoritma pembelajaran digunakan untuk mengubah
pemberat dan nilai am~ng. Kaedah ini juga dapat mengurangkan ketidaksepadanan
(3.29)untuk 1:s; k:s; m
menghampiri nilai-nilai sasaran. Kajian ini mencadangkan penggunaan tiga jenis
Kaedah pembelajaran merupakan satu prosedur untuk mengubahsuai
.
algoritma pembelajaran yang berlainan untuk melatih struktur rangkaian MLP.
pemberat-pemberat dan ambang bagi menggerakkan nilai-nilai keluaran rangkaian
antara keluaran sebenar dengan keluaran yang diberikan oleh rangkaian. Aggarwal





Rajah 3.6: Seni bina rangkaian MLP.
Algoritma latihan yang digunakan adalah perambatan balik (back propagation, BP),
Levenberg Marquard (LM) dan Bayesian Regularization (BR).




tersembunyi. Data masukan, Xi akan dihubungkan ke nod tersembunyi melalui
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3.4.2.1 Algoritma Perambatan Balik
Algoritma BP telah diperkenalkan oleh Werbos (1974) melalui kajian yang
dilakukannya. Rumelhart & McClelland (1986) telah membangunkan semula kajian dan
penggunaan oleh Werbos dan kajian itu telah digunakan sehingga kini. Penggunaan
algoritma BP mampu mengecilkan ralat purata kuasa dua (Mean Square Error, MSE)
Wilamowski et. aI., (2001) dalam kajian mereka. Dalam kajian tersebut, indeks prestasi
rangkaian neural yang optimum diberikan oleh:
(3.36)
dengan (J ij dan y ij masing-masing adalah keluaran ramalan dan keluaran sebenar
bagi pengiraan keluaran rangkaian.
Berikan nilai awalan kepada semua pemberat rangkaian dan nilai ambang.
rangkaian pada keluaran ke i pada lapisan ke j. W= [WI' Wz ....•w" yadalah pemberat
Masukan data dimasukkan kepada rangkaian neural setelah kesemua pemberat dan
nilai ambang ditetapkan nilai awalannya. Keluaran bagi nod tersembunyi diperolehi
kepada rangkaian. Persamaan (3.37) boleh diringkaskan kepada:
(3.37)
menggunakan persamaan: dengan vektor ralat E= [el.eZ ....eky dan ralat rangkaian adalah:
(
n· J
u; = qJ ! w~x; + b~
;=1
untuk 1::; j ::; nil (3.30) (3.38)
di mana wijadalah pemberat, u; adalah keluaran pada lapisan tersembunyi, b~ adalah
nilai ambang dan qJ adalah fungsi pengaktifan sigmoid. Keluaran pada nod 3.4.2.3 Algoritma Bayesian Regularization
tersembunyi pula diperolehi berdasarkan Persamaan (3.29). Ralat keluaran pada Selain daripada menggunakan algoritma BP dan algoritma LM dalam melatih
keluaran sebenar neuron j pada lelaran t.
dengan y; (t) adalah keluaran ramalan neuron j pada lelaran t dan y; (t) adalah
kaedah penurunan cerun. Algoritma ini digunakan untuk meminimumkan hasil tambah
bagi fungsi-fungsi tak-Ielurus. Langkah-Iangkah di bawah telah diaplikasikan oleh
3.4.2.2 Algoritma Lavenberg Marquardt
Penggunaan algoritma LM sangat efisyen dalam memberikan tahap kejituan
yang tinggi. Algoritma ini jelas bervariasi kepada kepantasan yang diberikan oleh
kaedah Newton serta memberikan kestabilan yang tinggi seperti yang ditunjukkan oleh (3.50)p(OJmIx)=maxP(OJ; Ix)
I
maksimum adalah:
varians-varians yang tidak diketahui. Duda et. a/., (2001) telah mencadangkan
permasalah pengitlakan data bagi rangkaian ini berdasarkan algoritma BR.
penggunaan hukum jiran terdekat- k ( k -Nearest-Neighbor Rule) dalam menyelesaikan
.
Dengan menganggap OJm(x) adalah persekutuan maksimum, kebarangkalian
pembolehubah rawak beFdasarkan taburan Gaussian dan berkait rapat dengan
pemberat-pemberat dalll pengambangan kepada rangkaian adalah dalam bentuk
Penetapan Bayesian (Bayesian Regularization, BR). Algortima latihan ini mengangap






(3.31 )e;(t) = y(t); - y/t)





Analisis dilakukan terhad!3p sifat-sifat hukum jiran terdekat akan menghasilkan
keadaan tak terhingga bagi purata kebarangkalian raJat P(e Ix). Purata kebarangkalian
ralat dilakukan terhadap kesemua data x:
Berdasarkan Rajah 3.7, sambungan lelurus terbentuk daripada sambungan
yang menghubungkan nod masukan terus kepada nod keluaran. Keluaran bagi
/\
rangkaian HMLP, Yk diberikan oleh persamaan:
P(e) = JP(e Ix)p(x)ox (3.51)
P(e) dapat diminimumkan dengan meminimumkan P(e Ix) bagi setiap data x.
untuk 1:s; k:s; Tn (3.57)
3.5 Rangkaian Perseptron Berbilang Lapisan Hibrid
Penyelidikan ini juga menggunakan rangkaian HMLP bagi menentukan tahap
Berdasarkan Persamaan (3.57), keluaran nod tersembunyi akan dihubungkan ke nod
keluaran melalui sambungan berpemberat, lV~k' Sebutan kedua pada bahagian kanan
persamaan pula mewakili sambungan lelurus di antara nod masukan dengan nod
I
i
kualiti air sungai. Rangkaian HMLP ini dipilih berdasarkan keupayaan rangkaian HMLP
ini memberikan prestasi yang lebih baik berbanding rangkaian MLP konvensional
(Mashor 2000b, 1999). Rangkaian ini akan dilatih menggunakan algoritma ralat
ramalan jadi semula ubahsuai (modified recursive prediction error, MRPE) yang
diperkenalkan oleh Mashor (2000b, 1999). Kajian tersebut membuktikan bahawa
rangkaian HMLP yang dilatih menggunakan algoritma tersebut berupaya menumpu
dengan lebih baik.
3.5.1 Seni Bina dan Ciri-ciri Rangkaian
Pengkaskadan beberapa perseptron di dalam satu lapisan akan membentuk
satu rangkaian yang dinamakan rangkaian MLP. Rangkaian MLP mempunyai sifat tak
lelurus yang tinggi yang menyebabkan sistem lelurus terpaksa dimodelkan dengan
model tak lelurus. Maka sambungan lelurus ditambahkan kepada rangkaian MLP
konvensional untuk mewujudkan satu rangkaian HMLP yang mampu memodelkan
sistem lelurus tersebut dengan lebih baik seperti yang ditunjukkan di dalam Rajah 3.7
(Mashor,2000b).
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keluaran dan w:k ialah pemberat sambungan lelurus tersebut. Berdasarkan
Persamaan (3.57), apabila nilai i = 0 J w:k dan Xi di dalam sebutan kedua masing-
masing akan mewakili pemberat samb~mgan dan masukan untuk masukan pincang
rangkaian. rp adalah satu fungsi 'pengaktifan dan penyelidikan ini memilih fungsi
sigmoid sebagai fungsi pengaktifan. w5k' wJk' wij dan nilai ambang b) tidak diketahui
dan dikemaskini untuk meminimumkan ramalan ralat yang diberikan oleh :
(3.58)











Rajah 3.7: Seni bina rangkaian HMLP.
Rangkaian HMLP ini telah dibuktikan mempunyai prestasi yang lebih baik
berbanding rangkaian MLP konvensional (Mashor, 2000b, 1999). Penyelidikan yang
terperinci telah dilakukan di dalarn kedua-dua penyelidikan oleh Mashor tersebut untuk
membuktikan keupayaan rangkaian HMLP tersebut. Rangkaian HMLP yang digunakan
ini marnpu menumpu dengan lebih baik dan cepat berbanding rangkaian MLP dan
RBF.
3.5.2 Pemberat Sambungan Rangkaian
Algoritma ralat ramalan jadi semula (recursive prediction error, RPE) telah
digunakan bagi mengatasi beberapa kelemahan yang ditunjukkan oleh algoritrna
perambatan balik (backpropagation, BP). Antaranya kadar penumpuan yang perlahan
ke atas rangkaian MLP. Algoritma ini mempunyai prestasi yang lebih baik berbanding
algoritma perambatan balik. Mashor (2000b, 1999) pula telah rnelakukan sedikit
mengubahsuaian terhadap algoritma RPE. Pengubahsuaian yang dilakukan ialah
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1
rnengoptirnum cara momentun dan kadar pembelajaran yang diumpukkan kepada
algoritma RPE. Algoritma yang diubahsuai ini dikenali sebagai ralat ramalan jadi
semula ubahsuai (modified recursive prediction error, MRPE). Rangkaian HMLP
dengan algoritma MRPE mampu menumpu dengan kadar yang lebih cepat berbanding
menggunakan algoritma RPE.
3.6 Rangkaian Neural Berhirarki
Penyelidikan ini juga rnenggunakan rangkaian neural berhirarki bagi
menentukan tahap kualiti air sungai. Rangkaian neural berhirarki ini digunakan kerana
keupayaannya dalam membuat ramalan seterusnya mengklasifikasikan data-data ke
dalarn kumpulan-kumpulan tertentu. Mat-Isa (2002) telah menggunakan rangkaian
berbilang lapisan hibrid berhirarki (Heirarchica/ Hybrid Multilayered Perceptron, H2MLP)
dalam mengklasifikasikan sel barah pangkal rahim kepada sel normal, LSIL dan HSIL.
Rajah 3.8 rnenunjukkan rangkaian neural berhirarki yang dicadangkan. bagi
menyelesaikan masalah yang melibatkan lebih daripada dua klasifikasi. Pembangunan
rangkaian neural berhirarki ini dapat menggantikan penggunaan satu rangkaian neural
dengan nod keluaran yang berbilang. Rangkaian neural berhirarki ini hanya
membenarkan satu nod keluaran sahaja pada satu-satu masa. Rangkaian ini
I
membenarkan setiap masukan data diklasifikasikan kepada dua kelas yang berlainan
.,.
sahaja.
Daripada Rajah 3.8, dapat diperhatikan rangkaian neural berhirarki ini
mengandungi n peringkat hirarki di mana rangkaian akan berfungsi berperingkat-
peringkat. Bermula pada hirarki peringkat pertarna, rangkaian neural ini akan berfungsi
sebagai data masukan kepada rangkaian neural pada hirarki kedua. Data keluaran
rangkaian neural pada hirarki peringkat pertama akan menjadi data rnasukan kepada
rangkaian neural pada hirarki peringkat kedua. Pada hirarki peringkat kedua, kelas
pertama bagi hirarki peringkat pertama akan menjadi data masukan kepada rangkaian
neural di sebelah kiri manakala kelas kedua bagi hirarki peringkat pertama akan
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menjadi data masukan Isepada rangkaian neural di sebelah kanan. Proses berkualiti pertengahan dan 32 data air payau berkualiti tercemar) digunakan sebagai
memasukkan data masukan kepada rangkaian neural pada setiap peringkat hirarki data latihan manakala sebanyak 140 data (23 data air tawar berkualiti bersih, 31 data
akan berterusan sehingga bilangan hirarki ke-n. air tawar berkualiti pertengahan, 39 data air tawar berkualiti tercemar, 16 data air
Hirarki pertama
payau berkualiti pertengahan dan 31 data air payau berkualiti tercemar) digunakan
sebagai data ujian. Sampel data telah dicerap di 12 buat stesen cerapan di sepanjang
lembangan Sungai Pinang, Pulau Pinang.
Hirarki kedua
3.8 Metodologi





neural akan menyebabkan rangkaian neural menjadi sangat kompleks. Oleh itu,
• •
analisis diskriminan (Discriminant Analysis, DA) digunakan untuk memilih dan
35
yang pakar dalam bidang ekologi alga, Dr Wan Maznah Wan Omar dari Pusat
perseptron berbilang lapisan hibrid (Hybrid Multilayered Perceptron, HMLP).
I
Penyelidikan ini juga mencadangkan penggunaan dua rangkaian berhirarki iaitu
<4
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dan RBF konvensional sebagai sistem penentuan tahap kualiti air. Selain itu,
memberikan impak yang tinggi dalam mengelaskan jenis dan tahap kualiti air sungai
rangkaian perseptron berbilang lapisan berhirarki (Heirarchical Multilayered
menggunakan dua jenis rangkaian neural yang sering digunakan iaitu rangkaian MLP
akan digunakan sebagai data masukan kepada rangkaian-rangkaian neural tersebut.
Perceptron, HiMLP) dan rangkaian perseptron berbilang lapisan hibrid berhirarki
(Heirarchical Hybrid Multilayered Perceptron, H2MLP) bagi menentukan jenis dan
kualiti air dengan lebih baik lagi. Spesi&-spesis alga yang telah dikenalpasti oleh DA
penyelidikan ini juga mencadangkan penggunaan satu rangkaian hibrid iaitu rangkaian
melakukan pengelaskan jenis dan tahap kualiti air sungai. Penyelidikan ini
menentukan jenis dan tahap kualiti a,ir sungai. Di samping itu juga, DA ini juga mampu
















NN = rangkaian neural, K = kelas data
K-1
Rajah 3.8: Gambarajah blok rangkaian neural berhirarki.
berkualiti pertengahan, 52 data air tawar berkualiti tercemar, 35 data air payau
78 jenis spesis alga yang telah berjaya dicerap dan akan digunakan sebagai
Pengajian Sains Kajihayat, USM. Bilangan data yang dicerap adalah sebanyak 320
data. Sebanyak 180 data (32 data air tawar berkualiti bersih, 32 data air tawar
semasa sampel dicerap. Sampel-sampel data telah dicerap oleh seorang ahli limnologi
akan ditandakan dengan '1' manakala '0' bagi alga yang tidak terdapat di dalam air
dicerap dijadikan penunjuk kepada data masukan. Kehadiran alga di dalam sampel air






Secara amnya, bab ini menerangkan tentang keseluruhan proses yang telah
BAB4
KEPUTUSAN DAN PERBINCANGAN
dijalankan di dalam kajian ini. Proses kajian dimulakan dengan memilih spesis-spesis
alga yang dominan sehinggalah kepada proses pembangunan sistem penentuan jenis 4.1 Pengenalan
dan kualiti air sungai. Antara proses-proses yang perlu dilalui bagi melengkapkan
kajian ini adalah penentuan spesis-spesis alga dominan, analisis kejituan pengelasan
jenis dan tahap kualiti air sungai serta pembangunan satu sistem penentuan jenis dan
kualiti air sungai. Analisis diskriminan telah diaplikasikan bagi menentukan spesis-
spesis alga yang memberikan impak yang tinggi dalam mengelaskan jenis dan kualiti
air sungai. Sebanyak 78 spesis alga terdapat di dalam lembangan Sungai Pinang dan
Oi dalam bab ini, beberapa ujian akan dilakukan menggunakan analisis
diskriminan bagi menentukan sepsis-spesis alga yang dominan. Alga dominan ini akan
digunakan sebagai parameter masukan kepada rangkaian neural. Ujian yang
dijalankan merangkumi ujian univariat dan ujian multivariat. Keputusan ujian-ujian yang
dilakukan akan dibincangkan dengan terperinci di dalam bab ini.
penentuan spesis alga yang dominan dapat mengurangkan kekompleksan rangkaian
neural yang akan dibangunkan kerana hanya spesis-spesis yang dominan sahaja akan
4.2 Keputusan Analisis Diskriminan
Berdasarkan kepada data-data spesis alga yang diperolehi, terdapat 78 spesis
I
I
dijadikan masukan data kepada rangkaian neural. Antara· rangkaian neural yang
dibangunkan adalah rangkaian RBF, MLP, HMLP, HiMLP dan H2MLP. Rangkaian yang
memberikan kejituan ramalan yang tinggi akan dipilih untuk diimplemenkan ke dalam
sistem penentuan jenis dan kualiti air sungai. Pembangunan sistem akan dilakukan
menggunakan rangkaian neural terbaik bagi memperolehi satu pengelasan yang
mempunyai kadar ketepatan yang tinggi.
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yang akan digunakan sebagai p~rameter masukan kepada rangkaian neural.
Penggunaan kesemua spesis alga sebagai parameter masukan akan menyebabkab
rangkaian menjadi sangat kompleks. Oleh itu, analisis diskriminan dilaksanakan bagi
mengenalpasti spesis-spesis alga dominan yang memberikan impak yang tinggi
sungai. Sampel-sampel data akan dikelaskan kepada lima kumpulan di mana setiap
kumpulan akan mewakili jenis dan kualiti air sungai yang dicerap.
4.2.1 Ujian Univariat
Jadual 4.1 menunjukkan keputusan bagi ujian univariat yang dilakukan
terhadap parameter-parameter diskriminan. Berdasarkan Jadual 4.1, didapati bahawa
.,
parameter diskriminan Frustulia Rhomboides (X ) Nitzschia Angustata (X )38 1 57 '
Pinnularia Mesolepta (X67) dan Pinnularia Splendida (X71) memberikan taburan nilai-
p yang lebih besar daripada 5%. Keputusan yang diperolehi juga menunjukkan bahawa
keempat-empat parameter ini memberikan impak yang rendah kepada proses






tinggi kepada proses peng~elasan kerana taburan nilai-p adalah kurang daripada 5%.
Oleh itu hipotesis nol ditolak pada keempat-empat parameter di atas manakala
hipotesis nol diterima bagi pembolehubah-pembolehubah tak bersandar yang lain.
JaduaI4.1: Keputusan ujian univariat bagi parameter-parameter diskriminan.
Komposisi Alga Pengenalan Taburan Nilai- p
Acnanthes Exigua Xl 0.000
Acnanthes Exigua Var Heterovalva X 2 0.000
Acnanthes Minutissima X 3 0.000
Acnanthes Oblongela X 4 0.000
Amphora Libica X s 0.000
Anomoeneis Brachysira X 6 0.000
Cocconeis Pediculus
":'(7 0.000
Cocconeis Placetula X 0.0008
Cocconeis Species X 9 0.000
Cocconeis Thumensis XIO 0.000
Coscinodiscus Antiquus Xli 0.000
Coscinodiscus Argus Xl2 0.000
Coscinodiscus Decipiens X13 0.000
Coscinodiscus Excentricus X l4 0.000
Coscinodiscus Granii X l5 0.000
Cymbella Species X I6 0.000
Cymbella Inaequalis X I7 0.000
Cyclotella Comta
.XI8 0.000
Cyclotella Striata X l9 0.000
Cyclotella Striata Var Baltica X 20 0.000
Diatoma Elongatum X 21 0.000
Diatoma Species ,X22 0.000
Diploneis Bombus
.<''"'(23 0.000
Diploneis Decipiens X 24 0.000
Diploneis Elliptica X 2S 0.002
Diploneis Interrupa X 26 0.000
Eutonia Faba X 27 0.000
Eutonia Grunowi X 28 0.000
Eutonia Monodon Var Alpina X 29 0.000




Eutonia Sadetica Var Inasa X 31 0.000
Eutonia Pectinalis X 32 0.000
Eutonia Pectinalis Var Minor X 33 0.000
Flagilaria Capucina X 34 0.000
Flagilaria Species 1 X 3S 0.000
Flagilaria Species 2
,X36 0.000
Flagilaria Crotonensis X 37 0.000
Frustulia Rhomboides X 38 0.639
Frustulia Rhomboides Var Saxonica X 39 0.000
Frustulia Saxonica X 40 0.001
Gomphonema Acuminatum X 41 0.001
Gomphonema Gracile X 42 0.000
Gomphonema Longiceps X 43 0.002
Gomphonema Parvalum X 44 0.000
Gomphonema Subventricosum X 4S 0.000
Hantzschia Ampioxys X 46 0.006
Navicula Crytocephala X 47 0.000
Navicula Cuspidata ~ X 48 0.000
Navicula Halophila X 49 0.000
Navicula Hustedtii X so 0.000
Navicula Obtusa X S1 0.000
Navicula Obtusa Var Scalpelliformis X S2 0.000
Navicula Radiosa X S3 0.000
Navicula Sigma X S4 0.000
Navicula Species I X S5 0.000
Neidium Affine
.. X S6 0.007
Nitzschia Angustata X S7 0.072
Nitzschia Amphibia X S8 0.000
Nitzschia Fanticola X S9 0.000
Nitzschia Littoralis X 60 0.000
Nitzschia Palea
\ X 6l 0.000
Pinnularia Biceps X 62 0.000
Pinnularia Biceps F. Petersenii X 63 0.000
Pinnularia Borealis X 64 0.000
Pinnularia Braunii Var Amphicephala X 6S 0.000
Pinnularia Maior Var Transerve X 66 0.000
Pinnularia Mesolepta X 67 0.452
Pinnularia Microstauron X 68 0.000
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Pinnularia Ruttneri , X 69 0.000
Pinnularia Species 1 X 70 0.000
Pinnularia Splendida X 71 0.074
Pinnularia Viridis X n 0.001
Psammothidium Bioretii X 73 0.000
Stauroneis Obtusa X 74 0.000
Surirella Linearis X 75 0.000
Surirella Parma Soveriegn X 76 0.000
Surirella Species 1 X 77 0.000
Surirella Tenuissima X n 0.000
4.2.2 Ujian Multivariat
Parameter-parameter yang memberikan impak yang tinggi daripada keputusan
ujian multivariat akan diuji menggunakan ujian multivariat bagi menentukan sama ada
terdapat hubungan terbentuk di antara satu pembolehubah bersandar dengan
pembolehubah bersandar yang lain. Terdapat hanya 74 pembolehubah tak bersandar
yang memberikan impak yang tinggi berdasarkan keputusan ujian univariat. Jadual 4.2
menunjukkan keputusan yang diberikan apabila ujian multivariat dijalankan dan
keputusan ujian menunjukkan terdapat hubungan di antara kumpulan-kumpulan
pembolehubah bersandar berdasarkan taburan nilai-p yang diperolehi oleh setiap
parameter diskriminan. Oi dapati hanya 21 parameter sahaja mampu membentuk
hubungan di antara kumpulan-kumpulan pembolehubah bersandar serta memberikan
impak yang tinggi kepada proses pengkelasan manakala parameter yang selebihnya
tidak mampu membentuk hubungan di antara kumpulan pembolehubah bersandar dan
memberikan impak yang rendah kepada proses pengkelasan. Jadual 4.2
menunjukkan bahawa parameter yang memberikan impak tinggi dengan taburan nilai-
p adalah kurang daripada 5% manakala parameter selain daripada parameter
berkenaan memberikan impak yang rendah dengan taburan nilai-p yang lebih besar
daripada 5%.
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Oaripada keputusan yang diperolehi, hipotesis nol diterima pada parameter
yang dinyatakan kerana mampu membentuk hubungan di antara kumpulan-kumpulan
pembolehubah bersandar serta memberikan impak yang tinggi kepada proses
pengkelasan. Hipotesis nol ditolak untuk parameter-parameter selain yang dinyatakan
sebelum ini kerana tidak mampu membentuk hubungan di antara setiap kumpulan
pembolehubah bersandar serta memberikan impak yang rendah kepada proses
pengkelasan, dengan taburan nilai-p melebihi 5%..
JaduaI4.2: Keputusan ujian multivariat bagi keseluruhan parameter diskriminan.
Komposisi Alga Pengenalan Taburan Nilai- p
Acnanthes Exigua Xl 0.071
Acnanthes Exigua Var Heterovalva X 2 0.631





Amphora Libica X 5 0.836
Anomoeneis Brachysira X 6 0.000
Cocconeis Pediculus X 7 0.110
Cocconeis Placetula X s 0.000
Cocconeis Species X 9 0.002
Cocconeis Thumensis X lO 0.132
Coscinodiscus Antiquus Xu 0.348
Coscinodiscus Argus' X 12 0.101
Coscinodiscus Oecipien~ X 13 0.912
Coscinodiscus Excentricus X l4 0.307
Coscinodiscus Granii X l5 0.000
Cymbella Species X l6 0.721
Cymbella Inaequalis Xl? 0.000
Cyclotella Comta . XIS 0.001,
Cyclotella Striata X l9 0.059
Cyclotella Striata Var Baltica X 20 0.063
Oiatoma Elongatum X 21 0.052
Oiatoma Species X 22 0.000
Oiploneis Bombus X 23 0.396
Oiploneis Oecipiens X 24 0.018
Oiploneis Elliptica X 25 0.070
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Diploneis Interrupa X 26 0.117
Eutonia Faba X 27 0.732
Eutonia Grunowi X 28 0.193
Eutonia Monodon Var Alpina X 29 0.814
Eutonia Pectinalis X 30 0.020
Eutonia Sadetica Var Inasa X 31 0.067
Eutonia Pectinalis X 32 0.318
Eutonia Pectinalis Var Minor X 33 0.901
Flagilaria Capucina X 34 0.467
Flagilaria Species 1 X 35 0.819
Flagilaria Species 2 X 36 0.119
Flagilaria Crotonensis X 37 0.010
Frustulia Rhomboides Var Saxonica X 39 0.057
Frustulia Saxonica X 40 0.047
Gomphonema Acuminatum X 41 0.001
Gomphonema Gracile X 42 0.613
Gomphonema Longiceps X 43 0.402
Gomphonema Parvalum X 44 0.287
Gomphonema Subventricosum X 45 0.665
Hantzschia Ampioxys X 46 0.006
Navicula Crytocephala X 47 0.389
Navicula Cuspidata X 48 0.192
Navicula Halophila X 49 0.557
Navicula Hustedtii X 50 0.919
Navicula Obtusa X 51 0.787
Navicula Obtusa Var Scalpelliformis X 52 0.361
Navicula Radiosa X 53 0.000
Navicula Sigma X 54 0.627
Navicula Species X 55 0.656
Neidium Affine X 56 0.005
Nitzschia Amphibia X 58 0.015
Nitzschia Fanticola X 59 0.115
Nitzschia Littoralis X 60 0.150
Nitzschia Palea X 61 0.080
Pinnularia Biceps X 62 0.280
Pinnularia Biceps F. Petersenii X 63 0.075
Pinnularia Borealis X 64 0.637







Pinnularia Maior Var Transerve X 66 0.070
Pinnularia Microstauron X 68 0.452
Pinnularia Ruttneri X 69 0.648
Pinnularia Species 1 X 70 0.167
Pinnularia Viridis X n 0.001
Psammothidium Bioretii X 73 0.000
Stauroneis Obtusa X 74 0.000
Surirella Linearis X 75 0.052
Surirella Parma Soveriegn X 76 0.000
Surirella Species 1 X n 0.516
Surirella Tenuissima X 78 0.097
4.2.3 Fungsi Diskriminan
Berdasarkan ujian multivariat, didapati hanya 21 parameter mampu membentuk
hubungan di antara setiap pembolehubah bersandar serta memberikan impak yang
tinggi kepada proses pengkelasan. Pembentukan fungsi diskriminan dilakukan dengan
memberikan pekali diskriminan kepada setiap parameter yang memberikan impak yang
tinggi. Jadual 4.3 menunjukkan pembolehubah-pembolehubah tak bersandar yang
berimpak tinggi bersama pekali diskriminan yang diberikan semasa fungsi diskriminan
terbentuk. Berdasarkan keputusan ujian multivariat dan pembentukkan fungsi
diskriminan, diketahuibahawa penggunaan 21 parameter atau spesis alga yang
<II
dominan ini sudah memadai untuk menentukan jenis dan tahap kualiti air sungai
dengan baik.
JaduaI4.3: Pembolehubah tak bersandar yang dominan dan pekali diskriminan.
.,
Komposisi Alga Pengenalan Pekali
Acnanthes Minutissima X, -0.232
-,
Anomeoneis Brachysira X 6 0.970
Cocconeis Placentula X 8 -0.203
Cocconeis Species X -0.3569
Coscinodiscus Granii X I5 -0.379
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Cyclotella Comta Xl? -1.832,
Cymbella Inaequalis X I8 1.686
Diatoma Species X 22 2.140
Diploneis Decipiens X 24 3.128
Eutonia Pectinalis X 30 1.569
Fragilaria Crotonensis X 37 -0.286
Frustulia Saxonica X 40 10.025
Ghomponema Acuminatum X 41 1.624
Hantzschia Amphioxys X 46 -0.346
Navicula Radiosa X S3 0.716
Neidium Affine X S6 11.928
Hitzschia Amphibia X S8 -2.660
Pinnularia Viridis X n -0.207
Psammothidium Bioretii X 73 -0.218
Stauroneis Obtusa X 74 -0.105
Surirella Parma Sovereign X 76 -0.100
Pemalar -1.447
Daripada JaduaI4.3, fungsi diskriminan disusun menjadi seperti berikut:
Z p = -0.232X3 + 0.970X 6 - 0.203X8 - 0.356X9 - 0.379 XIS -1.832XI7
+1.686XI8 + 2.140X22 + 3.128X24 + 1.569X30 - 0.286X37 + 10.025X4o
+1.624X41 -0.346X46 +0.716Xs3 +l1.928Xs6 -2.660XS7 -0.207Xn
- 0.218X73 -0.105X74 - 0.100X76 -1.447 (4.3)
Dalam kajian ini, masukan data yang diberikan adalah dalam bentuk '0' atau '1'
sahaja. Oleh itu, nilai fungsi diskriminan akan diketahui dengan menggantikan
pembolehubah tak bersandar dengan '0' sekiranya parameter atau alga berkenaan
tidak wujud di dalam sampel air sungai dan '1' jika sebaliknya. Nilai fungsi diskriminan
akan diperolehi dengan menjumlahkan hasil darab pekali diskriminan dengan
pembolehubah tak bersandar iaitu spesis-spesis alga yang dominan. Jenis dan tahap
kualiti air sungai dapat ditentukan dengan memeriksa julat penentuan titik pemisah.
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4.2.4 Penentuan Titik Pemisah
Titik pemisah perlu ditentukan supaya nilai tersebut dapat digunakan untuk
menentukan julat kelas bagi jenis dan tahap kualiti air sungai. Jadual 4.4 menunjukkan
titik-titik tengah bagi setiap pembolehubah bersandar:
JaduaI4.4: Titik tengah bagi kumpulan-kumpulan kelas.






ZI adalah mewakili titik pusat bagi kumpulan satu, Z2 adalah mewakili titik pusat bagi
kumpulan dua, Z3 adalah mewakili tit!k pusat bagi kumpulan tiga, Z4 adalah mewakili
titik pusat bagi kumpulan errpat dan Zs adalah mewakili titik pusat bagi kumpulan
lima. Dengan susunan menaik, didapati bahawa ZI < Zs < Z2 < Z4 < Z3' Titik pemisah
di antara satu kumpulan dengan kumpulan yang lain ditentukan seperti berikut.
Bagi titik pemisah kumpulan satu dan kumpulan lima adalah:
ZllZs =((-1.868);(-1.589))=_1.729
Titik pemisahan bagi kumpulan lima dengan kumpulan dua pula adalah:
Z IZ? =((-1.589)+(-1.274))=_1.432
5 - 2
Kumpulan dua dan kumpulan empat dipisahkan pada titik:
Titik pemisahan bagi kumpulan empat dan kumpulan tiga pula adalah:
Z IZo = (0.777 + 14.453) = 7.615
4., 2
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Oaripada titik-titik pemisahfln yang diperolehi, julat bagi setiap kumpulan akan
ditetapkan. Kumpulan satu terletak pada titik pemisah kurang daripada -1.729
manakala kumpulan lima terletak pada titik pemisah di antara -1.729 dan -1.432.
Kumpulan dua terletak di antara -1.432 dan -0.249. Julat antara -0.249 dan 7.615 pula
mewakili kumpulan empat sementara kumpulan tiga terletak pada titik pemisah yang
lebih besar daripada 7.615.
4.2.5 Prestasi Pegkelasan Data
Selain daripada menentukan pembolehubah yang memberikan impak yang tinggi,
ujian univariat dan ujian multivariat juga mampu mengkelaskan data-data kepada
tercemar (diwakili oleh FP) dikelaskan dengan tepat sebanyak 74.70%. Bagi kumpulan
jenis air payau dengan tahap kualiti peretengahan (diwakili oleh BM) dan jenis air
payau dengan tahap kualiti tercemar (diwakili oleh BP) masing-masing data dikelaskan
dengan tepat sebanyak 95.80% dan 87.30%. Prestasi ramalan keseluruhan yang
diberikan oleh analisis diskriminan adalah 82.80%. Keputusan ini menunjukkan
bahawa di samping menentukan pembolehubah-pembolehubah tak bersandar yang
memberikan impak yang tinggi, analisis diskriminan ini juga mampu melakukan
pengkelasan data dengan baik.
kumpulan-kumpulan yang ditetapkan. Analisis diskriminan yang dijalankan kepada set-
set data spesis alga dan telah memberikan keputusan pengkelasan seperti di dalam
4.3 Keputusan Analisis Rangkaian Neural
Terdapat 78 spesis alga yang. telah dicerap di sepanjang lembangan Sungai
JaduaI4.5.
Jadual 4.5: Keputusan Pengkelasan.
Kumpulan Kumpulan Ramalan Jumlah
Fe FM FP BM BP
Kumpulan FC 41 6 8 0 0 55
FM 0 55 6 1 1 63
FP 0 20 68 3 0 91
BM 0 1 1 46 0 48
BP 0 2 6 0 55 63
Peratusan, % FC 74.5 10.9 14.5 0 0 100
FM 0 87.3 9.5 1.6 1.6 100
FP 0 22.0 74.7 3.3 0 100
BM 0 2.1 2.1 95.8 0 100
BP 0 9.5 9.5 0 87.3 100
Jadual 4.5 menunjukkan peratus kejituan pengkelasan yang dilakukan oleh
analisis diskriminan. Analisis diskriminan mampu memberikan kejituan pengkelasan
sebanyak 74.50% jenis air tawar dengan tahap kualiti bersih (diwakili oleh FC). Bagi
analisis diskriminan pengkelaskan jenis air tawar dengan tahap kualiti pertengahan
(diwakili oleh FM) pula adalah 87.30%. Kumpulan jenis air tawar dengan tahap kualiti
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Pinang. Jika kesemua spesis alga digl1nakan sebagai parameter masukan kepada
rangkaian neural, rangkaian yang dibangunkan menjadi sangat kompleks di mana
rangkaian neural memerlukan 78 nod masukan. Berdasarkan keputusan yang
diberikan oleh ujian univariat dan ujian multivariat, didapati bahawa terdapat 21 spesis
alga memberikan impak yang tinggi atau spesis yang dominan.
Kesemua rangkaian neural ditetapkan bilangan lelaran data latihan dan
I
bilangan nod tersembunyi optimum bagi memberikan kejituan pengkelasan yang
...
maksimum. Oi samping itu juga, nilai ralat kuasa dua purata (Mean Square Error, MSE)
juga ditentukan. Analisis bagi mendapatkan bilangan lelaran data latihan yang optimum
ditentukan terlebih dahulu dengan menetapkan bilangan nod tersembunyi sebanyak
10. Bilangan lelaran data latihan yang optimum ditentukan dengan menambah lelaran
data latihan satu persatu sehinga prestasi kejituan yang maksimum dan nilai MSE
yang minimum diperolehi. Setelah ditetapkan lelaran data latihan, bilangan nod
tesembunyi akan ditambah satu persatu sehingga prestasi kejituan yang optimum
diperolehi. Analisis-analisis dilakukan kepada rangkaian RBF dan MLP konvensional,
rangkaian neural hibrid dan rangkaian neural berhirarki.
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Berdasarkan keputl,.Isan-keputusan yang diperolehi, bilangan lelaran data
latihan dan bilangan nod tersembunyi yang optimum serta nilai MSE terkecil bagi
setiap rangkaian neural dipaparkan di dalam Jadual 4.6. Perbandingan prestasi
kejituan bagi mengkelaskan jenis dan tahap kualiti air sungai pula ditunjukkan di dalam
JaduaI4.7.
Jadual 4.6: Perbandingan bilangan lelaran data latihan dan bilangan nod tersembunyi
yang optimum serta nilai MSE di antara rangkaian RBF, MLP dilatih menggunakan
algoritma latihan BP, LM dan BR, HMLP, HiMLP dilatih menggunakan algoritma latihan
BP, LM dan BR serta H2MLP.
Rangkaian Bilangan Lelaran Bilangan Nod MSE pada MSE padaData Latihan Tersembunyi Fasa Latihan Fasa Ujian
RBF 1 60 0.0282 0.8961
MLP dengan BP 83 48 0.5685 0.6180
MLP dengan LM 33 6 0.1606 0.1581
MLP dengan BR 36 7 0.1681 0.1708
HMLP 8 4 0.1445 0.1545
HiMLP dengan 16 11 0.1477 0.1585BP
HiMLP dengan 16 5 0.1420 0.1511LM
HiMLP dengan 19 7 0.1593 0.1621BR
H2MLP 5 2 0.0085 0.0096
Jadual 4.7: Perbandingan prestasi kejituan ramalan di antara rangkaian RBF, MLP
dilatih menggunakan algoritma latihan BP, LM dan BR, HMLP, HiMLP dilatih
menggunakan algoritma latihan BP, LM dan BR serta H2MLP.
Rangkaian Fasa Latihan, % Fasa Ujian, % Keseluruhan, %
RBF 90.00 65.00 77.50
MLP dengan BP 41.00 35.00 38.00

















MLP dengan BR 74.00 70.00 72.00
HMLP 95.16 89.40 92.28
HiMLP dengan BP 72.67 61.33 67.00
HiMLP dengan LM 89.67 87.00 88.34
HiMLP dengan BR 89.00 84.00 86.50
H2MLP 97.13 97.09 97.11
DA - - 82.80
Jadual 4.6 menunjukkan rangkaian RBF hanya memerlukan satu lelaran data
latihan sahaja untuk mencapai prestasi optimum tetapi bilangan nod tersembunyi yang
tinggi iaitu sebanyak 60 diperlukan. Nilai MSE yang diperolehi adalah sebanyak 0.0282
fasa latihan dan 0.8961 pada fasa ·ujian. Jadual 4.7 menunjukkan rangkaian RBF
hanya berupaya mengkelaskan data"data ujian sehingga 65.00% sahaja. Keputusan ini
menunjukkan rangkaian RBF mempunyai keupayaan pengitlakan yang rendah kerana
memerlukan bilangan nod tersembunyi yang tinggi walaupun kadar penumpuan yang
pantas ditunjukkan.
Jadual4.6 dan 4.7 meDunjukkan rangkaian MLP yang dilatih menggunakan BP,
LM dan BR masing-malsing mencapai prestasi kejituan optimum pada lelaran data ke
83, 33 dan 36 dan nod fersembunyi ke 48, 6 dan 7. Pada masa ini, keupayaan
pengkelasan bagi setiap algoritma latihan BP, LM dan BR masing-masing sebanyak
35.00%, 73.00% dan 70.00%. Ralat pengkelasan yang diberikan oleh rangkaian MLP
yang dilatih menggunakan BP, LM dan BR pula masing-masing sebanyak 0.5685,
.
0.1606 dan 0.1681 pada fasa latihan da~ 0.6180, 0.1581 dan 0.1708 pada fasa ujian.
Daripada Jadual 4.7, didapati rangkaian MLP yang dilatih menggunakan algoritma
latihan LM mampu melakukan pengkelasan lebih baik berbanding rangkaian MLP yang
dilatih oleh algoritma latihan BR dan BP dengan perbezaan keupayaan pengkelasan






MLP dengan BR '74.00 70.00 72.00
HMLP 95.16 89.40 92.28
HiMLP dengan BP 72.67 61.33 67.00
HiMLP dengan LM 89.67 87.00 88.34
HiMLP dengan BR 89.00 84.00 86.50
H2MLP 97.13 97.09 97.11
DA - - 82.80
Jadual 4.6 menunjukkan rangkaian RBF hanya memerlukan satu lelaran data
latihan sahaja untuk meneapai prestasi optimum tetapi bilangan nod tersembunyi yang
tinggi iaitu sebanyak 60 diperlukan. Nilai MSE yang diperolehi adalah sebanyak 0.0282
fasa latihan dan 0.8961 pada fasa ujian. Jadual 4.7 menunjukkan rangkaian RBF
hanya berupaya mengkelaskan data-data ujian sehingga 65.00% sahaja. Keputusan ini
menunjukkan rangkaian RBF mempunyai keupayaan pengitlakan yang rendah kerana
memerlukan bilangan nod tersembunyi yang tinggi walaupun kadar penumpuan yang
pantas ditunjukkan.
Jadual4.6 dan 4.7 menunjukkan rangkaian MLP yang dilatih menggunakan BP,
LM dan BR masing-masing meneapai prestasi kejituan optimum pada lelaran data ke
83, 33 dan 36 dan nod tersembunyi ke 48, 6 dan 7. Pada masa ini, keupayaan
pengkelasan bagi setiap algoritma latihan BP, LM dan BR masing-masing sebanyak
35.00%, 73.00% dan 70.00%. Ralat pengkelasan yang diberikan oleh rangkaian MLP
yang dilatih menggunakan BP, LM dan BR pula masing-masing sebanyak 0.5685,
0.1606 dan 0.1681 pada fasa latihan dan 0.6180, 0.1581 dan 0.1708 pada fasa ujian.
Daripada Jadual 4.7, didapati rangkaian MLP yang dilatih menggunakan algoritma
latihan LM mampu melakukan pengkelasan lebih baik berbanding rangkaian MLP yang
dilatih oleh algoritma latihan BR dan BP dengan perbezaan keupayaan pengkelasan

















Rangkaian MLP dengan menggunakan algoritma latihan LM hanya memerlukan
33 lelaran data sahaja untuk menumpu dengan baik berbanding rangkaian MLP yang
dilatih menggunakan algoritma BP dan BR. Rangkaian MLP dengan menggunakan
algoritma latihan LM juga memberikan struktur rangkaian yang ringkas dengan nod
tersembunyi yang diperlukan sebanyak 6, lebih baik berbanding bilangan nod
tersembunyi yang diperlukan oleh rangkaian MLP yang menggunakan algoritma latihan
BR dan algoritma latihan BP. Rangkaian MLP yang menggunakan algoritma latihan LM
juga mampu memberikan ralat pengkelasan yang lebih keeil berbanding rangkaian
MLP yang menggunakan algoritma latihan BP dan BR dengan perbezaan masing-
masing sebanyak 0.4079 dan 0.0075 fasa latihan manakala 0.4599 dan 0.0199 pada
fasa ujian.
Jadual 4.6 menunjukkan rangkaian HMLP hanya memerlukan 8 lelaran data
"
dan 4 nod tersembunyi sahaja bagi meneapai prestasi kejituan yang optimum
berbanding rangkaian MLP t~rbaik (iaitu yang dilatih menggunakan algoritma LM) dan
rangkaian RBF yang mana masing-masing memerlukan 33 dan 1 lelaran data latihan
dan 6 dan 60 nod tersembunyi bagi meneapai prestasi yang optimum. Keputusan yang
diperolehi menunjukkan rangkaian HMLP mampu menumpu dengan pantas di samping
rangkaian yang ringkasl berjaya dibentuk berbanding rangkaian MLP yang dilatih oleh
algoritma LM dan rangkaian RBF. Jadual 4.8 pula menunjukkan keupayaan
pengkelasan yang diberikan oleh rangkaian HMLP adalah 89.40%, iaitu 16.40% lebih
baik berbanding rangkaian MLP dan 24.40% lebih baik berbanding rangkaian RBF.
Walaubagaimanapun, ralat pengkelasan yang diberikan oleh rangkaian HMLP adalah
lebih besar berbanding rangkaian MLP 'yang dilatih menggunakan algoritma LM dan
rangkaian RBF dengan perbezaan prestasi MSE masing-masing adalah 0.0039 dan
0.1163 pada fasa latihan tetapi lebih baik berbanding rangkaian MLP yang dilatih
menggunakan algoritma LM dan rangkaian RBF masing-masing sebanyak 0.0036 dan




Jadual 4.6 dan 4.7, menunjukkan rangkaian HiMLP dengan menggunakan
algoritma latihan BP mampu memberikan keupayaan pengkelasan sebanyak 61.33%
pada lelaran data latihan ke 16 dan nod tersembunyi sebanyak 11 berbanding
rangkaian MLP menggunakan algoritma latihan BP pada lelaran data latihan ke 83 dan
nod tersembunyi sebanyak 48 dengan perbezaan prestasi pengkelasan sebanyak
26.33%. Rangkaian HiMLP yang dilatih oleh algoritma latihan LM berjaya memberikan
pengkelasan yang optimum pada lelaran data latihan ke 16 dan nod tersembunyi
sebanyak 5 dengan keupayaan pengkelasan sebanyak 87.00%, iaitu 14.00% lebih baik
berbanding rangkaian MLP yang dilatih menggunakan algoritma latihan yang sama.
Keupayaan pengkelasan sebanyak 84.00% pula ditunjukkan oleh rangkaian HiMLP
yang dilatih menggunakan algoritma latihan BR pada lelaran data latihan ke 19 dan
nod tersembunyi sebanyak 7. Keputusan ini menunjukkan rangkaian HiMLP ini
berupaya melakukan pengkelasan dengan lebih baik daripada rangkaian MLP yang
menggunakan algoritma latihan yang sama dengan perbezaan prestasi pengkelasan
sebanyak 14.00%. Selain itu rangkaian HiMLP juga menghasilkan ralat pengkelasan
yang lebih kecil berbanding rangkaian MLP. Rangkaian HiMLP yang menggunakan
algoritma latihan BP, LM dan BR masing-masing memberikan nilai MSE sebanyak
0.1477, 0.1420 dan 0.1593 pada fasa latihan iaitu 0.4208, 0.0186 dan 0.0088 lebih
baik berbanding rangkaian MLP yang dilatih menggunakan algoritma BP, LM dan BR.
Nilai MSE yang diperolehi pada fasa ujian bagi rangkaian HiMLP yang dilatih
menggunakan algoritma BP, LM dan BR pula masing-masing adalah sebanyak 0.1585,
0.1511 dan 0.1621, iaitu 0.4100, 0.0070 dan 0.0087 lebaih baik berbanding rangkaian
MLP yang dilatih menggunakan algoritma BP, LM dan BR.
Walaupun pengubahsuaian yang dilakukan kepada rangkaian MLP dengan
menghirarkikan rangkaian tersebut mampu memberikan prestasi kejituan yang tinggi,
tetapi pengubahsuai yang dilakukan masih belum mampu menandingi prestasi
keupayaan pengkelasan yang dilakukan oleh rangkaian HMLP. Rangkaian HiMLP
52
terbaik (iaitu yang dilatih menggunakan algoritma LM) memberikan keupayaan
pengkelasan lebih kecil iaitu perbezaan sebanyak 2.40% berbanding rangkaian HMLP.
Walaubagaimanapun, keupayaan pengkelasan rangkaian HiMLP ini adalah lebih baik
daripada keupayaan pengkelasan yang diberikan oleh rangkaian RBF dengan
perbezaan sebanyak 32.00%.
Jadual 4.6 menunjukkan rangkaian H2MLP hanya memerlukan 5 lelaran data
latihan dan nod tersembunyi sebanyak 2 sahaja bagi mencapai prestasi pengkelasan
sebanyak 97.09% seperti yang ditunjukkan di dalam jadual 4.7. Rangkaian ini mampu
mencapai kejituan pengkelasan yang tinggi kerana pengkelasan dilakukan secara
berhirarki di samping sambungan hibrid ditambah ke dalam rangkaian ini. Ini bermakna
rangkaian HMLP tidak lagi melakukan pengkelasan data-data secara satu persatu
tetapi mengkelaskan data secara berhirarki. Rangkaian H2MLP berupaya melakukan
,
pengkelasan dengan lebih baik berbanding rangkaian HMLP. Rangkaian H2MLP
menumpu pada lelaran datE! latihan ke 5, lebih pantas berbanding rangkaian HMLP
yang memerlukan 8 lelaran data latihan. Struktur rangkaian H2MLP juga lebih ringkas
dengan memerlukan 2 nod tersembunyi sahaja berbanding 4 nod tersembunyi pada
rangkaian HMLP. Perbezaan prestasi pengkelasan yang diberikan oleh rangkaian
H2MLP adalah 7.69% ~bih baik berbanding rangkaian HMLP. Selain itu, rangkaian
H2MLP juga mampu melatcukan pengkelasan dengan lebih tepat di mana nilai MSE
yang diberikan adalah 0.0085 pada fasa latihan dan 0.0096 pada fasa ujian.
Rangkaian H2MLP ini jelas mampu mengurangkan saiz rangkaian selain
mampu memberikan prestasi pengkelasan yang terbaik di antara rangkaian-rangkaian
,
,
RBF, MLP, HiMLP dan HMLP. Rangkaian H2MLP memberikan struktur teringkas iaitu
hanya memerlukan lima lelaran data latihan dan dua nod tersembunyi sahaja.
Rangkaian RBF, MLP, HiMLP dan HMLP masing-masing menumpu pada lelaran data
latihan ke 1, 33, 16 dan 8 manakala bilangan nod tersembunyi yang diperlukan adalah
60, 6, 5 dan 4. Perbezaan kejituan pengkelasan yang ditunjukkan oleh rangkaian
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H2MLP berbanding rangkaipn RBF, MLP dan HiMLP yang dilatih oleh algoritma LM
serta HMLP masing-masing adalah sebanyak 32.09%, 24.09%, 10.09% dan 7.69%.
Rangkaian H2MLP juga mampu mengkelaskan data-data ujian dengan tepat di mana
nilai MSE adalah 0.0085 pada fasa latihan dan 0.0096 pada fasa ujian. Nilai MSE yang
diberikan oleh rangkaian H2MLP adalah lebih baik berbanding rangkaian RBF, MLP
prestasi kejituan pengkelasan yang dilakukan, rangkaian H2MLP mempunyai
kemampuan untuk melakukan pengkelasan yang tepat dengan kejituan pengkelasan
yang tinggi. Oleh itu, rangkaian H2MLP dipilih untuk digunakan ke dalam sistem
penentuan jenis dan tahap kualiti air sungai yang dibina.




0.0184, 0.1511, 0.1349 dan 0.1324 pada fasa latihan manakala 0.8870, 0.1490, 0.1420
dan 0.1454 pada fasa lIjian.
Di samping itu juga, Jadual 4.7 juga menunjukkan kellpayaan yang diberikan
oleh analisis diskriminan di dalam mengkelaskan data-data ujian. Prestasi yang
diberikan oleh analisis diskriminan adalah sebanyak 82.80% di mana prestasi yang
diberikan ini adalah lebih baik berbanding kejituan pengkelasan yang diberikan oleh
rangkaian RBF dan MLP tetapi kurang baik berbanding rangkaian HiMLP, HMLP dan
H2MLP. Perbezaan prestasi pengitlakan yang diberikan oleh analisis diskriminan
terhadap rangkaian RBF dan rangkaian MLP yang dilatih menggunakan algoritma LM
masing-masing adalah 17.80% dan 9.80%. Perbezaan prestasi pengkelasan yang
diberikan oleh rangkaian HiMLP yang dilatih menggunakan algoritma LM, HMLP dan
H2MLP terhadap analisis diskriminan pula masing-masing adalah 4.20%, 6.60% dan
14.29%.
Secara keseluruhan, didapati bahawa rangkaian H2MLP mencapai prestasi
kejituan optimum sebanyak 97.09%, iaitu prestasi kejituan yang terbaik di antara
kesemua rangkaian neural yang digunakan. Begitu juga dengan struktur rangkaian
yang dibangunkan, rangkaian H2MLP mampu menumpu dengan pantas pada 5 lelaran
data latihan sahaja dan mampu membentuk rangkaian yang ringkas dengan hanya
memerlukan 2 nod tersembunyi sahaja. Ralat pengkelasan yang diberikan oleh
rangkaian H2MLP adalah paling minimum berbanding rangkaian neural yang lain
sebanyak 0.0085 pada fasa latihan manakala 0.0096 pada fasa ujian. Berdasarkan
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Keputusan yang diperolehi menunjukkan analisis diskriminan dengan ujian
univariat dan ujian multivariat yang dijalankan telah berjaya mengurangkan
penggunaan 78 spesis alga kepada 21 jenis sahaja. Dengan penggunaan 21 spesis
alga sahaja, rangkaian neural yang dibangunkan menjadi lebih ringkas berbanding
penggunaan kesemua 78 spesis alga sebagai parameter masukan yang akan
menjadikan rangkaian neural terlalu kompleks.
Berdasarkan kepada kepuh.lS.an"lain yang diperolehi, didapati rangkaian RBF
dan MLP kurang sesuai untuk digunakan dalam penentuan jenis dan kualiti air sungai.
Prestasi rangkaian RBF bergantung kepada penempatan pusat-pusat rangkaiannya
manakala rangkaian MLP menumpu dengan perlahan. Penghirarkian yang dilakukan
kepada rangkaian MLP mampu membentuk rangkaian HiMLP yang berupaya
mengitlak dengan lebih baik lagi berbanding rangkaian MLP. Selain melakukan
pengkelasan secara berh~arki, rangkaian MLP juga diubahsuai dengan menambah
sambungan lelurus menghubungkan lapisan masukan rangkaian terus ke lapisan
keluaran tanpa melalui lapisan tersembunyi. Hasilnya, satu rangkaian HMLP berjaya
dibentuk serta memberikan keupayaan pengkelasan yang lebih baik berbanding
rangkaian RBF, MLP dan HiMLP. $atu keputusan yang lebih baik diperolehi
berbanding keputusan yang diberikan oleh rangkaian RBF, MLP, HiMLP dan HMLP
apabila pengkelasan secara berhirarki yang dilakllkan kepada rangkaian HMLP.
Rangkaian yang dikenali sebagai rangkaian H2MLP berjaya mengurangkan saiz
rangkaian di samping berupaya mengitlak sebanyak 97.09%.
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Keputusan yang diperolehi di dalam Bahagian 4.2 juga telah membuktikan
bahawa analisis diskriminan berjaya mengurangkan penggunaan 78 jenis alga kepada
BAB5
KESIMPULAN
berdasarkan komposisi alga menggunakan rangkaian neural telah berjaya
21 jenis sahaja dan penggunaan spesis ini sudah mencukupi untuk memberikan
keupayaan pengitlakan yang baik kepada rangkaian H2MLP bagi menentukan jenis
dan kualiti air sungai. Analisis diskriminan ini juga memberikan kejituan pengkelasan
5.1 Kesimpulan
Oi dalam penyelidikan ini, satu sistem penentuan jenis dan kualiti air sungai
sebanyak 82.80%. Keputusan yang diperolehi juga telah menunjukkan bahawa objektif
penyelidikan ini untuk menentukan jenis dan kualiti air sungai telah tercapai. Selain itu,
satu sistem bagi menentukan jenis dan kualiti air sungai telah berjaya dibangunkan
dengan menggunakan rangkaian H2MLP sebagai alat pengkelasan. Sistem yang
dibangunkan ini adalah mesra pengguna dan mampu memberikan kejituan
pengkelasan yang tinggi.
Secara keseluruhannya, penggunaan spesis alga ke dalam rangkaian neural
jelas menunjukkan bahawa spesis-spesis alga sesuai dijadikan sebagai parameter
masukan. Berdasarkan kepada keputusan yang diberikan, penggunaan rangkaian
neural ke dalam sistem pintar telah berjaya memberikan kejituan pengkelasan yang
baik. Oi samping itu juga, penghirarkian yang dilakukan kepada rangkaian neural bagi
mengkelaskan data-data juga telah berjaya memberikan prestasi kejituan yang tinggi.
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dibangunkan. Sistem penentuan kualiti air sungai yang dibangunkan ini menggunakan
spesis alga yang terdapat di dalam air sungai sebagai masukan kepada sistem. Sistem
ini berkemampuan untuk melakukan pengkelasan kualiti air sungai dengan kejituan
yang tinggi. Sistem penentuan kualiti air sungai mampu mengkelaskan air sungai
kepada jenis air terlebih dahulu kemudian jenis air sungai ini akan dikelaskan kepada
tahap-tahap kualiti air. Pembangunan sistem ini dapat membantu memudahkan bidang
tugas ahli-ahli limnologi dalam menentukan tahap kualiti air sungai.
..
Penyelidikan ini mencadangkan penggunaan analisis diskriminan bagi
mengenalpasti spesis-spesis alga yang dominan iaitu memberikan impak yang tinggi
dalam menentukan jenis dan kualiti air sungai. Penggunaan analisis diskriminan dalam
penyelidikan ini amat penting kerana keputusan yang diberikannya akan digunakan
semula kepada rangkaian neural sebagai parameter masukan dalam mengkelaskan air
sungai kepada jenis dah tahap kualitinya. Penyelidikan ini mencadangkan penggunaan
78 jenis alga sebagai parameter masukan kepada rangkaian tetapi penggunaan
kesemua spesis-spesis alga ini adalah terlalu banyak dan akan menyebabkan
rangkaian neural menjadi terlalu kompleks. Perkara ini dapat diatasi dengan aplikasi
analisis diskriminan dalam mengenalpasti spesis alga yang dominan yang akan
,
,
digunakan sebagai parameter masukan kepada rangkaian neural. Keputusan yang
diperolehi daripada analisis diskriminan menunjukkan bahawa 21 jenis alga iaitu
Acnanthes Minutissima, Anomeoneis Brachysira, Cocconeis Placentula, Cocconeis
Species, Coscinodiscus Granii, Cyclotella Comta, Cymbella Inaequalis, Oiatoma
Species, Oiploneis Oecipiens, Eutonia Pectinalis, Fragilaria Crotonensis, Frustulia
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Saxonica, Ghomponema Acuminatum, Hantzschia Amphioxys, Navicula Radiosa,
Neidium Affine, Hitzschia Amphibia, Pinnularia Viridis, Psammothidium Bioretii,
Stauroneis Obtusa dan Surirella Parma Sovereign sudah memadai digunakan sebabai
masukan kepada rangkaian neural.
Selain itu, penyelidikan ini telah mengambil satu langkah ke hadapan dengan
mencadangkan penggunaan rangkaian neural bagi menentukan jenis air sungai
terlebih dahulu kemudian disusuli oleh penentuan tahap kualiti air sungai. Berbanding
dengan kebanyakan penyelidikan terdahulu, mereka hanya menentukan tahap kualiti
air sungai sahaja tanpa menentukan jenis-jenis air sungai. Kajian ini telah
menggunakan rangkaian fungsi asas jejarian (RBF) dan perseptron berbilang lapisan
(MLP) yang dilatih oleh tiga jenis algoritma latihan iaitu algoritma perambatan belakang
(BP), Lavenberg Marquardt (LM) dan Bayesian Regularization (BR) tetapi keputusan
yang diberikan adalah kurang baik. Maka, penyelidikan ini mencadangkan penggunaan
rangkaian perseptron berbilang lapisan hibrid (HMLP) bagi mendapatkan keputusan
yang lebih baik. Rangkaian HMLP yang dibangunkan berjaya memberi keupayaan
pengkelasan yang lebih baik berbanding rangkaian RBF dan MLP di samping ralat
pengkelasan yang kecil. Bagi mengoptimumkan prestasi kejituan pengkelasan,
penyelidikan ini mencadangkan pengkelasan dilakukan secara berhirarki. Pengkelasan
secara berhirarki ini dilakukan terhadap rangkaian MLP dan HMLP. Oleh itu, terdapat
empat rangkaian neural baru yang dibangunkan iaitu rangkaian perseptron berbilang
lapisan berhirarki (Hierarchical Multilayered Perceptron, HiMLP) yang dilatih
menggunakan algoritma latihan BP, algoritma LM dan algoritma BR serta rangkaian
perseptron berbilang lapisan hibrid berhirarki (H2MLP).
Pengkelasan yang dilakukan secara berhirarki memberikan keputusan yang
lebih baik berbanding pengkelasan yang dijalankan tanpa penghirarkian. Kesemua
rangkaian HiMLP yang dibangunkan berjaya memberikan prestasi yang lebih baik
berbanding rangkaian MLP. Oi samping itu juga, saiz rangkaian bagi setiap rangkaian
berjaya dikurangkan. Walaupun rangkaian yang dibentuk adalah ringkas tetapi
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keupayaan pengkelasan adalah lebih tinggi berbanding rangkaian MLP dengan ralat
pengkelasan yang diberikan oleh rangkaian HiMLP adalah lebih kecil berbanding
rangkaian MLP. Keputusan yang sama juga diperolehi apabila rangkaian HMLP
dihirarkikan bagi membentuk rangkaian H2MLP. Saiz rangkaian H2MLP berjaya
dikurangkan serta keupayaan pengkelasan adalah semakin bertambah berbanding
rangkaian HMLP. Penyelidikan ini memilih rangkaian H2MLP untuk digunakan di dalam
sistem penentuan jenis dan kualiti air sungai kerana rangkaian ini mampu
mengkelaskan jenis dan kualiti air sungai dengan lebih baik berbanding rangkaian-
rangkaian neural yang lain. Rangkaian H2MLP ini juga mampu untuk menumpu dengan
berkebolehan untuk belajar dengan pantas di samping ralat pengkelasan adalah paling
minimum berbanding rangkaian-rangkaian lain.
Keputusan yang diperolehi di-dalam Bahagian 4.2 hingga 4.4 di dalam Bab 4
telah membuktikan bahawa penggLU1~an 21 jenis spesis alga yang hadir di dalam air
sungai yang digunakan sebagai data masukan kepada rangkaian neural sudah
memadai bagi rangkaian H2MLP menghasilkan prestasi kejituan pengkelasan yang
tinggi bagi menentukan jenis dan tahap kualiti air sungai. Walaupun rangkaian H2MLP
menggunakan 21 nod masukan bagi data masukan, namum rangkaian ini masih
mampu mengekalkan sltruktur rangkaian yang ringkas dengan keupayaan pengitlakan
yang tinggi. Rangkaian H~MLP ini hanya memerlukan lima lelaran data sahaja untuk
menumpu dengan baik serta mempunyai struktur rangkaian yang ringkas dengan
memerlukan hanya satu nod tersembunyi bagi mencapai prestasi yang optimum.
Keputusan yang diperolehi di dalam Bahagian 4.4 menunjukkan rangkaian H2MLP
mampu mengkelaskan sehingga 97.13tlk, 97.09% dan 97.11% masing-masing pada
fasa latihan, fasa ujian dan keseluruhan dan ralat pengkelasan pula adalah xxx pada
fasa latihan manakala 0.0091 pada fasa ujian.
Secara keseluruhannya, keputusan yang diperolehi telah berjaya mencapai
objektif-objektif penyelidikan ini iaitu:
(i) rangkaian neural yang dicadangkan berjaya mengkelaskan tahap kualiti air sungai.
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Rangkaian neural yang c;lieadangkan juga mampu mengkelaskan air sungai kepada
jenis air dan kualiti air secara serentak. Jenis air akan dikelaskan kepada air tawar
dan air payau, manakala kualiti air akan dikelaskan kepada bersih, pertengahan
dan tereemar.
(ii) penyelidikan ini berjaya melakukan analisis penentuan jenis dan tahap kualiti air
sungai menggunakan komposisi alga sebagai parameter masukan kepada
rangkaian neural.
(iii) penyelidikan ini mendapati bahawa hanya 21 jenis alga daripada 78 yang
dicadangkan memberikan impak yang tinggi kepada pengkelasan yang dilakukan.
Alga-alga yang memberikan impak yang tinggi adalah Acnanthes Minutissima,
Anomoeoneis Brachysira, Cocconeis P/acentu/a, Cocconeis Species,
Coscinodiscus Granii, Cyc/otella Comta, Cymbella /naequalis, Diatoma Species,
Diploneis Decipiens, Eutonia Pectinalis, Fragilaria Crotonensis, Frustulia Saxonica,
Gomphonema Acuminatum, Hantzschia Amphioxys, Navicula Radiosa, Neidium
Affine, Nitzschia Amphibia, Pinnularia Viridis, Psammothidium Bioretii, Stauroneis
Obtusa, dan Surirella Parma Soveriegn.
(iv) satu sistem pintar berjaya dibangunkan bagi menentukan jenis dan kualiti air
sungai seeara automatik menggunakan ciri-eiri dari (i), (ii) & (iii).
5.2 Cadangan-cadangan
Walaupun penyelidikan ini telah membuktikan bahawa sistem penentuan jenis
dan kualiti air sungai yang dibina mempunyai keupayaan pengitlakan yang tinggi,
namun terdapat beberapa eadangan yang wajar dilakukan untuk memudahkan lagi
proses ramalan dilakukan. Ahli biologi perlu menjalankan pemerhatian kepada sampel
air di bawah mikroskop berkuasa tinggi dan meneatat kehadiran alga di dalam sampel
air tersebut sebelum data-data yang diperolehi dimasukkan ke dalam sistem secara
manual. Perkara ini akan menyebabkan ralat pemerhatian berlaku. Bagi mengatasi
masalah ini, dieadangkan supaya data-data kehadiran alga-alga ditentukan
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menggunakan teknik pemprosesan imej. Sampel air akan diletakkan di bawah
mikroskop dan imej air akan dibesarkan dengan skala tertentu kemudian dirakam. Imej
ini kemudiannya akan diekstrak menggunakan teknik pemprosesan imej bagi
menentukan alga-alga yang hadir dan seterusnya alga-alga ini akan dijadikan data
masukan kepada rangkaian neural.
Setelah eadangan pertama berjaya dilakukan, eadangan kedua mampu
menjadikan sistem penentuan jenis dan kualiti air sungai ini berfungsi seeara
automatik. Pembangunan satu mikro pengawal yang menggabungkan pemprosesan
imej dan rangkaian neural mampu memberikan nilai komersil kepada sistem ini. Mikro
pengawal ini disertakan dengan sebuah kamera keeil kalis air yang akan digunakan
bagi merakam imej-imej alga di dalam sungai. Imej-imej yang diperolehi akan diekstrak
di dalam mikro pengawal seterusnya 'pengkelasan jenis dan tahap kualiti air dilakukan
.
di dalam mikro pengawal ini. KeputJ,.l~an pengkelasan akan dipaparkan pada paparan
kristal eair (Liquid Crystal Display, LCD). Sistem ini mudah dibawa ke mana-mana di
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I) The classification of river water quality will be carried
out based on 21 different species of algae. These
species of algae have been proven [13][14] to be the
input data that can be used to classify the quality of
river water in laboratory test manually. Thus, this
study proposes the use of these species of algae as the
input data for neural network to classify the quality
of river water automatically.
2) The current study will identify the suitability and
applicability of Multilayered Perceptron network in
further classifying the quality of river water into four
categories, namely clean, polluted, brackish and
moderate.
Xl X~
Fig I: Architecture of the MLP network
III. MULTI LAYERED PERCEPTRON NETWORK
Artificial Neural Networks are computational systems,
which are inspired by the concept of biological neural
cells which are known as neurons. Neurons are the tiny
cells that our brains are composed of. A biological
neuron is defined as a collection of a few billion of
neurons. Based on the concept, artificial neural networks
are proposed, which are capable to model biological
neurons structures in terms of both their architecture and
operation. They function as mathematical computational
models for non-linear function approximation, data
classification, and clustering / non-parametric regression.
They also function as simulations for the behavior of a
• collection of model biological neurons in the human.
Artificial neural networks are capable in providing
performance reliability especially in decision-making in
placing of the human brain. Hence, that can act as an
alternative to intelligent systems. One of the commonly
used artificial neural networks for that purpose is the
Multilayered Perceptron (MLP) network.
.,
poisonings as reported by Todd [11] can considerably
reduce consumption and export of seafood. Some algae
species can even cause serious damage in aquaculture
systems by damming or clogging fish gills. Besides, they
can also impair taste and odor problems in drinking water
and give rise to customer complaints [10]. Most of these
could be prevented or minimized if algae blooms were
determined in an early stage. Determination process
which is based on microbial in freshwater bodies is useful
for developing management responses aimed at reducing
the negative consequences of algae blooms to the
community [9].
Currently, the quality of water prediction is done by the
existence of algae in the water [3][4][5]. The quality of
the water is determined by the quantity of algae
composition lying in the water. The quality is either very
clean, clean, dirty or very dirty in condition [6][7][12].
Using microscope is the current analysis to determine the
number of algae and their composition which is time
consuming and low accuracy. Hence, the artificial neural
networks for detecting the quality level of river's water
are currently proposed by researchers to overcome the
problems. Nevertheless, it must stressed that
implementation of computer assisted programs using
neural networks into conventional water quality
management procedures are intended to be only as
supporting tools. They merely assist biologists in
decision-making and are by no means to replace human
expert.
This study focuses on the development of an intelligent
detection system for river's water quality data based on
the Multilayered Perceptron (MLP). In doing so, this ..
study employs three different learning algorithms, namely
the Bayesian Regularization, the Lavenberg Marquadt and
back propagation. Based on 21 types of algae the system
will be trained to classify the river's water into four
classes, which are clean, polluted, brackish and moderate.
II. THE PROPOSED RIVER'S WATER QUALITY
PREDICTION SYSTEM
Computer-aided systems based on neural networks are
a promising tools in assisting biologists to produce an
accurate and faster prediction result fdr river's water
quality in grit to reduce the time required for the
conventional determination procedure in lab~ratory [6].
Although computer-aided screening system based on
neural networks has been studied over the last two
decades, most of the previous studies still focuses on
several common issues. These include:
I) Some of previous studies focuses on using neural
network for modeling and predicting of population of
algae species [4][7][9]. By using the obtained model,
the water quality will be determined conventionally.
2) The previous study only classified the water quality
into two classes, which are dirty and clean [2][6].
Building from the previous work described earlier, this
study attempts to enhance the intelligent classification
system for river water quality. The current developed
system has the following characteristics:
processor, in pattern recognition system as well as data
classification techniques with significant success rate.
Recently, the applications of the neural networks have
been expanded in the field of environment and pollution
issues including the water quality management. These are
due to the successful of previous researches in this field
[2]-[6]. The researches cover the water quality prediction
and management, and planning for water pollution control
of river systems, wetlands and low land. In terms of
water quality management, the neural network approach
to multi-objective optimizing has provided an educated
solution to aid in the decision-making process for river
systems [6]. It is also proven that it has provided a viable
means of forecasting of water quality parameters [6].
The water quality management includes the researches
in an aquatic ecosystem. Aquatic ecosystems are very
complex due to the diversity and connections of the
components governing the system's dynamics. A single
species or substance which rapidly increases in number or
concentration will become a pollutant for the ecosystem
and can subsequently affect their surroundings drastically
[7]. One of the common environmental hazardous is the
blue-green blooms which can reduce the quality of water
in rivers, lakes and reservoirs.
The certain species of algae can cause water
discolorations [8]. Recreational of aquatic systems can be
impaired by resulting water discoloration. Blooms can
grow occasionally in shallow waters, so dense that caused
fish and invertebrate mortality due to oxygen depletion.
This species can also affect human health by the toxins
.[9]. The toxins can find their way to humans through
either drinking water or food chain. As reported by
Falconer [10], algae toxins will pass through the normal
water treatment and are resistant to boiling. They can
cause gastroenteritis and toxic injury to the liver.
Additionally, the occurrence of fish and shellfish
Index Tenns- algae composition, multilayered
perceptron network, river's water quality prediction.
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Abstrac-Artificial neural networks which are inspired
by the concept of the biological neurons are commonly used
in many applications including in the field of water quality
management. The neural network approaches have provided
an educated solution to aid in the decision-making process
for river system as well as a viable means of the forecasting
for water quality parameters. This paper attempts to
determine the suitability and the applicability of artificial
neural networks for detecting quality of river's water based
on algae composition. 21 different types of algae have been
used as input data and the river's water was classified into 4
categories, namely clean, polluted, brackish and moderate.
Multilayered perceptron network with three different
learning algorithms have been studied. The multilayered
perceptron trained using Bayesian Regularization algorithm
has been proven to produce the best results with high
accuracy percentage (93.50%) as compared to the
Lavenberg Marquadt (93.00%) and back propagation
(63.505%). Further analysis (i.e. more testing data, new
architecture of neural network) will be carried out to further
improve the system.
A neural network can be seen as a machine that isdesigned to model the way in which the brain
performs a particular task or function of interest [I]. By
offering useful properties and capabilities, i.e.
nonlinearity, input-output mapping and neurobiological
analogy, neural network has successfully been applied in
various fields including financial, engineering and
mathematics. In those fields, neural networks have been
used among others to identify systems, as digital image
I. INTRODUCTION
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where the subscripts wand b represent the weight and
threshold respectively, aw and ab are momentum constants
which determine the influence of the past parameter
changes on the current direction of movement in the
parameter space, 1]w and 1]b represent the learning rates
and Pj(t) is the error signal of the j-th neuron of the
hidden layer which is back propagated in the network.
Since the activation function of the output neuron is
linear, the error signal at the output node is
TABLE I
RESULTS FOR THE OPTIMUM STRUCTURE ANALYSIS OF
THE MLP NETWORK TRAINED USING DIFFERENT
TRAINING ALGORITHMS.
V. RESULT
Similar to the procedure used by [22][23] for data
classification, this study applies two analysis. Firstly, the
optimum structure analysis is implemented to determine
the optimum number of hidden nodes that can produce the
best river's water quality classification. For this analysis,
the MLP network is trained with 3600 epochs. The time
taken during each training are 9.859s, 5.078s and 4.64ls
for the MLP network trained using BP, LM and BR
algorithms respectively. Table I shows the result of the
analysis for different types of training algorithm.
The second analysis, (i.e the performance comparison
analysis) is then applied using the optimum structure of
the MLP network obtained in the first analysis. The
analysis is done based on the accuracy of correct
conducted in relation to the water polluted. In related
study, Wan Maznah & Mansor [13] reported the
occurrence of clean, polluted and brackish diatom species
collected from artificial substrate along Sungai Pinang
Basin and its tributaries. The Sungai Pinang Basin is the
biggest river basin in Penang Island and one of the major
polluted river basins in Malaysia. Twelve sampling sites
were designed along the Pinang River system. Each
sampling site was visited monthly between March 1998
and March 2000 and sampled for water quality values of
the six variables and periphytic algae. This study uses the
data obtained in [J3 ] to classify the river's water quality
into four categories ; namely clean, polluted, moderate
and brackish using the MLP networks. The samples
consist of 21 types of algae ; namely Acnanthes,
Amphora Libica, Anomoeoneis Brachysira, Cocconeis,
Coscinodiscus, Cyclotella, Cymbella, Diatoma, Diploneis
Decipiens, Eunotia, Fragilaria, Frustulia, Gomphonema
Acuminatum, Hantzschia Amphioxys, Navicula, Neidium
Affine, Nitszchia, Pinnularia, Psammothidium Bioretti,
Stauroneis Obtusa and Surirella. The existence of these
algae species in the river water samples will be used as
input data for the MLP networks. Thus, the MLP network
consists of 21 input nodes which each input node
represents species of algae respectively. 120 data ( 32
clean, 55 polluted, II moderate and 22 brackish) are used
to train the MLP network to determine the optimum
structure of network, while 80 data ( 23 clean, 36
polluted, 7 moderate and 14 brackish) are used to test the
MLP network's capability.













where p(0) is the prior probability of a parameter 0
before having seen the data and p(0 I D) called the
likelihood were the probability of the data D.
Bayes' Rule was used to determine the posterior
probability of 0 given the data D [20]. In general this
will provide an entire distribution over possible values of
O. This process was applied to neural networks and came
up with the probability distribution over the network
weights, w, given the training data p(wl D). When
finding a posterior distribution over weights,
..
Fig 2 : Changing prior weights to posterior weights I
p(wlD)
IV. DATA SAMPLES
Aquatic population gives a variety resulting of
alterations in the biological integrity of aquatic systems.
Algae could serve as an indicator of the water quality
degree, and many algae indicator have been used to
classify environmental status. Kolkwitz & Marsson [21]
were the pioneer to classify algae species. Palmer had
published a composite rating of algae species, which can
be used to indicate the clean and polluted water. In
Malaysia, development has inevitably resulted in adverse
changes in the hydrology and ecology of river
ecosystems. Recently, only the biological aspects of the
integrated study have been included in the water quality
monitoring program, and a few algae studies have been
performance function. In this way, the performance
function will always be reduced at each iteration of the
algorithm [20].
C. Bayesian Rule Algorithm
Given the Baye's Rule as [21]
In the Bayesian formalism, learning the weights means
changing our belief about the weights from the prior , <-
pew), to the posterior, p(wl D) as a consequence of






and the gradient can be computed as:
P j (t) = r (Xi (t)):L: P~ (t)W~k (t -1)
j
where r(Xi (t)) is the first derivative of F(xi (t)) with
respect to Xi (t) . Since back propagation algorithm is the
steepest decent type algorithm, the algorithm suffers from
a slow convergence rate. The search for the global minima
may become trapped at local minima and the algorithm
can be sensitive to the user selectable parameters [17].
B. Levenberg-Marquardt Algorithm
The Levenberg-Marquardt algorithm is a gradient-
based, deterministic local optimization algorithm. Once
employed to train the MLP model, the advantage of the
Levenberg-Marquardt over the traditional Back
Propagation algorithm is that it can provide a faster
(second-order) convergence rate and keep relative
stability [18]( 19].
Like the quasi-Newton methods, the Levenberg-
Marquardt algorithm was designed to approach second-
order training speed without having to compute the
Hessian matrix. When the performance function has the
form of a sum of squares (as is typical in training feed
forward networks), then the Hessian matrix can be
approximated as:
where J is the Jacobian matrix that contains first
derivatives of the network errors with respect to the
weights and biases, and e is a vector of network errors.
The Jacobian matrix can be computed through a standard
back propagation technique that is much less complex
than computing the Hessian matrix [20]. The Levenberg-
Marquardt algorithm uses this approximation to the
Hessian matrix in the following Newton-like update:
where ~w is a differential weights and J1 is a control
parameter.
When the scalar f.l is zero, this is just Newton's method,
using the approximate Hessian matrix. When J1 is large,
this becomes gradient descent with a small step size.
Newton's method is faster and more accurate near an error
minimum, so the aim is to shift towards Newton's method
as quickly as possible. Thus, f.l is decreased after each
successful step (reduction in performance function) and is
increased only when a tentative step increases the




The increment ~wij (t) and ~bj (t) given by:
fw;/t)='T/wPj(t)xi (t)+a,~j(t-l)
IYJ/t) ='T/bPj(t)+~lYJj(t-l)
In 1958, Rosenblatt introduced a perceptron model [15].
Cascading of several perceptron models in a layer
produce a network as shown in Figure J. This neural
network is referred as MLP network. Based on Figure 1, a
MLP network with m outputs and nil hidden nodes and ni
input nodes can be expressed as:
Yk(t) = ~W~kF(~ w~X?(t) +b~) forl ~ k ~ m
(1)
where w~ and W~k denote the weights of the connection
between input and hidden layer, and weights of the
connection between hidden and output layer respectively.
b~ and Xi denote the thresholds in hidden nodes and
inputs that are supplied to the input layer respectively.
F(e) is an activation function and is normally being
selected as sigmoid function.
From Equation (1), the values of w~, W~k and b~
must be detennined using appropriate algorithm. Back
propagation (BP) algorithm is commonly used to find
optimum values for those parameters due to its easy
implementation and produced good performance. This
algorithm is based on the error-correction learning rule.
This study will employ another two common learning
algorithms to train the MLP network, namely the
Levenberg-Marquadrt and the Bayesian Rule algorithms.
The performance of these training algorithms will be
compared.
A. Back Propagation Algorithm
Back-propagation, the most commonly used trammg
algorithm, is a gradient descent procedure that computes
the derivatives' values in an efficient way, and modifies
the weights according to a parameter known as the
learning rate [16]. Back propagation is the steepest decent
type algorithm where the weight connection between the
j-th neuron of the hidden layer and the i-th neuron of the
input layer are respectively updated according to:
wji (t) = wij (t -1) + ~Wij (t)
bj (t) = b j (t-l) +~bj (t)
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classifications of river's water quality. Table 2 shows the
result of the analysis for training and testing phase.
TABLE 2
REsULTS FOR PERFORMANCE ANALYSIS OF THE MLP
NE1WORK TRAINED USING DIFFERENT TRAINING
ALGORITHMS.
MLP network Accuracy Percentage
trained using
Training Testing Overalldifferent training
algorithm (%) (%) (%)
BP 61.67 66.25 63.50
LM 95.83 88.75 93.00
BR 95.83 90.00 93.50
This study further employs an analysis to find the
minimum number of epochs and the shortest time to reach
predetermined accuracy. As the MLP network trained
using BP can only produce the highest accuracy of
63.50%, this study sets the accuracy level for all
algorithms to 63.50%. Table 3 shows the results of the
minimum number of epochs and the shortest time to reach
predetermined accuracy.
TABLE 3
RESULTS FOR MINIMUM NUMBER OF EpOCHS AND
MINIMUM CONVERGENCE TIME ANALYSIS OF THE MLP
NE1WORK TRAINED USING DIFFERENT TRAINING
ALGORITHMS.
MLP network trained using Convergence Rate





The results tabulated in Table I show that the MLP
network trained using the Bayesian Regularization (BR)
forms the simplest network architecture as it only requires
3 hidden nodes as compared to other training algorithms
(back propagation (BP) and Lavenberg Marquadt (LM».
For the performance analysis, the results obtained as
tabulated in Table 2 show that the MLP network trained
using BR algorithm produces the best performance of
accuracy with 95.83% and 90.00% for training and testing
phase respectively, which gives overall accuracy of
93.50%.
The results obtained as tabulated in Table 3 show that
the MLP network trained using BR and LM algorithms
needs the lowest number of epochs (Le. only 10 epochs)
to reach the predetermined accuracy as compared to BP
which requires 3600 epochs. But the result favors the
MLP network trained using BR as compared to LM and
BP in term of minimum time required to obtain the
predetermined accuracy. The MLP network trained using
BR only needs 4.641s to reach the predetermined
SD-000876
accuracy with different of 0.637s and 5.2\8s compared to
LM and BP respectively. This shows that the MLP
network trained using BR has lower convergence rate as
compared to LM and BP.
The promising results obtained suggest four
conclusions:
1) The MLP network is suitable as intelligent classifier
to classify the quality of river water into clean,
polluted, brackish and moderate.
2) Algae composition is significantly possible to be used
as input data for the MLP network to determine the
river water quality.
3) The MLP network using BR as the training algorithm
is more intelligent and has lower convergence rate as
compared to LM and BP.
4) Also the MLP network trained using BR algorithm
produce the highest accuracy of river water quality
determination as compared to the MLP network
trained using LM and BP.
VII. CONCLUSION
This paper analyzes neural network method in terms of
water quality monitoring and the result comparison with
the biological monitoring approach. The earlier concept of
the usage of algae in water monitoring is based on the
indicator species concept. As a pilot study, this system
proves that artificial neural network is suitable and
capable to classify the river's water quality based on algae
comparison.
Further improvement can be made to upgrade the
performance of the proposed system. In addition, more
case studies should be done to test the system in order to
establish its capability and reliability. A good suggestion
is by using different type of neural networks and learning
algorithms could be employed.
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Abstrak - Rangkaian neural buatan berkonsepkan neuron biologi telah digunakan secm'a meluas dalam
pelbagai bidang dan antaranya dalam bidang pengurusan kualiti air. Pendekatan kepada penggunaan
rangkaian neural telah menghasilkan kaedah penyelesaian masalah yang pintar bagi membantu proses
penyelesaian masalah berkaitan sistem sungai terutama dalam menentukan kualiti air sUl1gai. Kajian ini
dijalankan bertujuan untuk menguji sarna ada rangkaian neural buatan berkemampuan dan bersesuaiall
untuk mengesan kualiti air sungai berdasarkan komposisi alga. 21 jenis alga yang berbeza telah
digunakan sebagai parameter masukan. Kualiti air sungai dikelaskan kepada empat kategori iaitu bersih,
sederhana, tercemar dan payau. Rangkaian Perceptron Berbilang Lapisan Hibrid (HMLP) yang dilatih
menggunakan Ralat Ramalan Jadi Semula Ubahsuai (MRPE) digunakan dalam kajian ini. HMLP yang
telah dilatih menggunakan algoritma MRPE algorithm telah terbukti menghasilkan keputusan yang
sangat baik dengan peratusan kejituan yang tinggi iaitu 98.58%. Keputusan yang telah diperolehi, jelas
menunjukkan rangkaian HMLP sesuai digunakan untuk menentukan kualiti air sungai dan berkeupayaan



















Katakunci - komposisi alga, rangkaian neural, rangkaian Perceptron Berbilang Lapisan Hibrid, Ralat
Ramalan Jadi Semula Ubahsuai, penentuan kualiti air sungai.
I. PENGENALAN
Satu rangkaian neural boleh diibaratkan sebagai mekanisma yang dapat merekabentuk satu model
menyamai kaedah otak beket:.ia dalam pelbagai situasi [1]. Kelebihan dan kebolehan rangkaian neural
merangkumi pelbagai aplikasi seperti aplikasi ketidaklinearan [2][3] dan pemetaan masukan & keluaran
[4]. Disamping itu juga, rangkaian neural berjaya diaplikasikan dalam bidang kewangan [5],
kejuruteraan [6][7] dan statistik [8]. Aplikasi rangkaian neural seperti pengenalpastian sistem [9][10],
pemprosesan imej [11][12] dan pengenalpastian corak [13] telah membuahkan kejayaan di peringkat
yang tinggi.
Kini, pendekatan rangkaian neural t~lflh diaplikasikan dalam bidang berkaitan isu-isu
pencemaran terutamanya isu pengurusa!1 kualiti air. Aplikasi rangkaian neural kini telah mendapat
perhatian setelah melihat kepada kejayaan kajian-kajian terdahulu [14]-[18]. Kajian yang dijalankan
merangkumi peramalan dan pengurusan kualiti air serta perancangan kawalan saliran sungai yang telah
tercemar. Dalam menguruskan kualiti air, pendekatan menggunakan ral1gkaial1 neural telah memberikan
penyelesaian yang baik bagi mengabsi permasalahan berkaital1 saliran sungai [18]. Pengurusan kua1iti
'"air merangkumi kajian-kajian dalal11 satu ekosistem akuatik yang besar. Ekosistem akuatik adalah terlalu
kompleks disebabkan oleh pembiakan spesis yang berterusan. Pembiakan spesis dengan cepat dan dalam
kuantiti yang besar akan mendatangkan pencemaran kepada ekosistem dan memberikan kesan buruk
kepada persekitaran jika tidak dikawal [19]. Populasj spesis alga biru kehijauan l11erupakan alga yang
sangat berbahaya kepada persekitm'an dan mampu menurunkan kadar kualiti air di sungai-sungai, tasik-
tasik dan kawasan-kawasan tadahan [19].
Spesis Cylindrospermopsis Raciborskii boleh menyebabkan mengaratan air teljadi [20]. Sistem
rekreasi akuatik akan l11enjadi tidak seimbang disebabkan oleh pengaratan air. Populasi ini boleh
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membiak dalam air yang cetek dan menyebabkan kematian kepada hidupan akuatik akibat kekurangan
oksigen terlarut yang terkandung di dalam air. Disamping itu juga, toksin yang terhasil daripada spesis
Cylindrospermopsis Raciborskii boleh mengancam nyawa manusia [21]. Toksin ini mungkin terkandung
di dalam air minuman dan lebih malang lagi jika terdapat di dalam sistem rantaian makanan manusia.
[22] membuktikan toksin-toksin daripada alga mampu melepasi kaedah rawatan air yang dilakukan
secara normal dan tegar kepada suhu didih air. Ia akan mengakibatkan gastrik dan keracunan kepada
bati. Tambahan pula, Todd [23] melaporkan toksin daripada spesis Alexandrium, Dinophysis dan
Psuedo-nitzschia multiseries menyebabkan hidupan laut pupus akibat keracunan. Perkara ini
menyebabkan pengurangan kepada permintaan eksport makanan laut. Spesis seperti Heterosigma
Akashiwo dan Cryptosporidium Parvum mampu membunuh spesis-spesis ikan dengan akibat insang
yang tersumbat teruk. Selain itu, spesis Cyanophytes menyebabkan bau, rasa dan wama kepada bekalan
air minuman berubah sama sekali seterusnya meningkatkan rungutan di kalangan pelanggan [22].
Masalah-masalah ini dapat dihalang atau dikurangkan sekiranya populasi pembiakan populasi spesis
alga ini dapat dikesan pada peringkat awal. Kehidupan mikro di dalam air amat berguna dan mampu
memberikan sebarang tindakbalas dalam pengurusan kualiti air. Perkara ini dapat mengurangkan kesan
negatif akibat kehadiran spesis-spesis alga ini di dalam komuniti hidupan air [21].
Berdasarkan kepada fakta yang dibentangkan, banyak penyelidikan telah dilakukan untuk
menentukan kualiti air kehadiran alga di da1am air [15][16][17]. Tahap kualiti air bergantung kepada
kuantiti komposisi alga yang terdapat di dalamnya. Kualiti air terbahagi kepada beberapa kategori iaitu
sangat bersih, bersih, kotor atau sangat kotor [18][19][24]. Penggunaan mikroskop bagi menentukan
komposisi dan bilangan alga yang terdapat pada sampel air memerlukan masa yang lama serta tahap
Fokus utama kajian ini adalah membangunkan satu sistem pintar untuk menentukan kualiti air
sungai menggunakan rangkaian HMLP. Dalam menjalankan kajian ini, algoritma latihan yang
dinamakan MRPE telah digunakan. Berdasarkan 21 jenis spesis alga, sistem ini akan dilatih untuk
mengelaskan kualiti air kepada empat kategori iaitu bersih, sederhana, tercemar dan payau.
II. SISTEM YANG DICADANGKAN
Bantuan daripada sistem perkomputeran menggunakan rangkaian-rangkaian neural berupaya membantu
ahli-ahli bio10gi bagi mendapatkan keputusan yang jitu. Ramalan yang te1ah diberikan adalah tepat dan
pantas da1am menentukan kua1iti air sungai. Pendekatan ini dapat mengatasi masalah batasan masa
seperti yang dia1ami oleh kaedah konvensional yang dijalankan di da1am makma1 pada masa kini [18].
Walaupun penggunaan rangkaian neural telah digunakan sejak dua dekad yang lalu, tetapi kebanyakan
kajian terdahu1u hanya memfokuskan kepada beherapa isu-isu semasa. Antaranya ialah :
1) Kajian terdahulu hanya memberi penekanan dalam meramal kehaeliran populasi spesis-spesis alga
[16][19][21]. Dengan menggunakan model ramalan itu, kualiti air ditentukan secara konvensional
dan manual eli dalam makmal.
2) Bagi kajian terdahulu, kualiti air hanya elitentukan kepada dua kategori sahaja sama ada bersih atau
kotor [14][18].
Berdasarkan kajian terdahulu, kajian ini memfokuskan pengubahsuaian kepada sistem penentuan
pintar bagi meramal kualiti air sungai. Sistem terkini yang dibangunkan aelalah memenuhi ciri-ciri yang
kejituannya ada1ah rendah. Bagi mengatasi masa1ah ini, penggunaan rangkaian neural buatan da1am
te1ah elitetapkan seperti di bawah : ,
,
menentukan tahap kua1iti air sungai telah dicadangkan. Penggunaan sistem bantuan komputer melalui
rangkaian neural dalam prosedur pengurusan kua1iti air hanyalah sekadar sokongan kepada kaedah
konvensiona1 sahaja. Ia mampu membantu ahli biologi da1am membuat penyelesaian masa1ah tetapi
bukan menggantikan tugas manusia secm'a keseluruhan.
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1) Kualiti air sungai akan ditentukan berdasarkan 21 jenis spesis alga yang berlainan. Penggunaan
spesis-spesis ini telah disahkan oleh [25][26] sebagai penunjuk bagi menentukan kualiti air sungai
secara konvensiona1 di dalam makmal. Oleh itu, kajian ini mencadangkan supaya spesis-spesis alga
4
ini dijadikan parameter-parameter masukan kepada rangkaian neural bagi menentukan kualiti air
sungai seCal'a automatik.
2) Kajian ini akan mengenalpasti kesesuaian dan kebolehan rangkaian neural dalam menentukan kualiti
air sungai kepada empat kategori iaitu bersih, sederhana, tercemar atau payau seCal'a automatik.
nI. RANGKAIAN PERCEPTRON BERBILANG LAPISAN HIBRID
Rangkaian neural buatan merupakan salah satu sistem pengkomputeran yang diinspirasikan daripada
konsep sel neural biologi yang juga dikenali sebagai neuron. Neuron adalah sel-sel yang sangat kecil
yang terdapat di dalam otak manusia. Satu neuron biologi terdiri daripada berbilion-bilion neuron.
Berdasarkan konsep itu, rangkaian neural buatan telah dicadangkan dan berupaya memodelkan struktur
neuron biologi baik dari segi senibina mahupun aplikasi. Ia berfungsi sebagai model perkomputeran
Rajah 1. Rangkaian HMLP dengan satu lapisan tersembunyi
/\
Keluaran pada satu nod keluaran ke-k, Yk diberikanpleh [27]:
matematik kepada anggaran fungsi tak lelurus, pengklasifikasian data dan regrasi pengelompokan. Ia
adalah simulasi kepada himpunan model neuron-neuron biologi dalam sistem otak manusia. Rangkaian
nh n· n,
A . 2 I 1 O. 1 I I 0
Yk Ct) = I Wj'kFCIwlj"xi (t)+b j,)+ I w'kx, (t)
. )=1 . i=l i=O f I for 1:S; k:S; m (1)
neural buatan sangat berkebolehan dan mampu menghasilkan prestasi yang tepat terutamanya
menyelesaikan masalah. Oleh sebab itu, ia menjadi alternatif kepada sistem-sistem pintar. Dalam kajian
ini, rangkaian HMLP telah dicadangkan sebagai peramal kepada kualiti air sungai. Rangkaian HMLP
dengan satu lapisan tersembunyi adalah seperti yang ditunjukkan pada Rajah 1.
dimana W~k mewakili sambungan-sambungan pemberat di antara lapisan tersembunyi dengan lapisan
keluaran. 'W;k pula mewakili sambungan-sambungan pemberat di antara lapisan masukan dengan lapisan
keluaran. W;k mewakili sambunganlpemberat tambahan yang menghubungkan lapisan-Iapisan masukan
""terus ke lapisan-Iapisan keluaran. x~ dan b~ mewakili masukan yang telah dihubungkan kepada
pengambangan nod tersembunyi. ni ' 111 dan nh masing-masing adalah bilangan nod masukan, nod
keluaran dan nod tersembunyi. F(e) adalah satu fungsi pengaktifan dan penyelidikan ini memilih fungsi
sigmoid sebagai fungsi pengaktifan. w~k'wfk' wij da~ nilai ambang b) tidak diketahui dan dikemaskini
untuk meminimumkan ramalan raJat yang diberikan oleh :
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di mana Yk (t) dan Yk (t) masing-masing adalah keluaran sebenar dan juga keluaran rangkaian.
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(2)
IV. RALAT RAMALAN JADI SEMULA UBAHSUAI
Merujuk kepada persamaan (1), nilai wij, WJk' w{k dan b) perlu dipertimbangkan dengan
menunjukkan am (1) dan a g (t) mampu memperbaiki kadar penumpuan yang telah dihasilkan oleh
algoritma RPE berdasarkan kepada:
menggunakan algoritma tertentu. Algoritma Perambatan Suap Belakang (Back Propagation, BP) telah (6)
diketahui umum mampu memberikan nilai optimum kepada perameter-parameter tersebut. dan
Walaubagaimanapun, algoritma ini dapat memberikan prestasi yang baik tetapi kadar penumpuan adalah (7)
perlahan. Bagi mengatasi masalah ini, Chen et al. [28] telah mencadangkan penggunaan Ralat Ramalan
Jadi Semula (Recursive Prediction Error, RPE) bagi menggantikan algoritma BP. Algoritma RPE
di mana a adalah nilai tetap (dengan nilai tipikal a = 0.01), If/(1) mewakili gradian keluaran ramalan satu
/\
langkah kehadapan, y dengan mematuhi parameter rangkaian :
memberikan kadar penumpuan yang lebih cepat di samping mampu memberikan nilai pemberat dan
nilai ambang yang lebih baik. Oalam [27], Mashor telah mencadangkan versi ubahsuai kepada algoritma
RPE, yang dikenali sebagai Ralat Ramalan Jadi Semula Ubahsuai (Modified Recursive Prediction Error,
MRPE). Oengan mengoptimumkan momentum dan kadar pembelajaran, algoritma MRPE mampu
memperbaiki kadar penumpuan yang telah ditunjukkan oleh algoritma RPE.
If/(t, e) = [d ~(t,e)]
de
P(t) dalam persamaan (4) telah dikemaskinikanja<;li semula berdasarkan :
1 [ •
P(t) = /L(t) P(t -1) - P(t -1)lJf(t)(/L(t)1 +~T (t)P(t -1)lJf(t)t lJfT (t)P(t -1)]
(8)
(9)
Algoritma RPE yang telah diuahsuai oleh Chen et al. [28] meminimumkan kos fungsi berikut :
di mana A(t) adalah faktor lemati, 0 < A(t) < 1, yangtelah dikemaskinikan menggunakan skim berikut :
(3) (10)
"dengan mengemaskinikan parameter vektor penganggaran, e (terdiri daripada w-w dan b-b), yang
terhasil semula menggunakan algoritma Gauss-Newton:
Oi mana /Lo adalah faktor lemati awalan. Nilai awalan matrik P(i), iaitu prO) telah ditetapkan kepada
aI di mana I adalah matrik identiti dbn a adalah nilai tetap, bertipikal di antara 100 dan 10000.
(4)
Matrik gredian, If/(t) diubah dengan meletakkan satu sambungan linear tambahan kepada model
dan
rangkaian HMLP satu lapisan tersembunyi dengan membezaan persaman (1) terhadap parameter Be'
(5)
untuk menghasilkan :
di mana e(t) dan A masing-masing adalah ralat ramalan dan satu matrik positif yang simetri 111 x 111, dan
m adalah bilangan nod-nod keluaran; am(t) dan ag(t) masing-masing adalah momentum dan kadar
pembelajaran. am (t) dan a g (1) boleh diwakilkan oleh sesuatu nilai diantara 0 hingga 1, manakala nilai-
nilai tipikal am (t) dan a g (t) masing-masing menghampiri nilai 1 dan O. Kajian semasa telah
jika
jika
u.(l-u,)w~k jikaJ J J




l<S.j <S.nh (11 )
l<S.j <S.nh,l<S.;<S.n;
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Pengubahsuaian kepada algoritma RPE untuk rangkaian HMLP satu lapisan tersembunyi boleh
diimplementasikan seperti berikut [27]:
1. Berikan nilai awalan kepada pemberat-pemberat dan pengambangan, prO), a, b, am(O), Ao dan
A(O). (b adalah parameter yang mempunyai nilai tipikal di antara 0.8 dan 0.9).
2. Masukkan data masukan pertama kepada rangkaian dan kira keluaran rangkaian berdasarkan
kepada persamaan (1).
3. Kira ralat ramalan berdasarkan kepada persamaan (2).
4. Kira matrik lJf(t) berdasarkan kepada persamaan (11). (Nota: Elemen If/(t) perIu dikira daripada
lapisan keluaran dan seterusnya ke lapisan tersembunyi).
5. Kira matrik P(t) dan A(t) masing-masing berdasarkan persamaan (9) dan (10).
6. Sekiranya am (t) < b, kemaskinikan am (t) berdasarkan persamaan (6).
7. Kemaskinikan ag(t) dan !l(t) masing-masing berdasarkan kepada persamaan (7) dan (5).
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8. Kemaskinikan parameter vektor e(t) berdasarkan kepada persamaan (4).
9. Ulang langkah (3) hingga (8) bagi setiap sampel data latihan.
V. SAMPEL DATA
Populasi akuatik mampu meramal sebarang fenomena ke atas perubahan yang berlaku dalam kombinasi
biologi sistem akuatik. Alga dapat dijadikan penunjuk kepada tahap kualiti air dan populasi pelbagai
spesis alga telah digunakan bagi penentuan keadaan alam sekeliling. Kolkwitz & Marsson [29]
merupakan individu yang merintis penemuan penentuan kualiti air berdasarkan komposisi spesis-spesis
alga. Di Malaysia, pembangunan pesat menyebabkan perubahan yang drastik dalam hidrologi dan
ekologi ekosistem sungai. Kini, hanya aspek-aspek biologi daripada kajian yang bersepadu
mengandungi program pemerhatian kualiti air. Beberapa kajian terhadap alga telah dijalankan berkait-
rapat dalam hubungan berkaitan pencemaran air. Dalam satu kajian, Wan Maznah & Mansor [25] telah
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mengumpulkan spesis-spesis alga yang berada di dalam air di sepanjang kawasan tadahan Sungai
Pinang. Kawasan tadahan Sungai Pinang adalah kawasan tadahan yang terbesar di bahagian pulau di
negeri Pulau Pinang dan adalah salah satu kawasan tadahan yang teruk tercemar. Terdapat 12 stesen
pensampelan yang telah dikenalpasti di sepanjang Sungai Pinang. Pensampelan air sungai telah
dilakukan pada setiap bulan bennula Mac 1998 hingga Mac 2000. Dalam kajian ini, data-data yang
terkandung di dalam [25 ] telah digunakan untuk menentukan kualiti air secara automatik kepada
beberapa kumpulan kualiti air sarna ada bersih, sederhana, tercemar ataupun payau. Proses menentukan
kualiti air ini dilakukan menggunakan rangkaian HMLP. Sampel-sampel air sungai mengandungi 21
jenis alga seperti Acnanthes, Amphora Libica, Anomoeoneis Brachysira, Cocconeis, Coscinodiscus,
Cyclotella, Cymbella, Diatoma, Diploneis Decipiens, Eunotia, Fragilaria, Frustulia, Gomphonema
Acuminatum, Hantzschia Amphioxys, Navicula, Neidium Affine, Nitszchia, Pinnularia, Psammothidium
Bioretti, Stauroneis Obtusa and Surirella. Kehadir~n spesis-spesis alga di dalam sampel-sampel air
sungai akan dijadikan sebagai parameter masuka'"n'kepada rangkaian HMLP. Oleh itu, rangkaian HMLP
akan mengadungi 21 nod masukan yang mewakili spesis-spesis alga. 1200 data telah digunakan bagi
melatih rangkaian HMLP manakala 800 data akan digunakan untuk menguji kebolehan rangkaian
tersebut, pada fasa ujian.
VI. KEPUTUSAN
Prosedur pengklasifikasian rangkaian neural telah dijalankan seperti [30][31], di mana dua jenis analisis
telah dilakukan. Pertama, analisis terhadap struktur optimum rangkaian neural dengan mengambil kira
bilangan lelaran data dan bilangan nod tersembunyi. Keputusan yang telah diperolehi menunjukkan
bahawa sistem yang telah dicadangkan mampu clemberikan kejituaan yang tinggi dengan hanya
menggunakan 3 lelaran data dan juga menggunakan 26 bilangan nod tersembunyi sahaja. Analisis kedua
dijalankan dengan menggunakan struktur optimum yang telah diperolehi daripada analisis pertama untuk
menentukan kualiti air. Jadual 1 danjadua12 masing-masing menunjukkan prestasi klasifikasi yang telah
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'h d U1il·an. Keputu.san ini terhasi1 se1epas rangkaian HMLP dilatihdija1ankan pada fasa 1atl an an ;}
menggunakan struktur optimum yang telah'dipero1ehi pada ana1isis terdahu1u.
Jadua1 1 : Keputusan rama1an kualiti air sungai bagi fasa latihan.
Klasifikasi Betul Salah Jumlah Prestasi
Bersih 328 0 328 100.00%
Sederhana 108 1 109 99.08%
Tercemar 542 1 543 99.82%
Payau 205 15 220 93.36%
Keseluruhan 1183 17 1200 98.58%
Jadual2 : Keputusan ramalan kualiti air sungai bagi fasa ujian.
Klasifikasi Betul Salah Jumlah Prestasi
Bersih 214 8 222 96.39%
Sederhana 67 6 73 94.37%
Tercemar 364 1 365 99.63%
Payau 122 18 140 87.20%
Keseluruhan 767 33 800 95.88%
Penyelidikan ini juga membandingkan prestasi pengklasifikasian kualiti air sungai menggunakan
rangkaian HMLP dengan rangkaian Perceptron Berbilang Lapisan (Multilayered Perceptron, MLP)
konvensional. Rangkaian MLP dilatih menggunakan dua jenis algoritma 1atihan yang berlainan iaitu
perambatan be1akang (BP) dan Lavenberg Marquardt (LM). Jadual 3 menunjukkan perbandingan
bilangan lelm'an data dan bilangan nod tersembunyi optimum bagi rangkaian neural yang digunakan.
Jadual4 pula menunjukkan perbandingan prestasi ramalan bagi semua rangkaian neural.
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Jadual3. Keputusan bagi analisis struktur optimum
Jenis Rangkaian Bilangan Lelaran Bilangan Nod
Nenral Data Tersembunyi
HMLP using MRPE 3 26
MLPusingBP 3600 ,..,.)
MLPusingLM 100 ,..,.)
Jadual4 : Keputusan analisis prestasi bagi rangkaian neural
Jenis Rangkaian Prestasi Kejitnan
Neural Latihan Ujian Keseluruhan
(%) (%) (%)
HMLP dengan MRPE 98.58 95.88 97.23
MLP dengan BP 70.@7 64.25 67.46
MLP dengan LM <n.83 93.15 95.49
VI. PERBINCANGAN
Keputllsan yang telah diberikan oleh~aduall dan 2 menllnjukkan rangkaian HMLP memberikan prestasi
""ramalan dengan kejituan yang tinggi. ladua1 1 menunjukkan keputusan bagi fasa latihan, eli mana
ramalan pada klasifikasi bersih adalah sangat baik dengan kadar ketepatan aelalah 100%. Keputllsan
99.08% telah diberikan oleh klasifikasi seelerhana manakala keputusan 99.82% pula adalah bagi
klasifikasi tercemar. Keputusan bagi klasifikasi secle~hana dan tercemar adalah sangat baik walaupun
tidak menyamai kaelar keputusan klasifikasi bersih. Keputusan bagi klasifikasi payau memberikan
keputusan clengan ketepatan ramalan sebanyak 93.36%. Walaupun keputusan klasifikasi payau paling
rendah, tetapi dengan peratusan ketepatan ramalan yang tinggi menjadikan keputusan ramalan itu masih
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baik. Keputusan keseluruhan kejituan prestasi ramalan bagi fasa latihan aelalah sangat baik elengan
kejituan 98.85%.
Jaelual 2 pula menunjukkan keputusan prestasi ramalan rangkaian HMLP bagi fasa ujian.
Keputusan prestasi ramalan yang eliberikan oleh klasifikasi bersih aelalah 96.39% tepat. Keputusan yang
elitunjukkan oleh klasifikasi seelerhana pula aelalah 94.37%. Keputusan yang telah eliberikan oleh
klasifikasi tercemar aelalah amat tinggi dengan 99.63%. Keputusan yang eliberikan oleh klasifikasi
tercemar aelalah sangat baik dan hampir mencapai ketepatan maksimum. Bagi prestasi ramalan
klasifikasi payau pula, keputusan ketepatan aelalah hanya 87.20% sahaja. Keputusan il1i kurang baik
berbaneling klasifikasi-klasifikasi lain elengan ketepatan lebih dari 90.00% tetapi ketepatan yang
diberikan oleh klasifikasi payau masih lagi baik. Keputusan keseluruhan kejituan prestasi ramalan bagi
fasa ujial1 pula aelalah baik elel1gan kejituan 95.88%.
Jadual 3 menunjukkan keputusan bagi analisis struktur optimum manakala jaelual 4 menunjukkan
analisis prestasi kejituan. Keelua-elua jaelual aelalah perbanelingan eli antara ral1gkaian HMLP yang
menggul1akan algoritma latihan MRPE elel1gan rangkaian MLP yang menggunakan algoritma latihan BP
dan LM. Daripada keputusan yang telah diberikan, elidapati rangkaian HMLP dengan algoritma latihan
MRPE mampu menghasilkan rangkaian yang paling ringkas disamping kadar penumpuan yang cepat.
Struktur yang paling optimum dihasilkan pada lelaral1 data ketiga dan bilangan nod tersembunyi yang
ke-26. Disamping itujuga, kejituan pada keseluruhan prestasi ramalan adalah sangat tinggi iaitu 97.23%.
Keputusan yang diberikan oleh rangkaian MLP dengan algoritma latihan BP menunjukkan rangkaian itu
adalah satu struktur yang menumpu dengan lebih perlahan berbanding rangkaian HMLP. Struktur
optimum mampu dicapai paela lelaran data ke-3600 dan bilangan nod tersembunyi ketiga. Walaupun nod
tersembunyi yang diperlukan oleh rangkaian MLP dengan algoritma latihan BP adalah sedikit
berbanding dengan rangkaian HMLP menggunakan algoritma latihan MRPE tetapi kejituan keseluruhan
prestasi ramalan yang ditunjukkan hanya 67.46% sahaja. Bgitu juga dengan keputusan yang diberikan
oleh rangkaian MLP dengan algoritma latihal1 LM, pada lelaran data ke-IOO dan bilangan noel
tersembunyi ke-3 sudah mampu mencapai struktur optimum. Kadar penumpuan bagi rangkaian MLP
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del1gan algoritma latihan LM adalah pal1tas tetapi kejituan keseluruhan prestasi ramalan yang
ditunjukkan adalah 95.49% kurang berbanding rangkaian HMLP menggunakan algoritma MRPE
sebagai algoritma latihan.
Berdasarkan prestasi kejituan pada jadual 4 pula, analisa peratus perbezaan bagi kejitual1 prestasi
ramalan dapat dilakukan. Dengan menggunakan rangkaian MLP dengan menggunakan BP sebagai
algortima latihan, keputusan yang diberikan adalah 70.67% bagi fasa latihan diikuti dengan 64.25% bagi
fasa ujian. Rangkaian MLP dengan menggunakan LM sebagai algOltima latihan pula memberikan
peningkatan keputusan yang lebih baik iaitu 97.83% pada fasa latihan manakala 93.15% bagi fasa ujian.
Daripada keputusan ini dapat diperhatikan rangkaian MLP yang dilatih menggunakan algoritma LM
memberikan keputusan yang sangat baik berbanding rangkaian MLP yang dilatih menggunakan
algoritma BP dengan peratus perbezaan adalah 27.16% bagi fasa latihan dan 28.90% bagi fasa ujian.
Rangkaian HMLP del1gan menggunakal1 algoritma !atihan MRPE pula memberikan keputusan prestasi
ramalan yang terbaik. Ral1gkaian ini mampu berikal1 keputusan dengan ketepatan yang til1ggi iaitu
98.85% bagi fasa latihan manakala 95.88% bagi fasa ujian. Perbezaan keputusal1 yang ketara
ditul1jukkan berbanding MLP yang dilatih menggunakan algoritma BP dengan 27.91 % pada fasa latihal1
manakala 31.67% pada fasa ujian. Perbezaan keputusan yang ditunjukkan terhadap rangkaian MLP yang
dilatih menggunakan algoritma LM pula amat kedl elisebabkan oleh rangkaian MLP telah sedia ada baik
I
dan mampu memberikan keputusan yang tinggi dengan perbezaan peratusan adalah 0.75% pada fasa
'"
Jatihan manakaJa 2.73% pada fasa ujian. Bagi keseluruhan prestasi ramalan, rangkaial1 HMLP dengan
menggunakan algoritma latihan MRPE memberikal1 ketepatan 97.23%. Perbezaan peratusan adalah
29.77% berbanding rangkaian MLP yang dilatih menggunakan algoritma BP dan 2.72% bagi rangkaiaI1
MLP yang elilatih menggunakan algoritma LM. P~'rbezaan keputusan kejituan rangkaian MLP yang
dilatih menggunakan algoritma LM berbaneling rangkaian MLP yang dilatih menggunakan algoritma BP
adalah 22.03%.
Keputusan-keputusan yang telah diberi jelas memmjukkan rangkaian HMLP berkebolehan untuk
melakukan ramalan dengan baik di samping dapat menghasilkan kejituan yang tinggi. Keputusan-
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keputusan ini jelas menunjukkan rangkaian HMLP berkebolehan tinggi dalam menentukan kualiti air
slmgai berdasarkan komposisi alga malah lebih baik daripada rangkaian MLP.
Daripada keputusan-keputusan yang diperolehi, terdapat tiga kesimpulan yang dapat dibuat :
1). Rangkaian HMLP sesuai digunakan dalam sistem pintar bagi mengklasifikasikan kualiti air sungai.
2). Komposisi alga mampu dijadikan sebagai parameter masukan kepada rangkaian-rangkaian neural
bagi meramal dan menentukan kualiti air sungai.
3). Rangkaian HMLP mampu mengklasifikasikan kualiti air sungai kepada empat kategori iaitu bersih,
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Abstract: Biological neurons' concept has inspired the development of artificial neural
network. Its application covers a wide range of field including the water quality
management. One of the advantages in applying the neural network approach is the
educated solution providing in assisting the decision-making process for river system and
also for forecasting the water quality parameters. The applicability and suitability of this
atiificial neural network in detecting the river's water quality based on algae composition
1
is determined in this research. Water type classification and river's water quality
prediction is expected as the outcome of this study. As the input data, 21 different types
of algae me used. As for the river's water, it will be classified either as freshwater or
brackish-water. For each freshwater and brackish-water, it will then be categorized into 3
different quality levels which are clean, moderate atld polluted. Hence, the hierarchical
hybrid multilayered perceptron (H2MLP) with modified recursive prediction error
(MRPE) leaming algorithm have been studied. The H2MLP network is proven to
produce results with accuracy percentage of 99.13%. This is yet to be improved as soon
as the further analysis (i.e. testing data, new architecture of neural network) is carried out.
Keywords: Algae composition, hierarcl}icaf hybrid multilayered perceptron network,
river's water quality prediction, modified recursive prediction error.
i.INTRODUCTION
The researches of water qua]V.ty management have been done including the research on
aquatic system. The balancing of aquatic ecosystems is usually very complex because of
the diversity and the cOllilections amongst the components in the ecosystem influence the
system's dynamic. This is due to the increasing number or concentration of any single
species or substances will pollute the ecosystem. These pollutants will then drastically
affect the system's surroundings [1]. One of the components that can reduce the quality
ofwater in rivers, lakes and reservoirs is the blue-green blooms [1].
CylindrospelTIlopsis Raciborskii species can cause water discolorations [2]. This
water discoloration can impair the recreational of aquatic system. Blooms grow can
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cause fish and invertebrate mortality because bloom growth tends to cause the oxygen
depletion when they fill up the density, especially in shallow waters. Cylindrospeml0psis
species endanger human health by the toxicity [3]. This often occurs to human either
by directly drinking the water or indirectly via the food chain. According to Falconer's
report [4], algae toxins are resistant to nOlmal water treatment and also to boiling. This is
how algae attack human health, specifically by causing gastroenteritis and toxic injury to
the liver. As reported by Todd [5], Alexandrium, Dinophysis dan Psuedo-nitzschia
multiseries species could poison many species of fish and shellfish which can lead to
reduction of seafood export and consumption. Serious damage that occurs in aquaculture
systems such as damming and clogging fish grills are caused by the Heterosigma
Akashiwo dan Cryptosporidium Parvum species. Fmihennore, Cyanophytes species will
lead to taste and odor problems for drinking water where this will cause increasing
complaints amongst the water consumers [4]. Due to these problems, early detection of
the algae blooms presence in aquaculture ecosystem is essential. The microbial-in-
freshwater-bodies-based detection process is impOliant in order to develop management
responses in which to reduce the negative effects from the algae blooms to the
community [3].
To predict the water quality, the existence of algae in the water is detennined
[6][7][8]. Basically, there are 4 condition categories for the water quality which are very
clean, clean, ditiy and very dirty [1][9][10]. The most common and current method to
determine the algae contents is by using the microscope. However, this method is





traditionally through biological observation towards the algae types contained in the
water. The river's water sample is taken from identified stations every month. The algae
observation is done in laboratory. Each algae will be computed and recorded for
detennination results. For more accurate, some tests using certain chemicals need to be
done. The results gained from the test will then be compared to the table prepared by
Depatiment of Environmental (DOE). To obtain the results from the test using
chemicals, it requires longer time besides the possibility of less accuracy due to human
error.
Generally, several parameters are used as the indicator in order to detennine the
river's water quality. The values such '!s dissolved oxygen (DO), biological oxygen
demand (BOD), chemical oxygen dema!1d (COD) and suspended solids (SS) will be
recorded and compared to the table prepared by Department of Environmental [11][12].
The table only covers all areas in Malaysia and the nearby countries. This is because of
the river's water quality level and temperature varied in different countries. However,
the equipments used are usually expensive but able to produce accurate results. The
I
parameters that often used are only able to detennine water quality without taking into
..
account the presence of algae. Basically, algae presence in the river's water is not the
ultimate reason of pollution, but the pollution has caused several algae species to be able
to live in the at'ea. This will make the pollution worse and more critical with the presence
•
of algae species as the main agent of pollution. Waste release from the living area to the
river without going tlu'ough treatment process will make the water pollution even worse.
In order to overcome this problem, the artificial neural network is suggested by
the researchers to detect the quality level of river's water. However, the implementation
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of computer assisted programs using neural networks into conventional water quality
management procedures are intended to be only as supporting tools. This is basically to
assist the biologists in making the decisions, not to replace human expelis.
A neural network is like a machine which is developed to model the function of
brain in a particular task or function of interest [13]. Being such useful properties and
capabilities of neural network i.e. nonlinearity [14][15][16] and input-output mapping
[16][17], the neural network has taken place in various fields including financial [18],
engineering [19] [20][21] and statistical application [22].
The application of the neural network has expanded wider recently in the
environment and pollution issues including the water quality management. This is
because of the succeeded previous research of neural network [1][6] - [9][23]. The
research has covered the field ii'om water quality prediction and management to planning
for water pollution control of river systems, wetlands and low land. The neural network
approach is useful in optimizing multi-objective as it is packaged with educated solution
to aid in the decision-making process for river systems [9]. Besides, it also provides a
viable means of forecasting the water quality parameters [9].
The application of algae composition increment using neural network has been
done [7]. The composition of bad algae which gives negative effects to its surroundings
will be controlled while as for the good algae which improves the quality of water will be
increased. Since the algae growth is very rapid, the fast determination of water quality is
needed. A research on developing a system which can predict and detemline water
quality in a faster rate but user-friendlier has been done. In our previous study, neural
network is proven to produce results with very high accuracy percentage for water quality
5
determination [24]. The quality of river's water is also categorized into four more
detailed groups compared to the previous researches which are clean, moderate, polluted
and brackish. The research produces up to 98.85% of accuracy. As for the latest
research, there has been an upgrading where detennination system does not only
detennine the water quality, but also the types ofthe river's water.
The development of an intelligent detection system for river's water quality based
on H
2
MLP is emphasized on this research. Hence, the leaming algorithm named MRFE
is employed. The system will be trained according to the 21 types of algae in order to
classify the river's water into 2 types either it is fresh or brackish. Each of water type is
then classified fmiher based on its quality,.such as clean, moderate or polluted.
2. THE PROPOSED SYSTEM
In assisting the biologists to produce an accurate and faster result for river's water
quality, the computer-aided systems based on neural networks is applied as an aid tool in
which to reduce the time required for the conventional detennination procedure in
laboratory [9]. Over the last tw6 decades, the computer-aided screening system based on
neural network has been studied. However, the previous studies are emphasizing on
several common issues which include:
1. Using neural network for modeling and predicting algae species population
[1][3][7]. Hence, the water type and quality will have to be detennined manually
and conventionally.
2. Only classifying the river's water into 1'.vo classes (i.e. dirty and clean [9] [23]).






thresholds in hidden nodes and inputs that are supplied to the input layer respectively.
linear connection between input and output layer respectively. b~ and Xi denote the
F(.) is an activation function and is normally be selected as sigmoid function.
layer, weights of the connection between hidden and output layer, and weights of the
Hybrid Multilayered Perceptron
'"
where w~ , W~k and w:k denote the weights of the COllilection between input and hidden
ofthe HMLP network is given by:
(i.e. represented by dotted line cOllilections in Figme 1). For m output nodes, the output
could be modeled by additional direct connections between input nodes to output nodes
by line connection in Figme 1) as of th~ standard MLP network, and the linear system
nonlinear systems could be achieved using Hybrid Multilayered Perceptron (HMLP)
network [27]. Nonlinear system is modele.d by the standard connections (i.e. represented
network is not the best solution. An optimum performance of modeling both linear and
accmacy up to 92.13 percent.
It has been shown in [27] that modeling a linear model using the standard nonlinear MLP
hybrid version of the MLP network called HMLP network, improved the overall

















namely fresh water and brackish water. For fresh water type, it will be further
especially the H2MLP network) to classify the river's water quality into 2 types,
classified into 3 classes, such as clean, moderate or polluted. For brackish-water,
QUALITY
river's water type and quality automatically.
it will be further classified into two classes, which are brackish or polluted.
nemal network, these algae species are proposed as the input data to classify
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manual river's water classification laboratory test. As for the application of
polluted and brackish) in our'previous study [24].
species. These species are proven [25] [26] to function as the input data for
2. Identifying the suitability and applicability of an artificial nemal network (i.e.
1. Water quality classification will be done based on the 21 different types of algae
This study is improving the previous studies on developing an intelligent classification
classify the river water quality into clean, polluted, brackish and moderate. With
trained using back propagation algorithm produced 63.51% accmacy when it was used to
indicator (i.e. algae composition). In om previous studies [24], the standard MLP network
perceptron (MLP) network to classify the river water quality based on biological
From literature review no attempt was calTied out to use the conventional multilayered
3. INTELLIGENT CLASSIFICATION SYSTEM FOR RIVER WATER
focuses on the following matters:
system for river's system which are described earlier. The development of the system








~(t) =a /11 (t)~(t -1)+a g (t)ljI(t)E(t)
1\ 1\
e(t) =e(t -1)+ p(t)~(t)
am(t)=am(t-l)+a
and
of the RPE algorithm according to:
10
1\
step-ahead predicted output, y with respect to the network parameters:
where a is a small constant (typically a = 0.01); ljI(t) represents the gradient of the one-
pet) =_1_ [pet -1) - pet -1)IjI(t)(/L(t)! + IjI T(t)P(t -l)ljI(t)t IjIT (t)P(t -1)] (8)
A(t)
P(t) in equation (3) is updated recursively according to:
~
respectively. In [27], am (t) and a g (t) are 'varied to further improve the convergence rate
values between 0 and 1, and the typical values of a/l1(t) and ag(t) are closed to 1 and 0
"
and the leaming rate respectively. am (t) and a g (t) can be arbitrarily assigned to some
where E(t) and A are the prediction error and a m x m symmetric positive definite matrix





































- - -+- Additional connection
••
Figure 1: One hidden layer HMLP network
9
Ym
~ Standard MLP connection
bias
input -
Leaming algorithm for the HMLP network to determine the values of
function:
algorithm can be found in [27].
algorithm. This section will briefly explain the MRPE algorithm. The detailed MRPE
vV:i , W~k' w:k and b~ have been proposed in [27]. To handle the additional linear
are assigned, the MRPE algorithm is able to improve the convergence rate of the RPE
(MRPE) is introduced [27]. By optimizing the way the momentum and the leaming rate
algorithm could be found in [28][29]), namely Modified Recursive Prediction Enor
connections, a modified version of Recursive Prediction Enor (RPE) (the detailed RPE
(1).
following scheme:
network can be implemented as follows [27]:
networks are required to detect the fresh water with clean quality, fresh water with
I
moderate quality, fresh water with polluted quality, brackish water with moderate quality
12
be calculated from the output layer down to the hidden layer.
and brackish water with polluted quality respectively.
..
will be fed into the second HMLP network, which will further classify the quality of
brackish water into moderate and polluted. The input data for the fresh water will be fed
The original structure of the HMLP network has to be modified for effective
water into its types; i.e. fresh and brackish water. The input data for the brackish water
Hierarchical Hybrid Multilayered Perceptron
classification process. Four HMLP networks are cascaded together to fonn hierarchical
HMLP (H2MLP) network. Figure 2 shows ~)le first HMLP network classifies the river
but from the algorithm, the output for each output node must be implemented separately.
Thus, for the proposed classification system for river water quality, five separate HMLP
The MRPE algorithm can only be applie? to' one output node HMLP network. Although
in the MRPE algorithm, it is denoted that it can be applied to any output node (i.e. Yk (t) )
9. Repeat steps (2) to (8) for each training data sample.
A
8. Update parameter vector G(t) according to equation (3).
7. Update ag(t) and ~(t) according to equations (6) and (4) respectively.
6. If alii (t) < b, update am (t) according to equation (5).
5. Compute matrix P(t) and /L(t) according to equations (8) and (9) respectively.
























Ek(t) =Yk (t) - Yk(t)
11
where Yk (t) is the actual output.
The MRPE algorithm to determine the output Yk (t) for a one-hidden-Iayer HMLP
The gradient matrix, IfI (t) can be modified to accommodate the extra linear
parameter that has a typical value between 0.8 and 0.9).
3. Calculate the prediction enor according to:
2. Present inputs to the network and compute the network outputs according to equation
1. Initialize weights, thresholds, P(O) , a, b, am (0), /Lo and /L(O). (b IS a design
if o 2 1< . ~ nhu j c = w jk -J
Xi if o =Wik o~ i ~ni
dYk (t)
e ,
IfIk(k) = U j (l - U j )W~k if Oe = b) l~j ~nh=
dOc
U i (1- U j )W~kXi if 0e = W:i 1< . ~ nh,l ~ i ~ n i-J
0 othenvise
with respect to the parameters, 0c' to yield:
connections for a one-hidden-Iayer HMLP network model by differentiating equation (7)
typically between 100 and 10000.
the P(t) matrix, prO) is set to al where I is the identity matrix and a is a constant,
where /L
o
and the initial forgetting factor, /L(O) are the design values. The initial value of
where /L(t) is the forgetting factor, 0 < /L(t) < 1, and has been updated usmg the
14
The effectiveness of the proposed intelligent classification system has been evaluated
using 320 data (55, 63, 91, 48 and 63 data of fresh water with clean quality, fresh water
with moderate quality, fresh water with polluted quality, brackish water with moderate
quality and brackish water with polluted quality respectively). The H2MLP network was
trained using 180 data (32,32,52,32 and 32 data of fresh water with clean quality, fresh
water with moderate quality, fresh water with polluted quality, brackish water with
moderate quality and brackish water with polluted quality respectively) and tested using
the remaining data (23, 31, 39, 16 and 31 data of fresh water with clean quality, fresh
water with moderate quality, fresh water with polluted quality, brackish water with
moderate quality and brackish water with polluted quality respectively). The data were
taken from published paper by O~le of co-authors of this paper [25][26].The number of
cases for training was arbitrarily chosen and it was proven in this study and our previous
study [24] that 180 data were significant enough to train the H2MLP network in order to
produce the good results. The perfonnance was compared with four standard ANNs (i.e.
I
the MLP network trained using back propagation (BP), the MLP network trained using
..
Lavenberg Marquadt (LM), the MLP network trained using Bayesian Regularization
(BR) and the HMLP network trained using MRPE). Five separate HMLP networks were
used to classify the fresh water with clean quality, fresh water with moderate quality,
.
,
fresh water with polluted quality, brackish water with moderate quality and brackish
water with polluted quality respectively. The capability of the proposed classification
system was analyzed based on accuracy and mean squared error (MSE) analysis. The

























Figure 2: The H2MLP network
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I Input Data \
~ ~
Second HMLP network
into the third HMLP network. The data will be classified into clean/moderate and
polluted. Then, the input data for the clean/moderate quality will be fed into the fourth
HMLP network, which will classify the data into clean and moderate quality. The
H2MLP network approach reduces the number of the neural networks adopted if the
standard HMLP network is used for the classification process.
As the classification process is done based on algae composition, 21 types of
algae are used as input data for the ANNs. The 21 algae species are Acnanthes, Amphora
Libica, Anomoeoneis Brachysira, Cocconeis, Coscinodiscus, Cyclotella, Cymbella,
Diatoma, Diploneis Decipiens, Eunotia, Fragilaria, Frustulia, Gomphonema
Acuminatum, Hantzschia Amphioxys, Navicula, Neidium Affine, Nitszchia, Pinnularia,
Psammothidium Bioretti, Stauroneis Obtusa and Surirella.
5 RESULTS AND DISCUSSION
The results for the H2MLP network were compared with the MLP and HMLP networks.
Six tests were conducted with the munber of hidden nodes (which fonn the structure of
ANNs) ranged from 1 to 50. Table 2 depicts the percentage of accuracy, while Table 3
depicts the result for the MSE analysis. The H2MLP network perfonned better than other
ANNs for each number of hidden nodes. It was able to achieve 97.11% accuracy with
MSE value of 0.0093 even with small number of hidden nodes (i.e. one hidden node).
Table 4 shows the optimum diagnostic perfonnance for each ANNs when implemented
with their optimum hidden nodes. The H2MLP network produced the best classification
perfonnance (i.e. 97.11% and 0.0091 of MSE value) and yielded the simplest network
structure (i.e. needed 3 hidden nodes).
From Table 2, it is shown that the proposed hierarchical ANN (H2MLP) network
was able to achieve better classification performance than the standard MLP and HMLP
networks. For example, in each test, the H2MLP network outperformed the MLP network
in term of the percentage of accuracy by more than 25.0%. In addition, the H2MLP





















than 4.5%. From Table 3, the H2MLP network was proven to converge to the smallest
final MSE value as compared to the MLP and HMLP networks. The H2MLP network
was capable to produce as small as 0.0091 ofMSE value which was 1697.8%,1736.3%,
1876.9% and 5229.7% smaller than that of the HMLP network, the MLP network with
LM algorithm, the MLP network with BR algorithm and the MLP network with BP
algorithm. The results also show that the H2MLP produced the similar percentage of
accuracy and converged to the similar MSE value for different numbers of hidden nodes.
These results indicate that the H2MLP network did not require a large number of hidden
nodes. Typically, the optimum number of hidden nodes for the H2MLP network was less
than ten and the perfonnance of the H2MLP network was stable for different number of
hidden nodes (i.e. from one to fifty hidden nodes). This is one advantage of the
..
combination between hierarchical and hybrid structure of the H2MLP network as
compared to conventional ANNs. The results demonstrate that the same findings as in our
previous studies [24]. Table 2,3 and 4 depict the overall result.s.
I
Table 2: Classification perfonnance comparison in tenn of accuracy percentage for
different number ofhidden nodes between the MLP, HMLP and I-eMLP networks.
Number of Type of ANN
hidden MLP MLP MLP
nodes HMLP H2MLP
withBP withB&, withLM
1 22.50 69.50 56.50 92.28 97.11
5 22.00 72.00 81.00 92.28 97.11
10 23.00 72.00 81.00 92.28 97.11
15 16.00 72.00 81.00 92.28 97.11
16
i\1~ proposed system to classify the river water quality.
20 17.00 72.00 81.00 92.28 97.11
25 24.50 72.00 81.00 92.28 97.11
30 12.50 72.00 81.00 92.28 97.11
35 18.00 72.00 81.00 92.28 97.11
40 25.00 72.00 81.00 92.28 97.11
45 20.50 72.00 81.00 92.28 97.11
50 18.00 72.00 81.00 92.28 97.11
Table 3: Classification performance comparison in telm of MSE analysis for different
nmnber ofhidden nodes between the MLP, HMLP and H2MLP networks.
Number of Type ofANN
hidden MLP MLP MLP
nodes HMLP H2MLP
withBP withBR withLM
1 0.6050 0.1915 0.1950 0.2050 0.0093
5 0.5825 0.1720 0.1650 0.1545 0.0091
10 0.5725 0.1708 0.1580 0.1545 0.0091
15 0.5600 0.1708 0.1580 0.1545 0.0091
20 0.5350 0.1708 0.1580 0.1545 0.0091
25 0.5225 0.1708 0.1580 0.1545 0.0091
30 0.5057 0.1708 0.1580 0.1545 0.0091
35 0.5000 0.1708 0.1580 0.1545 0.0091
40 0.4950 0.1708 0.1580 0.1545 0.0091
45 0.4850 0.1708 0.1580 0.1545 0.0091
















Table 4: Optimmn classification performance for the MLP, HMLP and H2MLP networks.
Type of ANN
MLPwith MLPwith MLPwith HMLP H2MLPBP BR LM
Optimum 40 10 10 6 "hidden nodes .:)
Accuracy 25.00 72.00 81.00 62.28 97.11
MSE analysis 0.4950 0.1708 0.1580 0.1545 0.0091
6 CONCLUSION
In this paper, an intelligent classification system has been proposed to detennine the type
and the stage of river water quality based on biological indicator (i.e. algae composition).
The system employs the Hierarchical Hyb~'id Multilayered Perceptron (H2MLP) network
to classify the river water into five categories, which are fresh water with clean quality,
fi'esh water with moderate quality, fresh water with polluted quality, brackish water with
moderate quality and brackish water with polluted quality. 21 species of algae are used as
input data. The effectiveness! of the proposed system has been demonstrated empirically
using 320 data. The system successfully classifies the river water quality and type with
accuracy up to 97.11% with small value ofMSE (i.e. 0.0091).
Although the results obtained so far are encouraging, more investigations on both
theoretical and practical aspects are needed to fmiher vindicate the applicability of the
17 18
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