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Expanding Window Fountain Codes for Unequal Error Protection
Dino Sejdinovic´, Dejan Vukobratovic´, Angela Doufexi, Vojin Šenk, and Robert J. Piechocki
Abstract—A novel approach to provide unequal error protec-
tion (UEP) using rateless codes over erasure channels, named
Expanding Window Fountain (EWF) codes, is developed and
discussed. EWF codes use a windowing technique rather than
a weighted (non-uniform) selection of input symbols to achieve
UEP property. The windowing approach introduces additional
parameters in the UEP rateless code design, making it more
general and flexible than the weighted approach. Furthermore,
the windowing approach provides better performance of UEP
scheme, which is confirmed both theoretically and experimen-
tally.
Index Terms—Asymptotic analysis, iterative decoding,
maximum-likelihood decoding, rateless codes, unequal error
protection.
I. INTRODUCTION
FOUNTAIN codes, also called rateless codes, were inves-tigated in [1] as an alternative to the automatic repeat-
request (ARQ) schemes for reliable communication over lossy
networks. They enable the transmitter to generate a potentially
infinite stream of encoding symbols as random and equally
important descriptions of the message block of finite length.
A binary fountain code ensemble on the message block
𝒙 = (𝑥1, 𝑥2, . . . , 𝑥𝑘) ∈ F𝑘2 of 𝑘 input symbols is defined
by a linear map
ℱ : 𝒙 → (𝑦𝑗)𝑗∈N, (1)
with
𝑦𝑗 = 𝑌𝑗(𝒙) =
⊕
𝑖∈𝑆𝑗
𝑥𝑖, (2)
𝑆𝑗 ⊆ 𝑁𝑘 = {1, 2, . . . , 𝑘}, 𝑗 ∈ N.
Each output symbol 𝑦𝑗 from the sequence (𝑦𝑗)𝑗∈N is
determined by the random and independent realization of the
subset 𝑆𝑗 as a modulo 2 sum, denoted by
⊕
, of all the input
symbols whose indices are in 𝑆𝑗 . A fountain code ensemble
is fully described by the probability mass function Υ on F𝑘2
which determines the sequence of functions {𝑌𝑗}𝑗∈N through
realizations of the subsets {𝑆𝑗}𝑗∈N.
The first practical capacity approaching fountain codes,
Luby Transform (LT) codes, were introduced in [2]. LT codes
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restrict Υ to depend only on the output symbol degrees, i.e.,
they assign the same probability to all the vectors in F𝑘2
of the same weight. Thus, they are described by a single
distribution Ω0,Ω1, . . . Ω𝑘 on the set of possible weights
{0, 1, . . . , 𝑘}, called the output symbol degree distribution and
denoted by its generator polynomial Ω(𝑥) =
∑𝑘
𝑖=0 Ω𝑖𝑥
𝑖. For
the appropriately selected sequence of output symbol degree
distributions, such as robust soliton distributions [2], LT codes
approach capacity on the binary erasure channel (BEC) of any
erasure rate with encoding/decoding complexity of the order
𝑂(𝑘 log 𝑘), when decoded with the iterative belief propagation
(BP) algorithm. Raptor codes [3] are a modification of LT
codes obtained by precoding the input message block by
a high rate low-density parity-check (LDPC) code, and by
using a constant average output symbol degree distribution.
Raptor codes were shown to have excellent performance in
practice and linear encoding/decoding times. They are being
adopted for large scale multimedia content delivery in practical
systems, such as Multimedia Broadcast Multicast Services
(MBMS) within 3GPP [4] and IP-Datacast (IPDC) within
DVB-H [5].
LT and Raptor codes, as originally studied, provide equal
error protection (EEP) for all of the input symbols, since after
the output symbol degree has been selected, input symbols
are drawn uniformly. However, there are cases where not
all of the input symbols require the same protection. For
example, in applications such as the transmission of video or
images compressed with any of the numerous layered coders
(MPEG, H.264...), certain data parts are considered to be
more important. Additionally, in video-on-demand systems, a
portion of data needs to be reconstructed prior to other parts.
These applications, respectively, call for the coding schemes
with unequal error protection (UEP) and unequal recovery
time (URT) properties.
In this paper, we propose and investigate a novel class
of fountain codes which can be used to provide UEP and
URT properties by applying the idea of “windowing” the data
set. We consider a predefined sequence of strictly increasing
subsets of the data set, named windows, and assign a window
to each output symbol with respect to a certain probability
distribution. While forming an output symbol, the input sym-
bols from the selected window are drawn uniformly, which
makes this scheme easy to implement. The input symbols in
the smallest window will have the strongest error protection,
since they are contained in all possible windows and are
considered in the forming of each output symbol. We show
using both, analytical techniques and extensive simulations,
that the windowing approach introduces additional freedom
in the design of UEP rateless codes, thereby offering larger
flexibility and better performance than the previously studied
UEP fountain codes.
0090-6778/09$25.00 c⃝ 2009 IEEE
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II. RELATED WORK
In this section, a short overview of the recent work related
to the windowing UEP fountain scheme is provided. We focus
on recent contributions in fountain coding that provide UEP
property or are based on windowing techniques.
Rahnavard et al. [6] studied a class of fountain codes
which provide UEP and URT properties. In their work, the
message block to be transmitted is partitioned into classes of
different importance and input symbols from different classes
are assigned different probabilities of being chosen after a
degree of an output symbol has been selected, which produces
a bias towards certain classes of symbols. The assignment of
the probabilities is done in such a fashion that input symbols
from the more important classes are more likely to be chosen
in forming the output symbols, resulting in the UEP property.
Therefore, this approach is a generalization of LT codes in
which the neighbors of an output symbol are selected non-
uniformly at random. We refer to this approach as the weighted
approach.
Recently, different low-complexity approaches to fountain
coding were studied, where the set of input symbols is divided
into a number of overlapping subsets - windows, and only
input symbols from a predetermined window can be used in
forming each output symbol. To the best of our knowledge,
Studholme and Blake were the first to utilize windowing
approach in rateless codes, by introducing windowed erasure
codes [7], where only a certain predetermined portion of the
data set can be used in forming each output symbol. Their ap-
proach aims for EEP fountain codes with low encoding com-
plexity and capacity achieving behavior assuming maximum-
likelihood (ML) decoding, and is particularly suitable for
short length codes. Targeting the real-time services such as
multimedia streaming, the sliding window fountain codes were
recently proposed in [8]. The sliding window fountain codes
move the fixed-sized window forward during the encoding
process, following the chronological ordering of data. For each
window position, the number of generated encoding symbols
is considerably smaller than the number of encoding symbols
neccessary to successfully decode the window based on those
symbols only, but since the consecutive windows overlap,
successful decoding at the receiver is still possible.
In following section, we describe our windowing fountain
approach for UEP applications.
III. EXPANDING WINDOW FOUNTAIN CODES
A. EWF Codes: Generalization of LT Codes
We consider the transmission of data partitioned into blocks
of 𝑘 symbols over an erasure channel. For the sake of
simplicity, symbol alphabet is set to F2. Let us assume that
the numbers 𝑠1, 𝑠2, . . . , 𝑠𝑟, such that 𝑠1 + 𝑠2 + ⋅ ⋅ ⋅+ 𝑠𝑟 = 𝑘,
determine the partition of each block into classes of input
symbols of different importance to the receiver, such that the
first 𝑠1 input symbols in a block form the first class, the
next 𝑠2 input symbols form the second class, etc. We further
assume that the importance of classes decreases with the class
index, i.e. that the 𝑖-th class is more important than the 𝑗-th
class if 𝑖 < 𝑗. This partition determines a sequence of strictly
increasing subsets of the data set, which we call windows. The
. . .
. . .
… … … …
. . .
. . .
1 2 k1 k2 ki k = kr
+ + + + + + + + + + + + + + + +
{
{
i-th window of
input symbols
i-th class of
output symbols
Fig. 1. Expanding window fountain codes.
𝑖-th window consists of the first 𝑘𝑖 =
∑𝑖
𝑗=1 𝑠𝑗 input symbols,
and thus the most important symbols form the first window,
whereas the entire block is the final 𝑟-th window. Note that
the input symbols from the 𝑖-th class of importance belong
to the 𝑖-th and all the subsequent windows, as illustrated in
Fig. 1. We compactly describe the division into importance
classes using the generating polynomial Π(𝑥) =
∑𝑟
𝑖=1Π𝑖𝑥
𝑖,
where Π𝑖 = 𝑠𝑖𝑘 . In addition, it is useful to introduce Θ𝑖 =
𝑘𝑖
𝑘 =
∑𝑖
𝑗=1 Π𝑗 to our notation.
In contrast to standard LT codes, we propose a scheme that
assigns each output symbol to a randomly chosen window
with respect to the window selection distribution Γ(𝑥) =∑𝑟
𝑖=1 Γ𝑖𝑥
𝑖, where Γ𝑖 is the probability that the 𝑖-th window is
chosen. Then, the output symbol is determined as if encoding
is performed only on the selected window with an LT code of
suitably chosen degree distribution. To summarize, EWF code
ℱ𝐸𝑊 (Π,Γ,Ω(1), . . . ,Ω(𝑟)) is a fountain code which assigns
each output symbol to the 𝑗-th window with probability Γ𝑗
and encodes the chosen window using the LT code with
distribution Ω(𝑗)(𝑥) =
∑𝑘𝑗
𝑖=1Ω
(𝑗)
𝑖 𝑥
𝑖. In the case when 𝑟 = 1,
we obtain a standard LT code for equal error protection.
Another extreme case occurs when 𝑟 = 𝑘, where each input
symbol is of different importance.
B. EWF Codes Probability Distribution on F𝑘2
Although the EWF codes utilize a slightly more complicated
design with a number of additional parameters compared to
LT codes, they belong to the class of fountain codes described
by equations (1) and (2). Namely, the design parameters of an
EWF code induce the probability distribution Υ on F𝑘2 which
determines the sequence of functions {𝑌𝑗}𝑗∈N. This is true
for LT and Raptor codes as well, where for LT codes with
the output degree distribution Ω(𝑥), the induced distribution
on F𝑘2 is given by
Υ𝐿𝑇 (𝒛) =
Ω𝑤(𝒛)(
𝑘
𝑤(𝒛)
) , 𝒛 ∈ F𝑘2 , (3)
where 𝑤(𝒛) denotes the Hamming weight of vector 𝒛. The
probability distribution Υ corresponding to an EWF code
ℱ𝐸𝑊 (Π,Γ,Ω(1), . . . ,Ω(𝑟)) is given by
Υ𝐸𝑊 (𝒛) =
𝑟∑
𝑙=𝑐(𝒛)
Γ𝑙
Ω
(𝑙)
𝑤(𝒛)(
𝑘𝑙
𝑤(𝒛)
) , 𝒛 ∈ F𝑘2 , (4)
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where 𝑐(𝒛) = min{𝑗 ∈ 𝑁𝑟 : 𝑧𝑖 = 0, ∀𝑖 > 𝑘𝑗} determines the
smallest window in which non-zero elements of 𝒛 are fully
contained.
C. Asymptotic Degree Distributions of EWF Codes
As the starting point for the density evolution analysis, we
derive the asymptotic degree distributions of EWF codes (as
𝑘 tends to infinity). We assume EWF codes with a fixed
reception overhead 𝜀, i.e., with a total of (1 + 𝜀)𝑘 output
symbols collected at the receiver. The asymptotic degree
distributions are derived for each of 𝑟 different classes of input
and output symbols.
The set of output symbol degree distributions is given by
the code definition. We classify the set of output symbols in
𝑟 classes of symbols associated to different windows. The
asymptotic degree distribution of the output symbols in the
𝑗-th class is Ω(𝑗)(𝑥). The average size of the 𝑗-th class is
Γ𝑗(1 + 𝜀)𝑘 output symbols and the average degree of output
symbols in this class is equal to 𝜇𝑗 =
∑
𝑖 𝑖Ω
(𝑗)
𝑖 .
The set of input symbol degree distributions is given by the
following Lemma:
Lemma 3.1: Asymptotic degree distribution of the input
symbol nodes in the 𝑗-th class of importance is Poisson
distribution
Λ(𝑗)(𝑥) = 𝒫
⎛
⎝(1 + 𝜀) 𝑟∑
𝑖=𝑗
𝜇𝑖Γ𝑖
Θ𝑖
⎞
⎠ . (5)
One can obtain the set of distributions Λ(𝑗)(𝑥) starting from
the distribution Λ(𝑟)(𝑥) =
∑
𝑖 Λ
(𝑟)
𝑖 𝑥
𝑖 =
∑
𝑖 𝜆
(𝑟)
𝑖 𝑥
𝑖, where
𝜆(𝑗)(𝑥) =
∑
𝑖 𝜆
(𝑗)
𝑖 𝑥
𝑖 is the degree distribution of the input
symbol nodes in the 𝑗-th window of size 𝑘𝑗 , induced only
by the edges connected to the output symbols in the 𝑗-th
class. Λ(𝑟)(𝑥) asymptotically tends to the Poisson distribution1
with the mean 𝜇𝑟Γ𝑟(1 + 𝜀), denoted as 𝒫(𝜇𝑟Γ𝑟(1 + 𝜀)).
Distributions Λ(𝑗)(𝑥), for 𝑗 < 𝑟 are obtained by sequentially
removing output symbol classes 𝑟, 𝑟 − 1, . . . , 2 and their
associated edges.
D. And-Or Tree Analysis of EWF Codes
The degree distributions derived in the previous section
allow us to apply asymptotic and-or tree (density evolution)
analysis on EWF codes. As a result, we obtain the expressions
for asymptotic erasure probabilities after 𝑙 iterations of the
iterative BP decoding algorithm, for the input symbols in each
of the input symbol classes. The original and-or tree analysis
[9] is generalized in [6] for the weighted approach, where
different classes of OR nodes in and-or trees are introduced,
and the associated and-or tree lemma is derived. In a similar
fashion, we further generalize the and-or tree construction by
introducing different classes of AND nodes, and derive the
corresponding version of an and-or tree lemma suitable for
analysis of EWF codes.
In our setting, the generalized and-or tree 𝐺𝑇𝑙,𝑗 is con-
structed using 𝑟 different classes of both AND and OR nodes.
1The convergence towards the Poisson distribution is under the same
conditions as given in [6], Section III.
Let the root node of 𝐺𝑇𝑙,𝑗 belongs to the 𝑗-th class of OR
nodes and the tree is expanded for 2𝑙 levels. Each AND and
OR node from the 𝑚-th class has 𝑖 children with probabilities
𝛽𝑖,𝑚 and 𝛿𝑖,𝑚, respectively. However, to analyze the EWF
codes, we introduce a limitation that an AND node from
the 𝑚-th class can only have OR node children belonging
to the classes {1, 2, . . . ,𝑚}, with the associated probabilities
of choosing a child from the different OR classes being
{𝑞(𝑚)1 , 𝑞(𝑚)2 , . . . , 𝑞(𝑚)𝑚 }. Similarly, an OR node from the 𝑚-
th class can only have AND node children from the classes
{𝑚,𝑚 + 1, . . . , 𝑟}, with the associated class probabilities
{𝑝(𝑚)𝑚 , 𝑝(𝑚)𝑚+1, . . . , 𝑝(𝑚)𝑟 }. Let the nodes from the 𝑚-th class
at the tree depth 2𝑙 be initialized as 0 with probability 𝑦0,𝑚,
and 1 otherwise. It is assumed that OR nodes with no children
have a value equal to 0, whereas AND nodes with no children
have a value equal to 1. We state the following generalized
version of the and-or tree lemma:
Lemma 3.2: Let 𝑦𝑙,𝑗 be the probability that the root of an
and-or tree 𝐺𝑇𝑙,𝑗 evaluates to 0. Then
𝑦𝑙,𝑗 = 𝛿𝑗
⎛
⎝1− 𝑟∑
𝑖=𝑗
𝑝
(𝑗)
𝑖 𝛽𝑖
(
1−
𝑖∑
𝑚=1
𝑞(𝑖)𝑚 𝑦𝑙−1,𝑚
)⎞
⎠ (6)
where 𝛿𝑗(𝑥) =
∑
𝑖 𝛿𝑖,𝑗𝑥
𝑖 and 𝛽𝑗(𝑥) =
∑
𝑖 𝛽𝑖,𝑗𝑥
𝑖.
We skip the proof of our version of generalized and-or tree
lemma since it closely follows the proof of the original and-or
tree lemma [9].
From the asymptotic degree distributions of EWF codes
and the design rules for their construction, we can de-
rive polynomials 𝛿𝑚(𝑥) and 𝛽𝑚(𝑥) and the probabilities
{𝑞(𝑚)1 , 𝑞(𝑚)2 , . . . , 𝑞(𝑚)𝑚 } and {𝑝(𝑚)𝑚 , 𝑝(𝑚)𝑚+1, . . . , 𝑝(𝑚)𝑟 }, for each
class 𝑚 of input and output symbols. Similar to the derivation
in [6], 𝛽𝑖,𝑗 , which is the probability that the output symbol
connected with a randomly selected edge has degree 𝑖 + 1
given that it belongs to the class 𝑗, equals 𝛽𝑖,𝑗 =
(𝑖+1)Ω
(𝑗)
𝑖+1
Ω(𝑗)′ (1) ,
i.e., that 𝛽𝑗(𝑥) =
Ω(𝑗)
′
(𝑥)
Ω(𝑗)′ (1)
. Similarly, it can be shown that
the probability 𝛿𝑖,𝑗 that the variable node connected with
a randomly selected edge has degree 𝑖 + 1, given that it
belongs to the class 𝑗, equals 𝛿𝑖,𝑗 =
(𝑖+1)Λ
(𝑗)
𝑖+1
(1+𝜀)
∑𝑟
𝑙=𝑗
𝜇𝑙Γ𝑙
Θ𝑙
, i.e., that
𝛿𝑗(𝑥) = 𝑒
(1+𝜀)
∑𝑟
𝑙=𝑚
𝜇𝑙Γ𝑙
Θ𝑙
(𝑥−1)
. It is easy to show that for the
class 𝑚 input symbols, the probability of having class 𝑗 output
symbol as a children, 𝑚 ≤ 𝑗 ≤ 𝑟, equals 𝑝(𝑚)𝑗 =
𝜇𝑗Γ𝑗
Θ𝑗∑𝑟
𝑖=𝑚
𝜇𝑖Γ𝑖
Θ𝑖
.
Similarly, the class 𝑚 output symbols have the class 𝑗 input
symbol child, 1 ≤ 𝑗 ≤ 𝑚, with probability 𝑞(𝑚)𝑗 = 𝑠𝑗𝑘𝑚 .
Substituting these results into Lemma 3.2, we obtain the
erasure probability evolution for input nodes of EWF codes
decoded iteratively, as stated in the following lemma.
Lemma 3.3: For an EWF code ℱ𝐸𝑊 (Π,Γ,Ω(1), . . . ,Ω(𝑟)),
the probability 𝑦𝑙,𝑗 that the input node of class 𝑗 is not
recovered after 𝑙 iterations of BP algorithm for the reception
overhead 𝜀 is
𝑦0,𝑗 = 1, (7)
𝑦𝑙,𝑗 = 𝑒
(
−(1+𝜀)∑𝑟𝑖=𝑗 Γ𝑖∑𝑖
𝑡=1
Π𝑡
Ω(𝑖)
′
(
1−
∑𝑖
𝑚=1 Π𝑚𝑦𝑙−1,𝑚∑𝑖
𝑡=1
Π𝑡
))
.
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Fig. 2. Asymptotic analysis of BER versus Γ1 for EWF codes.
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Fig. 3. Optimizing Γ1 parameter for various overheads.
The particularly simple and important scenario is when the
set of input symbols is divided in two importance classes,
the class of more important bits (MIB) and less important
bits (LIB). In the following, we provide a special case of
Lemma 3.3 for this scenario. Additionally, we compare the
obtained results with the UEP fountain codes [6] and point out
to the benefits of using the windowing instead of the weighted
approach.
E. EWF Codes With Two Importance Classes
For the special case of two importance classes of input
symbols, we use Lemma 3.3 to track the asymptotic erasure
probabilities of MIB and LIB. For an EWF code ℱ𝐸𝑊 (Π1𝑥+
Π2𝑥
2,Γ1𝑥 + Γ2𝑥
2,Ω(1),Ω(2)) we obtain the expressions for
the erasure probabilities of MIB and LIB after 𝑙 iterations,
𝑦𝑙,𝑀𝐼𝐵 and 𝑦𝑙,𝐿𝐼𝐵 , respectively as in (8) and (9), for 𝑙 ≥ 1
and 𝑦0,𝑀𝐼𝐵 = 𝑦0,𝐿𝐼𝐵 = 1.
We select the parameters of the erasure probabilities for-
mulae (8) and (9) in order to compare our results with the
results obtained in [6]. Therefore, we analyze ℱ𝐸𝑊 (0.1𝑥 +
0.9𝑥2,Γ1𝑥 + (1 − Γ1)𝑥2,Ω(1),Ω(2)) EWF codes with the
reception overhead 𝜀 = 0.05 and the same degree distribution
applied on both windows, adopted from [6] (originally from
[3]):
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Fig. 4. Asymptotic analysis of BER versus the overhead 𝜀.
Ω(1)(𝑥) = Ω(2)(𝑥) = 0.0080𝑥+ 0.4936𝑥2 +
0.1662𝑥3 + 0.0726𝑥4 + 0.0826𝑥5 + 0.0561𝑥8 +
0.0372𝑥9 + 0.0556𝑥19 + 0.0250𝑥64 + 0.0031𝑥66. (10)
Fig. 2 shows the dependence of the asymptotic erasure
probabilities, 𝑦∞,𝑀𝐼𝐵 and 𝑦∞,𝐿𝐼𝐵, on the first window se-
lection probability Γ1. Note that by varying Γ1 we change
the probability of the input symbol selection from different
input symbol classes, similarly as it is explicitly done with
the parameter 𝑘𝑀 used in [6]. For an extreme case of Γ1 = 0,
we have the EEP fountain codes, whereas by increasing Γ1
we progressively add protection to the MIB class.
It is interesting to note that the desirable point of local
minimum of 𝑦∞,𝑀𝐼𝐵 (where 𝑦∞,𝐿𝐼𝐵 is still not significantly
deteriorated) occurs in our case for the first window selection
probability Γ1 = 0.084, and is equal to 𝑦
(𝑚𝑖𝑛)
∞,𝑀𝐼𝐵 = 4.6 ⋅10−5.
The equivalent point in [6] occurs for 𝑘𝑀 = 2.077 where
𝑦
(𝑚𝑖𝑛)
∞,𝑀𝐼𝐵 = 3.8 ⋅ 10−5, which is a slightly better performance
than in the EWF case. This small degradation suggests the
negative effect of the windowing approach, due to the fact that
the output symbols based on the MIB window do not contain
any information about LIB. However, in this example we did
not exploit the positive side of the EWF codes, namely, to
use a different (stronger) degree distribution on the smaller
(MIB) window. Although the stronger distributions can be
the subject of further optimization, in this work we use a
simple ad hoc method of “enhancing” the strength of the
MIB window distribution, by applying the “truncated” robust
soliton distribution, i.e., the robust soliton distribution up to a
certain degree 𝑘𝑟𝑠 generally much smaller than the length of
the sequence being encoded. In other words, we use the robust
soliton distribution Ω𝑟𝑠(𝑘𝑟𝑠, 𝛿, 𝑐) [2] with a constant value of
maximum degree 𝑘𝑟𝑠 and apply it on the MIB window (note
that the size of the MIB window Π1𝑘 asymptotically tends to
infinity and thus computational complexity remains linear in
𝑘). The results for 𝑘𝑟𝑠 = 100 and 𝑘𝑟𝑠 = 500 are presented in
Fig. 2. The performance improvement of the EWF approach is
obvious, reaching an order of magnitude lower local minimum
of 𝑦(𝑚𝑖𝑛)∞,𝑀𝐼𝐵 = 2.2 ⋅10−6. We note that an important advantage
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𝑦𝑙,𝑀𝐼𝐵 = exp
(
−(1 + 𝜀)
(
Γ1
Π1
Ω(1)
′
(1 − 𝑦𝑙−1,𝑀𝐼𝐵) + Γ2Ω(2)′(1 −Π1𝑦𝑙−1,𝑀𝐼𝐵 −Π2𝑦𝑙−1,𝐿𝐼𝐵)
))
(8)
𝑦𝑙,𝐿𝐼𝐵 = exp
(
−(1 + 𝜀)Γ2Ω(2)′(1−Π1𝑦𝑙−1,𝑀𝐼𝐵 −Π2𝑦𝑙−1,𝐿𝐼𝐵)
)
(9)
of the proposed technique lies in its possibility to employ
different degree distributions in different windows and thus
produce performance improvements for a more important class
of data without sacrificing performance for a less important
class of data.
Fig. 3 shows the variations of the local minima of 𝑦∞,𝑀𝐼𝐵
and 𝑦∞,𝐿𝐼𝐵, when Ω𝑟𝑠(𝑘𝑟𝑠 = 500, 𝛿 = 0.5, 𝑐 = 0.03)
distribution is applied on the MIB window, for the values
of the reception overhead equal to 𝜀 = 0, 0.05, 0.1, and
0.2. The selection probability of the MIB window, Γ1, that
corresponds to the points of local minima of 𝑦∞,𝑀𝐼𝐵 and
𝑦∞,𝐿𝐼𝐵, is presented for each of the 𝜀 values. We note
that as the reception overhead 𝜀 grows, there is an oppor-
tunity for significant decrease of 𝑦∞,𝑀𝐼𝐵 by increasing the
first window selection probability Γ1, without notable loss
of performance on LIB compared with the performance of
EEP fountain codes. Fig. 4 illustrates the asymptotic erasure
probability curves of MIB and LIB classes as a function of
the reception overhead 𝜀. We compare the EWF code with
the Ω𝑟𝑠(𝑘𝑟𝑠 = 500, 𝛿 = 0.5, 𝑐 = 0.03) distribution applied
on the MIB window, with the weighted UEP fountain codes
from [6]. For the EWF code, we use the first window selection
probability Γ1 = 0.084 which is optimized for the reception
overhead 𝜀 = 0.05 (Fig. 3), whereas for the weighted UEP
fountain codes we use parameter value 𝑘𝑀 = 2.077 optimized
for the same reception overhead. Fig. 4 clearly shows that the
EWF codes show stronger URT and UEP properties than the
corresponding weighted codes. It is significant to note that
in most cases MIB symbols can be decoded well before the
reception of 𝑘 output symbols, due to the fact that the decoder
makes use of the packets which contain only MIB-information.
This manifests in two “decoding avalanches” in the erasure
probability curves of the EWF codes. The URT properties
become more notable as we increase Γ1 with a small loss in
LIB performance. This is illustrated in Fig. 4 with the example
of the EWF code with the same design parameters, except that
its first window selection probability is increased to the value
Γ1 = 0.11.
IV. LOWER AND UPPER BOUNDS ON THE ML DECODING
OF EWF CODES
A simple lower bound on the bit error rate of EWF codes
under the ML decoding can be calculated as a probability that
an input symbol node in the fixed class is not adjacent to any
of the output symbol nodes. The probability that the input
symbol node in the 𝑖-th class is not adjacent to some output
symbol node in the 𝑗-th class is 1− 𝜇𝑗𝑘𝑗 , where 𝜇𝑗 is the average
degree of the distribution Ω(𝑗)(𝑥), provided that 𝑗 ≥ 𝑖. After
averaging over the window selection distribution Γ(𝑥), we ob-
tain the lower bound on the ML decoding of the input symbols
in the 𝑖-th importance class of ℱ𝐸𝑊 (Π,Γ,Ω(1), . . . ,Ω(𝑟)) as
𝑝𝑀𝐿𝑖 (𝜀) ≥ (1 −
𝑟∑
𝑗=𝑖
Γ𝑗𝜇𝑗
𝑘𝑗
)𝑘(1+𝜀). (11)
The upper bound on the bit error rate of the input symbols
from different importance classes of EWF codes is derived as
the sum of probabilities that an arbitrary vector in F𝑘2 , with a
non-zero element corresponding to the input symbol node in
the 𝑖-th class, belongs to the the dual space of the punctured
generator matrix 𝐺 of the EWF code. The upper bound is
provided in the following lemma:
Lemma 4.1: The bit error rate of the input sym-
bols in the 𝑖-th importance class of an EWF code
ℱ𝐸𝑊 (Π,Γ,Ω(1), . . . ,Ω(𝑟)), for the reception overhead 𝜀, un-
der the ML decoding, is upper bounded by
𝑝𝑀𝐿𝑖 (𝜀)≤min
{
1,
𝑘∑
𝑡𝑟=1
⋅ ⋅ ⋅
𝑡𝑖+1∑
𝑡𝑖=1
𝑡𝑖−1∑
𝑡𝑖−1=0
⋅ ⋅ ⋅
𝑡2∑
𝑡1=0
𝑟∏
𝑝=1
(
𝑘𝑝 − 𝑘𝑝−1 − 𝛿(𝑝− 𝑖)
𝑡𝑝 − 𝑡𝑝−1 − 𝛿(𝑝− 𝑖)
)
⋅
(
𝑟∑
𝑗=1
Γ𝑗
𝑘𝑗∑
𝑑=1
Ω
(𝑗)
𝑑
∑⌊𝑑/2⌋
𝑠=0
(
𝑡𝑗
2𝑠
)(
𝑘𝑗−𝑡𝑗
𝑑−2𝑠
)
(
𝑘𝑗
𝑑
)
)(1+𝜀)𝑘}
. (12)
We skip the detailed proof of the lemma as it is a straightfor-
ward generalisation of the proof of Lemma 8 in [6]. It suffices
to fix the vector 𝒙 = (𝑥1, 𝑥2, . . . , 𝑥𝑘) ∈ F𝑘2 such that 𝑥𝑙 = 1,
𝑘𝑖−1 < 𝑙 ≤ 𝑘𝑖, denote its weight in the 𝑗-th window by 𝑡𝑗 ,
apply Lemma 8 in [6] for a fixed window 𝑗 and average over
the window selection distribution. What remains is to count the
possible vectors 𝒙 ∈ F𝑘2 with the “window-weights” equal to
𝑡1, . . . , 𝑡𝑟 such that 𝑥𝑙 = 1, and sum over all allowed choices
for 𝑡1, . . . , 𝑡𝑟.
Fig. 5 represents the bounds on the ML decoding for 𝑟 = 2,
𝑘 = 500, 𝑘1 = 50, Γ1 = 0.11, and Ω(2) as given in (10). The
lower and upper bound become tight as the reception overhead
increases. We obtain similar results as in [6] when Ω(1) is
the robust soliton distribution Ω𝑟𝑠(𝑘𝑟𝑠 = 50, 𝛿 = 0.5, 𝑐 =
0.03). As before, by modifying the output degree distribution
on the smaller window we can strengthen the protection of
MIB symbols and decrease the MIB bounds, while the LIB
bounds remain effectively unchanged. For example, if Ω(1)
is set to the robust soliton distribution Ω𝑟𝑠(𝑘𝑟𝑠 = 50, 𝛿 =
0.2, 𝑐 = 0.03), the bounds on the ML decoding decrease as
shown in Fig. 4. This illustrates how the UEP property of
EWF codes may be improved by adapting distribution Ω(1).
V. SIMULATION RESULTS
In order to verify the results of the asymptotic and-or tree
analysis developed in Section III D, we performed simulations
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Fig. 6. Simulation results for 𝑘 = 5000.
to determine the BER performance of EWF codes with two
importance classes. We assume that the MIB class contains
500 input symbols, out of the total number of 𝑘 = 5000 input
symbols. The simulations are performed for the same codes
for which the asymptotic results on the BER performances are
analyzed and presented in Fig. 4: the weighted fountain codes
with parameter 𝑘𝑀 = 2.077 and EWF codes with parameter
Γ1 = 0.084 and Γ1 = 0.11. For EWF codes, the stronger
degree distribution Ω𝑟𝑠(𝑘𝑟𝑠 = 500, 𝛿 = 0.5, 𝑐 = 0.03) is
applied on the MIB window. At the receiver side, iterative LT
decoding is assumed. Fig. 6 demonstrates that the simulated
BER performance closely corresponds to the results predicted
by the asymptotic analysis. Also, the results clearly show that
EWF codes with the parameter Γ1 = 0.084 outperform the
weighted codes with parameter 𝑘𝑀 = 2.077 [6] in terms of
MIB BER. Increase in Γ1, i.e., more frequent selection of
the MIB window, further decreases MIB BER but introduces
slight deterioration in terms of LIB BER.
To perform with linear encoding/decoding complexity, the
EWF code ensembles utilize the output degree distributions
of constant average degree. However, it is well known that
the constant average degree distributions of LT codes result
in a high error floor of their BER performance curves, due to
the input symbols which remain “uncovered” by the output
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Fig. 7. The minimum overheads necessary to reach BER of 10−2 for both
MIB and LIB symbols.
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Fig. 8. The simulation results for precoded EWF codes.
symbols. This problem is solved with the introduction of
Raptor codes where LT codes are precoded using good high-
rate error correcting codes such as LDPC codes [3]. In the
following, we consider precoding EWF codes using high-
rate LDPC codes. We perform separate precoding of different
classes of input symbols, i.e., during the precoding process the
input symbols of the 𝑖-th importance class are encoded using
the high-rate LDPC code corresponding to their importance
class, and the obtained codeword represents a new set of input
symbols of the 𝑖-th importance class. Using precoding that
separately precodes different importance classes, the content
of each importance class can be recovered at the receiver side
using the iterative decoder that operates simultaneously on
both, the EWF part of the code graph, and the LDPC code
graphs associated with each of the importance classes. Addi-
tionally, this design is useful since it allows for independent
calculations of the overhead values for different importance
classes in such a way that a full recovery of symbols of
different importance classes is asymptotically guaranteed.
In the following, we assume that precoding is performed
over EWF codes with two importance classes. Furthermore,
we assume that outer high-rate LDPC codes over both MIB
and LIB classes are capable of correcting the average erasure
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Fig. 9. The histograms of the number of received symbols necessary for the
successful decoding of MIB and LIB symbols.
rate (BER) of up to 10−2. Therefore, we expect the inner EWF
code to provide the protection of precoded input symbols of
both classes until their erasure performances reach the value of
10−2. This performance level is attained at considerably lower
overheads for the symbols of MIB class. Fig. 7 illustrates this
fact, where the minimum overheads of EWF codes necessary
to reach BER of 10−2 for both MIB and LIB are given as a
function of the parameter Γ1. Hence, it is possible to use the
parameter Γ1 in order to set the desired overheads for the two
importance classes. In our simulation scenario, for the input
block length of 𝑘 = 20000, we select the value of Γ1 = 0.12
in order to reach the BER level of 10−2 with the negative
overhead 𝜀𝑀 ∼ −0.2 for the MIB class, and with the small
positive overhead of 𝜀𝐿 ∼ 0.1 for the LIB class. Both MIB and
LIB classes are precoded using concatenated Hamming/LDPC
codes, adopted in [4] for precoding performed in Raptor
codes. The achieved bit error rates and word error rates for
MIB and LIB classes are presented in Fig. 8, where the
effect of precoding is apparent in the region close to the
desired overheads for both importance classes. Additionally,
the histograms of the numbers of symbols necessary to decode
the MIB class and the LIB class are presented in Fig. 9. These
results confirm the strong URT property provided by precoded
EWF codes.
VI. CONCLUSION
LT and Raptor codes are attractive forward error correction
solution for multicasting data over erasure channels due to
their rateless property. However, the equal error protection
for all input symbols is also inherent in their construction,
while many multicasting applications benefit from stronger
error protection for a certain portion of input symbols. This
is the case for multicasting image or video files compressed
with any of the numerous layered or scalable coders, where
input symbols are divided into a base layer, the set of the
most important symbols, and a number of enhancement layers
which progressively improve image or video quality. Hence,
it is worthwhile to consider fountain coding techniques which
offer unequal error protection (UEP) and unequal recovery
time (URT) properties. In this paper, we presented an alterna-
tive way to construct such coding techniques which succeed in
outperforming previously studied weighted UEP rateless code
design.
EWF codes, as a rather straightforward generalization of LT
codes, allow detailed asymptotic analysis of their performance
and theoretical study does confirm their advantage compared
to the weighted approach. A rather intuitive explanation exists
for the advantage of windowing approach – the decoder
can make use of the set of encoding symbols connected
only to a smaller window in order to produce an early
“decoding avalanche” which corrects most of the erasures
in that window. We also show that by careful choice of the
separate precoding scheme of different importance classes, this
“decoding avalanche” can be utilized to perform full decoding
of the window. This URT property can be viewed in a context
of the delay-constrained multicast as well. Namely, in such
applications, users with severe channel conditions cannot make
use of the ratelessness of fountain codes and thus have access
to a number of encoding symbols with very limited or even
negative overhead. By application of EWF codes combined
with the scalable video coders, it is possible to guarantee
successful reception of the base layer even to users with
severe channel conditions. Preliminary investigations of such
scalable multicast transmission with EWF codes are presented
in [10], [11] and analysis of further practical realizations of
such schemes is a part of the ongoing investigation.
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