Abstract-The purpose of real-life problems is often to be able to find less expensive and more effective ways of production without compromising product quality because companies must provide competitive advantage to maintain existence. In order to improve quality, design of experiment techniques is employed. RSM is a widely used technique thanks to its minimum number of experiment requirement. Hence it is used especially with continuous solution spaces and high-cost experimentations. Moreover, in most cases there is more than one response that firms must optimize simultaneously. For instance companies want to reduce the costs while improving product quality. Decision making is more difficult when conflicting objectives exist. For this reason multi response optimization is an important field to study. In this study, optimization of a manufacturing problem with two responses was carried out by the application of response surface methodology (RSM) and desirability function.
INTRODUCTION
Customers tend to purchase quality products, timely and appropriate prices. In the face of the world's growing needs, firms must provide competitive advantages to maintain existence. Therefore, the purpose of real-life problems is often to be able to find less expensive and more effective ways of production without compromising on product quality. Companies and experts always try to achieve this goal by using statistical and mathematical optimization techniques. Optimization occurs in three different ways. Due to the nature of real life problems Nominal-the-best (N-type) is the most commonly used approach. The goal in N-type optimization is to achieve a certain target value within a predetermined specification for quality characteristic. Other types of optimizations are Smaller-the-better (S-type) and Larger-the-better (L-type). The aims of L-type and S-type approaches are to determine the optimal parameter levels to reach the greatest or smallest value of quality characteristics respectively.
In practice, the values of the parameters may be continuous as well as discrete. While the objectives and process parameters are permanent, the solution space often does not have a linear structure, so the first order models are not enough to identify the objective function curvatures and to create solutions. Thus second order models are needed.
Second-order models have the ability to show, how to behave the quality characteristics of interest on a surface and are capable of determining the best parameter levels. When continuous process variables exist, RSM is an effective method to use with second order models based on statistical and mathematical techniques. Because of this property RSM is widely used in real life problems. Response surface methods have been used in applications such as product quality optimization [1; 3; 7; 8; 12], quality control [19] , process optimization [16; 17; 18] , ergonomic designs [9] , structural reliability [10] , and multidisciplinary design optimization problems [4; 11; 13] .
RESPONSE SURFACE METHODOLOGY (RSM)
Response surface methodology (RSM) is a collection of mathematical and statistical techniques that are useful for modeling and analysis in applications where a response of interest is influenced by several variables and the objective is to optimize this response [6] .
RSM also has important applications in the design, development, and formulation of new products, as well as in improvement of existing product designs. RSM, first developed by Box and Wilson in 1951 has been successfully utilized in many industries for the design and improvement of systems where efficient design characteristics are sought [14] . Central Composite Design is the most widely used design technique in second order response surface models, thanks to provide scanning experimental region by a minimum number of experiments and rotatibility feature. In general, Response surface method consists of three phases [15] ; Phase 1. Development of an experimental framework Phase 2. Create response functions -predict the parameters of the functions Phase 3. Optimization
In the first phase, feature of the objective function to be used is determined and the appropriate experimental design is prepared which provides the ability to retain information necessary for the optimization of the problem and modeling of the objective function. In the second phase, response function which best expresses the data obtained from applied design is generated and the objective function coefficients are predicted. In the last phase, optimum parameter levels determined to obtain the optimal value of the objective function are created in the light of the experiment results.
DESIRABILITY FUNCTION
Problems in multi response form have more than one response to a given situation. There are various techniques to optimize multi response problems. One of the most used methods to solve multi response surface problems is the desirability function. Because, optimization of all responses simultaneously is possible by combining them into a single objective function, which basically represents the relationship of all responses that are to be optimized [5] . While optimization occurs in three different ways, desirability functions can be determined for any three kinds of questions. Aksezer stated that, weighted linear transformations are flexible in determining the risk associated with deviations from desired response levels. Because of the responses that optimized in this problem are Ltype, a larger-the-better desirability function and transformation from Aksezer's study are as follows [5] :
If the response of interest is a kind of maximization problem, then the proposed individual larger-the-better desirability function is
where LSL and USL are the lower and upper specification limits of the associated response y i . The weight exponent s specifies the form of the response within the range of interest. With this desirability function USL automatically becomes the desired maximum value. It is the practical upper bound which any value above this would not improve the response.
(1) (2) It can clearly be observed from the shape of individual desirability function for various settings of its corresponding parameters. For example; for user specified value s = 1 the desirability function increases linearly, for s < 1 the function is convex, and for s > 1 the function is concave. Note that weight s provide greater flexibility in assigning the individual desirability within the range of interest. While these weight coefficient denote the desired trend of the response within itself, importance coefficient of each response, k i ′s , associates the priority sequence of all responses so that a comparison between them is possible [5] .
A CASE STUDY ON A MANUFACTURING FACTORY

Development of Experimental Framework
There are two responses in the problem. A central composite design application is carried out by taking three factors into account which affect responses. The design consists of a total of 20 experiments of which 6 center points, 8 factorial points, and 6 axial points. Design matrix and experimental results are given in Table 1 . Zeros indicate center points, -1 and 1 specify factorial points, -1,6818 and 1,6818 state axial points. Real values of the design factors are not given due to the principle of company information security. Therefore, the design matrix is expressed in encoded values. 
Create Response Functions -Predict the parameters of the functions
Using the response data in Table 1 , prediction functions for each response were generated via Design-Expert (www.statease.com). Table 2 and Table 3 show ANOVA analyses for both responses. Since the model p values are less than 0.05, both models suggested are significant according to a 95% confidence interval. Equation (3) and equation (4) are the quadratic surface functions for the Response 1 and Response 2, respectively. 
Optimization
Firstly responses are optimized individually. Maximum value for Response 1 is calculated 237,117. In this case, factors A and C stay at their minimum level, while factor B sets at maximum level. Maximization for Response 2 has resulted in 136,909. In this instance, factors A and B set at their maximum level and C minimum level (Figure 2 ). Maximum value of overall desirability function for this two responses obtained was 0,87. As a result of interviews with company officials, it is understood that simultaneous optimization results provide the requirements. Therefore, the best parameter levels are determined for the process parameters as coded values. In this case factors A and C set at their minimum level (-1,6818) while factor B stays maximum level (1,6818) whereas Response 1 and Response 2 get the values of 237 and 127 respectively. Actual factor "C" at "-1.6818" level
CONCLUSIONS
The application of response surface methodology (RSM) for modeling and optimizing a manufacturing process was discussed. Central composite rotatable design was used to design an experimental plan for modeling the effects of three factors on two responses. A total of 40 experiments including center points were conducted. Results that obtained via designed experiments have entered software package design expert. Response functions were generated and coefficients were predicted by using experimental data. Finally the responses were optimized simultaneously thanks to desirability function. An overall desirability function value of 0,87 obtained. Optimization results were evaluated with company officials. Thanks to this project, company found a way to improve the quality of related products without incurring extra cost. The results show that RSM can be successfully applied to model and optimize real life problems. As future research, we suggest to apply RSM for modeling and optimization of other products of company simultaneously to improve overall product quality. 
