Abstract. We establish a -and conjecture further -relationship between the existence of subvarieties representing minimal cohomology classes on principally polarized abelian varieties, and the generic vanishing of the cohomology of twisted ideal sheaves. The main ingredient is the Generic Vanishing criterion established in [PP3], based on the Fourier-Mukai transform.
Introduction
This paper is concerned with a relationship between the existence of subvarieties of principally polarized abelian varieties (ppav's) having minimal cohomology class and the (generic) vanishing of certain sheaf cohomology, based on the Generic Vanishing criterion studied in [PP3] . This is in analogy with the well-known equivalence between a subvariety in projective space being of minimal degree and its ideal sheaf being Castelnuovo-Mumford 2-regular (cf. e.g. [EG] ). All the statements below are over C. We first state the following conjecture. The condition that I X (Θ) be a GV -sheaf means that it satisfies a condition analogous to the Green-Lazarsfeld result for canonical bundles [GL] , namely codim {P α ∈ Pic 0 (A) | h i (I X (Θ) ⊗ P α ) = 0} ≥ i for all i.
(Cf. §2 for the notions used in (3) and (4).) The condition of being geometrically nondegenerate is the weakest nondegeneracy condition one usually considers. It is defined in [Ra] §II, together with the stronger condition of being nondegenerate (cf. §4) -note however that subvarieties of minimal class are already known to satisfy the stronger version (cf. [Ra] , Corollaries II.2 and II.3), so anything giving (1) implies a posteriori that X is in fact nondegenerate.
Part (5), more precisely its equivalence with (1), is of course not our conjecture, but rather was formulated in low dimensions by Beauville [Be1] and Ran [Ra] , and then in general by Debarre [De1] . In §2 we explain that most of the implications between the cohomological statements -namely (2) ⇐⇒ (4) ⇒ (3) -are already known or follow quickly from the definitions. We don't know how to prove that (3) implies the other two. We have already conjectured that (3) is equivalent to (1) before (cf. [PP2] , where the analogy with the Castelnuovo-Mumford regularity picture is suggested); we will see here however that condition (2) is more natural in connection with minimal classes. Note also that in [PP1] Proposition 4.4 it is shown that (5) ⇒ (4) for W d 's in Jacobians, while in [Hö] the same thing is proved for the Fano surface of a smooth cubic threefold. Thus (5) is known to imply all (1) -(4). Note also that in dimension four we do know the equivalence of (1), (2), (4) and (5), and the fact that they imply (3): indeed, a result of Ran [Ra] asserts the equivalence of (1) and (5) in Conjecture A, while Theorem B below gives that (2) implies (1).
Our main results here are concerned with what is implied by the Generic Vanishing condition. The first is a proof of a slightly stronger (2) ⇒ (1) in the Conjecture.
1
Theorem B. Let X be a geometrically nondegenerate closed reduced subscheme of pure dimen-
The second is a sheaf cohomology criterion for detecting Jacobians. It is the implication (2) ⇒ (5) in the Conjecture in the cases d = 1 and d = g − 2. The case d = 1 is in fact an immediate consequence of Theorem B and the Matsusaka-Ran criterion, so the main content is that the same applies for codimension two subvarieties.
Theorem C. Let X be a geometrically nondegenerate equidimensional reduced subscheme of a g-dimensional indecomposable ppav (A, Θ), of dimension either 1 or g − 2 respectively. If I X (Θ) is a GV -sheaf, then (A, Θ) is the polarized Jacobian of a smooth projective curve C of genus g, and X is + or − an Abel-Jacobi embedded copy of either C or W g−2 (C) respectively.
There are two new tools that are used for the proofs of Theorems B and C. The main one is [PP3] Theorem F, which equates the GV -condition for an object F in the derived category D(A) with the vanishing of suitable components of the Fourier-Mukai transform of the Grothendieck dual of F (cf. §2 below for a review). The other is to consider systematically the locus of thetatranslates containing X, which we call the theta-dual V (X) of X in A. As we will show in §5, such locus supports sheaves which are components of the Fourier-Mukai transform of naturally defined complexes. Roughly speaking, we relate the GV -condition for I X (Θ) to the cohomology class of V (X) via Grothendieck-Riemann-Roch.
In §8 we formulate natural geometric conditions on V (X) which should be equivalent to those in Conjecture A. We also note that a proof of (1) ⇒ (2) would have a consequence for the implication (1) ⇒ (5) as well: one would need to check this only for
Preliminaries
We recall the main Fourier-Mukai terminology and results used in the sequel. If A is an abelian variety of dimension g and A is the dual abelian variety, let P be a normalized Poincaré line bundle on A × A. The Fourier-Mukai functor [Mu1] is
2) is that R S is an equivalence of derived categories and
where (as in the rest of the paper) we denote by P α ∈ Pic 0 (A) the line bundle corresponding to the point α ∈ A. Reversing the role of A and A, and using the functor RS instead, all the previous notions/notation can be defined for objects in D( A).
Given an object F in D(A) we use the notation
and similarly on A. Note that the Grothendieck dualizing functor applied to F is a shift of this, namely R∆F[g]. Grothendieck duality, applied to the present context, states that (cf. [Mu1] (3.8)):
More generally, for any integer
(So GV = GV 0 .). Although not strictly necessary for the purpose of this paper, it is worth recalling that, by [PP3] Lemma 3.8, a coherent sheaf F is GV k if and only if the more familiar
is the i-th cohomological support locus of F. (Same for any object in D(A) if we use hypercohomology H i .) The main technical tool of the paper is a particular case of the Generic Vanishing criterion [PP3] Theorem F. This holds in a much more general context -for sake of self-containedness, here we state the particular result needed in the paper, for which we provide a short ad hoc proof.
2 In [PP3] we define GV -objects with respect to a given Fourier-Mukai functor. Since in the present paper we will use only the functor R b S, we suppress this from the notation. 
To begin with, it is a standard fact that, for a fixed i, the vanishing of
We rewrite
Since RS is an equivalence, the last Hom is isomorphic to Hom
The right hand side is isomorphic to Ext
In conclusion, we have proved that R i S(R∆F) vanishes if and only if the hypercohomology group (a) ⇒ (b). Since L −1 is IT g , the transform L −1 is locally free. The required vanishing for i < 0 is obvious since F has cohomologies only in non-negative degrees. Now by Grothendieck duality (2) we have (
Since R S is an equivalence, the last Hom is isomorphic to Hom
, which is in turn isomorphic to
Here we used Mukai inversion (1) to deduce that
. Therefore we are reduced to proving that H g+i ( A, L −1 ⊗ R S(F)) = 0 for i > k as soon as F is a GV k -object. This follows easily from the hypercohomology spectral sequence
(c) ⇒ (a). Since R∆ is an involution on D(A), Grothendieck duality (2), applied to R∆F, gives
The proof in brief: since L is sufficiently positive, by Serre vanishing the hypercohomology spectral sequence This gives rise to a spectral sequence
The hypothesis is that
for all i and j. This is a particular case of the following general fact: for any h, the Ext h (G, O X )-sheaf associated to a sheaf G on a smooth variety X is always supported in codimension ≥ h (see e.g. [OSS] , Ch.II, Lemma 1.1.2). Since the only non-zero R j -sheaves are for j ≥ −k, we have that the codimension of the support of every E ∞ term of the above spectral sequence is at least i − k. This implies immediately that R i S(F) = 0 for i < 0 and codim Supp(
An important particular case is that of k = 0, when the result says that F is GV if and only if R∆F satisfies W IT g . In this case, the fact that (c) is equivalent to (b) and implies (a) appears already in [Hac] .
Finally, we recall that a sheaf on
A is called M-regular (cf. [PP1]) if codim Supp(R i S(F)) > i for all i > 0.
Implications between the cohomological statements
The implication (2) ⇒ (3) in Conjecture A follows from the general Lemma below, which is proved exactly as the implication (1) ⇒ (2) of Theorem 2.1 (note that
, Proposition 3.11). In §7 below we will see some extra implications of the GVhypothesis when F is (the twist of) an ideal sheaf.
Lemma 3.1. Let F be a GV -sheaf on a ppav (A, Θ). Then F(Θ) satisfies IT 0 .
Example 3.2. Given Lemma 3.1, it is natural to ask whether the implication (3) ⇒ (2) might also hold for an arbitrary coherent sheaf F instead of I X (Θ). We give an example showing that this is not the case, so this implication (if true) should be more geometric. We thank Christopher Hacon for suggesting this example. Consider (A, Θ) any ppav, say with Θ symmetric for simplicity, k ≥ 2 an integer, and φ k : A → A the map given by multiplication by k. Then
, which is non-zero for all α.
The equivalence (2) ⇐⇒ (4) follows directly from the definitions, without any assumptions on X.
Lemma 3.3. Let (A, Θ) be a ppav and X a closed subscheme of A. The following are equivalent:
Proof. Applying the Fourier-Mukai functor to the exact sequence
since R 0 S(I X (Θ)) being torsion must therefore be zero. Thus if I X (Θ) is a GV -sheaf, then O X (Θ) is M -regular and R 0 S(O X (Θ)) has generic rank 1, which by base change is equivalent to h 0 (A, O X (Θ) ⊗ P α ) = 1 for P α ∈ Pic 0 (A) general, i.e. χ(O X (Θ)) = 1. Conversely, if (b) holds than the same reasoning shows that we need to worry only about R 1 S(I X (Θ)). But this must be supported on a proper subset, since the argument above can be completely reversed.
The theta-dual of a subvariety of a ppav
Let (A, Θ) be a ppav of dimension g. Consider a closed reduced subscheme X of A, of dimension d ≤ g − 2. We put a natural scheme structure on the locus of theta-translates containing X.
Lemma 4.1. For any α ∈ A there is a canonical identification
Proof. We apply base change for complexes, as in [EGA III] 7.7: since H g+1 (A, R∆(I X (Θ)) ⊗ P α ) = 0 for all P α ∈ Pic 0 (A), we have for any α a natural isomorphism
By Grothendieck-Serre duality, this hypercohomology group is isomorphic to H 0 (A, I X (Θ) ⊗ P α ) ∨ .
Definition 4.2. We denote by V (X) the scheme-theoretic support of (−1 b A ) * R g S(R∆(I X (Θ))), and call it the theta-dual of X (with respect to the principal polarization Θ). By Lemma 4.1, set-theoretically we have
which via the principal polarization is identified with the locus {a ∈ A | X ⊂ Θ a } of thetatranslates containing X. More precisely we have
Proof. The first assertion follows from the previous Lemma: the fibers of (−1 b A ) * R g S(R∆(I X (Θ))) have dimension either zero or one, and the latter happens if and only if α ∈ V (X). For the last assertion, note that we have a natural surjective homomorphism
Indeed, as in Lemma 4.1, the fiber over α is given by the dual of the injection H 0 (A,
, which gives the conclusion.
Recall from [Ra] §II that an equidimensional reduced subscheme X is nondegenerate in A if the kernel of the restriction map
is 0, and geometrically nondegenerate if the same kernel contains no nonzero decomposable d-forms. It is enough here to work with geometrically nondegenerate subschemes.
4 Given that the image of the difference map φ : X × V (X) → A, (x, y) → x − y, is contained in Θ, the following is a special case of [De2] Proposition 1.4.
Lemma 4.4. Let X be a geometrically nondegenerate equidimensional reduced subscheme of A,
Example 4.5. If C is a smooth projective curve of genus g, consider the image W d of the d-th symmetric product of C via some Abel-Jacobi map. Then it is folklore, and straightforward to verify, that set-theoretically V (W d ) = −W g−d−1 up to translate. We will see later that this actually holds scheme-theoretically, and that a similar fact holds for the Fano surface (cf. §8.1).
Consequences of the generic vanishing criterion
We consider now X to be a closed reduced subscheme of A of pure dimension d. We draw a number of sheaf-theoretic consequences in the case when I X (Θ) is a GV -sheaf, based on the criterion in §2. Recall that by Theorem 2.1 this is equivalent to the fact that the complex R∆(I X (Θ)) satisfies W IT g which, together with Corollary 4.3, means that
Proposition 5.1. Assume that I X (Θ) is a GV -sheaf. Then:
is Cohen-Macaulay and equidimensional if and only if
On the other hand, we claim that R S(I X (Θ)) ∼ = R∆(O V (X) (Θ)), which implies for all i that
To prove the claim, start with (4) above and apply the functor (−1 b A ) * • R∆ • [g] to both sides. On the right hand side we obtain R∆(O V (X) (Θ)). On the left hand side we have
where for the first isomorphism we used Grothendieck duality (2). Now since X has dimension d, we have that R i S(O X (Θ)) = 0 for i > d, and so R i S(I X (Θ)) = 0 for i > d + 1, by applying the Fourier-Mukai functor to the exact sequence
By the above this implies that the dimension of V (X) is at least g − d − 1.
(b) This follows directly from (5), as it is well known that the condition on V (X) is equivalent to the fact that Ext
Theorem 5.2. Assume that I X (Θ) is a GV -sheaf and X is geometrically nondegenerate. Then:
Proof. (a) Note first that dim V (X) = g −d−1, since by Proposition 5.1(a) it is at least g −d−1, while by Lemma 4.4 it is at most that much. But then by Proposition 5.1(b), the conclusion holds if we show that
This is the key point in the proof of the entire theorem: we apply Theorem 2.1 to the complex F = R∆(I X (Θ)) (so that R∆F = I X (Θ)). We know that F is GV g−d−1 in a very strong sense:
On the other hand we noted above that we have
(b) Again by Theorem 2.1, this is the same as showing that R∆(I V (X) (Θ)) satisfies W IT g . We prove more precisely that
Using Mukai's inversion theorem for the Fourier functor, i.e. equation (1) in §2, this statement is equivalent to showing that
Because of the short exact sequence 0 −→ I X (Θ) −→ O A (Θ) −→ O X (Θ) −→ 0 and its analogue for V (X), this is in turn equivalent to
This was shown in the proof of Proposition 5.1.
(c) The assertion follows immediately from (6) above, since as in Lemma 4.1 the Fourier transform of R∆(I V (X) (Θ)) is supported on −V (V (X)).
(d) From (a) we know that V (X) is equidimensional, and from (b) that I V (X) (Θ) is a GV -sheaf. Since we know already that dim V (X) = g − d − 1 and dim V (V (X)) = dim X = d, we can deduce as in (a) (without assuming nondegeneracy for V (X)) that I V (X) (Θ) satisfies W IT g−d .
Proposition 5.1(b) implies then that X is Cohen-Macaulay.
Remark 5.3. Since X is Cohen-Macaulay, it is a posteriori not hard to understand the main technical tool, namely the object R∆(I X (Θ)), better: in fact it is represented by a complex with two non-zero cohomology sheaves:
Corollary 5.4. If X is geometrically nondegenerate and
Proof. First of all, since we've seen that X and V (X) are Cohen-Macaulay, they do have dualizing sheaves. The second assertion is the same as the first, with the roles of X and V (X) reversed. For the first, note that R∆(
. Hence the statement follows from the isomorphism (7) above and Grothendieck duality (2), as in the proof of Proposition 5.1.
Remark 5.5. The results of this section imply that if the GV condition is satisfied for I X (Θ) then the role of the schemes X and V (X) is symmetric: any type of result we are interested in which is true for X holds also for V (X), and conversely. Note that Theorem 6.1 below implies that V (X) is in fact nondegenerate, and so the same thing holds for X.
Minimal cohomology classes
In this section we prove a result which, by the symmetry noted in Remark 5.5, is equivalent to Theorem B. Besides the results of the previous section, we will use applications of the Grothendieck-Riemann-Roch theorem. 
where P D denotes the Poincaré duality isomorphism, and we ignore notation for the inclusion map of X into A.
We now compute the two sides. On one hand, since ω X (−Θ) is supported on X, which has dimension d, it is standard that ch g−d−1 ((−1 A ) * ω X (−Θ)) = 0 since the Chern character ch(ω X (−Θ)) has no non-zero components in degree less than the codimension g−d. (For example this is a simple consequence of Grothendieck-Riemann-Roch -cf. e.g. [Fu] Example 18.3.11.) On the other hand
The second term starts in CH d+1 ; we apply the same reasoning as in the previous paragraph, in the more precise form saying that ch(O V (X) ) starts with the class [V (X)] (cf. [Fu] Example 15.2.16), using the fact that by Theorem 5.2(a), V (X) is of pure dimension
. This has to be 0 by the paragraph above, which gives the conclusion.
Characterization of Jacobians via generic vanishing for extremal dimensions
In this section we prove Theorem C. At this stage it is in fact an immediate corollary of Theorem 6.1 and the Matsusaka-Hoyt criterion [Ho] , Theorem 1.
Proof. (of Theorem C.) By Theorem 6.1 and Theorem 5.2 we know that both X and V (X) have minimal class. If X is a curve, then the statement follows directly from the Matsusaka criterion.
If X has codimension 2, then V (X) is a 1-cycle of minimal class. By the MatsusakaHoyt criterion we obtain that V (X) is an irreducible Abel-Jacobi embedded curve C, since otherwise (A, Θ) would have to split into a product of polarized Jacobians, which contradicts indecomposability. Now given any Abel-Jacobi embedded curve C, by Example 4.5 we have V (C) = −W g−2 (C) in the dual Jacobian. Since V (V (X)) = X by Theorem 5.2(c), this concludes the proof. (The entire discussion is of course up to + or − a translate).
Remark 7.1. The exact same proof tells us what happens in case (A, Θ) is decomposable as well. The Matsusaka-Hoyt theorem implies that A is a product of Jacobians and either X or V (X), according to which has dimension 1, is a reduced 1-cycle which projects to an Abel-Jacobi embedded curve on each one of the factors. (d+1)! , the conclusion follows from Theorem B.
It was shown in [CG] that for the Fano surface of lines F in the intermediate Jacobian of a smooth cubic threefold we have F − F = Θ set-theoretically, and [F ] = θ 3 3! . The first equality gives F ⊂ V (F ), so given the results above V (F ) has dimension 2 and F as a component. A priori it could have other components too. The results of [Hö] imply however that I F (Θ) is GV , which again by Theorem 5.2(a) and Theorem B gives that V (F ) is equidimensional and [V (F )] = θ 3 3! . This implies that V (F ) = F .
8.2.
A remark on the Beauville-Debarre-Ran question. In §6 we saw that (2) implies (1) in Conjecture A. The full equivalence of (1) and (2) would have an amusing consequence for the equivalence of (1) and (5): it would imply that it is enough to check it only for subvarieties of dimension d ≤ [ 8.3. An addition to Conjecture A involving the theta-dual V (X). Finally we make a comment, independent of the arguments above, emphasizing the fact that one can try to detect subvarieties of minimal cohomology class based directly on properties of V (X). If we again identify V (X) with the locus in A parametrizing theta-translates containing X, then we have a difference map φ : X × V (X) → X − V (X) ⊂ Θ ⊂ A. Consider now the equalities (8) deg ( Note that (3) and (2) obviously imply (1). The key point is (1): subvarieties of minimal class should be characterized among nondegenerate subvarieties by the fact that their theta-dual variety has maximal dimension.
