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Abstract
We propose a simple direct approach for computing the expected cost of random partial match queries
in random quadtrees. The approach gives not only an explicit expression for the leading constant in the
asymptotic approximation of the expected cost but also more terms in the asymptotic expansion if desired.
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Introduction
Quadtrees, originally proposed by Finkel and Bentley [2], represent one of the simplest, most prototypical and
most studied data structures for multidimensional data; see [13, 14]. We are concerned in this paper with the
average-case analysis of random partial match queries in random quadtrees, a problem originally analyzed in
details by Flajolet et al. [3] and then extended by several authors.
The probabilistic model is as follows. First, a sequence of n points is generated uniformly and indepen-
dently in [0;1]d, where d ¸ 2. From this sequence, we construct the (d-dimensional) quadtree and call it the
random quadtree. [A quadtree of a sequence of points is constructed by placing the rst element at the root,
which splits the space [0;1]d into 2d quadrants; the remaining points are compared to the root and are directed
to each quadrant depending on the location of each point; points falling in each quadrant are constructed
recursively as quadtrees.] Then we generate s independent random variables, with the same Uniform[0;1]
distribution, which correspond to the specied coordinates of the partial match query q, where 1 · s < d; the
remaining d¡s coordinates are wild-cards. We then perform the range search of this query q in the random
tree and denote the expected number of nodes visited by Qn = Q
(d;s)
n . Note that by symmetry only the number
of specied coordinates matters; the order or positions of the specications are immaterial.
Flajoletetal.[3]showedthatQn canbecomputedrecursivelyasfollows(seeLemma1foraself-contained
proof): Q0 = 0 and for n ¸ 1
Qn = 1+2d å
1·k<n
pn;kQk; (1)
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1where
pn;k =
1
n(n+1) å
k·`d¡1·¢¢¢·`1<n
1
(`1+2)¢¢¢(`s¡1+2)
£
1
(`s+1+1)¢¢¢(`d¡1+1)
: (2)
From this recurrence, they studied the differential system satised by the generating function Q(z) :=
ånQnzn and then showed that
Qn » hd;sna¡1;
for some constant hd;s, where 1 < a < 2 solves the indicial equation f(z) = 0, with
f(z) := zd¡s(z+1)s¡2d:
In particular, when d = 2, a = (
p
17¡1)=2 and
h2;1 =
G(2a)
2G3(a)
:
The calculation of the leading constants hd;s remains open for other values of (d;s).
The aim of this paper is to derive more precise asymptotic approximations for Qn with an explicit expres-
sion for hd;s for all cases of (d;s).
Theorem 1. The expected number of nodes visited by performing the range search of a random partial match
query in a random quadtree of n nodes satises
Qn = hd;sna¡1+O
³
1+nÂ(a2)¡1
´
; (3)
where
hd;s :=
1
(2d¡s¡1)G(a)d¡sG(a+1)s Õ
2·j·d
G(a¡aj)
G(1¡aj)
;
for 1 · s < d and d ¸ 2, G is the Gamma function and the aj's are zeros of the polynomial f(z):
a = a1 > Â(a2) ¸ ¢¢¢ ¸ Â(ad):
See Table 1 for numeric values of a and hd;s for d · 6.
Our approach gives indeed a closed form expression for Qn.
Proposition 1. For n ¸ 1, Qn satises
Qn = å
1·k·n
µ
n
k
¶
(¡1)k+12s(2¡a1)k¡1¢¢¢(2¡ad)k¡1
k!d¡s(k+1)!s ; (4)
where (x)k := x(x+1)¢¢¢(x+k¡1).
Once the exact formula (4) is known, the proof of (3) uses the integral representation (or the Rice integral)
for (4), the remaining analysis being more or less standard; see Flajolet and Sedgewick [7]. The main step in
deriving (3) is thus the proof of (4). We propose a very simple elementary proof for (4), which uses only the
binomial transform of Qn and a differencing argument. Such a proof was originally motivated by a different
approach based on generating function, differential equations, and Euler transforms (cf. Flajolet et al. [4]).
We will sketch this approach, as well as an intuitive use of Mellin-Barnes integral (see [12]) to give more
insight into the problem. Although these approaches are essentially the same for Qn, the elementary approach
is computationally and technically much simpler; we will see later that it is also more general.
For other results on partial or exact match queries in random quadtrees, see [1, 5, 10, 11]. On the other
hand, explicit characterization of the leading constants of partial match queries in random k-d trees (k being
the dimension) is very different from that in quadtrees and is much harder (see [6]); this problem is treated
elsewhere.
2d s a hd;s
2 1 1.56155281 1.59509909
3 1 1.71618865 1.10947781
3 2 1.39485867 1.72038918
4 1 1.78995097 0.97452299
4 2 1.56155281 1.10521638
4 3 1.30555316 1.73604197
5 1 1.83323029 0.91651089
5 2 1.65556266 0.92184703
5 3 1.46323881 1.07393189
5 4 1.24956226 1.72221994
6 1 1.86170559 0.88623369
6 2 1.71618865 0.83911604
6 3 1.56155281 0.86903393
6 4 1.39485867 1.03857434
6 5 1.21106870 1.70074787
Table 1: Numeric values of a = ad;s and hd;s for 2 · d · 6; observe that a2d;2s = ad;s.
Splitting probabilities and recurrence
We rst prove the recurrence (1), which is basic to our analysis.
Lemma 1. The expected cost Qn satises the recurrence (1) with pn;k given by (2).
Proof. Let pn;k denote the probability that the query is conducted in the rst subtree (namely, its root is
visited) whose size is k. By our independence assumptions and by symmetry, we may assume that the rst s
coordinates of the query are specied. It follows that Qn satises (1) with
pn;k = 2¡spn;k
=
µ
n¡1
k
¶Z
(0;1)d x1¢¢¢xs(x1¢¢¢xd)k(1¡x1¢¢¢xd)n¡1¡kdx; (5)
where dx := dx1¢¢¢ dxd. By expanding the factor 1¡x1¢¢¢xd as
1¡x1¢¢¢xd = 1¡x1+(1¡x2)x1+¢¢¢+(1¡xd)xd¡1¢¢¢x1;
3we then have (with the convention that jd+1 = 0)
pn;k =
µ
n¡1
k
¶
å
j1+¢¢¢+jd=n¡1¡k
µ
n¡1¡k
j1;¢¢¢ ; jd
¶Z
(0;1)d
Ã
Õ
1·i·s
x
k+1+ji+1+¢¢¢+jd
i (1¡xi)ji
!
£
Ã
Õ
s<i·d
x
k+ji+1+¢¢¢+jd
i (1¡xi)ji
!
dx
= å
j1+¢¢¢+jd=n¡1¡k
(n¡1)!
k!
Ã
Õ
1·i·s
(k+1+ ji+1+¢¢¢+ jd)!
(k+2+ ji+¢¢¢+ jd)!
!
£
Ã
Õ
s<i·d
(k+ ji+1+¢¢¢+ jd)!
(k+1+ ji+¢¢¢+ jd)!
!
=
1
n(n+1) å
j1+¢¢¢+jd=n¡1¡k
1
(k+2+ j2+¢¢¢+ jd)¢¢¢(k+2+ js+¢¢¢+ jd)
£
1
(k+1+ js+1+¢¢¢+ jd)¢¢¢(k+1+ jd)
;
which is easily seen to be identical to (2). By symmetry, we then obtain (1).
Corollary 1. The sequence pn;k satises
pn;k = å
k·j<n
µ
n¡1
j
¶µ
j
k
¶
(¡1)j+k(j+1)¡d+s(j+2)¡s: (6)
Proof. Expand the factor (1¡x1¢¢¢xd)n¡1¡k in (5) and then evaluate the integral term by term.
Note that by (2) and (6), we have the following identities:
å
k·j<n
µ
n¡1
j
¶µ
j
k
¶
(¡1)j+k(j+1)¡1(j+2)¡1 =
n¡k
n(n+1)
;
å
k·j<n
µ
n¡1
j
¶µ
j
k
¶
(¡1)j+k(j+1)¡2(j+2)¡1 =
Hn¡Hk
n
¡
n¡k
n(n+1)
;
å
k·j<n
µ
n¡1
j
¶µ
j
k
¶
(¡1)j+k(j+1)¡1(j+2)¡2 =
(n+2)(n¡k)
n(n+1)2 ¡
(k+1)(Hn¡Hk)
n(n+1)
;
corresponding, respectively, to (d;s) = (2;1);(3;1), and (3;2), where Hk := å1·j·k j¡1. More identities can
be derived by considering higher values of d.
Binomial transform
The crucial step in proving (4) is to consider the binomial transform
Q?
n := å
1·k·n
µ
n
k
¶
(¡1)kQk (n ¸ 1);
with Q?
0 := 0.
Lemma 2. The sequence Q?
n satises the rst-order recurrence
Q?
n¡Q?
n¡1 = ¡
2d
nd¡s(n+1)s Q?
n¡1 (n ¸ 2); (7)
with Q?
1 = ¡1.
4Proof. By (1),
Q?
n¡Q?
n¡1 = 2d å
1·m·n
µ
n¡1
m¡1
¶
(¡1)m å
1·k<m
pm;kQk
= ¡2d å
1·k<n
Qk å
k·m<n
µ
n¡1
m
¶
(¡1)mpm+1;k:
Now the inner sum can be simplied by using (5) as follows.
å
k·m<n
µ
n¡1
m
¶
(¡1)mpm+1;k
= å
k·m<n
µ
n¡1
m
¶
(¡1)m
µ
m
k
¶Z
(0;1)d x1¢¢¢xs(x1¢¢¢xd)k(1¡x1¢¢¢xd)m¡kdx
=
µ
n¡1
k
¶
(¡1)k å
0·m·n¡1¡k
µ
n¡1¡k
m
¶
(¡1)m
Z
(0;1)d x1¢¢¢xs(x1¢¢¢xd)k(1¡x1¢¢¢xd)mdx
=
µ
n¡1
k
¶
(¡1)k
Z
(0;1)d x1¢¢¢xs(x1¢¢¢xd)n¡1dx
=
µ
n¡1
k
¶
(¡1)kn¡d+s(n+1)¡s;
which holds for n ¸ 2.
Proof of (4). From Lemma 2, it follows that for n ¸ 2
Q?
n = ¡ Õ
2·j·n
µ
1¡
2d
(j+1)sjd¡s
¶
= ¡ Õ
2·j·n
f(j)
(j+1)sjd¡s;
which leads to (4) by the relation
Qn = å
1·j·n
µ
n
j
¶
(¡1)jQ?
j:
This proves (4).
Generating function, differential equation and Euler transform
While binomial transform is shown to be the Eureka! to our elementary proof, it leaves open how such a
transform was linked and applied to our problem. We give in this section an alternative approach to deriving
the simple recurrence (7) relying on the generating function Q(z) := ånQnzn and on the Euler transform (see
[4])
Q?(z) =
1
1¡z
Q
µ
z
z¡1
¶
: (8)
Note that the coefcients fn of a function f(z) and those f ?
n of its Euler transform f ?(z) satisfy the inversion
pair
8
> > > <
> > > :
fn = å
0·k·n
µ
n
k
¶
(¡1)k f?
k ;
f?
n = å
0·k·n
µ
n
k
¶
(¡1)k fk:
(9)
5We start from substituting the expression (6) in the sum å1·k<npn;kQk, which gives
å
1·k<n
pn;kQk = å
1·k<n å
k·j<n
µ
n¡1
j
¶µ
j
k
¶
(¡1)j+k(j+1)¡d+s(j+2)¡sQk
= å
1·j<n
µ
n¡1
j
¶
(¡1)j(j+1)¡d+s(j+2)¡sQ?
j:
In terms of generating functions, the recurrence (1) then translates into (in view of (9))
Q(z) =
z
1¡z
+2d z
1¡z
S
µ
z
z¡1
¶
; (10)
where
S(w) = å
n¸1
(n+1)¡d+s(n+2)¡sQ?
nwn:
Note that S(w) satises
Jd¡s¡
w¡1Js¡
w2S(w)
¢¢
= wå
n¸1
Q?
nwn =
w
1¡w
Q
µ
w
w¡1
¶
; (11)
where J := w(d=dw).
Thus it is natural to consider the Euler transform. Taking z=w=(w¡1) and then multiplying (10) by ¡w,
we obtain
w(w¡1)Q?(w) = w2+2dw2S(w):
From (11), it follows that
Jd¡s¡
w¡1Js(w(w¡1)Q?(w))
¢
¡2dwQ?(w) = 2sw: (12)
Taking the coefcients of wn on both sides yields (7).
Differential equation and Mellin-Barnes integrals
More light can be shed on why Euler transform really helps by looking at yet a different approach based on
the differential equation derived by using the original form (2) for pn;k used in [3].
The proof starts from showing that the generating function Q(z) satises, by (1) and (2), the integro-
differential equation
µ
z(1¡z)
d
dz
¡1
¶
z
1¡z
Q(z) =
z2
(1¡z)2 +2dJs z
1¡z
Jd¡s¡1(zQ(z)); (13)
where 1 is the identity operator and
Jf(z) :=
Z z
0
f(t)
t(1¡t)
dt:
Introduce now the differential operator J := z(1¡z)d=dz. Then (13) can be shown to be of the form
J d¡s1¡z
z
J s
µ
z
1¡z
Q(z)¡
z2
(1¡z)2
¶
¡2dzQ(z) = 0:
An inspiring way to see how to proceed further from this differential equation is to use the Mellin-Barnes
integrals (see [12]) as follows. If a function is expressible formally as an integral of the form
f(z) =
1
2pi
Z
C
 f(v)zv(1¡z)¡vdv;
6for some contour C in the v-plane, then
J k f(z) =
1
2pi
Z
C
 f(v)J k¡
zv(1¡z)¡v¢
dv
=
1
2pi
Z
C
 f(v)vkzv(1¡z)¡vdv (k ¸ 1): (14)
Note that no such a simplication is available if we use the usual Mellin-Barnes integrals
f(z) =
1
2pi
Z
C
 f(v)(1¡z)¡vdv;
or
f(z) =
1
2pi
Z
C
 f(v)z¡vdv:
The relation (14) suggests that it is natural to apply the Euler transform (8), and we obtain again (12).
Asymptotics of Q(z)
Since Qn is essentially the n-th difference of Q?
n, we have (see [7])
Qn =
1
2pi
Z s+i¥
s¡i¥
(¡1)nn!
v(v¡1)¢¢¢(v¡n)
K(v+1) dv; (15)
where a1¡1 < s < 1 and
K(v) :=
2sG(v¡a1)¢¢¢G(v¡ad)
G(v)d¡sG(v+1)sG(2¡a1)¢¢¢G(2¡ad)
:
We list some properties of the zeros aj of f(z) as follows; see Figure 1 for a plot of the zeros of f(z) when
d = 20 and 1 · s · 19.
(i) All zeros lie within the ring 3=2 < jz+1=2j < 5=2. This follows by noting that
(jzj¡1=2)d · jz¡1=2jd¡sjz+1=2js · (jzj+1=2)d;
and by using the bounds jzj¡1=2 ¸ 2 and jzj+1=2 · 2.
(ii) The zero with the largest real part is a. To see this, assume that aj = x+iy with x ¸ a and
jyj > 0; then we have
¯ ¯
¯(x+iy)
d¡s(x+iy+1)s
¯ ¯
¯ =
¡
x2+y2¢(d¡s)=2¡
(x+1)2+y2¢s=2
> xd¡s(x+1)s ¸ ad¡s(a+1)s = 2d:
(iii) If d is odd, then f(z) has only one real zero a1; if d is even, then f(z) has an additional real
root lying between ¡2 and ¡3.
(iv) All zeros of f(z) are simple.
From these properties, it follows that the origin is a simple pole of the integrand in (15) (with residue
¡(2d¡s¡1)¡1), and there are simple poles at aj¡1¡` for 1· j ·d and `¸0. Other singularities are a pole
of order d¡s at ¡1, a pole at ¡` of order d for ` ¸ 2. In particular, the dominant singularity (the singularity
with the largest real part in the half-plane Â(v) < 1) is a simple pole at v = a¡1. Also by the asymptotic
estimate
jG(s+it)j = O
³
jtjs¡1=2e¡pjtj=2
´
(jtj ! ¥);
7–2
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Figure 1: Distribution of the zeros of the polynomial z20¡s(z+1)s = 220 for 1 · s · 19 (left) and for s = 1
(right).
for xed s, we can shift, by absolute convergence, the integration line in (15) to Â(v) = s1, where
maxf0;Â(a2)¡1g < s1 < a¡1;
and compute the residue encountered at v = a¡1, which gives
Qn =
(¡1)nn!
(a¡1)¢¢¢(a¡n¡1)
lim
v!a
(v¡a)K(v)+En;
where
En :=
1
2pi
Z s1+i¥
s1¡i¥
(¡1)nn!
v(v¡1)¢¢¢(v¡n)
K(v+1) dv:
Observe that
(¡1)nn!
(a¡1)¢¢¢(a¡n¡1)
lim
v!a(v¡a)K(v)
=
2sG(n+1)
(a¡1)G(n+2¡a)G(a)d¡sG(a+1)s Õ
2·j·d
G(a¡aj)
G(2¡aj)
= hd;s
G(n+1)
G(n+2¡a)
;
where we used the identity f(1) = (1¡a1)¢¢¢(1¡ad) = 2s¡2d.
By applying the asymptotic approximation
G(n+1)
G(n+2¡a)
= na¡1¡
1+O(n¡1)
¢
;
we deduce that
Qn = hd;sna¡1¡
1+O(n¡1)
¢
+En:
By a similar argument, we have
En = O
³
1+nÂ(a2)¡1
´
;
This proves (3).
8Remarks. (i) If Â(a2) < 1, then
Qn = hd;sna¡1¡
1
2d¡s¡1
+O(na¡2+nÂ(a2)¡1): (16)
In particular, Â(a2) < 1 for all d · 6 and 1 · s < d. See Figure 2 for a plot of (Qn +(2d¡s ¡1)¡1)=na¡1
when d = 3.
(ii) If Â(a2) = Â(a3) > 1, then
Qn = hd;sna¡1+2Â
³
Yd;s(a2)niÁ(a2)
´
nÂ(a2)¡1+O
³
na¡2+1+nÂ(a4)¡1
´
;
where
Yd;s(z) =
2s
(z¡1)G(z)d¡sG(z+1)s Õ
aj6=z
G(z¡aj)
G(2¡aj)
:
Note that hd;s =Yd;s(a). More terms can be obtained by rening the same analysis.
(iii) By (4), the generating function Q(z) can be expressed in terms of the generalized hypergeometric
function (see [8]) as
Q(z) =
z
(z¡1)2 d+1Fd
0
@
2¡a1;:::;2¡ad;1
3;:::;3 | {z }
s times
;2;:::;2 | {z }
d¡s times
¯
¯ ¯ ¯ ¯
¯
z
z¡1
1
A;
where
d+1Fd
µ
a1;:::;ad+1
b1;:::;bd
¯
¯ ¯ ¯z
¶
:= å
n¸0
(a1)n¢¢¢(ad+1)n
(b1)n¢¢¢(bd)n
¢
zn
n!
:
1.11
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Figure 2: Convergence of (Qn+(2d¡s¡1)¡1)=na¡1 to hd;s for (d;s) = (3;1) (left) and (3;2) (right), where
n = 5;:::;500.
General toll functions
The approaches we used can also be applied to more general recurrence of the form
fn =tn+2d å
1·k<n
pn;k fk; (n ¸ 1); (17)
9wheretn issomegivensequenceandwemayassumethat f0 =0. Weobtainthefollowingrstorderrecurrence
f?
n ¡ f ?
n¡1 =t?
n ¡t?
n¡1¡
2d
nd¡s(n+1)s f?
n¡1 (n ¸ 1);
with t?
0 =t0 := 0. Solving this recurrence yields
f?
n = å
1·k·n
¡
t?
k ¡t?
k¡1
¢
Õ
k<j·n
µ
1¡
2d
jd¡s(j+1)s
¶
(n ¸ 1): (18)
By the binomial inversion formula (9), we obtain
fn = å
1·k·n
(t?
k ¡t?
k¡1) å
k·m·n
µ
n
m
¶
(¡1)m Õ
k<j·m
µ
1¡
2d
jd¡s(j+1)s
¶
;
for n ¸ 1, where t?
n := å1·k·n
¡n
k
¢
(¡1)ktk.
From this explicit form, asymptotics of fn can be derived if that of tn is known.
Random full-specied queries
Our elementary approach is also useful for simplifying the recurrence encountered in the analysis of full-
specied queries in random quadtrees (see [4, 5]):
fn =tn+2d å
1·k<n
vn;k fk (n ¸ 1); (19)
with f0 =t0 := 0, where
vn;k =
µ
n¡1
k
¶Z
(0;1)d(x1¢¢¢xd)k(1¡x1¢¢¢xd)n¡1¡kdx:
From this, we then easily derive the recurrence relation (see [4, 10])
f?
n ¡ f ?
n¡1 =t?
n ¡t?
n¡1¡
2d
nd f?
n¡1 (n ¸ 1):
More generally, if
fn =tn+ å
1·k<n
bn;k fk (n ¸ 1);
where the sequence bn;k satises
å
k·m<n
µ
n¡1
m
¶
(¡1)mbm+1;k = ¡
µ
n¡1
k
¶
(¡1)ken;
for some sequence en independent of k, then the recurrence for f ?
n can be linearized
f?
n ¡ f ?
n¡1 =t?
n ¡t?
n¡1¡enf?
n¡1;
and we obtain the same pattern as above. Note that by (9),
bn;k = å
k·j<n
µ
n¡1
j
¶µ
j
k
¶
(¡1)j+k+1ej+1;
cf. (6).
A trivial example is the quicksort recurrence for which bn;k =2=n for 0·k <n. Then en =2=n. For other
examples for which the Euler transform is particularly helpful, see [9] and the references therein.
This consideration also shows the limitation of the approach via generating function and differential equa-
tions since en may be very complicated in general, so that the associated generating functions may not be
reduced to simple solvable forms.
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