Abstract. The goal of this article is to investigate infinite dimensional affine diffusion processes on the canonical state space. This includes a derivation of the corresponding system of Riccati differential equations and an existence proof for such processes, which has been missing in the literature so far. For the existence proof, we will regard affine processes as solutions to infinite dimensional stochastic differential equations with values in Hilbert spaces. This requires a suitable version of the Yamada-Watanabe theorem, which we will provide in this paper. Several examples of infinite dimensional affine processes accompany our results.
Introduction
Affine processes constitute an important model class due to their analytical tractability; in particular regarding applications in the field of mathematical finance. There is a substantial literature about affine processes in finite dimension. We refer, for example, to [13, 16, 19, 28, 20] for affine processes on the canonical state space, and to [6, 35, 29, 11, 27, 7] for affine processes on more general state spaces. Some recent and related developments are affine processes with stochastic discontinuities (see [30] ), affine processes under parameter uncertainty (see [15] ) and polynomial processes (see [8, 18, 5, 9] ).
Only recently, increasing interest evolved in infinite dimensional affine processes: the theory of probability measure-valued processes has been utilized in [10] for the study of polynomial diffusions. We also mention the works [25] , [38] and [24] , where some examples, such as infinite dimensional square-root processes and infinite dimensional Heston type processes, are treated within the framework of probability measure-valued stochastic processes. Another recent approach to polynomial processes in infinite dimension is the paper [1] , where the notion of a polynomial process -in the sense that polynomials are preserved under conditional expectations -is extended to a Banach space.
The general study in [23] deals with affine processes in infinite dimension on general state spaces; more precisely affine processes are understood as processes with an exponential affine structure of the characteristic exponent, and they are studied on topological vector spaces, which do not need to be separable or metrizable. The work [43] , of which the present paper constitutes a further development in certain aspects, studies the special case of affine processes with values in separable Hilbert spaces; with a special focus to applications in finance. Some recent articles deal with particular examples of affine processes with values in Hilbert spaces, such as Ornstein-Uhlenbeck processes with stochastic volatility and tensor Heston type processes; see, for example [2] and [3] .
The paper [37] is between the finite and the infinite dimensional setting. More precisely, therein it has been investigated when the solutions to a (infinite dimensional) stochastic partial differential equation admit a finite dimensional realization with (finite dimensional) affine state processes.
The goal of the present paper is to explore infinite dimensional affine diffusion processes on the canonical state space. This includes a derivation of the corresponding system of Riccati differential equations and an existence proof for infinite dimensional affine processes, which has been missing in the literature so far. For the existence proof, we regard affine processes as solutions to infinite dimensional stochastic differential equations (SDEs) with values in Hilbert spaces. This requires a suitable version of the Yamada-Watanabe theorem, andin order to apply the Yamada-Watanabe theorem -sufficient conditions for the existence of weak solutions, and for pathwise uniqueness of solutions. Infinite dimensional versions of the Yamada-Watanabe theorem can be found in [31] , [34] and [36] . However, none of these results can directly be applied in our setting, and for this reason we provide a self-contained version in this paper. In order to ensure the existence of weak solutions, we establish a refined version of a result from [22] , where the main idea is to consider starting points from an appropriate retracted subspace with compact embedding, and for this reason we need a suitably adjusted version of the Yamada-Watanabe theorem. The pathwise uniqueness follows from a version of the uniqueness result from [42] in infinite dimension.
The remainder of this paper is organized as follows. In Section 2 we introduce affine processes, and derive a general Riccati system for the functions appearing in the characteristic exponent. In Section 3 we provide the existence result for affine processes in the spirit of strong solutions to infinite dimensional SDEs. In Section 4 we present examples, where our existence result applies; this includes infinite dimensional processes of Cox-IngersollRoss type and infinite dimensional processes of Heston type. For convenience of the reader, some auxiliary results are deferred to Appendix A. Moreover, Appendix B contains the required results about SDEs in Hilbert spaces; in particular the adjusted version of the Yamada-Watanabe theorem, and the mentioned results about existence of weak solutions and pathwise uniqueness. Finally, in Appendix C we provide the required results about linear operators in Hilbert spaces.
Infinite dimensional affine processes
Affine models and their applications to dynamic term structure modelling have been intensively studied, mostly focusing on finite-dimensional affine models where the dimension, or the number of factors, is known and fixed. Here, we do not restrict the number of factors to be known or finite but rather study affine processes from an infinite-dimensional perspective. For practical applications, this allows to treat the number of factors as unknown parameter which has to be estimated. For the construction of infinite dimensional affine processes we follow the approaches in [13, 28] . The used techniques for Hilbert-space valued stochastic analysis is taken from [12] .
Let (H, ·, · ) be an infinite-dimensional and separable Hilbert space with scalar product ·, · and associated norm · . The adjoint of a linear operator T ∈ L(H) is denoted by T * . By B(H) we denote the associated Borel σ-algebra. We fix throughout an orthonormal basis (e i ) ∞ i=1 of H. Affine processes are characterized by the convenient property that their Fourier transforms have exponential affine form. For the study of Fourier transform we introduce the following complexification of H: set H C = {x + iy : x, y ∈ H} and equip it with the inner product x+iy, u+iv H C := x, u + y, v +i y, u −i x, v . Then H C is a complex Hilbert space. For z = x + iy ∈ H C we call x = Re(z) and y = Im(z) the real and imaginary part of z. Furthermore, we denote byz := Re(z) − i Im(z) the complex conjugate of z and the imaginary subspace of H by iH = {z ∈ H C : Re(z) = 0}. The space of complex numbers with non-positive real part is denoted by C − = {c ∈ C : Re(c) ≤ 0}.
2.1. Affine processes. We are interested in homogeneous infinite-dimensional continuous affine processes and introduce the following definition. While we do not aim at the greatest level of generality, we use a standard definition of affine processes. For a slightly more general approach (in finite dimensions) see [28] . The time-inhomogeneous case can be treated as in [16] and [30] .
Consider a closed subset X ⊂ H which will serve as state space of our affine process and assume that the closure of the affine hull of X is the full space H. Let (Ω, F , F) be a filtered space on which a family of probability measures (P x ) x∈X is given. The filtration F is right-continuous and P x -complete for all x ∈ X . Finally, consider a continuous process X with values in X and denote its transition kernel by p t (x, A) = P x (X t ∈ A), for t ≥ 0, x ∈ X , A ∈ B(H). We assume that the transition kernel is a Markov transition kernel, i.e. it satisfies the following properties (cf. [14] ) (i) x → p t (x, A) is B(H)-measurable for each (t, A) ∈ R ≥0 × B(H), (ii) p 0 (x, {x}) = 1 for all x ∈ X , (iii) p t (x, X ) = 1 for all (t, x) ∈ R ≥0 × H, (iv) p satisfies the Chapman-Kolmogorov equation, i.e. for each t, s ≥ 0 and (x, A) ∈ H × B(H), it holds that p t+s (x, A) = p t (y, A)p s (x, dy).
The affine property of the Markov process X is characterized via its Fourier transform. The convex cone where the Fourier transform is defined by U := u ∈ H C : sup x∈X Re( u, x H C ) < ∞ .
Then the function X ∋ x → e u,x is bounded if and only if x ∈ U. Moreover, iH ⊂ U. For a function φ : R ≥0 → H the concepts of Fréchet and Gateaux differentiability coincide and we call φ differentiable with derivative D t φ, t ≥ 0 being a bounded linear operator D t φ : R ≥0 → H, if for every t ≥ 0 it holds that lim ε→0 φ(t + ε) − φ(t) − εD t φ(t) |ε| = 0.
Definition 2.
1. An H-valued continuous process X with transition kernel p t (x, A) is called affine with state space X , if there exist C and H C -valued functions φ and ψ such that (i) φ(·, u) and ψ(·, u) are differentiable for each u ∈ U, (ii) the derivatives D t φ(t, u) and D t ψ(t, u) are jointly continuous, and (iii) the Fourier-transform has exponential affine dependence on the initial value, i.e. for all t ≥ 0, x ∈ X , and u ∈ U it holds that
Uniqueness of φ and ψ holds under the normalization φ(0, u) = 0 and ψ(0, u) = u. Finitedimensional affine processes can be viewed as a special case when H = R n . In this case, Definition 2.1 coincides with the affine class studied in [28] .
As a next step we study infinite-dimensional diffusions and classify the affine ones. First, we split the state space in the non-negative part and the unrestricted part. Note that in contrast to the usual procedure in finite dimensions, we gain additional freedom as the basis can be chosen in a suitable way. For any index set K ⊂ N we denote the canonical projection to the subspace H K by π K : x → k∈K x, e k e k and for x ∈ H we simply write
Assume that the state space of X is the direct sum
where I, J ⊂ N are two disjoint sets such that I ∪ J = N, and H + I := { i∈I x, e i e i : x ∈ H, x, e k ≥ 0} ⊂ H I . Then X is a total set, i.e. the closure of its span is the full space H and for any x ∈ X we obtain the unique decomposition x = x I + x J . Using this structural assumption on the state space X , the set U can be determined precisely as follows: for x ∈ H we write x ≤ 0 if x, e k ≤ 0 for all k ∈ N and similar for <,> or ≥. It turns out that under (3),
Moreover, the finite-dimensional affine processes studied in [13] can be viewed as special case with H = R n and X = R i ≥0 ⊕ R j and i + j = n.
Remark 2.1. Fix t ≥ 0. If X is affine and the state space satisfies (3), then it follows from Equation (2) that, for all x ∈ X and u ∈ U,
since Re u, y H C ≤ 0 for u ∈ U and y ∈ X . Hence, Re(φ(t, u) + ψ(t, u), x H C ) ≤ 0 for all x ∈ X and u ∈ U which is equivalent to (φ(t, u), ψ(t, u)) ∈ C − × U for all u ∈ U.
We are interested in those Markov processes which are strong solutions of stochastic differential equations with respect to an infinite-dimensional Brownian motion. We follow the construction of a stochastic integral laid out in [12] . To this end, denote the trace of a symmetric and non-negative operator Q by Tr Q = ∞ i=1 Qe i , e i and call the operator Q trace-class if Tr Q < ∞. Let W be an H-valued F-Brownian motion with covariance operator Σ W , i.e. Σ W is a symmetric and non-negative definite operator Σ W with Tr Σ W < ∞. Then there exists Σ
W H and by HS(H 0 ; H) the space of all Hilbert-Schmidt operators from H 0 to H, i.e. linear operators Q such that
W e k 2 < ∞. We assume, that for each x 0 ∈ X , X = X x0 is the unique strong solution to the stochastic differential equation
where µ : H → H and σ : H → HS(H 0 ; H) are continuous; compare Theorem 3.1 for precise conditions ensuring the existence of a unique strong solution. By S(·) := σ(·)Σ W σ(·) * we denote the dispersion operator of X, such that d[X, X] t = S(X t )dt. The next result shows that S(x) is a trace-class operator for each x ∈ X and that x → Tr S(x) is a real-valued and continuous function. Lemma 2.1. For each x ∈ X the operator S(x) is non-negative definite and trace-class. Moreover, the mapping Tr S(·) : H → R is continuous.
Proof. Note that Σ W is a symmetric, non-negative definite and trace-class operator. Then, it follows that for x ∈ X and h ∈ H hS(x)h * = (hσ(x))Σ W (hσ(x)) * ≥ 0 such that S(x) is also symmetric and non-negative definite. We denote Q = Σ 1 /2 W such that Σ W = QQ * . From the cyclic property of the trace and the Cauchy-Schwartz inequality it follows that
because for each x ∈ H, σ(x) ∈ HS(H 0 ; H), and hence Tr(σ(x)σ(x) * ) < ∞. The continuity from S(x) now follows from the continuity of σ(x). Theorem 2.2. Assume that the process X, given as unique strong solution of (5), is affine. Then for all x ∈ X it holds that
. . . The coefficients n k are symmetric, non-negative definite and trace-class operators which satisfy n j = 0 for all j ∈ J and i∈I (Tr n i ) 2 < ∞.
The functions φ and ψ k (t, u) := ψ(t, u), e k H C , k = 1, 2, . . . satisfy the general Riccati system
for all t ≥ 0 and u ∈ U.
For the proof we need a small result for the interchange of the derivative and the scalar product. It essentially shows that if ψ is differentiable then it is also weakly differentiable. Lemma 2.3. Let ψ : R ≥0 → H be a Fréchet differentiable function with derivative D t ψ. Then, for all h ∈ H it holds that
Proof. Fix h ∈ H and denote f (t) := ψ(t), h . Using the Cauchy-Schwartz inequality we obtain that
and the claim follows.
Proof of Theorem 2.2. When X is an affine process, then the processes
. Next, we apply the Itô-formula, see Theorem 4.32 in [12] , to M u t with f (t, x) = exp φ(T − t, u) + ψ(T − t, u), x H C . Note that, by Lemma 2.1,
Hence,
where the drift computes to
The infinite sum equals S(X t )ψ(T − t, u), ψ(T − t, u) H C . Moreover, the process M u is a martingale only if I t = 0 dt ⊗ dP -almost surely. By continuity of I it follows even that I = 0 P -almost surely. Letting t → 0, continuity of X, µ, S, φ, and ψ implies that
holds for all x ∈ X and all t ≥ 0. The left hand side is an affine function of x, and hence the right-hand side is affine in x. Using that ψ(0, u) = u we obtain that µ as well as S are affine functions of x, such that representation (6) follows. Continuity of µ yields that M ∈ L(H). Moreover, by Lemma 2.1, S(x) is a symmetric, non-negative definite and trace-class operator for all x ∈ X . This gives that n j = N e j = 0 for all j ∈ J. Regarding (7), it follows Tr n 0 + i∈I x, e i H Tr n i = Tr S(x) < ∞ for all x ∈ X , because S is trace-class. Define T n x := i∈I,i≤n x, e i H Tr n i . Then T n ∈ L(H, R) and
By the uniform boundedness principle it follows that i∈I (Tr n i ) 2 = sup n∈N T n 2 < ∞ such that (7) follows.
Finally, inserting (6) into (13) and separating terms gives (8)-(9) since the affine hull of X is the full space H, where again Lemma 2.1 was used.
The converse is solved in two steps. First, we derive some admissibility conditions for the coefficients of the Riccati equations (8)- (9) , which are equivalent to affinity in the canonical state space. Second, we show that these admissibility conditions are sufficient for existence and uniqueness of solutions for the Riccati equations.
Proposition 2.4. Assume that X is a strong solution of (5), µ and S are affine in the sense of (6) and the Riccati system (8)-(9) has a solution (φ, ψ) such that φ(t, u) + ψ(t, u), x H C has a non-negative real part for all t ≥ 0, u ∈ U and x ∈ X . Then X is an affine process.
Proof. If (6) and (8)- (9) hold such that φ(t, u) + ψ(t, u), x H C has a non-negative real part for all t ≥ 0, u ∈ U and x ∈ X , then it follows as in the proof of Theorem 2.2, that the drift I of the process M u given in (11) vanishes, such that
t is a continuous local martingale. From the assumption that Re(φ(T − t, u) + ψ(T − t, u), X t H C ) ≤ 0, it follows that
is uniformly bounded by 1 and hence M u is even a true martingale. Consequently, for all
. Then (2) holds and X is an affine process.
The next result gives a partial answer to the solvability of the system of Riccati equations (8)- (9) . We start with some notation. First, define
As previously, (H − C ) I denotes the projection to the coordinates from set I, i.e. (H
we denote A KL = π K A| HL . Then A K∪L may be uniquely represented by the 2 × 2 block operator matrix
If the index sets are singletons, we write A kl for A {k}{l} . Finally, for x ∈ H we understand x ≤ 0 as x, e k ≤ 0 for all k ∈ N and x ≥ 0, x < 0, x > 0, x ≮ 0, x ≯ 0, x = 0 in the same manner.
Proposition 2.5. Assume that (3) and the following admissibility conditions hold:
is symmetric, non-negative definite and of trace class, k ∈ N,
n 0,II = 0, n 0,IJ = n * 0,JI = 0, n 0,JJ is symmetric, non-negative definite and of trace class,
n i,IJ = n * i,JI n i,JJ is symmetric, non-negative definite and of trace class,
Then the general Riccati system (8)-(9) has a unique solution (φ(·, u), ψ(·, u)) :
These conditions directly correspond to the well-known conditions in the finite-dimensional case, see [17] , with additional assumptions on summability of certain coefficients, (15) , and (19) . Regarding (14) , this can be seen as follows: note that for i ∈ I and j ∈ J, M II e i = π I M | HI e i = π I m i ∈ H + I\{i} ⊕ H {i} as well as M IJ e j = π I M | HJ e j = π I m j = 0 because m j ∈ H J . This corresponds to the condition of B II having nonnegative off-diagonal elements and B IJ = 0 of Theorem 10.2 in [17] (in the notation used there).
Condition (19) is always satisfied in the finite-dimensional case and appears here for the first time in literature. Denote the eigenvalues of the trace-class operator n by λ i , i ≥ 1. If n is also symmetric and non-negative definite, then
Hence, a sufficient criterion for i∈I n k 2 < ∞ is i∈I (Tr n i ) 2 < ∞. The proof is separated in a number of smaller results. Set
Then the Riccati equations in (9) are equivalent to the following semilinear evolution equation
with initial condition ψ(0, u) = u. Such equations have been studied in [39] and Theorem 1 therein yields the following result.
Lemma 2.6. Assume that (15) and (19) are satisfied. Then, for each u ∈ U, (21) has a unique solution ψ(t, u) on some interval [0, T u ) with existence time T u ∈ (0, ∞].
Proof. We will first show that K t := e tM ⊤ f, t ≥ 0 is locally Lipschitz-continuous. To this end, note that for ξ and η in the domain of f ,
Hence, for each t ≥ 0, K t is locally Lipschitz-continuous by (19) and its Lipschitz constant on U α = {x ∈ H : x ≤ α}, α > 0 is bounded by αe M t ( i∈I n i 2 ) 1 /2 . Theorem 1 in [39] now yields that, for each u ∈ U, equation (21) possesses a unique solution ψ(t, u) on some interval [0, T u ) with 0 < T u ≤ ∞ and the proof is finished.
Lemma 2.7. Assume that the admissibility conditions (15) -(19) are satisfied. Then, for all t ∈ [0, T u ) and u ∈ U it holds that the unique solution of (21), ψ(t, u), satisfies that ψ(t, u) ∈ U.
Proof. To begin with, we note that by Lemma 2.6, (21), has, for u ∈ U a unique solution ψ(t, u) on [0, T u ). To show that ψ(t, u) ∈ U, we utilize (4), hence, have to show that Re(ψ J (t, u)) = 0 and Re(ψ I (t, u)) ≤ 0.
First, for j ∈ J, we obtain by (17) , that the projection ψ J (t, u) = π J ψ(t, u) satisfies the autonomous equation
The unique solution of this equation is given by
From (4) it follows Re(u J ) = 0 and hence Re(ψ J (t, u)) = 0.
As a second step we show that Re(ψ I (t, u)) ≤ 0 which requires more work. We start with the observation that, for i ∈ I,
using (17) and (18) . Next, consider ε > 0 and u ∈ U such that Re(u i ) < −ε for all i ∈ I. Let
with the convention that inf ∅ = ∞. Since Re(ψ i (t, u)) is continuous at t = 0 and Re(ψ i (0, u)) bounded away from zero,
Together with (22) and C i = 1 2 max{n i,{ii} , |m i,i |}, we are able to achieve the following estimate,
where we used Re(ψ i (t, u)) < 0. By the comparison theorem, [4] 
2 − 2g(t)),
with C ≥ 0 and Re(u) < 0. The unique solution of this Riccati equation is given by g(t) = 2u(2e 2Ct − u(e 2Ct − 1)) −1 . The function g(·, u, C) stays negative on the whole real line when Re(u) < 0. Moreover, g is increasing in u and C such that we obtain that (15) and (19) . Using continuity of Re(ψ I (t, u)), we obtain that at t = T Summarizing, we obtained up to now that for u ∈ U with Re(u I ) < −ε it follows that Re(ψ I (t, u)) ≤ 0 for all t ∈ [0, T u ). The next step is to extend this result to all u ∈ U.
In this regard, consider arbitrary u ∈ U, a sequence (ε n ) ↓ 0 and a sequence u n → u satisfying Re(u n ) < −ε n for all n ≥ 1. By part (v) of Theorem 1 in [39] , ψ(t, u) is Lipschitz continuous on some neighborhood of u, uniformly on each compact interval [0, T ], T < T u . Therefore, ψ(t, u n ) → ψ(t, u) for each t ∈ [0, T u ). Hence,
and the claim is proved.
Lemma 2.8. Assume that the admissibility conditions (15) -(19) are satisfied. Then, for all t ∈ [0, T u ) and u ∈ U it holds that the unique solution of (21), ψ(t, u), satisfies the following inequality
where
2 . The proof of this lemma is relegated to the appendix. Finally, we show that the unique solution exists on the whole real line, thus completing the proof of Proposition 2.5.
Proof of Proposition 2.5. First, we show that T u = ∞. The proof bases on result (iv) of Theorem 1 in [39] , saying that lim t→Tu ψ I (t, u) H C = ∞ if T u < ∞. In this regard, note that the right hand side of Equation (24) is finite for all t ≥ 0. Hence, the existence time T u of ψ I (t, u) for u ∈ U must be infinite, i.e. T u = ∞.
This shows existence and uniqueness regarding ψ. Existence and uniqueness for φ directly follow by integration. At last, we show Re φ(t, u) ≤ 0 for all t ≥ 0 and u ∈ U: integrate the real part of (8) and consider the admissibility conditions to get Re φ(t, u)
Proposition 2.9. Assume that X is a strong solution of (5), µ and S are affine as in (6) , and that the Riccati system (8)- (9) has a solution (φ(t, u), ψ(t, u)) ∈ C − × U for all t ≥ 0, u ∈ U and x ∈ X . Then the admissibility conditions in Proposition 3.5 hold.
Proof. First of all, by Lemma 2.1, S(x) is a symmetric, non-negative definite and trace-class operator for all x ∈ X . This gives that n j = N e j = 0 for all j ∈ J. Moreover, from the Riccati equations (8)- (9) we obtain that
where u ∈ U, and we set v = Re u, w = Im u. From (4), together with (9), we obtain from (27) that Re ψ j (·, u) ≡ 0 for all j ∈ J. This implies that m j , v = 0. Again from (4) we obtain that v J = 0 while v I ≤ 0. Hence, m j ∈ H J for all j ∈ J.
Next, we consider (26) . As already noted in Remark 2.1, Re
This implies that
and for γ > 0 large enough, (28) would lead to a contradiction that
Now that we have shown n i,I\{i}I\{i} = 0, it follows from the non-negative definiteness of n i that
The rest conditions on n i , such as n i,IJ = n * i,JI and n i,JJ is symmetric, non-negative definite and of trace class, can be easily seen from its non-negative definiteness as well. Furthermore, because of n i,I\{i}I\{i} = 0, (28) gives
Then we conclude that m i ∈ H + I\{i} ⊕H J∪{i} , since v I\{i} is chosen to be arbitrarily negative. Finally, we look at (25) . Since Re φ(·, u) ≤ 0 and Re φ(0, u) = 0, we may employ the same reason as for (26) to detect ∂ t Re φ i (0, u) ≤ 0 for all u ∈ U. Especially, we choose u = v + iw with v I < 0, v J = 0 and w = 0 and get
An analogous argument applied to (28) shows that n 0,II = 0. Besides, the affine form condition tells that n 0 is a symmetric, non-negative definite, trace-class operator, which implies that n 0,JJ must be such one as well and n 0,IJ = n * 0,JI = 0 due to n 0,II = 0. Moreover, such an n 0 turns (29) to
Then m 0 must be an element in X , because v I < 0 is arbitrary. Remark 2.2. Consider the canonical state space X and assume X to be a strong solution of (5) . Then the affinity property of X is equivalent to the admissibility conditions. The sufficiency is deduced by Theorem 2.2 and Lemma 2.6 and the necessity results from Proposition 2.5 and Proposition 2.4. Both Theorem 2.2 and Proposition 2.5 indicate that the both equivalent statements imply the existence and uniqueness of solutions of the Riccati equations (8)- (9). Remark 2.3. By Theorem 2.2 the parameters m 0 , M, n 0 , N in (6) determine the law of the process X. Indeed, these parameters determine the functions φ(·, u) : R + → H C and ψ k (·, u) : R + → H C for k ∈ N as solutions of the Riccati equations (8) and (9) for all u ∈ U, and hence by (2) for all 0 ≤ s < t and u, v ∈ U we have
and analogously for every finite dimensional family (X t1 , . . . , X tn ). In particular, the law of X stays invariant under transformations of the volatility σ which provide the same dispersion operator S.
Existence of affine processes
The goal of this section is to provide an existence result for affine processes on Hilbert spaces. More precisely, we will prove the existence of affine processes in the spirit of strong solutions to infinite dimensional SDEs. In Subsection 3.1 we will introduce the general framework and formulate the existence result; see Theorem 3.1 below. Afterwards, Subsection 3.2 is devoted to its proof.
Formulation of the existence result.
Recall that H is a separable Hilbert space with orthonormal basis {e k } k∈N , and that the state space X is the direct sum X = H + I ⊕H J , where I, J ⊂ N are disjoint index sets such that I ∪ J = N. Let µ : X → H and σ : X → L 2 (U 0 , H) be measurable mappings. Again, starting point is the SDE (see (5))
where W is an U -valued Wiener process on a separable Hilbert space U with some covariance operator Σ W ∈ L ++ 1 (U ), and the space U 0 := Σ 1 /2 W (U ) is the separable Hilbert space defined according to Lemma C.2. We define the measurable mapping S :
In the light of Theorem 2.2, we assume that µ :
and let n 0 ∈ L
We assume that n 0 is self-adjoint, and that for every x ∈ X the operator N x is self-adjoint with N x ∈ L + 1 (H). Furthermore, we will assume that µ is inward pointing at boundary points of X , and that σ is parallel to the boundary at boundary points of X . Here are the formal definitions. The mapping µ is called inward pointing at boundary points of X if µ(x), η H ≥ 0 for all x ∈ X and all η ∈ H + I with x, η H = 0, and the mapping σ is called parallel to the boundary at boundary points of X if σ(x), η H = 0 for all x ∈ X and all η ∈ H + I with x, η H = 0,
where we note that σ(x), η H is an operator from L 2 (U 0 , R). For short, we will call such a mapping µ inward pointing and such a mapping σ parallel. We require these two properties in order to ensure that the closed convex cone X is invariant for the SDE (30) . For a linear operator T ∈ L(H) we introduce the notations
As we will show, we have λ ∈ ℓ 2 (I), and there exists a sequence ν = (ν i ) i∈I ⊂ (0, ∞) such that ν i → 0 and
Let T ∈ K ++ (H I ) be the compact linear operator with representation
and let H I,0 := T (H I ) be the retracted subspace with compact embedding defined according to Lemma C.2. Furthermore, we set H (i) We have U = H, and the operator Σ W has a diagonal structure along the orthonormal basis
The mapping µ has the affine structure (32) , and S has the affine structure (33) . (iv) The mapping µ is inward pointing at boundary points of X , and the mapping σ is parallel to the boundary at boundary points of X . (v) We have
(vii) We have
where for each i ∈ I the continuous linear functional
Conditions (i)-(iv) do not mean severe restrictions. Indeed, the first condition means that the state space of the Wiener process is the same as the state space of the SDE (30) , and that its covariance operator has a diagonal form with respect to the given orthonormal basis. This is also typically assumed in finite dimension. The second condition means that for each x ∈ X we have S(x)
W , and hence
As mentioned in Remark 2.3, other choices of the volatility σ with the same dispersion operator S do not change the law of the solution. The condition that µ and S have the affine structures (32) and (33) are natural in the present affine setting, and, as already pointed out, we require that µ is inward pointing and that σ is parallel in order to ensure that the state space X is invariant for the SDE (30) . Condition (37) ensures that we can find a linear transformation Λ ∈ L(H) with Λ(X ) = X such that for the transformed SDE
corresponding to Y = ΛX, the driftμ : X → H has a decomposition
. This allows us to express the transformed SDE (41) by the two coupled SDEs
and
and then our task is essentially reduced to solving the SDE (42), which is feasible by virtue of condition (38) . The condition (39) ensures pathwise uniqueness. Now, our main result of this section reads as follows. Concerning the notion of a unique strong solution starting in X 0 , we refer to Definition B.5.
Theorem 3.1. Suppose that Assumption 3.1 is fulfilled. Then the affine SDE (30) has a unique strong solution starting in X 0 .
If condition (39) is skipped, then we still obtain the existence of a weak solution to the affine SDE (30), but pathwise uniqueness might not be satisfied.
3.2.
Proof of the existence result. The goal of this subsection is to provide the proof of Theorem 3.1. The main idea is to apply our version of the Yamada-Watanabe theorem (see Theorem B.1). As already mentioned, after a suitable transformation we may consider the two coupled SDEs (42) and (43) . This transformation procedure is similar to that in [19] , where existence of affine processes has been proven in finite dimension. After this step, we obtain the existence of weak solutions by using a refined version of a result from [22] (see Theorem B.2), where H I,0 serves as the retracted subspace with compact embedding, and pathwise uniqueness follows from a version of the uniqueness result from [42] in infinite dimension (see Theorem B.3). For what follows, let µ : X → H and σ : X → L 2 (U 0 , H) be measurable mappings, and let S : X → L + 1 (H) be given by (31) . Proposition 3.2. Suppose that µ has the affine structure (32) . Then the following statements are equivalent:
(i) The mapping µ is inward pointing at boundary points of X .
(ii) We have µ(x), e i H ≥ 0 for all x ∈ X and all i ∈ I with x, e i H = 0.
(iii) We have
Suppose that µ has the affine structure (32) and is inward pointing at boundary points of X . Then (44) immediately yields that m 0,I ∈ H + I , and therefore, the condition m 0,I ∈ H + I,0 appearing in (38) is equivalent to m 0,I ∈ H I,0 .
Proof of Proposition 3.2. (i) ⇒ (ii): This implication is obvious. (ii) ⇒ (i): Let x ∈ X and η ∈ H
x, e i H e i , η H , where I 0 = {i ∈ I : e i , η H > 0}. Therefore, we have x, e i H = 0 for all i ∈ I 0 , and hence
(ii) ⇔ (iii): The proof of this equivalence is analogous to that of [37, Prop. A.10] . Proposition 3.3. Suppose that S has the affine structure (33) . Then the following statements are equivalent:
(i) The mapping σ is parallel to the boundary at boundary points of X .
(ii) We have σ(x), e i H = 0 for all x ∈ X and all i ∈ I with x, e i H = 0.
N (x)ξ = 0 for all i, j ∈ I with i = j and all x ∈ lin + {e i } and ξ ∈ lin + {e j }.
Proof. (i) ⇔ (ii): The proof of this equivalence is analogous to that in the proof of Proposition 3.2.
(ii) ⇔ (iii): Note that (34) is satisfied if and only if σ(x) * η = 0 for all x ∈ X and all η ∈ H + I with x, η H = 0.
* is one-to-one, by (31) this is equivalent to S(x)η, η H = 0 for all x ∈ X and all η ∈ H + I with x, η H = 0. Therefore, the proof of this equivalence is analogous to that of [37, Prop. A.20] .
Consequently, if the mappings µ and σ are affine, then the inward pointing property and the parallel property mean that the parameters m 0 , M, n 0 , N satisfy the admissibility conditions from Proposition 2.5. Hence, in this case the general Riccati system (8)- (9) has a unique solution (φ(·, u), ψ(·, u)) :
Suppose that S has the affine structure (33) , and that σ is parallel to the boundary at boundary points of X . Then the following statements are true:
2 (I) and the representation
(v) We have the representation
Proof. By condition (48) from Proposition 3.3 we have S(x) = S(x I ) for all x ∈ X , and by condition (47) from Proposition 3.3 we have S(x)ξ = N (x)ξ for all x ∈ H + I and ξ ∈ H I . Therefore, by condition (49) from Proposition 3.3 we have S(e i )e j = 0 for all i, j ∈ I with i = j. Now, the remaining statements follow from Lemma C.7. Now, we will deal with linear transformations which leave the state space X invariant. The next result provides a characterization of such transformations. Note that the closed convex cone X has the representations
Lemma 3.5. For a bounded linear operator Λ ∈ L(H) the following statements are equivalent:
: Suppose there exists x ∈ H J with Λx ∈ X \ H J . Then, by (50) and since Λx / ∈ H J there exists i ∈ I with Λx, e i H > 0. We have −x ∈ H J ⊂ X , and hence Λ(−x), e i H = − Λx, e i H < 0, which provides the contradiction Λ(−x) / ∈ X . Therefore, we have Λ(H J ) ⊂ H J , and hence Λ * x, y H = x, Λy H = 0 for all x ∈ H I and all y ∈ H J , which shows Λ * (H I ) ⊂ H I . Furthermore, we have
and hence by (50) we deduce Λ(H + I ) ⊂ X . Therefore, for each x ∈ X we obtain Λx = Λx I + Λx J ∈ X , completing the proof. Now, let Λ ∈ L(H) be an isomorphism such that Λ(X ) = X ; that is, the conditions from Lemma 3.5 are fulfilled. We introduce the new mappingsμ :
where x = Λ −1 y ∈ X , and we define the new mappingS :
Then we haveS
where x = Λ −1 y ∈ X . Indeed, taking into account (31) we obtain
Lemma 3.6. Let X be a solution to the SDE (30) . Then Y := ΛX is a solution to the SDE (41) with y 0 = Λx 0 .
Proof. Since Λ is a continuous linear operator, this is straightforward.
Lemma 3.7. The following statements are true: (i) If µ is inward pointing at boundary points of X , thenμ is also inward pointing at boundary points of X . (ii) If σ is parallel to the boundary at boundary points of X , thenσ is also parallel to the boundary at boundary points of X .
Proof. Let y ∈ X and η ∈ H + I with y, η H = 0 be arbitrary. We set x := Λ −1 y ∈ X . By Lemma 3.5 we have Λ
Therefore, if µ is inward pointing, then we obtain
Similarly, if σ is parallel, then we obtain
finishing the proof. Now, assume that µ has the affine structure (32). We definem 0 ∈ H andM ∈ L(H) as
Thenμ has the affine structurē µ(y) =m 0 +M y for all y ∈ X .
Indeed, let y ∈ X be arbitrary. By (51), (32) and (55) we havē
where x = Λ −1 y ∈ X . Let us decomposeμ with respect to H = H I ⊕ H J . For this purpose, we additionally assume that µ is inward pointing. We define the affine mappings
Then we have the decomposition
Indeed, let y ∈ X be arbitrary. Taking into account Lemma 3.7, by condition (46) from Proposition 3.2 we have π IM y J = 0, and hencē
Lemma 3.8. Suppose thatμ has the affine structure (56). Ifμ is inward pointing at boundary points of X , thenμ II is inward pointing at boundary points of H + I . Proof. Taking into account (56), by Proposition 3.2 we havē
Therefore, we havem
Hence, taking into account (57), by Proposition 3.2 we deduce thatμ II is inward pointing at boundary points of H + I .
Now, we will consider a concrete choice for the transformation Λ, which will provide the announced block diagonal structure of the volatilityσ. From now on, suppose that condition (37) is fulfilled. By Lemma C.8 the mapping
is a well-defined continuous linear operator D ∈ L(H). We define Λ ∈ L(H) as
Lemma 3.9. The following statements are true:
Proof. The first statement immediately follows from (60), and since
Since ran(D) ⊂ ker(D), we also have D 2 = 0, which gives us
showing that Λ is an isomorphism with Λ −1 = Id − D. Furthermore, taking into account ran(D) ⊂ H J , we obtain Λ(X ) ⊂ X and Λ −1 (X ) ⊂ X , and hence Λ(X ) = X . Finally, since H J ⊂ ker(D), we have Dx = 0 for all x ∈ H J , and hence Λx = x and Λ −1 x = x for all x ∈ H J .
The following auxiliary result concerns the quantities appearing in the affine structures (32) and (56) of µ andμ.
Lemma 3.10. Suppose that µ has the affine structure (32) and that µ is inward pointing at boundary points of X . Then we have m 0,I =m 0,I and M II =M II .
Proof. By (55) and Lemma 3.9 we havē
Furthermore, by (55) and Lemma 3.9 we havē
By Proposition 3.2 we have M (H J ) ⊂ H J . Therefore, by Lemma 3.9 we obtain
and hence M II =M II .
From now on, we assume that S has the affine structure (33) and that σ is parallel. Then we have S(e i )e i = 0 for each i ∈ I \ I 0 .
Indeed, by Proposition 3.4 we have S(e i )e i , e i H = 0, and hence applying Lemma C.6 provides (62).
Lemma 3.11. The following statements are true:
Proof. By (60) we have
Therefore, by Proposition 3.4 and (62), for all x ∈ H + I and ξ ∈ H I we obtain
Therefore, we have
By Lemma 3.9 we have ran(D * ) ⊂ H I . Therefore, taking adjoints we obtain
completing the proof.
where x = Λ −1 y ∈ H. ThenS has the affine structurē
Indeed, let y ∈ X be arbitrary. By (54), (33) and (63) we havē
Lemma 3.12. For each y ∈ X the following statements are true: (i) We haveS(y)π I = S(x) I π I , where x = Λ −1 y ∈ X , and henceS(y)(
Proof. Let y ∈ X be arbitrary, and set x := Λ −1 y ∈ X . Furthermore, let η ∈ H I be arbitrary. By Lemma 3.9 we have D * η = 0. Therefore, by (54) and Lemma 3.11 we obtain
Now, let η ∈ H J be arbitrary. Then by (54) we havē
Note that by Lemma 3.9 we have
Furthermore, by Lemma 3.11 we obtain
and henceS(y)η ∈ H J , completing the proof.
Now
, we are ready to analyze the structure ofS and its square root.
Proposition 3.13. The following statements are true: (i) For all y ∈ X and η ∈ H we havē
(ii) For all y ∈ H + I and η ∈ H I we havē S(y) II η = i∈I λ i y, e i H e i , η H e i .
Proof. The mappingS has the affine structure (64), and by Lemma 3.7 the mappingσ is parallel to the boundary at boundary points of X . Therefore, by Proposition 3.4 we havē S(y) =S(y I ) for all y ∈ X . Now, let y ∈ X and η ∈ H be arbitrary. By Lemma 3.12 we havē
Now, let y ∈ H + I be arbitrary. By Lemma 3.9, for each i ∈ I we have Λ −1 y, e i H = y − Dy, e i H = y, e i H − y, D * e i = y, e i H .
Therefore, by Lemma 3.12 and Proposition 3.4, for all y ∈ H + I and η ∈ H I we obtain
Lemma 3.14. The following statements are true: (i) We haveS
JJ η J for all y ∈ X and η ∈ H. Now, let us analyze the structure of the volatilityσ. From now on, we assume that U = H, that the covariance operator Σ W ∈ L ++ 1 (U ) has a diagonal structure along {e k } k∈N , and that for each x ∈ X the operator σ(
Indeed, let y ∈ X be arbitrary. By (54) we havē
where x = Λ −1 y ∈ X , and hence by (40) we obtain
W (U ) is a separable Hilbert space with inner product u, v U0 := Σ
By Lemma C.2 the system {g k } k∈N given by
is an orthonormal basis of U 0 . Now, we define 
(ii) We have the representation σ II (y)u = i∈I λ i y, e i H g i , u U0 e i for all y ∈ H + I and u ∈ U I,0 .
(iii) If λ ∈ ℓ 1 (I) and g i = √ λ i e i for all i ∈ I, then we have the representation σ II (y)u = i∈I y, e i H e i , u U e i for all y ∈ H + I and u ∈ U I,0 .
Proof. Let u ∈ U 0 be arbitrary. Note that
W u according to U = U I ⊕ U J . Therefore, by (67) and Lemma 3.14, for each y ∈ X we havē
Furthermore, by Lemma 3.14 and (68), for all y ∈ H + I and u ∈ U I,0 we havē σ II (y)u =S(y)
If λ ∈ ℓ 1 (I) and g i = √ λ i e i for all i ∈ I, then by (68) we obtain
y, e i H e i , u U e i , completing the proof. From now on, we assume that µ has the affine structure (32) and is inward pointing. By virtue of the decompositions (59) and (72) ofμ andσ we can express the transformed SDE (41) by the two coupled SDEs (42) and (43) . The following two auxiliary results show that the drift and the volatility appearing in the SDE (42) 
Proof. The mappingS has the affine structure (64), and by Lemma 3.7 the mappingσ is parallel to the boundary at boundary points of X . Therefore, by Proposition 3.4 we havē S(y)η =N (y)η for all y ∈ H + I and η ∈ H I . Since {g i } i∈I is an orthonormal basis of U I,0 , by (70) and Lemma C.5, for each y ∈ H + I we obtain
where the operatorN II ∈ L(H I , L 1 (H I )) is given byN II η = (N η) II for η ∈ H I . This proves thatσ II satisfies the linear growth condition. Furthermore, by Lemma 3.14 and the elementary inequality
finishing the proof. Now, we define the retracted subspace with compact embedding. By Lemma A.1 there exists a sequence ν = (ν i ) i∈I ⊂ (0, ∞) with ν i → 0 such that we have (35) , which gives rise to the compact linear operator T ∈ K ++ (H I ) with representation (36) and the retracted subspace H I,0 := T (H I ) according to Lemma C.2. We also recall the notations H Proof. Let x ∈ X 0 be arbitrary. By Lemma 3.9 we have Dx ∈ H J , and hence Λx = x+ Dx ∈ X 0 as well as Λ
The following two results show that the drift and the volatility appearing in the SDE (42) satisfy the linear growth condition with respect to the norm · HI,0 . Recalling the representation (36), by Lemma C.2 the system {f i } i∈I given by f i = T e i = ν i e i , i ∈ I is an orthonormal basis of H I,0 . Also recall that system {g k } k∈N given by (69) is an orthonormal basis of U 0 . In view of the upcoming result, we emphasize that the spaces H I,0 and U I,0 have to be distinguished, although we have H = U . Indeed, by definition we have H I,0 = T (H I ), where T is given by (36), and we have U I,0 = Σ 
Therefore, by the Cauchy Schwarz inequality and (35) we obtain
and by Lemma C.2 it follows thatσ II (y)u ∈ H I,0 . Recall that {g i } i∈I is an orthonormal basis of U I,0 . Hence, by Lemma C.2 and the Cauchy Schwarz inequality we obtain
satisfies the linear growth condition with respect to · HI,0 .
The following auxiliary result implies that the drift appearing in the SDE (43) is Lipschitz continuous. Note that the volatility in the SDE (43) is constant by definition. 
Proof. Taking into account (58), for all y J , z J ∈ H J we have
The following two results provide the existence of weak solutions and pathwise uniqueness of solutions for the affine SDE (30), which we require in order to apply the Yamada-Watanabe theorem.
Proposition 3.23. Suppose that condition (38) is fulfilled. Then for each probability measure ν on (X 0 , B(X 0 )) there exists a weak solution to the affine SDE (30) 
Proof. Let ν be a probability measure on (X 0 , B(X 0 )). Taking into account Lemma 3.19, settingν := ν • Λ, that isν(B) = ν(Λ −1 B) for all B ∈ B(X 0 ), defines another probability measure on (X 0 , B(X 0 )). Letν I be the probability measure on (H Furthermore, we define the new stochastic basis
and we define the F 0 -measurable random variable Y 0 : Ω → X 0 as
where Y J,0 (ω 2 ) := ω 2 . For all A ∈ B(H + 0,I ) and B ∈ B(H J ) we have (41) such that P • Y 0 =ν. Now, we set X := Λ −1 Y . Taking into account Lemma 3.6 we deduce (X, W ) is a weak solution to the affine SDE (30) . Moreover, for each B ∈ B(X 0 ) we have
showing that P • X 0 = ν.
Proposition 3.24. Suppose that condition (39) is fulfilled. Then we have pathwise uniqueness with starting points in X for the affine SDE (30).
Proof. Note thatμ II has the affine structure (57), and thatσ II has the diagonal structure (73) from Proposition 3.15. Also noting (39), we may apply Theorem B.3, which provides pathwise uniqueness with starting points in H + I for the affine SDE (42) . Moreover, in view of Lemma 3.22, for every weak solution Y I to (42) we have pathwise uniqueness with starting points in H J for the affine SDE (43) . Consequently, we have pathwise uniqueness with starting points in X for the affine SDE (41) . Since Λ ∈ L(H) is an isomorphism, taking into account Lemma 3.6 we deduce that pathwise uniqueness with starting points in X for the affine SDE (30) holds.
Remark 3.2. Note that we cannot apply Thm. 2.1 from [41] in order to derive pathwise uniqueness. Indeed, defining ψ 1 , ϕ, ψ : R + → R + as ψ 1 (θ) := ψ(θ) := θ and ϕ(θ) := √ θ for θ ∈ R + , the integral divergence condition from (A4) in [41] is not fulfilled, because
Noting that B(X 0 ) = B(X ) X0 by (83), the proof of Theorem 3.1 is now an immediate consequence of Propositions 3.23 and 3.24, combined with our version of the Yamada-Watanabe theorem (Theorem B.1).
Examples
In this section, we present examples where Theorem 3.1 applies. In Subsections 4.1 and 4.2 the application is straightforward. More care is required in Subsections 4.3 and 4.4, where we consider infinite dimensional processes of Cox-Ingersoll-Ross type and of Heston type. In both of these two examples, we will first specify the volatility structure, then we define the retracted subspace with compact embedding, and in the last step we introduce the drift.
4.1. Particular situations. As a consequence of the following result, Theorem 3.1 in particular applies when the subspace H I is finite dimensional. In particular, Corollary 4.1 applies when the Hilbert space H is finite dimensional. Therefore, we have generalized [19, Thm. 8.1] , which provides the existence of affine processes in finite dimension.
4.2.
Infinite dimensional processes of Ornstein-Uhlenbeck type. Note that Corollary 4.1 in particular applies when I = ∅, which provides the existence of affine processes with state space being the whole Hilbert space H. In this situation, where the process X is a so-called Ornstein-Uhlenbeck process, we can say even more. By condition (48) from Proposition 3.3 the mapping S is constant, and hence the volatility σ given by (40) is constant as well. Therefore, the affine SDE (30) has the explicit solution given by the variation of constants formula
where (S t ) t≥0 denotes the uniformly continuous semigroup generated by the linear operator M ∈ L(H) appearing in (32) . Ornstein-Uhlenbeck processes on Hilbert spaces have recently been studied in [2] and [3] , and they provide a link to the theory of semilinear stochastic partial differential equations (SPDEs) in the spirit of the semigroup approach; see for example [12] . More precisely, in the general situation, where I and J are arbitrary disjoint index sets, we could also regard the affine SDE (30) as a SPDE and look for (mild) martingale solutions, which means that the variation of constants formula
is satisfied. According to [12, Thm. 8 .1], a sufficient condition for the existence of martingale solutions is that the semigroup (S t ) t≥0 is compact. However, we have the following negative result. Proof. Suppose that A ∈ L(H) is the infinitesimal generator of a compact semigroup. According to [33, Prop. 3.1.4] , for every B ∈ L(H) the operator A+ B is also the generator of a compact semigroup. In particular, choosing B = −A we obtain that the semigroup (S t ) t≥0 given by S t = Id for each t ≥ 0 is compact. Since dim H = ∞, this is a contradiction.
Consequently, apart from the particular case of Ornstein-Uhlenbeck processes, the SPDE approach is not appropriate in order to establish the existence of affine processes, and this is why we regard affine processes as solutions to infinite dimensional SDEs in this paper.
4.3.
Infinite dimensional processes of Cox-Ingersoll-Ross type. In this subsection, we establish the existence of infinite dimensional processes of Cox-Ingersoll-Ross type. Here we have the index sets I = N and J = ∅, and hence the state space is given by X = H + . We define the volatility structure S : H + → L + 1 (H), the retracted subspace H 0 and the drift µ : H + → H in three steps:
Volatility structure. Let λ = (λ i ) i∈N ⊂ (0, ∞) be a sequence such that λ ∈ ℓ 2 (N). By Lemma C.9 the mapping N (x)ξ := i∈N λ i x, e i H e i , ξ H e i , x, ξ ∈ H is a well-defined continuous linear operator N ∈ L(H, L 1 (H)), and for every x ∈ H + the operator N (x) is self-adjoint with N (x) ∈ L + 1 (H). We define the affine mapping S :
Then S has the affine form (33) with n 0 = 0. Note that conditions (47)-(49) from Proposition 3.3 are fulfilled, ensuring that the associated volatility σ : H + → L 2 (U 0 , H) given by (40) is parallel. Furthermore, condition (37) is fulfilled, because κ i = 0 for each i ∈ N, and the transformation Λ ∈ L(H) given by (61) is simply the identity operator. By Proposition 3.15 the volatility is given by σ(x)u = i∈N λ i x, e i H g i , u U0 e i for all x ∈ H + and u ∈ U 0 , where
W e i for all i ∈ N. If we even have λ ∈ ℓ 1 (N), then we can take the covariance operator Σ W ∈ L ++ 1 (U ) defined as Σ W u := i∈N λ i e i , u U e i for all u ∈ U , and then the volatility admits the representation
x, e i H e i , u U e i for all x ∈ H + and u ∈ U 0 .
Retracted subspace. By Lemma A.1 there exists a sequence (ν i ) i∈N ⊂ (0, ∞) such that ν i → 0 and λ i ν i i∈N ∈ ℓ 2 (N).
Let T ∈ K ++ (H) be the compact linear operator with representation
and let H 0 := T (H) be the retracted subspace defined according to Lemma C.2. Moreover, we set H
Drift. We define the affine mapping µ :
where m 0 ∈ H + 0 , and M ∈ L(H) is of the form
with a sequence ρ = (ρ i ) i∈N ⊂ R such that ρ ∈ ℓ 1 (N). Note that condition (39) and conditions (44)- (46) 
4.4.
Infinite dimensional processes of Heston type. In this subsection, we establish the existence of infinite dimensional processes of Heston type. We assume that the disjoint index sets I and J are both infinite. Let τ : I → J be a bijection such that τ (i 1 ) ≤ τ (i 2 ) for all i 1 , i 2 ∈ I with i 1 ≤ i 2 . We define the volatility structure S : X → L + 1 (H), the retracted subspace H I,0 and the drift µ : X → H in three steps:
Volatility structure. Let n 0 ∈ L + 1 (H) be such that n 0 ξ = 0 for all ξ ∈ H I . Furthermore, let λ = (λ i ) i∈I ⊂ (0, ∞) and κ = (κ i ) i∈I ⊂ (0, ∞) be sequences such that λ ∈ ℓ 2 (I) and κ i ≤ λ i for all i ∈ I. Moreover, we assume that
By Lemma C.10 the mapping
is a well-defined continuous linear operator N ∈ L(H, L 1 (H)), and for every x ∈ X the operator N x is self-adjoint with N x ∈ L + 1 (H). We define the affine mapping S :
By Lemma C.10 we have the identities
Note that conditions (47)-(49) from Proposition 3.3 are fulfilled, ensuring that the associated volatility σ : X → L 2 (U 0 , H) given by (40) is parallel. Furthermore, condition (37) is fulfilled, and the transformation Λ ∈ L(H) specified by (61) is given by Λ = Id + D, where D ∈ L(H) denotes the linear operator
Retracted subspace. By Lemma A.1 there exists a sequence (ν i ) i∈I ⊂ (0, ∞) such that ν i → 0 and
Let T ∈ K(H I ) be the compact linear operator with representation
and let H I,0 := T (H I ) be the retracted subspace defined according to Lemma C.2. Moreover, we set H 
with a bounded sequence ρ = (ρ i ) i∈I ⊂ R such that ρ ∈ ℓ 1 (I), and let M J ∈ L(H, H J ) be arbitrary. We define M ∈ L(H) as
and the affine mapping µ : X → H as
Note that condition (39) and conditions (44)-(46) from Proposition 3.2 are fulfilled, which shows that µ is inward pointing. By the representations (76) and (77) we have M II T = T M II , showing that condition (38) is fulfilled. Consequently, by Theorem 3.1 the affine Heston type SDE (30) has a unique strong solution starting in X 0 .
Appendix A. Auxiliary results
We begin the proof of Lemma 2.8 with the following remark: an A ∈ L(H; L(H)) is considered to be a sesquilinear map from
It is well-defined, if (A i ) i∈N are trace class operators such that i∈I (tr A i ) 2 < ∞ and A j = 0 for all j ∈ J. Actually, we have
Note that, for all i ∈ N, ψ(t, u), M i H C = M * ψ(t, u), e i H C and n i ψ(t, u), ψ(t, u) H C = ψ(t, u) * N ψ(t, u), e i H C . Here, we use M and N from Equation (6). Since ψ(t, u) is Fréchet differentiable and D t ψ(t, u), e i H C = ∂ t ψ i (t, u), Equation (9) is equivalent to
Proof of Lemma 2.8. We truncate I at n by considering I n = I ∩ {1, . . . , n}, n ∈ N. Denote J n = N \ I n . By the very definition of ·, · H C we directly obtain that
It follows that for a bounded linear operator L ∈ L(H) and ψ ∈ H, Lψ, ψ H + Lψ, ψ H = 2 Re Lψ, ψ H . Then, (78) together with (18) yields
Since Re ψ i (t, u) ≤ 0 for i ∈ I n ⊂ I and t ∈ [0, T u ) and n i,ii ≥ 0, we obtain that Re ψ i (t, u)n i,ii |ψ i (t, u)| 2 ≤ 0 and it follows that
Using that 2 Re(αβ) ≤ |α| 2 + |β| 2 and 2 Re α Re β ≤ |α| 2 + |β| 2 for α, β ∈ C, we get
Note that for i ∈ I n , ψ In (t, u), m i,In H C = ψ In (t, u), π In M e i H C = M * ψ In (t, u), e i H C and that this is also true when I n is replaced by J n . Hence,
sion above, this sequence converges to h u (s) exp(C Taking limits on both sides of (81), we finally get
Subtracting 1 from both sides, the required inequality is proved.
We proceed with further auxiliary results, which we require in this paper.
Proof. We define the decreasing sequences (ρ k ) k∈N ⊂ (0, ∞) and (ν k ) k∈N ⊂ (0, ∞) as
Then we have ν k ↓ 0. Furthermore, we have
Definition A.1. Let X, Y be normed spaces, and let A ⊂ X be a subset. A function f : A → Y satisfies the linear growth condition if there is a constant K ∈ R + such that Proof. There are constants K, L ∈ R + such that
Therefore, for each x ∈ A we obtain
Appendix B. Infinite dimensional stochastic differential equations
The goal of this appendix is to provide the required results about the existence of solutions to infinite dimensional SDEs. In particular, we will present a version of the YamadaWatanabe theorem for starting points from a subspace which is equipped with a finer topology. This version of the Yamada-Watanabe theorem is inspired by [22] , where an existence result for starting points from a retracted subspace with compact embedding is presented. We will also provide a refined version of this existence result as well as a result for pathwise uniqueness, which is a version of the uniqueness result from [42] in infinite dimension.
Let H be a separable Hilbert space, and let X ⊂ H be a subset. Let U be a separable Hilbert space and let Σ W ∈ L ++ 1 (U ) be a self-adjoint, positive trace class operator. By Lemma C.2 the set U 0 := Σ 1 /2 W U , equipped with the inner product
is a separable Hilbert space. Let µ : X → H and σ : X → L 2 (U 0 , H) be measurable mappings. We consider the SDE
where W is a U -valued Wiener process with covariance operator Σ W . Let (H 0 , · H0 ) be a separable Hilbert space as in Lemma C.2. Then we have H 0 ⊂ H as a set, and by Lemma C.2 we have H 0 ∈ B(H) and B(H 0 ) = B(H) H0 . We define X 0 := X ∩ H 0 , and denote by B(X ) the Borel σ-algebra of X with respect to · H , and by B(X 0 ) the Borel σ-algebra of X 0 with respect to · H0 . Then we have
. Furthermore, we set W(X ) := {w ∈ C(R + ; H) : w(t) ∈ X for all t ∈ R + } as well as
For what follows, the letter B will denote a stochastic basis B = (Ω, F , (F t ) t∈R+ , P). We briefly recall the relevant solution concepts, which are adjusted to the present setting, where the solutions are X -valued, and where starting points from H 0 are considered.
Definition B.1. A pair (X, W ), where X is an adapted process with X 0 ∈ X 0 and paths in W(X ), and where W is a U -valued Wiener process with covariance operator Σ W on a stochastic basis B, is called a weak solution to (82) starting in X 0 if we have P-almost surely
as well as
Definition B.2. We say that pathwise uniqueness with starting points in X 0 holds for (82) if for two weak solutions (X, W ) and (X ′ , W ) starting in X 0 on the same stochastic basis B and with the same U -valued Wiener process W such that P(X 0 = X ′ 0 ) = 1 we have X = X ′ up to indistinguishability.
In the sequel P • Σ W denotes the distribution of an U -valued Wiener process W with covariance operator Σ W on the space (W 0 (U ), B(W 0 (U ))).
Definition B.3. LetÊ X0 (X ) be the set of maps F : X 0 × W 0 (U ) → W(X ) such that for every probability measure ν on (X 0 , B(X 0 )) there exists a map
such that the following conditions are fulfilled:
(ii) For ν-almost all x ∈ X 0 we have
Definition B.4. A weak solution (X, W ) to (82) starting in X 0 on a stochastic basis B is called a strong solution starting in X 0 if there exists a mapping F ∈Ê X0 (X ) such that the following conditions are satisfied:
(i) For all x ∈ X 0 and t ∈ R + the mapping
(ii) We have up to indistinguishability
Definition B.5. We say that the SDE (82) has a unique strong solution starting in X 0 if there exists a mapping F ∈Ê X0 (X ) such that: 
Now, we are ready to present our version of the Yamada-Watanabe theorem. For related work about the Yamada-Watanabe theorem in infinite dimension, we refer to [31] , [34] and [36] . Proof. The proof is analogous to the proof of [34, Thm. 2.1], and we provide an outline. First, suppose the SDE (82) has a unique strong solution starting in X 0 . Then pathwise uniqueness for solutions to (82) starting in X 0 holds. For a probability measure ν on (X 0 , B(X 0 )) we consider the probability space
with corresponding completed filtration, and let x 0 : X 0 × W 0 (U ) → X 0 and W : X 0 × W 0 (U ) → W 0 (U ) be the canonical projections. Then X := F P•x0 (x 0 , W ) is the desired weak solution to (82). Conversely, suppose that conditions (i) and (ii) are fulfilled. Let ν be a probability measure on (X 0 , B(X 0 )), and let (X, W ) be a weak solution to (82) with P • X 0 = ν. We define the probability measure P ν on
Furthermore, there exists a map
Now, we define F :
F (x, w) := F δx (x, w) for all x ∈ X 0 and all w ∈ W 0 (U ).
Then we have F ∈Ê X0 (X ), and this mapping provides the desired unique strong solution starting in X 0 .
Now, we present sufficient conditions for an application of our version of the YamadaWatanabe theorem (Theorem B.1). We start with sufficient conditions for the existence of weak solutions. Here we present a refined version of a result from [22] , where the essential idea is to consider starting points from a retracted subspace with compact embedding. For the rest of this section, we assume that the set X is of the form
for some orthonormal basis {e k } k∈N of H. 
whereμ : H → H is given byμ :
Then the functionsμ andσ are continuous, and by Lemma A.2 they satisfy the linear growth condition. Furthermore, we haveμ(
, and by Lemma A.2 the mappingsμ| H0 :
satisfy the linear growth condition with respect to · H0 . Now, let ν be a probability measure on (X 0 , B(X 0 )). Let x 0 : Ω → X 0 be a F 0 -measurable random variable with P • x 0 = ν, and let W be a U -valued Wiener process with covariance operator Σ W , defined on some stochastic basis. Note that x 0 is also F 0 /B(H) X0 -measurable, because we have B(X 0 ) = B(H) X0 by (83). Now, we proceed as in the proof of [22, Thm. 2] (see also [21, Thm. 3.12] ), where only deterministic starting points are considered, and provide an outline of the arguments. Note that, apart from the initial conditions, our framework is a special case of that considered in [22, Thm. 2] , because for each T ∈ R + the mapping
is continuous, and hence conditions (B1)-(B3) and (A3) appearing in [22, Thm. 2] are fulfilled. There exist sequences of coefficients (μ n ) n∈N and (σ n ) n∈N withμ n (H 0 ) ⊂ H 0 and
for each n ∈ N, which are Lipschitz continuous with respect to · H0 , and we haveμ n →μ andσ n →σ for n → ∞. Hence, for each n ∈ N the H 0 -valued SDE
has unique strong solution X n . For an arbitrary T ∈ R + we define the solution measures
, and this provides a weak solution (X, W ) to the SDE (84). It remains to prove that (X, W ) is also a weak solution to the original SDE (82). For this purpose, we will show that the closed convex cone X is invariant; more precisely that X ∈ X up to an evanescent set. Let i ∈ N be arbitrary. For each x ∈ H with x, e i H ≤ 0 we have Π(x), e i H = 0, and hence, by Propositions 3.2 and 3.3 we obtain µ(Π(x)), e i H ≥ 0 and σ(Π(x)), e i H = 0.
We define the stopping time S := inf{t ∈ R + : X t , e i H < 0}, and claim that P(S = ∞) = 1. Suppose, on the contrary, that P(S < ∞) > 0. For each n ∈ N we define the stopping time
By the continuity of sample paths of X, there exists n ∈ N such that P(B n ) > 0, where
Note that B n ∈ F . Indeed, by [ 
and hence
On the set B n we have S < T n < ∞ as well as X S , e i H = 0 and X Tn , e i H = − 1 n .
Furthermore, we have
Therefore, using (85), on the set B n we obtain
which is a contradiction. Consequently, we have X ∈ X up to an evanescent set, and hence (X, W ) is also a weak solution to the SDE (82).
We conclude this appendix with sufficient conditions for pathwise uniqueness. The following result is a version of [42, Thm. 2] in infinite dimension. Theorem B.3. We suppose that the following conditions are fulfilled:
(i) We have U = H, and the operator Σ W has a diagonal structure along the orthonormal basis {e k } k∈N . (ii) There exists a sequence L = (L i ) i∈N ⊂ R + with L ∈ ℓ 1 (N) such that for each i ∈ N we have
where µ i : H → R is defined as
(iii) For each i ∈ N there is a mapping σ i : R + → R + with σ i (0) = 0 such that
W e i for all i ∈ N. (iv) There exists a measurable, increasing function ρ : R + → R + with ρ(0) = 0 and ρ(u) ∈ (0, ∞) for all u ∈ (0, ∞) satisfying
such that for each i ∈ N we have
Then we have pathwise uniqueness with starting points in X for the SDE (82).
Proof. The proof is similar to that of [42, Thm. 2], and we only sketch the most relevant arguments. The sequence (λ k ) k∈N ⊂ (0, ∞) given by λ k := Σ W e k , e k U for k ∈ N satisfies k∈N λ k < ∞ and we have Σ W e k = λ k e k for all k ∈ N. Furthermore, the system {g i } i∈N is an orthonormal basis of U 0 . Let (X, W ) and (Y, W ) be two weak solutions to the SDE (82) with P(X 0 = Y 0 ) = 1. We set Z := X − Y . Let i ∈ N be arbitrary. By the diagonal structure (87) of σ we have P-almost surely
where the process
is a real-valued standard Wiener process; see [12, Prop. 4.3 .ii]. Using (88), we can choose a sequence (ϕ n ) n∈N of functions ϕ n ∈ C 2 (R) precisely as in the proof of [42, Thm. 2] . Now, let t ∈ R + and n ∈ N be arbitrary. By Itô's formula we obtain P-almost surely
Taking expectations, the last term vanishes, and by (86) for the first term we obtain
Furthermore, using (89) the second term is estimated as
Therefore, letting n → ∞ we obtain
Using the monotone convergence theorem, we deduce
Since L ∈ ℓ 1 (N), by Gronwall's inequality we obtain X = Y up to indistinguishability, which concludes the proof.
Appendix C. Linear operators in Hilbert spaces
In this appendix we provide the required results about linear operators in Hilbert spaces. For two Hilbert spaces H and G the notations 
where {e k } k∈N is an an orthonormal basis of H, and (λ k ) k∈N ⊂ (0, ∞) is a decreasing sequence with λ k ↓ 0. Then the following statements are true: (i) The space H 0 := T (H) equipped with the inner product
is a separable Hilbert space, which is dense in H.
(93) (v) We have the representation Proof. By (92), we have T x, T y H0 = x, y H , x, y ∈ H.
is an isometric isomorphism, and it follows that H 0 is a separable Hilbert space. Furthermore, for all k, l ∈ N we have
showing that {f k } k∈N is an orthonormal system of H 0 . For all x, y ∈ H 0 we have
In particular, for all x ∈ H 0 and k ∈ N we have
Consequently, the system {f k } k∈N is an orthonormal basis of H 0 , and the identity operator Id : (H 0 , · H0 ) → (H, · H ) is a compact linear operator with positive singular values. In particular, we have B(H) H0 ⊂ B(H 0 ), and by Kuratowski's theorem (see, for example [32, Thm. I.3.9]) we obtain H 0 ∈ B(H) and B(H 0 ) = B(H) H0 . Furthermore, by (93) we have
proving the representation (94), which also shows that H 0 is dense in H.
Informally, we will call a space of the form H 0 = T (H), as provided in Lemma C.2, a retracted subspace with compact embedding. Lemma C.6. Let T ∈ L + (H) be a self-adjoint operator, and let x ∈ H be such that T x, x H = 0. Then we have T x = 0.
Proof. By assumption we have T ξ, ξ H = 0 for each ξ ∈ lin{x}. This gives us 0 ≤ T (ξ + y), ξ + y H = 2 T y, ξ H + T y, y H for all ξ ∈ lin{x} and y ∈ H. Therefore, we have T y, x H = 0 for all y ∈ H, and hence T x, y H = 0 for all y ∈ H, which implies T x = 0.
For what follows, let {e k } k∈N be an orthonormal basis of H. The closed convex cone H + is defined as H + := {x ∈ H : x, e k H ≥ 0 for all k ∈ N}.
Lemma C.7. Let T ∈ L(H, L 1 (H)) be such that the following conditions are fulfilled: (i) We have T (e i )e j = 0 for all i, j ∈ N with i = j.
(ii) For each x ∈ H the operator T (x) is self-adjoint.
(iii) For each x ∈ H + we have T (x) ∈ L + 1 (H). We define the sequence λ = (λ i ) i∈N ⊂ R + as λ i := T (e i )e i H for all i ∈ N.
Then we have λ ∈ ℓ 2 (N), the representation λ i = T (e i )e i , e i H , i ∈ N (95)
T (x)ξ = i∈N λ i x, e i H e i , ξ H e i for all x, ξ ∈ H.
Proof. Let i ∈ N be arbitrary. Since T (e i ) is self-adjoint, we obtain
T (e i )e i , e j H = e i , T (e i )e j H = 0 for each j ∈ N with j = i, and hence T (e i )e i ∈ lin{e i }. Therefore, we have
T (e i )e i = T (e i )e i , e i H e i , and hence λ i = T (e i )e i H = T (e i )e i , e i H ,
showing (95) and T (e i )e i = λ i e i . Therefore, for all x, ξ ∈ H we obtain T (x)ξ = T i∈N x, e i H e i j∈N ξ, e j H e j = i∈N x, e i H e i , ξ H T (e i )e i = i∈N λ i x, e i H e i , ξ H e i , showing (96). Now, let x ∈ H + be arbitrary. Since T (x) ∈ L + 1 (H), we have i∈N λ i x, e i H = i∈N T (x)e i , e i H < ∞.
Since this series converges absolutely, we deduce that i∈N λ i | x, e i H | < ∞.
For each n ∈ N let T n ∈ H ′ be the continuous linear functional given by Consequently, we have λ ∈ ℓ 2 (N).
Lemma C.8. Let (y k ) k∈N ⊂ H be a sequence such that ( y k ) k∈N ∈ ℓ 2 (N). Then the mapping
x, e k H y k , x ∈ H is a well-defined continuous linear operator T ∈ L(H).
Proof. By the Cauchy Schwarz inequality, for each x ∈ H we have In accordance with the notation from Subsection 4.4, let I, J ⊂ N be infinite, disjoint index sets such that I ∪ J = N, and let τ : I → J be a bijection such that τ (i 1 ) ≤ τ (i 2 ) for all i 1 , i 2 ∈ I with i 1 ≤ i 2 . We define Lemma C.10. Let λ = (λ i ) i∈I ⊂ R + and κ = (κ i ) i∈I ⊂ R + be nonnegative sequences such that λ ∈ ℓ 2 (I) and κ i ≤ λ i for all i ∈ I. Then the following statements are true:
(i) The mapping T (x)ξ := i∈I x, e i H λ i e i + κ i e τ (i) , ξ H e i + κ i e i + λ i e τ (i) , ξ H e τ (i) , x, ξ ∈ H (98)
is a well-defined continuous linear operator T ∈ L(H, L 1 (H)). showing that T (x) ∈ L + 1 (H). Furthermore, for all x ∈ H and all ξ, η ∈ H we have T (x)ξ, η H = i∈I x, e i H λ i e i + κ i e τ (i) , ξ H e i , η H + κ i e i + λ i e τ (i) , ξ H e τ (i) , η H = i∈I x, e i H λ i e i + κ i e τ (i) , η H e i , ξ H + κ i e i + λ i e τ (i) , η H e τ (i) , ξ H = T (x)η, ξ H , showing that T (x) is self-adjoint. Moreover, by the representation (98) we have T (e i )e j = 0 for all i, j ∈ I with i = j as well as
T (e i )e i = λ i e i + κ i e τ (i) for each i ∈ I.
Therefore, the remaining statements follow immediately.
