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Abstract Competition between times series arises naturally in sales forecasting or
in population modelisation. In this article, a model for the behavior of such high-
dimensional time series is proposed. This model is based on the prerequisite that
the total sum of the time series is distributed between its component following
a ’competitiveness’ factor inherent to each component. A confidence bound is
proposed for the estimation of this model. Then, this model is applied to real-
world E-commerce data using a recurrent neural network architecture to compute
the model. It improves the results of standard RNN models in most cases.
Keywords High dimensional times series, non-stationnary times series, sales
forecasting, competition modeling, E-commerce data
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1 Introduction
Machine learning became omnipresent in time series forecasting. With the grow-
ing ability to collect and store data, one often needs to predict time series with
dimensions above to few hundreds. It has many applications in finance [18], sup-
ply chain management [1] or sales forecast [3] . However, many problem arises in
high dimensional times series, notably because of the growing number of possible
interactions between times series. For instance, standard models such as Vector
Autoregression (VAR) [13] generally failed to capture the complex behaviors for
the high-dimension case.
In this paper, we want to forecast future values of an high-dimensional time
series. This time series represents similar assets or products competing with each
other. Product cannibalization has been defined as “the process by which a new
product gains sales by diverting sales from an existing product. In our setting, we
have then a partial cannibalization at least between the different component of
our time series.
We want to identify and use cannibalization to improve the demand forecast.
Therefore, we need to introduce covariates, for instance, the prices of different
products, that may explain such a cannibalization.
Our final aim is to apply this model to E-commerce sales data. Those data
are organized in a hierarchy of categories of products. For instance, in the family
’HOME’, there is a subfamily ’Home Appliance’ which contains a category ’Fridge’,
which can also be further subdivided. It is generally easier to predict aggregated
sales for a category than to predict the sales for each product in this category.
One of the reasons why is the competition between the different products, and
the other cross-products effects. For instance, the cheapest products and the best-
ranked products in the research engine achieve a competitive advantage. However,
those advantages do not last forever, and the introduction of new products on
the markets is a reason for this. Furthermore, the prices and ranking in the search
engines change every days. Therefore, the competitiveness of each product changes
at each step of time.
In the section 2, we present the model use to predict E-commerce sales. In the
section 3, we establish an oracle bound on the estimation risk of our model. In the
section 4, we present the application of our model on various data-set provided by
the french E-Commerce retailer CDiscount.com.
Previous Work
Several works were already done in to model the competition between different
assets. In particular, the very well-known [4] proposes a model for the cross-price
elasticity of different product in the U.S. automobile market. Those authors con-
sider the sales of the different products, and they use additional information con-
cerning householder (competition, income, ...) in order to model the choice of the
consumer. Such information are aggregated at the geographic level. This work has
been extended by [5], which consider individual information on each household.
This model is often used in the automobile industry in order to forecast sales.
There has also been some work to identify the presence of cannibalization in
a different context: for instance in the beverage industry [17], or in presence of
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innovative products [19]. The interested reader may also refer to this last paper to
obtain a more detailed overview on cannibalization identification.
The originality of the method proposed in this paper is to use a machine
learning approach for modeling competition, and to to use covariates in order to
explain the cannibalization. We do not use information on the behavior of the
consumer.
Notation.
We set ‖(z1, . . . , zd‖ =
∑d
i=1 |zi|, for any (zi) ∈ Rd.
2 Model
2.1 Observations
We observe a multidimensional time series Xt = (xi,t)i∈[1,d] in N
d. Here the values
xi,t represent for instance the sales of the product i at the date t. We suppose
that we know a positive estimator s(t) of
∑d
i=1 xi,t. We will not discuss how to
compute this estimator on aggregated data, in this paper, but an interested reader
may consult [14]. We note the market share yi,t =
xi,t
s(t) . This market share are
more complex to predict than aggregated sales, because of the introduction of new
product in this setting.
We also observe a covariates series (θi,t) ∈ Rp. In our E-commerce settings,
this covariates could for instance represent the prices of the products.
Let’s build step by step the modelisation of the series.
2.2 Modeling dispersion
The first step is to model the dispersion of the series. It is natural to suppose that
xi,t are drawn from a Poisson distribution of parameter λi,t. More precisely, we
suppose that it exists (ǫi,t) independent Poisson process of parameter 1 such that
xi,t = ǫi,t(λi,t).
In the case of E-commerce sales series, this choice is natural for three reasons.
First, we observed that the sales time series are strongly heteroscedastic, and that
the local variance of the series is strongly correlated with the local mean of the
time series.
Second, it allows us to limit the effects of the presence of outliers in our data.
Indeed, higher values are more likely than in a Gaussian white noise modelling for
instance.
Third, the arrival of new client is easy to interpret as a counting process. We can
suppose, that for each week t and each product i, the client arrived following a
Poisson process, and that the parameter of this Process change each week. But
the arrival of a client remain independant of this arrival of an other client.
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2.3 Modeling competition
Next, we want to model the competition between our products. The key idea
is to introduce ’weights’ on each product and at each moment. Such a weight
represents the competitiveness of each product, which may vary over time. We
will then distribute the sales according to those weights.
More formally, for each series i at each date t, we introduce a weight wi,t. We
assume that the parameter λ is defined as:
λi,t = s(t) ·
wi,t
1 +
d∑
j=1
wj,t
The ”+1” ensures that the magnitude of the weight remain the same for the
whole period of observation. Therefore
E[
d∑
i=0
xi,t] = s(t) ·
d∑
i=0
wi,t
1 +
d∑
i=1
wi,t
.
If the sum of the weights is large enough, then s(t) should be a reasonable
estimation of the sum
∑d
i=0 xi,t.
2.4 Modeling the temporal evolution
Finally, we model the evolution of the weight with time. We suppose that there
exists a function φ such that wi,t = φ(yi,t−1, θi,t). Here we consider only the last
known values to simplify the proposed model, but this will also possible to consider
more values when it will be needed.
We consider that the underlying behavior of each time series is the same. It
means that the different time series are interchangeable, and that the competi-
tiveness depends only on known features. This assumption may be critized, as we
can suppose that some series have a more important overall weight. It is always
possible to introduce a series-specific constant li such that wi,t = liφ(yi,t−1, θi,t)
to avoid this issue, but we will not do it for the sake of simplicity.
2.5 Summary
To sum up: 
X1 ∼ PX1
xi,t = ǫi,t(λi,t) for t > 1
λi,t = s(t)
φ(xi,t−1/s(t− 1), θi,t)
1 +
∑
j∈[1,n]
φ(xj,t−1/s(t− 1), θj,t)
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Here PX1 denotes the distribution of the first values. With this model (Xt) is
a (non-homogeneous) Markov chain with a transition function Ft such that
Xt = Ft(Xt−1, ǫt)
where ǫt = (ǫ1,t, . . . ǫi,t) . More precisely
Ft(X, ǫ) = ǫt
(
s(t)
φ( X
s(t−1) , θi,t)
1 + ‖φ( X
s(t−1) , θt)‖
)
This models is an extension of multivariate count auto-regressive model ([9]),
and we add here an additional non-linear relation between the coordinate times
series.
3 Estimation Risk bounds on Empirical Risk Estimator
In this section, we want to establish theoretical bounds on the estimation risk of
our model. Contrary to [8], we cannot use weak dependence hypothesis, . Instead
we are using the exponential inequality introduced by Dedecker and Fan in [7] and
extended for the non-stationary times series in [2].
3.1 Contraction condition
In order to apply the result of [2], a contraction condition on the Markov transition
function must be verified. More precisely, there must be a constant ρ ∈ [0,1[ such
that:
sup
t
E
[
‖Ft(X, ǫ)− Ft(X′, ǫ)‖
]
≤ ρ‖X −X′‖ (1)
This is verified for the following condition on φ.
Lemma 1 If :
1. There is a constant τs such that, for all t:
s(t+ 1)
s(t)
≤ τs
2. There is a constant τ ∈ R+ such that for all x ∈ R+, θ ∈ Rp
δφ
δx
(x, θ) ≤ τ
3. There is a constant ρ < 1 such that :
3τsτ ≤ ρ
then Ft follows the contraction condition (1).
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Proof Note Gt(X) =
φ( X
s(t−1)
,θi,t)
1+‖φ( X
s(t−1)
,θi)‖
For X,X′ ∈ R+d
E
[
‖Ft(X, ǫ)− Ft(X′, ǫ)‖
]
≤ s(t)‖Gt(X)−Gt(X′)‖
= s(t)
‖(1 + ‖φ( X′
s(t−1) , θ)‖)φ( Xs(t−1) , θ)− (1 + ‖φ( Xs(t−1) , θ)‖)φ( X
′
s(t−1) , θ)‖
(1 + ‖φ( X
s(t−1) , θ)‖) · (1 + ‖φ( X
′
s(t−1) , θ)‖)
≤ s(t)‖φ( X
s(t− 1) , θ)− φ(
X′
s(t− 1) , θ)‖
+ s(t)
|‖φ( X′
s(t−1) , θ)‖ − ‖φ( Xs(t−1) , θ)‖|
1 + ‖φ( X
s(t−1) , θ)‖
+ s(t)
‖φ( X
s(t−1) , θ)− φ( X
′
s(t−1) , θ)‖
1 + ‖φ( X
s(t−1) , θ)‖
≤ s(t)‖φ( X
s(t− 1) , θ)− φ(
X′
s(t− 1) , θ)‖+ 2s(t)
‖φ( X
s(t−1) , θ)− φ( X
′
s(t−1) , θ)‖
1 + ‖φ( X′
s(t−1) , θ)‖
Using the condition 2, x 7→ φ(x, θ) is τ -Lipschitz for all θ. Therefore, we have :
E
[
‖Ft(X, ǫ)− Ft(X′, ǫ)‖
]
≤ 3 s(t)
s(t− 1)τ‖X −X
′‖
Using condition 1 and 3, we have :
E
[
‖Ft(X, ǫ)− Ft(X′, ǫ)‖
]
≤ ρ‖X −X′‖
which concludes the proof.
The condition of the Lemme 1 are fairly restrictive, but are similar to the
stability condition described in [15], where the author show that enforcing this
conditions does not degrade the performance of recurrent neural network.
To compute a generalization bound on our model we need to introduce:
GX1(x) =
∫
‖x− x′‖dPX1(dx′)
Ht,ǫ(x, y) =
∫
‖Ft(x, y)− Ft(x, y′)‖dPǫ(dy′)
To have a Bernstein inequality, we need some constraints on the dispersion of
our the times series. More precisely, we need to have the following inequalities for
some constants M > 0, V1 > 0 and V2 > 0 such that, for all integer k ≥ 2 :
E[GX1(x)
k] ≤ k!
2
V1M
k−2 (2)
E[Ht,ǫ(x, ǫ)
k] ≤ k!
2
V2M
k−2 (3)
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Lemma 2 If we have R such that, for all t, s(t) ≤ R, then if we noteM = dmax(1, eR)
and V1 = 4M
2 = 4d2max(1, eR)2, it holds :
E[Ht,ǫ(x, ǫ)
k] ≤ k!
2
V2M
k−2
Proof Let’s consider
E[Ht,ǫ(x, ǫ)
k] =
∫
(
∫
‖Ft(x, y)− Ft(x, y′)‖dPǫ(dy′))kdPǫ(dy)
Using Jensen inequality :
E[Ht,ǫ(x, ǫ)
k] ≤
∫ ∫
‖y(s(t)Gt(x))− y′(s(t)Gt(x))‖kdPǫ(dy′)dPǫ(dy)
≤ E[‖Y − Y ′‖k]
Where Y = (Yi) and Y
′ = (Y ′i ) are independent vector of independent random
variables following a Poisson distribution of parameters s(t)Gt(x). It holds
1 :
E[Ht,ǫ(x, ǫ)
k] ≤ E[‖Y ‖k + ‖Y ′‖k] ≤ 2E[‖Y ‖k]
As ‖Gt(X)‖∞ ≤ 1, we have
E[‖Y ‖k] ≤ dkE[‖Y ‖k∞]
≤ dkE[(yt)k]
Where yt is a random variable following a poisson process of parameter s(t)
Using lemma 3, we have E[(yt)
k] ≤ k! max(es(t),1)k. This ensures
E[Ht,ǫ(x, ǫ)
k] ≤ 2dkk! max(es(t),1)k
and allow us to concludes.
3.2 Risk Bounds on Empirical Risk Estimator
In this section, a bound on model selection error is provided.
Let (Xt) be an R
d valued process with n observations following the model
described in part 1 for a function φ∗ .Let S be a set of functions respecting the
condition of the Lemma 1 such that φ∗ ∈ S. For a function φ ∈ S, we define an
empirical risk :
Rn(φ) =
1
n
n∑
t=2
‖Xt+1 − s(t+ 1)
φ( Xt
s(t)
, θt)
1 + ‖φ( Xt
s(t) , θt)‖
‖
We also define:
1 Here, this is a loose bound. It should be possible to improve this bound by studying Skellam
distribution moment
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R(φ) = E[Rn(φ)]
We define the minimum empirical risk estimator:
φ̂ = argmin
φ∈S
Rn(φ)
It is possible to bound the estimation risk :
Theorem 1 Let Kt(ρ) =
1−ρt
1−ρ . If φ and X = (Xi) verified the condition (1) to (4),
then for δ > 0 we have with probability 1− δ:
R(φ̂) ≤ R(φ∗) + (1 + τ)

√
2V2 log(
1
δ
)
√
n
+
√
2V1 log(
1
δ
)
n
+
2MKn−1(ρ) log(
1
δ )
n

Remark 1 We observe the usual decay in O(
√
log( 1
δ
)
n ). If we use the values for V1
establish in the lemma 2, we observe that the error grows linearly with the dimension
d.
Proof First, let’s recall the usual argument to bound the excess risk :
R(φ̂)−R(φ∗) = R(φ̂)−Rn(φ̂) +Rn(φ̂)−Rn(φ∗) +Rn(φ∗)−R(φ∗)
≤ |Rn(φ∗)−R(φ∗)|+ |R(φ̂)−Rn(φ̂)| (by definition of φ̂)
Therefore for all t > 0, it holds :
P[R(φ̂)−R(φ∗) ≥ t] ≤ P[|Rn(φ∗)−R(φ∗)|+ |R(φ̂)−Rn(φ̂)| ≥ t]
≤ P[|Rn(φ∗)−R(φ∗)| ≥ t
2
] + P[|R(φ̂)−Rn(φ̂)| ≥ t
2
]
Thus:
P[R(φ̂)−R(φ∗) ≥ t] ≤ 2 sup
φ∈S
P[|R(φ)−Rn(φ)| ≥ t
2
] (4)
Then, we aim to bound the difference Rn(φ)−R(φ) for all possible function φ.
Let (Fk) be the natural filtration of the chain (Xk)
Rn is
(1+τ)
n Lipschitz separable. Therefore for ǫ > 0 , we can apply the theorem
3.1 of [2] 2 to Rn
(1+τ)
:
2 Actually, we use a slightly different version, as the space of Poisson processes are not
actually separable. However, being able to bound E[Ht,ǫ(x, y)k ] suffice to use their version of
Bernstein inequality.
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Family Ntrain Ntest Max Average Standard
deviation
Baby monitor 78 49 195 7.7 12.0
Electric mower 59 59 523 12.1 38.1
Keyboard 65 54 80 6.7 9.7
Lego 20 20 2746 17.0 46.5
Electric piano 18 17 70 2.6 4.6
Pressure cooker 77 45 68 5.9 8.0
Plastic Pool 40 13 207 6.0 15.8
4K large TV 62 24 739 50.0 74.4
Woks 20 14 68 5.9 8.1
Table 1 Datasets
P[|Rn(φ)−R(φ)| ≥ (1 + τ)
n
ǫ] ≤ exp
( −ǫ2
2V1 + 2(n− 1)V2 + ǫMKn−1(ρ)
)
Hence, we have with probability at least 1− δ :
|Rn(φ)−R(φ)| ≤
(1 + τ)
√
(2V1 + 2(n− 1)V2) log( 1δ )
2n
+
(1 + τ)MKn−1(ρ) log(
1
δ
)
n
Therefore, using (4), with probability at 1− δ, we have:
R(φ̂) ≤ R(φ∗) + (1 + τ)

√
2V2 log(
2
δ )√
n
+
√
2V1 log(
2
δ )
n
+
2MKn−1(ρ) log(
2
δ )
n

4 Application to E-Commerce sales data-set
In this section, we will try to apply our method to a real dataset of E-commerce
sales. First, we present the data used in our application
4.1 Datasets
We consider different data-sets coming from the E-commerce company Cdiscount.
It is a french E-commerce retailer which sales a large variety of products. We
use the data available for different families of products sold by CDiscount. This
families has been randomly selected to represent various type of products sold by
CDiscount . The hyper-parameters of the models were choosen using other families.
The product categories are presented in the Table 1, along with some descriptive
statistics. Ntrain and Ntest are the number of products in the train and the test
sets respectively. This number may be different because all of the products are
not available at the same period. This statistics are computed at a product level.
We consider the weekly sales starting from January 2017 to December 2019. The
first two year are used to train the models, which are evaluated on the last year
of data.
For each product, specific covariates are used. In particular, we use covariates
that depend on the price of the products, the price of similar products on other
websites, the margin, as well as clients reviews posted on the website.
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(yi,t, . . . , yi,t+L) RNN Φ
(θi,t+h, . . . , θi,t+h+L)
( ̂yi,t+h+L, . . . , ̂yi,t+h+L)
Fig. 1 Simple RNN model
4.2 Objectives
We want to predict the weekly sales shares of different products for an horizon h =
4 weeks. More formally, using the notation of the previous part, we want to make a
prediction ŷi,t+h = fh(yi,t, . . . , θi,t+h) using the covariates and the historical data
available.
We evaluate the different methods using the usual Mean Absolute Percentage
Error, or MAPE of a learning function f :
MAPE(fh) = 100 ∗
∑d
i=0
∑T−h
t=0 |ŷi,t+h − yi,t+h|∑d
i=0
∑T−h
t=0 yi,t+h
To compare our prediction, we introduce some simple elementary forecasts:
– Last Value : Use the last known value to predict future market share.
– Exp Smoothing : Use an exponential smoothing model to predict the future
values. Hyper-parameters are calibrated on a validation period.
4.3 Recurrent Neural Network model
General Structure As in [3], we use Recurrent Neural Network (RNN) to make
predictions using the previous covariates. We will compare the performance of a
single RNN with a model using the competition modelisation proposed in Section
2 using a RNN for the competition function φ. We represent this two modelisation
on Figure 1 and 2. This is important to note that we always use the same weights
in the different neural network Φ.
Sliding Window RNN are trained by feeding them with sliding windows of fixed size
L. The sliding windows are extracted from the raw times series, and the prediction
error are computed on the Leval last element of the windows.
Neural Network Architecture We use the well-known LSTM [10] architecture to
train our models, as in [3] for instance. The LSTM cell are topped with a SoftPlus
Layer to ensure that there outputs are positive.
For the training, we use both L1-Loss and Poisson Loss. The last one reproduce
the model given in Section 2. We use the Adam optimizer [11] to train our neural
networks.
Hyper-parameters The hyper-parameters used to train the model are summarized
on the Table 2. We use the early stopping [16] procedure to stop the training of
the recurrent neural networks.
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(y1,t, . . . , y1,t+L) RNN Φ
(θ1,t+h, . . . , θ1,t+h+L)
(ŷ1,t+h, . . . , ̂y1,t+h+L)
. . .
·
1 +
∑
i
· . . .
RNN Φ
(θd,t+h, . . . , θd,t+h+L)
(yd,t, . . . , yd,t+L) (ŷd,t+h, . . . , ̂yd,t+h+L)
Fig. 2 Concurrent RNN Model
Hyper-Parameter Min Value Max Value
LSTM Depth 1 3
Number of cells 4 16
Learning rate 10−5 10−1
Table 2 Hyper parameter for the LSTM Model
Baby
monitor
Electric
mower
Key-
board
Lego Electric
pianos
Plastic
Pool
Pressure
cooker
large 4K
TV
Wok
Model Loss
Last Value 63.6 66.2 64.0 57.2 97.0 105.2 41.4 84.6 63.4
Exp Smoothing 60.1 63.1 53.5 52.7 78.1 96.7 36.3 72.6 55.7
Simple RNN L1 72.0 70.4 57.8 55.4 79.1 92.3 42.3 81.5 55.0
Concurrent RNN L1 59.7 64.1 51.0 53.0 74.9 95.6 43.8 76.0 54.3
Concurrent RNN Poisson 61.9 74.8 50.5 54.2 76.5 101.4 50.1 71.6 56,5
Table 3 MAPE Results on the market share prediction
Some technical difficulties Training this model is not always an easy task, in par-
ticular with L1 Loss. Sometimes, the optimization algorithm does not find appro-
priate minima, and does no reduce the training error. Those models also suffers
from a catastrophic forgetting ([12]) In those case, neural networks models were
retrained.
4.4 Results
We firs consider the results obtained in terms of MAPE for the prediction of
market share. In this case, we do not introduce prediction higher in the hierarchy
of products. We present the results in the table 3.
The overall performance of the prediction varies a lot. It depend on the number
of products in each category, the seasonal variability of global sales and the intrinsic
competition in each category. The category with the most products have inherently
a smaller forecasting error. More seasonal categories, like swimming pools also have
higher error rates, due to the high-variability of market share in times of low sales.
Concurrent LSTM achieves generally better performance than simple LSTM
method. This is mostly due to the normalisation of the prediction.
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Concurrent models achieve generally better performance than the last value
predictor, but not always than the exponential smoothing estimator. It achieves
nonetheless generally similar performances, and does better over several families
of products. The performance are generally better with L1-loss than with Poisson
loss.
5 Conclusion
A model of concurrent time series is proposed on this article. It is based on an un-
observed ”competitiveness” quantity, which depends on the precise characteristics
of the products and on previous informations concerning its popularity. Under a
relatively common condition, we establish a bound on the risk of our model. This
bound follows the usual decay in O(
√
log( 1
δ
)
n ) observed in Machine Learning.
We use this model on real world data, using a RNN to compute the ”compet-
itiveness”. This allows to take several covariates into account. Doing so allows us
to globally improves the performance of a standard RNN estimator, and generally
outperforms the performance of classical estimator. Not having a single best model
is a common problem in times series prediction. A possible way to avoid this issue
is to aggregate multiple predictors using expert aggregation algorithm [6].
Other possible application of this kind of model may include ecological model
of population behavior.
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6 Appendix
6.1 Moment bound for Poisson distribution
Lemma 3 Let x be a random variable following a Poisson distribution of parameters
λ. Iˆf we note M = max(1, λe), we have the following bound on the moment of x:
E
[|x|k] ≤ k!Mk
14 Re´my Garnier
Proof The moment generating function of the x is
gx(t) = exp(λ(e
t − 1))
We note mk = g
(k)
x (0) the k-th moment of the distribution. The first derivative
of gx satisfies:
g′x(t) = λ exp(t)g(t)
Using Leibniz formula now yields:
gk+1x (t) = λ
k∑
i=0
(
n
i
)
g
(i)
x (t) exp(t)
For all i, the following recurrence relationship holds:
mk+1 ≤ λ
k∑
i=0
(
n
i
)
mi
We now prove that Hk : mk ≤ k!Mk by induction. We havem0 = 1 andm1 = λ,
so H0 and H1 hold. For k > 1, if we suppose (Hi) holds for all i ≤ K:
mk+1 ≤ λ
k∑
i=0
(
k
i
)
i!M i
≤ λ
k∑
i=0
k!
(k − i)!M
i
≤ λMkk!
k∑
i=0
1
i!
M−i
≤ λMk(k + 1)!e 1M
As M ≥ 1:
mk+1 ≤ µeMk(k + 1)! ≤Mk+1(k+ 1)!
