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A CONSTRUCTION OF THE QUANTUM STEENROD SQUARES
AND THEIR ALGEBRAIC RELATIONS
NICHOLAS WILKINS
Abstract. We construct a quantum deformation of the Steenrod square construc-
tion on closed monotone symplectic manifolds, based on the work of Fukaya, Betz
and Cohen. We prove quantum versions of the Cartan and Adem relations. We
compute the quantum Steenrod squares for all CPn and give the means of compu-
tation for all toric varieties. As an application, we also describe two examples of
blowups along a subvariety, in which a quantum correction of the Steenrod square
on the blowup is determined by the classical Steenrod square on the subvariety.
1. Introduction
We begin with the background of the Steenrod squares. We will then mention
quantum cohomology and the results in this paper. The Steenrod squares are co-
homology operations that are uniquely defined by a set of axioms, although this
uniqueness does not include a construction. There are multiple ways of constructing
the squares, one of which involves constructing the operations on H∗(K(Z/2, n);Z/2)
for Eilenberg-MacLane spaces K(Z/2, n).
For a topological space M , the Steenrod squares are additive homomorphisms
Sqi : Hn(M)→ Hn+i(M)
using Z/2 coefficients. They generalize the squaring operation on cohomology with
respect to the cup product, x 7→ x ∪ x. The Z/2 coefficients ensure that the Sqi
are additive. These Steenrod squares together determine a degree doubling operation
that we call the Steenrod square,





Here h is a formal variable in degree 1 that represents the generator of
H∗(RP∞;Z/2) = Z/2[h].
The Steenrod square satisfies the Cartan relation
Sq(x ∪ y) = Sq(x) ∪ Sq(y) (1)
which, for example, allows one to inductively compute the Steenrod squares for the
cohomology of CPn (which we will review in Example 2.4). The Steenrod square also
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satisfies the Adem relations, which are relations between compositions of the Sqi.









where [q/2] is the integer part of q/2. The Adem relations are classically implied by
the axioms.
This paper begins in Section 2 with a preliminary section that explains in more
detail the relevant background material.
We will then describe two different constructions of the Steenrod square in Section
3: the first construction uses Morse homology and the second uses intersections of
cycles. The first construction is based on the definition for Floer theory by Seidel in
[18], the origins of which are in the flowlines construction of Betz in [3], and Fukaya in
[7], the former of which was extended to a more categorical definition by Betz, Cohen
and Norbury in [2, 6]. The second construction we give will be isomorphic to the first
construction, using the isomorphism between Morse and singular cohomology.
After considering these constructions of the Steenrod square, in Section 4 we extend
them to define a quantum Steenrod square on the quantum cohomology of a closed
monotone symplectic manifold (M,ω).
In Section 2.4 we will give details of the quantum cohomology QH∗(M). Briefly,
QH∗(M,ω) is H∗(M)[[t]] as a vector space using a graded formal variable t of degree
2. However, the cup product is deformed by quantum contributions from counting
3-pointed genus zero Gromov-Witten invariants. That is, by counting certain J-
holomorphic spheres in M where J is an almost complex structure on M compatible
with ω. We often abbreviate by T = tN for N the minimal Chern number.
The quantum Steenrod square will be a degree doubling operation, denoted QS,
where
QS : QH∗(M) = H∗(M)[[t]]→ H∗(M)[[t]][h] = QH∗(M)[h]. (3)
As in the case of the classical Steenrod square, QS will be built using additive homo-





The quantum Steenrod square is not necessarily axiomatically defined, but a con-
struction was first suggested by Fukaya in [7] based on his Morse homotopy theory.
Our construction is different from Fukaya’s, and can be viewed as a Morse theory
analogue of the work by Seidel in Floer theory in [18]. The first goal of this paper
is to solve an open problem posed by Fukaya in [7, Problem 2.11] as to whether the
Adem and Cartan relations hold for quantum Steenrod squares and, if not, what
their quantised versions should be. Our second goal is to explore consequences of
the solution to this problem, specifically in computations for certain closed monotone
symplectic manifolds.
In answer to the first part of Fukaya’s problem, the immediate generalisation of
the Cartan and Adem relations fail. In the case of the Cartan relation, this means
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that it is not in general true that QS(x ∗ y) = QS(x) ∗QS(y). We will show this in
the following example.
Example 1.1. In Definition 4.1 of the quantum Steenrod square, we will see that
QS(aT ) = QS(a)T 2 (4)
for any a ∈ QH∗(M).
Let M = P1. Let x be the generator of H2(M). Recall that the quantum product is
x ∗ x = T , where T has degree 4. Then
QS(x ∗ x) = QS(T ) = T 2,
using (4) and the fact that QS(1) = 1. Using degree reasons, knowledge of the clas-
sical Steenrod square for P1 and of the quantum cohomology ring, one can show that
QS(x) = xh2 + T . Then
QS(x) ∗QS(x) = (xh2 + T ) ∗ (xh2 + T ) = Th4 + T 2.
Hence, in this case QS(x) ∗QS(x) 6= QS(x ∗ x).
In Section 5 we will prove why the Cartan relation does not immediately gener-
alise and compute the actual quantum Cartan relation. Briefly, the quantum Cartan
relation is deformed because the moduli space M0,5 of genus zero stable curves with
5 marked points (z0, z1, z2, z3, z4) has non-trivial Z/2-equivariant cohomology, under
the Z/2 action that transposes marked points via the permutation (12)(34). More pre-
cisely, the two configurations in Figure 6 that determine QS(x∗y) and QS(x)∗QS(y)
are not connected by a Z/2-invariant path in M0,5.
We will prove that a quantum deformation of the Cartan relation holds:
Theorem 1.2 (Quantum Cartan relation).








such that qi,j(W0×Di−2,+) is nonzero only if i ≥ 2 and j > 0. The qi,j will be defined
precisely in Definition 5.2.
In the correction term,
W0 ×Di,+ ⊂M0,5 ×Z/2 S∞,
where W0 ⊂ M0,5 ' Bl{(0,0),(1,1),(∞,∞)}(CP1 × CP1) is the exceptional divisor over
(0, 0) (compare to Figure 7). The notation Di,+ means the upper i-dimensional
hemisphere in Si ⊂ S∞. In fact, we are abusing notation as we are really interested
in the homology class represented by W0 ×Di,+ in H∗(M0,5 ×Z/2 S∞), where we are
using the singular homology.
In Section 6 we use Theorem 1.2 to calculate the quantum Steenrod squares for a
Fano toric variety M , as proven in Theorem 1.3. Here, for µ ∈ H2(M ;Z) (which is
a free Z-module as a Fano toric variety M is simply connected), let µ2 be the image
of µ under H2(M ;Z)→ H2(M ;Z/2). Denote by x ∗µ,k y the coefficient of tkN in the
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quantum product x ∗ y, using spheres representing µ. Let N be the minimal Chern
number, and |t| = 2.
Theorem 1.3. Let M be a Fano toric manifold. For b, x ∈ H∗(M) and |x| = 2,












summing over a basis of µ ∈ H2(M ;Z), so c1(µ) = 2kN ∈ Z and if χ is some
pseudocycle representative of x then n(x, µ2) := #(χ • µ2) ∈ Z/2.
For example, if M = CPn then setting b = xi for the generator x ∈ H2(CPn), we
will show in Lemma 6.1 that:






















i− (n+ 1− k)
j − k
)xi+jh2(i−j), (6)
where xp denotes the p-th quantum power of x. In particular, if i+ j ≥ n+ 1 in (6)
then xi+j refers to xi+j−n−1T . Omitting the inner summation would give the classical
Steenrod square.
Corollary 1.4. Let M be a Fano toric manifold. Then if we can compute QH∗(M)
(over the Novikov ring as in [10, Section 9.2]) then we can compute QS through
recursive calculations.
In Section 7 we extend the Adem relations from Equation (2) to the quantum
Steenrod square. In order to state the quantum Adem relation, we next introduce
operations QSa,b : QH∗(M) → QH∗(M), such that the sum of these QSa,b is the
total quantum Steenrod square QS. The index a is the change in homological degree,
and the index b is the change in the index of T .




QSa,b(xT i) · h|x|−2N(b+i)−a where QSa,b(xT i) ∈ T b+iH |x|+a(M),
for any x ∈ H∗(M).
Computing QSa,b for CP2, we find that the naive generalisation of the Adem rela-











does not hold, as in the example below.
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QS2+2−s−2iN,i ◦QSs−2jN,j(x) = 0
for all i, j.
In order to prove the quantum Adem relation, we begin with the technical Theorem
1.7. The terminology used in Theorem 1.7 will be fully defined in Section 7.2.
Theorem 1.7. For M a closed monotone symplectic manifold, with α ∈ QH∗(M),










qq : H∗(M)→ QH∗(M)⊗H∗(BD8),
where D8 is the dihedral group. This qq operation will include the data of the compo-
sition QS ◦QS. The ring H∗(BD8) has three generators, labelled e, σ1, σ2 (of which
we only need to consider e and σ2). We then denote by qqi,j(α) the coefficient of e
iσj2
in qq(α), defined in Equation (39).
This should be compared to equation (2). The above theorem leads to a Corollary
in more familiar terms:











 = T ·Q(α) (7)
for the correction term












In the above corollary, the dihedral group D8 = 〈(12), (13)(24)〉 ⊂ S4 acts on
the four incoming marked points (z1, z2, z3, z4) by permutations. The operation qD8
is a linear homomorphism determined by homology classes in M0,5 ×D8 ED8, so
qD8(A) : H
∗(M) → H4∗−|A|(M) for A ∈ H∗(M0,5 ×D8 ED8). It is analogous to
the qi,j in Theorem 1.2. Here m1 ∈ M0,5 (see Figure 6), eiσj2 ∈ H∗(BD8) and
Ψ : H∗(M0,5×D8ED8)→ H∗(M0,5×D8ED8) is the universal coefficients isomorphism.
Let g = (123) ∈ S4, such that the cosets of D8 in S4 are D8, gD8, g2D8.
In Section 8, we calculate QS in the case of the blowups M = BlY (CP3) and
M = BlY (CP1×CP1×CP1) where Y is respectively the intersection of two quadrics
and the intersection of two linear hypersurfaces. The setup here is similar to Blaier
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[4]. Most of the squares can be computed using the methods from Section 6. The
new computation is of QS1,1, which is given in the following theorem.
Theorem 1.9.
QS1,1 = id : H3(BlY (CP3))→ H3(BlY (CP3)) (8)
and
QS1,1 = id : H3(BlY (CP1 × CP1 × CP1))→ H3(BlY (CP1 × CP1 × CP1)). (9)
Observe that QS1,1 are quantum correction terms to the classical Steenrod square
on the blowup M . They are determined by lifts of contributions to the classical
Steenrod square on Y .
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2. Preliminaries
Henceforth we always work with coefficients in Z/2, unless otherwise stated. For
example H∗(M) means H∗(M ;Z/2).
2.1. Equivariant Cohomology. We follow [18, Section 2].
Definition 2.1 (Equivariant cohomology of a chain complex). Let (C•, d) be a cochain
complex over Z/2. Suppose (C•, d) has a chain involution ι, so ι : C• → C• is a chain
map with ι2 = idC•. Let h be a formal variable in grading 1. The equivariant chain
complex is
(C•Z/2, δ) = (C
•[h], d+ h(idC + ι)).
Define H∗Z/2(C) := H
∗(C•Z/2, δ), the equivariant cohomology of (C, d, ι).
Definition 2.2 (Equivariant Cohomology of a manifold). Let N be a topological space
with a continuous involution ι : N → N . Let C = C∗(N) be the singular cochain
complex of the topological space N . There is a Z/2 action on C∗(N) induced by ι. As




The important examples of this will be M ×M with the involution swapping the
factors and M with the trivial involution. We will respectively denote the equi-
variant chains in this case by C•Z/2(M ×M) (or in that case of Morse cohomology by
CM•Z/2(M×M)) and by C
•
Z/2(M). Similarly, equivariant cohomology will be denoted
respectively by H•Z/2(M ×M) and by H
•
Z/2(M)
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Remark 2.3. There is another description of H∗Z/2(N) for a manifold N with a
continuous involution. Recall that EZ/2 is the classifying space of Z/2: a contractible




This definition is equivalent to Definition 2.2. If we let N = {pt} then we obtain
pt×Z/2 S∞ = S∞/(Z/2) = RP∞, hence
H∗Z/2(pt) = H
∗(RP∞) = Z/2[h].
2.2. The Steenrod Squares. For a reference, see [8, Section 4.L].
The Steenrod square operations {Sqi} are the unique collection of additive homo-
morphisms such that:
(1) Sqi : Hn(M)→ Hn+i(M) for each n ≥ 0 and topological space M ,
(2) Each Sqi is natural in M ,
(3) Sq0 is the identity,
(4) Sqn acts as the cup square on Hn, so Sq|x|(x) = x ∪ x,
(5) If n > |x| or n < 0 then Sqn(x) = 0,
(6) (Cartan relation) For each n,




Here |x| is the cohomological grading of x ∈ H∗(M). Recall that we use Z/2
coefficients to ensure additivity: (x + y) ∪ (x + y) = x ∪ x + y ∪ y modulo 2. These
Sqi together define a single operator, the “total Steenrod square”
Sq : H∗(M)→ (H•(M)[h])2∗,
where Sqi is the coefficient of hn−i, so Sq(x) =
∑
i Sq
|x|−i(x) · hi. The cup product
on Hn(M)[h] is (a · hi) ∪ (b · hj) = (a ∪ b) · hi+j , so the Cartan relation becomes
Sq(x ∪ y) = Sq(x) ∪ Sq(y) and thus Sq is a unital ring homomorphism. We will
henceforth call Sq the “Steenrod square” when there is no ambiguity, noting that it
contains the same information as {Sqi}.
One must note that although these axioms imply that there is a unique Steenrod
square, there are many different approaches to constructing them.
Example 2.4 (The classical Steenrod square for CPn).
H∗(CPn) ∼= Z/2[x]/(xn+1)
where |x| = 2. We see that Sq0(x) = x and Sq2(x) = x2 using axioms 3 and 4, and
these are all of the nonzero terms by axiom 5. Hence Sq(x) = xh2 + x2. By the
Cartan relation (axiom 6),















2.3. The Betz-Cohen Construction. The details are relevant for Section 3.2.
Fix a Morse-Smale function f on M , and pick a small convex neighbourhood Uf
of f in C∞(M) consisting of Morse-Smale functions. Let Γ be the Y -shaped graph,
oriented and parametrised as (−∞, 0]∨0 [0,∞)∨0 [0,∞). We denote S to be the set of
triples σ = (f1,s, f2,s, f3,s) such that f1,s ∈ Uf for each s ∈ (−∞, 0] and f2,s, f3,s ∈ Uf
for s ∈ [0,∞), subject to:
(1) f1,0, f2,0, f3,0 are pairwise distinct.
(2) fi,s = β(|s|)fi,0 + (1 − β(|s|))f , where β : [0,∞) → [0, 1] is a fixed monotone
bump function such that β(s) = 1 for s ≤ 1/2 and β(s) = 0 for s ≥ 1.
We define Mσ to be the set of continuous maps γ : Γ → M that are smooth on the
edges, such that for each edge Ei of Γ we denote γi = γ|Ei , and require
dγi/dt(s) +∇fi,s(γi(s)) = 0.
This is actually slightly different to the construction in [2], in which the f1, f2, f3 were
pairwise distinct and had no s dependence. The construction due to Betz-Cohen is
equivalent to that given here, as we are simply using a deformation retraction of their
moduli space of metric Morse flows.
Let MBC = tσ∈SMσ, topologised so that MBC → S is continuous. Observe that
there is a Z/2-action ιS on S, induced by the permutation (23). This induces a Z/2-
action on MBC , via (σ, γ) 7→ (ιS ◦ σ, γ ◦ RΓ). Here, RΓ is the involution on Γ that
swaps the two positive half-lines and fixes the negative half-line.
For a1, a2, a3 ∈ crit(f), define MBC(a1, a2, a3) to consist of equivalence classes of
pairs [σ, γ] ∈MBC/(Z/2) such that
lim
i→−∞
γ1(s) = a1, lim
i→∞
γ2(s) = a2, lim
i→∞
γ3(s) = a3.
The space S is contractible and has a free Z/2-action, so SB := S/(Z/2) is ho-
motopy equivalent to RP∞. Thus, there are representatives δi of the nontrivial gen-
erator of Hi(SB) ∼= Z/2 for each i. Strictly, we consider some δi =
∑
j τi,j where
τi,j : ∆j → S is a simplex. For each i ≥ 0, let




the union of the pullback of MBC(a1, a2, a3) along τi,j : ∆i → S, glued along faces.
Recal that in Morse theory, CM∗(M ×M,f ⊕ f) and CM∗(M,f) ⊗ CM∗(M,f)
are identified via the Künneth isomorphism, where
f ⊕ f : M ×M → R, (f ⊕ f)(x, y) = f(x) + f(y).
One uses the correspondence between critical points of f ⊕ f and formal pairs of
critical points of f , denoted a⊗ b for a, b ∈ crit(f). The isomorphism between Morse
and singular cohomology respects the involution that swaps the factors, and hence we
may replace the equivariant cohomology of C∗(M)⊗C∗(M), denoted H∗Z/2(M ×M),
with the equivariant cohomology of CM∗(M,f)⊗CM∗(M,f). One can think of this
in terms of equivariant Morse cohomology, as detailed in [19, Section 2], where for
the given Z/2-action all of the necessary transversality conditions are satisfied.
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Using the fact that the equivariant chains are C∗Z/2(M ×M) = C
∗(M ×M)[h], as
well as using the previous paragraph, elements of C∗Z/2(M ×M) may be written as a
finite sum of (b⊗ c)hj for some j ≥ 0 and b, c ∈ crit(f). Let a ∈ crit(f) and δi be the
generator of Hi(SB) ∼= Z/2 (because S is an EZ/2).
We define
q : Hi(SB)⊗HjZ/2(M ×M)→ H
j−i(M),
at the chain level, such that the coefficient of a in q(δi⊗(b⊗c)hk) is #MBC,i−k(a, b, c),
when MBC,i−k(a, b, c) is a collection of points. Let qi(b ⊗ c) = q(δi ⊗ b ⊗ c). One
defines
Sq|x|−i(x) = qi(x⊗ x).
2.4. The Quantum Cup Product. For more details on the quantum cup product,
see [10, Chapter 8]. Throughout this paper, for M a closed n-manifold, we denote
by PD : H∗(M) → Hn−∗(M) and PD : H∗(M) → Hn−∗(M) the Poincaré duality
operation over Z/2 coefficients.
Let (M,ω) be a monotone symplectic manifold of dimension n, with a fixed almost
complex structure J compatible with ω.
Definition 2.5. A symplectic manifold (M,ω) is monotone if the restriction to spher-
ical homology classes of the cohomology class of ω is positively proportional to the first
Chern class of TM . In other words, there exists a constant λ > 0 such that
[ω]|π2(M) = λ · c1(TM)|π2(M).
As an abelian group, QH∗(M) = H∗(M)[[t]] where t is a formal variable of degree
2. Let T = tN , where N ≥ 0 is the minimal Chern number of M , determined by
c1(π2(M)) = NZ. By rescaling our symplectic form if necessary, we will assume
that λ = 1/N , and so referring to a J-holomorphic map u of energy k means that
c1(u∗[S
2]) = N · [ω](u) = kN .
As an important note, we define the quantum cochains
QC∗(M) := C∗(M)⊗Z/2 Z/2[[T ]].
Then QH∗(M) = H∗(QC∗(M), d ⊗ id), where d is the differential on C∗(M). Most
of the operations that we consider are defined at the chain level, and then descend to
maps on (co)homology.
We pick a basis B for H∗(M) and a dual basis with respect to the nondegenerate
cup product pairing (e, f) 7→ 〈e∪f, [M ]〉. There is a dual basis B∨ with respect to this
pairing. Let α∨ ∈ Hn−|α|(M) denote the dual of the cohomology class α ∈ H |α|(M).
Our operations on cohomology will not depend on this choice of basis, although they
may affect the chain level description.
Given A ∈ H2(M), let MA(J) be the moduli space of J-holomorphic spheres
u : S2 → M such that u∗([S2]) = A, up to reparametrisation by PSL(2,C). For a
generic choice of J , this moduli space is a smooth manifold with
dimMA(J) = 2c1(A) + dim(M).
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For each z ∈ S2, there is an evaluation map evA,z :MA(J)→M with evA,z(u) = u(z).
Pick three distinct points, z1, z2, z3 ∈ S2. We use 0, 1,∞ throughout, and denote
evA = evA,0 × evA,1 × evA,∞ :MA(J)→M ×M ×M .
Definition 2.6 (Quantum Product). Let α, β ∈ H∗(M) ⊂ QH∗(M). Pick generic
pseudocycle representatives a, b of the classes PD(α) and PD(β) (so that they are
transverse to the evaluation maps in the previous paragraph). Similarly, for each
γ ∈ B, we pick a representative c∨ of PD(γ∨). Denote by a × b × c∨ the product of
these cycles, landing in M ×M ×M .
Then we define
α ∗ β =
∑
j∈Z, γ∈B:|γ|=|β|+|α|−2jN
n(γ, α, β, j) · γ · T j ,
n(γ, α, β, j) =
∑
A∈H2(M):c1(A)=jN
evA • (a× b× c∨).
Here • is the intersection number of pseudocycles of complementary dimension. Ex-
tending Z/2[[t]]-linearly defines ∗ on QH∗(M).
Observe that for generic J , the evaluation map is a pseudocycle, [10]. In order to
show that this is well defined, one must prove that the outcome is independent of
choice of pseudocycle representatives that we choose, such as in [10, Lemma 7.1.4].
The degree condition ensures that the pseudocycles are of complementary dimension.
Notice that |a ∗ b| = |a| + |b|, using that |T | = 2N . If A = 0 (so E(u) = 0 and u is
constant), this recovers the classical intersection product.
Remark 2.7. In concrete terms, in Definition 2.6 we count the number of J-holomorphic
spheres in M intersecting some choice of pseudocycle representatives of the PD(α),







in the space of J-holomorphic stable maps representing A.
3. Two constructions of the Steenrod Squares
The first construction will use Morse theory, and will be based on that given in
[18], [7] and [2]. The second construction is a generalisation of the first, involving
pseudocycles. In this section Γ is the Y-shaped graph with incoming edge e1 and
outgoing edges e2 and e3. Let e1 be parametrised by (−∞, 0] and e2, e3 by [0,∞).
This is illustrated in Figure 1.
Throughout this section, M will be a smooth closed manifold. We recall the Morse
theoretic cup product: given a Morse function f , pick three generic perturbations
f1s for s ∈ (−∞, 0] and f2s , f3s for s ∈ [0,∞) (so that they are “transverse at 0”).
Making a generic choice ensures that the moduli space in Definition 3.1 is cut out
transversely: specifically, the genericity condition ensures that the moduli space is a
smooth manifold. This is discussed in [16, Chapter 5.2, Chapter 2] by Schwarz. It
should be pointed out that the construction of the Morse theoretic cup product in
the cited work uses three distinct fixed Morse functions f1, f2, f3, rather than using




s . Combining the case of Schwarz with the standard notion
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of continuation maps from f i to our fixed Morse function f , and applying a gluing
argument, means that we can instead consider s-dependent functions on the edges.
After applying such a gluing of continuation maps, the requirement that f1, f2, f3 be




0 be chosen generically, which
is what we meant by “transverse at 0” above. This idea is made precise in [12, Section
2]. With this in mind, we choose the f is such that there is an R > 0 with f
i
s = f
if |s| ≥ R, so that we can apply Morse theoretic arguments outside of a compact
neighbourhood of the vertex in Γ. Denote by critk(f) the critical points of f of Morse
index k. Write |x| for the Morse index of x ∈ crit(f).
Definition 3.1 (Morse cup product). Let a2, a3 be critical points of f , with respective
Morse indices |a2|, |a3| and let k = |a2|+ |a3|, then




where na1,a2,a3 is the number of elements in the 0−dimensional moduli spaceM(f is, a1, a2, a3)
of continuous maps u : Γ→M , smooth on the edges, such that:
(1) d(u|ei)/ds = −∇f is,
(2) u|e1(x)→ a1 as x→ −∞,
(3) u|ei(x)→ ai as x→∞ for i = 2, 3.
3.1. Morse Steenrod square. Henceforth, we will consider a nested sequence of
spheres S0 ⊂ S1 ⊂ ... ⊂ S∞, consisting of equators that exhaust S∞ and are preserved
under the involution v 7→ −v. Denote







the subset Si ⊂ S∞ consists of those elements of S∞ of the form (x0, . . . , xi, 0, . . .).
We refine the choice of f is by picking a collection of smooth functions f
i
v,s : M → R,
smoothly parametrised by v ∈ S∞ and s ∈ (−∞, 0] for i = 1, respectively s ∈ [0,∞)
for i = 2, 3, satisfying the following conditions:
(1) f2v,s = f
3
−v,s,
(2) For each i, the smooth map f2·,0 : S
i ×M → R must be chosen generically,
with more details provided in Appendix B.1.
(3) There is an R > 0 such that f iv,s = f for all |s| ≥ R and v ∈ S∞.
(4) f1v,s = f
1
−v,s .
Given a1, a2, a3 ∈ crit(f), and v ∈ S∞, we define M′v(a1, a2, a3) to be the set of
pairs (u : Γ→M,v) such that:
(1) d(u|ei)/ds = −∇f iv,s.
(2) u|e1(s)→ a1 as s→ −∞ and u|ei(s)→ ai for i = 2, 3 as s→∞.
Let




topologised as a subset of C(Γ,M) × Si (where C(Γ,M) is the space of continuous








Figure 1. Morse flowline configurations for the Steenrod square.
continuous for all i. Indeed, M′i(a1, a2, a3) is a smooth manifold for each i, by the
genericity conditions as given in Appendix B.1.
Let r : Γ→ Γ be the reflection that swaps e2 and e3 (preserving parametrisations)
and fixes e1. If a2 = a3 as in Figure 1, there is a free Z/2 action on the moduli space
M′i(a1, a2, a2), via
(u, v) 7→ (u ◦ r,−v).
Let Mi(a1, a2, a2) = M′i(a1, a2, a2)/(Z/2), the quotient by the Z/2 action. If
a2 6= a3,
Mi(a1, a2, a3) =
⊔
v∈Di,+




where Di,± is the upper/lower i−dimensional hemisphere in Si ⊂ S∞. Observe that
when v ∈ ∂Di,±, there is no overcounting of solutions (when a2 6= a3). This is because
a solution for v ∈ ∂Di,+, with asymptotics a1, a2, a3, does not correspond to a solution
for −v ∈ ∂Di,+ with asymptotics a1, a2, a3: the action u 7→ u ◦ r swaps the a2 and
a3 asymptotics. Indeed, when a2 6= a3 the number of solutions for v ∈ ∂Di,± exactly
corresponds to the Sq′((a2 ⊗ a3 + a3 ⊗ a2)h) term in Equation (10).
Consider the natural projection Mi(a1, a2, a3) → RPi. Over a generic v ∈ RPi
there is a smooth manifold of degree |a1| − |a2| − |a3|, so the dimension of the moduli
space is
dimMi(a1, a2, a3) = |a1| − |a2| − |a3|+ i.
This is an example of genericity in family Morse theory, as in [9, Theorem 3.4], and
as used in [18, Equations (4.26), (4.95)].
Before giving the definition, we recall the notation of Section 2.1. Specifically, given
the chain complex CM•(M,f) with the trivial action of Z/2, one defines the Z/2-
equivariant Morse cohomology using the equivariant chain complex CM•Z/2(M,f).
Similarly, given the chain complex CM•(M,f)⊗CM•(M,f) (which we identify with
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CM•(M ×M,f ⊕ f) via the Künneth isomorphism), there is the action of Z/2 that
swaps the two factors, and we denote the Z/2-equivariant chain complex in this case
CM•Z/2(M ×M).
Definition 3.2 (The Morse Steenrod Square). Let a2, a3 ∈ crit(f). This determines
a2 ⊗ a3 ∈ CM•Z/2(M ×M). Define









na1,a2,a3,i · a1 · hi
where na1,a2,a3,i = #Mi(a1, a2, a3) for # the number of points modulo 2. Then extend
as a h-module.
We then need to prove that Sq′ descends to a map on equivariant cohomology.
To do this, we use a standard argument involving a 1-dimensional moduli space (see
for example [16, Section 2.4, Section 5.3], applied as in [7, Proposition 1.9, Lemma
1.10]). We then consider its compactification, as covered in detail in Appendix A.
This in turn shows that Sq′ is a chain map, i.e.:
Sq′((a2 ⊗ a3 + a3 ⊗ a2)h+ (da2)⊗ a3 + a2 ⊗ (da3)) = dSq′(a2 ⊗ a3). (10)
Further, post-composing with the doubling operation
double : CM∗(M)→ CM2∗Z/2(M ×M), a 7→ a⊗ a,
which also descends to a map on equivariant cohomology, we define
Sq := [Sq′] ◦ [double].
Here [−] denotes the cohomology level operation of the respective map of chains. This
definition is independent of the choice of parametrised Morse functions by a standard
continuation argument, such as in [15, Section 3.4].
The coefficient of h|a|−i is denoted by Sqi(a) ∈ H |a|+i(M).
Proposition 3.3. The homomorphism Sq is additive, and satisfies axioms 1, 2, 4 and
5 from Section 2.2.
Proof. To prove additivity, observe first Sq(x+y) = Sq(x)+Sq(y)+Sq′(x⊗y+y⊗x).
Hence we must show that [Sq′(x ⊗ y + y ⊗ x)] = 0 when dx = dy = 0. In such a
case, we see d(x ⊗ y) = (x ⊗ y + y ⊗ x)h. Using that Sq′ is a chain map, it follows
that Sq′((x ⊗ y + y ⊗ x)h) = dSq′(x ⊗ y). As multiplication by h is injective on
H∗Z/2(M) = H
∗(M) ⊗ H∗(BZ/2), this shows that [Sq′(x ⊗ y + y ⊗ x)] is exact, as
required.
Axiom 1 is immediate from the definition of Sqi
Axiom 2 and naturality is true for the same reason as for the Morse cup product:
see for example [14, Section 2.1].
For Axiom 4, for |y| = 2|x| the coefficient of y in Sq|x|(x) is the number of elements
of the 0−dimensional moduli space M0(y, x, x). From the definition of M0(y, x, x),
and Definition 3.1, this number is the same as the coefficient of y in x2.
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For Axiom 5 (1), Sqi(x) = 0 for i > |x| by definition, as only non-negative powers
of h are counted in Definition 3.2.
For Axiom 5 (2), fv,s is a perturbation of f . The perturbation may be chosen
arbitrarily small in the C2 topology. For generic f there is no −∇f flowline from b
to a if |b| < |a|. As fv,s is close to f , this means that generically for any v there is no
‘flowline’ from b to a that has gradient −∇f for s < 0 and −∇fv,s for s > 0. Hence
Sqi(x) = 0 for i < 0.
We verify Axiom 3 in Section 3.5 and Axiom 6 in Section 3.3. 
Remark 3.4. Note that showing Sq satisfies these axioms is not sufficient to show
that it is indeed the Steenrod square, because we have not shown naturality under
all continuous maps: this definition is only applicable for closed smooth manifolds.
Nonetheless it provides a sanity check.
Remark 3.5. It is not straightforward to prove Sq0 = id without a specific choice of
Morse functions. We prove it in Section 3.4 using a different approach.
3.2. The Morse Steenrod square is the Steenrod square. Recall from Section
2.3 the Steenrod square due to Betz and Cohen. Recall in Section 3.1 Definition 3.2
of the Morse Steenrod square. We will show that these are the same.
In the previous section we chose f iv,s for (v, s) ∈ S∞ × [0,∞) and i = 1, 2, 3,
such that f2v,s = f
3
−v,s. We abbreviate fv,s = f
2
v,s where appropriate, and observe
we may choose fv,0 distinct from {f−v,0, f} for each v (as Conf3(C∞(M)) is open
and dense in (C∞(M))3, hence the condition is generic). Recall, from Section 2.3,




s ), with each f
p
s ∈ Uf , a small
neighbourhood of the Morse function f . Observe S
'−→ Conf3(C∞(M)) is a Z/2-




s ) 7→ (f10 , f20 , f30 ), with
the obvious homotopy inverse. Henceforth, assume S = Conf3(C
∞(M)). Let SB =
S/〈(23)〉, where the transposition (23) acts on S by permutation of the components.
As remarked previously, SB is homotopy equivalent to RP∞.
There is a natural Z/2-equivariant map i : S∞ ↪−→ S induced by v 7→ (f, fv,0, f−v,0),
which descends to i : RP∞ → SB.
Lemma 3.6. i∗ : H∗(RP∞)→ H∗(SB) is an isomorphism.
Proof. If i is a weak homotopy equivalence then it is a quasi-isomorphism, see [8,
Proposition 4.21]. As the two spaces are both homotopy equivalent to RP∞ (which
is a K(Z/2, 1)), it is sufficient to show that
i∗ : π1(RP∞) ∼= Z/2→ π1(SB) ∼= Z/2
is nontrivial.
Identify S1 ⊂ S∞ with R/(2πZ), parametrised by θ ∈ [0, 2π). Denote fv = feiv ,0.
We wish to show that θ 7→ [(f, fθ/2, fθ/2+π)] determines a nontrivial loop, where [·]
denotes the Z/2-equivalence class. Observe that θ 7→ (f, fθ/2, fθ/2+π) is a path in
Conf3(C
∞(M)) with different endpoints, hence the loop is not contractible. 
Consider Diagram (11):
















Here s(A⊗x) = A⊗x⊗x, and the map q is as in Section 2.3. We have reinterpreted
the Morse Steenrod square from the previous section, here denoted MSq, to be a map
MSq : H∗(RP∞)⊗H∗(M)→ H∗(M), which we can do canonically as there is a unique
graded basis of the homology of RP∞. Observe that if we use the pushforward of the
generator of Hi(RP∞) by i∗ as the generator of Hi(SB), then it is immediate that
Diagram (11) commutes. Hence, Definition 3.2 yields the Steenrod square.
3.3. The Cartan Relation. Let T be a family of graphs as in Figure 2, parametrised
by t ∈ (0,∞). Edge e1 is a negative half-line and edges e3, e4, e6, e7 are positive half-
lines. Edges e2, e5 are parametrised by [0, t]. Compactify T by adding the graphs at
0 and ∞ as in the figure, to obtain the compactification T c ∼= [0, 1]. Use edge labels
as given in Figure 2. Fix a Morse function f on M . The edge parameter in each case
will be denoted by s.
Pick 5 perturbations of f corresponding to the 5 tree edges in t = 0 ∈ T c in figure
2. These are fpv,s,0 for p the edge label, s ∈ R± and v ∈ S∞. We choose f1v,s,0 = f for






−v,s,0 for all v, s. The choice of
fpv,s,0 is made along with an S0 ∈ R such that f
p
v,s,0 = f for |s| ≥ S0 and for all edge
labels p.
Choose 7 perturbations of f labelled fpv,s,t for p = 1, ..., 7 corresponding to the edge
labels in Figure 2, where t ∈ T c, v ∈ S∞ and s ∈ R+ for p = 3, 4, 6, 7, s ∈ R− for p = 1
and s ∈ [0, t] for p = 2, 5. Choose f1 to be independent of s, v, t in this case. Choose
Morse functions f2s,2, f
5
s,2 for s ∈ [0, 2] such that f
p
s = f for s > 1 and p = 2, 5. The fp
must be chosen “generically at each vertex of Γ”, which is discussed in Appendix B.2.
This ensures the transversality of the moduli spaces. The fpv,s,t satisfy the following
conditions:
(1) fpv,s,t = f
p
v,s,0 as picked previously for p = 1, 3, 4, 6, 7 and for all t.
(2) f2v,s,t, f
5
v,s,t are independent of v.




s,2 for s ≤ 2,
fps,t = f for s ≥ 2.
In particular, fp2,2 = f .
Fix i ∈ N and x, y ∈ crit(f). Let T
∼=−→ T c consist of pairs (|t|, t) where t ∈ T c ∼=
[0,∞] and |t| is the metric tree represented by t as a topological space. The metric
structure for t ∈ [0,∞) is that the outer edges are semi-infinite and parametrised by
respectively (−∞, 0] for the incoming edge and [0,∞) for the outgoing edges. The
inner edges are of length t, parametrised by [0, t]. For the t =∞ boundary, the metric
structure on |∞| is that the edges attached to bivalent vertices are semi-infinite with
the infinite end at the bivalent vertex.
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t ∈ (0,∞)














Figure 2. Elements of T c.
For z ∈ crit2|x|+2|y|−i(f) consider the space M̃1(x, y, z) of triples (t, u, v) with
t ∈ T c, u : |t| →M a map and v ∈ S|x|+|y|−i, such that u satisfies:
∂sus,t = −∇fpv,s,t
along edge p, with asymptotic conditions (z, x, x, y, y) on the exterior edges (1, 3, 4, 6, 7).
One needs to use an equivariant gluing theorem at the t =∞ boundary, as discussed
in Appendix C.
For generic t ∈ T c there is a 0-dimensional subset of pairs (u : |t| → M,v ∈ Si)
satisfying the conditions. So M̃1(x, y, z) is 1-dimensional. Observe that M̃1(x, y, z)
has a free Z/2 action, (t, u, v) 7→ (t, u ◦ r,−v) for r acting on |t| by the permutation
of edges (34)(67). Let M1(x, y, z) = M̃1(x, y, z)/(Z/2), which is still 1-dimensional.
We also define a moduli space M̃2(x, y, z) by choosing another 7 Morse functions,
labelled fpv,s,t as above, but now with the conditions:
(1) fpv,s,t = f
q
−v,s,t for (p, q) = (3, 4), (6, 7), (2, 5),
(2) fpv,s,t is independent of (v, t) for large enough t and for p = 1, 3, 4, 6, 7,
(3) fpv,s,t = f for p = 1, 3, 4, 6, 7 and |s| ≥ 1.
(4) For large enough t and s ∈ [1, t], f2v,s,t = f5v,s,t = f .










Figure 3. Tree labelling for M2.
In defining equations for pairs (t, u, v) ∈ M̃2(x, y, z), use the edge labellings in
Figure 3, i.e. the edge labels 4 and 6 from Figure 2 have been swapped. For each
edge label the equations and asymptotic conditions are the same as in the M̃1 case.
Further, there is a free Z/2 action on M̃2(x, y, z) similarly to M̃1 but with edge
permutation (25)(34)(67) (using the new edge labels in Figure 3). Taking the quotient
defines M2(x, y, z) = M̃2(x, y, z)/(Z/2).
The following theorem is classical, and the following proof is a modification of [2,
Section 2, Example 2] for our definition of the Steenrod square. The modification
uses a cobordism argument as in [15, Section 3.4].
Theorem 3.7 (The Cartan Relation).




Proof. The moduli space M1(x, y, z) is a 1-dimensional cobordism, corresponding to
[0,∞], so #∂M1(x, y, z) = 0. Simliarly #∂M2(x, y, z) = 0. The t =∞ boundary of
M1(x, y, z) is the count of the contribution of z in∑
j+k=i
Sqj(x) ∪ Sqk(y)
(see Figure 4 and Lemma 3.8). The number of points in the boundary at t = 0 for
M2(x, y, z) is the same as forM1(x, y, z), as follows: suppose that (0, u, v) is a point
in the t = 0 boundary of M2(x, y, z). The domain of u consists of a parametrised
graph Γ′ with an incoming edge labelled 1, and four outgoing edges labelled 3, 4, 6, 7.
Consider the automorphism r′ : Γ′ → Γ′ that acts by the permutation (46) on the
edges (without changing the parametrisation). Then (0, u ◦ r′, v) is a point in the
t = 0 boundary ofM1(x, y, z), and as r′ is an involution we see that this is a bijective
correspondence. Notice that as we are working with Z/2-coefficients, we do not need
















Figure 4. Flowline configurations for Sq(x) ∪ Sq(y).
The number of points in the t =∞ boundary component ofM2(x, y, z) is the count
of the contribution of z in Sqi(x ∪ y), by Lemma 3.9. Hence, the bijection between
the t = 0 boundaries of the moduli spaces, along with the 1-cobordisms assigned to
M1(x, y, z) and M2(x, y, z), yield that∑
j+k=i
Sqj(x) ∪ Sqk(y) = Sqi(x ∪ y),
as required. 
Lemma 3.8. Summing over all choices of w1, w2 ∈ crit(f), counting equivalence
classes [(u, v)] ∈ M1(x, y, z) satisfying the asymptotic conditions as shown in Figure




Proof. We have that |w1| + |w2| = |z| = |x| + |y| + i. Hence if |w1| = |x| + j and
|w2| = |y|+ k then j + k = i. Throughout fix w1,w2 for the configuration, as outputs
of Sqj(x), Sqk(y) respectively.
Restrict attention to the upper right-hand Y-shaped graph of Figure 4. Suppose
that we restrict the v parameter space to RP|x|−j ⊂ RP|x|+|y|−i: in this case, count-
ing [(u, v)] satisfying the configuration conditions would be exactly the count of the
coefficient of w1 · h|x|−j in Sqj(x), which we denote nw1 . In our case, v varies in the
THE QUANTUM STEENROD SQUARES AND THEIR ALGEBRAIC RELATIONS 19




∣∣∣∣ v ∈ S|x|+|y|−i and u : Γ→M satisfies conditions asillustrated in the upper right-hand graph of Figure 4
}
.
Here [v, u] refers to taking the quotient by the Z/2-action (v, u)→ (−v, u ◦ r) (where
r is the involution on the Y -shaped graph as seen previously). Similarly for the
lower right-hand branch, for each RP|y|−k ⊂ RP|x|+|y|−i there is a count of nw2 , the




∣∣∣∣ v ∈ RP|x|+|y|−i and u : Γ→M satisfies conditions asillustrated in the lower right-hand graph of Figure 4
}
.
Let nz,w1,w2 be the coefficient of z in w1 ∪ w2 (the chain level Morse cup product




s ). This is obtained by
counting elements of the zero dimensional set corresponding to configurations as in
the left hand Y -shaped graph of Figure 4. We will show that the contribution of
configurations as in Figure 4 to the coefficient of z is nz,w1,w2 · nw1 · nw2 .
Following [17, Lemmas 4.2-4.5], suppose in fact that x is a Morse cycle (specifically
some sum of critical points,
∑
i ai ·xi where xi ∈ crit(f)). Then we may modify Ux to
Ux, obtained by first taking the disjoint union of ai copies of Uxi for each i (defined
as for x above) and then adding in codimension 1 strata, and identifying them in
pairs (this can be done exactly because dx = 0). Here, the codimension 1 strata
correspond to the case when the Y -shaped graph undergoes a “breaking” at one end.
The outcome is then the union of a Y -shaped graph and an unparametrised flowline,
such that:
• one of the Y -shaped graph’s positively/negatively asymptotic critical points
coincides with the flowline’s negatively/positively asymptotic critical points.
The other three asymptotic critical points are w1, xi, xi for some i.
• the index difference between the asymptotic critical points of the unparametrised
flowline is 1.
Then observe that Ux is a smooth manifold, [17, Lemma 4.4]. Let
πx : Ux → RP|x|+|y|−i
be the projection onto the first coordinate. Then πx is a pseudocycle: specifically,
consider [vn, un] such that vn converges in RP|x|+|y|−i but [vn, un] has no convergent
subsequence in Ux. By parametrised compactness of Morse flowlines we know that
[vn, un] must have a convergent subsequence in the full compactification of Ux: but
that convergent subsequence must be in the codimension 2 strata, as Ux contains its
codimension 1 strata.
Observe also that by the second paragraph of the proof (i.e. knowing the inter-
section of πx with RP|x|−j , and in fact with any perturbation of RP|x|−j , is nw1) we
deduce that
πx • [RP|x|−j ] = nw1 ,
where • is the intersection number, hence πx is a weak representative of nw1 · [RP|y|−k]




























Figure 5. Flowline configurations for Sq(x ∪ y).
with nw1 · [RP|y|−k]). Similarly the first projection πy : Uy → RP|x|+|y|−i is a weak
representative of nw2 · [RP|x|−j ].
The count of all solutions [(u, v)] satisfying the configuration in Figure 4 is now
nz,w1,w2 · (πx • πy) = nz,w1,w2 · nw1 · nw2 .













Sqj(x) ∪ Sqk(y) =
∑
w1,w2
nw1 · nw2 · w1 ∪ w2,
and recalling that nz,w1,w2 is the coefficient of z in w1 ∪w2, the lemma is proved. 
Lemma 3.9. The count for the t = ∞ boundary component of M2(x, y, z) is the
count of the contribution of z in Sqi(x ∪ y).
Proof. The edge and asymptotic conditions are as shown in Figure 5. The edges
attached to bivalent vertices are semi-infinite with the infinite end at the bivalent
vertex, which is a critical point of f . For this operation, the t = ∞ boundary, we
choose the perturbed Morse functions so that the two right-hand Y-shaped graphs
use the same perturbations f3, f6 of f . Specifically, we may assume that f3 and f6
are independent of v. The number of such setups is then immediately the coefficient
of z in Sqi(x ∪ y). 
3.4. Steenrod Squares via intersections of cycles. Recall that there are nested
equators Si ⊂ S∞, invariant under the antipodal action. Let a ∈ H |a|(M). Let B be
a basis of H∗(M).
In practice, we would like to work with representatives. A representative of a
homology class A is a pair (X,α), often denoted simply α, where X is a smooth
compact manifold and α : X → M is smooth such that α∗[X] = A. We recall that
over Z/2-coefficients every homology class has a representative (see e.g. [5, Theorem
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B]). For notation, we will denote a homology class by A, a will denote its Poincaré
dual cohomology class, and α will be a representative as above. We will say that
α represents a cohomology class a if α represents its Poincaré dual homology class.
Similarly for b ∈ B, we denote B = PD(b). As previously, we denote by b∨ the dual
basis element to b in the dual basis B∨ of H∗(M).
In order to link this definition to the previous definition, we will weaken our require-
ments below: in fact we only ask that α : X → M is a pseudocycle representative
of a. Note however that the definition will proceed identically in the cases where
we can instead use either representatives or embeddings. Denote by β∨ : Yb → M
a pseudocycle representative of PD(b∨). We will choose some smooth manifold X,
along with a sequence of smooth maps αi : X × Si →M × Si (for brevity we shorten
Xi := X × Si) such that:
(1) For π2 : M × Si → Si the second projection, π2(αi(x, v)) = v for all (x, v) ∈
X × Si.
(2) The restriction αi|Xj = αj for j ≤ i.
(3) For π1 : M × Si →M the first projection, for any v ∈ Si then
αv := π1 ◦ α|X×{v} : Xv := X × {v} →M (12)
is a pseudocycle representative of A in M (and is well defined by (2) above).
(4) For b ∈ B, in M ×M ×M × Si we require:
(∆× id) tW (13)
where
W : Yb ×X ×X × Si →M ×M ×M × Si (14)
is defined by (y, x, x′, v) 7→ (β∨(y), αi(x, v), αi(x′,−v), v) and
∆× id : M × Si →M ×M ×M × Si
is defined by (z, v) 7→ (z, z, z, v).
The pseudocycles ∆× id and W in (13) descend to pseudocycles
[∆× id] : M × RPi →M × ((M ×M)×Z/2 Si),
and
[W] : Yb × ((X ×X)×Z/2 Si)→M × ((M ×M)×Z/2 Si),
respectively. Provided |b| = 2|a| − i, define ni,b,a = [∆× id] • [W], the intersection of
these two pseudocycles (of complementary dimension).






where # is the count modulo 2.
Remark 3.11. To see that Definition 3.10 is a good one, i.e. independent of the
choice of αi (all the other choices are immediately covered by pseudocycle theory, e.g.
[20]), observe that the given number of points ni,b,a in any given degree (by which
we mean for any fixed choice of Si ⊂ S∞) is obtained as the number of intersection
points of two pseudocycles. A construction as in [20, Lemma 3.2] for two different
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choices of αi yields a bordism of pseudocycles, meaning that the intersection number
ni,b,a is independent of this choice.
Remark 3.12. The Morse Steenrod square of Definition 3.2 is the same as Definition
3.10 using the isomorphism HM∗(M,f) ∼= H∗(M) that intertwines the Morse product
and the cup product, in particular as described in [17].
Recall that for each v, and Morse cocycle a =
∑
ni · ai (ni ∈ Z and ai ∈ crit(f))
there is a pseudocycle associated to the s-dependent Morse function fv,s. The domain
of this pseudocycle is constructed first by taking the spaces W s(ai, fv,s) of smooth
u : [0,∞) → M such that ∂u/∂t(s) = −∇fv,s(u(s)) and u(∞) = ai, the stable
manifold under fv,s. One then adds in the codimension 1 strata of the standard
Morse compactification, and then glues together the disjoint union of ni copies of each
W s(ai, fv,s), along the codimension 1 strata, which one knows can be done because
da = 0. We call this space W (a, fv,s). The map of this pseudocycle is (on the
codimension 0 strata) evaluation at 0, denoted Ev : W (a, fv,s) → M . Details are in
[17, Lemma 4.5], for the pseudocycle W (a, f) associated to the fixed Morse function
f .
Recall that we chose fv,s in Section 3.2, based on Section 2.3. Specifically, they
satisfy fv,s = β(s)fv + (1−β(s))f (where fv is confined to a small contractible neigh-
bourhood of Morse functions Uf containing f). Observe that in this instance fv,s = f
for s ≥ 1. Recall that for each v ∈ Si there is a 1-parameter family of diffeomorphisms
φv,s : M →M for s ∈ [0, 1], defined by φv,0 = id and
∂φv,t/∂t|t=s(x) = −∇fv,s(x).
Then W (a, fv,s) = φ
−1
v,1(W (a, f)).
Hence, for each i ∈ Z≥0 we obtain an αi : W (a, f)× Si →M × Si, defined by
αi(u, v) = (Evφ
−1
v,1u, v).
Then recalling the conditions we required from α, earlier in Section 3.4, we see that:
• condition (1) holds,
• condition (2) is immediate because we define our map fibrewise for each v,
• condition (3) holds because of [17, Lemma 4.5],
• condition (4) holds because of condition (2) at the beginning of Section 3.1.
Remark 3.13. As the definition in this section will be used as a computational tool
for our purposes, for simplicity we will assume in certain places that our homology
classes in B can be represented as embedded submanifolds: in this instance, we may
replace a αi : X×Si →M×Si (which in such a case satisfies that π1αi(·, v) : X →M
is an embedding for each v ∈ Si) by Xv := π1αi(X, v).
Remark 3.14. Suppose that α is represented by an embedded submanifold A ⊂ M .
Then each αi(Xi) cannot simply be {(p, v)|p ∈ A, v ∈ Si}, because then transversal-
ity would not hold. More generally, we cannot assume that the pseudocycles αi are
independent of v. In the next section we construct a family of admissible choices of
αi. However, we may take B
∨ × Si to be such a “standard representative”. This is
analogous to how, in the Morse definition, f1s is chosen to be independent of v.
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3.5. Properties of the Steenrod Square. As promised in Section 3.1 we now
check Axiom 3 from Section 2.2.
Lemma 3.15. Sq0(PD(pt)) = PD(pt).
Proof. Let n = dim(M). Write a = PD(pt). We construct a representative of
{pt} × Sn in M × Sn:
The submanifold pt ⊂ M has trivialisable normal bundle, so the disc subbundle
D(pt) of the normal bundle N(pt) embeds into M as a small disc around pt. Let
Sn, Dn ⊂ Rn+1, where
Sn =
{













is the n-disc with the n+ 1th coordinate 0. There is a natural flattening map denoted
φ′ : Sn → Dn, where φ′(x1, . . . , xn, xn+1) = (x1, . . . xn, 0) is projection of Sn onto the
first n coordinates. Note that φ′ is a double cover except on the equator, which is
∂Dn ∼= Sn−1.
There is a diffeomorphism Dn ∼= D(pt) ⊂ M . Composing φ′ with this diffeo-
morphism defines φ : Sn → M . The map φ is homotopic to a constant map hence⊔
v∈Sn(φ(v), v), the graph of φ in M × Sn, is cobordant to {pt} × Sn ⊂ M × Sn.
Specifically, we denote αn : {pt} × Sn → M × Sn by αn(pt, v) = (φ(v), v), and this
immediately satisfies most of the relevant properties of αn from Section 3.4 (we will
verify transversality after computing the points of intersection).
Observe that for b 6= [M ]∗ (hence PD(b∨) 6= [M ]), and for a general choice of
the dual basis pseudocycles β∨, there is no intersection as in Statement (13) (hence
transversality holds trivially). To check transversality in the case where b = [M ]∗, we
pick β∨ = idM : M → M . Then for ∆ ⊂ M ×M the diagonal, ∆ × Si intersects
Φ := tv∈Si{φ(v)} × {φ(−v)} × {v} exactly when φ(v) = φ(−v). We know there is
exactly one such pair {±v0}, where v0 = (0, ..., 0, 1) ⊂ Sn ⊂ Rn+1.
To verify transversality, consider the tangent directions at (β∨(x), φ(v0), φ(−v0), v0)
in T (M × M × M × Si) = TM ⊕ TM ⊕ TM ⊕ TSi. Those tangent directions
in 0 ⊕ 0 ⊕ 0 ⊕ TSi and T∆ ⊕ 0 ⊂ T (M × M × M) ⊕ TSi are all contained in
T (∆ × Si) = T∆ ⊕ TSi. Similarly, as β∨ = idM we obtain all tangent vectors in
TM ⊕ 0 ⊕ 0 ⊕ 0. It remains to show that we may obtain the rest of the tangent
vectors of T (M ×M ×M × Si). Observe that dφ(v0) = −dφ(−v0) is nondegenerate,
because v0 6∈ φ′(∂Dn). Hence in particular {(φ(v), φ(−v))}v∈Sn ⊂ M ×M intersects
{(x, x)}x∈M ⊂ M × M transversely at (φ(v0), φ(−v0)). This immediately implies
transversality.
To calculate the coefficient of a in Sq0(a), count the number of (pairs of) solutions
to φ(v) = φ(−v) modulo Z/2. Recall from above there exists exactly one such (pair
of) solutions v = ±v0. Taking this modulo the Z/2 action gives Sq0(a) = a+ .... The
cycle {a} generates Hn(M) so there are no more contributions to Sq0(a) for degree
reasons. 
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An easy generalisation of the above proof shows:
Lemma 3.16. For x ∈ H∗(M), when PD(x) is represented by an embedded subman-
ifold χ then Sq0(x) = x.
Proof. Let x be as given in the statement. Proceed as in the previous lemma, but
now x = PD(X) for some cycle X. It is convenient to assume that X is in a basis
for the homology of M , with PD(X∨) = x∨ being the corresponding member of the
dual basis under the intersection product. Similarly to above, for general pseudocycle
representatives α : χ → M and α∨ : Y → M of X,X∨, we detemine that α · α∨
consists of a finite, odd number of points {pi} (since x · x∨ = 1 mod 2 by definition).
In particular, this is true when α is the embedding of χ. Moreover, this is true of any
generic sufficiently small perturbation of α, such as when the image of α is contained
in a sufficiently small normal disc bundle of χ.
Each of these pi has a small neighbourhood Ui ⊂ M such that the normal bundle
N(χ) of χ is trivial on Ui∩χ, with the Ui being pairwise disjoint. Pick a bump function
βi for each neighbourhood Ui. On the neighbourhood Ui, there is a diffeomorphism
between the disc bundle and the trivial bundle D(Ui) ∼= (Ui ∩ χ)×Dn−dim(χ). Using
the tubular neighbourhood theorem, N(χ) and hence (Ui ∩ χ) × Dn−dim(χ) embeds
into M via a map e.
Hence there is a smooth map φ : χ × Sn−dim(χ) → M , such that if x ∈ χ is
not in any Ui, then φ(x, v) = x. Otherwise x is in exactly one Ui and we define
φ(x, v) := e(x, βi(x)φ
′(v)), where φ′ : Sn−dim(χ) → Dn−dim(χ) is the flattening map
as in the previous lemma. This yields αn−dim(χ)(x, v) := φ(x, v), recalling that n −
dim(χ) = |x|. Consider the intersection modulo Z/2, whose transversality is verified
as in Lemma 3.15. The coefficient of xh|x| is obtained by using as the output cycle
α∨(Y ) × Sn−dim(χ). By construction, such intersections only occur when the first
coordinate is one of the pi. At pi, there is exactly one pair of solutions corresponding
to the two solutions as in the previous claim: i.e. φ′ is 2 to 1 on a dense open subset.
Take the quotient by the Z/2 action to deduce that the number of contributions
is an odd number (the number of pi) multiplied by an odd number (the number of
pairs of solutions at each pi), hence is odd. Therefore Sq
0(x) = xh|x| + .... To show
that there are no more terms in Sq0(x), repeat this with Sn−dim(χ)×B as the output
cycle, for B representing another element of the dual basis of homology. Strictly, to
cover all cases at once we must choose pseudocycle representatives for every B ∈ B∨.
Then instead of considering {pi}, we now have {pB,i}, where B varies in B∨, which
are pairwise distinct. Define similarly pairwise disjoint UB,i 3 pB,i, and a map φ as
previously. Then as B 6= X∨ is in the dual basis, a general pseudocycle representative
of B intersects χ with an even number of points. We count exactly as in the previous
case, except the number of contributions is an even number (the intersection number
of B ·χ) multiplied by an odd number. Hence the count is even and the contributions
due to other B are 0. 
Corollary 3.17. Let A be a closed submanifold of M , with trivialisable normal bun-
dle. Then Sqi(PD([A])) = 0 for i 6= 0.
Proof. Use the embedding e : A × Dn−dim(A) → M by inclusion of the unit disc
bundle of A, which exists because A has trivialisable normal bundle, to define Av for
THE QUANTUM STEENROD SQUARES AND THEIR ALGEBRAIC RELATIONS 25
v ∈ Sn−i for i > 0. Immediately no intersections occur for i 6= 0, as Av ∩A−v = ∅ for
all v ∈ Sn−i. 
Remark 3.18. More generally, for any immersed submanifold A −→ X, consider
the homology class [A] ∈ H∗(X). Then Sqi(PD([A])) is the Stiefel-Whitney class
wi(NAX) (where NAX is the normal bundle of A in X). An account of Stiefel-
Whitney classes is given in [13].
4. Quantum Steenrod Square via Morse theory
Let M be a closed monotone symplectic manifold. The definition of the quantum
Steenrod square uses a Y -shaped graph as with the Morse Steenrod square, but now
allows for a J-holomorphic sphere at the trivalent vertex in the Y-shaped graph in the
definition. This is a J-holomorphic sphere with 2 + 1 marked points, and 2 incoming
and 1 outgoing Morse flowlines from the respective marked points.
Make a choice of fps,v as in Subsection 3.1, for p = 1, 2, 3. Let N be the minimal
Chern number of M . Fix i, j ∈ Z≥0 and a, b ∈ H∗(M) with
|b| − 2|a|+ i+ 2jN = 0.
Let M′i,j(b, a) be the moduli space of pairs (u, v), such that:
• v ∈ Si,
• u : S2 →M is a simple J-holomorphic map of Chern number 2jN , i.e.
du(z) = J(u(z)) ◦ du(z) ◦ jS2(z), (15)
where jS2 is the standard almost complex structure on S
2,
• the −∇f1s,v flowline from u(0) converges to b as s → −∞ and the −∇f
p
s,v
flowline from u(1), u(∞) converge to a as s→∞ for p = 2, 3 respectively.
There is a free Z/2-action on this moduli space:
ιM(u, v) = (u ◦R,−v)
where R is the unique Möbius map in PSL(2,C) swapping 1 and ∞ and fixing 0. Let
Mi,j(a, b) =M′i,j(a, b)/ιM.
The space Mi,j(a, b) is a smooth manifold of dimension |b| − 2|a| + i + 2jN . See
Appendix B.3 for a discussion of transversality for the equivariant case in the presence
of pseudoholomorphic spheres.
Definition 4.1 (Morse Quantum Steenrod Square). Pick a basis B of H∗(M). Let








QSi,j(a) · hiT j .
Extend to a general element of QH∗(M) by QS(aT j) = QS(a)T 2j.
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The proof that QS is an additive homomorphism is identical to Proposition 3.3.
First define QS ′ : H∗Z/2(M × M) → QH
∗(M) ⊗ H∗(BZ/2). This is identical to
Sq′ from Definition 3.2, but one uses moduli spaces Mi,j(a1, a2, a3) that have a J-
holomorphic map u : S2 → M in place of the intersection of the Morse flowlines.
Then QS = QS ′ ◦ double, and observe that QS ′(x1 ⊗ x2 + x2 ⊗ x1) = 0.
Remark 4.2. For a ∈ H∗(M),
QSi,0(a) = Sq|a|−i(a)
as it counts constant spheres. Further,∑
j≥0
QS0,j(a)T j = a ∗ a
is the usual quantum product.
4.1. Quantum Steenrod Squares via intersections of cycles. Let a ∈ H |a|(M),
and we pick a basis B of H∗(M). Denote α = PD(a), β = PD(b) for b ∈ B. We
define a moduli space and evaluation maps analogously to Section 2.4: given j ∈ Z≥0,
consider Mj(J)× Si consisting of pairs (u, v) where u is a J-holomorphic map such
that u∗[S
2] has Chern number jN and v ∈ Si. Fixing q ∈ CP1, the evaluation maps
are evq × idSi : Mj(J) × Si → M × Si, which we abusively denote evq. Choose a
sequence of maps (αi)
∞
i=0 : X×Si →M×Si as in Section 3.4, satisfying conditions (1),
(2) and (3) but we will modify (4). Firstly, letM(j, J) be the space of J-holomorphic
spheres of Chern number jN , with a Z/2-action acting by u 7→ u ◦ R, where as in
Section 4 R : S2 → S2, R(z) = z/(z − 1). Further, for b ∈ B, and i ∈ Z≥0 we define:
YQ : Yb × ((X ×X)×Z/2 Si)→M × ((M ×M)×Z/2 Si)
by
(y, ((x, x′), [v])) 7→ (β∨(y), [αi(x, v), αi(x′,−v), v]),
and
ev :M(j, J)×Z/2 Si →M × ((M ×M)×Z/2 Si)
is defined by
[u, v] 7→ (u(0), [u(1), u(∞), v]).
The required condition (4) is then:
(4) For b ∈ B, and i ∈ Z≥0, the intersection of pseudocycles
ev(M(j, J)×Z/2 Si) ∩ YQ(X × RPi) (16)
is transverse in M × ((M ×M)×Z/2 Si).
Given i, j ∈ Z≥0, for |b| = 2|a| − i − 2j, the pseudocycles are of complementary
dimension. Define ni,j(a, b) to be the intersection number of these pseudocycles.
Definition 4.3 (Quantum Steenrod Square). For a ∈ H∗(M) define
QS : QH∗(M)→ QH∗(M)[h],
such that




ni,j(a, b) · bT jhi
with QS a linear homomorphism. Then extend QS linearly to QH∗ by requiring that
QS(aT k) = QS(a)T 2k. Also define QSi,j(a) as previously.
As in the classical case this is equivalent to Definition 4.1.
4.2. Quantum Stiefel Whitney Class. For a smooth compact manifold M , the
classical Stiefel-Whitney class of TM , w(TM), is constructed as in [6, Section 5.3], us-
ing a certain graph operation. We will not go into details. A more classical treatment
is found in [13].
Using the convention that 〈ah,A〉 = 〈a,A〉h for a ∈ H∗(M), A ∈ H∗(M), one can





Sq(y) · 〈Sq(y∨), [M ]〉.





y · 〈Sq(y∨), [M ]〉. (17)





Substituting this into the definition of v, i.e. 〈Sq(b), [M ]〉 = 〈b ∪ v, [M ]〉 for any
b ∈ H∗(M), we obtain that
〈Sq(b), [M ]〉 =
∑
y∈B
ny,i · 〈b ∪ yhi, [M ]〉.
For each y ∈ B, let b = y∨. Hence
〈Sq(y∨), [M ]〉 = ny,i · 〈y∨ ∪ yhi, [M ]〉 = ny,i · hi〈[M ]∗, [M ]〉 = ny,i · hi,
and (17) follows. 
Let M be a closed monotone symplectic manifold.






It follows from this definition and a grading argument that:
Lemma 4.6. If the minimal Chern number N > (dimM)/2 then wQ(TM) = w(TM).
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Proof. We will show that given the assumptions of this lemma, for every y ∈ H∗(M),
either QS(y) = Sq(y) or 〈Sq(y∨), [M ]〉 = 0.
Suppose that QS(y), which is of degree 2|y|, has a summand containing some
nontrivial power of T , which is of degree 2N . This implies that 2|y| ≥ 2N > dimM .
Hence |y| > (dimM)/2. Hence |y∨| < (dimM)/2, and therefore for degree reasons
there can be no summand of the form [M ]∗hj in the expansion of Sq(y∨). Therefore
〈Sq(y∨), [M ]〉 = 0. 
Corollary 4.7. Let M = CPn. Then wQ(TM) = w(TM).
Proof. The minimal Chern number for CPn is N = n + 1 > n = (dimCPn)/2. Now
apply Lemma 4.6. 
5. The Quantum Cartan relation
We continue the discussion from Example 1.1. Consider the space M#0,5 of 5 distinct




where the Möbius group G = PSL(2,C) acts diagonally on the 5 marked points.
There are two different descriptions of M0,5 that will be useful:
(1) {(z0, z1, z2, z3, z4)}/G of five distinct points modulo the action ofG, reparametris-
ing Möbius maps.
(2) {(0, 1,∞, z3, z4)} with z3, z4 distinct from each other and from 0, 1,∞.
The former description gives a simpler definition of the compactification, but the
latter description is more useful when describing homology classes. Letting z3, z4 vary
in the description (2) yields a third description:
(3)
M0,5 ∼= ((CP1 − {0, 1,∞})× (CP1 − {0, 1,∞}))−∆,
where ∆ is the diagonal.
One compactifies this space, adding stable genus 0 nodal curves with 5 marked points
(there are 10 copies of CP1 − {0, 1,∞} and 15 points to add), one obtains a space
M0,5 ' Bl{(0,0),(1,1),(∞,∞)}(CP1 × CP1).
See [11, Section D.7.]. Then M0,5 is homotopy equivalent to (CP1 × CP1)#3(CP2),
which means:
H∗(M0,5) = F2[δ1, δ2, w0, w1, w∞]/I






i + δ1δ2 for all i, and δiωj for all i, j, and ωiωj for i 6= j)
(18)
where wi corresponds to the exceptional divisor at (i, i) and δ1, δ2 correspond to the
spheres CP1×{pt} and {pt}×CP1 respectively: thus all the generators have degree 2.
A treatment of this is [11, Section D.7]. Henceforth Wi = PD(wi) and ∆j = PD(δj)
for i = 0, 1,∞ and j = 1, 2.
Let x, y, z be cohomology classes in H∗(M). Let ζ : Z∨ → M be a pseudocycle
representative of PD(z∨). There is a natural Z/2 action on M0,5, induced by (12)(34).
Specifically,
ι : (z0, z1, z2, z3, z4) 7→ (z0, z2, z1, z4, z3).
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Then ι×−id defines a free diagonal Z/2 action on M0,5 × Si for each i. Define
Pi := (M0,5 × Si)/(ι×−id).
Pick smooth maps χi : Xi → M and γi : Yi → M , as in Section 4.1, for the
cohomology classes x, y. Then M′i,j(x, y, z) consists of triples (u,m, v), where m is
a 5-pointed genus 0 holomorphic nodal curve, and u : |m| → M is a smooth stable
(nodal) J-holomorphic map representing a homology class of Chern number jN (here
|m| refers to forgetting the marked points of m). The parameter space is v ∈ Si. The
map u satisfies u(z0) ∈ ζ(Z∨), u(z1) ∈ χv(Xv), u(z2) ∈ χ−v(X−v), u(z3) ∈ γv(Yv)
and u(z4) ∈ γ−v(Y−v).
There is a Z/2-action on M′i,j(x, y, z), acting by:
(u,m, v) 7→ (u, ιm,−v), (19)
recalling that ι acts, as on M0,5, by the permutation of marked points (12)(34). Then
the action (19) is well defined because |ιm| = |m|. There is also an action induced
by reparametrisation: specifically, if g ∈ PSL(2,C) acts on some holomorphic sphere
ma of m, with corresponding J-holomorphic map ua : |ma| →M , then
g · (ua,ma, v) = (ua · g−1, g ·ma, v). (20)
We denote
Mi,j(x, y, z)
the moduli space obtained after quotienting M′i,j(x, y, z) by the actions in Equation
(19) and (20).
There is a natural map
πx,y,z :Mi,j(x, y, z)→ Pi, [u,m, v] 7→ [stab(m), v],
where stab(m) denotes taking the stabilisation of the 5-pointed genus 0 nodal curve
m, which corresponds to an element of M0,5. The square brackets denote taking
equivalences classes with respect to the actions of PSL(2,C) and Z/2.
Remark 5.1. We can think ofMi,j(x, y, z) as the inverse image under the evaluation
map
ev :M0,5(J, j)×Z/2 Si →M × (M4 ×Z/2 Si),
ev([[u, (p0, p1..., p4)], v]) = (u(p0), [(u(p1), ..., u(p4)), v])
where M0,5(J, j) is the set of 5-pointed J-holomorphic maps u : CP1 → M of Chern
number jN , where m combines the information of CP1 along with the 5 marked points.
The spaceM0,5(J, j) is a partial compactification using stable nodal genus 0 holomor-
phic curves that contain no repeated or multiply covered components. The Z/2-action
acts on the marked points by the permutation (12)(34). Observe that one uses some
large machinery, namely the gluing theorem for J-holomorphic curves (see [11, Chap-
ter 10]), to show that this partial compactification of the space of simple maps has a
fundamental class. Then given x, y, z as previous to this remark, it is immediate from





αv(Xv)× α−v(X−v)× γv(Yv)× γ−v(Y−v)× {v}
 . (21)
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As in Appendix B.1, we may interpret the expression between (, ) in Equation (21) as
a pseudocycle. The square brackets [, ] in Equation (21) denote the equivalence class
under the Z/2 action. This allows us to calculate dimMi,j(x, y, z) as follows.
Let Q be a closed submanifold of the parameter space Pi. Then Q represents a
cycle in H∗(Pi), such that:
dimπ−1x,y,z(Q) = |z| − 2|x| − 2|y|+ dim(Q) + 2jN. (22)
In particular, for Q = Pi, using dim(Pi) = 4 + i,
dimMi,j(x, y, z) = dimπ−1x,y,z(Pi) = |z| − 2|x| − 2|y|+ i+ 4 + 2jN.
Definition 5.2. Let W be a cycle in H∗(Pi) with i, j fixed, represented by a union of
embedded closed submanifolds
⋃
a∈AQa ⊂ Pi. Let x, y ∈ H∗(M). Define








where the first sum is taken over a basis of z for H |z|(M) such that Equation (22) is
0. Extending bilinearly over Z/2[T ], this defines a bilinear map
qi,j(W ) : QH
k(M)⊗QH l(M)→ QHk+l−|W |(M).
Lemma 5.3. The homomorphism
qi,j(W ) : QH
k(M)⊗QH l(M)→ QHk+l−|W |(M)
does not depend on the representative of W , and is additive.
Proof. Represent W by a pseudocycle ω : U → Pi (in the case of Definition 5.2,
we chose a union of embedded submanifolds). Observe that the coefficient of z in
qi,j(W )(x, y) is the intersection number of two pseudocycles. Using notation as previ-
ously, these are πx,y,z :Mi,j(x, y, z)→ Pi and ω : U → Pi. We know that intersection
numbers are independent of the choice of pseudocycle representative, i.e. qi,j(W ) only
depends on the homology class of W .
Then it is immediate that qi,j(W + W
′) = qi,j(W ) + qi,j(W
′), as if ω : U → Pi
represents W and ω′ : U ′ → Pi represents W ′ then consider ω′′ : U tU ′ → Pi, defined
by ω′′|Uλ = ωλ for λ =′ or ′′. Then ω′′ represents W +W ′. The intersection numbers
from the previous paragraph are additive. 
Remark 5.4. One likewise calculates the coefficients of zT j in qi,j(W )(x, y) (with
notation as in Definition 5.2) in the following way. Take the cup product of the cycle
π∗ρ, where ρ = PD(Q) ∈ H∗(Pi), with the pullback of z∨ × x × x × y × y under the
evaluation map (specifically, the cup product takes place in H∗(M0,5(j, J)×Z/2 Si)).
Integrate this over the equivariant fundamental class of M0,5(j, J).
In the following, use a cell decomposition for Si with cells Di,± in degree i, cor-
responding to the two hemispheres of dimension i. For d the differential on cellular
chains, d(Di,±) = Di−1,+ +Di−1,−.
The class of cases we consider are when dim(Q) = i. If m1,m2 ∈M0,5 are as given
in Figure 6, then m1 and m2 are invariant under the Z/2 action on M0,5. Hence










Figure 6. m1, m2 ∈ M0,5
{m1} × Di,+ and {m2} × Di,+, which are embedded submanifolds of Pi, represent
well defined cycles in H∗(M0,5×Z/2 Si). For p = 1, 2 call these cycles Qip. To see that
these cycles are indeed closed, observe that (for example using singular homology),
if X ⊂ M0,5 is an embedded submanifold, then X × Di,+ represents some chain in
H∗(Pi). Then abusing notation (applying the Künneth isomorphism, and writing the
submanifold X instead of a sum of the simplices representing X),
d([X ×Di,+]) = [(dX)×Di,+] + [X × (Di−1,+ +Di−1,−)] = [(X + ιX)×Di−1,+].
The brackets [, ] represent that we have taken the quotient by Z/2 of the chain complex
C∗(M0,5 × Si). The last equality uses the Z/2-action on M0,5 × Si. Hence, if X is a
Z/2-invariant closed submanifold, such as {m1} and {m2}, then the chain represented
by X ×Di,+ is closed in equivariant homology.
Indeed, by the previous, for i > 0 the chain “{pt} ×Di,+” is only a cycle when pt
is a fixed point of the Z/2 action on M0,5. The space of fixed points (M0,5)Z/2 is the
disjoint union of a sphere containing m2 and the single point m1. See Remark 5.11












i = QS(x ∗ y).
Proof. For the rest of this proof, we fix i, j, and we show that
qi,j(Q
i
1)(x, y) = [QS(x) ∗QS(y)]i,jT j .
To do this we proceed as in Lemma 3.8, using 1-dimensional moduli spaces, the ends




1)(x, y) ·hi and QS(x)∗QS(y) respectively. This yields
a bordism between the endpoints, with more details provided in Appendix B.4.
Fixing some i ∈ N (the dimension of the sphere in which v will vary), we consider the
1-dimensional moduli spaces from Section 3.3, denoted M̃1(x, y, z) and M̃2(x, y, z).
Recall the spaces T c ∼= [0,∞], and T → T c. We define quantum analogues M̃Qp (x, y, z)
of the M̃p(x, y, z) from Section 5 for p = 1, 2, where now each element of M̃Qp (x, y, z)
is a triple (t, u, v) where t ∈ T c, v ∈ Si and u : (|t|Q, t) → M is continous, and
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smooth away from nodes. Here, |t|Q is obtained by taking the graph associated to |t|,
and adding a sphere at each trivalent vertex (in such a way that the incoming edge
of t is attached at 0 on the sphere, and the outgoing vertices are attached at 1,∞
respectively). We then require that u is J-holomorphic on each sphere, satisfies the
edge and asymptotic equations as in Section 3.3, and the sum of the Chern numbers
of the three spheres is jN . The Z/2-action acts by (u, v) 7→ (u ◦ r,−v), where r acts
on |t| as in Section 5 and extends to the holomorphic spheres in the following ways:
• for M̃Q1 (x, y, z), the involution r acts by z 7→ z/(z − 1) on the two right
holomorphic spheres and the identity on the left holomorphic sphere.
• for M̃Q2 (x, y, z), the involution r acts by z 7→ z/(z−1) on the left holomorphic
sphere and the identity on the two right holomorphic spheres.
For the t = 0 end of the moduli spaces, we instead consider for M̃Qp (x, y, z) contin-
uous maps u : |mp|′ →M . Here, mp are the elements of M0,5 as in Figure 6, and |mp|′
is obtained from the nodal sphere configuration |mp| associated to mp, by attaching
to z0 the negative half-line (−∞, 0] and to z1, z2, z3, z4 the positive half-line [0,∞).
We then require the same conditions on the edges, the asymptotics and the energy of
the nodal spheres. The Z/2-action extends continuously from the t ∈ (0,∞] action.
We let MQp (x, y, z) = M̃Qp (x, y, z)/(Z/2) for p = 1, 2.
It is then immediate from the definition that counting the setups corresponding
to the t = 0 end of Mp,j(x, y, z) is the coefficient of z in qi,j(Qip)(x, y)hi, for each i.
Hence, it remains to show that counting the t = ∞ ends of MQp (x, y, z) corresponds
to the coefficient of QS(x) ∗QS(y) and QS(x ∗ y) respectively for p = 1, 2. The proof
of this is identical to Lemmas 3.8 and 3.9 respectively.
We do not need to worry about the bubbling off of extra spheres because M is
monotone. Specifically, any J-holomorphic bubble must have strictly less than 2
marked points. Introducing “phantom” marked points, we may consider this to be a
3-pointed Gromov-Witten invariant corresponding to intersections with the Poincaré
dual of 1 ∈ H0(M). We know that, for a general choice of J , such Gromov-Witten
invariants only contain contributions from constant spheres, as in [11, Proposition
11.1.11(ii)]. 
We now prove a slightly more general lemma for Z/2-equivariant homology.
Lemma 5.6. Suppose that M is a smooth connected manifold with a smooth Z/2-
action ι : M → M . Suppose that Wn, Ln−1 ⊂ M are submanifolds, fixed set-wise
by ι, of dimensions n, n− 1 respectively, and representing respective homology classes
[W ], [L]. Suppose further that W = L ∪ U ∪ ιU for some open submanifold U ⊂ W
such that ∂U = L, where U is the closure of U in W .
Then denoting Di,+ for the upper i-dimensional hemisphere in Sj (i ≤ j), the
submanifolds W ×Di−1,+ and L×Di,+ of M × Sj represent homologous elements of
H∗(M ×Z/2 Sj) i.e.
[W ×Di−1,+] = [L×Di,+].
Proof. By the Künneth isomorphism, using singular homology, there is a quasi-
isomorphism between C•(M) ⊗ C•(Sj) and C•(M × Sj), here using singular homol-
ogy. In fact we may replace singular homology of C•(S
j) by cellular homology, as the
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Künneth isomorphism is natural on chain complexes. In this cellular decomposition,
there are two i-cells for each 0 ≤ i ≤ j, such that one obtains a decomposition of Sj+1
from Sj by attaching two j + 1-cells along their boundaries at Sj .
Observe then that there is an involution on C•(M)⊗C•(Sj), which is the chain map
φ := ι∗⊗ (−id)∗. We consider the homology of the complex (C•(M)⊗C•(Sj))/φ, the
quotient of the complex C•(M)⊗C•(Sj) by φ, with the differential being induced by
the differential on the tensor product. Then we know that the Künneth isomorphism
is natural (in particular, with respect to the action of φ), hence
H∗((C•(M)⊗ C•(Sj))/φ) ∼= H∗(C•(M × Sj)/φ).
The homology of the latter complex is isomorphic to the homology of M ×Z/2 Sj , but
we will represent chains using the former complex.
We will (abusively) denote by W ×Di−1,+ the φ-equivalence class of the chain (i.e.
sum of simplices) corresponding to the submanifold W ×Di−1,+ ⊂M × Sj . Observe
that
d(U ×Di,+) = (dU)×Di,+ + U × (dDi,+),
abusively also denoting by d the differentials on all possible complexes. We know that
dU = L by assumption. Further, dDi,+ = Di−1,+ +Di−1,−. Hence
d(U ×Di,+) = L×Di,+ + U × (Di−1,+ +Di−1,−).
Note that
U × (Di−1,+ +Di−1,−) = U ×Di−1,+ + U ×Di−1,−
= U ×Di−1,+ + ιU ×Di−1,+
= (U + ιU)×Di−1,+,
using for the second equality that the chains represent elements of the complex quo-
tiented by the involution φ. But note that by definition the chains U + ιU = W
(summing simplices, the boundaries match and cancel along L). Hence
d(U ×Di,+) = L×Di,+ +W ×Di−1,+,
as required. 
Let Ai = Qi1 −Qi2. Let Wq be the pullback under the blowdown
Bl(0,0),(1,1),(∞,∞)(CP1 × CP1)→ Bl(q,q)(CP1 × CP1),
of the exceptional CP1 divisor in Bl(q,q)(CP1 × CP1), for q = 0, 1,∞. The elements
of W0 are given in Figure 7.
Lemma 5.7. [W0 ×Di−2,+] = [{m1} ×Di,+] + [{m2} ×Di,+].
Proof. We use M = M0,5 and W = W0, and ι = (12)(34). Observe that we may
identify W0 ∼= S2 with the extended complex plane, fixing (z0, z3, z4) = (0, 1,∞). The
z ∈ C∪{∞} corresponds to the freely moving point on the four-pointed component of
an element m of W0: specifically, the node connecting together the two components
(i.e. copies of S2) that together comprise m. The Z/2-action on C ∪ {∞} is then
z 7→ z/(z − 1). Let L = R ⊂ C ∪ {∞}. By Lemma 5.6, we know that





















Figure 7. Elements of W0
Now observe that L contains two fixed points, {m1,m3} ∈ W0 corresponding to the
points {0, 2} ∈ R ⊂ C ∪ {∞}. Applying Lemma 5.6 again, we obtain that
[W0 ×Di−2,+] = [L×Di−1,+] = [{m1,m3} ×Di,+] = [{m1} ×Di,+] + [{m3} ×Di,+].
Hence it remains to prove that [{m3} × Di,+] = [{m2} × Di,+]. Recall we stated
earlier (and will elaborate in Remark 5.11) that the fixed point set of M0,5 corresponds
to the union of {m1} and a 2-dimensional sphere. In particular, the points m3 and
m2 can be joined by a path of invariant points, which we denote l. Then d(l×Di,+) =
{m3} ×Di,+ + {m2} ×Di,+, as required. 
Proof of Theorem 1.2. By Lemmas 5.7 and 5.3, qi,j({m1} × Di,+) = qi,j({m2} ×
Di,+) + qi,j(W0 × Di−2,+). Multiply by hi and sum over all i, j and apply Lemma
5.5. 
Lemma 5.8. The homomorphism qi,j(W0×Di−2,+) is only nonzero for i > 0, j > 0.
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Proof. The j = 0 case corresponds to J-holomorphic maps that are constant. Suppose
that we have chosen input cocycles x, y and a test output cocycle z∨, such that the
moduli space used to calculate the coefficient of z in qi,j(W0 × Di−2,+)(x, y) is 0-
dimensional. In particular, we require that |z| = 2|x|+ 2|y| − (i− 2), using Equation
(22) and recalling that dimW0 ×Di−2,+ = i and j = 0. However, such setups in fact
consists of pairs (m ∈ W0, (v, u)) such that (v, u) is a configuration as in the t = 0
end of Figure 2. For generic choices of data, there do not exist any such (v, u) (the
space of such pairs is of virtual dimension |z|−2|x|−2|y|+ i = −2), hence the moduli
space is empty and therefore trivially transverse.
For the vanishing for i = 0, observe that the hi terms correspond to calculating
qi,j(W0×Di−2,+) which vanishes for i < 2, as S∞ has no cells of negative dimension.

We will verify Theorem 1.2 in the case of CP1.
Example 5.9 (CP1). Let x be the generator of 2-dimensional cohomology. We verify
that
[QS(x) ∗QS(x)]i,j = QSi,j(x ∗ x) + qi,j(W0 ×Di−2,+)(x, x).
We know that there can only be contributions from j > 0 and i > 0, by Lemma 5.8. In
the cases where j = 0 or i = 0, we have already verified this using Example 1.1. For
degree reasons, there cannot be any solutions for j ≥ 2 or i ≥ 4, and there cannot be
solutions for i = 1, 3 (as CP1 has only even cohomology). Hence we need to consider
only the cases (i, j) = (4, 1), (2, 1).
For the case (i, j) = (4, 1),
[QS(x) ∗QS(x)]4,1 = [T 2 + h4T ]4,1 = h4T
QS4,1(x ∗ x) = QS4,1(T ) = [T 2]4,1 = 0.
We then calculate q4,1(W0 ×D2,+)(x, x).
Pick representatives of PD(x) × S2 as follows: let φ : S2 → D2 be the “flattening
map” of the sphere, i.e. if S2 ⊂ R3 it is projection onto R2 ⊂ R3. Pick two disjoint
discs in CP1 = S2, call them D and D′, and pick maps η : D2 → D ↪−→ CP1 and
η′ : D2 → D ↪−→ CP1 identifying D2 with D,D′ respectively. Let ψ = η◦φ : S2 → CP1,
and likewise ψ′ = η′ ◦φ : S2 → CP1. Then two representatives of PD(x)v = {pt}v are
ψ(v) and ψ′(v) where v varies in S2. Recall that elements of W0 are as in Figure 7.
Every element of W0 consists of two spheres, joined at a point, which in this discus-
sion we call “components”: recall that one has three special points, and one has four.
The space S2 has minimal Chern number N = 2, so for J-holomorphic maps u from
elements of W0 to CP1, the map u may be non-constant on only one of the two com-
ponents. Further, this J-holomorphic map must be degree 1 on the other component.
It is immediate that the map must be constant on the component with three marked
points (if it were constant on the other component, then the solution cannot be rigid
as z4 can vary freely), and the other sphere of u has degree 1. Then u(z1) = ψ(v) and
u(z2) = ψ(−v) meet at the unique point on the sphere where ψ(v) = ψ(−v). Hence
there is one solution, and this solution gives the correction term h4T .
For the case (i, j) = (2, 1), observe that the coefficient of h2 in the correction term
corresponds to using as the parameter space D2−2,+ ⊂ S2, which is a single point:
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thus, we are simply performing a nonequivariant calculation. As we are calculating
the coefficient of T , as in the previous paragraph we know that any J-holomorphic
maps must be constant on the component with three special points. This setup then
corresponds to deducing the coefficient of xT in (x∗x)∗ (x∪x), but x∪x = 0 in CP1.
Example 1.1 provides the contributions QS2,1(x ∗ x) = 0 and [QS(x) ∗QS(x)]2,1 = 0.
Henceforth, for brevity we will denote




for x, y ∈ QH∗(M).
Remark 5.10 (Quantum Cartan in Classical Case). Lemma 5.8 gives a sanity check
that in the classical case, Sq(x) ∪ Sq(y) = Sq(x ∪ y).
Remark 5.11. We recall that the Z/2-action ι on M0,5 acts on the labels of the
points by the transposition (12)(34). Hence, suppose that (0, 1,∞, z3, z4) ∈ M0,5.
Then ι(0, 1,∞, z3, z4) = [0,∞, 1, z4, z3]. This is no longer from description (2) of
M0,5. We must apply the element R ∈ PSL(2,C) such that R(z) = z/(z − 1). Then
[0,∞, 1, z4, z3] = [R0, R∞, R1, Rz4, Rz3] = (0, 1,∞, z4/(z4 − 1), z3/(z3 − 1)).
Such a point in M0,5 is fixed exactly when z3 = z4/(z4 − 1). This provides a 2-
dimensional family F of fixed points of ι, as z3 varies in S
2 − {0, 1,∞, 2}.
Using description (2) of M0,5, the action ι extends in the obvious way to the com-
pactification, by permuting edge labels of the marked points. Fixed points of the ι-
action on the compactification can be found in the limit as z3 → 0, 1,∞, 2, assuming
that z4 → 0,∞, 1, 2 respectively. These four points compactify F to a 2-sphere that
we denote F . The point when z3 → 1 and z4 →∞ is m2.
We now use description (1) of M0,5. It can be deduced by inspection that there are
no fixed points if exactly one of the pairs (z1, z3), (z2, z4), (z1, z4), (z2, z3) collide. The
collisions of (z1, z2) are only fixed if they collide at 2, which is covered above. The
collision of (z3, z4) is only fixed if it occurs at 2, which is the single point when (z1, z2)
collide at 0, which is counted above. It is an easy check that any point in a collision
of (z0, zi) is not fixed for i = 1, 2, 3, 4. Hence, the only other possibility to check is a
collision when two pairs collide at the same time, say (zi, zj), (zk, zl) for (i, j, k, l) all
distinct. Checking the cases, we see that there is a single point that has not yet been
accounted for in F , namely (z1, z2) and (z3, z4). This is the point m1.
6. Computing the Quantum Steenrod Square for toric varieties
In this section, we will use the intersection definition of the quantum Steenrod
square (Definition 4.3). We will require that αv : Xv →M is an embedded submani-
fold for each v (and not just a pseudocycle), and we will abusively replace αv(Xv) by
Xv.
6.1. Quantum Steenrod squares for CPn. Let xi generate H2i(CPn). By the
quantum Cartan relation, Theorem 1.2,
QS(xi+1) = QS(xi) ∗QS(x) + q(W )(xi, x)
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We can iteratively construct QS(xi+1) as long as we know q(W )(xi, x). Using a
combination of degree reasons and Remark 4.2, QS(x) = x ∗ x+ xh2.
Lemma 6.1. For 2i < n, q(W )(xi, x) = 0. For n ≤ 2i ≤ 2n,






Proof. Recall that we make a generic choice of Cn−1v ⊂ CPn, parametrised by v ∈ S∞,
such that Cn−1v represents PD(x) ∈ H2(n−1)(CPn) for each v. Similarly, we choose
Cn−iv ⊂ CPn representing PD(xi) ∈ H2(n−i)(CPn) for each v ∈ S∞. Observe that
q(W )(xi, x) has degree 4i+ 4 so, by Lemma 5.8, for i = 1, ..., n we deduce that:








1Th4i−2n + · · ·+mi+1i x2i−nTh2
(23)
where mi+1j are coefficients and the degrees are |x| = 2, so |xi| + |x| = 2i + 2 and
|T | = 2(n+ 1). Equation (23) follows for grading reasons.
We claim that mi+1j , the coefficient of x
i+j−nTh2(i+1)−2j , is the number of (un-
parametrised) J-holomorphic spheres that intersect both CPi+j−n and some repre-
sentative of PD(Sq2j(xi)). We proceed in the following steps:
i) Counting the coefficient of xi+j−nTh2(i+1)−2j in q(W )(xi, x) is the same as count-
ing setups as in Figure 8(1) for v ∈ D2i−2j,+ (recall D2i−2j,+ corresponds to the
h2i−2j+2 term when defining q(W ) in Theorem 1.2). Only T 1 appears in equa-
tion (23), so one of the holomorphic bubbles has degree 0 and the other degree
1. For the solutions to be rigid, the sphere with the marked points z1, z2 must
be constant (as in Example 5.9). This yields the setup in Figure 8(2).
ii) Let b be an element of the basis of cohomology, B. The intersection of Cn−iv and
Cn−i−v with some representative of PD(b
∨), taken over all v ∈ D2i−2j,+, is the
coefficient of b in Sq2j(xi) (by definition).
iii) Suppose that we neglect the intersections with Cn−1±v in Figure 8(2). Then we
count the number of (unparametrised) J-holomorphic spheres u : S2 → M that
intersect:
• a representative of PD((xi+j−n)∨) = PD(x2n−(i+j)) (an example of which
is a copy of CPi+j−n ⊂ CPn) and
• a representative of PD(Sq2j(xi)).











PD(xi+j). Recall that PD(xi+j) is represented by a copy
of CPn−(i+j). Our problem reduces to asking how many lines there are intersect-






However, this only makes sense if i + j − n ≥ 0 and n − (i + j) ≥ 0 (both
of the representatives must be of nonnegative dimension), hence j = n − i. In
particular, the representative of of PD((xi+j−n)∨) is a point, denoted pt. Further,










∼= CP0. For each ptk there is exactly one line between ptk and
pt (i.e. there is always exactly one line between any two points in CPn).
iv) The homology class of each of the degree 1 J-holomorphic spheres (the lines
from the previous step) is the same homology class as that of CP1. Observe that
CP1 ∩ Cn−1v = {pt′v} for each v. We make a generic choice of Cn−1v such that
the J−holomorphic spheres are not contained in Cn−1v for generic v: specifically,
we choose some hypersurface in Cn−1 not containing the finite collection of lines
from step iii, and then require that Cn−1v is a C
2-small perturbation in v from
this hypersurface (to ensure transversality). Then for each pair {vk,−vk}, the
intersection of the line at pt′vk fixes the parametrisation of the J-holomorphic
map, and the intersection of the line at pt′−vk fixes which element m of W0 that
we are using as the domain.





lines from step iii, there is exactly one choice of tuple
(m,u, vk) (up to reparametrisation and the Z/2-action) satisfying the configuration
in Figure 8(2). 
















i− (n+ 1− k)
j − k
)xi+jh2(i−j), (24)
where xi+j is the (i+ j)-th quantum power of x.
Observe that if i+ j ≥ n then xi+j = xi+j−nT , as this is the quantum power.


















i+1h2i−2 + · · ·+ liix2ih0
for some lij ∈ Z/2.



















term arises from the quantum correction). Using a Pascal Triangle and the iterative
formula for the lij , one can write down the closed form solution. 
In particular, truncating the sum in equation (24) to j ≤ n−i recovers the classical
Steenrod square formula for CPn from Example 2.4. This is because if j ≤ n− i then
every term in the second summation in Equation (24) vanishes because either
• j − k < 0
• or i− (n+ 1− k) < 0
























Constant on lower left bubble
CPi+j−n
Figure 8. Configurations for q(W )(xi, x) for CPn
To see that this is true, observe that if j ≥ k then
i− (n+ 1− k) = k + i− n− 1 ≤ j + i− n− 1.
Then as j ≤ n− i, we see that j + i− n− 1 ≤ −1 < 0
Explicit examples:






QS(x) = xh2 + T
QS(T ) = (xh2 + T )2 + Th4 = T 2.






QS(x) = xh2 + x2
QS(x2) = (xh2 + x2)2 + Th2 = x2h4 + Th2 + xT .











QS(x) = xh2 + x2
QS(x2) = (xh2 + x2)2 = x2h4 + T
QS(x3) = (xh2 + x2)(x2h4 + T ) = x3h6 + Th4 + xTh2 + x2T .
Remark 6.3. Observe that, after one appeals to dimension reasons to rule out the
other cases, the proof of Theorem 6.2 only uses GW (CPn−1, {pt}, {pt′}).
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6.2. Fano Toric Varieties. Let M be a compact monotone toric manifold, with
b ∈ H |b|(M) and x ∈ H2(M), and let X = PD(x). Then analogously to Theorem
6.2, one proves Theorem 1.3.
Proof of Theorem 1.3. Consider setups as in Figure 9, which we henceforth call se-
tups. These are configurations that, when counted, yield the coefficient of cT c1(µ)hi+2
in q(W )(b, xp). Henceforth we fix the dimension of the equivariant parameter space,
i ∈ Z≥0 corresponding to Si ⊂ S∞, and some µ ∈ H2(M,Z) such that the J-
holomorphic curves we consider represent µ. We also fix x ∈ H2(M) and b ∈ H∗(M),
as in the statement of the theorem. We make choices of Xv, Bv for v ∈ S∞, with the
usual conditions for the input cycles used in q(W )(b, xp). Given a test output cycle
c ∈ H∗(M), we pick an embedded submanifold representing PD(c∨).
We will describe configurations that are related to Figure 9, which we call reduced
setups, which arise by neglecting the intersection with Xv and the marked point z4
corresponding to it. The setup as given remains dimension 0: removing z4 “removes
2 dimensions”, and removing the intersection with Xv “adds 2 dimensions”.
A “reduced setup” is a pair (v, ured) such that v ∈ Si and ured : S2 ∨1∼0 S2 →M .
Then v ∈ Si and ured is J-holomorphic, and subject to (ured)∗[S2 ∨ S2] = µ. The
map ured satisfies:
ured(0) ∈ PD(c∨), ured(∞) ∈ X−v, ured(1) ∈ Bv, ured(∞) ∈ B−v.
Note that given a setup, we may obtain a reduced setup by forgetting the point z4
(and the associated intersection condition). Observe that the space of setups and
reduced setups is of the same dimension, |c|+ i+ 2c1(µ)− 2|x| − 2|b|.
We would like to prove that for a generic choice of {Xv}, if (v, ured) is a reduced
setup, then for every p ∈ S2 such that ured(p) ∈ Xv:
• ured and Xv intersect transversely in M at ured(p), and
• p is an injective point of ured.
Observe that if we are in the situation where the set of reduced setups is 0-
dimensional, i.e. |c| + i + 2c1(µ) − 2|x| − 2|b| = 0, then we may assume that no
intersections occur for v ∈ ∂Di,+ = Si−1. Further, counting reduced setups with
v ∈ Si and then quotienting by the free Z/2-action of Equation (19) is identical to
simply restricting to v ∈ D̊i,+ (without taking a quotient). With this in mind, we may
freely perturb our choice of Xv for v ∈ D̊i,+, without changing the reduced setups.
We make sure that the perturbation is sufficiently small that the moduli spaces of
setups remains transverse. Then the argument becomes a classical argument that a
generic perturbation of the embedded submanifold/pseudocycle Xv will be transverse
to ured, and [10, Proposition 1.3.1] implies that the set of injective points of a sim-
ple curve ured is open and dense: hence, generically each intersection occurs at an
injective point of ured.
Now suppose that we are given a reduced setup (v, ured). Then there are #(Xv •µ)
(modulo 2) setups corresponding to it. Observe that the actual number of corre-
sponding setups is #(Xv ∩ µ), where ∩ is the absolute number of intersection points
counted without signs. Generally such a count is not preserved under changes of
representatives of Xv and µ, but one immediately sees that #(Xv • µ) = #(Xv ∩ µ)
for transversely intersecting pseudocycles in characteristic 2. This choice of #(Xv •µ)















Figure 9. Configurations for q(W )(b, xp) for toric varieties, where x
and b are the inputs and c is the output. Here we are using the notation
where Xv and Bv are embedded submanifold, as in Remark 3.13.
setups corresponds to a choice of the marked point z4 on the domain, which we know
bijects with a choice of intersection points of Xv and Im(u) (as it is an injective point).
In fact, setups and reduced setups are in a 1 to #(X •µ) correspondence (recalling
that X = PD(x)). This holds because one may pick Xv such that every Xv is a
normal perturbation in a C2-small tubular neighbourhood of some fixed submanifold
representative X of X (argue likewise for a pseudocycle representative). This is then
bordant to having chosen Xv = X for all v, by deformation retracting the tubular
neighbourhood to X. Hence #(Xv • µ) = #(X • µ).









(QS2i,j−k(b) ∗µ,k x) · h|b|−2i+2T j .
However, considering reduced setups alone one may choose X−v to be independent of
v ∈ Di,+ (again, choose a deformation retraction of a tubular neighbourhood to its
core X). The result follows immediately from the definitions of QS and the quantum
product. 
As the cohomology of a toric variety M is generated by H2(M), iterated application
of (5) yields a general solution, i.e. one can calculate QS(xp1xp2 ...xpr) assuming the
base cases QS(xpi) for a basis {xp} of H2(M) are known. Using a combination of
degree reasons and Remark 4.2, QS(xp) = xp ∗ xp + xp · h2.
Proof of Corollary 1.4. We induct on degree. The base case is for |x| = 2, and we
know from above that QS(x) = xh2 + x ∗ x is determined by QH∗(M). Given
a ∈ H∗(M) for ∗ > 2, write a = b ∗ x for x ∈ H2(M). By Theorem 1.2, we have
QS(a) = QS(b)∗QS(x)+q(W )(b, x). By induction QS(b) and QS(x) are determined
by QH∗(M), hence so is QS(b) ∗QS(x). By Theorem 1.3, q(W )(b, x) is determined
by QH∗(M) (observing that #(X • µ) is determined from singular cohomology). 
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Let β : QH∗(M) → QH∗(M) be a ring homomorphism satisfying β(T ) = T . In
the notation of Theorem 1.3, we deduce that for a, b ∈ QH∗(M),
β(a ∗0,0 b) = β(a) ∗0,0 β(b).
This is because µ = 0 is the only possible element of H2(M,Z) of Chern number 0
when M is monotone. Indeed, Theorem 1.3 simplifies to state that if |x| = 2, then
QS(b ∗ x) = QS(b) ∗QS(x) + (QS(b) ∗ x−QS(b) ∗0,0 x). (25)
Thus, any ring homomorphism β with the given constraint is compatible with the
quantum Steenrod square.
Example 6.4 (CP1 × CP1). We let x, y be the generators of H2(CP1 × CP1), with
PD(x) = [{pt} × CP1] and PD(y) = [CP1 × {pt′}] . Here q(W0 ×Di−2,+)(x, y) = 0
hence QS(x) ∗QS(y) = QS(x ∗ y). Indeed by equation (5),







k ·QS2i,j−k(x) ∗µ,k yh4−2iT j ,
recalling that x ∗µ,k y the coefficient of T k in the quantum product x ∗ y, using spheres
representing µ. Working from definitions, QS(x) = xh2 + T . Then α ∗k y 6= 0 =⇒
k = 1, α = y. There are no i, j, k such that QS2i,j−k(x) = y. Hence the sum on the
right hand side is 0.
7. The Quantum Adem Relations
7.1. Classical Adem Relations. We begin with a discussion of the group cohomol-
ogy of S4 and D8. This will involve adding details to the argument alluded to by
Cohen-Norbury to prove the classical Adem relations in [6, Section 5.2].
It is proved in [1, Sections IV.1, VI.1] that
H∗(BD8) = Z/2[e, σ1, σ2]/(eσ1) (26)
where e, σ1 are of degree 1 and σ2 is of degree 2, and
H∗(BS4) = Z/2[n1, n2, c3]/(n1c3), (27)
where again subscripts denote the degree of the elements. Considering
D8 = 〈(12), (34), (13)(24)〉 ⊂ S4,
there are subgroups
Z/2 = 〈(13)(24)〉, Z/2× Z/2 = 〈(12), (34)〉.
Then
H∗(BZ/2) = Z/2[e], H∗(B(Z/2× Z/2)) = Z/2[x, y].
Consider the commutative diagram (28) induced by the various inclusion maps of
groups. As in [1], one shows that:
















i2(σ1) = x+ y, i2(σ2) = xy
j1(n2) = e
2
j2(n1) = x+ y, j2(n2) = xy
All of the other generators map to 0 via the i, j maps. From this, and the fact that
π∗ is injective, we deduce that
π∗(n1) = σ1 π
∗(n2) = σ2 + e
2 π∗(c3) = eσ2.


















We do not in general know a closed form definition of q̂q0 in terms of compositions
of Steenrod squares, but in fact we do not need to: the Adem relation is a purely
algebraic relation, only using the fact that qq0 lifts to a homomorphism q̂q0 (and not
any information about the homomorphism itself). For a definition of q̂q0 in Diagram
(29), use the T 0-component of q̂q from Definition 7.4.
Fact 1. By Theorem 19 (Invariance) in [6], the diagram (29) commutes. This implies
that the image of qq0 lies in the image of idH∗(M) ⊗ π∗. Hence there are constraints
on the image. Specifically, e2iσj2 may only appear in qq
0(α) if it arises from some
(eσ2)
2k(e2 +σ2)





. This is a special case
of Lemma 7.8.






















. Then modulo 2,
c(m+ 2, s) = c(m, s) + c(m+ 3, s− 1).










. Check that S(m, s) = c(m, s) for s = 0, 1 and
m = 1, 2. These are the base cases. Hence if S(m+2, s) = S(m, s)+S(m+3s, s−1) for
all m, s then the lemma holds by induction. This is an exercise in binomial coefficient
algebra modulo Z/2. 










Proof. Suppose q is even. Let l = |α| − p, m = p− q/2, n = q/2− k, thus(









Assume l = 2r. The cases for q or l odd are proven identically, except for slight modifi-
cations in the substitutions and the exponents of the labelled equations. Throughout,
for E ∈ H∗(BD8), let cff(E) be the coefficient of E in qq0(α). By definition of qq0:
Sqq ◦ Sqp(α) = cff(el+2mσl2) and Sqp+1−k ◦ Sqk(α) = cff(el−2nσl+m−n2 ).
















r − n− i
)
· cff((eσ2)2i(e2 + σ2)3r+m−3i). (33)












r − n− i
)
.
Substitute this into Equation (32), swap the summation, and then substitute Equation
(33). This yields Equation (31), after substituting back for p, q and k.
The terms with n > q/2 will not appear in the final statement because n > q/2
implies k < 0, and Sqk(α) = 0 for k < 0. 
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7.2. Quantum Adem Relations. In this section we will denote by B some basis of
H∗(BS4), by B̂ some basis of H∗(BD8) and by BM some basis of H∗(M).
Recall that in Definition 5.2, for W ∈ H∗(M0,5 ×Z/2 Si) for some i, we defined
additive homomorphisms
qi,j(W ) : QH
a(M)⊗QHb(M)→ QH2a+2b−i−2jN (M).
We will define a similar construction of operators that are parametrised by HD8∗ (M0,5)
and HS4∗ (M0,5), where
D8 = 〈(12), (34), (13)(24)〉 ⊂ S4
acts by permutations on the indices of [z0, z1, z2, z3, z4] ∈ M0,5. We will abbreviate





= M0,5 ×S4 ES
p,q,r
4 , recalling the constructions
in Appendix D, where we expressed ES4 as the union of a countable nested sequence
of smooth closed manifolds, ESp,q,r4 of respective dimension 2p− 1 + 3q + 6r.
We note that for any M with H∗(M) finitely generated in all degrees, there is a
map
Ψ : H∗(M)→ H∗(M),
along with its inverse also denoted Ψ : H∗(M) → H∗(M). This is an isomorphism
via universal coefficients (as usual working over Z/2): explicitly, one picks a dual
basis under the pairing 〈α, a〉 7→ α(a) given by evaluation of cocycles. For brevity we
denote PD8 = M0,5 ×D8 ES4 and PS4 = M0,5 ×S4 ES4. The homology of PD8 and
PS4 satisfy this finite generation condition: this is due to the Cartan Leray spectral
sequence.
Pick a pseudocycle representative ζ∨ : Z∨ →M for each z∨ ∈ B∨M . For α ∈ H∗(M),
choose pseudocycles iv : Av →M for v ∈ ES4 (where Av = A×{v} ⊂ A×ESp,q,r4 for
some sufficiently large p, q, r). We do this such that ivAv is a weak representative of
PD(α) for each v, by which we mean that ivAv •X = PD(α)•X for all X ∈ H∗(M),
where • is the intersection number. We choose iv with invariance and genericity
conditions as follows:
(1) Av = A(23)·v = A(24)·v and iv = i(23)·v = i(24)·v for all v ∈ ES4.
(2) LetM0,5(J, j) be the space of J-holomorphic maps of Chern number jN from
S2 to M with 5 marked points. Let M0,5(J, j) be its compactification with
stable nodal maps. Then the iv must be chosen sufficiently generically so that
the intersection of the S4-equivariant pseudocycles in Equations (34) and (35)
is transverse:
ev :M0,5(J, j)× ESp,q,r4 →M ×M ×M ×M ×M × ES
p,q,r
4
(u, v) 7→ (u(z0), u(z1), u(z2), u(z3), u(z4), v)
(34)
and
Z∨ ×A×A×A×A× ESi4 →M ×M ×M ×M ×M × ESi4
(x, a1, a2, a3, a4, v) 7→ (ζ(x), iv(a1), i(12)·v(a2), i(13)·v(a3), i(14)·v(a4), v).
(35)
Observe that we may restrict to the special case of Morse theory, as we have done
throughout this paper. Specifically we choose fv,s for v ∈ ES4 and s ∈ [0,∞). We
do this such that fv,s = f for s 0, and f(23)·v,s = f(24)·v,s = fv,s for all v, s, and we
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replace the incidence condition with i(1p)·v(ap) by incidence with a −∇f(1p)·v,s-flowline
asymptotic to a critical point α.
Definition 7.3. Let α ∈ crit(f). For d ∈ H∗S4(M0,5), we pick a pseudocycle rep-
resentative δ : D → P p,q,rS4 of Ψ(d) ∈ H∗(P
p,q,r
S4
) (for some sufficiently large p, q, r).





nz,α,j · z · T j ,
where nz,α,j counts the number of S4 equivalence classes of triples (m,u, v) with
[m, v] ∈ δ(D) ⊂ PS4 and u : m→M is J-holomorphic and of Chern number jN . We
also require that
u0 : (−∞, 0]→M, up : [0,∞)→M,
for p = 1, 2, 3, 4, such that
∂tu0(s) = −∇f(u0(s)), ∂tup(s) = −∇f(1p)·v(up(s)),
u(zp) = up(0), u0(−∞) = z, and up(∞) = α.
On cohomology the operation will be independent of the representative δ of Ψ(d), by
the same proof as Lemma 5.3 (i.e. we express our coefficients as the intersections of
pseudocycles, and bordant pseudocycles give the same intersection number).
In order to show that Definition 7.3 is well defined on cohomology, we must define
an operation q′S4(D) : C
∗
S4
(M ×M ×M ×M)→ C∗(M)⊗ C∗(BS4) as in Definition
3.2. It is then a standard compactification theorem to prove that qS4 is well defined
on cohomology (as D is closed), for example as in Equation 10.
The definition of qD8(D) is identical to Definition 7.3, replacing everywhere S4 by
D8 (note specifically that this definition uses BD8 = ES4/D8 as its parameter space.
Henceforth, we will restrict to the subalgebra H∗(BS4)red of H
∗(BS4) generated by
σ2 and e, and similarly the subalgebra H
∗(BD8)red of H
∗(BD8) generated by n2 and
c3. The map π
∗ : H∗(BS4)red → H∗(BD8)red is well defined and injective because
of Diagram (28). Indeed, the only difference to using H∗(BS4) and H
∗(BD8) is that
we we forget all additive generators that include monomials with some nontrivial σ1
and n1 exponent respectively.
As in the case of the quantum Cartan relation, we would like to consider cycles
in H∗(PS4) parametrised by some basis B of H∗(BS4)red. Compare this to the proof
of the quantum Cartan relations, where the classes [{m1} × Di,+] ∈ H∗(PZ/2) were








Hence, ideally we would like the chains represented by {{m1}⊗B} to be elements
of H∗(PS4), for B ∈ B. This will not work because m1 is not S4-invariant. However,
the cycle m1 + gm1 + g
2m1 ∈ H∗(M0,5) is S4 invariant, where g = (123) generates
the cosets of D8 in S4 (note that gm1 = m2).
Definition 7.4. Given a basis B of H∗(BS4)red, define:
q̂q : H∗(M)→ QH∗(M)⊗H∗(BS4)red,




qS4((m1 + gm1 + g
2m1)⊗Ψ(b))(α) · b.
Definition 7.5. Given a basis B̃ of H∗(BD8)red, define:




qD8((m1 + gm1 + g
2m1)⊗Ψ(b̃))(α) · b̃.
We fix some additive basis B for H∗(BS4)red, of the form {na2c
q
3} (with notation as
in Equation(27)). Recall from Diagram (29) there is π∗ : H∗(BD8)red → H∗(BS4)red
and π∗ : H∗(BS4)red → H∗(BD8)red, which are induced by the continuous quotient
map
π : ES4/D8 → ES4/S4.
We also define:
i∗ : H∗(BS4)red → H∗(BD8)red, i∗(D) = D + gD + g2D
and
i∗ : H∗(BD8)red → H∗(BS4)red, i∗(d) = d+ gd+ g2d.
As we work over Z/2 we see that π∗ ◦ i∗ = id and i∗ ◦ π∗ = id, which also shows that
π∗ is injective. As π∗ is injective, π∗B is linearly independent in H∗(BD8)red. We
extend this to a basis B̂ = π∗B ∪ B′ of H∗(BD8)red.
Lemma 7.6.
qS4((m1 + gm1 + g
2m1)⊗ π∗Ψ(b)) = qD8((m1 + gm1 + g2m1)⊗Ψ(b)).
Proof. Suppose that we pick some pseudocycle representative f : X → BD8 of
Ψ(b) ∈ H∗(BD8)red (or specifically, some stratum BDp,q,r8 ). To define a pseudo-
cycle representative of π∗Ψ(b) ∈ H∗(BS4)red, we choose π ◦ f . So in particular, there
is a pseudocycle representative of (m1 + gm1 + g
2m1)⊗Ψ(b) of the form
f ′ : {pt1, ptg, ptg2} ×X → PD8, f ′(pta, x) = (a ·m1, f(x)),
which we see descends to aD8-equivariant pseudocycle, and similarly an S4-equivariant
pseudocycle:
π ◦ f ′ : {pt1, ptg, ptg2} ×X → PS4, π ◦ f ′(pta, x) = (a ·m1, π ◦ f(x)).
Let z ∈ crit(f). Let M(J, j) be a partial compactification of the space of genus 0
stable J-holomorphic maps (i.e. excluding repeated or multiply covered components).
Recall from Lemma 5.3 the means by which we determine the coefficient of z in
qS4((m1 + gm1 + g
2m1) ⊗ π∗Ψ(b))(x) as an intersection number. One defines a 5-
pointed Gromov-Witten invariant assigned to M(J, j). Push this forwards along the
map
W :M(J, j)× ESp,q,r4 →M × ((M ×M ×M ×M ×M0,5)×S4 ES
p,q,r
4 )
(for some p, q, r), which is induced by the evaluation map on the five marked points,
the stabilisation map M(J, j) → M0,5 and the identity on the ESp,q,r4 factor. This
determined a cohomology class in M×((M×M×M×M×M0,5)×S4ES
p,q,r
4 ). There is
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also a pseudocycle constructed using the evaluation maps on the partially compact-
ified (un)stable manifolds W u(z, f), W s(x, fv, s), W
s(x, f(12)·v, s), W
s(x, f(13)·v, s),
W s(x, f(14)·v, s), alongside the map π ◦ f ′. The intersection of the image of the (equi-
variant) Gromov-Witten invariant with the pseudocycle provides the coefficient of z.







is a 3-to-1 covering, hence the coefficients of this intersection differ by multiplying the
S4-coefficient by three. As we work over Z/2-coefficients, multiplication by three is
the identity.
Ensuring transversality for pseudocycles in both the base and the cover simulata-
neously is not an issue, as the property of an intersection being transverse is preserved
under a p-fold smooth covering map (being a local diffeomorphism), so it suffices to
ensure transversality on the cover, M × ((M ×M ×M ×M ×M0,5) ×D8 ES
p,q,r
4 ),
which we know by Appendix B.5. 
Lemma 7.7. For b′ ∈ B′ := B̂ − π∗B,
qD8((m1 + gm1 + g
2m1)⊗Ψ(b′)) = 0.
Proof. By Lemma 7.6,
qD8((m1 + gm1 + g
2m1)⊗Ψ(b′)) = qS4((m1 + gm1 + g2m1)⊗ π∗Ψ(b′)).
If B′ = Ψ(b′) then for all b ∈ B,
〈b, π∗Ψ(b′)〉 = 〈b, π∗B′〉 = 〈π∗b, B′〉 = 〈π∗b,Ψ(b′)〉 = 0
by definition of the dualising isomorphism Ψ. Hence π∗Ψ(b





qD8((m1 + gm1 + g
2m1)⊗Ψ(π∗b))(α) · π∗b. (37)























qS4((m1 + gm1 + g
2m1)⊗ π∗Ψ(π∗b))(α) · π∗b
using Equation (37) and Lemma 7.6. For b ∈ B, let D = Ψ(π∗b). Then 〈π∗b,D〉 = 1
and 〈b̂, D〉 = 0 for all b̂ ∈ B̂ − π∗b, specifically for b̂ = π∗d with d ∈ B − b. Hence
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〈d, π∗D〉 = 0 for d ∈ B − b and 〈b, π∗D〉 = 1, so π∗Ψ(π∗b) = Ψ(b) by definition of
Ψ. 
We now pick a different basis B̃ for H∗(BD8)red (i.e. different from B̂) consisting
of elements of the form eiσj2 (see Section 7.1 to recall the notation). Let
qqi,j(α) := qD8((m1 + gm1 + gm1)⊗Ψ(eiσ
j
2)), (39)
the coefficient of eiσj2 in qq(α).
Proof of Theorem 1.7, The Adem Relations. The theorem follows immediately by Lemma
7.8 and the combinatorial argument in Theorem 7.2. 
We relate this to a composition of quantum Steenrod squares. Firstly, we observe
that instead of using BD8 as our parameter space, we will use the spaces E and
B = E/D8 as defined in Appendix D.1. Recall from Appendix D.2, there is a map
ρ : ES4 → S2 = E, a space that is an ED8 (i.e. a contractible space with a free
D8-action).
Recall then that E is stratified by finite dimensional D8-invariant submanifolds
Ei,j = Si × (Sj × Sj). Let Dj,+ be the upper i-dimensional hemisphere as usual. It
is immediate that Di,+ ×Dj,+ ×Dj,+ ⊂ E represents a closed cycle in H∗(BD8).
Lemma 7.9. The submanifold Di,+ ×Dj,+ ×Dj,+ represents Ψ(eiσj2)
Proof. Consider the projections
k1 : E → S∞, (x, (x1, x2)) 7→ x
and
k2 : E → S∞ × S∞, (x, (x1, x2)) 7→ (x1, x2),
which are respectively Z/2 ∼= 〈(13)(24)〉- and Z/2 × Z/2 ∼= 〈(12), (34)〉-equivariant.
Indeed, they induce respectively Z/2- and Z/2 × Z/2-equivariant homotopy equiva-
lences for the same reason as the map at the end of Appendix D.2. We abusively
denote by k1, k2 the maps after quotienting by the free Z/2-action. Combining these
with the quotient maps
l1 : E/(Z/2)→ B
and
l1 : E/(Z/2× Z/2)→ B,
we obtain ip from Diagram 28 as the composition ip = l
∗
p ◦ (k∗p)−1, for p = 1, 2.
If j = 0 then observe that i1(e
i) = ei using Diagram 28. Notice that for the
homogeneous choice of homology basis, Ψ(ei) in BZ/2 is represented by Di,+ ⊂ S∞.




i,+]) = [Di,+×D0,+×D0,+] ∈ H∗(B).
Hence the result holds for j = 0. Similarly the result holds for i = 0, using the
homomorphism i2 and replacing e by σ
j
2 and D
i,+ by Dj,+×Dj,+, we see that Ψ(σj2)
is respresented by [D0,+ ×Dj,+ ×Dj,+].
Observe, via the Künneth isomorphism, that elements ofH∗(B) may be represented
as D8-equivalence classes of cochains x⊗ y ⊗ z, where x ∈ C∗(S∞). By the previous
paragraph, we know that eiσj2 is represented by xi⊗xj⊗xj , where xi is the indicator
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homomorphism for a simplex representing Di,+. Then Ψ([xi ⊗ xj ⊗ xj ]) = [Di,+ ×
Dj,+ ×Dj,+] as required. 
We reinterpret the operation qq in terms of the parameter space B = E/D8 (as op-
posed toBD8 = ES4/D8). Observe that the space E does not have an action of any el-
ement of S4−D8. Hence, in Definition 7.3 we no longer ask for our Morse function fv,s
to have invariance under (23), (24) (as this is meaningless). Further, we choose the fv,s
that we use for incidence conditions to be respectively fv, f(12)·v, f(13)(24)·v, f(14)(23)·v.
(Observe that when we used the parameter space ES4, the invariance conditions imply
that f(13)(24)·v = f(13)·v and f(14)(23)·v = f(14)·v).
For the following proof, we fix α ∈ crit(f).
Proof of Corollary 1.8. The corollary follows from Theorem 1.7 if we prove that for







Henceforth we will fix some choice of b, d, and count those contributions to qD8 ,
ostensibly denoted qD8,b,d, which arise from counting configurations with nodal curves
with three components, corresponding to a nodal sphere comprised of a sphere of
Chern number bN attached to two spheres of Chern number dN at 1 and ∞. As we
have now fixed b, d, we abusively exclude them from the notation.
To prove Equation (40), we use a similar idea to proving the Cartan relation, as
is illustrated in Figure 10. Specifically, recall the 1-dimensional space of graphs T c
from Section 3.3. Recall from Lemma 5.5 that for each t ∈ [0,∞] there is a space
|t|Q, consisting of three copies of S2 with semi-infinite or finite lines attached at
0, 1,∞ (with the length of the finite edges being t for t ∈ [0,∞)). Associated to each
t ∈ [0,∞), we define fv,s,t and gv,s,t for v ∈ E and for s ∈ [0,∞) or [0, t] respectively,
and t ∈ T . We also choose a perturbation fs for s ∈ (−∞, 0]. We choose these such
that:
(1) fs = f for s ≤ −1.
(2) f(14)(23)·v,s,t = f(13)(24)·v,s,t = fv,s,t for t ≥ 1,
(3) g(12)·v,s,t = g(34)·v,s,t = gv,s,t for all v, s, t.
(4) fv,s,t = f for s ≥ 1, for all v, t.
(5) gv,s,t = f when t ≥ 1 and s ≥ 1.
These conditions are analogues of those made in Definition 7.3 (here adapted to
the D8 case).
Similarly to the case of the quantum Cartan relation, we define for each t ∈ [0,∞]
a moduli space M̃t(α, z), consisting of pairs (v, u) such that v ∈ Si,+ × Sj,+ × Sj,+
(see Lemma 7.9) and u : |t|Q → M such that u is J-holomorphic, with the Chern
number on each sphere being as fixed at the beginning of the proof, and edge and
asymptotic conditions as in Figure 10. There is the previously given D8-action on
Ei,j = Si,+ × Sj,+ × Sj,+, and D8 also acts by permutations on M0,5 (which induces
an action on the moduli space of u : |t|Q →M). Together these yield a D8-action on
M̃t(α, z), and we write Mt(α, z) = M̃t(α, z)/D8. We let M(α, z) = tt∈T cMt(α, z),
which is a smooth 1-dimensional manifold (establishing transversality is a modification





































Figure 10. Moduli space for the Adem relations.
of Appendix B.4 using the considerations of Appendix B.5, so we omit a restatement
here).
Note that it is immediate from the definition that the t = 0 boundary corresponds
to qD8(m1⊗Ψ(eiσ
j
2))(α) (i.e. when the output is z ∈ crit(f), this yields the coefficient
of z in qD8(m1 ⊗ Ψ(eiσ
j
2))(α)). Hence it remains to prove that the t = ∞ boundary
yields the coefficient of z in QSi,b ◦QSj,d(α).
We observe that from our choice of gv,s,t, we may ensure that gv,s,∞ depends only
on the first summand S∞ of E = S∞ × S∞ × S∞, which we denote g̃v,s for v ∈ S∞.
Similarly, we may ensure that fv,s,∞ depends only on the second two summands,
denoted f̃v1,v2,s for (v1, v2) ∈ S∞×S∞. Then let S be the space obtained by attaching
(−∞, 0] to S2 at 0, and two copies of [0,∞) to S2 at 1 and ∞ respectively. Let
R : S → S be the involution that is z 7→ z/(z − 1) on S2, swapping the positive
half-lines and fixing the negative half-line.
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The configurations for the t =∞ end then decouple. Specifically, if v = (v0, (v1, v2)) ∈
E then pairs (v, u) ∈M(α, z) correspond to two tuples as follows:
• A pair (v0, u) such that v0 ∈ Si, u : S → M such that u is J-holomorphic of
Chern number bN , satisfying conditions in Figure 10(I).
• A four-tuple (v1, v2, u1, u2) such that (v1, v2) ∈ Sj × Sj , and up : S → M
for p = 1, 2 such that up is J-holomorphic of Chern number dN , satisfying
conditions in Figure 10(II), (III) respectively.
The D8 action on these pairs is as follows (recalling that the invariance conditions on
f̃ ensures that f̃v1,v2,t = f̃−v1,−v2,t for any v1, v2 ∈ S∞):
•
(12) · (v0, u) = (v0, u),
(34) · (v0, u) = (v0, u),
(13)(24) · (v0, u) = (−v0, u ◦R).
•
(12) · (v1, v2, u1, u2) = (−v1, v2, u1 ◦R, u2 ◦R),
(34) · (v1, v2, u1, u2) = (v1,−v2, u1 ◦R, u2 ◦R),
(13)(24) · (v1, v2, u1, u2) = (v2, v1, u2, u1).
To begin with, we see that counting the pair (v0, u) such that v0 ∈ S∞, modulo
the D8 action, is exactly the coefficient of (QS ′)i,b(A ⊗ B(x)), where the operation
A⊗B : QH∗(M)→ QH∗(M)⊗QH∗(M)[h] is determined by counting configurations
corresponding to the (v1, v2, u1, u2) above (with (v1, u1) determining the A component
and (v2, u2) determining the B component), and QS ′ is recalled from Definitions 3.2
and 4.1.
In fact, we only need to count solutions where v1 = v2 and u1 = u2. Firstly, (from
Figure 10) consider contributions from using the intermediate critical points w1 6= w2.
Then if (v0, u), (v1, v2, u1, u2) contributes to a term of the form (QS ′)i,b(w1⊗w2T d), it
must be that (v0, u), (v2, v1, u2, u1) contributes to (QS ′)i,b(w2⊗w1T d). Hence together
counting all such contributions, one will attain a summand of the form
(QS ′)i,b(n · (w1 ⊗ w2 + w2 ⊗ w1)T d),
for some n ∈ Z/2. We know this to be zero by an argument as in Proposition
3.3. Hence the only contributions we must count occur when w1 = w2, in which
case if v1 6= v2 or u1 6= u2 then solutions come in pairs (v0, u0), (v1, v2, u1, u2) and
(v0, u0), (v2, v1, u2, u1) which are not related by the D8-action (hence are counted
separately).
In particular, it is immediate that (with asymptotic conditions as given in Figure
10) the number of pairs (v0, u), (v1, u1) up to the action of D8, is the coefficient of
w1 in QSj,d(α) multiplied by the coefficient of z in QSi,b(w1). Summing over all
w1 ∈ crit(f), we get that the count of the moduli spaces of maps is then exactly the
coefficient of z in QSi,b ◦QSj,d(α) as required. 
Remark 7.10. Observe that the coefficients of zT 0 in qD8(gm1 × Ψb)(x) and in
qD8(g
2m1×Ψb)(x) (corresponding to constant spheres) are the same: specifically, we
are counting exactly the same moduli space in both cases. Consider the contributions
of qD8(gm1 × Ψb)(x) and qD8(g2m1 × Ψb)(x) to Equation (7) for constant spheres.
These then cancel out modulo 2, and so we are left with only qD8(m1×Ψb)(x), which
for constant J-holomorphic spheres is Sq ◦ Sq(x).
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Remark 7.11. The term qqj,0(α) ∈ QH∗(M) is the hj coefficient in QS(α)∗QS(α).
This is one of the correction terms that can be computed, e.g. the p = |α| term in
Corollary 1.8.
8. QS for blow-ups
Denote by QSi,j(x) the coefficient of hiT j in QS (where |T | is the minimal Chern
number of M). We will demonstrate calculations of QS1,1 in two cases. The setup in
both cases will be similar to the setup in [4, Section 8], where Blaier computes the
quantum Massey product.
8.1. CP3. Fix two generic quadric hypersurfaces in X = CP3 . Their intersection Y
is an elliptic curve, hence a torus. We let M = BlYX, equipped with the blowdown
ρ : M → X. Recall that there is a CP1-bundle π : E → Y over the torus and an
inclusion i : E →M of the exceptional divisor E. Specifically E is the projectivisation
of the normal bundle of y : Y ↪−→ X.
Consider the continuous 3-disc bundle π′ : DY → Y such that E ↪−→ DY is an
inclusion of the subbundle E, with the maps of fibres being inclusion of the boundary
S2 ↪−→ D3. Locally, let U ⊂ Y is a trivialising neighbourhood for Y , so there is a
homeomorphism φU : U × S2
∼=−→ π−1(U). Then we define DY to have the same
trivialising neighbourhoods as E, i.e. φ′U : U × D3 ∼= π′−1(U). Further, we require






ψ′U1,U2((r, θ), x) = ((r, ψU1,U2(θ)), x),
where here we use polar coordinates on D3 and ψU1,U2 is the transition function on Y .
One can use the Mayer-Vietoris sequence, by observing that M ∪E DY is homotopy
equivalent to X, to write down the long exact sequence of a blow-up,






δ // H∗−1(E) // . . . (41)
One can also use the homological Gysin sequence for the bundle DY → Y to get an
exact sequence (after applying the Thom isomorphism and observing that DY → Y
is a homotopy equivalence):
. . . // H∗(E)




// H∗−1(E) // . . . (42)
Where δ, φ are the connecting homomorphisms in the long exact sequence and
the maps i∗, π∗, ρ∗ and y∗ are induced by the continuous maps above. The map g
is induced by the composition of H∗(Y ) ∼= H∗(DY ) → H∗(DY,DY − Y ) (where
DY − Y denotes the removal of the 0-section) with the Thom isomorphism. Putting
these together, we see that:
H2(M) ∼= H2(X)⊕H2(E)/H2(Y ) (43)
i∗ : H3(E)
∼=−→ H3(M) (44)
φ : H1(Y )
∼=−→ H3(E). (45)
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In particular dimH3(E) = 2. The class of a sphere lifted from P3 to M and the class
of a fibre π−1(y) of π over y ∈ Y generate H2(M).
We calculate c1(TM). There is a natural embedding j : M → P3 × P1 as a
complex hypersurface of bidegree (2, 1), with respect to the generators of H2(M)
in the previous paragraph. By bidegree, we mean that the number of points of
intersection of M with a general curve A of P3 × P1 is the following:
• if A = P1 × P0, then we get an intersection number of 2 because we are
counting the number of solutions of a general quadric equation (the blow-up
is defined as the set of (t, [r : s]) ∈ CP3 × CP1 such that rf(t) + sg(t) = 0,
where f and g are the quadric equations defining Y ).
• if A = P0 × P1, then we obtain an intersection number of 1 because a general
point p ∈ P3 is such that there is only one point q such that (p, q) ∈M.
Functorality and the Whitney sum formula imply that
c1(TM) + c1(vM) = c1(T (P3 × P1)|M )
where vM is the normal bundle of M in P3 × P1. Recall c1(T (P3 × P1)|M ) = (4, 2),
and c1(vM) = (2, 1) because it is the same as the degree (here we note that the Euler
class can be reinterpreted as j∗PD([M ]), represented by the self intersection of M ,
where [M ] ∈ H6(P3 × P1)). Hence c1(TM) = (2, 1). Therefore, when calculating
QS1,1 we only need to consider the spheres in the fibre class of M as these are the
only J-holomorphic spheres of Chern number 1, which are confined to be in E.
Consider QS1,1 : H3(M)→ H3(M). We will show that QS1,1|H3(M) = id. First we
show that calculating QS1,1|H3(M) reduces to calculating QS1,1 : H3(E) → H1(E).
We use i! on cohomology to mean PD ◦ i∗ ◦ PD−1, and let i! = PD−1 ◦ i∗ ◦ PD on
homology.
Lemma 8.1. Fix a ∈ H3(M). Then
QS1,1 ◦ i∗(a) = i! ◦QS1,1(a)













Proof. Fix a generator a ∈ H3(M) whose Poincaré dual is represented by a smooth
submanifold A. To compute the coefficient of b in QS1,1(a), we choose Av for v ∈ S∞
(such that Av represents PD(a) for each v) and B
∨ that represents PD(b∨). To
simplify the notation, ∨ acts on H∗(M) as the conjugation of the cohomological
intersection dual by Poicaré duality, so PD(b)∨ := PD(b∨). We therefore see that
the coefficient of b in QS1,1(a) is determined by counting setups as in Figure (11)I.
In general, if a is represented by A then a representative of i∗(a) is obtained by
choosing some small perturbation A′ of A, such that A′ intersects E transversely.
Then the intersection A′ ∩E, a submanifold of E, represents i∗(a). Hence, supposing













Figure 11. Configurations for QS1,1 on M and QS1,1 on E.
that we perturb A to intersect E transversely, if we choose Av to be a sufficiently
small perturbation of A for each v then Av ∩E is transverse for each v ∈ S∞. By this
procedure, we obtain representatives of i∗A for each v that we denote Av ∩E, and we
similarly obtain a representative B∨ ∩ E of i∗(B∨). This can be done in such a way
as to ensure that the space of setups as in Figure (11)II are transverse: in particular
any perturbation of Av ∩E may be extended to yield a perturbation of Av in a small
neighbourhood of E. By making this perturbation sufficiently small, we ensure that
the intersection between Av and E remains transverse.
Observe that using the choice of basis induced from H1(Y ) by Equations (44) and
(45), a direct computation shows that for any b ∈ H3(M),
i!PD(b)
∨ = (i−1∗ PD(b))
∨. (47)
Hence in particular B∨ ∩ E represents ((i!)−1b)∨. With all of this in mind, the
coefficient of (i!)−1b in QS1,1(i∗a) is determined by counting setups as in Figure
(11)II.
Hence, to show that the diagram commutes we need to show that setups of type
I and II biject. This is immediate, however, because every J-holomorphic curve u of
Chern number 1 (in M) is contained in E. Hence if (v, u) is a setup of type I (i.e. u
intersects A±v and B
∨) then u will automatically intersect with E ∩A±v and E ∩B∨
(hence (v, u) will be a setup of type II), and vice versa. 
Remark 8.2. In Lemma 8.1, in order to show that E ∩Av is of the correct form for
Definition 4.3, we need to demonstrate that in fact⊔
v∈Si
(E ∩Av)× {v}
is of the form A′ × Si for some smooth manifold A′. We make two observations:
• The space tv∈SiAv × {v} is a smooth manifold by assumption, transversely
intersecting E×Si. Hence tv∈Si(E ∩Av)×{v} = (tv∈SiAv×{v})∩ (E×Si)
is a smooth manifold. Further, the map tv∈SiE ∩ Av × {v} → Si induced by
projection to the second factor is a proper surjective submersion between two
smooth manifolds, hence it is a fibre bundle by Ehresmann’s Lemma.
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• This fibre bundle is trivial, because we know that it must extend to a fibre
bundle over Di+1,+, the upper hemisphere in Si, which is a contractible base.
A similar lemma to 8.1 would hold if we replaced embedded submanifolds by pseu-
docycles.
Note that the index of the codomain of QS1,1 changes by 2, between H3(M) and
H1(M), in Diagram (46). This comes from the fact that i! changes cohomological
degree by 2 (and is also to be expected because the minimal Chern number of E is
2, whereas the minimal Chern number of M is 1).
Henceforth, we will use the Morse theoretic definition of the quantum square. Ob-
serve that E = Y × P1 so we may pick the Morse function on E to be f + g where
f : Y → R and g : P1 → R, such that g has two critical points of index 0, 2, which
we call a0, a2, and f has critical points b0, b1, b
′
1, b2 (whose indices are the subscripts).
Recalling that π : E → Y is the projection map,
(π!)−1(b1) = (b1, a0) and π
∗(b1) = (b1, a2).
Lemma 8.3. Let Sqi(x) be the coefficient of h
i in Sq(x). Then QS1,1 = π∗ ◦Sq1 ◦π!.
Proof. Recall that input elements of H3(E) correspond to (b1, a2) or (b
′
1, a2), which
project down under π to b1 or b
′
1 respectively. Output elements of H
1(E) correspond
to (b1, a0) or (b
′
1, a0).
We will show that pairs (ṽ, ũ) in the moduli space used to calculate the coefficient of
c in QS1,1(x) correspond to pairs (v, u) in the moduli space yielding the coefficient of
π∗c in Sq1(π
!x). For clarity we will fix x = (b1, a2) and c = (b1, a0) (hence π
∗(b1) = x
and π!(c) = b1), although the argument follows identically for any choice of x and c.
For conciseness we denote the moduli spaces of pairs respectively as MQ and M for
QS on E and Sq on M .
Consider a pair (v, u) ∈MQ, as on the right hand side of Figure (12). We observe
that, using the projection π : E → Y , the setup (v, πu) is one that is counted when
calculated the coefficient of b1 in Sq1(b1), i.e. (v, πu) ∈ M. This is because a fibre
sphere in E lives above a point y ∈ Y , hence the incidence condition of the flowlines
attaching to S2 at the points 0, 1,∞ translates under this projection to the three
flowlines coinciding at the point y ∈ Y . As the transversality condition is generic, we
may choose the perturbations fv,s and gv,s of f and g in such a way that both the
moduli space M and MQ are transverse.
We show that every pair (v, u) ∈ M arises uniquely from the a pair (ṽ, ũ) ∈ MQ
as in the previous paragraph. Consider such a pair (v, u): specifically, the image of
u consists of three perturbed half-flowlines meeting at some point y. Consider the
−∇fv,s flowline l, which is the image of u restricted to one of the two positive halflines.
This flowline is asymptotic to b1 in Y , hence it lifts uniquely to a −∇(fv,s + gv,s)
flowline that is asymptotic to (b1, a2) in E. The uniqueness is because a2 is the
maximum of g, and hence there is a unique −∇gv,s-flowline L asymptotic to a2.
Specifically this is the flowline L : [0,∞) → S2 such that L(s) = a2 for s  0. See
Figure 12. Likewise the output flowline on Y , which is a −∇fs-flowline, lifts uniquely
to a −∇(fs + gs)-flowline on E, asymptoting to (b1, a0), which is unique because a0
is the minimum of g.












Figure 12. Lifting configurations of Sq on Y to QS on M .
Moreover, because this setup lifts from Y we know that the three flowlines will all
intersect the J-holomorphic sphere π−1y at 0. We also know where each lifted flowline
intersects J-holomorphic sphere π−1y, as this is determined by the gradient of f + g
on each of the flowlines at s = 0. Hence there is a unique J-holomorphic sphere that
fits into the lifted setup, giving a unique configuration on E corresponding to the
configuration on Y . 
Proof of Equation (8) in Theorem 1.9. Note that Sq|H1(Y ) : H1(Y ) → H1(Y ) is the






















The abelian group H i(E) is generated by {(b1, ai−1), (b′1, ai−1)} for i = 1, 3. From
the axioms of Sq, we know that Sq1 = id. Then from Lemma 8.3:
QS1,1(b1, a0) = (b1, a2) and QS1,1(b
′
1, a0) = (b
′
1, a2) (49)
We apply the isomorphism between Morse and classical cohomology and then
Poincaré duality to the Morse cocycles (b1, a2) ∈ H3(E) and (b1, a0) ∈ H1(E). This
yields cycles B1 ∈ H1(E) and B3 ∈ H3(E). Likewise we define B′i ∈ Hi(E) for
(b′1, a3−i) for i = 1, 3. We recall that
∨ is the intersection dual on homology (defined





and so on. In this notation QS1,1(B1) = B3. Observe that B3 ∩ B3 = ∅ so we
see that i∗B3 ∩ i∗B3 = ∅ (which is immediate if one chooses a generic submanifold
representative: then nonintersection in E implies nonintersection in M). As H3(M)
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i∗ ◦QS1,1 ◦ i!((i∗B3)∨) = i∗ ◦QS1,1 ◦ i!((i∗B′3)). (52)
By Equation (47), then Equations (49) and (50),
i∗ ◦QS1,1 ◦ i!((i∗B3)∨) = i∗ ◦QS1,1(B∨3 ) = i∗B′3. (53)
From Equations (52) and (53), along with identical calculations for the other gen-
erators, plus the fact that i∗ is an isomorphism, we deduce that i∗ ◦QS1,1 ◦ i∗ = id.
Diagram (48) then implies that
QS1,1 = i∗ ◦QS1,1 ◦ i∗ = id.

8.2. CP1 × CP1 × CP1. Now let X = CP1 × CP1 × CP1, with Y ⊂ X defined by the
intersection of two generic linear hypersurfaces. “Linear” means that we require that
the defining equation of the hypersurfaces are linear in the coordinates of each CP1
(when the other coordinates are treated as constants). The subvariety Y is in fact a
torus, which one can see by using the adjunction formula: in particular, one proves
that KY = 0. Specifically, KX = (−2,−2,−2) and the two linear hypersurfaces are
(1, 1, 1) by definition, and hence KY = (1, 1, 1) + (1, 1, 1) + (−2,−2,−2) = 0. Then
the genus g of Y satisfies g = 1 + (degKY )/2 = 1, hence Y is a surface of genus 1.
Define M = BlYX. Using a similar method to the CP3 case, we can show that
the Chern class of M is (1, 1, 1, 1), where the first three entries correspond to lifting
the J-holomorphic spheres on each of the 3 coordinates of X, and the final entry
corresponds to a fibrewise J-holomorphic sphere in the exceptional divisor. Hence,
when calculating QS1,1 : H3(M) → H3(M) there are contributions from the fibre
direction plus those from J-holomorphic spheres in X that have been lifted to M .
The fibrewise contributions are calculated in exactly the same way as for CP3, so we
turn our attention to the spheres lifted from CP1 × CP1 × CP1.
Proof of Equation (9) in Theorem 1.9. Suppose the defining linear equations for Y
are P1(x, y, z) and P2(x, y, z) in local coordinates on P1 × P1 × P1. Fixing x and
y, there is at most one solution z such that P1(x, y, z) = P2(x, y, z) = 0. Hence,
let S = {x} × {y} × CP1 be a J-holomorphic curve in X, and S̃ its lift to M . By
the previous, S̃ ∩ E is at most 1 point. If A ∈ H3(M) then recall from Equation
(44), we may assume that A = i∗AE for some AE ∈ H3(E). Recall that to calculate
QS1,1(a), where A = PD(a), we need to choose some Av satisfying the transversality
conditions. We may pick the representatives Av to be some Dv × P1, where Dv is a
representative of D ∈ H1(Y ). Then assuming S is not contained in Y , there are no
solutions to Figure 13. For such a solution, we would need that S̃ intersects E in at
least 2 points (as Av ⊂ E for all v), which we know is impossible. Hence the space of
such setups is transverse, because it is empty.
The case S ⊂ Y is not possible, because there is no degree 1 holomorphic map
P1 → Y . 
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Chern number= 1




Figure 13. Configurations for contributions to QS1,1 from lifts on
P1 × P1 × P1.
Appendix A. Equivariant Compactification
We give a more in-depth treatment of Equation (10) in Definition 3.2.
Consider a 1-dimensional moduli spaceMi(a1, a2, a3). Specifically, we require that
|a1|− |a2|− |a3|+ i = 1. Here, the notation is as in Section 3.1. One characterises the
different possible limits (v∞, u∞) of some sequence of pairs (vj , uj) in Mi(a1, a2, a3).
There are two possibilities for each:
• either v∞ ∈ Di,+ or v∞ ∈ ∂Di,+ = Di−1,+ ∪Di−1,−, and
• either u∞ is a map taking as its domain the Y -shaped graph with a single
broken edge (broken) or u∞ is a map with the Y -shaped graph as its domain
(unbroken).
No codimension 1 boundary setups are present when either:
• u∞ is unbroken and v∞ ∈ Di,+, or
• u∞ is broken and v∞ ∈ ∂Di,+.
In the case where v∞ ∈ Di−1,+ and u∞ is unbroken, one obtains the coefficient of a1
in Sq′i−1(a2⊗a3) = Sq′i((a2⊗a3)h). Similarly, when v∞ ∈ Di−1,− and u∞ is unbroken,
one obtains the coefficient of a1 in Sq
′
i−1(a3⊗a2) = Sq′i((a3⊗a2)h). When v∞ ∈ Di,+
and u∞ is unbroken, this is the standard compactification of the Y -shaped graph, and
thus one obtains the coefficient of a1 in dSq
′
i(a2⊗a3)+Sq′i((da2)⊗a3)+Sq′i(a2⊗(da3)).
These are all of the terms in Equation (10).
Appendix B. Notes on Transversality
Following are more detailed treatments of the relevant transversality considerations
for the sections of this paper.
B.1. The Morse Steenrod Square: Section 3.1. In the second of the conditions
at the beginning of Section 3.1, for a1, a2 ∈ crit(f), we required that our moduli
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spaces were transverse. More specifically, denote by
W s(a2, f
2
v,s) = {p ∈M | lims→∞φv,s(p) = a2},




(s) = −∇f2v,s and φv,0 = id. (54)
We recall first that if a is in fact a sum of critical points of f such that da = 0,
then there is a (partial) compactification W s(a, f) of W s(a, f), the stable manifold
of the critical point a for the Morse function f . The compactification W s(a, f) comes
equipped with an evaluation map E : W s(a, f) → M , so that W s(a, f) becomes a
pseudocycle (i.e. [17]). We consider
W̃i := W u(a1, f)×
⊔
v∈Si
W s(a2, f2v,s)×W s(a2, f2−v,s)× {v},
and Wi = W̃i/(Z/2) (i.e. the pseudocycle descending to the quotient). The Z/2-
action is induced from M ×M ×M × Si, fixing the first M factor, swapping the
second and third M factors and acting antipodally on Si. This induces a smooth
pseudocycle representative of a cycle in M × ((M ×M) ×Z/2 Si), which we can see
for example by precomposing the smooth Z/2-equivariant map
ν : M ×M ×M × Si →M ×M ×M × Si,
(x0, x1, x2, v) 7→ (x0, φv,−1(x1), φ−v,−1(x2), v).
(55)
with the pseudocycle
E × E × E × id : W u(a1, f)×W s(a2, f)×W s(a2, f)× Si →M ×M ×M × Si.
Here φv,−1 is the diffeomorphism induced by backwards integrating along f
2
v,s from
s = 1 to s = 0: specifically,
dφv,t
dt
(−s) = ∇f2v,1−s and φv,0 = id for s ∈ [0, 1],
analogously to Equation (54). Indeed, φv,−1 = φ
−1
v,1. We abusively denote by W
i the
pseudocycle associated to the quotient by Z/2 of ν ◦ (E × E × E × id).
For transversality, we require that for
ζ : M × RPi →M × ((M ×M)×Z/2 Si), such that (x, [v]) 7→ (x, [x, x, v]),
the pseudocycle Wi is transverse to ζ. Indeed, the coefficient na1,a2,a3,i in Definition
3.2 is the intersection number of these two pseudocycles. More generally in that def-
inition, we considered moduli spaces Mi(a1, a2, a3) for general a1, a2, a3 ∈ crit(f).
This does not yield a pseudocycle (as there may be codimension 1 boundary strata).
Nonetheless, such an intersection may still be defined at the chain level, and the oper-
ation Sq itself is only well defined on cohomology (i.e. exactly when the codimension
1 strata of these moduli spaces may be glued so as to define a smooth manifold).
To demonstrate that we can choose such an fv,s (and indeed such a choice is generic
in a reasonable sense), we first assume that the fv,s are constrained to Uf from Section
2.3. We next, as in the same section, assume that fv,s = β(s)fv,0 + (1 − β(s))f for
the monotonic bump function β : R → [0, 1]. Observe that for v ∈ S0, there is
always a choice of fv,0 and f
1
s such that fv,0, f−v,0 and f
1
0 yield transverse moduli
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spaces M′i(a1, a2, a3) of dimension |a1| − |a2| − |a3| + i, as in Definition 3.2. The
above pseudocycle description using ζ and Wi reveals that this is simply a classical
transversality question. We wish to ensure transversality for all possible incoming
and outgoing critical points a1, a2, a3, which requires only a finite number of choices.
Having shown a base case, we then proceed inductively. Next suppose that we have
made a choice of fv,0 for v ∈ Si−1. Choose a small open collar neighbourhood N i−1
of Si−1 in Si. As the setup is transverse when we let v ∈ Si−1 vary, if we pick some
small perturbation of fv,0 for v ∈ N i−1, then the pseudocycle intersection remains
transverse when we let v vary in N i−1. We then choose an extension of fv,0 to S
i.
Observe that we may freely (i.e. without requiring any consistency conditions on our
fv,0) pick a small perturbation away from a (potentially smaller than N
i−1) collar
neighbourhood of Si−1. This ensures that the intersection is now transverse when we
vary v in Si, and remains transverse when restricting to Si−1. Further, as we make a
countable number of choices, this condition is generic. This is an example of family
Morse homology, as covered in [9] (the Floer theoretic example of this is made in [18,
Section 4c]).
Remark B.1. The difference between the case considered here and that in [18] is
that our parameter space is RPi, and not the space of flowlines of some fixed Morse
function h : RPi → R. In our instance there is no technical difference between these
two options, because the underlying chain complexes have a trivial action of Z/2. The
technical importance of using a parametrisation by the space of flowlines appears when
considering gluing and compactness of equivariant flowlines in the equivariant Morse
or Floer complex: see [18, 4b].
Remark B.2. Note that the transversality condition required here is weaker than re-








v,s) ∩W s(a2, f2−v,s)) t W u(a1, f)
intersect transversely for all v (which is impossible in general with our given condi-
tions). Indeed, it is the failure of transversality for particular isolated v that ensures
we obtain interesting Steenrod squares.
B.2. The Cartan Relation: Section 3.3. We will, for convenience, assume that
f iv,s,t = f for s ≥ 1 when i = 3, 4, 6, 7.
In Section 3.3, when constructing the moduli spaces that we used to prove the
Cartan relation, we asked that we chose our f iv,s,t to be “generic at each vertex”. To
illustrate what is meant by this, observe that for each vertex of the graph correspond-
ing to t ∈ T , there are either three or five edges meeting at this vertex. The idea is
that for each p, the smooth functions fpv,0,t and f
p
v,t,t are chosen in such a way that all
of the intersections occur transversely within the space M×9 ×Z/2 S∞ (denoting the
9-fold Cartesian product of M by M×9). Here, labelling the copies of M by 1, ..., 9,
the Z/2-action is denoted as the transposition (56)(89).
More specifically, we first define (analogously to Equation (54)) some 1-parameter
families of diffeomorphisms φpv,s,t : M →M (with parameter s), via
dφpv,s,t
ds
(s0) = −∇fpv,s0,t and φv,0,t = id for all v, t.
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For the moduli space denoted M1(x, y, z) we define a map
ζ1 : M ×M ×M × RPi → (M×9)×Z/2 Si,
(x1, x2, x3, [v]) 7→ [x1, x1, x1, x2, x2, x2, x3, x3, x3, v],







of v. We also define:
ν1 : M
×7 × Si × TK →M×9 × Si,
















































→M×7 × Si × TK ,
where E is the evaluation map. Transversality in this instance means that we want to
make a choice of f iv,0,t (for all i) and f
j
v,t,t (for j = 2, 5) such that the two pseudocycles
intersect transversely for a generic choice of t, including t = 0, 1. To do this we
appeal once again to genericity for Morse homology, observing as previously that
we may always perturb any choice of f iv,0,t and f
j
v,t,t in a generic way so that these
pseudocycles intersect transversely. This ensures that the moduli spaceM′1(a1, a2, a3)
is a manifold of dimension 1 if |a3|−2|a1|−2|a2|+ i = 0 (intuitively there is a limiting
process as K → ∞, in practice one appeals to a gluing theorem). There is a similar
argument for M′2(a1, a2, a3).
Remark B.3. Some of the conditions require a choice of fpv,s,t that becomes indepen-
dent of v for large enough t. The reason why this is not an unrealistic request is that
we need to retain a nontrivial v dependency on the moduli space in some form, but
it need not be everywhere. In essence we are constructing a copy of EZ/2: there is
a tuple (f1v,s,t, ..., f
7
v,s,t) for each v ∈ S∞, along with the associated Z/2 action ι. Our
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choices ensure that ι : v 7→ −v always acts freely on tuples, hence the union of tuples
over all v ∈ S∞ is an EZ/2 ⊂ (C∞(M))7. Nonetheless, each pair (f iv,s,t, f
j
v,s,t) for
(i, j) = (2, 5), (3, 4), (6, 7) also defines an EZ/2, as long as the action remains free on
that pair (which will be the case for a generic choice of v-dependence). So as long as
ι acts freely on some pair, the set of these tuples is an EZ/2.
Remark B.4. Intuitively, the M×9 corresponds to the 9 possible finite ends of a
flowline in the domain of M′1(a1, a2, a3) (as each vertex has valence 3). The M×7
corresponds to the 7 edges in the domain of M′1(a1, a2, a3). Then the condition of
intersecting with ζ1 is exactly identifying the edges at the vertexes at their finite end-
points.
B.3. Transversality for the quantum Steenrod square: Section 4. The argu-
ment that we can ensure that the moduli spacesMi,j(b, a) are carved out transversely
in Section 4 is identical to that in Appendix B.1, after turning this problem into a
suitable intersection problem involving pseudocycles.




W u(b, f)×W s(a, f2v,s)×W s(a, f2−v,s)× {v} ⊂M ×M ×M × Si,
which similarly to the previous appendices when passing to the partial compactifi-
cation (if a is a closed sum of critical points) induces (via the evaluation map) a
pseudocycle that we denote W in M × ((M × M) ×Z/2 Si). We require that this
intersects transversely with the pseudocycle defined by the evaluation map,
ev :M(j, J)× Si →M ×M ×M × Si,
defined by
ev(u, v) = (u(0), u(1), u(∞), v).
We observe that this is classically a pseudocycle, such as in [11, Theorem 6.6.1] where
we denote byM(j, J) the compactification of the smooth moduli space of u : S2 →M
such that u∗[S
2] is a homology class of Chern number jN and u is J-holomorphic.
Once we quotient the two pseudocycles by the given Z/2-action, our requirement is
then that we can perturb the choice of Morse functions in such a way that the Morse
pseudocycle is transverse to the pseudocycle ev. This is the same as the previous
transversality problems.
B.4. The quantum Cartan relation: Section 5. In the proof of Lemma 5.5, and
in Appendix B.2, we constructed a bordism. We will make this somewhat clearer,
using the language of the previous appendices.
Strictly, for each t the setup as given can be shown to be identical to the intersection
of two pseudocycles, as usual. The first is:
ev :Mj(J)×Mj(J)×Mj(J)× Si →M9 × Si,
acting by
ev : (u1, u2, u3, v) 7→ (u1(0), u1(1), u1(∞), u2(0), u2(1), u2(∞), u3(0), u3(1), u3(∞), v).
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The second is (for χi : Xi → M × Si and γi : Yi → M × Si being the “input”
pseudocycles, and ζ : Z →M the “output” pseudocycle) the following map:
g : M ×M ×X ×X × Y × Y × Z × Si × [0,K]→M9 × Si,



















φ3v,−1,t ◦ χv(x1, v)
φ4v,−1,t ◦ χ−v(x2,−v)
φ5v,t,t(a2, v)





We observe that this is a pseudocycle bordism, identical to the construction for the
classical Cartan relation of Appendix B.2. For each fixed t, the pseudocycle is then
obtained by using the parameter t ∈ [0,K]. Observe that for sufficiently large K, an
(equivariant) gluing theorem (in this case it is nothing more than a standard gluing
theorem: see Appendix C) shows that the K-end of the bordism corresponds to a
count using broken trajectories. Further, the entire bordism g above shows that the
pseudocycles corresponding to the t = 0 and t = K ends are bordant, hence have the
same intersection with the pseudocycle ev.
B.5. Transversality for the quantum Adem relations: Section 7. We give
only brief details for this case, as one just needs to edit the previous transversality
arguments using the discussion in this Appendix.
We recall that in our previous constructions, we proved transversality by observing
that we may assume that v varies in some fundamental domain D of the Z/2-action
on S∞, and then we may freely choose fv for v ∈ D. We would like to make a similar
claim for the more general finite groups that we consider.
Suppose that we are defining operations as in Section 7, using ES4 as our param-
eter space. One constructs a pseudocycle as in Equation (35), and intersects this
with the evaluation pseudocycle in Equation (34). In order to ensure transversality,
one requires that the fv may be chosen (where v ∈ ES4) sufficiently generically. In
particular, we must ensure that the invariance conditions are not troublesome. Sup-
pose that D were a fundamental domain of the S4-action on ES4. The only way
that the invariance conditions could prove to be a problem for transversality is if
one of the invariance conditions were to in some way relate (1p) · D with (1q) · D
for some p, q = 1, 2, 3, 4. If this were the case then we could not freely choose our
Morse function on f(1q)·v with v ∈ D (because then this would influence our choice
of f(1p)·D)). Recall that the invariance conditions required that f(23)·v = f(24)·v = fv.
The pseudocycle that one must write down involves fv, f(12)·v, f(13)·v and f(14)·v. It
is then sufficient to demonstrate that the cosets of G := 〈(23), (24)〉 ⊂ S4 are exactly
{G, (12) ·G, (13) ·G, (14) ·G}, which is a straightforward verification.
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Appendix C. Equivariant Gluing
We will not repeat the classical gluing argument, as pertinent details are well known
for example as in [11, Chapter 10]. Instead, for completeness we mention gluing for
the equivariant case (i.e. as necessary for Section 3.3). A more general equivariant
gluing argument, as in for example [18, Section 4c], is not necessary for this paper.
In the case of Morse flowlines, observe that the Morse-Smale condition is open, so
for a fixed metric g we may assume that each pair (fv,s, g) is Morse-Smale. The
equivariant gluing theorem for a broken pair of flowlines with parameter v simply
works applying a standard gluing argument to a −∇fv,s-flowline concatenated with
a −∇fv,±∞-flowline. The conditions on the functions fpv,s,t for p = 1, ..., 7 for Section
3.3 were specifically chosen for this to be the case. Specifically, for large t, one chooses
fpv,s,t such that f
p
v,s,t is independent of v and s when |s| is sufficiently large.
The gluing theorem for holomorphic spheres holds likewise: one may apply a gluing
theorem on M(J, j) of stable genus 0 J-holomorphic maps of Chern number j, and
this immediately provides a gluing theorem forM(J, j)×Si. However, an important
point must be highlighted: when descending to M(J, j)×Z/2 Si, recalling the action
of Z/2 on M(J, j) is by
(z 7→ z/(z − 1)) ∈ PSL(2,C),
suppose that u is a nodal J-holomorphic map (with at least one node). Then if
[u, v] ∈ M(J, j) ×Z/2 Si, in general there is an ambiguity in how one defines a glued
solution (which depends on a choice of lift to M(J, j) × Si). In particular, if the
domain of u is m1 (in the notation of Figure 6) then there is no way to coherently
glue the domain while respecting the Z/2-action. This is because m1 is an isolated
point in the fixed point set of M0,5.
Appendix D. Constructions for ED8 and ES4
In this appendix, we construct ED8 and ES4 as the union of a countable nested
family of submanifolds (with respective D8 and S4 actions).
D.1. The construction for ED8. Consider the contractible space S
∞×(S∞×S∞),
along with an action of D8 = 〈r, a|r2 = a4 = 1, r ·a = a3 · r〉 ⊂ S4 (where r = (13)(24)
and a = (1324)) as follows:
• r · (z, (z1, z2)) = (−z, (z2, z1)).
• a · (z, (z1, z2)) = (−z, (−z2, z1)).
This is a free action of D8 on the contractible space S
∞ × (S∞ × S∞), which can
be checked by verifying all possibilities. We call this space E, and it is a the model
for ED8. We denote B = E/D8, to contrast with the BD8 as constructed in the next
section. Observe that there are finite dimensional submanifolds Si × (Sj × Sj), for
each (i, j), which are invariant under the D8-action. These will be referred to as E
i,j ,
and let Bi,j = Ei,j/D8.
D.2. The construction for ES4. Recall from Appendix D.1, the space
S2 := S∞ × (S∞ × S∞),
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defined for D8 using r = (12)(34) and a = (1324). We may define similarly S3,S4 for
the conjugates (23) ·D8 · (23) and (24) ·D8 · (24) (corresponding to copies of D8 with
r = (13)(24) and r = (14)(23)) respectively.
Let S∞C = ∪i≥1S2i−1 denote the infinite dimensional sphere taken as the union of
the odd dimensional spheres S2i−1 ⊂ Ci. Let
SC = S∞C × S2 × S3 × S4.
This remains contractible, but now has a free S4 action as follows (to define the action,
it is sufficient to define it on the generators (12), (13), (14) and show that all relations
are satisfied). Firstly, these act on
S2 × S3 × S4,
by:
(12) :
 a a1 a2b b1 b2
c c1 c2
 7→




 a a1 a2b b1 b2
c c1 c2
 7→




 a a1 a2b b1 b2
c c1 c2
 7→
 b −b2 −b1a −a2 −a1
−c −c1 c2
 .
Here we denote an element of this space as a matrix a a1 a2b b1 b2
c c1 c2
 ,
where for example (a, (a1, a2)) ∈ S2 and so on.
Further, to decide the action of these transpositions (12), (13), (14) on S∞C , we pick
three reflections of S∞ (i.e. involutions that restrict to reflections in each S2i−1 ⊂
S∞), such that the composition of any two of these reflections are a rotation by 2π/3
in each complex coordinate, using the identification with the unit sphere S2i−1 ⊂ Ci.
Alternatively, this is multiplication by the third root of unity ζ ∈ C. To see that we
can do this, recall that any element of O(2n) may be block diagonalised into 2 × 2
blocks. It is then sufficient to show that this may be done for S1 (and then extending
likewise for each 2× 2 block). Observe that if one takes the diameters of S1 through
0, ζ and ζ2 then reflection through any two of these three lines suffices.
It remains to show that this is indeed a well defined free action of S4, which we
will not prove here but can be checked by exhaustion. Note further that the inclusion
of D8 ⊂ S4 from Appendix D.1 demonstrates this ES4 as an ED8. We denote by
ESi,j,k4 the S4-invariant submanifold of ES4 corresponding to
S2i−1 × (Sj × (Sk × Sk))× (Sj × (Sk × Sk))× (Sj × (Sk × Sk)).
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Choosing any point p ∈ ES4 that is fixed by the reflection associated to (12), there
is a homotopy equivalence between our ES4 and E (from Appendix D.1), via the
projection
ρ : ES4 → S2,
which is in fact a D8-equivariant homotopy equivalence with respect to the action
of D8 ⊂ S4. To see that we can do this, recall the following argument that S∞C is
contractible: there is a shift map
T : S∞C → S∞C , (z0, z1, . . .) 7→ (0, z0, z1, . . .),
where each zi ∈ C. Pick some p ∈ S∞C − Im(T ). Then T is both homotopic to
the identity map on S∞C and the constant map at p via a (normalised) linear inter-
polation (the key being that this interpolation is never zero). A similar argument
shows that S∞ is contractible. We then observe that ρ is D8-equivariant, and the
ES4/D8 → E/D8 is a homotopy equivalence because it is a fibration over E/D8 with
a contractible fibre. Using the long exact sequence of homotopy for a fibration, this
implies that ρ is a weak equivalence. By construction, our choices of ES4 and E are
CW-complexes, hence this is indeed a homotopy equivalence.
For notational purposes, we will denote BD8 = ES4/D8 (specifically, using the
contractible space ES4 with a free S4 action as constructed in Appendix D.2, but only
quotienting by D8). We will denote B = E/D8 (specifically, using the contractible
space E from Appendix D.1), noting that by standard theory of classifying spaces B
and BD8 are both homotopy equivalent, as in the previous paragraph.
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