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Come de￿nito dal Logistics Management Council (una associazione di pro-
fessionisti nella gestione della catena di approvvigionamento), la logistica Ł ￿il
processo di piani￿cazione, implementazione e controllo del ￿usso e￿ciente, e
dello stoccaggio di beni, servizi e relative informazioni dal luogo di origine a
quello di consumo allo scopo di conformarsi alla richiesta del cliente￿.
Con le tendenze di produzione di ￿lean manufacturing￿ e di operazioni
￿just-in-time￿ (produzione leggera che non si basa su scorte di magazzino),
l’azienda di trasporti che risulti in grado di fornire un servizio e￿ciente e tem-
pestivo consegue un indubbio vantaggio competitivo. Apportando migliorie
agli assegnamenti delle rotte ai mezzi utilizzati (assegnamenti di routing), Ł
possibile conseguire signi￿cativi risparmi attraverso la diminuzione dei costi di
trasporto, la riduzione dei costi di stoccaggio e di inventario, l’eliminazione di
penalit￿ dovute a carichi e consegne intempestivi. Il trasporto Ł infatti il prin-
cipale fattore competitivo nella catena di approvvigionamento, dato che esso
gioca un ruolo molto importante nella logistica, i cui costi totali dipendono
direttamente dalle decisioni di trasporto.
In questo contesto, il problema dell’assegnazione delle rotte e la conseguente
piani￿cazione dei percorsi di distribuzione e consegna divengono cruciali nella
gestione della ￿otta di veicoli di una compagnia di trasporti.
Per quanto semplice, un sistema di logistica coinvolge una complessit￿ di
passaggi che seguono in pratica il ciclo di produzione di un bene e possono
essere riassunti come segue:
1. trasporto delle materie prime dai fornitori ai grossisti;
2. spedizione di queste alla fabbrica per la lavorazione;
3. movimentazione dei prodotti ￿niti verso i diversi depositi;
4. distribuzione dei beni ai clienti ￿nali.
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Le fasi che in maniera un po’ approssimativa abbiamo sopra delineato presup-
pongono tutte una gestione e￿ciente dei trasporti.
In questo lavoro ci concentreremo sull’ultima fase, cioŁ su quella di di-
stribuzione di un bene ai clienti ￿nali, che d￿ luogo a problemi di routing molto
ardui, la cui analisi e risoluzione rende necessario l’uso di modelli matematici,
astrazioni che permettono di descrivere in termini ￿matematici￿ le caratteri-
stiche salienti del problema che si vuole studiare e risolvere.
La costruzione di un modello per un problema reale permette la raziona-
lizzazione sistematica delle criticit￿ ed un piø facile controllo delle grandezze
coinvolte; questo paradigma, ￿glio invero della technŁ che ispira il nostro tem-
po, porta alla concreta possibilit￿ di una diminuzione dei costi per la logistica
che si traduce in un aumento, sebbene non automatico, dei margini operativi
di pro￿tto.
Possiamo dire che i problemi di routing costituiscono un sottoinsieme dei
problemi di logistica con il quale hanno a che fare quasi tutte le compagnie e
le organizzazioni. Essi riguardano il trasporto ￿sico per esempio di materiali,
persone o informazioni, problemi riguardanti non solo le compagnie nel settore
del trasporto ma ogni azienda che debba a￿rontare trasporti interni (trasporto
di prodotti da un luogo all’altro dell’azienda stessa) o grandi compagnie che
debbano gestire un servizio di posta interna.
L’aumentata specializzazione nella lavorazione o fabbricazione di un pro-
dotto e la crescente globalizzazione dell’economia mondiale hanno condotto
ad un aumento signi￿cativo del bisogno, e di conseguenza dell’importanza,
del trasporto e ad una particolare attenzione rivolta al costo del trasporto,
che rappresenta certamente una porzione signi￿cativa dei costi totali di ogni
prodotto e servizio.
In un problema di routing ￿puro￿ c’Ł solamente una componente geogra￿ca,
ma problemi di routing piø realistici includono anche un aspetto di scheduling,
come ad esempio una componente temporale.
I problemi di routing e di scheduling sono dunque elementi importanti nella
maggior parte dei sistemi logistici e per questo motivo una larga parte della
ricerca si Ł concentrata sullo sviluppo di metodi atti a produrre buone soluzioni
a questi, che sono in realt￿ complessi problemi di Ottimizzazione Combinatoria.
La Ricerca Operativa ha come oggetto lo studio e la messa a punto di
metodologie e strumenti quantitativi per la soluzione di problemi decisionali e,
al momento attuale, rappresenta uno strumento indispensabile per supportareINTRODUZIONE 3
ogni tipo di processo decisionale. Tra le classi in cui possono essere suddivisi
i modelli di Ricerca Operativa spicca quella dei modelli di Programmazione
Matematica.
Il campo della Ricerca Operativa ha approntato negli ultimi decenni nu-
merosi algoritmi e metodi di ottimizzazione, tra cui metodi esatti di Program-
mazione Matematica, euristiche e metaeuristiche. Molti di questi approcci
si sono rivelati ad un tempo e￿caci ed e￿cienti e per questo trovano largo
impiego per la risoluzione di larga parte dei problemi logistici odierni.
La Ricerca Operativa risolve i problemi di ottimizzazione con tecniche di
Programmazione Lineare Intera, basate sulla rappresentazione matematica del
problema mediante un modello di Programmazione Matematica in cui le varia-
bili, che sono numeri interi e spesso solo binari, sono legate da equazioni e
disequazioni lineari (che rappresentano i vincoli del problema) e l’obiettivo Ł
quello di ottimizzare (massimizzare o minimizzare) una funzione lineare delle
variabili del problema (la funzione obiettivo).
Dall’ottimizzazione dei percorsi di una ￿otta di veicoli, i quali debbono
sottostare ad una serie di vincoli dati, prendono le mosse i cosiddetti Vehicle
Routing Problems (VRPs). Nucleo centrale di tali problemi Ł la piani￿cazione
dei percorsi (le rotte) su cui sono disposti i clienti da raggiungere e servire, in
modo che risultino minimizzati i costi di routing e di assegnamento dei veicoli
ai relativi percorsi.
Piø precisamente, il VRP comporta la ricerca di un insieme di rotte per
i veicoli di una ￿otta in modo che ciascun veicolo parta dal deposito e vi ri-
torni al termine della rotta associata e che allo stesso tempo un dato insieme
di clienti sia interamente servito. Ad ogni veicolo deve essere assegnata una
rotta che copra un certo numero di clienti in modo che ogni cliente sia visitato
esattamente da un veicolo (e quindi esattamente una volta nell’intero processo
di distribuzione). Ciascun cliente ha una domanda speci￿ca che deve essere
soddisfatta dalla consegna e nessun veicolo pu￿ servire piø clienti di quanto gli
permetta di fare la propria capacit￿. L’obiettivo pu￿ essere quello di minimiz-
zare la distanza totale percorsa dalla ￿otta o il numero di veicoli usati o una
combinazione di questi obiettivi.
Il VRP Ł il piø importante tra i problemi di routing, ma non Ł certa-
mente l’unico che sia in grado di rappresentare e￿cacemente problemi reali di
trasporto.
Il piø semplice problema di routing, e per questo motivo anche il piø studia-4 INTRODUZIONE
to fra tutti, Ł il problema del commesso viaggiatore, il cosiddetto Travelling
Salesman Problem (TSP), nel quale un commesso (che pu￿ essere visto come
un veicolo) deve visitare un certo numero di clienti, ognuno uno sola volta,
partendo dal deposito e tornandovi alla ￿ne del viaggio.
Dato un grafo (che rappresenta, ad esempio, una rete di strade) i cui nodi
rappresentano i clienti da visitare ed agli archi del quale sono associati dei
costi (le distanze tra i nodi congiunti dagli archi), il problema consiste nel
cercare la rotta piø corta (o quella piø economica dal punto di vista dei costi
di routing) che parta dal deposito e vi ritorni dopo aver visitato ogni nodo del
grafo esattamente una volta. Il grafo contiene anche un nodo che rappresen-
ta il deposito da cui si immagina di far partire il commesso e che si assume
come nodo termine del percorso di distribuzione. Il TSP Ł un problema pura-
mente geogra￿co, nel senso che i vincoli del problema e la funzione obiettivo
(che rappresenta la grandezza da ottimizzare) dipendono solamente da una
componente geogra￿ca.
Nonostante la semplicit￿ di formulazione del problema TSP, trovare il per-
corso migliore che minimizzi la distanza percorsa o i costi totali e che visiti
tutti i nodi del grafo una sola volta, Ł un problema di di￿cile risoluzione.
Assumendo di avere a disposizione un certo numero m di commessi, che
possono servire un certo insieme di clienti, si ottiene il problema m-TSP, in cui
ogni cliente deve essere visitato da un solo (arbitrario) commesso, il quale deve
partire dal deposito e farvi ritorno alla ￿ne del proprio percorso. L’obiettivo
Ł quello di minimizzare la spesa complessiva ed anche tale problema risulta
puramente geogra￿co.
Il VRP Ł, in realt￿, un m-TSP in cui ad ogni cliente Ł associata una do-
manda e nel quale ogni veicolo ha una limitata capacit￿ di carico; per questo
motivo viene anche detto Capacitated Vehicle Routing Problem (CVRP). Es-
so non Ł puramente geogra￿co dato che la domanda pu￿ essere vincolante ed
Ł anche piø di￿cile del TSP, tanto che generalmente Ł possibile trovare la
soluzione ottima solo se il numero di clienti da servire Ł relativamente piccolo.
Il VRP deve la sua importanza anche al fatto che rappresenta il modello
di base per una vasta gamma di problemi di routing, ovvero diverse estensioni
del problema di base ciascuna delle quali cerca di rappresentare con la miglior
approssimazione possibile un determinato problema reale di trasporto.
In questo lavoro ci concentreremo su una variante del VRP, quella che
comprende le ￿nestre temporali, ovvero il cosiddetto Vehicle Routing ProblemINTRODUZIONE 5
with Time Windows, spesso indicato semplicemente con la sua sigla, VRPTW.
Tale problema estende quello di base attraverso un vincolo ulteriore: i clienti
devono essere serviti all’interno di un certo intervallo cronologico rappresentato
dalla ￿nestra temporale.
Questo problema risponde all’esigenza sempre piø impellente e realistica
di considerare l’aspetto temporale dei problemi di routing, che si risolve nella
necessit￿ per le aziende non solo di tagliare il piø possibile i costi logistici, ma
anche di essere concorrenziali sulla di￿erenziazione del servizio.
Ci￿ ha prodotto uno sviluppo assai rapido e straordinario della ricerca su
problemi di routing e scheduling vincolati sul tempo. La dimensione temporale
Ł stata cos￿ incorporata nei VRPs nella forma di vincoli di ￿nestre temporali
imposti sui clienti da raggiungere e servire.
Piø precisamente, il VRPTW coinvolge una ￿otta di veicoli che, partendo
da un deposito, deve raggiungere e servire un certo numero di clienti, situati
in diverse posizioni geogra￿che, ciascuno dei quali con speci￿che domande
e ￿nestre temporali all’interno delle quali deve avvenire il servizio. Come
nel VRP, ogni cliente deve essere servito esattamente da un veicolo e quindi
una sola volta nell’intero processo di distribuzione. Inoltre, ad ogni veicolo
deve essere assegnata una rotta che contenga consegne tali da non superare la
capacit￿ del veicolo stesso, il quale al termine delle consegne deve tornare al
deposito da cui Ł partito.
Per quanto riguarda il vincolo supplementare, cioŁ quello temporale,
esistono due principali varianti del problema:
￿ la variante in cui le ￿nestre temporali sono ￿hard￿, cioŁ da rispettare
rigidamente, nel senso che un veicolo pu￿ arrivare in anticipo da un
cliente ma in tal caso per poterlo servire deve aspettare l’inizio della
relativa ￿nestra temporale e comunque non pu￿ mai arrivare dal cliente
dopo la ￿ne della ￿nestra;
￿ la variante in cui le ￿nestre temporali sono ￿soft￿, cioŁ possono essere
violate al costo per￿ dell’introduzione di un contributo di penalizzazione
sulla funzione obiettivo.
In generale, i ricercatori hanno considerato problemi VRPTW con ￿nestre
temporali rigide ed una ￿otta omogenea di veicoli. Tuttavia, con il maturare
del campo di ricerca, l’aumentato livello di so￿sticazione dei metodi sviluppati6 INTRODUZIONE
ha permesso di trattare anche ￿otte eterogenee. Per quanto riguarda la di-
mensione della ￿otta, questa Ł stata ￿ssata a priori oppure assunta libera, cioŁ
da determinare simultaneamente con il migliore insieme di rotte per i veicoli;
comunque molti metodi possono attualmente ottimizzare la dimensione della
￿otta durante il processo.
Sebbene l’introduzione delle ￿nestre temporali nel problema VRP renda
ovviamente piø di￿cile la costruzione ed il mantenimento di un insieme realiz-
zabile di rotte, tale estensione premette la speci￿cazione di funzioni obiettivo
piø realistiche rispetto alla ￿semplice￿ minimizzazione della distanza totale per-
corsa. Infatti, oltre a quest’ultima o al numero di veicoli utilizzati, si possono
minimizzare la durata totale del viaggio oppure il costo complessivo coinvolto
nel routing e nello scheduling, che consiste in costi ￿ssi di utilizzo dei veicoli ed
in costi variabili, come quelli di tempo necessario per gli spostamenti, tempi
d’attesa e di carico e scarico.
Nonostante la sua intrinseca complessit￿, il VRPTW ha ricevuto una con-
siderevole attenzione negli ultimi anni nella comunit￿ di Ricerca Operativa.
Prima di tutto perchØ Ł ancora uno dei problemi di Ottimizzazione Combina-
toria piø di￿cili e quindi rappresenta una grande s￿da per ogni ricercatore; in
secondo luogo per un aspetto piø pratico gi￿ introdotto, vale a dire per il fatto
che la soluzione di questo problema contribuisce direttamente alla riduzione
dei costi nell’importante area della logistica.
Il VRPTW Ł stato studiato ed a￿rontato usando molte diverse tecniche che
includono sia metodi esatti che euristiche e metaeuristiche. Data la di￿colt￿
di realizzazione di metodi esatti veramente e￿cienti (in molti casi Ł necessario
un tempo proibitivo per trovare una soluzione ottima ad una istanza del pro-
blema), la maggior parte della ricerca si Ł focalizzata sullo sviluppo di diverse
ed e￿cienti tecniche euristiche in grado di fornire in un tempo ragionevole una
buona soluzione al problema (ammissibile, ma non certamente ottima). Tra
gli approcci euristici e metaeuristici al VRPTW, numerosi sono quelli basati
su tabu search, simulated annealing ed algoritmi genetici, con risultati davvero
considerevoli.
Certamente meno numerosi, sono stati sviluppati anche e￿cienti approcci
esatti al VRPTW ed Ł proprio di tali approcci che ci occuperemo in questo
lavoro, facendone una panoramica completa.
Dopo aver presentato un modello di Programmazione Lineare Intera del
VRPTW, analizzeremo infatti nel dettaglio gli approcci esatti al problemaINTRODUZIONE 7
elaborati nell’area della Ricerca Operativa a partire dalla ￿ne degli anni ’80
￿no a quelli piø recenti.
Nella nostra trattazione tali approcci saranno divisi in tre categorie generali
e studiati in base a tale divisione. Infatti, tra i diversi approcci sviluppati per
la risoluzione esatta del VRPTW, si distinguono tre ￿loni principali che si
distinguono l’uno dall’altro per le tecniche di base utilizzate:
￿ Programmazione dinamica;
￿ Rilassamento lagrangiano;
￿ Generazione di colonne.
Mostreremo anche come, al momento, i migliori risultati nell’area della Ricerca
Operativa siano dati dagli algoritmi che usano la generazione di colonne.
In tali metodi il problema viene diviso in due problemi: un master problem,
cioŁ un problema principale, ed un subproblem, cioŁ un suo sottoproblema.
Il master problem Ł il rilassamento lineare di un set partitioning problem e
garantisce che ogni cliente sia visitato esattamente una volta; il subproblem
Ł invece un Shortest Path Problem (SPP) con vincoli aggiuntivi (i vincoli di
capacit￿ e di ￿nestre temporali). Usando il master problem vengono calcolati i
costi ridotti per ogni arco e tali costi vengono poi usati nel subproblem al ￿ne
di generare delle rotte che partano dal deposito e poi vi tornino. Le migliori
tra queste rotte vengono allora ￿rimandate￿ al master problem ed entrano a
far parte del problema di set partitioning rilassato. Dato che il problema di
set partitioning viene rilassato rimuovendo i vincoli di interezza, la soluzione
ottenuta raramente Ł intera e per questo motivo il metodo di generazione
di colonne viene inserito in una tecnica di soluzione basata sulla separazione
(come un metodo branch-and-bound).
Analizzeremo anche un approccio esatto ibrido di Ricerca Operativa e Pro-
grammazione con Vincoli basato sulla generazione di colonne. Tale approccio
al VRPTW, come tanti altri sviluppati per altri tipi di problemi, Ł il risultato
di un recente tentativo di integrazione dei due campi nel tentativo di risolvere
piø e￿caciemente di￿cili problemi di Ottimizzazione Combinatoria.
Gli studi relativi a tale integrazione hanno portato a risultati molto in-
teressanti ed hanno aperto nuove ed a￿ascinanti strade, alternative all’usuale
approccio di Ricerca Operativa, sulle quali molto si Ł lavorato e la ricerca Ł
tuttora molto attiva.8 INTRODUZIONE
Recentemente derivato dal campo dell’Intelligenza Arti￿ciale, il paradigma
di Programmazione con Vincoli fornisce una buona ￿essibilit￿ nel modellare
un problema, che in combinazione con la completa separazione tra il modello e
la ricerca, crea uno strumento e￿cace per la risoluzione di problemi reali. Tut-
tavia, il metodo di ricerca usuale usato in Programmazione con Vincoli mostra
spesso tempi di esecuzione proibitivi per problemi di dimensione ragionevole.
La combinazione di metodi di ottimizzazione derivati dalla Ricerca Operati-
va, dall’Intelligenza Arti￿ciale e dalla Programmazione con Vincoli sembra cos￿
essere fertile, dato che questa area di ricerca mostra vantaggi complementari
che potrebbero essere combinati minimizzando gli svantaggi.
Per introdurre l’analisi degli approcci esatti al VRPTW analizzeremo prima
i problemi di ottimizzazione e soprattutto quelli di Ottimizzazione Combina-
toria, alla cui categoria appartiene il problema in esame. Presenteremo poi i
principali metodi esatti di risoluzione in Ricerca Operativa, la teoria alla base
della Programmazione con Vincoli e le possibili integrazioni tra i due campi.
Concluderemo cercando di valutare gli aspetti positivi e quelli negativi del-
l’approccio ibrido, l’unico presente in letteratura per il problema in questione,
mettendolo a confronto con gli approcci puri basati sulle tecniche esatte di
Ricerca Operativa.Capitolo 1
Problemi di Ottimizzazione
Combinatoria e
Ricerca Operativa
1.1 Ricerca Operativa
La Ricerca Operativa (comunemente indicata con la sigla OR, dall’inglese
Operations Research), secondo la de￿nizione data dall’INFORMS (Institute
For Operations Research and Management Science) ￿ha lo scopo di fornire basi
razionali al processo decisionale cercando di comprendere e strutturare situa-
zioni complesse ed utilizzare questa comprensione per prevedere il comporta-
mento dei sistemi e migliorare le loro prestazioni. Gran parte di questo lavoro
utilizza tecniche analitiche e numeriche per sviluppare e manipolare model-
li matematici ed informatici per sistemi organizzativi composti da persone,
macchine e procedure ...￿.
Nella de￿nizione si parla di ￿sistemi￿ e di ￿situazioni￿ complesse in modo
generico. Infatti varie tipologie di sistemi e situazioni possono essere oggetto
di studio in Ricerca Operativa: gestione del personale (turnazioni ospedaliere,
assegnamenti degli equipaggi ai voli di una compagnia aerea), trasporti e logi-
stica (assegnamenti di carichi e rotte ai veicoli di una compagnia di trasporti,
costruzione di un orario ferroviario), produzione (de￿nizione dei tempi di ese-
cuzione di operazioni in un reparto industriale, gestione del magazzino), am-
ministrazione pubblica (valutazione delle prestazioni di scuole, ospedali, pia-
ni￿cazione delle risorse idriche), telecomunicazioni (progetto della rete, asse-
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gnamento delle frequenze ad un sistema di telefonia cellulare). Naturalmente
l’elenco degli esempi potrebbe continuare a lungo data la vastit￿ dei campi di
applicazione della OR.
I problemi a￿rontati sono tipicamente quelli in cui bisogna prendere deci-
sioni sull’uso di risorse disponibili in quantit￿ limitata in modo da rispettare
un insieme assegnato di restrizioni, massimizzando il ￿bene￿cio￿ ottenibile dal-
l’uso delle risorse stesse o minimizzando il ￿costo￿ dell’utilizzo stesso. Questi
problemi sono anche detti problemi di ottimizzazione.
La OR Ł quindi una disciplina che tratta dello sviluppo e dell’applicazione
di metodi scienti￿ci per la risoluzione di problemi di decisione che si presentano
in molteplici e diversi settori della vita reale. Il suo scopo Ł dunque quello di
fornire una base scienti￿ca per cercare di analizzare e comprendere situazioni
anche con strutture molto complesse e quindi utilizzare queste informazioni
per predire il comportamento di un sistema e per migliorare le prestazioni del
sistema stesso.
I sistemi studiati in Ricerca Operativa hanno in comune la possibilit￿ di
essere modellati in modo matematico a partire da una descrizione il piø pos-
sibile quantitativa. Inoltre l’indagine non Ł limitata all’analisi descrittiva e
predittiva del sistema. Vi sono infatti molti modelli matematici di fenomeni
naturali che ne descrivono e predicono l’evoluzione, ma che non fanno parte dei
tipici problemi di OR. In questi Ł presente anche la possibilit￿ di intervenire
sul comportamento del sistema con una scelta opportuna di alcuni parametri.
Questa scelta Ł di fatto una decisione. Siccome sono normalmente disponibili
varie decisioni alternative si vuole anche decidere nel modo piø soddisfacente
ai ￿ni delle prestazioni del sistema.
In Ricerca Operativa si vuole anche pervenire alla soluzione, cioŁ alla de-
cisione piø soddisfacente, per via algoritmica, in modo da poter poi applicare
lo stesso algoritmo a molti sistemi, che di￿eriscono tra loro solo per i dati
quantitativi ma non per la struttura (le diverse istanze di uno stesso pro-
blema). Essenziale Ł anche che l’algoritmo prescelto abbia tempi ragionevoli
di calcolo. A questo ￿ne Ł doveroso analizzare la complessit￿ computazionale
dell’algoritmo progettato o del problema stesso.
L’approccio di OR per risolvere un problema di decisione viene solitamente
realizzato attraverso diverse fasi, le quali possono essere schematizzate nel
seguente modo:
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quelli marginali. Tale fase consiste quindi nell’analisi della struttura del
problema per individuare i legami logico-funzionali e gli obiettivi.
2. La traduzione della descrizione del problema reale in un modello matema-
tico, bilanciando l’adeguatezza alla realt￿ del modello con la sua maneg-
gevolezza risolutiva. In questa fase di costruzione del modello, chiamata
anche formulazione, si descrivono in termini matematici le caratteristiche
principali del problema.
3. L’analisi del modello che prevede la deduzione per via analitica, in riferi-
mento a determinate classi di problemi, di alcune importanti propriet￿,
tra le quali l’esistenza e l’unicit￿ della soluzione ottima e le condizioni di
ottimalit￿ (cioŁ una caratterizzazione analitica della soluzione ottima).
4. La ricerca della soluzione numerica mediante opportuni algoritmi di cal-
colo.
5. La valutazione della soluzione ottenuta rispetto alle caratteristiche del
problema reale. In questa fase la soluzione viene interpretata dal punto
di vista applicativo in modo da evitare che abbia scarso rilievo pratico; in
questo caso, le eventuali cause di inaccettabilt￿ devono essere inglobate
nel modello stesso, determinando cos￿ un nuovo modello piø completo
del precedente.
L’approccio risolutivo della OR si pu￿ quindi de￿nire un approccio modellistico
che organizza l’analisi di un problema reale in due fasi cruciali:
1. la rappresentazione del problema attraverso un modello matematico che
ne astragga gli aspetti essenziali e che schematizzi le interrelazioni esi-
stenti tra i diversi aspetti del fenomeno che si sta studiando;
2. lo sviluppo di metodi matematici e￿cienti (algoritmi di soluzione) per
determinare una soluzione ottima del problema o una sua buona ap-
prossimazione.
Il termine modello Ł solitamente usato per indicare una struttura apposita-
mente costruita per mettere in evidenza le caratteristiche principali di alcuni
oggetti reali. Nella OR non si tratta di modelli concreti, ma piuttosto di mo-
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descrivere in modo sempli￿cato, ma sempre rigoroso, uno o piø fenomeni del
mondo reale.
Tra le classi principali di modelli di OR spicca quella dei modelli determi-
nistici, i quali considerano grandezze esatte. Nel seguito verranno analizzati
questi modelli che sono di fatto i piø usati; in particolare si far￿ riferimento
ai modelli di Programmazione Matematica, in cui tutto il sistema sotto esame
Ł descritto per mezzo di relazioni matematiche (o logiche) tra variabili che
rappresentano gli elementi del sistema ed Ł de￿nito esplicitamente un obietti-
vo da minimizzare o massimizzare. Si noti che in questo contesto il termine
￿programmazione￿ Ł inteso nel senso di ￿piani￿cazione￿ e non di costruzione di
programmi per il calcolatore.
Alcune situazioni reali particolarmente semplici sono gi￿ state studiate ed
i rispettivi modelli costituiscono paradigmi la cui risoluzione Ł stata oggetto di
analisi particolarmente approfondite. Tuttavia la maggior parte dei problemi
reali non si lascia inquadrare facilmente in casistiche precostituite e presen-
ta sempre qualche elemento di novit￿. In questi casi Ł necessario procedere
amalgamando nel miglior modo possibile procedure note con procedure nuove
progettate per l’occasione.
In generale, le caratteristiche comuni dei modelli costruiti ed utilizzati in
Ricerca Operativa ed i passi che si devono seguire per pervenire al modello
stesso sono i seguenti:
￿ bisogna individuare tutte le grandezze presenti nel problema e tra queste
bisogna identi￿care quali sono valori esterni fuori dal controllo diretto del
decisore (solitamente detti dati), e quali invece sono valori sotto il con-
trollo diretto del decisore (grandezze decisionali). Questi ultimi vanno
suddivisi in valori che il decisore pu￿ ￿ssare direttamente e soggettiva-
mente (parametri decisionali) e valori da determinare in base al modello
(variabili decisionali);
￿ i dati, i parametri e le variabili decisionali non sono mai grandezze in-
dipendenti, ma sono sempre legate da vincoli che dipendono dalla strut-
tura stessa del problema (vincoli strutturali). Bisogna quindi identi￿care
con precisione questi vincoli;
￿ decisioni alternative e compatibili con i vincoli non sono quasi mai equiva-
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fra le decisioni e da queste bisogna individuare uno o piø obiettivi che il
decisore desidera perseguire, sotto forma di funzioni delle grandezze del
problema da minimizzare oppure massimizzare (funzioni obiettivo);
￿ per raggiungere certi obiettivi Ł spesso utile introdurre ulteriori vincoli
che non sono strutturali, non dipendono dalla natura stessa del problema
ma dall’intenzione del decisore di indirizzare la decisione in una determi-
nata direzione. Tali vincoli non devono essere necessariamente rispettati
in ogni circostanza, sono perci￿ indicati come vincoli ￿essibili;
￿ una volta trovata una soluzione (cioŁ i valori delle variabili decisionali)
Ł indispensabile analizzarla alla luce del problema reale e nel caso essa
non sia valida occorre rivedere il modello.
Va subito detto che in questo schema vi sono ampi margini di incertezza, di
approssimazione e di ￿essibilit￿. Una prima causa di approssimazione Ł dovuta
al fatto che i dati di un problema sono noti esattamente solo in rari casi e
quindi dobbiamo essere consapevoli dell’e￿etto di questa imprecisione sulla
decisione ￿nale. Vi sono situazioni in cui si pu￿ solo ipotizzare la distribuzione
di probabilit￿ dei dati e quindi la decisione ￿nale sar￿ necessariamente a￿etta
da incertezza.
L’approssimazione pu￿ anche essere dovuta alla costruzione stessa del mo-
dello. Ad esempio, introdurre tutti i vincoli possibili non Ł mai conveniente
per diversi motivi: siccome vi sono categorie di modelli matematici per i quali
sono noti e disponibili dei metodi risolutivi, Ł opportuno costruire il modello
cercando di farlo rientrare in una delle categorie note. Se alcuni vincoli sono
inesprimibili all’interno del particolare tipo di modello scelto e inoltre risultano
all’analisi meno rilevanti di altri, Ł piø conveniente non considerarli. Quindi
Ł inevitabile che il modello sia approssimato rispetto alla realt￿ che si vuole
descrivere. Inoltre la presenza di un elevato numero di vincoli e di variabili
rende un modello troppo sensibile ad aspetti marginali e quindi meno robusto
rispetto a variazioni dei dati.
Altri margini di incertezza sono dovuti alla presenza nei problemi reali di
aspetti di￿cilmente formalizzabili in modo quantitativo e che vanno quindi
riformulati mediante ￿trucchi￿ che non hanno un immediato riscontro con la
realt￿ e la cui e￿cacia va veri￿cata sperimentalmente.
In conclusione, nell’analizzare la realt￿ per mezzo di modelli non va mai
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un problema Ł in realt￿ sempre la soluzione della rappresentazione che abbiamo
costruito del problema reale. ¨ sempre necessario prestare grande attenzione
alla fondatezza del modello costruito: il modello sar￿ sempre una descrizione
molto limitata della realt￿, ma dovr￿ rappresentare con ragionevole accuratez-
za gli aspetti che interessano ai ￿ni della soluzione del problema decisionale
che si sta a￿rontando.
Le motivazioni che rendono molto utile la costruzione di un modello matema-
tico, cioŁ un approccio modellistico come quello della OR, sono molteplici e
possono essere riassunte come segue:
￿ La possibilit￿ di risolvere matematicamente il problema.
Grazie al modello Ł possibile infatti analizzare matematicamente il pro-
blema ed ottenere cos￿ una soluzione che, soprattutto in riferimento a
scopi di piani￿cazione, permette di adottare strategie che da una semplice
analisi strutturale del problema non apparirebbero evidenti o che a volte
potrebbero essere per￿no controintuitive.
￿ Una maggiore comprensione del problema.
Il modello Ł una rappresentazione sempli￿cata del problema e spes-
so la sua costruzione consente di individuare propriet￿ strutturali del
problema che altrimenti non sarebbero a￿atto evidenti.
￿ La deduzione analitica di importanti propriet￿.
Nella fase di analisi del modello Ł possibile dedurre per via analitica al-
cune importanti propriet￿ del problema sulla base dei risultati disponibili
per la classe di problemi a cui si fa riferimento.
￿ La possibilit￿ di simulazioni.
Con un modello Ł possibile e￿ettuare esperimenti che spesso non Ł pos-
sibile e￿ettuare direttamente nella realt￿.
Le principali critiche all’approccio modellistico possono invece essere sintetiz-
zate nei seguenti due punti:
￿ L’impossibilit￿ di quanti￿care soddisfacentemente con opportuni valori
numerici alcuni dati richiesti dal modello (ad esempio, nel tentativo di
quanti￿care con un costo o con un pro￿tto alcuni valori sociali soprat-
tutto in relazione a scopi di piani￿cazione). Tale punto riguarda quin-
di la possibilit￿ (non remota) di dover trattare concetti non facilmente
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￿ La possibilit￿ che la qualit￿ delle risposte che un modello produce dipen-
dano profondamente dall’accuratezza dei dati prodotti. Tale punto riguar-
da quindi la possibile mancanza di precisione di alcuni dei dati immessi
nel modello.
Alla prima critica si pu￿ per￿ obiettare che ogni approccio scienti￿co pu￿
di￿cilmente evitare la di￿colt￿ di quanti￿cazione di certi dati e che il modo
migliore di superare tale problema consiste nell’incorporare tale quanti￿cazione
nel modello stesso. La seconda critica Ł meno rilevante della precedente, in
quanto anche se alcuni dati introdotti sono poco accurati, Ł ancora possi-
bile che la struttura del modello sia tale da garantire che la soluzione sia
su￿cientemente accurata.
Una volta determinato il modello corretto per un problema, la Ricerca
Operativa si occupa di fornire una procedura esplicita per determinarne una
soluzione. Tale procedura pu￿ essere rappresentata da metodi matematici
analitici o, come piø spesso accade, da metodi numerici che determinano la
soluzione del problema mediante speci￿ci algoritmi di calcolo.
In questo contesto, il merito maggiore della OR consiste nello studiare un
sistema nel suo complesso, dato che la maggior parte dei problemi reali coin-
volge diverse parti di un sistema mutuamente interagenti ed Ł quindi essenziale
studiarne l’interazione reciproca. Questa Ł una caratteristica distintiva della
OR rispetto ad altre discipline ed Ł quindi evidente che un aspetto caratte-
rizzante la OR sia proprio l’interdisciplinariet￿. In e￿etti, le tecniche di cui
la OR fa uso sono numerose e provengono da diverse branche della matemati-
ca: dall’algebra lineare alla logica, dalla statistica alla teoria dei giochi, dalla
teoria delle decisioni alla teoria dei sistemi. Questo ha prodotto lo svilup-
po di metodologie di soluzione che rappresentano un’inusuale combinazione di
tecniche e strumenti tipici di altri settori.
Nel seguito di questo lavoro, dopo aver introdotto quelli che sono i pro-
blemi tipicamente trattati dalla OR, cioŁ i problemi di ottimizzazione e piø
in particolare quelli di Ottimizzazione Combinatoria, illustreremo le principali
tecniche risolutive sviluppate ed utilizzate dalla Ricerca Operativa per tali
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1.2 Problemi di Ottimizzazione
Un problema Ł una domanda espressa in termini generali, la cui risposta
dipende da un certo numero di parametri e variabili.
Un problema viene usualmente de￿nito per mezzo di:
￿ una descrizione dei suoi parametri, in generale lasciati indeterminati;
￿ una descrizione delle propriet￿ che devono caratterizzare la risposta o
soluzione desiderata.
Una istanza di un dato problema P Ł quella particolare domanda che si
ottiene speci￿cando particolari valori per tutti i parametri di P.
Molto spesso un problema viene de￿nito fornendo l’insieme F delle possibili
soluzioni. Di tale insieme, detto insieme realizzabile, viene in generale data la
struttura con i parametri da cui essa dipende; i suoi elementi vengono detti
soluzioni realizzabili.
Frequentemente l’insieme F viene speci￿cato indicando un insieme ￿base￿
F 0 tale che F µ F 0, ed ulteriori condizioni (vincoli) che gli elementi di F
devono soddisfare. In questo caso si parla spesso degli elementi di F 0nF come
di soluzioni non realizzabili.
Un problema di ottimizzazione Ł un problema in cui sull’insieme realizzabile
F viene de￿nita una funzione, detta funzione obiettivo,
c : F ¡! R
che fornisce il costo o il bene￿cio associato ad ogni soluzione; la soluzione
ottima del problema Ł un elemento di F che rende minima (oppure massima)
la funzione obiettivo.
Questo tipo di problema pu￿ essere matematicamente scritto come
(P) minfc(x) : x 2 Fg:
Dato un problema P, chiamiamo z(P) il valore ottimo della funzione obietti-
vo. Allora, una soluzione realizzabile x¤ 2 F tale che c(x¤) = z(P) Ł detta
soluzione ottima per P; si tratta cioŁ di un vettore x¤ 2 F tale che
c(x
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¨ immediato veri￿care che un problema di ottimizzazione pu￿ essere indif-
ferentemente codi￿cato come problema di massimo o di minimo. Infatti, dato
il problema
(P
0) maxf¡c(x) : x 2 Fg;
Ł immediato veri￿care che z(P) = ¡z(P 0), cioŁ il valore che si ottiene mini-
mizzando la funzione c(x) sull’insieme F Ł uguale all’opposto del valore che si
ottiene massimizzando la funzione ¡c(x), sempre su F. I due problemi P e
P 0 sono equivalenti, in quanto hanno le stesse soluzioni realizzabili e le stesse
soluzioni ottime.
In certi casi ci￿ che il problema richiede Ł semplicemente la determinazione
di una qualsiasi soluzione realizzabile, ovvero di determinare se l’insieme rea-
lizzabile F sia vuoto o meno; in questo caso si parla di problema decisionale
oppure di problema di esistenza. Per tali problemi, si richiede di fornire un
elemento x 2 F, se ne esiste uno, oppure di dichiarare che F Ł vuoto.
Dato un problema decisionale de￿nito su F µ F 0, ad esso Ł naturalmente
associato il problema di certi￿cato: dato x 2 F 0, veri￿care se x 2 F. Il
problema di certi￿cato Ł un problema decisionale che richiede semplicemente
una risposta ￿si￿ oppure ￿no￿.
Un problema di ottimizzazione pu￿ essere espresso come problema deci-
sionale: basta usare come insieme in cui si cerca una soluzione realizzabile
l’insieme delle sue soluzioni ottime. Analogamente, un problema decisionale
pu￿ essere formulato come problema di ottimo: basta de￿nire la funzione ob-
biettivo su di un opportuno insieme F 0 che includa F, assegnandole valore 0
per ogni elemento che appartiene a F e valore 1 per ogni elemento che non vi
appartiene.
Dal punto di vista della risolubilit￿, ossia della possibilit￿ di determinare
una soluzione ottima di un problema di ottimizzazione (o una soluzione rea-
lizzabile di un problema decisionale), i problemi di ottimizzazione (o rispet-
tivamente, decisionali) possono essere in prima approssimazione divisi in due
classi: problemi ￿facili￿ e problemi ￿di￿cili￿. Queste due classi coincidono in
larga parte rispettivamente con la classe dei problemi polinomiali (P) e con la
classe dei problemi NP￿ardui, che illustreremo dettagliatamente nella sezione
successiva.
Dato un problema di ottimizzazione, possiamo pensare ad un problema
di minimo, chiameremo problema decisionale associato, o sua versione de-
cisionale, il problema che consiste nel veri￿care l’esistenza di una soluzione18 PROBLEMI DI OTTIMIZZAZIONE COMBINATORIA
realizzabile in
Fk = fx 2 F : c(x) · kg;
dove k Ł un pre￿ssato valore. Si cerca cioŁ se esiste una soluzione realizzabile
del problema di ottimizzazione che fornisca un valore della funzione obiettivo
non superiore a k.
In un certo senso, il problema decisionale associato ad un problema di ot-
timizzazione ne Ł una versione parametrica: facendo variare il parametro k e
risolvendo ogni volta un problema di esistenza, Ł possibile determinare il valore
ottimo della funzione obiettivo, o almeno una sua approssimazione con preci-
sione arbitraria (risolvere il problema di ottimizzazione equivale a risolverne la
variante decisionale per ogni possibile valore di k). Infatti, normalmente i pro-
blemi di ottimizzazione e le loro versioni decisionali sono ￿ugualmente di￿cili￿.
Dato un problema di ottimizzazione, accade spesso di voler costruire una
qualche ￿approssimazione￿ del problema dato, ad esempio tenendo in conto
solamente alcune delle condizioni (vincoli) che le soluzioni realizzabili devono
soddisfare.
In particolare, si de￿nisce rilassamento di un qualsiasi problema P il pro-
blema
( ¹ P) minf¹ c(x) : x 2 ¹ Fg
tale che F µ ¹ F e ¹ c(x) · c(x) 8x 2 F. In altre parole, ¹ P Ł un rilassamento
di P se ha ￿piø soluzioni￿ di P e/o se la sua funzione obiettivo Ł una approssi-
mazione inferiore della funzione obiettivo c di P sull’insieme F. In questo
caso, Ł immediato veri￿care che il valore ottimo della funzione obiettivo di
¹ P fornisce una valutazione inferiore (un lower bound) del valore ottimo della
funzione obiettivo di P, ossia z( ¹ P) · z(P).
Nel caso di problemi di massimo, la seconda condizione diventa ¹ c(x) ¸
c(x) 8x 2 F, ed il rilassamento fornisce una valutazione superiore (un upper
bound) del valore ottimo della funzione obiettivo di P, ossia z( ¹ P) ¸ z(P).
Spesso accade che i rilassamenti siano piø ￿facili￿ dei problemi originali,
ossia che tali valutazioni (inferiori o superiori) possano essere ottenute molto
piø rapidamente rispetto al tempo richiesto per risolvere il problema originario;
ci￿ pu￿ chiaramente rendere tali valutazioni molto utili.COMPLESSIT￿ COMPUTAZIONALE 19
1.3 Complessit￿ Computazionale
Una volta che un problema P sia stato formulato, deve essere risolto; si Ł
quindi interessati alla messa a punto di strumenti di calcolo, cioŁ di algoritmi,
che data una qualsiasi istanza p del problema siano in grado di fornirne una
soluzione in un tempo ￿nito.
Un algoritmo che risolve P pu￿ essere de￿nito come una sequenza ￿nita
di istruzioni che, applicata ad una qualsiasi istanza p di P, si arresta dopo
un numero ￿nito di passi (ovvero di computazioni elementari), fornendo una
soluzione di p oppure indicando che p non ha soluzioni realizzabili.
Generalmente si Ł interessati a trovare l’algoritmo piø ￿e￿ciente￿ per un
dato problema. Per poter studiare gli algoritmi dal punto di vista della loro
e￿cienza, o complessit￿ computazionale, Ł necessario de￿nire un modello com-
putazionale; classici modelli computazionali sono la Macchina di Turing, la
R.A.M. e la Macchina a Registri (MR).
1.3.1 Misure di Complessit￿
Dato un problema P, una sua istanza p, ed un algoritmo A che risolve P,
indichiamo con costo (o complessit￿) di A applicato a p una misura delle risorse
utilizzate dalle computazioni che A esegue su una macchina MR (presumibil-
mente in grado di calcolare qualsiasi funzione e￿ettivamente computabile con
procedimenti algoritmici) per determinare la soluzione di p.
Le risorse, in principio, sono di due tipi: memoria occupata e tempo di
calcolo. Molto spesso la risorsa piø critica Ł il tempo di calcolo (tempo di
esecuzione dell’algoritmo) e quindi si usa soprattutto questa come misura della
complessit￿ degli algoritmi. Nell’ipotesi che tutte le operazioni elementari
abbiano la stessa durata, il tempo di calcolo pu￿ essere espresso come numero
di operazioni elementari e￿ettuate dall’algoritmo.
Dato un algoritmo, Ł opportuno disporre di una misura di complessit￿ che
consenta una valutazione sintetica della sua ￿bont￿￿ ed eventualmente un suo
agevole confronto con algoritmi alternativi. Conoscere la complessit￿ di A per
ognuna delle istanze del problema P non Ł possibile (l’insieme delle istanze di
un problema Ł normalmente in￿nito), nØ sarebbe di utilit￿ pratica.
Si cerca allora di esprimere la complessit￿ come una funzione g(n) della
dimensione n dell’istanza cui viene applicato l’algoritmo, de￿nita come una
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gionevolmente￿ compatta, i dati che de￿niscono l’istanza, cioŁ una misura
della lunghezza del suo input.
Dato che per ogni dimensione si hanno in generale molte istanze di quella
dimensione, si sceglie g(n) come il costo necessario per risolvere la piø di￿cile
tra le istanze di dimensione n; si parla allora di complessit￿ nel caso peggiore.
A questo punto la funzione g(n) risulta de￿nita in modo su￿cientemente
rigoroso, continuando per￿ ad essere di di￿cile uso come misura della com-
plessit￿, dato che risulta di￿cile, se non praticamente impossibile, la valu-
tazione di g(n) per ogni dato valore di n. Questo problema si risolve sostituen-
do alla funzione g(n) il suo ordine di grandezza; si parla allora di complessit￿
asintotica.
Date due funzioni f(x) e g(x), diremo che:
1. g(x) Ł O(f(x)) se esistono due costanti c1 e c2 per cui
g(x) · c1f(x) + c2 8x;
2. g(x) Ł ­(f(x)) se f(x) Ł O(g(x));
3. g(x) Ł £(f(x)) se g(x) Ł allo stesso tempo O(f(x)) e ­(f(x)).
Sia g(x) il numero di operazioni elementari che vengono e￿ettuate dall’algorit-
mo A applicato alla piø di￿cile istanza, tra tutte quelle che hanno lunghezza
di input x, di un dato problema P. Diremo allora che la complessit￿ di A Ł
un O(f(x)) se g(x) Ł un O(f(x)), Ł un ­(f(x)) se g(x) Ł un ­(g(x)) ed un
£(f(x)) se g(x) Ł un £(f(x)).
Un algoritmo Ł detto avere una complessit￿ polinomiale se il tempo di ese-
cuzione Ł dell’ordine O(xk), dove k Ł una costante indipendente dalla lunghezza
di input x. Se la funzione di complessit￿ di tempo non pu￿ essere limitata da
un polinomio, l’algoritmo Ł detto avere complessi￿ esponenziale. Se l’espres-
sione bl, dove l Ł una costante ed b Ł il valore di input piø grande, Ł parte della
funzione che limita, cioŁ se il tempo di running Ł dell’ordine di O(xkbl), allora
l’algoritmo Ł detto avere complessit￿ pseudo-polinomiale.
1.3.2 Classi P e NP
Chiameremo problemi trattabili quelli per cui esistono algoritmi la cui com-
plessit￿ sia un O(p(x)), con p(x) un polinomio in x, e problemi intrattabili quelli
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Per poter e￿ettuare una piø rigorosa classi￿cazione dei diversi problemi,
conviene far riferimento a problemi in forma decisionale.
Una prima importante classe di problemi Ł la classe NP, costituita da tutti
i problemi decisionali il cui problema di certi￿cato associato pu￿ essere risolto
in tempo polinomiale. In altri termini, i problemi in NP sono quelli per cui Ł
possibile veri￿care e￿cientemente una risposta ￿si￿ , perchØ Ł possibile decidere
in tempo polinomiale se una soluzione x Ł realizzabile per il problema.
Equivalentemente, si pu￿ de￿nire NP come la classe di tutti i problemi
decisionali risolubili in tempo polinomiale da una macchina MR non-determi-
nistica (NP sta infatti per Polinomiale nel calcolo Non-deterministico). Una
MR non-deterministica Ł il modello di calcolo (astratto) in cui una MR, qualora
si trovi ad a￿rontare un’operazione di salto condizionale, pu￿ eseguire contem-
poraneamente entrambi i rami dell’operazione, e questo ricorsivamente per un
qualsiasi numero di operazioni; si tratta cioŁ di un computer capace di eseguire
un numero illimitato (ma ￿nito) di calcoli in parallelo.
In altre parole, i problemi in NP sono quelli per cui esiste una com-
putazione di lunghezza polinomiale che pu￿ portare a costruire una soluzione
realizzabile, se esiste, ma questa computazione pu￿ essere ￿nascosta￿ entro un
insieme esponenziale di computazioni analoghe tra le quali, in generale, non si
sa come discriminare.
Un sottoinsieme della classe NP Ł la classe P, costituita da tutti i problemi
risolubili in tempo polinomiale, ossia contenente tutti quei problemi decisionali
per i quali esistono algoritmi di complessit￿ polinomiale che li risolvono. Per
questo motivo i problemi in P sono anche detti problemi polinomiali.
Chiaramente P µ NP, ma una domanda particolarmente importante Ł se
esistano problemi in NP che non appartengono anche a P, cioŁ se sia P 6= NP.
A questa domanda non si Ł in grado di rispondere, anche se si ritiene fortemente
probabile che la risposta sia positiva, cioŁ che e￿ettivamente sia P 6= NP.
1.3.3 Problemi NP￿completi e NP￿ardui
Molti problemi, anche se apparentemente notevolmente diversi, possono
tuttavia essere ricondotti l’uno all’altro. Dati due problemi decisionali P e Q
e supponendo l’esistenza di un algoritmo AQ che risolve Q in tempo costante
(indipendente dalla lunghezza dell’input), diremo che P si riduce in tempo
polinomiale a Q, e scriveremo P / Q, se esiste un algoritmo che risolve P in22 PROBLEMI DI OTTIMIZZAZIONE COMBINATORIA
tempo polinomiale utilizzando come sottoprogramma AQ. In tal caso si parla
di riduzione polinomiale di P a Q.
¨ facile veri￿care che la relazione / ha le seguenti propriet￿:
1. Ł ri￿essiva: A / A;
2. Ł transitiva: A / B e B / C ) A / C;
3. A / B e A 62 P ) B 62 P;
4. A / B e B 2 P ) A 2 P.
Possiamo ora de￿nire la classe dei problemi NP￿completi: un problema A Ł
detto NP￿completo se A 2 NP e se per ogni B 2 NP si ha che B / A.
La classe dei problemi NP￿completi costituisce un sottoinsieme della classe
NP di particolare importanza. Un fondamentale teorema (dovuto a Cook,
1971) garantisce che tale classe non Ł vuota.
I problemi NP￿completi hanno l’importante propriet￿ che se esiste per
uno di essi un algoritmo polinomiale, allora (per transitivit￿) necessariamente
tutti i problemi in NP sono risolubili in tempo polinomiale, e quindi P = NP.
In un certo senso, tali problemi sono i piø di￿cili tra i problemi in NP. Un
problema si dice NP￿completo in senso forte se per esso non esiste alcun
algoritmo pseudo-polinomiale a meno che P = NP.
Un problema che abbia come caso particolare un problema NP￿completo
si dice problema NP￿arduo ed ha la propriet￿ di essere almeno tanto di￿-
cile quanto i problemi NP￿completi (a meno di una funzione moltiplicativa
polinomiale). Si noti che un problema NP￿arduo pu￿ anche non appartenere
alla classe NP. Come de￿nito per i problemi NP￿completi, allo stesso mo-
do un problema si dice NP￿arduo in senso forte se per esso non esiste alcun
algoritmo pseudo-polinomiale a meno che P = NP.
Nonostante tutti gli sforzi dei ricercatori, non Ł stato possibile ￿no ad
ora determinare per nessun problema NP￿arduo un algoritmo polinomiale,
il che avrebbe fornito algoritmi polinomiali per tutti i problemi della classe.
Questo fa oggi ritenere che non esistano algoritmi polinomiali per i problemi
NP￿completi, ossia, come gi￿ detto, che sia P 6= NP.
Allo stato delle conoscenze attuali, quindi, tutti i problemi NP￿ardui sono
presumibilmente intrattabili. Naturalmente, ci￿ non signi￿ca che non sia in
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istanze di problemi NP￿ardui di dimensione signi￿cativa (quella richiesta dalle
applicazioni reali).
1.4 Problemi di Ottimizzazione Combinatoria
All’interno dei problemi di ottimizzazione, in base alla struttura dell’in-
sieme realizzabile, si possono distinguere due importanti classi di problemi.
Nel caso in cui un problema di ottimizzazione P sia caratterizzato dal fatto
che in ogni sua istanza la regione realizzabile F contiene un numero ￿nito di
punti (e quindi la soluzione ottima pu￿ essere trovata confrontando un numero
￿nito di soluzioni), si parla di problema di Ottimizzazione Combinatoria (o Ot-
timizzazione Discreta); si parla invece di problema di Ottimizzazione Continua
se la regione realizzabile pu￿ contenere un’in￿nit￿ non numerabile di punti.
Mentre nei modelli di Ottimizzazione Combinatoria le variabili sono vincolate
ad essere numeri interi, nei modelli di Ottimizzazione Continua le variabili
possono assumere tutti i valori reali.
Tali classi di modelli rientrano nella categoria piø generale della Program-
mazione Matematica, disciplina che svolge un ruolo di fondamentale importan-
za all’interno della Ricerca Operativa e che ha per oggetto lo studio di problemi
in cui si vuole minimizzare o massimizzare una funzione reale de￿nita su Rn
le cui variabili sono vincolate ad appartenere ad un insieme pre￿ssato, vale a
dire lo studio di problemi di ottimizzazione.
Solitamente l’insieme realizzabile F viene descritto da un numero ￿nito di
disuguaglianze del tipo g(x) ¸ b, dove g Ł una funzione de￿nita su Rn a valori
reali e b 2 R. Formalmente, date m funzioni gi : Rn ! R;i = 1;:::;m; si
esprime F nella forma
F = fx 2 R
n : gi ¸ bi;i = 1;:::;mg:
Un problema di ottimizzazione pu￿ quindi essere riscritto nella forma:
minfc(x) : gi ¸ bi;i = 1;:::;mg;
e viene chiamato problema di Programmazione Matematica.
I problemi di Programmazione Matematica si possono classi￿care in base
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Piø precisamente, si hanno problemi di:
￿ Programmazione Lineare se la funzione c(x) e tutte le gi sono lineari;
￿ Programmazione Lineare Intera se oltre alla condizione di linearit￿ per
la funzione obiettivo ed i vincoli, il vettore x delle variabili deve essere
intero;
￿ Programmazione Lineare Mista se non tutto l’insieme delle variabili ma
solo un suo sottoinsieme deve assumere valori interi.
Mentre i problemi di Programmazione Lineare appartengono alla classe P,
la maggior parte dei problemi di Programmazione Lineare Intera, che sono
problemi di Ottimizzazione Combinatoria, sono problemi NP￿ardui. Quin-
di, in generale, mentre i primi sono ￿facili￿ da risolvere, per i problemi di
Programmazione Lineare Intera Ł necessario un algoritmo con complessit￿
esponenziale.
1.4.1 Programmazione Lineare
La Programmazione Lineare (brevemente, PL) Ł una disciplina matemati-
ca relativamente giovane, che si fa comunemente risalire al 1947, quando G.B.
Dantzig propose un algoritmo, l’algoritmo del simplesso, come metodo e￿-
ciente per risolvere problemi coinvolgenti grandezze lineari. Al tempo Dantzig
lavorava nello SCOOP (Scienti￿c Computation of Optimum Programs), un
gruppo di ricerca americano risultante da una intensa attivit￿ scienti￿ca du-
rante la seconda guerra mondiale, che mirava a razionalizzare la logistica legata
alle operazioni di guerra.
Nel 1939 il matematico sovietico Kantorovitch aveva gi￿ proposto un simile
metodo per l’analisi di piani economici, ma il suo contributo Ł stato a lungo
ignorato dalla comunit￿ scienti￿ca occidentale. Sembra che persino Fourier
(nel 1827) avesse gi￿ pensato a metodi di questo genere per trovare soluzioni
realizzabili di un sistema di disuguaglianze lineari.
Viene quindi spontaneo chiedersi per quale motivo tale metodo Ł riuscito a
prendere piede solo con l’intervento di Dantzig. Bisogna innanzitutto dire che
la caratteristica di tutti i lavori antecedenti quelli di Dantzig era uno scarso
interesse verso l’applicabilit￿ pratica, dovuta principalmente all’impossibilit￿
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Di certo quello che rende il contributo di G.B. Dantzig cos￿ importante
rispetto ai precedenti, Ł la concomitanza con altri due fenomeni:
￿ il considerevole sviluppo del computer che ha permesso l’implementazione
di algoritmi per la risoluzione di problemi reali di dimensioni conside-
revoli;
￿ il parallelo sviluppo di una struttura matriciale (Interindustry Input-
Output Model) per lo studio dell’economia proposto da W.A. Leontie￿,
che con il suo lavoro ha mostrato come l’intera economia potesse essere
rappresentata in una sorta di struttura di programmazione lineare.
Al contrario dei metodi proposti precedentemente, il metodo del simplesso si
rivel￿ e￿ciente nella pratica e questo, unitamente al simultaneo avvento dei
calcolatori elettronici, decret￿ il successo della PL e, con esso, l’inizio dello
sviluppo rigoglioso della Ricerca Operativa.
Per questi motivi il metodo di Programmazione Lineare ha cominciato ad
essere considerato sia uno strumento e￿ciente per il calcolo delle soluzioni
di una larga scala di problemi di ottimizzazione, sia un paradigma generale di
equilibrio economico tra diversi settori di scambio di risorse e servizi, attirando
cos￿ l’interesse di larga parte della ricerca scienti￿ca.
Storicamente, lo sviluppo il PL Ł guidato dalle sue applicazioni nell’eco-
nomia e nella gestione. Inizialmente Dantzig ha sviluppato il metodo del
simplesso per risolvere i problemi di piani￿cazione dei voli della Air Force
americana, e problemi di piani￿cazione e di scheduling ancora dominano le
applicazioni di PL.
Il suo grande successo Ł invece dovuto al fatto che essa si presta a model-
lare con facilit￿ una larga variet￿ di attivit￿ economiche, come ad esempio la
produzione da risorse scarse (allocazione ottima di risorse), la logistica (molti
aspetti del trasporto e dispiegamento di risorse), lo scheduling (assegnamen-
to di personale e macchine ai lavori), l’equilibrio economico (equilibrio do-
manda/o￿erta in un mercato competitivo), la copertura dai rischi (analisi di
portfolio), etc.
Il problema generale della PL Ł detto programma lineare e consiste in un
problema di ottimizzazione caratterizzato dalle seguenti propriet￿:
1. un numero ￿nito n di variabili xi , che possono assumere valori reali non
negativi;26 PROBLEMI DI OTTIMIZZAZIONE COMBINATORIA
2. una funzione obiettivo lineare, cioŁ del tipo:
f(x) = c
Tx = c1x1 + c2x2 + ::: + cnxn =
n X
i=1
cixi;
dove c 2 Rn Ł il vettore dei costi (￿ssato) ed x 2 Rn Ł il vettore delle
variabili;
3. l’insieme realizzabile Ł de￿nito da un insieme ￿nito di equazioni e/o di-
sequazioni, cioŁ vincoli lineari del tipo ax = b, ax · b e ax ¸ b, dove
a 2 Rn e b 2 R.
Un problema di PL pu￿ sempre essere espresso per mezzo della formulazione
seguente:
maxfc
Tx : Ax · b;x ¸ 0g;
dove A Ł una matrice reale m £ n e b 2 Rm ed m Ł il numero di vincoli. In
questo caso si dice che il programma lineare Ł in forma canonica. Notiamo
che un problema in cui si voglia minimizzare anzichØ massimizzare la funzione
obiettivo, si pu￿ riscrivere in forma standard (cioŁ con vincoli di uguaglianza)
cambiando il segno al vettore c dei coe￿cienti di costo. In questo modo un
qualsiasi problema di PL come essere scritto come problema di minimizzazione.
Un vettore x che soddis￿ i vincoli del programma lineare, rappresentati
dall’espressione Ax · b; x ¸ 0, Ł detto soluzione realizzabile del programma, e
tale vettore Ł detto soluzione ottima se oltre ad essere una soluzione realizzabile
massimizza (o minimizza, a seconda del problema) la funzione obiettivo.
Ogni istanza di un programma lineare rientra in una fra tre categorie
distinte; infatti, un programma lineare si dice:
1. irrealizzabile, se non esiste alcuna soluzione realizzabile al problema,
non ci sono cioŁ vettori x per i quali tutti i vincoli del problema siano
soddisfatti;
2. illimitato, se i vincoli non contengono su￿cientemente la funzione di co-
sto in modo che per ogni soluzione realizzabile data, possa essere trovata
un’altra soluzione realizzabile che produca un ulteriore miglioramento
della funzione di costo;
3. ottimo, se non Ł irrealizzabile o illimitato, cioŁ se la funzione di costo ha
un unico valore minimo (o massimo); si noti per￿ che questo non signi￿ca
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I problemi di PL formano una delle piø importanti classi di modelli di ottimiz-
zazione, per i seguenti motivi:
￿ molti problemi di ottimizzazione nella pratica possono essere modellati
come problemi di PL;
￿ la PL appartiene alla classe dei problemi polinomiali, cioŁ ￿facili￿; in
e￿etti, per tali problemi sono disponibili algoritmi estremamente e￿cienti
in grado di risolvere anche istanze di dimensione molto grande;
￿ la PL fornisce gli strumenti fondamentali per l’analisi e la costruzione di
algoritmi e￿cienti per molte altre classi di problemi.
Proprio per il fatto che molti problemi reali possono essere espressi nell’am-
bito della PL, molta attenzione Ł stata rivolta allo studio di algoritmi per la
risoluzione di tale classe di problemi.
Nel caso della PL si dice che un algoritmo risolve un problema se Ł capace
di determinare correttamente se il problema dato ha un insieme realizzabile
vuoto oppure Ł limitato oppure, se nessuno di questi due casi risulta veri￿cato,
sia capace di individuare una soluzione ottima.
Esistono diversi algoritmi per la risoluzione di problemi di PL, ma quello
piø spesso usato Ł proprio l’algoritmo del simplesso introdotto da Dantzig.
Esso consiste di due passi base, spesso detti ￿fasi￿: la prima fase consiste
nel cercare una soluzione realizzabile al problema, mentre la seconda consiste
nel tentativo di migliorare iterativamente il valore della funzione obiettivo,
cercando una variabile del problema che possa essere aumentata a spese del-
la diminuzione di un’altra variabile, in modo da produrre un miglioramento
globale della funzione obiettivo. L’algoritmo del simplesso risolve programmi
lineari molto rapidamente, almeno nella pratica; tuttavia, su particolari input,
esso pu￿ richiedere un tempo di esecuzione esponenziale.
L’algoritmo del simplesso Ł un algoritmo ￿geometrico￿, nel senso che si basa
sull’interpretazione geometrica di un programma lineare.
Ogni vincolo di un programma lineare corrisponde geometricamente ad
un semispazio in Rn. L’insieme di vincoli di un problema corrisponde ad un
sistema di disequazioni in Rn, la cui soluzione Ł l’intersezione di un numero
￿nito di semispazi, cioŁ un poliedro in Rn.
Dunque la regione realizzabile Ł rappresentata da un poliedro, che Ł un in-
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anche il segmento che li congiunge. Sapere se un programma lineare ammette
almeno una soluzione Ł equivalente a sapere se il poliedro corrispondente Ł
vuoto oppure no. Il numero di vettori x da esaminare in tale insieme per deter-
minarne uno ottimo Ł un numero ￿nito, rappresentato dai vertici del poliedro
(che sono in numero ￿nito). Una soluzione che massimizzi la funzione obiet-
tivo non pu￿ che trovarsi in qualche ￿punto estremo￿ o ￿vertice￿ della regione
realizzabile. Trovare il valore ottimo per una funzione lineare sotto determi-
nati vincoli equivale a trovare il vertice del poliedro piø lontano dall’origine
secondo una direzione dello spazio (quella del vettore di costo c). Nel caso in
cui il poliedro sia limitato (e cos￿ il valore massimo del programma lineare Ł
sempre ￿nito), si parla di politopo.
L’algoritmo del simplesso Ł un algoritmo geometrico che partendo da un
qualunque vertice del politopo, procede da uno spigolo all’altro ￿no a che
la funzione obiettivo non pu￿ piø essere migliorata ed in tale caso il valore
migliore trovato rappresenta la soluzione ottima del problema.
Altri algoritmi geometrici piø complessi sono stati proposti (come il metodo
dell’elissoide), caratterizzati da complessit￿ teoriche polinomiali; ma l’algorit-
mo del simplesso, sebbene nel caso peggiore possa essere esponenziale, Ł in
pratica piø rapido della maggior parte di questi metodi.
Mettiamo in￿ne in evidenza le caratteristiche che un problema reale deve
possedere per poter essere formulato come modello di PL.
Le ipotesi che vengono assunte nel formulare un problema come modello di
PL sono le seguenti:
￿ proporzionalit￿: il contributo di una variabile di decisione alla funzione
obiettivo e ai vincoli Ł proporzionale secondo una costante moltiplicativa
alla quantit￿ rappresentata dalla variabile stessa;
￿ additivit￿: il contributo delle variabili di decisione alla funzione obiettivo
e ai vincoli Ł dato dalla somma dei contributi di ogni singola variabile;
￿ continuit￿ (o divisibilit￿): ogni variabile di decisione pu￿ assumere tutti
i valori reali nell’intervallo di realizzabilit￿, e quindi le variabili possono
assumere valori frazionari.
In relazione ad applicazioni reali, queste ipotesi non rappresentano una grossa
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che sono ben rappresentati da un modello di PL. Bisogna dire per￿ che l’ulti-
ma Ł forse l’ipotesi piø spesso non veri￿cata nelle applicazioni reali, dato che
frequentemente alcune incognite possono assumere solo valori interi, a volte
soltanto binari.
La particolare attenzione dedicata ai modelli di PL deriva, comunque, dai
numerosi vantaggi che essa presenta e che possono essere cos￿ sintetizzati:
1. Generalit￿ e ￿essibilit￿.
I modelli di PL possono descrivere moltissime situazioni reali anche assai
diverse tra loro e quindi hanno un carattere di universalit￿ e di adattabili-
t￿ alle diverse realt￿ applicative e anche quando l’ipotesi di linearit￿ non
Ł accettabile, il modello lineare costituisce una buona base di partenza
per successive generalizzazioni.
2. Semplicit￿.
I modelli di PL sono espressi attraverso il linguaggio dell’algebra lineare
e quindi sono facilmente comprensibili anche in assenza di conoscenze
matematiche piø elevate.
3. E￿cienza degli algoritmi risolutivi.
Come accennato in precedenza, i modelli reali hanno dimensioni molto
elevate ed Ł quindi indispensabile l’uso di un calcolatore che con op-
portuni programmi di calcolo possa rapidamente fornire una soluzione
numerica. Relativamente ai modelli di PL esistono programmi molto ef-
￿cienti e largamente di￿usi che sono in grado di risolvere rapidamente
problemi di dimensione molto considerevole.
4. Possibilit￿ di analisi qualitative.
I modelli di PL permettono di ottenere, oltre alla soluzione numerica
del problema, anche ulteriori informazioni relative alla dipendenza della
soluzione da eventuali parametri presenti, che possono avere signi￿cative
interpretazioni economiche.
1.4.2 Programmazione Lineare Intera
In molti problemi pratici, attivit￿ e risorse sono ￿entit￿￿ indivisibili e sono
presenti regole che de￿niscono un numero ￿nito di scelte permesse. Con-
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usando procedure che trasformano le descrizioni logiche delle alternative in
vincoli lineari su un qualche insieme di variabili che devono assumere certi
valori discreti, cioŁ possono essere modellati come problemi di PL con l’ag-
giunta di un vincolo di interezza per le variabili usate. Tali problemi sono
detti problemi di Programmazione Lineare Intera (brevemente, PLI).
I problemi di PLI costituiscono un’estensione importantissima del campo
di applicazione dei modelli deterministici di Programmazione Matematica. At-
traverso la modellazione di variabili a valori discreti Ł possibile infatti includere
in un modello scelte tra diverse alternative logiche che permettono di formulare
modelli di notevole interesse applicativo.
In analogia con il formalismo introdotto per la PL, un problema gene-
rale di PLI Ł detto programma lineare intero e consiste in un problema di
ottimizzazione caratterizzato dalle seguenti propriet￿:
1. un numero ￿nito n di variabili xi, che possono assumere solamente valori
interi non negativi;
2. una funzione obiettivo lineare, cioŁ del tipo f(x) = cTx , dove c 2 Rn Ł
il vettore dei costi (￿ssato) ed x 2 Z Ł il vettore delle variabili;
3. l’insieme realizzabile Ł de￿nito da un insieme ￿nito di vincoli lineari del
tipo ax = b, ax · b e ax ¸ b, dove a 2 Rn e b 2 R.
Un programma lineare intero si pu￿ sempre scrivere in forma canonica nel
modo seguente:
maxfc
Tx : Ax · b;x ¸ 0;x 2 Zg;
dove A Ł una matrice reale m£n e b 2 Rm ed m Ł il numero di vincoli. Come
detto per i programmi lineari, anche in questo caso Ł comunque sempre possi-
bile riscrivere un programma lineare intero di massimizzazione come problema
di minimizzazione.
I problemi di PLI presentano molte piø di￿colt￿ rispetto a quelli di PL,
tanto che Ł praticamente insperabile risolvere in tempo ragionevole problemi di
taglia molto grande. Mentre per i problemi di PL esiste un algoritmo generale,
l’algoritmo del simplesso, che pu￿ essere applicato ad un qualsiasi problema,
per la PLI non esiste un tale algoritmo ma esistono piuttosto algoritmi parti-
colari per ogni tipologia di problemi che sfruttano la particolare struttura del
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In particolare, negli ultimi anni si Ł assistito allo sviluppo di metodologie
specializzate in grado di determinare soluzioni ottime per problemi di notevole
dimensione. Tuttavia, per la maggior parte dei modelli di PLI non esistono
algoritmi in grado di risolvere qualunque istanza con tempi di calcolo che
crescano a velocit￿ minore dell’esponenziale col crescere della dimensione.
Appare chiaro che nel caso di modelli di ottimizzazione intera, la fase del-
la modellistica e quella algoritmica siano fortemente legate. A di￿erenza da
quel che accade per i problemi di PL, nel caso dell’Ottimizzazione Discreta
una formulazione ￿matematicamente corretta￿ di un problema non Ł in genere
su￿ciente per poter risolvere il problema stesso. Spesso occorre un lavoro
molto accurato di formulazione del problema prima di poter iniziare la sua
risoluzione. Solo recentemente alcuni risolutori sono stati equipaggiati di fasi
di ￿pre-processing￿ orientate al miglioramento automatico della formulazione.
Inoltre, dato che ottenere una soluzione ottima di un problema di PLI
di dimensioni considerevoli (come nel caso della maggior parte dei problemi
reali di un certo interesse) in un tempo di calcolo ragionevole pu￿ giustamente
dipendere dal modo in cui il problema Ł stato formulato, molta recente ricerca
Ł stata diretta alla riformulazione di problemi di Ottimizzazione Combinatoria.
Recentemente, numerosi problemi ￿di￿cili￿ sono stati risolti riformulandoli
o come problemi di set covering o come problemi di set partitioning, che hanno
un numero enorme di variabili. Per questo motivo, anche piccole istanze di un
problema risultano di￿cilmente risolvibili e quindi vengono utilizzate tecniche
in grado di a￿rontare e￿cacemente tale tipologia di problemi, note con il nome
di generazione di colonne o di decomposizione di Dantzig-Wolfe o ancora come
metodi di banch-and-price.
Come gi￿ detto, il caso della PLI, dove si cercano soluzioni a coordinate
intere Ł molto piø complesso del caso della PL. In e￿etti, dal punto di vista
geometrico, il dominio di ottimizzazione non Ł piø un corpo convesso conti-
nuo, ma un insieme discreto di punti. Nella PL, a causa della convessit￿ del
programma lineare, si pu￿ sfruttare il fatto che un ottimo locale Ł anche un
ottimo globale e quindi per trovare la soluzione ottima Ł su￿ciente percorrere
l’insieme dei vertici del politopo (dato che essi corrispondono a delle soluzioni).
Nella PLI tale approccio non Ł piø valido, dato che i vertici del politopo sono
in generale a coordinate frazionarie (tranne quando la matrice A Ł totalmente
unimodulare, nel qual caso i vertici sono a coordinate intere).
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sa alla creazione di un problema piø facile da risolvere che approssimi bene il
valore della funzione obiettivo del problema originale. Visto che la convessit￿
della regione realizzabile Ł distrutta in un programma lineare intero proprio
dalla restrizione di interezza per i valori delle variabili, l’approssimazione gene-
ralmente piø usata rimuove tale restrizione. Una tale approssimazione Ł nota
come rilassamento lineare o rilassamento continuo del problema originale.
Quindi, dato il programma lineare intero
maxfc
Tx : Ax · b;x ¸ 0;x 2 Zg
si pu￿ risolvere lo stesso problema in cui per￿ si elimina la condizione di
interezza, si pu￿ cioŁ risolvere il problema
maxfc
Tx : Ax · b;x ¸ 0g:
Il rilassamento lineare ha chiaramente un insieme di soluzioni realizzabili piø
grande rispetto a quello del problema originario, contenendo soluzioni intere
ma anche frazionarie.
Se il sistema Ax · b di vincoli nella rappresentazione geometrica del pro-
blema individua il poliedro P
0, si ha che tutti i punti all’interno di P
0 sono
soluzioni, intere o frazionarie, realizzabili del rilassamento mentre le soluzioni
del programma lineare intero sono solo i punti di coordinate intere. Se la
soluzione del problema rilassato Ł intera, allora essa rappresenta anche la
soluzione ottima del problema originario; se invece la soluzione del problema
rilassato Ł frazionaria, questa rappresenta una approssimazione per eccesso
della soluzione ottima del problema originario ed in￿ne se il rilassamento Ł
irrealizzabile lo Ł anche il problema originario.
Nel caso in cui la soluzione del rilassamento lineare sia frazionaria, visto
che tale soluzione rappresenta una approssimazione di quella ottima, potrebbe
sembrare una buona strategia quella di arrotondare la soluzione trovata. Tut-
tavia, un utilizzo non ragionato dello strumento dell’arrotondamento non pu￿
portare a risultati apprezzabili. Oltretutto, anche l’arrotondamento Ł un’ope-
razione computazionale molto onerosa: in un problema con n variabili, se, data
una soluzione di un rilassamento, si desiderasse controllare la realizzabilit￿ di
un arrotondamento, occorrerebbe e￿ettuare due tentativi per la prima varia-
bile (arrotondamento per eccesso e per difetto), due per la seconda, e cos￿ per
tutte le n variabili, giungendo in questo modo a dover valutare 2n soluzioni
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Non esiste un unico rilassamento lineare di un problema di PLI, infatti
possono essere trovati in￿niti sistemi di disequazioni diversi dal sistema Ax · b
che costituiscono un poliedro diverso da P
0 ma che al suo interno mantiene gli
stessi punti interi (soluzioni del programma lineare intero) interni a P
0.
Esiste, in particolare, un rilassamento lineare del programma lineare intero
che prende il nome di formulazione ideale ed Ł una particolare formulazione
che permette di risolvere il programma lineare intero direttamente risolvendo
il corrispondente rilassamento lineare (in quanto le soluzioni di questo sono
certamente intere). Possiamo dire che la formulazione di un programma linea-
re intero Ł tanto migliore quanto piø si avvicina alla formulazione ideale del
problema stesso, vale a dire tanto piø il poliedro che la rappresenta si avvicina
al poliedro ideale, cioŁ il poliedro relativo alla formulazione ideale.
Comunque, rimuovere semplicemente le restrizioni di interezza pu￿ alterare
in modo cos￿ signi￿cativo la struttura del problema che la soluzione del pro-
blema rilassato pu￿ essere lontana da quella intera del problema originario. Si
potrebbe quindi considerare di aggiungere restrizioni aggiuntive, vincoli detti
piani di taglio, al problema rilassato in modo che, almeno nelle vicinanze del-
la soluzione ottima, il politopo del problema rilassato approssimi da vicino il
poliedro descritto dall’inviluppo convesso di tutti i punti realizzabili per il pro-
gramma lineare intero originale. Quando si considera di aggiungere tali vincoli
al rilassamento di un problema di Ottimizzazione Combinatoria iterativamente
all’interno di un algoritmo globale, si ottiene un algoritmo di cutting plane.
Un altro metodo algebrico che consente di trovare vincoli piø forti ad un
programma lineare intero in modo da avere formulazioni molto vicine a quella
ideale Ł il metodo di branch-and-bound. Si tratta dell’approccio enumerativo
piø comunemente usato. Il ￿rami￿care￿ (branching) si riferisce alla parte di
enumerazione della tecnica risolutiva, mentre il ￿limitare￿ (bounding) si riferisce
al sondare le soluzioni possibili per confronto con un limite superiore o inferiore
sul valore di una soluzione nota.
Bisogna anche dire che la restrizione di integralit￿ non Ł il solo approccio
possibile per rilassare un problema. Infatti, un approccio alternativo per la
risoluzione di problemi di PLI consiste nel rimuovere un insieme di vincoli,
solitamente i piø complicati, dall’insieme di tutti i vincoli del problema e nel-
l’inserirli nella funzione obiettivo in ￿modo lagrangiano￿, cioŁ con ￿ssati molti-
plicatori (che vengono cambiati iterativamente). Questo approccio Ł conosciuto
come rilassamento lagrangiano. Rimuovendo i vincoli piø complicati si ottiene34 PROBLEMI DI OTTIMIZZAZIONE COMBINATORIA
un problema molto piø semplice, che viene risolto ripetutamente ￿no a trovare
valori ottimi per i moltiplicatori.
Al rilassamento lagrangiano Ł collegato un altro approccio, noto come meto-
do di decomposizione lagrangiana, che tenta di rinforzare i limiti trovati dal
rilassamento. Questo approccio consiste nell’isolare insiemi di vincoli in modo
da ottenere problemi facili e separati su ognuno dei sottoinsiemi.
Nel capitolo successivo descriveremo nel dettaglio tali tecniche risolutive
per problemi di Ottimizzazione Combinatoria, sulle quali si basano i diversi
approcci esatti al VRPTW che presenteremo nel seguito di questo lavoro.Capitolo 2
Tecniche Risolutive di Ricerca
Operativa
2.1 Introduzione
Nonostante per la maggior parte dei problemi di Ottimizzazione Combi-
natoria il processo di risoluzione sia molto di￿cile, sono stati sviluppati nu-
merosi metodi e￿caci in grado di risolvere (anche all’ottimalit￿) in un tempo
ragionevole larga parte di tali problemi. Esiste un certo numero di approcci
assai diversi per risolvere tali problemi di ottimizzazione, ed attualmente essi
sono frequentemente combinati in soluzioni ￿ibride￿ che cercano di sfruttare i
bene￿ci di ognuno minimizzando i difetti.
Le tecniche di risoluzione disponibili possono essere classi￿cate in due
principali classi:
￿ la classe degli algoritmi (o metodi) esatti, i quali garantiscono di trovare
una soluzione ottima di un problema e di provare la sua ottimalit￿ o
provare che non esistono soluzioni realizzabili;
￿ la classe degli algoritmi approssimati, i quali sacri￿cano la garanzia di
trovare soluzioni ottime nell’interesse di ottenere soluzioni davvero buone
in un tempo ragionevolmente breve.
I metodi citati nel capitolo precedente relativamente alla risoluzione di pro-
blemi di PLI, appartengono alla prima classe e sono alla base dei moderni
algoritmi per la risoluzione di problemi di Ottimizzazione Combinatoria.
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Nel seguito analizzeremo nel dettaglio i principali metodi esatti di PLI, vale
a dire:
￿ il metodo di branch-and-bound;
￿ gli algoritmi di cutting plane;
￿ i metodi basati sul rilassamento lagrangiano;
￿ la generazione di colonne e la decomposizione di Dantzig-Wolfe;
￿ i metodi di programmazione dinamica.
Per quanto riguarda la seconda classe di metodi risolutivi, accenneremo alle
principali tecniche di ricerca locale, euristiche e metaeuristiche, in grado di
fornire buone soluzioni a problemi per i quali sia di￿cile elaborare metodi
esatti, senza per￿ dare garanzie sull’ottimalit￿ delle soluzioni trovate.
I vantaggi dei metodi esatti rispetto quelli approssimati sono notevoli e
possono essere riassunti come segue:
1. Se un algoritmo esatto ha successo si ottengono soluzioni certamente
ottime.
2. Si ottengono informazioni preziose su limiti inferiori e superiori sul-
la soluzione ottima anche nel caso in cui l’algoritmo si arresti prima
del completamento della procedura di ricerca (interruzione dovuta al-
la de￿nizione di un criterio di arresto per l’algoritmo, anche prima del
ritrovamento di una soluzione ottima).
3. I metodi esatti permettono di potare le parti dello spazio di ricerca in
cui non possono esservi soluzioni ottime.
Comunque, a dispetto delle caratteristiche vantaggiose, i metodi esatti
presentano anche un certo numero di svantaggi:
1. Per molti problemi la dimensione delle istanze che sono risolvibili nella
pratica Ł piuttosto limitata ed il tempo necessario per la computazione
aumenta fortemente con la dimensione dell’istanza.
2. La memoria necessaria per algoritmi esatti pu￿ essere anche molto grande
e portare all’aborto precoce di un programma.INTRODUZIONE 37
3. Per molti problemi di Ottimizzazione Combinatoria gli algoritmi che si
comportano meglio sono speci￿ci per un problema e richiedono molto
tempo di sviluppo da parte di esperti in PLI.
4. Algoritmi esatti molto e￿caci per un dato problema sono spesso di￿cil-
mente estensibili nel caso in cui vari qualche dettaglio nella formulazione
del problema stesso.
Lo stato attuale dei metodi esatti Ł che qualche istanza anche di dimensione
notevole di certi tipi di problemi pu￿ essere risolta molto velocemente, mentre
per altri tipi di problemi non Ł possibile risolvere nemmeno istanze molto
piccole.
Per quanto riguarda la seconda classe di metodi risolutivi, quella della
ricerca locale Ł la classe di algoritmi approssimati di maggior successo. Quando
applicata a problemi di Ottimizzazione Combinatoria di￿cili, la ricerca locale
produce soluzioni di alta qualit￿ applicando iterativamente piccole modi￿che
(movimenti locali) ad una soluzione, nella speranza di trovarne una migliore.
Inserito in meccanismi di livello piø alto come le metaeuristiche, questo
approccio ha mostrato di riuscire ad ottenere soluzioni quasi ottime (e qualche
volta ottime) ad un certo numero di problemi di￿cili.
I metodi di ricerca locale hanno principalmente i seguenti vantaggi:
1. Nella pratica rappresentano i migliori algoritmi usati per la risoluzione
di un grande numero di problemi.
2. Possono esaminare un’enorme quantit￿ di possibili soluzioni in un tempo
computazionale ragionevolmente breve.
3. Sono spesso piø facili da adattare a lievi varianti di un problema, cioŁ
sono spesso piø ￿essibili dei metodi esatti.
4. Sono tipicamente piø facili da capire ed implementare rispetto ai metodi
esatti.
Tuttavia, i metodi basati sulla ricerca locale presentano diversi svantaggi:
1. Non possono provare l’ottimalit￿.
2. Tipicamente non possono ridurre in maniera dimostrabile lo spazio di
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3. Non hanno criteri ben de￿niti di termine (questo Ł particolarmente vero
per le metaeuristiche).
4. Incontrano spesso delle di￿colt￿ con problemi altamente vincolati in cui
le aree realizzabili dello spazio delle soluzioni sono separate.
5. Nella pratica non sono disponibili risolutori di ricerca locale con ￿nalit￿
generali e di conseguenza la maggior parte delle applicazioni richiede
sforzi considerevoli di programmazione (sebbene spesso minori di quelli
necessari per i metodi esatti con ￿nalit￿ particolari, costruiti cioŁ per un
problema in particolare).
Quindi, approcci esatti ed approssimati presentano particolari vantaggi e svan-
taggi e possono essere visti come complementari. Appare quindi ovvia l’idea di
tentare di combinare queste due diverse tecniche risolutive in algoritmi anco-
ra piø potenti; comunque, gran parte della letteratura presenta combinazioni
piuttosto semplici di ricerca locale e tecniche di PLI. Queste combinazioni con-
sistono in un semplice approccio in due fasi: una prima fase in cui viene usato
un metodo di una classe ed una seconda fase in cui viene usato un metodo
dell’altra classe.
2.2 Metodo di Branch-and-Bound
Il metodo di branch-and-bound Ł il metodo piø comunemente implementato
nel software commerciale per la PLI e si basa sull’idea di un’enumerazione
implicita delle soluzioni realizzabili di un problema.
Tale metodo consiste in un algoritmo che, partendo dal rilassamento lineare
di un programma lineare intero, arriva a trovare una soluzione ottima intera
del problema originario suddividendolo in vari sottoproblemi distinti, cioŁ sud-
dividendo in vari sottoinsiemi l’insieme di tutte le soluzioni realizzabili per il
problema, per mezzo della scelta dei valori di una delle variabili decisionali.
Dati un problema di PLI, che supponiamo di minimizzazione ed in forma
standard,
minfc
Tx : Ax = b;x ¸ 0;x 2 Zg
ed il poliedro associato al suo rilassamento lineare
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lo schema su cui si basano i metodi di tipo branch-and-bound Ł il seguente:
1. Viene risolto il rilassamento lineare del problema originale determinando
x¤ 2 argminfcTx : x 2 Pg:
2. Se x¤ Ł intera, allora essa Ł anche soluzione ottima del problema.
3. Altrimenti, sia x¤
j una componente di x¤ non intera. Il problema originale
Ł equivalente al problema seguente:
minfc
Tx : x 2 P \ Z \ (fx : xj · bx
¤
jcg [ fx : xj ¸ dx
¤
jeg)g:
4. Dal problema originale vengono originati due sottoproblemi:
minfc
Tx : x 2 P;x · bx
¤
jc;x 2 Zg
e
minfc
Tx : x 2 P;x ¸ dx
¤
je;x 2 Zg;
ai quali viene applicato, in modo ricorsivo, il medesimo algoritmo; delle
due soluzioni ottime eventualmente trovate, quella di valore inferiore Ł
la soluzione ottima del problema.
Questa tecnica Ł conosciuta anche come procedura per separazione e valu-
tazione. La separazione, vale a dire l’operazione di suddivisione di un pro-
blema in due sottoproblemi, prende il nome di branching (￿rami￿care￿), per il
fatto che la situazione viene usualmente rappresentata mediante un albero di
ricerca. La valutazione della funzione obiettivo, che prende il nome di boun-
ding (￿limitare￿), permette di non considerare (￿potare￿, usando la terminologia
riferita ad una struttura arborescente) le parti dell’albero che conducono ad
una soluzione non ottima.
L’esecuzione del metodo segue cos￿ il percorso di un albero in cui i nodi
rappresentano le variabili ed i rami corrispondono agli assegnamenti di ciascuno
dei valori possibili alle variabili. Una volta trovata nell’esplorazione di una zona
dell’albero di ricerca una soluzione realizzabile per il problema, per veri￿care se
si tratta di una soluzione ottima occorre visitare la restante parte dello spazio
di ricerca e veri￿care che non esistano soluzioni migliori, cioŁ assegnamenti di
valori alle variabili che migliorino il valore della funzione obiettivo rispetto a
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Un sottoproblema si dice ￿attivo￿ per indicare che pu￿ essere risolto iteran-
do lo stesso procedimento di rami￿cazione. La rami￿cazione di un sottopro-
blema pu￿ terminare nelle foglie in due modi distinti: con un successo, nel caso
in cui essa conduca ad una soluzione realizzabile oppure con un insuccesso, nel
caso in cui essa conduca ad una soluzione non realizzabile o ad una soluzione
realizzabile ma peggiore di quella corrente. Ogni volta che si presenta una
soluzione realizzabile migliore di quella trovata ￿no a quel momento, viene
aggiornato il limite superiore per il valore ottimo.
In generale, l’algoritmo di branch-and-bound in un certo istante ha una
lista di problemi attivi, rappresentati da tutte le foglie del corrente albero, tra
cui scegliere un problema da risolvere. La scelta delle decisioni di rami￿cazione
prioritarie Ł cruciale. L’ordine di percorrenza dei rami dell’albero di ricerca Ł
importante nel caso di problemi di realizzabilit￿, in cui si vogliano cioŁ trovare
solo le soluzioni realizzabili. In tal caso, si cerca di visitare per primi i rami
dell’albero che sembrano condurre a buone soluzioni, secondo un principio
noto come principio best-￿rst. Nel caso di problemi di ottimalit￿, invece, non
risulta molto rilevante l’ordine di esplorazione dei rami dell’albero, dato che
per trovare la soluzione ottima occorre comunque valutare tutte le soluzioni
realizzabili e quindi esplorare l’intero albero di ricerca.
Per evitare l’esplorazione di tutto lo spazio di ricerca o calcoli ridondanti,
e quindi minimizzare il tempo di esecuzione del procedimento risolutivo, Ł
necessario avere a disposizione buoni criteri di esplorazione, cioŁ dei criteri
che permettano di eliminare prima possibile dall’analisi le parti dell’albero che
conducono certamente a soluzioni non accettabili.
Tale potatura dell’albero di ricerca pu￿ essere eseguita secondo il criterio
noto come pruning by infeasibility, il quale produce una potatura derivante
da un ragionamento di realizzabilit￿ che consiste nell’eliminazione delle rami-
￿cazioni che rappresentano assegnamenti di valori alle variabili che conducono
a soluzioni irrealizzabili.
Un altro importante criterio di potatura dell’albero Ł quello noto con il
nome di pruning by bound, il quale produce una potatura derivante da un
ragionamento di ottimalit￿ che consiste nell’eliminazione delle rami￿cazioni che
conducono a soluzioni realizzabili peggiori della migliore soluzione trovata ￿no
a quel momento. Piø precisamente, tale potatura consiste nell’eliminare quei
rami (che rappresentano dei rilassamenti lineari) che conducono ad un lower
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per difetto) sul valore ottimo intero che risulti maggiore o uguale al upper
bound corrente (una qualsiasi soluzione intera del problema originario, che
rappresenta una approssimazione per eccesso del valore ottimo).
Il motivo per il quale l’operazione di bounding Ł valida Ł semplicemente
legato al fatto che nel passaggio dal problema associato ad un nodo ai due
problemi generati dal nodo stesso, l’insieme realizzabile del rilassamento li-
neare si riduce. PoichØ il valore dell’ottimo di un rilassamento costituisce, nei
problemi di minimo, un limite inferiore al valore dell’ottimo e nel passaggio da
un problema a due sottoproblemi tale valore non pu￿ diminuire, ne segue che
se ad una data iterazione il valore del rilassamento Ł peggiore del valore di una
soluzione realizzabile (che costituisce un limite superiore all’ottimo), nessuna
eventuale soluzione intera di valore strettamente minore pu￿ essere trovata nel
sottoalbero che ha come radice il nodo corrente.
L’idea di base del metodo Ł quindi la seguente: per un dato problema di
minimizzazione di una funzione obiettivo z soggetta ad un insieme di vincoli
ed alla restrizione che la soluzione sia intera, si calcolano iterativamente upper
bound e lower bound di z in modo che, passo dopo passo, la di￿erenza tra i due
limiti diminuisca ￿no a diventare nulla; a questo punto i due limiti coincidono
e rappresentano proprio il valore ottimo intero di z, cioŁ la soluzione ottima
del programma lineare intero originario. Se si vuole massimizzare anzichØ
minimizzare, il procedimento da seguire Ł lo stesso a patto del rovesciamento
delle regole sui limiti inferiore e superiore.
L’utilizzo sistematico dei limiti nella procedura descritta sottolinea l’inte-
resse dei metodi di rilassamento di problemi, metodi che producono tali limiti
e possono essere agevolmente combinati con altri, come il metodo di branch-
and-bound.
2.3 Algoritmi di Cutting Plane
Dato un problema di PLI, un metodo per ottenere un suo rilassamento
lineare piø vicino possibile alla formulazione ideale del problema consiste nel-
l’aggiunta di disequazioni, dette piani di taglio (o piø semplicemente, tagli),
al sistema di vincoli del rilassamento.
In base a tale metodo, all’insieme di vincoli di un rilassamento lineare
che ha una soluzione ottima frazionaria si aggiungono delle disequazioni che
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non sono soddisfatte dalla soluzione ottima frazionaria del rilassamento cor-
rente. Si tratta quindi di aggiungere al sistema di vincoli preesistente degli
ulteriori vincoli che ￿tagliano fuori￿ (da qui il nome dato a questo tipo di vin-
coli) la soluzione frazionaria (eliminando cos￿ la parte della regione realizzabile
contenente tale soluzione) che in quanto tale non pu￿ certamente essere una
soluzione ottima del problema originario. Questo procedimento, cioŁ l’ag-
giunta di piani di taglio al rilassamento del problema originario, si itera ￿no
al raggiungimento di una soluzione intera, che sar￿ la soluzione ottima del
problema.
Un algoritmo basato sul metodo dei tagli prende il nome di algoritmo di cut-
ting plane. Metodi di questo tipo sono stati i primi utilizzati per la risoluzione
dei problemi di PLI, e sono tuttora i piø importanti insieme a quelli di tipo
enumerativo, come il metodo di branch-and-bound.
Quindi, la generazione di piani di taglio determina l’inserimento nel sistema
di vincoli del problema rilassato di alcune disequazioni lineari che rimuovono
via via le soluzioni frazionarie, irrealizzabili per il problema di PLI originario,
senza eliminare alcuna soluzione intera.
L’aggiunta di tali disequazioni ra￿orza il rilassamento lineare, nel senso
che ha l’e￿etto di avvicinare sempre piø il poliedro relativo al rilassamento
al poliedro ideale del problema. Il metodo dei piani di taglio si basa quindi
sulla soluzione iterativa di una sequenza di programmi lineari (a partire dal
rilassamento iniziale dei vincoli di interezza del problema), ognuno dei quali
approssima il problema originario ed Ł seguito da una approssimazione ancora
migliore.
Il problema della ricerca del taglio da aggiungere ad un certo punto della
procedura in cui si trovi una soluzione frazionaria, cioŁ della disequazione
soddisfatta da tutte le soluzioni realizzabili del problema originario (soluzioni
intere del programma lineare considerato nel punto della procedura) ma non
dalla soluzione frazionaria trovata, Ł detto problema di separazione.
I piani di taglio per un dato problema possono essere molti, visto che ne
esiste uno per ogni variabile frazionaria di una soluzione ottima di un suo
rilassamento. Aggiungendo tali tagli al problema, uno alla volta, si pu￿ quindi
aumentare di molto la taglia del problema; per questo motivo Ł conveniente
eliminare qualche taglio nel momento in cui esso risulti ridondante.
La teoria relativa al metodo basato sui piani di taglio Ł dovuta a Ralph
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metodi di taglio, il metodo dei tagli di Gomory.
Illustriamo ora la procedura teorica per ottenere, mediante il metodo alge-
brico per generare tagli introdotto da Gomory, la formulazione ideale per un
generico problema di PLI nella forma
maxfc
Tx : Ax · b;x ¸ 0;x 2 Zg:
Indichiamo con
PI = convfx : Ax · b;x ¸ 0;x 2 Zg
l’inviluppo convesso relativo a tale problema, cioŁ l’insieme di tutti i vettori
che possono essere espressi come combinazione convessa di vettori interi che
soddisfano l’insieme di vincoli Ax · b. Si tratta naturalmente del poliedro
ideale per il problema in studio.
Sia, invece,
P0 = fx : Ax · b;x ¸ 0g
l’insieme di tutti i vettori, non necessariamente interi, che soddisfano l’insieme
di vincoli Ax · b. In generale, P0 contiene PI, contenendo non solo soluzioni
intere ma anche soluzioni frazionarie del problema.
L’obiettivo Ł quello di ottenere una descrizione dell’insieme PI partendo
da P0 e cercando delle disuguaglianze (vincoli) da aggiungere al problema
soddisfatte da tutti gli elementi di PI ma non da tutti quelli di P0.
Per trovare tali disuguaglianze, cioŁ i tagli, occorre ricordare che dato un
qualsiasi poliedro P, un semispazio rappresentato dalla disuguaglianza gx · h
Ł detto ￿supportare￿ P se geometricamente ￿tocca￿ P, cioŁ se esiste un vettore
x 2 P tale che gx = h e se P Ł tutto contenuto nel semispazio in questione.
Per quanto riguarda il caso in esame, supponiamo che le ai siano le colonne
della matrice A e bi gli elementi del vettore b, con i = 1;:::;m, e rappresentia-
mo l’insieme di vincoli del problema originale con le disuguaglianze aT
i x · bi.
Siano y1;:::;ym dei numeri reali non negativi, g =
Pm
i=1 yiai e h =
Pm
i=1 yibi.
Allora la disuguaglianza gx · bhc, con g intero, Ł veri￿cata da tutti i vettori di
PI, essendo soddisfatta da tutti i vettori interi che soddisfano Ax · b e quindi
anche da tutte le combinazioni convesse di tali punti. Essendo il valore bhc un
intero, la disuguaglianza gx · bhc non Ł soddisfatta da tutti gli elementi di
P0, non essendo soddisfatta dai suoi elementi frazionari.
Si pu￿ allora de￿nire l’insieme
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per tutti i semispazi gx · bhc che supportano P0 con g intero. P1 Ł ottenuto
da P0 aggiungendo dei vincoli che non sono soddisfatti da tutti i vettori di
P0, ma che sicuramente sono soddisfatti da tutti i vettori di PI. Allora P1
Ł piø ￿ne di P0, nel senso che P1 si avvicina piø a PI rispetto a P0; inoltre
P1 Ł certamente un poliedro visto che le disuguaglianze aggiunte a P0 sono in
numero ￿nito. Tali disuguaglianze sono dei tagli.
Iterando tale procedimento si restringe via via il poliedro delle soluzioni,
￿no ad arrivare a PI, infatti esiste sicuramente un valore k ￿nito tale che
Pk = PI.
La teoria svolta vale solo se P0 Ł un poliedro razionale, cioŁ se A e b hanno
componenti tutte razionali. Comunque, non Ł sempre conveniente usare tale
metodo. Ne esiste infatti uno piø e￿cace, il quale nasce dall’osservazione
che se con l’algoritmo del Simplesso si risolve il rilassamento lineare su P0 e la
soluzione trovata non Ł intera, allora dal dizionario ottimo relativo Ł immediato
ricavare una disuguaglianza che risulta valida per gli elementi di PI e violata
dall’ottimo frazionario del rilassamento e che aggiunta alla formulazione di
questo porta ad un valore ottimo piø vicino a quello intero.
Supponendo di aver ottimizzato il problema su P0 e di trovarsi nel caso
descritto in cui la soluzione Ł frazionaria, indichiamo il dizionario ottimo nel
modo seguente:
z = c0 +
X
j2N
cjxj
xi = bi ¡
X
j2N
aijxj
dove i coe￿cienti aij sono frazionari ed N Ł l’insieme delle variabili non in
base.
In questo caso, la disuguaglianza
xi +
X
j2N
baijcxj · bbic
Ł certamente soddisfatta da tutti i vettori interi che siano soluzione del pro-
blema originale.
Si pu￿ anche procedere in un altro modo. Allo scopo de￿niamo la parte
frazionaria di aij come fij = aij ¡ baijc e poniamo bi ¡ bbic = fi. Allora,
sottraendo alla disuguaglianza trovata il vincolo del dizionario, si ottiene
X
j2N
baijcxj ¡
X
j2N
aijxj · bbic ¡ biALGORITMI DI CUTTING PLANE 45
da cui X
j2N
³
baijc ¡ aij
´
xj · bbic ¡ bi
e quindi
¡
X
j2N
fijxj · ¡fi
o equivalentemente X
j2N
fijxj ¸ fi:
Se la soluzione trovata non Ł intera, allora qualche bi Ł frazionario e quindi
i corrispondenti valori di fi sono positivi.
Nella soluzione di base si ha xj = 0 (essendo xj la variabile fuori base) e
quindi nella soluzione di base corrente si ha sempre
X
j2N
fijxj = 0:
Allora, la disuguaglianza X
j2N
fijxj ¸ fi
rappresenta un iperpiano soddisfatto da PI ma violato dalla soluzione corrente
del rilassamento.
Da tale disuguaglianza si trovano i tagli per il problema. In e￿etti, dalle
relazioni fij ¸ 0 e xj ¸ 0 si ottiene la relazione fijxj ¸ 0 e di conseguenza si
ha :
¡
X
j2N
fijxj · 0:
In￿ne, sommando tale relazione e la seguente
xi +
X
j2N
aijxj = bi
ottenuta dal dizionario ottimo del rilassamento, si ottiene la disuguaglianza
xi +
X
j2N
baijcxj · bi:
A questo punto per ottenere un taglio, il taglio di Gomory, basta considerare
la disuguaglianza
xi +
X
j2N
baijcxj · bbic:46 TECNICHE RISOLUTIVE DI RICERCA OPERATIVA
Dunque, il rilassamento del problema intero che abbia una soluzione ot-
tima frazionaria o￿re immediatamente un taglio di Gomory per il problema
originale.
2.4 Metodi basati sul Rilassamento Lagrangiano
L’applicazione della tecnica lagrangiana ai problemi di Ottimizzazione Com-
binatoria ha assunto importanza a partire dagli anni ’70 e tutt’oggi Ł impiega-
ta con successo nella messa a punto di algoritmi di soluzione per uno svariato
numero di problemi.
L’intuizione alla base dell’approccio lagrangiano consiste nel vedere molti
dei problemi di Ottimizzazione Combinatoria ￿di￿cili￿ come problemi ￿facili￿,
complicati da un insieme, in genere di dimensione ridotta, di vincoli. Tale
approccio consiste, infatti, nell’eliminazione dei vincoli ￿indesiderati￿ e nell’in-
serimento di questi nella funzione obiettivo in modo tale che, nella soluzione
del problema rilassato, se ne tenga conto in qualche misura.
Si consideri un generico problema di ottimizzazione vincolata:
minff(x) : gi(x) ¸ 0;i = 1;:::;m;x 2 F µ R
ng;
dove x 2 Rn Ł il vettore delle variabili del problema, F Ł la regione realizzabile,
f : F ¡! R Ł la funzione obiettivo e le funzioni gi : Rn ¡! R rappresentano i
vincoli del sistema che si vogliono eliminare.
Si dice allora rilassamento lagrangiano rispetto ai vincoli gi(x) ¸ 0 il
seguente problema, detto anche problema lagrangiano:
L(¸) = min
(
f(x) ¡
m X
i=1
¸igi(x) : x 2 F
)
con il vettore ¸, costituito dai coe￿cienti ¸i, non negativo, cioŁ ¸ ¸ 0: La
funzione L(¸) Ł detta funzione lagrangiana.
Si pu￿ facilmente veri￿care che il rilassamento lagrangiano Ł e￿ettivamente
un rilassamento, infatti il suo insieme realizzabile contiene quello originale,
essendo ottenuto da questo tramite cancellazione dei vincoli gi(x) ¸ 0:
Inoltre per la funzione obiettivo, se x Ł soluzione realizzabile del problema,
si avr￿ gi(x) ¸ 0 e, pertanto,
f(x) ¡
m X
i=1
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essendo i coe￿cienti ¸i non negativi. I coe￿cienti ¸ si dicono moltiplicatori di
Lagrange.
¨ anche possibile de￿nire un rilassamento lagrangiano rispetto a vincoli di
uguaglianza: se il problema originale ha la forma
minff(x) : hi(x) = 0; i = 1;:::;l; x 2 Fg;
un rilassamento lagrangiano rispetto ai vincoli hi(x) Ł dato dal seguente pro-
blema:
min
(
f(x) ¡
l X
i=1
¸ihi(x) : x 2 F
)
dove i moltiplicatori di Lagrange ¸i non sono vincolati in segno. Si pu￿
facilmente veri￿care che anche questo Ł e￿ettivamente un rilassamento.
A volte, come per tutti i rilassamenti, Ł possibile certi￿care l’ottimalit￿ di
una soluzione realizzabile attraverso il rilassamento lagrangiano. Infatti, vale
il seguente
Teorema 1. Se, per un dato vettore di moltiplicatori ¸¤ ¸ 0 la soluzione del
rilassamento lagrangiano x¤ risulta realizzabile per il problema originale e se
vale la relazione di complementariet￿
(¸
¤)
Tg(x
¤) = 0;
allora x¤ Ł soluzione ottima per il problema originale e ¸¤ risolve il problema
D = maxL(¸) (detto duale lagrangiano).
Dimostrazione. Come per il rilassamento lineare, anche nel caso la-
grangiano vale la propriet￿ di limitazione inferiore: se x Ł realizzabile e ¸ ¸ 0,
allora
L(¸) = min
x2F
(
f(x) ¡
m X
i=1
¸igi(x)
)
· f(x
¤):
Ma se nell’ottimo del rilassamento la soluzione Ł realizzabile e vale la
propriet￿ di complementariet￿, allora si ha
L(¸
¤) = f(x
¤)
e pertanto x¤ Ł soluzione ottima del problema dato. ¥
Il rilassamento lagrangiano deve essere naturalmente piø semplice da ri-
solvere rispetto al problema originale, ed ha l’importante propriet￿ che per48 TECNICHE RISOLUTIVE DI RICERCA OPERATIVA
¸ ￿ssato la soluzione ottima costituisce un limite sull’ottimo del problema
originario: rispettivamente un limite inferiore se il problema considerato Ł di
minimo, un limite superiore se il problema Ł di massimo. Inoltre il miglior
limite inferiore Ł rappresentato dalla soluzione del duale lagrangiano.
Mostriamo ora un importante legame esistente tra i valori ottimi del duale
lagrangiano e del rilassamento lineare di un programma lineare intero. Si
immagini che l’insieme realizzabile di un problema di PLI sia rappresentato
come
minfc
Tx : x 2 P \ Z
ng;
dove
P = fx 2 R
n : Ax ¸ b;x 2 Qg
con Q poliedro descritto da altre equazioni e /o disequazioni lineari.
Consideriamo poi i valori ottimi
z
¤
PL = minfc
Tx : x 2 Pg
z
¤
DL = max
¸¸0
n
min
x2Q\Zn
n
c
Tx + ¸
T(b ¡ Ax)
oo
:
rispettivamente del rilassamento lineare e del duale lagrangiano.
Vale allora il seguente
Teorema 2. In generale si ha
z
¤
PL · z
¤
DL;
cioŁ il duale lagrangiano fornisce limitazioni inferiori non peggiori del rilassa-
mento lineare, ottenuto eliminando i vincoli di interezza; tuttavia se
conv(Q \ Z
n) = Q
allora
z
¤
PL = z
¤
DL:
Questa propriet￿ a￿erma che se il problema ￿intero￿, di minimo, neces-
sario per risolvere il duale lagrangiano, Ł inerentemente facile, corrisponde
cioŁ al caso in cui i vertici di Q sono tutti a coordinate intere, allora la limi-
tazione ottenuta dal duale lagrangiano Ł la stessa che si otterrebbe risolvendo
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Va ricordato tuttavia che al di l￿ di quanto sembra da questa propriet￿, in
molti problemi pu￿ essere utile anche un rilassamento lagrangiano per il quale
z¤
PL = z¤
DL; spesso infatti la struttura del problema lagrangiano permette la
risoluzione mediante algoritmi piø e￿cienti di quanto sarebbe il metodo del
simplesso applicato al rilassamento lineare del problema.
Inoltre nel corso delle iterazioni il rilassamento lagrangiano pu￿ portare
a soluzioni realizzabili che costituiscono approssimazioni all’ottimo. Tali ap-
prossimazioni possono essere utili sia nel caso di terminazione prematura del-
l’algoritmo, sia all’interno di una procedura di tipo branch-and-bound.
In e￿etti, uno degli impieghi principali della tecnica lagrangiana di rilassa-
mento nella risoluzione di problemi di Ottimizzazione Combinatoria, Ł legata
proprio al calcolo di limiti da utilizzare in schemi di enumerazione implicita,
quali ad esempio algoritmi di branch-and-bound.
La bont￿ di una tecnica di rilassamento dipende principalmente da due
fattori:
￿ la qualit￿ del limite prodotto;
￿ la velocit￿ di calcolo del limite.
La scelta di un rilassamento, in generale, non Ł immediata: pu￿ essere preferi-
bile, ad esempio, scegliere limiti meno ￿forti￿, ma computazionalmente meno
onerosi, piuttosto che limiti migliori a fronte di tempi di calcolo elevati.
Come gi￿ detto, per una data formulazione di PLI, il duale lagrangiano
Ł maggiore od uguale al valore del rilassamento lineare, mentre i limiti la-
grangiano e lineare sono uguali se la formulazione gode della propriet￿ di in-
terezza. Tuttavia, anche in quest’ultimo caso, se il problema lagrangiano Ł
risolvibile con poco sforzo computazionale, il calcolo del duale lagrangiano pu￿
essere piø rapido e, quindi, pu￿ preferirsi al calcolo del rilassamento lineare.
D’altra parte, la tecnica lagrangiana Ł una metodologia che trae vantaggio
dalla speci￿cit￿ del problema considerato (quali, ad esempio, propriet￿ parti-
colari che rendono il problema rilassato semplice da risolvere in modo combina-
torio). L’applicazione dell’approccio lagrangiano presuppone, quindi, non solo
un’analisi di di￿erenti formulazioni dello stesso problema, ma anche, per una
stessa formulazione, un’analisi di diversi rilassamenti ottenibili e￿ettuando il
rilassamento lagrangiano di diversi insiemi di vincoli.
La scelta di una formulazione e di un rilassamento pu￿ e￿ettuarsi sia con
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di un minor numero di vincoli Ł preferibile, sia perchØ il problema lagrangiano,
essendo di dimensioni ridotte, risulta essere piø semplice da risolvere, sia perchØ
meno sono i vincoli rimossi maggiore Ł la ￿vicinanza￿ del problema rilassato al
problema originale.
Come semplice applicazione, consideriamo il problema di PL seguente:
(P) minfc
Tx : Ax = b;Dx · d;x ¸ 0g
e supponiamo che il sistema di vincoli Ax = b complichi il problema a tal
punto da poter ottenere un problema facile da risolvere semplicemente non
considerando tale insieme.
Allora, si pu￿ considerare il rilassamento lagrangiano di P rispetto al
sistema di vincoli ￿indesiderati￿:
(P¸) minfc
Tx ¡ ¸
T(Ax ¡ b) : Dx · d;x ¸ 0g:
Si pu￿ allora risolvere facilmente il problema P¸ per di￿erenti vettori ¸ di
parametri positivi e trarne informazioni su P.
Indichiamo con » una soluzione ottima di P e con F = cT» il valore ottimo
di P, con »¸ una soluzione ottima di P¸ e con F¸ = cT»¸¡¸T(A»¸¡b) il valore
ottimo di P¸.
Allora, essendo » una soluzione qualunque per P¸, necessariamente si ha:
F¸ = c
T»¸ ¡ ¸
T(A»¸ ¡ b) · c
T» ¡ ¸
T(A» ¡ b) = c
T» = F:
Si pu￿ quindi limitare F grazie agli F¸ per ottenere un limite inferiore di F.
Il vettore ¸ Ł reale e trovare il massimo esatto di F¸ Ł un problema di Ottimiz-
zazione Continua. Sfortunatamente, la funzione F¸ non Ł di￿erenziabile, e non
si pu￿ dunque trovare il suo massimo con un calcolo di gradiente. Il metodo
che si applica consiste nel calcolare un sub-gradiente, cioŁ una direzione (nel-
lo spazio dei moltiplicatori) nella quale il valore obiettivo di F¸ aumenta. Si
osserva che il vettore (A»¸ ¡ b) Ł sempre un sub-gradiente dei moltiplicatori.
Facendo evolvere i moltiplicatori in questo senso, si converge verso il massimo
di F¸. Secondo i casi, si cercher￿ il valore ottimo di tale massimo, o ci si ac-
contenter￿ di una approssimazione (che resta comunque un limite inferiore di
F).
Nel corso della risoluzione dei problemi P¸, pu￿ succedere che la soluzione
»¸ trovata sia una soluzione realizzabile del problema P, cioŁ che valga A»¸ = b.GENERAZIONE DI COLONNE 51
In questo caso si ha:
F = c
T» · c
T»¸ = F¸ + ¸
T(A»¸ ¡ b) = F¸
e quindi la soluzione »¸ Ł una soluzione ottima di P, dato che F¸ Ł limite
inferiore e superiore di F.
2.5 Generazione di Colonne e
Decomposizione di Dantzig-Wolfe
Sono passati quasi 50 anni da quando Ford e Fulkerson [45] proposero di
trattare solo implicitamente le variabili di un multicommodity ￿ow problem.
Dantzig e Wolfe [23] pochi anni dopo aprirono la strada a questa idea fonda-
mentale, sviluppando una strategia di estensione di un programma lineare in
termini di colonne come aiuto nel processo di risoluzione.
Tale tecnica Ł nota con il nome di generazione di colonne ed Ł stata per la
prima volta utilizzata da Gilmore e Gomory [49] come parte di un e￿ciente
algoritmo euristico per la risoluzione del cutting stock problem.
Tale problema consiste nel determinare un modo di tagliare fogli standard
di un certo materiale (per esempio, carta o legno) in varie forme minimizzan-
do lo scarto. Supponiamo, ad esempio, di dover ricavare da assi di legno di
lunghezza standard pari a L, determinate quantit￿ di tavolette di m lunghezze
diverse. Sia di il numero di tavolette di lunghezza li che devono essere prodotte,
con i = 1;:::;m. Il problema consiste nel determinare il numero minimo di
assi da tagliare per soddisfare la domanda di tavolette. Ciascun asse pu￿ essere
tagliato in diversi modi, detti schemi di taglio. Sia n il numero complessivo dei
possibili schemi di taglio. Se xj Ł pari al numero di assi che dovranno essere
tagliate secondo lo schema di taglio j-esimo, il problema pu￿ essere formulato
come segue:
min
n X
j=1
xj s:a
n X
j=1
aijxj ¸ di i = 1;:::;m
xj ¸ 0 j = 1;:::;n52 TECNICHE RISOLUTIVE DI RICERCA OPERATIVA
dove aij sta ad indicare il numero di tavolette di lunghezza li prodotte tagliando
un asse secondo lo schema j-esimo.
L’ostacolo che si incontra nell’a￿rontare tale problema sta nel fatto che il
numero di schemi di taglio pu￿ essere estremamente elevato, tanto che pu￿
richiedere troppo tempo generare la matrice dei coe￿cienti del problema ed
ancor piø tempo risolverlo. Tuttavia, si sa che il numero di schemi di taglio
e￿ettivamente usati in una soluzione di base, e dunque anche in quella otti-
ma, non supera m, valore che pu￿ essere anche molto piccolo. Il metodo di
generazione di colonne permette di risolvere il problema senza generare esplici-
tamente l’intera matrice A = (aij), ma solamente quelle colonne che piø delle
altre risultano ￿importanti￿ per la minimizzazione del numero di assi.
La generazione di colonne Ł oggigiorno un metodo rilevante per la risoluzione
di problemi in cui occorre far fronte ad un numero enorme di variabili.
L’inserimento di tale tecnica all’interno di una struttura di PL basata
sul metodo di branch-and-bound, introdotto negli anni ’80 da Desrochers,
Desrosiers e Soumis [27] per la risoluzione del problema di vehicle routing
con ￿nestre temporali (VRPTW), Ł stato il passo decisivo nella progettazione
di algoritmi esatti per una larga classe di problemi di PLI.
Descriviamo ora il metodo di generazione di colonne considerando il seguente
programma lineare
z
¤ = min
(
X
j2J
cjsj
)
s.a:
X
j2J
ajsj ¸ b
sj ¸ 0; j 2 J:
(2.1)
Nel seguito indicheremo tale programma con il nome di Master Problem (MP).
Ad ogni iterazione del metodo del simplesso si cerca una variabile fuori base
da far entrare in base, secondo una stima del ￿prezzo￿ di tale operazione.
In questa fase, nota con il termine di pricing step, dato un vettore u non
negativo si vuol trovare
argminf¹ cj = cj ¡ u
Taj : j 2 Jg: (2.2)
La complessit￿ richiesta da tale fase Ł chiaramente O(jJj) ed un’esplicita ricerca
pu￿ essere computazionalmente impossibile quando jJj Ł enorme.GENERAZIONE DI COLONNE 53
In pratica, si lavora con un sottoinsieme ragionevolmente piccolo J
0 µ J di
colonne, che d￿ origine alla nozione di Restricted Master Problem (RMP).
Assumendo per il momento la realizzabilit￿ del corrente RMP, siano ¹ s e
¹ u rispettivamente la soluzione primale e quella duale del RMP. Quando le
colonne aj, con j 2 J, sono implicitamente date come elementi di un insieme
A 6= ;, ed i rispettivi coe￿cienti di costo cj possono essere calcolati da aj per
mezzo di una funzione c : A ¡! Q, allora il sottoproblema (subproblem)
¹ c
¤ = minfc(a) ¡ ¹ u
Ta : a 2 Ag (2.3)
restituisce una risposta al problema di pricing, rappresenta cioŁ un ￿oracolo￿
per tale problema.
Supponiamo che il sottoproblema sia realizzabile, altrimenti il MP sarebbe
vuoto. Se la soluzione del sottoproblema Ł non negativa, cioŁ ¹ c¤ ¸ 0, allo-
ra nessun coe￿ciente di costo ridotto ¹ cj ha valore negativo e la soluzione ¹ s
(inserita in RjJj) risolve all’ottimo anche il MP. Altrimenti, cioŁ nel caso in
cui ¹ c¤ < 0, si allarga il RMP aggiungendo una colonna derivata dalla risposta
dell’oracolo, cioŁ dalla soluzione ottima del sottoproblema, e si ripete con la
riottimizzazione del RMP. Per il suo ruolo nell’algoritmo, il sottoproblema
(2.3) Ł anche detto problema di generazione o generatore di colonne.
Naturalmente, un ruolo fondamentale in questo algoritmo Ł giocato dal
problema di pricing, il quale eredita la di￿colt￿ del ricercare virtualmente
tutte le colonne non in base.
Si potrebbe avere l’impressione di aver semplicemente rinviato la di￿colt￿,
ma il vantaggio di risolvere il problema di ottimizzazione in (2.3) piuttosto di
un’enumerazione in (2.2) diventa sempre piø evidente quando si ricorda che i
vettori a 2 A rappresentano spesso oggetti combinatori come percorsi, insiemi
o permutazioni. Allora, l’insieme A e l’interpretazione di costo sono natural-
mente de￿niti in queste strutture ed abbiamo a disposizione un’informazione
preziosa su come ￿appaiano￿ le possibili colonne.
Per quanto riguarda la convergenza della generazione di colonne, notiamo
che ogni a 2 A Ł generato al massimo una volta dato che nessuna variabile in un
RMP ottimo ha un costo ridotto negativo. Quando ci si occupa di un qualche
insieme A ￿nito (come Ł usualmente il caso nell’Ottimizzazione Combinatoria),
l’algoritmo di generazione di colonne Ł esatto. In caso contrario, possono essere
usate delle tecniche particolari per garantire una soluzione all’interno di una
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Notiamo che, se ¹ z rappresenta il valore ottimo della funzione obiettivo del
RMP, dalla teoria della dualit￿ si ha ¹ z = ¹ uTb. ¨ molto interessante anche
notare che quando un limite superiore · ¸
P
j2J sj vale per una soluzione
ottima del problema principale, si stabilisce non solo un limite superiore su z¤
in ogni iterazione, ma anche un limite inferiore:
¹ z + ¹ c
¤· · z
¤ · ¹ z: (2.4)
Cos￿, si pu￿ veri￿care la qualit￿ della soluzione in ogni istante durante l’algorit-
mo di generazione di colonne. Nell’ottimo di (2.1), vale ¹ c¤ = 0 per le variabili
in base ed i limiti sono stretti. Il limite inferiore (2.4) Ł computazionalmente
economico e prontamente disponibile quando il problema (2.3) Ł risolto all’ot-
timo. Quando c ´ 1, · pu￿ essere rimpiazzato da z¤ e si ottiene un miglior
limite inferiore, cioŁ ¹ z=(1 ¡ ¹ c¤) · z¤.
Per concludere, descriviamo brevemente il classico principio di decompo-
sizione in PL, dovuto a Dantzig e Wolfe [23], noto con il nome di principio
di decomposizione di Dantzig-Wolfe, che oggi Ł parte del repertorio standard
della Programmazione Matematica.
Consideriamo un programma lineare
z
¤ = minc
Tx
s. a: Ax ¸ b
Dx ¸ d
x ¸ 0
(2.5)
detto formulazione compatta.
Sia
P = fx 2 R
n : Dx ¸ d;x ¸ 0g 6= ;:
I ben noti teoremi di Minkowski e Weyl (vedere [90]) ci permettono di
rappresentare ogni x 2 P come combinazione convessa di punti estremi fpqgq2Q
sommata ad una combinazione non negativa di raggi estremi fprgr2R di P, cioŁ,
x =
X
q2Q
pqsq +
X
r2R
prsr; con
X
q2Q
sq = 1; s 2 R
jQj+jRj
+ (2.6)
dove gli insiemi di indici Q e R sono ￿niti.
Sostituendo tale espressione ad x in (2.5) ed applicando le trasformazioni
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formulazione estesa:
z
¤ = min
(
X
q2Q
cqsq +
X
r2R
arsr
)
s. a:
X
q2Q
aqsq +
X
r2R
arsr ¸ b
X
q2Q
sq = 1
s ¸ 0:
(2.7)
Tale formulazione ha un numero jQj + jRj molto grande di variabili, ma
possibilmente meno righe di (2.5).
L’equazione
P
q2Q sq = 1 Ł detta vincolo di convessit￿. Se x ´ 0 Ł realizza-
bile per P in (2.5) a costo zero, il vincolo di convessit￿ viene sostituito da
P
q2Q sq · 1.
Sebbene la formulazione compatta e quella estesa siano equivalenti visto che
danno lo stesso valore ottimo z¤ della funzione obiettivo, i rispettivi poliedri
non risultano equivalenti dal punto di vista combinatorio (vedere [2] e [80]).
Ora, (2.7) Ł un MP speciale, in cui la funzione obiettivo Ł lineare e l’insieme
delle colonne Ł implicitamente de￿nito dai punti e dai raggi estremi di un
poliedro convesso P. Possiamo risolverlo con la generazione di colonne. Il
corrispondente RMP Ł interpretato come (2.7), con sottoinsiemi correnti Q
0 µ
Q, R
0 µ R.
Data una soluzione duale ottima ¹ u, ¹ v sul RMP, dove la variabile v cor-
risponde al vincolo di convessit￿, il sottoproblema (2.3) nella classica decom-
posizione di Dantzig-Wolfe consiste nel determinare
min
j2Q[R
fcj ¡ ¹ u
Taj ¡ ¹ vg:
Dalla nostra precedente trasformazione lineare si ottiene:
¹ c
¤ = minf(c
T ¡ ¹ u
TA)x ¡ ¹ v : Dx ¸ d;x ¸ 0g: (2.8)
Questo Ł ancora un programma lineare. Abbiamo assunto P 6= ;.
Quando ¹ c¤ ¸ 0, non esiste alcuna colonna di costo ridotto negativo e l’algo-
ritmo termina. Quando ¹ c¤ < 0 e ￿nito, la soluzione ottima a (2.8) Ł un punto
estremo pq di P e si aggiunge la colonna [cTpq;(Apq)T;1]T al RMP. Quando
¹ c¤ = ¡1, si identi￿ca un raggio estremo pr di P con una soluzione omogenea
del (2.8) e si aggiunge la colonna [cTpr;(Apr)T;0]T al RMP.56 TECNICHE RISOLUTIVE DI RICERCA OPERATIVA
Da (2.4) e dal vincolo di convessit￿, ad ogni iterazione si ottiene
¹ z + ¹ c
¤ · z
¤ · ¹ z;
dove ¹ z = ¹ uTb + ¹ v Ł ancora il valore ottimo della funzione obiettivo del RMP.
Notiamo che il limite inferiore Ł valido anche nel caso in cui il sottoproblema
generi un raggio estremo, cioŁ quando ¹ c¤ = ¡1.
2.6 Metodi di Programmazione Dinamica
La Programmazione Dinamica (PD) Ł una tecnica matematica utile spesso
per prendere decisioni correlate fra loro e che consente di a￿rontare problemi
apparentemente intrattabili, cioŁ dotati di un’apparente complessit￿ esponen-
ziale. Fu originariamente introdotta da Bellman nel 1957 per risolvere alcuni
problemi decisionali a piø stadi e problemi di controllo ottimo.
Originariamente la PD nasce per problemi dove si deve prendere una de-
cisione per ogni istante di tempo, fornendo una procedura sistematica per
determinare la combinazione di decisioni che rende massima l’e￿cienza totale.
La PD risolve problemi computazionali mettendo insieme le soluzioni di un
certo numero di sottoproblemi, basandosi sul principio di ottimalit￿, secondo
il quale in alcuni casi un problema opportunamente decomposto pu￿ essere
risolto all’ottimo attraverso la soluzione ottima di ogni sottoproblema.
In questo contesto con il termine di ￿programmazione￿ non si intende un
programma scritto in un qualche linguaggio di programmazione, ma un metodo
di soluzione tabulare.
In generale, la PD viene adottata per risolvere problemi di ottimizzazione
ma, al contrario della PL, non esiste una formulazione matematica standard
￿del￿ problema di PD; essa Ł piuttosto una tecnica generale per la risoluzione
di taluni problemi, e le particolari equazioni usate devono essere sviluppate ed
adattate in ogni singola situazione.
Gli algoritmi basati sulla PD suddividono il problema da risolvere in un
certo numero di sottoproblemi, anche non necessariamente indipendenti, e ri-
solvono ricorsivamente tali sottoproblemi. Nel caso di sottoproblemi non in-
dipendenti, la risoluzione richiede di risolvere sottoproblemi comuni. In tal
caso la PD risolve un problema una sola volta e ne memorizza la soluzione in
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￿ne, gli algoritmi basati sulla PD fondono assieme le soluzioni ottenute per i
sottoproblemi per determinare la soluzione del problema originario.
Lo sviluppo di un algoritmo di PD pu￿ essere diviso nelle seguenti quattro
fasi:
1. Caratterizzazione della struttura di una soluzione ottima.
2. De￿nizione ricorsiva del valore di una soluzione ottima.
3. Calcolo del valore di una soluzione ottima con una strategia bottom-up
(vale a dire, dal sottoproblema piø ￿piccolo￿ a quello piø ￿grande￿).
4. Costruzione di una soluzione ottima a partire dalle informazioni calco-
late.
Le prime tre fasi de￿niscono la base di una soluzione di PD di un certo pro-
blema; nel caso in cui si debba determinare solamente il valore di una soluzione
ottima, l’ultima fase non viene presa in considerazione. Tuttavia, quando Ł
richiesto di costruire una soluzione ottima (cioŁ di determinare un assegna-
mento alle variabili del problema in modo che la funzione di costo assuma
il valore ottimo trovato con le prime tre fasi), allora durante i calcoli del-
la terza fase vengono memorizzate delle informazioni ausiliarie che facilitano
l’esecuzione della quarta.
L’aspetto piø complesso nella costruzione di un algoritmo di PD Ł l’analisi
della struttura interna del problema, e la sua riduzione a sottoproblemi. Questa
fase Ł molto delicata, perchØ una frantumazione eccessiva pu￿ condurre ad un
numero di sottoproblemi troppo grande, ma d’altra parte senza un numero
su￿ciente di sottosoluzioni non sar￿ possibile ricostruire quella desiderata.
Una volta fatta questa analisi, viene costruita una tabella che contiene in
ogni suo elemento una sottosoluzione (o i dati su￿cienti a ricostruirla) ed una
volta che la tabella Ł riempita, Ł facile desumere la soluzione del problema
originale.
Le principali caratteristiche di un tipico problema risolvibile con la PD sono
le seguenti:
1. Il problema si pu￿ dividere in stadi e, per ognuno di essi, Ł richiesta una
politica decisionale.
2. Ogni stadio ha un numero di stati (cioŁ le varie possibili condizioni in cui
il sistema pu￿ trovarsi) associati, numero che pu￿ essere ￿nito o in￿nito.58 TECNICHE RISOLUTIVE DI RICERCA OPERATIVA
3. L’e￿etto della politica di decisione ad ogni stadio Ł di trasformare lo stato
attuale in uno stato associato allo stadio successivo.
4. Allo stadio attuale, la politica adottata per gli stadi precedenti non
in￿uenza quella dei successivi.
5. Il procedimento risolutivo comincia col trovare la politica ottima per ogni
stato dello stadio precedente.
6. ¨ disponibile una funzione ricorsiva che identi￿chi la politica decisionale
ottima per ogni stato con n stadi rimanenti, dato il piano ottimo per
ogni stato con (n ¡ 1) stadi rimanenti.
7. Usando questa funzione ricorsiva, la procedura risolutiva si muove al-
l’indietro stadio per stadio, trovando ogni volta la politica ottima per
ogni stato di questo stadio, ￿nchØ trova la soluzione ottima quando parte
dallo stadio iniziale.
La PD si applica anche ai problemi di Ottimizzazione Combinatoria che hanno
le seguenti caratteristiche:
1. Il problema si pu￿ scomporre in stadi. Ad ogni stadio Ł associata una
decisione.
2. In ogni stadio k il problema pu￿ trovarsi in un numero ￿nito di stati
(sk
1;:::;sk
qk):
3. ¨ de￿nita una funzione di costo fk(sk
i) che dato lo stadio k e lo stato sk
i
fornisce il valore ottimo del sottoproblema de￿nito dalle prime k deci-
sioni, con il vincolo aggiuntivo che le decisioni prese portino il problema
nello stato sk
i:
4. ¨ data una politica ottima (ricorsione) che dati gli stati dello stadio k¡1
e le relative funzioni di costo, permette di determinare la decisione ottima
dello stadio k-esimo necessaria per raggiungere un dato stato sk
i:
Si noti che la ricorsione per determinare la decisione ottima xk dello stadio k,
per giungere in uno stato sk
i, dipende direttamente solo dagli stati e costi dello
stadio k ¡ 1 e non dalla sequenza di decisioni x1;:::;xk¡1:
In pratica si valutano implicitamente tutti i cammini tra i vari stadi, sino
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problema (se in forma di minimo) Ł quella che corrisponde allo stato sn
i con
minor costo.
La coppia (fk;sk
i) ￿riassume￿ la sequenza di decisioni necessarie per giun-
gere in sk
i e memorizza il valore della soluzione ottima. In realt￿ la DP non
enumera tutte le sequenze di decisioni possibili, perchØ collassa (cioŁ, riassume)
alcune sequenze in uno stesso stato.
2.7 Metodi Approssimati
Nell’a￿rontare un problema di ottimizzazione possono essere utilizzati vari
approcci, a seconda sia della di￿colt￿ speci￿ca e delle dimensioni del problema
in esame, sia degli obiettivi reali che si vogliono ottenere.
Una strada diversa dall’utilizzo di metodi esatti, che pu￿ diventare l’unica
percorribile se le dimensioni e/o la complessit￿ del problema sono elevate, Ł
quella che consiste nel cercare soluzioni di tipo euristico, ottenute cioŁ appli-
cando un algoritmo concepito in modo da produrre soluzioni che si sperano
buone, ma senza garanzie a priori sulla vicinanza all’ottimo.
Un algoritmo euristico, o semplicemente un’ euristica, deve essere in grado
di produrre una soluzione in tempo relativamente breve.
Mentre chiaramente Ł possibile progettare euristiche speci￿che per qualunque
problema di Ottimizzazione Combinatoria, negli ultimi anni hanno acquisi-
to importanza sempre maggiore alcuni approcci euristici di tipo generale,
detti metaeuristiche. La struttura e l’idea di fondo di ciascuna metaeuri-
stica sono sostanzialmente ￿ssate, ma la realizzazione delle varie componenti
dell’algoritmo dipende dai singoli problemi.
Tutti i diversi approcci metaeuristici possono vedersi in realt￿ in modo
omogeneo, come generalizzazioni di un unico approccio fondamentale, che
Ł quello della ricerca locale. La ricerca locale si basa su quello che Ł, per
certi versi, l’approccio piø semplice ed istintivo: andare per tentativi. Va
comunque detto che a fronte di questa relativa semplicit￿, l’applicazione di
una qualunque metaeuristica ad un problema di Ottimizzazione Combinatoria
richiede comunque una messa a punto accurata e talvolta molto laboriosa.
Consideriamo un problema di minimizzazione ed una sua soluzione realiz-
zabile x, con associato il valore della funzione obiettivo f(x). La ricerca locale
consiste nel de￿nire un intorno di x (nella terminologia della ricerca locale,
detto anche vicinato), e nell’esplorarlo in cerca di soluzioni migliori, se ve ne60 TECNICHE RISOLUTIVE DI RICERCA OPERATIVA
sono. Se, in questo vicinato di x, si scopre una soluzione y per cui f(y) < f(x),
allora ci si sposta da x a y e si riparte con l’esplorazione del vicinato. Se invece
nel vicinato di x non si scopre nessuna soluzione migliore, allora vuol dire che
x Ł un minimo locale .
Nella ricerca locale classica, arrivati ad un minimo locale , l’algoritmo si
ferma e restituisce questo minimo come soluzione al problema. Ovviamente
non si ha alcuna garanzia in generale che tale valore costituisca una soluzione
ottima del problema; anzi, tipicamente esso pu￿ essere anche molto distante
dall’ottimo globale. Le metaeuristiche, in e￿etti, sono state concepite proprio
per cercare di ovviare al problema di rimanere ￿intrappolati￿ in un minimo
locale.
Un grosso pregio della ricerca locale sta nella sua semplicit￿ concettuale e
realizzativa, pur consentendo tale metodo di ottenere risultati molto interes-
santi.
Negli ultimi venti anni la ricerca si Ł indirizzata verso approcci euristici
che generalizzano la ricerca locale cercando di ovviare ai suoi principali difet-
ti e proprio da tale ricerca sono nate le tecniche metaeuristiche, oggi molto
apprezzate e largamente utilizzate.
Spesso queste metaeuristiche traggono ispirazione (se non legittimazione)
da alcune analogie con la natura ￿sica. Ad esempio, nella tecnica metaeuri-
stica nota con il nome di Simulated Annealing (SA) si paragona il processo
di risoluzione di un problema di Ottimizzazione Combinatoria, in cui si passa
iterativamente da una soluzione realizzabile ad un’altra via via migliorando la
funzione obiettivo, al processo con cui un solido, ra￿reddandosi, si porta in
con￿gurazioni con via via minor contenuto di energia.
Ricercare il minimo globale di una funzione di costo con molti gradi di
libert￿ Ł un problema molto complesso se questa ammette un grande numero
di minimi locali. Uno dei principali obiettivi dell’ottimizzazione Ł proprio
quello di evitare di rimanere intrappolati in un minimo locale. Questo Ł uno
dei limiti piø grandi delle tecniche di ricerca locale.
I metodi basati sul SA applicano un meccanismo probabilistico che consente
alla procedura di ricerca di fuggire da questi minimi locali. L’idea Ł quella di
accettare, in certi casi, oltre alle transizioni che corrispondono a miglioramenti
nella funzione obiettivo, anche quelle transizioni che portano a peggioramenti
nel valore di questa funzione di valutazione. La probabilit￿ di accettare tali de-
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zero. Verso la ￿ne della ricerca, quando vengono accettati solo miglioramenti,
questo metodo diventa una semplice ricerca locale. Tuttavia, la possibilit￿ di
transitare in punti dello spazio di ricerca che deteriorano la soluzione ottima
corrente, consente di abbandonare i minimi locali ed esplorare meglio l’insieme
delle soluzioni realizzabili.
Altra analogia con la natura ￿sica Ł palese negli Algoritmi Genetici (AG),
approcci metaeuristici in cui un insieme di soluzioni realizzabili Ł visto come
un insieme di individui di una popolazione che, accoppiandosi e combinandosi
tra loro, danno vita a nuove soluzioni che, se generate in base a criteri di
miglioramento della specie, possono risultare migliori di quelle da cui sono
state generate.
Gli AG fanno parte della categoria dei cosiddetti weak methods, costituita
da quei metodi di risoluzione di problemi che si basano su poche assunzioni
(o conoscenze) relative alle particolari strutture e caratteristiche dei problemi
stessi, motivo per il quale questi metodi sono applicabili ad una vasta classe
di problemi. Gli AG rientrano pienamente in questa categoria, dal momento
che essi sono in grado di compiere una e￿ciente ricerca anche quando tutta
la conoscenza a priori Ł limitata alla sola procedura di valutazione che misura
la qualit￿ di ogni punto dello spazio di ricerca (misura data, ad esempio, dal
valore della funzione obiettivo).
Questa caratteristica conferisce a tali algoritmi una grande robustezza,
ovvero una grande versatilit￿ che li rende applicabili a diversi problemi, al con-
trario dei metodi convenzionali che, in genere, non trovano altra applicazione
che quella relativa al problema per cui sono stati ideati.
Un’altra tecnica metaeuristica largamente usata nella risoluzione di proble-
mi di Ottimizzazione Combinatoria Ł la Tabu Search (TS). Nella ricerca locale
classica, ogni qual volta si esplora il vicinato (o intorno) di una soluzione,
l’unica informazione relativa alla storia dell’algoritmo ￿no a quel momento Ł
la migliore soluzione corrente ed il corrispondente valore della funzione ob-
biettivo. L’idea della TS Ł invece quella di mantenere una memoria di alcune
informazioni sulle ultime soluzioni visitate, orientando la ricerca in modo tale
da permettere di uscire da eventuali minimi locali.
L’idea di base della TS Ł dunque quella di utilizzare le informazioni sulle
ultime mosse e￿ettuate, memorizzate in una coda detta tabu list, per proibire
quelle mosse per un certo tempo al ￿ne di prevenire ricadute in punti gi￿
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La TS Ł oggi da molti considerata la metaeuristica che consente di avere
il miglior rapporto tra la qualit￿ delle soluzioni e lo sforzo computazionale
(includendo in questo anche la complessit￿ computazionale).
La maggior parte degli analisti di OR hanno abitualmente considerato di
usare le tecniche euristiche per ottenere buone soluzioni per problemi con-
siderati troppo complessi per essere in grado di ottenere soluzioni ottime.
Tuttavia, numerosi codici commerciali, il cui scopo Ł o di provare l’otti-
malit￿ o di terminare non appena una soluzione si dimostra essere all’interno
di una speci￿cata tolleranza di ottimalit￿, applicano abitualmente algoritmi
euristici durante tutta la procedura in modo da trovare prima possibile dei
buoni limiti nell’algoritmo.
Cos￿, le euristiche servono a due scopi davvero importanti: fornire buone
soluzioni a problemi per i quali algoritmi esatti sono incapaci di provare l’otti-
malit￿ in un tempo ragionevole ed ￿aiutare￿ un algoritmo esatto nella ricerca
di una soluzione.
I metodi esatti, come quello di branch-and-bound o la PD, e le tecniche di
ricerca locale sono viste tradizionalmente come due approcci generali ma di-
stinti per la risoluzione e￿ciente di problemi di Ottimizzazione Combinatoria,
ognuno con i propri vantaggi e svantaggi.
¨ solo piuttosto recentemente che sono stati proposti veri algoritmi ibridi,
che prendono idee da ambedue i campi cercando di combinarli al meglio per
superare i rispettivi difetti. Nel caso di un problema di minimizzazione, per
esempio, il piø semplice approccio ibrido consiste nell’uso di un algoritmo
di ricerca locale per calcolare limiti superiori che permettano una potatura
immediata di soluzioni non ottime nella procedura guidata da un algoritmo
esatto.Capitolo 3
Programmazione con Vincoli
3.1 Introduzione
Come detto nei precedenti capitoli, larga parte dei problemi normalmente
studiati nell’area della Ricerca Operativa (OR), frequentemente a￿rontati an-
che con tecniche di Intelligenza Arti￿ciale (brevemente AI, dall’inglese Arti￿-
cial Intelligence), come problemi di scheduling o di allocazione di risorse, sono
problemi combinatori molto di￿cili, spesso NP￿ardui. Nonostante le di￿colt￿
intrinseche, sembra che per la maggior parte di essi esistano algoritmi in grado
di risolverli con una complessit￿ ragionevole nel caso peggiore.
L’approccio di OR per la risoluzione di di￿cili problemi di Ottimizzazione
Combinatoria Ł stato il solo usato per molto tempo e si basa su una rappre-
sentazione matematica del problema, tipicamente modellato come programma
lineare intero in cui le variabili sono legate da disuguaglianze lineari (vincoli
lineari).
Un approccio tradizionale per risolvere tali problemi consiste nel progettare
un algoritmo speci￿co che utilizzi tecniche enumerative o tecniche di ricerca lo-
cale. Questo approccio pu￿ condurre ad un’e￿cienza estrema, ma solitamente
necessita di molto lavoro da parte del ricercatore.
Un altro possibile approccio consiste nel considerare il problema in una
struttura generale, come quella della PLI, e nell’usare un risolutore dedicato
per risolvere il modello lineare che rappresenta il problema. Tale approccio
consente di ottenere risultati molto soddisfacenti, ma presenta anche qualche
svantaggio. Solitamente, infatti, la riscrittura in termini di programma lineare
intero tende ad allargare la dimensione del problema, a distorcere in qualche
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misura il problema originale o ad ignorarne qualche propriet￿ interessante.
Idealmente, quindi, piacerebbe avere a disposizione una struttura alterna-
tiva per dichiarare una larga classe di problemi combinatori, soprattutto quei
problemi per i quali non esistono ancora algoritmi e￿cienti, con un linguaggio
abbastanza generale ed in grado di produrre l’utilizzo di regole speci￿che su
un problema, al ￿ne di accrescere l’e￿cienza del processo risolutivo.
Negli ultimi anni, per modellare e risolvere problemi di￿cili di Ottimiz-
zazione Combinatoria, come problemi di piani￿cazione, di scheduling e di rou-
ting, Ł stato utilizzato con successo un nuovo paradigma di programmazione
noto come Programmazione con Vincoli (brevemente CP, dall’inglese Con-
straint Programming).
In e￿etti, quello della CP Ł un approccio alternativo a quello tipico della OR
in cui il processo di programmazione Ł limitato ad una generazione di richieste
(vincoli) ed alla generazione di una soluzione a queste richieste per mezzo di
metodi generali o metodi di dominio speci￿co. Si tratta di una emergente
tecnologia software per la descrizione e la risoluzione di grandi problemi, in
particolare combinatori, specialmente nelle aree della piani￿cazione e dello
scheduling.
Il quadro della CP permette, come quello della PLI largamente studiato
nel capitolo precedente, di modellare problemi di realizzabilit￿ (in cui si vuole
trovare una soluzione realizzabile qualsiasi) e problemi di ottimizzazione (in cui
si vuole trovare la soluzione migliore, quella che massimizza o minimizza un
certo criterio) con un insieme di variabili da assegnare rispettando formule che
vincolano i valori di tali variabili. La di￿erenza con la PLI viene essenzialmente
dal linguaggio o￿erto per l’espressione dei vincoli. Tuttavia, bisogna dire che
nonostante possa essere de￿nita una funzione obiettivo sulle variabili del pro-
blema, i risolutori puri di CP non sono in grado di trattare e￿cientemente tale
funzione, dato che in generale essi eseguono potenti riduzioni di domini basate
su ragionamenti di realizzabilit￿, ma non su ragionamenti di ottimalit￿.
I metodi generali di CP usualmente riguardano tecniche di riduzione dello
spazio di ricerca (tecniche di propagazione di vincoli) e speci￿ci metodi di
ricerca. In contrasto, i metodi di dominio speci￿co si presentano spesso nella
forma di algoritmi con ￿nalit￿ speciali o pacchetti specializzati, comunemente
detti risolutori di vincoli (constraint solvers).
I problemi che sembrano poter essere risolti in un modo naturale per mezzo
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esempio, problemi computazionalmente intrattabili) o per i quali la formaliz-
zazione in termini di leggi conduce ad un piø ￿essibile stile di programmazione
in cui le dipendenze tra la variabili in questione possono essere espresse in una
forma piø generale.
Quando si risolvono tali problemi, bisogna procedere con diverse iterazioni e
modellarli per mezzo di vincoli spesso pu￿ essere vantaggioso. Infatti, l’appro-
priata modi￿ca del programma pu￿ essere spesso ottenuta modi￿cando qualche
vincolo o alterando una appropiata componente ￿ssata del programma (per
esempio, quella che de￿nisce il metodo di ricerca adottato).
Dal punto di vista della modellazione (modelling) di un problema combina-
torio, l’espressione sotto forma di vincoli Ł generalmente piø leggibile (grazie
all’utilizzo di oggetti e di campi) e piø concisa (grazie all’utilizzo di vincoli
simbolici che permettono di esprimere relazioni complesse tra variabili) in CP
rispetto a quanto avvenga in PL. I vincoli possono essere di natura simbolica
o di natura numerica, operanti su variabili reali o intere.
Un aspetto aggiuntivo introdotto dalla CP Ł che il fatto di modellare un
problema per mezzo di vincoli conduce ad una rappresentazione del problema
stesso per mezzo di relazioni. In un certo numero di circostanze, tale rap-
presentazione permette di usare lo stesso programma per diversi ￿ni e questo
pu￿ essere chiaramente molto utile. Nei linguaggi di programmazione conven-
zionali, invece, le relazioni devono essere convertite in funzioni e quindi questa
possibilit￿ viene persa.
Un potente strumento di modellazione nella CP Ł rappresentato dai vin-
coli globali, vincoli simbolici che rappresentano astrazioni che permettono una
dichiarazione del problema come una composizione di sottoproblemi.
Le caratteristiche della CP possono allora essere riassunte come segue:
￿ Il processo di programmazione consiste di due fasi: la generazione di
una rappresentazione del problema per mezzo di vincoli e la generazione
di una sua soluzione. Nella pratica, ambedue le fasi possono essere
composte da diversi passi piø piccoli e possono anche essere intervallate.
￿ La rappresentazione di un problema per mezzo di vincoli Ł molto ￿essibile
dato che i vincoli possono essere aggiunti, rimossi o modi￿cati.
￿ L’uso di relazioni per rappresentare vincoli o￿usca la di￿erenza tra input
e output. Questo rende possibile l’uso dello stesso programma per un
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La CP Ł quindi lo studio di sistemi computazionali basati su vincoli. L’idea
di base della CP Ł quella di risolvere i problemi, noti con il nome di proble-
mi di soddisfazione di vincoli (CSPs, da Constraint Satisfaction Problems),
dichiarando vincoli (richieste) sul problema e poi cercando soluzioni che sod-
dis￿no tutti i vincoli.
Uno dei punti di forza del paradigma della CP Ł rappresentato dalla sepa-
razione netta tra:
￿ la descrizione del problema in termini di variabili e di vincoli da soddi-
sfare;
￿ un processo di deduzione logica che agisce sui vincoli;
￿ gli algoritmi per risolvere il problema (processi di istanziazione di varia-
bili).
Le ragioni per scegliere di rappresentare e risolvere un problema come un CSP,
cioŁ con strumenti di CP piuttosto che con gli usuali strumenti di OR, sono
essenzialmente la seguenti:
￿ La rappresentazione Ł spesso piø vicina al problema originario: le varia-
bili del CSP corrispondono direttamente alle entit￿ del problema ed i
vincoli possono essere espressi senza essere tradotti in disequazioni li-
neari. Questo produce una formulazione piø semplice, la soluzione Ł piø
facile da capire e la scelta di buone euristiche che guidino la strategia di
risoluzione risulta piø semplice.
￿ Sebbene gli algoritmi per la risoluzione di un CSP siano davvero semplici,
essi possono a volte trovare soluzioni piø velocemente dei metodi di PLI.
L’origine e la base del campo della CP possono essere rintracciate nella ricerca
di AI che negli anni ’60 e ’70 si Ł focalizzata sulla rappresentazione e sulla
manipolazione di vincoli nei sistemi computazionali, ovvero su reti di vincoli e
su problemi di soddisfazione vincolare.
Solo nell’ultima decade, comunque, Ł apparso chiaro come queste idee for-
nissero le basi per un potente approccio di programmazione, modellazione e
risoluzione di problemi, e che i diversi sforzi per sfruttare tali idee potessero
essere uni￿cati sotto una comune struttura concettuale e pratica.
Il successo della CP Ł probabilmente dovuto alla sua introduzione nel campo
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Lassez [64] de￿niscono il paradigma della Programmazione Logica con Vincoli
(CLP, dall’inglese Constraint Logic Programming) come uno schema generale
che pu￿ essere specializzato su diversi domini. La CLP Ł un potente paradigma
di programmazione che combina i vantaggi della Programmazione Logica e
l’e￿cienza di risoluzione della Programmazione con Vincoli.
Piø recentemente, sono stati sviluppati linguaggi basati sui vincoli in-
dipendentemente dalla Programmazione Logica (come ILOG Solver, basato
su C++), ma mantenendo uno stile di programmazione dichiarativo.
Tra i linguaggi di CP, quello su domini ￿niti, il CP(FD), Ł uno strumento
e￿cace per modellare e risolvere problemi combinatori discreti. Esso modella
un problema come un insieme di variabili che prendono i loro valori su un
dominio ￿nito di interi e che sono collegate da un insieme di vincoli. Nel
seguito presenteremo la teoria risolutiva relativa a tale linguaggio riferendoci
ad esso semplicemente con la sigla CP.
Negli ultimi anni, la CP ha attirato molta attenzione da parte degli esperti
di molte aree della ricerca scienti￿ca, visto il suo potenziale nella risoluzione di
di￿cili problemi reali. L’attrattiva esercitata dalla CP non Ł basata solo su un
forte fondamento teorico, ma anche su un assai di￿uso interesse commerciale, in
particolare nelle aree di modellazione di problemi eterogenei di ottimizzazione
e soddisfazione.
Non sorprende quindi che la CP sia stata recentemente indicata dal ACM
(Association for Computing Machinery) come una delle direzioni strategiche
per la ricerca nel vasto campo denominato Computer Science (CS). Comunque,
allo stesso tempo, essa risulta ancora una delle tecnologie meno conosciute e
comprese.
Negli ultimi anni sia i ricercatori dell’area della OR che quelli di CP hanno
cominciato a valutare la possibilit￿ e l’utilit￿ di una integrazione tra le tecniche
dei due campi, per cercare di risolvere in modo piø e￿ciente diverse classi di
problemi di Ottimizzazione Combinatoria. Tale tentativo di integrazione oc-
cupa attualmente un gran numero di ricercatori di OR e di AI, ha gi￿ prodotto
importanti e promettenti risultati e fa sperare in ulteriori passi in avanti.
Nel seguito del capitolo, dopo aver illustrato le basi teoriche della CP,
analizzeremo le piø importanti ed e￿cienti tecniche di integrazione con la OR
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3.2 Soddisfazione di Vincoli
Uno degli aspetti fondamentali della CP Ł la soddisfazione di vincoli, una
teoria sviluppata nella comunit￿ di AI che si occupa di problemi de￿niti su
domini ￿niti. I problemi di soddisfazione di vincoli sono stati a lungo studiati in
quanto rappresentativi della maggior parte delle applicazioni industriali attuali
e giocano tuttora un ruolo centrale nel campo della AI.
Intuitivamente, un problema di soddisfazione di vincoli consiste in un in-
sieme ￿nito di relazioni su qualche dominio. Nella pratica si usa una sequenza
￿nita di variabili a cui sono associati i relativi domini, cioŁ gli insiemi di valori
possibili. Un vincolo su una sequenza di variabili Ł allora un sottoinsieme del
prodotto cartesiano dei domini delle stesse variabili.
Per una de￿nizione formale, un problema di soddisfazione di vincoli, cioŁ
un Constraint Satisfaction Problem (CSP), Ł de￿nito come:
￿ un insieme di variabili X = fx1;:::;xng;
￿ un insieme di domini D = fD1;:::;Dng, cioŁ per ogni variabile xi, un
insieme ￿nito Di di possibili valori;
￿ un insieme di vincoli C che restringono i valori che le variabili possono
simultaneamente assumere.
Si noti che non Ł necessario che i valori siano un insieme consecutivo di interi
(sebbene spesso lo siano) e nemmeno che siano valori numerici.
Una soluzione ad un CSP Ł un assegnamento di valori alle variabili del
problema, un valore ad ogni variabile dal suo dominio, in modo tale che tutti
i vincoli siano soddisfatti contemporaneamente. Se un CSP ha una soluzione,
allora viene detto consistente, altrimenti inconsistente.
Nella risoluzione di un CSP gli scopi possibili sono tre, si pu￿ essere infatti
interessati a trovare:
￿ solo una soluzione, con nessuna preferenza (problema di consistenza o di
soddisfazione);
￿ tutte le soluzioni;
￿ un ottimo, o almeno una buona soluzione, data qualche funzione obiettivo
de￿nita in termini di alcune o di tutte le variabili del problema (problema
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Le soluzioni di un CSP possono essere trovate ricercando sistematicamente
attraverso i possibili assegnamenti di valori alle variabili. I metodi di ricer-
ca si dividono in due ampie classi: i metodi che attraversano lo spazio delle
soluzioni parziali (o assegnamenti parziali di valori) e quelli che esplorano
stocasticamente lo spazio degli assegnamenti completi di valori alle variabili.
In generale, ciascuno dei tre problemi sopra Ł computazionalmente intrat-
tabile, cioŁ NP￿arduo. Intuitivamente, questo signi￿ca che nel caso peggiore
pu￿ essere necessario considerare tutte le possibili istanziazioni di variabili
prima di poter trovare una soluzione (o la soluzione migliore). Comunque,
esistono alcune classi di problemi trattabili per i quali esistono algoritmi di
risoluzione e￿cienti anche nel caso peggiore. Inoltre, nella pratica molte tec-
niche esibiscono una buona prestazione nel caso medio anche per le classi di
problemi intrattabili.
Come gi￿ detto, la CP si occupa della risoluzione di problemi di soddi-
sfazione di vincoli e quindi il problema reale da a￿rontare deve essere espresso
come un CSP. Di conseguenza tale problema pu￿ essere formulato usando:
￿ un certo numero (￿nito) di variabili che variano su speci￿ci domini ed
un certo numero (￿nito) di vincoli su tali variabili;
￿ un qualche linguaggio in cui esprimere i vincoli.
Questa parte del processo di risoluzione del problema prende il nome di mo-
delling ed Ł estremamente importante.
Dato che la maggior parte dei problemi reali possono essere modellati usan-
do un insieme ￿nito di variabili con dominio ￿nito per ogni variabile, la soddi-
sfazione di vincoli pu￿ essere largamente usata per problemi combinatori. Una
volta completata la fase di modelling del problema, si passa alla risoluzione
per mezzo di metodi generali, metodi di dominio speci￿co oppure una combi-
nazione di entrambi. Da questo punto di vista la CP comprende diverse aree
come l’Algebra Lineare, l’Ottimizzazione Globale, la Programmazione Lineare
e quella Intera, etc.
Una importante parte della CP tratta lo studio di tecniche e metodi gene-
rali, che chiaramente possono essere specializzati a casi speci￿ci. I metodi
generali sono solitamente utili nei casi in cui non si conoscano buoni metodi
specializzati per la risoluzione di un dato CSP.
Per qualche caso speci￿co sono stati spesso sviluppati metodi di risoluzione
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librerie (come nel caso di sistemi di equazioni lineari per i quali sono disponibili
algoritmi di algebra lineare).
Il fatto che per qualche speci￿co caso esistano metodi e￿cienti per la
risoluzione di CSP e per altri casi non si conoscano metodi di questo tipo,
richiede sistemi per la CP in cui siano disponibili sia metodi generali che metodi
di dominio speci￿co. I primi sono usualmente presenti nella forma di costrutti
speci￿ci che supportano la ricerca, mentre i secondi sono spesso presenti nella
forma di vari built-ins.
3.2.1 Ricerca Sistematica
Per risolvere un CSP Ł necessario cercare diversi assegnamenti di valori
delle variabili che soddis￿no i vincoli. Questo processo di assegnamento di
valori alle variabili del problema Ł speci￿cato dall’algoritmo di ricerca.
Dal punto di vista teorico, risolvere un CSP Ł banale usando l’esplorazione
sistematica dello spazio delle soluzioni; non lo Ł per￿ dal punto di vista pratico
dove l’e￿cienza ha un ruolo fondamentale.
Anche se i metodi di ricerca sistematica presentati di seguito (senza miglio-
ramenti aggiuntivi) sembrano davvero semplici e non e￿cienti, essi sono impor-
tanti perchØ costituiscono il fondamento di piø avanzati ed e￿cienti algoritmi.
L’algoritmo di base della soddisfazione di vincoli, il piø semplice, Ł detto
Generate-and-Test (GT) e consiste nel generare (attraverso un generatore) tut-
ti gli assegnamenti di valori delle variabili (detti labelling) e nel testare (attra-
verso un tester) se ogni assegnamento soddisfa i vincoli o meno. L’idea di base
del GT Ł semplice: prima viene generato in modo casuale un labelling comple-
to di variabili e, poi, se questo labelling soddisfa tutti i vincoli, la soluzione Ł
trovata, altrimenti, viene generato un altro labelling e si ripete il ragionamento.
L’algoritmo GT Ł un generico algoritmo debole usato nel caso in cui og-
ni altro algoritmo abbia fallito. La sua e￿cienza Ł scadente a causa della
mancanza di informazione del generatore, il quale genera il labelling completo
senza alcuna informazione proveniente dal tester, e della conseguente scoperta
ritardata delle inconsistenze.
Di conseguenza, ci sono due modi di migliorare l’e￿cienza del GT:
￿ Si fa in modo di avere un generatore di valutazioni ￿intelligente￿, nel senso
di ￿informato￿, cioŁ che sia in grado di generare la valutazione completa
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￿ Si fonde il generatore con il tester, in modo che la validit￿ del vincolo
sia testata appena le rispettive variabili sono istanziate. Questo metodo
Ł usato dall’approccio di backtracking.
Un altro metodo di ricerca sistematica per la risoluzione di un CSP Ł appunto
il BackTracking (BT). L’idea Ł quella di istanziare valori delle variabili ￿no
a trovare assegnamenti di valori che soddis￿no tutti i vincoli. In pratica, il
BT estende verso una soluzione completa una soluzione parziale che speci￿ca
valori consistenti per alcune delle variabili del problema, in modo incremen-
tale, scegliendo ripetutamente un valore per un’altra variabile consistente con
i valori nella corrente soluzione parziale.
Questo algoritmo attraversa lo spazio delle soluzioni parziali in modo depth-
￿rst e ad ogni passo estende una soluzione parziale (cioŁ, una istanziazione di
variabile su un sottoinsieme di variabili che soddisfa tutti i relativi vincoli)
assegnando un valore ad un’altra variabile. Quando si incontra una variabile
tale che nessuno dei suoi valori Ł consistente con la corrente soluzione parziale,
prende posto il BT e l’algoritmo considera nuovamente uno dei precedenti
assegnamenti.
Piø precisamente, all’inizio una delle variabili viene istanziata ad un valo-
re speci￿co e poi, ad ogni passo, se ci sono k ¡ 1 variabili precedentemente
istanziate, allora la successiva k-esima variabile Ł assegnata ad un valore che Ł
consistente con le k¡1 variabili precedentemente istanziate. Se non Ł possibile
trovare un valore consistente per la k-esima variabile, allora l’algoritmo torna
indietro (da cui il nome dell’algoritmo stesso) al punto piø vicino in cui sia
possibile generare una nuova rami￿cazione.
Come detto, si pu￿ vedere il BT come una fusione delle fasi di generazione
e di test dell’algoritmo GT. Il labelling delle variabili Ł sequenziale ed appena
tutte le variabili pertinenti ad un vincolo sono state instanziate, la validit￿ del
vincolo viene veri￿cata. Se una soluzione parziale viola qualcuno dei vincoli,
viene eseguito il BT sulla variabile piø recentemente istanziata che ha ancora
alternative possibili. Chiaramente, ogni volta che una istanziazione parziale
viola un vincolo, il BT Ł in grado di eliminare un sottospazio dal prodotto
cartesiano di tutti i domini delle variabili del problema.
Di conseguenza, il BT Ł assolutamente migliore dell’algoritmo GT, anche
se la sua complessit￿ temporale Ł ancora esponenziale per la maggior parte
dei problemi non banali. Nei casi ￿fortunati￿ in cui l’algoritmo Ł in grado di
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di BT, la complessit￿ diventa lineare nella dimensione del problema (spesso
identi￿cata con il numero delle sue variabili).
Il BT presenta altri svantaggi, i principali dei quali sono i seguenti:
￿ il thrashing, cioŁ ripetuti fallimenti dovuti alla stessa ragione;
￿ il lavoro ridondante, cioŁ valori contrastanti di variabili che non sono
ricordati e che causano la ripetizione di un lavoro gi￿ eseguito;
￿ l’individuazione ritardata di un con￿itto, cioŁ il con￿itto non individuato
prima che accada realmente.
Diversi miglioramenti del BT si sono concentrati su una o su ambedue le fasi
dell’algoritmo: avanzare ad una nuova variabile e tornare indietro ad assegna-
menti precedenti. Nel primo caso si parla di schemi di look-ahead, mentre nel
secondo si parla di schemi di look-back.
I metodi per risolvere lo svantaggio del thrashing nel BT sono schemi di
look-back, come il backjumping, il backmarking ed il backchecking che saranno
presentati nel seguito. Maggiore attenzione si presta, invece, all’individuazione
delle inconsistenze di una soluzione parziale con l’utilizzo di tecniche, note con
il nome di tecniche di consistenza.
3.2.2 Tecniche di Consistenza
Un altro approccio per la risoluzione di un CSP Ł basato sulla rimozione di
valori inconsistenti dai domini delle variabili ￿no ad ottenere una soluzione. I
metodi di questo tipo sono detti tecniche di consistenza; si tratta di tecniche
deterministiche, in opposizione alla ricerca non-deterministica.
Esistono diverse tecniche di consistenza (vedere [72] e [75]), ma per la
maggior parte si tratta di tecniche incomplete. Quindi, tali tecniche sono
raramente usate da sole per la risoluzione completa di un CSP.
I nomi delle tecniche di consistenza di base sono derivati dalle nozioni
relative ai gra￿. Infatti, il CSP Ł usualmente rappresentato come un grafo
di vincoli (una rete) in cui i nodi corrispondono a variabili e gli archi sono
etichettati da vincoli (come descritto in [79]).
Tale rappresentazione richiede che il CSP sia in una forma particolare,
cioŁ che si tratti di un CSP binario, contenente quindi solo vincoli unari e
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questa restrizione non rappresenta un problema, dato che ogni arbitrario CSP
pu￿ essere trasformato in un equivalente CSP binario (come mostrato in [5])
e che comunque notevoli sforzi sono stati fatti nella ricerca per estendere ad
un CSP generale (in cui i vincoli non sono necessariamente binari) i risultati
ottenuti per un CSP binario (vedere [8],[9],[10] e [11]).
Ogni CSP binario pu￿ quindi essere rappresentato da un grafo in cui i nodi
sono le variabili e gli archi sono vincoli binari. Ogni nodo ha un dominio
associato che rappresenta il dominio della variabile relativa.
La piø semplice tecnica di consistenza Ł nota come consistenza su nodi
(NC, dall’inglese Node Consistency). Tale tecnica tratta con i domini delle
variabili rappresentati dai nodi del grafo rimuovendo da essi quei valori che
sono inconsistenti con vincoli unari sulla rispettiva variabile. Si dice allora
che un nodo del grafo di vincoli Ł consistente se e solo se il dominio della
variabile rappresentata dal nodo non ha alcun valore che non soddis￿ vincoli
unari contenenti quella variabile. Un grafo Ł consistente su nodi se e solo se
ogni nodo del grafo Ł consistente su nodi.
Un’altra tecnica di consistenza, la piø usata, Ł la consistenza su archi (AC,
dall’inglese Arc Consistency). Tale tecnica rimuove dai domini delle variabili
quei valori che sono inconsistenti con vincoli binari. Allora, in un grafo di
vincoli, si dice che un arco (xi;xj) Ł consistente se per ogni valore vi del dominio
di xi esiste un corrispondente valore vj nel dominio della variabile xj per i
quali il vincolo rappresentato dall’arco (xi;xj) Ł soddisfatto per la coppia di
valori (vi;vj). Chiaramente, la tecnica AC Ł direzionale, cioŁ il fatto che l’arco
(xi;xj) sia consistente non implica che lo sia anche l’arco (xj;xi). Un grafo Ł
consistente su archi se e solo se ogni arco del grafo Ł consistente su archi.
La consistenza su archi assicura quindi che qualsiasi valore nel dominio di
una variabile abbia un corrispondente ￿compagno￿ nel dominio di ogni altra
variabile selezionata. Questo signi￿ca che ogni soluzione di un sottoproblema
ad una variabile Ł estensibile in modo consistente ad un’altra variabile. La
complessit￿ temporale dell’algoritmo per la veri￿ca della consistenza sugli archi
Ł quadratica nella dimensione del problema.
Ancor piø valori inconsistenti possono essere rimossi dalle tecniche di con-
sistenza su cammini (PC, dall’inglese Path Consistency). Per ogni coppia di
valori di due variabili xi e xj che soddis￿no il relativo vincolo binario, la PC
richiede che per ogni variabile lungo qualche cammino tra xi e xj esista un
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Questo algoritmo per la veri￿ca della consistenza sui cammini assicura quin-
di che qualsiasi soluzione di un sottoproblema a due variabili sia estensibile
ad una terza variabile e, come previsto, esso Ł piø potente della consistenza
su archi, scoprendo e rimuovendo molte piø inconsistenze. Questo richiede
per￿ piø tempo, infatti la complessit￿ temporale in questo caso Ł cubica nella
dimensione del problema.
Tutte le tecniche di consistenza menzionate sino ad ora sono coperte dalle
nozioni generali di K-consistenza e di K-consistenza forte. Un grafo di vincoli
si dice K-consistente se per ogni sistema di valori per K ¡ 1 variabili che
soddis￿no tutti i vincoli tra queste variabili, esiste un valore per un’arbitraria
K-esima variabile tale che tutti i vincoli tra tutte le K variabili siano soddi-
sfatti. Un grafo di vincoli Ł fortemente K-consistente se Ł J-consistente per
tutti i J · K.
Chiaramente, la NC Ł equivalente alla 1-consistenza forte, la AC alla 2-
consistenza forte e la PC alla 3-consistenza forte.
Esistono algoritmi per produrre un grafo di vincoli fortemente K-consistente
per K > 2, ma nella pratica sono raramente usati per questioni di complessit￿.
Sebbene questi algoritmi rimuovano piø valori inconsistenti rispetto a qualsiasi
algoritmo di consistenza su archi, essi in genere non eliminano la necessit￿ di
una ricerca.
Chiaramente, se un grafo di vincoli contenete N nodi Ł fortemente N-consi-
stente, allora una soluzione al CSP pu￿ essere trovata senza alcuna ricerca. Ma
la complessit￿ nel caso peggiore dell’algoritmo per ottenere la N-consistenza
in un grafo di vincoli di N nodi Ł esponenziale. Sfortunatamente, se un grafo
Ł (fortemente) K-consistente per K < N, allora, in genere, la ricerca di BT
non pu￿ essere evitata, cioŁ possono esistere ancora valori inconsistenti.
3.2.3 Propagazione di Vincoli
Anche se un programma di CP pu￿ utilizzare linguaggi (algebre) di￿erenti
per l’espressione dei vincoli, queste espressioni utilizzano tutte un meccanismo
comune, vale a dire la propagazione di vincoli.
In generale, un programma di CP pu￿ essere risolto con una enumerazione,
ma tale approccio non Ł ovviamente pratico dato che lo spazio di ricerca cresce
esponenzialmente con la dimensione dei problemi. Cos￿, questi programmiPROPAGAZIONE DI VINCOLI 75
bene￿ciano notevolmente della riduzione dello spazio di ricerca eseguito dalla
propagazione di vincoli.
Gli algoritmi di propagazione di vincoli trasformano un dato problema in
uno equivalente che Ł piø esplicito, deducendo nuovi vincoli che vengono ag-
giunti al problema. In questo modo, essi possono produrre, espresse esplici-
tamente, alcune inconsistenze che erano implicitamente contenute nella speci-
￿cazione del problema. Questi algoritmi sono molto interessanti dato che la
loro complessit￿ temporale nel caso peggiore Ł polinomiale nella dimensione
del problema, e sono spesso davvero e￿caci nello scoprire molte inconsistenze
locali.
Da un punto di vista logico, si considera generalmente che un programma
di CP sia composto di uno stato corrente e di operatori di trasformazione su
tale stato. Lo stato viene rappresentato per mezzo di un insieme di formule
logiche (de￿nizione di oggetti, di domini, di relazioni) e le trasformazioni sono
dei meccanismi di inferenza, capaci di dedurre nuovi fatti logici che non erano
esplicitamente presenti nello stato, capaci anche di sempli￿care l’espressione
dello stato corrente.
Da un punto di vista piø operazionale, si pu￿ considerare che uno stato
Ł rappresentato da un insieme di variabili alle quali sono associati domini di
valori possibili. Tutti i vincoli elementari possono allora essere visti come
operatori di trasformazione di stati, capaci di togliere dai domini correnti certi
valori non ammissibili.
Il comportamento di ogni vincolo Ł de￿nito come la soppressione di valori
dai domini sotto certe condizioni. Questo permette la combinazione agevole di
vincoli di￿erenti, dato che il comportamento di ciascuno pu￿ essere descritto
indipendentemente dagli altri.
Gli algoritmi di consistenza sono stati spesso usati anche come tecniche
base di propagazione in risolutori di CP. Questi algoritmi non risolvono com-
pletamente un CSP, ma rimuovono inconsistenze locali che non possono ap-
parire in alcuna soluzione consistente globale (ad esempio, un CSP pu￿ essere
consistente su archi ma globalmente irrealizzabile).
Quindi, sia la ricerca sistematica che alcune tecniche di consistenza possono
essere usate da sole per risolvere completamente il CSP, ma questo Ł fatto
raramente. Una combinazione di ambedue gli approcci Ł un modo molto piø
comune di risolvere un CSP.
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sono essere piø o meno e￿caci. Citiamo, ad esempio, la propagazione di valori
(la strategia forward checking che presenteremo nel seguito) ed il ￿ltraggio di
domini (di cui certe versioni sono dette tecniche di look-ahead) che toglie dai
domini i valori incompatibili prima che alcun valore sia conosciuto de￿nitiva-
mente. Questo permette ad un vincolo di eliminare dal dominio di una delle
sue variabili tutti i valori che sarebbero incompatibili con i domini di valori
delle altre variabili del vincolo.
La propagazione di un vincolo su domini ￿niti corrisponde cos￿ ad una anali-
si di casi, piø o meno elaborata, che permette di eliminare in anticipo certi va-
lori dai domini delle variabili. Questi meccanismi di propagazione permettono
di ripercuotere sui domini l’informazione contenuta nei vincoli. Ridurre i do-
mini permette di istanziare variabili (quando il dominio Ł ridotto ad un singolo
valore) o di individuare inconsistenze (quando un dominio diventa vuoto).
La fase completa di propagazione pu￿ esaminare i vincoli in modo isolato,
gli uni dopo gli altri (si tratta della semplice consistenza sugli archi) o con-
siderare piø vincoli alla volta per ragionare sull’unione di vincoli (si pu￿ cos￿
considerare la consistenza su cammini).
Lo schema di look-back usa veri￿che di consistenza tra variabili gi￿ istan-
ziate e quindi risolve le inconsistenze quando accadono, senza poterle per￿
prevedere.
L’algoritmo BT, precedentemente illustrato, Ł un semplice esempio di questo
schema. Per evitare alcuni problemi, gi￿ menzionati, legati al BT vengono pro-
posti altri tre schemi di look-back: il BackJumping (BJ), il BackChecking (BC)
ed il BackMarking (BM).
Il BJ [46] Ł un metodo per evitare il thrashing, cioŁ un ripetuto fallimento
per la stessa ragione, nel BT. Il controllo di BJ Ł esattamente lo stesso del BT,
eccetto quando si rende necessario un indietreggiamento. Ambedue gli algo-
ritmi scelgono una variabile alla volta e cercano un valore per questa variabile
che assicuri che il nuovo assegnamento sia compatibile con i valori coinvolti
￿no a quel momento. Il BJ trova una inconsistenza e analizza la situazione al
￿ne di identi￿care l’origine dell’inconsistenza. Esso usa i vincoli violati come
guida per scoprire la variabile contrastante. Se vengono esplorati tutti i valo-
ri nel dominio, allora l’algoritmo BJ torna indietro alla piø recente variabile
contrastante. Questa Ł una delle di￿erenze principali dall’algoritmo BT che
invece torna indietro all’ ultima variabile, quella immediatamente passata.
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condo discende dal primo ed entrambi rappresentano utili algoritmi per ridurre
il numero di controlli di compatibilit￿, tenendo memoria delle coppie incom-
patibili di label ed evitando di considerare ulteriormente queste coppie nelle
veri￿che di consistenza. Il BM Ł un miglioramento del BC che riduce il numero
di veri￿che di compatibilit￿ ricordando per ogni label quelli incompatibili piø
recenti. Inoltre, esso evita di ripetere veri￿che di compatibilit￿ che sono gi￿
state eseguite e che hanno avuto successo.
Tutti gli schemi look-back condividono lo svantaggio della scoperta ritar-
data del con￿itto. Infatti, essi risolvono l’inconsistenza quando questa accade
ma non sono in grado di prevederla. Per evitare tale svantaggio sono stati
proposti gli schemi look-ahead che prevengono i con￿itti futuri.
Quando si avanza per estendere una soluzione parziale, qualche calcolo (per
esempio, la consistenza su archi) pu￿ portare a dover decidere quale variabile
e quale dei valori della variabile scegliere come successivi al ￿ne di diminuire
la probabilit￿ di incontrare situazioni in cui nessuno dei valori di una variabile
risulti consistente con la soluzione parziale corrente.
Per decidere sulla variabile successiva, vengono usualmente preferite le
variabili che vincolano maggiormente il resto dello spazio di ricerca, e quindi,
viene scelta la variabile maggiormente vincolata. Per la selezione del valore,
invece, Ł preferito il valore meno vincolante, al ￿ne di massimizzare le future
scelte per le istanziazioni.
Il piø semplice esempio della strategia look-ahead Ł il Forward Checking
(FC). Si tratta di una versione migliorata del semplice BT in cui inizialmente
una variabile viene istanziata ad un valore dal suo dominio e poi, ripetutamente
ad ogni passo, la variabile successiva viene istanziata ad un valore che sia
consistente con gli assegnamenti precedenti.
In pratica l’algoritmo FC esegue una consistenza su archi tra coppie costi-
tuite da una variabile gi￿ istanziata ed una non ancora istanziata, cioŁ quando
un valore viene assegnato alla corrente variabile, ogni valore nel dominio di una
￿futura￿ variabile che contrasta con questo assegnamento viene (temporanea-
mente) rimosso dal dominio. Quindi, FC mantiene l’invarianza che per ogni
variabile senza label esiste almeno un valore nel suo dominio che Ł compatibile
con i valori delle variabili istanziate e con label.
Diversamente dal BT, assegnando un valore alla variabile corrente, le con-
sistenze sugli archi tra la variabile corrente e le variabili non istanziate sono
mantenute. In questo modo, la variabile corrente non pu￿ assumere un valore78 PROGRAMMAZIONE CON VINCOLI
che causi un dominio vuoto per una delle variabili non istanziate. Se un tale
valore non esiste, allora l’algoritmo torna indietro al punto in cui si pu￿ iniziare
una nuova rami￿cazione.
L’algoritmo FC lavora molto piø del BT quando ogni assegnamento viene
aggiunto alla soluzione parziale corrente, tuttavia Ł quasi sempre una scelta
migliore rispetto al BT. Inoltre, pur non essendo in grado di prevedere le
inconsistenze, l’algoritmo FC riesce a scoprirle molto prima del BT.
Un altro metodo di look-ahead che rimuove ancor piø inconsistenze del
precedente Ł il Partial Look Ahead (PLA). Mentre l’algoritmo FC esegue solo
le veri￿che di consistenza tra la variabile corrente e le variabili future, il metodo
PLA estende questa veri￿ca di consistenza anche a variabili che non hanno una
connessione diretta con le variabili con label.
Esiste anche un altro approccio, detto Maintaining Arc Consistency (MAC),
che usa la consistenza su archi dopo ogni passo di labelling. Mentre nel BT la
consistenza sugli archi Ł mantenuta solo tra la variabile istanziata ad ogni pas-
so e le variabili precedentemente istanziate e nel FC tra le variabili istanziate
e quelle non istanziate, nel MAC essa Ł mantenuta anche tra le variabili non
istanziate. Questo permette al MAC di scoprire le inconsistenze tra le variabili
future senza assegnare alcun valore. Di conseguenza, tale approccio produce
un albero di ricerca piø piccolo rispetto agli altri algoritmi di ricerca, presen-
tando tuttavia lo svantaggio che potare il relativo spazio di ricerca richiede
una computazione maggiore rispetto agli altri algoritmi e per questo esso pu￿
risultare non e￿ciente.
3.2.4 Ordinamento di Variabili e di Valori
Alla ￿ne di un processo di propagazione di vincoli, ci si pu￿ ritrovare in tre
situazioni diverse:
1. un dominio Ł diventato vuoto;
2. viene trovata una soluzione, cioŁ un assegnamento di valori per tutte le
variabili;
3. qualche dominio contiene piø di un valore.
Nell’ultimo caso, dato che la propagazione di vincoli non Ł completa, si rende
necessaria una strategia di ricerca al ￿ne di esplorare il rimanente albero di
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La strategia piø comunemente usata ed anche la piø semplice consiste nella
selezione di variabili: viene considerata una variabile non istanziata e ad essa
viene assegnato un valore tra quelli che appartengono al suo dominio. Fon-
damentalmente questo passo Ł piuttosto simile alle strategie di rami￿cazione
usate negli algoritmi branch-and-bound, con la di￿erenza che in questo caso
non si pu￿ contare su un limite, cioŁ sul calcolo della soluzione ottima di un
problema rilassato.
L’ordinamento di variabili Ł una strategia che speci￿ca come la varia-
bile successiva viene selezionata per un assegnamento di valori ad ogni pas-
so di un algoritmo di ricerca. Esistono due tipi di ordinamento di variabili:
l’ordinamento statico e quello dinamico.
Nell’ordinamento statico di variabili, l’ordinamento delle variabili per un
assegnamento di valori Ł noto prima di iniziare la ricerca e non viene cambiato
durante la ricerca stessa. Nell’ordinamento dinamico di variabili, la variabile
candidata per l’assegnamento di valori Ł determinata durante il processo di
ricerca in funzione dell’informazione parziale ad ogni passo, cioŁ la scelta della
variabile successiva da considerare ad ogni punto del processo dipende dallo
stato corrente della ricerca.
Ad esempio, una strategia di ordinamento dinamico di variabili pu￿ essere
quella di selezionare ad ogni passo la variabile successiva non istanziata che ha
il minor numero di valori nel proprio dominio.
Dato che l’ordinamento dinamico di variabili richiede ad ogni passo modi-
￿che di domini di variabili, esso pu￿ essere applicato in algoritmi tipo FC
e MAC. Tuttavia, l’ordinamento dinamico non Ł realizzabile per tutti gli
algoritmi di ricerca. Per esempio, con il semplice BT nessuna informazione
extra disponibile durante la ricerca potrebbe essere usata per produrre una
scelta di ordinamento diverso da quello iniziale.
Esistono diverse strategie per ordinare le variabili, ma la piø usata Ł cer-
tamente la strategia ￿rst-fail. Tale strategia richiede di selezionare la variabile
successiva che Ł piø probabile che fallisca, in altre parole viene selezionata la
variabile con il minor numero di valori nel proprio dominio. In questo modo,
i rami possono terminare a profondit￿ ridotte e la dimensione dell’albero di
ricerca diventa piccola. Allora un assegnamento di valori realizzabile per tutte
le variabili pu￿ essere ottenuto piø rapidamente.
Il ragionamento che sta alla base di tale principio Ł che se la corrente
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rispondente ramo dell’albero di ricerca porter￿ ad un fallimento, allora Ł meglio
scoprirlo prima possibile.
Questa euristica dovrebbe ridurre la profondit￿ media dei rami nell’albero
di ricerca facendo in modo che si trovino prima possibile i fallimenti. Dunque,
anche se non ci sono soluzioni, nel qual caso Ł necessaria una ricerca completa
per accertarsene, oppure se sono richieste tutte le soluzioni, la dimensione
dell’albero di ricerca da esplorare Ł minore di quella che si ha utilizzando un
ordinamento statico.
Quando tutte le variabili hanno lo stesso numero di valori, che Ł il caso di
qualche problema nella fase iniziale, il principio ￿rst-fail indica che si dovrebbe
ancora cercare di scegliere la variabile piø di￿cile da istanziare ed una buona
scelta Ł quella della variabile che partecipa al maggior numero di vincoli.
In e￿etti, se una variabile Ł coinvolta in piø vincoli, allora diventa piø
di￿cile trovare un valore per tale variabile. Con questa strategia, i casi di￿cili
sono trattati ancor prima durante il processo di ricerca; come conseguenza, le
inconsistenze vengono scoperte prima e l’albero di ricerca risulta di dimensione
piø piccola.
Nel processo di ricerca, oltre la selezione di una variabile per l’assegna-
mento di valori, un’altra questione cruciale riguarda il valore da assegnare
alla variabile corrente. La risposta a tale questione dipende dalla strategia di
ordinamento di valori adottata dall’algoritmo di ricerca.
Infatti, a meno che i valori non vengano assegnati alle variabili semplice-
mente nell’ordine in cui appaiono nel dominio di ciascuna variabile, occorre
avere un criterio per scegliere l’ordine in cui i valori devono essere assegnati
alle variabili. Un diverso ordine di valori riordiner￿ i rami emananti da ogni
nodo dell’albero di ricerca. Questo rappresenta un vantaggio se assicura che
un ramo che conduce ad una buona soluzione Ł oggetto di ricerca prima dei
rami che conducono a fallimenti, a condizione naturalmente che sia richiesta
solo una soluzione qualsiasi.
Per esempio, pu￿ esserci una strategia che inizializza la variabile al valore
nel suo dominio che con maggiore probabilit￿ pu￿ condurre ad una soluzione
e quindi con minore possibilit￿ conduce ad un fallimento. In questo modo, la
probabilit￿ di raggiungere una soluzione alla ￿ne del ramo corrente aumenta.
Comunque, se sono richieste tutte le soluzioni oppure non ci sono soluzioni
realizzabili, la strategia di ordinamento di valori non ha e￿etto sul tempo di
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3.3 Ottimizzazione di Vincoli
In molte applicazioni reali, non si vuole cercare una qualsiasi soluzione ma
una soluzione ottima. La qualit￿ della soluzione Ł usualmente misurata da una
funzione dipendente dall’applicazione, cioŁ da una funzione obiettivo, de￿nita
sulle variabili del problema. Lo scopo Ł quello di trovare una soluzione che
soddis￿ tutti i vincoli e minimizzi o massimizzi la funzione obiettivo.
Tali problemi sono detti Constraint Satisfaction Optimization Problems
(CSOP). Un CSOP consiste in uno standard CSP ed in una funzione di ot-
timizzazione che mappa ogni soluzione (labelling completo di variabili) in un
valore numerico (come de￿nito in [92]).
Come visto nel capitolo precedente, l’algoritmo piø usato nell’area della OR
per la ricerca di soluzioni ottime di un problema Ł quello di branch-and-bound
[73], il quale pu￿ essere applicato anche ad un CSOP. In e￿etti, i siste-
mi di CP che devono a￿rontare un problema di ottimizzazione, solitamente
implementano una sorta di algoritmo branch-and-bound.
Senza perdere di generalit￿, possiamo considerare un problema di minimiz-
zazione. L’idea Ł quella di risolvere un insieme di problemi di realizzabilit￿
(cioŁ, viene trovata una soluzione realizzabile se ne esiste almeno una) che
conducono consecutivamente a soluzioni migliori.
In questa applicazione, il branch-and-bound necessita di una funzione eu-
ristica che mappi il labelling parziale ad un valore numerico. Essa rappresenta
una sottostima (nel caso in esame di minimizzazione) della funzione obiettivo
per il miglior labelling completo ottenuto dal labelling parziale. L’algoritmo
ricerca soluzioni in modo depth-￿rst e si comporta come il BT, eccetto per
il fatto che appena un valore viene assegnato alla variabile, viene calcolato il
valore della funzione euristica per il labelling. Se il valore calcolato supera
un limite dato, allora il sottoalbero sotto il corrente labelling parziale viene
immediatamente potato. Inizialmente, il limite viene ￿ssato al valore +1 e
durante i calcoli esso registra il valore della migliore soluzione trovata sino a
quel momento.
In particolare, ogni volta che viene trovata una soluzione z¤ realizzabile con
costo associato f(z¤), ad ogni sottoproblema nel rimanente albero di ricerca
viene aggiunto il vincolo f(x) < f(z¤), dove x Ł una qualsiasi soluzione rea-
lizzabile. Lo scopo del vincolo aggiuntivo, detto upper bounding constraint, Ł
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a soluzioni migliori della migliore trovata ￿no a quel momento.
L’e￿cienza dell’algoritmo branch-and-bound Ł determinato da due fattori:
la qualit￿ della funzione euristica e dal fatto che una buona soluzione sia trova-
ta piø o meno velocemente. Osservazioni su problemi reali mostrano che l’ul-
timo passo del processo di ottimizzazione, cioŁ il miglioramento ulteriore di
una buona soluzione, Ł solitamente la parte piø costosa dal punto di vista
computazionale dell’intero processo di risoluzione.
Fortunatamente, in molte applicazioni, l’utente si accontenta di una soluzione
vicina all’ottimo a patto che essa sia trovata velocemente. L’algoritmo di
branch-and-bound pu￿ essere utilizzato anche per trovare soluzioni sub-ottimali
con l’utilizzo di un secondo limite di ￿accettabilit￿￿. Se l’algoritmo trova una
soluzione che Ł migliore del limite di accettabilit￿, allora tale soluzione pu￿
essere restituita all’utente anche se non si ha la prova che sia ottima.
I problemi legati all’approccio branch-and-bound della CP per la risoluzione
di problemi di ottimizzazione sono essenzialmente due:
1. La CP non pu￿ contare su so￿sticati algoritmi per il calcolo di limiti
superiori ed inferiori sulla funzione obiettivo e deriva tali valori partendo
dai domini delle variabili.
2. In generale, il legame tra la funzione obiettivo e le variabili decisionali
del problema Ł piuttosto povero e non produce un e￿cace ￿ltraggio di
domini.
3.4 Programmazione Logica con Vincoli
Il concetto di Programmazione Logica (brevemente, LP, dall’inglese Logic
Programming) Ł emerso nel corso degli anni ’80. In LP si pu￿ dichiarare un
problema come un programma logico, usando la logica come un linguaggio di
programmazione. Un tale programma logico pu￿ essere passato al risolutore,
il quale usa l’enumerazione e la deduzione logica per cercare una soluzione al
problema. Uno dei piø popolari linguaggi di LP Ł il PROLOG.
La LP presenta diversi vantaggi nella dichiarazione di problemi combinatori
discreti:
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2. Le semantiche dichiarative facilitano la modi￿ca e l’estensione dei pro-
grammi.
3. Il tempo di sviluppo dei programmi Ł considerevolmente corto.
Comunque, la LP presenta anche qualche svantaggio:
1. Il linguaggio di LP non o￿re una vasta gamma di costrutti sintattici.
L’utente deve quindi de￿nire da solo ogni regola e questo produce un
programma logico molto complesso.
2. Il risolutore di LP usa molto spesso uno schema di enumerazione per
generare soluzioni e testa le soluzioni enumerate conformi al programma
logico. Questo approccio fa diminuire la performance del risolutore per
problemi grandi. Anche nel caso in cui si utilizzi una procedura standard
di bracktracking, la performance peggiora drasticamente con l’aumentare
della dimensione del problema.
Ambedue questi svantaggi possono essere cancellati introducendo speciali co-
strutti sintattici nel linguaggio di LP, che hanno valore sia per l’espressivit￿
del linguaggio che per l’uso all’interno del risolutore. Questi costrutti possono
essere visti come speciali vincoli che o￿rono all’utente la desiderata espres-
sivit￿ ed anche al risolutore la possibilit￿ di utilizzare questa esplicita in-
formazione globale all’interno del suo schema risolutivo. Da tale estensione
nasce la Programmazione Logica con Vincoli (CLP, dall’inglese Constraint
Logic Programming), che spesso viene identi￿cata con la CP.
Il primo passo consiste nell’estendere il linguaggio di una piattaforma di LP
con vincoli globali speciali. Naturalmente questi vincoli devono avere valore per
l’utente, ma dovrebbero anche fornire al risolutore qualche utile informazione.
Una volta permesso l’uso di vincoli globali in linguaggi di LP, occorre
adattare il risolutore. Prima di tutto, i comuni risolutori di LP non sono in
grado di trattare e￿cientemente questi nuovi vincoli introdotti nel linguaggio.
In aggiunta, una delle ragioni per introdurre i vincoli globali Ł stata quella di
aver la possibilit￿ di usarli durante il processo di risoluzione.
Mentre lo schema di risoluzione della LP inizia enumerando le possibili
soluzioni e veri￿cando la realizzabilit￿ di una soluzione generata (schema GT),
lo schema della CLP cerca di enumerare e testare in un modo piø ￿intelligente￿.
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nodi da enumerare e potando lo spazio di ricerca prima possibile. In CLP
vengono utilizzate le tecniche di consistenza per veri￿care se i vincoli sono
ancora soddisfatti durante il processo di risoluzione.
Dunque, la CLP pu￿ essere vista come l’estensione della LP con costrut-
ti speciali e tecniche risolutive, vale a dire come l’unione di due paradigmi
dichiarativi: la risoluzione di vincoli e la LP. I vantaggi rispetto alla LP sono
rappresentati da una estesa espressivit￿ e dal tempo di risoluzione ridotto.
Piø precisamente, lo schema di CLP de￿nisce una classe di linguaggi basati
sul paradigma della CP [64]. Questi linguaggi sono supportati da una sem-
plice struttura di semantiche concepita per incapsulare sia il paradigma della
risoluzione di vincoli che quello di LP.
L’idea generale che sta dietro a tale schema Ł l’implementazione di di-
versi strumenti matematici per soddisfare vincoli numerici e l’uso di veri￿che
di consistenza e di tecniche di propagazione di vincoli per risolvere vincoli
simbolici.
La CLP, mantenendo i vantaggi della LP, ottiene notevoli guadagni in
e￿cienza, dato che ogni volta che il dominio di una variabile viene cambiato,
tutti i vincoli esistenti che si riferiscono a quella variabile vengono ￿risvegliati￿,
processo che pu￿ provocare una nuova propagazione di vincoli dato che piø
domini sono cambiati [93]. Questo pu￿ essere davvero e￿ciente (dato che pu￿
in molti casi eliminare completamente il backtracking) e rappresenta la base
dei miglioramenti di performance ottenuti attraverso l’uso della CLP.
La CLP Ł stata la base per molti sistemi commerciali di successo che model-
lano e risolvono problemi reali usando la tecnologia basata sui vincoli. In par-
ticolare, CHIP Ł stato il primo linguaggio di CLP per l’utilizzo di propagazione
di vincoli.
3.5 Applicazioni, Limitazioni e Tendenze della
CP
La CP Ł stata applicata con successo a problemi di molte aree diverse come
l’analisi della struttura del DNA, il time-tabling per ospedali e lo scheduling
industriale. La CP si dimostra molto adatta alla risoluzione di problemi reali
dato che molti campi di applicazione evocano in modo naturale la descrizione
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I problemi di assegnamento sono stati forse il primo tipo di applicazione
industriale risolto con la CP. Un’altra area tipica di applicazione Ł quella
dell’assegnamento del personale, il quale in genere impone vincoli di￿cili. Ma
l’area di applicazione probabilmente di maggior successo per vincoli di domini
￿niti Ł certamente rappresentata dai problemi di scheduling, in cui i vincoli
esprimono in modo naturale le limitazioni reali. Queste sono solo le principali
aree di applicazione della CP, ma molte altre sono state a￿rontate con successo.
Tuttavia, questo considerevole utilizzo della CP nella risoluzione di proble-
mi reali mette in luce un certo numero di limitazioni e difetti degli strumenti
attualmente disponibili.
Dato che la maggior parte dei problemi risolti dalla CP appartiene alla
classe dei problemi NP￿ardui, l’identi￿cazione di restrizioni che rendono il
problema intrattabile Ł davvero importante sia dal punto di vista teorico che
da quello pratico. Comunque, come con la maggior parte degli approcci a
problemi NP￿ardui, l’e￿cienza del programma di CP Ł ancora imprevedibile
e l’intuizione Ł solitamente la parte piø importante di decisione su come e
quando usare vincoli. Il problema piø comunemente dichiarato da un utente
di CP riguarda la stabilit￿ del modello. Anche piccole modi￿che in un pro-
gramma o nei dati possono infatti condurre ad una modi￿ca drammatica nella
performance. Sfortunatamente, il processo di esecuzione di debugging per una
esecuzione stabile su un certo numero di dati in input, attualmente non Ł ben
compreso.
Un altro problema riguarda la scelta dell’appropriata tecnica di soddi-
sfazione di vincoli da utilizzare per un particolare problema. A volte una
rapida ricerca ￿cieca￿, come il BT, si rivela piø e￿ciente di una piø costosa
propagazione di vincoli, e viceversa.
Come gi￿ accennato, un problema particolare in molti modelli di CP Ł
rappresentato dal costo di ottimizzazione. A volte, Ł davvero di￿cile migliorare
una soluzione iniziale, ed un piccolo miglioramento richiede molto piø tempo
della ricerca della soluzione iniziale. Inoltre, i programmi di CP sono in un
certo senso incrementali (essi possono aggiungere vincoli dinamicamente), ma
non hanno un supporto per la risoluzione di vincoli on-line, cosa sempre piø
richiesta nei correnti ambienti in continuo cambiamento.
I difetti del corrente sistema di soddisfazione di vincoli indicano le direzioni
per sviluppi futuri. Tra questi, il modelling sembra uno dei piø importanti.
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coli primitivi all’interno di un pacchetto piø e￿ciente. Una questione molto
piø generale riguarda i linguaggi di modelling per esprimere problemi di CP.
La maggior parte dei pacchetti disponibili in CP consiste in estensioni di un
linguaggio di programmazione (CLP) o librerie che sono state usate con lin-
guaggi di programmazione convenzionali (ILOG Solver). Sono stati, ad esem-
pio, introdotti linguaggi di modelling simili a descrizioni algebriche (come il
linguaggio Numerica, [32]) per sempli￿care la descrizione dei vincoli e sono sta-
ti anche usati linguaggi di modelling visivo (come il VisOpt VML) per generare
programmi per disegni visivi.
Lo studio di interazioni di diversi metodi di risoluzione di problemi vincolati
rappresenta uno dei problemi maggiormente discussi in tutte le aree di ricerca.
Gli algoritmi ibridi che combinano varie tecniche di risoluzione sono uno dei
risultati di tale ricerca [63].
Un’altra interessante area di studio Ł rappresentata dalla collaborazione di
risolutori [78] e la relativa combinazione di studi sulla teoria di prova. La
combinazione di tecniche di soddisfazione di vincoli con metodi tradizionali di
OR come la PLI rappresenta un’altra importante s￿da della ricerca attuale.
3.6 Confronto e Integrazione con OR
La classe dei problemi di Ottimizzazione Combinatoria Ł stata largamente
studiata negli anni da diversi campi di ricerca, come quelli della OR, della AI
e della CS, ciascuno dei quali caratterizzato da diversi approcci di risoluzione.
Il campo di OR ha signi￿cative sovrapposizioni con quello di AI. Ne Ł un
esempio classico la ricerca branch-and-bound e ne sono esempi piø recenti gli
algoritmi basati sulla tabu search e sul simulated annealing. La CP Ł invece
una emergente e promettente disciplina situata alla con￿uenza di CS, AI ed
OR.
Quello che distingue gli approcci di OR ai problemi NP￿ardui Ł l’uso
consistente di metodi continui basati sulla PL e sulla PLI. Dall’altro lato,
nella CP l’enfasi Ł stata minore sulla struttura matematica dell’applicazione
particolare e maggiore sul modelling di alto livello, sui metodi e strumenti di
soluzione e sull’integrazione di idee da diversi sistemi di vincoli.
Un’altra sostanziale di￿erenza tra i due campi consiste nel fatto che mentre
le tecniche di OR vengono applicate solitamente a problemi di ottimizzazione,
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mi di CP sono problemi di realizzabilit￿, basati cioŁ su un ragionamento di
realizzabilt￿.
Comunque, esiste una di￿erenza solo super￿ciale tra la ricerca di una
soluzione realizzabile e quella di una soluzione ottima. Infatti, un algorit-
mo che cerca una soluzione realizzabile pu￿ essere trasformato in un algoritmo
di ottimizzazione considerando una funzione obiettivo ed imponendo un limite
su tale funzione. In qualsiasi momento venga trovata una soluzione, il limite
viene aggiornato e quando non viene trovata alcuna soluzione realizzabile, l’ul-
tima soluzione realizzabile trovata Ł quella ottima. Tuttavia, la CP non ha la
disponibilit￿ di strumenti per gestire in modo e￿ciente una funzione obiettivo,
pur ammettendone la de￿nizione in un suo programma.
Negli ultimi anni Ł andato aumentando l’interesse sulla combinazione di
modelli e metodi di ottimizzazione con quelli di soddisfazione di vincoli. L’inte-
grazione Ł stata inizialmente impedita dalle di￿erenti origini culturali, essendo
i primi largamente sviluppati nella comunit￿ di OR e gli altri nelle comunit￿
di CS e di AI. Comunque, i vantaggi risultanti dall’unione hanno rapidamente
fatto superare tale barriera e nel tempo sempre piø tecniche della OR sono
state applicate all’interno di strutture di CP e viceversa.
Ad esempio, i vincoli globali in CP servono sia dal punto di vista dichiara-
tivo come blocchi che costruiscono la dichiarazione del problema, sia dal punto
di vista operazionale come componenti software che incapsulano tecniche spe-
cializzate di potatura. In molti casi, queste tecniche (algoritmi di ￿ltraggio)
hanno la loro origine nella OR e nella matematica discreta.
Un tipico esempio Ł la tecnica di edge-￿nding per lo scheduling inseri-
ta in vincoli globali per modellare disponibilit￿ limitate di risorse (vedere
[19],[4] e [1]). Un altro interessante esempio Ł rappresentato dal vincolo globale
alldifferent che vincola un insieme di variabili ad essere assegnate a valori
diversi [87]. Il problema di potare valori inconsistenti dai domini delle variabili
di tale vincolo pu￿ essere riscritto come il problema di trovare tutti i match-
ings bipartiti massimali nel corrispondente grafo di valori. La teoria dei gra￿
[6] permette di fare questa riscrittura in maniera meno na￿ve e piø e￿ciente
usando un algoritmo di ￿usso e calcolando componenti fortemente connesse.
Storicamente, i vincoli globali permettono una e￿cace potatura sulla base
di un ragionamento di realizzabilit￿: i valori sono rimossi dai domini se si di-
mostrano irrealizzabili. In problemi di ottimizzazione, i vincoli globali possono
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dai domini se si dimostrano sub-ottimali (vedere [41] e [84]). Questo secondo
tipo di ￿ltraggio pu￿ essere ottenuto inserendo rilassamenti o algoritmi con
￿nalit￿ speciali (ottimizzazione) in vincoli globali.
Nella ricerca di tecniche di integrazione tra i due campi Ł stata rivolta
un’attenzione certamente particolare ai vincoli globali. In e￿etti, il modelling
fatto per mezzo di tali vincoli presenta diversi vantaggi:
Modelli Vincoli piø espressivi conducono a modelli piø piccoli in cui le varia-
bili ed i vincoli hanno un mapping piø vicino al problema in esame.
Questo certamente sempli￿ca il compito di modelling e di mantenimento.
Inferenza I vincoli globali catturano una struttura e la consegnano intatta al
risolutore. Questo permette al risolutore di applicare e￿caci algoritmi
di inferenza specializzati.
Rilassamenti I rilassamenti possono essere aggiornati dinamicamente, per-
mettendo una formulazione piø stretta da mantenere.
Ricerca L’informazione per guidare la ricerca pu￿ essere raccolta da questi
vincoli, permettendo una guida piø precisa.
Visualizzazione I vincoli globali possono avere una visualizzazione, cioŁ lo
stato del vincolo e delle variabili coinvolte pu￿ essere mostrato (durante
la ricerca) in un modo speci￿co per il vincolo.
Dalla prospettiva di risoluzione, la piø importante caratteristica Ł il fatto
che rilassamenti e inferenza possono essere combinati ed applicati alle stesse
strutture. In particolare, questo permette di far incontrare la propagazione
di vincoli e la PL, a dispetto della di￿erenza nei modelli tradizionalmente
applicati.
Per l’Ottimizzazione Combinatoria, gli algoritmi piø completi sono basati
su alberi di ricerca, si tratta cioŁ di algoritmi che de￿niscono implicitamente un
albero in cui i nodi interni corrispondono a soluzioni parziali, i rami sono scelte
che partizionano lo spazio di ricerca ed i nodi foglia rappresentano soluzioni
complete.
Sia la CP che la PLI contano su rami￿cazioni per l’enumerazione dello
spazio di ricerca. Tuttavia, all’interno di questa struttura di rami￿cazione
esse usano approcci duali alla risoluzione del problema: inferenza e ricerca,
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La CP combina la rami￿cazione con l’inferenza nella forma di propagazione
di vincoli, che rimuove valori irrealizzabili dai domini delle variabili, riducendo
cos￿ lo spazio da esplorare. Questo viene fatto attraverso regole di propagazione
di vincoli incapsulate all’interno di vincoli globali. In questo modo un modello
di CP scompone il problema in sotto-strutture, ognuna delle quali Ł tratta-
ta separatamente con algoritmi specializzati. L’e￿etto della propagazione di
vincoli individuali Ł comunicato attraverso i domini di variabili condivise.
Non si tratta di un metodo di ricerca, cioŁ di un algoritmo che esamina una
serie di labelling completi ￿no a trovare una soluzione. La PLI, invece, fa esat-
tamente questo, ottenendo labelling completi dalla risoluzione di rilassamenti
lineari del problema nell’albero di rami￿cazione, cioŁ intrecciando la rami￿-
cazione con rilassamenti che permettono di eliminare l’esplorazione di nodi
per i quali il rilassamento Ł irrealizzabile o peggiore della migliore soluzione
disponibile.
Inoltre, dando un limite inferiore sulla soluzione, il rilassamento fornisce
anche un punto dello spazio attorno al quale la ricerca pu￿ essere concentrata.
Nel caso di un buon rilassamento questo punto dovrebbe essere vicino alla
soluzione ottima del problema. Questo fatto Ł sfruttato nella tradizionale
ricerca di branch-and-bound della PLI.
La PLI presenta, rispetto alla CP, il vantaggio di poter generare piani di
taglio che rinforzano il rilassamento lineare. Questa pu￿ rappresentare una
potente tecnica quando il problema Ł ben disposto ad una analisi poliedrale.
Tuttavia, la PLI presenta anche lo svantaggio che i suoi vincoli devono essere
espressi come disequazioni (o equazioni) che coinvolgono variabili di valore
intero (altrimenti il rilassamento lineare non Ł disponibile) e questo pone una
severa restrizione sul linguaggio di modelling.
In generale, la PLI risulta davvero e￿ciente per problemi con buone for-
mulazioni, ma so￿re quando il rilassamento Ł debole o quando la sua struttura
ristretta di modelling ha per risultato modelli grandi. La CP, invece, con i suoi
vincoli piø espressivi, ha modelli piø piccoli che sono piø vicini alla descrizione
del problema reale e si comportano bene con problemi altamente vincolati,
anche se manca la ￿prospettiva globale￿ dei rilassamenti.
La struttura dei risolutori di PLI comuni in OR non permette di de￿nire
strategie di ricerca ￿essibili per problemi speci￿ci. Questo Ł dovuto molto
probabilmente al fatto che la OR si Ł sviluppata per essere applicata dalla
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A confronto, la CP Ł stata maggiormente in￿uenzata dalla CS e dalla
progettazione di linguaggi di programmazione piuttosto che dalla matematica.
Questo ha in￿uenzato non solo le strategie di risoluzione, ma anche l’utilizzo
di inferenza e modelling. In CP risulta disponibile una piø vasta gamma di
vincoli globali e l’utente pu￿ de￿nirne di nuovi in diversi modi. Inoltre, le
strategie di ricerca sono maggiormente supportate e sfruttate.
Gli approcci presenti in letteratura sull’integrazione tra CP e PLI sono
principalmente di due tipi: l’approccio basato sull’idea di usare ambedue i
modelli in parallelo e quello in cui si tenta invece di incorporare un modello
nell’altro. Lo scopo principale di tale integrazione consiste nel prendere i van-
taggi sia dell’inferenza attraverso la CP che dei rilassamenti attraverso la PLI,
al ￿ne di ridurre la dimensione dell’albero di ricerca per un dato problema.
Le chiavi di decisione che devono essere prodotte per l’integrazione sono
rappresentate da quattro elementi fondamentali: i modelli, l’inferenza, i rilas-
samenti e le strategie di rami￿cazione e ricerca da usare.
Numerosi e diversi tra loro sono stati i tentativi di integrazione tra PLI e CP.
Beringer e De Backer [7], ad esempio, propongono l’esplorazione di accoppia-
menti di risolutori di CP e di PLI con propagazione di limiti e variabili ￿ssate.
Wallace et al. [56] usano la CP insieme con rilassamenti lineari in un singo-
lo albero di ricerca per potare domini e stabilire limiti. Un nodo pu￿ fallire
o perchØ la propagazione produce un dominio vuoto o perchØ il rilassamento
lineare Ł irrealizzabile o ha un valore ottimo peggiore del valore della soluzione
ottima. Una procedura sistematica viene usata per creare un modello ￿ombra￿
di programmazione lineare mista del modello originario di CP. Esso include
vincoli aritmetici e vincoli alldifferent.
Il rilassamento lineare in un modello ibrido pu￿ anche essere rinforzato
aggiungendo piani di taglio come nella PLI pura, ed i piani di taglio possono
anche essere azionati da tecniche di consistenza (vedere [18] e [61]). Inoltre, a
volte possono essere realizzati rilassamenti lineari piø stretti se il rilassamento
lineare di un vincolo simbolico Ł dinamicamente riscritto su cambiamenti di
domini. Refalo [86] propone uno schema detto tight cooperation che fa proprio
questo.
Bockmayr e Kasper [12] propongono una struttura per combinare CP e PLI
in cui sono possibili diversi approcci di integrazione o sinergie. Essi indagano
su come i vincoli simbolici possono essere incorporati all’interno della PLI,
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usato in CP incorporandolo come vincolo simbolico.
Carlsson e Ottosson [18] confrontano CP, PLI ed un algoritmo ibrido per
un problema di con￿gurazione la cui forma base Ł un problema intero, le cui
estensioni per￿ risultano di￿cilmente risolvibili da un approccio puro di PLI.
Rilassamenti lineari, ricerca branch-and-bound, piani di taglio, preprocessing
[89] e consistenza sui limiti [77] vengono sperimentati all’interno di versioni sia
pure che miste. Esperimenti computazionali mostrano che per questo proble-
ma i rilassamenti lineari ed i piani di taglio sono i fattori piø importanti per
l’e￿cienza e che il preprocessing e la consistenza sui limiti aiutano certamente,
ma sono signi￿cativamente meno importanti di un rilassamento stretto.
Ci sono anche approcci in cui i modelli di CP e di PLI non sono uniti.
Ad esempio, Heipcke [58] propone uno schema in cui due diversi modelli (uno
di CP ed uno di PLI) vengono risolti separatamente in due alberi di ricerca
sincronizzati. I due modelli sono collegati da variabili, le quali forniscono
comunicazione di informazioni tra i risolutori.
Hooker, Kim, Otosson e Thorsteinsson [60], invece, sostengono l’utilizzo
non di un modello di CP nØ di PLI, ma piuttosto di un modello speci￿co per
il risolutore ibrido. Tale modello separa grossolanamente il problema in due
parti, una parte discreta (FD store) ed una parte continua (LP store). Questo
porta alla riduzione di domini sulla parte discreta (propagazione di vincoli),
all’inferenza da questa a quella continua (limiti e piani di taglio) e ad un rilas-
samento naturale (rilassamento lineare). In questo lavoro manca l’inferenza da
LP a FD store e tale mancanza comporta il fatto che la comunicazione risul-
ta principalmente unidirezionale. Tuttavia, in un secondo lavoro degli stessi
ricercatori [62] tale inferenza Ł stata studiata e proposta.
Jain e Grossmann [51] presentano uno schema in cui il problema Ł scom-
posto in due sotto-parti, una trattata dalla PLI ed una dalla CP. Questo Ł
esempli￿cato con un problema di scheduling multi-machine in cui l’assegna-
mento di compiti alle macchine Ł formalizzato come un programma intero e la
sequenza dei lavori sulle macchine assegnate Ł trattata con la CP. Lo schema
di ricerca implementato Ł una procedura iterativa, in cui prima Ł risolto al-
l’ottimalit￿ il problema di assegnamento (identi￿cando quale macchina usare
per quale lavoro), e poi Ł risolto un problema di realizzabilit￿ di CP cercando
la sequenza conforme a questo assegnamento. Se la sequenza fallisce, ven-
gono aggiunti piani di taglio al programma intero per vietare gli assegnamenti
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Per quanto riguarda le estensioni di CP all’interno della PLI, qualche ricer-
ca ha puntato ad incorporare i migliori supporti per vincoli simbolici e logici
in PLI. Ad esempio, Hajian et al. (vedere [55] e [54]) mostrano come le disu-
guaglianze (Xi 6= Xj) possano essere trattare piø e￿cientemente nei risolutori
di PLI. Inoltre, essi danno un modelling lineare del vincolo alldifferent,
introducendo variabili non-zero, cioŁ variabili che non possono prendere ze-
ro come valore. Questa restrizione non Ł espressa come vincoli nel modello,
ma piuttosto trattata implicitamente attraverso un’estensione dell’algoritmo
branch-and-bound.
A parte i vari schemi di ottimizzazione centrati attorno alla PLI ed alla
programmazione mista, la comunit￿ di OR ha sviluppato una vasta gamma
di algoritmi per problemi speci￿ci, come i problemi di scheduling o di reti
di ￿usso. L’integrazione di questi algoritmi in CP, insieme con gli algoritmi
su gra￿ per la matematica discreta applicata, rappresenta di gran lunga il
piø grande sforzo di integrazione in CP. Questi algoritmi sono incapsulati
in vincoli globali (vedere per esempio, [4]) e le aree di applicazione vanno
dallo scheduling (vedere [19],[20] e [1]) e dal routing [21] alla allocazione ed
all’imballaggio (vedere [87],[3],[16] e [17]).
I costi ridotti di un rilassamento sono stati a lungo usati in OR per inferenza
(ra￿orzamento dei limiti). La linea di ricerca seguita da Focacci, Lodi, Vigo e
Milano (vedere [43],[40],[41] e [42]) usa i costi ridotti di un sottoproblema di
assegnamento per propagazione in una struttura di CP (vincoli alldifferent
e path). L’importanza di questo approccio risiede nel fatto che la propagazione
in questi vincoli ora diventa orientata all’ottimizzazione, cioŁ non vengono
rimossi dai domini solo gli elementi irrealizzabili, ma anche quelli sub-ottimali.
Questo rimedia parzialmente la mancanza di rilassamenti in CP.
Un’altra tecnica e￿ciente di OR che Ł stata oggetto di studio per l’inte-
grazione dei due campi Ł quella della generazione di colonne. Come visto nel
capitolo precedente, si tratta di un approccio di PLI per una larga scala di
problemi, in cui le variabili (colonne), che rappresentano soluzioni parziali,
vengono generate dinamicamente all’interno di un problema di set partitio-
ning. Recentemente, la CP Ł stata anche introdotta come metodo per generare
colonne [35], mostrando di essere e￿cace nell’espressione di numerosi vincoli
complicati.
In conclusione, per molti problemi (ad esempio, il progressive party pro-
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e il change problem [59]) la CP sembra piø e￿cace, mentre per altri problemi
(ad esempio, crew scheduling problem e ￿ow aggregation problem [24]) sembra
essere migliore la PLI. In molti casi, in￿ne, gli approcci ibridi CP-PLI e le
estensioni di PLI basate sulla logica hanno portato a considerevoli vantaggi
sia nel modelling che negli algoritmi. Uno tra tutti Ł il caso del problema del
commesso viaggiatore con ￿nestre temporali (TSPTW) risolto e￿cacemente
da diversi approcci ibridi (vedere [47] e [42]).94Capitolo 4
Problema di Vehicle Routing con
Finestre Temporali
(VRPTW)
4.1 Problemi di Routing
Come de￿nito dal Logistics Management Council (una associazione di pro-
fessionisti nella gestione della catena di approvvigionamento), la logistica Ł ￿il
processo di piani￿cazione, implementazione e controllo del ￿usso e￿ciente, e
dello stoccaggio di beni, servizi e relative informazioni dal luogo di origine a
quello di consumo allo scopo di conformarsi alla richiesta del cliente￿.
Apportando migliorie agli assegnamenti delle rotte ai mezzi utilizzati (as-
segnamenti di routing), Ł possibile conseguire signi￿cativi risparmi attraverso
la diminuzione dei costi di trasporto, la riduzione dei costi di di stoccaggio e di
inventario, l’eliminazione di penalit￿ dovute a carichi e consegne intempestivi.
Il trasporto Ł infatti il principale fattore competitivo nella catena di approvvi-
gionamento, dato che esso gioca un ruolo molto importante nella logistica, i
cui costi totali dipendono direttamente dalle decisioni di trasporto.
In questo contesto, il problema dell’assegnazione delle rotte e la conseguente
piani￿cazione dei percorsi di distribuzione e consegna divengono cruciali nel-
la gestione della ￿otta di veicoli di una compagnia di trasporti. Nella realt￿
molte compagnie ed organizzazioni, certamente non solo quelle nel settore del
trasporto, devono a￿rontare problemi che riguardano il trasporto ￿sico di ma-
teriali, persone o informazioni. Tali problemi sono comunemente detti problemi
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di routing.
L’aumentata specializzazione nella lavorazione o fabbricazione di un prodot-
to e la crescente globalizzazione dell’economia mondiale hanno condotto negli
ultimi decenni ad un aumento signi￿cativo del bisogno, e di conseguenza del-
l’importanza, del trasporto e ad una particolare attenzione rivolta al costo
del trasporto, che rappresenta certamente una porzione signi￿cativa dei costi
totali di ogni prodotto e servizio.
In un problema di routing ￿puro￿ c’Ł solamente una componente geogra￿ca,
ma problemi di routing piø realistici includono anche un aspetto di scheduling,
come ad esempio una componente temporale.
I problemi di routing e di scheduling sono dunque elementi importanti nella
maggior parte dei sistemi logistici e per questo motivo una larga parte della
ricerca si Ł concentrata sullo sviluppo di modelli e metodi atti a produrre buone
soluzioni a questi, che sono in realt￿ complessi problemi di Ottimizzazione
Combinatoria.
Come visto nei capitoli precedenti, il campo della OR ha approntato negli
ultimi decenni numerosi algoritmi e metodi di ottimizzazione, tra cui metodi
esatti, euristiche e metaeuristiche, applicati alla rappresentazione del problema
reale mediante un modello lineare di Programmazione Matematica. Molti di
questi approcci si sono rivelati estremamente e￿cienti e per questo motivo
trovano largo impiego per la risoluzione di larga parte dei problemi logistici
odierni.
Dall’ottimizzazione dei percorsi di una ￿otta di veicoli, i quali debbono
sottostare ad una serie di vincoli dati, prendono le mosse i cosiddetti Vehicle
Routing Problems (VRPs). Nucleo centrale di tali problemi Ł la piani￿cazione
di percorsi (le rotte) su cui sono disposti i clienti da raggiungere e servire, in
modo che risultino minimizzati i costi di routing e di assegnamento di veicoli
ai relativi percorsi.
Piø precisamente, il VRP comporta la ricerca di un insieme di rotte per
i veicoli di una ￿otta in modo che ciascun veicolo parta dal deposito e vi ri-
torni al termine della rotta associata e che allo stesso tempo un dato insieme
di clienti sia interamente servito. Ad ogni veicolo deve essere assegnata una
rotta che copra un certo numero di clienti in modo che ogni cliente sia visitato
esattamente da un veicolo (e quindi esattamente una volta nell’intero processo
di distribuzione). Ciascun cliente ha una domanda speci￿ca che deve essere
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permetta di fare la propria capacit￿. L’obiettivo pu￿ essere quello di minimiz-
zare la distanza totale percorsa dalla ￿otta o il numero di veicoli usati o una
combinazione di questi obiettivi.
Il VRP Ł il piø importante tra i problemi di routing, ma non Ł certa-
mente l’unico che sia in grado di rappresentare e￿cacemente problemi reali di
trasporto.
Il piø semplice problema di routing, e per questo motivo anche il piø studia-
to fra tutti, Ł il problema del commesso viaggiatore, il cosiddetto Travelling
Salesman Problem (TSP), nel quale un commesso (che pu￿ essere visto come
un veicolo) deve visitare un certo numero di clienti, ognuno una sola volta,
partendo dal deposito e tornandovi alla ￿ne del viaggio.
Dato un grafo (che rappresenta una rete di strade) i cui nodi rappresentano
i clienti da visitare ed agli archi del quale sono associati dei costi (le distanze
tra i nodi congiunti dagli archi), il problema consiste nel cercare la rotta piø
corta (o quella piø economica dal punto di vista dei costi di routing) che parta
dal deposito e vi ritorni dopo aver visitato ogni nodo del grafo esattamente
una volta. Il grafo contiene anche un nodo che rappresenta il deposito da cui
si immagina di far partire il commesso e che si assume come nodo termine
del percorso di distribuzione. Il TSP Ł un problema puramente geogra￿co,
nel senso che i vincoli del problema e la funzione obiettivo (che rappresenta la
grandezza da ottimizzare) dipendono solamente da una componente geogra￿ca.
Nonostante la semplicit￿ descrittiva del problema TSP, trovare il percorso
migliore che minimizzi la distanza percorsa o i costi totali e che visiti tutti i
nodi del grafo una sola volta, Ł un problema di di￿cile risoluzione.
Assumendo di avere a disposizione un cero numero m di commessi, che
possono servire un certo insieme di clienti, si ottiene il problema m-TSP , in
cui ogni cliente deve essere visitato da un solo (arbitrario) commesso, il quale
deve partire dal deposito e farvi ritorno alla ￿ne del proprio percorso. In questo
problema si ammette quindi la possibilit￿ di visitare tutti i clienti non con un
percorso unico, ma con un insieme di percorsi ciclici, disgiunti tra loro, salvo
che fanno capo tutti allo stesso deposito. L’obiettivo Ł quello di minimizzare
la spesa complessiva e l’unica di￿erenza rispetto al TSP Ł la molteplicit￿ di
commessi, cioŁ di veicoli. Questo tuttavia gi￿ basta ad introdurre un’altra
considerazione fondamentale, il fatto cioŁ che il numero di commessi pu￿ essere
￿ssato o costituire un ulteriore obiettivo (solitamente da minimizzare).
Anche questo problema, come il TSP, Ł puramente geogra￿co. Si tratta98 VRPTW
per￿ di un problema piø complicato, dato che alla scelta della sequenza di
clienti da visitare si aggiunge ora la scelta dell’accoppiamento tra cliente e
veicolo. Questa maggiore complessit￿ si traduce in pratica nel fatto che la
dimensione dei problemi m-TSP che si riescono attualmente a risolvere in
modo esatto risulta inferiore rispetto a quella dei TSP risolvibili.
Appare chiaro che il VRP Ł, in realt￿, un m-TSP in cui ad ogni cliente
Ł associata una domanda e nel quale ogni veicolo ha una limitata capacit￿
di carico; per questo motivo viene anche detto Capacitated Vehicle Routing
Problem (CVRP). Il vincolo di capacit￿ limita l’insieme dei nodi del grafo
visitabili da ciascun veicolo e riduce il numero di soluzioni rispetto al TSP.
Il VRP non Ł puramente geogra￿co dato che la domanda pu￿ essere vin-
colante ed Ł anche piø di￿cile del TSP, tanto che generalmente Ł possibile
trovare una soluzione ottima solo se il numero di clienti da servire Ł relativa-
mente piccolo. I metodi ra￿nati che consentono di risolvere il TSP possono
essere estesi a problemi piø complessi, divenendo per￿ meno e￿caci. Infatti, i
piø grandi VRP risolti in modo esatto non superano qualche centinaio di nodi,
una dimensione talvolta appropriata alle applicazioni, ma non sempre.
Il VRP deve la sua importanza anche al fatto che rappresenta il modello
di base per una vasta gamma di problemi di routing, ovvero diverse estensioni
del problema di base ciascuna delle quali cerca di rappresentare con la miglior
approssimazione possibile un determinato problema reale di trasporto.
In questo lavoro ci concentreremo sulla variante piø importante del VRP,
quella che comprende le ￿nestre temporali, il cosiddetto Vehicle Routing Pro-
blem with Time Windows, spesso indicato semplicemente con la sigla VRPTW.
Tale problema estende quello di base attraverso un vincolo aggiuntivo: i clienti
devono essere serviti all’interno di un certo intervallo cronologico rappresentato
dalla ￿nestra temporale.
Il VRPTW risponde all’esigenza sempre piø impellente e realistica di con-
siderare l’aspetto temporale dei problemi di routing. Le ￿nestre temporali,
infatti, modellano una situazione, comunissima nella pratica, nella quale gli
utenti di un sistema distributivo non solo avanzano una richiesta di servizio,
ma indicano anche gli orari entro i quali tale richiesta deve essere soddisfatta.
Altri problemi di particolare importanza e caratterizzati da vincoli tempo-
rali sono il TSPTW, estensione del TSP con l’aggiunta delle ￿nestre temporali
sui clienti, ed il Pickup and Delivery Problem with Time Windows (PDPTW),
variante del VRP in cui i veicoli durante il proprio percorso non solo consegnanoVRPTW 99
ma ritirano anche le merci all’interno di determinate ￿nestre temporali.
Un’altra variante del VRP Ł il Vehicle Routing Problem with Length Con-
straint (VRPLC), cioŁ un VRP con vincoli sulle lunghezze delle distanze per-
corse in ogni rotta; nello Split Delivery Problem (SDP), invece, la domanda
di un cliente non Ł necessariamente coperta da un solo veicolo, ma pu￿ essere
divisa tra due o piø veicoli. Altre varianti considerano piø di un deposito, piø
tipi di mezzi di trasporto per il servizio o piø tipi di merci da consegnare.
Quelle nominate sono solo alcune delle estensioni possibili del VRP, sono
su￿cienti per￿ per far comprendere l’importanza di tale problema di base.
Nel seguito di questo lavoro focalizzeremo la nostra attenzione sul Problema
di Routing di Veicoli con Finestre Temporali, cioŁ sull’estensione piø impor-
tante del VRP, il VRPTW, proponendone un modello matematico ed ana-
lizzando i principali approcci esatti a tale di￿cile problema di Ottimizzazione
Combinatoria.
4.2 VRPTW
Il VRPTW coinvolge una ￿otta di veicoli che, partendo da un deposito, deve
raggiungere e servire un certo numero di clienti, situati in diverse posizioni
geogra￿che, ciascuno dei quali con speci￿che domande e ￿nestre temporali
all’interno delle quali deve avvenire il servizio. Come nel VRP, ogni cliente
deve essere servito esattamente da un veicolo e quindi una sola volta nell’intero
processo di distribuzione. Inoltre, ad ogni veicolo deve essere assegnata una
rotta che contenga consegne tali da non superare la capacit￿ del veicolo stesso,
il quale al termine del proprio servizio deve tornare al deposito da cui Ł partito.
Per quanto riguarda il vincolo supplementare, cioŁ quello temporale,
esistono due principali varianti del problema:
￿ la variante in cui le ￿nestre temporali sono ￿hard￿, cioŁ da rispettare
rigidamente, nel senso che un veicolo pu￿ arrivare in anticipo da un
cliente ma in tal caso per poterlo servire deve aspettare l’inizio della
relativa ￿nestra temporale e comunque non pu￿ mai arrivare dal cliente
dopo la ￿ne della ￿nestra;
￿ la variante in cui le ￿nestre sono ￿soft￿, cioŁ possono essere violate al costo
per￿ dell’introduzione di un contributo di penalizzazione sulla funzione
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In generale, i ricercatori hanno considerato problemi VRPTW con ￿nestre
temporali rigide ed una ￿otta omogenea di veicoli. Tuttavia, con il maturare
del campo di ricerca, l’aumentato livello di so￿sticazione dei metodi sviluppati
ha permesso di trattare anche ￿otte eterogenee. Per quanto riguarda la di-
mensione della ￿otta, questa Ł stata ￿ssata a priori oppure assunta libera, cioŁ
da determinare simultaneamente con il migliore insieme di rotte per i veicoli;
comunque molti metodi possono attualmente ottimizzare la dimensione della
￿otta durante il processo.
Sebbene l’introduzione delle ￿nestre temporali nel problema VRP renda
ovviamente piø di￿cile la costruzione ed il mantenimento di un insieme realiz-
zabile di rotte, tale estensione permette la speci￿cazione di funzioni obiettivo
piø realistiche rispetto alla ￿semplice￿ minimizzazione della distanza totale per-
corsa. Infatti, oltre a quest’ultima o al numero di veicoli utilizzati, si possono
minimizzare la durata totale del viaggio oppure il costo complessivo coinvolto
nel routing e nello scheduling, che consiste in costi ￿ssi di utilizzo dei veicoli
ed in costi variabili, come quelli di tempo necessario per gli spostamenti, di
tempi d’attesa e di carico e scarico.
Nonostante la sua intrinseca complessit￿, il VRPTW ha ricevuto una con-
siderevole attenzione negli ultimi anni nella comunit￿ della OR. Prima di
tutto perchØ Ł ancora uno dei problemi di Ottimizzazione Combinatoria piø
di￿cili e quindi rappresenta una grande s￿da per ogni ricercatore; in secondo
luogo per un aspetto piø pratico gi￿ introdotto, vale a dire per il fatto che la
soluzione di questo problema contribuisce direttamente alla riduzione dei costi
nell’importante area della logistica.
Il VRPTW Ł stato studiato ed a￿rontato usando molte diverse tecniche che
includono sia metodi esatti che euristiche e metaeuristiche. Data la di￿colt￿
di realizzazione di metodi esatti veramente e￿cienti (in molti casi Ł necessario
un tempo proibitivo per trovare una soluzione ottima ad una istanza del pro-
blema), la maggior parte della ricerca si Ł focalizzata sullo sviluppo di diverse
ed e￿cienti tecniche euristiche in grado di fornire in un tempo ragionevole una
buona soluzione al problema (ammissibile, ma non certamente ottima). Tra
gli approcci euristici e metaeuristici al VRPTW, numerosi sono quelli basati
su tabu search, simulated annealing e algoritmi genetici, con risultati davvero
considerevoli.
Certamente meno numerosi, sono stati sviluppati anche e￿cienti approcci
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facendone una panoramica completa. Inizieremo col presentare gli approcci
esatti di OR sviluppati e concluderemo con un approccio ibrido di OR e CP,
l’unico presente ￿nora in letteratura per il problema in esame.
4.3 Un Modello Matematico del VRPTW
Descriviamo ora un modello matematico di PLI per il VRPTW che useremo
per presentare buona parte degli approcci esatti di OR al problema.
Il VRPTW Ł dato da una ￿otta omogenea di veicoli rappresentata dall’in-
sieme V, da un insieme di clienti C e da un grafo orientato G, cioŁ una rete
orientata che connette i clienti ed il deposito. Posto jCj = n il grafo consiste
in n+2 vertici (o nodi), dove i clienti sono rappresentati dai vertici 1;2;:::;n
ed il deposito Ł rappresentato da due vertici, dal vertice 0 che rappresenta il
deposito da cui partono tutti i veicoli con il carico da consegnare e dal vertice
n+1 che rappresenta il deposito a cui tornano tutti i veicoli una volta percorsa
la relativa rotta.
L’insieme di tutti i vertici 0;1;:::;n + 1 Ł rappresentato dall’insieme N
e l’insieme A degli archi del grafo rappresenta le connessioni tra deposito e
clienti e tra clienti. Naturalmente, nessun arco termina nel vertice 0 e nessun
arco ha origine nel vertice n + 1. Tutte le rotte iniziano in 0 e terminano in
n+1. Ad ogni arco (i;j) della rete vengono associati un costo cij ed un tempo
di viaggio tij, che pu￿ includere il tempo necessario per il servizio ad un cliente
i. Un arco non esistente o non realizzabile pu￿ essere modellato usando un
valore di costo grande; cos￿, ad eccezione dei vertici 0 ed n+1, si pu￿ assumere
che la rete sia completa. Ogni veicolo ha una data capacit￿ q (uguale per ogni
veicolo) ed ogni cliente i 2 C ha una domanda di.
Ad ogni cliente i 2 C Ł associata una ￿nestra temporale [ai;bi] che rap-
presenta l’intervallo temporale all’interno del quale deve iniziare il servizio al
cliente i da parte di un veicolo della ￿otta. Tali ￿nestre temporali sono da
ritenersi rigide, nel senso che un veicolo deve assolutamente arrivare in i ed
iniziare il servizio prima del tempo bi e nel caso in cui arrivi prima del tempo
ai Ł costretto ad aspettare (senza per￿ alcun costo o penalit￿) tale tempo per
iniziare il servizio.
Anche il deposito ha una ￿nestra temporale [a0;b0], identica per il vertice 0
e per il vertice n+1, detta anche scheduling horizon. I veicoli devono lasciare
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al deposito (il vertice n+1) all’interno della ￿nestra [an+1;bn+1], con an+1 = a0
e bn+1 = b0. Senza perdere di generalit￿, si pu￿ assumere che sia a0 = b0 = 0,
che cij;q;di;ai;bi siano interi non negativi e che tij siano strettamente positivi
per ogni i 2 C e per ogni (i;j) 2 A.
Assumiamo anche che valga la disuguaglianza triangolare sia per cij che
per tij, cioŁ che valgano cij · cih + chj e tij · tih + thj, 8h;i;j 2 N. La disu-
guaglianza triangolare sui costi pu￿ essere assunta senza perdita di generalit￿,
dato che Ł possibile aggiungere ogni scalare a tutti gli archi di costo cij, senza
cambiare la soluzione ottima, in modo che ogni istanza di VRPTW possa essere
trasformata in un’istanza che soddisfa la disuguaglianza triangolare sul costo.
Questo non Ł vero per la disuguaglianza triangolare sul tempo, ma sembra
che la maggior parte delle applicazioni soddis￿ tale propriet￿. In particolare,
questo Ł vero nel caso in cui tij includa il tempo di servizio necessario per il
cliente i. Un’importante conseguenza del fatto che la disuguaglianza triango-
lare sul tempo sia soddisfatta Ł che se un veicolo pu￿ servire un insieme di
clienti S, con S µ C, allora esso pu￿ anche servire ogni sottoinsieme S ¡ s di
clienti, dove s 2 S.
Il modello contiene due tipi di variabili decisionali, x ed s. Per ogni arco
(i;j) 2 A, dove i;j 2 N;i 6= j;i 6= n + 1;j 6= 0, e per ogni veicolo k 2 V si
de￿nisce la componente xijk di x come segue:
xijk =
(
1 se il veicolo k si sposta dal vertice i al vertice j
0 altrimenti
La componente sik della variabile decisionale s Ł de￿nita per ogni vertice i 2 N
e per ogni veicolo k 2 V e rappresenta il tempo in cui il veicolo k inizia a servire
il cliente i. Nel caso in cui il veicolo k non serva il cliente i, sik non ha alcun
signi￿cato. Avendo assunto a0 = 0, risulta s0k = 0 8k 2 V e sn+1;k denota il
tempo di arrivo del veicolo k al deposito.
L’obiettivo Ł quello di designare un insieme di rotte di costo minimo, una
per ogni veicolo, in modo tale che:
￿ ogni cliente sia servito esattamente una volta,
￿ ogni rotta abbia origine nel vertice 0 e termine nel vertice n + 1,
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Il VRPTW pu￿ essere matematicamente dichiarato come:
min
X
k2V
X
i2N
X
j2N
cij xijk s:a (4.1)
X
k2V
X
j2N
xijk = 1 8i 2 C (4.2)
X
i2C
di
X
j2N
xijk · q 8k 2 V (4.3)
X
j2N
x0jk = 1 8k 2 V (4.4)
X
i2N
xihk ¡
X
j2N
xhjk = 0 8h 2 C;8k 2 V (4.5)
X
i2N
xi;n+1;k = 1 8k 2 V (4.6)
sik + tij ¡ K(1 ¡ xijk) · sjk 8i;j 2 N;8k 2 V (4.7)
ai · sik · bi 8i 2 N;8k 2 V (4.8)
xijk 2 f0;1g 8i;j 2 N;8k 2 V (4.9)
La funzione obiettivo (4.1) dichiara che i costi totali di routing dovranno es-
sere minimizzati. I vincoli (4.2) dichiarano che ogni cliente deve essere visitato
esattamente una volta, cioŁ deve essere assegnato esattamente ad un veicolo.
Nel seguito indicheremo tali vincoli come vincoli di assegnamento. I vincoli
(4.3) dichiarano che nessun veicolo viene caricato piø di quanto sia permes-
so dalla sua capacit￿. Le tre equazioni successive, (4.4), (4.5) e (4.6), sono
vincoli di ￿usso ed assicurano rispettivamente che ogni veicolo k 2 V parta
dal deposito (cioŁ dal vertice 0), che dopo aver raggiunto un cliente il veicolo
parta nuovamente e che alla ￿ne esso torni al deposito (cioŁ al vertice n + 1).
Comunque, dato che l’arco (0;n + 1) Ł incluso nella rete, Ł permesso anche
il viaggio ￿vuoto￿. Si noti che il vincolo (4.6) Ł ridondante; tuttavia, esso Ł
mantenuto nel modello per mettere in evidenza la struttura di rete. Le dise-
quazioni (4.7) dichiarano che un veicolo k che stia viaggiando dal cliente i al
cliente j non pu￿ arrivare da quest’ultimo prima del tempo sik + tij, somma
del tempo in cui k comincia il servizio al cliente i e di quello necessario per
spostarsi da i al cliente j. Il valore K che compare in tale vincolo Ł uno scalare
grande. In￿ne, i vincoli (4.8) assicurano che tutte le ￿nestre temporali relative
ai clienti siano soddisfatte, mentre i vincoli (4.9) sono i vincoli di interezza
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Il modello permette di considerare un numero ￿ssato di veicoli o un limi-
te superiore dato da jVj sul numero di veicoli. Se questo limite superiore Ł
su￿cientemente alto, signi￿ca che il numero di veicoli disponibili Ł illimitato.
Un limite inferiore sul numero permesso di veicoli Ł facilmente aggiunto. Un
numero libero di veicoli Ł modellato ponendo c0;n+1 = 0. Se il numero di veicoli
Ł ￿ssato a jVj si pu￿ porre c0;n+1 oppure t0;n+1 ad un valore grande il quale
assicura che l’arco (0;n+1) non sar￿ usato in alcuna soluzione ottima. Un’altra
opzione di modelling consiste nel permettere un numero libero di veicoli, ma
mettendo un costo cv su ogni veicolo usato. Questo pu￿ essere fatto ponendo
c0;n+1 = ¡cv; 8k 2 V. Se cv Ł su￿cientemente grande, il modello avr￿ come
obiettivo primario quello di minimizzare il numero di veicoli ed in un secondo
momento quello di minimizzare i costi di viaggio.
Omettendo i vincoli (4.7) e (4.8) il modello proposto rappresenta un VRP.
Questo pu￿ essere ottenuto settando ai = 0 e bi = M (dove M Ł uno scalare
grande) per ogni cliente i. In tal caso bisogna per￿ aggiungere i vincoli di
eliminazione di sottoprercorsi. Se si omettono i vincoli sopra e si ha anche
jVj = 1, il modello rappresenta un TSP. Mantenendo invece i vincoli temporali
ed omettendo quelli di capacit￿, cioŁ i (4.3), si ottiene un m-TSPTW e nel caso
in cui jVj = 1 un TSPTW.
In￿ne, rimuovendo i vincoli di assegnamento (4.2) il problema diventa un
Elementary Shortest Path Problem with Time Windows and Capacity Con-
straints (ESPPTWCC) per ogni veicolo, cioŁ il problema di trovare il percorso
piø corto che parta dal deposito e vi ritorni, che non violi i vincoli temporali e
di capacit￿ e che visiti i clienti sulla rotta al massimo una volta. Dato che la
￿otta di veicoli Ł assunta omogenea, i veicoli sono identici tra loro e quindi lo
sono anche tutti i problemi ESPPTWCC che si ottengono rimuovendo i vincoli
di assegnamento. Omettendo anche i vincoli temporali o quelli di capacit￿, op-
pure entrambi si ottengono rispettivamente i problemi ESPPCC, ESPPTW e
ESPP. Si pu￿ de￿nire anche un rilassamento di ESPPTWCC, il SPPTWCC,
come il problema di trovare il percorso piø corto che soddis￿ i vincoli temporali
e di capacit￿ senza per￿ la richiesta che ogni cliente non possa essere visitato
piø di una volta. In corrispondenza, omettendo i vincoli di tempo, di capacit￿
o entrambi, si ottengono rispettivamente i problemi SPPCC, SPPTW e SPP.COMPLESSIT￿ COMPUTAZIONALE 105
4.4 Complessit￿ Computazionale
Dato che il VRPTW contiene come casi speciali diversi problemi di ot-
timizzazione NP￿ardui (come il TSP ed il VRP), esso stesso Ł un problema
NP￿arduo in senso forte.
La seguente proposizione Ł dovuta a Savelsbergh [88]:
Proposizione 1. Provare la realizzabilit￿ del TSPTW Ł un problema NP￿
completo in senso forte. Anche se il tempo di viaggio Ł simmetrico, cioŁ se
tij = tji 8i;j 2 N;i 6= j, provare la realizzabilit￿ del TSPTW rimane un
problema NP￿completo in senso forte.
Una conseguenza di tale proposizione Ł che anche trovare una soluzione
realizzabile al VRPTW con un numero ￿ssato jVj di veicoli Ł un problema
NP￿arduo in senso forte. Se il numero di veicoli disponibili Ł illimitato, il
problema di realizzabilit￿ Ł facile, dato che esso equivale a determinare se
una soluzione che consiste delle rotte deposito-cliente i-deposito, 8i 2 C, Ł
realizzabile. Questo pu￿ essere fatto in un tempo O(n).
Per quanto riguarda i problemi di shortest path, Ł noto che il problema base
SPP Ł polinomiale, pu￿ essere infatti risolto dall’agoritmo di Bellman-Ford-
Moore [81] in un tempo O(nm), dove n ed m rappresentano rispettivamente il
numero dei vertici e quello degli archi. Per quanto riguarda le varianti di tale
problema, valgono le proposizioni seguenti:
Proposizione 2. SPPTWCC, SPPTW e SPPCC sono problemi NP￿ardui,
ma risolvibili con algoritmi pseudo-polinomiali se:
1. tij ¸ 0; 8i;j 2 N, e
2. di > 0; 8i 2 C:
Proposizione 3. ESPPTWCC, ESPPTW, ESPPCC e ESPP sono problemi
NP￿ardui in senso forte.
4.5 Approcci Esatti di OR
Il primo articolo apparso in letteratura che ha proposto un algoritmo esatto
nel campo della OR per la risoluzione del VRPTW Ł stato pubblicato da Kolen,
Kaan e Trienekens [71] nel 1987. Da allora ha preso il via un importante ￿lone106 VRPTW
di ricerca che ha portato a diversi metodi esatti per lo stesso problema, i quali
possono essere classi￿cati in tre categorie distinte a seconda del principio su
cui Ł basato l’algoritmo risolutivo:
￿ metodi di programmazione dinamica;
￿ metodi basati sul rilassamento lagrangiano;
￿ metodi di generazione di colonne.
Il metodo presentato da Kolen et al. [71] calcola limiti inferiori usando la PD
ed il rilassamento dello spazio degli stati. Le decisioni di rami￿cazione sono
prese su assegnamenti rotta-cliente. Questo rappresenta l’unico approccio di
PD al VRPTW presente in letteratura ed il problema piø grande risolto con
tale metodo contiene 15 clienti.
Fischer, J￿rnsten e Madsen [38] nel 1997 descrivono un algoritmo basato
sul rilassamento K-tree (un albero di supporto con l’aggiunta di K archi) del
VRPTW. I vincoli di capacit￿ sono trattati introducendo un vincolo il quale
richiede che qualche insieme di clienti S, con S ½ C, deve essere servito da
almeno k(S) veicoli. Questo vincolo viene rilassato in modo lagrangiano ed il
problema risultante Ł ancora un problema K-tree con costi degli archi modi￿-
cati. Le ￿nestre temporali sono trattate in modo simile: viene infatti generato
e rilassato in modo lagrangiano un vincolo, il quale richiede che non possono
essere usati tutti gli archi in un cammino che viola il tempo. Tale metodo ri-
entra nella seconda categoria ed ha risolto qualche problema coinvolgente ￿no
a 100 clienti.
Kohl e Madsen [70] lo stesso anno presentano, invece, un approccio di
cammino piø corto (shortest path) con vincoli laterali seguito da rilassamen-
to lagrangiano. Il metodo presentato rilassa i vincoli di assegnamento ed il
modello viene cos￿ scomposto in un sottoproblema per ogni veicolo, cioŁ in
un certo numero di ESPPTWCC tutti uguali tra loro (dato che i veicoli sono
assunti identici tra loro). Il problema principale consiste nel trovare i molti-
plicatori di Lagrange ottimi, cioŁ i moltiplicatori di Lagrange che producono il
miglior limite inferiore. Tale problema Ł risolto con un metodo che utilizza sia
l’ottimizzazione del sub-gradiente che un metodo bundle. Con tale approccio
Kohl e Madsen sono riusciti a risolvere problemi coinvolgenti ￿no a 100 clienti.
In una panoramica di problemi di routing vincolati nel tempo, Dumas,
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composizione di Dantzig-Wolfe, concludendo che tale approccio produce risul-
tati computazionali migliori rispetto ad altri approcci. Questo Ł dovuto al fatto
che l’informazione ottenuta nel sottoproblema Ł sfruttata meglio nel problema
principale della decomposizione di Dantzig-Wolfe (un rilassamento lineare di
un problema di tipo set covering), dato che tutti i cammini generati possono es-
sere sfruttati in tale problema. Gli autori notano anche che la decomposizione
di Dantzig-Wolfe fornisce informazioni migliori per progettare il metodo di
branch-and-bound. In [70], Kohl e Madsen mostrano come tale informazione
possa essere usata in uno schema di rilassamento lagrangiano.
Al momento, gli algoritmi di maggior successo per il VRPTW sono basati
sulle decomposizioni di shortest path del problema. L’osservazione fondamen-
tale Ł che solo i vincoli (4.2) ￿legano￿ insieme i veicoli. Il problema che si
ottiene omettendo tali vincoli, e quindi costituito dai vincoli (4.3),:::, (4.9), Ł
un ESPPTWCC per ogni veicolo. Questo problema Ł NP￿arduo in senso forte,
ma esistono algoritmi di PD veramente e￿cienti per il problema lievemente ri-
lassato SPPTWCC; esiste, in particolare, un algoritmo pseudo-polinomiale in
grado di risolvere la maggior parte delle istanze del SPPTWCC di dimensione
moderata.
Due tipi di decomposizione sono state computazionalmente investigate: la
decomposizione di Dantzig-Wolfe e la variable splitting. In ambedue i casi,
lo studio del VRPTW porta ad avere come sottoproblema un SPPTWCC. I
metodi basati sul primo tipo di decomposizione rientrano nella categoria dei
metodi basati sulla generazione di colonne, mentre quelli basati sulla variable
splitting vengono inseriti nella categoria dei metodi basati sul rilassamento
lagrangiano.
Desrosiers, Desrochers e Soumis [26] (vedere anche [28]) nel 1992 hanno
applicato la generazione di colonne ad un certo numero di VRPTW con un
numero illimitato di veicoli. Come notato in [28] questa generazione di colonne
Ł nei fatti equivalente alla decomposizione di Dantzig-Wolfe e quindi denotere-
mo l’approccio presentato in [26] con quest’ultima dicitura, anche se essa non
Ł direttamente usata dagli autori.
La decomposizione di Dantzig-Wolfe sfrutta il fatto che solo i vincoli (4.2)
legano insieme i veicoli. Il metodo parte con una soluzione costituita da jCj
cammini, ognuno dei quali visita un solo cliente. Il problema principale (master
problem) consiste nel trovare un insieme di cammini di costo minimo, tra tutti
i cammini generati, il quale allo stesso tempo assicuri che tutti i clienti vengano108 VRPTW
serviti. Il numero di volte in cui un cammino Ł usato non Ł necessariamente
un intero, ma pu￿ essere ogni numero nell’intervallo [0;1].
Dato che i cammini generati non sono cammini elementari, cioŁ lo stesso
cliente pu￿ essere servito piø di una sola volta su un cammino, il problema
principale Ł il rilassamento lineare di un problema di tipo set partitioning.
Per ragioni computazionali, Desrosiers et al. risolvono invece il rilassamento
lineare di un problema di tipo set covering. Questo non cambia il risultato
￿nale nel caso in cui valga la disuguaglianza triangolare sia sul tempo che sui
costi.
I moltiplicatori del simplesso della soluzione ottima sono usati per modi￿-
care i costi nei sottoproblemi, i quali sono dei SPPTWCC e sono tutti identici
(basta quindi risolverne solo uno). Se viene trovato un cammino con costo
marginale negativo, esso viene incluso nell’insieme di cammini nel problema
principale. Dato che si potrebbero trovare diversi cammini di costo marginale
negativo, ogni iterazione pu￿ generare diversi cammini.
Il metodo termina quando nel sottoproblema non pu￿ essere generato alcun
cammino di costo marginale negativo. A questo punto, tutti i cammini usati
nella soluzione ottima al problema principale avranno costo marginale nullo,
mentre tutti gli altri cammini avranno costo marginale non negativo. Se il
problema principale risulta avere una soluzione intera, allora questa soluzione Ł
ottima per il VRPTW. Altrimenti, si trova un limite inferiore sul valore ottimo
e si applica qualche strategia di branch-and-bound per trovare la soluzione
ottima. Tale metodo ha risolto problemi coinvolgenti ￿no a 100 clienti.
Soumis, Desrosiers, Kohl, Madsen e Solomon [30] introducono qualche an-
no piø tardi (1999) delle disuguaglianze valide, cioŁ dei tagli (path cuts), per
produrre dei limiti inferiori migliori per il VRPTW. Essi sviluppano anche
un e￿cace algoritmo di separazione per trovare tali tagli. I tagli vengono
incorporati quando necessario nel problema principale di un approccio di de-
composizione di Dantzig-Wolfe. Il sottoproblema Ł un SPPTWCC. Si applica
poi una procedura di branch-and-bound per ottenere soluzioni intere: si rami-
￿ca prima sul numero di veicoli se questo Ł frazionario, e poi sulle variabili di
￿usso. L’algoritmo Ł stato in grado di risolvere problemi coinvolgenti ￿no a
100 clienti ed uno con 150.
Madsen, J￿rnsten e Słrensen [66] hanno proposto nel 1986 la decompo-
sizione del VRPTW mediante il metodo di variable splitting. In tale metodo le
variabili in alcuni vincoli vengono rinominate. Viene quindi introdotto e rilas-APPROCCI ESATTI DI OR 109
sato in modo lagrangiano un nuovo tipo di vincolo, il quale associa le variabili
originali e quelle nuove. Questo scompone il problema in due o piø problemi
indipendenti. Nel VRPTW questo signi￿ca che l’espressione
P
j xijk Ł sosti-
tuita dalla variabile binaria yik in qualche vincolo. Viene quindi introdotto e
poi rilassato in modo lagrangiano il vincolo
P
j xijk = yik; 8i 2 N; 8k 2 V.
Ora il problema risulta separato in due problemi, uno nella variabili xijk e sik
ed uno nella variabili yik. Il metodo di variable splitting Ł dunque un metodo
di decomposizione lagrangiana (vedere [67] e [53]).
Per il VRPTW ci sono tre modi naturali di separare il problema, si pu￿
cioŁ considerare:
1. Un modello che consiste in un SPPTW, costituito dai vincoli (4.4),
:::,(4.9), ed in un Generalized Assignment Problem (GAP), costituito
dai vincoli (4.2) e (4.3).
2. Un modello che consiste in un SPPTWCC, costituito da tutti i vincoli
tranne i (4.2), ed in un Semi Assignment Problem (SAP), costituito solo
dai vincoli (4.2).
3. Un modello in cui i vincoli (4.3) vengono duplicati e modellati in ambedue
i problemi, ottenendo cos￿ un SPPTWCC ed un GAP.
Il primo modello Ł stato implementato da Olsen [83] nel 1988 e si Ł dimostrato
in grado di risolvere problemi coinvolgenti ￿no a 16 clienti, quindi con un
risultato non particolarmente rilevante. Il secondo modello Ł stato descritto
da Fisher et al. [38] e messo a punto anche da Halse [57], il quale Ł riuscito a
risolvere problemi coinvolgenti ￿no a 100 clienti ed anche uno con 105. L’ultimo
modello, invece, non Ł stato implementato.
Ricerche condotte alla ￿ne degli anni ’80 [31] hanno mostrato che risolvere
il sottoproblema SPP come un programma intero spesso chiude lo scarto di
interezza tra soluzione frazionaria del rilassamento lineare del sottoproblema
e la soluzione intera del VRPTW. Dunque, in molti casi, non Ł necessario
applicare un metodo branch-and-bound una volta trovati i moltiplicatori otti-
mi. Quando invece la rami￿cazione Ł necessaria, gli autori menzionati hanno
usato di￿erenti strategie di rami￿cazione. Per esempio, Kohl e Madsen [70]
rami￿cano sulle ￿nestre temporali, Halse [57] sulle variabili di assegnamento
veicolo-cliente, mentre Desrosiers et al. [26] sul numero di veicoli.110 VRPTW
Analizziamo ora tali approcci esatti di OR al VRPTW piø nel dettaglio,
secondo la suddivisione proposta nelle tre categorie sopra con riferimento al
modello matematico precedentemente presentato.
4.5.1 Approccio di Programmazione Dinamica
Un approccio esatto di PD al VRPTW Ł presentato per la prima ed unica
volta nel 1987 da Kolen et al. [71]. L’articolo Ł ispirato ad uno precedente
(1981) in cui Christo￿des, Mingozzi e Toht [22] usano il paradigma della PD
per risolvere il VRP.
L’algoritmo di Kolen et al. [71] usa il metodo di branch-and-bound per
raggiungere l’ottimalit￿, cioŁ per minimizzare la distanza totale percorsa. La
PD Ł inserita nel branch-and-bound per il calcolo di limiti inferiori.
Il Metodo di Branch-and-Bound
La descrizione del metodo branch-and-bound parte con la regola di rami-
￿cazione. Ogni nodo ® nell’albero di ricerca corrisponde a tre insiemi: F(®)
che Ł l’insieme di rotte realizzabili ￿ssate che partono dal deposito e vi ter-
minano, P(®) che Ł una rotta parzialmente costruita che parte dal deposito,
e C(®) che rappresenta l’insieme di clienti che non possono essere i prossimi
nella rotta P(®). Inizialmente, naturalmente, gli insiemi F(®) e C(®) sono
vuoti e l’insieme P(®) Ł costituito solo dal deposito.
La rami￿cazione nell’albero di branch-and-bound Ł fatta selezionando un
cliente che non sia vietato, cioŁ un cliente i = 2 C(®), e che non appaia in alcuna
rotta, ￿ssata o parziale, cioŁ i = 2 F(®) [ P(®). Le decisioni di rami￿cazione
sono prese su assegnamenti rotta-cliente. Si rami￿ca creando due nodi ®
0 e
®
00, generando cos￿ due rami: un ramo in cui la rotta parzialmente costruita
P(®) viene estesa da i (e risulta C(®) = C(®
0)) ed uno in cui i viene vieta-
to come prossimo cliente nella rotta, in cui cioŁ i viene aggiunto all’insieme
C(®) (C(®
00) = C(®) [ fig). Se i = 0, la rotta parziale estesa sar￿ aggiun-
ta all’insieme delle rotte ￿ssate e viene cominciata una nuova rotta parziale
(P(®) = (0);C(®) = ;).
In ogni nodo ® dell’albero di ricerca, il metodo calcoler￿ un limite inferiore
su tutte le estensioni possibili realizzabili della soluzione parziale caratterizzata
da F(®), P(®) e C(®), rilassando la condizione che ogni cliente non ancora
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mostreremo come calcolare l’estensione piø economica della soluzione parziale
corrente ad un insieme di rotte in modo che il carico totale su queste rotte sia
uguale a D =
P
i2N di e che ogni rotta abbia un diverso ultimo cliente.
Data la natura del limite inferiore, la selezione euristica del cliente i sar￿
quella di selezionare il prossimo cliente con il quale la rotta parziale P(®) Ł
stata estesa nel calcolo del limite inferiore. Se non c’Ł alcuna rotta parziale
(P(®) = ;), ne viene cominciata una nuova selezionando il cliente che ap-
pare con maggior frequenza come il primo cliente nelle rotte calcolate per il
limite inferiore. All’inizio ed ogni volta che accade un arresto della procedu-
ra, la preferenza Ł data al cliente con la domanda piø grande, dato che questa
scelta riduce la dimensione dei gra￿ orientati che appaiono nei calcoli del limite
inferiore.
Calcolo del Limite Inferiore
Ad ogni nodo dell’albero di branch-and-bound viene usata la PD per calco-
lare un limite inferiore su tutte le soluzioni realizzabili de￿nite da F(®);P(®)
e C(®).
Per prima cosa si discute il caso del nodo radice, in cui si ha F(®) =
;;C(®) = ; e P(®) = deposito. Si costruisce un grafo orientato con vertici
v(i;d;k) per i = 0;1;:::;n;d = 0;1;:::;D e k = 0;1;:::;m, dove n Ł il
numero di clienti, m il numero di veicoli e D la somma di tutte le domande di
dei clienti. Dunque, associato ad ogni nodo dell’albero di branch-and-bound
c’Ł un insieme di rotte.
Un cammino orientato da v(0;0;0) a v(i;d;k) nel grafo corrisponde ad un
insieme di k rotte con un carico totale pari a d e con di￿erenti ultimi clienti
visitati (ognuno dei quali in f1;2;:::;ig). Le lunghezze degli archi nel grafo
orientato saranno de￿niti in modo che la lunghezza di questo cammino orienta-
to sia uguale alla lunghezza totale delle corrispondenti rotte. Il limite inferiore
Ł dato allora dal minimo su k = 1;2;:::;m delle lunghezze dei cammini piø
corti da v(0;0;0) a v(n;D;k). Si noti che non ci sono vincoli che forzino i
clienti (non appartenenti a F(®) o a P(®)) ad essere visitati da alcuna delle
rotte generate. Dunque il minimo risultante Ł un limite inferiore.
Dinamicamente si tenta di estendere un insieme di k rotte con carico d
e l’insieme degli ultimi clienti f1;2;:::;ig all’insieme in cui gli ultimi clienti112 VRPTW
provengono da f1;2;:::;i + 1g. Ci sono allora due possibilit￿, cioŁ due modi
diversi di fare tale estensione:
￿ Il cliente i + 1 non Ł incluso come punto ￿nale di alcuna rotta. Questo
approccio Ł rappresentato da un arco che va da v(i;d;k) a v(i + 1;d;k)
di lunghezza nulla.
Si noti che un cliente i+1 che non sia punto ￿nale di una rotta potrebbe
ancora essere membro di una delle altre rotte generate dalla funzione
F(i;d) descritta sotto.
￿ Inserire il cliente i + 1 come ultimo cliente in una rotta di carico totale
d
0. Questo approccio Ł rappresentato da un arco che va da v(i;d;k) a
v(i + 1;d + d
0;k + 1) di lunghezza F(i + 1;d
0) per ogni possibile valore
di d
0. Generalmente, la funzione F(i;d) Ł de￿nita come la lunghezza
minima di una rotta realizzabile con carico totale d ed ultimo cliente i.
Questo problema Ł un SPP con vincoli laterali. Esso viene rilassato per
permettere che un cliente sia servito piø di una volta ed Ł risolto da una
versione ￿estesa￿ dell’algoritmo di Dijkstra.
Le rotte associate ad un dato vertice v(i;d;k) sono le rotte date dal
calcolo di F(i;d) e dall’estensione prodotta usando gli archi nel grafo.
Se ci si trova non nel nodo radice ma in un nodo arbitrario dell’albero di
branch-and-bound, occorre distinguere due casi:
1. P(®) = ;;
2. P(®) 6= ;.
Se P(®) = ; si adatta il problema per il numero ^ k di rotte gi￿ generate (cioŁ,
^ k = jF(®)j), il loro carico ^ d e l’insieme di clienti ^ I gi￿ usati in queste rotte.
L’algoritmo di PD sopra descritto pu￿ allora essere usato su questo problema
ridotto, cioŁ su un grafo con vertici v(i;d;k) per i = 0;:::;n ¡ j^ Ij (dopo la
rinumerazione), d = ^ d;:::;D e k = ^ k;:::;m. Il limite inferiore Ł dato dal
minimo su k = ^ k + 1;:::;m di tutte le lunghezze dei cammini piø corti da
v(0; ^ d;^ k) a v(n ¡ j^ Ij;D;k).
Nel caso in cui P(®) 6= ;, esattamente una delle rotte che appaiono nel
calcolo del limite inferiore Ł un’estensione di P(®). Ora, sia ¹ F(i;d) la lunghezza
minima di una tale estensione con carico totale d ed ultimo cliente i ( ¹ F(i;d)
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ridotto secondo ^ k; ^ d e ^ I. Il grafo orientato Ł ora esteso per contenere i vertici
v(i;d;k) e ¹ v(i;d;k) ed i seguenti archi:
￿ Archi di lunghezza nulla da v(i;d;k) a v(i + 1;d;k) e da ¹ v(i;d;k) a
¹ v(i + 1;d;k). Questo equivale a non utilizzare il cliente i + 1 nelle rotte.
￿ Archi di lunghezza F(i + 1;d
0) da v(i;d;k) a v(i + 1;d + d
0;k + 1) e da
¹ v(i;d;k) a ¹ v(i + 1;d + d
0;k + 1) per ogni possibile valore di d
0.
￿ Archi di lunghezza ¹ F(i + 1;d
0) da v(i;d;k) a ¹ v(i + 1;d + d
0;k + 1).
L’ultimo tipo di arco corrisponde all’aggiunta di una singola rotta che estende
P(®). Il limite inferiore Ł dato dal minimo su k = ^ k+1;:::;m delle lunghezze
dei cammini piø corti da v(0; ^ d;^ k) a ¹ v(n ¡ j^ Ij;D;k).
Con tale approccio si sono risolti problemi coinvolgenti ￿no a 15 clienti, un
risultato quindi non particolarmente interessante.
4.5.2 Metodi Basati sul Rilassamento Lagrangiano
La seconda categoria menzionata contiene, come visto nella breve panorami-
ca degli approcci presentata precedentemente, un certo numero di articoli che
usano approcci leggermente diversi:
￿ l’approccio di cammino piø corto (shortest path) seguito da rilassamento
lagrangiano [70];
￿ l’approccio di K-tree seguito da rilassamento lagrangiano [38];
￿ il metodo di variable splitting seguito da rilassamento lagrangiano
(vedere [66],[83],[38],[76] e [57]).
Durante le ultime due decadi il rilassamento lagrangiano si Ł dimostrato un
importante strumento in PLI per l’Ottimizzazione Combinatoria. Esso Ł usato
per ottenere limiti piø stretti sull’ottimo mediante la risoluzione di un proble-
ma rilassato, cioŁ il sottoproblema. Il problema principale (master problem)
consiste nell’ottimizzare i moltiplicatori di Lagrange, in modo da avere limiti
piø stretti possibile.
Il rilassamento lagrangiano pu￿ essere applicato al VRPTW in diversi modi.
Si pu￿ considerare, ad esempio, di rilassare i vincoli temporali e di capacit￿,
cioŁ i vincoli (4.7), (4.8) e (4.3). Questo produce un problema di rete di ￿usso114 VRPTW
lineare, il quale possiede la cosiddetta propriet￿ di interezza, vale a dire che
tutti i punti estremi del politopo costituito da tutte le soluzioni al rilassamento
continuo del problema sono interi, purchØ lo siano i dati. Il limite pu￿ essere
calcolato molto velocemente, ma Ł probabile che esso non sia veramente forte a
meno che la capacit￿ non sia vincolante e le ￿nestre temporali siano veramente
strette. Rilassare solo i vincoli di capacit￿ o quelli temporali non sembra essere
ragionevole, dato che il problema rilassato generalmente non risulta piø facile
di quello originale.
Approccio di Shortest Path
In alternativa, si pu￿ usare il rilassamento lagrangiano dei vincoli di as-
segnamento, cioŁ dei vincoli (4.2) che assicurano che ogni cliente sia servito.
Questo scompone il VRPTW in un certo numero di SPPs. Questo tipo di
rilassamento lagrangiano Ł stato proposto per la prima volta da Kohl e Mad-
sen [70] nel 1997. Il problema principale consiste nel trovare i moltiplicatori
di Lagrange ottimi ed il sottoproblema Ł un SPPTWCC. I moltiplicatori di
Lagrange ottimi vengono trovati usando un metodo che sfrutta i bene￿ci di
metodi di sub-gradiente come pure un metodo bundle.
Tale approccio rappresenta un approccio innovativo nella categoria dei
metodi basati sul rilassamento lagrangiano per il VRPTW. Il problema viene
infatti scomposto come nella decomposizione di Dantzig-Wolfe, ma il modo in
cui le variabili duali (in questo contesto i moltiplicatori di Lagrange) vengono
ottimizzate Ł certamente nuovo nel campo di ricerca.
Rilassando i vincoli di assegnamento, la funzione obiettivo con i termini di
penalit￿ aggiunti diventa
min
(
X
k2V
X
i2N
X
j2N
(cij ¡ ¸j)xijk +
X
j2C
¸j
)
(4.10)
e quindi il problema rilassato Ł costituito da (4.10) e dai vincoli (4.3),:::,
(4.9). Qui ¸j Ł il moltiplicatore di Lagrange associato al vincolo che assicura
che il cliente j sia servito. Indicheremo i costi modi￿cati, detti anche costi
marginali, con ^ cij = cij ¡ ¸j, per ogni arco (i;j) 2 A. Il moltiplicatore ¸j
ri￿ette i costi di servire un cliente e generalmente sar￿ positivo; per￿, dato che
i vincoli (4.2) sono vincoli di uguaglianza, i moltiplicatori possono prendere
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Per ogni dato valore del vettore dei moltiplicatori ¸ = (¸1;¸2;:::;¸jCj),
il modello risultante si scompone in un sottoproblema per ogni veicolo. Co-
munque, i jVj sottoproblemi sono tutti identici dato che lo sono i relativi insiemi
di vincoli (i veicoli sono tutti identici) e che i costi degli archi sono indipendenti
dal veicolo. Il sottoproblema Ł un ESPPTWCC e dato che i costi degli archi
vengono modi￿cati sottraendo il relativo moltiplicatore di Lagrange, il grafo
pu￿ anche contenere cicli negativi.
Come gi￿ detto, il ESPPTWCC Ł un problema veramente di￿cile da risol-
vere, ma nella maggior parte dei casi si riesce a risolvere un suo rilassamento,
il SPPTWCC, mediante un algoritmo di PD. Il SPPTWCC ammette che un
cammino possa servire uno stesso cliente piø di una sola volta. Risolvere il
SPPTWCC invece del ESPPTWCC pu￿ diminuire il limite inferiore ottenuto,
ma risultati sperimentali (vedere [26] e [70]) mostrano che il limite ottenuto Ł
ancora di qualit￿ eccellente.
I moltiplicatori di Lagrange associati ai vincoli di assegnamento possono
essere interpretati come un prezzo dato per servire il cliente associato al vinco-
lo. Ogni veicolo sceglie il proprio cammino, minimizzando il costo del cammino
modi￿cato dai moltiplicatori dei clienti serviti. Se il numero di veicoli disponi-
bili Ł illimitato o limitato superiormente, ogni veicolo ha l’opzione di usare il
cammino (0) ¡ ¡(n + 1), cioŁ nessuna rotta a nessun costo. Se il numero di
veicoli Ł limitato inferiormente, per esempio dal vincolo
P
k
P
j2C x0jk ¸ vmin,
questo vincolo viene rilassato in modo lagrangiano. Il corrispondente molti-
plicatore di Lagrange modi￿ca il costo degli archi che hanno origine in 0 e
terminano in j, con j 2 C, mediante la formula ^ cij = cij ¡¸j ¡°min, dove °min
indica il moltiplicatore associato al vincolo sul minimo numero di veicoli.
Se il SPPTWCC ha un unico ottimo, tutti i veicoli sceglieranno lo stesso
cammino dato che essi sono tutti identici. A meno che il problema contenga
un solo veicolo (cioŁ jVj = 1), questa non pu￿ essere una soluzione realizzabile
per il VRPTW, dato che i clienti che si trovano sullo stesso cammino piø corto
vengono serviti jVj volte, mentre tutti gli altri clienti non vengono serviti per
niente. Comunque, la soluzione al SPPTWCC in generale non Ł unica, quando
sono stati trovati i migliori moltiplicatori di Lagrange.
Per ogni vettore ¸ di moltiplicatori, il valore della funzione obiettivo della
soluzione ottima al problema rilassato, che indichiamo con f(¸), d￿ un limite
inferiore sul valore ottimo per il VRPTW ([48]). Se ^ z indica il costo marginale
del cammino piø corto, cioŁ se ^ z =
P
i
P
j ^ cijxijk =
P
i
P
j(cij ¡ ¸j)xijk per116 VRPTW
una soluzione ottima al problema rilassato per ogni veicolo k, allora (4.10)
produce la formula f(¸) = jVj^ z +
P
i ¸i. Indicheremo con ¸
¤ un valore di ¸
che massimizza f.
Proposizione 4. Assumiamo che f sia limitata superiormente. Se ¸ = ¸
¤
allora per ogni nodo i 2 C esiste un cammino di costo marginale minimo che
serve il cliente i.
Dimostrazione Sia ¸ = ¸
¤. Sia zi il costo marginale del cammino piø
corto che passa per il nodo i 2 C, cioŁ z¤ = mini2C(zi). Assumiamo che il nodo
i non sia in alcun cammino piø corto, cioŁ zi ¡² = z¤;² > 0. Ora aumentiamo
¸i con ², cioŁ ¸i := ¸i +². Questo diminuisce zi a z¤, ma non cambia z¤. Dato
che z¤ Ł invariato, lo Ł anche il primo termine della funzione obiettivo rilassata,
ma il secondo termine Ł aumentato di ². Questo contraddice l’assunzione che
¸ sia ottima, e dunque mostra che i deve essere in un cammino piø corto se
¸ = ¸¤. ¥
Se esiste un insieme di cammini di costo minimo, che allo stesso tempo
copre ogni cliente esattamente una volta, allora Ł stata trovata una soluzione
realizzabile e ottima. Se questo Ł il caso, pu￿ in principio essere determina-
ta risolvendo un problema di set partitioning con colonne corrispondenti ai
cammini di costo marginale minimo e righe corrispondenti ai clienti. Se il
numero di veicoli Ł ￿ssato o limitato questo deve essere incluso come vincolo.
Se e solo se esiste una soluzione realizzabile a questo problema di set par-
titioning, il VRPTW Ł stato risolto all’ottimalit￿. Questa procedura non Ł
direttamente implementabile, dato che generalmente non si conoscono tutti i
cammini di costo marginale minimo, ma solo uno. Questo suggerisce il fat-
to che un’implementazione na￿ve di rilassamento lagrangiano fornisce solo un
limite inferiore sull’ottimo, ma non Ł capace di produrre una soluzione intera
ottima (o informazioni per una procedura branch-and-bound).
Il problema principale consiste nel cercare i moltiplicatori ¸
¤ che producono
il miglior limite inferiore, cioŁ nel risolvere il modello
max
¸2Rn f(¸):
La funzione f Ł concava e non di￿erenziabile. Per ogni dato valore delle
variabili x, f Ł lineare in ¸. Il numero di variabili x Ł limitato da jVjjNj2. Dato
che esse possono prendere solo i valori 0 e 1, il numero di soluzioni possibili
nelle variabili x Ł limitato da 2jVjjNj2, che Ł generalmente molto grande maMETODI BASATI SUL RILASSAMENTO LAGRANGIANO 117
￿nito. Dato che il ESPPTWCC Ł rilassato al SPPTWCC, ogni arco della rete
pu￿ essere usato diverse volte (in caso di cicli), cos￿ xijk non Ł limitato da 1,
ma Ł ancora intero e limitato, cos￿ l’analisi non Ł fondamentalmente cambiata
da questa. Dato che il numero di soluzioni nelle variabili x Ł ￿nito, f Ł il
minimo di un numero molto grande di funzioni lineari. Di conseguenza f Ł
lineare a tratti. Massimizzare f Ł certamente un compito non banale, ma
possono essere applicati diversi metodi [94]. Se f Ł limitata superiormente, il
problema originale Ł chiaramente irrealizzabile. Comunque, l’opposto non Ł
vero: il problema pu￿ essere irrealizzabile anche se f Ł limitata superiormente.
Spesso lo scarto di interezza tra la soluzione frazionaria e quella intera del
VRPTW viene in larga parte chiuso nel SPPTWCC. In molti casi non Ł nem-
meno necessario applicare un metodo branch-and-bound, una volta trovati i
moltiplicatori di Lagrange ottimi. Quando invece la rami￿cazione Ł necessaria,
gli autori scelgono di rami￿care sulle ￿nestre temporali.
Con tale approccio Kohl e Madsen sono riusciti a risolvere problemi coin-
volgenti ￿no a 100 clienti.
Approccio K-Tree
Fisher et al. [38] lo stesso anno (1997) presentano un algoritmo per risolvere
all’ottimalit￿ il VRPTW in cui il problema Ł formulato come un problema di
K-tree con grado 2K sul deposito. Un K-tree per un grafo contenente n + 1
vertici Ł un insieme di n+K archi che attraversano il grafo. Non formalmente,
il VRPTW potrebbe essere descritto come il problema di trovare un K-tree
con grado 2K sul deposito, grado 2 sui clienti e soggetto a vincoli di tempo e
di capacit￿. Un K-tree con grado 2K sul deposito diventa quindi uguale a K
rotte.
Per de￿nire il problema introduciamo le variabili binarie x ed y:
xij =
(
1 se il veicolo viaggia direttamente dal cliente i al cliente j
0 altrimenti
yij =
(
1 se xij = 1 oppure xji = 1
0 altrimenti
Siano X l’insieme di tutte le variabili xij ed Y l’insieme di tutte le variabili y
che de￿niscono un K-tree con grado 2K sul deposito, cioŁ:
Y =
(
y : yij 2 f0;1g;y de￿nisce un K-tree con
n X
i+1
y0i = 2K
)
:118 VRPTW
Siano poi k(S) un limite inferiore sul numero di veicoli richiesti per servire i
clienti in S µ C, ^ S = N n S e P = hi1;i2;:::;impi un cammino nel quale non
c’Ł modo di distribuire i clienti soddisfacendo le ￿nestre temporali.
Allora il problema Ł de￿nito come segue:
min
x2X;y2Y
X
i;j2N;i6=j
cijxij s:a (4.11)
X
i2N;i6=j
xij =
(
1 se j 2 C
k altrimenti
(4.12)
X
j2N;j6=i
xij =
(
1 se i 2 C
k altrimenti
(4.13)
X
i2S
X
j2^ S
xij ¸ k(S) 8S µ C;jSj ¸ 2 (4.14)
mp¡1 X
h=1
xih;ih+1 · mp ¡ 2 8p 2 P (4.15)
yij = xij + xji 8i;j 2 N (4.16)
xij 2 f0;1g (4.17)
yij 2 f0;1g (4.18)
Tutti i vincoli, eccetto quelli che assicurano che al massimo un arco congiunge
i clienti i e j, vengono allora rilassati in modo lagrangiano. Il problema Ł
allora risolto con un problema di K-tree di grado (vincolato) minimo come
sottoproblema ed i moltiplicatori di Lagrange sono ￿ssati usando l’approccio
di sub-gradiente. Queste idee erano gi￿ state abbozzate da Fisher in precedenza
[36] come estensione di un algoritmo ottimo per il VRP, ma senza essere allora
implementate. Dato che i vincoli in (4.14) e (4.15) sono in numero esponenziale,
solo un sottoinsieme di questi viene generato e dualizzato per ottenere un
rilassamento lagrangiano.
Come detto, per dati moltiplicatori di Lagrange il problema principale Ł un
problema di K-tree con vincolo di grado minimo e Fisher propone un algorit-
mo polinomiale per risolverlo [37]. Tale algoritmo inizializza i moltiplicatori
di Lagrange, costruisce un albero di estensione minima ed aggiunge i K archi
non utilizzati di costo minimo. Se il deposito non Ł incidente a 2K archi,
allora il K-tree viene modi￿cato da una serie di scambi di archi ￿no a che il
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rimossi. Se i vincoli rilassati sono violati, allora vengono aggiornati i molti-
plicatori di Lagrange e se avvengono piø iterazioni si torna al principio della
procedura, altrimenti si e￿ettua il branch-and-bound e poi si torna all’inizio
della procedura. Se, invece, i vincoli rilassati non sono violati, allora si ottiene
una soluzione ottima al problema principale.
Questo metodo Ł stato in grado di risolvere all’ottimalit￿ diversi problemi
coinvolgenti ￿no a 100 clienti.
Metodo di Variable Splitting
Il metodo di variable splitting per la risoluzione del VRPTW Ł stato pro-
posto per la prima volta nel 1986 da J￿rnsten et al. [66], ma senza risultati
computazionali. Due anni piø tardi in [76] Madsen menziona, senza per￿ im-
plementare o testare, quattro diversi approcci di variable splitting. In seguito,
nella sua Tesi di Dottorato, Halse [57] (nel 1992) analizza tre di questi approcci
(il quarto risulta non essere competitivo con gli altri), implementandone per￿
uno solo.
Nel metodo di variable splitting le variabili in qualche vincolo vengono
￿rinominate￿ ed un nuovo vincolo, che associa le variabili originali e quelle
nuove, viene aggiunto e rilassato in modo lagrangiano. Questo scompone il
problema in due o piø sottoproblemi indipendenti. Si pu￿ anche scegliere di
includere certi vincoli in diversi o in tutti i sottoproblemi.
Supponiamo che il metodo di variable splitting scomponga il problema in
un sottoproblema caratterizzato dall’insieme di vincoli A ed in un sottopro-
blema caratterizzato dall’insieme di vincoli B. LRA ed LRB siano il miglior
limite inferiore ottenibile da un ordinario rilassamento lagrangiano rispetti-
vamente sugli insiemi di vincoli A e B. Guignard e Kim [53] provano che il
limite inferiore LD ottenibile dal metodo di variable splitting Ł almeno buono
quanto il migliore tra LRA ed LRB, cioŁ LD ¸ max(LRA;LRB), consideran-
do un problema (primale) di minimizzazione. Inoltre, essi provano che vale
l’uguaglianza se almeno uno dei due sottoproblemi possiede la propriet￿ di
interezza. In altre parole, il limite ottenuto dal metodo di variable splitting
pu￿ solo essere migliore del miglior rilassamento lagrangiano, se la variable
splitting produce due problemi interi ￿di￿cili￿.
Nel primo approccio di variable splitting al VRPTW descritto da Halse120 VRPTW
[57], il metodo Ł eseguito sostituendo
P
j xijk con yik. Il vincolo
yik =
X
j2N
xijk 8i 2 N; 8k 2 V (4.19)
viene introdotto nel problema.
Prima di tutto, si riscrivono i vincoli (4.2) e (4.3) usando yik al posto di
xijk: X
k2V
yik = 1 8i 2 C (4.20)
X
i2C
diyik · q 8k 2 V (4.21)
Si introducono anche i vincoli
yik 2 f0;1g (4.22)
Si noti che (4.19) Ł il solo vincolo che associa (4.20) e (4.21) a (4.4),:::, (4.9).
Se vengono rilassati solo i vincoli (4.19) si ottiene la funzione obiettivo
X
k2V
X
i2N
X
j2N
cijxijk +
X
k2V
X
i2C
¸ik(yik ¡
X
j2N
xijk) (4.23)
da minimizzare.
Il modello del problema Ł quindi dato dalla minimizzazione della funzione
(4.23), soggetta ai vincoli (4.20), (4.21) e (4.22) riguardanti le nuove variabili
y ed i vincoli (4.4),:::, (4.9) del modello di partenza, sulle variabili x ed s. Il
problema pu￿ essere ora diviso in due sottoproblemi, uno nelle variabili x ed
s ed uno nelle variabili y. Il primo sottoproblema Ł caratterizzato da
min
(
X
k2V
X
i2N
X
j2N
(cij ¡ ¸ik)xijk
)
soggetta ai vincoli di rete e a quelli temporali, cioŁ ai vincoli (4.4), :::, (4.9).
L’altro sottoproblema Ł caratterizzato invece da
min
(
X
k2V
X
i2C
¸ikyik
)
soggetta ai vincoli di assegnamento, a quelli di capacit￿ ed ai vincoli sui valori
realizzabili per le y, cioŁ ai vincoli (4.20), (4.21) e (4.22). Il problema nelle
variabili x ed s Ł un SPPTW, mentre quello nelle variabili y Ł un GAP.METODI BASATI SUL RILASSAMENTO LAGRANGIANO 121
Il SPPTW Ł un problema che, rispetto alla di￿colt￿ computazionale, Ł
strettamente legato al problema SPPTWCC per il quale esiste un algorit-
mo e￿ciente di PD. Il GAP Ł un problema di Ottimizzazione Combinatoria
piuttosto di￿cile da risolvere, ma esistono diversi metodi per farlo.
Questo primo approccio Ł stato implementato nel 1988 da Olsen [83], che
Ł riuscito in questo modo a risolvere problemi coinvolgenti ￿no a 16 clienti.
Si tratta di quindi un approccio sicuramente non competitivo con gli altri
presentati ￿no ad ora, la maggior parte dei quali in grado di risolvere problemi
anche con 100 clienti.
Un altro modo di scomporre il problema Ł quello descritto da Fisher et al.
[38] e messo a punto anche da Halse [57], che consiste nello spostare i vincoli
di capacit￿ (4.21) dal secondo sottoproblema, quello nelle variabili y, al primo
cioŁ quello nelle variabili x ed s. Il primo sottoproblema diventa in questo
modo un SPPTWCC, mentre il secondo diventa un SAP, cioŁ un GAP senza
vincoli di capacit￿. Per il primo problema si pu￿ ricorrere al solito algoritmo
per il SPPTWCC, mentre il secondo pu￿ essere facilmente risolto per controllo.
Con tale approccio Fisher et al. [38] sono stati in grado di risolvere problemi
coinvolgenti ￿no a 100 clienti, mentre Halse [57] Ł riuscito ad ottenere risultati
migliori risolvendo un numero maggiore di problemi ed anche un problema con
105 clienti.
L’ultimo approccio descritto da Halse in [57] consiste nel duplicare i vincoli
di capacit￿ e nell’inserirli in ognuno dei due sottoproblemi. Si ottengono in
questo modo un SPPTWCC ed un GAP. Tale approccio non Ł stato per￿
implementato.
Dato che tutti i metodi costruiti sul rilassamento lagrangiano usano rilas-
samenti (risolvono, per esempio, SPPTW o SPPTWCC al posto di ESPPTW
o ESPPTWCC), in essi deve necessariamente essere implementata anche una
struttura di branch-and-bound. Kohl [69]) mostra che se esistono soluzioni
realizzabili al problema VRPTW, allora il limite inferiore ottenuto da GAP
e ESPPTWCC non Ł migliore di quello ottenuto da SAP e ESPPTWCC, di-
mostrando quindi che risolvere il piø di￿cile GAP al posto del piø facile SAP
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4.5.3 Metodi di Generazione di Colonne
Il Primo Approccio Sviluppato
Desrosiers et al. [26] nel 1992 hanno applicato la generazione di colonne,
che noi chiameremo decomposizione di Dantzig-Wolfe, al VRPTW con un nu-
mero illimitato di veicoli disponibili. Essi risolvono con la decomposizione
di Dantzig-Wolfe il rilassamento lineare della formulazione di set partitioning
del VRPTW: colonne realizzabili vengono aggiunte al bisogno risolvendo un
SPPTWCC usando la PD. La soluzione ottenuta fornisce generalmente un ec-
cellente limite inferiore che viene usato in un algoritmo di branch-and-bound
per risolvere la formulazione intera di set partitioning.
La generazione di colonne Ł un metodo che evita di considerare esplicita-
mente tutte le variabili di un problema. Dato, ad esempio, un programma
lineare con un grande numero di variabili, il metodo consente di risolvere il
problema considerando solo un piccolo sottoinsieme X
0 dell’insieme X delle
variabili. Il problema risultante Ł il problema principale (master problem) ed
una volta risolto questo, ci si chiede se esista qualche variabile in XnX
0 che
possa essere usata per migliorare la soluzione trovata.
La teoria della dualit￿ fornisce come condizione necessaria che la scelta
appropriata sia una variabile con costo ridotto negativo e l’algoritmo del sim-
plesso tenta di trovare una tale variabile calcolando esplicitamente il costo
ridotto di tutte le variabili. L’idea della generazione di colonne Ł invece quella
di trovare le variabili con costi ridotti negativi senza enumerare esplicitamente
tutte le variabili. La ricerca per le variabili con costi ridotti negativi Ł eseguita
nel sottoproblema.
Nell’applicazione al VRPTW, la decomposizione di Dantzig-Wolfe sfrutta
il fatto che solo i vincoli (4.2) legano insieme i veicoli. Il metodo parte con una
soluzione (iniziale di base) che consiste in jCj cammini, ognuno dei quali visita
un cliente. Il problema principale consiste nel trovare un insieme di cammini di
costo minimo, tra tutti i cammini generati, il quale allo stesso tempo assicuri
che tutti i clienti siano visitati. Se il numero di veicoli Ł limitato, questo vincolo
pu￿ anche essere incorporato nel problema principale. Il numero di volte in
cui un cammino Ł usato non Ł necessariamente un intero, ma pu￿ essere ogni
numero reale nell’intervallo [0;1].
Dunque, il problema principale Ł il rilassamento continuo di un problema di
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gli autori risolvono invece un problema di set covering, dato che il sottopro-
blema pu￿ generare rotte contenenti cicli. Inoltre, il rilassamento lineare di
un modello di tipo set covering Ł numericamente molto piø stabile di quello
del modello di tipo set partitioning. Comunque, considerare la formulazione
di set covering del VRPTW piuttosto di quella di set partitioning non cambia
il risultato ￿nale se la disuguaglianza triangolare risulta soddisfatta sia sul
tempo che sui costi (come abbiamo assunto in questo lavoro).
L’idea di base Ł quindi quella di scomporre il problema in insiemi di clienti
visitati dallo stesso veicolo, vale a dire in un insieme di rotte, e selezionare
l’insieme ottimo di rotte tra tutti quelli possibili.
Per formulare il VRPTW sulla rete G come un problema di set partitioning,
indichiamo con R l’insieme di rotte realizzabili per il VRPTW e con cr il costo
della rotta r, cioŁ il costo di visitare i clienti presenti su tale rotta (e quindi la
somma del costo degli archi della rotta). In￿ne, de￿niamo le costanti ±ir e la
variabile binaria x come segue:
±ir =
(
1 se il cliente i appartiene alla rotta r
0 altrimenti
xr =
(
1 se la rotta r Ł usata
0 altrimenti
Il problema principale, cioŁ il problema di set partitioning, pu￿ essere allora
matematicamente dichiarato come segue:
min
X
r2R
crxr s:a
X
r2R
±irxr = 1 8i 2 C
xr 2 f0;1g 8r 2 R
Le colonne rappresentate dalle variabili corrispondono alle rotte realizzabili.
Dato che il loro numero Ł estremamente grande per tutti i problemi tranne
quelli di dimensione veramente piccola, il problema di set partitioning non pu￿
essere risolto direttamente, cioŁ con approcci che coinvolgono l’enumerazione
esaustiva delle colonne; invece, si usa un metodo di generazione di colonne.
Per introdurre il modello di tipo set covering usato dagli autori al posto di
quello di set partitioning, indichiamo con °ir una costante che prende un valore
intero se la rotta r 2 R visita il cliente i 2 C, 0 altrimenti. La costante °ir indica124 VRPTW
che un cliente i pu￿ essere visitato piø di una volta dalla rotta r. In questa
formulazione cr e xr hanno lo stesso signi￿cato assunto nella formulazione di
set partitioning. In￿ne, siano Xd e Xc due variabili intere addizionali: la prima
de￿nisce il numero di rotte, mentre la seconda rappresenta la distanza totale
percorsa. Si noti che Xc Ł intero solo se cr Ł intero per ogni r 2 R. Si soddisfa
tale condizione prendendo cij intero per (i;j) 2 A.
Il problema di set covering pu￿ allora essere matematicamente dichiarato
come segue:
min
X
r2R
crxr s:a (4.24)
X
r2R
°irxr ¸ 1 8i 2 C (4.25)
X
r2R
xr ¡ Xd = 0 (4.26)
X
r2R
crxr ¡ Xc = 0 (4.27)
xr 2 f0;1g 8r 2 R (4.28)
Xd ¸ 0; Xd 2 Z (4.29)
Xc ¸ 0; Xc 2 Z (4.30)
Tale modello Ł qualche volta detto ￿problema principale ristretto￿, dato che
l’insieme delle colonne Ł ristretto alle colonne generate (invece che comprendere
tutte le colonne realizzabili).
La funzione obiettivo (4.24) ed i vincoli (4.25) e (4.28) formano un problema
di set covering che seleziona un insieme di rotte di costo (distanza) minimo tale
che per ogni cliente i esista almeno una rotta che visiti tale cliente. I vincoli
(4.26) e (4.27) assicurano invece che siano interi rispettivamente il numero di
rotte e la distanza totale percorsa.
Ottimizzare il programma lineare usando le colonne correnti costituisce la
prima fase della procedura di generazione di colonne. Nella seconda fase, viene
risolto un sottoproblema per trovare la colonna di costo marginale minimo. Se
Ł trovata una colonna con costo marginale negativo, questa variabile viene
aggiunta a quelle note e si ritorna alla prima fase; altrimenti, la soluzione
corrente Ł ottima.
Nella prima fase viene usato il metodo del simplesso per risolvere il ri-
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produce una soluzione primale che pu￿ essere intera o meno. Se essa Ł intera,
allora Ł stata trovata una soluzione realizzabile (ma non necessariamente ot-
tima) al VRPTW. Si ottiene anche una soluzione duale di moltiplicatori del
simplesso. Il valore ottimo della funzione obiettivo del problema principale
(ad ogni iterazione intermedia) pu￿ essere interpretata solo come il corrente
limite superiore sul migliore limite inferiore ottenibile (dalla decomposizione
di Dantzig-Wolfe).
Il metodo del simplesso fornisce le variabili duali ¼i (i 2 C);¼d e ¼c,
associate rispettivamente ai vincoli (4.25), (4.26) e (4.27), necessari per la
soluzione del sottoproblema. I moltiplicatori del simplesso della soluzione ot-
tima del problema principale vengono usati per modi￿care i costi degli archi
nei sottoproblemi. Il costo marginale della rotta r Ł dato quindi da:
^ cr = cr ¡
X
i2C
¼i°ir ¡ ¼d ¡ ¼ccr:
Il costo marginale di un arco (i;j) Ł de￿nito da
^ cij = (1 ¡ ¼c)cij ¡ ¼i; 8(i;j) 2 A:
I sottoproblemi sono degli ESPPTWCC, tutti identici tra loro; basta quindi
risolverne solo uno. Il sottoproblema viene quindi rilassato diventando un
SPPTWCC. Se si trova un cammino con costo marginale negativo, allora esso
viene incluso nell’insieme di cammini nel problema principale. Dato che si
potrebbero trovare diversi cammini di costo marginale negativo, ogni iterazione
pu￿ generare diversi cammini [69].
Il metodo termina quando nel sottoproblema non pu￿ essere generato alcun
cammino di costo marginale negativo. A questo punto, l’algoritmo del sim-
plesso fornisce la soluzione ottima del rilassamento lineare della formulazione
di tipo set covering. Il valore della funzione obiettivo del problema d￿ un
limite inferiore sul valore ottimo della funzione obiettivo del VRPTW. Tutti
i cammini utilizzati nella soluzione ottima al problema principale (corrispon-
denti alle variabili di base nel problema principale) avranno costo marginale
nullo, mentre tutti gli altri cammini avranno costo marginale non negativo.
Dato che jCj variabili saranno variabili di base, almeno jCj rotte avranno costo
marginale nullo. Se il problema principale risulta avere una soluzione intera,
essa Ł ottima per il VRPTW; altrimenti si ha un limite inferiore sul valore ot-
timo della funzione obiettivo del VRPTW e deve essere utilizzata una qualche126 VRPTW
procedura di branch-and-bound per trovare la soluzione ottima. Si noti che Ł
essenziale rami￿care sulle variabili del problema originale, cioŁ sulle variabili
x ed s del modello per il VRPTW, dato che una decisione di rami￿cazione del
tipo xr = 0 non Ł computazionalmente implementabile direttamente [69].
Tale approccio ha reso possibile la risoluzione di problemi coinvolgenti ￿no
a 100 clienti.
Lo Sviluppo di Disuguaglianze Valide
Nel 1999 Soumis et al. [30] introducono una forte disuguaglianza valida, la
cosiddetta 2-path cut, per produrre limiti inferiori migliori per il VRPTW,
da incorporare nel problema principale di un approccio di decomposizione
di Dantzig-Wolfe simile a quello presentato da Desrosiers et al. [26]. Essi
sviluppano anche un e￿ciente algoritmo per trovare tali disuguaglianze.
I contributi principali di questo lavoro sono i seguenti:
￿ La formulazione generale di disuguaglianze k-path e l’utilizzo del tipo
speci￿co di disuguaglianze 2-path per il VRPTW.
￿ Lo sviluppo di un algoritmo di separazione per trovare disuguaglianze
2-path. Tale algoritmo sfrutta il fatto che sebbene il TSPTW sia NP￿
arduo, piccole istanze sono generalmente facilmente risolvibili.
￿ Illustrare come innestare i tagli (e/o rami) in un metodo di generazione
di colonne.
￿ Mettere in luce l’e￿cacia delle disuguaglianze 2-path per mezzo di risul-
tati computazionali migliori di quelli precedentemente pubblicati.
Quasi tutti i metodi di ottimizzazione per problemi di￿cili di PLI sfruttano un
rilassamento (e spesso una decomposizione) del problema per calcolare limiti
sul valore ottimo dell’obiettivo. Spesso la soluzione del problema rilassato
non risulta realizzabile per il problema originale, cos￿ non si pu￿ ottenere
direttamente dal rilassamento alcuna soluzione ottima.
Le tecniche di branch-and-bound hanno rappresentato uno strumento fon-
damentale per ottenere soluzioni realizzabili intere e provarne l’ottimalit￿. Nel
recente passato, una notevole attenzione Ł stata rivolta a metodi branch-and-cut
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prima della rami￿cazione. Il limite viene stretto incorporando disuguaglianze
valide violate nella descrizione poliedrale dello spazio delle soluzioni.
Da tempo sono noti metodi generali per calcolare disuguaglianze valide
per programmi interi, ma algoritmi molto piø e￿cienti possono essere ottenuti
sfruttando la struttura del particolare problema da risolvere.
La forma generale di una disuguaglianza valida per il VRPTW Ł data da
X
k2V
Ã
X
i2N
X
j2N
®ijkxijk +
X
i2N
¯iksik
!
¸ °;
dove ® e ¯ sono appropriati vettori e ° una costante data.
Gli autori considerano solo disuguaglianze valide de￿nite sulle variabili
x; inoltre, dato che i veicoli sono tutti identici, essi scelgono di aggregarli
alle variabili x e questo conduce alla seguente disuguaglianza valida piuttosto
semplice: X
i2N
X
j2N
®ijxij ¸ °: (4.31)
Il problema di separazione consiste nel trovare ®ij e ° in modo tale che la (4.31)
sia una disuguaglianza valida e che essa sia violata dalla soluzione corrente ¹ xij,
valga cioŁ X
i2N
X
j2N
®ij¹ xij < °:
Per presentare le disuguaglianze k-path per il VRPTW de￿niamo una rete
di ￿usso F = (N;A
0), dove A
0 = f(i;j) 2 A : ¹ xij > 0g e la capacit￿ del ￿usso
dell’arco (i;j) 2 A
0 Ł data dalla soluzione corrente ¹ xij. Per ogni insieme di
valori delle variabili ¹ xij e per ogni insieme non vuoto di clienti, S µ C;jSj ¸ 1,
si de￿nisce ￿usso in S la quantit￿
¹ x(S) =
X
i2¹ S
X
j2C
¹ xij; 8S µ C;
dove ¹ S = N n S.
Il vincolo di eliminazione di sottocammini non pu￿ essere formulato in
termini della variabile originale del problema x come x(S) ¸ 1; 8S. Per il
VRPTW si sostituisce il lato destro della disuguaglianza con k(S), che rappre-
senta il piø piccolo numero di veicoli necessari per servire tutti i clienti in S.
Il vincolo x(S) ¸ k(S) Ł detto taglio k-path.128 VRPTW
Comunque, i tagli k-path non sembrano essere davvero utili computazional-
mente dato che:
￿ Il numero di insiemi S cresce esponenzialmente.
￿ Calcolare k(S) Ł un problema NP￿arduo in senso forte.
Conviene allora limitarsi a considerare insiemi che soddis￿no ¹ x(S) < 2 e k(S) >
1. In questo modo il problema diventa piø maneggevole. Dalla de￿nizione,
k(S) Ł intero, cos￿ k(S) > 1 implica k(S) ¸ 2. In altre parole, si tenta
di identi￿care insiemi di clienti S che richiedono almeno due veicoli per il
servizio, ma sono correntemente (nella soluzione frazionaria) serviti da meno
di due veicoli. Le disuguaglianze valide associate sono i tagli 2-path.
Veri￿care se k(S) > 1 per un particolare S equivale a determinare se la
capacit￿ di un veicolo Ł su￿ciente, il che pu￿ essere fatto in tempo lineare,
e veri￿care se il corrispondente TSPTW Ł realizzabile. La realizzabilit￿ del
TSPTW Ł un problema NP￿arduo in senso forte, ma nell’applicazione presente
in [30] jSj risulta veramente piccolo, cos￿ che il problema Ł relativamente facile
da risolvere con la PD [28]. Si ha quindi a disposizione un algoritmo veloce,
sebbene non polinomiale, per determinare se k(S) > 1.
Per trovare insiemi S che soddis￿no ¹ x(S) < 2 vengono proposti due metodi:
un’euristica ed un metodo ottimo. Nel caso in cui la rete sia aciclica, l’euristica
diventa un metodo esatto trovando tutti gli insiemi S che soddisfano ¹ x(S) < 2.
Nessuno dei due metodi ha complessit￿ polinomiale nel caso peggiore, ma il loro
comportamento nel contesto studiato risulta comunque ragionevole. Una volta
trovate le disuguaglianze valide, queste possono essere inserite in un approccio
di decomposizione di Dantzig-Wolfe.
Tale approccio Ł stato in grado di risolvere problemi coinvolgenti ￿no a 100
clienti.
4.6 Approccio Esatto Ibrido di OR e CP
Nel 2004 Gendreau et al. [39] propongono un metodo esatto ibrido per
la risoluzione del VRPTW. L’idea alla base di questo lavoro Ł nata dalla
collaborazione di diversi studiosi di OR e di AI durante un vasto progetto
risalente alla seconda met￿ degli anni ’90 e riguardante lo sviluppo di approcci
ibridi dei due campi per la risoluzione di complessi problemi di Ottimizzazione
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Nello stesso contesto e gruppo di ricerca, nel 1997 Guadin [52] presenta
un altro progetto incentrato sull’applicazione del paradigma puro della CP ad
un problema di vehicle routing con ￿nestre temporali molto complicato, in un
ambiente di trasporto multi-modale, in cui cioŁ sono possibili diverse modali-
t￿ di trasporto. Questa caratteristica del problema a￿rontato esclude tale
approccio dalla nostra discussione, incentrata in particolare su metodi esatti
per problemi di routing con ￿otte omogenee. Comunque, la dissertazione di
Guadin si dimostra molto interessante e mostra chiaramente gli ottimi risul-
tati ottenibili con l’utilizzo del paradigma di CP nella risoluzione di problemi
complessi. A tale lavoro va anche il merito di aver messo in luce le maggiori
particolarit￿ del paradigma della CP: la particolare espressivit￿, che permette
di descrivere in modo naturale problemi anche molto complessi, e la sua grande
￿essibilit￿, caratteristica strettamente connessa alla prima. Tali risultati han-
no contribuito al crescente interesse di quel periodo per la CP e per la sua
possibile integrazione con la OR, dal quale Ł scaturito anche il metodo ibrido
in esame.
Un anno piø tardi rispetto alla pubblicazione di Guadin, gli stessi autori
del metodo ibrido in esame propongono un algoritmo esatto di CLP per il
TSPTW [47]. Questo progetto coinvolge l’applicazione abbastanza semplice
della metodologia della CP, presentando per￿ un elemento chiave, cioŁ l’uso di
regole derivate da precedenti studi di OR sul TSPTW per ridurre le ￿nestre
temporali ed eliminare gli archi non realizzabili dalla rete sottostante.
Negli algoritmi tradizionali di OR queste regole di eliminazione di archi e
riduzione di ￿nestre temporali sono applicate ￿a priori￿ sui dati del problema
per ridurre l’insieme realizzabile di una istanza, prima di iniziare la procedura
di risoluzione. Nella struttura della CP Ł possibile invece modellare queste
regole come vincoli addizionali ed applicarli cos￿ in modo dinamico durante
l’esecuzione dell’algoritmo. Di conseguenza, esse diventano molto piø e￿caci
ed il risultante algoritmo si dimostra assai e￿ciente e competitivo con gli altri
algoritmi per il TSPTW sviluppati nel campo della OR, in particolare con
quelli basati sulla PD.
Questo lavoro Ł stato il primo che utilizzasse la CP pubblicato sulle riviste
di OR ed Ł stato successivamente esteso per trattare problemi di TSPTW con
￿nestre temporali frammentate, un problema assai di￿cile da trattare con le
tecniche standard di OR. Tale estensione ha mostrato ancora una volta la
grande ￿essibilit￿ degli approcci di CP, dato che sono state su￿cienti poche130 VRPTW
modi￿che dell’algoritmo in [47] per trattare strutture di ￿nestre temporali
molto piø complicate.
Nello sviluppo del metodo ibrido per il VRPTW in esame, molti sono i
riferimenti a questo approccio al TSPTW ed anche ad una struttura ibrida di
ottimizzazione proposta qualche anno prima da Fahle et al. [35], la cosiddetta
Programmazione con Vincoli basata sulla generazione di colonne, che usa la
CP per risolvere i sottoproblemi della generazione di colonne.
La novit￿ presentata in tale struttura Ł che il sottoproblema pu￿ essere
un arbitrario CSP, il che presenta due grandi vantaggi: prima di tutto, si
generalizza la classe dei sottoproblemi permettendo cos￿ l’uso della generazione
di colonne anche se il sottoproblema non si riduce ad un programma lineare
intero misto; in secondo luogo, si possono sfruttare le tecniche di soddisfazione
di vincoli per risolvere il sottoproblema.
L’idea di base Ł davvero semplice. Il problema principale Ł un problema
intero misto con un insieme di vincoli lineari ed una funzione lineare di co-
sto; le colonne (o variabili) non sono date esplicitamente. Il sottoproblema Ł
un arbitrario CSP. Per ogni soluzione del sottoproblema esiste una variabile
del problema principale. Naturalmente, occorre conoscere i coe￿cienti della
variabile in tutti i vincoli lineari del problema principale e nella sua funzione
di costo. Per ognuno di questi coe￿cienti aij si introduce una variabile yi
corrispondente nel sottoproblema. Inoltre, si introduce una variabile z per il
coe￿ciente cj nella funzione di costo. Data una soluzione vj del sottoproblema,
il coe￿ciente aij della variabile xi nell’i-esimo vincolo lineare Ł allora ottenuto
come il valore della variabile yi nella soluzione data. Rappresentare i coe￿cienti
attraverso le variabili del sottoproblema permette anche di assicurare che le
soluzioni del sottoproblema abbiano costi ridotti negativi. Data una soluzione
del rilassamento lineare del problema principale, si considerano i valori duali
¸i di ogni vincolo i. Allora si introduce semplicemente un vincolo lineare nel
sottoproblema che Ł formulato su z, sulle yi e su quelle che usano i valori duali
come coe￿cienti.
Nel passato, tale struttura Ł stata usata per risolvere problemi di schedu-
ling in cui il grafo associato Ł in modo naturale aciclico ed i risultati sono
stati veramente considerevoli. Il metodo in esame cerca invece di usare tale
struttura per risolvere problemi in cui il grafo associato Ł ciclico per natura,
come per i problemi di routing, risolvendo il ESPP, sottoproblema derivante
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La maggior parte dei metodi di generazione di colonne fa uso della PD per
risolvere il SPP in cui i vincoli elementari (i vincoli che assicurano che il cam-
mino non pu￿ attraversare lo stesso nodo piø di una volta) sono stati rilassati.
Tale approccio Ł veramente e￿ciente, ma dato che il problema ammette pesi
negativi sugli archi, il cammino prodotto pu￿ contenere cicli (dato che cicli
di costo negativo diminuiscono la funzione obiettivo). Dato che i problemi di
routing sono ciclici per natura, la maggior parte dei metodi che riguardano i
casi ciclici rendono prima di tutto il grafo associato aciclico. Sfortunatamente,
questa trasformazione richiede che le diverse risorse (le ￿nestre temporali, le
capacit￿, etc.) siano discrete e la dimensione del grafo risultante Ł solitamente
assai impressionante (pseudo-polinomiale nel peso delle risorse).
Da qui il tentativo di applicare anche a questi casi la struttura di CP
basata sulla generazione di colonne. Gli autori considerano un dominio di
applicazione di routing, concentrandosi sui cyclic resource constrained shortest
path problems, noti anche con il nome di resource constrained Pro￿table Tour
Problems (PTPs). L’obiettivo Ł quello di costruire un tour che minimizzi la
somma delle distanze percorse e massimizzi l’ammontare totale di compensi
(qui, valori duali) raccolti. Questi obiettivi sono in con￿itto dato che piø
compensi raccolti implicano piø distanze percorse. L’obiettivo combinato Ł
cos￿ quello di minimizzare la lunghezza totale delle rotte meno la somma di
tutti i valori duali raccolti.
Lo scopo del lavoro di Gendreau et al. [39] Ł quello di mostrare che i
metodi di CP possono identi￿care cammini elementari di costo ridotto negativo
lavorando sul grafo originale ciclico. L’uso della CP permette anche l’aggiunta
di ogni forma di vincoli al problema originale (il che non Ł possibile nel caso
dell’approccio di PD).
La motivazione originale alla base dell’utilizzo di una struttura di CP basa-
ta sulla generazione di colonne [35] per risolvere problemi di assegnamento di
equipaggi di aerei, Ł stata quella che per alcuni problemi la modellazione at-
traverso metodi puri di OR Ł risultata molto complessa. Cos￿, l’uso della CP
per risolvere il sottoproblema in un approccio di generazione di colonne (tipico
metodo di OR) ha fornito sia il potente strumento di decomposizione della
generazione di colonne sia la ￿essibilit￿ di modelling tipica della CP.
Nel modello del SPP, gli autori di [35] propongono l’uso di un singolo
insieme di variabili Y (cioŁ una variabile il cui valore ￿nale Ł un insieme)
che contiene i nodi che devono essere inclusi in un cammino di costo ridotto132 VRPTW
negativo. Dato che il problema discusso in questa struttura Ł per natura
aciclico (la rete sottostante Ł orientata nel tempo), Ł facile calcolare in tempo
polinomiale il cammino piø corto che copre i nodi in Y . Viene anche introdotto
un vincolo speciale per migliorare la potatura e l’e￿cienza del metodo nel suo
complesso. Questo vincolo, il quale assicura che i nodi in Y siano parte di
un cammino realizzabile, ra￿orza anche la consistenza del limite risolvendo un
SPP sia sugli insiemi richiesti che su quelli possibili di Y . Un’implementazione
incrementale dell’algoritmo del shortest path assicura che il ￿ltraggio sia fatto
e￿cientemente.
Problema Principale
Siano r una rotta realizzabile nel grafo originale (che contiene N clienti),
R l’insieme di tutte le possibili rotte r, cr il costo di visitare tutti i clienti
in r, A = (air) una matrice booleana che esprime la presenza del cliente i 2
f1;:::;ng = C in r ed xr la variabile booleana che speci￿ca se la rotta r Ł
scelta (xr = 1) o meno (xr = 0).
Il problema di set partitioning (S) Ł de￿nito quindi come segue:
min
X
r2R
crxr s:a
X
r2R
airxr = 1 8i 2 C;
x 2 f0;1g
n
Questa formulazione, comunque, pone qualche problema. Prima di tutto, dato
che Ł impraticabile costruire e memorizzare l’insieme R vista la sua dimensione
davvero grande, solitamente si lavora con un insieme parziale R
0 che viene
arricchito iterativamente risolvendo un sottoproblema. In secondo luogo, la
formulazione di set partitioning Ł di￿cile da risolvere quando R
0 Ł piccolo ed
ammette valori duali negativi che possono essere problematici per il sottopro-
blema (un duale negativo signi￿ca un costo marginale negativo per servire un
nodo).
Per questi motivi, come fatto da Desrosiers et al. [26], al posto della for-
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rilassata di set covering (M):
min
X
r2R
0
crxr s:a
X
r2R
0
airxr ¸ 1 8i 2 C;
x ¸ 0
Per arricchire R
0, Ł necessario trovare nuove rotte che o￿rano un modo migliore
di visitare i clienti che contengono, rotte che presentino un costo ridotto negati-
vo. Il costo ridotto di una rotta Ł calcolato rimpiazzando il costo dij di un arco
(la distanza tra i due clienti i e j) con il costo ridotto di tale arco cij = dij¡¸i,
dove ¸i Ł il valore duale associato al cliente i. Il valore duale associato ad un
cliente pu￿ essere interpretato come il costo marginale di visitare quel cliente
nella corrente soluzione ottima. L’obiettivo del sottoproblema Ł allora quello
di identi￿care un cammino di costo ridotto negativo, cioŁ un cammino per il
quale la somma della distanza percorsa Ł inferiore alla somma dei costi mar-
ginali (valori duali). Un tale cammino rappresenta un nuovo e migliore modo
di visitare i clienti da servire.
La soluzione ottima di (M) Ł identi￿cata quando non esiste alcun cammino
di costo ridotto negativo. Comunque, questa soluzione pu￿ essere frazionaria
dato che (M) Ł un rilassamento di (S) e cos￿ non rappresenta la soluzione
ottima di (S), ma piuttosto un limite inferiore su questa. Se questo Ł il caso,
Ł necessario usare uno schema di rami￿cazione per identi￿care una soluzione
intera.
Modello del Sottoproblema
Dato che il problema considerato in [39] Ł ciclico, non pu￿ essere usato un
semplice insieme di variabili per registrare le soluzioni (come proposto in [35])
dato che la costruzione di una soluzione completa dall’insieme di visite incluse
richiederebbe di risolvere un TSP. Occorre quindi un nuovo modello.
Sia N = f0;1;:::;ng l’insieme di tutti i clienti, compreso il nodo 0 che
rappresenta il deposito di partenza, e sia n + 1 il nodo che rappresenta il
deposito in cui tornano i veicoli dopo il servizio. Sia quindi N
0 = f1;:::;n+1g
l’insieme di tutti i nodi eccetto il deposito iniziale.134 VRPTW
Per descrivere il modello del sottoproblema consideriamo i seguenti para-
metri:
￿ dij, che rappresenta la distanza dal nodo i al nodo j;
￿ tij, che rappresenta il tempo necessario per spostarsi da i a j;
￿ ai e bi, che rappresentano rispettivamente i limiti sinistro e destro della
￿nestra temporale relativa al cliente i;
￿ li, che rappresenta il carico da portare al nodo i, cioŁ la domanda del
nodo i;
￿ ¸i, che rappresenta il valore duale associato al nodo i;
￿ C, che rappresenta la capacit￿ del veicolo;
￿ cij = dij ¡ ¸i, che rappresenta il costo ridotto per andare dal nodo i al
nodo j.
Consideriamo poi le seguenti variabili:
￿ Pri 2 N 8i 2 N
0;
che rappresenta il predecessore diretto del nodo i;
￿ Si 2 N
0 8i 2 N;
che rappresenta il successore diretto del nodo i;
￿ Ti 2 [ai;bi] 8i 2 N [ fn + 1g;
che rappresenta il tempo di visita del nodo i;
￿ Li 2 [0;C] 8i 2 N [ fn + 1g;
che rappresenta il carico del veicolo prima della visita al nodo i.
La variabile S identi￿ca il successore diretto nel cammino di ogni nodo del
grafo, ma per brevit￿ ci riferiremo a tale variabile solo come variabile suc-
cessore. Un nodo i lasciato fuori dal cammino scelto Ł rappresentato da un
cappio e la variabile Si Ł in questo caso ￿ssata al valore i. Allo stesso modo ci
riferiremo alla variabile Pr come predecessore al posto di predecessore diretto.
L’obiettivo Ł quello di minimizzare la somma dei costi ridotti dell’intero
percorso, vale a dire
min
X
i2N
ciSi;APPROCCIO ESATTO IBRIDO DI OR E CP 135
soggetta ai vincoli:
￿ AllDifferent(S),
che Ł il vincolo di conservazione di ￿usso;
￿ NoSubTour(S),
che Ł il vincolo di eliminazione dei sottopercorsi;
￿ Ti + tiSi · TSi 8i 2 N;
che sono i vincoli di ￿nestre temporali;
￿ Li + li = LSi 8i 2 N;
che sono i vincoli di capacit￿.
Gli ultimi due insiemi di vincoli impongono il rispetto della capacit￿ dei veicoli
e delle ￿nestre temporali dei clienti propagando l’informazione sul tempo e sul
carico quando un nuovo arco diventa noto.
Il vincolo AllDifferent(S) Ł usato per esprimere la conservazione del ￿us-
so nella rete. La natura della variabile decisionale gi￿ impone che ogni nodo
abbia esattamente un arco uscente, ma Ł anche necessario assicurare che ogni
nodo abbia allo stesso modo esattamente un arco entrante. Per far questo Ł
necessario assicurare che nessuna coppia di nodi abbia lo stesso successore ed Ł
proprio quello che impone il vincolo AllDifferent(S). Questa propriet￿ Ł ot-
tenuta risolvendo un problema di matching in un grafo bipartito e mantenendo
la consistenza su archi in un modo incrementale (come descritto in [87]).
Il vincolo NoSubTour(S) Ł preso dal lavoro precedente degli autori che pre-
senta un algoritmo di CLP per il TSPTW [47]. Per ogni catena di clienti, si
conserva memoria del primo e dell’ultimo visitati, e quando due catene ven-
gono unite (quando una variabile Ł ￿ssata ed un nuovo arco Ł introdotto) si
aggiornano le informazioni riguardanti il primo e l’ultimo cliente della catena e
si rimuove il valore del primo dal dominio della variabile successore dell’ultimo
(impedendo cos￿ che si formi un ciclo).
Vincoli Addizionali del Sottoproblema
Per migliorare il tempo di soluzione vengono introdotti anche dei vin-
coli ridondanti, i quali non modi￿cano l’insieme soluzione ma permettono di
migliorare la potatura ed il ￿ltraggio.136 VRPTW
Il primo tipo di vincoli ridondanti, preso ancora una volta da [47], esegue
un ￿ltraggio basato sul fatto di restringere le ￿nestre temporali. Questi vincoli
mantengono per ogni nodo i il tempo di partenza piø tardi possibile ed il nodo
j associato a tale tempo. Quando il dominio di Si viene modi￿cato, il vincolo
prima di tutto veri￿ca che j sia ancora nel dominio di Si ed in tal caso non
esegue il ￿ltraggio. Questa implementazione permette che il calcolo del tempo
realizzabile sia veramente e￿ciente dato che essa previene controlli ridondanti
di soluzioni realizzabili note.
Il secondo tipo di vincoli ridondanti Ł rappresentato da una famiglia di
vincoli che riduce il numero di nodi esplorati dell’albero di ricerca riducendo il
numero di archi del grafo del sottoproblema. L’idea Ł quella di eliminare archi
che non saranno certamente presenti nella soluzione ottima del PTP. Una tale
pratica Ł nota come cost-based ￿ltering o optimization constraints ed Ł stata
introdotta da Focacci, Lodi e Milano in [42].
Nell’approccio in esame vengono proposti due vincoli che eliminano archi
che possono ridurre in modo signi￿cativo la dimensione del grafo originale
sulla base sella seguente idea: se il valore duale associato ad un cliente non Ł
su￿cientemente grande, allora pu￿ non valere la pena di visitare questo cliente.
Ancora, questi vincoli sono validi se e solo se vale la disuguaglianza triangolare
per le risorse. Altrimenti, la visita di un cliente intermedio potrebbe produrre
risparmi in qualche risorsa, permettendo cos￿ la visita di clienti extra. Dato
che questa disuguaglianza non vale quando i = j, il vincolo non Ł stato de￿nito
sui cappi.
Il primo tipo di vincolo di eliminazione di archi Ł de￿nito come segue: dato
un arco (i;j), se per tutti gli altri clienti k che sono elementi del dominio della
variabile successore Sj di j Ł sempre piø economico andare direttamente da i
a k piuttosto che passare attraverso j (cioŁ, dij +djk ¡¸j > dik) , allora l’arco
(i;j) pu￿ essere eliminato dal grafo del sottoproblema dato che esso non sar￿
mai parte di una soluzione ottima:
8i 2 N; 8j 2 Si :
j 6= i impone che
¡
8k 2 Sj : k 6= i 6= j (dij + djk ¡ ¸j > dik)
¢
=) Si 6= j:
Il secondo tipo di vincolo di eliminazione di archi Ł de￿nito come segue:
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include i Ł sempre piø economico andare direttamente da k a j piuttosto che
passare attraverso i (cioŁ, dki + dij ¡ ¸i > dkj), allora l’arco (i;j) pu￿ essere
eliminato dal grafo del sottoproblema dato che esso non sar￿ mai parte di una
soluzione ottima:
8i 2 N; 8j 2 Si :
j 6= i impone che
¡
8k 2 Pri : k 6= i 6= j (dki + dij ¡ ¸i > dkj)
¢
=) Si 6= j:
Questi vincoli possono essere applicati prima che sia intrapresa la ricerca
per identi￿care un cammino di costo ridotto negativo, e potrebbero essere cos￿
usati in congiunzione con ogni metodo che riguardi il PTP (anche un approccio
di PD che risolve un rilassamento del PTP). Comunque, dato che si sta usando
il paradigma della CP si pu￿ ottenere un’ulteriore potatura applicando questi
vincoli durante la ricerca.
Per girare in modo e￿ciente, questi vincoli di eliminazione di archi devono
essere implementati in modo incrementale. Vediamo cosa signi￿ca questo per
il primo tipo di vincolo, ma il ragionamento pu￿ essere facilmente ricondotto
al secondo tipo. Per ogni arco (i;j) Ł mantenuto il valore di k, un successore di
j per il quale dij +djk ¡¸j · dik. Quando il dominio di Sj viene modi￿cato, il
vincolo rende valide due condizioni prima di eseguire qualsiasi ￿ltraggio: prima
di tutto, l’arco (i;j) deve ancora essere un possibile arco nella soluzione, cioŁ
il valore j deve ancora essere presente nel dominio di Si; in secondo luogo, se il
valore di k Ł ancora nel dominio di Sj allora non pu￿ esserci alcun ￿ltraggio e
l’algoritmo di ￿ltro ritorna. Solo quando l’arco (i;j) Ł ancora presente e k non
Ł piø un possibile successore di j il vincolo cerca un nuovo valore di k; quando
non ne viene trovato alcuno, allora l’arco viene rimosso.
Strategie di Ricerca per il Sottoproblema
Per costruire la soluzione Ł necessario de￿nire delle euristiche di selezione di
variabile e di valore. Le strategie di selezione proposte in [39] sono basate sulla
cosiddetta Programmazione con Vincoli basate sulla programmazione dinamica
proposta da Focacci e Milano [44].
In [44] viene de￿nita l’architettura di vincolo globale orientato all’ottimiz-
zazione. Accanto alle variabili decisionali del problema X1;:::;Xn coinvolte
nel vincolo, un parametro addizionale del vincolo Ł la variabile Z che rappre-
senta la funzione obiettivo del problema ed una funzione di costo.138 VRPTW
Concettualmente, un vincolo globale di CP incorpora una componente soft-
ware contenete un algoritmo di ￿ltraggio che pota i domini sulla base di un ra-
gionamento di realizzabilit￿: un valore viene rimosso dal dominio di una varia-
bile se si dimostra irrealizzabile ed ogni vincolo interagisce con gli altri vincoli
attraverso la modi￿ca del dominio della variabile coinvolta. Intuitivamente,
si vuole eseguire una potatura basata su un ragionamento di ottimalit￿: un
valore viene rimosso dal dominio di una variabile se si dimostra sub-ottimale.
A questo scopo, si estende l’architettura concettuale di vincolo globale di CP
con due componenti addizionali: una componente di ottimizzazione ed un
algoritmo di ￿ltraggio basato sul costo.
La componente di ottimizzazione Ł un risolutore in grado di calcolare la
soluzione ottima del problema che Ł tipicamente un rilassamento del problema
rappresentato dal vincolo globale. Questo rilassamento dipende dalla seman-
tica dichiarativa del vincolo globale e dalla funzione obiettivo del problema.
In generale, la componente di ottimizzazione Ł basata su tecniche di OR, su
algoritmi con ￿nalit￿ speciali per problemi strutturati o su algoritmi di PL con
￿nalit￿ generali.
La componente di ottimizzazione dovrebbe restituire tre parti di infor-
mazione:
￿ la soluzione ottima s¤ del problema rilassato;
￿ il valore LB della soluzione ottima, il quale rappresenta un limite infe-
riore sul problema corrispondente al vincolo globale e quindi sul valore
della funzione obiettivo totale;
￿ una funzione grad(V;v) che misura il costo dell’assegnamento variabile-
valore, cioŁ dell’assegnamento del valore v alla variabile V .
Queste informazioni vengono sfruttate sia per ￿nalit￿ di ￿ltraggio che per
guidare la ricerca attraverso rami promettenti (in termini di costo) dell’albero.
Una prima (banale) propagazione viene eseguita per imporre la condizione
LB · Z, dove Z Ł il dominio della variabile che rappresenta la funzione
obiettivo (nell’ipotesi di problema di minimizzazione).
Piø interessante risulta la propagazione dalla funzione gradiente grad(X;v)
verso le variabili decisionali X1;:::;Xn. La funzione gradiente fornisce una
valutazione ottimistica sul costo di ogni assegnamento variabile-valore. Data
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ottima di un problema in cui una data variabile Ł assegnata ad un dato valore,
cioŁ la valutazione LBX=v (si pu￿ fare tale calcolo per tutte le variabili e tutti
i valori appartenenti ai loro domini). Cos￿, se questa valutazione Ł piø grande
della miglior soluzione trovata ￿no al momento, il valore pu￿ essere rimosso
dal dominio della variabile. Piø formalmente, per ogni valore j del dominio di
ogni variabile Xi si pu￿ calcolare un valore di limite inferiore del sottoproble-
ma generato se il valore j Ł assegnato a Xi, LBXi=j = LB + grad(Xi;j). Se
LBXi=j Ł piø grande o uguale al limite superiore del dominio di Z, j pu￿ essere
rimosso dal dominio di Xi.
La componente di ottimizzazione e l’algoritmo di ￿ltraggio comunicano
attraverso un mapping tra le variabili di CP coinvolte nel vincolo globale ed il
modello sfruttato dal risolutore di ottimizzazione.
In tale struttura di CP basata sulla PD viene utilizzata la nozione di varia-
bili condizionali, introdotte per modellare metodi di PD in CP. Esse sono usate
per de￿nire grandezze che possono avere o non avere senso nella de￿nizione
di un problema. Una variabile condizionale Ł molto simile ad una variabile
tradizionale, eccetto per il fatto che essa Ł associata ad un vincolo di de￿nizione:
quando questo vincolo Ł soddisfatto, la variabile condizionale si comporta come
una variabile regolare; quando il vincolo diventa violato, la variabile viene
svuotata e tutti i vincoli che la coinvolgono sono banalmente soddisfatti.
Per una de￿nizione piø formale, una variabile condizionale V c Ł de￿nita
dalla coppia (Dc;Cc), dove Dc Ł il dominio di valori possibili e Cc Ł un vincolo,
anche indicato con Cc(V c). Il dominio Dc deve contenere almeno un valore se
e solo se il vincolo Cc Ł rispettato, mentre Ł vuoto altrimenti. La variabile Ł
detta vera se il suo vincolo di de￿nizione Ł vero, falsa altrimenti.
Possono essere de￿niti diversi operatori che coinvolgono le variabili con-
dizionali. Consideriamo prima di tutto il vincolo di uguaglianza de￿nito tra
una variabile V di dominio D ed una variabile condizionale V c = (Dc;Cc):
il vincolo V c = V vale se Cc Ł falso oppure se Cc Ł vero e le due variabili
prendono lo stesso valore. Il vincolo di uguaglianza pu￿ cos￿ essere propagato
come segue:
i = 2 D =) V
c 6= i 8i 2 D
c;
C
c =) (i = 2 D
c ) V 6= i 8i 2 D):
In modo simile, questo vincolo di uguaglianza pu￿ essere applicato a due varia-
bili condizionali V c
1 = (Dc
1;Cc
1);V c
2 = (Dc
2;Cc
2): il vincolo V c
1 = V c
2 vale se140 VRPTW
Cc
1 ^ Cc
2 Ł falso oppure se Cc
1 ^ Cc
2 Ł vero e le due variabili assumono lo stesso
valore.
Le variabili condizionali possono anche essere combinate tra loro per mezzo
di operatori aritmetici ed il concetto di variabili condizionali Ł stato anche
usato in CP per implementare disgiunzioni esclusive, le quali dicono che solo
una variabile dell’insieme di variabili condizionali deve essere vera.
Un vincolo globale pu￿ essere de￿nito come segue: xunion(V c
[1;:::;k];y;x),
dove y ed x sono variabili regolari e V c
[1;:::;k] Ł un vettore di k variabili con-
dizionali. Il vincolo assicura che esattamente una delle k variabili condizionali
sar￿ vera, imponendo inoltre che tale variabile eguagli la variabile y e de-
￿nendo la variabile x come l’indice al quale essa Ł collocata nell’array (cioŁ,
x 2 [1;:::;k]).
A questo punto, in aggiunta al modello del sottoproblema presentato prece-
dentemente, vengono introdotte nuove variabili e nuovi vincoli per imple-
mentare un grafo del rilassamento dello spazio degli stati del problema origi-
nale. La prima variabile P indica la posizione nella quale ogni nodo Ł visitato,
Pi indica quindi la posizione del nodo i nella soluzione ed Ł settata a 0 quando
il nodo i non Ł visitato nel cammino ottimo (eccetto per il nodo sorgente, che
Ł detto essere visitato in posizione 0).
Per ogni nodo i, viene poi introdotta una nuova variabile condizionale
Sc
ip = (N
0;Pi = p) 8p 2 N, la quale rappresenta il nodo direttamente suc-
cessivo al nodo i nel cammino ottimo se i viene visitato nella posizione p. Le
variabili condizionali sono qui necessarie dato che Sc
ip non ha alcun senso se i
non Ł visitato alla posizione p. Vengono introdotte anche simili variabili con-
dizionali, T c
ip e Lc
ip, rispettivamente in relazione alla dimensione temporale e
di capacit￿ del problema. Le variabili originali Si;Ti;Li sono uguali alla di-
sgiunzione esclusiva delle n variabili condizionali Sc
ip;T c
ip;Lc
ip dato che il nodo
i pu￿ essere visitato in una sola posizione. Tali variabili e vincoli aggiuntivi
permettono che la ricerca proceda nella modalit￿ della PD.
Le nuove variabili del problema sono quindi le seguenti:
￿ Pi 2 N 8i 2 N;
￿ Sc
ip 2 (N
0;Pi = p) 8i;p 2 N;
￿ T c
ip 2 ([ai;bi];Pi = p) 8i;p 2 N;
￿ Lc
ip 2 ([0;C];Pi = p) 8i;p 2 N:APPROCCIO ESATTO IBRIDO DI OR E CP 141
I nuovi vincoli sono invece i seguenti:
￿ P0 = 0;
￿ Sc
i0 = i 8i 2 N n f0g;
￿ Sc
ip 6= i 8i 2 N; 8p 2 N n f0g;
￿ xunion(Si[0;:::;n];Si;Pi) 8i 2 N;
￿ xunion(Ti[0;:::;n];Ti;Pi) 8i 2 N;
￿ xunion(Li[0;:::;n];Li;Pi) 8i 2 N;
￿ (Pj = p) ) 9i 6= j : Sc
i(p¡1) = j 8i;p 2 N;
￿ T c
ip + tiSc
ip · TSc
ipp+1 8i 2 N;
￿ Lc
ip + li = LSc
ipp+1 8i 2 N:
Una volta aggiunti tali vincoli al modello originale, Ł possibile propagare infor-
mazioni limite su tutte le nuove variabili (quelle indicizzate dal valore di po-
sizione) nella modalit￿ della PD (come descritto in [44]). Questa informazione
Ł poi usata per guidare il processo di rami￿cazione sulle variabili originarie (S).
La strategia di selezione di variabile tenta di costruire il cammino piø corto
dal nodo sorgente all’ultimo nodo, selezionando sempre la variabile successore
dell’ultimo nodo i che Ł stato aggiunto al cammino.
L’euristica di selezione del valore consiste semplicemente nel ￿ssare Si al
piø promettente valore del dominio di Sip, dove p Ł la posizione in cui i Ł stato
inserito; Si viene quindi ￿ssato al valore j che minimizza dij.
Dato che trovare il cammino ottimo di costo ridotto negativo non Ł im-
portante in una struttura di generazione di colonne, il problema Ł trattato
come un CSP e solo le prime k soluzioni vengono incluse nell’insieme R
0 delle
possibili rotte.
Limiti Inferiori per il Sottoproblema
Per potare e￿cientemente l’albero di ricerca occorre essere in grado di cal-
colare limiti inferiori ad ogni nodo. Sfortunatamente, anche se la letteratura Ł
proli￿ca in termini di limiti inferiori per il TSP, non ne esiste alcuno per il PTP.
Tuttavia, Ł abbastanza semplice trasformare un PTP in un TSP asimmetrico142 VRPTW
[25], cioŁ in un ATSP, aggiungendo N nodi e 2N archi (si noti che in questo
nuovo grafo cij = dij). Questa porzione extra del grafo costituisce un cammino
￿ttizio che permette la visita di nodi lasciati non visitati dalla soluzione del
PTP. Il costo di visita di un nodo attraverso tale cammino ￿ttizio Ł settato al
costo del suo valore duale associato. Il valore obiettivo della soluzione ottima
risultante del ATSP sar￿ superiore al valore della soluzione ottima al PTP per
una costante pari alla somma di tutti i valori duali (
P
i2f1;:::;ng ¸i).
Ben noti limiti inferiori del ATSP possono allora essere applicati al grafo
trasformato una volta rilassati i vincoli relativi alle risorse. Una soluzione
ottima al problema di assegnamento (Assignment Problem, AP) Ł un limite
inferiore per il ATSP dato che esso Ł ottenuto rilassando il vincolo NoSubTour.
E￿cienti metodi primale-duale (come l’algoritmo Ungherese) possono essere
usati per risolvere il problema AP e fornire costi ridotti, con i quali pu￿ essere
eseguito qualche ulteriore ￿ltraggio di domini. Come descritto in [43], il costo
ridotto c
0 pu￿ essere interpretato come il costo addizionale che incorre se un
arco nuovo viene introdotto nella soluzione. Gli archi (i;j) il cui costo ridotto
aggiunto al limite inferiore supera il corrente limite superiore (LB+c
0
ij > UB)
possono cos￿ essere eliminati dinamicamente durante la ricerca.
Branch-and-Price per Risolvere il Problema
La soluzione ottima al problema principale Ł ottenuta una volta provato
che non esiste alcun cammino di costo ridotto negativo. Sfortunatamente,
questa soluzione non Ł sempre intera e si rende cos￿ necessario uno schema di
rami￿cazione, detto branch-and-price (un metodo consistente nel ￿rami￿care￿
e nel ￿valutare￿), per chiudere lo scarto di interezza tra soluzione frazionaria
del problema principale e la soluzione intera del VRPTW.
Non Ł utile rami￿care sulle variabili del problema principale dato che queste
variabili non possono essere forzate a prendere il valore 0. Anche ￿ssando xr
a 0 si potrebbe non prevenire in modo e￿ciente che l’algoritmo di CP generi
ancora la stessa rotta r e la aggiunga all’insieme R
0. Si scelgono quindi come
variabili di rami￿cazione le variabili B, variabili successore simili a quelle usate
per descrivere il sottoproblema. Sia fr
ij un valore booleano che indica se j Ł il
successore di i nella rotta r (vale 1 se questo Ł vero, 0 altrimenti) e fij il ￿usso
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La strategia di rami￿cazione Ł la seguente:
1. Nodo 0. Si itera tra il problema principale ed il sottoproblema ￿no a
quando non esistono piø cammini di costo ridotto negativo.
2. Limitazione superiore. Se la corrente soluzione del programma principale
Ł intera ed il suo valore Ł migliore della miglior soluzione trovata, allora si
aggiorna il limite superiore, si memorizza la soluzione corrente e si torna
indietro.
3. Rami￿cazione. Una volta trovata la soluzione ottima del problema prin-
cipale, si identi￿ca la variabile maggiormente frazionaria dato che deve
essere ￿ssata la successiva variabile di rami￿cazione (B). Per fare questo,
prima si calcola il ￿usso che attraversa ogni arco, fij =
P
r2R
0 fr
ijxr, e poi
si conta per ogni cliente i il numero oi di archi uscenti di ￿usso positivo.
In￿ne, si seleziona per la rami￿cazione la variabile Bi che Ł associata con
il massimo valore di oi e si rami￿ca sul valore j che massimizza fij.
4. Esplorazione del problema principale. Nel caso di arresto nel criterio di
selezione di un valore deve essere impiegato un arresto della strategia.
Dato che, nel caso presente, il problema principale pu￿ essere risolto
in modo davvero e￿ciente, esso pu￿ essere usato per stimare l’impatto
di decisioni di rami￿cazione. Viene cos￿ temporaneamente imposto il
risultato di selezionare ogni valore sul problema principale, che viene
poi risolto. La strategia di rami￿cazione seleziona poi il valore che ha
generato il valore meno basso del problema principale.
5. Filtraggio. Una volta eseguita una decisione di rami￿cazione, Ł impor-
tante applicarla in tutto il resto dell’algoritmo. La prima misura da
prendere Ł quella di prevenire la selezione di ogni colonna che violi deci-
sioni precedentemente prese. Per fare questo, si ￿ssa la seguente variabile
nel modello di Set Covering:
xr = 0 8r 2 R
0
; 8i 2 N; 8j = 2 Bi : f
r
ij = 1:
¨ anche cruciale assicurare che le decisioni di rami￿cazione siano prese
in considerazione al livello del sottoproblema. Si aggiungono quindi i
seguenti vincoli al modello del sottoproblema:
j = 2 Bi ) j = 2 Si 8i;j 2 f1;:::;Ng:144 VRPTW
6. Limitazione inferiore. Proprio come al passo 1, si itera tra il problema
principale ed il sottoproblema ￿no a quando non esistono piø cammini
di costo ridotto negativo, prendendo in considerazione i nuovi vincoli di
￿ltraggio. Se il limite inferiore ottenuto Ł piø grande del limite supe-
riore, allora si torna indietro e si cancella la decisione di rami￿cazione
precedentemente presa. Altrimenti, si torna al passo 2.
L’approccio ibrido al VRPTW proposto da Gendreau et al. [39] Ł stato
in grado di risolvere molti problemi di taglia piccola (intorno ai 25 clienti) ed
alcuni di taglia medio-grande (50-100 clienti).Conclusioni
I metodi esatti di OR presentati nel capitolo precedente si sono rivelati, in
generale, abbastanza e￿cienti nel trattare il VRPTW, come pure la grande
variet￿ di problemi ad esso collegati. Alcuni dei metodi e degli algoritmi pre-
sentati sono stati applicati con successo nella pratica. Tali metodi esatti han-
no contato sullo sfruttamento intelligente di strutture speciali del problema
ed hanno sicuramente bene￿ciato dei costanti avanzamenti nella tecnologia di
calcolo.
Tutti i risultati computazionali degli approcci presentati sono stati ottenu-
ti dagli autori con riferimento ad un insieme di problemi di prova sviluppato
da Solomon [91]. Solomon presenta due insiemi di problemi: l’insieme 1 che
ammette approssimativamente da 5 a 10 clienti per rotta (a causa di vincoli di
tempo e di capacit￿) e l’insieme 2 che ammette anche piø di 30 clienti per rotta.
L’insieme 2 non Ł ancora stato considerato da metodi esatti di ottimizzazione
perchØ ritenuto troppo di￿cile e quindi i problemi di prova ￿no ad ora sono
stati presi solamente dall’insieme 1. Tale insieme Ł suddidiviso in tre diversi in-
siemi di problemi che si distinguono per la caratterizzazione dei dati geogra￿ci
dei problemi: nell’insieme di problemi R1 i dati geogra￿ci vengono generati in
modo casuale, nell’insieme C1 i dati geogra￿ci si presentano divisi in gruppi e
nell’insieme di problemi RC1 alcuni dati vengono generati casualmente ed altri
sono raggruppati. I problemi in C1 sono 27, quelli in R1 36 e quelli in RC1 24;
in totale quindi, nell’insieme di problemi 1 ci sono 87 problemi. Il cliente da
servire Ł identico per tutti i problemi all’interno della stessa tipologia (R, C, o
RC). I problemi di￿eriscono tra loro per la larghezza delle ￿nestre temporali:
alcuni problemi presentano delle ￿nestre temporali veramente strette, mentre
altri hanno delle ￿nestre talmente grandi da essere a malapena vincolanti. Il
calcolo del costo e del tempo di viaggio non Ł stato speci￿cato da Solomon ed
ogni ricercatore ha usato diverse convenzioni. Questo fatto complica il con-
fronto tra diversi approcci a causa delle diverse convenzioni usate. Tutti i
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problemi di prova sono problemi euclidei con 100 clienti, considerati problemi
di dimensione grande. Tuttavia, vengono generati anche problemi con 25 o 50
clienti, prendendo i primi 25 o i primi 50 clienti dell’insieme di 100 clienti; tali
problemi sono considerati rispettivamente di dimensione piccola e media.
L’unico approccio di programmazione dinamica al VRPTW, cioŁ quello
di Kolen et al. [71], parzialmente ispirato ad un lavoro precedente sul VRP
[22], Ł stato il primo approccio esatto al VRPTW nel caso di deposito singolo
e ￿otta omogenea e risale ormai al 1987. Il metodo non si Ł rivelato parti-
colarmente e￿ciente, riportando soluzioni ottime per pochi problemi ￿no a
15 clienti dall’insieme di dati di Solomon. Le limitazioni di questo approccio
sono essenzialmente dovute alla dimensione dello spazio degli stati, anche se
questa Ł stata ridotta dall’uso di una procedura di rilassamento dello spazio
stesso. Inoltre, questo metodo non pu￿ facilmente incorporare nuovi vincoli
(molteplicit￿ di veicoli o di depositi), se non usando uno spazio degli stati
allargato.
Per quanto riguarda gli approcci basati sul rilassamento lagrangiano, in
genere essi sono stati usati per il VRPTW allo scopo di minimizzare la distanza
totale percorsa per una ￿otta di dimensione ￿ssata. Usando una struttura di
K-tree, Fisher et al. [38] sono riusciti a risolvere 12 problemi in C1, di cui 5
problemi con 25 clienti, 5 con 50 e 2 con 100. Nella maggior parte dei problemi
in C1 lo scarto di interezza Ł piuttosto piccolo, mentre nei problemi R1 esso
Ł grande e solo i problemi piø piccoli sono stati risolti. Nessun problema
Ł invece stato risolto in RC1. Tale metodo non si dimostra competitivo con
quello di variable splitting proposto dagli stessi autori, con il quale sono riusciti
a risolvere 21 problemi, di cui 15 problemi in C1 (6 con 25 clienti,5 con 50 e 4
con 100) e 6 in R1 (5 con 25 clienti e 1 con 50). Lo stesso approccio di variable
splitting Ł stato messo a punto anche da Halse [57] con risultati migliori, con
un totale di 33 problemi risolti, di cui 20 in C1, 10 in R1 e 3 in RC1.
Un altro approccio basato sul rilassamento lagrangiano Ł quello di Kohl e
Madsen [70], i quali nel 1997 propongono un algoritmo che sfrutta il rilassa-
mento lagrangiano dei vincoli di assegnamento. Tale approccio, come quelli
di variable splitting e decomposizione di Dantzig-Wolfe, divide il problema in
un problema principale (trovare i moltiplicatori di Lagrange ottimi) ed in un
sottoproblema (un ESPPTWCC). Tuttavia, tale approccio crea istanze relati-
vamente facili del sottoproblema in confronto alla decomposizione di Dantzig-
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che il numero di moltiplicatori di Lagrange Ł molto piø piccolo. Il metodo Ł
stato testato solo sui 27 problemi dell’insieme C1, dato che tali problemi sono
noti richiedere rami￿cazioni davvero piccole ed il lavoro presentato Ł incentra-
to sul calcolo di limiti inferiori e non contiene alcun nuovo risultato su una
strategia di rami￿cazione. Tutti i problemi sono stati risolti al’ottimalit￿ e 25
su 27 sono stati risolti senza rami￿care. Tale metodo ha permesso di risolvere
problemi ￿no a 100 clienti (9 con 25, 9 con 50 e 9 con 100), compresi problemi
￿no a quel momento irrisolti, mostrandosi quindi molto competitivo con altri
approcci presenti in letteratura. Il tempo di calcolo in genere Ł di 8 volte in-
feriore a quello nell’approccio di variable splitting di Halse [57] (che Ł migliore
solo per sette istanze tra le piø facili).
Al momento, gli algoritmi ottimi che usano la rami￿cazione e i tagli sulle
soluzioni ottenute attraverso la decomposizione di Dantzig-Wolfe sono i migliori
nel campo di ricerca sul VRPTW. L’approccio di Desrosiers et al. [26] presen-
tato nel 1992 trova soluzioni ottime per 29 problemi con 25 clienti, 14 con 50
e 7 con 100 clienti: un totale di 50 problemi, di cui 21 in C1 (9 con 25 clienti,
7 con 50 e 5 con 100 clienti), 21 in R1 (12 con 25 clienti, 7 con 50 e 2 con 100)
e 8 in RC1 (tutti con 25 clienti).
I risultati computazionali rivelano anche che il rilassamento lineare del
modello di tipo set covering fornisce un eccellente limite inferiore primale che
a sua volta permette la derivazione e￿ciente di una soluzione ottima mediante
il branch-and-bound. Per 27 problemi su 87 tentati, il limite inferiore Ł uguale
al valore ottimo; per gli altri problemi, lo scarto di interezza medio tra la
soluzione del rilassamento del problema di set covering e la soluzione ottima
del VRPTW Ł 1.5 %.
In termini di tempo di calcolo, il metodo di generazione di colonne Ł molto
piø e￿ciente per problemi con le ￿nestre piø vincolanti. In questi casi, i sotto-
problemi che generano rotte realizzabili sono facili da risolvere con la PD dato
che gli insiemi di stati realizzabili sono relativamente piccoli. Inoltre, anche in
questi casi il rilassamento lineare fornisce limiti eccellenti (al contrario, i limiti
prodotti da altri rilassamenti generalmente deteriorano se le ￿nestre temporali
diventano sempre piø strette). In￿ne, il numero di colonne generato Ł assai
grande dato che ogni volta che il sottoproblema Ł risolto vengono introdotte
nel modello molte colonne di costo marginale negativo. Nonostante ci￿, tale
procedura di generazione di colonne riduce il tempo totale di CPU rispetto
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L’algoritmo ottimo di Soumis et al. [30] sviluppato nel 1999 Ł stato invece in
grado di risolvere all’ottimalit￿ un numero considerevole (69 su 87) di problemi
di Solomon coinvolgenti ￿no a 100 clienti, alcuni ￿no a quel momento irrisolti,
ed un problema con 150 clienti: in totale 70 problemi, di cui 27 in C1 (9 con
25 clienti, 9 con 50 e 9 con 100), 24 in R1 (12 con 25 clienti, 9 con 50 e 3 con
100) e 18 in RC1 (8 con 25 clienti, 8 con 50 e 2 con 100), oltre a quello con
150 clienti. Tale algoritmo si Ł dimostrato piø veloce di altri precedentemente
considerati in letteratura (10 volte piø veloce di quelli presentati in [26] e [57])
ed i risultati computazionali mostrano l’e￿cacia delle disuguaglianze valide
sviluppate nel ra￿orzare i limiti inferiori per il VRPTW.
Bisogna notare che gli algoritmi di generazione di colonne e gli approcci di
variable splitting hanno esibito risultati computazionali assai simili. Il primo
metodo per￿ si Ł dimostrato lievemente superiore nella qualit￿ delle soluzioni
rispetto al secondo, riuscendo a risolvere diversi problemi in piø rispetto all’al-
tro. In aggiunta, il metodo di generazione di colonne si Ł rivelato molto piø
e￿ciente in termini di tempo di calcolo.
Ci sono diverse ragioni che spiegano la performance dell’approccio di genera-
zione di colonne rispetto a quella dei diversi approcci basati sul rilassamento
lagrangiano per il VRPTW. In primo luogo, l’algoritmo del simplesso usa-
to per risolvere il problema principale nella decomposizione di Dantzig-Wolfe
fa uso di una grande quantit￿ di informazioni (per esempio, tutte le colonne
aggiunte) ed aggiusta rapidamente i moltiplicatori, mentre l’ottimizzazione
del sub-gradiente nel secondo tipo di approccio dipende solo dall’iterazione
precedente. In secondo luogo, il metodo di decomposizione di Dantzig-Wolfe Ł
primale e permette l’utilizzo di molte euristiche per una convergenza rapida.
In￿ne, tale metodo fornisce maggiori informazioni per progettare meglio uno
schema di branch-and-bound per chiudere lo scarto di interezza tra soluzione
frazionaria e intera. Per esempio, decisioni di rami￿cazione prese su variabili
di ￿usso, su variabili temporali o su vincoli globali sono state progettate ed
implementate nell’approccio di decomposizione di Dantzig-Wolfe. La maggior
parte di queste decisioni di rami￿cazione possono essere trasferite ad approcci
lagrangiani, migliorando cos￿ la loro performance. Questa Ł proprio la direzione
presa da Kohl e Madsen [70] che riportano risultati davvero promettenti con un
approccio di shortest path, riuscendo a risolvere problemi di dimensione grande
ed anche a ridurre drasticamente il tempo di CPU richiesto per risolvere un
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Una propriet￿ empiricamente osservata nei metodi di generazione di colonne
Ł quella che il valore della soluzione intera del problema di set partitioning
risultante dall’uso della decomposizione di Dantzig-Wolfe Ł molto vicino al suo
rilassamento lineare. Bramel e Simchi-Levi [14] hanno mostrato che lo scarto
presente tra soluzioni intera e frazionaria diventa arbitrariamente piccolo ten-
dendo a zero con l’aumentare del numero di clienti. Questo rende il processo
di branch-and-bound piø e￿ciente.
Riassumiamo in una tabella i risultati computazionali degli approcci esatti
di OR al VRPTW analizzati in questo lavoro, ad esclusione dei due approcci
che si sono rivelati piuttosto scarsi, cioŁ quello di PD [71] ed uno di variable
splitting [83]. Per ogni approccio riportiamo il numero di istanze risolte di
varia dimensione (con 25, 50 e 100 clienti) ed il numero totale di problemi
risolti dall’insieme di Solomon. Si noti che per l’approccio di Halse [57] non
siamo stati in grado di reperire i dati esatti sulle istanze risolte (nelle relative
colonne appare quindi un ￿ - ￿), ma solo il numero totale di problemi risolti.
In￿ne, il valore 1 aggiunto nella penultima colonna dell’approccio di Soumis et
al. [30] rappresenta un problema risolto con 150 clienti.
APPROCCIO 25 CL. 50 CL. 100 CL. TOTALE
Fisher et al. (K-Tree) [38] 5 5 2 12
Fisher et al. (V.S) [38] 11 6 4 21
Kohl & Madsen [70] 9 9 9 27
Halse [57] - - - 33
Desrosiers et al. [26] 29 14 7 50
Soumis et al. [30] 29 26 14 + 1 70
Tra gli approcci esatti di OR al VRPTW presentati nel capitolo prece-
dente, quindi, uno dei migliori Ł certamente quello basato sulla generazione di
colonne proposto da Desrosiers et al. [26]. Appare naturale usare tale metodo
per il confronto con l’approccio ibrido di OR e CP basato sulla generazione di
colonne, presentato da Gendreau et al. [39] e descritto nell’ultima sezione del
capitolo precedente. Tale scelta Ł determinata anche dal fatto che i due approc-
ci propongono la stessa decomposizione, cioŁ la stessa de￿nizione del problema
principale e del sottoproblema, del VRPTW. Confrontiamo l’approccio ibrido
anche con l’approccio di Soumis et al. [30], il migliore tra tutti gli approcci
esatti di OR presentati per quanto riguarda i risultati computazionali.150 METODI ESATTI DI RISOLUZIONE PER IL VRPTW
Anche il metodo ibrido Ł stato testato sui problemi di Solomon ed Ł stato
in grado di risolvere tutti i problemi di dimensione piccola ed alcuni di quelli di
dimensione media e grande. In particolare, il metodo ha risolto all’ottimalit￿
tutti i problemi con 25 clienti, cos￿ come in [26] ed in [30], il 55 % dei problemi
con 50 clienti, contro il 48 % in [26] ed il 90 % in [30], ed il 28 % dei problemi
con 100 clienti, contro il 24 % in [26] ed il 52 % in [30]. Infatti dei 27 problemi
in C1 Ł stato in grado di risolverne 25, di cui 9 con 25 clienti, 9 con 50 e 7 con
100; dei 36 in R1 Ł stato in grado di risolverne 19, di cui 12 con 25 clienti, 6
con 50 e 1 con 100; dei 24 in RC1 ne ha risolti 9, di cui 8 con 25 clienti ed 1
con 50. In totale, l’approccio ibrido Ł stato in grado di risolvere 53 problemi
dall’insieme di dati di Solomon, contro i 50 risolti in [26] ed i 70 risolti in [30].
Riassumiamo il risultato del confronto fra i tre approcci, comprese le percentu-
ali di risoluzione sulle diverse dimensioni dei problemi, nella tabella seguente:
APPROCCIO 25 CL. 50 CL. 100 CL. TOTALE
Desrosiers et al. [26] 29 (100%) 14 (48%) 7 (24%) 50
Gendreau et al. [39] 29 (100%) 16 (55%) 8 (28%) 53
Soumis et al. [30] 29 (100%) 26 (90%) 14 + 1 (52%) 70
In termini di risultati computazionali, il metodo ibrido si posiziona quindi
tra l’approccio di generazione di colonne di Desrosiers et al. [26] e quello di
Soumis et al. [30], il quale resta il migliore in assoluto.
Durante il progetto del metodo ibrido, l’enfasi Ł stata posta sulla crescente
￿essibilit￿ piuttosto che sulla riduzione del tempo di calcolo. Il metodo ibrido
Ł infatti piø lento dell’approccio puro di OR proposto da Desrosiers et al. [26]
e quindi anche di quello presentato da Soumis et al. [30], anche considerando
la di￿erenza nella performance dei computer negli anni (tra [26] e [39] intercor-
rono ben 12 anni). Vale la pena, per￿, notare che il metodo ibrido Ł risultato
molto piø veloce dell’approccio puro di CP al VRPTW (con ￿otta eterogenea)
presentato da Guadin [52] nel 1997.
I risultati, in termini del numero di problemi risolti, ottenuti dal metodo
ibrido sono confrontabili con quelli forniti in letteratura da simili algoritmi di
OR, ma il paradigma della CP produce un approccio certamente piø ￿essibile.
Per esempio, i vincoli di precedenza o ogni tipo di vincoli logici sui clienti o
sui veicoli possono essere facilmente supportati nella struttura di CP.
Il fatto che i risultati computazionali dell’approccio ibrido al VRPTW
rispetto agli approcci puri di OR non siano particolarmente incoraggianti, spie-CONCLUSIONI 151
ga il motivo per cui l’approccio ibrido studiato Ł l’unico presente in letteratura
per il VRPTW. Piø in generale, il fatto che le tecniche di CP siano piø lente
per quanto riguarda i tempi di calcolo rispetto a quelle di OR, spiega lo scar-
so sviluppo di approcci puri o ibridi di CP per problemi di Ottimizzazione
Combinatoria molto di￿cili, al pari del problema VRPTW studiato in questo
lavoro.
Per altri tipi problemi piø facili, invece, gli approcci ibridi o puri di CP
si sono rivelati molto e￿caci, riuscendo a competere con i risultati ottenuti
per gli stessi problemi da approcci puri di OR. Questo spiega, ad esempio, i
diversi metodi risolutivi puri ed ibridi di CP proposti in letteratura negli ultimi
anni per il TSPTW (come, ad esempio, [47] e [42]), un di￿cile problema di
Ottimizzazione Combinatoria strettamente correlato al VRPTW, ma un p￿
piø facile da a￿rontare e risolvere.
Nel vasto campo dei problemi di Ottimizzazione Combinatoria, la ricerca
sta sviluppando quindi metodi di risoluzione di￿erenti, puri o ibridi sia di
OR che di CP, ognuno dei quali dotato di particolari caratteristiche, vantaggi
e svantaggi, cercando di individuare i campi di applicazione piø adatti per
ciascuno di essi.
La ricerca sull’integrazione di OR e CP ha ottenuto ￿no ad ora importanti
risultati che hanno certamente messo in luce la caratteristica piø importante
del paradigma della CP, vale a dire la ￿essibilit￿. Insieme alla sua particolare
espressivit￿, la ￿essibilit￿ rappresenta uno dei maggiori punti di forza della CP.
La CP permette infatti di descrivere in modo naturale problemi anche molto
complessi e di trattare abilmente vincoli molto complicati che solitamente si
incontrano in problemi reali. Questo aspetto rende certamente la CP un utile
strumento che pu￿ essere utilizzato anche da utenti che non siano specialisti
della metodologia dell’ottimizzazione. Si pensi, ad esempio, alla facilit￿ di ag-
giunta di vincoli nel paradigma della CP, in contrapposizione alla di￿colt￿ di
modi￿ca di un programma in OR. Tale ￿essibilit￿ Ł per lo piø una conseguen-
za del modo di CP di mantenere separate la speci￿cazione del modello e le
componenti algoritmiche.
Notevoli sono stati gli sforzi fatti in questi anni nella comunit￿ di OR per
raggiungere simili risultati in un ambiente tradizionale di Programmazione
Matematica e lo sviluppo di linguaggi e sistemi di modelling (come GAMS,
AMPL e ABACUS) pu￿ essere interpretato come un tentativo di competere
con la CP su queste questioni. La maggior parte degli stessi ricercatori di152 METODI ESATTI DI RISOLUZIONE PER IL VRPTW
OR, tuttavia, Ł convinta del fatto che per quanto riguarda l’espressivit￿ e la
￿essibilit￿ risulti vincitrice la CP sulla OR.
Molto spesso, per￿, tale ￿essibilit￿ non Ł accompagnata da risultati com-
putazionali pienamente soddisfacenti. Per questo motivo non si pu￿ dire che la
OR possa o debba cedere il posto a questo paradigma emergente. Le tecniche di
OR restano sempre tecniche molto e￿cienti ed indispensabili per la risoluzione
di molti problemi di￿cili di Ottimizzazione Combinatoria. Per questo motivo,
si tende a considerare la CP non come il rimpiazzo della ormai ￿obsoleta￿ OR,
ma piuttosto come un insieme di nuove ed e￿caci tecniche di risoluzione che
possono essere aggiunte agli strumenti gi￿ disponibili per i ricercatori di OR e
quindi tecniche di cui la OR pu￿ solo bene￿ciare. Anzi, il punto di forza della
OR Ł proprio il suo appoggio su un insieme diversi￿cato di modelli e tecniche
che possono essere selettivamente applicati, da soli o in combinazione, in varie
strutture e vari ambienti.Bibliogra￿a
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