A critical problem in clustering research is the definition of a proper metric to measure distances between points. Semi-supervised clustering uses the information provided by the user, usually defined in terms of constraints, to guide the search of clusters. Learning effective metrics using constraints in high dimensional spaces remains an open challenge. This is because the number of parameters to be estimated is quadratic in the number of dimensions, and we seldom have enough sideinformation to achieve accurate estimates. In this paper, we address the high dimensionality problem by learning an ensemble of subspace metrics. This is achieved by projecting the data and the constraints in multiple subspaces, and by learning positive semi-definite similarity matrices therein. This methodology allows leveraging the given side-information while solving lower dimensional problems. We demonstrate experimentally using high dimensional data (e.g., microarray data) the superior accuracy achieved by our method with respect to competitive approaches.
Introduction
Clustering is the subject of active research in several fields such as statistics, pattern recognition, and machine learning. The clustering problem concerns the discovery of homogeneous groups of data according to a certain similarity measure, such that data in a cluster are more similar to each other than data assigned to different clusters. The definition of a proper similarity measure is a difficult problem that lies at the core of the field of machine learning. The structure of the groups discovered in the data by a given clustering technique strongly depends on the similarity measure used. Data mining adds to clustering the complication of large data sets with high dimensionality. Large amounts of unlabeled data are available in real-life data mining tasks, e.g., unlabeled messages in an automated email classification system, or genes of unknown functions in microarray data. This imposes unique computational requirements on clustering algorithms. Furthermore, the sparsity of the data in high dimensional spaces can severely compromise the ability of discovering meaningful clustering solutions.
Recently, semi-supervised clustering has become a topic of significant research interest. While labeled data are often limited and expensive to generate, in many cases it is relatively easy for the user to provide pairs of similar or dissimilar examples. Semi-supervised clustering uses a small amount of supervised data, usually under the form of pairwise constraints on some instances, to aid unsupervised learning. The main approaches for semi-supervised clustering can be basically categorized into two general methods: constrained-based [22, 23, 3, 4] and metric-based [24, 8, 2] . The work in [5, 6] combines constraints with a distance metric. However, when facing high dimensional data, learning an effective metric with limited supervision remains an open challenge. The reason is that the number of parameters to be estimated is quadratic in the number of dimensions, and we seldom have enough side-information to achieve accurate estimates. For example, in our experiments we deal with microarray data with 4026 dimensions and less that 100 samples (a typical scenario with these kinds of data). Learning a similarity metric with a limited number of constraints becomes a very hard problem under these conditions due to the large parameter space to be searched.
In this paper, we address the high dimensionality problem by learning an ensemble of subspace metrics. This is achieved by projecting the data and the pairwise constraints in multiple subspaces, and by learning positive semi-definite similarity matrices therein [24] . This methodology allows leveraging the given side-information while solving lower dimensional problems. The diverse clusterings discovered within the subspaces are then combined by means of a graphbased consensus function that leverages the common structure shared by the multiple clustering results [9] . Our experimental results show the superior accuracy achieved by our method with respect to competitive approaches, which learn the metric in the full dimensional space.
Background

Distance Metric Learning
In the context of semi-supervised clustering, limited supervision is provided as input. The supervision can have the form of labeled data or pairwise constraints. In many applications it is more realistic to assume that pairwise constraints are available.
Suppose we have a set of points
⊆ D , and a set of pairwise constraints: must-link M L = {(x i , x j )} and cannot-link CL = {(x i , x j )}. The goal is to learn a distance metric that brings the must-link points close to each other and moves the cannot-link points far away from each other. Consider learning a distance metric of the form: d A (x, y) = (x − y) T A(x − y). To ensure that d A is a metric (i.e., satisfies non-negativity and the triangle inequality), A is required to be positive semi-definite, i.e., A 0. In general terms, A parameterizes a family of Mahalanobis distances over D . When A = I, d A gives the standard Euclidean distance; if A is diagonal, learning A corresponds to assigning different weights to features. In general, learning such a distance metric is equivalent to finding a transformation of the data that substitutes each point x with √ Ax.
The problem of learning A can be formulated as a convex optimization problem [24] : min A (xi,xj)∈ML x i − x j 2 A , such that (xi,xj )∈CL x i − x j A ≥ 1, and A 0. If we restrict A to be diagonal, i.e., A = diag{A 11 , ..., A DD }, the problem can be solved using the Newton-Raphson method and by minimizing the following function: 
Cluster Ensembles
In an effort to achieve improved classifier accuracy, extensive research has been conducted in classifier ensembles. Recently, cluster ensembles have emerged. Cluster ensembles offer a solution to challenges inherent to clustering arising from its ill-posed nature. In fact, it is well known that off-the-shelf clustering methods may discover very different structures in a given set of data. This is because each clustering algorithm has its own bias resulting from the optimization of different criteria. Cluster ensembles can provide robust and stable solutions by leveraging the consensus across multiple clustering results, while averaging out spurious structures due to the various biases to which each participating algorithm is tuned. In the following we formally define the clustering ensemble problem.
Consider a set of data
Given a collection of clustering solutions C and the desired number of clusters K, the objective is to combine the different clustering solutions and compute a new partition of X into K disjoint clusters.
Different methods have been introduced in the literature to solve the clustering ensemble problem. The techniques presented in [10] compute a matrix of similarities between pairs of points, and then perform agglomerative clustering to generate a final clustering solution. In [20, 21] the authors introduce new features to describe the data, and apply K-means and EM to output the final clustering solutions. Recently, several approaches have modeled the clustering ensemble problem as a graph partitioning problem [17, 21] . In the following, we provide the necessary definitions of graph partitioning.
A graph partitioning problem takes in input a weighted graph G and an integer K. A weighted graph G is defined as a pair G = (V, E), where V is a set of vertices and E is a |V |×|V | similarity matrix. Each element E ij of E captures the similarity between vertices V i and V j , with E ij = E ji and E ij ≥ 0 ∀ i, j. Given G and K, the problem of partitioning G into K subgraphs consists in computing a partition of V into K groups of vertices
The sum of the weights (i.e., similarity values) of the crossed edges is defined as the cut of the partition. In general, we want to find a K-way partition that minimizes the cut. In [9] , the authors propose a method (Hybrid-Bipartite-Graph-Formulation, or HBGF), which considers both the similarity of instances and the similarity of clusters when producing the final clustering solution. Specifically, given a cluster
, where each vertex in V C represents a cluster of the ensemble C, and V I contains N vertices each representing an instance of the data set X. If both vertices i and j represent clusters or instances, E ij = 0; otherwise, if instance i belongs to cluster j, E ij = E ji = 1, and 0 otherwise. The authors in [9] use a multi-way spectral graph partitioning algorithm [15] to find a K-way partition of the resulting bipartite graph.
Subspace Metric Cluster Ensemble Algorithm
A limited number of pairwise constraints may not be effective for learning a distance metric in high dimensional spaces due to the large parameter space to be searched. We tackle this issue by reducing the given high dimensional problem with fixed supervision into a number of smaller problems, for which the dimensionality is reduced while the amount of supervision is unchanged. To achieve this goal, we utilize and leverage the paradigm of learning with ensembles. It is well known that the effectiveness of an ensemble of learners depends on both the accuracy and diversity of the individual components [12] . A good accuracy-diversity trade-off must be achieved to obtain a consensus solution that is superior to the components. Our method generates accurate learners by assigning each of them a problem of lower dimensionality, and, at the same time, by providing each of them the entire amount of constraints. Furthermore, diversity is guaranteed by providing the learners different views (or projections) of the data. Since such views are generated randomly from a (typically) large pool of dimensions, it is highly likely that each learner receives a different perspective of the data, which leads to the discovery of diverse (and complementary) structures within the data. The experimental results presented in this paper corroborate the motivation behind our approach. The details of our subspace metric ensemble algorithm follow.
We are given a set X of data in the D dimensional space, a set of mustlink constraints M L, and a set of cannot-link constraints CL. We assume that the desired number of clusters to be discovered in X is fixed to K. We reduce a D dimensional semi-supervised clustering problem into a number (S) of semi-supervised clustering problems of reduced dimensionality F . To this end we draw S random samples of F features from the original D dimensional feature space. Moreover, for each must-link constraint ( [24] . 4. Cluster data X in each subspace F l with K-means, using the metric dA l and the number of clusters fixed to K. This gives an ensemble of S clusterings. 5. Use the HBGF algorithm [9] to construct the bipartite graph G = (V, E) from the resulting S clusterings. 6. Use spectral graph partitioning to obtain the final clustering result.
Fig. 1. Subspace Metric Cluster Ensemble Algorithm
We have now reduced the original problem into S smaller problems, each of dimensionality F , where we can assume F D. We proceed by learning the matrices A l in each subspace F l , using the corresponding sets of constraints M L F l and CL F l , with l = 1, · · · , S, according to the method presented in [24] (as described in Section 2.1). Note that the dimensionality of each matrix A l is now reduced to F ×F . We then cluster the data X in each subspace F l , with K-means, using the corresponding distance metrics d A l , for l = 1, . . . , S, and with the number of clusters fixed to K. This gives an ensemble of S clusterings. We finally use the HBGF algorithm [9] to construct the bipartite graph G = (V, E) from the resulting S clusterings as described in Section 2.2, and apply spectral graph partitioning to obtain the final clustering result. The algorithm is summarized in Figure 1 . In our experiments, we refer to this algorithm as KMeans-Metric-S.
The authors in [24] also provide clustering results obtained by performing constrained K-means combined with the learned matrix A. During the assignment of points to clusters, each pair of points in the set of must-link constraints is assigned to the same cluster (only must-link constraints are used in [24] in this case). To compare our subspace approach with the constrained K-means clustering in full space, we also perform constrained K-means using the learned matrices A l in each of the generated subspaces. In our experiments, we refer to the resulting technique as KMeans-Metric-S-cst. We take advantage of both cannot-link and must-link constraints, and compare the clustering results (in full and reduced spaces) under the same conditions. In order to implement constrained K-means, once we have learned the matrix A, in full space and in each of the subspaces, we rescale the data according to x → √ Ax, and minimize the objective function [4, 5, 11] :
where C k , k = 1, · · · , K, indexes the clusters, µ k is the centroid of cluster C k , C i and C j are the clusters to which points x i and x j are assigned, w ij and w ij are the constraint violation costs between x i and x j , and 1[·] is an indicator function with a value of 1 if its argument is true, and 0 otherwise. w ij and w ij are parameters whose values can be provided as part of the supervision, or can be chosen by the user according to the degree of confidence in the constraints. Here, our concern is to perform a fair comparison between the subspace metric learning approach and the metric learning in full space under the same conditions. Thus, following [4, 5] , we set each w equal to the average distance between pairs of points in the data. Such constant provides a scaling for the constraint violation costs which is comparable to the within-cluster scatter measure (first term in the equation above). The same constraint information is provided to K-means performed in full space and in each of the subspaces. We observe that the approaches in [6, 5] can easily be extented to incorporate our concept of subspace metric cluster ensemble.
Experimental Design
To demonstrate the effectiveness of our subspace metric cluster ensemble, we consider two microarray data sets which reflect the challenges discussed above: the NC160 [16] We compare two variants of the proposed subspace cluster ensemble approach: the KMeans-Metric-S and the KMeans-Metric-S-cst algorithms, as described in Section 3. Constrained K-means is performed by minimizing the objective function provided in Section 3, where the weights of the constraint violation costs are set to the average distance between pairs of points in the data set. We also compare the corresponding variants for metric learning in full feature space, which we call KMeans-Metric-F and KMeans-Metric-F-cst, respectively, as well as constrained K-Means (KMeans-cst), and K-Means with no supervision.
For K-Means, KMeans-Metric-F and KMeans-Metric-S, we randomly initialize the clusters, and set the number of clusters K to the actual number of classes in the data. For KMeans-cst, KMeans-Metric-F-cst and KMeans-Metric-S-cst, the clusters are initialized using the approach presented in [5, 11] : we take the transitive closure of the constraints to form neighborhoods, and then perform a farthest-first traversal on these neighborhoods to get the K initial clusters. We ensure that the same constraint information is given to each competitive algorithm. For all four methods KMeans-Metric-S, KMeans-metric-F, KMeans-metric-F-cst, and KMeans-metric-F-cst we learn a distance metric d A with diagonal matrix A.
Experimental Results
To evaluate clustering results, we use the Rand Statistic index [19, 24, 22] . Figures  2-3 show the learning curves using 20 runs of 2-fold cross-validation for each data set (30% for training and 70% for testing). These plots show the improvement in clustering quality on the test set as a function of an increasing amount of pairwise constraints. For studying the effect of constraints in clustering, 30% of the data is randomly drawn as the training set at any particular fold, and the constraints are generated only using the training set. We observe that, since folds are randomly generated, there is no guarantee that all classes are represented within the training data. The clustering algorithm was run on the whole data set, but we calculate the Rand Statistic only on the test set. Each point on the learning curve is an average of results over 20 runs.
We learn the metrics in 120 subspaces separately for the NCI60 and Lymphoma data sets, each of which is produced by randomly selecting 60 features (i.e., S = 120 and F = 60). For the Wine and Breast-Cancer data sets, the metrics are learned separately in 30 subspaces (S = 30), each of which is produced by randomly selecting 8 features (F = 8) for Wine data and 10 features (F = 10) for Breast-Cancer data.
From Figures 2-3 , we can clearly appreciate the benefits of using our subspace metric ensemble techniques. For the two high dimensional data, NCI60 and Lymphoma, when a small number of constraints is used, the KMeans-Metric-S and KMeans-Metric-S-cst algorithms show large clustering quality improvements with respect to the competing techniques. In fact, for these two data sets, the algorithms KMeans-Metric-S and KMeans-Metric-S-cst leverage the given side-information while solving much lower dimensional problems (from 1155 dimensions down to 60, and from 4026 down to 60, respectively).
For the Wine and Breast-Cancer data, the improvement of the clustering quality for KMeans-Metric-S and KMeans-Metric-S-cst is more gradual throughout the increasing of the number of constraints. The dimensionalities of these two data sets is much lower (13 and 30 respectively), and the dimensionalities of the subspaces are 8 and 10, respectively. The overall gap in quality improvement between the subspace metric ensemble methods and the remaining techniques on these data clearly shows the positive effect of using ensembles of clusterings: the accuracy and diversity of the individual clustering solutions allow to achieve an improved consensus clustering that is superior to the component ones. In fact, although the dimensionalities of the full space and the subspace do not differ greatly, the ensemble technique is capable of taking good advantage of the increased amount of supervision (this is particularly evident in Figure 3 for the Breast-Cancer data set). We observe that, in general, the trend for the algorithms that operate in full space is rather flat, showing that a limited amount of supervision does not have a high impact in high dimensional spaces.
No significant difference between KMeans-Metric-S and KMeans-Metric-Scst was observed throughout the tested data sets. The same is true for the corresponding algorithms in full space.
Analysis of Diversity. We investigate here the trade-off between accuracy and diversity achieved by our subspace cluster ensembles. A Kappa-Error diagram [12] allows to visualize the diversity and the accuracy of an ensemble of classifiers. To analyze the diversity-quality trade-off of our subspace metric ensembles, we measure diversity using the Normalized Mutual Information (NMI) [18] between each pair of clustering solutions. In addition, we average the two NMI values of the pair, each computed using the ground truth labels. Such average provides a single quality measure for each pair of clustering solutions.
We have plotted the diversity-quality diagrams based on the KMeans-Metric-S algorithm for each of the four data sets considered (the percentage of constraints is fixed to 12%). For lack of space we report here only the diagram for the NCI60 data set (Figure 4 (left) ). For every data set, the quality of the ensemble is superior to that of the individual components, proving the effectivess of our subspace cluster ensembles. The vertical dashed line indicates the quality of the final clustering provided by the ensemble (measured in terms of NMI with respect to the underlying class structure). We note that when the NMI between two clustering solutions (shown on the y axis) is zero, the diversity is maximized. On the other hand, when the average NMI of each pair (shown on the x axis) is maximized, their quality is also maximized. Thus, ideally, the points would populate the right-hand bottom corner of the figure. Figure 4 (left) shows that the components of the ensemble have a relatively high diversity and quality, thus they achieve a good trade-off which is reflected in the increased quality of the ensemble with respect to the clustering components. This result emphasizes the fact that, while our technique reduces the curse-of-dimensionality effect, interestingly, it also takes advantage of the high dimensionality of the data to guarantee diversity among the ensemble components. As a consequence, it is most effective with high dimensional data. Figure 4 (right) shows the quality of the ensemble as a function of different ensemble sizes for the Wine and Breast-Cancer data sets. Fixing the constraints (12%), each point in the graph is an average of results over 20 runs. While for the NCI60 and Lymphoma data (not included for lack of space) no significant increase in quality is observed within the range of sizes tested, for the Wine and Breast-Cancer data (Figure 4 (right) ) we observe an increasing trend in quality as the ensemble size increases. It is reasonable to expect that increasing the ensemble size for the two data sets of lower dimensionality results in a better trade-off between accuracy and diversity of the components.
Time Complexity. The KMeans-Metric-F (or KMeans-Metric-F-cst) technique performs the computation of the distance metric d A followed by the K- [13] , where N is the number of data, K is the number of clusters, R is the number of iterations, and D is the dimensionality of the data. When D N K, the most costly step is the computation of the distance metric. The corresponding time complexities for the KMeans-Metric-S (or KMeansMetric-S-cst) are O(F 2 × S) for the first step, and O(N × K × r × F × S) for the second step, where F is the dimensionality of the subspaces (usually F D), S is the ensemble size, and r is the number of iterations of K-Means. The subspace ensemble technique includes also the construction of the bipartite graph and the execution of a K-way graph partitioning (using spectral graph partitioning) whose cost is O ((max{N, K×S}) 3/2 K +rN K 2 ). The first term is due to the computation of K eigenvectors for a N × (K(S)) matrix, and the second term corresponds to the complexity of K-Means in K dimensions. To compare the running times of the two approaches (full space vs. subspace ensemble), we fix the number of constraints and the ensemble size, and record the running times for each phase of the algorithms. We repeat the computation 20 times and report the average running times in Table 1 . All the experiments are performed on a Linux machine with 2.8 GHz Pentium IV processor and 1 GB main memory. The total time for the approach in full space is T total = T metriclearning + T KMeans ; the total time for the subspace ensemble is T total = (T metriclearning + T KMeans ) × S + T HBGF .
The proposed subspace ensemble algorithm greatly reduce the running time for the Lymphoma data set. The full space and subspace approaches show comparable running times on the NCI60 data set. The ensemble approach has a larger running time for the Breast-Cancer and Wine data sets, since their dimensionalities are small. We emphasize that the computed running times are based on sequential executions for the ensemble components. Nevertheless, such computations can be easily run in parallel, allowing for further speed-up.
Related Work
The authors in [22] proposed the COP-KMeans algorithm, which assigns each point to the closest cluster that minimizes the violation of constraints. If no such cluster exists, it fails to assign the point. In [3] , the authors utilized labeled data to initialize the clusters. Constraints could be violated (Seeded-KMeans) in successive iterations, or could be strictly enforced (Constrainted-KMeans) throughout the algorithm. Moreover, [4] proposed the PCKMeans algorithm, which assigns weight parameters to the constraints. The work in [11] applies kernel methods to enable the use of both vector-based and graph-based data for semi-supervised clustering. However, the work in [11] does not learn a distance metric based on pairwise constraints.
In recent work on semi-supervised clustering with pairwise constraints, [8] used gradient descent combined with a weighted Jensen-Shannon divergence in the context of EM clustering. [2] proposed a Redundant Component Analysis (RCA) algorithm that uses must-link constraints to learn a Mahalanobis distance. [24] utilized both must-link and cannot-link constraints to formulate a convex optimization problem which is local-minima-free. [5, 6] proposed a method based on Hidden Markov Random Fields (HMRFs) which learns a metric during clustering to minimize an objective function which incorporates the constraints. This is equivalent to the minimization of the posterior energy of the HMRF.
Conclusions and Future Work
We have addressed the problem of learning effective metrics for clustering in high dimensional spaces when limited supervision is available. We have proposed an approach based on learning with ensembles that is capable of producing components which are both accurate and diverse. In our future work we will investigate the sensitivity of our approach with respect to the dimensionality of subspaces, and possibly define an heuristic to automatically estimate an "optimal" value for such parameter. Furthermore, we will explore alternative mechanisms to credit weights to features by utilizing the constraints; consequently we will bias the sampling in feature space to favor the estimated most relevant features.
