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ABSTRACT
A large earthquake triggers earthquakes on many nearby faults. Most of the
triggered earthquakes (i.e. aftershocks) can be explained by the static stress increase in the
region where they occur. Some aftershocks also occur in the regions of static stress
decrease or stress shadows. The current physical models of aftershock occurrence are not
able to explain aftershocks that are observed in stress shadows. The static stress changes,
following an earthquake are calculated using slip that occurs on the main fault. The source
inversions, which calculate these slips, are not able to resolve finer scale details of slip due
to their coarser spatial resolution. The finer scale details of slip influence finer static stress
changes, which plays an important role in the production of smaller aftershocks. These
finer details of stresses may be able to better explain the occurrence of aftershocks in stress
shadows.
In this study, we perform dynamic earthquake rupture simulations of large
earthquakes. This modeling resolves the finer scale details of slip based on elasticity and
friction and hence has the ability to predict the spatial distribution of slip and stress
changes. We perform numerous two dimensional (2D) earthquake rupture simulations on
rough strike slip faults assuming elastic and plastic off-fault material properties. We
consider many different realizations of a self-affine rough fault profile. We output the static
stress changes in the off-fault medium from our simulations and use these to calculate the
Coulomb failure function (CFF) in the region surrounding the fault. We use similar and
variable orientations for receiver faults planes to calculate CFF values. The similar receiver
fault plane orientations are chosen to be parallel to overall trace of the main fault, while
the variable receiver fault orientations are determined using the angle at which plastic
shear strain is maximum.
Our results show that the stresses are highly complex in the region close to the
fault. This complexity reduces as the distance from the fault increases. We conclude that
the stress complexity observed in the near-fault region is due to roughness of the fault
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profile. The complexity of stresses in the near-fault region causes the CFF to be highly
heterogeneous in the near-fault region. We observe many positive CFF zones within
negative CFF zones in the near-fault region. We believe that these are the potential
locations of aftershocks observed in stress shadows. The areas where they appear would be
seen as stress shadows in typical static stress change calculations due to insufficient
resolution of the fault slip. Furthermore, we observe that the overall trend of the CFF with
distance remains similar either assuming elastic or plastic off-fault material properties. In
the near-fault region, we observe many more positive CFF zones when we calculate CFF
values using variable receiver fault orientations. Our results suggest that the spatial
aftershock distribution surrounding a fault is controlled by both stress heterogeneity as well
as the co-seismic damage zone complexity. Comparing our model rupture areas of positive
CFF zones with rupture areas of aftershocks and preshocks from relocated earthquake
catalogs of Northern and Southern California, we conclude that the stresses in the
near-fault region are dominated by the fault roughness effects throughout the seismic cycle.
We model the inter-seismic period of a complex rupture by running a quasi-static
model (LTM) initialized with stresses from dynamic earthquake rupture model. Our results
show that the geometrical bends of the fault profile causes the plastic deformation to be
localized in the co-seismic phase, which acts as a seed for the development of new shear
features in the inter-seismic phase.
We perform 3D deterministic earthquake ground motion simulations for the
northern Canterbury plains, Christchurch and the Banks Peninsula region of New Zealand,
which explicitly incorporate the effects of the surface topography. Our comparison of the
ground motions between the topographic model and the flat model shows differences in
ground motions for stations placed at higher elevations. These higher elevation stations
have higher peak accelerations and longer duration of the signals when topography is
considered, suggesting that the topography leads to stronger ground motions and
additional resonance of seismic waves.
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Chapter 1
Introduction
Earthquakes produce other earthquakes through aftershock sequences. Most of
these aftershocks occur in the traditional aftershock zone. The traditional aftershock zone
occupies an area of 1-2 fault lengths surrounding the mainshock’s (or main) fault. The
stress on the main fault drops during the mainshock, which changes the stresses on many
nearby (receiver) faults. The stress changes on some of these faults result in aftershock
triggering. The aftershocks pose significant hazards to humans due to their tendency to
produce strong ground motions and tsunamis, e.g. the 2010-2011 earthquake sequence of
Canterbury region killed 115 people, and damaged 150,000 homes (Potter et al., 2015).
Similarly, an aftershock of 1999 Izmit earthquake (7.4 magnitude) in Turkey killed 7 and
injured 420 people (Wiemer, 2000). Although aftershocks are hazardous, scientists
currently lack a complete understanding of aftershock triggering mechanisms. A better
understanding of aftershock triggering may help reduce seismic hazard and risk associated
with aftershocks in seismically active regions.
A decrease in the clamping stress or an increase in the shear stress on a receiver fault
brings it closer to failure. An area near a main fault where the clamping stress decreases
and/or the shear stress increases on the receiver faults is called zone of static stress
increase while an area where the clamping stress increases and/or the shear stress decreases
on receiver faults is called a zone of static stress decrease (or stress shadow) (Freed, 2005).
The occurrence of aftershocks in the traditional aftershock zone is broadly explained by the
mechanism of static stress change. Although this mechanism has explained a number of
features of aftershocks, there are few aspects of aftershock distributions which do not agree
with the prediction of the model based on static stress change (Segou & Parsons, 2014).
The occurrence of aftershocks in the stress shadow is one of those aspects of aftershocks
which is not fully understood. We conduct our study to investigate the occurrence of
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aftershocks in the stress shadows. Additionally, we aim to better understand the spatial
distribution of aftershock occurrence following a large earthquake with this study.
The static stress changes are calculated using slips that occur on the main fault.
These slips are estimated from source inversion studies. The spatial resolution of these
inversions are usually fairly coarse, and they are unable to resolve the fine scale details of
slip and hence finer details of stress changes. These details are necessary to explain the
spatial distribution of aftershocks, and may be necessary to understand the occurrence of
aftershocks in stress shadows. In our study, we use numerical modeling to better
understand the spatial distribution of aftershocks. We perform numerous dynamic
earthquake rupture simulations of an earthquake on strike slip faults. These simulations
calculate the fault slip by combining elastic wave propagation with fault constitutive laws
to generate a spontaneous physics-based model of faulting (Harris et al., 2018). This
modeling thus resolves the finer scale details of slip based on elasticity and friction and
hence has the ability to predict the spatial distribution of slip and stress changes, features
that are not resolved by stress changes estimated using observational data. These
simulations have been widely used to infer information related to physical processes
occurring during rupture propagation (Bizzarri & Cocco, 2005; Aochi et al., 2000). We aim
to improve our ability to understand the spatial distribution of aftershocks using dynamic
rupture simulations. Doing this will allow us to better constrain models of seismic hazard
and risk, as well as improve our overall understanding of the physics governing earthquake
occurrence.
We perform our dynamic earthquake rupture simulations on geometrically
heterogeneous (i.e. rough) strike slip faults. The geometrical heterogeneity of a fault is
important to consider during rupture process since it can significantly affect the earthquake
rupture process. Some studies (Chester & Chester, 2000; Dieterich & Smith, 2009) have
shown that these geometrical heterogeneities can introduce stress heterogeneities having
amplitudes equivalent to the prevailing stresses when the fault slips. We carry out a suite
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of two dimensional (2D) simulations of earthquakes on strike slip faults exhibiting complex
geometry to fully quantify the stress change resulting from dynamic slip on the fault and
present our results in chapter 2. The off-fault material property is considered elastic during
these simulations. Since real faults are represented by self-affine fractals (Candela et al.,
2012), we consider a range of fault roughness parameters representing major faults and run
simulations with numerous realizations of each set of fault roughness parameter values. We
calculate the Coulomb failure function (CFF) for each of these realizations using parallel
receiver fault orientations and quantify the CFF by computing its probability density
function (PDF). We compare our model predictions with observations of aftershock
distributions in space using relocated earthquake catalogs of Northern and Southern
California (Shearer et al., 2005; Waldhauser & Schaff, 2008). Since the main emphasis of
this work is to observe how the heterogeneous stress distribution associated with the fault
roughness can be related to the aftershock distribution, we analyze the seismicity both
before and after major earthquakes. Doing this helps us distinguish the effects of
heterogeneous stress distribution caused by fault roughness on stresses present in the
off-fault region during the pre-seismic phase and new stresses imposed in the same region
during the post-seismic phase.
In the third chapter, we carry out a suite of 2D simulations of earthquakes on strike
slip faults exhibiting complex geometry but describe the off-fault material using plasticity
instead of elasticity. Considering plasticity to represent the off-fault material is critical for
extreme stress conditions, since results presented in chapter 2 (i.e. simulations performed
using elastic properties) may not be relevant when extreme stress conditions are
encountered that cause the material to deform inelastically (Noda et al., 2009). An
advantage of using plastic properties for off-fault material is to approximate the receiver
fault orientations in the off-fault region by calculating the angle at which the plastic shear
strain is maximum. These orientations can then be used to calculate the CFF values in the
off-fault region. Hainzl et al. (2010) showed that incorporating realistic multiple receiver
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fault orientations changes the spatial pattern of predicted aftershocks, and the new pattern
shows better agreement with observed data (i.e. aftershocks of the 1992 Mw 7.3 Landers
earthquake). Furthermore another advantage of using plastic off-fault properties is that the
extent of plastic deformation in the off-fault region gives us a proxy of damage observed in
fault zones during earthquake rupture. This damage zone extent can then be used to
investigate how the damage zone controls the off-fault seismic activity. To run our
simulations for chapter 3, we consider self-similar fault fractal profiles (Hurst exponent
= 1), with fault roughness amplitude values of 0.01. These fault roughness values are taken
from major strike slip fault observational studies (Candela et al., 2012). Similar to chapter
2, we run our simulations for numerous realizations of the fault profile and then calculate
the amplitudes of the CFF for each of these realizations. We calculate the probability
density function (PDF) of the CFF from all fault realizations in order to quantify and
compare it with the aftershock distributions in space using observational data. We use
relocated earthquake catalogs from Northern and Southern California (Shearer et al., 2005;
Waldhauser & Schaff, 2008) for the comparison of our model results with naturally
occurring seismicity.
In fourth chapter, we investigate how the heterogeneous stresses resulting from
rupture simulations on a rough fault, influence the tectonic loading and damage process in
the near-fault region over the inter-seismic time period. We do this by coupling our
dynamic rupture code (that models the co-seismic phase) with a long term tectonic
modeling code (that models the inter-seismic phase), and running a complete simulation of
the inter-seismic loading phase. To explain the coupling in detail, we first carry out a few
dynamic rupture simulations on rough strike-slip faults in 2D, where the off-fault material
properties are described using plasticity. Similar to rupture simulations of chapter 3, we
use self-similar fault fractal profiles with fault roughness amplitude values of 0.01. Due to
the varying fault roughness, ruptures exhibit a wide range of slip characteristics, including
sub-shear rupture speeds, super-shear rupture speeds, and ruptures that arrest prior to
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propagating along the entire fault. We save the stress and plastic strain fields at the end of
these simulations and use these fields to initialize simulations of the inter-seismic phase.
The long-term tectonic modeling (LTM) code subjects the fault to slow, quasi-static
tectonic loading. The off-fault deformation in the LTM is based on continuum plasticity, so
that additional plastic deformation can occur due to the stressing imparted by tectonic
loading. This setup allows us to capture the damage process over time (during the
inter-seismic phase) for many different ruptures that had different slip characteristics.
Our dynamic earthquake rupture simulations using plasticity (chapter 3) show that
earth structure can plan an important role in understanding the dynamics of faulting, and
this also applies to ground motions. This study provides an example of how topography,
combined with complex velocity structures, might influence ground motions from an
earthquake. In chapter 5, we present our results from 3D kinematic rupture modeling of an
earthquake that occurred in the Christchurch area, New Zealand. The kinematic rupture
models are more focused on ground motions since they use prescribed evolution of fault
slip. The earthquake we modeled is a part of 2010-2011 Christchurch earthquake sequence
of New Zealand with a magnitude of Mw 5.4. The simulations are performed in an area of
120 km x 120 km, with the model reaching a depth of about 60 km. Our simulation
parameters are set to minimum shear wave velocity of 500 m/sec, and a maximum
frequency of 2.0 Hz. We incorporated the 3D velocity structure as well as the topography
of the region into our kinematic modeling. Our main objective of the study is to observe
how the 3D topography and velocity structure of the region affect the surface ground
motions, which in turn change the seismic hazard of the region.
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Chapter 2
Effect of fault roughness on aftershock distribution: Elastic off-fault material
properties
Aslam, K. S., and E. G. Daub (2018), Effect of fault roughness on aftershock
distribution: Elastic off-fault material properties, Journal of Geophysical Research: Solid
Earth, 123(11), 9689-9711.
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Abstract
We perform physics-based simulations of earthquake rupture propagation on geometrically
complex strike-slip faults to examine the off-fault stress changes resulting from dynamic
fault slip. We consider many different realizations of the fault profile and use the output of
our simulations to calculate the Coulomb failure function (CFF) for each realization. We
analyze the effects of fault maturity as well as the self-affine character of the fault surface
on the stress field. To quantify our results, we calculate the probability density function
(PDF) for the CFF as a function of distance and observe that the CFF values show a
greater variability in the near-fault region (distance < 3 km away from fault) and this
spread squeezes into a narrow negative range in the far-field region. In the near-fault
region, we see many zones of positive CFF change which are not observed in the far-fault
region. We consider these zones of CFF increase as locations of potential aftershocks and
compare their size with rupture areas of aftershocks from relocated earthquake catalogs of
Northern and Southern California. Our model results and observational data show a
relatively high probability of occurrence of smaller potential aftershock areas compared to
larger ones in the near-fault region. Additionally, based on our comparison with aftershock
and preshock data, we conclude that the stresses in the near-fault region are dominated by
fault roughness effects. Our results suggest that tectonic stresses are highly spatially
heterogeneous, and this complexity persists throughout seismic cycle.
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Introduction
The triggering mechanism of aftershocks is an aspect of earthquake occurrence
which is not fully understood. Many authors have proposed different effects such as static
stress changes (King et al., 1994), passing seismic wave induced dynamic stresses (Hill
et al., 1993; Gomberg et al., 2003), afterslip (Perfettini & Avouac, 2004), fluid flow (Nur &
Booker, 1972), static stress triggering of rate-and-state nucleation sites (Dieterich, 1994),
and the evolution of viscoelastic damage rheology (Ben-Zion & Lyakhovsky, 2006). All of
these effects are believed to play a role in aftershock triggering, but the exact contribution
of each mechanism is not known. Another factor complicating the identification of
causative effect of aftershock triggering is the delay in time of the aftershock events relative
to the main shock. Because of these observational challenges, it is not always possible to
identify the specific physics at work. While static stress changes explain many features of
aftershocks, one shortcoming of this model is that it cannot explain aftershock occurrence
in stress shadows. As an example, the Mw = 6.9 1989 Loma Prieta Earthquake has many
aftershocks occurring in regions of stress increase but there are additional aftershocks
which occurred in the regions of stress shadows (Segou & Parsons, 2014). Furthermore,
focal mechanisms following the Loma Prieta event are diverse, and are not aligned with the
directions expected for static stress triggering (Kilb et al., 1997; Beroza & Zoback, 1993).
In order to better understand aftershock triggering by static stresses, we perform
earthquake rupture simulations on rough faults and use physical models of slip and stress
to estimate the expected aftershock locations following a large earthquake. Dynamic
rupture simulations calculate fault slip by combining elastic wave propagation with fault
constitutive laws to generate a spontaneous physics-based model of faulting. This modeling
resolves the finer scale details of slip based on elasticity and friction and hence has the
ability to predict the spatial distribution of slip and stress changes, features that are not
resolved by stress changes estimated using observational data (Freed, 2005). Dynamic
rupture simulations have been widely used to infer information related to physical
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processes occurring during rupture propagation (Bizzarri & Cocco, 2005; Aochi et al., 2000;
Harris, 2004; Dunham & Archuleta, 2005; Dalguer et al., 2003; Shi & Ben-Zion, 2006;
Harris & Day, 1997; Tinti, Bizzarri & Cocco, 2005; Shi & Day, 2013; Daub & Carlson,
2008; Daub et al., 2010).
Real faults exhibit complex geometries and these geometrical complexities introduce
heterogeneities in the stress distribution when the fault slips (Candela et al., 2012; Brown
& Scholz, 1985; Power et al., 1987; Power & Tullis, 1995; Renard et al., 2006). Studies have
shown that during fault slip, non-planar fault geometry can introduce normal and shear
stress perturbations that are in many cases comparable to the prevailing stresses (Chester
& Chester, 2000; Dieterich & Smith, 2009). Many simulation studies (dynamic rupture
propagation as well as earthquake ground motions) have been performed considering faults
as rough surfaces to examine how rupture propagates on rough faults in comparison to flat
faults and how the surface ground motions at high or low frequency vary as a result of
earthquake nucleation and propagation on complex faults. Dieterich & Smith (2009)
studied the interactions among slip and off-fault stressing during slip on rough faults by
assuming quasi-static slip on the fault with a constant frictional coefficient. They observed
that linear scaling of fault slip with fault length is no longer observed for faults showing
realistic roughness values observed for natural faults. A study by Dunham et al. (2011c)
showed that dynamic ruptures on rough faults produce accelerograms exhibiting similar
characteristics at high frequencies to those observed in strong motion records from real
earthquakes. Fang & Dunham (2013) studied the effect of fault roughness to observe the
influence of supplementary tractions introduced on the fault due to its roughness. They
related differences in the observed background stress level required to generate moderate to
large earthquakes for mature and immature faults to an effective aditional shear resistance
termed “roughness drag” due solely to fault roughness. Bruhat et al. (2016) also explored
the behavior of rupture propagation on rough faults and observed that supershear rupture
transitions are more likely to be seen on rougher faults as compared to flat faults. Based on
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investigation of some special cases, they related those that favored transition to rupture
propagation into a segment which is unfavorably oriented, or to rupture deceleration due to
an unfavorable bend. They further observed that sustained propagation of these supershear
ruptures occur mostly on fault sections which are smoother than average. Shi & Day
(2013) performed dynamic rupture and ground motion simulations in three dimensions
(3D) on rough faults and observed that local stress perturbations due to non-planarity
cause incoherence in the rupture process, and found that the ground-motion intensities
estimated from their simulations are statistically similar to those of Ground Motion
Prediction Equations.
In this study, we build upon these previous studies and carry out a suite of two
dimensional (2D) simulations of earthquakes on strike slip faults exhibiting complex
geometry to fully quantify the stress change resulting from dynamic slip on the fault. Since
real faults are represented by self affine fractals (Candela et al., 2012), we consider a range
of fault roughness parameters representing major faults and run simulations with numerous
realizations of each set of fault roughness parameter values. We calculate the Coulomb
failure function (CFF) for each of these realizations and quantify the CFF by computing
its probability density function (PDF). We compare our model predictions with
observations of aftershock distributions in space using relocated earthquake catalogs of
Northern and Southern California (Shearer et al., 2005; Waldhauser & Schaff, 2008). Since
the main emphasis of this work is to observe how the heterogeneous stress distribution
associated with the fault roughness can be related to the aftershock distribution, we
analyze the seismicity both before and after major earthquakes. Doing this helps us
distinguish the effects of heterogeneous stress distribution caused by fault roughness on
stresses present in the off-fault region during the pre-seimsic phase and new stresses
imposed in the same region during the post-seismic phase.
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Model Setup
Fault roughness
A fault appears as linear feature on the surface of earth with wavy irregularities
(Candela et al., 2012; Brown & Scholz, 1985). These irregularities are observed at all scales
that have been measured (Brown & Scholz, 1985; Power et al., 1987; Power & Tullis, 1995;
Renard et al., 2006). A newly fractured rock shows a fractal profile, and then subsequent
slip decreases the amplitude of the roughness while still maintaining its fractal
characteristics (Sagy et al., 2007). Figure 1(a) shows the roughness of a fault profile in the
direction parallel to the slip of the fault. Self-similar and self-affine fractal fault profiles are
commonly used to describe observed fault roughness.
Self-similar profiles are curves that show identical characteristics regardless of the
scale of view (i.e. zooming in or out is equivalent to rescaling the length and height by the
same factor), while self-affine fractals require re-scaling the length and height by different
factors to obtain similar statistical profiles (Russ, 1994). Self-similar is thus a specific case
of self-affine where the root-mean-square (RMS) height fluctuation of the profile is
proportional to the length of the profile. Earlier studies (Brown & Scholz, 1985; Power &
Tullis, 1995; Lee & Bruhn, 1996) suggest that natural fault surfaces are self-similar fractals.
More recent studies (Sagy et al., 2007; Renard et al., 2006; Brodsky et al., 2011; Candela
et al., 2012, 2009, 2011) are able to provide very high resolution fault roughness
measurements. Some of these measurements suggest that fault surfaces in both the
slip-parallel and slip-perpendicular direction are self-affine fractals, though other authors
suggest that self-similar profiles provide a better overall description of the fault geometry
(Shi & Day, 2013).
We use two parameters to describe fault roughness. The first parameter is the Hurst
exponent, denoted by H, which quantifies the self-affine scaling of the fault profile. For a
self-affine fractal, if we rescale the horizontal scale by a factor x, then the vertical scale is
rescaled by factor xH (for the self-similarity case H = 1). The second parameter specifies
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Fig. 1: Modeling setup of our simulations of slip on a rough strike-slip fault. (a) Fault
roughness profile is shown with RMS height to wavelength ratio of 0.01 and Hurst
exponent of 1.0. The minimum wavelength of the profile is 500 m. The fault profile is
vertically exaggerated. (b) Domain setup of the fault trace shown in (a), shown to scale.
The fault profile is shown in the red color. The grid is constructed using transfinite
interpolation. We perform 100 simulations of each combination of roughness parameter but
in each case the domain dimensions remain the same, 80 km long and 40 km wide. In each
simulation, the fault profile is different which in turn changes the grid to be used for
solving the rupture propagation problem using finite differences.
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the actual height of fault curve relative to a planar fault. One such parameter that
quantifies the amplitude is the RMS deviation of a fault profile from planarity. The RMS
height (hrms ) for a 1D self-affine fault profile (y = f (x)) with length L can be defined as
s
hrms =

1
L

Z

L/2

f 2 (x)dx.

(2.1)

−L/2

Equation 2.1 considers all the wavelengths of roughness that are smaller than L.
The RMS height is related to the maturity of the fault as the roughness amplitude of the
fault varies when the fault progresses from immature to mature. The value of H varies
from 0.6 to 1 for observed fault surfaces while the RMS height to wavelength ratio has
values between 10−2 to 10−3 depending upon the maturity of the fault (Brodsky et al.,
2011). A smaller value of H indicates that the faults appears rougher when viewed at
decreasing scales and a smaller value of RMS height indicates a smoother fault profile. It is
also important to note that the RMS height is the same at all scales for self-similar
fractals, but it is scale dependent for self-affine fractals (Brown & Scholz, 1985; Aviles
et al., 1987; Okubo & Aki, 1987; Power et al., 1988). In this study, we use the RMS height
at the largest scale to quantify roughness for self-affine profiles. The Hurst exponent is
related to power spectral density for self-affine fractals:

p(k) ∝ k −1−2H .
Here p(k) is the spectral density, k is the wave number given by k =

(2.2)
2π
.
λ

In the case of a

self-similar profile,
p(k) = ck −3 .

(2.3)

Here c is given by 2π 3 γ 2 . The parameter γ is the RMS height to wavelength ratio. Figure
S1 shows spectral density plot for one dimensional (1D), self-similar fault and self-affine
fault profiles.
We simulate earthquake rupture propagation on self-affine faults with 100 different
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realizations of the fault profile for each choice of H and RMS height. For each realization
of fault roughness, the parameters are taken from observational values of real faults i.e. H
ranging from 0.6 - 1 and RMS height to wavelength ratio of 10−2 and 10−3 . A Fourier
method is used to generate the fault surface with the desired spectrum and random phase
(Andrews & Barall, 2011) with zero mean. Due to the finite numerical resolution of our
simulations, we cut off the fractal at a minimum wavelength corresponding to 20 times the
grid spacing to ensure that our modeling is well resolved.
Dynamic rupture model
We consider a 2D plane strain model for simulation of dynamic rupture propagation
as seen in Fig. 1 (b). The domain is 80 km long and 40 km wide. The fault surface is given
by the curve f (x) which deviates from y = 0 based on the values of Hurst exponent and
RMS height to wavelength ratio. For each combination of fault roughness parameters, we
run simulations of rupture propagation for 100 different realizations of the fault surface. We
run all our simulations with a grid spacing ∆x = 25 m. We have also run a few additional
simulations with a smaller grid spacing (∆x = 10 and 5 m) to confirm that our simulations
are well resolved at ∆x = 25 m. The selected ∆x gives a resolvable (minimum) fault
roughness wavelength λmin = 20∆x = 500 m = 0.5 km for all of our simulations. We use
rupture dynamics code fdfault, which solves the elastodynamic wave equation using finite
differences and has been verified against multiple benchmark problems of the SCEC/USGS
rupture code verification group (Harris et al., 2009, 2018). We run our simulations to 4th
order accuracy in both space and time. Fault and external boundary conditions are
imposed weakly (Kozdon et al., 2012), resulting in a method that is globally 4th order
accurate (Kozdon et al., 2013). The code handles the irregular geometry of the fault
surface through algebraic coordinate transformations on a structured grid (Liseikin, 2009).
We assume a uniform initial background stress field (negative in compression) in all
of our simulations. Because of the varied fault profile, the uniform stress tensor leads to
heterogeneous initial shear and normal tractions along the fault. Figure 2 shows the
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Fig. 2: Normal and shear tractions resolved on the fault plane. The fault roughness causes
the tractions to be highly heterogeneous along the fault even if the regional stresses are
uniform across the whole domain.
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normalized values of shear and normal traction resolved on each point on the fault plane
from the uniform regional stress tensor. As can be seen in Fig. 2, the traction values are
highly heterogeneous, with values as low as half of the maximum value of traction.
Depending on the realization of the fault surface, some ruptures may arrest at a
geometrically unfavorable bend and die out early, so to avoid this, we choose initial
background stress field values (given in table 1) that ensure at least 90% of ruptures
propagate 50 km from the nucleation point before dying out.
We model the friction on the fault using the linear slip weakening (SW) friction law
(Ida, 1972; Andrews, 1976, 1985; Day, 1982). This friction law has been widely adopted in
dynamic rupture simulations (Harris et al., 2009) and is conceptually simpler in
implementation (Bizzarri, 2010) when compared to other friction laws such as rate and
state friction (Dieterich, 1979; Ruina, 1983) or the Shear Transformation Zone friction law
(Daub & Carlson, 2010). For the SW law, the friction on the fault µ is a function of the
slip U on the fault. The initial friction on the fault µs drops to a dynamic friction value µd
over a critical slip distance Dc as a function of slip:

µ(U ) =




(µs − µd )(1 −

D
)
Dc



µ d

+ µd

for U < Dc

(2.4)

for U ≥ Dc .

Figure 3 illustrates the slip-dependent friction coefficient, where the friction linearly
drops from static friction to dynamic friction over a critical distance given by Dc . We
choose Dc = 0.4 m, µs = 0.7 and µd = 0.2 in all of our simulations. The low dynamic
friction is chosen based on lab experiments that show strong dynamic weakening at
co-seismic slip speeds (Goldsby & Tullis, 2011, 2002; Hirose & Bystricky, 2007; Di Toro
et al., 2011, 2004; Hirose & Shimamoto, 2005; Tsutsumi & Shimamoto, 1997; Beeler et al.,
2008). A complete list of parameter values used in this study is given in Table 1.
It is important to note that the friction on the fault is also spatially variable due to
the heterogeneous distribution of slip, and each point on the fault fails individually based
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Fig. 3: Friction on the fault is governed by the linear slip weakening law. No slip occurs
until the ratio of shear to normal stress reaches the static friction µs . Once slip initiates,
the friction decreases linearly with slip to the dynamic coefficient µd over a critical slip
distance Dc .
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on the stress changes from wave propagation and fault slip. In some of our simulations, we
also encounter tensile normal traction at some points on the fault during fault slip. We do
not allow fault opening in these simulations, and set the fault to have zero shear strength
when tensile normal tractions occur.
In all of our simulations, we start rupture near the center of the fault. We also vary
our rupture nucleation strategy for a single realization of each fault profile to ensure that
our results do not depend on the nucleation method. After examining the results from each
nucleation method, we default to the simplest strategy of a statically overstressed
nucleation patch for our full set of simulations. We nucleate ruptures in the areas where
the ratio of shear to normal stress is highest after filtering out the high frequency variations
associated with the small scale roughness (Fang & Dunham, 2013). We expect such
locations to be representative of the regions on natural faults where ruptures are likely to
initiate. In all of our simulations, we start rupture near the center of the fault. We do this
by generating many fault profiles and then calculating the ratio of shear to normal stress at
each point on the fault. If the ratio is highest between 35 to 45 km along fault distance,
then we consider the fault profile for further rupture simulation, otherwise we discard the
profile and generate a new one.
The SW friction law has been used with a variety of different nucleation strategies
to initiate ruptures (Day, 1982; Bizzarri & Cocco, 2005; Dunham & Archuleta, 2005;
Ionescu & Campillo, 1999; Andrews, 1985). These different nucleation strategies could
potentially affect the rupture propagation process and therefore the final stress field.
Studies such as Bizzarri (2010) have quantified this effect by comparing the process of
rupture propagation and resultant surface ground motions for ruptures with different
nucleation strategies. We vary our rupture nucleation strategy for a single realization of
each fault profile to ensure that our results do not depend on the nucleation method. We
use three different techniques to initiate rupture, 1) time independent over-stressing of the
fault (a method used in early SCEC rupture code problems (Harris et al., 2009)), 2)
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time-dependent over-stressing of the fault, and 3) over-stressing a single grid point within a
critically stressed nucleation patch (a method similar to (Schmedes et al., 2010)). In the
first technique, we select a 3 km fault patch and raise the shear traction on each point of
(i)

(i)

the fault patch to 1.01Tf . Here Tf is the failure traction on ith point on the fault, and is
(i)

given by µs Tn , where Tn (i) is the normal traction on ith point on the fault. In the second
technique, we again select a 3 km fault patch and linearly raise the shear traction with
(i)

time on each point within it to 1.01Tf over an onset time of 0.87 sec. In the last
technique, we select a 3 km fault patch and raise the shear traction on each point of this
(i)

patch just below the failure traction (0.999Tf ) while the shear traction on the central grid
(i)

point of the fault patch is raised to a traction value of 1.01Tf .
Once we run simulations with each of these nucleation strategies, we compare the
ground motions resulting from these strategies at six synthetic station locations on each
side of the fault. Three of these station locations reside in the near-fault region while three
reside in far-fault region. In our modeling setup, the region having distance < 3 km from
fault can be considered as the near-fault region while region having distance > 5 km as the
far-fault region. Our reason for considering these regions separately is due to the
differences we find in the static stress changes, as discussed in the results section. We
compare two properties of the seismic signal: the amplitude of the first arriving
compressional (P) wave, and the peak ground velocity (PGV) of the signal at those
stations. In addition, we also compare the final slip distribution from ruptures initiated
using the nucleation strategies mentioned above. Based on our comparison at the selected
grid resolution (∆x = 25 m), we find the amplitude of the P wave as well as the PGV value
to be in a similar range for all of our nucleation strategies at each station. The average
difference between the amplitude of the P wave and the PGV is less than 10% for both
near-fault and far-fault regions. We also do not find any significant difference in the slip
history to prefer any particular strategy. Therefore, we default to the simplest strategy of a
statically overstressed nucleation patch for our full set of simulations.
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CFF and synthetic aftershock calculations
The Coulomb failure function (King et al., 1994) can be calculated using the
following equation
∆CF F = ∆τβ − µβ ∆σβ .

(2.5)

Here ∆CF F is the change in Coulomb failure function on a receiver fault due to
static stress changes introduced by the earthquake on the main fault, ∆τβ is the shear
stress change introduced on the same receiver fault plane, µβ is the effective friction
coefficient of the receiver fault (a combination of the friction coefficient and Skempton0 s
coefficient (Skempton, 1954) describing poroelastic effects), and ∆σβ is the change
introduced in normal stress on the receiver fault plane. It is important to note that τβ and
σβ are determined by resolving the stress tensor onto the desired receiver fault plane
surrounding the main fault.
We choose the orientation of all the receiver faults to be parallel to the overall trace
of the main fault. This assumption will not necessarily be true for every case, but we
believe that it is reasonable to assume that aftershocks occur on structures formed due to
the same tectonic history as the main fault. Additionally, field studies also reveal parallel
faults in strike-slip fault zones such as those observed for the Carboneras fault zone in
Spain (Faulkner et al., 2003). All of our calculations assume µβ = 0.4, a value close to the
average of the friction values (average of µs and µd ) on the main fault. This value is
typically used in the literature for strike-slip or unknown faults (Parsons et al., 1999), and
receiver fault orientations parallel to the trace of the main fault. If the calculated values of
CFF are positive, it indicates increased likelihood of failure, while decreased values are
expected to indicate stress shadows or regions with reduced seismic activity. We combine
the calculated CFF values from all realizations of each set of fractal characteristics to
compute point statistics.
Our dynamic rupture simulations calculate the change in stresses throughout the
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history of the dynamic rupture and thus we directly obtain the full stress tensor after the
earthquake from our simulation output. Using the stress tensor we calculate the Coulomb
failure function (CFF) using Equ. 2.5 . For all of our CFF calculations, We choose the
orientations of receiver faults to be parallel to the overall trace of the main fault. As we are
interested in calculating the static stress changes from our simulation results, we do not
want the final stresses to include the effects of dynamic wave propagation. To ensure this,
we choose a smaller portion of the domain (40 km along the fault and 30 km across the
fault) and extract the stress tensor in all of our calculations after the dynamic waves have
had sufficient time to propagate away from the central portion of the domain. Since our
selected shear wave velocity is 3.464 km/sec, we allow 18.4 sec to give the waves sufficient
time to propagate across the entire domain, and away from the central region. To ensure
that the point statistics of CFF in the portion of the domain used for analysis are not
affected by boundary effects, we run a few additional simulations with a larger domain size.
We find that the results presented here are independent of the computational domain size.
In addition to point statistics of the CFF, we also analyze its spatial correlations. In
particular, we are interested in the spatial dimension of these correlations. Using the CFF
calculations for all 100 realizations of fault profile, we count the zones of positive CFF
surrounding the main fault and quantify their size and distance from the fault. Based on
the minimum roughness wavelength of the fault profiles, we only consider those positive
CFF zones that are at least 500 m long. Our goal is to determine if potential aftershock
zones follow any particular spatial trend as a function of distance from the fault. We also
compare the spatial correlations in our modeling results with real aftershock observations
to make quantitative comparisons. This comparison can further help us examine if there is
any relationship between aftershock size, location, and fault roughness. To describe the
process of calculating positive CFF zone area in detail, we first select a region of positive
CFF at a random distance away from the main fault and calculate its length following the
strike of the main fault. This length is then converted into rupture area by supposing that
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the positive CFF zone hosts a circular patch rupture at that distance. The idea that small
to moderate magnitude earthquake ruptures have a circular dimension is supported by
previous work showing the stress drop is independent of source dimensions (Aki, 1972;
Thatcher & Hanks, 1973; Hanks, 1977; Scholz, 1982; Allmann & Shearer, 2009). The
rupture area then indicates the maximum area that can be ruptured by a hypothetical
aftershock at that particular location. We calculate this maximum possible rupture area
for each positive CFF zone at each distance for all realizations of fault surface so that we
have a statistical ensemble for many different ruptures.
Results
Figure 4 shows the change in (a) normal and (b) shear stress in a rectangular area
extending from 20 to 60 km along the fault and from -15 to 15 km across the fault. As seen
in the plot, the stresses are spatially heterogeneous but the negative stresses can be seen to
dominate the modeling domain, particularly for locations not in the immediate vicinity of
the fault surface. We refer to the area near the fault where stresses are highly
heterogeneous as the “near-fault” region, while we term the more distant region where
stresses are more uniform the “far-fault” region. However, we note that though both of
these regions are very close to the fault when viewed on a tectonic scale. The extent of
these regions is shown in Fig. 5. We focus our discussion on the near-fault region, as it is
the region where the fault roughness effects are dominant. The magnitude of the stress
fluctuations decrease as the distance from the fault increases and we note that more
uniformity in the stress change is observed at greater distances.
In Fig. 4, we find that zones near the hypocenter exhibit larger stress changes than
the changes that are observed for sections into which the rupture has propagated. This
behavior is observed in all of our simulations. The presence of these zones is related to the
nucleation procedure used to start the dynamic rupture. In the case of Fig. 4, the rupture
was initiated at a point 39 km along fault distance with a width of 3 km as is noted in Fig.
4.
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Fig. 4: Change in stresses at the central part of the domain (taken from 20 to 60 km along
fault and -15 to 15 km across fault distance) for a self-affine fault with a Hurst exponent of
0.6 and have normalized RMS deviation from planarity of 0.01. The final shear stress is
taken once the simulation reaches a time long enough that there are no dynamic stresses
related to the wave propagation and stress change is solely due to static stress changes.
This complicated shear stress change will also give a complex Coulomb stress change. a)
Change in normal stresses. The location of the nucleation zone is marked at a distance of
44 km along the fault strike. b) Change in shear stress for the same realization of the fault
profile.
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After extracting shear and normal stresses for all of our simulations, we calculate
the CFF on receiver faults near the main fault with orientations parallel to the trace of the
main fault. Using stresses from Fig. 4, the calculated CFF change is shown in Fig. 5 (a)
for the same fault realization. The CFF is highly heterogeneous with positive and negative
CFF changes visible around the fault. The negative CFF change values dominate the
far-fault region, while mixed positive and negative CFF values dominate the near-fault
region. It is important to observe that there are many lobes of positive CFF change in the
near-fault region due to roughness of the fault profile. Three of these lobes are labeled on
Fig. 5 with labels A, B and C. These positive CFF lobes are potential sources of
aftershocks, particularly since the areas where they appear would be seen as stress shadows
in typical static stress change calculations due to insufficient resolution of the fault slip. At
far-fault distances, negative CFF zones dominate, since the fault roughness effects are not
present in the far-fault regions.
Since we calculate the CFF for each individual fault realization, we estimate the
width of the near-fault region on each side of the fault in each realization. We do this by
calculating the maximum distance away from the fault with more than five positive CFF
zones. We do not see any significant variation of the near-fault region width with the value
of H. This is evident from Fig. 5 where the width of the near-fault region for H = 1 and
H = 0.6 is shown for RMS ratio of 0.01. We find that the width of the near-fault region
changes with the RMS ratio of the fault roughness. Decreasing the RMS ratio from 0.01 to
0.001, we see a decrease in the width of the near-fault region. Using the simulation results,
we can calculate the average width of the near-fault region over all of our realizations. The
average width of the near-fault region on either side of the fault is ∼ 2.7 km for fault
profiles having RMS height of 0.01 and ∼ 0.9 km for faults having RMS height of 0.001.
For distances greater than this width, we observe fewer than five zones with positive CFF.
In the far-field, the CFF function is always negative; thus there is an intermediate region
with between one and five zones of positive CFF. This region starts where the near-fault
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Fig. 5: Change in CFF in the central part of domain. a) The CFF is calculated from the
shear and normal stress change (Fig. 4) around the fault due to dynamic earthquake slip
on the fault. The Hurst exponent of the fault surface is 1.0 and the normalized RMS
deviation from planarity is 0.01. The calculations assume an elastic off-fault material with
a friction coefficient of µ = 0.4 and a fault orientation parallel to the overall trace of the
main fault. Fault roughness introduces heterogeneous stresses within the main shock
rupture area that could promote aftershock production. Positive values indicate increased
likelihood of failure, while decreased values are expected to be regions with reduced
seismicity. The near-fault and far-fault zones are roughly marked based on the extent of
CFF heterogeneity observed in the figure. (b) The CFF is calculated similar to (a) but for
a fault surface having a Hurst exponent equal to 0.6 and a normalized RMS deviation from
planarity of 0.01.
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region ends and reaches to a maximum distance of ∼ 5.5 km away from fault for the case of
RMS of 0.01. Points beyond the intermediate region are part of the far-fault region.
We examine the statistical properties of the change in static stresses by combining
the results for all 100 realizations for each value of H and the RMS height. For computing
the CFF function, we only consider those ruptures that have propagated at least 50 km.
We see that under our given set of initial conditions (Table 1), all the ruptures with a fault
profile having RMS height of 0.001 reach this distance and for fault profiles with RMS
height of 0.01, 93% of the ruptures reaches this distance. Figure 6 shows the probability
density function (PDF) of CFF as a function of distance from the fault for different RMS
ratios and Hurst exponents. The CFF values are highly variable in the near-fault region
and include both positive and negative values. As the distance from the fault increases, the
range of CFF values squeeze into a narrow range, and for distances further from the fault,
we see CFF values cluster tightly around the mean CFF value. We refer to the
approximate distance where we see this transition from a large spread of CFF values to a
narrow range as the “threshold distance.” This distance roughly marks the boundary
between the near-fault and intermediate region described above. As is evident from Fig. 6,
the location of the threshold distance is controlled by the RMS height of the fault profile
and it does not depend strongly on H. Figure 6 (c) shows the results for a smoother fault
with an RMS roughness of 0.001, which exhibit an extra band of CFF values that differs
from the main band of CFF values. This additional band is due to the hypocentral CFF
zones for faults having RMS of 0.001 and reaches distances as large as 5 km away from the
fault. The hypocentral zones does not affect the CFF statistics of the positive CFF zones.
This is evident in Fig. 6, where no extra bands of CFF values are observed towards the
positive side of CFF values.
We also analyze the behavior of the mean CFF with distance under different
receiver fault orientations. We change the receiver fault orientation successively from 0◦ to
20◦ from the main fault and observe the pattern of CFF change with distance for each
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Fig. 6: The probability density function (PDF) values of the CFF relative to the initial
stress tensor versus distance away from the fault self-affine fault with a Hurst exponent of
0.6 and a normalized RMS deviation from planarity of 0.01. A wider spread of CFF values
can be seen near the fault and this spread squeezes into a narrow band as the distance
from the fault increases. This behavior occurs because in the near-fault region, the
heterogeneous stress changes due to fault roughness are dominant causing stresses to be
highly heterogeneous, while the far-field values collapse to the average stress drop for an
earthquake in our suite of simulated events. (a) PDF of CFF change for H = 1.0 and RMS
of 0.01, (b) same as (a) but for H = 0.6 and RMS of 0.01, (c) same as (a) but for H = 0.6
and RMS of 0.001. We see an extra band of CFF values that differs from the main band of
CFF values. This additional band is due to the hypocentral CFF zones for smoother faults,
as the hypocentral zones reach distances as large as 5 km away from the fault.
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receiver fault orientation. The behavior of the CFF function with distance does not vary
significantly when receiver fault orientation angle is changed, although there is an overall
change in the average CFF value at each particular distance.
Figure 6 shows one point statistics of our simulation results; however aftershock
zones require rupture of a patch of a particular size. Therefore, to relate our results to
aftershock occurrence, we must examine the spatial correlations in the resulting CFF
distributions. To examine this question, we calculate the locations as well as lengths of
probable aftershocks zones using the CFF results. In all of our rough fault scenarios, the
probability of occurrence of negative CFF values is greater than the probability of
occurrence of positive CFF values. This suggests that we have more zones of seismic
inactivity compared to zones of probable aftershock occurrence in the near-fault and
intermediate regions. To verify this for the near-fault region, we count total number of
positive and negative CFF zones having lengths greater than 500 m at 1.5 km away from
the fault in each rupture simulation. Figure 7 shows the number of positive and negative
CFF zones in each realization of the fault profile for all 100 fault profiles having H = 1 and
RMS ratio 0.01 at a distance 1.5 km away from the fault. We can see that the number of
negative CFF zones is greater than the number of positive zones in the near-fault region.
Though we observe fewer positive CFF zones when compared to negative CFF zones in the
near-fault region, their count (average ∼ 15) is still much higher than the number of zones
we would expect based on typical static stress calculations. These positive CFF zones can
potentially trigger earthquakes whose size is small enough to fit in these zones and hence
explain aftershocks that appear in stress shadows in static stress calculations based on
observational data. Based on positive CFF zone lengths, we next estimate the maximum
magnitude earthquake that each of these zones can host. To do this, we consider the
resulting earthquake if each zone were to host a rupture of circular shape and we estimate
the rupture area by calculating the length of the rupture at a specific distance away from
the fault. Figure 8 shows the possible rupture areas of 5000 arbitrarily selected positive
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Fig. 7: The figure shows the histogram constructed of the total number of zones with
positive or negative changes in the CFF in each simulation using data from all the
simulations for a rough fault with Hurst exponent equal to 1.0 and a normalized RMS
deviation from planarity of 0.01. The data is taken for CFF zones calculated at a distance
of 1 km away from the fault in the near-fault region. The positive CFF change zones occur
less frequently than the negative CFF change zones, but the number of positive CFF
change zones calculated are many times higher than the number that would be calculated
using typical static stress calculations. These positive CFF change zones are the zones that
static triggering models suggest could host aftershocks of the simulated ruptures.
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Fig. 8: Figure shows the modeled maximum rupture areas of positive stress change zone at
a particular distance from fault in the near-fault zone. (a) Zone area calculated for positive
CFF zones at 4.5 km away from the main fault. (b) Same as (a) but for positive CFF
zones at 1 km away from fault. There are more positive CFF zones i.e. the zones prone to
aftershocks close to the fault (∼ 1 km) and these zones have smaller areas. Away from the
fault (∼ 4.5 km) there are comparatively fewer aftershock prone zones but these zones tend
to be larger than the zones found 1 km from the fault.
CFF zones at two different distances away from a fault having H = 1 and RMS ratio of
0.01. The distance away from the fault is chosen so that we can observe the behavior of
probable rupture areas both in near-fault region and intermediate region. We see that
small rupture areas dominate at near-fault distances ( ∼ 1 km) as shown in Fig. 8 (a),
while comparatively larger rupture areas are seen at larger distances (∼ 4.5 km) in the
intermediate region as can be seen in Fig. 8(b). This is because the fault roughness
(particularly shorter wavelengths) dominate at regions close to the fault, resulting in many
small positive CFF zones. On the other hand, we see larger zones at greater distances since
the shorter wavelength effects are restricted to the near-fault region.
To understand the behavior of rupture area as a function of distance, we plot the
joint PDF of all probable rupture zones as a function of distance away from the fault for
fault profiles with H = 1 and RMS of 0.01 as seen in Fig. 9. Based on our results, we
observe rupture zones with small rupture areas (3.5 km 2 ) as well as large rupture areas
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(> 3.5 km2 ) in the near-fault region ( < 3 km distance away from the fault). In this region,
the modeling results suggest that smaller rupture areas have a greater probability of
occurrence than larger rupture areas. At larger distances within the intermediate region
(> 4 km), we see more large rupture areas than small rupture areas. For smaller distances
within the intermediate region (< 4 km), we see a behavior similar to the near-fault region
in that both small and large rupture areas are present. In this region, smaller rupture areas
are roughly equally probable compared to larger rupture areas, a behavior that differs from
the near-fault region. However we note that the aftershock zones with a larger area can
host any size of rupture smaller than the area of that zone. This is because our model
made the initial assumption of a homogeneous regional stress field, but pre-existing stress
heterogeneity is likely to be present in the area, which could cause many of these larger
CFF zones to host a number of smaller events. This implies that we also expect smaller
rupture areas to occur in the intermediate region. We observe from Fig. 9 that in the
near-fault region for distances < 50 m, there is no positive CFF zone with rupture area
larger than 5 km2 , suggesting that the probability of occurrence of a larger magnitude
aftershock is unlikely at distances extremely close to the main fault. This behavior may
also be altered if we relax our assumption of a homogeneous initial stress field. Overall,
from Fig. 9, we observe that the rupture areas in the near-fault region are mostly below 10
km2 with very few reaching above it. In the intermediate region, we see ruptures with
comparatively larger rupture areas and some of these rupture areas reach 19 km2 in this
region.
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Fig. 9: The plot shows the spatial distribution of positive stress change zones as a function
of distance from the fault. The color scale represents the joint PDF values of both
parameters (white color means PDF = 0). Our distance scale in this figure represents the
near-fault region and the intermediate region. We find high joint PDF values of smaller
probable rupture areas in the near-fault region due to the occurrence of many small
positive CFF change zones. There are also some larger probable rupture zones present in
this region, though they occur less frequently than the smaller ones. In the intermediate
region, both larger and smaller rupture zones have a similar probability of occurrence. For
natural earthquakes, an aftershock is not required to fill the entire zone, so we expect that
we may still find small earthquakes further from fault.
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Data Comparison
Our model results describe how the rupture propagation on rough faults perturbs
the prevailing stress pattern and defines a spatial CFF pattern in the near-fault region after
a major earthquake. We now analyze the observational data of real aftershocks to compare
the spatial CFF patterns in our results to those expected for real aftershocks. We take the
locations of probable aftershock zones and probable rupture areas from our model results
and compare them with the observational aftershock rupture areas and locations. We select
five large events from California: the 1984 Morgan Hill Earthquake, the 1989 Loma Prieta
Earthquake, the 1992 Landers Earthquake, the 1994 Northridge Earthquake, and the 1999
Hector Mine Earthquake. More details about these earthquakes can be found in Table 2.
We use relocated earthquake catalogs from Northern and Southern California starting in
1984 (Shearer et al., 2005; Waldhauser & Schaff, 2008) to extract the aftershocks associated
with these earthquakes. We select a fixed time window 5.5 years after the main earthquake
to extract aftershocks. This time window is typically used for a magnitude 7 earthquake in
southern California (Gardner & Knopoff, 1974; Allen et al., 1965). Detailed information
regarding the rupture of these five events is extracted from slip inversions available through
SRCMOD, an online database of finite fault inversions for numerous earthquakes (Mai &
Thingbaijam, 2014). We translate the magnitude of aftershocks into rupture areas using an
empirical relation derived from Hanks & Bakun (2002). Though there are many alternative
relationships to convert magnitude into rupture length (Wesnousky, 2008; Hanks & Bakun,
2008; Wells & Coppersmith, 1994), we select this relationship because it takes into account
the scaling of small magnitude earthquakes. We also calculate the rupture areas using the
seismic moment and the standard Eshelby formula (Eshelby, 1957) assuming a stress drop
of 1 MPa. This choice of stress drop value is typical for faults having geometrical
heterogeneities (Bailey & Ben-Zion, 2009) or faults with multistrand fault system
geometries (Shaw et al., 2015). The rupture areas calculations using Eshelby (1957)
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formula are consistent with rupture areas calculations using empirical relation of Hanks &
Bakun (2002) and it gives results that are quantitatively similar to those shown here.
We compile a combined dataset by considering aftershocks from all five earthquakes
described above. We pick only those aftershocks that are located in the region < 5 km
away from the fault rupture to compare them with our near-field model results. There are
also some additional aftershocks present at distances > 5 km from fault but we do not
consider those since those aftershocks do not provide us any information about the
near-fault stress field. Additionally, because the minimum zone length that we consider has
an area of approximately 0.2 km2 , we only consider events with M > 3, which corresponds
to this minimum area. Figure 10(a) shows the aftershocks for the 1992 Landers earthquake.
Due to the Gutenberg-Richter magnitude-frequency distribution (Gutenberg & Richter,
1944), we see most aftershocks with Mw < 2. The histogram with respect to distance of
these aftershocks (Fig. 10(b)) shows that most of these aftershocks are located very close
to the fault. Among all of the events, most of the aftershocks occur between 450 and 500 m
away from fault. The magnitude-frequency distribution of the aftershocks shown in Fig.
10(a) is shown in Fig. 10(d). We note that the magnitudes of the aftershocks follow the
GR distribution. We also calculate the CFF using the slip model from Wald & Heaton
(1994) for the 1992 Landers earthquake for faults parallel to the main fault. Figure 10(c)
shows the CFF at 6 km depth, i.e. the focal depth of the 1992 Landers earthquake. We see
a prominent stress shadow in the middle of the fault with few positive CFF zones within
the main slip area of the fault.
To understand the behavior of the rupture areas as a function of distance, we plot
the joint PDF of the rupture area with distance away from fault from our complete
compiled data set. This plot is analogous to Fig. 9, but shows observational data rather
than our modeling results. As shown in Fig. 11(a), we see a similar behavior to what is
observed in our modeling results. Rupture zones with all rupture areas (i.e. both smaller (
< 0.45 km2 ) and larger (≥ 0.45 km2 )) are present in near-fault as well as intermediate
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Fig. 10: Characteristics of the aftershock data for the 1992 Landers Earthquake. (a) Map
showing aftershock locations in relation to the surface fault trace of the Landers EQ. The
fault trace data is extracted from Zeng & Anderson (2000). The focal mechanism is taken
from Global CMT solution (Ekström et al., 2012). Aftershocks occurring within 5 km from
the fault trace are also shown with their color representing the magnitude. The black lines
in the figure show the locations of active faults in the surroundings of the main ruptured
fault. We can see that many faults are approximately parallel to the trace of main fault.
(b) The histogram of all aftershock distances from the fault plane. The number of
aftershocks decreases as the distance away from the fault increases. (c) The CFF
calculated for the 1992 Landers earthquake at 6 km depth, on the receiver faults which are
parallel to the overall orientation of the main fault. We see few zones of positive CFF
change while most part of the near-fault region is dominated by a region exhibiting a stress
shadow. (d) The magnitude frequency distribution of the data shown in (a), which follows
the Gutenberg-Richter distribution.

35

Fig. 11: Spatial and rupture area distributions for aftershocks and preshocks. (a)
Distribution of rupture areas and distance from the main fault plane for all the aftershocks
that lie within 5 km of the main rupture in our dataset for 5 large earthquakes in
California. The data is compiled by combining aftershocks from the 1984 Morgan Hill
earthquake, the 1989 Loma Prieta earthquake, the 1992 Landers earthquake, the 1994
Northridge earthquake, and the 1999 Hector mine earthquake. (b) Same as (a), but for
events occurring for 5.5 years prior to the same large earthquakes except the 1984 Morgan
Hill earthquake. Both datasets in (a) and (b) are similar with no preference for particular
magnitudes at certain distance from the fault. This suggests that stresses in the near-fault
region are dominated by stress heterogeneity caused by fault roughness over repeated
earthquake cycles. The smaller magnitude earthquakes pattern in the near-fault region
does not vary much during post-seismic or pre-seismic phase, suggesting that the existing
stress field is always very heterogeneous prior to a large earthquake in a manner similar to
that found in our simulations.
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Fig. 12: A comparison of histograms of aftershock distances from the fault plane for two
different magnitude ranges. The histogram of aftershock distances from the fault plane for
aftershocks with Mw > 3 is shown in blue while the histogram of aftershock distances from
the fault plane for aftershocks with Mw > 2 is shown in orange color. The aftershocks
dataset for both histograms is compiled by combining the aftershocks from the 1984
Morgan Hill earthquake, the 1989 Loma Prieta earthquake, the 1992 Landers earthquake,
the 1994 Northridge earthquake, and the 1999 Hector mine earthquake. The aftershocks
follow the GR distribution at all distances from the fault with an order of magnitude more
aftershocks with Mw > 2 than aftershocks with Mw > 3. Our model suggests this arises
due to the fault roughness producing zones of positive stress change of a variety of lengths
at all distances from fault, and that these zones can host many smaller events to produce
the GR distribution of event sizes.
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regions. The smaller rupture lengths are more probable in the near-fault region than the
larger rupture lengths, similar to our modeling results. In the intermediate region, we see a
relatively high probability of smaller rupture lengths when compared to the larger rupture
lengths. Since our modeling results do not preclude smaller events in the large positive
CFF zones, we believe that our model is consistent with the higher probability of smaller
rupture areas in the intermediate region, though this behavior is not reflected in the
probability values in Fig. 9. Figure 12 shows the histograms with respect to distance of
aftershocks for two different minimum magnitudes from our complete compiled data set.
Based on the comparison of these histograms, we find that the aftershocks in the near-fault
region follow the GR distribution, with an order of magnitude more aftershocks with
Mw > 2 than aftershocks with Mw > 3. As seen in Fig. 9, the fault roughness produces
many zones of positive stress change with a variety of lengths, and these zones can host
many smaller events which will thus produce the GR distribution of event sizes.
To compare our results to seismicity that did not occur in response to an
earthquake, we compile a combined dataset by considering events that occurred on the
same faults hosting the large earthquakes, with the exception of the 1984 Morgan Hill
earthquake due to the start time of the catalog. We select the same time window (5.5
years) for these events. We plot the joint PDF as seen in Fig. 11(b) of the rupture areas
(calculated from Mw of preshocks) with distance from fault and see similar behavior to
what is observed for aftershocks. For preshock data, we again see ruptures with all lengths
in both the near-fault and intermediate regions. Similar to the aftershock data, the smaller
rupture lengths are seen to be more probable in the near-fault as well as the intermediate
regions when compared to the larger rupture lengths. This suggests that the earthquake
stress change did not influence the general decay with distance of earthquakes in the
mainshock rupture area, only the temporal characteristics. This suggests that a
heterogeneous stress field likely exists throughout the seismic cycle, and its spatial
characteristics are not strongly changed by a single earthquake. Rather, a heterogeneous
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stress field is maintained and reinforced by complex slip patterns on successive large
earthquakes on rough faults.
Discussion and Conclusions
In this work we investigate the occurrence of aftershocks which cannot be explained
by traditional static stress change calculations (Kilb et al., 1997; Beroza & Zoback, 1993)
or which nucleate in the zones of stress shadows (Segou & Parsons, 2014). We perform
dynamic rupture simulations on many realizations of rough faults where the roughness
parameters are taken from observational studies (Candela et al., 2012). For each realization
of the fault profile, we obtain the static stress change in the volume and then estimate the
spatial distribution of static stress change due to dynamic fault slip surrounding the main
fault. We observe that the pattern of static stress change is highly complex (Chester &
Chester, 2000; Dieterich & Smith, 2009) in the near-fault regions with negative values of
stresses more prevalent than positive values. The width of the region where stresses are
highly complex depends on the RMS ratio of the fault roughness. We do not find a strong
dependence of the width of near-fault region on the H value.
The zones of negative CFF (i.e. the zones not susceptible to aftershocks) are more
prevalent in the far-fault and intermediate regions but many of those zones also exist in the
near-fault region. In addition to negative CFF zones, there are many positive CFF zones
present in the near-fault region. These zones are of particular importance since these are
the zones which are locations of potential aftershocks. We count the number of positive
CFF zones having length > 500 m in the near-fault region at different distances away from
the fault. Based on our data, the average number of total positive CFF zones found in a
single earthquake simulation is ∼ 15 in the middle of near-fault region. This value is many
times higher than the positive CFF zones found from the usual static stress calculations
(e.g. (Lin & Stein, 2004; Toda et al., 1998, 2008)) in the near-fault region. Since the
positive CFF zones have the capability to host earthquakes whose size is small enough to
fit in these zones, they could host earthquakes that appear in zones of stress shadows in
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static stress calculations in the near-fault region. However, similar seismicity pattern are
observed prior to the mainshocks, suggesting that general stress heterogeneity also exists
throughout the seismic cycle and plays an important role in earthquake occurrence.
Furthermore, we calculate the rupture area of each positive CFF zone by
considering the possibility that each zone were to host a rupture of circular shape and
observe that smaller rupture areas are more dominant inside the near-fault region than the
large rupture areas. This is because we have a larger fraction of small positive CFF zones
close to the fault due to the fault roughness effects prevailing in this region. The equivalent
areas in the near-fault region are mostly below 10 km2 . In the intermediate region, where
the fault roughness effects are less important, we see fewer positive CFF zones but larger
areas when compared to the near-fault region. Based on our modeling results, we conclude
that the aftershocks occurring in the near fault region of a rough fault are result of
complex static stress change pattern resulting from the stress heterogeneities introduced by
fault roughness over many seismic cycles.
Our comparison between aftershock data and preshock data provides a method for
understanding how the stress perturbations due to fault roughness affect the seimicity
patterns in the near-fault region. We see that both aftershocks and preshocks show similar
spatial characteristics, suggesting the stress heterogeneities driving their occurrence are
similar. Based on the similarities of behavior of both datasets, we believe that stresses in
the near-fault region are always heterogeneous as suggested by some other observational
studies using InSAR and GPS data (Erlingsson & Einarsson, 1989; Pedersen et al., 2003).
Our results show that these near-fault stresses are dominated by stress perturbations
caused by fault roughness throughout the history of the earthquake cycle. We suggest that
the locations of small ruptures (either as preshocks or aftershocks) are independent of their
timing relative to an earthquake in the near-fault region and are predominately controlled
by the stress heterogeneities imposed by fault surface complexity. The occurrence of small
aftershocks at all distances from the main fault in the observational data suggests that
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heterogeneous stress can cause multiple small events within a patch of increased CFF due
to earthquake slip. The pattern of smaller magnitude earthquakes in the near-fault region
does not change between the post-seismic and pre-seismic phases, suggesting that the
existing stress field is always very heterogeneous.
Aftershock distribution and static stress changes in the context of rough faults has
been modeled by many previous studies. Bailey & Ben-Zion (2009) used a quasi-static
modeling approach to model the stress drop due to an earthquake on a geometrically
heterogeneous fault. They showed that spatial heterogeneity of the fault surface causes the
stress drop to significantly reduced (an order of magnitude lower) as compared to
traditional estimates with a homogeneous fault. Smith & Dieterich (2010) performed
quasi-static modeling with heterogeneous fault geometry to capture the occurrence of
aftershocks in stress shadows and temporal changes in the focal mechanisms of aftershocks.
Shaw et al. (2015) used a quasi-static modeling approach with a multistrand fault system
geometry to explain the reduced ground motions for aftershocks observed in the near-fault
regions. They showed that the observed reduced ground motions in the near-fault region
are due to the smaller stress drop of aftershocks (compared to mainshock of similar
magnitude events) in this region. Our results agree with these static calculations in terms
of the general statistical trends that emerge when stress changes are averaged along strike
and over many ruptures. Further work is needed to assess the similarities of the predictions
for individual events, and if the stress changes exhibit the same variability along strike
when dynamic rupture effects are included.
The near-fault zone of natural faults exhibits a complex damage pattern (Myers &
Aydin, 2004; Faulkner et al., 2003; Andrews, 2004, 2005; Rice et al., 2005) and this pattern
may further introduce second order stress perturbations. The near-fault region of high
damage (sometimes referred to as a weak zone), is observed to strongly influence the
geographical distribution of seismicity both before and after a major earthquake
(Hauksson, 2011, 2010) . Powers & Jordan (2010) showed that the width of this near-fault
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region of high damage is controlled by the stress variations caused by the fault roughness.
Our results also show that the width of the near-fault region and stress field heterogeneity
(which in turns control the geographical distribution of seismicity) is controlled by the
roughness of the fault and that this roughness computed dynamically gives similar results
to quasi-static calculations. Some discrepancies in our model results and real data may
arise due to the secondary static stress changes (secondary triggering) associated with the
secondary earthquakes (aftershocks) that occur as a result of a major earthquake (Meier
et al., 2014). Some studies suggest that every single earthquake has its role in
redistributing the prevailing static stresses (Meier et al., 2014; Marsan, 2005; Hanks, 1992;
Kagan, 1994; Helmstetter et al., 2005), an effect not captured by our simulations. A
further effect influencing the off-fault stresses include yielding of the off-fault material due
to plastic deformation (Dunham et al., 2011c,a; Gabriel et al., 2013; Shi & Day, 2013;
Andrews, 2005) that may alter the spatial pattern of stress change. This topic will be the
subject of future work.
We assumed a pre-defined single receiver fault orientation to calculate static stress
changes. Since the realistic fault systems do not always include parallel faults, calculating
the static stress change with multiple receiver fault orientations may improve the spatial
distributions of aftershocks. Hainzl et al. (2010) showed that their aftershock model with
multiple receiver fault orientations showed a good agreement with directly triggered
aftershocks from 1992 M 7.2 Landers earthquake. We will consider calculating the CFF
using multiple receiver faults in future work, using calculated fault orientations from the
off-fault damage. This method will address the open question regarding if the spatial decay
of seismicity is due to the stress field or the damage zone. This approach can also examine
if the fault orientations derived from dynamic simulations provide additional benefits over
those assumed in static calculations.
The stress changes due to co-seismic slip on an earthquake can cause a pore-pressure
variation in the region surrounding the main fault which can change the strength of host
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faults to initiate further earthquakes (Nur & Booker, 1972; El Hariri et al., 2010; Gupta,
2002; Chen et al., 2012). Furthermore, the diffusion of pore-pressure can cause seismicity
to migrate over time (Chen et al., 2012; El Hariri et al., 2010). Similarly, a time-dependent
increase in pore pressure due to passing seismic waves can also increase seismicity of a
region as observed in many locations with geothermal or volcanic activity (Hill et al., 1993;
Freed, 2005). Aseismic slip can also modify the stresses on the fault and bring it close to
failure, changing seismicity over time (Vidale et al., 2006; Vidale & Shearer, 2006) and
causing more aftershocks to occur. Constraining the effect of fluid flow and aseismic slip on
the aftershock triggering is a challenging problem (El Hariri et al., 2010; Vidale et al., 2006;
Vidale & Shearer, 2006), and in particular isolating the role of each of these mechanisms in
aftershock triggering is not straightforward (Lohman & McGuire, 2007; Vidale & Shearer,
2006). Some studies suggest that both of these mechanisms work together (Hainzl, 2004;
Waite & Smith, 2002), and are common in areas of earthquake bursts and swarms (Vidale
et al., 2006; Vidale & Shearer, 2006; Hainzl, 2004). We do not model the pore pressure or
aseismic slip, and our observational data may include effects from these mechanisms.
Additionally, the observational data may include effects from heat flow, topography, Vp /Vs
ratio, crustal thickness (Hauksson, 2011) and material contrasts (Rubin & Ampuero, 2007;
Rubin & Gillard, 2000) which we did not consider in this study. However, we note that our
results are consistent with overall trends in the spatial locations of seismicity, suggesting
these additional mechanisms may be more important for describing the transient behavior
of aftershocks rather than their spatial occurrence patterns.
Our simulations are in 2D but real earthquakes occur on faults in 3D, an effect
which is not captured in the present study. By running simulations in 3D, the rupture
process will not always be coherent in the third direction (Dunham et al., 2011c; Shi &
Day, 2013), which may cause some differences in the stress change pattern surrounding a
fault compared to our 2D model results. Our initial simulations are in 2D due to the fact
that 3D simulations are much more computationally expensive. We have also assumed that
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the initial stress state is uniform in space, which neglects the previous deformation history
of the fault, including the interseismic phase of the seismic cycle to build up stresses to the
level of failure. Our results suggest this background heterogenity is important, and it is
possible that we can quantitatively account for this history of stress heterogenity by
deriving the initial stress state from a long term tectonic model to initiate our model with
stresses that are consistent with the slip history of the fault at the start of our simulation.
This is a much more challenging computational problem, since the model must resolve both
the slow loading of the interseismic period and the rapid slip during the coseismic period,
and will be addressed in subsequent work.
Focal mechanisms provide a method to examine the stress orientations compatible
with the radiation pattern of a particular earthquake (e.g. (Hardebeck et al., 1998; Steacy
et al., 2004; Meier et al., 2014; Hardebeck, 2010, 2015), but since in most cases the focal
plane is ambiguous (Nandan et al., 2016), there is always uncertainty involved in
determining fault plane orientations and hence the resulting static stresses. Moreover, the
alignments of focal mechanisms may not always follow a particular pattern. For instance,
large variability of primary focal mechanisms of aftershocks was observed by Mallman &
Parsons (2008) during an investigation of world-wide M > 7 earthquakes. Similarly, focal
mechanisms following the 1989 Loma Prieta earthquake are diverse, and are not aligned
with the directions expected for static stress triggering (Beroza & Zoback, 1993; Kilb et al.,
1997). While the heterogeneity of alignments of focal mechanisms introduces uncertainty in
determining static stresses, this heterogeneity has been proven useful in many cases e.g.
the case of central and southern California region, where this heterogeneity has been used
to learn the long-term evolution of fault zones and their seismic behavior (Bailey et al.,
2010). Similarly, this heterogeneity has been used to estimate the crustal stress
heterogeneity in southern California (Smith & Heaton, 2011). Additionally, the effects of
static stress changes are not always straightforward to reconcile with subsequent seismicity,
such as a spatial correlation observed between stress shadows and seismicity rate reduction
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Table 1: List of parameter values used in chapter 2
Parameter name
Model Domain parameters
Domain length
Domain width
Material properties parameters
Shear wave speed
Compressional wave speed
Lame0 s parameters
Friction law parameters
Static frictional coefficient
Dynamic frictional coefficient
Critical slip distance
Initial condition parameters
Stress
Stress
Stress
Fault Roughness parameters
Hurst exponent
RMS height to wavelength ratio

Symbol used

Value

Xtot
Ytot

80 km
40 km

α
β
λ and G

6000 m/sec
3464 m/sec
32.04 GPa

µs
µd
Dc

0.7
0.2
0.4 m

σxx
σxy
σyy

-100 MPa
45 MPa
-110 MPa

H
γ

0.6 - 1.0
0.01, 0.001

(Toda et al., 2012) at one point in space while a complete absence of a stress shadow
(Felzer & Brodsky, 2006) may occur in another region.
Based on our results of dynamic rupture modeling, we relate the spatial distribution
of aftershocks in the near fault region of a rough fault to its fractal geometry. Our results
provide improved constraints on the magnitude and spatial distributions of aftershock
occurrence, which help scientists better understand the basic physics of earthquake
interaction and spatial locations of earthquakes in general, an important concern of current
earthquake science (Cocco & Rice, 2002; King et al., 2001; Hill et al., 2002). Such
knowledge is essential for improving estimates of future hazard and risk in
earthquake-prone areas worldwide.
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Table 2: List of major earthquakes used in chapter 2.
Earthquake

Mw

1984
1989
1992
1994
1999

6.2
6.9
7.2
6.6
7.1

Morgan Hill earthquake
Loma Prieta earthquake
Landers earthquake
Northridge earthquake
Hector Mine earthquake

Epicenter location
37.32◦
37.04◦
34.02◦
34.21◦
34.59◦

N,
N,
N,
N,
N,
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121.68◦
121.88◦
116.43◦
118.54◦
116.27◦

E
E
E
E
E

Rupture from
Beroza & Spudich (1988)
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Chapter 3
Effect of fault roughness on aftershock distribution: Plastic off-fault material
properties
Aslam, Khurram; Daub, Eric, (2019, in press), Effect of fault roughness on
aftershock distribution: Plastic off-fault material properties, Journal of Geophysical
Research, 10.1029/2019JB017392.
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Abstract
We perform spontaneous earthquake rupture simulations on rough strike-slip faults with
off-fault plastic material properties. We examine the off-fault stress change and co-seismic
damage pattern resulting from dynamic fault slip. We use the stress output from each
simulation to calculate the Coulomb failure function (CFF). We calculate the CFF values
on the extensional and compressional side of the fault using parallel receiver fault
orientations. We also calculate the CFF values on the extensional side of the fault using
variable receiver fault orientations determined using the angle at which plastic shear strain
is maximum. We calculate the probability density function (PDF) for the CFF values
across the fault as a function of distance. We observe a similar overall trend of the CFF
values with distance for the extensional and compressional sides - our simulations show a
broad range of values in the near-fault region, while a narrow range of values occurs further
from the fault. In the near-fault region, we observe many more positive CFF change zones
using variable receiver fault orientations than using parallel orientations. We calculate the
areas and amplitudes of these positive CFF zones as a function of distance away from fault.
Our comparison of CFF amplitudes as a function of rupture area suggests that the spatial
aftershock distribution surrounding a fault is controlled by both stress heterogeneity as
well as the co-seismic damage zone complexity. The calculations of rupture areas using our
model are consistent with ruptured areas of observed aftershocks in California.
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Introduction
An earthquake causes stress changes in its surrounding region. These induced stress
changes can either increase or decrease the seismic activity of that region (Steacy et al.,
2005; Stein, 1999; Freed, 2005; Lin & Stein, 2004; King et al., 1994; Stein, 2003; Lin &
Stein, 2004; Toda et al., 1998, 2005). This change in seismic activity due to stress changes
is referred to as earthquake triggering (Freed, 2005). Understanding the mechanics of
aftershock triggering is an important aspect of earthquake science, as an understanding of
time-dependent earthquake rates helps constrain the risk they pose to humans and
property (Scholz, 2002; Hill et al., 2002; Cocco & Rice, 2002; King et al., 2001). Many
studies have been dedicated to understanding aftershock triggering and have proposed
different triggering mechanisms. These effects include changes in static stress(Harris &
Simpson, 1992; King et al., 1994; Stein, 1999), dynamic stresses from passing seismic waves
(Gomberg et al., 2003; Hill et al., 1993; Pankow et al., 2004), aseismic afterslip below a
rupture fault plane (Perfettini & Avouac, 2004)), fluid pressure variation due to its flow
(Nur & Booker, 1972) and visco-elastic relaxation in the asthenosphere (Lippiello et al.,
2015). Although all of these mechanisms are believed to play a role in aftershock
triggering, the relative importance of each mechanism remains an open issue in earthquake
science. Furthermore, the contribution of each of these mechanisms is not straightforward
to quantify (Freed, 2005; Vidale et al., 2006; Vidale & Shearer, 2006; El Hariri et al., 2010).
The static stress changes are calculated based on the Coulomb failure function
(CFF) (King et al., 1994; Freed, 2005; Jaeger et al., 2009; Bruhn, 1990). The change in
normal and shear stresses on a fault determine the Coulomb stress change for that fault. A
positive change in Coulomb stress brings a fault closer to failure, while a negative change in
Coulomb stress brings a fault away from failure. The static stress changes can explain
many features of seismicity such as the spatial distribution of aftershocks and their
temporal sequences, and the seismic inactivity after a large earthquake in a seismically
active region (Freed, 2005). The static stress change model has been successful in

49

predicting the aftershocks observed within distances of 1-2 fault lengths, but even within
this distance, this model is not able to explain the occurrence of aftershocks in stress
shadows. For instance, the 1989 Loma Prieta Earthquake with moment magnitude (Mw )
= 6.9 produced aftershocks in regions of stress shadows within a few fault lengths which
cannot be explained by static stress changes (Segou & Parsons, 2014).
To better understand the static stress effects induced by an earthquake, we perform
spontaneous earthquake rupture simulations of large earthquakes on a geometrically
complex fault. Dynamic rupture simulations solve physics-based model of stresses and slip
and hence these models can be used to calculate the static stress changes after the dynamic
phase of an earthquake, which gives us an estimate of the expected aftershock triggering
locations. Spontaneous earthquake rupture simulations have been extensively used by the
earthquake science community (both in 2D and 3D) to understand the physical processes
that occur during propagation of earthquake rupture (Harris, 2004; Daub & Carlson, 2008,
2010; Aochi et al., 2000; Dalguer et al., 2003; Bizzarri & Cocco, 2005; Shi & Day, 2013;
Harris & Day, 1997; Dunham & Archuleta, 2005; Tinti, Bizzarri & Cocco, 2005; Shi &
Ben-Zion, 2006). An advantage of using dynamic rupture models to calculate static stress
changes is its ability to resolve small scale details of slip and stress change when compared
to kinematically inverted fault models. These small scale details play an important role in
determining the near-fault stress change following an earthquake, particularly since the
small scale changes in stresses may change the locations and extent of stress shadows over
length scales relevant for the typical rupture lengths of smaller aftershocks.
Our dynamic earthquake rupture simulations consider continuum plasticity
(Andrews, 2005; Dunham et al., 2011c,a; Shi & Day, 2013; Gabriel et al., 2013) to describe
the off-fault material. We consider plastic rather than elastic off-fault material properties
(Aslam & Daub, 2018) in this study since the elastic off-fault material properties may
predict extreme stress conditions near the rupture front (e.g (Noda et al., 2009)) which are
high enough for the material to deform inelastically (Shi & Day, 2013; Johri et al., 2014;
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Dunham et al., 2011c,a; Rice et al., 2005; Poliakov et al., 2002). Many recent dynamic
earthquake rupture simulation studies have used continuum plasticity to represent off-fault
material properties (Andrews, 2005; Ben-Zion & Shi, 2005; Duan, 2008; Templeton & Rice,
2008; Viesca et al., 2008; Dunham et al., 2011c,a; Ma & Beroza, 2008). For example,
Andrews (2005) performed dynamic rupture simulations on a flat fault in 2D with off-fault
plasticity and observed that the distribution of plastic strain has a uniform magnitude
along the fault while its thickness across the fault is proportional to the distance of rupture
propagation. Ben-Zion & Shi (2005) performed dynamic rupture simulations in 2D on flat
faults with off-fault plasticity and based on the damage observed as a result of different
input parameters (normal stress, cohesion, etc...). They noted that the off-fault material
damage is significant in the top few kilometers of the crust. Duan (2008) performed
dynamic rupture simulations in 2D on flat faults with off-fault plasticity to study the
effects of a low-velocity fault zone (LVFZ) on the rupture propagation. They observed
larger slip rate values due to the presence of LVFZ and significant amplification of ground
shaking in areas within the LVFZ region. Templeton & Rice (2008) performed dynamic
rupture simulations in 2D on flat faults with off-fault plasticity in dry materials to learn
how different parameters affect and control the extent of off-fault damage during rupture
propagation. Viesca et al. (2008) performed similar rupture simulations in fluid-saturated
materials to observe how the fluid-saturated material respond to dynamic rupture
propagation in comparison to the dry material.
Most of the studies discussed above considered flat faults to perform dynamic
rupture simulations. Since real faults are not flat but rather exhibit complex geometries
(Renard et al., 2006; Power & Tullis, 1995; Power et al., 1987; Brown & Scholz, 1985;
Candela et al., 2012), considering these heterogeneities of the fault surface is important
since a real geological fault with geometrical complexities can introduce significant changes
in the stress distribution when the fault slips. These stress perturbations sometimes reach
the level of existing tectonic stresses of the area (Dieterich & Smith, 2009; Chester &
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Chester, 2000) and have a significant effect on the static stress change in the region
surrounding the fault. Many quasi-static modeling studies have considered complex fault
geometries in order to calculate the slip distribution and resulting stress changes as a result
of failure on the geometrically complex fault (Smith & Dieterich, 2010; Bailey & Ben-Zion,
2009; Powers & Jordan, 2010). A few recent studies of dynamic rupture have performed
dynamic rupture simulations on geometrically complex rough faults (e.g. (Dunham et al.,
2011a; Bruhat et al., 2016; Shi & Day, 2013; Johri et al., 2014; Harris et al., 2018; Fang &
Dunham, 2013)) rather than the conventional flat faults to examine the physical processes
that occur during propagation of earthquakes for more realistic geometries.
In our previous study (Aslam & Daub, 2018), we performed dynamic rupture
simulations on rough faults with off-fault elasticity to study the effects of fault roughness
on the aftershocks. We found that the extent of the near-fault region of complex static
stress changes is mainly controlled by RMS height of the rough fault profile, and the Hurst
exponent of the fault profile does not affect the spatial extent of the near-fault region. Our
study assumed elastic off-fault material properties, which provided many insights into the
point statistics and expected spatial characteristics of the static stress changes. However,
these results may not be relevant when extreme stress conditions are encountered that
cause the material to deform inelastically. Similarly, all of our calculations of static stress
changes were based on the assumption of a predefined single receiver fault orientation,
while the orientations of faults in a multi-fault system may not be parallel in general.
Hainzl et al. (2010) observed that incorporating realistic multiple receiver fault orientations
changes the spatial pattern of predicted aftershocks, and the new pattern shows better
agreement with observed data (i.e. aftershocks of the 1992 Landers earthquake with
Mw = 7.3). Although our study addressed the question of relating the spatial distribution
of aftershocks with the static stress changes in detail, we did not address the relationship of
aftershock seismicity with the co-seismic damage zone and multiple receiver fault
orientations.
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a)

Realization 1
H= 1, RMS= 0.01

Realization 2
H= 1, RMS= 0.01

b)

Shear traction

Normal traction

Fig. 13: (a) Two different realizations of a self-similar rough fault with RMS height of 0.01.
(b) The normal and shear traction values resolved on realization 2 of the rough fault profile
shown in (a). The traction values along the the fault are heterogeneous even though the
regional stresses are uniform. The heterogeneous tractions on the fault are solely due to the
rough fault profile.
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This study expands upon our previous work in order to investigate if the stress field
or damage zone controls the off-fault seismic activity. We build upon our previous dynamic
rupture studies described above and perform numerous two dimensional (2D) earthquake
simulations on rough strike slip fault profiles. We quantify the stress changes in the
off-fault material due to dynamic slip on the fault where the off-fault material properties
are described using plasticity. We use Drucker-Prager visco-plasticity to account for
off-fault material failure. We use self similar fault fractal profiles (Hurst exponent = 1),
with fault roughness amplitude values of 0.01 to represent our fault profile. These fault
roughness values are taken from major strike slip fault observational studies (Candela
et al., 2012). We run our simulations for numerous realizations of the fault profile and then
calculate the amplitudes of the CFF for each of these realizations. We calculate the
probability density function (PDF) of the CFF from all fault realizations in order to
quantify and compare it with the aftershock distributions in space using observational data.
We use relocated earthquake catalogs from California (Waldhauser & Schaff, 2008; Shearer
et al., 2005) for the comparison of our model results with naturally occurring seismicity.
Inelastic off-fault material response and plasticity
Experimental studies show a pressure-dependent yielding in both rocks and soils
(Brace et al., 1966; Hirth & Tullis, 1992; Mogi, 1971, 1974, 1972; Templeton & Rice, 2008).
The onset of this inelastic deformation is dependent upon the mean normal stress. In
brittle rocks, this deformation occurs as a result of frictional sliding on micro cracks and
fractures (Dunham et al., 2011a; Rudnicki & Rice, 1975). We use the Drucker-Prager
model to describe this inelastic deformation. This model is similar to the Mohr-Coulomb
model and under certain stress states, the yield criterion of both models become equivalent.
Under Drucker-Prager viscoplasticity, the material flows when stresses exceed the
yield function F (σij ):

F (σij ) = τ̄ − cDP + µDP σkk /3,
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(3.1)

where τ̄ =

p
sij sij /2 is the second invariant of the deviatoric stress tensor

sij = σij − (σkk /3)δij , cDP is related to the cohesion, and µDP is related to the internal
coefficient of friction. When F (σij ) is negative, the material behaves elastically (Fig. 14).
Since the material close to the fault is already damaged (Chester & Logan, 1986; Chester
et al., 1993, 2004; Biegel & Sammis, 2004; Caine et al., 1996), we do not consider any
cohesion for the off-fault material. Hence the above equation reduces to

F (σij ) = τ̄ + µDP σkk /3.

(3.2)

Our study does not consider the effects of pore fluids, but the effect of fluid pressure
can be introduced into this equation by considering the stresses in the above equation as
effective stresses for a fluid-saturated medium (Dunham et al., 2011c; Viesca et al., 2008).
For viscoplasticity, the stresses are allowed to exceed the yield function according to

F (σij ) = Λη,

(3.3)

q
pl
where Λ = 2ėpl
ij ėij is the equivalent plastic strain rate from the deviatoric plastic strain
pl
pl
rate ėpl
ij = ˙ij − (˙kk /3)δij and η is a viscoplastic viscosity defining the time scale over which

stresses can exceed the yield stress.
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τ̅

1

μDP(-σkk/3) + cDP

μDP

cDP
-σkk/3
Fig. 14: Yield criteria of Drucker-prager plasticity, which is used to model plastic
deformation of rocks in numerical modeling of spontaneous earthquake rupture
propagation. In our simulations, we assume a cohensionless off-fault material (i.e.
cDP = 0), while considering a cohesion value for the material will cause the material to
yield at higher stress level.
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Fault roughness
Recent studies of fault surface topography measurements (Candela et al., 2011,
2012, 2009; Brodsky et al., 2011; Renard et al., 2006; Sagy et al., 2007) suggest that fault
surfaces are self-affine fractals. A few other studies (Brown & Scholz, 1985; Power & Tullis,
1995; Lee & Bruhn, 1996; Shi & Day, 2013) suggest that fault surfaces are better described
by a type of self-affine fractals that are self similar fractals. A self-affine fractal profile is
one that requires a separate length and height scaling to obtain a similar statistical profile,
while a self-similar fractal profile requires same length and height scaling (Russ, 1994). A
self-affine fault profile can be described by two parameters. The first parameter is called
the Hurst exponent. This parameter quantifies the fractal scaling of the power spectrum of
the fault. We denote this parameter by H. The second parameter quantifies the maximum
roughness amplitude of a fractal fault profile, which we quantify through the RMS
deviation of the fault profile from planarity. This parameter is dependent on the maturity
of the fault. A detailed description of the self-affinity and the two parameters can be found
in (Aslam & Daub, 2018).
We run all of our simulations in this study on an immature self-similar fault profile.
A self-similar fractal fault profile is described by H = 1. We describe the immaturity of the
fault profile by an RMS height value of 0.01 (Brodsky et al., 2011). We run 500
spontaneous earthquake rupture simulations, each with a different realization of the
immature self-similar fault profile (RMS height = 0.01 and H = 1) . We use a Fourier
method to generate the fault profiles (Andrews & Barall, 2011), and cut off the fractals at
a wavelength corresponding to 20 times the grid spacing. Figure 13(a) shows a self-similar
fractal fault profile with RMS height of 0.01, while the variation in the shear and normal
traction due to the fault profile is shown in Fig. 13(b). The plot of the shear and normal
components shows that the geometry of the fault profile causes the tractions to be highly
non-uniform, which subsequently alters the slip distribution of the fault when it fails.
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Model setup
We use a plane strain model to run all of our spontaneous earthquake rupture
simulations. Figure 15 shows a schematic of the model setup. The simulation domain is
130 km long and 70 km wide. The fault surface has the same length as the domain length.
The fault profile is a self-similar fractal curve f (x) deviating from y = 0, and has a RMS
height to wavelength ratio = 0.01. We run 500 earthquake rupture simulations each with a
different fault surface realization. We do this by changing the fault profile in each
simulation, but keeping the rest of the modeling setup the same. We use a fixed grid
spacing (∆x = 25) along strike in all of our simulations. We have run a few simulations
with shorter grid spacing in our previous study and determined that the simulations are
well resolved at our selected resolution. The minimum resolvable wavelength of fault
roughness is 0.5 km based on our selected grid spacing (λmin = 20∆x = 0.5 km). Our
simulation are accurate up to frequencies of ∼ 7 Hz assuming 20 grid points per wavelength
(a Fourier amplitude spectrum of velocity from the near-fault region is provided in Fig.
16). All of our simulations assume Drucker-Prager plastic off-fault material properties. The
plastic parameter values used in this study are given in Table 1. We use fdfault to run all
of our rupture simulations. This code has been verified on multiple SCEC benchmark
problems (Harris et al., 2009, 2018) both with elastic and plastic off-fault material
properties.
We assume a uniform regional stress field over the whole domain. An important
point to note is that when the uniform stress field is resolved on each point along the fault,
it provides heterogeneous values of normal and shear traction (due to the geometry of the
fault profile) on the fault. As an example, Fig. 13(b) shows the traction values resolved on
the fault profile (shown in Fig. 13(a)) due to the uniform stress field given in Table 1. In
this study, we represent compressive stresses as negative. We do not encounter any tensile
normal traction in our simulations with plastic off-fault material properties.
We use the linear slip weakening (SW) friction law to model friction on the fault
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Fig. 15: (a) Modeling setup of our simulations. A self-similar rough fault profile is shown
having a RMS height to wavelength ratio of 0.01. The minimum wavelength of the fault
roughness is 500 m. The fault has a right lateral strike slip sense of slip, a length of 130
km, and a frictional barrier on either side. The barrier on the left is 15 km long, while the
barrier on the right side starts at the edge of nucleation zone and extends to the edge of
the simulation domain. The rupture always initiates on the right side of the fault. This
results in accumulation of plastic deformation predominantly on the extensional side of the
fault. The extensional side is marked in the figure with ‘−’ sign while the compressional
side is marked with a ‘+’ sign. In each rupture simulation, the domain setup remains the
same while the profile of the rough fault changes. (b) We load the medium with
homogeneous stresses while the maximum compressional stress (Smax ) inclines at an angle
Ψ on the fault. We observe plastic deformation predominantly on one side of the fault since
the value of Ψ is high (40 degrees) for our simulations (Templeton & Rice, 2008).
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Fourier spectral amplitude

Frequency (Hz)
Fig. 16: The Fourier amplitude spectrum of velocity (fault normal) recorded at a pseudo
station placed at 1.5 km away from the fault at the extensional side. The spectrum is flat
at high frequencies since geometrical heterogeneity of fault profile causes slip heterogeneity
along the fault which results in excitation of waves of manny different wavelengths. The
vertical line indicates the maximum resolved frequency of our simulations.
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(Ida, 1972; Day, 1982; Andrews, 1985, 1976). According to this model, a static friction
value µs drops to a dynamic friction value µd as a function of slip U on the fault over a
certain critical slip distance Dc . Although this friction law has a simple formulation
(Bizzarri, 2010), it captures the basic weakening characteristics of the friction on the fault
and hence has been used in many rupture simulation studies (e.g. (Harris et al., 2009)).
This law does not include any healing to friction with time, hence some rupture simulation
studies (e.g. (Okubo, 1989; Dunham et al., 2011a,c; Schmitt et al., 2015; Bizzarri & Cocco,
2006a,b)) have used other friction laws such as rate and state friction (Dieterich, 1979;
Ruina, 1983) or the Shear Transformation Zone friction law (Daub & Carlson, 2010) to
account for the fault friction properties. We choose µs = 0.7, µd = 0.2 and Dc = 0.4 m in
this study. A low value of dynamic friction with a higher strength is chosen based on lab
experiments (Han et al., 2007; Beeler et al., 2008; Tsutsumi & Shimamoto, 1997; Hirose &
Shimamoto, 2005; Di Toro et al., 2004, 2011; Hirose & Bystricky, 2007; Goldsby & Tullis,
2002, 2011) and theoretical/numerical studies (Bizzarri, 2011; Suzuki & Yamashita, 2006;
Beeler et al., 2008; Andrews, 2002; Rice, 2006) to provide strong dynamic weakening. Our
static friction value for the SW law remains constant but at any time snapshot the friction
on the fault is variable along the fault due to the heterogeneous distribution of fault slip.
We provide stress drop and some other dynamic rupture properties values in Table 2.
Studies of dynamic rupture simulations show that the plastic strain accumulation
occurs predominantly on the extensional side of the fault (Templeton & Rice, 2008;
Ben-Zion & Shi, 2005). The extensional side can be defined by the sign of the fault parallel
component of the strain tensor (xx ) near the rupture front (Templeton & Rice, 2008). The
static stress changes induced by co-seismic slip on the fault during rupture propagation
vary in space, with a dependence on whether the point is located on the compressional or
extensional side of the fault. Since our main focus in this study is to calculate static stress
changes as a result of earthquake rupture, we aim to compare the static stress changes on
both the extensional and compressional sides of the fault. To make this comparison more
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straightforward, we run a unilateral rupture in all of our rupture simulations. Doing this
enables the compression to be dominant along one side of the fault and extension to be
dominant along the other side of the fault. We choose the right side of the fault (a 3 km
nucleation patch between 80 − 120 km along fault distance) to initiate slip in all of our
rupture simulations. To pick the exact location of the 3 km nucleation patch between the
along fault distances of 80 and 120 km, we calculate the shear to normal stress ratio (S/N
ratio) at every grid point along the fault, low-pass filter the resulting signal, and choose the
location where the S/N ratio is highest. These locations are the places where ruptures are
more likely to nucleate (Fang & Dunham, 2013; Oglesby & Mai, 2012; Mai et al., 2005).
Since every fault profile does not fulfill this criteria, we generate a large number of fault
profiles and calculate the S/N ratio of each of these fault profiles. If the S/N ratio is
highest between 80 − 120 km along fault distance, we keep this fault profile for rupture
simulation; otherwise we discard the fault profile. To force the rupture to propagate only
towards the left side of the fault, we place a frictional barrier (constant µs = 1000) on the
right side of the fault. The frictional barrier length starts from the right edge of the
nucleation zone and ends at the right fault edge as can be seen in Fig. 15. We select 500
different fault profiles using the above criteria and run simulations on those fault profiles.
After running the simulations, 187 ruptures propagate more than 60 km from the
nucleation point before dying out, while the ruptures in the remaining simulations die out
early due to the unfavorable fault geometry. For our results section, we only consider those
187 ruptures that have ruptured at least 60 km along strike.
Previous researchers have used many strategies to spontaneously nucleate a rupture
for the SW friction law (Andrews, 1985; Ionescu & Campillo, 1999; Dunham & Archuleta,
2005; Bizzarri & Cocco, 2005; Day, 1982). Strategies that are commonly used include time
independent over-stressing of the fault (e.g. (Harris et al., 2009)) and over-stressing a
single node point within a critically stressed nucleation patch (e.g. (Schmedes et al.,
2010)). We choose the time independent over-stressing of the fault nucleation patch based

62

Table 3: List of parameter values used in chapter 3
Parameter name
Model Domain parameters
Domain length
Domain width
Material properties parameters
Compressional wave speed
Shear wave speed
DP internal friction parameter
DP plastic dilatancy parameter
DP viscosity parameter
Friction law parameters
Static frictional coefficient
Dynamic frictional coefficient
Critical slip distance
Initial condition parameters
Stress
Stress
Stress
Stress
Fault Roughness parameters
Hurst exponent
RMS height to wavelength ratio

Symbol used

Value

Xtot
Ytot

130 km
70 km

Vp
Vs
µDP
β
η

6000 m/sec
3464 m/sec
0.5735
0.2867
0.2775 GPa.s

µs
µd
Dc

0.7
0.2
0.4 m

σxx
σxy
σyy
σzz

-100 MPa
52.0 MPa
-120 MPa
-110 MPa

H
γ

1.0
0.01

on our analysis of different nucleation strategies in our previous study. The fault nucleation
patch is 3 km wide while the central point of the patch is the point with the highest S/N
ratio. The shear traction on each point of this nucleation patch is increased from its
(i)

(i)

(i)

current value to a value defined by the failure stress on the fault: Ts =1.01Tf = µs Tn ,
where Ts (i) is the shear traction, Tf (i) is the failure traction and Tn (i) is the normal traction
on the ith point on the fault.
Receiver fault orientations and potential aftershock zone calculations
The static stress change on a receiver fault is calculated using the CFF equation.
The CFF is based on the change in the normal and shear stress on a receiver fault (King
et al., 1994):
∆σβf = ∆τβ − µβ ∆σβ .
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(3.4)

Here ∆σβf is the Coulomb stress change, ∆τβ is the shear stress change, µβ is the
friction coefficient and ∆σβ is the normal stress change on the receiver fault. The subscript
β specifies that all the stress values are calculated on the receiver fault plane (i.e. τβ and
σβ are calculated by resolving the off-fault stresses onto the receiver fault plane). An
increase in the CFF value moves the fault closer to failure, while a decrease in the CFF
value moves the fault away from failure.
Since the dynamic rupture simulations solve for the stresses directly during slip, we
have the complete stress tensor available at the end of the simulation. Once we know the
receiver fault orientation, we can calculate the static stress change on the receiver fault.
We assume a frictional coefficient value (µβ ) of 0.4, a value typical for strike-slip receiver
faults (Parsons et al., 1999).
We treat the compression and extensional sides separately when calculating CFF
values. We calculate CFF values on the compressional side of the fault using a single
receiver fault orientation. This orientation is parallel to the overall trace of the host fault.
The assumption of parallel receiver faults is usually reasonable for strike slip fault zones
(Faulkner et al., 2003) or for receiver faults that have formed under a similar tectonic
history to the main fault. We calculate CFF values on the extensional side of the fault
using the fault parallel receiver fault orientation (similar to the compressional side), and
also using a second receiver fault orientation that is spatially variable. We determine this
second orientation of the receiver fault using the final plastic strain tensor of dynamic
rupture simulation. Using this tensor, we calculate the orientation at which the plastic
shear strain is maximum, which should serve as a proxy for the likely orientation of faults
in that area due to off-fault damage.
We extract the plastic strain and final stress tensor after a sufficiently long
simulation time to ensure that our calculation of the static stress change is not affected by
the dynamic stresses due to passing seismic waves. We also select a smaller domain of the
model to extract the stress and plastic strain tensor rather the full domain which further
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reduces the effects of boundaries and dynamic waves. We extract both tensors after 41.13 s
of rupture simulation. Based on the shear wave velocity, this time is sufficient for the waves
to propagate away from the central part of the modeling domain. The smaller domain is 50
km long and 40 km wide, beginning at 20 km along fault distance and ending at 70 km
along fault distance for the fault parallel direction while starting at −15 km and ending at
25 km across fault distance for the fault perpendicular direction as can be seen in Fig. 17.
The dashed vertical lines shows the sub-region along fault strike that is used for analysis.
We only consider those ruptures that have ruptured the whole sub-region. This means that
we consider a 2D rupture equivalent to a magnitude 7 earthquake (Wells & Coppersmith,
1994) for our analysis.
Once we calculate the CFF on both sides of the fault from all of the simulations, we
compute point statistics by combining the calculated CFF values from each realization. We
also analyze the spatial and amplitude correlations of these CFF values. We do this by
identifying the zones of positive CFF change on each side of the main fault for all 187
simulations and then calculate the size, location and mean CFF amplitude of each zone.
We only consider positive CFF zones that have a length of 100 m or more. In addition to
the size and location of these zones, we calculate the total number of these positive CFF
zones that exist within the selected sub-domain in each realization on each side of the
fault. This comparison illustrates how static stress changes (due to co-seimic fault slip) are
distributed on the compressional and extensional sides of the fault.
To compare our model results with real aftershock data as described in the following
section, we find the distance of each positive CFF zone from the host fault and its area
assuming a circular source dimension. The assumption of a circular rupture is frequently
used for small to moderate earthquakes (Allmann & Shearer, 2009; Scholz, 1982; Hanks,
1977; Thatcher & Hanks, 1973; Aki, 1972).
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Aftershocks and fault trace data
To compare our model results with real data, we select five major earthquakes in
California. These events include the Morgan Hill Earthquake of 1984 with Mw = 6.2
(Beroza & Spudich, 1988), the Loma Prieta Earthquake of 1989 with Mw = 6.9 (Wald
et al., 1991), the Landers Earthquake of 1992 with Mw = 7.2 (Wald & Heaton, 1994), the
Northridge Earthquake of 1994 with Mw = 6.2 (Hartzell et al., 1996), and the Hector Mine
Earthquake of 1999 with Mw = 7.1 (Salichon et al., 2004). We use the relocated Northern
and Southern California earthquake catalog (Waldhauser & Schaff, 2008; Shearer et al.,
2005) to extract the aftershocks related to the earthquakes described above. We keep a
fixed time window after the main shock to extract aftershocks. Previous works have used a
magnitude-dependent time window to determine aftershocks (Gardner & Knopoff, 1974;
Allen et al., 1965); however, we use a fixed time window to ensure uniform treatment of all
events. We extract the fault trace of all the earthquakes described above using the slip
inversion of these earthquakes. The slip inversions are freely available through an online
database (SRCMOD) (Mai & Thingbaijam, 2014). This database has the record of the
estimated slip model for many major earthquakes around the globe through finite fault
inversion studies.
To perform a quantitative comparison of the observational data with our model
results, we calculate the earthquake rupture area of all aftershocks from the five major
earthquakes described above using the standard Eshelby formula (Eshelby, 1957) which
assumes a circular source dimension and a constant stress drop value. We assume a stress
drop of 1 MPa which is typical for geometrically heterogeneous faults (Bailey & Ben-Zion,
2009; Shaw et al., 2015).
Results
Point statistics
Figure 17(a) shows the pattern of off-fault plastic deformation during one of the
rupture simulations. The pattern of off-fault plastic deformation is shown using the
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Fig. 17: (a) Snapshot of the pattern of off-fault scalar plastic strain in the modeling
domain at time = 41.3 sec after the start of the rupture propagation. We extract stresses
and plastic strains from all the rupture simulations at time = 41.3 sec. The modeling
sub-domain region (20 to 70 km along fault and -15 to 25 km across fault distance) is also
marked with vertical dashed lines. The geometric heterogeneity of the fault profile leads to
a complex damage distribution across the main fault. The roughness of the fault profile
concentrates the regions of highest plastic strain immediately next to the geometrical fault
bends resulting in localized high strain zones marked by ‘A’, ‘B’ and ‘C’. (b) Estimated
receiver fault orientations using the direction of maximum plastic shear strain. The
orientations are heterogeneous in space, with orientations mostly within 25◦ of the main
rupture trace. Note that the vertical scale in both (a) and (b) is exaggerated.
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equivalent plastic strain γ p , defined as Λ =

dγ p
.
dt

The plastic strain accumulates along the

extensional side of the fault as observed in many other studies (Templeton & Rice, 2008;
Ben-Zion & Shi, 2005; Andrews, 2005) with the width of plastic deformation zone
increasing with the rupture propagation distance. The roughness of the fault profile
concentrates the regions of highest plastic strain immediately next to the geometrical fault
bends. These high strain zones tend to be localized in space due to stress concentrations as
shown in Fig. 17(a). Some of these localized higher plastic strain zones are marked in Fig.
17(a) by ‘A’, ‘B’ and ‘C’. The restraining bends of the fault geometry make it difficult for
the rupture to break through, causing stress concentration nearby. These localized zones of
plastic strain have been observed by previous dynamic rupture studies performed on
geometrically complex rough faults (Dunham et al., 2011c; Johri et al., 2014). Figure 17(b)
shows the estimated receiver fault orientations using the direction of maximum plastic
shear strain. The orientations vary between 0◦ -45◦ from the overall trace of the main fault.
The receiver fault orientations are mostly within 20◦ of the main rupture trace. The
dashed vertical line shows the sub-region from which the stress and plastic strain values are
extracted for further static stress calculation.
Figure 18 shows the change in stresses (normal and shear) for the sub-region
marked in Fig. 4. As can be seen in Fig. 18, the stresses are highly complex in the region
near the fault. The geometric heterogeneity of the fault profile leads to this complexity in
the stress distribution. Farther from the fault profile, the stress complexity is reduced as
the fault roughness effects are not as prevalent at those distances. Furthermore, though the
stresses are highly complex, we note from Fig. 18(b) that the negative shear stress change
values dominate the positive values of stress change. Similar to our previous study (Aslam
& Daub, 2018), we divide the region across the fault into three sub-regions based on the
stress pattern. We refer the region close to the fault where the stresses are more complex
as the the ‘near-fault’ region, while we refer the region of relatively uniform stresses as the
‘far-fault’ region. We refer the transition region between the near-fault region and the
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Fig. 18: Change in stresses in the sub-domain region of the modeling domain for the fault
profile shown in Fig. 17. The simulation is run for a sufficient length of time (= 41.3 sec)
such that there are no dynamic stresses related to the wave propagation and hence the
stress change in the domain is present only due to static stress changes. a) Change in the
normal stress in the modeling sub-domain. b) Change in the shear stress in the modeling
sub-domain. The stress change in the near-fault region is highly complex, with most of the
regions of the modeling sub-domain showing a decrease in the shear stress values.
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far-fault region as the intermediate region. Most of our discussion of results in this study is
related to the near-fault region since this region is mainly affected by the fault roughness
during rupture propagation. We note that this naming convention is only for the purpose
of discussing the results in this study; on tectonic scales, these regions are all close to the
fault.
Using the final stress tensor from each of the rupture simulations, we calculate the
CFF in the region surrounding the main fault. To calculate the CFF values, we use two
different receiver fault orientation approaches. In the first approach, we assume parallel
receiver fault orientations, while in the second approach, we calculate CFF values based on
the receiver fault orientations calculated from the direction of maximum plastic shear
strain. Since no plastic strain accumulates on the compressional side of the fault profile, we
only calculate the CFF using the second approach for the extensional side of the fault.
Figure 19 shows the CFF calculated using the parallel receiver fault orientation on both
the compressional and extensional sides of the fault. Similar to the distribution of stresses
shown in Fig. 18, the CFF distribution is also highly complex across the fault in the
near-fault region with both negative and positive CFF change zones present in this region.
At distances farther from the near-fault region, the CFF change pattern is more uniform,
with negative CFF values dominating. Based on the realization shown in Fig. 19, there is
not an obvious difference between the extensional and compressional sides of the fault.
Therefore, we examine a statistical ensemble of all CFF values from both the extensional
and compressional sides of the fault in addition to examining each side separately. The
regions of positive CFF change in Fig. 19 are of particular importance, as these are the
regions which are brought closer to failure and are potential locations of aftershocks. We
note from Fig. 19 that the roughness of the fault profile causes many small positive CFF
zones to occur within broader negative CFF zones. These small positive CFF zones are not
resolvable using the usual CFF calculations due to coarser resolution of fault slip from the
inversion studies, and hence these zones would appear as stress shadows. At far-fault
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Fig. 19: The CFF change calculated in the sub-domain region of the simulation for the
fault profile shown in Fig. 17. The CFF is calculated from the stress change values (both
shear and normal stresses, shown in Fig. 18) as a result of dynamic earthquake slip on the
rough fault. The calculations assume a frictional coefficient µβ = 0.4 and receiver fault
orientations parallel to the mean host fault profile. The fault roughness of the fault profile
results in a heterogeneous stress field within the rupture area of the main shock, resulting
in an increased probability of occurrence of aftershocks within this area. Positive values of
CFF change indicate that there is a higher probability of aftershock occurrence, while
negative values of CFF change indicate regions of reduced probability of aftershocks. As
can be seen, there is no obvious difference between the calculated CFF values in the
extensional and compressional side of the fault. Note that the CFF values calculated here
are based on events that ruptured unilaterally; however natural faults may not always
rupture this way.
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distances, where the fault roughness effects are not present, we do not see these positive
CFF zones.
We mark the boundaries between the near-fault, intermediate, and far-fault regions
based on the number of positive CFF zones. In this study, we consider a region to be a
positive CFF zone if it has a length of at least 100 m (i.e. at least 4 consecutive positive
CFF values along the direction of the receiver fault orientation). In each simulation, we
first count the total number of positive CFF zones at each distance away from the trace of
the main fault and then include distances with more than 8 positive CFF zones in the
near-fault region. The distance at which the number of positive zones decreases from > 8
to ≤ 8 marks the boundary between the near-fault region and the intermediate region. The
distance where no positive zones are observed designates the start of the far-fault region.
We calculate the width of the near-fault region for both the compressional and the
extensional side from each rupture simulation. The width of the near-fault region describes
the distance over which the stress complexity as well as the damage pattern complexity
may influence seismicity patterns. The average width of the near-fault region is 1890 m on
the extensional side when CFF values are calculated using parallel receiver fault
orientations, 2730 m when the CFF values are calculated using variable receiver fault
orientations, and 1680 m on the compressional side of the fault.
We combine the CFF data from each side (both extensional and compressional) for
all 187 rupture simulations to examine the statistical properties of the CFF as a function of
distance. Figure 20 shows the PDF values of the CFF as a function of distance from the
fault. Figure 20(a) shows the PDF of the CFF for the compressional side, Fig. 20(b) shows
the PDF of the CFF for the extensional side, and Fig. 20(c) shows the PDF of the CFF by
combining CFF values from the extensional and compressional side. It is important to note
that Figs. 20(a), 20(b) and 20(c) are constructed using parallel receiver fault orientations.
Figure 20(d) shows the PDF of the CFF as a function of distance on the extensional side
where the CFF is calculated using variable receiver fault orientations. In each of the plots
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Fig. 20: The probability density function (PDF) of the change in CFF values as a function
of distance away from the fault. The CFF values are highly variable at distances very close
to the fault, and collapse into a relatively very narrow range at greater distances from the
fault. This behavior is due to the fact that in the near-fault region, fault roughness effects
cause the stress to be heterogeneous. In the intermediate/far-field region, where the fault
roughness effects are weaker, the CFF value spread is relatively narrow when compared to
the near-fault region. (a) PDF of CFF change for the compressional side with parallel
receiver fault orientations. (b) Same as (a) but for the extensional side. (c) Same as (a)
but based on the combined values of (a) and (b). (d) Same as (b) but with variable
receiver fault orientations. The optimum orientations of the receiver faults predominantly
change the CFF values at the extremes of the distribution at a given distance. This is the
reason that the difference between (b) and (d) is not obvious from point statistics but
stands out when the spatial correlations (Fig. 21 and Fig. 22) are considered.

73

in Fig. 20, the general behavior of the CFF values with distance from the fault remains the
same. The regions close to the fault show a wider spread of CFF values, and as the
distance from the fault increases, this spread gradually squeezes to a relatively narrow
band of values. The distance at which we begin observing a narrow band of values of the
CFF marks the transitional boundary between the near-fault region and the
intermediate/far-fault region. The spread of the CFF values in the intermediate/far-fault
region is not as narrow as is observed when running the same simulations with elastic
off-fault properties (Aslam & Daub, 2018) (the figure showing the PDF of the CFF
calculated assuming elastic off-fault response is provided in Fig. 6). This may be related to
the fact that the off-fault stresses are smoothed when considering off-fault plasticity.
Furthermore, we note from Fig. 20 that the range of values in the intermediate/far-fault
region remains the same for simulations with elastic material properties but fluctuates
between different upper and lower CFF bounds for the case of simulations with plastic
off-fault material properties. When comparing the CFF values between the extensional side
(Fig. 20(b) and 20(d)) and the compressional side (Fig. 20(a)) for the
intermediate/far-fault region, we observe that the compressional side has more sharp
fluctuations between different upper and lower CFF bounds, as no damage occurs on that
side of the fault. In Fig. 20(d), the optimum orientations of the receiver faults change
mainly the extreme CFF values with the largest and smallest CFF values. This is the
reason that the difference between Fig. 20(b) and Fig. 20(d) is not obvious by eye.
However, this change in the extreme values of the CFF does influence the locations of
aftershocks, which we investigate through the spatial correlations of the CFF function.
Spatial correlations
All of our results described above are based on one point statistics from our
simulations. Although one point statistics provide many useful insights into the static
stresses, aftershocks are not point features, but spatially extended events that rupture an
area that depends upon the magnitude of the aftershock. To study this, we extract
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information related to the spatial correlations in the positive CFF values. To do this, we
use the locations as well as lengths of positive CFF zones. To calculate the length of a
positive CFF zone, we first pick a point at any distance away from the fault and then find
the orientation of the receiver fault at that point (0◦ for the case of parallel receiver fault
orientations and a spatially-dependent value for the case of variable receiver fault
orientations). We then calculate the CFF value at that point, if the CFF value is positive,
we move 25 m further along the direction of the receiver fault orientation and calculate the
CFF value at the next point. If this point is not on a grid point, we calculate its CFF value
by interpolating the stress values at this point. We use linear interpolation (Barber et al.,
1996) to compute the stress values at points which do not lie on the simulation grid. We
continue along the same direction and increase the length of the positive zone until we
encounter a negative CFF value. Figure 21 shows the total number of positive CFF zones
in each rupture simulation at two different distances from the main fault on the extensional
side of the fault. Figure 21(a) shows the number of positive CFF zones 100 m from the
fault, while Fig. 21(b) shows the number of positive CFF zones 3.5 km from fault. We
observe that the number of positive zones decreases as the distance from the fault increases.
This is because at greater distances, the fault roughness effects are less prevalent, as is
evident from Figs. 18 and 19. This behavior remains the same irrespective of the
methodology used to calculate the positive CFF zones (i.e. either CFF calculated using a
parallel receiver fault orientation or calculated using a variable receiver fault orientation).
In the near-fault region, we observe twice the number of positive CFF zones for the
variable off-fault orientations case when compared to the parallel receiver fault orientations
(Fig. 21(b)). This is because when calculating CFF assuming variable receiver fault
orientations, the directions that have minimum compressive normal stress and maximum
shear stress are favored. This causes many more locations to have a positive CFF value
than those found using a parallel receiver fault orientation. An increase in the number of
positive CFF zones for the case of variable receiver fault orientations means an increase in
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Fig. 21: Figure shows total number of positive CFF zones calculated from all rupture
simulations for the near-fault region and the intermediate region. (a) Number of positive
zones calculated at 3.5 km away from the main fault using variable receiver fault
orientations (circles) as well as parallel fault orientations (triangles). (b) Same as (a) but
for positive zones 100 m away from fault. The orientations derived from the damage zone
are clearly well aligned with the stress field in the near-fault region, while they lead to a
greater variability in the number of zones in the intermediate region.
the width of the near-fault region. This indicates that the fault roughness effects are
observed at greater distances when off-fault material damage and dynamic calculations of
receiver fault orientations are considered. The comparison between the number of positive
CFF zones with the two types of receiver fault orientations suggests that the calculations
of dynamic off-fault orientations are important at distances close to the fault since they can
significantly affect the spatial location and magnitude of aftershocks. Furthermore,
comparing Figs. 21(a) and 21(b), we can see that the orientations derived from the damage
zone are clearly well aligned with the stress field in the near-fault region, and they lead to a
greater variability in the number of zones in the intermediate region.
Since we have calculated the locations and rupture lengths of the positive CFF
zones surrounding the main fault in each simulation, we can combine this information from
each simulation to examine the spatial characteristics of probable aftershock zones
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surrounding a complex fault. To estimate the maximum possible magnitude of each of the
calculated positive zones, we assume that each patch hosts a circular patch rupture and
convert that area into a magnitude using standard scaling relations. Figure 22 shows the
plot of joint PDF of rupture areas as a function of distance for all probable aftershock
zones. The plot combines all the positive CFF zone data from each simulation. The plots
shows both smaller rupture zones with small rupture areas (< 2.5 km2 ) and larger rupture
zones with larger rupture areas (> 2.5 km2 ) are present at all distances from the fault. The
smaller rupture zones have a higher probability of occurrence at distances closer to the
near-fault region than the larger rupture zones. This behavior is observed independent of
the choice of receiver fault orientation. For distances within the intermediate zone, we
observe smaller and larger rupture zones to have a similar probability of occurrence. This
behavior remains the same for calculations using both parallel and variable receiver fault
orientations. When comparing Figs. 22(a) and 22(b), we see that the higher probabilities
for smaller rupture zones in the near-fault region are more uniformly distributed with
distance when calculated using variable off-fault orientations as compared to rupture zones
calculated using parallel receiver fault orientations. This is due to the fact that there are a
higher number of smaller zones calculated using variable off-fault orientations than for the
case of parallel fault orientations. We observe no larger ruptures (with rupture areas > 1
km2 ) for distances less than 200 m in Fig. 22(a) when compared to Fig. 22(b), and fewer
smaller ruptures (with rupture area < 0.1 km2 ) for distances greater than 4 km. Figure
22(b) is more complete in terms of probable rupture areas (fewer white spaces with PDF
value = 0) because we observe many more rupture zones with a range of areas calculated
using variable receiver fault orientations. These rupture zones are distributed throughout
the near-fault and intermediate regions surrounding the main fault and fill in the empty
portions of Fig. 22(b). Since the region closer to the fault is highly damaged (Faulkner
et al., 2011), and the stresses in this region are complex (Erlingsson & Einarsson, 1989;
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Aslam & Daub, 2018; Pedersen et al., 2003), we expect real aftershocks to have a range of
rupture lengths giving rise to behavior that is similar to what we observe in Fig. 22(b).
Our modeling suggests a greater probability of occurrence of smaller area rupture
zones in the near-fault region as compared to the intermediate region. There may also be a
correlation between positive CFF zone areas and the mean amplitude of stress increase. To
examine this, we calculate the mean CFF amplitude for each rupture zone. Figure 23
shows the amplitude of CFF as a function of rupture area from all of our simulations.
Figures 23(a)-(c) show rupture zones calculated using parallel receiver fault orientations
while Figs. 23(d)-(f) are based on calculations using variable receiver fault orientations. It
is evident in Figs. 23(a) and 23(d) that the mean CFF amplitude decays with distance and
with increasing zone area. Similarly, it can be clearly observed from Figs. 23(c) and 23(f)
that the rupture zones are mostly smaller in the near-fault region and have higher CFF
amplitudes, while the CFF amplitudes are smaller at intermediate distances for both
smaller and larger zones (Figs. 23(b) and 23(e)). Based on the comparison of CFF
amplitudes in the near-fault region (Figs. 23(c) and 23(f)), we find that the CFF
amplitudes calculated using variable receiver off-fault orientations are relatively low when
compared to CFF amplitudes calculated using parallel off-fault receiver orientations.
Similarly, the CFF amplitudes have a greater spread in Fig. 23(c) as compared to Fig.
23(f). This is because the optimum orientations of the receiver fault tend to smooth the
CFF values, which increases the connectivity between positive zones, as plastic deformation
tends to remove extreme stress values from the distribution.
Real data comparison
To compare our modeling results with real observations, we compile a dataset by
considering aftershocks from five major earthquakes in California. Figure 24(a) shows the
trace of the rupture of 1999 Hector Mine earthquake. The induced CFF change in the
surrounding region due to this earthquake, at the focal depth of 7.5 km, is calculated and
plotted in Fig. 24(a). The CFF change is calculated using the slip model of Salichon et al.
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Fig. 22: Areas of positive CFF zones versus distance from the fault. (a) Rupture areas
calculated using parallel off-fault orientations. (b) Same as (a), but rupture areas are
calculated using variable receiver fault orientations. The color scale in both (a) and (b)
represents the joint PDF values of positive CFF area and distance. Our modeling results
show that smaller zones are more probable close to the fault than large zones (both in (a)
and (b)). This is because the stresses are more heterogeneous near the fault, leading to
shorter correlation lengths and smaller zones. The larger rupture zones occur less
frequently in the near-fault region as compared to the smaller zones. In the intermediate
region, both smaller and larger rupture areas have equal probability of occurrence. Since a
real aftershock does not always fill an entire positive CFF region, we expect many
aftershocks with smaller rupture areas may be present at intermediate distances.
Furthermore, (b) is more complete in terms of probable rupture areas (fewer white spaces
with PDF value = 0). This is because the optimal orientations of the receiver fault result
in many more positive zones with variable lengths (Fig. 21), which fill in most of the
empty spaces observed in (a).
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Fig. 23: The plot shows the amplitude of CFF increase as a function of the zone area. (a)
Rupture zone areas calculated using fault parallel receiver fault orientations, (d) Rupture
zone areas calculated using variable receiver fault orientations. The color scale in both (a)
and (d) represents the distance of each positive zone from the fault. (b) The amplitude of
CFF increase as a function of the zone area calculated using similar receiver fault
orientations for a distance of 3000 m away from fault. (c) The amplitude of CFF increase
as a function of the zone area calculated using fault parallel receiver fault orientations for a
distance of 500 m away from fault. (e) Same as (b), but the amplitude of CFF increase is
calculated using variable receiver fault orientations. (f) Same as (c), but the amplitude of
CFF increase as a function of the zone area is calculated using variable receiver fault
orientations. As can be seen in (d), (e) and (f), the optimum orientations of the receiver
fault tend to smooth the stress field, giving less extreme CFF values but increased
connectivity between different positive zones.
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(2004). We can observe a prominent stress shadow in the center of the fault with two
positive CFF zones around the fault in the near-fault region. Figure 24(b) shows the
magnitude-frequency distribution of all the aftershocks from the compiled dataset. We note
that the magnitudes of the aftershocks follow the Gutenberg-Richter magnitude-frequency
(GR) distribution (Gutenberg & Richter, 1944). To construct Fig. 24(b), we only pick
those aftershocks that are located in regions within 5 km from the fault rupture to compare
them with our model results. Note that these aftershocks may include secondary triggered
aftershocks (Meier et al., 2014). To determine how the rupture areas of these aftershocks
depend on distance, we calculate the joint PDF values of the rupture areas and distances
from the fault for the aftershocks of five major earthquakes. It is important to note that
Fig. 24(c) shows the same information as Fig. 22, but it illustrates the joint PDF for
aftershocks rather than the positive CFF zone areas from our models. The data shown in
in Fig. 24(c) presents similar behavior to what is observed from our modeling results. We
observe rupture zones with both smaller rupture areas (< 0.45 km2 ) and larger rupture
areas (≥ 0.45 km2 ) present in both the near-fault and intermediate regions. Similar to our
modeling results, the smaller rupture areas are relatively more probable than the larger
rupture areas in the near-fault region. In the intermediate region, we observe a relatively
higher probability of smaller rupture areas when compared to the larger rupture areas.
Since our model does not add any constraints on the existence of smaller size events within
the larger CFF zone, the additional events with small rupture areas at all distances in the
observations are likely due to events that do not fill the entire positive CFF zone. Note
that the spatial characteristics of aftershocks (Fig. 24(c)) may also be affected by stress
heterogeneities due to previous events and pore-pressure fluids. We do not model those
effects, as they are difficult to quantify in the earth; however, we suggest that our model
results are broadly consistent with the spatial characteristics of aftershocks data.
Furthermore, a comparison of the histograms of aftershock distances (i.e. distance between
the fault rupture plane and aftershock’s epicenter) for Mw > 2 and Mw > 3 in Fig. 24(d)
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shows that the aftershocks follow a GR distribution at all distances (Mw > 2 are an order
of magnitude more frequent than magnitude Mw > 3). Based on our model results, we
suggest that this arises possibly due to the roughness of the fault which produces positive
CFF change zones of a variety of different areas at all distances in the near-fault region.
Hence, these positive CFF zones are likely to host some smaller events, resulting in the GR
distribution at all distances.
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Fig. 24: (a) The CFF calculated for the 1999 Hector Mine earthquake at 7.5 km focal
depth, on the optimum orientations of strike slip receiver faults. We observe two positive
CFF change zones while a siginificant part of the near-fault region is dominated by a stress
shadow. The white line shows the surface fault trace (Salichon et al., 2004). The black
lines marks the trace of the known active faults present in the region. (b) The magnitude
frequency distribution of the compiled dataset of aftershocks from five large earthquakes
from the California region. These earthquakes include the 1984 Morgan Hill earthquake,
the 1989 Loma Prieta earthquake, the 1992 Landers earthquake, the 1994 Northridge
earthquake, and the 1999 Hector Mine earthquake. The magnitude frequency distribution
follows the Gutenberg-Richter distribution. (c) Rupture areas and distance distribution for
all the aftershocks occurring within 5 km from the main fault. The dataset is complied
from 5 large earthquakes of California described in (b). (d) A comparison of histograms of
aftershock distances from the fault plane for two different magnitude ranges for aftershock
data shown in (b). The aftershocks follow the GR distribution at all distances from the
fault with an order of magnitude more aftershocks with Mw > 2 than aftershocks with
Mw > 3. Based on our model results, we suggest that this arises due to the roughness of
the fault which produces positive CFF change zones of a variety of different lengths at all
distances in the near-fault region.
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Discussion
In this work, we perform dynamic rupture simulations with off-fault plasticity on
rough strike slip faults to investigate the occurrence of aftershocks in the near-fault region
and in the region of stress shadows (Segou & Parsons, 2014; Kilb et al., 1997; Beroza &
Zoback, 1993). We perform rupture simulations on many realization of a self-similar rough
fault profile with RMS height of 0.01. We calculate the CFF values on the extensional side
using variable and parallel receiver fault orientations. We use plastic strain accumulation
(Templeton & Rice, 2008; Ben-Zion & Shi, 2005; Andrews, 2005) to calculate the variable
orientations of receiver faults. The pattern of static stress change is highly complex
(Chester & Chester, 2000; Dieterich & Smith, 2009) in the near-fault region irrespective of
which approach is used to calculate the CFF value. Similarly, our calculations suggest that
the PDF of the CFF distribution follows a pattern where a large spread of the CFF values
occurs in the near-fault region and collapses to a narrow CFF spread at intermediate and
far-fault distances. This behavior is expected since static stress changes decay inversely
with the squared distance from the main fault (Powers & Jordan, 2010; Hauksson, 2010;
Smith & Dieterich, 2010).
We extract the spatial correlation characteristics of the positive CFF values from
our model results. In particular, we are interested in the spatial extent of positive CFF
zones since these are potential locations of future aftershocks. We find many small positive
CFF zones to be present within larger negative CFF zones. These smaller positive CFF
zones which are not resolvable using the usual CFF calculations would appear as stress
shadows in observational studies (Freed, 2005; Segou & Parsons, 2014). Our calculations
show that, in the near-fault region, the positive CFF zones are twice as probable in the
near-fault region when CFF values are calculated using variable off-fault orientations in
comparison to CFF values calculated using parallel receiver fault orientations. An increase
in the number of positive CFF zones causes an increase in the width of the near-fault
region for the case of variable receiver fault orientations. This suggests that off-fault
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material damage tends to affect the spatial characteristics and decay of aftershocks with
distance. Furthermore, if many more positive zones at close distances are present within a
certain region, there is a higher probability that the rupture on these small zones can
propagate through the zone of negative CFF values between them and grow into a larger
rupture. This suggests that the off-fault damage (Chester & Logan, 1986; Myers & Aydin,
2004; Faulkner et al., 2011; Chester et al., 1993, 2004; Biegel & Sammis, 2004; Caine et al.,
1996) is important along with the observed stress complexity of the fault system
(Erlingsson & Einarsson, 1989; Pedersen et al., 2003) in order to determine the locations
and magnitudes of aftershocks in a particular region.
Most of the aftershocks occur in the immediate vicinity of a large fault (King et al.,
1994; Stein et al., 1994; Freed, 2005; Liu et al., 2003). The material in this region is much
weaker than the adjacent country rock (Faulkner et al., 2003; Cochran et al., 2009;
Hauksson, 2011, 2010). The weaker zone is due to the complex damage in the near-fault
region that has been observed by many observational studies (Faulkner et al., 2010, 2011;
Myers & Aydin, 2004; Andrews, 2004, 2005; Rice et al., 2005). This highly damaged weak
zone influences the spatial seismicity distribution (Hauksson, 2011, 2010). Some studies
(e.g. (Liu et al., 2003; Powers & Jordan, 2010)) were carried out to estimate the size of the
damage zone surrounding a large fault using aftershock data. In this study, we examine if
the decay of seismicity with distance from the fault is controlled only by the stress field
decay or if the damage zone also influences the decay of seismicity. Our comparison of
amplitudes of CFF as a function of areas and distances (Fig. 23) suggests that both the
stress field decay and the damage zone complexity affect the decay of seismicity with
distance. The stress field fluctuations decay with distance, but the damage zone plays a
role by aligning fault orientations with the optimal stress orientations for failure. This is
particularly obvious from the outlier values seen in Figs. 23 (d) and (e), which do not
follow the usual trend of the amplitude as a function of distance seen in Fig. 23(a),
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suggesting that the damage zone complexity cannot be neglected when examining
seismicity patterns near active faults.
Many quasi-static modeling studies have examined static stress changes and the
consequent aftershock distribution in the near-fault region as a result of slip on rough
faults. Shaw et al. (2015) considered a multi-strand fault system to run their quasi-static
model and found that the reduced ground motion amplitudes of aftershocks occurred in the
near-fault regions are predominantly due to smaller stress drop of these events. Their
model was able to capture many of the characteristics of spatial and temporal clustering of
aftershocks. Smith & Dieterich (2010) also considered a rough fault to perform quasi-static
modeling and showed the occurrence of aftershocks in small positive CFF zones within
stress shadows. Powers & Jordan (2010) used the quasi-static model of Dieterich & Smith
(2009) to constrain the width of the near-fault region for different faults in California.
Though the quasi-static models of fault slip on rough faults were able to explain some of
the important characteristics of aftershock distribution, these calculations were solely based
on stresses since these models lack any physical representation of likely orientations of
receiver faults in the damage zone. Our results suggest that using the orientation of
maximum plastic shear strain as a proxy for possible aftershock fault planes allow more
positive CFF zones than the simple fault-parallel orientations in the near-fault region. Our
dynamic earthquake rupture simulation study can provide constraints on the
characteristics of damage zone that may be included into the quasi-static models to get
improved estimates of the spatial distribution of aftershocks in a self-consistent manner.
A focal mechanism solution provides the information of slip direction and
fault-plane orientation of an earthquake through its radiation pattern (Hardebeck &
Shearer, 2002). This information is then used to derive the orientation of stresses causing
the earthquake (e.g. (Mallman & Parsons, 2008; Hardebeck, 2015; Beroza & Zoback, 1993;
Hardebeck, 2010). In many cases, the focal mechanisms are diverse in the near-fault region
(Beroza & Zoback, 1993; Bailey et al., 2010; Smith & Heaton, 2011) and do not align,
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suggesting a complete stress drop in order to produce the variable orientations of
aftershocks. This was the case for orientations observed by Kilb et al. (1997) from
earthquakes following the 1989 Loma Prieta earthquake. However, some studies show good
alignment of focal mechanisms of aftershocks with the mainshock (Michele et al., 2016).
We see that our receiver fault orientations are predominantly within the “acceptable”
range of the Kilb et al. (1997) study, suggesting that the dynamic rupture studies can be
used to infer the likely orientations of receiver faults in the damage zone. Furthermore, our
simulations show heterogeneous orientations of receiver faults very close to the main fault
which may suggest that the diverse aftershock mechanisms observed near the fault for the
case of 1989 Loma Prieta earthquake were caused by co-seismic off-fault deformation
(expressed as microcracking and secondary faulting).
All of our simulations are performed in 2D. A real earthquake does not occur in 2D
but rather occurs in 3D on a 2D fault. In 3D ruptures, the process of rupture propagation
may change if the rupture in the third direction is not coherent (Dunham et al., 2011c; Shi
& Day, 2013). This may also cause some differences in the pattern of stress change in the
off-fault region. Furthermore, we use the plastic strain accumulation during rupture
propagation to calculate receiver fault orientations. This approach only accounts for the
faults that are created during the dynamic rupture events. This may not always be the
case as the receiver faults may also be pre-existing and have an orientation that is
unrelated to the present tectonic behavior (Toda et al., 2008; Lin & Stein, 2004; Toda
et al., 2005; Tse & Rice, 1986; Rice, 1993; Nielsen & Knopoff, 1998; Hainzl et al., 2010;
Lapusta et al., 2000; Duan & Oglesby, 2005b; Oglesby & Mai, 2012). However, if such
knowledge is available from, for instance, geological mapping studies, it can easily be
included in the present methodology.
We calculate the CFF values in the off-fault medium as a result of rupture on
fractal faults. The real faults may show non-fractal large-scale geometrical complexities like
macro-scale fault bends and step-overs. These large-scale geometrical complexities play
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major role in controlling the rupture propagation characteristics (Ulrich et al., 2019;
Kyriakopoulos et al., 2019). The regions of large-scale geometrical complexities are
observed as regions of pronounced off-fault deformation during an earthquake rupture
(Milliner et al., 2015). Our rupture simulations suggest that the stresses concentrate
around the fault bends during rupture propagation causing plastic deformation to be
highly pronounced (as seen at location A,B,C in Fig. 17) in regions of high geometrical
heterogeneity. These regions of pronounced plastic deformation has a higher probability of
occurrence of aftershocks since the structures are more likely to be optimally oriented in
this region.
Slip inversion studies of some large earthquakes (e.g. the 1999 Izmit earthquake of
magnitude 7.5, the 2010 El-Mayor Cucapah earthquake of 7.2, the 1992 Landers
earthquake of 7.3) have shown that the co-seismic slip decrease from depth towards the
surface of earth (Gonzalez-Ortega et al., 2014; Simons et al., 2002; Fialko, 2004). This
deficit of co-seismic slip at shallower depths is usually termed as shallow slip deficit (SSD).
Some studies have suggested the inelastic deformation during co-seismic deformation as a
potential explanation of the SSD. Kaneko & Fialko (2011) performed a 2D dynamic
earthquake rupture simulation of a depth dependent model to investigate the presence of
SSD. They performed their simulations with homogeneous structural properties of
subsurface layers. Roten et al. (2017) also performed dynamic rupture simulation in 3D to
investigate the presence of the SSD but they used SCEC community velocity model (CVM)
with a low velocity layer to represent the sub-surface structural properties. Both studies
showed that the SSD observed during the slip of large earthquakes, can be explained by
shallow inelastic deformation. The degree to which plastic deformation occurs near the
surface is proportional to the amount of the slip deficit. The plastic deformation at shallow
depths broadens, making a flower like structure that distributes the deformation over a
broad region near the surface. This flower structure has also been observed in other
dynamic rupture studies (Ma & Andrews, 2010). Our study suggests that broadening of
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Fig. 25: (a) Histograms of depths for all aftershocks from our compiled dataset of five large
earthquakes from the California region, shown in Fig. 11(b). Most of the aftershocks occur
at depth between 7.5 − 10 km. The inset shows the percentage of occurrence of shallow and
deep events. Note that shallow events are those, which occurred at a depth of 5 km or less,
while deep events are those, which occurred at depth of greater than 5 km. We select 5 km
level to separate shallow and deep events, since it is the maximum depth till where
widening of zone of plastic deformation was observed by previous studies. (b) Rupture
areas and distance distribution for all the shallower events. (c) Rupture areas and distance
distribution for all the deeper events. When comparing (b) and (c), we do not find any
obvious difference between rupture areas and distance distribution of shallower and deeper
events.
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plastic deformation increases the extent of the near-fault region, which means that the
width of aftershock zone is greater for shallower events than deeper events. However, the
rupture areas of shallower aftershocks (depth ≤ 5 km, comprising ∼ 28% of the aftershocks
data) do not show any obvious difference to rupture areas of deeper aftershocks (depth > 5
km, comprising ∼ 72% of the aftershocks data), when compared as a function of distance
(Fig. 25). A possible explanation could be that the damage zone gets wider at shallower
depths, but due to weak stress changes due to lower slip at those depths, the effects
essentially cancel out. However, a further investigation is required to make some
quantitative predictions to evaluate which effects might be strongest, which is a topic for
further research.
Our model suggests a higher probability of smaller rupture zones in the near-fault
region as compared to larger rupture zones. This behavior is similar to the aftershock data
which suggests a higher probability of smaller rupture zones in the near-fault region as
compared to the larger rupture areas. One effect that we do not include is the secondary
triggering caused by aftershocks (Helmstetter et al., 2005; Kagan, 1994; Hanks, 1992;
Marsan, 2005; Meier et al., 2014) after one major earthquake causing the static stresses to
redistribute. Our model does not capture this effect, though the secondary triggering
methodology could be combined with our approach. The static stress changes can also
cause pore-pressure variations if the medium is saturated with fluids. This process can
affect the aftershock distribution of a region in space (Chen et al., 2012; Gupta, 2002;
El Hariri et al., 2010; Nur & Booker, 1972) and time (Freed, 2005; El Hariri et al., 2010;
Chen et al., 2012). The aseismic slip of a fault also has the tendency to change the static
stresses induced due to the co-seismic slip on the fault (Vidale et al., 2006; Vidale &
Shearer, 2006). Constraining the role of each of these mechanisms described above is
difficult (Waite & Smith, 2002; Hainzl, 2004; Vidale & Shearer, 2006; Lohman & McGuire,
2007), and it is not clear if these mechanisms may work together in a certain region to
change static stresses or a single mechanism may dominate over the other mechanisms.
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Table 4: List of few dynamic rupture properties
Parameter name

Symbol used

S ratio
Sratio
Cohesive zone length R0
Mean stress drop
∆τ

Value

Expression taken from

1.2
252 m
28.0 MPa

(Templeton & Rice, 2008)
(Templeton & Rice, 2008)

Furthermore, other factors like topography of a region, heat flow and crustal thickness,
Vp /Vs ratio of a region (Hauksson, 2011), and material contrasts (Rubin & Gillard, 2000;
Rubin & Ampuero, 2007) across a major fault have also been observed to change the static
stresses of those regions causing variations in the distribution of aftershocks. We do not
model any of these phenomena in our calculations, while the observational data may
include effects from these mechanisms. Overall, our findings from this modeling study are
consistent with the general behavior observed in the spatial seismicity patterns. This may
suggest that the supplementary mechanisms (mentioned above) are more important to
include in the models when more emphasis is given to the temporal behavior of
aftershocks, rather than their spatial location.
Based on our modeling results, we suggest that the damage zone is an important
factor for estimating the future hazard and risk estimates of a particular region. This is
because the damage zone controls the decay of aftershocks with distance together with the
stress field decay with distance. A modification to the classical Coulomb failure function
which considers the damage state of the near-fault region may provide a better fit to
spatial aftershock distribution observed for large earthquakes as compared to classical
static stress calculations. Our results suggest that knowledge of the damage zone and the
likely orientations of receiver faults from physical models can provide improved constraints
on the spatial distributions and magnitude of aftershock occurrence. Such methods may
help improve forecasting of off-fault seismicity and improve estimates of seismic hazard in a
variety of tectonic contexts.
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Chapter 4
Modeling damage evolution in the inter-seismic phase as a result of rupture on
complex faults
Aslam, Khurram, Daub, Eric, Choi, Eunseo, (in preparation, 2019), Modeling
damage evolution in the inter-seismic phase as a result of rupture on complex faults,
Journal of Geophysical Research.
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Abstract
We model the co-seismic and the inter-seismic phases of an earthquake by coupling a
dynamic rupture model with a long-term tectonic model (LTM). We do this to investigate
how induced static stress changes during the co-seismic phase of an earthquake influence
the dynamics of strain accumulation during the inter-seismic phase. We perform dynamic
rupture simulations on complex strike slip faults in 2D, incorporating off-fault plastic
failure and strong dynamic weakening on the fault governed by the slip weakening law.
Our strike slip fault has a self-similar fractal profile with RMS height taken from
observational studies. Our dynamic rupture simulation results show that the stresses in the
region surrounding the fault are highly complex and heterogeneous. We extract these
complex stresses together with the plastic deformation from the dynamic model and use
them as input to run the LTM. We run the LTM for a time duration of an earthquake
cycle. Our LTM results show that most of the shear zones (i.e. zones accumulating plastic
strain) develop and grow at oblique angles to the main fault while considerable amount of
damage keeps accumulating along the immediate sides of the fault profile. The
development and growth of these new features occurs in the locations where geometrical
bends in the fault profile have caused the deformation in the dynamic phase to be
localized. This localized deformation due to fault roughness acts as a seed for the
development of new features. We conclude that the observed complex damage pattern in
natural fault zones is mainly due to the fault surface roughness effects. During the
co-seismic phase, the stresses concentrate near the fault bends due to the rough fault
profile. During the inter-seismic phase, these locations are favored for the development of
new shear features, as further tectonic loading pushes these locations towards failure.
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Introduction
The long-term evolution of geological systems by numerical simulations is referred
to as long-term tectonic modeling (LTM) (Choi et al., 2013). LTM modeling generally
follows two types of motivations. The first motivation is based on geological observational
studies. In this type of model, geological observational studies such as regional mapping
studies (Bartholomew, 1987; Bartholomew et al., 1981; Whitaker & Bartholomew, 1999;
Schultz & Bartholomew, 2009; Schultz, 1988), outcrop-scale studies (Gray, 1981; Simon &
Gray, 1982; Bartholomew et al., 2010; Whitaker & Bartholomew, 1999; Spraggins, 1999),
or fault damage zone studies ((Chester & Logan, 1986; Chester et al., 1993, 2004; Biegel &
Sammis, 2004; Caine et al., 1996) observe complex geological features in a certain tectonic
setting and then LTM models attempt to replicate those geological observations using a
numerical approach. This type of LTM study is done to investigate the physical processes
that occur within the geological system that lead to the development of such features. The
second motivation focuses on understanding the dynamics of a certain geological system
under a certain set of initial conditions rather trying to replicate a specific observation
(Hobbs et al., 2009, 2008; Regenauer-Lieb & Yuen, 2003; Ahamed, 2018). The purpose of
this type of LTM approach is to get an improved understanding of the behavior of the
geological system under complex but more realistic initial conditions.
Our study is based on the second type of LTM approach. We investigate the
evolution of the damage pattern in the near-fault region in response to the stresses imposed
as a result of earthquake rupture on a complex fault. We do this by coupling the LTM
model with a short term dynamic earthquake rupture model. We run the short term
simulation of dynamic rupture (i.e. co-seismic phase of an earthquake) on a rough fault
with off-fault inelastic deformation governed by continuum plasticity (Andrews, 2005;
Dunham et al., 2011c,a; Shi & Day, 2013; Gabriel et al., 2013). This results in a complex
stress, strain and damage pattern in the near-fault region. We then run LTM model with
initial conditions of stress, strain and damage taken from the dynamic model and
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investigate the behavior of strain accumulation and subsequent damage formation in the
near-fault zone during the inter-seismic phase of that earthquake.
Dynamic rupture models are a common tool for exploring the basic physics of
earthquake rupture (Aochi et al., 2000; Harris, 2004; Bizzarri & Cocco, 2005; Dalguer
et al., 2003; Daub & Carlson, 2008, 2010; Shi & Day, 2013; Harris & Day, 1997; Dunham &
Archuleta, 2005; Tinti, Bizzarri & Cocco, 2005; Shi & Ben-Zion, 2006; Aslam & Daub,
2018). Most of dynamic rupture studies are performed on planar flat faults (Okubo, 1989;
Dieterich, 1992; Kato & Seno, 2003; Lapusta et al., 2000; Lapusta & Rice, 2003; Dunham
et al., 2011b). Since natural faults are not flat but rather exhibit a fractal profile, some
more recent studies also include the non-planner geometries of fault (Duan & Oglesby,
2005b,a; Zhang et al., 2006, 2004) and the fault roughness (Dunham et al., 2011d; Shi &
Day, 2013) to understand the effect of complexity of fault geometry on rupture
characteristics. Our study also performs dynamic rupture simulations on rough faults
rather than planar faults with off-fault plasticity to account for the damage in the
near-fault zone.
Dynamic rupture simulation studies typically follow the approach of only simulating
the co-seismic phase of an earthquake. Some dynamic rupture simulation studies also
performed multi-cycle/full-cycle earthquake simulation, where the interseismic phase is
modeled using different methodologies. Zhang et al. (2004, 2006) modeled the interseismic
loading by imposing a uniform slip rate on the bottom of the fault in order to understand
earthquake nucleation on a dip slip fault. Ahamed (2018) performed a LTM simulation to
get the long-term stresses in the modeling domain and then used these stresses to provide
the tractions on a dip slip fault to run a dynamic rupture simulation. Duan & Oglesby
(2005b) used a visco-elastic model to include the inter-seismic phase of earthquake cycle.
They simulated multi-cycle earthquake on a strike slip fault with a bend in its geometry so
that they could investigate how fault geometry (i.e. the fault bend) influences the normal
stresses in the vicinity of the bend. In our study, we perform a full earthquake cycle
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simulation by coupling dynamic rupture model and LTM model to investigate how the
static stress changes and plastic deformation after a spontaneous earthquake rupture
simulation affects the evolution of damage pattern in the near-fault region during the
loading phase of the next earthquake.
The description of our coupled model is as follows: we perform two dimensional
(2D) spontaneous earthquake rupture simulations on rough strike slip faults using off-fault
plasticity. Our simulations then consider the post-seismic dynamics of off-fault
deformation, transitioning into the full inter-seismic period using long-term tectonic model
(LTM). The fault is pre-existing in the dynamic rupture model and the resulting stress and
strain fields from this model are input to the LTM simulation. The process of co-seismic
fault failure during rupture propagation is governed by the slip weakening friction (SW)
law. For the dynamic rupture simulation, we consider the fault to be an self-affine fractal.
The off-fault material inelasticity during rupture propagation and LTM is governed by
continuum plasticity.
Fault roughness and its parameters
Fault traces are commonly linear features with wavy irregularities (Candela et al.,
2012; Brown & Scholz, 1985) observed at all spatial scales (Brown & Scholz, 1985; Power
et al., 1987; Power & Tullis, 1995; Renard et al., 2006). A newly formed young fault has a
higher level of fault roughness and then the slip on the fault decreases it over time (Sagy
et al., 2007). The fault profile and its related roughness properties are important since
these can change the behavior of rupture propagation during an earthquake (Bruhat et al.,
2016) and can introduce local stress heterogeneities that are in some cases similar to
magnitude of regional stresses of the area (Chester et al., 2004). In our study, we change
the fault profile while keeping all the other parameters fixed and run multiple dynamic
rupture simulations to get different earthquake rupture scenarios, and then analyze how
the stresses in each rupture scenario define the damage in the fault zone. Fault roughness
profiles are described using self-affinity in literature (Dieterich & Smith, 2009; Bruhat
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et al., 2016). A self-affine fractal is a curve which needs the re-scaling of its height and
length by different factors to get similar statistical properties, i.e. if x → αx then
y → αH y. Here ’H’ is called the Hurst exponent. if H = 1, it means the length and height
are multiplied by same factor. This is the case of self-similar fractals. In this study, we
only consider ruptures on a self-similar fault profile. Earlier studies (Brown & Scholz, 1985;
Power & Tullis, 1995; Lee & Bruhn, 1996) showed that natural fault surfaces are
self-similar fractals. Recent studies (Sagy et al., 2007; Renard et al., 2006; Brodsky et al.,
2011; Candela et al., 2012, 2009, 2011) are able to provide very high resolution fault
roughness measurements. Some of these measurements suggest that fault surfaces
specifically in the slip-parallel direction are better described as self-affine fractals.
The power spectral density of a self affine fractal profile can be represented as:

p(k) ∝ k −1−2H ,

(4.1)

Where p(k) represents the spectral density and k represents the wave number (i.e. spatial
frequency) defined as k =

2π
.
λ

For the case of a self-similar fault profile, the exponent in

equation 4.1 becomes −3. The proportionality constant for Eq. 4.1 is equal to 2π 3 γ 2 ,
where γ is the RMS height to wavelength ratio of the fractal fault profile. This ratio (also
referred to as RMS deviation of a fault profile from planarity) represents the maturity of
the fault profile and takes values between 10−2 to 10−3 based on a fault maturity (Brodsky
et al., 2011). We use an RMS value of 10−2 in all of our simulations. This value is typical
for immature young faults that have not hosted many earthquakes. These immature faults
are particluarly relevant for this study due to the fact that immature faults do not yet have
well formed damage zones (Faulkner et al., 2011; Myers & Aydin, 2004; Andrews, 2004). It
remains an open question how these damage zones form temporally over the initial
earthquakes occurring on an immature fault, and our study aims to use numerical
modeling to examine those dynamics.
In the dynamic rupture code, the desired fault surface is constructed using a Fourier
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method given by Andrews & Barall (2011). The minimum wavelength in all of our
dynamic rupture simulations is taken to be 20 times the short term model grid spacing
(∆x) as given in Table 1.
Model setup
We consider a 2D plane strain model for both short-term dynamic model (SDM)
and long term tectonic model (LTM) simulations. The details of SDM and LTM model are
given in the following subsections.
Short term simulations: Dynamic earthquake rupture modeling
To model short time scale dynamics related to earthquake rupture propagation, we
use rupture dynamics code fdfault v.1.0. This code solves the elastodynamics wave
equation using finite differences and is been verified in different benchmarks problems
developed by the Southern California Earthquake Center (Harris et al., 2009, 2018). The
code has a 4th order accuracy in both time and space.
For this model, our domain is 120 km long and 70 km wide as can be seen in Fig.
26. A strike-slip fault is pre-existing in the model with same length as the length of the
model domain. The fault is represented by a self-similar fractal fault profile with RMS
height of 0.01 as can be seen by curve f (x), shown in Fig 26(a) by red color. This profile
deviates from y = 35 based on the values of RMS height.
We run numerous simulations of rupture propagation on different realizations of the
self-similar fault profile to pick three different rupture propagation scenarios. The three
different rupture scenarios are sub-shear rupture, super-shear rupture and arrested rupture.
In the sub-shear rupture scenario, the earthquake rupture starts with a sub-shear velocity
from its nucleation zone and follows similar rupture speeds while breaking the whole length
of the fault. In the super-shear rupture scenario, the earthquake rupture starts with a
sub-shear velocity from its nucleation zone but soon converts into super-shear rupture
while breaking the whole length of the fault. The transition from sub-shear to super-shear
happens due to the geometry of the fault profile (Bruhat et al., 2016; Aslam & Daub, 2018).
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Fig. 26: A sketch of model setup for both SDM and LTM simulations. (a) Domain setup
for the SDM model. A pre-existing strike-slip fault with inherent roughness is shown. The
fault is 120 km long with two frictional barriers of 15 km width at each side. The rupture
starts at one side of the fault so that in each case we get a unilateral rupture with most of
the plastic deformation on one side of the fault. In our case, most of the plastic
deformation occurs on the extensional side of the fault. The extensional side is marked in
the figure with ‘-’ sign while the compressional side is marked with a ‘+’ sign. The
compressional and extensional sides are determined by the sign of the fault-parallel strain
xx along the fault surface right next to the rupture front. The fault has H = 1 and RMS
height = 0.01. (b) Domain setup for the LTM model. The model is driven by a shear
velocity boundary condition (a half plate velocity of 1 cm/yr) while the initial conditions of
stress and strain are provided from the SDM model. (c) Three realization of fault profile
with H = 1 and RMS height = 0.01. These fault profiles are responsible for the three
different earthquake rupture scenarios.
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In the arrested rupture case, the earthquake rupture starts with a sub-shear velocity from
its nucleation zone and dies out after rupturing a certain length of the fault. The arrest of
the rupture occurs due to the geometry of the fault profile. A few of the fault profiles used
in this study are shown in Fig. 26(c). In each of our simulations, all the initial conditions
of the model (given in Table 1) remains the same except the geometry of the fault profile.
All of our simulations assume Drucker-Prager plastic off-fault material properties.
The plastic parameter values used in this study are given in Table 1. The yield criterion for
the Drucker-Prager plasticity can be found in Fig. 27. We assume a uniform initial
background stress field (negative for compressive stresses and vice versa) in all of our
simulations (Table 1). These stresses give heterogeneous initial shear and normal tractions
along each point on the fault due to non-planarity of the fault surface.
We describe the on-fault failure using the slip weakening friction (SWF) law (Ida,
1972; Andrews, 1976, 1985; Day, 1982). The SWF law gives a linear decrease of static
friction to dynamic friction as a function of slip on the fault over a critical slip distance.
We choose the static friction value µs = 0.7 and dynamic frictional value µd = 0.2, which
gives us a larger value of the strength drop. We use a critical slip distance of 0.4 m.
We always nucleate ruptures from right side of the fault. Instead of choosing the
rupture nucleation location arbitrarily, we choose it based on the location where the shear
to normal stress ratio is highest. We expect such locations to be representative of the
locations on natural faults where ruptures are likely to initiate (Fang & Dunham, 2013;
Oglesby & Mai, 2012; Mai et al., 2005). We generate many fault profiles and calculate the
shear to normal stress ratio across the whole length of the fault. If this ratio is highest
between our desired sub-length (i.e. from 80 to 110 km along fault), we perform rupture
simulation on this profile, otherwise we discard this fault profile.
The choice of initiation strategy is important to consider when using SWF law to
initiate ruptures, since the final slip distribution as well as the initial release of seismic
waves during an earthquake dynamic rupture are sensitive to the initiation strategy. Based
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Fig. 27: (a) Yield criteria of the Drucker-prager (DP) plasticity. We use DP plasticity to
describe the plastic deformation of rocks in our earthquake rupture propagation
simulations. (b) Yield criteria of the Mohr-Coulomb (MC) plasticity. We use the MC
plasticity to describe the plastic deformation in our LTM simulations. It is important to
note that both criteria exactly coincide under certain 2D stress conditions.
on our previous work (Aslam & Daub, 2018), we select the strategy of over-stressing a
certain patch length (3 km) of the fault and increase its shear traction to a value equal to
1.01 of the failure stress of the fault.
Long term simulations: Tectonic modeling
To explore how the heterogeneous stresses and damage influence strain
accumulation during inter-seismic phase, we run our LTM model with initial conditions
taken from SDM model. We use DynEarthSol3D (Choi et al., 2013) to run our inter-seismic
earthquake phase simulation. DES3D is an explicit dynamic finite element code providing
quasi-static solutions to the momentum balance equation via dynamic relaxation (Cundall,
1989) and mass scaling (e.g. Chung et al., 1998). The explicit formulation makes it easy to
run the model over relatively shorter time scales (relative to the earthquake cycle) rather
than the timescales of million of years typically associated with LTM models.
For this model, our domain is 40 km wide and has a length of 60 km. Figure 26(b)
shows the simulation domain of LTM model. The LTM model starts with initial conditions
provided by the SDM model. To discuss this in detail, we give the stress tensor, full strain
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Fig. 28: Plots showing the strain and state behavior of off-fault material. (a) Strain
dependence is modeled using strain softning. The cohesion value (after a certain value) is
reduced with the increase of plastic strain accumulation. This is done until a threshold
value is reached. (b) A damage parameter is used to model the state evolution. As the
time increases, the damage state recovers from its initial state to a healed state. (c) With
the recovery of the damage, the cohesion value also recovers.
tensor and plastic strain from SDM model to LTM. We extract these values at a certain
time from sub-domain of SDM (i.e. from 20 to 80 km along fault and 15 to 55 km across
fault distance) and then provide it to initialize the LTM model to start the LTM
simulation. The LTM model is loaded with a half plate velocity of 1 cm/year from top and
bottom boundaries. On the left and right boundaries, the loading conditions impose simple
shear. At the farthest distance from the location of fault zone, the loading magnitude is
same as the shared top or bottom boundary and then it gradually decreases towards the
fault. The loading magnitude reaches a zero at the fault profile. It is important to note
that no fault exists in the case of LTM model.
We model the off-fault material deformation with Mohr-Coulomb (MC) frictional
law [e.g., Poliakov et al., 1994; Poliakov and Buck, 1998]. An important point to note is
that both DP and MC criteria exactly coincide (Fig. 27) for 2-D stress state if
Szz = (Sxx + Syy )/2 = Skk /3. Here Szz is out of plane principal stress and Sxx and Syy are
in plane principal stresses. The cohesion and the friction angle are related to the DP
parameters as follows: cdp = c cos φ and µdp = sin φ. Figure 27 shows both DP and MC
yield criteria.
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We consider the strain and state dependence of plastic deformation of the off-fault
material. We model the strain dependence using strain softning while state dependence
using a state evolution law. The strain softning is observed once the friction coefficient or
cohesion is decreased with the increase of permanent deformation, this strain dependence is
used to produce strain localization (Popov & Sobolev, 2008; Poliakov & Buck, 1998; Choi
et al., 2013) in LTM models. Figure 28 (a) shows the process of strain softning: the
cohesion is kept constant until a certain plastic deformation value (P ls0 ) is reached. Once
the plastic deformation exceeds this value, the cohesion value decreases linearly with the
accumulation of more plastic strain to a certain plastic strain value given by P ls1 . A
similar model can be used to decrease the friction coefficient from its initial value φ0 to
final φ1 value with the increase in plastic deformation. Our strain weakening parameter
values are provided in Table 2. To model the state dependence, we define a damage state of
the off-fault material at each time step during the simulation. The damage value of this
damage state is equivalent to the plastic strain accumulated at that time step. The damage
state then recovers (heals) with time according to the law shown in Fig. 28(b). The healing
process decreases the value of damage parameter and then based on the new value of
damage parameter, the cohesion value is healed as shown in Fig. 28(c). This time
evolution law (shown in Fig 28(b)) is a simplified form of the damage model used by Finzi
et al. (2009), which was adopted based on observational (Ben-Zion et al., 2003; Peng et al.,
2003; Hamiel & Fialko, 2007) and laboratory studies (Tenthorey et al., 2003). As can be
observed in Fig. 28(b), the healing process is faster in the first 40 years of inter-seismic
phase and then the rate of healing slows down to half of its starting rate. No healing occurs
after 100 years during interseismic phase.
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Table 5: List of parameter values for SDM used in this study
Parameters for

Parameter name

Symbol used

Value

Domain length
Domain Width

XSDM
YSDM

110 km
70 km

Shear wave speed
Compressional wave speed
DP internal friction parameter
DP plastic dilatancy parameter
DP cohesion parameter
DP viscosity parameter

α
β
µDP
β
c
η

6000 m/sec
3464 m/sec
0.5735
0.2867
5 MPa
0.2775 GPa.s

Static frictional coefficient
Dynamic frictional coefficient
Critical slip distance

µs
µd
Dc

0.7 km
0.2 km
0.4 m

Stress
Stress
Stress

σxx
σxy
σxz

-100 MPa
45 MPa
110 MPa

Hurst exponent
RMS height to wavelength ratio

H
γ

0.5 - 1.0
0.01 - 0.001

Model Domain

Material properties

Friction law

Initial condition

Fault Roughness
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Results
Figure 29 shows the initial shear and normal tractions on the fault for three
different SDM simulations. The initial stress tensor is uniform in the SDM model but the
heterogeneity of the geometry of the fault profile leads to the complex initial tractions on
the fault. As can be seen in Fig. 29, for some points on the fault the traction value is half
of its maximum value. The fault profiles responsible for the tractions seen in Fig. 29 are
shown in Fig. 26(c). Note that while all of the fault profiles have the same statistical
properties, random variability creates different conditions that allow the ruptures to
propagate differently. The sub-shear rupture has fairly uniform shear and normal tractions
along strike (Fig. 29(a)), leading to steady rupture propagation (as shown in plot Fig.
29(b)). The super-shear rupture exhibits lower normal tractions (Fig. 29(c)) on the fault,
allowing the shear waves radiated from the hypocenter to nucleate a second rupture that
travels faster than the shear wave speed (Fig. 29(d)). The lower plots (Fig. 29(e-f)) show
the rupture that gets arrested. This particular fault profile has a patch with a high normal
traction around 40 km along strike that the rupture is unable to break, leading to arrest.
This suggests that geometry of the fault profile is an important factor to consider since it
can cause huge variations of traction along the fault which leads to a significant effect on
the rupture propagation.
We next examine how different geometrical heterogeneities control the stress
distribution in the off-fault region for these different rupture scenarios. We are interested in
how ruptures that propagated differently exhibit variations in the stress redistribution in
the near-fault region. Figure 30 shows the shear and normal stress in the simulation
domain after 48 sec in the sub-domain of the model. We select the middle portion of the
whole domain since we are interested in the static stress changes, and selecting a small
portion of the modeling domain can avoid effects from dynamic waves that are propagating
away from the modeling sub-domain. The time chosen to extract these stress values in each
rupture case is long enough so that dynamic waves have significant time to propagate away
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(a)

(b)
30.3 sec

Shear traction

6.4 sec

21.6 sec 15.1sec

Normal traction

(c)

(d)

15.1sec

6.4 sec

21.6 sec
Shear traction

Normal traction

(e)

(f )

15.1sec

6.4 sec

21.6 sec
Shear traction

Normal traction

30.3 sec

Fig. 29: Plots showing initial tractions on the fault and snapshot of slip rate along the fault
at different times. Both shear and normal traction values are normalized by the maximum
value. The geometry of fault profile causes the tractions on the fault to be highly
heterogeneous although the regional stresses are homogeneous. The slip rate values are
normalized by the maximum slip rate value at 6.4 sec. We do this to analyze if slip rate
grows or decays with time as the rupture propagates. (a) Initial values of shear and normal
tractions at the fault surface for the case of sub-shear rupture. (b) The slip rate along the
fault at different times for the fault profile whose tractions are given in (a). The rupture
starts and propagates with a sub-shear velocity. (c) Initial values of shear and normal
tractions on the fault surface for the case of super-shear rupture. (d) The slip rate along
the fault at different times for the fault profile whose tractions are given in (c). The
rupture starts with sub-shear velocity but later on transitions into a super-shear rupture
due to favorable fault geometry. (e) Initial values of shear and normal tractions on the
fault surface for the case of arrested rupture. (f) The slip rate along the fault at different
times for the fault profile whose tractions are given in (e). The rupture starts with a
sub-shear velocity but dies at a particular time since it gets trapped due to a fault
geometry that is not favorable for further rupture propagation.
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from the sub-domain. As can be seen that for all the rupture cases (Fig. 30), the stresses
are heterogeneous in the vicinity of the fault. There is no major difference between the
stresses observed for any of the rupture propagation scenarios around the fault length that
has already been ruptured. We observe many regions of positive shear stress change
present around the ruptured fault which are important for future seismic hazard as the
Coulomb failure stress may also be higher in those regions. For the case of arrested
rupture, as expected, we see a band of stress increase in the region next to the rupture
arrest. The stress heterogeneity dominates the locations closer to the fault, while away
from the fault, the heterogeneity reduces and the stresses are more uniform. The distance
to which the stress heterogeneity is dominant depends upon the RMS height of the fault
profile. We refer to the off-fault region where it is affected by fault roughness as the region
affected by fault roughness (RAFR) and focus our discussion to that region.
Figure 31 shows the accumulated plastic strain (second invariant of plastic strain
tensor) for the domain shown in Fig. 26. The plastic strain accumulates on the extensional
side of the fault as can be seen in the figure. The strain is localized as a result of local
bends in the geometry of the fault profile. For the case of super-shear rupture (Fig. 31(b)),
most of the plastic strain accumulates in the vicinity of the fault or exactly on the fault.
Similarly, for the sub-shear as well as the arrested rupture case 31(a) and 31(c), we observe
the plastic strain to be localized to locations closer to the fault profile. We note a clear
difference between the plastic strain fields for the sub-shear and super-shear ruptures: the
super-shear rupture exhibits patches of strong damage further from the fault than we see in
the sub-shear rupture. The sub-shear rupture plastic deformation is restricted to being
closer to the fault, though the differences are probably not significant enough to permit
comparison with different observations of off-fault damage. This difference in spatial
location is likely due to differences in the coherence of the shear waves, which carry the
dynamic stresses responsible for bringing a fault to the yield point. Since the super-shear
rupture produces more coherent waves further from the fault, it produces more damage

107

Fig. 30: Change in stresses at the central part of the domain (taken from 25 to 75 km
along fault and 15 to 55 km across the fault). Figure (a), (b) and (c) are showing change in
normal stresses in the central part of modeling domain while (d), (e) and (f) are showing
change in shear stresses in the central part of modeling domain. These stresses are taken at
a particular time ( ∼ 48 sec) so that the rupture has propagated far enough from the
central part and there are no dynamic stresses related to the wave propagation and stress
change is solely due to static stress changes. This complicated shear and normal stress
change will also give a complex Coulomb stress change.
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Fig. 31: Accumulated plastic strain (second invariant of plastic strain tensor) in the central
part of the domain (20 to 70 km along fault distance and 15 to 45 across fault distance) at
the time ∼ 48 sec after the start of rupture simulation. (a) The case of sub-shear rupture,
(b) the case of super-shear rupture, (c) the case of arrested rupture. We have taken this
sub-domain to provide results that does not involve any boundary effects.
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farther from the fault. The arrested rupture includes a strong patch of plastic strain near
the crack tip that does not align with the main fault, which we will see leads to further
deformation along this same direction.
To study the evolution of damage in the region close to the fault in the inter-seismic
phase as a result of earthquake on a complex fault, we extract the stress tensor, full strain
tensor, and the scalar plasticity from SDM subdomain as an initial condition for LTM
model and then run the LTM model for 200 years to examine how the complex initial
conditions of off-fault medium due to earthquake rupture on a complex fault governs the
evolution of damage in the near-fault region during the inter-seismic phase. Figure 32
shows the plastic strain accumulated during the inter-seismic phase in the region 10 − 60
km along the fault parallel direction, as a result of the tectonic plate loading. The region
outside this sub-domain is not shown as that region may have been contaminated by
boundary effects. In all of the rupture cases, we observe shear features forming and mostly
growing at oblique angles to the main fault. Some of these features are marked with A,B,
C and D in Fig. 32. The development and growth of these new features occurs in the
locations where geometrical bends in the fault profile have caused the deformation in the
dynamic phase to be localized. This localized deformation due to fault roughness acts as a
seed for the development of new features. As can be seen together with the shear bands
growing with the provided loading, there is considerable amount of strain accumulated
along the immediate sides of the fault profile. These are the locations where the next
earthquake is likely to nucleate in each simulation due to the stress conditions combined
with the plastic deformation leading to reduced cohesion. The arrested rupture clearly
favors rupture at the arrested crack tip, though many locations in the ruptured areas of
each simulation also lead to additional deformation. We find that the deformation in each
case is steady with time, and does not show any particular temporal characteristics beyond
the linear ramp provided by the external loading.
The off-fault deformation is complex with development of new shear features in the
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Fig. 32: Accumulated plastic strain (second invariant of plastic strain tensor) at the
modeling subdomain region ( 25 to 75 km along fault distance and 15 to 45 across fault
distance) at time 200 years after the earthquake. (a) The case of sub-shear rupture, (b) the
case of super-shear rupture, (c) the case of arrested rupture. We have taken this
sub-domain to provide results that does not involve any boundary effects.
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Fig. 33: The case of coupling on a flat fault. Figures (a) and (b) show the change in
stresses (normal and shear stress respectively) from the modeling sub-domain (25 to 75 km
along fault distance and 15 to 45 across fault distance) at a time ∼ 48 sec after the start of
simulation. The change in stress in the whole modeling domain domain is shown in the
inset of (a) and (b). The rectangles at the inset figures in both (a) and (b) shows the
extent of figure (a) and (b) respectively. (c) Accumulated plastic strain (second invariant of
plastic strain tensor) at the central part of the domain (25 to 75 km along fault distance
and 15 to 45 across fault distance) at time ∼ 48 sec after the start of rupture simulation.
(d) Accumulated plastic strain (second invariant of plastic strain tensor) at the modeling
subdomain region (25 to 75 km along fault distance and 15 to 45 across fault distance) at
time 200 years after the earthquake.
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inter-seismic phase. We observe deformation on both sides of the fault during the
inter-seismic phase, not just on the extensional side of the fault. This explains us that it is
not necessary to have bi-lateral ruptures or the multiple ruptures with different rupture
propagation directions to develop a fault zone on each side, but rather damage can occur
on both sides of the fault during inter-seismic deformation if the fault is geometrically
complex.
To observe how damage evolves during inter-seismic phase for a rupture that
occurred on a flat fault rather having complex geometry, we run a dynamic earthquake
rupture simulation with similar initial setup (i.e. initial conditions and domain setup). The
only difference is that the fault is flat. Figures 33(a) and 33(b) show the shear and normal
stress changes as a result of rupture propagation on the flat fault for the sub-domain shown
in inset of Fig. 33(a) and Fig. 33(b). As expected, we do not observe any complex static
stress change pattern in the case of flat fault and most of the stresses follow a homogeneous
pattern. This behavior is similar to what is observed for distances farther from the RAFR
region during rupture on complex fault. Figure 33(c) shows the plastic strain accumulation
as a result of the rupture on the fault. As the strain accumulates on the extensional side of
the fault, no localized features of strain accumulation develop. This is because there are no
local fault bends in the geometry of the fault profile to concentrate stresses. When we run
an LTM model for the inter-seismic phase for the flat fault, we do not observe any localized
shear zones developing and growing in the fault damage zone, as was the case of rough
fault, but all the damage occurs on the right and left boundary of the fault. This is shown
in Fig. 33(d) where no differences can be observed between 33(c) and 33(d). Based on our
comparison of Fig. 33 and Fig. 32 , We suggest that the fault surface roughness is one of
the important factor driving the spatial development of the complex damage pattern
observed in the fault damage zones.
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Discussion
In this study, we perform coupling of SDM-LTM models to capture the physics of
the earthquake cycle when the rupture occurs on a complex fault. Our initial rupture
simulations are performed on complex faults in 2D, incorporating off-fault plastic failure
and deformation, and strong dynamic weakening on the fault governed by SWF law. Using
the stress and deformation from our initial simulations, our final LTM model simulations
are performed in 2D where the modeled is loaded with far-field plate motion and the
off-fault material properties are governed through strain and state behavior. We explore
the dynamics of off-fault plastic deformation and variability of the strain accumulation
process over the entire seismic cycle. The main objective of this study is to capture the
dynamics of near-fault regions during the inter-seismic phase in response to dynamic
rupture on a complex fault. This evolution is not possible to capture when running a
quasi-dynamic (Erickson et al., 2017; Allison & Dunham, 2018) or quasi-static (Smith &
Dieterich, 2010; Powers & Jordan, 2010; Smith & Heaton, 2011)) model for earthquake
cycle since a significant information of dynamic part is generally lost in those models. Our
modeling approach combines two models with different strengths and resolutions while
considering ruptures on rough faults, hence we suggest that this modeling approach tend to
better capture the inter-seismic deformation of fault damage zone.
The SDM model shows heterogeneous stresses close to the fault with localized
regions of high strain accumulations. The strain accumulates on the extensional side of the
fault (Templeton & Rice, 2008; Ben-Zion & Shi, 2005; Andrews, 2005) and the
accumulation of strain increases with the increase in distance of rupture propagation. We
note a clear difference between the plastic strain fields for the sub-shear and super-shear
ruptures. We observe patches of strong damage further from the fault for the super-shear
case as compared with sub-shear rupture case. This difference is likely due to differences in
the coherence of the shear waves (Bruhat et al., 2016; Shi & Day, 2013), which carry the
dynamic stresses responsible for bringing a fault to the yield point. Since super-shear
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produce more coherent waves farther from fault, this causes the damage to accumulate
farther from the fault as compared to sub-shear rupture. Bouchon & Karabulut (2008)
investigated the spatial distribution of aftershocks of many earthquakes which ruptured as a
super-shear rupture. They found out that the aftershocks are distributed over a wide zone
around segments that ruptured with super-shear speed. They concluded that the coherent
waves from super-shear ruptures produce large stresses in a wider region surrounding a
fault, which results in a wider aftershock zone. Since the co-seismic damage is observed
farther from the fault in the case of super-shear rupture, we suggest (based on our results
from chapter 3) that a wider region with optimal orientations results in a wider aftershock
zone which is observed for natural super-shear ruptures (Bouchon & Karabulut, 2008).
Our comparison of coupled simulations performed on a rough fault and a flat fault
suggests that, during the co-seismic phase, the stresses concentrate near the fault bends
due to rough fault profile. These concentration of stresses form highly localized zones of
plastic deformation (Dunham et al., 2011c; Johri et al., 2014; Aslam & Daub, 2019).
During the inter-seismic phase, these localized zones of plastic deformation favor the
development of shear-zones and their growth causing development of a complex fault zone.
In the co-seismic phase of a flat flat, we do not observe any complex shear patterns which
can cause the development of localized zones of high strain accumulation. Hence no further
shear-zone formation is observed for the flat fault in the inter-seismic phase. This further
suggests that the near-fault damage zones of mature fault should be significantly complex
as compared to the damage zones of the immature faults. This is because those faults have
hosted many events. In each successive event, the co-seismic slip results in development of
new damage, which grows the damage zone as well as smooths out the geometry of damage
zone. It has been observed in many fault zone studies that the damage zones of mature
faults has a higher damage complexity with many localized shear zones, a variety of
fracture types, and a number of fault orientations (Milliner et al., 2015). Furthermore, the
locations of the localized shear bands formed during the co-seismic phase are important,
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since these are the locations where the next earthquake is likely to nucleate due to the
stress conditions (largest shear to normal stress values) combined with the plastic
deformation leading to reduced cohesion. Although locations of each single localized shear
band is difficult to determine, the arrested rupture clearly suggests that the location of
major localized shear-band formation is the vicinity of the arrested crack tip.
Fault damage zones are observed in many observational studies (Faulkner et al.,
2010, 2011; Myers & Aydin, 2004; Andrews, 2004, 2005; Rice et al., 2005; Chester & Logan,
1986; Chester et al., 1993, 2004; Biegel & Sammis, 2004; Caine et al., 1996). These zones
are weaker than the country rock (Faulkner et al., 2003; Cochran et al., 2009; Hauksson,
2011, 2010; Armijo et al., 1996; Powell & Weldon, 1992; Şengör et al., 2005; Finzi et al.,
2009) and can significantly affect seismic hazard (Hauksson, 2011, 2010). Our coupled
earthquake cycle simulation is performed only considering a single earthquake cycle i.e. the
damage observed in LTM is a result of a single earthquake only, but the real observed fault
zones are result of damage of numerous earthquakes on the fault. It is not straightforward
to compare our results with real damage zones, but our results can give insights into the
processes happened during the observed fault zone formation. for example, from our model,
we clearly observe that it is not necessary for a fault to have many multi-sided ruptures to
have damage zone on both sides of the fault but rather a single uni-lateral ruptures can also
form damage zone on both extensional and compressional sides during the loading phase of
an earthquake. The material contrast on either side of the fault can influence the growth of
the fault damage zone (Rubin & Gillard, 2000; Rubin & Ampuero, 2007), as was observed
by Powers & Jordan (2010). We did not model any material contrasts in this study, so we
are not able to address how material contrasts affect the growth of damage zone.
In our model, off-fault material healing is observed through the state behavior. The
state of damage of the material recovers with time. The off-fault material damage healing
has been studied in many different modeling contexts. We use a healing model simplified
from Finzi et al. (2009) in this study, but more sophistic models of healing (e.g. (Finzi
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et al., 2009; Lyakhovsky et al., 2005; Ben-Zion & Lyakhovsky, 2006)) can be used to
observe how healing affects the dynamics of off-fault damage zone evolution. Furthermore,
We model the strain dependence by strain softning, this model has been extensively used in
the modeling studies (e.g. (Albert et al., 2000; Ahamed et al., 2018; Choi et al., 2013;
Gerya & Yuen, 2007; Popov & Sobolev, 2008; Poliakov et al., 2002). This model is
typically used in the studies that investigate shear zones. In our study, we only considered
cohesion weakening but many studies have also used frictional weakening together with
cohesion weakening to investigate shear zones.
Our modeling of a single earthquake cycle does not consider any feedback from
LTM to SDM model. A more sophisticated earthquake cycle model should also consider
feedback from LTM model (Jiang & Lapusta, 2016; Ahamed et al., 2018). Once the
feedback is considered and the SDM model is run with pre-existing damage zone, then this
may change the next rupture propagation on the same fault since the off-fault material is
now much weaker than the previous rupture propagation. Furthermore, considering fault
branches along with the main fault may also result in rupture jump from the main fault to
one of its branching segments by completely changing its rupture propagation (Harris
et al., 2018). Similarly, a propagating rupture, based on the orientation of the background
stress field, may behave completely unexpectedly when it reaches a linked stepover (Lozos
et al., 2011). Considering reverse feedback from LTM to SDM is important which allows us
to run multiple earthquake cycle simulations with realistic initial conditions. Simulating
multiple earthquake cycles on complex fault systems is a subject of future work.
Our simulations do not show any particular temporal character as we assume
time-independent simple continuum plasticity to model the inter-seismic deformation. A
similar depth-dependent model earthquake cycle model or a 3D model with appropriate
rheologies for the lower crust and mantle (Allison & Dunham, 2018; Lippiello et al., 2015;
Freed & Bürgmann, 2004), may able to retrieve some of the characteristics of observed
post-seismic deformation (Barbot et al., 2009). Constructing a 2D depth dependent model
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of the co-seismic and inter-seismic phase of a rough strike-slip fault to retrieve post-seismic
deformation is a subject of future work.
Our coupled simulations are performed with some limitations. Due to
computational efficiency, we run our model only in two dimensions instead of three
dimensions. A wave propagation in 3D can be different from 2D in terms of geometric
spreading and the length of time in which the disturbance is felt in off-fault medium
(Dunham et al., 2011c). Similarly, considering fault roughness in the third dimension will
tend to increase ground motion irregularities in the off-fault medium which may effect the
stress distribution in the medium. Furthermore, we considered a relatively longer minimum
fault roughness wavelength of 500 m in this study, while natural faults are rough over much
smaller length scales that are not resolved in our simulations. Decreasing the wavelengths
will add many more fault restraining and releasing bends which may cause changes in
rupture propagation and increase of localized strain accumulation locations which may
eventually alter the number of shear zones growing in the inter-seismic phase. We used a
uniform initial background stress for our SDM model. A model run with feedback provided
from LTM can be used to start SDM model with more realistic initial conditions that
account for all previous deformation on that fault.
From our study, we conclude that the complex damage pattern of the fault damage
zones exists and evolves throughout the earthquake cycle due to roughness of fault profile.
The damage zone develops on both sides of the fault with different width on each side. The
difference in width may be related to favored rupture propagation direction or material
heterogeneity across fault. Our study provides a better understanding of damage zone
evolution throughout the earthquake cycle. This understanding is necessary for forecasting
hazard in a region, since the damage zone plays a role in controlling the decay of
aftershocks with distance from fault, and may amplify ground motions of an earthquake (as
was the case for Calaveras fault zone in central California) (Spudich & Olsen, 2001).
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Table 6: List of parameter values for LTM simulations
Parameter name

Symbol used

Value

Domain length
Domain Width

XLT M
YLT M

60 km
40 km

Bulk Modulus
Shear Modulus

K
G

53.4 GPa
32.04 GPa

Initial plastic strain
Final plastic strain
Initial Cohesion
Final Cohesion

P lso
P ls1
co
c1

0.01
0.1
2.0 MPa
0.2 MPa

Far-field velocity

vf ar

1 cm/year

Model Domain parameters

Material properties parameters

Strain weakening properties

Boundary condition parameters
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Chapter 5
Examining stress and ground motion patterns in numerical simulations of
earthquake slip
Aslam, Khurram, Daub, Eric, Taborda, Ricardo, (in preparation, 2019), Examining
stress and ground motion patterns in numerical simulations of earthquake slip, Journal of
Geophysical Research.
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Abstract
We present initial results from a set of three-dimensional (3D) deterministic
earthquake ground motion simulations for the northern Canterbury plains, Christchurch
and the Banks Peninsula region of New Zealand, which explicitly incorporate the effects of
the surface topography. The simulations are done using Hercules, an octree-based
finite-element parallel software for solving 3D seismic wave propagation problems in
heterogeneous media under kinematic faulting. We couple Hercules with the South Island
Velocity Model (SIVM), which includes changes to the SIVM code in order to allow for
single repetitive queries and thus achieve a seamless final-element meshing process within
the end-to-end approach adopted in Hercules. We present our selection of the region of
interest, which corresponds to an area of 120 km x 120 km, with the 3D model reaching a
depth of about 60 km. Our simulation parameters are set to a minimum shear wave
velocity of 500 m/sec, and a maximum resolved frequency of 2.0 Hz. We use topographic
data that has a resolution of 20 m. Our comparison of the ground motions between the
topographic model and the flat model shows differences in ground motions for stations
placed at higher elevations. These higher elevation stations have higher peak accelerations
and longer duration of the signals when topography is considered, suggesting that the
topography leads to stronger ground motions and additional resonance of seismic waves.
The stations paced in the plain region do not show any major differences when comparing
the flat and the topographic models. The spatial distribution of PGV values (at the
surface), for simulations with a maximum frequency of 1 and 2 Hz, suggests that the
amplifications are mostly present in the northwest part of our simulation domain. This part
of the region has a relatively higher topographic variations as compared to other part of
simulation domain. Based on our results, we suggest that topography of a region should be
included in the hazard estimates of those regions, which have a higher topographic relief.
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Introduction
The seismic energy radiated from an earthquake gets amplified or de-amplified by
irregularities in the earth surface’s. This occurs due to phenomenon like diffraction,
scattering and focusing of seismic waves. Seismic wave amplification in areas of high
topographic relief is considered one of the main reasons of concentrated destruction during
numerous earthquakes (Geli et al., 1988; Paolucci, 2002). In the past, there have been
many earthquakes during which damage due to high topographic relief is reported. These
events include the 1909 Lambese earthquake (Levret et al., 1988), 1976 Fruili earthquake
(Brambati et al., 1980), 1980 Irpinia earthquake (Siro, 1982), 1985 Chile earthquake
(Celebi, 1987), 1986 Hualien earthquake (Chiu & Huang, 1992; Lee et al., 2009), the 1989
Loma Prieta earthquake (Hartzell et al., 1994) , 1994 Northridge earthquake (Spudich
et al., 1996; Bouchon & Barker, 1996; Paolucci, 2002), 1999 Athens earthquake
(Athanasopoulos et al., 2001; Paolucci, 2002), and the 1999 Chi-Chi earthquake (Huang,
2000).
Many studies have focused on understanding the effects of topography on ground
motions. Some of them used analytical approaches (Geli et al., 1988; Sánchez-Sesma, 1985;
Tsaur & Chang, 2009; Tsaur, 2011) and some (Restrepo et al., 2016; Komatitsch et al.,
2004) used numerical modeling to understand the effects of topography. Although
analytical studies done on this topic are limited to SH waves propagation with simple
topographic geometries considered, they have been able to clarify the wave behavior in the
presence of topographic profiles. Sánchez-Sesma (1985) analytically solved ground motions
for a symmetric domain having shape of a wedge with incident shear (SH) waves. The
difference between the incident wave amplitude and the amplitudes solved at the apex were
very high. Tsaur & Chang (2009) presented analytical solution for a domain having
circular-arc topography for a incident Ricker SH pulse with four different incidence angles.
For an incidence angle of 0 degree, when the mountain height was increased, the
amplification was also enhanced at the surface. The foot of the mountain observed the
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largest amplification. When oblique incidence was considered, the amplification shifted
from the base of the mountain towards the peak. Restrepo et al. (2016) used numerical
simulations to study the topographic effects of the Colombian Andes by including
heterogeneities in the topography of the Aburra Valley, Antioquia on surface ground
motions. They ran four rupture scenarios of a magnitude 5 earthquake using three model
scenarios (realistic 3D velocity structure with topography, 3D velocity structure without
topography, and homogeneous half-space with realistic topography). They showed that at
some locations there was topographic amplification as high as 500 percent while the
locations within valley had a reduction in ground motions simulation about 150 percent.
Komatitsch et al. (2004) used the spectral element approach to simulate ground motions in
the Los Angeles Basin incorporating topography. Stupazzini et al. (2009) performed
near-fault earthquake ground motion simulation in the Grenoble Valley, France using
spectral element method. Their main emphasis was to study the effects of topographic
variation of the area on the earthquake ground motions. Lee et al. (2009) performed
ground motion simulations in the Yangminshan region of Taiwan using the spectral
element method to study the topographic effects related to the area. They used a very high
resolution digital elevation model (resolution ∼ 1m). Paolucci (2002) performed ground
motion simulation of many areas in Italy, such as Castellaro, to observe the effect of
topography.
The central Canterbury area of New Zealand shows significant variation in
topography over small distances in the east-west direction. In the east of central
Canterbury, the Banks Peninsula has variable elevation reaching ∼ 900 m. Moving east to
west, this variable topography converts to the Canterbury plains, which further changes to
mountainous terrain reaching an elevation of 1900 m in the west (Brown & Weeber, 1992;
Forsyth et al., 2008). The total east-west relief of the region is about 2000 m. The Banks
Peninsula on the east has mainly volcanic rocks of cenozoic to cretaceous age, the central
plains has the youngest sediments while the western part mainly has sedimentary rocks of
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early cretaceous to carboniferous age (Graham, 2008; Forsyth et al., 2008). The
topographic relief as well as the geological structure is highly heterogeneous in the entral
Canterbury area. These two factors are important in terms of earthquake ground motions
in an area since they can significantly change the ground motions during an earthquake.
They can either reduce seismic risk of an area by damping ground motions or significantly
increase seismic risk of an area by amplifying ground motions of an earthquake (Geli et al.,
1988).
The Canterbury area has hosted a sequence of earthquakes at the start of this
decade known as the 2010-2011 Canterbury earthquake sequence. Some of the earthquakes
in this sequence caused extensive structural and geo-technical destruction in the region
(Lee et al., 2017; Kaiser et al., 2012; Bradley et al., 2014). Some previous studies (Bradley
& Cubrinovski, 2011; Bradley, 2012)) have shown that one of the main factors enhancing
the structural and/or geotechnical damage in the region was the effect of the three
dimensional (3D) subsurface geologic structure of the area. This 3D subsurface geological
structure introduced basin edge and waveguide effects that amplified the ground motions,
causing significantly increased damage in the region. In addition to ground motion
amplification due to subsurface geological structures, there may have been ground motion
amplification due to wave-channeling and mountain edge effects associated with the
significant variation of the topography in the region. Our study is mainly focused on
investigating how the topographic variation of the central Canterbury region may affect the
surface ground motion of a moderate magnitude earthquake in the same area.
We run earthquake ground motion simulations using a physics-based deterministic
method with a point source and realistic 3D velocity structure of the the Canterbury
region, New Zealand. Our simulation domain comprises a 120 km × 120 km × 60 km
volume. We run our simulations with a maximum frequency of 2 Hz and minimum shear
wave velocity of 500 m/sec. We use the finite element method code Hercules (Tu et al.,
2006) with the topography implementation using a Virtual Topography scheme (Restrepo
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Fig. 34: Horizontal surface projection of the simulation domain in the South Island (left),
and detailed inset of the simulation domain. The star indicates the epicenter location of
the point source used in our simulations. It corresponds to an aftershock of the 2010-2011
Christchurch earthquake sequence, with a magnitude Mw 5.7. The triangles indicate the
location of an artificial array of stations used for the analysis of results. Blue triangles on
map show the locations of a few stations of interest (station P1-P4).
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& Bielak, 2014). The topography resolution used in our study is ∼ 20 m. The objective of
this study is to examine the main differences of ground motion between two models i.e. the
flat model and the topographic model. We further observe the difference in ground motions
in the same model by using two different attenuation assumptions i.e. elastic and inelastic.
Our modeling study is performed to provide improved constraints on the effect of
geomorphology of the Canterbury region on its seismic hazard.
Histotical and current seismicity of the Canterbury region
The area of Canterbury has hosted many damaging earthquakes in historical times.
The 1869 earthquake of Magnitude 4.9 occurred near Christchurch City with an intensity
measure of MM7 (Gledhill et al., 2011). The 1870 earthquake in the Selwyn District near
Lake Ellesmere had an intensity measure of MM7 (Gledhill et al., 2011). The 1888
earthquake of M 7.0-7.3 occurred in Amuri District, North Canterbury had a reported
intensity of MM9 near epicentre. This earthquake did significant damage to buildings and
numerous landslides and rockfalls were reported as a result of this earthquake (Cowan,
1991). The 1901 earthquake with a magnitude of M 6.9 occurred in Cheviot, Hurunui
District with a reported intensity of MM7. This earthquaked caused liquefaction at
Kaiapoi (Pettinga et al., 2001). The 1922 earthquake of M 6.4 occured at Motunau,
Hurunui District with an intenisty measure of MM7 Causing liquefaction in the areas of
Pegasus Bay coast, Leithfield Beach and Waikuku (Pettinga et al., 2001). The 1929
earthquake of M 7.0 occurred in Arthur’s Pass, Selwyn District (Doser et al., 1999), The
1946 earthquake of M 6.2 at Lake Coleridge, Selwyn District had a minor structural
damage to buildings and the Lake Coleridge hydro-electric power station. Numerous
landslides and aftershocks were reported due to this earthquake (Downes, 1995). The 1994
earthquake of Mw 6.7 Arthur’s Pass, Selwyn District also did a considerable damage.
Many landslides were mapped after this earthquake. A rock fall blocked one of the main
state highways for almost a week. The Damage related to this earthquake was claimed to
be more than US 3.2 million (Abercrombie et al., 2000). The 1995 earthquake of Mw 6.2
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Cass, Selwyn District had an intensity measure of MM6 near epicenter. This earthquake
was also a damaging earthquake (Gledhill et al., 2000).
The area of Christchurch gained serious attention after the 2010-2011 Canterbury
earthquake sequence. The sequence started with September 2010 Darfield earthquake
having a magnitude of 7.1 occurring about 40 km away from Christchurch. The main fault
movement was strike-slip (Brackley, 2012). The earthquake was relatively shallow having a
depth of 10.8 km. It occurred on a blind fault, the Greendale fault (Gledhill et al., 2011).
The maximum horizontal displacement of Greendale fault was reported to be 5 m while the
vertical displacement was reported 1.5 m. The surface rupture length was reported to be
30 km (Gledhill et al., 2011; Quigley et al., 2012; Potter et al., 2015). There was a
significant aftershock sequence followed by the main event. Some strong aftershocks
included the M 4.9 December 2010 earthquake, M 6.3 February 2011 earthquake, M 6.0
June 2011 earthquake and two earthquakes of Mw 5.8 and Mw 5.9 within the month of
December 2011. The M 6.3 February event occurred beneath the Canterbury Plains having
a very shallow depth (approximately 5 km). This event also occured on a blind fault with
accelerations reaching 2.2 g in some areas (Kaiser et al., 2012). Similar accelerations were
recorded (close to 2 g) for the June 2011 earthquake at some stations. The Canterbury
plains and especially Christchurch city, is highly vulnerable to liquefaction. This is because
Canterbury plains are built as a result of sedimentation from rivers that flowed from the
southern Alps and deposited post-glacial alluvial gravels (Forsyth et al., 2008). This is what
occurred during the 2010-2011 Canterbury earthquake sequence and many liquefaction
sites were reported during this sequence which caused interruptions to the recovery effort.
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Fig. 35: Surface topography and bathymetry of the region of interest (left), and surface
shear wave velocity (Vs) for the same region, as obtained from the South Island Velocity
Model (SIVM). The range of the relief in the region covered by the simulation domain is
2,194 m, with a maximum elevation of 1,877 m and a maximum depth at sea of 317 m. In
the simulations we consider minimum Vs values of 1,000 m/s for initial test runs, and 500
m/s for the final results.

Computational method of ground motion simulations
Models for the prediction of earthquake ground motions are constructed using two
different approaches. One approach is mathematical where a model is based on physical
principles and the second approach is empirical where more emphasis is given to fit the
model with experimental data rather focusing on the physical insight of the model
(Ólafsson et al., 2001; Douglas & Aochi, 2008). The methods using mathematical approach
are mostly called physics- based methods. Some of the commonly used physics-based
methods including finite difference, finite element and spectral element methods are
deterministic methods. This current study utilizes Hercules, a finite element method
(FEM) simulation software for anelastic wave propogation developed by the Quake Group
at Carnegie Mellon University (Tu et al., 2006; Taborda et al., 2010) to simulate the
ground motions of Christchurch area.

128

FEM methodology
The deterministic physics based methods of ground motion simulation are based on
solving the momentum equation that is given as:

ρüi = σij,j + fi

(5.1)

Here, double-dot above u denotes the second partial derivative with respect to time.
The equation is written in Cartesian coordinates where ui and fi represent the displacement
and the body forces in the i direction. The Cauchy stress tensor is given by σij while σij,j
is the space derivative of Cauchy stress tensor w.r.t to j direction and ρ is mass density.
This stress tensor is related to the strain tensor pq through a fourth order tensor as

σij = Cijpq pq

(5.2)

Using symmetry of the stress and strain tensors, and assuming isotropy within the rock,
the Cauchy stress tensor can be written in terms of displacements and Lame parameters (λ
and µ ) as shown in (4)

Cijpq = λδij δpq + µ(δip δjq + δiq δjp )

(5.3)

σij = λδij uk,k + µ(ui,j + uj,i )

(5.4)

As described earlier, all the FEM methods including Hercules are based on solving
equation (1) with Cauchy stress tensor given by (4). The final momentum equation is
converted into weak form using standard Gelerkin method and then problem is discretized
in space. This procedure converts the momentum equation into a matrix form as

M ü + Ku = f
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(5.5)

Here M is the mass matrix and K is the stiffness matrix, the term f on right hand
side is the assembled vector of body forces. A detailed description of FEM method with
forms of the matrices is provided by Taborda & Roten (2015).
Topographic implementation
FEM schemes have the ability to easily handle sharp interfaces, complex geometries
and free-surface boundary conditions as compared to finite difference (FDM) schemes,
though the method still requires significant computational resources. For this reason,
large-scale ground motion simulation studies typically do not include surface topography
but rather perform their simulations by making the free surface flat. This flat free surface
is achieved by making the velocity model “squashed” or “bulldozed”. For the squashed
velocity model case, the topography above a certain elevation (usually sea level) is
squeezed into top layer of the velocity model (Quinay et al., 2012). For the bulldozed
velocity model case, the topography above a certain elevation is stripped away, and if there
are any voids then those are filled with top layer properties (Aagaard et al., 2008). It is
important to mention that there is no physical basis for any of these methods.
Recent advancement in computational resources has enabled the ground motions
simulation community to incorporate topography into their models. The topographic
implementation in Hercules is done using the Virtual Topography approach (Restrepo &
Bielak, 2014). This approach consists of two steps. During the first step, the topography
above a flat surface is accommodated using an unstructured mesh (cubic elements). In the
second step, the cubic elements are subdivided into five tetrahedral elements and then the
stiffness matrix of each of the tetrahedral element is scaled using the topographic volume
present in this tetrahedron. One advantage of this topographic implementation is that it
does not affect the time stepping or the efficiency of the numerical approach. A detailed
description of virtual topographic implementation with benchmark problems is provided in
Restrepo & Bielak (2014).
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Model for simulations
The column labelled ‘original running workflow’ in Fig. 36 (i.e. original workflow)
shows a typical workflow performed during ground motion simulation modeling. A domain
size is selected before running a simulation and then simulation parameters are decided.
Similarly, a source model, material model and topographic model are selected a priori to
run a ground motion simulation. The details of each of these is provided below.
Domain size and simulation parameters
One of the important considerations in ground motion simulations is the selection of
the dimensions of simulation domain. This dimension is a main factor controlling the size of
the problem that is solved during a simulation. Once the dimensions are selected, the next
part is to select a source and material model (Taborda & Roten, 2015). We select a domain
having a size of 120 km east-west, 120 km north-south, and 60 km in the depth direction
for all of our simulations. We select this region so that we can cover the main topographic
regions of the central Canterbury region i.e. Peninsula region, plain region and high
topographic region. Figure 34 shows the horizontal surface projection of the simulation
domain within the South Island (left), and detailed inset of the simulation domain (right).
The star indicates the epicenter location of the point source used in our simulations. We
select a shear wave velocity of 500 m/sec and a maximum wave frequency of 2 Hz in order
to ensure a resonable computational expense for performing the simulation. The outputs of
the code are ground displacements, velocity, and accelerations at the provided coordinates
of earth surface at any desired sampling frequency. We run our 3D ground motion
simulations using elastic material properties and anelastic material properties. The
anelastic model uses rayleigh damping to simulate the effects of anelasticity.
Source model
Hercules has the capacity to handle both point as well as extended fault source
models. We perform our simulations with a point source approximation. To estimate the
source time function, we use a similar formulations to that used in Taborda et al. (2016),
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Typical consumption
as a percent of total
running time

Original
Running Workflow

Modified
Running Workflow
Simulation
Parameters

Material
Model
Database

SIVM Models
– Global Velocity Model
– Tomography Data
– Basin Data
– Surface Data

Simulation
Parameters

Load SIVM data in memory

1 to 2 %

Loop over all the elements at each
refinement cycle, and at each coordinate point (x,y,z)

Mesh Generation
through iterative
querying to a single
model database

Mesh Generation

Unload SIVM data from memory

1 to 9 %

Source Generation

Source Generation

90 to 98 %

Solving

Solving

3D+T Wavefield
2D+T Planes
1D+T Stations

1. Transform coordinates to lat, long, depth
2. Find the sub-model containing the point
3. Compute properties
4. Return properties

3D+T Wavefield
2D+T Planes
1D+T Stations

Fig. 36: Simulation stages in Hercules. Left: typical running time-share for the three major
computing operations. Center: original running workflow in which Hercules reads
information from a single model database on disk during the meshing process. Right:
modified running workflow coupling Hercules with the South Island Velocity Model.
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which was adapted based on the work by Tinti, Fukuyama, Piatanesi & Cocco (2005). The
source slip rate function is expressed as the convolution of triangular function and Yofee
function:

ṡ(t) = D × (T (t) ∗ Y (t))

(5.6)

Here Y (t) is the Yofee function, T (t) is the triangular function and D is the total
slip. The symbol ‘∗’ shows the convolution operator. The slip ’D’ is calculated using the
moment magnitude relationship (M/µA) where the source dimensions are calculated using
standard earthquake scaling relations (Wells & Coppersmith, 1994). The rise time
associated with Y (t) is estimated using:

tr =

16ls c0.5
.
7Vs π 1.5

(5.7)

Here c is a shape factor equal to the ratio ws /ls , where ws is the width of rupture
and ls is the length of the rupture (both calculated using scaling relationships). It is
important to note that above equation is based on a circular source dimension with
homogeneous material properties around the source.
The epicenter location of the point source has a latitude 43.50◦ S and a longitude of
172.80◦ E. The star in Fig. 34 indicates the epicenter location of the point source used in
our simulations. It corresponds to an aftershock of the 2010-2011 Christchurch earthquake
sequence, with a magnitude Mw 5.4. The triangles indicate the location of an artificial
array of stations used for the analysis of results.
Material model
The Canterbury subsurface geological structure has significantly influenced the
surface ground motions in numerous past earthquakes. The sedimentary basins in the
region (e.g. Rakaia basin) and subsurface volcanic edifice are among the most dominant
features affecting the wave propagation and surface ground motions in the area (Bradley,
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2012; Browne et al., 2012). Since an important consideration in running a ground motion
simulation is the selection of a realistic material model (Taborda & Roten, 2015), we
consider finding a best possible velocity model of the region. There have been many studies
(Hicks, 1989; Jongens, 2011; Ghisetti & Sibson, 2012) to investigate the subsurface
geological structure of this area which helps in defining a reasonable subsurface
approximation of geological structure. A recent study by Lee et al. (2017) combines the
above mentioned studies with other data sets from different resources to construct a 3D
velocity model of the region. This study was able to reach a very high resolution (∼ 10 m)
in some areas due to its use of direct field measurement data like seismic reflection data,
well log data (from petroleum and water wells), and cone penetration test data. This study
provides a detailed velocity model of the region from the basement rock to all the
geological rock surfaces overlying it in the region. We use the velocity model of Lee et al.
(2017) to define a crustal material model in this study. We define the material model below
Moho using different tomographic studies of the region. Our implementation of the
material model into Hercules is given in Fig. 36. We modify the original workflow of
Hercules to perform a point base query at a given position into the material model of
Canterbury as can be seen in the second column of Fig. 36. The shear wave velocity at the
surface of our modeling domain can be seen in Fig. 35(b).
Topographic model
The topographic model of the current modeling domain is constructed by combining
the New Zealand nationwide digital elevation model and the New Zealand bathymetry
contour data using ArcGIS. Our current resolution of the topographic model is 20 m.
Figure 35(a) shows the relief of the modeling domain. The total relief of the modeling
domain is ∼ 3400 m. The north western part of the modeling domain exhibits mostly
higher elevations with maximum elevations reaching about 1900 m. The central part of the
domain does not show any topography as this is plain region. The south eastern part has

134

some topography at the Banks Peninsula region where it reaches an elevation of about 900
m.
Results and Discussion
Figure 37 shows the ground motion response for the flat model along the artificial
array of stations A-A’ (shown in Fig. 34). The ground motions are a result of simulation
runs with a maximum frequency of 1 Hz and a minimum velocity of 500 m/sec, and
presents only the vertical component of velocity. The seismograms along the stations A-A’
in the flat model represents the propagation of the different seismic phases through
different sub-surface geological structures of the simulation region with no effect of
topography. As expected, the direct P waves arrive first at the station closest from the
epicenter (location marked with the star) and then it reaches to other station with some
delay based on its epicentral distance (Fig. 37(a)). The wavefield is significantly amplified
for the stations present in the middle of the array which can also be seen at seismograms at
the middle of Fig. 37(a). This amplification is expected based on the material model of the
region as these stations are mainly from the ’plain region’, a region dominated by
unconsolidated sedimentary rocks and low velocity sediments. The material properties of
the region have caused a significant amplification in the velocity response at those stations.
Furthermore, the region of low velocity sedimentary cover has also caused resonance in the
seismic signal. This resonance can be observed in the signal as a longer duration of signal
for stations in the middle of array as compared to the stations present at the region of high
elevation (at the left of array AA’) or the stations present at the Banks Peninsula which are
on the right side of array AA’. Fig. 37(b) shows the peak vertical velocity in the simulation
with a flat model. The peak ground velocities are relatively lower in the mountain side and
Banks Peninsula while a high value of the seismic velocities is observed in the plain region
having sedimentary cover. The region of high amplification is marked in Fig. 37(b) with an
arrow and specifies the existence of low velocity sedimentary cover of the region.
Figure 38(a) shows the perturbation seismograms corresponding to the difference
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Fig. 37: Peak ground response along the artificial array of stations A-A’ shown in Fig. 1
for the flat model. The maximum frequency of simulation is 1 Hz and the minimum shear
wave velocity is 1, 000 m/s. (a) Vertical velocity seismograms for the flat model. The first
seismogram corresponds to the north western station of profile AA’ while the last
seismogram corresponds to the south eastern station of profile AA’. The seismograms in
the middle correspond to the plain area of Canterbury region. (b) Peak vertical velocity in
the simulation with a flat model. The peak velocities are relatively high for the stations in
the plain region (middle portion). The subsurface geological structure causes an
amplification to the wavefield which can be observed by the high values of peak vertical
velocity for the middle stations.
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between velocity signals of the topography model simulation and those of the flat model
simulation along the same profile A-A’ shown in Fig. 34. Figure 38(b) shows the peak
vertical perturbation velocities and Fig. 38(c) presents the elevation above sea level of the
stations along profile A-A’. The amplitudes of perturbation seismograms are visible along
the whole profile showing that the topography of a region perturbs the ground motions.
This suggests the need to add topography in ground motion simulation models for regions
that have diverse topography. Figure 38(b) shows that the region of highest difference
between the flat model and the topographic model is at the left and right portion of the
profile A-A’. The plain region (center) does not show any significant effect of topography.
Based on comparison of Fig. 38(b) and Fig. 38(c), we can clearly observe that the stations
that are showing the highest perturbation between the flat model and the topographic
model are those which have a higher elevation than the surroundings. This means that Fig.
38(b) and Fig. 38(c) are well correlated suggesting that the location present at higher
elevations have a tendency to receive more ground shaking and hence a higher seismic
hazard as compared to a location with similar material properties but at zero elevation for
a similar magnitude earthquake that occurred at similar distance.
To observe in detail how the seismic signal changes in each region (i.e. the
topographic part in the west, the plain part in the center and the Banks Peninsula part in
the east) due to topography, we pick four different stations with contrasting topographic
locations. The locations of these four stations are marked in Fig. 35(a). Stations P1 and
P2 are from the western mountain side, station P3 is from the central plain region and
station P4 is from the Banks Peninsula region. The acceleration seismograms at each of
these stations are plotted in Fig. 39. These acceleration seismograms are from a run
performed with a maximum frequency of 2 Hz and minimum shear wave velocity of 500
m/s. Signals in red correspond to the flat model, whereas the blue signals are from the
topography model. All signal are for the NS component of motion. As can be seen, station
P1 and P2 accelerograms are different for the topographic model and the flat model. The
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Fig. 38: (a) Perturbation seismograms corresponding to the difference between velocity
signals of the topography model simulation and those of the flat model simulation (i.e. Fig.
4). (b) Peak vertical perturbation velocities calculated from (a). The region of highest
difference between the flat model and the topographic model is the left and right portion of
the profile A-A’. The middle portion (plain region) does not show any significant effect of
topography. (c) Elevation above sea level of profile AA’. Based on comparison between (b)
and (c), we can observe that the stations that are showing the highest perturbation
between the flat model and the topographic model are those which have a higher elevation
than the surroundings.
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topography has caused an amplification of the ground motion at all of these stations.
Similarly, the length of the later part of the signal has also been increased which shows
effects of the reverberations and reflections solely due to presence of topography. Station
P3 is placed in the region of Central Canterbury plain which does not show any signs of
amplification nor any increase in the length of signal. Station P4 also shows some
difference between accelerogram of flat and topographic model as the Banks Peninsula
region has considerable variation in its topography.
To learn how the amplitude response spectrum compares within both models (i.e.
the flat model and the topographic model) for a station placed on a topographic location,
we plot the amplitude spectrum for station P1 for both the flat model and the model with
topography (shown in Fig. 40). The spectrum for the flat model shows a uni-modal
standard form, where the spectrum is flat at lower frequencies and decays at higher
frequencies. The spectrum for the case of topographic model is different from that of the
flat model. This spectrum is bi-modal, showing peaks at two different frequencies. This
implies that there is a higher probability of resonance and seismic hazard for the areas
present at topographic relief and hence more consideration should be given to include the
topography in ground motion simulations. Furthermore, the flat model spectrum has
smaller peak spectrum values as compared to the spectrum of the seismogram of the
topographic model.
Figure 41 shows the peak horizontal velocity at the earth surface as a result of
simulations performed with a maximum frequency of 1 Hz and a minimum shear velocity of
1000 m/sec. The extent of the figure is the same as our simulation domain. The top figures
correspond to peak horizontal velocity at the earth surface for flat model for elastic
properties and anelastic properties while the bottom figures show the same but for the case
of topographic model. Figure 41(a) shows the case of elastic properties, with no
topography, Fig. 41(b) shows the anelastic case with no topography. Figure 41(c) shows
the elastic case with topography and Fig. 41(d) shows the anelastic case with topography.
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Fig. 39: Acceleration seismograms from the 2 Hz and 500 m/s simulation at the location of
the artificial stations P1 through P4 shown in Fig. 2. Signals in red correspond to the flat
model, whereas the blue signals are from the topography model. (a) Accelerogram from
station P1, (b) accelerogram from station P2, (c) accelerogram from station P3, and (d)
accelerogram from station P4.
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Fig. 40: Velocity spectra for the seismogram shown in Fig. 6(a). The red color spectrum is
for the flat model and the blue color spectrum is for the topographic model. The flat model
spectrum has lower peak values while the blue color spectrum has higher peak values. The
spectrum for the case of flat model shows a uni-modal standard form, where the spectrum
is flat at lower frequencies and has a decaying part at relatively higher frequencies. The
spectrum for the case of topographic model is different from that of a flat model. This
spectrum is bi-modal, showing two different peaks at different respective frequencies. This
implies that there is a relatively higher probability of resonance and seismic hazard for the
areas present at topographic relief.
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Comparing Fig. 41(a) with 41(c), we can clearly observe that the inclusion of the
topography causes the amplification of the ground velocities as shown by red and darker
colors in the northwest part of the figure where the area is mostly covered by mountainous
terrain. This is not obvious when comparing (b) with (d), since the anelastic response has
reduced those motion. Comparing 41(a) with 41(b) or 41(c) with 41(d), we can clearly see
that the elastic response causes ground motions to be reduced. The region north of the
Peninsula has the highest ground motions mainly related to the sedimentary structure
lying under that region. We can also observe some reduced ground motions at the south of
Peninsula in the case of topographic model as compared to the flat model. The
topographic relief causes an increase in ground motions in the northwestern part of the
simulation domain (marked in Fig. 41) while a decrease in the ground motions occurs in
the southeastern part of simulation domain (marked in Fig. 41). Figure 42 shows the
comparison of the anelastic model for a flat model and a topographic model at a maximum
frequency of 2 Hz and a minimum shear wave velocity of 500 m/sec. The anomalous region
of peak velocity is again prominent in simulations performed with a higher frequency. The
ground motions may also have differences in frequency content and duration of the signal
when the two simulations (at 1 Hz and 2 Hz) are compared. We suggest that a further
study could be done that performs these simulations at higher frequencies (∼ 5 − 10 Hz)
and then focuses on a detailed comparison of PGV, PGA, frequency content and the
duration of ground motion at different frequencies.
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Fig. 41: Results for simulations using different model for a maximum frequency of 1 Hz
and minimum shear wave velocity of 1000 m/sec. The color bar shows peak horizontal
velocity. The models include with and without topography, and with and without
attenuation. (a) Elastic, without topography. (b) Anelastic, without topography. (c)
Elastic, with topography. (d) Anelastic, with topography. We can clearly see that the
inclusion of the topography causes the amplification of the ground velocities as shown by
red and darker colors in the north-west part of the figure where the area is mostly covered
by mountainous terrain. This is not that obvious when comparing (b) with (d), since the
anelastic response may have reduced those motion. The region north of the Peninsula also
has high ground motions mainly related to the sedimentary structure lying under that
region. Furthermore, we can observe some reduced ground motions at the south of
Peninsula in the case of topographic model as compared to the flat model.
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Fig. 42: Peak horizontal velocity for a set of two simulations at a maximum frequency of 2
Hz and a minimum shear wave velocity of 500 m/s, both considering attenuation. (a) Flat
model, (b) topography model. The anomalous region of peak velocity is again dominant
similar to Fig. 41. The ground motions may also have differences in frequency content and
duration of the signal when the two simulations (at 1 Hz and 2 Hz) are compared.
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Conclusion
We present initial results from an effort to generate earthquake ground motion
synthetics for the Canterbury region using 3D simulation techniques considering the effects
of the surface topography. We successfully coupled the QuakeCoRE South Island Velocity
Model with Hercules and performed a set of simulations with increasing resolution in the
maximum frequency and minimum shear wave velocity. Our comparisons of simulation
results at maximum frequency of both 1 and 2 Hz reveals that the effects of topography are
prominent in the region of topographic variation. This suggests the need to include
topography, when the synthetic ground motion simulations are performed. To
quantitatively describe the effects of topography on ground motions, we will run similar
simulations with an increased maximum frequency (i.e. 4 Hz) and reduced minimum shear
wave velocity (i.e. 350 m/s).
Our results show a comparison between flat model and topographic model, as well
as a comparison between the elastic model and the anelastic model. The comparisons have
given us insights into how the earth surface in Christchurch area may respond to
intermediate magnitude earthquakes under the given subsurface geological structure and
current surface topography. While all these models have differences in their physics and
hence have differences in their output, all of our models suggest that topography is
essential to consider into ground motion prediction equations and ground motion
simulations of Canterbury region in order to get better estimates of seismic hazard of the
area. Future work will make quantitative comparison of the output of each model with
seismic observations to examine if these effects can be seen in real data.
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Chapter 6
Conclusions
Synopsis
Aftershocks pose hazards to humans due to their tendency to produce strong
ground motions. The static stress change mechanism can not explain the triggering of
aftershocks in the stress shadows. In this work, we investigate the occurrence of
aftershocks, which nucleate in the stress shadows through calculation of CFF zones. We
perform simulations of earthquake rupture on rough faults with complex stress distribution
in the near-fault region. The earthquake rupture propagation on a rough fault results in
heterogeneous slip distribution on the fault. Our CFF calculation shows many small
positive CFF zones are present within negative CFF zones in the near-fault region. We
suggest that these are the potential locations of those aftershocks, which are observed in
stress shadows. The areas where they appear would be seen as stress shadows in typical
static stress change calculations due to insufficient resolution of the fault slip. Our results
show that the pattern of static stress change is highly complex in the near-fault region.
The width of the region of complex stresses depends on the maturity of the fault surface. A
more mature fault (with a smaller value of RMS roughness) shows a smaller zone of stress
complexity while a young immature fault shows a wider zone of stress complexity.
Additionally, our calculations suggest that the PDF of the CFF distribution follows a
pattern where a large spread of the CFF values in the near-fault region collapses to a
narrow CFF spread at intermediate and far-fault distances.
Our investigation of CFF values from dynamic earthquake rupture simulations on
rough faults considering elastic off-fault material properties are based on parallel (to the
main fault) receiver fault orientations. Our calculations find, on average, a total number of
15 positive CFF zones in the near-fault region when a 40 km long rupture is considered.
These positive CFF zones have at least a diameter of 500 m. This average value (of total
positive CFF zones) is many times higher than the positive CFF zones found from the
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usual static stress calculations in the near-fault region. The total number of positive zones
increase as the distance from main fault decreases. We calculate the areas of the rupture of
these positive CFF zones. Our results show that there is a higher probability of occurrence
of smaller zones than the probability of occurrence of larger zones in the near-fault region.
We compare spatial characteristics of aftershock and preshock data from relocated
earthquake of Northern and Southern California. Based on the similarities of behavior of
both data sets, we believe that the stress heterogeneities driving their occurrence are
similar. This further implies that the stresses in the near-fault region are always
heterogeneous irrespective of the phase of an earthquake cycle. Based on our modeling
results, we suggest that the locations of small ruptures (either as preshocks or aftershocks)
are independent of their timing relative to an earthquake in the near-fault region and are
predominately controlled by the stress heterogeneities imposed by fault surface complexity.
We also investigate the CFF values from dynamic earthquake rupture simulations on
rough faults considering plastic off-fault material properties. We calculate the CFF values
at variable receiver fault orientations determined using the angle at which plastic shear
strain is maximum. We observe many more (∼ twice) positive CFF zones in the near-fault
region when the off-fault damage is considered. Our comparison of CFF amplitudes as a
function of rupture areas suggests that the spatial aftershock distribution surrounding a
fault is controlled by both stress heterogeneity as well as the co-seismic damage zone
complexity. Based on this, we conclude that the damage zone cannot be neglected when
estimating the future hazard and risk estimates of a particular region. Our results suggest
that a modification to the classical Coulomb failure function, which considers the damage
state of the near-fault region, may provide a better fit to spatial aftershock distribution
observed for large earthquakes as compared to classical static stress calculations.
We model the inter-seismic phase of an earthquake on complex fault. Our results
show that the heterogeneous stresses and strain introduced in the near-fault region during
the co-seismic phase are necessary for the localized shear zones to develop and grow during
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the inter-seismic phase. A rupture on a flat fault with homogeneous off-fault stress and
strain conditions introduced during co-seismic phase does not promote the development
and propagation of localized shear zones during inter-seismic phase.
We perform kinematic rupture model simulations of a Mw 5.4 earthquake of
Christchurch area, New Zealand. We incorporate surface topography and subsurface
geological structure of the region into our model to examine their effects on the surface
ground motions within the region. Our results show that the surface ground motions get
amplified in the northwestern part of Christchurch, where topographic variations are
significant. The duration of the ground shaking also increases in the northwestern part of
the region as the topography causes numerous reflections and reverberations of waves. Our
results suggest that topography is essential to consider into ground motion prediction
equations and ground motion simulations of Christchurch in order to get better estimates
of seismic hazard of the region.
Future work
Based on the results of our study, we now have a better understanding of spatial
aftershocks distributions and inter-seismic off-fault strain accumulation. Our work opens
doors for many future directions that can help scientists better understand the physics of
earthquakes. All of our results are based on simulations performed in 2D. For example,
future work, which considers 3D earthquake rupture simulations can explore the depth
dependence of our model, something that is not currently accounted for in our modeling.
The results of these simulations can be compared with observational data to constrain
depths of aftershocks observed in the near-fault region. Similarly, those simulations will
quantify the effects of fault roughness on aftershock distribution, both along and across the
direction of the fault slip. Furthermore, performing simulations in 3D may quantify
relationship between the percentage of SSD and the broadening of near-fault aftershock
zone for large earthquakes.
We performed all of our simulations with a certain minimum wavelength (∼ 100 m)
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of the fault profile. A future work with a considerably smaller wavelength can give more
interesting insights into the static stress changes in the near-fault region, since the
amplitudes of stress perturbations and the resistance to slip will be larger at those shorter
wavelengths. Furthermore, we have performed all of our simulations with fractal fault
geometry. Additional sources of complexity of fault geometry such as fault bends, kinks,
and step-overs etc., also have strong implications for off-fault inelastic deformation
(Milliner et al., 2015) as well as rupture propagation (Harris et al., 2018; Lozos et al.,
2011). A study similar to ours, considering non-fractal complexity of fault geometry in
addition to fractal fault geometry can quantify the effects of large-scale fault geometrical
complexity (fault bends, kinks, and step-overs) on spatial aftershock distributions.
Similarly, our results of CFF change are based on stress changes that are averaged along
strike and over many ruptures. Further work can also be done to assess the comparison of
similarities of the predictions for individual events. This work can quantify the level of
variability of the stress changes along strike for each individual rupture.
Our coupled simulations of earthquake cycle did not show any particular temporal
character (i.e. post-seismic characteristics). We believe that capturing the complex
temporal characteristics requires a depth dependent model with appropriate rheologies. A
depth-dependent earthquake cycle simulation on rough fault can be performed to delineate
the post-seismic characteristics of earthquakes. The results from those simulations can be
directly compared with GPS and InSAR measurements of surface displacements from large
earthquakes. Furthermore, our coupled model only accounts for a single earthquake cycle
(i.e. co-seismic and inter-seismic phase of one earthquake). We do not consider any
feedback from quasi-static model (i.e. the inter-seismic phase) into the dynamic rupture
model to perform multi-cycle simulations. A study which performs multi-cycle simulations
on rough faults can investigate the evolution of near-fault stress complexity over multiple
earthquake cycles. This multi-cycle earthquake model will also be able to investigate the
changes in the average stress level at which the fault will be capable of hosting big ruptures.
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All of the future work mentioned above can further improve our understanding of
aftershocks distributions as well as near-fault inelastic deformation. The knowledge of both
of these subjects is important in improving hazard estimates of a region. Since numerical
modeling has capability to perform simulations with many different initial setups, we hope
that this future work may help improve forecasting of off-fault seismicity and improve
estimates of seismic hazard in a variety of different tectonic contexts.
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