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KATO SMOOTHING AND STRICHARTZ ESTIMATES FOR
HIGHER-ORDER AND FRACTIONAL OPERATORS WITH SHARP
HARDY POTENTIALS
HARUYA MIZUTANI AND XIAOHUA YAO
Abstract. Let 0 < σ < n/2 and H = (−∆)σ + V (x) be Schro¨dinger type operators on
Rn with certain scaling-critical potentials V (x), which include the sharp Hardy potential
a|x|−2σ with a subcritical coupling constant a as a typical example. In the present
paper we consider several sharp global estimates for the resolvent and the solution to
the time-dependent Schro¨dinger equation associated with H . We first prove uniform
resolvent estimates of Kato-Yajima type for all 0 < σ < n/2 using a version of Mourre’s
theory, which turn out to be equivalent to Kato smoothing estimates for the Cauchy
problem. Using these estimates, we then establish Strichartz estimates for σ > 1/2 and
uniform Sobolev estimates of Kenig-Ruiz-Sogge type for σ ≥ n/(n + 1). These extend
the same properties for the Schro¨dinger operator with the inverse-square potential to the
higher-order and fractional cases. Moreover, we can also obtain some improved Strichartz
estimates with a gain of regularities for general initial data if 1 < σ < n/2 and for radially
symmetric data if n/(2n−1) < σ ≤ 1, which extends the corresponding results for the free
evolution to the case with Hardy potentials. Finally, we point out that these arguments
can be further applied to a large class of higher-order inhomogeneous elliptic operators
and even to certain long-range metric perturbations of the Laplace operator.
1. Introduction
1.1. Background and problems. In the present paper we mainly study generalized
Schro¨dinger operators H = (−∆)σ + a|x|−2σ on Rn for 0 < σ < n/2 and a ∈ R satisfying
a > −Cσ,n := −
{
2σΓ
(
n+2σ
4
)
Γ
(
n−2σ
4
)
}2
. (1.1)
It is well known (see [23, Theorem 2.5]) that Cσ,n is the best constant in the following
(generalized) Hardy inequality:
Cσ,n
∫
|x|−2σ|u(x)|2dx ≤
∫
||D|σu(x)|2dx, u ∈ C∞0 (R
n), (1.2)
where |D| = (−∆)1/2. Note that (1.2) holds if and only if 0 ≤ σ < n/2 and that
Cσ,n can be computed more explicitly in several cases (see e.g. [9, Corollary 14]), e.g.,
C1,n = [(n− 2)/2]
2, C2,n = [n(n− 4)/4]
2 and C1/2,3 = 2/π are the sharp constants in the
classical Hardy’s, Rellich’s and Kato’s inequalities, respectively. It follows from Hardy’s
inequality (1.2) that the higher-order (σ ≥ 1) or fractional (σ < 1) Schro¨dinger operators
H = (−∆)σ + a|x|−2σ can be realized as self-adjoint operators on L2(Rn) (see Subsection
1.3 for the precise definition). Therefore, the resolvent (H − z)−1 for Im z 6= 0 and the
1
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unitary group e−itH can be well-defined on L2(Rn), which are related with the solutions to
the following stationary and time-dependent Schro¨dinger equations with Hardy potentials:(
H − z
)
u(x) = f(x), x ∈ Rn; (1.3)(
i∂t −H
)
ψ(t, x) = F (t, x), ψ(0, x) = ψ0(x), (t, x) ∈ R
1+n. (1.4)
The main objects of the present paper are several kinds of global interesting dispersive
properties for the solutions to (1.3) and (1.4) associated with H = (−∆)σ+a|x|−2σ, which
particularly include the following sharp estimates.
• Uniform resolvent estimates:
sup
z∈C\R
‖|x|−σ+γ|D|γ(H − z)−1|D|γ|x|−σ+γ‖L2→L2 <∞ (1.5)
for any 0 < σ < n/2 and σ − n/2 < γ < σ − 1/2. In other words, |x|−σ+γ |D|γ is
H-supersmooth in the sense of Kato-Yajima [29].
• Kato smoothing estimates:
‖x|−σ+γ |D|γe−itHψ0‖L2tL2x . ‖ψ0‖L2x (1.6)
for any 0 < σ < n/2 and σ − n/2 < γ < σ − 1/2.
• (Standard) Strichartz estimates:
‖e−itHψ0‖LptL
q
x
. ‖ψ0‖L2x (1.7)
for all ψ0 ∈ L
2 if 1 ≤ σ < n/2 and for any radially symmetric ψ0 ∈ L
2 if
n/(2n−1) < σ < 1, where (p, q) is n/(2σ)-admissible (see (1.29) for the definition
of admissible pairs).
• Strichartz estimates with a gain or loss of regularities:
‖|D|2(σ−1)/pe−itHψ0‖LptL
q
x
. ‖ψ0‖L2x (1.8)
for all 1/2 < σ < n/2 and n/2-admissible pairs (p, q).
• Lp − Lq resolvent estimates:∥∥(H − z)−1∥∥
Lp−Lp′
. |z|
n
σ
(
1
p
− 1
2
)
−1, z ∈ C \ {0}, (1.9)
for n/(n + 1) ≤ σ < n/2 and 2n/(n + 2σ) ≤ p ≤ 2(n + 1)/(n + 3). We remark
that the inequalities (1.9) are called by the uniform Sobolev estimates in the sense
of Kenig-Ruiz-Sogge [32], and the ranges of σ and p are optimal.
We also study retarded estimates for the inhomogeneous evolution
∫ t
0
e−i(t−s)HF (s)ds re-
lated to (1.6)–(1.8) which are of particular interest for applications to nonlinear Schro¨dinger
(NLS for short) equations associated with H . Among these estimates, the estimates (1.8)
have an additional smoothing effect (a gain of regularities) for the higher-order case σ > 1
or loss of regularities for the fractional case σ < 1 compared with the second order case
σ = 1. This property reflects the stronger or weaker dispersive effect in the high fre-
quency mode of dispersive equations of order 2σ 6= 1. We also remark that the operators
HIGHER-ORDER AND FRACTIONAL OPERATORS WITH HARDY POTENTIALS 3
H = (−∆)σ+a|x|−2σ with a > −Cσ,n are critical in several senses concerning the validity
of these estimates (see Remark 1.14 below for more details).
These global estimates (1.5)–(1.9) have been extensively studied by many works in the
free case H = (−∆)σ with any σ > 0 and the second-order case H = −∆ + a|x|−2. In
case of the free fractional Laplacian H = (−∆)σ, we refer to [29], [53], [51] and [45] for
the uniform resolvent estimate (1.5) and the smoothing estimate (1.6), to [50], [15], [54],
[31], [30], [42], [19] and [20] for the Strichartz estimates (1.7) and (1.8), and to [32], [22],
[25], [47] and [7] for the uniform Sobolev estimate (1.9), respectively. In the second-order
case H = −∆ + a|x|−2, two estimates (1.7) and (1.8) (which are the same in this case),
as well as (1.5) and (1.6), were proved in seminal works by Burq et al [3, 4], while the
double endpoint Strichartz estimate for the inhomogeneous evolution
∫ t
0
e−i(t−s)HF (s)ds
and the uniform Sobolev estimate were obtained by [2] and [36], respectively.
It is well known that all of the estimates (1.5)–(1.9) (for the free or second-order cases)
have played important roles in the study of broad areas, especially the spectral and scat-
tering theory. In particular, Strichartz estimates (1.7) and (1.8) are one of fundamental
tools for NLS equations (see e.g. [52]). We also refer to [55], [33] and references therein
for a recent development on NLS equations with Hardy potentials. The uniform Sobolev
estimate (1.9) was originally used to proving unique continuation properties for the op-
erator −∆+ V (x) with rough potentials V ∈ Ln/2. More recently, it has played a crucial
role in studying Keller-Lieb-Thirring type eigenvalue bounds for Schro¨dinger operators
with complex valued potentials (see [13], [14], [7] and reference therein, also [36] for the
case with Hardy potentials). For further applications of uniform resolvent and Sobolev
estimates, we refer to [22], [25], [37] (see also the discussion after Theorem 1.10 below).
Besides the free or second-order cases, we are mainly devoted to establish these esti-
mates (1.5)–(1.9) for H = (−∆)σ + a|x|−2σ with 0 < σ < n/2. This naturally extends
the known literatures for the operators (−∆)σ and −∆ + a|x|−2 describe above, to the
operator (−∆)σ+a|x|−2σ. To our best knowledge, there is no previous literature on these
estimates (1.5)–(1.9) for higher-order or fractional Schro¨dinger operators with large po-
tentials V (x) which has the critical decay rate, i.e, V (x) = O(〈x〉−2σ). Moreover, our
model is more general than the operator (−∆)σ + a|x|−2σ in the following sense. On one
hand, we consider not only the Hardy potential a|x|−2σ but also a wide class of repulsive
potentials V (x), even including some examples satisfying |x|2σV /∈ L∞ (see Assumption
A and Examples 1.1 and 1.2 below). On the other hand, our method can be applied to
not only (−∆)σ but also a wide class of dispersive operators (as the principal part of
H), which particularly includes higher-order inhomogeneous elliptic operators of the form∑J
j=1(−∆)
j and the Laplace-Beltrami operator of the form −∇ · G0(x)∇ with G0 being
a small long-range perturbation of the identity matrix (see Section 5 for more details).
Among these desired estimates, the uniform resolvent estimate (1.5) is fundamental and
play a central role in proving the other estimates (1.6)–(1.9). For the case σ = 1, (1.5)
was obtained by [3] via the spherical harmonics decomposition and analysis of Hankel
operators. [4] provided an alternative proof of (1.5) (when σ = 1) based on the method
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of multipliers. However, if σ /∈ N, it seems to be difficult to apply these methods due to
the non-locality of (−∆)σ. Also, even in the case σ ∈ N, these methods will involve much
longer and complicated computations compared with the case σ = 1. To over come these
difficulties, we use a version of Mourre’s theory [41] based on the argument by Hoshiro
[24]. This method enables us to deal with general cases 0 < σ < n/2 in a unified way.
Finally, it is worth noting that there are many interesting works on uniform resolvent,
dispersive and Strichartz estimates for higher-order and fractional Schro¨dinger operators
or Dirac operators, involving potentials which decay faster than |x|−2σ (see [11], [12], [18],
[10], our subsequent work [39] and references therein), where in particular, an amount of
background analysis and related decay estimates about these operators can be found.
1.2. Notations. To state our main results, we will use the following notations.
• For positive constants A,B, A . B (resp. A & B) means A ≤ cB (resp. A ≥ cB)
with some constant c > 0. A ∼ B means cB ≤ A ≤ c′B with some c′ > c > 0.
• 〈 · 〉 stands for
√
1 + | · |2.
• B(X, Y ) denotes the family of bounded operators from X to Y , B(X) = B(X,X)
and ‖ · ‖X→Y := ‖ · ‖B(X,Y ). We also set ‖f‖ := ‖f‖L2 and ‖A‖ := ‖A‖L2→L2.
• Hs(Rn) denotes the L2-based Sobolev space. Lp,q(Rn) denotes the Lorentz space
(see Appendix C for basic properties of Lorentz spaces). 〈f, g〉 stands for the inner
product in L2, as well as the duality couplings 〈·, ·〉Lp′,q′ ,Lp,q and 〈·, ·〉H−σ,Hσ , where
p′ := p/(p− 1) is the Ho¨lder conjugate exponent of p.
• Given a Banach space X , LptX := L
p(R;X) denotes the Bochner space. In par-
ticular, LptL
q
x := L
p(R;Lq(Rn)). Let L2ω = L
2(Sn−1, dω) with the standard round
metric dω and Lpr = L
p(R+, rn−1dr). Define the space LprL
2
ω by the following norm
‖f‖
L
p
rL2ω
= ‖‖f(rω)‖L2ω‖Lpr , r > 0, ω ∈ S
n−1.
Let B[LprL
2
ω] denote a Besov-type space defined by the norm
‖f‖B[LprL2ω ] :=
(∑
j∈Z
‖ϕj(D)f‖
2
L
p
rL2ω
)1/2
, (1.10)
where {ϕj}j∈Z with ϕj(ξ) = ϕ(2
−jξ) is the homogeneous dyadic partition of unity,
namely ϕ ∈ C∞0 (R
n), ϕ is radially symmetric and even, 0 ≤ ϕ ≤ 1, ϕ(ξ) = 1 for
1/2 ≤ |ξ| ≤ 2, ϕ(ξ) = 0 if |ξ| < 1/4 or 4 < |ξ| and
∑
j∈Z ϕj(ξ) = 1 for all ξ 6= 0.
1.3. Main results. Let 0 < σ < n/2. Throughout the paper (except for Section 5), let
H0 = (−∆)
σ, H = H0 + V (x) (1.11)
be Schro¨dinger type operators of order 2σ on L2(Rn), where ∆ =
∑n
j=1 ∂
2
xj
is the Lapla-
cian. To state the assumption on V , we set
Hℓ = (2σ)
ℓ(−∆)σ, Vℓ(x) = (−x · ∇x)
ℓV (x), ℓ = 1, 2. (1.12)
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Note that if P0(ξ) = |ξ|
2σ denotes the symbol (−∆)σ, then Hℓ is written in the form
Hℓ = Pℓ(D) = F
−1PℓF, Pℓ(ξ) = (ξ · ∇ξ)
ℓP0(ξ),
where F is the Fourier transform. Moreover, we impose the following assumption on V .
Assumption A. V is a real-valued function on Rn such that, for all ℓ = 0, 1, 2, (x·∇)ℓV ∈
L1loc(R
n) and (x ·∇)ℓV is H0-form bounded, namely |(x ·∇)
ℓV |1/2(H0+1)
−1/2 is bounded
on L2(Rn). Moreover, the following estimates hold for all u ∈ C∞0 (R
n):
〈(H0 + V )u, u〉 & 〈(−∆)
σu, u〉, (1.13)
〈(H1 + V1)u, u〉 & 〈(−∆)
σu, u〉, (1.14)
|〈(H2 + V2)u, u〉| . 〈(H1 + V1)u, u〉. (1.15)
Here and sequel we frequently use the following norm equivalence
〈H0u, u〉+ ‖u‖
2 ∼ ‖u‖2Hσ .
It follows from this equivalence and Assumption A that the sesquilinear form
QH(u, v) := 〈H0u, v〉+ 〈V u, v〉 =
∫
(H0u · v + V uv)dx
is well-defined for u, v ∈ C∞0 (R
n) and satisfies
‖|D|σu‖2 . QH(u, u) . ‖u‖
2
Hσ . (1.16)
In particular, QH is closable. We denote by the same symbol QH its closed extension
through the graph norm (QH(u, u) + ‖u‖
2)1/2. Precisely speaking, H is defined as a
unique self-adjoint operator generated by QH , that is the Friedrichs extension of H0 + V
defined on C∞0 (R
n). By virtue of (1.16), the form domain D(H1/2) coincides withHσ(Rn).
Here we give some sufficient conditions and examples to ensure Assumption A.
Example 1.1. Thanks to O’neil’s inequality (C.2) and Sobolev’s inequality (C.3), it is
enough to assume (x · ∇)ℓV ∈ L
n
2σ
,∞(Rn) + L∞(Rn) for all ℓ = 0, 1, 2, ensuring the local
integrability and H0-form boundedness. Moreover, if there exists 0 < δ < 1 such that
−
∫
V |u|2dx ≤ (1− δ)
∫
||D|σu|2dx, (1.17)
−
∫
V1|u|
2dx ≤ (2σ − δ)
∫
||D|σu|2dx, (1.18)∫
|2σV1 − V2||u|
2dx .
∫
(||D|σu|2 + V1|u|
2)dx (1.19)
for all u ∈ C∞0 (R
n), then (1.13)–(1.15) are satisfied (see Appendix B below).
Example 1.2. The most important example is the Hardy potential
V (x) = a|x|−2σ, a > −Cσ,n, (1.20)
where Cσ,n is the best constant in Hardy’s inequality (1.2) given by (1.1). In this case,
Assumption A follows easily from (1.2) and Example 1.1 since Hℓ = (2σ)
ℓH . V (x) =
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a〈x〉−2σ also satisfies Assumption A if a > −Cσ,n. Moreover, it is also worth noting that
Assumption A does not require any specific decay rate of V . In fact, Assumption A allows
several potentials decaying slower than |x|−2σ. For instance, a|x|−µ and a〈x〉−µ fulfill the
conditions in Example 1.1 and hence Assumption A if µ ∈ (0, 2σ) and a > 0.
Now we state the main results. The first result is a uniform resolvent estimate of
Kato-Yajima type which will play a central role for other results in the paper.
Theorem 1.3. If 0 < σ < n/2 and H = (−∆)σ + V satisfies Assumption A, then
sup
z∈C\[0,∞)
‖|x|−σ+γ|D|γ(H − z)−1|D|γ|x|−σ+γ‖L2→L2 <∞ (1.21)
for all σ−n/2 < γ < σ−1/2. In other words, |x|−σ+γ |D|γ is H-supersmooth in the sense
of Kato-Yajima [29]. In particular, if 1/2 < σ < n/2 then the following estimate holds:
sup
z∈C\[0,∞)
‖|x|−σ(H − z)−1|x|−σ‖L2→L2 <∞. (1.22)
As a corollary, the limiting absorption principle and uniform bounds for the boundary
resolvents (H − λ∓ i0)−1 can be also derived.
Corollary 1.4. Assume in addition to the condition in Theorem 1.3 that
〈(H1 + V1)u, u〉 & 〈(H0 + V )u, u〉, u ∈ C
∞
0 (R
n). (1.23)
Then, for all λ > 0, the limits
〈A〉−s(H − λ∓ i0)−1〈A〉−s := lim
εց0
〈A〉−s(H − λ∓ iε)−1〈A〉−s ∈ B(L2)
exist, where s > 1/2 and A is the generator of the dilation group (see (2.1)). Moreover,
the following uniform estimate holds:
sup
λ>0
‖|x|−σ+γ |D|γ(H − λ∓ i0)−1|D|γ|x|−σ+γ‖L2→L2 <∞. (1.24)
Note that (1.23) holds if V satisfies the conditions in Example 1.1.
Next we consider the time-dependent Schro¨dinger equation associated with H :
(i∂t −H)ψ(t, x) = F (t, x), ψ(0, x) = ψ0(x), (1.25)
with given data ψ0 ∈ C
∞
0 (R
n) and F ∈ C∞0 (R
1+n), where the solution ψ is given by the
Duhamel formula:
ψ = e−itHψ0 − i
∫ t
0
e−i(t−s)HF (s)ds. (1.26)
The next theorem, called Kato smoothing estimates or also Kato-Yajima estimates, is a
direct consequence of Theorem 1.3.
Theorem 1.5. Let 0 < σ < n/2, σ − n/2 < γ < σ − 1/2 and H = (−∆)σ + V satisfy
Assumption A. Then ψ defined by (1.26) satisfies the following estimates:
‖|x|−σ+γ|D|γψ‖L2tL2x . ‖ψ0‖L2x + ‖|x|
σ−γ|D|−γF‖L2tL2x . (1.27)
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In particular, if in addition σ > 1/2, then the following local decay estimate holds:
‖|x|−σψ‖L2tL2x . ‖ψ0‖L2x + ‖|x|
σF‖L2tL2x . (1.28)
Remark 1.6. For the free case V ≡ 0, the estimate (1.27) is well known and the condition
σ − n/2 < γ < σ − 1/2 is known to be sharp (see e.g. [45] and references therein).
We have seen that the above theorems hold for all V satisfying Assumption A, including
some slowly decaying potentials given in Example 1.2. In the following three theorems, we
impose an additional condition |x|σV ∈ Ln/σ,∞ or |x|2σV ∈ L∞, both of which particularly
holds for the Hardy potential (1.20). This roughly means that V decays like |x|−2σ at
infinity. The optimality of this decay rate will be discussed in Remark 1.14 below.
Now we state the result on Strichartz estimates which, from a viewpoint of applications
to nonlinear problems, is probably the most important consequence of the paper. Recall
that, for a given α > 0, a pair (p, q) is said to be sharp α-admissible if
2 ≤ p, q ≤ ∞, 1/p = α(1/2− 1/q), (p, q, α) 6= (2,∞, 1). (1.29)
In what follows we omit the word sharp, calling a pair (p, q) satisfying (1.29) to be α-
admissible for simplicity. When α ≥ 1, the pair (2, 2α/(α− 1)) is called the endpoint.
Theorem 1.7 (Higher-order case). Let 1 < σ < n/2, H = (−∆)σ+V satisfy Assumption
A and |x|σV ∈ Ln/σ,∞(Rn). Then the following statements hold for ψ given by (1.26).
• (Standard) Strichartz estimates: if (p1, q1) and (p2, q2) are n/(2σ)-admissible, then
‖ψ‖Lp1t L
q1
x
. ‖ψ0‖L2x + ‖F‖Lp
′
2
t L
q′
2
x
. (1.30)
In particular, the following endpoint estimates hold:
‖e−itHψ0‖
L2tL
2n
n−2σ
x
. ‖ψ0‖L2x ,∥∥∥∥
∫ t
0
e−i(t−s)HF (s)ds
∥∥∥∥
L2tL
2n
n−2σ
x
. ‖F‖
L2tL
2n
n+2σ
x
.
• Improved Strichartz estimates: if (p, q) and (p˜, q˜) are n/2-admissible, then
‖|D|2(σ−1)/pψ‖LptL
q
x
. ‖ψ0‖L2x + ‖|D|
2(1−σ)/p˜F‖
Lp˜
′
t L
q˜′
x
, (1.31)
which particularly implies the following endpoint estimates:∥∥|D|σ−1e−itHψ0∥∥
L2tL
2n
n−2
x
. ‖ψ0‖L2x ,∥∥∥∥|D|σ−1
∫ t
0
e−i(t−s)HF (s)ds
∥∥∥∥
L2tL
2n
n−2
x
. ‖|D|1−σF‖
L2tL
2n
n+2
x
.
Note that in case of σ = 1, the two estimates (1.30) and (1.31) are the same and were
obtained by [3] and [4]. On the other hand, if σ > 1, (1.30) in fact follows from (1.31).
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Indeed, if (p, q) is n/2-admissible and (p, q1) is n/(2σ)-admissible, then p, q, q1 satisfy
1/q − 1/q1 = 2(σ − 1)/(np) and Sobolev’s inequality (C.3) thus implies
‖f‖Lq1 . ‖|D|
2(σ−1)/pf‖Lq . (1.32)
In this sense, (1.31) has an additional smoothing effect compared with (1.30) if σ > 1.
This is one of features of higher-order dispersive equations.
Theorem 1.8 (Second-order and fractional cases). Let 1/2 < σ ≤ 1, H = (−∆)σ + V
satisfy Assumption A and |x|2σV ∈ L∞(Rn). Then the following statements are satisfied
for ψ given by (1.26).
• Strichartz estimates with a loss of derivatives: if (p, q) and (p˜, q˜) are n/2-admissible
and p, p˜ > 2, then the same estimates as (1.31) are satisfied.
• Spherically averaged Strichartz estimates: let (p1, q1) and (p2, q2) satisfy
2 < pj, qj ≤ ∞, 1/pj ≤ (n− 1/2)(1/2− 1/qj) (1.33)
and 1/pj 6= (n− 1/2)(1/2− 1/qj) if n = 2, and let
sj = s(pj, qj) := −n(1/2− 1/qj) + 2σ/pj.
Then the following estimates hold:
‖|D|s1ψ‖Lp1t B[L
q1
r L2ω ]
. ‖ψ0‖L2x + ‖|D|
−s2F‖
L
p′
2
t B[L
q′
2
r L2ω ]
, (1.34)
where the Besov-type space B[LprL
2
ω] is defined by (1.10).
• Improved endpoint Strichartz estimates under the radial symmetry: let V , ψ0 and
F be radially symmetric. If n ≥ 3, n/(2n−1) < σ ≤ 1, q1, q2 > (4n−2)/(2n−3),
then the following endpoint estimates hold:
‖|D|s(2,q1)ψ‖L2tL
q1
x
. ‖ψ0‖L2x + ‖|D|
−s(2,q2)F‖
L2tL
q′
2
x
, (1.35)
where s(2, qj) := −n(1/2 − 1/qj) + σ for j = 1, 2. As σ = 1, one particularly has
the following improved Strichartz estimates for Schro¨dinger operator −∆+ V (x):
‖|D|sψ‖
L2tL
2n
n−2+2s
x
. ‖ψ0‖L2x + ‖|D|
−sF‖
L2tL
2n
n+2−2s
x
, 0 < s <
n− 1
2n− 1
. (1.36)
Theorems 1.7 and 1.8 are well known in the free case H = (−∆)σ (see [31], [30], [42],
[19] and [20]). Moreover, improved Strichartz estimates such as (1.31), (1.34) and (1.35)
(in the free case) have played an important role in the study of higher-order and fractional
NLS equations (see e.g. [42], [19], [20] and references therein). On the other hand, there
are very few previous literatures on such improved Strichartz estimates for the case with
potentials V (x) (see a recent preprint [21] for the second order case). We therefore believe
that Theorems 1.7 and 1.8, as well as the method of their proofs, have many potential
applications to such NLS type equations with potentials (see e.g. [55] and [33] for related
works on NLS equations with the Hardy potential. We also refer to our subsequent paper
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[40], where Theorems 1.7 and 1.8 will be applied to establish the global well-posedness
and the scattering for higher-order or fractional NLS equations with Hardy potentials).
Remark 1.9. We here make more specific comments on Theorems 1.7 and 1.8.
(i) If ψ0, F and V are radially symmetric, then the Besov-type spaces B[L
q1
r L
2
ω] and
B[L
q′2
r L2ω] in (1.34) can be replaced by L
q1 and Lq
′
2. Indeed, in such a case, the solution ψ
to (1.25) is also radially symmetric. Moreover, if f is radially symmetric, then ‖f‖LprL2ω ∼
‖f‖Lp, and hence ‖f‖B[LprL2ω ] . ‖f‖Lp for 1 < p ≤ 2 and ‖f‖B[LprL2ω ] & ‖f‖Lp for 2 ≤ p <∞
by the standard square function estimates for the Littlewood-Paley decomposition.
(ii) All of (1.30), (1.31), (1.34) and (1.35) have the same scaling symmetry. Namely, if
(p˜, q˜) is n/(2σ)-admissible, (p, q) is n/2-admissible, then all of the four norms:
‖f‖Lp˜tL
q˜
x
, ‖|D|2(σ−1)/pf‖LptL
q
x
, ‖|D|s(2,q1)f‖L2tL
q1
x
and ‖|D|s(p1,q1)f‖Lp1t B[L
q1
r L2ω ]
have the same scaling structure under the map
f(t, x) 7→ fλ(t, x) = f(λ
2σt, λx), λ > 0.
(iii) Let ψ0, F and V be radially symmetric. By virtue of (1.32), (i) and (ii) in Remarks
1.9, the estimates (1.34) and (1.35) imply the estimate (1.31) in the fractional case σ < 1.
Furthermore, the interest of (1.34) and (1.35) is that if σ > n/(2n−1) then one can choose
exponents p1, p2, q1, q2 in Theorem 1.8 in such a way that s1, s2, s(2, q1), s(2, q2) > 0. In
particular, in such a case, (1.34) and (1.35) imply the standard Strichartz estimates (1.30)
for n/(2σ)-admissible pairs (and radially symmetric ψ0, F, V ). Therefore, Theorem 1.8
shows that there is also an additional smoothing effect even for the fractional case if radial
symmetry is assumed (or more generally, one takes the spherical average). Finally, the
estimate (1.36) provides a new result for the second order case σ = 1 (under the radial
symmetry), which is stronger than the usual endpoint Strichartz estimate with s = 0.
The last result in the paper is uniform Sobolev estimates of Kenig-Ruiz-Sogge type [32].
Theorem 1.10. Let n ≥ 3, n/(n+1) ≤ σ < n/2, H = (−∆)σ+V , V satisfy Assumption
A and |x|σV ∈ Ln/σ,∞(Rn). Then, for any 2n/(n+ 2σ) ≤ p ≤ 2(n + 1)/(n+ 3),
‖(H − z)−1f‖Lp′ . |z|
n
σ
( 1
p
− 1
2
)−1‖f‖Lp, f ∈ C
∞
0 (R
n), z ∈ C \ {0}, (1.37)
where (H − z)−1 may be taken to be the outgoing or incoming resolvent (H − z ∓ i0)−1 if
z > 0. In particular, the following uniform estimates of Sobolev type holds:
‖u‖
L
2n
n−2σ
. ‖(H − z)u‖
L
2n
n+2σ
, u ∈ C∞0 (R
n \ {0}), z ∈ C \ {0}. (1.38)
It is worth noticing that the boundary resolvents (H − λ∓ i0)−1 are closely connected
with the spectral density dEH(λ) of H by the following Stone formula:
dEH(λ) = (2πi)
−1
(
(H − λ+ i0)−1 − (H − λ− i0)−1
)
.
Hence, as a consequence of (1.37), the following spectral measure estimate holds:
‖dEH(λ)‖
L
2(n+1)
n+3 →L
2(n+1)
n−1
. λ
n
σ(n+1)
−1, λ > 0, (1.39)
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which can be interestingly used to establish the Lp-bounds of Mikhlin-Ho¨rmander type for
the spectral multiplier ψ(H) (see e.g. [25], [47]). Moreover, we remark that the spectral
measure estimate (1.39) is actually equivalent to the famous restriction estimates of Stein-
Tomas in the free case H = (−∆)σ. So the estimate (1.39) is also called by Restriction
type estimate associated with H . It is also seen from this equivalence that the condition
σ ≥ n/(n+ 1) is optimal in the sense that (1.37) fails if σ < n/(n+ 1) (see [25]).
Remark 1.11. When σ ≥ 1, the following estimate also holds:
‖|D|σ−1u‖
L
2n
n−2
. ‖|D|1−σ(H − z)u‖
L
2n
n+2
, z ∈ C. (1.40)
By virtue of (1.32), this estimate stronger than (1.38) if σ > 1.
1.4. Further comments. We here provides several further remarks on all theorems
above, especially the optimality of the results for the operator (−∆)σ + a|x|−2σ.
Remark 1.12 (The second order case σ = 1). As explained above, these theorems extend
the results for σ = 1 proved by [3, 4] and [2] to the higher-order and fractional cases.
Moreover, radial-improved Strichartz estimates (1.36) are new even for the case σ = 1.
Remark 1.13 (The condition 1/2 < σ < n/2 ). The condition σ < n/2 is mainly due to
the following two points:
Firstly, in the definition of H as well as the proof of the main theorems, we frequently
use Hardy’s inequality (1.2) or Sobolev’s inequality of the form
‖f‖
L
2n
n−2σ ,2(Rn)
. ‖|D|σf‖L2(Rn),
both of which hold for all f ∈ C∞0 (R
n) if and only if 0 ≤ σ < n/2 (note that |x|−2σ /∈
L1loc(R
n) if σ ≥ n/2). If σ ≥ n/2, one can still define H , at least in case of V = a|x|−2σ
with a > 0, as the Friedrichs extension of QH defined on C
∞
0 (R
n\{0}). However, in such a
case, the form domain ofH is strictly larger thanHσ. Moreover, the self-adjoint extension
of (−∆)σ|C∞0 (Rn\{0}) is possibly different from the usual one with domain H
2σ (see [43,
Theorem X.11]). These actually cause several crucial difficulties when considering the
problems with Hardy potential if σ ≥ n/2.
Secondly, if σ ≥ n/2, all of the uniform resolvent estimate (1.22) with γ = 0, Kato
smoothing estimate (1.28) with γ = 0 and the endpoint Strichartz estimates (1.30) with
p or p˜ = 2 do not hold even for the free case H = H0. At a technical level, this absence
of the estimates for H0 breaks down the perturbation argument used in Sections 3 and
4 below. On the other hand, the condition σ > 1/2 for Strichartz and uniform Sobolev
estimates is due to the use of (1.28) in the proofs. Although it is a very important
problem in view of applications to nonlinear equations, the validity of Strichartz estimates
for the relativistic Schro¨dinger operator with Coulomb potentials |D| + a|x|−1 (or more
interestingly, Strichartz estimates for the Dirac operator −iα · ∇ + a|x|−1) still remains
open even if a is sufficiently small (see [10] and references therein for the case with short-
range potentials V (x) = O(〈x〉−1−ε)).
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Remark 1.14 (Optimality ). Here we discuss the optimality of the several conditions on
potentials V in Theorems 1.7 and 1.8 in case of the Hardy potential.
(i) The decay rate. For the case σ = 1, [16] found a class of repulsive potentials,
which decay slower than |x|−2 and are non-negative, but neither positive everywhere nor
radially symmetric, such that Strichartz estimates cannot hold except for the trivial L∞t L
2
x
estimate. On the other hand, for higher-order Schro¨dinger operators H = (−∆)m + V
with m ∈ N, m ≥ 2 and V = O(〈x〉−β) with some large β > 2m, [11] has proved Strichartz
estimates provided that H has neither non-negative eigenvalues nor zero resonance (see
[44] for the case m = 1). We also refer to our subsequent work [39] which will establish
basically the same results as in the present work for the case with m ∈ N, m ≥ 2 and
arbitrarily β > 2m. It follows from these observations that the decay rate of our potential
V , say V = O(〈x〉−2σ), is essentially critical for the validity of Strichartz estimates.
(ii) The singularity and the lower bound of coupling constant. The singularity of V at
the origin and the condition (1.13) are also critical as follows. Let us consider the case
H = (−∆)σ+a|x|−γ for simplicity. On one hand, if either a < 0 and γ > 2σ or a < −Cσ,n
and γ = 2σ, then due to the optimality of Hardy’s inequality (1.2), H is not bounded from
below and any its self-adjoint extension may have infinitely many (possibly embedded)
eigenvalues which prevents any kind of global estimates (except for the conservation laws).
On the other hand, for σ = 1 and V = −C1,n|x|
−2, it is known (see [36, Remark 3.6]) that
(1.22) cannot hold even if the weight |x|−1 is replaced by χ ∈ C∞0 (R
n). In such a case,
the endpoint Strichartz estimate (1.30) with p or p˜ = 2 can also fail as shown by [35].
Remark 1.15 (Some open problems ). As a consequence of above remarks, the Hardy po-
tential a|x|−2σ with a > −Cσ,n is critical for the validity of the above theorems, especially
Theorems 1.7, 1.8 and 1.10, in terms of the decay rate at infinity, the singularity at the
origin and the lower bound of the coupling constant a. We however note that there is still
a hope to obtain some of the above results, even in the case when V = −Cσ,n|x|
−2σ or V is
slowly decaying. On one hand, [35] proved a weak-type endpoint Strichartz estimate for
H = −∆ − C1,n|x|
−2, which particularly implies non-endpoint Strichartz estimates with
p, p˜ > 2. On the other hand, [38] recently showed also in case of σ = 1 that Strichartz
estimates still hold for the positive radial potential 〈x〉−µ with µ ∈ (0, 2). It would be
interesting to investigate if similar results hold for the higher-order or fractional cases.
The validity of Strichartz estimates for H = (−∆)σ+a|x|−2σ with 0 < σ ≤ 1/2 and a 6= 0,
which is completely open, would be also an interesting and important problem.
1.5. Outline of the paper. Here we outline the ideas of proofs of the above theorems,
as well as describe the organization of the rest of the paper.
Section 2 concerns with uniform resolvent and Kato smoothing estimates. The proof
of Theorem 1.3 is based on a version of Mourre’s theory which is similar to the argument
used by Hoshiro [24] (see also the original work by Mourre [41]). We compute the first
and second commutators of H with iA = (x · ∇ +∇ · x)/2, which are given by
S1 := [H, iA] = H1 + V1, S2 := [[H, iA], iA] = H2 + V2.
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By (1.14) and (1.15), the following estimates (in the sense of forms) hold:
S1 ≥ S
1/2
1 S
1/2
1 & |D|
σ|D|σ ≥ 0, −S1 . S2 . S1,
without any spectral localization or compact error term. With these two inequalities at
hand, we apply the standard differential inequality technique to the following operator
Fε(z) = 〈A〉
−s〈εA〉−1+s|D|σ(H − z − iεS1)
−1|D|σ〈εA〉−1+s〈A〉−s, 1/2 < s < 1,
and obtain the uniform boundedness of Fε(z) in ε ∈ [0, 1] and Im z > 0. As ε = 0, one
has
sup
z∈C\R
‖〈A〉−s|D|σ(H − z)−1|D|σ〈A〉−s‖L2→L2 <∞.
When σ−n/2 < γ ≤ σ−1, it follows from Hardy’s inequality (1.2) that |x|−σ+γ |D|γ−σ〈A〉
is bounded on L2. Moreover, if σ − 1 < γ < σ − 1/2, one can also show by (1.2) and an
interpolation technique that |x|−σ+γ|D|γ−σ〈A〉σ−γ is bounded on L2. Therefore, in both
cases, the weight 〈A〉−s|D|σ can be replaced by |x|−σ+γ|D|γ and (1.22) follows.
Concerning with Corollary 1.4, the existence of 〈A〉−s(H − λ ∓ i0)−1〈A〉−s is a direct
consequence of Assumption A, (1.23) and the original Mourre theory, while its uniform
estimate (1.24) follows from Theorem 1.3 and a limiting argument.
Once Theorem 1.3 is verified, Theorems 1.5 follows from an abstract theory by Kato
[28] and D’Ancona [8]. Moreover, (1.21) is in fact equivalent to (1.27).
Section 3 is devoted to studying Strichartz estimates. The proof of Theorem 1.7 relies
on a perturbation method by Rodnianski-Schlag [44] (see also [4], [2]). Let UH ,ΓH be
homogeneous and inhomogeneous Schro¨dinger propagators defined by
UHf = e
−itHf, ΓHF =
∫ t
0
e−i(t−s)HF (s)ds,
which satisfy the following Duhamel formulas
UH = UH0 + iΓH0V UH , ΓH = ΓH0 + iΓH0V ΓH = ΓH0 + iΓHV ΓH0 .
Thanks to these formulas, O’neil’s inequality (C.2) and Sobolev’s inequality (1.32), (1.31)
in Theorem 1.7 follows from (1.22) and the same Strichartz estimates as (1.31) for UH0
and ΓH0. In particular, the following estimate will play an essential role:
‖|D|2(σ−1)/pΓH0 |x|
σV F‖LptL
q,2
x
. |‖x|σV F‖
L2tL
2n
n−2σ ,2
x
. ‖|x|σV ‖
L
n
σ ,∞
‖F‖L2tL2x . (1.41)
As for Theorem 1.8, since Sobolev’s inequality (1.32) cannot hold if σ < 1, we do
not know if (1.41) holds or not. Instead, with the aid of Christ-Kiselev’s lemma [6] (see
Appendix C), we use (1.28) with V ≡ 0, Strichartz estimates for UH0 and its dual estimate
to obtain
‖|D|2(σ−1)/pΓH0 |x|
σV F‖LptL
q
x
. ‖|x|2σV ‖L∞‖F‖L2tL2x (1.42)
for all non-endpoint n/2-admissible pair (p, q). Then the first half of Theorem 1.8 can be
verified by using (1.42) and a similar perturbation method as for Theorem 1.7. The last
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half of Theorem 1.8 is also obtained by using the same argument as for Theorem 1.7 and
improved Strichartz estimates for UH0 and ΓH0 instead of (1.41) or (1.31).
Section 4 concerns with uniform Sobolev estimates. Let RH(z) = (H − z)
−1. With
Theorem 1.3 at hand, we can see that (1.37) follows from uniform Sobolev estimates for
the free resolvent RH0(z) obtained by [25], via the second resolvent equations
RH(z) = RH0(z)− RH0(z)V RH(z) = RH0(z)−RH(z)V RH0(z).
(1.38) is an immediate consequence of (1.37) and Corollary 1.4. Moreover, if σ > 1,
one can obtain (1.40) (which are stringer than (1.38) if σ > 1) by plugging the function
u = eiztf to the double endpoint Strichartz estimate (1.31) with p = p˜ = 2.
Section 5 is devoted to a generalization of the above theorems to two kinds of dispersive
operators. The first one is the operator H = P0(D) + V with a class of inhomogeneous
elliptic operators of the form P0(D) =
∑J
j=1(−∆)
σj . The second one is the Schro¨dinger
operator with variable coefficients of the form H = −∇ ·G0(x)∇+ V (x) with G0 being a
small long-range perturbation of the identity matrix.
Appendices consist of the following contents: the proof of Strichartz estimates for the
free evolution (Appendix A); the proof of Example 1.1 (Appendix B); several supplemen-
tary materials from Harmonic analysis used in the paper, including Lorentz spaces, real
interpolation spaces, Sobolev’s inequality and Christ-Kiselev’s lemma (Appendix C).
2. Uniform resolvent and Kato smoothing estimates
In this section, we will prove Theorem 1.3, Corollary 1.4 and Theorem 1.5. To these
purposes, let’s first set
A =
1
2i
(x · ∇+∇ · x) =
1
i
x · ∇+
n
2i
, (2.1)
which is the self-adjoint generator of the dilation unitary group eitAf(x) = ent/2f(etx) on
L2(Rn). Then we have the following useful lemma.
Lemma 2.1. Let ϕ(ξ) ∈ L1loc(R
n) be such that ξ · ∇ξϕ ∈ L
1
loc(R
n). Then one has
[ϕ(D), iA]f = (ξ · ∇ξϕ)(D)f, f ∈ C
∞
0 (R
n).
Proof. For any f ∈ C∞0 (R
n), a direct computation yields that
e−itAϕ(D)eitAf(x) =
1
(2π)n/2
∫
eix·ξϕ(etξ)fˆ(ξ)dξ = ϕ(etD)f(x), (2.2)
which implies the assertion since [ϕ(D), iA] = d
dt
(e−itAϕ(D)eitA)|t=0. 
Note that (2.2) with ϕ(ξ) = 〈ξ〉s implies that eitAHs ⊂ Hs for any s ∈ R.
The following theorem is the main ingredient for the proof of Theorem 1.3.
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Theorem 2.2. Let 0 < σ < n/2 and H = (−∆)σ + V satisfy Assumption A. Then, for
any s > 1/2, 〈A〉−s|D|σ is H-supsersmooth. That is, the following estimate holds:
sup
z∈C\[0,∞)
‖〈A〉−s|D|σ(H − z)−1|D|σ〈A〉−s‖L2→L2 <∞. (2.3)
Precisely speaking, the bound (2.3) is equivalent to the following uniform estimate:
sup
z∈C\[0,∞)
|〈(H − z)−1|D|σ〈A〉−sf, |D|σ〈A〉−sg〉| . ‖f‖L2‖g‖L2,
holds for any f, g ∈ D(|D|σ〈A〉−s). Since 〈A〉−s|D|σ is a closed operator with dense
domain Hσ and hence its adjoint |D|σ〈A〉−s is also densely defined and closed (see [43,
Theorem VIII.1]), thus the operators 〈A〉−s|D|σ(H− z)−1|D|σ〈A〉−s can be extended into
bounded operators on L2 and satisfies the uniform estimate (2.3). When V ≡ 0, that is,
H = (−∆)σ, the estimate (2.3) has been obtained by Hoshiro [24]. Therefore, Theorem
2.2 above (also Theorem 5.1 in Section 5) actually extends the results of Hoshiro [24] to
the cases with potentials V 6= 0 shown above.
Before proving Theorem 2.2, we come to show that how it implies Theorem 1.3.
Throughout this section, we use the following standard shorthand notations:
‖f‖ := ‖f‖L2, ‖L‖ := ‖L‖L2→L2
for a function f ∈ L2(Rn) and an operator L ∈ B(L2).
Proof of Theorem 1.3. We first let σ − n/2 < γ ≤ σ − 1 and write
|D|γ|x|−σ+γ = |D|σ〈A〉−1 · 〈A〉(A+ i)−1 · (A + i)|D|−σ+γ|x|−σ+γ .
Since |ξ|−σ+γ ∈ L1loc(R
n) for σ − γ < n/2, we have by Lemma 2.1 that
|D|−σ+γ(A− i) = A|D|−σ+γ − i(σ − γ − 1)|D|−σ+γ
on C∞0 (R
n). Hardy’s inequality (1.2) then implies for all f ∈ C∞0 (R
n) that
‖|x|−σ+γ|D|−σ+γ(A− i)f‖ . ‖|x|−σ+γ+1∇|D|−σ+γf‖+ ‖|x|−σ+γ|D|−σ+γf‖ . ‖f‖,
where the condition σ−n/2 < γ ≤ σ−1 was used to ensure −σ+γ+1 ≤ 0 and |x|−σ+γ ∈
L1loc(R
n). Thus |x|−σ+γ |D|−σ+γ(A− i) is bounded on L2 and so is (A+ i)|D|−σ+γ|x|−σ+γ
by duality. This fact, together with Theorem 2.2, the bound ‖〈A〉(A+ i)−1‖ . 1 and the
fact 〈A〉|D|−σ+γ|x|−σ+γf ∈ D(|D|σ〈A〉−1) for any f ∈ C∞0 (R
n \ {0}), implies that
sup
z∈C\[0,∞)
|〈(H − z)−1|D|γ|x|−σ+γf, |D|γ|x|−σ+γg〉|
. ‖(A+ i)|D|−σ+γ|x|−σ+γf‖ ‖(A+ i)|D|−σ+γ|x|−σ+γg‖
. ‖f‖ ‖g‖
for all f, g ∈ C∞0 (R
n \ {0}) and hence the bound (1.21) follows for σ − n/2 < γ ≤ σ − 1.
For the case when σ − 1 < γ < σ − 1/2, setting s := σ − γ ∈ (1/2, 1), we compute
|D|γ|x|−σ+γ = |D|σ〈A〉−s · 〈A〉s|D|−s|x|−s.
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By the same argument as above, it suffices to show that
‖|x|−s|D|−s〈A〉sf‖ . ‖f‖, f ∈ C∞0 (R
n). (2.4)
To this end, we shall apply Stein’s interpolation theorem [49] to the operator
Tε(z) = (|x|+ ε)
−z(|D|+ ε)−z〈A〉z, ε > 0, 0 ≤ Re z ≤ 1.
For each f, g ∈ C∞0 (R
n), the complex function ϕε(z) = 〈Tε(z)f, g〉 is clearly bounded on
{z ∈ C | 0 ≤ Re z ≤ 1} and analytic in {z ∈ C | 0 < Re z < 1}. Moreover, Tε(iy) satisfies
‖Tε(iy)f‖ ≤ ‖f‖ (2.5)
for all ε > 0, y ∈ R. To deal with the operator Tε(1 + iy), we see from Lemma 2.1 that
(|D|+ ε)−1−iyA = A(|D|+ ε)−1−iy + i(1 + iy)|D|(|D|+ ε)−2−iy.
This, combined with Hardy’s inequality (1.2), implies
‖(|x|+ ε)−1−iy(|D|+ ε)−1−iy(A + i)f‖
. ‖|x|−1x · ∇(|D|+ ε)−1−iyf‖+ ‖|x|−1(|D|+ ε)−1−iyf‖
+ 〈y〉‖|x|−1|D|(|D|+ ε)−2−iyf‖
. ‖|D|(|D|+ ε)−1−iyf‖+ 〈y〉‖|D|2(|D|+ ε)−2−iyf‖
. 〈y〉‖(|D|+ ε)−iyf‖
. 〈y〉‖f‖
uniformly in ε > 0. Hence there exists C > 0 independent of ε > 0 and y ∈ R such that
‖(Tε(1 + iy)f‖ . 〈y〉‖(A+ i)
−1〈A〉1+iyf‖ ≤ C〈y〉‖f‖. (2.6)
By (2.5) and (2.6), we can apply Stein’s interpolation theorem [49, Theorem 1] (with the
choice of A0(y) = 1 and A1(y) = C〈y〉) to obtain that, for any 0 < s < 1,
‖Tε(s)f‖ . ‖f‖
uniformly in ε > 0. Since
(|x|+ ε)−s(|D|+ ε)−s〈A〉s → |x|−s|D|−s〈A〉s
as εց 0 in the distribution sense, by letting εց 0 in the estimate
|〈Tε(s)f, g〉| . ‖f‖ ‖g‖
and using the duality argument, we obtain the estimate (2.4). This implies the bound
(1.21) for σ − 1 < γ < σ − 1/2 and we complete the proof of Theorem 1.3. 
Now we turn to the proof of Theorem 2.2. To this end, we first give the self-adjoint
definitions of the unbounded commutators [H, iA] and [[H, iA], iA] by the sesquilinear
forms. Let u, v ∈ C∞0 (R
n). Recall that
QH(u, v) := 〈H0u, v〉+ 〈V u, v〉
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and that Hℓ, Vℓ were given by (1.12). Consider the following two sesquilinear forms
QS1(u, v) := QH(iAu, v) +QH(u, iAv), QS2(u, v) := QS1(iAu, v) +QS1(u, iAv).
Recalling that P0(ξ) = |ξ|
2σ and Pℓ(ξ) = (ξ · ∇)
ℓP0(ξ), we learn by Lemma 2.1 that
[H0, iA] = P1(D) = H1, [[H0, iA], iA] = P2(D) = H2
as sesquilinear forms on C∞0 (R
n). Hence we have
QS1(u, v) = 〈([H, iA]u, v〉 = 〈(H1 + V1)u, v〉,
QS2(u, v) = 〈[[H, iA], iA]u, v〉 = 〈H2 + V2)u, v〉,
on C∞0 (R
n), where [V, iA] = V1 and [V1, iA] = V2. By virtue of these two formulas and
Assumption A, QS1 and QS2 satisfy
|QS1(u, v)| . ‖u‖Hσ‖v‖Hσ , ‖|D|
σu‖2 + |QS2(u, u)| . QS1(u, u).
These estimates allow us extending QS1 to a continuous positive sesquilinear form on H
σ
for which we use the same symbol QS1. Similarly, so do for QS2 .
Let S1 be a unique positive self-adjoint operator generated by the closed form QS1
such that QS1(u, v) = 〈S1u, v〉. Clearly, S1 is the self-adjoint extension of the commutator
[H, iA] on C∞0 (R
n). Its square root S
1/2
1 with domain D(S
1/2
1 ) = H
σ can be defined via the
spectral theorem. The closed extension of QS2 , denoted again by QS2 , also generates a self-
adjoint operator S2 with form domain H
σ satisfying QS2(u, v) = 〈S2u, v〉. Similarly, S2 is
the self-adjoint extension of the double commutator [[H, iA], iA] on C∞0 (R
n). Moreover,
we have for u ∈ Hσ,
‖|D|σu‖ . ‖S
1/2
1 u‖ . ‖u‖Hσ , |〈S2u, u〉| . ‖S
1/2
1 u‖
2. (2.7)
In particular S
1/2
1 is positive definite.
We also define operators H˜, S˜1, S˜2 : H
σ → H−σ by
H˜u := QH(u, ·), S˜1u := QS1(u, ·), S˜2u := QS2(u, ·).
These are extensions of H,S1, S2, namely H ⊂ H˜, S1 ⊂ S˜1 and S2 ⊂ S˜2.
Before starting the proof of Theorem 2.2, we need one more lemma.
Lemma 2.3. Define Wε := 〈A〉
−s〈εA〉s−1 for 0 < s ≤ 1 and 0 ≤ ε ≤ 1. Then Wε ∈
C([0, 1]ε;B(L
2)) ∩ C1((0, 1]ε;B(L
2)). Moreover, the following estimates hold:
‖Wε‖ ≤ 1, ‖AWε‖ ≤ ε
s−1, ‖W ′ε‖ ≤ (1− s)ε
s−1,
where W ′ε =
d
dε
Wε = (s− 1)ε〈A〉
−s|A|2〈εA〉s−3.
Proof. By direct computations, the following estimates hold for λ ∈ R and 0 < ε ≤ 1:
〈λ〉−s〈ελ〉s−1 ≤ 1,
|λ|〈λ〉−s〈ελ〉s−1 = |λ|s〈λ〉−s(ε|λ|)−s+1〈ελ〉s−1εs−1 ≤ εs−1,
ε〈λ〉−s|λ|2〈ελ〉s−3 = |λ|s〈λ〉−s(ε|λ|)−s+2〈ελ〉s−3εs−1 ≤ εs−1.
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Since 〈λ〉−s〈ελ〉s−1 ∈ C([0, 1]ε)∩C
1((0, 1]ε) for all λ ∈ R and A is self-adjoint, the desired
result follows from these three estimates and the spectral decomposition theorem. 
Proof of Theorem 2.2. The proof is based on a version of Mourre’s theory (see [24]). We
may assume 1/2 < s < 1, Im z > 0 without loss of generality. For 0 ≤ ε ≤ 1, we set
Gε = Gε(z) := (H˜ − z − iεS˜1)
−1, Bε := Wε|D|
σ, Fε = Fε(z) := BεGε(z)B
∗
ε .
The desired estimate (2.3) will be obtained by showing that Fε is bounded on L
2 uniformly
in ε, z. The proof is decomposed into two steps.
Step 1. We first check that Fε extends to a bounded operator on L
2. To this end, we
consider the operator H˜ − z − iεS˜1 : H
σ → H−σ which satisfies, for f ∈ Hσ,
X := Re 〈(H˜ − z − iεS˜1)f, f〉 = QH(f, f)− Re z‖f‖
2,
Y := − Im 〈(H˜ − z − iεS˜1)f, f〉 = Im z‖f‖
2 + εQS1(f, f) ≥ Im z‖f‖
2. (2.8)
Then X ≥ QH(f, f)− (Im z)
−1Re zY and we have the following coercivity:
|〈(H˜ − z − iεS˜1)f, f〉| & |X|+ |Y |
&
(
1 +
|Re z| + 1
| Im z|
)−1
(QH(f, f) + ‖f‖
2)
& 〈z〉−1| Im z|‖f‖2Hσ .
Therefore, by the Lax-Milgram theorem, its inverse Gε(z) : H
−σ → Hσ exists, satisfying
sup
ε∈[0,1]
‖Gε(z)‖H−σ→Hσ . 〈z〉| Im z|
−1. (2.9)
Similarly, G−ε(z) also satisfies the same estimate as (2.9) with ε, z replaced by −ε, z.
Since Bε : H
σ → L2, B∗ε : L
2 → H−σ, Fε = BεGεB
∗
ε is bounded on L
2.
Next, we claim that the following uniform estimate (in ε, z) holds:
‖Fε(z)‖ . 1, ε ∈ [0, 1], Im z > 0. (2.10)
Since G0(z) = (H − z)
−1 on L2 and B0 = 〈A〉
−s|D|σ, as ε = 0, it implies
sup
Im z>0
|〈(H − z)−1|D|σ〈A〉−s, |D|σ〈A〉−sg〉| . ‖f‖ ‖g‖, f, g ∈ D(|D|σ〈A〉−s).
Taking the complex conjugate, we also have the same estimate for Im z < 0 and hence
sup
z∈C\R
|〈(H − z)−1|D|σ〈A〉−sf, |D|σ〈A〉−sg〉| . ‖f‖ ‖g‖.
Since (H − z)−1 is analytic for z ∈ C \ [0,∞), by letting Im z → 0 while keeping Re z < 0
and using a density argument, we arrive at the desired bound (2.3).
Step 2. It remains to show the uniform estimate (2.10). By virtue of the fact S˜1 : H
σ →
H−σ, the formula
Gε(z)−Gε′(z) = i(ε− ε
′)Gε(z)S˜1Gε′(z)
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and Lemma 2.3, the map ε 7→ Fε ∈ B(L
2) is continuous on [0, 1] and differentiable on
(0, 1) and satisfies
∂εFε = iBεGεS˜1GεB
∗
ε +B
′
εGεB
∗
ε +BεGε(B
′
ε)
∗, 0 < ε < 1. (2.11)
We next compute −i∂t(Bεe
−itAGεe
itAB∗ε )|t=0 in two ways. On one hand, we have
∂t(e
−itAGεe
itA)|t=0 = −[iA,Gε] = −Gε(S˜1 − iεS˜2)Gε,
which, combined with (2.11), implies
−i∂t(Bεe
−itAGεe
itA(B′ε)
∗)|t=0 = ∂εFε −B
′
εGεB
∗
ε −BεGε(B
′
ε)
∗ + εBεGεS˜2GεB
∗
ε . (2.12)
On the other hand, since |D|σA = (A− iσ)|D|σ by Lemma 2.1, we have
−i∂t(|D|
σe−itA)|t=0 = (−A + iσ)|D|
σ, −i∂t(e
itA|D|σ)|t=0 = |D|
σ(A+ iσ),
which imply
−i∂t(Bεe
−itAGεe
itAB∗ε )|t=0 = (−A + iσ)BεGεB
∗
ε +BεGεB
∗
ε (A+ iσ)
= 2iσFε − AFε + FεA. (2.13)
By (2.12) and (2.13), we obtain for 0 < ε < 1 that
∂εFε = 2iσFε − AFε + FεA+B
′
εGεB
∗
ε +BεGε(B
′
ε)
∗ − εBεGεS˜2GεB
∗
ε . (2.14)
Now we apply Mourre’s differential inequality technique to Fε. For short, we set I1 =
−AFε + FεA, I2 = B
′
εGεB
∗
ε +BεGε(B
′
ε)
∗ and I3 = −εBεGεS˜2GεB
∗
ε . Observe first that
‖Fε‖ ≤ ‖Wε‖ · ‖|D|
σGεB
∗
ε‖ . ‖S
1/2
1 GεB
∗
ε‖,
where we used (2.7) and Lemma 2.3. For f ∈ D(B∗) and Im z > 0, the last term satisfies
‖S
1/2
1 GεB
∗
εf‖
2 = 〈S˜1GεB
∗
εf,GεB
∗
εf〉
≤ ε−1
(
ε〈S˜1GεB
∗
εf,GεB
∗
εf〉+ Im z‖GεB
∗
εf‖
2
)
= −ε−1 Im 〈(H˜ − z − iεS˜1)GεB
∗
εf,GεB
∗
εf〉
= −ε−1〈f, Fεf〉
≤ ε−1‖Fε‖‖f‖
2
Therefore, we have the following rough bound for S
1/2
1 GεB
∗
ε and Fε:
‖Fε‖ . ‖S
1/2
1 GεB
∗
ε‖ . ε
−1/2‖Fε‖
1/2 . ε−1. (2.15)
Similarly, (2.15) and Lemma 2.3 imply
‖I1‖ ≤ 2‖AFε‖ . ε
s−1‖|D|σGεB
∗
ε‖ . ε
s−1‖S
1/2
1 GεB
∗
ε‖ . ε
s−3/2‖Fε‖
1/2. (2.16)
We also obtain by the same argument and Lemma 2.3 that
‖I2‖ ≤ 2‖B
′
εGεB
∗
ε‖ . ε
s−1‖|D|σGεB
∗
ε‖ . ε
s−3/2‖Fε‖
1/2. (2.17)
Moreover, for the term I3, (2.7) and (2.15) imply
‖I3‖ = ε‖BεGεS˜2GεB
∗
ε‖ ≤ ε‖S
1/2
1 Gε(z)B
∗
ε‖
2 . ‖Fε‖. (2.18)
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Note that all of the implicit constants in (2.15)–(2.18) are independent of ε and z. Plugging
(2.15)–(2.18) into (2.14) yields the following differential inequality for ‖Fε‖:∣∣∂ε‖Fε‖∣∣ ≤ ‖∂εFε‖ . ‖Fε‖+ εs−3/2‖Fε‖1/2, 0 < ε < 1. (2.19)
Now we set gt = (‖Ft‖+ 1)
1/2. Then (2.19) implies there exist c0, c1 > 0 such that
|g′t| ≤ c0gt + c1t
s−3/2, ε ≤ t ≤ 1,
from which, by computing (e−c0tgt)
′ and integrating over ε ≤ t ≤ 1 and taking the
continuity of gε at ε = 0 into account, we obtain
e−c0εgε ≤ e
−c0g1 + c1
∫ 1
ε
ts−3/2dt . 1, 0 ≤ ε ≤ 1,
where we have used the bound ‖F1(z)‖ . 1 (which follows from (2.15)) and the condition
s > 1/2 to ensure s− 3/2 > −1. This shows (2.10), completing the proof. 
Proof of Corollary 1.4. The proof relies on the original Mourre’s method. Let I ⋐ I1 ⋐
I2 ⋐ I3 ⋐ (0,∞) be relatively compact intervals and I
± = {z ∈ C : ± Im z > 0, Re z ∈ I}.
Let ϕ1, ϕ2 ∈ C
∞
0 ((0,∞)) be such that suppϕj ⊂ Ij+1, ϕj ≡ 1 on Ij for j = 1, 2. Define
Hϕ2 := Hϕ
2
2(H), M1 := ϕ1(H)[Hϕ2, iA]ϕ1(H), M2 := [M1, iA].
All of them can be extended into bounded self-adjoint operators on L2. Since ϕ1ϕ2 ≡ ϕ1,
one has
M1 = ϕ1(H)
(
ϕ22(H)HiA− iAHϕ
2
2(H)
)
ϕ1(H) = ϕ1(H)[H, iA]ϕ1(H).
Moreover, the assumption (1.23) implies Mourre’s inequality for M1:
M1 & ϕ1(H)Hϕ1(H) & ϕ1(H)
2.
Hence, by Mourre’s theory ([41]), the limit 〈A〉−s(Hϕ2 − λ − i0)
−1〈A〉−s ∈ B(L2) exists
for all λ ∈ I as long as s > 1/2.
To remove the operator ϕ22(H), we write
(H − z)−1 = ϕ1(H)(Hϕ2 − z)
−1 + (1− ϕ1)(H)(H − z)
−1.
Since supp(1−ϕ1) ⊂ I
c
1 and dist(I
c
1, I) & 1, the term (1−ϕ1)(H)(H − z)
−1 is analytic in
{z ∈ C : Re z ∈ I}, satisfying
‖〈A〉−s(1− ϕ)(H)(H − z)−1〈A〉−s‖ . 1, Re z ∈ I, Im z ∈ R.
Moreover, since 〈A〉−1ϕ1(H)〈A〉 and ϕ1(H) are bounded on L
2, 〈A〉−sϕ1(H)〈A〉
s is also
bounded on L2 by the complex interpolation. By the result for Hϕ2 and these remarks,
we thus obtain that the limits 〈A〉−s(H − λ ∓ i0)−1〈A〉−s ∈ B(L2) also exist for λ ∈ I
(and hence for all λ > 0).
Finally, we conclude the uniform bound (1.24) by letting ε→ 0 in the following estimate
|〈(H − λ− iε)−1f, g〉| . ‖|x|σ−γ|D|−γf‖ ‖|x|σ−γ|D|−γg‖, f, g ∈ C∞0 (R
n),
obtained by Theorem 1.3. 
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Once we have Theorem 1.3, then Theorem 1.5 immediately follows from the following
abstract result with the choice of G = |x|−σ+γ |D|γ (see e.g [28, Theorem 5.1] and [8,
Theorem 2.3] for the proof).
Lemma 2.4. Let H be a self-adjoint operator and G a densely defined closed operator on
a Hilbert space H. Then the following two statements are equivalent.
• G is H-supersmooth in the sense that
sup
z∈C\R
|〈(H − z)−1G∗f,G∗f〉
H
| . ‖f‖2H, f ∈ D(G
∗).
• e−itAH ⊂ D(G) for a.e t ∈ R. Moreover, for all ψ0 ∈ H and all simple function
F : R→ D(G∗) with F ∈ L2(R;H), the following estimates are satisfied:
‖Ge−itHψ0‖L2(R;H) . ‖ψ0‖H,∥∥∥∥G
∫ t
0
e−i(t−s)HG∗F (s)ds
∥∥∥∥
L2(R;H)
. ‖F‖L2(R;H).
Thus we have concluded all proofs of uniform resolvent and Kato smoothing estimates.
3. Strichartz estimates
In this section we will prove Theorems 1.7 and 1.8. Let us first recall corresponding
Strichartz estimates for the free evolutions. Given a self-adjoint operator H , set
ΓHF (t, x) :=
∫ t
0
e−i(t−s)HF (s, x)ds.
Lemma 3.1. Let n ≥ 1, σ > 0, σ 6= 1/2, H0 = (−∆)
σ and (p, q), (p˜, q˜) be n/2-admissible.
Then e−itH0 satisfies the following Strichartz estimates with a gain or loss of regularities:
‖|D|2(σ−1)/pe−itH0ψ0‖LptL
q,2
x
. ‖ψ0‖L2x ; (3.1)
‖|D|2(σ−1)/pΓH0F‖LptL
q,2
x
. ‖|D|2(1−σ)/p˜F‖
Lp˜
′
t L
q˜′,2
x
. (3.2)
Lemma 3.2. Let n ≥ 1, 1/2 < σ ≤ 1 H0 = (−∆)
σ and (p1, q1) satisfy
2 ≤ p1, q1 ≤ ∞, 1/p1 ≤ (n− 1/2)(1/2− 1/q1), (p1, q1) 6= (2, (4n− 2)/(2n− 3))
and s1 = −n(1/2− 1/q1) + 2σ/p1. Then e
−itH satisfies
‖|D|s1e−itH0ψ0‖Lp1t B[L
q1
r L2ω ]
. ‖ψ0‖L2x . (3.3)
Moreover, if n ≥ 3, q1, q2 > (4n− 2)/(2n− 3) and F is radially symmetric, then one has
‖ΓH0F‖L2tL
q1,2
x
. ‖F‖
L2tL
q˜′2,2
x
. (3.4)
Lemma 3.1 is well-known and Lemma 3.2 was obtained by [19] and [20]. We will give
their proofs in Appendix A for the sake of self-containedness. In addition to Theorem 1.5
and these lemmas, the proof of Theorems 1.7 and 1.8 relies on the following perturba-
tion method due to Rodnianski-Schlag [44] (see also Burq et al [4] for the homogeneous
endpoint case and [2] for the double endpoint case).
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Lemma 3.3. Let X,Y be two Banach spaces of functions on Rn such that X ∩ L2 (resp.
Y ∩ L2) is dense in X (resp. Y). Let H0 be a self-adjoint operator on L
2(Rn) with form
domain Hσ and V ∈ Ln/(2σ),∞(Rn) be a real-valued potential such that the form sum H =
H0 + V defines a self-adjoint operator with form domain H
σ. Let W1,W2 ∈ L
n/σ,∞(Rn)
be such that V =W1W2. Consider the following series of estimates:
‖e−itH0ψ0‖Lpt Y . ‖ψ0‖L2x , (3.5)
‖ΓH0F‖L2tY . ‖F‖L2tX, (3.6)
‖W1e
−itH0ψ0‖L2tL2x . ‖ψ0‖L2x , (3.7)
‖ΓH0W1F‖L2tY . ‖F‖L2tL2x , (3.8)
‖W1ΓH0F‖L2tL2x . ‖F‖L2tX, (3.9)
‖W2ΓH0F‖L2tL2x . ‖F‖L2tX, (3.10)
‖W2e
−itHψ0‖L2tL2x . ‖ψ0‖L2x , (3.11)
‖W2ΓHW2F‖L2tL2x . ‖F‖L2tL2x . (3.12)
Then the following statements are satisfied:
(1) The endpoint case: if (3.5) with p = 2, (3.8) and (3.11) hold, then one has
‖e−itHψ0‖L2tY . ‖ψ0‖L2x . (3.13)
Moreover, if (3.6), (3.8)–(3.10) and (3.12) are satisfied, then one has
‖ΓHF‖L2tY . ‖F‖L2tX. (3.14)
(2) The non-endpoint case: if (3.5) with p > 2, (3.7) and (3.11) hold, then one has
‖e−itHψ0‖Lpt Y . ‖ψ0‖L2x . (3.15)
Proof. The complete proof of the lemma in a more abstract setting can be found in [2,
Theorems 4.9 and 4.10]. We here give a brief sketch of the proof for the sake of self-
containedness.
We begin with the following Duhamel formulas (see [2, Proposition 4.4]):
UH = UH0 − iΓH0V UH , (3.16)
ΓH = ΓH0 − iΓH0V ΓH , (3.17)
ΓH = ΓH0 − iΓHV ΓH0 , (3.18)
where UH0 = e
−itH0 and UH = e
−itH (Strictly speaking, these formulas should be regarded
in the sense of quadratic forms. However, we omit the details for simplicity and refer
to [2, Section 4]). Then the homogeneous endpoint estimate (3.13) is easy to obtain as
follows:
‖UHψ0‖L2tY ≤ ‖UH0ψ0‖L2tY + ‖ΓH0V UHψ0‖L2tY
. ‖ψ0‖L2x + ‖ΓH0W1‖L2tL2x→L2tY‖W2UHψ0‖L2tL2x . ‖ψ0‖L2x ,
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where we have used (3.5) in the second inequality and (3.8) and (3.11) in the third
inequality. In order to derive (3.14), we first use (3.17), (3.6) and (3.8) to obtain
‖ΓHF‖L2tY ≤ ‖ΓH0F‖L2tY + ‖ΓH0V ΓHF‖L2tY,
. ‖F‖L2tX + ‖ΓH0W1‖L2tL2x→L2tY‖W2ΓHF‖L2tL2x ,
. ‖F‖L2tX + ‖W2ΓHF‖L2tL2x .
Applying (3.18), (3.10), (3.13) and (3.9) to the term ‖W2ΓHF‖L2tL2x then yields
‖W2ΓHF‖L2tL2x ≤ ‖W2ΓH0F‖L2tL2x + ‖W2ΓHV ΓH0F‖L2tL2x
. ‖F‖L2tX + ‖W2ΓHW2‖L2tL2x→L2tL2x‖W1ΓH0F‖L2tL2x
. ‖F‖L2tX,
and (3.14) follows.
To prove the non-endpoint estimate (3.15), by the same argument as above, it is enough
show the following bound
‖ΓH0W1F‖Lpt Y . ‖F‖L2tL2x .
Since p > 2, Christ-Kiselev’s lemma (see Appendix C (vi)) allows us to replace the time
interval [0, t] in the formula of ΓH0 by [0,∞). Hence it suffices to show the estimate∥∥∥∥e−itH0
∫ ∞
0
eisH0W1F (s)ds
∥∥∥∥
Lpt Y
. ‖F‖L2tL2x
which follows from (3.5) and the dual estimate of (3.7). 
In the following proofs of Theorems 1.7 and 1.8, we set for short that
2∗(σ) =
2n
n− 2σ
, 2∗(σ) = (2
∗(σ))′ =
2n
n+ 2σ
, 2∗ =
2n
n− 2
, 2∗ =
2n
n+ 2
. (3.19)
Proof of Theorem 1.7. By virtue of (1.32), it suffices to show (1.31) only. Let (p, q) be
n/2-admissible, and let W1 = |x|
σV ∈ Ln/σ,∞ and W2 = |x|
−σ ∈ Ln/σ,∞. Define Banach
spaces X2,Yp though the norms ‖f‖X2 = ‖|D|
1−σf‖L2∗,2x and ‖f‖Yp = ‖|D|
2(σ−1)/pf‖Lq,2x .
Let us check that the conditions in Lemma 3.3 are satisfied. At first, Lemma 3.1 implies
‖UH0ψ0‖Lpt Yp . ‖ψ0‖L2x , ‖UH0ψ0‖L2tY2 . ‖ψ0‖L2x , ‖ΓH0F‖L2tY2 . ‖F‖L2tX2 . (3.20)
Next, note that
1/2∗ − 1/2∗(σ) = (σ − 1)/n, 1/2∗(σ)− 1/2∗ = 2(σ − 1)/n,
1/2 = σ/n+ 1/2∗(σ), 1/2∗(σ) = 1/2 + σ/n,
hence the inequalities (C.2) and (C.3) yield that the following estimates hold for j = 1, 2:
‖f‖L2∗(σ),2 . ‖f‖Y2,
‖f‖
X2
. ‖f‖L2∗(σ),2 ,
‖Wjf‖L2x . ‖Wj‖Ln/σ,∞‖f‖L2
∗(σ),2 . ‖f‖Y2 ,
‖Wjf‖X2 . ‖Wjf‖L2∗(σ),2 . ‖Wj‖Ln/σ,∞‖f‖L2x . ‖f‖L2x .
HIGHER-ORDER AND FRACTIONAL OPERATORS WITH HARDY POTENTIALS 23
Then Lemma 3.1 with p = 2 and these estimates listed above imply
‖W2UH0ψ0‖L2tL2x . ‖UH0ψ0‖L2tY2 . ‖ψ0‖L2x , (3.21)
‖WjΓH0F‖L2tL2x
. ‖ΓH0F‖L2tY2 . ‖F‖L2tX2 , j = 1, 2, (3.22)
‖ΓH0W1G‖L2tY2 . ‖W1G‖L2tX . ‖G‖L2tL2x . (3.23)
Finally, (1.28) implies
‖W2UHψ0‖L2tL2x . ‖ψ0‖L2x , ‖W2ΓHW2F‖L2tL2x . ‖F‖L2tL2x . (3.24)
By (3.20)–(3.24), we have obtained all of estimates (3.5)–(3.12). Therefore, we can apply
Lemma 3.3 to obtain (1.31) for the double endpoint case with p = p˜ = 2 and the homo-
geneous non-endpoint cases with p > 2 and F ≡ 0. Using Christ-Kiselev’s lemma (see
Appendix C), we also obtain all of the other cases from these two cases. 
Proof of Theorem 1.8. Note that, under the condition |x|2σV ∈ L∞, |x|σW1, |x|
σW2 ∈ L
∞
and hence both of W1,W2 are H0- and H-supsersmooth by (1.28). In particular, one has
‖WjUH0ψ‖L2tL2x
+ ‖WjUHψ‖L2tL2x
. ‖ψ0‖L2x , j = 1, 2. (3.25)
To obtain the estimates (1.31) for non-endpoint cases, by virtue of Lemma 3.3 (2) with
Y = Yp defined above, (3.1) and (3.25), it suffices to show the following bound
‖|D|2(σ−1)/pΓH0W1F‖LptL
q
x
. ‖F‖L2tL2x
Since p > 2, as in the proof of Lemma 3.3, this estimate follows from (3.1), the dual
estimate of (3.25) for j = 1 and Christ-Kiselev’s lemma.
Let (p1, q1) satisfy (1.33). The estimate (1.34) can be obtained similarly. Indeed, by
virtue of Lemma 3.3 (2) with Y defined by the norm ‖f‖
Y
= ‖|D|s1f‖B[Lq1r L2ω ], (3.3), (3.25)
and Christ-Kiselev’s lemma, it suffices to show the following bound∥∥∥∥|D|s1e−itH0
∫ ∞
0
eisH0W1F (s)ds
∥∥∥∥
L
p1
t B[L
q1
r L2ω ]
. ‖F‖L2tL2x
which follows from (3.3) and the dual estimate of (3.25).
Finally we shall apply Lemma 3.3 (1) with the choice of X = Lq
′
2 and Y = Lq1 to
obtain the endpoint estimate (1.35). Let ψ0, F, and V be radially symmetric and q1, q2 >
(4n − 2)/(2n − 3). Note that ψ is also radially symmetric. By Lemma 3.2 for radially
symmetric data, (3.5) and (3.6) hold. Moreover, we learn by O’neil’s inequality (C.2) that
‖Wjf‖L2∗(σ),2 . ‖f‖L2 , ‖Wjf‖L2 . ‖f‖L2∗(σ),2, j = 1, 2.
Since the condition σ > n/(2n−1) is equivalent to the inequality 2∗(σ) > (4n−2)/(2n−3),
we can use (3.4) with q or q˜ = 2∗(σ) to obtain for radially symmetric F,G that
‖ΓH0W1G‖L2tL
q1,2
x
. ‖W1G‖L2tL
2∗(σ),2
x
. ‖G‖L2tL2x ,
‖WjΓH0F‖L2tL2x
. ‖ΓH0F‖L2tL
2∗(σ),2
x
. ‖F‖
L2tL
q′2,2
x
.
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Hence (3.8)–(3.10) are satisfied. Finally, (3.25) implies (3.11) and (3.12). Therefore, we
can apply Lemma 3.3 (1) to obtain the bound (1.35). Then we complete the proof. 
4. Uniform Sobolev estimates
This section is devoted to the proof of Theorem 1.10 and Remark 1.11. We begin with
recalling uniform Sobolev estimates for the free resolvent (H0 − z)
−1. Let
A0 =
(n + 1
2n
,
n− 4σ + 1
2n
)
if σ ≤
n+ 1
4
, A0 =
(2σ
n
, 0
)
if σ ≥
n + 1
4
,
A1 =
(n + 2σ
2n
,
n− 2σ
2n
)
, B1 =
( n + 3
2(n+ 1)
,
n− 1
2(n+ 1)
)
,
and A′0 be the dual point of A0, namely A
′
0 = (1/q
′, 1/p′) if A0 = (1/p, 1/q).
Define Ω ⊂ (0, 1) × (0, 1) be the union of the interior of the triangle A0B1A
′
0 and the
open line segment A0A
′
0 and the point B1. (see Figure 1 below).
Lemma 4.1. Let n ≥ 3, n/(n+ 1) ≤ σ < n/2 and H0 = (−∆)
σ. Then for any (p, q) ∈ Ω,
‖(H0 − z)
−1f‖Lq . |z|
n
2σ
( 1
p
− 1
q
)−1‖f‖Lp, z ∈ C \ [0,∞). (4.1)
Sketch of proof. (4.1) was proved by [25, Theorem 1.4 and Corollary 3.2] if (p, q) satisfies
• either that 1/p− 1/q = 2σ/n and 2n/(n+ 4σ − 1) < p < 2n/(n+ 1),
• or that 1/p+ 1/q = 1 and 2n/(n+ 2σ) ≤ p ≤ 2(n+ 1)/(n+ 3),
that is (1/p, 1/q) ∈ A0A
′
0 ∪ A1B1 (see Figure 1). Then the assertion follows from this
existing result and the interpolation theory (see Appendix C below). 
Remark 4.2. In case of σ = 1, (4.1) is known to hold if and only if
2
n + 1
≤
1
p
−
1
q
≤
2
n
,
2n
n+ 3
< p <
2n
n + 1
,
2n
n− 1
< q <
2n
n− 3
(see [32] and [22]). For higher-order cases σ ∈ N and σ ≥ 1, uniform Sobolev estimates
were studied by [47] and [26] for more general constant coefficient elliptic operators (possi-
bly with small decaying potentials) than (−∆)σ. For Schro¨dinger operators H = −∆+V
with large potentials V ∈ Ln/2, we refer to [25], [2], [36] and [37].
Let RT (z) := (T − z)
−1 for T = H0, H . The proof of Theorem 1.10 is in some sense
analogous to that of Theorem 1.7 and relies on the following abstract perturbation lemma.
Lemma 4.3. Let H0, V = W1W2, H = H0 + V , X and Y be as in Lemma 3.3 and
z /∈ σ(H0) ∪ σ(H). Suppose there exist constants r1, ..., r5 > 0 possibly depending on z
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1
1
0
1
p
1
q
1
p
− 1
q
= 2σ
n
1
p
− 1
q
= 2
n+1
A0
A′0
B0
B′0
A1
B1
n+1
2n
n−4σ+1
2n
n+4σ−1
2n
n−1
2n
n+2σ
2n
n−2σ
2n
Figure 1. In case of σ ≤ (n + 1)/4, Ω = int(A0B1A
′
0) ∪ A0A
′
0 ∪ B1. The
admissible set of (1/p, 1/q) in Theorem 1.10 is the closed line segment A1B1.
An expected optimal range for (4.1) is int(A0B0B
′
0A
′
0) ∪ A0A
′
0 ∪ B0B1. In
the case σ > (n + 1)/4, A0, A
′
0 are the intersection points of the two lines
1/p− 1/q = 2σ/n and 1/q = 0 or 1/p = 1, respectively.
such that the following series of estimates are satisfied:
‖RH0(z)f‖Y ≤ r1‖f‖X, (4.2)
‖W2RH0(z)f‖L2 ≤ r2‖f‖X, (4.3)
‖W1RH0(z)f‖L2 ≤ r3‖f‖X, (4.4)
‖RH0(z)W1f‖Y ≤ r4‖f‖L2 , (4.5)
‖W2RH(z)W2f‖L2 ≤ r5‖f‖L2 . (4.6)
Then the following resolvent estimate for H holds:
‖RH(z)f‖Y ≤ (r1 + r2r4 + r3r4r5)‖f‖X. (4.7)
Proof. A more general version of the lemma with its complete proof can be found in [2,
Proposition 4.1]. Hence only a brief sketch of the proof is given here. The proof is based
on the following resolvent formulas (see [2, Section 4]):
RH(z) = RH0(z)− RH0(z)V RH(z) = RH0(z)−RH(z)V RH0(z). (4.8)
Since the desired estimate for RH0 is assumed in (4.2), it suffices to deal with the term
RH0(z)V RH(z). The estimate (4.5) implies
‖RH0(z)V RH(z)f‖Y ≤ r4‖W2RH(z)f‖L2 (4.9)
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Using (4.8), (4.3), (4.6) and (4.4), we obtain
‖W2RH(z)f‖L2 ≤ ‖W2RH0(z)f‖L2 + ‖W2RH(z)W2‖‖W1RH0(z)f‖L2
≤ (r2 + r3r5)‖f‖X. (4.10)
Then (4.7) follows from (4.2), (4.9) and (4.10). 
Proof of Theorem 1.10 and Remark 1.11. Let Ω0 := Ω \ {B1}. For any (1/p, 1/q) ∈ Ω0
there exists an open line segment I ⊂ Ω0 containing (1/p, 1/q), which is not parallel to
both of the vertical and the horizontal lines (see Figure 1). Hence the real interpolation
(see Appendix C) allows us to replace Lp and Lq in (4.1) by Lp,2 and Lq,2 if (1/p, 1/q) ∈ Ω0.
Step 1. Let 2n/(n+ 2σ) ≤ p0 ≤ 2(n+ 1)/(n+ 3). To prove (1.37), it suffices to show
‖(H − z)−1u‖
Lp
′
0
. |z|
n
σp0
−n+2σ
2σ ‖u‖Lp0 , u ∈ C
∞
0 (R
n), z ∈ C \ [0,∞). (4.11)
Indeed, combined with Corollary 1.4, (4.11) also implies the same uniform estimate for
(H − z ∓ i0)−1 with z > 0. Then the density argument yields the desired result (1.37).
Recall that 2∗(σ) = 2n/(n − 2σ) and 2∗(σ) = 2n/(n + 2σ). Let W1 := |x|
σV, W2 :=
|x|−σ ∈ Ln/σ,∞. Since 1/2 = 1/2∗(σ) + σ/n and 1/2∗(σ) = σ/n + 1/2, one has
‖Wjf‖L2 . ‖f‖L2∗(σ),2, ‖Wjf‖L2∗(σ),2 . ‖f‖L2 (4.12)
for j = 1, 2.
Note that (1/p0, 1/2
∗(σ)), (1/2∗(σ), p
′
0) ∈ Ω0 (see Figure 1). Applying Lemma 4.1 with
(p, q) = (p0, 2
∗(σ)) or with (p, q) = (2∗(σ), p
′
0) and (4.12), we then have
‖WjRH0(z)f‖L2 . |z|
n
2σ
(1/p0−1/2∗(σ)−)−1‖f‖Lp0,2 , j = 1, 2; (4.13)
‖RH0(z)W1f‖Lp′0,2 . |z|
n
2σ
(1/2∗(σ)−1/p′0)−1‖f‖L2 . (4.14)
Moreover, the Kato-Yajima estimate (1.22) implies
‖W2RH(z)W2f‖L2 . ‖f‖L2 . (4.15)
By virtue of (4.1), (4.13)–(4.15), one can apply Lemma 4.3 with the choice of X = Lp0
and Y = Lp
′
0 , to obtain the desired bound for RH(z) since
n
2σ
( 1
p0
−
1
2∗(σ)
)
− 1 +
n
2σ
( 1
2∗(σ)
−
1
p′0
)
− 1 =
n
σp0
−
n + 2σ
2σ
and Lp0 →֒ Lp0,2, Lp
′
0,2 →֒ Lp
′
0 (see Appendix C). This completes the proof of (4.11).
Step 2. We next show (1.38). Let z ∈ C \ {0}, u ∈ C∞0 (R
n \ {0}) and f = (H − z)u.
Since H0u, V u ∈ L
2 ∩ L2∗(σ) by (C.2) and |x|σV ∈ Ln/σ,∞, we have f ∈ L2 ∩ L2∗(σ).
Moreover, (1.37) implies the following uniform bound in ε, z:
‖(H − z − iε)−1u‖L2∗(σ) . ‖u‖L2∗(σ), z ∈ C \ {0}, ε > 0.
Therefore, by using the fact (H − z− iε)−1f = u+ iε(H − z− iε)−1u and (1.37), we have
‖u‖L2∗(σ) . ‖f‖L2∗(σ) + ε‖u‖L2∗(σ), z ∈ C \ {0}, ε > 0,
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which implies (1.37) by letting εց 0.
Step 3. We finally show (1.40) for σ > 1. The proof is very different from the above
argument, based on a simple trick due to T. Duyckaerts as follows. By the double endpoint
Strichartz estimate (1.31) with (p, q) = (p˜, q˜) = (2, 2∗), we obtain
‖|D|σ−1ψ‖
L2([−T,T ];L
2n
n−2
x )
. ‖ψ0‖L2x + ‖|D|
1−σF‖
L2([−T,T ];L
2n
n+2
x )
,
uniformly in T . Plugging ψ = e−iztu, which solves (1.26) with F = e−izt(H − z)u, implies
ρz(T )‖|D|
σ−1u‖
L
2n
n−2
. ‖u‖L2 + ρz(T )‖|D|
1−σ(H − z)u‖
L
2n
n+2
uniformly in z ∈ C and T > 0, where ρz(T ) := ‖e
−izt‖L2T
≥ T 1/2 since |eIm zt| ≥ 1 on
either [0, T ] or [−T, 0]. Hence, dividing by ρz(T ) and letting T →∞ yield (1.38). 
Remark 4.4. Although only the case q = p′ was considered, one can also show by the
same argument that RH(z) satisfies the same estimates as (4.1) for (1/p, 1/q) belonging
to the closed square (with its inside) having the line segment A1B1 as a diagonal line (see
Figure 1). However, it is far from the expected optimal range (see Remark 4.2).
5. Generalization to some dispersive operators
This section discusses a generalization of the above results to a class of dispersive
operators. We provides two types of examples: inhomogeneous elliptic operators and
Schro¨dinger operators with variable coefficients.
5.1. Inhomogeneous elliptic operator. Let 0 < σ < n/2 and P0 ∈ L
∞(Rn)∩C2(Rn \
{0}) be a non-negative symbol of order 2σ. Suppose there exist C1,ℓ, C2,ℓ, C > 0 such that
C1,ℓ|ξ|
2σ ≤ (ξ · ∇)ℓP0(ξ) ≤ C2,ℓ〈ξ〉
2σ, |(ξ · ∇)2P0(ξ)| ≤ C|(ξ · ∇)P0(ξ)| (5.1)
for all ξ ∈ Rn and ℓ = 0, 1. The following two examples are of particular interest:
• Massive fractional Laplacian:
P0(ξ) = (|ξ|
2 +m)σ, m > 0.
• Sum of fractional Laplacians of different orders:
P0(ξ) =
J∑
j=1
aj |ξ|
2σj
where J ∈ N, 0 < σ1 < σ2 < ... < σJ = σ < n/2, aj ≥ 0 and aJ > 0.
Let Pℓ(ξ) = (ξ · ∇)
ℓP0(ξ) and Hℓ = Pℓ(D) for l = 0, 1, 2. Under the condition (5.1), H0 is
self-adjoint on L2(Rn) with domain H2σ, satisfying
〈H0u, u〉 ∼ 〈H1u, u〉 ∼ 〈(−∆)
σu, u〉, |〈H2u, u〉| . 〈H1u, u〉
for u ∈ C∞0 (R
n). Under Assumption A associated with these Hℓ and Vℓ = (−x · ∇x)
ℓV
for ℓ = 1, 2, H = H0 + V thus can be defined as the Friedrichs extension of the quadratic
form QH(u, v) = 〈H0u, v〉+ 〈V u, v〉 on C
∞
0 (R
n) such that D(H1/2) = Hσ(Rn).
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Theorem 5.1. Let 0 < σ < n/2, H0 = P0(D) satisfy (5.1), V satisfy Assumption A
(associated with this H0) and H = H0 + V . Then, for any s > 1/2, 〈A〉
−s|D|σ is H-
supersmooth. In particular, for any σ−n/2 < γ ≤ σ−1/2, H satisfies the same estimate
as (1.21), namely the following Kato-Yajima type resolvent estimate holds:
sup
z∈C\[0,∞)
‖|x|−σ+γ |D|γ(H − z)−1|D|γ|x|−σ+γ‖L2→L2 <∞. (5.2)
Moreover, the solution ψ to (1.25) given by (1.26) (associated with this H) satisfies
‖|x|−σ+γ|D|γψ‖L2tL2x . ‖ψ0‖L2x + ‖|x|
σ−γ|D|−γF‖L2tL2x . (5.3)
Proof. By Lemma 2.1, we have [H0, iA] = P1(D) and [[H0, iA], iA] = P2(D). Then one
can use the completely same argument as in the proof of Theorem 1.3 to obtain the
H-supersmoothness of 〈A〉−s|D|σ and (5.2). By Lemma 2.4, (5.2) also implies (5.3). 
Note that one can also extend Corollary 1.4 to the operator H = P0(D) + V by the
same argument as in the last part of Section 2.
Concerning with Strichartz and uniform Sobolev estimates, we have seen in Lemmas 3.3
and 4.3 a general criterion to deduce them for H from corresponding estimates for H0, the
H0-supersmoothness of W1 and the H-supersmoothness of W2, where W1,W2 ∈ L
n/σ,∞
satisfy V = W1W2. To apply this criterion to H = P0(D) + V , one requires correspond-
ing Strichartz or uniform Sobolev estimates for P0(D). Although these estimates have
been extensively studied under various conditions on P0(ξ), we only focus for the sake of
simplicity on the following higher-order inhomogeneous elliptic operator:
P0(D) =
σ∑
j=1
aj(−∆)
j , (5.4)
where σ ∈ N, aσ = 1 and aj ≥ 0 for 1 ≤ j ≤ σ−1. For readers interested in these topics, we
refer to [31], [27], [19], [5] and [20] for Strichartz estimates and [47] and references therein
for uniform Sobolev estimates. Note that, in the case with (5.4), V (x) = a|x|−2σ fulfills
the conditions in the following Theorem 5.2 if a > −Cσ,n since Pℓ(D) ≥ (2σ)
2ℓ(−∆)σ.
Theorem 5.2. Let σ ∈ N, σ < n/2, H0 = P0(D) be given by (5.4), V satisfy Assumption
A associated with this H0 and |x|
σV ∈ Ln/σ,∞(Rn). Then the following statements hold:
• Strichartz estimates: for any two n/2-admissible pairs (p, q) and (p˜, q˜), one has
‖|D|2(σ−1)/pψ‖LptL
q
x
. ‖ψ0‖L2x + ‖|D|
2(1−σ)/p˜F‖
Lp˜
′
t L
q˜′
x
(5.5)
where ψ is given by (1.26) associated with the present H.
• Uniform Sobolev estimates: for any 2n/(n+ 2σ) ≤ p ≤ 2(n+ 1)/(n+ 3), one has
‖(H − z)−1f‖Lp′ . |z|
n
σp
−n+2σ
2σ ‖f‖Lp, z ∈ C \ {0},
Proof of Theorems 5.2. Let W1 = |x|
σV and W2 = |x|
−σ. Under the above conditions,
the free evolution e−itH0 satisfies the same Strichartz estimates as (5.5) (see Appendix A
below). Moreover, we learn by Theorem 5.1 and the double endpoint Strichartz estimates
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for e−itH0 that W1 is H0-supersmooth and W2 is H-supersmooth. Finally, the same uni-
form Sobolev estimates for H0 = P0(D) as in Lemma 4.1 have been proved by [47] and
[26]. Therefore, Lemma 3.3 and 4.3 yield the desired results. 
5.2. Schro¨dinger operator with variable coefficients. Next, consider the following
second order elliptic operator with variable coefficients in divergence form on Rn:
H0 := −∇ ·G0(x)∇ = −
n∑
j,k=1
∂xjg
jk(x)∂xk , (5.6)
where G0(x) = (g
jk(x))nj,k=1, g
jk ∈ C2(Rn;R) and G0(x) is symmetric and uniformly
elliptic (see the condition (5.7) below). Then H0 is self-adjoint on L
2(Rn) with domain
H2. Let Gℓ(x) = [2− (x · ∇)]
ℓG0(x). Then a direct computation yields that
[H0, iA] = −∇ ·G1(x)∇, [[H0, iA], iA] = −∇ ·G2(x)∇
on C∞0 (R
n) and hence these commutators are still in divergence form. Therefore, the
completely same argument as in Section 2 yields the following result.
Theorem 5.3. Let n ≥ 3 and H0 be given by (5.6). Assume in addition to the above
conditions on G0 that ∂
α
x g
jk ∈ L∞(Rn) for |α| ≤ 2 and G0, G1 are uniformly elliptic in
the sense that there exist C1,ℓ, C2,ℓ > 0 such that for all x, ξ ∈ R
n,
C1,ℓ|ξ|
2 ≤ Gℓ(x)ξ · ξ ≤ C2,ℓ|ξ|
2, ℓ = 0, 1. (5.7)
Suppose also V satisfies Assumption A associated with Hℓ = −∇ · Gℓ(x)∇. Then H =
H0+V satisfies the same estimates as (5.2) and (5.3) with σ = 1 and 1−n/2 < γ < 1/2.
We next consider Strichartz estimates. It was proved by [34] that e−itH0 and ΓH0 satisfy
Strichartz estimates for all n/2-admissible pairs under the following two conditions:
• Long-range condition: there exists µ > 0 such that G0(x) satisfies
|∂αx (g
jk(x)− δjk)| ≤ Cα〈x〉
−µ−|α|, x ∈ Rn, |α| ≤ 2.
• Non-trapping condition: the Hamilton flow (x(t), ξ(t)) generated by G0 satisfies
|x(t)| → ∞ as t→ ±∞ for any initial data (x(0), ξ(0)) ∈ Rn × (Rn \ {0}).
This fact, Theorem 5.3 and Lemma 3.3 (2) then yield the following result:
Theorem 5.4. Assume in addition to the conditions in Theorem 5.3 that G0 satisfies the
above long-range and nontrapping conditions and that |x|2V ∈ L∞(Rn). Then, for any
non-endpoint n/2-admissible pairs (p, q), (p˜, q˜) with p, p˜ > 2, H = H0 + V satisfies
‖ψ‖LptL
q
x
. ‖ψ0‖L2x + ‖F‖Lp˜
′
t L
q˜′
x
where ψ is given by the Duhamel formula (1.26) associated with this H.
There exists a sufficiently small ε > 0 such that if G0 satisfies
n∑
j,k=1
∑
|α|≤2
〈x〉µ+|α||∂α(gjk(x)− δjk)| ≤ ε
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then all the conditions on G0 in Theorem 5.4 are satisfied. Moreover, in such a case,
V (x) = a|x|−2 satisfies the conditions in Theorem 5.4 if a > −(1− 3ε/2)[(n− 2)/2]2 since
H0 ≥ −(1− ε)∆ and H1 ≥ −(2 − 3ε)∆ in the sense of forms on C
∞
0 (R
n).
Remark 5.5. Strichartz estimates for Schro¨dinger equations with long-range metrics and
decaying potentials have been extensively studied by many authors (see [34] and reference
therein). However, to the best of author’s knowledge, the potential V (x) has been assumed
to be C2 and satisfy V (x) = O(〈x〉−2(log 〈x〉)−2) at least in the previous literatures. On
the other hand, Theorem 5.4 allows some scaling-critical potentials such as V (x) = a|x|−2.
Appendix A. Strichartz estimates for the free evolution
Here we prove Lemmas 3.1 and 3.2. For Lemma 3.1, we in fact prove the following
more general result to include the operators P0(D) considered in Subsection 5.1.
Lemma A.1. Assume either that H0 = (−∆)
σ with σ > 0 and σ 6= 1/2 or that H0 =
P0(D) is given by (5.4) with σ ∈ N and σ < n/2. Then (3.1) and (3.2) are satisfied.
The proof of this lemma relies on the Keel-Tao theorem [30], the Littlewood-Paley
square function estimates for ϕj(D) given in Subsection 1.2 and the following localized
dispersive estimate (with the implicit constant independent of t and j):
‖e−itH0Φj(D)‖L1→L∞ . 2
−jn(σ−1)|t|−n/2, t 6= 0, j ∈ Z, (A.1)
where Φj(ξ) = Φ(2
−jξ) and Φ ∈ C∞0 (R
n) is supported away from the origin. (A.1) is easy
to obtain if H0 = (−∆)
σ. For H0 given by (5.4), an essential ingredient for proving (A.1)
is the following decay estimate for the convolution kernel I(t, x) = F−1(e−itP0)(x):
|∂αx I(t, x)| .
{
|t|−
n+|α|
2σ 〈|t|−
1
2σx〉−
n(σ−1)−|α|
2σ−1 if |t| . 1, or |t| & 1 and |t|−1|x| & 1,
|t|−
n+|α|
2δ 〈|t|−
1
2δ x〉−
n(δ−1)−|α|
2δ−1 if |t| & 1 and |t|−1|x| . 1,
(A.2)
where |α| ≤ n(σ − 1), δ = min{j | aj > 0} ≤ σ. This bound follows from [27, Theorem
3.1] by taking m2 = σ,m1 = δ in this theorem (see also [5] and references therein).
Proof of Lemma A.1. The proof is divided into three steps.
Step 1. We first recall that the following square function estimates for the Littlewood-
Paley decomposition {ϕj(D)}j∈Z hold:
‖f‖Lq,2 .
(∑
j∈Z
‖ϕj(D)f‖
2
Lq,2
)1/2
, 2 ≤ q <∞,
‖f‖Lq,2 &
(∑
j∈Z
‖ϕj(D)f‖
2
Lq,2
)1/2
, 1 < q ≤ 2.
These are slightly stronger than the usual square function estimates with Lq instead of
Lq,2, and can be found in [46], or can be obtained by the usual estimates and the real
interpolation theorem. Since e−itH0 and ΓH0 commute with ϕj(D), by virtue of these
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estimates, we may assume without loss of generality that ψ0 = Φj(D)ψ0, F = Φj(D)F
with some Φ ∈ C∞0 (R
n) supported away from the origin so that Φ ≡ 1 on suppϕ.
Step 2. We next prove the dispersive estimate (A.1). Suppose first H0 = (−∆)
σ and
σ 6= 1/2. Since |Hess(|ξ|2σ)| ∼ 1 on suppΦ, the stationary phase theorem yields
‖e−itH0Φ(D)f‖L∞ . |t|
−n/2‖f‖L1, t 6= 0,
which implies (A.1) by scaling f(x) 7→ f(2jx) and the fact that (−∆)σ is homogeneous of
order 2σ. We next let σ ∈ N, |α| = n(σ−1) and H0 given by (5.4). When δ = σ, we have
|∂αI(t, x)| . |t|−n/2, t 6= 0,
since (n+ n(σ − 1))/(2σ) = n/2. When δ < σ, we similarly have |∂αI(t, x)| . |t|−n/2 for
the former case in (A.2). For the latter case, since |x| . |t|, |∂αI(t, x)| . |t|−δ(n,σ,δ) where
δ(n, σ, δ) =
σn
2δ
−
(
1−
1
2δ
)
n(σ − δ)
2δ − 1
=
σn− nσ + nδ
2δ
=
n
2
.
Therefore, we obtain
‖|D|n(σ−1)e−itH0‖L1→L∞ . |t|
−n/2, t 6= 0. (A.3)
which, together with the bound ‖|2−jD|n(1−σ)Φj(D)‖L∞→L∞ . 1, implies (A.1).
Step 3. Now we recall Keel-Tao’s theorem [30, Theorem 10.1] which, in a special case,
states that if a family of operators {U(t)}t∈R ⊂ B(L
2(Rn)) satisfies
• ‖U(t)‖ . 1 uniformy in t ∈ R;
• ‖U(t)U(s)∗‖L1→L∞ . |t− s|
−α for t 6= s with some α > 0,
then, for any α-admissible pairs (p, q) and (p˜, q˜), one has
‖U(t)ψ0‖LptL
q,2
x
. ‖ψ0‖L2x ,
∥∥∥∥
∫ t
0
U(t)U(s)∗F (s)ds
∥∥∥∥
LptL
q,2
x
. ‖F‖
Lp˜
′
t L
q˜′,2
x
.
By Bernstein’s inequality (C.4) and (A.1), we have
‖Φj(D)e
−itH0Φj(D)‖L1→L∞ . 2
−jn(σ−1)|t|−n/2.
Putting Nj = 2
−2j(σ−1) and making the change of variable t 7→ Njt, we have
‖Φj(D)e
−iNj(t−s)H0Φj(D)‖L1→L∞ . |t− s|
−n/2.
By the unitarity of e−itNjH0 we also obtain ‖Φj(D)e
−iNjtH0‖ . 1. Therefore, one can
apply the above Keel-Tao theorem to U(t) = Φj(D)e
−iNjtH0 obtaining
‖e−iNjtH0Φj(D)ψ0‖LptL
q,2
x
. ‖ψ0‖L2x ,∥∥∥∥Φj(D)
∫ t
0
e−iNj(t−s)H0Φj(D)F (s)
∥∥∥∥
LptL
q,2
x
. ‖F‖
Lp˜
′
t L
q˜′,2
x
.
By the change of variables t 7→ N−1j t, s 7→ N
−1
j s and using (C.4), we have (3.1) and (3.2)
for ψ0, F replaced by Φj(D)ψ0,Φj(D)F . Thanks to the above square function estimates
in Step 1, we obtain (3.1) and (3.2), completing the proof. 
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Proof of Lemma 3.2. Under the conditions in Lemma 3.2, it has been proved by [20] that
‖e−itH0Φ(D)ψ0‖Lp1t L
q1
r L2ω
. ‖ψ0‖L2x , (A.4)
‖ΓH0Φ(D)F‖L2tL
q1
r L2ω
. ‖F‖
L2tL
q′
2
r L2ω
, (A.5)
where ΓH0F (t) =
∫ t
0
e−i(t−s)H0F (s)ds. Since ϕj(D) = Φj(D)ϕj(D), the estimate (A.4)
and the same scaling argument as above then imply that
‖|D|s1e−itH0ϕj(D)ψ0‖Lp1t L
q1
r L2ω
. 2−js1‖|D|s1ϕj(D)ψ0‖L2x . ‖ϕj(D)ψ0‖L2x .
Since p1 > 2, using Minkowski’s inequality and this estimate, we have
‖|D|s1e−itH0ψ0‖
2
L
p1
t B[L
q1
r L2ω ]
.
∑
j∈Z
‖ϕj(D)ψ0‖
2
L2x
. ‖ψ0‖
2
L2x
and (3.3) follows. Next, since ‖f‖
L
q
rL2ω
∼ ‖f‖Lqx under the radial symmetry, we see that
(A.4), (A.5) and the real interpolation theory (see Appendix C) imply
‖e−itH0Φ(D)ψ0‖L2tL
q1,2
x
. ‖ψ0‖L2x , ‖ΓH0Φ(D)F‖L2tL
q1,2
x
. ‖F‖
L2tL
q′
2
,2
x
for radially symmetric data ψ0, F . The same scaling argument as above then yields
‖|D|s1e−itH0ϕj(D)ψ0‖L2tL
q1,2
x
. ‖ϕj(D)ψ0‖L2x ,
‖|D|s(2,q1)ΓH0ϕj(D)F‖L2tL
q1,2
x
. ‖ϕj(D)|D|
−s(2,q2)F‖
L2tL
q′
2
,2
x
,
which, together with the square function estimates above, implies the estimate (3.4). 
Appendix B. Proof of Example 1.1
Let H0 = P0(D) be given by P0(ξ) =
∑J
j=1 aj |ξ|
2σj , where J ∈ N, 0 < σ1 < σ2 < ... <
σJ = σ < n/2, aj ≥ 0 and aJ = 1. Recall that, in such a case, Hℓ are given by
Hℓ = (2σ)
ℓ(−∆)σ +
J−1∑
j=1
(2σj)
ℓaj(−∆)
σj , ℓ = 0, 1, 2.
Here we show that the conditions in Example 1.1 implies Assumption A associated with
these Hℓ. Firstly, (1.17) is just a paraphrase of (1.13). Secondly, we use (1.18) and the
condition a1, ..., am−1 ≥ 0 to obtain (1.14), namely
〈(H1 + V1)u, u〉 ≥ 〈(2σ(−∆)
σ + V1)u, u〉 & 〈(−∆)
σu, u〉. (B.1)
Finally, writing
H2 + V2 = 2σ
(
2σ(−∆)σ +
J−1∑
j=1
σj
σ
2σjaj(−∆)
σj + V1
)
− 2σV1 + V2
and using the fact σjaj ≤ σaj , we have
|〈(H2 + V2)u, u〉| ≤ 〈(2σ(H1 + V1)u, u〉+ |〈(2σV1 − V2)u, u〉|.
This bound, together with (1.19) and the first inequality in (B.1), implies (1.15).
HIGHER-ORDER AND FRACTIONAL OPERATORS WITH HARDY POTENTIALS 33
Appendix C. Some supplementary materials from Harmonic analysis
Here we record several materials from Harmonic analysis used frequently in the paper.
We refer to textbooks [17] and [1] for details.
(i) Real interpolation space and theorem. Let (X1, X2) be a Banach couple, i.e., X1, X2
are two Banach spaces continuously embedded into a Hausdorff topological vector space.
For 0 < θ < 1 and 1 ≤ q ≤ ∞, the real interpolation space Xθ,q = (X1, X2)θ,q is a Banach
space satisfying X0 ∩X1 ⊂ Xθ,q ⊂ X0 +X1, Xθ,q = X0 if X0 = X1, Xθ,q = X1−θ,q and
Xθ,1 →֒ Xθ,q1 →֒ Xθ,q2 →֒ Xθ,∞, 1 < q1 ≤ q2 <∞. (C.1)
Let (X0, X1) and (Y0, Y1) be two Banach couples and T be a bounded linear operator from
(X0, X1) to (Y0, Y1) in the sense that T : Xj → Yj and ‖T‖Xj→Yj ≤Mj for j = 0, 1. Then
T extends to a bounded operator from Xθ,q to Yθ,q satisfying ‖T‖Xθ,q→Yθ,q ≤M
1−θ
0 M
θ
1 .
(ii) Lorentz space. Let (M, dµ) be a σ-finite measure space. The Lorentz space Lp,q =
Lp,q(M, dµ) is realized as a real interpolation between Lebesgue spaces, namely Lpθ,q =
(Lp0 , Lp1)θ,q where 1 < p0, p1 < ∞, 1 ≤ q ≤ ∞, 1/pθ = (1 − θ)/p0 + θ/p1 and 0 < θ < 1.
By (C.1), we have the following continuous embeddings:
Lp,1 →֒ Lp,q1 →֒ Lp,p = Lp →֒ Lp,q2 →֒ Lp,∞, 1 < q1 < p < q2 <∞.
Moreover, for 1 < p, q < ∞, we have (Lp,q)′ = Lp
′,q′ and ‖f‖Lp,q ∼ sup‖g‖
Lp
′,q′=1
∣∣∫ fgdx∣∣
provided that (M, dµ) has no atom, which is particularly satisfied for the case when
(M, dµ) = (Rn, dx), (R+, rn−1dr) or (Sn−1, dω). Finally, the following O’neil inequality
(Ho¨lder’s inequality for Lorentz norms) holds:
‖fg‖Lp,q . ‖f‖Lp1,q1‖g‖Lp2,q2 , ‖fg‖Lp,q . ‖f‖L∞‖g‖Lp,q (C.2)
where 1 ≤ p, p1, p2 <∞, 1 ≤ q, q1, q2 ≤ ∞, 1/p1 + 1/p2 = 1/p and 1/q1 + 1/q2 = 1/q.
(iii) Bochner space. Given a Banach space X and 1 < p < ∞, the Bochner space
LpX = Lp(M,µ;X) is defined by the norm ‖f‖LpX = ‖‖f‖X‖Lp. For any Banach couple
(X0, X1), 0 < θ < 1, 1 < p0 ≤ p1 < ∞, the real interpolation space between L
p0X0 and
Lp1X1 with the second exponent q = pθ is given by (L
p0X0, L
p1X1)θ,p = L
pθXθ,pθ . In
particular, (L2tL
q0
x , L
2
tL
q1
x )θ,2 = L
2
tL
qθ,2
x for 1 < q0 < q1 < ∞ and 0 < θ < 1. Note that
(Lp0X0, L
p1X1)θ,q is not necessarily equal to L
pθXθ,q if q 6= pθ.
(iv) Sobolev’s inequality. If 1 < p < q <∞, 1 < s < n and 1/p− 1/q = s/n, then
‖f‖Lq,2(Rn) . ‖|D|
sf‖Lp,2(Rn). (C.3)
This inequality follows from the Hardy-Littlewood-Sobolev inequality |D|−s : Lp → Lq
and the real interpolation theorem.
(v) Bernstein’s inequality. Let ϕ ∈ C∞0 (R
n) be supported away from the origin. Then,
for all 1 ≤ p ≤ q ≤ ∞, ϕj(D) = ϕ(2
−jD) satisfies
‖ϕj(D)‖Lp,2→Lq,2 . 2
−jn(1/q−1/p), j ∈ Z, (C.4)
34 HARUYA MIZUTANI AND XIAOHUA YAO
with Lr,2 replaced by Lr if r = 1,∞. Since (F−1ϕ)(x − y) ∈ L∞x L
1
y ∩ L
∞
y L
1
x, (C.4) for
the special case j = 0 follow by applying Schur’s test and real interpolation theorem. By
virtue of the scaling f(x) 7→ f(2jx), the general cases also follow from the case j = 0.
(vi) Christ-Kiselev’s lemma. Let −∞ ≤ a < b ≤ ∞, X,Y be Banach spaces of functions
on Rn so that X ∩ L2 is dense in X, and {K(t, s)}t,s∈(a,b) ⊂ B(L
2) be such that K : L2 →
C((a, b)2;L2). Define an integral operator T with the operator valued kernel K by
TF (t) =
∫ b
a
K(t, s)F (s)ds.
Assume TF (t) ∈ Y for a.e t ∈ (a, b) and there exist 1 ≤ p < q ≤ ∞ and C > 0 such that
‖TF‖Lq((a,b);Y) ≤ C‖F‖Lp((a,b);X) (C.5)
for any simple function F : (a, b)→ L2∩X satisfying F ∈ Lp((a, b);X). Then the operator
T˜ f(t) =
∫ t
a
K(t, s)F (s)ds
satisfies the following estimate for the same p, q:
‖T˜ F‖Lq((a,b);Y) ≤ C˜‖F‖Lp((a,b);X),
where C˜ = C21−2(1/p−1/q)(1 − 2−(1/p−1/q))−1. Note that the condition p < q is necessary
since C˜ → ∞ as p → q. This is a minor modification of [48, Lemma 3.1] (see also the
original paper [6]) where the condition K ∈ C(R2;B(X,Y)) was assumed to define T, T˜
on CtX ∩ L
1
tX. In the present setting, the above assumption is sufficient to define T, T˜
on Ct(X ∩ L
2) ∩ L1t (X ∩ L
2) and the same proof as that of [48, Lemma 3.1] works well
to obtain the above statement. Such a modification is useful when one considers the
case with K(t, s) = e−i(t−s)H to prove inhomogeneous Strichartz estimates for T˜ = ΓH
by using the corresponding homogeneous Strichartz estimates for e−itH , since e−i(t−s)H :
L2x → C(R
2;L2x) for any self-adjoint operator H on L
2, while it is not always true that
e−itH : X→ Y for each t unless X = Y = L2. Moreover, the condition that TF (t) ∈ Y for
a.e. t follows from the corresponding homogeneous Strichartz estimates for e−itH .
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