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Abstract
Various techniques for building relaxations and generating valid inequalities for pure or mixed integer programming problems
without special structure are reviewed and compared computationally. Besides classical techniques such as Gomory cuts, Mixed
Integer Rounding cuts, lift-and-project and reformulation–linearization techniques, a new variant is also investigated: the use of
the relaxation corresponding to the intersection of simple disjunction polyhedra (i.e. the so-called elementary closure of lift-and-
project cuts). Systematic comparative computational results are reported on series of test problems including multidimensional
knapsack problems (MKP) and MIPLIB test problems. From the results obtained, the relaxation based on the elementary closure of
lift-and-project cuts appears to be one of the most promising.
© 2005 Elsevier B.V. All rights reserved.
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1. Introduction
Polyhedral combinatorics has emerged as an active ﬁeld of research since the late 70s and since then its potential
for providing very efﬁcient solution techniques to handle combinatorial problems with special structure has been more
than conﬁrmed in particular:
• on the Traveling Salesman problem [21,34,1],
• on the Steiner Tree problem on graphs (cf. [16,17]),
• on some difﬁcult topological network optimization problems with connectivity constraints (cf. [23,26–28]),
• on some discrete cost multi-commodity network optimization problems (cf. [37,22,12,32]).
For all the above-mentioned problems the basic principle consists in carrying out an in-depth mathematical analysis,
exploiting as much as possible the structure of the problem, to characterize classes of valid (hopefully facet-deﬁning)
inequalities for the convex hull of integer solutions.
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The valid (or facet-deﬁning) inequalities thus obtained are then exploited within a branch-and-bound framework
to strengthen the LP relaxation of the problem according to a constraint-generation principle also referred to as
separation.
However, for many combinatorial optimization problems or mixed integer linear programming problems arising
from OR applications, the above methodology may not be applicable either because of an absence of special structure
or because several distinct structures are combined and interact in a complex way. For such problems without special
structure, different approaches are required.
By contrast with the huge variety of polyhedral methods and results available for structured combinatorial problems,
the number of general techniques applicable to pure or mixed integer programming problems without special structure
appears to be much more limited. To the best of our knowledge, we can mention:
• Gomory cuts (cf. [24,25]) which have attracted renewed interest in recent years along the work by Balas et al. [6],
• disjunctive programming and the theory of disjunctive cutting planes (cf. [2,29]) which, in more recent years, gave
rise to the so-called lift-and-project techniques (cf. [4,5,8]),
• mixed integer rounding cuts [33,31]).
Besides this, several relaxation techniques through reformulation in higher dimensional spaces might be mentioned
such as:
• the reformulation–linearization technique (RLT) developed by Sherali and Adams [35,36],
• the Lovász–Schrijver matrix cone relaxation [30].
We note however, that, as originally presented, those reformulation techniques are not explicitly oriented towards
cutting-plane generation. Moreover, the computing times rapidly become prohibitive as the size of the original problem
increases.
In the case of general MIP problems, one cannot expect the general procedures mentioned above to produce facets
(or even proper faces) of the convex hull of integer points. Nevertheless, they can be applied recursively giving rise to
stronger and stronger cuts.
The cuts obtained by applying a given separation procedure for a family of cuts only to the initial formulation of the
problem are called rank-1 cuts and the polyhedron obtained by intersecting all rank-1 cut is called the rank-1 elementary
closure with respect to those cuts. Cuts obtained by applying the separation procedure to the rank-1 elementary closure
are called rank-2 cuts and form the 2-closure. Accordingly, rank-k cuts are deﬁned to be those cuts which are obtained
from the k − 1-closure (and which are not valid for the (k − 1) closure).
In this paper, we will be particularly interested in comparing the relative strength of various relaxations using rank-1
cuts (computational results concerning higher rank procedures will also be given). Some of the issues we try to address
computationally are:
• Are there better strategies for exploiting rank-1 lift-and-project cuts apart from generating the deepest one for each
simple disjunction?
• What is the strength of the rank-1 closure of lift-and-project cuts, as compared with mixed integer Gomory cuts,
with MIR cuts and lift-and-project cuts of possibly higher rank?
The paper is organized as follows. In Section 2, various basic techniques for cutting-plane generation are recalled
including mixed integer Gomory cuts (Section 2.2), mixed integer rounding cuts (Section 2.3), lift-and-project cuts
(Section 2.5). In Section 2.5, we introduce PL&P, the polyhedron corresponding to the so-called rank-1 lift-and-project
closure and we show how it can be used to generate cuts. The degree 1 RLT relaxation [35,36] and its corresponding
polyhedron P 1RLT are recalled in Section 2.6 and links between PL&P and P 1RLT are investigated. Comparative compu-
tational results are presented in Section 3 on test problems including multidimensional Knapsack problems from the
OR-Library [18,10] and mixed integer problems from the MIPLIB3.0 library [14,13]. The main conclusions which
can be drawn from the experiments is that working with the elementary closure of lift-and-project cuts turns out to be
computationally promising as compared with standard cut separation strategies.
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2. Presentation of the various tested techniques
2.1. Problem statement
In this paper, we consider the general mixed 0–1 problem which may be stated as:
(P )
⎧⎪⎪⎪⎨⎪⎪⎪⎩
Max cTx
s.t.
Fxf,
xj ∈ {0, 1} ∀j ∈ J,
xj ∈ R+ ∀j ∈ J = N\J,
where N = {1, . . . , n}, F ∈ Rm×n, c ∈ Rn, x ∈ Rn, f ∈ Rm or equivalently{
Max cTx
x ∈ X.
with X the convex polyhedron given by
conv({x ∈ Rn+ : Fxf, xj ∈ {0, 1} ∀j ∈ J }).
For convenience and to make notation simpler throughout the paper, we will assume that X is non-empty and bounded.
All the techniques presented here easily extend to the case of unbounded X provided that (P ) has a ﬁnite optimum
value. This assumption is satisﬁed in many applications, in particular it holds for the test problems studied in our
computational experiments reported in Section 3.
The so-called linear relaxation of problem (P ) is:
(P )
⎧⎪⎪⎪⎨⎪⎪⎪⎩
Max cTx
s.t.
Fxf,
xj ∈ [0, 1] ∀j ∈ J,
xj ∈ R+ ∀j ∈ J .
A natural idea, when faced with a problem such as (P ) is to solve the linear relaxation (P ) as an ordinary linear
program. Let x∗ denote an optimal solution to (P ). Clearly if x∗J ∈ {0, 1}J , x∗ ∈ X and thus x∗ is an optimal solution
to (P ) and we are done. In most cases this situation will not occur and x∗ /∈X.
A classical approach is then to look for one or several cutting plane(s) or valid inequality (inequalities) which, when
added to (P ) will cut-off x∗ (without eliminating any solution to (P )) thus enabling one to build a new linear relaxation
stronger than (P ) for (P ).
To be more speciﬁc, an inequality of the form: Tx is said to be valid for X iff it is satisﬁed by any x ∈ X. Thus
given X and x∗ /∈X, we are interested in solving the so-called separation problem: ﬁnd a valid inequality for X cutting
off x∗, i.e. ﬁnd  ∈ Rn,  ∈ R such that
Tx ∀x ∈ X
and
Tx∗ > .
2.2. Mixed integer Gomory cuts
MIG cuts have been developed during the 60s by Gomory [24,25] but have not been used until somewhat recently for
the practical resolution of mixed integer programs. The ﬁrst successful use of MIG cuts in a branch-and-cut framework
dates from the work of Balas et al. [6] and since then they have been widely used.
Let x∗ be a basic solution of (P ), MIG cuts allows one to generate a cut for each integer constrained variable with
fractional value in x∗.
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Let xi be such a variable. Now, consider the simplex tableau corresponding to x∗. Denote xn+1, . . . , xn+m the slack
variables of the problem, B the set of non-basic variables, and F the sub-matrix of the tableau corresponding to the
non-basic variables. The row of the tableau corresponding to the variable xi reads:
xi +
∑
k∈N
F ikxk = x∗i .
The MIG cut corresponding to this row is then
∑
k∈B∩J :fkf0
fkxk + f01 − f0
∑
k∈B∩J :fk>f0
(1 − fk)xk +
∑
k∈B\J :F ik0
F ikxk −
f0
1 − f0
∑
k∈B\J :F ik<0
F ikxkf0
(where fk=F ik−F ik and f0=x∗i −x∗i .We recall that J denotes the subset of variableswith integrality constraints.)
For the computational experiments, we used a slightly modiﬁed version of the cut generator of the COIN/Cgl
library [19].
2.3. Mixed integer rounding cuts
These inequalities have been proposed by Nemhauser and Wolsey [33] as a systematic way of deriving new cuts
from known valid inequalities for mixed integer solution sets of the form:
T = {(x, y) ∈ Zn+ × Rp+ : Ax + Byb},
where A ∈ Rm×n, B ∈ Rm×p, b ∈ Rm.
To be more speciﬁc, given two valid inequalities for T :
1x + 1y10,
2x + 2y20,
an example of a MIR cut derived from the above reads:
n∑
j=1
2j − 1j xj +
1
1 − f0
⎛⎝ n∑
j=1
1j xj +
p∑
j=1
Min{1j , 2j }yj − 10
⎞⎠ 20 − 10,
where f0 = 20 − 10 − 20 − 10.
Heuristic separation procedures for some classes of MIR cuts have been described in Marchand and Wolsey [31]
and are available in the COIN/Cgl [19] software library which we used to separate those cuts in our computational
experiments (see Section 3).
2.4. Disjunctive programming and the lift-and-project procedure
An optimization problem is said to be a disjunctive program if its solution set consists of a ﬁnite union of polyhedra.
For a mixed integer problem such as (P ), there are many possible ways to build relaxations in the form of disjunctive
programs. These relaxations can then be used to generate valid inequalities often referred to as disjunctive cuts. The
most common way of generating disjunctive cuts consists in separating with respect to simple disjunctions expressing
integrality of each binary variable of the problem, in turn. This approach has been extensively investigated by Balas
[3,2] and, more recently by Balas et al. [4,5] under the name of lift-and-project.
Consider problem (P ) and assume that we want to express integrality of a particular binary variable xi (i ∈ J ).
Relaxing the integrality conditions xj ∈ {0, 1} on the other binary variables in J\{i}, we get the following disjunctive
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relaxation to (P ) with respect to variable xi :
(DR[i])
⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩
Max cTx
s.t.
Fxf,
(xi = 0) ∨ (xi = 1),
xj ∈ [0, 1] ∀j ∈ J\{i},
xj ∈ R+ ∀j ∈ J .
This can be reformulated as:
(DR[i])
⎧⎪⎪⎪⎨⎪⎪⎪⎩
Max cTx
s.t.
F ′xf ′,
(xi = 0) ∨ (xi = 1),
x ∈ Rn+,
where the matrix F ′ and the right-hand side f ′ have been augmented to take into account the upper bound constraints
xj 1 for j ∈ J\{i}.
We recall the well-known fact that the convex hull of the solution set of the above disjunctive program can be easily
expressed in polyhedral form by considering two additional vectors(
y
y0
)
∈ Rn+1,
(
z
z0
)
∈ Rn+1
(where y ∈ Rn, y0 ∈ R, z ∈ Rn, z0 ∈ R) as follows:
(I )
⎧⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎩
x − y − z = 0 (I.a)
y0 + z0 = 1 (I.b)
F ′y − f ′y00 (I.c)
yi − y0 = 0 (I.d)
F ′z − f ′z00 (I.e)
zi = 0 (I.f)
y0, z0, y00, z00.
We denote SD[i] the convex hull of the solution set of DR[i], i.e. the set of x satisfying (I ). It is the relaxation of X
obtained by considering the simple disjunction associated with variable xi .
System (I ) has 3n + 2 variables (x, y and z are n-component vectors and there are two additional variables y0 and
z0) and (n + 2m′ + 3) constraints where m′ denotes the number of rows of the F ′ matrix.
Now if we want to generate a valid inequality cutting off a given point x∗ outside the polyhedron deﬁned by (I ), the
resulting separation problem can be formulated as a linear program as follows. Consider the dual variables
u0 associated with (I.c),
u0≷0 associated with (I.d),
v0 associated with (I.e),
v0≷0 associated with (I.f).
The separation problem corresponding to the lift-and-project procedure with respect to the simple disjunction on
variable xi reads:
(SEP − L&P[i])
⎧⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎩
max Tx∗ − 
s.t.
uTF ′ − eiu0,
vTF ′ + eiv0,
 = uTf ′ − u0,
 = vTf ′,
u0, v0, u0≷0, v0≷0.
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Provided that x∗ does not belong to SD[i], the separation problem (SEP − L&P[i]) is unbounded. For that reason,
a normalization condition either on  or on the dual multipliers u and v is usually added to (SEP − L&P[i]). Several
normalization conditions have been studied in the literature [4,8,15]. In this paper, we use a normalization condition
of the type T(x∗ − x) = 1, where x is a feasible point for SD[i]. This condition was originally introduced by Balas
and Perregaard in [8] and has the property that if x∗ /∈DR[i] the optimal solution of (SEP − L&P[i]) is a cutting facet
of SD[i]. In our experiments we choose the point x to be an integer feasible point:
• for MIPLIB problems x is obtained by applying the standard heuristic of CPLEX9.0 to problem (P ) with maxi-
mization replaced by minimization,
• for MKP instances we take x = 0.
For further discussions on normalization conditions please refer to the above mentioned references.
A classical technique when using lift-and-project is to use the procedure of Balas and Jeroslow [7] to strengthen
the cut obtained through the resolution of (SEP_L&P[i]). If we denote 1 = uTF ′ − eiu0 and 2 = vTF ′ + eiv0.
Then for ﬁxed multipliers (u, u0, v, v0) the optimal solution to (SEP_L&P[i]) is clearly given by j =min(1j , 2j ) for
j = 1, . . . , n and  = uTf ′ − u0 = vTf ′. The strengthening procedure consists in replacing, for every j ∈ J\{i}, j
with ˆj given by
ˆj = max(1j − u0
⌈
mj
⌉
, 2j + v0mj ),
where
mj =
{
uTF ′j − vTF ′j
u0 + v0 ∀ j ∈ J\{i},
0 otherwise.
As shown in [5], this strengthening procedure consists in changing the disjunction considered while keeping unchanged
the optimal multipliers (u, u0, v, v0) of SEP_L&P[i] to produce a new and stronger inequality. More precisely, the
disjunction (xi0)∨ (xi1) is replaced by a disjunction of the form (xi +mTx0)∨ (xi +mTx1) (where m is an
integer valued vector withmj =0, j /∈ J ). Among those more general disjunctionsm is chosen to produce a dominating
cut (in the sense that the coefﬁcient on each variable is maximized).
In the computational results presented in Section 3 below, lift-and-project cuts are obtained by separating them by
rounds as originally presented by Balas et al. [4]. In a round the separation problem (SEP_L&P[i]) is solved in the full
space for each i ∈ J such that x∗i /∈ {0, 1}, in turn. The inequalities obtained are then strengthened and added to the
formulation of the problem in order to improve the current LP relaxation of the problem.
If more than one round is performed, the inequalities found at a given round are added both to the formulation and
to the separation problem (SEP_L&P[i]) thus possibly enabling the generation of higher rank lift-and-project cuts in
the following rounds. This procedure can be repeated as long as the continuous optimal solution is not integer valued
(as is well known, termination will occur in a ﬁnite number of rounds). In practice because of computation time limits,
only a few rounds are performed (see Section 3).
2.5. Cut generation using the rank-1 lift-and-project closure
Each of the polyhedra SD[i] forms a relaxation of X and the disjunctive cuts produced by the above-described
lift-and-project approach are deduced by separating with respect to one such polyhedron at a time.
However, we observe that the intersection of all the polyhedra⋂
i∈J
SD[i]
is also a relaxation of X which is likely to be tighter. Hence, one may expect to improve over lift-and-project cuts
by carrying out separation with respect to the above intersection. We note here that the polyhedron
⋂
i∈J SD[i] is
nothing else but the elementary closure of the lift-and-project cuts (denoted PL&P) in the terminology of Cornuéjols
and Li [20].
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A linear description of the polyhedron
⋂
i∈J SD[i] is obtained by considering one linear system of type (I ) for
each binary variable xi (i ∈ J ), the various linear systems being coupled through the variables x.
The global linear system obtained thus takes the form
(II) Gx + H
(
y
z
)
h,
where (assuming that the variables in J are numbered p + 1, p + 2, . . . , n) G is composed of |J | = n − p + 1 blocks
Gi of size (n + 2m′ + 3) × n:
G =
⎡⎢⎢⎣
Gp+1
Gp+2
...
Gn
⎤⎥⎥⎦
and H is block-diagonal of the form
H =
⎡⎢⎢⎣
Hp+1
Hp+2 0
. . .
0 Hn
⎤⎥⎥⎦ ,
where each block Hi has size (n + 2m′ + 3) × (2n + 2). Finally, h is a right-hand side of the form
h =
⎛⎜⎜⎝
hp+1
hp+2
...
hn
⎞⎟⎟⎠
where each vector hi has dimension n + 2m′ + 3.
With this notation, system (II) can be rewritten as
(II)
⎧⎪⎨⎪⎩Gix + Hi
⎛⎜⎝
yi
yi0
zi
zi0
⎞⎟⎠ hi ∀i ∈ J,
the block
Gix + Hi
⎛⎜⎝
yi
yi0
zi
zi0
⎞⎟⎠ hi
representing the polyhedron SD[i] arising from the simple disjunction on the variable xi described by system (I ).
It is seen that (II) has exactly the block structure requested for applying Benders decomposition [11].
Therefore, in our computational experiments, a Benders decomposition-based procedure has been implemented to
solve the relaxed problem
(III)
⎧⎪⎪⎪⎨⎪⎪⎪⎩
Max cTx
s.t.
Gx + H
(
y
z
)
h,
x0, y0, z0.
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At each step of the procedure, a current master problem (a continuous LP) is solved, leading to an optimal solution x̂.
For each i ∈ J , the problem⎧⎪⎨⎪⎩
Min (i )T(hi − Gix̂)
s.t.
(i )THi0,
i0
is solved to ﬁnd if there is an extreme ray of the cone {i : (i )THi0 i0} such that
(i )T(hi − Gix̂)< 0.
Each time such an extreme ray is found, an additional constraint of the form
(i )TGix(i )Thi
(which is violated by the current x̂) is added to the current Benders master problem which is solved again to update x̂.
Upon termination of the Benders iterations, only those inequalities in the Benders master problem which are binding
are added to the original formulation of the problem. It is worth noting that such a way to exploit the rank-1 lift-and-
project closures features a twofold interest:
(1) after adding the binding inequalities from the Benders master problem, the value of the relaxation is exactly the
one corresponding to optimizing over the rank-1 lift-and-project closure, therefore, yielding the best strengthening
achievable with rank-1 cuts;
(2) this is obtained with a limited number of cuts since (assuming non-degeneracy) the number of binding constraints
in the master problem at an optimum (continuous) solution cannot be greater than n (the number of variables of
the original problem). The computational results presented in Section 3 will fully conﬁrm this nice feature of the
approach, namely its ability to produce signiﬁcant strengthening with only limited number of cuts added.
In the computational experiments in Section 3 we will refer to this technique as optimization over PL&P. The behavior
of the above-described solution process will be described by two important parameters: the total number of inequalities
generated in the process; the number of active constraints in the master problem upon termination of the Benders
procedure applied to (III).
We observe that the main difference between Iterated lift-and-project and Optimization over PL&P is that, in the
former case the cuts are generated by considering only the criterion of depth individually for each disjunction, while,
in the latter case all disjunctions are considered simultaneously; the criterion of best strengthening is optimized.
As in the classical lift-and-project approaches, it is natural to consider the use of the strengthening procedure of
Balas and Jeroslow (cf. Section 2.4) to further improve the method. This leads to consider the optimization over the
elementary closure of lift-and-project + strengthening (PL&P+S) or equivalently the elementary closure of mixed integer
Gomory cuts from basic solutions in the terminology of Cornuéjols and Li [20]. However, it is not known whether one
can optimize linear functions over this polyhedron in polynomial time. Therefore, in our computational experiments
this is done only approximately by applying the strengthening procedure to every cut obtained during the process. We
will refer to it as optimization over PL&P with strengthening.
We note that this way of carrying out approximate optimization over PL&P+S induces negligible extra computational
cost as compared with the exact optimization over PL&P and can only produce better cuts. Nevertheless, in our com-
putational experiments we have included both methods (with and without strengthening) because we found interesting
to have an experimental evaluation of the extra improvement due to strengthening the cuts derived from the rank-1
lift-and-project closure.
2.6. The reformulation–linearization technique
Sherali and Adams [35,36] have proposed and extensively investigated the so-called reformulation–linearization
technique (RLT), a whole hierarchy of relaxations for pure or mixed 0–1 integer problems. We show here that, in the
special case of the degree-1 RLT relaxation, a linear description of the corresponding polyhedron, denoted P 1RLT, can
easily be deduced from the description of the polyhedron
⋂
i∈J SD[i] ≡ PL&P introduced in Section 2.5.
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To obtain the degree-1 relaxation in the Sherali–Adams hierarchy we start by multiplying by xi and (1 − xi) every
linear inequality (including bound constraints) in the formulation (P ). This is done for every i ∈ J , and as a result we
obtain the following (nonlinear system)⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩
xi(Fx − f )0 ∀ i ∈ J,
(1 − xi)(Fx − f )0 ∀ i ∈ J,
0xixj xi ∀ i ∈ J ∀j ∈ J\{i},
0(1 − xi)xj 1 − xi ∀ i ∈ J ∀j ∈ J\{i},
0xixj ∀ i ∈ J ∀j ∈ N\J,
0(1 − xi)xj ∀ i ∈ J ∀j ∈ N\J,
which may be rewritten as⎧⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎩
(F i − f )xi + ∑
j∈N\{i}
Fjxixj 0 ∀ i ∈ J,
(F i − f )(1 − xi) + ∑
j∈N\{i}
Fj (1 − xi)xj 0 ∀ i ∈ J,
0xixj xi ∀ i ∈ J, ∀j ∈ J\{i},
0xj − xixj 1 − xi ∀ i ∈ J, ∀j ∈ J\{i},
0xixj xj ∀ i ∈ J, ∀j ∈ N\J
(where F i denotes the column of F corresponding to variable xi).
The next step is to linearize by using the variable yij as a replacement for the product xixj (i < j ), leading to:
(IV)
⎧⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎩
(F i − f )xi + ∑
j∈J :j>i
F jyij +
∑
j∈J :j<i
F jyji0 ∀ i ∈ J,
−f (1 − xi) + ∑
j∈J :j>i
F j (xj − yij) +
∑
j∈J :j<i
F j (xj − yji)0 ∀ i ∈ J,
0yijxi ∀ i ∈ J, ∀j ∈ J, i < j,
0xj − yij1 − xi ∀ i ∈ J, ∀j ∈ J, i < j,
0yijxj ∀ i ∈ J, ∀j ∈ N\J.
The polyhedron P 1RLT corresponding to the degree-1 reformulation–linearization is then deﬁned as the projection, on
the subspace of x variables, of the solution set of the above system.
The following result shows how P 1RLT can be deduced from a linear description of PL&P. The statement makes
explicit reference to the vectors yi and yj used in Section 2.5 to deﬁne the linear description of the polyhedra SD[i]
and SD[j ]. yij denotes the j th component of yi .
Proposition 1.
P 1RLT ≡ PL&P ∩ {(x, y) : yij = yji ∀i ∈ J, ∀j ∈ J }.
Proof. Using the results of Section 2.5, the linear description of PL&P leads to the system⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
Fyi − f ′yi00 ∀ i ∈ J,
yij − yi00 ∀ i ∈ J, j ∈ J,
Fzi − f ′zi00 ∀ i ∈ J,
zij − zi00 ∀ i ∈ J, j ∈ J,
yi0 + zi0 = 1 ∀ i ∈ J,
yii − yi0 = 0 ∀ i ∈ J,
zii = 0 ∀ i ∈ J,
x − yi − zi = 0 ∀ i ∈ J,
yi0, zi0, yi00, zi00.
By using the equality constraints in this system
• zii is equal to 0 and can be suppressed,
• yii and yi0 are both equal to xi and can be replaced,
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• zij can be replaced with xj − yij ,
• zi0 can be replaced with 1 − xi .
As a result we obtain the following system:
(V)
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
(F i − f )xi + ∑
j∈N\{i}
Fjyij 0,
−f (1 − xi) + ∑
j∈N\{i}
Fj (xj − yij )0,
0yij xi ∀ i ∈ J, ∀j ∈ J\{i},
0xj − yij 1 − xi ∀ i ∈ J, ∀j ∈ J\{i},
yij 0 ∀ i ∈ J, ∀j ∈ N\J,
xj − yij 0 ∀ i ∈ J, ∀j ∈ N\J,
which is similar to (IV) except for the variables yij which are represented either by yij or yji in (V ) depending on the
constraint. Therefore, if we impose that yij = yji both systems are equivalent. 
In view of the above result, PL&P (without strengthening) is a relaxation of P 1RLT. Due to the coupling constraints
(yij = yji ) P 1RLT does not have a decomposable structure and is much more expensive to compute. For some problems
it is known that both relaxations are equivalent (for example for the stable set see [4], for linearizations of 0–1
quadratic programs see [15]), but to the best of our knowledge, there exists no computational comparison of those two
relaxations for MIP’s without special structures, For this reason, we have included computational results showing how
P 1RLT compares with the other relaxations.
3. Computational results
3.1. Presentation of the test problems
The various approaches described in Section 2 have been implemented and tested on two series of test problems.
The ﬁrst one is a set of difﬁcult multidimensional 0–1 knapsack problems (MKP) proposed by Chu and Beasley [18]
available in the OR-Library [10]. For our computational experiments we have considered 30 instances of the series
#7 featuring 100 variables and 30 constraints. These instances correspond to various values of the so-called tightness
parameter deﬁned, for each constraint of the form
n∑
j=1
aij xj bi as  = bi∑n
j=1 aij
.
The tightness parameter is indeed known to inﬂuence the practical difﬁculty of the instance. Instances 7.00–7.09
correspond to  = 0.25; 7.10–7.19 correspond to  = 0.5; instances 7.20–7.29 correspond to  = 0.75.
The second one is subset of problems from the MIPLIB3.0 library [14,13]. We present computational results on the
problems from this library which have less than 1000 variables with no general integer variables (the instance referred
to as enigma which has no integrality gap has not been included).
3.2. Presentation and discussion of the computational results
All the experiments have been carried out using a PC with a 2.8GHz CPU, 1GB of RAM and using the linear solver
CPLEX9.0.
We have divided the computational experiments into two parts. The ﬁrst one summarized in Tables 1–4 consists of
computational experiments using only rank-1 cuts from different families and degree 1 RLT relaxation. The second
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Table 3
Complete branch-and-bound resolution with rank 1 inequalities on MKP instances
Problem No cuts (A) MIR cuts (C) Lift-and-project + (E) Optimization over
name strengthening PL&P with strengthening
Solution # Nodes Solution # Nodes Solution # Nodes Solution # Nodes
time time time time
mkp7.00 104.62 5.17E+05 156.02 4.45E+05 140.45 4.68E+05 132.5 4.44E+05
mkp7.01 564.83 1.56E+06 480.1 2.15E+06 641.44 2.12E+06 607.78 1.96E+06
mkp7.02 298.14 1.07E+06 319.07 1.28E+06 331.67 1.14E+06 306.81 1.14E+06
mkp7.03 356.47 1.87E+06 628.71 1.47E+06 545.89 1.76E+06 501.32 1.57E+06
mkp7.04 1412.19 5.33E+06 1896.05 4.94E+06 1771.15 5.13E+06 1847.86 5.45E+06
mkp7.05 1988.76 6.28E+06 2144.84 6.82E+06 2525.82 7.16E+06 2221.61 6.50E+06
mkp7.06 1675.6 5.97E+06 2084 5.96E+06 1701.36 5.14E+06 1952.24 6.04E+06
mkp7.07 1214.63 3.83E+06 1293.14 4.35E+06 1502.09 4.30E+06 1589.7 4.72E+06
mkp7.08 4164.96 1.43E+07 5252.36 1.53E+07 5609.34 1.52E+07 4680.75 1.42E+07
mkp7.09 170.44 5.74E+05 168.21 6.88E+05 207.52 7.00E+05 195.9 6.65E+05
mkp7.10 1941.71 4.30E+06 1383.57 6.71E+06 1536.93 4.88E+06 1915.06 5.80E+06
mkp7.11 2339.91 7.64E+06 2631.16 7.76E+06 2655.77 8.12E+06 2864.9 8.90E+06
mkp7.12 2685.52 1.00E+07 3278.61 9.75E+06 4305.36 1.22E+07 3425.14 9.87E+06
mkp7.13 242.53 1.07E+06 322.48 1.01E+06 321.53 1.10E+06 297.67 1.01E+06
mkp7.14 1072.39 4.19E+06 1342.63 3.93E+06 1409.25 4.41E+06 1298.1 4.15E+06
mkp7.15 601.5 2.39E+06 706.86 2.50E+06 630.22 2.18E+06 779.9 2.66E+06
mkp7.16 725.17 3.19E+06 963.92 2.87E+06 1013.12 3.39E+06 865.1 3.05E+06
mkp7.17 492.71 2.08E+06 624.54 2.03E+06 597.54 2.08E+06 549.93 1.92E+06
mkp7.18 23.24 1.01E+05 26.86 1.05E+05 23.87 9.36E+04 28.5 1.07E+05
mkp7.19 279.16 1.32E+06 388.08 1.19E+06 348.11 1.24E+06 386.48 1.40E+06
mkp7.20 64.35 2.95E+05 79.8 2.98E+05 74.28 3.02E+05 71.51 2.90E+05
mkp7.21 181.74 8.86E+05 235.89 8.44E+05 234.52 9.41E+05 209.8 8.65E+05
mkp7.22 316.09 1.28E+06 359.76 1.45E+06 335.9 1.33E+06 350.9 1.34E+06
mkp7.23 27.66 1.42E+05 35.35 1.33E+05 32.44 1.34E+05 29.12 1.23E+05
mkp7.24 32.39 1.59E+05 44.16 1.51E+05 41.21 1.65E+05 43.8 1.79E+05
mkp7.25 50.87 2.57E+05 68.99 2.42E+05 84 3.29E+05 57.61 2.38E+05
mkp7.26 121.17 4.53E+05 121.29 5.68E+05 145.5 5.56E+05 144.33 5.58E+05
mkp7.27 62.22 3.04E+05 81.98 2.89E+05 72.07 2.67E+05 71.54 2.88E+05
mkp7.28 237.58 8.83E+05 253.72 1.01E+06 249.04 8.81E+05 218.09 8.20E+05
mkp7.29 269.42 1.16E+06 306.79 1.27E+06 296.47 1.17E+06 338.56 1.30E+06
Average 790.59 2.78E+06 922.63 2.92E+06 979.46 2.96E+06 932.75 2.92E+06
part presents experiments comparing rank-1 lift-and-project cuts derived from the optimization over the elementary
closure to cuts of possibly higher rank obtained by iterating various cutting-plane algorithms.
3.2.1. Comparison of rank-1 cuts
Tables 1 and 2 display computational results for MKP’s and MIPLIB instances, respectively. The various methods
tested are
(A) Mixed integer Gomory cuts: one round of MIG cut is performed (a cut is generated for each integer fractional
variable).
(B) Mixed integer rounding cuts:
(C) lift-and-project cuts: one round of lift-and-project is performed (a cut is generated for each integer fractional
variable).
(D) Optimization overPL&P: exact optimization is carried out using the decomposition procedure described in Section
2.5 and the cuts generated correspond to the constraints in the Benders master problem which are binding at the
optimum.
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Table 4
Complete branch-and-bound resolution with rank 1 inequalities on MIPLIB instances
Problem No cuts (A) MIG cuts (B) MIR cuts (C) Lift-and-project + (E) Optimization over
name strengthening PL&P with strengthening
Solution # Nodes Solution # Nodes Solution # Nodes Solution # Nodes Solution # Nodes
time time time time time
bm23 0.01 1.14E+02 0.03 1.35E+02 0.02 1.69E+02 0.02 1.69E+02 0.04 1.92E+02
dcmulti 2.04829 1.02E+03 0.41 1.19E+02 0.61 6.69E+02 0.66 5.60E+02 0.51 1.00E+01
egout 0.23 1.34E+03 0.25 1.02E+03 0.09 3.44E+02 0.27 1.02E+03 0.03 1.20E+01
ﬁxnet6 12697.21171 1.83E+07 65195.9 4.74E+07 9.4 7.13E+03 69048.6 6.63E+07 6.11 6.17E+02
lseu 2.8 1.23E+04 2.01 1.61E+04 0.21 1.69E+03 1.04 9.35E+03 0.98 8.15E+03
mas74 2489.77 6.04E+06 2272.45 6.74E+06 2489.77 6.04E+06 2479.84 6.04E+06 2498.82 6.04E+06
mas76 86.12 5.07E+05 84.32 4.44E+05 86.12 5.07E+05 86.22 5.07E+05 86.77 5.07E+05
misc01 0.2 5.74E+02 0.23 6.80E+02 0.19 5.74E+02 0.24 5.23E+02 0.46 4.81E+02
misc02 0 2.70E+01 0.03 2.20E+01 0.01 2.70E+01 0.03 1.50E+01 0.08 2.60E+01
misc03 0.5 9.96E+02 0.6 6.46E+02 0.54 9.96E+02 0.62 6.07E+02 2.35 7.63E+02
misc06 0.3 5.50E+01 0.1 7.00E+00 0.24 5.50E+01 0.17 1.70E+01 0.1 1.00E+00
misc07 73.9 7.88E+04 100 7.19E+04 84.13 7.88E+04 94.22 7.11E+04 249.31 4.91E+04
mod008 0.6 4.42E+03 0.89 4.33E+03 0.39 2.35E+03 0.61 3.34E+03 0.66 3.80E+03
modglob 4289.7 5.72E+06 725.37 1.32E+06 6018.71 7.02E+06 2667.57 4.20E+06 144.02 6.47E+04
p0033 0.1 1.60E+02 0.02 2.04E+02 0.02 1.87E+02 0.01 1.53E+02 0.02 2.08E+02
p0040 0 2.50E+01 0 0.00E+00 0 0.00E+00 0.01 2.00E+00 0 0.00E+00
p0201 0.4 5.36E+02 0.68 4.29E+02 0.32 2.13E+02 0.95 4.67E+02 1.16 2.04E+02
p0282 0.1 1.12E+02 0.09 1.09E+02 0.11 1.58E+02 0.1 1.21E+02 0.13 1.04E+02
p0548 3.52 9.47E+03 0.81 1.44E+03 3.98 9.80E+03 1.13 2.30E+03 0.55 5.20E+02
pipex 0.1 1.51E+03 0.1 8.88E+02 0.1 1.14E+03 0.04 3.55E+02 0.09 7.37E+02
pk1 119.9 4.46E+05 118.73 3.36E+05 128.16 4.46E+05 131.34 3.77E+05 116.66 3.92E+05
pp08a 5382.6 3.42E+07 3255.08 1.11E+07 1833.62 5.39E+06 2213.35 6.92E+06 7.48 1.02E+04
pp08aCUTS 1236.4 3.58E+06 131.6 2.51E+05 1049.16 3.16E+06 268.4 5.15E+05 2.57 1.88E+03
qiu 107.9 1.00E+04 99.52 1.00E+04 101.08 1.00E+04 358.89 2.94E+04 409.88 1.02E+04
rgn 0.4 2.51E+03 0.43 2.43E+03 0.38 2.00E+03 0.32 2.34E+03 0.65 3.25E+03
sample2 0 1.77E+02 0.05 1.42E+02 0.04 2.29E+02 0.05 1.64E+02 0.03 7.60E+01
sentoy 0.1 1.04E+02 0.03 8.60E+01 0.01 1.04E+02 0.03 1.43E+02 0.06 2.11E+02
set1ch 5594.3 1.18E+07 8138.34 1.04E+07 7504.32 1.05E+07 7101.25 1.12E+07 8566.04 1.03E+07
stein27 2.6 3.76E+03 0.56 3.78E+03 0.48 3.76E+03 0.62 3.92E+03 0.7 3.11E+03
stein45 16.1 5.80E+04 24.48 7.14E+04 16.15 5.80E+04 17.92 5.58E+04 20.67 6.37E+04
vpm1 25.6 1.12E+05 56.06 2.04E+05 6.43 2.33E+04 14.73 5.61E+04 2.6 6.49E+03
vpm2 149.6 4.74E+05 123.17 3.21E+05 38.95 8.95E+04 66.82 1.77E+05 15.42 2.78E+04
Average 1008.84 2.54E+06 2510.38 2.46E+06 605.42 1.04E+06 2642.37 3.01E+06 408.16 5.46E+05
(E) Optimization over PL&P with strengthening: the valid inequalities produced via optimization over PL&P are
strengthened as explained in Section 2.5.
(F) Optimization over P 1RLT: optimization is performed using the barrier algorithm of CPLEX9.0 without crossover
(the barrier algorithm was preferred over the simplex algorithm because computing times for P 1RLT reformulation
were shorter by several orders of magnitude than with the latter method).
For each of the methods (A)–(E) the following information is displayed:
• # inequalities: the number of cuts generated,
• time: computation time (in seconds) for generating the inequalities,
• gap closed: expressed in percents, represents the part of the gap between the linear relaxation value and integer
optimal solution value which is ﬁlled after adding the generated cuts.
For (F) we only provide the solution time and the percentage of the gap closed.
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For each of the cutting plane methods ((A)–(E)) a cut is added only if the ratio between the largest and smallest
coefﬁcient is not larger than 109 (this condition only impact results on mas74 and mas76).
For the methods (D) and (E) a time limit of three minutes is given (this time limit is attained for only two MIPLIB
problems danoint and qiu).
For (F) a time limit of one hour is given, also the biggest MIPLIB problems cannot be solved due to memory
limitations. Failure due to either time limitation or memory limitation is indicated by ‘****’ in the table.
The main comments and observations which can be drawn from the computational results presented in Tables 1 and
2 are the following:
In terms of percentage of the gap closed, the cuts derived from the rank-1 lift-and-project closure (methods (D) and
(E)) provide better results on all instances as compared with rank-1 MIG cuts, MIR cuts and lift-and-project cuts with
strengthening. This is achieved by generating a comparable number of inequalities but at the expense of signiﬁcantly
higher computational cost.
For the MKP instances (Table 1) strengthening the cuts derived from rank-1 lift-and-project closure only marginally
improves the gap closed (0.5% on average) as compared with results in column (D). For the MIPLIB instances (Table
2) the gap closed due to strengthening is much more signiﬁcant (9% on average).
PL&P being a relaxation of P 1RLT, it is also of special interest to compare the results obtained by optimizing on
these two polyhedra (methods (D) and (F)). For the MKP instances the difference between the two relaxations is about
3% on average and for the MIPLIB instances (those for which the P 1RLT relaxation could be solved) the ﬁgures are
in most cases quite close (2% on average), except for misc01, misc02 and misc03 featuring an improvement of 50%
(P 1RLT closes the gap for misc02 and misc03). However, not surprisingly, those improvements are obtained at a huge
computational cost: for MKP’s with 100 variable and 30 constraints P 1RLT requires about 10 times the time taken to
compute the optimal solution to the PL&P relaxation and for those MIPLIB problems which could be solved P 1RLT is
about 13 times longer to compute. Also note that on a signiﬁcant proportion of instances, P 1RLT appears to yield weaker
relaxations than PL&P with strengthening.
Tables 3 and 4 present comparative results of complete resolution using the original formulation of the problem and
the strengthened formulations obtained using the various cutting plane methods used in the previous tables. In these
experiments we have used the branch-and-bound procedure of CPLEX9.0 with all cutting plane procedures disabled.
The experiments have been carried out on the same test set at the exception of danoint, markshare1 and markshare2
which could not be solved by either of the methods within two hours of CPU time. For each of the formulation the
information reported is:
• solution time: The total solution time not including the cutting plane generation time,
• # nodes: The number of branch-and-bound nodes to solve the problem.
For the MKP instances (Table 3) it is observed that the computation times and size of trees are comparable, and none of
the cutting plane methods seems to give an advantage over not using cuts. On those problems (which have a fully dense
constraint matrix), it seems that none of the cuts generated are strong enough to signiﬁcantly reduce the size of the
branch-and-bound tree (note that this is also the case with CPLEX built-in cutting plane methods for those problems).
For the MIPLIB instances the superiority of ((E)) can be observed. Based on average ﬁgures, computing times
are slightly less than with MIR cuts (B) and signiﬁcantly less as compared with MIG cuts and lift-and-project +
strengthening; in terms of size of the branch-and-bound tree, the average number of nodes is improved by a factor of 2
as compared with (B) and by a factor of at least 5 as compared with (A) and (C). We note, however, that a few instances
(misc07, qiu) somewhat deviate from this average behavior.
3.2.2. Comparison between PL&P and various iterated methods
The second series of experiments displayed in Tables 5 and 6 aims at comparing the optimization over PL&P with
strengthening (which gives the best gap reduction but with signiﬁcantly larger computing times than with MIG, MIR
and L&P cuts), with iterated methods producing inequalities of rank possibly larger than 1.
We describe below the various cutting plane methods tested and specify for each of them the stopping criterion used.
The computing times reported here may seem excessive and the stopping criterion may seem far too permissive. But
the purpose of these experiments is to determine how much gap reduction can be obtained from each algorithm and to
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what extent they are able to derive cuts which are stronger than the rank-1 L&P cuts obtained through the optimization
over PL&P.
(G) Iterated mixed integer Gomory cuts: rounds of mixed integer Gomory cuts are performed until at least one of the
two following conditions is satisﬁed:
(a) a time limit of 600 s has been reached,
(b) The relative improvement of the gap over the last 10 rounds was less than 10−6.
(H) Iterated mixed integer rounding cuts: rounds of mixed integer rounding cuts are performed until at least one of
the three following conditions is satisﬁed:
(a) a time limit of 600 s has been reached,
(b) the relative improvement of the gap over the last 10 rounds was less than 10−6,
(c) no cut could be generated by the separation heuristic in the last round.
(I) Iterated lift-and-project: rounds of lift-and-project cuts are performed until
(a) a time comparable to the time necessary to compute the optimum over PL&P+S has been spent.
(J) Optimization over PL&P with strengthening: information already shown in Tables 1 and 2 is reproduced here for
the purpose of comparison.
For each of the methods (G)–(I) the information reported is:
• # rounds: the number of rounds of cut generation performed,
• # inequalities: the number of cuts generated,
• time: computation time (in seconds) for generating the inequalities,
• gap closed: expressed in percents, represents the part of the gap between LP relaxation value and integer optimal
solution value which is ﬁlled after adding the generated inequalities.
For all three cutting plane algorithms (G) (H) (I), iterating them leads to signiﬁcantly better results:
(a) On the MKP problems, by iterating MIG cuts, 6.87% of the gap on average can be closed. This is less than what
is achieved by the two lift-and-project based methods (I) and (E) but requires less computation time (note that
with more time allowed gap reduction is not signiﬁcantly improved). On the MIPLIB instances MIG cuts are even
better in terms of gap reduction (gap reduction is improved by 20% on average as compared with single-round
MIG cuts). Also we note that on the MIPLIB instances the computational effort required by iterated MIG cuts
may be quite signiﬁcant.
(b) In our experiments iterated MIR cuts close 10% more of the gap as compared with one round of MIR cuts.
(c) Iterating lift-and-project is also quite proﬁtable in terms of gap reduction as compared with a single round of lift-
and-project. On our series of MKP test problems, the average gap reduction obtained with iterated lift-and-project
is 8.41% (instead of an average 3.23% for a single round of lift-and-project) and on the MIPLIB instances the
average gap reduction is 38.73%.
As a ﬁnal comment it is interesting to note that optimization over PL&P with strengthening is comparable to, or even
slightly dominates the various iterated methods in terms of gap reduction, while featuring clear superiority in terms of
number of generated cuts: indeed, relaxation (E) requires on average two to ﬁve times fewer inequalities than relaxation
(I) and about 30 times fewer inequalities than relaxation (G). This provides clear evidence that the cuts generated using
PL&P with strengthening are, on average, stronger than those generated by the other methods (in spite of the fact that,
with the latter cuts, having cuts with rank possibly greater than one is allowed). In any case our results suggest that
iterating the lift-and-project or MIG cut separation algorithms is not necessarily a better strategy than the one consisting
in using the bestrank-1 cuts.
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4. Conclusion
The main focus of the present paper has been on the direct use of the rank-1 closure of lift-and-project cuts (with
and without strengthening) for building strong relaxations to mixed integer programming problems, and on how such
an approach compares with (possibly iterated) successive cut separation approaches using various known types of cuts
(MIG, MIR, lift-and-project). Also comparisons with the P 1RLT relaxation have been provided. From the computational
results obtained it appears that, besides their own theoretical interest, working with elementary closures turns out to
be computationally promising. Another successful application of the rank-1 Lift and Project closure to MAX-2SAT
problems has recently been described in [39]. Although computationally expensive in its current implementation, the
method proposed here to optimize over PL&P should lend itself to signiﬁcant improvements, e.g. using the latest results
from Perregaard and Balas on the efﬁcient separation of lift-and-project cuts [9].
Our results also suggest various directions for future research. One of these would be to try and obtain computational
experience with other elementary closures. For instance it would be of interest to investigate better approximations
to the elementary closure of strengthened lift-and-project cuts, or to investigate approximations to the more general
split closure (recently Andersen et al. [38] have derived separation algorithms for split cuts which are not MIG cuts
which may be used for that purpose). Another direction for future research would be to evaluate the strength of rank-2
closures: our computational experiments have not shown a clear domination of iterated methods over the elementary
closure, so the question of knowing whether rank-2 closures might further signiﬁcantly improve over rank-1 closures
for general problems would certainly be worth considering.
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