We observe a density-dependent collective suppression of optical pumping between the hyperfine ground states in an array of submicrometer-sized clouds of cold rubidium atoms. The suppressed Raman transition rate can be explained by strong resonant dipole-dipole interactions that are enhanced by increasing atom density. The observations are consistent with stochastic electrodynamics simulations that incorporate the effects of the nonlinear population transfer via internal atomic levels embedded in a coupled-dipole model.
Interfaces between trapped atoms and light play a central role, e.g., in sensing [1] , metrology [2] , nonlinear devices [3, 4] , and quantum information processing [5] . For example, trapped cold atomic ensembles are utilized in the development of quantum memories, quantum repeaters, and as an interface to convert between flying and standing qubits [6] [7] [8] [9] [10] [11] [12] . For many quantum information protocols, such as those based on Rydberg interaction [13, 14] , it is also essential to confine the atoms in lattices [15] [16] [17] [18] . A typical length scale of Rydberg dipole-dipole interaction is around 5 µm, necessitating a comparable size lattice spacing. Engineering smaller lattice periods attract interest as a route towards interaction between atoms and nanostructured surfaces [19] or increased tunneling rates of atoms between adjacent sites [20] [21] [22] [23] [24] . For example, in order to increase the hopping energy above the cloud temperature one would benefit from lattice spacings well below the optical wavelength [25] .
Understanding the fundamental properties of the interaction of resonant light with trapped atomic ensembles is essential for all of the above applications, and has consequently attracted considerable recent experimental interest [26] [27] [28] [29] [30] [31] [32] [33] [34] [35] [36] . The observed phenomena in atomic systems include suppression of light scattering in small samples [27] , subradiance [31] , superflash effects [29] , and the dependence of the response on the quantum statistics [32] . Several established models of the resonance response in continuous medium electrodynamics may be violated in cold and dense atomic ensembles [34, 35, 37, 38] . This is because each atom is subject to the driving field plus the fields scattered by the other atoms. These fields mediate strong resonant dipole-dipole interactions between the atoms, resulting in collective excitations whose behavior cannot be described as a sum of the responses of isolated atoms.
Most experiments on the collective optical responses of cold atoms are performed either in dilute ensembles or in the limit of low light intensity which can be analyzed on the assumption that each atom responds to light as a simple damped linear harmonic oscillator. Here we extend both the experiment and theory beyond the limit of low light intensity where optical pumping becomes relevant. This corresponds to a situation in many applications of atom-light interfaces. For example, the optical protocols for quantum memories commonly use a spontaneous Raman scattering event to store a single photon as a collective spin wave in the ensemble [6] .
Here we report on the suppression of optical pumping between hyperfine levels, due to resonant dipole-dipole interactions in magnetically trapped submicron clouds. Our results reveal strongly density-dependent behavior, originating from collectively suppressed spontaneous Raman transitions. We perform our measurements in a two-dimensional 10 µm period lattice of magnetic microtraps on an atom chip [39, 40] . The technology of microtraps provides a natural platform with cold-atom-light interfaces at high atom densities and large optical crosssections [41] . This allows us to reach a strong collective coupling between atoms and light in a structured and engineered environment where high atom densities can be achieved. The large array of atom traps provides us with parallel measurements over a large range of initial densities that are simultaneously obtained at each run of the experiment.
In the experiment, optical pumping is performed between hyperfine ground states of dense rubidium ensembles and measured by detecting the remaining atoms in the initial state. We find that the transition rate is suppressed as the density increases. In the numerical simulations the optical pumping process necessitates stochastic electrodynamics simulations that incorporate the population transfer between internal levels of the atoms, and we implement a recently proposed model of coupled manyatom internal level dynamics [42] . This is different from most experiments that are performed in the limit of low light intensity and therefore can be analyzed by standard coupled-dipole model simulations with each atom responding to light as a (simple) damped linear harmonic oscillator. Similarly to the experiment, the simulations reveal a density-dependent suppression of optical pumping that is shown to result from the collective response; 
Description of the apparatus. (a) A sample image after the macroscopic cloud is loaded into the lattice of the microtraps. The false color indicates the integrated atomic density along the imaging axis (optical density), which is proportional to the number of atoms in each microtrap. (b) Similar image to (a) but after the depletion laser is pulsed for a long time (> 100 µs). The area where this laser impinges on the atoms is visible as depleted microtraps. (c) A sketch of the apparatus showing the atom chip (with its different layers), the macroscopic cloud below the atom chip, the lens used for imaging, and the two relevant lasers: pumping and imaging. (d) A sketch of the relevant atomic levels (hyperfine structure and Zeeman sublevel). The straight arrows show the first possible excitation, assuming the atoms are in the |2, 2 state, and the wavy arrows show the possible decay channels. The reabsorbed photons have many more absorption and emission paths, which are not shown. (e) A magnification of the area marked by the red rectangle in (a) showing the individual microtraps. Each trap's center is marked with a dot, and the squares mark the area where atoms are counted and considered to belong to one microtrap.
the Raman transition rate between the internal levels in an interacting atomic ensemble is suppressed as compared with the rate of independent atoms. The origin of the suppression is strong resonant dipole-dipole interactions between the atoms. We also identify a collective transition resonance that is blue-shifted as the atom density is increased.
The apparatus is described in [40] . Briefly, we have an atom chip where the trapping potential is generated by a patterned layer of permanent magnet (FePt) film. Together with a homogeneous magnetic field a lattice of Ioffe-Pritchard type microtraps is created ∼ 8 µm from the surface. The lattice can have different geometries, and in this atom chip we have triangular and square lattices with 10 µm periodicity (the experiment here was done on the triangular lattice). We load 87 Rb atoms in the (5S 1/2 ) |F, m F = |2, 2 ground-state and with temperature of ∼ 15 µK into the microtraps [see Fig. 1 (a) for a sample image] with calculated averaged trapping frequency of 2π × 14 kHz [ (7, 18, 22) kHz in the (x, y, z) directions]. The calculated trap size (root-meansquare of the density) is σ x,y,z = (0.86, 0.34, 0.27) µm = (6.9, 2.7, 2.2) 1/k, and the peak atomic density is ρ = 8×10
11 N/cm 3 = 0.0015 N ×k 3 , where N is the number of atoms in the microtrap and k = 2π/λ (λ is the transition wavelength). In order to calculate the number of atoms from the optical density image we use an absorption cross section based on optical Bloch equations (OBE) simulation of optical Zeeman pumping during the π polarized probe pulse. We also remove noise from the image using a fringe removal algorithm and deconvolute the image with an experimentally measured point-spread-function [43] .
After the loading we wait ∼ 20 ms for untrapped atoms to leave the microtraps area. We then pulse a focused laser beam (∼ 100 µm waist) with detuning ∆ = Ω − ω (the laser and atomic transition frequencies, respectively) from the (5P 3/2 ) F = 2 transition [44] for a varying length of pumping time t p , causing atom loss due to decay to untrappable or dark states [ Fig. 1(b) ]. This pumping laser has σ + + σ − polarization and a power of ≈ 0.15 mW/cm 2 , which results in saturation parameter of s ≈ 0.02 for the pumping laser transition. After the pulse we image the remaining atoms in the F = 2 groundstate using absorption imaging with π polarized light to the F = 3 state, see Fig. 1(c,d) for a sketch of the apparatus and the generated transitions. The analysis of the images [43] is done on a region marked with the red rectangle in Fig. 1(a,b) , and magnified in Fig. 1(e) .
In order to lower the experimental noise, we group the microtraps into 9 groups based on their initial number of atoms [43] . These groups are the basis for the analysis below. The difference in initial population is due to the Gaussian shape of the original macroscopic cloud, and since the microtraps are identical, the density is proportional to the number of trapped atoms.
As the pumping time t p is increased, the atoms are pumped to dark or untrappable states, and the number of atoms in the initial state decays. Figure 2 shows this decay for different initial atom numbers, each curve representing a different group of microtraps. In addition, we see a change of the slope after t p ≈ 15 µs (more clearly visible in the inset), hence we fit the data to two exponents, N 0 1,2 exp(−γ 1,2 t), where the 1, 2 indices are used for t p ≤ 15 µs and t p > 15 µs, respectively. It is important to note that the transition between the two exponents occurs at a fixed time, rather than at a fixed density. This indicates that the second exponent is an effect of our measurement procedure and may be due to light-induced dipolar forces and collisions that were also Initial density increases from group 1 (lower curve) to group 9 (upper curve), and for clarity not all nine groups are shown). The first 15 µs of each data set are fitted to an exponent, and the fitted slope is suppressed as the density increases. At longer depletion times the decay rate is different, and another exponent is used. These second exponents are not shown in the main figure. The inset shows an example of data (from group 8) for longer depletion times, where the two-exponent behavior is visible. The errorbars are root-mean-square of the statistical error due to repetitions and different microtraps within each group, and the error of the calculated absorption cross section.
shown to lead to enhanced losses for longer laser pulses in Ref. [27] . Additional contributions could be, for example, from pumping effects in our multilevel system (total of 8 ground-state Zeeman sublevels) and the finite life-time of the untrapped Zeeman sublevels, which is ∼ 10 − 15 µs and is limited by thermal velocity and trap size.
Figure 3(a) shows the fitted decay rates, γ 1,2 , as a function of the pumping laser detuning, forming a Lorentzian shape transition rate, with fitted maximum decay rates γ . To within our signal-to-noise level, we do not observe any density-dependence of the Lorentzian width or center frequency.
The density-dependent suppression of the pumping rate γ max 1 constitutes the central result of the paper. It cannot be explained by standard OBE but results from the collective response of the atoms, generated by the strong resonant dipole-dipole interactions. We find that significant suppression starts at surprisingly low atom densities of ρ/k 3 0.1, which is especially relevant for the operation of quantum devices [1-3, 7, 8, 12, 13] and protocols [14, [21] [22] [23] [24] that rely on the interaction between ] is plotted as a function of the averaged initial number of atoms N0 of each group. In the least populated traps, group 1, the data point of the second exponent is absent due to low number of atoms that is below our noise level.
light and trapped atoms. For example, communication protocols [6] are based on spontaneous Raman scattering, and as the atomic systems become smaller and denser, this rate will be suppressed.
Along with the experimental observations we performed stochastic electrodynamics simulations that further confirm the collective density-dependent suppression of the optical pumping. In the coupled-dipole model simulations [45] the electrodynamics of radiatively coupled atoms is solved for stochastically sampled atomic positions from the density distribution. Ensemble-averaging over many such realizations then yields the optical response. The stochastic treatment of atomic coordinates establishes the position-dependent correlations between the atoms that go beyond the standard mean-field theory of continuous medium electrodynamics [38] . In the limit of low light intensity the coupled-dipole model simulations for stationary (cold) atoms with a simple level structure are exact [42] . Here we extend the standard coupled-dipole model beyond the limit of low light intensity using a recently proposed model [42] of internal atomic level dynamics that incorporates the effects of the nonlinear population transfer. We do this by introducing a semi-classical approximation that neglects the quantum entanglement between the internal electronic levels and allows significantly larger atom numbers than full quantum treatments [46] . Closely related semi-classical approaches have also been introduced in Refs. [47, 48] .
The formalism is explained in detail in [43] . In each stochastic realization of N atomic positions {X 1 , . . . , X N }, we write a single particle density matrix ρ ab (r) for the different electronic sublevels a, b as the sum over the atoms j, ρ ab (r) {X1,...,
Instead of considering the full experimental configuration of all the F = 1, 2 and F = 2 electronic levels, we approximate the system by an effective three-level model where one of the ground levels refers to the initial state |1 ≡ |2, 2 , and all the final electronic ground levels are approximated by a single state |2 . Resonant incident light then drives the transition |1 ↔ |e to an electronically excited state |e , and the atoms can spontaneously decay to both levels |1 and |2 . For the equal transition strengths for the two levels, a set of coupled equations of motion for internal level one-body density matrix elements ρ (j) ab (a, b = 1, 2, e), for each atom j = 1, . . . , N then take a simple form. For example,
Here the summations run over the N atoms and the ground levels g = 1, 2; D is the reduced dipole matrix element, ξ = D 2 /( 0 ),ê 1 is the unit vector along the direction of the dipole matrix element for the |1 ↔ |e transition, and Γ denotes the Wigner-Weisskopf resonance linewidth. We treat the positive frequency component of the slowly-varying incident light field D gg denotes the dipole radiation propagator for light that is radiated from the g ↔ e transition of the atom l to the g ↔ e transition of the atom j [43] . In the absence of the coupling terms G (jl) gg , the equations reduce to OBE. The terms G (jl) gg represent the strong resonant dipole-dipole interactions that depend on the relative positions between the atoms and lead to spatial correlations in the optical response.
The suppression of the pumping rate in the simulations [43] due to collective dipole-dipole interactions is illustrated in Fig. 4 for different atom numbers and trap sizes. The N = 1 result represents the solution that is obtained by solving OBE for the pumping, therefore the suppressed pumping rates per atom for the higher densities are a direct consequence of the collective resonance dipole-dipole interactions between the atoms. Although simulations using the experimental numbers of atoms are not feasible, we find qualitatively similar behavior due to the collective density-dependent effects. Moreover, the numerics reveal that the suppression strongly depends on density, but it is also affected by the sample size; e.g., for the same density the smaller traps are less suppressed. See Fig. 4(b) for results of various trap volumes.
The measurements of the resonance shifts in the spectroscopy of dense atom samples have attracted considerable attention recently [30, [33] [34] [35] [36] , and especially the origin of the shifts (or the absence of them) has been actively studied [34] [35] [36] [37] [38] . Although we were not able to resolve them experimentally, the simulation results in Fig. 4(a) [and summarised in the inset in Fig. 4(b) ] show a blueshifted collective resonance as the density is increased. For the calculated cases, the density-dependence of the shift is no longer linear. Moreover, it is about an order of magnitude less than the Lorentz-Lorenz shift and has the opposite sign, consistently with the recent transmission measurements [36] . Interestingly, we also find that the shift is larger for smaller traps at the same density, indicating dependence on the system size.
To conclude, we show experimentally and theoretically that optical pumping is suppressed in small, dense clouds due to collective resonant dipole-dipole interactions. This suppression is already significant at densities of ρ/k 3 0.1. In addition, the simulations show a collective transition resonance that is blue-shifted as the atom density is increased.
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SUPPLEMENTAL MATERIAL: COLLECTIVE SUPPRESSION OF OPTICAL HYPERFINE PUMPING IN DENSE CLOUDS OF ATOMS IN MICROTRAPS
In this Supplemental material we provide a more detailed description of the numerical simulation methods that are used to demonstrate the density-dependent suppression of optical pumping. We also explain the image analysis we perform, and how we convert the optical density image to number of atoms.
SIMULATION DETAILS
In the experiment the atoms are confined in an array of microtraps and occupy the (5S 1/2 ) |F, m F = |2, 2 electronic ground state. An incident laser excites the atoms to the (5P 3/2 ) |F , m F = |2, 1 state from which the atoms decay to either the F = 2 manifold, with m F = 0, 1, 2, or to non-trapped states in the F = 1 manifold, with m F = 0, 1. Reabsorption of light can take the atom to additional levels in the F = 1, 2 and F = 2 manifolds. The optical pumping rate is measured by detecting the remaining trapped atoms in the F = 2 states.
Standard coupled-dipole model simulations [45] are formulated for a single electronic ground level and for the limit of low light intensity where the atoms respond to light as linear harmonic oscillators. The system we are studying involves more than one electronic ground level that participate in optical transitions and the optical pumping necessitates simulation approaches that go beyond the low light intensity limit, incorporating also the excited state dynamics. In order to do this we apply a recently proposed formalism [42] of coupled-dipole model equations that specifically account for the internal level dynamics. This leads to the stochastic electrodynamics of radiatively coupled equations of motion for each atom. We integrate the dynamics within a semiclassical approximation where quantum correlations between the internal atomic levels are ignored, but where recurrent scattering of light between the different atoms and the resulting spatial correlations due to resonant dipole-dipole interactions are included. The methodology is detailed in Ref. [42] .
The procedure for solving for the optical response of the stochastic electrodynamics of light and atoms amounts to a Monte Carlo integration. In each stochastic realization the discrete atomic positions {X 1 , . . . , X N } are randomly sampled from the appropriate spatial distribution. For each such a realization, we solve the coupled electrodynamics for light and pointlike atoms at fixed positions. The optical response of the ensemble is then given by averaging quantities of interest over many realizations.
We introduce a notation whereρ ab (r) denotes a single particle density matrix with a, b = e, g referring to the electronically excited e and ground g levels, where e and g also run over the different Zeeman sublevels, andρ ab (r) corresponds to the annihilation of an atom in the level b and the creation of an atom in the level a. We then writeρ ab (r) for N atoms at fixed positions {X 1 , . . . , X N } (corresponding to one particular stochastic realization) as the sum over the atoms j,
Then, e.g., the dipole amplitude for the transition |g ↔ |e is given by
and the corresponding positive frequency component of the atomic polarization density
where
g,e ≡ 1F g ; F e e|F g g; 1σ are Clebsch-Gordan coefficients for the corresponding dipole transition (F f is the total atomic angular momentum of hyperfine level f ), D is the reduced dipole matrix element, and σ = −1, 0, 1 is an index indicating the unit circular polarization vectors.
Here and elsewhere in this paper we have assumed that the atoms are illuminated by an incident laser with the dominant frequency Ω, and that all the relevant quantities are expressed as slowly varying amplitudes by explicitly factoring out the laser frequency oscillations by writingP + → e −iΩtP+ , and similarly for electric displacement
The electric field amplitude may be expressed as the sum of the incident and the scattered fields
where the monochromatic dipole radiation kernel [49] G(r) provides the radiated field at r from a dipole with the amplituded residing at the origin (k = Ω/c):
wheren = r/r. The light mediates strong interactions between the atoms. Each atom is driven by the incident field and the field scattered by all the other atoms in the ensem-ble. This yields the coupled equations of motion for ρ (j) ab for each atom j and internal levels a, b.
We introduce an abbreviated notation for the radiative coupling coefficients between the atoms at the locations X j and X l as G (jl) σς that mediate the interactions between dipoles of orientationsê σ andê ς ,
We can then derive the equations of motion for the atomic level density matrix elements for each atom j in the ensemble to correspond to the experimental system with one electronically excited level e, where the indices g run over all the electronic ground states in the system
Here the repeated indices σ, ς and the ground state symbols that do not appear on the left-hand-side are implicitly summed over, ξ = D 2 /( 0 ), and the detuning of the incident light from the atomic resonances is given by ∆ ge = Ω − ω ge . In the case of a conserved total atom population, one of the equations can be eliminated by the relation g ρ (j)
gg + e ρ (j) ee = 1. We have introduced a semiclassical approximation to factorize internal level two-body correlation functions. Due to this approximation, the ensemble average of many single realizations does not reproduce the nonclassical correlations in the system.
Instead of considering the full experimental configuration of all the F = 1, 2 and F = 2 electronic levels, we approximate the system in the numerical simulations by an effective three-level model where one of the ground levels refers to the initial state |1 ≡ |F, m F = |2, 2 , and all the final electronic ground levels are approximated by a single state |2 . Resonant incident light then drives the transition |1 ↔ |e to an electronically excited state |e , and the atoms can spontaneously decay to both levels |1 and |2 . For instance, when the transition strengths are equal for the two levels (and the atom can only decay for the two ground levels studied), the equations of motion then simplify to
where the ground state symbols are again summed over. The result is a set of coupled equations (9) for internal level one-body density matrix elements ρ lead to spatial correlations in the optical response. In the limit that the resonance frequencies of the different transitions differ considerably, the cross terms G (jl)
gg , with g = g -that couple the different transitions |1 ↔ |e and |2 ↔ |e -become negligible. The standard twolevel coupled dipole model approach [45, 50] is obtained from Eq. (9b) by setting all the terms involving ρ ee to zero and the indices g = g = 1.
In the simulations, we then stochastically sample the set of discrete atomic coordinates {X 1 , . . . , X N } from the density distribution. For each realization we solve the semiclassical electrodynamics equations of motion (9) for all ρ (j) ab . Averaging over many such realizations allows the expectation values of desired observables to be computed. The simulations then incorporate all the recurrent scattering events between the atoms in a semi-classical approximation for random positions of the atoms.
SIMULATION RESULTS
We simulate the remaining population in the initial state ρ 11 as a function of time that yields exponential decay rates (calculated from the initial population and the t = 500/Γ results). These rates are called pumping rates, each of which is represented by a single data point in Fig. 4(a) of the main text. The different data sets in Fig. 4 are obtained for different cloud radii, resulting in the variation of both the atom density and optical thickness. Table I shows the simulated atom numbers for atom clouds whose radius is smaller by the factor r than the experimental value (the aspect ratios are the same in all cases).
NUMBER OF ATOMS CALCULATION
In this experiment we use absorption imaging in order to measure the optical thickness of the atomic clouds. The optical thickness is then converted to number of atoms per pixel. This conversion depends on the camera pixel size, the magnification, and the absorption cross section σ. Our camera's pixel size and magnification are known (13 µm and 13, respectively), but σ should be simulated. For an imaging laser with σ + polarization driving the |2, 2 → |3, 3 transition σ 0 = 3λ 2 /2π. In our system, however, the initial state is a distribution over the m F states of the F = 2 ground state, and the imaging polarization is π. In addition, the atomic distribution in the ground state changes during the imaging pulse. In order to find the effective cross section σ eff (time averaged over the imaging pulse) we solve the optical Bloch equations (OBE) for the 12 relevant states (5 Zeeman sublevels of the F = 2 ground state, and 7 for the F = 3 excited state) using our experimental parameters (s = 0.05 and B = 5.4 G) with different initial conditions (initial distribution). We find that
The error in σ eff is due to the different initial distributions, and it is the main contribution to the error bars in number of atoms in the figures (the other source of error is shot-to-shot fluctuations). We would like to note that σ eff includes a factor 0.5 to compensate the retroreflecting imaging scheme we use.
In order to improve our image quality and lower the noise in the image and the number of atoms we use two more algorithms: fringe removal and deconvolution. The fringe removal algorithm [51] takes an array of images of the imaging laser with no atomic cloud and generates a new image, which is a linear combination of these images, that minimizes the fringe visibility in the optical density image. This minimization is done in an area with no atoms, and the linear combination has different weights for each measurement. This algorithm deals with the main noise contribution that comes from fringes due to spurious reflections, which does not cancel well in the optical density image. It assumes that if these fringes will be canceled in the area near the atoms, this cancelation will be valid also in the area with atoms.
The second algorithm, the deconvolution, is performed because signal from one microtrap 'leaks' to neighboring sites. This leakage is a convolution of the 'real' number of atoms with a point-spread-function (PSF). Using a second order correlation matrix g (2) we confirm that the signal in each trap depends on its neighboring sites. We also find, using a fitting algorithm, a PSF that creates the same dependence of a site on it neighbors (the correlation matrix). The last step is to deconvolute our images with the fitted PSF. We would like to note that here we do not use the single pixels of the CCD. We rather sum a square around each microtrap [the square in Fig. 5 ] and use it as a 'pixel' for the deconvolution algorithm. The deconvoluted number of atoms is presented in figures 2 and 3 in the main text of the paper. Table II ). Traps that appear to be cut still use a full-size square to count the number of atoms by counting the relevant area outside the image shown here.
MICROTRAPS GROUPS
The analysis in this work was not done on a single cloud level, but rather on groups of clouds. This was done in order to reduce noise. The grouping was done based on the initial number of atoms in each site, which is averaged over 26 images. Figure 5 shows the area where we perform our analysis, and the individual microtraps. The pumping time is zero in the figure, and it shows the initial microtraps densities. The color of the square indicates the group, see Table II for site indexes for each group. The sites marked with black squares are ignored because of low atom number.
