In this paper, the formal order of accuracy of three commonly used gradient reconstruction methods is derived. The analysis showed that the Green-Gauss cell based (GGCB) method is intrinsically inconsistent, due to the leading error term that is independent of the mesh spacing. On the other hand, the Green-Gauss node based (GGNB) and the Least Squares cell based (LSCB) methods achieved a minimum of 1st order accuracy regardless of the mesh geometric properties. Implications of the former results were practically tested on four CFD applications to show that in three out of four cases, the LSCB method achieved the highest order of accuracy. In terms of the computational expenses, the GGNB method consumed 9-34% additional time when compared to the fastest converging method in each test case. Both the GGCB and the LSCB methods consumed nearly the same computational time to reach convergence.
INTRODUCTION
The last few decades have witnessed an increased reliance on the computational fluid dynamics (CFD) tools, and specially unstructured flow simulations. This is mainly driven by the growing interest to perform simulations on compound geometries and complex flows. In addition, the state-of-the-art mesh adaption algorithms and optimization methods are gaining a significant momentum in the CFD society. These methods and algorithms tend to automatically change the geometry and the mesh without any human interference. All these have promoted the usage of unstructured grids in CFD simulations.
With the number of advantages that comes with the flexible generation of unstructured grids, comes the challenge of computing the spatial derivatives on the unstructured control volumes. Finite difference equations could no longer be used to calculate the gradients due to the absence of a governing Cartesian coordinate. To overcome this deficiency, the Least Squares interpolations and the discrete forms of the divergence theorem are usually used. Few recent studies focused on estimating the accuracy of the gradient operators using numerical tools. Aftosmis et al. [1] studied the order of accuracy, absolute error, and convergence properties associated with few gradient reconstruction methods. The study indicated that the Least-Squares cell based gradient provides significantly more reliable results on poor quality meshes. Sozer et al. [2] compared some weighted and un-weighted variations of the Green-Gauss and the Least Squares gradient methods. The main testing methodology used in this study was the downscaling method which was previously introduced by Thomas et al. [3] . The study showed that both the simple Green-Gauss method and the inverse distance weighted Green-Gauss method are inconsistent when used on irregular meshes. Dahoe et al. [4] solved the diffusion equation using both, the least-squares gradient reconstruction and the GreenGauss theorem. Results from the Green-Gauss theorem obtained undesirable high frequency oscillations in the spatial derivatives, while the least-squares method showed to be a remedy for this problem. In another study, Diskin et al. [5] compared between node-centered and cell-centered approaches using Green-Gauss, unweighted and weighted least-squares, and node averaging methods on high-aspect-ratio cells to show that the accuracy of gradient reconstruction methods on such cells is determined by a combination of grid and solution. One way of reducing the solution error is to monitor the terms in the solution contributing to the error and add higher-order terms in the direction of larger mesh spacing. Few other studies [6] [7] [8] extended the focus to the effect of the gradient operators on the inviscid and viscous fluxes; but due to the complexity of the flow solvers, and the difficulty of tracing the error from one equation to the other, none has studied the influence of gradient operators when used on a full CFD solver.
The purpose of this paper is to establish an understanding of the effect of gradient reconstruction methods on the efficiency and accuracy of CFD solvers dealing with unstructured grids. First, a quick introduction of the numerical formulation of three commonly used gradient reconstruction methods is presented. This is followed by a study that utilizes a Taylor series expansion to estimate the formal order of accuracy of each gradient operator when used on a 2D quadrilateral mesh. Thirdly, the influence of the gradient operators will be tested on a full flow solver, where four different CFD applications are tested on a family of consecutively refined meshes. A description of each case and the type of mesh used are presented. Results of this study are discussed in section five. Finally, conclusions and general recommendations about the choice of the gradient operators are presented.
NUMERICAL FORMULATION
Both Green-Gauss cell based (GGCB) and Green-Gauss node based (GGNB) methods apply the discretized divergence theorem to approximate the gradients on arbitrary control volumes. The discretized divergence theorem (also known as the Green-Gauss theorem) is shown as
This theorem states that the gradient of a certain scalar quantity φ , over a control volume ∀ is equal to the sum of the surface fluxes. The surface fluxes are calculated as the product of the face value φ f and the surface vector A f . Both the GGCB and the GGNB methods use Eq. (1) to reconstruct the gradient ∇φ at the center of each cell, but the face value φ f is defined differently in each method.
Green-Gauss Cell Based Method
The simple Green-Gauss cell based (GGCB) method calculates the face value φ f as an average of the two adjacent cells having a common face. This averaging assumes equal contribution from both cells as shown in Eq. (2). This is regardless of their geometric properties (aspect ratios, skewness, curvature, etc.).
where φ p and φ q are the scalar values at the centers of the two cells sharing a common face.
Green-Gauss Node Based Method
The Green-Gauss node based (GGNB) method approximates the face value φ f as the average of the nodes enclosing this face as follows:
where N f v is the number of nodes defining the face, and φ N j is the nodal value at the jth node, which in turns is calculated as the weighted average of all the neighboring cells using
where n is the number of neighboring cells. Some CFD codes calculate the weights as the inverse of the distances between the node and the centers of the neighboring cells. However, this approach has shown to lose its accuracy when experiencing a large disparity in the sizes of the neighbouring cells. A more robust approach was proposed by Holmes and Connell [9] in 1989, and represented by Rauch et al. [10] in 1991. In this approach, the nodal values are calculated as an exact linear solution of the surrounding cells, thus the Laplacian of this linear function is exactly equal to zero in the x and y directions. The weight w i of each cell's contribution is calculated by optimizing a cost function tending to reach unity for each weight. This optimization results in the following formula:
where λ x and λ y are the Lagrange multipliers. (x 0 , y 0 ) and (x i , y i ) are the components of the position vector of the node under consideration, and the center of the ith cell surrounding the node, respectively.
Least Squares Cell Based Method
Unlike the GGCB and the GGNB methods, the Least Squares cell based (LSCB) method approximates the gradient at the center of each cell using the least squares approximation. The gradient of each cell is assumed to change linearly along the separating distances of all the neighboring cells. In this case, the gradient could be written in a matrix form as 
Equation (6) represents an over determinant system of equations, with a singular N × 3 coefficient matrix on the left hand side. The coefficient matrix is decomposed using the Gram-Schmidt process [11] yielding a matrix of weights. Each of the neighboring cells will have three weighting factors w x i , w y i and w z i . The gradients in the x and y directions could be then calculated as given in the following two equations:
The LSCB method ensures a monotonic solution over the computational domain, with an exact linear solution at the center of each cell.
FORMAL ORDER OF ACCURACY
In this section, the formal order of accuracy of each method will be derived on a 2D quadrilateral mesh to give an overview of the gradient operator's sensitivity to the geometric properties of the cells. A Taylor series will be expanded around the neighboring quadrilateral cells, with its center of expansion at (i, j). Figure 1 will serve as a visual aid for the cells' terminologies used in the derivations. This portion of the computational domain represent a number of quadrilateral cells with a constant growth rate R along the x direction. Thus ∆x i+1 /∆x i = ∆x i /∆x i−1 = R. This is commonly encountered at the viscous boundary layers of a high Reynolds number simulation. The focus in this section will be on the x component of the gradient, thus the mesh is assumed to be equally spaced along the y direction. For the GGCB method, the gradient in the x direction of the cell (i, j) is the summation of the surface fluxes at the surfaces i + 1/2 and i − 1/2, divided by the volume of the cell.
where the face values φ i+ 1 2 and φ i− 1 2 are calculated as a simple averaging of the neighboring cells as shown in Eqs. (9a) and (9b):
The center values of the neighboring cells φ i+1 and φ i−1 could be approximated using a Taylor series expansion about the cell at (i, j) as follows:
By substituting Eqs. (10a) and (10b) into Eqs. (9a) and (9b), then in Eq. (8), the x component of the gradient at the center of the cell in Fig. 1 will be given as
It could be directly deduced that the GGCB method will yield a 0th order gradient on arbitrary mesh spacing. This is because the leading error in Eq. (11) will directly contribute to the exact solution, and further refinements of the mesh will not diminish this error term. This means that the GGCB method is intrinsically inconsistent and its error is mesh dependent. Only a uniformly spaced mesh (∆x i−1 = ∆x i+1 ) will nullify the second and third terms on the left hand side of Eq. (11), and a 2nd order accuracy will be attained. Additional calculations showed that this observation applies also on triangular elements. A similar, but sizable procedure was followed to derive the formal order of accuracy of the GGNB method. The final formula is shown in Eq. (12) .
Similarly, the formal order of accuracy of the LSCB method was derived as
where β is a combination of coefficients and given by β =
Equations (12) and (13) show that the GGNB and the LSCB methods will achieve at least a 1st order accurate solution on any type of meshes, because of the 1st order error terms. While on uniformly spaced meshes the 1st order errors are perfectly canceled, and only 2nd order errors are maintained. For that reason, the GGNB and the LSCB methods are considered to be a linear exact gradient methods. This means that they are capable of exactly reproducing the gradient of a linear function on any type of meshes.
It should be noted here that for a 2nd order convergence of the convection discretization error, at least a 1st order gradient should be used [2, 6] . This implies that the GGCB method will significantly jeopardize the numerical solution in cases of non-uniform meshes.
PRACTICAL IMPLICATIONS
Spatial derivatives obtained by the gradient operators are used in several equations in CFD codes; starting from the diffusion and convection terms of the momentum equations, to the energy equation, to any additional transport equations. This makes tracing the effect of the gradient operators on the final solution an exhausting process. Despite the numerous studies that are conducted on CFD algorithms, the effect of the gradient reconstruction method on the final flow solution is still far from clear. In this section, a numerical methodology is adopted to investigate the effect of the three aforementioned gradient operators on the solution of CFD solvers. Four Aerodynamics applications will be tested in this study. In the first case, the Euler flow equations are solved on a NACA0012 airfoil. The second case focuses on the viscous forces at the boundary shear layer of a flat plate. In the third and fourth cases, the flow between an outer stationary cylinder and an inner rotating one is induced to create a rotating Couette flow. The four cases represent four different types of meshes, and each is solved on a family of consecutively refined grids as show in Fig. 2 .
In each case, the flow is solved three times using the CFD commercial code FLUENT V.15, one for each gradient operator. The procedure that will be used to evaluate the order of accuracy of the solutions is similar to that proposed by Vassberg and Jameson [12] . This approach provides an estimation of the order of convergence p by tracking an aerodynamic property F on a family of three consecutively refined meshes. The property F is evaluated on the coarse, medium and fine meshes to obtain F c , F m and F f respectively. These values are then extrapolated using Richardson's extrapolation method to calculate the continuum value F h=0 . This value represents the expected value when the spacing between the nodes of the mesh tends to zero. The continuum value F h=0 is calculated from the three values F c , F m and F f as follows:
where r is the refinement ratio, and in our case it is constant and equals to 2. p is the observed order of accuracy of the solution and is calculated as
This order of accuracy could be also calculated from the logarithmic slope of the errors of the three meshes ε c , ε m and ε f . In this case, the error of F in each mesh is calculated as
Even when using CFD algorithms with theoretical 2nd order discretization schemes, the boundary conditions, the numerical models and the grid will reduce this order so that the observed order of convergence will likely be lower than 2. While keeping in mind the importance of the numerical efficiency, the computational time consumed by the solver to reach convergence is used as a comparator measure for the efficiency of each gradient operator. The computational time is calculated as the time consumed by a single Intel Xeon 2.6 GHz processor to reach convergence. Convergence is judged as the complete stability of the value of F . This criterion aims at comparing the efficiency of each gradient operator when used with the full set of flow equations.
Case 1: Euler solution over NACA0012 airfoil
In this test case, the flow around a NACA 0012 airfoil is simulated using Euler's equations. The flow is assumed to be inviscid to significantly reduce the computational time by eliminating the viscous boundary layer. The fast converging Euler equations increase the feasibility of using finer refinements for the grids, and thus a more accurate estimation of the order of accuracy of the solution. The airfoil used is a standard NACA 0012 airfoil profile with a sharp trailing edge. The chord length of the airfoil was set to 1 m. An O-mesh topology was created around the airfoil with an extended far-field boundary that is 150 chords away from the airfoil. A family of consecutively refined grids was created with a constant refinement factor of 2. The coarse mesh consisted of 64 nodes around the airfoil and extends to the far-field through 64 levels, thus the course mesh is 64 × 128 cells. The medium and fine meshes were created from the coarse mesh by constant uniform refinements of 2. Figure 2(a) shows the grids created for testing the NACA 0012 airfoil.
The flow around the airfoil was set to a subcritical flow condition with a Mach number of 0.5. An angle of attack of α = 1.25°was used to create a non-zero lifting force on the airfoil, and consequently a pressure drag. The drag coefficient C d was chosen to be the scalar property F for the Richardson's extrapolation, and will be used to estimate the numerical order of accuracy p.
Case 2: Laminar flow over flat plate
The flow in the first case was assumed to be inviscid, for that reason, the flow in the second case will focus on the viscous forces in the boundary layer of a flat plate. This returns the diffusion term back to the momentum equations. The geometry of the plate and the computational domain are shown in Fig. 3 .
The flat plate extends for 1 meter and the height of the computational domain is chosen to be approximately ten times the boundary layer thickness which could be approximated using Blasius equation
). The three consecutively refined meshes that are used in this test case consist of right angled triangular meshes as shown in Fig. 2(b) . This type of meshes introduces a sort of computational complexity in reconstructing the gradient near the flat plate. This is due to the inclined surfaces of the triangular elements and the high aspect ratios near the boundary layer. The Reynolds number due to the length Re x of the flat plate is chosen to be 10,000. The flat plate is treated as an adiabatic wall, and the upper far field of the computational domain is a symmetric axis, thus no refinement is needed at this boundary. The skin friction coefficient at x = 0.85 m (C f @x=0.85 ) has been chosen as the aerodynamic property F that will be used to estimate the order of accuracy p using the Richardson's extrapolation method.
Cases 3 and 4: Rotating Couette flow
In the third and fourth cases, the famous rotating Couette flow is solved numerically on an equilateral triangular and a perturbed triangular meshes respectively. This type of flow depends on sandwiching the fluid between an inner rotating cylinder and an outer stationary drum. The rotation of the inner cylinder induces the flow between the cylinders as shown in Fig. 4 .
In our case, the inner radius r i and the outer radius r o of the cylinders are set to 17.8 and 46.8 mm respectively. The inner cylinder is rotating at an angular velocity of ω i = 1 rad/s. This rotation induces the flow between the cylinders whose viscosity is equal to 0.0002 kg/m·s. The value under consideration F is the tangential velocity at radius r = 35 mm.
RESULTS AND DISCUSSION
Each of the four cases was solved on three different levels of refined meshes, each with the three aforementioned gradient operators. The first thing that will be compared is the observed order of accuracy of the solution. Equations (15-16) were used to estimate the error of the aerodynamic property F on each mesh of the four cases. The convergence of the spatial truncation error of F is plotted in Figs. 5(a-d) .
The slopes of the straight lines in the figures represent the order of accuracy of the solution. Figure 5 (a) shows the deviation of the calculated drag coefficient in each of the nine runs when compared to its corresponding continuum value C d h=0 . Both the GGNB and the GGCB methods yielded solutions with slopes close to each other, with values of 1.6913 and 1.6537, respectively. While the LSCB method achieved a value of 1.8712 which is close to the theoretical value of 2 for 2nd order discretization schemes.
In case 2, the GGCB method achieved the least accuracy with a slope of 1.3428, then the GGNB resulted in an observed order of accuracy of 1.5466, and the LSCB method achieved the highest accuracy of 1.7347. These results are plotted in Fig. 5(b) .
The equilateral elements in case 3 resulted in similar orders of accuracies for the solutions of the three gradient operators. The calculated slopes of the lines in Fig. 5 (c) are found to be 1.88, 1.708 and 1.86 for the GGCB, the GGNB and the LSCB methods respectively. As expected, the three gradient operators obtained solutions with similar order of accuracy. This could be deduced from the results of Eqs. (11) (12) , where on meshes with equidistant spacing, the three gradient operators obtain the same formal 1st order accuracy. This 1st order accuracy of the gradients is further amplified when utilized with 2nd order discretization schemes.
On the other hand, the perturbed meshes in case 4 revealed the disability of the GGCB method to handle the viscous and inviscid fluxes on highly skewed triangular (or quadrilateral) elements. The GGCB method fell below the 1st order accuracy with a value of 0.80781. This is despite using 2nd order discretization schemes with the flow solver. In the second place came the GGNB method and the LSCB methods in the first place. The calculated order of accuracy of the former two methods slightly exceeded the 2nd order accuracy. This is due to the inconsistent refinement of the perturbed triangular mesh that results in nonuniform mesh density over the computational domain.
The second scope of assessment was comparing the efficiency of the gradient operator in each test case independently. The computational time consumed by the solver to reach convergence on the finest mesh is used as a comparator measure for each gradient's efficiency. The intent of this study is to compare the performance of each gradient operator when used on different types of meshes, and not to calculate the CPU time of the solution. For that reason, the measured computational time in each case is divided by the time of the fastest converging gradient operator. In the four cases, the GGCB method was the first to reach convergence, thus its non-dimensional time is equal to 1 in all cases as shown in Fig. 6 . This is due to the simple formulation of the GGCB that calculates the face value φ f as the average of the neighboring cells. On the other hand, the GGNB method consumed about 9-34% additional time when compared to the GGCB. This could be understood from the large computational molecule of the GGNB method that requires complex computation of the nodal value at each vertex of the cell. While the relative simplicity of the LSCB method resulted in an efficient algorithm with computational expenses that are well comparable to the GGCB method. The LSCB method consumed a maximum of 6% additional time when compared to the GGCB method. This means that the LSCB method achieves solutions with higher order of accuracy while keeping the computational time to minimum. Only in case 3, the GGCB method achieved a reasonable accuracy while maintaining a minimum time. This implies that the GGCB method could be an effective method when used on equally spaced quadrilateral and triangular meshes. On these types of grids, the GGCB method achieves similar order of accuracy as the other two operators despite its simple numerical formulations. In all other cases, the LSCB method will be the perfect candidate to reconstruct the gradients due to achieving the highest order of accuracy while maintaining a very reasonable computational time.
CONCLUSION
This paper presented an accuracy study of three commonly used gradient reconstruction methods. Namely, the Green-Gauss cell based (GGCB) method, the Green-Gauss node based (GGNB) method, and the Least Squares cell based (LSCB) method. Taylor series expansion was used to derive the formal order of accuracy of the aforementioned gradient operators. Results showed that the GGCB method is intrinsically inconsistent and achieves a 0th order of accuracy on arbitrary meshes due to the leading error term that is independent of the mesh spacing. Equations (12) and (13) showed that the GGNB and the LSCB operators will attain a minimum of 1st order accurate solution regardless of the mesh geometric properties.
The second part of the paper focused on examining the influence of the gradient operator on the efficiency and accuracy of the flow solver. Implications of the former results were practically tested on four CFD applications with different types of flows. In three out of four cases, the LSCB method achieved the highest order of accuracy with values close to 2, which is the theoretical value of 2nd order discretization schemes. Only in case of equilateral triangles and quadrilateral elements, the GGCB method can achieve comparable results due to the cancellation of the 0th and 1st order error terms. In terms of the numerical efficiency, the GGNB method consumed 9-34% additional time when compared to the other gradient operators. While the GGCB and the LSCB methods consumed a minimal computational time due to their relative simple formulations.
This implies that the LSCB gradient operator is a favorable operator when compared to the other two methods due to achieving higher order of accuracy while keeping the computational expenses to minimum. Only when solving the flow on a regular quadrilaterals or equilateral triangles, the GGCB method will be an effective candidate due to its simple numerical formulation and ability to achieve the same order of accuracy as the other two operators.
