, [28] , and [10] . Integrated flight scheduling, aircraft routing, and crew pairing was considered by [24] . [35] and [15] considered the integration of fleet assignment and crew pairing. Integrated aircraft routing, crew scheduling, and flight retiming was studied by [27] . [36] considered the integration of the fleet assignment, aircraft routing, and crew pairing problems. Integrated crew pairing and assignment was studied by [41] ; they consider small problems with 59 to 210 flights and a few flights per pairing. They use a global formulation and solve it with CPLEX. [37] proposed three heuristic approaches based on the genetic algorithm to integrate crew pairing and assignment. [32, 33] studied integrated crew pairing and assignment where the objective is to minimize the total cost and the number of pilots. They consider the bidline approach, and they combine dynamic constraint aggregation with CG. [21] presented a heuristic algorithm for integrated crew pairing and personalized assignment. The algorithm alternates between the pilot and copilot problems, trying to obtain common duties and pairings.
In this paper, we consider the crew pairing and personalized crew assignment problems with a global objective, where each pairing requires one pilot and one copilot, and each (co)pilot requests two vacations per month. Using a sequential approach to solve these problems produces the same pairings for (co)pilots and reduces the propagation of the perturbation and the complexity of the process, but the pairings obtained can be far from optimal because the schedule constraints and objectives are not taken into account. Hence, it is difficult to maximize the satisfaction of crew preferences.
In summary, this paper makes the following contributions. We propose a novel extended crew pairing model that considers (co)pilots' vacation requests (VRs) to obtain better pairings for the crew assignment step. We present an aggregation rule to reduce the number of constraints. Based on the proposed model, we introduce a novel integrated model for crew pairing and personalized assignment. We develop a solution methodology based on Benders decomposition and CG that alleviates the computational difficulties arising from the large number of variables. The pairings are generated by the Benders master problem, which is composed of a CG master problem (MMP) and a set of CG subproblems (MSP), one for the pairings starting on each day at each base. The monthly schedules for (co)pilots are generated by the Benders subproblems, which consist of a CG master problem (SMP) and a set of CG subproblems (SSP), one for each crew member. The challenge is that the Benders cuts containing pairing variables must be placed in the MMP, and their dual variables cannot be transferred to the MSP to evaluate the cost values of the new column. To overcome this difficulty, we introduce the concept of weak Benders cuts that do not take into account the dual variable corresponding to the pairings. We prove that with these weak Benders cuts and the suggested dual solution of the SMP, combined Benders decomposition and CG reach optimality. We also use a warm-start strategy that relies on the solution process of Benders decomposition to speed up the convergence.
The remainder of this paper is organized as follows. Section 2 gives the problem statement, and Section 3 describes the extension of the crew pairing problem. Section 4 presents the integrated mathematical formulation, and Section 5 describes the solution methodology. Section 6 presents the data sets, experiments, and computational results. Finally, Section 7 provides concluding remarks and discusses future research.
Problem statement
In this section, we give detailed definitions of the crew pairing and personalized crew assignment problems. The definition and feasibility rules for pairings and schedules can differ from one airline to another. We use a subset of the feasibility rules commonly used in the literature, such as those of [34] and [22] .
Crew pairing problem
Given a set of flights and crew bases, the crew pairing problem finds a set of minimum-cost pairings such that each flight is covered by exactly one pairing and each pairing starts and ends at the same base. A pairing is a sequence of one or more duties and overnight stops. A duty is a working day for a crew member and consists of a sequence of consecutive flights or deadheads separated by rest periods. A deadhead is a flight where the crew travels as passengers for repositioning purposes. A flight is defined by departure/arrival locations and fixed departure/arrival times. There is a maximum of 5 landings per duty. The briefing and debriefing times at the beginning and end of each duty are 60 and 30 minutes, respectively. The maximum pairing duration is 4 days, the maximum number of duties per pairing is 4, the minimum connection time between two consecutive flights in a duty is 30 minutes, and the minimum connection time between two consecutive duties is 9.5 hours. A crew member must work between 4 and 8 hours in a duty, and the length of a duty cannot exceed 12 hours. The cost of a pairing has a complicated structure with three components: the cost of waiting times, the deadheading cost, and the total cost of the duties in the pairing. We use the pairing cost of [30] .
Personalized crew assignment problem
We assume that there is a fixed number of (co)pilots at each base. In our test, each (co)pilot requests two vacations per month. We consider the (co)pilot assignment problems as personalized assignment problems. We build monthly schedules for the (co)pilots that cover all the pairings and satisfy the maximum number of VRs. There is a maximum of 85 flying hours per month and a maximum of 6 consecutive working days. In each schedule, the pairings are separated by two different rest times: the day-off rest and the rest between two consecutive pairings. The minimum and maximum rest times between any two consecutive pairings are 8 and 12 hours, respectively. A penalty cost is associated with each unsatisfied VR and each uncovered pairing. The objective function minimizes the cost of the uncovered pairings and unsatisfied VRs.
Extension of the crew pairing problem
The basic crew pairing problem contains the flight covering constraints. We extend this model to consider several additional factors. We ensure that the number of active pairings does not exceed the number of available (co)pilots. Also, we ensure that it is possible to add the minimum rest period after each pairing and the required day-off without exceeding the number of available (co)pilots. Furthermore, we consider the VRs. In addition, the pairings contained in each schedule are separated by two different rest times. The first links the end of the pairing at the base to the start of the pairings whose departure times are greater than or equal to the arrival time of the relevant pairing plus the minimum rest time (8 hours in our tests). The second rest time links the end of the pairing to the first midnight at the base at the start of a day-off or vacation. We add a set of flow conservation constraints to the pairing problem, as shown in Figure 3 . A flow equal to the number of available (co)pilots starts at the beginning of the month and travels in a network with the pairings, night rests, and vacations as its arcs. This network permits us to introduce the bonus for the VRs in the pairing problem.
Aggregation rules
To reduce the number of flow conservation constraints, we define an aggregation rule for the arrival and departure flights of each base and each day. A sequence of flights arriving at a base on a given day can be aggregated if there are no departing flights within 8 hours of the associated arrival times. Similarly, a sequence of departing flights can be aggregated if there are no arriving flights in the 8 hours before the associated departure times. Figure 1 shows 11 arriving flights (terminating at black nodes) and 12 departing flights (starting at red nodes) for two consecutive days at a base. Figure 2 illustrates the aggregated arrival and departure nodes. The arriving flights are aggregated into four groups (terminating at blue nodes). The departing flights are likewise aggregated into four groups (starting at orange nodes). Figure 3 shows the flow conservation constraints that consider (co)pilot availability and VRs during the construction of the pairings. We assume that the vacations start and end at the base, and the vacations occur between two midnights.
Network representation of flow conservation
After the aggregation, the nodes are sorted in chronological order. Let A b and D b be the resulting ordered sets of aggregated arrival and departure nodes at base b ∈ B. A vacation arc links two midnight nodes if there is a corresponding VR. For a given node i ∈ A b , a midnight arc links this node to the earliest node in D b , and a start of vacation arc links this node to the first midnight node if there is at least one vacation arc that starts from this midnight. Each node in D b is linked to waiting arcs. For a given midnight node i ∈ {1, . . . , 31}, if there is at least one vacation arc that ends at this midnight, an end of vacation arc links this node to the earliest node in D b . There are two depots in the network. The first corresponds to the pilots and the second corresponds to the copilots at each base.
Mathematical formulation
This section introduces the notation and describes the integrated crew schedules model that includes the extended crew pairing and personalized assignment models. To solve these problems we propose three approaches, which is described in Section 5. They are called the sequential (SEQ) approach, the sequential approach with the extended crew pairing problem (SEQEP), and the integrated (INT) approach.
Crew Pairing Notation
Let B be the set of all bases, P b be the set of feasible pairings in base b ∈ B, and F be the set of scheduled flights to be covered. We denote the flights contained in pairing p by F p . Let L j b be the set of pilots (j = 1) or copilots (j = 2) at base b ∈ B. Let V l be the set of VRs for (co)pilot l ∈ L j b at base b ∈ B. The variable y p is 1 if pairing p ∈ P b is chosen and 0 otherwise. The variable e f is 1 if flight f ∈ F is not covered and 0 otherwise. Let c f be the penalty cost for uncovered flight f ∈ F . The parameter ρ f is the duration of flight f . The parameter e p f is 1 if flight f is covered by pairing p and 0 otherwise. The parameter E b is the maximum credited flying time for base b ∈ B. We apply the negative cost (bonus) c v for the coverage of v ∈ V l to help maximize the number of satisfied VRs. The cost of pairing p ∈ P is c p .
Flow Conservation Notation
We denote by A b and D b the sets of aggregated arrival and departure nodes in base b ∈ B. The set of midnight nodes is I = {1, 2, . . . , 31}. Let E is outgoing from midnight node i ∈ I. Finally, parameter e v i is 1 if v ∈ V l starts on day i ∈ I and -1 if it finishes on this day.
Pilot (Copilot) Assignment Notation
We define S l to be the set of feasible schedules for (co)pilot l ∈ L j b . Variable x s is 1 if schedule s ∈ S l is chosen and 0 otherwise. Variable e j p is 1 if p ∈ P is not covered by pilots (j = 1) or copilots (j = 2) and 0 otherwise. Variable e v is 1 if v ∈ V l is not covered and 0 otherwise. Letc p be the penalty cost for uncovered pairing p ∈ P . Letc v be the penalty cost for uncovered v ∈ V l . The binary parameter e s p is 1 if p ∈ P is covered by personalized schedule s ∈ S l . The binary constant V s v is 1 if v ∈ V l is covered by schedule s ∈ S l . Using this notation, our integrated crew scheduling model is as follows:
Crew pairing constraints:
Flow conservation constraints to extend pairing model:
Pilot (j=1) and Copilot (j=2) assignment constraints:
Variable declarations:
The objective function (1) minimizes the total cost of the pairings and maximizes the number of the satisfied VRs. Constraints (2) ensure that each scheduled flight is included in exactly one pairing. Constraints (3) specify an upper bound on the total credited flying time per base. Constraints (4) impose flow conservation for arrival nodes. Constraints (5) enforce flow conservation for departure nodes, and Constraints (6) impose flow conservation for midnight nodes. Constraints (7) ensure that the number of (co)pilots assigned does not exceed the number available at the base. In constraints (7), the indexesí 0 and i 0 indicate the first waiting arc and the first start-of-vacation arc at each base, respectively (see Figure 3) . Constraints (8) are linking constraints ensuring that pilots and copilots stay together. These constraints should be equalities, but in Proposition 1 we show that the optimal objective value of both models is the same. The linking constraints (9) impose the VRs for each (co)pilot. Constraints (10) guarantee that at most one schedule is chosen for each (co)pilot. The integrality conditions are defined by constraints (11)- (20) . Figure 4 shows the block diagonal structure of the integrated model. The block diagonal can be divided into three groups of rows and three groups of columns. The first group of rows relates to the pairing problem, the second relates to pilot assignment, and the third relates to copilot assignment. The pairing variables form the first group of columns, the flow conservation variables form the second, and the assignment variables form the third. 
subject to (9)- (10), (18)- (20), and
The optimal objective values of models (P1) and (P2) are equal.
Proof. Let X 1 and X 2 be the feasible domains of models (P1) and (P2), respectively. Clearly, constraint (22) is a relaxation of constraint (24) and the other constraints in the two models are the same, so X 2 ⊆ X 1 .
On the other hand, the objective functions are the same, so the cost of an optimal solution of (P1) is less than or equal to the cost of an optimal solution of (P2), hence, (P1) is a relaxation of (P2). Let x * ∈ X 1 be an optimal solution of (P1). If x * covers some pairings more than once, define x * * ∈ X 2 by removing these pairings from the schedule of the supplementary pilot the cost of x * * is the same as x * , because the cost of the uncovered VRs and pairings is not increased. Then P 1(x * ) = P 2(x * * ), so the optimal objective values of (P1) and (P2) are the same. For the copilot (j = 2) model the argument is similar. This result justifies the use of "≥" rather than "=" in constraint (8).
Solution methodology
In this section, we describe three proposed approaches. SEQ first solves the pairing model (2)- (3) with consider two first terms of function (1) as objective function and then the (co)pilot assignment model (8)- (10) using CG. SEQEP first solves the extended pairing model (2)- (7) with consider three first terms of function (1) as objective function and then the (co)pilot assignment model (8)- (10) using CG. In both sequential approaches, the objective function of (co)pilot assignment model (8)- (10) is two last terms of function (1) and variables y p and r v are set equal to 1 in this model. The integrated model (1)- (20) has a block diagonal structure (see Figure 4) and is hence suitable for mathematical decomposition. INT solves this integrated model using Benders decomposition combined with CG. We now introduce the Benders decomposition with a master problem and two subproblems that are solved by CG method.
Benders decomposition for integrated model
Benders decomposition [6] is an iterative method for large-scale optimization problems where the coefficient matrix has a block diagonal structure. Model (1)- (20) can be decomposed into multiple smaller problems. The solution process iterates between a master problem that represents the pairing problem, and two subproblems that represent the pilot and copilot assignment problems as personalized assignment problems. At each iteration, the subproblems add two Benders cuts to the master problem to reflect the information obtained from the subproblem solutions. One cut is related to pilot assignment and the other to copilot assignment. The algorithm terminates when the upper bounds provided by the Benders master problem and the lower bounds provided by the subproblems are sufficiently close. See [31] for a comprehensive review. (7), the LP relaxation of model (1)- (20) reduces to problems involving assignment variables, called the primal pilot (j = 1) and copilot (j = 2) subproblems, are as follows:
Benders reformulation
) be the dual variables associated with constraints (26)- (28), respectively. The duals of the linear relaxations of the primal (co)pilot subproblems, called the dual pilot (j = 1) and copilot (j = 2) subproblems, are as follows:
Let ∆ j (j ∈ {1, 2}) denote the polyhedra defined by constraints (33)- (38) . Let P ∆j and R ∆j be the sets of extreme points and extreme rays of ∆ j , respectively.
Proposition 2
The dual (co)pilot subproblems are always feasible and bounded.
. Then ∆ j = ∅ (j ∈ {1, 2}) because the null vector 0 satisfies constraints (33)- (38) , so the dual subproblems are always feasible. On the other hand, the solution e
Hence, the primal (co)pilot subproblems are feasible. By strong duality, the dual (co)pilot subproblems are always bounded.
Consequently, for given non-negative valuesȳ
and for all extreme rays (Ω, θ, λ) ∈ R ∆j we have
Hence, the primal and dual subproblems have finite optimal solutions and the optimal value is 2 j=1 ( max
The LP relaxation of model (1)- (20) can thus be reformulated as
subject to (2)- (7) and (11)- (17).
By introducing the additional free variables Z j and the function Z j Ω,θ,λ (y p , r v ), we obtain the following reformulation, called the Benders master problem:
subject to (2)- (7), (11)- (17), and
where each Z j Ω,θ,λ (y p , r v ) is a linear segment of the (co)pilot penalty functions. Constraints (41) are the Benders (co)pilot optimality cuts. Model (40)- (41) contains one such cut for each extreme point. However, most of these cuts are inactive at the optimal solution. To avoid enumerating all the extreme points, we use an iterative approach to generate subsets of the optimality cuts (41) as needed to recognize an optimal solution. We denote the subsets of extreme points available at iteration t = 1, 2, . . . by P t ∆1 and P t ∆2 , for the primal pilot and copilot subproblems, respectively. Each iteration solves the relaxed crew pairing problem as a Benders master problem by considering these subsets. The optimal solution of the relaxed Benders master problem is used as input to the primal (co)pilot subproblems. The values of the dual variables associated with constraints (26)- (28) determine an extreme point of P ∆1 and P ∆2 . For each extreme point, one cut is added to the relaxed Benders master problem at each iteration.
[12] describe a heuristic called three-phase Benders decomposition and CG for the case where the Benders subproblem is an IP. We extend this, developing a two-phase approach. In the first phase (phase I), the integrality requirements are relaxed and at each iteration of the Benders decomposition, the LP relaxation of the Benders master problem and the primal (co)pilot subproblems are solved by CG. All the Benders cuts generated in the first phase are retained. The second phase has two steps. In the first step (phase II LP ), the integrality constraints are introduced only for the master problem variables, and the resulting mixedinteger problem is solved by generating additional Benders cuts. All these cuts are retained. In the second step (phase II IP ), the integrality constraints are introduced for the subproblem variables, and the resulting integer problem is solved by generating integer Benders cuts (see Theorem 2). Figure 5 gives a flowchart for our approach. In practice, we often stop each phase before the optimality conditions are met. As we approach optimality, new cuts have little or no effect on the optimal Benders decomposition solution. To avoid the well-known tailing-off effect, we generate new cuts until the relative difference between the lower and upper bounds is less than or equal to 0.1% for phase I and phase II LP and 0.05% for phase II IP . 
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Column generation
The crew pairing and (co)pilot assignment problems contain many variables: the number of pairing and schedule variables grows exponentially as the number of flights increases. We avoid this issue by using a CG method embedded in a branch-and-bound scheme. CG decomposes the main problem into a restricted master problem (RMP) and several subproblems. The RMP is obtained by replacing the sets y p and x s by the subsets y t p ⊆ y p and x t s ⊆ x s at iteration t = 0, 1, . . .. At each iteration of the CG process, we solve the RMP using an LP solver over a subset of the variables (columns) to produce primal and dual solutions. Based on the dual solution, we solve the subproblems to find negative reduced cost variables. We then add these variables to the RMP. We iterate until no negative reduced cost variables are identified. In practice, as we approach optimality new pairings and schedules with negative reduced costs have little or no effect on the optimal value of the RMP. We therefore stop the CG when the optimal value of the RMP improves by less than 0.1% over five iterations. In Sections 5.3.1 and 5.3.2, we describe the subproblems for the crew pairing and (co)pilot assignment problems. To define these subproblems we use the network structures of [34] and [22] , respectively. The subproblems are defined on a directed acyclic time-space network. The network corresponds to a resource-constrained shortest path problem that is solved using a label-setting algorithm [19] .
Crew pairing subproblems
There is one subproblem for each crew base and each day, as illustrated in Figure 6 . Having a separate subproblem for each day allows us to control the maximum pairing duration (four days) by limiting the subnetwork duration. There are five node types: source, sink, departure, arrival, and waiting. The source and sink nodes represent the start and end of the pairing. Each flight is defined by an arc from a departure node to an arrival node that must be covered exactly once. Finally, for each departing flight there is a waiting node, allowing that flight to start a duty. The nodes are grouped by crew base and sorted in chronological order. The network has seven arc types: start of pairing, end of pairing, flight, deadhead, rest, waiting, and empty. The start-of-pairing arcs connect the source node to each departure node at the base. The associated cost is ϕ (4) . Each flight arc and deadhead arc is defined by a departure/arrival node and fixed departure/arrival dates and times. The cost of a flight arc f is −β f − ρ f δ b , where ρ f is the duration of flight f and β f and δ b are the dual variables for constraints (2) and (3). A deadhead arc has a fixed cost for each occurrence of deadheading in a pairing and a variable cost that depends on the length of the deadhead. A short-rest arc links the arrival node of a flight to the departure nodes of all the flights at the same base if the time interval is between the minimum and the ideal maximum rest time; its cost is equal to the fixed rest cost. If the waiting time exceeds the ideal maximum rest time, a long-rest arc connects the arrival node of the flight to the earliest waiting node. Waiting arcs either link two consecutive waiting nodes to extend the long rest duration or connect two consecutive flights in a duty. For the costs of long-rest and waiting arcs, we use the formulation of [30] . Finally, an empty arc links each waiting node to its corresponding departure node; its cost is zero.
Remark 1 In airline crew scheduling there are usually enough crew members to cover all the tasks. The first iteration of Benders decomposition sequentially solves the crew pairing and personalized assignment problems. If there are uncovered pairings, reserve crew members are added. This ensures that the primal (co)pilot subproblems can cover all the pairings. The penalty cost for uncovered pairings is much greater than the cost associated with VRs (c p c v ). Consequently, the Benders solution covers all the pairings. (40)- (41) is difficult to solve with CG. Let K 1 and K 2 be the sets of Benders (co)pilot optimality cuts. Let γ k be the dual variable associated with Benders optimality cut k ∈ K j (j ∈ {1, 2}). The reduced cost of variable y p is given bȳ
Remark 2 The Benders master problem
To reflect the information from the restricted MMP (RMMP) in the MSP, the arc costs in MSP must be modified by the optimal dual solution for the current RMMP. The cost of a flight arc is −β f − ρ f δ b . The costs of the input and output arcs of each network in the pairing subproblems are set to −(φ
i , respectively. However, there are no arcs corresponding to pairings in the pairing-generation subproblems (see Figure 6 ), so we cannot transfer the information on optimality cuts from the RMMP to the MSP.
To overcome this difficulty, we introduce the concept of weak Benders cuts in Proposition 3 that do not take into account the dual variable corresponding to the pairings. Theorem 2 proves that with these weak Benders cuts and the suggested dual solution of the primal (co)pilot subproblem, the Benders approach reach optimality in phase II IP .
Proposition 3 The following weak Benders cuts
are lower bounds on the (co)pilot satisfaction penalty function.
Proof. Let Ω = (Ω j p ≥ 0|j ∈ {1, 2}, b ∈ B, p ∈P b ) be the dual variables for constraints (26) . Since Ω j p is positive for all p ∈P b we have
and so
This completes the proof.
Lemma 1
The integer optimal solution of the primal (co)pilot subproblem is an upper bound for the optimal LP relaxation of the dual (co)pilot subproblem. (34) and (36), the second satisfies constraints (35) and (37), and the third satisfies constraints (33) and (38) . Hence, this is a feasible solution of the dual (co)pilot subproblem (32)- (38) . The Benders solution covers all the pairings (Remark (1) (32)- (38) we obtain
On the other hand, since the dual (co)pilot subproblem is a maximization, clearly
Also, by lemma 1, we have (2)- (7), (11)- (17) with Benders cuts (42) can reach an optimal solution in phase II IP .
Proof. It suffices to show that when all the pairings are covered the optimal dual variables of all the pairings can be 0. We use the optimal dual solutions from Theorem 1. Figure 7 shows that the Z Benders process, the strong Benders cut (41) adds a segment Z j Ω,θ,λ (y p , r v ) to the (co)pilot penalty function, with the exact cost of the primal (co)pilot subproblem at the point B = (ȳ p ,r v ) (the current solution). The weak Benders cut (42) has the same value at this point, so it adds a segment to the (co)pilot penalty function, with the exact cost at this point. The (co)pilot penalty function becomes exact at the extreme points of the MMP where all the generated pairings can be covered by the primal (co)pilot subproblem. Furthermore, since the number of these extreme points is finite, finite termination of the algorithm at an optimal solution is guaranteed.
Personalized assignment subproblems
In the personalized assignment problem, there is one subproblem for each (co)pilot. There are five node types: source, sink, pairing start, pairing end, and midnight. The source and sink nodes represent the start and end of the schedules. Each pairing is defined by a pairing-start node and a pairing-end node. The start and end of each midnight are defined by midnight nodes. There are nine arc types: start of schedule, end of schedule, start of pairing, pairing, short VR, long VR, rest, start of day-off, and day-off. The start-ofschedule arc connects the source node to the first midnight node of the horizon. Its cost is −λ l , where λ l is the dual variable for constraint (28) . The end-of-schedule arc connects the last midnight node to the sink node; its cost is 0. The start-of-pairing arcs connect each midnight node to a start-of-pairing node; the cost is 0. A pairing arc connects a start-of-pairing node to an end-of-pairing node. The cost of these arcs is −Ω p , where Ω p is the dual variable for constraints (26) . A rest arc links an end-of-pairing node at the base to the start node of a pairing whose departure time is greater than or equal to the arrival time plus the minimum rest time (8 hours in our tests). A start-of-day-off arc links an end-of-pairing node to the first midnight node at the base to start a day off. A day-off arc connects a pair of consecutive midnight nodes at the base. The cost of all these arcs is 0. A short VR arc links two midnight nodes covering between one and three days, and a long VR arc links two midnight nodes covering between four and ten days; its cost is −θ v , where θ v are the dual variables for constraints (27) . The reduced cost C s of a variable x s is 
Integer solution
The linear relaxation solutions of the crew pairing and (co)pilot assignment problems are fractional, so we embed the CG algorithm in a branch-and-bound framework. However, it is impossible to explore the whole search tree. Hence, we use two branching heuristics, column fixing and inter-task fixing, to derive integer solutions in reasonable computational times. The column fixing strategy branches directly on the variables y p and x s . We fix to 1 all the variables with a fractional value greater than a predetermined threshold (0.85 for our tests). If no suitable variable exists, we apply inter-task fixing. Let P be the set of all feasible pairings and S the set of all feasible schedules. For each ordered pair of flights f 1 and f 2 and pairings p 1 and p 2 , we define two subsets as follows: P (f 1 , f 2 ) = {p ∈ P : flight f 2 is covered immediately after flight f 1 } and S(p 1 , p 2 ) = {s ∈ S : pairing p 2 is covered immediately after pairing p 1 }. Let r f1f2 = p∈P (f1,f2) y p and r p1p2 = s∈S(p1,p2) x s be the total flow between these two flights and pairings. We select the maximum fractional values, r f1f2 and r p1p2 . We then require these two flights to be covered consecutively in the same pairing (by setting r f1f2 = 1) and these two pairings to be covered consecutively in the same schedule (by setting r p1p2 = 1). These branching strategies produce good integer solutions with small optimality gaps (see Table 5 ).
Reducing computational time
We use two techniques to reduce the computational time.
Personalized Crew Assignment Problem
We solve the pilot and copilot assignment problems in parallel. This is possible since these problems are independent of each other.
Benders master problem
We warm start the Benders master problem after adding Benders cuts and after branching. We start with the feasible columns generated to date and with the current base. After solving the pairing problem at each iteration of the Benders decomposition we use the current optimal solution as the initial solution for the next iteration. The results show that this idea works well.
Computational experiments
This section presents our experiments with the three proposed approaches: SEQ, SEQEP and INT. We applied the algorithms to three datasets derived from a one-month flight schedule of a major North American airline. The characteristics of each instance are given in Table 1 . In our test, each (co)pilot requests two vacations in each month. These are divided into two categories based on their length: a long vacation is between 4 and 10 days and a short vacation is between 1 and 3 days. The last two columns of Table 1 indicate the total number of vacation days for pilots and copilots. We conducted our tests on a Linux computer with an Intel Core i7-1770 CPU clocked at 3.40 GHz, using a single processor. Our implementation is coded in C++ using the commercial GENCOL column generation library, version 4.5. The RMPs are solved by CPLEX 12.4. 
Analysis of computational refinements
This section discusses the effect of the aggregation and the impact of the warm start strategy, as described in Sections 3 and 5.5.2. Table 2 gives the total number of constraints in the extended pairing problem for each instance before and after the aggregation. The aggregation reduces the number of constraints by an average of 37.36%; the reduction increases with the size of the instance. We solved each aggregated instance with both the basic algorithm and the refined version that includes warm starting; see Table 3 . Here, the number of columns generated and the CPU time indicate the effort needed to solve the Benders master problem using INT. The last two columns of Table 3 give the ratios for the CPU times and the number of columns generated for the basic and refined algorithms. The computational times and numbers of generated columns are reduced considerably for all the instances. The refined algorithm is an average of 1.93 times faster than the basic algorithm, and the number of columns generated increases by a factor of 1.73. 
Results for integrated approach
In this section, for each phase of INT we indicate the time spent, the number of cuts generated, and the total cost at the end; see Table 4 . The results show that the percentage gaps between the phases are small. The gap between phases II LP and II IP , which is between 0.00% and 0.03%, justifies the use of the three-phase approach. The performance of INT is related to the number of cuts: in each instance eight to fourteen cuts suffice to find a good solution. For the first two instances, most of the CPU time is spent on phase II LP . In this phase the CG is embedded in a branch-and-bound framework to obtain an integer solution for crew pairing variables, and therefore more time is needed. For the largest instance, phase I is the most time-consuming, and this can be explained as follows. This instance has between 1300 and 1400 fractional pairings in the solution of the relaxation and between 300 and 350 pairings when the integrality constraints are added in phase II LP . Therefore, size of (co)pilot assignment problems in phase I is much larger than phase II LP and requires more time. For all three instances, phase II IP has the lowest CPU time, because only a few cuts are generated in this phase. Adding Benders optimality cuts in the first two phases helps us to find an optimal solution more quickly in phase II IP . 
Computational gap in integrated and sequential approaches
In this experiment, we study the optimality gap of each problem for each approach. We report in Table 5 three integrality gaps: the crew pairing gap, the pilot assignment gap, and the copilot assignment gap. The gap is the percentage difference between the LP and integer solutions of the problem. The relatively small gaps indicate that the three approaches produce good solutions. The larger integrality gaps for the pairing problems confirm that it is difficult to find integer solutions; this is because the branching strategies are heuristic and the pairing problem is much larger than the assignment problem. On average, the integrality gaps obtained by INT are smaller than those for SEQEP and SEQ for the assignment problem. 6.4 Number of branching nodes, iterations, and columns Table 6 presents for each approach the total number of branch-and-bound nodes explored, CG iterations performed, and columns generated during the solution process. INT has more branching nodes, iterations, and generated columns than SEQEP and SEQ. This is because INT performs an average of six iterations, and for SEQEP and SEQ is one. We conclude that the pairing problem is more difficult than the assignment problem. In the former problem there are more generated columns and branching nodes. 
Coverage of VRs
We now analyze the performance of the approaches in terms of the percentage of satisfied VRs; see Table 7 .
The results clearly show that the percentage of satisfied VRs decreases as the complexity of the instance increases. INT has significantly better performance than SEQEP, and SEQEP has significantly better performance than SEQ. The last three rows of Table 7 provide a pairwise comparison of the approaches. For example, on average, INT increases the coverage of long and short VRs by 15.66% and 10.66% for pilots and 15.00% and 12.00% for copilots compared to SEQEP. On average, INT increases the coverage of VRs by 16% for pilots and 18.33% for copilots in terms of the total number of days requested when compared with SEQEP. 
Coverage of flights and pairings
We define large penalty costs to ensure that the percentages of uncovered flights and pairings are small. INT and SEQEP cover all the flights and pairings for all the instances. With SEQ 0.32% and 0.60% of the (co)pilot pairings in the second and third instances are uncovered, respectively. This is because with SEQ the pairing problem does not take into account how many pilots and copilots are available.
Computational time and cost for integrated and sequential approaches
We now compare the total CPU time (in minutes) and the solution cost for the pairing and assignment problems; see Table 8 . For SEQEP and SEQ, the total CPU time is the time to solve the pairing and assignment problems. For INT the total CPU time is the time to solve all three phases. The pilot and copilot problems were solved in parallel, as explained in Section 5.5.1.
On average, INT decreases the pairing cost by 0.83% compared with SEQEP and 0.10% compared with SEQ. These results confirm the effectiveness of the warm start strategy, especially since the INT model has more constraints. Clearly, if an exact branching strategy were used, the results might be different. On average, SEQEP increases the pairing cost by 0.72% compared with SEQ. This increase might be necessary to increase the number of satisfied VRs.
For the assignment costs, INT yields significant savings compared with SEQEP, and SEQEP yields significant savings compared with SEQ. For example, INT decreases the pilot (copilot) costs by 54.92% (53.24%), in comparison with SEQEP. The computational time increases by a factor of 2.55. 
Conclusion
We have proposed two novel mathematical models: an extended model for the crew pairing problem, and a completely integrated model for the crew pairing and personalized assignment problems. We use aggregation in the extended pairing problem to decrease the number of constraints and reduce the CPU time. We have presented two sequential solution approaches (SEQ and SEQEP), and an integrated approach (INT). The sequential approaches are based on CG. The integrated approach is based on combined Benders decomposition and CG, and it uses a warm start strategy. The theoretical results for the integrated approach show that optimality can be achieved.
We studied real-world instances from a major US carrier. The results show that the novel extended crew pairing model leads to monthly schedules that are significantly better in terms of satisfied VRs. The integrated approach yields significant improvements compared with the sequential approaches. However, the SEQEP can solve large problems in reasonable computational times.
Future work could consider other crew preferences, such as preferences for specific flights.
