Abstract. We analyze two-dimensional Schrödinger operators with the potential |xy| p − λ(x 2 + y 2 ) p/(p+2) where p ≥ 1 and λ ≥ 0, which exhibit an abrupt change of its spectral properties at a critical value of the coupling constant λ. We show that in the supercritical case the spectrum covers the whole real axis. In contrast, for λ below the critical value the spectrum is purely discrete and we establish a LiebThirring-type bound on its moments. In the critical case the essential spectrum covers the positive halfline while the negative spectrum can be only discrete, we demonstrate numerically the existence of a ground state eigenvalue.
Introduction
One of the problems which attracted attention recently concerns Schrödinger operators with potentials dependent on a parameter which exhibit a sudden spectral transition when the value of the parameter passes a critical value. The potential is typically unbounded from below and has narrow channels through which the particle can 'escape to infinity' in the supercritical situation. Possibly the best know example of this type is the so-called Smilansky model [12, 13, 9, 4, 7] and its regular version [2] . Another example, which will be the main subject of this paper, is a modification of the well-known potential |xy| p in R 2 obtained by adding a rotationally symmetric negative component which becomes stronger with the growing radius, see (1.1) below. Recall that without the negative component this potential and its modifications serves to demonstrate the possibility of a purely discrete spectrum in the situation when the classically a! llowed volume of the phase space is infinite [11, 6, 3] .
The mechanism of the spectral transition comes from the balance between the negative part of the potential and the positive contribution to the energy coming from the transverse confinement to a channel narrowing towards infinity. This means that the behavior of the two potential components at large distances from the origin must be properly correlated. In our case this is achieved by considering the following class of operators,
, where (x, y) in R 2 are the Cartesian coordinates (x, y) in R 2 and the nonnegative parameter λ in the second term of the potential will serve to control the transition. Note that 2p p+2 < 2, and consequently, the operator (1.1) is essentially selfadjoint on C ∞ 0 (R 2 ) by Faris-Lavine theorem -cf. [10] , Thms. X.28 and X.38; in the following the symbol L p (λ) will always mean its closure.
We have found already some properties of these operators in [5] , our aim here is to present a deeper spectral analysis. To describe what is know we need the (an)harmonic oscillator Hamiltonian on line,
on L 2 (R) with the standard domain, more exactly, its principal eigenvalue γ p ; since the potential has a mirror symmetry and the ground state is even, we can equivalently consider the 'cut' (an)harmonic oscillator on L 2 (R + ) with Neumann condition at t = 0. The eigenvalue is known exactly for p = 2 where it equals one as well as for p → ∞ where the potential becomes an infinitely deep rectangular well of width two and γ ∞ = 1 4 π 2 . It is easy to see that the function p → γ p is continuous and positive on the interval [1, ∞); a numerical solution shows that it reaches the minimum value γ p ≈ 0.998995 at p ≈ 1.788.
In the paper [5] we have shown that the spectral transition occurs at the value λ crit = γ p : the spectrum of L p (λ) is purely discrete and below bounded for λ < λ crit , remaining below bounded for λ = λ crit , while for λ > λ crit it becomes unbounded from below. We have also derived there crude bounds on eigenvalue sums in the subcritical case. In the present work we are going to establish first that for λ > λ crit the spectrum of L p (λ) covers the whole real line. Next we shall analyze in more detail the critical case, λ = λ crit , showing that one has
The question of existence of a negative discrete spectrum is addressed numerically. We show that there a range of values of p for which the critical operator L p (γ p ) has a single negative eigenvalue. Finally, we return to the subcritical case and establish Lieb-Thirring-type bounds to eigenvalue moments.
Supercritical case
As indicated, our first main result is the following.
Proof. To demonstrate that any real number µ belongs to essential spectrum of operator L p we are going to use Weyl's criterion: we have to find a sequence
such that ψ k = 1 which contains no convergent subsequence and
For the sake of clarity let us first show that 0 ∈ σ ess (L p ). We define
where h p is the ground state eigenfunction of H p , χ is a smooth function with supp χ ⊂ [1, 2] satisfying 2 1 χ 2 (z) dz = 1, and β > 0 will be chosen later. We note that for a given k one can achieve that ψ k L 2 (R 2 ) ≥ 1 2 p/(p+2) as the following estimates show,
Our next aim is to show that for any positive ε one can find
By a straightforward calculation one gets
Our aim is to show that choosing k sufficiently large one can make most terms at the right-hand side of (2.3) as small as we wish. Changing the integration variables, we get for the first term the following estimate,
where the right-hand side tends to zero as k → ∞. In the same way we establish that for large enough k all the terms in (2.3) except the last one can be made small. The last term is not small, what is important that it asymptotically compensates with the negative part of the potential; using the same technique one can prove that for large k the integral
is small again as small as we wish. Consequently, for any fixed ε > 0 one can choose k large enough such that
Combining this result with the fact that H p h p = γ p h p and choosing
we get
To complete this part of the proof we fix a sequence {ε j } ∞ j=1 such that ε j 0 holds as j → ∞ and to any j we construct a function ψ k(ε j ) such that the supports for different j's do not intersect each other; this can be achieved by choosing each next k(ε j ) large enough. The norms of L p ψ k(ε j ) satisfy the inequality (2.5) with ε j on the right-hand side, and by construction the sequence ψ k(ε j ) converges weakly to zero; this yields the sought Weyl sequence for zero energy.
Passing now to an arbitrary nonzero real number µ we can use the same procedure replacing the above functions ψ k by
where
and furthermore, the functions h p , χ and the number β are the same way as above. The second derivatives of those functions are
It is not difficult to check that for any positive ε one choose a number k large enough to ensure that the inequality
holds. Using further the identity
we arrive at the estimate
now we can use the result of the first part of proof to establish the claim.
Critical case
Let us now pass to the case when the parameter value is critical, in other words, consider the operator
. We shall consider the positive and negative spectrum separately.
The essential spectrum
First we are going to show that the discreteness is lost in the positive halfline once the coupling constant reaches the critical value.
Proof. The argument is similar to that used in the proof of Theorem2.1, hence we present it briefly with emphasis on the differences. As before we check first that 0 ∈ σ ess (L p ) by constructing a Weyl sequence, which is now of the form
with h p and χ the same as before. As this nothing but (2.1) with β = 0, not surprisingly in view of (2.4) we can repeat the reasoning with the involved expressions appropriately simplified. Passing now to an arbitrary nonnegative number µ we replace (2.6) by
where the functions h p , χ are again the same way as above and (η µ (y)) 2 = µ. This can be achieved for any µ ≥ 0 t by choosing η µ (y) = √ µy, note that the classically allowed region is now the whole halfline instead of the interval entering the definition of µ (y) above. The second derivatives of the functions ψ k obtained in this way are
One finds easily that for any positive ε and k large enough we have
and using further the trivial identity
√ µy we arrive at
and the result of the first part of proof allows us to establish the claim. 
Discreteness of the negative spectrum
Next we are going to show that the inclusion σ ess (L p (γ p )) ⊃ [0, ∞) established in Theorem 3.1 is in fact an equality.
Proof. By the minimax principle it is sufficient to estimate L p from below by a selfadjoint operator with a purely discrete negative spectrum. To construct such a lower bound we employ a bracketing argument, imposing additional Neumann conditions at the rectangles G n = {−α n+1 < x < α n+1 } × {α n < y < α n+1 }, G n = {−α n+1 < x < α n+1 } × {−α n+1 < y < −α n }, Q n = {α n < x < α n+1 } × {−α n < y < α n }, and Q n = {−α n+1 < x < −α n } × {−α n < y < α n }, n = 1, 2, . . ., together with central
is a monotone sequence such that α n → ∞ as n → ∞ which will be specified later. In this way we obtain a direct sum of operators with Neumann boundary conditions at the rectangle boundaries which we denote as n,p , i = 1, 2, below any fixed negative number contain a finite number of eigenvalues, the multiplicity taken into account, which implies the sought claim.
Furthermore, the goal will be achieved if we estimate L
n,p , i = 1, 2, from below by operators with separated variables and prove the analogous limiting relations for them. We use the lower bounds α n+1 ) with the boundary conditions
It is clear that the spectra of H
n,p , n = 1, 2, . . ., are purely discrete; we are going to check that lim n→∞ inf σ H
(1)
Since the lowest Neumann eigenvalue of − d 2 dy 2 on the interval is zero corresponding to a constant eigenfunction, the problem reduces to analysis of the operator h
. Using a simple scaling transformation, one can check that h
n,p is unitarily equivalent to
with Neumann boundary conditions at its endpoints. To proceed we need to specify the sequence {α n }. Let us assume that
Combining this assumption with the inequality
we infer that
where the corresponding Neumann (an)harmonic oscillator is restricted to the interval
Next we need to establish the following lemma.
Proof. The relation (3.6) is certainly valid if inf σ (l k,p ) ≥ γ p holds for all k from some number on. Assume thus that we have inf σ (l k,p ) < γ p for infinitely many numbers k. Let ψ k,p be the normalized ground-state eigenfunction of l k,p . We fix a positive δ and check that
Indeed, suppose that at least one of inequalities (3.7) does not hold, then
Since ψ k,p is by assumption the ground-state eigenfunction of l k,p , we have
for all k ≥ 1 and any normalized function φ from the domain of the operator, in particular, for any φ from the class C 
Next we construct a function ϕ k,p on semi-infinite intervals (−∞, x
k,p ) and (x (2) k,p , ∞) in such a way that
this can be always achieved, one can take, e.g., the function decreasing linearly with respect to |x − x
k,p , j = 1, 2, to zero. By virtue of (3.8) and (3.9) we then have
for large enough k, however, this is in contradiction with the fact that γ p is the groundstate eigenvalue of l k,p . This proves the validity of (3.7).
Having established the validity of inequalities (3.7) we infer from them that there are points y
Now we repeat the argument and construct a functionφ k,p on the semi-infinite intervals (−∞, y (1) k,p ) and (y (2) k,p , ∞) in such a way that
Using the last relation one finds that
However, γ p is the ground-state eigenvalue,
which in combination with above inequality gives
proving the claim of the lemma.
It follows from Lemma 3.1 that the right-hand side of the estimate (3.5) behaves asymptotically as
which can be made arbitrarily small by choosing n is large enough; this is what we needed to conclude the proof of Theorem 3.2. 2 , we can derive a lower bound to the threshold of the negative spectrum in terms of spectral properties of the one-dimensional operators with the symbol
with z ≥ 1. As such a bound is not simple and does not provide any significant insight, however, we are not going to present it here.
Existence of the negative spectrum: a numerical indication
Theorem 3.2 tells us that the spectrum in the negative halfline can be discrete only, and as we have remarked above one can find a lower estimate to its threshold, however, neither of these results implies anything about the negative spectrum existence. Now we are going address this question numerically and provide an evidence of the discrete spectrum nontriviality. We considering first the operator L 2 (γ 2 ) -recall that γ 2 = 1 -and impose a cutoff at a circle of radius R circled at the origin with Dirichlet and Neumann boundary condition, and find the corresponding first and second eigenvalue using the Finite Element Method. The result is shown on Fig. 2 . We see, in particular, that the lowest Dirichlet eigenvalue is for R 7 practically independent of the cutoff radius and negative which by an elementary bracketing argument indicates that L 2 (1) has a negative eigenvalue. Furthermore, the difference between the Dirichlet and Neumann eigenvalue becomes negligible for large enough R which shows that true ground-state eigenvalue in this case is E ≈ −0.18365. For the second eigenvalue the DN gap also squeezes, although much slower and the Neumann eigenvalue is positive which hints that the discrete spectrum consists of a single point. The Finite Element Method allows us also to compute the ground-state eigenfunction as shown on Fig. 3 . The result is practically independent of the boundary condition used which is understandable since the function has an exponential falloff and the influence of the boundary is negligible for large enough R.
By continuity, the ground-state eigenvalue of L p (λ) exists in the vicinity of the point p = 2; one is naturally interested what one can say about a broader range of the parameter. To this aim we plot in the left part of Fig. 4 the lowest eigenvalue of the cut-off operator as the function of p and the coupling constant. The right part shows the zero-energy cut of the surface in which the shaded region indicates the part of the (λ, p) plane where the lowest eigenvalue of the cut-off operator is positive, as compared to λ crit = γ p . The two curves meet at p ≈ 20.392 corresponding to λ crit ≈ 1.563. Up to this value, it is thus reasonable to expect that a negative eigenvalue exists. For higher values of p the numerical accuracy is a demanding problem, we nevertheless conjecture that at least the Dirichlet region operator, p = ∞, is positive. Fig. 4 also provides an idea of how the spectral threshold of L p (λ) depends on the coupling constant.
Subcritical case, eigenvalue estimates
Let us finally pass to the subcritical case, λ < γ p . According to [5, Thm. 2 .1] the operator L p (λ) has in this case a purely discrete spectrum. In the mentioned paper a crude bound on eigenvalue sums was established for small values of the coupling constant λ. We are going derive now a substantially stronger result, an estimate on eigenvalue moments valid for any λ < γ p . More specifically, let µ 1 < µ 2 ≤ µ 3 ≤ · · · be the set of ordered eigenvalues of (1.1); we are looking for bounds of the quantities
for fixed numbers Λ and σ. This is the contents of the following theorem.
Theorem 4.1. Let λ < γ p , then for any Λ ≥ 0 and σ ≥ 3/2 the following trace inequality holds,
where the constant C p,σ depends on p and σ only and
Proof. By the minimax principle it is sufficient to estimate L p from below by a selfadjoint operator with a purely discrete spectrum for which the moments in question can be calculated. To construct such a lower bound we again employ a bracketing, imposing additional Neumann conditions at the rectagles G n , G n , and Q n , Q n introduced in the proof of Theorem 3.2. The sequence {α n } ∞ n=1 is monotonically increasing by construction; we assume again that α n → ∞ and that the rectangles get asymptotically thinner according to (3.4) 
Then, as before, we obtain a direct sum of operators L
n,p and L 0 p . We are going to find the eigenvalue momentum estimates for those.
Let us start from L
n,p , n = 1, 2, . . .. We again find a lower bound using the operator H (1) n given by (3.1), the spectrum of which is the sum of two one-dimensional operators. Since the spectrum of one-dimensional Neumann operator − d 2 dy 2 on the interval (α n , α n+1 ) is discrete and simple with the eigenvalues
, the problem reduces to analysis of the operator h
on L 2 (−α n+1 , α n+1 ) which is unitarily equivalent to (3.3).
To proceed we put κ := γp−λ 2(γp+λ+2) and assume that the edge coordinates satisfy
Using then the fact that (a + b) q ≤ a q + b q holds for any positive numbers a, b and q < 1, in combination with (4.2), we arrive at the inequalities
Combining (4.2), (4.6) and (4.9) we thus choose
, where [·] means the entire part. Let us now return to the eigenvalue momentum estimates. One has 11) where tr the summation which yields the corresponding eigenvalue moment in which the ground state is not taken into account. Using next inequalities (4.4), (4.8), in combination with version of Lieb-Thiring inequality suitable for our purpose [8] ), we infer from (4.11) that for any positive Λ, σ ≥ 3/2 and n ≥ 1 one has
We further restrict the choice of the sequence {α n } ∞ n=1 demanding
this allows us to write the following estimate
Using next the fact that inf σ L
n,p ≥ inf σ h (2) n,p in combination with estimates (4.8), (4.12) , and (4.14) one gets with another constantC p,σ . In this way the theorem is established.
