The testing of aeroelastically and aerothermoelastically scaled wind-tunnel models in hypersonic flow is not feasible; thus, computational aeroelasticity and aerothermoelasticity are essential to the development of hypersonic vehicles. Several fundamental issues in this area are examined by performing a systematic computational study of the hypersonic aeroelastic and aerothermoelastic behavior of a three-dimensional configuration. Specifically, the flutter boundary of a low-aspect-ratio wing, representative of a fin or control surface on a hypersonic vehicle, is studied over a range of altitudes using third-order piston theory and Euler and Navier-Stokes aerodynamics. The sensitivity of the computational-fluid-dynamics-based aeroelastic analysis to grid resolution and parameters governing temporal accuracy are considered. In general, good agreement at moderate-to-high altitudes was observed for the three aerodynamic models. However, the wing flutters at unrealistic Mach numbers in the absence of aerodynamic heating. Therefore, because aerodynamic heating is an inherent feature of hypersonic flight and the aeroelastic behavior of a vehicle is sensitive to structural variations caused by heating, an aerothermoelastic methodology is developed that incorporates the heat transfer between the fluid and structure based on computational-fluid-dynamics-generated aerodynamic heating. The aerothermoelastic solution procedure is then applied to the low-aspect-ratio wing operating on a representative hypersonic trajectory. In the latter study, the sensitivity of the flutter margin to perturbations in trajectory angle of attack and Mach number is considered. Significant reductions in the flutter boundary of the heated wing are observed. The wing is also found to be susceptible to thermal buckling. 
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The conditions encountered in hypersonic flows, combined with the need to design hypersonic vehicles, have motivated research in the areas of hypersonic aeroelasticity and aerothermoelasticity. As indicated by Fig. 1 , hypersonic vehicle configurations will consist of long, slender, lifting-body designs. In general, the body and aerodynamic control surfaces will be flexible due to minimumweight restrictions. Furthermore, as shown in Fig. 2 , these vehicles operate [6] [7] [8] [9] over a Mach number range of 0 to 15 and must fly within the atmosphere for sustained periods of time to meet the needs of an airbreathing propulsion system [10] . The combined extreme aerodynamic heating and loading acting on the airframe produce complex interactions between the flow, dynamics, structure, control, and propulsion systems. These interactions have received only limited attention in the past. Moreover, the impracticality of testing aeroelastically and aerothermoelastically scaled models in wind tunnels [11] , a common practice in the subsonic and supersonic flow regimes, implies that aeroelastic simulations are critical for the development of vehicles intended for this flight regime.
Hypersonic aeroelasticity and aerothermoelasticity was an active area of research in the late 1950s and during the 1960s, as evident from [12] [13] [14] [15] [16] . This research was instrumental in providing the basis for the aerothermoelastic design of the space shuttle. This early research has been followed by periods of inactivity as well as spurts of activity that have produced a body of knowledge that can be separated into several categories or groups. The first category consists of studies focusing on panel flutter, which is a localized aeroelastic problem representing a small portion of the skin on the surface of the hypersonic vehicle [17] [18] [19] [20] [21] [22] . The second group of studies in this area was motivated by a previous hypersonic vehicle: namely, the NASP [6, [23] [24] [25] [26] [27] [28] . In these studies, the hypersonic aeroelastic analysis was carried out using a finite element structural model of the vehicle in conjunction with piston theory aerodynamics [6] . Some of these studies [26] [27] [28] examined simplified aerothermoelastic behavior of NASP-like configurations using approximate steady-state surface temperatures to account for aerodynamic heating effects. These studies found that aerodynamic heating alters the aeroelastic stability of the vehicle through a combination of the degradation of material properties and introduction of thermal stresses [26] [27] [28] .
The third group is restricted to more recent papers that deal with the newer hypersonic configurations such as the X-33 or the X-34. Reference [29] considered the X-34 launch vehicle in free flight at M 8:0. In [7] , a CFD-based aeroelastic analysis was carried out on the X-43 vehicle using an autoregressive moving-average (ARMA) system-identification-based order reduction of the aerodynamic degrees of freedom. Both the structure and the fluid were discretized using the finite element approach. It was shown that piston theory and ARMA reduced-order Euler calculations predicted somewhat similar flutter behavior. In [30] , the aeroelastic stability of a generic hypersonic vehicle resembling the X-33 was considered using firstorder piston theory. In a sequel to this study [31] , the piston theory results for the aeroelastic behavior were also compared with aeroelastic stability boundaries obtained from computational aeroelasticity, and it was shown that the primitive aerodynamic model used in [30] was inadequate for hypersonic aeroelastic analysis.
The overall objective of this paper is to examine the fundamental aspects of hypersonic aeroelasticity and aerothermoelasticity using computational tools. This is accomplished by considering a relatively simple three-dimensional low-aspect-ratio wing, shown in Fig. 3 , which is representative of a fin or control surface on the hypersonic vehicles depicted in Fig. 1 . Such a configuration allows one to focus on basic modeling issues of hypersonic aeroelasticity and aerothermoelasticity without the additional effort required to generate results for a more complex structure. The specific objectives of the paper are as follows: 1) Examine the mesh requirements for reliable CFD solutions to the unsteady Euler and Navier-Stokes equations in the hypersonic flow regime.
2) Examine the sensitivity of the aeroelastic behavior of a lowaspect-ratio wing, generated using CFD solutions to the unsteady Euler and Navier-Stokes equations, to parameters governing temporal accuracy.
3) Obtain the stability boundaries for a low-aspect-ratio wing using unsteady Euler and Navier-Stokes aerodynamics and compare them with those obtained using third-order piston theory. 4) Develop a refined aerothermoelastic model that incorporates the effect of heat transfer between the structure and the fluid due to intense aerodynamic heating, and obtain the stability boundaries of a low-aspect-ratio wing for a representative hypersonic vehicle trajectory.
Achieving these objectives significantly enhances our understanding of hypersonic aeroelasticity and aerothermoelasticity.
II. Method of Solution
The computational aeroelastic solutions in the present study are obtained using the NASA Langley code CFL3D [32] . Specifically, the CFL3D code is used to generate both steady and unsteady air loads, and it also produces the aeroelastic transients and response solutions. The fluid-structure coupling in the code is accomplished using the free-vibration modes of the vehicle. A detailed description of the solution process is provided next.
A. Euler/Navier-Stokes Solver in CFL3D
The CFL3D code employs an implicit finite volume algorithm based on upwind-biased spatial differencing to solve the timedependent Euler and Reynolds-averaged Navier-Stokes equations. Multigrid and mesh sequencing are available for convergence acceleration. The algorithm, which is based on a cell-centered scheme, uses upwind-differencing based on either flux-vector splitting or flux-difference splitting and can sharply capture shock waves. For applications using the thin-layer Navier-Stokes equations, different turbulence models are available. For timeaccurate problems using a deforming mesh, an additional term accounting for the change in cell volume is included in the time discretization of the governing equations [33] . Because CFL3D is an implicit code using approximate factorization, linearization and factorization errors are introduced at every time step. Hence, intermediate calculations (referred to as subiterations) are used to reduce these errors. Increasing these subiterations improves the accuracy of the simulation, albeit at increased computational cost.
B. Aeroelastic Option in CFL3D
The aeroelastic approach underlying the CFL3D code is similar to that described in [34, 35] . The equations are derived by assuming that the general motion wx; y; z; t of the structure is described by a finite modal series given by Eq. (1). The functions i x; y; z represent the free-vibration modes of the vehicle, which are calculated using a finite element approach:
The aeroelastic equations of motion are obtained from Lagrange's equations:
which yield
where the elements of the generalized force vector are given by
The aeroelastic equations are written in terms of a linear state-space equation (using a state vector of the form Fig. 3 Planform and cross-sectional views of the low-aspect-ratio wing.
such that a modified state-transitionmatrix integrator can be used to march the coupled fluid-structural system forward in time. At the beginning of each time step, the incremental structural deflections are calculated using the modal velocities and generalized aerodynamic forces. Using a deforming mesh, the mesh points are moved so that the inner mesh boundaries conform to the new deformed shape of the structure and the far-field boundaries are held stationary. The fluid equations, including the geometric-conservation-law terms, compute the flowfield throughout the updated mesh. The generalized aerodynamic forces acting on the structure through the next time step are then computed. Thus, tight coupling of the flow and the structure is implemented through the generalized aerodynamic forces. Finally, a time history of the modal displacements, modal velocities, and generalized forces is obtained.
The aeroelastic capabilities of CFL3D, based on this modal response approach for obtaining the flutter boundary, have been partially validated for the transonic regime for the first AGARD standard aeroelastic configuration for dynamic response, wing 445.6. The results of flutter calculations using Euler aerodynamics are given in [36] and those using Navier-Stokes aerodynamics are given in [37] . For more recent validation using the AGARD 445.6 wing flutter-onset envelope, the current version of CFL3D (version 6.0) was used in [38] .
C. Computational Methods for Fluid-Structure Coupling
Prediction of the dynamic response of a flexible structure in a fluid requires the simultaneous solutions of the equations of motion of the structure and the fluid. To impose the kinematic boundary conditions on the fluid mesh at the new time step, the location and velocity of the fluid-structure boundary must first be known. This requires the solution of the entire system of equations for the structure, a task that cannot be carried out until the current surface pressure is known, which depends on the solution of the fluid domain and thus also on the unknown boundary conditions during the current time step. In addition, the discretized model of the structure uses a Lagrangian approach by following a point located on the structure over time, whereas the discretized model of the fluid uses an Eulerian approach by computing the flow quantities at a specific location in space over time. Therefore, accurate coupling of the two systems is a fairly complicated endeavor. A straightforward approach to the solution of the coupled fluid-structure system requires changing the fluid grid at each time step, which is computationally very expensive. Therefore, several different approaches have emerged as alternatives to partial regridding in transient aeroelastic computations, among them being dynamic meshes [39] , the space-time formulation [40] [41] [42] , the arbitrary/mixed Eulerian-Lagrangian formulation [43, 44] , the multiple-field formulation [45, 46] , the transpiration method [7, 47] , the exponential-decay/transfinite-interpolation (TFI) method [48, 49] , the modified spring analogy [33] , and the finite macroelement method [49, 50] . Note that the exponential-decay/ TFI, modified spring analogy, and finite macroelement methods are all available in the CFL3D code for fluid-structural coupling [33, 49, 50] .
This study implements the exponential-decay/TFI approach [48, 49] , which is an algebraic mesh deformation method in which surface movement is transmitted into the mesh interior using an exponential-decay function. The motion of selected slave points, chosen across a grid at constant index intervals, is tied to the motion of the nearest surface (or master) point. The exponential-decay function uses distance between the slave and nearest surface point so that motion of the surface is transmitted nearly undiminished to nearby slave points. Intervening mesh points on block faces are updated using TFI, a scheme [51] that efficiently maps grid displacements from one block face to another using polynomial functions. Once the intermediate mesh between slave points is updated on block faces, block interiors are updated using a volume TFI step. When smoothing of the deformed grid is necessary, several iterations of a modified spring analogy are employed. This scheme is a modification of the spring analogy [39] by using axial spring stiffness. Spring stiffness in the mesh interior is controlled by the spacing of the appropriate boundary grid points. Note that the axial stiffness approach results in smoothing of the mesh and also allows adaptation based on the flow solution. Furthermore, the problem of grid collapse around convex surfaces is handled by selectively increasing/decreasing stiffness based on surface curvature.
Note that during the mesh deformation process, the code ensures that the generated control points at block boundaries are coincident and also checks block boundaries for separation during the mesh deformation at each time step [49] .
D. General Overview of the Solution Process
The solution of the computational aeroelasticity problem considered in the present study is shown in Fig. 4 . First, the vehicle geometry is created using CAD software, and from this geometry, a mesh generator is used to create a structured mesh for the flow domain around the body. In parallel, an unstructured mesh is generated that represents the surface of the finite element model of the vehicle. This structural model is further refined with internal stiffeners and mass elements to represent an actual structure and is used to obtain the free-vibration modes using MSC.Nastran. Subsequently, the fluid mesh is used to compute the flow around the rigid vehicle using the steady CFD solver in CFL3D. To generate the structural input for the aeroelastic solver in CFL3D, the modal deformation at each surface grid point in the fluid mesh is obtained by using cubic interpolation (in MATLAB) from the finite element structural model for each structural mode. Using the flow solution as an initial condition and the interpolated modal data as additional input, an aeroelastic equilibrium state is obtained for the flexible vehicle. For a geometry with vertical symmetry at a 0-deg angle of attack, the equilibrium state is the same as the undeflected state. Next, the structure is perturbed in one or more of its modes by an initial modal velocity condition, and the transient response of the structure is obtained. To determine the flutter conditions at a given altitude, aeroelastic transients are computed at several Mach numbers and the corresponding dynamic pressures. The frequency and damping characteristics of the transient response for a given flight condition and vehicle configuration are determined using the ARMA method of time-domain damping and frequency identification [52] [53] [54] [55] [56] . This approach applied at the same altitude and vehicle configuration for a range of Mach numbers results in a series of damping values for the system. The flutter Mach number can be estimated from this series by interpolating the damping data points to identify the value of the Mach number at which the damping is zero.
E. Piston Theory
Piston theory is a simple inviscid unsteady aerodynamic theory that has been used extensively in supersonic and hypersonic aeroelasticity. It provides a point-function relationship between the local pressure on the surface of the vehicle and the component of fluid velocity at the moving surface normal to the freestream direction [57, 58] . The derivation uses the isentropic simple wave expression for the pressure on the surface of a moving piston:
The expression for piston theory is based on a binomial expansion of Eq. (5), in which the order of the expansion is determined by the ratio of v n =a 1 . Reference [58] suggested a third-order expansion, because it produced the smallest error of the various orders of expansion used when compared with the limiting values of pressure: namely, the simple wave and shock expansion solutions. The thirdorder expansion of Eq. (5) yields third-order piston theory:
F. Structural Model of the Low-Aspect-Ratio Wing
The structural model for the low-aspect-ratio wing is based on the Lockheed F-104 Starfighter wing. It was developed with finite elements in MSC.Nastran by matching its total mass and first bending and torsional frequencies to the corresponding F-104 wing values. A comparison of the final model values with the F-104 wing is provided in Table 1 , and the first 5 natural frequencies and modes are shown in Fig. 5 . Note that the wing structure was assumed to be made from 2024-T3 aluminum alloy.
The finite element structural model, shown in Fig. 6 , has 1327 total degrees of freedom, with 20 CTRIA3 (6 surface elements) and 1700 CQUAD4 (1318 surface elements) bilinear plate flexural elements. Stiffeners were placed throughout the structure using CTRIA3 and CQUAD4 elements to prevent breathing modes and to tune the model frequencies to those listed in Table 1 . Finally, it is important to mention that the rigid-body modes were suppressed by cantilevering the wing at the root and are not considered in this study.
G. Refined Aerothermoelastic Model
A practical aeroelastic model for the hypersonic regime must include aerodynamic heating effects. Aerodynamic heating significantly alters the flow properties [59] , degrades the material properties, and introduces thermal stresses [13, [60] [61] [62] [63] . Aerodynamic heating of the flow surrounding the vehicle leads to significantly different thermodynamic and transport properties, high heat-transfer rates, variable , possible ionization, and nonadiabatic effects from radiation [59, 60] . Thermal stresses can arise from rapidly changing conditions of heat input in which time lags are involved or from equilibrium conditions of nonuniform temperature distribution [13, [61] [62] [63] . Commonly, the heated structure has lower stiffness due to material degradation and thermal stresses, which manifest themselves as a reduction in frequencies [13, 61, [64] [65] [66] .
An exact treatment of aerothermoelasticity requires the coupling of the unsteady heat-transfer problem with the aeroelastic problem based on a Navier-Stokes solution of the unsteady airloads, which results in time-dependent temperature distributions. This implies time-dependent free-vibration characteristics of a structure at a given Mach number as it is heated.
The heat transfer between the fluid and the structure, schematically depicted in Fig. 7 , is determined from an energy balance of the heat fluxes at the wall of the structure [10, 62, 63] :
where 
The heat transfer represents a balance at the wall between the convective heating by the fluid ( _ q aero ) and heat loss due to conduction into the structure ( _ q cond ), radiation out to space ( _ q rad ), and energy stored in the wall ( _ q strd ). The heat-transfer problem is driven by Eq. (9) or, more specifically, the adiabatic-wall temperature T AW , which is a function of the surface geometry and freestream conditions. Note that at steady state,
Therefore, using Eqs. (9) and (10),
where, given h ht , T AW , , and , the radiation equilibrium temperature at the wall, T R , can be determined by solving a fourthorder algebraic equation. The solution procedure for the refined aerothermoelastic system is depicted in Fig. 8 . Comparing Figs. 4 and 8a illustrates the modification introduced by the aerothermoelastic solution, in which aerodynamic heating information [T AW and h ht from Eq. (9)], obtained from rigid-body CFD computations, is introduced into the finite element analysis of the system. Specifically, T AW is calculated by specifying an adiabatic wall as a boundary condition for the CFD solution to the Navier-Stokes equations, and h ht is calculated from a separate Navier-Stokes solution in which the wall-temperature boundary condition is set to the freestream temperature. Setting a freestream, or cold, wall boundary condition to calculate h ht provides a conservative estimate of the aerodynamic heating [67] . The transient temperature distribution in the structure is determined from a heat-transfer analysis using finite element analysis, and the freevibration frequency and mode shapes of the transiently heated structure are then calculated at each desired point in time. This process is depicted in Fig. 8b . Note that both material-property degradations and thermal-stress effects are included in the computation of the heated free-vibration frequencies and mode shapes.
It is important to mention that this is not an exact treatment of the aerothermoelastic system, because the temperature distribution is not computed at each time step of the aeroelastic calculation procedure. It is, however, a reasonable approximation, because the heat loads vary slowly with time, compared with the generalized forces and motion of the system. Furthermore, it is computationally prohibitive to generate an aeroelastic simulation continuously for the timescales involved to heat the structure.
III. Results and Discussion
As stated in the Introduction, the goal of this paper is to study several fundamental aspects of hypersonic aeroelasticity and aerothermoelasticity. As a first step, the aeroelastic behavior of a low-aspect-ratio wing, shown in Fig. 3 , is studied using piston theory aerodynamics. Using this analysis as a reference point, a CFD-based aeroelastic analysis of the wing is carried using the CFL3D code. During this analysis, issues pertaining to grid convergence and temporal accuracy in hypersonic flow are investigated. The flutter boundary of the wing is then computed over a range of operating altitudes using third-order piston theory and Euler and NavierStokes aerodynamics. Finally, aerodynamic heating is incorporated into the hypersonic aeroelastic analysis of the low-aspect-ratio wing using the refined aerothermoelastic model.
A. Preliminary Aeroelastic Analysis of the Low-Aspect-Ratio Wing
To gain insight into its flutter characteristics in hypersonic flow, a preliminary aeroelastic analysis of the low-aspect-ratio wing was carried out using piston theory aerodynamics. First, the sensitivity of the wing's aeroelastic behavior to the number of structural modes used in the system was examined. Using third-order piston theory in conjunction with 2, 5, and 8 structural modes, the flutter Mach number was predicted to be M f 15:6, 13.4, and 13.3, respectively (40,000 ft). It is evident that increasing the number of modes from 2 to 5 results in a significant reduction in the flutter Mach number of the wing, whereas increasing the modes from 5 to 8 has a minimal effect. Thus, the aeroelastic analysis conducted in the rest of this paper was carried out using 5 structural modes.
The damping and frequency characteristics of the low-aspect-ratio wing at 40,000 ft are shown in Fig. 9 , in which first-order (M f 23:8) and third-order (M f 13:4) piston theory was used to compute the unsteady generalized aerodynamic forces. In both the first-order and third-order cases, there is a coalescence in frequency with increasing Mach number for the first bending (mode 1) and first torsion (mode 2) modes. Simultaneously, the damping of the first mode approaches zero, whereas the damping of mode 2 increases. The damping and frequencies of modes 3-5 are relatively constant with increasing Mach number.
It is important to note that despite similar trends in damping and frequency, first-order piston theory predicts a flutter Mach number that is 80% higher than the third-order piston theory result. Also, it is clear from these results that the wing flutters at relatively high Mach numbers at low altitudes. Finally, it is interesting to calculate the reduced frequencies of the system at the flutter Mach number predicted using third-order piston theory. Using the frequency of the flutter mode, this corresponds to k ! 0:14, whereas for mode 5, k ! 0:51. Therefore, it is evident that the reduced frequency of the flutter mode in hypersonic flow is relatively small.
B. Grid Convergence Studies for Computational Aeroelasticity in Hypersonic Flow
In CFD computations, fluid mesh quality is critical for the accurate prediction of aerodynamic loads. The development of an appropriate mesh is a challenging task for three-dimensional configurations because the grid resolution required for accurate flow computations often places an excessive burden on computational resources. Therefore, it is necessary to consider the optimal distribution of cells around a body to obtain accurate flow predictions at reasonable computational costs.
Consider a steady hypersonic flow around the low-aspect-ratio wing shown in Fig. 3 . At small angles of attack, an attached oblique shock will form at the leading and trailing edges of the wing, whereas an expansion fan is present at midchord. For inviscid flow, the surface pressure is a step function, with a discontinuity at midchord. To determine the best distribution of cells around the wing, four different grids were constructed with different computational domains and cell spacing. The root-section planes of each grid (mesh 1, mesh 2, mesh 3, and mesh 4) are shown in Fig. 10 , and the complete computational domains of mesh 1 and mesh 4 are shown in Fig. 11 . Note that meshes 2-4 have the same computational domain and grid resolution (0:63 10 6 cells); however, the cell spacing normal to the wing surface is varied, as shown. Also note that mesh 1 occupies a larger domain around the wing than meshes 2-4 and has a much higher grid resolution (4:0 10 6 cells). As illustrated in Fig. 10 , the outer boundary of meshes 2-4 surrounding the leading surface of the wing (leading edge to midchord) was set at a distance 10% beyond the shock that forms at M 5:0. This Mach number was chosen as an upper bound of the computational domain for the leading portion of the wing because it was unlikely that aeroelastic calculations would be performed below M 5:0.
The inviscid pressure distribution for each test case at a cross section located at 75% span of the wing is shown in Fig. 12 for both a moderate (M 5:0) and high (M 16:0) Mach number. The importance of the mesh used in the flow calculations is clearly illustrated. As stated previously, the pressure at a cross section of the wing should be a step function with the pressure constant from the leading edge to midchord and from midchord to the trailing edge, with the discontinuity at midchord. As evident from Fig. 12 , the surface pressure predicted using mesh 1 is nonuniform in the forward and aft sections. This indicates that neither the shock nor the expansion fan is captured well, and the discontinuity in pressure is distributed over a large number of streamwise grid points. Furthermore, although meshes 2-4 all capture the leading-edge shock, only mesh 4 correctly simulates a sharp change in pressure at midchord. This is particularly evident at M 16:0. Finally, a comparison of Figs. 13a and 13b illustrates the efficiency of the smaller computational domain at high Mach number. Most of the fluid cells in mesh 4 are within the domain of influence of the flow, whereas many of the cells in mesh 1 are outside the domain of influence. Based on these results, mesh 4 was selected from among the four grids because it produced an accurate representation of the flow characteristics around the wing.
To complete the grid analysis, a flow convergence study was performed on mesh 4 using four additional grid resolutions (two coarser and two finer). Table 2 illustrates the effect of increasing grid resolution on the inviscid C L and C M for the low-aspect-ratio wing at s 1 deg. It is clear that the inviscid lift and moment coefficients are converged for the grid resolutions considered, because the maximum percent difference relative to the finest grid is just over 3%.
The L 2 and L 1 norms of the error in p=p 1 (relative to the finest mesh) are listed in Table 3 . Typically, in a mesh-convergence study, the goal is to see these error norms decrease as the grid gets finer, to an order of magnitude of fractions of a percent. The results show that this goal is difficult to attain in discontinuous flows, because the discrete error norms are dominated by the fact that the shock location and thickness, when slightly different on the current mesh and finest mesh, lead to an O1 error norm. In contrast, the lift and moment are less sensitive to exact locations of the discontinuities, because they are integral functions of the pressure. Therefore, the C L and C M calculations are selected in this case as the best indicators of convergence. Furthermore, it is appropriate to check the convergence of C M in the context of the current study, because the torsional moment is an important factor in aeroelastic stability boundary computations. Fig. 9 Aeroelastic behavior of the low-aspect-ratio wing using first-and third-order piston theory aerodynamics at 40,000 ft.
Because the majority of grid points in mesh 4 are clustered near the wing surface and boundary layers in hypersonic flows are relatively thick [1, 68] , this grid is also appropriate for Navier-Stokes computations. Convergence of the flow solutions with increasing grid resolution was also investigated using Navier-Stokes aerodynamics. The results of this study for C L , C M , and C D are presented in Table 4 . It is evident that the lift and moment coefficients are still relatively insensitive to the grid resolutions, because there is only a maximum difference of 7% relative to the finest grid. However, the drag coefficient requires significant grid refinement to converge to within 10% of the finest-mesh result. The effect of inaccuracies in the force coefficients on the aeroelastic behavior of the wing and their sensitivity to grid resolution is also considered in the next section. The flow pattern at the 75% span station of the wing, generated by solving the Navier-Stokes equations on mesh 4 with 0:63 10 6 cells, is illustrated in Fig. 13c . Table 5 lists the L 2 and L 1 norms of the Navier-Stokes-generated pressure for each grid. Similar to the inviscid case, the L 2 and L 1 norms are large, due to the discontinuous nature of the flow. Again, the force coefficients are deemed to be better indicators of convergence. Based on the grid convergence results presented in this section, mesh 4 is selected for aeroelastic computations on the low-aspectratio wing. With 0:63 10 6 cells, this grid is a 57 353 33 C-H grid with 353 points around the wing and its wake (289 points on the wing surface), 57 points extending spanwise from the root (49 points on the wing on the wing surface), and 33 points extending radially outward from the surface. Figure 11b illustrates the computational domain for this mesh. The root-section plane of the computational domain, shown in Fig. 10d , extends one-half root chord lengths downstream. The boundary of the grid surrounding the wing from the leading edge to midchord extends to a distance 10% beyond the shock that forms at M 5:0. The computational domain in the Fig. 12 Values of C p from 4 different grids using Euler aerodynamics, for a section located at the 75% span of the low-aspect-ratio wing. Fig. 13 Mach contours of the flow at a section located at 75% span of a low-aspect-ratio wing; M 5:0, 40,000 ft. Note that the z dimension is scaled. spanwise direction also extends beyond the tip of the wing by 35% of the semispan length. Furthermore, the grid is tapered in all three dimensions to match the geometric taper of the wing.
It is important to mention that the current outer boundary for the grid is only useful for 0-deg angle-of-attack cases. For nonzero angle-of-attack aeroelastic analysis, the outer boundary of the grid must be moved appropriately to accommodate aeroelastic steadystate deflections of the wing.
C. Aeroelastic Behavior of the Wing Using Euler and Navier-Stokes Aerodynamics
The ability to generate CFD-based aeroelastic results in the hypersonic flow regime represents a significant milestone toward the design of hypersonic vehicles. However, because this type of analysis is far from routine, a systematic study of several fundamental issues is important. Thus, several basic issues such as the setting of temporal input parameters for efficient time-accurate CFD calculations, as well as the effects of grid resolution, viscosity, and altitude on the aeroelastic behavior of the wing are examined in this section.
In addition to the global time-step input required for aeroelastic analysis in CFL3D, additional temporal parameters are necessary for a local pseudo-time-stepping scheme [32] , which reduces linearization and factorization errors in the time-accurate flow computations. Such a scheme is implemented by specifying the number of subiterations as well as a pseudo-time-step size that is set in CFL3D by the input parameter CFL . In general, decreasing the global time step reduces the number of subiterations required to achieve an accurate result, whereas increasing the grid refinement increases the number of subiterations required [32] .
The effect of subiterations and CFL on the hypersonic aeroelastic behavior of the low-aspect-ratio wing is illustrated in Fig. 14 using a 0: 63 10 6 cell grid. These results were generated at 40,000 ft for M 1 12:0 using Euler aerodynamics. Note that this velocityaltitude combination is impractical for a hypersonic vehicle and was used only for a trend-type study. This Mach number and altitude were chosen because it was expected, based on the preliminary analysis using piston theory, to result in aeroelastic behavior that was relatively close to, but not above, the flutter boundary. It is evident from Fig. 14 that the number of subiterations used has an effect on the aeroelastic behavior of the wing. Although the frequencies of all the modes remain constant, the damping varies with increasing subiterations. In particular, the first and second modes are substantially affected by the number of subiterations. The most significant impact is the relative magnitude of the damping, in which the first and second modes cross each other, depending on the number of subiterations used. For CFL 1:0, the damping of the second mode is greater than the damping of the first mode, based on 25-45 subiterations. Furthermore, the damping of all the modes remains almost constant in this range of subiterations. Also, when CFL 5:0, which represents a larger step in pseudotime per subiteration, the same behavior is observed, but for a smaller number of subiterations. In the CFL 5:0 case, when the number of subiterations varies between 20-35, the behavior is relatively unchanged. Based on these results, CFL 5:0 with 20 subiterations is selected for Euler computations, because this combination provides accurate results that can be obtained with computational efficiency.
The aeroelastic behavior of the wing generated with Euler aerodynamics is presented in Fig. 15 for two different grid resolutions. The flutter Mach number is M f 13:7 (0:15 < k ! < 0:49) and M f 13:8 (0:15 < k ! < 0:51) for the 0:63 10 6 and 0:27 10 6 cell grids, respectively. This result is only 2% higher than the flutter Mach number predicted using third-order piston theory. Also, similar to the piston theory results, there is a coalescence in frequency between the first bending (mode 1) and first torsion (mode 2) modes, and the damping of the first mode approaches zero. Furthermore, the same divergence of damping in the first two modes is observed as the flutter point is approached. Also, similar to the piston theory results, the damping and frequency behavior in the higher modes (modes 3-5) is relatively constant as the Mach number is increased. Finally, it is evident that coarsening the mesh by almost 60% does not significantly alter the flutter boundary at this altitude. However, it is important to note that when the flutter Mach number is increased, such as due to an increase in altitude, the shock will lie closer to the surface of the wing. Therefore, as the shock approaches the surface, grid resolution may become significant because the number of the points in the shock layer decreases.
To determine the effect of viscosity on the aeroelastic behavior of the wing, the procedure is repeated using Navier-Stokes aerodynamics. First, the effect of increasing subiterations is shown Table 4 Effect of grid resolution on the accuracy of C L , C M , and C D computations using Navier-Stokes aerodynamics in Fig. 16a . It is apparent that in this case, with CFL 5:0, at least 50 subiterations are required when computing Navier-Stokes aerodynamics.
The aeroelastic behavior of the wing computed using NavierStokes aerodynamics is illustrated in Fig. 16b . In this case, M f 13:65 (0:14 < k ! < 0:50), which is less than 1% lower than that predicted using Euler aerodynamics and is 1.5% higher than that predicted using third-order piston theory. As with the piston theory and Euler results, there is a coalescence in frequency and a divergence in damping of the first two modes as the flutter Mach number is approached. Again, the behavior in the higher modes is similar, with little change in the damping and frequencies as the Mach number is increased. A notable difference between these results and the inviscid results is the gradual approach of the first mode to zero damping. Both the piston theory and Euler results exhibited a more sudden change in damping at the flutter Mach number. Note that the Reynolds number for these computations is approximately Re 3 10 8 for the Mach numbers considered. Furthermore, note from Table 6 that the average y values for the first grid point from the surface of the wing are y 2:5 for Mach numbers near the flutter boundary, which implies that the grid resolution within the boundary layer is adequate for these computations.
Finally, it is important to consider the value of reduced frequencies associated with the hypersonic aeroelastic problem. Comparison of the reduced frequencies k ! at flutter indicates that regardless of the aerodynamic model used, the reduced frequencies are invariably small in hypersonic flow. This partially explains the good agreement between the Euler/Navier-Stokes results and the piston theory results, because low reduced frequencies imply that quasi-steady aerodynamics, as represented by piston theory, may be appropriate.
D. Flutter Boundary of the Low-Aspect-Ratio Wing
Next, the effect of increasing altitude on the flutter boundary in hypersonic flow is examined using the same method that was used for the height of 40,000 ft. This is shown in Fig. 17 for third-order piston theory and Euler and Navier-Stokes aerodynamics. The results labeled "baseline grid" correspond to a 0: 63 10 6 cell grid, and those labeled "fine grid" correspond to a 2:1 10 6 cell grid. Several interesting observations can be made based on these results. First, it is evident that there are minor differences between the flutter boundaries calculated using third-order piston theory and Euler aerodynamics at all altitudes considered. Specifically, there is less than 5% difference between the flutter Mach number and less than 8% difference between dynamic pressure at flutter for all altitudes considered. At 60,000 ft, however, the Euler results generated using the baseline grid begin to diverge due to lack of grid resolution within the shock layer as the Mach number increases and the shock moves close to the wing surface [69] . Fig. 15 Aeroelastic behavior of the low-aspect-ratio wing using Euler aerodynamics at 40,000 ft. Fig. 16 Aeroelastic behavior of the low-aspect-ratio wing using Navier-Stokes aerodynamics at 40,000 ft, CFL 5:0.
In general, there is good agreement between the stability boundaries generated using inviscid and Navier-Stokes aerodynamics from 40,000-70,000 ft. In this range of altitudes, there is less than 8% difference in the flutter Mach number and less than 10% difference in dynamic pressure at flutter between the fine-grid Navier-Stokes and inviscid results. Note that as in the case of the stability boundary calculated using Euler aerodynamics, the NavierStokes results generated with the baseline grid begin to diverge from the fine-grid results at 50,000-60,000 ft. Note that results were not generated above 70,000 ft, due to the excessive Mach numbers required to generate flutter.
An interesting result is the large differences between the viscous and inviscid results at 30,000 ft and lower. In this region, the differences in flutter Mach number and dynamic pressure grow to nearly 20 and 60%, respectively, between the inviscid and viscous results. This can be partially explained, however, by comparing plots of the steady pressure coefficient, illustrated in Fig. 18 . It is evident that the displacement thickness is substantial for this configuration at the lower altitudes. At 20,000 feet and M 1 5:0, there is a significant increase in the viscous pressure coefficient over the forward surface of the wing compared with the inviscid result. This is also true for M 1 9:0 at 30,000 ft; however, in this case, the baseline grid does not capture the boundary-layer effects over the forward portion of the wing. When the altitude is increased to 40,000 ft, there is only a small difference between the inviscid and viscous steady pressure coefficient at M 1 13:5. Despite these interesting results, it is apparent that at moderate-to-high altitude and Mach numbers (where hypersonic vehicles typically operate), viscous effects are not important for the three-dimensional configuration considered.
The CFL3D parameters used to obtain these results are listed in Table 7 . Note that for M 1 < 5:0, the outer boundaries of the grid were expanded to accommodate flows with freestream Mach numbers of M 1 2:0. Furthermore, note that to compute the unsteady Navier-Stokes aerodynamics on the fine grid, the original time step was reduced by a factor of 2.
E. Aerothermoelastic Behavior of a Three-Dimensional Low-AspectRatio Wing
As shown in the previous section, the low-aspect-ratio wing flutters at impractical Mach numbers for the altitudes considered when aerodynamic heating is ignored. In this section, the effect of aerodynamic heating is combined with the aeroelastic analysis of the low-aspect-ratio wing using the refined aerothermoelastic procedure discussed in Sec. II.G.
The low-aspect-ratio cantilevered wing is an appropriate example for studying the effects of aerodynamic heating on an aeroelastic system, because the restrained warping at the root of the wing induces thermal stresses, which in turn affect the torsional stiffness of the wing [13, 14, [64] [65] [66] 70] and modify its frequencies and mode shapes. The effect of warping restraint increases as the aspect ratio of a structure diminishes [71] . Early studies of this effect [72] indicate that by modeling a low-aspect-ratio wing as a plate, the effect of warping restraint is inherently included. More recently, this effect has been studied in the context of composites [73, 74] . In these studies, it has been pointed out that warping restraint is not only important for low-aspect-ratio metallic structures, but also for composite structures in which the material proprieties are nonisotropic. Furthermore, it was shown that the warping stiffness of a cantilever plate is a function of both aspect ratio and the ratio of bending/torsion stiffness [12, 73] . This observation is important for hypersonic vehicles in which structural properties are altered by aerodynamic heating.
Note that the aerothermodynamic quantities in this study were determined with a 2:1 10 6 cell grid using CFL3D to solve the Navier-Stokes equations. The heat-transfer analysis was performed using the transient analysis solution (solution 159) [75] in MSC.Nastran with the heat option selected. The effect of thermal radiation was included. The heated modes and frequencies of the wing were determined using the nonlinear statics solution in MSC.Nastran (solution 106) [75] with the normal-modes option selected. As stated previously, the analysis includes both the effect of material-property degradations and thermal stresses.
Modified Structural Model for the Low-Aspect-Ratio Wing
Preliminary heated analysis of the wing revealed that it was prone to local-edge buckling along the leading and trailing edges, similar to that discussed in [76] , for relatively small temperature increases. Therefore, the wing was modified for this study to reduce this susceptibility to local-edge thermal buckling. The leading and trailing edges were stiffened and several spars and ribs were added throughout the entire wing. These modifications introduced minor (less than 10%) changes in the structural mass and first two freevibration frequencies, as illustrated in Table 8 . Comparing the mode shapes of the modified wing shown in Fig. 19 with the original mode 14.0 Fig. 17 Flutter envelope of the low-aspect-ratio wing, calculated using third-order piston theory, Euler and Navier-Stokes aerodynamics (PT denotes piston theory).
shapes shown in Fig. 5 shows that only the fourth mode shape has changed significantly. The fourth mode shape of the original wing is an antisymmetric bending mode, and for the modified wing, it is a symmetric bending mode. The effect of material-property degradations is accounted for by changes in the modulus of elasticity and thermal expansion coefficient with temperature. Experimental measurements on metals indicate that the modulus of elasticity decreases more rapidly for static measurements when compared with dynamic measurements [14] . Reference [77] suggests that this difference is due to several internal-friction mechanisms, among which anelastic effects appear to be predominant. Data on the dynamic modulus of elasticity for various alloys, including 2024-T3 aluminum alloy used in this study, at different temperatures were taken from [77] . Data on the thermal expansion coefficient for 2024-T3 aluminum alloy were found in [78] .
Thermal Protection System for the Low-Aspect-Ratio Wing
Because the low-aspect-ratio wing is constructed from aluminum, it is combined with a thermal protection system (TPS) to delay the high-temperature environment of hypersonic flow from exceeding material limits. The TPS selected is based on [79] . It consists of a 0.45-mm René 41® metal heat shield and a 3.8-mm flexible Min-K® Fig. 18 Comparison of the steady pressure coefficient on a low-aspect-ratio wing at the 75% span location, using Euler and Navier-Stokes (NS) aerodynamics, for several different operating conditions. Table 7 CFL3D parameters Figure 20a illustrates the effect of transient heating on the freevibration frequencies of the modified wing at 100,000 ft for M 1 10:0, 15.0, and 20.0 ( s 0 deg). In each case, there is a reduction of the second, third, and fifth modal frequencies as the wing is heated. Also, there is a slight increase in the first and fourth modal frequencies, in which the fourth modal frequency switches order with the fifth modal frequency. In each case, the wing thermally buckles (as indicated by the sudden drop in frequency) after a specific duration: namely, 30, 18, and 13 min for M 1 10:0, 15.0, and 20.0, respectively. Note that the change in frequencies due to aerodynamic heating is similar to that experienced by the solid plate structures studied in [65, 66] . Specifically, the introduction of modal coupling and thermal buckling is due to the presence of thermal stresses [65, 66] .
It is interesting to note that each of the three results are qualitatively similar: each Mach number produces similar changes in frequency; the main difference in the results is the amount of time required for the changes to occur. This behavior is probably due to an increase in heating rate with increasing Mach number, whereas the temperature distribution remains relatively unchanged [67] . In Fig. 20b , the same results are presented; however, the frequencies are plotted as a function of a reference temperature T ref . The reference temperature was arbitrarily chosen as the leading-edge temperature at the 75% span location. Note that there are only minimal differences in the three cases when the results are plotted as a function of this reference temperature. Figure 20b shows that at 100,000 ft, the wing is susceptible to buckling for 660 K < T ref < 680 K, regardless of the Mach number.
In practice, control surfaces on hypersonic vehicles will be required to have a small angle of attack to produce the necessary control forces. It has been shown [80, 81] that for the unheated case, a small angle of attack will not significantly modify the flutter boundary of a two-dimensional typical section. However, angle of attack is important when aerodynamic heating is considered, because it introduces asymmetry in the temperature distribution between the upper and lower surfaces of a wing. This in turn introduces thermal stresses not present in 0-deg angle-of-attack cases. The effect of angle of attack on the heated free-vibration frequencies of the modified wing is shown in Fig. 20c at 100,000 ft for s 2 deg and M 1 20. It is clear that in the heated case, a small amount of angle of attack can significantly change the free-vibration frequencies of the wing. For this case, there is not a smooth change in frequency as the wing is heated, and the previous distinction as to where buckling occurs is eliminated. Furthermore, the frequencies are much lower in the presence of angle of attack for 600 K < T ref < 665 K.
The maximum prebuckling changes in modal frequencies for the heated wing, for both the zero-and nonzero-angle-of-attack cases, are given in Table 9 . It is apparent that aerodynamic heating results in up to 25-50% reduction in the modal frequencies of the wing.
Aerothermoelastic Behavior of the Wing Along a Representative Hypersonic Trajectory
Although it is relevant to study the effect of aerodynamic heating on the free-vibration characteristics of the wing, the important issue is the effect of aerodynamic heating on the flutter boundary. The time-dependent operating conditions are important when studying the aerothermoelastic behavior of a hypersonic configuration. For instance, the transient heating of a wing at a constant altitude with constant Mach number is substantially different from the transient heating of a wing with continuously changing operating conditions. For a particular vehicle, the transient heating of the wing is inherently linked to its trajectory. Furthermore, as illustrated by Fig. 17 , the flutter Mach number and dynamic pressure change significantly, depending on the operating altitude. Therefore, for an accurate aerothermoelastic study of a particular configuration, the trajectory is required. In this study, a representative hypersonic trajectory, based approximately on the DARPA/U.S. Air Force FALCON program, is used to examine the aerothermoelastic behavior of the low-aspectratio wing.
F. Representative Hypersonic Trajectory
As mentioned earlier, the FALCON program is expected to provide the United States with a global prompt strike capability by using hypersonic suborbital launch platforms [5] . The long-term goal of FALCON is an autonomous hypersonic cruise vehicle (HCV) that will take off like a conventional aircraft and transport 12,000 lb of cargo up to 17,000 km in less than 2 h. The trajectory of the HCV consists of three phases. In the initial phase, the vehicle takes off from a conventional runway and climbs from sea level to 40 km, where the Mach number is a maximum at M 1 12. In the second phase, the engines are turned off, however, the HCV continues to ascend ballistically to an apogee of 60 km. At this point, the vehicle begins an equilibrium glide to an altitude of 35 km. Here, the third phase begins as the engines reignite and propel the vehicle back to an altitude of 40 km (M 1 12) to start the second phase again. This skipping-type trajectory is proposed for the HCV to prevent heat buildup by operating in a near-space environment. Using this description of the FALCON HCV trajectory, a representative hypersonic trajectory was formulated. For the initial phase, studies on the NASP [82, 83] were used to extract typical trajectory data for an airbreathing ascent from a conventional runway. For the skip phase from 40 to 60 km, the change in altitude and Mach number is determined assuming simple ballistic motion for the vehicle. For the skip phase from 60 to 35 km, the trajectory is defined by an equilibrium glide [84] , in which it is assumed that the HCV has an L=D 5:0 [10] . For the third phase, or intermediate phase between skip portions, a linear acceleration is assumed from the end of the glide phase at 35 km to M 1 12 at 40 km. This trajectory is shown in Fig. 21 , in which the change in altitude, Mach number, and range are provided as a function of time. Note that this representative trajectory meets the stated mission objective of reaching a target distance of 17,000 km within 2 h.
To compute the transient heating of the wing and the subsequent changes in free-vibration characteristics, the aerodynamic heating input in the FEA portion of the aerothermoelastic solution process, depicted in Fig. 8 , was updated at 1-min intervals along the trajectory. Note that between each update, the aerodynamic heating boundary condition was assumed constant.
G. Free-Vibration Characteristics of the Wing Along the Trajectory
Using the representative hypersonic trajectory, the variation in free-vibration characteristics of the wing was determined. To assess the sensitivity of the free-vibration characteristics to relatively small variations in the trajectory, two different cases were studied. First, the free-vibration characteristics were calculated along the trajectory for the wing at varying angles of attack: namely, s 0, 2, and 4 deg. The results from this analysis are presented in Fig. 22a . Qualitatively, these results are similar to the constant Mach number/altitude results presented earlier, as well as the behavior exhibited by nonuniformly heated solid plate structures [65, 66] . There is a decrease in the second, third, and fifth modal frequencies and an increase in the fourth modal frequency. As before, the fourth and fifth modal frequencies switch order. The first modal frequency is practically unchanged along the trajectory. It is interesting that there is little Table 9 Maximum percent change in the prebuckled modal frequencies of the heated low-aspect-ratio wing at an altitude of 100,000 ft (a negative sign indicates a decrease in frequency) variation between the modal frequencies calculated at different angles of attack, in contrast to the large differences observed for the constant Mach number/altitude case presented in Fig. 20c . For the second case, the free-vibration characteristics of the wing are calculated along the trajectory with the Mach number increased by 25%, with s 2 deg. From Fig. 22b , it is evident that increasing the Mach number by 25% produces qualitatively similar results; however, the time to thermal buckling is reduced by approximately 8 min. Note that increasing the Mach number by 25% has a more substantial effect on the modal frequencies of the wing than increasing the angle of attack from 0 to 4 deg for this trajectory. Figure 22c illustrates the change in frequencies along the trajectory as a function of the reference temperature T ref . It is evident that when the frequencies are plotted as a function of reference temperature, there are only minimal differences between each case. Similar to the constant-Mach number/altitude cases, this implies that whereas the heating rate changes by varying the Mach number and angle of attack, the temperature distribution throughout the wing remains primarily constant [67] .
The maximum prebuckling changes in modal frequencies along the hypersonic trajectory are presented in Table 10 . The aerodynamic heating along the trajectory results in 20-30% reductions in the second, third, and fifth modal frequencies of the wing. In particular, the maximum reduction in stiffness occurs for the first torsional mode (second modal frequency), which is a critical mode for flutter. It is interesting that these results are quantitatively similar to the 0-deg angle-of-attack case presented in Table 9 , even though several of the modal frequencies were computed at a nonzero angle of attack.
H. Flutter Boundary of the Wing Along the Trajectory
The time-dependent free-vibration characteristics calculated in the previous section are used to perform an aerothermoelastic analysis of the wing along the trajectory. In the previous sections, the aeroelastic behavior of the wing was calculated for varying Mach numbers and altitudes, and heating was neglected. Therefore, flutter was calculated by holding altitude constant and increasing Mach number until critical damping of the system occurred. In contrast, in an aerothermoelastic solution, the aerodynamic heating couples the structural properties to the operating conditions. Therefore, the structure must be updated according to the operating conditions at each current point on the trajectory. Subsequently, similar to the unheated case, flutter can be calculated by holding altitude constant and increasing the Mach number. However, it is important to emphasize that this is a virtual-flutter Mach number, because the structural properties are not updated at each increase in Mach number to the flutter point. Therefore, this procedure yields only a quantitative measure of the proximity to flutter, but not the actual flutter Mach number. Thus, it is important to check the sensitivity of the virtual-flutter Mach number to perturbations in the trajectory, such as modest increases to the trajectory operating Mach number.
An important issue with the current trajectory is the operation of the HCV at high altitudes. As illustrated in Fig. 17 , the original wing flutters at very high Mach numbers and low altitudes, which are not representative of an actual hypersonic trajectory. The modified wing used for this aerothermoelastic study is stiffer than the original wing. It also operates at near-space altitudes along many portions of the trajectory, and therefore the virtual Mach numbers required to generate flutter for the wing are excessive. Thus, in the calculations performed in this section for each operating condition along the trajectory, the Mach number and altitude are held constant and only the dynamic pressure is increased until flutter is achieved. Using this method, the proximity to flutter can be determined by calculating the ratio of the virtual-flutter dynamic pressure q vf to the freestream dynamic pressure q 1 . A value of unity for this ratio at a given point on the trajectory implies the wing will flutter. The aerothermoelastic behavior of the wing along the trajectory is depicted in Fig. 23 . Because of the proximity of the flutter boundaries predicted using third-order piston theory and CFD-based aerodynamics at high altitudes and Mach numbers, as shown in Fig. 17 , it was decided to perform the majority of aerothermoelastic computations for the modified wing using third-order piston theory aerodynamics. However, for verification purposes, the aerothermoelastic behavior was also computed using Euler unsteady aerodynamics at a few points on the trajectory. Several interesting conclusions can be drawn from these results. By comparing the heated and unheated dynamic pressure ratios of the 0-deg angle-ofattack cases, it is evident that before thermal buckling, aerodynamic heating reduces the flutter margin by up to 40%. However, as expected, for most portions of the trajectory, the virtual-flutter dynamic pressure is significantly higher than the freestream dynamic pressure for the cases considered here. For the unheated case and first 30 minutes of the heated cases, the virtual-flutter dynamic pressure is 2 to 3 orders of magnitude higher than the freestream dynamic pressure. Furthermore, the minimum dynamic pressure ratios are approximately O10. These minimum ratios occur after the first skip phase and during the reacceleration phase, in which the altitudes are relatively moderate and the Mach numbers are at their peak. It is also evident from these results that angle of attack does not significantly alter the flutter margin of the wing. Furthermore, increasing the Mach number by 25% results in an approximately 30% reduction in the dynamic pressure ratio in the prebuckled portion of the trajectory. Finally, note that as in the unheated case, there are only minimal differences between the Euler and third-order piston theory results.
It is apparent from the large dynamic pressure ratios that for this type of trajectory, thermal buckling is more critical to the wing than flutter. This is likely due to the low-density air present at the nearspace environment of the representative trajectory. These results emphasize the need for advanced materials and/or an active cooling system, because the wing fails well before the 17,000-km desired range of the HCV. For the trajectory selected, the wing buckles after approximately 7000 km (45 min).
IV. Conclusions
The presented studies in hypersonic aeroelasticity and aerothermoelasticity allow one to reach several useful conclusions:
1) For the low-aspect-ratio wing, the use of first-order piston theory aerodynamics in hypersonic flow results in unconservative flutter boundary predictions. This emphasizes the importance of configuration thickness in the hypersonic regime, because it is a second-order-or-higher effect.
2) In three-dimensional configurations, efficient distribution of the mesh points around the body is critical for optimal usage of computational resources. For hypersonic flow, grid refinement is required near the surface and in regions in which the flow changes direction.
3) The aeroelastic behavior of a system, predicted using timeaccurate CFD solutions based on the Euler and Navier-Stokes Fig. 22 Natural frequencies of the modified low-aspect-ratio wing operating along a representative hypersonic trajectory.
equations, is sensitive to two CFL3D pseudotime subiteration scheme parameters: namely, the number of subiterations used and CFL . A case-by-case study must be conducted to ensure that these parameters have appropriate values.
4) The aeroelastic behavior of the low-aspect-ratio wing obtained using piston theory and Euler aerodynamics is similar for the configuration considered. The flutter Mach number and dynamic pressure at flutter are within 5 and 8%, respectively, for all altitudes considered.
5) The effect of viscosity is not significant for the aeroelastic behavior of the low-aspect-ratio wing at moderate-to-high altitudes and Mach numbers. The Mach number and dynamic pressure at flutter are within 8 and 10%, respectively, between the viscous and inviscid results for 13:0 < M < 35:0 and altitudes of 40,000 to 70,000 ft. Conversely at 30,000 ft and lower, the effect of viscosity is substantial, resulting in up to 20 and 60% error in flutter Mach number and dynamic pressure at flutter, respectively. However, hypersonic vehicles cannot operate at hypersonic speeds at such an altitude.
6) The relatively low values of the reduced frequencies observed for the low-aspect-ratio wing can be used to justify the quasi-steady nature of the piston theory loads. This implies that the computational cost associated with solving the unsteady Euler and Navier-Stokes equations can be reduced by introducing a quasi-steady flow assumption in an appropriate manner.
7) The aeroelastic behavior of the configurations considered is relatively insensitive to grid resolution as long as a sufficient number of grid points are within the shock layer of the flow.
8) The presence of aerodynamic heating on a low-aspect-ratio cantilever structure, such as a fin and/or control surface on a hypersonic vehicle, results in thermal stresses due to warping restraint at the root. This, combined with material-property degradation, generally reduces the natural frequencies of the structure by 20-30%. Increasing the Mach number decreases the time elapsed before thermal buckling occurs. Changes in frequency are similar for various Mach numbers when plotted as a function of leading-edge temperature.
9) Angle of attack may be important for the aerothermoelastic analysis of a structure because it introduces additional thermal stresses that can significantly degrade the stiffness of the structure for a given reference temperature or point in time. In an extreme case of sustained cruise, the free-vibration frequencies of the wing were reduced by 50%. However, for the heating conditions encountered along a representative trajectory, the frequencies were less sensitive to angle of attack.
10) The flutter margin of the wing along a representative hypersonic trajectory is reduced by up to 40% due to aerodynamic heating. Furthermore, the flutter margin is sensitive to Mach number. Increasing the Mach number by 25% reduces the flutter margin by an additional 30%. Angle of attack did not affect the flutter margin along a representative trajectory.
11) For the cases considered here, the virtual dynamic pressure values required to induce flutter along the trajectory are at least an order of magnitude higher than freestream values, which demonstrates the benefits of vehicle operation at high altitudes.
12) Thermal buckling of the wing structure is identified as the critical mode of failure for the system, emphasizing the need for advanced materials and/or active cooling systems on hypersonic vehicles. For the trajectory considered, the wing buckles in less than half the time required to complete the mission objective. Fig. 23 Aerothermoelastic flutter margin of the modified low-aspect-ratio wing along a representative hypersonic trajectory.
13) The results presented can be considered to provide a partial verification of the aeroelastic capabilities of the CFL3D code for the hypersonic flow regime.
