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Resumo
Estudos recentes teˆm mostrado a relevaˆncia da pesquisa de modelos de desvaneci-
mento em condic¸o˜es severas. Um desses modelos mais recentes e´ conhecido como
desvanecimento κ-µ Extreme. Esta dissertac¸a˜o apresenta algumas aproximac¸o˜es em
fo´rmula fechada para as estat´ısticas de ordem superior do modelo de desvanecimento
κ-µ Extreme. A raza˜o para as aproximac¸o˜es surge do fato de que a formulac¸a˜o cla´s-
sica para encontrar a taxa de cruzamento de n´ıvel possui limitac¸o˜es, que afetam sua
aplicac¸a˜o no modelo de desvanecimento aqui estudado. A limitac¸a˜o ba´sica diz res-
peito ao fato de a formulac¸a˜o cla´ssica aplicar-se apenas a processos cont´ınuos, o que
na˜o reflete o caso κ-µ Extreme. Com base nisso, e na ana´lise de curvas emp´ıricas,
cujos diversos dados de campo enquadram-se nas estat´ısticas de primeira ordem do
modelo κ-µ Extreme, as propostas de aproximac¸o˜es foram formuladas. As compa-
rac¸o˜es com os dados de campo mostram que as aproximac¸o˜es propostas fornecem
excelentes resultados.
Palavras-chave: Desvanecimento κ-µ Extreme, taxa de cruzamento de n´ıvel, tempo
me´dio de desvanecimento, medic¸o˜es de campo, validac¸a˜o.
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Abstract
Recent studies have shown the research relevance of fading models under severe
fading conditions. One of these newest models is known as κ-µ Extreme fading. This
dissertation presents some closed-form approximations to the high-order statistics of
the κ-µ Extreme model. The reason for the approximations arises from the fact that
the classical formulation to find the level crossing rate has limitations, which affect
its applicability in the fading model studied here. The basic limitation of the classic
formulation concerns the fact that it applies to continuous processes, which is not
the case of the κ-µ Extreme. In light of this, and in the analysis of empirical curves,
whose different field data closely follow the first-order statistics of the κ-µ Extreme
model, the proposed approximations have been formulated. The comparisons with
field data show that the proposed approximations yield excellent results.
Keywords: κ-µ Extreme fading, level crossing rate, average fade duration, field
measurements, validation.
viii
Lista de Figuras
1.1 Ilustrac¸a˜o da definic¸a˜o das estat´ısticas de ordem superior. . . . . . . . . . . . . . 3
2.1 Func¸a˜o densidade de probabilidade da distribuic¸a˜o κ-µ Extreme. . . . . . . . . . 12
2.2 Func¸a˜o de distribuic¸a˜o acumulada da distribuic¸a˜o κ-µ Extreme. . . . . . . . . . 12
3.1 Curvas de LCR para representar a tendeˆncia de um impulso na origem. . . . . . 17
4.1 Diagrama de blocos do transmissor. . . . . . . . . . . . . . . . . . . . . . . . . . 22
4.2 Diagrama de blocos do ve´ıculo receptor. . . . . . . . . . . . . . . . . . . . . . . 22
4.3 Ilustrac¸a˜o (a) e ampliac¸a˜o (b) de um processo κ-µ Extreme (m = 3,25) na frequeˆn-
cia de 1,8 GHz. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 26
4.4 Ilustrac¸a˜o (a) e ampliac¸a˜o (b) de um processo κ-µ Extreme (m = 3,53) na frequeˆn-
cia de 1,8 GHz. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 26
4.5 Ilustrac¸a˜o (a) e ampliac¸a˜o (b) de um processo κ-µ Extreme (m = 3,98) na frequeˆn-
cia de 1,8 GHz. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 26
4.6 Ilustrac¸a˜o (a) e ampliac¸a˜o (b) de um processo κ-µ Extreme (m = 2,58) na frequeˆn-
cia de 2,5 GHz. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 27
4.7 Ilustrac¸a˜o (a) e ampliac¸a˜o (b) de um processo κ-µ Extreme (m = 3,16) na frequeˆn-
cia de 2,5 GHz. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 27
4.8 Ilustrac¸a˜o (a) e ampliac¸a˜o (b) de um processo κ-µ Extreme (m = 3,2) na frequeˆn-
cia de 2,5 GHz. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 27
4.9 Comparativo entre as func¸o˜es de distribuic¸a˜o acumulada emp´ıricas e teo´ricas
(m = 3,25; 3,53; 3,98). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 28
4.10 Comparac¸o˜es da LCR (a) e AFD (b) em relac¸a˜o ao dado #1 e Aproximac¸a˜o A. . 29
4.11 Comparac¸o˜es da LCR (a) e AFD (b) em relac¸a˜o ao dado #1 e Aproximac¸a˜o B. . 29
4.12 Comparac¸o˜es da LCR (a) e AFD (b) em relac¸a˜o ao dado #1 e Aproximac¸a˜o C. . 29
4.13 Comparac¸o˜es da LCR (a) e AFD (b) em relac¸a˜o ao dado #2 e Aproximac¸a˜o A. . 30
4.14 Comparac¸o˜es da LCR (a) e AFD (b) em relac¸a˜o ao dado #2 e Aproximac¸a˜o B. . 30
4.15 Comparac¸o˜es da LCR (a) e AFD (b) em relac¸a˜o ao dado #2 e Aproximac¸a˜o C. . 30
4.16 Comparac¸o˜es da LCR (a) e AFD (b) em relac¸a˜o ao dado #3 e Aproximac¸a˜o A. . 31
4.17 Comparac¸o˜es da LCR (a) e AFD (b) em relac¸a˜o ao dado #3 e Aproximac¸a˜o B. . 31
4.18 Comparac¸o˜es da LCR (a) e AFD (b) em relac¸a˜o ao dado #3 e Aproximac¸a˜o C. . 31
ix
4.19 Comparativo entre as func¸o˜es de distribuic¸a˜o acumulada emp´ıricas e teo´ricas
(m = 2,58; 3,16; 3,2). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 32
4.20 Comparac¸o˜es da LCR (a) e AFD (b) em relac¸a˜o ao dado #4 e Aproximac¸a˜o A. . 33
4.21 Comparac¸o˜es da LCR (a) e AFD (b) em relac¸a˜o ao dado #4 e Aproximac¸a˜o B. . 33
4.22 Comparac¸o˜es da LCR (a) e AFD (b) em relac¸a˜o ao dado #4 e Aproximac¸a˜o C. . 33
4.23 Comparac¸o˜es da LCR (a) e AFD (b) em relac¸a˜o ao dado #5 e Aproximac¸a˜o A. . 34
4.24 Comparac¸o˜es da LCR (a) e AFD (b) em relac¸a˜o ao dado #5 e Aproximac¸a˜o B. . 34
4.25 Comparac¸o˜es da LCR (a) e AFD (b) em relac¸a˜o ao dado #5 e Aproximac¸a˜o C. . 34
4.26 Comparac¸o˜es da LCR (a) e AFD (b) em relac¸a˜o ao dado #6 e Aproximac¸a˜o A. . 35
4.27 Comparac¸o˜es da LCR (a) e AFD (b) em relac¸a˜o ao dado #6 e Aproximac¸a˜o B. . 35
4.28 Comparac¸o˜es da LCR (a) e AFD (b) em relac¸a˜o ao dado #6 e Aproximac¸a˜o C. . 35
x
Lista de Tabelas
4.1 Paraˆmetros estimados para as aproximac¸o˜es. . . . . . . . . . . . . . . . . . . . . 36
4.2 Valores emp´ıricos e teo´ricos da LCR e do AFD no n´ıvel zero. . . . . . . . . . . . 36
xi
Lista de S´ımbolos
m Paraˆmetro de desvanecimento de Nakagami-m
α Paraˆmetro de desvanecimento de α-µ
µ Paraˆmetro de desvanecimento de κ-µ ou α-µ ou η-µ
η Paraˆmetro de desvanecimento de η-µ
κ Paraˆmetro de desvanecimento de κ-µ
fA(a) Func¸a˜o densidade de probabilidade de uma varia´vel aleato´ria
A
FA(a) Func¸ao de distribuic¸a˜o acumulada de uma varia´vel aleato´ria
A
E(·) Esperanc¸a de uma varia´vel aleato´ria
Var(·) Variaˆncia de uma varia´vel aleato´ria
R Envolto´ria de um sinal com desvanecimento
NR(r) Taxa de cruzamento de n´ıvel de uma envolto´ria R
f Ma´ximo deslocamento de Doppler em Hz
TR(r) Tempo me´dio de desvanecimento de uma envolto´ria R
rˆ Valor eficaz (RMS ) de R
X Componente em fase de um sinal com desvanecimento
Y Componente em quadratura de um sinal com desvanecimento
ω Ma´ximo deslocamento de Doppler em rad/s
Xi Componente em fase do sinal no i-e´simo ramo
Yi Componente em quadratura do sinal no i-e´simo ramo
A˙ Derivada temporal de uma varia´vel aleato´ria A
fA1,A2,...,An(·, ·, . . . , ·) Func¸a˜o densidade de probabilidade conjunta das varia´veis ale-
ato´rias A1, A2, . . ., An
P Envolto´ria normalizada com relac¸a˜o a rˆ
g(ρ) Parte cont´ınua da distribuic¸a˜o κ-µ Extreme
ρ0 Paraˆmetro das func¸o˜es densidade de probabilidade aproxima-
das propostas
fP(ρ)cont. Aproximac¸a˜o cont´ınua da func¸a˜o densidade de probabilidade
da κ-µ Extreme
dd Distaˆncia entre dentes da roda do equipamento de medic¸a˜o
D Diaˆmetro da roda do equipamento de medic¸a˜o
fp Frequeˆncia de passagem dos dentes do equipamento de medi-
c¸a˜o
xii
faq Frequeˆncia de aquisic¸a˜o de dados da placa do equipamento de
medic¸a˜o
vmax Velocidade ma´xima do ve´ıculo mo´vel
λ Comprimento de onda
xiii
Lista de Siglas
AC Corrente alternada (do ingleˆs Alternating Current)
AFD Tempo me´dio de desvanecimento (do ingleˆs Average Fade Duration)
DC Corrente cont´ınua (do ingleˆs Direct Current)
ERP Poteˆncia efetivamente radiada (do ingleˆs Effective Radiated Power)
FDA Func¸a˜o de distribuic¸a˜o acumulada
FDP Func¸a˜o densidade de probabilidade
FEEC Faculdade de Engenharia Ele´trica e de Computac¸a˜o
LCR Taxa de cruzamento de n´ıvel (do ingleˆs Level Crossing Rate)
LED Diodo emissor de luz (do ingleˆs Light-Emitting Diode)
LoS Linha de visada (do ingleˆs Line-of-Sight)
MSE Erro me´dio quadra´tico (do ingleˆs Mean Square Error)
RAM Memo´ria de acesso aleato´ria (do ingleˆs Random Access Memory)
RF Ra´dio frequeˆncia
RMS Valor eficaz (do ingleˆs Root Mean Square - Raiz quadrada do valor
me´dio)
RX Receptor
TX Transmissor
UNICAMP Universidade Estadual de Campinas
USB Barramento Serial Universal (do ingleˆs Universal Serial Bus)
WissTek Laborato´rio de Tecnologia Sem Fio (do ingleˆs Wireless Technology
Laboratory)
xiv
Trabalhos Publicados pelo Autor
Artigos Publicados em Anais de Congressos
1. Ferdinando, E. M.; Dias, U. S.; Yacoub, M. D. Closed-Form Approximations to the High-
Order Statistics of the κ-µ Extreme Fading. In: XXX Simpo´sio Brasileiro de Telecomuni-
cac¸o˜es (SBrT2012), 2012, Bras´ılia - DF. Anais do XXX Simpo´sio Brasileiro de Telecomu-
nicac¸o˜es (SBrT2012), 2012. *
* Este trabalho ganhou o preˆmio de segundo melhor artigo completo do XXX Simpo´sio
Brasileiro de Telecomunicac¸o˜es (SBrT) 2012.
xv
Suma´rio
1 Introduc¸a˜o 1
1.1 Desvanecimento e Perda de Percurso . . . . . . . . . . . . . . . . . . . . . . . . 1
1.2 Propagac¸a˜o do Sinal Ra´dio Mo´vel em Condic¸o˜es Severas de Desvanecimento . . 2
1.3 Estat´ısticas de Ordem Superior . . . . . . . . . . . . . . . . . . . . . . . . . . . 2
1.4 Proposta de Trabalho . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 3
1.5 Estrutura da Dissertac¸a˜o . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 4
2 Estat´ısticas do Canal Sem Fio 5
2.1 Introduc¸a˜o . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 5
2.2 A Distribuic¸a˜o de Desvanecimento Rayleigh . . . . . . . . . . . . . . . . . . . . 5
2.3 A Distribuic¸a˜o de Desvanecimento Rice . . . . . . . . . . . . . . . . . . . . . . . 6
2.4 A Distribuic¸a˜o de Desvanecimento Nakagami-m . . . . . . . . . . . . . . . . . . 7
2.5 A Distribuic¸a˜o de Desvanecimento α-µ . . . . . . . . . . . . . . . . . . . . . . . 7
2.6 A Distribuic¸a˜o de Desvanecimento η-µ . . . . . . . . . . . . . . . . . . . . . . . 8
2.7 A Distribuic¸a˜o de Desvanecimento κ-µ . . . . . . . . . . . . . . . . . . . . . . . 9
2.8 A Distribuic¸a˜o de Desvanecimento κ-µ Extreme . . . . . . . . . . . . . . . . . . 11
2.9 Concluso˜es . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 11
3 Estat´ısticas de Ordem Superior 14
3.1 Introduc¸a˜o . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 14
3.2 Fo´rmula de Rice . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 14
3.3 Estat´ısticas de Ordem Superior do Desvanecimento κ-µ . . . . . . . . . . . . . . 15
3.4 Estat´ısticas de Ordem Superior do Desvanecimento κ-µ Extreme . . . . . . . . . 16
3.4.1 Obtenc¸a˜o da Distribuic¸a˜o Conjunta κ-µ Extreme . . . . . . . . . . . . . 16
3.4.2 Motivac¸a˜o para as Aproximac¸o˜es . . . . . . . . . . . . . . . . . . . . . . 16
3.4.3 Aproximac¸o˜es para as Estat´ısticas de Ordem Superior . . . . . . . . . . . 17
3.5 Concluso˜es . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 20
4 Medidas de Campo e Validac¸o˜es 21
4.1 Introduc¸a˜o . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 21
4.2 Sistema de Medic¸a˜o . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 21
xvi
4.2.1 Transmissor . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 21
4.2.2 Ve´ıculo Receptor Mo´vel . . . . . . . . . . . . . . . . . . . . . . . . . . . 22
4.3 Medidas de Campo . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 24
4.4 Validac¸o˜es . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 25
4.4.1 Dados de Campo na Frequeˆncia de 1,8 GHz . . . . . . . . . . . . . . . . 25
4.4.2 Dados de Campo na Frequeˆncia de 2,5 GHz . . . . . . . . . . . . . . . . 28
4.4.3 Ana´lise dos Resultados . . . . . . . . . . . . . . . . . . . . . . . . . . . . 32
4.5 Concluso˜es . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 37
5 Considerac¸o˜es Finais 38
5.1 Investigac¸o˜es Futuras . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 39
Refereˆncias Bibliogra´ficas 41
A Especificac¸a˜o Te´cnica dos Equipamentos de Medic¸a˜o em 1,8 GHz 44
B Co´digo da Aproximac¸a˜o A - Mathematica 45
C Co´digo da Aproximac¸a˜o B - Mathematica 47
D Co´digo da Aproximac¸a˜o C - Mathematica 49
E Co´digo das Estat´ısticas Emp´ıricas - Matlab 51
xvii
Capı´tulo 1
Introduc¸a˜o
Os servic¸os de comunicac¸o˜es sem fio tornam-se a cada dia mais arrojados e mais populares. A
sua evoluc¸a˜o e o seu largo uso se devem a va´rios fatores, tais como, facilidade de uso, mobilidade,
aplicabilidade, entre outros. De todos esses fatores, a mobilidade proveniente dos terminais sem
fio pode ser considerada o principal motivo de todo o desenvolvimento tecnolo´gico nessa a´rea
do conhecimento. Em vista dessa popularizac¸a˜o, o estudo do canal sem fio se torna de extrema
importaˆncia na criac¸a˜o de novas tecnologias sem fio e melhora das atuais. Nesse estudo, o grande
problema e´ a aleatoriedade do sinal ra´dio mo´vel, conhecida como desvanecimento. Isso se deve
ao fato que a onda eletromagne´tica e´ suscept´ıvel a reflexo˜es, refrac¸o˜es, difrac¸o˜es entre outros
fenoˆmenos, o que impossibilita a ana´lise totalmente determin´ıstica do sinal. E´ onde se enquadra
a caracterizac¸a˜o do ambiente de propagac¸a˜o sem fio por meio de modelos probabil´ısticos.
1.1 Desvanecimento e Perda de Percurso
O desvanecimento e´ usualmente classificado em dois tipos: longo prazo e curto prazo. O
desvanecimento de longo prazo e´ caracterizado pelo efeito de sombreamento provocado por
obstruc¸o˜es topogra´ficas ou morfolo´gicas de larga escala no sinal ra´dio mo´vel. A ocorreˆncia
de precipitac¸o˜es atmosfe´ricas tais como chuva, granizo e neve, ale´m de oscilac¸o˜es do ı´ndice de
refrac¸a˜o atmosfe´rico que provocam a diminuic¸a˜o do raio efetivo da terra e maximizam obsta´culos,
tambe´m contribuem para a atenuac¸a˜o do sinal. O desvanecimento de longo prazo determina
a variac¸a˜o da me´dia global do sinal recebido e ocorre em intervalos de dezenas ou centenas de
comprimento de onda, podendo durar desde alguns minutos a` va´rias horas.
O desvanecimento de curto prazo e´ decorrente da ac¸a˜o conjunta dos efeitos ja´ citados, como
reflexo˜es, espalhamentos e difrac¸o˜es, ou em outras palavras, resulta da propagac¸a˜o multipercurso
do sinal ra´dio mo´vel. Esse tipo de desvanecimento afeta a me´dia local do sinal e ocorre em
intervalos de aproximadamente frac¸o˜es de comprimento de onda. Atenuac¸o˜es da ordem de
50 dB sa˜o comuns nessa situac¸a˜o e podem durar curtos per´ıodos, desde frac¸o˜es de segundo ate´
minutos [1].
Modelos de desvanecimento de curto prazo tradicionais como Nakagami-m [2] e Rice [3] pos-
suem boa flexibilidade de adaptac¸a˜o para diversos tipos de cena´rios, mas falha em outros. Em
raza˜o disso, recentemente foram propostos modelos de desvanecimentos mais gerais, denomina-
1
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dos α-µ [4], κ-µ [5] e η-µ [5], que incluem modelos cla´ssicos como casos especiais, e melhor se
encaixam a dados experimentais. Em relac¸a˜o ao desvanecimento de longo prazo, a distribuic¸a˜o
de probabilidade log-normal tem se mostrado satisfato´ria para essa modelagem [1].
Ale´m do desvanecimento, ha´ o fenoˆmeno de perda de percurso em grande escala, que tambe´m
pode vir a ser uma das causas da degradac¸a˜o do sinal. Esse consiste na atenuac¸a˜o do sinal ao
longo do percurso entre transmissor e receptor. A perda de percurso depende de um grande
nu´mero de fatores, dos quais citam-se o ambiente de propagac¸a˜o, a frequeˆncia de operac¸a˜o,
a distaˆncia entre transmissor e receptor, as caracter´ısticas do sistema radiante, dentre outros.
As variac¸o˜es em larga escala sa˜o observa´veis ao longo de grandes distaˆncias comparadas ao
comprimento de onda.
1.2 Propagac¸a˜o do Sinal Ra´dio Mo´vel em Condic¸o˜es Se-
veras de Desvanecimento
Devido ao ja´ citado crescimento das redes sem fio, na˜o apenas ambientes indoor e outdoor
teˆm sido alvos de estudos, mas tambe´m ambientes confinados (aeronaves, trens, oˆnibus, entre
outros) veˆm se tornando cada vez mais prop´ıcios a conterem algum tipo de conexa˜o sem fio. Os
ambientes confinados podem ser citados como um dos exemplos conhecidos por apresentarem
condic¸o˜es muito severas de desvanecimento. Mais especificamente, devido a` enorme variac¸a˜o do
sinal recebido, um grande nu´mero de amostras do sinal pode ser encontrada abaixo da sensibi-
lidade do receptor, sendo assim interpretadas como nulos. Portanto, apesar de o sinal na˜o ser
necessariamente nulo, se este evento for frequente, a probabilidade de ele ocorrer na˜o pode ser ne-
gligenciada. Ale´m disso, ao contra´rio dos ambientes tradicionais, onde diferentes combinac¸o˜es de
um grande nu´mero de componentes de multipercurso conduzem a canais de desvanecimento co-
nhecidos, ambientes confinados e com desvanecimento severo apresentam apenas alguns poucos
multipercursos, o que torna a utilizac¸a˜o do Teorema Central do Limite inapropriada [6]. Ale´m
do mais, mecanismos de propagac¸a˜o u´teis e conhecidos, como por exemplo o Terra Plana [7],
predizem que ondas diretas e refletidas podem ser combinadas e resultar em nulos sobre al-
gum ponto da recepc¸a˜o. Em [8], as condic¸o˜es de desvanecimento severo (piores do que aquelas
previstas no modelo de Rayleigh) sa˜o chamadas de desvanecimento hyper-Rayleigh [6, 8, 9].
Em [5], uma condic¸a˜o extrema de desvanecimento foi encontrada para a distribuic¸a˜o κ-µ.
Tal condic¸a˜o, nomeada κ-µ Extreme foi posteriormente explorada em [10], em termos de suas
estat´ısticas de primeira ordem. Dados provenientes de medidas de campo em um grande heli-
co´ptero de transporte, em um gina´sio de esportes e em um estacionamento, foram usados para
validar o novo modelo de desvanecimento severo proposto em [10].
1.3 Estat´ısticas de Ordem Superior
Em canais sem fio com desvanecimento ra´pido, a performance dos sistemas de comunicac¸a˜o
degrada-se significativamente devido a flutuac¸o˜es na envolto´ria do sinal, e por isso e´ de suma im-
portaˆncia caracterizar tais variac¸o˜es aleato´rias em termos das estat´ısticas de desvanecimento. A
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taxa de cruzamento de n´ıvel (LCR, do ingleˆs Level Crossing Rate) e o tempo me´dio de desvane-
cimento (AFD, do ingleˆs Average Fade Duration) da envolto´ria de um sinal sa˜o duas estat´ısticas
de ordem superior (ou segunda ordem) que trazem importantes informac¸o˜es a respeito da di-
naˆmica do comportamento temporal de canais com desvanecimento de multipercurso. A LCR
diz respeito ao nu´mero me´dio de vezes por segundo que a envolto´ria do sinal cruza um certo
n´ıvel. Ja´ o AFD e´ o tempo me´dio que a envolto´ria do sinal fica abaixo de um certo n´ıvel. Essas
estat´ısticas fornecem bases para a aplicac¸a˜o de co´digos corretores de erro [11–13], no sentido de
que o entrelac¸amento de dados pode ser otimizado com base no AFD [14,15]. Note que em um
canal com desvanecimento que conta com um AFD relativamente grande e´ mais prova´vel que
um bloco de dados mais longo seja corrompido do que um bloco curto. E ainda, tais estat´ısticas
de desvanecimento teˆm sido usadas para ana´lise de desempenho de sistemas [16] e modelagem de
canal [17]. A Figura 1.1 apresenta uma ilustrac¸a˜o sobre o limiar de cruzamento R e os intervalos
de tempo pelo qual a envolto´ria do sinal fica abaixo desse limiar.
Figura 1.1: Ilustrac¸a˜o da definic¸a˜o das estat´ısticas de ordem superior.
1.4 Proposta de Trabalho
Ate´ enta˜o, o modelo de desvanecimento κ-µ Extreme estava limitado a`s suas estat´ısticas de
primeira ordem. Contudo, devido a` importaˆncia das estat´ıstica de ordem superior na caracte-
rizac¸a˜o do canal sem fio, e´ importante explorar tais estat´ısticas, que se constituem como alvo
deste trabalho. E´ relevante salientar que, para o caso especial da κ-µ Extreme, esse problema
ainda continua em aberto para uma soluc¸a˜o exata das estat´ısticas de ordem superior, visto que,
como sera´ citado neste trabalho, ha´ uma certa limitac¸a˜o na aplicac¸a˜o da formulac¸a˜o cla´ssica.
Logo, o objetivo aqui e´ encontrar expresso˜es aproximadas para a taxa de cruzamento de n´ıvel e o
tempo me´dio de desvanecimento, e valida´-las com dados de campo cujas estat´ısticas de primeira
ordem se enquadram no modelo κ-µ Extreme.
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1.5 Estrutura da Dissertac¸a˜o
Esta dissertac¸a˜o e´ estruturada como segue:
• O Cap´ıtulo 2 introduz algumas estat´ısticas de primeira e segunda ordem de treˆs dis-
tribuic¸o˜es de desvanecimento cla´ssicas e de constantes aparic¸o˜es na literatura: Rayleigh,
Rice e Nakagami-m. Ale´m de treˆs distribuic¸o˜es recentes e mais gerais: α-µ, η-µ e κ-µ.
Em seguida, o cap´ıtulo descreve a derivac¸a˜o da distribuic¸a˜o κ-µ Extreme como um caso
especial da distribuic¸a˜o κ-µ, e apresenta algumas de suas estat´ısticas de primeira ordem.
• O Cap´ıtulo 3 comec¸a apresentando a forma cla´ssica de se obter a LCR e o AFD. Em
seguida, e´ descrita a derivac¸a˜o das estat´ısticas de ordem superior do desvanecimento κ-µ,
ja´ dispon´ıvel na literatura. Por fim, mostra-se o processo utilizado no desenvolvimento das
aproximac¸o˜es para as estat´ısticas de ordem superior de um canal κ-µ Extreme, incluindo
a obtenc¸a˜o da distribuic¸a˜o conjunta e a motivac¸a˜o por tra´s do uso das aproximac¸o˜es.
• No Cap´ıtulo 4 e´ apresentado o sistema de medidas utilizado para obter os dados de
campo. Os cena´rios e as condic¸o˜es onde ocorreram as medidas tambe´m sa˜o descritos.
Entre os dados de campo, esta˜o presentes medidas previamente apresentadas em outro
trabalho, juntamente com novas medidas. Posteriormente, os dados das medidas sa˜o
utilizados para validar as aproximac¸o˜es propostas neste trabalho. E, por fim, e´ feita uma
ana´lise das validac¸o˜es.
• O Cap´ıtulo 5 apresenta as considerac¸o˜es finais e sugesto˜es para trabalhos futuros.
• OAnexo A fornece a especificac¸a˜o te´cnica dos equipamentos utilizados nas campanhas de
medic¸a˜o (em 1,8 GHz) para a validac¸a˜o das estat´ısticas de ordem superior da distribuic¸a˜o
κ-µ Extreme.
• O Anexo B apresenta o co´digo-fonte do Wolfram Mathematica R© utilizado para obter as
curvas da Aproximac¸a˜o A, proposta neste trabalho.
• O Anexo C fornece o co´digo-fonte do Wolfram Mathematica R© utilizado para obter as
curvas da Aproximac¸a˜o B, proposta neste trabalho.
• O Anexo D conte´m o co´digo-fonte do Wolfram Mathematica R© utilizado para obter as
curvas da Aproximac¸a˜o C, proposta neste trabalho.
• O Anexo E apresenta o co´digo-fonte do Matlab R© usado para gerar as estat´ısticas emp´ı-
ricas a partir dos dados de campo, e compara´-las com as curvas teo´ricas provenientes das
estat´ısticas de ordem superior aproximadas propostas.
Capı´tulo 2
Estat´ısticas do Canal Sem Fio
2.1 Introduc¸a˜o
Na literatura, a func¸a˜o densidade de probabilidade (FDP) e a func¸a˜o de distribuic¸a˜o acu-
mulada (FDA) sa˜o estat´ısticas de primeira ordem muito importantes e utilizadas no estudo do
canal sem fio. Em se tratando de estat´ısticas de ordem superior, as mais empregadas sa˜o a taxa
de cruzamento de n´ıvel e o tempo me´dio de desvanecimento.
Neste cap´ıtulo sera˜o apresentadas, de modo sucinto, as principais estat´ısticas de primeira
e segunda ordem de algumas distribuic¸o˜es de desvanecimento de pequena escala cla´ssicas na
literatura: Rayleigh, Rice e Nakagami-m. Posteriormente, as mesmas estat´ısticas sa˜o apresen-
tadas para modelos de desvanecimento mais gerais e recentes: α-µ, η-µ e κ-µ. E por fim, e´
apresentada uma recente distribuic¸a˜o de desvanecimento, a κ-µ Extreme, alvo de estudo deste
trabalho. Essa que e´ uma das raras distribuic¸o˜es que explora as condic¸o˜es de desvanecimento
severo. Foi apresentada originalmente em [5] como um caso particular da distribuic¸a˜o κ-µ, ob-
tida quando seus paraˆmetros κ e µ atingem valores extremos, caracterizando a severidade do
desvanecimento. Posteriormente, foi melhor explorada em [10], onde foram apresentadas suas
estat´ısticas de ordem prima´ria.
2.2 A Distribuic¸a˜o de Desvanecimento Rayleigh
A distribuic¸a˜o Rayleigh foi proposta inicialmente por Lord Rayleigh em 1880 [18], mas
somente em 1935 Pawsey [19] a utilizou para modelar dados de poteˆncia de sinal. Seu modelo
f´ısico e´ baseado em um ambiente de propagac¸a˜o homogeˆneo na auseˆncia de linha de visada (LoS,
do ingleˆs Line-of-Sight), sendo que sua FDP de envolto´ria e´ escrita como [20]
fR(r) =
r
σ2
exp
(
− r
2
2σ2
)
, r ≥ 0, (2.1)
em que σ2 = E(X2) = E(Y 2) e´ a poteˆncia me´dia ou variaˆncia de cada processo gaussiano (em
fase e quadratura) independentes que formam o modelo da distribuic¸a˜o com componentes de
me´dia nula, onde E(·) denota o operador esperanc¸a. E em consequeˆncia, a FDA da envolto´ria
da distribuic¸a˜o de desvanecimento Rayleigh e´ dada por [20]
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FR(r) = 1− exp
(
− r
2
2σ2
)
, r ≥ 0. (2.2)
As duas principais estat´ısticas de segunda ordem, LCR e AFD, sa˜o dadas respectivamente
por [7]
NR(r) =
√
2pif
r√
2σ
exp
[
−
(
r√
2σ
)2]
, r ≥ 0, (2.3)
TR(r) =
1√
2pif(r/
√
2σ)
[
exp
(
r√
2σ
)2
− 1
]
, r ≥ 0, (2.4)
sendo f o ma´ximo deslocamento de Doppler em hertz [20] e r o limiar de ana´lise desejado.
2.3 A Distribuic¸a˜o de Desvanecimento Rice
A distribuic¸a˜o de Rice [3, Eq. 1.4-1] representa a envolto´ria de um sinal recebido com
mu´ltiplos percursos e com LoS. E sua FDP e´ escrita como [20]
fR(r) =
r
σ2
exp
(
−r
2 + a2
2σ2
)
I0
(ar
σ2
)
, r ≥ 0, (2.5)
em que a representa o valor me´dio da componente com LoS e I0 e´ a func¸a˜o de Bessel modificada
do primeiro tipo e ordem zero [21, Eq. 8.406]. Sua FDA de envolto´ria segue a forma [20]
FR(r) = 1−Q
(a
σ
,
r
σ
)
, r ≥ 0, (2.6)
onde
Q(a, b) =
∫ ∞
b
x exp
(
−x
2 + a2
2
)
I0(ax)dx (2.7)
e´ a func¸a˜o Marcum-Q [22]. A distribuic¸a˜o Rice e´ regularmente descrita em termos do paraˆmetro
kRice, definido como a raza˜o entre as poteˆncias da componente dominante (a
2) e das componentes
espalhadas (2σ2), logo,
kRice ,
a2
2σ2
. (2.8)
A taxa de cruzamento de n´ıvel do modelo de desvanecimento Rice e´ representada na forma
[23]
NR(r) =
√
β
2pi
fR(r), r ≥ 0, (2.9)
sendo β = 2(piσf)2 no caso de espalhamento isotro´pico e fR(r) a FDP da distribuic¸a˜o de Rice
representada por (2.5). O tempo me´dio de desvanecimento e´ obtido da maneira cla´ssica,
Cap´ıtulo 2. Estat´ısticas do Canal Sem Fio 7
TR(r) =
FR(r)
NR(r)
, r ≥ 0, (2.10)
em que FR(r) e´ dado por (2.6) e NR(r) e´ a LCR da distribuic¸a˜o de Rice apresentada em (2.9).
2.4 A Distribuic¸a˜o de Desvanecimento Nakagami-m
A distribuic¸a˜o Nakagami-m tem recebido especial atenc¸a˜o nos u´ltimos anos, por ser de fa´cil
manipulac¸a˜o matema´tica e de grande aplicabilidade em ambiente reais. Foi proposta inicial-
mente por Nakagami [2] em 1960 de forma emp´ırica. Posteriormente em [24] um modelo f´ısico
equivalente foi proposto. Nesse modelo, o sinal recebido e´ resultado de uma composic¸a˜o de si-
nais oriundos de diversos agrupamentos de multipercursos. Sendo que a sua FDP de envolto´ria
segue a forma [24]
fR(r) =
2mmr2m−1
ΩmΓ(m)
exp
(
−mr
2
Ω
)
, r ≥ 0, (2.11)
onde Ω = E(R2) e´ a poteˆncia me´dia do sinal recebido, m e´ o fator de desvanecimento [2, Eq.
4] e Γ(z) =
∫∞
0
tz−1 exp(−t)dt e´ a func¸a˜o Gamma [25, Eq. 6.1.1]. Em consequeˆncia, a FDA da
envolto´ria pode ser escrita como [2]
FR(r) = P (m,mr
2/Ω), r ≥ 0, (2.12)
sendo P (a, x) = 1/Γ(a) × ∫ x
0
tz−1 exp(−t)dt a func¸a˜o Gamma incompleta regularizada inferior
[25, Eq. 6.5.1].
A LCR e o AFD sa˜o dados respectivamente por [24]
NR(r) =
√
2pif
mm−(1/2)
Γ(m)
ρ2m−1 exp(−mρ2), r ≥ 0, (2.13)
TR(r) =
Γ(m,mρ2)√
2pifmm−(1/2)ρ2m−1 exp(−mρ2) , r ≥ 0, (2.14)
sendo Γ(a, b) =
∫ b
0
ta−1 exp(−t)dt a func¸a˜o Gamma incompleta [21, Eq. 8.350] e ρ = r/rˆ, em
que rˆ =
√
E(R2) e´ o valor rms da envolto´ria resultante do modelo de Nakagami-m.
2.5 A Distribuic¸a˜o de Desvanecimento α-µ
A distribuic¸a˜o α-µ foi primeiramente apresentada como modelo de desvanecimento em [26]
sendo posteriormente formalizada em [4]. Entretanto, a distribuic¸a˜o ja´ havia sido derivada
em [27], apenas como uma generalizac¸a˜o da distribuic¸a˜o Gamma.
Os modelos de desvanecimento tradicionais apresentados ate´ agora foram obtidos levando
em considerac¸a˜o ambientes com campo de espalhamento homogeˆneo, o que de fato pode na˜o
representar a realidade [4]. A distribuic¸a˜o de desvanecimento α-µ explora as na˜o linearidades
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dos meios de propagac¸a˜o, resultantes da correlac¸a˜o espacial entre as superf´ıcies de refrac¸a˜o e
reflexa˜o [28]. A FDP de envolto´ria da distribuic¸a˜o α-µ pode ser escrita como [4]
fR(r) =
αµµrαµ−1
rˆαµΓ(µ)
exp
(
−µr
α
rˆα
)
, r ≥ 0, (2.15)
enquanto a FDA e´ dada por
FR(r) = P (µ, µ(r/rˆ)
α), r ≥ 0. (2.16)
Sendo α > 0 o paraˆmetro que representa as na˜o linearidades do meio, µ , E2(Rα)/Var(Rα) =
rˆ2α/Var(Rα) > 0 a extensa˜o cont´ınua do nu´mero de agrupamentos de multipercursos e rˆ =
α
√
E(Rα) a raiz α-e´sima do valor me´dio de Rα. Em que Var(·) representa o operador variaˆncia.
As estat´ısticas de ordem superior, em termos da LCR e do AFD, da distribuic¸a˜o α-µ seguem,
respectivamente, as formas [4]
NR(r) =
ωµµ−0,5ρα(µ−0,5)√
2piΓ(µ) exp(µρα)
, ρ ≥ 0 (2.17)
e
TR(r) =
√
2piΓ(µ, µρα) exp(µρα)
ωµµ−0,5ρα(µ−0,5)
, ρ ≥ 0, (2.18)
em que ρ = r/rˆ e ω e´ o ma´ximo deslocamento de Doppler em radianos por segundo.
A distribuic¸a˜o de desvanecimento α-µ apresenta como casos particulares as distribuic¸o˜es [4]:
Weibull (µ=1), Nakagami-m (α = 2, µ = m), Rayleigh (α = 2, µ = 1), Exponencial Negativa
(α = 1, µ = 1) e Gaussiana Unilateral (α = 2, µ = 1/2).
2.6 A Distribuic¸a˜o de Desvanecimento η-µ
A distribuic¸a˜o η-µ e´ uma distribuic¸a˜o de desvanecimento generalizada usada para represen-
tar a variac¸a˜o em pequena escala de um sinal desvanecido, composto por n agrupamentos de
multipercurso propagados em um ambiente heterogeˆneo com auseˆncia de LoS [5]. A distribuic¸a˜o
e´ apresentada em dois formatos, nomeados 1 e 2, mas por simplicidade somente o formato 1 e´
considerado aqui. Os componentes, em fase e em quadratura, que compo˜em o sinal sa˜o assumi-
dos possu´ırem diferentes poteˆncias (σ2X e σ
2
Y ). A FDP da envolto´ria do sinal recebido pode ser
expressa por [5]
fR(r) =
4
√
pi µµ+
1
2 hµ r2µ
Γ(µ)Hµ−
1
2 rˆ2µ+1
exp
(
−2µhr
2
rˆ2
)
Iµ− 1
2
(
2µH
r2
rˆ2
)
, r ≥ 0, (2.19)
sendo η ,
σ2
X
σ2
Y
(0 < η ≤ 1) a raza˜o entre as poteˆncias em fase e em quadratura do sinal,
µ , E
2(R2)
Var(R2)
(
1 + H
2
h2
)
> 0 a extensa˜o cont´ınua de n
2
, h = 2+η
−1+η
4
, H = η
−1−η
4
, Iν(·) a func¸a˜o de
Bessel modificada do primeiro tipo e ordem ν [21, Eq. 8.406], e rˆ =
√
E(R2).
A FDA da distribuic¸a˜o η-µ e´ escrita como [5]
Cap´ıtulo 2. Estat´ısticas do Canal Sem Fio 9
FR(r) = 1− Yµ
(
1− η
1 + η
,
√
µ
2η
(1 + η)r
rˆ
)
, r ≥ 0, (2.20)
onde
Yυ(λ, β) =
2−υ+
3
2
√
pi
Γ(υ)
(1− λ2)υ
λυ−
1
2
×
∫ ∞
β
x2υ exp(−x2)Iυ− 1
2
(λx2)dx. (2.21)
A taxa de cruzamento de n´ıvel para o canal de desvanecimento η-µ e´ dada por [29]
NR(r) =
f
√
pi r4µ−1(1 + η)2µ−
1
2 µ2µ−
1
2
ηµ rˆ4µ−1 22µ−2 Γ2(µ)
×
∫ pi
2
0
( sen(2θ))2µ−1
√
1 + η + (−1 + η) cos(2θ)
× exp
(
−r
2(1 + η)µ
2rˆ2η
(1 + η − (−1 + η) cos(2θ))
)
dθ, r ≥ 0. (2.22)
Ja´ o tempo me´dio de desvanecimento, segue diretamente de (2.20) e de (2.22) como sendo
TR(r) =
FR(r)
NR(r)
, r ≥ 0. (2.23)
A distribuic¸a˜o de desvanecimento η-µ no Formato 1 inclui as distribuic¸o˜es [5]: Hoyt (η = 1/2),
Gaussiana Unilateral (η → 0 ou η →∞), Rayleigh (η = 1, µ = 1/2) e Nakagami-m (η → 0 ou
η →∞, µ = m).
2.7 A Distribuic¸a˜o de Desvanecimento κ-µ
A κ-µ e´ uma distribuic¸a˜o geral de desvanecimento, que pode ser usada para representar
desvanecimento de pequena escala em um ambiente de propagac¸a˜o heterogeˆneo, com a presenc¸a
de linha de visada. A envolto´ria resultante do modelo κ-µ em termos dos seus componentes em
fase e em quadratura segue a seguinte forma [5],
R2 =
n∑
i=1
(Xi + pi)
2 +
n∑
i=1
(Yi + qi)
2, (2.24)
onde Xi e Yi sa˜o processos Gaussianos mutuamente independentes com E(Xi) = E(Yi) = 0,
E(X2i ) = E(Y
2
i ) = σ
2; pi e qi sa˜o, respectivamente, os valores me´dios das componentes em fase e
em quadradura do agrupamento i de ondas de multipercurso, e por fim n representa o nu´mero
de agrupamentos de multipercurso.
Para um sinal de desvanecimento com envolto´ria R, e envolto´ria normalizada P = R/rˆ,
sendo rˆ =
√
E(R2) o valor rms de R, a FDP da envolto´ria normalizada da distribuic¸a˜o κ-µ e´
escrita como [5]
fP(ρ) =
2µ(1 + κ)
µ+1
2
κ
µ−1
2 exp(µκ)
ρµ exp[−µ(1 + κ)ρ2]× Iµ−1
[
2µ
√
κ(1 + κ)ρ
]
, ρ ≥ 0. (2.25)
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Como pode ser observado, (2.25) e´ dada em termos dos paraˆmetros κ e µ. O paraˆmetro
κ > 0 e´ formalmente definido como a raza˜o entre as poteˆncias das componentes dominantes
(d2 =
∑n
i=1 p
2
i + q
2
i ) e espalhadas (2nσ
2) [5], ou seja,
κ =
d2
2nσ2
. (2.26)
Ja´ o paraˆmetro µ > 0 e´ a extensa˜o cont´ınua de n, e pode ser escrito como [5]
µ ,
E2(R2)
Var(R2)
1 + 2κ
(1 + κ)2
. (2.27)
A FDA FP(ρ) e´ dada por [5]
FP(ρ) = 1−Qµ
(√
2κµ,
√
2(1 + κ)µρ
)
, ρ ≥ 0, (2.28)
sendo
Qν(a, b) =
1
aν−1
∫ ∞
b
xν exp
(
−x
2 + a2
2
)
Iν−1(ax)dx (2.29)
a func¸a˜o Marcum-Q de ordem ν [22]. Ja´ o k-e´simo momento, E(Pk), da distribuic¸a˜o κ-µ e´
obtido a partir de [5]
E(Pk) =
Γ(µ+ k/2) exp(−κµ)
Γ(µ) [(1 + κ)µ]k/2
1F1(µ+ k/2;µ;κµ), (2.30)
em que 1F1 e´ a func¸a˜o hipergeome´trica confluente [25, Eq. 13.1.2]. Obviamente, E(R
k) = rˆkE(Pk).
E no caso especial do segundo momento de R, este tambe´m pode ser encontrado utilizando a
formulac¸a˜o [5],
E(R2) = rˆ2 = 2nσ2 + d2. (2.31)
Para um dado paraˆmetro m de Nakagami, podem ser obtidas um nu´mero infinito de curvas
da distribuic¸a˜o κ-µ. O paraˆmetro m citado e´ conhecido como sendo o inverso da variaˆncia da
poteˆncia normalizada, ou seja, m = Var−1(P2), e pode ser escrito em termos de κ e µ como [5]
m =
µ(1 + κ)2
1 + 2κ
. (2.32)
A LCR da distribuic¸a˜o de desvanecimento κ-µ e´ expressa na forma [30]
NP(ρ) =
√
2piµf(1 + κ)µ/2
κ(µ−1)/2 exp(µκ)
ρµ exp [−µ(1 + κ)ρ2] Iµ−1
[
2µ
√
κ(1 + κ)ρ
]
, ρ ≥ 0. (2.33)
E, por consequeˆncia, a expressa˜o do AFD e´ [30]
TP(ρ) =
1−Qµ
(√
2κµ,
√
2(1 + κ)µρ
)
NP(ρ)
, ρ ≥ 0, (2.34)
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em que NP(ρ) e´ dada por (2.33).
A distribuic¸a˜o de desvanecimento κ-µ apresenta as seguintes distribuic¸o˜es cla´ssicas como
casos especiais [5]: Rice (κ = kRice, µ = 1), Nakagami-m (κ → 0, µ = m), Rayleigh (κ → 0,
µ = 1) e Gaussiana Unilateral (κ→ 0, µ = 1/2).
2.8 A Distribuic¸a˜o de Desvanecimento κ-µ Extreme
Como ja´ foi dito, a distribuic¸a˜o κ-µ Extreme foi apresentada inicialmente em [5] como um dos
casos particulares da distribuic¸a˜o κ-µ, onde seus paraˆmetros κ e µ assumiam valores extremos.
A derivac¸a˜o da FDP da κ-µ Extreme foi obtida observando que a` medida que mantinha-se o
paraˆmetro m de (2.32) constante e fazia-se κ→∞ (LoS muito intensa) e µ→ 0 (pouqu´ıssimo
multipercurso), um impulso tendia a ocorrer em ρ = 0, assim como κµ → 2m. Sendo assim, a
FDP da envolto´ria normalizada foi enta˜o obtida, a` partir de (2.25), como sendo [5, Eq. 16]
fP(ρ) =
4mI1(4mρ)
exp [2m(1 + ρ2)]
+
[
1−
√
2mpi
exp(m)
I0.5(m)
]
δ(ρ), ρ ≥ 0. (2.35)
Em [10] uma expressa˜o mais simplificada foi obtida, utilizando I0.5 = [exp(m)−exp(−m)]/
√
2pim
[21, Eq. (8.447)] em (2.35), resultando assim em,
fP(ρ) =
4mI1(4mρ)
exp [2m(1 + ρ2)]
+ exp(−2m)δ(ρ), ρ ≥ 0, (2.36)
sendo δ(·) a func¸a˜o delta de Dirac [31]. Em consequeˆncia, a FDA da distribuic¸a˜o κ-µ Extreme
e´ dada por [10]
FP(ρ) = 1−Q0 (2
√
m, 2
√
mρ) , ρ ≥ 0, (2.37)
em que
Q0(a, b) = a
∫ ∞
b
exp
(
−x
2 + a2
2
)
I1(ax)dx (2.38)
e´ a func¸a˜o Marcum-Q de ordem zero [22]. Em [10] foi encontrada uma representac¸a˜o em se´rie
para a FDA da κ-µ Extreme, a qual pode ser de grande importaˆncia na reduc¸a˜o do esforc¸o
computacional e gerac¸a˜o de amostras κ-µ Extreme. Nas Figuras 2.1 e 2.2 sa˜o apresentados
alguns exemplos de curvas obtidas com as expresso˜es (2.36) e (2.37).
O k-e´simo momento de P, E(Pk), pode ser expresso em forma fechada como [10]
E(Pk) =
kmΓ(k/2)
(2m)k/2
1F1(1− k/2; 2;−2m), (2.39)
k > 0 e E(P0) = 1.
E´ importante ressaltar que, apesar de os paraˆmetros κ e µ tenderem a valores extremos, o
paraˆmetro f´ısico m continua a representar o inverso da variaˆncia da poteˆncia normalizada, ou
seja, m = Var−1(P2). E para um dado m, todas as poss´ıveis distribuic¸o˜es κ-µ posicionam-se
entre as curvas de Nakagami-m (limite inferior) e κ-µ Extreme (limite superior), comprovando
que esta u´ltima atua como cena´rio de pior caso para o modelo κ-µ (Figura 1 da refereˆncia [10]).
Cap´ıtulo 2. Estat´ısticas do Canal Sem Fio 12
−1 −0.5 0 0.5 1 1.5 2 2.5 3
0
0.2
0.4
0.6
0.8
1
1.2
1.4
f
P
(ρ
)
ρ
m = 1, 0; 1, 5; 2, 0; 2, 5
m = 1, 0
m = 2, 5
Figura 2.1: Func¸a˜o densidade de probabilidade da distribuic¸a˜o κ-µ Extreme.
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Figura 2.2: Func¸a˜o de distribuic¸a˜o acumulada da distribuic¸a˜o κ-µ Extreme.
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2.9 Concluso˜es
Este cap´ıtulo apresentou uma breve descric¸a˜o de algumas das principais distribuic¸o˜es pro-
babil´ısticas utilizadas para representar o desvanecimento de pequena escala no canal sem fio.
Foram citados o tipo de cena´rio ao qual cada uma das distribuic¸o˜es podem ser aplicadas, cha-
mando a atenc¸a˜o o fato da existeˆncia de diversos ambientes que necessitam de diferentes modelos
matema´ticos para sua descric¸a˜o. Algumas distribuic¸o˜es, como por exemplo, as distribuic¸o˜es α-µ,
κ-µ e η-µ teˆm como caracter´ıstica incluir outras distribuic¸o˜es como casos especiais, sendo assim
considerados modelos de desvanecimento mais gerais. Por fim, foram apresentadas as princi-
pais estat´ısticas de primeira ordem da distribuic¸a˜o de desvanecimento κ-µ Extreme, que possui
uma formulac¸a˜o incomum dentre as outras distribuic¸o˜es de pequena escala, por incorporar uma
parte cont´ınua e uma parte discreta. E ale´m disso, a distribuic¸a˜o descreve recentes cena´rios de
estudos, aqueles que apresentam desvanecimento severo.
Capı´tulo 3
Estat´ısticas de Ordem Superior
3.1 Introduc¸a˜o
As estat´ısticas de ordem superior, representadas principalmente pela taxa de cruzamento de
n´ıvel e o tempo me´dio de desvanecimento, sa˜o importantes contribuic¸o˜es no estudo dos canais
ra´dio mo´veis e no desenvolvimento de sistemas de comunicac¸a˜o sem fio.
Este cap´ıtulo apresenta a derivac¸a˜o das ja´ obtidas estat´ısticas de ordem superior da distribui-
c¸a˜o κ-µ [30], que em seguida sera˜o de grande utilidade na obtenc¸a˜o das expresso˜es aproximadas
das estat´ısticas de ordem superior da distribuic¸a˜o de desvanecimento κ-µ Extreme. O motivo
de se apresentarem apenas as aproximac¸o˜es vem do fato de que a κ-µ Extreme na˜o atende uma
exigeˆncia ba´sica no me´todo cla´ssico de desenvolvimento das referidas estat´ısticas com fo´rmulas
exatas, como sera´ descrito mais adiante.
3.2 Fo´rmula de Rice
A taxa me´dia em que a envolto´ria cruza um determinado n´ıvel na direc¸a˜o positiva e´ dada
por [3]
NR(r) =
∫ ∞
0
r˙fR,R˙(r, r˙)dr˙, (3.1)
onde fR,R˙(r, r˙) e´ a distribuic¸a˜o conjunta da envolto´ria R e de sua derivada R˙ no tempo. A
Equac¸a˜o (3.1) e´ a fo´rmula de Rice cla´ssica para obtenc¸a˜o da LCR. Em [3], o pro´prio Rice cita
que essa formulac¸a˜o apenas pode ser aplicada no caso em que a FDP conjunta e´ cont´ınua e a
integral converge uniformemente. Com base na formulac¸a˜o apresentada para encontrar a LCR,
o tempo me´dio que a envolto´ria de um sinal fica abaixo de um certo n´ıvel e´ dado por
TR(r) =
FR(r)
NR(r)
, (3.2)
em que FR(r) e´ a FDA de R.
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3.3 Estat´ısticas de Ordem Superior do Desvanecimento
κ-µ
Em [30], os autores apresentam fo´rmulas fechadas para as estat´ısticas de ordem superior da
distribuic¸a˜o de desvanecimento κ-µ. A distribuic¸a˜o conjunta fR,R˙(r, r˙) foi derivada seguindo
os mesmos conceitos outrora encontrados para as distribuic¸o˜es de Rice [23], Rayleigh [7] e
Nakagami-m [24], ou seja, a envolto´ria e sua derivada no tempo sa˜o varia´veis aleato´rias in-
dependentes, o que implica em fR,R˙(r, r˙) = fR(r) × fR˙(r˙) [32]. Sendo que para o caso da
distribuic¸a˜o κ-µ, R˙ e´ caracterizada por uma distribuic¸a˜o Gaussiana de me´dia nula e variaˆncia
dada por [30]
σ˙2 = 2pi2σ2f 2, (3.3)
em que σ e´ o desvio padra˜o das gaussianas que compo˜em o modelo f´ısico de κ-µ e f e´ o ma´ximo
deslocamento de Doppler em hertz [20]. Uma expressa˜o simples para σ pode ser obtida atrave´s
das Equac¸o˜es (2.26) e (2.31), substituindo n por sua extensa˜o cont´ınua µ, o que resulta em
σ2 =
rˆ2
2µ(1 + κ)
. (3.4)
Com o intuito de manter a concordaˆncia, a LCR sera´ obtida em termos da envolto´ria nor-
malizada ρ. Logo, a distribuic¸a˜o conjunta devera´ ser reescrita como
fP,P˙(ρ, ρ˙) = fP(ρ)× fP˙(ρ˙), (3.5)
onde fP˙(ρ˙) pode ser obtida utilizando a transformac¸a˜o de varia´veis aleato´rias P˙ = R˙/rˆ, resul-
tando em
fP˙(ρ˙) =
rˆ√
2piσ˙
exp
(
− rˆ
2ρ˙2
2σ˙2
)
. (3.6)
E por fim, usando as expresso˜es (3.3) e (3.4) em (3.6) chega-se finalmente, a expressa˜o para a
FDP da derivada temporal da envolto´ria normalizada P˙ do desvanecimento κ-µ, que e´ dada por
fP˙(ρ˙) =
√
0,5µ(1 + κ)
pi3/2f
exp
[
−µ(1 + κ)ρ˙
2
2pi2f 2
]
. (3.7)
Portanto, aplicando a fo´rmula de Rice dada por (3.1) com as devidas substituic¸o˜es de nota-
c¸o˜es, para fins de adaptac¸a˜o a` distribuic¸a˜o κ-µ, chega-se a
NP(ρ) =
√
2piµf(1 + κ)µ/2
κ(µ−1)/2 exp(µκ)
ρµ exp
[−µ(1 + κ)ρ2] Iµ−1 [2µ√κ(1 + κ)ρ] , (3.8)
que e´ a fo´rmula fechada para a taxa de cruzamento de n´ıvel da distribuic¸a˜o de desvanecimento
κ-µ. E´ interessante frisar que para µ = 1, (3.8) e´ equivalente a` LCR de Rice [33]. Enquanto
κ→ 0, (3.8) se aproxima da LCR de Nakagami [24] e para µ = 1 e κ = 0, da LCR de Rayleigh [7].
Os autores em [30] comentam que apesar do fato de haver uma indeterminac¸a˜o quando κ = 0
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na expressa˜o (3.8), pode-se utilizar de valores muito pequenos de κ para obter bons resultados
na maioria das aplicac¸o˜es pra´ticas.
A segunda estat´ıstica de ordem superior derivada em [30] para a distribuic¸a˜o de desvane-
cimento κ-µ e´ o tempo me´dio de desvanecimento. Para o caso da κ-µ, a obtenc¸a˜o da fo´rmula
fechada do AFD e´ uma tarefa simples com a posse da expressa˜o para a LCR. Logo, a AFD e´
obtida usando (2.28) e (3.8) em (3.2), com as devidas adaptac¸o˜es de notac¸a˜o, resultando em
TP(ρ) =
1−Qµ
(√
2κµ,
√
2(1 + κ)µρ
)
NP(ρ)
. (3.9)
3.4 Estat´ısticas de Ordem Superior do Desvanecimento
κ-µ Extreme
3.4.1 Obtenc¸a˜o da Distribuic¸a˜o Conjunta κ-µ Extreme
Como ja´ foi dito anteriormente, o desvanecimento κ-µ Extreme e´ um caso especial do desva-
necimento κ-µ. Logo, a independeˆncia entre as varia´veis aleato´rias de envolto´ria e de derivada
temporal da envolto´ria, tambe´m e´ va´lida para a κ-µ Extreme, ou seja, fP,P˙(ρ, ρ˙) = fP(ρ)×fP˙(ρ˙).
Da mesma maneira, a FDP da derivada temporal da envolto´ria normalizada da κ-µ Extreme
segue a forma de (3.6). A diferenc¸a ocorre na fo´rmula do σ2, onde fazendo κ→∞ e µ→ 0 com
o paraˆmetro de desvanecimento m constante, resulta em κµ = 2m, que por sua vez podem ser
aplicadas na expressa˜o (3.4), o que implica em
σ2 =
rˆ2
4m
. (3.10)
Portanto, a FDP da derivada temporal da envolto´ria normalizada κ-µ Extreme toma a seguinte
forma:
fP˙(ρ˙) =
√
m
pi3/2f
exp
(
−mρ˙
2
pi2f 2
)
. (3.11)
E´ fa´cil ver que, utilizando-se da expressa˜o da FDP de envolto´ria normalizada dada por
(2.36), a distribuic¸a˜o conjunta apresentara´ uma parte discreta, caracterizando uma distribuic¸a˜o
de probabilidade conjunta mista.
3.4.2 Motivac¸a˜o para as Aproximac¸o˜es
Na Sec¸a˜o 3.2, foi citado o que pode ser chamada de uma limitac¸a˜o da fo´rmula de Rice
dada por (3.1), em que a formulac¸a˜o so´ pode ser aplicada nos casos em que a FDP conjunta
e´ cont´ınua e a integral converge uniformemente. O problema com a distribuic¸a˜o κ-µ Extreme
surge exatamente do fato de que sua densidade de probabilidade conjunta possui parte cont´ınua
e parte discreta, como acabou de ser observado. Logo, isso inviabiliza a aplicac¸a˜o direta de
(3.1), apesar de ser matematicamente poss´ıvel obter uma expressa˜o.
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Uma tentativa que pode ser feita para tentar circundar o problema apresentado e´ valer-se
do fato que o desvanecimento κ-µ Extreme e´ um caso especial do desvanecimento κ-µ. Logo,
aplicando as condic¸o˜es: valor m constante, κ e µ tendendo a valores extremos, ou seja, infinito
e zero, respectivamente, a` (3.8) pode-se chegar ao resultado desejado. Entretanto, esse me´todo
na˜o conduz a uma soluc¸a˜o fisicamente plaus´ıvel, pois como era de se esperar, um impulso tende
a ocorrer na origem, significando que o sinal cruza esse n´ıvel um nu´mero infinito de vezes, sendo
essa uma situac¸a˜o improva´vel no mundo real. Essa tendeˆncia a um impulso pode ser verificada
na Figura 3.1, onde o valor de m foi fixado em 1, enquanto o valor de κ foi aumentado de forma
a tender ao infinito, o que implica em µ tendendo a zero. Da mesma forma, pode-se observar na
figura que a LCR para n´ıveis diferentes de zero apresenta um comportamento, aparentemente,
pertinente ao que se espera na pra´tica.
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κ = 1,10,100,1000
Figura 3.1: Curvas de LCR para representar a tendeˆncia de um impulso na origem.
3.4.3 Aproximac¸o˜es para as Estat´ısticas de Ordem Superior
As aproximac¸o˜es para as estat´ısticas de ordem superior da distribuic¸a˜o κ-µ Extreme surgem
a partir da observac¸a˜o da taxa de cruzamento de n´ıvel emp´ırica proveniente de dados de campo,
cujas estat´ısticas de primeira ordem seguem o modelo da κ-µ Extreme. Foi observado que,
para n´ıveis acima do qual o sinal recebido cai bruscamente para zero, as estat´ısticas de taxa
de cruzamento ajustam-se muito bem com a parte cont´ınua da expressa˜o encontrada utilizando
o me´todo cla´ssico. Ja´ para o sinal abaixo desse n´ıvel, tais estat´ısticas emp´ıricas permanecem
aproximadamente constantes, como era de se esperar, pois o sinal que fica abaixo da sensibili-
dade do receptor e´ interpretado como envolto´ria nula e portanto mante´m taxa de cruzamento
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me´dia constante. Tendo essas informac¸o˜es em mente, os treˆs me´todos de aproximac¸o˜es que
sera˜o propostos a seguir se baseiam em encontrar uma FDP modificada da distribuic¸a˜o κ-µ
Extreme, a qual seja cont´ınua e possibilite a aplicac¸a˜o da fo´rmula de Rice. De maneira geral, as
aproximac¸o˜es cont´ınuas fazem uso da pro´pria parte cont´ınua da FDP, para assim obterem um
bom resultado em comparac¸a˜o com as estat´ısticas emp´ıricas.
Por convenieˆncia, a FDP da κ-µ Extreme dada por (2.36) e´ reescrita como
fP(ρ) = g(ρ) + exp(−2m)δ(ρ), (3.12)
em que g(ρ) e´ a parte cont´ınua da FDP, dada por
g(ρ) =
4mI1(4mρ)
exp [2m(1 + ρ2)]
. (3.13)
Aproximac¸a˜o A
O primeiro me´todo de aproximac¸a˜o aqui proposto tem como intuito utilizar a pro´pria cauda
da parte cont´ınua da FDP da κ-µ Extreme, como forma de compensar a massa de probabilidade
resultante do impulso na origem (parte discreta). O me´todo usa a parte cont´ınua da FDP
espelhada e com um deslocamento ρ0 a` direita. Assim, a Aproximac¸a˜o A e´ dada por
fP(ρ)cont. =
{
g(ρ0 − ρ) + g(ρ), 0 ≤ ρ ≤ ρ0
g(ρ), ρ > ρ0
, (3.14)
em que ρ0 deve ser obtida de modo que (3.14) seja uma FDP, ou seja∫ ρ0
0
g(ρ)dρ = exp(−2m), (3.15)
que e´, de fato, a probabilidade em ρ = 0. Utilizando a FDA da κ-µ Extreme, dada por (2.37),
a Equac¸a˜o (3.15) pode ser resolvida como
Q0
(
2
√
m, 2
√
mρ0
)
= 1− 2 exp(−2m). (3.16)
Finalmente, aplicando (3.14) e (3.11) na fo´rmula cla´ssica de Rice, a primeira expressa˜o fechada
aproximada para a LCR e´ obtida como
NP(ρ) =
{
0,5f
√
pi
m
[g(ρ0 − ρ) + g(ρ)] , 0 ≤ ρ ≤ ρ0
0,5f
√
pi
m
g(ρ), ρ > ρ0
. (3.17)
De (3.14), observa-se que a Aproximac¸a˜o A e´ va´lida para exp(−2m) ≤ 0,5, ou seja, m ≥
1
2
ln 2 = ln
√
2 = 0,346, o que e´ um resultado bastante razoa´vel.
Aproximac¸a˜o B
Esta segunda aproximac¸a˜o utiliza um valor ρ0 constante como argumento de g(ρ), de modo
que ate´ o n´ıvel ρ0 a taxa de cruzamento assuma um valor constante, como de fato ocorre na
pra´tica. Portanto,
fP(ρ)cont. =
{
g(ρ0), 0 ≤ ρ ≤ ρ0
g(ρ), ρ > ρ0
, (3.18)
Cap´ıtulo 3. Estat´ısticas de Ordem Superior 19
em que a seguinte condic¸a˜o deve ser satisfeita:∫ ∞
ρ0
g(ρ)dρ+ g(ρ0)ρ0 = 1. (3.19)
A expressa˜o (3.19) pode ser simplificada para
Q0
(
2
√
m, 2
√
mρ0
)
+ g(ρ0)ρ0 = 1. (3.20)
Logo, a LCR para a Aproximac¸a˜o B pode ser escrita como
NP(ρ) =
{
0,5f
√
pi
m
g(ρ0), 0 ≤ ρ ≤ ρ0
0,5f
√
pi
m
g(ρ), ρ > ρ0
. (3.21)
De (3.18), e´ plaus´ıvel afirmar que a Aproximac¸a˜o B e´ va´lida para g(ρ0) ≤ max{g(ρ)}.
Assim, o valor de m utilizado em (3.20) deve resultar em um ρ0 que satisfac¸a a relac¸a˜o
ρ0 ≤ argmax
ρ
{g(ρ)}. A expressa˜o
8m2
exp [2m(1 + ρ2)]
[I0(4mρ)− 2ρI1(4mρ) + I2(4mρ)] = 0 (3.22)
foi encontrada como soluc¸a˜o parcial para o limitante de ρ0, em vista de que uma soluc¸a˜o exata
e fechada na˜o poˆde ser encontrada. Entretanto, (3.22) pode ser resolvida numericamente utili-
zando, por exemplo, a func¸a˜o FindRoot[. . . ] do software Wolfram Mathematica R©.
Aproximac¸a˜o C
A Aproximac¸a˜o C nada mais e´ do que uma modificac¸a˜o da Aproximac¸a˜o B, onde o paraˆmetro
ρ0 e´ indicado com o valor desejado, e na˜o calculado atrave´s de expresso˜es como nos casos
anteriores. Logo, o valor de ρ0 pode estar em conformidade com o patamar onde a LCR deixa
de ser constante na curva emp´ırica. Em termos pra´ticos, um bom valor inicial de teste e´ a
menor poteˆncia normalizada do sinal que a antena receptora e´ capaz de detectar. Contudo, a
escolha do valor de ρ0 seguindo os princ´ıpios anteriores, implica que a aproximac¸a˜o cont´ınua da
FDP da κ-µ Extreme, dada por (3.18), pode deixar de seguir as propriedades relativas a uma
densidade de probabilidade, ou mais especificamente,
∫∞
0
fA(a)da 6= 1. Isso pode ser corrigido
simplesmente encontrando a densidade sobre todo o domı´nio da func¸a˜o e usando este valor para
normalizar a expressa˜o (3.18), resultando em
fP(ρ)cont. =
{
g(ρ0)/K, 0 ≤ ρ ≤ ρ0
g(ρ)/K, ρ > ρ0
, (3.23)
sendo K a normalizac¸a˜o, dada por
K = Q0
(
2
√
m, 2
√
mρ0
)
+ g(ρ0)ρ0. (3.24)
Do mesmo modo da Aproximac¸a˜o B,
NP(ρ) =
{
0,5f
√
pi
m
g(ρ0)/K, 0 ≤ ρ ≤ ρ0
0,5f
√
pi
m
g(ρ)/K, ρ > ρ0
. (3.25)
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Ambas Aproximac¸o˜es B e C teˆm a mesma ideia central, com a diferenc¸a de que a Aproximac¸a˜o
C pode ser melhor adaptada aos n´ıveis onde a LCR permanece constante. E diretamente da
definic¸a˜o da Aproximac¸a˜o B, o valor de ρ0 utilizado na Aproximac¸a˜o C tambe´m deve seguir a
relac¸a˜o ρ0 ≤ argmax
ρ
{g(ρ)}, e portanto um limitante para ρ0 pode ser encontrado em (3.22).
Tempo Me´dio de Desvanecimento
Para a fo´rmula fechada do AFD, na˜o foi utilizada uma aproximac¸a˜o para a FDA da κ-µ
Extreme. A raza˜o disso e´ que se fossem encontradas FDAs aproximadas baseadas nas FDPs
cont´ınuas apresentadas, o valor das FDAs em zero seria nulo. Isso implicaria em um tempo me´dio
de desvanecimento nulo no n´ıvel zero, o que contraria as caracter´ısticas do desvanecimento κ-µ
Extreme. Apesar do uso da FDA exata e das taxas de cruzamento de n´ıvel aproximadas, os
resultados se mostraram muito parecidos com o que e´ encontrado na pra´tica, como podera´ ser
visto no pro´ximo cap´ıtulo.
Em virtude do que foi discutido, a fo´rmula do AFD pode ser obtida como
TP(ρ) =
FP(ρ)
NP(ρ)
=
1−Q0 (2
√
m, 2
√
mρ)
NP(ρ)
, (3.26)
em que NP(ρ) pode ser dada por uma das treˆs aproximac¸o˜es propostas: (3.17), (3.21) ou (3.25).
Obtenc¸a˜o do Paraˆmetro ρ0
Nas duas primeiras FDPs aproximadas do desvanecimento κ-µ Extreme, e´ necessa´rio o ca´l-
culo do denominado ρ0, pelas expresso˜es (3.16) e (3.20). Para essa tarefa, softwares conhecidos
como Matlab R© e Wolfram Mathematica R© podem ser usados para encontrar uma soluc¸a˜o nume´-
rica de maneira muito ra´pida e simples. Entretanto, foi verificado que pode haver mais de um
valor de ρ0 que satisfaz as expresso˜es. Nestes casos, foi observado que valores pequenos de ρ0 se
adequam melhor aos dados de campo. Logo, usando uma rotina dos softwares capaz de iniciar
as iterac¸o˜es a partir de uma semente, e´ poss´ıvel obter um valor adequado de ρ0.
3.5 Concluso˜es
Este cap´ıtulo apresentou algumas formulac¸o˜es aproximadas para as estat´ısticas de ordem
superior do desvanecimento κ-µ Extreme. As formulac¸o˜es aproximadas foram baseadas nas, an-
teriormente encontradas, estat´ısticas de ordem superior do desvanecimento κ-µ, e na observac¸a˜o
de curvas emp´ıricas em que as estat´ısticas de primeira ordem dos dados de campo se enqua-
dravam com as caracter´ısticas do desvanecimento κ-µ Extreme. A dificuldade em encontrar
soluc¸o˜es exatas para as estat´ısticas de ordem superior, vem do fato da distribuic¸a˜o conjunta da
κ-µ Extreme possuir uma FDP mista, inviabilizando a aplicac¸a˜o direta do me´todo cla´ssico de se
obter as estat´ısticas desejadas. Apesar de ser poss´ıvel obter uma expressa˜o matema´tica, o com-
portamento encontrado e´ fisicamente improva´vel. Logo, a soluc¸a˜o foi obter FDPs equivalentes
aos quais a equac¸a˜o de Rice pudesse ser utilizada, e que garantissem curvas fisicamente poss´ı-
veis. O resultado foi a obtenc¸a˜o de treˆs aproximac¸o˜es em fo´rmula fechada para as estat´ısticas
de ordem superior do desvanecimento κ-µ Extreme.
Capı´tulo 4
Medidas de Campo e Validac¸o˜es
4.1 Introduc¸a˜o
O cap´ıtulo anterior apresentou aproximac¸o˜es para as estat´ısticas de ordem superior do desva-
necimento κ-µ Extreme. Tais aproximac¸o˜es foram basicamente obtidas a partir da observac¸a˜o
de curvas emp´ıricas das estat´ısticas de ordem superior, cujos dados de campo se enquadram
dentro do modelo das estat´ısticas de primeira ordem da distribuic¸a˜o κ-µ Extreme.
Neste cap´ıtulo, o sistema de medic¸a˜o utilizado na obtenc¸a˜o dos dados de campo e´ apresen-
tado. Com o objetivo de validar na pra´tica as aproximac¸o˜es propostas. E´ importante frisar que
para garantir validac¸o˜es satisfato´rias, os dados de campo foram coletados em ambientes cujo
modelo de desvanecimento κ-µ Extreme se aplica. Foram utilizados dois conjuntos de medidas:
o primeiro descrito inicialmente em [10], onde foi apresentada formalmente a distribuic¸a˜o de
desvanecimento κ-µ Extreme; ja´ no segundo conjunto constam novas medidas, com cena´rios e
frequeˆncia da portadora alternativos.
4.2 Sistema de Medic¸a˜o
O sistema de medic¸a˜o utilizado e´ caracterizado basicamente por dois mo´dulos principais. O
primeiro e´ o transmissor, ao qual se constitui de um equipamento que fica fixo em um determi-
nado local. Ja´ o segundo e´ um ve´ıculo receptor mo´vel, projetado especificamente para coletar
amostras de forma espacial.
4.2.1 Transmissor
O mo´dulo transmissor, como mostra o diagrama da Figura 4.1, e´ constitu´ıdo por um ge-
rador de RF (Ra´dio Frequeˆncia), um amplificador de RF, uma antena omnidirecional e cabos
conectores. O gerador tem o papel de gerar um sinal com uma frequeˆncia e poteˆncia de sa´ıda
espec´ıficas. A sa´ıda do gerador alimenta a entrada do amplificador de RF, com ganho fixo de
30 dB. E, por fim, o sinal e´ radiado atrave´s de uma antena TX omnidirecional.
Todo esse aparato do mo´dulo transmissor pode ser instalado tanto em ambientes indoor
como outdoor, garantindo assim, uma boa flexibilidade para a realizac¸a˜o de medidas de campo
21
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Gerador de
Sinal RF
Amplificador
Antena TX
Figura 4.1: Diagrama de blocos do transmissor.
nos mais variados ambientes. Por isso, a maior dificuldade aqui ocorre na log´ıstica de instalac¸a˜o
dos equipamentos.
4.2.2 Ve´ıculo Receptor Mo´vel
O mo´dulo receptor pode ser considerado o mais importante, pois e´ responsa´vel pela correta
aquisic¸a˜o das amostras do sinal radiado pelo mo´dulo transmissor, e tambe´m por seu processa-
mento. Diante deste fato, todo o aparato foi divido em quatro blocos independentes, conforme
apresentado no diagrama de blocos da Figura 4.2: amostrador espacial, medidor de sinal, ad-
quiridor de dados e fornecedor de energia. Em resumo, o sistema de medic¸a˜o recebe o sinal
enviado pelo transmissor baseado em uma amostragem espacial, em seguida as informac¸o˜es sa˜o
armazenadas pelo adquiridor de dados e processadas posteriormente.
Medidor
Adquiridor de
Dados
Fornecedor de
Energia
Amostrador
Espacial
Figura 4.2: Diagrama de blocos do ve´ıculo receptor.
Amostrador Espacial
Essa e´ a parte do sistema responsa´vel pelo controle de amostragem espacial do ve´ıculo
receptor mo´vel e pode ser dividido em dois componentes: roda dentada e circuito amostrador.
A func¸a˜o da roda dentada e´ definir a distaˆncia de amostragem do sinal, de maneira que a cada
dente que passa pelo circuito amostrador, uma amostra seja coletada. Para a correta coleta
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de dados, o nu´mero de dentes da roda (n) deve ser definido de acordo com a distaˆncia de
amostragem desejada para o sinal. Como essa distaˆncia e´ igual a` distaˆncia entre dentes da roda
(dd), o valor de n pode ser obtido atrave´s da seguinte equac¸a˜o:
n =
piD
dd
, (4.1)
no qual D e´ o diaˆmetro da roda. Contudo, outros fatores devem ser levados em considerac¸a˜o no
ca´lculo do nu´mero de dentes da roda, tais como a limitac¸a˜o de velocidade da placa de aquisic¸a˜o.
Em [34] pode ser encontrado o desenvolvimento de uma relac¸a˜o com limites superiores e inferiores
de n, dada por:
2,5× piDfp
0,75× 108 ≤ n ≤
piDfaq
vmax
, (4.2)
em que fp e faq sa˜o, respectivamente, as frequeˆncias de passagem dos dentes e a de aquisic¸a˜o
da placa, e vmax a velocidade ma´xima do ve´ıculo mo´vel.
O circuito amostrador tem a func¸a˜o de transformar a passagem dos dentes da roda em um
trem de pulsos a ser aplicado a` placa de aquisic¸a˜o de dados. A rotac¸a˜o do disco dentado aciona
o interruptor o´ptico. Esse interruptor, que consiste em um LED (diodo emissor de luz, do ingleˆs
Light-Emitting Diode) acoplado a um fototransistor atrave´s de uma fenda de 3 mm, produz um
trem de pulsos a uma taxa proporcional ao nu´mero de ranhuras por metro e a` velocidade de
locomoc¸a˜o. Este sinal faz com que a placa de aquisic¸a˜o leia uma amostra do sinal de ra´dio que
esta´ sendo recebido pela antena naquele instante.
Medidor do Sinal
Essa parte, responsa´vel pela medic¸a˜o do sinal, e´ composta por quatro componentes: antena,
amplificador, atenuador varia´vel e analisador de espectro.
A antena e´ constitu´ıda por um monopolo omnidirecional, acoplado a um plano de terra, fixo
no equipamento de aquisic¸a˜o de dados. O sinal de RF recebido pela antena e´ encaminhado ao
atenuador varia´vel.
A func¸a˜o do conjunto Amplificador/Atenuador Varia´vel e´ manter o n´ıvel do sinal recebido na
porc¸a˜o linear da faixa da operac¸a˜o do medidor de sinal. O sinal CW recebido pela antena, apo´s
passar pelo atenuador e pelo amplificador e´ acoplado, na sequeˆncia, ao analisador de espectro.
No caso das medic¸o˜es ocorrerem nas proximidades da antena transmissora, ha´ a necessidade de
se aplicar um certo n´ıvel de atenuac¸a˜o, embora nunca superior a 20 dB para na˜o comprometer
a figura de ru´ıdo e a faixa dinaˆmica de operac¸a˜o do conjunto.
O analisador de espectro e´ responsa´vel pela medic¸a˜o da poteˆncia do sinal e sua sa´ıda de
v´ıdeo e´ conectada a uma das entradas da placa de aquisic¸a˜o de dados. Para desempenhar de
forma satisfato´ria o seu papel, o analisador de espectro foi configurado com: 0 Hz de abertura
em frequeˆncia (medic¸a˜o de poteˆncia de uma portadora simples); tempo de varredura de 15 µs
(menor valor poss´ıvel), uma vez que pode ser visualizado na tela um sinal na forma de um
segmento de reta, ja´ que na˜o esta´ se disponibilizando tempo suficiente para alterac¸o˜es no n´ıvel
do sinal antes do mesmo ser completamente desenhado.
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Adquiridor de Dados
Essa e´ a parte do sistema responsa´vel pela aquisic¸a˜o e armazenamento das medidas. Ela e´
composta pela placa de aquisic¸a˜o de dados e o conjunto computador/software.
A especificac¸a˜o mais importante para a placa de aquisic¸a˜o e´ sua velocidade ou frequeˆncia de
aquisic¸a˜o. A frequeˆncia de operac¸a˜o deve permitir acompanhar com folga a produc¸a˜o de pulsos
gerados pela roda dentada, com a movimentac¸a˜o do equipamento de aquisic¸a˜o de dados. Como
ha´ a necessidade de adquirir somente dois sinais (a sa´ıda de v´ıdeo do analisador e o sinal do
circuito amostrador), a placa deve operar apenas com duas entradas analo´gicas. Isso simplifica
o programa de tratamento de dados e possibilita a utilizac¸a˜o de uma placa de baixo custo. Por
sua vez, a sa´ıda da placa de aquisic¸a˜o consiste em um sinal digital a ser armazenado na memo´ria
do computador.
O computador tem a func¸a˜o de rodar o programa de controle, armazenar as amostras em
disco e monitorar o trabalho em tempo real.
Fornecedor de Energia
O intuito dessa parte e´ tornar o equipamento autossuficiente com relac¸a˜o ao suprimento
de energia e propiciar uma autonomia adequada durante um tempo satisfato´rio de trabalho,
garantindo tambe´m a mobilidade do equipamento. Para isso, o sistema foi arquitetado de modo
a utilizar baterias. Pore´m, algumas partes dependem de uma fonte de corrente alternada (AC),
por essa raza˜o foi utilizado um inversor capaz de converter a corrente cont´ınua (DC) da bateria
em AC.
4.3 Medidas de Campo
De in´ıcio, dois cena´rios foram explorados, apresentados inicialmente em [10]. O primeiro foi
o estacionamento do Banco Santander da Reitoria dentro do campus da Unicamp, caracteri-
zado por carros tanto parados quanto em movimento. Ja´ o segundo cena´rio foi um gina´sio de
esportes (fechado) grande e relativamente vazio, tambe´m localizado no campus da Unicamp.
No estacionamento, ambos transmissor e receptor foram dispostos um pouco abaixo da altura
dos carros, e havia LoS na maior parte do tempo. No equipamento transmissor, especialmente
para esse caso, a sa´ıda do gerador foi conectada diretamente a` antena monopolo omnidirecional,
transmitindo uma poteˆncia efetivamente radiada (ERP, do ingleˆs Effective Radiated Power)
de aproximadamente 1 mW. Para a coleta dos dados, o operador dos equipamentos caminhou
em c´ırculos ao redor do transmissor, localizado no centro do estacionamento, ate´ que fossem
coletadas um nu´mero suficiente de amostras. Foram coletados dois conjuntos de dados para
comparac¸a˜o.
No gina´sio, uma condic¸a˜o semelhante a` anterior era encontrada, com excec¸a˜o que havia
pessoas em movimento em vez de carros. E de forma semelhante ao caso anterior, o operador do
equipamento caminhou ao redor da quadra central do gina´sio, coletando um conjunto de dados.
A poteˆncia efetivamente radiada foi de 2 W na coleta de dados no gina´sio. Um sistema de
amostragem em intervalos de λ/14 [35–37] foi utilizado em ambos os ambientes de medidas; e a
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frequeˆncia de 1,8 GHz foi escolhida para o sinal de transmissa˜o. A me´dia local foi estimada pelo
me´todo da me´dia mo´vel [38]. A partir dos dados coletados, o desvanecimento de longo prazo
foi filtrado, e assim o paraˆmetro m de desvanecimento poˆde ser estimado. Em um primeiro
instante, o valor de m foi encontrado de sua pro´pria definic¸a˜o, ou seja, m = Var−1(P2), e em
seguida ajustado para melhorar o encaixe entre as curvas de FDAs teo´ricas e emp´ıricas.
Em um segundo conjunto de medidas de campo, o cena´rio utilizado para a coleta era com-
posto de um equipamento transmissor esta´tico, localizado no telhado do pre´dio de laborato´rios
da FEEC (Faculdade de Engenharia Ele´trica e de Computac¸a˜o), dentro do campus da Uni-
camp; enquanto a antena receptora foi instalada no teto de um automo´vel em movimento, cuja
velocidade foi mantida em torno de 30 km/h. A frequeˆncia de transmissa˜o escolhida para esse
sistema de coleta de dados foi de 2,5 GHz, para um intervalo de amostragem de λ/36. Como
no caso do conjunto de medidas em 1,8 GHz, a me´dia local foi estimada pelo me´todo da me´dia
mo´vel, e o desvanecimento de longo prazo foi filtrado, para assim se obter uma estimativa para
o paraˆmetro m de desvanecimento.
As Figuras de 4.3 a 4.8 ilustram os que podem ser tidos como processos κ-µ Extreme,
oriundos dos dados de campo coletados. Junto com as ilustrac¸o˜es dos processos, sa˜o mostradas
ampliac¸o˜es em algumas regio˜es onde ocorre o su´bito decaimento do n´ıvel de sinal. E´ fa´cil
observar que, a ocorreˆncia dos decaimentos su´bitos na˜o e´ frequente na maioria dos casos.
4.4 Validac¸o˜es
Nesta sec¸a˜o constam os resultados das validac¸o˜es das aproximac¸o˜es propostas anteriormente
para as estat´ısticas de ordem superior do desvanecimento κ-µ Extreme. As validac¸o˜es esta˜o
separadas entre os dois grupos de dados de campo, o de 1,8 e o de 2,5 GHz de frequeˆncia
de transmissa˜o; e ao final sa˜o apresentados os comenta´rios pertinentes aos resultados obtidos.
Na obtenc¸a˜o das curvas teo´ricas das aproximac¸o˜es propostas foi utilizado o software Wolfram
Mathematica R© 8, enquanto que para processar os dados de campo e extrair as estat´ısticas de
ordem superior comparando com as curvas teo´ricas, foi utilizado o software Matlab R© R2011a.
Ambos os softwares rodando em uma ma´quina com processador Intel R© Core
TM
i7 Q740, 6 GB
de memo´ria RAM (Random Access Memory), e sistema operacional Microsoft Windows R© 7
Home Premium.
4.4.1 Dados de Campo na Frequeˆncia de 1,8 GHz
O primeiro conjunto de medidas de campo citados corresponde aos cena´rios do estaciona-
mento e do gina´sio. Neste conjunto, foram feitas duas campanhas de coleta de dados para
o estacionamento e uma para o gina´sio. Func¸o˜es de distribuic¸a˜o acumulada foram obtidas a
partir dos dados experimentais e comparadas com a distribuic¸a˜o κ-µ Extreme, utilizando o pa-
raˆmetro m estimado a partir dos dados de campo obtidos. E´ poss´ıvel notar da Figura 4.9 que
a distribuic¸a˜o κ-µ Extreme proporciona um excelente ajuste e acompanha adequadamente a
cauda das curvas experimentais. Indicando, assim, a existeˆncia de desvanecimento severo nesses
ambientes.
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Figura 4.3: Ilustrac¸a˜o (a) e ampliac¸a˜o (b) de um processo κ-µ Extreme (m = 3,25) na frequeˆncia
de 1,8 GHz.
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Figura 4.4: Ilustrac¸a˜o (a) e ampliac¸a˜o (b) de um processo κ-µ Extreme (m = 3,53) na frequeˆncia
de 1,8 GHz.
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Figura 4.5: Ilustrac¸a˜o (a) e ampliac¸a˜o (b) de um processo κ-µ Extreme (m = 3,98) na frequeˆncia
de 1,8 GHz.
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Figura 4.6: Ilustrac¸a˜o (a) e ampliac¸a˜o (b) de um processo κ-µ Extreme (m = 2,58) na frequeˆncia
de 2,5 GHz.
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Figura 4.7: Ilustrac¸a˜o (a) e ampliac¸a˜o (b) de um processo κ-µ Extreme (m = 3,16) na frequeˆncia
de 2,5 GHz.
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Figura 4.8: Ilustrac¸a˜o (a) e ampliac¸a˜o (b) de um processo κ-µ Extreme (m = 3,2) na frequeˆncia
de 2,5 GHz.
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Figura 4.9: Comparativo entre as func¸o˜es de distribuic¸a˜o acumulada emp´ıricas e teo´ricas (m =
3,25; 3,53; 3,98).
As Figuras de 4.10 a 4.18 apresentam as comparac¸o˜es com todas as treˆs aproximac¸o˜es pro-
postas na Sec¸a˜o 3.4.3, em treˆs coletas de dados de campo diferentes, chamados aqui de #1 e
#2 para o estacionamento e #3 para o gina´sio.
4.4.2 Dados de Campo na Frequeˆncia de 2,5 GHz
Neste segundo conjunto de medidas de campo foram realizadas treˆs campanhas, com o
equipamento de recepc¸a˜o instalado no automo´vel, na frequeˆncia de transmissa˜o de 2,5 GHz.
E novamente, o valor do paraˆmetro m foi estimado a partir dos dados coletados. Com isso, a
Figura 4.19 foi obtida, comparando as func¸o˜es de distribuic¸a˜o acumulada emp´ıricas e teo´ricas.
Os dados de campo na frequeˆncia de 2,5 GHz sa˜o nomeados aqui como #4, #5 e #6. E suas
respectivas comparac¸o˜es, com as aproximac¸o˜es propostas para as estat´ısticas de ordem superior
do desvanecimento κ-µ Extreme, constam nas Figuras de 4.20 a 4.28.
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Figura 4.10: Comparac¸o˜es da LCR (a) e AFD (b) em relac¸a˜o ao dado #1 e Aproximac¸a˜o A.
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Figura 4.11: Comparac¸o˜es da LCR (a) e AFD (b) em relac¸a˜o ao dado #1 e Aproximac¸a˜o B.
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Figura 4.12: Comparac¸o˜es da LCR (a) e AFD (b) em relac¸a˜o ao dado #1 e Aproximac¸a˜o C.
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Figura 4.13: Comparac¸o˜es da LCR (a) e AFD (b) em relac¸a˜o ao dado #2 e Aproximac¸a˜o A.
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Figura 4.14: Comparac¸o˜es da LCR (a) e AFD (b) em relac¸a˜o ao dado #2 e Aproximac¸a˜o B.
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Figura 4.15: Comparac¸o˜es da LCR (a) e AFD (b) em relac¸a˜o ao dado #2 e Aproximac¸a˜o C.
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Figura 4.16: Comparac¸o˜es da LCR (a) e AFD (b) em relac¸a˜o ao dado #3 e Aproximac¸a˜o A.
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Figura 4.17: Comparac¸o˜es da LCR (a) e AFD (b) em relac¸a˜o ao dado #3 e Aproximac¸a˜o B.
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Figura 4.18: Comparac¸o˜es da LCR (a) e AFD (b) em relac¸a˜o ao dado #3 e Aproximac¸a˜o C.
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Figura 4.19: Comparativo entre as func¸o˜es de distribuic¸a˜o acumulada emp´ıricas e teo´ricas (m =
2,58; 3,16; 3,2).
4.4.3 Ana´lise dos Resultados
Da ana´lise das figuras pode ser notado que as Aproximac¸o˜es A e B apresentam aparentemente
o mesmo formato de curva, ocorrendo diferenciac¸o˜es apenas em n´ıveis muito baixos, ou em outras
palavras, pro´ximos ao ponto ρ = 0. Essa particularidade acontece devido ao fato ja´ citado na
subsec¸a˜o 3.4.3, ou seja, ρ0 tipicamente assume valores pequenos, pro´ximos a`s especificac¸o˜es de
sensibilidade do receptor. E e´ sabido que as Aproximac¸o˜es A e B so´ se diferenciam em n´ıveis
abaixo de ρ0, que apesar de na˜o ser o mesmo para as duas aproximac¸o˜es, teˆm valores pro´ximos,
como pode ser observado na Tabela 4.1. Devido a isso, o erro quadra´tico me´dio (MSE, do ingleˆs
Mean Square Error) entre as curvas teo´ricas e emp´ıricas das estat´ısticas de ordem superior pode
ser considerado, para fins pra´ticos, semelhante para as Aproximac¸o˜es A e B.1 Por outro lado,
a Aproximac¸a˜o C apresenta melhor encaixe com as curvas emp´ıricas da LCR em n´ıveis onde a
curva e´ constante, em comparac¸a˜o com as demais aproximac¸o˜es propostas. As curvas do tempo
me´dio de desvanecimento sa˜o consequeˆncias diretas da taxa de cruzamento de n´ıvel aproximada,
resultando assim em uma pequena descontinuidade no comportamento crescente da mesma, no
ponto ρ0. Em comparac¸a˜o com as curvas emp´ıricas do AFD, o fato citado na˜o causa grandes
divergeˆncias no resultado final. E ale´m disso, as Figuras 4.25(b) e 4.28(b) exemplificam casos
onde as curvas emp´ıricas do AFD apresentam o mesmo comportamento no ponto ρ0 que as
1Enquanto as Aproximac¸o˜es A e B possuem o valor de f semelhante para um dado de campo, o mesmo na˜o
ocorre para a Aproximac¸a˜o C, tornando a comparac¸a˜o por MSE injusta nesse caso.
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Figura 4.20: Comparac¸o˜es da LCR (a) e AFD (b) em relac¸a˜o ao dado #4 e Aproximac¸a˜o A.
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Figura 4.21: Comparac¸o˜es da LCR (a) e AFD (b) em relac¸a˜o ao dado #4 e Aproximac¸a˜o B.
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Figura 4.22: Comparac¸o˜es da LCR (a) e AFD (b) em relac¸a˜o ao dado #4 e Aproximac¸a˜o C.
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Figura 4.23: Comparac¸o˜es da LCR (a) e AFD (b) em relac¸a˜o ao dado #5 e Aproximac¸a˜o A.
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Figura 4.24: Comparac¸o˜es da LCR (a) e AFD (b) em relac¸a˜o ao dado #5 e Aproximac¸a˜o B.
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Figura 4.25: Comparac¸o˜es da LCR (a) e AFD (b) em relac¸a˜o ao dado #5 e Aproximac¸a˜o C.
Cap´ıtulo 4. Medidas de Campo e Validac¸o˜es 35
−20 −15 −10 −5 0 5
10−1
100
101
102
20 log
10
(ρ)
N
P
(ρ
)
 
 
LCR Emp´ırica
LCR κ-µ Extreme
(a)
−20 −15 −10 −5 0 5
10−3
10−2
10−1
100
101
20 log
10
(ρ)
T
P
(ρ
)
 
 
AFD Emp´ırica
AFD κ-µ Extreme
(b)
Figura 4.26: Comparac¸o˜es da LCR (a) e AFD (b) em relac¸a˜o ao dado #6 e Aproximac¸a˜o A.
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Figura 4.27: Comparac¸o˜es da LCR (a) e AFD (b) em relac¸a˜o ao dado #6 e Aproximac¸a˜o B.
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Figura 4.28: Comparac¸o˜es da LCR (a) e AFD (b) em relac¸a˜o ao dado #6 e Aproximac¸a˜o C.
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Tabela 4.1: Paraˆmetros estimados para as aproximac¸o˜es.
Dados m
f (Hz) ρ0 (dB)
(A) (B) (C) (A) (B) (C)
#1 3,25 7,45 7,45 8,68 -16,88 -17,69 -18,5
#2 3,53 7,75 7,75 12,02 -17,62 -18,44 -19,5
#3 3,98 7,25 7,25 10,77 -18,69 -19,54 -20,5
#4 2,58 19,1 19,1 18,03 -14,8 -15,54 -14,8
#5 3,16 27,6 27,6 14,43 -16,63 -17,43 -12,8
#6 3,2 28 28 11,68 -16,74 -17,54 -11,7
Tabela 4.2: Valores emp´ıricos e teo´ricos da LCR e do AFD no n´ıvel zero.
Dados
LCR em ρ = 0 AFD em ρ = 0
Emp´ırico (A) (B) (C) Emp´ırico (A) (B) (C)
#1 0,078 0,087 0,076 0,078 0,031 0,017 0,02 0,019
#2 0,062 0,054 0,047 0,062 0,014 0,016 0,018 0,014
#3 0,024 0,022 0,019 0,024 0,012 0,016 0,018 0,014
#4 0,703 0,746 0,662 0,703 0,01 0,007 0,009 0,008
#5 0,42 0,382 0,334 0,42 0,007 0,005 0,005 0,004
#6 0,42 0,36 0,315 0,42 0,007 0,005 0,005 0,004
curvas teo´ricas das aproximac¸o˜es.
Ale´m da Tabela 4.1 mostrar os valores encontrados para o paraˆmetro ρ0 das aproximac¸o˜es,
essa apresenta tambe´m a relac¸a˜o de valores utilizada para o paraˆmetro de desvanecimento m e
para o ma´ximo deslocamento de Doppler f . Sendo que este u´ltimo foi escolhido de tal forma
que garantisse um bom encaixe das curvas teo´ricas em relac¸a˜o a`s emp´ıricas. E´ fa´cil ver que,
apesar dos valores de ρ0 das Aproximac¸o˜es A e B serem calculados, respectivamente, atrave´s
das expresso˜es (3.16) e (3.20), esses se aproximam muito, na maioria dos casos, dos valores
escolhidos a partir da observac¸a˜o das curvas emp´ıricas da LCR para a Aproximac¸a˜o C.
O ponto ρ = 0 pode ser considerado importante para a distribuic¸a˜o κ-µ Extreme, visto que
sua parte discreta (probabilidade diferente de zero de sinais nulos) na˜o e´ comum em outras
distribuic¸o˜es de desvanecimento. Assim, os valores da LCR e do AFD encontrados no n´ıvel
ρ = 0 sa˜o apresentados na Tabela 4.2. As informac¸o˜es na tabela comprovam que quanto menor
o valor de m (em condic¸o˜es semelhantes de coleta de dados, nesse caso, a mesma frequeˆncia de
transmissa˜o), maior sera´ a taxa de cruzamento e o tempo de desvanecimento no n´ıvel ρ = 0,
ja´ que a probabilidade de nulos no modelo κ-µ Extreme sera´ maior. Na pra´tica, a taxa de
cruzamento de n´ıvel e o tempo me´dio de desvanecimento no limiar ρ = 0 pode parecer na˜o
possuir sentido f´ısico a primeira vista, em raza˜o de na˜o existir a parte negativa da envolto´ria do
sinal. Contudo, a LCR nesse ponto pode ser interpretada como a taxa de partida ou chegada
ao limiar zero. E o AFD pode ser relacionado ao tempo que o sinal permanece no n´ıvel zero.
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4.5 Concluso˜es
Este cap´ıtulo apresentou o me´todo e o sistema de medic¸a˜o utilizados para obter as medidas
de campo usadas nas validac¸o˜es das estat´ısticas de ordem superior propostas neste trabalho. A
coleta de dados ocorreu em diversos ambientes, fazendo uso de duas frequeˆncias distintas na
transmissa˜o do sinal. O que foi notado e´ que, em termos pra´ticos, as aproximac¸o˜es propostas
obtiveram bons resultados quando comparadas com as curvas emp´ıricas das estat´ısticas de
ordem superior. Inclusive os valores das estat´ısticas no n´ıvel ρ = 0, ponto geralmente incomum
em outras distribuic¸o˜es, obtiveram boa aproximac¸a˜o nume´rica comparadas com as medidas de
campo. Fato que comprova ainda mais a existeˆncia de ambientes onde a probabilidades de nulos
na˜o e´ zero.
Capı´tulo 5
Considerac¸o˜es Finais
O estudo das estat´ısticas de ordem superior e´ de grande importaˆncia na caracterizac¸a˜o
de sistemas e canais sem fio na a´rea de comunicac¸o˜es sem fio, expressando o comportamento
temporal da envolto´ria de sinais. As formulac¸o˜es aproximadas obtidas constituem uma forma de
sobrepujar a limitac¸a˜o que o me´todo cla´ssico [3] para obtenc¸a˜o de estat´ısticas de ordem superior
tem quando aplicado ao modelo de desvanecimento κ-µ Extreme [10], que antes estava limitado
a`s suas estat´ısticas de primeira ordem. Foram obtidas func¸o˜es densidade de probabilidade
aproximadas e equivalentes em fo´rmulas fechadas, com o u´nico propo´sito de tornar via´vel a
aplicac¸a˜o do me´todo cla´ssico no modelo estudado. E isso somado com o conhecimento das curvas
emp´ıricas da LCR oriundas de medidas de campo, cujas estat´ısticas de primeira ordem esta˜o
de acordo com as do desvanecimento κ-µ Extreme, tornou poss´ıvel encontrar treˆs aproximac¸o˜es
para as estat´ısticas de ordem superior. Apesar de serem soluc¸o˜es aproximadas, as formulac¸o˜es
sa˜o fechadas, de fa´cil manipulac¸a˜o matema´tica (com o devido uso de um software), de pouco
esforc¸o computacional na obtenc¸a˜o dos valores e garantem o´timos resultados na pra´tica.
Todas as aproximac¸o˜es propostas utilizam a parte cont´ınua da expressa˜o original da den-
sidade de probabilidade, de diferentes maneiras, para substituir o impulso que de outra forma
apareceria no n´ıvel zero. As Aproximac¸o˜es A e B, em um primeiro momento, parecem apresen-
tar o mesmo formato de curva, pore´m se diferenciam para n´ıveis abaixo de ρ0. A diferenc¸a e´ ta˜o
pequena que o erro so´ e´ percept´ıvel nas casas decimais menos significativas, o que na pra´tica
implica que as aproximac¸o˜es sejam iguais entre si, comparadas com as estat´ısticas emp´ıricas em
termos do erro me´dio quadra´tico. Contudo, a Aproximac¸a˜o B leva certa vantagem pela raza˜o
de manter um comportamento constante ate´ o n´ıvel ρ0 nas curvas da LCR, o que e´ de fato
observado nas curvas emp´ıricas. A Aproximac¸a˜o C constitui uma modificac¸a˜o da Aproximac¸a˜o
B, cujo objetivo e´ obter uma melhor precisa˜o da LCR para n´ıveis onde a curva e´ constante. Para
esse fim, se faz necessa´rio o conhecimento pre´vio do valor de ρ0 a partir dos dados de campo,
que conforme ja´ comentado na dissertac¸a˜o, um bom valor inicial para teste e´ a menor poteˆncia
normalizada do sinal que a antena receptora seria capaz de detectar. Ja´ que poteˆncias abaixo
disso seriam consideradas nulos pelo sistema, mesmo na realidade na˜o sendo. Outra utilidade
da Aproximac¸a˜o C e´ a comparac¸a˜o do valor de ρ0 com os valores nas demais aproximac¸o˜es pro-
postas, como foi verificado. Nas duas primeiras aproximac¸o˜es, o valor ρ0 e´ consequeˆncia direta
do ca´lculo das estat´ısticas de ordem superior, enquanto que na u´ltima aproximac¸a˜o esse valor
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deve ser informado. O que significa que as Aproximac¸o˜es A ou B sa˜o recomendadas quando na˜o
ha´ o conhecimento do paraˆmetro ρ0.
Outro fato que vale ressaltar e´ a utilizac¸a˜o da fo´rmula exata da FDA do desvanecimento
κ-µ Extreme com as fo´rmulas aproximadas de LCR. Isso resultou em curvas do AFD com
bons encaixes comparadas a`s curvas emp´ıricas. Caso fossem empregadas as FDAs aproximadas,
fact´ıveis de encontrar atrave´s das FDPs aproximadas, o valor do AFD no n´ıvel zero seria nulo, ao
contra´rio do que ocorre com as medidas de campo e tambe´m com as aproximac¸o˜es encontradas.
Vale citar ainda que, a existeˆncia de apenas um paraˆmetro de desvanecimento, o m, facilita
a obtenc¸a˜o das estat´ısticas de ordem superior. Visto que este paraˆmetro esta´ estritamente
relacionado a`s caracter´ısticas f´ısicas do sinal de ra´dio, e consequentemente pode ser facilmente
obtido a partir de dados de campo para eventuais ajustes de curvas.
A respeito da existeˆncia de valores na˜o nulos das estat´ısticas de ordem superior no n´ıvel zero,
e´ sabido que isso e´ um resultado novo em relac¸a˜o a`s estat´ısticas de modelos de desvanecimento
mais cla´ssicos. Seguindo diretamente as caracter´ısticas de ambientes com desvanecimento se-
vero, como e´ o caso dos ambientes confinados. Logo, o conhecimento dessa informac¸a˜o, e ate´
mesmo seu melhor entendimento f´ısico, e´ de relevaˆncia nos estudos de canais e sistemas sem fio
com essas caracter´ısticas cada vez mais encontradas na pra´tica, com sua popularizac¸a˜o. Como
exemplificac¸a˜o disso, chama a atenc¸a˜o um recente trabalho que estuda a propagac¸a˜o em am-
bientes prediais frequentados pelo pu´blico em geral [39]. Nesse trabalho, e´ poss´ıvel encontrar
caracter´ısticas que se assemelham ao comportamento severo do desvanecimento, e portanto,
podem ser enquadrar no desvanecimento κ-µ Extreme.
De forma geral, a principal dificuldade neste trabalho foi encontrar maneiras adequadas para
contornar os problemas encontrados para obtenc¸a˜o de soluc¸o˜es exatas para a LCR e o AFD do
desvanecimento κ-µ Extreme. Todavia, com a transposic¸a˜o do problema mais de uma maneira
eficiente foi encontrada como soluc¸a˜o. Isso representa uma grande adic¸a˜o no recente estudo de
canais com desvanecimento severo, incluindo principalmente o pro´prio canal κ-µ Extreme, tema
desta dissertac¸a˜o.
5.1 Investigac¸o˜es Futuras
Em relac¸a˜o a poss´ıveis contribuic¸o˜es futuras, seria de grande valia a obtenc¸a˜o de novos me´-
todos aproximados para o ca´lculo das estat´ısticas de ordem superior do desvanecimento κ-µ
Extreme, visando superar a limitac¸a˜o do me´todo cla´ssico desenvolvido por Rice. E mais impor-
tante que isso, encontrar uma soluc¸a˜o exata para as mesmas estat´ısticas.
Continuando na linha das estat´ısticas de ordem superior, a obtenc¸a˜o da func¸a˜o de autocorre-
lac¸a˜o, e por consequeˆncia o espectro de poteˆncia da distribuic¸a˜o κ-µ Extreme seriam de grande
adic¸a˜o ao estudo de canais com desvanecimento severo. Com isso, direta ou indiretamente, seria
poss´ıvel obter diversos paraˆmetros importantes, tais como a largura de banda de coereˆncia, e o
ca´lculo de erro de bit. Informac¸o˜es que na pra´tica serviriam de grande suporte para projetos de
novos sistemas de comunicac¸a˜o.
Por fim, destaca-se a investigac¸a˜o de novos ambientes com desvanecimento severo, onde a
probabilidade de se encontrarem nulos seja um nu´mero significativo (paraˆmetro de desvaneci-
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mento m < 1). A validac¸a˜o, nesse tipo de ambiente, das estat´ısticas encontradas anteriormente
em [10] e as encontradas neste trabalho e´ de grande valia. Da mesma forma, e´ de interesse
obterem-se as estat´ısticas de fase correspondentes.
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Anexo A
Especificac¸a˜o Te´cnica dos Equipamentos de
Medic¸a˜o em 1,8 GHz
• Gerador de RF - Rhode&Schwartz, modelo SMY02. Faixa de frequeˆncia de operac¸a˜o 9
KHz - 2,080 GHz. Poteˆncia de sa´ıda -25 a 15 dBm.
• Amplificador de RF - HUGHES, modelo TWT 1177H. Ganho fixo de 30 dB.
• Antena de transmissa˜o - Kathrein. Omnidirecional. Ganho de 11 dBi.
• Antena de recepc¸a˜o - Kathrein, modelo K704784. Faixa de frequeˆncia de operac¸a˜o
1710-1880 MHz. Conexa˜o cabo RG 174.
• Atenuador - Agilent, modelo 8496 A. Atenuador manual para frequeˆncias na faixa de
0-4 GHz com atenuac¸a˜o varia´vel de 0-110 dB, em passos de 10 dB.
• Amplificador -Mini-circuits, modelo ZHL-1724HLN-case NN92. Frequeˆncia de operac¸a˜o
1700-2400 MHz. Amplificac¸a˜o de 40 dB e alimentac¸a˜o na faixa de 12-16 VDC.
• Analisador de espectro - HP, modelo 8593 E. Frequeˆncia de operac¸a˜o 0-22 GHz.
• Placa de aquisic¸a˜o - Labjack, modelo U12 (Labjack U12). Conectada ao computador
ou a um HUB atrave´s de uma porta USB (Barramento Serial Universal). A porta USB
fornece alimentac¸a˜o e comunicac¸a˜o para a placa Labjack U12. Composta por um conector
USB, um conector DB25 para entradas/sa´ıdas digitais e trinta terminais do tipo parafuso
(screw).
• Computador porta´til - Toshiba, modelo Satellite 1800-S254. Processador Pentium III
1 GHz, 1 GB de memo´ria RAM, disco r´ıgido de 20 GB. Tela TFT de 14.1”.
• Inversor - GET, modelo Ecolight. Poteˆncia ma´xima de sa´ıda de 300 W, tensa˜o de entrada
12 VDC, tensa˜o de sa´ıda 115 VCA, frequeˆncia de sa´ıda 60 Hz.
• Baterias - Duas baterias. Marca AC Delco, modelo 011AO63D1, 12 V, 63 Ah.
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Anexo B
Co´digo da Aproximac¸a˜o A - Mathematica
Clear[“Global`*”]
m = (*valor do paramentro m*);
f = (*ma´ximodeslocamentodeDoppler; *);
A = (*valor inicial do eixo x*);
B = (*valor final do eixo x*);
pontos = (*nu´mero de pontos das curvas*);
intervalo = (B − A)/(pontos− 1);
x = LCR = AFD = Table[i, {i, A,B, intervalo}];
ρ = 10∧(x/20);
(*Calculavalordeρ0*)
rho = rho/.FindRoot [MarcumQ [0, 2
√
m, 2
√
mrho] == 1− 2 ∗ Exp[−2m], {rho, 0.1}]
(*Calcula LCR teo´rica*)
Do[
If
[
ρ[[i]] ≤ rho,LCR[[i]] = 2∗f∗
√
Pi∗m∗BesselI[1,4∗m∗(−ρ[[i]]+rho)]
Exp[2∗m∗(1+(−ρ[[i]]+rho)2)] +
2∗f∗
√
Pi∗m∗BesselI[1,4∗m∗ρ[[i]]]
Exp[2∗m∗(1+ρ[[i]]2)] ,
LCR[[i]] = 2∗f∗
√
Pi∗m∗BesselI[1,4∗m∗ρ[[i]]]
Exp[2∗m∗(1+ρ[[i]]2)]
]
,
{i, 1, pontos}]
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(*Calcula AFD teo´rico*)
Do[
If[ρ[[i]] == 0,AFD[[i]] = Exp[−2 ∗m]/LCR[[i]],
AFD[[i]] =
(
NIntegrate
[
4∗m∗BesselI[1,4∗m∗x]
Exp[2∗m∗(1+x2)] , {x, 0, ρ[[i]]}
]
+ Exp[−2 ∗m]
)/
LCR[[i]]
]
,
{i, 1, pontos}]
(*Salva dados teo´ricos em arquivos*)
Export[“LCR.txt”, N [LCR],“CSV”];
Export[“AFD.txt”, N [AFD],“CSV”];
Export[“x.txt”, N [x],“CSV”];
(*Plots*)
ListLogPlot[Transpose[{x,LCR}],PlotStyle→ Black, Joined→ True]
ListLogPlot[Transpose[{x,AFD}],PlotStyle→ Black, Joined→ True]
Anexo C
Co´digo da Aproximac¸a˜o B - Mathematica
Clear[“Global`*”]
m = (*valor do paramentro m*);
f = (*ma´ximodeslocamentodeDoppler; *);
A = (*valor inicial do eixo x*);
B = (*valor final do eixo x*);
pontos = (*nu´mero de pontos das curvas*);
intervalo = (B − A)/(pontos− 1);
x = LCR = AFD = Table[i, {i, A,B, intervalo}];
ρ = 10∧(x/20);
(*Calculavalordeρ0*)
rho = rho/.FindRoot
[
4∗m∗BesselI[1,4∗m∗rho]
Exp[2∗m∗(1+rho2)]
∗ rho +MarcumQ [0, 2√m, 2√mrho] == 1, {rho, 0.1}
]
(*Calcula LCR teo´rica*)
Do[
If
[
ρ[[i]] ≤ rho,LCR[[i]] = 2∗f∗
√
Pi∗m∗BesselI[1,4∗m∗rho]
Exp[2∗m∗(1+rho2)]
,LCR[[i]] = 2∗f∗
√
Pi∗m∗BesselI[1,4∗m∗ρ[[i]]]
Exp[2∗m∗(1+ρ[[i]]2)]
]
,
{i, 1, pontos}]
(*Calcula AFD teo´rico*)
47
Anexo C. Co´digo da Aproximac¸a˜o B - Mathematica 48
Do[
If[ρ[[i]] == 0,AFD[[i]] = Exp[−2 ∗m]/LCR[[i]],
AFD[[i]] =
(
NIntegrate
[
4∗m∗BesselI[1,4∗m∗x]
Exp[2∗m∗(1+x2)] , {x, 0, ρ[[i]]}
]
+ Exp[−2 ∗m]
)/
LCR[[i]]
]
,
{i, 1, pontos}]
(*Salva dados teo´ricos em arquivos*)
Export[“LCR.txt”, N [LCR],“CSV”];
Export[“AFD.txt”, N [AFD],“CSV”];
Export[“x.txt”, N [x],“CSV”];
(*Plots*)
ListLogPlot[Transpose[{x,LCR}],PlotStyle→ Black, Joined→ True]
ListLogPlot[Transpose[{x,AFD}],PlotStyle→ Black, Joined→ True]
Anexo D
Co´digo da Aproximac¸a˜o C - Mathematica
Clear[“Global`*”]
m = (*valor do paramentro m*);
f = (*ma´ximodeslocamentodeDoppler; *);
rho = (*valordeρ0emdB*);
A = (*valor inicial do eixo x*);
B = (*valor final do eixo x*);
pontos = (*nu´mero de pontos das curvas*);
intervalo = (B − A)/(pontos− 1);
x = LCR = AFD = Table[i, {i, A,B, intervalo}];
ρ = 10∧(x/20);
rho = 10∧(rho/20);
(*Calcula o valor para a normalizac¸a˜o*)
k = 4∗m∗BesselI[1,4∗m∗rho]
Exp[2∗m∗(1+rho2)]
∗ rho + NIntegrate
[
4∗m∗BesselI[1,4∗m∗x]
Exp[2∗m∗(1+x2)] , {x, rho,∞}
]
;
(*Calcula LCR teo´rica*)
Do[
If
[
ρ[[i]] ≤ rho,LCR[[i]] = 2∗f∗
√
Pi∗m∗BesselI[1,4∗m∗rho]
k∗Exp[2∗m∗(1+rho2)]
,LCR[[i]] = 2∗f∗
√
Pi∗m∗BesselI[1,4∗m∗ρ[[i]]]
k∗Exp[2∗m∗(1+ρ[[i]]2)]
]
,
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{i, 1, pontos}]
(*Calcula AFD teo´rico*)
Do[
If[ρ[[i]] == 0,AFD[[i]] = Exp[−2 ∗m]/LCR[[i]],
AFD[[i]] =
(
NIntegrate
[
4∗m∗BesselI[1,4∗m∗x]
Exp[2∗m∗(1+x2)] , {x, 0, ρ[[i]]}
]
+ Exp[−2 ∗m]
)/
LCR[[i]]
]
,
{i, 1, pontos}]
(*Salva dados teo´ricos em arquivos*)
Export[“LCR.txt”, N [LCR],“CSV”];
Export[“AFD.txt”, N [AFD],“CSV”];
Export[“x.txt”, N [x],“CSV”];
(*Plots*)
ListLogPlot[Transpose[{x,LCR}],PlotStyle→ Black, Joined→ True]
ListLogPlot[Transpose[{x,AFD}],PlotStyle→ Black, Joined→ True]
Anexo E
Co´digo das Estat´ısticas Emp´ıricas - Matlab
clear all; close all
pontos = %nu´mero de pontos das curvas
A = %valor inicial do eixo x
B = %valor final do eixo x
freq = %freque^ncia do sinal transmitido
pN = load(’%arquivo_com_vetor_envoltoria_normalizada%’);
LCR = load(’arquivo_com_LCR_teorica’);
AFD = load(’arquivo_com_AFD_teorico’);
x = load(’arquivo_com_dados_teoricos_eixo_x’);
Threshold = A:(B-A)/(pontos-1):B;
pN_dB = 20.*log10(pN);
%Dista^ncia entre amostras para um sampling de lambda/36
sample = 3e8/(36*freq);
%::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::
%LCR empı´rica
for i = 1:length(Threshold),
tmp = (pN_dB > Threshold(i));
tmp = diff(tmp);
LCRe(i) = sum(tmp==1)/(sample*(length(pN)-1));
end
%AFD empı´rico
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for i = 1:length(Threshold)
tmp = (pN_dB > Threshold(i));
tmp2 = diff(tmp);
AFDe(i) = sum(tmp==0)*sample/sum(tmp2==1);
end
%::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::
%Plots
semilogy(Threshold,LCRe,’MarkerSize’,4,’Marker’,’o’,’LineStyle’,’none’);
hold on;
semilogy(x,LCR,’r’);
h_legend = legend(’LCR Emp\’’{i}rica’,’LCR $\kappa$-$\mu$ Extrema’,...
’Location’,’NorthWest’);
xlabel({’$20 \log_{10}(\rho)$’});
ylabel({’$N_{\mathrm{P}}(\rho)$’});
set(gca,’FontSize’,12,’FontName’,’Times New Roman’);
set(get(gca,’XLabel’),’FontSize’,14,’Interpreter’,’latex’)
set(get(gca,’YLabel’),’FontSize’,14,’Interpreter’,’latex’)
set(h_legend,’FontSize’,12,’Interpreter’,’latex’);
figure(2)
semilogy(Threshold,AFDe,’MarkerSize’,4,’Marker’,’o’,’LineStyle’,’none’);
hold on;
semilogy(x,AFD,’r’);
h_legend = legend(’AFD Emp\’’{i}rica’,’AFD $\kappa$-$\mu$ Extrema’,...
’Location’,’NorthWest’);
xlabel({’$20 \log_{10}(\rho)$’});
ylabel({’$T_{\mathrm{P}}(\rho)$’});
set(gca,’FontSize’,12,’FontName’,’Times New Roman’);
set(get(gca,’XLabel’),’FontSize’,14,’Interpreter’,’latex’)
set(get(gca,’YLabel’),’FontSize’,14,’Interpreter’,’latex’)
set(h_legend,’FontSize’,12,’Interpreter’,’latex’);
