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Abstract
The presence of topological defects in magnetic media often leads to normal modes with zero
frequency (zero modes). Such modes are crucial for long-time behavior, describing, for example, the
motion of a domain wall as a whole. Conventional numerical methods to calculate the spin-wave
spectrum in magnetic media are either inefficient or they fail for systems with zero modes. We
present a new efficient computational scheme that reduces the magnetic normal-mode problem to a
generalized Hermitian eigenvalue problem also in the presence of zero modes. We apply our scheme
to several examples, including two-dimensional domain walls and Skyrmions, and show how the
effective masses that determine the dynamics can be calculated directly. These systems highlight
the fundamental distinction between the two types of zero modes that can occur in spin systems,
which we call special and inertial zero modes. Our method is suitable for both conservative and
dissipative systems. For the latter case, we present a perturbative scheme to take into account
damping, which can also be used to calculate dynamical susceptibilities.
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I. INTRODUCTION
Many properties of magnetic systems can be understood at the classical level by studying
their magnetic structure and behavior on the sub-micron lengthscale (micromagnetics [1–3])
or atomistically (atomistic spin dynamics [4, 5]). In these approaches, the dynamics of the
microscopic magnetic moments is described by the Landau–Lifshitz–Gilbert (LLG) equation
[6, 7]. The various competing interactions (exchange, anisotropy, dipolar, Zeeman, . . . ) in
micromagnetic models often result in a rich energy landscape with multiple local energy
minima and hysteresis [1, 8]. Nontrivial magnetic configurations may be very stable, for
instance if they contain topological defects such as domain walls or magnetic Skyrmion
bubbles [8, 9].
It is often useful to study the dynamics of small-amplitude deviations from a given mag-
netic equilibrium configuration (linearization). The eigenmodes of the linearized LLG equa-
tion are known as magnetic normal modes. In homogeneous systems, the magnetic normal
modes are spin waves, which propagate through the material [10, 11]. The presence of
inhomogeneities, whether intrinsic (lattice defects, boundaries) or configurational (domain
walls, Skyrmions), changes this picture. Such defects do not only affect the dynamics of the
spin waves; they also often give rise to special low-energy normal modes that are localized
near the defect [12–14]. The modes localized on configurational defects are particularly in-
teresting. They provide valuable insight into the dynamics of domain walls [15] and other
topological defects, a sound understanding of which will be important for the development of
novel magnetic-storage technologies such as racetrack memory [16]. The low-energy modes
also provide a channel for dissipation [17, 18]. Microscopic magnetic elements, such as fer-
romagnetic rings, are another class of systems with potential for technological application
[19]. The spin-wave mode spectrum of these elements can be determined experimentally
using magnetic-response measurements or Brillouin light scattering, providing a very direct
test of micromagnetic models [19–22].
While exact or approximate analytical solutions of the magnetic normal-mode problem do
exist in certain special cases [12, 13, 19], in general it can be solved only numerically. In some
cases, the magnetic normal modes can be obtained by a ‘brute-force’ method: numerically
integrating the LLG equation over a certain time interval and performing a fast Fourier
transformation (FFT) in the time domain [14, 19, 23, 24]. While in principle effective,
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this approach is limited to relatively small systems by the large amounts of CPU power
and memory storage it requires, especially if a good frequency resolution is to be achieved
(long simulation times). Moreover, it requires some manual tuning (reasonable settings for
the initial amplitudes and sampling frequencies) and it fails to detect zero-frequency and
degenerate modes. In this work, we present a direct numerical procedure that can be used to
find the magnetic normal modes of any spin system near any given equilibrium configuration
(more precisely, near any local energy minimum). It can deal efficiently and scalably with
any type of interaction, including long-range interactions, and does not assume that the
material is homogeneous or that the equilibrium configuration is collinear [25].
An efficient approach should somehow be based on a direct calculation of the eigenvectors
and eigenvalues of the dynamical matrix that results from linearization of the LLG equation
[26]. However, we shall see that this dynamical matrix is not necessarily diagonalizable,
so that eigenvectors in the usual sense may not even exist. Diagonalizability can only
be guaranteed if no zero-frequency modes (zero modes) are present. To the best of our
knowledge, this fact has been overlooked in all previous works describing general methods
for the magnetic normal-mode problem [26, 27]. While there certainly are many cases in
which this issue does not occur [20, 21, 26, 28–34], we shall see that zero modes appear
in many relevant physical systems. Indeed, precisely these zero modes are often the most
important for the dynamics of topological defects. For example, we shall see that it is the
zero modes that determine whether the dynamics of a topological defect is inertial, and if
so, with what effective mass.
Our method has a firm basis in the general theory of Hamiltonian systems [35]. We shall
show that the normal-mode problem of an arbitrary (conservative) Hamiltonian system at a
local energy minimum can be cast in the form of a Hermitian definite generalized eigenvalue
problem (HDGEP) [36], Dx = λSx, where the matrices D and S are Hermitian and S is
positive definite, which can be solved particularly efficiently. The most popular methods for
large eigenvalue problems (Lanczos, conjugate-gradient nonlinear optimization, . . . ) require
the problem to be of this form. Important features of these methods are that they operate
in an incremental fashion (the lowest modes are calculated first) and that they can be
implemented in a matrix-free manner [37] (they are Krylov-subspace methods [38]). These
features make the HDGEP methods considerably scalable. First, the low modes of a very
large system, which are often the most physically relevant, may be obtained without solving
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the full eigenvalue problem for all eigenvectors, which would obviously take at least O(N2)
time. Second, it is not necessary to store the interaction matrix in explicit form, which will
contain O(N2) nonzero values if the long-range dipolar interactions are taken into account.
It is sufficient to provide a routine that evaluates the forces or torques for any given specific
configuration. When implemented using FFT or multigrid techniques, such a routine can
run in O(N logN) instead of O(N2) time [39].
We obtain a solution method for the normal-mode problem of the conservative (zero
damping) spin system as an immediate special case of our method for general Hamiltonian
systems. A similar reduction of the conservative magnetic normal-mode problem to the
HDGEP was proposed in Ref. [27] by assuming, wrongly, that the Hessian matrix of a
function is always positive definite at a local minimum. A particular strong point of our
approach is that it also works if the Hessian matrix of the Hamiltonian at the equilibrium
configuration is not positive definite but merely positive semidefinite (also called nonnegative
definite), as it is in the presence of zero modes. An additional advantage of our method is that
it may be used directly in Cartesian coordinates, in which the micromagnetic Hamiltonians
normally take a very simple form (often quadratic). We do not need to go over to spherical
coordinates, which are more computationally expensive and have singularities at certain
points.
For the spin system with damping, we derive explicit expressions for the normal modes
by treating the damping term of the LLG equation as a perturbation. In this way we can
obtain the damped modes and decay rates to a good approximation without the need for
solving non-Hermitian eigenvalue problems.
This paper is organized as follows. In Sec. II, we state some general properties of the
normal modes of linearized Hamiltonian systems that are essential for what follows. Here
we introduce the nomenclature of special and inertial zero modes and specify their distinct
dynamics. A more detailed discussion is provided in the Appendix. In Sec. III, we make the
definitions of Sec. II explicit for the conservative spin system. Section IV then shows how the
normal-mode problem of a Hamiltonian system, such as the conservative spin system, near
a local energy minimum can be reduced to the HDGEP. We specifically show how to deal
with zero modes in a robust way. We present perturbative expressions for the spin system
with damping in Sec. V. Section VI explains how the method can be efficiently implemented
in a computer code. Section VII provides examples of magnetic normal modes in various
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spin systems, highlighting some key features of magnetic normal modes. In Subsec. VII C,
we focus on the two qualitatively different types of effective dynamical behavior (inertial and
noninertial) that may be found when a magnetic equilibrium configuration containing some
(topological) defect is perturbed by an external force. We show how a normal-mode analysis
that includes zero modes immediately provides the equations of motion and effective masses
of such magnetic structures. Section VIII summarizes our results.
II. NORMAL MODES OF HAMILTONIAN SYSTEMS
This Section states some results from the theory of Hamiltonian systems that are essential
for the following Sections. In particular, we introduce our nomenclature for the three types
of normal modes (positive, special zero, inertial zero) that may appear in systems with
a positive semidefinite Hamiltonian. A more thorough discussion with explanations and
references is provided in the Appendix.
Let us consider a time-invariant dynamical system near an equilibrium point, which we
take to lie at x = 0. Its equation of motion is given by
x˙i = M ijx
j +O(‖x‖2), (1)
where x1, . . . , xm represent a nonsingular system of coordinates and the dot denotes the
time derivative. Our goal is to find the eigenvalues and eigenvectors of M . This cannot
normally be accomplished by a diagonalization of M , because a) in general, M is very large
but not symmetric, so that the efficient iterative methods for the HDGEP cannot be used;
and b) M might not be diagonalizable at all (it may be defective). However, if the dynamical
system (1) is a linear or nonlinear Hamiltonian system, we shall see that we can bypass these
problems by introducing a certain antisymmetric matrix Ω. The elements of Ω are given by
Ωij = −{xi, xj}|x=0 = {xj, xi}|x=0, (2)
the value at the equilibrium point of the Poisson bracket between the coordinates xj and xi.
It can be shown (see Appendix) that for a Hamiltonian system, the matrix M is such that
MΩ is symmetric.
For certain physical systems, Hamiltonian dynamics takes place only on a subspace of
the space where the coordinates are defined. An example is the spin system: while a
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magnetic moment m is defined on R3, its dynamics is restricted to a subset of the form
{m ∈ R3 : ‖m‖ = c} for some c ≥ 0. The dimension of this ‘accessible subspace’ (symplectic
leaf [40]) is always even. For a system of n spins in Cartesian coordinates, we have m = 3n,
while the dimension of the symplectic leaf is only 2n. We remind the reader that the image
space of a matrix A consists of all vectors x that can be written as x = Ay for some
vector y; the dimension of this linear subspace is denoted by rankA. The image space of Ω,
which has dimension 2n = rank Ω, is identical to the tangent space of the symplectic leaf at
x = 0. Vectors that are not contained in the image space of Ω correspond to an infinitesimal
displacement of the system out of the symplectic leaf and are unphysical. We may thus
restrict the matrices Ω and MΩ to the image space of Ω. We shall denote these restricted
matrices by 〈Ω〉 and 〈MΩ〉; that is, we define
〈Ω〉 ≡ FTΩF and 〈MΩ〉 ≡ FTMΩF ,
where F is an m× 2n matrix whose columns form an orthonormal basis of the image space
of Ω. Since the image space of MΩ is contained in the image space of Ω, these restrictions
are well defined and without loss. Notice that the matrix 〈Ω〉 is invertible by definition. In
this paper, we shall implicitly convert between vectors in R2n and vectors in the image space
of Ω without writing F . It is unnecessary to explicitly construct F in a computer code (see
Sec. VI).
It can be shown (see Appendix) that the 2n×2n matrix 〈MΩ〉 is the Hessian matrix (the
matrix of second-order partial derivatives) at x = 0 of the restriction of the Hamiltonian
H to the symplectic leaf (for a certain parametrization of the symplectic leaf). Therefore,
if x = 0 is a constrained local minimum of H on the symplectic leaf, the Hessian matrix
〈MΩ〉 is guaranteed to be positive semidefinite. However, it may not be assumed (compare
Ref. [27]) that 〈MΩ〉 is also positive definite. To see this, consider the following simple
counterexamples with m = 2n = 2: H(p, q) = 0, H(p, q) = p2 and H(p, q) = p4 + q4 all have
minima at p = q = 0 but not positive-definite Hessians at that point.
If 〈MΩ〉 is positive semidefinite, the normal modes of M may be of three distinct types
(see Appendix). We introduce the following names for these three types of modes.
1. A positive normal mode of M is a pair (u1, u2) of vectors in the image space of Ω that
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FIG. 1. Color) Fundamental solutions x1 and x2 of the linearized equation of motion (1) corre-
sponding to the three types of normal modes of a Hamiltonian system: (a) positive (3), (b) special
zero (5) and (c) inertial zero (7) modes. The dynamical variables p and q are the amplitudes of
the vectors u1 and u2 respectively, as defined in Eq. (12). Dashed lines: effect of damping with the
indicated decay time ξ−1 (see Sec. V).
satisfy Mu1 = ωu2Mu2 = −ωu1 (3)
for some ω > 0. The corresponding fundamental solutions of the linearization of
Eq. (1) are (see Fig. 1(a))
x1(t) = cos(ωt)u1 + sin(ωt)u2,
x2(t) = − sin(ωt)u1 + cos(ωt)u2.
(4)
Each positive normal mode corresponds to a pair of eigenvectors of M . The eigenvec-
tors are u1 − iu2 (eigenvalue iω) and u1 + iu2 (eigenvalue −iω).
2. A special zero normal mode is a pair (u1, u2) of vectors in the image space of Ω that
satisfy Mu1 = 0Mu2 = 0 . (5)
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The corresponding fundamental solutions are (see Fig. 1(b))
x1(t) = u1,
x2(t) = u2
(6)
(constant functions). A special zero normal mode also corresponds to a pair of linearly
independent eigenvectors of M (u1 and u2).
3. An inertial zero normal mode is a pair (u1, u2) of vectors in the image space of Ω that
satisfy Mu1 = u2Mu2 = 0 . (7)
The corresponding fundamental solutions are (see Fig. 1(c))
x1(t) = u1 + tu2,
x2(t) = u2.
(8)
This type of mode results from a nondiagonalizable (defective) matrix M . Technically,
an inertial zero mode corresponds to a Jordan block of size 2 in the Jordan normal
form of M .
The nomenclature chosen for the three types of modes (positive, special and inertial) is
explained below. Notice that different types of modes may have different units: for an
inertial zero normal mode ‖u1‖/‖u2‖ has units of time, while for a positive normal mode
‖u1‖/‖u2‖ is dimensionless. Since each mode contains two vectors, the total number of
independent modes n is one half of the dimension of the symplectic leaf. If 〈MΩ〉 is positive
definite, all normal modes are positive normal modes.
We may write the vectors that make up a normal mode as u1 = Ωw1u2 = Ωw2 (9)
for certain vectors w1 and w2 in the image space of Ω. Section IV presents an efficient
procedure by which suitable vector pairs w1, w2 may be found. All normal modes can and
should be chosen to satisfy the relations
wT1kΩw2l = δkl (10a)
wT1kΩw1l = w
T
2kΩw2l = 0, (10b)
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where k, l = 1, . . . , n index the modes. As a result, we may decompose an arbitrary vector
x in the image space of Ω in terms of the normal modes as
x =
n∑
k=1
[−(wT2kx)u1k + (wT1kx)u2k] . (11)
Using the fundamental solutions (4), (6) and (8), such a decomposition immediately yields
a solution of the initial-value problem for Eq. (1) in the linear approximation.
Given a state vector
x =
n∑
k=1
(pk u1k + qk u2k) +O(p2k + q2k), (12)
the quadratic part of the Hamiltonian is given by
H =
∑
k pos.
1
2
ωk
(
p2k + q
2
k
)
+
∑
k def.
1
2
p2k, (13)
where the first sum is taken over the positive normal modes and the second sum over
the inertial zero normal modes. Special zero modes do not contribute to Eq. (13). The
variables pk and qk in Eq. (12) are canonically conjugate momenta and coordinates (see
Appendix). Notice that for a given configuration m = m0 + x, the values of these momenta
and coordinates can be determined, to first order, using Eq. (11). We find, in the linear
limit, that for a special zero normal mode p˙k = − ∂H∂qk = 0q˙k = ∂H∂pk = 0 , (14)
while for an inertial zero normal mode p˙k = − ∂H∂qk = 0q˙k = ∂H∂pk = pk . (15)
The latter type of dynamics (15) corresponds (after a suitable scaling of pk and qk) to the
dynamics of a free massive particle, which explains our choice of the name ‘inertial zero
normal mode’. The former type of dynamics (14) does not occur in conventional Newtonian
systems such as systems of coupled oscillators (see Appendix), whence the name ‘special
zero normal mode’.
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III. CONSERVATIVE SPIN SYSTEMS
The conservative dynamics of a spin system is described by the LLG equation without
damping,
m˙i = γ˜mi ×∇miH, (16)
where mi ∈ R3 represents the magnetic moment with position index i = 1, . . . , n, H is
the Hamiltonian, and γ˜ is a physical constant. Notice that the magnitude ‖mi‖ of each
magnetic moment is constant in time. These magnitudes are fixed by the physics of the
system. Equation (16) is equivalent to
m˙iα = {miα,H}, (17)
the generalized form of Hamilton’s equations applied to the (time-invariant) variables miα,
for the Poisson bracket
{miα,mjβ} =
 −γ˜εαβγmiγ for i = j0 for i 6= j , (18)
where Greek indices represent Cartesian coordinates x, y, z and εαβγ is the Levi-Civita sym-
bol. Thus, the dynamics of the conservative spin system is Hamiltonian.
For convenience, we shall write Eq. (16) as
m˙ = γ˜[m,∇H]. (19)
The variable m ∈ R3n can be seen as a compound vector that assigns to every position
i = 1, . . . , n a vector mi ∈ R3. The square brackets in Eq. (19) denote an elementwise cross
product: given x, y ∈ R3n, we define z = [x, y] ∈ R3n such that zi = xi×yi for each position
i. In other words, it is just the ordinary cross product (vector product) performed n times.
For small deviations x = m−m0 ∈ R3n from some fixed configuration m0, Eq. (19) becomes
x˙ = −γ˜[m0, h] +Mx+O(‖x‖2), (20)
where h(iα) = −∂H/∂miα|m=m0 is the effective field at m0. The matrix M is given by
Mx = γ˜[m0, Ax] + γ˜[h, x], (21)
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where A(iα)(jβ) = ∂
2H/(∂miα∂mjβ)|m=m0 is the 3n× 3n Hessian matrix of H at m0. To be
explicit, let us mention that the elements of M are given by
M(iα)(jβ) =
 γ˜εαγδ(m0)iγA(iδ)(jβ) + γ˜εαγβhiγ for i = jγ˜εαγδ(m0)iγA(iδ)(jβ) for i 6= j . (22)
(Summation is implied for repeated Greek indices but not for repeated Roman indices.) Since
we work in Cartesian coordinates, A is typically of a relatively simple form. Indeed, many
micromagnetic models use a Hamiltonian that is quadratic in the Cartesian coordinates, in
which case A does not depend on m0.
We assume that m0 is an equilibrium configuration, [m0, h] = 0. As a result, Eq. (20) is
of the form (1). The matrix Ω (2) is given by
Ω(iα)(jβ) = −{miα,mjβ}|m=m0 =
 γ˜εαβγ(m0)iγ for i = j0 for i 6= j , (23)
or equivalently,
Ωx = −γ˜[m0, x]. (24)
The 2n-dimensional image space of Ω consists of vectors x ∈ R3n for which the displacement
xi ∈ R3 is orthogonal at each position i to the equilibrium direction m0i. Notice also that the
equilibrium effective field hi must be parallel at each position i to the equilibrium direction
m0i. Combining Eqs. (21) and (24), the matrix MΩ, which is symmetric (see Sec. II), is
given by
MΩx = −γ˜2
(
[m0, A[m0, x]] + [h, [m0, x]]
)
=
(
ΩTAΩ + γ˜[h, ·]Ω
)
x. (25)
The second term, which contains h, originates from the fact that the Hessian matrix A is
calculated in Cartesian coordinates, while the symplectic leaf (a product of n spheres) is
curved.
IV. REDUCTION TO THE HDGEP
In this Section, we present a method for the normal-mode problem of a general Hamil-
tonian system near a local minimum of the Hamiltonian. This includes the normal-mode
problem of the conservative spin system as a special case. We show that the normal-mode
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problem can be reduced to the HDGEP, in which form it can be efficiently solved (see
Sec. VI). Our method calculates both the positive modes and any zero modes of the system.
If zero modes are present, the method detects these and automatically determines their
types (special or inertial).
The conservative spin system differs from an important subclass of Hamiltonian systems,
which includes systems of coupled point masses, for which the normal-mode problem can
be written as a symmetric definite generalized eigenvalue problem (SDGEP) in an obvious
way (see Appendix). Such Hamiltonian systems are defined on a natural set of canonical
momenta and coordinates. In terms of these, the Hamiltonian is of the form H({pi}, {qi}) =
T ({pi}) + V({qi}), where the potential-energy term V depends only on the coordinates qi,
while the kinetic-energy term T is a positive-definite quadratic function depending only on
the momenta pi (typically, T =
∑
i p
2
i /(2mi)). The spin system is not of this special form.
All that is given is the Poisson bracket (18) and the Hamiltonian H({mi}) as a function
of the magnetic moments mi. Even though it is possible to construct canonical momenta
and coordinates [41] for this system, an a priori separation of kinetic energy and potential
energy is not normally known.
We shall first consider the case that 〈MΩ〉 is positive definite (no zero modes). Later in
this Section, we treat the general case where 〈MΩ〉 is positive semidefinite. This general-
ization is essential for spin systems such as those discussed in Subsecs. VII C–VII F.
We remind the reader that an HDGEP has the general form
Dx = λSx, (26)
where D is Hermitian and S is Hermitian and positive definite, which requirements guarantee
that all eigenvalues λi are real. The usual Hermitian eigenvalue problem is a special case of
the HDGEP (set S = I). If D and S are real matrices, so that D and S are symmetric, we use
the abbreviation SDGEP. The eigenvectors xi of a HDGEP may be chosen to satisfy x
†
iSxj =
δij, a generalized orthonormality relation. Alternatively, we may choose to normalize the
eigenvectors xi in such a way that
x†iDxj = ±δij, (27)
provided that D is invertible, in which case the eigenvalues λi are nonzero.
Let us represent a positive normal mode (3) as a single vector
w = w1 + iw2 ∈ C2n, (28)
12
where w1 and w2 are such that
u1 = 〈Ω〉w1 and u2 = 〈Ω〉w2.
It is easy to see that in this notation, a solution of the generalized eigenvalue problem
〈MΩ〉w = −iω〈Ω〉w (29)
with ω > 0 is also a solution of Eq. (3) (after conversion of the vectors in R2n to vectors
in the image space of Ω): take real and imaginary parts. If we assume that 〈MΩ〉 is
positive definite, Eq. (29) is a HDGEP (26) with D = −i〈Ω〉, S = 〈MΩ〉 and λ = ω−1,
since Ω is antisymmetric and MΩ is symmetric (see Sec. II). The HDGEP form (29) makes
the problem suitable for efficient numerical computation. Notice that λ 6= 0, since 〈Ω〉 is
invertible. Notice also that each positive normal mode gives rise to two independent solutions
of Eq. (29): if w = w1 + iw2 is an eigenvector with eigenvalue ω > 0, then w
∗ = w1 − iw2 is
an eigenvector with eigenvalue −ω. By Eq. (27), we may normalize the eigenvectors so that
they satisfy
(w1k + iw2k)
†(−i〈Ω〉)(w1l + iw2l) = 2δkl (30a)
(w1k − iw2k)†(−i〈Ω〉)(w1l + iw2l) = 0, (30b)
which equations together are equivalent to Eqs. (10a) and (10b).
Equation (29) can be seen as a generalization of Eqs. 27–30 in Ref. [27], which were given
for the normal-mode problem of the conservative spin system, to a general Hamiltonian
system. Our formulation has the additional advantage that it does not require the use of
spherical coordinates. By itself, the method only works if 〈MΩ〉 is positive definite. If 〈MΩ〉
is merely positive semidefinite, Eq. (29) is no longer a HDGEP. Zero normal modes may
appear and the matrix M is not even guaranteed to be diagonalizable. These zero modes
have important consequences for the dynamics of, for example, domain walls or Skyrmions
in magnetic systems (see Subsecs. VII C–VII F). We present here a robust scheme that also
works in this more general case. Thus, our method can solve the normal-mode problem of
any Hamiltonian system linearized at a local minimum of the Hamiltonian.
The main idea of our approach is that we first find the special and inertial zero normal
modes and then exclude them from the problem. The algorithm consists of the steps outlined
below. The only two ‘large’ (2n-dimensional) problems in this procedure are steps 1 and 4. In
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step 1, we need to find the lowest eigenvalues and corresponding eigenvectors of a symmetric
matrix. In step 4, we need to solve a symmetric linear system. Both sub-problems can be
efficiently solved using iterative methods. How this may be done is discussed in more detail in
Sec. VI. The diagonalizations in steps 2 and 5 concern small matrices and can be performed
using standard routines.
1. Sequentially find the eigenvectors y1, y2, . . . ∈ R2n of 〈MΩ〉 that correspond to the
lowest eigenvalues (see Sec. VI). Stop when an eigenvector appears with an eigenvalue
that is larger than zero (by a certain small tolerance). Notice that this is an ordinary
(nongeneralized) symmetric eigenvalue problem, so that the fact that 〈MΩ〉 is not
necessarily positive definite is not a problem. By positive semidefiniteness of 〈MΩ〉,
all eigenvalues are larger than or equal to zero. Suppose that there are s eigenvectors
with eigenvalue zero. Then y1, . . . , ys form a basis of the null space of 〈MΩ〉. In most
cases, s will be a small number. Remember that thanks to the restriction of MΩ to
〈MΩ〉, we have already excluded all null vectors of MΩ that are also null vectors of
Ω and thus correspond to a displacement of the system out of the symplectic leaf.
2. Define the s × s matrix [Ω]ij = yTi 〈Ω〉yj. Since [Ω]ij is antisymmetric, i[Ω]ij is Her-
mitian and can be diagonalized by a standard routine for Hermitian matrices, which
guarantees that the eigenvectors are orthonormal. Let sd be the number of indepen-
dent eigenvectors Bi(k) of [Ω]ij with eigenvalue zero (up to a small tolerance). We have∑s
j=1 [Ω]ijBj(k) = 0 for k = 1, . . . , sd. We may take these eigenvectors Bi(k) to be real.
The remaining nonnull eigenvectors come in so pairs. Let Ci(l) + iDi(l) be an eigenvec-
tor of [Ω]ij with eigenvalue iλ(l), where λ(l) > 0 and Ci(l) and Di(l) are real. We have∑s
j=1 [Ω]ij(Cj(l) + iDj(l)) = iλ(l)(Ci(l) + iDi(l)) for l = 1, . . . , so. Then Ci(l)− iDi(l) is an
eigenvector with eigenvalue −iλ(l). The total number of eigenvectors is s = sd + 2so.
3. Construct the vectors cl =
∑s
i=1 Ci(l)yi and dl =
∑s
i=1 Di(l)yi for l = 1, . . . , so and
b¯k =
∑s
i=1Bi(k)yi for k = 1, . . . , sd. Notice that we have c
T
l 〈Ω〉dl′ = 0 for l 6= l′ and
cTl 〈Ω〉dl > 0. Moreover, for all l, l′, k, k′ we have cTl 〈Ω〉cl′ = dTl 〈Ω〉dl′ = 0, cTl 〈Ω〉b¯k =
dTl 〈Ω〉b¯k = 0 and b¯Tk 〈Ω〉b¯k′ = 0.
4. For each k = 1, . . . , sd, find a vector a¯k such that 〈MΩ〉a¯k = 〈Ω〉b¯k (see Sec. VI).
We know that such a vector exists, since by construction 〈Ω〉b¯k lies in the orthogonal
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complement of the null space of 〈MΩ〉, a symmetric matrix, and hence in the image
space of 〈MΩ〉. Although this vector a¯k is not uniquely defined, there is a unique
solution a¯k that lies in the image space of 〈MΩ〉, which is the solution that is obtained
by the method given in Sec. VI.
5. Define the symmetric sd × sd matrix [MΩ]kk′ = a¯Tk 〈MΩ〉a¯k′ and diagonalize it using a
standard routine for symmetric matrices. Let the orthonormal eigenvectors be Gi(k).
We have
∑sd
j=1 [MΩ]ijGj(k) = µ(k)Gi(k) with µ(k) > 0 for k = 1, . . . , sd. The eigenvalues
µ(k) are positive, since 〈MΩ〉 is positive semidefinite and the vectors a¯k are independent
vectors in the image space of 〈MΩ〉.
6. Construct the vectors bk =
∑sd
i=1Gi(k)b¯i and a˘k =
∑sd
i=1Gi(k)a¯i for k = 1, . . . , sd. Since
a˘Tk 〈Ω〉bk′ = a˘Tk 〈MΩ〉a˘k′ , we have a˘Tk 〈Ω〉bk′ = 0 for k 6= k′ and a˘Tk 〈Ω〉bk > 0.
7. Redefine a˘k as a˘k/
√
αk, bk as bk/
√
αk, cl as cl/
√
βl and dl as dl/
√
βl, where αk =
a˘Tk 〈Ω〉bk = µ(k) and βl = cTl 〈Ω〉dl = λ(l)/2. This normalizes the modes so that
a˘Tk 〈Ω〉bk = 1 for each k and cTl 〈Ω〉dl = 1 for each l.
8. Set aˆk = a˘k −
∑so
l=1(c
T
l 〈Ω〉a˘k)dl +
∑so
l=1(d
T
l 〈Ω〉a˘k)cl. We have cTl 〈Ω〉aˆk = dTl 〈Ω〉aˆk = 0
for all l, k.
9. Set ak = aˆk −
∑sd
k′=1
1
2
(aˆTk′〈Ω〉aˆk)bk′ . We have aTk 〈Ω〉ak′ = 0 for all k, k′.
10. The pairs (u1, u2) = (Ωak,Ωbk) are the inertial zero normal modes (7). The pairs
(u1, u2) = (Ωcl,Ωdl) are the special zero normal modes (5). All zero normal modes
now satisfy the relations (10a) and Eq. (10b).
Let us define the zero normal modes, of which there are sd + so, as the first modes in the
list of all modes: set w1i = ai, w2i = bi for i = 1, . . . , sd and w1(sd+i) = ci, w2(sd+i) = di
for i = 1, . . . , so. All normal modes must satisfy the relations (30a) and (30b), which are
equivalent to Eqs. (10a) and (10b). Once the zero normal modes have been obtained, we
may thus restrict the generalized eigenvalue problem (29) to trial vectors w that satisfy
(w1i + iw2i)
†〈Ω〉w = 0 (31a)
(w1i − iw2i)†〈Ω〉w = 0 (31b)
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for all zero normal modes i = 1, . . . , sd + so. These constraints can be implemented in the
iterative HDGEP solver in a very natural way (see Sec. VI). On this subspace, Eq. (29)
constitutes an HDGEP, so we can efficiently find the remaining modes i = sd +so +1, . . . , n.
V. DAMPED SPIN SYSTEMS
We have seen that the magnetic normal modes of a conservative spin system, which is
Hamiltonian, can be obtained by solving a HDGEP. However, typical magnetic systems can
be modeled more realistically using the LLG equation [7] with a nonzero damping parameter
η > 0,
m˙i = −γ˜mi × (−∇miH− ηm˙i) (32)
(compare Eq. (16)). Note that some texts write the LLG equation with damping (32) in
a somewhat different, explicit form [6, 7]. The damping term affects the magnetic normal
modes and the eigenfrequencies ω, which now acquire an imaginary part. Our method for
the magnetic normal-mode problem can be used even in this nonconservative case if we treat
the damping term of the LLG equation as a perturbation. We are justified in doing so, since
η is often small (η  1/γ˜mS, where mS is the typical magnitude ‖mi‖ of the spins). In this
Section, we derive expressions for the damped modes in first-order perturbation theory. In
particular, we obtain very simple and elegant first-order expressions (40) and (43) for the
decay rate of the amplitude of a mode under damping. Decay rates of modes are especially
important as they determine the widths of the corresponding peaks in dynamic magnetic
susceptibility functions (see Fig. 6), which can be measured. Our expressions for the first-
order corrections to the modes also cover those cases where special or inertial zero normal
modes are present, or where the unperturbed normal modes are degenerate.
Again considering the deviation x = m−m0 ∈ R3n from a fixed equilibrium configuration
m0 in Cartesian coordinates (see Sec. III), the LLG equation with damping (32) becomes,
using that x˙ = O(‖x‖),
x˙ = Mx− ηΩx˙+O(‖x‖2), (33)
with M and Ω as defined in Eqs. (21) and (24). We can write this in explicit form as
x˙ = M ′x+O(‖x‖2), where
M ′ = (I3n + ηΩ)
−1M =
(
I3n + η
2ΩTΩ
)−1
(M − ηΩM) . (34)
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We see that to first order in η, the matrix M ′Ω results from perturbation of MΩ by a
term −ηΩMΩ. Since the LLG equation with damping (32) respects the constraint that
the magnitude ‖mi‖ of each magnetic moment be constant, we may still assume that the
physically relevant vectors x ∈ R3n lie in the 2n-dimensional image space of Ω.
The presence of (a not too large amount of) damping modifies the three types of normal
modes as follows. We use primes for the modes of the damped system.
1. A postive normal mode (3) becomes a damped mode of the formM ′u′1 = ω′u′2 − ξ′u′1M ′u′2 = −ω′u′1 − ξ′u′2 . (35)
The fundamental solutions that correspond to a damped positive mode (35) are
x1(t) = e
−ξ′t [ cos(ω′t)u′1 + sin(ω
′t)u′2] ,
x2(t) = e
−ξ′t [− sin(ω′t)u′1 + cos(ω′t)u′2] .
(36)
2. A special zero normal mode (5) remains unchanged in the presence of damping.
3. An inertial zero normal mode (7) becomes a damped mode of the formM ′u′1 = u2 − ξ′u′1M ′u2 = 0 . (37)
The corresponding fundamental solutions are
x1(t) = e
−ξ′tu′1 + [(1− e−ξ′t)/ξ′]u2,
x2(t) = u2.
(38)
Notice that the u2 part of an inertial normal mode remains unchanged in the presence
of damping.
Equation (35) is equivalent to Eq. (29) if we replace M in Eq. (29) with M ′ and ω with
ω′−iξ′; it is in this sense that the frequency of a damped positive mode acquires an imaginary
part. Notice that with damping, Eq. (29) is no longer a HDGEP. As a result, the damped
modes do not necessarily satisfy the relations (10a) and (10b).
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In first-order perturbation theory, we write a damped positive mode (35) as
ω′k = ωk +O(η2)
ξ′k = ηξ
(1)
k +O(η2)
u′1k = u1k + ηu
(1)
1k +O(η2)
u′2k = u2k + ηu
(1)
2k +O(η2).
where k is the mode index and u1k, u2k and ωk is the unperturbed normal mode and fre-
quency. We assume that the vectors w1, w2 of all unperturbed normal modes (9) satisfy
the relations (10a) and (10b). Moreover, we assume that if any of the unperturbed normal
modes are degenerate, they satisfy certain additional conditions (stated below). Using these
assumptions and the definitions (3), (5) and (7), it can be derived, by a rather lengthy
calculation, that the first-order corrections to a positive mode k are given by
ξ
(1)
k =
1
2
ωk
(
uT1ku1k + u
T
2ku2k
)
=
1
2
ωk
(‖u1k‖2 + ‖u2k‖2) (40)
u
(1)
1k =
∑
l (ωl=ωk)
1
4
[−(uT1lu2k + uT2lu1k)u1l + (uT1lu1k − uT2lu2k)u2l]
+
∑
l (ωl 6=ωk)
1
2
ωk
[( uT1lu2k − uT2lu1k
ωk − ωl −
uT1lu2k + u
T
2lu1k
ωk + ωl
)
u1l
+
( uT1lu1k + uT2lu2k
ωk − ωl +
uT1lu1k − uT2lu2k
ωk + ωl
)
u2l
]
+
∑
l ord.
[−(uT2lu1k)u1l + (uT1lu1k)u2l]
+
∑
l def.
[−(uT2lu1k)u1l + (uT1lu1k + ω−1k uT2lu2k)u2l]
(41a)
u
(1)
2k =
∑
l (ωl=ωk)
1
4
[
(uT1lu1k − uT2lu2k)u1l + (uT1lu2k + uT2lu1k)u2l
]
+
∑
l (ωl 6=ωk)
1
2
ωk
[(
−u
T
1lu1k + u
T
2lu2k
ωk − ωl +
uT1lu1k − uT2lu2k
ωk + ωl
)
u1l
+
( uT1lu2k − uT2lu1k
ωk − ωl +
uT1lu2k + u
T
2lu1k
ωk + ωl
)
u2l
]
+
∑
l ord.
[−(uT2lu2k)u1l + (uT1lu2k)u2l]
+
∑
l def.
[−(uT2lu2k)u1l + (uT1lu2k − ω−1k uT2lu1k)u2l] ,
(41b)
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where the first sum in Eq. (41a) or (41b) is over any modes l that are degenerate with the
positive normal mode k, plus k itself; the second sum is over all other positive normal modes;
the third sum is over the special zero normal modes; and the fourth sum is over the inertial
zero normal modes. For the damped inertial zero mode (37), we have
ξ′k = ηξ
(1)
k +O(η2)
u′1k = u1k + ηu
(1)
1k +O(η2).
The first-order corrections are given by
ξ
(1)
k = u
T
2ku2k = ‖u2k‖2 (43)
u
(1)
1k =
∑
l pos.
−ω−1l
[
(uT1lu2k)u1l + (u
T
2lu2k)u2l
]
+
∑
l def.
−(uT1lu2k)u1l, (44)
where the first sum in Eq. (44) is over all positive normal modes and the second sum is over
all inertial zero normal modes. We see that in both cases (40) and (43), ξ(1) is guaranteed
to be positive: for a positive damping parameter η, amplitudes of modes decrease in time.
Notice that the frequency ω′ of a damped positive mode is constant to first order in η;
however, there will be a second-order correction (normally negative).
If all magnetic moments in the equilibrium configuration m0 have the same magnitude
‖m0i‖ = mS, we have 〈ΩTΩ〉 = γ˜2m2SI2n, and Eq. (34) becomes
M ′Ω =
1
1 + (ηγ˜mS)
2 (MΩ− ηΩMΩ) . (45)
We can then often further reduce the residual error in the damped positive modes, which is of
second order in η, simply by dividing the ω′ and ξ′ as obtained to first order by 1+(ηγ˜mS)
2.
For a damped inertial zero mode, divide the value ξ′ by 1 + (ηγ˜mS)
2 and multiply the
vector u′1 by the same factor. These corrections do not eliminate the error of second order
completely, but are very easy to implement.
If there are several distinct positive normal modes with the same frequency ω, or if the
dimension s of the null space of 〈MΩ〉 is larger than one, the normal-mode problem is
degenerate. The damping perturbation may lift this degeneracy. For the correctness of the
expressions for the first-order corrections it is essential to choose the degenerate unperturbed
normal modes in such a way that the perturbation does not mix them. We amend the
procedure of Sec. IV as follows. Given any symmetric and positive-definite matrix A, we
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may choose the null-space vectors y1, . . . , ys in step 1 of Sec. IV in such a way that they
satisfy yTi Ayj = δij. For the spin system with damping, we must use A = 〈ΩTΩ〉. The rest
of the algorithm then automatically ensures that the vectors bk, cl and dl (see step 10) of
the zero normal modes satisfy
bTkAbk′ = 0 (for k 6= k′) (46a)
cTl Acl′ = d
T
l Adl′ = 0 (for l 6= l′) (46b)
bTkAcl = b
T
kAdl = 0 (for all k, l) (46c)
cTl Adl′ = 0 (for all l, l
′), (46d)
where k, k′ index the inertial zero normal modes and l, l′ index the special zero normal modes.
For example, Eq. (46d) is equivalent to the condition that uT1lu2l′ = 0 for all pairs of special
zero normal modes l, l′. As for the positive normal modes, if we have a block of r degenerate
modes at frequency ω > 0, we can, without breaking the conditions (10a) and (10b), choose
them in such a way that the Hermitian r × r matrix [A]ij = (w1i + iw2i)†A(w1j + iw2j) is
diagonal. Here i, j index those modes that are part of the degenerate block. Again, we must
use A = 〈ΩTΩ〉. As a result, the components w1i and w2i satisfy
wT1iAw1j + w
T
2iAw2j = 0 (for i 6= j) (47a)
wT1iAw2j − wT2iAw1j = 0 (for all i, j). (47b)
For example, Eq. (47b) is equivalent to the condition that uT1iu2j − uT2iu1j = 0 for all pairs
of positive normal modes i, j that are part of the degenerate block.
VI. IMPLEMENTATION
The procedure for finding the magnetic normal modes can be summarized as follows.
A. Find a configuration m = m0 that is a local minimum of the Hamiltonian H, under the
constraint that ‖mi‖ = constant for each position i.
B. If necessary, follow the procedure in Sec. IV to detect and compute any zero normal
modes.
C. Solve the HDGEP of Eq. (29) to find the (low-energy) positive normal modes.
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D. If a damping parameter η > 0 is used, correct the normal modes using the expressions
in Sec. V.
All important steps can be efficiently implemented using iterative methods for large Hermi-
tian problems. For concreteness, we shall discuss the iterative methods based on conjugate
gradients in a bit more detail. Alternative approaches, such as matrix-free versions of the
Lanczos eigenvalue algorithm [37], have similar properties.
Let us first remark that our scheme can also be used to find the magnetic normal modes
near a local energy minimum of some continuum model. One discretizes the system using, for
example, the finite-difference method or a geometric finite-element method [42], which give
effective systems that are mathematically equivalent to a finite system [43]. It is important
to use a mesh that is smooth enough, to avoid effects such as an artificial Peierls pinning
of domain walls [44, 45]. (This effect decreases exponentially in the inverse lattice constant
[45], so there is no fundamental problem.)
In its simplest form, the conjugate-gradient method [46] is an iterative method for solving
systems of linear equations,
Ax = b, (48)
where A is a symmetric or Hermitian N ×N matrix and x and b are vectors in RN or CN .
A and b are given; x is asked. Equation (48) is considered solved when the magnitude ‖r‖
of the residual vector
r = b− Ax (49)
is less than a certain (very small) tolerance. In each iteration i = 1, 2, . . ., the trial solution
xi is updated, x0 = 0xi+1 = xi + αipi, (50)
where p0 = r0 = bpi = ri + βipi−1 = (b− Axi) + βipi−1. (51)
A more detailed discussion of the algorithm, with expressions for the coefficients αi and
βi, can be found in most textbooks on numerical methods [46]. What is relevant here is
the following. a) We do not need to store the N2 elements of A. All we need is a routine
that can evaluate Ax for any given x (the action x 7→ Ax of A). The conjugate-gradient
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algorithms use this routine as a ‘black box’. b) Every trial solution xi is a linear combination
of b, Ab,A2b, . . . , Ai−1b; the conjugate-gradient method is a Krylov-subspace method.
A variant of the conjugate-gradient method can be used to solve nonlinear optimization
problems [46], where a local minimum of a multivariate function f(x) is asked. Here the
gradient ∇f plays the role of the residual vector (49). This method is also suitable for
minimization problems under constraints g1(x) = . . . = gk(x) = 0. In that case, one should
project the residual vector r onto the tangent space:
r = ∇f −
k∑
i=1
λi∇gi, (52)
where
λi =
(∇f) · (∇gi)
‖∇gi‖2
(53)
is a Lagrange multiplier.
The conjugate-gradient eigenvalue algorithm [47] can be seen as a special case of con-
strained nonlinear optimization. If we minimize the function
f(x) = x†Dx (54)
under the constraint
g1(x) = x
†Sx = 1 (normalization), (55)
where D and S are Hermitian matrices, we obtain the lowest eigenvalue λ1 and the corre-
sponding eigenvector x1 of the HDGEP Dx = λSx. (The SDGEP case, where D, S and x
are real, is entirely analogous.) S must be positive definite to guarantee that a minimum ex-
ists. Once we have the first eigenvector x1, we can obtain the next eigenvector by repeating
the minimization under an additional constraint:
g2(x) = x
†
1Sx = 0 (orthogonality). (56)
For λ 6= 0, this is equivalent to the constraint
g′2(x) = λ1x
†
1Sx = x
†
1Dx = 0. (57)
Once we have found the second eigenvector, we move on to the third, and so on, applying
constraints of the form (57) for all previously obtained eigenvectors. We continue until we
have found as many eigenvectors x1, x2, . . . with eigenvalues λ1 < λ2 < . . . as we need.
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The fact that we do not need to explicitly store the matrices in memory is a crucial
advantage. For simplicity, let us first consider a one-dimensional n-spin chain with only
exchange and uniaxial anisotropy energy,
H = Eex + Eani =
n−1∑
i=1
−2Jmi ·mi+1 −
n∑
i=1
Km2iz. (58)
The Hessian matrix A (see Sec. III) is given by
A(iα)(jβ) =

−2K if i = j and α = β = z
−2J if i = j − 1, j + 1 and α = β
0 otherwise
; (59)
equivalently, it may be defined by its action x 7→ Ax,
(Ax)iα =
 −2J(x(i−1)α + x(i+1)α) if α = x, y−2J(x(i−1)α + x(i+1)α)− 2Kxiα if α = z , (60)
where we take xiα = 0 for i = 0 and i = n+1. We see that the evaluation of the action of A on
an arbitrary vector x takes onlyO(N) time, while any manipulation with or decomposition of
the 3n×3n matrix A obviously takes at least O(N2) time if it is explicitly stored in memory
in full. That is why Krylov-subspace methods are a popular choice for linear equations
or eigenvalue problems of sparse matrices [38]. If long-range interactions are taken into
consideration, the matrix A is dense. Nevertheless, the action of A can still be evaluated in
much less than O(N2) time, as follows. For nearly all physical systems, A can be separated
into a short-ranged part As such as Eq. (59), which is sparse, and a long-ranged part Al,
which is invariant under spatial translations (it is a convolution) [39]. To perform the action
on a given vector x, we separately evaluate the contributions Asx and Alx and then add
them up to obtain Ax = Asx + Alx. In typical magnetic systems, the relevant long-range
interaction is the dipolar interaction. We can evaluate Alx by performing the convolution
in the Fourier representation of x, where it becomes a simple elementwise multiplication.
The two Fourier transformations that are necessary take O(N logN) time [48]. A similar
mixed real-space–reciprocal-space approach is taken in most plane-wave electronic-structure
codes [49]. Even if the system is not perfectly translationally invariant, for instance because
it has some nonrectangular finite geometry, we can efficiently evaluate Alx by reducing the
dipolar problem to the Poisson problem [3] and solving it using multigrid methods [38]. The
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complexity analysis is similar. It is thus possible to implement a routine that can evaluate
Ax, and hence MΩx (25), for any given x in O(N logN) rather than O(N2) time.
In the remainder of this Section, we discuss the specific implementation of each of the
four stages listed above.
Stage A. A minimum-energy configuration m0 can be found using, for example, the
nonlinear conjugate-gradient optimization method, which is implemented in existing micro-
magnetics codes. Note that many magnetic systems have multiple local energy minima. In
this article, we regard one particular m0 as given.
Stage B – step 1. In step 1 of Sec. IV, we need to calculate the null vectors y1, . . . , ys of
〈MΩ〉. This is in fact a symmetric eigenvalue problem. It might be solved as a particular case
of the conjugate-gradient SDGEP algorithm (set D = 〈MΩ〉 and S = I). The sequential
nature of this method means that we can efficiently obtain the lowest few eigenvectors.
We stop once we find the first positive eigenvalue. The eigenvectors with eigenvalue zero
constitute a basis of the null space of 〈MΩ〉.
In our definition of the restricted matrix 〈MΩ〉, we formally require construction of a
basis of the image space of Ω. In practice, we do not normally need to construct the basis
explicitly. We may simply set D = MΩ, provided our initial guess x0 is in the image space of
Ω (that is, we set x0 = Ωy0, where y0 is a random vector). Since x0, MΩx0, Ωx0, (MΩ)
2x0,
etc. all lie in the image space of Ω, the minimization will automatically be restricted to
trial solutions in this space. We remark that for numerical stability, it may be necessary
occasionally to project the trial vector xi back onto the image space of Ω.
Stage B – step 4. In step 4 of Sec. IV, we need to solve the linear system 〈MΩ〉x = g,
where g = 〈Ω〉bk. This problem may seem ill posed, since 〈MΩ〉 is not invertible (even
with the angular brackets). However, we know that a solution exists (g lies in the im-
age space of 〈MΩ〉). Since the solution-vector iterates are always linear combinations of
g, 〈MΩ〉g, (〈MΩ〉)2g, . . ., we in effect restrict our search to trial solutions x in the image
space of 〈MΩ〉. In this linear subspace, the solution x is unique.
In practice, g will not lie in the image space of 〈MΩ〉 numerically exactly, but only up to a
small tolerance, so that the solver may fail once the magnitude of the residual vector becomes
on the order of this tolerance. We may remedy this as follows. Project g onto the orthogonal
complement of y1, ..., ys, and do the same for 〈MΩ〉x in each iteration. Effectively, we now
find a solution of P 〈MΩ〉P = Ph, where P (symmetric) performs the projection.
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For the sake of completeness, we remark that again, we may use MΩ instead of 〈MΩ〉,
as the image space of MΩ is contained in the image space of Ω.
Stage C. The problem (29) can be solved using the conjugate-gradient HDGEP scheme,
where in Eq. (26) we set
D = −i〈Ω〉,
S = 〈MΩ〉,
λ = ω−1.
(61)
Notice that we only need the (action of the) matrices Ω and MΩ, which have simple
forms (24) and (25). Again, we do not need to implement the restrictions 〈·〉 explicitly,
provided that our initial guess is in the image space of Ω. For each positive normal mode
(3), there are two solutions of Eq. (26): one with λ = ω−1 and one with λ = −ω−1. We
obviously need to find only one of the two. If we find a negative-λ solution x, we must take
the complex conjugate of x to obtain the positive-λ solution. Notice that the eigenvalue λ
that the HDGEP algorithm finds is the reciprocal of the angular frequency ω. The HDGEP
algorithm normalizes the solutions x so that x†iSxj = x
†
i〈MΩ〉xj = δij. To obtain the correct
normalization (30a), we must divide each (positive-λ) solution xi by
√
λi/2; we have
w1i + iw2i =
√
2/λi xi, (62)
where w1i and w2i are the real vectors defined in Eq. (9).
The eigenvalues λ at the extremes of the spectrum are λ = −ω−10 and λ = ω−10 , where ω0
is the angular frequency of the lowest-frequency positive normal mode. HDGEP algorithms
such as the conjugate-gradient scheme find the solutions of Eq. (26) with either the lowest or
the highest eigenvalues λ. We see that it does not matter if we let the algorithm minimize λ
(as we do above) or maximize λ: in either case, we obtain the lowest-frequency normal modes
first. If we minimize the eigenvalue λ, we find the negative-λ solutions and we must apply
to the trial solution x a constraint (w1k − iw2k)†(−i〈Ω〉)x = 0 for each previously obtained
positive normal mode k (see Eq. (57)). If we choose to maximize the eigenvalue λ, we must
apply a constraint (w1k + iw2k)
†(−i〈Ω〉)x = 0 for each previously obtained positive normal
mode k. If any zero normal modes were found in stage B, we need to eliminate those from
the problem to ensure that S = 〈MΩ〉 is positive definite on the space of trial solutions.
The constraints (31a) and (31b) that accomplish this are of exactly the same form as the
constraints for previously obtained positive normal modes.
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The simple conjugate-gradient HDGEP scheme outlined above may be improved in several
ways. It is well known that matrix-free eigenvalue methods require good preconditioning to
be efficient [37, 38, 49, 50]. Indeed, we find that preconditioning as described below greatly
improves performance, especially if the exchange constant between adjacent sites is large
as compared to the anisotropy constant. This is the case in most atomistic simulations
and in continuum systems discretized with a reasonably high spatial resolution. (Only for
relatively modest systems, say n ∼ 1000, preconditioning is unnecessary; methods that use
explicit matrix decompositions [36] are likely to be more efficient.) How a preconditioner
can be incorporated into the conjugate-gradient HDGEP scheme is described in many texts
[37, 38, 49, 50]. In addition, efficiency may be improved by using a simultaneous conjugate-
gradient scheme [37, 49], especially if some of the eigenvalues are closely spaced.
We use a preconditioner that is based on an inversion of the spin-wave dispersion relation
(68) in reciprocal space, similar to the preconditioners used to solve the Schro¨dinger equation
in electronic-structure calculations [49]. In other words, the preconditioner approximates the
spectrum of the system with the spin-wave spectrum of a homogeneous system and uses this
to speed up convergence of the trial solution. Note that since a typical spin-wave dispersion
relation has no zeros (see Fig. 4), the preconditioner acts in real space as a convolution with
some kernel that decays exponentially, with a characteristic decay distance on the order of
the domain-wall width. Thus, we could in principle even implement the preconditioner in
O(N) rather than O(N logN) time. If the explicit restrictions 〈·〉 of MΩ and Ω are not used,
it is of course important to ensure that the preconditioned reciprocal vector is projected back
onto the image space of Ω in order to ensure that the trial solution x does not move out
of the image space of Ω. Preconditioning can also greatly speed up convergence for steps 1
and 4 of stage B.
Stage D. In principle, the full set of unperturbed magnetic normal modes needs to be
available to calculate the correction due to damping for any given mode. This could be a
problem, since we usually know only the normal modes near the bottom of the spectrum.
This forces us to truncate the sums in Eqs. (41a), (41b) and (44). We verify in Subsec. VII G
for a realistic system that this approximation is justified. In practice, the high-wavenumber
spin-wave modes are increasingly oscillatory and have an overlap with the lower, smoother
modes that decreases exponentially in wavenumber.
Notice that the damped modes do not, in general, satisfy the relations (10a) and (10b).
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FIG. 2. Color) Comparison of the spectra of all systems considered. The presence of defects leads
to localized modes with frequencies below the spin-wave continuum. The 1D spin chain is described
in Subsec. VII A, the 1D and 2D domain walls in Subsecs. VII D and VII E and the Skyrmion in
Subsec. VII F. The bottom of the spin-wave continuum is at ω = 2γ˜mSK (for uniaxial anisotropy).
In the plots the wavevector k is given in units of a−1 and the angular frequency ω in units of γ˜mSJ .
All continuous branches of modes are discretized (become quasicontinuous) because of the finite
dimensions of the systems.
To carry out a mode analysis of some configuration near m0, first obtain the coefficients of
the unperturbed modes using Eq. (11) and then use Eqs. (41a), (41b) and (44) to convert
these into the coefficients of the damped modes.
VII. EXAMPLES
In this Section, we study some key examples that are illustrative of the general properties
of magnetic normal modes and make evident the fundamental distinction between inertial
and special zero normal modes. We also discuss how to calculate effective masses for the
inertial zero normal modes. Figure 2 provides an overview of the spectra of all systems we
consider here.
We begin by studying the one-dimensional (1D) spin chain, possibly with a defect, in
Subsec. VII A. We specifically look at the effect the effect of damping (Subsec. VII B),
and we demonstrate how the expressions in Sec. V can be used to calculate dynamical
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magnetic susceptibilities. In Subsec. VII C, we discuss how the fundamentally different
types of dynamics of magnetic structures can be related to the two types of zero modes
(special and inertial). In particular, we show how to calculate effective masses. We focus on
the properties of zero modes in spin systems with a 1D or 2D domain wall or a Skyrmion
(Subsecs. VII D–VII F), and we investigate a general relation between zero modes and the
dispersion relations of extended systems (Subsec. VII E). Subsection VII G evaluates the
accuracy of our perturbative treatment of damping.
The 2D systems are of a size (40 000 spins) for which we begin to appreciate the scala-
bility of the iterative HDGEP methods (see Sec. VI). With our code, we are able to find
the 20 or 30 lowest modes of these systems in a matter of minutes on just a single CPU
core. (We remark that the calculation time could be reduced further by parallelization.
Matrix-free iterative methods such as the conjugate-gradient HDGEP scheme, especially
the simultaneous versions, are known for being highly parallelizable [37, 38].) While for the
sake of simplicity the examples only take short-range interactions into account, they could
be extended to include magnetostatic (dipolar) and other interactions. This may be done in
an efficient manner without any fundamental change to the method (see Sec. VI). Inclusion
of magnetostatic interactions in rectangular systems of a similar size would not lead to much
longer calculation times, since for the purpose of preconditioning our present code already
performs a full FFT of the trial solution in each iteration.
A. Spin waves in 1D spin chains
We first consider a finite, n-atom spin chain without defects. We set ‖mi‖ = mS for all
spins. The Hamiltonian H = Eex + Eani consists of nearest-neighbor exchange coupling
Eex =
n−1∑
i=1
−2Jmi ·mi+1 (63)
with an exchange constant J > 0 (ferromagnetic) and uniaxial anisotropy
Eani =
n∑
i=1
−K(mi · zˆ)2 (64)
with K > 0 (easy-axis type). We number the spins as i = 1, . . . , n. There is no external
magnetic field. We linearize around the uniform, collinear equilibrium configuration m0i =
mSzˆ, shown in Fig. 3, which is one of the two ground-state configurations (m0i = −mSzˆ is
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FIG. 3. Color) Normal modes of a 1D ferromagnetic spin chain with Neumann boundary conditions.
Only a part of the chain is shown. The big straight arrows indicate the equilibrium orientations of
the spins. The circular arrows indicate the path traced by the spins if the normal mode is excited.
While the normal modes are calculated in the linear (small-amplitude) approximation, we show
them with a large amplitude for clarity. (a) A spin-wave mode with k = 0.71a−1 in a perfect spin
chain. (b) The lowest mode in a spin chain with a defect, located at the site shown in blue, where
the anisotropy is reduced from K = 0.45J to K = 0.09J .
the other). Our truncation of the exchange couplings (63) at the ends of the chain results
in Neumann boundary conditions for the spin waves.
The magnetic normal modes of a 1D spin chain are well known, but we reproduce them
here for comparison (see Figs. 2(a), 3(a), 4 and 5(a)). By taking a general linear combination
of the fundamental solutions (4), we see that the dynamics of any positive normal mode (3)
is given by
xi(t) = A cos(ωt+ φ)u1i + A sin(ωt+ φ)u2i +O(A2), (65)
where A is the amplitude and φ is the phase of the mode. The variable xi = mi −m0i is
the deviation of the magnetic moment at site i from its equilibrium position. For the 1D
collinear spin chain with Neumann-type boundary conditions, we have spin-wave modes (65)
with
u1i = f(i)xˆ and u2i = f(i)yˆ, (66)
where
f(i) = cos
[
akl
(
i− 1
2
)]
(67)
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FIG. 4. Color) Dispersion ω(k) of the perfect 1D spin chain. The wavenumber k is given in
units of a−1. The angular frequency ω is given in units of γ˜mSJ . The solid line is the analytical
dispersion relation (68) and the dots show the spectrum of a 50-spin chain. The Hamiltonian
consists of exchange (63) and uniaxial anisotropy (64) with K = 0.45J . The area in the rectangle
is expanded in Fig. 2(a). The colored dots correspond to Fig. 5(a).
(standing waves). The dispersion relation is given by
ω(k) = 2γ˜mS[K + 2J(1− cos ak)], (68)
where k is the wavenumber and a is the spacing between lattice sites. The bottom of the
spin wave continuum is thus at ω = 2γ˜mSK. The wavenumber of the mode with index
l = 1, . . . , n is given by kl = pi(l − 1)/an. Our code finds the right frequencies ω(kl) (see
Fig. 4) and the right form of the spin waves (see Fig. 5(a)).
We now consider the effect of a defect, modeled by reducing the anisotropy constant K
at a single site. The normal modes are still of the form (66), but have different profiles f(i)
(see Fig. 5(b)). The lowest mode is localized at the defect site and decays exponentially
away from it (evanescent spin wave; see also Fig. 3(b)); its frequency is just below the spin
wave continuum (see Fig. 2(b)). The other n − 1 modes are spin-wave modes. They are
perturbed with respect to the normal modes of the perfect spin chain. Since in the example
of Fig. 5(b) we place the defect almost in the middle (i = 26) of a chain of n = 50 spins,
the odd-numbered spin-wave modes have a ‘kink’ at the defect site while the even-numbered
spin-wave modes are almost identical to those of the perfect spin chain.
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FIG. 5. Color) Amplitude profiles f(i) (66) for some low-energy normal modes of a 1D 50-spin
chain, (a) without and (b) with a defect. The spin chain with defect is different from the perfect
spin chain only at a single site i = 26, where K = 0.09J instead of 0.45J . Notice that the defect
gives rise to a localized mode (see also Figs. 2(b) and 3(b)).
B. Dynamical magnetic susceptibility
Response functions, such as dynamical magnetic susceptibilities, allow comparison of
calculated spectra to experimental observables (see, for example, Ref. [19]). Using the ex-
pressions in Sec. V, our scheme allows one to calculate dynamical susceptibility functions in
a way that is usually much less computationally expensive than with spin-dynamics simula-
tions. Here we consider the response of the magnetization in the xˆ-direction (perpendicular
to the equilibrium magnetization, which is in the zˆ-direction) to an oscillating external mag-
netic field, also in the xˆ-direction. The dynamical susceptibility χ is the ratio between the
complex amplitudes of the applied field and the resulting magnetization.
Each positive mode (35) contributes to χ a term ∝ 1/(ξ′l + i(ω−ω′l)) [10], where ω′l and ξ′l
are the frequency and decay rate of mode l and ω is the driving frequency. This means that
the width of a peak in the dynamical magnetic susceptibility function is directly proportional
to the decay rate ξ′l. The same mode gives a similar contribution near ω = −ω′l.
In Fig. 6, we plot the absolute value of the dynamical susceptibility χ(ω) of the 50-
spin system with defect (see Subsec. VII A and Fig. 5(b)), for several values of the damping
parameter η. We have obtained χ(ω) from spin-dynamics simulations, where we integrate the
LLG equation (32) using the implicit-midpoint timestepping scheme [43, 51] (no stochastic
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FIG. 6. Color) Absolute value of the magnetic susceptibility function χ(ω) of the 1D 50-spin
chain with a defect (K = 0.09J at site i = 26; K = 0.45J everywhere else), for three different
values of the damping parameter η. The driving frequency ω is given in units of γ˜mSJ , χ in J
−1
and η in (γ˜mS)
−1. The absolute value of the contribution of each mode is plotted alongside the
overall magnetic susceptibility function as obtained in spin-dynamics simulations. The width of
the peak that corresponds to a mode l is proportional to its decay rate ξ′l (35). We find an excellent
agreement between the peak widths calculated by means of Eq. (40) and the results from spin-
dynamics simulations. The discrepancy in between peaks is due to the fact that the contributions
of all modes must be added up with their complex phases and may interfere with each other.
In this particular example, only the modes 1, 3 and 5 contribute significantly to the dynamical
susceptibility. Other modes generate a magnetization that is negligible when integrated over the
whole length of the chain (see, for example, mode 2 in Fig. 5(b)).
term). We compare this to the contributions from the individual modes calculated using
our scheme. We see that the contribution of each mode to χ(ω) is very well approximated
by calculating ξ′l by means of Eq. (40).
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C. Inertial versus noninertial behavior of topological defects
The fundamental distinction between inertial and special zero normal modes described in
Sec. II is further clarified by examining the effect of an external potential on the dynamics
of a topological defect. The general considerations we present here are applied to specific
systems in Subsecs. VII D–VII F.
Zero modes typically appear as a consequence of a broken continuous symmetry of the sys-
tem. For example, the energy of a system with a domain wall (see Subsecs. VII D and VII E)
or a Skyrmion (see Subsec. VII F) in a homogeneous material is invariant under translation
of the topological defect. Since no microscopic energy scale is associated with changes of
the system that respect the symmetry, weak external perturbations of the Hamiltonian that
couple to such changes can have a significant effect over time. By studying the response
of the system to such external forces, we establish its effective (that is, low-energy or long-
time) dynamics. For example, an effective force on a topological defect may result from an
external magnetic field or from dipolar interactions within the system.
We consider the dynamics of just a single degree of freedom, corresponding to a zero
normal mode (u1, u2). The deviation x = m − m0 of the system from its equilibrium
configuration is given by (see Eq. (12))
x = pqu1 + qu2 +O(p2q + q2). (69)
We write pq instead of just p to emphasize that this variable is canonically conjugate to q.
Let us for concreteness assume that the vector u2 generates an infinitesimal translation of a
topological defect. Thus we have, for a certain constant α,
s = αq, (70)
where s is the position of the center of the defect, in units of length. Using Eq. (69), it is
straightforward to obtain the coefficient α from the calculated normal mode. The variable
canonically conjugate to s is
ps = α
−1pq. (71)
Let us first consider the case that the zero normal mode is inertial. The unperturbed
Hamiltonian is then given, to second order, by (see Eq. (13))
Hiner = 1
2
p2q =
1
2
α2p2s = p
2
s/(2meff), (72)
33
where we have
meff = α
−2, (73)
the effective mass of the degree of freedom. Suppose that the Hamiltonian (72) is perturbed
by an external potential V (s) which depends only on the position of the defect, so that we
have H = Hiner + V (s). We get
s¨ =
d
dt
∂H
∂ps
=
1
meff
p˙s = − 1
meff
∂H
∂s
= − 1
meff
dV
ds
, (74)
which is Newton’s equation of motion.
For a special zero normal mode, the picture is different. The unperturbed Hamiltonian
is then given, to second order, by (see Eq. (13))
Hspec = 0, (75)
which implies, in a sense, an infinite effective mass. Since for the special zero mode no energy
term is associated with ps, an effective force in the s-direction does not, by itself, cause an
acceleration in the s-direction. It does generate a motion in the canonically conjugate
variable; however, here the first, not second, time derivative is proportional to the force. Let
us consider a case where pq and q correspond to orthogonal displacements of a 2D magnetic
defect, such as a Skyrmion (see Subsec. VII F). We have, for certain constants α and β, sx = αqsy = βpq , (76)
where sx and sy respectively represent the x- and y-coordinate of the position of the defect.
Again, we can straightforwardly obtain α and β from the calculated normal mode using
Eq. (69). If the Hamiltonian (75) is perturbed by an external potential V (sx, sy), we get s˙x = αβ(∂V/∂sy)s˙y = −αβ(∂V/∂sx) . (77)
Notice that the velocity (not acceleration!) in the sy-direction is proportional to the force
in the positive sx-direction, while the velocity in the sx direction is proportional to the force
in the negative sy-direction with the same constant of proportionality. We see that we can
interpret effective dynamical behavior described by Thiele’s equation of motion [14, 52] as
a direct consequence of the existence of a special zero mode.
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FIG. 7. Color) Spin chain with domain wall. The domain wall separates two domains, magnetized
in either the positive or the negative zˆ-direction. Only one in every three spins is shown in the
picture; the spin chain should be considered as effectively continuous. We set K1 = 0.04J , giving
the domain wall a characteristic width [8] of δ ∝ √J/Ka = 5.0a. The big arrows show the
equilibrium configuration m0. The vectors u1 and u2 of the zero mode of the domain wall are
indicated in (a) with red (u1) and gray (u2) arrows. The actual magnitudes of u1 and u2 depend
on the type of mode (special or inertial) and the effective mass. (b) Top view of the domain wall.
The position xDW of the domain wall and the angle θDW are indicated. (c) Spin-wave mode with
k = 0.37a−1 for K2 = 0.004J .
D. 1D domain wall
Even if the Hamiltonian as such is translationally invariant (the material properties are
homogeneous), translational symmetry may be broken by the equilibrium configuration m0,
for instance if m0 contains a domain wall. We consider a 1D spin chain with a domain wall
like the one in Fig. 7. We ensure that the equilibrium width of the domain wall is large
enough to make the system effectively continuous (Peierls pinning [44, 45] is negligible).
The 1D domain wall is the simplest case where the two types of zero modes arise. As in
the previous examples, the Hamiltonian consists of exchange and anisotropy terms, which
are taken the same for all spins in the system. We will consider, however, two types of
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FIG. 8. Color) Time evolution of xDW and θDW in the presence of an external magnetic field
h = 0.005mSJ zˆ, for K1 = 0.04J . Due to the external field, the domain wall experiences an effective
external potential (80). The position xDW is given in units of a, angle θDW in radians and time t in
units of τ = (γ˜mSJ)
−1. The plots have been obtained in spin-dynamics simulations. (a) Behavior
of a domain wall with a special zero mode for K2 = 0. (b) Behavior of a domain wall with an
inertial zero mode for K2 = 0.016J . The dotted line is a quadratic fit to the behavior of xDW,
which satisfies Newton’s law (74) in the limit of small θDW. The shaded area indicates where
deviations occur (see text).
anisotropy that yield one or the other type of zero mode. We shall see that the inertial
dynamics of many domain walls [15, 53] can be interpreted as a consequence of the existence
of an inertial zero mode.
For a 1D domain wall, we find below the spin-wave continuum only a single zero mode (see
Fig. 2(c)). If the Hamiltonian is the form considered up to now, with exchange and uniaxial
anisotropy, this mode is a special zero mode. In Fig. 7(a) we show the two components u1 and
u2 of the zero mode. The component u2 generates an infinitesimal increase of the position
xDW of the domain wall whereas u1 generates an infinitesimal increase of the angle θDW (see
Fig. 7(b)). An angle θDW = 0 or θDW = pi corresponds to a Bloch domain wall, whereas
θDW = ±pi/2 corresponds to a Ne´el domain wall [15]. The coordinate xDW is canonically
conjugate [15] to
pDW =
2mS
aγ˜
θDW. (78)
If we apply an external magnetic field in the zˆ-direction, which adds to the Hamiltonian a
contribution (Zeeman energy) of the form
EZeeman =
n∑
i=1
−h ·mi =
n∑
i=1
−hz(mi · zˆ), (79)
the domain wall experiences an effective force that acts on the xDW coordinate. In fact,
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a displacement of the domain wall by one site (distance a) leads to one more spin aligned
along the field and one fewer spin antialigned. This results in an effective external potential
V (xDW) = −2hzmSxDW/a. (80)
Nevertheless, the domain wall position xDW remains constant, as shown in Fig. 8(a). The
conjugated θDW increases linearly (the spins near the center of the domain wall rotate around
the zˆ axis). This is in line with the general dynamical behavior predicted for systems with
a special zero mode (see Sec. VII C).
Motion of the domain wall in an external magnetic field along zˆ occurs if we add to the
Hamiltonian a term that breaks the symmetry under rotation of the magnetic moments
around zˆ. In many magnetic systems, magnetostatic interactions favor Bloch domain walls,
where the magnetization is in the plane of the domain wall. We model this effect by intro-
ducing a second term to the anisotropy energy (64). We use [12, 17]
Eani =
∑
i
[−K1(mi · zˆ)2 +K2(mi · xˆ)2] (81)
with K1, K2 > 0. In this case, we find an inertial zero mode, with the components u1 and u2
again as in Fig. 7(a) but with a different dynamics. Even in the absence of an external field,
a small deviation of θDW from its equilibrium value θDW = 0 now causes a linear motion
of the domain wall, x˙DW = constant. In the presence of an external magnetic field in the
zˆ-direction, which creates a constant effective force −∂V/∂xDW = 2hzmS/a (80), we find
that xDW initially increases quadratically in time (see Fig. 8(b)), in perfect agreement with
the general dynamical behavior (74) predicted for inertial zero modes.
In Fig. 9 we show how the presence of nonuniaxial anisotropy leads to a finite effective
mass, transforming a special zero mode (K2 = 0) into an inertial zero mode (K2 > 0).
The notion of the effective mass of a domain wall was first introduced by Do¨ring [53]. The
deviations from quadratic behavior calculated at large times (shaded area in Fig. 8(b)) are
beyond the linearized approach. In principle, the effective mass, defined as the inverse of the
second derivative of the Hamiltonian H with respect to the momentum pDW conjugate to
xDW, depends on θDW. Eventually, in a conservative system the domain wall starts reverting
to its original position when θDW reaches pi/2. This type of motion of the domain wall, which
occurs when damping is absent or small as compared to the effective force, is responsible for
the phenomenon called Walker breakdown [54].
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FIG. 9. Inverse Do¨ring effective mass [53] of a domain wall as a function of K2, for K1 = 0.04J .
We determine the effective masses from the calculated zero modes using Eq. (73). K2 is given in
units of J , m−1eff in units of a
2γ˜2J .
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FIG. 10. Color) Spin-wave modes in a 1D uniaxial (K1 = 0.04J , K2 = 0) 200-spin chain
with a domain wall at the center. We compare the numerical results (thick solid lines) to the
analytical form [13] for the continuum model (thin dashed lines). Away from the domain wall, in
the shaded area, the spin-wave modes resemble those of a perfect chain and can be characterized
by a wavevector k. In addition to the spin-wave modes, the system has a localized special zero
normal mode (not shown here; see Fig. 7(a)).
In addition to the zero mode, we have a spin-wave continuum (see Fig. 2(c)). In general,
it is hard to find analytical solutions of the magnetic normal-mode problem for systems such
as these, where the magnetic moments in the equilibrium configuration are not collinear.
However, in this simple case, an analytical solution for the spin-wave modes has been found
[13], which we can use to verify the numerical results. In Fig. 10, we compare the calculated
spin-wave modes successfully to this analytical solution. It is convenient to express the
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analytical solution in the coordinate system [13]
mjx = (cosh ζj)
−1 cosφj
mjy = (cosh ζj)
−1 sinφj
mjz = − tanh ζj
. (82)
In this system the equilibrium configuration m0 of the domain wall is given by the linear
functions ζj = (aj − xDM)/δ and φj = constant, where j is the index of the spin, xDM
is the position of the center of the domain wall and δ =
√
J/Ka is the characteristic
domain-wall length. We convert the Cartesian deviations from the equilibrium orientations,
xj = mj−m0j, into values dζj, dφj in the coordinate system (82). For any given mode l, both
functions dζj, dφj and both parts u1, u2 of the normal mode (3) all have a common shape
f
(l)
j , though the amplitudes may be different. We plot ψ
(l)
j = f
(l)
j / cosh(ζj). The fundamental
solutions are given by ψj = [−ik + tanh ζj]eikζj [13], where k ∈ R is the wavenumber of the
spin wave away from the domain wall, in units of δ−1. In our finite system, the spin-wave
spectrum is discretized. We calculate the right k-values for the analytical solutions from the
numerically obtained values of ω via Eq. (68). A linear combination of the solutions for k
and −k is taken in such a way that a real solution is obtained with a vanishing derivative
at the boundaries of the chain.
E. 2D domain wall
If a domain wall is extended to two dimensions, the zero mode of the 1D domain wall
turns into a continuum of low-frequency modes [12, 55]. These modes correspond to bending
of the domain wall, as sketched in Fig. 11(a); in other words, they represent small spatial
variations of the position xDW of the domain wall. The domain-wall modes, which form a
one-dimensional continuum with a vanishing frequency in the low-k limit, exist alongside
the two-dimensional continuum of spin-wave modes (see Fig. 2(d)). A domain-wall mode
can only exist if its frequency is below the bottom of the spin-wave continuum, which puts
a maximum on its wavenumber. The dispersion relation of the domain-wall modes in a
system with arbitrary (possibly nonuniaxial) anisotropy was derived in Ref. [12]. Here we
show, using very general arguments, that the qualitative features of this dispersion relation
follow immediately from the type of zero mode present in the system.
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FIG. 11. Sketches of the lowest modes of (a) the 2D domain wall and (b) the Skyrmion. The
modes are shown in order of increasing frequency. In both cases, the lowest mode is a zero mode
that corresponds to an infinitesimal translation of the defect. For our choice of parameters (see
text), the four lowest modes of the Skyrmion are 1) m = 1, 2) m = 2, 3) m = 0, and 4) m = 3 (see
Fig. 2(e)).
The domain-wall modes are a good example of physically interesting low-energy excita-
tions of large systems, which can be found very efficiently using our method. The domain-
wall mode in Fig. 12 was calculated in a system of 100 × 400 spins (square lattice) with
exchange and uniaxial anisotropy (K = 0.04J). As in Subsec. VII A, our truncation of the
expression for the exchange energy results in Neumann boundary conditions. We find that
the lowest 26 modes (including the zero mode) of this system are domain-wall modes (see
Fig. 2(d)).
The distinction between special and inertial zero modes has important consequences for
the dispersion relations that correspond to them, as we show in the following. For the case
with uniaxial anisotropy, shown in Fig. 2(d), we see that the zero mode of the domain wall,
which is a special zero mode, turns into a continuum with quadratic dispersion. In Fig. 13,
we compare this case to a similar system with nonuniaxial anisotropy. For K2 > 0, where
the domain wall has an inertial zero mode, the dispersion relation ω(k) is linear in k in the
limit of low wavenumber k. This suggests that long-wavelength waves in a system with an
inertial zero mode propagate with a finite group velocity. Indeed, a finite group velocity is
also observed for acoustic waves in crystals, which agrees with the fact that zero modes of
systems of coupled point masses are always inertial (see Appendix).
It is easy to understand the link between the type of zero mode and the low-k behavior
of the dispersion relation. Suppose we have a system with a zero mode, such as the 1D
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FIG. 12. Color) A domain-wall mode. Only one spin is shown for each block of 5 × 5 spins;
the system (100× 400 spins) may be considered as effectively continuous. Here we show the 16th
domain-wall mode, with wavenumber k = 15pi/(400a). Notice that the motion of the spins is in
phase, since the boundary conditions used result in standing waves. When the deviation of the
spins at the center of the domain wall from their equilibrium orientations is vertical, the domain
wall is bent in a way similar to what is shown in Fig. 11(a). When it is horizontal, the domain
wall is not bent; at this point, the energy of the mode is stored as a spatial variation of θDW rather
than of xDW.
spin chain with a domain wall. We describe the relevant dynamics of this system with just
two variables, the canonical momentum p and coordinate q (69) corresponding to the zero
mode. In the case of the domain wall, p and q are proportional to xDW and θDW respectively
(see Subsec. VII D). We now extend the system to a higher dimension. The variables p
and q become functions of position: we have p(r) and q(r). (In the case of the 2D domain
wall, r ∈ R1 represents a position along the length of the domain wall.) It is reasonable to
assume that for functions p(r) and q(r) that vary very smoothly in r and for short-range
interactions, the Hamiltonian of the system can be approximated by the functional
H =
∫ [
f(p, q) +
1
2
ρ‖∇q‖2 + 1
2
σ‖∇p‖2
]
dr (83)
for certain constants ρ, σ > 0. In the limit of small p and q we have that f(p, q) = 0 for
a special zero mode, f(p, q) = 1
2
p2 for an inertial zero mode and f(p, q) = 1
2
ω(p2 + q2) for
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FIG. 13. Color) Dispersion curves of the domain-wall modes [12] of a 2D system with uniaxial
anisotropy (K1 = 0.04J , K2 = 0; see Fig. 2(d)) or nonuniaxial anisotropy (K1 = 0.04J , K2 =
0.032J). The wavenumber k is in units of a−1 and the angular frequency ω in units of γ˜mSJ . In
the uniaxial case, where the domain wall has a special zero mode, the dispersion is quadratic. In
the nonuniaxial case, where the domain wall has an inertial zero mode, the dispersion is linear in
the limit of small k. The modes were calculated in a system of 100× 400 spins.
a positive mode (see Eq. (13)). After Fourier transformation in r, spatial variations with
different wavevectors k decouple and we get
Hspeck =
1
2
ρk2p2k +
1
2
σk2q2k (84)
for the system with a special zero mode and
Hinerk =
1
2
p2k +
1
2
ρk2p2k +
1
2
σk2q2k (85)
for the system with an inertial zero mode, where we define k = ‖k‖. It follows immediately
from Hamilton’s equations that for Hspeck , we get p˙k = −∂H/∂qk = −σk2qkq˙k = ∂H/∂pk = ρk2pk , (86)
while for Hinerk , we get  p˙k = − σk2qkq˙k = pk + ρk2pk . (87)
The momenta pk can be eliminated from both systems of equations, yielding equations of
motion of the form
q¨k = −ω(k)2qk. (88)
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For the special zero mode we get a quadratic dispersion relation
ω(k) =
√
ρσ‖k‖2, (89)
whereas for the inertial zero mode we get a linear dispersion relation
ω(k) =
[
(1 + ρ‖k‖2)σ]1/2‖k‖ = √σ‖k‖+O(‖k‖2). (90)
F. Skyrmion
Magnetic bubbles or Skyrmions can be seen as circular domain walls (see Fig. 14). The
dynamics of a Skyrmion in an effective potential can be understood very well in terms of
its normal modes [14]. We shall see that our algorithm for normal-mode analysis provides a
direct way to calculate the effective massM and gyrocoupling constant G of any Skyrmion,
regardless of the details of the interactions present in the system. This is another example
of how a normal-mode analysis that includes the zero modes gives the effective equation of
motion of some magnetic structure almost immediately.
Skyrmion structures can be stabilized by magnetostatic interactions [9] or by the
Dzyaloshinskii–Moriya (DM) interaction [56]. In the latter case, which we shall consider
here, the equilibrium radius is fixed by the material parameters. In the example shown
in Fig. 14, we consider a system of 200 × 200 spins (square lattice) with only exchange,
uniaxial anisotropy (K = 0.04J) and DM interactions (no external field). We write the DM
interaction as [24]
EDM =
∑
x
−Dmx ·
(∑
rˆ
rˆ×mx+arˆ
)
, (91)
where mx is the magnetic moment at the lattice site x, rˆ sums over the directions of the
nearest neighbors in the square lattice (rˆ = xˆ, yˆ,−xˆ,−yˆ), a is the lattice constant and D is
the interaction strength. Here, we set D = 0.125J . We use periodic boundary conditions.
We construct a Skyrmion configuration and relax it. For the given parameters, we get an
equilibrium radius of ∼ 27a. We find 10 normal modes below the spin-wave continuum
(edge modes [14]), as shown in Fig. 2(e). We may interpret these modes as domain-wall
modes traveling around the Skyrmion (see Fig. 11(b)). The edge modes can be identified by
the number of periods m seen when going around the Skyrmion once. We use a positive or
negative value of m to indicate the direction in which the wave travels around the Skyrmion
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FIG. 14. Color) A Skyrmion shown with (a) the m = 1 special zero mode and (b) the m = −1
positive mode. Only one spin is shown for each block of 5×5 spins; the system may be considered as
effectively continuous. For our choice of parameters (see text), the m = −1 mode is the 7th-lowest
mode of the spectrum (ω = 0.0293γ˜mSJ).
44
[14]. As pointed out in Ref. [14], the edge-mode spectrum is chiral: it is not symmetric for
positive and negative m (see Fig. 2(e)).
The system has translational symmetry in two spatial directions. This symmetry gives
rise to a special zero mode (m = 1). The vector u1 of this mode generates an infinitesimal
translation in the yˆ-direction and the vector u2 generates an infinitesimal translation in
the xˆ-direction (see Fig. 14(a)). The existence of this special zero mode suggests that the
dynamical behavior of the position of the Skyrmion in an external potential is described
by the noninertial equation of motion (77), which is equivalent to Thiele’s equation [52]
without damping. It has recently been observed that the actual behavior of the Skyrmion
position is more accurately described by an equation which has an additional inertial term
[14, 57], a result which seems to contradict our statement that the Skyrmion possesses a
special zero mode and has noninertial character. It is therefore important to make a detailed
comparison with the interesting findings of Ref. [14], as we do in the following. An analysis
of the normal modes indicates that the inertial term results in this case from the positive
mode m = −1 [14]. Despite its finite frequency, this mode gives rise to a displacement of
the Skyrmion similar to that of the m = 1 zero mode, albeit with a concomitant change of
the Skyrmion configuration (see Fig. 14(b)). A derivation of the equation of motion of the
Skyrmion was given in the Lagrangian formalism in Ref. [14]. Here we reproduce this result
in the Hamiltonian formalism and show how the parameters G and M of the equation of
motion can be obtained immediately from the normal-mode calculation.
The crucial observation, which also underlies the derivation in Ref. [14], is that if we
define the position of the Skyrmion as
X =
∫
(mz(r)−mS)x dr∫
(mz(r)−mS) dr Y =
∫
(mz(r)−mS) y dr∫
(mz(r)−mS) dr , (92)
as was done in Ref. [57], then not only the m = 1 zero mode (see Fig. 14(a)) but also the
m = −1 mode (see Fig. 14(b)), which is a positive mode, generates a change in position. In
fact, we find from our normal-mode calculation that X −X0 = αp+ + αq−Y − Y0 = αp− + αq+ , (93)
where p+, q+ are the canonical momentum and coordinate (12) corresponding to the special
zero mode m = 1, p−, q− correspond to the positive mode m = −1, (X0, Y0) is the position
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of the Skyrmion in the equilibrium configuration and α is a constant that can be obtained
easily from the calculated normal modes. In our calculation, we find α = 0.282 aγ˜1/2m
−1/2
S .
Since the system is rotationally invariant, the normal modes output by the computer code
may be oriented in any direction but we can always rotate them to satisfy Eq. (93). Since
we consider only the modes m = ±1 that couple to position, the unperturbed Hamiltonian
is given, to second order, by (see Eq. (13))
H = 1
2
ω(p2− + q
2
−), (94)
where ω is the angular frequency of the positive mode m = −1 (in our example, ω =
0.0293γ˜mSJ). There is no energy term associated with the special zero mode m = 1. If we
introduce an external potential that depends only on the position (X, Y ), Eq. (94) becomes
H = 1
2
ω(p2− + q
2
−) + V (X, Y ). (95)
Using Hamilton’s equations, Eq. (95) gives
p˙+ = −∂H/∂q+ = −α∂V/∂Y
q˙+ = ∂H/∂p+ = α∂V/∂X
p˙− = −∂H/∂q− = −ωq− − α∂V/∂X
q˙− = ∂H/∂p− = ωp− + α∂V/∂Y
, (96)
from which it follows that
X˙ = αp˙+ + αq˙− = αωp−
Y˙ = αp˙− + αq˙+ = −αωq−
. (97)
Again taking the time derivative and applying Hamilton’s equations, this becomes X¨ = ωY˙ − α2ω∂V/∂XY¨ = −ωX˙ − α2ω∂V/∂Y . (98)
These equations of motion are equivalent to Eq. 3 in Ref. [14] if we set
M = 1/(α2ω), (99)
G = −1/α2. (100)
The equations of motion (98) consist of a ‘gyrocoupling’ term, which is also present in
Thiele’s equation, and an additional inertial term, which gives a contribution to the ac-
celeration proportional to the force. For the parameters used in our example, we find
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M = 4.29×102 a−2γ˜−2J−1 and G = −12.6 a−2γ˜−1mS ≈ −4pia−2γ˜−1mS. For G, an analytical
expression was given in Refs. [14] and [52], with which our calculated value is in excellent
agreement. From Eqs. (99) and (100) we also recover ω = −G/M, which is indeed the
frequency of the m = −1 mode found in Eq. 4 in Ref. [14] in the absence of an external
potential (set K = 0 in that equation).
Notice that the above derivation does not contradict the general statement made in
Subsec. VII C that a system with a special zero mode should have noninertial dynamics
(77). In Eq. (76), we defined the position (sx, sy) in terms of a perfect translation of the
magnetic structure. The positive mode m = −1, however, simultaneously induces a change
in the configuration of the Skyrmion and is not a perfect translation. In fact, the m = −1
mode causes the spins in the center of the circular domain wall to deviate from their Bloch-
type equilibrium orientation, which is tangential to the domain wall. This mode therefore
does not represent a change in (sx, sy), while it does represent a change in the Skyrmion
position (X, Y ) in the sense of Eq. (92). If we define the position according to Eq. (92), one
obtains the partially inertial behavior derived above. In many practical situations (X, Y )
is the right definition of position, since the effective potential couples to the location of the
bubble domain and is mostly insensitive to the domain wall. However, on timescales much
longer than ω the cyclic effect of the positive mode on the position averages out, and (sx, sy)
is again the best representation of the position of the Skyrmion.
G. Accuracy of the corrections to the modes due to damping
If we introduce damping (η > 0), this has an effect not only on the amplitudes of the
modes, which now decay in time, but also on the mode vectors u1, u2 (see Sec. V). Since
for large systems we can usually only calculate a number of the lowest modes of the sys-
tem, which are of the greatest interest, we are forced to truncate the perturbative expres-
sions (41a), (41b) and (44) for these corrections to those modes that are available. In
principle, this approximation is uncontrolled. However, we may argue that modes with very
different frequencies also have very different characteristic wavelengths and hence have a
very small overlap, so that the contribution of high-frequency modes to the damping cor-
rection of the low-frequency modes that we are interested in is likely to be negligible. Here,
we test the accuracy of the damping correction by comparing the actual time evolution of a
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FIG. 15. Color) Accuracy of the linearized solution of an initial-value problem for the LLG
equation (see text). (a) Error as a function of the amplitude A for zero damping. (b) Error
as a function of the damping parameter η for a very small, fixed initial amplitude A = 1 ×
10−4m1/2S γ˜
−1/2. We consider three different levels of correction for damping in the linearized
solution. Red: damping is not taken into account at all. Green: the decay rate ξ′ from first-
order perturbation theory is taken into account, but the zero-damping modes (u1, u2) are used.
Blue: both the modes (u′1, u′2) and the decay rate ξ′ are corrected to first order of perturbation
theory. For a fair comparison between different values of η, we have scaled the errors by the decay
factor between the initial and final amplitudes, as indicated by the upper horizontal curve. The
lower horizontal line indicates the accuracy of the numerical timestepping solution.
Skyrmion system to the linearized solutions (36) obtained from normal-mode analysis. This
also serves as a test of the expressions (40), (41a) and (41b).
We consider the time evolution of an initial configuration m = m0 +Au1k, where mode k
is given an initial amplitude A. The details of the simulated system are specified below. In
Fig. 15, we plot the difference between the results of a numerical time integration of the LLG
equation (32) and the linearized solution (4) or (36). Since the error in the numerical solution
can be made very small, we may use this difference to evaluate the accuracy of the normal
modes. The error stems from two sources. First, the linearization of the LLG equation
necessary for normal-mode analysis results in an error of second order in the amplitude A.
Second, the fact that the modes of a damped system are calculated in perturbation theory
gives an additional error that depends on the damping parameter η.
Figure 15(a) shows the error as a function of the amplitude A for a conservative spin
system (η = 0). We find a quadratic dependence, as expected (1). Figure 15(b) shows the
error as a function of η, for an amplitude A that is chosen so small that the error from
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nonlinearity is smaller than the error in the numerical solution. The error that we see in the
plot is thus due to the error in the perturbative solution of the damped modes. We see that if
we do not take damping into account at all (4), the error in the solution is of first order in η,
as expected. If we take damping into account by using the calculated decay rate ξ′ (36), but
without correcting the modes (u1, u2), the error is much smaller, but it is still of first order
in η. If we also correct the modes (u′1, u
′
2), so that we use the full first-order perturbation
theory, we get an error of second order in η. Notice that we get this order of accuracy even
though we use only the contributions of the lowest modes to the perturbative correction. We
conclude that, at least in this case, any first-order error due to this truncation is so small as
to be insignificant.
The results in Fig. 15 are obtained in a system of 86 × 86 spins (square lattice) with
uniaxial anisotropy (K = 0.12J) and the DM interaction (91) (D = 0.20J). We use an
equilibrium configuration m0 containing a single Skyrmion. After relaxation, the Skyrmion
is similar to the one in Fig. 14 but has a different radius (owing to the different interaction
parameters used). We construct a configuration m = m0 + Au1k in which the second mode
(ω = 3.56× 10−2 γ˜mSJ , ξ(1) = 1.18× 10−1 γ˜mSJ) is given a finite initial amplitude A. The
magnitudes of the magnetic moments are normalized to mS. We then numerically integrate
the LLG equation (32) starting from this initial configuration, using the implicit-midpoint
timestepping scheme [43, 51] with ∆t = 0.1τ where τ = (γ˜mSJ)
−1. The simulated time is
300τ .
The above results suggest that it is useful to take into account damping in a calculation
of the normal modes. Using the expressions in Sec. V, this can be done relatively easily
and at a low computational cost. It is already very useful to take into account the decay
rate ξ′ calculated to first order. An even better accuracy can be achieved by also using the
first-order corrections to the modes (u′1, u
′
2). We find that in practice, we get an error of
second order in η in the time evolution of a low-frequency mode even when only a relatively
small set of other low-frequency modes were used to calculate the correction. The results
also suggest that it is unnecessary to go beyond first-order perturbation theory for damping
unless η is unusually large.
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VIII. CONCLUDING REMARKS
Using explicitly the symplectic structure of the dynamical spin system, we have developed
a method that allows us to solve the magnetic normal-mode problem in a very general
situation, with the only assumption that the equilibrium magnetic structure corresponds
to a local minimum of the Hamiltonian. The examples we have considered (1D and 2D
domain walls, Skyrmions) clearly demonstrate that zero modes are an essential part of this
normal-mode analysis and can be very useful for understanding dynamics.
Systems with zero modes were difficult to treat within the framework of previous ap-
proaches for the magnetic normal-mode problem. To our knowledge, all previous approaches
assume that the dynamical matrix of the spin system is diagonalizable. This is not the case
when inertial zero modes are present, which may occur even for the 1D domain wall. Our
approach allows one to calculate, in an efficient and scalable manner, all magnetic normal
modes, including the spin-wave modes and those modes that are related, for example, to the
motion of localized or extended defects (domain walls, Skyrmions, . . . ). For the latter case,
we give a clear and computationally efficient procedure to calculate the parameters that
determine the motion under external forces, such as effective masses. Last but not least, we
have developed an efficient perturbation scheme to take into account dissipation effects and
calculate dynamical magnetic susceptibilities.
We believe that this approach can be useful in many further problems of spin dynamics,
especially those dealing with the motion of Skyrmions and other defects in the magnetic con-
figuration under an external field, their collision (momentum transfer), pinning, dissipation,
and so on.
Appendix: The normal-mode problem of Hamiltonian systems
In this Appendix, we investigate the general properties of linear and nonlinear Hamil-
tonian systems and their normal modes. An advantage of our general approach is that it
explains why it is possible to reduce the magnetic normal-mode problem to the HDGEP:
this is a natural consequence of the symplectic structure of the conservative spin system.
Moreover, it means that the same method may be reused for other kinds of Hamiltonian
systems.
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The best-known example of a linear Hamiltonian system is a set of point masses cou-
pled by harmonic springs. For this system the normal-mode problem can be reduced to
the symmetric definite generalized eigenvalue problem (SDGEP) in an obvious way (see
Subsec. A. 2). However, the general normal-mode problem of linear Hamiltonian systems is
much richer [35]. We consider here the normal-mode problem of a linear Hamiltonian sys-
tem with a postive semidefinite Hamiltonian, as results from the linearization of a general
Hamiltonian system near an energy minimum.
This Appendix is organized as follows. In Subsec. A. 1, we reproduce the definition of a
linear Hamiltonian system and consider the types of normal modes that it may have. We
also explain how the Hamiltonian structure can be used to efficiently perform mode analysis
on a given state vector once the normal modes of the system have been calculated. For
comparison, we discuss the well-known special case of a system of coupled point masses in
Subsec. A. 2. In Subsec. A. 3, we generalize the results to a nonlinear Hamiltonian system,
possibly defined on a Poisson manifold rather than a symplectic manifold. We show that
the linearization of a general Hamiltonian system near a local energy minimum results in a
linear Hamiltonian system with a positive-semidefinite matrix 〈MΩ〉 (defined in Sec. II).
1. Linear Hamiltonian systems
Let us first reproduce the definition of a linear Hamiltonian system on the vector space
R2n. Fix some arbitrary basis set e1, . . . , e2n, and let x1, . . . , x2n represent the coefficients
of a vector x in this basis. Let the matrix Ω be antisymmetric (Ωij = −Ωji) and invertible.
(We will relax the latter condition in Subsec. A. 3.) Then the symplectic form
ω(ei, ej) = (Ω
−1)ij (A.1)
defines a symplectic structure on R2n. Since symplectic forms are bilinear, Eq. (A.1) fixes
the value of the form for any pair of vectors. The symplectic structure induces a Poisson
bracket
{xi, xj} = −Ωij (A.2)
between the variables xi, xj; more generally, for any two functions f, g,
{f, g} = − ∂f
∂xi
Ωij
∂g
∂xj
. (A.3)
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The condition that Ω be invertible ensures that the symplectic form on R2n is nondegenerate.
In the special case that the xi with 1 ≤ i ≤ n represent canonical momenta and the xi with
n+ 1 ≤ i ≤ 2n represent the corresponding canonical coordinates, Ω takes the familiar form
Ω =
 0 In
−In 0
 , (A.4)
where In is the identity matrix, and in particular, Ω is orthogonal (Ω¯ = Ω, where we define
Ω¯ = Ω−T); but we shall not make this assumption in this paper.
It is always possible in principle to construct a system of canonical momenta and coor-
dinates of a symplectic vector space. Let us write our momenta and coordinates as linear
combinations
p(k) = −w2(k)ixi, (A.5)
q(k) = w1(k)ix
i (A.6)
of the variables xi for certain vectors w1(k) and w2(k). By definition, we must have
{q(k), p(l)} = δkl and {p(k), p(l)} = {q(k), q(l)} = 0 for all k, l. Using Eq. (A.2), this can
be rewritten as
w1(k)iΩ
ijw2(l)j = δkl (A.7a)
w1(k)iΩ
ijw1(l)j = w2(k)iΩ
ijw2(l)j = 0 (A.7b)
(see Eqs. (10a) and (10b)). As a result, we may decompose an arbitrary state vector x as
xi =
n∑
k=1
[−(w2(k)hxh) Ωijw1(k)j + (w1(k)hxh) Ωijw2(k)j] (A.8a)
=
n∑
k=1
(
p(k) Ω
ijw1(k)j + q(k) Ω
ijw2(k)j
)
(A.8b)
(see Eqs. (11) and (12)). The vectors ep(k) = Ω
ijw1(k)jei and eq(k) = Ω
ijw2(k)jei form a
symplectic basis of the symplectic vector space.
Let us return to the original system of variables x1, . . . , x2n (not necessarily canonical) of
our symplectic vector space. We define a (time-invariant) Hamiltonian function
H = 1
2
xiHijx
j, (A.9)
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whereH is symmetric. Using the generalized form of Hamilton’s equations and the properties
of Poisson brackets, we now derive the equation of motion
x˙i = {xi,H} = −ΩijHjkxk, (A.10)
where the dot denotes the time derivative. We may rewrite Eq. (A.10) as
x˙i = M ijx
j, (A.11)
with
M = −ΩH. (A.12)
We see that for a linear Hamiltonian system, MΩ = ΩTHΩ is symmetric. Conversely, if a
given matrix M is such that MΩ is symmetric (or equivalently, if Ω¯M +MTΩ¯ = 0), it is is
called a Hamiltonian matrix [58]. The dynamical system (A.11) is then a linear Hamiltonian
system on the symplectic vector space defined by Ω. In Subsec. A. 3, we generalize the result
that MΩ is symmetric to Hamiltonian systems that are nonlinear or for which Ω is not
necessarily invertible.
The matrix M describes the dynamical behavior (A.11) of the linear Hamiltonian system.
This matrix is not necessarily diagonalizable [35]; its Jordan normal form may contain Jordan
blocks of high order. Moreover, the eigenvalues of these blocks, which often but not always
appear in pairs or quadruples, may be zero, real, imaginary or complex. Linear Hamiltonian
systems may thus display a wide variety of inequivalent types of motion. An exhaustive list
of possibilities is given in Ref. [35]. In this paper, we restrict ourselves to systems where MΩ
is positive semidefinite. Even though this condition considerably limits the forms the normal
modes may take, we shall see that three inequivalent types still need to be distinguished.
It can be shown that any linear Hamiltonian system admits a special symplectic basis
in which the Hamiltonian takes its normal form [35, 59]. In terms of the momenta p(k)
and coordinates q(k) that correspond to this special symplectic basis, the Hamiltonian is a
direct sum of simple terms, each of which belongs to one of the families listed in Ref. [35].
Note that many of those types of irreducible terms depend on not just one but two or
more pairs of canonical momenta and coordinates. Here we consider Hamiltonians that are
positive semidefinite, for which the possibilities are more limited. Indeed, we have verified
that for all but three types, the irreducible term cannot be positive semidefinite by finding
53
a counterexample where the term takes a negative value. The only three exceptions, which
are positive semidefinite, are
Hposk (p(k), q(k)) =
1
2
ωk(p
2
(k) + q
2
(k)) (A.13a)
Hspeck (p(k), q(k)) = 0 (A.13b)
Hinerk (p(k), q(k)) =
1
2
p2(k), (A.13c)
where in Eq. (A.13a), ωk > 0; a term of this type is in fact positive definite. We introduce
the names positive, special zero and inertial zero respectively for the three types of terms
that may appear in the normal form of a positive-semidefinite Hamiltonian.
By Hamilton’s equations, p˙(k) = −∂H/∂q(k) and q˙(k) = ∂H/∂p(k), the three types of terms
correspond to the following types of motion:
positive:
 p˙(k) = −ωkq(k)q˙(k) = ωkp(k) (A.14a)
special zero:
 p˙(k) = 0q˙(k) = 0 (A.14b)
inertial zero:
 p˙(k) = 0q˙(k) = p(k). (A.14c)
It follows immediately from Eqs. (A.8b) and (A.11) that Eq. (A.14a) corresponds to a
positive normal mode (3) with ω = ωk, that Eq. (A.14b) corresponds to a special zero normal
mode (5) and that Eq. (A.14c) corresponds to a inertial zero normal mode (7), as defined in
Sec. II, if we set (ui1, u
i
2) = (Ω
ijw1(k)j,Ω
ijw2(k)j). An important practical consequence of the
fact that the normal modes of a Hamiltonian system form a symplectic basis is that we have
a direct expression (A.8a) for the decomposition of an arbitrary state vector into a linear
combination of the normal modes.
While the special zero normal mode (5) can be interpreted as the ω → 0 limit of the
positive normal mode (3), the inertial zero normal mode (7) is fundamentally different. One
might interpret it as the ω → 0 limit ofMu˜1 = u˜2Mu˜2 = −ω2u˜1, (A.15)
which for ω > 0 is equivalent to Eq. (3) if one sets u˜1 = u1/
√
ω and u˜2 =
√
ωu2.
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Notice that even if the original dynamical variables xi represent canonical momenta and
coordinates (which is not necessary), the special canonical momenta p(k) and canonical
coordinates q(k) of the normal form are still, in principle, linear combinations of all of the
xi. There is thus no guarantee that p(k) is a linear combination of the original momenta,
or that q(k) is a linear combination of the original coordinates, unless the system is of the
special form discussed in Subsec. A. 2.
2. Harmonically coupled point masses
The variety in the types of dynamics that linear Hamiltonian systems display (see Sub-
sec. A. 1 and Ref. [35]) may seem surprising. Such variety is not seen in the archetypal
example of a linear Hamiltonian system, a collection of point masses coupled by harmonic
springs, for which it is obvious how the normal-mode problem can be cast in the form of
a SDGEP. We shall see that this type of system is considerably simplified by the special
structure of its Hamiltonian, which is not present in all linear Hamiltonian systems. We
discuss the system of coupled oscillators here to show how it is special and to explain why
the most common method for solving the normal-mode problem cannot be used in the more
general case discussed in Sec. II and Subsec. A. 1.
The Hamiltonian of a system of harmonically coupled point masses is given by H =∑
i,j
1
2
pi(S
−1)ijpj +
∑
i,j
1
2
qiDijqj, where D is the force-constant matrix and S is the mass
matrix. The matrix S is positive definite; both matrices are symmetric. In the simplest case,
we have S = mIn, where m is the mass of a single particle. The variables pi and qi represent
the momentum and the displacement of particle i = 1, . . . , n. (In multidimensional systems,
we let i represent the spatial direction as well as the particle index; this does not affect the
mathematical structure.) If we write the state of the system as a single vector
x =
 p
q
 ∈ R2n, (A.16)
the matrix Ω takes its standard form (A.4), since the variables pi and qi form a canonical
system. The Hamiltonian takes the form (A.9) if we set
H =
 S−1 0
0 D
 . (A.17)
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Notice that H is block diagonal: the Hamiltonian does not contain any terms that couple
coordinates to momenta. The equation of motion is given by p˙
q˙
 = M
 p
q
 =
 0 −D
S−1 0
 p
q
 , (A.18)
where we have used Eq. (A.12). The structure of Eq. (A.18) is such that we can derive
equations of motion for the momenta and for the coordinates separately. For the coordinates,
we have
q¨ = S−1p˙ = −S−1Dq. (A.19)
The fundamental solutions of this equation may be found by calculating the eigenvectors q∗,
which satisfy S−1Dq∗ = λq∗. This equation is equivalent to the SDGEP
Dq∗ = λSq∗. (A.20)
If we assume that the Hamiltonian is positive semidefinite, so that the the classification of
Subsec. A. 1 is applicable, then D must also be positive semidefinite. We have that λ ≥ 0,
and the vector pair
(u˜1, u˜2) =
 Sq∗
0
 ,
 0
q∗
 (A.21)
satisfies Eq. (A.15) with ω =
√
λ. If ω > 0, this is a positive normal mode (3); if ω = 0, it
is a inertial zero normal mode (7). Notice that special zero normal modes (5) do not occur
in a system of coupled point masses.
We see that the normal-mode problem of a system of coupled point masses can be reduced
to the SDGEP, as is well known. The same is true for the normal-mode problems of the
wave equation or in elasticity theory, which have a similar mathematical structure (and are
in a sense continuum analogues of systems of harmonically coupled masses). However, the
same reduction cannot be applied to arbitrary linear Hamiltonian systems. What makes
the system of coupled point masses special is that a) there is a natural system of canonical
variables (the momenta and displacements of the individual masses); b) in this canonical
system, the Hamiltonian is the sum of a kinetic-energy term, which depends only on the
momenta, and a potential-energy term, which depends only on the coordinates; and c) the
kinetic-energy term is positive definite. As for the spin system, while it is not hard to
construct a system of canonical momenta and coordinates (condition a; see Ref. [41]), in this
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system the Hamiltonian generally does not separate into a kinetic-energy and a potential-
energy part (condition b), especially if the equilibrium configuration is not collinear. One
might remark that if the Hamiltonian is positive semidefinite a system of momenta and
coordinates that satisfies condition b must exist: such a system is a by-product of the
solution of the normal-mode problem (see Subsec. A. 1). The issue, of course, is that we do
not know this system when we start. Moreover, the kinetic-energy term is not guaranteed
to be positive definite (condition c) unless the Hamiltonian is positive definite. Section IV
presents a way in which the normal-mode problem of any linear Hamiltonian system can be
reduced to the HDGEP, provided that its Hamiltonian is positive semidefinite.
3. General Hamiltonian systems
In this Subsection, we generalize the approach of Subsec. A. 1 in two ways. First, we allow
the Hamiltonian system to be nonlinear. Second, we no longer require that the matrix Ω
defining the Poisson bracket at x = 0 is invertible. In the language of symplectic geometry,
the latter generalization means that the Hamiltonian system may be defined on a Poisson
manifold rather than a symplectic manifold. While any symplectic manifold is also a Poisson
manifold, the converse is not true. The spin system in Cartesian coordinates (see Sec. III) is
an important example. We shall show that even under these relaxed conditions, linearization
of the equation of motion of a general Hamiltonian system near an equilibrium point xi = 0
results in a linear Hamiltonian system. In particular, we shall show that the matrix MΩ (see
Sec. II) is symmetric. Moreover, we show that 〈MΩ〉 can be interpreted as the Hessian matrix
at the equilibrium point of the restriction of the Hamiltonian function to the symplectic leaf
that contains x = 0. This implies that 〈MΩ〉 is indeed guaranteed to be positive semidefinite,
as we require, provided that we linearize at a constrained local minimum of the Hamiltonian.
We fix a nonsingular local system of variables x1, . . . , xm in such a way that xi = 0 is
an equilibrium point. In this system of variables, we expand the Hamiltonian H to second
order in x as
H(x) = H0 − hixi + 1
2
xiAijx
j +O(‖x‖3), (A.22)
for a constant scalar H0 = H(0), vector hi = −∂H/∂xi|x=0, and symmetric matrix Aij =
∂2H/(∂xi∂xj)|x=0. We expand the Poisson bracket to first order as
{xi, xj} = −Ωij +Kijkxk +O(‖x‖2). (A.23)
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The properties of the Poisson bracket (antisymmetry, Jacobi identity) give the following
conditions on the coefficients of this expansion: Ωij must be antisymmetric (Ωij = −Ωji);
Kijk must be antisymmetric in the first two indices (K
ij
k = −Kjik); and we must have [60]
Kij lΩ
lk +KjklΩ
li +KkilΩ
lj = 0. (A.24)
The last condition follows from the Jacobi identity,
{xi, {xj, xk}}+ {xj, {xk, xi}}+ {xk, {xi, xj}} = 0, (A.25)
which holds for any Poisson bracket {·, ·}. From Eq. (A.23), we get
{xi, {xj, xk}} = −Ωjk{xi, 1}+Kjkl{xi, xl}+ {xi,O(‖x‖2)}
= KjklΩ
li +O(‖x‖).
(A.26)
Since this expression holds at any point x, we obtain Eq. (A.24) by collecting the constant
parts of the three cyclic permutations of it that appear in Eq. (A.25).
Using Eqs. (A.22) and (A.23) and the general properties of Poisson brackets, we derive
the equation of motion to first order from the generalized Hamilton equations,
x˙i = {xi,H} = Ωijhj +M ijxj +O(‖x‖2), (A.27)
where
M ij = −ΩikAkj −Kikjhk. (A.28)
Equation (A.28) may be considered as the equivalent of Eq. (21) for a general Hamiltonian
system. Since x˙i = 0 at xi = 0, we must have Ωijhj = 0. From this fact and Eq. (A.24), we
can derive that MΩ is symmetric, as follows. We may write (MΩ)ij = F ij +Gij, where F ij
is given by
F ij = −ΩikAklΩlj = ΩkiAklΩlj, (A.29)
and Gij is given by
Gij = −KiklhkΩlj = KkilhkΩlj. (A.30)
F ij is obviously symmetric (Aij is symmetric). We can see that G
ij is symmetric by rewriting
it as
Gij =
1
2
(
KkilΩ
lj −KjklΩli −Kij lΩlk
)
hk
=
1
2
KkilΩ
ljhk +
1
2
KkjlΩ
lihk − 1
2
Kij lΩ
lkhk,
(A.31)
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where we have used Eq. (A.24). If x = 0 is an equilibrium position, Eq. (A.27) implies
Ωijhj = 0 and the last term vanishes. The other two terms together are explicitly symmetric
under i↔ j.
Except for the fact that Ω is not necessarily invertible, we could conclude from the
symmetry of MΩ that the linearization x˙i = M ijx
j of a general Hamiltonian system near an
equilibrium point is a linear Hamiltonian system in the sense of Subsec. A. 1. To be explicit,
the matrix Ω of this linear Hamiltonian system is defined, according to Eq. (A.23), by
Ωij = −{xi, xj}|x=0 = {xj, xi}|x=0, (A.32)
which is the value of the Poisson bracket between xj and xi at x = 0, while the symmetric
matrix MΩ is given by
(MΩ)ij = −ΩikAklΩlj −KiklhkΩlj. (A.33)
Since Ω is antisymmetric, its rank is always even. We write rank(Ω) = 2n. If m > 2n
(Ω is not invertible), we can make Ω invertible by interpreting the matrices Ω and MΩ as
restricted to the 2n-dimensional image space of Ω. In the notation of Sec. II, we get 〈Ω〉 and
〈MΩ〉. We may do this because the image space of MΩ is contained in the image space of
Ω. Thus, the matrices 〈MΩ〉 and 〈Ω〉 together define a proper linear Hamiltonian system.
Our method for the normal-mode problem requires that 〈MΩ〉 be positive semidefinite
(see Sec. IV). We can show that it is if x = 0 is a (constrained) local minimum of the Hamilto-
nian H. For simplicity, we first consider the case m = 2n (Ω is invertible). If Ω is invertible,
we have h = 0, so that MΩ = −ΩAΩ = ΩTAΩ. Evidently, MΩ is positive (semi)definite if
and only if A, the Hessian matrix of H, is positive (semi)definite. Consequently, if x = 0 is
a local minimum of H, then MΩ is positive semidefinite.
For m > 2n, the dynamical matrix (A.28) is no longer determined only by the Hessian
matrix A of H; there is an additional h-dependent term, which is essential. We shall see
that the matrix 〈MΩ〉 can be interpreted as the Hessian matrix of the restriction of the
Hamiltonian function H to a certain 2n-dimensional submanifold containing x = 0. For
example, while the HamiltonianH = −m·zˆ has no local minimum on R3, is has a constrained
minimum at m = zˆ on the set S2c=1 = {m ∈ R3 : ‖m‖ = 1}. For positive semidefiniteness
of 〈MΩ〉 we do not require that x = 0 be an actual local minimum of H; it is sufficient
that x = 0 be a constrained local minimum on this submanifold. To define the relevant
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submanifold in a general setting, it is necessary to use some elements from the theory of
symplectic structures and Poisson structures [40].
In a symplectic manifold, any point (that is, any state of the system) may be reached
from any other point by following the trajectory generated by a suitably chosen Hamilto-
nian function H, or a finite sequence of such trajectories. In a Poisson manifold, this is not
necessarily the case. However, by the splitting theorem on Poisson manifolds [40], a Poisson
manifold can be divided into equivalence classes of points for which this is possible. These
equivalence classes are symplectic submanifolds of the Poisson manifold and are called sym-
plectic leaves. Two points of a Poisson manifold are in the same symplectic leaf if one can get
from one point to the other through a finite sequence of trajectories induced by Hamiltonian
functions. For example, consider a conservative spin system (see Sec. III) with a single spin
m ∈ R3, which is governed by the equation of motion m˙ = m × ∇H. Since this equation
conserves ‖m‖, a spin in position m = zˆ will never end up in position m = 1
2
zˆ, regardless
of the choice of H. However, it may at some point in time reach m = yˆ, for instance if
the Hamiltonian is given by H = m · xˆ. Thus, the Poisson manifold of the conservative
single-spin system (that is, R3 equipped with the spin Poisson bracket; see Sec. III) splits
into symplectic leaves of the form S2c = {m ∈ R3 : ‖m‖ = c} for c ≥ 0.
It can be shown that the 2n-dimensional symplectic leaf containing the equilibrium point
x = 0 can locally be parametrized by a vector vi, which we require to lie in the image space
of Ωij, as
xi = −Ωijvj − 1
2
KijkΩ
klvjvl +O(‖v‖3) (A.34)
if we assume that the Poisson bracket of the Poisson manifold is of the form (A.23). By
substitution of this expression into (A.22), we find that in terms of v, the Hamiltonian
becomes
H(v) = H0 + hiΩijvj
+
1
2
(−ΩikAklΩlj −KiklhkΩlj) vivj +O(‖v‖3). (A.35)
Here we have used that v = O(‖x‖): the fact that v lies in the image space of Ω guarantees
Ωijvj 6= 0 in Eq. (A.34). If x = 0 is an equilibrium point, the linear term in Eq. (A.35)
vanishes (Ωijhj = 0). The matrix of the quadratic term in Eq. (A.35), which is identical
to the Hessian matrix of the Hamiltonian H restricted to the symplectic leaf, is identical to
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〈MΩ〉 (A.33). (We must write the angular brackets 〈·〉 here because v was assumed to lie
in the image space of Ω.) Thus, if x = 0 is a local minimum of H on the symplectic leaf
that contains the point x = 0, the matrix 〈MΩ〉 is positive semidefinite and the method
presented in Sec. IV can be used.
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