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Abstract
The best global models for Earth’s gravitational field are provided by recent satellite mis-
sions like CHAMP, GRACE and GOCE. The research in this thesis is dedicated to find-
ing favourable parameters for possible future multi-pair satellite formations that follow in
GRACE’s footsteps.
A software framework was developed in the Python programming language that allows
the study of such satellite formations using a range-acceleration approach to gravity recov-
ery. The computational performance of this framework was improved significantly through
several optimization steps, amongst others involving successful parallelization of multiple
simulations and the exploitation of a GPU-accelerated version of the mathematical library
BLAS.
A large number of parameter studies were performed in an attempt to define criteria for the
automatic quantification of the objective quality of specific multi-pair mission scenarios. This
was achieved by analyzing and assessing several characteristics of the recovered potentials
in both the spatial and the spectral domain.
Using the custom software framework as well as the developed benchmarks for a recov-
ered potential, a genetic algorithm capable of autonomously finding optimal combinations
of multiple satellite formations was implemented. This genetic algorithm was then tested in
a simple scenario, intended to find the optimal complimentary formation to a single polar
satellite pair modelled after the GRACE twin-satellite mission.
The performed genetic algorithm simulation suggests that a pendulum on a  58° inclined
orbit with a long along-track baseline and an opening angle of around 40° would make a
good companion for GRACE.
While finalizing this thesis a flaw in the custom software was discovered that affected all sim-
ulations performed in the context of the parameter studies and the genetic algorithm. This
means that the results presented in this thesis should be considered with a critical mindset.
The developed methodologies used to arrive at these results are however sound and could
be used in future studies.
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1Chapter 1
Introduction
Precise knowledge of Earth’s gravitational potential has been an ambition of the scientific
community for a long time. Historically, gravity on Earth’s surface was measured through
observing its effects on either the frequency of a pendulum, the elongation of a spring, or
the time a free falling object takes to travel a known distance from rest. These methods are
inherently localized. A large-scale model of Earth’s gravitational potential thus could only
be obtained by combining many point measurements and performing several adjustments
to account for differences in observation techniques and other influences.
Early missions designed to determine Earth’s potential by accurately measuring satellite or-
bits provided a first, albeit rough, truly global model. Wishing to improve on these first
attempts at modeling Earth’s potential globally, a series of satellite missions were launched
into orbit in the new millennium: In 2000 the CHAMP1 satellite was launched, the GRACE2
twin satellites and the most recent mission, GOCE3 followed in 2002 and 2009 respectively.
Data gathered by each of these missions significantly improved the accuracy and consistency
of the previously available gravity models. GRACE was particularly useful for determining
temporal variations in the gravitational field.
With knowledge of the changes in Earth’s potential, researchers from science, engineering
and environmental backgrounds have a tool to examine various mass transport processes
occurring in, on or around Earth. Applications of these models range from the observation
of slow-moving magma currents in Earth’s mantle to the study of global ocean circulation,
the thinning of ice sheets in Antarctica and Greenland or the seasonally changing water
household of the Amazon basin.
One deficit of the ongoing GRACE mission is that the orbital configuration chosen for its
two satellites cannot recover Earth’s gravitational field with uniform resolution. More pre-
cisely, GRACE’s two satellites fly on a polar orbit, one following the other at a distance of
approximately 220 km. This configuration entails that the measurements made by these two
satellites are much more sensitive to potential field variations in North-South direction, with
almost none of the signal in East-West direction being picked up. Furthermore, natural or-
bital decay experienced by the two GRACE satellites causes continuous shifts in the ground
track pattern. These shifts often lead to large gaps in observations or, conversely, poor spa-
tial resolution. In addition to the suboptimal orbital configuration and the intermittently
poor resolution, the quality of the data obtained from the GRACE mission is further dimin-
ished by the long time interval that often passes between two subsequent samplings of the
1Challenging Minisatellite Payload
2Gravity Recovery and Climate Experiment
3Gravity Field and Steady-State Ocean Circulation Explorer
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same area of Earth’s gravitational field. A particularly striking example of the effects of the
aforementioned problems are artifacts such as the striping pattern in the recovered potential
shown in Figure 1.
Figure 1: Example of a potential field showing striping pattern.
With ever increasing demands to models of Earth’s potential, plans are being made for a new
generation of satellite missions to further refine the quality of existing gravity models. These
plans are still in the early stages, and so many opportunities to provide input to the design
of a possible future mission still exist.
Two ESA4-funded projects extensively studied the prospect of such future missions (van
Dam et al. (2008) and Anselmi et al. (2011)), taking a very structured approach. Key pa-
rameters for several potential satellite missions were developed, and the advantages and
disadvantages of these mission concepts were studied extensively. One result of these stud-
ies was that when flying more than one pair of satellites, the quality of measurements is
highly sensitive to the orbital parameters of those satellite pairs.
Wiese et al. studied such multi-pair formations using Monte-Carlo simulations (Wiese et al.,
2011). Mission configurations with two satellite pairs were postulated, one of these pairs
flying on a polar orbit and the other on an inclined orbit. The goal of this study was to find
the optimal combination of two parameters: The orbital pattern shared by both formations
and the inclination of the second non-polar satellite pair.
The research presented in this thesis tackles the same problem of optimizing multi-pair mis-
sion parameters, but from a different angle. Two aspects of possible future gravity mission
4European Space Agency
3— satellite formations and sampling patterns — are studied in an attempt to identify the
most promising approaches for future missions. This goal is achieved by first developing
software that is capable of simulating such gravity recovery missions. This software is then
used at the core of a genetic algorithm, whose purpose it is to autonomously tune many of
the parameters defining such a mission with the ultimate aim of finding the optimal combi-
nations of these defining parameters. This algorithm is then tested in a simulation modelled
after the one described by Wiese et al.. This algorithm searches for the optimal companion
to a postulated single-pair satellite mission. Apart from the applied methodology — Monte-
Carlo simulations vs. Genetic algorithms — an important distinction with regard to Wiese
et al.’s work is that a much higher degree of freedom is allowed for the variable parameters
defining the second of the two satellite formations.
The following paragraphs sketch out the structure of this thesis, highlighting the main steps
taken in the attempt to find such an optimal solution given minimal constraints.
In Chapter 2, a summary of the fundamental knowledge needed to follow the thoughts pre-
sented in this thesis is given. This includes some basic mathematical and naming conven-
tions, which are important to avoid confusion and misunderstandings in the following chap-
ters. Following this, a brief description of adjustment theory — the employed methodology
of determining a gravity potential from satellite observations — is given. Afterwards, a list
of the reference frames used in this thesis is laid out. Building on this foundation, equations
describing the movement of satellites in these frames are presented. The last sections of this
chapter detail the canonical way of modeling the gravitational potential of the Earth and
show how this model is parameterized.
In Chapter 3, it is shown how a gravity model can be synthesized from satellite observations
in a simple, purely theoretical example. With the understanding gained from this example, a
more complicated set of equations used to obtain a gravity model from multi-satellite range-
acceleration observations — as for example obtained by the GRACE mission — is presented.
An outline of the steps that need to be carried out in a complete performance evaluation of
such a satellite formation follows.
Chapter 4 focuses on the tools used to implement a multi-pair simulation and evaluation sce-
nario. A short introduction of the employed Python programming language and the used
extension modules thereof is followed by a detailed explanation of the implemented cus-
tom software and its application towards gravity field recovery. Criteria are developed that
objectively measure the quality of such a recovered potential.
Chapter 5 presents the first simulations made with the custom software. These simulations
take the form of parameter studies, testing the effects of small changes in the input param-
eters on the resulting potential model and the objective criteria describing it. Knowledge
of these responses then allows for the development of an autonomous evaluation and com-
parison mechanism for gravity recovery simulations. This mechanism in turn is used in the
implementation of a completely rule-based optimization mechanism, capable of operating
without intervention by a human user, in the next chapter of the thesis.
In Chapter 6, the implementation of the chosen optimization routine — the genetic algo-
rithm — is presented. The insights gained from the parameter studies are then used to tune
the boundaries and rules of the evolutionary strategy employed in this algorithm. The re-
sults of an extensive optimization simulation using the developed genetic algorithm are then
presented and analyzed.
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Chapter 7 offers some closing remarks, summarizing the gained knowledge and pointing
out avenues for possible future continuation of the work.
Important note
During the finalization of this thesis, an error in the way spherical harmonics coefficients
were adjusted was discovered. This flaw affected all performed simulations. This error and
its consequences are detailed at the appropriate point in Section 4.2.2.1. The error led to a
divergence in the calculated results from the true results of these simulations. This means
that all results presented in this thesis, including the analysis based on these results, should
be considered flawed. The reader of this document should always keep this in mind.
This flaw does however not invalidate the applied methodologies, only their results. As
the ground work laid in this thesis is complete and available, the simulations performed
in Chapters 5 and 6 could easily be repeated with minimal effort. After repeating some
parameter studies, the boundaries and rules of the genetic algorithm could be readjusted to
reflect these changes. The developed technique of automatically evaluating and comparing
individuals in a genetic algorithm could then be reapplied.
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Fundamentals
In this chapter, explanations of the mathematics and procedures used in later parts of this
thesis will be given in simple terms. This should allow those not intimately familiar with the
subject matter to follow the thoughts presented here more easily and will also serve to avoid
ambiguities and vagueness in the following chapters. A short summary of the conventions
followed regarding coordinates, angles and rotations is followed by a brief description of
linear least squares adjustment. Further, fundamentals on satellite orbits and an approach to
modeling Earth’s gravitational potential are presented.
2.1 Coordinate systems, angles and rotations
Coordinate systems of two types, Cartesian and spherical, will be used in this thesis. The
axes of Cartesian systems are named x, y and z respectively, with the possibility of a sub-
script to show the corresponding reference frame. Bold and upright typeface indicates a
vector. Spherical coordinate systems are described by radius r, longitude λ and latitude φ.
φ will often be expressed in terms of the spherical co-latitude θ = pi/2  φ. This is shown in
Figure 2.1.1. The unit vectors corresponding to the reference system axes are named e, with
two subscripts indicating the reference frame and the axis.
Unless indicated otherwise, all coordinate systems follow the right-hand rule. Positive rota-
tions are counter-clockwise around the reference axis. For simple rotations, this leads to the
following rotation matrices.
R1(α) =
2
41 0 00 cos(α) sin(α)
0   sin(α) cos(α)
3
5 (2.1.1a)
R2(β) =
2
4cos(β) 0   sin(β)0 1 0
sin(β) 0 cos(β)
3
5 (2.1.1b)
R3(γ) =
2
4 cos(γ) sin(γ) 0  sin(γ) cos(γ) 0
0 0 1
3
5 (2.1.1c)
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Figure 2.1.1: Cartesian and spherical coordinates
2.2 Adjustment theory
In this thesis, many assumptions are made. Then, based on those assumptions, models are
designed, and these in turn are evaluated mathematically. At the core of this process, a tool
is required to find a solution to a problem which best fits with the rules of these models. This
tool is called adjustment theory.
The following paragraphs will give a brief summary of the procedures and nomenclature
associated with adjustment theory in this thesis. A simple example will be used to illustrate
the steps involved in arriving at a solution via the linear least squares process first proposed
by Carl Friedrich Gauß (Niemeier, 2002, p. 109). There are many more recent and accessible
descriptions of the processes and characteristics of adjustment theory in general and least
squares adjustment in particular, for example the textbook ‘Ausgleichsrechung’ by Wolfgang
Niemeier (Niemeier, 2002).
Say one wants to find the formula describing a straight line in 2-dimensional Cartesian coor-
dinates, which best approximates a number of given points on the xy-plane. First one needs
to express the model to which a solution is desired mathematically.
y = ax + b (2.2.1)
Equation 2.2.1 describes this straight line, with the parameter a giving the slope of the line,
and b giving the offset at x = 0. The next step to find the solution to this problem is to
transform the model to matrix notation, separating the variables and the parameters.

y
|{z}
y
=

x 1
| {z }
A


a
b

|{z}
x
(2.2.2)
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In Equation 2.2.2, y is called the observation vector. It contains the result — or observation —
obtained when evaluating the right-hand side of the linear system. A expresses the design
of the model, the way the variables and parameters are combined to form the observation. It
is quite fittingly called the design matrix. The vector x is referred to as the parameter vector
and — as the name suggests — holds the parameters.
Given this equation and the coordinates of two points, one can easily find the parameters
describing the straight line through these points. These points could be P1(0, 0) and P2(1, 1).
With each observation giving one line in the linear system of Equation 2.2.2, one arrives at
the following 
1
2

|{z}
y
=

1 1
2 1

| {z }
A


a
b

|{z}
x
(2.2.3)
y has the dimension 2 1, since two observations — namely y = 1 at x = 1 and y = 2 at x = 2
— were made. Accordingly, A has dimension 2 2, for 2 observations and 2 parameters. The
size of x doesn’t change, as the number of parameters in the model is constant. The solution
for Equation 2.2.3 is obtained by left-multiplying with the inverse of A.
A 1y = A 1Ax = x 1 1
2  1
 
1
2

=
 1 1
2  1
 
1 1
2 1

x

1
0

=

1 0
0 1

x
x =

1
0

The solution obtained states that parameter a, the slope, has value 1, and parameter b, the
offset, has value 0. This is a clear and simple solution to this problem. Now, another ob-
servation is introduced at P3(3, 4). The system is now over-determined, as there are more
observations than there are parameters to be estimated. Additionally, the new observation
doesn’t fit with the parameters calculated before. It is immediately obvious that there is no
straight line through all three points. Linear least squares defines that Equation 2.2.2 is to be
augmented with an additional vector, the residual vector e.
y = Ax + e (2.2.4)
Gauß stated that the best solution to this problem is the one in which the square sum of the
residuals in e is minimized.
∑
i
e2i ! min
A set of parameters which fulfills this criteria is said to be ‘adjusted’ or ‘estimated’ and is
written as xˆ. The formula to arrive at xˆ is given in Equation 2.2.5
xˆ =

ATA
 1
ATy (2.2.5)
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The right-hand side of Equation 2.2.5 contains the product ATA. This is called the normal
equation matrix N. It contains information regarding the correlation and variance of the
adjusted parameters.
After calculating the adjusted parameters xˆ, the actual residuals of the calculation can easily
be determined in a two-step process. First, the adjusted observations are calculated,
yˆ = Axˆ (2.2.6)
The residuals are the difference between the adjusted observations and the input observa-
tions.
eˆ = y  yˆ (2.2.7)
With the values of our example, we get the following equation system.2
412
4
3
5
|{z}
y
=
2
41 12 1
4 1
3
5
| {z }
A


a
b

|{z}
x
+
2
4e1e2
e3
3
5
| {z }
e
Solving for xˆ, we apply Equation 2.2.5.
xˆ =
0
BBBBB@

1 2 3
1 1 1

| {z }
AT
2
41 12 1
3 1
3
5
| {z }
A
1
CCCCCA
 1


1 2 3
1 1 1

| {z }
AT
2
412
4
3
5
|{z}
y
with results
xˆ =

1.5
  23

, yˆ =
1
6

2
4 514
23
3
5 , eˆ = 1
6

2
4 1 2
1
3
5
The adjusted straight line has slope 1.5 and offset  2/3. The y-coordinate of the straight line
at the x-coordinates given by P1, P2 and P3 is the adjusted observation yˆ. The vertical separa-
tions between the adjusted straight line and the given points are the residuals xˆ. Figure 2.2.1
shows some of these values graphically.
Figure 2.2.1 also demonstrates some of the pitfalls and intricacies of optimizing a solution
with the least-squares method. If one were to solve this problem by hand, drawing a straight
line through a cloud of points, one would try to minimize the Cartesian distance between
the points and the adjusted line. However, the way the problem was phrased here gives a
different solution. The adjusted parameters only minimize the distance along the y-axis. This
is due to the fact that the points of the observations — the x-coordinates — are presumed to
be without error.
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If one would want to adjust both the x and the y-coordinates of the points, the model de-
scribing the problem would need to be rephrased to reflect this new assumption. One would
of course also receive a different solution to this modified adjustment.
This shows how small changes to the phrasing of a problem can lead to very different models
and solutions.
y
P1
P2
P3
x0 1
1
 2
 1
eˆ1
eˆ2
eˆ3
Figure 2.2.1: Adjusted straight line
2.3 Reference frames
Two generalized reference frames, an Earth-centered, Earth-fixed reference frame and an
Earth-centered, space-fixed reference frame, are used. These are based on, but not strictly
compliant with those described in the relevant technical literature (Petit and Luzum, 2010,
pgs. 21 – 43). The Earth-centered, space-fixed frame is designated the inertial frame, or i-
frame. The Earth-centered, Earth-fixed frame is designated the Earth-fixed frame, or e-frame,
in turn.
The inertial frame’s axes are defined as follows:
xi: Points towards the mean dynamical equinox. For this reference frame, this is a fixed
point in space, the point of intersection between Earth’s equatorial plane and the eclip-
tic plane of the solar system at the Julian epoch J2000.0. This corresponds to January
1st, 2000 12:00 Terrestrial Time (Seidelmann and Fukushima, 1992).
zi: Collinear with Earth’s rotation axis. Oriented north.
yi: Completes the coordinate system right-handedly.
The Earth-fixed frame is given by:
xe: Points to the intersection of the local meridian at Greenwich with the equator.
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ze: Equal to zi
ye: Completes the coordinate system right-handedly.
The transformation between these systems is given by a simple rotation around the ze/zi axis
common to both frames. With the measure GMST1 given as the angle between the dynamical
equinox and the local meridian at Greenwich, the transformations are xe = R3(GMST)  xi
and xi = R3( GMST)  xe respectively. Effects like precession, nutation and polar motion
which further refine these reference frames are disregarded in this thesis.
2.4 Satellite orbits
In first approximation satellites in orbit around Earth follow Kepler’s three laws. In their
canonical phrasing, these are:
1. The orbit of every satellite is an ellipse with the Earth at one of the two foci.
2. A line joining a satellite and the Earth sweeps out equal areas during equal intervals of
time.
3. The square of the orbital period of a satellite is directly proportional to the cube of the
semi-major axis of its orbit.
For the purposes of this thesis, all nominal orbits are arranged to be circular. The position of
a satellite on such an orbit with regard to the i-frame can be described by four of the usual
six Keplerian elements (see Figure 2.4.1):
a: The semi-major axis of the orbital ellipse, or in our case the radius
Ω: Longitude of the ascending node, the point where the satellite’s orbit passes upward
through the equatorial plane.
I: Inclination of the orbital plane, measured at the ascending node.
M: Mean anomaly, describes the position of the satellite on its orbit.
For completeness, the other Keplerian variables which apply for non-circular orbits are the
first numerical eccentricity e, indicating the flattening of the orbital ellipses and the argument
of perigee ω which defines the orientation of the semi-major axis of the orbital ellipses in the
orbital plane.
The coordinates of a satellite in the inertial or Earth-fixed frame can be derived from the
Keplerian elements by first computing the coordinates in a local frame, and then applying
several rotations. The local frame in this case is the perifocal frame, or p-frame. Its origin is
identical to that of the i-frame. The xp-axis points towards the ascending node. The zp-axis
is given by the angular momentum vector of the orbit, which is perpendicular to the orbital
plane. The yp-axis again completes the right-handed system.
The coordinates of a satellite in the p-frame at any time t are given by:
xp(t) = a 
2
4 cos(M(t))sin(M(t))
0
3
5 (2.4.1)
1Greenwich mean sidereal time
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The transformation to the i-frame is then given by:
xi = R3( Ω)R1( I)xp (2.4.2)
Some further simple relationships and variables with regard to satellite orbits exist: First,
the mean angular velocity n of a satellite — the first derivative of M — is tied to the semi-
major axis of its orbit by the following relation: n2a3 = GM, with GM being the gravitational
constant multiplied by the mass of the attracting body, Earth. Second, the duration of one
orbital revolution of the satellite is simply T = 2pi/n. When talking about satellite altitude h
in this thesis, the height referred to is the difference of the satellite’s orbit’s semi-major axis
and Earth’s mean radius: h = RE   a.
xi
yi
zi
a
IΩ
zp
xp
yp
M
zhxh
yh
Figure 2.4.1: Keplerian elements, perifocal frame and hill frame
2.4.1 J2-Perturbations
In order to better approximate real satellite orbits, the synthesized orbits in this thesis take
the effects caused by Earth’s flattening into account. This effect is characterized by the di-
mensionless constant J2 = 1.082 63  10 3, the negative of the unnormalized spherical har-
monics coefficient c2,0 (for details about spherical harmonics coefficients, see section 2.5). It
causes three of the six Keplerian elements to change with time. The three affected elements
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are ω,Ω and M. The secular drift rates of these elements for circular orbits are given below.
All periodical changes are neglected.
ω˙ =  3
4
n J2

RE
a
2  
1  5 cos2 I (2.4.3a)
Ω˙ =  3
2
n J2

RE
a
2
cos I (2.4.3b)
M˙ = n  3
4
n J2

RE
a
2  
1  3 cos2 I (2.4.3c)
Detailed information on the derivation of these drift rates is given by Kaula (1966). In Equa-
tion 2.4.3c, we can see that J2 has an effect on the angular velocity of the satellite, making it
dependant not only on the semi-major axis of the orbit but also on the inclination. In this
J2-perturbed field, the satellite’s speed u˙ is given by the sum of the perigee drift and the drift
of the mean anomaly.
u˙ = ω˙+ M˙ (2.4.4)
2.4.2 Repeat orbits
A satellite in orbit around Earth forms a ground track, this is the path traced by the continu-
ous projection of the satellite’s position onto Earth’s surface. Repeat orbits are defined by two
co-prime numbers, α and β. β is a number of orbital revolutions, α a number of nodal2 days.
A repeat mode of α = 8, β = 125, often written as 125/8, means that after exactly 8 nodal days
a satellite has completed 125 orbital revolutions, and is again over the exact spot on Earth’s
surface it started on. The ground tracks of repeat orbits are closed curves that form a regular
pattern, as illustrated in Figure 2.4.2. All satellite orbits in this thesis are repeat orbits.
Another attribute of repeat orbits is the fashion in which they sample Earth’s surface. This
sampling behaviour is characterized by the succession of the satellite’s ascending arc cross-
ings of the equator. During the satellite’s first circumnavigation of the Earth, the ascending
arc crossing and descending arc crossing mark two opposing points on Earth’s equator. The
largest gap on the equator where no measurements were taken is thus half of Earth’s circum-
ference. As the satellites travels in inertial space, the rotation of the Earth and the satellite’s
nodal drift combine to form a pattern that slowly fills these sampling gaps on the equator.
The gap between two consecutive ascending node crossings is called the fundamental inter-
val.
To analyze the behaviour of a specific repeat orbit, two graphs are usually employed, the cov-
erage matrix and the gap evolution graph (Anselmi et al., 2011). A coverage matrix shows the
pattern in which an orbit iteratively fills the fundamental interval with additional ascending
node crossings. On the x-axis, the position of the satellite on the fundamental interval is plot-
ted, with the y-axis indicating the elapsed time. Usually, data points for this matrix are given
in one-day intervals. After α days, the coverage pattern repeats. The gap evolution graph
2The duration of a nodal day is dependant on the characteristics of a satellite’s orbit and is thus variable. This
has to be considered when comparing repeat modes.
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Figure 2.4.2: The dense ground track pattern of a 67/4 repeat orbit.
shows the progression of the minimum, the maximum and the average remaining sampling
gap on the fundamental interval over time.
The coverage matrix allows us to categorize repeat orbits as one of two types. Drifting repeat
orbits fill the equatorial gap in a sequential manner, while skipping orbits ‘skip’ around in
the coverage matrix, exhibiting a more complex pattern.
The gap evolution graph allows for the identification of sub-cycles in repeat orbits. The sub-
cycle of a certain repeat mode occurs at that day in the repeat cycle where the minimum gap
and the maximum gap get simultaneously close to the average gap, forming a ‘waist point’.
One significance of a sub-cycle is that when it is completed, the ground track pattern is quite
homogeneous, similar to that of a complete repeat orbit. Another aspect of a sub-cycle is that
the shorter it is, the faster the repeat orbit is at filling the largest gaps in the fundamental
interval with additional samplings. This metric can be a helpful indicator when analyzing
orbital patterns. If more than one such waist point exists, the most pronounced is designated
the sub-cycle with the others being referred to as pseudo sub-cycles.
Figure 2.4.3 shows the coverage matrix and gap evolution graph of a drifting orbit, with
Figure 2.4.4 showing those of a skipping orbit.
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Figure 2.4.3: Graphs for 271/17 drifting orbit. Sub-cycle at 1 day.
Figure 2.4.4: Graphs for 503/32 skipping orbit. Sub-cycle at 7 days.
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2.4.3 Hill equations
Simple orbits for a single satellite are easily described using the Keplerian elements. For
multiple satellites in formation flight patterns, there is a more powerful and intuitive set of
formulas, the Hill equations (Hill, 1886). The Hill equations describe the flight of a satellite
in a frame which is itself moving on a circular reference orbit. This moving frame is the Hill-
frame, or h-frame. Imagine a satellite moving on a circular orbit around the Earth. For this
satellite, the local Hill-frame — with its origin at the satellite’s center of gravity — is defined
as follows at any point in time (see Figure 2.4.1 on page 11):
xh: Along-track. On a circular orbit, this axis points in the direction of the satellite’s veloc-
ity vector.
zh: Radial. From the i-frame’s origin upwards through the satellite’s center of gravity.
yh: Cross-track. Completes the system left-handedly.
The transformation from the Hill-frame to the inertial frame is given by the following rota-
tions and substitutions: 2
4xiyi
zi
3
5 = R3( Ω) R1( I) R3( M)
2
4zhxh
yh
3
5 (2.4.5)
The local Hill-frame is fixed to the first satellite’s center of gravity, meaning this satellite is at
the origin of the rotating Hill-frame at all times. The coordinates of a second satellite in the
Hill-frame are given by the homogeneous solution of the Hill differential equations which
describe the movement of a satellite in a secularly J2-perturbed field. The derivation of these
equations are given in Vancoevorden (1992) and Sneeuw (2006a). With the angular velocity
of the satellite now u˙ instead of n, these coordinates are:
xh(t) =  2A0 sin(u˙t + α)  32 u˙t zoff + xoff (2.4.6a)
yh(t) = B0 cos(u˙t + β) (2.4.6b)
zh(t) = A0 cos(u˙t + α) + zoff (2.4.6c)
Where A0, B0, α, β, xoff and zoff depend on the starting position x0 = [x0, y0, z0]
T and velocity
x˙0 = [x˙0, y˙0, z˙0]
T of the second satellite in the hill frame.
A0 =
1
u˙
q
z˙20 + (2x˙0 + 3u˙z0)
2 B0 =
1
u˙
q
y˙20 + (u˙y0)
2 (2.4.7a)
α = arctan

z˙0
3u˙z0 + 2x˙0

β = arctan
 y˙0
u˙y0

(2.4.7b)
xoff = x0   2z˙0u˙ zoff =
2
u˙
(x˙0 + 2u˙z0) (2.4.7c)
It is thus possible to design intricate formations by carefully selecting these variables (Shar-
ifi et al., 2007). Let us take a look at the hill equations for a GRACE-type leader-follower
formation.
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According to the GRACE Fact Sheet (GRACE Fact Sheet, 2003), the twin satellites were ini-
tially placed in a near-polar orbit at roughly 500 km. One satellite, GRACE-1 flies on this
orbit, with the second, GRACE-2 trailing at a distance of roughly 220 km. Expressed in Ke-
plerian elements, this means that I = 89°, a  6871 km and that there is a specific Ω = Ω0,
which is the same for both satellites. The orbits differ, however in the mean anomaly M.
The leading satellite follows this orbit precisely. With a starting position for GRACE-2 of
x0 = [ 220, 0, 0]T km (GRACE-1’s along-track axis points in flight direction) and initial ac-
celerations x˙0 all zero, we insert these values into Equation 2.4.6 on the previous page and
receive the following start values:
A0 = 0 km B0 = 0 km
α = 0° β = 0°
xoff =  220 km zoff = 0 km
With these values and Equation 2.4.6, GRACE-2’s coordinates in GRACE-1’s system — the
Hill-frame — can be determined at all times. Due to the nature of the start values, GRACE-2’s
coordinates are even constant.
Now, let us examine what happens to the orbits with slightly different starting values, for
example an additional offset in cross-track direction. Let x0 = [ 220, 100, 0]Tkm, and x˙0 =
[0, 0, 0]Tkm. The resulting hill coefficients are:
A0 = 0 km B0 = 100 km
α = 0° β = 90°
xoff =  220 km zoff = 0 km
Inserting into Equation 2.4.6 yields a constant along-track separation, but an oscillating cross-
track separation yh(t) = 100 km  cos(u˙t + 90°) (See Figure 2.4.5). This oscillating motion is
responsible for this formation’s name, pendulum-formation. It is important to note that in
this thesis the maximum amplitude of the pendulum is always reached when the formation is
crossing the equator. In theory, pendulums with a maximum deflection at different latitudes
can be constructed, they would however require that the orbits of the participating satellites
have differing inclinations. This would lead to inconsistent drift rates of the ascending node
for the two satellites (compare Equation 2.4.3b) which would cause the pendulum formation
to become unstable, with the satellites slowly drifting away from their desired locations with
respect to one another.
These are the two formation types we will be using in this thesis’ deliberations, but fur-
ther formations are also possible, for example the cartwheel-formation with one satellite
revolving around another in an ellipse in the xh/zh-plane. Another possibility is the LISA-
formation, with multiple satellites surrounding a common barycenter on a circle tilted rela-
tive to the xh/zh-plane (Sharifi et al., 2007).
2.5 Gravitational potential
Earth’s internal mass distribution is not uniform but somewhat irregular. As a result, Earth’s
gravitational potential is of a similarly irregular shape. For obvious reasons the direct mea-
surement of Earth’s internal mass distribution for the purpose of modeling the gravitational
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Figure 2.4.5: Grace-type and pendulum-type Hill formations
potential is not possible. The approach taken to gain insight into Earth’s potential is to sub-
stitute knowledge of the source of the potential, the mass distribution, with measurements
of the effect of the potential, gravity. Gravitational measurements can be made at varying
heights: At sea level, on the surface of land masses, from airborne vehicles or even from
satellites. Inferring the coefficients of Earth’s potential from such measurements constitutes
a boundary value problem, the solution to which goes beyond the scope of this short intro-
duction. Suffice it to say that — using tools from the mathematical field of potential theory
— one arrives at a representation for Earth’s potential V which is based on a set of orthogo-
nal (and in some cases orthonormal) base functions on the sphere, the spherical harmonics.
For details on how one arrives at this conclusion, see Sneeuw (2006b) or Heiskanen et al.
(1967).
V(r,λ, θ) =
GM
R
∞
∑
l=0

R
r
l+1 l
∑
m= l
cl,m Yl,m(λ, θ) (2.5.1)
Equation 2.5.1 shows the complete formula describing Earth’s potential. The following para-
graphs explain the significance and relations of the variables occurring in this equation.
The main variable is the spherical harmonic Yl,m. It is identified by two unique indices, the
degree l and the order m. For each degree l, the order index m runs from l up to l, resulting
in 2l + 1 unique spherical harmonics (Hobson, 1931).
Yl,m(λ, θ) = Pl,m(cos θ) 

cos mλ 8 m  0
sin mλ 8 m < 0 (2.5.2)
The spherical harmonic can be split in two parts. The Legendre function Pl,m(cos θ) and the
longitudinal term cos mλ / sin mλ.
The Legendre function Pl,m(cos θ) is dependant only on l, m and the co-latitude θ. It is con-
stant with regard to the longitude. Figure 2.5.1 shows the shape of some Legendre functions
of a small degree. The Legendre functions and their derivatives can be derived numerically
with a set of recursion formulas, as will be described in Section 4.2.2.4. The number of zeroes
of a Legendre function on the domain [0,pi] is l m. Figure 2.5.2 shows the shape of the sine
and cosine-terms over the longitudinal domain [0, 2pi) with their 2jmj zeros.
As Equation 2.5.2 shows, the three-dimensional surface of the spherical harmonic is created
by multiplication of these two components. This is visualized in Figure 2.5.3 for the spherical
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Figure 2.5.1: Unnormalized Legendre functions Pl,m(cos θ) of degree 2
Figure 2.5.2: Sine / cosine terms for spherical harmonics of degree 2
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harmonic of degree 2 and order 1. One can see that the combination of these two parts of the
spherical harmonic leads to a sort of height map, covering the surface of a sphere. Figure 2.5.4
shows this effect in a three-dimensional representation.
Figure 2.5.3: Unnormalized spherical harmonic of degree 2 and order 1
Source: Wikimedia Commons3
Figure 2.5.4: Spherical harmonics of degree and order up to 3.
2http://commons.wikimedia.org/wiki/File:Harmoniki.png
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For the remainder of this thesis, all spherical harmonics are fully normalized to the geodetic
convention. This means, that with the Kronecker delta δl,n 4, the following equation ap-
plies:
1
4pi
ZZ
Ω
Y¯l,m(λ, θ) Y¯n,k(λ, θ)dΩ = δl,nδm,k (2.5.3)
Unnormalized spherical harmonics are normalized by applying a scaling factor Nl,m, which
is dependant on the degree l and order m.
Nl,m =
s
(2  δm,0)(2l + 1) (l  m)!
(l + m)!
(2.5.4)
Usually, normalization is pointed out by use of a bar for the affected variables where Y¯l,m
and P¯l,m are the normalized values corresponding to Yl,m and Pl,m respectively.
Y¯l,m = Nl,m Yl,m (2.5.5)
P¯l,m = Nl,m  Pl,m (2.5.6)
From this point on, normalization is implicit, all mentions of spherical harmonics or Leg-
endre functions always refer to their normalized variants and the bar is dropped from the
notation.
To model the gravitational potential, a weighted sum of spherical harmonics is formed. To
this end, each spherical harmonic is multiplied with another scaling factor, the spherical har-
monics coefficient. These coefficients are generally referred to as cl,m, with the sign of m
denoting the associated spherical harmonic in the fashion of Equation 2.5.2. In some nota-
tions, the sign of m is omitted, and the mapping of the coefficient and spherical harmonic
is achieved by introducing a second coefficient for negative order spherical harmonics. This
leads to the coefficients cl,m for positive order harmonics, or the cosine terms, and sl,m for
negative order harmonics, or the sine-terms. Accordingly, cl,m is often referred to as the pos-
itive order coefficient, with sl,m the negative order coefficient. This means that both s3,1 and
c3, 1 are synonyms for the same factor.
Similar to the spherical harmonics, these scaling factors are normalized by the inverse of
Nl,m.
c¯l,m =
1
Nl,m
 cl,m (2.5.7)
Again, normalization is implicit and not shown in the notation.
At this point, we have a set of several three-dimensional surfaces, each defined by a normal-
ized spherical harmonic and a scaling factor applied to it. To arrive at a complex model for
the potential, these simple surfaces are superimposed over each other. Mathematically, this
means taking the sum of these subordinate surfaces.
4The Kronecker delta is 1 if both indices are equal, and 0 if they are not.
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Expanding Equation 2.5.1 with these variables, one notation for the gravitational potential
of the Earth V — expressed in spherical harmonics as described above — is given in Equa-
tion 2.5.8. In this equation, one can find the constituents of the spherical harmonics, the
normalized Legendre functions Pl,m and the longitudinal terms, as well as the normalized
scaling factors cl,m and sl,m applied to the harmonic. Further, a scaling term GM/R and an
upward continuation term (R/r)(l+1) are present.
V(r,λ, θ) =
GM
R
∞
∑
l=0

R
r
l+1 l
∑
m=0
[cl,m cos(mλ) + sl,m sin(mλ)]  Pl,m(cos θ) (2.5.8)
In Equation 2.5.8, GM is the gravitational constant G multiplied by the mass of the Earth M.
R is the mean Earth radius, and r, λ and θ are the spherical coordinates at which the potential
is to be calculated. The resulting unit of the gravitational potential is m2/s2.
2.5.1 Constituents of Earth’s potential
Earth’s gravitational potential is not constant or of a uniform nature. It is made up of several
subordinate fields:
• A static potential, describing the effect of the long-term mean distribution of masses
within the Earth system.
• Several tidal effects, as described below.
• Time-variable effects caused by mass transport. These variations can be as large as
those caused by the drift of the continents or the transport of material in Earth’s oceans
and atmosphere, or as small as those caused by the erection of a building. These are
further described below.
In this thesis, all but a very limited number of these mass fields are neglected. The static field
of the earth as well as the direct tidal effects of stellar bodies and the solid earth tides effected
by these are assumed to be known quantities and as such are ignored in the further delibera-
tions. The choice of the remaining potential fields closely follows the decisions made in van
Dam et al. (2008). The phenomena whose potential will be considered are the following:
Atmosphere: This mass field comprises the time-variable effects of pressure, temperature
and humidity in the atmosphere of the Earth.
Oceanic: This model describes variations of the ocean bottom pressure — the weight of
the water column on the ocean floor — on a regular grid, covering all oceans.
Hydrology: This model provides estimates of the variations of the distribution of continen-
tal water storage. This can be groundwater stored in aquifers, rainfall soaked
up by the Earth or water captured in the foliage of seasonal forests.
Ice: The mass field caused by continental ice masses, for example those in Green-
land or Antarctica.
Solid earth: Models changes in the mass distribution of the solid Earth. This comprises
slow changes like those caused by post-glacial rebound, for example in North
America or Scandinavia, as well as more sudden shifts like those caused by
earthquakes.
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Tides: Ocean tides, as caused by the sun, the moon and other celestial bodies also
affect the gravitational potential of the Earth. These effects are fast-changing
and repetitive, with the main effects at wavelengths of 12 h and 24 h. This field
is introduced into the calculations as an error source, as in real measurements
the influence of the tides can never be accounted for completely. Usually, 90 %
of this field are assumed as known, with the remaining 10 % remaining as an
error source.
The first five of these phenomenon are grouped together to form the AOHIS5 field (van Dam
et al., 2008; Anselmi et al., 2011; Gruber et al., 2011). This field is modeled as a series of time-
variable spherical harmonics coefficients cl,m and sl,m, and is given at 6 h intervals. Because of
the long wavelengths of the contained signals, the AOHIS potential field at all points in time
can be derived from these coefficients using simple linear interpolation without significant
losses in accuracy. In this thesis the complete AOHIS field is assumed as unknown.
The tidal model used is the FES2004 model, as described in the IERS6 conventions (Petit and
Luzum, 2010, pgs. 91–93). The tides are given in the form of time-invariant amplitudes and
phases of some main waves caused by the sun and moon. These can then be transformed to
spherical harmonics coefficients at the required time. This process is described in detail in
section 6.3 of the IERS conventions (Petit and Luzum, 2010, pgs. 89 – 93).
2.5.2 Gravitational attraction
As with all scalar potential fields, one can take the gradient of the potential field of the Earth.
The magnitude and direction of this gradient constitute the gravitational attraction of the
Earth or, more colloquially, gravitation. The unit of this gradient is m/s2. Often the alterna-
tive unit Gal7 is used. This gradient is given below. Note that because the gradient is taken in
spherical coordinates, we must include the required scaling factors for the angular measures
λ and θ. Also, the base vectors of the gradient are those of the local gradient frame xg.
rV =
2
6666664
1
r sin θ
∂V
∂λ
1
r
∂V
∂θ
∂V
∂r
3
7777775

eg,λ, eg,θ , eg,r,

(2.5.9)
The first derivatives of the potential are given separately for clearness.
∂V
∂r
=  GM
R
∞
∑
l=0

R
r
l+1 l + 1
r
l
∑
m=0
[cl,m cos(mλ) + sl,m sin(mλ)] Pl,m(cos θ)
∂V
∂λ
=
GM
R
∞
∑
l=0

R
r
l+1 l
∑
m=0
[ m  cl,m sin(mλ) + m  sl,m cos(mλ)] Pl,m(cos θ)
∂V
∂θ
=
GM
R
∞
∑
l=0

R
r
l+1 l
∑
m=0
[cl,m cos(mλ) + sl,m sin(mλ)] P0l,m(cos θ)
5Athmosphere, Oceanic, Hydrology, Ice and Solid earth
6International Earth Rotation and Reference Systems Service
7Short for galileo unit. Equal to 1 cm/s2
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The derivative for the co-latitude θ includes the first derivative of the normalized Legendre
function P0l,m(cos θ), not the Legendre function itself. It is convenient to introduce this as a
separate function, rather than taking the explicit derivative of the Legendre function when-
ever required.
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Gravity recovery strategies
With the knowledge and tools presented in the previous chapter at hand, we can now begin
to explore the inner workings of gravity recovery. In the following sections two different
approaches to the recovery of Earth’s gravity field from space-borne measurements will be
discussed.
The first approach is of a theoretical nature, as the observable involved — the gravitational
potential itself — cannot directly be measured. This method however is a convenient frame-
work for illustrating the mechanics and mathematics of the recovery process.
Following this generalized formulation of the problem, a new observable, the range accel-
eration, will be introduced. It will be discussed how this observable can be modeled by
taking the differences of gravity gradients and how this changed observable will influence
the formulae and strategies introduced in the previous sections.
3.1 Direct measurement of the potential
The formula for the potential in spherical coordinates is given by Equation 2.5.8, repeated
here:
V(r,λ, θ) =
GM
R
∞
∑
l=0

R
r
l+1 l
∑
m=0
[cl,m cos(mλ) + sl,m sin(mλ)]  Pl,m(cos θ)
In this formula, the observable is the potential V(r,λ, θ). Known variables are the constants
GM and R, as well as the position of the observation given by (r,λ, θ). The unknowns in this
equation are the spherical harmonic coefficients cl,m and sl,m. For the purpose of the following
explanations, imagine a single satellite capable of directly measuring this potential. We will
then see how the information gathered by this satellite can be synthesized into a model of
Earth’s potential field.
For a perfect reproduction of the gravitational potential, the degree l of the involved spher-
ical harmonics would need to run up to infinity. In reality, one caps this degree at an upper
bound L. Typically L might be in the range of 30 to 100. Table 3.1 shows that the number of
coefficients grows fast for large L. The number of coefficients nc that must be estimated for
a given maximum degree L is (L + 1)2. For L = 30, nc is 961, for L = 60 it is 3721 and for
L = 100 nc grows to 10201. This shows why it is not feasible to choose arbitrarily large L for
modelling a potential field. It is necessary to make a trade-off between the error of omission
and reduced resolution caused by choosing a smaller L and the computational speed and
reduced memory requirements afforded by this choice.
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Degree l cl,m sl,m nl ∑li=0 ni
0 1 0 1 1
1 2 1 3 4
2 3 2 5 9
3 4 3 7 16
...
L L + 1 L 2L + 1 (L + 1)2
Table 3.1: Number of coefficients per degree l
Expanding the sum in equation 2.5.8, we arrive at an expression with nc summands. This
expression is written out for some few degrees l in Equation 3.1.1.
V(r,λ, θ) =
GM
R


R
r
1
c0,0  cos(0  λ)  P0,0(cos θ)
+
GM
R


R
r
2
c1,0  cos(0  λ)  P1,0(cos θ)
+
GM
R


R
r
2
c1,1  cos(1  λ)  P1,1(cos θ)
+
GM
R


R
r
2
s1,1  sin(1  λ)  P1,1(cos θ)
+
GM
R


R
r
3
c2,0  cos(0  λ)  P2,0(cos θ)
+
GM
R


R
r
3
c2,1  cos(1  λ)  P2,1(cos θ)
+
GM
R


R
r
3
c2,2  cos(2  λ)  P2,2(cos θ)
+
GM
R


R
r
3
s2,1  sin(1  λ)  P2,1(cos θ)
+
GM
R


R
r
3
s2,2  sin(2  λ)  P2,2(cos θ)
...
+
GM
R


R
r
L+1
sL,L  sin(L  λ)  PL,L(cos θ) (3.1.1)
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In each of the above summands, the coefficients are only linked by multiplication. This
means that one can easily write this equation in the matrix form required by adjustment
theory. This leads to a large matrix, so a new variable is introduced for compactness. All
multipliers belonging to a specific positive order coefficient cl,m are combined in the variable
A+l,m(r,λ, θ), with the combined negative order multipliers A
 
l,m(r,λ, θ).
A+l,m(r,λ, θ)  cl,m ,
GM
R


R
r
l+1
 cos(m  λ)  Pl,m(cos θ)  cl,m
A l,m(r,λ, θ)  sl,m ,
GM
R


R
r
l+1
 sin(m  λ)  Pl,m(cos θ)  sl,m (3.1.2)
The arrangement of the coefficients cl,m and sl,m in the parameter vector y defines the ar-
rangement of the multipliers A+l,m(r,λ, θ) and A
 
l,m(r,λ, θ) in the design matrix A. The co-
efficients are placed in the parameter vector sorted first by order, then by kind. This can be
expressed by transforming the sums in the notation for V, exploiting the fact that the two
sums ∑Ll=0 ∑
l
m=0(. . . ) and ∑
L
m=0 ∑
L
l=m(. . . ) are synonymous. This means that first, all coef-
ficients of order 0 are placed in x. With m = 0 and l running from 0 to L, these are L + 1
coefficients cl,m=0, but no sl,m. The next coefficients are those of order 1, with L of type cl,1
and L  1 of type sl,1. This continues up to m = L , with the last entries in x being cL,L and
sL,L. Dividing the coefficients into sub-vectors split by order and kind
C0 =

c0,0, c1,0, c2,0, . . . , cL,0

CL 1 =

cL 1,L 1, cL,L 1

C1 =

c1,1, c2,1, . . . , cL,1

SL 1 =

sL 1,L 1, sL,L 1

S1 =

s1,1, s2,1, . . . , sL,1

CL =

cL,L

... SL =

sL,L

one can write x as follows.
x =

C0, C1, S1, C2, S2, . . . , CL 1, SL 1, CL, SL
T (3.1.3)
x has dimensions nc 1, with nc being the number of coefficients mentioned before. A single
row of the design matrix A can be broken down in the same way as x
A+0 (r,λ, θ) =

A+0,0(r,λ, θ), A
+
1,0(r,λ, θ), . . . , A
+
L,0(r,λ, θ)

A+1 (r,λ, θ) =

A+1,1(r,λ, θ), A
+
2,1(r,λ, θ), . . . , A
+
L,1(r,λ, θ)

A 1 (r,λ, θ) =

A 1,1(r,λ, θ), A
 
2,1(r,λ, θ), . . . , A
 
L,1(r,λ, θ)

...
with a complete row of dimension 1 nc as given below.
A =

A+0 (r,λ, θ), A
+
1 (r,λ, θ), A
 
1 (r,λ, θ), . . . , A
+
L (r,λ, θ), A
 
L (r,λ, θ)

(3.1.4)
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The observation vector y is populated with the observable, the potential V at the coordinates
(ri,λi, θi). Written out, the complete system of equations for a set of n observations and nc
coefficients is as follows.2
666664
V(r1,λ1, θ1)
V(r2,λ2, θ2)
V(r3,λ3, θ3)
...
V(rn,λn, θn)
3
777775
n1
=
2
666664
A+0 (r1,λ1, θ1), . . . , A
 
L (r1,λ1, θ1)
A+0 (r2,λ2, θ2), . . . , A
 
L (r2,λ2, θ2)
A+0 (r3,λ3, θ3), . . . , A
 
L (r3,λ3, θ3)
...
...
...
A+0 (rn,λn, θn), . . . , A
 
L (rn,λn, θn)
3
777775
nnc

2
666664
C0
C1
S1
...
SL
3
777775
nc1
+
2
666664
e0
e1
e2
...
en
3
777775
n1
(3.1.5)
This system of equations can be solved with the tools discussed in Section 2.2 — if the num-
ber of observations is greater than or equal to the number of coefficients. These adjusted
coefficients now form a model of Earth’s gravitational potential, which can be used for fur-
ther study or calculations.
3.2 Spaceborne gravimetry
After the theoretical approach taken in the previous section, let us now assume a more real-
istic scenario. One observable which can be measured in real satellite missions like GRACE
is the previously mentioned range acceleration. The following paragraphs try to illustrate
what this range acceleration is and how it can be determined. Later on, the changes that
need to be made to the observation equations in order to recover a gravitational model from
this observable are presented. These segments are heavily based on the corresponding parts
of the lecture notes ‘Dynamic satellite geodesy’ (Sneeuw, 2006a).
3.2.1 Range, range rate and range acceleration
Imagine the two GRACE satellites in orbit around Earth. The locations of these satellites are
given by x1 = (xe,1, ye,1, ze,1) for GRACE-1 and x2 = (xe,2, ye,2, ze,2) for GRACE-2. These coor-
dinates can easily be determined with some accuracy, for example via GPS1 measurements.
Based on these coordinates, several derived values can be obtained.
Baseline: The baseline ρ is simply the difference of the coordinate vectors of the
satellites. It is written as follows, with its indices indicating the differ-
ence taken:
ρ12 = x2   x1 (3.2.1)
Scalar range: Taking the norm of the baseline yields the scalar range:
ρ12 = jρ12j (3.2.2)
Unit baseline: Normalizing the baseline with the scalar range yields the unit baseline,
the directional vector between the two satellites’ positions:
e12 =
ρ12
ρ12
(3.2.3)
1Global Positioning System
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Range rate: The velocity vectors of the two satellites are given by x˙1 and x˙2. Their
relative velocity is ρ˙12 = x˙2   x˙1. The range rate is the projection of
this relative velocity onto the unit baseline vector. To derive the scalar
range rate ρ˙12 mathematically, we first reorder Equation 3.2.3:
ρ12 = ρ12 e12
Following the chain rule, taking the time derivative of this equation
yields the following:
ρ˙12 = ρ˙12 e12 + ρ12 e˙12 (3.2.4)
Projecting this onto the baseline e12 and reducing the equation one ar-
rives at the scalar range rate ρ˙12:
ρ˙12  e12 = ρ˙12 e12  e12| {z }
1
+ρ12 e˙12  e12| {z }
0
) ρ˙12 = ρ˙12  e12 (3.2.5)
Range acceleration: The scalar range rate is the first time derivative of the baseline length.
The scalar range acceleration is the product of a further differentiation
and projection step, resulting in a measure for the change of the range
rate. The vectorial range acceleration is given as the difference in the
two satellites’ accelerations: ρ¨12 = x¨2   x¨1. Based on Equation 3.2.5
this differentiation returns the following:
ρ¨12 = ρ¨12  e12 + ρ˙12  e˙12 (3.2.6)
Let us think about how Equation 3.2.6 is used in modelling the gravitational potential of
the Earth. The left-hand side of the equation constitutes an observable, the scalar range
acceleration. We now need to set up an equation system describing the link between the
gravity field variables — the spherical harmonics coefficients — and the observable. Two
questions arise at this point: First, how is the scalar range acceleration observed, and second,
which of the variables on the right-hand side is linked to the gravity field.
Regarding the first question, the position and orientation of a single satellite can be deter-
mined with decent accuracy via a variety of means, like GPS measurements, range finding
from Earth’s surface, by utilizing a star tracker or even on-board accelerometers. The in-
formation obtained this way is of good enough quality to determine the baseline direction
vectors and change rates e12 and e˙12, but the accuracy is too low to determine the range or
range acceleration to such a degree as to be useful as an observable. The noise introduced
from the position determination would drown out any signal stemming from the gravita-
tional potential.
To solve this problem, a separate instrument whose sole purpose is measuring the range be-
tween the two GRACE satellites to the highest possible precision is used. This instrument —
a microwave ranging system — is accurate to the order of some µm (GRACE Fact Sheet, 2003),
meaning it can measure the distance between two satellites, which in the case of GRACE can
be more than 200 km apart, to 1/10th the width of a human hair. For future missions, the use
of laser interferometers with an even higher accuracy of roughly 10 nm is envisioned. The
microwave range measurement is scalar in nature, it is the scalar range ρ12. From multiple
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successive observations of this scalar range the range rate ρ˙12 as well as the range acceleration
ρ¨12 — the observable — can be derived.
Regarding the second question, let us examine the right-hand side of Equation 3.2.6. First,
we perform some substitutions. Wishing to eliminate e˙12, we rewrite Equation 3.2.4:
ρ˙12 = ρ˙12 e12 + ρ12 e˙12 , e˙12 = 1
ρ12
(ρ˙12   ρ˙12 e12)
Inserting into Equation 3.2.6 and substituting with ρ˙12 = ρ˙12  e12 (Equation 3.2.3) yields:
ρ¨12 = ρ¨12  e12 + 1
ρ12
 
ρ˙12  ρ˙12   ρ˙212

(3.2.7)
With e12 known from external sources, the vectorial range rate ρ˙12 and the vectorial range
acceleration ρ¨12 remain to be discussed.
The range acceleration is the difference between the accelerations experienced by the two
satellites, ρ¨12 = x¨2   x¨1. This acceleration is the sum of many subordinate accelera-
tions, which can include drag forces from the upper atmosphere, solar radiation pressure,
or albedo2. The most important component, however, is gravity. As discussed in sub-
section 2.5.2, gravitational attraction is the gradient of the potential field. Focusing on
gravity and neglecting all secondary effects, the acceleration experienced by one satellite
then is x¨1 = rV1. Substituting the respective gradient, the vectorial range acceleration is
ρ¨12 = x¨2   x¨1 = rV2  rV1 = ∆rV12. This forms the link between a model for the gravita-
tional potential and the observable ρ¨12.
To determine the second summand of Equation 3.2.7, knowledge of the vectorial range rate
ρ˙12 is needed. ρ˙12 is the difference in velocities of the two satellites and can be determined
from their orbit data. In contrast to the range acceleration, the accuracy of both ρ˙12 and e12
is of poor enough quality to render this evaluation approach unfeasible in real data evalua-
tion. However in a simulation scenario, the positions and velocities of the satellites can be
assumed to be error-free to investigate the effect of the range-acceleration measurements. At
this point we remember that in this thesis, nominal orbits are calculated in a J2 perturbed
field, meaning only the central term of the field c0,0 and a secular part of c2,0 have an effect
on the orbit. If we were to determine ρ˙12, ρ12, ρ˙12 and ρ¨12 from the satellite orbits and use
these variables in constructing the observable, this would only serve in recovering these two
coefficients of the potential. In order to recover the complete potential up to degree L, deter-
mination of the satellite positions and velocities and hence the aforementioned observables
would need to take all coefficients into account by integrating the satellite orbits in the com-
plete gravitational field up to degree L. In order to avoid this computationally intensive task,
a simple math trick is applied, which will be discussed in section 3.3
3.2.2 Observation equations
The observation equations for satellite gravimetry have the same basic structure as those
used when modeling the potential directly. The parameter vector x containing the spherical
harmonic coefficients is the same as before (see Equation 3.1.3).
x =

C0, C1, S1, C2, S2, . . . , CL 1, SL 1, CL, SL
T (3.2.8)
2Albedo is the pressure resulting from radiation reflected off Earth’s surface.
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The observation vector will later be modified, but for now — strictly following the relation-
ship given in Equation 3.2.7 — it consists only of the range accelerations at each epoch ti.
y =

ρ¨12(t0), ρ¨12(t1), ρ¨12(t2), ρ¨12(t3), . . . , ρ¨12(tn)
T (3.2.9)
The design matrix in its final form is more complicated than in the above example, but deriv-
ing it is a pretty straight-forward procedure of mainly expanding ρ¨12  e12 with the formulas
introduced before, and then regrouping the results. First, the vectorial range rate is again
written as the difference of two gradients of the gravitational potential.
ρ¨12 = ∆rV12 = Tj2rV2   Tj1rV1
= Tj2
2
66666666664
1
r2 sin θ2
∂V
∂λ

λ=λ2
1
r2
∂V
∂θ

θ=θ2
∂V
∂r

r=r2
3
77777777775
  Tj1
2
66666666664
1
r1 sin θ1
∂V
∂λ

λ=λ1
1
r1
∂V
∂θ

θ=θ1
∂V
∂r

r=r1
3
77777777775
(3.2.10)
Next, this difference is projected onto the baseline vector. At this point, it is important to
note that both the gradient difference and the baseline vector need to be given in the same
coordinate system, preferably the Earth-centered, Earth-fixed system in which the spherical
harmonics coefficients provided by AOHIS are valid without further transformations. The
gradients of the potential are expressed in a local gradient frame centered in the satellite’s
position, with the x-axis pointing east (in λ-direction), the y-axis pointing north (θ-direction)
and the z-axis radial (r-direction). The transformation from this gradient-frame (g-frame) to
the e-frame is given by the following rotations.
xe = R3

 
hpi
2
+ λ
i
 R1 ( θ)| {z }
T(λ,θ)
xg (3.2.11)
The elements of this rotation matrix T(λ, θ) are needed in the next step. Tj1 will mean that
the transformation matrix is evaluated at the position of satellite 1. Two superscripts will
show the matrix element. The coordinates λ and θ are dropped from the notation for com-
pactness. Further, the gradient is long and cumbersome to write out at every iteration, so it
will be condensed in the following manner, with the satellite indicated in the same way as
with T, and a superscript showing the partial derivative:
rV1 =
2
66666666664
1
r1 sin θ1
∂V
∂λ

λ=λ1
1
r1
∂V
∂θ

θ=θ1
∂V
∂r

r=r1
3
77777777775
=
2
664
gλ

1
gθ

1
grj1
3
775 (3.2.12)
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Rotating the gradient to the proper frame and then projecting onto the baseline yields the
following:
ρ¨12  e12 = (Tj2rV2   Tj1rV1)  e12
=
0
BB@Tj2
2
664
gλ

2
gθ

2
grj2
3
775  Tj1
2
664
gλ

1
gθ

1
grj1
3
775
1
CCA 
2
4xe12ye12
ze12
3
5
=
h
T11 gλ + T12 gθ + T13 gr
i
2
 
h
T11 gλ + T12 gθ + T13 gr
i
1

 xe12
+
h
T21 gλ + T22 gθ + T23 gr
i
2
 
h
T21 gλ + T22 gθ + T23 gr
i
1

 ye12
+
h
T31 gλ + T32 gθ + T33 gr
i
2
 
h
T31 gλ + T32 gθ + T33 gr
i
1

 ze12 (3.2.13)
Going one step further, we multiply the first part of each summand with the corresponding
baseline element. For the first of these summands, this is:h
T11 gλ + T12 gθ + T13 gr
i
2
 xe12  
h
T11 gλ + T12 gθ + T13 gr
i
1
 xe12
Every element of the gradient vector rV is made up of a total of nc summands, with each
of these corresponding to one coefficient cl,m (See Equation 2.5.9). This means that Equa-
tion 3.2.13 has a total of 18  nc summands. To create the design matrix A, one has to group
these summands according to their coefficients cl,m, with the order given by the coefficient
vector x.
The next steps will be shown by example of the partial derivative in radial direction at satel-
lite 1 — grj1. First, we remember the formula of the first partial derivative in radial direction
(compare Equation 2.5.9). In this notation, the sl,m coefficients are identified by negative
order m. The longitudinal term cos(mλ1)/sin(mλ1) is chosen accordingly.
∂V
∂r
 r=r1
λ=λ1
θ=θ1
= grj1 =  
L
∑
l=0
l
∑
m= l
GM
R
l + 1
r1

R
r1
l+1
Pl,m(cos θ1)  cl,m 

cos(mλ1)
sin(mλ1)
(3.2.14)
All elements of this formula but cl,m are then grouped in one variable. This variable depends
on degree and order as well as on the position of the satellite.
grj1 =
L
∑
l=0
l
∑
m= l
krl,m

1  cl,m (3.2.15)
grj1 appears in Equation 3.2.13 a total of three times, multiplied with T13, T23 and T33 respec-
tively. Adding these terms to Equation 3.2.15 yields yet another variable.
T13 grj1 =
L
∑
l=0
l
∑
m= l
T13  krl,m

1  cl,m
=
L
∑
l=0
l
∑
m= l
kr,13l,m

1
 cl,m (3.2.16)
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The definitions for the other combinations of partial derivatives and rotation matrix elements
follow the same pattern. Equation 3.2.13 rewritten with these variables looks as follows:
ρ¨12  e12 =
L
∑
l=0
l
∑
m= l
 
kλ,11l,m

2
+ kθ,12l,m

2
+ kr,13l,m

2
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∑
l=0
l
∑
m= l
Kl,m  cl,m (3.2.17)
The coefficients Kl,m can again be grouped first by order, then degree, in the same fashion as
the elements C of the parameter vector x. Here, the index of Kl,m belonging to sl,m coefficients
is mapped to a negative order again.
KC0 =

K0,0, K1,0, K2,0, . . . , KL,0

KC1 =

K1,1, K2,1, K3,1, . . . , KL,1

KS1 =

K1, 1, K2, 1, . . . , KL, 1

KSL =

KL, L

The complete design matrix is as follows:
A =
2
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C
2 (t0), . . . , K
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C
1 (t1), K
S
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C
2 (t1), . . . , K
C
L (t1), K
S
L(t1)
KC0 (t2), K
C
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S
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C
2 (t2), . . . , K
C
L (t2), K
S
L(t2)
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...
...
...
. . .
...
...
KC0 (tn), K
C
1 (tn), K
S
1(tn), K
C
2 (tn), . . . , K
C
L (tn), K
S
L(tn)
3
77777777775
(3.2.18)
The design matrix A defines the link between the range acceleration and the spherical har-
monics coefficients, the first summand ρ¨12  e12 in Equation 3.2.7. The second summand,
1
ρ12
 
ρ˙12  ρ˙12   ρ˙212

, is still to be considered. At this point, it is simply written in vector form
and appended to the equation system as an additional summand. First, we simplify as fol-
lows:
ρc12(t) =
1
ρ12(t)
 
ρ˙12(t)  ρ˙12(t)  ρ˙212(t)

(3.2.19)
For multiple observations, the vector for the centrifugal term then is:
p =
2
666664
ρc12(t0)
ρc12(t1)
ρc12(t2)
...
ρc12(tn)
3
777775 (3.2.20)
34 Chapter 3 Gravity recovery strategies
The complete equation system y = A  x + p + e is written below2
66666666664
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ρ¨12(t2)
...
ρ¨12(tn)
3
77777777775
n1
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L(t2)
...
...
...
...
. . .
...
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1 (tn), K
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L (tn), K
S
L(tn)
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77777777775
nnc

2
66666666664
C0
C1
S1
...
SL
3
77777777775
nc1
+
2
66666666664
ρc12(t0)
ρc12(t1)
ρc12(t2)
...
ρc12(tn)
3
77777777775
n1
+
2
66666666664
e0
e1
e2
...
en
3
77777777775
n1
(3.2.21)
3.3 Simulation procedure
With the knowledge gained in the previous sections and chapters, we can now begin to
inspect the procedure of a gravity recovery simulation. First, let us reiterate which quantities
are available to us as input to a simulation, and what the desired result is.
There are two main inputs to the simulation:
• The time-variable AOHIS potential field VAOHIS, given by sets of spherical harmonics
coefficients at six hour intervals.
• The ocean-tide effects of the FES2004, VFES2004, given as a set of main waves and phases.
Spherical harmonics coefficients can be calculated from these.
The combined potential field of these two inputs will be referred to as Vin. The desired output
is a set of adjusted spherical harmonics coefficients, which will be compared to the mean of
VAOHIS over the observation duration. This will be referred to as Vout.
The steps of the simulation procedure are as follows:
Determine sampling: The first step of the simulation is to determine the points in
time at which Vin will be sampled. These points are deter-
mined by a start time, an end time, and a sampling rate. The
sampling points are then identified by a sequence of equidis-
tant time steps.
t =

t0, t1, t2, . . . , tn

Interpolation of the potential: Given the time steps t, we can calculate Vin at these fixed
intervals by interpolating VAOHIS from the given 6 h-fields
and evaluating the FES2004 model at the required points. At
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the same time we also compute the mean of VAOHIS over the
complete observation duration, resulting in V¯.
V¯ =
1
n

1
2
V0AOHIS + V
1
AOHIS + . . . + V
n 1
AOHIS +
1
2
VnAOHIS

(3.3.1)
With the associated spherical harmonics coefficients c¯, not to
be confused with the explicit notation for normalized spher-
ical harmonics coefficients.
c¯ =

c¯0,0, c¯1,0, . . . , s¯L,L

V¯ as given by c¯ will later be the reference for evaluating the
quality of Vout. The spherical harmonics coefficients of the
potential at all epochs are gathered in a matrix V.
V =
2
6664
c0,0(t0), c1,0(t0), . . . , sL,L(t0)
c0,0(t1), c1,0(t1), . . . , sL,L(t1)
...,
...,
. . . , . . .
c0,0(tn), c1,0(tn), . . . , sL,L(tn)
3
7775
nnc
Observation coordinates: Using the Hill equations, the nominal orbits, and the time
steps in t, we can compute the position of the satellites at all
epochs of the simulation.
r1 =
2
6664
r1(t0), λ1(t0), θ1(t0)
r1(t1), λ1(t1), θ1(t1)
...
...
...
r1(tn), λ1(tn), θ1(tn)
3
7775
r2 =
2
6664
r2(t0), λ2(t0), θ2(t0)
r2(t1), λ2(t1), θ2(t1)
...
...
...
r2(tn), λ2(tn), θ2(tn)
3
7775
Population of design matrix: With the coordinates of the twin satellites r1 and r2 known,
one can compute the coefficients KC0 to K
S
L for all epochs and
subsequently populate the design matrix with these coeffi-
cients.
A =
2
6666664
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C
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C
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C
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C
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S
L(t1)
...
...
. . .
...
...
KC0 (tn), K
C
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C
L (tn), K
S
L(tn)
3
7777775
nnc
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Reduced observation vector: The structure of the observation equations for satellite
gravimetry was the following: y = A  x + p + e. From
the previous section we remember that the vector p contains
the centrifugal accelerations which cannot easily be deter-
mined with satisfactory accuracy and fidelity. In our simula-
tions this problem can be circumvented in a straight-forward
manner: By simply moving p to the left-hand side of the
equation, we make it a part of the observable. This intro-
duces a new variable, the reduced observation vector y0 =
y   p. The equation system then becomes y0 = A  x + e,
which is again easily solvable using linear least squares.
Synthesizing observations: With a fully populated design matrix A and the interpolated
spherical harmonics coefficients in V, artificial reduced ob-
servations are easily calculated.
y0n1 = Annc Vnnc (3.3.2)
These reduced observations y0 contain both the effects of the
range-accelerations ρ¨12 as well as those of the centrifugal
terms ρ˜12. In this notationmeans element-wise multiplica-
tion of the two matrices with subsequent summation along
the rows of the intermediate result. This results in each row
of A being multiplied and summed with the corresponding
row of V, the same sum as derived before:
y0(t) =
L
∑
l=0
l
∑
m= l
Kl,m(t)  cl,m(t)
Estimation of coefficients: With a set of synthesized observations y0 and the design ma-
trix A at hand, a set of adjusted parameters can be estimated:
xˆ =

ATA

 1
ATy0 (3.3.3)
The estimated parameter vector xˆ contains a set of spheri-
cal harmonics coefficients that best describes the synthesized
observations in a least-squares sense.
xˆ =

cˆ0,0, cˆ1,0, . . . , cˆL,L, sˆL,L
T
Evaluation of recovery: The quality of the gravity recovery can be judged by the dif-
ference of the mean input coefficients and the estimated co-
efficients.
d = c¯  xˆ (3.3.4)
The potential represented by c¯ is the static potential V¯, the
mean of the time-variable potential VAOHIS over the obser-
vation interval. VFES2004 has no influence on this mean, as
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it is solely considered as an error source. The potential rep-
resented by xˆ is Vout. In the same way as d is defined, the
difference in the resulting potential is
∆V = V¯  Vout (3.3.5)
This potential difference will also be an important measure
of recovery quality.
By following these steps we can assess the quality of the gravity field a specific satellite con-
figuration is able to recover given a set of initial simulation conditions. This concludes the
first, theoretic, part of this thesis. The following chapters will cover the software implemen-
tation of this algorithm as well as the utilization of this software in the previously described
genetic algorithm approach to finding optimal mission configurations.
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Chapter 4
Software implementation
This chapter will first present the reader with a short introduction to the programming lan-
guage used in this thesis. Afterwards, an outline of the approach taken in implementing the
gravity recovery algorithm described in the previous chapter will be given. The extensive-
ness of the final source code prohibits an in-depth description of every module, function and
program produced over the course of this thesis project. This means that such descriptions
of the software implementation will be limited to a few core classes and methods, with more
general parts of the project summarized in pseudocode or plain text. The full source code,
together with complete documentation, is available on the enclosed CD (see Appendix D).
4.1 Prerequisites and general information
At the very beginning of this thesis project, the first important decision to be made was
which programming language was to be used in implementing the desired software. Multi-
ple choices were available, all with advantages and disadvantages to them:
MATLAB: MATLAB at first seemed like the obvious choice. For most of the author’s
education, MATLAB was used for papers and projects requiring some com-
putational work. High familiarity and rapid development times due to dy-
namic typing and ubiquitous run-time debugging promised a short, suc-
cessful development phase. However, several facets which are desired in
this project like a genetic algorithm library or access to parallel computing
infrastructure seemed cumbersome at the least, and very expensive at the
worst. Additionally, such commercial considerations might restrict the use-
fulness of the program after the thesis’ completion.
C++ / C# / Java: Statically typed programming languages like C++, C# or Java have an obvi-
ous advantage in the speed department, which might be a significant factor
in the computationally heavy parts of these simulations. The steep learn-
ing curves for a relative beginner and the expected long development times
were a deciding factor against this group of languages.
Python: Python is a dynamically typed, high-level, interpreted, multi-paradigm
programming language with a vast arsenal of built-in modules and third-
party libraries at the developer’s disposal. Development times are probably
comparable to those of MATLAB programs. A big advantage is Python’s
status as a ‘real’ programming language, with proper support for operating
system interaction, object-oriented, structured and functional programming
and a design philosophy which values code readability and extensibility.
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This contrasts with the basic MATLAB language which, as its tagline sug-
gests, is mainly a ‘language for technical computing’. Further, use of Python
and many of the available extensions is unrestricted due to Python’s status
as free software and the prevalent permissive licensing terms in the com-
munity.
Taking these arguments into consideration, Python was chosen as the implementation lan-
guage. Python itself is developed with a ‘batteries included’ philosophy. The standard li-
braries cover a large spectrum of application scenarios, but nevertheless — due to its nature
as a general-purpose computing language — Python does not provide many of the conve-
niences of a more engineering-specific language. Such features are, for example, array types
useful for matrix manipulations and statistical tools for data analysis. In the Python world,
these and other missing functions are provided by so-called modules. Modules are imported
into the global namespace at program runtime, providing the program interpreter with ac-
cess to the modules’ methods, types and classes.
4.1.1 Syntax and semantics
What follows is a general introduction to Python, covering invocation and syntax. Python
provides two operation modes, similar to those of the MATLAB environment.
• An interactive mode in which commands can be directly passed to the interpreter.
• A non-interactive mode in which pre-programmed code is executed without user in-
tervention.
Usually, Python is invoked from a command line environment, but many integrated devel-
opment environments for Python are also available. A basic interactive Python session —
invoked from a shell environment — is started by calling the python executable without
any parameters and might look as follows:
1 $ python
2 Python 3.2.2 (default, Sep 5 2011, 04:33:58)
3 [GCC 4.6.1 20110819 (prerelease)] on linux2
4 Type "help", "copyright", "credits" or "license" for more information.
5 >>> a = 1.0
6 >>> b = 2.0
7 >>> a * b
8 2.0
9 >>> a / b
10 0.5
11 >>> b ** b
12 4.0
13 >>> a + b
14 3.0
15 >>> c = a + b
16 >>> print("a + b is %f" %( c ) )
17 a + b is 3.000000
18 >>> quit()
Flow control and logical grouping in Python is based on whitespace in the source code. Code
blocks in loops, for example, must all be indented to the same level to be executed properly.
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1 a = [0,1,2,3,4]
2 for i in range( len(a) ):
3 print a[i]
This example shows some further syntax elements, for example the creation of a list using
square brackets, which — in contrast to MATLAB — are also used to index into the list.
The len() and range() functions are built-in methods of Python which give the length of
an array and an integer array of the given length respectively. Indexes in python are zero-
based, so a[0] = 0, a[1] = 1 and so on. This is reflected in the range() function, which
returns a list starting at zero and running up to — but not including — the argument. For
our variable a, trying to access a[5] would yield an out-of-bounds error.
In Python, many types are iterable directly, so the previous for-loop could also be written
as follows:
1 a = [0,1,2,3,4]
2 for item in a:
3 print item
A simple recursion to calculate the first Fibonacci numbers is as follows:
1 a, b = 0, 1
2 for i in range(10):
3 a, b = b, a + b
In Python, the syntax for a generalized routine that can be called with an integer n and
returns the nth Fibonacci number is as follows1:
1 def f1(n):
2 a, b = 0, 1
3 for i in range(n):
4 a, b = b, a + b
5 return a
The function definition is marked by the keyword def, with the arguments to the function
listed in the parenthesis. The number and type of return values is defined by the arguments
to the return statement. Note the indented function body, and the indentation to the next
level in the for-loop. This function can be called as follows:
1 >>> result = f1(10)
2 >>> result
3 55.0
The function can also be defined with a default value, as seen in the next example.
1 def f2(n=10):
2 a, b = 0, 1
3 for i in range(n):
4 a, b = b, a + b
1Source of this example: http://en.literateprograms.org/Fibonacci_numbers_(Python)
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5 return a
Invocation of both f1 and f2 with no arguments yields the following:
1 >>> f1()
2 Traceback (most recent call last):
3 File "<stdin>", line 1, in <module>
4 TypeError: f1() takes exactly 1 argument (0 given)
5 >>> f2()
6 55
The call to f1 fails because of the undefined input. f2 succeeds because the function can
fall back to a default value for the missing input. In the produced code, this facility is used
extensively to provide sane defaults for many variables.
Python script and function files use the extension .py. A module which implements these
two Fibonacci functions could have the name fibonacci.py
1 def f1(n):
2 """ Fibonacci sequence without default value """
3 a, b = 0, 1
4 for i in range(n):
5 a, b = b, a + b
6 return a
7
8 def f2(n=10):
9 """ Fibonacci sequence with default value 10 """
10 a, b = 0, 1
11 for i in range(n):
12 a, b = b, a + b
13 return a
fibonacci.py
The comments in three double quotes appearing directly after the function definitions are
called docstrings and can be displayed by the interpreter to show help about function in-
vocation and usage. Comments in Python are delimited either in triple double quotes for
multi-line comments, or with a hash sign for single line comments. This module is made
available in an interactive interpreter or a scripted program with the import statement:
1 >>> import fibonacci
2 >>> fibonacci.f1( 10 )
3 55
4 >>> fibonacci.f2()
5 55
The functions defined in fibonacci.py are made available under the fibonacci names-
pace, and can be invoked from here. Methods, classes and variables defined in such modules
can also be imported into the global namespace or under an alias.
1 >>> import fibonacci as fib # Both f1() and f2() are available under
the namespace fib.
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2 >>> from fibonacci import f1 # f1() is now available in the global
namespace. f2() is not available.
3 >>> from fibonacci import f1 as fib1 # f1() is now available under the alias
fib1().
Invocation of a non-interactive Python session is achieved by simply calling the python exe-
cutable with the program to be run as an argument.
1 $ python fibonacci.py
Because of Python’s clear syntax and good readability, this short introduction should enable
the reader to understand — if not perfectly, then at least in principle — the source code in
this and the following chapters.
4.1.2 Python extension modules
As mentioned before, the usefulness of the Python standard libraries can be expanded by
‘importing’ some of the many available extension modules. The two main extension mod-
ules used in this thesis are NumPy 2 and SciPy 3, which provide tools for numerical and
scientific computation respectively. References and version information for these and all
other modules and libraries used in this thesis can be found in Appendix A. Together with
NumPy, SciPy and the matplotlib plotting module, Python provides a rough equivalent to
the capabilities of the basic MATLAB environment.
Usually, either all NumPy functions are imported into the global namespace, or the complete
module is given an alias to reduce clutter and avoid conflicts in the global namespace.
1 >>> from numpy import *
2 >>> import numpy as np
On the NumPy homepage, the module is described with the following paragraph:
NumPy is the fundamental package needed for scientific computing with Python. It
contains among other things:
• a powerful N-dimensional array object
• sophisticated (broadcasting) functions
• tools for integrating C/C++ and Fortran code
• useful linear algebra, Fourier transform, and random number capabilities.
As an example of the NumPy syntax, let us implement the least squares example of section
2.2 using the NumPy array object.
1 >>> import numpy as np
2 >>> A = np.array([[1,1],[2,1],[3,1]])
3 >>> y = np.array([[1],[2],[4]])
4 >>> xh = np.dot( np.linalg.inv( np.dot( A.T, A ) ), np.dot( A.T, y ) )
2Numerical Python
3Scientific Python
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Because the data type of A and y is that of a simple array, operations must be stated explic-
itly. For arrays, the * operator means element-wise multiplication. Raising an array to the
 1th power does not invert the array as a whole but rather operates on the internal bit-wise
representation of the array elements.
For convenience, NumPy also offers a matrix object, for which the operators work accord-
ing to the usual matrix algebra notation. Also, methods of the matrix class like matrix.I
return the inverse of a matrix without the need to convert the matrix explicitly.
1 >>> import numpy as np
2 >>> Am = np.matrix([[1,1],[2,1],[3,1]])
3 >>> ym = np.matrix([[1],[2],[4]])
4 >>> xmh = ( Am.T * Am ).I * Am.T * ym
Both notations yield the correct result. The array object is however recommended by the
developers, as it can handle data of any dimension. matrix can only handle 2-dimensional
data, so unstructured dimensionless arrays and multi-dimensional matrices — as for exam-
ple a matrix of size (3 5 7) — are not available. array is generally more used than the
matrix object and thus better supported in most cases. The developed code will mostly use
the array object for consistency, but mixing and matching is not a problem. Both objects
can be cast to the other with a simple call to the np.array() or np.matrix() methods,
provided dimensionality limitations are met.
Of course, solving a linear least-squares problem in NumPy is not as complicated as the
above examples suggests. As with most problems one might run into, a convenience function
is available for both array and matrix objects, here in the linear algebra submodule of
NumPy.
1 >>> import numpy as np
2 >>> x, residuals, rank, singularValues = np.linalg.lstsq(A,y)
Similarly to MATLAB, NumPy mitigates the inherent slowness of interpreted languages for
mathematical algorithms by performing its internal calculations in C or FORTRAN code.
Also similarly to MATLAB, NumPy makes heavy use of the LAPACK4 (Anderson et al.,
1990). As a result, Python with NumPy and MATLAB are roughly equivalent performance-
wise.
With NumPy providing the basics of data storage and interaction, the SciPy package is home
to more high-level functions. SciPy is described by its creators with the following words:
SciPy is an Open Source library of scientific tools for Python. It depends on the NumPy
library, and it gathers a variety of high level science and engineering modules together as
a single package. SciPy provides modules for
• statistics
• optimization
• numerical integration
• linear algebra
4Linear Algebra PACKage
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• Fourier transforms
• signal processing
• image processing
• ODE solvers
• special functions
4.1.3 GPU-accelerated NumPy with a custom BLAS
Modern personal computers are usually fitted with two different kinds of processors, a
general-purpose CPU5 on which most program code is executed as well as a GPU6 for graph-
ics output. CPUs offer a flexible infrastructure which can be applied to the processing of
many different data types in a variety of ways. This flexibility comes at the cost of perfor-
mance losses for some specific tasks. In contrast, GPUs are more specialized devices. They
possess a highly parallel structure which is optimized for fast floating point operations on
homogeneous data arrays. Historically, this is achieved by presenting a limited set of fixed
functions which are implemented in hardware to the user. The GPU could only perform
these high-speed hard-coded functions, which improves performance for computer graph-
ics applications while simultaneously reducing the scope of problems to which the hardware
can be applied.
In recent years, GPUs gained increasing sophistication and flexibility in regards to the opera-
tions which can be performed on them, due in large part to the desire of games programmers
to create ever more realistic and diverse graphics. The fixed-function processing modules
found on older GPUs are being replaced by programmable render pipelines which allow
the user to implement custom instructions on the graphics hardware. This flexibility in pro-
gramming the hardware allows the GPUs to not only be used in graphics processing, but to
put the parallel infrastructure to use in general-purpose computing.
Due to the design of the hardware, GPUs are blazingly fast for floating-point arithmetic
operations on data sets that can be treated in parallel. Whereas a modern consumer CPU can
have on the order of 2 to 6 general-purpose processing cores, one of the state-of the art GPUs
— the AMD Radeon HD 6990 — has 3072 parallel so-called stream processors. Parallel in
this context means that the datasets which are to be manipulated on these stream processors
must not depend on one another. This doesn’t mean that large datasets are only processed on
one of these stream processors. Rather, the GPU can split up large workloads into multiple
smaller operations and distribute these to many stream processors. The many intermediate
results are then combined to give the answer to the original problem.
A simple example of how a matrix-matrix multiplication can be sped up by parallel pro-
cessing is given in ‘Designing and Building Parallel Programs’ (Foster, 1995). By decomposing
two input-matrices A and B by rows and columns respectively, a single block of the output
matrix C can be directly computed from one row of blocks of A and one column of blocks of
B (see Figure 4.1.1). On a CPU, these intermediate results would be computed sequentially,
one after the other. On a GPU, a number of these computations can be distributed to a set
5Central processing unit
6Graphics processing unit
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of available parallel processing units and thus be computed in parallel. After all blocks of C
are processed in parallel, C is reconstructed from the intermediary results.
 =
A B C
Source: Based on ‘Designing and Building Parallel Programs’ (Foster, 1995)
Figure 4.1.1: Simple decomposition for parallel matrix multiplication.
The resulting performance gains for simple linear algebra can reach up to several orders of
magnitude, depending on the problem size. Due to the additional overhead of moving data
from the CPU to the GPU and back, a simple relation holds: The larger the dataset, the big-
ger the expected performance gain from general-purpose computing on graphics processing
units (GPGPU).
As mentioned before, NumPy makes heavy use of LAPACK, which in turn uses routines
made available by the BLAS7 (Lawson et al., 1979). BLAS itself is not an importable library,
but rather a set of defined interfaces that represent ways to perform basic linear algebra, like
matrix and vector multiplication. The instructions defined by BLAS are split into multiple
levels, with level 1 containing vector operations, level 2 containing vector-matrix operations
and level 3 containing matrix-matrix operations.
There is one reference implementation of the BLAS, written in FORTRAN. This implemen-
tation is however very unoptimized, and use of optimized vendor implementations of the
BLAS is highly encouraged by the creators. A reference interface exposing the FORTRAN
routines in the C programming language — the cBLAS — also exists.
The two major GPU vendors, AMD and NVIDIA, both have developed an implementation of
some of the higher-level BLAS-routines which make use of their modern GPUs. AMD, which
also produces CPUs, offers these GPU-accelerated functions together with a complete, highly
optimized conventional BLAS implementation. Historically, this was implemented in the
ACML-GPU8 library, which was recently replaced by APPML9. NVIDIA offers an optimized
BLAS implementation as part of its CUDA SDK10 bundle. Both manufacturers support direct
access to the GPU hardware via the OpenCL programming language. In this thesis, ACML-
GPU was used due to the PC on which the software was developed having an AMD GPU,
but the following paragraphs should apply to other GPU-accelerated implementations of the
BLAS as well.
The strategy to make use of accelerated BLAS in NumPy and SciPy is the following:
7Basic linear algebra subprograms
8AMD Core Math Library - GPU
9AMD Accelerated Parallel Processing Math Libraries
10Compute Unified Device Architecture Sofware Development Kit
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1. The library providing the vendor-specific implementation of the BLAS for the available
hardware is installed.
2. The cBLAS interface is compiled, linking to the vendor-specific implementation of the
BLAS, as well as to the standard implementation. The vendor-specific function imple-
mentations take precedence over the generic implementations. For those calls that the
vendor does not support, the generic implementations are referenced.
3. Now, NumPy is compiled, linking to the improved cBLAS routine created in the pre-
vious step.
4. Finally, SciPy is recompiled, thus making use of the modified NumPy instance.
The steps to actually perform these abstract operations is of course different from system
to system. For reference, the steps to modify and install the program packages used on the
development machine are detailed in Appendix B.
Let us now examine how the modified BLAS routines are actually used in NumPy. BLAS
routines are generally named with short, acronymic names. The routine for matrix-matrix
multiplication is called gemm, short for general matrix multiply. These names are given a
one-letter prefix indicating the data type for which they are implemented. sgemm for single
precision floats, dgemm for double precision floats, cgemm for complex floats and zgemm for
double precision complex floats.
The operation
C =

1 2
3 1

| {z }
A


2 1
3 5

| {z }
B
(4.1.1)
is performed in Python in the following way:
1 >>> import numpy as np
2 >>> A = np.array([[1.0,2.0],[3.0,1.0]])
3 >>> B = np.array([[2.0,1.0],[3.0,5.0]])
4 >>> C = np.dot( A, B )
The NumPy routine dot() is internally mapped to the cBLAS function family *gemm. The
dgemm variety is called because float arrays in NumPy are implicitly double precision, if not
specified differently. NumPy calls this function. In cBLAS, the gemm family of functions is
linked to the implementation in the vendor-specific BLAS library. cBLAS then calls this func-
tion and passes the values of A and B. The vendor-specific BLAS then examines the passed
arrays and determines whether the evaluation of dgemm can be sped up by performing the
computation on the GPU. This determination is mainly made on the basis of the array sizes,
which give an indication of the expected number of necessary computations. The larger the
arrays are, the more likely it is that evaluation on the GPU is beneficial. After the multipli-
cation is performed, the result is propagated back up the chain. NumPy then can perform
further calculations with the returned values.
1 >>> C
2 array([[ 8., 11.],
3 [ 9., 8.]])
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4.2 Custom Python extension modules
The previous section illustrated how efficient and fast technical computing in Python can be
implemented. This section’s purpose is to lay out the approach taken in creating a framework
for analyzing gravity satellite missions using the facilities described before. Most of the work
towards this goal is collected in a single extension module: pygrav, short for Python gravity
recovery and validation. pygrav was designed with modularity in mind, exposing all useful
functions to outside interaction, thus allowing for code reusability and easy integration in
possible future applications. The following pages will showcase the different functionali-
ties implemented in pygrav. Covering every function of the module extensively would go
beyond the scope of this thesis, so more detailed explanations will be limited to the math-
ematically or programmatically interesting parts, while only outlining the more mundane
helper functions.
4.2.1 Shared constants in pgConstants.py
The pgConstants module contains the values of some physical constants that are needed,
but which are not provided by the NumPy or SciPy packages. This includes values like the
mean Earth radius assumed in this thesis or the J2-factor describing the equatorial bulge of
the Earth. This module is imported by all other pygrav-based modules and ensures that no
errors due to discrepancies in constants or conversion factors arise.
1 from numpy import pi
2
3 RE = 6378137. # Mean Radius of earth at equator
4 GM = 3.986005e14 # Gravitational constant times mass of earth
5 J2 = 1.08263e-3 # J2 Constant for equatorial bulge
6 PI = pi # Shorthand for numpy.pi
7 RHO = pi / 180 # Conversion factor deg -> rad
8 DAY = 86400. # Solar day in seconds
9
10 ## Either these
11 #SD = 86164. # Sidereal day in seconds
12 #OE = 2 * pi / SD
13
14 ## Or these
15 OE = 1.002737909350795 * pi / (3600 * 12) # Earth's rotation rate in rad/s
16 SD = 2 * pi / OE
17
18 DW = 1025. # Density of water [kg/m^3]
19 G = 6.67259e-11 # Gravitational constant
20 g = 9.780327 # Gravitational acceleration
Listing 4.1: Shared constants in pgConstants.py
4.2.2 The pygrav module
The core of the implementation is contained in the pygrav.py file. Currently, this module
is slightly longer than 2000 lines of code and includes all necessary tools for implementing
custom gravity satellite mission simulations using the range-acceleration approach. Some of
the basic routines in this module are modelled after MATLAB code courteously provided
by the author’s thesis supervisor, Dr.-Ing. Tilo Reubelt. The module contains functions for
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orbit calculation, Legendre function recursion and design matrix population. It also features
several helper functions that aide in ensuring common indices are always available for data
access. Also available are a function for date conversions, several disk input/output helpers
and other routines. All of these functions revolve around one main class, pgSolver.
The imports of the pygrav module are the following:
1 import logging as lg
2 import cvxopt, cvxopt.blas
3 import os
4 import re
5 import gc
6 import cPickle as pickle
7
8 from pgConstants import *
9 from time import time
10 from numpy import abs, allclose, arange, arctan2, argmax, argmin, \
11 array, ceil, copy, cos, dot, dot, empty, empty_like, exp, \
12 float, genfromtxt, hstack, linspace, log, logical_and, \
13 meshgrid, mod, NaN, ones, sin, sqrt, sum, vstack, zeros
14 from numpy.random import randn
15 from scipy.linalg import cho_solve, cho_factor
Listing 4.2: pygrav imports
At this point it is noteworthy that only the needed NumPy functions are imported directly
into the global namespace. This improves the runtime performance of the program as unnec-
essary lookups of the function names at every invocation are avoided. The logging, os, re,
gc, time and random modules are standard Python utilities that are needed for file I/O, pat-
tern matching and other housekeeping functions. The only parts of SciPy imported here are
algorithms for efficiently solving linear least squares problems. We will revisit these imports
and further explain the use of these functions as well as the use of the imports from cvxopt at
the appropriate points in this section. All functions and classes in the pygrav module have
the prefix pg to indicate their affiliation.
4.2.2.1 The pgSolver class
The pgSolver class is a wrapper around several data structures that hold information about
the simulated mission scenario. As with all Python classes, it is instantiated with the built-
in __init__() method. The self namespace is a reference to the local namespace of the
class, allowing internal access to the classes’ modules and variables. In the following listings,
some comments are stripped for brevity. In the original source files, full documentation for
all classes and methods remains.
1 class pgSolver:
2 def __init__(self,maxDegrees,smoothingRadius=0):
3 """ Instantiate the class with the maximum degree and order of the
spherical harmonics coefficients to be solved for
4
5 IN:
6 maxDegrees --- Maximum degree and order to be solved for
7 smoothingRadius{0} --- Gaussian smoothing radius for input fields
8 Set to 0 if no smoothing desired.
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9 """
10
11 """ Given maximum degree """
12 self.L = maxDegrees
13
14 """ Number of coefficients for given maximum degree L """
15 self.numCoeffs = ( maxDegrees + 1 )**2
16
17 """ Allocate space for the normal equation """
18 self.N = cvxopt.base.matrix(0.0, (self.numCoeffs,self.numCoeffs
) )
19
20 """ Allocated space for observations """
21 self.Aty = zeros( [self.numCoeffs,1] )
22
23 """ Precompute degree, order indices for all coefficients. arange()
returns a list 0,1,2, ... numCoeffs """
24 self.degree, self.order, self.isSlm = pgSHIndexToDegree( arange( self.
numCoeffs ), self.L )
25
26 """ Find the indices of all negative order clm (where isSlm is boolean
1 = True, hence nonzero() ) """
27 self.indSlm = self.isSlm.nonzero()[0]
28
29 self.normFac = pgWeights(self.L)
30 self.normDFac = pgDWeights(self.L)
31
32 self.gaussWeights = pgGaussian(maxDegrees+1,smoothingRadius)
33
34 """ Set up empty arrays for observation times and postions """
35 self.obsNumber = array([])
36 self.obsTimes = array([])
37 self.obsRadius = array([])
38 self.obsLambda = array([])
39 self.obsTheta = array([])
Listing 4.3: The pgSolver.__init__() method
In this method, space is allocated for the normal equation matrix N and the product of the
design matrix and the observation vector ATy, both depending on the maximum degree L.
Further, some indices and norming factors are saved as attributes of the class so they don’t
have to be recomputed every time they are required.
It is of note that the normal equation is not of the standard NumPy array type but rather
cvxopt.base.matrix. The reasoning behind this choice will be explained in a later sec-
tion. The following subsections will describe more of pgSolver’s methods and attributes in
the order they are usually called.
The setCoeffs method
This method sets the spherical harmonics coefficients of the gravitational potential model
used in the simulation. It takes two arguments, the first being a set of time steps and
the second being the spherical harmonics coefficients of the time variable field at those
time steps. The time must be given in Modified Julian date notation for the function to
work correctly. The function then computes the GMST at the first given time step as well
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as the mean potential of the time variable input field for the simulation duration. The
spherical harmonics coefficients used here can be read from disk with the helper function
pgReadSHCoefficients().
The setCoeffs() method — and in extension the pgSolver class — is independent
of the format the spherical harmonics are given in. A new input format of the coef-
ficients can be handled by using a new format decoder, replacing the helper function
pgReadSHCoefficients(), all without changing the behaviour of setCoeffs().
The initTides method
This method prepares the ocean tide model for use in the potential synthesizing step. Input
values are file paths to the FES2004 model and ocean load numbers, as well as the scaling
factor applied to the ocean tides. The 19 main waves and their phases of the FES2004 data
model, as well as the associated load numbers, are read from the given file paths and con-
verted to a format more easily interpreted by the program. This method closely follows
the equations given in Chapter 6.3 of the IERS conventions (Petit and Luzum, 2010). Addi-
tionally, pgSolver’s tideScale attribute is set with the passed value. This attribute later
serves as an indicator of whether or not an ocean tide model is available, and if it is, what
fraction of this model is to be introduced as an error source.
The getCoeffsM method
This method returns the mean of the input field VAOHIS over the requested interval.
setCoeffs computes the mean of all loaded coefficients. In contrast, this method allows
the user to compute the mean for only a limited interval, for example only up to the third
day of a ten-day simulation. The mean is computed according to Equation 3.3.1. Values
are retrieved from the internal parameters of pgSolver set before with the setCoeffs
method.
1 def getCoeffsM(self,startTime,endTime):
2 ## Get indexes of all requested intervals
3 timeMask = logical_and( self.times >= startTime,
4 self.times <= endTime )
5
6 ## Retrieve time steps and coefficients of those iterval
7 intervalTimes = self.times[ timeMask ]
8 intervalCoeffs = self.coeffs[ :, timeMask ]
9
10 ## Compute weights for weighted mean
11 weights = 0.5 * ones( [ intervalTimes.shape[0], 1] )
12 weights[1:-1] = weights[1:-1] * 2
13
14 ## Weighted coefficients
15 meanCoeffs = dot( intervalCoeffs , weights) / intervalTimes.shape[0]
16
17 return meanCoeffs
Listing 4.4: The pgSolver.getCoeffsM()
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The getCoeffs method
Whereas the previous method returned the mean coefficients of VAOHIS, this method returns
the potential Vin, the sum of the interpolated values of VAOHIS and the computed value of the
ocean tides VFES2004. The single input is an array of n time steps, the output is an array of size
nc  n, containing the spherical harmonics coefficients ready for use in other functions. The
coefficients of VAOHIS, VFES2004 and the scale with which VFES2004 should be applied is again
read from pgSolver’s attributes.
At first, the linear interpolation of VAOHIS was implemented in a very naive manner. For
each requested time step t, the two closest sets of coefficients of VAOHIS were determined,
identified by the time steps t+ and t . With the interval ∆t = t+   t  the interpolation was
then simply
VAOHIS(t) =
t  t 
∆t
VAOHIS(t+) + t
+   t
∆t
VAOHIS(t ) (4.2.1)
While trying to improve runtime performance of the program, this implementation was
identified as possibly not optimal, slowing the simulation process down unnecessarily. An
alternative implementation based on the starting value of the coefficients at t  with a pre-
computed slope s valid up to t+ provided the desired improvement.
s =
VAOHIS(t+) VAOHIS(t )
∆t
VAOHIS(t) = VAOHIS(t ) + s  (t  t ) (4.2.2)
The slope need only be calculated once for each 6 h interval of VAOHIS, meaning one set of
coefficients can be calculated with one multiplication and two additions, as opposed to the
three additions and two multiplications of the previous implementation. This means that
the higher the chosen sampling frequency, the greater the performance gain with the second
approach, as there is less and less need to recompute the slope. For a sampling interval of
40 s and while computing sets of 5000 coefficients at a time, the time spent in interpolation
can nearly be halved from 1.72 s to 0.88 s. This is of course only an anecdotal value specific
to the development computer, but the indicated trend should hold for other hardware and
software combinations as well.
After VAOHIS is computed, a check is made if ocean tides are available and should be applied.
If this is the case, VFES2004 is also determined at all time steps, scaled with the value set before
and added to the interpolated VAOHIS, yielding Vin which is returned to the caller.
The updateObservations method
Before delving into this method, let us first think about how a large number of observations
can efficiently be introduced into a model. The size of the normal matrix N is constant at
nc  nc. The sizes of both the design matrix A — n  nc — and the modified observation
vector y0 — n 1 — are however dependant on the number of observations n.
Let us examine the memory requirements for these matrices. N has n2c elements. Each ele-
ment stored as a double float takes up d = 64 bits of memory. The memory required to hold
N is
MN = (L + 1)4  d (4.2.3)
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Figure 4.2.1 shows that the memory required to store N grows quite fast, but also that for
a reasonable maximum degree of 100, memory allocation of the necessary 793 MB is still
feasible on a personal computer.
Figure 4.2.1: Memory requirement MN for normal matrix N.
The size of the design matrix depends on two factors:
• The maximum degree L, and consequently nc.
• The number of observations n.
The memory MA required for storage of this matrix consequently depends on the observa-
tion duration as well as the sampling interval.
MA = (L + 1)2  n  d (4.2.4)
Assuming a sampling interval of 10 s, the number of observations for each day is 8640. Fig-
ure 4.2.2 shows the memory footprint of A increasing rapidly for a growing observation
duration. A typical simulation with a duration of 32 days and a maximum degree of 100
clocks in at 21 GB, which is no longer a reasonable order of magnitude for the computers this
program is intended to run on. We also have to keep in mind that this is only the memory
required for the final matrix. Storing the values needed to compute this matrix also takes up
a significant amount of space, although this requirement can be reduced by using efficient
computing techniques.
The approach to circumvent these memory limitation is to introduce the observations into
the model in multiple steps. With each of these steps, a small block of the design matrix
A is computed and introduced into N via direct summation (Xie, 2005). In this thesis, all
observations are assumed to be uncorrelated and thus weighted equally. Keeping this in
mind, the design matrix can be subdivided into m blocks, each containing a number of rows,
and all uncorrelated with each other.
A =

A1, A2, . . . , Am
T (4.2.5)
The final normal matrix can then easily be constructed by sequentially computing each block
of A and adding the resulting Ni, as illustrated in Figure 4.2.3.
N = ATA =
m
∑
i=1
ATi Ai =
m
∑
i=1
Ni (4.2.6)
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Figure 4.2.2: Memory requirement MA for design matrix A assuming a single formation with a 10 s sampling
interval.
N


=
=
+
N1
...
+
AT1 A1
NmATm Am
Figure 4.2.3: Direct sum of sub-matrices Ni.
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This gives the first part of the least squares formula given in Equation 2.2.5.
xˆ =

ATA

| {z }
∑Ni
 1
ATy
The same approach can be taken for the second part of the equation:
y =

y1, y2, . . . , ym
T
ATy =
m
∑
i=1
ATi yi (4.2.7)
Using this approach, one can limit the number of observations introduced in one block ar-
bitrarily, and thus the memory footprint of each block Ai is no longer of concern. For a
32-day, ∆t = 10 seconds simulation up to degree 100, splitting the observations into blocks
of 3000 time steps leads to a manageable memory requirement for Ai of 223 MB and results
in m = 93 updates to N being computed. At this point, the memory requirements are mainly
determined by the size of N.
The purpose of this method — updateObservations() — is to update both the normal
matrix pgSolver.N and the product of the design matrix and observations pgSolver.Aty
with the direct summation approach described above. The method accepts three sets of co-
ordinates as well as the associated time steps as input values. These variables can either be
coordinates of a single satellite, or coordinates corresponding to a pair of satellites. Depend-
ing on the variable obsType, functions are called which return either the design matrix for
the direct-potential approach in the case of a single satellite, or the design matrix based on
projected gradient differences in case of multiple satellites in a Hill formation. The respective
functions pgAmat() and pgGradMat() will be explained in Section 4.2.2.4.
1 def updateObservations(self,blockTimes,blockC1,blockC2,blockC3,
2 obsType='Single',noiseLevel=None):
3 ## Sh coefficients at blockTimes
4 blockCoeffs = self.getCoeffs( blockTimes )
5
6 ## Get A-Matrix for observation set
7 if obsType == 'single':
8 blockAmat = pgAmat(self.L,self.degree,self.order,self.indSlm,
9 blockC1,blockC2,blockC3,self.normFac)
10 elif obsType == 'hill':
11 blockAmat = pgGradMat(self.L,self.degree,self.order,self.indSlm,
12 blockC1,blockC2,blockC3,
13 self.normFac,self.normDFac)
14 else:
15 raise ValueError("obsType must be either 'hill' or 'single'")
Listing 4.5: The pgSolver.updateObservations() method, part 1
At this point we remember that the attribute pgSolver.N was of a special type,
cvxopt.base.matrix. The reasoning behind this choice is as follows: Implementing the
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normal equation update Ni = Ni 1 + ATi Ai in NumPy is straightforward: self.N += np.dot
(A.T, A) . This approach however results in a rather inefficient execution of the calculation.
The BLAS-routine dgemm() gets called, computing every element in N by simple Matrix
algebra.
This calculation however has some properties that can be exploited for gains in execution
speed. First, the result of the instruction — N — is known to be a symmetrical, positive
definite matrix. It is therefore legitimate to only compute one half of the matrix, as the other
half is implicitly given by mirroring along the main diagonal. Second, the input into the ma-
trix multiplication is not really two matrices as assumed in the naive execution of dgemm(),
but rather one matrix and its own transposed. With prior knowledge of these two facts, one
can choose an improved code execution path that substantially reduces the runtime of one
normal equation matrix update.
A routine custom-tailored to this exact problem is exposed in the BLAS interface, with the
ACML-GPU implementation providing a GPU-accelerated version thereof. This is the sym-
metric rank update function, or *syrk() (Basic Linear Algebra Subprograms Technical Fo-
rum Standard Committee, 2001). Unfortunately, this function is exposed neither in NumPy
nor in SciPy. To fill this gap the CVXOPT module is imported. This module provides its
own array implementation, the cvxopt.base.matrix class and provides a direct inter-
face to syrk() that can act on this matrix, thus pgSolver.N is stored as a matrix of this
type. To use the syrk() interface, the design matrix A has to be converted to the CVXOPT
array type as well. The performance loss caused by this conversion is more than made up for
by the gains made through the execution of the normal equation update through syrk().
As specified in the BLAS, the syrk()-function operates on pgSolver.N in-place. No tem-
porary copy of N is made and only the lower triangle of the symmetric matrix N is evaluated,
avoiding the unnecessary computations and writes described above.
16 ## Normal equation update
17 cvxopt.blas.syrk(cvxopt.base.matrix(blockAmat),
18 self.N,
19 trans='T',
20 beta=1.0)
Listing 4.6: The pgSolver.updateObservations() method, part 2
Following the normal equation update, pgSolver.Aty is updated using simple matrix mul-
tiplication. Additionally, a random error can be introduced into the observations to simulate
system noise.
21 ## Aty update
22 if noiseLevel == None:
23 obs = sum( blockAmat * blockCoeffs.T, 1).reshape(-1,1)
24 else:
25 obs = sum( blockAmat * blockCoeffs.T, 1).reshape(-1,1) \
26 + noiseLevel * randn( numObs, 1 )
27
28 self.Aty += dot( blockAmat.T, obs )
29
30 ## Housekeeping for better performance
31 del blockAmat, blockCoeffs, obs
32 gc.collect()
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Listing 4.7: The pgSolver.updateObservations() method, part 3
After these instructions are executed, the state of the pgSolver class reflects the influence
of all introduced observations on the final solution. In future steps, either more observations
can be introduced, or — provided sufficient data is available — the solution to the equation
system can be determined.
The evaluate method
After the pgSolver class is updated with all observations, the solution to the equation sys-
tem can be determined by evaluating the expression
xˆ =

ATA

| {z }
pgSolver.N
 1
ATy|{z}
pgSolver.Aty
or solving the equation system 
ATA

| {z }
pgSolver.N
x = ATy|{z}
pgSolver.Aty
with other means. Direct evaluation of the inverse of N is slow, and additionally, only the
lower left triangle of N is populated with the correct values owing to the way syrk() was
applied. In this method, the solution to the second equation system is determined using the
Cholesky decomposition of N.
The Cholesky decomposition matrix of N is L, where
N = LLT
holds and L is a lower triangular matrix with all main diagonal elements strictly positive.
The solution to the system Nx = ATy can be determined by first solving Lxc = ATy for xc,
and then solving LTx = xc for x, yielding xˆ (Martin et al., 1965).
SciPy offers two functions, cho_factor() and cho_solve() which respectively compute
the Cholesky decomposition of a matrix and solve an equation system associated with this
matrix. This method simply calls these functions with N and ATy as the arguments.
To improve performance, cho_factor tries to execute the decomposition of N in-place,
overwriting the memory assigned to N with the result L. This behaviour is not desired, as it
can’t be guaranteed that N won’t be needed in the future for further updates. The optional
parameter overwrite_a should in theory disable this behaviour. Corruption of N however
still occurred erratically when setting this option to False.
To circumvent this problem, a switch was introduced that when set causes the method to
create a temporary copy of N on which the decomposition can operate without compromis-
ing the integrity of the stored data. This flag is very much needed in cases where multiple
evaluations of the equation system are expected, but the additional memory requirements
of the temporary copy and the associated overhead of moving the data prohibit making this
the only choice for evaluation, so the insecure variant also remains.
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1 def evaluate(self, tempCopy=False):
2 if tempCopy:
3 tempN = copy( self.N )
4 self.adjCoeffs = cho_solve( cho_factor( tempN ), self.Aty )
5 del tempN
6 gc.collect()
7
8 else:
9 self.adjCoeffs = cho_solve( cho_factor( self.N, overwrite_a=False ),
self.Aty )
Listing 4.8: The pgSolver.evaluate() method
Important note
This method, pgSolver.evaluate() is where the flaw mentioned in the introduction to
this thesis was located. The source of the error in adjustment is an oversight in the interac-
tion between the cvxopt.blas.syrk-function and the SciPy function for computing the
Cholesky decomposition of N, cho_factor().
As mentioned before, syrk only updates the lower left triangle of the normal equation ma-
trix. The remaining entries remain at their initial value, zero, for the entire lifetime of the
pgSolver class.
N =
2
666664
N11 0 0 . . . 0
N21 N22 0 . . . 0
N31 N32 N33 . . . 0
...
...
...
. . . 0
Nnc1 Nnc2 Nnc3 . . . Nncnc
3
777775
cho_factor() takes this matrix N and computes its decomposition L. There is however
one very important argument to cho_factor():
1 def cho_factor(a, lower=False, overwrite_a=False):
The variable lower defines whether the upper or lower triangular part of L should be pop-
ulated, determining if the composition for the form N = LTL or for the form N = LLT is
returned. The default value is lower=False. This means that the upper right half of L is to
be populated. As N is in theory symmetrical, the algorithm then only considers the upper
right half of N, N+, when computing the Cholesky decomposition:
N+ =
2
666664
N11 0 0 . . . 0
N22 0 . . . 0
N33 . . . 0
. . . 0
Nncnc
3
777775
As syrk() only computed the values on and left of the main diagonal, the resulting
Cholesky decomposition only holds information on this main diagonal. This means that
some correct information about the spherical harmonics coefficients does make its way into
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the adjusted results. However, all of the secondary diagonal elements representing corre-
lations between the coefficients do not. This also explains why this error remained undis-
covered for as long as it did — the results of the adjustment still seemed plausible. The
inconsistencies in the results were only uncovered after applying the utmost scrutiny.
As can be seen in Listing 4.8, the lower argument was left to its default value, False. Fixing
this bug is easy. Setting lower=True makes cho_factor() use the lower left triangle of
N, N .
N  =
2
666664
N11
N21 N22
N31 N32 N33
...
...
...
. . .
Nnc1 Nnc2 Nnc3 . . . Nncnc
3
777775
Using this factorization in cho_solve() leads to correct results. The fixed code in
pgSolver.evaluate() is as follows:
1 self.adjCoeffs = cho_solve( cho_factor( self.N, lower=True, overwrite_a=False
), self.Aty )
4.2.2.2 Legendre function recursions
Computation of the design matrix in both the simplified as well as the range-acceleration
based approaches requires numerical values for at least Pl,m(cos θ), and in the second case
even P0l,m(cos θ). Numerical recipes to calculate the needed normalization factors as well as
the values of the Legendre functions as implemented in the pygrav module are taken from
Sneeuw (2006b).
The recursion instructions state that in a first step the Legendre functions for m = l shall
be computed. Following this, the remaining Legendre functions are computed in degree
direction, starting from the filled diagonal. Legendre functions with l < m are assumed to
be zero.
The formula for the Pl,m(cos θ) recursion is as follows:
P0,0(cos θ) = 1 (4.2.8a)
Pm,m(cos θ) = Wm,m sin(θ)  Pm 1,m 1(cos θ) (4.2.8b)
Pl,m(cos θ) = Wl,m

cos(θ)  Pl 1,m(cos θ) W 1l 1,mPl 2,m(cos θ)

(4.2.8c)
The formula giving the first derivatives of Pl,m(cos θ) requires that all Pl,m(cos θ) up to degree
L + 1 are already computed.
P0l,m(cos θ) =
 
(l + 1) cos(θ)  Pl,m(cos θ) W 0l,mPl+1,m(cos θ)
  1
sin θ
(4.2.9)
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Source: Based on Holmes and Featherstone (2002)
Figure 4.2.4: Recursion schema for Pl,m(cos θ) and P0l,m(cos θ).
The required weights are as follows:
W1,1 =
p
3 (4.2.10a)
Wm,m =
r
2m + 1
m
(4.2.10b)
Wl,m =
s
(2l + 1)(2l   1)
(l + m)(l  m) (4.2.10c)
W 0l,m =
r
2l + 1
2l + 3
 (l + 1 + m)  (l + 1 m) (4.2.10d)
The Pl,m(cos θ) recursion is implemented in the pgPlm() function. The function pgPlmd()
computes both the Legendre functions and the first derivatives. pgWeights() and
pgDWeights implement the Equations 4.2.10.
4.2.2.3 Orbit determination
Another important function in pygrav is the determination of satellite orbits. During this
thesis project, calculation of simple single-satellite orbits as well as Hill-formations of the
types Leader-Follower, Pendulum, Cartwheel and Lisa were implemented in the function
pgOrbitCoordinates(). The parameters taken into account while calculating these orbits
are:
• The radius of the nominal orbit.
• The inclination of the nominal orbit.
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• T0 — GMST at the first entry in the time step array, allowing for the transformation of
the results to the e-frame.
• The time steps at which the orbit coordinates are to be determined, given in seconds
from T0.
• The longitude of the ascending node at T0.
• The mean anomaly of the reference satellite at T0.
• The formation of the satellites in the Hill-formation, if any.
• The parameters of the satellites in the Hill-formation, if any.
This function first calculates a nominal single-satellite orbit in Earth’s central field, also tak-
ing into account the equatorial bulge described by J2. Using the equations described in sec-
tion 2.4, this results in one set of coordinates xi in the inertial frame. At this point, the function
checks if single-satellite or Hill coordinates were requested. If only a single satellite’s posi-
tion is desired, the function can return xi in either the e-frame or the i-frame in both Cartesian
and Spherical coordinates.
If the desired output is a set of coordinates for two satellites in a Hill-formation, the following
commands are executed:
1. Based on the input formation and formation parameters, the coordinates of a second
satellite in the Hill system anchored to the previously computed coordinates are calcu-
lated.
2. The coordinates are transformed from the h-frame to the i-frame. The result si describes
the baseline vector connecting the two satellites in inertial space at all times.
3. The coordinates of the two satellites of the Hill-Formation in inertial space are then
calculated in such a way that their barycenter always remains on the nominal orbit xi.
xi,1 = xi +
1
2
 si
xi,2 = xi   12  si
xi,1 and xi,2 can now also be returned in either the i-frame or the e-frame, again in either
Cartesian or Spherical coordinates.
4.2.2.4 Design matrices
pygrav provides two functions that construct design matrices for use in
pgSolver.updateObservations(). These are:
• pgAmat(), which populates the design matrix according to the simplified approach of
section 3.1. Included for completeness.
• pgGradMat(), which populates the design matrix with gradient differences accord-
ing to the acceleration approach of section 3.2.1. This section will focus solely on this
implementation, as pgAmat() is not used in later parts of this thesis.
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The implementation of pgGradMat() is optimized for speed, which reduces the readability
of the code. The unoptimized version of the method remains in the module as comments to
help in possible future modifications of the code.
One side-effect of this optimization is that all Pl,m(cos θ) and P0l,m(cos θ) are computed di-
rectly in the main loop populating the design matrix, circumventing the dedicated functions
pgPlm() and pgPlmd(). The purpose of this duplication is to avoid storing all Pl,m(cos θ)
and P0l,m(cos θ) permanently, as these arrays themselves would both have the same size as
A itself, increasing the required memory four-fold. Computing Pl,m(cos θ) and P0l,m(cos θ)
dynamically also provides the added benefit of avoiding the need to seek out the needed
values in these large arrays, which would also factor negatively into the runtime.
As trigonometric functions feature prominently in the recursions for Pl,m(cos θ) and
P0l,m(cos θ) and don’t change from column to column of A, their values are pre-computed at
the start of the method. Calling the trigonometric functions provided by NumPy is avoided,
as computing the values using trigonometric identities and the satellite’s Cartesian coordi-
nates is significantly faster. When thinking about these optimizations, one always has to
keep in mind that these functions might be evaluated for multiple hundreds of thousands of
observations in a single simulation. When running many simulations, even small speedups
can factor significantly into the overall runtime. For brevity, only the code concerning the
calculations for satellite 1, as indicated by the variable suffix _S1 is shown. The calculations
for Satellite 2 are identical.
1 # Satellite 1, Satellite 2 not shown
2 Radius_S1 = sqrt( xx[:,0]**2 + yy[:,0]**2 + zz[:,0]**2 )
3 RadiusEq_S1 = sqrt( xx[:,0]**2 + yy[:,0]**2 )
4
5 cos_Lambda_S1 = xx[:,0] / RadiusEq_S1
6 sin_Lambda_S1 = yy[:,0] / RadiusEq_S1
7
8 cos_Theta_S1 = zz[:,0] / Radius_S1
9 sin_Theta_S1 = RadiusEq_S1 / Radius_S1
10
11 ## Normalized baseline vector in earth-centered, earth-fixed system
12 BaseVec = hstack([ (xx[:,1]-xx[:,0]).reshape(-1,1),
13 (yy[:,1]-yy[:,0]).reshape(-1,1),
14 (zz[:,1]-zz[:,0]).reshape(-1,1) ])
15 BaseVec /= sqrt( sum( BaseVec ** 2, 1 ) ).reshape(-1,1)
Listing 4.9: The pgGradMat() method, part 1.
Using these identities, the elements of the rotation matrices Tj1 and Tj2 are computed ac-
cording to Equation 3.2.11. The elements T31 need not be computed as they are known to be
zero. As a result, the summands kλ,31l,m will later be zero as well.
1 # Satellite 1, Satellite 2 not shown
2 Rotation_S1_11 = - sin_Lambda_S1
3 Rotation_S1_12 = - cos_Lambda_S1 * cos_Theta_S1
4 Rotation_S1_13 = cos_Lambda_S1 * sin_Theta_S1
5
6 Rotation_S1_21 = cos_Lambda_S1
7 Rotation_S1_22 = - sin_Lambda_S1 * cos_Theta_S1
8 Rotation_S1_23 = sin_Lambda_S1 * sin_Theta_S1
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9
10 Rotation_S1_32 = sin_Theta_S1
11 Rotation_S1_33 = cos_Theta_S1
Listing 4.10: The pgGradMat() method, part 2.
In a further preparatory step before populating A, the longitudinal terms cos(m λ) and
sin(m λ) need to be computed as well. This could easily be done by computing two large
arrays of all multiples of m and λ occurring in A and taking the sine and cosine of these.
This would however result in an excessively large number of calls to the sine and cosine
functions which — due to the reasons mentioned before — are avoided. The determination
of cos(m λ) and sin(m λ) is sped up by recursively computing the needed values using Clen-
shaw summation (Tscherning and Poder, 1982). The starting values for m = 0 are obvious:
cos(0  λ) = 1, sin(0  λ) = 0. The values for m = 1 are the trigonometric identities computed
before, eliminating all need for calls to np.sin() and np.cos().
cos(m λ) = 2 cosλ  cos ((m  1) λ)  cos ((m  2) λ) (4.2.11a)
sin(m λ) = 2 cosλ  sin ((m  1) λ)  sin ((m  2) λ) (4.2.11b)
The results of this summation are stored in the variables cos_S1 and sin_S1.
Next, the upward continuation term (R/r)l+1 is computed and stored in ScaleCont_S1. Fol-
lowing this, A is populated with the gradient differences KCm and KSm (see Equation 3.2.18)
in a loop following the recursion for Pl,m(cos θ) and P0l,m(cos θ). Trying to compute as many
common factors of the gradients at once as possible, the simplified inner loop of the popula-
tion step — not showing the recursion for Pl,m(cos θ) and P0l,m(cos θ)— looks as follows.
1 ## First common factor
2 RSPlm_S1 = ScaleCont_S1[:,l] * Plm_S1
3
4 ## Second common factors for both clm and slm terms
5 grad_S1_P = ScaleCont_S1[:,l] * Plmd_S1 # Gradient wrt Phi
6 grad_S1_R = -(l+1) * RSPlm_S1 # Gradient wrt Radius
7 grad_S1_L = m / sin_Theta_S1 * RSPlm_S1 # Gradient wrt Lambda
8
9 if m > 0:
10 # Satellite 1, Slm terms
11 grad_S1_R_s = grad_S1_R * sin_S1[:,m]
12 grad_S1_L_s = grad_S1_L * cos_S1[:,m]
13 grad_S1_P_s = grad_S1_P * sin_S1[:,m]
14
15 # Satellite 1, Clm terms
16 grad_S1_R_c = grad_S1_R * cos_S1[:,m]
17 grad_S1_L_c = - grad_S1_L * sin_S1[:,m]
18 grad_S1_P_c = grad_S1_P * cos_S1[:,m]
Listing 4.11: The pgGradMat() method, part 3.
In a last step, the projection of the gradient difference onto the baseline vector is computed
and inserted into A. pBase is the index pointing to the current column in A for KCm. The
index for KSm is computed dynamically.
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1 Amat[:, pBase] = \
2 BaseVec[:,0] \
3 * ( Rotation_S2_11 * grad_S2_L_c \
4 + Rotation_S2_12 * grad_S2_P_c \
5 + Rotation_S2_13 * grad_S2_R_c \
6 - Rotation_S1_11 * grad_S1_L_c \
7 - Rotation_S1_12 * grad_S1_P_c \
8 - Rotation_S1_13 * grad_S1_R_c ) \
9 + BaseVec[:,1] \
10 * ( Rotation_S2_21 * grad_S2_L_c \
11 + Rotation_S2_22 * grad_S2_P_c \
12 + Rotation_S2_23 * grad_S2_R_c \
13 - Rotation_S1_21 * grad_S1_L_c \
14 - Rotation_S1_22 * grad_S1_P_c \
15 - Rotation_S1_23 * grad_S1_R_c ) \
16 + BaseVec[:,2] \
17 * ( Rotation_S2_32 * grad_S2_P_c \
18 + Rotation_S2_33 * grad_S2_R_c \
19 - Rotation_S1_32 * grad_S1_P_c \
20 - Rotation_S1_33 * grad_S1_R_c )
21 if m > 0:
22 ## Slm terms
23 Amat[:, pBase + L + 1 - m] = \
24 BaseVec[:,0] \
25 * ( Rotation_S2_11 * grad_S2_L_s \
26 + Rotation_S2_12 * grad_S2_P_s \
27 + Rotation_S2_13 * grad_S2_R_s \
28 - Rotation_S1_11 * grad_S1_L_s \
29 - Rotation_S1_12 * grad_S1_P_s \
30 - Rotation_S1_13 * grad_S1_R_s ) \
31 + BaseVec[:,1] \
32 * ( Rotation_S2_21 * grad_S2_L_s \
33 + Rotation_S2_22 * grad_S2_P_s \
34 + Rotation_S2_23 * grad_S2_R_s \
35 - Rotation_S1_21 * grad_S1_L_s \
36 - Rotation_S1_22 * grad_S1_P_s \
37 - Rotation_S1_23 * grad_S1_R_s ) \
38 + BaseVec[:,2] \
39 * ( Rotation_S2_32 * grad_S2_P_s \
40 + Rotation_S2_33 * grad_S2_R_s \
41 - Rotation_S1_32 * grad_S1_P_s \
42 - Rotation_S1_33 * grad_S1_R_s )
Listing 4.12: The pgGradMat() method, part 4.
As pgGradMat() is a function that gets called quite often, the optimization at this point was
surely not wasted. For a block of 5000 observations at L = 100, runtime of the function could
be reduced from 35 s to 10 s. These are of course only anecdotal values, as they can vary
wildly from system to system.
4.2.2.5 Potential in the spatial domain
The inputs VAOHIS and VFES2004, as well as the output of the simulation Vout are all given in the
spectral domain as a set of spherical harmonics coefficients. For later analysis, the expression
of the potential in the spatial domain is required. For this purpose, pygrav includes the
pgSHCoefficientsToPotential() function. This function takes one or multiple sets of
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spherical harmonics coefficients and computes the potential defined by these coefficients on
a regular grid. The spacing of this grid, as well as the extents of the grid in North/South-
direction can be arbitrarily set. This allows for the evaluation of the potential sampled by a
satellite in a low inclination to be limited to the latitudes actually observed. The calculation
is sped up by exploiting the constant nature of both cos(m λ) in θ-direction and Pl,m(cos θ)
in λ-direction as described in section 2.5.
4.2.2.6 Coefficient manipulation and access
For various reasons, it is often desired to smooth a potential field. Smoothing a potential field
in the spatial domain is achieved by limiting high-frequency terms in the spectral domain by
simple multiplication with a dampening factor W. pygrav provides the pgGaussian()
function that calculates such a dampening factor, the Gaussian mean (Jekeli, 1981). Given a
radius r as an input, the resulting weights in the spatial domain form a spherical Gaussian
cap that reaches half its initial amplitude at a distance of r km from its center. The weights
in the spectral domain reflect this by limiting the amplitude of high-degree terms depending
on the desired smoothing radius in the spatial domain, as seen in Figure 4.2.5.
Figure 4.2.5: Weights W of Gaussian smoothing caps for different radii r.
For many operations in pygrav, including the application of a smoothing filter, it is necessary
to know the location of the spherical harmonics coefficients in the arrays they are stored in.
The ordering of coefficients in an array is strictly determined by the maximum degree L. This
means that for constant L, the position of one specific cl,m is the same in all arrays used in
pygrav. To make working with these arrays easier some helper functions are provided.
The function pgSHDegreeToIndex() calculates the index of a coefficient depending on the
maximum degree L, the degree l and order m of the coefficient and whether the coefficient is
the cl,m or sl,m variant for that degree. This is determined by passing a boolean value isSlm.
The inverse function pgSHIndexToDegree() calculates l, m and isSlm from a given inte-
ger index. Both of these functions also work on arrays of input data. pgSlmIndexToBool()
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transforms a numerical index containing all sl,m coefficients into a boolean array suitable for
masking.
pgCoeffMatrix() reshapes a vector of spherical harmonics coefficients into matrix form.
This representation is often used for visualizations of the coefficients and their errors.
4.2.2.7 Repeat mode helpers and time conversion
pygrav includes some functions to make working with repeat orbits easier.
pgRepeatToAxis() calculates the semi-major axis of a repeat orbit given α, β and
the desired inclination I. pgNodalDay() computes the length of a nodal day under the
influence of J2 for a given semi-major axis and inclination. pgMJDtoGMST() computes the
GMST for a given modified Julian date.
4.2.2.8 File I/O and persistence
pygrav provides one function for reading spherical harmonics coefficients from disk.
pgReadSHCoefficients() is custom-tailored to the file-format and naming convention
the AOHIS potential was provided in. Its usefulness for import of other potentials is proba-
bly limited without at least some modifications.
Some simulations performed in this thesis require the repeated computation of the
same observations. To avoid this unnecessary repetition, the pgPickleDump() and
pgPickleLoad() convenience functions were introduced. These functions are thin wrap-
pers around the cPickle module. They allow saving of arbitrary variables and objects to
disk. This can for example be used in a case where one formation in a multi-formation sim-
ulation is constant. In this case the pgSolver class is instantiated and updated with the
observations from this fixed formation. In all future simulations involving this formation,
the class can simply be loaded and updated with observations from additional formations.
The need to recompute observations for a fixed formation in each simulation is thus elimi-
nated.
4.2.3 The pgSimulation module
The pygrav module provides the basic building blocks needed for a gravity recovery simula-
tion. The pgSimulation module builds on this foundation, providing functions that perform
complete simulations as well as functions for evaluating the results of such a simulation.
4.2.3.1 The pgSimulation() function family
These functions are at the core of the identically named module. They perform a gravity
recovery simulation for an arbitrary amount of satellite formations with arbitrary parameters
for each. Two similarly named functions are available. pgSimpleSimulation() is the
precursor to pgSimulation(). It was developed before the need for persistent storage of
the pgSolver class was identified, and as such has no provisions for using this feature. The
program flow and logic is however much clearer than in pgSimulation(), and thus the
following explanations will be based on this simple implementation. The more general case
pgSimulation() uses the same strategy for the actual simulations. This core part of the
function is however encased in many checks and conditionals that are needed to handle the
introduction of fixed formations over multiple simulation runs.
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The list of input parameters for pgSimpleSimulation() is extensive, as all parameters for
functions used within also need to be handled. The most important of these parameters are
those that describe the simulated satellite pairs.
• numSat holds the number of satellite formations that are to be computed.
• orbAlpha, orbBeta and orbInc hold the repeat mode β/α and the inclination I of all
satellite pairs. These are arrays of size 1 numSat.
• orbMeanAnomaly and orbOmegaNull hold M and Ω at the start time of the simula-
tion. These are also arrays of size 1 numSat.
• orbFormation is a list of strings. The value of the ith string determines the type of
the ith satellite formation. The values of the string can be ’G’ for Grace-like, ’P’ for
Pendulum, ’L’ for Lisa and ’C’ for Cartwheel.
• orbFormationParams is a list of lists. The ith list holds the parameters for the ith
satellite formation. For a Pendulum-type formation, the contents of the corresponding
sublist would be two numbers, the along-track and the cross-track range. For a Grace-
Type formation, only one value — along-track — would be given.
Also passed are parameters describing the input fields, smoothing values to be applied, and
if the results of the simulation are to be saved to disk or returned to the caller. Further, the
block size for the decomposition of A is passed, allowing for adjustment of the decomposi-
tion to the hardware the program is running on.
The function performs the following steps:
1. Read spherical harmonics coefficients from disk using pgReadSHCoefficients().
2. Initialize the pgSolver class with the imported coefficients.
3. Compute observation coordinates for all satellite formations using
pgOrbitCoordinates().
4. Update pgSolver with one block of observations using the
pgSolver.updateObservations() method. This computes the design ma-
trix and updates both N and ATy transparently. Repeat until all observations from all
formations are introduced.
5. Start the evaluation of the equation systems using pgSolver.evaluate().
6. If so desired, save the results to disk and/or return them to the caller.
4.2.3.2 Evaluation of the potential
pgSimulation has several functions that compute different characteristics of a potential field.
These characteristics can then for example be used to judge the quality of a retrieved poten-
tial, or to compare several different potentials. These functions are extensively used in the
parameter studies and the genetic algorithm implementation described in the next chap-
ters.
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The pgRMS() function
One such characteristic is the total root mean square of the difference of two potentials in the
spatial domain, for example between the adjusted result of a gravity recovery mission Vout
and the benchmark potential V¯. Input arguments to pgRMS() are an array containing the
difference of two potentials, and an array of the same size that holds the latitudes to which
these values refer, as for example returned by pgSHCoefficientsToPotential(). The
function computes two values, the global root mean square of the potential difference rms∆V
as well as a curve rms∆V(θ) showing the root mean square for each latitude band as defined
by the second input array.
Because the potential is given on a regular grid, regions in higher latitudes have compar-
atively higher weight when computing a straight rms. A set of weights has to be applied
to each potential difference to correct for this. Let the potential difference at each point be
∆V, with the coordinates at which those differences were calculated (λ, θ). The difference in
latitude between one sampling point of the potential and the next is ∆θ, the step width in
longitude direction is ∆λ. The weight for each difference w is then the area of the graticule on
the sphere centered in (λ, θ) with the edge lengths ∆λ and ∆θ, as illustrated in Figure 4.2.6.
∆θ
∆λ
w
Figure 4.2.6: Spherical latitude-longitude rectangles defining the weight of each potential difference ∆V
The weights are then applied to the observations as follows, yielding the rms.
rms∆V =
s
∑ni=1 ∆V2i  wi
∑ni=1 wi
(4.2.12)
When calculating rms∆V(θ), a separate sum is formed for all observations at one latitude. For
potential differences computed at the poles, the latitude-longitude rectangles on the sphere
deform to triangles. This weighting ensures that despite the unfavorable sampling distribu-
tion of a regular grid, the resulting rms is not biased toward a specific latitude.
The pgRMSDispersion() function
This function computes the coefficient of dispersion for rms∆V(θ), dθ . For a set of
rms∆V(θ)s
r =

rms∆V(θ1), rms∆V(θ2), . . . , rms∆V(θi)
T
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the coefficient of dispersion is the ratio of the variance of r to its mean:
dθ =
σ2r
r¯
(4.2.13)
The resulting scalar is an indicator of the homogeneity of the potential in θ-direction. The
smaller dθ , the more equally distributed in latitude and smaller the differences in the poten-
tial.
The pgSHErrorCharacteristics() function
This function computes a value similar to dθ , but for the spherical harmonics coefficients
in the spectral domain. The coefficient of dispersion is calculated for the coefficient errors
el,m = cˆl,m   c¯l,m of one degree, and the resulting L coefficients are averaged to yield the
error homogeneity eh. This function also returns a matrix of the coefficient errors e˜l,m scaled
to be suitable for graphical display. This is achieved by dividing the coefficient errors el,m by
the mean of all c¯l,m for that degree.
Scaling of the results
When comparing multiple potentials with one another automatically, it is desirable to only
have a single value determine which potential solution is preferable. A first step to achieving
this is to have a common scale for all three of the available characteristics, rms∆V , dθ and eh.
Translation of the raw values of these characteristics to a scale from zero (worst) to one (best)
is performed using a sigmoid function of the form
S(x) =
1
1 + ex
(4.2.14)
This base function is modified with two parameters, the center c and the steepness s of the
transfer.
S(x) =
1
1  e cs + e(x c)s (4.2.15)
This formulation of the transfer ensures that the sigmoid function always assumes the value
1 at x = 0. The slope S(x) forms for positive x can be adjusted by changing c and s, allowing
to fit the transfer curve to the magnitude and distribution of each characteristic, as shown in
Figure 4.2.7 on the next page
Determining a final score
The function pgScore() takes the results from a pgSimulation() run as an input. It then
computes rms∆V , dθ and eh and calculates a final score by weighing these characteristics
against each other according to the rules defined in a configuration file. Provisions are made
for masking arbitrary degrees l while calculating these characteristics. Further, it is possible
to limit the calculations to a latitude band centered around the equator, allowing for proper
treatment of simulations with low-inclination satellite orbits possessing large polar gaps.
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Figure 4.2.7: Curves of the sigmoid scaling function for different c and s.
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Chapter 5
Parameter studies
The previous chapter described the basic implementation of a satellite gravity recovery mis-
sion in the Python extension modules pygrav and pgSimulation. The final goal of this thesis
was however not to just develop this software, but to use it as a means of optimizing the
parameters of a possible future multi-pair mission. To meaningfully implement such an op-
timization using a genetic algorithm, it is necessary to first gain some knowledge of the re-
sponse of the simulation results to changes in the input parameters. This chapter will present
the analysis of four sets of these parameters using pygrav and pgSimulation.
For the following sections, a best-guess set of basic parameters for a single-formation mis-
sion was postulated. For each of the performed parameter studies, one, or at most a small
number, of those parameters were changed in small increments, keeping all others constant.
These small changes in input parameters expressed themselves in variations in the recov-
ered gravitational potential Vout. The criterion which was consulted as an indicator of the
quality of Vout was the global rms value of the potential difference rms∆V . In contrast to dθ
and eh, rms∆V is an actual physical quantity and at this point well understood. A welcome
side-effect of these parameter studies is the possibility of examining a very large number of
samples from dθ and eh. Knowledge of all criteria, their magnitudes and their correlations
will prove important when deciding on the final composition of the evaluation formula used
in the genetic algorithm described in the next chapter.
5.1 Fundamental study parameters
As mentioned before, all parameter studies are based on variations of one fundamental set
of parameters. The simulation parameters can be divided into several subgroups.
Orbital parameters
The parameter studies as well as the following simulations operated on some specific con-
ditions. Only repeat orbits are allowed. α was allowed to vary from 2 days at the least to
32 days at the most. Combined with a restriction of the orbit height to an interval from
 300 km to  500 km for polar orbits, this choice leaves a selection of 225 valid repeat or-
bits ranging from 31/2 to 507/32. In situations where only a limited number of repeat modes
was studied, at least the 125/8 and 503/32 modes were used. The default inclination was set to
I = 90 °. Together with the default repeat modes this results in orbits at a height of 362 km
and 335 km respectively. M and Ω at the start time were both set to 0 °, meaning all simula-
tions started at a position of λ = 0 °, φ = 0 ° in the inertial frame. All simulations tested at
least two basic formations. A GRACE-type formation with an along-track baseline of 100 km
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and a Pendulum-type formation with both along-track and cross-track separation of 100 km.
For some parameter studies, more formations were added as seemed appropriate.
Input field parameters
The input field was the full AOHIS potential VAOHIS. This was smoothed with a Gaussian cap
filter of radius 150 km prior to synthesizing the observations. 10 % of the ocean tide model
FES2004 was introduced as an error source.
Simulation parameters
The standard simulation duration was 32 days, starting at midnight on the first of January
2005. This corresponds to MJD 53 371.0. The maximum degree of the simulations is L = 100.
The sampling interval was not set at this point, as it was the subject of the first parameter
study. A white noise error source of 1 10 10 m/s pHz was introduced into all observa-
tions.
Evaluation parameters
The output potential of the simulation Vout was not smoothed. Not taking into account all
coefficients of degrees l = 0, 1 and 2, ∆V = V¯ Vout was calculated on a 1 ° regular grid. The
extent of this grid in θ-direction was limited to the highest latitudes reached by the satellites
in the simulated formation. The weighted rms∆V for this grid was calculated.
5.2 Sampling interval
The purpose of the first parameter study was to determine which sampling interval would
be chosen for all later simulations. It was expected that a very short sampling interval would
lead to the best overall results, owing to the simple fact that a short sampling interval re-
sults in more observations of the potential. An increase in observations leads to a roughly
linear increase in computation time. On the development computer, a 32-day simulation
with a sampling interval of 1 s takes roughly 3.5 hours to compute. This is prohibitively long
for an optimization scenario where as many simulations as possible need to be performed.
The aim of this study was to find a sampling interval that offers a good trade-off between
computation time and fidelity of the resulting potential.
To this end, the following orbital configurations were simulated.
• Two GRACE-type formations with baselines of 100 km and 200 km respectively.
• Two pendulum-type formations. For the first formation both along-track and cross-
track separation were 100 km. For the second, both were 200 km.
Each of these configurations was simulated for both a 125/8 and 503/32 repeat mode, resulting
in 8 combinations. These 8 combinations were then all simulated with sampling intervals
ranging from 1 s to 120 s in 1 s steps.
Programmatically, these simulations are easily implemented using pgSimulation. The
pseudo-code in Listing 5.1 illustrates this nicely. In this listing, the verbose parameters
passed to the used functions are abbreviated, showing only the variables changed in this
parameter study. The complete parameter study can however indeed be completed in three
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nested loops, with each containing just two main function calls, and an additional call to
save the results.
1 TimeSamplings = np.arange(1,121,1)
2 RepeatModes = [[8.,125.],[32.,503.]]
3 Parameters = [['G',100*1e3],
4 ['G',200*1e3],
5 ['P',100*1e3,100*1e3],
6 ['P',200*1e3,200*1e3]]
7
8 for thisMode in RepeatModes:
9 for thisParameter in Parameters:
10 for thisSampling in TimeSamplings:
11
12 results = pgSimulation( thisSampling, thisMode, thisParameter )
13 characteristics = pgScore( results )
14 np.savez( results, characteristics )
Listing 5.1: Parameter study for sampling period
The PC this simulation was run on has two CPU cores. Python by default only uses one
of these cores per process. As a quick hack to speed up the parameter study, the workload
was divided into two equal parts manually. Two Python processes were started, with one
computing all simulations for the 125/8 repeat mode, and the other computing all simulations
for 503/32. Parallel access to the GPU by two Python processes did not prove to be a problem,
as the simulations completed without failing or raising errors.
The results of this parameter study are shown in Figure 5.2.1
Figure 5.2.1: rms∆V for different sampling intervals and formations.
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Figure 5.2.1 shows that rms∆V is constant up to a sampling interval of about 50 s. This 50 s
cut-off is roughly the same for all simulated formations and repeat modes. At the given alti-
tude this corresponds to a travelled distance of roughly 370 km, or slightly more than twice
the applied smoothing cap radius. GRACE-type formations seem to lose integrity faster,
and ultimately reach higher error levels with regard to the reference set by the 1 s interval.
Interestingly, the error level of the GRACE-type formations is closer to that of the respec-
tive pendulum-type formation for the 503/32 repeat mode than it is for the 125/8 repeat mode.
Based on this data, a standardized sampling interval of 40 s was chosen for the following
simulations. According to this parameter study this sampling interval is short enough to ad-
equately insure against errors introduced by undersampling the potential, while still being
long enough to allow for a desirably short computation time.
5.3 Observation duration
The second parameter study was aimed at gauging the influence of the observation duration
T on rms∆V . Provided a constant sampling interval is kept for all simulations, the number
of observations grows linearly with an increasing observation duration. The observation
duration also has an effect on the sampling pattern.
As laid out in subsection 2.4.2, a satellite formation on a repeat orbit samples the earth in
a predictable, complete and homogeneous fashion in a specified number of days α. When
the observation duration differs from α, a non-uniform sampling of the gravitational field
follows. With T < α, the gravitational field is not sampled completely, leaving patches of
the surface where no data points are available. For α < T < 2  α a similar phenomenon
occurs. A part of the surface is sampled twice, with the later part of the repeat orbit only
sampled once, on the first pass. This oversampling of some regions may lead to a skewing
of the adjusted results, reducing the overall quality of the recovered potential. This of course
may also happen for T > 2α.
Because of the complex nature of the system, theoretical consideration of this problem is
bound to miss some aspects of these interactions. To gain some insight into the dependency
of rms∆V on the relationship between T and the repeat mode β/α a number of scenarios were
simulated. Eight different repeat modes were chosen from the available pool, with α ranging
from 7 to 32 days. Each of these repeat modes was simulated in the two standard formations:
GRACE-like and pendulum with all separations 100 km. Each of these combinations was
simulated for different T, ranging from 5 days to 66.25 days in ∆T = 0.25 day steps.
These simulations could easily be implemented with a loop over pgSimulation, similar
to Listing 5.1. With such an approach, a large duplication of calculations for the first days
of observations would occur. Instead, the parameter study was implemented using the ba-
sic pygrav functions. A pgSolver class was instantiated, updated with the first 5 days of
observations and then evaluated. For the next interval up to T = 5 + ∆T days, pgSolver
was again updated with the new observations and evaluated, and so on. Using this tactic,
the large number of (partially very long) simulations could be computed very quickly. The
computational load was again split between processes, making optimal use of the available
resources.
Figure 5.3.1 and Figure 5.3.2 show the results of these simulations for GRACE-type and
pendulum-type formations respectively. Figure 5.3.1 shows that for all repeat modes with
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Figure 5.3.1: rms∆V for different observation durations and several GRACE-type formations with baseline 100
km.
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Figure 5.3.2: rms∆V for different observation durations and several Pendulum-type formations with baselines
100 km.
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GRACE-like formations, rms∆V exhibits strong local minima for T = k  α, k 2 N. The con-
tinuous vertical lines in the sub-plots mark these multiples of α. The dashed lines indicate
multiples of the sub-cycle of the respective repeat mode. All simulations show that with
longer T, the local minima are much less pronounced, indicating an asymptotic behaviour
where more observations introduced into the normal equation system lead to diminishing
returns for the improvement of rms∆V . This suggests that for longer observation durations,
the homogeneity of the sampling becomes less and less important, with other influences
factoring more strongly into the overall error.
One reason for such an effect could be the time-variable nature of VAOHIS. The natural vari-
ations of the input field, together with the added fast-changing ocean tides and white noise
error sources lead to ‘errors’ in the observations of V¯ that are not truly uncorrelated, but
rather highly structured. This points out a weakness in these simulations, namely the naive
modelling of the observation equations. In the range-acceleration approach described in sub-
section 3.2.1, only one set of spherical harmonics coefficients describing the mean of Vin is
estimated. To reduce the errors stemming from this approach, a more sophisticated model
capable of estimating four sets of variables — the spherical harmonics coefficients of V¯, the
structured errors of the ocean tides, the variability of VAOHIS, and the random errors intro-
duced elsewhere — would be needed.
Interestingly, the further local minima in Figure 5.3.1 don’t seem to correlate strongly with
the sub-cycles of the respective repeat modes, pointing to other influences still being in
play.
The curves of rms∆V for pendulum-type formations shown in Figure 5.3.2 exhibit much less
variations, maybe owing to the fact that the overall magnitude of rms∆V is much smaller.
The superior isotropy of the polar pendulum’s sensitivity leads to the durations influence
on rms∆V being much larger than that of the repeat mode. An increase of the number of ob-
servation leads to an immediate improvement of the result, which does not seem to depend
very much on either the repeat mode or the sub-cycle. This effect seems to dwindle start-
ing from somewhere between 50 and 60 days of observations, with the decrease of rms∆V
slowing down considerably at this point. Further study of more repeat modes and longer T
would be necessary to make such a statement with more confidence.
Overall, these results support the decision of using T = 32 days as the default observation
duration. For smaller T, the variations in rms∆V are very erratic, mainly for GRACE-type
formations. The widely used duration of 32 days ensures that errors due to undersampling
of the potential are minimized, which is important when comparing multiple repeat modes
with differing α. The data shows that for a specific repeat mode β/α ensuring that T = k  α
will mostly lead to optimal results, with this provision being more important for small k.
5.4 Repeat modes and ocean tides
The third parameter study analyzes the influence of the repeat mode and the chosen ocean
tide level on rms∆V . To this end, all combinations between the two default formations, the
repeat modes of the initial pool and the three ocean tide levels 0 %, 10 % and 100 % were
simulated. These simulations were again easily implemented using pgSimulation() and
nested loops.
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Figure 5.4.1 shows the results for the GRACE-type formations. The first distinctive feature
is that for all ocean-tide levels, repeat modes with small α consistently deliver the worst re-
sults. This could stem from the fact that small α and consequently small β lead to a very
coarse ground-track pattern which provides a sub-optimal spatial distribution of the sam-
pling points. The repeat mode that consistently fares the worst, for example, is 46/3. The
gap evolution graph for this repeat mode (shown in Figure C.1 in Appendix C) shows that
the smallest achieved equatorial gap is 871 km, resulting directly from the small number of
revolutions per repeat period.
A second effect that can be observed is that low-altitude repeat modes generally provide a
better solution than similar high-altitude repeat modes. This is easily explained by the re-
duced sensitivity of high-altitude satellite pairs to high-degree components of the potential.
The formula describing the potential, and consequently also the gradient used in the range-
acceleration approach, prominently features the upward continuation term (R/r)l+1. This
term dampens the effects fine-grained structures of the potential have on the accelerations
experienced by the satellites, which results in a loss of spatial resolution in the recovered
potential Vout. When comparing Vout to V¯, this loss in resolution naturally leads to a higher
error rms∆V .
The third, and most prominent, effect is the impact an increase in ocean tides has on the
distribution of the largest errors. With increasing errors due to ocean tides, the magnitudes
of the largest and smallest rms∆V don’t change very much. This increase has however a
very pronounced effect on some very specific repeat modes, namely those at altitudes of
roughly 350 km and 450 km. Many of the affected repeat modes have a sub-cycle of three
days. It seems that formations at these altitudes might be in resonance with at least one of
the constituents of the ocean tide model, resulting in strong degradation of the recovered
potentials’ quality.
In the simulations with pendulum-type formations the same effects can be observed, al-
though at a lower overall magnitude of the error rms∆V . Figure C.2 shows the corresponding
graphs. Figure C.3 shows the same repeat modes as Figures 5.4.1 and C.2, but with annota-
tions for the number of revolutions β of all depicted repeat modes.
These simulations show that repeat modes that result in effective potential recovery are not
exclusively found at low altitudes, nor do they always feature very large α. It could be ar-
gued that repeat modes with very small α, say smaller than 7 days, could be eliminated from
the pool, as they generally exhibit poor performance. Similarly, repeat modes which show
large errors in presence of ocean tides might also be considered undesirable. It is however
important to not lose sight of the main goal, to find an optimal orbital configuration for
combinations of multiple formations. In combination with a second formation in a different
repeat mode, some of the worst-performing repeat modes might offer advantages that can’t
be uncovered in this simulation. The decision was made to not reduce the pool of possible
repeat modes, allowing for the widest variety of choices in the final optimization simula-
tions.
5.5 Inclination and baseline vector
The last of the parameter studies tested the influence of both the baseline length of the forma-
tion — in along-track as well as cross-track direction — and the inclination of the formation
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Figure 5.4.1: rms∆V for all repeat modes with a GRACE-type formation and different ocean tide levels. For each
subplot, the largest areas correspond to the given maximums, the smallest to the given minimums.
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on rms∆V . For both of the default repeat modes 125/8 and 503/32, the along-track baseline var-
ied from 25 km to 200 km, with the cross-track component ranging from  200 km to 200 km.
Both of these ranges were sampled in 25 km intervals. This set of baseline combinations
was then simulated for inclinations I ranging from 30 ° to 90 ° in 5 ° steps. The simulations
were again implemented with a simple loop. The determination of rms∆V was limited to the
latitudes observed by the formations, as given by I.
Figure 5.5.1 shows the results for some of these simulations. Similar to Figure 5.4.1, the area
of the smallest disk in each subplot corresponds to the given minimum rms∆V , with the area
of the largest disk corresponding to the given maximum. Graphs showing the results for all
repeat modes and inclinations can be found in Appendix C.
Figure 5.5.1: rms∆V for 125/8 repeat mode with different baselines and inclinations.
Both of these plots show that for each inclination there is at least one set of somewhat dis-
tinctive along-track/cross-track combinations that show particularly poor performance. A
look at the orientation of the baselines ρ of these combinations in the east-north plane as
illustrated in Figure 5.5.2 shows the reason for this effect. For a given inclination I, there
exists one set of parameters to the Hill equations for which the resulting baseline lies directly
in north-south direction when the formation crosses the equator. For I = 45 °, these are all
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combinations where y0 =  x0. At low latitudes, these formations have limited sensitivity
to the gravity gradient in λ-direction, resulting in strong aliasing effects around the equa-
tor. At the culmination point of the orbit, the opposite situation occurs. The baseline runs
in a strictly east-west direction, resulting in limited sensitivity to the gravity gradient in θ-
direction, which in turn leads to strong horizontal aliasing at higher latitudes. Figure C.12
shows an extreme example of this effect. This effect is more pronounced for orbits at lower
inclinations. For orbits that pass close to the poles, such a configuration again results in a
baseline oriented in north-south direction.
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Figure 5.5.2: Baseline orientation in the East-North-plane at three points on the orbit of a 45 ° inclined Hill-
formation with y0 =  x0. Depicted points on the orbit are the ascending arc crossing, the
northernmost culmination point and the descending arc crossing.
Figure 5.5.1 shows that interestingly even small changes in the baseline parameters can have
large effects on rms∆V . This fine structure of the solution space suggests that to determine
an optimum formation precisely, a resolution of 25 km in the along-track and cross-track
component is probably not sufficient. The same holds for the 5 ° steps in the inclination.
Increasing these values too much would however expand the solution space significantly,
making optimization more demanding. Weighing these arguments, it was decided that in
a first optimization step, the across- and cross-track resolution would remain at 25 km. The
inclination steps would be reduced to 2 ° while simultaneously increasing the sampled range
to cover an interval ranging from 30 ° to 150 °.
5.6 Meta-analysis of parameter study results
A total of 9510 simulations was performed in the context of these parameter studies, pro-
viding a representative sample of values for rms∆V , dθ and eh. This provides the perfect
opportunity to analyze these characteristics. Aspects that still need to be considered before
implementing an optimizing genetic algorithm are the parameters used to transfer rms∆V , dθ
and eh from a raw value to a score using pgSigmoidScaler() and the weights that will be
assigned to these characteristics to arrive at a final, singular fitness value for one simulation
scenario.
In a first step, two diagrams are created for each of the three characteristics. The first shows
the histogram of the characteristic — the empirical probability density function (PDF) —
along with the encountered minimum and maximum values. This diagram provides an
impression of the center and skew of the characteristic’s distribution. The second diagram
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shows the empirical cumulative distribution function (CDF), which will be used to align the
sigmoid function S(x).
5.6.1 Graphs for rms∆V , dθ and eh
Figure 5.6.1 shows that most of the values for rms∆V occur in a very small interval, close to
zero. Some outliers do occur, with a maximum value of 5 m2/s2. The parameters chosen for
the sigmoid scaling function are a center of zero with a large steepness of 20.6. This leads
to a sufficiently differentiated assessment of the many very small values, while assigning a
score of basically zero to all values larger than 0.2. Using this scale, the best value in the
parameter studies is assigned a score of 0.73, leaving some space for improvements expected
from multi-formation simulations.
Figure 5.6.1: Empirical data for rms∆V from 9510 simulations.
The coefficient of dispersion of rms∆V(θ) — dθ — exhibits a distribution similar to rms∆V ,
skewed very heavily towards zero as shown in Figure 5.6.2. With a center of  0.1 and a
steepness of 10, the chosen parameters for S(x) lead to a similar curve as with rms∆V . The
curve is aligned in such a way that the score is 0.5 at the point where the empirical CDF is
also 0.5. The maximum achieved score is 0.96.
As can be seen in Figure 5.6.3, the empirical PDF and CDF for eh exhibit a structure different
from those of the previous two characteristics. The PDF shows a distinctively bimodal align-
ment of the values. This points to a hidden regularity in the dependency of the coefficient
errors el,m on the simulation parameters. As all parameters in these studies were changed
in a continuous fashion, it was expected that the distribution of eh would be of a univari-
ate nature, as is the case with both rms∆V and dθ . If this were the case, a small change in
input parameters would result in a small change of eh. These results however suggest that
a change in input parameters can cause eh to drift heavily towards one of the two common
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Figure 5.6.2: Empirical data for dθ from 9510 simulations.
Figure 5.6.3: Empirical data for eh from 9510 simulations.
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modes. This could be caused by a strong dependence of eh on the repeat mode, as a change
in the repeat mode can lead to a markedly different ground-track and associated sampling
pattern. To make such a statement with more confidence, further analysis of the behaviour
of eh would be required.
The chosen parameters for the transfer function take this bimodality into account. A center
of 1.41 with a steepness of 3 result in a transfer where both arms of the sigmoid function are
used for scaling the raw values. The function is again aligned in such a way that the value
at CDF = 0.5 corresponds to a score of 0.5. The maximal score achieved in the parameter
studies was 0.83.
5.6.2 Correlations
Having all these values available also allows us to calculate the correlations between them.
The correlations between the different characteristics were calculated using Spearman’s rank
correlation coefficient rS (Spearman, 1904). rS tests how well a monotonic function can de-
scribe the relationship between two variables. A value for rS of 1 indicates a perfectly mono-
tone relationship between the two tested variables. rS = 0 designates the complete absence
of such a relation, with rS =  1 showing an inversely monotone relationship.
The values for all rS between the three characteristics rms∆V , dθ and eh can be found in
Table 5.1. The correlations between all characteristics are roughly 0.5, indicating somewhat
monotonous relationships. This corresponds to the expected behaviour, as the characteristics
of both the spatial and the spectral domain stem from analysis of the same potential. A
decrease of the spectral errors el,m does, for example, usually result in smaller ∆V in the
spatial domain, and thus also a smaller rms∆V .
(a) rS
rms∆V dθ eh
rms∆V 1.000 0.591 0.498
dθ 0.591 1.000 0.506
eh 0.498 0.506 1.000
(b) p
rms∆V dθ eh
rms∆V 0 0 0
dθ 0 0 0
eh 0 0 0
Table 5.1: Spearman’s rank correlation coefficient rS and associated p-values between all characteristics.
The fact that these correlations are not overwhelmingly large indicates that the different char-
acteristics do illuminate distinctly separate qualities of a recovered potential. If the observed
correlation between two of the characteristics were too high, considering both in determin-
ing a final score would be redundant. This analysis shows that rms∆V , dθ and eh are not
redundant, and consequently considering all three characteristics will most probably lead to
a well-rounded and meaningful overall fitness value.
It is also worth mentioning that the calculated correlations are themselves very well sup-
ported. Due to the very large sample size, the possibilities that the observed correlations are
purely coincidental — as expressed by the calculated p-values for all rS — are numerically
zero.
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5.6.3 Weights
To arrive at a final fitness value for one individual the three characteristics rms∆V , dθ and eh
need to be combined. The chosen method of combination is a simple weighted mean. Based
on the results of Table 5.1 and the subjective importance of the different characteristics the
weights given in Table 5.2 were chosen.
Criteria Weight [%]
rms∆V 55
dθ 15
eh 30
Table 5.2: Weights for final combined fitness value.
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Chapter 6
Optimization using a genetic algorithm
In this chapter, the main objective postulated at the beginning of this thesis will be reached.
Using pygrav and pgSimulation, an optimization framework on the basis of a genetic algo-
rithm will be implemented. In this framework, it will be possible to define a set of permis-
sible domains for a limited set of values describing a multi-formation satellite mission. A
genetic algorithm then tries to find the combination of these values that result in the ‘best’
mission, as indicated by a combination of rms∆V , dθ and eh.
The following section will give a short overview of the modus operandi of genetic algo-
rithms in general. A discussion of the application of these principles to the problem at hand
follows. At the end of this chapter, the results of a final optimization process based on genetic
algorithms will be presented.
6.1 General remarks on genetic algorithms
Genetic algorithms are an easily implemented means to find satisfactory solutions to non-
linear search or optimization problems. Because of the undirected nature of the optimization
steps used in genetic algorithms, they can be applied to very complex problems with relative
ease. The catch-all phrase ‘Genetic algorithm’ describes a wide variety of structural and
computational approaches, and as such most problems can in one way or another be tackled
by using this tool. The methods employed by genetic algorithms closely mimic evolutionary
examples set in nature. Many key phrases used when describing genetic algorithms are
metaphors originating in the field of evolutionary biology.
In a genetic algorithm, a problem is essentially solved by repeatedly guessing a solution,
and then evaluating the quality of the solution. The trick lies in not guessing randomly, but
rather on the basis of previously acquired knowledge about the solution space. To this end,
two main components are needed:
• A genome, which is a generalized representation of the solution space of a specific
problem. In the simplest case, the genome for a problem is expressed as a binary string,
with each bit of this string defining the state of one of the variables describing a solu-
tion. Generalizing this premise, arbitrarily complex genomes can be expressed by us-
ing more sophisticated methods to describe the state of each variable, such as integers,
lists, vectors or matrices.
• A fitness function, mapping the attributes of a specific realisation of the genome —
an individual — to a fitness value. This fitness value is used to compare different
individuals, it ideally considers all aspects of a solution deemed important and weighs
them against each other.
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In a genetic algorithm, the first step is usually the creation of a population of individu-
als. These individuals are randomly generated, keeping in mind the constraints set by the
genome. All members of this population are evaluated using the fitness function. A new
generation of individuals is then created by applying two main strategies:
Mutation: One of the individuals is selected and one or more of its attributes are modified
slightly.
Crossover: Two or more of the selected individuals are recombined, with each of their chil-
dren possessing traits of all its parents.
A new generation on the basis of the initial population is created by using these and possibly
other operators. The selection of the individuals that are used to form this new generation
usually favors those with high fitness values, although it is desirable to keep some diversity
in the population. This reduces the risk of the population getting stuck in a local minimum
of the solution space during evolution, and thus increases the chance of finding a globally
optimal solution to the examined problem.
These steps of selection, modification and evaluation are then repeated until a set goal is
reached. This goal can be the completion of a number of generations, the convergence of the
population or the achievement of a defined fitness value.
This makes it clear that — given the right frameworks — the main difficulty in implementing
an efficient genetic algorithm does not lie in the programming aspect. To reliably identify
the best possible solutions to a problem, it is far more important to strike the right balance
between mutation rates, crossover possibilities, individual selection criteria and evaluation
parameters. A set of these parameters that are not suited to the problem at hand will lead
to a genetic algorithm that either doesn’t find a satisfactory answer to a problem, or takes
excessively long to do so.
6.2 Implementation of a genetic algorithm using deap
The genetic algorithm developed for use in the final simulation of this thesis is based on the
deap 1 Python extension module. This module provides many classes, functions and tools
that make it easy to design any kind of evolutionary algorithm, of which genetic algorithms
are a subset. deap also provides some ready-made evolutionary strategies. At the core of
every genetic algorithm lies an evolution strategy which describes the interactions between
selection, evaluation and reproduction. The genetic algorithm presented in this chapter is a
modified version of one of these default strategies.
The genetic algorithm used for the final simulation is implemented in the pgGenetics mod-
ule. The following pages will simultaneously present this module and the associated parts of
deap, showing how deap’s facilities were used in the creation of pgGenetics. The functions
defined in pgGenetics have the prefix pgg.
The implementation of every genetic algorithm in deap is based on the
deap.base.Toolbox class. This toolbox provides a method of abstracting all of the
operations used in evolutionary algorithms, which leads to easily reusable and modifiable
code. This can best be explained with a short example.
1Distributed evolutionary algorithms in Python
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For almost every problem, a custom representation of the genome is necessary. A custom
representation of the genome also entails that functions which operate on this genome — for
example a mutation function — need to be constructed or modified to work with this specific
genome. We now postulate two functions:
• customGenome() returns a structure describing a custom genome.
• customMutation() is a function that takes an individual of the custom genome and
returns a mutated version thereof.
These two functions are registered in the toolbox under a descriptive alias.
1 toolbox = deap.base.Toolbox()
2 toolbox.register("individual", customGenome )
3 toolbox.register("mutate" , customMutation )
Now, every evolutionary algorithm can call toolbox.individual() to receive one indi-
vidual that conforms to the custom genome, as well as use the function toolbox.mutate()
on this individual. The logical flow of the evolutionary algorithm is thus decoupled
from the representation of the genome and can be executed in the same fashion for
all problems, provided all necessary functions are registered in the toolbox. Other
functions which need to be registered for the most common genetic algorithms are
toolbox.mate(), toolbox.select() and toolbox.evaluate(). deap provides im-
plementations for the most commonly used mutation, mating and selection algorithms, leav-
ing only toolbox.evaluate() to be implemented by the user.
In pgGenetics, a custom toolbox with all necessities for tackling the problem of multi-
formation gravity recovery missions is implemented. In addition to this toolbox, a modified
version of one of deap’s standard evolutionary strategies is also provided. The parameters
for the toolbox and the evolutionary strategy are read from a configuration file. All variables
in this file have the prefix conf*. This file contains data on the following aspects of the
simulation:
Formations: The configuration file determines how many formations are to be
simulated. This number can in theory be arbitrarily large. Ad-
ditionally, it can be determined how many — if any — fixed for-
mations are to be part of the simulation. A fixed formation is
constant for all simulations, and its parameters are not modified
by the genetic algorithm.
Orbital parameters: The permissible values for the orbital parameters of the variable
formations. For example, it can be defined that the Inclination
is allowed to vary from 30 ° to 50 ° in 5 ° increments. For the im-
plemented simulation these are: Repeat mode, Inclination, Lon-
gitude of the ascending node at the start time, along-track sep-
aration and cross-track separation. Internally, all formations are
assumed to be of type ‘pendulum’, but the possibility of a cross-
track separation of 0 km means that GRACE-type formations can
also be considered. The parameters for optional fixed formations
can be defined in this file as well.
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Evolutionary parameters: Parameters that describe aspects of the evolution strategy, like
mutation and crossover probabilities, population size or the
number of generations to be simulated.
Simulation parameters: The standard parameters needed for pgSimulation(), like
storage locations of data files for VAOHIS and VFES2004, maximum
degree L, simulation duration T and time steps ∆T.
6.2.1 Representation of the genome
The custom genome used in this simulation is a simple list of integers. Five integers describe
one simulated formation completely. The total number of variable formations is given by the
value of the variable confFormationNumber in the configuration file. All allowed repeat
modes for the variable formations are given in the list confRepeatChoices. The first of the
five integers of the genome is simply an index into this list, giving the repeat mode for each
formation. The remaining four integers in the genome are multiplication factors. These are
multiplied with a corresponding configuration variable to arrive at the sought-after value of
the formation’s parameter.
The following code snippet shows five methods attr_*() being registered with the custom
toolbox. Each of these attributes is an alias to the random.randint() function. Each alias,
when called, thus returns a random integer from the interval bounded by the values of the
third and fourth variable passed to the toolbox.register() function. These values are
taken from the configuration file.
1 toolbox.register("attr_REP", random.randint, 0, len(confRepeatChoices) - 1)
2 toolbox.register("attr_INC", random.randint, confInclinationRange[0],
confInclinationRange[1] )
3 toolbox.register("attr_ALO", random.randint, confAlongTrackRange[0] ,
confAlongTrackRange[1] )
4 toolbox.register("attr_CRO", random.randint, confAcrossTrackRange[0],
confAcrossTrackRange[1] )
5 toolbox.register("attr_OME", random.randint, confOmegaNullRange[0] ,
confOmegaNullRange[1] )
Now, when calling toolbox.attr_REP() for example, a random but valid index for the
array confRepeatChoices is returned.
The genome for the simulation is constructed by creating a reference individual,
a list of functions returning a valid value for the corresponding position in the
genome: [ toolbox.attr_REP(), toolbox.attr_INC(), toolbox.attr_ALO(),
toolbox.attr_CRO(), toolbox.attr_OME() ]
Such a reference individual is registered in the toolbox. The number of times the attribute
functions are added to the reference individual list is defined by confFormationNumber.
1 toolbox.register( "individual", tools.initCycle, creator.Individual, ( toolbox.
attr_REP, toolbox.attr_INC, toolbox.attr_ALO, toolbox.attr_CRO, toolbox.
attr_OME ), n = confFormationNumber )
6.2 Implementation of a genetic algorithm using deap 91
When calling toolbox.individual(), a list of length confFormationNumber  5 is cre-
ated. This list is then filled by calling the attribute function corresponding to each position
in the list and inserting the return value.
For confFormationNumber = 1, the individual returned when calling
toolbox.individual() would be a list of five random integers, each describing one
aspect of one formation. This individual could for example be ind =

70, 66, 8,  6, 6.
These numbers have the following meaning:
ind[0] = 70: Returned by toolbox.attr_REP(). An index into the
confRepeatChoices array. confRepeatChoices[70] is the list
18, 283

, representing the repeat mode 283/18.
ind[1] = 66: Returned by toolbox.attr_INC(). The inclination factor, to be multiplied
by confInclinationMultiplier, which is 2 °. The inclination of the for-
mation is then I = 66  2 ° = 132 °.
ind[2] = 8: Returned by toolbox.attr_ALO(). The along-track factor. With the base-
line multiplier 25 km this gives xh(t0) = 8  25 km = 200 km.
ind[3] = -6: Returned by toolbox.attr_CRO(). The cross-track factor. With the base-
line multiplier 25 km this gives yh(t0) =  6  25 km =  150 km.
ind[4] = 6: Returned by toolbox.attr_OME(). The Ω0 factor. With an Ω0 multiplier
of 30 ° this gives Ω0 = 6  30 ° = 180 °.
The genome for simulations with more formations is created by repeating the same five
attribute functions in the reference individual. For two formations, a reference individ-
ual would have length 10, with the elements 0 to 4 of the list describing the first forma-
tion and the elements 5 to 9 describing the second, and so on. A reference individual for
confFormationNumber = 3 would accordingly have 15 entries:
119, 54, 9, 9, 2,| {z }
Formation 1
162, 15, 1,  2, 12,| {z }
Formation 2
104, 41, 2, 5, 8
| {z }
Formation 3
6.2.2 Fitness function
The fitness function provided in pgGenetics is a thin wrapper around pgSimulation().
The evolutionary algorithm passes one individual to the fitness function, and expects one
value, the fitness, in return. The fitness function has thus four tasks to perform:
1. First, the input genome has to be decoded. This is achieved by applying the rules
described in subsection 6.2.1 to the genome, resulting in the parameters of the variable
formations. Further, the parameters for any optional fixed formations are read from
the configuration file. These two sets of formations are collated and translated into the
structures expected by pgSimulation().
2. Second, all formations are passed to pgSimulation(), also informing the function of
any fixed formations. These can then be saved to disk using the facilities described in
section 4.2.2.8 and need not be calculated for every individual.
3. Third, the results of the simulation are evaluated using pgScore(). The return value
is the fitness.
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4. Last, all computed results of this simulation are saved to disk, simplifying later analysis
and evaluation of the evolution.
The fitness function pggBasicEvaluator() used in the performed simulations is only
useful together with the specific five-parameter genome described before. A change in the
genome’s structure would result in the need to adjust the fitness function as well. The fitness
function is registered in the toolbox under the appropriate alias.
1 toolbox.register("evaluate", pggBasicEvaluator )
6.2.3 Evolution strategy
At the core of the implemented genetic algorithm is the function pggMuPlusLambda(). In
this function, a slightly modified version of the common (µ+ λ)-evolution strategy (Schwe-
fel, 1993) is implemented. The implementation is based on — but slightly differs from — the
eaMuPlusLambda() function provided by deap.
The main thought behind the (µ+ λ)-strategy is that out of a population of µ individuals, λ
offspring are produced. The selection of individuals for the next generation of the algorithm
then chooses from a large pool containing both the parent and the offspring individuals, thus
(µ+ λ). The deap documentation summarizes this algorithm in pseudocode as follows:
1 evaluate(population)
2 for i in range( generations ):
3 offspring = generate_offspring(population)
4 evaluate(offspring)
5 population = select(population + offspring)
6.2.4 Generation of the offspring
Offspring is generated from a population in one of three ways, with the probabilities of each
choice being set in the configuration file. The first strategy of creating offspring, mutation, is
chosen with a probability of confGAMutationProbability. In this case, a single individ-
ual is selected from the population at random, mutated and put into the child population.
In the function pggMutator(), gaussian mutation is performed on the attributes of the
input individual. This means that a random number taken from a normal distribution is
added to the original value of the attribute, thus moving it towards either extreme of the
allowed domain. Large jumps in values are uncommon with this approach. It is also of note
that before the random number is added to the attribute, it is cast to an integer and checked
for equality to zero. If it is equal to zero, another random number is drawn, as no mutation
would take place when adding zero. The function thus ensures that at least one mutation
takes place in each of the individuals it receives from the main population.
The mean and standard deviation for the normal distributions used for each attribute can
be specified independently in the configuration file. This way, the magnitude of the muta-
tions can be adjusted to the domain in which each attribute is allowed to vary. The list of
possible values for the repeat mode consists of 225 items. The list of possible along-track
separations, however, contains only 10 items. The standard deviation needs to be adjusted
to the length of this interval, as a too large value would invalidate one of the basic premises
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of genetic algorithms — that through continuous small mutations, an equilibrium state is
reached where results are not further improved through more mutations. A too-small value
would conversely lead to a too-low mutation rate, where changes introduced by mutations
would not have a significant effect on the overall results.
After mutation occurs, all attributes of the individual are checked to ensure no value is out
of bounds. This is especially important for the first attribute of the individual — the repeat
mode index. A too large value for this attribute would result in an invalid address being
called when decoding the individual’s genome in the fitness function, which would lead to
unpredictable crashes of the program at runtime.
The second strategy — one-point crossover — is chosen with a probability of
confGACrossoverProbabiliy. In this case two individuals are selected at random from
the parent population. The genomes of these two individuals are cut at a random point.
Two children are created, each spliced together from one part of the genome of each parent.
Both offspring are put into the child population. The default deap.tools.cxOnePoint()
function is used.
If none of these two strategies are chosen, the evolutionary strategy differs slightly from the
reference implementation of the (µ+ λ)-strategy. The (µ+ λ)-strategy implemented in deap
suggests that an individual should be chosen at random from the parent population and put
into the child population unmodified. In the implemented approach, a completely new indi-
vidual is generated using toolbox.individual() and inserted into the child population.
This ensures that in addition to mutation, completely new genetic material is introduced into
the population. This allows the algorithm to search a larger space in a given number of itera-
tions, and also to possibly recover from premature convergence on a suboptimal solution.
6.2.5 Selection criteria
Selection of the µ individuals for a new generation is based on two criteria. To ensure that
the currently best genetic material is always kept in the population, the best individuals are
chosen from the combined parent and child population in a first step. In a second step, tour-
nament selection is used to fill the population with the number of individuals still needed.
In tournament selection, a small number of individuals is chosen from the population at
random. Then, two of the chosen individuals are compared against each other using their
fitness value. The better individual is kept in the running, the worse is eliminated. This con-
tinues until one individual remains, which is placed in the pool for the next generation of the
genetic algorithm. Functions implementing both of these selection strategies are provided
by the deap module. The proportion of individuals which are directly inserted into the new
population is given by the configuration value confGANumberBest.
Due to the usually small population size, the small number of attributes of an individual, the
small variations introduced by mutation, and the long evaluation time of the fitness function,
a check for duplicate entries in the population is made at this point. If duplicates are detected,
they are eliminated from the population and an attempt is made to fill the population with
the desired number of unique individuals.
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6.2.6 Summary of the genetic algorithm
To reiterate, the implementation of the genetic algorithm as described above has two main
components:
• The toolbox, providing the basic functions used by the genetic algorithm.
• The evolution strategy, which defines the way these functions are used independently
of the actual problem to be solved.
The toolbox is populated with a variety of functions — some custom, some provided by deap
— that define and operate on a genome describing a multi-formation satellite mission. Using
the functions registered in the toolbox, an initial population of individuals is created, each
representing a possible satellite mission configuration. This initial population is then passed
to the (µ + λ) evolutionary strategy together with the tool box. The evolutionary strategy
then performs reproduction, evaluation and selection on this initial population using the
abstract aliases provided by the toolbox. This continues until a stop criteria is reached, which
in this case is the completion of a set number of generations. Figure 6.2.1 shows the complete
program flow as executed in the final simulation of this thesis.
6.2.7 Parallelization in deap
Due to the computationally heavy nature of the fitness function, parallel evaluation of mul-
tiple individuals is desired. deap provides built-in support for two different parallelization
facilities.
• Python’s built-in multiprocessing module. This module allows deap to spawn more
than one concurrent process on one PC, each calculating the fitness for one individual.
Once all fitness values are collected, they are collated and passed to the evolution strat-
egy. In this way, a CPU with two cores can calculate the fitness for two individuals
simultaneously, and a CPU with eight cores can calculate eight at once. This is trans-
parent to the user, no special care has to be taken other than enabling the feature. Most
importantly, no modification of the evaluation function to make it multiprocessing-
aware is necessary. This approach was used in the simulations in this thesis.
• deap also supports the use of the standardized message passing interface (MPI). Using
this interface, it is in theory possible to distribute the workload of evaluating the fit-
ness functions to multiple computers, thus speeding simulations up even further. This
avenue was not pursued further as the speed-up provided by the first option seemed
sufficient for the scope of the upcoming simulations.
To enable multiprocessing in deap, it is sufficient to replace the default map() function in
the toolbox with the implementation provided by multiprocessing.
1 pool = multiprocessing.Pool()
2 toolbox.register("map", pool.map)
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Figure 6.2.1: Flowchart of the genetic algorithm implemented in pgGenetics.
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6.3 Simulation run
At the beginning of this thesis, it was discussed that the desired result would be the iden-
tification of an optimal companion formation to a polar GRACE-like pair of satellites. The
aim of the work put into pgGenetics was to develop a framework that can give an answer
to this optimization question and still be flexible enough to be applied to different mission
scenarios in the future. In this chapter, the application of pgGenetics to this optimization
problem is discussed.
The parameters of the optimization demand that two separate formations are considered.
The first is a fixed leader-follower formation in a polar orbit. The parameters used to de-
scribe this formation mimic those of the GRACE mission. GRACE’s initial orbital altitude
of  500 km naturally decays at a rate of roughly 1.1 km/month (Yamamoto et al., 2005).
With decreasing altitude, the orbital period of GRACE also decreases, meaning that in reality
GRACE does not follow a repeat orbit for any length of time. Simplifying this circumstance,
the repeat mode 503/32 corresponding to an altitude of 335 km was chosen for this simulation.
Ω0 and M at the start time of the simulation are both zero. The baseline of the simulated for-
mation is 225 km in along-tack direction, with no cross-track component. GRACE’s nominal
baseline is given with 220 km (GRACE Fact Sheet, 2003), but this value also varies strongly.
The second formation is variable. The implemented genome and evaluation function allow
the description of five of the six parameters of a formation — only the mean anomaly at the
start time is fixed to zero. The other five parameters describing the formation are allowed to
vary within the following boundaries:
Repeat mode: The variable formation may assume all 225 repeat modes described
in the parameter studies.
Inclination: The inclination is allowed to vary in the interval from 30 ° to 150 ° in
2 ° steps.
Ascending node: The longitude of the ascending node at the start time is allowed to
vary from 30 ° to 360 °, but in steps of only 30 °. The longitude of
the ascending node for inclined orbits will of course drift during the
duration of the simulation (see Equation 2.4.3).
Along-track baseline: As the baseline of the fixed formation was set to 225 km, the along-
track baselines was allowed to reach the same magnitude. The al-
lowed values for xh(t0) were 25 km to 225 km in 25 km increments.
Cross-track baseline: The maximum cross-track baseline of the fixed formation yh(t0) was
set to 225 km, allowing for pendulums with very large opening an-
gles, as well as GRACE-like leader-follower formations. The spacing
of the allowed amplitudes was also set to 25 km.
The simulation was started with a population size of µ = 50 individuals. From these, λ = 50
offspring were generated in the evolutionary strategy. The best five individuals of the com-
bined parent and child population are automatically selected for the next generation. The
remaining 45 spots are filled using tournament selection with a tournament size of 5 indi-
viduals. The stop criteria defined for the simulation was the completion of 50 generations
of individuals. The reproduction methods were applied with the probabilities given in Ta-
ble 6.1.
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Method Probability [%]
Mutation 25
Crossover 50
Genesis 25
Table 6.1: Probabilities of all reproduction methods.
The mutation probability for each attribute was set to 40 %, meaning that for an individ-
ual with five attributes, two would usually be changed. As mentioned before, mean and
standard deviation for the mutations need to be adjusted separately for each attribute. The
standard deviation for each attribute is loosely modeled after the total number of choices for
that attribute. The mean addition factor is zero for all attributes, as shown in Table 6.2.
Attribute Number of choices Mean of addition factor Standard deviation
Repeat mode 225 0 5
Inclination 60 0 4
Along-track 9 0 2
Cross-track 19 0 2
Ascending node 12 0 2
Table 6.2: Parameters for the mutations applied to each attribute.
As an example, Figure 6.3.1 shows the resulting distribution of the value that is added to the
repeat mode index in the mutation routine.
Figure 6.3.1: Addition factor for gaussian mutation of the repeat mode index.
The input potential and evaluation parameters are the same as those used for the parameter
studies as described in section 5.1. Each simulation was performed for a duration of 32 days
at a sampling interval of 40 s.
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6.3.1 Analysis of the runtime characteristics
The genetic algorithm ran for a total of 15 days on the personal computer described in Ap-
pendix B. In this time, it completed the evaluation of 2874 individuals. Given the parameters
of 50 generations with 50 children each, only 2500 individuals were expected to be simulated.
The reason for this inconsistency is that due to a power failure, the PC the simulation was
running on shut down in an uncontrolled manner after 7 days of simulations. At this point,
the genetic algorithm had completed the simulation of 28 generations.
In theory, the genetic algorithm was to create a checkpoint of its state after each completed
generation. Due to a programming bug, the created checkpoints were corrupted for all gen-
erations greater than 22. The state of the genetic algorithm was restored with the checkpoint
data saved at this point, and the simulation was continued. This created two branches in the
population, splitting after 22 generations. One ended at the crash after 28 generations, the
other leads to the final result after 50 generations. The bug that caused this loss was fixed in
the final version of pgGenetics. Seven generations of the simulation were computed twice.
The average runtime for each simulation was 819 seconds, or slightly less than 14 minutes.
The minimum and maximum evaluation times were 322 s and 2026 s. Figure 6.3.2 shows
the distribution of the evaluation times, and the strongly structured variations of the run-
time. The last four or five individuals of each generation show a significantly lower runtime,
pointing to a problem with deap’s scheduling and load balancing. Improving this behaviour
could offer the opportunity to simulate more satellite formations in the same time frame, and
thus run more exhaustive and informative simulations. The second subplot also shows that
curiously the average runtime of an evaluation was significantly longer after the PC crash.
Figure 6.3.2: Statistics for evaluation durations.
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A second aspect of the simulation that was not optimal was the chosen selection method.
As mentioned before, an attempt was made to only keep unique individuals in the initial
population of the next generation. After eliminating duplicate individuals following the ini-
tial selection round, an attempt was made to fill the remaining spots in the population using
tournament selection, drawing from the combined parent and child population. This attempt
was aborted after 100 iterations to prevent an infinite loop. In hindsight, this strategy was
ill-advised. Using tournament selection, often the same individuals were selected to fill the
empty spots. They were then identified as duplicates and promptly eliminated from the new
population. Because of the stop criteria of 100 attempts, this oftentimes led to initial popula-
tions that were slightly smaller than the desired 50 individuals, with somewhere between 1
and 5 spots remaining empty. These spots could have been filled using a different selection
method, or even with completely new individuals. The aim of evaluating 50  50 = 2500 indi-
viduals over the course of the simulation was thus not met. Only counting the branch of the
genetic algorithm that lead to the final result, a total of 2132 individuals were evaluated.
A further weakness in the genetic algorithm can be found in another aspect of handling
duplicate individuals. The genetic algorithm is generally smart enough to not evaluate the
same individual twice. If one individual passes unmodified from one generation to the next,
it is not evaluated again. Instead, the stored value for the fitness is used. If an exact copy
of an individual is recreated by chance, for example during mutation or if just the right two
other individuals mate, the genetic algorithm however considers this individual new, and
recomputes the fitness value from scratch. A situation where this occurs is given in the
following example: An individual is created in the first generation of the genetic algorithm,
and its fitness is calculated. Through selection, the individual is kept in the population up to
the fifth generation, at which point it is discarded. The fitness is only calculated once during
this time. Later, in the tenth generation, an individual with the exact same attributes is
created by chance. The genetic algorithm doesn’t remember the fitness for this combination
of attributes from the fifth generation. The fitness for this new individual is recomputed,
wasting resources. This situation arose quite often during the simulation, with only 1487
of the computed 2132 individuals being unique. Introducing persistent storage for fitness
values in a fashion where the fitness values are not linked to one individual, but rather to
the set of attributes describing the individual, would remove this redundancy and holds the
potential to increase performance of the genetic algorithm significantly.
The complete solution space defined by the bounds laid out in Table 6.2 defines a total of
27 702 000 unique solutions. The number of unique solutions actually computed — 1487 —
makes up only 0.05 ‰ of this space.
Figure 6.3.3 shows the progress of the population statistics measured at the end of each gen-
erational cycle. One can see that the average fitness of the population improves steadily up
until generation 20, at which point the pace of the improvement slows down markedly. The
largest improvements in the fitness of the best individual of the population can be found in
an interval even closer to the start of the simulation, up until around generation twelve. After
this point, the number of generations needed to improve on the previously best individual
increases, often showing no new frontrunner for close to ten generations. It is important to
note that this graph doesn’t show many of the worst individuals encountered in the evolu-
tion, as these are generally eliminated during selection, before these statistics are measured.
The graph of the minimum fitness of the population shows three distinct dips, each an event
where a weak individual survived selection and was kept in the population. At this point
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it is debatable whether the genetic algorithm shows good performance by reliably improv-
ing on previous front-runners and keeping an overall very fit population, or if it shows a
weakness by needlessly reducing diversity in the population, perhaps blocking avenues for
evolutionary progress in different parts of the solution space.
Figure 6.3.3: Evolution of the population statistics measured at the end of each generation.
Figure 6.3.4 shows the fitness value for all 2874 individuals in the order in which they were
evaluated, as well as the overall distribution of fitness values. The many dips in the second
subplot indicate that the genetic algorithm repeatedly tested individuals that were geneti-
cally very different from the group of the best individuals. This shows that the genetic algo-
rithm did indeed succeed in creating diverse populations. The question of whether promis-
ing individuals were eliminated prematurely however remains, and can not be answered
definitively on the basis of this data.
6.4 Results
Before examining the results of the simulation a quick evaluation of the potential recovered
by only the fixed formation seems advisable. Figure 6.4.1 shows this potential, its curve of
rms∆V(θ) and the scaled spherical harmonics coefficient errors el,m on a logarithmic scale.
rms∆V is derived from the potential difference shown in the largest subplot. The curve for
rms∆V(θ) is not weighted, but dθ can still be somewhat inferred visually from its shape and
magnitude. In the triangle-plot showing the error in the spectral domain, green identifies
coefficients for which the error el,m is smaller than the average input coefficient c¯l,m of that
degree. Red shows the opposite. A good value for eh would be identified by strong horizon-
tal striations and mainly green colors in this plot. The table to the bottom right shows the
raw and scaled values of the three criteria used to calculate the fitness value, as well as the
final, combined, fitness value. If an additional formation is simulated, the empty fields in
this table would show the parameters of that formation.
The errors in the potential recovered by this default formation show some large-scale trends,
for example the large blue and red patches over the northern Atlantic and North America.
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Figure 6.3.4: Fitness values of all evaluated individuals.
Further, some high-frequency errors can be observed, manifesting in the wave-like ripples
seen for example in central Asia or south of Africa. Around the equator, some aliasing in
north-south direction can be observed.
Table 6.3 shows the best 40 individuals identified by the genetic algorithm. These individ-
uals share some interesting similarities, the first of which lies in the number of days of the
respective repeat mode. Not only the top 40, but the top 100 individuals have repeat modes
where α or a multiple of α are either identical to the observation duration T or — in the case
of α = 11 and α = 31 — very close to it. This affirms the observations made in the second
parameter study, namely that rms∆V often exhibits a minimum for T = k  α. This apparently
carries over to multi-formation missions.
The second similarity lies in the inclination. All of the top individuals have inclinations
in the range of 54 ° to 58 °. These inclinations seem to offer some advantage over others,
complementing the polar GRACE-formation particularly well. A similar regularity can be
observed in the baselines of the formation. Almost all of the top individuals possess the
maximum allowed along-track baseline of 225 km. The cross-track baseline only varies very
mildly between 75 and 100 km. This combination apparently is advantageous compared to
others, maybe especially in combination with the polar formation.
The longitude of the ascending node at the start time Ω0 does not show as strong a regu-
larity as the other parameters. In direct comparison between multiple similar formations,
the individuals with Ω0 around 60 ° to 90 ° usually show better performance. This can for
example be observed in the third, fifth and ninth entry in Table 6.3. In spite of wildly differ-
ent Ω0, these individuals compare similarly well, with a slight edge for the aforementioned
range. Contrary to the influences of the other parameters, large changes in Ω0 seem to cause
relatively small variations in the final fitness value.
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Rank Fitness β α I [°] Ω0 [°] xh(t0) [km] yh(t0) [km]
1 0.809 507 32 58 60 225 75
2 0.807 507 32 56 60 225 100
3 0.806 507 32 56 60 225 75
4 0.805 507 32 58 90 225 75
5 0.805 507 32 56 120 225 75
6 0.805 507 32 56 30 225 100
7 0.805 507 32 56 360 225 100
8 0.804 507 32 56 120 225 100
9 0.804 507 32 56 360 225 75
10 0.803 507 32 56 90 225 75
11 0.803 507 32 56 90 225 100
12 0.802 507 32 56 210 225 75
13 0.801 507 32 56 330 225 100
14 0.801 174 11 56 60 225 75
15 0.801 174 11 56 30 225 75
16 0.801 507 32 56 180 225 75
17 0.800 174 11 56 90 225 75
18 0.800 501 32 56 60 225 75
19 0.799 174 11 56 210 225 75
20 0.799 501 32 54 360 225 100
21 0.798 125 8 56 120 225 75
22 0.798 507 32 56 120 200 75
23 0.798 125 8 56 60 225 75
24 0.798 125 8 54 60 225 100
25 0.798 501 32 54 60 225 100
26 0.798 125 8 54 360 225 100
27 0.798 501 32 56 360 225 75
28 0.798 125 8 56 360 225 75
29 0.798 174 11 56 360 225 75
30 0.798 501 32 56 60 225 100
31 0.797 501 32 56 120 225 75
32 0.797 507 32 54 30 225 100
33 0.797 125 8 54 120 225 100
34 0.796 501 32 54 90 225 100
35 0.796 501 32 54 120 225 100
36 0.796 507 32 54 60 225 100
37 0.796 174 11 56 30 225 100
38 0.796 125 8 56 60 225 100
39 0.796 174 11 56 180 225 75
40 0.796 507 32 54 90 225 100
Table 6.3: Top 40 individuals after 50 generations.
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Figure 6.4.1: Potential resulting from the default fixed formation only.
Table 6.4 shows the ten worst-performing individuals after 50 generations. While not exhibit-
ing as high a homogeneity as the group of the best performers, some similarities between
these individuals can still be found. The repeat mode of the worst solutions are consistently
quite short. All of the 8 repeat modes appearing in this table are part of the group identi-
fied as very weak in the parameter studies. Further, the inclinations tend to be closer to 90 °
than those of the better-performing individuals. Interestingly, the worst of the formations is
a very narrow — almost GRACE-like — pendulum on a polar orbit. Apart from the repeat
mode this formation is very similar to the fixed one.
Figure 6.4.2 shows the potentials recovered by the best and worst individual at the same
scale as the potential recovered by the default formation in Figure 6.4.1. Interestingly, the
worst individual shows much poorer recovery than the fixed formation alone. The aliasing
effects around the equator prevalent in both formations seem to amplify each other. This
shows that adding a second formation does not automatically result in an improvement in
the recovered potential.
The best individual shows an almost complete elimination of the large-scale trends observed
in Figure 6.4.1. Aliasing around the equator is almost completely eliminated. Some horizon-
tal structure in the potential difference can however be observed, for example in North and
South Africa or in and around the Amazon Basin. An interesting feature can also be observed
in North-west Africa and the western and central Indian Ocean. Some structures in the po-
tential difference seem to follow the ground track of the inclined formation, as identified by
the faint blue patches. Similarly, a small spike in rms∆V(θ) can be identified at a latitude of
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Rank Fitness β α I [°] Ω0 [°] xh(t0) [km] yh(t0) [km]
1478 0.226 107 7 92 180 25  125
1479 0.225 108 7 72 270 75 50
1480 0.213 31 2 102 330 175 125
1481 0.205 61 4 78 90 225  75
1482 0.171 61 4 84 180 175 225
1483 0.164 79 5 62 360 225 100
1484 0.062 76 5 90 30 225 50
1485 0.060 76 5 80 90 175 200
1486 0.060 63 4 62 30 225 150
1487 0.018 77 5 90 60 200 25
Table 6.4: Bottom 10 individuals after 50 generations.
58 °, the highest latitude observed by the inclined formation. These edge effects can be seen
for example in coastal Alaska and the Gulf of Alaska where high-frequency errors in the re-
covered potential have an unusually high amplitude. The errors in the spectral domain are
also significantly smaller compared to considering the fixed formation only. Where noise
became prevalent in the fixed formation from degree 40 upward with basically no useful re-
covery above degree 80, this combination of formations shows few large errors up to degree
70, with some coefficients of even higher degree still seeming perfectly usable. A further
peculiarity is that although no new observations were added above a latitude of 58 °, the
errors at the poles are significantly reduced.
When examining the best-performing potential, an oversight made in the determination of
the permissible repeat modes becomes apparent. The additional formation defined by the
best individual flies at an altitude of only 250 km, 50 km less than the postulated minimum
of 300 km. The reason for this reduced altitude lies in the inclination of the formation. While
the permissible repeat modes were calculated for an inclination of I = 90 °, Equation 2.4.3b
shows that a change in inclination also results in a change of Ω˙:
Ω˙ =  3
2
n J2

RE
a
2
cos I
To achieve the desired repeat mode at an inclination different from 90 °, n and u˙ of the orbit,
and consequently the semi-major axis a need to be adjusted accordingly. For inclinations
smaller than 90 °, this results in a lower orbit, for inclinations greater than 90 °, the height of
the orbit increases. Figure 6.4.3 shows this effect for three of the repeat modes appearing in
the top 40 individuals.
The best individual at an altitude higher than the demanded 300 km is the 18th-ranked at a
height of 302 km. An illustration of the potential recovered by this individual can be found
in Figure C.13.
6.4.1 Neighbourhood analysis
To better rate the performance of the genetic algorithm, and also to better plan possible future
simulations using pgGenetics, it would be interesting to know whether the best-performing
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Figure 6.4.2: Best (top) and worst (bottom) individual after 50 generations.
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Figure 6.4.3: Height change caused by different inclinations.
individual identified by the genetic algorithm represents a true local maximum of the fit-
ness function. If it does not, this is a valuable clue for future applications of the genetic
algorithm.
To test this assumption, all direct neighbours in the solution space of the best individual
were evaluated. As both the repeat mode and the along-track baseline are on the edge of
the solution space, only neighbours inside the bounds set for the genetic algorithm were
considered.
Attribute Winner Test range
β/α 507/32 503/32, 505/32, 507/32
I [°] 58 56, 58, 60
Ω0 [°] 60 30, 60, 90
xh(t0) [km] 225 200, 225
yh(t0) [km] 75 50, 75, 100
Table 6.5: Tested parameter ranges around the best identified individual.
Table 6.6 shows the results of these additional simulations. Of the 161 attribute combina-
tions tested in the 5-dimensional neighbourhood of the winning individual, only five fared
better. Four of these five individuals show a higher inclination than the winner chosen by
the genetic algorithm.
To find the local maximum in the solution space, the variable axis along which the steepest
slope was encountered, the inclination, was further examined. In a last set of simulations,
all attributes of the winning individual except the inclination were kept constant. The curve
shown in Figure 6.4.4 results. One can see that as the inclination of the satellite increases
above 60 °, the fitness begins to decline rapidly.
We can of course not be entirely sure that this individual at the peak of 60 ° (a plot of whose
potential can be found in Figure C.13) actually represents a local maximum of the fitness
function. To support this statement more forcefully, a much larger neighborhood of this peak
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Rank Fitness β α I [°] Ω0 [°] xh(t0) [km] yh(t0) [km]
1 0.814 507 32 60 60 225 75
2 0.812 507 32 60 60 225 50
3 0.811 503 32 58 60 225 75
4 0.810 507 32 60 30 225 75
5 0.809 507 32 60 30 225 50
6 0.809 507 32 58 60 225 75
Table 6.6: Best individuals in the neighbourhood of the winning (bold) individual.
Figure 6.4.4: Varying only the inclination of the best individual.
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would need to be evaluated. In 5-dimensional space, even only evaluating 2 neighbours
in each direction of the maximum would mean performing a large number of additional
simulations.
Two neighbours to each side means that five values can be assumed by the inclination, longi-
tude of the ascending node and the cross-track baseline. Because the individual at the center
of the neighbourhood lies at the edge of the solution space, only three values need to be con-
sidered for both the repeat mode and the along-track baseline. Together with the 161 already
computed individuals this would mean an additional 53 + 32   161 = 963 simulations.
Now, assuming that this peak at 60 ° actually represents the local maximum of the fitness
function, the genetic algorithm came remarkably close to finding it. The best individual in
close proximity to the winner chosen by the genetic algorithm differs from this winner only
in one attribute — the inclination — and here only by the smallest allowed increment of
2 °. To reiterate, the best complementary satellite pair identified by the genetic algorithm
is a Pendulum formation on a 507/32 repeat mode at an inclination of 58 °. The along-track
baseline is 225 km, the cross-track baseline is 75 km. The longitude of the ascending node at
the start time is 60 °.
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Chapter 7
Conclusions and Outlook
This thesis documented the implementation of a modular and flexible software framework
capable of simulating a wide variety of gravity recovery satellite missions using the range-
acceleration approach. This module, pygrav was designed using the open source Python
programming language, with the help of the openly developed numerical computation mod-
ules NumPy, SciPy and CVXOPT.
The computationally intensive routines in pygrav were optimized trough several means, the
first of which was smart rearrangement and substitution of basic function calls. A large
speedup was achieved by allowing NumPy access to the computational power of a common
GPU. The inherent parallelism and optimization for floating point operations of GPUs con-
tributed significantly to the performance of the pygrav module, allowing for the completion
of large numbers of simulations in a relatively short time frame.
After this fundamental library was completed, a standardized simulation scenario was im-
plemented in the pgSimulation module. This module allows the user to easily define and
run flexible, fast and repeatable simulations of a practically unlimited number of satellite for-
mations. On the basis of this module, a large number of parameter studies was conducted.
These provided valuable insight into the behaviour of the complex system of gravity recov-
ery using the range acceleration approach. The data from these parameter studies was used
to define and weigh against each other three criteria that objectively describe the quality of
the potential derived from each simulation in both the spectral and the spatial domain.
With the set of guidelines derived from the parameter studies in place, a genetic algo-
rithm was implemented. The objective of this algorithm was to find a formation that op-
timally complements a hypothetical GRACE-like formation in a polar orbit. The fitness
function at the core of this genetic algorithm consists of only a thin wrapper around the
pgSimulation() function. This shows that in addition to the already completed param-
eter studies, pygrav is indeed flexible enough to support a very specific and narrow usage
scenario, with no changes to the underlying code base.
Due to the sheer size of the solution space, evaluating whether the individual identified by
the genetic algorithm is a globally optimal solution is simply not feasible. Instead, some
analysis of the immediate neighbourhood of the suggested individual was performed. Al-
though the genetic algorithm did not succeed in identifying a locally optimal solution to the
stated question, the quality of the identified solution is remarkably high. Based on the range-
acceleration simulation results, a pendulum-type formation at an inclination of roughly 60 °
ameliorates almost all problems associated with a lone polar GRACE formation. Aliasing
around the equator is almost completely eliminated, large polar errors vanish, the quality
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of high-degree spherical harmonics coefficients increases significantly and the overall error
level in the spatial domain drops substantially.
In spite of the satisfying nature of the results, some room for improvement in the software
was still identified. The genetic algorithms’ wasteful use of computational resources is not
satisfactory. Similarly, the parameters defining the mutation, mating and selection processes
could very probably be optimized to arrive at a satisfactory solution faster.
This could lead as far as implementing a two-stage approach in identifying a final solution.
In a first step, a genetic algorithm could be used to identify several local maxima in a coarsely
structured solution space. In a second step, this information could then be used as an initial
value for a second genetic algorithm that evaluates the solution space around these local
maxima more closely.
It could also be worth considering to use a different approach entirely to identifying the local
maxima. Similarly to the approach used in the neighbourhood analysis, using the initial
guesses of a coarse genetic algorithm as a starting point for gradient ascent optimization
might lead to the identification of an optimal formation more reliably than with a single,
finely spaced genetic algorithm alone.
Important note
As the previously discussed results are flawed due to the programming error described in
Section 4.2.2.1, a possible set of new simulations should consist of at least two stages: First,
the parameter studies should be repeated. Analysis of these results would give an indica-
tion of whether the assumptions made in the genetic algorithm are still applicable. A special
focus should be put on the scaling functions used for rms∆V , dθ and eh, as well as their cor-
relations and assigned weights. The corrected methodology in adjusting the spherical har-
monics coefficients very probably has an impact on the magnitude and distribution of these
characteristics, making these reevaluations necessary. In a second stage, an improved opti-
mization strategy as described above could use these reevaluated parameters in its internal
processes.
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Appendix A
Software versions
Table A.1 gives an overview of the major third-party software products used in the comple-
tion of this thesis project.
Tool Version License URL
Arch Linux 2.6.39-ARCH various http://www.archlinux.org/
Python 2.7.2 PSF http://www.python.org/
Numpy 1.5.1 BSD http://numpy.scipy.org/
Scipy 0.9.0 BSD http://wwwy.scipy.org/
CVXOPT 1.1.3 GPLv3 http://abel.ee.ucla.edu/cvxopt
cBLAS 3.3.0 custom http://www.netlib.org/blas
ACML-GPU1 1_1_2 custom http:
//developer.amd.com/libraries/
acmlgpu/Pages/default.aspx
deap 0.7.1 GPLv3 http://code.google.com/p/deap
matplotlib 1.0.1 custom/PSF http://matplotlib.sourceforge.net/
Table A.1: Third-party software packages and Python modules.
Table A.2 summarizes the most important custom libraries and scripts created during the
completion of this thesis. Many more programs that do not appear in this list were created,
for example for data analysis. All software that was used in simulations, data analysis or for
plots in this thesis is however archived on the enclosed CD.
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File Purpose
gapEvolution.py Plots of gap evolution graphs and coverage matrices.
gaSimulation.py Genetic algorithm simulations.
gaSimulationExtraStudy.py Neighbourhood analysis.
pgConstants.py Common constants.
pgEvaluation.py Definitions of common plots.
pgGeneticsConfiguration.py Configuration for genetic algorithms.
pgGenetics.py Implementation of genetic algorithms.
pgSimulationConfiguration.py Configuration for simulation scenarios.
pgSimulation.py Implementation of different evaluation scenarios.
pygrav.py The core module.
repeatModes.py Code to determine valid repeat modes.
studyBaseline.py Parameter Study for baselines and inclination.
studyDuration.py Parameter study for simulation duration.
studyRepeat.py Parameter study for repeat modes and ocean tide levels.
studySampling.py Parameter study for sampling interval.
studyResultsMeta.py Parameter study for sampling interval.
studyResultsMeta.py Meta study of parameter study results.
Table A.2: Custom software and utilities.
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Software patches and compilation
This appendix describes the steps taken to make use of the GPU-accelerated BLAS im-
plementation ACML-GPU on the development machine. Some quick facts about this ma-
chine:
• Intel Core 2 Duo with two Cores at 3 GHz each. 8 GB RAM at a maximum clock rate of
800 MHz
• AMD Radeon HD 4770. Maximum clock speed of 830 MHz, 256 MB RAM at a maxi-
mum of 850 MHz.
• OS: Arch Linux 64 bit.
It is noteworthy that these specifications, especially the graphics card, can not be considered
state of the art or high-end. Much more capable desktop computers are available at this point
in time.
The available graphics card necessitates the use of one of AMD’s accelerated BLAS imple-
mentations. At the time this thesis project was started, only ACML-GPU was available, so
this package was used.
Software packages on Arch Linux
On Arch Linux software packages are available from two main sources. The first source is
a set of curated repositories that offer pre-compiled versions of popular software for hassle-
free installation. The second source is the AUR1, which holds instructions for compiling less
commonly used software for the Arch Linux platform. Any user can submit such instructions
to this platform.
Both sources are based on the PKGBUILD, simple text files that hold instructions for the
compilation of a software package. The difference is that software in the main repositories is
pre-compiled, software in the AUR is not. The PKGBUILD for one compilation target holds
the following information:
• The complete list of source packages that are needed to compile the target.
• A list of dependencies – other software packages that are required to successfully com-
pile and run the target.
• Step-by step instructions for compilation of the target in a computer-interpretable form.
1Arch user repository
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• A list of functions and roles provided by the target.
Compilation instructions for cBLAS
A PKGBUILD for ACML-GPU is available in the AUR, and so this part of the NumPy-with-
accelerated-BLAS stack can easily be installed.
The second step in the compilation procedure demands that the cBLAS is compiled using the
accelerated routines of ACML-GPU. In the AUR, a PKGBUILD for cBLAS is available. This
PKGBUILD is modified in such a way that linking considers the ACML-GPU libraries. The
build instructions in the customized cBLAS PKGBUILD are changed to modify a source file
with a custom patch as follows:
1 build() {
2 cd $startdir/src/CBLAS
3
4 /bin/cp $startdir/Makefile.in .
5 patch -p0 < $startdir/cblas.patch
6
7 install -d $startdir/src/CBLAS/src/lib
8
9 install -d $startdir/pkg/usr/lib
10 install -d $startdir/pkg/usr/include
11
12 make alllib || return 1
13
14 install -m755 $startdir/src/CBLAS/src/lib/* $startdir/pkg/usr/lib
15 install -m644 $startdir/src/CBLAS/include/cblas.h $startdir/pkg/usr/include
16
17 install -m755 -d $startdir/pkg/usr/share/licenses/cblas
18 install -m644 $startdir/LICENSE $startdir/pkg/usr/share/licenses/cblas/
19 }
Line 5, beginning with patch -p0 applies a custom patch, located in the source directory.
Both the PKGBUILD and the patch file are made available on the accompanying CD. The
content of the patch is as follow:
1 --- src/Makefile.orig 2011-01-05 11:39:24.000000000 +0100
2 +++ src/Makefile 2011-01-05 11:42:20.000000000 +0100
3 @@ -234,7 +234,7 @@
4 all: $(alev)
5 $(ARCH) $(ARCHFLAGS) $(CBLIB) $(alev)
6 $(RANLIB) $(CBLIB)
7 -
8 + $(CC) $(CCFLAGS) -shared -Wl,--allow-multiple-definition -o $(CBSHLIB) $(
alev) -lm -lc -lacml -lCALBLAS -fPIC
9
10 .SUFFIXES: .o .c .f
This file changes the Makefile in the relative path src/Makefile by substituting line 240
of the source file with line 8 of the patch. This line sets the custom compilation parame-
ters, most importantly -allow-multiple-definition, which as the name suggests al-
lows multiple definitions of the BLAS functions, -lacml which tells the compiler to link the
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ACML-GPU libraries and -fPIC which allows the BLAS FORTRAN code to be used in a
shared library, which cBLAS is.
Compilation instructions for NumPy and SciPy
Standard PKGBUILDs for both NumPy and SciPy are available in the curated Arch Linux
repositories. These PKGBUILDs need to be modified slightly to use the cBLAS created be-
forehand. First, the name of the package produced by the NumPy PKGBUILD is changed
from python2-numpy to python2-acmlgpu-numpy. Also, the list of dependencies is ex-
tended to include the custom cBLAS and ACML-GPU
1 pkgname=('python2-numpy-acmlgpu' 'python3-numpy-acmlgpu')
2 depends=('acmlgpu' 'cblas-acmlgpu' 'python2')
Second, some lines checking for a valid ATLAS installation are commented out using a patch
(line 3 in Listing B.1), as our custom cBLAS will provide all symbols usually only provided
by this ATLAS. Third, a custom configuration is provided for the NumPy compilation (line
11 and 16).
1 build() {
2 cd "${srcdir}"
3 patch -p0 < $startdir/ATLAS.patch
4
5 cp -a numpy-${pkgver} numpy-py2-${pkgver}
6
7 export LDFLAGS="$LDFLAGS -shared"
8
9 echo "Building Python2"
10 cd "${srcdir}/numpy-py2-${pkgver}"
11 cp ${startdir}/site.cfg .
12 python2 setup.py config_fc --fcompiler=gnu95 build
13
14 echo "Building Python3"
15 cd "${srcdir}/numpy-${pkgver}"
16 cp ${startdir}/site.cfg .
17 python setup.py config_fc --fcompiler=gnu95 build
18 }
Listing B.1: Modified build() command for NumPy PKGBUILD
The NumPy configuration is saved in the file site.cfg, the contents of which are shown
below. This file simply tells NumPy to use the custom cBLAS libraries for compilation.
1 [blas]
2 #language = c
3 blas_libs = cblas,acml
4
5 [lapack]
6 language = f77
7 lapack_libs = acml
Listing B.2: NumPy site.cfg file
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Finally the SciPy PKGBUILD is modified to use the same site.cfg file, thus also using the
custom libraries.
Compilation instructions for CVXOPT
A PKGBUILD for CVXOPT is available in the AUR. This is modified to consider the custom
cBLAS in compilation. This is achieved by replacing the package-supplied configuration file
with a custom version before compilation. This custom version simply adds the ACML-GPU
and cBLAS libraries to the list of linked libraries, the linking of the GPU-accelerated BLAS
then occurs automatically. This configuration file is rather long and as such not listed here.
As always it is available on the enclosed CD.
Compilation instructions for deap
The used version of the distributed evolutionary algorithm platform in Python deap contains
a bug regarding the saving of checkpoints. A patched PKGBUILD was used to correct for
this bug. Any version greater than 0.7.1 should already contain this fix, and this patch will
therefore be obsolete soon.
1 diff -aur deap-0.7/deap/tools.py deap-0.7-patch/deap/tools.py
2 --- deap-0.7/deap/tools.py 2011-07-07 16:24:53.000000000 +0200
3 +++ deap-0.7-patch/deap/tools.py 2011-10-28 17:17:54.000000000 +0200
4 @@ -249,7 +249,7 @@
5 cp.update({"randomizer_state" : random.getstate()})
6
7 if self.use_yaml:
8 - cp_file.write(yaml.dump(ms, Dumper=Dumper))
9 + cp_file.write(yaml.dump(cp, Dumper=Dumper))
10 else:
11 pickle.dump(cp, cp_file)
12
13 @@ -1436,4 +1436,4 @@
14 doctest.run_docstring_examples(Statistics.register, globals())
15 doctest.run_docstring_examples(Statistics.update, globals())
16
17 -
18 \ Kein Zeilenumbruch am Dateiende.
19 +
Listing B.3: Python-deap bugfix patch.
All used PKGBUILDS, patches and configuration files are available on the enclosed CD for
reference and further study.
XXV
Appendix C
Additional plots
Some few graphs showing additional information and results are shown in this appendix.
These supplements are referenced at the appropriate points in the main body of this thesis.
Figure C.1: Graphs for 46/3 drifting orbit. Sub-cycle at 1 day.
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Figure C.2: rms∆V for all repeat modes with a Pendulum-type formation and different ocean tide levels. For
each subplot, the largest areas correspond to the given maximums, the smallest to the given mini-
mums.
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Figure C.3: Key to identify repeat modes in the previous graphs by α and β directly.
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Figure C.4: rms∆V for 125/8 repeat mode with different baselines and inclinations, part 1 of 4
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Figure C.5: rms∆V for 125/8 repeat mode with different baselines and inclinations, part 2 of 4
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Figure C.6: rms∆V for 125/8 repeat mode with different baselines and inclinations, part 3 of 4
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Figure C.7: rms∆V for 125/8 repeat mode with different baselines and inclinations, part 4 of 4
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Figure C.8: rms∆V for 503/32 repeat mode with different baselines and inclinations, part 1 of 4
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Figure C.9: rms∆V for 503/32 repeat mode with different baselines and inclinations, part 2 of 4
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Figure C.10: rms∆V for 503/32 repeat mode with different baselines and inclinations, part 3 of 4
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Figure C.11: rms∆V for 503/32 repeat mode with different baselines and inclinations, part 4 of 4
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Figure C.12: Horizontal aliasing for xh =  yh = 100 km on a 45 ° inclined 125/8 repeat orbit.
XXXVII
Figure C.13: Potential for the overall best identified individual (top) and the best individual at the allowed
height (bottom).
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Appendix D
CD content
The enclosed CD has the following content:
• Complete source code to pygrav, pgSimulation and pgGenetics and all other used
custom modules and scripts.
• Custom PKGBUILDs and installation instructions for the required software on the Arch
Linux platform.
• This document, its source and all included figures.
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Glossary
NumPy Numerical Python
SciPy Scientific Python
deap Distributed evolutionary algorithms in Python
pgGenetics The pygrav Genetics module
pgSimulation The pygrav Simulation module
pygrav Python Gravity Recovery and Validation module
ACML-GPU AMD Core Math Library - GPU
AOHIS Athmosphere, Oceanic, Hydrology, Ice and Solid earth
APPML AMD Accelerated Parallel Processing Math Libraries
AUR Arch user repository
BLAS Basic linear algebra subprograms
CDF Cumulative distribution function
CHAMP Challenging Minisatellite Payload
CPU Central processing unit
CUDA SDK Compute Unified Device Architecture Sofware Devel-
opment Kit
DLR Deutsches Zentrum für Luft- und Raumfahrt
ESA European Space Agency
FES2004 A tidal model used and recommended in the IERS con-
ventions
Gal Short for galileo unit. Equal to 1 cm/s2
GMST Greenwich mean sidereal time
GOCE Gravity Field and Steady-State Ocean Circulation Ex-
plorer
XLII Glossary
GPGPU General-purpose computing on graphics processing
units
GPS Global Positioning System
GPU Graphics processing unit
GRACE Gravity Recovery and Climate Experiment
IERS International Earth Rotation and Reference Systems
Service
LAPACK Linear Algebra PACKage
MPI Message passing interface
NASA National Aeronautics and Space Administration
PDF Probability density function
