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Abstract
This thesis investigates novel analytical models for a fixed-angle solar sail in a heliocentric
three-dimensional orbit. The models presented here build on previous work with the hodo-
graph transformation and adds a kinematic representation of the out-of-plane components.
Rotational symmetry is used to both reduce the solution space and enable an analytic model
of the inclination, longitude of ascending node and true latitude to be derived. Orbits transfers
are shown to be analytically solvable using this model and are also presented here. The
inclination is then shown to exhibit two distinct short term behaviours which are described
as either converging or diverging. A region in the two-dimensional phase space was then
computed that defined the global short term inclination evolution through the intersection
of the converging and diverging behaviours. Finally an analytical asymptotic analysis is
performed on the orbital angles and the inclination is shown to have an unexpected oscillation.
The time period of this and the existence of equilibrium points are also demonstrated.
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Chapter 1
Introduction
Solar sails are an alternative form of spacecraft propulsion which use solar radiation pressure
to push the spacecraft through space. The clear benefits of this are that there is essentially an
infinite amount of fuel in the form of sunlight. Conventional thrusters are replaced by a large,
reflective membrane surface onto which the incoming solar photons transfer their momentum,
accelerating the spacecraft. This constant propulsion enables solar sails to perform highly
non-Keplerian obits which conventional propulsion would find impossible, such as orbits that
hover out of the ecliptic plane, solar polar observatories and outer solar system exploration
in short timescales.
One of the most important benefits though, is that solar sails can change an orbital planes
inclination for free. This is normally an expensive operation and can require either a large
delta-v, or a planetary flyby which places constraints on the launch date. Despite this
advantage, an analytical description of three-dimensional solar sail orbits is still poorly
understood. The majority of solar sail research for the past several decades has been focused
on either numerical optimisation methods, specific mission analysis or Lagrange point control.
Although these have yielded interesting and useful results, pure numerical simulations often
fail to characterise and understand the underlying dynamics.
Several authors have investigated two-dimensional solar sail trajectories using analytical
methods however. The logarithmic spiral orbit is well studied in two-dimensions and more
recent work has made a great deal of progress in classifying the general behaviour of a
fixed-angle solar sail on a heliocentric orbit. What is missing from literature is essentially an
answer to the following question:
2 Introduction
A solar sail is orbiting the sun with a given area to mass ratio and attitude. How
does its orbit change over time?
This thesis will seek to answer this question using the following aims and objectives.
1.1 Aims
1. Develop a mathematical model for three-dimensional fixed-angle solar sail orbits
2. Categorize the possible three-dimensional behaviours
3. Investigate orbital transfers
4. Study the asymptotic behaviour of non-logarithmic spiral orbits
In order to achieve the aims defined above, the following objectives are required.
1.2 Objectives
1. Investigate different coordinates system representations that allow separation of dy-
namics and kinematics
2. Reduce the complexity of the solution space using properties of the problem
3. Investigate orbits near the logarithmic spiral to understand Earth escape orbits
1.3 Novelty
This research will advance the general understanding of heliocentric three-dimensional solar
sail orbits using analytical models. This will be achieved by combining previous work in
two dimensional heliocentric orbits with a kinematic representation of the orbital plane using
both Euler angles and quaternions in order to derive a deeper understanding of the dynamics.
The global behaviour of the inclination is also defined and shown to exhibit two distinct short
term trends.
Chapter 2
Literature Review
2.1 Heliocentric Solar Sail Orbits
Initial research into solar sails focussed on two-dimensional orbits and the simple mathemati-
cal model of a solar sail. By using a polar coordinate system and modelling the solar sail as a
perfectly reflecting plane, the equations of motion could be shown to admit some analytic
solutions. Tsu [25] laid the groundwork for two-dimensional solar sail research by using an
approximation of this model to develop analytic solutions for heliocentric orbits in which
the radial solar radiation pressure is neglected. Bacon [1] unknowingly discovered solar sail
logarithmic spirals in his study on constant thrust engines. It was shown that logarithmic
spiral orbits arose when the thrust decreased as the inverse of the radial distance squared. As
solar radiation pressure decreases with the inverse of the distance squared, this was directly
applicable to solar sails.
The approach used by Tsu was advanced by London [14], who studied two dimensional solar
sail orbits where the sail was in a fixed orientation with respect to the radial vector. The full
two-dimensional equations of motion were used rather than an approximation and results
found from these. Analytical solutions for logarithmic spiral orbits were derived for a given
sail area to mass ratio and sail angle. These were then applied to Earth-Mars transfer orbits
and it was shown that transfer times were similar to the classical Hohmann transfer. Purely
radial radiation pressure was also looked at with the system reducing to a variation of the
Kepler problem. This work, coupled with the work of Tsu, showed the potential benefits of
solar sails as a low cost alternative to conventional propulsion.
4 Literature Review
The work of Van Der Ha and Modi [26] provided the first analytical insight into three
dimensional solar sail orbits. Their work used a solar sail with fixed orientation with respect
to the local orbital coordinate frame and their initial analysis forms the basis of the research in
this report. Equations of motions were derived which separated the dynamics and kinematics
with the standard Kepler two-body equations combining with equations that determined
the inclination and true latitude. Exact solutions could be found for these angles in the
logarithmic spiral case, with the inclination found to exhibit periodic motion. By formulating
series solutions, approximations to the long term behaviour of a solar sail could be found
in terms of a quasi-angle ψ where, from Brouwer and Clemence [5], ψ can be expressed
through the angular momentum as
h = r2ψ˙ (2.1)
While these results provided a great deal of insight into three-dimensional solar sail orbits,
there were some limitations to the methods used. The geometric definition of ψ is not
known for an oscillating plane and so only the inclination and true latitude were recoverable.
Furthermore, the long term approximations were only valid for certain initial conditions,
with secular terms neglected for non-zero initial eccentricity.
A series of papers were published by Vulpetti between 1996 and 1999 which described a
highly non-Keplerian type of solar sail orbit known as H-Reversal, named so because the
angular momentum changes sign during the orbit [27], [28], [29]. The application of this
orbit was to spiral away from Earth using high performance all-metallic solar sail and use a
variable sail angle to decrease the angular momentum to zero. At this point the sail would
reverse it’s direction towards the sun on a hyperbolic Solar System escape orbit at high speed.
Specific interplanetary flyby missions were also investigated. Initial results involved two
dimensional orbits but these were extended to three dimensions where it was shown that, by
using a variable sail angle control method, a significant ecliptic latitude could be achieved.
The important thing to note from this result is that both large radial distances and large
ecliptic latitudes can be achieved using only a solar flyby. The traditional approach for large
radial distance orbits require gravitational assists at Jupiter which places constraints on the
launch date and requires the satellite to be designed to be able to cope with Jupiter extreme
radiation environment.
Leipold [13] also used the solar photon assist method to investigate interplanetary missions
to Pluto. Similar results to Vulpetti were achieved and again showed that large radial distance
orbits can be achieved without any intermediate gravitational assists from one of the gas
giants. Missions to the sun were also investigated by patching together three different types
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of heliocentric orbits. By orientating the sail such that the tangential solar radiation force is
directed opposite to the tangential velocity direction, the angular momentum can be decreased
and the orbital radius decreased. A cranking method is then performed in which the sail
orientation is switched to rapidly change the inclination until the sail is on a 83◦ inclined
orbit relative to the ecliptic, at which point the sail is detached and the satellite maintains a
polar orbit around the sun at a distance of about 0.5AU. The only currently known method
of achieving this without a solar sail is to perform a gravitational assist at Jupiter as was
done with the Ulysses mission [34]. This however placed the satellite in an much larger orbit
than the solar sail would be in with the perihelion being 1.3AU and aphelion 5.4AU. Close
observation time was therefore significantly reduced compared to the solar sail mission.
2.2 Velocity Hodograph
The velocity hodograph is a rarely used tool in astrodynamics which can provide some
additional geometrical insight into the dynamics of the problem. The hodograph is parame-
terized by two variables, v and w, which can be written in terms of the eccentricity e and true
anomaly ν as
v = 1+ ecosν (2.2)
w = esinν (2.3)
For unperturbed Keplerian orbits, eccentricity is constant and the sine and cosine of the true
anomaly are periodic, hence the hodograph parameters themselves are periodic. These two
variables are then plotted against one another to form the hodograph phase space which gives
a visualization of the orbital dynamics.
Szebehely [24] used this to represent Keplerian orbits geometrically showing that an eccentric
Keplerian orbit was represented by a circle of radius e on the phase space where e is the
eccentricity. Using this, various orbital parameters could then be defined. Orbital transfers
using the hodograph were later demonstrated by Battin [3].
It was first shown by Wokes, Palmer and Roberts [37] that the planar dynamics of a fixed
angle solar sail can be fully described by the hodograph. By taking the derivative of the
hodograph variables with respect to the polar angle, the set of differential equations in v and
w were found to form a closed system. Unique initial conditions therefore corresponded to a
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unique trajectory in the hodograph phase space. The phase space allowed two dimensional
orbits to be classified into the following three types of trajectories
• Spiral escape trajectories
• Angular momentum reversal orbits
• Hyperbolic escape orbits.
In addition, the long known logarithmic spiral solutions were found to be the equilibrium
points of this phase space. This was the first time solar sail orbits had been categorized into
types based on initial conditions.
Zeng, Baoyin, Li and Gong [39] used the hodograph phase space to study two-dimensional
angular momentum reversal orbits for high performance solar sails. This followed from
Vulpettis earlier work into H-Reversal orbits and combined it with the hodograph work done
by Wokes. This analysis allowed analytical solutions to be investigated with the minimum
sail lightness number and perihelion passage distance derived. They then expanded their
analysis to three dimensions [40] and patched together two H-Reversal trajectories to create
an orbit which formed a continuous loop that did not include the sun.
2.3 Exploration of the Outer Solar System
The outer solar system contains a wealth of objects to be studied. Getting to the outer solar
system, however, is a difficult task due to the large delta-v’s required. Currently, there are
only two satellites which have ever orbited any of the outer planets, Galileo, which was
in orbit around Jupiter, and Cassini, which is currently in orbit around Saturn. Both these
satellites required gravitational assists around Venus due to the large delta-v requirements to
travel to the outer solar system [8] [38].
Beyond the outer planets, we have the Kuiper belt, the scattered dish and finally the heliopause
and interstellar medium. The Kuiper belt and scattered disc are thought to contain objects
from the early solar system as well as a source of short period comets [9]. Studies of these
objects can yield valuable information into solar system formation and evolution. Objects in
these regions can have extreme orbits however, with large inclinations, large eccentricities
and lying at distances of 30-100AU and beyond. It is an enormous challenge then, to send
satellites to study these. Several satellites, however, have successfully managed to make
these distances using gravitational assists.
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The first satellites to travel to these sort of distances were the Voyager probes launched in
the 1970s [12]. Voyager 1 was launched in 1977 and in 2012, was finally thought to have
encountered the Heliopause. This journey time of 35 years was only made possible due to
a rare planetary configuration that allowed multiple gravitational assists. We can compare
this to the New Horizons satellite launched in 2006 [10] which is on a mission to Pluto and
beyond. New Horizons did not have the luxury of the rare planetary alignment and so was
launched at the highest ever speed for a man made object at 16.26km/s. Despite this, the lack
of multiple gravitational assists means it is travelling quite a bit slower than what Voyager
was at the same radial distance and so the travel time to the outer solar system distances will
be longer than the 35 years Voyager took. It’s clear that getting to the outer solar system can
take a long time, regardless of gravitational assists or large launch speeds.
Solar sails seek to solve these problems as they can acquire large delta-v’s without any fuel
or intermediate planetary gravity assists. Vulpetti had already shown that high performance
solar sails are capable of large escape velocities but analysis of flight time was only done for
specific planetary flyby missions.
Sauer [21] performed numerical analysis into interstellar probe missions for high performance
solar sails to optimize travel time to the outer solar system and beyond. Through numerical
studies, it was found that medium to ultra-high performance sails could reach distances of
100AU in less than 10 years, and 1000AU in few decades by performing close solar flybys,
known as solar photon assists. With ultra-high performance sails however, come extreme
engineering challenges. Sauer considered a variety of solar sails including ones with area to
mass ratios such that the solar radiation force was ten times larger than the solar gravitational
force. Although it’s clear there can be enormous time and fuel savings with such extreme
solar sails, the technology to actually create them is currently a long way away. Current
mission plans have a sail with area 1200m2 and just the sail itself weighing approximately
35kg [19] meaning the solar radiation pressure would be approximately 5% the strength of
gravitational force.
Numerical optimization studies into interplanetary trajectories were undertaken by Dachwald
for perfectly reflecting [7] and non-perfectly reflecting solar sails [6]. Evolutionary neurocon-
trol algorithms were used to calculate near-global optimal trajectories to Neptune’s orbital
radius given maximal sail operating temperatures at closest solar flyby. For a relatively
modest sail with a solar radiation pressure to solar gravity ratio of 0.17, Neptune flybys were
achievable in 4-9 years for solar flybys of 0.1-0.5AU, This compares to 8 years for the New
Horizons mission requiring Jupiter flybys mission which passed Neptune’s orbit in 2014.
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These times were only for a crossing of the orbit of Neptune however, not for actual planetary
rendezvous which was estimated to take longer.
2.4 Current Research
Current research is heavily focussed on solar sails in the Earth-Sun or Earth-Moon circular
restricted three body problem. While solar sails in previously reviewed studies have used the
sail as a propulsion system for highly non-Keplerian orbits, current research treats a solar sail
more as an orbit and attitude control system. Solar sail area to mass ratios are much smaller
compared to the extreme sails proposed for the outer Solar System missions.
McInnes, McDonald, Simmons and MacDonald [18] showed that solar sails generate families
of Lagrange points for a given area to mass ratio and sail orientation. These points remained
unstable and simple control laws were developed to provide some stability. Displaced halo
orbits in the Earth-Sun circular restricted three-body problem were investigated by Baoyin
and McInnes [2] for solar sails with lightness numbers up to 0.3. It was shown that the
location of the L1 Lagrange point was shifted sunwards in a near-linear fashion by up to
0.1AU for increasing sail lightness number. Mission applications of this were early CME
warning systems as suggested by McInnes [17]. Further control strategies and advancements
in this area were made by several authors including McInnes [16], Bookless and McInnes [4]
and West and Derbes [36].
Orbits above the ecliptic have also been studied by several authors. Waters and McInnes
[30] use series expansion techniques to generate orbits above the Lagrange points. Simo
and McInnes [22] investigated displaced Lagrange point orbits displaced above the Moons
orbital plane for small sail area to mass ratios. In both cases, a small to medium sail area to
mass ratio allowed periodic orbits above the orbital plane. Further examples of current work
are Earth escape trajectories which were investigated in detail by MacDonald and McInnes
[15], homoclinic orbital transfers which were investigated by Waters [31] and a multitude of
numerical methods such as finite difference methods as used by Wawrzyniak and Howell
[32], [33].
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2.5 Summary and Conclusions
This section has discussed past and current solar sail research. In general, current research
focuses on near Earth solar sail applications with heavy numerical analysis. The work
tends to use the known dynamics of the circular restricted three body problem and let the
solar sail act as an attitude controller. Past research focussed on the equations of motion of
heliocentric solar sail orbits with application to solar system escape trajectories. The gap
between the two areas of research is quite large with the heliocentric work coming to an
abrupt end after the work of Vulpetti. Little has been done to advance three dimensional
solar sail trajectories since then, despite this being the area that could potentially yield the
greatest benefits in mission applications. This research will therefore seek to fill that gap by
investigating these trajectories in depth using previous two dimensional work combined with
the three-dimensional equations of motion.

Chapter 3
Preliminaries
3.1 Force Model for a Fixed Angle Solar Sail
In this section, a simple model for the force on a fixed angle solar sail due to solar gravitational
force and solar radiation pressure is presented. For this derivation, several assumptions are
made:
• No other gravitation or radiation sources are considered
• The sail is assumed to be perfectly flat and non-deforming
• The sail material is assumed to be perfectly reflecting and will not degrade over time
• Any torque due to the orientation of the sail causing varying solar distances to different
sail edges is also ignored, or assumed to be handled with an attitude control system.
First it must be defined what is meant by ’fixed angle’ in three dimensions. Let rˆ be the radial
unit vector connecting the Sun and solar sail and nˆ the unit vector pointing normal to the sail.
For a perfectly reflecting sail, a photon striking the sail will transfer double the momentum of
a perfectly absorbing sail, with all the force directed along nˆ. The incident angle is the angle
between the radial vector and sail normal vector is denoted as α . Following McInnes [17], a
secondary angle, known as the clock angle δ is also defined as the angle between the angular
momentum vector, hˆ, and the sail normal projected onto the plane formed by hˆ and rˆ× hˆ.
Figure 3.1 below shows these angles When δ = π/2, there is no radiation force directed
out of the orbital plane and hence the orbit reduces to planar. Following the derivation of
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Fig. 3.1 Diagram showing how the sail angles α and δ are defined in the
orbital plane
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McInnes [17], the acceleration due to solar radiation pressure is given by
aSRP = β
µ
r2
(rˆ · nˆ)2nˆ (3.1)
= β
µ
r2
cos2α nˆ (3.2)
where r is the radial distance, µ the standard gravitational parameter and β is a dimensionless
parameter signifying the ratio of solar radiation force to gravitational force. This parameter
can be written as
β =
Ls
2πµc
(3.3)
where Ls is the solar luminosity at 1AU, equal to 3.839× 1026W and c the speed of light.
Defining λˆ = rˆ× hˆ, the sail normal vector can then be written as
nˆ = cosα rˆ + sinα sinδ λˆ + sinα cosδ hˆ. (3.4)
Thus the definition of a fixed angle in three dimensions is that the components of the normal
vector are constant in the frame defined by rˆ, λˆ and hˆ. This frame will be called the orbital
frame throughout this thesis as it will later be used to define the standard three-dimensional
orbital angles. Including solar gravity, the total acceleration can be written as
a =− µ
r2
rˆ +β
µ
r2
cos2α nˆ (3.5)
or alternatively
a =
µ
r2
(k1rˆ + k2λˆ + k3hˆ) (3.6)
where
k1 =−1+β cos3α (3.7)
k2 = β cos2α sinα sinδ (3.8)
k3 = β cos2α sinα cosδ (3.9)
To maximize the tangential and out of plane components, cos2α sinα should be maximised.
This gives an α value of
α = arctan
(
1√
2
)
≈ 35.3◦ (3.10)
This value of α shall be used throughout this thesis in any examples, unless stated otherwise.
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3.2 The Hodograph
The hodograph is a relatively unknown mathematical tool for looking at spacecraft velocity.
Due to the infrequent usage of the hodograph, a derivation along with an example is provided
in this section. Following Wokes, Palmer and Roberts Wokes and Roberts [37], the equations
of motion for a fixed angle solar sail in a two-dimensional heliocentric orbit are given as
r¨− h
2
r3
= k1
µ
r2
(3.11)
h˙ =
µ
r
k2 (3.12)
ψ˙ =
h
r2
(3.13)
where r is the radial distance, h = r2ψ˙ the angular momentum and r˙ the radial velocity.
In this two-dimensional case, ψ is just the true anomaly. This is however not true for the
three-dimensional case as will be discussed later. A change of variable is then used in order
to derive the hodograph reduction. Let
v =
h2
µr
, w =
h
µ
r˙ (3.14)
where v and w are non-dimensional. Taking the derivative of v and w with respect to ψ
(denoted as ′ throughout this thesis), it is found that
v′ = 2k2−w (3.15)
w′ = k2
w
v
+ v+ k1. (3.16)
It’s then clear that the hodograph transformation reduces the system from four-dimensional
down to two-dimensional as the derivatives of v and w only depend on v and w. As was
shown in Wokes, Palmer and Roberts Wokes and Roberts [37], a general description of a
solar sail orbit could be derived from the above differential equations through visualising the
manifolds of the v−w phase space. The full planar dynamics can be recovered by including
either the radial distance or magnitude of angular momentum, since a choice of one of these
allows the other to be found through the equation for v. The variables are also normalized
such that µ = 1, the initial radial distance is 1 and the orbital period for a satellite on a
circular orbit at radial distance 1 is 2π . From equation (3.14), the differential equations for r
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and h along with their initial conditions are then
r′ =
w
v
r, r(0) = 1 (3.17)
h′ =
k2
v
h, h(0) =
√
v0. (3.18)
This v−w system of equations exhibit two equilibrium points, (v˜1, w˜) and (v˜2, w˜) where
v˜1,2 =
−k1
2
1∓
√
1−8
(
k2
k1
)2 (3.19)
w˜ = 2k2. (3.20)
These correspond to the logarithmic spiral trajectories when β ̸= 0. When β = 0, the system
reduces to Keplerian motion. In the hodograph phase space this is represented by a family of
circles centred at v = 1, w = 0 with the radius of the circle being the eccentricity of the orbit.
A Keplerian orbit with zero eccentricity is therefore simply the point (1,0) in the phase space.
This can be considered a realistic starting condition for a solar sail that has been released on
an Earth escape orbit and is orbiting the Sun on a circular orbit at 1AU. A sample Kelperian
orbit with eccentricity 0.3 is shown in fig (3.2a) along with the corresponding real space
orbit. The arrows denote the flow of the phase space. The dotted lines are the nullclines of
the system which are the solutions to v′ = 0 and w′ = 0. The equilibrium point is then where
the two nullclines intersect
16 Preliminaries
(a) Example Keplerian orbit in the hodograph phase space.
(b) Real space orbit with eccentricity 0.3
An example hodograph phase space for a solar sail is shown below in figure 3.3 for α =
arctan(1/
√
2), δ = π/2 and β = 0.45. This choice of delta fixes k3 = 0 in order to constrain
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the solar sail to a planar orbit. Although current technology will constrain β to values less
than 0.05, a much larger value is used here to better represent features of the hodograph.
Throughout this thesis, the equilibrium point on the right will be referred to as v˜2. The
dotted line in the hodograph phase space represents an example trajectory with the real space
trajectory shown in figure 3.4.
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Fig. 3.3 Example of the hodograph phase space for α = 35.3◦, δ = 90◦ and β = 0.45.
Fig. 3.4 Real space plot of an example trajectory from the hodograph plane.
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3.3 Equations of Motion
This section will expand on the derivations and definitions from previous sections by adding
an out-of-plane component to the hodograph equations. The work used in this, and the
following section is taken from Stewart, Palmer and Roberts [23]. The standard method of
representing a three-dimensional orbit is to use Euler angles. Define an inertial coordinate
system eˆx, eˆy, eˆz such that the spacecraft is initially situated on the eˆx axis and the eˆz axis is
aligned with the initial angular momentum vector hˆ. The unit vectors rˆ, λˆ and hˆ, as described
in section 3.1, form a non-uniformly rotating coordinate system with respect to this inertial
system. The orbital frame, and hence the orientation of the orbital plane, is described using
the classical orbital elements; the longitude of ascending node, Ω, the inclination i and the
true latitude λ = ω+ν where ω is the longitude of periapsis and ν the true anomaly. These
three angles are referred to as the orbital angles.
The orbital frame can be written in terms of the inertial coordinate system using three
consecutive Euler rotations as follows rˆλˆ
hˆ
= R
eˆxeˆy
eˆz
 (3.21)
where R is a matrix representing a 3-1-3 rotation using the angles Ω followed by i and finally
λ . Written out in full, R is
R =
 cosΩ cosλ − sinΩ cos i sinλ sinΩ cosλ + cosΩ cos i sinλ sin i sinλ−cosΩ sinλ − sinΩ cos i cosλ cosΩ cos i cosλ − sinΩ sinλ cosλ sin i
sinΩ sin i −cosΩ sin i cos i

(3.22)
The angular velocity is then defined as
RR˙T =
 0 −ωz ωyωz 0 −ωx
−ωy ωx 0
 (3.23)
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with the components given by
ωx = sinλ sin i
dΩ
dt
+ cosλ
di
dt
(3.24)
ωy = cosλ sin i
dΩ
dt
− sinλ di
dt
(3.25)
ωz =
dλ
dt
+ cos i
dΩ
dt
. (3.26)
The goal now is to find alternative expressions for these components and so compute the
derivatives of the orbital angles. From Brouwer and Clemence Brouwer and Clemence [5],
the definition of angular momentum for a perturbed three-dimensional orbit is given by
h = r2
(
dλ
dt
+ cos i
dΩ
dt
)
= r2ψ˙ (3.27)
and hence
ωz = ψ˙ = h/r2. (3.28)
The torque vector, τ , can be derived in two different ways. Doing this allows a comparison of
components which will lead to alternative expressions for ωx and ωy. First, simply consider
the standard definition of the torque vector which is τ = r×F with F the force on the solar
sail. The force is found from the acceleration given by equation (3.6) and hence the torque is
τ =
µ
r
(
k2hˆ− k3λˆ
)
. (3.29)
However, the torque can also be written as the derivative of the angular momentum and so
τ = h˙ and hence
τ =
d
dt
(
hhˆ
)
(3.30)
= h˙hˆ +h ˙ˆh. (3.31)
Using the rotation matrix R from equation 3.21, it can be shown that the time derivative of
the angular momentum unit vector in the rotating coordinate system is
˙ˆh =−ωyrˆ +ωxλˆ . (3.32)
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Substituting this into equation (3.30), the unit vectors can then be compared to equation
(3.29) to show that
ωy = 0 (3.33)
and
ωx =
µ
rh
k3 =
hk3
r2v
. (3.34)
To summarise at this point, by combining equations (3.24-3.26) with equation (3.34), (3.33)
and (3.28), the following equalities are derived.
sinλ sin i
dΩ
dt
+ cosλ
di
dt
=
µ
rh
k3 =
hk3
r2v
(3.35)
cosλ sin i
dΩ
dt
− sinλ di
dt
= 0 (3.36)
dλ
dt
+ cos i
dΩ
dt
=
h
r2
(3.37)
By changing the independent variable to ψ , a factor h/r2 can be removed from the derivatives
and the following set of differential equations are derived
dv
dψ
= 2k2−w
dw
dψ
= k2
w
v
+ v+ k1
dh
dψ
=
k2
v
h (3.38)
dλ
dψ
= 1− sinλ
tan i
k3
v
di
dψ
= cosλ
k3
v
dΩ
dψ
=
sinλ
sin i
k3
v
.
λ = ψ
di
dψ
= cosψ
k3
v
dΩ
dψ
= sinψ
k3
v
.
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These six equations then fully describe the solar sail’s three-dimensional orbit, with the
in-plane dynamics being described by the first three equations, and the orientation of the
orbital plane and position of the solar sail in that plane described by the final three. The
benefit of these equations is that they neatly split the kinematics and dynamics, with the
orbital angles being coupled to the hodograph variables only through v.
While these equations provide a concise description of the dynamics of the system, there
is an obvious problem with them that exists will all orbit descriptions using Euler angles
in this way. The problem is that the equations are singular at i = 0, which is caused by the
longitude of ascending node being undefined for a planar orbit. This causes problems when
trying to find approximate solutions as λ and Ω change rapidly for small inclination values.
In the next section it will be shown how this problem is solved by demonstrating that the
orbit generated by any initial set of orbital angles can be mapped to nay other orbit with
different orbital angles.
3.4 Rotational Symmetry of the Problem
There are six variables that are required to recover the full dynamics. Therefore there are
six initial conditions required in order to perform an integration, giving a six dimensional
solution space. However, with both gravitational force and solar radiation pressure being
dependent only on r and not the orientation in space, the problem admits rotational symmetry.
Essentially since there are no universal reference frames, any possible Sun centred frame can
be used to define the orbital planes of objects. The ecliptic frame is used in the Solar System
due to the amount of objects with a small inclination relative to it, but another arbitrary frame
could also be chosen such that these same objects have an inclination of 45o relative to it
for example. The equations of motion derived in the previous section have singularities in
the inclination, and although these can’t be removed, a change of coordinate system could
perhaps move these singularities to values that are unlikely to be reached. This rotational
symmetry and change of inertial frame can now be used to reduce the complexity of the
solution space.
Let F1 denote an inertial frame. Consider an orbit with some arbitrary initial conditions, as
measured in this frame, to be
(v0,w0,r0,λ1(0), i1(0),Ω1(0)). (3.39)
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Let F2 denote a second inertial frame which measures the initial conditions for the same orbit
as
(v0,w0,r0,λ2(0), i2(0),Ω2(0)) (3.40)
with v0, w0 and r0 identical in both sets of initial conditions. Although both of these frames
will measure the orbital angles differently as the orbit evolves, there is in fact only a single
unique orbit here. Through rotational symmetry, it is possible to use some transformation to
map the orbital angles measured by one inertial frame onto the orbital angles measured by
another inertial frame. The question is then,
If, at some point in time, the orbital angles, as measured in frame F1, are λ1,
i1 and Ω1, what are the orbital angles as measured in frame F2?
Solving this will mean that only the dynamics of a single set of initial conditions for the
orbital angles need to be considered. Other orbits with arbitrary initial conditions can be
obtained from this by applying rotations. There is a constant rotation matrix, R, defining the
transformation from F1 to F2 which can be written as
R = Rz(λ )Rx(i)Rz(Ω). (3.41)
Taking the unit vectors of F1 as coordinate axis of the identity matrix. The unit vectors of F2,
denoted as xˆ2, yˆ2 and zˆ2 are then the row vectors of R. The unit vectors of the orbital frame
can be written as  rˆλˆ
hˆ
= Rz(λ1)Rx(i1)Rz(Ω1)F1. (3.42)
Figure (3.5) illustrates the relationship between F1, F2 and the orbital frame.
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Fig. 3.5 Relationship between the two inertial frames and the orbital frame.
The orbital angles, as measured in F2, can be calculated to be the following
cosλ2 =
zˆ2× hˆ
| zˆ2× hˆ |
· rˆ
cos i2 = zˆ2 · hˆ (3.43)
cosΩ2 = xˆ2 · zˆ2× hˆ| zˆ2× hˆ |
where
n = zˆ2× hˆ (3.44)
is the vector in the direction of the longitude of the ascending node. The orbital angles
in F2 can now be written in terms of only the orbital angles in F1. As a final reduction in
complexity, we choose the initial radial distance to be unity. The three dimensional solar sail
orbit is then defined only in terms of the initial hodograph variables, as any other orbit can
be found through the rotation method described above. The initial condition solution space
has therefore been reduced from six variables to two. These are supplemented by the sail
parameters α , δ and β .
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3.5 Numerical Behaviour of the Orbital Angles
This section will present some examples of the behaviour of the orbital angles, which were
found numerically using the equations defined in the previous section. In all cases here, the
initial conditions for λ and Ω are 0, while to avoid the singularities, the inclination is set to
1e−14 radians, which for all realistic purposes is 0, but will prevent the numerical solver
from blowing up. Figure (3.6) shows the initial conditions taken for the examples presented
here. In all cases a β value of 0.2 was used along with α = arctan1/
√
2 and δ = 1. With
the exception of β , the initial conditions defined here will be used throughout this thesis
unless stated otherwise. In general a β of 0.1 is used throughout the rest of thesis as it will
clearly show orbital angle behaviour and is a value that is not too far out of reach of current
technology.
Fig. 3.6 Initial conditions in the hodograph phase space for the example trajectories.
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Fig. 3.7 Inclination, Ω and λ for point 1
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Fig. 3.8 Inclination, Ω and λ for point 2
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Fig. 3.9 Inclination, Ω and λ for point 3
Figure (3.7) shows the orbital angles for a solar sail on an Earth escape orbit. The behaviour
of the inclination is representative of the general behaviour of the inclination for trajectories in
the spiral region of the hodograph. This can be summarised as a combination of a short term
oscillation with a secular increase. There is an approximate correlation between the number
of oscillations and the initial condition in the hodograph plane. This can be expressed as the
number of oscillations being equal to the number of times the trajectory in the v−w phase
space orbits around the equilibrium point. The inclination at the asymptote is difficult to
study due to the equations of motion for the hodograph becoming singular, however this will
be addressed in a later chapter. The ascending node and λ initially have somewhat complex
behaviour before stabilising to a converging oscillation and linear increase respectively.
Figure (3.8) and (3.9) follow the inclination pattern of matching orbits around the hodograph
equilibrium point withΩ and λ again having complex behaviour. It’s again unclear as to what
the final value of the inclination is, or if there is a limit, due to restriction in the numerical
simulations.
Chapter 4
Orbits near Log Spiral
4.1 Three Dimensional Logarithmic Spiral Solution
As discussed in section (3.2), the equations of motion for a three-dimensional solar sail
trajectory have only one known analytic solution: the logarithmic spiral. This solution still
exists in the three dimensional case due to the separation of the out of plane components from
the in-plane, it’s just complemented by the orbital angles. Van der Ha and Modi [26] derived
analytical solutions for the inclination and true latitude in terms of ψ for a logarithmic spiral
orbit. These were
cos i = 1− 2c
2 sin2(
√
1+ c2ψ/2)
1+ c2
(4.1)
tanλ =
tan(
√
1+ c2ψ/2)√
1+ c2
(4.2)
where c = k3/v. The periodic nature of both of these are illustrated in figure ??.
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Fig. 4.1 Orbital angles as derived by Van der Ha and Modi
In order to fully characterise the three-dimensional log spiral orbit, the longitude of ascending
node is also required. Using the above equations and following the methods used by Van der
Ha and Modi, this can also be calculated. Define F , G, and H as the first component of the rˆ,
λˆ , and hˆ unit vectors as defined in equation (3.21), and hence
F = cosλ cosΩ− sinλ cos isinΩ (4.3)
G =−sinλ cosΩ− cosλ cos isinΩ (4.4)
H = sin isinΩ. (4.5)
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By taking the derivative of these with respect to ψ , the following system of differential
equations is derived.
F ′ = G (4.6)
G′ =−F + cH (4.7)
H ′ =−cG (4.8)
If the orbital angles are initially taken to be 0, the initial conditions for the above equations
are F(0) = 1, G(0) = H(0) = 0. As v, and hence c, is constant for a logarithmic spiral orbit,
these differential equations can be solved analytically resulting in
F = 1−
2sin2
(√
1+ c2ψ/2
)
1+ c2
(4.9)
G =−
sin
(√
1+ c2ψ
)
√
1+ c2
(4.10)
H =
2csin2
(√
1+ c2ψ/2
)
1+ c2
(4.11)
Since the analytical solution for the inclination and true latitude are known, the only angle of
interest here is Ω and therefore only H needs to be considered due to it being much simpler
than F and G. Comparing the above equation for H with equation (4.5), we can derive the
following relation for Ω in terms of ψ ,
csin isinΩ=
2c2 sin2
(√
1+ c2ψ/2
)
1+ c2
. (4.12)
Substituting the right hand side of this into the inclination given by equation 4.1, the following
relationship is derived
1− cos i = csin isinΩ (4.13)
which can be rearranged to
sinΩ=
1
c
tan i2 . (4.14)
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The behaviour of Ω is therefore coupled with the inclination. From equation 4.1 it can be
seen that the maximum inclination is
i = arccos
(
1− 2c
2
1+ c2
)
= arccos
(
1− c2
1+ c2
)
= arccos
(
1− tan2(arctan(c))
1+ tan2(arctan(c))
)
= arccos(cos(2arctan(c)))
= 2arctan(c). (4.15)
From equation (4.14) it’s clear that at this inclination Ω= (k+1)π/2, k ∈ 2Z. The behaviour
of Ω is illustrated in figure (4.2)
Fig. 4.2 Ω for the log spiral orbit
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4.1.1 Logarithmic Spiral Orbital Transfers
As a result of the previous section, there are now equations for all the orbital angles required
to fully define a three-dimensional log spiral orbit. It should therefore be possible to choose a
point in space at which to target via an orbital transfer. However, due to the coupling between
the inclination and longitude of ascending node, it may not be possible to do so for a fixed
value of c. Instead a simpler transfer can be done that just computes the value of c required
to hit a specific inclination and longitude of ascending node, at which point the solar sail
can perform an attitude adjustment such that only the radial and tangential forces remain.
The transfer to a specific point in space then becomes a two-dimensional problem as the
inclination change will have already been performed. The Ω− i phase space for log spiral
transfers can then be computed to determine which value of c is required for any combination
of the angles. This is shown in figure (4.3) along with several example asteroid orbital planes
for a maximum c of 0.05.
Fig. 4.3 Value of c required for a given inclination and Ω
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Note that only positive inclinations and ascending nodes less than 180o are needed in the
phase space. Due to symmetry about the x− y plane, any ascending node greater than 180o
can just be thought of as an orbit with an ascending node of Ω−180, following a mirrored
trajectory as viewed from below. The phase space can therefore be restricted. Table (4.1)
shows the full details of the plotted asteroids with all data taken from the JPL Small-Body
Database [11]. The actual values of the ascending node are listed here as opposed to the
converted values
Table 4.1 Orbital planes of example asteroids
Asteroid name i (degrees) Ω (degrees) mass (kg) a (AU)
10 Hygiea 3.83 283.22 8.67×1019 3.14
243 Ida 1.13 324.02 4.2×1016 2.862
25143 Itokawa (1998 SF36) 1.62 69.08 3.51×1010 1.324
24315 (2000 AV4) 0.82 215.93 Unknown 3.107
24326 (2000 AS53) 2.50 118.90 Unknown 3.113
Consider two examples from the table; Itokawa and 2000 AS53, which are chosen as their
orbital parameters are within the inclination and ascending node range. Conservative values
of β were chosen and equation (4.14) solved in order to derive the value of δ necessary to
complete the orbital transfer to the give inclination and ascending node. Figures (4.4 and
(4.5) show the resultant change in orbital angles using these parameters and it can be seen
that both the inclination and ascending node are met.
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Fig. 4.4 Log spiral orbit to match Itokawa’s orbital plane. Here β = 0.04 and δ = 0.2778
Fig. 4.5 Log spiral orbit to match 2000 AS53’s orbital plane. Here β = 0.07 and δ = 0.4745
Although the ascending node was solved for here, it actually does not need to be. With the
assumption that the solar sail is initially on an orbit with zero inclination, its own node is
technically undefined and only exists when the solar sail leaves the x− y plane and begins
a three-dimensional orbit. The target node is then actually defined by the sails launch date
and can be chosen arbitrarily, making it important only to match the final inclination, with
the node then chosen by appropriate launch date. The optimal launch data is when the target
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ascending node is at pi/2 as from equation (??)) that is when the peak inclination is reached
and so β will be minimised.
4.2 Analytic Description of Orbits Near the Logarithmic
Spiral
The work used in this, and the following section is taken from Stewart, Palmer and Roberts
[23]. The logarithmic spiral represents only a single, albeit important, point in the v−w
phase space. The period nature of its inclination make it restrictive for orbital transfers due
to both a maximum possible inclination, and the coupling to the ascending node which make
many target orbital plane orientations infeasible, or require large β values. Orbits near the
log spiral orbit are less restrictive in that the angles are not coupled and the inclination can
have non-periodic behaviour, as shown in the example trajectory in figure (4.6).
Fig. 4.6 Example of a trajectory with initial condition in the v−w plane near the log spiral.
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Since the equations of motion are not solvable due to the lack of constants of motion, an
approximate model is instead derived. The rotational symmetry and angle mapping in
equation (3.43) means that if the equations of motion are solved for one set of initial orbital
angles, the solution can be used to solve for any arbitrary set of initial conditions. Consider
an initial set of orbital angles
λ0 = 0 (4.16)
i0 = 90o (4.17)
Ω0 = 0. (4.18)
With these initial conditions, the equations of motion given in equation (3.38) can be sim-
plified. Assume that the variation in inclination is small enough over a trajectory such
that
sin i≈ 1, 1
tan i
≈ 0. (4.19)
In order to develop analytical approximations for the full three-dimensional solar sail dynam-
ics, approximations for v and w first need to be found as their differential equations are not
solvable analytically. Approximate solutions for the behaviour of v and w near the log spiral
point can be found using a linear approximation. Let v = v˜2 + x, w = w˜+ y and
a =
k2
2v˜2
where x and y are small deviations away from the equilibrium point. Taking the derivatives
of x and y, it is shown that
x′ =−y (4.20)
y′ = k2
w
v
+ v+K1 (4.21)
= k2
w˜+ y
v˜2 + x
+ v˜2 + x+K1 (4.22)
= k2
w˜+ y
v˜2
− k2xw˜2 + yv˜22
+ v˜2 +K1 +O(x2) (4.23)
= k2
w˜
v˜2
+ v˜2 +K1 + x+ k2
y
v˜2
+ k2x
w˜
v˜2
+O(xy) (4.24)
(4.25)
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The first three terms in the last equation are the solution to the equation w′ = 0, and hence
they cancel. The k2x2˜ term can also be neglected as it smaller than the k2y term by a factor
of 2k2. This then gives
y′ = x+2ay. (4.26)
Using polar coordinates centred at (v˜2, w˜2), the initial conditions on the hodograph plane are
defined as
v0 = v˜2 +ρ0 cosθ0 (4.27)
w0 = w˜+ρ0 sinθ0 (4.28)
where θ0 is measured anti-clockwise from the horizontal nullcline and ρ0 is the distance
from the equilibrium point v˜2, as shown in Fig. 4.7.
Fig. 4.7 Illustration of ρ0 and θ0.
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Solving equations (4.20) and (4.26) then yields the following solutions for v and w
v = v˜2 +ρ0 cos(ψ+θ0)eaψ (4.29)
w = w˜+ρ0 sin(ψ+θ0)eaψ , (4.30)
To complete the description of the in-plane trajectories, an approximation for h is also derived
as this is simpler than solving the equation for r′. By substituting the above approximation
for v into equation (3.18) and performing an expansion of 1/v in terms of ρ0, it can be shown
that
h =
√
v0exp
[
k2
v˜22
(v˜2ψ−ρ0 sin(ψ+θ0)eaψ)
]
. (4.31)
From this the behaviour of r can be recovered and so the complete dynamics of the two-
dimensional solar sail orbit can be expressed in terms of ψ .
The accuracy of the v, w and h approximations are shown in Fig. 4.8 by comparing the
numerical solution of the equations of motion with the approximations for different values
of β . Initial values of v, w and h are chosen to be v0 = 1, w0 = 0 and h0 = 1 to represent an
Earth escape orbit. Values of β ranging from 0.001 to 0.1 are chosen with α = arctan(1/
√
2),
δ = 1 and the solutions compared for an orbit lasting approximately 35 years. The mean
error is calculated by summing the absolute value of the difference between the numerical
solution and approximation at each integration step and dividing by the number of time steps,
while the maximum error is simply the largest error recorded at any time step over a whole
orbit. In doing this it can be seen see that the approximations of v and w retain their accuracy
well over this time period, with the maximum error being of order 10−3.
Fig. 4.8 Error in v, w and h for given sail lightness factor.
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Using the approximation of the hodograph variables in equation (4.29), the differential
equation for λ then becomes λ ′ = 1 and hence, with λ (0) = 0, it’s clear that
λ = ψ. (4.32)
Combining this with a first order expansion of 1/v from equation (4.29), the following
differential equations for the inclination and longitude of ascending node are obtained:
di
dψ
= cosψ
k3
v˜2
(1−ρ0 cos(ψ+θ0)eaψ/v˜2)
dΩ
dψ
= sinψ
k3
v˜2
(1−ρ0 cos(ψ+θ0)eaψ/v˜2) .
Solving this yields the following solutions
i =
π
2
+
k3
v˜2
sinψ+C1 (eaψ −1) (4.33)
Ω=
k3
v˜2
− k3
v˜2
cosψ−C2 (eaψ −1) (4.34)
where
C1 =−k3ρ0 cosθ02v˜22a
=
1
tanδ
(
v˜2− v0
v˜2
)
(4.35)
and
C2 =−k3ρ0 sinθ02v˜22a
=
1
tanδ
(
w˜−w0
v˜2
)
. (4.36)
To recover the full three-dimensional orbit, either the radial distance or angular momentum
derived earlier can be used. The equations of motion are now solved for the given initial
conditions meaning the analytic solution for any initial condition can be found through
rotational symmetry. As an example to demonstrate the accuracy of the above solution,
the numerical solution is compared with the approximate solution for a 30 year orbit with
β = 0.1 and the same parameters as were used in section (3.2).
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Fig. 4.9 Evolution of λ and error in λ compared to analytic solution.
Fig. 4.10 Evolution of inclination and error in inclination compared to analytic solution.
Fig. 4.11 Evolution of Ω and error in Ω compared to analytic solution.
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We can see from equation (4.33-4.36) that the long term behaviour of the orbital angles
can be described simply in terms of v0 and w0. The general behaviour for both angles is
an oscillation around the initial condition with v˜2− v0 and w˜−w0 determining in which
direction the drift away from this happens. For the inclination this neatly splits the hodograph
phase space into two regions; v0 < v˜2 and v0 > v˜2. Similarly, for the longitude of ascending
node the two regions are; w0 < w˜ and w0 > w˜. The benefit of using this 90o inclination frame
is then apparent as the long-term behaviour of a solar sail can be determined from one of
four regions in the hodograph phase space which are found by combining the inclination and
longitude of ascending node regions. As the problem admits rotational symmetry, there will
also be four regions describing the behaviour of the angles in any other arbitrary frame. For
the 90o inclination frame, the behaviour is illustrated in Table (4.2).
Table 4.2 Long term behaviour of the inclination and ascending node.
v0 w0 Inclination Longitude of ascending node
v0 > v˜2 w0 > w˜ Decreasing Increasing
v0 > v˜2 w0 < w˜ Decreasing Decreasing
v0 < v˜2 w0 > w˜ Increasing Increasing
v0 < v˜2 w0 < w˜ Increasing Decreasing
4.2.1 Orbital Transfers
As with the earlier section on log spiral orbital transfers, assume there is some target orbital
plane with inclination it and longitude of ascending node Ωt , as measured in an inertial frame.
In order to use the solutions derived in equation (4.33) and (4.34), these target conditions
must be transformed into new coordinate system such that the solar sails initial inclination as
measured in this frame is 90◦. Let F2 be this inertial frame. The relationship between this
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frame and F1 is then given by
F2 = Rx(−90◦)F1 (4.37)
=
1 0 00 0 −1
0 1 0
 (4.38)
=
xˆ2yˆ2
zˆ2
 (4.39)
The inertial frame F2 will also measure the target inclination and longitude of ascending node
differently. From equation (3.44) it can be shown that
n =
 cos it0
−sin it sinΩt
 (4.40)
and hence the inclination as measured by F2 is
cos i2 = zˆ2 · hˆ (4.41)
=−cosΩt sin it (4.42)
with the longitude of ascending node being
cosΩ2 = xˆ2 · n| n | (4.43)
=
cos it
(cos2 it + sin2 it sin2Ωt)
1
2
. (4.44)
These transformations are represented below for inclinations up to 20◦.
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Fig. 4.12 Target inclination as measured by F2, given the angles measured in F1
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Fig. 4.13 Target ascending node as measured by F2, given the angles measured in F1
This now provides us with the left-hand sides of equations (4.33) and (4.34). In order to
solve this, MATLABs fsolve function can be used. This takes a set of parametrised equations
to solve and a set of initial conditions, returning the parameters that solve the equations to
a given tolerance. Consider, as before, the example of Itokawa from table (4.1). When the
inclination and ascending node are converted to the F2 frame, the following targets are found.
Table 4.3 Orbital planes of example asteroids
Asteroid name i (degrees) in F2 Ω (degrees) in F2
25143 Itokawa (1998 SF36) 90.5712 1.4946
The initial conditions in the v−w plane can now be chosen through table (4.2). In both cases
Ω> 0, and hence w0 should be chosen such that w0 > w˜. For Itokawa, i > 90 and so v0 < v˜2
should be chosen. For several values of β , the equations are solved for the target inclination
and ascending node of Itokawa to determine a value of δ and ψ that will bring the satellite to
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Table 4.4 δ and β used for orbital transfer
β δ
0.04 0.6121
0.06 0.9566
0.09 1.2111
the target orbital angles. The initial hodograph conditions are set to v˜2−0.05 and w˜+0.05.
Table (4.4) shows the value of beta used along with δ returned using the MATLAB fsolve
function to evaluate equations (4.33) and (4.34). Figures (4.14)-(4.19) show the result of a
numerical integration using these initial sail parameters and demonstrate that the analytical
model is able to take a solar sail to a target orbital plane. The equations themselves are
sensitive to the initial conditions chosen, particularly ψ . This appears to be because of the
sinusoidal terms, as choosing an initial ψ of π/2, and increasing it by π/2 each time the
solver fails, was the best method found for finding a solution.
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Fig. 4.14 Evolution of the inclination for an orbit targeting Itokawa’s orbital plane with
β = 0.04
Fig. 4.15 Evolution of the ascending node for an orbit targeting Itokawa’s orbital plane with
β = 0.04
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Fig. 4.16 Evolution of the inclination for an orbit targeting Itokawa’s orbital plane with
β = 0.04
Fig. 4.17 Evolution of the ascending node for an orbit targeting Itokawa’s orbital plane with
β = 0.06
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Fig. 4.18 Evolution of the inclination for an orbit targeting Itokawa’s orbital plane with
β = 0.04
Fig. 4.19 Evolution of the ascending node for an orbit targeting Itokawa’s orbital plane with
β = 0.09
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4.2.2 Multi-stage Orbital Transfers
The single stage orbital transfers detailed in the previous section will not represent the
optimal solution in time. This is due to the solution obtained in equations (4.33) and (4.34)
requiring fixed sail angles and so it will clearly only be optimal in the very specific case
where the true optimal solution also happens to require no sail attitude changes. In order to
find the optimal solution in ψ , we will have to modify the sail angles α and β during the
orbit. The problem with this is that sail attitude changes cannot be done with the currently
derived set of equations. This is because the assumptions on the solution is that the sail
angles are fixed and that the initial conditions where those sail angles are valid are inc=90.
As an example, consider the standard inclination raising technique as derived by McInnes
[17] where δ is chosen to either maximise or minimise K3 in order to make the derivative
of the inclination always positive. This corresponds to setting δ = 0 initially and switching
to δ = π at λ = π/2, and back to δ = 0 at λ = 3π/2. This should cause the inclination to
continuously increase, but applying this change to the equation (4.33) does not produce this
result. In the case of δ = 0 or δ = π , equation (4.33) simplifies to
i =
π
2
+
k3
v˜2
sinψ. (4.45)
Consider at time ψ = π/2 just before the sail angle switch is performed and δ = 0, the
inclination can be seen to be π/2+ c. The sail angle switch is performed so that δ = π , and
the inclination is then π/2− c. This discontinuity clearly shows that the solution cannot be
used for any orbits requiring change of sail attitude.
What can be done, is to use mapping described in section (3.4) in order to combine multiple
orbit stages into one complete orbit. Each stage is treated as a new orbit and at the start of
each stage, all constants, including v0 and v0, are recalculated, the angles reset to 0, 90, 0,
and psi set to 0. The orbit for each stage is then mapped back into the inertial frame of the
first stage in order to complete the orbit.
Consider again the standard inclination raising orbit. Define F1 as the inertial frame which
measures the initial orbital angles as
λ1(0) = 0◦ (4.46)
i1(0) = 90◦ (4.47)
Ω1(0) = 0◦. (4.48)
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Let the time at which the sail orientation changes be ψ = ψ1. At this point, define F2 as a
second inertial frame which measures the orbital angles as
λ2(0) = 0◦ (4.49)
i2(0) = 90◦ (4.50)
Ω2(0) = 0◦. (4.51)
Restart the orbit using F2 as the reference inertial frame until the sail orientation has to
change again, then stop. Referring back to figure (3.5). What is desired in this case are the
orbital angles as measured by F1. What is known at the end of the second stage, is the orbital
angles as measured by F2, and the orbital angles at the end of the first stage, as measured by
F1. This also allows the rotation matrix between F1 and F2 to be derived. Since F2 measures
the initial inclination as 90◦, it is simply the orbital frame at that time rotated by −90 degrees
around the radial vector, which is just the xˆ axis of F2. Therefore
F2 = Rx(−90◦)Rz(λ1(ψ1))Rx(i1(ψ1))Rz(Ω1(ψ1))F1 (4.52)
The orbital frame, in stage 2, as measured by F1, is therefore
R = Rz(λ2)Rx(i2)Rz(Ω2)Rx(−90◦)Rz(λ1)Rx(i1)Rz(Ω1)F1s (4.53)
The orbital angles can be derived from R via equation 3.43 and joined to the angles from the
first stage to form the full orbit. To illustrate this, consider the two stages separately, with
delta = 0 for stage 1, and delta = π for stage 2. Using equation 4.29, the final value of v
and w in stage 1 can be computed. This then becomes v0 and w0 for the stage 2 orbit and so
the orbital angles can be computed for it. This results in the following for stage 1 and 2.
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Fig. 4.20 Two stage inclination raising orbit showing discontinuity when δ changed from 0
to π
Using equation 4.53, the orbital angles in stage 2 can then be mapped into F1. Appending
this to the stage 1 orbit data results in the following.
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Fig. 4.21 Two stage inclination raising orbit using mapping technique
This can then easily be extended to multiple stage orbits using the same method. The inertial
frame of each new stage is formed via a 90 degree rotation around the radial vector of the
previous stages final orbital frame. Thus for a n-stage orbit, the following rotation matrix
allows each orbit stage to be mapped back into the initial inertial frame;
Fn =
n−1
∑
s=1
Rx(−90)Rz(λs(ψs))Rx(is(ψs))Rz(Ω(ψs)) (4.54)
and then finally
R = Rz(λn)Rx(in)Rz(Ωn)Fn (4.55)
Each stage is appended to the previous stage to form a complete orbit. This allows us to
expand on the earlier section where the sail angles for a single stage were solved for and add
in optimisation for time. To do this, we use MATLABs fmincon routine, which requires an
objective function, non-linear constraint function, and a set of initial conditions. The goal
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with this is to minimise the time required to reach a target orbital plane, hence the objective
function would simply be a sum of times for each stage. The initial conditions are the list of
sail angles and time for each stage. Finally the constraint is the final inclination and Ω for the
complete orbit, minus the target inclination and Ω. As before, the initial conditions can be
difficult to find due to the sinusoidal nature of the equations. The solution to the single stage
orbit is used as an initial guess to the two-stage orbit, with the final time for each stage set to
π/2 initially, before increasing it by π/2 each time a solution is not found. Generalising this,
the initial conditions for an n-stage orbit can therefore be seeded by the solution for the orbit
with one stage less. Consider again finding an orbit to match Itokawas orbital plane, but this
time we try to minimise the transfer time by joining together multiple stages and optimising
for the final transfer time. This results in the following time versus number of stages
Fig. 4.22 Time to reach Itokawa’s orbital plane with multi-stage transfers
with the inclination and ω evolution being
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Fig. 4.23 Time to reach Itokawa’s orbital plane with multi-stage transfers
The transfer time tends to a limit quickly, with the 2-stage transfer being very close to the
three and four stage transfer times.

Chapter 5
Quaternions Representations
5.1 Introduction
The previous section used Euler angles exclusively to derive approximate equations describing
the evolution of the orbital angles in ψ . The problems with singularities were overcome
using rotational symmetry and the approximations derived were only valid for orbits near the
log spiral. This chapter will attempt to expand on this by removing these restrictions and
using an alternative representation of the orbital plane to investigate the general behaviour of
the out-of-plane behaviour.
Quaternions are an extension of the complex numbers that were first introduced by Hamil-
ton in 1843 ([20]). They form a non-commutative four-dimensional algebra and can be
represented mathematically as
H= {q0 +q1i+q2 j+q3k, q0,q1,q2,q3 ∈ R}. (5.1)
where i, j,k are the base quaternion units and the constraint q20 +q
2
1 +q
2
2 +q
2
3 = 1 holds.
One of the most frequent uses for quaternions is in three-dimensional rotations. They have
considerable benefit when compared to Euler angles as they contain neither singularities nor
trigonometric terms, which reduces both complexity and computation time. For this reason
they are frequently chosen as part of a satellites attitude control system. The cost of this is
that they are much less intuitive to visualise compared to Euler angles. Saying a rotation
about the z axis by π/2 followed by a rotation about the x axis by π/4 is easy to visualise,
whilst the equivalent quaternion of q = 0.6533+0.2706i+0.2706 j+0.6533k is less clear
58 Quaternions Representations
as to its physical meaning. The clearest way to think of a quaternion though is to consider
it as a vector plus a rotation. The components of i, j,k determine a vectors orientation in
three-dimensional space, while the constant term, q0 determines how much a point is rotated
about that vector. Formally, a quaternion can be expressed as
q = cosθ2+(q1i+q2 j+q3k)sin
θ
2
(5.2)
and hence the angle of rotation is 2arccosq0. Any rotation matrix with Euler angles can
therefore just be thought of as a single rotation about a vector. Quaternions can also be
directly translated into Euler angles via the following formulae
cos i =
√
q20 +q
2
3−q21−q22 (5.3)
tanλ =
q1q3−q2q0
q1q0 +q2q3
(5.4)
tanω =
q1q3 +q2q0
q1q0−q2q3 (5.5)
5.2 Equations of Motion
The equations of motion using quaternions instead of Euler angles can be derived using the
relationship between quaternions and angular velocity, which from Wertz [35] is given by
q˙0
q˙1
q˙2
q˙3
= 12

0 −ωx −ωy −ωz
ωx 0 ωz −ωy
ωy −ωz 0 ωx
ωz ωy −ωx 0


q0
q1
q2
q3
 (5.6)
By substituting the expressions for the angular velocities as defined in section (3.3) into the
above matrix, changing the independent variable to ψ and therefore removing a factor of
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r2/h, the following system of differential equations is derived
q′0 =−
c
2
q1− 12q3 (5.7)
q′1 =
c
2
q0 +
1
2
q2 (5.8)
q′2 =−
1
2
q1 +
c
2
q3 (5.9)
q′3 =
1
2
q0− c2q2 (5.10)
(5.11)
For a solar sail released on an Earth escape orbit and in inertial frame as described in
section (3.3), the initial quaternion will simply be the identity quaternion which is defined
as q0 = 1,q1 = q2 = q3 = 0. With k3 = 0, and hence c = 0, it can be seen from equation
(5.7) that only q0 and q3 will change, with their behaviour simply being q0 = cos(ψ/2) and
q3 = sin(ψ/2). This should be obvious though since q3 represents the rotation around the
z-axis and q0 the amount of rotation, which clearly are the only two components in a planar
orbit.
When expanded to three-dimensions, q1 and q2 will become non-zero. These components
can be thought of as representing the amount that the solar sail is pushed out of the inertial
x−y plane and unless β is quite large, this amount should be expected to be quite small. This
is because the q3 component will clearly be the dominant vector component due to a rotation
around the sun, which is 360o taking place in approximately the same amount of time as an
inclination oscillation, which will only be several degrees. Figure (5.1) shows the example
behaviour of a quaternion for a solar sail on an Earth escape orbit with initial conditions of
β = 0.1. The maximum inclination reached during this trajectory was approximately 3.5
degrees and it can clearly be seen that q1 and q2 are much smaller in magnitude than q0 and
q3. The behaviour of q0 and q3 also don’t appear to differ much from the two-dimensional
case when they are just sinusoidal. Given the results above, it’s clear that for reasonable
values of β , q1 and q2 can be thought of as being small compared to q0 and q3. Furthermore,
unless v O(k3), c is also a small term. If the cq1 and cq2 terms are assumed to be much
smaller than q0 and q3 and are eliminated from equation 5.7, q0 and q3 become as in the
planar case. This is a accurate enough approximation for describing the behaviour as can be
seen in the following figures showing the comparison between a numerically computed q0
and q3 for a three dimensional orbit and the planar solution. The three examples presented use
different initial values of v to demonstrate that the in-plane approximation will be accurate
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Fig. 5.1 Example behaviour of the quaternion components for a solar sail on an earth escape
trajectory
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for the majority of initial conditions in the hodograph plane. Each integration was performed
for 20 years and the error in q0 and q3 is of O(10−3) throughout this time and consistent
between each of the initial conditions.
Fig. 5.2 Comparison of numerical q0, q3 for a three-dimensional orbit with their two-
dimensional solution: near log spiral
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Fig. 5.3 Comparison of numerical q0, q3 for a three-dimensional orbit with their two-
dimensional solution: near v = 0
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Fig. 5.4 Comparison of numerical q0, q3 for a three-dimensional orbit with their two-
dimensional solution: far from log spiral
With the assumption that q0, q3 can be modelled as in the planar case, the planar solution is
substituted into equation 5.7 which gives the differential equations for q′1, q
′
2 as
q′x =
qy
2
+
k3
2v
cos
ψ
2
(5.12)
q′y =−
qx
2
+
k3
2v
sin
ψ
2
(5.13)
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By taking the second derivative, q1 and q2 become decoupled resulting in
q′′1 =−
q1
4
− c
′
2
cos(ψ/2) (5.14)
q′′2 =−
q2
4
− c
′
2
sin(ψ/2) (5.15)
Solving this with c as an arbitrary function of ψ , the following equations are derived
qx =
cos(ψ/2)
2
F1 +
sin(ψ/2)
2
F2 (5.16)
qy =−sin(ψ/2)2 F1 +
cos(ψ/2)
2
F2 (5.17)
where
F1 =
∫ ψ
0
cos(x)
k3
v(x)
dx (5.18)
F2 =
∫ ψ
0
sin(x)
k3
v(x)
dx. (5.19)
(5.20)
It can be seen that q1 and q2 are just rotations of F1 and F2 and so we can alternatively
characterise the out of plane behaviour in terms of F1 and F2. The behaviour of F1 and F2 is
somewhat simpler to describe compared to q1 and q2. When c is constant, as in the log spiral
case, F1,F2 will just form a circle centred at (0,c) with radius c. Now consider the following
sets of initial conditions around the v−w equilibrium point.
v = v˜2 +0.1cosθ (5.21)
w = w˜+0.1cosθ (5.22)
θ = kπ/4,k ∈ Z (5.23)
Numerically integrating these eight sets of equations clearly show the behaviour of F1 and F2
together which behave like a circle that is drifting away from the initial (0,c) centred circle.
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5.3 The Apostrophe 67
5.3 The Apostrophe
The figures at the end of the previous chapter yield an interesting result. Assume that a circle
initially starts centred at (0,c) and moves linearly in a one direction, with the direction being
dictated by the initial condition in the hodograph phase space. This is similar to what is
happening to F1 and F2. Now for all possible directions in which the circle can travel, it can
then be realised that half of these directions will result in part of the circle passing over the
origin. Now consider how F1 and F2 is related to the inclination. Combining equation (5.3)
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and (5.16) then yields the following expression for the inclination in terms of F1 and F2.
cos i =
√
1−F21 −F22
1+F21 +F
2
2
(5.24)
(5.25)
It can be seen that as F21 +F
2
2 grows, so does the inclination. These circles that pass through
the origin then become of interest as they would appear to show a trend of inclination
decreasing before it starts to increase again. Further questions can be asked about this such
as if it is possible for the distance F21 +F
2
2 to be held constant, or near constant for some
time, indicating a period of time where the inclination is also held constant. Looking at this
numerically now. Consider the following two initial conditions in the hodograph phase space
along with the corresponding inclinations.
Fig. 5.5 Example initial conditions used to show converging and diverging inclination
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Fig. 5.6 Inclination from point 1 showing converging behaviour
Fig. 5.7 Inclination from point 2 showing diverging behaviour
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There is a clear distinction between these two inclinations and they will be named converging
behaviour and diverging behaviour due to their apparent short term trend. The difference
between these two behaviours is then what will define the global inclination behaviour.
The intersection between the converging and diverging behaviour creates a region in the
hodograph phase space that defines two distinct types of inclination. This region is computed
numerically and is shown in figure (5.8). The numbered points will be explored to define
inclination behaviour at the regions edge.
Fig. 5.8 Apostrophe region defining global inclination behaviour
This region will be known as the apostrophe for its obvious shape. Any trajectory starting
inside the apostrophe will have act similarly to the converging behaviour shown in figure
(5.6), while any a trajectory starting outside the region will follow the diverging behaviour.
The inclination for point with initial conditions at the edge of the region will have slightly
different behaviour depending on where they start. The inclination for point 1 is shown in
figure (5.9).
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Fig. 5.9 Inclination evolution for a trajectory starting at point 1
Approximately half of the trajectories starting on the apostrophes edge will have this sort
of behaviour. It can be described simply as the peak of the second inclination oscillation
reaching the same value as the first. After that it will follow the diverging behaviour, as all
trajectories do.
Fig. 5.10 Inclination evolution for a trajectory starting at point 2
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Trajectories beginning on the upper right side of the apostrophe will tend to have this
behaviour until they approach point 3. Essentially it follows the same pattern as point 1
trajectories, just with a reduced final inclination due to the closer proximity to the log spiral
solution. Initial conditions that are closer to point 3 however start to behave differently.
Figure (5.11) shows the detail of the apostrophe edge near point 3.
Fig. 5.11 Zoom in of the region around point 3
As shown in figure (5.12), the main feature for the inclination is what appears to be a
flattening at the second trough, indicating the presence of a bifurcation at initial conditions in
this region. This is continued in figure (5.13) where it can be seen that two turning points are
very close to converging into one.
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Fig. 5.12 Inclination evolution for a trajectory starting at point 3
Fig. 5.13 Inclination evolution for a trajectory starting at point 4

Chapter 6
Asymptotic behaviour
6.1 Introduction
There is a common trait shared by almost every single trajectory in the v−w phase space.
From any hodograph phase space it can be seen that all solar sail trajectories, with the
exception of the equilibrium points, end up at v = 0 and w = ∞ in the asymptote. This region
of the hodograph, which shall be called the asymptotic region, is extremely difficult to study
numerically. The equations of motion for the Euler angles (3.38) and the quaternions (5.7)
are both singular at v = 0. Further complicating the study of this region is that while these
derivatives become infinite at v = 0, the independent variable, ψ , also converges to some finite
limit as shown by Wokes, Palmer and Roberts ([37]). It’s therefore not immediately clear
from either of these sets of equations what the long term behaviour of the three-dimensional
components are. There is also a question of whether it even matters, since the time taken
to reach the asymptotic region is far beyond what would be considered for a mission. This
chapter therefore is mostly of mathematical interest and to attempt to find a solution to the
difficult question of what happens at the asymptotic region.
6.2 Equations of motion for asymptotic trajectories
To give some idea of the difficulty in numerically integrating these equations, choose initial
conditions v0 = 0.001 and w0 = 10 so that the trajectory starts near the asymptote. Using a
Burlisch-Stoer integrator and integrating in time for a rather long 10,000 years, the change
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Fig. 6.1 Inclination something something...
in the inclination from its initial condition can be shown in figure 6.1 plotted against both
time and ψ . An integration in ψ is more challenging due to ψ converging rapidly to its
limit with the integrator time step quickly dropping below double precision. The contrasting
inclination behaviours in the figures demonstrate both extremes in the independent variables,
with the inclination appearing to rapidly diverge with ψ and converge in time. These small
changes demonstrate just how slowly the orbital elements change over time. Furthermore,
as v decreases, the numerical errors in all sets of equations will become very large. An
analytical approach is therefore required to characterize the asymptotic behaviour. Although
the singularities make numerical analysis all but impossible, they will actually be useful in
the following analytical approach. It can be seen that the differential equations for v, w and
the quaternion components all have terms in them that dominate over the others as v→ 0 and
w→ ∞. Specifically, w dominates over k2 in the v′ equation and the 1/v term dominates over
everything else in the w′ and quaternion differential equations.
Now consider a trajectory with initial conditions v0, w0 such that v is close to 0 and w is much
larger than 2k2. From the equations of motion for v and w, it’s clear that v will monotonically
decrease towards 0 and w will monotonically increasing towards infinity. Retaining only the
dominant terms, the hodograph differential equations can then be approximated as
v′ =−w (6.1)
w′ = k2
w
v
. (6.2)
6.2 Equations of motion for asymptotic trajectories 77
This set of equations can be made as accurate as desired with a selection of v0 smaller and
w0 larger. Taking the derivative of v′ and substituting for w′, it can be seen that
v′′ = k2
v′
v
(6.3)
s and hence
v′ = k2 logv+C0 (6.4)
The initial conditions at ψ = 0 then give
C0 = v′(0)− k2 logv0 (6.5)
=−w0− k2 logv0 (6.6)
There is no closed form solution to equation (6.4), however it shall still prove useful later.
Similarly for the quaternion differential equations given in equation (5.7), due to the quater-
nion components being bounded within (−1,1), the component terms containing c will
grow infinitely larger than the other terms as v→ 0, hence the differential equations can be
simplified to
q′0 =−cq1/2 (6.7)
q′1 = cq0/2 (6.8)
q′2 = cq3/2 (6.9)
q′3 =−cq2/2 (6.10)
The four quaternion components now split into two sets of coupled differential equations
(reword everything here), with q0, q1 coupled, and q2, q3 coupled. The solution to these
equations can be written in matrix form as(
q0
q1
)
=
(
cos f −sin f
sin f cos f
)(
q0(0)
q1(0)
)
(6.11)(
q3
q2
)
=
(
cos f −sin f
sin f cos f
)(
q3(0)
q2(0)
)
(6.12)
where
f =
1
2
∫ ψ∞
ψ0
cdψ (6.13)
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A quaternion at some ψ can therefore just be thought of as rotation of its initial conditions,
with the angle of rotation being defined by the integral f . Despite the dropping of terms,
the solution to the simplified quaternion differential equations has the useful property of
preserving the magnitude of the quaternion. The integral f will then determine the long
term behaviour of the quaternion components, with its convergence or divergence dictating
whether they converge to some finite value, or oscillate. Should the quaternions converge,
that indicates that the orbital angles will also converge, while oscillating quaternions mean
that the orbital angles also oscillate. Using equation 6.4, this integral can be explicitly written
in terms of v. Let u = v, and hence du = (k2 logv+C0)dψ . The integral f can then be
rewritten as/solved(?)
f =
k3
2
∫ v(ψ)
v(ψ0)
1
u(k2 logu+C0)
du (6.14)
=
k3
2
log |k2 logu+C0|
∣∣v(ψ)
v(ψ0)
(6.15)
=
k3
2
(log |k2 logv(ψ)+C0|− log |k2 logv(ψ0)+C0|) (6.16)
=
k3
2
(log(w0 + k2 log(v0/v))− logw0) (6.17)
=
k3
2
log
(
1+
k2
w0
log(v0/v)
)
(6.18)
It can be seen that as v decreases to 0, log(v0/v) goes to ∞ and hence f diverges (albeit
very slowly). From equation (6.11) it can then be seen that the quaternion components will
oscillate slowly with the magnitude of q0, q1 being
√
q0(0)2 +q1(0)2 and the magnitude of
q2, q3 being
√
q2(0)2 +q3(0)2 due to the preservation of magnitude.
6.3 Asymptotic Orbital Angles
In order to more clearly understand the asymptotic behaviour, the quaternions are converted to
Euler angles. Using equation (5.3) and the quaternion representation derived in the previous
section, the inclination can be written as
cos i = q20 +q
2
3−q21−q22 (6.19)
= a0 cos2 f +b0 sin2 f (6.20)
=
√
a20 +b
2
0 cos(2 f −Φ) (6.21)
6.4 Inclination Oscillation Period 79
where
a0 = q0(0)2 +q3(0)2−q1(0)2−q2(0)2 (6.22)
b0 = 2(q0(0)q1(0)+q2(0)q3(0)) (6.23)
and Φ = arctan
(
b0
a0
)
. Since these terms are all constant, the long term behaviour of the
inclination, as with the quaternion components, thus depends on f . Since f diverges,
and Φ is constant, cos(2 f −Φ) will continuously oscillate between ±1. Therefore, the
asymptotic behaviour of the inclination is that it will oscillate around π/2 and between
±arccos
√
a20 +b
2
0. This is fairly surprising since there hasn’t really been any indication that
this behaviour would occur. Previous numerical results appeared to show either converging
or diverging inclination, with converging inclination being seemingly the most likely due to
the extremely small and diminishing changes in inclination over long time periods as shown
in figure (6.1). The time scales at which these oscillations will be investigated in a later
section.
Another unexpected point of interest is that since a0 and b0 are only functions of the initial
quaternion components, the values that the inclination oscillated between do not actually
depend on either β or the sail angles, α and β . These values only appear in the integral f
through the c term, and thus they determine only the oscillation period, not it’s magnitude.
6.4 Inclination Oscillation Period
The period of this oscillation is clearly extremely slow. Consider only the first single period
which is defined by 2 f increasing from 0 to 2π . In order to determine just how slow this is,
the change in v between v(0) and v( f = 2π) can be looked at. With f = π , the following is
derived,
k3
2
log
(
1+
k2
w0
log(v0/v)
)
= π (6.24)
and hence by rearranging
v = v0 exp
(
−w0
k2
(
exp
(
2π
k3
)
−1
))
(6.25)
The innermost exponential term is approximately e100 depending on what the sail parameters
are, but generally k3 is close to 0.05 unless β is very large. Even if the w0/k2 term is then
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assumed to be 1, the above equation shows that the first period of oscillation occurs when v
has reduced to approximately O(e−e100) its original value), a value that is clearly impossible
to integrate to, regardless of what v0 is. It’s then clear as to why the numerical integration in
both ψ and time failed to demonstrate the oscillating behaviour. It is however possible to
visualize the oscillations. Using equation (6.25) with f used instead of π , logs can be taken
of both sides twice to yield
loglog
v0
v
= log
w0
k2
+ log
(
e
2 f
k3 −1
)
. (6.26)
The terms on the right is problematic due to the −1 meaning the log and exponential term
can’t be cancelled, and so graphing this result for a range of f values will quickly fail.
However it is possible to split the expression into two different ranges of f where the −1
can be removed for certain values. If f is small enough so that e
2 f
k3 O˜(1), the −1 term is non
negligible and must be included. However when f grows larger such that the exponential
term is say, 100 times larger than the −1 term, the −1 can be ignored. The plots below
show loglog v0v plotted against the inclination for 0 <= f <= 10. When f < 0.5 equation
6.26 was used to compute log log v0v , otherwise the −1 was dropped and the exponential term
cancelled with the log term, allowing easier computation. Two sets of initial conditions were
used, with the left trajectory chosen such that a20 +b
2
0 < 1 and the right one chosen such that
a20 + b
2
0 = 1. Both the inclination and loglogv0/v are then computed for a value of f and
plotted in figure (6.2).
Fig. 6.2 Asymptotic inclination behaviour as a function of log logv0/v
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6.5 Full Asymptotic Three-Dimensional Orbits
In order to fully characterise three-dimensional orbits, expressions for the remaining orbital
angles are derived. From equation (??), it can be seen that
tan(λ ) =
q1q3−q2q0
q1q0 +q2q3
(6.27)
=
2(q1(0)q3(0)−q0(0)q2(0))√
a20 +b
2
0 cos(2 f −Φ2)
(6.28)
=
d0
cos(2 f −Φ2) (6.29)
Where d0 is a combination of the initial quaternion conditions. As could probably have been
guessed from the differential equation for the inclination (3.38), λ will also oscillate. It can
be seen that tanλ will be contained in the range
(−|d0|,−∞)
⋃
(|d0|,∞) (6.30)
where
d0 =
2(q1(0)q3(0)−q0(0)q2(0))√
a20 +b
2
0
(6.31)
and hence λ will oscillate around π/2 in the range
(arctand0,2π− arctand0). (6.32)
Similarly for the longitude of ascending node,
tanΩ=
q1q3 +q2q0
q1q0−q2q3 (6.33)
=
2((q1(0)q3(0)+q0(0)q2(0))cos f +(q0(0)q3(0)−q1(0)q2(0))sin f )
(q0(0)2 +q2(0)2−q1(0)2−q3(0)2)sin f +2(q0(0)q1(0)−q2(0)q3(0))cos f
(6.34)
=
d1 cos(2 f −Φ1)
d2 cos(2 f −Φ2) (6.35)
From equation 6.33, it is less clear as to how ω is behaving due to there being two periodic
terms with potentially different frequency. It is clear though that unless Φ1 = Φ2, Ω will
oscillate.
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6.6 Asymptotic Equilibrium Points
To complete the surprisingly rich amount of features found at the asymptotes, the equations
for i, λ and Ω also confirm the existence of equilibrium points in the orbital angles. For the
inclination, equation 6.19 shows that the initial condition, a20 +b
2
0 = 0, results in it being held
constant at i = 90◦. From equation ??, this initial condition also sets λ = 90◦, resulting in a
trajectory that will apparently hover directly above the central mass in the limit. Additionally,
from d0, λ will remain at 0 if q1(0)q3(0)−q0(0)q2(0) = 0.
Chapter 7
Conclusions
In this thesis, the general behaviour of a fixed-angle solar sail on a heliocentric three-
dimensional orbit has been studied. Unlike the majority of current research which focuses on
numerical simulations, the main goal here was to use analytical models to derive as much
information about the underlying dynamics as possible.
Chapter 3 derived the equations of motion that neatly separated the dynamics and kinematics
and showed how they are linked to the hodograph. The important result from this chapter
however was novel idea of using rotational symmetry to reduce the degrees of freedom of the
problem. The rotation symmetry was used to essentially remove the problem of singularities
in the equations of motion by shifting to a new inertial frame. The result of this was that a
new analytical model for orbits near the log spiral solution was developed by assuming that
the initial inclination was measured as being 90o by some frame and thus simplifying the
equations of motion. The equations then derived in this model were explicit in ψ and as such
were able to be used to solve orbital transfer problems for fixed sail area to mass ratio.
Chapter 5 introduced quaternions and presented the global short and long term inclination be-
haviour in the form of a region in the hodograph phase space that defined the initial conditions
for such behaviours to occur. The inclination was shown to either oscillate with a globally
increasing trend, or it would appear to converge before following the diverging behaviour.
The inclination can essentially then be classified depending on whether a trajectories initial
condition in the hodograph falls within the apostrophe region.
Finally the rather surprising asymptotic behaviour of the orbital angles was characterised.
Though the results in this chapter have no meaning on a real mission, it’s an important part
84 Conclusions
of the study of the orbital dynamics of solar sail since every trajectory will end up on the
asymptotic path.
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List of Publications
Stewart, B. and Palmer, P. and Roberts, M. (2016). An analytical description of three-
dimensional heliocentric solar sail orbits. Celestial Mechanics and Dynamical Astronomy,
pages 1–14.
This paper introduces a simple analytical approximation to three-dimensional heliocentric
solar sail orbits where the only forces considered are solar gravity and solar radiation. The
approximation is based upon the previously studied hodograph transformation and provides a
description of the inclination, longitude of ascending node and true latitude for a specific set
of initial conditions. It is shown that the rotational symmetry of a heliocentric orbit allows
this specific solution to be mapped onto a solution with arbitrary initial conditions. The
approximation is then compared to the numerical results for a solar sail on an Earth escape
trajectory with an area to mass ratio up to twice as high as current technology allows.
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