Abstract-We derive Cramér-Rao bound (CRB) expressions for the range (time delay), velocity (Doppler shift), and direction of a point target using an active radar or sonar array. First, general CRB expressions are derived for a narrowband signal and array model and a space-time separable noise model that allows both spatial and temporal correlation. We discuss the relationship between the CRB and ambiguity function for this model. Then, we specialize our CRB results to the case of temporally white noise and the practically important signal shape of a linear frequency modulated (chirp) pulse sequence. We compute the CRB for a three-dimensional (3-D) array with isotropic sensors in spatially white noise and show that it is a function of the array geometry only through the "moments of inertia" of the array. The volume of the confidence region for the target's location is proposed as a measure of accuracy. For this measure, we show that the highest (and lowest) target location accuracy is achieved if the target lies along one of the principal axes of inertia of the array. Finally, we compare the location accuracies of several array geometries.
I
N active radar and sonar, a known waveform is transmitted, and the signal reflected from the target of interest is used to estimate its parameters. Typically, the received signal is modeled as a scaled, delayed, and Doppler-shifted version of the transmitted signal; see, e.g., [1] . Estimation of the time delay and Doppler shift provides information about the range and radial velocity of the target. For a single antenna, Cramér-Rao bound (CRB) expressions for the range (i.e., time delay) and velocity (i.e., Doppler shift) have been extensively studied in the radar literature [1, ch. 10.2] , [2] , [3] . However, recent advances in radar signal processing are associated with the use of antenna arrays [4] - [7] .
Compared with a single sensor, a sensor array guarantees more accurate range and velocity estimation. Furthermore, it allows estimation of the target's direction. Thus, it is of interest to 1053-587X/01$10.00 © 2001 IEEE compute CRB expressions for active sensor arrays. Some work in this direction has already been done in [7] and [8] , where CRB expressions for the direction and Doppler shift were derived for a radar array model in which conversion to baseband and matched filtering (i.e., pulse compression) had been performed at each antenna.
In this paper (see also [9] ), we consider a narrowband signal and array model prior to matched filtering, i.e., only after the conversion to baseband. In [10] , we presented maximum likelihood (ML) methods for this model and for unknown spatially correlated and temporally white noise. Unlike [7] and [8] , our signal model allows estimation of the time delay. 1 Due to the narrowband array assumption, the received signal is "space-time separable," as defined in [11] . We assume a space-time separable noise model as well (following [11] ), which is relatively general and allows both spatial and temporal noise correlation. Under these signal and noise models, we compute the CRB expressions for the time delay, direction, and Doppler shift. Owing to the more general signal and noise structure, our CRB results for direction parameters and Doppler shift generalize those in [7] . Furthermore, our CRB expressions for the time delay and Doppler shift extend the classical radar CRB results in [1, ch. 10.2] and [3] and to a sensor array.
Signal and noise models are explained in detail in Section II. In Section III, CRB expressions for these models are presented. We show that the CRB for the direction parameters is independent of whether or not the time delay and Doppler shift are known, and vice versa; see Section III-A. This independence is a consequence of the space-time separable structure of the adopted signal and noise models. We discuss the relationship between the ambiguity function and CRB in Section III-B. Then, we examine in more detail the case of temporally white noise (see Section III-C) and a linear frequency modulated (chirp) pulse sequence (see Section III-C2. In Section IV, we compute and analyze the CRB for the target's location in spatially white noise when the array consists of identical isotropic sensors. Using the volume of the confidence region for the target's location as an accuracy measure and assuming both spatially and temporally white noise, we show that the highest accuracy is achieved for targets lying along one of the principal axes of inertia of the array; an analogous result holds for the lowest accuracy. Finally, we compare the location accuracies of several three-dimensional (3-D) array geometries.
II. SIGNAL AND NOISE MODELS
We present the signal and noise models used in this paper as well as the underlying assumptions needed for their validity.
Suppose an -element antenna array receives a scaled, timedelayed, and Doppler-shifted echo of a known complex bandpass signal , where is the angular carrier frequency. Knowing the time delay and Doppler shift (and assuming a target with constant radial velocity), the target's range and radial component of velocity are determined by and , where is the wave propagation speed; see e.g., [1, ch. 9.1] . We define a sample of a continuous-time signal as , where is the sampling interval, and . We define the time delay and Doppler shift in the sampled signal domain as and , respectively. After converting to baseband and sampling, the signal received by the array at time becomes (2.1) for , where complex amplitude of the signal;
vector of the array response to a plane wave reflected from the target; additive noise. Here, is the vector of the direction-of-arrival (DOA) parameters (and may contain additional parameters, such as polarization coefficients; see [12] ). We assume that the snapshots taken at cover the whole of a coherent processing interval (CPI). Therefore, the time duration of the CPI is . We model the complex amplitude as an unknown deterministic constant during the CPI; see also [7] and [8] . (In reality, is inversely proportional to the square of range , but we ignore this dependence throughout; see also Section IV-A). Moreover, the target's direction, range, and radial component of velocity are also modeled as unknown deterministic constants within the CPI.
Note that although is chosen to be an integer due to sampling, and are not necessarily integers. Therefore, is a function of a real argument , evaluated for integer values of .
For the model in (2.1) to be valid, several assumptions need to be satisfied. To model the Doppler effect by a frequency shift, the radial component of the target's velocity needs to be much smaller than the propagation speed (i.e., ), and the time-bandwidth product of the complex envelope should be much smaller than ; see also [1, ch. 9, eqs. (19) and (23)]. We refer to the above assumptions as the narrowband signal assumptions. In addition, it is assumed that the propagation time of the signal across the array is much smaller than the reciprocal of the signal bandwidth, which is the standard narrowband assumption in array processing (or narrowband array assumption). It is important to observe that the narrowband array assumption implies that the range estimation accuracy cannot be better than the array size along the direction to the target. In other words, the CRB for the time-delay estimation is valid only if it is larger than the (square of the) propagation time of the signal across the array. Equation (2.1) generalizes the radar target model in [1, ch. 9 and 10] to account for multiple sensors, thus enabling DOA estimation. However, we assume that the complex amplitude is deterministic (as in [7] and [8] ), whereas in [1, ch. 9 and 10], was modeled as a zero-mean Gaussian random variable. Since we consider the measurements collected in one CPI only, we do not need to make any assumption concerning the distribution of from one CPI to another. The additive noise term models interference due to clutter, receiver noise, and jamming. When dominated by clutter or jamming, the noise is usually both temporally and spatially correlated. We assume that is zero-mean Gaussian, spatially and temporally correlated with spatio-temporal covariance
where and noise temporal and spatial covariance matices; E expectation; " " conjugate transpose. These matrices are assumed to be positive definite and independent of the target parameters ; thus, the signal and noise parameters are disjoint. This is a relatively general model for the noise covariance, which includes as special cases the jamming and receiver noise models developed in [6, ch. 2] . The above model can successfully model clutter if the scatterers move with a constant radial velocity; see [11, sec . VI] (in practical cases, this condition usually holds if scatterers are not moving, i.e., their radial velocity is zero; see also the discussion in [11, sec. VI]). Interestingly, it has also been recently proposed to model noise and interference in wireless communication systems [13] .
Note that the signal and noise models in (2.2) and (2.4) satisfy the space-time separability conditions in [11, eqs. (10) and (11)]. The signal model is separable with respect to the "space" (DOA) parameters and "time" parameters since the received signal is modeled as the product of a function of and a function of (which is a consequence of the narrowband array assumption; see also [11, sec. IV] ). Similarly, the noise model is separable since the noise covariance is the product of a "spatial" and a "temporal" covariance. In passive systems, space-time separability has been considered in [14, sec. IV] . A separable model offers significant computational savings since the estimation procedure can be decoupled [7] , [11] , [14] . In the following section, we present the CRB and the ambiguity function for these models and show that they are separable as well.
III. GENERAL CRB RESULTS
We present the CRB results for signal and noise models in Section II. The CRB and ambiguity results derived in Section III-A and Section III-B are valid for a general class of separable signal and noise models, described by (2.2) and (2.4). In Section III-B, we establish the relationship between the ambiguity function and the CRB. Then, in Section III-C, we simplify the CRB to a special case of narrowband array and signal model in (2.1) and temporally white noise. Finally, in Section III-C2, we further specialize these results to the practically important signal shape of a rectangular chirp pulse sequence in continuous time.
A. CRB Expressions for Spatially and Temporally Correlated Noise
In Appendix A, we derive the CRB matrix expressions for and under the signal and noise models (2.2) and (2. Here, denotes the identity matrix of size , denotes a Hermitian square root of a Hermitian matrix , and ; we will use this notation throughout the paper. Observe that the CRB for and is block-diagonal [see (3.1b)] and therefore decoupled, i.e., CRB remains the same whether or not is known, and similarly, CRB is the same whether or not is known; see Appendix A. This result is somewhat unexpected since the Fisher information matrix (FIM) for the target parameters is not block diagonal; see (A.2) and (A.3) in Appendix A. The decoupling is a consequence of the assumed space-time separability of signal and noise models and the assumption of the complex amplitude as an unknown deterministic constant. [For example, for known , the CRB for and would not be block-diagonal, and CRB and CRB would not be decoupled.] In addition, since the signal and additive noise parameters are disjoint, the above CRB expressions hold regardless of whether the spatio-temporal noise covariance is known or unknown.
If the temporal noise covariance is known and the spatial noise covariance is unknown, the above CRBs will be reached asymptotically in time (i.e., as ) by the ML estimation procedure; see e.g., [15, sec. 7.5] . For unknown temporal covariance , it is important to carefully choose its structure so that the number of parameters characterizing it will not depend on time (otherwise, if the number of parameters increases with , estimation algorithms may not be able to attain the CRB as ). Such a model for may be obtained, for example, if the noise is stationary [i.e., the th entry of , denoted by , depends only on ] and the correlation between the snapshots decreases to zero for a sufficiently large time difference (i.e., for greater than a certain threshold).
Due to the symmetry in the signal representation [with respect to and ; see (2.
2)] and noise parametrization [with respect to and ; see (2.4)], there is a duality between (3.1a) and (3.1c). One expression can be obtained from the other by interchanging the spatial covariance matrix , array response vector , and its derivative with the temporal covariance matrix , temporal steering vector , and its derivative , respectively.
1) CRB on the Target's Radial Velocity for a Moving
Array: We consider the practically important case of a moving array and compute the CRB on the target's radial velocity. We show that this CRB depends on the CRB for direction parameters; thus, the decoupling result from previous section is invalid in this case.
Let us assume that the array moves with constant velocity. Then, the Doppler shift due to the radial component of the target's velocity (in the sampled-signal domain) is where CRB denotes the CRB for estimating , andCRB is the CRB for estimating ; see (3.1c) . The second term in (3.4) can be neglected if the array velocity is small (then is small) or the angle between the array velocity and the target's direction is small. Then, CRB is a good measure of the achievable accuracy for estimating the target's radial velocity. Note that CRB CRB , i.e., CRB can be viewed as a lower bound on CRB .
B. CRB and Ambiguity Function
We now establish the relationship between the ambiguity function and the CRB. Unlike the CRB, which is a local measure of estimation accuracy, the ambiguity function is used to assess the global resolution and large error properties of the estimates [1] , [16] . For the following discussion, it is useful to define the signal-to-noise ratio (SNR) as SNR (3.5)
Assume that we have two targets with parameters , , and , , respectively. The DOA-range-velocity ambiguity function can be easily derived using [16, The ambiguity function (3.6) has properties similar to the CRB. It decouples into a product of the range-velocity ambiguity function and the DOA ambiguity function (due to the space-time separability of signal and noise models), and there is a duality between the two ambiguity functions, like that between (3.1a) and (3.1c) in the CRB results (due to the symmetry in the signal and noise models).
It is easy to show that the CRB expressions in (3.1a) and It also holds that and , and thus (3.9) which is equivalent to (3.1b). Therefore, the CRB for and in (3.1) is proportional to the inverse of the second derivative matrix of with respect to evaluated at . This is a well-known relationship between CRB and ambiguity function, which has been used in the analysis of both active and passive radar and sonar systems (see, e.g., The CRB expressions (3.1) and (3.8) are heavily dependent on the temporal and spatial noise covariance matrices and , which (in the general case) precludes further interpretations and simplifications. Therefore, we will consider cases where the noise is temporally white (simplifying CRB ; see the following section) and spatially white (simplifying CRB ; see Section IV).
C. CRB for Temporally White Noise
We now specialize the results of Section III-A to temporally white noise, i.e., (which is also the noise model used in [7] and [10] ). Then, the expressions in (3.1a) and (3.1c) simplify to (A.11a) and (A.11b) in Appendix A2; see also [10] .
The following assumption is useful to establish an analogy between the discrete-time (see above) and continuous-time processing of radar and sonar signals, the latter being widely used in the literature [1] - [3] , [19] . Continuous-time results are often easier to interpret, at the cost of neglecting finite sampling effects. They also allow for time-frequency interpretations of the CRB.
Assumption A: The coherent processing interval of the received signal is completely covered by the observations and the sampling is dense (i.e., ). In the following, we derive the continuous CRB expressions for temporally white noise, i.e., noise having a flat power spectral density. which follow from (A.10) and (A.12). Here, , , and become proportional to the signal energy, square of the root mean square (rms) duration, and the square of rms bandwidth of , respectively [10] (see also [20, Sec. 1.2 and 1.3], where the signal energy is normalized, i.e., ). It is easy to show that the expressions in (3.11) are invariant to translation in time and therefore do not depend on the time delay; see also [10] . As a result, the expressions in (3.11) remain valid if we replace with 0.
To find the time-frequency interpretation of , we need to use the following representation of the complex envelope:
, where and are the magnitude and phase, respectively. Define the instantaneous frequency of the complex envelope as . Then, , and Imag (3.12) which can be viewed as the "covariance" of a signal, i.e., the measure of how time is correlated with instantaneous frequency. Indeed, for normalized signal energy, it equals the signal covariance expression in [20, eq. (1.124)].
For flat noise power spectral density and under Assumption A, the range-velocity ambiguity function in (3.7a) simplifies to (3.13) where and . Here, and are the vectors of Doppler shifts and time delays in the continuous domain for the two targets. Note that the ambiguity function in (3.13) is equal to the (normalized) Woodward's ambiguity function for a single antenna in, for example, [1, p. 279] . It follows from (3.6) and (3.8b) that the CRB for is proportional to the inverse of the second derivative matrix of this ambiguity function with respect to evaluated at , . Observe that the CRB results in (3.10) do not depend on the sampling interval because, under the above noise model, the noise level increases as decreases (since ), cancelling out the linear decrease of the CRB due to the oversampling.
In the following section, we apply equations (3.10) and (3.11) to compute the approximate CRB expressions for the time delay , Doppler shift , and direction for the practically important case where is a sequence of rectangular chirp pulses with large time-bandwidth product.
2) Continuous-time CRB for Rectangular Chirp Pulses in Temporally White Noise: In this section, we assume that Assumption A holds, the noise has flat power spectral density (as in Section III-C.1), and consists of rectangular chirp pulses (3.14)
where is the pulse repetition interval, and a single chirp pulse (see, e.g., [21, is the SNR for a single pulse. The large time-bandwidth assumption allows us to approximate the spectrum of a chirp pulse by a rectangular distribution, which is needed to compute the rms bandwidth term in (3.16); see Appendix C. The expression for CRB is the same as in (3.10a), where SNR is replaced with SNR . For only one pulse (i.e., ), the CRB in (3.16) goes to infinity since the model is not identifiable. The identifiability problem appears because the time delay and Doppler shift cannot be uniquely estimated, which can be explained by considering a single pulse received by one sensor. The signal received by the sensor is proportional to (3.18) The first factor in (3.18) is independent of , and the second term, which does not depend on , can be absorbed into the unknown complex amplitude . Therefore, only the third term can be used to estimate . However, and are coupled in the If the repetition period and single pulse duration are fixed, then CRB decreases with the third power of for large . However, the number of pulses is limited by the duration of the coherence interval . If the coherence time and relative single pulse duration with respect to the repetition period are fixed (i.e., const and const), then CRB will be independent of for large [observe that SNR is proportional to ; see (3.17) ].
If the bandwidth and single pulse duration are fixed, then CRB decreases linearly with the number of pulses for large . If the coherence time and relative single pulse duration with respect to the repetition period are again fixed (in addition to bandwidth), CRB will be independent of for large .
Finally, for fixed and , CRB in (3.16) decouples as increases, i.e., CRB becomes approximately the same, regardless of whether or not is known, and similarly, CRB becomes the same, regardless of whether or not is known. This result follows from the fact that Imag for large [since, for large , becomes proportional to , whereas Imag is proportional to ; see (C.1b) and (C.2) in Appendix C]. In Fig. 2 , we plot the CRBs for time delay and Doppler shift in (3.19a) and (3.19b) as a function of the number of pulses and SNR (i.e., the SNR for one pulse). We have chosen the following chirp signal parameters:
3) Radar Numerical Example:
• carrier frequency GHz; • bandwidth MHz; • repetition period ms; • pulse duration s. For these parameters, the approximate expressions in (3.19) are valid since the time-bandwidth product of the pulse is large:
. Note that for SNR SNR (i.e., 0 dB), we have CRB s , and the corresponding CRB for the range is then (5.85 m) (since the range ). For SNR (i.e., 20 dB) and 100 (thus SNR SNR dB), we have CRB (rad/s) , and the corresponding CRB for velocity is then (5.85 cm/s) (since , and ).
IV. CRB FOR ARRAYS OF IDENTICAL ISOTROPIC SENSORS IN SPATIALLY WHITE NOISE
In this section, we derive CRB expressions for an array of identical isotropic sensors and spatially white noise. We also discuss the case when the noise is both spatially and temporally white. In Section IV-A, we compute the volume of the confidence region for the target's location, which we propose as a measure of estimation accuracy for the target's location.
A sensor array consisting of identical isotropic sensors has an array response vector of the form , where , are the differential time delays between the sensors. A spatially white noise assumption implies that . Based on the above assumptions , and the SNR in (3.5) Here, is the average differential time delay for the whole array, and is the array spreading matrix of the derivatives of the differential delays with respect to the DOA parameters . The entries , , and of are functions of , but we have omitted this dependence for notational simplicity.
If, in addition, the noise is temporally white (i.e., ), the expression CRB in (4.1) holds, with the SNR simplifying to SNR ; see Section III-C . If Assumption A holds and the noise is both spatially and temporally white, i.e., (see also Section III-C1), the SNR further becomes SNR . Then, from (3.10b), it follows that the accuracies of the Doppler shift and time delay estimation do not depend on the array configuration. In addition, CRB is proportional to ; thus, it can be achieved asymptotically by merely averaging the singlesensor ML estimates of over all sensors.
For spatially white noise, the DOA ambiguity function in (3.7b) simplifies to (4. 3) It follows from (3.6) and (3.8a) that CRB for is proportional to the inverse of the second derivative matrix of the above ambiguity function with respect to , evaluated at .
Consider now a simple case of isotropic sensors distributed in 3-D to measure an incoming plane wave characterized by the vector of DOA parameters , where and are azimuth and elevation, respectively. The th sensor is located at for . Then, ; see, for instance, [23] and [24] , describing the moment-of-inertia tensor of the array; see [26, ch. 6] . Here, we assume that each sensor is associated with a unit "mass."
Therefore, for an array of isotropic sensors receiving a reflected plane wave corrupted by spatially white noise, CRB depends on the array geometry only through the above moment-of-inertia parameters, whereas CRB is independent of the array geometry [which easily follows from (3.1c) and the fact that . For a large number of sensors (i.e., ) uniformly distributed over a certain volume , the summations in the above expressions can be replaced by integrals over , which simplifies the computation. This case is of practical interest since modern radar arrays contain hundreds of antennas; see, for example, [27] . Assume, without loss of generality, that the center of the coordinate system is located at the phase center, i.e., at . Then 
A. Volume of the Confidence Region for the Target's Location
We compute the volume of the (linearized) confidence region for the target's location expressed in Cartesian coordinates. This volume is a measure of location performance that can be achieved using given array geometry and signal waveform. Similar performance measures have been used in [18, sec. V] and [28] . We assume that Assumption A holds and that the noise is both spatially and temporally white, i.e.,
. We show that this volume is minimized and maximized for targets lying along the principal axes of inertia of the array. We will find conditions for this volume to be independent of the azimuth . For this azimuth-invariant case, we will then show the dependence of the confidence volume on the array configuration (through the moment-of-inertia parameters) and target's elevation angle . Finally, we will compare these volumes for several 3-D array configurations that are azimuth invariant.
Define the vector of target location parameters in the Cartesian coordinate system and in the spherical coordinate system . Then, the transformation from spherical to Cartesian coordinates (see Fig. 3 ) is The last equality follows from CRB , and therefore, CRB . Observe that CRB does not depend on the target's location [which follows from (3.10b) and the fact that the expressions in (3.11) do not depend on ]. At first, this result may seem unrealistic since, intuitively, we expect CRB to increase with the range of the target. However, it holds for the model that we adopted in Section II, where the complex amplitude is assumed to be an unknown deterministic constant. In reality, is a function of range (i.e., is approximately related to the target's range as ), as well as a variety of other target-specific parameters (e.g., target's shape, orientation, material; see [22, ch. 3] which, together with (3.10b) and (3.11f), implies that the volume of the confidence ellipsoid for the target location vector depends on the target's location as follows:
Observe that depends on the direction parameters only through the elements of the array spreading matrix in (4.5) and a factor in the numerator, which cancels out the artificial singularity in the denominator inherent to the spherical coordinate system. This singularity appears because the azimuth is not identifiable if . For , the volume of the confidence ellipsoid for the target location vector (in spherical coordinates) would go to infinity; however, it is finite for (i.e., the target's location in Cartesian coordinates).
Without loss of generality, we choose the , , and axes of the Cartesian coordinate system to coincide with the principal axes of inertia [26, ch. 6 ] of the array, implying that . In addition, we choose the center of the coordinate system to coincide with the phase center, i.e.,
. Then, we show in Appendix E that we have (4.12)
which is minimized (under a fixed range constraint, i.e., const) if the target lies on one of the principal axes of inertia. Assume, without loss of generality, that this axis is the -axis; then, it holds that ; see Appendix E. This result means that the most desirable DOA in terms of the volume of the target location confidence ellipsoid is along the axis or, equivalently, for the elevation . In addition, note that the least desirable DOA in terms of target location accuracy would then be along the or axes (or both); see Appendix E. Therefore, for an array of identical isotropic sensors in both spatially and temporally white noise, it follows that the most and the least desirable DOAs (in terms of the volume of the confidence ellipsoid) are always perpendicular to each other. For example, for a planar array lying in the -plane, the most desirable DOA, which defines the axis, is perpendicular to the array. This easily follows from the fact that . The expression (4.12) goes to infinity for targets lying in the -plane (i.e., when ), which defines the set of the least desirable DOAs.
It is of practical interest to consider the case where the confidence volume does not depend on the azimuth . From (4.12) and (E.2a) in Appendix E, it follows that this condition is satisfied if . The conditions and were shown in [23] to be necessary and sufficient for CRB to be block-diagonal; see, in addition, [24] . In our case, follows due to the choice of the principal axes of inertia to be the , , and axes, whereas is needed to ensure an azimuth-invariant performance of the array. Under both of the above conditions, the expressions in (4.5) simplify to where is the moment-of-inertia parameter for the axis, normalized by the moment-of-inertia parameter for the and axes.
We define the volume of the confidence ellipsoid for the target's location , normalized by the corresponding volume for a target lying along the -axis ( ). In addition, note that is independent of , i.e., if the plane wave arrives along the -axis, the volume of the confidence ellipsoid does not depend on the distribution of the sensors along this axis. In Fig. 4 , we show plots of as a function of and [note that ]. Performance independent of is achieved for . The case corresponds to a planar array lying in the -plane. The figure illustrates the performance improvements in terms of the volume of the confidence ellipsoid that can be achieved by using a 3-D array, compared with a planar array (of course, for , there can be no improvement since, in that case, the confidence volume does not depend on ). In Table I , we compare several 3-D arrays that satisfy the above azimuth-invariance conditions. The shapes of these arrays are shown in Fig. 5 , and we assume that the sensors are uniformly distributed over a given volume. To avoid coupling, we do not allow the sensors to be closer than , where is the wavelength. This goal can be approximately achieved by allocating a cube with minimum volume for each sensor. Then, the maximum number of sensors in the array is (4.15) where is the volume covered by the array; see also (4.6c). In the table, expressions for are presented as a function of array geometry parameters for various configurations; see Appendix F for the derivation. Table I also shows and as functions of the array geometry parameters.
To make a fair comparison between the different array configurations, we fix the number of sensors and the maximum distance between the array elements, which is denoted by . In Appendix F, we first derive the exact expressions for the volumes of the target location confidence ellipsoids. Then, to achieve the best possible performance of each array configuration (as well as for simplicity), we assume that the arrays are thin, i.e., the depth and thickness are much smaller than (but larger than to avoid coupling; see above). Under Table I. this assumption, we compute the approximate volume of the target location confidence ellipsoid, normalized with respect to the corresponding confidence volume for a spherical array ( ); see Table I and Appendix F (where we compute the expressions for , , and as well). It follows that among the arrays in Fig. 5 , only a thin cylindrical ring array can outperform the thin spherical array in the range of elevation angles (i.e., elevations satisfying ). Both cylindrical and spherical radar arrays have been built and analyzed [27] , [29] - [32] . In addition, a spherical surface array was used for 3-D radio channel measurements [33] , and a cylindrical array design was proposed for a mobile communications base station in [34] .
As expected, the expressions for the above approximate normalized volumes become exact for ; then, the square plate, circular plate, and spherical layer degenerate to corresponding surface arrays, whereas the cylindrical ring degenerates to a circular array. Note, however, that in this case, the maximum number of sensors that can be placed on these arrays is significantly reduced, which influences the circular array in particular.
V. CONCLUDING REMARKS
We derived Cramér-Rao bound expressions for the range, velocity, and direction of a point target using an active radar or sonar array. First, general CRB expressions were derived for a narrowband signal and array model and a space-time separable noise model that allows both spatial and temporal correlation. Under these noise and signal models, we showed that the CRB for the direction parameters is independent of whether or not the time delay and Doppler shift are known, and vice versa. Then, we specialized the CRB results to the case of temporally white noise and a rectangular chirp pulse sequence. We also computed the CRB expressions for a 3-D array with identical isotropic sensors in spatially white noise. Under these conditions, we showed that these expressions are functions of the sensor placements only through "moment of inertia" parameters of the array. We proposed the volume of the confidence region for the target's location as a measure of accuracy and showed that if the noise is both spatially and temporally white, the highest accuracy is achieved for targets lying along one of the principal axes of inertia of the array. Finally, we compared the location accuracies of several 3-D array geometries.
Further research will include extending the CRB results to account for multiple targets (following [35] ) or the wideband signal model (or both) and developing efficient estimation algorithms that exploit space-time factorability to reduce computational load.
APPENDIX A CRB DERIVATION
To derive the CRB for and , we start from a well-known expression for the Fisher information matrix in, for example [15, 
A. CRB on the Target's Radial Velocity for a Moving Array
We derive the CRB for the Doppler shift due to the radial component of target's velocity (denoted by ) for the case when the array moves with constant velocity; see Section III-A1.
Using (3.1) and from Section III-A1, we compute CRB CRB CRB (A.9) and (3.4) easily follows by using and .
B. CRB for Temporally White Noise
We specialize the general CRB expression (3.1c) to temporally white noise (i.e., ) and signal model in (2.1). Let , and define 
APPENDIX B AMBIGUITY FUNCTION DERIVATION
We derive the ambiguity function for the signal and noise models in Section II. First, we introduce the following measure of separation between the probability density functions of the measurements corresponding to two targets with parameters Re Imag and Re Imag (assuming fixed noise covariance )
This measure is by definition the square of the Mahalanobis distance; it is also the Kullback-directed divergence, which is used in [16] . Additionally, the identifiability by distribution (see [36] ) of the target parameters reduces to the following requirement: The ambiguity function in (3.6) follows by substituting (B.2) and (B.4) into (B.3).
APPENDIX C CRB DERIVATION FOR A CHIRP SEQUENCE
We derive the CRB for time delay and Doppler shift for a sequence of chirp pulses in temporally white noise, as shown in (3.16) . Using the signal shape in (3.14), (3.11a), and (3.11b), we obtain (C.1a) (C.1b) Note that using the time translation invariance property of expressions (3.11), we computed and in (C.1), assuming . From and (3.11c) and (3.11d), it follows that Imag Imag (C.2a)
The third expression in (C.2b) holds when the time-bandwidth product of a pulse is large, i.e., . Then, the spectrum of a pulse approaches a rectangular distribution [2, yields the confidence ellipsoid with squared volume proportional to CRB CRB , and (4.9) follows.
APPENDIX E VOLUME OF THE CONFIDENCE ELLIPSOID FOR THE TARGET'S LOCATION IN CARTESIAN COORDINATES
We compute the volume of the confidence ellipsoid for the target's location as a function of the target's coordinates in a Cartesian coordinate system, whose axes are chosen to be the principal axes of inertia of the array.
The array geometry parameters , , , , , and define the moment of inertia tensor of the array where each sensor is assigned a unit mass; see [26, ch. 6] . The tensor of inertia can be reduced to diagonal form by an appropriate choice of axes , , and ; these directions are called the principal axes of inertia [26, ch. 6] . In this case, , which significantly simplifies the expressions in (4.5) (E.1a) (E.1b) (E.1c) yielding (E.2a)
Using the above equality, (4.7), and (4.11), we get (4.12). Now, it is obvious that for a fixed range (i.e., const), the volume of the confidence ellipsoid for the target location in (4.12) is minimized for a target lying on one of the principal axes. This axis (which defines the most desirable DOA) is the one for which the product of the moment-of-inertia parameters for the other two axes is maximized, i.e., it is the -axis if and likewise for the other two cases.
Analogously, the least desirable DOA (i.e., the one with maximum volume of the confidence ellipsoid) is along the principal axis for which the product of the moment-of-inertia parameters for the other two axes is minimized. In addition, note that the most and the least desirable DOA are always orthogonal since they lie along two principal axes.
APPENDIX F CRB DERIVATION FOR SEVERAL ARRAY CONFIGURATIONS
We derive the CRB expressions and confidence volumes for the target location for several 3-D arrays of identical isotropic sensors (whose shapes are shown in Fig. 5 ) in spatially white noise.
We first derive the properties of an array in the form of a spherical layer and then use the performance of this array as a reference for comparison with other array configurations. The comparison is performed assuming the same number of sensors and maximum distance between the array elements for all arrays.
For Again, the circular plate array is significantly outperformed by the spherical layer array. To outperform the spherical layer array in a particular range of directions, we can use an array of sensors distributed on a cylindrical ring with radius , thickness , and depth along the most likely direction to the target. Let the most likely direction to the target be from elevation (i.e., along the axis; see where the approximate formulas hold for a thin ring, i.e., when and . Obviously, we need to outperform the spherical array at elevation with the same maximum distance between the sensors and array size . Note that is a decreasing function of both and . However, these dimensions are necessary to allow a large number of antennas in the array, see (F.4a); otherwise, for , this array degenerates to a circular array (which cannot accomodate many sensors).
The results derived in this appendix are summarized in Table I .
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