In this paper, we adopt outage probability (λ-capacity) in fast fading channels as a pay-off function in a zero-sum game between a legitimate transceiver pair and an uncorrelated Gaussian jammer. The transmitter aims at minimizing the outage probability, while the jammer attempts to maximize the outage probability. We consider both peak (over each codeword) and average (over all codewords) power constraints. For peak power constraints, a transmission rate is either supported by the system, or if too large, causes the whole transmission to fail. By imposing average power constraints, large rates can be supported at the cost of positive probability of codeword error. Maxmin, where jammer is assumed to play first, and minimax, where transmitter is assumed to play first, power control strategies are developed under each power constraint, which show that no Nash equilibrium of pure strategies exists under the average power constraint when the follower has perfect knowledge about the randomization outcome of the first player.
Introduction
Traditionally, fast fading channels are characterized by their ergodic capacity, which is completely determined by the probability distribution of the channel coefficient and the transmitter power constraints. The physical interpretation of this measure of channel quality is related to the capabilities of channel codes. In the fast fading scenario, the codewords are assumed long enough to reveal the long-term statistical properties of the fading coefficient (in practical systems, this requirement may be satisfied by the use of interleaving (Tse and Viswanath, 2005) ). Implicitly, power constraints are imposed over each (long enough) codeword. Therefore, to achieve asymptotic error free communication, all codewords need to be transmitted at the same rate not exceeding the channel's ergodic capacity.
However, subject to exact applications, sometimes it may not be necessary (or possible) to maintain the error-free transmission of every codeword. Examples of such scenarios are the multimedia streams, which often require fixed data rates that can exceed the channel's ergodic capacity, but can tolerate non-zero codeword error probabilities. To deal with such scenarios, the power constraints need to be imposed over the ensemble of all codewords, instead of over each single codeword.
This fully justifies the evaluation of fixed rate systems over fast fading channels by a quantity that is best known to characterize slow fading channels: the outage probability. Note that unlike the case of slow fading, in fast fading channels, due to the large codeword length, the channel conditions affecting the transmission of different codewords are asymptotically identical.
The importance of designing anti-jamming strategies cannot be overstated, due to the extremely wide deployment of wireless networks, the very essence of which makes them vulnerable to attacks. Although the bases of jamming and antijamming strategies have been set in the 80's and 90's (Basar, 1983; Basar and WU, 1985; Medard, 1997) , new interest has been recently generated by the increasing demand for wireless security. Jamming and anti-jamming strategies were developed for broadcast channels (Brady et al., 2006) , multiple access channels (Shafiee and Ulukus, 2005b) , and even studied from the perspective of arbitrarily varying channels (Hughes and Narayan, 1987) . Under most scenarios, the jamming problem is formulated as a two-player, zero-sum game. The corresponding objective functions are the sum-rate (Brady et al., 2006) , ergodic capacity (Shafiee and Ulukus, 2005b) or λ-capacity (Hughes and Narayan, 1987) . A sequential-game formulation, considering the accumulation of thermal energy in the transmitters is studied in (Mallik et al., 2000) .
In (Hughes and Narayan, 1987 ) the jamming problem is viewed as a special case of an arbitrarily varying channel (AVC). Constraints are placed either on the power invested in each codeword (peak power constraints), or on the power averaged over all codewords (average power constraints). The λ-capacity, which is used to evaluate system performance, is defined as the maximum transmission rate that guarantees a probability of codeword error less than λ, under random coding. This concept is also at the foundation of Csiszar and Korner's approach to the noisy 2 n h R? J(h)) C(P(h), ≥
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Channel model channel problem (Csiszar and Korner, 1981) .
In this paper we study a fast fading channel where codewords (we denote the span of a codeword by the term frame) are considered long enough to reveal the long-term statistical properties of the fading coefficient. The outage probability, as we shall define it shortly, is similar to the concept of λ-capacity in (Csiszar and Korner, 1981) and (Hughes and Narayan, 1987) .
Jamming problem formulations often assume that the jammer has access to either the transmitter's output or input (Basar, 1983; Medard, 1997; Shafiee and Ulukus, 2005a) and consequently is able to produce correlated jamming signals. Uncorrelated jammers are often studied only as a particular case. However, the correlated jamming assumption can only be accurate for repeater protocols, or other situations where the jammer gets the chance to jam a signal about which it has already obtained some information from eavesdropping previous transmissions. Therefore in our setup the jammer is assumed to have no knowledge about the output of the transmitter, or the codebook the transmitter uses, and hence its most harmful strategy is to transmit white Gaussian noise (Diggavi and Cover, 2001 ).
Our channel model is depicted in Figure 1 . The transmitter and the jammer are both subject to either peak (over each frame) or average (over all frames) power constraints. A codeword is decoded with strictly positive probability of error (i.e. outage) if the ergodic capacity calculated over the frame is below the fixed rate R. The probability of this event (the equivalent of λ in (Hughes and Narayan, 1987) ) will be denoted as the probability of outage P out . The transmitter aims at minimizing the probability of outage for a fixed rate R, while the jammer attempts to maximize it.
An important aspect in jamming problems is that Nash equilibria of mixed strategies are not always the best approach to practical jamming situations. An equilibrium of mixed strategies usually assumes that none of the two players knows exactly when or with what power the other player is going to transmit. While this may generally be true for the legitimate transmitter, a smart jammer might constantly eavesdrop the channel and detect both the legitimate transmitter's presence and its power level. Therefore, many real jamming scenarios might be more accurately characterized by the solutions of the maximin problem formulation with pure strategies when the jammer tries to minimize and the transmitter tries to maximize the objective, and the solutions of the minimax problem formulation with pure strategies when the jammer tries to maximize and the transmitter tries to minimize the objective (the latter case applies to the present paper). Even when such a characterization is not the most accurate one, these solutions still provide a valid lower bound on system performance. Although these solutions coincide with the Nash equilibrium of mixed strategies whenever the pure strategies game has a saddlepoint (Meyerson, 1997) , such a saddlepoint need not exist in general. Our present scenario provides an example of such a situation.
In this paper we only focus on deriving the maximin and minimax solutions of our two-person zero-sum game described above. For a more comprehensive treatment, including the Nash equilibrium of mixed strategies, the reader is referred to , . Our contributions include: 1) we show that peak power constraints are not efficient for high rates or jamming powers; 2) we formulate the scenario of average transmitter/jammer power constraints as a two-person, zero-sum game. Only pure strategies (no randomized strategies) are considered; 3) for this game we find maximin and minimax solutions, as a result of two levels of power control. Optimal strategies are derived for both levels, and it is shown that a Nash equilibrium of pure strategies does not exist in general.
Peak power constraints
This game represents a more general version of the game discussed in Section IV.B of (Shafiee and Ulukus, 2005b) , and its solution relies on the results therein and is intuitive. The optimal jammer/transmitter strategies (power allocation functions) aim at maximizing the ergodic capacity defined over a frame. If ergodic capacity under the optimal jammer/transmitter strategies is larger than R, reliable communication can be established over each frame, and hence P out = 0. For this case the jammer has no advantage from using a certain strategy, and hence its strategy can be set to any arbitrary function satisfying the power constraints. If ergodic capacity is less than R, outage occurs on all frames (P out = 1), and by the same arguments as above, the transmitter's strategy can be arbitrary. A more detailed treatment of this game can be found in .
Average power constraints
In this section power constraints are enforced over the ensemble of all transmitted codewords. The transmitter randomly picks the codewords (recall all frames are equivalent) to be treated a certain way. By doing this, it introduces a different level of randomization. This type of randomization only aims at providing P M > P for part of the frames, and should not be considered a randomized strategy in the game theoretic sense.
The average power constrained jamming game can be formulated as:
where the expectation is taken over all frames with respect to the randomization introduced by the transmitter, and
, the average mutual information calculated over a frame, under our assumptions that the jammer transmits white Gaussian noise, and the transmitter uses a Gaussian codebook (Gallager, 1968) .
Contrary to the previous peak power constraints scenario, if average power constraints are used it is possible to have P M > P for part of the frames, as long as the average of P M over all frames is less than P.
Power allocation within a frame
The game between transmitter and jammer has two levels. The first (coarser) level is about power allocation between frames, and has the probability of outage as a cost/reward function. The second (finer) level is that of power allocation within a frame.
The probability of outage is determined by the number of frames over which the transmitter is not present or the jammer is successful in inducing outage. This set is established in the first level of power control, which is investigated in detail in the next two subsections. The first level power allocation strategies cannot be derived before the second level strategies are available. This subsection deals only with the second level of power allocation for the maximin and minimax scenarios.
In the maximin case (when the jammer plays first), assume the jammer has already allocated J M to a given frame. Depending on the value of J M , and its own power constraints, the transmitter decides whether it wants to achieve reliable communication over that frame. If so, it needs to spend as little power as possible (the transmitter will be able to use the saved power for achieving reliable communication over another set of frames, and thus decrease the probability of outage). Therefore, transmitter's objective is to minimize the power P M spent for achieving reliable communication over a frame, whether the jammer is present over the frame, or not. Jammer's objective is to allocate J M over the frame such that the required P M is maximized.
Similar considerations hold for the minimax scenario. The two problems can be formulated as follows:
Problem 1 (for the maximin solution -jammer plays first)
Problem 2 (for the minimax solution -transmitter plays first)
Let m denote the probability measure introduced by the probability density function (p.d.f.) of h, i.e., for a set
The following proposition provides a result that we shall use in the sequel. The proof can be found in . Proposition 1. The optimal solution of either of the two problems above satisfies both constraints with equality.
Solution of Problem 1
The transmitter's optimization problem:
has linear cost function and convex constraints. Write the Lagrangian as:
With the notation c = exp(2R) , the resulting KKT conditions yield the unique solution (Bertsekas et al., 2003) :
where
M ⊂ R + is the set of channel coefficients over which λ ≥ x(h)/h, and [z] + = max{z, 0}. We say the transmitter is "non-absent" over M , and "absent" on
The following proposition is proved in . Hence, the jammer's problem can be formulated as:
Find max
Since the set M depends on the jammer power allocation J(h), solving the optimization problem above analytically is difficult. We provide an alternative method for finding the solution. Our method examines the properties of the sets M over which the transmitter is present and M over which the jammer is present, as well as those of the optimal transmitter/jammer strategies.
Fixing M , the Lagrangian for the jammer's optimization problem can be written as
This yields the new KKT conditions:
where M is the set of channel coefficients on which the jammer transmits non-zero power.
For fixed M and M , the jammer's optimal strategy has to satisfy these KKT conditions. The resulting optimal strategy is
The expression above states that for any two channel realizations with coefficients h i , h j belonging to M , we have
Note that for any two channel realizations
The following proposition brings more insight into the optimal jamming strategy. The proof is deferred to .
Proposition 3. The optimal jamming strategy is such that x(h)/h is a continuous decreasing function of h over all of R + , and M is of the form M = [h * , ∞).

Moreover, this implies that M is of the form
The optimal transmitter/jammer strategies for allocating power over a frame are described in Figure 2 .
Substituting (15) into (8), we get a new expression for λ:
Jammer's strategy
Figure 2
Optimal second level power control strategies which together with (7) yields
An interesting remark which supports the results of next subsection is that, for the optimal solution of Problem 1, µ has to be strictly positive, hence eliminating the possibility that the jammer allocates positive power to frames where the transmitter, although "non-absent", could allocate zero power.
Taking the expectation over h ∈ M in (15), and using the constraint (13), we get
for h ∈ M and x(h) = σ 2 N for h / ∈ M . To solve for µ, substitute (20) into (15):
The second level power allocation solution for the maximin problem is thus completely determined by the triple (M , M , µ) , or equivalently by (h 0 , h * , µ). By Proposition 3 above, x(h * ) = σ 2 N (by continuity in h * ), and λ = σ 2 N /h 0 . Arranging these two relations, along with (3.1) in a more convenient form, we obtain the following system, which has to hold for any solution of our problem:
The equations above lead to the following result:
Proposition 4. The solution of the maximin second level power allocation problem is unique.
Proof. It is easy to see that the right hand side of (23) is a strictly decreasing function of h * , for fixed µ, and a strictly decreasing function of µ, for fixed h * , while being equal to a constant. Hence, for given J M , (23) yields µ as a strictly decreasing function of h * . Similarly, the right hand side of (24) is a strictly decreasing function of h * , for fixed µ, and a strictly increasing function of µ, for fixed h * , while being equal to a constant. Hence, (24) yields µ as a strictly increasing function of h * . Since (23) and (24) have to be satisfied simultaneously by any solution, the solution has to be unique.
Another insightful remark that follows from (22)- (24) is that as J M increases, both µ and h * should be decreasing. The following proposition, characterizing the P M (J M ) function, is necessary for deriving the optimal power allocation between frames in the next section. The proof can be found in .
Proposition 5. Under the optimal maximin second level power control strategies, the "required" transmitter power P M over a frame is a concave function of the power J M that the jammer invests in that frame.
Solution of Problem 2
Solving the minimax intra-frame power allocation problem by using the same techniques as in Problem 1 turns out to be more difficult. Instead we use the above solution of Problem 1 and show that for both problems, second level power allocation follows the same rules. Proof. Assume that the power allocation strategies P * (h) and J * (h) are a solution of Problem 1, with E h J * (h) = J M,1 and E h P * (h) = P M,1 . Since P * (h) and J * (h) form a solution, by Proposition 1, they satisfy the first constraint in Problem 1 with equality, and so they also satisfy the first constraint in Problem 2. Furthermore, setting the second constraint of Problem 2 as P M = P M,1 , we note that P * (h) and J * (h) are in the feasible set. If we evaluate the cost function at this point, we get J M = J M,1 . Thus, keeping the power distribution given by P * (h) in the second problem, we can only obtain J M,2 ≤ J M,1 , by minimizing the cost function over J(h).
Now take any different power distribution
. If the pair (P (h), J * (h)) satisfy the first constraint in Problem 1, then they are a solution of Problem 1, and hence the constraints should hold with equality. This implies that (P (h), J * (h)) also satisfy the first constraint of Problem 2. If (P (h), J * (h)) do not satisfy the first constraint in Problem 1, then they certainly satisfy the first constraint of Problem 2. Either way, the pair (P (h), J * (h)) makes a feasible solution of Problem 2 (although possibly not optimal) and, by evaluating the cost function at this point, we get J M = J M,1 .
Thus, for any power distribution of P M,1 we pick, we should always obtain an optimal solution of Problem 2 for which J M ≤ J M,1 . But any such a solution has to satisfy the first constraint with equality, hence is also a solution of Problem 1. In turn, this implies J M = J M,1 . But then the original pair (P * (h), J * (h)) is a solution of Problem 2, since it is feasible and yields the same cost/reward function.
We have thus shown that any solution of Problem 2 is also a solution of Problem 1, and any solution of Problem 1 is also a solution of Problem 2.
Although the second level optimal power allocation strategies for the maximin and minimax problems coincide, this result should not be associated to the notion of Nash equilibrium, since the two problems solved above do not form a zero-sum game, while for the game of (1) and (2), first level power control strategies are yet to be investigated.
Power allocation between frames
The Maximin Solution In this subsection we present the first level optimal power allocation strategies for the maximin problem.
We already know that given a jammer's strategy that allocates different jamming powers to (equivalent) frames, the optimal way of allocating transmitter's power is such that reliable communication is first obtained on frames that require the least amount of transmitter power. The jammer's optimal strategy is presented in the following theorem.
Theorem 2. Under the maximin scenario it is optimal for the jammer to allocate the same amount of power J M = J to all frames.
Proof. The proof relies on the concavity of P M (J M ).
Let S , X denote the sets of frames over which the transmitter and the jammer are present, respectively.
For any given jamming strategy, the jammer knows the set S as well as the maximum level of required power that will be matched by the transmitter. Denote this level by K. The required transmitter power should be equal to K over X \ S , since otherwise either the jammer (if larger) or the transmitter (if smaller) would be wasting power.
It suffices to show that two sets A , B ⊂ S X containing the same number of frames, such that the jamming power J M allocated to any frame of A is less than the jamming power allocated to any frame of B, cannot be part of the maximin solution.
If the jamming power over each frame of B is reduced by a small enough amount δJ M , which is then added to the frames of A (recall the two sets have equal number of frames), the required transmitter power will increase. This increase is due to the concavity of P M (J M ), which implies that the slope of the P M (J M ) curve is higher around the values of J M corresponding to A then around the values of J M corresponding to B.
The jamming power allocated to each frame is J M = J . The transmitter faces an indifferent choice space, with power required to achieve reliable communication given by P M (J M ). Hence, the transmitter's optimal strategy is to randomly pick as many frames as possible and allocate power P M (J M ) to each of them. Equivalently, the transmitter is present over a frame with probability p t , given by p t = P P M (J ) . The resulting probability of outage is now P out = 1 − p t .
Note that if P ≥ P M (J ), the probability of outage can be reduced to zero. This corresponds to the case when the ergodic capacity of the channel, computed in the conventional way, with peak power constraints, is larger than the rate R.
The Minimax Solution
In Theorem 1, we showed that, for the minimax problem, the power allocation within a frame is identical to the maximin problem. Hence, by rotating the P M (J M ) plane, we get the characteristic J M (P M ) curve for the minimax problem. The transmitter's optimal strategy is presented in the following theorem, the proof of which is similar to that of Theorem 2 and is deferred to .
Theorem 3. Under the minimax scenario it is optimal for the transmitter to transmit over a maximum number of frames, with the same power P M that minimizes the probability of outage.
The frames over which the transmitter allocates the optimal P M can be chosen at random. Equivalently, the transmitter is active over a frame with probability p t given by p t = P P M . The jammer's strategy is to attack as many of the frames where transmitter is present as possible. If the transmitter allocates P M to a frame, jammer transmits J M (P M ) with probability p j given by
Note that p j is the conditional probability that the jammer transmits over a frame, given that the transmitter is present over that frame.
The resulting probability of outage is P out = (1−p t )+p j p t or, only as a function of P M :
The transmitter finds the optimal value of P M as the argument that minimizes P out above. A numerical approach should perform exhaustive search with the desired resolution in the interval [P, P M,max ], where P M,max can be set such that P out (P M,max ) > 1 − for an arbitrarily small fixed . Note that as P M → ∞, we have that P out → 1 independently of the J M (P M ) curve. Note that if the P M (J M ) curve is strictly concave, the jammer can never achieve an outage probability P out = 1. This is because the transmitter can invest all its power over a small enough set of frames, such that the jamming power required to jam all the frames in this set exceeds the jammer's power budget. If however the probability measure m is chosen such that P M (J M ) is an affine function of the form P M = P M,0 + 1/θJ M , and furthermore if J ≥ θ(P − P M,0 ), then
for all values of P M , and the probability of outage becomes P out = 1. Figure 3 shows the probability of outage for J = 10 and different values of P, with rate R = 1, noise power σ 2 N = 10 and a channel coefficient distributed exponentially, with parameter λ = 1/6. The maximin and minimax solutions are different, implying the non-existence of a Nash equilibrium point. 
Numerical results
Figure 3
Outage probability vs. P when J = 10, R = 1, σ 2 N = 10 and h is distributed exponentially, with 5parameter λ = 1/6. Figure 4 shows how the outage probability varies with the rate R, for fixed power constraints P = 30 and J = 10. The P out (R) curves delimitate the achievable capacity vs. outage regions for both peak power constraints and average power constraints (minimax and maximin cases).
Even for the minimax solution of the average power constraints problem, there exist values of the rate R (Figure 4 ) for which the outage probability is less than if peak power constraints were enforced. 
Figure 4
Outage probability vs. rate for P = 30, J = 10, R = 1, σ 2 N = 10 and h is distributed exponentially, with parameter λ = 1/6.
