Abstract-Markov chain is an effective tool for convergence analysis of intelligence optimization algorithms. This paper briefly studies the state space of the basic Shuffled Frog Leaping Algorithm (SFLA) and theoretically analyzes the convergence behavior of SFLA by using Markov chain. It is proved that the SFLA has global convergence. Besides, the impact of key parameters on algorithm performance is discussed through simulation experiments. It provides the theoretical foundation and basis for using the algorithm to solve practical optimization problem.
INTRODUCTION
Shuffled Frog Leaping Algorithm (SFLA) is one of biological evolutionary algorithms based on swarm intelligence which was proposed by Eusuff and Lansey in 2003 [1] . Because of its characteristics such as simple concept, lesser parameters, powerful optimal performance, fast calculation speed and easy realization, it has been primarily applied to many fields. The theoretical analyses about SFLA, however, were not very comprehensive. Some scholars have studied its convergence and the effects of algorithm parameters on its performance. Combined with global convergence criterion of stochastic optimization algorithm, reference [2] analyzed the convergence performance of SFLA. Reference [3] examined the trajectory of SFLA and studied its global convergence by adopting convergence criterion of stochastic algorithm. An improved SFLA was presented by learning from the evolutionary operator of particle swarm optimization and deviation evolution algorithm in [4] . Besides, the convergence of this novel algorithm had been proved by Markov chain theory. Reference [5] considered how to set the population size of meme triangular probability distribution shuffled frog leaping algorithm. The effects of primary parameters on shuffled frog leaping algorithm based on local orthogonal crossover operator had been analyzed in [6] . Based on previous researches made by [7~9] , this paper analyzed the convergence performance of SFLA with the same method which was used for genetic algorithm in [10] . Besides, we discussed the impacts of algorithm parameters settings on SFLA by simulation experiments.
II. FUNDAMENTAL PRINCIPLES AND MATHEMATICAL

MODEL
In the process of simulating frog swarm to find food, SFLA spreads the ideas by grouping the population. It combines the communication of global information and deep search of local area to realize evolution. Local search is helpful to transmit information among individuals. Hybrid strategy can realize the exchange of local ideas and the sharing of global information. By this balanced strategy between global communication and local exploitation, SFLA could jump out the local extremum and finally find the global optimum.
Here we set the i'th frog to X i =(x i1 ,x i2 ,…,x in ); the dimensions of variable to n; the fitness of current frog's location to Y=f(X). Frogs in the swarm are sorted in descending order by fitness values. Then we divide these frogs into m subgroups and each group contains s frogs, which meets the formula: F=m×s. In this process, the first frog is assigned to the first subgroup; the second frog to the second subgroup; the m'th frog to the m'th subgroup; the (m+1)'th frog to the first subgroup; the (m+2)'th frog to the second subgroup. And so on, until all frogs are assigned to subgroups. In each subgroup, the best individual (having best fitness in each subgroup) is set to X b =(x b1 ,x b2 ,…,x bn ); the worst is X w =(x w1 ,x w2 ,…,x wn ). In global view, the best individual (having best fitness in whole population) is set to X g =(x g1 ,x g2 ,…,x gn ). Then local searches will be performed in each subgroup. In this stage, the X w in each subgroup is circularly updated by (1,2):
where newX w =(newx w1 ,newx w2 ,…,newx wn ) is a new individual generated by update strategy; d j is each moving step length of the j'th dimensional component; rand() is a random number between 0 and 1; D max is the maximum allowable step. After updating, if the newly generated newX w is better than the old X w , X w will be substituted by newX w ; otherwise, X b will be substituted by X g and strategy (1,2) will be repeatedly executed. If X w still have no improvement, it will be replaced by a randomly generated individual. This update process will repeat until reaching the pre-set iterations. When local deep searches of all subgroups have finished, these subgroups will be mixed, sorted, and divided into components again. Then repeat local searches until the stopping condition is reached. The detailed algorithm process of SFLA is represented as follow.
Step1: Randomly initialize F frogs as algorithm population and set internal iteration number and hybrid iteration number.
Step2: Calculate the individual fitness and find out the global best individual X g .
Step3: Sort F frogs by their fitness values in descending order and divide them into m subgroups and each group contains s frog.
Step4: Determine the best individual X b and the worst X w . Update X w by (1,2) in allowable iterations.
Step5: Calculate the individual fitness and find out the global best individual X g .
Step6: Judge whether the stopping criterion is met and if so, the program will be terminated and the optimum X g is outputted; otherwise the execution process will jump to step3.
III. BASIC KNOWLEDGE
Definition 1 P is a transition probability matrix of size k×k, {p i.j : i,j=1,2,…,k}. The stochastic process (X 0 ,X 1 ,…) of a finite state space S={s 1 ,s 2 ,…,s k } is called a timehomogeneous Markov chain of P if for any given n, i,j∈ {1,2,…,k},i 0 ,i 1 ,…,i n-1 ∈{1,2,…,k}, eq. (3) is true.
Definition 2
The time-homogeneous Markov chain (X 0 ,X 1 ,…) of transition probability matrix P is called an irreducible one, if for any given s i ,s j ∈S, eq.(4) is true.
If the Markov chain (X 0 ,X 1 ,…) is time-homogeneous and irreducible, then
Definition 3
The Markov chain (X 0 ,X 1 ,…) is said to be nonperiodic, if for any given s i ∈S, eq. (6) Lemma 2 If P is a n order, reducible and stochastic matrix which can be switched to
by same row and column transformation, where C is a m order primitive matrix, and R,T≠0, then 
M discrete values, the precision can be expressed as ε=(
. Therefore, the convergence of SFLA could be analyzed directly by realnumber encoding. If the needed precision is ε, the searching space S could be considered as a discrete space. Its size is
The fitness of each element X ∈ S is Fitness(X). If F={Fitness(X)|X∈S}, obviously |F|≤|S|, then F can be expressed as F={F 1 ,F 2 ,…,F |F| }, where F 1 >F 2 >…>F |F| . S can be divided into several nonempty subsets {S i |i=1,2,…, |F|} by fitness values, and where S i has the form
.
For any given two elements X i ∈S i and X j ∈S j , eq. (10) must be true.
Obviously, F 1 is the global optimum F * ，and set S 1 contains all individuals whose fitness is equal to F * . In the whole evolutionary process of SFLA, the individual number N of population p={X 1 ,X 2 ,…,X N } is remain unchanged.
Let P be the whole swarm sets. Since the individuals in a swarm could be same, the possible population number is:
In order to measure the population quality, we define the fitness of swarm P as:
   Therefore, we can divide P into nonempty subsets {P i }:
The set P 1 contains all individuals whose fitness is F * .
Let P ij be the j'th swarm of P i , i=1,2,…,|F|, j=1,2,…,|P i |. The state transitions from P ij to P kl can be expressed as P ij → P kl under the influence of the evolutionary operators of SFLA. Let p ij.kl be the transition probability from P ij to P kl ; p ij.k be the transition probability from P ij to any swarm of P k ; p i.k be the transition probability from any swarm of P i to any swarm of P k . Obviously, eq. (15) 
  
Here, Pr is probability; P t is the t'th generation population. Theorem 1 The searching process of SFLA is a timehomogeneous Markov chain.
Proof.
According to the operating principle of SFLA, this algorithm conduct searches in a finite dimensional population state S. And in the searching process, the next generation swarm P t+1 is dependent only on the current population and independent of previous generations （ P
,…,P 1 ,P 0 ） . Therefore, the conditional probability from a given swarm P t to a specific one P t+1 is not affected by the previous change at any time. Learning from the definition of Markov chain, the searching process of algorithm have Markov propertystability ineffectiveness which meet Markov criterion. Thus, the searching process of SFLA can be described by timehomogeneous Markov chains with finite state space.
Theorem 2 In SFLA,  i, k{1,2,…,|F|}, eq.(17) is true.
Let P ij switch to P kl under the updating behavior of SFLA. If P ij is the t'th generation population and denoted as P t , then P kl is the (t+1)'th one and denoted as P t+1 . At first, we use the elitist reserve strategy to make X g to save the previous best states of population in SFLA. According to the above definitions and assumptions, the best individual of P t is X * and it is saved in X g : X g =X * . At the same time, the composition of swarm P t is not changed. P t+1 is generated by P t through the updating behavior of SFLA. We make comparisons between the best individual X′ of P t+1 and X g . If X′ is better than X g , then X g =X′; otherwise X g remain unchanged. Put X g on the far left side of the population and it doesn't participate in the evolutionary process. Thus, we could deduce the following process.
Next, each individual of subgroups could update its position with the iterations in SFLA. The algorithms have three update strategies for searching optimum in each iteration. The detailed analysis is showed as follow:
(1)Individual X * learns from the best individual X b in a subgroup and then X′ is generated. If Fitness(X′)≥Fitness(X * ) -the probability p b of this case is bigger than 0,then  k ≤ i, p i.k >0 and the proposition is verified; otherwise X* will be updated by learning from the global best individual X g .
(2)Individual X * learns from the global best individual X g in the whole population and then X′ is generated. If Fitness(X′)≥Fitness(X * )-the probability p g of this case is bigger than 0,then  k ≤ i, p i.k >0 and the proposition is verified; otherwise X* will be replaced by a randomly generated individual.
(3)The probability p r of X * is substituted by randomly generated individual X′ in the search range is: This theorem shows that the swarm which have lower fitness could transit to the one which have same or higher fitness, but not from higher one to lower one. Therefore, the algorithm cannot get out once it enters set P 1 .
Theorem 3 SFLA has global convergence.
Proof.
According to the result of theorem 1, each P i , i=1,2, …,|F|，could be regarded as a state of the finite Markov chain. We can get the transition matrix of this Markov chain as (18) from the conclusion of theorem 2.
Here, R=(p 2.1 p 3.1 … p |F|.1 ) T >0,T≠0,C=(p 1.1 )=(1)≠0. We can get (19) from lemma 2. 
This illustrates that the probability of individual staying at non-optimal solution approaches zero, that is to say, as the time tends to infinity, SFLA will converge to optimum with probability 1. Therefore, we can get the following formula from definition 4:
which completes the proof.
V. PARAMETERS ANALYSIS OF SFLA
In this paper, we took five standard test functions of optimization problems to discuss the effects of step, subgroup number, and population size on SFLA. The parameters settings of these functions were shown in Table 1 . 
A. The effects of step on algorithm performance
In these experiments, swarm size was set to 200 frogs. The swarm was divided into 20 subgroups and each group contained 10 frogs. The maximum number of iterations was 500 and the number of internal iterations in the subgroup was 10. Use different step to experiment and each test is repeated thirty times. The average results of all experiments were listed in Table 2~6 , where D max is the maximum search range. From Table 2~6 , we can see that the results for function f 1 , f 2 , and f 3 is, as the step reduces, the optimization precision rise gradually at first and then start to decrease when step meets certain range (the range refers to step is D max /5 in our experiment). For function f 4 , the impact of step change on precision is small. For function f 5 , as the step reduces, the optimization precision rise gradually at first and then start to keep stable when the step meets certain range (the range refers to step is D max /10 in our experiment). Besides, for every function, the effects of step change on operating time are less obvious. Generally speaking, for f 1~f4 , step=D max /5 is recommended; for f 5 ,step=D max /20 is suggested.
B. The effects of subgroup number on algorithm performance
According to the previous experimental results, for f 1~f4 , let step be D max /5; for f 5 Table 7~11 . From Table 7~11 , we get that for all functions, basically, the optimization precision increases with the subgroup number decreases. Therefore, considering the time cost, for f 1 , m could be 20, 40, and 50; for f 3 , m= 20 is recommended; for f 2 , f 4 , f 5 , m could be 20,40.
C. The effects of population size on algorithm performance
In our experiments, population size was set to different values; the detailed settings were shown in Table 12 .
To clearly represent the impact of population size on algorithm performance, here, the maximum number of iterations was set to 2000. We used the common log of the average extremum and the average time reached the given convergence precision (Table 1) 1 shows that for f 1 , the best optimization is gained at the population size is 200~250; for f 2 , f 3 , the algorithm performance is not obviously change with the swarm size increases; for f 4 , the precision maintains at a better level after the size reaches 250; for f 5 , the accuracy maintains at a better level before the size is 250 and start to decrease after 250. Fig.2 illustrates that for f 1~f5 , the operating time increases with the swarm size increases. Thus, the population size of SFLA should be 200~250.
VI. CONCLUSIONS
Markov chain is an effective tool for convergence analysis of intelligence optimization algorithms. In this paper, we described the fundamental definitions and theorems and briefly analyzed the state space of SFLA. The global convergence of SFLA based on elitist reserve strategy has been proved by theoretically analyzing the convergence behavior of SFLA through Markov chain. Those provide theoretical foundation and basis for solving practical problems better. Besides, in order to help the algorithm to realize effectively, we used benchmark test functions to discuss the impacts of algorithm parameters settings on SFLA and give the recommended parameters values.
