In model comparisons with observational data, not all data contain information that is useful for answering a specific science question. If non-relevant or highly uncertain data are included in a comparison metric, they can reduce the significance of other observations that matter for the scientific process of is likely a more significant source of uncertainty for the ocean state than the turbulence itself, and that the observations are correlated in time, space, and across ocean state variables. In this approach the MITgcm is used to infer variability and relationships in and among the data, and to determine the response structures that are most relevant for constraining uncertain parameters. We demonstrate that the ID metric is able to distinguish the effects due to parameter perturbations from those due to uncertain winds and that it is important to include multiple kinds of data in the comparison, suggesting that the ID metric is appropriate for use in a calibration of the KPP model parameters using mooring observations of the ocean state.
Introduction
In uncertainty quantification (UQ) the goal is to calibrate model parameters using observations. This requires having a way to compare models and data. However, the UQ community has widely ignored details concerning how complex models are compared to data. When it comes to uncertainty quantification of systems of sufficient complexity, there is a significant role for scientific understanding of the processes, data, and sources of uncertainty that can affect the success of our ability to make use of the data to constrain uncertain parameters. For large scale models, there remains a sizable "irreducible" error (McWilliams, 2007) . It is not clear how well we can calibrate such models using observational data if the end result is getting matches to data for the wrong reasons. One goal of this paper is to introduce a method of making model-data comparisons that takes these considerations into account and to provide some level of understanding of how the data would be used to test model physics.
We are interested in how observations of the ocean state in the tropical Pacific collected from the TOGA-TAO moored buoy array (McPhaden et al., 1998) can be used to calibrate parameters within the K-Profile parameterization of turbulent mixing (Large et al., 1994) as embedded in a regional version of the the MIT general circulation model (Adcroft, 1995; Marshall et al., 1997b,a) . The coupling between the atmosphere and ocean and the behavior of the ENSO is very sensitive to ocean mixing processes. While mixing events take place over a matter of hours, the effects of mixing will integrate much longer time scales of months to 100 years or more. Moreover while we observe the effects of mixing events at discrete points, there are significant uncertainties in inferences of surface wind stresses. So while we are interested in correctly representing the short and long term effects of boundary layer mixing, we are also challenged by the shortness of the observational record, uncertainties in forcing, and the chaotic nature of variability.
Most uncertainty quantification investigations use a simple metric for model-data comparison that is just a sum over squared model-data differences that have been normalized on a point-by-point basis by the variance in the data. This simple metric is often used within state estimation or inverse modeling, which is an optimization problem with the goal of finding the parameter values, initial values, or boundary conditions that allow a model to best approximate observations. The simple metric is less appropriate when the goal is to solve for the uncertainty in the optimal solution, which depends on strength of the observational evidence to accept or reject alternate solutions. This uncertainty will be improperly represented by the simple test statistic if there are correlations in the data or if the data are of varying quality.
In development of our ideas of how to compare models to data, we will discuss three main questions within the framework of our turbulent mixing application:
• Is there a way to get around the uncertainty contributed by the wind?
• How important is it that we synthesize all available data?
• What is the potential to make use of moored buoy observations for calibrating uncertain parameters within the KPP?
"Inquiry Dependent" test statistic methodology
In model data comparisons, one needs to make use of data that are relevant to the question one is asking. Data will be affected by many processes including those that are unrelated to one's interests and by uncertain initial conditions and forcing. In order to focus on data relevant to parametric uncertainties, we have developed an Inquiry Dependent (ID) filter that makes use of an ensemble of parameter sensitivity experiments as well as a way of generating the effects of uncertain initial and forcing conditions.
Filtering for signal of interest
Assuming modeling errors follow a multivariate normal distribution, the likelihood of using model g(m) v with parameters m to simulate k observa-
which only works mathematically if the rank of covariance matrix C v is equal to the number of observations k. If not, then the inverse of the covariance matrix is singular and its determinant is 0. Such is the case with this problem since the dynamics of the atmosphere-ocean system creates covariance structures which dramatically reduce the system's effective degrees of freedom. A solution to this problem is to apply singular value decomposition to C v in order to identify a limited set of k e < k eigenvectors associated with its largest eigenvalues. These eigenvectors are commonly referred to as empirical orthogonal functions or 'EOFs' within the climate literature (e.g., Mu et al., 2004) . The argument of the exponent in equation (1), when rotated into this new orthogonal basis and truncated to include the first k e vectors associated with the largest eigenvalues λ, is equivalent to a χ 2 (ke) test statistic with k e degrees of freedom. We refer to this metric as a 'cost' function E(m) v for component v and is given by
The idea of the ID test statistic is to select EOFs related to a covariance matrix constructed from changes in model parameters m on each field v. These ID specific EOFs filter the observational data for the structures related to parameters, which are hopefully, but are not necessarily, distinct from sources of uncertainty in initial conditions and the wind forcing. The null hypothesis still needs to be represented by the effect of winds and internal variability on observables d v . We therefore do not use the eigenvalues associated with the SVD decomposition of C v generated from parametric sensitivity experiments. Instead we estimate variances λ i,v in equation 2 from N exp experiments that test the effect of uncertain winds and initial conditions on each ID EOF amplitude,
The parametric sensitivities used to generate the ID specific EOFs and simulations representing uncertainties in initial conditions and wind forcing is reviewed in Section 4.
Cost component weighting
The ID test statistic represented by equation (2) currents, and meridional 'v' currents, is given by 
Model and Data
We use a version of the Massachusetts Institute of Technology general circulation model (MITgcm) implemented with the K-Profile Parameterization turbulent mixing scheme (Adcroft, 1995; Marshall et al., 1997a,b; Large et al., 1994 ) in a regional configuration based on that of Hoteit et al. (2008) and Hoteit et al. (2010) to simulate the ocean flow. The KPP has been described in detail elsewhere (Large et al., 1994; Large and Gent, 1999 ). We present a basic description of some of the key features and how they relate to the constant parameters we have perturbed here. (Kalnay et al., 1996) . The wind speed is then converted to wind stress using the drag coefficient relationship of Large and Yeager (2004) and the bulk formula for wind stress (Gill, 1982) . The heat fluxes and wind stress are restorative, in the sense that they depend on the surface current speed and/or sea surface temperature as diagnosed at each time step of the MITgcm.
In three experiments, the wind velocity is set from either the ECMWF (Gibson et al., 1997) , NOAA/CIRES Twentieth Century reanalyses (Compo et al., 2011) , or NASA Cross-Calibrated Multi-Platform Ocean Surface Wind Velocity product (Atlas et al., 1996 wind forcing, an additional 20 experiments are forced with a linear combination of NCEP/NCAR, ECMWF, and NASA products. The reanalysis products represent different estimates of the real wind field.
KPP
A detailed description of the KPP model is provided in Large et al. (1994) .
Here, we provide a brief summary of some of the key features of the model.
A summary of the basic function of the nine parameters in the KPP model is presented in Table 2 .
Overall, the MITgcm model calculates turbulent flux profiles following
where x = s for properties of temperature or salinity, and x = u for properties of horizontal current components, K x is the eddy diffusivity or viscosity, and γ x (which is proportional to the constant parameter C * ) is a term that In the KPP, the water column is divided into two depth regions with separate prescriptions for K x . The boundary layer depth h that separates them is defined as the shallowest bulk Richardson number, which typically increases with depth, that is equal to a constant critical value, Ri c . In the boundary layer, K x is proportional to the product of h and a vertical velocity scale that is proportional to strength of the wind forcing (through the friction velocity) and has separate parameterizations for stable and unstable surface heat flux forcing conditions (i.e. whether the net heat flux is going into or out of the ocean). Here the relevant parameters are φ stbl , φ m,unst , φ s,unst and N 2 0 . In the interior, the eddy diffusivity is a smoothly decreasing function of increasing gradient Richardson number over a depth region constrained by a critical value Ri g and is proportional to a maximum value (υ c for tracers and υ s for momentum). After all of these quantities have been diagnosed, the boundary layer diffusivities are scaled through multiplication by a bellshaped polynomial with depth that takes a maximum at mid-depth, requires the final K x profile to be continuous and smooth across h, and that tapers smoothly to zero at the surface and the depth of the interior.
Data
The observational data for our experiment come from the TOGA-TAO mooring array (locations shown in Fig. 1 column provides the symbol we use to refer to the "Parameter Name" in the text. We have tried to stay as close to the KPP notation as possible (Large et al., 1994) . "Perturbed
Value" is the value of the perturbed parameter set in the indicated sensitivity experiment.
"KPP Eq. No." lists the equivalent symbol used in Large et al. (1994) followed by the equation number that the variable is introduced. Note that Large et al. (1994) does not
show the exact equations for variables perturbed in Experiments 19-22.
this 90-day timescale rather than a diurnal timescale because we are interested in quantifying the uncertainty in KPP parameters for a coarse scale model run for a long time. The default KPP parameters have been validated for short length-and time-scales (Large et al., 1994; Large and Gent, 1999) .
There is no guarantee that a parameterization tuned for short timescales will be appropriate for long timescales. Furthermore, we cannot expect our regional coarse scale model to reproduce individual mixing events on short timescales accurately. By averaging over 90-days, we attempt to capture the time-integrated or cumulative effect of the diurnal cycle. The 90-day average also removes high frequency fluctuations in the ocean state caused by eddies
and Tropical Instability waves that we do not expect the model to be able to accurately reproduce. Tropical instability waves have periods of 3-4 weeks (Philander et al., 1986) .
In this study, the data are used to determine how close observed and modeled fields are to one another for a given parameter setting. This implies that we should wait until the perturbed parameter has a chance to fully affect the simulated ocean state on seasonal timescales before calculating the test statistic. We choose a model spin-up time of 1.5 years, which is probably not long enough but balances timescales of ocean adjustment and computational demands of the model. One and a half years is longer than the timescales for Rossby and Kelvin waves (i.e. thermocline anomalies and downwelling), which travel from their generation sites to the Equator and across the Pacific in about 6-9 months (Boccaletti et al., 2004) . It is also consistent with the timescale of a few years for vertical turbulent mixing and heat exchange to occur in the upper ocean (entrainment) once the thermocline anomalies have been advected around the basin (estimated by Boccaletti (2005) to be few years). Completing one 4-year integration of the model requires approximately a day of wall clock time and consumes25k cpu hours.
Experiments

Individual Wind and Parameter Experiments
We consider 19 individual parameter perturbation experiments. These are associated with mixing in the boundary layer, interior mixing, or the non-local convective mixing. In Table 3 Ri g (Exp. 7-8). Under stable forcing conditions, the vertical velocity scale profile is modified by adjusting a polynomial coefficient, with excursions of a maximum of 50% and 100% (Fig. 2) . Similar perturbations are made to the non-dimensional shear and stratification profiles for momentum (Exp. 11-12; φ m,unst ), and temperature and salinity (Exp 13-14; φ s,unst ). The non-local transport term C * , which has to do with convective instabilities, is perturbed by 50% (Exp. 15 and 16; Mailhot and Benoit, 1982) . In the interior, the maximum K u (Exp. 17-18; υ s ) and K s (Exp. 20-21; υ c ) are modified by 50%
higher and lower than the default. Another threshold that is associated with υ s for convection, N there is no sensitivity in the model to parameter perturbations, then it is an indication that the parameter is not as important for setting mixing in the upper ocean, at least in the fashion it is being incorporated into the test statistic. In that case, attempting to use a model and data to constrain ocean mixing parameters would be a futile exercise.
Blended Wind Experiments
Experiments W1 through W20 are generated with the default KPP parameters, but in each case the wind stress is based on a different blended wind speed product, mentioned in Section 2.1. The admixture fractions are constrained so that they add up to 1 and are all between 0 and 1. They are drawn randomly from a Dirichlet distribution. Given limited observations, the wind products represent differences in interpolation methods and models (Kalnay et al., 1996; Gibson et al., 1997; Compo et al., 2011; Atlas et al., 1996) .
Results and Discussion
Is there a way to get around the uncertainty contributed by the wind?
We approach this question by breaking it down into three parts: 1) First we show that the ocean responds differently to parameter and wind pertur- Second, we argue that parameter and wind EOFs that are representative of those anomaly patterns and are defined in space on the sparse TOGA/TAO mooring array locations differ from one another. This provides evidence that projecting model data differences onto the parameter EOFs (as we do in our test statistic) filters for the part of the signal that is sensitive to parameter perturbations. Finally, we demonstrate that the variability in our test statistic value, to which we have applied the parameter EOF filter, is higher for the set of parameter experiments than it is for wind experiments.
Ocean State Sensitivities in Parameter and Wind Experiments
The critical bulk Richardson number and NASA experiments chosen to show anomaly fields of climatological ocean state fields are representative of other similar wind or parameter perturbation experiments, at the same time being end members that show maximum anomalies. In general, the most striking difference between NASA or ECMWF and NCEP reanalyses is that NASA and ECMWF have stronger trade wind across the domain (a relationship that is robust over time). Increasing Ri c directly increases the intensity of turbulent mixing almost everywhere and at most times.
The overall effect of increasing Ri c will be to increase the boundary layer depth h and the eddy diffusivity/viscosity above h by proportionality, resulting in deeper mixed layers. The main effect of increasing the winds is to increase momentum imparted to the ocean as well as the intensity of turbulent mixing. To understand how the Equatorial undercurrent is affected when the trade winds are increased, it will be necessary to consider the corresponding heat flux anomalies relative to the default in our ocean only model as well.
When the critical bulk Richardson number is increased, the associated deeper mixed layers cause a reduction in speed of the the wind-forced Ekman currents to the north and south of the Equator ( Fig. 3f ; because turbulent mixing is more vigorous, and the imparted momentum is distributed over a thicker layer of water). The fact that the anomaly field does not integrate to zero with depth is an artifact of the restorative surface heat and wind stress fluxes. The weaker Ekman currents drive a weakened divergence at the Equator, which in turn reduces the vertical velocity and the upwelling of the thermocline there.
The combination of enhanced mixing and reduced Ekman upwelling at the Equator results in increased temperatures at the surface and in the thermocline in the eastern part of the basin. In the west, the mixed layer cools and the thermocline warms, but by smaller amplitudes than in the east, because upwelling is weaker in the west and mixed layers are deeper ( Fig. 3b; so that any turbulent mixing induced changes in temperature are averaged over a thicker layer of water and hence are smaller).
Because the equatorial current (EC) and equatorial undercurrent (EUC) flow in opposite directions, intensifying the mixing of eastward momentum across the sheared boundary between them will act to decrease both simultaneously (Fig. 3d) . The maximum effect is in the central part of the basin, where surface wind stress forcing and convection are largest.
When NASA and ECMWF reanalysis winds are blended into NCEP, the increased wind stress forces larger Ekman currents and a larger Ekman divergence at the Equator across the basin (Fig. 3e) . On average, the increase in upwelling is slightly larger in the eastern than in the western part of the domain. The mixed layer cools across the basin from a combination of enhanced upwelling and turbulence (Fig. 3a) The effect of increased upwelling on the temperature field is strongest in the east, where it is more important than that of vertical mixing. In the west, the thermocline warms and the mixed layer cools, indicating that the effect of mixing is more important than that of upwelling there.
The anomaly pattern is slightly more complicated for east velocity than it is for north velocity and temperature, but a key feature is that the maximum anomaly is in the western part of the domain (Fig. 3c) . Overall, this results because of the character of the anomalies between NASA and NCEP wind stress and the corresponding heat flux forcing varies as a function of longitude along the Equator. As shown at four locations along the Equator in Table   4 the largest mean fractional change in the Equatorial wind stress (2005) (2006) (2007) relative to the default value is in the west, and decreases steadily to the east, whereas the largest mean fractional change in heat flux loss to the atmosphere is largest in the east, and decreases steadily to the west. This can be reasoned out by considering the temperature anomaly pattern and the dependence of the bulk formulae in our ocean only model on temperature.
The large decrease in temperature in the east causes a large decrease in latent, sensible, and longwave heat fluxes to the atmosphere, despite the larger winds there (which have the opposite effect on the latent and sensible heat fluxes to the atmosphere). In the east, the large reduction in heat flux loss to the atmosphere reduces the amount of convective mixing in the KPP, which partially compensates the effect of the modest increase in wind stress.
Overall, the EUC is increased. In the western part of the domain, the heat fluxes are not changed much,but the wind stress changes are large, so the effect of the winds on the east velocity are not compensated by a reduction in convective mixing, and the changes in the EC/EUC are largest there.
Parameter and Wind EOFs are different
In Fig. 3 we show difference fields for specific experiments, but we have 40 model evaluations to work with, and we have calculated a set of EOFs that represent the spatial anomaly patterns for the ensemble of 20 parameter experiments and that of 20 wind experiments, following the same procedure.
The anomaly patterns shown in Fig. 3 will be similar to the EOFs if they are robust for all experiments within the ensemble and if the EOFs, which exist on the array of TOGA/TAO sensor locations that is sparse in space, adequately represent the distinguishing features of those anomaly patterns.
The geometrical projection of a parameter EOF onto a wind EOF is a measure of how similar the patterns contained in the EOFS are, with values of 0 indicating they are orthogonal to one another and a value of 1 that they are parallel. We calculated the projection all possible pairs of parameter and wind EOFs. The mean and maximum projection values are presented in Table 5 . In response to our first question, one may significantly reduce the effects of wind uncertainties in a test statistic by using an ID method to filter observations according to structures that matter most to parameters.
How important is it that we synthesize all available data?
The importance of synthesizing all available data will depend on the question one is asking. 
