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ABSTRACT 
 Tracking moving objects in video can be carried out by correlating a template containing object pixels with 
pixels of the current frame. This approach may produce erroneous results under noise. We determine a set of significant 
pixels on the object by analyzing the wavelet transform of the template and correlate only these pixels with the current 
frame to determine the next position of the object. These significant pixels are easily trackable features of the image and 
increase the performance of the tracker. 




Tracking moving objects in video is required in a wide range of applications including forward looking infrared 
(FLlR) imaging systems as well as other video surveillance systems [1], [2]. In correlation tracking usually a reference 
image of the object is first estimated from previous frames of video. Then, the reference image template is correlated 
with offsets within a search window in the current image. The search window is a larger region than the template. The 
indices maximizing the correlation function determines the shift in the position of the moving target. A similar approach 
is based on minimization of  a cost function g(k1,k2) is first obtained for all (k1,k2) in the search window as follows 
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where xr is the reference template image, xi is the current image, Rt is the set of pixels forming the object template, L is 
the number of pixels in Rt  and  d(.)  is the distance measure. The cost function d(.) can be d(.) = ( . )²  for squared error 
distance or d = | . | for an absolute difference based tracking. By minimizing the g(k1,k2)  the motion vector of the object 
is estimated with the usual assumptions that the object only goes through a translation and there is no significant change 
in lighting conditions between two consecutive frames.  
This approach may produce erroneous results under noise. For example, if there are pixels with the same value 
forming a flat region on the object then the contribution of some of these pixels to the right hand side (RHS) of (1) may 
be zero in cases where object positions overlap in two consecutive frames in spite of the motion. If such pixels are 
corrupted by noise, they appear to be moving in all directions in a random manner and this may lead to incorrect results. 
Therefore it may be important to compute the RHS of (1) in a subset Rs ∈ Rt formed by reliable pixels. We call the set 
Rs as the set of significant pixels which are determined in wavelet domain. We classify object pixels corresponding to 
wavelet coefficients exceeding a threshold as significant pixels and include them in Rs. Other object pixels whose 
wavelet coefficients are below the threshold are classified as insignificant and they are not used in computing the RHS of 
(1). 
In general large valued wavelet coefficients corresponds high frequency components of the image[3,4,5]. 
Therefore, the set Rs includes the edges and the texture information of the object. Edges and the texture of the object 
produce relatively large wavelet coefficients compared to smooth regions as well. Due to this reason,  the proposed 
tracker is also more robust than edge and corner trackers which only track the changes in the position of the edges and 
corners of the object. 
 
2. ESTIMATION OF SIGNIFICANT PIXELS FOR TRACKING 





g(k1,k2) =        
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reference template image and define the wavelet coefficients exceeding the threshold as significant wavelet coefficients. 
Let xw(l1, l2) be a wavelet coefficient in a subband of xr. In order to determine the set Rs containing significant pixels 





where Th  is a threshold. In general, the threshold can be selected as Th  = cσv   where c is an appropriate constant greater 
than one, and σv   is the variance of  wavelet coefficients of the particular subband. After we determine each wavelet 
coefficients xwr(l1, l2)  exceeding its threshold we estimate the location of actual image pixels producing them. The 
significant pixel must ensure that  all wavelet coefficients for that pixel ( Low/High, High/Low, High/High) are greater 
than their own threshold. These image pixels form the set Rs. 
 Let us assume that a single stage wavelet analysis (or subband decomposition) is carried out. As a result four 
quarter size subimages are obtained: xll ,  xlh , xhl and xhh  . The last three subimages are the wavelet subimages             
wxr = {  xlh , xhl , xhh  }. If the Haar wavelet decomposition is used then each wavelet coefficient is produced by a two by 
two region in the original image. For example,  |xlh (l1, l2)| > Th corresponds to a two by two region in the original image: 
xr(n1,n2) , n1 = 2l1 ,  2l1-1 , n2 = 2l2 , 2l2-1. In other wavelets the number of pixels forming a wavelet coefficient is larger 
than four but most of the contribution comes from the immediate neighborhood of  (n1,n2) = (2l1,2l2).  Therefore, in 
other wavelets one can classify xr(n1,n2) , n1 = 2l1 -1 , 2l1,  2l1+1 , n2 = 2l2-1 , 2l2 , 2l2+1 as significant pixels and 
include them in the set Rs. 
In summary, we compute the WT of the reference image and determine three wavelet coefficients exceeding the 
threshold. Then, we form the set Rs by determining the pixels corresponding to these significant wavelet coefficients. 
We compute Equation (1) over the set Rs and find the minimizer of (1) where d(.) is the absolute value function as the 
motion vector, (l1, l 2).  This is achieved by the well known Kanade-Lucas Tracker (KLT) as implemented in [6].  We 
compared our wavelet domain detector with the well known Harris corner detector. The wavelet domain detector is 
 
 
xwr(l1, l2)   =  
xw(l1, l2) ,     if  | xw(l1, l2)| > Th   
 
 
0             ,     if  | xw(l1, l2)| < Th 
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implemented  as a single stage wavelet decomposition  using 7-tap Lagrange wavelets. 
 
3. EXPERIMENTAL STUDIES  
3.1. Images taken with the synthetic video camera 
We generated a synthetic object as a 30x30 square region with mean intensity 0.8. Its texture is created by 
adding  i.i.d. on Gaussian noise samples with mean zero and variance 0.8. The background pixels have mean 0.2 and size 
100x100. The object is located at the center of the background pixels and on the next frame it is moved by 1 pixel to the 
right horizontally and one pixel to the bottom vertically. In both frames the synthetic  image is corrupted by a Gaussian 
noise with mean zero and variance 0.01. The pixel values  which have an intensity below zero and above one are 
saturated to zero and one respectively. 
Figure 1 depicts the result of Wavelet Domain Feature Detector. It is observed that all of the 45 features are on 
the object itself and most of them are tracked correctly. The results of the Harris detector is presented in  Figure 2. we 
also detected 45 features on this image. This corresponds to a threshold value of  67.  As seen in Figure 2a most of the 
features are detected on the background rather than the target and they are almost always tracked erroneously. 
We decreased the number of detected features for both detectors by eliminating the features that are in a 15x15 
neighborhood of the strongest features. Similar tracking results are obtained for both cases. 
3.2. Images taken with the real video camera 
We worked on real video sequences as well. The results of the highway video sequences are presented. We 
implemented our study on five consecutive frames of  highway video sequence using both the wavelet domain feature 
detector  and Harris corner detector. The standard deviation of the wavelet coefficients in a subband is estimated from 
the data and the threshold value for each subband is selected as 2.5σ to determine statistically significant pixels for the 
wavelet domain feature detector. The minimum eigenvalue for the Harris detector is selected as 0.25 times the maximum 
of the minimum eigenvalues of the features detected in the whole image. The feature window size for the both detectors 
is 15x15. 
Figure 3 shows that both feature detectors detect many significant features on the main moving object (Van). 
All of these significant pixels are trackable. 
We corrupted the highway video frames with the additive white Gaussian noise with mean zero and variance 
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0.01. The wavelet domain detector can still detect the van with many pixels.  Many features are still located on the van in 
the presence of noise. The few pixels that are not located on the van are tracked correctly with zero motion vector 
(Figure 4a). The Harris detector, on the other hand, also selects many features on the van in the noiseless case but most 
features are selected on the background in the presence of noise as seen in Figure 4b. Although  it tracks the van 
correctly, most of the features are picked on the background in noise. 
 
4. CONCLUSION 
 In this paper a new method for determining trackable features is described. The method is based on using 
high/low, low/high and high/high wavelet coefficients to determine features to be tracked. Its performance is compared 
with the well known Harris detector. The wavelet domain feature detector is more likely to select feature points on the 
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                                               Figure 1 (a)                                                                                          Figure 1 (b) 
 
 
                                               Figure 1 (c)                                                                                        Figure 1 (d) 
 
 
Figure 1    The results of wavelet domain feature detector 
 a) Detected features on the image    b) Detected features on the object 
 c) Needle diagram of tracked features on the image  d) Needle diagram of the features on the object 
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                                             Figure 2 (a)                                                                                               Figure 2 (b) 
 
 
                                            Figure 2 (c)                                                                                              Figure 2 (d) 
 
 
Figure 2    The results of Harris detector 
 a) Detected features on the image    b) Detected features on the object 
 c) Needle diagram of tracked features on the image  d) Needle diagram of the features on the object 
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Figure 3 (a) 
 
Figure 3 (b) 
 
Figure 3   The feature detection on a real image (Noiseless Case) 
 
a) The features obtained by wavelet domain detector  
b) The features obtained by Harris Detector 
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Figure 4 (a) 
 
Figure 4 (b) 
 
Figure 4   The feature detection on a real image (Noisy Case ; zero mean and 0.01 variance) 
 
a)   The features obtained by wavelet domain detector  
b) The features obtained by Harris Detector 
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