Abstract. Let f be a Paley-Wiener function in the space L 2 (X), where X is a symmetric space of noncompact type. It is shown that by using the values of f on a sufficiently dense and separated set of points of X one can give an exact formula for the Helgason-Fourier transform of f . In order to find a discrete approximation to the Helgason-Fourier transform of a function from a Besov space on X we develop an approximation theory by Paley-Wiener functions in L 2 (X).
Introduction and main results
Let f be a smooth function in the space L 2 (X, dx), where X is a symmetric space of noncompact type and dx is an invariant measure. The notation f will be used for the Helgason-Fourier transform of f . The Helgason-Fourier transform f can be treated as a function on R n × B where B is a certain compact homogeneous manifold and n is the rank of X. Moreover, f belongs to the space
where c(λ) is the Harish-Chandra's function, dλ is the Euclidean measure and db is the normalized invariant measure on B, R = R n × B, dµ = |c(λ)| −2 dλdb. The notation Π ω ⊂ R n × B will be used for the set of all points (λ, b) ∈ R n × B, λ ∈ R n , b ∈ B, for which λ, λ < ω, where ·, · is the Killing form. The Paley-Wiener space P W ω (X), ω > 0, is defined as the set of all functions in L 2 (X) whose Helgason-Fourier transform has support in Π ω and belongs to the space Λ ω = L 2 Π ω ; |c(λ)| −2 dλdb .
It is shown that if f ∈ P W ω (X) is known only on a sufficiently dense and separated set of points of X then there exists an exact formula for reconstruction the Helgason-Fourier transform f . In order to extend this result and to find a discrete approximation to the Helgason-Fourier transform of a function from a Besov space on X we develop an approximation theory by Paley-Wiener functions in L 2 (X).
In the Section 2 we list some basic facts about harmonic Analysis on symmetric spaces of noncompact type (see [H1] - [H3] ). One of the main results of the Section 3 is Corollary 3.1 which says that for a fixed ω > 0 and a sufficiently dense and separated set of points Z ω = {x j }, x j ∈ X, there exists a set of functions {Θ xj }, Θ xj ∈ P W ω (X), such that for any f ∈ P W ω (X) the following exact formula holds
This formula implies a quadrature rule which gives that for any compact measurable set U ⊂ X (1.2)
for all f ∈ P W ω (X). Here the weights w j are given by the formulas
In order to extend these results to non-Paley-Wiener functions we consider the following scheme. For a function f ∈ L 2 (X) we consider its orthogonal projection on the space P W ω (X) which is the function (1.3)
where χ ω is the characteristic function of the set Π ω and H −1 is the inverse Helgason-Fourier transform. It is clear that for a general function f ∈ L 2 (X) the sum
gives just an approximation to the Helgason-Fourier f of f and a natural problem is to measure a degree of such approximation. If Z ω = {x j }, x j ∈ X, is a set of points for which the formula (1.1) holds then by using the Plancherel Theorem and the formula f ω = χ ω f we obtain the following inequality
This inequality shows that the error of approximation of f for a general function f ∈ L 2 (X) by a sum xj ∈Zω f ω (x j ) Θ xj is controlled by the best approximation
The corresponding approximation theory is developed in Sections 4 and 5. The main result of the Section 5 is Theorem 5.1 which describes a rate of approximation of f ∈ L 2 (X) by Paley-Wiener functions in terms of Besov spaces B α 2,q (X), 1 ≤ q ≤ ∞, α > 0. The Besov spaces are described in terms of the one-parameter group generated by the positive square root √ −∆, where ∆ is the Laplace-Beltrami operator of an invariant metric on X. We formulate here two particular cases of our main Theorem 5.2. Theorem 1.1. There exists a constant C 0 (X) and for every ω > 0 there exist a separated set of points Z ω = {x j } and a set of functions Θ xj , Θ xj ∈ P W ω (X), as in (1.1), such that for any f in the Sobolev space H α (X), α > 0, the following holds
where Φ(f, Z ω ) is defined in (1). Moreover, if the following relation holds for an 0 ≤ α ≤ r, r ∈ N,
where e is √ −∆ is the group generated by a positive square root from the operator −∆, then
The results of the Section 5 are obtained as consequences of an abstract Direct Approximation Theorem 4.4 which is proved in the Section 4. The Theorem 4.4 is an extension of the classical results by Peetre and Sparr [PS] about interpolation and approximation spaces in abelian quasi-normed groups. The reason we use the language of quasi-normed linear spaces is not because we want to achieve a bigger generality but because this langauge allows to treat simultaneously interpolation and approximation spaces [BL] , [PS] . To be more specific: the two main Theorems of this theory one of which gives a connection between interpolation and approximation spaces and another one which is known as the Power Theorem can be formulated only on the language of quasi-normed linear spaces and not on the langauge of normed linear spaces.
Harmonic Analysis on symmetric spaces
A Riemannian symmetric space of the noncompact type is a Riemannian manifold X of the form X = G/K where G is a connected semisimple Lie group with finite center and K is a maximal compact subgroup of G. The Lie algebras of the groups G and K will be denoted respectively as g and k. The group G acts on X by left translations. If e is the identity in G then the base point eK is denoted by 0. Every such G admits Iwasawa decomposition G = N AK, where the nilpotent Lie group N and the abelian group A have Lie algebras n and a respectively. The dimension of a is known as the rank of X. The letter M is usually used to denote the centralizer of A in K and the letter B is commonly used for the homogeneous space K/M . Let a * be the real dual of a and W be the Weyl's group. We denote by Σ will be the set of restricted roots, and Σ + will be the set of all positive roots. The notation a + has the following meaning
and is known as positive Weyl's chamber. Let ρ ∈ a * is defined in a way that 2ρ is the sum of all positive restricted roots. The Killing form <, > on a defines a metric on a. By duality it defines a scalar product on a * . We denote by a * + the set of λ ∈ a * , whose dual belongs to a + . According to Iwasawa decomposition for every g ∈ G there exists a unique A(g) ∈ a such that
where exp : a → A is the exponential map of the Lie algebra a to Lie group A. On the direct product X × B we introduce function with values in a using the formula
For every f ∈ C ∞ 0 (X) the Helgason-Fourier transform is defined by the formulâ
where λ ∈ a * , b ∈ B = K/M, and dx is a G-invariant measure on X. This integral can also be expressed as an integral over the group G.
The invariant measure on X can be normalized so that the following inversion formula holds for f ∈ C ∞ 0 (X)
where w is the order of the Weyl's group and c(λ) is the Harish-Chandra's function, dλ is the Euclidean measure on a * and db is the normalized K-invariant measure on B. This transform can be extended to an isomorphism between the spaces L 2 (X, dx) and L 2 (a * + × B, |c(λ)| −2 dλdb) and the Plancherel formula holds true
An analog of the Paley-Wiener Theorem is known which says in particular that a Helgason-Fourier transform of a compactly supported distribution is a function which is analytic in λ.
Denote by T x (X) the tangent space of X at a point x ∈ X and let exp x : T x (X) → X be the exponential geodesic map i. e. exp x (u) = γ(1), u ∈ T x (X) where γ(t) is the geodesic starting at x with the initial vector u :
In what follows we assume that local coordinates are defined by exp.
By using a uniformly bounded partition of unity {ϕ ν } subordinate to a cover of X of finite multiplicity
where B(x ν , r) is a metric ball at x ν ∈ X of radius r we introduce Sobolev space H σ (X), σ > 0, as the completion of C ∞ 0 (X) with respect to the norm
The usual embedding Theorems for the spaces H σ (X) hold true. The Killing form on G induces an inner product on tangent spaces of X. Using this inner product it is possible to construct G-invariant Riemannian structure on X. The Laplace-Beltrami operator of this Riemannian structure is denoted as ∆.
It is known that the following formula holds
is the Killing form. It is also known that the operator (−∆) is a self-adjoint positive definite operator in the corresponding space L 2 (X, dx), where dx is the G-invariant measure. The regularity Theorem for the Laplace-Beltrami operator ∆ states that domains of the powers (−∆) σ/2 coincide with the Sobolev spaces H σ (X) and the norm (2.3) is equivalent to the graph norm f + (−∆) σ/2 f (see [T3] , Sec. 7.4.5.) Moreover, since the operator ∆ is invertible in L 2 (X) the Sobolev norm is also equivalent to the norm (−∆) σ/2 f .
Paley-Wiener functions and their Discrete Helgason-Fourier transform
Definition 3.1. We will say that f ∈ L 2 (X, dx) belongs to the class P W ω (X) if its Helgason-Fourier transform has compact support in the sense thatf (λ, b) = 0 a. e. for λ > ω. Such functions will be also called ω-band limited.
Using the spectral resolution of identity P λ we define the unitary group of operators by the formula
Let us introduce the operator
Since e it∆ f = f and
the series in (3.1) is convergent and it shows that R σ ∆ is a bounded operator in L 2 (X) with the norm σ:
The next theorem contains generalizations of several results from the classical harmonic analysis (in particular the Paley-Wiener theorem) and it follows essentially from our more general results in [P1] , [P2] , [P3] (see also [A] , [Pa] ). Theorem 3.2. Let f ∈ L 2 (X). Then the following statements are equivalent:
(
, and for all s ∈ R + the following Bernstein inequality holds:
and the following Riesz interpolation formula holds
(4) For every g ∈ L 2 (X) the function t → e it∆ f, g , t ∈ R 1 , is bounded on the real line and has an extension to the complex plane as an entire function of the exponential type ω 2 + ρ 2 ; (5) The abstract-valued function t → e it∆ f is bounded on the real line and has an extension to the complex plane as an entire function of the exponential type ω 2 + ρ 2 ; (6) The solution u(t), t ∈ R 1 , of the Cauchy problem
has a holomorphic extension u(z) to the complex plane C satisfying
Now we give new characterizations of the space P W ω (X). We will need the following Lemma which was proved in [P1] .
Lemma 3.3. If for some f ∈ H ∞ (X) and a certain σ > 0 the upper bound
is finite, then C(f, σ) ≤ f and the following inequality holds
For a vector f ∈ P W ω (X) the notation ω f will be used for a smallest positive number such that Π ω f contains the support of the Helgason-Fourier transform f . The following Theorem gives a new characterization of the Paley-Wiener spaces.
Theorem 3.4. A vector f ∈ L 2 (X) belongs to the space P W ω f (X), 0 < ω f < ∞, if and only if f belongs to the set H ∞ (X), the limit
exists and
Proof. If f ∈ P W ω f (X) then f is obviously in H ∞ (X) and for f we have
Now, assume that
which means that there exists a sequence k j → ∞ for which
Note that the following inequality holds
Indeed, for any h ∈ L 2 (X) the Kolmogorov-Stein inequality gives
.
Applying the Schwartz inequality we obtain
By choosing h such that | ∆ m f, h | = ∆ m f and h = 1 we obtain (3.11). The assumption (3.10) and the inequality (3.11) imply that the quantity (3.12) sup
is finite and the previous Lemma 3.3 gives the inequality
According to the Theorem 3.2 the last inequality shows that f ∈ P W σ (X). Since σ < ω f this contradicts to the definition of ω f . Conversely, assume that the following holds (3.13) lim
for a certain σ > 0. It would imply (3.14) sup
for some C(f, σ) > 0 and by Lemma 3.3 one would have
It shows that f ∈ P W σ (X) and there exists an ω f ≤ σ. But as it was just shown, this fact implies (3.7) which together with (3.13) gives ω f = σ. The Theorem is proved.
The above Lemma and the proof of the Theorem imply two other characterizations of the Paley-Wiener spaces.
Corollary 3.5. The following holds true:
(1) a functionf ∈ L 2 (X) belongs to P W ω (X) if and only if f ∈ H ∞ (X) and the upper bound
In this case ω = ω f .
In [P1] the following Lemma was proved.
Lemma 3.6. There exists a natural number N = N (X) ∈ N such that for any sufficiently small r > 0 there exists a set of points {x j } from X with the following properties:
(1) the balls B(x j , r/4) are disjoint, (2) the balls B(x j , r/2) form a cover of X, (3) the multiplicity of the cover by balls B(x j , r) is not greater N.
We will use notation Z = Z(r, N ) for any set of points {x j } ∈ X which satisfies the properties (1)-(3) from the last Lemma and we will call such set a metric (r, N )-lattice of X.
If δ xj is a Dirac distribution at a point x j ∈ X then according to the inversion formula for the Helgason-Fourier transform we have
It implies that if f ∈ L 2 (X) then the action onf (λ, b) of the Helgason-Fourier transform δ xj of δ xj is given by the formula
We introduce the notation k ω xj for a function which is a restriction of the smooth function δ xj to the set Π ω :
where χ ω is the characteristic function of the set Π ω .
Theorem 3.7. There exists a constant c(X) such that for any given ω > 0, for every (r, N )-lattice Z ω = Z(r, N ) with r = c(X)(ω 2 + ρ 2 ) −1/2 , the set of functions {k ω xj }, x j ∈ Z ω , is a frame in the space
and there exists a frame {Θ xj } in the space P W ω (X) such that every ω-band limited function f ∈ P W ω (X) can be reconstructed from a set of samples f (x j ) = δ xj , f by using the formula
Proof. It was shown in [P1] that for any k > d/2 there exist constants C 1 (X) > 0, C 2 (X) > 0, r 0 (X) > 0, such that for any for any k > d/2, any 0 < r < r 0 (X) and any (r, N )-lattice Z = Z(r, N ) the following inequality holds true
Along with the Bernstein inequality (3.4) it implies that there exist positive constants c(X), c 1 (X), c 2 (X), such that for every ω > 0, every lattice Z ω = Z(r, N ) with r = c(X)(ω 2 + ρ 2 ) −1/2 and every f ∈ P W ω (X) the following inequalities hold true
An application of the Plancherel formula gives that there are constants A 1 (X) > 0, A 2 (X) > 0, such that for any f ∈ P W ω (X)
where ·, · is the scalar product in the space
Since k ω xj = δ xj | Πω ∈ Λ ω and since for f ∈ P W ω (X)
Λω , the inequalities (3.22) show that the set of functions {k ω xj }, x j ∈ Z ω , is a frame in the space Λ ω .
It is known [DS] that to construct a dual frame one has to consider the so called frame operator
One can show that the frame operator F is invertible and the formula (3.23)
gives a dual frame Λ ω . A reconstruction formula of a function f can be written in terms of the dual frame as
where inner product is taken in the space Λ ω . Functions Θ xj belong to the space Λ ω = L 2 Π ω ; |c(λ)| −2 dλdb . By extending them by zero outside of the set Π ω we can treat them as functions in L 2 = L 2 (a * + × B, |c(λ)| −2 dλdb) and then by taking the inverse Helgason-Fourier transform H −1 of both sides of the formula (3.24) we obtain the formula (3.19) of our Theorem because for f ∈ P W ω (X) the Plancherel Theorem gives
In the classical case when X = R is the one-dimensional Euclidean space we have
In this situation the Theorem means that the complex exponentials e ixjλ , x j ∈ Z(r, N ) form a frame in the space L 2 ([−ω, ω]). Note that in the case of a uniform point-wise sampling in the space L 2 (R) this result gives the classical sampling formula
, Ω = π/ω, γ < 1, with a certain oversampling. The formula (3.24) can be treated as a Discrete Helgason-Fourier transform in the following sense.
Corollary 3.8. There exists a constant c(X) such that for any given ω > 0, for every (r, N )-lattice Z ω = Z(r, N ) with
The formula (3.19) can be used to obtain the following quadrature rule for functions from P W ω (X), ω > 0.
Corollary 3.9. There exists a constant c(X) such that for any given ω > 0, for every (r, N )-lattice Z ω = Z(r, N ) with
and for every compact U ⊂ X there exist a set of numbers {w j } such that
for all f ∈ P W ω (X). The weights w xj are given by the formulas
where Θ xj are the functions from (3.19).
As another consequence we obtain the following quadrature formula on the Fourier transform-side.
Corollary 3.10. For any measurable set V ⊂ Π ω there exist weights
A Direct Approximation Theorem for quasi-normed linear spaces
The goal of the section is to establish certain connections between interpolation spaces and approximation spaces which will be used later to develop an approximation theory on a symmetric space X. The general theory of interpolation spaces can be found in [BL] , [PS] , [KPS] , [T3] . The notion of approximation spaces and their relations to interpolations spaces can be found in [BL] , Ch. 3 and 7, and in [PS] . As it was explained in the Introduction we use the language of quasi-normed linear spaces not because we want to achieve a bigger generality but because this langauge allows to treat simultaneously interpolation and approximation spaces. Let E be a linear space. A quasi-norm · E on E is a real-valued function on E such that for any f, f 1 , f 2 ∈ E the following holds true
We say that two quasi-normed linear spaces E and F form a pair, if they are linear subspaces of a linear space A and the conditions f k − g E → 0, and
For a such pair E, F one can construct a new quasi-normed linear space E F with quasi-norm
and another one E + F with the quasi-norm
One says that an intermediate quasi-normed linear space H interpolates between E and F if every bounded homomorphism T : E + F → E + F which is a bounded homomorphism of E into E and a bounded homomorphism of F into F is also a bounded homomorphism of H into H. On E + F one considers the so-called Peetere's K-functional
The quasi-normed linear space (E, F )
with the quasi-norm (4.2) interpolates between E and F . The following Reiteration Theorem is one of the main results of the theory (see [BL] , [PS] , [KPS] , [T3] ). 
If for the same pair E, F and the same E 0 , E 1 one has
It is important to note that in all cases which will be considered in the present article the space F will be continuously embedded as a subspace into E. In this case (4.1) can be introduced by the formula
which implies the inequality
This inequality can be used to show that the norm (4.2) is equivalent to the norm
for any positive ε.
Let us introduce another functional on E + F , where E and F form a pair of quasi-normed linear spaces
Definition 4.2. The approximation space E α,q (E, F ), 0 < α < ∞, 0 < q ≤ ∞ is a quasi-normed linear spaces of all f ∈ E + F with the following quasi-norm
For a general quasi-normed linear spaces E the notation (E) ρ is used for a quasi-normed linear spaces whose quasi-norm is · ρ . The following Theorem describes relations between interpolation and approximation spaces (see [BL] , Ch. 7).
Theorem 4.3. If θ = 1/(α + 1) and r = θq, then
The following important result is known as the Power Theorem (see [BL] , Ch. 7).
Theorem 4.4. Suppose that the following relations satisfied: ν = ηρ 1 /ρ, ρ = (1 − η)ρ 0 + ηρ 1 , and q = ρr for ρ 0 > 0, ρ 1 > 0. Then, if 0 < η < 1, 0 < r ≤ ∞, the following equality holds true
The Theorem we prove next represents a very general version of a Jackson-type Theorem (see [KP] , [P4] , [P5] ). Such type results are known as Direct Approximation Theorems.
Theorem 4.5. Suppose that P ⊂ F ⊂ E are quasi-normed linear spaces and E and F are complete. Suppose that there exist C > 0 and β > 0 such that for any f ∈ F the following Jackson-type inequality verified
then the following embedding holds true
Proof. It is known ( [BL] , Ch.7) that for any s > 0, for
the following inequality holds (4.9)
inf E(f, τ, E, P).
Since (4.10)
the Jackson-type inequality (4.6) and the inequality (4.9) imply (4.11)
The equality (4.8), and inequality (4.10) imply the estimate (4.12)
which along with the previous inequality gives the estimate
which in turn imply the inequality
At the same time one has (4.14)
K(f, s, P, E) = inf f =f0+f1,f0∈P,f1∈E
for every f in E. The inequality (4.13) means that the quasi-normed linear space (F ) 1 1+β belongs to the class K( 1 1+β , P, E) and (4.14) means that the quasi-normed linear space E belongs to the class K(1, P, E). This fact allows to use the Reiteration Theorem to obtain the embedding (4.15) (F )
for every 0 < θ < 1, 1 < q < ∞. But the space on the left is the space
, which is according to the Power Theorem is the space
All these results along with the equivalence of interpolation and approximation spaces give the embedding
which proves the Theorem.
Approximation by Paley-Wiener functions on noncompact symmetric spaces
The Helgason-Fourier transform can be treated as a unitary operator from the space
. Define the support of f (λ, ·) as the complement of the maximal open set U ⊂ a * such that f (λ, ·) = 0 for almost all λ ∈ U.
Consider the space P W (X) = t>0 P W t (X), which is a quasi-normed linear space with respect to the quasi-norm (5.1) f P W (X) = sup λ 2 = λ, λ : λ ∈ suppf(λ, ·) , where ·, · is the Killing form on a * .
Let χ t be the characteristic function of the set Π t . According to the Plancherel Theorem E(f, t, P W (X), L 2 (X)) = inf g∈P Wt(X) f − g L2(X) = (5.8) inf
g∈P Wt(X) f −ĝ L2(a * ×B,dµ) ,
where dµ = |c(λ)| −2 dλdb. But it is obvious that the inf in the last formula is achieved exactly whenĝ = χ tf . Since the Sobolev space H r (X) is the domain of (−∆) r/2 we obtain the following inequalities for every f ∈ H r (X)
that shows that the Jackson-type inequality (4.6) is satisfied and β = r. Thus, by Theorem 4.4 and (5.2) we obtain (5.5) and the claim follows.
As a consequence of this result in the case q = ∞ we obtain the following Corollary. , ω > 0, where Z ω = Z(r, N ) is any lattice with r = c(X)(ω 2 + ρ 2 ) −1/2 and Θ xj is the corresponding frame in the space Λ ω = L 2 Π ω ; |c(λ)| −2 dλdb . The following Theorem is a consequence of (1), (1.5), and Theorem 5.1.
Theorem 5.3. There exists a constant C 0 (X) and for any ω > 0 there exists a sequence of (r, N )-lattices Z ω = Z(r, N ) with r = c(X)(ω 2 + ρ 2 ) −1/2 such that for any f ∈ B α 2,q (X), 0 < α < ∞, 1 ≤ q ≤ ∞ the following inequality holds (5.13)
where functional Φ(f ; Z ω ) is defined in (5.12).
Since the Sobolev space H s (X) is the domain of the self-adjoint operator (−∆) s/2 in the Hilbert space L 2 (X) the general theory of interpolation spaces [KPS] , [T3] , implies the isomorphism B α 2,2 (X) = (L 2 (X), H r (X)) K α/r,2 = H α (X).
Using this fact we obtain the Theorem 1.1 as a consequence of Theorem 5.2 and Corollary 5.1.
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