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Abstract—Recent technological advances in the area of wide-
area measurement systems (WAMS) has enabled the use of a com-
bination of measured signals from remote locations for centralized
control purpose. The transmitted signals can be used for multiple
swing mode damping using a single controller. However, there is
an unavoidable delay involved before these signals are received at
the controller site. To ensure satisfactory performance, this delay
needs to be taken into account in the control design stage. This
paper focuses on damping control design taking into account a de-
layed arrival of feedback signals. A predictor-based control
design strategy is discussed for such time-delayed systems. The
concept is utilized to design a WAMS-based damping controller
for a prototype power system using a static var compensator. The
controller performance is evaluated for a range of operating con-
ditions.
Index Terms—H-infinity control, inter-area oscillations, LMI,
model reduction, remote signals, robustness, Smith predictor,
swing mode.
I. INTRODUCTION
I N A PRACTICAL power system, the number of dominantinter-area modes is often larger than the number of con-
trollable devices available to control them. Research attention,
therefore, has been focused on designing new control structures
to improve the damping of multiple swing modes. The primary
idea behind the control design is to employ a combination of
remote stabilizing signals with diverse modal contents [1].
With rapid advancements in WAMS technology, the transmis-
sion of measured signals to remote control center has become
relatively simpler. This has made the prospect of damping of
inter-area oscillations through remote measurements a realistic
one. From an economic viewpoint, implementation of the cen-
tralized control using remote signals often turns out to be more
cost effective than installing new control devices [1]. The ob-
vious question is how fast are these remote measurements avail-
able to the control site. Employing phasor measurement units
(PMU), it is possible to deliver the signals at a speed of as high
as 30 Hz sampling rate [2], [3]. It is possible to deploy the PMUs
at strategic locations of the grid and obtain a coherent picture of
the entire network in real time [3].
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However, the cost and associated complexities restrict the use
of such sophisticated signal transmission hardware in a large
commercial scale. As a more viable alternative, the existing
communication channels are often used to transmit signals from
remote locations. The major problem is the delay involved be-
tween the instant of measurement and that of the signal being
available to the controller. This delay can typically be in the
range of 0.5–1.0 s, depending on the distance, protocol of trans-
mission and several other factors. As the delay is comparable
to the time periods of some of the critical inter-area modes, it
should be accounted for in the design stage itself to ensure sat-
isfactory control action. Our previous work [4] has illustrated
a -based centralized control design methodology without
considering the delay (0.02–0.05 s) involved in transmitting the
remote signals. In that case, the delay was much less than the
lowest time period of the inter-area modes and therefore we
could ignore it in the design stage.
In this work, the power system is treated as a dead-time
system involving a delay in transmitting the measured signals
from remote locations to the controller site. It is very difficult to
control such time-delayed systems [5]. Smith predictor (SP) [6],
[7] approach, proposed in the early fifties, is the first effective
tool for handling such control problems. controllers are not
likely to guarantee satisfactory control action for time-delayed
systems. The difficulties associated with the design of
controllers for such systems and the potential solution using the
predictor-based approach is discussed in details in Section III.
One of the drawbacks of the classical Smith predictor (CSP)
approach is that it is very difficult to ensure a minimum damping
ratio of the closed loop poles when the open-loop plant has
lightly damped poles (as often encountered in power systems).
A modified Smith predictor (MSP) approach, proposed by Wan-
tanable et al. [8], can be used to overcome the drawbacks of the
CSP. However, the control design using MSP approach might
run into numerical problems for systems with fast stable poles.
To overcome the drawbacks of CSP and MSP, an unified Smith
predictor (USP) approach was proposed very recently by Zhong
[9]. The USP approach effectively combines the advantageous
features of both the CSP and MSP.
Therefore, an USP approach is adopted in this work to for-
mulate the damping control design problem for a power system
having a signal transmission delay of 0.75 s. A controller
is designed by solving the problem using linear matrix inequal-
ities (LMIs) with additional pole-placement constraints. The
methodology is demonstrated by designing a 2-input, 1-output
0885-8950/04$20.00 © 2004 IEEE
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Fig. 1. The 16-machine, 68-bus study system with SVC.
damping controller for a SVC installed in a 16-machine, 68-bus
prototype power system. The performance and robustness of
the designed controller is verified using eigenvalue analysis and
time domain simulations.
II. STUDY SYSTEM
A 16-machine, 68-bus study system, shown in Fig. 1, was
considered for this study. The detailed description of the study
system including network data and dynamic data for the gener-
ators, excitation systems, PSSs can be found in [10] and [11].
An SVC is installed in the middle of the tie-line connecting
NYPS with area #5 to improve the voltage profile of the system.
The topology of the SVC is assumed to have a thyristor con-
trolled reactor (TCR) of 150 MVAr capacity in parallel with a
fixed capacitor (FC) of 200 MVAr. At 1.0 pu voltage, this corre-
sponds to a susceptance range of 1.50 to 2.0 pu, which sets the
limits of the SVC output. The steady-state settings of the FC and
the TCR are 150 MVAr and 33 MVAr, respectively. Under nom-
inal operating condition, the tie-line power flow from NYPS to
NETS is 700 MW.
The small-signal dynamic model of the SVC is shown in
Fig. 2, where is the response time of the thyristor control
circuitry, is the time constant involved with the voltage mea-
surement hardware, and and are the time constants of
the voltage regulator block.
The machine, exciter, network power flow and SVC models
are linearized about the nominal operating condition in order to
obtain the system matrix.
The eigenvalues of the system, displayed in Table I, confirm
the presence of four inter-area modes out of which the first three
are critical necessitating damping control action.
Mode #4 on its own settles in less than 10 s as its frequency
(0.79 Hz) is comparatively higher than the other modes (the
higher the oscillation frequency, the faster is the settling for
a given damping ratio). Since the influence of this mode on
Fig. 2. Small-signal dynamic model of SVC.
TABLE I
INTER-AREA MODES OF THE STUDY SYSTEM
inter-area oscillation does not last beyond 10 s and an overall
system settling time of 10–12 s is acceptable, it is not required
to provide additional damping to this mode. Therefore, it was
decided to provide supplementary damping control action for
the first three critical inter-area modes only.
A modal observability analysis [12] was carried out to
identify the most effective stabilizing signals for each of these
modes. The results of the observability analysis revealed that
is most effective for modes #1 and #3 and for
mode #2, where and indicate the power-flow in the
lines between buses #13–#17 and buses #16–#18, respectively.
Depending on the distance of the measurement site and the
mode of signal transmission, a time-delay typically in the range
of 0.01 s to 1.0 s can be expected in practice. In this paper, a
time-delay of 0.75 s is considered to illustrate the control design
exercise.
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Fig. 3. Control setup for dead-time systems.
Fig. 4. Equivalent representation of dead-time systems.
III. SMITH PREDICTOR FOR DEAD-TIME SYSTEMS:
AN OVERVIEW
In a dead-time system, either the measured output takes cer-
tain time before it affects the control input or the action of the
control input takes certain time before it influences the mea-
sured outputs. Typical dead-time systems consist of input and/or
output delays. The general control setup for a system having an
output delay is shown in Fig. 3, where
(1)
The closed-loop transfer matrix from to is:
. This suggests that an
instantaneous response exists through the path (path 1 in
Fig. 4) without any delay. An equivalent structure is shown in
Fig. 4.
It can be seen that during the period after is ap-
plied, the output is not controllable, since it is only determined
by and with no response coming through the controlled
path (path 2 in Fig. 4). This means that the performance
index is likely to be dominated by a response that can
not be controlled which is not desirable. It is extremely difficult
to design a controller for such systems [5].
A Smith predictor (SP), as mentioned before, is the first effec-
tive tool for tackling such control problems. The primary idea is
to eliminate any uncontrollable response that is likely to govern
the performance index. One possible way of achieving this
is to introduce an uniform delay in both the paths (path 1 and
path 2), as shown in Fig. 6. There are two steps toward achieving
this. First, the delay blocks at points 1 and 2 need to be
shifted to point 3 by introducing a suitable predictor block in
parallel with . Second, a delay block needs to be introduced
in path 1.
Fig. 5. Introduction of SP and delay block.
Fig. 6. Uniform delay in both paths.
Fig. 7. Smith Predictor formulation.
The first step is achieved by introducing a SP block
, as shown by the dotted box in Fig. 5. The
second task of bringing a delay in path 1 is done while forming
the generalized plant prior to control design. Presence of the pre-
dictor block and the delay in path 1 ensures that the responses
(through path 1 and path 2) governing the performance index is
delayed uniformly as shown in Fig. 6.
A predictor-based controller for the dead-time plant
consists of a predictor and a
stabilizing compensator , as shown in Fig. 7. The predictor
is an exponentially stable system such that is rational
i.e. it does not involve any uncontrollable response governing
the performance index.
To overcome the shortcomings of the CSP approach for plants
having poorly damped open-loop poles, the MSP approach was
introduced which enabled the robust control problems of dead-
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time systems to be solved similarly as in the finite dimensional
situations [5]. Let us consider a generalized delay-free plant
given by
(2)
For a delay of , the generalized plant formulation using the
MSP approach would be [5]
(3)
The computation of matrix exponential in (3) suffers
from numerical problems especially for systems having fast
stable eigenvalues. In the worst case, it might well be noncom-
putable. This problem can even arise with reasonably small
amount of delays if some of the stable eigenvalues are very fast.
In , mixed-sensitivity formulation for power system
damping control design, the presence of fast stable eigenvalues
in the augmented plant cannot be ruled out, the possible sources
being the fast sensing circuits , fast damper circuits
, and even the weighting filters. These often lead
to numerical instability while solving the problem using LMIs.
These problems are overcome through the use of the USP [9]
formulation. This is achieved by decomposing the delay free
plant into a critical part and a noncritical part . The
critical part contains the poorly damped poles of the system
whereas, the noncritical part consists of poles with sufficiently
large negative real values. Section IVdescribes the generalized
problem formulation using this approach.
IV. PROBLEM FORMULATION USING UNIFIED
SMITH PREDICTOR
As indicated in Section III, the first step toward formulating
the control problem using the USP approach is to decompose
the delay-free plant into critical and noncritical parts. This is
normally done by applying a suitable linear coordinate trans-
formation on the state-space representation of the plant. In this
work, a suitable transformation matrix was chosen such that
the transformed matrix is in the Jordan canon-
ical form which is free from complex entries. The transforma-
tion matrix was chosen using the “eig” function available in
Matlab [13]. The elements of the transformed matrix were
converted from complex diagonal form to a real diagonal form
using the “cdf2rdf” function in Matlab [13]. The transformed
augmented delay-free plant is given by
(4)
where is critical and is the noncritical part of A. The
augmented plant can be split as , where
(5)
Fig. 8. Unified SP.
and
(6)
The predictor for the critical part is formulated using the MSP
approach by applying a completion operator [5]. On a rational
transfer matrix , the completion
operator is defined as follows:
(7)
Using (7), the predictor for the critical part is given by (8)
(see [5] for details)
(8)
The predictor for the noncritical part is constructed following
the CSP formulation and is given by
(9)
The USP, denoted by , is simply the sum of and , as
shown in Fig. 8.
It is given by
(10)
where . Using (4), (6) and (8), the realiza-




The augmented plant is obtained by connecting the
original dead-time plant and the USP in parallel—see Fig. 7,
where the new set of measured outputs are . The expression
for is given by
(13)
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Fig. 9. Control setup with mixed-sensitivity design formulation.
The generalized plant can be formulated from after
inserting the delay block in between and , as shown
by a dotted box in Fig. 7. The steps for arriving at the final
expression for is detailed in [9] and is not presented here due
to space restrictions. The final form of the generalized plant is
the following:
(14)
Having formulated the generalized plant following the USP
approach, the objective is to design a controller to meet the
desired performance specifications. If ensures the desired
performance for , then controller predictor combination
is guaranteed to achieve the same for the orig-
inal dead-time plant [5].
V. CONTROL DESIGN
The control design problem was formulated using the stan-
dard mixed-sensitivity approach [4], [14] with modifications de-
scribed in the earlier sections. The overall control setup is shown
in Fig. 9, where is the power system model, is
the SVC model, , are the weighting filters, is
the controller to be designed, is the SP, is the disturbance
at the plant output, is the weighted exogenous output, is
the measured output, and is the control input. In the context
of our problem, represents the remote measurements
and and represents the supplementary control input to
the SVC which corresponds to in Fig. 2. The design
objective is the following: find a controller from the set of
internally stabilizing controllers such that
(15)
where is the sensitivity. The solution to
the problem was sought numerically using LMI solver with ad-
ditional pole-placement constraint. Once the generalized plant
is formulated following the steps mentioned in Section IV, the
basic steps for control design are similar to those outlined in
[14] and are summarized below.
1) Reduce the plant size.
Fig. 10. Frequency response of the full and reduced plant.
Fig. 11. Frequency response of the weighting filters.
2) Formulate the generalized plant using the reduced plant
and the mixed-sensitivity weights.
3) Design the controller using the LMI Toolbox with addi-
tional pole-placement constraints.
4) Reduce the designed controller size.
4) Test the reduced controller on the full-order (real) plant
with appropriate delays.
The 134th-order open-loop plant was approximated to a
tenth-order equivalent, as shown in Fig. 10.
The weights were chosen as follows:
(16)
The frequency responses for the weighting filters are shown
in Fig. 11. They are in accordance with the basic requirement
of mixed-sensitivity design, i.e., should be a low-pass
filter for output disturbance rejection and should be a
high-pass filter in order to reduce the control effort and to ensure
robustness against additive uncertainties in the plant model in
the high-frequency range.
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Fig. 12. Frequency response of the full and reduced controller.
Using the reduced plant model and the above mentioned
weights, the generalized problem was formulated according
to (14). The solution was numerically sought using suitably
defined objectives in the argument of the function hinfmix of the
LMI Toolbox in Matlab [13]. The pole-placement constraint was
imposed by using a “conic sector” of inner angle (0.175)
and apex at the origin. The order of the controller obtained from
the LMI solution was equal to the reduced-order augmented
plant order plus the order of the weights. The designed con-
troller was reduced to a tenth-order equivalent using Schur’s
method without affecting the frequency response, as shown in
Fig. 12.
The state-space representation of the 2-input, 1-output con-
troller is given in Appendix I.
The measured signals were fed to the controller through a
washout filter in each channel. This prevents
the damping controller from responding to steady changes in
power flow. It is a standard practice to include the washout cir-
cuit in order to prevent the damping controllers from responding
to very slow variations in the system conditions [15]. A limit
was also imposed on the controller output to comply with the
voltage response specification of the SVC.
VI. PERFORMANCE EVALUATION AND
ROBUSTNESS VALIDATION
An eigenvalue analysis of the closed-loop system was carried
out to examine the performance of the designed controller in
terms of improving the damping ratios of the inter-area modes.
A fourth-order Pade approximation was used to represent the
delay in the frequency domain. The results are summarized in
Table II. It can be seen that the damping ratios of the three
critical inter-area modes, shown in boldface, are improved in
the presence of the controller.
The damping action of the controller was examined under
different power flow levels to validate its robustness. Table III
displays the results when the power flow from NETS to NYPS
varies in the range of 100–900 MW. The damping is found to be
highly satisfactory over this range of power-flow variation.
TABLE II
DAMPING RATIOS AND FREQUENCIES OF THE INTER-AREA MODES
TABLE III
DAMPING RATIOS AND FREQUENCIES OF THE CRITICAL INTER-AREA MODES
AT DIFFERENT LEVELS OF POWER FLOW BETWEEN NETS AND NYPS
TABLE IV
DAMPING RATIOS AND FREQUENCIES OF THE CRITICAL INTER-AREA
MODES FOR DIFFERENT LOAD MODELS
TABLE V
DAMPING RATIOS AND FREQUENCIES OF THE CRITICAL INTER-AREA
MODES FOR DIFFERENT TIE-LINE STRENGTHS
The performance of the controller was further evaluated with
various load models including constant impedance (CI), a mix-
ture of constant current and constant impedance (CC+CI), a
mixture of constant power and constant impedance (CP+CI)
and dynamic load characteristics. The dynamic load (induction
motor type) was considered at bus #41, the remaining being
of CI type. It is evident from the results of Table IV that the
designed controller provides robust damping for different load
characteristics.
Table V demonstrates the performance robustness following
outage of different tie-lines connecting NETS and NYPS.
The damping action is found to be satisfactory following the
outage of each of the tie-lines connecting buses #27–#53, buses
#60–#61, and buses #53–#54.
The damping performance of the designed controller was
therefore found to be robust against widely varying operating
conditions.
VII. SIMULATION RESULTS
A large disturbance was simulated by creating a 3-phase line
to ground fault at bus #53 followed by tripping one of the lines
connecting buses #53 and #54. A time-domain simulation was
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Fig. 13. Dynamic response of the system; controller designed considering
delay.
Fig. 14. Power flow in the tie-line 60–61; controller designed considering
delay.
Fig. 15. Output of the SVC.
Fig. 16. Dynamic response of the system with a delay of 0.5 s.
Fig. 17. Dynamic response of the system with a delay of 1.0 s.
carried out in Simulink for 25 s, employing the trapezoidal
method with a variable step size. The “transport delay” blocks
in Simulink were used to simulate the signal transmission delays
and also to implement the USP. The dynamic response of the
system following this disturbance is shown in Fig. 13 which
exhibits the relative angular separation between the generators
G1 and G15, which are located in separate geographical re-
gions. It is clear that the inter-area oscillation is damped out in
12–15 s, even though the feedback signals arrive at the control
location after a finite time delay of 0.75 s.
The variation in power flow in the tie-line connecting buses
#60–#61 is shown in Fig. 14. It can be seen that the oscillations
in tie-line power flow settle within 12–15 s in the presence of
the designed controller and predictor combination.
The output variation of the SVC is shown in Fig. 15, which
is within the range of 1.5 to 2.0 pu.
Although the controller is designed considering a delay of
0.75 s, there can always be some variation in the amount of delay
that is actually encountered in practice. The designed controller
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Fig. 18. Dynamic response of the system; controller designed without
considering delay.
is therefore tested for a range of delays. It has been found that
below 0.5 and above 1.0 s delay, the performance deteriorates.
Over the range of 0.5 to 1.0 s delay, the controller performs
satisfactorily as shown in Figs. 16 and 17.
To demonstrate the drawback of the conventional design
with a delay-free plant, a separate controller was designed for
the SVC without considering any delay at the design stage. The
design was carried out following the LMI-based methodology
described in [4], [14]. The controller performed satisfactorily
both in time and frequency domain for delays up to 0.1 s. For
larger time delays, the performance of the controller appeared
to be poor and was even worse with increasing amount of delay.
Simulations were carried out with this controller considering a
time delay of 0.75 s. The simulation results following the same
disturbance described above are shown in Figs. 18 and 19.
It is clear that the system performance deteriorates con-
siderably revealing the fact that if the delay is more than the
time-period corresponding to the dominant modes and it is not
taken into account during the design stage the controller might
not perform as expected. Therefore, it is necessary to include
the delay in the control design formulation itself. The results
Fig. 19. Power flow in the tie-line 60–61; controller designed without
considering delay.
demonstrate a potential application of the USP approach for
power system damping control design involving a finite amount
of signal transmission delay.
VIII. CONCLUSION
This paper presents a methodology for power system
damping control design accounting for delayed arrival of
feedback signals from remote locations. A predictor-based
control design strategy is discussed for such a time-delayed
system. The design procedure based on the USP approach has
been applied for centralized design of power system damping
controller through an SVC. A combination of the USP and
the designed controller is found to work satisfactorily under
different operating scenarios even though the stabilizing signals
could reach the controller site only after a finite time.
In this paper, a fixed time delay has been considered for all
the communication channels. In practice, this might not always
be the case as the distance of the measurement sites differs. De-
pending on that, different amount of delays for each signal need
to be considered during the design. We would like to continue
our research in that direction.
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APPENDIX I
CONTROLLER STATE-SPACE REPRESENTATION
The state-space representation of the 2-input, 1-output cen-
tralized controller for the SVC is given in the equation at the
bottom of the previous page.
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