Abstract-This paper revisits the integer programming (IP) problem, which plays a fundamental role in many computer vision and machine learning applications. The literature abounds with many seminal works that address this problem, some focusing on continuous approaches (e.g. linear program relaxation) while others on discrete ones (e.g., min-cut). However, a limited number of them are designed to handle the general IP form and even these methods cannot adequately satisfy the simultaneous requirements of accuracy, feasibility, and scalability. To this end, we propose a novel and versatile framework called p-box ADMM, which is based on two parts. (1) The discrete constraint is equivalently replaced by the intersection of a box and a (n − 1)-dimensional sphere (defined through the p norm). (2) We infuse this equivalence into the ADMM (Alternating Direction Method of Multipliers) framework to handle these continuous constraints separately and to harness its attractive properties. More importantly, the ADMM update steps can lead to manageable sub-problems in the continuous domain. To demonstrate its efficacy, we consider an instance of the framework, namely 2-box ADMM applied to binary quadratic programming (BQP). Here, the ADMM steps are simple, computationally efficient, and theoretically guaranteed to converge to a KKT point. We demonstrate the applicability of 2-box ADMM on three important applications: MRF energy minimization, graph matching, and clustering. Results clearly show that it significantly outperforms existing generic IP solvers both in runtime and objective. It also achieves very competitive performance vs. state-of-the-art methods specific to these applications.
I. INTRODUCTION
In this work, we focus on the problem of integer programming (IP), which can be generally formulated as a binary optimization as follows:
Note that the discrete constraint space could include multiple states (more than two). But, by introducing auxiliary variables (or constraints), it can be easily transformed into the binary constraint space {0, 1} n [1] . Therefore, in the rest of the paper, we will consider IP problems that have already been transformed into the binary form in Eq (1). The additional constraint space C is application-specific, e.g. in many cases, it is a polyhedron (the intersection of linear equality and inequality constraints). Geometric illustration of the equivalence between p-box intersection and the set of binary points in R 2 . For clarity, we just show the cases when p ∈ {1, 2, 5}.
IP problems abound in the field of computer vision (CV) and machine learning (ML). In many applications, solving a particular form of Eq (1) is viewed as a fundamental module that researchers use as a plug-and-play routine. A few typical examples include (but not limited to) clustering [2] , feature selection [3] , image co-segmentation [4] , [5] , image denoising [6] , binary hashing [7] , graph matching [8] , [9] , etc. One popular manifestation of Eq (1) is the energy minimization of the pairwise MRF model [10] , where f (x) is a quadratic function (convex in the continuous domain) and C enforces that each node takes on only one state. This form alone has been popularized in many labeling problems in CV including stereo matching [11] and automatic and interactive image segmentation [12] , [13] , [14] .
Although many popular tasks in CV and ML fall under the general form of Eq (1) and the IP literature is rich and ever-evolving, there does not seem to be a reliable framework for solving these types of problems, as opposed to many general-purpose continuous optimization methods (e.g. interior point methods). Indeed, there do exist efficient and in some cases global discrete solutions (e.g. binary MRF energy minimization with submodular weights or unimodular binary linear programs) to some IP forms; however, they only apply to limited types of this general problem. This is probably due to the fact that the problem in its general form is NP-hard. An intuitive approach is to relax the binary constraints to continuous ones, which approximates the IP problem with a continuous one. This strategy has the advantage of exploiting well-studied concepts in continuous optimization; however, the drawback is either in high computational complexity or the undesired side effects of thresholding the final continuous solution, or both. Moreover, there is a large body of work that utilizes similar methods to exactly solve the IP problem, such as Branch-and-Bound (BB) [15] , cutting plane (CP) [16] , and exact penalty methods [17] , [18] , [19] ). Unfortunately, these methods are usually plagued with high computational complexity and/or the risk of getting stuck in undesirable local minima, thus, precluding their use in many practical, medium-to-large scale problems in ML and CV. Therefore, there seems to be an inherent need for a unified framework or tool that researchers can use to reach a desirable (not necessarily global), feasible, and binary solution without sacrificing much computational efficiency. This work can be considered an insightful and practical step in that direction.
In this paper, we propose to handle the binary constraints in Eq (1) by replacing them with an equivalent set of continuous constraints, namely the intersection between the box (n-convex constraints) and the shifted p -sphere (a nonconvex constraint), as shown in Proposition 1, of which a geometric interpretation is shown in Figure 1 .
n can be equivalently replaced by the intersection between an box space S b and a (n − 1)-dimensional sphere S p , as follows
where p ∈ (0, ∞), and
Note that S p can be seen as a (n−1)-dimensional sphere centered at 1 2 1 n , with the radius n 1 p 2 , defined in the p space over R n (i.e., in the real vector space R n , the distance between two points is evaluated by the p norm).
must hold. Combining this two points, we obtain that given x ∈ {0, 1} n ,
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2 p , and the equation holds iff x i {0, 1}. Then, we obtain ||x−
, and the equation holds iff ∀i, x i ∈ {0, 1}. Thus we obtain that if
n must hold.
Rather than adding these equivalent constraints into the objective function as penalty methods do, we embed these constraints into the original problem by using the alternating direction method of multipliers (ADMM) [20] . In doing so, we introduce additional variables to separate these continuous constraints, thus, simplifying the ADMM updates of all the primal variables without changing the form of the objective function, as formulated in Eq (3). As we will describe in more detail later, (x, z 1 , z 2 ) are updated in each ADMM step such that they move smoothly towards a local binary solution together, where z 1 remains in the box, z 2 on the shifted p -sphere, and x ∈ C. Upon convergence, all three variables are equal and the resulting solution is binary.
where
The contributions of the proposed p -box ADMM method are three-fold. (i) To the best of our knowledge, this is the first work that uses the p -box equivalence coupled with ADMM to solve IP problems. This combination enables a general optimization framework to solve these problems in the continuous domain by leveraging the flexibility and attractive properties of ADMM (e.g. aptitude for parallelization). Although a global solution is not guaranteed, we hope that this framework can serve as a basis for developing general-purpose or application-specific IP solvers. (ii) To focus our framework on some important applications in CV and ML, we target IP problems where f (x) is quadratic and C is a polyhedron. In this case, the update steps are simple, as the most computationally expensive step is solving a positive definite linear system. We also provide a convergence guarantee under mild condition, such that these updates will converge to a local binary solution to the original IP problem. (iii) We present a novel interpretation for the update process of the p projection with different p values, and provide a practical trick to adjust parameters for different p values. (iv) We apply the latter solver to three popular applications and compare it against widely used and state-of-the-art methods, some of which were specifically designed for the particular application. Extensive experiments show that our framework can efficiently produce state-of-the-art results.
II. RELATED WORK
Integer programming (IP) has a very rich literature and a wide-range of developed methods and theory. In no way do we claim that we can give a detailed survey of all methods and variations of IP solvers here. However, in order to clarify the relationship with and differences between our proposed p -box ADMM method and existing ones, we group some widely used IP methods hierarchically (shown in Figure 2 ) and discuss them briefly in what follows.
Discrete vs. Continuous Here, we distinguish between IP solvers that operate solely in the discrete domain and those that employ continuous optimization. Although IP is NP-hard in most cases, there do exist some discrete algorithms that guarantee the global solution in polynomial time to some particular IP forms. For example, if the IP is unconstrained and f (x) is submodular, then the global solution can be efficiently computed by the min-cut algorithm [21] . Another example is the Hungarian algorithm for the assignment problem [22] . However, there does not seem to be an efficient discrete method for the general constrained IP problem of Eq (1). Discrete approaches are beyond the scope of this work, so we refer the readers to [23] for more specifically designed algorithms.
Since a practical discrete approach is not easy to find for general IP, much attention has been given to continuous approaches, owing to the advances in continuous optimization. The underlying motive behind this type of methods is to replace the binary constraints with continuous ones.
Relaxation vs. Replacement For continuous methods, the binary constraints are usually handled in one of two ways. The binary space can be relaxed to a larger continuous constraint space, thus, leading to relaxation-based approaches, or it can be replaced with an equivalent set of continuous constraints, thus, leading to replacement-based approaches, to which our proposed method belongs. In what follows, we give a brief overview of some popular examples of both types of continuous IP methods.
Relaxation methods They fall into two main categories: approximate and exact methods. Approximate methods usually optimize the continuous relaxed problem and then round the resulting continuous solution into a discrete one. Here, we briefly review three widely used forms of this type, including linear program (LP), spectral, and semidefinite (SDP) relaxation. For LP relaxation [24] methods, the binary constraint is relaxed to the box constraint, i.e x ∈ [0, 1] n . The main benefit here is in runtime because the simple box constraints can be efficiently embedded into continuous optimization solvers (e.g. interior-point) [25] . However, this relaxation is often too loose. Spectral relaxation [26] relaxes the binary constraint to the 2 -ball, leading to a non-convex constraint. In SDP relaxation [27] , [28] , [29] , the binary vector constraints are substituted with a positive semi-definite matrix constraint, i.e. X ∈ R n×n and X 0. Compared with LP and spectral relaxation, SDP relaxation is often tighter [27] , [5] , but with much higher memory and computation cost, despite the fact that there are recent efforts to alleviate these SDP side-effects [30] , [5] , [31] . Moreover, we realize that there are still many other types of relaxations and their variants in this sub-branch, such as quadratic relaxation [32] , SOCP (second-ordercone programming) relaxation [33] and completely positive relaxation [34] , etc. Due to the space limit, we cannot cover all of them here. In general, a common drawback of approximate methods lies in the need to round/threshold the continuous solution to a binary one, which is not even guaranteed to be feasible. Also, since the optimization and rounding are performed separately, there is no guarantee that the obtained discrete solution is (locally) optimal in general.
To obtain better discrete solutions, some exact relaxation methods have been developed, such as Branch-and-Bound (BB) [15] and cutting plane (CP) [16] methods. These methods call upon approximate methods (especially LP relaxation) in their sub-routine. Although BB and CP usually return feasible binary solutions (without the need for rounding), their common drawback is slow runtime due to the repeated use of LP relaxation. Replacement methods They handle binary constraints by replacing them with equivalent continuous constraints. One popular group of these methods design specific penalty functions (non-convex in general) that are added to the objective f (x), so as to encourage binary solutions. Conventional continuous techniques (e.g. interior-point methods) can then be applied to optimize this regularized problem at each iteration. These penalties are applied over and over again with increasing weights and generally guarantee convergence to feasible binary solutions. One drawback of such methods is that each iteration tries to minimize a nonconvex problem, which is difficult and time consuming in its own right, even if f (x) is convex. Since the penalty function is increasingly enforced with more iterations, the non-convexity of the resulting optimization may lead to further issues, namely undesirable local minima and sensitivity to the initialization. Here, we note that recent efforts have been made to alleviate some of these issues [17] , [18] , [35] ; however, they remain serious obstacles precluding the use of this type of solver in medium and large scale problems.
Our proposed method is also a replacement-based technique. Instead of adding a penalty to the objective, we use the p -box equivalence in Eq (1) within the ADMM framework to solve the equivalent problem in Eq (3) without changing the objective. In this way, we separate the different constraints from each other, leading to simple ADMM updates. Moreover, we inherit the attractive properties of ADMM, including granularity and aptitude for parallelization, which facilitate its use at large scales, as well as, for different types of objective f (x) and constraint space C.
III. p -BOX ADMM
In this section, we give an overview of how ADMM can be used to solve the general (equivalent) IP problem in Eq (3). This optimization is non-convex in general due to the p -sphere constraint and possibly the nature of C and f (x). Although ADMM has been popularized and is widely used for convex (especially non-smooth) optimization [20] , there has been growing interest and recent insights on the benefits of ADMM in non-convex optimization [36] , [37] , [38] . Inspired by this trend, we formulate the ADMM update steps for Eq (3) based on the augmented Lagrangian. ) according to Eq (7) 5: end while 6:
Here, h(x) = I {x∈C} , g 1 (z 1 ) = I {z1∈S b } , and g 2 (z 2 ) = I {z2∈Sp} are indicator functions for sets C, S b and S p respectively. And, (y 1 , y 2 ) indicate dual variables, while (ρ 1 , ρ 2 ) are positive penalty parameters. Following the conventional ADMM process, we iteratively update the primal variables (x, z 1 , z 2 ) by minimizing the augmented Lagrangian with respect to these variables, one at a time. Then, we perform gradient ascent on the dual problem to update (y 1 , y 2 ). Therefore, at iteration k, we perform the following update steps summarized in Algorithm 1.
Update x k+1 : This step requires solving the optimization in Eq (5). Of course, the solution strategy is highly dependent on the nature of f (x) and C, which are application specific. Interestingly, when f (x) is convex and C = R n , then this update simply requires the evaluation of the proximal operator of f (x) at
. Moreover, when f (x) is quadratic and C is a set of hyperplanes (linear equalities), then it is not difficult to see that x k+1 can be computed by solving a single linear system by invoking the first order KKT condition. In the next section, we will give a detailed treatment of how to update x k+1 when f (x) is quadratic and C is a general polyhedron.
): These updates require the projections onto S b and S p , as follows,
We use conventional gradient ascent to update the dual variables. Following the suggestion of [38] , we set γ ∈ (0, 1) to allow for faster convergence as compared to γ =
which is usually adopted in ADMM on convex problems [20] .
In what follows, we give a more detailed treatment of our method on the binary quadratic program (BQP), i.e. when f (x) is quadratic and C is a polyhedron, since it is a popular form in many CV and ML applications.
A. 2 -box ADMM for BQPs
In this section, we focus on the popular BQP problem in Eq (8) . Without loss of generality, we assume that A 0. This is valid because x x = 1 x when x ∈ {0, 1} n , and thus, x Mx = x (M + αI)x − α1 x for any α and M.
We can invoke Algorithm 1 to solve the BQP. As mentioned earlier, here we set p = 2 and S p = {z : ||z −
In fact, p can be naturally set to another value with no change to the overall method except in the projection step of z 2 . We will present more details in future version. Firstly we introduce an auxiliary variable z 3 to transform
k+1 : This step requires the minimization of a strongly convex QP without constraints. By setting the gradient to zero, we can compute x k+1 by solving the following positive-definite linear system. This can be done efficiently using the preconditioned conjugate gradient (PCG) method, especially for large but sparse matrices.
Update (z 
B. Convergence analysis of 2 -box ADMM for BQPs
Although the problem in Eq (8) is non-convex (only due to the 2 -sphere constraint), we can still provide a convergence guarantee for our 2 -box ADMM method. In fact, under mild conditions (as shown in Assumption 1 and 2), 2 -box ADMM will converge to a feasible KKT point of the equivalent BQP problem in Eq (8), as stated in Proposition 2. Assumption 1. The parameter sequence converges to a finite value, i.e., lim
Proposition 2. Given Assumptions 1 and 2, then we can show that any cluster point of the whole variable sequence
generated by the ADMM algorithm will satisfy the KKT conditions of Problem (8) 
Proof. The proof of this proposition consists of three stages: 1) Given Assumptions 1 and 2, the primal variable sequence {w
2 ) correspond to the box constraints (the upper and lower bound respectively) over z 1 , i.e., z 1 ∈ S b . u k 3 corresponds to the non-negative constraint over z 3 , i.e., z 3 ∈ S + . 3) Given stage 1, the variable sequence of the optimal Lagrangian multipliers {w
will satisfy lim k→∞ (w k+1 3 − w k 3 ) = 0. Due to the space limit, the detailed proof is provided in the supplementary material.
Remark. For Assumption 1, the convergence of {ρ k } ∞ 0 can be easily constructed in practice, as demonstrated in the implementation details in Section III-A. For assumption 2, we cannot guarantee it in all cases. However, it is satisfied in all the experiments reported in this work. In fact, we find a practical trick to stop the update of y k 2 after a large enough number of the iterations. Although this trick may influence the proof process of Proposition 2, we find it always leads to earlier convergence of the algorithm in our experiments.
Note that we have only presented the convergence analysis for 2 -box ADMM the BQP problem. However, it is natural to extend it to other p spheres and other types of problems, as the only difference between different p values is the p projection, while the difference between different problems is the update of x (see Eq (5) ). All these details will be presented in our future version.
IV. ENERGY MINIMIZATION IN A PAIRWISE MRF A. Formulation
Given a Markov Random Field (MRF) model, which is constructed based on a graph G = {V, E} with V being a set of n nodes and E being the edge set, the energy minimization problem is generally formulated as follows [39] :
where x is a concatenation of all indicator vectors for the states k ∈ {1, · · · , K} and all n nodes. For example, if x i k = 1, then node i takes on the state k; otherwise, x i k = 0. Since each node can only take on one state, we enforce that K k=1 x i k = 1 for ∀i ∈ V, which is formulated as a sparse linear system of equalities:
is the un-normalized Laplacian of G, i.e. L = D − W with W being the matrix of node-to-node similarities. Our 2 -box ADMM algorithm in Section III-A can be used to solve Eq (11). Interestingly, practical segmentation constraints can be embedded into Eq (11) as linear constraints, such as hard (i.e., some nodes should have a particular state), mutually exclusive (i.e., some nodes should have different states) and cardinality (i.e., the number of nodes of a particular state should be bounded) constraints. Popular methods. It has been proven that when K = 2, Eq (11) is a submodular minimization problem, and it can be globally optimized using the min-cut algorithm (a discrete method) in polynomial time [21] , [40] . However, when K > 2, this global solution cannot be guaranteed in general.
B. Image segmentation experiments
Here, we target the energy minimization problem of Eq (11) applied to binary and multi-class image segmentation. Experimental setup. We compare our method against two generic IP solvers, namely LP relaxation and an exact penalty method [17] , as well as, a state-of-the-art and widely used min-cut implementation [41] . Note that the LP method solves a convex QP with simple box constraints. SDP relaxation is not feasible in this scenario because the number of variables is n 2 , where n is the number of pixels in the image. We follow the typical setup in graph-based image segmentation. The similarity matrix is defined on an 8-pixel neighborhood and each element W ij = exp(− c i − c j 2 2 ), where c i is the RGB color of pixel i. The user is prompted to indicate pixels that belong to each state, by drawing a color-coded brush stroke for each state on the image. The unary costs d are computed from the negative log-likelihood of all the pixels in the image belonging to each of the K states. We initialize the LP, penalty, and our method using a uniformly random label image.
Comparison. First, we compare all methods in terms of their final energy value and runtime in the case of binary submodular MRF (K = 2). Here, we consider the cameraman image at different sizes: n = {10 3 , · · · , 5 × 10 5 } and repeat each segmentation five times. We summarize the mean and std values of the objective and runtime in Table I . Since the penalty method needs to solve many increasingly non-convex problems, its slow runtime makes it infeasible for larger sized images. Clearly, our method achieves an energy that is very close to the global minimum (min-cut result), far closer than other IP methods. Interestingly, our The optimization procedure of 2-box ADMM on the segmentation task of the cameraman image (resized to 100 × 100, i.e., n = 1e4). Notice how the continuous solution becomes more binary and how the energy decreases, getting closer to the global minimum (min-cut result). At convergence (iteration 120), the final solution is binary and its energy is only 0.4% away from the global minimum. std values are much lower than the penalty method, which indicates that our method is less sensitive to the initialization and is less prone to getting stuck in undesirable local minima, which is a major issue in non-convex optimization in general. Note that the LP method has a zero std energy because the convexity of the relaxed problem guarantees convergence to the same solution no matter the initialization. Moreover, our method exhibits a runtime that is O(n) owing to the fact that the number of non-zero elements in L is 8n. It converges considerably faster than the other IP solvers. One version of our method is CPU-based, while another makes use of a GPU implementation of PCG in the CUDA-SPARSE library. We use a Quadro 6000 in the latter version. In Figure 3 , we validate our convergence guarantee by showing the continuous solution x in sample ADMM iterations. In only 25 iterations, the randomly initialized solution reaches an almost binary state, whose energy is close to the global minimum. Upon convergence (iteration 120), the final solution is binary and its energy is only 0.4% larger than the min-cut result. Finally, we show qualitative segmentation results of our method and min-cut in Figure  4 .
V. GRAPH MATCHING

A. Formulation
The general formulation of graph matching is [9] : Fig. 4 . MRF-based segmentation results. The user can determine the unary costs using free-hand strokes (1 st column) or a simple rectangle similar to [14] (2 nd column). The user can add hard linear constraints (3 rd column) by identifying pixels belonging to the foreground (green) or background (red). In the 4 th and 5 th columns, we show some multiclass results with K = 3, 4. Note how our 2 -box method converges to discrete solutions that are very similar to those of min-cut, a state-of-theart application-specific algorithm.
where x is an indicator vector where x ia = 1 if node i from the first graph (e.g. feature i in one image) is matched to node a from the other graph (e.g. feature a in another image) and 0 otherwise. The constraint C 2 x ≤ 1 enforces the one-to-one constraint in matching. Here,
(n1+n2)×n with n 1 and n 2 being the number of nodes in the two graphs and n = n 1 * n 2 . ⊗ indicates the Kronecker product. BQP reformulation. As demonstrated in [8] , the nonnegative similarity matrix M is rarely positive semi-definite in real matching problems. But we can easily transform Eq (12) into the BQP form in Eq (8), by employing a simple trick in binary programming that
is the degree matrix, and L 0 is the resulting Laplacian matrix. As such, we form the equivalent problem in Eq (13) .
Popular methods. Many methods have been specifically designed to solve the above matching problem. For example, the integer projected fixed point (IPFP) method [8] iteratively determines a search direction in the discrete domain to update the continuous solution of the unconstrained problem. Its major drawback is that it does not guarantee convergence to a feasible binary solution [42] . A more recent method called factorized graph matching (FGM) [9] proposes a new relaxation is designed by combining a convex and a concave relaxation, utilizing the fact that the ) for all methods. The runtime of the penalty method (311 ± 23 seconds) is much higher than other methods, thus it is not shown here.
matrix M can be decomposed to smaller matrices. Then Frank-Wolfe (FW) [43] algorithm is adopted to optimize the relaxed problem. Although FGM guarantees a feasible binary solution, it is costly due to the repeated use of FW.
B. Matching experiments on a video sequence
We test the graph matching problem in Eq (12) on a video sequence called house [9] , comprising 111 frames. Experimental setup. Our method is compared against two generic IP solvers 1 , namely LP relaxation and an exact penalty method [17] , as well as, several state-ofthe-art methods, namely SM (uses spectral relaxation) [46] , IFPU U , IFPU S [8] , and FGM [9] . Note that the matching results of SM are used as the initialization of IFPU S , FGM, and our method. We adopt exactly the same settings as [9] , including the nodes, edges, features, and edge similarities, i.e., matrix M (refer to [9] for more details). Specifically, 30 landmark points are detected in each frame, from which 5 points are randomly picked and removed. Each pair of frames with a fixed frame gap are matched. For example, if the frame gap is 10, then 101 pairs {(1, 11), (2, 12) , . . . , (101, 111)} are matched. The frame gap is chosen from the set {1, 10 : 10 : 90}. For each frame gap, we evaluate the methods using the mean and std of three metrics: the final objective value (larger is better), matching accuracy, and runtime (refer to Figure 5 ). Comparison. Our method achieves a very similar (slightly higher) objective value as FGM, a 4% improvement (on average) over IPFP U and IFPU S , and a 17% improvement over the penalty method. The relative performance of different methods evaluated by accuracy is generally consistent with that of objective value, and our method and FGM outperform other methods. In terms of runtime, our method is slower than LP, IFPU U and IFPU S , but much faster than FGM and the penalty method. These comparisons demonstrate that our method achieves stateof-the-art results in the presence of application-specific 1 We have also tried Branch-and-Bound and Branch-and-Cut using some off-the-shelf optimization toolboxes (e.g., Hybrid [44] and OPTI [45] ). However, neither of them can output comparable results with other methods in reasonable runtime (hours). Thus we did not compare with them.
methods, while being significantly superior to other generic IP solvers.
VI. INFORMATION THEORETIC CLUSTERING
A. Formulation
The information theoretic clustering (ITC) model proposed in [2] is originally formulated in Eq (14) .
where Y denotes the cluster membership matrix: if Y ij = 1, then the instance feature vector r i is assigned to the j-th cluster. N and K denote the number of instances and clusters respectively. The column constraint Y 1 N = N K 1 K encourages the clusters to have equal-size. For details on the validity of this assumption, we refer to [2] . The row constraint Y1 K = 1 N enforces that each instance can only be a member of one cluster. W denotes the similarity matrix: W ij = log( r i − r j 2 2 ). BQP reformulation. Proposition 3 allows us to reformulate Eq (14) into standard BQP form, as in Eq (15) . Details of this equivalence will be presented in our future version. Clearly, Eq (15) can be solved using our 2 -box ADMM algorithm. Although L is large in size, it has a repetitive block structure and is extremely sparse, two properties that we exploit to make the PCG implementation much more efficient. It is noteworthy to point out that it is easy to adjust our ADMM algorithm to operate on the matrix variable Y directly instead of vectorizing it. To maintain clarity and consistency, we leave the details of this ADMM matrix treatment to the future version.
Proposition 3. The optimization problem in Eq (14) can be equivalently reformulated into BQP form, as follows: min y∈{0,1} n y Ly s.t.
where y = vec(Y) and n = N K. The positive semi-definite
Popular methods. In [2] , Eq (14) is solved by SDP relaxation, by replacing Y by G = YY . And the binary constraints are also substituted as G ij ∈ [0, 1], G ii = 1 and G 0. Any off-the-shelf SDP solver can be used to optimize this relaxed problem and a randomized algorithm is adopted to recover back the original variable Y. Note that this algorithm cannot guarantee a feasible binary solution.
Since N K in general, optimizing G using SDP relaxation is much more expensive than directly optimizing Y. We will validate this in our experiments. Interestingly, LP relaxation will lead to a trivial non-binary clustering solution Y = 1 K 1 N ×K , at which the objective is zero. This arises because the Laplacian matrix L has a zero eigenvalue corresponding to the eigenvector 1. Consequently, BB and CP based on LP relaxation also fail to give good results. Thus, we do not compare against them in this application.
B. Clustering experiments on UCI data
We test the ITC model (see Eq (14) ) on four benchmark UCI data [47] , including iris, wine, glass and letter. Experimental setup. We compare our method against Kmeans, penalty method [17] , and SDP relaxation (used in [2] ) that is implemented by the CVX toolbox. Note that all methods except K-means optimize Eq (14) . Kmeans is not only considered as a baseline, but also used as the initialization of penalty and our method. Three metrics are adopted, including the final objective value of Eq (14) (lower is better), Rand Index (RI) and runtime. Each method is run 10 times with random (K-means) initializations and the mean and std values of these metrics are reported.
Comparison. Clustering results are summarized in Table  II . Note that we do not report the results of SDP on the letter dataset because it could not converge in a reasonable amount of time. Our method improves (i.e., the decreasing of objective values) over the penalty method by [0.69, 11.42, 1.16, 10.27]% on four datasets respectively. It outperforms SDP relaxation by [1.41, 0, 1.19]% on small scale datasets. The RI values of our method are also competitive with the best ones, while the inconsistency between RI and objective value has been discussed in [2] . In terms of runtime, our method is much faster (from several hundreds to thousands of times) than the penalty method and SDP. Overall, our method shows much better performance on this clustering task than other IP methods.
VII. EXTENSIONS
In this work, we have just evaluated the proposed 2 -box ADMM algorithm on BQP problem. However, note that we just equivalently replace the discrete constraints by continuous constraints, without adding any restrictions of the objective function. Generally speaking, our method is applicable to any integer programming problems, such as subset selection [48] , hash code learning [49] , tracking [50] .
In the following we present an example that our method can be easily applied to another popular type of problem, i.e., 1 regularized discrete problem, of which the objective function is non-smooth. It is generally formulated as follows [20] :
where C is an application-specific matrix. For example, in total variation denoising [51] , C is a difference matrix, while it is a second difference matrix in 1 trend filtering [52] . Note that the binary constraint doesn't exist in the original formulation presented in [20] , [51] , [52] . However, the discrete constraint widely exists in many real problems, such as image denoising [53] and image restoration [54] . Problem (16) can be reformulated as follows: min x,z0,z1,z2
s.t. Cx = z 0 , x = z 1 , x = z 2 x ∈ C, z 1 ∈ S b , z 2 ∈ S p
Compared with the general procedure of the p -box ADMM presented in Section III, the only changes involve with the updates of x k+1 , z 
where S λ/ρ0 (·) indicates the soft thresholding operator [55] .
VIII. CONCLUSIONS AND FUTURE WORK
In this work, we proposed a generic IP framework called p -box ADMM, which harnesses the attractive properties of ADMM in the continuous domain by replacing the discrete constraints with equivalent and simple continuous constraints. When applied to a popular IP sub-class of problems (namely BQP), our method leads to simple, computationally efficient, and provably convergent update steps. Our experiments on MRF energy minimization, graph matching, and clustering verify the superiority of our method in terms of accuracy and runtime.
There are many avenues of improving this framework further and we call on the community to pursue them with us. (1) The performance of our method can be further improved in a number of ways, e.g. parallel and distributed computing (by invoking ADMM properties, smaller pieces of the variables can be updated independently), further hardware acceleration (using a GPU has lead to 3× speedup as shown in Table I ), and an adaptive strategy to set γ and ρ geared towards faster runtime. (2) The performance of using different values of p will be studied, where only the projection operator P Sp is changed. (3) To handle other important discrete problems, we will study other popular types of f (x) (e.g. total variation) and C (e.g. quadratic constraints) as specific instances of the general framework. (4) As demonstrated in Section VII, because our method doesn't add any restrictions of the objective function, theoretically speaking our method can be applied to any discrete optimization problems, such as subset selection [48] , active batch selection [56] , multi-label learning [57] , [58] , [59] , hash code learning [49] , tracking [50] etc. They will be explored in our future work.
