Main goal of this note is to give a result for nonexistence of global solutions and determine the critical exponent as well to a semilinear structurally damped wave equation.
Introduction
In this paper, let us consider the following Cauchy problem for semi-linear structurally damped wave equation: # u tt´∆ u`p´∆q δ u t " |u| p , x P R n , t ě 0, up0, xq " u 0 pxq, u t p0, xq " u 1 pxq,
x P R n ,
with some δ P`0, 1 2 ‰ and a given real number p ą 1. The critical exponent p crit " p crit pnq is the so-called threshold to classify between the global (in time) existence of small data solutions and the nonexistence of global solutions under the suitable conditions of the initial data. As far as we know that one of the most typical important methods to verify critical exponent p crit is well-known test function method. Concretely, this method is used to prove the nonexistence of global solutions by a contradiction argument. However, standard test function method seems difficult to directly apply to (1) containing pseudo-differential operators p´∆q δ for any δ P p0, 1q, well-known non-local operators. This means that suppp´∆q δ φ is, in general, bigger than suppφ for any φ P C 8 0 pR n q. Another reason is that this method relies on pointwise estimates of derivatives of test functions. In fact, regarding this strategy we can recall one of the following useful estimates (see, for example, [2, 3, 6] ): p´∆q δ φ ℓ pxq ď ℓφ ℓ´1 pxqp´∆q δ φpxq for all x P R n ,
where δ P p0, 1q, ℓ ě 1 and φ P C 8 0 pR n q. Unfortunately, from the above observation it is impossible to imply the following pointwise estimate:ˇ`p´∆ q 1 2 φ ℓ˘p xqˇˇď Cˇˇφ ℓ´1 pxq`p´∆q 1 2 φ˘pxqˇˇfor all x P R n .
Here and hereafter C denots a suitable positive constant and may have different value from line to line. Hence, the application of standard test function method is still not well-studied to deal with non-local operators so far. Recently, D'Abbicco-Reissig in [3] investigated the nonexistence of global (in time) solutions to (1) involving the special case δ " 1 2 and the necessary assumption of initial data u 0 " 0 as follows:
In this cited paper we should recognize that an essential role in the proof of nonexistence result is played since the fact that any local or global solution to (3) with non-negative initial data u 1 is non-negative. More precisely, this property was used as a key tool to apply standard test function method combined with the inequality (2). This paper tells us that the inequality (2) only works well if we guarantee at the first glance the non-negativity of solutions, which we cannot expect to (1) for any δ P`0, 1 2˘. Quite recently, Dao-Reissig in [4] have succeeded to prove blow-up results to find the critical exponents by using a modified test function method effectively when δ P 0, 1 2 ‰ . Again, here we want to underline that the assumption of initial data u 0 " 0 comes into play in their proofs.
From these above mentioned observations, we leave open the problem to study whether a nonexistence result remains valid in the case, where u 0 is not identically zero. For this reason, the essential novelty of this paper is to give positive answer to this open problem by employing standard test function with a quite simple strategy and without the requirement of non-negativity of solutions to (1) .
At first, let us recall the global (in time) existence result of small data energy solutions to (1) in the following theorem..
. Let n " 2, 3, 4. We assume the condition 2 ď p ď n n´2 .
Moreover, we suppose the following condition:
Then, there exists a constant ε 0 ą 0 such that for any pu 0 , u 1 q P`L 1 X H 1˘L 1 X L 2˘s atisfying the assumption }u 0 } L 1 XH 1`}u 1 } L 1 XL 2 ď ε 0 , we have a uniquely determined global (in time) small data energy solution u P Cpr0, 8q, H 1 q X C 1 pr0, 8q, L 2 q to (1) . Moreover, the following estimates hold:
Our main result reads as follows. and n ą 2δ. We assume that the initial data pu 0 , u 1 q P`L 1 X H 1˘ˆ`L1 X L 2s atisfy the following relation: ż
Moreover, we suppose the condition
Then, there is no global (in time) solution to (1) . In other words, we have only local (in time) solutions to (1) , that is, there exists T ε ă 8 such that
Remark 1.1. The lifespan T ε of the Sobolev solution to given data pεu 0 , εu 1 q for all small positive constants ε in Theorem 1.2 can be estimated by
Remark 1.2. Here if we choose δ " 1 2 in Theorem 1.2, then the critical exponent is given by p crit " p crit pnq " 1`2 n´1 which is exactly the same as the achieved result from Theorem 9 in the paper [3] of D'Abbicco-Reissig.
Preliminaries
The purpose of this section is to present some preliminary knowledge needed in the proof of our main result. 9] ). Let s P p0, 1q. Let X be a suitable set of functions defined on R n . Then, the fractional Laplacian p´∆q s in R n is a non-local operator given by
where p.v. stands for Cauchy's principal value, C n,s :"
Γp´sq is a normalization constant and Γ denotes the Gamma function.
). Let s P p0, 1s. The following inequality holds in R n :
for all l ě 1 and for any function ψ from the Schwartz space SpR n q.
This result could be aslo found in [3] .
.
Then, the inequality p´∆q s ψ ě 0 holds if the following inequality is satisfied:
Denoting by B r the ball of radius r ą 0 centerd at the origin and B c r as its complement in R n , we will prove the following result.
where ψ is a nonnegative, regular function such that }ψ} L 8 " 1, ψpxq " 1 in B 1{2 and ψpxq " 0 in B c 1 . Then, p´∆q s pψ R q satisfies the following scaling properties:
Proof. According to the definition of fractional Laplacian as a singular integral operator, we have
A standard change of variables leads to
By using a second order Taylor expansion for any smooth function ψ R we arrive at
Thanks to the above estimate, we may remove the principal value of the integral at the origin to conclude
This completes the proof.L From this estimate we may arrive at the following lemma.
where ψ is any function from SpR n q.
Proof. By the assumption ψ P SpR n q, following the proof of Lemma 2.3 we can define the s-fractional Laplace operator by the formula p´∆q s ψpxq " C n,s ż R n ψpxq´ψpyq |x´y| n`2s dy, that is, Cauchy's principal value can be neglected. Hence, we derivěˇp´∆ q s ψpxqˇˇď C n,s´ż |x´y|ď1 |ψpxq´ψpyq| |x´y| n`2s dy`ż |x´y|ě1 |ψpxq´ψpyq| |x´y| n`2s dy¯.
For the integral in the first term, using an analogous argrument as we did the proof of Lemma 2.3 leads to ż |x´y|ď1 |ψpxq´ψpyq| |x´y| n`2s dy ď }D 2 ψ} L 8
Moreover, we control the integral in the second term as follows: ż |x´y|ě1 |ψpxq´ψpyq| |x´y| n`2s dy ď 2}ψ} L 8 ż |z|ě1 1 |z| n`2s dz ď C.
From the above two estimates, it followsˇˇp´∆q s ψpxqˇˇis bounded. Finally, combining this and the result from Lemma 2.4 we may conclude the desired estimate what we wanted to prove.˝
Proof of main result
Proof of Theorem 1.2. First, we introduce test functions η " ηptq and ϕ " ϕpxq having the following properties:
and ϕ 1´p 12 pxq|∆ϕ p 1`1 pxq| p 1 ď C for any |x| P r1{2, 1s,
where p 1 is the conjugate of p ą 1. Additionally, we assume that η " ηptq is a decreasing function, and that ϕ " ϕp|x|q is a radial function satisfying ϕp|x|q ď ϕp|y|q for any |x| ě |y| and
where r " |x| P p1{2, 1q. Let R be a large parameter in r0, 8q. We define the test function
where η R ptq :" ηpR´αtq and ϕ R pxq :" ϕpR´1xq with a fixed parameter α :" 2´2δ. We define the following functional:
In addition, we also introduce the following two functionals:
and Q R,x :" pt, xq P " 0, R α ‰ˆ`B R zB R{2˘( . Let us assume that u " upt, xq is a global (in time) Sobolev solution to (1) . By multiplying the equation (1) by φ R " φ R pt, xq, we perform integration by parts to conclude
After applying Hölder's inequality with 1 p`1 p 1 " 1 we can proceed the estimate for J 1 as follows:
Using change of variablest :" R´αt andx :" R´1x we get
where we used
nd the assumption (10). In the same way, due to the assumption (11), we derive
where we note that
Now let us turn to estimate J 3 . First, we notice that the following Parseval's formula holds: ż
for any γ ą 0 and v 1 , v 2 P H 2γ . Here p v j " p v j pξq stands for the Fourier transform with respect to the spatial variables of v j " v j pxq, j " 1, 2. Hence, we obtain
In order to estimate the above integral, the key tools rely on the two results from Lemmas 2.1 and 2.2. In particular, replacing ψ " ϕ p 1`1 R and s " δ into (9) we calculate straightforwardly to give the assumption (12). This means that main motivation for assuming the inequality (12) comes from the inequality (9) . For this reason, it follows p´∆q δ ϕ p 1`1 R pxq is nonnegative due to the assumption (12). Moreover, choosing ψ " ϕ p 1`1 R and s " δ in (8) we may arrive at 0 ď p´∆q δ ϕ p 1`1 R pxq ď pp 1`1 qϕ p 1 R pxq p´∆q δ ϕ R pxq. Hence, it immediately leads to p´∆q δ ϕ R pxq ě 0. Now we are ready to estimate J 3 . We get
Here we usedˇˇB t`η p 1`1 R ptq˘ˇˇď R´αpp 1`1 qη
because of the condition (10). Applying Hölder's inequality we may control as follows:
, since pp 1`1 p qp ą p 1`1 and pp 1´1 p 1 qp " p 1`1 . By the change of variables x :" R´1x and Lemma 2.3 we derive p´∆q δ ϕ R pxq " R´2 δ p´∆q δ ϕpxq. For this reason, we may conclude
Using Lemma 2.5 implies the following estimate:ˇp´∆
for allx P R n .
From (16) and (17) we arrive at
Because of assumption (5) , there exists a sufficiently large constant R 0 ą 0 such that for all R ą R 0 we have ż
Therefore, from the estimates (13), (14), (15), (18) and (19) we may conclude for all R ą R 0
Furthermore, applying the inequality
for any A ą 0, y ě 0 and 0 ă γ ă 1
for all R ą R 0 . It is obvious that the assumption (6) is equivalent to´2p 1ǹ`α ď 0. For this reason, we will split our consideration into two cases. Case 1: In the subcritical case´2p 1`n`α ă 0, letting R Ñ 8 in (21) we arrive at ż R n`u 1 pxq`p´∆q δ u 0 pxq˘dx " 0, which contradicts the assumption (5). Case 2: For the critical case´2p 1`n`α " 0, from (20) we derive for
This implies I R ď C for any R ą R 0 . As a result, it follows I R,t , I R,x Ñ 0 as R Ñ 8. By using again (20) we may conclude
Again, this is a contradiction to the assumption (5) . Summarizing, the proof of Theorem 1.2 is completed.F inally, we consider the case of subcritical exponent to explain the lifespan of the solution T ε from above in Remark 1.1. Let us now assume that u " upt, xq is a local (in time) solution to (1) in r0, T qˆR n . To achieve the lifespan estimate, we choose the initial data pεu 0 , εu 1 q with a small constant ε, where pu 0 , u 1 q P`L 1 X H 1˘ˆ`L1 X L 2˘s atisfies the assumption (5) . Then, there exists a sufficiently large constant R 1 ą 0 so that it holds ż BR`u 1 pxq`p´∆q δ u 0 pxq˘ϕ p 1`1 R pxqdx ě c ą 0 for any R ą R 1 . After repeating some arguments as we did the proof of Theorem 1.2, we may conclude the following estimate:
α . Therefore, letting T Ñ Tέ we obtain (7) .
where α ą 0 is a sufficiently small constant and β ą 0 is a sufficiently large constant. Now we need to check that ϕ is really a test function and satisfies the condition (12). Indeed, for the convenience we denote gprq " log 1´r α`β r´1{2 . Let us focus our attention on the domain r P p1{2, 1q. At first, we can see that the following relations hold:
gprq Ñ´8 as r Ñ 1´, gprq Ñ`8 as r Ñ 1{2`, ϕprq Ñ 0 as r Ñ 1´, ϕprq Ñ 1 as r Ñ 1{2`. Now we can re-write ϕprq " e´e´`l og 1´r α`β r´1{2˘" e´e´g prq for any 1{2 ă r ă 1.
A direct computation leads to g 1 prq "´1 1´r´β pr´1{2q 2 , g 2 prq "´1 p1´rq 2`2 β pr´1{2q 3 , ϕ 1 prq " ϕprqe´g prq g 1 prq, ϕ 2 prq " ϕprqe´g prq`e´gprq g 1 prq 2´g1 prq 2`g2 prq˘and so on.
For this reason, we may recognize that ϕ pkq prq Ñ 0 as r Ñ 1{2`or r Ñ 1´. Hence, ϕ belongs to C 8 and is decreasing (since g 1 prq ă 0).
Next let us verify that the condition (12) is satisfied. It is obvious that this condition holds trivially as r Ñ 1{2`or r Ñ 1´. Therefore, we only need to consider the condition (12) on p1{2`ǫ, 1´ǫq with a sufficiently number ǫ ą 0. Replacing ϕ 1 prq, ϕ 2 prq into (12) and a standard calculation imply immediately the following condition:
1´r`β pr´1{2q 2¯2`1 p1´rq 2`n´2 δ`1 r´1 1´r`β pr´1{2q 2¯.
Then, we may choose α " ǫ 2 and β " 1 ǫ to verify the above condition. Hence, our proof is completed.
