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Abstract 
Combining the advantages of the stratified sampling and the importance sampling, a stratified importance sampling method 
(SISM) is presented to analyze the reliability sensitivity for structure with multiple failure modes. In the presented method, the
variable space is divided into several disjoint subspace by n-dimensional coordinate planes at the mean point of the random vec-
tor, and the importance sampling functions in the subspaces are constructed by keeping the sampling center at the mean point 
and augmenting the standard deviation by a factor of O. The sample size generated from the importance sampling function in 
each subspace is determined by the contribution of the subspace to the reliability sensitivity, which can be estimated by iterative
simulation in the sampling process. The formulae of the reliability sensitivity estimation, the variance and the coefficient of
variation are derived for the presented SISM. Comparing with the Monte Carlo method, the stratified sampling method and the 
importance sampling method, the presented SISM has wider applicability and higher calculation efficiency, which is 
demonstrated by numerical examples. Finally, the reliability sensitivity analysis of flap structure is illustrated that the SISM can 
be applied to engineering structure. 
Keywords: multiple failure modes; reliability sensitivity; Monte Carlo simulation; stratified sampling method; importance sam-
pling method; stratified importance sampling method (SISM) 
1. Introduction1
Reliability sensitivity analysis has been used to find 
the change rate of a model output due to the changes 
of the model inputs, which is usually solved by partial 
derivative or numerical method. It can rank the distri-
bution parameters of the design variables and guide the 
reliability design. Therefore, it is important to develop 
an efficient method for assessing reliability sensitiv-
ity[1-4].
There are two kinds of methods in general, which 
are approximate analysis method and numerical simu-
lation method, for the reliability sensitivity analysis. 
Comparing with the numerical simulation method, the 
approximate analysis method is relatively simple. 
When the performance function is the linear function 
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of normal random variables, the approximate analysis 
method can generate accurate reliability sensitivity 
results, but for the highly nonlinear performance func-
tion, this method can only give an approximate result 
with unknown precision. Furthermore, the approxi-
mate analysis method cannot be used for the structural 
system with multiple failure modes. 
Y. T. Wu[4] presented a reliability sensitivity method 
based on the cumulative distribution function (CDF)  
of structural response variable, wherein the Monte 
Carlo simulation method could be used to compute  
the reliability sensitivity. However, the direct Monte 
Carlo simulation method demanded enormous compu-
tational cost for assessing the low probability events. 
Many variance reduction techniques, such as the im-
portance sampling method[3-10], the stratified sampling 
method[11-15], the line sampling method[16-18], the direc-
tional simulation method[19-21] and the subset simula-
tion method[22-24], were developed to improve the effi-
ciency of the direct Monte Carlo simulation method. 
As an efficient algorithm with reduced variance, the 
importance sampling method is widely used to calcu-
late the failure probability in reliability engineering. In 
Ref.[6], the center of the traditional importance sam-
pling is located at the design point of the limit state Open access under CC BY-NC-ND license.
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equation, and up to 50% of sample size will fall into 
the failure region when the degree of nonlinearity of 
the limit state equation is quite low. This traditional 
importance sampling method needs to find the design 
point by the first order reliability method (FORM) or 
other optimization methods first, and it cannot be ef-
fectively used for conducting the reliability analysis 
under multiple failure modes. A new importance sam-
pling function is constructed by keeping the sampling 
center at the mean point and augmenting the standard 
deviation by a factor of O (O >1). The example given 
by Ref.[12] displays that this new importance sam-
pling function is suitable to be applied to the calcula-
tion of the dynamical failure probability of structures.  
In the stratified sampling method, the variable space 
is divided into several disjoint subspaces. Emphasis 
can be attributed by implementing more simulation in 
the subspaces that contribute more to the failure event. 
The concepts presented in Ref.[l4] are used to compute 
the transport properties of gases, and the stratified im- 
portance sampling method can reduce the calculation 
effort in calculating the true transport coefficients. 
Ref.[15] extended the stratified importance sampling 
method to calculating the failure probability of struc-
tural system with series multiple failure modes. 
This article presents a novel reliability sensitivity 
method based on the stratified importance sampling 
method (SISM), which is the combination of the strati-
fied sampling and the importance sampling for struc-
tural system with multiple failure modes. The pre-
sented method can significantly reduce the estimate of 
the variance and improve the sampling efficiency, and 
it is especially suitable to solve the highly nonlinear 
problems of structural system with multiple failure 
modes. The formulae of the reliability sensitivity esti-
mate, the variance and the coefficient of variation are 
derived for the presented SISM. 
This article is organized as follows. The available 
methods of reliability sensitivity analysis, such as the 
direct Monte Carlo simulation method, the importance 
sampling method and the stratified sampling method, 
are introduced in Section 2. Section 3 explains the 
concept and the implementation of SISM-based analy-
sis method in the normal variable space. The feasibility 
and rationality of the presented method are verified 
with the numerical examples in Section 4. Section 5 
summarizes the main advantages of the presented 
method. 
2. Available Methods for Reliability Sensitivity 
Analysis of Structural System
2.1. Definition of reliability sensitivity and its solution 
based on Monte Carlo method 
Since the independent normal distribution is a re- 
presentative distribution of random variable in reliabil-
ity sensitivity analysis, and the non-normal distribution 
can be transformed into equivalent independent normal 
distribution[25], we mainly investigate the case of in-
dependent normal distribution in this article. We as-
sume that x=[x1 x2 … xn] is an independent normal 
distribution vector, and Pi and Vi are the mean and the 
standard deviation of xi respectively. 
In the structural system, we assume that the limit 
state equations of failure modes are expressed by  
( ) 0 ( 1,2, , )mg m M  "x        (1) 
Thus, the failure region Fm of gm(x) can be expressed 
by  
^ `: ( ) 0m mg F x x ( 1,2, , )m M "   (2) 
When the failure modes are in series, the failure re-
gion F can be defined by 
1
M
m
m 
 *F F                 (3) 
When the failure modes are in parallel, the failure 
region F can be defined by 
1
M
m
m 
 F F                  (4) 
And the failure probability Pf of the structural sys-
tem with multiple failure modes can be expressed by 
f { : } ( )d ( ) ( )dP P f I f    ³ ³ FF Dx x F x x x x x  (5) 
where f (x) is the joint probability density function 
(PDF) of random vector x, D the variable space, and 
IF (x) the indicator of failure region, and when xF,
IF (x)=1, otherwise IF (x)=0.
By partially differentiating Eq.(5), the reliability 
sensitivity of Pf with respect to the distribution pa-
rameter Ti (i=1, 2, …, n) (Ti including Pi and Vi) of the 
basic variable xi, i.e. f ,iP Tw w  can be obtained as fol-
lows: 
f
( ) ( ) ( )d
( )i i
I fP f =
f
T T
ww w  w³ FD x x x xx
( ) ( ) ( 1, 2, , )
( ) i
I fE i n
f T
ª ºw  « »w¬ ¼
"F x x
x
     (6) 
where E[·] denotes the expectation value of operator. 
Obviously, the reliability sensitivity expressed by 
Eq.(6) can be easily calculated through the Monte 
Carlo simulation method[3-4], in which the expectation 
value is estimated by the mean of the samples gener-
ated from the PDF f (x).
2.2. Reliability sensitivity analysis based on impor-
tance sampling method 
The direct Monte Carlo method has been used 
widely in reliability sensitivity analysis for its high 
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precision. However, the huge computational cost is an 
obvious drawback of this method in assessing low 
probability events. By introducing an importance sam-
pling PDF, denoted by h(x), the importance sampling 
method can improve the efficiency estimating the reli-
ability sensitivity. Transforming Eq.(6) equivalently, 
the reliability sensitivity can be expressed by  
f
( ) ( ) ( )d
( )i i
I fP h
h
T T
ww w  w³ FD x x x xx ( 1,2, , )i n "
 (7) 
The estimate of the reliability sensitivity based on 
the important sampling method can be given by  
f
1
( ) ( )1ˆ /
( )
N
j j
i
j j i
I f
P
N h
T T 
ww w  w¦ F
x x
x
( 1,2, , )i n "
(8)
where xj is the jth sample generated from h(x).
Comparing with the Monte Carlo method, the tradi-
tional importance sampling method has lower compu-
tational cost, but it needs to search the design point 
with some other methods to construct the importance 
sampling PDF. 
2.3. Reliability sensitivity solution based on stratified 
sampling method 
The idea of the stratified sampling variance reduc-
tion technique is similar to that of the importance sam-
pling method. The variable space D in the stratified 
sampling method is divided into several disjoint sub-
space Dl (l=1,2,…,L), and Dl satisfies the following 
relationships: 
1
,
L
l
l 
 *D D i j  D D
( ;i jz , 1,2, , ; 1,2, , )i j n l L  " "      (9) 
where L is the number of the divided subspaces, and 
 empty set. According to the contribution of sub-
space to the failure probability, the corresponding 
number of sample size is assigned to the subspace. 
Assuming that Pl (l=1,2,…, L) is the probability of 
Dl, and 
l
PF  is the failure probability of Dl, then Pl can 
be expressed as  
( )d
l
lP f ³D x x ( 1,2, , )l L "      (10) 
For Dl, the sampling PDF fl (x) is selected as 
0
( ) ( ) ( ) ( )d
l
l
l l l
f f P f f
­° ®  °¯ ³D
x D
x x x x x x D
( 1,2, , )l L "              (11) 
Thus, the failure probability of Dl can be approxi-
mately estimated by 
1
( ) ( )ˆ
( )
l
l j j
l
j j
N
l l
l l l l
I f
P
f N 
 ¦ FF x xx ( 1,2, , )l L "   (12) 
where
jlx  is the ljth sample drawn from Dl with fl(x)
as the sampling PDF, Nl the total number of samples 
drawn with fl(x), and ( )
l
I F  an indicator function of 
the failure region Fl in Dl.
The estimate of the failure probability based on the 
stratified sampling method can be expressed as the 
sum of ˆ
l
PF , i.e. 
f
1 1 1
ˆ
( ) ( )ˆ
( )
l
l j j
l
j j
NL L l l
l l l l l l
P
I f
P
f N   
  
ª º« »« »¬ ¼
¦ ¦ ¦ FF x xx        (13) 
By partially differentiating Eq.(13) with respect to 
the distribution parameter Ti, the reliability sensitivity 
estimate fˆPw /wTi  based on the stratified sampling 
can be estimated. 
As a variance reduction technique, the stratified 
sampling method has lower computational cost, but it 
needs selecting an appropriate stratified strategy. 
3. Reliability Sensitivity Solution Based on SISM 
for Structural System 
3.1. Basic principle 
Combining with the advantages of the importance 
sampling method and the stratified sampling method 
mentioned above, an innovative method, SISM, is 
proposed to analyze the reliability sensitivity of the 
structural system with multiple failure modes.  
Assuming that h(x) is the importance sampling PDF 
of the whole variable space D, which can be divided 
into L disjoint subspaces Dl (l=1,2,…, L) by several 
specific curved surfaces. The probability of subspace 
Dl in the whole variable space D can be calculated by 
( )d
l
lP h ³D x x ( 1,2, , )l L "      (14) 
Then hl(x)(l=1,2,…,L) shown in Eq.(15) is selected 
as the importance sampling PDF of Dl.
0
( ) ( ) ( ) ( )d
l
l
l l l
h h P h h
­° ®  °¯ ³D
x D
x x x x x x D
( 1,2, , )l L "              (15) 
By using hl(x) and the concept of the stratified sam-
pling method, SISM is proposed, then the failure 
probability of the whole variable space can be esti-
mated by 
f
1 1 1
( ) ( )ˆ ˆ
( )
l
j l j
l
j j
NL L l l
l l l l l l
f I
P P
N h   
ª º« »  « »¬ ¼
¦ ¦ ¦ FF x xx       (16) 
where
jlx is the ljth sample drawn from Dl with hl(x)
as the importance sampling PDF, and Nl the number of 
samples drawn with hl(x).
The variance of the failure probability estimate 
based on SISM can be derived by  
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By partially differentiating Eq.(16) with respect to 
the distribution parameter Ti, the reliability sensitivity 
estimate fˆ / iP Tw w  based on SISM can be derived by 
f
1 1
( ) ( )1ˆ /
( )
l
l j j
j j
NL l l
i
l l l l l i
I f
P
N h
T T  
ª ºw« »w w  w« »¬ ¼
¦ ¦ F x xx
( 1,2, , )i n "               (18) 
The variance and the variation coefficient of 
fˆ / iP Tw w  can be derived by Eqs.(19)-(20) respectively.  
f
1
1ˆVar( / )
( 1)
L
i
l ll
P
N N
T
 
­°w w  ® °¯¦
2
1
( ) ( )
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l
l j j
j j
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l l
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1
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l
l j j
j j
N
l l
ll l l i
I f
N h T 
½º§ ·w °»¨ ¸ ¾»¨ ¸w °© ¹ »¼¿
¦ F x xx        (19) 
fˆCov( / )iP Tw w  
f f
ˆ ˆVar( / ) /i iP PT Tw w w w         (20) 
The important issues of SISM needed to be re-
searched include the selection of the appropriate im-
portance sampling PDF, the selection of the appropri-
ate stratified strategy to divide the variable space D
and the assignment of sample size for the subspace. 
These issues will be discussed in the following subsec-
tions. 
3.2. Selection of appropriate importance sampling 
PDF for SISM 
The selection of the appropriate importance sam-
pling PDF h(x) is the key step for improving the effi-
ciency of SISM. Theoretically, the best estimation of 
the importance sampling PDF h(x) is f (x)/Pf. As Pf is 
unknown and should be solved, the other methods 
must be considered for determining the importance 
sampling PDF. Commonly, the importance sampling 
PDF is chosen to be in a form which is similar to that 
of f (x).
In the traditional importance sampling method, the 
design point of the limit state equation should be 
searched through FORM to construct the importance 
sampling PDF. The importance sampling PDF for a 
simple random variable with single failure mode is 
sketched in Fig.1(a). However, this traditional impor-
tance sampling PDF is difficult to be constructed in the 
case of the multiple failure modes. In Ref.[12], a new 
kind of importance sampling PDF is constructed by 
keeping the mean vector of the basic variables invari-
able and augmenting the standard deviation by a factor 
of O(O>1). This new kind of the importance sampling 
PDF with a simple random variable of a single failure 
mode is shown in Fig.1(b). By introducing parameter O
and augmenting the standard deviation of the impor-
tance sampling PDF, more samples will fall into the 
failure region, and contributes significantly to the es-
timate of the failure probability. Thus, the convergence 
of the estimate can be improved. This new importance 
sampling PDF does not require the information of the 
design point of the failure region, therefore its applica-
tion is as wide as that of the direct Monte Carlo 
method. It can be used to analyze the problems of sin-
gle failure mode with several design points, series 
multiple failure modes, parallel multiple failure modes, 
and so on. 
Fig.1  Relationship between f (x) and h(x).
Assuming that the basic variable xi(i=1, 2, …, n) is 
an independent normal random variable with the mean 
value of Pi and the standard deviation of Vi, i.e. 
xi~N(Pi, 2iV ), the importance sampling PDF h(x) con-
structed through augmenting the standard deviation a 
factor of by O can be expressed by  
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2
2
1
1
( )1( ) exp
2( )( 2 ) ( )
n
i i
n
n i i i
i i
i
xh POVOV  
 
­ ½ª º° ° ® ¾« »° °¬ ¼¯ ¿S
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x   (21) 
3.3. Selection of appropriate stratified strategy and 
assignment of sample size of Dl
Specially details affecting the convergence of SISM 
include the stratified strategy of selecting appropriate 
surfaces to divide the variable space and the assign-
ment of the sample size of Dl.
Three common stratified strategies are shown in 
Fig.2[15].
Fig.2  Three common stratified strategies of SISM.
(1) n-dimensional coordinate planes method. The 
variable space can be uniformly divided into several 
disjoint subspaces by coordinate planes at the mean 
point of the random vector. The total number L of the 
subspaces can be calculated by L=2n. The subspaces of 
a 2-dimensional variable space divided by two planes 
are shown in Fig.2(a). 
(2) n-dimensional polyhedron method. The variable 
space can be divided into several disjoint subspaces by 
several surfaces of polyhedron. The simpler the equa-
tion form of polyhedron is, the easier the sampling is. 
The subspaces of a 2-dimensional variable space di-
vided by two polyhedron surfaces are shown in 
Fig.2(b). 
(3) n-dimensional hypersphere method. The n-di-
mensional variable space can be divided into several 
disjoint subspaces by several surfaces of hypersphere. 
The subspaces of a 2-dimensional variable space di-
vided by two hypersphere surfaces are shown in 
Fig.2(c). 
Additional computational cost is needed to deter-
mine the appropriate forms and the number of surfaces 
for the n-dimensional polyhedron method and the 
n-dimensional hypersphere method. Moreover, it is 
difficult to directly estimate the value of Pl in Eq.(14), 
which is needed in hl(x). The stratified strategy of 
n-dimensional coordinate planes method is relatively 
simple, and Pl can be directly estimated by 
( )d 2
l
n
lP h
  ³D x x . Therefore, hl(x) of Dl can be 
expressed by an explicit expression, and the stratified 
strategy based on the n-dimensional coordinate planes 
method is employed in this article. 
When the total number of samples N is determined, 
the number of the samples drawn from hl(x) of Dl, Nl,
satisfies the relationship of Nl/N = ˆVar( )lPF
1
ˆVar( )
l
L
l
P
 
¦ F . In order to minimize the variance of the 
estimate, Var ˆ( )
l
PF  can be expressed by  
1ˆVar( )
( 1)l l l
P
N N
 F
2
1
( ) ( )
( )
l
j l j
j j
N
l l
l l l
f I
h 
ª § ·« ¨ ¸ « ¨ ¸© ¹«¬
¦ Fx xx
2
1
( ) ( )1
( )
l
j l j
j j
N
l l
ll l l
f I
N h 
º§ · »¨ ¸¨ ¸ »© ¹ ¼
¦ Fx xx         (22) 
Therefore, the most appropriate number of samples 
of Dl, Nl, can be expressed by Eq.(23) in case that the 
total number is N.
1
ˆ ˆVar( ) Var( )
l l
L
l
l
N N P P
 
 ¦F F
( 1,2, , )l L "             (23) 
From Eqs.(22)-(23), Var ˆ( )
l
PF  and Nl are interre-
lated, thus an iterative simulation process is adopted to 
estimate the proper number of samples of Dl. The it-
erative simulation process can be depicted as follows. 
Assuming that the initial values of (0)ˆVar( )
l
PF (l=1,
2,…, L) satisfy the relationship of 
1
(0)ˆVar( )P  F
2
(0) (0)ˆ ˆVar( ) Var( )
L
P P  "F F , the number (1)lN  for the 
first iterative step in the lth subspace can be computed 
by Eq.(23). 
According to Eq.(22), ( )ˆVar( )
l
kPF (l=1,2,…, L; kt1)
for the kth iterative step can be computed by 
( )ˆVar( )
l
kP  F
( )
( )
2( ) ( ) ( )
1 1
( ( ) ( )) ( )
s
l
lj j j
s
j
Nk
s s s
ll l l
s l
f I h
  
­° ª º ® ¬ ¼°¯¦ ¦ Fx x x
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where ( ) ( 1,2, , )slN s k "  is the number of samples 
drawn from the importance sampling PDF of Dl for the 
sth iterative step. 
The number ( 1)klN
  for the (k+1)th iterative step can 
be determined by 
( 1) ( 1) ( ) ( )
1
ˆ ˆVar( ) Var( )
l l
L
k k k k
l
l
N N P P 
 
 ¦F F    (25) 
where N(k+1) is the total number of samples drawn from 
the whole variable space for the (k+1)th iterative 
simulation step.  
The simulation procedure of SISM can be summa-
rized as follows: 
(1) Divide the whole variable space into L=2n dis-
joint subsapces Dl (l=1,2,…, L) at the mean point using 
the n-dimensional coordinate planes stratified strategy. 
(2) Compute Pl by Eq.(14), and construct the im-
portance sampling PDF hl(x) by Eq.(15). 
(3) Assign the sample size (1)lN  in the first iterative 
step for the lth subspace.   
Assuming
1 2
(0) (0) (0)ˆ ˆ ˆVar( ) Var( ) Var( ),
L
P P P   "F F F the
number of samples of lth subspace drawn from hl(x)
for the first simulation step, (1)lN , can be assigned by 
Eq.(25).
(4) Assign the sample size ( 1) ( 1)klN k
 t  in the 
(k+1)th iterative step for the lth subspace. 
According to the information provided by kth step, 
( )ˆVar( )
l
kPF  can be computed by Eq.(24),  then the 
sample size of (k+1)th step for the lth subspace, 
( 1)k
lN
 , can be assigned by Eq.(25). 
(5) Calculate the reliability sensitivity estimate 
fˆ iP Tw w , the variance fˆVar( )iP Tw w , and the coeffi-
cient of variation fˆCov ( )iP Tw w  by Eqs.(18)-(20) 
respectively. If the coefficient of variation 
fˆCov ( )iP Tw w  is less than an assumed critical value, 
the iteration can be ended, otherwise, it is needed to 
reset k=k+1, and shift to Step (4).  
It should be noted that when the failure region F is 
axisymmetric with regard to the n-dimensional coor-
dinate planes at the mean value point, then 
1 2 L
P P P   "F F F  and the numbers of samples 
drawn from each subspace are the same, namely N1=
N2=…=NL. In this case, the efficiency of SISM is equal 
to that of the importance sampling method. 
4. Examples 
4.1. Example 1: nonlinear limit state function 
The non-linear limit state function is g(x)=
exp(0.2x1+1.2)x2, where the basic random variables 
x1 and x2 are independent and have standard normal 
distributions. Through augment the standard derivation 
by a factor of O1=O2=2.0, the importance sampling 
PDF h(x) can be written as  
2 2
1 2
2 22
1( ) exp
2 2.0 2 2.0( 2 2)
x xh
ª º§ ·  « »¨ ¸u uS u « »© ¹¬ ¼
x
The results computed by four methods are shown in 
Table 1. 
Table 1  Results of Example 1 
Method/ Sampling size 
Reliability sensitivity Monte Carlo 
method/5.37×106
Stratified sampling 
method/2.03×106
Importance sampling 
method/4.5×105 SISM/2.7×10
5
Estimate 0.002 698 0.002 696 0.002 696 0.002 665 
Variation coeffcient 0.011 470 0.010 820  0.010 220 0.007 723 f 1Pˆ Pw w
Relative error/%  0.053 8 0.064 9 1.224 0 
Estimate 0.003 297 0.003 246  0.003 258 0.003 277 
Variation coeffcient 0.017 830 0.017 050  0.012 460 0.009 496 f 1Pˆ Vw w
Relative error/%  1.546 0 1.183 0 0.601 0 
Estimate 0.005 256 0.005 321  0.005 284 0.005 181 
Variation coeffcient 0.010 160 0.010 150  0.009 454 0.007 331 f 2Pˆ Pw w
Relative error/%  1.237 0 0.529 0 1.423 0 
Estimate 0.013 490 0.013 700  0.013 590 0.013 31 
Variation coeffcient 0.010 740   0.011 200  0.009 162 0.007 253 f 2Pˆ Vw w
Relative error/%  1.557 0 0.739 0 1.324 0 
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The results of Example 1 show that the presented 
method is suitable for the reliability sensitivity analysis 
of the structure with a single failure mode. The results 
calculated by the presented method are in good agree-
ment with those calculated by Monte Carlo method, 
and the largest error of these results is 1.423%. The 
SISM has fastest convergence rate among the four 
methods. With the same coefficient of variation of the 
estimate of reliability sensitivity, the presented method 
needs minimum sample size, and the number of sam-
ples for this method is 5.028% of that for Monte Carlo 
method, 13.3% of that for stratified sampling method, 
and 60% of that for importance sampling method.  
4.2. Example 2: parallel failure modes  
Equations g1= 21x 5x18x2+16 and g2= 16x1+ 22x +
32 are the limit state functions of a system, and the limit 
state of the system is g = max(g1, g2), where x1 and x2 are 
mutually independent standard normal variables. The 
parameters are selected as O1=O2=2.0. The results com-
puted by four methods are shown in Table 2. 
Table 2  Results of Example 2 
Method/ Sampling size 
Reliability sensitivity Monte Carlo 
method/6.36×106
Stratified sampling 
method/1.82×106
Importance sampling 
method/1.08×106 SISM/3.8×10
5
Estimate 0.003 939 0.003 950 0.003 936 0.003 976 
Variation coefficient 0.010 090 0.009 553 0.009 403 0.008 439 f 1Pˆ Pw w
Relative error/%  0.284 0 0.052 0 0.956 0 
Estimate 0.008 483 0.008 514 0.008 492 0.008 590 
Variation coefficient 0.010 500 0.009 944 0.008 714 0.007 803 f 1Pˆ Vw w
Relative error/%  0.366 3 0.102 0 1.267 0 
Estimate 0.002 537 0.002 544 0.002 541 0.002 563 
Variation coefficient 0.010 230 0.009 684 0.009 243 0.008 285 f 2Pˆ Pw w
Relative error/%  0.274 0 0.154 0 1.028 0 
Estimate 0.002 721 0.002 727 0.002 743 0.002 767 
Variation coefficient 0.012 430 0.011 730 0.008 422 0.007 522 f 2Pˆ Vw w
Relative error/%  0.229 0 0.796 0 1.681 0 
The results of Example 2 show that the presented 
method is suitable for the reliability sensitivity analysis 
of the structural system with parallel failure modes. 
The results calculated by the presented method are in 
good agreement with those calculated by Monte Carlo 
method, and the largest error of those results is 
1.681 0%. The SISM has the fastest convergence rate 
among the four methods. With the same coefficient of 
variation of the estimate of reliability sensitivity, the 
presented method needs minimum sample size, and the 
number of samples for this method is 5.975% of that 
for Monte Carlo method, 20.879% of that for stratified 
sampling method, and 35.185% of that for importance 
sampling method.  
4.3. Example 3: serial failure modes 
A 9-box structure is composed of 64-bar and 
42-plate elements, and it is used to simulate the air-
plane wing as shown in Fig.3. The material of the 
9-box structure is aluminum alloy. The original data 
are taken from Ref.[26]. Two significant failure modes 
of structure system are enumerated by the optimum 
criterion method. The limit state functions 1g  and 
2g  of two significant failure modes and the limit state 
function g of the system are shown as follows: 
1 2
1 78 68 77
2 78 77
min( , )
4.0 4.0 3.999 8
0.229 9 3.242 5
g g g
g R R R P
g R R P
 ­°    ®°   ¯
Fig.3  Sketch of 9-box structure. 
Assuming that all the basic independent random 
variables are in normal distribution, the mean value 
and the variation coefficient of the applied load P are 
PP = 150 kg and Cov(P)=0.25, respectively. The mean 
values of Ri (i=68, 77, 78) are
68 77 78R R RP P P   
83.5 kg, and the variation coefficient of Ri are 
Cov(Ri)=0.12. The selected parameters are 
68RO  
77 78
2.0R R PO O O   . The results computed by four 
methods are shown in Table 3.  
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Table 3  Results of Example 3 
Method/ Sampling size 
Reliability sensitivity Monte Carlo 
method/3.21×106
Stratified sampling 
method/1.43×106
Importance sampling 
method/1.53×106 SISM/6.3×10
5
Estimate 0.001 331 0.001 326 0.001 333 0.001 331 
Variation coefficient 0.007 010 0.006 894 0.006 473 0.005 189 
68fˆ RP Pw w
Relative error/%  0.334 00 0.483 40 0.016 55 
Estimate 0.001 594 0.001 579 0.001 586 0.001 572 
Variation coefficient 0.011 000 0.011 570 0.007 958 0.006 985 68fˆ RP Vw w
Relative error/%  0.947 5 0.404 0 1.411 0 
Estimate 0.000 843 5 0.000 860 7 0.000 847 1 0.000 843 0 
Variation coefficient 0.012 790 0 0.013 200 0 0.010 950 0 0.009 842 8 77fˆ RP Pw w
Relative error/% 2.045 0 1.585 0 0.059 5 
Estimate 0.002 530 0.002 541 0.002 477 0.002 508 
Variation coefficient 0.008 697 0.009 769 0.005 751 0.005 711 77fˆ RP Vw w
Relative error/%  0.425 2.506 0.869 
Estimate 0.001 358 0.001 365 0.001 365 0.001 358 
Variation coefficient 0.006 829 0.006 597 0.006 283 0.005 095 78fˆ RP Pw w
Relative error/% 0.507 000 0.006 430 0.007 915 
Estimate 0.001 564 0.001 552 0.001 577 0.001 571 
Variation coefficient 0.011 070 0.011 260 0.007 952 0.006 985 78fˆ RP Vw w
Relative error/%  0.779 1.605 0.405 
Estimate 0.000 480 3 0.000 480 4 0.000 481 0 0.000 485 2 
Variation coefficient 0.005 980 0.006 329 0.005 009 0.004 565 fˆ PP Pw w
Relative error/% 0.036 9 0.117 0 1.024 0 
Estimate 0.000 675 0 0.000 681 3 0.000 678 5 0.000 687 5 
Variation coefficient 0.008 877 0.009 923 0.005 694 0.005 883 fˆ PP Vw w
Relative error/%  0.933 0.406 1.852 
The results of Example 3 show that the presented 
method is suitable for the reliability sensitivity analysis 
of the structural system with serial failure modes. The 
results calculated by the presented method are in good 
agreement with those calculated by Monte Carlo 
method, and the largest error of these results is 
1.852%. The SISM has the fastest convergence rate 
among the four methods. With the same coefficient of 
variation of the estimate of reliability sensitivity, the 
presented method needs minimum sample size, and the 
number of samples for this method is 19.626% of that 
for the Monte Carlo method, 44.056% of that for the 
stratified sampling method, and 41.176% of that for 
the importance sampling method.  
4.4. Example 4: engineering application of implicit 
limit state equations 
An inner flap of an aircraft is a complex structure 
which is composed of a sub-flap and a main-flap. The 
finite element model of the inner flap is shown in 
Fig.4. Result analyzed by finite element software 
shows that the strains at the Node 910457 and Node 
920273 are most significant. Considering the factor of 
strain failure, the limit state functions 1g  and 2g  of 
two significant failure modes and the limit state func-
tion g of the system are shown as follows: 
1 2
1 1 1 1
2 2 1 1
min( , )
36.5 ( , , )
36.5 ( , , )
g g g
g g E G F
g g E G F
 ­° c ®° c ¯
where E1 and G1 are the elastic modulus and shear 
modulus of the Node 910457 respectively, E2 and G2
are the elastic modulus and shear modulus of Node 
920273 respectively, F is the aerodynamic load of 
wing, and 1g c (E1,G1,F) and 2g c (E2,G2,F) are the re-
sponse values of the strains in Node 910457 and Node 
920273 respectively. By introducing a dimensionless 
parameter FD, the aerodynamic load F=F0(1+ FD) will 
Fig.4  Finite element model of inner flap.
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display its dispersion characteristic, and in which F0 is 
the given its aerodynamic load of wing. E1, G1, E2, G2
and FD are mutually independent normal variables, and 
their distribution parameters are shown in Table 4. 
Only the importance sampling method and SISM are 
used to analyze the reliability sensitivity of this exam-
ple, because of their huge computation cost, the Monte 
Carlo method and the stratified sampling method are 
not feasible to be used at this time. The results of Ex-
ample 4 are shown in Table 5. 
Table 4  Distribution parameters of basic random vari-
ables
Random 
variable Mean 
Variation 
coefficient 
Standard 
variation 
E1/(kN·m2) 72 450.0 0.02 1 449.000
G1/(kN·m2) 27 236.8 0.02   544.736
E2/(kN·m2) 51 095.0 0.02 1 021.900
G2/(kN·m2) 21 229.0 0.02   424.580
FD 0    0.1
Table 5  Results of Example 4 
Method 
Importance sampling method SISM 
(Sampling size is 2.4×104, (Sampling size is 1.44×104,
Reliability sensitivity 
compute time is 2.610 5×105 s) compute time is 1.424 6×105 s)
Estimate 0.150 0 0.155 5 
Variation coefficient 0.025 42 0.024 62 fˆ FP DPw w
Relative error/%  3.676 
Estimate 0.382 1 0.393 0 
Variation coefficient 0.023 71 0.023 04 fˆ FP DVw w
Relative error/%  2.878 
The results calculated by the SISM are in good 
agreement with those calculated by the importance 
sampling method, and the largest error of the results is 
3.676%, which satisfies the requirement of the engi-
neering precision. With the same coefficient of varia-
tion of the estimate of reliability sensitivity, the needed 
computing time of the presented method is only 
54.57% for that of the importance sampling method. 
5. Conclusions 
Combining the advantages of the importance sam-
pling and the stratified sampling, a new technique, 
SISM, is presented and used to analyze the reliability 
sensitivity. The formulae of the reliability sensitivity 
estimate, the variance and the coefficient of variation 
are derived for the presented method. Comparing with 
the stratified sampling method and the importance 
sampling method, the presented method can obtain 
more obvious variance reduction and efficiency im-
provement in calculation. The presented method is 
especially suitable for solving the reliability sensitivity 
of the structural system with multiple failure modes 
and highly nonlinear limit state functions. 
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