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The main contribution of this thesis is to present a study of two normalisation
theorems and proofs in classical logic: one propositional, one first-order. For
propositional logic, we show a local cycle removal procedure through reduc-
tions on merge contractions that ensures that proofs can be decomposed—that
contractions can be pushed to the bottom of a proof—in a straightforward way.
For first-order logic, we show how decomposition of proofs can correspond to
two presentations of Herbrand’s Theorem, and how we can use translations
into expansion proofs to give a new, indirect cut elimination theorem for first-
order logic.
In addition, an old but interesting cut elimination method for propositional
logic, the experiments method, is formally presented for the first time, and we
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Introduction
‘Hence there can never be
surprises in logic.’
L. Wittgenstein [Wit61]
The fundamental compression mechanism for sequent calculus proofs is un-
derstood to be the cut; therefore the proof theoretic analogue to computation
is seen to be cut elimination. However, in classical logic—both propositional
and first-order—the complexity of cut elimination is greatly determined by the
position and behaviour of contractions in proofs. In particular, the centrality
of contractions on existential formulae to the structure of first-order proofs
has been highlighted in the body of the work that was initiated by Jacques
Herbrand in 1930 [Her30; Her71]. The fundamental result shows that all true
first-order formulae can be proved in two phases: a primary stage, in which
only certain contractions are allowed; followed by the rest of the proof. Cru-
cially, a bound on the contractive phase of the proof renders finding the rest of
the proof a decidable problem: contraction, therefore, can be seen as the locus
of undecidability in classical first-order logic.
Why then the traditional focus on cuts over contractions in traditional proof
theory? A compelling answer looks to the ‘Two Restrictions on Contraction’
identified by Kai Brünnler for sequent systems with multiplicative rules: that
contractions cannot be reduced to atomic form and that the contractive phase
of the proof cannot be isolated from the rest [Brü03b]. Move to a deep infer-
ence proof system, however, and these restrictions are lifted. Thus, whole new
avenues for proof theoretic inquiry are unlocked by a move to deep inference,
with classes of proofs and normal forms that were previously inexpressible,
and a finer level of analysis of processes of normalisation made possible. In
particular, we have classes of proofs, such as those guaranteed by Herbrand’s
Theorem, which are decomposed into contractive and non-contractive phases.
In deep inference systems for classical logic, every provable formula has a de-
composed proof; there are procedures that allow us to decompose all proofs
into this form. But what is a deep inference proof system?
A Brief History of Deep Inference
Deep inference started off as a personal research project of Alessio Guglielmi,
studying an ‘extreme form of linear logic’ that extends the notion of linearity
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beyond the formula-level to the level of the proof system itself [Gug]. Syn-
tactically, this is achieved by allowing the same means of composition for
derivations as formulae—obliterating the ‘object-level/meta-level’, or ‘struc-
tural connective/logical connective’ distinction common to proofs systems in
the Gentzen tradition. The theoretical direction of travel can be thought of as
opposed to that which begat hypersequent and display calculi [Avr87; Bel82;
CRW14]; deep inference is characterised by a reduction not a proliferation of
(structural) syntax. However an immediate motivation was the same: just as
extensions of the sequent calculus allow for more logics to be captured by cut-
free systems, it was very early on discovered that deep inference could be used
to capture a linear logic extended with process-algebra’s sequential composi-
tion, BV, conjectured to be equivalent to Christian Retoré’s Pomset Logic and
provably inexpressible in the sequent calculus [Gug07; Ret97; Tiu01; Tiu05].
The initial phase of development took place in Dresden between 1999 and
2003, culminating in one Master’s and two PhD theses that established the sub-
ject [Brü03a; Str03; Tiu01]. This first wave of research in deep inference proof
theory is perhaps epitomised by the discovery of proof systems with fully lo-
cal structural rules for classical [Brü06a; BT01], intuitionistic [Tiu06], linear
[Gug07; Str03], and modal [Brü09; SS04] logics. The ability to reduce cut to
atomic form led to whole new methods of cut elimination, such as splitting
[Brü03a; Gug07], while the reduction of contraction to atomic form was key to
work on computational interpretations of deep inference, such as the atomic
lambda calculus, a typed calculus with explicit sharing [GHP13]; the atomic
lambda-mu calculus, [Par92; He18]; and a Curry-Howard correspondence be-
tween interaction nets and a deep inference system for MELL [GM13].
The next wave of research in deep inference, at least for classical propositional
logic, was initiated by the discovery of the atomic flow by Tom Gundersen.
The idea is similar to that of Samuel Buss’s logical flow graphs [Bus91; Car02],
which were developed to reason about sequent calculus proofs ignoring cer-
tain inessential aspects of the proof, what Jean-Yves Girard described as the
‘bureaucracy of syntax’ [Gir89]. An atomic flow is a directed acyclic graph
with each node corresponding to an atomic structural rule and vertices corre-
sponding to atoms. Composition of flows matches composition of open deduc-
tion derivations: we can adjoin two flows vertically (assuming the respective
inputs and outputs match) or horizontally. However, unlike proof nets [Gir87;
LS05], atomic flows are not proof systems—there is no polynomial-time cor-
rectness condition for deciding whether a certain flow guarantees the proof of
a proposition.
The first major result for atomic flows was showing that normalisation of propo-
sitional proofs can be carried out at the level of the flow, with rewrites of
flows descending cleanly to rewrites of derivations [GG08; Gun09]. Global
flow transformations, in particular the path breaker, ensured that the rewriting
systems for the flows terminated [GGS10], with this approach being refined
by the use of threshold formulae to show that cut elimination need only in-
crease the size of a proof quasi-polynomially, with polynomial size cost con-
jectured [Bru+16; Jeř08]. More recently, further work on the proof complexity
of propositional logic has been carried out by Anupam Das and others, with at

















Figure 1: The ‘path breaker’ for a derivation with one atom. For technical
details see [GGP10].
In particular, the crucial role of contraction (and cocontraction) in managing
the complexity of propositional proofs has been explicated, with contraction-
cocontraction pairs, known as ‘sausages’, key to proof compression [Das15].
Most recently, the development of subatomic logic, chiefly by Andrea Aler
Tubella and Guglielmi, has unified the proof theory of a wide variety of logics
under a single scheme [AT17; ATG18]. By considering atoms not as fundamen-
tal objects of study for propositional proofs, but as self-dual non-commutative
connectives that can be interpreted back into a standard system, one can fit
structural, logical and equality rules for classical, linear, non-commutative and
modal logics into a remarkably uniform rule-shape. Furthermore, the regular-
ity of the rule-shape enables normalisation procedures—decomposition and
splitting—that can be described independent of a particular logic and applica-
ble to many at once.
Decomposition via Cycle Removal
The first part of this thesis looks at how the techniques developed for sub-
atomic systems can be specialised to classical propositional logic. The key ob-
stacle to normalization is the existence of infinite reduction paths for rewriting
systems that decompose proofs. Above, we described how global transforma-
tions on atomic flows can be used to convert derivations into forms where local
rewriting of flows is terminating. They do so by ensuring that there are no ‘cy-
cles’ between identities and cuts in flows, which, if they contain contractions,
can lead to infinite reduction sequences. Thus, we obtain the separation of cut
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(A{a} ∧B) ∨ (C ∧D{a¯})
m
(A{a} ∨C) ∧ (B∨D{a¯})
Figure 2: A ‘critical medial’ rule for a cycle
elimination into three separate procedures:
1. Cycle elimination
2. Decomposition of proofs into contractive and non-contractive phases.
3. Elimination of cuts in the linear fragment via splitting.
Unlike decomposition and splitting, cycle elimination via global transforma-
tions involves plugging parts of derivations into standard moulds, such as the
‘path breaker’ [GGP10]. These moulds provide a clean way to guarantee termi-
nation without the need to ‘look inside’ the derivation. In contrast, the reduc-
tions for decomposition involve permuting individual atomic contractions and
cocontractions around the derivation. The question then raised is whether we
can remove cycles in a similar way to decomposition, as a fully local procedure
carried out on atomic inference rules. Not quite: although the procedure we
show is ‘internal’ rather than ‘external’, it is not fully atomic. The procedure
we show stems from the observation that a certain linear rule, the ‘medial’
rule, is the only possible inference rule that is able to change the connective
linking an atom and its dual from disjunction to conjunction, a necessary in-
gredient for a cycle. Thus, if we can permute this ‘critical’ medial rule to the
bottom of the cycle, we can ‘break’ the cycle against the cut. Unfortunately, it
is not as straightforward to permute medial rules through a derivation as it is
for certain other rules, in particular structural rules.
Merge Contractions
To overcome the problem of permuting the medial rule through proofs, a new
rule generalising medials and atomic contractions is defined, the ‘merge con-
traction’, which can be permuted down to break the cycle. Once some theory
for merge contractions is developed, the cycle removal procedure itself be-
comes simple. What is a merge contraction, though? One way to think about
the underlying idea is by (coinductively) asking the question ‘to what extent
can two formulae A and B be contracted?’. If at least one of the two formulae
is atomic, the question can be answered immediately: ‘completely’ or ‘not at
all’. However if our two formulae are non-atomic, and have the same top-level
connective, we can reduce the question to ‘to what extent can the maximal
subformulae of A and B be contracted?’. Ignoring certain details that will be











(A∧B)∨ (f∧ (C ∧D))
mc↓
A∨ (B∨ (C ∧D))
(∃xA∧∀yB)∨ (∃xA∧∀yD)
mc↓ ∃xA∧∀y(B∧D)
Figure 3: Examples of merge contractions
the ‘merge set’ of A and B: the set of formulae that can be obtained by contract-
ing/merging A and B, including at a minimum A∨B. By allowing any element




, it turns out we can encapsulate an enormous amount of ‘contractive’
behaviour in a single inference rule: atomic contractions, medials, distributiv-
ity, unit equations, as well as a whole class of structured derivations combining
these inference rules. Furthermore, it turns out that the rewriting system for
atomic contractions that allows us to decompose proofs can be generalised to
merge contractions, for both propositional and first-order classical logic.
With this rewriting system for merge contractions, we are able to provide a
new proof for cycle elimination, similar but different to those in [ATGR17;
AT17]. However, it is expected that this new proof is merely the first applica-
tion of the concept, especially since we show that the rewriting system used can
be straightforwardly extended to first-order logic. A categorical treatment of
merge contractions is an obvious next step, as well as more ambitious normal-
isation theorems for the merge contraction rewriting system than those pre-
sented in this thesis.
Herbrand’s Theorem
In the second part of this thesis, we look at decomposition through the lens
of Herbrand’s Theorem. Like much of the development of first-order proof
theory, the work of Herbrand was done in the context of Hilbert’s Program,
an attempt by (overlapping) sections of the mathematical and philosophical
communities to rebuild faith in set theory, to retake ‘the paradise that Can-
tor created for us’ by formalising and proving the consistency of infinitary
mathematics by finitary means [Hil25]. Since a proof of consistency would
be provided by a sound, complete and decidable proof system for first-order
arithmetic, many leading mathematicians, including Herbrand, focussed their
energies on the newly-emerged field of proof theory. In essence, Herbrand’s
project was to find a concise representation of the content of first-order proofs
that was truly first-order, as opposed to merely propositional; to isolate the
minimal amount of non-propositional information that is contained in a first-
order proof. The importance of such a project, especially to the then embryonic
field of theoretical computer science, is that while propositional logic is decid-

























Figure 4: A demonstration of ∃a,b ∈ R(Q(a)∧Q(b)∧Q(ab)) in ‘Herbrand’ style.
seen as teasing out the kernel of undecidability from first-order logic.
To illustrate Herbrand’s Theorem, simple examples can be elucidatory. Take
the first-order translation of the sentence ‘There exists two irrational numbers
a and b such that ab is rational.’, which we will abbreviate (Q(a)∧Q(b)∧Q(ab))
For an intuitionist, a proof of the statement would have to be a pair of rationals
(a,b) that fit the bill. However, classical proofs can be more liberal: if for some
finite list of pairs (a1,b1), . . . , (an,bn), we can prove that
∨n
1(Q(ai)∧Q(bi)∧Q(abii ))
is a true sentence, then we have proved the original statment. It turns out that












2, proving the required statement is sim-





is either rational or irrational. This strategy of proving existential formula by
expanding them into a finite disjunction of instantiations is the crux of Her-
brand’s Theorem. Unfortunately, Herbrand’s own statement of his theorem,
let alone the proof, is notoriously ‘hard to follow’ [HB74; Web14], with most
modern treatments reformulating the material. For example, we have the fol-
lowing statement of Herbrand’s theorem in a prominent, more recent exposi-
tion by Buss [Bus95]:
Herbrand’s Theorem. A first-order formula A is valid if and only if A has a Her-
brand proof. A Herbrand proof of A consists of a prenexification A? of a strong
∨-expansion of A plus a witnessing substitution σ for A? .
Herbrand’s theorem has also been stated and proven in a deep inference set-
ting, in [Brü06a]:
Herbrand’s Theorem. For each proof of a formula S in system SKSgr there is a
substitution σ , a propositional formula P , a context Q{ } consisting only of quanti-
15









From these we can abstract a pattern of four key steps necessary for a Herbrand
Proof.
1. Expansion of existential subformulae.
2. Prenexification/elimination of universal quantifiers.
3. Term assignment.
4. Propositional tautology check.
This strategy is common to the two approaches. But we can also note the dif-
ference between the two formulations. One key difference between the two is
that, while Buss’s definition of a Herbrand proof is that it is a sui generis form of
proof, not a particular class of proof in a particular proof formalism, whereas
Brünnler’s is merely a subclass of proofs in a particular deep inference system.
In deep inference, each of the four conditions for the Herbrand Proof corre-
spond to certain first-order inference rules, rather than an ad hoc operation on
a first-order formula. Is this not possible in the sequent calculus?
Decomposition as Herbrand’s Theorem
The key to the difference between Buss’s and Brünnler’s Herbrand proofs is
due to one of the properties of proofs that Brünnler showed are possible in
deep inference but not sequent calculus systems. The second property is the
following:
‘Proofs can be separated into two phases (seen bottom-up): The lower phase only
contains instances of contraction. The upper phase contains instances of the other
rules, but no contraction. No formulae are duplicated in the upper phase.’ [Brü03b]
Brünnler shows that a standard sequent calculus proof system with multiplica-
tive rules cannot satisfy this property. The suggested way round this restriction
is to use systems with deep contraction. In fact, this restriction on sequent calcu-
lus systems is shown by Richard McKinley in [McK10] to create a gap in Buss’s
proof of Herbrand’s theorem in [Bus95]. The faulty proof assumes that if one
restricts contraction to only existential formulae, one retains completeness (as-
suming a multiplicative ∧R rule). That this is false can be seen by considering
the sequent below, where the application of any multiplicative ∧R rule leads










It is the inability of sequent systems to satisfy this proper that ensures that Her-
brand proofs can never be expressed as a subclass of sequent proofs. Moreover,
the first stage of a Herbrand proof is duplicating existential formulae, which
when translated into a bottom-up proof system is performed by contraction.
Therefore Herbrand proofs, in common with decomposed proofs, have con-
tractions at the bottom of their proofs; we can see Herbrand’s theorem as the
first-order instantiation of the more general proof theoretic procedure of de-
composition.
Another advantage that the move to deep inference gives us is the possibil-
ity to dramatically reduce the size of ‘Herbrand Disjunction’, the midsequent
between the first-order and propositional part of the proof. Using the lower
bounds on Herbrand expansion discovered by Richard Statman [Sta79], Mat-
thias Baaz and Alexander Leitsch showed that there are certain first-order for-
mulae whose prenexification increases the size of their Herbrand Expansion
nonelementarily [BL94]. Conversely, there are certain formulae for which de-
prenexification reduces the size of their Herbrand Expansion nonelementarily.
However, deprenexification is clearly not possible for proof systems with shal-
low inference, since quantifiers are pushed deep inside formulae. Baaz and
Juan Aguilera have shown that one can recover the complexity advantage by a
sequent system with locally unsound inference rules [AB16]. Yet, as they note,
including a family of deep inference rules that they call ‘quantifier shifts’ (but
were already present in Herbrand’s work as the ‘rules of passage’) is sufficient
for the speed-up, with no need for any local unsoundness. Thus, by adding
these rules of passage to a cut-free deep inference system, we obtain the non-
elementary proof-size reduction for certain formulae.
Decomposed Proofs as Expansion Proofs
Herbrand proofs are not the only way that Herbrand’s theorem has been rein-
terpreted. Another strand of research was initiated by the definition of ‘expan-
sion proofs’, which involve a generalisation of Herbrand’s Theorem to higher-
order logics [Mil87]. The idea is to enrich formulae, explicitly adding in con-
traction and instantiation information as syntax, so that they contain the Her-
brand disjunction attached to each first-order formulae as their ‘deep formula’.
One intuitive way to think about expansion proofs is as representations of
Coquand-style games [Coq95]: ∃loise, who can choose terms at existential
node, plays ∀belard, who chooses variables at universal nodes. Once all the
quantifiers are expanded, ∃loise wins if the resulting propositional formula is
a tautology, ∀belard otherwise. The first-order formula is true iff ∃loise has a
winning strategy.
However, the game described above is not complete for classical logic. For
classical proofs, we must give ∃loise the ability to ‘backtrack’, returning to any
previously expanded existential node at any point to choose another term. The
winning condition is now a disjunction over all of ∃loise’s choices. Since ∃loise
can only include free variables in her terms once ∀belard has played them,
this gives her access to more winning strategies, matching the fact that more













Figure 5: An expansion proof of the drinker’s formula
As an example, we consider the drinker’s formula, ∃x∀y[P¯ x ∨ P y], as popu-
larised by Smullyan: ‘There is someone in the pub such that, if they are drink-
ing, then everyone in the pub is drinking.’ As the outermost quantifier is an ex-
istential, ∃loise moves first. At this point, there is no other move but to choose
a closed term at random. ∀belard then chooses a variable to play—clearly he
should not pick the same term as ∃loise. Assuming not, the resulting tautol-
ogy would at this point be something along the lines of P a∨ P¯ b, it seems as if
∃loise does not have a winning strategy. However, ∃loise is allowed to back-
track, choosing the variable ∀belard picks for her second existential witness.
This time, whatever ∀belard picks, the disjunction over the two choices will be
a tautology, say
(




P b∨ P¯ c
)
.
In the original presentation of expansion proofs, Miller provides translations
back and forth between his new formalism and the sequent calculus. However
expansion proofs did not enjoy all the usual features of a proof system. Firstly,
there is no account of the propositional aspect, just a tautology check. Obvi-
ously one could be given, but there is no natural analogue of expansion proofs
for classical propositional logic. This isn’t really a problem—the motivation
behind expansion proofs is certification of first-order proofs, and using a first-
order proof as a certificate for itself isn’t of much use. Secondly, there is no
means to compose proofs by cut and certainly no cut elimination.
In fact, proving cut elimination for expansion proofs (or similar structures) has
been a relatively active topic of research in recent years. In [Hei10], a system
of ‘proof forests’ is presented, a graphical formalism of expansion proofs with
cut and a local rewrite relation that performs cut elimination. Similar work has
been carried out in [McK13] and more recently in [AHW18]. A more categori-
cal approach has also been given in [Alc+17]. Instead of a sui generis formalism
for expansion proofs with cut, we show a class of deep-inference proofs that
closely correspond to expansion proofs and another to expansion proofs with
cuts, giving translations that are fully canonical in one direction, and partially
in the other. Although we do not provide a new method of cut elimination for
expansion proofs, we compare the different cut elimination methods given in
the above papers, and investigate how they might be implemented in a deep
inference proof system. Thus, expansion proofs, in a way, provide an ‘off-the-
shelf’ first-order analogy to atomic flows: they represent certain key informa-
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tion contained in a proof, and can be used to guide normalisation. The theory
is not yet fully complete, but the use of expansion proofs provides a more
geometric approach to first-order cut elimination for deep inference than the
approach described in [Brü06a], and is less particular to one proof system.
Thus, we have two different approaches to Herbrand’s theorem: Herbrand
proofs and expansion proofs. The first approach is from a more Hilbertian
line of proof theory, with links often made to model theory and Gentzen’s cut
elimination results; the other integrated with newer traditions, such as game
semantics and proof nets. However, apart from the definition of new inference
rules, no real syntactic innovations are needed to situate both these approaches
within deep-inference proof systems, showcasing their capacity to internally
describe a wide range of proof theoretic approaches.
The Horizon
While being fairly self-contained, this thesis also represents the first step in an
ambitious, somewhat inchoate project. The atomic flow and subatomic logic
have shown that the move to deep inference allows us fundamentally new ways
to think about the proof theory of a wide array of propositional logics, both in-
dividually and collectively. Thus far, the same cannot be said for predicate
logics. While a significant portion of deep-inference proof theory has been ex-
tended from propositional to first-order logics, including the work presented
in this thesis, much of this first-order work has been incremental, rather than
revolutionary. In particular, the material connecting deep inference proofs
to Herbrand proofs and expansion proofs suggests deep inference as a natu-
ral setting for certain branches of first-order proof theory, hopefully widening
the appeal of deep-inference proof theory to new proof-theoretic communities.
However, it is not claimed that these results represent any sort of Copernican
shift, no radically new approach to the subject. Nevertheless, it is hoped that
this thesis can act as a launching pad for more provocative and unexpected
work.
In collaboration with Guglielmi and Michel Parigot, investigations have been
conducted into a first-order proof system with explicit/indicated substitutions
over the course of the last few years, with some preliminary and provisional
definitions and theorems sketched out. Since, however, we have not yet been
able to coalesce some of the more ambitious topics of these discussions into
concrete definitions, theorems and proofs, it was decided to leave them out
from this thesis. The central idea is that it might be possible and desirable to
distinguish and detach two functions of quantifiers in derivations: their role in
closing free variables and their role in assigning terms to variables. In partic-
ular, it is suggested that the instantiation rule might be decomposed into two
types of rule: one choosing a term as a witness for the quantified variable; one
removing the quantifier and freeing the variable. These two roles are already
distinguished to a certain extent by Herbrand proofs: the prenexification phase
removes any locality from the binding of variables, whereas the instantiation
phase assigns witnesses.










Figure 6: The instantiation rule decomposed
here. The first is Girard’s analysis of intuitionistic implication A→ B as a com-
bination of linear implication and the bang exponential, !A( B [Gir87]. Here,
semantic concerns motivated a syntactic innovation that led the discovery to
a whole new class of logics. Similarly, it is possible that the addition of ex-
plicit/indicated substitutions to classical first-order logic may suggest the def-
inition of new logics, or new proof systems for old logics, perhaps intermediate
logics, for which hypersequent calculi have been defined [Avr91; CGT08].
The second is not as obvious, but an example from the proof theory of classi-
cal first-order logic: Hilbert’s -calculus [HB74], which has seen a renewal of
interest in recent years [AB16; AHW18; BLL18; Min08; MZ06]. The -calculus
was developed as a tool for proving the consistency of arithmetic, as part of
Hilbert’s program, discussed above. The two -theorems show that the usual
quantifiers can be jettisoned in favour of enriching the term structure, with
this ‘-substitution’ method allowing for a new consistency proof of first-order
arithmetic [Ack40]. This rearrangement of first-order information contained in
a proof has significant proof theoretic consequences, and it might be expected
that indicated/explicit substitutions might too. Of course, it would likely be
hubristic to claim that this project will have a comparable legacy to either of
these two innovations, but hopefully the analogies are useful in describing the
scope of this more ambitious project.
For now, investigations are proceeding into a new definition of analyticity
using indicated substitutions, leading to stronger decomposition theorems.
Looking further ahead, it is hoped that the use of indicated substitutions will
enable us to fully distinguish between the first-order and propositional aspects
of proofs, in a more thorough way than is achieved by the use of expansion
proofs. It is expected that extending the rules of passage to substitutions will
be key to the endeavour.
The results in this thesis may not seem particularly pertinent to this larger
project, but, since the means of normalisation and normal forms are likely to
be both extensions of those for classical propositional logic, and comparable to
those for classical first-order logic, understanding the theory of normalisation
and, in particular, decomposition for these logics will provide a stable platform
on which to proceed into more speculative research. Any paradigm shift is
preceded by the exhausting of the previous paradigm, finding out where the
old approach reaches its explicatory limits, discovering where precisely the




In Chapter 1, the deep inference formalism of open deduction is presented,
and the standard proof systems for classical propositional logic are set out.
Some standard theory for propositional logic is then presented—the reduc-
tion of structural rules to atomic form, and the isolation of identies and cuts—
culminating in a simple and interesting method for cut elimination: the exper-
iments method.
In Chapter 2, the proof theory of propositional logic is developed further: we
describe reduction systems for atomic weakening and contraction and show
that the barrier to strong normalisation for the contraction system is the exis-
tence of cycles in proofs. We then introduce contractive derivations and merge
contractions, developing some theory so that we are in a position to present a
method for eliminating cycles in proofs by permuting critical merge contrac-
tions down the proof.
Part II
In Chapter 3, we introduce first-order classical logic, and give the standard
proof systems. We then show that the basic theory of contractive derivations
and merge contractions extend to first-order logic in a straightforward way.
In Chapter 4, we present a study of Herbrand’s Theorem from the point of view
of deep inference. We describe a class of first-order proofs, Herbrand Proofs,
and state and prove Herbrand’s Theorem for cut-free first-order proofs in open
deduction as a transformation into a Herbrand proof. We introduce expansion
proofs, and a class of first-order proof that corresponds closely to them: proofs
in Herbrand Normal Form. We then show the translations between Expansion
Proofs and proofs in Herbrand Normal Form. Finally, we show cut elimination
for proofs in Herbrand Normal Form, and how it closely corresponds to cut
elimination for expansion proofs with cuts, also known as proof forests. This
culminates in a cut elimination procedure for first-order logic via Herbrand’s
Theorem.
A note on originality and collaboration
Only parts of this thesis are truly original and even less is solely my own work,
for the usual expository reasons and so that the fruits of productive collabo-
ration can be shared. The early material on open deduction for propositional
logic is a new treatment of standard material, and the idea behind the experi-
ments method was shown to me by Guglielmi, while the formal presentation is
essentially my own. Chapter 2 is a result of a long and fruitful collaboration be-
tween Aler, Guglielmi and myself, and the cycle removal procedure has taken
many forms over the last few years. An early, simpler version can be found in
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[ATG18], and contractive derivations can be found in the original version of
Aler’s PhD thesis under the guise of generic contractions [AT16]. I do, however,
take credit for reworking these generic contractions as standalone inference
rules, merge contractions, even if the idea is borrowed from a rather different
setting, [Gug07]. Hence the focus on merge contractions in the cycle removal
procedure, with extensive theoretical grounding, and a further development
of their theory for first-order logic. However the basic idea for cycle removal is
not so different as in Aler’s thesis, and the presentation in the revised version
is more similar to that presented here, but with important differences [AT17].
First-order logic, and Herbrand’s theorem in particular was the original focus
of my PhD, and thus Part II contains the bulk of my original contributions to
deep inference proof theory. Although Brünnler laid exceptional foundations
for this work, I believe that the organisation of the first-order material, in par-
ticular the centrality of Herbrand’s Theorem and its use as a decomposition
theorem as a means for cut elimination, is essentially novel, as are the transla-
tions between proofs in Herbrand Normal Form and expansion proofs, which
have already been published separately [Ral18]. Straßburger has also shown
translations between expansion proofs and deep inference proofs for second-
order MLL, but I was not aware of this work until we discussed the work that
led to the paper in which my own ideas were first published [Str09; Str17b].
The cut elimination section is more of a summary and comparison of the work
in [Hei10], [McK13] and [AHW18], as is made clear in the text.
As a totality, it is hoped that this thesis provides a useful overview of the state-
of-the-art in the deep inference proof theory of classical logic, and will be both
a high-level and technical resource for those new to this field. It is clearly
not an exhaustive work, and readers are encouraged to attempt to fill in any
lacunae that they encounter and to upgrade conjectures to theorems.
Finally, it should be made unequivocally clear that any errors or misjudge-







Open Deduction for Classical
Propositional Logic
1.1 Open Deduction
We present the open deduction proof formalism [BM08; GGP10], which has
sometimes been named the functorial calculus [Gun09]. Inevitably, this pre-
sentation of the fundamentals will borrow and differ from previous iterations,
especially [GGP10] and [Gun09], but not importantly so.
1.1.1 Prederivations and formulae
In the formalism of open deduction, it is helpful to think of derivations as on-
tologically prior to formulae, and so we define derivations—or prederivations,
to be precise—before we define formulae.
Definition 1.1. Let Σ = (A,U,C1,C2) be a signature, with A a set of atoms, U
a set of units, and Ci a set of logical operators of arity i, each equipped with
an involutive bijection, negation commonly denoted by ·¯. Then a prederivation
over Σ is inductively defined in the following way:
• All atoms a ∈A and all units u ∈ U are prederivations.
If φ and ψ are prederivations, then:
• If • ∈ C1 then •φ is a prederivation.





We denote the set of prederivations over Σ by PΣ, omitting the subscript when
we are talking about prederivations of an unspecified signature and when oth-
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erwise appropriate. We use ≡ for syntactic equality between two prederiva-
tions, since we will go on to define an equality relation = on formulae.
Negation is extended to PΣ in the following way:
• •φ ≡ •¯φ





Note that the extension of negation to prederivations is still an involutive bi-
jection.
Remark 1.2. Since we will only encounter unary and binary operators, we re-
strict our attention to these, although there is no principled reason to rule out
operators of higher arity.










Definition 1.4. A formula is a prederivation with no instances of vertical com-
position, and we denote the set of formulae over Σ by FΣ, again omitting the
subscript when appropriate. We define two functions from P to F, pr (premise)
and cn (conclusion):
• pr(a) ≡ cn(a) ≡ a, for a ∈A;
• pr(u) ≡ cn(u) ≡ u, for u ∈ U;
• pr(•φ) ≡ •(pr(φ)), cn(•φ) ≡ •(cn(φ)), for • ∈ C1;
• pr(φ? ψ) ≡ pr(φ) ? pr(ψ), cn(φ? ψ) ≡ cn(φ) ? cn(ψ), for ? ∈ C2;
• pr
φψ
 ≡ pr(φ), cnφψ
 ≡ cn(ψ)




, where pr(φ) ≡ A and cn(φ) ≡ B.
Definition 1.5. The sections of a prederivation, sec(φ) are defined in the fol-
lowing way. If A ∈ sec(φ), we say A is a section of φ.
• sec(a) = {a}, for a ∈A;
• sec(u) = {u}, for u ∈ U;
• sec(•φ) = {•A | A ∈ sec(φ)}, for • ∈ C1;
• sec(φ? ψ) = {A? B | A ∈ sec(φ),B ∈ sec(ψ)}, for ? ∈ C2;
• sec
φψ
 = sec(φ)∪ sec(ψ)
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Definition 1.6. Given a signature Σ = (A,U,C1,C2) and functions | · | : A →
N, | · | : U→ N, we can define the size of a prederivation is a function | · | : PΣ→ N
defined in the following way:
• The size of atoms and units are already defined by the given functions.
•
∣∣∣•(φ)∣∣∣ = ∣∣∣φ∣∣∣+ 1
•
∣∣∣φ? ψ∣∣∣ ∣∣∣φ∣∣∣+ ∣∣∣ψ∣∣∣+ 1
•
∣∣∣∣∣∣ φρ ψ
∣∣∣∣∣∣ = ∣∣∣φ∣∣∣+ ∣∣∣ψ∣∣∣
Definition 1.7. (Prederivation) contexts with n holes are certain inductively de-
fined functions κ
n︷  ︸︸  ︷
{ } . . . { } : Pn → P, where prederivation contexts with 0 holes
are identified with prederivations, and the identity function, denoted { }, is a
context with 1 hole. More complex contexts are built up in the same way as
prederivations, with application performed by replacing gaps with prederiva-
tions. We say that κ is a formula context if it contains no instances of vertical
composition. We say κ is a formula-like context if no hole is in the scope of
vertical composition.
The size of a context is calculated in the same fashion as prederivations, with
|{ }| = 0.







is a prederivation over Σ, with pr(φ) ≡ a¯, cn(φ) ≡ (t ∧ ♦(f)) and sec(φ) =
{a¯,(f∧♦t),(f∧♦f),(t∧♦t),(t∧♦f)}.
We can also define the prederivation context with 2 holes κ1{ }{ } by:
κ1{ }{ } =
a¯
 ({ } ∧ { }) ,





κ1{ }{ } is neither a formula context nor formula-like, κ2{ } = 
 ft ∧ { }
 is a
formula-like context and κ3{ }{ } = ({ } ∧ { }) is a formula context.
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1.1.2 Categorical Composition of Prederivations
We will now show another way to vertically compose two prederivations, if the
conclusion of the first is equal to the premise is the second. We call this cate-
gorical composition of prederivations, since this is its denotation in categorical
semantics of deep inference proof systems [Hug04; McK06].
Definition 1.9. Let φ,ψ ∈ P, with cn(φ) ≡ pr(ψ). Then the categorical composi-




is defined inductively as follows:
• If φ ∈A, then we define φ.....
ψ
≡ ψ
• If φ ≡ •φ′ , with • ∈ C1, then we must have that cn(φ) ≡ •A ≡ pr(ψ), for
A ∈ F. We either have ψ ≡ •(ψ′) or ψ ≡ ψ1
ψ2











• If φ ≡ φ1 ? φ2, with ? ∈ C2 then we must have that cn(φ) ≡ (A1 ? A2) ≡
pr(ψ), for A1,A2 ∈ F. We either have ψ ≡ ψ1 ? ψ2 or ψ ≡
ψ1
ψ2
. We deal with





































Lemma 1.10. Categorical composition of prederivations is associative.
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• If φ ≡ a ∈A, then clearly
a
...........ψ.....ξ





The cases where ψ ≡ a or ξ ≡ a are similar.
• If we have that ξ ≡ ξ1
ξ2



































The case where φ ≡ φ1
φ2
is symmetrical.
• If we have that ψ ≡ ψ1
ψ2
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Since cn(φ) ≡ pr(ψ) is a precondition for φ.....
ψ
being well-defined, we have ex-
hausted all the cases.
Remark 1.11. We can now define a category CΣ, with formula as objects and
prederivations fromA to B as morphisms. The identity morphism on a formula
is the formula itself, treated as a prederivation.
Lemma 1.12. If φ ≡ κ
ψξ
 then we can find a unique formula-like context θ{ }








Proof. We proceed by structural induction on κ. If κ = { }, we take φ1 ≡ ψ and
φ2 ≡ ξ.










We then take φ1 ≡ •φ′1 and φ2 ≡ •φ′2.
If κ{ } = χ ? κ′{ }, then, similarly to above, we can find appropriate φ′1 and φ′2
such that we can take φ1 ≡ χ ? φ′1 and φ2 ≡ χ ? φ′2.
If κ{ } = χ








and φ2 ≡ φ′2. If κ{ } =
κ′{ }
χ




1.1.3 Sequential and Synchronal Form
We now introduce two canonical forms for derivations: sequential and syn-
chronal form.
Sequential form is essentially the calculus of structures [Brü06a; BT01] repre-
sented in open deduction. One way to think about a prederivation in sequen-
tial form is that it requires the vertical order on inference rules to be total. An
important use for sequential form is to provide an induction measure for open
deduction proofs, which are not always straightforward for two-dimensional
proofs.
Synchronal form, originally called Formalism A [Gug04], can be thought of as
a form where any non-essential vertical ordering between inference rules is
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eliminated. Since the synchronisation reduction is confluent, a prederivation
in synchronal form is a canonical form for a class of prederivations [GGP10].




if cn(φ) ≡ pr(ψ).
Definition 1.14. A prederivation φ is in sequential form if, for every possible
κ{ },ψ,ξ s.t φ ≡ κ
ψξ
, κ′{ } as in Lemma 1.12 is a formula context. Equiva-















A prederivation is in synchronal form if, for every possible κ{ },ψ,ξ s.t φ ≡
κ
ψξ
, cn(ψ) . pr(ξ).
Definition 1.15. A reduction rule r is a partial function r : PΣ→ P s.t. if r(φ′) ≡
ψ′ , then φ′ and ψ′ have the same premise and conclusion. We write r : φ′→ ψ′ .
For every reduction rule r : φ′ → ψ′ we define the reduction →r such that
φ→r ψ iff φ′ is a subprederivation of φ and ψ is obtained from φ by replacing
φ′ by ψ′ .
We call a finite set R of reduction rules a rewriting system. We write φ→R ψ if
there is r ∈ R s.t. φ→r ψ. The reflexive transitive closure of→r is written→∗r
. Given a set S of prederivations, we say that rewriting system R is terminating
on S if there is no infinite chain φ→r1 φ1→r2 . . . with ri ∈ R for any φ ∈ S. If φ
is s.t. there is no ψ with φ→r ψ we say φ is normal for R, or that φ is in normal
form w.r.t. R.
Definition 1.16. We define the rewriting system Seq as containing the follow-
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If φ −→∗Seq ψ with ψ in sequential form, we say that ψ is a sequentialisation of
φ. If φ −→∗Syn ψ with ψ in synchronal form, we say that ψ is a synchronisation
of φ.
Proposition 1.17. Seq and Syn are terminating on PΣ for any signature Σ.
Remark 1.18. S3 is the left inverse of both S1 and S2.
Proposition 1.19. φ is in normal form w.r.t. Seq iff φ is in sequential form. φ is
in normal form w.r.t. Syn iff φ is in synchronal form.
Proposition 1.20 (Confluence of Syn). Assume φ −→∗Syn ψ1 and φ −→∗Syn ψ2,
with ψ1 and ψ2 in normal form w.r.t. Syn. Then ψ1 ≡ ψ2.
Proof. Since Syn is clearly terminating, we need only prove local confluence.





















































If they do not, the first case, then clearly we have local confluence. If they
do, then by Lemma 1.12, we can rewrite φ in the following way, which clearly
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1.1.4 Proof Systems and Derivations
Definition 1.21. An equality relation, =, for Σ, is an equivalence relation on F;
an inference rule ρ, for Σ, is a relation on F. If (A,B) ∈=, then we write A = B
and if (A,B) ∈ ρ, then A
B





Remark 1.22. Inference rules are often defined in pairs: up-rules and down-




is an instance of ρ ↓ iff B¯ρ↑
A¯
is an instance of ρ ↑.
Definition 1.23. A proof system S for Σ is a finite set of inference rules for Σ
that necessarily includes an equality relation = for Σ.
Remark 1.24. For proof complexity purposes, it is important to stipulate that
inference rules are polynomially verifiable in the size of the premise and con-
clusion formulae. However since this condition is not used in this thesis, we
omit it from the definition.
Definition 1.25. A derivation in S or an S-derivation, where S is a proof system















φ is an S-derivation, where S = {ρ1, . . . ,ρn,=}.
Definition 1.26. If S is a proof system with a true unit, i.e. t ∈ U, and φ is an S




Remark 1.27. Since we are sticking to classical logic in this thesis, we will not
worry too much about what counts as a ‘true’ unit.
34 CHAPTER 1. OPEN DEDUCTION FOR CPL


















Observation 1.30. If If ρ is derivable for S, then ρ is admissible for S. If ρ is
admissible (derivable) for S and S ⊆ S′ , then ρ is admissible (derivable) for S′ .
Definition 1.31. Proof systems S and S′ are equivalent if, for every formula A,
there is a proof
φ S
A




Definition 1.32. Proof systems S and S′ are strongly equivalent if, for all for-









Observation 1.33. S and S′ are equivalent iff every rule ρ ∈ S is admissible for S′
and vice versa. S and S′ are strongly equivalent iff every rule ρ ∈ S is derivable
for S′ and vice versa.
1.2 Proof Systems for Classical Propositional Logic
We are now in a position to define the standard open deduction proof systems
for classical propositional logic (CPL). Since the development of the atomic
flow [GGP10; Gun09], SKS and its cut-free subsystem KS have been central to
the deep inference proof theory of CPL.
Definition 1.34. We define the signature for classical propositional logic Σ0 =
(A0, {t, f},∅, {∧,∨}), where A0 = {a, a¯,b, b¯, c, c¯ . . . } is an inexhaustible supply of
positive and negative atoms, t¯ = f, t¯ = f and ∧¯ = ∨, ∨¯ = ∧.
Definition 1.35. The size of a CPL prederivation is defined by setting |a| = |t| =
|f| = 1 for every a ∈A0.
1.2.1 SKS
Definition 1.36. The proof system SKS for Σ0, consists of the following infer-
ence rules [Brü03a; GGP10]:
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• The equality relation is the minimal equivalence relation generated by
the following equalities:
A∧ t = A A∨ f = A
t∨ t = t f∧ f = f
A∧B = B∧A A∨B = B∨A
A∧ (B∧C) = (A∧B)∧C A∨ (B∨C) = (A∨B)∨C



































Often, we employ a few simple abbreviations to minimize size and aid read-
ability. The below proof is identical to the one above except that it employs
some of these abbreviations: two switches are compressed into one 2s rule;
certain boxes are removed; in the conclusion we leave out parentheses from
the disjunction, due to associativity; and equality rules on units are omitted:
























1.2.2 Other proof systems for CPL
The proof SKSg differs from SKS in two ways: firstly, the structural rules are
generic not atomic and, secondly, there is no medial, since it is derivable for
{w↓,c↓} (or {w↑,c↑} for that matter).























The equality relation is the same as for SKS.
We now repeat some simple lemmas that establish the strong equivalence of
SKS and SKSg [BT01; Brü03a].
Proposition 1.39. The medial rule m is derivable for {w↓,c↓}.
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Lemma 1.40. The contraction rule c↓ is derivable for {ac↓,m}, i↓ is derivable for
{ac↓,s} and w↓ is derivable for {aw↓}.
Proof. We show the proof for contraction, the proofs for the other rules are













2. If A ≡ a, then we have a∨ aac↓
a
.
3. If A ≡ A1 ∨A2 we have:









4. If A ≡ A1 ∧A2 we have:









Since |A1| , |A2| < |A|, the size of contracted formulae is suitable as an induction
measure.
Lemma 1.41. The cocontraction rule c↑ is derivable for {ac↑,m}, the cut rule i↑ is
derivable for {ac↑,s} and the coweakening rule w↑ is derivable for {aw↑}.
Proof. Dual to the above.
Proposition 1.42. The atomic system SKS and the generic system SKSg are strongly
equivalent.
Proof. As shown above, the medial rule is derivable for SKSg, and clearly the
atomic rules are derivable from the generic rules. The lemmas above show that
the generic structural rules of SKSg are derivable in SKS.
Definition 1.43. KS and KSg are, respectively, the systems SKS and SKSg with-
out the three ‘up’-rules.
KS and KSg are the standard cut-free/analytic systems for CPL. Thus, cut elim-
ination for SKS is best thought of as showing that the ‘up-rules’ are admissible
for KS.


















































Figure 1.1: CPL proof systems SKS,KS,SKSg and KSg
Remark 1.44. Raymond Smullyan defined an analytic proof system to be one
where every rule satisfies the subformula property: that the formulae in the
premise of an inference rule are subformulae of those in the conclusion [Smu65;
Smu68]. This property strictly limits the width of the proof search space, and
is closely linked to completeness. In the sequent calculus, the only rule without
this property is the cut rule, giving us an identification between cut-freeness
and analyticity. However, as discussed in a recent paper by Guglielmi and
Bruscoli, this identification breaks down for deep inference: KS does not en-
joy anything resembling the subformula property [BG16]. We therefore have
two options for the notion in deep inference: directly define analyticity as cut-
freeness, or redefine it in the spirit of Smullyan’s original definition. In the
paper, the authors explore the latter option. Here, we identify analyticity with
cut-freeness.
In terms of proof complexity, KS polynomially simulates cut-free Gentzen sys-
tems, e.g. LK− (but not vice versa) while SKS is polynomially equivalent to
Gentzen systems with cut LK [BG09; Das15]. It is an open question whether
KS polynomially simulates SKS, although it is known that the system KS∪{ac↑}
quasi-polynomially simulates SKS [Bru+16; Das15; Jeř08]. Thus, from the
point of view of proof complexity, there is a reasonable but not exact analogy
between ‘cut-freeness’ in Gentzen and deep inference systems.
Theorem 1.45 (Cut Elimination for CPL). KS and SKS are equivalent (but not
strongly equivalent).
In practice, this theorem reduces to the admissibility of just the ai↑ rule.




















As i↓ is derivable for {ai↓,s}, and i↑ for {ai↑,s} this proves the proposition.
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1.3 The Atomic Flow
“In fact it is not excessive to say
that a logic is essentially a set of
structural rules!”
J. Y. Girard [Gir89]
We now introduce the atomic flow, a geometric invariant of proofs in SKS and
its subsystems.
We will spare the reader a detailed technical introduction to atomic flows here,
but many can be found elsewhere[Das15; GGS10; Gun09]. At a high level,
an atomic flow is a directed acyclic graph built up from six types of vertices
(corresponding to the six atomic structural rules) which can be equipped with a
polarity assignment (but need not be [Das15]). The edges trace the atoms in an
SKS derivation, and vertical and horizontal composition of flows correspond





















































(a∨ b)∧ (a∨ b)
∧ a
a∧ a
A central use of atomic flows is to define rewrite rules for SKS derivations.
While one could in theory make do without the atomic flow to define rewriting
systems on SKS derivations, in practice they allow for a much simpler and
more elegant theory.
A simple rewriting result for SKS that is made clear by the use of atomic flows
is that (co)weakenings can be permuted to the bottom (top) of a derivation
using the rules defined below [Das15].
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Figure 1.2: The rewriting system W in the atomic flow
We define the rewriting system W = {aw↓ − ac↓,aw↓ − ac↑,aw↓ − ai↑,aw↓ −
aw↑,ac↑−aw↑,ac↓−aw↑,ai↓−aw↑,aw↓− ρK ,ρK −aw↑}
Proposition 1.48. The rewriting system W is terminating.
Proof. By observing the corresponding flow reductions, it is easy to see that
the non-trivial reductions of W remove edges of atomic flows. Since every
application of a non-trivial reduction rule reduces the number of edges of the
associated flow to a derivation, and the trivial rules reduce the number of rules





be a derivation, where {aw↓,aw↑} ⊆ S ⊆ SKS. Then we












Proof. It is clear that proofs of the above form are exactly those proofs in nor-
mal form w.r.t. W. We apply W to φ, and, since it is terminating, we will even-
tually reach φ′ of the required form. Note that the aw↓ − aw↑ rewrite rule can
introduce switches into derivations where they were not before present.




to a proof system (it is derivable
for {s} or {m}), we can guarantee that if φ→∗W ψ, then |ψ| ≤ |φ|.
Proposition 1.51. aw↑ is admissible for all {s} ⊆ S ⊆ SKS.
Proof. Immediate from applying Proposition 1.49 to a proof, since t cannot be
the premise of an aw↑ instance.
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Admissibility of coweakening gives us a nice way to prove a useful proposition
about KS.
Proposition 1.52. Given a proof
φ KS






























Reduce the coweakenings to atomic form, and then eliminate them from each
proof with Proposition 1.51.
The second part is easy to show by induction on K{ }. There is nothing to do
for the base case and the two inductive steps are given below.
(K ′{A} ∧C)∧ (K ′{B} ∧C)
=







(K ′{A} ∨C)∧ (K ′{B} ∨C)
s2







1.4 The Experiments Method for Cut Elimination
1.4.1 Elimination of the ‘up’-rules.
For both propositional and predicate logic cut elimination is fairly straight-
forward: one can achieve it by translation into the sequent calculus, using
Gentzen’s Hauptsatz [Gen64] and translating back into a deep inference sys-
tem [Brü03a]. However, as well as this method being inelegant and uninter-
esting, it has been shown that there are cut elimination methods for SKS that
can be done in quasipolynomial time [Bru+16; Jeř08], whereas all known cut
elimination methods for shallow inference systems require exponential time.
The experiments method we describe below does not give these complexity ad-
vantages, but, beyond a certain elegance, achieves a sort of confluence for cut
elimination, given certain provisos. Although this method of cut elimination
has not been published before, it has been informally described by Guglielmi
and others in talks [Gug+10; RG15].
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1.4.2 Experiments
Before proceeding to the elimination of ai↑, we need a few preliminary lemmas.













by induction on the size of K{ }.











































∧ . . .∧ tai↓
an ∨ a¯n
φ′ SKS\{ai↓,ai↑}
B∨ b1 ∧ b¯1ai↑
f




Proof. We will just show that ai↓ rules can be pushed up: ai↑ rules can be
pushed down in exactly the same way, dually. We proceed by induction on the
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We are now ready to prove our cut elimination result with the Experiments
method. The general idea is that for each cut, we create two versions of the




, either a or a¯ is ‘true’ (in the
Tarskian sense), and each version corresponds to one of these possibilities. We
then use an identity and a contraction to disjunct the two proofs, creating a
proof with one fewer cut instance.
Theorem 1.55 (Cut Elimination with the Experiments method). ai↑ is admissi-
ble for all systems KS ⊆ S ⊆ SKS\{ai↑}
Proof. We proceed by induction on the number of distinct atoms inφ for which




. First, we use Lemma 1.54 to push the ai↓ rules to the top of the
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where (ai ∨ a¯i)n ≡ ((a1 ∨ a¯1)∧ . . .∧ (an ∨ a¯n)) with the ai not necessarily
distinct.
2. Pick an arbitrary atom a in ψ s.t. there is at least one instance of ai↑








Note that we have an unsound rule, f. We can use the following rewrites

































If f reaches the top of ψ, it must hit an ai↓ rule. We perform the following











We now have a derivation of the following form (if necessary, aw↑ can be
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As φ′ contains cuts on all the atoms in φ except a, we are done.
Proof of Theorem 1.45 (Cut Elimination for CPL). Immediate from Theorem 1.55
and Proposition 1.46.
We can also use the experiments without an inductive argument, to get a cut-
free proof that is in some sense canonical. Instead of working on one atom at a
time we consider all atoms involved in cuts at once: (a1, . . . , an). Then, for each










where bj ∈ {aj | Ai(aj ) = t} and bk ∈ {ak | Ai(ak) = f}. We can then construct a
















where T Tφ is a proof of the relevant truth-table tautology, as in [Das14b, Lemma
8.2].
It is simple to check that the f reduction system is confluent, so the cut-free
proof is essentially canonical up to commutativity of the φi .
Example 1.56. Below we show the experiments method on a proof with one
atomic cut.


























































































































































































































































In the previous chapter, we showed how cuts can be reduced to atomic form
and then eliminated from an open deduction proof. In this chapter, we will
not focus on cut elimination itself, but on decomposition: pushing contractions
to the bottom of a proof.
To do so, we define a rewriting system of atomic contractions, whose nor-
mal forms are precisely decomposed proofs. However, unlike the weakening
rewriting system W we saw in the last chapter, this rewriting system is not even
weakly normalising. We isolate the source of infinite reduction sequences—a
certain sort of cycle in proofs—and show how we can obtain a cycle-free proof
on which the contraction rewriting system is strongly normalizing.
2.1 Decomposition and Cycles
Much of the material in the following section originates in [GG08], reworked
in numerous subsequent papers and again here.
First, we will define the rewriting system we will use to decompose proofs.
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Last, we define the trivial family of reduction rules:
ac↓− ρH :
H














 aac↑ a∧ a
 −→ H
′




These simply correspond to drawing the (co)contraction node lower (higher)
in the atomic flow.
Definition 2.2. We define rewriting system C for SKS as the rewriting system
given by the reduction rules of Definition 2.1.




Figure 2.1: The rewriting system C in the atomic flow.
Observation 2.3. Applying C to a proof may increase the size exponentially,
through the crossings of contractions and cocontractions as shown in Figure
2.2. We call the contraction-cocontraction pairs on the left sausages.








We say that φ is decomposed.
Proposition 2.5. A derivation φ is decomposed iff it is in normal form w.r.t. C.












We say that φ is strongly decomposed.
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... −→∗C ... ... ... ...
Figure 2.2: Exponential blow-up caused by sausages.
Proposition 2.7. A derivation φ is strongly decomposed iff it is in normal form
w.r.t. C and W.
2.1.1 ai-cycles
Unlike with W, C does not obviously terminate. In fact, it is not difficult to find
infinite reduction sequences for C: these turn out to be exactly those proofs
that contain a particular kind of cycle in their atomic flow. For precision, we
need to develop a little more theory for atomic flows.
Definition 2.8. Given an edge  in an atomic flow, we define up() as the upper
vertex it is connected to, and lo() as the lower vertex it is connected to.
Definition 2.9. Given a sequence of distinct edges 1, . . . ,n such that lo(i) =
up(i+1) for 1 ≤ i < n, we say that 1, . . . ,n is a straight path of length n from
up(1) to lo(n), and that n, . . . ,1 is a straight path of length n from lo(n) to
up(1).
Given a sequence of edges 1, . . . ,n, we say that 1, . . . ,n is a path of length n
from vertex v1 to vertex v2 if it is a straight path from v1 to v2 or if there exists
a vertex v labelled by ai↑ or ai↓ such that 1, . . . ,h is a straight path from v1 to
v, h , h+1, and h+1, . . . ,n is a path from v to v2.
Definition 2.10. A path from v to v is called an ai-cycle.
A path of length n is maximal if no path containing its edges as a subsequence
has length greater than n. A path of length n from v is maximal from v if no
path from v containing its edges as a subsequence has length greater than n.
We can now define the measure used to prove termination of C.
Definition 2.11. Let v be a vertex labelled with ac↓ in a flow, with no path
from v we define its rank as the sum of the lengths of the maximal from v
paths 1, . . . ,n such that up(1) = v.
Dually, given a vertex v labelled with ac↑ in a flow, we define its rank as the
sum of the lengths of the maximal from v paths 1, . . . ,n such that lo(1) = v.
2.1. DECOMPOSITION AND CYCLES 53
Remark 2.12. Clearly, a vertex that is part of a ai-cycle has “infinite rank”, in a
sense. But, since paths are defined to be finite, we do not formally define the
notion of infinite rank. Therefore the definition of rank only makes sense for
cycle-free flows.
Definition 2.13. We say that a derivation contains an ai-cycle if its atomic flow
contains an ai-cycle.
2.1.2 Termination of C
We can easily see that if we repeatedly perform rewrites exclusively on a con-
traction inside an ai-cycle, such as in Figure 2.3, then the rewriting procedure
will not terminate.
In the absence of such cycles however, the rewriting always terminates. We
give a sketch of the proof, a more precise version can be found in [GG08] and
elsewhere.
Theorem 2.14. The rewriting system C is terminating on the set of ai-cycle-free
derivations.
Proof. (Sketch) First, we observe that it is clear by inspection of the reduction
rules that the rank of (co)contractions not involved in the reduction stays the
same.
Given an ai-cycle-free derivation φ, we consider the lexicographic order on
(r,d). r is the sum of the ranks of the contractions and cocontractions in φ, and
d is the sum of the number of rules below each contraction and the number of
rules above each cocontraction when sequentialising φ.
We describe how each application of a reduction of C reduces (r,d):
• Applications of the rules ac↓−ac↑, ac↓−ai↓ and ai↓−ac↑ reduce r in the
absence of ai-cycles as is shown in the proof of Theorem 7.2.3 of [Gun09].
• Applications of the rules ac↓ − aw↑ and aw↓ − ac↑ reduce r since they
remove contractions and cocontractions.
• Applications of the rules ac↓ − ρH and ρH − ac↑ trivially maintain r and
reduce d.
Evidently, ai-cycles are removed through cut-elimination, since they are caused
by the connection of a cut and an introduction. In this paper we will present
a local procedure to remove cycles that does not involve cut-elimination, thus
proving the independence of decomposition from cut-elimination.
To improve this decomposition result, it can also be shown that (co)weakenings
can be permuted to the bottom (top) of a derivation using rewriting system W
above [Das15].
Note that the reductions of system W do not introduce atomic (co)contractions
or medials. Thus, we get the following theorem.
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→C →C →C . . .
Figure 2.3: A flow that does not terminate under C.
Theorem 2.15. Given an SKS derivation φ from A to B not containing ai-cycles,
we can obtain a strongly decomposed derivation φ from A to B.
Proof. By applying system C followed by system W to φ.
2.1.3 n-Multicycles and Unicycles
To ease proofs later, we show how to reduce complex cycles to those with a
single ai↓ rule and a single ai↑ rule, where the ai↑ rule is not shared by any
other cycles.
Definition 2.16. We say that an ai-cycle is a unicycle when it only crosses a
single ai↓ node and a single ai↑ node. We say that an ai-cycle is an n-multicycle
when it crosses n distinct ai↓ nodes and n distinct ai↑ nodes.
Example 2.17. Each flow in Figure 2.3 contains one unicycle.
The cycle below is a 3-multicycle.
Whereas in unicycles it is clear that the the logical relation between the two
atom occurrences involved in the cycle must change from a conjunction ∨ to
a disjunction ∧, in multicycles it is not necessarily so. It is however easy to
transform multicycles into unicycles using standard SKS derivation transfor-
mations.
Lemma 2.18. Given a derivation φ with an n-multicycle (n > 1), there exists a
derivation ψ where the multicycle is replaced by n unicycles. We do so by collapsing
multiple identities on one atom into one.
Proof. We show that a derivation with an n-multicycle can be converted into a
derivation with an n1-multicycle and a n2 unicycle, with n1 + n2 = n. Clearly,
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be a derivation with an n-multicycle. We
denote by a, a¯,a, a¯ positive and negative instances of the same atom, in the same
cycle, but use the colours to distinguish different instances of the identity rule.

























In this way, we transform an n-multicycle into an n1-multicycle and an n2-
multicycle that share an identity:
1 1 2 2
(n1 − 1)
(n2 − 1)
−→ 1 1 2 2
(n1 − 1)
(n2 − 1)
Lemma 2.19. Given a derivation φ with n unicycles with different identities that
share a cut, there exists a derivation ψ with the same premise and conclusion where
they are replaced by n unicycles that do not share a cut.
Proof. We will show that if we have a derivation with one instance of n unicy-
cles sharing a cut, we can construct a derivation with at most n − 1 unicycles
sharing a cut. The lemma clearly follows from this.
For there to be more than one unicycle sharing a cut, each edge of the cut
must contract at least once. If there are cocontractions between both cuts and
contractions, we use the ac↓−ac↑ rewrite to permute the contraction down to
the cut—since this does not change any paths, it cannot affect the cycles. Then,
once the contraction is directly above the cut, we apply the ac↓ − ai↑ rewrite
once:













Proposition 2.20. Let φ be an SKS derivation. We can construct a derivation φ′
with the same premise and conclusion such that:
1. φ′ contains no n-multicycles for n ≥ 2.
2. No atomic cut in φ is a node in more than one cycle.
Proof. Immediate from Lemmas 2.18 and 2.19.
Our strategy for removing cycles is based on a simple observation: that at the
top of the cycle, the positive and negative occurrence of the atom are intro-
duced with an ∨ between them, whereas at the bottom of the cycle the occur-
rences are destroyed with a ∧. Therefore, in a unicycle, there must be at least
one point in the derivation where the relation between a and a¯ changes from
∨ to ∧. A cursory inspection of SKS shows that the medial rule is the only
inference rule that could possibly cause this change. In fact, the medial rule
has been shown to be, in a certain sense, the canonical inference rule with this
behaviour [DS16].
Definition 2.21. Let φ be a derivation containing a unicycle, represented by
the ai-cycle 1, . . . ,n in its atomic flow. The critical medial for this unicycle is
the lowest instance of a rule
(A{a} ∧B)∨ (C ∧D{a¯})
m
(A{a} ∨C)∧ (B∨D{a¯})
in φ where the occurrences of a and a¯ are represented in the atomic flow by
one of the edges belonging to the ai-cycle 1, . . . ,n.
(A{a} ∧B)∨ (C ∧D{a¯})
m
(A{a} ∨C) ∧ (B∨D{a¯})
2.2. PROPOSITIONAL MERGE CONTRACTIONS 57
Following this observation, a strategy one can take to remove cycles becomes
clear: we can permute the critical instances of the medial rule downwards (or
upwards) in a proof. When the corresponding cut is reached, it is ‘broken’ by
the critical medial, and the cycle can then be removed by performing stan-
dard deep inference rewriting techniques. It is by no means obvious that this
suffices to remove cycles, but we will show that it in fact does.
Together with Andrea Aler Tubella and Alessio Guglielmi, two procedures to
remove critical medials, and therefore ai-cycles, from derivations have been
found, effectively showing the independence of decomposition and cut elimi-
nation. The original procedure is shorter, but particular to propositional logic
and not of great interest in itself, published in [ATGR17]. Here we show a sec-
ond procedure that is more complex, but has greater mathematical interest and
generalisability. The idea has already been presented in Aler Tubella’s thesis
[AT17] (and a journal paper is also in preparation [ATGR18]), but the method
shown here is sufficiently different to warrant a full treatment—in particular,
the concept of the merge contraction is developed in far greater detail than in
previous work.
2.2 Propositional Merge Contractions
In what follows we will present a rewriting system that will allow us to per-
mute critical medials downwards in a derivation. Since medials cannot be per-
muted downwards past instances of the rules ac↓ and certain equality rules,
we will permute them in the guise of a more general inference rule that we
call a merge contraction: they are rules that correspond to particular nestings of
instances of m, ac↓ and = and which permute with every SKS rule.
2.2.1 Merge contractions and contractive derivations
In order to motivate merge contractions and also to greatly simplify the case
analysis of the reduction rules, we will exploit a common feature of most deep
inference systems: that we can provide proof systems where all rules besides
the atomic ones can be expressed by a single inference rule shape [ATG18]
Definition 2.22. An inference rule has the medial shape if it is in the following
form:
(A α B) β (C α′ D)
(A β C) α (B β′ D)
where A,B,C,D are formulae and α,β,α′ ,β′ are connectives.
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Definition 2.24. The proof system SKS4 is defined to be the six atomic struc-
tural rules of SKS, together with {s↓,s↑,m,∨c↓,∧c↑}. The equality rule is re-
stricted to the unit equations f ∨A = A = t ∧A.
Proposition 2.25. In the presence of the SKS equality rule, ∨c↓,∧c↑ are derivable
for the empty set of rules, and s↓ and s↑ are all derivable for {s}.
Proof. Derivability of ∨c↓ and ∧c↑ is clear by associativity and commutativity
of ∨ and ∧. The rules s↓ and s↑ are each derivable from two applications of
the rule s.
Proposition 2.26. In a SKS derivation, we can replace every instance of ∨ asso-
ciativity and commutativity by instances of the rule ∨c↓ and unit equality rules
(without commutativity we need left and right versions). Dually we can replace ev-
ery instance of ∧ associativity and commutativity by instances of the rule ∧c↑ and
unit equality rules.
In addition, s is derivable for both s↓ and s↑ in the presence of either the SKS or
SKS4 equality rule, i.e. only using unit equations.
































We could in fact go further, encompassing even atomic rules to this rule shape
by employing the subatomic methodology [AT17; ATG18]. In what follows, we
define a rule, merge contraction that has the same behaviour as atomic contrac-
tions in decomposition, but corresponds to a generalised notion of a contractive
derivation. This is in fact true in greater generality for a whole class of nestings,
as is proved sub-atomically in [AT17]: those results will be presented and ex-
panded in publications to come, but not in this thesis. Here, our focus is more
on the definition and dynamics of merge contractions, especially since they
generalise naturally to first-order logic. However, it should be noted that the


































Figure 2.4: System SKS4
procedure we are presenting comes directly from the study of decomposition
in subatomic systems.
Remark 2.27. Since s↑ is derivable for {s} and s for {s↓,=}, s↑ is derivable for
{∨c↓,∧c↑,s↓}. Symmetrically, s↓ is derivable for {∨c↓,∧c↑,s↑}. We choose to
include both in the system purely for simplicity and symmetry when present-
ing the rewriting rules.
In what follows we will present rewriting rules that will allow us to permute
critical medials downwards in a derivation. Since instances of medial cannot
be permuted with instances of ac↓ and ∨c↓ that take as premise part of the
conclusion of the medial, we introduce the notion of a (co)contractive derivation,
that bundles together nested instances of medial and instances of ac↓ and ∨c↓
occurring below it. We also introduce an inference rule, merge (co)contraction,
that is sound precisely when its premise and conclusion are the premise and
conclusion of a (co)contractive derivation. The concept of the merge is found in
[Gug07], in the context of the BV proof system. Here we adapt and repurpose
the notion for SKS4.
Definition 2.28. The set of contractive derivations is the minimal set of C↓ =
{ac↓,m,∨c↓} derivations that satisfy each of the three properties below:
































are contractive derivations then both



















The set of cocontractive derivations is defined dually.
Definition 2.29. Given two formulae A,B and ? ∈ {∨,∧}, we define their ?-
merge set M?(A,B) as the minimum set that satisfies the following conditions
M1 For any A and B, A? B ∈M?(A,B).
M2 For any atom or unit a, a ∈M?(a,a).
M3 For any A, A ∈M∨(A, f),A ∈M∨(f,A),A ∈M∧(A, t) and A ∈M∧(t,A).
M4 For α∈ {∨,∧}, if C1 ∈M?(A1,B1) and C2 ∈M?(A2,B2), then
C1 α C2 ∈M?(A1 α A2,B1 α B2)
.
If C ∈M?(A,B), we say C is a ?-merge of A and B. We call
MP? (A,B);=M?(A,B)\{A? B}
the proper ?-merge set of A and B. If C ∈MP? (A,B), then we say C is a non-trivial
?-merge of A and B.




iff C ∈ M∨(A,B).





Proof. We first prove the left to right direction by induction on the size of φ.
• Clearly M1 covers every contractive derivation generated by CD1, M2
covers every contractive derivation generated by CD2 and M3 covers ev-
ery contractive derivation generated by CD3.
• Let φ be a contractive derivation with at least one inference rule that is
not ac↓ or =. By CD4 it must be of the form
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withφ1 andφ2 contractive derivations. By the inductive hypothesis, C1 ∈
M∨(A1,B1) and C2 ∈M∨(A2,B2). Therefore, in both cases C = (C1 α C2) ∈
M∨(A,B) =M∨(A1 α A2,B1 α B2) by M4.
To prove the right to left direction we proceed by structural induction on C:
• If C is an atom or unit a, then a must be in M∨(A,B) by virtue of M2, so




• If C is not an atom, then either C ≡ [A∨B] and is in the ∨-merge set by
virtue of M1, in which case we take φ ≡ A∨B as our contractive deriva-
tion, by CD1. C could also be in the merge set by virtue of M3, in which
case we can takeφ ≡ f∨A=
A
orφ ≡ A∨ f=
A
, by CD3. If it is neither of these,
then it must be the case that C ≡ [C1 α C2], with A ≡ A1 α A2, B ≡ B1 α B2
where α ∈ {∨,∧} and C1 ∈M∨(A1,B1) and C2 ∈M∨(A2,B2). By the induc-









We can therefore combine these with m or ∨c↓ to form:
φ ≡


















which are contractive derivations by CD4.
We prove the dual likewise.
Corollary 2.31. C ∈M∨(A,B) iff C¯ ∈M∧(A¯, B¯)
Proof. Immediate from the fact that each contractive derivation is clearly the
negation of a cocontractive derivation and vice versa.
Given the above characterisation of contractive derivations where the conclu-
sion is a ∨-merge of the premise, we can characterise contractive derivations













is an instance of merge
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are a special in-









The size of the associated derivations is quadratic in the size of A.
Every instance of medial is also an instance of both a merge contraction and
a merge cocontraction by M1 and M4, with the associated derivations being
the medials themselves. Similarly, every instance ∨c↓ is also an instance of a
merge contraction, and every instance of ∧c↑ is also an instance of a merge
cocontraction, also by M1 and M4.
Definition 2.34. We define SKSm to be:
(SKS4\{ac↓,ac↑,m,∨c↓,∧c↑})∪ {mc↓,mc↑}
as shown in Figure 2.5. There is a map µ : SKSm → SKS4, defined such that
every merge contraction maps onto its associated derivation. There are two
obvious maps from SKS4 to SKSm: νmin : SKS4 → SKSm, which maps every
instance of ac↓, m and ∨c↓ each to a single instance of mc↓ and νmax : SKS4→
SKSm which maps maximal contractive derivations to merge contractions.
As can be seen in the example below, µ is the left inverse map to both νmin and
νmax. It would seem as if one could construe νmin and νmax as the left and right
adjoint functors to µ, but this is beyond the scope of this thesis.
Convention 2.35. From now on, since the translation between the two proof
systems is so straightforward, we will often just refer to SKS when, strictly, we
should refer to SKS4.
There is one final way we can characterise a merge contraction: as a contraction
on contexts.
Definition 2.36. If K{ } is a context with n-holes, and A1, . . . ,An,B1, . . . ,Bn are
formulas, then
K{A1} . . . {An} ∨K{B1} . . . {Bn}
cc↓
K{A1 ∨B1} . . . {An ∨Bn}
and
K{A1 ∧B1} . . . {An ∧Bn}
cc↑
K{A1} . . . {An} ∧K{B1} . . . {Bn}
are instances of inference rules, called context contraction and context cocontrac-
tion respectively.
First, we show that every context contraction is also a merge contraction.
Proposition 2.37. If
K{A1} . . . {An} ∨K{B1} . . . {Bn}
cc↓
K{A1 ∨B1} . . . {An ∨Bn}




























switch (down) switch (up)
Figure 2.5: System SKSm
is a valid instance of a context contraction then
K{A1} . . . {An} ∨K{B1} . . . {Bn}
mc↓
K{A1 ∨B1} . . . {An ∨Bn}
is a valid instance of a merge contraction.
Proof. By structural induction on K{ }. If K{ } ≡ { }, then by M1, A1 ∨B1mc↓
A1 ∨B1
is
a valid merge contraction. If K{ } ≡ a, for some atom a, then by M2, a∨ amc↓
a
is
valid merge contraction. Now assume
K1{A1} . . . {Ak} ∨K1{B1} . . . {Bk}
cc↓
K1{A1 ∨B1} . . . {Ak ∨Bk}
and
K2{Ak+1} . . . {An} ∨K2{Bk+1} . . . {Bn}
cc↓
K2{Ak+1 ∨Bk+1} . . . {An ∨Bn}
are valid instances of context contractions. By the IH, they are also instances
of merge contractions. Thus, by M4,
(K1{A1} . . . {Ak} α K2{Ak+1} . . . {An})∨ (K1{B1} . . . {Bk} α K2{Bk+1} . . . {Bn})
mc↓
K1{(A1 ∨B1)} . . . {(Ak ∨Bk)} α K2{(Ak+1 ∨Bk+1)} . . . {(An ∨Bn)}
is a valid instance of a merge contraction, for α∈ {∧,∨}.
Now, we show that every merge contraction is a context contration. However
the natural definition for context contractions, which we have given above,
does not quite match up to our merge contraction definition: they are equiv-
alent to merge contractions with out the M3 rule. However, we only need to
add a minor condition to get a working equivalence between the two inference
rules.





is a valid instance of a merge contraction, then there
is some n s.t. we can find a context K{ } . . . { } and formulae A1, . . . ,An,B1, . . . ,Bn s.t.
A ≡ K{A1} . . . {An}, B ≡ K{B1} . . . {Bn},
K{A1} . . . {An} ∨K{B1} . . . {Bn}
cc↓
K{A1 ∨B1} . . . {An ∨Bn}
is a valid instance of a context contraction, and C ≡ K{C1} . . . {Cn}, where either
Ci ≡ Ai ∨Bi , Ci ≡ Ai and Bi ≡ f, or Ci ≡ Bi and Ai ≡ f.




. If C ∈ M∨(A,B) due to M1,
then we choose K{ } = { }. If C ∈M∨(A,B) due to M2, then we choose K{ } = a.
If C ∈ M∨(A,B) due to M3, then the condition on units means that we can
choose K{ } = { }. If C ∈ M∨(A,B) due to M4, then we proceed by induction
on the size of A. The base cases consist of the previous three cases. Assume
now that A = [A1 α A2], B = [B1 α B2] and C = [C1 α C2], with C1 ∈M∨(A1,B1)
and C2 ∈ M∨(A2,B2). Then, by the IH, we have A1 ≡ K1{A11} . . . {A1m}, B1 ≡
K1{B11} . . . {B1m}, C1 ≡ K1{C11} . . . {C1m},A1 ≡ K2{A21} . . . {A2n}, B2 ≡ K2{B21} . . . {B2n},
C2 ≡ K2{C21} . . . {C2n} where the Ci are as in proposition statement. Thus, we
can take K{ } . . . { } ≡ K1{ } . . . { } α K2{ } . . . { }, which is a context with m+n holes.
Then
K{A11} . . . {A1m}{A21} . . . {A2n} ∨K{B11} . . . {B1m}{B21} . . . {B2n}
cc↓
K{A11 ∨B11} . . . {A1m ∨B1m}{A21 ∨B21} . . . {A2n ∨B2n}
is a valid instance of a context contraction.
Example 2.39. In the center below is a SKS derivation, with a SKSm derivation
either side. The maps µ,νmin and νmax between them are shown. Note that the
derivation in the center is the associated derivation to the merge contraction
on the left.
(a∧ b)∨ (a∧ c)
mc↓
a∧ (b∨ c)











∧ (b∨ c)µ µ
νmax νmin
We can rewrite the derivations on the left and right with context contractions








 K3 ∨K3cc↓ K3
 {b∨ c}
Any proposition in the merge set M∨(A,B) can be derived from both A and B,
and in fact we can define a canonical derivation of just weakenings that does
so, which we call the projective derivations associated to M∨(A,B).
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associated to M∨(A,B) as follows:














• If C ≡ A ≡ B ≡ a with a a unit or an atom, we take piA ≡ a and piB ≡ a.




, and vice versa if
A ≡ f and B ≡ C.
• If C ≡ C1 α C2, A ≡ A1 α A2, B ≡ B1 α B2 where α ∈ {∨,∧} and C1 ∈


















where piA1 , piB1 are the projective derivations associated to M∨(A1,B1)
and piA2 , piB2 are the projective definitions associated to M∨(A2,B2).
2.3 Rewriting Systems for Merge Contractions
We will now present reduction rules to permute merge contraction instances
downwards in a SKSm proof. By having associativity and commutativity fit
into a single rule scheme and uniting all contractive rules (m, ∨c↓ and ac↓)
as merge contractions, we greatly reduce the ways in which rules can overlap,
leaving us with very few rewrites to define. Of course, we could translate these
rewrites into SKS or SKS4, but doing so would be at the cost of many more
cases to consider in the rewrites and a much more complex termination proof.
The general nature of these reduction rules means that they can be defined for
a variety of systems to permute a variety of rules [AT17], and fit into a wider
normalisation theory [ATG18]. A general study on decomposition utilising
merge contractions will be provided in publications to come.
2.3.1 Three useful lemmas involving merges
First, we define a precise notion of subformula for merges, to avoid counting
“accidental” subformulae later on. We will then state and prove three useful
lemmas involving merges, which will allow us to permute merge contractions
past other rules more simply.
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Definition 2.41. Let K{D} ∈M∨(A,B). We say that D is a K-subformula in A or
B in the following cases:
M1 If K{D} ≡ K ′{D} ∨B and A ≡ K ′{D} then D is a K-subformula of A. If
K{D} ≡ A∨K ′{D} and B ≡ K ′{D} then D is a K-subformula of B.
M3 If K{D} ≡ A, then D is a K-subformula of A.
M4 If K1{D1} ∈ M∨(A1,B1) and D1 is a K1-subformula of A1 (resp. B1), then
for all C2 ∈M∨(A2,B2), D1 is a K-subformula of A1 α A2 (resp. B1 α B2),
where K{ } = K1{ } α C2.
Remark 2.42. It should be straightforward to observe that ifD is aK-subformula
of A, then it is a subformula of A. The notion of K-subformula is essentially
that of a subformula occurence, but we redefine it here for those not familiar
with the notion.
Lemma 2.43. Let A,B,C be formulae with C ∈ MP∨(A,B). Let KC{ } and PC be
s.t. C ≡ KC{PC} and PC is not a KC-subformula of A or B. Then we can find
contexts KA{ },KB{ } and formulae PA, PB s.t. A factorises as KA{PA}, B as KB{PB},
PC ∈M∨(PA, PB) and for any QA,QB, if QC ∈M∨(QA,QB), then
KC{QC} ∈M∨(KA{QA},KB{QB}) .




≡ KA {PA} ∨KB {PB}mc↓
KC {PC}
and, for any QC ∈M∨(QA,QB),
KA {QA} ∨KB {QB}
mc↓
KC {QC}
is a valid instance of mc↓.
Proof. We proceed by induction on the size of KC{ }. If KC{ } = { }, then we have
KA{ } = KB{ } = { }, PA ≡ A and PB ≡ B.
Now assume KC{ } =D α K ′C{ }. Since A , f , B (as PC is not a KC-subformula of
A or B) and C , A∨B, we must have that C ≡ D α K ′C{PC} ∈MP∨(A,B) by virtue
of M4, with A ≡ A1 α A2, B ≡ B1 α B2, D ∈M∨(A1,B1) and K ′C{PC} ∈M∨(A2,B2).
If K ′C{PC} ≡ (A2 ∨B2) and PC , (A2 ∨B2) then clearly PC is a K ′C-subformula
of A2 (or B2) and therefore also a KC-subformula of A (or B). Therefore, if
K ′C{PC} ≡ (A2 ∨B2) then PC ≡ (A2 ∨B2), and we can factorise A as A1 α {A2} and
B as B1 α {B2}. It is straightforward to check that all the conditions hold.
If we have that K ′C{PC} , (A2 ∨B2), then K ′C{PC} ∈ MP∨(A2,B2) and, by the IH,
we have A2 ≡ KA2 {PA} and B2 ≡ KB2 {PB} with all the appropriate conditions.
Thus, we can factorise A as A1 α KA2 {PA} and B as B1 α KB2 {PB}. By the IH,
PC ∈M∨(PA, PB).
LetQC ∈M∨(QA,QB). By the IH,K ′C{QC} ∈M∨(KA2 {QA},KB2 {QB}). SoKC{QC} ≡
D α K ′C{QC} ∈M∨(A1 α KA2 {QA},B1 α KB2 {QB}) ≡M∨(KA{QA},KB{QB}).
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Lemma 2.44. Assume we have A ∈M∨(A1,A2),B ∈M∨(B1,B2) and C ∈MP∨(A,B).
Then we can find C1,C2 s.t. C1 ∈ MP∨(A1,B1) and C2 ∈ MP∨(A2,B2) s.t. C ∈
MP∨(C1,C2). Alternatively, we always can find C1 and C2 s.t. the following rewrite
is valid.













Proof. We proceed by structural induction on C.
If C ≡ a, where a is an atom or unit, then clearly A1,A2,B1,B2 ∈ {a, f}, with
at least one of the four not equal to f if a , f. Thus it is straightforward to
appropriately choose C1,C2 from {a, f}.
If C ≡D1 α D2, then either:
M3 A ≡D1 α D2, B ≡ f (WLOG). Clearly, B1 ≡ B2 ≡ f. Thus we can take C1 ≡ A1
and C2 ≡ A2, since D1 α D2 ∈MP∨(A1,A2).
M4 A ≡ E1 α E2, B ≡ F1 α F2 with D1 ∈M∨(E1,F1) and D2 ∈M∨(E2,F2). There
are lots of different permutations possible at this point, but they boil
down to 4 fundamentally different cases:
• A1 ≡ E1 α E2, B1 ≡ F1 α F2 and A2 ≡ B2 ≡ f. In this case, we can set
C1 ≡D1 α D2 and C2 ≡ f. Symmetrically, if A1 ≡ B1 ≡ f, A2 ≡ E1 α E2
and B2 ≡ F1 α F2, then we can set C1 ≡ f and C2 ≡D1 α D2.
• A1 ≡ E1 α E2, B1 ≡ f, A2 ≡ f and B2 ≡ F1 α F2 or A1 ≡ f, B1 ≡ F1 α F2,
A2 ≡ E1 α E2 and B2 ≡ f. In both these cases, we can set C1 ≡ E1 α E2,
C2 ≡ F1 α F2.
• A1 ≡ A11 α A12, B1 ≡ F1 α F2, A2 ≡ A21 α A22 and B2 ≡ f α f (B2 is
chosen as f α f not f for a technical reason, it is not important). It
must be the case that C1 ≡ C11 α C12 and C2 ≡ C21 α C22 for some
C11,C12,C21,C22, s.t. C11 ∈ M∨(A11,F1), C12 ∈ M∨(A12,F2), C21 ∈
M∨(A21, f), C22 ∈M∨(A22, f),D1 ∈M∨(C11,C21), andD2 ∈M∨(C12,C22).
We will show how to find C11 and C21; finding C12 and C22 is anal-
ogous.
– If D1 ≡ E1 ∨F1, then we can take C11 ≡ A11 ∨F1 and C12 ≡
A21 ∨ f.
– IfD1 , E1 ∨F1, thenD1 ∈MP∨(E1,F1) and, by the IH, we can find
G1 ∈ MP∨(A11,F1) and G2 ∈ MP∨(A21, f) with D1 ∈ MP∨(G1,G2).
Clearly we can set C11 ≡ G1 and C21 ≡ G2.
Any other case where exactly one of A1,B1,A2,B2 is equal to f (or
f α f) is analogous.
• A1 ≡ A11 α A12, B1 ≡ B11 α B12, A2 ≡ A21 α A22 and B1 ≡ B21 α
B22. It must be the case the C1 ≡ C11 α C12 and C2 ≡ C21 α C22 for
some C11,C12,C21,C22, s.t. C11 ∈ M∨(A11,B11), C12 ∈ M∨(A12,B12),
C21 ∈M∨(A21,B21), C22 ∈M∨(A22,B22), D1 ∈M∨(C11,C21) and D2 ∈
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M∨(C12,C22). We will show how to find C11 and C21, finding C12
and C22 is analogous.
– If D1 ≡ E1 ∨F1, then we can take C11 ≡ A11 ∨B11 and C12 ≡
A21 ∨B21.
– IfD1 , E1 ∨F1, thenD1 ∈MP∨(E1,F1) and, by the IH, we can find
G1 ∈MP∨(A11,B11) and G2 ∈MP∨(A21,B21) with D1 ∈MP∨(G1,G2).
Clearly we can set C11 ≡ G1 and C21 ≡ G2.
Lemma 2.45. Assume we have B ∈ MP∨(A1,A2) and B ∈ MP∧(C1,C2). Then we
can find B1,B2,B3,B4 s.t. A1 ∈MP∧(B1,B2), A2 ∈MP∧(B3,B4), C1 ∈MP∨(B1,B3) and
C2 ∈MP∨(B2,B4). Alternatively, we can always find B1,B2,B3,B4 s.t. the following



















Proof. We proceed by structural induction on B.
If B ≡ a, where a is an atom or unit, then clearly A1,A2,C1,C2 ∈ {a, f, t}. It is
straightforward to select appropriate Bi from {a, f, t}.
If B ≡D1 α D2, then either:
M3A A1 ≡ D1 α D2 and A2 ≡ f (WLOG). Then we can set B1 ≡ C1, B2 ≡ C2,
B3 ≡ f and B4 ≡ f.
M3C C1 ≡ D1 α D2 and C2 ≡ t (WLOG). Then we can set B1 ≡ A1, B2 ≡ t,
B3 ≡ A2 and B4 ≡ t.
M4 A1 ≡ (A11 α A12), A2 ≡ (A21 α A22), C1 ≡ (C11 α C12) and C2 ≡ (C21 α C22),
with D1 ∈ M∨(A11,A21), D2 ∈ M∨(A12,A22), D1 ∈ M∧(C11,C21) and D2 ∈
M∧(C12,C22).
EitherD1 ≡ A11 ∨A21,D1 ≡ C11 ∧C21 orD1 ∈MP∨(A11,A21)∩MP∧(C11,C21).
• If D1 ≡ A11 ∨A21, then C11 ≡ C111 ∨C112 and C21 ≡ C211 ∨C212,
with A11 ∈M∧(C111,C211) and A21 ∈M∧(C112,C212).
• IfD1 ≡ C11 ∧C21, thenA11 ≡ A111 ∧A112 andA21 ≡ A211 ∧A212 with
C11 ∈M∨(A111,A211) and C21 ∈M∨(A112,A212).
• If D1 ∈ MP∨(A11,A21) ∩ MP∧(C11,C21), then by the IH, we can find
D11,D12,D13 and D14 as in the statement of the lemma.
Depending on which case holds, we can now set (B11,B21,B31,B41) ≡
(A111,A112,A211,A212), (C111,C211,C112,C212) or (D11,D12,D13,D14). In
the same way, we can find appropriate (B12,B22,B32,B42) from D2. It is
then straightforward to see that setting Bi ≡ Bi1 α Bi2 gives us suitable
Bi .
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Remark 2.46. The fact that atomic contractions are simply special cases of
merge contractions is illustrated by the two lemmas above. The first is analo-
gous to a rewrite of a non-atomic contraction and a contraction to three atomic
contractions:
c↓−ac↓ :




































































2.3.2 Permuting rules through merge contractions
We are now ready to prove a major theorem: that a merge contraction can
be permuted past any other rule in SKSm. Not only does the move to SKSm
greatly reduce the number of cases we need to consider, but we are now able to
push medials—in particular, critical medials—past all other rules, in the guise
of a merge contraction.
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Theorem 2.47. Assume we have a merge contraction above a rule ρ ∈ SKSm in a






Then we can find sentences PA, PB,QA,QB, contexts KA{ },KB{ } and derivations














Proof. By Lemma 3.37, we can find KA,KB,C1,C2 so that we have:





One general case is very straightforward:





We now prove case by case on ρ that we can find QA,QB,φ1 and φ2
• If ρ ∈ {ai↓,ai↑,aw↓,aw↑}, then we can observe that every possible (non-
KC-subformula) case falls under Eq.
• If ρ = mc↓, with PC ≡ R∨ S and QC ≡ T , then we have two extra cases
beyond Eq to consider:
– PA ≡ R,QA ≡ S. Then, by Lemma 3.37 we have:
KA {R} ∨KB {S}
mc↓
KC
 R∨ Smc↓ T
 −→
KA {R} ∨KB {S}
mc↓
KC {T }
– PA ≡ R1 ∨ S1,QA ≡ R2 ∨ S2, with R ∈M∨(R1,R2) and S ∈M∨(S1,S2).
By Lemma 3.38, we can find T1 and T2 s.t.:
KA {(R1 ∨ S1)} ∨KB {(R2 ∨ S2)}
mc↓
KC
 R∨ Smc↓ T
 −→
KA
 R1 ∨ S1mc↓ T1
∨KB




• If ρ = mc↑ with PC ≡ T and QC ≡ R∧ S, then there is one extra case
beyond Eq to consider:
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– PA ≡ TA, PB ≡ TB, with T ∈M∨(T1,T2). By Lemma 3.39, we can find
RA,RB,SA,SB s.t.:





 TAmc↑RA ∧ SA




• If ρ ∈ {s↓,s↑}, then, if Eq does not apply, we must have a LHS of the form:
KA {(P5 ∧ P6)} ∨KB {(P7 ∧ P8)}
mc↓
KC
 (P1 α P2)∧ (P3 ∨ P4)s↓ (P1 ∧ P3)∨ (P2 β P4)

with (α,β) ∈ {(∨,∧), (∧,∨)}, P1 α P2 ∈ M∨(P5, P7) and P3 ∨ P4 ∈ M∨(P6, P8).






















(P1 ∧ P3)∨ (P2 β P4)

mc↓
KC {(P1 ∧ P3)∨ (P2 β P4)}
Definition 2.48. In the following definition, α,β,δ, ∈ {∨,∧}.
We define the following rewrite rules for SKSm:
r1 :
(A1 α A2)∨ (B1 α B2)
mc↓
C1 α C2
∧ (D β E)
ρ
(C1 ∧D) δ (C2  E)
−→
((A1 α A2)∨ (B1 α B2))∧
(D β E)
mc↑
(D β E)∧ (D β E)
s↑
(A1 α A2)∧ (D β E)
ρ
(A1 ∧D) δ (A2  E)
∨ (B1 α B2)∧ (D β E)ρ
(B1 ∧D) δ (B2  E)
mc↓
(C1 ∧D) δ (C2  E)
where ρ is an instance of ∧c↑, s↓ or s↑.
r2 :
(A1 α A2)∨ (B1 α B2)
mc↓
C1 α C2
∨ (D β E)
ρ
(C1 ∨D) δ (C2 ∨E)
−→







(A1 α A2)∨ (D β E)
ρ
(A1 ∨D) δ (A2 ∨E)
∨ (B1 α B2)∨ (D β E)ρ
(B1 ∨D) δ (B2 ∨E)
mc↓
(C1 ∨D) δ (C2 ∨E)



















where ρ is an instance of any rule, PC is not a KC-subformula of A or B and the
RHS is given as in Theorem 2.47.
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Where ρ is an instance of any rule, and PC is a KC-subformula of B.
We define the rewriting system M = {r1, r2, s, t1, t2, t3}.
2.4 Cycle Removal with Merge Contractions
We will now show we can use the rewriting system M to remove cycles from
a proof. To prove termination we will focus on removing the critical merge
medials, rather than cycles themselves. We do so by defining the image of
critical medials in SKSm.
Definition 2.49. Let φ be an SKS proof with a critical medial m. We call the
image of m in νmin : SKS→ SKSm or νmax : SKS→ SKSm a critical merge con-
traction.
By removing the critical merge contractions in an SKSm proof one at a time,
we can afford to create new cycles, as long as they do not create any new criti-
cal merge contractions, since, if all critical merge contractions are eliminated,
there can be no more cycles.
Given an SKSm derivation, there can be several merge contractions to which
we can apply the reduction rules of system M. However, since our goal is
to permute critical medials downwards until there are no cycles left in the
derivation there is a clear strategy to choose which merge contractions will be
permuted.
Proposition 2.50. Let φ be an SKS derivation with a unicycle. Let φ′ ≡ νmax(φ)
(or νmin(φ), it doesn’t matter). Then φ′ has a critical merge contraction to which a
reduction rule of system M can be applied.
Proof. Given a SKS derivation φ with a unicycle, there must be a critical me-
dial. Since µ is the left inverse of νmax, the merge contraction that the medial
is mapped to must be a critical merge contraction.
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We can apply a reduction of rule of system M to it since there is at least one
rule below it: the cut belonging to the unicycle.
2.4.1 Termination
Our strategy for removing ai-cycles is as follows:
1. Ensure that all cycles are unicycles, and that no two cycles share a cut, by
Proposition 2.20. Therefore every cycle will have a well-defined critical
medial.
2. Convert the proof to SKSm, and permute the critical merge contractions
down using the rewrite system M.
3. When the critical merge contraction for a cycle is permuted past the
(unique) atomic cut that is a node in that cycle, in application of rewrite
s, it will break the cycle. To ensure that this rewriting does indeed break
the cycle and doesn’t simply create a a 2-multicycle, we need to make
sure that edges 1 and 2 are not connected by an atomic identity, however
since no two cycles share an atomic cut, this cannot be the case.
1 2 −→ 1
2
We will show termination of the procedure by proving we can remove criti-
cal merge contractions one by one, assuming all cycles are unicycles and no
two cycles share a cut. Since termination can be understood from the changes
induced on the flow of the derivation by the cycle-elimination procedure, we
will accompany the proof of the following Theorem 2.52 with a study of the
changes on flows that each rewriting rule of system M produces. An accurate
formal bound for the complexity cost of the procedure has yet to be estab-
lished, but the study of the flow changes is expected to provide us with the
necessary intuition to obtain it.
Lemma 2.51. If the edge of a cycle is bifurcated by rewrite r1 then, although new
cycles are created, no new critical merge contractions are created, and the two con-
ditions in Proposition 2.20 are preserved.
Proof. We need to consider two cases: where one edge of a cycle is bifurcated
and where both are.
• If only one edge of a cycle is bifurcated, since the critical merge contrac-
tion for the cycle is above the bifurcation, it is the critical merge contrac-
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In this case, the critical merge contraction for the original cycle (on the
left) is now the critical merge contraction for the cycles (1,2,4,5,6,8) and
(1,3,4,5,7,8) where a and a¯ are of the same color. M is the critical merge
contraction for the cycles (1,2,4,5,7,8) and (1,3,4,5,6,8) where a and a¯
are of different colors. Thus, although we do add cycles, we do not add
critical merge contractions.
We now have all the pieces in play to prove our main theorem.
Theorem 2.52. Let φ be an SKSm derivation with no multicycles and where no
two cycles with different identities share a cut. If φ contains n critical merge con-
tractions, then exists a derivation ψ with the same premise and conclusion with
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n − 1 critical merge contractions. Furthermore, ψ contains no multicycles and no
two cycles with different identities share a cut.
Proof. We consider the lowest critical merge contraction of φ, that we call M.
We apply a reduction of system M to permute M downwards in φ. We repeat
this process until we obtain a derivation ψ where M is not a critical merge
contraction as it has been permuted below the cuts of the cycles whose critical
medials it contained.
At every application of a reduction of M, the number of inference rules below
M is decreased: the procedure therefore terminates, and at the end of itM will
no longer be critical. We only need to show that we do not create multicycles,
cycles with different identities that share a cut, or new critical merge contrac-
tions. We will show this by considering ten different cases, most of which will
be illustrated with reference to their flows.
We will enclose the parts of the flow that belong to the critical merge contrac-
tion in a red box and we will call ρ the rule instance below the critical merge
contraction.
1. Instances of r1 do not change the links between the existing edges of a
flow. They may bifurcate previously “single” edges, in which case we
know from Lemma 2.51 that no new critical merge contractions are cre-
ated.
(A1 α A2)∨ (B1 α B2)
mc↓
C1 α C2
∧ (D β E)
ρ
(C1 ∧D) δ (C2  E)
−→
((A1 α A2)∨ (B1 α B2))∧
(D β E)
mc↑
(D β E)∧ (D β E)
s↑
(A1 α A2)∧ (D β E)
ρ
(A1 ∧D) δ (A2  E)
∨ (B1 α B2)∧ (D β E)ρ
(B1 ∧D) δ (B2  E)
mc↓
(C1 ∧D) δ (C2  E)
−→
Potential complexity is generated in the cycle-removing procedure by
turning straight edges into ‘sausages’
2. Instances of r2 do not change the links between the existing edges of a
flow. They introduce some contractions where one edge is connected to a
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weakening. Therefore the application of this rule cannot create new cy-
cles (i.e. create new critical merge contractions) or change the identities
or cuts of cycles.
(A1 α A2)∨ (B1 α B2)
mc↓
C1 α C2
∨ (D β E)
ρ
(C1 ∨D) δ (C2 ∨E)
−→







(A1 α A2)∨ (D β E)
ρ
(A1 ∨D) δ (A2 ∨E)
∨ (B1 α B2)∨ (D β E)ρ
(B1 ∨D) δ (B2 ∨E)
mc↓
(C1 ∨D) δ (C2 ∨E)
−→
The size of the proof after the cycle elimination will not be increased sig-
nificantly by the application of these reductions, since the weakenings
can be pulled down, and the edges that have been connected to a weak-
ening node will return to simply being straight edges.
3. For all instances of s where ρ = aw↓ or ρ = aw↑, Eq applies. This dupli-



















4. For all instances of s where ρ = ai↓, Eq applies. This changes a sin-
gle identity into two identities and two contractions, and may introduce
some contractions where one edge is connected to a weakening.
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KA {t} ∨KB {t}
mc↓
KC
 tai↓ a∨ a¯
 −→ KA
 tai↓ a∨ a¯





This reduction could only introduce a cycle if the instance of ai↓ being
permuted was part of a cycle. This is however not a possible case since
we are permuting the lowermost critical merge contraction, and if the
instance of ai↓ was part of a cycle there would be a critical merge con-
traction that is lower.
5. For all instances of s where ρ = ai↑, Eq applies. This duplicates cuts and
removes atomic contractions:
KA {(a∧ a¯)} ∨KB {(a∧ a¯)}
mc↓
KC
 a∧ a¯i↑ f
 −→ KA
 a∧ a¯i↑ f





If a and a¯ are of the same color are in a cycle, then the critical merge
contraction for the cycle is above the subderivation that we are rewriting,
and remains the critical medial for the cycle. If a and a¯ of different colors
belong to a cycle, then M is its critical merge contraction, and the cycle
is broken through this reduction: since there are no cycles with different
identities sharing a cut, the other two edges cannot be connected.
−→
Therefore the application of this rule reduces or maintains the number
of critical merge contractions), and does not create multicycles or cycles
with different identities that share a cut.
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6. Applications of s where ρ = mc↓ do not change the flow significantly in
any of the three cases:
• In the Eq case, and in the second of the two extra cases, the critical
merge contraction is permuted beneath the other, duplicating it but
making no major change to the flow.
KA {(R∨ S)} ∨KB {(R∨ S)}
mc↓
KC
 R∨ Smc↓ T
 −→ KA
 R∨ Smc↓ T




KA {(R1 ∨ S1)} ∨KB {(R2 ∨ S2)}
mc↓
KC
 R∨ Smc↓ T
 −→ KA
 R1 ∨ S1mc↓ T1





• In the first additional case, the merge contraction below simply gets
absorbed by the critical merge contraction.
KA {R} ∨KB {S}
mc↓
KC
 R∨ Smc↓ T
 −→




7. Applications of s where ρ = mc↑ change the flow a little, but do not
change the paths through the sub flow. Both the cases can be treated
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together:















 TAmc↑RA ∧ SA





8. Instances where ρ ∈ {s↓,s↑} can be treated together, as the flows are in-
distinguishable.
• If Eq holds, the flow changes but all the paths are the same:
KA {((P1 α P2)∧ (P3 ∨ P4))} ∨KB {((P1 α P2)∧ (P3 ∨ P4))}
mc↓
KC
 (P1 α P2)∧ (P3 ∨ P4)s↓ (P1 ∧ P3)∨ (P2 β P4)

−→ KA
 (P1 α P2)∧ (P3 ∨ P4)s↓ (P1 ∧ P3)∨ (P2 β P4)
∨KB (P1 α P2)∧ (P3 ∨ P4)s↓ (P1 ∧ P3)∨ (P2 ∨ P4)

mc↓
KC {(P1 ∧ P3)∨ (P2 β P4)}
−→
• If not, then we have the rewriting involving projective derivations,
which, since it does not introduce any new paths, cannot cause prob-
lems:
KA {(P5 ∧ P6)} ∨KB {(P7 ∧ P8)}
mc↓
KC
 (P1 α P2)∧ (P3 ∨ P4)s↓ (P1 ∧ P3)∨ (P2 β P4)
 −→






















(P1 ∧ P3)∨ (P2 β P4)

mc↓
KC {(P1 ∧ P3)∨ (P2 β P4)}
P5 P6 P7 P8
−→
piP5 piP6 piP7 piP8
9. Instances of the trivial reductions t1, t2 or t3 do not change the flow of
the derivation and therefore cannot produce new cycles.
σ
−→ σ
To eliminate all cycles from a derivation, one simply performs the procedure n
times, once for each critical merge contraction.
Theorem 2.53. Given an SKS derivation φ, we can construct an SKS derivation ψ
with the same premise and conclusion containing no ai-cycles.
Proof. Given a derivation φ, we transform all its multicycles into unicycles by
applying Lemma 2.18. If any two cycles share a cut, we apply Lemma 2.19.
Call this proof φ′ . Take χ ≡ νmax(φ′). We can eliminate every critical merge
contraction from χ with an application of Theorem 2.52, obtaining χ′ . Finally
we take ψ ≡ µ(χ′), which will be free of cycles.
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A complete example of the removal of a cycle with a similar procedure can be
found in [AT16].
We can now prove a full decomposition result.
Theorem 2.54. Given an SKS derivation φ of A to B, we can obtain a strongly
decomposed derivation φ from A to B.
Proof. Immediate from Theorems 2.53 and 2.15.
Note that we could define a variation of decomposition for proofs in SKSm
itself, if we add a rewrite to “minimize” merge contractions, so that any rewrite
in C can be replicated in SKSm.
Definition 2.55. We define the following rewrite for derivations in SKSm,
m : φ −→ νmin(µ(φ))
In addition, we define mc↓ − ai↑ and mc↑ − ai↓ to be identical to ac↓ − ai↑ and
ac↑ − ai↓ respectively, except with different labels for the contractions. We
define M+ = M∪ {m,mc↓−ai↑,mc↑−ai↓}.
Proposition 2.56. If φ −→C ψ, then νmin(φ) −→M+ νmin(ψ).
Theorem 2.57. For every proof φ in SKSm, there is a proof ψ and a reduction






Proof. We follow the strategy of “do cycle removal then do decomposition”.
It is expected that a stronger result is true for derivations in SKSm.
Conjecture 2.58. M+ is weakly normalizing for SKSm. Therefore every derivation
















3.1 Open Deduction and First-Order Logic
3.1.1 The signature for classical first-order logic
Definition 3.1. We define V = {x0,x1, . . . } and C = {c,c0, c1, . . . } to be infinite sets
of variables and constants, respectively. For each n, we define Fn = {f n0 , f n1 , . . . }
to be an infinite set of n-ary function symbols.
We define the terms of FOL, T, in the following way:
• All variables x ∈ V are terms.
• All constants a ∈ C are terms.
• If t1, . . . , tn are all terms, and fn ∈ Fn, then Fn(t1, . . . , tn) is a term.
A term is closed if it contains no variables.
Definition 3.2. For each n, we define Pn = {P n0 , P n1 , . . . } to be an infinite set of
n-ary predicate symbols. We define the set of atoms of first-order logic to be
A1 = {P ni (t1, . . . , tn) | i,n ∈ N, ti ∈ T}.
We define Q = {∀x0,∀x1, . . . } ∪ {∃x0,∃x1, . . . }, to be an infinite set of logical oper-
ators of arity 1, s.t. for every v ∈ V, ∀v,∃v ∈ Q, with ∀¯v = ∃v and ∃¯v = ∀v
Definition 3.3. We define the signature for FOL, Σ1 = (A1, {t, f},Q, {∧,∨}).
Convention 3.4. In practice, we will use x,y,z for variables, a,b,c for constants,
f ,g,h for functions of any arity and P ,Q,R for predicate symbols of any arity,
all with or without subscripts and superscripts.
Definition 3.5. The size of a term, denoted |t|, is defined as follows:
• |x| = 1 for every x ∈ V
• |a| = 1 for every a ∈ C
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• fn(t1, . . . , tn) = max(t1, . . . , tn) + 1 for every fn ∈ Fn, ti ∈ T.
The set of free variables of a term, FV (t) is defined as follows:
• FV (x) = {x},
• FV (a) = ∅,
• FV (fn(t1, . . . , tn)) =
⋃
(FV (ti)) for every fn ∈ Fn, ti ∈ T.
If t ∈ T and x ∈ V, then [t ⇒ x] denotes a substitution. If t′ ∈ T, then we write
[t⇒ x]t′ to denote the term defined in the following way:
• [t⇒ x]x = t,
• If x , y, [t⇒ x]y = y.
• [t⇒ x]a = t,
• [t⇒ x](fn(t1, . . . , tn)) = fn([t⇒ x]t1, . . . , [t⇒ x]tn)
Definition 3.6. The size of a FOL derivation is determined by the following
functions:
• |t| = |f| = 1,
•
∣∣∣P ni (t1, . . . , tn)∣∣∣ = (Σn1 |ti |)+ 1,
The set of free variables of a FOL derivation is defined in the following way:
• FV (t) = FV (f) = ∅,
• FV (P ni (t1, . . . , tn)) =
⋃
(FV (ti)),
• FV (∀vφ) = FV (∃vφ) = FV (φ)\{v},
• FV (φ∧ψ) = FV (φ∨ψ) = FV
 φρ ψ
 = FV (φ)∪FV (ψ).
We say that a FOL derivation φ is closed if FV (φ) = ∅.
We write [t⇒ x]φ to denote the derivation defined in the following way:
• [t⇒ x]t ≡ t, [t⇒ x]f ≡ f,
• [t⇒ x]P ni (t1, . . . , tn) ≡ P ni ([t⇒ x]t1, . . . , [t⇒ x]tn),
• [t⇒ x](∀xφ) ≡ ∀xφ, [t⇒ x](∃xφ) ≡ ∃xφ
• If x , y, [t⇒ x](∀xφ) ≡ ∀x([t⇒ x]φ), [t⇒ x](∃xφ) ≡ ∃x([t⇒ x]φ)
• [t⇒ x](φ∧ψ) ≡ [t⇒ x]φ∧ [t⇒ x]ψ, [t⇒ x](φ∨ψ) ≡ [t⇒ x]φ∨ [t⇒ x]ψ
• [t⇒ x]
 φρ ψ
 = [t⇒ x]φρ [t⇒ x]ψ
Convention 3.7. If K{ } is a first-order context andA a first-order formula, [t⇒
x]K{A} only denotes a substitution onK{ }, [t⇒ x](K{A}) denotes a substitution
on all of K{A}. We will also abuse notation a little sometimes, writing, for
example, [x⇒ c]A for A′ if [c⇒ x]A′ ≡ A and c does not appear in A′ .
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3.1.2 Proofs systems for FOL: SKSgq, SKSq, KSgq and KSq
We are now ready to introduce the basic open deduction proof systems for
FOL, as defined in [Brü03a; Brü06b]. As for propositional logic, there are two
systems with atomic structural rules, and two with general structural rules;
there are two systems with cut, and two cut-free systems.
Definition 3.8. We define four proof systems for FOL,














































For the rules n↓ and n↑, we insist that x < FV (t).
All the above systems extend the equality relation from CPL with the following
equations:
∀xA = ∀z([z⇒ x]A) ∀x∀yA = ∀y∀xA ∀xB = B
∃zA = ∃z([z⇒ x]A) ∃x∃yA = ∃y∃xA ∃xB = B
where x < FV (B)
Definition 3.9. We say that a FOL derivation is regular if no variable is used in
two different quantifiers.
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Convention 3.10. While we often insist for lemmas and theorems that deriva-
tions be regular, unless variable hygiene is necessary for a particular proof we
will often violate regularity when depicting proofs. For example, technically
a contraction should have three sets of quantifiers, e.g.
∃xP x∨∃yP y
c↓ ∃zP z , but, in
practice, we would usually write this as
∃xP x∨∃xP x
c↓ ∃xP x .
3.1.3 The Rules of Passage
We now introduce eight inference rules, the rules of passage (also known as
retract rules [Brü06a]), originally described by Herbrand [Her30; Her71]. Since
they are essentially used in Herbrand’s work as rewriting rules, they can be
considered deep inference rules avant la lettre.

















where x ∈ FV (B).
We refer to the down rules collectively as RP↓ = {r1↓,r2↓,r3↓,r4↓}, the up rules
as RP↑ = {r1↑,r2↑,r3↑,r4↑} and all the rules of passage as RP = RP↓ ∪RP↑.
The rules of passage allow for prenexification and deprenexification of for-
mulae. Since there are formulae whose cut-free sequent calculus proofs are
non-elementarily shorter than their prenexified forms [AB16; BL94; Sta79],
adding the four rules {r1↑,r2↑,r3↑,r4↑} to a cut-free first-order system leads to
significantly shorter proofs.
Proposition 3.12. There is no elementary function bounding the length of the
shortest KSq proof of a formula in terms of its shortest KSq∪RP↑ proof.
Proof. Immediate from the same reasoning about the size of Herbrand disjunc-
tions in [AB16].
Although the ‘up’ rules of passage drastically change the power of proof sys-
tems from a complexity point of view, the ‘down’ rules of passage are all simply
derivable for the cut-free FOL system KSq, with the exception of r2↓, which is
shown to be admissible without too much difficulty.
The r1↓ rule is roughly equivalent to the u↓ rule.
Proposition 3.13. r1↓ is derivable for {u↓}, and u↓ is derivable for {r1↓,n↓}.












The r2↓ rule—an invertible rule, it should be noted—is in fact immediately
derivable from a first-order medial-like up rule.








However, it is only admissible, not derivable for KSq.
Proposition 3.15. r1↓ is admissible for KSq.




, by extending Proposition 1.52 to





Clearly, since x < FV (B), we can construct
φ′r KSq
K {B} by deleting all instances of







using a slight adaptation of the second part of Proposition 1.52. Then we elim-
inate aw↑ using W, which works just as well in a first-order setting.
Proposition 3.16. r3↓ and r4↓ are derivable for {n↓}, and, dually, r3↑ and r4↑ for
{n↑}.













































































Figure 3.1: The “cube” of core classical proof systems. The three di-












We now restate and reprove certain lemmas and propositions that can almost
all be found in [Brü03a] and [Brü06a]. There is no problem with their origi-
nal exposition, but they will be useful to have on hand in the open deduction
formalism rather than the calculus of structures.
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Strong Equivalence of SKSgq and SKSq
As we showed in Proposition 1.42, the atomic CPL system SKS is strongly
equivalent to the general CPL system SKSg. We can easily obtain the same
strong equivalence result for the atomic FOL system SKSq and the general
FOL system SKSgq, by extending Lemma 1.40 for each identity, contraction
and weakening. We then need to show that m1↓ and m2↓ are derivable for
{w↓,c↓}.
Lemma 3.17. i↓ is derivable for {ai↓,s,u↓}.






Lemma 3.18. c↓ is derivable for {ac↓,m,m1↓,m2↓}.













Lemma 3.19. w↓ is derivable for {aw↓}.










































Proposition 3.21. The atomic system SKSq and the general SKSgq are strongly
equivalent.
Proof. Follows from Propositions 3.17, 3.18, 3.20 and 3.19, as well as their
dualised versions.
Admissibility of n↑
An important property of the cut-free system KSgq is that n↑, universal quan-
tifier instantiation, is directly admissible, without having to resort to admissi-
bility via cut elimination, and in a way that does not have any significant proof
complexity cost.
Proposition 3.22. n↑ is admissible for KSgq
Proof. We show that we can n↑ permute up past all other rules. The five reduc-

































 ∀xAn↑ [t⇒ x]A
 −→ K
 ∀xAn↑ [t⇒ x]A

ρ
K ′ {[t⇒ x]A}
c↓−n↑ :
K {∀xA} ∨K {∀xA}
c↓
K
 ∀xAn↑ [t⇒ x]A
 −→ K
 ∀xAn↑ [t⇒ x]A












[t⇒ x]A∨ [t⇒ x]Bn↓ ∃xB
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Clearly, the ρ − n↑1 reduction is always straightforward. ρ − n↑2 is straightfor-
ward in most cases, except if ρ = n↓, where we should be careful with substi-
tutions:
∀xK







[t1⇒ x]K {[t2⇒ y]A}
=
[t1⇒ x]K














 ∀y[t1⇒ x]An↑ [[t1⇒ x]t2⇒ y][t1⇒ x]A

=
[t1⇒ x]K {[t2⇒ y]A}
n↓ ∃xK {[t2⇒ y]A}
Elimination of the “up” rules as cut elimination
In propositional logic, cut elimination is performed by reducing cut to atomic
form with switches and then eliminating the atomic cuts. Unfortunately, this
strategy does not cleanly lift to first-order logic, since, to reduce cut to atomic
form, other “up” rules are needed. Instead, we show that we can reduce the
instances of cut in a proof to two types: closed atomic cuts and closed quantifier
cuts. Quantifier cuts are those where the principal formula has a quantifier as
its outermost connective; closed cuts are those with no free variables.
Definition 3.23. We say that an instance of a rule ρ in a FOL proof is closed if













Proof. Similar to Proposition 1.46, except we need to make sure that the i↑ is
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Definition 3.25. We define the rules qi↓ and qi↑ to be instances of i↓ and i↑











with all ai↑,qi↑ closed.
Proof. Clearly, i↑ is derivable for {ai↑,qi↑,s}.
We can now go one step further and separate proofs into two parts: a lower
part containing only quantifier cuts, and a top part containing all the other
inference rules, including atomic cuts. This makes cut elimination a lot more
manageable, and also will allow for useful translations later on in the thesis.
Lemma 3.27. For any first-order formula context K{ } and any formula A, with no


















[x′⇒ x]K ′ {t} ∧A
IH {s,n↑,u↑}





























where all the ai↑,qi↑ are still closed.
Proof. This is essentially a one-way version of Lemma 1.54, for first-order logic,
using Lemma 3.27 instead of Lemma 1.53.
These lemmas lead us to the following proposition, which sets us up for the
next section.
Proposition 3.29. Every proof SKSq proofφ ofA can be separated into a quantifier-








Proof. By Lemmas 3.24, 3.26 and 3.28.
3.2 First-Order Merge contractions
We now introduce first-order systems with merge contractions. Unlike for
propositional logic, we do not have a particular use for them in the course
of normalization for first-order logic. However, we think it is worth extend-
ing the definitions and basic theory to first-order logic, as we expect further
research in this area.
3.2.1 SKSq4 and First-order Contractive Derivations
Before defining merge contractions for first-order logic, we need to extend
the propositional system with mostly “medial-shaped” rules to FOL. Since the
first-order rules in SKSq are in fact well suited for merges, we simply extend
SKS4 with them.
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Definition 3.30. We define the variant of SKSq with medial-shaped proposi-
tional rules SKSq4 as follows.


















In addition, we also restrict the equality relation as we do for SKS4
Definition 3.31. The set of first-order contractive derivations, usually just re-
ferred to as contractive derivations if unambiguous, is the minimal set of C1↓ =
{ac↓,m,∨c↓,m1↓,m2↓} derivations that satisfy each of the three properties be-
low:































are contractive derivations then both






































The set of first-order cocontractive derivations is defined dually.
We also define first-order merge sets:
Definition 3.32. Given two first-order formulae A,B and ? ∈ {∨,∧}, we define
their ?-merge set M?(A,B) as the minimum set that satisfies the following con-
ditions
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M1 For any A and B, A? B ∈M?(A,B).
M2 For any atom or unit a, a ∈M?(a,a).
M3 For any A, A ∈M∨(A, f),A ∈M∨(f,A),A ∈M∧(A, t) and A ∈M∧(t,A).
M4 For α∈ {∨,∧}, if C1 ∈ M?(A1,B1) and C2 ∈ M?(A2,B2), then C1 α C2 ∈
M?(A1 α A2,B1 α B2).
M5 For Q ∈ {∀,∃}, if C ∈M?(A,B) then QxC ∈M?(QxA,QxB).
Remark 3.33. Note that if A,B,C are quantifier-free, then whether C ∈M∨(A,B)
or not cannot depend on M5. We therefore do not alter our notation for merges
in first-order logic. On the other hand, not all first-order merges need use M5.
However, if C ∈ M∨(A,B) without any use of M5, then C is in M∨(A,B) for
“propositional” reasons.










Proof. Simple extension of Proposition 2.30
We can now define a first-order proof system with merge (co)contractions.
Again, since the instances of propositional merge (co)contraction are exactly
the quantifier-free instances of first-order merge (co)contraction, we use the
same notation as in propositional logic.











We extend the maps from the systems with merges to the regular systems in
the obvious way: µ : SKSm → SKS becomes µ : SKSmq → SKSmq, the maps
νmax,νmin : SKS→ SKSm become νmax,νmin : SKSq→ SKSmq
3.2.2 Reductions for first-order merges
We now show that the lemmas that allow us to permute merge contractions
past other inference rules extend to first-order logic. We repeat the statements
of the lemmas, even though they are the same as the propositional case, if in-
terpreted as referring to first-order formulas and merges. The proofs usually
involve just one extra case: we will only give this, not repeating the proposi-
tional parts.































































































Figure 3.2: The “cube” of medial-like/merge proof systems. The three dimen-
sions are cut-free/cut-full (S), medial-shape/merge contractions (4/m), and
propositional/first-order (q). Taken together with the proof systems of Figure
3.1, a hypercube of proof systems is formed.
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Definition 3.36. Let K{D} ∈M∨(A,B). We say that D is a K-subformula in A or
B in the following cases:
M1 If K{D} ≡ K ′{D} ∨B and A ≡ K ′{D} then D is a K-subformula of A. If
K{D} ≡ A∨K ′{D} and B ≡ K ′{D} then D is a K-subformula of B.
M3 If K{D} ≡ A, then D is a K-subformula of A
M4 If K1{D1} ∈ M∨(A1,B1) and D1 is a K1-subformula of A1 (resp. B1), then
for all C2 ∈M∨(A2,B2), D1 is a K-subformula of A1 α A2 (resp. B1 α B2),
where K{ } = K1{ } α C2.
M5 If K{D} ∈M∨(A,B) with D a K-subformula of A, then we have that D is a
QxK-subformula of QxA.
Lemma 3.37. Let A,B,C be formulae with C ∈ MP∨(A,B). Let KC{ } and PC be
s.t. C ≡ KC{PC} and PC is not a KC-subformula of A or B. Then we can find
contexts KA{ },KB{ } and formulae PA, PB s.t. A factorises as KA{PA}, B as KB{PB},
PC ∈M∨(PA, PB) and for any QA,QB, if QC ∈M∨(QA,QB), then
KC{QC} ∈M∨(KA{QA},KB{QB}) .




≡ KA {PA} ∨KB {PB}mc↓
KC {PC}
and, for any QC ∈M∨(QA,QB),
KA {QA} ∨KB {QB}
mc↓
KC {QC}
is a valid instance of mc↓.
Proof. Assume KC{ } = QxK ′C{ }. Again, since PC is not a KC-subformula of A
or B, we know that A , f , B. Therefore we must have C ∈MP∨(A,B) by virtue
of M5 with A ≡QxA′ , B ≡QxB′ and K ′C{PC} ∈M∨(A′ ,B′).
If K ′C{PC} ≡ A′ ∨B′ then, by the same reasoning as before, it must be the case
that PC ≡ A′ ∨B′ . Therefore we can factorise A as Qx{A′} and B as Qx{B′}, with
all the conditions clearly holding.
If K ′C{PC} , A∨B then K ′C{PC} ∈MP∨(A,B) and, by the IH, we have A′ ≡ KA′ {PA}
and B′ ≡ KB′ {PB} with all the appropriate conditions and we can factorise A as
QxKA′ {PA} and B as QxB′ ≡ KB′ {PB}. Again, it is straightforward to see that all
the conditions hold.
Lemma 3.38. Assume we have A ∈M∨(A1,A2),B ∈M∨(B1,B2) and C ∈MP∨(A,B).
Then we can find C1,C2 s.t. C1 ∈ MP∨(A1,B1) and C2 ∈ MP∨(A2,B2) s.t. C ∈
MP∨(C1,C2). Alternatively, we always can find C1 and C2 s.t. the following rewrite
is valid.
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Proof. If C ≡ QxC′ , then the cases where any of A,A1,A2,B,B1 or B2 are f are
as before. If not, then it must be the case that A ≡QxA′ and B ≡QxB′ and that
A1 ≡ QxA′1, A2 ≡ QxA′2, B1 ≡ QxB′1 and B2 ≡ QxB′2. We can therefore use the
IH to find C′1 and C′2, setting C1 ≡QxC1 and C2 ≡QxC2.
Lemma 3.39. Assume we have B ∈ MP∨(A1,A2) and B ∈ MP∧(C1,C2). Then we
can find B1,B2,B3,B4 s.t. A1 ∈MP∧(B1,B2), A2 ∈MP∧(B3,B4), C1 ∈MP∨(B1,B3) and
C2 ∈MP∨(B2,B4). Alternatively, we can always find B1,B2,B3,B4 s.t. the following



















Proof. If B ≡ QxB′ , then the cases where A1 or A2 are f and C1 or C2 are as
before. If not, then it must be the case that A1 ≡QxA′1, A2 ≡QxA′2, C1 ≡QxC′1
and C2 ≡ QxC′2. We can therefore use the IH to find B′1,B′2,B′3 and B′4, setting
each Bi as QxB′i .
Lemma 3.40. Let [t⇒ x]C ∈M∨(A,B). Then we can find A′ and B′ s.t. A ≡ [t⇒
x]A′ , B ≡ [t⇒ x]B′ and C ∈M∨(A′ ,B′).
Proof. Two cases we can do instantly:
M1 Assume [t ⇒ x]C ≡ A∨B. Then C ≡ [C1.C2], and we can set A′ ≡ C1 and
B′ ≡ C2.
M3 Assume, without loss of generality (WLOG), that [t⇒ x]C ≡ A and B ≡ f.
We set A′ ≡ C, B′ ≡ f.
If neither of these two cases hold, we proceed by induction on C, considering
each of the remaining three cases for [t⇒ x]C ∈M∨(A,B):
M2 Assume [t ⇒ x]C ≡ A ≡ B ≡ P (t1, ..., tn). Then C ≡ P (t′1, ..., t′n), with [t ⇒
x]t′i ≡ ti . Thus we can set A′ ≡ B′ ≡ P (t′1, ..., t′n).
M4 Assume [t⇒ x]C ≡ (C1 α C2),A ≡ (A1 α A2), B ≡ (B1 α B2), C1 ∈M∨(A1,B1)
and C2 ∈ M∨(A2,B2). Clearly, C1 ≡ [t ⇒ x]C′1 and C2 ≡ [t ⇒ x]C′2, with
C ≡ (C′1 α C′2). Thus, by the IH, we can find A′1,A′2,B′1,B′2 s.t. C′1 ∈
M∨(A′1,B′1) andC′2 ∈M∨(A′2,B′2). ThusC ≡ (C′1 α C′2) ∈M∨((A′1 α A′2), (B′1 α
B′2)) =M∨(A′ ,B′).
M5 Assume [t ⇒ x]C ≡ QyC1, A ≡ QxA1, B ≡ QxB1 and C1 ∈ M∨(A1,B1).
If x = y then [t ⇒ x]C ≡ C and there is nothing to do. If x , y, then
[t⇒ x]C ≡ Qy[t⇒ x]C1, and, by the IH, we can find A′1 and B′1 s.t. C1 ∈
M∨(A′1,B′1). Therefore, C ≡QyC1 ∈M∨(QyA′1,QyB′1).
We can now reprove the theorem that states that merge contractions can be
permuted past all other rules, if they are in the scope of the conclusion. Again,
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we repeat the statement of the theorem, but only include the extra cases for the
proof.
Theorem 3.41. Assume we have a merge contraction above a rule ρ ∈ SKSmq in a






Then we can find sentences PA, PB,QA,QB, contexts KA{ },KB{ } and derivations














• If ρ = n↓ then we have the general case below to consider:
KA {PA} ∨KB {PB}
mc↓
KC
 [t⇒ x]PCn↓ ∃xPC











• If ρ = n↑ then we again have a general case to consider:
KA {PA} ∨KB {PB}
mc↓
KC
 ∀xPCρ [t⇒ x]PC

Since ∀xPC is not a KC-subformula of A or B, it must be the case that
PA ≡ ∀xP ′A and PB ≡ ∀xP ′B.
• If ρ = u↓ then, since PC is not a KC-subformula of A or B, we must have
the following:









we now have a number of cases to consider:
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• If ρ = r1↓ then, since PC is not a KC-subformula of A or B, we must have
the following:







u↓ ∀xPC1 ∨ PC2

we now have a number of cases to consider:
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 ∀xPC1 ∧∃xPC2u↑ ∃x(PC1 ∧ PC2)

It must be the case that PA1 ≡ f, PB1 ≡ f or both PA1 ≡ ∀xP ′A1 and PB1 ≡∀xP ′B1 , with PC1 ∈ M∨(P ′A1 , P ′B1 ). Similarly, either PA2 ≡ f, PB2 ≡ f or both
PA2 ≡ ∀xP ′A2 and PB2 ≡ ∀xP ′B2 , with PC2 ∈M∨(P ′A2 , P ′B2 ). We will show two
cases, the rest are similar:













































































Definition 3.42. We define the rewriting system for SKSmq,
M1 = {r1, r2, r3, r4, s, t1, t2, t3,m,mc↓−ai↑,mc↑−ai↓}
.
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As with M+, we expect that M1 is weakly normalising.
Conjecture 3.43. M1 is weakly normalising for derivations in SKSmq. Therefore












As discussed in the introduction, we will present two different conceptions of
representing the “Herbrand content” of a proof: Herbrand proofs and expan-
sion proofs. For each we define both a deep inference proof system—KSh1
and KSh2—and a class of proofs in each system that corresponds to Herbrand
or expansion proofs, respectively. First, we will present KSh1 and Herbrand
proofs.
4.1.1 KSh1 and Herbrand Proofs
As discussed in the introduction, Herbrand proofs consist of the following four
steps:
1. Expansion of existential subformulae.
2. Prenexification/elimination of universal quantifiers.
3. Term assignment.
4. Propositional tautology check.
In [Brü06a], it is shown that all four of these steps can be carried out by infer-
ence rules in a deep inference system. To do so, we need to define a contraction
rule that only operates on existential formulae.




Proposition 4.2. c↓ is derivable for {ac↓,m,qc↓,m2↓} and qc↓ is derivable for
{ac↓,m,m1↓,m2↓}.
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P¯ x1 ∨ P y1




P¯ x∨ P y
)
Figure 4.1: A KSh1 proof of the “drinker’s formula”
Proof. Straightforward.


















with the same equality relation as SKSq. Following [Brü06a], we define a Her-
brand proof in the context of KSh1 in the following way.










where Q{ } is a context consisting only of quantifiers and B is quantifier-free,
and RP↓ refers to the four “down” rules of passage.




Then we can construct a Herbrand Proof of A.
Remark 4.6. This proposition and proof are essentially the same proof of Her-
brand’s Theorem from a cut-free system in [Brü06a, Theorem 4.2]. However,








































P¯ x2 ∨ P y2
))
r1↓ (




P¯ x2 ∨ P y2
)
r3↓ (



























P¯ x∨ P y
)
Figure 4.2: A Herbrand proof of the drinker’s formula
the proof is worth reworking in the open deduction formalism, and also since
its relation to cut elimination is different: in Brünnler’s paper it is a corollary to
cut elimination, whereas here we are using it to organise the part of the proof
that does not contain first-order cuts into a useful form.
Before proving the theorem, we state and prove a crucial lemma.








where Q{ } is a sequence of quantifiers and AP is the formula obtained by removing
all quantifiers from A.
Proof. We proceed by induction on the length of φ, with the base case being
trivial. If the final rule in φ is in KS, the inductive step is also trivial [Brü06a].
By Proposition 3.13, we can replace u↓ with {r1↓,n↓}, with r1↓ simply getting
absorbed into RP↓. Thus we are left with just m2↓ and n↓ to deal with.
We can eliminate instances of m2↓ in the following way:
φ KSq\{m1↓}
K
 ∀xA∨∀y[y⇒ x]Bm2↓ ∀x(A∨B)
 IH−−→
φ′ KS∪{n↓}
Q1 {∀xQ2 {∀yQ3 {AP ∨ [y⇒ x]BP }}}
RP↓
K
 ∀xA∨∀y[y⇒ x]Bm2↓ ∀x(A∨B)

−→
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φ′ KS∪{n↓}
Q1






Q1 {∀xQ2 {Q3 {AP ∨BP }}}
RP↓
K {∀x(A∨B)}
Instances of n↓ are permuted above the rules of passage:
φ KSq\{m1↓}
K
 [t⇒ x]An↓ ∃xA
 IH−−→
φ KS∪{n↓}
Q1 {Q2 {[t⇒ x]AP }}
RP↓
K









Proof of Theorem 4.5. We work in stages, creating one section of the Herbrand
Proof at a time.
1. First of all, we refactorise the contractive rules, {ac↓,m,qc↓,m2↓}, into


























Each of these reductions, if applied to the bottommost instance of qc↓,
reduces the number of rules below the bottommost instance of qc↓.
2. By Lemma 4.7 we can now separate the remaining proof into a top half
with KS∪ {n↓}, and a bottom half consisting of RP↓.
3. Since every other first-order rule is now eliminated from the proof, it is
straightforward to permute n↓ rules down the proof.
Remark 4.8. The proof of Theorem 4.5 works exactly the same if KS is supple-
mented by an atomic cut rule, ai↑. Therefore, as Brünnler notes, only cuts with
quantified eigenformulae need be eliminated to prove Herbrand’s Theorem.
Proposition 4.9. Given a Herbrand proof φ of A, we can construct a proof of A in
the cut-free FOL system KSq.
Proof. Immediate from Propositions 3.13, 3.15, 3.16, and 4.2.
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4.2 Expansion Proofs
4.2.1 Introduction
In [Mil87], Miller generalises the concept of the Herbrand expansion to higher
order logic, representing the witness information in a tree structure, and ex-
plicit transformations between these ‘expansion proofs’ and cut-free sequent
proofs are provided. Miller’s presentation of expansion proofs lacked some of
the usual features of a formal proof system, crucially composition by an elim-
inable cut, but extensions in this direction have been carried out by multiple
authors. In [Hei10], Heijltjes presents a system of ‘proof forests’, a graphical
formalism of expansion proofs with cut and a local rewrite relation that per-
forms cut elimination. Similar work has been carried out by McKinley [McK13]
and more recently by Hetzl and Weller [HW13] and Alcolei et al. [Alc+17].
4.2.2 Expansion Trees
Remark 4.10. In this section, we will frequently use ? in place of ∧ and ∨, and
Q in place of ∀ and ∃ if both cases can be combined into one. For clarity, we
will sometimes distinguish between connectives in expansion trees, ?E , and in
formulae/derivations, ?F .
Definition 4.11. We define expansion trees, the two functions Sh (shallow) and
Dp (deep) from expansion trees to formulae, a set of eigenvariables EV(E) for
each expansion tree, and a partial function Lab from edges to terms, following
[Mil87], [Hei10] and [CHM16]:
• Every literal A (including the units t and f) is an expansion tree. Sh(A) :≡
A, Dp(A) :≡ A, and EV(A) = ∅.
• If E1 and E2 are expansion trees with EV(E1)∩EV(E2) = ∅, then E1 ? E2 is
an expansion tree, with Sh(E1 ?E E2) :≡ Sh(E1) ?F Sh(E2), Dp(E1 ?E E2) :≡
Dp(E1) ?F Dp(E2), and EV(E1 ? E2) = EV(E1)∪EV(E2). We call ? a ?-node
and each unlabelled edge ei connecting the ?-node to Ei a ?-edge. We






• If E′ is an expansion tree s.t. Sh(E′) ≡ A and x < EV(E′), then E = ∀xA+xE′
is an expansion tree with Sh(E) :≡ ∀xA, Dp(E) :≡ Dp(E′), and EV(E) :=
EV(E′)∪ {x}. We call ∀xA a ∀-node and the edge e connecting the ∀-node
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• If t1, . . . , tn are terms (n ≥ 0), and E1, . . . ,En are expansion trees s.t. x <
EV(Ei) and EV(Ei)∩EV(Ej ) = ∅ for all 1 ≤ i < j ≤ n, and Sh(Ei) ≡ [ti ⇒ x]A,
then E = ∃xA+t1 E1 +t2 · · ·+tn En is an expansion tree, where Sh(E) :≡ ∃xA,
Dp(E) :≡ Dp(E1) ∨ · · · ∨ Dp(En) (with Dp(E) ≡ f if n = 0), and EV(E) =⋃n
1 EV(Ei). We call ∃xA an ∃-node and each edge ei connecting the ∃-
node with Ei an ∃-edge, with Lab(ei) = ti . We represent E as:
∃xA
E1
e1 t1 · · ·
En
en tn
Remark 4.12. Let ρ be a permutation of [1 . . .n]. We consider the expansion
trees ∃xA+t1 E1 +t2 · · ·+tn En and ∃xA+tρ(1) Eρ(1) · · ·+tρ(n) Eρ(n) equal. Our trees are
also presented the other way up to usual, e.g. [Hei10]. This is so that they are
the same way up as the deep inference proofs we will translate them to below.
Definition 4.13. Let E be an expansion tree and let <−E be the relation on the
edges in E defined by:
• e <−E e′ if the node directly below e is the node directly above e′ .
• e <−E e′ if e is an ∃-edge with Lab(e) = t, x ∈ FV (t), e′ is a ∀-edge and
Lab(e′) = x. In this case, we say e′ points to e.
The dependency relation of E, <E , is the transitive closure of <−E .
Definition 4.14. An expansion tree E is correct if <E is acyclic and Dp(E) is a
tautology. We can then call E an expansion proof of Sh(E).
Example 4.15. Below is an expansion tree E, with Sh(E) ≡ ∃x∀y
(









P¯ y1 ∨ P y2
)
. The tree is presented with all edges explicitly
named, to define the dependency relation below, as well as the labels for the
∃-edges and ∀-edges.
∃x∀y[P¯ x∨ P y]
















The dependency relation is generated by the following inequalities: e3, e4 <
e6 < e8 and e1, e2 < e5 < e7 and e8 < e5. e5 points to e8. As this dependency
relation is acyclic and
(




P¯ y1 ∨ P y2
)
is a tautology, E is correct, and
thus an expansion proof.
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4.2.3 Expansion Proofs with Cut
Definition 4.16. If E,E1, . . . ,En are expansion trees, with Sh(Ei) ≡ ∃xAi ∧∀xA¯i
for each Ei , then EC = E +⊥(E1, . . . ,En) is an expansion tree with cut. We call ⊥
the cut node, and each edge ei connecting ⊥ and Ei a cut edge. If FV (∃xAi) = ∅,







We extend the deep and shallow functions to expansion trees with cuts: Sh(E+
⊥(E1, . . . ,En)) ≡ A, Dp(E +⊥(E1, . . . ,En)) ≡Dp(E)∨Dp(E1)∨ . . .∨Dp(En).
Extending the notion of correctness to expansion trees with cut is straightfor-
ward.
Definition 4.17. The dependency relation for expansion trees with cut is the
same as that for expansion trees, with the following addition to the definition
of <−E :
• e <−E e′ if e is a cut edge connecting ⊥ and Ei , Sh(Ei) ≡ ∀yAi ∧∃yA¯i , x ∈
FV (Ai), e′ is a ∀-edge and Lab(e′) = x. We still say that e′ points to e.
The correctness criteria for expansion trees with cuts are the same for expan-
sion trees, giving us expansion proofs with cut.
Remark 4.18. If every cut edge is closed for an expansion tree with cut, then
the correctness criteria is exactly the same as for the expansion tree obtained
by replacing the cut node with a series of ∧ nodes.
At this point, we are close to being able to borrow the cut elimination method
from Heijltjes’ Proof Forests formalism [Hei10]. However, proof forests are only
a subclass of what we define as expansion trees here. Therefore it will be useful
to properly define this subclass, as well as the class of expansion proof with
closed cuts, which will be another useful subclass later on. However, there
is one further difference between our expansion proofs and the proof forests
of Heijltjes. While the graphical structure of his (prenex) expansion trees is
the same as ours, the correctness condition is different, defined in terms of the
propositional validity of switchings of expansion trees. Since, however, this
correctness criterion is equivalent to ours on prenex expansion trees, we need
not define this different criterion in detail.
Definition 4.19. A prenex expansion tree is an expansion tree where noQ-node
is above a ?-node.
If E = E1 ∨ . . .∨En with Ei prenex expansion trees, then E is a forest-style expan-
sion tree. If E is correct it is a forest-style expansion proof.
If E = E′ + ⊥(E1 ∧F1, . . . ,En ∧Fn) with E′ a forest-style expansion tree, and
E1,F1, . . . ,En,Fn are prenex expansion trees, then E is a forest-style expansion
tree with cut. If Fc is correct, then it is a forest-style expansion proof with cut.
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If E is an expansion tree with cut with every cut edge closed, we say that E is
a expansion tree with closed cut. If Fc is correct, then it is a expansion proof with
closed cut.
Convention 4.20. We consider every expansion tree/proof to also be an expan-
sion tree/proof with cut.
Theorem 4.21. Let E = E′ +⊥(E1 ∧F1, . . . ,En ∧Fn) be an expansion tree with cut,
with Sh(Fc) ≡ A and where E′ ,Ei and Fi are all correct. Then we can construct from
it a cut-free expansion proof EF = EF1 ∨ . . .∨EFn where EFi are prenex expansion
trees and Sh(EF) ≡ A.
Proof. [Hei10, Proposition 16 and Theorem 21]
4.2.4 KSh2 and Herbrand Normal Form
To aid the translation between open deduction proofs and expansion proofs,
we introduce a slightly different cut-free proof system to KSh1. It involves two
new rules.
Definition 4.22. We define the rule h↓, which we call a Herbrand expander and





For technical reasons again, we insist that [t⇒ x]A is in fact [t⇒ x]A′ , where
A′ is an α-equivalent formula to A with fresh variables for all quantifiers, but
for simplicity we will usually denote it A.
Remark 4.23. Unlike the n↓ rule, the h↓ Herbrand expander rule is invertible.
Similar rules have been used in first-order sequent calculus systems for au-
tomated reasoning, such as Kanger’s LC [DV01; Kan57] and also in sequent
systems for translation to expansion proofs [AHW18].













∀xA = ∀z{z⇒ x}A ∃zA = ∃z[z⇒ x]A
∀x∀yA = ∀y∀xA ∃x∃yA = ∃y∃xA
∀xt = t = ∃xt ∀xf = f = ∃xf
Where z does not occur in A for the top two equalities.
Remark 4.25. The ∃w↓ rule is derivable for KSh2\{∃w↓}, but we explicitly in-
clude it so that we can restrict weakening instances in certain parts of proofs.


















 fw↓∃x∀y(P¯ x∨ P y)∨ (P¯ y1 ∨ P y2)
























P¯ x∨ P y













P¯ x∨ P y
)
Figure 4.3: A proof of the drinker’s formula in HNF
Definition 4.26. If φ is a closed KSh2 proof in the following form, where ∀~x is
a list of universal quantifiers with distinct variables, and Lo(φ) is regular and







Hφ(A), the Herbrand disjunction of A according to φ, or just the Herbrand dis-
junction of A, contains no quantifiers, whereas H+φ(A), the expansive Herbrand
disjunction of A according to φ, may contain quantifiers. Up(φ) is called the
upper part of φ, and Lo(φ) the lower part of φ.
We also define proofs in HNF with cut. Notice that the cuts do not necessarily
need to be at the bottom of the proof, and need not be closed.
Definition 4.27. We define KSh2c = KSh2∪ {qi↑}, an alternate first-order sys-
tem with cut.
Definition 4.28. If φ is a closed KSh2c proof in the following form, then we
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In this thesis, we will only ever translate between proofs in HNF and Herbrand
proofs when they are cut-free or with closed cuts. Therefore a cut free transla-
tion between the two forms suffices.
Proposition 4.29. A formula A has a proof in HNF (KSh2) if and only if it has a
Herbrand proof (KSh1).
Proof. Let φ be a proof of A in HNF. As Hφ(A) is the Herbrand expansion of
A, it is straightforward to construct a Herbrand proof for A: one can infer
the necessary n↓ and qc↓ rules by comparing Hφ(A) and A. Now let φ be a
Herbrand Proof. The order of the quantifiers in Q{ } (as in Definition 4.4) is
used to build the HNF proof. Thus, we proceed by induction on the number
of quantifiers in Q{ }. If there are none, it is obviously trivial. We split the
inductive step into two cases.
First, consider φ1 of the form shown, where P is a quantifier-free context and
Q{ } = ∀zQ′{ }. Clearly φ2 is also a Herbrand proof, so by the IH the proof φ3































φ1 φ2 φ3 φ4
In the same way, we consider the case where Q{ } = ∃zQ′{ }. Below we only
show the case where there is no contraction acting on ∃zC, but the case with


























∀~xP {∃zC ∨D+{z⇐ t}}
Lo(φ3) {r1↓,r2↓,h↓}
P
 ∃zC ∨C{z⇐ t}h↓ ∃zC

φ1 φ2 φ3 φ4
where P {D{z ⇐ t}} ≡ Hφ3(P {C{z ⇐ t}}) and P {D+{z ⇐ t}} ≡ H+φ3(P {C{z ⇐ t}}).
4.3. TRANSLATIONS BETWEEN HNF AND EXPANSION PROOFS 115
4.3 Translations Between Proofs in HNF and Expan-
sion Proofs
Above, we gave translations between Herbrand proofs in KSh1 and KSh2 proofs
in HNF. We will now give a translations between KSh2c proofs in HNFC and
expansion proofs with cut, thus giving us a link between deep inference Her-
brand proofs and expansion proofs. In the paper [Ral18], we showed transla-
tions between Herbrand proofs and cut-free expansion proofs. Here, we will
show translations between Herbrand proofs with cut and expansion proofs
with cut, but these will be conservative extensions of the cut-free translations,
so we use the same terminology.
4.3.1 HNFC to Expansion Proofs
Before stating and proving the main theorem, we will define the map pi1 from
KSh2c proofs to expansion proofs with cut (from now on in this section we will
often omit “with cut” if unambiguous), and then prove some lemmas to help
prove that the dependency relation in all expansion proofs in the range of pi1
is acyclic.
Remark 4.30. We extend the notion and syntax of contexts from derivations
to expansion trees with cut. For this to make sense, a context can only take
expansion trees with the same shallow formula.
Definition 4.31. We define a map pi′1 from the lower part of KSh2c proofs in
HNFC to expansion trees in the following way, working from the bottom.
On the conclusion of φ, we define pi′1 as follows:
• pi′1(B? C) = pi′1(B) ? pi′1(C)
• pi′1(∀xB) = ∀xB+x pi′1(B)
• pi′1(∃xB) = ∃xB
The r1↓ and r2↓ rules are ignored by expansion trees, each h↓ rule adds a
branch to a ∃-node, and each qi↓ rule adds another cut edge:
































 = Kpi1(∃xB+τ1 E1 + · · ·+τn+1 En+1)












 = E +⊥(E1, . . . ,En,pi′1(∃xB∧∀xB))
We then define the map pi1 from KSh2 proofs in HNF to expansion trees as
pi1(φ) = pi′1(Lo(φ)).
To show that pi1(φ) is an expansion proof, we need to prove that ∀~xHφ(A) is
a tautology and <E is acyclic. As ∀~xHφ(A) has a proof in KS it is a tautology.
Thus all that is needed is the acyclicity of <E . To do so, we define the following
partial order on variables in the lower part of KSh2c proofs in HNFC.
Definition 4.32. Let φ be a proof in HNFC. Define the partial order <φ on the
variables of occurring in Lo(φ) to be the minimal partial order such that y <φ x
if K1{Q1xK2{Q2yB}} is a section of Lo(φ).
Proposition 4.33. <φ is well-defined for all KSh2c proofs in HNFC.
Proof. Let φ be a proof of A in HNF, as in Definition 4.26. As Lo(φ) only con-
tains h↓,r1↓,r2↓ and qi↑ rules and no α-substitution, if a variable v occurs in
Lo(φ) then v occurs in ∀xH+φ(A). Notice also that none of h↓,r1↓,r2↓ or qi↑ can





Therefore, if K1{Q1xK2{Q2yB}} is a section of Lo(φ), then ∀xH+φ(A) is of the
formK3{Q1xK4{Q2yC}}, i.e. no dependencies can be introduced below ∀xH+φ(A).
Thus x <φ y iff. ∀xH+φ(A) can be written L1{Q1xL2{Q2yC}} for some L1{ },L2{ }
and C and is therefore a well-defined partial order.
We now need to make sure the partial order <φ works in the same way as the
dependency relation on the expansion proof: that pointing and the descendant
relation induces the correct ordering on variables.
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Lemma 4.34. Let φ be an KSh2c proof in HNFC and e′ an ∀-edge in pi1(φ) that
points to the ∃-edge e. If Lab(e′) = y and the ∃-node below e is ∃xA, then x <φ y.
Proof. Since we have an ∃-node ∃xA in pi1(φ) with an edge labelled t below it,
there must be the following h↓ rule in φ:
K
 ∃xA∨ [τ⇒ x]Ah↓ ∃xA

Since e points to e′ , y must occur freely in t. As φ is closed, y cannot be a
free variable in K{∃xA∨ [τ⇒ x]A}. Thus K{ }must be of the form K1{∀yK2{ }}.
Therefore x <φ y.
Lemma 4.35. Let φ be an KSh2c proof in HNFC and e′ an ∀-edge in pi1(φ) that
points to the cut-edge e. If Lab(e′) = y, E is the expansion tree below the cut edge e
with Sh(E) ≡ A∧ A¯ and Qx is some quantifier appearing in A (with Q¯x appearing
in A¯), then x <φ y.
Proof. The cut-edge e in pi1(φ) corresponds to some cut K
 A∧ A¯qi↑ f
 in φ.
Since e′ points to e, we know that y ∈ FV (A). But we also know that φ is a
closed proof. Therefore K{ } = K1{∀yK2{ }}, and x <φ y.
Lemma 4.36. Let φ be an KSh2c proof in HNFC, e a ∀-edge of pi1(φ) labelled by x
and e′ an ∃-edge above an ∃-node ∃yA. If e is a descendant of e′ then x <φ y.
Proof. Sh(pi1(φ)) ≡ K1{∃yK2∀x{B}} (for some K1{ },K2{ }, and B) is the conclu-
sion of φ, so x <φ y.
Lemma 4.37. Let φ be an KSh2c proof in HNFC, Eφ = pi1(φ) and e and e′ be (not
necessarily distinct) ∀-edges in Eφ s.t. e <Eφ e′ , Lab(e) = x and Lab(e′) = x′ . Then
x <φ x
′ .
Proof. As e <Eφ e




· · · <−Eφ ep1 <−Eφ eq1 <−Eφ · · · <−Eφ epm <−Eφ eqm <−Eφ · · · <−Eφ epn
where eq0 = e and epn = e
′ , eqi points to epi , and eqi is a descendant of epi+1 in the
expansion tree. If eqi points to epi , then either epi is an ∃-node or a cut node.
If epi is an ∃-node, then by Lemma 4.34, we know that if ∃xpi is the node above
pi and Lab(eqi ) = xqi , then xpi <φ xqi . By Lemma 4.36, since eqi−1 is a descendant
of epi in the expansion tree, xqi−1 <φ xpi , so we have xqi−1 <φ xqi .
If epi is a cut node, then we know that, since eqi−1 is a descendent of epi , by
Lemma 4.35, xqi−1 <φ xqi .
Therefore, we have that eq0 <φ eqn−1 . Since eqn−1 must be a descendent of epn , we
have that x = eq0 <φ epn = x
′ .
We are now ready to prove the main theorem of this subsection: using our
defined partial order to show that the dependency relation on the expansion
tree is acyclic.
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Theorem 4.38. Let φ be a KSh2c proof of A in HNFC. Then we can construct an
expansion proof with cut Eφ = pi1(φ), with Sh(Eφ) ≡ A, and Dp(Eφ) ≡Hφ(A).
Proof. As described above, we only need to show that the dependency relation
of Eφ is acyclic. Assume there were a cycle in <Eφ . Clearly, it could not be
generated by just by travelling up the expansion tree. Thus, there is some ∀-
edge e and an ∃-edge or cut edge e′ such that e points to e′ and e <Eφ e′ <Eφ e.
But then, if Lab(e) = x, by Lemma 4.37, x <φ x. But this contradicts Proposition
4.33. Therefore <Eφ is acyclic.
4.3.2 Expansion Proofs to HNFC
For the translation from expansion proofs to KSh2c proofs in HNFC, we show
that we can progressively build up a KSh2c proof by working through the
“minimal” nodes of an expansion proof. Unlike the previous translation, there
is not necessarily a unique proof corresponding to each expansion proof, but a
total order on universally quantified variables that respects <E is sufficient to
give a unique proof up to equalities.
Convention 4.39. We will not tend to omit “with cut” in this section, as there
are a few points where the distinction between cut-free and cut-full expansion
proofs is important.
First, we need to relax the definition of expansion trees in a few ways, so we
have objects that can correspond to incomplete HNF proofs.
Definition 4.40. A weak expansion tree is defined in the same way as in Defini-
tion 4.11 except that the first condition is weakened to allow any formula to be
a leaf of the tree. A weak expansion tree with an acyclic dependency relation
is correct regardless of whether its deep formula is a tautology.
A weak expansion tree with cut E +⊥(E1, . . . ,En) is just an expansion tree with
cut where E and Ei are allowed to be weak expansion trees.
Definition 4.41. We define the expansive deep formula Dp+(E) for (weak) ex-
pansion trees, which is defined in the same way as the usual deep formula
except that:
Dp+(∃xA+t1 E1 +t2 · · ·+tn En) :≡ ∃xA∨Dp+(E1)∨ . . .∨Dp+(En)
Now, we define minimal edges and nodes of expansion trees, so that we have a
strategy to translate the tree node by node.
Definition 4.42. A minimal edge of a (weak) expansion tree (with cut) E is an
edge that is minimal w.r.t. to <E .
If all the edges below a node are minimal, we say that the node is a minimal
node.
Lemma 4.43. If E is a weak expansion proof with cut with no minimal edges below
existential nodes and no minimal universal and cut nodes, then it has a minimal ?
node.
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Proof. Assume E is a weak expansion proof with no minimal edges below ex-
istential nodes and no minimal universal or cut nodes. Clearly, there must be
must be at least one minimal edge e0, and by the assumption it must be below a
node ?0. Let e′0 be the other edge below ?0. If e′0 is minimal, we are done. If not,
pick some minimal edge e1 < e′0, which again, with e′1 < e′0, must be below some




i . As E is finite, this
sequence cannot continue indefinitely, so eventually we will find two minimal
edges en and e′n below ?n.
Now, we show that we can delete minimal nodes of (weak) expansion trees,
converting the deleted information to a part of an HNF proof.
Lemma 4.44. Let E = KE{∀xA +x A}, with Dp+(E) ≡ K{A}, be a correct weak ex-






Proof. We proceed by induction on the height of the node ∀xA in E. If ∀xA is
the bottom node, then K{A} ≡ A and we are done. Let E be an expansion tree
where ∀x is not the bottom node. There are three possible cases to consider. In
each case, E1 = KE1 {∀xA+x A} is an expansion tree with Dp+(E1) ≡ K1{A} and,





1. E = (E1 ? E2), with Dp+(E) ≡ K1{A} ?Dp+(E2). As e is minimal, it cannot
point to any edge in E2. Therefore B :≡ Dp+(E2) is free for x. Therefore











2. E = ∀y(Sh(E1)) +y E1. As Dp+(E) ≡Dp+(E1), we are already done.
3. E = ∃yK0{A0} +t1 E1 · · · +tn En, with Dp+(Ei) ≡ Bi :≡ [ti ⇒ y](K0{A0}) and
in particular B1 ≡ K1{A}. Thus Dp+(E) ≡ ∃yB0 ∨K1{A} ∨B2 ∨ . . .∨Bn.
Again, e cannot point to any edge in any of the E′i , so we can construct:
∀x(∃yB0 ∨K1{A} ∨B2 ∨ . . .∨Bn)
r1↓ ∀x(∃yB0 ∨K1{A})
r1↓ ∃yB0 ∨ ∀xK1{A}{r1↓,r2↓}
K1{∀xA}
 ∨ (B2 ∨ . . .∨Bn)
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Lemma 4.45. Let E = E0 +⊥(E1, . . . ,En), with expansive deep formula Dp+(E) ≡
Dp+(E0)∨Dp+(E1)∨ . . .∨Dp+(En), Dp+(Ei) ≡ Ai , and Ak ≡ K{B} for some partic-
ular 0 ≤ k ≤ n, be a correct weak expansion tree with cut, s.t. the ∀-edge labelled by
x (which we will call e) is minimal w.r.t. <E .
Then there is a derivation:
∀xA0 ∨A1 ∨ . . .∨K{B} ∨An
{r1↓,r2↓}
A0 ∨A1 ∨ . . .∨K{∀xB} ∨An
Proof. Since x is minimal w.r.t. <E , it is certainly minimal w.r.t <Ek . Therefore,




. Therefore, we can
also construct the derivation:
∀x(A0 ∨A1 ∨ . . .∨Ak ∨ . . .∨An)
{r1↓}




∨ . . .∨An
We are now ready to define the map form expansion proofs to HNF proofs.





• If E is just a leaf A, piLo2 (E) ≡ A.
• If E = KE{B1 ?E1 C1} . . . {Bn ?En Cn}, where Ei are all the ?-nodes s.t. the
edges between ?Ei and Bi and between ?Ei and Ci are minimal, then we
define piLo2 (E) ≡ piLo2 (E′), with E′ = KE{B1 ?F1 C1} . . . {Bn ?Fn Cn}, which is a





. . .E = KE
E′ = KE{B1 ? C1} . . . {Bn ? Cn}
• Assume E has no minimal ? edges. If
E = KE{∃x1A1 +t11 E11 · · ·+t
m1
1 Em11 } . . . {∃xnAn +t
1




Dp+(E) ≡ K{∃xA1 ∨A11 ∨ . . .∨Am11 } . . . {∃xAn ∨A1n ∨ . . .∨Amnn }
4.3. TRANSLATIONS BETWEEN HNF AND EXPANSION PROOFS 121
and all edges ejii minimal for 1 ≤ i ≤ n and ki < ji ≤mi (where 1 ≤ ki ≤mi),
then
E′ = KE{∃x1A1 +t11 E11 · · ·+t
k1
1 Ek11 } . . . {∃xnAn +t
1
n E1n · · ·+t
kn
n Eknn }
is a correct weak expansion tree with cut with
Dp+(E) ≡ K{∃xA1 ∨A11 ∨ . . .∨Ak11 } . . . {∃xAn ∨A1n ∨ . . .∨Aknn }




∃xA1 ∨A11 ∨ . . .∨Am11
{h↓}
∃xA1 ∨A11 ∨ . . .∨Ak11
 . . .

∃xAn ∨A1n ∨ . . .∨Amnn
{h↓}



























E′ = KE . . .
• Assume E does not have any minimal ? nodes or ∃ edges. Let E = E0 +
⊥(E1, . . . ,Ek , . . . ,En) with the cut edges ej for 1 ≤ j ≤ k all minimal. Then
E′ = (E0∨E1∨ . . .∨Ek) +⊥(Ek+1, . . . ,En) is a correct (weak) expansion tree
with cut with
Sh(E′) ≡ (Sh(E0)∨ Sh(E1)∨ . . .∨ Sh(Ek)) and Dp+(E′) ≡Dp+(E)





A∨ A1 ∧ A¯1qi↑
f
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• Assume E is a weak expansion proof with cut with no minimal ? or cut
node, and no minimal ∃ edge. Then E = KE{∀xA+x A} for some minimal
∀ node, and by Lemma 4.45, E′ = KE{∀xA} is a correct weak expansion











E = KE E′ = KE{∀xA}
Theorem 4.47. If E is an expansion proof with cut where Sh(E) ≡ A, then we can
construct an KSh2c proof φ of A in HNFC, where Hφ(A) ≡Dp(E).









. Thus, assuming we have some strategy for picking minimal










Observation 4.48. For all expansion proofs with cut E we have:
pi
Up
2 (E) ≡Up(pi2(E)) and piLo2 (E) ≡ Lo(pi2(E)).
Remark 4.49. Although pi2 as defined here is a big improvement on the pi2
defined in [Ral18], there is still a small element of choice involved. If one
thinks game semantically, pi2 is equivalent to constructing a proof by ∃loise
playing every possible move on her turn (it is fairly obvious that it doesn’t make
any significant difference in which order she makes these moves), followed
by ∀belard choosing one possible move on his. Clearly which move ∀belard
chooses affects the proof that will be constructed. Still, what we might call
“∃loise canonicity” is an advance on what is possible in the sequent calculus,
unless one adds some extra syntax, such as focussing [CHM16].
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We could make progress towards “∀belard canoncity” by replacing r1↓ and
r2↓ with a general retract rule, such as in [Brü06a], but then we lose a certain
amount of fine-grainedness in the proofs.
The translation for expansion proofs with closed cut is actually a lot more
straightforward, since we can separate the cuts from h↓,r1↓ and r2↓.
Corollary 4.50. If E is an expansion proof with closed cuts s.t. Sh(E) ≡ A, then we












where B ≡ (∀xA1 ∧∃xA1)∨ . . .∨ (∀xAn ∧∃xAn)
Proof. Instead of translating the expansion proof with cut, we replace the ⊥
node with a series of ∨ nodes, to give an expansion proof E′ with Sh(E′) ≡






∨ . . .∨ ∀xAn ∧∃xAnqi↑
f
Of course, if the expansion proof is cut free, so is the deep inference proof.
Corollary 4.51. Let E be a cut-free expansion proof with Sh(E) ≡ A. Then we can
construct a proof φE in HNF of A.
Proof. Clearly pi2(E) is cut-free if E is.
Having translations back and forth between expansion proofs and deep infer-
ence proofs gives us access to simple ways to prove certain properties. For
example, we can show how to eliminate switches from the lower part of HNF
proofs.
Proposition 4.52. The switch rule is admissible for the lower part of an HNF proof,

















Proof. Take Eφ = pi1(φ). Eφ = KE{EA ∧ (EB ∨EC)}, with Sh(EA) ≡ A, Sh(EB) ≡ C
and Sh(EC) ≡ C. Define E′ = KE{(EA ∧EB)∨EC}. Clearly Sh(E′) ≡ K{(A∧B)∨C}.
We need to check if E′ is correct. Clearly, any dependency cycle in E′ could eas-
ily be transformed into a cycle in E. We have from φ a proof
KS
K ′{A′ ∧ (B′ ∨C′)}
where A′ ≡ Dp(A), B′ ≡ Dp(B) and C′ ≡ Dp(C). Therefore we have Up(φ′) ≡
KS
K ′
 A′ ∧ (B′ ∨C′)s (A′ ∧B′)∨C′
, so E′ is correct. Therefore we can construct φ′ ≡ pi2(E′).
Corollary 4.53. i↑ is admissible for proofs in HNFC when in the lower part, i.e, if
















Proof. As seen previously i↑ is derivable for {ai↑,qi↑,s}. We can simply push
instances of ai↑ up through the lower part of the proof, and eliminate them in
the upper part by propositional cut elimination.
By Proposition 4.52, we can eliminate any switches that are generated.
4.4 Cut Elimination for Expansion Proofs
Unfortunately, providing a new cut elimination procedure for expansion proofs
has proven to be beyond the scope of this thesis. However, there are a number
of “off the shelf” procedures in the literature. McKinley’s Herbrand nets are
proof nets for the sequent calculus, and so Herbrand net cut reductions adhere
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closely to those in the sequent calculus [McK13]. The cut reductions for Heijl-
tjes’s proof forests diverge from the sequent calculus, borrowing more from
game semantical techniques [Hei10]. However, a key ingredient for weak nor-
malisation is a different correctness condition to standard expansion trees, and
thus it is not clear that some of the techniques made possible by this adjusted
correctness condition—such as the pruning of proof forests—would translate
naturally into either sequent calculus or deep inference. The unpublished
work of Aschieri et al. gives a much more syntactic cut elimination procedure
for Miller-style expansion proofs [AHW18]. Unlike in McKinley and Heijltjes’s
papers, expansion trees are not limited to prenex formulae, although there is
no prima facie reason why an extension to all first-order formulae would not be
possible for these cut elimination procedures as well.
Theorem 4.54. Let E be an expansion proof with cut. We can obtain a cut-free
expansion proof E′ with Sh(E′) = Sh(E).
Proof. Using the techniques from [Hei10], [McK13] or [AHW18].
We will now look more closely at cut reduction for expansion proofs, and how
it might be interpreted in HNFC proofs. We will follow the taxonomy of Heijl-
tjes, who identifies four reduction steps: propositional, disposal, logical, and
structural. We will look at each of them briefly, for now ignoring the vari-
able conditions, and seeing what they would naively correspond to in a deep
inference system.
The propositional step corresponds to the elimination of quantifier-free cuts;
we have already shown that we need not worry about these as they can
be permuted into the upper part of a proof in HNFC and eliminated.
The disposal step can be imitated by a w↓ − qi↑, followed by eliminating w↑











The logical step is equivalent to a n↓−qi↑ reduction, followed by eliminating
the n↑ rule that is produced by, e.g. Lemma 3.22.











The structural step is equivalent to a qc↓ − qi↑ rewrite, followed by eliminat-












We will now discuss in more detail the disposal, logical and structural step,
and the issues they present in the various versions of expansion trees with cut.
4.4.1 The disposal step
At first glance, this wouldn’t seem to cause any issues. However, the version
presented by Heijltjes for proof forests is in fact unsound for the expansion
proofs as we present them. Consider the following expansion proof, created by
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It is easily seen to be a correct expansion tree, and therefore we are able to







































































P x∨ P¯ y
)
However, if we perform the proof forestry disposal step, since all dependents
of the tree opposite a weakened existential must be deleted, we are left with
the following, clearly incorrect, expansion tree.
∃x(P¯ x∨∀yP y)
So why is the disposal step not unsound for proof forests? The immediate rea-
son is that the correctness condition is different: it is more tightly bound to
the cut reduction procedure, and therefore both expansion trees, considered
as proof forests, are incorrect. The moral reason why they are considered in-
correct is because the class of expansion trees corresponding to HNFC proofs
is slightly larger than the class of expansion trees corresponding to sequent
calculus proofs. Whereas a (multiplicative) sequent calculus cut permanently
splits the context in two, after which the two contexts cannot interact, in deep
inference this is not the case. A sequent calculus proof corresponding to the
above expansion tree would have to illegally weaken on an empty sequent to




` Q¯w,∃x(P¯ x∨∀yP y)
∀R ` ∀wQ¯w,∃x(P¯ x∨∀yP y)
Cut ` ∃x(P¯ x∨∀yP y)
In [McK13], this problem is circumvented by simply disallowing weakening
from the sequent system and insisting that each existential node have at least
one branch (warning that ”[w]eakening is notoriously difficult to handle well
in proof nets”). In [AHW18] implicit weakenings on existential formulae cor-
respond to existential nodes with one branch (with the label the quantified
variable). The cut reduction involves renaming any dependent terms, and so is
strictly different to the proof forestry disposal step.
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Clearly, if we are to have a sound disposal step, we cannot use the disposal
step as found in [Hei10]. Instead of deleting the dependent parts of eliminated
tree, we must rename them. In HNFC, we can mimic this by permuting the
























Instead of pushing the coweakening up as one, we reduce it to atomic form,
pushing the atomic coweakenings up the proof using W (no new rewrites are
needed), and remove the vacuous quantifiers. We can then replace all the uni-
versally quantified variables with fresh constants.
4.4.2 Logical Step
Of course, since KSh2 does not contain qc↓ or n↓, but a single rule that com-
bines both, h↓, there is not as clean a distinction between the logical and struc-
tural steps as there is in [Hei10]. In fact, [AHW18] and [McK13] make no
distinction between them, treating the reductions generally. We will separate
the two steps to focus on two issues that can be seen as particular to the logical
step and the structural step: bridges and duplication, respectively.
First, we deal with bridges. A naive cut elimination strategy would involve
permuting h↓ rules down until they hit a cut.
h↓− r1↓1 :





∀y ∃xA∨ [t⇒ x]Ah↓ ∃xA ∨B
h↓− r1↓2 :




r1↓ ∃xA∨ [t⇒ x]A
h↓ ∃xA ∨∀yB
h↓− r2↓1 :





∀y ∃xA∨ [t⇒ x]Ah↓ ∃xA ∧B
h↓− r2↓2 :




r2↓ ∃xA∨ [t⇒ x]A
h↓ ∃xA ∧∀yB
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Note, however, that for h↓ − r1↓2 and h↓ − r2↓2, if t contains y, these rewrites
will be invalid, thus stalling cut elimination. If the expansion proof is gener-
ated from an HNFC proofs by pi2, this configuration will not be common, since
all possible cut, existential and binary connective “moves” will be “played”
simultaneously before any universal moves. However, it is a possible configu-
ration that can arise, in particular if we have an existential node that points to
a universal node the other side of cut to it. This is the problem identified as
bridges in [Hei10].
Example 4.55. Below is part of a HNFC and it’s corresponding expansion tree









∀x ∃yP y ∨ P t(x)h↓ ∃yP y ∧ P¯ x
r2↓ ∃yP y ∧∀xP¯ x
qi↑
f
Note that if we set t(x) = x, then this is a dualised version of the proof of the
drinker’s formula.
The solution to bridges in [Hei10] is for the correctness condition to essentially
ignore any tree with a bridge. Thus they can be “pruned” safely. [McK13]
avoids the problem altogether, by adapting the cut elimination procedure to
make sure that bridges can never be formed in Herbrand nets. Since bridges
are not possible in expansion proofs translated from sequent calculus proofs,
due to the eigenvariable condition, the class of Herbrand nets considered can
exclude the possibility of bridges. In [AHW18], bridges are broken by the re-
naming policy in their cut reduction step. It is not clear which of these strate-
gies, if any, can make a suitable transition into KSh2c proofs, although, since
pruning relies on a different correctness condition to the expansion tree norm,
it is unlikely that it could be translated with ease.
4.4.3 The Structural Step
Once the problem of bridges is solved, and we are able to permute h↓ rules to










∨ [t⇒ x]A∧ [t⇒ x]A¯i↑
f
We would then need to permute the h↑ rule up through the proof, duplicat-
ing the proof above the universal quantifier. We can sketch the operation on
expansion trees that this would mirror, again ignoring dependencies for now.






















We can get a better idea of how the operation might work by looking more
closely at h↑ elimination. The inference rule can be eliminated from HNF
proofs, but at the cost of leaving contractions behind.
Lemma 4.56. h↑ is admissible for the lower part of proofs in HNF, leaving behind
c↓ instances.








r1↓ ∀xA∨B ∧ ([t⇒ x]A∨B)
2s









r1↓ ∀xA∧B ∧ ([t⇒ x]A∧B)
=




 ∃xA∨ [t1⇒ x]Ah↓ ∃xA

h↑∀yK {∃xA} ∧ [t2⇒ y]K {∃xA}
−→
∀yK {∃xA∨ [t1⇒ x]A}
qc↑
∀yK
 ∃xA∨ [t1⇒ x]Ah↓ ∃xA
∧∀yK  ∃xA∨ [t1⇒ x]Ah↓ ∃xA

h↓−h↑2 :
∃xK {∀yA} ∨ [t1⇒ x]K {∀yA}
h↓
∃xK
 ∀yAh↑∀yA∧ [t2⇒ y]A
 −→
∃xK
 ∀yAh↑∀yA∧ [t2⇒ y]A
∨ [t1⇒ x]K  ∀yAh↑∀yA∧ [t2⇒ y]A

h↓ ∃xK {∀yA∧ [t2⇒ y]A}
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Checking the variable conditions in h↓−h↑1 and h↓−h↑2 is essentially the same
as in the proof for Proposition 3.22.
Clearly, these rewrites leave s,c↓ and w↑ instances in the proof. We have shown
that switch and coweakening are admissible, leaving c↓.
At this stage it is not exactly clear how best to deal with the contractions—the
obvious direction for a solution is for them to be absorbed into the hD rules
somehow. Clearly, eliminating them will involve duplicating part of the ex-
pansion proof. But, as McKinley notes, there are choices to make about how
much of the expansion proof/proof forest should be duplicated by the reduc-
tion step. The modified correctness condition in [Hei10] allows for a smaller
amount of copying than in [McK13] or [AHW18], but the fine-grainedness of
using r1↓ and r2↓ instead of eigenvariables could also give us access to a more
compact cut reduction relation. On the other hand, the fact that HNF proofs
include a prenexification, forcing a total ordering on the quantifiers, might
mean that superfluous information is duplicated.
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4.5 Cut Elimination for SKSq
Making use of a cut elimination proof for expansion proofs, we can now prove
the main theorem of the thesis.
Theorem 4.57 (Cut elimination for SKSq). The first-order proof systems SKSq











. By Proposition 3.29 we can reduce all the up-rules to ai↑
and qi↑, pushing all instances of qi↑ to the bottom of the proof.
By Theorem 4.5, taking into account Remark 4.8, we can construct a Herbrand









By Theorem 1.55, we can eliminate ai↑ from the upper part of the Herbrand
Proof to form φ3. By Proposition 4.29, we can construct a proof φ4 of A∧B in
HNF.
By Theorem 4.38, we can construct an expansion proof with cut ECφ4 . By The-
orem 4.54, we can eliminate the cuts from ECφ4 to give Eφ5 , and then translate
back into a proof in HNF of A, φ5 by Theorem 4.51. By Proposition 4.29, we
























Thm 4.38−−−−−−−−→ ECφ4 EPC
A
Thm 4.54−−−−−−−−→ Eφ5 EP
A
Thm 4.47−−−−−−−−→ φ5 KSh2
A
Prop 4.29−−−−−−−−→ φ6 KSh1
A
Prop 4.9−−−−−−−→ ψ KSq
A
Conclusion
In this thesis, we have stated and proven three main theorems, each using a
key proof-theoretic technology. In the first chapter, we prove propositional
cut elimination by the experiments method, with the atomic flow providing
an important framework. In the second chapter, decomposition for proposi-
tional proofs is reduced to cycle removal, which is performed with the use of
a new rule: the merge contraction. Finally, in the fourth chapter, we show
first-order cut elimination, with the key step being translations to and from
expansion proofs. Of these three main strands, the last stands out in being the
only one to substantially use logical technology developed outside the deep
inference community. The first two results are, on the other hand, rather more
parochial. Thus, we will suggest a few points of comparison with the wider
logical literature, focussing in particular on the propositional material in the
thesis, which has less direct contact with this literature. These comparisons
will hopefully point towards future research directions, to the benefit of proof
theory and logic more generally both within and without the deep inference
community.
The Experiments Method and its Relations
A significant justification for the move to deep inference from Gentzen-style
proof systems is the greater freedom in composing proofs and derivations. Us-
ing these freedoms, we are able to achieve a certain confluence in proof seman-
tics for propositional logic, with methods such as the experiments. Thus, it will
be useful to compare this method to techniques and innovations in more es-
tablished proof systems that also aim at confluence of normalisation, or other
means of achieving canonicity.
The Mix Rule
When eliminating cut from sequent calculus proofs, the standard technique
for permuting the cut rule past a weakening on each cut formula is to delete
one side of the proof and the cut with it. Since we have two choices, we have a
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This situation, known as the Lafont counterexample [GTL89], is one where the
formalism seems to force an arbitrary choice during normalisation, a problem
that does not arise if we move to deep inference [Gug02]. Therefore we have
access to cut elimination procedures such as the experiments method, which
offer a form of canonicity unavailable to simple sequent systems.
Since, for the sequent calculus, the implicit connective between two proofs
is always conjunction, there is seemingly no way to encode a normalisation
method like the experiments, which relies on a disjunction on proofs. How-
ever, the addition of the mix rule goes someway towards solving this problem
[Gen64; Pla01].
` Γ ` ∆
Mix ` Γ ,∆
The mix rule acts as a sort of meta level weakening, converting the implicit
conjunction between two sequent calculus proofs into a disjunction at the level
of the sequent. Thus we can envisage a version of the experiments method in




` Γ2,B . . .
∆n
` Γn,B
Mixn−1 ` Γ1,Γ2, . . . ,Γn,B, . . . ,B
Conn−1 ` Γ1,Γ2, . . . ,Γn,B
Some important differences remain, though. First, although the mix rule can
allow disjunctive rather than conjunctive connection of proofs, the structure of
a sequent-calculus proof remains tree-like rather than fully two-dimensional.
Thus, the truth-table tautology at the top of an experiments proof cannot be
used in the same way, and this “experiments” method will not suffice as a cut
elimination method as it currently is. Second, the mix rule does not change
the implicit meta-connective between sequent calculus proofs, it only acts as a
weakening of that connective from a conjunction to a disjunction at the point at
which those proofs converge. Each proof joined together needs a valid premise,
unlike when two deep inference proofs are disjunctively joined.
Quine’s Method
A more further afield comparison to the experiments method can be made
to Quine’s method for minimising Boolean functions (later extended by Mc-
Cluskey) [Qui52; Qui55; MJ56]. The problem of finding the simplest Boolean
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function equivalent to any given function has obvious analogies with the search
for canonical proofs. The key to Quine’s method is finding the prime implicants
of a formula φ, that is the formulae that imply φ while subsuming no shorter
formulae that also imply φ. Finding the prime implicants of a formula (in dis-
junctive normal form) is carried out by alternating two steps: dropping any
superfluous clauses; and finding and adding the consensus of two clauses, con-
structed by removing dual atoms from each clause and then joining them in
conjunction.
Since Quine’s method has a different goal to the experiments, a direct compar-
ison is not reasonable. However, there are interesting superficial similarities.
On a general level, both methods are searching for a canonical object: Boolean
functions and cut-free proofs, respectively. On a more technical level, finding
the consensus of two clauses involves creating a new clause which has an atom
deleted from one clause and its dual deleted from another, just as we create
two experiments by deleting alternately an atom and its dual from a proof, in
a certain way.
Graphical proof systems
Next, we will discuss two interesting graphical proof systems developed in
recent years: Yves Lafont’s interaction nets and Dominic Hughes’ combinato-
rial proofs. Each of these formalisms satisfy the Cook-Reckhow criteria for a
formal proof system [CR79], that the proof system must be sound, complete
and be checkable in polynomial time. Our interest in graphical proof sys-
tems stems from their suitability as “bureaucracy-free” canonical proof ob-
jects [Gir89; BL05]. These proof systems are interesting in their own right,
of course, but also because of the possibility of inter-translatability with more
syntactically burdened proof systems, with such translations often giving clear
indication of what proofs it is reasonable to identify semantically.
Interaction nets
We will first introduce a comparison that is already recognised and studied:
between atomic flows and interaction nets. Just as atomic flows are a graphi-
cal formalism that arise from classical deep inference proof theory, interaction
nets were developed out of the proof theory of linear logic, specifically their
proof nets [Laf89]. Much like the atomic flow, rewrites govern the behaviour of
interaction nets, with many of the rewrites—duplication, for example— essen-
tially the same as those for the atomic flow. However, an important difference
should be stressed: whereas interaction nets form a local and strongly conflu-
ent model of computation, the atomic flow itself is not sufficient for compu-
tation, since they do not form a proof system according to the Cook-Reckhow
criteria described above. Instead, the atomic flow gives us access to certain
aspects of SKS proof theory that would not be feasible without it.
Additionally, the presentation of merge contractions as context contractions
suggests a comparison with context sharing (or partial sharing) in sharing
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graphs for optimal reduction. Sharing graphs, a particular subclass of inter-
action nets, have been shown to implement optimal reduction in the lambda
calculus, where both one value can be shared in multiple contexts, and multi-
ple values can be shared in a single shared context [Lam90; GAL92]. Clearly,
there is some superficial similarity to the context contractions (shown to be
equivalent to merge contractions) here, where we could choose to distinguish
between context contractions with non-trivial contexts (i.e. at least one hole)
and regular contractions, mirroring the distinction between context sharing
and value sharing. Thus, it might be interesting to investigate Curry-Howard
correspondences from proof systems with merge contractions, building on the
work already carried out on the atomic lambda calculus [GHP13].
A more formalised link between deep inference and interaction nets is pro-
vided by Stéphane Gimenez and George Moser: a Curry-Howard correspon-
dence between a linear logic-based system and a typed variant of sharing graphs,
[GM13]. Furthermore, preliminary work has been carried out investigating the
possibility of atomic graphs, extending the Curry-Howard correspondence es-
tablished between deep inference intuitionistic logic and the atomic lambda
calculus to sharing graphs [GHP13; SS17].
Combinatorial Proofs
Finally, we discuss a second graphical proof system: Dominic Hughes’s com-
binatorial proofs [Hug06]. Here, proof objects are almost purely algebraic: a
proof of φ consists of a graph homomorphism h : C → G(φ), where G(φ) is a
graph associated with φ and C a coloured graph. Crucially for this compari-
son, G(φ) does not respect the tree structure of φ but represents the logical re-
lations between atoms in a formula, similar to the relation webs of Guglielmi’s
BV [Gug07]. In this way, combinatorial proofs can be thought of as a form
of “deep” inference, although it is perhaps more accurate to describe it as a
formalism that transcends the “deep/shallow” binary.
Recently, work towards first-order combinatorial proofs has been published by
Hughes [Hug18], as well as work by Straßburger extending the notion to that of
combinatorial flows [Str17a]. Combinatorial proofs have also been investigated
as canonical proofs across a range of propositional proof systems, including
sequent calculus, analytic tableaux, and resolution [AS18]—if we are to sug-
gest certain deep inference proof systems or classes of deep inference proofs as
canonical, combinatorial proofs offer us a benchmark.
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