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ABSTRACT 
The current study proposes a Bayesian Expectation-Maximization-Maximization 
(Bayesian EMM, or BEMM), which is an alternative feasible Bayesian algorithm for the three-
parameter logistic model (3PLM). The Bayesian EMM takes full advantage of both the EMM 
and the Bayesian approach. The BEMM not only successfully solves the issue of inaccurate 
estimates for few items in the EMM algorithm, but also alleviates the negative effect caused 
by different priors in the traditional Bayesian EM. The simulation studies and real data 
examples indicate that: (1) The Bayesian EMM can produce more accurate and stable item 
estimates. (2) Standard errors (SE) yielded by the Bayesian EMM tend to be smaller than the 
traditional Bayesian EM. (3) The Bayesian EMM is insensitive to priors, which means that the 
negative inﬂuence of different priors will be minimized. 
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Chapter 1: Introduction 
1.1 The Three-Parameter Logistic Model (3PLM) 
The field of educational testing has witnessed the successful development and 
implementation of a wide variety of test item formats, including multiple-choice questions, 
constructed response questions, and complex performance-based questions. During recent 
decades, however, multiple-choice questions have been the dominant item format, particularly 
in standardized testing. In addition to the target ability, the examinees may employ certain 
specific test-taking strategies to improve their performance, especially strategies including 
guessing, particularly for low-stakes tests (Lord, 1980; Baker & Kim, 2004; Cao & Stokes, 
2008; Woods, 2008). 
One consequence has been that, researchers and practitioners have devised powerful 
statistical tools to model and analyze such behavior, including the development of appropriate 
statistical models and execution software. During the nascent stage of the IRT, Birnbaum (1968) 
proposed an item response theory (IRT) model to describe this phenomenon, namely, the three-
parameter logistic model (3PLM). 
The basic formulation of 3PLM is defined as: 
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where 
iju U   represents the response of examinee  1,2,...,j j N   on item 
 1,2,...,i i n ; ia , ib , and ic  are the discrimination, difficulty, and guessing parameters 
for the thi  item, respectively; 
j θ  is the ability parameter of the examinee j ; and D is 
the scaling constant, 1.702. Let  , ,i i i ia b c ξ ξ  represents the item parameter vector for 
thi  
item, the function ( 1| , )iij jP u  ξ  can be abbreviated as ( )i jP  , which is the probability of 
the correct response 1iju   to item i  given j . Figure 1.1 shows that b is the threshold 
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parameter, which characterizes its difficulty; a is proportional to the slope of the function at the 
point b, which characterizes the item’s sensitivity to proficiency; c is the lower asymptote 
parameter, which reflects the usual chances of low-proficiency examinees have of producing a 
correct response. 
 
Figure 1.1 Item Character Curve for Three-parameter Logistic Model 
It is worth noting that, in the early literature, the c parameter was usually referred to as 
the probability of producing a correct response by random guessing (Waller, 1974; Hambleton 
& Cook, 1977). In fact, according to Lord (1968, 1970), it is inaccurate to interpret the c 
parameter as a pure "guessing" parameter. Moreover, the estimates of the c parameter tend to 
be smaller than the possibility of random selecting a correct answer (Lord, 1974). This led 
Hambleton, Swaminathan, and Rogers (1991) to propose a more appropriate term, "pseudo 
guessing parameter". However, certain recent literature was still labelling c as a "guessing 
parameter" (Sinharay, 2016; Zheng & Meng, 2016, April). For example, van der and Wim 
(2016) defines the c parameter as "success probabilities when guessing randomly" in the 
Handbook of Item Response Theory. The current study follows this simple definition for the 
sake of convenience. 
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Furthermore, several studies have pointed out other technical and theoretical issues 
pertaining to the c parameter (Lord, 1974, 1975a, 1980; Kolen, 1981; Thissen & Wainer, 1982; 
Holland, 1990; Hambleton et al., 1991; Yen, Burket, & Sykes, 1991; McDonald, 1999; San 
Martín, Del Pino, & De Boeck, 2006; Woods, 2008; Maris & Bechger, 2009; San Martín, Rolin, 
& Castro, 2013; San Martín, González, & Tuerlinckx, 2015). One persistent problem with 
3PLM is to find practical solutions to the challenging item parameter estimation (Thissen & 
Wainer, 1982).  
Until now, most of the estimation methods for 3PLM belong to the Bayesian family 
such as the Bayesian EM (Mislevy, 1986), the Bayesian joint estimation (Swaminathan & 
Gifford, 1986), and the MCMC (Patz & Junker, 1999a, 1999b). The only feasible maximum 
likelihood estimation (MLE) algorithm for a modest sample size is the Expectation-
Maximization-Maximization (EMM) procedure (Zheng & Meng, 2016, April). The EMM can 
be regarded as a modified MMLE/EM algorithm (Bock & Aitkin, 1981) and the extra 
maximization step is specially designed for the guessing parameter due to a different setup for 
the complete data based on a mixture-modeling reformulation of 3PLM. According to Zheng 
and Meng (2016, April), the EMM, as a MLE method, enjoys favorable statistical properties 
(Casella & Berger, 2002), and it avoids problems involving Bayesian methods, such as 
assigning priors, convergence checking in the MCMC, etc. These methods will be discussed in 
Section 1.2. 
Indeed, the mixture modeling is a powerful statistical tool for representing the presence 
of subpopulations within an overall population. In IRT literature, various Rasch mixture IRT 
models have been proposed to model different response styles and test-taking strategies (Rost, 
1997; von Davier & Rost, 2006). As regards 3PLM, Zheng and Meng (2016, April) perceived 
guessing to be a test-taking strategy. They introduced a latent indicator variable Z   for 
guessing, and then they reformulated 3PLM as a mixture model for two heterogeneous 
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subpopulations: Those who guess and those who do not, within each item. Then they went to 
propose a modified EM algorithm, namely, the EMM. The details of their method will be 
reviewed in Section 1.2. 
1.2 The Algorithms for 3PLM 
The MMLE/EM algorithm. Birnbaum (1968) first introduced the joint maximum 
likelihood estimation (JMLE) for 3PLM. However, his method has the consistency issue, and 
the item estimates produced by JMLE are not accurate enough (Baker & Kim, 2004). After that, 
it became a long-term challenge to improve the precision of point estimates and its SEs for 
3PLM (Thissen & Wainer, 1982). According to Baker and Kim (2004), there are two types of 
parameters in 3PLM and IRT models in general. One is the "structural" parameters for item 
parameters, whose number is fixed by the number of test items. The other is the "incidental" 
parameters for examinees’ ability θ, whose number is determined by the number of examinees. 
The algorithm is named as the joint estimation method (Birnbaum, 1968), when the structural 
parameters are estimated simultaneously with the incidental parameters. It is well recognized 
that the estimates produced by this method may not be consistent (Neyman & Scott, 1948). 
Hence, Bock and Lieberman (1970) developed a marginal maximum likelihood procedure to 
address this issue. Finally, Bock and Aitkin (1981) improved their approach and proposed 
marginal maximum likelihood estimation with the Expectation-Maximization algorithm 
(MMLE/EM). 
The MMLE/EM assumed that examinees can be represented by a density function 
 |jg  τ , where τ  is the vector containing the parameters of the examinee population ability 
distribution. Replacing the point estimator for each examinee’s ability in the JMLE means that 
the MMLE/EM employs a distribution which allocates the data of each examinee across the 
ability scale in proportion to the probability of their being at any given point along the ability 
scale, which amounts to marginalizing out the ability variable. The item parameters can be 
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estimated from the marginal distribution via optimization techniques such as the Fisher-scoring 
method. After accurate estimates for item parameters were obtained, the ability variable can be 
readily estimated. In doing this, the estimation of item parameters has been separated from the 
estimation of the examinee’s parameters.  
A brief introduction of the MMLE/EM is presented below in order to serve as the 
starting point for the description of the EMM and BEMM. Let ( 1,2,..., )kX k q  be nodes 
on the ability scale with an associated weight ( )kA X , and ju  be the response vector for 
examinee j  , thus the log-likelihood function for the MMLE/EM with Hermite-Gauss 
quadrature is 
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rather than the JMLE's that maximize the following log-likelihood function: 
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Secondly, Bock and Aitkin (1981) introduced the EM algorithm for 3PLM. Let i  
represents any item parameter for item i  in 
iξ  , and then the first derivative of the log-
likelihood function in Equation (1.2) for each item parameter can be obtained as: 
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By means of the Bayesian rule, we know that  | , ,j jh  u τ ξ  actually is the posterior 
probability of ability conditional on the response 
ju  . Meanwhile,  | , ,j jh  u τ ξ  is also a 
basic result of Expectation step in the EM algorithm. We can utilize it to maximize the function 
via Newton-Raphson or Fisher-scoring, and execute the Maximization step for all three 
parameters. 
However, the EM algorithm may yield implausible or infinite estimates in small 
samples (Mislevy, 1986). According to Thissen and Wainer (1982), for at least certain items, it 
requires about 10,000 examinees as a minimum for the MMLE/EM for 3PLM in order to obtain 
the stable item estimates. Despite its limitations, the MMLE/EM algorithm was a great leap 
forward from the JMLE for the full-information item factor analysis (Bock, Gibbons, & Muraki, 
1988). Not only is the MMLE/EM the first feasible approach to yield consistent estimates in 
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both theory and practice, but it is also a stepping-stone toward subsequent advanced methods 
such as the Bayesian EM, the EMM as well as the Bayesian EMM. 
The Bayesian EM algorithm. A wise choice for avoiding implausible estimate is to 
introduce Bayesian priors on the item parameters. Bayesian approaches for 3PLM can be 
distinguished by whether or not a marginalization strategy (Mislevy, 1986) is used or not 
(Swaminathan & Gifford, 1986). To some extent, the marginal Bayesian method developed by 
Mislevy (1986) can be regarded as a direct extension of the MMLE/EM, which is the Bayesian 
EM.  
According to Mislevy (1986), the equation system of Bayesian estimation is given by 
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0 ,i
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where  ln |M U ξ   is the likelihood function in Equation (1.2) and ( | )ig     is the 
probability distribution reflecting one's prior information regarding the distribution of the 
possible value of the thi  item’s parameters, conditional on the distribution parameters in 
vector  . In brief, the Equation (1.7) includes two parts, one is the log-likelihood function 
of the MMLE/EM, the other is a prior distribution for corresponding item parameters. 
Therefore, the Bayesian estimates can be yielded from Fisher-scoring iteration with the first 
and expected second derivatives of Equation (1.7). The details will be examined in Chapter 2. 
Mislevy (1986) pointed out that the essential difficulty with using the MMLE/EM is 
the sparse data for the guessing parameter, which yields unstable maximum likelihood 
estimates (MLEs). The prior in the Bayesian EM can provide extra information and shrink the 
estimates. We know that this shrinkage depends on how informative the priors are. In this case, 
an informative prior with a smaller variance may have greater influence on the estimation, 
while a non-informative prior with a larger variance is relatively weak (Baker & Kim, 2004). 
However, it is important to emphasize that an informative prior is not the same as an appropriate 
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prior. Mislevy (1986) has mentioned that, a prior with an incorrect mean and a very small 
variance is likely to result in an "ensemble bias." Moreover, when the likelihood function of 
the MMLE/EM is flat, the Bayesian estimates will be highly dependent on the priors, and lead 
to a potentially undesirable result. So, it is vital to specify priors with the appropriate 
distribution in the Bayesian EM algorithm. 
The Bayesian EM has the best overall performance among all existing methods 
mentioned above. We can implement it easily by using a number of IRT programs such as 
BILOG-MG (Zimowski, Muraki, Mislevy, & Bock, 2003), IRTPRO (Cai, Thissen, & du Toit, 
2011), flexMIRT (Houts & Cai, 2015), R package TAM (Kiefer, Robitzsch, & Wu, 2016) and 
mirt (Chalmers et al., 2016), and others. It is easy to see why the Bayesian EM is regarded as 
the gold standard for 3PLM calibration even in the present day. 
The EMM algorithm. According to Thissen and Wainer (1982), "naked maximum 
likelihood estimation for the three-parameter model is not a technique that is likely to give 
happy results." To address this issue, Zheng and Meng (2016, April) advocated the idea of a 
latent mixture modeling reformulation for 3PLM, in which the c parameter served as a mixing 
parameter, and proposed a modified EM algorithm, namely, the Expectation-Maximization-
Maximization (EMM).  
Firstly, they regarded 3PLM as a latent mixture model as: 
   *( ) 1 (1 ) ( ) ,i j i i i jP c c P           (1.8) 
with 
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Then, they introduced a latent indicator variable ijz Z  to represent the guessing strategy: 
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1 if examinee  does not guess on item ;
0 if examinee  does guess on item .      
~ 1 .i ij Bernoulli c
j i
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j i
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In this case, the value of 
ijz  is dependent upon whether examinees implemented the guessing 
strategy. Thus,  1 1ij iP z c     and ijz   is independent of  , ,j i ia b  . After this, the 
reformulated latent mixture model is 
       *1| , , 1 1 ( ) .ij ij i j ij ij i jP u z z z P         ξ   (1.10) 
From the mixture-modeling perspective, depending on the value of 
ijz , the possibilities of 
3PLM can be departed into two irrelevant parts: 1 and *( )i jP  . Furthermore, the conditional 
possibilities ( | , , )ij ij j iP u z  ξ  can be easily obtained as: 
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Admittedly, the conditional possibilities when 0ijz   in Equation (1.11) seem a little weird 
in practice because they oversimplify the realities. However, these results can be plausible if 
we just theoretically explain them based on a model-based perspective.  
By using the multiplication rule, ( , | , ) ( | , , ) ( )ij ij ij ij iij j jiP u z P u z P z ξ ξ  , the joint 
distribution of iju  and ijz  can be calculated as: 
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We notice that * *(1 ) (1( ) ( )))(1 1i i ii j i jP Pc c c      , so the distribution law of  ,ij iju z  
conditional on  ,j i ξ  is:  
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This distribution implies ( 0, 0 | , ) 0ij ij i iP u z   ξ  is actually redundant. Let jz  be the 
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latent indicator vector for examinee j  , then the joint distribution for the new augmented 
complete data  , ,U Z θ  is 
 ( , , | ) ( , | , ) ( | ),,j j j j j j jP P g  u z τ u ξz τξ   (1.14) 
where 
  (1 ) (1 )* *
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Just like MMLE/EM, the EMM algorithm also marginalizes out the ability variable, so the 
likelihood function of the EMM is: 
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where 
 ( , | ) ( , | , ) .( | )
j
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Compared with the likelihood function of MMLE/EM: 
    
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we notice that the EMM likelihood function is very similar with the likelihood of EM algorithm. 
In fact, both of them share the same density function  |jg  τ   and identical posterior 
probability  | , ,j jh  u τ ξ  in Expectation step (see Section 2.1). As for the Maximization step, 
since the expression of ic  can be deduced from its first derivative of the EMM log-likelihood 
function, the estimation of ic  will be independent from ia  and ib  . Thus, there are two 
Maximization steps for ic   and ( ia  , ib  ) in the EMM respectively, rather than only one 
Maximization step for all three of the parameters in the EM. 
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Zheng and Meng (2016, April) suggested employing the first and second derivatives of 
Equation (1.16) to approximate the EM likelihood function (1.18), rather than original EM 
method. Their simulation studies and empirical examples indicate that the estimates yielded by 
the EMM are more stable than those estimates in the MMLE/EM, and the EMM is a feasible 
algorithm for obtaining MLEs for 3PLM with modest sample size (1000 examinees).  
The Bayesian EMM algorithm. Although the EMM is a more powerful MMLE 
method in comparison to the Bayesian EM, there might be some implausible item estimates 
existing in the EMM, which indicate the possibility of improvement. We know that Mislevy 
(1986) combined the Bayesian approach with the MMLE/EM and successfully solved the issue 
of implausible or infinite estimates. To further improve the accuracy of parameter estimation, 
the current study attempts to apply the Bayesian idea for the EMM and proposes a Bayesian 
EMM algorithm.  
The Bayesian EMM may be able to take the full advantages of both methods. 
Specifically, the Bayesian EMM is expected to inherit the powerful ability of exploring the 
likelihood function in the EMM, and effectively utilize the prior information in a Bayesian 
approach to avoid implausible estimates, and minimize the negative impacts caused by 
changing different priors. 
1.3 Overview 
This thesis consists of five chapters. Chapter 2 presents the specific estimation process 
in the Bayesian EMM for item parameters as well as their SEs. It also examines a number of 
mathematical comparisons in item information between two Bayesian approaches, and shows 
the superiority of the Bayesian EMM. Chapter 3 includes two simulation studies. One is 
designed to demonstrate the feasibility of the Bayesian EMM, and the other seeks to compare 
the estimates and SEs yielded by two Bayesian approaches (the Bayesian EM in BILOG-MG 
vs the Bayesian EMM in MATLAB toolbox IRTEMM) with two types of priors (relatively 
12 
informative vs noninformative). Chapter 4 applies the Bayesian EMM to three real-world data 
sets, comparing the BEMM with three existing IRT software programs: BILOG-MG, flexMIRT 
and IRTPRO. The complete results of Chapter 3 and 4 are summarized in Appendices A, B and 
C, respectively. Finally, Chapter 5 discusses the results in two previous chapters from a 
theoretical perspective, proposes the general conclusions for the current study, and then points 
out the potential future applications of the Bayesian EMM method.  
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Chapter 2: The Bayesian EMM for 3PLM 
This chapter presents the full details of the Bayesian EMM algorithm.  
2.1 The Bayesian EMM Algorithm 
The general Bayesian formulation and priors. Following Mislevy (1986)’s 
parameterization of taking the logarithmic form of 
ia , 3PLM can be rewritten as: 
 
*( ) (1 ) ( ),i j i i i jp c c p       (2.1) 
with 
 
 
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1
( )
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i j a
j i
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De b



  
  (2.2) 
Mislevy (1986) also has provided a general Bayesian formulation for 3PLM, which we can 
apply to the Bayesian EMM as well: 
 
ln ( | )ln
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i i
gL 
 
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 
 
  (2.3) 
with 
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       τ  (2.4) 
where L  is the likelihood of the EMM (Equation 1.16) with the logarithmic form of 
ia , and 
( | )ig    is the item parameter prior distribution for item i. We may specify them in the 
BILOG-MG default setting (Du Toit, 2003): 
 
2 2ln ~ (0,0.5 ),   ~ (0,2 ),   ~ (4,16).a N b N c Beta   (2.5) 
Note that BILOG-MG uses Swaminathan and Gifford (1986)’s parametrization in 
which the guessing parameter prior is denoted as ~ (5,17)c Beta . In a more detailed manner, 
the current study uses the general Beta formulation as: 
  
1 1( )( , ) : (1 )
( ) ( )
,Beta f x x x 
 
 
 
   
 
  (2.6) 
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with 
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  (2.7) 
The relationship between the two parametrizations is: 
 ( , ) ( 1, 1).Beta Beta        (2.8) 
Thus, the first and second derivatives for three priors are: 
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  (2.9) 
The part concerned with the priors has been explained. The next section will focus on the EMM 
likelihood function. 
Expectation step and artificial data. Referring to the mathematical proof in Equation 
(1.5), the first derivative of the log-likelihood function in Bayesian EMM for each item 
parameter can be obtained as: 
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with 
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where  | , , ,j j jh  u z τ ξ   is the posterior probability of i   given , , ,  and j ju z τ ξ  , and 
 | , , ,j j jh  u z τ ξ  always equals  | , ,j jh  u τ ξ  because j  is independent with jz .  
We know that Z  is a latent variable, so we need to estimate Z  with its conditional 
expectation. From the joint distribution in Equation (1.12), we can calculate the expectation 
of 
ijz  conditional on iju  and the marginal distribution of ijz . By using the Bayesian rule, 
we have 
ijz  conditional on iju : 
 
*(1 ) ( )
( 1| 1, , ) ,
( )
( 1| 0, , ) 1.
i i j
ij ij j i
i j
ij ij j i
c p
P z u
P z
p
u





  
  
ξ
ξ
  (2.12) 
Thus, the conditional expectation of ijz  is 
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In 3PLM, setting   ~ij i ju Bernoulli p  , so we can obtain: 
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So, the marginal 
ijz  is: 
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In this case, we substitute the ( | , , )ij ij j iE z u  ξ  to the Equation (2.10), and let 
 1,2,...,kX k q  be nodes on the ability scale with an associated weight  kA X . Using the 
Hermite-Gauss quadrature method to approximate the integral, the first derivative of the 
expected log-likelihood function for each item parameter sets equal to zero (for maximum) is: 
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where  | , , ,k j jh X u z τ ξ  is the posterior probability of j  at kX  given , , ,  and j ju z τ ξ  , 
and  | , , ,k j jh X u z τ ξ  always equals  | , ,k jh X u τ ξ  because kX  is independent with jz  . 
Furthermore,  | , , ,k j jh X u z τ ξ  can be used to compute the "artificial data". For instance, 
Bock and Aitkin (1981) has provided two fundamental artificial data for traditional EM 
algorithm as: 
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in which ikf  is the expected number of examinees with ability kX . Thus, the sum of ikf  for 
every ability kX  equals the total number of examinees N. The second value, ikr  , is the 
expected number of examinees with ability kX  answering item i correctly. 
Table 2.1 The expected frequencies among examinees with ability
kX for item i 
Item i 1j z  1j z  Marginal of jz  
1j u  
( )
ikr

 
( )
ik ikr r
  
ikr   
0j u  
( ) ( )
ik ikf r
   0  
Marginal of 
ju  
( )
ikf

 
( )
ik ikr r
  ikf  
 
Then, as can be seen from Table 2.1, the EMM algorithm introduced a new latent 
variable Z , so there are two new artificial data as 
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in which ( )
ikf
  is the expected number of examinees with ability 
kX  without using guessing 
strategy; ( )
ikr
   is the expected number of examinees with ability 
kX   answering item i   
correctly without using a guessing strategy. Thus, ( )
ik ikr r
   is the expected number of 
examinees with ability 
kX  who can answer item i correctly using the guessing strategy. The 
expected number of examinees with ability 
kX  who can answer item i  incorrectly by using 
the guessing strategy is zero, and this can be inferred from ( 0, 0 | , ) 0ij ij j iP u z   ξ . Putting 
these facts together, we know ( ) ( )
ik ik ikr r f
   is equivalent to the total number of examinees 
N, namely, 
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After the E-step and calculation of the artificial data, the next steps are computing the first and 
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second derivatives of Equation (2.16) with respect to each item parameter. 
Maximization step-1 for c parameters. From Equation (2.16) and Equation (2.9), 
setting the first derivative equals to 0 and solving for 
ic : 
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and the expression of 
ic  is: 
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By ignoring the prior parameters ( 1i  ) and ( 1i  ), the last step gives us a very 
intuitive interpretation of the guessing parameter: It is calculated as the proportion of 
examinees who answer item i correctly using the guessing strategy in the total sample. Hence, 
the expression formulation of 
ic  can be easily calculated from the first derivative, which 
renders the calculation of the corresponding second derivative and implementation of Newton-
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Raphson or Fisher-scoring algorithm unnecessary, as in the traditional EM algorithm. However, 
it is still useful for estimating SEs and is given below: 
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Maximization step-2 for a and b parameters. The second Maximization step is to 
execute the Fisher-scoring procedure to obtain estimates for ln  and i ia b . The required first 
derivatives for ln ia  and ib  are 
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The corresponding expectation of second derivatives are: 
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where  
 
* *( ) (1 ( )),ik i k i kw p X p X     (2.27) 
which leads to the Fisher-scoring algorithm: 
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In this case, estimation of the c parameter is separated from that estimation of a and b, 
so the Bayesian EMM has a simplified 2-by-2 Hessian matrix (negative information matrix) in 
the iteration formulation rather than 3-by-3 one in the Bayesian EM as: 
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To summary, the flow chart of the Bayesian EMM has been given in Figure 2.1. 
 
Figure 2.1 The Flow Chart of The Bayesian EMM 
2.2 The Estimated Standard Errors of The Bayesian EMM 
The estimated standard error (SE) is a method of measurement or estimation of the 
standard deviation of the sampling distribution associated with the estimation method (Ott & 
Longnecker, 2008). Thus, estimated SEs may be different for the different estimation 
algorithms even for the same model (e.g., MCMC and EM for 3PLM). Obviously, SEs, as a 
type of standard deviation, can be used to measure the accuracy of a point estimate: A larger 
SE always indicates an unstable estimation result while an estimate with a smaller SE is more 
reliable. In fact, the SEs of the Bayesian EMM are different from the Bayesian EM because 
these two methods have different log-likelihood and item information function. A mathematical 
proof, with regard to the important theoretical result that SEs for BEMM are asymptotically 
smaller than Bayesian EM, will be presented later. 
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The item information for the Bayesian EMM and the Bayesian EM. The 3PLM 
likelihood functions are a nonlinear equation system, and there is no closed analytical solution 
available. Although we may employ different numerical methods to obtain various item 
parameter estimates, it is still necessary to assess these algorithms. We know that, the estimated 
SE is a measure of the accuracy of estimation, and the smaller SEs always denote the more 
stable solutions. Thus, the current study attempts to compare SEs yielded by two Bayesian 
approaches.  
In the last section, we mentioned a number of statistical techniques for estimating SEs. 
In fact, all of these methods are based on the item information function from expected second 
derivatives of log-likelihood function, so the comparison between the Bayesian EMM and the 
Bayesian EM in this section will focus exclusively on the item information function for 
convenience. More specifically, the larger item information represents the less uncertainty, so 
SEs will tend to be smaller; otherwise, the smaller item information will cause a larger SE. 
According to Baker and Kim (2004), the item information function for each parameter in the 
Bayesian EM is 
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  (2.30) 
Comparing Equation (2.30) with the negative expected second derivatives in the 
Bayesian EMM leads to the conclusion that we just need to concentrate on the non-prior parts 
given that the same priors are assumed. 
As for 
ia  and ib  in the Bayesian EM, 
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In contrast, for the Bayesian EMM: 
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If the following relations hold, then we complete the proof; that is, 
'
i iaa aa
I I  and ' .
i ibb bb
I I  (2.34) 
Equation (2.34) can be proved with some simple manipulation as follows: 
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As for 
ic  in the Bayesian EM, 
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and for the Bayesian EMM: 
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To summarize, the three types of item information function in the Bayesian EMM are 
greater than the corresponding elements in the Bayesian EM. Thus, the larger Bayesian EMM 
item information will produce a smaller variance than Bayesian EM. This means SEs yielded 
by the Bayesian EMM are smaller than the traditional Bayesian EM in an asymptotic sense. 
The estimation method for SEs. Despite the theoretical comparison of SEs, we still 
need a practical method for estimating SEs (McLachlan & Krishnan, 2007). Both the Bayesian 
EMM and the Bayesian EM are members of the family of the EM algorithm. It is well 
recognized that one drawback of the EM algorithms is that estimation SEs are not natural 
products of their implementation. SEs can be calculated via empirical cross-product 
approximation (Jones & Geoffrey, 1992), the supplemented EM (SEM) method (Meng & 
Rubin, 1991; Cai, 2008), the forward difference method, and the Richardson extrapolation 
method (Jamshidian & Jennrich, 2000), the Fisher information matrix (Thissen & Wainer, 1982) 
or sandwich covariance matrix (Kauermann & Carroll, 2001). Recently, the SEM method has 
been extended to various IRT models (Cai, 2008; Cai & Lee, 2009; Tian, Cai, Thissen, & Xin, 
2013) and proved sufficiently flexible to handle complex models in IRT. Therefore, the current 
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study will focus on how to apply SEM to the Bayesian EMM. The relevant derivation of SEM 
for Bayesian EMM will be presented in the next section. In the chapters that follow, we will 
apply this method to calculate SEs for the Bayesian EMM and empirically check SEs against 
the theoretical result. 
The supplemented EM (SEM) for the Bayesian EMM. Cai and Lee (2009) gave a 
general SEM formulation for the large-sample covariance matrix as follows: 
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     ξ ξ ξ ξ   (2.38) 
In the Bayesian EMM, 1 ˆ( | )i Y
 ξ  is the inverse of the item information matrix, 
dE  is the 
identity matrix with 3 dimensions, and ˆ( )i ξ  can be calculated from the Fisher-scoring 
execution. Refer to Cai and Lee (2009) for additional details. 
Firstly, the item information matrix of the Bayesian EMM can be obtained from 
Equation (2.23) and Equation (2.26) as: 
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Then, the Δ matrix was also simplified due to the covariance between c and (a, b) equals 0: 
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Finally, SEs of the Bayesian EMM can be obtained from: 
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The zero co-variance removes undesirable fluctuation in the item parameter estimation. 
This makes the estimated SEs smaller than the counterparts, particularly the guessing parameter, 
in the Bayesian EM.   
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Chapter 3: Simulation Studies 
In this chapter, two simulation studies were conducted in order to compare the Bayesian 
EMM, the EMM and the Bayesian EM. In executing these algorithms, we programed a 
MATLAB toolbox IRTEMM to obtain the estimates for the EMM as well as its Bayesian 
version. Furthermore, IRTEMM also offers several options for SEs, such as SEM and Fisher 
information method.  
Meanwhile, we used the classical IRT software BILOG-MG (Zimowski et al., 2003) to 
obtain the Bayesian EM estimates. The priors in both studies follow the default setting in the 
BILOG-MG, namely, 2ln ~ (0,0.5 )a N , 2~ (0,2 )b N , ~ (4,16)c Beta . 
3.1 Simulation Study I: Recovery Study 
Data generation. The first simulation study seeks to demonstrate the advantages in 
accuracy of the Bayesian EMM over the EMM and the Bayesian EM in BILOG-MG. 
Following Mislevy (1986)’s method of data generation, the current study simulated the item 
parameters a, b, c for 10 and 20 items from an independent normal distribution follows 
 ln ~ 0,0.5a N   where (0.3 ≤ a ≤ 2.5);  ~ 0,1b N   where (-3 ≤ b ≤ 3); and 
 logit ~ 1.39,0.16c N   . Three sample sizes of examinees (1000, 1500 and 2000) were 
simulated from the standard normal distribution. For each condition, we ran 50 replications for 
each condition in the fully crossed 3(BEMM vs EMM vs BILOG-MG) × 3(1000 vs 1500 vs 
2000) × 2(10 vs 20) design. The evaluation criteria for item parameter recovery are bias and 
the root mean squared error (RMSE), which are calculated using:  
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A special additional criterion for the guessing parameter is a heuristic index, the bias 
between generating and estimated values of c against generating b-2/a. This index is useful for 
evaluating the validity of an estimation algorithm with regard to the guessing parameter, as it 
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reflects the decreasing information of the c parameter when items become easier or less reliable 
(Lord, 1975b). As regards SEs, we just compare them using their average point estimates 
because there are no true SEs as a baseline for all estimation methods. 
The complete results of this simulation are summarized in Appendix A, and only for 
the condition of 1000 examinees and 20 items are shown here. The others conditions presented 
a quite similar pattern.  
Item parameter recovery. This section focuses on the item parameter recovery under 
the condition of 1000 examinees and 20 items. This is the most common condition in practice 
given that the sample size is moderately small and the test length is relatively reasonable during 
the examination. 
 
Figure 3.1 Item Parameter Recovery for 1000 Examinees and 20 Items 
As can be seen in the top part of Figure 3.1, for most of the item estimates, the EMM 
are comparable to BILOG in terms of RMSE. As regards those "blow-up" EMM estimates, the 
Bayesian method shrinks the bias effectively. Basically, the estimates produced by the Bayesian 
EMM are at least similar to those generated by the Bayesian EM. Furthermore, the Bayesian 
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EMM may yield better estimates than the Bayesian EM for a few items, particularly for the c 
parameters. 
At the bottom of the figure are three plots for the heuristic index which compare the 
Bayesian EMM, BILOG, and the EMM estimates respectively, against generating the values 
of the quantity b-2/a. In general, all of the solutions for items with high values in the index are 
satisfactory, but the traditional Bayesian estimates for some items with low values were biased 
while the EMM estimates were relatively stable. The Bayesian EMM inherits the advantages 
of both the EMM and the Bayesian method, and yields better estimates than the Bayesian EM. 
In other words, the Bayesian EMM has the most stable solutions among the three methods.  
Table 3.1 Bias of Item Parameter Recovery for 1000 Examinees and 20 Items 
Generating a b c 
a b c BEMM EMM BILOG BEMM EMM BILOG BEMM EMM BILOG 
1.55  0.54  0.29  0.05  0.30  0.05  -0.04  0.00  -0.03  -0.02  0.00  -0.01  
0.61  0.71  0.18  0.09  0.06  0.12  -0.02  -0.05  0.05  0.01  -0.01  0.03  
0.69  0.59  0.14  0.11  0.08  0.13  0.04  0.01  0.08  0.02  0.01  0.04  
0.96  -0.16  0.22  0.04  0.09  0.07  0.00  0.04  0.04  -0.01  0.00  0.00  
0.58  0.39  0.19  0.09  0.07  0.13  0.02  0.00  0.10  0.01  0.00  0.04  
1.48  0.91  0.15  0.13  0.23  0.14  -0.04  -0.04  -0.03  0.00  0.00  0.00  
1.08  1.63  0.23  0.04  0.10  0.05  -0.13  -0.12  -0.11  -0.02  -0.02  -0.01  
1.55  2.11  0.11  0.02  0.31  -0.01  -0.12  -0.15  -0.10  0.00  0.00  0.00  
0.91  -0.79  0.19  0.06  0.08  0.08  0.06  0.08  0.10  -0.01  0.01  0.01  
0.48  0.06  0.12  0.11  0.07  0.14  0.23  0.18  0.33  0.07  0.05  0.10  
0.48  -0.55  0.19  0.07  0.05  0.09  0.05  0.02  0.15  0.00  -0.01  0.03  
0.51  1.53  0.13  0.18  0.10  0.21  -0.04  -0.05  0.00  0.04  0.01  0.05  
2.08  0.89  0.12  0.09  0.29  0.09  -0.04  -0.03  -0.02  0.00  0.00  0.00  
2.23  1.46  0.20  -0.27  0.20  -0.34  -0.06  -0.06  -0.04  -0.01  0.00  0.00  
0.65  0.23  0.29  -0.02  -0.03  0.04  -0.25  -0.24  -0.11  -0.08  -0.08  -0.04  
0.87  -0.54  0.08  0.14  0.14  0.16  0.20  0.19  0.24  0.08  0.07  0.10  
0.53  0.15  0.13  0.12  0.09  0.15  0.15  0.10  0.22  0.05  0.03  0.07  
1.32  -0.28  0.31  -0.11  0.03  -0.07  -0.12  -0.03  -0.08  -0.08  -0.04  -0.06  
1.14  0.56  0.23  0.06  0.14  0.08  -0.05  -0.02  -0.02  -0.02  -0.01  -0.01  
0.67  1.51  0.23  0.13  0.10  0.17  -0.12  -0.12  -0.08  0.00  -0.02  0.01  
 
Table 3.1 summarizes the generating item parameters and bias from the Bayesian EMM, 
the EMM and BILOG. In comparing these solutions, the Bayesian estimates generally tend to 
be closer to the true values than the EMM. The estimates from the Bayesian EMM are at least 
comparable to, or more accurate than, the Bayesian EM in this condition. 
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The comparison of SEs. This section focuses on the condition of 1000 examinees with 
20 items. As discussed in Section 2.2, theoretically speaking, the supplemented EM (SEM) is 
an ideal method for calculating estimated SEs. Furthermore, it is also vital to confirm whether 
or not the SEM is suitable for the Bayesian EMM in practice. Thus, this section will compare 
the SEM by using Thissen and Wainer (1982)’s method to determine which one is the best 
method for computing SEs. 
Secondly, in Section 2.2, we mathematically proven that the estimated SEs of the 
Bayesian EMM are smaller than the ones from Bayesian EM. This section will provide an 
empirical comparison between two Bayesian approaches in order to facilitate our 
understanding. 
 
Figure 3.2 Comparison of Average SEs for 1000 Examinees and 20 Items 
Figure 3.2 shows that the Bayesian EMM estimated SEs yielded by the SEM reflect a 
reasonable confidence interval of item estimates, while those produced by the Fisher method 
tend to be too small, especially for the c parameters. Thus, for the Bayesian EMM, the Fisher 
method may underestimate SEs, while the SEM is a better and suitable method for calculating 
estimated SEs (Cai & Lee, 2009).  
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When compared with the Bayesian EMM, the Bayesian EM produced a noticeably 
larger estimated SEs. We know that a large estimated SE denotes a less stable estimation result, 
so the estimates produced by the Bayesian EMM is more reliable than is the case for the 
Bayesian EM. 
Table 3.2 Comparison of Average SEs for 1000 Examinees and 20 Items 
a b c 
BEMM 
EMM BILOG 
BEMM 
EMM BILOG 
BEMM 
EMM BILOG 
SEM Fisher SEM Fisher SEM Fisher 
0.11 0.07 0.25 0.34 0.05 0.04 0.05 0.09 0.02 0.01 0.02 0.04 
0.10 0.08 0.07 0.14 0.08 0.07 0.08 0.18 0.02 0.01 0.02 0.06 
0.09 0.07 0.07 0.14 0.07 0.06 0.07 0.14 0.02 0.01 0.02 0.05 
0.09 0.07 0.10 0.16 0.06 0.05 0.06 0.15 0.03 0.01 0.03 0.07 
0.10 0.08 0.07 0.13 0.08 0.07 0.08 0.20 0.02 0.01 0.02 0.06 
0.10 0.07 0.19 0.30 0.05 0.04 0.04 0.07 0.01 0.01 0.02 0.02 
0.14 0.07 0.21 0.28 0.08 0.07 0.08 0.13 0.02 0.01 0.02 0.03 
0.21 0.08 0.65 0.48 0.08 0.07 0.07 0.15 0.01 0.01 0.01 0.01 
0.08 0.07 0.08 0.14 0.06 0.06 0.06 0.17 0.03 0.01 0.03 0.08 
0.10 0.09 0.06 0.11 0.09 0.08 0.09 0.23 0.02 0.01 0.02 0.07 
0.09 0.09 0.05 0.09 0.09 0.08 0.10 0.29 0.03 0.01 0.03 0.09 
0.10 0.06 0.06 0.16 0.09 0.08 0.10 0.18 0.02 0.01 0.02 0.04 
0.11 0.07 0.27 0.46 0.04 0.03 0.04 0.06 0.01 0.01 0.01 0.02 
0.20 0.08 0.65 0.55 0.05 0.05 0.05 0.09 0.01 0.01 0.01 0.02 
0.10 0.09 0.07 0.12 0.08 0.07 0.09 0.24 0.03 0.01 0.03 0.07 
0.08 0.07 0.08 0.14 0.05 0.05 0.05 0.14 0.03 0.01 0.03 0.06 
0.10 0.08 0.06 0.12 0.08 0.07 0.08 0.20 0.02 0.01 0.02 0.06 
0.08 0.07 0.13 0.22 0.05 0.05 0.05 0.15 0.03 0.01 0.03 0.07 
0.10 0.07 0.13 0.22 0.05 0.05 0.05 0.10 0.02 0.01 0.02 0.04 
0.12 0.07 0.11 0.20 0.09 0.08 0.09 0.17 0.02 0.01 0.02 0.04 
 
3.2 Simulation Study II: The Effects of Priors 
Data generation. The second simulation study seeks to demonstrate how different 
priors impact the Bayesian EMM, and compares it with the Bayesian EM in BILOG-MG under 
two type priors for c parameters. One prior in this study comes from BILOG-MG default setting, 
 ~ 4,16c Beta  with 0.2  , 2 0.008  , the other is a more noninformative prior from the 
flexMIRT default setting, ~ (1, 4)c Beta  with 0.2  , 2 0.027  . 
The current study follows the manner in which Swaminathan and Gifford (1986) 
generated parameters. The current study generated responses to 1000 examinees for 25 and 35 
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items where ~ (0.5, 2)a U , ~ (0,1)b N ,  ~ 0.04,0.22c U , and  ~ 0,1N . For each condition, 
we ran 50 replications in the fully crossed 2 (BEMM vs BILOG-MG) × 2 (25 vs 35) × 2 
( ~ (4,16)c Beta  vs ~ (1, 4)c Beta ) design, and the evaluation criteria were bias, RMSE and 
average estimates. 
We present results for the condition with 1000 examinees and 25 items in the next two 
sections. Since the other conditions were very similar, or something like this, these results of 
the second simulation study are presented in Appendix B. 
Item parameter recovery. The Figure 3.3 has provided an intuitive result: The bias 
and RMSE under the four conditions for the a and b parameters appear to be quite similar, but 
for the c parameters, both indices were greatly influenced by priors. As can be seen for RMSE 
in the case of c parameters from the bottom right plot, the Bayesian EMM has a lower RMSE 
than the Bayesian EM in BILOG-MG. Furthermore, the difference of RMSE produced by the 
Bayesian EMM between two prior conditions are much smaller than the Bayesian EM. This 
means that Bayesian EMM tends to be less affected by priors and yields more stable estimates 
than does the Bayesian EM. We can draw the same conclusion from Table 3.3. 
The comparison of SEs. This section compares the estimated SEs under four 
conditions. It is obvious in Figure 3.4 that SEs estimated by the Bayesian EMM under two 
priors are almost the same, while SEs generated from the Bayesian EM were greatly affected 
by priors, especially for the c parameters. Based on the average SEs in Table 3.4, (1) there is 
no difference for the Bayesian EMM between the two priors, while the difference is obvious 
for the Bayesian EM; (2) SEs yielded by the Bayesian EMM are more reliable than the 
Bayesian EM. 
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Figure 3.3 Item Parameter Recovery for 1000 Examinees and 25 Items 
 
 
Figure 3.4 Comparison of Average SEs for 1000 Examinees and 25 Items 
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Table 3.3 Bias of Item Parameter Recovery for 1000 Examinees and 25 Items 
Generating 
a b c 
BEMM BILOG BEMM BILOG BEMM BILOG 
a b c B(4,16) B(1,4) B(4,16) B(1,4) B(4,16) B(1,4) B(4,16) B(1,4) B(4,16) B(1,4) B(4,16) B(1,4) 
1.47 0.38 0.10 0.05 -0.02 0.08 0.03 0.00 -0.03 0.02 0.00 0.01 -0.01 0.01 0.00 
0.67 0.36 0.19 0.01 0.00 0.05 0.06 -0.03 -0.05 0.05 0.05 0.00 -0.01 0.02 0.02 
1.47 -0.67 0.06 0.08 0.02 0.10 0.05 0.04 -0.01 0.06 0.02 0.06 0.02 0.08 0.04 
1.10 -0.30 0.13 0.01 -0.02 0.03 0.00 -0.02 -0.07 0.01 -0.03 0.01 -0.02 0.02 0.00 
1.81 0.15 0.18 -0.08 -0.10 -0.05 -0.07 -0.06 -0.07 -0.04 -0.05 -0.02 -0.02 -0.01 -0.02 
0.87 -0.94 0.09 0.03 0.02 0.05 0.04 0.08 0.03 0.12 0.10 0.08 0.05 0.10 0.08 
1.01 0.79 0.13 0.00 -0.05 0.03 -0.01 0.00 -0.03 0.02 0.00 0.00 -0.01 0.01 0.00 
1.77 0.28 0.10 -0.01 -0.07 0.02 -0.03 -0.02 -0.05 -0.01 -0.02 0.00 -0.01 0.01 -0.01 
1.81 1.29 0.05 -0.02 -0.11 0.02 -0.06 0.02 0.02 0.02 0.02 0.00 0.00 0.01 0.00 
0.75 0.39 0.10 0.06 0.01 0.09 0.05 0.05 -0.02 0.09 0.03 0.03 0.00 0.05 0.02 
1.08 -0.65 0.08 0.06 0.03 0.08 0.05 0.07 0.02 0.10 0.06 0.06 0.03 0.08 0.05 
0.52 -0.12 0.22 0.03 0.03 0.07 0.11 -0.05 -0.07 0.08 0.19 -0.02 -0.02 0.02 0.06 
0.94 0.84 0.12 0.04 -0.01 0.07 0.03 0.00 -0.04 0.02 -0.01 0.01 -0.01 0.02 0.01 
1.59 0.10 0.06 0.06 -0.03 0.09 0.02 0.02 -0.02 0.03 0.01 0.02 0.00 0.03 0.01 
1.96 0.84 0.12 -0.09 -0.14 -0.06 -0.09 -0.02 -0.02 -0.01 -0.01 0.00 0.00 0.00 0.00 
1.44 -1.68 0.15 0.06 0.03 0.07 0.04 -0.04 -0.07 -0.03 -0.06 0.02 -0.02 0.03 0.00 
0.82 0.97 0.16 0.02 -0.01 0.06 0.03 -0.02 -0.05 0.01 -0.01 0.00 -0.01 0.01 0.00 
1.44 0.67 0.17 -0.13 -0.17 -0.10 -0.13 -0.04 -0.05 -0.02 -0.03 -0.02 -0.03 -0.01 -0.02 
0.70 0.19 0.21 0.02 0.03 0.06 0.09 -0.02 -0.03 0.06 0.09 0.00 0.00 0.03 0.04 
1.16 1.25 0.15 0.05 0.02 0.08 0.06 0.00 -0.01 0.00 0.00 0.01 0.00 0.01 0.01 
0.50 -1.22 0.13 0.04 0.03 0.05 0.09 0.18 0.14 0.26 0.45 0.06 0.04 0.09 0.14 
1.83 -0.01 0.19 -0.06 -0.08 -0.04 -0.05 -0.05 -0.06 -0.03 -0.04 -0.01 -0.02 -0.01 -0.01 
0.57 0.37 0.13 0.07 0.05 0.10 0.10 0.09 0.03 0.16 0.13 0.04 0.02 0.06 0.06 
1.33 0.85 0.14 -0.03 -0.07 0.00 -0.03 -0.01 -0.02 0.01 0.00 0.00 -0.01 0.00 0.00 
1.38 0.22 0.12 0.02 -0.03 0.05 0.01 -0.01 -0.04 0.01 -0.01 0.00 -0.01 0.01 0.00 
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Table 3.4 Comparison of Average SEs for 1000 Examinees and 25 Items 
a b c 
BEMM BILOG BEMM BILOG BEMM BILOG 
B(4,16) B(1,4) B(4,16) B(1,4) B(4,16) B(1,4) B(4,16) B(1,4) B(4,16) B(1,4) B(4,16) B(1,4) 
0.08 0.08 0.20 0.19 0.04 0.04 0.06 0.06 0.02 0.01 0.03 0.03 
0.10 0.10 0.12 0.14 0.08 0.08 0.18 0.21 0.02 0.02 0.06 0.07 
0.07 0.07 0.19 0.19 0.04 0.04 0.09 0.10 0.02 0.02 0.05 0.06 
0.08 0.07 0.13 0.14 0.05 0.05 0.11 0.13 0.02 0.02 0.05 0.06 
0.09 0.09 0.24 0.24 0.04 0.04 0.07 0.07 0.02 0.02 0.03 0.04 
0.07 0.07 0.11 0.12 0.06 0.06 0.16 0.21 0.03 0.03 0.07 0.10 
0.09 0.09 0.16 0.16 0.06 0.06 0.09 0.09 0.02 0.02 0.03 0.04 
0.08 0.08 0.23 0.22 0.04 0.04 0.05 0.05 0.02 0.01 0.02 0.03 
0.09 0.09 0.32 0.30 0.05 0.05 0.07 0.07 0.01 0.01 0.01 0.01 
0.09 0.09 0.12 0.12 0.06 0.06 0.12 0.14 0.02 0.02 0.04 0.05 
0.07 0.07 0.13 0.14 0.05 0.05 0.12 0.14 0.03 0.03 0.06 0.08 
0.10 0.10 0.10 0.13 0.09 0.09 0.26 0.33 0.03 0.03 0.08 0.10 
0.09 0.09 0.16 0.16 0.06 0.06 0.09 0.10 0.02 0.02 0.03 0.04 
0.07 0.07 0.19 0.19 0.04 0.04 0.06 0.06 0.02 0.01 0.03 0.03 
0.10 0.10 0.31 0.31 0.04 0.04 0.05 0.05 0.01 0.01 0.02 0.02 
0.08 0.08 0.24 0.24 0.07 0.07 0.15 0.18 0.05 0.05 0.08 0.13 
0.10 0.09 0.15 0.16 0.07 0.07 0.12 0.13 0.02 0.02 0.04 0.04 
0.09 0.09 0.20 0.20 0.05 0.05 0.07 0.07 0.02 0.02 0.03 0.03 
0.10 0.10 0.12 0.14 0.07 0.07 0.18 0.21 0.02 0.03 0.06 0.07 
0.11 0.11 0.23 0.23 0.06 0.06 0.09 0.09 0.01 0.01 0.02 0.02 
0.08 0.08 0.07 0.10 0.10 0.10 0.29 0.43 0.04 0.04 0.09 0.14 
0.09 0.09 0.25 0.25 0.04 0.04 0.07 0.07 0.02 0.02 0.04 0.04 
0.10 0.10 0.11 0.12 0.08 0.08 0.18 0.21 0.02 0.02 0.06 0.07 
0.09 0.09 0.21 0.20 0.05 0.05 0.07 0.07 0.02 0.02 0.03 0.03 
0.08 0.08 0.18 0.18 0.04 0.04 0.07 0.07 0.02 0.02 0.03 0.04 
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Chapter 4: Real Data Examples 
This chapter shows how the Bayesian EMM works with the same priors from chapter 
3 for three empirical examples. The estimates of the Bayesian EMM and the EMM can be 
obtained from MATLAB toolbox IRTEMM. As regards Bayesian EM, in addition to BILOG-
MG, we also use the most advanced IRT software flexMIRT (Houts & Cai, 2015) and its 
predecessor IRTPRO (Cai et al., 2011) to generate the Bayesian estimates. Similarly, both 
IRTEMM, flexMIRT and IRTPRO use the SEM method of calculating SEs. The three examples 
are summarized in the tables and figures in Appendix C. Only figures (Figure 4.1 for BILOG-
MG data, Figure 4.2 for flexMIRT data, and Figure 4.3 for IRTPRO data) are presented here. 
4.1 The Feasibility of The Bayesian EMM 
The first real example sought to demonstrate the feasibility of the Bayesian EMM, 
compared with the EMM, the Bayesian EM in BILOG-MG and flexMIRT. This dataset is from 
the BILOG-MG example data file "EXAMPL01.DAT" which consists of responses to 15 items 
from 1000 examinees. 
 
Figure 4.1 Item Parameter Estimation for BILOG Data 
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Just like the conclusion from Section 3.1, Figure 4.1 shows that (1) all four algorithms 
yield almost identical point estimates for the a and b parameters; (2) the prior for c parameter 
makes a great contribution to fixing the "blow-up" estimates by the EMM. All three Bayesian 
methods generated similar estimates (on the top); and (3) SEs produced by the Bayesian EMM 
are obviously smaller than the Bayesian EM. This means that the solution of the Bayesian EM 
is more stable than for the traditional Bayesian algorithm (on the bottom). Thus, the Bayesian 
EMM is feasible and reliable in practice. 
4.2 The Effects of Two Priors for Guessing Parameters 
This section included two real examples and both instances sought to demonstrate 
whether or not the Bayesian EMM is more insensitive to priors than the Bayesian EM. Similarly, 
as in Section 3.2, relatively informative and noninformative guessing priors ( ~ (4,16)c Beta  
and ~ (1, 4)c Beta  ) were used to compare the estimates produced by Bayesian EMM with 
Bayesian EM in implemented BILOG-MG, flexMIRT or IRTPRO. 
The flexMIRT example. The data set is from the flexMIRT example data file "g341-
19.txt", which consists of responses to 12 items from 2844 examinees.  
 
Figure 4.2 Item Parameter Estimation for flexMIRT Data 
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The results are presented in Figure 4.2. The estimates for both the a and b parameters 
are in each other's proximity for all different implementations. The estimates for the c 
parameters present a non-negligible divergence for different guessing priors for the BILOG-
MG and flexMIRT. The estimates of these implementations cluster in two groups based on the 
guessing prior setting. The Bayesian EMM, in contrast, produced almost identical estimates 
under a different prior setting. This cross-software validation shows that (1) the divergence in 
point estimates is inherent in the Bayesian EM algorithm, but is not due to different software 
executions; (2) the Bayesian EMM algorithm can provide stable estimates that are robust 
against change in the prior; and (3) correspondingly, there is obvious difference in SEs for 
different priors for BILOG-MG and flexMIRT, while there is no such difference for the 
Bayesian EMM.   
The IRTPRO example. The data set of the third example is derived from the IRTPRO 
example data file "lsat6.csv", which consists of responses to 5 items from 1000 examinees. 
Following the IRTPRO default setting, the priors for the a and b parameters as: ln ~ (0,1)a N  
and ~ (0,3)b N .  
 
Figure 4.3 Item Parameter Estimation for IRTPRO Data 
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Figure 4.3 shows that, all of the item point estimates for a and b parameters among 
seven conditions which are very similar and relatively low ( 0.40 0.77; 3.18 0.37a b     ). 
In this adverse situation, the c parameters estimated by the Bayesian EM are obviously unstable 
and they are highly affected by priors. On the contrary, the Bayesian EMM estimates under two 
priors are comparatively accordant and they are very close to the MLE solutions. As regards 
SEs, the four lines of BILOG-MG and IRTPRO can be divided into two groups according to 
their priors, while there is no obvious difference in both results of the Bayesian EMM.  
To summarize, these three examples illustrate that the Bayesian EMM was less affected 
by priors and they take the full advantage of the EMM and the Bayesian method. 
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Chapter 5: Summary and Future Directions 
5.1 Conclusion 
Based on the results of Chapter 3 and Chapter 4, we can conclude that: (1) The Bayesian 
EMM can yield at least comparable or even better item estimates than the Bayesian EM; (2) 
when compared with the Bayesian EM, the Bayesian EMM can provide smaller and more 
stable item SEs; (3) the Bayesian EMM is less sensitive to changes in item priors than the 
Bayesian EM, despite the implementations; both point estimates and SEs, particularly for the 
guessing parameters, are subjected to less fluctuation than is the case for BILOG-MG, IRTPRO 
and flexMIRT when different priors are used.  
5.2 Discussion 
Why the Bayesian EMM works. Obviously, the Bayesian EMM takes full advantage 
of the EMM and the Bayesian approach. On the one hand, EMM itself is a more powerful 
MMLE method than the EM, so the Bayesian EMM can explore the likelihood function as 
thoroughly as the EMM before turning to priors to "shrink" the estimates. On the other hand, 
the Bayesian approach can naturally be used to solve the issue of implausible estimates for 
those troublesome items even when the EMM cannot produce reasonable MLE estimates.  
The simulation study and the three real data examples are of limited scopes, so caution 
is warranted when interpreting the conclusions. This thesis does not advocate eliminating the 
use of other methods. In practice, the Bayesian EMM can be used to check with the Bayesian 
EM with other IRT programs. Due to the high degree of complexity of real-world 3PLM data, 
a combination of the Bayesian EM, the Bayesian EMM and even the naked MLE solution, the 
EMM, might lead to a more sophisticated and nuanced understanding of data. 
The new interpretation for c parameters. As discussed in Section 1.1, there are two 
main interpretations regarding the c parameter: one is the success possibilities of guessing 
randomly, the other is the success possibilities of low-proficiency students. The current study 
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provides a third meaning for c parameter from a mixture-modeling perspective. If we wipe 
away the priors, the Equation (2.22) will be simplified to Equation (4.1): 
 
( )
11 ,
Zq
ikk
i
f
c
N
 

  (4.1) 
in which ( )
ik
Zf  is the expected number of examinees with ability 
kX  without using any 
guessing strategy, and N is the total number of examinees. Hence, the c parameter is the 
proportion of examinees who answer item j correctly using the guessing strategy in the total 
sample. In fact, no matter how the latent variable is interpreted, 
ijz   always follows 
(1 )iBernoulli c   and (1 ) ~ ( )ij iz Bernoulli c  , which means the c parameter can be 
interpreted as "the proportion of examinees who depend on the c parameter to choose the right 
answer in the total sample". 
5.3 Future Directions  
Several research questions deserve further attention. Firstly, the Bayesian EMM can be 
readily extended to include other IRT models with a guessing effect. A case in point is the IRT 
model with covariates model (Tay, Vermunt, & Wang, 2013). According to Tay, Huang, and 
Vermunt (2016), it requires at least a sample of 20,000 examinees to fit a 3PLM with covariates 
successfully. In this case, the Bayesian EMM may make a great contribution to reducing the 
necessary sample sizes of 3PLM with covariates.  
Secondly, the mixture modeling approach and the Bayesian EMM can naturally 
accommodate a 4PLM (Barton & Lord, 1981), which is a generalization of 3PLM and includes 
an upper asymptote for the probability of a correct response. There is a renewed interest in 
4PLM (Rulison & Loken, 2009; Loken & Rulison, 2010; Liao, Ho, Yen, & Cheng, 2012; 
Ogasawara, 2012; Feuerstahler & Waller, 2014; Culpepper, 2015) for its usefulness in 
measuring psychological constructs. However, just as in the case of 3PLM, one consistent 
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discussion point regarding 4PL pertains to the difficulty of estimating item parameters. The 
method proposed in this study is a promising way of estimating 4PLM. 
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Appendix A: The Results for Simulation Study I  
 
Table A.1 Bias of Item Parameter Recovery for 1000 Examinees and 10 Items 
Generating a b c 
a b c BEMM EMM BILOG BEMM EMM BILOG BEMM EMM BILOG 
1.73 1.01 0.28 -0.28 0.08 -0.28 -0.04 -0.03 -0.03 -0.03 -0.01 -0.02 
0.99 -0.86 0.13 0.09 0.10 0.11 0.07 0.09 0.10 0.03 0.04 0.05 
1.14 0.08 0.16 0.02 0.03 0.04 -0.03 -0.03 -0.01 0.00 0.00 0.01 
0.48 1.36 0.22 0.10 0.01 0.18 -0.14 -0.14 -0.04 0.00 -0.03 0.03 
0.76 -0.39 0.23 -0.01 -0.01 0.02 -0.09 -0.09 -0.04 -0.04 -0.04 -0.02 
1.80 0.06 0.19 -0.17 0.04 -0.16 -0.07 -0.05 -0.06 -0.02 -0.01 -0.01 
2.39 -1.06 0.16 -0.22 0.25 -0.36 -0.03 0.02 -0.04 -0.01 0.01 0.00 
0.83 0.08 0.23 0.01 0.02 0.04 -0.11 -0.10 -0.07 -0.04 -0.03 -0.02 
1.56 0.90 0.23 -0.10 0.19 -0.07 -0.03 -0.02 -0.02 -0.02 -0.01 -0.01 
0.97 0.99 0.14 0.08 0.06 0.10 -0.02 -0.03 0.00 0.00 0.00 0.01 
 
 
Table A.2 Bias of Item Parameter Recovery for 1500 Examinees and 10 Items 
Generating a b c 
a b c BEMM EMM BILOG BEMM EMM BILOG BEMM EMM BILOG 
1.16 1.70 0.19 -0.05 -0.03 -0.04 -0.02 -0.01 -0.01 -0.01 -0.01 -0.01 
1.14 -0.53 0.18 0.00 0.02 0.01 -0.03 -0.01 -0.02 -0.01 0.00 0.00 
0.94 0.40 0.24 -0.04 -0.02 -0.01 -0.08 -0.07 -0.05 -0.03 -0.02 -0.02 
1.50 1.09 0.12 0.01 0.08 0.01 0.01 0.00 0.01 0.00 0.00 0.00 
0.51 -0.97 0.20 0.02 0.00 0.03 0.00 -0.02 0.08 0.00 0.00 0.02 
1.45 0.96 0.19 0.04 0.17 0.04 -0.02 -0.01 -0.01 0.00 0.00 0.00 
1.56 0.13 0.31 -0.18 -0.03 -0.14 -0.13 -0.08 -0.11 -0.05 -0.02 -0.04 
2.25 0.27 0.17 -0.18 0.05 -0.19 -0.04 -0.02 -0.04 -0.01 0.00 -0.01 
1.37 0.05 0.22 -0.04 0.02 -0.04 -0.04 -0.02 -0.04 -0.02 -0.01 -0.02 
1.62 -0.56 0.20 -0.06 0.05 -0.05 -0.05 -0.01 -0.04 -0.02 0.00 -0.02 
 
 
Table A.3 Bias of Item Parameter Recovery for 2000 Examinees and 10 Items 
Generating a b c 
a b c BEMM EMM BILOG BEMM EMM BILOG BEMM EMM BILOG 
1.73  1.53  0.16  -0.01  0.22  -0.03  -0.02  -0.03  -0.01  -0.01  0.00  -0.01  
1.46  1.51  0.16  0.12  0.27  0.13  -0.03  -0.03  -0.02  0.00  0.00  0.00  
1.54  0.09  0.20  -0.08  -0.01  -0.05  0.00  0.02  0.02  -0.01  0.00  0.00  
0.72  1.87  0.21  0.04  -0.03  0.10  -0.06  -0.02  -0.05  0.00  -0.02  0.01  
0.61  -2.06  0.28  0.01  -0.02  0.01  -0.14  -0.19  -0.12  -0.09  -0.08  -0.08  
1.30  1.77  0.15  0.17  0.29  0.17  -0.06  -0.07  -0.05  0.00  0.00  0.00  
1.17  -0.17  0.19  -0.06  -0.05  -0.05  -0.01  0.00  0.00  -0.01  -0.01  -0.01  
1.06  0.07  0.18  0.02  0.03  0.04  0.03  0.04  0.05  0.00  0.01  0.01  
2.13  0.25  0.18  -0.17  0.03  -0.15  0.01  0.02  0.01  -0.02  -0.01  -0.01  
1.58  -0.89  0.23  -0.15  -0.09  -0.14  -0.09  -0.07  -0.09  -0.06  -0.05  -0.06  
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Table A.4 Bias of Item Parameter Recovery for 1000 Examinees and 20 Items 
Generating a b c 
a b c BEMM EMM BILOG BEMM EMM BILOG BEMM EMM BILOG 
1.55  0.54  0.29  0.05  0.30  0.05  -0.04  0.00  -0.03  -0.02  0.00  -0.01  
0.61  0.71  0.18  0.09  0.06  0.12  -0.02  -0.05  0.05  0.01  -0.01  0.03  
0.69  0.59  0.14  0.11  0.08  0.13  0.04  0.01  0.08  0.02  0.01  0.04  
0.96  -0.16  0.22  0.04  0.09  0.07  0.00  0.04  0.04  -0.01  0.00  0.00  
0.58  0.39  0.19  0.09  0.07  0.13  0.02  0.00  0.10  0.01  0.00  0.04  
1.48  0.91  0.15  0.13  0.23  0.14  -0.04  -0.04  -0.03  0.00  0.00  0.00  
1.08  1.63  0.23  0.04  0.10  0.05  -0.13  -0.12  -0.11  -0.02  -0.02  -0.01  
1.55  2.11  0.11  0.02  0.31  -0.01  -0.12  -0.15  -0.10  0.00  0.00  0.00  
0.91  -0.79  0.19  0.06  0.08  0.08  0.06  0.08  0.10  -0.01  0.01  0.01  
0.48  0.06  0.12  0.11  0.07  0.14  0.23  0.18  0.33  0.07  0.05  0.10  
0.48  -0.55  0.19  0.07  0.05  0.09  0.05  0.02  0.15  0.00  -0.01  0.03  
0.51  1.53  0.13  0.18  0.10  0.21  -0.04  -0.05  0.00  0.04  0.01  0.05  
2.08  0.89  0.12  0.09  0.29  0.09  -0.04  -0.03  -0.02  0.00  0.00  0.00  
2.23  1.46  0.20  -0.27  0.20  -0.34  -0.06  -0.06  -0.04  -0.01  0.00  0.00  
0.65  0.23  0.29  -0.02  -0.03  0.04  -0.25  -0.24  -0.11  -0.08  -0.08  -0.04  
0.87  -0.54  0.08  0.14  0.14  0.16  0.20  0.19  0.24  0.08  0.07  0.10  
0.53  0.15  0.13  0.12  0.09  0.15  0.15  0.10  0.22  0.05  0.03  0.07  
1.32  -0.28  0.31  -0.11  0.03  -0.07  -0.12  -0.03  -0.08  -0.08  -0.04  -0.06  
1.14  0.56  0.23  0.06  0.14  0.08  -0.05  -0.02  -0.02  -0.02  -0.01  -0.01  
0.67  1.51  0.23  0.13  0.10  0.17  -0.12  -0.12  -0.08  0.00  -0.02  0.01  
 
 
 
Table A.5 Bias of Item Parameter Recovery for 1500 Examinees and 20 Items 
Generating a b c 
a b c BEMM EMM BILOG BEMM EMM BILOG BEMM EMM BILOG 
0.78  -0.47  0.16  0.03  0.03  0.05  0.01  0.01  0.06  0.02  0.02  0.04  
0.72  1.01  0.19  0.01  -0.03  0.03  -0.07  -0.10  -0.04  -0.01  -0.02  0.00  
1.60  -0.54  0.18  0.04  0.12  0.06  -0.03  -0.01  -0.02  0.00  0.01  0.01  
1.26  1.53  0.31  -0.11  -0.07  -0.06  -0.06  -0.06  -0.05  -0.02  -0.02  -0.01  
2.49  0.67  0.15  -0.21  -0.01  -0.19  -0.06  -0.07  -0.06  0.00  0.00  0.00  
1.63  -0.23  0.27  -0.08  0.03  -0.06  -0.11  -0.08  -0.09  -0.04  -0.02  -0.03  
0.86  -0.33  0.15  0.05  0.05  0.07  0.01  -0.01  0.04  0.02  0.01  0.03  
2.18  -0.68  0.25  -0.21  -0.03  -0.18  -0.11  -0.06  -0.09  -0.06  -0.03  -0.05  
2.02  -0.13  0.19  0.07  0.21  0.08  -0.06  -0.04  -0.05  -0.01  0.00  0.00  
1.96  0.19  0.21  -0.03  0.09  -0.02  -0.07  -0.06  -0.06  -0.01  -0.01  -0.01  
0.57  1.00  0.16  0.08  0.04  0.10  -0.02  -0.06  0.02  0.02  0.00  0.03  
1.50  1.42  0.20  -0.07  0.08  -0.06  -0.05  -0.06  -0.04  -0.01  0.00  -0.01  
1.26  2.22  0.18  -0.11  -0.30  -0.12  0.00  0.32  0.03  -0.01  -0.04  -0.01  
0.81  -0.11  0.21  0.01  0.01  0.03  -0.08  -0.08  -0.03  -0.02  -0.01  0.00  
0.76  2.23  0.17  0.10  0.00  0.11  -0.10  0.00  -0.08  0.00  -0.01  0.01  
0.97  2.23  0.24  -0.02  -0.32  0.01  -0.02  0.37  0.00  -0.01  -0.06  0.00  
1.19  -0.12  0.21  -0.02  0.01  0.00  -0.08  -0.07  -0.06  -0.03  -0.02  -0.02  
0.99  0.54  0.10  0.02  -0.01  0.04  -0.04  -0.08  -0.02  0.01  -0.01  0.01  
1.66  -0.38  0.17  0.00  0.06  0.02  -0.05  -0.04  -0.04  -0.01  0.00  0.00  
0.57  -1.21  0.13  0.04  0.03  0.05  0.12  0.11  0.18  0.06  0.06  0.08  
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Table A.6 Bias of Item Parameter Recovery for 2000 Examinees and 20 Items 
Generating a b c 
a b c BEMM EMM BILOG BEMM EMM BILOG BEMM EMM BILOG 
1.05  1.35  0.32  -0.08  -0.08  0.00  0.01  0.02  0.04  -0.02  -0.02  -0.01  
2.44  0.41  0.18  -0.10  0.07  -0.09  0.02  0.03  0.03  -0.01  0.00  0.00  
2.21  1.51  0.15  -0.24  0.08  -0.23  0.05  0.03  0.05  0.00  0.00  0.00  
1.16  1.29  0.19  -0.05  -0.04  -0.04  0.02  0.03  0.03  -0.01  -0.01  -0.01  
1.49  -0.96  0.17  0.00  0.03  0.01  0.00  0.01  0.00  -0.01  -0.01  -0.01  
1.15  0.80  0.17  0.02  0.03  0.03  0.02  0.03  0.04  0.00  0.00  0.00  
0.58  -0.68  0.18  0.01  0.00  0.03  0.03  0.01  0.10  0.01  0.00  0.03  
1.92  0.34  0.18  -0.05  0.01  -0.04  0.02  0.03  0.03  0.00  0.00  0.00  
0.86  0.89  0.22  -0.01  -0.02  0.01  -0.02  -0.01  0.01  -0.01  -0.01  0.00  
1.16  0.39  0.24  -0.03  0.00  -0.01  -0.02  0.00  0.00  -0.01  0.00  -0.01  
1.09  0.24  0.28  -0.05  -0.01  -0.02  -0.03  0.00  0.01  -0.02  -0.01  -0.01  
0.33  0.09  0.17  0.03  0.00  0.07  0.08  0.00  0.33  0.02  0.00  0.07  
0.56  0.31  0.15  0.04  0.02  0.06  0.07  0.04  0.13  0.02  0.01  0.04  
2.25  -0.62  0.28  -0.32  -0.13  -0.27  -0.10  -0.05  -0.08  -0.06  -0.03  -0.05  
1.93  0.85  0.24  -0.09  0.05  -0.08  0.02  0.03  0.03  -0.01  0.00  -0.01  
0.55  0.66  0.14  0.04  0.00  0.06  0.07  0.02  0.12  0.02  0.00  0.03  
0.86  -0.28  0.14  0.01  0.00  0.02  0.03  0.00  0.05  0.01  -0.01  0.01  
1.07  -1.03  0.11  0.05  0.05  0.05  0.08  0.07  0.09  0.04  0.04  0.05  
0.48  1.10  0.21  0.00  -0.05  0.05  -0.04  -0.09  0.07  -0.02  -0.04  0.01  
1.10  -1.00  0.13  0.05  0.05  0.05  0.07  0.07  0.08  0.03  0.03  0.04  
 
 
 
 
Table A.7 RMSE of Item Parameter Recovery for 1000 Examinees and 10 Items 
Generating a b c 
a b c BEMM EMM BILOG BEMM EMM BILOG BEMM EMM BILOG 
1.73 1.01 0.28 0.50 0.69 0.44 0.10 0.10 0.09 0.05 0.05 0.04 
0.99 -0.86 0.13 0.16 0.21 0.18 0.11 0.15 0.14 0.04 0.06 0.05 
1.14 0.08 0.16 0.15 0.21 0.16 0.09 0.11 0.08 0.03 0.05 0.03 
0.48 1.36 0.22 0.16 0.14 0.23 0.24 0.28 0.22 0.04 0.06 0.06 
0.76 -0.39 0.23 0.09 0.11 0.10 0.14 0.16 0.12 0.05 0.06 0.04 
1.80 0.06 0.19 0.33 0.47 0.31 0.10 0.10 0.09 0.04 0.04 0.03 
2.39 -1.06 0.16 0.38 0.50 0.47 0.06 0.06 0.07 0.02 0.04 0.02 
0.83 0.08 0.23 0.10 0.13 0.11 0.15 0.18 0.13 0.05 0.07 0.05 
1.56 0.90 0.23 0.36 0.63 0.34 0.09 0.09 0.08 0.03 0.03 0.03 
0.97 0.99 0.14 0.21 0.28 0.23 0.11 0.12 0.11 0.03 0.04 0.03 
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Table A.8 RMSE of Item Parameter Recovery for 1500 Examinees and 10 Items 
Generating a b c 
a b c BEMM EMM BILOG BEMM EMM BILOG BEMM EMM BILOG 
1.16 1.70 0.19 0.24 0.35 0.23 0.12 0.14 0.12 0.02 0.03 0.02 
1.14 -0.53 0.18 0.09 0.11 0.09 0.07 0.08 0.07 0.03 0.04 0.03 
0.94 0.40 0.24 0.13 0.16 0.14 0.14 0.16 0.13 0.05 0.06 0.05 
1.50 1.09 0.12 0.19 0.27 0.18 0.05 0.05 0.05 0.02 0.02 0.01 
0.51 -0.97 0.20 0.06 0.06 0.07 0.13 0.15 0.18 0.01 0.02 0.04 
1.45 0.96 0.19 0.26 0.39 0.25 0.06 0.06 0.06 0.02 0.03 0.02 
1.56 0.13 0.31 0.30 0.35 0.29 0.17 0.15 0.16 0.07 0.07 0.07 
2.25 0.27 0.17 0.37 0.45 0.36 0.07 0.06 0.06 0.03 0.03 0.03 
1.37 0.05 0.22 0.18 0.24 0.18 0.09 0.10 0.09 0.04 0.05 0.04 
1.62 -0.56 0.20 0.17 0.24 0.17 0.08 0.09 0.08 0.03 0.04 0.04 
 
 
 
 
Table A.9 RMSE of Item Parameter Recovery for 2000 Examinees and 10 Items 
Generating a b c 
a b c BEMM EMM BILOG BEMM EMM BILOG BEMM EMM BILOG 
1.73  1.53  0.16  0.30  0.53  0.28  0.07  0.08  0.07  0.01  0.01  0.01  
1.46  1.51  0.16  0.29  0.50  0.29  0.08  0.09  0.08  0.01  0.01  0.01  
1.54  0.09  0.20  0.19  0.23  0.19  0.07  0.08  0.07  0.03  0.04  0.03  
0.72  1.87  0.21  0.14  0.16  0.17  0.13  0.15  0.13  0.03  0.03  0.03  
0.61  -2.06  0.28  0.06  0.07  0.06  0.21  0.27  0.21  0.09  0.08  0.08  
1.30  1.77  0.15  0.32  0.53  0.33  0.11  0.12  0.10  0.01  0.01  0.01  
1.17  -0.17  0.19  0.10  0.12  0.10  0.07  0.08  0.07  0.03  0.04  0.03  
1.06  0.07  0.18  0.12  0.14  0.13  0.08  0.10  0.10  0.03  0.04  0.04  
2.13  0.25  0.18  0.35  0.45  0.35  0.05  0.06  0.05  0.03  0.03  0.03  
1.58  -0.89  0.23  0.22  0.21  0.21  0.11  0.09  0.10  0.06  0.05  0.06  
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Table A.10 RMSE of Item Parameter Recovery for 1000 Examinees and 20 Items 
Generating a b c 
a b c BEMM EMM BILOG BEMM EMM BILOG BEMM EMM BILOG 
1.55 0.54 0.29 0.35 0.56 0.31 0.10 0.09 0.09 0.05 0.04 0.04 
0.61 0.71 0.18 0.13 0.13 0.16 0.13 0.17 0.15 0.04 0.05 0.05 
0.69 0.59 0.14 0.16 0.16 0.18 0.10 0.12 0.12 0.04 0.05 0.05 
0.96 -0.16 0.22 0.13 0.20 0.15 0.12 0.17 0.13 0.04 0.07 0.04 
0.58 0.39 0.19 0.14 0.15 0.17 0.14 0.19 0.19 0.04 0.06 0.06 
1.48 0.91 0.15 0.24 0.37 0.24 0.08 0.08 0.07 0.02 0.03 0.02 
1.08 1.63 0.23 0.27 0.41 0.27 0.17 0.17 0.16 0.03 0.04 0.03 
1.55 2.11 0.11 0.37 0.72 0.32 0.18 0.21 0.17 0.01 0.01 0.01 
0.91 -0.79 0.19 0.11 0.15 0.13 0.11 0.16 0.14 0.03 0.06 0.04 
0.48 0.06 0.12 0.13 0.12 0.17 0.27 0.27 0.38 0.08 0.07 0.11 
0.48 -0.55 0.19 0.10 0.09 0.12 0.13 0.16 0.21 0.02 0.04 0.04 
0.51 1.53 0.13 0.22 0.19 0.24 0.17 0.19 0.17 0.05 0.04 0.06 
2.08 0.89 0.12 0.36 0.48 0.31 0.06 0.06 0.05 0.02 0.02 0.02 
2.23 1.46 0.20 0.43 0.53 0.42 0.09 0.09 0.08 0.02 0.02 0.02 
0.65 0.23 0.29 0.08 0.11 0.11 0.29 0.32 0.26 0.09 0.10 0.08 
0.87 -0.54 0.08 0.18 0.20 0.20 0.22 0.23 0.26 0.09 0.10 0.11 
0.53 0.15 0.13 0.14 0.12 0.17 0.21 0.21 0.28 0.06 0.06 0.09 
1.32 -0.28 0.31 0.19 0.26 0.17 0.16 0.16 0.14 0.10 0.08 0.08 
1.14 0.56 0.23 0.19 0.28 0.20 0.12 0.13 0.11 0.04 0.05 0.04 
0.67 1.51 0.23 0.26 0.35 0.28 0.21 0.22 0.19 0.04 0.06 0.04 
 
 
 
Table A.11 RMSE of Item Parameter Recovery for 1500 Examinees and 20 Items 
Generating a b c 
a b c BEMM EMM BILOG BEMM EMM BILOG BEMM EMM BILOG 
0.78 -0.47 0.16 0.08 0.09 0.09 0.10 0.12 0.13 0.04 0.05 0.06 
0.72 1.01 0.19 0.12 0.15 0.13 0.15 0.18 0.13 0.04 0.05 0.04 
1.60 -0.54 0.18 0.18 0.26 0.18 0.09 0.10 0.08 0.04 0.06 0.04 
1.26 1.53 0.31 0.33 0.46 0.29 0.12 0.13 0.12 0.03 0.04 0.02 
2.49 0.67 0.15 0.36 0.35 0.35 0.07 0.07 0.06 0.01 0.01 0.01 
1.63 -0.23 0.27 0.17 0.21 0.17 0.14 0.13 0.13 0.07 0.07 0.06 
0.86 -0.33 0.15 0.10 0.12 0.12 0.10 0.13 0.11 0.04 0.06 0.05 
2.18 -0.68 0.25 0.32 0.32 0.30 0.12 0.10 0.11 0.07 0.06 0.06 
2.02 -0.13 0.19 0.31 0.45 0.31 0.08 0.08 0.07 0.04 0.04 0.03 
1.96 0.19 0.21 0.25 0.32 0.25 0.09 0.08 0.08 0.03 0.03 0.03 
0.57 1.00 0.16 0.13 0.14 0.15 0.13 0.16 0.13 0.04 0.04 0.04 
1.50 1.42 0.20 0.31 0.47 0.31 0.09 0.09 0.08 0.02 0.02 0.02 
1.26 2.22 0.18 0.26 0.63 0.25 0.16 0.75 0.17 0.02 0.08 0.02 
0.81 -0.11 0.21 0.10 0.12 0.11 0.13 0.16 0.12 0.04 0.06 0.05 
0.76 2.23 0.17 0.22 0.28 0.22 0.20 0.28 0.20 0.02 0.03 0.02 
0.97 2.23 0.24 0.22 0.48 0.21 0.21 0.73 0.22 0.02 0.09 0.02 
1.19 -0.12 0.21 0.12 0.14 0.12 0.12 0.13 0.11 0.04 0.05 0.04 
0.99 0.54 0.10 0.12 0.14 0.12 0.07 0.11 0.06 0.03 0.04 0.03 
1.66 -0.38 0.17 0.17 0.23 0.17 0.08 0.09 0.07 0.03 0.05 0.03 
0.57 -1.21 0.13 0.07 0.07 0.08 0.16 0.17 0.22 0.06 0.07 0.09 
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Table A.12 RMSE of Item Parameter Recovery for 2000 Examinees and 20 Items 
Generating a b c 
a b c BEMM EMM BILOG BEMM EMM BILOG BEMM EMM BILOG 
1.05 1.35 0.32 0.23 0.27 0.19 0.09 0.09 0.10 0.04 0.04 0.03 
2.44 0.41 0.18 0.27 0.32 0.26 0.04 0.04 0.04 0.02 0.02 0.02 
2.21 1.51 0.15 0.42 0.51 0.42 0.08 0.07 0.08 0.01 0.01 0.01 
1.16 1.29 0.19 0.18 0.20 0.17 0.08 0.08 0.08 0.02 0.03 0.02 
1.49 -0.96 0.17 0.14 0.16 0.14 0.05 0.06 0.05 0.03 0.04 0.03 
1.15 0.80 0.17 0.15 0.17 0.15 0.06 0.06 0.07 0.02 0.02 0.02 
0.58 -0.68 0.18 0.05 0.06 0.07 0.10 0.12 0.17 0.03 0.03 0.05 
1.92 0.34 0.18 0.20 0.23 0.20 0.04 0.05 0.05 0.02 0.02 0.02 
0.86 0.89 0.22 0.12 0.14 0.12 0.08 0.09 0.08 0.03 0.04 0.03 
1.16 0.39 0.24 0.13 0.15 0.13 0.07 0.07 0.07 0.03 0.03 0.03 
1.09 0.24 0.28 0.13 0.14 0.12 0.10 0.11 0.09 0.04 0.04 0.04 
0.33 0.09 0.17 0.05 0.04 0.10 0.15 0.13 0.42 0.03 0.02 0.09 
0.56 0.31 0.15 0.06 0.06 0.08 0.12 0.12 0.18 0.04 0.03 0.05 
2.25 -0.62 0.28 0.37 0.33 0.34 0.12 0.11 0.11 0.08 0.07 0.07 
1.93 0.85 0.24 0.25 0.31 0.25 0.05 0.05 0.05 0.01 0.01 0.01 
0.55 0.66 0.14 0.07 0.06 0.08 0.13 0.13 0.17 0.03 0.03 0.05 
0.86 -0.28 0.14 0.07 0.07 0.07 0.07 0.08 0.09 0.03 0.04 0.03 
1.07 -1.03 0.11 0.10 0.10 0.10 0.10 0.11 0.11 0.05 0.05 0.06 
0.48 1.10 0.21 0.05 0.07 0.10 0.18 0.21 0.22 0.04 0.06 0.05 
1.10 -1.00 0.13 0.12 0.13 0.13 0.10 0.11 0.11 0.04 0.05 0.05 
 
Table A.13 Comparison of Average SEs for 1000 Examinees and 10 Items 
a b c 
BEMM 
EMM BILOG 
BEMM 
EMM BILOG 
BEMM 
EMM BILOG 
SEM Fisher SEM Fisher SEM Fisher 
0.13  0.07  0.33  0.43  0.06  0.05  0.05  0.10  0.02  0.01  0.02  0.03  
0.07  0.07  0.08  0.16  0.06  0.05  0.06  0.15  0.03  0.01  0.03  0.07  
0.08  0.07  0.10  0.20  0.05  0.05  0.05  0.11  0.02  0.01  0.02  0.05  
0.11  0.07  0.05  0.18  0.10  0.09  0.11  0.22  0.02  0.01  0.02  0.05  
0.08  0.08  0.06  0.12  0.07  0.06  0.07  0.21  0.03  0.01  0.03  0.08  
0.08  0.07  0.17  0.34  0.04  0.04  0.04  0.09  0.02  0.01  0.02  0.04  
0.09  0.08  0.25  0.55  0.04  0.04  0.04  0.12  0.03  0.01  0.04  0.07  
0.09  0.08  0.08  0.15  0.07  0.06  0.07  0.17  0.03  0.01  0.03  0.06  
0.12  0.07  0.25  0.40  0.05  0.05  0.05  0.09  0.02  0.01  0.02  0.03  
0.09  0.07  0.10  0.23  0.06  0.06  0.06  0.11  0.02  0.01  0.02  0.03  
 
Table A.14 Comparison of Average SEs for 1500 Examinees and 10 Items 
a b c 
BEMM 
EMM BILOG 
BEMM 
EMM BILOG 
BEMM 
EMM BILOG 
SEM Fisher SEM Fisher SEM Fisher 
0.13  0.06  0.17  0.30  0.06  0.06  0.06  0.14  0.01  0.01  0.01  0.02  
0.06  0.06  0.07  0.15  0.04  0.04  0.04  0.14  0.02  0.01  0.02  0.07  
0.08  0.06  0.07  0.16  0.05  0.05  0.05  0.14  0.02  0.01  0.02  0.05  
0.09  0.06  0.14  0.30  0.04  0.04  0.04  0.07  0.01  0.01  0.01  0.02  
0.07  0.07  0.04  0.07  0.08  0.07  0.08  0.29  0.03  0.01  0.03  0.09  
0.09  0.06  0.16  0.31  0.04  0.04  0.04  0.07  0.01  0.01  0.01  0.02  
0.08  0.06  0.13  0.25  0.04  0.04  0.04  0.11  0.02  0.01  0.02  0.05  
0.08  0.06  0.19  0.41  0.03  0.03  0.03  0.06  0.01  0.01  0.02  0.03  
0.07  0.06  0.10  0.21  0.04  0.03  0.04  0.11  0.02  0.01  0.02  0.05  
0.07  0.06  0.11  0.24  0.04  0.03  0.04  0.12  0.02  0.01  0.02  0.07  
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Table A.15 Comparison of Average SEs for 2000 Examinees and 10 Items 
a b c 
BEMM 
EMM BILOG 
BEMM 
EMM BILOG 
BEMM 
EMM BILOG 
SEM Fisher SEM Fisher SEM Fisher 
0.12  0.06  0.30  0.43  0.04  0.04  0.04  0.08  0.01  0.01  0.01  0.01  
0.11  0.05  0.23  0.38  0.04  0.04  0.04  0.08  0.01  0.01  0.01  0.01  
0.06  0.05  0.10  0.24  0.03  0.03  0.03  0.08  0.02  0.01  0.02  0.04  
0.09  0.04  0.07  0.19  0.07  0.06  0.07  0.15  0.01  0.01  0.01  0.03  
0.04  0.04  0.02  0.07  0.08  0.08  0.08  0.27  0.04  0.01  0.05  0.09  
0.13  0.05  0.25  0.36  0.05  0.04  0.05  0.10  0.01  0.01  0.01  0.01  
0.06  0.05  0.06  0.15  0.04  0.03  0.04  0.12  0.02  0.01  0.02  0.06  
0.06  0.05  0.07  0.16  0.04  0.03  0.04  0.11  0.02  0.01  0.02  0.05  
0.06  0.05  0.15  0.40  0.03  0.02  0.02  0.06  0.01  0.01  0.01  0.03  
0.05  0.05  0.08  0.20  0.04  0.03  0.04  0.12  0.03  0.01  0.03  0.08  
 
 
 
 
Table A.16 Comparison of Average SEs for 1000 Examinees and 20 Items 
a b c 
BEMM 
EMM BILOG 
BEMM 
EMM BILOG 
BEMM 
EMM BILOG 
SEM Fisher SEM Fisher SEM Fisher 
0.11 0.07 0.25 0.34 0.05 0.04 0.05 0.09 0.02 0.01 0.02 0.04 
0.10 0.08 0.07 0.14 0.08 0.07 0.08 0.18 0.02 0.01 0.02 0.06 
0.09 0.07 0.07 0.14 0.07 0.06 0.07 0.14 0.02 0.01 0.02 0.05 
0.09 0.07 0.10 0.16 0.06 0.05 0.06 0.15 0.03 0.01 0.03 0.07 
0.10 0.08 0.07 0.13 0.08 0.07 0.08 0.20 0.02 0.01 0.02 0.06 
0.10 0.07 0.19 0.30 0.05 0.04 0.04 0.07 0.01 0.01 0.02 0.02 
0.14 0.07 0.21 0.28 0.08 0.07 0.08 0.13 0.02 0.01 0.02 0.03 
0.21 0.08 0.65 0.48 0.08 0.07 0.07 0.15 0.01 0.01 0.01 0.01 
0.08 0.07 0.08 0.14 0.06 0.06 0.06 0.17 0.03 0.01 0.03 0.08 
0.10 0.09 0.06 0.11 0.09 0.08 0.09 0.23 0.02 0.01 0.02 0.07 
0.09 0.09 0.05 0.09 0.09 0.08 0.10 0.29 0.03 0.01 0.03 0.09 
0.10 0.06 0.06 0.16 0.09 0.08 0.10 0.18 0.02 0.01 0.02 0.04 
0.11 0.07 0.27 0.46 0.04 0.03 0.04 0.06 0.01 0.01 0.01 0.02 
0.20 0.08 0.65 0.55 0.05 0.05 0.05 0.09 0.01 0.01 0.01 0.02 
0.10 0.09 0.07 0.12 0.08 0.07 0.09 0.24 0.03 0.01 0.03 0.07 
0.08 0.07 0.08 0.14 0.05 0.05 0.05 0.14 0.03 0.01 0.03 0.06 
0.10 0.08 0.06 0.12 0.08 0.07 0.08 0.20 0.02 0.01 0.02 0.06 
0.08 0.07 0.13 0.22 0.05 0.05 0.05 0.15 0.03 0.01 0.03 0.07 
0.10 0.07 0.13 0.22 0.05 0.05 0.05 0.10 0.02 0.01 0.02 0.04 
0.12 0.07 0.11 0.20 0.09 0.08 0.09 0.17 0.02 0.01 0.02 0.04 
 
 
54 
 
 
Table A.17 Comparison of Average SEs for 1500 Examinees and 20 Items 
a b c 
BEMM 
EMM BILOG 
BEMM 
EMM BILOG 
BEMM 
EMM BILOG 
SEM Fisher SEM Fisher SEM Fisher 
0.07  0.06  0.06  0.10  0.05  0.05  0.05  0.16  0.02  0.01  0.02  0.07  
0.08  0.06  0.06  0.13  0.06  0.06  0.07  0.12  0.02  0.01  0.02  0.04  
0.06  0.06  0.12  0.20  0.03  0.03  0.03  0.09  0.02  0.01  0.02  0.05  
0.14  0.06  0.20  0.29  0.07  0.06  0.07  0.11  0.01  0.01  0.01  0.02  
0.09  0.06  0.22  0.40  0.03  0.03  0.03  0.04  0.01  0.01  0.01  0.02  
0.07  0.06  0.12  0.21  0.04  0.03  0.04  0.09  0.02  0.01  0.02  0.05  
0.07  0.06  0.06  0.11  0.05  0.04  0.05  0.13  0.02  0.01  0.02  0.06  
0.07  0.06  0.16  0.30  0.03  0.03  0.03  0.10  0.03  0.01  0.03  0.06  
0.07  0.06  0.17  0.30  0.03  0.03  0.03  0.06  0.02  0.01  0.02  0.03  
0.08  0.06  0.16  0.27  0.03  0.03  0.03  0.05  0.02  0.01  0.02  0.03  
0.08  0.06  0.05  0.12  0.07  0.06  0.07  0.14  0.02  0.01  0.02  0.04  
0.12  0.06  0.23  0.31  0.05  0.04  0.05  0.08  0.01  0.01  0.01  0.02  
0.25  0.06  0.35  0.35  0.09  0.08  0.12  0.22  0.01  0.01  0.01  0.02  
0.07  0.06  0.06  0.11  0.05  0.05  0.05  0.16  0.02  0.01  0.02  0.06  
0.13  0.05  0.12  0.22  0.08  0.08  0.09  0.21  0.01  0.01  0.01  0.02  
0.19  0.06  0.13  0.30  0.09  0.08  0.13  0.25  0.01  0.01  0.01  0.02  
0.07  0.06  0.08  0.14  0.04  0.04  0.04  0.10  0.02  0.01  0.02  0.05  
0.07  0.06  0.07  0.12  0.04  0.04  0.04  0.07  0.01  0.01  0.01  0.03  
0.07  0.06  0.12  0.21  0.03  0.03  0.03  0.08  0.02  0.01  0.02  0.05  
0.06  0.06  0.04  0.07  0.07  0.07  0.07  0.24  0.03  0.01  0.03  0.09  
 
 
Table A.18 Comparison of Average SEs for 2000 Examinees and 20 Items 
a b c 
BEMM 
EMM BILOG 
BEMM 
EMM BILOG 
BEMM 
EMM BILOG 
SEM Fisher SEM Fisher SEM Fisher 
0.10 0.05 0.11 0.21 0.06 0.05 0.06 0.10 0.01 0.01 0.01 0.02 
0.07 0.05 0.19 0.34 0.02 0.02 0.02 0.04 0.01 0.01 0.01 0.02 
0.14 0.06 0.41 0.47 0.04 0.04 0.04 0.07 0.01 0.01 0.01 0.01 
0.09 0.05 0.10 0.18 0.05 0.04 0.05 0.08 0.01 0.01 0.01 0.02 
0.05 0.05 0.08 0.16 0.03 0.03 0.03 0.10 0.02 0.01 0.03 0.06 
0.07 0.05 0.08 0.15 0.04 0.04 0.04 0.06 0.01 0.01 0.01 0.02 
0.06 0.06 0.04 0.07 0.06 0.06 0.06 0.22 0.02 0.01 0.02 0.08 
0.07 0.05 0.13 0.23 0.03 0.02 0.03 0.04 0.01 0.01 0.01 0.02 
0.07 0.05 0.06 0.13 0.05 0.05 0.05 0.10 0.01 0.01 0.01 0.03 
0.07 0.05 0.08 0.14 0.04 0.03 0.04 0.08 0.02 0.01 0.02 0.03 
0.07 0.05 0.08 0.14 0.04 0.04 0.04 0.10 0.02 0.01 0.02 0.04 
0.10 0.09 0.03 0.07 0.09 0.09 0.10 0.36 0.02 0.01 0.02 0.08 
0.07 0.06 0.04 0.09 0.06 0.05 0.06 0.17 0.02 0.01 0.02 0.05 
0.06 0.05 0.14 0.30 0.03 0.03 0.03 0.09 0.02 0.01 0.02 0.05 
0.09 0.05 0.20 0.30 0.03 0.03 0.03 0.05 0.01 0.01 0.01 0.02 
0.07 0.06 0.04 0.09 0.06 0.06 0.06 0.15 0.01 0.01 0.01 0.05 
0.06 0.05 0.05 0.09 0.04 0.04 0.04 0.12 0.02 0.01 0.02 0.05 
0.05 0.05 0.06 0.10 0.04 0.04 0.04 0.12 0.02 0.01 0.03 0.06 
0.08 0.06 0.03 0.10 0.08 0.07 0.08 0.19 0.02 0.01 0.02 0.05 
0.05 0.05 0.06 0.11 0.04 0.04 0.04 0.12 0.03 0.01 0.03 0.06 
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Figure A.1 Item Parameter Recovery for 1000 Examinees and 10 Items 
 
 
 
Figure A.2 Item Parameter Recovery for 1500 Examinees and 10 Items 
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Figure A.3 Item Parameter Recovery for 2000 Examinees and 10 Items 
 
 
 
Figure A.4 Item Parameter Recovery for 1000 Examinees and 20 Items 
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Figure A.5 Item Parameter Recovery for 1500 Examinees and 20 Items 
 
 
 
Figure A.6 Item Parameter Recovery for 2000 Examinees and 20 Items 
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Figure A.7 Comparison of Average SEs for 1000 Examinees and 10 Items 
 
 
 
 
Figure A.8 Comparison of Average SEs for 1500 Examinees and 10 Items 
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Figure A.9 Comparison of Average SEs for 2000 Examinees and 10 Items 
 
 
 
 
Figure A.10 Comparison of Average SEs for 1000 Examinees and 20 Items 
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Figure A.11 Comparison of Average SEs for 1500 Examinees and 20 Items 
 
 
 
 
Figure A.11 Comparison of Average SEs for 2000 Examinees and 20 Items 
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Appendix B: The Results for Simulation Study II 
 
Table B.1 Bias of Item Parameter Recovery for 1000 Examinees and 25 Items 
Generating 
a b c 
BEMM BILOG BEMM BILOG BEMM BILOG 
a b c B(4,16) B(1,4) B(4,16) B(1,4) B(4,16) B(1,4) B(4,16) B(1,4) B(4,16) B(1,4) B(4,16) B(1,4) 
1.47 0.38 0.10 0.05 -0.02 0.08 0.03 0.00 -0.03 0.02 0.00 0.01 -0.01 0.01 0.00 
0.67 0.36 0.19 0.01 0.00 0.05 0.06 -0.03 -0.05 0.05 0.05 0.00 -0.01 0.02 0.02 
1.47 -0.67 0.06 0.08 0.02 0.10 0.05 0.04 -0.01 0.06 0.02 0.06 0.02 0.08 0.04 
1.10 -0.30 0.13 0.01 -0.02 0.03 0.00 -0.02 -0.07 0.01 -0.03 0.01 -0.02 0.02 0.00 
1.81 0.15 0.18 -0.08 -0.10 -0.05 -0.07 -0.06 -0.07 -0.04 -0.05 -0.02 -0.02 -0.01 -0.02 
0.87 -0.94 0.09 0.03 0.02 0.05 0.04 0.08 0.03 0.12 0.10 0.08 0.05 0.10 0.08 
1.01 0.79 0.13 0.00 -0.05 0.03 -0.01 0.00 -0.03 0.02 0.00 0.00 -0.01 0.01 0.00 
1.77 0.28 0.10 -0.01 -0.07 0.02 -0.03 -0.02 -0.05 -0.01 -0.02 0.00 -0.01 0.01 -0.01 
1.81 1.29 0.05 -0.02 -0.11 0.02 -0.06 0.02 0.02 0.02 0.02 0.00 0.00 0.01 0.00 
0.75 0.39 0.10 0.06 0.01 0.09 0.05 0.05 -0.02 0.09 0.03 0.03 0.00 0.05 0.02 
1.08 -0.65 0.08 0.06 0.03 0.08 0.05 0.07 0.02 0.10 0.06 0.06 0.03 0.08 0.05 
0.52 -0.12 0.22 0.03 0.03 0.07 0.11 -0.05 -0.07 0.08 0.19 -0.02 -0.02 0.02 0.06 
0.94 0.84 0.12 0.04 -0.01 0.07 0.03 0.00 -0.04 0.02 -0.01 0.01 -0.01 0.02 0.01 
1.59 0.10 0.06 0.06 -0.03 0.09 0.02 0.02 -0.02 0.03 0.01 0.02 0.00 0.03 0.01 
1.96 0.84 0.12 -0.09 -0.14 -0.06 -0.09 -0.02 -0.02 -0.01 -0.01 0.00 0.00 0.00 0.00 
1.44 -1.68 0.15 0.06 0.03 0.07 0.04 -0.04 -0.07 -0.03 -0.06 0.02 -0.02 0.03 0.00 
0.82 0.97 0.16 0.02 -0.01 0.06 0.03 -0.02 -0.05 0.01 -0.01 0.00 -0.01 0.01 0.00 
1.44 0.67 0.17 -0.13 -0.17 -0.10 -0.13 -0.04 -0.05 -0.02 -0.03 -0.02 -0.03 -0.01 -0.02 
0.70 0.19 0.21 0.02 0.03 0.06 0.09 -0.02 -0.03 0.06 0.09 0.00 0.00 0.03 0.04 
1.16 1.25 0.15 0.05 0.02 0.08 0.06 0.00 -0.01 0.00 0.00 0.01 0.00 0.01 0.01 
0.50 -1.22 0.13 0.04 0.03 0.05 0.09 0.18 0.14 0.26 0.45 0.06 0.04 0.09 0.14 
1.83 -0.01 0.19 -0.06 -0.08 -0.04 -0.05 -0.05 -0.06 -0.03 -0.04 -0.01 -0.02 -0.01 -0.01 
0.57 0.37 0.13 0.07 0.05 0.10 0.10 0.09 0.03 0.16 0.13 0.04 0.02 0.06 0.06 
1.33 0.85 0.14 -0.03 -0.07 0.00 -0.03 -0.01 -0.02 0.01 0.00 0.00 -0.01 0.00 0.00 
1.38 0.22 0.12 0.02 -0.03 0.05 0.01 -0.01 -0.04 0.01 -0.01 0.00 -0.01 0.01 0.00 
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Table B.2 Bias of Item Parameter Recovery for 1000 Examinees and 35 Items 
Generating 
a b c 
BEMM BILOG BEMM BILOG BEMM BILOG 
a b c B(4,16) B(1,4) B(4,16) B(1,4) B(4,16) B(1,4) B(4,16) B(1,4) B(4,16) B(1,4) B(4,16) B(1,4) 
1.91 0.03 0.18 -0.03 -0.04 0.01 0.00 -0.01 -0.02 0.01 0.00 0.00 -0.01 0.00 0.00 
0.70 -1.06 0.11 0.05 0.04 0.07 0.07 0.13 0.08 0.19 0.19 0.07 0.04 0.09 0.09 
1.09 0.63 0.05 0.10 0.01 0.14 0.08 0.01 -0.03 0.03 0.00 0.02 0.00 0.03 0.01 
0.70 -0.15 0.15 0.03 0.01 0.06 0.06 0.05 -0.01 0.11 0.09 0.02 0.00 0.04 0.04 
1.33 0.35 0.14 -0.02 -0.06 0.02 -0.01 0.01 -0.02 0.03 0.01 0.01 -0.01 0.01 0.00 
0.70 0.30 0.21 0.03 0.02 0.07 0.08 -0.01 -0.04 0.05 0.06 0.00 -0.01 0.02 0.02 
0.93 0.37 0.16 0.03 0.00 0.06 0.04 0.00 -0.03 0.03 0.01 0.00 -0.01 0.02 0.01 
0.75 0.71 0.04 0.10 0.03 0.14 0.08 0.08 0.02 0.11 0.06 0.04 0.01 0.05 0.03 
1.86 -0.87 0.18 -0.11 -0.13 -0.08 -0.10 -0.07 -0.09 -0.04 -0.06 -0.02 -0.05 -0.01 -0.03 
0.94 -1.36 0.12 0.01 0.00 0.02 0.01 0.02 -0.02 0.06 0.02 0.04 0.01 0.06 0.03 
0.54 0.39 0.06 0.12 0.08 0.15 0.12 0.21 0.13 0.26 0.20 0.08 0.05 0.10 0.08 
0.56 0.76 0.21 0.02 0.02 0.07 0.09 -0.04 -0.07 0.05 0.07 0.00 -0.01 0.03 0.03 
1.36 -0.72 0.21 -0.06 -0.07 -0.04 -0.04 -0.07 -0.09 -0.04 -0.05 -0.04 -0.06 -0.02 -0.03 
0.74 -0.75 0.10 0.03 0.02 0.05 0.04 0.10 0.04 0.16 0.12 0.06 0.03 0.08 0.06 
1.24 0.82 0.11 0.07 0.02 0.11 0.07 0.02 0.01 0.03 0.02 0.01 0.00 0.01 0.01 
1.47 -0.10 0.10 0.03 -0.03 0.06 0.02 0.02 -0.02 0.04 0.01 0.02 -0.01 0.02 0.01 
1.13 -0.94 0.21 -0.04 -0.05 -0.02 -0.02 -0.10 -0.13 -0.06 -0.07 -0.04 -0.07 -0.02 -0.03 
1.06 1.65 0.16 0.10 0.07 0.13 0.11 -0.07 -0.06 -0.07 -0.06 0.00 0.00 0.00 0.00 
1.06 0.05 0.13 0.05 0.02 0.09 0.06 0.03 -0.01 0.06 0.03 0.01 -0.01 0.03 0.01 
1.24 1.02 0.05 0.11 0.02 0.15 0.08 -0.01 -0.02 0.00 -0.01 0.01 0.00 0.01 0.00 
1.02 1.43 0.17 0.04 0.02 0.08 0.06 -0.02 -0.02 -0.02 -0.02 0.00 0.00 0.00 0.00 
1.01 0.65 0.07 0.06 -0.01 0.09 0.04 0.02 -0.02 0.04 0.01 0.02 0.00 0.03 0.01 
1.23 0.22 0.10 0.06 0.01 0.10 0.06 0.02 -0.01 0.05 0.02 0.02 0.00 0.03 0.01 
1.49 -0.32 0.10 0.00 -0.04 0.03 0.00 0.01 -0.03 0.04 0.01 0.02 0.00 0.03 0.01 
1.72 1.28 0.13 -0.09 -0.14 -0.04 -0.08 0.00 0.01 0.00 0.00 -0.01 -0.01 0.00 -0.01 
1.62 0.64 0.06 0.05 -0.04 0.09 0.02 0.00 -0.02 0.01 0.00 0.01 0.00 0.01 0.00 
0.83 -0.36 0.09 0.06 0.03 0.08 0.06 0.09 0.02 0.13 0.08 0.05 0.02 0.07 0.04 
1.45 -0.43 0.20 -0.01 -0.01 0.02 0.03 -0.01 -0.02 0.02 0.02 0.00 -0.01 0.01 0.01 
1.79 -1.30 0.12 -0.01 -0.03 0.00 -0.01 -0.04 -0.05 -0.01 -0.03 0.03 -0.01 0.05 0.02 
1.90 0.95 0.07 0.01 -0.07 0.07 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.01 0.00 
1.99 0.12 0.15 0.03 -0.01 0.07 0.04 0.00 -0.01 0.02 0.01 0.01 0.00 0.01 0.01 
1.55 -1.33 0.10 0.02 0.01 0.04 0.02 -0.02 -0.05 0.00 -0.03 0.04 0.00 0.06 0.02 
0.75 -0.53 0.21 0.01 0.01 0.04 0.08 -0.03 -0.04 0.05 0.11 -0.01 -0.02 0.02 0.04 
1.68 0.34 0.05 0.13 0.04 0.18 0.11 0.02 0.00 0.04 0.02 0.02 0.00 0.02 0.01 
1.41 -0.22 0.17 -0.04 -0.06 -0.01 -0.03 -0.02 -0.04 0.01 -0.01 -0.01 -0.03 0.00 -0.01 
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Table B.3 RMSE of Item Parameter Recovery for 1000 Examinees and 25 Items 
Generating 
a b c 
BEMM BILOG BEMM BILOG BEMM BILOG 
a b c B(4,16) B(1,4) B(4,16) B(1,4) B(4,16) B(1,4) B(4,16) B(1,4) B(4,16) B(1,4) B(4,16) B(1,4) 
1.47  0.38  0.10  0.17  0.18  0.18  0.17  0.06  0.07  0.06  0.06  0.02  0.03  0.02  0.03  
0.67  0.36  0.19  0.08  0.10  0.10  0.13  0.14  0.19  0.16  0.21  0.04  0.06  0.05  0.07  
1.47  -0.67  0.06  0.15  0.12  0.16  0.13  0.07  0.06  0.08  0.07  0.07  0.04  0.08  0.06  
1.10  -0.30  0.13  0.13  0.14  0.14  0.14  0.08  0.12  0.08  0.11  0.04  0.06  0.04  0.06  
1.81  0.15  0.18  0.21  0.23  0.20  0.22  0.08  0.09  0.07  0.08  0.03  0.04  0.03  0.04  
0.87  -0.94  0.09  0.08  0.08  0.09  0.09  0.12  0.11  0.15  0.18  0.08  0.06  0.10  0.11  
1.01  0.79  0.13  0.12  0.14  0.13  0.13  0.08  0.10  0.09  0.09  0.02  0.03  0.02  0.03  
1.77  0.28  0.10  0.18  0.20  0.19  0.19  0.05  0.06  0.04  0.05  0.02  0.03  0.02  0.02  
1.81  1.29  0.05  0.25  0.28  0.26  0.26  0.06  0.07  0.06  0.06  0.01  0.01  0.01  0.01  
0.75  0.39  0.10  0.13  0.13  0.14  0.14  0.11  0.12  0.13  0.12  0.05  0.05  0.06  0.05  
1.08  -0.65  0.08  0.12  0.11  0.13  0.12  0.10  0.09  0.13  0.12  0.07  0.05  0.08  0.07  
0.52  -0.12  0.22  0.08  0.09  0.12  0.17  0.16  0.22  0.20  0.33  0.04  0.06  0.06  0.10  
0.94  0.84  0.12  0.14  0.15  0.15  0.15  0.08  0.10  0.08  0.09  0.03  0.04  0.03  0.03  
1.59  0.10  0.06  0.18  0.17  0.19  0.17  0.05  0.06  0.05  0.05  0.03  0.02  0.03  0.02  
1.96  0.84  0.12  0.24  0.26  0.23  0.24  0.05  0.05  0.04  0.05  0.02  0.02  0.02  0.02  
1.44  -1.68  0.15  0.21  0.20  0.22  0.21  0.11  0.12  0.10  0.12  0.02  0.02  0.04  0.03  
0.82  0.97  0.16  0.14  0.15  0.15  0.15  0.11  0.14  0.11  0.12  0.03  0.04  0.03  0.04  
1.44  0.67  0.17  0.22  0.25  0.20  0.23  0.09  0.11  0.08  0.09  0.03  0.04  0.03  0.04  
0.70  0.19  0.21  0.10  0.12  0.12  0.15  0.14  0.18  0.16  0.21  0.05  0.07  0.06  0.08  
1.16  1.25  0.15  0.19  0.20  0.20  0.20  0.09  0.09  0.08  0.09  0.02  0.03  0.02  0.02  
0.50  -1.22  0.13  0.06  0.06  0.07  0.12  0.22  0.20  0.30  0.58  0.06  0.05  0.09  0.18  
1.83  -0.01  0.19  0.25  0.27  0.24  0.26  0.08  0.09  0.06  0.08  0.03  0.04  0.03  0.04  
0.57  0.37  0.13  0.10  0.10  0.13  0.14  0.15  0.16  0.20  0.22  0.05  0.05  0.07  0.08  
1.33  0.85  0.14  0.18  0.19  0.17  0.18  0.08  0.08  0.07  0.08  0.02  0.03  0.02  0.02  
1.38  0.22  0.12  0.17  0.19  0.18  0.19  0.06  0.08  0.05  0.07  0.03  0.04  0.03  0.04  
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Table B.4 RMSE of Item Parameter Recovery for 1000 Examinees and 35 Items 
Generating 
a b c 
BEMM BILOG BEMM BILOG BEMM BILOG 
a b c B(4,16) B(1,4) B(4,16) B(1,4) B(4,16) B(1,4) B(4,16) B(1,4) B(4,16) B(1,4) B(4,16) B(1,4) 
1.91 0.03 0.18 0.24 0.26 0.25 0.25 0.06 0.07 0.06 0.06 0.03 0.04 0.03 0.04 
0.70 -1.06 0.11 0.09 0.09 0.10 0.11 0.17 0.15 0.22 0.25 0.07 0.06 0.10 0.11 
1.09 0.63 0.05 0.16 0.13 0.19 0.15 0.06 0.07 0.07 0.06 0.03 0.02 0.03 0.02 
0.70 -0.15 0.15 0.09 0.09 0.11 0.12 0.12 0.14 0.16 0.18 0.04 0.05 0.06 0.07 
1.33 0.35 0.14 0.14 0.15 0.14 0.14 0.06 0.07 0.07 0.07 0.02 0.03 0.03 0.03 
0.70 0.30 0.21 0.11 0.12 0.13 0.15 0.14 0.19 0.14 0.18 0.04 0.06 0.04 0.06 
0.93 0.37 0.16 0.11 0.11 0.12 0.12 0.09 0.11 0.09 0.10 0.03 0.04 0.03 0.04 
0.75 0.71 0.04 0.15 0.11 0.17 0.14 0.12 0.10 0.14 0.11 0.05 0.03 0.06 0.04 
1.86 -0.87 0.18 0.21 0.23 0.21 0.22 0.09 0.12 0.08 0.10 0.04 0.07 0.03 0.06 
0.94 -1.36 0.12 0.09 0.09 0.09 0.09 0.10 0.10 0.11 0.11 0.04 0.03 0.06 0.06 
0.54 0.39 0.06 0.15 0.13 0.18 0.16 0.24 0.21 0.29 0.26 0.09 0.08 0.11 0.10 
0.56 0.76 0.21 0.09 0.10 0.12 0.14 0.17 0.22 0.17 0.22 0.04 0.06 0.05 0.07 
1.36 -0.72 0.21 0.12 0.13 0.11 0.12 0.10 0.13 0.08 0.11 0.05 0.08 0.04 0.07 
0.74 -0.75 0.10 0.07 0.07 0.08 0.09 0.14 0.14 0.19 0.20 0.07 0.06 0.09 0.09 
1.24 0.82 0.11 0.16 0.14 0.18 0.16 0.07 0.07 0.07 0.07 0.02 0.03 0.03 0.02 
1.47 -0.10 0.10 0.14 0.15 0.16 0.15 0.05 0.06 0.06 0.06 0.03 0.03 0.03 0.03 
1.13 -0.94 0.21 0.13 0.13 0.12 0.13 0.13 0.17 0.11 0.15 0.05 0.08 0.04 0.07 
1.06 1.65 0.16 0.27 0.26 0.29 0.28 0.12 0.12 0.12 0.12 0.02 0.02 0.02 0.02 
1.06 0.05 0.13 0.13 0.13 0.15 0.15 0.09 0.11 0.10 0.10 0.04 0.05 0.04 0.05 
1.24 1.02 0.05 0.18 0.15 0.21 0.17 0.05 0.06 0.05 0.06 0.02 0.02 0.02 0.02 
1.02 1.43 0.17 0.20 0.20 0.21 0.21 0.12 0.12 0.12 0.12 0.02 0.03 0.02 0.03 
1.01 0.65 0.07 0.13 0.13 0.16 0.14 0.07 0.08 0.08 0.07 0.03 0.03 0.04 0.03 
1.23 0.22 0.10 0.16 0.16 0.18 0.17 0.07 0.09 0.08 0.08 0.04 0.04 0.04 0.04 
1.49 -0.32 0.10 0.14 0.16 0.15 0.15 0.06 0.07 0.07 0.06 0.04 0.04 0.05 0.04 
1.72 1.28 0.13 0.21 0.23 0.19 0.21 0.06 0.06 0.06 0.06 0.01 0.02 0.01 0.01 
1.62 0.64 0.06 0.18 0.19 0.21 0.19 0.05 0.05 0.05 0.05 0.02 0.02 0.02 0.02 
0.83 -0.36 0.09 0.11 0.11 0.13 0.12 0.13 0.12 0.16 0.14 0.06 0.05 0.08 0.06 
1.45 -0.43 0.20 0.17 0.18 0.17 0.18 0.06 0.08 0.06 0.08 0.04 0.06 0.05 0.06 
1.79 -1.30 0.12 0.20 0.20 0.21 0.21 0.08 0.10 0.08 0.11 0.04 0.05 0.06 0.07 
1.90 0.95 0.07 0.22 0.23 0.24 0.23 0.04 0.04 0.04 0.04 0.01 0.01 0.01 0.01 
1.99 0.12 0.15 0.25 0.25 0.26 0.26 0.06 0.06 0.06 0.06 0.03 0.03 0.03 0.03 
1.55 -1.33 0.10 0.17 0.17 0.18 0.17 0.08 0.09 0.08 0.10 0.05 0.04 0.07 0.05 
0.75 -0.53 0.21 0.09 0.10 0.11 0.14 0.14 0.19 0.16 0.25 0.05 0.08 0.06 0.10 
1.68 0.34 0.05 0.25 0.22 0.28 0.24 0.05 0.04 0.05 0.04 0.02 0.02 0.03 0.02 
1.41 -0.22 0.17 0.14 0.16 0.14 0.15 0.07 0.10 0.07 0.08 0.04 0.06 0.04 0.05 
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Table B.5 Comparison of Average SEs for 1000 Examinees and 25 Items 
a b c 
BEMM BILOG BEMM BILOG BEMM BILOG 
B(4,16) B(1,4) B(4,16) B(1,4) B(4,16) B(1,4) B(4,16) B(1,4) B(4,16) B(1,4) B(4,16) B(1,4) 
0.08 0.08 0.2 0.19 0.04 0.04 0.06 0.06 0.02 0.01 0.03 0.03 
0.1 0.1 0.12 0.14 0.08 0.08 0.18 0.21 0.02 0.02 0.06 0.07 
0.07 0.07 0.19 0.19 0.04 0.04 0.09 0.1 0.02 0.02 0.05 0.06 
0.08 0.07 0.13 0.14 0.05 0.05 0.11 0.13 0.02 0.02 0.05 0.06 
0.09 0.09 0.24 0.24 0.04 0.04 0.07 0.07 0.02 0.02 0.03 0.04 
0.07 0.07 0.11 0.12 0.06 0.06 0.16 0.21 0.03 0.03 0.07 0.1 
0.09 0.09 0.16 0.16 0.06 0.06 0.09 0.09 0.02 0.02 0.03 0.04 
0.08 0.08 0.23 0.22 0.04 0.04 0.05 0.05 0.02 0.01 0.02 0.03 
0.09 0.09 0.32 0.3 0.05 0.05 0.07 0.07 0.01 0.01 0.01 0.01 
0.09 0.09 0.12 0.12 0.06 0.06 0.12 0.14 0.02 0.02 0.04 0.05 
0.07 0.07 0.13 0.14 0.05 0.05 0.12 0.14 0.03 0.03 0.06 0.08 
0.1 0.1 0.1 0.13 0.09 0.09 0.26 0.33 0.03 0.03 0.08 0.1 
0.09 0.09 0.16 0.16 0.06 0.06 0.09 0.1 0.02 0.02 0.03 0.04 
0.07 0.07 0.19 0.19 0.04 0.04 0.06 0.06 0.02 0.01 0.03 0.03 
0.1 0.1 0.31 0.31 0.04 0.04 0.05 0.05 0.01 0.01 0.02 0.02 
0.08 0.08 0.24 0.24 0.07 0.07 0.15 0.18 0.05 0.05 0.08 0.13 
0.1 0.09 0.15 0.16 0.07 0.07 0.12 0.13 0.02 0.02 0.04 0.04 
0.09 0.09 0.2 0.2 0.05 0.05 0.07 0.07 0.02 0.02 0.03 0.03 
0.1 0.1 0.12 0.14 0.07 0.07 0.18 0.21 0.02 0.03 0.06 0.07 
0.11 0.11 0.23 0.23 0.06 0.06 0.09 0.09 0.01 0.01 0.02 0.02 
0.08 0.08 0.07 0.1 0.1 0.1 0.29 0.43 0.04 0.04 0.09 0.14 
0.09 0.09 0.25 0.25 0.04 0.04 0.07 0.07 0.02 0.02 0.04 0.04 
0.1 0.1 0.11 0.12 0.08 0.08 0.18 0.21 0.02 0.02 0.06 0.07 
0.09 0.09 0.21 0.2 0.05 0.05 0.07 0.07 0.02 0.02 0.03 0.03 
0.08 0.08 0.18 0.18 0.04 0.04 0.07 0.07 0.02 0.02 0.03 0.04 
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Table B.6 Comparison of Average SEs for 1000 Examinees and 35 Items 
a b c 
BEMM BILOG BEMM BILOG BEMM BILOG 
B(4,16) B(1,4) B(4,16) B(1,4) B(4,16) B(1,4) B(4,16) B(1,4) B(4,16) B(1,4) B(4,16) B(1,4) 
0.09 0.09 0.25 0.25 0.04 0.04 0.06 0.06 0.02 0.02 0.03 0.03 
0.07 0.07 0.09 0.1 0.07 0.07 0.2 0.26 0.03 0.03 0.08 0.11 
0.08 0.07 0.14 0.13 0.05 0.05 0.06 0.06 0.01 0.01 0.02 0.02 
0.09 0.09 0.1 0.11 0.07 0.07 0.17 0.21 0.03 0.03 0.06 0.08 
0.09 0.08 0.17 0.17 0.05 0.05 0.07 0.07 0.02 0.02 0.03 0.03 
0.1 0.1 0.12 0.13 0.08 0.08 0.17 0.19 0.02 0.02 0.06 0.07 
0.09 0.09 0.14 0.14 0.06 0.06 0.1 0.11 0.02 0.02 0.04 0.05 
0.08 0.08 0.12 0.11 0.06 0.06 0.09 0.1 0.01 0.01 0.03 0.03 
0.08 0.08 0.24 0.25 0.04 0.04 0.09 0.1 0.03 0.03 0.06 0.07 
0.07 0.06 0.11 0.11 0.07 0.07 0.16 0.22 0.04 0.04 0.08 0.12 
0.09 0.09 0.11 0.11 0.08 0.08 0.15 0.17 0.02 0.02 0.05 0.06 
0.11 0.11 0.12 0.14 0.09 0.09 0.2 0.22 0.02 0.02 0.06 0.06 
0.07 0.07 0.16 0.17 0.05 0.05 0.11 0.13 0.03 0.03 0.06 0.08 
0.08 0.08 0.09 0.1 0.07 0.07 0.17 0.22 0.03 0.03 0.07 0.09 
0.09 0.09 0.19 0.18 0.05 0.05 0.06 0.07 0.01 0.01 0.02 0.02 
0.07 0.07 0.17 0.17 0.04 0.04 0.06 0.07 0.02 0.02 0.03 0.04 
0.07 0.07 0.13 0.15 0.06 0.06 0.14 0.18 0.04 0.04 0.07 0.1 
0.14 0.14 0.26 0.25 0.07 0.07 0.12 0.12 0.01 0.01 0.02 0.02 
0.08 0.08 0.14 0.14 0.05 0.05 0.09 0.1 0.02 0.02 0.04 0.05 
0.08 0.08 0.18 0.17 0.05 0.05 0.06 0.06 0.01 0.01 0.02 0.02 
0.12 0.12 0.22 0.21 0.07 0.07 0.11 0.11 0.02 0.02 0.02 0.03 
0.08 0.08 0.14 0.13 0.05 0.05 0.07 0.08 0.01 0.01 0.03 0.03 
0.08 0.08 0.16 0.15 0.04 0.05 0.07 0.07 0.02 0.02 0.03 0.03 
0.07 0.07 0.17 0.17 0.04 0.04 0.07 0.08 0.02 0.02 0.04 0.04 
0.12 0.12 0.31 0.3 0.05 0.05 0.07 0.07 0.01 0.01 0.02 0.02 
0.08 0.08 0.2 0.19 0.04 0.04 0.05 0.05 0.01 0.01 0.02 0.02 
0.08 0.08 0.11 0.11 0.06 0.06 0.13 0.15 0.02 0.02 0.05 0.07 
0.08 0.08 0.19 0.2 0.05 0.05 0.09 0.1 0.03 0.03 0.05 0.06 
0.08 0.08 0.26 0.27 0.05 0.05 0.11 0.13 0.04 0.04 0.07 0.1 
0.09 0.09 0.28 0.27 0.04 0.04 0.05 0.05 0.01 0.01 0.01 0.01 
0.09 0.09 0.27 0.27 0.03 0.03 0.05 0.05 0.02 0.02 0.03 0.03 
0.08 0.07 0.2 0.21 0.05 0.05 0.11 0.14 0.04 0.04 0.07 0.1 
0.08 0.08 0.11 0.13 0.07 0.07 0.2 0.24 0.03 0.03 0.07 0.09 
0.07 0.07 0.2 0.19 0.03 0.03 0.04 0.04 0.01 0.01 0.02 0.02 
0.08 0.08 0.16 0.17 0.04 0.04 0.08 0.09 0.02 0.02 0.04 0.05 
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Figure B.1 Item Parameter Recovery for 1000 Examinees and 25 Items 
 
 
 
Figure B.2 Item Parameter Recovery for 1000 Examinees and 35 Items 
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Figure B.3 Comparison of Average SEs for 1000 Examinees and 25 Items 
 
 
 
Figure B.4 Comparison of Average SEs for 1000 Examinees and 35 Items 
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Appendix C: The Results for Real Data Examples 
Table C.1 Item Parameter Estimation for BILOG-MG Data 
Item Type 
a b c 
BEMM EMM BILOG 
flex 
MIRT 
BEMM EMM BILOG 
flex 
MIRT 
BEMM EMM BILOG 
flex 
MIRT 
1 
value 0.65  0.62  0.65  0.63  -1.62  -1.68  -1.60  -1.63  0.17  0.17  0.19  0.18  
SE (0.10) (0.07) (0.08) (0.09) (0.15) (0.16) (0.24) (0.26) (0.04) (0.05) (0.08) (0.08) 
2 
value 0.65  0.48  0.60  0.52  -3.49  -4.45  -3.71  -4.14  0.18  0.20  0.20  0.20  
SE (0.17) (0.12) (0.11) (0.15) (0.47) (0.96) (0.61) (1.00) (0.07) (0.11) (0.09) (0.09) 
3 
value 0.69  0.65  0.69  0.68  -0.65  -0.72  -0.62  -0.63  0.14  0.12  0.16  0.16  
SE (0.09) (0.06) (0.08) (0.09) (0.09) (0.09) (0.19) (0.22) (0.03) (0.03) (0.07) (0.08) 
4 
value 1.36  1.43  1.39  1.47  0.41  0.43  0.43  0.45  0.21  0.22  0.22  0.23  
SE (0.10) (0.15) (0.27) (0.29) (0.05) (0.05) (0.10) (0.10) (0.02) (0.02) (0.04) (0.04) 
5 
value 0.99  0.93  1.00  1.00  -0.17  -0.24  -0.15  -0.14  0.10  0.06  0.12  0.12  
SE (0.08) (0.07) (0.12) (0.13) (0.05) (0.06) (0.12) (0.13) (0.02) (0.02) (0.05) (0.05) 
6 
value 1.35  1.43  1.38  1.43  0.17  0.19  0.18  0.20  0.16  0.18  0.17  0.18  
SE (0.08) (0.13) (0.23) (0.23) (0.04) (0.04) (0.10) (0.10) (0.02) (0.02) (0.04) (0.04) 
7 
value 1.68  1.57  1.69  1.74  0.07  0.01  0.08  0.08  0.04  0.00  0.05  0.05  
SE (0.07) (0.10) (0.18) (0.21) (0.03) (0.03) (0.06) (0.07) (0.01) (0.00) (0.02) (0.02) 
8 
value 0.92  1.02  1.01  1.03  0.22  0.32  0.31  0.33  0.23  0.27  0.26  0.27  
SE (0.10) (0.11) (0.20) (0.24) (0.06) (0.06) (0.15) (0.18) (0.02) (0.02) (0.06) (0.07) 
9 
value 1.39  1.32  1.42  1.45  -0.23  -0.29  -0.21  -0.19  0.12  0.08  0.13  0.14  
SE (0.08) (0.10) (0.20) (0.21) (0.04) (0.04) (0.10) (0.12) (0.02) (0.02) (0.05) (0.05) 
10 
value 1.10  1.03  1.12  1.14  0.54  0.49  0.56  0.56  0.08  0.06  0.09  0.09  
SE (0.08) (0.08) (0.15) (0.16) (0.05) (0.05) (0.08) (0.09) (0.01) (0.01) (0.03) (0.03) 
11 
value 1.69  1.62  1.71  1.75  0.16  0.13  0.18  0.18  0.03  0.00  0.04  0.04  
SE (0.07) (0.10) (0.19) (0.20) (0.03) (0.03) (0.06) (0.07) (0.01) (0.00) (0.02) (0.02) 
12 
value 1.24  1.25  1.27  1.32  0.68  0.68  0.69  0.70  0.13  0.13  0.14  0.14  
SE (0.09) (0.12) (0.23) (0.24) (0.05) (0.05) (0.09) (0.09) (0.02) (0.02) (0.03) (0.03) 
13 
value 1.39  1.32  1.41  1.46  1.28  1.27  1.29  1.28  0.04  0.03  0.04  0.04  
SE (0.10) (0.12) (0.24) (0.24) (0.06) (0.06) (0.09) (0.10) (0.01) (0.01) (0.01) (0.01) 
14 
value 0.77  0.66  0.77  0.72  2.08  2.19  2.11  2.16  0.14  0.13  0.14  0.14  
SE (0.22) (0.11) (0.21) (0.23) (0.25) (0.25) (0.25) (0.31) (0.01) (0.01) (0.03) (0.03) 
15 
value 1.43  1.98  1.38  2.03  2.37  2.24  2.43  2.23  0.13  0.13  0.13  0.14  
SE (0.30) (0.32) (0.60) (0.33) (0.29) (0.21) (0.31) (0.20) (0.01) (0.01) (0.01) (0.01) 
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Table C.2 Item Parameter Estimation for flexMIRT Data 
Item Type 
a b c 
BEMM BILOG flexMIRT BEMM BILOG flexMIRT BEMM BILOG flexMIRT 
B(4,16) B(1,4) B(4,16) B(1,4) B(4,16) B(1,4) B(4,16) B(1,4) B(4,16) B(1,4) B(4,16) B(1,4) B(4,16) B(1,4) B(4,16) B(1,4) B(4,16) B(1,4) 
1 
value 1.00  1.00  1.05  1.07  1.06  1.08  0.25  0.25  0.29  0.30  0.29  0.31  0.23  0.23  0.24  0.25  0.25  0.25  
SE (0.06) (0.06) (0.16) (0.17) (0.17) (0.20) (0.03) (0.03) (0.10) (0.10) (0.10) (0.11) (0.01) (0.01) (0.04) (0.04) (0.04) (0.05) 
2 
value 0.77  0.77  0.76  0.75  0.76  0.75  -2.07  -2.09  -2.09  -2.16  -2.10  -2.17  0.17  0.16  0.17  0.12  0.17  0.12  
SE (0.07) (0.07) (0.07) (0.07) (0.07) (0.08) (0.11) (0.11) (0.19) (0.22) (0.20) (0.27) (0.03) (0.04) (0.08) (0.11) (0.08) (0.15) 
3 
value 0.85  0.85  0.88  0.89  0.87  0.88  0.62  0.62  0.65  0.66  0.64  0.65  0.22  0.22  0.23  0.24  0.23  0.23  
SE (0.07) (0.06) (0.14) (0.15) (0.15) (0.17) (0.04) (0.04) (0.10) (0.10) (0.10) (0.11) (0.01) (0.01) (0.04) (0.04) (0.04) (0.04) 
4 
value 0.74  0.74  0.77  0.78  0.76  0.77  -0.44  -0.45  -0.37  -0.33  -0.39  -0.35  0.20  0.19  0.22  0.24  0.22  0.23  
SE (0.06) (0.06) (0.09) (0.11) (0.10) (0.11) (0.05) (0.05) (0.17) (0.20) (0.18) (0.21) (0.02) (0.02) (0.07) (0.08) (0.07) (0.08) 
5 
value 0.76  0.76  0.79  0.80  0.77  0.79  0.25  0.26  0.30  0.32  0.29  0.31  0.23  0.23  0.25  0.26  0.25  0.25  
SE (0.06) (0.06) (0.11) (0.12) (0.12) (0.12) (0.04) (0.04) (0.13) (0.14) (0.14) (0.14) (0.02) (0.02) (0.05) (0.05) (0.05) (0.05) 
6 
value 0.84  0.84  0.84  0.82  0.84  0.82  -1.30  -1.31  -1.30  -1.37  -1.30  -1.37  0.16  0.15  0.17  0.13  0.17  0.13  
SE (0.05) (0.05) (0.08) (0.08) (0.08) (0.08) (0.06) (0.06) (0.15) (0.20) (0.16) (0.21) (0.03) (0.03) (0.07) (0.10) (0.07) (0.11) 
7 
value 1.16  1.16  1.16  1.14  1.17  1.15  -2.12  -2.13  -2.14  -2.19  -2.12  -2.18  0.16  0.15  0.15  0.10  0.16  0.10  
SE (0.07) (0.07) (0.10) (0.10) (0.12) (0.12) (0.09) (0.09) (0.14) (0.15) (0.15) (0.18) (0.04) (0.04) (0.07) (0.09) (0.08) (0.13) 
8 
value 0.63  0.63  0.63  0.63  0.62  0.62  -1.15  -1.17  -1.13  -1.14  -1.15  -1.19  0.18  0.17  0.19  0.19  0.19  0.17  
SE (0.06) (0.06) (0.06) (0.08) (0.06) (0.08) (0.07) (0.07) (0.21) (0.32) (0.22) (0.38) (0.02) (0.02) (0.08) (0.13) (0.08) (0.15) 
9 
value 1.17  1.16  1.16  1.13  1.17  1.14  -1.63  -1.65  -1.65  -1.72  -1.64  -1.71  0.14  0.12  0.13  0.07  0.13  0.07  
SE (0.06) (0.06) (0.10) (0.09) (0.11) (0.11) (0.06) (0.06) (0.11) (0.11) (0.12) (0.13) (0.03) (0.03) (0.06) (0.06) (0.07) (0.09) 
10 
value 0.82  0.82  0.81  0.80  0.81  0.79  -1.58  -1.60  -1.60  -1.69  -1.60  -1.69  0.16  0.14  0.15  0.10  0.15  0.10  
SE (0.06) (0.06) (0.07) (0.07) (0.07) (0.08) (0.07) (0.07) (0.15) (0.18) (0.16) (0.23) (0.03) (0.03) (0.07) (0.09) (0.08) (0.13) 
11 
value 1.01  1.01  1.03  1.03  1.04  1.04  0.77  0.77  0.79  0.79  0.79  0.79  0.21  0.21  0.22  0.22  0.22  0.22  
SE (0.07) (0.07) (0.17) (0.17) (0.19) (0.20) (0.04) (0.04) (0.08) (0.08) (0.08) (0.08) (0.01) (0.01) (0.03) (0.03) (0.03) (0.03) 
12 
value 0.89  0.88  0.91  0.92  0.91  0.91  0.31  0.30  0.34  0.34  0.33  0.33  0.19  0.19  0.20  0.20  0.20  0.20  
SE (0.06) (0.06) (0.13) (0.13) (0.14) (0.14) (0.04) (0.04) (0.10) (0.11) (0.11) (0.12) (0.01) (0.01) (0.04) (0.04) (0.04) (0.05) 
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Table C.3 Item Parameter Estimation for IRTPRO Data 
Item Type 
a b c 
EMM 
BEMM BILOG IRTPRO 
EMM 
BEMM BILOG IRTPRO 
EMM 
BEMM BILOG IRTPRO 
B(4,16) B(1,4) B(4,16) B(1,4) B(4,16) B(1,4) B(4,16) B(1,4) B(4,16) B(1,4) B(4,16) B(1,4) B(4,16) B(1,4) B(4,16) B(1,4) B(4,16) B(1,4) 
1 
value 0.49  0.58  0.58  0.56  0.57  0.46  0.46  -3.00  -2.64  -2.64  -2.70  -2.67  -3.18  -3.16  0.20  0.19  0.19  0.20  0.22  0.20  0.21  
SE (0.08) (0.14) (0.14) (0.13) (0.14) (0.27) (0.27) (0.43) (0.31) (0.31) (0.54) (0.63) (0.94) (0.99) (0.07) (0.04) (0.04) (0.09) (0.19) (0.09) (0.18) 
2 
value 0.50  0.51  0.51  0.56  0.62  0.48  0.48  -0.76  -0.75  -0.75  -0.65  -0.37  -0.80  -0.84  0.20  0.19  0.19  0.22  0.31  0.19  0.18  
SE (0.06) (0.11) (0.11) (0.13) (0.19) (0.24) (0.25) (0.13) (0.12) (0.12) (0.31) (0.58) (0.35) (0.57) (0.04) (0.02) (0.02) (0.09) (0.18) (0.09) (0.17) 
3 
value 0.72  0.71  0.71  0.73  0.77  0.65  0.61  0.21  0.21  0.21  0.30  0.37  0.19  0.08  0.19  0.19  0.18  0.22  0.24  0.17  0.14  
SE (0.07) (0.10) (0.09) (0.22) (0.28) (0.37) (0.36) (0.07) (0.07) 0.00  (0.24) (0.34) (0.23) (0.34) (0.03) (0.03) (0.01) (0.08) (0.12) (0.08) (0.12) 
4 
value 0.45  0.47  0.47  0.52  0.55  0.44  0.43  -1.28  -1.23  -1.23  -1.10  -0.88  -1.31  -1.34  0.20  0.19  0.19  0.22  0.29  0.20  0.19  
SE (0.06) (0.12) (0.12) (0.11) (0.15) (0.22) (0.23) (0.18) (0.16) (0.16) (0.34) (0.63) (0.44) (0.65) (0.05) (0.02) (0.02) (0.09) (0.20) (0.09) (0.17) 
5 
value 0.41  0.48  0.48  0.51  0.52  0.40  0.40  -2.56  -2.26  -2.26  -2.15  -2.07  -2.62  -2.64  0.20  0.19  0.19  0.21  0.24  0.20  0.20  
SE (0.06) (0.13) (0.13) (0.11) (0.12) (0.23) (0.23) (0.37) (0.28) (0.28) (0.46) (0.62) (0.81) (0.94) (0.05) (0.04) (0.04) (0.09) (0.20) (0.09) (0.18) 
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Figure C.2 Item Parameter Estimation for flexMIRT Data 
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