Abstract. In this paper we introduce an α-flow for the Yang-Mills functional in vector bundles over four dimensional Riemannian manifolds, and establish global existence of a unique smooth solution to the α-flow with smooth initial value. We prove that the limit of the solutions of the α-flow as α → 1 is a weak solution to the Yang-Mills flow. By an application of the α-flow, we then follow the idea of Sacks and Uhlenbeck [21] to prove some existence results for Yang-Mills connections and improve the minimizing result of the Yang-Mills functional of Sedlacek [23] .
Introduction
Suppose that M is a connected compact four dimensional Riemannian manifold and E is a vector bundle over M . A F A = 0 . Yang-Mills equations originated from the theory of classical fields in particle physics. It turns out that Yang-Mills theory has substantial applications in pure mathematics, especially in dimension 4. In [3] , Atiyah, Hitchin, Drinfel'd and Manin established the fundamental existence result of instantons on S 4 . Uhlenbeck [30] - [31] established important analytic theorems for Yang-Mills connections on 4-manifolds. Donaldson [7] successfully applied the Yang-Mills theory to four dimensional geometric topology.
The Yang-Mills equation is a typical example of partial differential equations involving gauge invariant of a group action. Besides its applications to geometry and topology, the study of the existence of Yang-Mills connections is very interesting in itself. Motivated by the seminal work of Eells-Sampson [10] on harmonic maps, Atiyah and Bott [2] In [8] , Donaldson used the Yang-Mills flow to establish the important result that an irreducible holomorphic vector bundle E over a compact Kähler surface X admits a unique Hermitian-Einstein connection if and only if it is stable. Without the holomorphic structure of the bundle E, it is still open whether the Yang-Mills flow in four dimensional manifolds develop a singularity in finite time. Struwe [27] proved the existence of the weak solution to the Yang-Mills flow in vector bundles on four manifolds, where the weak solution is regular away from finitely many singularities in M × (0, ∞). If the Yang-Mills flow blows up at a finite time T > 0, the weak solution constructed by Struwe [27] after the time T lies on the new vector bundlẽ E, which might have different second Chern number from the original bundle E.
The Yang-Mills functional in dimension four is conformally invariant, which is similar to the conformal invariance of the Dirichlet energy of maps in dimension two, so there are general expectations that those results, which hold for harmonic maps from surfaces, should remain true in some sense for Yang-Mills connections in dimension four, if the gauge invariance problem is treated properly. In their celebrated paper [21] , Sacks and Uhlenbeck proposed to study the perturbed energy of a map u from M to N E α (u) = M (1 + |du| 2 ) α dv.
For α > 1, the functional E α (u) satisfies the Palais-Smale condition and therefore it is not difficult to find critical points of E α . They then analyzed the limit of the critical points when α goes to 1. In spite of the possible blow-up phenomena, several interesting applications concerning the existence of harmonic maps were made. One of the major goals of this paper is to develop a parallel theory for the Yang-Mills functional in dimension four. Namely, we introduce the Yang-Mills α-functional In order to show the existence of smooth α-connections, one maybe check the Palais-Smale condition for Y M α and then prove the regularity of the weak solution of (1.3). Instead, in this paper we introduce the Yang-Mills α-flow
To prove the global existence of the smooth solution of the Yang-Mills α-flow is not easy since the Yang-Mills α-flow is not parabolic. For the local existence of the flow, we modify an idea of Donaldson [8] to study a equivalent flow. The main difficulty in proving the global existence is how to extend the local solution to any time T > 0. Due to the energy inequality, the Yang-Mills energy of the solution to the α-flow does not concentrate at any time T > 0 for each fixed α > 1. However, we cannot follow the same proof of Struwe in [26] to control the norm H 2 of the curvature F since the extra terms M |∇F | 4 dv and M |F | 4 dv come out due to the complexity of the α-flow. Instead, we work on the gauge-equivalent flow and prove that for any t > 0, the Yang-Mills α-flow has a smooth solution in M × [t, t + t 0 ] for a fixed t 0 > 0, which depends on Y M α (A α ), so that we can extend the smooth solution to M × [0, ∞) (see Theorem 2.3).
Following an idea from [16] , we apply the Yang-Mills α-flow to obtain a new proof of the existence of a weak solution of the Yang-Mills flow, which might be a different global weak solution from the one obtained by Struwe in [27] , as in the following. Theorem 1.2. Let A α be the smooth solution of the Yang-Mills α-flow with the same initial condition A 0 for each α > 1. Then, there is a closed singularity set Σ ⊂ M × [0, ∞) with finite 2-dimensional parabolic Hausdorff measure such that Σ t = Σ ∩ (M × {t}) is at most a finite set for any t. There is a smooth bundleẼ over M × [0, ∞) \ Σ withẼ| M×{0} isomorphic to E and a smooth connection A ∞ (t) onẼ| M×{t}\Σt such that (1) A ∞ (t) is a solution of the Yang-Mills flow; (2) for each compact set K ⊂ M × [0, ∞) \ Σ, there are gauge transformations φ α over K with φ * α A α converging smoothly to A ∞ over K as α → 1.
To prove Theorem 1.2, we establish a Bochner type estimate uniformly in α and a local parabolic monotonicity formula for the Yang-Mills α-flow, which is similar to one in [26] and [15] . Then we follow an idea of Schoen [22] (also see [26] ) to obtain a uniform estimate on |F Aα | in α. However, there is a technical difficulty that we do not have Bochner formulas for higher order derivatives of F Aα , so we cannot apply the Moser estimate to obtain the unform estimates of higher order derivatives of F Aα . To overcome this difficulty, we obtain the uniform Sobolev norms of ∇ k Aα F Aα for all integers k ≥ 1 by using the equation of F Aα (see Lemma 3.6) .
With the analytic tools developed in the proof of the previous two theorems, we investigate further applications of the α-flow. It is not hard to establish an ε-regularity result for studying the blow-up of a sequence of Yang-Mills α-connections. When a blow-up phenomenon happens, we will study the change of the topology of the bundle. More precisely, the original bundle E, on which the blow-up sequence lies, is the connected sum of the weak limit bundle over M and the bubbling bundles over S 4 . Following the idea of Sacks and Uhlenbeck's paper [21] , we apply the existence of smooth Yang-Mills α-connections of Theorem 1.1 to show Theorem 1.3. If π 3 (G) is a free abelian group of rank r, then there exist at least r different Yang-Mills G-connections over S 4 .
Remark 1.4. It is well known that any simple compact Lie group G has π 3 (G) = Z. So the result is useful only for semi-simple compact Lie groups, for example SO(4).
Furthermore, we can apply the Yang-Mills α-flow to improve the minimizing theory of the Yang-Mills functional on E. In [23] , Sedlacek studied the direct minimizing method for the Yang-Mills functional in E. More precisely, let D i be a minimizing sequence in the given bundle E over M . Using the weak compactness result of Uhlenbeck [31] , Sedlacek proved that D i weakly converges in W 1,2 (M \{x 1 , ...x l }) to a limiting connection D ∞ which can be extended to a Yang-Mills connection in a (possibly) new bundle E ′ over M with the same topological invariant η(E ′ ) = η(E), which is an element of H 2 (M, π 1 (G)). Because there is only W 2,2 control of the transition functions, one can not use the gluing argument of Uhlenbeck in [31] to obtain a bundle map. Therefore, the relation between the original bundle and the limit bundle E ′ (which may be different) is not quite clear. It is known that the topology of a vector bundle over a 4-manifold is determined by some η invariant, and the vector Pontryagin number (see the appendix in [23] ). By using the α-flow, we modify the minimizing sequence to obtain a better control and new minimizing sequence, which converges to the same limit in the smooth topology up to gauge transformation away from finite singular points. Moreover, for the modified minimizing sequence, a blow-up analysis is discussed and an energy identity is proved. Theorem 1.5. Let E be a vector bundle over M with structure group G. Assume that D i is a minimizing sequence of the Yang-Mills functional Y M among smooth connections on E, which converges weakly to some limit connection D ∞ by Sedlacek's result. There is a modified minimizing sequence D ′ i , a finite set S ⊂ M and a sequence of gauge transformations φ i defined on M \ S, such that for any
∞ is gauge equivalent to the connection D ∞ . Moreover, there are a finite number of bubble bundles E 1 , · · · , E l over S 4 and Yang-Mills connectionsD 1 
This improves Theorem 5.5 of [23] because the convergence of φ * i D ′ i is smooth. (See [17] for a similar discussion using Sobolev bundles and the weak convergence.) Finally, we would like to discuss some potential application of the Yang-Mills α-flow to the Morse theory of the Yang-Mills functional. It is well known that the Yang-Mills functional in dimension four does not satisfy the Palais-Smale condition. Many efforts have been made in this direction (see [29] and the references therein). Following an idea in [21] , one expects to study the limiting solutions of the α-equations (1.3) as α goes to 1. It seems that the Yang-Mills α-flow provides a new analytic tool to prove the existence of Yang-Mills connections. In Subsection 4.4, we use it as the analytic tool to provide a new proof of the existence of the nonminimal Yang-Mills connection on S 4 , which is due to Sibner, Sibner and Uhlenbeck [24] .
The rest of the paper is organized as follows: In Section 2, we prove Theorem 1.1 and some other analytic results needed for the applications. In Section 3, we study the limit of the α-flow as α goes to 1 and prove Theorem 1.2. In the final section, we study serval applications of the α-flow.
2.
Existence of the α-flow and its equivalent flow 2.1. Local existence of the α-flow. It is well known that (1.4) is not a parabolic system and that this difficulty can be overcome by using a kind of Deturk trick. Throughout this paper, let D ref be a fixed smooth background connection.
Let
Following [26] , we consider an equivalent flow (2.1)
and a(0) = A 0 . Then the equivalent flow is a nonlinear parabolic system. By the well-known theory of partial differential equations, there is a unique smooth solution of (2.1) defined on M × [0, T ] for some T > 0. By the theory of ordinary differential equations, there is a unique solution to the following initial problem:
, with initial value S(0) = I. Here S(t) is a global gauge transformation and I is the trivial one.
we have (e.g. see [26] , [13] )
Combining (2.1), (2.2) with the above facts yields
Next, we remark that the smooth solution of the Yang-Mills α-flow is unique. In fact, let
, 2) be two smooth solutions to the Yang-Mills α-flow with A i (0) = A 0 . By the theory of parabolic equations, there is a unique local smooth solution of the parabolic system of second order:
with S(0) = I. By computation, we can check that the connectionsD i = S * (D i ) are two solutions to the modified flow (2.1) with the same initial value. Hence, D 1 andD 2 are the same. Moreover, (2.3) is nothing but the ODE (2.2). By the uniqueness of ODEs, we know S i and hence D i are the same.
A similar method to prove uniqueness was used for the Ricci flow and also for the Seiberg-Witten flow [14] . Therefore, we have shown that the α-flow has a unique solution in M × [0, T ) for some T > 0. 
Then (2.4) follows from integrating over [0, t].
Here Y M 0 is an upper bound of the overall energy.
Proof. Let ϕ be a cut-off function supported in B 2R (x) and ϕ ≡ 1 on B R (x).
The lemma follows from integration over [t 1 , t 2 ]. 
We note that together with Lemma 2.1 and the uniqueness of smooth solution to (1.4), Theorem 2.3 implies the global existence part of Theorem 1.1.
The proof involves higher order estimates for parabolic systems. For that purpose, we resort to the modified flow (2.1) again. To start the proof, we need the following lemma. 
Here we refer the reader to [31] to see the definitions of σ α (i), ρ α (i) and A(α, i). Moreover, Uhlenbeck proved that
tensor and we may show the same bound in σ β (j) for β = α. We get a contradiction with (2.6) and the lemma is proved.
With this lemma, we may assume without loss of generality that A 0 in Theorem 2.3 has bounded W 1,2α norm.
Proof of Theorem 2.3. Instead of (1.4), we shall discuss (2.1). By our discussion in Subsection 2.1, we know this is sufficient. For some ε > 0 to be determined later, the Hölder inequality and Lemma 2.4 imply that there exist r 0 > 0 and C 1 > 0 such that for all x ∈ M , (2.7)
and (2.8)
Let {x i ∈ M |i = 1, · · · , L} be a finite number of points in M such that {B r0 (x i )} covers M and for each i there are at most
Although L depends on ε, it is important to note that k is a universal constant depending only on the dimension.
Since a(t) is smooth, there exists a t 1 > 0 which is the maximal time in [0, T ] such that for
We shall find t 0 depending on Y M α (D 0 ) and α alone (the exact value of t 0 is determined in the process of proof) and prove that T ≥ t 0 , which concludes the proof of the theorem. If not, then either t 1 < T < t 0 or t 1 = T < t 0 . It suffices to show that neither case is possible.
Before we give the details of the proof, we outline the idea of the proof. By Lemma 2.4, we have (2.7) and (2.8) for the initial value a(0).
Step 1 below shows that as long as the solution exists, (2.9) and (2.10) must remain true for t ∈ [0, t 0 ] for some t 0 > 0 depending only on Y M α (D 0 ). The condition (2.9) is a 'smallness' condition, which will enable us to prove higher derivative estimates for the nonlinear parabolic system (2.11) of second order. This is done in below Step 2.
Step 1: t 1 < T < t 0 is not possible.
To study the evolution of a(t), we rewrite the flow equation (2.1) as
with the initial value a(0) = A 0 , where ψ(F D ) is a bounded function depending on F D . For any i, let φ i be a cut-off function supported in B 2r0 (x i ) with φ i ≡ 1 on B r0 (x i ). For simplicity, we write φ when it applies to all φ i .
Multiplying (2.11) by a and using Young's inequality, we have
Here we have used the bound on |∇φ i | and M |a| 4 dv for t ≤ t 1 . Multiplying (2.11)
By integration by parts, we have
where we have used (2.10) for t < t 1 . We can deal with the main nonlinear terms as before.
In summary, for t < t 1 , we have
Therefore, by choosing t 0 sufficiently small, we see that both (2.9) and (2.10) remain true for t 1 ≤ t 0 . By our definition of t 1 , this shows t 1 < T < t 0 is not possible.
Step 2: t 1 = T < t 0 is not possible. As pointed out before in Step 1, we now show thtat (2.9) and (2.10) together with (2.11) imply higher order estimates up to T , so that the solution can be extended beyond T .
For that purpose, we consider the evolution equation of a. Let ϕ be a cut-off function in time. Precisely, ϕ(t) ≡ 0 for t < t 1 /4 and ϕ(t) ≡ 1 for t ∈ [t 1 /4, t 1 ]. Multiplying (2.11) with ϕ 3 and applying the L p estimate, we obtain for p = 4,
We denote W
2,1 p
by the space of functions whose space derivatives up to second order and first order time derivative belong to L p . The L p norm of ϕ 2 ∂ t ϕa is bounded by (2.10), which is why we assume p = 4.
By choosing α − 1 sufficiently small and using Young's inequality, we have
Recall that M is covered by B r0 (x i ) and Br 0 (xi) |a| 4 dv ≤ Cε 2 . For simplicity,
we write B i for B r0 (x i ). An interpolation theorem of Nirenberg (Theorem 1 in [19] ) implies that
Hence,
That is ϕa
Similarly,
The proof is the same, except that we use another interpolation inequality
. By choosing ε small, we obtain an W 2,1 p bound on a for p = 4, which allows us to apply the estimates for linear parabolic system for higher order estimates. In fact, the parabolic Sobolev embedding theorem in [18] 
We then repeat the above argument and use the parabolic Sobolev embedding again to see that ∇ ref a is Hölder continuous. The higher order estimates now follow from Schauder estimates and (2.11).
2.4.
Convergence for t i → ∞. We now complete the proof of Theorem 1.1 by considering t i → ∞. We first claim that we have some gauge transformations σ i such that the σ * i (A(t i )) are uniformly bounded in any C k norm. To see this, let t 0 be as in Theorem 2.3 and set s i = t i − t 0 /2. Consider the solutionÃ(t) to the modified flow (2.1) with initial valueÃ(s i ) = A(s i ). The proof in Step 2 of Theorem 2.3 in fact established a C k estimate forÃ(t i ), which is gauge equivalent to A(t i ) by the discussion in Subsection 2.1. Therefore, there is a subsequence which converges smoothly up to gauge transformations. By similar argument above, we have uniform a bound on ∇ k F (x, t) for any k. Due to (1.4), we have a uniform bound for Hence, the limit obtained above is a Yang-Mills α-connection. This completes the proof of Theorem 1.1.
2.5. Stability of the modified flow. The results in this subsection are prepared for later applications. Since we shall use the Yang-Mills α-flow as a deformation in the space of connections, we need to show that this flow depends at least continuously on its initial value in some chosen topology.
then by Theorem 2.3, there exists t 0 > 0, which now depends on K and the solution A i (t) to the modified flow (2.1), which is defined on [0, t 0 ] and satisfies A i (0) = A i and
Moreover, for any ε > 0, there exists δ(K) > 0 such that if
Proof. The proof of the first part is essentially contained in the proof of Theorem 2.3. At that time, we didn't have good control over the initial value, hence a cut-off function in time was used to produce higher order estimates on M × [t 0 /2, t 0 ]. For our purposes here, it suffices to remove the cut-off function ϕ in Step 2 of the proof there. The proof of the second part follows from theory of linear partial differential equations and is perhaps well known. Both A 1 and A 2 satisfy the modified YangMills flow, which for our purposes here is written as
The exact form of P and Q is not important for us. It suffices to know that P and Q are smooth functions of A i and ∇A i . Subtracting the two equations, we have
There are smooth functions R and S of A i and ∇A i such that
If we take the above as a linear parabolic system of A 1 − A 2 , then (1) the system is strictly parabolic in the sense of Petrovskii (note that P is always bounded and hence the principle part is a small perturbation of the Laplacian) and (2) the coefficients are bounded in the C k−2,α norm. For the strictly parabolic linear systems in the sense of Petrovskii, Eidel'man [11] constructed the heat kernel explicitly. Moreover, the solution to the linear system is expressed as the convolution
We can now apply the Schauder estimate to see
This proves our claim.
Convergence of α-flow solutions
In this section, we study the convergence of the α-flow solutions as α goes to 1. We follow the same idea as in [16] . The key ingredients in the proof are a Bochner formula and a monotonicity formula, which are well known techniques but should still be computed for our new equation.
We start with the Bochner formula.
3.1. Bochner formula and the uniform bound of F . Let A(t) be a solution of the Yang-Mills alpha flow; i.e.
(3.1)
For each point p ∈ M , let e i be a normal frame of T M and ω i the corresponding orthonormal basis of the cotangent bundle
At p ∈ M , we can assume that ∇e i = 0 and ∇ω i = 0. In order to derive a Bochner type formula, we need
Proof. At p ∈ M , we have
Applying the Hodge star operator * , we have
Applying the Hodge star operator again, we have
Lemma 3.2. (Bochner type formula 1) When α − 1 is sufficiently small, there is a constant C such that
Proof. Recall that we use a local normal orthonomal frame {e i } and its dual {ω i } at p. Noticing the fact that ∇ e j e j = 0 at p ∈ M , we have
The well-known Weizenböck formula is
Here Ric is the Ricci curvature of M and R is the curvature operator, (Ric∧g +2R) is a linear mapping from 2 forms to 2 forms. We refer to Theorem (3.10) of [4] for the exact statement and the proof. Since we are not interested in the exact form of the last term and it is quadratic in F , we denote it by F #F .
Using Bianchi's identity DF = 0, we have
For simplicity, we set
Then we have
By Lemma 3.1, we have
Let f (|a|) denote a function , whose absolute value is smaller than a constant multiple of |a|; i.e. |f (a)| ≤ C|a| for a constant C > 0. Then at p, we have
On the other hand, we have at p
Since p is an arbitrary point of M , we may combine (3.2), (3.4) and (3.5) to get (when α − 1 small),
Since the manifold is compact and the curvatures are bounded, the lemma follows trivially from (3.6). We shall use this shaper estimate later to prove a gap theorem for Yang-Mills α-connections on S 4 .
As a consequence of Lemma 3.2 , we have 
for a constant C > 0.
Proof. In fact, one sees
By Lemma 3.2, we obtain
3.2. Monotonicity formula. The global parabolic monotonicity formula for harmonic maps was first established by Struwe in [25] , and for the Yang-Mills flow in [5] and [12] . Next, we will derive a local parabolic type of monotonicity for the Yang-Mills α-flow as similar to one in [15] . Let i(M ) be the injectivity radius of M . Consider some fixed x 0 ∈ M and let φ be a cut-off function supported in B i(M) (x 0 ) with φ ≡ 1 on B i(M)/2 (x 0 ). For z 0 = (x 0 , t 0 ) ∈ M × R + , we write
When there is no ambiguity for z 0 , we write T R only. If we take the normal coordinates {x i } in B i(M) (x 0 ), the Euclidean backward heat kernel to the (backward) heat equation with singularity at z 0 is
As before, we write G(x, t) when z 0 is obvious. Assume that A is a solution of the α-flow (1. 
Although the main idea of the proof is similar to one for the Yang-Mills flow in [15] , the proof becomes much more involved, so we have to give more details here.
Since the computation is local, we choose normal coordinates {x i } around x 0 and assume without loss of generality that t 0 = 0.
In (3.8), we set x = Rx and t = R 2t to obtain
In order to estimate I 1 and I 2 , we note that in local coordinates, we have
Since A is compatible with the Riemannian structure, we have
In local coordinates, the Bianchi identity DF = 0 is equivalent to
Using the Bianchi identity, we have
ji is the gauge-covariant derivative of x k F kj with respect to ∂ ∂x i . Changing back to (x, t), we have
Note that
Then using Stokes' formula, we have
Using the fact that
we have
To estimate I 3 ,we note that the α-flow (1.4) is equivalent to
4α−3
Using above estimates and also Young's inequality, we obtain
where C is a constant depending on the geometry of M . We know that
Moreover, since ∇φ = 0 for |x| < i(M )/2, we see that
Combining these estimates with Lemma 2.1, we obtain
The claim for Φ follows from integrating the above inequality in R. PR(x0,t0)
holds, we have
where the constant C depends on M and the bound of YM α (A 0 ).
Proof. Without loss of generality, assume that (x 0 , t 0 ) = (0, 0). For simplicity, we set r 1 = 1 2 R. As in [22] , we choose r 0 < r 1 such that
and find (x 1 , t 1 ) ∈ P r0 such that
We claim that
Otherwise, we have
. and
(r 1 − r 0 ) 4α e 0 = 2 4α , 
where the constant C depends on i(M ) and sup x∈M |R m |. Then Moser's parabolic Harnack inequality yields
Taking σ = 2ρ 0 and noting that z 1 = (x 1 , t 1 ) ∈ P r0 and σ + r 0 ≤ R 2 , we apply Lemma 3.4 with
where we used the fact that for t 1 + 2σ
4 and x ∈ B R (x 0 ), there is a constant C such that
Letting ε 0 be sufficiently small, (3.11) contradicts (3.10). Therefore, we have proved the claim (3.9), which implies sup
This proves Lemma 3.5.
With the curvature bound obtained by Lemma 3.5, we may obtain higher order derivative estimates of F . Then for each k, there is a constant C k such that
Proof. Assume that r = 1 and write P r for P r (x 0 , t 0 ). Recall that F satisfies
By the Bianchi identity and Weizenböck formula, we have
where △ is the covariant Laplacian and Rm is the Riemannian curvature of M . The proof is by induction. Let ϕ be a cut-off function supported in B 1 with ϕ ≡ 1 on B 3/4 . Multiplying both sides of (3.12) by ϕ 2 F and integrating over B 1 , we have
where L contains all 'lower order terms'. In the above equation, it includes B1 ϕ 2 |F | 3 dv and B1 ϕ 2 |F | 2 dv, which are bounded, and B1 |∇ϕ| ϕ |∇F | |F | dv, which arises in the integration by parts. We shall see that
In fact,
By choosing α − 1 and η small, we conclude that
We may choose a good time slice on which the space integration of |∇F | 2 is bounded.
Instead of further shrinking the neighborhood, we assume P1 |∇F | 2 dvdt ≤ C and B1 |∇F | 2 (·, −1)dv ≤ C, which is the starting point for the next step of induction.
Applying ∇ on (3.12), multiplying by ϕ 4 ∇F and integrating over B 1 , we have
The lower order terms (still denoted by L) which arise from switching the order of covariant derivatives, integration by parts and interchanging ∇ and
Thanks to the boundedness of F , we have
By taking α − 1 small, we have that P 3/4 ∇ 2 F dvdt is bounded, due to the bound-
For k > 2, we give an indication of how the above process works. By a similar computation,
Here the summation is over all possible (a i , b i ) satisfying (1)
We now claim that for each i = 1 · · · k, we have
The claim can be proved by induction from i = 1, which is essentially (3.14). For i > 1,
By the induction assumption and choosing η small, we see that the claim is true.
Once we know that the C k norm of the curvature is bounded in some parabolic neighborhood, it is natural to expect a good 'gauge' in which the connection form is bounded in C k+1 . This will be the parabolic analogue of Uhlenbeck's gauge fixing theorem. The precise statement and the proof of such a result will be interesting in its own right. For our purposes, since we have all C k bounds and the connection is a solution of a parabolic equation, we can reduce the following result to its elliptic counterpart. 
Then there is a trivialization (independent of t) in which D(t) = d + A(t) and all derivatives (space and time) of A(t) are bounded.
Proof. For t = t 1 fixed, we may apply Uhlenbeck's gauge fixing to find a trivialization such that at least all C k norms of A(t 1 ) are bounded (see Lemma 2.3.11 in [9] ). We can now use (3.1) to see that ∂A ∂t is bounded for B × [t 1 , t 2 ]. The Newton-Leibnitz formula
If we take derivatives of (3.1) both in space and time, by noticing that the right hand side involves only F , we know that
. By using the Newton-Leibnitz formula again, the space derivatives of A are uniformly bounded on B × [t 1 , t 2 ]. Since A is bounded, one can argue inductively that both covariant derivatives and the partial derivatives are bounded.
We now prove Theorem 1.2.
Proof. Let A α be the smooth solution of the Yang-Mills α-flow in M × [0, ∞) with the same initial value A 0 for each α > 1. The concentration set Σ is defined by
for some ε 0 > 0. It is standard to show that Σ is closed. The same argument as in [16] also yields that for any two positive t 1 and t 2 ,
) is finite, where P 2 denotes the 2-dimensional parabolic Hausdorff measure. Moreover, for any t ∈ (0, +∞), Σ t = Σ ∩ (M × {t}) consists of at most finitely many points.
For a point z 0 outside Σ, there is a constant R > 0 such that for sequence of α → 1, we have
Then applying Lemma 3.5, we know that F Aα is uniformly bounded in α inside P R/2 (z 0 ). Lemma 3.6 and Lemma 3.7 then imply that there is a trivialization on P R/2 (z 0 ) such that A α (t) is bounded in any C k norm. We then choose a sequence of such neighborhoods Before we conclude this section, we would like to make some remarks. Both are related to the singular set Σ.
Remark 3.8. Let T = inf (x,t)∈Σ t be the first concentration time in Theorem 1.2. We may follow from the argument of Theorem 1.3 in [16] to show that T is the same as the first singular time T ′ of the Yang-Mills flow.
As in [16] , one may ask what more we can say about the singular set Σ. For the general case, not much is known. However, we do know something for a minimizing sequence. Precisely, we have Proposition 3.9. Let D i be a minimizing sequence of Y M (·) among all smooth connections of the bundle E. Then we choose a subsequence of Proof. For any t 4 > t 3 > 0, since D i is a minimizing sequence, by our suitable choice of α i → 1 we have
where we have used Lemma 2.1. By Lemma 2.1 again, we have
Moreover, the convergence is uniform with respect to t 3 and t 4 . For any t 2 , t 1 > 0, if (x, t 1 ) / ∈ Σ, we will show (x, t 2 ) / ∈ Σ either. Since (x, t 1 ) / ∈ Σ, we have some r 1 > 0 such that for a subsequence (for simplicity, we still denote the subsequence by i),
Let ϕ be some cut-off function supported in B r1 (x). Then
The term in the last line above is bounded by a constant depending on r 1 but not on i. Therefore, if we integrate from t 1 to t 3 and let i → ∞, we have, thanks to (3.15),
Hence, by taking every t 3 ∈ [t 2 − r 2 i , t 2 + r 2 i ], we have (for some subsequence which we labeled by i)
Therefore (x, t 2 ) is not in Σ and the proof is done.
Applications
In this section, we study the applications of the Yang Mills α-flow and the Yang Mills α-connection produced as the limit of the flow. The outline is as follows: in Subsection 4.1, we will prove the ε-regularity estimate for smooth Yang Mills α-connections. In Subsection 4.2, we will recall some facts about the topology of bundles and prove Theorem 1.3. In Subsection 4.3, we discuss a minimizing sequence of Y M (·) and prove Theorem 1.5. Finally, we show how the Yang-Mills α-flow can be used to obtain a nonminimal Yang-Mills conncetions over S 4 .
4.
1. An ε−regularity lemma. This is the analogue of what Sacks and Uhlenbeck called 'main estimate'. It is necessary for the blow-up analysis. Please note that we use the α-flow to obtain a Yang-Mills α-connection as the limit as t i → ∞. It follows from Theorem 1.1 that the α-connection is smooth. 
Although we can prove it directly, we show a parabolic version, from which Lemma 4.1 follows obviously. 
The proof is omitted because it is rather well known and follows the same method as in Lemma 3.5. It suffices to use the other Bochner formula (3.3) . Moreover, the same method can be used to prove a stronger result by choosing a different blow-up factor. We need the following for the blow-up analysis 
then we have
where ε := sup
Proof. By scaling and translation, we may assume that R = 1, x 0 = 0 and t 0 = 0. Set
It is sup P 1/2 |F | that we want to estimate. Find (x 1 , t 1 ) in P 1/2 such that
It now suffices to bound f 1 := |F | (x 1 , t 1 ). If we are lucky, then we have (4.1) sup
If not, we can find (x 2 , t 2 ) in P 1/4 (x 1 , t 1 ) such that
By induction, we claim that after finitely many times, we have k ∈ N, such that
and sup
In fact, if we write d P for parabolic distance, then we have
Since (x 1 , t 1 ) is in P 1/2 , we know (x k , t k ) ∈ P 5/6 for all k. However, F is smooth in P 1 and hence sup P 5/6 |F | is bounded.
We do a scaling and translation on P 1/4 k (x k , t k ) to getÃ such that 
Applying (4.2) to Theorem 4.2 and noticing Lemma 3.2, we have
Consider g(x, t) = e −Ct |FÃ| 2 which is a subsolution to the heat equation. By Theorem 4.2, we know f 1 is bounded by a constant. Hence
By Mean Value inequality for linear heat equation,
1 ε, which finishes the proof of this lemma.
4.2.
Connected sum of vector bundles. We recall some topological facts about vector bundles (principal bundles). Let G be a connected compact Lie group. There is a topological space BG, which is called the classifying space of G, and a G-bundle EG with BG as its base, which is called the universal bundle, such that for any G−bundle E over M , there is a map f : M → BG such that E is just the pull back bundle f * (EG). Moreover, the isomorphism classes of G-bundles are in one to one correspondence with the homotopy classes of maps from M to BG. Therefore, the classification of bundles is equivalent to the classification of continuous maps from M to BG.
The topology of BG is closely related to that of G. Since EG is contractible, the exact sequence of homotopy groups implies that
Moreover, it is known that for all connected Lie groups G, π 1 (G) is a finitely generated abelian group, π 2 (G) = 0 and π 3 (G) is a finitely generated free abelian group. An invariant of the classifying map f (hence of E) related to π 1 (G) is called an η invariant. It was defined viaČech cohomology in [23] . In particular, if π 1 (G) = 0 or M = S 4 , then η is always trivial. There is another invariant called the vector Pontryagin number related to π 3 (G). For our purposes, we shall restrict ourselves to the case M = S 4 below. Hence, it is nothing but an element in π 4 (BG) = π 3 (G) = Z l . To define the connected sum of bundles, let us consider two bundles E i over M i for i = 1, 2. Pick any p i ∈ M i and let B i be a small ball around p i such that E i | Bi are trivial bundles. We obtain two manifolds with boundary M i \ B i and two bundles E i | Mi\Bi . We identify ∂B i with orientation taken into account to obtain the connected sum M = M 1 #M 2 . Such an identification is uniquely determined topologically. We still need an identification of E i | ∂Bi . Although they are trivial bundles over S 3 , there are many different bundle isomorphisms between them. Among those isomorphisms, there is a natural one. E i | ∂Bi admits a trivialization inherited from the trivialization of E i | Bi . By identifying the two trivializations, we obtain the natural isomorphism and a bundle E over M , which is called the connected sum of E 1 and E 2 . Since we will always consider connected manifolds M i , the definition is independent of the choice of p i and the size of (small) B i . We remark that M #S 4 = M for any closed 4−manifold M . It is well known that when we consider the convergence of a sequence of YangMills connections on bundle E with bounded energy, blow-up occurs. In fact, the same discussion works for α-Yang-Mills connections, or any other sequence of connections as long as we have the ε-regularity and a total energy bound. This results in a weak limit on some different bundle E ′ and finitely many bubble connections on E i over S
This follows from the removable singularity theorem of Uhlenbeck and some analysis on the neck region, which we briefly recall as follows.
Assume for simplicity that there is only one bubble. That is A i , after gauge transformations, converges on M \B δ to the weak limit A ′ , and after scaling, A i | B λ i R converges on B R to the bubble connectionÃ. Since δ and R can be arbitrary, A ′ is defined on M \ {p} andÃ is defined on R 4 . The removable singularity theorem claims that in fact A ′ andÃ are smooth connections of E ′ over M andẼ over S 4 . Topologically, there are different ways to extend a bundle over M \ {p} to M . This amounts to the choice of a trivialization of E| ∂B δ (up to topological equivalence). There is one naturally dictated by the converging sequence A i . By the ε−regularity, if we restrict A i to B δ \ B δ/2 and scale to B 2 \ B 1 , it is a connection with arbitrarily small curvature (in any norm). This decides a trivialization (see Lemma 2.4 in [30] ). Similar analysis works for the bubble connection on B 2λiR \ B λiR .
To see that E is the connected sum of E ′ andẼ, it suffices to show that the trivializations of E on B δ \ B δ/2 and B 2λiR \ B λiR agree with each other. This is related to how the bubble tree is constructed. If one follows the process of Ding and Tian [6] , we know that the energy of the A i restricted to B t \ B t/2 are smaller than any given ε 1 for t ∈ [2λ i R, δ]. For each t, the smallness of energy and ε−regularity implies a choice of trivialization. As t changes from 2λ R to δ, we see that the two trivializations can be continuously deformed to each other. If one follows the construction of Parker [20] , we have the total energy over the neck region B δ \ B 2λiR is small, say smaller than ε 1 . Using the trivialization over B 2λiR \ B R , we may extend the connection to B R with a controlled amount of the energy. We can do the same at the infinity to obtain a smooth connection over S 4 whose energy is smaller than a multiple of ε 1 . Hence, the bundle must be trivial and it implies that the two trivializations agree with each other.
We now prove Theorem 1.3.
Proof of Theorem 1.3. Recall that G-bundles over S 4 correspond to the homotopy classes of maps from S 4 to the classifying space BG of G, and that π 4 (BG) = π 3 (G). Assume the theorem is not true. Then there are at most r−1 G-bundles which admit Yang-Mills G−connections. Let a 1 , · · · , a r−1 be elements in π 4 (BG) corresponding to these G-bundles. By our assumption, there is a ∈ π 4 (BG) which is not generated by {a 1 , · · · , a r−1 }.
Let E be the bundle corresponding to a. Pick any smooth connection on E. Consider the α-flow starting from it. Theorem 1.1 gives a Yang-Mills α-connection A α for each α > 1. Since E is not a trivial bundle and S 4 is simply connected, A α cannot be flat. Take the limit as α to 1.
If the convergence is strong, then we find a Yang-Mills G-connection, which contradicts the choice of a. If not, the bundle E splits into a connected sum of E 1 ,. . . ,E l over S 4 , and each admits a Yang-Mills G-connection, which also contradicts the choice of a. First, let us show a general result which has nothing to do with the blow-up.
where E ′ is a bundle over M and E i are bundles over S 4 , then
Proof. For simplicity, consider l = 1. If suffices to show that for any ε > 0 and any two connections D 1 and D 2 of E ′ and E 1 respectively, we may construct a connection D of E such that
(This is exactly Lemma 5.7 in [17] ). For completeness, we also give a proof here.
Given any smooth connection D i and a trivialization of the bundle over some ball B, by multiplying by a cut-off function, we may assume that D i is flat in a smaller ball at the expense of any small change of the energy. More precisely, for any ε > 0, there is a δ > 0 and we have another connection 
By the above construction, we may assume that in B δ (p) and B δ (q), there is a trivialization such that the connection is just d. Via the stereographic projection, D 1 is a connection over R 4 , which outside B R is nothing but d in some trivialization. We further scale it down to assume that R = δ/2. We can now obtain a new connection by gluing D ′ on M \ B δ/2 and D 1 on B R . Since there is no energy at all in the overlap domain, the lemma is proved.
We then consider a minimizing sequence. For a given bundle E, let D i be a minimizing sequence with
Since D i is smooth, we can find α i close to 1 such that
Let D i (t) be the solution of the α i -Yang-Mills flow from D i and set 
This implies that D
Proof. The proof relies on Theorem 4.2 and ε will be determined by ε 1 and the energy bound for our minimizing sequence. By our choice of α i , we have
Hence, for i sufficiently large,
The local energy inequality (Lemma 2.2) implies that there exists σ > 0 depending on the total energy and ε such that for i sufficiently large,
Therefore,
Set ε = Next, it remains to study the relation between the limit connection D ′ ∞ and the weak limit D ∞ of Sedlacek [23] .
We try to prove that the two limit (two Yang-Mills connection on two smooth bundles) are globally the same up to gauge transformations. This is the best one could hope for.
Let S be the union of energy concentration sets, both for D i in the Sedlacek limit and for D ′ i above. Let U β be an open cover of M \ S. We shall consider three bundles.
(1) The original one where the minimizing sequences and their α-flow lies on is denoted by E.
(2) The weak limit bundle, E 1 , where the weak limit of D i lies. In the paper of Sedlacek, it is given by transition functions. However, it is convenient to think of it as an abstract bundle, with a set of trivialization. By our construction, we know
That is (4.6)
where η 
Here the s is the map η β i in a trivialization and it is bounded in W 1,2 . Hence our claim follows. Moreover, although the convergence is only weakly W 1,2 , η β is smooth since it maps smooth connections to smooth connections.
We next claim that η β and η γ agree over U β ∩ U γ . Hence, this gives a global bundle map η from E 1 | M\S to E 2 | M\S . To see this, it suffices to check that Due to the smoothness of η β and η γ , it suffices to check the above for a dense set of x ∈ U β ∩ U γ . Thanks to (4.4) and the W 1,2 weak convergence of g βγ i
to g βγ , we have a dense set W such that for x ∈ W and any v ∈ (E 1 ) x , we have (ϕ
Because σ i is a linear map and σ i lies in G ⊂ SO(r) (r is the rank of E), we have This implies that F is identically zero if the energy is small. Now, we may pass to the limit α → 1. Note that κ < Y M (D α ) < 8πm. The rest of the proof goes just like Theorem 1 in [24] . If the convergence of D α is strong, we obtain a nonminimal Yang-Mills connection on the trivial SU (2) bundle over S 4 . If not, the energy bound 8πm implies that either the weak limit or one of the bubbles is a nontrivial Yang-Mills connection on the trivial SU (2) bundle (hence nonminimal), because the energy is not enough for two nontrivial bundles.
