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Abstract
We construct a parametrix for the %@-Neumann problem on any pseudoconvex domain of
ﬁnite type which reduces completely the study of (isotropic) Lp-Sobolev and Ho¨lder estimates
to those for %@b and&b: We also establish the ‘‘maximal’’ (nonisotropic) estimates in the case
of DðqÞ domains and provide a precise comparison of the Bergman and Szego¨ projections (and
of the canonical solutions to %@ with respect to these two operators). The argument is
substantially simpler than the known ones for the cases of strongly pseudoconvex domains
and pseudoconvex domains of ﬁnite type in C2:
r 2004 Elsevier Inc. All rights reserved.
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1. Introduction
A fundamental problem in several complex variables is to establish a gain in
Lp-Sobolev and Ho¨lder regularity for the various %@-problems on a smoothly
bounded pseudoconvex domain of ﬁnite type in CnðnX2Þ and, if possible, to obtain
sharp estimates in terms of both isotropic and nonisotropic spaces. It is also
important to determine optimal mapping properties for the Bergman and Szego¨
projections and compare the canonical solutions to %@ with respect to these two
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operators. In this paper, we construct a parametrix for the %@-Neumann problem on
any pseudoconvex domain of ﬁnite type (in the sense described below) which reduces
completely the study of Sobolev and Ho¨lder estimates to those for %@b: In particular,
we extend (and give substantially simpliﬁed proofs of) the main results obtained
previously for strongly pseudoconvex (or ZðqÞ) domains and for domains of ﬁnite
type in C2:
Let OCCCn be a smoothly bounded pseudoconvex domain with deﬁning
function R: The %@-Neumann problem for ðp; qÞ-forms in O is the boundary value
problem
&u ¼ f on O;
uo %@R ¼ 0 on bO;
%@uo %@R ¼ 0 on bO;
8><>: ð1:1Þ
where & ¼ %@ %@ þ %@ %@;o denotes the interior product of forms, and u; f are ðp; qÞ-
forms (with f given). The two boundary conditions are equivalent to the
requirements that uADom %@ and %@uADom %@; respectively. For every fAL2ðOÞ;
there exists a unique solution u ¼ Nð f Þ; and the Neumann operator N is bounded
on L2ðOÞ: The main reason for studying (1.1) is that %@Nf is the canonical solution
(unique solution orthogonal to Ker %@) to the equation %@u ¼ f when %@ f ¼ 0:
Moreover the Bergman projection, which is the orthogonal projection in L2ðOÞ onto
Ker %@ (and in particular onto holomorphic functions when q ¼ 1 and p ¼ 0), is given
by the formula B ¼ I  %@N %@: Conversely, the Neumann operator can be expressed
in terms of the canonical solution operators to %@; or in terms of any solving operators
for %@ and the Bergman projections. (Refer to Section 5 for further details). Without
loss of generality, we will always take p ¼ 0 for simplicity of notation.
One basic approach to the %@-Neumann problem reduces (1.1) to an appropriate
(nonelliptic) problem on the boundary whose solution can be given in terms of the
inverse to the boundary Laplacian&b: We brieﬂy describe the original such method
introduced by Greiner and Stein [GS] in the strongly pseudoconvex case. The ﬁrst
step, which follows from standard arguments and can be carried out on any domain,
consists of the construction of approximate Green’s and Poisson operators (denoted
G and P) for the elliptic system&: Modulo smooth error terms, the solution to (1.1)
can be written in the form
u ¼ Gf þ Pub
with the boundary value ub ¼ ujbO to be determined. If f is a smooth ð0; qÞ-form on
O; then the ﬁrst boundary condition in (1.1) guarantees that ub is a well-deﬁned
ð0; qÞ-form on bO; and it is the second boundary condition that determines ub: Thus
one is led to introduce a pseudodifferential operator&þ of order 1 on bO deﬁned by
&þub ¼ %@PðubÞo %@RjbO ð1:2Þ
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and solving the %@-Neumann problem is then equivalent to inverting the equation
&þub ¼  %@Gfo %@RjbO: ð1:3Þ
By computing the symbol of &þ explicitly, one ﬁnds a similar boundary operator
& (which can be identiﬁed as the operator &þ corresponding to the
complementary domain Cn\O) such that
&&þE&b: ð1:4Þ
Hence the solution to (1.3) is approximately ub ¼ K&R %@Gf ; where K denotes the
inverse of &b and R denotes restriction to the boundary, and we conclude that
Nf ¼ Gf þ PK&R %@Gf þ smoother errors: ð1:5Þ
(We have assumed that n42). Provided that one ﬁrst understands K; the mapping
properties of N can then be read off from (1.5).
For the preceding method to work, one must be able to control the errors
that arise in (1.4). In particular, if X is an admissible tangential vector ﬁeld
(see Section 2), it is necessary to understand the regularity properties of the operator
XK : When O is strongly pseudoconvex, K gains a full derivative and XK half a
derivative in both Lp-Sobolev and Ho¨lder norms [FoS,RoS]. An essential part of
the analysis involves modeling bO by the Heisenberg group, so that K can be
realized as a pseudodifferential operator in an appropriate nonisotropic symbol class
(closely related to the standard class S1
2
;
1
2
); see [NS]. These ideas were extended
further to the ZðqÞ case (see Section 7) in [BGS]. In particular, it follows easily from
(1.5) and the properties of K that the Neumann operator gains a derivative for such
domains.
The main other case for which sharp Sobolev and Ho¨lder estimates (both isotropic
and nonisotropic) are known arises when O is a domain of ﬁnite type in C2: These
results were obtained by Chang et al. [CNS] by ﬁrst reducing the %@-Neumann
problem to (1.3), computing the symbol of&þ; and establishing (1.4) as before. The
substitute for the class of pseudodifferential operators considered previously in the
nondegenerate setting is the algebra of nonisotropic smoothing (NIS) operators (see
Section 2); the key fact is that K ; the inverse of &b on ð0; 1Þ-forms, is an NIS
operator of order 2, and consequently XK is an NIS operator of order 1. An
important technicality that arises in the two-dimensional case is that &b has
nontrivial kernel, and thus one must take into account the effect of the Szego¨
projection: if S01 denotes the orthogonal projection onto the nullspace of %@

b; which
(in C2) is essentially the same as the Szego¨ projection on functions, then &bK ¼
K&b ¼ I  S01: By inverting &7 away from their characteristic varieties, one sees
that there exist pseudodifferential operators Q7; Q˜7AOPS11;0 and G
7AOPS01;0 such
that (modulo OPSN1;0 )&
7Q7 ¼ Q˜7&7 ¼ I  G7: Moreover, GþS01 and S01Gþ are
inﬁnitely smoothing operators. Instead of (1.5), the parametrix constructed in [CNS]
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has the form
Nf ¼Gf þ Pð&KGþ þ QþÞR %@Gf þ smoother errors;
¼Gf þ PðGþK& þ Q˜þÞR %@Gf þ smoother errors: ð1:6Þ
There are several obstacles to generalizing these methods to ﬁnite-type domains
in higher dimensions. The primary one is that on ð0; qÞ-forms, K is an NIS operator
(with respect to the usual sum-of-squares metric) only when condition DðqÞ
holds (see below), so we cannot automatically control errors of the type XK : In
addition, the principal terms in (1.5) and (1.6) are not suitable for comparing the
Bergman and Szego¨ projections, another major disadvantage of the procedure
outlined above.
To overcome these difﬁculties, we take a substantially different approach by
decoupling the %@-Neumann problem and working on two levels of forms as follows.
On ð0; qÞ-forms, write Nq and Kq instead of N and K ; and denote the corresponding
Bergman and Szego¨ projections by Bq and Sq; respectively. For 1pqon  1;
the Neumann operator Nq is completely determined by BqNq and Bqþ1Nqþ1 (see
Section 5), and the principal terms of these operators are in turn determined by the
boundary operators SqKq and Sqþ1Kqþ1: The operator BqNq is the canonical solving
operator for the equation &u ¼ Bq f ; but now the second boundary condition in
(1.1) can be replaced by the requirement %@u ¼ 0: Since the normal components of
BqNq f satisfy the Dirichlet boundary condition (for smooth f ), it is not difﬁcult to
see that the normal components gain a derivative more than the tangential ones. The
condition %@u ¼ 0 leads to a simpliﬁed reduction to the boundary, and the desired
parametrix is then constructed by an elaborate iteration scheme. The special case
q ¼ n  1 is actually easier to handle because Bn1 and B0n1Nn1 ¼ ðI  Bn1ÞNn1
satisfy elliptic estimates, so that it is only necessary to consider Bn1Nn1:
Furthermore, the argument does not rely on microlocal smoothing properties for
the Szego¨ projection.
Our method is motivated by the analysis in our previous work [Koe] on
‘‘maximal’’ estimates for &b; which demonstrated the advantage to splitting Kq
into the two operators SqKq and ðI  SqÞKq; and one objective of this paper is to
prove analogous results for the %@-Neumann problem. It is a natural question to
ask which (pseudoconvex) ﬁnite-type domains satisfy the same nonisotropic
estimates on ð0; qÞ-forms as in the strongly pseudoconvex case, and it turns
out that this class is characterized by condition DðqÞ: this condition holds on O
if all possible sums of q eigenvalues of the Levi matrix are uniformly comparable
to its trace on bO: Strongly pseudoconvex domains satisfy DðqÞ for 1pqpn  1;
and the criterion is a generalization of the classical ones ZðqÞ and YðqÞ: (Refer
to Section 7 for precise deﬁnitions and examples). Derridj [De] showed that Dð1Þ
is necessary and sufﬁcient for the (weaker) one-derivative version of L2 maximal
estimates to hold for the %@-Neumann problem on ð0; 1Þ-forms, and DðqÞ
domains (not necessarily pseudoconvex) have since been studied extensively by
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various authors. A complete description of Sobolev and Ho¨lder regularity for &b
on such domains, as well as additional background and references, is contained
in [Koe].
We now state our main results; some reﬁnements and applications appear in the
main body of the paper. The ﬁnite type hypothesis needed is that a subelliptic
estimate holds for %@b: More precisely, for 1pqon  1; we say that O is of ﬁnite
(subelliptic) q-type with gain d40 if
jjfjjL2dðbOÞpcðjj %@bfjjL2ðbOÞ þ jj %@

bfjjL2ðbOÞÞ ð1:7Þ
for all smooth ð0; qÞ-forms f on bO: When q ¼ n  1; we assume ﬁnite commutator
type (see Section 2), and O is of ‘‘ﬁnite type’’ if it is of ﬁnite subelliptic q-type for all
q: Finite ideal type implies ﬁnite subelliptic type [Koh], and ﬁnite subelliptic q-type
implies ﬁnite q-type in the usual sense of Catlin and D’Angelo [Di]. A reﬁnement of
the latter fact is given in Corollary 6.7. Conversely, it is presumed (but unknown)
that usual ﬁnite q-type implies subelliptic q-type for qpn  1 q: We remark that
when O is of ﬁnite commutator type m and satisﬁes condition DðqÞ; (1.7) holds with
d ¼ 1=m: It is also well-known that usual ﬁnite type is equivalent to the existence of
subelliptic estimates for %@ [Ca1,Ca2].
We prove a general theorem to the effect that once (isotropic) Sobolev or Ho¨lder
estimates are known for the %@b-complex, analogous estimates for the %@-Neumann
problem are automatic.
Theorem 1.1. Let OCCCnðnX3Þ be a smoothly bounded pseudoconvex domain of
finite type, and let 1pqpn  2 with q fixed.
(a) Assume that there exists d140 such that the canonical solution operators
1 %@bKq;
%@bKq; %@bKq1 ¼ Kq %@b; %@bKqþ1 ¼ Kq %@b; and %@bKqþ1 for %@b and %@b are bounded mappings
from Lps ðbOÞ to Lpsþd1ðbOÞ for 1opoN and all sAR: Then for sX0; the same
Sobolev estimates hold for the Neumann operator and the canonical solution operators
for %@ and %@:
Nq :L
p
s ðOÞ-Lpsþ2d1ðOÞ;
%@Nq; %@Nq1 :Lps ðOÞ-Lpsþd1ðOÞ;
%@Nqþ1; %@Nq :Lps ðOÞ-Lpsþd1ðOÞ:
(b) Assume that there exists d240 such that the canonical solution operators
%@bKq; %@

bKq; %@bKq1 ¼ Kq %@b; %@bKqþ1 ¼ Kq %@b; and %@bKqþ1 for %@b and %@b are
bounded mappings from LaðbOÞ to Laþd2ðbOÞ for all a40: Then the same Ho¨lder
estimates hold for the Neumann operator and the canonical solution operators for
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%@ and %@:
Nq :LaðOÞ-Laþ2d2ðOÞ;
%@Nq; %@Nq1 :LaðOÞ-Laþd2ðOÞ;
%@Nqþ1; %@Nq :LaðOÞ-Laþd2ðOÞ:
Variants and extensions of this result are given in Section 6. (In addition, we can
always take d2 ¼ d1  e or d1 ¼ d2  e). We can apply the theorem, for example, to
domains with diagonalizable Levi form [FKM] and thus obtain Lp and Ho¨lder
estimates for the %@-Neumann problem in this case (Corollary 6.3).
We also establish optimal Sobolev and Ho¨lder regularity, both isotropic and
(maximal) nonisotropic, for domains satisfying condition DðqÞ:
Theorem 1.2. Let OCCCnðnX2Þ be a smoothly bounded pseudoconvex domain of
finite (commutator) type m that satisfies condition DðqÞ: Then the following operators
are bounded on the indicated spaces, for 1opoN; sX0; and a40:
(a) Nq : L
p
s ðOÞ-Lp
sþ2
m
ðOÞ;
(b) %@Nq; %@Nq1; %@Nqþ1; %@Nq : Lps ðOÞ-Lp
sþ1
m
ðOÞ;
(c) X1X2Nq :L
p
s ðOÞ-Lps ðOÞ for all admissible vector fields X1 and X2;
(d) X %@Nq; X %@Nq1; X %@Nqþ1; X %@Nq : Lps ðOÞ-Lps ðOÞ for any admissible vector
field X ;
(e) Nq :LaðOÞ-Laþ2
m
ðOÞ-Gaþ2ðOÞ;
(f) %@Nq; %@Nq1; %@Nqþ1; %@Nq :LaðOÞ-Laþ1
m
ðOÞ-Gaþ1ðOÞ:
The nonisotropic Lipschitz spaces Ga are deﬁned in Section 2, and a slightly
sharper formulation of the theorem is given in Section 7. Condition DðqÞ holds for
1pqpn  1 on strongly pseudoconvex domains, and condition Dð1Þ also includes
the case n ¼ 2: In these cases, our proof is considerably simpler than the original
ones [BGS,C,CNS,GS]. For nX3; Theorem 1.2 follows by reﬁning the proof of
Theorem 1.1 and applying the results in [Koe]. (The arguments in that article also
give a simpliﬁed approach to the regularity theory of&b on strongly pseudoconvex
domains; for the original method, see [FoS,RoS]). When q4n  1 q; it is necessary
to distinguish between the asymmetric and the (stronger) symmetric versions of
DðqÞ; since it is the latter one that is required to invert &b:
Let %Ln be an antiholomorphic vector ﬁeld with real part proportional to
@
@R (i.e., in
the direction normal to the boundary of O). It was observed in the strongly
pseudoconvex and ZðqÞ cases [BGS,C,GS] that %LnNq and Nq have the same mapping
properties (each gains a derivative). This point was viewed as the most intricate part
of the theory, but it is actually the easiest! We provide a short, elementary proof of
the following general fact.
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Theorem 1.3. Let OCCCn be a smoothly bounded pseudoconvex domain of finite type.
For 1pqpn  1; %LnNq satisfies the same Sobolev and Ho¨lder mapping properties as
Nq: More precisely, if there exist d140 and/or d240 such that Nq and %@Nq are bounded
on the indicated spaces:
Nq : L
p
s ðOÞ-Lpsþd1ðOÞ;
%@Nq : L
p
s ðOÞ-LpseðOÞ ð1:8Þ
for 1opoN; sX0; and e40; and/or
Nq :LaðOÞ-Laþd2ðOÞ;
%@Nq :LaðOÞ-LaeðOÞ ð1:9Þ
for a40 and e40; then the first mapping property in (1.8) and/or (1.9) also holds for
%LnNq:
In particular, when O is of finite commutator type m and satisfies condition DðqÞ;
%LnNq : L
p
s ðOÞ-Lp
sþ2
m
ðOÞ;
LaðOÞ-Laþ2
m
ðOÞ
is bounded on the indicated spaces for 1opoN; sX0; and a40:
Similar conclusions hold for the operators BqNq and B
0
qNq (see Theorem 8.1).
In the formula derived for BqNq (see Theorem 5.2), we see that the main
contribution is given by the operator PSqKqRBq: (The higher order terms reﬂect the
various possible combinations of elliptic and nonisotropic smoothing). Since I 
B ¼ %@B1N1 %@ and I  S ¼ %@bS1K1 %@b; we want to write I  B ¼ PðI  SÞR up to
better errors. (Of course, this is not quite true, and part of the main term arises from
the higher order terms). In addition to eliminating the pseudodifferential operators
&; Gþ; and Qþ in (1.5)–(1.6), our formulas lead to the following comparison
theorems for the Bergman and Szego¨ projections. The known results of this type,
mostly for strongly pseudoconvex domains, have relied on integral formula
techniques and asymptotics for the Bergman and Szego kernels (which are
unavailable in the ﬁnite type case); see [BCh,BdSj,Cu,F,KerS,L,PS].
As an easy consequence of the proofs of Theorems 1.1 and 1.2, we extend a result
of Phong and Stein [PS] given in the strongly pseudoconvex case for ð0; 1Þ-forms. As
is customary, we will write Hs instead of L2s for the standard Sobolev space (on O or
bO as appropriate).
Theorem 1.4. Let OCCCnðnX2Þ be a smoothly bounded pseudoconvex domain of
finite type with gain d40: Assume that %@u ¼ f ; where fAL2ðOÞ is a %@-closed ð0; qÞ-
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form with 1pqpn  1 and u>Ker %@: Put fb ¼ RfAH1=2ðbOÞ; where R denotes the
tangential restriction operator on forms.
(a) Let sX0: If fAHsðOÞ and fbAHs
1
2
þdðbOÞ; then uAHsþ2dðOÞ (not just HsþdðOÞ).
(b) Assume that O is of finite commutator type m and satisfies condition DðqÞ: Let
1opoN and sX0; and (when pa2) assume s41
p
 2
m
: If fALps ðOÞ and
fbAB
p;p
s1
p
þ1
m
ðbOÞ; then uALp
sþ2
m
ðOÞ (not just Lp
sþ1
m
ðOÞ).
(c) Assume that O is of finite commutator type m and satisfies condition DðqÞ:
Let a40: If fALaðOÞ and fbALaþ1
m
ðbOÞ; then uAL
aþ2
m
ðOÞ (not just L
aþ1
m
ðOÞ).
[When m ¼ 2 and q41; then uAL
aþ2
m
eðOÞ for all e40].
Finally, we compare the two canonical solutions u  Bu and u  PSRu to the
equation %@u ¼ f :
Theorem 1.5. Let OCCCnðnX2Þ be a smoothly bounded pseudoconvex domain of
finite type with gain d40; and let P denote the usual Poisson operator for O: Then for
all uAC1ð %OÞ;
jjBu  PSRujjHsþ2dðOÞpcjj %@ujjHsðOÞ ð1:10Þ
for all sX0:
If O is of finite commutator type m and satisfies condition Dð1Þ; then for all
uAC1ð %OÞ;
jjBu  PSRujjL
aþ2
m
ðOÞpcjj %@ujjLaðOÞ;
jjBu  PSRujjLp
sþ2
m
ðOÞpcjj %@ujjLps ðOÞ ð1:11Þ
for 1opoN; sX0; and a40:
The ﬁrst inequality in (1.11) also holds with the nonisotropic norm Gaþ2 on
the left-hand side. Note that each canonical solution gains only d or 1=m in
(1.10)–(1.11). In fact, we have an asymptotic formula for the difference B  PSR; in
particular,
B ¼ PSRW þ smoothing operator;
where W is given in terms of the Green’s operator for the complex Laplacian on
ð0; 1Þ-forms.
As we have already indicated, strongly pseudoconvex domains and pseudoconvex
domains of ﬁnite type in C2 satisfy condition Dð1Þ; and so the estimates in (1.11) as
well as parts (b) and (c) of Theorem 1.4 hold for these two classes of domains. These
results appear to be new even in the C2 case. Another advantage of our parametrix
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over the one (1.6) constructed in [CNS] is that it is far more suitable for determining
kernel estimates; we hope to pursue this matter in a future paper. It is worth pointing
out that under the hypotheses of Theorem 1.1, the proofs of Theorems 1.4 and 1.5
lead to similar Lp-Sobolev and Ho¨lder estimates with d1 or d2 in place of 1m (see e.g.
Corollary 6.6).
The necessary background for the various operators and function spaces
considered in this paper is given in Section 2. Since it is of independent interest
and helps illustrate the main ideas involved, we start with ﬁnite-type domains in C2
and provide a simpliﬁed proof of the main regularity properties of the Neumann
operator (ﬁrst established in [CNS]) in Section 3. In Section 4, we prove Theorems
1.4 and 1.5 in the case n ¼ 2: These methods are extended in Sections 5–7 to the
general ﬁnite-type and DðqÞ cases in Cn: We then prove Theorem 1.3 in Section 8.
These sections also contain some reﬁnements and additional applications of our
main results.
2. The basic operators and their mapping properties
The parametrix for the %@-Neumann problem is obtained by a reduction to the
boundary of the domain, and it is thus composed of four basic types of operators:
Poisson and Green’s operators for the elliptic system&; restriction operators to the
boundary, and certain nonisotropic smoothing (NIS) operators on the boundary
which arise when inverting the boundary Laplacian&b: In this section, we describe
the main properties of these operators and the various function spaces that will
be needed.
The standard (isotropic) Lp-Sobolev space of order s and Lipschitz space of
exponent a on O; for sX0 and a40; are denoted as usual by Lps ðOÞ and LaðOÞ:
Similar notation applies to bO; for sAR and a40: For some duality and
interpolation arguments, we also need to consider the Sobolev spaces of negative
order on O:
Deﬁnition 2.1. Let OCCRd be a smoothly bounded domain and 1opoN:
(a) For s40; LpsðOÞ is the space of linear functionals on CN0 ðOÞ with norm
jjgjjLpsðOÞ ¼ supfjgð f Þj : fACN0 ðOÞ and jj f jjLp0s p1g;
where p0 is the conjugate exponent of p:
(b) For all sAR; Lps;0ðOÞ is the space of distributions in Lps ðRdÞ supported in %O with
norm
jj f jjLp
s;0
ðOÞ ¼ jj f jjLps ðRd Þ:
We recall the following fundamental properties of these spaces and the Green’s
operator G for the Laplacian (see [GS,JeKe,T]).
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Proposition 2.2. Let OCCRd be a smoothly bounded domain and 1opoN:
(a) For all sAR; CN0 ðOÞ is dense in Lps;0ðOÞ and CNð %OÞ is dense in Lps ðOÞ: Moreover,
L
p0
s;0ðOÞ is the dual space of Lps ðOÞ and Lp
0
sðOÞ is the dual space of Lps;0ðOÞ:
(b) For 1
p
 1oso1
p
; Lps;0ðOÞ ¼ Lps ðOÞ:
Theorem 2.3. Let OCCRd be a smoothly bounded domain. Then
G : Lps ðOÞ-Lpsþ2ðOÞ;
LaðOÞ-Laþ2ðOÞ
is bounded on the indicated spaces for 1opoN; sX 1; and a40:
By the method of complex interpolation, we have (see [BeLo,JeKe,T])
½Lp0s0 ðOÞ; Lp1s1 ðOÞy ¼ Lps ðOÞ;
½Lp0b0;0ðOÞ; L
p1
b1;0
ðOÞy ¼ Lpb;0ðOÞ;
½Lp0g0;0ðOÞ; L
p1
g1;0ðOÞy ¼ L
p
g;0ðOÞ ð2:1Þ
for 1opioN; sAR; bi; giX0; yAð0; 1Þ with 1p ¼ 1yp0 þ yp1; s ¼ ð1 yÞs0 þ ys1; b ¼
ð1 yÞb0 þ yb1; and g ¼ ð1 yÞg0 þ yg1:
To handle the restriction operators which arise in the main terms of the
parametrix, we need to consider the Besov spaces Bp;ps ðbOÞ; which are given by real
interpolation of the Sobolev spaces (see [BeLo,T]):
Bp;ps ðbOÞ ¼ ðLp0s0 ðbOÞ; Lp1s1 ðbOÞÞy;p ð2:2Þ
with p; p0; p1 and s; s0; s1 as above. In particular,
B
p;p
s1
p
ðbOÞ ¼ ðLps1ðbOÞ; Lps ðbOÞÞ11
p
;p
: ð2:3Þ
Let R0 denote the usual restriction operator f/f jbO for fACNð %OÞ: The trace
theorem for these spaces [BeLo,S] asserts that R0 extends to a bounded operator
R0 : L
p
s ðOÞ-Bp;p
s1
p
ðbOÞ for s41
p
: ð2:4Þ
Of course, we also have
R0 :LaðOÞ-LaðbOÞ for a40: ð2:5Þ
In the reverse direction, we need suitable Poisson-type operators to pass from the
boundary to the interior of O:
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Deﬁnition 2.4. (a) A (local) Poisson-type operator of order c with symbol
pðx; x; tÞACNðRd  Rd  ½0;NÞÞ is a mapping
Pð f Þðx; tÞ ¼
Z
Rd
e2pixxpðx; x; tÞfˆðxÞ dx
on CN0 ðRdÞ; where pðx; x; tÞ is compactly supported in ðx; tÞ and
jtd@gt @bx@axpðx; x; tÞjpCa;b;g;dð1þ jxjÞcjajþgd
for a;bAZdþ and g; dAZþ: (Here fˆðxÞ ¼
R
Rd e
2pixx f ðxÞ dx is the Fourier transform
of f ).
(b) An operator Pð f ÞðyÞ ¼ R
bO kðy; %yÞ f ð %yÞ dsð %yÞ with kACNðO bOÞ is a (global)
Poisson-type operator of order c if there is a coordinate patch near the boundary such
that P is a local Poisson-type operator of order c on each coordinate system.
We may also deﬁne such operators on forms by allowing the symbol pðx; x; tÞ to be
matrix valued, and we will refer to global Poisson-type operators simply as ‘‘Poisson
operators’’ for brevity. By the symbolic calculus for standard pseudodifferential
operators, if Y is a ﬁrst-order differential operator that is tangential at bO and PðcÞ is
a Poisson operator of order c; then
YPðcÞ ¼ PðcÞY þ QðcÞ ð2:6Þ
for some Poisson operator QðcÞ of order c:
Moreover, if P is a Poisson operator of order 0 (resp.1), then (see [GS])
P : B
p;p
s1
p
ðbOÞ-Lps ðOÞ ðresp: Lpsþ1ðOÞÞ ð2:7Þ
and
P :LaðbOÞ-LaðOÞ ðresp: Laþ1ðOÞÞ: ð2:8Þ
For the remainder of this section, we consider a smoothly bounded pseudoconvex
domain OCCCn: Let Ln be a vector ﬁeld of type ð1; 0Þ on %O such that the real part of
Ln is orthogonal to the tangent space TzðbOÞ for all zAbO (i.e., Re Ln is the outward
normal to bO). We say that a vector ﬁeld X on %O is admissible if
XAT1;0ðbOÞ"T0;1ðbOÞ on bO: Near a given boundary point z0; we can choose an
orthonormal frame L1;y; Ln1 for the holomorphic tangential vector ﬁelds and a
real vector ﬁeld T ¼ Im Ln such that L1;y; Ln1; %L1;y; %Ln1; T is a local basis for
the tangential vector ﬁelds. In particular, the real and imaginary parts of L1;y; Ln1
form a local basis for the admissible vector ﬁelds. We denote the dual frame for
ð1; 0Þ-forms by o1;y;on:
We can extend the deﬁnition of restriction operator R0 to forms by writing R0f or
fjbO for a form f ¼
P
jI j¼q fI %oI to represent the ðnqÞ-tuple ðfI jbOÞI ; when fI ¼ 0 on
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bO for all multi-indices I with nAI ; we identify R0f with the ð0; qÞ-form
P
jI j¼q
neI
fI %oI
on bO: (Here, and in all other cases involving differential forms, the sums are taken
over increasing multi-indices only).
The solution to the Dirichlet problem for the complex Laplacian & ¼&q on
ð0; qÞ-forms (qX1) is contained in the following (see [GS]).
Theorem 2.5. There exists a Green’s operator G and a Poisson operator P (of order 0)
for & on O: More precisely, there exist infinitely smoothing operators TNj (acting on
CN0;qð %OÞ or CN0;qðbOÞ as appropriate) such that
&G ¼ I þ T1;
&P ¼ T2;
R0G ¼ T3;
R0P ¼ I þ T4:
Moreover, for vb ¼
P
jJj¼q
neJ
vJ %oJ ; we have
Pvb ¼
X
jI j¼jJj¼q
neI
ðPIJvJÞ %oI þ
X
jK j¼q
nAK
ðPK vbÞ %oK ;
where each PK and PIJ with IaJ is a Poisson operator of order 1 (i.e., the
nondiagonal part of P has symbol of order 1).
For v ¼PjJj¼q vJ %oJACN0;qð %OÞ; we also write Gv ¼PjI j¼q ðGI vÞ %oI ¼P
jI j¼jJj¼q ðGIJvJÞ %oI :
Hereafter we write TN for an inﬁnitely smoothing operator (acting on functions
or forms, either on %O or bO), which may change from line to line.
Theorem 2.6. The approximate Green’s operator in Theorem 2.5 has the same mapping
properties as the ones given in Theorem 2.3 for the classical one.
The only part of the preceding theorem not contained in [GS] consists of the
Sobolev estimates in the range 1pso0; which are based on the following
commutation property for the Green’s operator.
Lemma 2.7. Let D be a first-order differential operator and G be the Green’s operator
for &q above. Then
½D; G ¼ GDð2ÞG þ PR0DG þ TN;
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where Dð2Þ is a differential operator of order 2: In particular, when D is tangential,
we have
½D; G ¼ GDð2ÞG þ TN:
Proof. By Theorem 2.5, we have&½D; G ¼ ½&; DG þ D&G &GD ¼ ½&; DG þ
TN and R0½D; G ¼ R0DG  R0GD ¼ R0DG þ TN: Put A ¼ ½D; G  G½&; DG 
PR0DG: Then &A ¼ TN and R0A ¼ TN; so that necessarily A ¼ TN; and this
proves the lemma with Dð2Þ ¼ ½&; D: (Note that when D is tangential,
PR0DG ¼ PDR0G ¼ TN). &
Remark. These commutation properties hold for the classical Green’s operator as
well, by the same proof.
Since we already know that G : LpðOÞ-Lp2ðOÞ; and GD ¼ DG  GDð2ÞG 
PR0DG þ TN by the lemma, we conclude that GD : LpðOÞ-Lp1ðOÞ: It follows easily
from this and Theorem 2.3 for the classical Green’s operator that G : Lps ðOÞ-
L
p
sþ2ðOÞ for sX 1 as claimed.
We turn now to the nonisotropic components of the parametrix. Let OCCCn be a
pseudo-convex domain. Fix a point z0AbO and a local basis X1;y; X2n2; T for the
tangential vector ﬁelds in a neighborhood U of z0: The commutator type at z0 is the
least integer m for which the vector ﬁelds Xj and their commutators of length pm
span the tangent space near z0: When n ¼ 2 or condition DðqÞ holds (see Section 8),
ﬁnite commutator type and ﬁnite subelliptic q-type are equivalent with d ¼ 1
m
:
Assume for the remainder of this section that O is of ﬁnite commutator type m (and a
subelliptic estimate holds with gain 1
m
). We denote the (pseudo)metric associated to
the sum of squares operator
P2n2
j¼1 Xj by Yðx; yÞ: (See [NSW] for background on
metrics deﬁned by vector ﬁelds, and [Chr,CNS,Koe,NRSW] for the role of this
metric in estimates for %@b and &b).
The nonisotropic Lipschitz space GaðbOÞ of exponent a is deﬁned with respect to
this metric as follows. For 0oao1; the norm of fAGaðbOÞ is the smallest A such that
j f ðxÞjpA and j f ðxÞ  f ðyÞjpAYðx; yÞa for x; yAbO: The norm of fAG1ðbOÞ is the
smallest A for which there exists a decomposition f ¼PNj¼0 fj with jX I fjðxÞjp
A2 jðjI j1Þ for xAbO and 0pjI jp2: In particular, if fAG1ðbOÞ; then j f ðxÞ 
f ðyÞjpA0Yðx; yÞlogð2þYðx; yÞ1Þ for x; yAbO: Finally, if 1pkoapk þ 1; the
norm of fAGaðbOÞ is
P
jI jpk jjX I f jjGakðbOÞ: (These spaces are deﬁned for forms in the
obvious way). The deﬁnition for integral a is designed to make these spaces a real
interpolation scale (see [NRSW]). As in [CNS], we also consider such spaces on O: If
R is a ﬁxed deﬁning function for O ¼ fz : RðzÞo0g; let Ot ¼ fz : RðzÞ ¼ tg for tpt0
(so O0 ¼ bO). Then the norm of fAGaðOÞ is sup0ptpt0 jj f jjGaðOtÞ; and clearly we have
R0 : GaðOÞ-GaðbOÞ for a40: ð2:9Þ
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Conversely, if P is a Poisson operator of order 0, then (see [CNS])
P : GaðbOÞ-GaðOÞ for a40: ð2:10Þ
The boundary operators pertaining to the %@b-complex exhibit the following type of
gain in regularity (at least when n ¼ 2 or condition DðqÞ holds).
Deﬁnition 2.8. Assume O is of ﬁnite type m; and let cAZþ: If, for any polynomial
qðXÞ of degree c in the admissible vector ﬁelds, the mappings
qðXÞT : Lps ðbOÞ - Lps ðbOÞ;
T : GaðbOÞ - GaþcðbOÞ;
T : Lps ðbOÞ - Lp
sþc
m
ðbOÞ;
T : LaðbOÞ - Laþc
m
ðbOÞ
are bounded for 1opoN; kAZþ; a40 and sAR; then we say that c is the NIS gain
for T :
Observe that by (2.3), if T has NIS gain c; then
T :B
p;p
s1
p
ðbOÞ-Bp;p
sþc
m
1
p
ðbOÞ ð2:11Þ
and
qðXÞT : Bp;p
s1
p
ðbOÞ-Bp;p
s1
p
ðbOÞ ð2:12Þ
are bounded for all sAR:
The canonical solution operators for %@b; %@

b; and &b (as well as the Szego¨
projections) on bO satisfy certain kernel estimates and cancellation conditions with
respect to the nonisotropic metric Yðx; yÞ:2 By identifying bO as a space of
homogeneous type with respect to Yðx; yÞ; we can then apply the generalized
Caldero´n–Zygmund theory.
Deﬁnition 2.9. A bump function on Bðx; rÞ ¼ fy : Yðx; yÞorgCU is a smooth
function supported in Bðx; rÞ: A function fACN0 ðBðx; rÞÞ is a normalized bump
function of order M (MAZþ) on Bðx; rÞ if
jjX IfjjLNprjI j
for all multi-indices I with 0pjI jpM; where as usual X I ¼ Xi1Xi2?:
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Deﬁnition 2.10. An operator T on functions fACNðbOÞ with distribution-kernel
Tðx; yÞ is an NIS operator of order c if the following conditions are satisﬁed in each
coordinate neighborhood U :
(i) For sX0; there exist parameters aðsÞoN and boN (independent of s) such
that whenever z; z0ACNðbOÞ with z0 ¼ 1 on supp z;
jjzTf jjspcsðjjz0f jjaðsÞ þ jj f jjbÞ
for fACNðbOÞ: (Of course, the constant cs depends on the cutoff functions z
and z0).
(ii) For x; yAU with xay;
jX Ix X Jy Tðx; yÞjpCI ;JYðx; yÞcjI jjJjjBðx;Yðx; yÞÞj1:
(iii) For any ball Bðx0; rÞCU ;
sup
xABðx0;rÞ
jX I ðTfÞðxÞjpCI rcjI j
for normalized bump functions f of ﬁnite order MðjI jÞ on Bðx0; rÞ; uniformly in
x0 and r:
(iv) All the preceding conditions also hold for T:
This deﬁnition extends componentwise to forms in the natural way. Such
operators were ﬁrst introduced in [NRSW]; the version considered here is adapted
from [Koe]. The essential feature of the class of NIS operators is that it forms an
algebra under composition and satisﬁes good commutation properties.
Theorem 2.11. (a) Let T1 and T2 be NIS operators of order c1 and c2; respectively. If
c1 þ c2o2n; then T13T2 is an NIS operator of order c1 þ c2:
(b) Let T be an NIS operator of order co2n and X one of the vector fields Xi in U :
Fix z; z0ACN0 ðUÞ with z0 ¼ 1 on supp z: Then there exist NIS operators
T0; T1;y; T2n2 of order c such that
Xz0Tz ¼
X2n2
i¼1
TiXiz0 þ T0z0:
(c) Let T be an NIS operator of order cX0 such that b ¼ 0 and aðsÞ ¼ s þ c for
large s with cAR fixed. Then T satisfies the second mapping property in Definition 2.8,
and it satisfies the last two mapping properties with a loss of e for any e40:
Proofs of these results and additional information about NIS operators are
contained in [Koe,NRSW]. Finally, the following terminology will also be
convenient.
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Deﬁnition 2.12. An operator T on O has elliptic gain c1 and NIS gain c2 if
the mappings
T : Lps ðOÞ-Lp
sþc1þc2m
ðOÞ
and
T :LaðOÞ-Laþc1þc2m
ðOÞ
are bounded for 1opoN; sX0; and a40; and we write T ¼ Tðc1;c2Þ or say that T
has gain c ¼ ðc1; c2Þ:
3. The Neumann operator in C2
Let OCCC2 be a smoothly bounded pseudoconvex domain with deﬁning function
R; chosen so that jrRj ¼ 1 on bO: Denote by R ¼ f fACNð %OÞ : NfACNð %OÞg the
class of smooth ð0; 1Þ-forms on %O on which the %@-Neumann operator Nð¼ N1Þ
is globally regular. In particular, if O satisﬁes condition R, then by deﬁnition R ¼
CNð %OÞ:
We give two descriptions of the Neumann operator on R which, in the case of
ﬁnite type domains, lead to short proofs of the regularity results in [CNS]. The ﬁrst
one is an exact formula (for the standard Hermitian metric) in terms of the Bergman
projection operators, and the second (for a general metric) is a parametrix for N of
the type considered in [CNS] and [GS], but in simpliﬁed form. Both approaches are
based on the observation that the %@-Neumann problem decouples into two parts that
are more easily handled separately, as is the case for the corresponding boundary
operators (see [Koe]).
Let B and B1 denote the Bergman projections on functions and ð0; 1Þ-
forms, respectively, and set B01 ¼ I  B1: The operators E0 ¼ %@N : L20;1ðOÞ-
L2ðOÞ-Dom %@ and E00 ¼ N %@ : L2ðOÞ-L20;1ðOÞ-Dom %@ are the relative solution
operators to %@ and %@; i.e., %@E0 f ¼ B1 f with E0 f>ker %@ and %@E00f ¼ ðI  BÞ f with
E00>ker %@
: Moreover, B1N ¼ E00E0: Under the assumption of pseudoconvexity, the
%@-Neumann problem
&u ¼ f on O;
uo %@R ¼ 0 on bO;
%@uo %@R ¼ 0 on bO
8><>: ð3:1Þ
decouples into two problems, a main part
%@ %@u ¼ B1 f on O;
%@u ¼ 0 on O;
uADom %@
8><>: ð3:2Þ
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and an ‘‘elliptic’’ part
%@ %@u ¼ B01f on O;
%@u ¼ 0 on O;
u; %@uADom %@:
8><>: ð3:3Þ
Observe that B1Nu ¼ Nu  B01NuADom %@; so clearly u ¼ B1Nf is the unique
solution to (3.2) and u ¼ B01Nf is the unique solution to (3.3). The advantage to (3.2)
is that we have replaced the second boundary condition in (3.1) with the more
convenient requirement that %@u ¼ 0 in O: On the other hand, the solution to (3.3)
automatically satisﬁes elliptic estimates. Indeed, the %@-Neumann problem on top
degree ð0; 2Þ-forms reduces to the Dirichlet problem, so that the Neumann operator
N2 on ð0; 2Þ-forms is just a Green’s operator. Since B01N ¼ ð %@N2Þð %@N2Þ ¼
%@N2N2 %@; %@N ¼ %@B01N; and B01 ¼ %@ %@N ¼ %@N2 %@ ¼ I  B1; we conclude that these
operators also satisfy elliptic estimates. More precisely:
Proposition 3.1. For any smoothly bounded pseudoconvex domain OCCC2; the
following operators are bounded on the indicated (isotropic) Sobolev and Lipschitz
spaces, for 1opoN; sX0 and a40 :
(a) B01N :L
p
s ðOÞ-Lpsþ2ðOÞ and LaðOÞ-Laþ2ðOÞ;
(b) %@N :Lps ðOÞ-Lpsþ1ðOÞ and LaðOÞ-Laþ1ðOÞ;
(c) B1; B
0
1 : L
p
s ðOÞ-Lps ðOÞ and LaðOÞ-LaðOÞ:
The proposition is an immediate consequence of Theorem 2.3 and the remark
following Lemma 2.7. Results similar to Proposition 3.1 hold for the corresponding
operators on ð0; n  1Þ-forms for pseudoconvex domains in Cn by the same
argument (see Proposition 5.1). The relatively easy proof of the proposition
illustrates the usefulness of the decoupling procedure outlined above. Indeed, the
parametrix constructed in [CNS] for the %@-Neumann problem on domains of
ﬁnite type in C2; which yields all the optimal Lp-Sobolev and Ho¨lder estimates
(see Theorem 3.6 below), shows only that %@N :LaðOÞ-Gaþ1ðOÞ-Laþ2
m
1ðOÞ and
B1 :LaðOÞ-GaðOÞ: (Here GaðOÞ is the nonisotropic Lipschitz space of exponent a
introduced in Section 2 and m is the type).
The regularity of the %@-Neumann problem is determined by the regularity of the
Bergman projection. In fact, we can give a formula for the Neumann operator in
terms of the Bergman projection B and the canonical solution operator K1 for %@b on
functions. Here K1 is the bounded operator from L
2
0;1ðbOÞ to L2ðbOÞ given by
%@bK1 f ¼ ðI  S01Þf and K1 f>ker %@b; where S01 is the projection onto ker %@b; under
the hypothesis of ﬁnite type, K1 is an NIS operator of order 1 [Chr,Koe].
3
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Let R denote the tangential restriction operator on ð0; 1Þ-forms fACNð %OÞ deﬁned
by Rf ¼ ð f4 %@RÞo %@RjbO: Denote the Green’s and Poisson operators for 14 D (acting
on functions) on O by G and P; respectively; and write W for the formal adjoint to %@;
which maps ð0; 1Þ-forms to functions.4
Proposition 3.2. Assume fAR: Then
E0 f ¼ %@Nf ¼ðI  BÞGWB1 f þ ðI  BÞPK1RB1 f
¼ðI  BÞT1 f þ ðI  BÞQf ð3:4Þ
and
Nf ¼B01Nf þ B1Nf
¼ð %@N2Þð %@N2Þ þ E0E0 f
¼ %@N2N2 %@ f þ T1 ðI  BÞT1 f þ T1 ðI  BÞQf
þ QðI  BÞT1 f þ QðI  BÞQf ; ð3:5Þ
where
Q ¼ PK1RB1;
T1 ¼ GWB1 ¼ GW:
Here the operator T1 is given in terms of the Green’s operator and its derivatives,
and in particular it satisﬁes elliptic Sobolev and Ho¨lder estimates of smoothing order
1 by Proposition 3.1. The operator Q reﬂects the nonisotropic behavior of N; and is
smoothing when O is of ﬁnite type.
Proof of Proposition 3.2. Given fAR; we have u ¼ ðI  BÞu ¼ E0 f ¼ %@NfACNð %OÞ
and %@u ¼ B1 fACNð %OÞ: Note that 14 Du ¼ W %@u ¼ WB1 f ; so u ¼ GWB1 f þ Pub; where
ub ¼ ujbO: Now %@bub ¼ ð %@u4 %@RÞo %@RjbO ¼ RB1 f : Therefore ðI  SÞub ¼ K1RB1 f ;
i.e., ub ¼ K1RB1 f þ Sub; where S is the Szego¨ projection. We conclude that
u ¼ GWB1 f þ PK1RB1 f þ PSub: Since PSub is a holomorphic function, we have
ðI  BÞPSub ¼ 0; and (3.4) follows by applying the projection I  B to both sides.
The other identities in the proposition follow from this and the remarks preceding
Proposition 3.1. &
Remarks. (1) It is clear that the formula given for the canonical solution to %@ holds
in any dimension, by the same proof. In dimensions n42; the regularity of %@N1
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depends on that of the Bergman projections B and B1 (which is not automatically
elliptic in this case), and it is more suggestive to write (3.4) in the form
E0 ¼ %@N1 ¼ ðI  BÞðGWþ PK1RÞB1:
This result should be compared to the observation in [BoSt] that CN global
regularity (resp. exact regularity in the standard Sobolev spaces Hs) of N1 is
equivalent to the global (resp. exact) regularity of the Bergman projections on ð0; qÞ-
forms for q ¼ 0; 1; 2: The proof amounts to writing E0 ¼ ðI  BÞð %@;tNtÞB1; where Nt
is the weighted Neumann operator.
(2) When O is a pseudoconvex domain of ﬁnite type in C2; optimal regularity
results for %@N (the canonical solution operator for %@) follow from those already
known for the Bergman projection and the canonical solution operator for %@b: For
this purpose, we need to write T1 in the form
T1BGW %@WG&BWG&  PR0WG&;
where G& is the Green’s operator for the complex Laplacian. In fact, optimal
isotropic Sobolev and Ho¨lder estimates are immediate consequences of the ones for
B and K1; by the theorem and this representation for T1: For nonisotropic estimates,
we must commute tangential derivatives with the various components of Q and T1:
We may commute L1 and %L1 past the Green’s operator (and its derivatives) up to a
better error term, by Lemma 2.7, and the same is true for the Poisson operator (see
(2.6)). It remains to control ½L1; B; note that %L1B ¼ 0 since %@B ¼ 0: Here we can
use the fact that L1B ¼ B0L1 þ *B0; where B0 and *B0 are operators of Bergman
type, i.e., satisfy the same kernel estimates and mapping properties as B (see
[BCG,FK,McN1,McN2,McNS1,NRSW]).
(3) One is free to choose the metric on the boundary. Since %@bSub ¼ 0 on bO
implies that Sub has holomorphic extension to O; which must be given by PSub; we
know that %@PSub ¼ 0 regardless of the metric underlying the deﬁnition of S (and K1).
We now turn to the main purpose of this section, which is to provide a parametrix
for N directly in terms of the inverse to &b on the boundary, approximate Green’s
and Poisson operators, and the (elliptic) projection B1: By Proposition 3.1, it sufﬁces
to consider the %@-Neumann problem (3.2), which allows for a simpler reduction to
the boundary than the procedure given in [CNS] (see also [GS]). In particular, it is
not necessary to introduce ‘‘cut-off’’ pseudodifferential operators that arise from the
Szego¨ projection.
It is convenient to make the following choice of orthonormal basis for ð0; 1Þ-forms
and antiholomorphic vector ﬁelds in a neighborhood of bO: Let
%o1 ¼
ﬃﬃﬃ
2
p
jrRj
@R
@z2
d %z1  @R
@z1
d %z2

 
;
%o2 ¼
ﬃﬃﬃ
2
p
jrRj
%@R ¼
ﬃﬃﬃ
2
p
jrRj
@R
@ %z1
d %z1 þ @R
@ %z2
d %z2
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and
%L1 ¼ 2
ﬃﬃﬃ
2
p
jrRj
@R
@ %z2
@
@ %z1
 @R
@ %z1
@
@ %z2

 
;
%L2 ¼ 2
ﬃﬃﬃ
2
p
jrRj
@R
@z1
@
@ %z1
þ @R
@z2
@
@ %z2

 
;
where R is a deﬁning function for O chosen so that jrRj ¼ 1 on bO: With these
normalizations, %L2R ¼ L2R ¼ jrRjﬃﬃ2p near bO (and is constant on bO). The adjoints of %L1
and %L2 are given by %L

1 ¼ L1 þ a1 and %L2 ¼ L2 þ a2; where
a1 ¼ div %L1 ¼ jrRj  %L1ðjrRj1Þ ¼ 0 on bO ð3:6Þ
and
a2 ¼ div %L2 ¼ %L2ðjrRj1Þ þ 1ﬃﬃﬃ
2
p on bO:
Moreover, %L1a1 ¼ 0 on bO and %L1a2 ¼ %L1 %L2ðjrRj1Þ on bO: We also have %@f ¼
ð %L1fÞ %o1 þ ð %L2fÞ %o2; and if c ¼ c1 %o1 þ c2 %o2; then %@c ¼ ðL1 þ a1Þc1 þ ðL2 þ
a2Þc2:
Assume fAR: We want to ﬁnd the unique solution u ¼ B1Nf ¼ u1 %o1 þ u2 %o2
to the elliptic system &u ¼ B1 f satisfying u2 ¼ 0 on bO and %@u ¼ 0 on O:
These determine (and are determined by) the boundary values ub ¼ Ru ¼
u1jbO:
We shall need to apply the trace theorem R0 : H
sðOÞ-Hs12ðbOÞ below the
critical index s ¼ 12: The following observation (which holds in any dimension n)
is based on the fact that the trace theorem remains valid for harmonic functions in
this case.
Lemma 3.3. For sX0; RB1 : HsðOÞ-Hs
1
2ðbOÞ is bounded.
Proof. A simple integration by parts and duality argument (see for example
[MiSh]) shows
jjRf jjH1=2ðbOÞtjj f jjL2ðOÞ þ jj %@ f jjL2ðOÞ: ð3:7Þ
Interpolating the cases s ¼ 0 and s412 yields the lemma. &
By Lemma 3.3, T4ub ¼ T4RB1N1 f : HsðOÞ-Hs0 ðOÞ is bounded for all s; s0X0:
Therefore
u ¼ B1Nf ¼ GB1 f þ Pub þ TN f ; ð3:8Þ
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where TN : CN0;1ð %OÞ-CN0;1ð %OÞ is an inﬁnitely smoothing operator. We need to
determine ub; which turns out to be fairly easy since we know that %@u ¼ 0 and u2
satisﬁes a better estimate than u1: As indicated in Section 2, we write T
N for an
inﬁnitely smoothing operator (acting on functions or forms, either on %O or bO),
which may change from line to line.
By (3.8), we have
u2 ¼ G2B1 f þ P2R0u1 þ TN f : ð3:9Þ
Since %@ %@u ¼ B1 f ;
%L1ðL1 þ a1Þu1 þ %L1ðL2 þ a2Þu2 ¼ ðB1 f Þ1 ð3:10Þ
and it follows that
 %L1L1ub ¼ R0ððB1 f Þ1 þ %L1L2u2Þ  g: ð3:11Þ
Here we have used the fact that R0a1 ¼ R0 %L1a1 ¼ 0 and R0 %L1Ma2u2 ¼
%L1Ma2R0u2 ¼ 0:
Now %@u ¼ 0; so we can write u ¼ %@w ¼ ð %L1wÞ %o1 þ ð %L2wÞ %o2; i.e., ub ¼ ð %L1wÞ %o1 ¼
%@bw: In particular, ubArange %@b; so that ðI  S01Þub ¼ ub: Let K be the relative inverse
to&b on ð0; 1Þ-forms given by %@b %@bK ¼ K %@b %@b ¼ I  S01: We make the identiﬁcation
Kðf %o1Þ2Kf as convenient.
By our choice of %L1 such that a1 ¼ 0 on bO; we have that %@b ¼ L1 provided that
the metric on bO is the usual Euclidean metric. Therefore, since %@b %@bub ¼  %L1L1ub ¼
g; we conclude that ub ¼ ðI  S01Þub ¼ Kðg %o1Þ: Hence
u1 ¼G1B1 f þ P1KRB1 f þ P1KR0 %L1L2G2B1 f
þ P1KR0 %L1L2P2ub þ TN f : ð3:12Þ
Combining the results of [Chr,FK,NRSW] (see also [Koe]), we have the following
well-known regularity result.
Theorem 3.4. Let OCCC2 be a smoothly bounded pseudoconvex domain of finite type.
The operators K ; K1 ¼ %@bK ; K1 ¼ K %@b; S; and S01 are NIS operators with respective
NIS gains 2; 1; 1; 0; 0:
Returning to (3.12), we iterate M times and apply Theorem 2.5 to obtain
u1 ¼
XM
j¼0
P1ðKR0 %L1L2P2Þ jKRB1 f þ
XM
j¼0
P1ðKR0 %L1L2P2Þ jKR0 %L1L2G2B1 f
þ G1B1 f þ TN f þ P1ðKR0 %L1L2P2ÞMþ1R0u1
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¼
XM
j¼0
P1ðK1R0L2P2Þ jKRB1 f þ
XM
j¼0
P1ðK1R0L2P2Þ jK1R0L2G2B1 f
þ G1B1 f þ TN f þ P1ðK1R0L2P2ÞMþ1R0u1:
We have proved the following:
Theorem 3.5. Let OCCC2 be a smoothly bounded pseudoconvex domain of finite type.
Then for all fACN0;1ð %OÞ and MAN;
ðB1Nf Þ1 ¼G1B1 f þ
XM
j¼0
P1ðK1R0L2P2Þ jKRB1 f
þ
XM
j¼0
P1ðK1R0L2P2Þ jK1R0L2G2B1 f þ Tð0;Mþ1ÞðB1Nf Þ1 ð3:13Þ
and
ðB1Nf Þ2 ¼G2B1 f þ
XM
j¼0
P2ðK1R0L2P2Þ jKRB1 f
þ
XM
j¼0
P2ðK1R0L2P2Þ jK1R0L2G2B1 f þ Tð1;Mþ1ÞðB1Nf Þ1: ð3:14Þ
Recall that P2 acts as a Poisson operator of order 1 on R0ðB1Nf Þ1 and that
N  B1N ¼ B01N ¼ Tð2;0Þ: Moreover, Tð0;Mþ1ÞðB1Nf Þ1 : L2s ðOÞ-L2
sþMþ3
m
ðOÞ and
Tð1;Mþ1ÞðB1Nf Þ1 : L2s ðOÞ-L2
sþ1þMþ3
m
ðOÞ:
Remarks. (1) The principal term in (3.13) is P1KRB1 ¼ Tð0;2Þ: Also ðB1Nf Þ2 ¼ Tð2;0Þ
in the strictly pseudoconvex case; otherwise, the main term is P2KRB1 ¼ Tð1;2Þ: See
Corollary 3.7 below.
(2) A similar argument handles a reduction of the form ð&b þ LÞub ¼ g; where
L ¼ aL þ b %L þ c: Such a situation arises if we change measure on bO; or choose L1
such that a1c0 on bO: Indeed, if ub þ KLub ¼ ðI  S01Þub þ KLub ¼ Kg; then ub ¼
Kg  ðKLÞKg þ ðKLÞ2Kg ?7ðKLÞMub:
We can now give a simpliﬁed proof of the optimal mapping properties for the
Neumann operator N for pseudoconvex domains of ﬁnite type in C2; ﬁrst established
in [CNS]. We also state the corresponding results for the canonical solution
operators E0 ¼ %@N ¼ %@B1N and E00 ¼ B1N %@ to %@ and %@; respectively.5 Following
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the notation indicated in Section 2, we denote the real and imaginary parts of the
vector ﬁeld L1 by X1 and X2; and consider the nonisotropic Lipschitz spaces GaðOÞ as
in [CNS,NRSW].
Theorem 3.6. Let OCCC2 be a smoothly bounded pseudoconvex domain of finite
commutator type m: Then the following operators are bounded on the indicated spaces,
for 1opoN; sX0; and a40:
(a) N :Lps ðOÞ-Lp
sþ2
m
ðOÞ;
(b) E0; E
0
0 : L
p
s ðOÞ-Lp
sþ1
m
ðOÞ;
(c) qðX1; X2ÞN : Lps ðOÞ-Lps ðOÞ for any quadratic polynomial in the vector fields X1
and X2;
(d) XiE0; XiE
0
0 :L
p
s ðOÞ-Lps ðOÞ;
(e) N :LaðOÞ-Laþ2
m
ðOÞ-Gaþ2ðOÞ;
(f ) E0; E
0
0 :LaðOÞ-Laþ1
m
ðOÞ-Gaþ1ðOÞ:
Proof. (a) The desired Sobolev estimates follow easily from these observations when
s4s0ðpÞ ¼ maxfnð2pÞp ; 1pg: Indeed, we return to formulas (3.13)–(3.14) for B1N and
observe that since B1 preserves L
p
s ðOÞ by Proposition 3.1 and P2 is a Poisson
operator of order 1;
G1B1 : L
p
s ðOÞ-Lpsþ2ðOÞ;
P1ðK1R0L2P2Þ jKRB1 : Lps ðOÞ-Lp
sþ2þj
m
ðOÞ;
P1ðK1R0L2P2Þ jK1R0L2G2B1 : Lps ðOÞ-Lp
sþ1þ1þj
m
ðOÞ:
For the error term, observe that LpðOÞCL2ðOÞ when pX2 since O is bounded, and
when 1opo2 we have Lps ðOÞCL2ðOÞ for s4s0 by Sobolev embedding. Taking M
large, we conclude that
ðB1NÞ1 : Lps ðOÞ-Lp
sþ2
m
ðOÞ
for s4s0; with main term in (3.13) given by the operator P1KRB1: Similarly,
we obtain
ðB1NÞ2 : Lps ðOÞ-Lp
sþ1þ2
m
ðOÞ ð3:15Þ
for s4s0; with main term in (3.14) given by the operator P2KRB1 (also G2B1 when
m ¼ 2). Hence B1N : Lps ðOÞ-Lp
sþ2
m
ðOÞ when s4s0; and of course the same is true for
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N by Proposition 3.1. In fact, when p ¼ 2; we obtain this result for all sX0 by
Lemma 3.3. Furthermore, interpolating between p ¼ 2 and p42 large proves (a) for
all s40 when pX2:
The general case (without the restriction on s) follows by duality.6 We make
repeated use of Proposition 2.2. We know N : L2ðOÞ-L22
m
ðOÞ; and since N is self-
adjoint, it follows that N : L2
2
m
;0
ðOÞ-L2ðOÞ: Interpolation then gives N : L2s;0ðOÞ-
L2
sþ2
m
ðOÞ for 2
m
psp0: Thus N : L2dðOÞ-L2dþ2
m
ðOÞ for some dAð1
2
; 0Þ; so inter-
polating this with the result already established for pX2; s40 yields N : Lps ðOÞ-
L
p
sþ2
m
ðOÞ for sX0 when pX2:
Next, since N : Lps ðOÞ-Lp
sþ2
m
ðOÞ for s4s0 when 1opo2; duality gives
N : L
p
s;0ðOÞ-Lp
sþ2
m
;0
ðOÞCLp
sþ2
m
ðOÞ for so s0  2m and p42: Interpolating this with
N : LpðOÞ-Lp2
m
ðOÞ for p42 then yields N : Lps;0ðOÞ-Lp
sþ2
m
ðOÞ for sp0; p42: Taking
s ¼ 2
m
; we have in particular that N :L
p
2
m
;0
ðOÞ-LpðOÞ for p42; and duality once
again shows that N : LpðOÞ-Lp2
m
ðOÞ for 1opo2: Interpolation a ﬁnal time with the
range s4s0 completes the proof of (a).
(b) Since E0 ¼ %@B1N ¼ ðL1 þ a1ÞðB1NÞ1 þ ðL2 þ a2ÞðB1NÞ2 and E00 ¼ B1N %@;
we can apply Theorem 3.5 to obtain an analogous description of the canonical
solution operators. Note that B1 %@g ¼ %@g and KR %@g ¼ K %@bR0g ¼ K1R0g for
gACNð %OÞ; so
ðE00gÞ1 ¼G1 %@g þ
XM
j¼0
P1ðK1R0L2P2Þ jK1R0g
þ
XM
j¼0
P1ðK1R0L2P2Þ jK1R0L2G2 %@g þ Tð0;Mþ1ÞðE00gÞ1 ð3:16Þ
and
ðE00gÞ2 ¼G2 %@g þ
XM
j¼0
P2ðK1R0L2P2Þ jK1R0g
þ
XM
j¼0
P2ðK1R0L2P2Þ jK1R0L2G2 %@g þ Tð1;Mþ1ÞðE00gÞ1: ð3:17Þ
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Since %@bK ¼ K1 and %@bK1 ¼ I  S; it follows from (3.13)–(3.14) and (2.6) that for
fACN0;1ð %OÞ;
E0 f ¼ðL1 þ a1ÞG1B1 f þ ðL2 þ a2ÞG2B1 f þ P1K1RB1 f
þ P1ðI  SÞR0L2G2B1 f þ
XM
j¼1
P1ðI  SÞR0L2P2ðK1R0L2P2Þ j1KRB1 f
þ
XM
j¼1
P1ðI  SÞR0L2P2ðK1R0L2P2Þ j1K1R0L2G2B1 f
þ
XM
j¼0
ðL2 þ a2ÞP2ðK1R0L2P2Þ jKRB1 f
þ
XM
j¼0
ðL2 þ a2ÞP2ðK1R0L2P2Þ jK1R0L2G2B1 f
þ
XM
j¼0
Qð0ÞðK1R0L2P2Þ jKRB1 f þ
XM
j¼0
Qð0ÞðK1R0L2P2Þ jK1R0L2G2B1 f
þ Tð0;MÞðB1Nf Þ1 ð3:18Þ
for some Poisson operator Qð0Þ of order 0.
Recalling that P2 has order 1 in these formulas and applying the mapping
properties given in Theorems 2.3 and 3.4, we can easily determine the elliptic gain
(in terms of the spaces Lps ðOÞ for s41p) of each term in (3.16)–(3.17) and (3.18).
For E00; we see that Gj %@ has gain 1, the jth term of each sum in (3.16) has gain
1þj
m
;
and the jth term in each sum in (3.17) has gain 1þ 1þj
m
: The ﬁrst four terms in
expression (3.18) for E0 have gains 1,1,
1
m
; and 1, respectively; and the jth term in the
next six sums appearing in (3.18) have respective gains 1þj
m
; 1þ j
m
; 2þj
m
; 1þ 1þj
m
; 2þj
m
; and
1þ 1þj
m
:
To summarize, the main contribution for E0 is given by the operator P1K1RB1;
which maps Lps ðOÞ to Lp
sþ1
m
ðOÞ for s41
p
: The main contribution for E00; which is in the
ﬁrst (tangential) component, has the same gain and is given by the operator
P1K

1R0ðI þ L2G2 %@Þ: Therefore, by taking M large as in the proof of part (a) of the
theorem, we conclude that E0; E
0
0 : L
p
s ðOÞ-Lp
sþ1
m
ðOÞ for s4s0ðpÞ ¼ maxfnð2pÞp ; 1pg:
Moreover, by Lemma 3.3, the result for E0 holds for all sX0 when p ¼ 2:
The interpolation and duality arguments needed to obtain the result for all
sX0 are similar to the ones given for part (a), since E0 and E00 are adjoints. An extra
step is required since P1K

1R0 does not map L
2ðOÞ to L21
m
ðOÞ (although a fortiori the
term P1K

1R0ðI þ L2G2 %@Þ does extend to a bounded operator below the critical
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index).7 To circumvent this difﬁculty, we observe ﬁrst that E 00 : L
2
1
m
ðOÞ ¼
L2
1
m
;0
ðOÞ-L2ðOÞ by duality. Interpolating this with the range s4s0 already
established shows that E00 : L
2ðOÞ-L21
m
ðOÞ (and proves (b) for p ¼ 2), and hence
E0 : L
2
1
m
ðOÞ-L2ðOÞ: We can now interpolate between the cases p ¼ 2 and p42 large
to obtain part (b) of the theorem for pX2; and the case 1opo2 is handled exactly as
in the proof of (a).
(c) As in part (a), we ﬁrst assume that s4s0ðpÞ: It sufﬁces to consider qðX1; X2Þ ¼
XY with X ; YAfX1; X2g:8 By (2.6), we can commute tangential derivatives past the
Poisson operators appearing in (3.13)–(3.14) up to better errors. In the following, we
write ABB if A ¼ B þ C; where C consists of commutator terms that have better
smoothing properties than the ones considered for A and B (possibly by the same
argument to be given for B). First observe that XYGiB1 preserves Lps ðOÞ by Theorem
2.6, and that we need only consider the effect of XY on ðB1NÞ1 since the sums in
(3.14) have the same structure as those in (3.13) except with a Poisson operator P2 of
lower order.
Now the main term in the ﬁrst sum is XYP1KRB1BP1ðXYKÞRB1; which preserves
Lps ðOÞ by (2.4), (2.7), and (2.12). Next, we have
XYP1ðK1R0L2P2ÞKRB1BP1X ðYK1 ÞR0L2P2KRB1:
Since YK1 is an NIS operator of order 0, we can write
XðYK1 Þ ¼ T1X1 þ T2X2 þ T0
for suitable NIS operators Tk of order 0, by Theorem 2.11. Thus
XYP1ðK1R0L2P2ÞKRB1B
X2
k¼1
P1TkðR0L2P2ÞðXkKÞRB1:
Since XkK is an NIS operator of order 1, we apply Theorem 2.11 again to conclude
that this term maps Lps ðOÞ to Lp
sþ1
m
e
ðOÞ for all e40: For the higher order terms in
the ﬁrst sum in (3.13), we see that
XYP1ðK1R0L2P2Þ jKRB1B
X2
k¼1
P1TkR0L2P2ðXkK1R0L2P2ÞðK1R0L2P2Þ j2KRB1
for jX2; which maps Lps ðOÞ to Lp
sþ j
m
e
ðOÞ for all e40:
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For the second sum in (3.13), we commute only the Y derivative. Then
XYP1K

1R0L2G2B1BXP1ðYK1 ÞR0L2G2B1
preserves Lps ðOÞ by (2.12). Similarly, for jX1;
XYP1ðK1R0L2P2Þ jK1R0L2G2B1BXP1ðYK1 ÞR0L2P2ðK1R0L2P2Þ j1K1R0L2G2B1
maps Lps ðOÞ to Lp
sþ j
m
ðOÞ:
Hence, by taking M sufﬁciently large, we conclude that XYN preserves Lps ðOÞ
for s4s0ðpÞ (and for all sX0 when p ¼ 2; by Lemma 3.3). To repeat the
duality argument given for part (a), we need to examine ðXYNÞBB1NYX þ
B01NYX : By Lemma 2.7, we have B1YX ¼ ðI  %@N2 %@ÞYXBYXB1 and B01NYX ¼
%@N2N2 %@YXBYXB01N: Therefore ðXYNÞBB1NYX (by Proposition 3.1), and we
can commute YX past the operators GiB1; RB1; and R0L2G2B1 appearing in (3.13)–
(3.14) up to better errors. Repeating the reasoning used above for XYN; we see that
B1NYX preserves L
p
s ðOÞ for s4s0ðpÞ (and for sX0 when p ¼ 2) as well. We can now
complete the proof by duality and interpolation, in exactly the same way as was done
for part (a).
(d) For s4s0ðpÞ; the proof is entirely similar to the one given for (c), with
formulas (3.16)–(3.18) in place of (3.13)–(3.14); the same results hold for the
adjoints as well. The general case then follows from duality and interpolation as in
part (b).
(e)–(f ) The Ho¨lder estimates are easier to deal with since we may restrict to the
boundary for any exponent a: Note that the isotropic estimates are immediate
consequences of (2.5), (2.8), Theorem 2.6, Lemma 2.7, Proposition 3.1, Theorem 3.4,
(3.13)–(3.14), and (3.16)–(3.18). In fact,
ðB1NÞ2 :LaðOÞ-Laþ1þ2
m
ðOÞ ð3:19Þ
for a40: For nonisotropic estimates, we also need to observe that the
Poisson operators Pi and L2P2 preserve GaðOÞ by (2.10). Moreover, by
Theorem 3.4, we know that S :GaðbOÞ-GaðbOÞ: It is then a straightforward
matter to check the mapping properties of each term in (3.13)–(3.14) and (3.16)–
(3.18).
This completes the proof of Theorem 3.6. &
The following corollary of the theorem and its proof is of independent
interest.
Corollary 3.7. Let OCCC2 be a smoothly bounded pseudoconvex domain of finite type
m: The Neumann operator and canonical solution operators for %@ and %@ are given by
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the following principal terms, in the sense that their difference is an operator of higher
smoothing order:
Operator Principal term Gain
ðB1NÞ1 P1KRB1 ð0; 2Þ
ðB1NÞ2; ma2 P2KRB1 ð1; 2Þ
ðB1NÞ2; m ¼ 2 P2KRB1 þ G2B1 ð2; 0Þ
%@N ¼ E0 P1K1RB1 ð0; 1Þ
ðE00Þ1 P1K1R0ðI þ L2G2 %@Þ ð0; 1Þ
ðE00Þ2 G2 %@ ð1; 0Þ
The ﬁfth entry in the table above shows that although R0G2 ¼ TN; we cannot
commute nontangential derivatives past the Green’s operator up to a better
error (see Lemma 2.7). If that were the case, then we would have
E00 : L
2ðOÞ-CN0 ðOÞ-H1=mþdðOÞ for some d40: Since CN0 ðOÞ is dense in L2ðOÞ;
this implies that E00 extends to a bounded operator from L
2ðOÞ to H1=mþdðOÞ;
which (as is well-known) is false. Thus no further commutations are possible in
formulas (3.13)–(3.14) and (3.16)–(3.18) for the Neumann and canonical solution
operators.
4. Comparing the Bergman and Szego¨ projections in C2
In this section, we prove Theorems 1.4–1.5 in the case n ¼ 2: We continue to use
the choice of vector ﬁelds made in Section 3 and write Tðc1;c2Þ for an operator on O
with elliptic gain c1 and NIS gain c2 (see Deﬁnition 2.12). In addition, throughout
this section only, every operator Tð0;1Þ indicated (which may change from one line to
the next) is also of the form Tð0;2Þ %@; when this is not the case, we will write T˜ð0;1Þ
instead of Tð0;1Þ:
Theorem 4.1. Let OCCC2 be a smoothly bounded pseudoconvex domain of finite
commutator type m: Assume that %@u ¼ fAL20;1ðOÞ with u>ker %@; and put fb ¼
RfAH1=2ðbOÞ:
(a) Let 1opoN and sX0; and assume (when pa2) that sX1
p
 2
m
: If fALps ðOÞ and
fbAB
p;p
s1
p
þ1
m
ðbOÞ; then uALp
sþ2
m
ðOÞ:
(b) Let a40: If fALaðOÞ and fbALaþ1
m
ðbOÞ; then uAL
aþ2
m
ðOÞ:
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Proof. Observe that formulas (3.13)–(3.14) for B1N; established initially for smooth
ð0; 1Þ-forms, in fact extend to identities on L2 since each term extends to a bounded
operator on L2 (see Lemma 3.3). Thus by (3.18), we have u ¼ E0 f ¼ P1K1RB1 f þ
Tð0;2Þ f ¼ P1K1Rf þ Tð0;2Þ f : The theorem follows directly from (2.7), (2.11), and
Theorem 3.4. &
Theorem 4.2. Let OCCC2 be a smoothly bounded pseudoconvex domain of finite
commutator type m; and let P denote the (usual) Poisson operator for O: For fAC1ð %OÞ;
Bf  PSRf ¼ PSRL2G2 %@ f þ Tð0;1Þ f ¼ PSRL2G2 %@ f þ Tð0;2Þ %@ f : ð4:1Þ
Moreover, for 1opoN; sX0; and a40;
jjBf  PSRf jjL
aþ2
m
ðOÞ þ jjBf  PSRf jjGaþ2ðOÞpcjj %@ f jjLaðOÞ ð4:2Þ
and
jjBf  PSRf jjLp
sþ2
m
ðOÞpcjj %@ f jjLps ðOÞ: ð4:3Þ
Proof. (i) Formula (4.1). Assume that fAL2ðOÞ and %@ fAL2ðOÞ: As observed above,
formulas (3.13)–(3.14) for B1N extend to identities on L
2; and thus formulas (3.16)–
(3.17) for E00g extend to all gAL
2 such that %@gAL2:
Since I  B ¼ %@E00 ¼ %@B1N %@; we have9
ðI  BÞ f ¼ðL1 þ a1ÞðE 00f Þ1 þ ðL2 þ a2ÞðE00f Þ2
¼ðL1 þ a1ÞG1 %@ f þ ðL2 þ a2ÞG2 %@ f
þ
XM
j¼0
ðL1 þ a1ÞP1ðK1RL2P2Þ jKR %@ f
þ
XM
j¼0
ðL1 þ a1ÞP1ðK1RL2P2Þ jK1RL2G2 %@ f
þ
XM
j¼0
ðL2 þ a2ÞP2ðK1RL2P2Þ jKR %@ f
þ
XM
j¼0
ðL2 þ a2ÞP2ðK1RL2P2Þ jK1RL2G2 %@ f
þ Tð0;MÞ f : ð4:4Þ
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The term with j ¼ 0 in the ﬁrst sum is
ðL1 þ a1ÞP1KR %@ f ¼P1 %@bK %@bRf þ ½L1; P1K1Rf þ Tð0;1Þ f
¼P1ðI  SÞRf þ Tð0;1Þ f
by (2.6). Similarly, the term with j ¼ 0 in the second sum is
ðL1 þ a1ÞP1K1RL2G2 %@ f ¼ P1ðI  SÞRL2G2 %@ f þ Tð0;1Þ f :
Therefore
ðI  BÞ f ¼P1ðI  SÞRf þ P1ðI  SÞRL2G2 %@ f þ ðL1 þ a1ÞG1 %@ f
þ ðL2 þ a2ÞG2 %@ f þ Tð0;1Þ f
so
Bf ¼P1SRf þ ð f  P1Rf Þ  P1ðI  SÞRL2G2 %@ f þ ðL1  a1ÞG1 %@ f
þ ðL2  a2ÞG2 %@ f þ Tð0;1Þ f : ð4:5Þ
(Recall that P2 acts as a Poisson operator of order 1; so that the terms with jX1 in
the ﬁrst two sums and the terms with jX0 in the next two sums are of type Tð0;1Þ).
Since RL1G1 ¼ Ra1G1 ¼ Ra2G2 ¼ TN; applying the restriction operator to both
sides of (4.5) yields
RBf ¼SRf  ðI  SÞRL2G2 %@ f þ RL2G2 %@ f þ RTð0;1Þ f
¼SRf þ SRL2G2 %@ f þ RTð0;1Þ f :
Now Bf is holomorphic, and in particular harmonic, so we conclude that
Bf ¼ PRBf ¼ PSRf þ PSRL2G2 %@ f þ PRTð0;1Þ f
which yields (4.1).
(ii) Estimates (4.2) and (4.3). Recall the mapping properties for the restriction and
Poisson operators given in (2.4)–(2.10). By Theorems 2.6 and 3.4, we know that
PSRL2G2 : L
p
s ðOÞ-Lpsþ1ðOÞ;
LaðOÞ-Laþ1ðOÞ
is bounded on the indicated spaces for 1opoN; sX0; and a40: Thus
jjBf  PSRf jjL
aþ2
m
ðOÞpcjj %@ f jjLaðOÞ and jjBf  PSRf jjLp
sþ2
m
ðOÞpcjj %@ f jjLps ðOÞ
by (4.1).
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For the nonisotropic Ho¨lder estimate in (4.2), we take advantage of the following
commutation property of the Szego¨ projection (see [CNS,McNS2]).
Lemma 4.3. Let T be any first-order tangential differential operator and cAN: There
exist NIS operators A1; A2; A3 of order 1, an NIS operator A0 of order 0, NIS
operators A
ðcÞ
1 ; A
ðcÞ
2 ; A
ðcÞ
3 of order c; and tangential differential operators
T1; T2; T3; T˜1; T˜2; T˜3 of order 1 such that
½T ; S ¼
X3
j¼1
AjTj þ A0 þ
X3
j¼1
A
ðcÞ
j T˜jS:
Note that %L1S ¼ S %L1 ¼ 0 and thus SL1 is an NIS operator of order 0. To simplify
the exposition, it is convenient to resume the notation ABB introduced in the proof
of Theorem 3.6. To complete the proof of (4.2), we must show that %L1PSRL2G2 and
L1PSRL2G2 map LaðOÞCGaðOÞ boundedly to Gaþ1ðOÞ:
First note that %L1PSRL2G2 ¼ ½ %L1; PSRL2G2 :LaðOÞ-Gaþ1ðOÞ: Next, we
have
L1PSRL2G2BPðSL1ÞRL2G2 þ P½L1; SRL2G2:
Since SL1 is an NIS operator of order 0, we know that the ﬁrst term maps
LaðOÞ to Gaþ1ðOÞ boundedly as desired. Applying Lemma 4.3 with cX2; we
obtain
P½L1; SRL2G2 ¼
X3
j¼1
PAjTjRL2G2 þ PA0RL2G2 þ
X3
j¼1
PA
ðcÞ
j T˜jSRL2G2: ð4:6Þ
Now T˜jSRL2G2 :LaðOÞ-LaðOÞ; from this it is clear that each term in (4.6) has the
desired mapping properties (see Theorem 2.11). &
5. Construction of the parametrix in Cn
Let OCCCn be a smoothly bounded pseudoconvex domain. By well-known
estimates of Ho¨rmander [H], %@ has closed range in L2ðOÞ and there exist Neumann
operators Nq and canonical (relative) solution operators Eq ¼ %@Nqþ1 and E0q ¼
Eq ¼ %@Nq (0pqpn  1) to %@ and %@ on ð0; qÞ-forms, which are bounded operators on
L2ðOÞ with norms depending only on the diameter of O: Let Bq (the Bergman
projection) and B0q denote the orthogonal projections onto ker %@ and ker %@
 on ð0; qÞ-
forms, respectively. (For q ¼ 0; we write B ¼ B0 for the usual Bergman projection on
functions, and set B00 ¼ I  B: For q ¼ n; we put Bn ¼ I  B0n). Then B0q ¼ I  Bq;
and the canonical solution operators Eq : L
2
ð0;qþ1ÞðOÞ-L2ð0;qÞðOÞ-Dom %@ and
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E0q : L
2
ð0;qÞðOÞ-L2ð0;qþ1ÞðOÞ-Dom %@ are given by
%@Eq f ¼ Bqþ1 with Eq f>ker %@;
%@E0qf ¼ B0qf with E0qf>ker %@:
Moreover, Eq ¼ %@Nqþ1 (¼ Nq %@ on Dom %@) and E0q ¼ %@Nq (¼ Nqþ1 %@ on Dom %@).
The Neumann operator is given by the composition formula
Nq ¼ E0q1Eq1 þ EqE0q
for 1pqpn  1; where
BqNq ¼ E0q1Eq1 ¼ ð %@Nq1Þð %@Nq1Þ ¼ ð %@NqÞð %@NqÞ ¼ ð %@Nq1Þð %@NqÞ
and
B0qNq ¼ EqE0q ¼ ð %@Nqþ1Þð %@Nqþ1Þ ¼ ð %@NqÞð %@NqÞ ¼ ð %@Nqþ1Þð %@NqÞ:
An analogous representation holds for the inverse Kq to&b on ð0; qÞ-forms, in terms
of the canonical solution operators Fq and F
0
q to %@b and %@

b; and we denote the
corresponding projection operators by Sq (the Szego¨ projection) and S
0
q ¼ I  Sq:
We also put Sn1 ¼ I  S0n1 and S00 ¼ I  S: (For further details, see [Koe]). We
also remark that N0 ¼ E0E00 ¼ %@N1N1 %@; RangeN0CDom ð %@ %@Þ; and %@ %@N0 ¼ I  B:
Similar remarks apply to Nn:
We have the following analogue of Proposition 3.1, by the same
proof.
Proposition 5.1. For any smoothly bounded pseudoconvex domain OCCCn; the
following operators are bounded on the indicated (isotropic) Sobolev and Lipschitz
spaces, for 1opoN; sX0 and a40 :
(a) B0n1Nn1 : L
p
s ðOÞ-Lpsþ2ðOÞ and LaðOÞ-Laþ2ðOÞ;
(b) %@Nn1 : Lps ðOÞ-Lpsþ1ðOÞ and LaðOÞ-Laþ1ðOÞ;
(c) Bn1; B0n1 : L
p
s ðOÞ-Lps ðOÞ and LaðOÞ-LaðOÞ:
Let R be a deﬁning function for O; and set %on ¼
ﬃﬃ
2
p
jrRj %@R: Assume that O is of ﬁnite
type, i.e., a subelliptic estimate for %@b holds with gain d40:
10
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For a ð0; qÞ-form u; deﬁne
un ¼ %on4ð %onouÞ normal component of u;
ut ¼ u  %on4ð %onouÞ ¼ %onoð %on4uÞ tangential part of u;
ub ¼ Ru ¼ R0ut tangential restriction of u to bO;
%@nu ¼ ð %@uÞn ¼ %on4ð %ono %@uÞ normal part of %@u;
%@tu ¼ ð %@uÞt ¼ ð %@utÞt tangential part of %@u;
where R0u ¼ ujbO is the usual restriction operator and R is the tangential restriction
operator. The operators above are globally deﬁned by our choice of %on; and we can
identify ub with a ð0; qÞ-form on bO: It is easy to check that ðunÞn ¼ un and ðutÞt ¼ ut:
Observe that %@u ¼ %@tut þ %@nu and %@bub ¼ ð %@tuÞb ¼ ð %@tutÞb: Denote the formal
adjoints of %@; %@t and %@n respectively by W; %@t and %@

n: Then %@

t u ¼ %@t ut; %@nu ¼ %@nun; and
%@Wu ¼ %@tð %@t þ %@nÞu þ %@nð %@t þ %@nÞu:
Let fACN0;qð %OÞ: For u ¼ BqNq f with 1pqpn  1; we have
RBq f ¼ R %@Wu ¼R %@t %@t u þ R %@t %@nun
¼ %@b %@bub þ %@bA0ub þ %@bRð %@nunÞ;
where A0 ¼ AðqÞ0 is a (zero-order) multiplication operator that maps ð0; qÞ-forms
to ð0; q  1Þ-forms. Note that u ¼ %@v for v ¼ Eq1Nq f ; so that ub ¼ %@bvb and
hence S0qub ¼ 0 since %@b has closed range in L2ðbOÞ: (For qon  1; it is more
direct to observe that %@u ¼ 0 and hence %@bub ¼ 0). Now SqKq %@b %@b ¼ Sq; and
therefore
ub ¼ Squb ¼SqKqRBq f  SqKq %@bA0ub  SqKq %@bRð %@nunÞ
¼SqKqRBq f  F 0q1Rð %@nunÞ  ðF 0q1A0Þub:
Iterating this identity M times, we obtain
RBqNq f ¼
XM
j¼0
ðF 0q1A0Þ jSqKqRBq f 
XM
j¼0
ðF 0q1A0Þ jF 0q1R %@nðBqNq f Þn
þ ðF 0q1A0ÞMþ1ub: ð5:1Þ
Observe that F 0q1 : H
sðbOÞ-HsþdðbOÞ; so that ðF 0q1A0Þ j : HsðbOÞ-HsþjdðbOÞ
for sAR: (When condition DðqÞ holds, F 0q1A0 is an NIS operator of order 1, and we
can give Lp and Ho¨lder estimates as well).
By Theorem 2.5, we have
ut ¼ GtBq f þ Ptub þ TN f ; ð5:2Þ
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un ¼ GnBq f þ Pnub þ TN f ; ð5:3Þ
where Pt is a Poisson operator of order 0 and (when acting on forms on bO) Pn is a
Poisson operator of order 1: (We will often suppress the index q for the Green’s
and Poisson operators). In particular, %@nPn is a Poisson operator of order 0, and we
can repeat the iteration method used in the C2 case. Substituting (5.2)–(5.3) in (5.1)
yields the following formula for BqNq:
Deﬁne operators F
ðqÞ
j1;y; jm inductively by
F
ðqÞ
j1
¼ ðF 0q1AðqÞ0 Þ j1 ;
F
ðqÞ
j1;y; jm ¼ F
ðqÞ
j1;y; jm1ðF 0q1R %@nPnÞðF 0q1A
ðqÞ
0 Þ jm ð5:4Þ
and note that F
ðqÞ
j1;y; jm :H
sðbOÞ-Hsþd½
Pm
k¼1 jkþðm1ÞðbOÞ:
Theorem 5.2. Let OCCCn be a smoothly bounded pseudoconvex domain of finite type
with gain d: Then for all fACNð0;qÞð %OÞ (1pqpn  1) and MAN;
ðBqNq f Þt ¼GtBq f þ
XM
m¼1
X
j1;y; jm
PtF
ðqÞ
j1;y; jmSqKqRBq f

XM
m¼1
X
j1;y; jm
PtF
ðqÞ
j1;y; jmF
0
q1R %@

nGnBq f þ TMþ3 f ð5:5Þ
and
ðBqNq f Þn ¼GnBq f þ
XM
m¼1
X
j1;y; jn
PnF
ðqÞ
j1;y; jmSqKqRBq f

XM
m¼1
X
j1;y; jm
PnF
ðqÞ
j1;y; jmF
0
q1R %@

nGnBq f þ TMþI1dmþ3 f : ð5:6Þ
The sums are taken over multi-indices ð j1;y; jmÞ such that
Pm
i¼1 ji þ ðm 1ÞpM; and
the error terms are bounded operators Tk : H
sðOÞ-HsþdkðOÞ:
Remark. If O is of ﬁnite subelliptic type with gain d; then O is of ﬁnite q-type
and Nq : H
sðOÞ-Hsþ2dðOÞ (see Corollary 6.7 below). Thus Bq1; Bq; and Bqþ1
preserve HsðOÞ (see [BoSt]), so in particular BqNq : HsðOÞ-Hsþ2dðOÞ:
We shall repeatedly use this fact without further comment. When actually
proving Corollary 6.7, we will need to use only the (obvious) fact that
TM : L
2ðOÞ-HdMðOÞ:
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The operators Bn1 and B0n1Nn1 are given in terms of the (usual) Green’s
operator and satisfy elliptic estimates by Proposition 5.1. Thus we have completely
determined a formula for the Neumann operator
Nn1 ¼ B0n1Nn1 þ ðBn1Nn1Þt þ ðBn1Nn1Þn ð5:7Þ
on ðn  1Þ-forms, where the second and third terms are given by (5.5) and (5.6),
respectively (with q ¼ n  1).
For qon  1; the projections Bq are no longer given directly in terms of Green’s
operators and do not automatically satisfy the same mapping properties as Bn1:
Therefore, we need to eliminate Bq on the right-hand sides of (5.5) and (5.6) and obtain
corresponding formulas for B0qNq: We make the following preliminary observation.
Lemma 5.3. For sX0 and 1pqpn  1; RBq and RðI  WGðqÞ %@Þ extend to bounded
operators from HsðOÞ to Hs12ðbOÞ:
Proof. The assertion for RBq follows in the same way as Lemma 3.3. We have
W %@ðI  WGð1Þ %@Þ ¼ W %@ W&Gð1Þ %@ ¼ TN on functions, so R0ðI  WGð1Þ %@Þ : HsðOÞ-
Hs
1
2ðbOÞ for sX0: On ð0; qÞ-forms, observe that &ðI  WGðqþ1Þ %@ÞB0q ¼ %@WB0q þ
TN ¼ TN; and so RðI  WGðqþ1Þ %@ÞB0q : HsðOÞ-Hs
1
2ðbOÞ for sX0 as well. Therefore
the same is true for RðI  WG %@Þ by the result for RBq (since %@Bq ¼ 0). &
Now Bq ¼ I  %@E0q ¼ I  %@Bqþ1Nqþ1 %@; and Bqþ1 %@ ¼ %@ on ð0; qÞ-forms. Conse-
quently, if we combine the formulas for BqNq and Bqþ1Nqþ1 given in Theorem 5.2,
then we will obtain another expression for BqNq without reference to Bq on the right-
hand side. It follows directly from Theorem 5.2 that for fACNð0;qÞð %OÞ;
E0qf ¼Gðqþ1Þ %@ f þ
XM
m¼1
X
j1;y; jm
Pðqþ1ÞF ðqþ1Þj1;y; jmF
0
qRf

XM
m¼1
X
j1;y; jm
Pðqþ1ÞF ðqþ1Þj1;y; jmF
0
qRWG
ðqþ1Þ %@ f þ TMþ2 f ð5:8Þ
and hence the Bergman projections are given by
Bq f ¼ f  WGðqþ1Þ %@ f 
XM
m¼1
X
j1;y; jm
WPðqþ1ÞF ðqþ1Þj1;y; jmF
0
qRf
þ
XM
m¼1
X
j1;y; jm
WPðqþ1ÞF ðqþ1Þj1;y; jmF
0
qRWG
ðqþ1Þ %@ f þ TMþ1 f
¼ I 
XM
m¼1
X
j1;y; jm
WPðqþ1ÞF ðqþ1Þj1;y; jmF
0
qR
 !
ðI  WGðqþ1Þ %@Þ f þ TMþ1 f ð5:9Þ
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for 0pqpn  2: Note that R %@nGn ¼ RWG þ TN since %@t is tangential and
RG ¼ TN:
Substituting (5.9) in (5.5)–(5.6), we compute that
BqNq f ¼GðqÞ I 
XM
m¼1
X
j1;y; jm
WPðqþ1ÞF ðqþ1Þj1;y; jmF
0
qR
 !
ðI  WGðqþ1Þ %@Þ f
þ
XM
m¼1
X
j1;y; jm
PðqÞF ðqÞj1;y; jmSqKqRðI  WGðqþ1Þ %@Þ f
þ
XM
m;n¼1
X
j1;y; jm
X
k1;y;kn
PðqÞF ðqÞj1;y; jmSqKqRWP
ðqþ1ÞF ðqþ1Þk1;y;knF
0
qRðI  WGðqþ1Þ %@Þ f
þ
XM
m¼1
X
j1;y; jm
PðqÞF ðqÞj1;y; jmF
0
q1RWG
ðqÞðI  WGðqþ1Þ %@Þ f
þ
XM
m;n¼1
X
j1;y; jm
X
k1;y;kn
PðqÞF ðqÞj1;y; jmF
0
q1RWG
ðqÞWPðqþ1ÞF ðqþ1Þk1;y;knF
0
qRðI  WGðqþ1Þ %@Þ f
þ TMþ3 f ; ð5:10Þ
where it sufﬁces to sum over multi-indices ð j1;y; jmÞ and ðk1;y; knÞ such that
max
Xm
i¼1
ji þ ðm 1Þ;
Xm
i¼1
ji þ
Xn
i¼1
ki þ ðmþ n 1Þ
( )
pM: ð5:11Þ
Note that formula (5.10) is correct for q ¼ n  1 if we set F 0n1 ¼ 0: For 0pqpn  2;
it follows that the canonical solution operators Eq ¼ %@Bqþ1Nqþ1 for %@ are
given by
Eq f ¼ WGðqþ1Þ I 
XM
m¼1
X
j1;y; jm
WPðqþ2ÞF ðqþ2Þj1;y; jmF
0
qþ1R
 !
ðI  WGðqþ2Þ %@Þ f
þ
XM
m¼1
X
j1;y; jm
WPðqþ1ÞF ðqþ1Þj1;y; jmSqþ1Kqþ1RðI  WGðqþ2Þ %@Þ f
þ
XM
m;n¼1
X
j1;y; jm
X
k1;y;kn
WPðqþ1ÞF ðqþ1Þj1;y; jmSqþ1Kqþ1RWP
ðqþ2ÞF ðqþ2Þk1;y;knF
0
qþ1RðI  WGðqþ2Þ %@Þ f
þ
XM
m¼1
X
j1;y; jm
WPðqþ1ÞF ðqþ1Þj1;y; jmF
0
qRWG
ðqþ1ÞðI  WGðqþ2Þ %@Þ f
þ
XM
m;n¼1
X
j1;y; jm
X
k1;y;kn
WPðqþ1ÞF ðqþ1Þj1;y; jmF
0
qRWG
ðqþ1ÞWPðqþ2ÞF ðqþ2Þk1;y;knF
0
qþ1RðI  WGðqþ2Þ %@Þ f
þ TMþ2 f : ð5:12Þ
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Next we determine B0qNq ¼ EqE0q ¼ ð %@Bqþ1Nqþ1ÞðBqþ1Nqþ1 %@Þ for qon  1:
Instead of applying (5.12), it is easier to combine (5.8) with Theorem 5.2. Since
Bqþ1E 0q ¼ E0q; we obtain
B0qNq f ¼ WGðqþ1ÞGðqþ1Þ %@ f þ
XM
m¼1
X
j1;y; jm
WGðqþ1ÞPðqþ1ÞF ðqþ1Þj1;y; jmF
0
qRðI  WGðqþ1Þ %@Þ f
þ
XM
m;n¼1
X
j1;y; jm
X
k1;y;kn
WPðqþ1ÞF ðqþ1Þj1;y; jmSqþ1Kqþ1F
ðqþ1Þ
k1;y;kn
F 0qRðI  WGðqþ1Þ %@Þ f
þ
XM
m¼1
X
j1;y; jm
WPðqþ1ÞF ðqþ1Þj1;y; jmF
0
qRWG
ðqþ1ÞGðqþ1Þ %@ f
þ
XM
m;n¼1
X
j1;y; jm
X
k1;y;kn
WPðqþ1ÞF ðqþ1Þj1;y; jmF
0
qRWG
ðqþ1ÞPðqþ1ÞF ðqþ1Þk1;y;kn
 F 0qRðI  WGðqþ1Þ %@Þ f þ TMþ3 f : ð5:13Þ
Again, it sufﬁces to sum over multi-indices satisfying (5.11).
In interpreting formulas (5.9)–(5.13), it is important to understand the mapping
properties of the operator WPðqÞF ðqÞj1;y; jm ð j1X1Þ that appears in the various terms. By
Theorem 2.5 and (2.6), we have
RWPðqÞ ¼R %@t Pt þ R %@nPn
¼ %@b þ Rð %@nPn þ Q˜ðqÞÞ þ TN
¼ %@b þ RQðqÞ þ TN;
where Q˜ðqÞ and QðqÞ are Poisson operators of order 0 mapping ð0; qÞ-forms to
ð0; q  1Þ-forms. Similarly R0WPðqÞ ¼ %@b þ R0QðqÞ þ TN: Since &WPðqÞ ¼ W&PðqÞ ¼
TN; we conclude that
WPðqÞ ¼ Pðq1Þ %@b þ Pðq1ÞR0QðqÞ þ TN: ð5:14Þ
Therefore
WPðqÞF ðqÞj1;y; jm ¼ Pðq1ÞS0q1A
ðqÞ
0 F
ðqÞ
j11; j2;y; jm þ Pðq1ÞR0QðqÞF
ðqÞ
j1;y; jm ð5:15Þ
and in particular,
WPðqÞF ðqÞj1;y; jm : H
sðbOÞ-Hsþ12þdð
Pm
i¼1 jiþm2ÞðOÞ: ð5:16Þ
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Similarly, when j1 ¼ 0; we need to consider the operators WPðqÞF 0q1 and WPðqÞSqKq:
Since %@bF
0
q1 ¼ S0q1 and %@bSqKq ¼ Fq1; we see that
WPðqÞF 0q1 ¼ Pðq1ÞS0q1 þ Pðq1ÞR0QðqÞF 0q1 ð5:17Þ
and
WPðqÞSqKq ¼ Pðq1ÞFq1 þ Pðq1ÞR0QðqÞSqKq: ð5:18Þ
In particular,
WPðqÞF 0q1 : H
sðbOÞ-Hsþ12ðOÞ ð5:19Þ
and
WPðqÞSqKq : HsðbOÞ-Hsþ
1
2
þdðOÞ: ð5:20Þ
The preceding formulas for the Neumann operator, canonical solution operators,
and Bergman projections are valid for all forms fAL2ðOÞ: Indeed, each term in (5.8)–
(5.13) extends to a bounded operator on L2ðOÞ by Lemma 2.7, Lemma 5.3, and the
mapping properties (5.16),(5.19)–(5.20). Moreover, after substituting (5.15) and
(5.17)–(5.18) in these formulas, we obtain expressions for the Neumann and
canonical solution operators in the following asymptotic form.
Let F q denote the algebra of operators (acting on either ð0; q  1Þ-forms or ð0; qÞ-
forms) on bO generated by Fq1; F 0q1; Fq; F
0
q; S
0
q1; S
0
q; and the multiplication
operators A
ðqÞ
0 and A
ðqþ1Þ
0 :
11 It is convenient to deﬁne the ‘‘degree’’ of T AF q as
follows:
(1) For any q; the operators Fq and F
0
q have degree 1, S
0
q and A
ðqÞ
0 have degree 0, and
the zero operator has degree N:
(2) If T 1; T 2AF q have degrees j1 and j2; then the degrees of T 1T 2 and T 1 þ T 2 are
j1 þ j2 and minð j1; j2Þ respectively. (More precisely, an element T AF q is
assigned the largest degree arising from all possible representations of T as sums
and products of the generators).
Finally, set P˜ðqÞ ¼ PðqÞR0Qðqþ1Þ; which maps ð0; q þ 1Þ-forms on bO to ð0; qÞ-
forms on O; and let Wq ¼ I  WGðqþ1Þ %@: To simplify the notation, we will write
ARTICLE IN PRESS
11 If the composition T 1T 2 is not deﬁned for T iAF q; we simply declare that T 1T 2 ¼ 0: Similarly, if the
two operators act on different levels of forms, we declare that T 1 þ T 2 ¼ 0: Moreover, when q ¼ n  1; we
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P; P˜; and G instead of PðqÞ; P˜ðqÞ; and GðqÞ when the index q is clear from
context.
Theorem 5.4. Assume 1pq0pn  1 q0pn  2; and let OCCCn be a pseudoconvex
domain of finite subelliptic q-type for q0pqpn  1 q0: In the following,
TM : H
sðOÞ-HsþMðOÞ
for sX0; and it suffices to consider only finitely many terms in the sums indicated.
(Here M may be taken arbitrarily large).
(a) For q0pqpn  1 q0; there exist operators F ð jÞc AF q ð1pcp10Þ of degree j
such that
BqNq ¼PSqKqRWq þ
X
jX3
PF
ð jÞ
1 RWq
þ
X
jX2
X
kX1
PF
ð jÞ
2 RP˜F
ðkÞ
3 RWq þ
X
jX1
PF
ð jÞ
4 RWGWq
þ
X
jX1
X
kX0
PF
ð jÞ
5 RWGPF
ðkÞ
6 RWq þ
X
jX1
X
kX1
PF
ð jÞ
7 RWGP˜F
ðkÞ
8 RWq
þ
X
jX0
GPF
ð jÞ
9 RWq þ
X
jX1
GP˜F
ð jÞ
10 RWq þ GWq þ TM : ð5:21Þ
(b) For q0pqpn  1 q0; there exist operators F ð jÞc AF q-F qþ1 ð1pcp9Þ of
degree j such that
B0qNq ¼PS0qKqRWq þ
X
jX3
PF
ð jÞ
1 RWq þ
X
jX3
P˜F
ð jÞ
2 RWq
þ
X
jX1
WGPF ð jÞ4 RWq þ
X
jX0
PF
ð jÞ
5 RWGG %@þ
X
jX1
P˜F
ð jÞ
6 RWGG %@
þ
X
jX0
X
kX1
PF
ð jÞ
7 RWGPF
ðkÞ
8 RWq þ
X
jX1
X
kX1
P˜F
j
9 RWGPF
ðkÞ
8 RWq
þ WGG %@þ TM : ð5:22Þ
(c) For q0  1pqpn  2 q0 ( for 0pqpn  2 when q0 ¼ 1), there exist operators
F
ð jÞ
c AF qþ1 ð1pcp13Þ of degree j such that
Eq ¼PFqRWqþ1 þ
X
jX2
PF
ð jÞ
1 RWqþ1 þ
X
jX2
P˜F
ð jÞ
2 RWqþ1
þ
X
jX1
X
kX1
PF
ð jÞ
3 RP˜F
ðkÞ
4 RWqþ1 þ
X
jX2
X
kX1
P˜F
ð jÞ
5 RP˜F
ðkÞ
4 RWqþ1
þ
X
jX0
PF
ð jÞ
6 RWGWqþ1 þ
X
jX1
P˜F
ð jÞ
7 RWGWqþ1
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þ
X
jX0
X
kX0
PF
ð jÞ
8 RWGPF
ðkÞ
9 RWqþ1 þ
X
jX1
X
kX0
P˜F
ð jÞ
10 RWGPF
ðkÞ
9 RWqþ1
þ
X
jX0
X
kX1
PF
ð jÞ
8 RWGP˜F
ðkÞ
11 RWqþ1 þ
X
jX1
X
kX1
P˜F
ð jÞ
10 RWGP˜F
ðkÞ
11 RWqþ1
þ WG I þ
X
jX0
PF
ð jÞ
12 R þ
X
jX1
P˜F
ð jÞ
13 R
 !
Wqþ1 þ TM : ð5:23Þ
(d) For q0  1pqpn  1 q0; there exist operators F ð jÞAF q-F qþ1 of degree j
such that
E0q ¼ PF 0qRWq þ
X
jX2
PF ð jÞRWq þ G %@þ TM : ð5:24Þ
(e) For q0  1pqpn  1 q0; there exist operators F ð jÞc AF q-F qþ1 ð1pcp2Þ of
degree j such that
Bq ¼ ðI  PS0qRÞWq þ
X
jX1
PF
ð jÞ
1 RWq þ
X
jX2
P˜F
ð jÞ
2 RWq þ TM : ð5:25Þ
For the cases q ¼ 0 and q ¼ n  1; we remind the reader of our convention that
S00 ¼ I  S0 and Sn1 ¼ I  S0n1:
Remarks. (1) This formulation in terms of q-type is sometimes useful; see the
example in (7.3) below.
(2) For strongly pseudoconvex domains, we have E0 ¼ PF0RW1 þ T0; where T0
has elliptic gain 1. (A similar assertion holds for the canonical solution Eq ¼
PFqRWqþ1 þ Tq to %@ on ð0; qÞ-forms for q40; but in this case Tq gains only 1 e in
the Lipschitz spaces La).
Proof of Theorem 5.4. The theorem follows from a careful inspection of
formulas (5.8)–(5.13) and the commutation properties (5.14)–(5.20), and the
observation that SqKq %@

b ¼ 0: Note that to control the operators in F q; we need
subelliptic q-type (except when q ¼ n  1; which requires ðn  2Þ-type); and if
F ð jÞAF q has degree j; then it is a bounded mapping HsðbOÞ-HsþjdðbOÞ for all
sAR: &
Corollary 5.5. Let OCCCn be a smoothly bounded pseudoconvex domain of finite type
with gain d: The Neumann operator and canonical solution operators for %@ and %@ are
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given by the following principal terms, in the sense that their difference is an operator of
higher smoothing order:
Operator Principal term Gain
BqNq; 1pqpn  1 PðqÞSqKqRWq 2d
B0qNq; 1pqpn  2 PðqÞS0qKqRWq 2d
Nq; 1pqpn  2 PðqÞKqRWq 2d
Eq; 0pqpn  2 PðqÞFqRWqþ1 d
E0q; 0pqpn  2 Pðqþ1ÞF 0qRWq d
Bq; 0pqpn  2 ðI  PðqÞS0qRÞWq 0
6. Regularity of the Neumann operator in Cn and applications
We can now establish the main isotropic regularity results of this paper.
In particular, the parametrix constructed in the previous section reduces matters
to the corresponding estimates on the boundary. In addition to proving
Theorem 1.1, it leads easily to the L2-Sobolev estimates in Theorems 1.4–1.5 which
compare the Bergman and Szego¨ projections. Whenever Lp-Sobolev and Ho¨lder
estimates are known for %@b and &b; we can make the analogous conclusions in
these theorems. For example, we can apply these results to pseudoconvex domains
of ﬁnite type with diagonalizable Levi form [FKM] or which satisfy condition DðqÞ
(see the next section). As an additional application, we reﬁne a result of Diaz [Di]
which states that ﬁnite type is necessary for the existence of subelliptic estimates
for %@b:
We ﬁrst obtain the following reﬁnement of Theorem 1.1 by analyzing each term
that arises in formulas (5.21)–(5.25) of Theorem 5.4.
Theorem 6.1. Let OCCCnðnX3Þ be a smoothly bounded pseudoconvex domain
of finite subelliptic q-type for q0pqpn  1 q0; where 1pq0pn  1 q0pn  2:
In the following, we assume that there exist d1; d240 such that the canonical
solution operators F and F 0 (on certain levels of forms specified below) for %@b
and %@b
F ; F 0 : Lps ðbOÞ - Lpsþd1ðbOÞ;
LaðbOÞ - Laþd2ðbOÞ
ð6:1Þ
are bounded on the indicated spaces for 1opoN; sAR; and a40:
(a) Assume that for q0pqpn  1 q0; (6.1) holds for the canonical solution
operators Fq1; F 0q1; Fq; and F
0
q: Then the corresponding estimates hold for BqNq; for
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1opoN; sX0; and a40:
BqNq : L
p
s ðOÞ - Lpsþ2d1ðOÞ;
LaðOÞ - Laþ2d2ðOÞ:
(b) Assume that for q0pqpn  1 q0; (6.1) holds for the canonical solution
operators Fq and F
0
q: Then the corresponding estimates hold for B
0
qNq; for 1opoN;
sX0; and a40:
B0qNq : L
p
s ðOÞ - Lpsþ2d1ðOÞ;
LaðOÞ - Laþ2d2ðOÞ:
(c) Assume that for q0  1pqpn  2 q0 ( for 0pqpn  2 when q0 ¼ 1), (6.1)
holds for the canonical solution operators Fq; F
0
q; Fqþ1; and F
0
qþ1: Then the
corresponding estimates hold for the canonical solution operator Eq to %@; for
1opoN; sX0; and a40:
Eq : L
p
s ðOÞ - Lpsþd1ðOÞ;
LaðOÞ - Laþd2ðOÞ:
(d) Assume that for q0  1pqpn  1 q0; (6.1) holds for the canonical solution
operators Fq and F
0
q: Then the corresponding estimates hold for the canonical solution
operator E0q; for 1opoN; sX0; and a40:
E0q : L
p
s ðOÞ - Lpsþd1ðOÞ;
LaðOÞ - Laþd2ðOÞ:
(e) Assume that for q0  1pqpn  1 q0; (6.1) holds for the canonical solution
operators F 0q and F
0
q: Assume in addition that
Sq :L
p
s ðbOÞ-LpseðbOÞ
and/or
LaðbOÞ-LaeðbOÞ
for all e40 (resp. for e ¼ 0). Then the corresponding estimates hold for the Bergman
projections Bq; for 1opoN; sX0; and a40:
Bq : L
p
s ðOÞ-LpseðOÞ
and/or
LaðOÞ-LaeðOÞ
for all e40 (resp. for e ¼ 0).
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Proof. Observe that SqKq ¼ F 0q1Fq1 and S0qKq ¼ FqF 0q; and recall Lemma 2.7,
(2.4), (2.5), (2.7), and (2.8). Under the hypotheses of the theorem, we know that the
main terms of the formulas in Theorem 5.4
PSqKqRWq; PS
0
qKqRWq : L
p
s ðOÞ - Lpsþ2d1ðOÞ;
LaðOÞ - Laþ2d2ðOÞ;
PFqRWqþ1; PF 0qRWq : L
p
s ðOÞ - Lpsþd1ðOÞ;
LaðOÞ - Laþd2ðOÞ;
ðI  PS0qRÞWq : Lps ðOÞ - LpseðOÞ
LaðOÞ - LaeðOÞ
are bounded on the indicated spaces for 1opoN; s41
p
; a40; and all e40
(resp. e ¼ 0).
The mapping properties of the other terms in formulas (5.21)–(5.25) can be
summarized as follows. Here we suppress the index q and write P for either P or P˜:
For 1opoN; s41
p
; and a40; we have
PF ð jÞRW : Lps ðOÞ-Lpsþjd1ðOÞ; LaðOÞ-Laþjd2ðOÞ;
PF ð jÞRPF ðkÞRW : Lps ðOÞ-Lpsþð jþkÞd1ðOÞ; LaðOÞ-Laþð jþkÞd2ðOÞ;
G %@; WG : Lps ðOÞ-Lpsþ1ðOÞ; LaðOÞ-Laþ1ðOÞ;
PF ð jÞRWGG %@ : Lps ðOÞ-Lpsþ2þjd1ðOÞ; LaðOÞ-Laþ2þjd2ðOÞ;
PF ð jÞRWGW : Lps ðOÞ-Lpsþ1þjd1ðOÞ; LaðOÞ-Laþ1þjd2ðOÞ;
PF ð jÞRWGPF ðkÞRW : Lps ðOÞ-Lpsþ1þð jþkÞd1ðOÞ; LaðOÞ-Laþ1þð jþkÞd2ðOÞ:
The Ho¨lder estimates in the theorem follow easily from these observations, as do
the Lp assertions provided that s41
p
: To complete the proof and establish these
results for all sX0; we use duality and interpolation. (Note that the case p ¼ 2
already follows from Lemma 5.3). The argument is the same as the one given in the
proof of Theorem 3.6, and we do not repeat it here. &
It is sometimes useful to observe that Lp and Ho¨lder estimates for the tangential
Cauchy–Riemann complex are essentially equivalent (up to a loss of e) when
O is bounded. In particular, we can always take d2 ¼ d1  e (or d1 ¼ d2  e) in
Theorem 6.1.
Proposition 6.2. Let OCCCn be a smoothly bounded pseudoconvex domain of finite
subelliptic ðq þ 1Þ-type with gain d40: The canonical solution operators
Fq; F
0
q : L
p
s ðbOÞ-LpsþdeðbOÞ are bounded for 1opoN; sAR; and all e40 if and
only if Fq; F
0
q :LaðbOÞ-LaþdeðbOÞ are bounded for a40 and all e40: The Szego¨
projection Sq (resp. Sqþ1Þ : Lps ðbOÞ-LpseðbOÞ is bounded for 1opoN; sAR; and all
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e40 if and only if Sq (resp. Sqþ1Þ :LaðbOÞ-LaeðbOÞ is bounded for a40 and
all e40:
Proof. We know that Fq; F
0
q : L
2
s ðbOÞ-L2sþdðbOÞ for sX0; and hence for all sAR by
duality. If Fq; F
0
q : L
p
s ðbOÞ-LpsþdeðbOÞ for p42 large and s40; then we also have
Fq; F
0
q :LaðbOÞ+LpðeÞaeðbOÞ-LpðeÞaþd2eðbOÞ+Laþd3eðbOÞ for a40 and any e40;
where pðeÞ42 is sufﬁciently large. Conversely, assume the Ho¨lder mapping
properties hold with gain d (and loss e). Then for pXpðeÞ; we have similarly
Fq; F
0
q : L
p
s ðbOÞ+LseðbOÞ-Lsþd2eðbOÞ+Lpsþd3eðbOÞ for s40: Interpolation with
the L2-Sobolev mapping properties then gives Fq; F
0
q : L
p
s ðbOÞ-LpsþdeðbOÞ for
2ppoN and sAR: Duality then yields the desired result in the range 1opo2: The
argument for the Szego¨ projections Sq and Sqþ1 is similar. &
Combining this result with Theorem 6.1 and the main theorem in [FKM], we
deduce the following regularity of the Neumann operator Nq; canonical solution
operators Eq and E
0
q for %@ and %@
; and Bergman projections Bq on domains with
diagonalizable Levi form (and, in particular, for bounded decoupled domains).
Recall that for such domains, a point z0AbO is of ﬁnite type m ¼ maxfm1;y; mn1g
if the vector ﬁelds Lj; %Lj ; and their commutators of length pmj together with (the
local basis of vector ﬁelds which diagonalize the Levi form) L1;y; Ln1; %L1;y; %Ln1
span the tangent space near z0:
Corollary 6.3. Let OCCCn be a smoothly bounded pseudoconvex domain such that
every boundary point is of finite type m and has a neighborhood in bO on which the Levi
form is diagonalizable. Then for 0pqpn  1; the following operators are bounded on
the indicated spaces:
Nq : L
p
s ðOÞ - Lp
sþ2
m
e
ðOÞ;
LaðOÞ - Laþ2
m
eðOÞ;
Eq; E
0
q : L
p
s ðOÞ - Lp
sþ1
m
e
ðOÞ;
LaðOÞ - Laþ1
m
eðOÞ;
Bq : L
p
s ðOÞ - LpseðOÞ;
LaðOÞ - LaeðOÞ
for 1opoN; sX0; a40; and all e40:
We now compare the Bergman and Szego¨ projections, and the canonical solutions
with respect to these two operators, in the standard Sobolev norms Hs: The
following is a generalization of Theorem 1.4(a), when nX3:
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Theorem 6.4. Let OCCCn be a smoothly bounded pseudoconvex domain of finite
q-type with gain d40 for q0pqpn  1 q0; where 1pq0pn  1 q0pn  2:
Assume that %@u ¼ fAL20;qðOÞ with u>ker %@: Let sX0: If fAHsðOÞ and fb ¼
RfAHs
1
2
þdðbOÞ; then uAHsþ2dðOÞ:
Proof. By (5.23) and the mapping properties given in the proof of Theorem 6.1, we
have u ¼ Eq1 f ¼ PFqRWq f þ T2 f ¼ PFqRf þ T2 f where T2 :HsðOÞ-Hsþ2dðOÞ
for sX0: Note that Wq f ¼ ðI  WG %@Þ f ¼ f since %@ f ¼ 0: &
Next we establish (1.10).
Theorem 6.5. Let OCCCn be a smoothly bounded pseudoconvex domain of finite
type with gain d40; and let P denote the usual Poisson operator for O: For
fAC1ð %OÞ;
Bf ¼ PSRW0 f þ T1 f ¼ PSRW0 f þ T2 %@ f ð6:2Þ
and
Bf  PSRf ¼ PSRWG %@ f þ T1 f ¼ PSRWG %@ f þ T2 %@ f ; ð6:3Þ
where Tj :H
sðOÞ-HsþjdðOÞ is bounded for sX0: Moreover, for sX0;
jjBf  PSRf jjHsþ2dðOÞpcjj %@ f jjHsðOÞ: ð6:4Þ
Proof. First observe that W %@W0 ¼ W %@ W %@WG %@ ¼ W %@ W&G %@ ¼ TN; and conse-
quently PRW0 ¼ W0 þ TN: Since S00 ¼ I  S0 ¼ I  S; we obtain from (5.25) that
B ¼ PSRW0 þ T1: To see that we can write T1 in the form T2 %@; it is necessary to
examine how the operators F
ð jÞ
c arise in (5.25) by returning to (5.9) and the
commutation property (5.15). We ﬁnd that F
ð jÞ
c ¼ F˜ð j1Þc F 00; so F ð jÞc RW0 ¼
F
ð j1Þ
c K1R
%@þ F ð jÞc RWG %@ in (5.25) since F 00 ¼ K1 %@b: Thus we obtain (6.2), which is
equivalent to (6.3) since W0 ¼ I  WG %@: Under the hypotheses of the theorem, the
Szego¨ projection preserves HsðbOÞ (see for example Appendix C in [Koe]), and hence
(6.4) holds since clearly then PSRWG : HsðOÞ-Hsþ1ðOÞ: &
As we have already indicated, the proofs of Theorems 6.4–6.5 yield corresponding
Lp and Ho¨lder results as well when such estimates are known for the tangential
Cauchy–Riemann complex. To illustrate this point, we state these conclusions for
the diagonalizable case. We give a version of this result for the DðqÞ case, including
optimal nonisotropic estimates, in the next section.
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Corollary 6.6. Let OCCCn be a smoothly bounded pseudoconvex domain such that
every boundary point is of finite type m and has a neighborhood in bO on which the Levi
form is diagonalizable.
(a) Let 1pqpn  1: Assume that %@u ¼ fAL20;qðOÞ with u>ker %@: Put fb ¼
RfAH1=2ðbOÞ: Let 1opoN; sX0; and a40; and assume (when pa2) that s41
p

2
m
: If fALps ðOÞ and fbABs1
p
þ1
m
ðbOÞ; then uALp
sþ2
m
e
ðOÞ for all e40: If fALaðOÞ and
fbALaþ1
m
ðbOÞ; then uAL
aþ2
m
eðOÞ for all e40:
(b) For all uAC1ð %OÞ;
jjBu  PSRujjLp
sþ2
m
e
ðOÞpjj %@ujjLps ðOÞ;
jjBu  PSRujjL
aþ2
m
e
ðOÞpjj %@ujjLaðOÞ
for 1opoN; sX0; a40; and all e40:
Finally, we indicate how to reﬁne a result due to Diaz [Di], which asserts that ﬁnite
subelliptic type (i.e., a subelliptic estimate for %@b) implies ﬁnite type in the more
usual sense.
Corollary 6.7. Let OCCCnðnX3Þ be a smoothly bounded pseudoconvex domain and
let 1pq0pn  2: Assume that the subelliptic estimate (1.7) with gain d40 holds for %@b
on ð0; q0Þ-forms. Then for q ¼ minfq0; n  1 q0g; O is of finite q-type (in the usual
sense of Catlin and D’Angelo) and the subelliptic estimate for %@
jjujjHdðOÞpðjj %@ujjL2ðOÞ þ jj %@ujjL2ðOÞÞ ð6:5Þ
holds for all ð0; qÞ-forms uADom %@-Dom %@; with the same gain d:
Remarks. (1) In fact, by elliptic regularization, the estimate
jjujjHsþdðOÞpcsðjj %@ujjHsðOÞ þ jj %@ujjHsðOÞÞ
holds for sX0 and uADom %@-Dom %@:
(2) As mentioned in the introduction, it is expected that (6.5) implies (1.7)
for qpn  1 q: (The corollary shows that this conjecture is false when
q4n  1 q).
Proof of Corollary 6.7. By the results in [Ca2,Di], we know that some subelliptic
estimate for %@ holds (not necessarily with gain d). In particular, if fACNð %OÞ;
then Bq f ; Eq f ; E
0
qf ; BqNq f ; B
0
qNq fAC
Nð %OÞ: Also the operators of type F ðkÞ in
Section 5 map HsðbOÞ to HsþkdðbOÞ by (1.7). An examination of the arguments in
Section 5 shows that jjEq f jjHdðOÞpcjjf jjL2ðOÞ and jjE0q1f jjHdðOÞpcjj f jjL2ðOÞ for
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fACNð %OÞ: For uACN0;qð %OÞ-Dom %@ ¼ D; we substitute f ¼ %@u and f ¼ %@u;
respectively. This gives jjB0qujjHdðOÞpcjj %@ujjL2ðOÞ and jjBqujjHdðOÞpcjj %@ujjL2ðOÞ;
yielding (6.5) for uAD: The general case follows by a standard density argument
(see [H]).
It remains to see that a subelliptic estimate (1.7) for %@b on ð0; qÞ-forms is equivalent
to one on ð0; n  1 qÞ-forms. We need the following boundary analogue of the
Hodge star operator. Let U be a (sufﬁciently small) neighborhood of a ﬁxed point
x0AbO: If I is a multi-index of length q; we denote by Iˆ the increasing multi-index of
length n  1 q with elements in f1;y; n  1g\I :
For a ð0; qÞ-form u ¼PjI j¼q uI %oIACN0 ðUÞ; deﬁne the ð0; n  1 qÞ-form
u˜ ¼
X
eI Iˆð1;y;n1Þ %uI %oIˆ:
To simplify notation, we will write jj  jjs instead of jj  jjHsðbOÞ: Clearly jjujjsEjju˜jjs;
and
*˜u ¼
X
eIˆIð1;y;n1Þe
I Iˆ
ð1;y;n1ÞuI %oI ¼
X
eIˆI
I Iˆ
uI %oI ¼ ð1Þqðn1qÞu:
For f ¼PfJ %oJ ; we have
%@bf ¼
X
e jJK %LjfJ %oK þ Oðjjfjj0Þ
and
%@bf ¼ 
X
e jKJ LjfJ %oK þ Oðjjfjj0Þ:
Therefore
%@bu˜ ¼
X
e jIˆK e
IIˆ
ð1;y;n1Þ %Lj %uI %oK þ Oðjjujj0Þ
and
gð %@buÞ ¼ XeLLˆð1;y;n1Þe jLI %Lj %uI %oLˆ þ Oðjjujj0Þ:
Observe that e jIˆK eI Iˆð1;y;n1ÞeKˆKð1;y;n1Þe jKˆI ¼ e jIˆK e jKˆI eI IˆKˆK ¼ e
jIˆ
K e
jKˆIˆ
I Iˆ
eI Iˆ
KˆK
¼ eKˆjIˆ
KˆK
e jKˆIˆ
KˆK
¼
eKˆjIˆ
jKˆIˆ
¼ eKˆj
jKˆ
¼ ð1ÞjKˆj ¼ ð1Þq: Hence
%@bu˜ ¼ ð1Þq gð %@buÞ þ Oðjjujj0Þ
and thus also
%@bu˜ ¼ ð1Þqþ1 gð %@buÞ þ Oðjjujj0Þ:
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Now suppose a subelliptic estimate for %@b holds on ð0; n  1 qÞ-forms with gain
d40: For a ð0; qÞ-form uACN0 ðUÞ; we have
jjujjdEjju˜jjdt jj %@bu˜jj0 þ jj %@bu˜jj0
t jj f%@bujj0 þ jj f%@bujj0
t jj %@bujj0 þ jj %@bujj0
and so (after patching together these local estimates) estimate (6.5) holds on ð0; qÞ-
forms. &
Remark. Similarly, the maximal estimate
jjXkujj0tjj %@bujj0 þ jj %@bujj0
holds on ð0; qÞ-forms if and only if it holds on ð0; n  1 qÞ-forms. (We make use of
this observation at the end of Section 7).
7. Maximal Sobolev and Ho¨lder estimates: the DðqÞ case
It is well-known that the best possible (isotropic) gain for the %@-Neumann
problem occurs precisely when the domain O is strongly pseudoconvex; in
particular, N : Lps ðOÞ-Lpsþ1ðOÞ and N :LaðOÞ-Laþ1ðOÞ is bounded for 1opoN;
sX0; and a40: Moreover, there is a maximal nonisotropic gain for the
Neumann and canonical solution operators, e.g., XiXjN preserves L
p
s ðOÞ and
maps LaðOÞ to Gaþ2ðOÞ for admissible vector ﬁelds Xi and Xj: Corresponding
assertions hold for the inverse to the boundary Laplacian&b and canonical solution
operator for %@b:
In general, if O is of ﬁnite type with gain d; the isotropic gain in Lp and Ho¨lder
norms for N is at most 2d: However, it is a natural problem to determine those
pseudoconvex domains of ﬁnite type that satisfy the same maximal nonisotropic
estimates as in the strongly pseudoconvex case. It turns out that the class of domains
for which such estimates hold on ð0; qÞ-forms is characterized by the eigenvalue
condition DðqÞ described below. The original arguments given in [FoS,GS] (outlined
brieﬂy in the introduction) for these regularity properties relied on modeling by the
Heisenberg group and do not extend readily to the degenerate case. Instead, we
apply the maximal estimates for %@b and&b established in [Koe] and reﬁne the proof
of Theorem 1.1 to obtain optimal Sobolev and Ho¨lder regularity in the DðqÞ case
(see the statement of Theorem 1.2).
Deﬁnition 7.1. Let O be a smoothly bounded pseudoconvex domain in Cn; and let t
be the (nonnegative) smooth function on bO given by the sum l1 þ?þ ln1 of the
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eigenvalues of the Levi form (i.e., the trace of the Levi matrix). For 1pqpn  1;
denote by sq any of the ðn1q Þ possible sums of q eigenvalues.
(a) For 1pqon  1; we say (symmetric) condition DðqÞ holds if there exists e40
such that etpsqpð1 eÞt on bO for all possible sums sq: In addition, we adopt the
convention that condition Dð1Þ holds when n ¼ 2 and condition Dðn  1Þ holds
when O is strongly pseudoconvex.
(b) For 1pqpn  1; we say (asymmetric) condition D˜ðqÞ holds if there exists e40
such that sqXet on bO for all possible sums sq: (Observe that D˜ð1Þ is trivially
satisﬁed when n ¼ 2).
There is version of condition DðqÞ for nonpseudoconvex domains (see e.g.
[GriRo]), which was introduced as a generalization of the classical conditions Y ðqÞ
and ZðqÞ: For pseudoconvex domains,
Y ðqÞ3pXmaxðq þ 1; n  qÞ30osqot 8sq
and
ZðqÞ3pXn  q3sq40 8sq
are special cases of DðqÞ and D˜ðqÞ; respectively. (Here p denotes the number of
strictly positive eigenvalues of the Levi form). In particular, all these conditions hold
for strongly pseudoconvex domains, with 1pqpn  2:
The following (elementary) facts are contained in Appendix A of [Koe].
Proposition 7.2. For 1pqpIn1
2
m; conditions DðqÞ and D˜ðqÞ are equivalent. More-
over, Dðq0Þ ) DðqÞ for minðq0; n  1 q0Þpqpmaxðq0; n  1 q0Þ and D˜ðq0Þ )
D˜ðqÞ for qXq0:
In particular, we do not need to distinguish between the symmetric and
asymmetric versions of the comparable eigenvalues condition Dð1Þ for nX2; and
for nX3 this condition implies DðqÞ for all 1pqpn  2:
The simplest example of a domain with comparable eigenvalues that is not
strongly pseudoconvex is the ellipsoid fzACn : ðjz1j þ?þ jzn1jÞ2k þ jznj2o1g
where k41 is an integer. The following proposition gives an easy way to generate
more interesting examples.
Proposition 7.3. Let OCCCnðnX3Þ be a smoothly bounded domain given by a
defining function RðzÞ ¼ f ðjz1j2 þ jz2j2 þ?þ jzn1j2Þ  IðznÞ with f ð0Þ ¼ 0 near the
origin (and, say, strongly pseudoconvex away from the origin).
(a) The eigenvalues of the Levi form are (up to a constant) f 0ðjz1j2 þ?þ jzn1j2Þ
with multiplicity n  2 and f 0ðjz1j2 þ?þ jzn1j2Þ þ ðjz1j2 þ?jzn1j2Þf 00ðjz1j2 þ?þ
jzn1j2Þ: In particular, pseudoconvexity holds if and only if these two quantities are
nonnegative.
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(b) Assume that O is pseudoconvex near the origin. Condition Dð1Þ holds if and only
if there exists e40 such that
f 0ðjz1j2 þ?þ jzn1j2ÞXeðjz1j2 þ?þ jzn1j2Þf 00ðjz1j2 þ?þ jzn1j2Þ:
Set t ¼ jz1j2 þ?þ jzn1j2 and gðtÞ ¼ f 0ðtÞ: To satisfy the hypotheses of the
proposition, we need g to satisfy the conditions gð0Þ ¼ 0 (otherwise O is strongly
pseudoconvex), gðtÞX0; g0ðtÞX0; and gðtÞXetg0ðtÞ for (sufﬁciently small) tX0: For
example, the domain O with deﬁning function R given above is pseudoconvex and
has comparable eigenvalues if f is any of the functions
f ðtÞ ¼ 3t2  t3;
f ðtÞ ¼ ð1þ tÞ2ð2 logð1þ tÞ  1Þ  4ð1þ tÞlogð1þ tÞ þ 4t þ 1;
f ðtÞ ¼ t2 þ e1=t2 ;
f ðtÞ ¼ et2  1;
whereas this is not the case for f ðtÞ ¼ e1=t2 : The proof of the proposition is a
straightforward computation, which we omit.
The basic example of a (pseudoconvex) domain satisfying condition D˜ðqÞ (and
condition DðqÞ when nX2q þ 1) for q41 is one for which the Levi form has at most
q  1 degenerate eigenvalues at each boundary point. Of course we can also allow
the remaining n  q eigenvalues to degenerate in a uniform way, as in (7.3) below, to
obtain examples that do not satisfy ZðqÞ or YðqÞ:
Conditions DðqÞ and D˜ðqÞ are equivalent to the existence of certain maximal L2
estimates (in one-derivative form) for %@b and %@; respectively. To formulate this
precisely, let U be a sufﬁciently small neighborhood of a ﬁxed boundary point of a
smoothly bounded, pseudoconvex domain O in Cn; and let L1;y; Ln be a (smooth)
basis for the ð1; 0Þ vector ﬁelds on U with L1;y; Ln1 tangential. We say DðqÞ or
D˜ðqÞ holds on U if for every compact subset KCU ; there exists e ¼ eK40 such that
the corresponding inequality in Deﬁnition 7.1 holds on K : By combining the results
in [Ben,De,GriRo], and Appendix B of [Koe] (see also the references cited in these
articles), we obtain the following characterization of the comparable eigenvalues
conditions. For simplicity of notation, we write jj  jj instead of jj  jjL2 :
Theorem 7.4. Let OCCCnðnX3Þ be a smoothly bounded pseudoconvex domain and U
be a fixed neighborhood of boundary point as above.
(a) For 1pqpn  2; condition DðqÞ holds on U if and only if
Xn1
j¼1
ðjjLjujj2 þ jj %Ljujj2ÞpCðjj %@bujj2 þ jj %@bujj2Þ ð7:1Þ
for all smooth ð0; qÞ-forms uACN0 ðbO-UÞ:
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(b) For 1pqpn  1; condition D˜ðqÞ holds on U if and only if
Xn
j¼1
jj %Ljujj2 þ
Xn1
j¼1
jjLjujj2pCðjj %@ujj2 þ jj %@ujj2Þ ð7:2Þ
for all smooth ð0; qÞ-forms uACNð %O-UÞ-Dom %@ with supp uCCU :
Note that %@b and %@ have closed range in L
2 since O is a bounded pseudoconvex
domain, so we can dispense with the customary error term jjujj2 on the right-hand
sides of (7.1) and (7.2).
It is an important consequence of these maximal estimates that a subelliptic
estimate holds under the hypothesis of ﬁnite commutator type. More precisely, if O is
of ﬁnite commutator type m; then a subelliptic estimate of order 1
m
holds for %@b (resp.
for %@) under condition DðqÞ (resp. condition D˜ðqÞ). In particular, if O is of ﬁnite
commutator type and satisﬁes DðqÞ or D˜ðqÞ; it is automatically of ﬁnite q-type (in the
usual sense); see Corollary 6.7 (and [Ca1]).
We next recall the main regularity results for %@b and &b given in [Koe]
for domains satisfying DðqÞ: As before, we denote the canonical solution operator
for %@b on ð0; qÞ-forms by Fq and the canonical solution operator for %@b on
ð0; q þ 1Þ-forms by F 0q: Thus %@bF 0q f ¼ Sqþ1 f and %@bFqf ¼ ðI  SqÞ f where F 0q f
and Fqf are orthogonal to the nullspaces of %@b and %@

b; respectively, and Sq
is the Szego¨ projection on ð0; qÞ-forms. Moreover, Kq ¼ F 0q1Fq1 þ FqF 0q is the
inverse to &b on ð0; qÞ-forms. (In the following, we state the Sobolev and
Ho¨lder estimates for these operators using the terminology of Deﬁnitions 2.8
and 2.10).
Theorem 7.5. Let OCCCnðnX3Þ be a smoothly bounded pseudoconvex domain of
finite commutator type m that satisfies condition Dðq0Þ; 1pq0pn  1 q0pn  2:
(a) For q0pqpn  1 q0; Kq; SqKq; and S0qKq ¼ ðI  SqÞKq are NIS operators of
order 2 and have NIS gain 2. The same is true for the operators ðI  Sq01ÞKq01
and Snq0Knq0 :
(b) For q0  1pqpn  1 q0; Fq and F 0q are NIS operators of order 0 and have NIS
gain 1.
(c) For q0  1pqpn  1 q0; Sq and I  Sqþ1 are NIS operators of order 0 and
preserve the spaces Lps ðbOÞ for 1opoN and sAR:
We now prove a slightly sharper version of Theorem 1.2.
Theorem 7.6. Let OCCCnðnX3Þ be a smoothly bounded pseudoconvex domain of
finite commutator type m that satisfies condition Dðq0Þ; 1pq0pn  1 q0pn  2:
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The following operators are bounded on the indicated spaces, for 1opoN; sX0;
and a40:
(a) For q0pqpn  1 q0; Nq : Lps ðOÞ-Lp
sþ2
m
ðOÞ and Nq :LaðOÞ-Laþ2
m
ðOÞ-
Gaþ2ðOÞ: Moreover, X1X2Nq :Lps ðOÞ-Lps ðOÞ for all admissible vector fields X1
and X2:
(b) For q0  1pqpn  2 q0; Eq : Lps ðOÞ-Lp
sþ1
m
ðOÞ and Eq :LaðOÞ-Laþ1
m
ðOÞ-
Gaþ1ðOÞ: Moreover, XEq : Lps ðOÞ-Lps ðOÞ for any admissible vector field X :
(c) For q0  1pqpn  1 q0; E0q : Lps ðOÞ-Lp
sþ1
m
ðOÞ and E0q :LaðOÞ-Laþ1
m
ðOÞ-
Gaþ1ðOÞ: Moreover, XE0q : Lps ðOÞ-Lps ðOÞ for any admissible vector field X :
(d) When q0 ¼ 1; we can take q ¼ n  1 in part ðaÞ and q ¼ n  2 in part ðbÞ:
To see the advantage to assuming commutator type (and thus q0-type) in this
context, rather than 1-type, suppose O coincides with the model domain
fðz1;y; znþ1ÞACnþ1 :Iðznþ1Þ4Pðz1;y; zq01Þ þ ðjzq0 j2 þ?þ jznj2Þkg ð7:3Þ
in a neighborhood of the origin, where nX2q0 and k41: Here P is any smooth,
subharmonic function such that Pð0Þ ¼ 0; an assumption of 1-type would require
DlPð0Þa0 for some lX2; whereas the ﬁnite commutator type hypothesis even allows
us to take P ¼ 0:
Proof of Theorem 7.6. The isotropic estimates are immediate consequences of
Proposition 5.1, Theorems 5.2, 6.1 and 7.5. For the nonisotropic mapping
properties, we return to the formulas given in Theorem 5.4. As in the proof of
Theorem 3.6, we write ABB if A ¼ B þ C; where C consists of commutator terms
that have better smoothing properties than the ones considered for A and B (possibly
by the same argument to be given for B). In the following, we make repeated use of
Theorem 7.5 and the properties of NIS operators described in Section 2, as well as
the commutation properties in (2.6) and Lemma 2.7. We also write P for either P or
P˜; and denote by F ð jÞ any of the operators F ð jÞ of degree j appearing in (5.21)–(5.24).
Consider ﬁrst the main terms in these formulas, and observe that LaðbOÞCGaðbOÞ
for all a40: Then the operators
X1X2PSqKqRWqBPðX1X2SqKqÞRWq;
X1X2PS
0
qKqRWqBPðX1X2S0qKqÞRWq;
XPFqRWqþ1BPðXFqÞRWqþ1;
XPF 0qRWqBPðXF 0qÞRWq
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are bounded on Lps ðOÞ and map LaðOÞ to GaðOÞ for 1opoN; s41p (sX0 when
p ¼ 2; by Lemma 5.3), and a40:
The other terms arising in (5.21)–(5.24) lead to operators with the same (or better)
mapping properties. In most cases, we need only commute the tangential derivatives
and observe that an operator of type F ð jÞ is an NIS operator of order j (with elliptic
gain j
m
when jX1). Indeed, note that (suppressing the index q):
X1X2PF
ð3ÞRWBPðX1X2F ð3ÞÞRW ;
XPF ð2ÞRWBPðXF ð2ÞÞRW ;
X1X2PF
ð2ÞRPF ð1ÞRWBPðX1X2F ð2ÞÞRPF ð1ÞRW ;
XPF ð1ÞRPF ð1ÞRWBPðXF ð1ÞÞRPF ð1ÞRW ;
X1X2PF
ð1ÞRWGWBPðX1F ð1ÞÞRX2WGW
also preserve Lps ðOÞ and map LaðOÞ to GaðOÞ (in fact, all but the last one are
smoothing), with p; s; and a as above.
The compositions in which an operator of type F ð0Þ is applied before a Green’s
operator must be handled with more care, for an NIS operator of order 0 maps
Lps ðOÞ or LaðOÞ only to LpseðOÞ or LaeðOÞ in general, whereas G is not bounded on
GaðOÞ: To handle this tricky point, we consider ﬁrst the terms with RWGPF ð0Þ as part
of the composition of operators. Observe that
RWGPF ð0Þ ¼ R %@nGnðPtF ð0Þ þ PnF ð0ÞÞ þ TN;
where Pn acts as a Poisson operator of order 1: Now the construction in [GS] gives
G in the form
G ¼ QE  PR0QE;
where the parametrix QAOPS21;0 for& is a standard pseudodifferential operator of
order 2 in a neighborhood of %O; and E is Stein’s extension operator for O: In
particular, the nondiagonal part of G has elliptic gain 3, so that
RWGPF ð0Þ : Lps ðOÞ - Lpsþ2eðOÞ;
LaðOÞ - Laþ2eðOÞ
is bounded for 1opoN; sX0; and a40: Therefore
X1X2PF
ð1ÞRWGPF ð0ÞRWBX1PðX2F ð1ÞÞRWGPF ð0ÞRW ;
X1X2PF
ð0ÞRWGPF ð1ÞRWBX1PF ð0ÞRWGPðX2F ð1ÞÞRW ;
XPF ð0ÞRWGPF ð0ÞRW
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map Lps ðOÞ to Lpsþ1eðOÞ and LaðOÞ to Laþ1eðOÞ; for the range of p; s; and a given
previously.
The most problematic terms that arise are of the form
X1X2GPF
ð0ÞRW ;
X1X2WGPF ð1ÞRWBX1WGPðX2F ð1ÞÞRW ;
XWGPF ð0ÞRW
which map with a loss of e in general. To circumvent this difﬁculty, we note that
&Nq f ¼ fAL2 and &Eq f ¼ W %@Eq f ¼ WBqþ1 f ¼ WfAL21 (here & ¼ W %@ when
q ¼ 0). Therefore we can write Nq ¼ G þ PR0Nq þ TN ¼ G þ PRBqNq þ
PRB0qNq þ TN and similarly Eq ¼ GWþ PREq: Composing all the various operators
in (5.21)–(5.24) with PR has no effect on the mapping properties, and converts the
terms under consideration into ones with RWGPF ð0Þ as part of the composition. The
analysis then proceeds as before.
This completes the proof of parts (a)–(c), with the restriction that s41
p
when pa2:
Similar arguments establish analogous estimates for the operators NqX1X2; EqX1;
and E0qX1 for any admissible vector ﬁelds X1 and X2; with the same restriction on s:
(In this case, we commute these tangential derivatives past the restriction operator
ﬁrst). An interpolation and duality argument as in the proof of Theorem 3.6 yields
the desired result, for all sX0 and 1opoN:
When q0 ¼ 1; we can also control Nn1 and En2 by applying formulas (5.5)–(5.7),
which are primarily useful in the top degree case q ¼ n  1: Recall that Bn1
and B0n1Nn1 have elliptic gain 0 and 2, respectively. Since Sn1Kn1 is an NIS
operator of order 2 (with NIS gain 2) when q0 ¼ 1; by part (a) in Theorem 7.5, we can
read off the isotropic estimates for Bn1Nn1 from (5.5) and (5.6), which we rewrite as
Bn1Nn1 ¼GBn1 þ PSn1Kn1RBn1 þ PF 0n2RWGBn1
þ PF ð3ÞRBn1 þ PF ð2ÞRWGBn1 þ T2; ð7:4Þ
where F ðkÞ denotes an NIS operator of order k (with NIS gain k), and T2 is an
operator with elliptic gain 2. The nonisotropic estimates also follow easily, as none of
the difﬁculties with F ð0Þ type operators arise in this case. Finally, since En2 ¼
%@Nn1 ¼ %@Bn1Nn1; we obtain from (7.4) and (5.14)–(5.18) that
En2 ¼ WGBn1 þ WPSn1Kn1RBn1 þ WPF 0n2RWGBn1
þ WPF ð3ÞRBn1 þ WPF ð2ÞRWGBn1 þ T1
¼ WGBn1 þ PFn2RBn1 þ PS0n2RWGBn1
þ PF ð2ÞRBn1 þ PF ð1ÞRWGBn1 þ T1; ð7:5Þ
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where F ðkÞ denotes an NIS operator of order k (not necessarily with NIS gain k), and
P denotes either P or PR0Q: The desired mapping properties follow readily from
(7.5), once we observe that XPS0n2RWGBn1BPS
0
n2XRWGBn1: &
We turn to the comparison of the Bergman and Szego¨ projections given in
Theorems 1.4 and 1.5.
Theorem 7.7. Let OCCCnðnX3Þ be a smoothly bounded pseudoconvex domain of
finite commutator type m that satisfies condition Dðq0Þ; 1pq0pn  1 q0pn  2:
Assume that %@u ¼ fAL20;qðOÞ with u>ker %@ and q0pqpn  1 q0:
(a) Let 1opoN and sX0; and assume (when pa2) that s41
p
 2
m
: If fALps ðOÞ and
fb ¼ RfABp;p
s1
p
þ1
m
ðbOÞ; then uALp
sþ2
m
ðOÞ:
(b) Let a40: If fALaðOÞ and fb ¼ RfALaþ1
m
ðbOÞ; then uAL
aþ2
m
ðOÞ: [When m ¼ 2
and q41; then uAL
aþ2
m
eðOÞ for all e40].
As indicated in the introduction, this is an extension of a theorem of Phong and
Stein [PS]) given in the strongly pseudoconvex case for ð0; 1Þ-forms, i.e., for q0 ¼
q ¼ 1 and m ¼ 2:
Proof. Note that u ¼ Eq1 f ; and Wq f ¼ ðI  WG %@Þf ¼ f since %@ f ¼ 0: We examine
each term in (5.23), applying Theorem 7.5 and recalling the mapping properties of
NIS operators given in Section 2. Using the hypothesis on RWq f ¼ Rf ; we ﬁnd that
the only problematic term is PF
ð0Þ
6 RWGWq f ¼ PðI  Sq1ÞRWGfALaþ1eðOÞ for
part (b). For m42; we have 1 e42
m
; so there is a loss of e only when m ¼ 2:
Moreover, when q ¼ 0; we know that the Szego¨ projection on functions preserves
LaðOÞ for all a40 (see [FoS]).
Theorem 7.8. Let OCCCnðnX3Þ be a smoothly bounded pseudoconvex domain of
finite commutator type m that satisfies condition Dð1Þ; and let P denote the usual
Poisson operator for O: For fAC1ð %OÞ;
Bf ¼ PSRW0 f þ Tð0;1Þ f ¼ PSRW0 f þ Tð0;2Þ %@ f ð7:6Þ
and
Bf  PSRf ¼ PSRWG %@ f þ Tð0;1Þ f ¼ PSRWG %@ f þ Tð0;2Þ %@ f ; ð7:7Þ
where Tð0;cÞ is an operator with NIS gain c:
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Moreover, for 1opoN; sX0; and a40;
jjBf  PSRf jjL
aþ2
m
ðOÞ þ jjBf  PSRf jjGaþ2ðOÞpcjj %@ f jjLaðOÞ ð7:8Þ
and
jjBf  PSRf jjLp
sþ2
m
ðOÞpcjj %@ f jjLps ðOÞ: ð7:9Þ
Proof. Recall the statement and proof of Theorem 6.5. The ﬁrst part of (7.6) is
obtained from (5.25) as before, and it is also clear that T1 ¼ Tð0;1Þ ¼ PF ð0Þ1 K1R %@þ
Tð2;0Þ %@ ¼ PS01K1R %@þ Tð2;0Þ %@ ¼ Tð2;0Þ %@ by Theorem 7.5. Then (7.7) is a restatement
of (7.6), and the isotropic estimates in (7.8)–(7.9) are immediate. The (harder)
nonisotropic Ho¨lder estimate in (7.8) follows by essentially the same argument
as the one given when n ¼ 2 (see the proof of Theorem 4.2), where QJ;the sum in
Lemma 4.3 now ranges from j ¼ 1 to 2n  1 and we must consider terms of the form
%LkPSRLnGn and LkPSRLnGn for 1pkpn  1 (where %L1;y; %Ln1 is a local basis for
the ð0; 1Þ tangential vector ﬁelds). A repetition of that argument using the properties
of NIS operators discussed in Section 2 completes the proof. &
Finally, we point out that the machinery in this paper gives another proof that
condition DðqÞ (locally, near a ﬁxed point z0AbO) is necessary for maximal L2
estimates to hold for &b on ð0; qÞ-forms near z0; i.e., that (7.1) implies DðqÞ under
the assumption of pseudoconvexity. Although this is known even in the
nonpseudoconvex case [GriRo], we can reduce it to the easier necessity result for
%@ [Ben,De], i.e., that (7.2) implies D˜ðqÞ: We may assume without loss of generality
that z0AbO is a point of ﬁnite commutator type and that O is strongly pseudoconvex
away from a small neighborhood of z0: The results in [Koe] establish the two-
derivative form of the maximal estimate jjXYujj2pCjj&bujj2 for smooth ð0; qÞ-forms
on bO; and that in fact the conclusions of Theorem 7.5 hold. Therefore the
conclusions of Theorem 7.6 hold, and in particular so do the maximal L2 estimates
(7.2) in Theorem 7.4. Hence condition D˜ðqÞ is satisﬁed. As we remarked after the
proof of Corollary 6.7, maximal estimates for &b must also hold on ð0; n  1 qÞ-
forms, so necessarily condition D˜ðn  1 qÞ is satisﬁed as well. Since Dðq0Þ and
D˜ðq0Þ are equivalent when q0 ¼ minðq; n  1 qÞ; we are done.
8. Estimates in the antiholomorphic normal direction
When O is strongly pseudoconvex—or, more generally, satisﬁes condition ZðqÞ—
we know that the normal components ðNqÞK (nAK) of the Neumann operator gain a
full derivative, and it was observed in [GS] (see also [BGS]) that the same is true for
%LnNq: This was proved as a consequence of the parametrices constructed in these
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works and the special commutation relation
%LnP ¼ P&þ þ P0;
where the Caldero´n operator &þ is a pseudodifferential operator of order 1 on bO
and P0 is a Poisson operator of order 0.
We give a direct proof of a more general result that does not rely on an analysis of
the boundary operators &7: In fact, we only need to consider the normal
components of the Neumann operator Nqþ1 on the next level of forms.
Theorem 8.1. Let OCCCn be a smoothly bounded pseudoconvex domain of finite
subelliptic q-type, where 1pqpn  1:
(a) Assume there exists d140 such that Nq and %@Nq ¼ E0q are bounded on the
indicated spaces:
Nq : L
p
s ðOÞ-Lpsþd1ðOÞ;
%@Nq : L
p
s ðOÞ-LpseðOÞ ð8:1Þ
for 1opoN; sX0; and e40: Then %LnNq also satisfies the first mapping property
in (8.1).
(b) Assume there exists d240 such that Nq and %@Nq ¼ E0q are bounded on the
indicated spaces:
Nq :LaðOÞ-Laþd2ðOÞ;
%@Nq :LaðOÞ-LaeðOÞ ð8:2Þ
for a40 and e40: Then %LnNq also satisfies the first mapping property
in (8.2).
(c) Assume that Bq ¼ %@ %@Nq ¼ I  %@ %@Nq satisfies the second mapping property
in (8.1) [resp. (8.2)] above. If the hypotheses of ðaÞ [resp. ðbÞ] hold for
BqNq or B
0
qNq; then the corresponding conclusions hold for %LnðBqNqÞ or
%LnðB0qNqÞ:
Remark. In practice, when the ﬁrst property in (8.1) or (8.2) is known, one also
knows that %@Nq gains
d1
2
or d2
2
and that there is at most a loss of e for Bq:
Combining this with the results of Section 6, we obtain the following maximal
estimates in the antiholomorphic direction normal to the boundary.
Corollary 8.2. Let 1pqpn  2: Assume that OCCCn is a smoothly bounded
pseudoconvex domain of finite commutator type m that satisfies (symmetric) condition
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DðqÞ: Then
%LnNq : L
p
s ðOÞ - Lp
sþ2
m
ðOÞ;
LaðOÞ - Laþ2
m
ðOÞ
is bounded on the indicated spaces for 1opoN; sX0; and a40; and the same is true
for the operators %LnðBqNqÞ and %LnðB0qNqÞ:
Recall that a strongly pseudoconvex domain satisﬁes the hypotheses of Corollary
8.2 for each q and with m ¼ 2: As another consequence of the theorem, we observe
that if OCCCn is a smoothly bounded pseudoconvex domain of ﬁnite type m with
diagonalizable Levi form, then for 1pqpn  2;
%LnNq : L
p
s ðOÞ - Lp
sþ2
m
e
ðOÞ;
LaðOÞ - Laþ2
m
eðOÞ
is bounded on the indicated spaces for 1opoN; sX0; a40; and all e40:
Proof of Theorem 8.1. Note that when n ¼ 2; the theorem follows immediately from
Proposition 3.1, (3.15), and (3.19), since %@N1 ¼  %L2ðN1Þ1 þ %L1ðN1Þ2 þ aðN1Þ1:
Similar reasoning applies to the case q ¼ n  1:
Assume that 1pqon  1: If jJj ¼ q and neJ; we have (in terms of a local basis of
tangential vector ﬁelds)
ðNqþ1 %@ÞJn ¼ ð %@NqÞJn ¼
X
jAJ
eJnjJ 0n %LjðNqÞJ 0n þ ð1Þq %LnðNqÞJ þ AJNq
for a suitable multiplication operator AJ : Therefore
%LnðNqÞJ ¼ ð1ÞqðE0qÞJn þ
X
jAJ
ð1Þqþ1eJnjJ 0n %LjðNqÞJ 0n þ ð1Þqþ1AJNq ð8:3Þ
and similarly
%LnðB0qNqÞJ ¼ ð1ÞqðE0qÞJn þ
X
jAJ
ð1Þqþ1eJnjJ 0n %LjðB0qNqÞJ 0n þ ð1Þqþ1AJB0qNq: ð8:4Þ
Since %@ðBqNqÞ ¼ 0; we also obtain
%LnðBqNqÞJ ¼
X
jAJ
ð1Þqþ1eJnjJ 0n %LjðBqNqÞJ 0n þ ð1Þqþ1AJBqNq: ð8:5Þ
Now Nq f ¼ Gf þ PR0Nq f þ TN f ¼ Gf þ PRNq f þ TN f since&Nq f ¼ fAL2
and Nq fADom %@; so ðNqÞn ¼ Gn þ PnRNq þ TN: Similarly, ðBqNqÞn ¼ GnBq þ
PnRBqNq þ TN; ðB0qNqÞn ¼ GnB0q þ PnRB0qNq þ TN; and ðE0qÞn ¼ Gn %@þ PnRE0q þ
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TN: Thus the normal components of these operators gain one derivative more than
the tangential components, and it is clear that the desired Ho¨lder estimates follow
from (8.3)–(8.5) and Lemma 2.7.
For the Lp estimates, we ﬁrst observe that the conclusion of the theorem holds for
s41
p
 d1; and in particular for sX0 when p is large. Moreover, by duality and
interpolation, we know that there exists Z40 such that Nq :L2ZðOÞ-L2Zþd1ðOÞ:
Since %@BqNq ¼ 0 and %@Nq ¼ %@B0qNq ¼ E0q; we also conclude that the Lp estimates
hold for p ¼ 2 and s ¼ Z by (3.7), and thus for pX2 and s4 Z by interpolation. A
ﬁnal interpolation and duality argument completes the proof. &
Remarks. (1) The operators %LnN0 and %LnNn always gain a full derivative (at least in
L2) on a domain of ﬁnite type. In fact, %LnN0 ¼ ð %@N0Þn ¼ ðN1 %@Þn ¼ ðE 00Þn gains one
derivative more than E00; and Nn is the Green’s operator for the Laplacian (on ð0; nÞ-
forms).
(2) By similar arguments (since %@E0q ¼ 0), if E0q gains d in Lp-Sobolev or Ho¨lder
norms, then the same is true for %LnE
0
q: On the other hand, since %@Eq ¼ Bqþ1; the
operator %LnEq ¼ %Ln %@Nqþ1 at best preserves the spaces Lps ðOÞ and LaðOÞ (e.g. in the
strongly pseudoconvex case, as both %LnNqþ1 and Nqþ1 gain a derivative).
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