This study evaluates snow water equivalent (SWE) over North America in the reanalysis-driven NARC-CAP regional climate model (RCM) experiments. Examination of SWE in these runs allows for the identification of bias due to RCM configuration, separate from inherited GCM bias. SWE from the models is compared to SWE from a new ensemble observational product to evaluate the RCMs' ability to capture the magnitude, spatial distribution, duration, and timing of the snow season. This new dataset includes data from 14 different sources in five different types. Consideration of the associated uncertainty in observed SWE strongly influences the appearance of bias in RCM-generated SWE. Of the six NARCCAP RCMs, the version of MM5 run by Iowa State University (MM5I) is found to best represent SWE despite its use of the Noah land surface model. CRCM overestimates SWE because of cold temperature biases and surface temperature parameterization options, while RegCM3 (RCM3) does so because of excessive precipitation. HadRM3 (HRM3) underestimates SWE because of warm temperature biases, while in the version of WRF using the Grell scheme (WRFG) and ECPC-RSM (ECP2), the misrepresentation of snow in the Noah land surface model plays the dominant role in SWE bias, particularly in ECP2 where sublimation is too high.
Introduction
Snow is a critically important part of Earth's climate system, both for its physical properties, including its high albedo and low thermal conductivity, and its role in the hydrological cycle. Future changes in temperature and precipitation patterns are projected to influence snow resources over North America. Changes in the length of the snow season and total amount of snow storage will affect natural ecosystems (Campbell et al. 2005) , water storage, hydroelectric power production, and recreation (Field et al. 2007 ). Decreases in snow for western North America may lead to more droughts ) and increased risk of forest fires (Walsh et al. 2014) . Changes in North American snowpack will also influence Earth's energy budget, which may result in significant and important feedbacks that exacerbate climate change (Déry and Brown 2007) .
The North American Regional Climate Change Assessment Program (NARCCAP; Mearns et al. 2009 Mearns et al. , 2012 ) is a suite of regional climate model (RCM) simulations designed to study climate change processes and provide climate change projections to the impacts and adaptation community. NARCCAP is being used by water resource researchers and fire scientists to investigate the role of climate change in water availability (Mearns et al. 2015) and forest fire frequency and intensity (Tang et al. 2015) . Future changes in snow will impact both of these sectors.
In spite of snow's important role in the climate of North America, only two previous studies have evaluated snow water equivalent (SWE, the amount of liquid water contained within the snowpack) in NARCCAP. Salzmann and Mearns (2012) evaluated SWE in the upper Colorado River basin using Snowpack Telemetry (SNOTEL) stations, and Carignan (2013) compared the NARCCAP models against snow course surveys in the U.S. Northeast.
The lack of high-quality gridded SWE datasets has been a major obstacle for the evaluation of simulated snow (Frei et al. 2005) . Purely observational SWE datasets are limited in terms of their record length, area coverage, and resolution (Pan et al. 2003) . While weekly estimates of snow cover area extent from shortwave satellite imagery have been produced since 1966 (Estilow et al. 2015) , these data do not provide information about the amount of water stored in the snow on the ground. Estimates of SWE from microwave satellite products, which started in 1979, have high uncertainties and are unreliable in mountainous and heavily forested regions (Foster et al. 2005) . In situ surface observations are limited spatially, and their small sample size cannot capture the complex heterogeneity in SWE.
When previous studies have evaluated snow in climate models (both global and regional), they have primarily focused on snow cover area extent (e.g., Frei and Robinson 1998; Brutel-Vuilmet et al. 2013; Thackeray et al. 2015) or on limited regions with in situ surface observations (Rutter et al. 2009; Rasmussen et al. 2011; Anandhi et al. 2011; Salzmann and Mearns 2012) . Many studies examine SWE in offline land surface simulations, which provide insight into the performance of land surface models (LSMs), but are not useful for identifying biases in models used for climate projection (Slater et al. 2001; Rutter et al. 2009; Chen et al. 2014 ). The few studies that have ventured to study SWE in climate models on continental and greater scales have primarily used only one, maybe two, observation-based SWE datasets in their evaluations (Foster et al. 1996; Yang et al. 1999; Déry and Wood 2006; Sushama et al. 2006) , and they do not specifically address the issue of observational uncertainty.
In this study, we evaluate simulated SWE from the reanalysis-driven NARCCAP regional models within the context of observational uncertainty (section 2). To identify observational uncertainty, we create an ensemble of gridded observation-based SWE datasets for North America. This ensemble includes SWE from satellite products, snowpack model estimates, reanalysis, LSMs forced with reanalysis, and interpolated station data (section 3). SWE from the RCMs is then evaluated against the observational ensemble to see if the models fall within the range of observational uncertainty and how that influences our perception of model performance. Our analysis starts by exploring the observational uncertainty in the timing and magnitude of SWE over all of North America [section 4a(1)]. Next, we evaluate the models compared to the observational uncertainty. Since the land surface is coupled to the atmosphere in the NARCCAP simulations, biases in SWE will be a function of the temperature and precipitation biases associated with the internal variability of the RCMs as well as the way SWE is parameterized in the LSMs. Our evaluation analysis starts broadly over all of North America [section 4a(2)], but then narrows down to three regions ( Fig. 1) to help separate the specific causes of SWE bias (section 4b).
Models
We evaluate the six NARCCAP RCMs (Mearns et al. 2007 ) driven by the NCEP-DOE Reanalysis 2 (NCEP-2; Kanamitsu et al. 2002) . These RCMs are listed in Table 1 . The RCMs were run at a 50-km resolution and cover the time period . Each model used a distinct 50-km map projection, so we interpolated the model outputs to a common 0.58 3 0.58 grid using the patch recovery techniques implemented by the Earth System Modeling Framework (ESMF) software.
SWE and its relevant snow processes are parameterized in the LSM component of the RCMs. The LSMs used by the NARCCAP RCMs are identified in Table 2 . Key snow-related processes accounted for in the LSMs include snowfall, snow accumulation, metamorphosis, albedo, snowpack thermal state, snowpack liquid water content, and snowmelt. Blowing snow and wind redistribution are not parameterized by these LSMs. In all of the models snow accumulation and ablation parameterizations are based on mass and energy balance in the snowpack. SWE is calculated as the mass balance among snowfall, sublimation, and snowmelt. Snowmelt is parameterized as part of the surface energy balance, where excess energy goes into melting snow. Differences in how snow processes are modeled can lead to substantial differences in how each LSM simulates SWE.
CRCM It is well known that Noah represents SWE poorly. Past studies have found a negative bias in Noah's representation of total SWE and snow cover extent and that snowmelt in Noah occurs too early in spring (Sheffield et al. 2003; Mitchell et al. 2004; Jin and Miller 2007; Livneh et al. 2010; Wang et al. 2010; Rasmussen et al. 2011) . While the precise cause of the SWE biases in Noah have been challenging to pinpoint (Pavelsky et al. 2011) , studies have shown that the simulation of SWE in Noah is highly sensitive to the choice of albedo (Livneh et al. 2010; Barlage et al. 2010) , surface exchange coefficients for heat and moisture and momentum (Barlage et al. 2010; Wang et al. 2010) , and the roughness length (Barlage et al. 2010; Wang et al. 2010 ).
Evaluation datasets a. Snow water equivalent
The quality of the observations used to evaluate snowpack and SWE in climate models greatly influences the perception of model fidelity. Biases in observations may lead to incorrect assumptions about problems with climate models (Brown and Frei 2007) . A challenge for evaluating SWE in climate models is the lack of long-term, high-resolution (spatial and temporal), wellvetted observations (Brown et al. 2003) . Long-term records of SWE are often available from a single point (e.g., SNOTEL); however, SWE is heterogeneous and measurements from a single point may not adequately represent a basin or region of interest. While a few longterm, gridded, purely observational datasets do exist over North America (e.g., Armstrong et al. 2005; Dyer and Mote 2006) , on their own these products contain significant uncertainties. To overcome the poor spatial resolution of SWE observations, many studies choose to use SWE from models, either atmospheric reanalysis products (Kapnick and Delworth 2013) or blended observational-model surface products (Frei et al. 2005 ). Unfortunately, model-derived SWE also has large uncertainties in data-sparse areas where SWE is heavily influenced by model parameters.
Rather than attempting to identify the best SWE product, we create an ensemble of gridded observationbased SWE products for North America to capture the uncertainty in SWE observations. Mudryk et al. (2015) and Broxton et al. (2016) have also explored the uncertainty in SWE across satellite products, global reanalyses, and land data assimilation products. Mudryk et al. (2015) focused on all of the Northern Hemisphere while Broxton et al. (2016) focused on the contiguous United States. Both studies found a large spread in mean SWE across the datasets analyzed.
The SWE datasets included in our ensemble are outlined in Table 3 . All of the datasets are gridded SWE or snow depth (which we convert to SWE) covering most, if not all, of North America with at least 5 years of data during the period 1979-2003 (matching the RCM simulations). All of the datasets are interpolated onto the common 0.58 3 0.58 grid using the ESMF patch recovery method.
The datasets are broadly categorized into five groups: microwave satellite products, combined observationsmodel reconstructions SWE, reanalysis, offline land surface models, and gridded or interpolated observations based on surface meteorological stations and reports. Details about the SWE datasets are in the supplemental material (section S2).
b. Temperature and precipitation
The NARCCAP simulations cover a large domain such that the interior of the region is not always well constrained by the large-scale boundary conditions. Because of the internal variability of each RCM, temperature and precipitation biases can occur throughout the domain (see Mearns et al. 2012 ), which will influence the representation of snow in the models. We evaluate temperature and precipitation from the RCMs using version 3 of the University of Delaware Air Temperature 
Results
The goal of this paper is to evaluate SWE in the NARCCAP RCMs by framing their bias in the context of observational uncertainty. To do this, we first explore the uncertainty in the observations and focus on the large-scale geographic patterns of winter SWE, the annual cycle of average SWE, and length of the snow season and the timing of the peak snow date. For this study, all snow cover variables were calculated for a snow year defined from 1 August to 31 July.
After characterizing the observational uncertainty, we then evaluate the NARCCAP RCMs. We start broadly, by analyzing the patterns of bias in winter SWE and the timing of the snow season over all of North America. We then evaluate SWE regionally at three different locations ( Fig. 1 ) to explore the different roles that temperature and precipitation biases and snow parameterization problems play in SWE bias.
a. North America

1) OBSERVATIONS
Our goal in analysis of the observational SWE ensemble is to characterize observational uncertainty for use in the evaluation of the RCMs. Figure 2 shows the 25th, 50th, and 75th percentiles and interquartile range of the observational ensemble for January-March (JFM) average SWE. Percentiles of the SWE ensemble are calculated independently for each grid point; at each grid point we sort the 14 ensemble members into ascending order and approximate the 50th percentile by averaging the two central numbers (the seventh and eighth elements of the sorted array), while the 25th and 75th percentiles are approximated by the fourth and eleventh elements of the sorted array, respectively. We use the interquartile range (IQR, difference between 75th and 25th percentiles) as an estimate of observational uncertainty.
Regional patterns of SWE are consistent across the interquartile range, but the magnitude of the SWE amount changes with each percentile. Average winter SWE increases with latitude and elevation, corresponding with colder temperatures, higher precipitation rates, or both. Regions influenced by moist air masses, such as the coastal range along the Pacific and in Newfoundland near the Atlantic, also show high SWE amounts. The range of uncertainty across the ensemble scales with SWE amount, with a larger spread in SWE found in the mountains and higher latitudes. Figure 3 shows the annual cycle of SWE averaged over the NARCCAP domain from all 14 observational datasets. This figure also includes the ensemble mean, the 50th percentile, and the interquartile range (25th-75th percentile) of the observational ensemble.
SWE in all of the observational datasets follows a similar annual cycle, with North American snow cover peaking between 1 February and 1 April and declining to zero in summer. The observed interquartile range is calculated based on the method used in Fig. 2 . Spatial maps for all months of the year show that SWE first accumulates at the high latitudes and the high mountain regions in September and October, growing slowly and expanding south through March and quickly receding between April and June ( Fig. S3 .1).
Nine of the observational snow products have daily SWE data. Using this subset, we explore the timing of the snow season. Figure 4 shows the 25th, 50th, and 75th, percentiles of the average number of days per year with snow on the ground and the date of annual maximum or peak SWE. As with JFM SWE, the length of the snow season and the timing of peak SWE increase with elevation and latitude. Many high-latitude and high-elevation locations have snow on the ground for more than half if not two-thirds of the year and peak snow dates in late February in the southern Rockies and late April in the high latitudes.
Because some of the SWE datasets (e.g., NCEP-2 or SiB) are fairly coarse, they are unable to represent the high peaks in the mountain regions. When compared with the higher-resolution data products (e.g., B03), the coarse-resolution datasets underestimate the length of the snow season ( Fig. S3 .2), causing the peak snow date to occur too early and peak SWE amounts to be too low (not shown). When considering topographically complex regions, such as the Rocky Mountains, the higher end of the observational spread may be more realistic for the timing of the snow season.
2) NARCCAP RCMS (i) Winter SWE bias
The panels in Fig. 5a show the RCM JFM SWE bias relative to the median of the observational ensemble. From this figure, we see that CRCM and RCM3 have positive SWE biases; ECP2, HRM3, and WRFG have negative SWE biases; and MM5I has low, but mixed, SWE biases.
We can also define bias relative to the uncertainty range of the observations (Fig. 5b) . In this case, the models are shown to have no bias if they fall within the 25th-75th percentiles of the observations. By evaluating the models relative to the observational uncertainty, we see that overall the model performance is improved. Areas of low or mixed bias clear up when uncertainty is considered, especially in MM5I.
(ii) Annual cycle When SWE is averaged over North America, three of the models (ECP2, MM5I, and HRM3) largely fall within the observed interquartile range throughout the year (Fig. 6 ). CRCM and RCM3 drastically overestimate SWE throughout the year, whereas SWE is underestimated in WRFG. Other than WRFG, the RCMs have peak North American snowpack occurring in March, which corresponds with the median and interquartile range of the observational ensemble. In WRFG, peak SWE occurs one month too early and SWE declines much earlier than observed (similar to previous studies, e.g., Mitchell et al. 2004) .
The shape of the annual cycle of North American SWE is close to that of observations in CRCM and RCM3, but peak snow amounts in both models are about 25% greater than the 75th percentile of the observations. Positive biases occur over most regions in both models, but are particularly high in the western mountains.
In MM5I, the annual cycle of North American SWE follows the 75th percentile of the observations until March, when SWE persists for slightly longer than is observed. Spatially, SWE falls within the range of uncertainty of the observations everywhere except for the Rocky Mountains. The high positive SWE biases in the Rocky Mountains push average SWE values in MM5I toward the upper range of the observations. FIG. 2. Maps of the 25th, 50th, and 75th percentiles and the IQR of the JFM average SWE calculated across the 14-member observational SWE ensemble. Percentiles are calculated independently for each grid box. The IQR represents the range of uncertainty for JFM SWE from the observational ensemble.
Average SWE in ECP2 and HRM3 falls within the range of the observations, with average values just above the 25th percentile from September to March. In spring, SWE declines more slowly in both models, resulting in comparatively higher amounts from April to June. Inspection of the maps of SWE bias in winter (Fig. 5) and spring (not shown) show that positive biases in the high latitudes (both models) and the western mountains (HRM3) offset widespread negative SWE biases over much of North America. Negative SWE biases in HRM3 are generally greater than the other models outside these two regions.
(iii) Timing of the snow season
Understanding the models' tendencies toward bias in the timing and duration of the snow season is important for investigating future changes to the snow season, which is critical for the management of water resources, forest fires, and other systems in the future.
In CRCM, the length of the snow season is consistently longer than observed, between 20 and 60 days at most points (Fig. 7) . The longer snow season is largely due to the continuation of snow cover into late spring (not shown). The peak snow date in CRCM also occurs 1-2 months later than observed (Fig. 8) .
The duration of the snow season is well represented by MM5I and RCM3. The peak snow date occurs later in both models, with the greatest delays in the mountains. The peak snow date is at most 25 days later in MM5I, but up to 2 months later in the high-elevation points in RCM3. ECP2, HRM3, and WRFG have notably fewer days with snow on the ground than observed, although HRM3 and WRFG perform well in the Canadian and U.S. Rockies. HRM3 has the most egregious errors in the snow season, with many points in the Canadian plains and U.S. Midwest showing more than 100 fewer days with snow on the ground. This is due to temporally inconsistent snow cover (not shown). ECP2 captures the timing of the peak snow date well, but peak SWE occurs too early in HRM3 and WRFG over much of North America. Notably, in both HRM3 and WRFG the date of peak SWE occurs too late in the Canadian Coast Range, the northern Canadian Rockies, and the southern Rockies in Wyoming and Colorado.
b. Regional analysis
The combined effects of simulated temperature and precipitation biases and differences in land surface snow process parameterizations drive biases in the annual cycle of North American SWE in the RCMs. General analysis of the broad patterns of temperature and precipitation biases provides some insight into modeled SWE biases. For example, Mearns et al. (2012) shows that CRCM (HRM3) has a cold (warm) winter bias, which likely contributes to its high (low) SWE amounts and its longer (shorter) snow season. However, temperature and precipitation biases vary spatially across all the RCMs, making it difficult to make generalizations linking these biases with SWE over North America as a whole. Also, since SWE is an accumulated variable, biases in the timing and amount of peak winter SWE will be related to the accumulation of bias throughout the snow season.
Given the large spatial variations in SWE, precipitation, and temperature biases across North America, causes of SWE bias in the RCMs vary from region to region. Identifying the complex relationships among model temperature, precipitation, and SWE biases and the link between model parameterizations and SWE bias requires detailed regional analysis of climate processes.
Highlighted in Fig. 1 are three important and unique climatic regions, covering the Northeast, the southern Rockies, and north-central Canada. Changes in SWE over the Northeast region will have significant impacts on recreation and ecosystems. In the southern Rockies, changes in SWE will affect water resources and extent of the fire season. This would also be true for the entire western United States. Northern Canada is one of the few areas where SWE may increase in the future (Warren and Lemmen 2014) .
Biases in SWE can be attributed to a number of causes, including biases in precipitation and temperature and problems with the parameterizations that   FIG. 3 . SWE averaged over North America from all the observational datasets included in the ensemble product for land points between 258 and 688N and between 608 and 1308W. Greenland and permanent ice points in the northern Coast Range near the Saint Elias Mountains have been removed. Categories of the observational datasets are color coded: microwave satellite products (yellow), SWE analyses and reconstructions (green), reanalysis (blue), LSMs forced with reanalysis (red), and interpolated surface observations (purple). The IQR (25th-75th percentiles) of the ensemble product is shown in gray. The 50th percentile (median) is shown by the thick black line, and the average is shown by a dotted black line.
represent the accumulation, storage, and ablation of snow. The influence of temperature biases are expected to be minimal when temperatures are already below 08C. However, during fall and spring when temperatures are close to freezing, temperature biases can substantially affect SWE accumulation, persistence, and disappearance.
1) NORTHEAST Figure 9 shows the annual cycle of modeled and observed SWE, its monthly derivative, temperature, precipitation, and temperature and precipitation biases relative to UDEL (observations) for the U.S. Northeast region. In the observations, the annual cycle of areaaveraged SWE is similar to that of all of North America (Fig. 3) , although the amplitude of peak SWE is higher. SWE starts accumulating in October, peaks in February and March, and declines quickly between March and May. The coldest temperatures are observed in January, and the driest month in terms of accumulation is February. Because SWE is an accumulated variable (i.e., SWE in November is included in the SWE in January), we can explore the monthly accumulation of SWE by looking at the monthly derivative dSWE, defined as the month-to-month difference in SWE (e.g., January SWE minus December SWE). The net monthly change in SWE will include any new snowfall accumulation and loss through melt and sublimation. The greatest monthly accumulation of SWE occurs between December and January.
From Fig. 9 we see that in the Northeast region CRCM and RCM3 have positive SWE biases; ECP2, HRM3, and WRFG have negative SWE biases; and MM5I follows the median of the observations. The cause of the positive SWE biases in CRCM and RCM3 appears to be different in this region. In RCM3, the positive SWE bias corresponds with colder-thanobserved temperatures during all months of the year (excluding February) and higher-than-observed precipitation accumulation during all months. Excessive snow accumulation in fall is helped by the snow parameterization settings in BATS. The rain/snow threshold in BATS is 2.28C; while this is a normal assumption used in many models (Harpold et al. 2016) , this rain/snow threshold temperature is higher than the other models and thus allows for more snowfall at warmer temperatures. Consequently, with greater snowfall more energy goes into melting snow at the surface rather than warming surface temperatures, possibly contributing to the cold bias RCM3.
The causes of positive SWE biases in CRCM are subtler and are likely related to surface parameterizations. During fall, in spite of having less than observed precipitation amounts, snow accumulation is greater than observed. The cold temperature bias in CRCM accounts for some of this excess SWE, with more precipitation falling as snow and less melting resulting in longer retention of snow on the ground during the warmer months. The cold bias in Canadian Land Surface Scheme, version 2.7 (CLASS 2.7) is attributed to the Mellor (1977) formulation for snow thermal conductivity, which results in high thermal conductivity values and cold soil temperatures (Verseghy et al. 2017 ). The CLASS model is also the only LSM that accounts for the percolation and freezing of water (either rain or snowmelt) in the snowpack. When the snow layer 
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temperature is below 08C, liquid water freezes in the snowpack, resulting in excessive retention of SWE. The refreezing of snowmelt in the snowpack aids in the slower decline in SWE accumulation in CRCM. Only after average temperatures are consistently above 08C does SWE begin to decline in CRCM. The negative SWE bias in HRM3 corresponds with a dry precipitation bias between August and January and a large warm bias (more than 48C during the coldest months). Low SWE accumulation in the fall lowers total SWE amounts in winter, but even in January and February, when temperatures are below freezing and precipitation amounts are greater than observed, monthly snow accumulation remains significantly lower than the observations. The MOSES-I LSM used in HRM3 is the only surface package that determines precipitation phase from the atmospheric microphysics package; the other models use a simple temperature threshold at the surface. Given that snowfall was not saved from the NARCCAP runs, it is difficult to estimate how this temperature bias influences precipitation phase and thereby SWE. We revisit the issue of snow accumulation problems in HRM3 below.
For WRFG, the dry precipitation bias from August to February results in low SWE accumulation during the first half of the snow season. Starting in February, although precipitation increases and is greater than observations, there is a significant warm bias preventing continued snow accumulation. As discussed in section 2, the Noah LSM used in WRFG is known to underpredict total SWE, and spring ablation occurs too early.
While the shape of the annual cycle of SWE in ECP2 is similar to observations, SWE is consistently lower than observed, as are the month-to-month changes in SWE. Although ECP2 has an overabundance of precipitation all year round and well-reproduced temperatures, SWE does not accumulate. Examination of the remaining water budget terms shows that the excessive rainfall is predominantly lost to the surface through evapotranspiration, which includes sublimation in winter (Fig. 10a) . During fall, runoff is on the high end of the RCMs (Fig. 10b) , and during spring, the recharge of soil moisture is high compared to the other RCMs (Fig. 10c) .
Exploration of the 3-hourly output from the RCMs confirms that in ECP2, small but consistent losses of SWE occur due to sublimation at cold temperatures and low drizzle precipitation events, leading to the erroneous loss of SWE at the 3-hourly time scale, which ultimately prevents SWE from accumulating appropriately (Fig. S3.3) . ECP2 also uses the Noah LSM, and as shown by Mitchell et al. (2004) , has excessively high sublimation rates. Fig. 4b. MM5I follows the median of the observations closely, with slightly less snow in March and slightly more snow in April and May. The model has a dry precipitation bias in August-December, but the colder-than-observed temperatures compensate for the precipitation bias and result in the appropriate accumulation of SWE in the early part of the snow season. Reasonable precipitation amounts and unbiased temperatures in January and February allow SWE to peak appropriately in February and March. High rainfall rates and coolerthan-observed temperatures in April account for MM5I's slower spring decline in SWE, as average temperatures hover just below freezing in MM5I. MM5I also uses the Noah LSM but does not experience the known deficiencies of SWE accumulation and melt as do WRFG or ECP2. The reasons for this will be discussed in section 5.
FIG. 8. RCM bias in the date of annual maximum or peak SWE. Bias is calculated relative to the IQR of the observations shown in
To check that the analyses above have not been distorted by area averaging, we show scatterplots of observed verses modeled dSWE, temperature, and precipitation (Fig. 11) . We focus on the accumulation of SWE between December and January, when the largest changes in SWE occur over the Northeast.
The biases described above for the area averages are generally consistent when explored on a grid point by grid point basis, although new insights are found for MM5I and HRM3. In MM5I, dSWE bias is split 50-50, resulting in the near-perfect match with observations when averaged over the Northeast. Temperature biases are small, but many points have positive precipitation biases. For HRM3 the scatterplots show that most points in the region have almost no growth in SWE. While the warm bias discussed above is evident at all grid points, most have below-freezing temperatures and precipitation amounts that are high enough to suggest greater SWE accumulation should be expected. A deeper look at 3-hourly model output (Fig. S3.3) shows increases in SWE are low, even at high precipitation rates, and substantial losses in SWE occur at very cold temperatures. These issues highlight problems with SWE accumulation in the surface parameterization. Ultimately, the combined impact of temperature and precipitation is what influences the overall growth of SWE. Figure 12 explores the linear relationships and multiple regression (temperature and precipitation explaining dSWE) between these variables. Our goal here is not to produce predictive equations but to gain insight into the relationships among dSWE, temperature, and precipitation. Differences in these relationships between the models and observations can highlight causes of SWE bias.
In the observations, temperature and dSWE are negatively correlated with high R 2 values, indicating that there is a tight relationship between temperature and monthly SWE accumulation. There is a weak negative relationship between precipitation and dSWE, with low R 2 values indicating the somewhat counterintuitive result that precipitation alone does not explain monthly SWE accumulation. Explaining the looseness of this relationship requires further analysis beyond the scope of this paper, but we speculate that most precipitation events occur in warm front systems, where temperatures are closer to 08C and warmer than the monthly average corresponding with mixed phase precipitation and increased surface melting resulting in less SWE accumulation than precipitation accumulation. There is a weak positive correlation between temperature and precipitation, with warmer temperatures corresponding with higher precipitation rates. This is expected given that warmer temperatures occur in the southern and coastal parts of the region, where air masses are moister.
This positive correlation between temperature and precipitation partially explains the negative relationship between precipitation and dSWE.
Using multiple linear regression, we build a linear model with both temperature and precipitation as explanatory variables for dSWE. Including precipitation in the estimation of dSWE increases the R 2 value slightly over temperature alone, but temperature in this region dominates the estimation of dSWE.
In the RCMs, with the exception of HRM3, temperature and dSWE are also negatively correlated over the Northeast, with high R 2 values indicating that temperature and dSWE have a tight relationship in most of the models. Variations in the slope of the simulated linear relationship between temperature and dSWE correspond to the modeled biases in those variables.
The relationship between dSWE and precipitation is considerably stronger than observed in ECP2, and to a lesser extent in CRCM, RCM3, and WRFG. In these four models, temperature and precipitation have large positive correlations. The stronger-than-observed relationships between dSWE and precipitation are likely due to the high collinearity between temperature and precipitation. We suspect that tighter coupling between temperature and precipitation indicates that precipitation processes are too sensitive to dynamic forcing, allowing convection to trigger too easily.
In these four models, because there is a correlation between temperature and precipitation, adding precipitation to the multilinear model adds less information than might be expected based on the relationship between dSWE and precipitation alone. In the case of ECP2, the information added by including precipitation is so small that the multilinear model has practically the same R 2 value as modeling dSWE as a function of temperature alone.
In HRM3 and MM5I, the strength of the linear relationships between dSWE and precipitation are small and of opposite sign to that of the observations. Also, there is no correlation between temperature and precipitation in these models.
The correlations among temperature, precipitation, and dSWE revealed by this analysis show that temperature and precipitation explain most of the variation in dSWE (even in the case of HRM3, whose behavior is clearly nonlinear, but still has the right sign), which corroborates the explanations of SWE bias given above: the problems with temperature and precipitation in the models likely lead to problems with the simulation of SWE.
2) SOUTHERN ROCKIES
The observed peak in SWE for the southern Rockies is half of what was observed in the Northeast (Fig. 13a) . While SWE amounts in the mountains of the southern Rockies region are high, this region also contains lower-elevation plains and valleys, which typically have less snow than the high mountain peaks (Fig. 14, top  row) . The annual cycle of SWE is similar to that of the Northeast, with SWE beginning to accumulate in October, peaking in February, and disappearing completely by June.
In this region, RCM3, CRCM, and MM5I have higher-than-observed SWE amounts while ECP2 and WRFG both have lower-than-observed SWE. HRM3 is the only model that falls within the observational uncertainty, with average values just below the median. Although all of the models have too much precipitation between October and June (see also Wang et al. 2009 ), this does not translate into excess SWE in all of the models. Average temperature biases can help explain some of the differences, where the three models with positive SWE biases (RCM3, CRCM, and MM5I) also have cold temperature biases, while the remaining models (WRFG, ECP2, and HRM3) have warm biases. However, this oversimplifies SWE biases, as they depend on the combination of temperature and precipitation. For example, HRM3 has moderately excessive rainfall amounts but significantly larger temperature biases than ECP2 and WRFG, but because of the spatial patterns of these biases (Fig. 14) , area-averaged SWE is relatively well represented in HRM3.
The southern Rockies region is topographically complex. Diagnosing biases in temperature, precipitation, and SWE requires a deeper investigation into the spatial distributions of these variables. The mountains play a critical role in the spatial patterns of SWE, precipitation, and temperature bias. In all of the models except for HRM3, excessive precipitation falls to the west of the highest mountains in Wyoming and Colorado (Rangwala et al. 2012 ). This is a common problem for climate models resulting from a number of factors including too much inland moisture transport due to a poor representation of the Sierra Nevada and the orographic forcing of precipitation being triggered too early on the western slope of the Rockies . Differing from the other models, HRM3 has too much precipitation directly over the highest elevation points in the region.
Temperature biases also correspond with elevation. While HRM3 and WRFG have warm biases almost everywhere in the region, the remaining models only have warm biases at the highest elevations. These warm biases are likely because the models' relatively smooth topography at this particular spatial resolution results in lower elevations overall.
The combination of too much rainfall on the western slopes and warm temperature biases in the mountain peaks results in excessive SWE to the west of the mountains in all of the models except for HRM3. Similar to the discussion for the Northeast, problems with snow processes in the LSMs also contribute to SWE biases in the models.
Again, we use multiple linear regression to explore the spatial relationships among precipitation, temperature, and dSWE and determine how well the combined effects of temperature and precipitation explain the growth of SWE in January (Fig. 15) .
Compared to the Northeast region, in the southern Rockies the observed relationship between dSWE and temperature is weaker but the relationship between dSWE and precipitation is stronger. This indicates that precipitation explains more of the variations in dSWE than temperature in the southern Rockies. Different from the Northeast region, precipitation and dSWE are positively correlated while precipitation and temperature are weakly negatively correlated. Both of these differences may be related to the strong influence of orography as temperatures decrease but precipitation and dSWE increase with elevation. The estimation of dSWE using both temperature and precipitation as the explanatory variables is lower than in the Northeast.
In the models, the sign of the relationships between these three variables is the same as the observations. The simulated relationships between temperature and dSWE are stronger than observed in all except RCM3. Also, precipitation and dSWE are better correlated in the models than in the observations. As observed, precipitation and temperature are weakly negatively correlated in the RCMs, with a stronger correlation found in ECP2, HRM3, and MM5I.
Combining temperature and precipitation to explain dSWE using multiple linear regression improves the explained variance of dSWE over temperature or precipitation alone in the models. In models that overestimate SWE and dSWE (CRCM, MM5I, and RCM3), dSWE is almost perfectly captured using both temperature and precipitation as explanatory variables. Temperature and precipitation still explain much of the variation in dSWE in the other three models, but as discussed above, these models have problems with their parameterizations that inhibit the growth of SWE.
The R 2 value of the multilinear regression in the observations is lower than in any of the models. While a deep exploration of the causes of this difference is beyond the scope of this paper, we know that the land surface models oversimplify snow processes. The lower R 2 of dSWE in the observations likely indicates that snow processes are more complex in the real world than is currently represented in the models. It is also true that gridded observations of SWE and precipitation have high uncertainties in the mountains, which may influence the observed relationships between temperature, precipitation, and dSWE.
3) NORTH-CENTRAL CANADA
The duration of the observed snow season is longer in north-central Canada than in the other two regions we explored (Fig. 16) . Over this region, the snow season extends from mid-September through June, with the area-averaged peak SWE occurring in March. Precipitation rates are relatively low throughout the year, and average temperatures are well below freezing between September and May. This allows most of the precipitation to fall as snow and less melting to occur, leading to high SWE amounts. The month-to-month accumulation of SWE between October and February is comparable to monthly precipitation accumulation. Precipitation is low throughout the year, but especially during winter, partially due to the Clausius-Clapeyron relationship, which explains the low amount of water vapor held by cold air masses. The UDEL gridded observations (which are based on in situ measurements) FIG. 13 . As in Fig. 9 , but for the southern Rockies region. may also underestimate precipitation in the Arctic, as undercatchment of precipitation during windy conditions is a considerable issue (Mekis and Hogg 1999) .
Compared to the other two regions, there is less spread in the annual cycle and peak SWE across the RCMs. Model bias is generally consistent with the other two regions, although SWE in both HRM3 and ECP2 falls within the range of observational uncertainty. This is one of the few regions over North America where ECP2 does not have a negative SWE bias.
Exploration of area-averaged temperature and precipitation in the models shows that MM5I and RCM3 have nearly twice the observed precipitation amounts during winter. This combined with below-freezing temperatures leads to their overestimation of SWE. CRCM modestly overestimates precipitation amounts in the region but has more SWE than MM5I, possibly due to its cold temperature bias and snow-process parameterizations discussed previously. HRM3 moderately overestimates precipitation, but its large warm bias may delay the onset of snowfall, leading to overall lower SWE accumulation than four of the models, although SWE values are within the range of observational uncertainty. Precipitation amounts in WRFG are comparable to observations through September and February and correspond with a large cold bias, but SWE does not accumulate as much as in the observations. The early decline of SWE in WRFG starting in February corresponds with a jump in precipitation and temperatures. In ECP2, although SWE amounts are above the median in the observations, a significant fraction of precipitation is still erroneously lost through sublimation (not shown). While ECP2 has the highest precipitation rates of any of the models in this region, its SWE values are only slightly above the median of the observations. Figure 17 highlights that taking the area average of dSWE over the region skews the results for ECP2, HRM3, and MM5I. In all three models, about one-third of the grid points have too little SWE growth and twothirds have too much SWE growth. Gridpoint analysis is consistent with area averages in the other three models. Gridpoint temperature and precipitation biases are generally consistent across the domain.
Linear analysis of temperature, precipitation, and dSWE helps to determine which variables best explain changes in SWE between December and January (Fig. 18 ). In the observations there is a positive relationship between temperature and dSWE and a larger positive relationship between precipitation and dSWE. However, observed temperature and precipitation are strongly correlated such that including both temperature and precipitation in the multiple regression does not improve the calculation of dSWE.
CRCM and WRFG are the only models that also show a positive relationship between temperature and dSWE. This relationship is well represented by WRFG, but is too strong in CRCM. ECP2, HRM3, MM5I, and FIG. 16 . As in Fig. 9 , but for the north-central Canada region.
FIG. 17. As in Fig. 11 , but for the north-central Canada region.
FIG. 18. As in Fig. 12 , but for north-central Canada region.
RCM3 do not get the correct relationship between temperature and dSWE compared to observations. For precipitation and dSWE, ECP2 and MM5I have the wrong sign for the relationship and HRM3 and RCM3 have the correct sign, but the relationship is too weak, and in CRCM these variables are very tightly correlated.
WRFG is the only model that does a reasonable job representing the relationship between precipitation and dSWE.
As with observations, temperature and precipitation are positively correlated in the models. This relationship is well represented by MM5I, but is too strong in CRCM, ECP2, RCM3, and WRFG, and too weak in HRM3.
The dSWE is better represented using both temperature and precipitation in the models than observations. As mentioned previously, this may indicate that the relationship between dSWE and temperature and precipitation is more idealized in the models than what occurs in the real world. For example, blowing snow is a critical process for the redistribution of snow in the Arctic that is missing in the LSMs.
Summary and discussion
We created an ensemble of gridded observationbased SWE datasets covering North America to identify the uncertainty in observed SWE. Using the spread of the interquartile range to represent observational uncertainty, we find greater uncertainty in the magnitude and duration of SWE in the mountains and highlatitude regions. Because of the coarse resolution of many of the observed datasets, in topographically complex areas the ensemble likely underestimates the magnitude of SWE and the timing of the first, peak, and last snow dates. Including an elevation correction in the interpolation method of the coarse datasets could improve the representation of SWE amounts, but would not influence the timing of the snow season.
We evaluated the performance of the NCEP-driven NARCCAP RCMs within the context of the observational uncertainty. Including observational uncertainty in the model evaluation generally improved our perception of how well the models perform, although model biases still fall outside the range of the observations over much of North America.
Of the six NARCCAP RCMs, MM5I outperforms the other models in its simulation of the magnitude and timing of SWE. Both CRCM and RCM3 consistently have too much SWE throughout the annual cycle over North America. In CRCM, the snow season is 1-2 months longer than observed in most regions, while it is well represented in RCM3. HRM3, WRFG, and ECP2 underestimate SWE amounts over much of North America. Exceptions include the highest latitudes of Canada, where ECP2 and HRM3 are within the range of the observations and the southern Rockies region, where HRM3 captures SWE in the mountains. All three models also underestimate the number of days with snow on the ground, especially HRM3.
Detailed regional analyses combined with knowledge of LSM snow parameterizations helped us diagnose the causes of SWE biases. In MM5I, regional biases in SWE are largely accounted for by biases in temperature and precipitation. In CRCM positive SWE biases correspond with cold temperature biases, which are likely due to the thermal conductivity used in CLASS. CLASS is also the only LSM that allows snowmelt to refreeze in the snowpack, contributing to the high SWE values and long retention of SWE in CRCM. Positive SWE biases in RCM3 correspond to excessive precipitation during the winter months; however, the BATS LSM has a warmer temperature threshold for rain/snow, allowing snowfall to occur at warmer temperatures. The NCEPdriven HRM3 run has a well-documented warm bias , which negatively impacts SWE. In the southern Rockies region, however, HRM3 is the only model to correctly place peak SWE over the highest mountains, with the other models raining prematurely in the western slope. Spatial investigation of HRM3 indicates inconsistencies, suggesting that coupling between the land surface and atmosphere may be misrepresented. As in Mitchell et al. (2004) , we attribute the SWE biases in ECP2 to excessive sublimation, a well-documented problem for Noah. The only region where ECP2 overestimates SWE is in the high latitudes of Canada, where precipitation biases are large enough to offset the excess sublimation. Consistent with previous studies, in WRFG snow accumulation is too low and snowmelt occurs too early (Sheffield et al. 2003) .
Given the well-documented problems with the representation of SWE in the Noah LSM, the poor representation of SWE in ECP2 and WRFG is not surprising. MM5I's strong performance, however, is a puzzling result. We were able to perform a direct comparison of the Noah LSM code used for MM5I (hereafter Noah-MM5I) and WRFG (hereafter Noah-WRFG) to identify differences in the LSM parameter settings and calculations. We did not have access to ECP2 for this comparison. We found three key differences in parameter settings between Noah-MM5I and Noah-WRFG that may cause their divergent representations of SWE (supplemental material section S1).
First, Noah-MM5I and Noah-WRFG use different values for surface emissivity, which is important for the calculation of incoming and outgoing longwave radiation. In Noah-MM5I the surface emissivity is assumed to be 1 for all surface types, including accumulated snow. Noah-WRFG, however, uses vegetation type-dependent values for surface emissivity ranging from 0.88 to 0.98 (Table S1 .1), and accumulated snow is prescribed an emissivity of 0.98. The lower emissivity values in Noah-WRFG compared with Noah-MM5I indicate that for the same surface temperature, less energy can be lost from the surface via longwave radiation, thereby increasing the energy available at the surface to melt and sublimate snow. While differences in emissivity will influence the surface energy budget, the effect of this difference is likely small, as Pavelsky et al. (2011) found SWE to be insensitive to variations in snow emissivity ranging from 0.95 to 1.
Second, large differences are found between the snow-free background winter surface albedo values assigned for the four tundra and the ice vegetation classes (Table S1 .2). For all five categories, background albedo values are higher in Noah-MM5I than Noah-WRFG. Higher background surface albedo values will decrease the radiation absorbed at the surface in Noah-MM5I compared with Noah-WRFG when ''patchy'' or partial snow coverage conditions exist [see Ek et al. (2003) and Table S1 .2]. Lower albedo values in Noah-WRFG will result in more energy absorption at the surface and faster snow loss through sublimation and melting. Both Livneh et al. (2010) and Barlage et al. (2010) demonstrated that snow in the Noah LSM is highly sensitive to the value of surface albedo used, so this may play a major role in the SWE differences found in this study.
Third, large differences are also found in the specified background roughness lengths for a number of vegetation classes (Tables S1.3 and S1.4). Differences in the roughness length will modify surface wind speeds and the surface exchange coefficients for heat, moisture, and momentum, all of which have been found to have an influence on the simulation of snow in Noah (Barlage et al. 2010; Wang et al. 2010; Pavelsky et al. 2011) . Although not always the case, roughness lengths tend to be larger in Noah-MM5I than Noah-WRFG, indicating that under similar conditions, wind speeds will be slower and surface exchange coefficients will be smaller in MM5I, resulting in lower surface fluxes. Lower surface fluxes may cause there to be less snow loss through sublimation (Barlage et al. 2010; Wang et al. 2010 ) and smaller negative sensible heat fluxes during major melt events that occur when the atmospheric temperature is greater than ground-snow temperature (Pavelsky et al. 2011) .
It is also possible that MM5I's strong performance may be due to compensating errors between temperature and precipitation. As discussed in Barlage et al. (2010) , the simulation of SWE in Noah is highly sensitive to small differences in precipitation, making it possible SWE responds well to the representation and biases in MM5I's precipitation. Sensitivity experiments would improve our ability to diagnose the exact causes of the differences in SWE in the Noah LSMs, but they are outside the scope of this study.
Since the NARCCAP models were only run in a coupled mode where the land surface and atmosphere could interact, we cannot separate biases in SWE because of temperature and precipitation biases from parameterization issues in the LSMs. Our understanding of the role of surface parameterizations has relied on previous research and model documentation. SWE has been extensively studied and evaluated in the CLASS and Noah LSMs, providing significant insight into the model biases found in these runs. Changes and adaptations to Noah within the three NARCCAP RCMs were not well documented, making it difficult to tease out why the models have different representations of SWE and highlighting the need for model developers to document model configuration options. Also, offline LSM simulations would be a useful addition to future model ensembles to help diagnose differences in complex surface variables.
The techniques used to evaluate SWE in the reanalysis-driven runs will be used in a future paper to access the GCM-driven simulations and may allow for the identification of compensating errors. Evaluation of the NCEP-driven runs is useful for providing some assessment of the RCM's credibility. While MM5I performs the best of the models evaluated here, our confidence in this model is reduced, as we know it uses the Noah LSM and we cannot pinpoint why SWE is well simulated. We have high confidence in SWE from CRCM and RCM3 since biases in SWE were easy to diagnose in these models. Our confidence is lower in ECP2 and WRFG, as these models clearly misrepresent some snow surface processes that will likely make it difficult to diagnose the role that temperature and precipitation play in the future of SWE. It is possible that compensating errors in GCM drivers may reduce the temperature bias in HRM3, improving its representation of SWE, but our results suggest HRM3 also misrepresents surface processes, reducing our confidence in this model. Although our confidence is low in a few of the NARCCAP RCMs, these models can give us insight into the sign of the changes in SWE (e.g., loss over much of North America, but increases in the high latitudes), as well as the driving mechanisms that cause these changes. Mote for sharing their snow water equivalent datasets. We also want to thank NARCCAP for providing the model data used in this paper. NARCCAP is funded by the National Science Foundation (NSF), the U.S. Department of Energy (DoE), the National Oceanic and Atmospheric Administration (NOAA), and the U.S. Environmental Protection Agency Office of Research and Development (EPA). UDel_AirT_Precip data were provided by the NOAA/OAR/ESRL PSD, Boulder, Colorado, from their website at http://www.esrl.noaa.gov/psd/. We also appreciate the three anonymous reviewers of this paper for their constructive comments on this manuscript.
