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In this paper we prove that the ﬁnite time blow-up phenomenon might not occur for the
Cahn–Hilliard equation with non-constant mobility and cubic nonlinearity, which is quite
different from the case of constant mobility. We reveal such a phenomenon under some
structure condition on the mobility.
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1. Introduction
The Cahn–Hilliard equation, as an important model in nonlinear sciences, arises from a continuum model for phase
transition in binary systems such as alloy, glass and polymer-mixtures, see for example [2,8,10]. Due to its important physical
background, this type of equations has been the subject of intensive study by mathematical and physical scientists in recent
years, see [1,4–6,9] and the references therein. Particularly, Evans et al. [5] studied the blow-up and global asymptotics of
the limit unstable Cahn–Hilliard equation. The coarsening dynamics of this type of equation was investigated in [1,9], etc. In
this paper, we consider the following initial boundary value problem of the Cahn–Hilliard equation in one spatial dimension
∂u
∂t
+ D[m(u)(kD3u − Dϕ(u))] = 0, (x, t) ∈ Q T ≡ (0,1) × (0, T ), (1)
Du(x, t)|x=0,1 = D3u(x, t)
∣∣
x=0,1 = 0, t ∈ [0, T ], (2)
u(x,0) = u0(x), x ∈ [0,1], (3)
where D = ∂
∂x , k is a positive constant, u = u(x, t) is the unknown function describing the concentration of one of the
phases of the system, m(u) > 0 is the mobility depending on the concentration, ϕ(u) is the intrinsic chemical potential with
a typical form ϕ(u) = −u + γ u3 for γ = 0 being a constant.
The Cahn–Hilliard equation with constant mobility has been intensively studied. One of the well-known work about this
case belongs to Elliott and Zheng [4], who pointed out that the sign of γ is crucial to the global existence of solutions.
Exactly speaking, if γ > 0, then the solutions exist always globally in time; while if γ < 0, then the solutions must blow up
in a ﬁnite time for large initial data, and the solutions exist globally in time for small initial data. As for the equation with
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for the equation with non-constant mobility and γ < 0, one could also ﬁnd the possible existence of non-global solutions,
at least for large initial data. However, completely different from the case with constant mobility, in this paper we will
demonstrate that this is no longer valid. In fact, at least under some structure condition on the mobility, we will show
deﬁnitely that the problem (1)–(3) admits a unique classical solution whenever the coeﬃcient γ is positive or negative.
Theorem 1.1. Assume that the function m(s) is of class C3,α(R) for some 0< α < 1, m(s) > 0 for all s ∈R, and
limsup
s→∞
|s|pm(s) < +∞, (4)
where p  4. Then, for any smooth initial value u0(x) with
Du0(x)|x=0,1 = D3u0(x)
∣∣
x=0,1 = 0,
the problem (1)–(3) admits a unique classical solution whenever the coeﬃcient γ is positive or negative.
Remark 1.1. From the arguments in the subsequent section, it seems that the restriction p  4 is optimal. However, so far
by now, we could not prove such a conclusion, and just leave it as a problem to be done later.
2. Proof of the main result
Lemma 2.1. If u is a solution of the problem (1)–(3), then u satisﬁes
‖u‖L∞(Q T )  C, (5)
sup
t∈(0,T )
∥∥Du(·, t)∥∥L2(0,1)  C, (6)∫ ∫
Q T
∣∣D3u∣∣2 dxdt  C, (7)
where C is a positive constant depending only on k, γ , T and ‖Du0‖L2(0,1) .
Proof. Integrating Eq. (1) with respect to x over (0,1) and using the boundary value conditions (2), we have
d
dt
∫ 1
0 u(x, t)dx = 0, ∀t ∈ (0, T ). Then
1∫
0
u(x, t)dx =
1∫
0
u0(x)dx = M¯, ∀t ∈ (0, T ). (8)
We can assume M¯ = 0. Otherwise, we set v = u − M¯ , and consider the problem satisﬁed by v , where the corresponding
potential will be
ϕ(v) = γ v3 + 3γ M¯v2 + (3γ M¯2 − 1)v + γ M¯3 − M¯.
It is easy to ﬁnd that this slight modiﬁcation of potential will not change the following proofs. That is why we can assume
M¯ = 0 without loss of generality.
Multiplying Eq. (1) by D2u and integrating the resulting relation over (0,1), we have
d
dt
1∫
0
|Du|2 dx+ 2k
1∫
0
m(u)
∣∣D3u∣∣2 dx = 2
1∫
0
m(u)
(−1+ 3γ u2)DuD3u dx
 k
1∫
0
m(u)
∣∣D3u∣∣2 dx+ 1
k
1∫
0
m(u)
∣∣−1+ 3γ u2∣∣2|Du|2 dx.
Then, by the assumption (4), we have
d
dt
1∫
0
|Du|2 dx+ k
1∫
0
m(u)
∣∣D3u∣∣2 dx 1
k
1∫
0
m(u)
∣∣−1+ 3γ u2∣∣2|Du|2 dx
 C
1∫
|Du|2 dx,0
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Q T
m(u)
∣∣D3u∣∣2 dxdt  C . (9)
Noticing (8) and using the mean value theorem, we see that for any t ∈ (0, T ), there exists a point x∗t in (0,1), such that
u(x∗t , t) =
∫ 1
0 u0(x)dx = 0. Then, for all (x, t) ∈ Q T , we have
u(x, t) = u(x, t) − u(x∗t , t) =
x∫
x∗t
Du(s, t)ds.
Combining the above equality with (6), we have
∣∣u(x, t)∣∣
x∫
x∗t
∣∣Du(s, t)∣∣ds
1∫
0
∣∣Du(s, t)∣∣ds ∥∥Du(·, t)∥∥L2(0,1)  C
holds for all (x, t) ∈ Q T , that is, (5) holds. The assumptions on the mobility function m(s) and (5) imply
sup
(x,t)∈Q T
m
(
u(x, t)
)
< +∞ and inf
(x,t)∈Q T
m
(
u(x, t)
)
> 0.
Then, (7) follows from the above inequalities and (9). The proof is complete. 
Lemma 2.2. If u is a solution of the problem (1)–(3), then
∣∣u(x1, t) − u(x2, t)∣∣ C |x1 − x2|1/2, ∀t ∈ [0, T ], x1, x2 ∈ [0,1], (10)∣∣u(x, t1) − u(x, t2)∣∣ C |t1 − t2|1/8, ∀x ∈ [0,1], t1, t2 ∈ [0, T ], (11)
where C is a positive constant depending only on k, γ , T and ‖Du0‖L2(0,1) .
Proof. The inequality (10) can be obtained by the inequality (6) directly. For the inequality (11), it is suﬃcient to consider
the case of 0  x  1/2, t = t2 − t1 > 0, (t)1/4  1/4. Integrating Eq. (1) with respect to (x, t) over (y, y + (t)1/4) ×
(t1, t2), we have
(t)1/4
1∫
0
(
u
(
y + θ(t)1/4, t2
)− u(y + θ(t)1/4, t1))dθ
=
t2∫
t1
m
(
u
(
y + (t)1/4, t))Dϕ(u(y + (t)1/4, t))dt − k
t2∫
t1
m
(
u
(
y + (t)1/4, t))D3u(y + (t)1/4, t)dt
−
t2∫
t1
m
(
u(y, t)
)
Dϕ
(
u(y, t)
)
dt + k
t2∫
t1
m
(
u(y, t)
)
D3u(y, t)dt.
Integrating the above equality with respect to y over (x, x+ (t)1/4), by the assumption (4) and Lemma 2.1, and using the
Hölder inequality, we have
(t)1/4
x+(t)1/4∫
x
1∫
0
(
u
(
y + θ(t)1/4, t2
)− u(y + θ(t)1/4, t1))dθ dy
 C
x+(t)1/4∫
x
t2∫
t1
∣∣Du(y + (t)1/4, t)∣∣dt dy + C
x+(t)1/4∫
x
t2∫
t1
∣∣Du(y, t)∣∣dt dy
+ C
x+(t)1/4∫ t2∫ ∣∣m(u(y + (t)1/4, t))∣∣1/2∣∣D3u(y + (t)1/4, t)∣∣dt dyx t1
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x+(t)1/4∫
x
t2∫
t1
∣∣m(u(y, t))∣∣1/2∣∣D3u(y, t)∣∣dt dy
 C(t)5/8
(∫ ∫
Q T
∣∣Du(y, t)∣∣2 dt dy
)1/2
+ C(t)5/8
(∫ ∫
Q T
m
(
u(y, t)
)∣∣D3u(y, t)∣∣2 dt dy
)1/2
 C(t)5/8.
Then, it follows from the mean value theorem that there exists a point x∗ = y∗ + θ∗(t)1/4, y∗ ∈ (x, x+ (t)1/4), θ∗ ∈ (0,1),
such that∣∣u(x∗, t1)− u(x∗, t2)∣∣ C |t1 − t2|1/8.
Combining the above inequality with (10), we have
∣∣u(x, t1) − u(x, t2)∣∣ ∣∣u(x, t1) − u(x∗, t1)∣∣+ ∣∣u(x∗, t1)− u(x∗, t2)∣∣+ ∣∣u(x, t2) − u(x∗, t2)∣∣
 C |t1 − t2|1/8
holds for all x ∈ [0,1] and t1, t2 ∈ [0, T ]. The proof is complete. 
The following lemma will be used to prove our main result, and its proof can be found in [11].
Lemma 2.3. (See Theorem 2.7 of [11].) Assume that sup| f | < +∞, a(x, t) ∈ C1/2,1/8(Q¯ T ), and there exist two constants a0 and A0
such that 0< a0  a(x, t) A0 for all (x, t) ∈ Q T . If u is a smooth solution of the following linear problem
ut + D2
(
a(x, t)D2u
) = D2 f , (x, t) ∈ (0,1) × (0, T ),
u(0, t) = u(1, t) = D2u(0, t) = D2u(1, t) = 0, t ∈ [0, T ],
u(x,0) = 0, x ∈ [0,1],
then, for any δ ∈ (0, 12 ), there exists a constant C depending on a0 , A0 , δ, T , and ‖a‖C1/2,1/8(Q¯ T ) , such that∣∣u(x1, t1) − u(x2, t2)∣∣ C(1+ sup| f |)(|x1 − x2|δ + |t1 − t2|δ/4). (12)
Remark 2.1. We would like to mention here that to prove Lemma 2.3 (i.e. Theorem 2.7 of [11]), the author used the fact
that the Campanato spaces can be embedded into the Hölder continuous spaces.
Now, we are in the position to give
Proof of Theorem 1.1. Let w = Du − Du0. Then w satisﬁes the following problem
∂w
∂t
+ kD2(m(u)D2w) = D2 fˆ , (x, t) ∈ (0,1) × (0, T ),
w(0, t) = w(1, t) = D2w(0, t) = D2w(1, t) = 0, t ∈ [0, T ],
w(x,0) = 0, x ∈ [0,1],
where fˆ =m(u)(Dϕ(u)−kD3u0). By the assumption (4) and Lemmas 2.1, 2.2, and choosing δ = 1/4 in Lemma 2.3, we have∣∣w(x1, t1) − w(x2, t2)∣∣ C(1+ sup| fˆ |)(|x1 − x2|1/4 + |t1 − t2|1/16)
 C
(
1+ sup|Du|)(|x1 − x2|1/4 + |t1 − t2|1/16)
holds for all (x1, t1), (x2, t2) ∈ Q T , that is,
[Du]1/4,1/16;Q T  sup
(x1,t1),(x2,t2)∈Q T
(x1,t1) =(x2,t2)
|Du(x1, t1) − Du(x2, t2)|
|x1 − x2|1/4 + |t1 − t2|1/16
 C
(
1+ ‖Du‖L∞(Q T )
)
. (13)
Notice the interpolation inequality
‖Du‖L∞(Q T )  ε[Du]1/4,1/16;Q + ε−1/4C(T )‖u‖L∞(Q T ),T
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small enough, we have∣∣Du(x1, t1) − Du(x2, t2)∣∣ C(|x1 − x2|1/4 + |t1 − t2|1/16). (14)
We can rewrite Eq. (1) in the following form
∂u
∂t
+ a(x, t)D4u + b(x, t)D3u + c(x, t)D2u + d(x, t)Du = 0,
where
a(x, t) = km(u) k inf
(x,t)∈Q T
m
(
u(x, t)
)
> 0,
b(x, t) = km′(u)Du, c(x, t) = −m(u)ϕ′(u), d(x, t) = −D(m(u)ϕ(u)).
By Lemma 2.2 and the estimate (14), and the smoothness of m(s) and ϕ(s), we know a(x, t), c(x, t) ∈ C1/2,1/8(Q¯ T ) and
b(x, t),d(x, t) ∈ Cτ ,τ/4(Q¯ T ), where τ = min(1/4,α/2). Then, by the classical parabolic theory (see [7]), we know that
∣∣∣∣∂u∂t (x1, t1) −
∂u
∂t
(x2, t2)
∣∣∣∣ C(|x1 − x2|τ + |t1 − t2|τ/4), (15)
∣∣D4u(x1, t1) − D4u(x2, t2)∣∣ C(|x1 − x2|τ + |t1 − t2|τ/4). (16)
Combining the above estimates with the embedding theorem, we have
∣∣u(x1, t1) − u(x2, t2)∣∣ C(|x1 − x2| + |t1 − t2|), (17)∣∣Du(x1, t1) − Du(x2, t2)∣∣ C(|x1 − x2| + |t1 − t2|). (18)
Then, the regularity of the coeﬃcients a(x, t), b(x, t), c(x, t) and d(x, t) can be at least improved to be of class Cα,α/4(Q¯ T ).
Thus, the exponent τ in the estimates (15) and (16) can be replaced by α.
Deﬁne a linear space
X = {u ∈ C1+α,(1+α)/4(Q¯ T ); Du(0, t) = Du(1, t) = 0, u(x,0) = u0(x)}.
It is easy to verify that X is a Banach space. Deﬁne an operator T from X to X as follows
T : X → X, u → w,
where w is determined by the following linear problem
∂w
∂t
+ km(u)D4w + km′(u)DuD3w −m(u)ϕ′(u)D2w − D(m(u)ϕ(u))Dw = 0, (x, t) ∈ Q T ,
Dw(0, t) = Dw(1, t) = D3w(0, t) = D3w(1, t) = 0, t ∈ (0, T ),
w(x,0) = u0(x), x ∈ (0,1).
By the classical parabolic theory (see [7]), we know that the above problem admits a unique solution in the space
C4+α,1+α/4(Q¯ T ). Thus, the operator T is well deﬁned. It follows from the embedding theorem that the operator T is a
compact operator. If u = σ Tu holds for some σ ∈ (0,1], then by the previous arguments, we know that there exists a con-
stant C which is independent of u and σ , such that ‖u‖C4+α,1+α/4(Q¯ T )  C . Then, it follows from the Leray–Schauder ﬁxed
point theorem that the operator T admits a ﬁxed point u, which is the desired solution of the problem (1)–(3). Furthermore,
by the above arguments, we know that u is a classical solution.
Now, we are in a position to consider the uniqueness of the solution. Suppose u1 and u2 are two solutions of the prob-
lem (1)–(3). Then, for any smooth function ψ(x, t) satisfying Dψ(0, t) = Dψ(1, t) = D3ψ(0, t) = D3ψ(1, t) = ψ(x, T ) = 0, we
have ∫ ∫
Q T
(u1 − u2) ∂ψ
∂t
dxdt + k
∫ ∫
Q T
(
m(u1)D
3u1 −m(u2)D3u2
)
Dψ dxdt
−
∫ ∫ (
m(u1)Dϕ(u1) −m(u2)Dϕ(u2)
)
Dψ dxdt = 0. (19)Q T
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k
∫ ∫
Q T
(
m(u1)D
3u1 −m(u2)D3u2
)
Dψ dxdt
= k
∫ ∫
Q T
(
m(u1) −m(u2)
)
D3u1Dψ dxdt + k
∫ ∫
Q T
(
D3u1 − D3u2
)
m(u2)Dψ dxdt
= k
∫ ∫
Q T
(u1 − u2)
1∫
0
m′
(
λu1 + (1− λ)u2
)
dλ · D3u1Dψ dxdt − k
∫ ∫
Q T
(u1 − u2)D3
(
m(u2)Dψ
)
dxdt.
The third term of the left-hand side of Eq. (19) can be rewritten as
−
∫ ∫
Q T
(
m(u1)Dϕ(u1) −m(u2)Dϕ(u2)
)
Dψ dxdt
= −
∫ ∫
Q T
(
m(u1) −m(u2)
)
Dϕ(u1)Dψ dxdt −
∫ ∫
Q T
(
Dϕ(u1) − Dϕ(u2)
)
m(u2)Dψ dxdt
= −
∫ ∫
Q T
(
m(u1) −m(u2)
)
Dϕ(u1)Dψ dxdt +
∫ ∫
Q T
(
ϕ(u1) − ϕ(u2)
)
D
(
m(u2)Dψ
)
dxdt
= −
∫ ∫
Q T
(u1 − u2)
1∫
0
m′
(
λu1 + (1− λ)u2
)
dλ · Dϕ(u1)Dψ dxdt
+
∫ ∫
Q T
(u1 − u2)
1∫
0
ϕ′
(
λu1 + (1− λ)u2
)
dλ · D(m(u2)Dψ)dxdt.
Then Eq. (19) becomes∫ ∫
Q T
(u1 − u2) ∂ψ
∂t
dxdt − k
∫ ∫
Q T
(u1 − u2)D3
(
aˆ(x, t)Dψ
)
dxdt
+
∫ ∫
Q T
(u1 − u2)bˆ(x, t)D2ψ dxdt +
∫ ∫
Q T
(u1 − u2)cˆ(x, t)Dψ dxdt = 0,
where
aˆ(x, t) =m(u2(x, t)), bˆ(x, t) =m(u2)
1∫
0
ϕ′
(
λu1 + (1− λ)u2
)
dλ,
cˆ(x, t) =
1∫
0
m′
(
λu1 + (1− λ)u2
)
dλ · (kD3u1 − Dϕ(u1))+
1∫
0
ϕ′
(
λu1 + (1− λ)u2
)
dλ · Dm(u2).
For any given f ∈ C∞0 (Q T ), we consider the following linear problem
∂ψ
∂t
− kD3(aˆ(x, t)Dψ)+ bˆ(x, t)D2ψ + cˆ(x, t)Dψ = f (x, t),
Dψ(0, t) = Dψ(1, t) = D3ψ(0, t) = D3ψ(1, t) = 0,
ψ(x, T ) = 0.
Since aˆ(x, t) ∈ C3+α,(3+α)/4(Q¯ T ), bˆ(x, t) ∈ Cα,α/4(Q¯ T ), cˆ(x, t) ∈ Cα,α/4(Q¯ T ), we know from the classical parabolic theory that
the above linear problem admits a unique solution ψ ∈ C4+α,1+α/4(Q¯ T ). Then, we have∫ ∫
(u1 − u2) f dxdt = 0.
Q T
64 R. Huang et al. / J. Math. Anal. Appl. 379 (2011) 58–64It follows from the arbitrariness of f that u1 = u2 almost everywhere in Q T . Then, by the continuity of the solutions, we
have u1 ≡ u2 in Q T . The proof of this theorem is complete. 
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