Abstract -Maximum and near-maximum likelihood sequence detectors in signal-dependent noise are discussed. It is shown that the linear prediction viewpoint allows a very simple derivation of the branch metric expression that has previously been shown as optimum for signal-dependent Markov noise. The resulting detector architecture is viewed as a noise predictive maximum likelihood detector that operates on an expanded trellis and relies on computation of branch-specific, patterndependent noise predictor taps and predictor error variances. Comparison is made on the performance of various low-complexity structures using the position-jitter/width-variation model for transition noise. It is shown that when medium noise dominates, a reasonably low complexity detector that incorporates pattern-dependent noise prediction achieves a significant signal-to-noise ratio gain relative to the extended class 4 partial response maximum likelihood detector. Softoutput detectors as well as the use of soft decision feedback are also discussed in the context of signaldependent noise.
I. Introduction
Incorporating noise prediction into the branch metric computation of the Viterbi algorithm has been shown to improve performance of partial response maximum likelihood (PRML) detectors. The performance improvement comes from the effective whitening of the noise samples that became correlated at the detector input due to the equalization constraint [1] [2] [3] . This approach, called the noise predictive maximum likelihood (NPML) method, also has been extended to signal-dependent medium noise channels, where the noise characteristics depend highly on the local bit patterns [4] .
This paper is intended to provide a more formal and general treatment of the NPML as applied to channels subject to signal-dependent noise. The maximum likelihood sequence detector (MLSD) for signal-dependent Gaussian noise has been first derived in [5] under the assumption that the noise can be modeled as an autoregressive (AR) process (or Markov process). The resulting structure is a
Viterbi algorithm that also incorporates signal-dependent noise prediction into branch metric computation [5] [6] .
In this paper, we derive a near-MLSD and other low-complexity sequence detector structures in signal-dependent Gaussian noise based on linear prediction theory. Because our derivation also is based on a Markov approximation for the underlying noise, we arrive at the same detector structure as in [6] that utilizes pattern-dependent noise prediction (PDNP). However, we show that once the linear prediction view is taken, the derivation of the branch metric is immediate and intuitive. This provides significant insight into other suboptimal detector structures as well as performance analysis.
In particular, we note that the approach of [4] is a special suboptimal realization of a broader class of detectors. Instead of forcing an AR noise process with arbitrarily specified model order parameters as in [5] [6], we utilize the established noise model that arises from physical interpretation of the medium noise process. The noise model used in this paper does not give rise to a strictly Markov noise, and the proposed NPML detector is only suboptimal. We investigate the impact of the model parameter selections in the Markov approximation of the noise on the detector performance.
Different ways of establishing suboptimal detectors are discussed and theoretical analysis for the MLSD (under Markov noise) is also provided. Using the linear prediction approach, it is also conceptually simple to modify existing softoutput detectors to operate in signal-dependent noise.
This is demonstrated using the BCJR algorithm of [7] as an example. The use of soft decision feedback is also discussed as a potential application of low-complexity detectors to systems where soft information is exchanged iteratively between the channel detector and the outer decoder.
Finally, a useful byproduct of the linear prediction approach is that when the predictor taps are obtained by training them directly on real data, the resulting tap weights and the error variances also provide a solution to estimating AR model coefficients. The solution obtained this way is more stable than that based on inversion of experimentally obtained sample correlation matrices.
In Section II, we derive the detector structure based on linear prediction theory. Low complexity strategies are discussed in Section III. Model-specific issues related to the second-order position-jitter/width-variation model are addressed in Section IV. In Section V, an approximate performance analysis for MLSD (assuming Markov noise) is given. BER simulation results for various low complexity detectors are also provided in this section. In Section VI, PDNP is incorporated into the BCJR algorithm using the linear prediction approach. Soft decision feedback is discussed in Section VII as a means to reduce complexity without suffering performance loss for systems utilizing iterative exchange of soft information between the channel detector and the outer decoder. Section VIII discusses the training of predictor taps and the predictor error variances on real data. Finally, conclusions are given in Section IX.
II. Near-MLSD for Signal-Dependent Noise
We assume that the equalized channel output vector is given by n(b) s(b) r + =
where s and n are the equalized signal vector and the noise vector of length N, respectively, both of which depend on the input bit sequence b. As for the signal, we assume a finite impulse response 
II.A. Derivation
The MLSD finds the particular input bit sequence b that maximizes the conditional probability density function (pdf): 
The equality follows since conditioning on ) , (
should be the same as conditioning on ) , (
Given that the noise is Gaussian, it is clear that this conditional pdf is also Gaussian with mean equal to the conditional mean of
) and its variance equal to the corresponding conditional variance. It is further obvious that since we are dealing with Gaussian noise, the conditional mean can be obtained from optimal linear prediction of k n and the conditional variance equals the predictor error variance [34] [35]. We should also emphasize that the predictor and its error variance depend on the bit pattern b. We now write
where
is optimal linear prediction of k r and )
is the predictor error variance. As will be shown later, using the medium noise model of our interest, optimal predictors can be approximated by finite length predictors of order L which use L most recent noise samples. If the noise is indeed Markov of order L, then the approximation becomes equality. We can write
where (
conditioned on a specific bit path b. As for the variance, we can write
with } { ) ( In order to realize a Viterbi-like algorithm on a finite trellis, the conditional pdf of (4) should be completely characterized by a finite segment of b. This means that we should be able to write the optimal predictors and their variances as
for some nonnegative integers ∆ and M. For now we proceed with the assumption that this condition is indeed met. Later, we shall demonstrate this using a particular noise model of our interest.
We now describe a Viterbi algorithm that performs MLSD or near-MLSD in signal-dependent Gaussian noise.
1.
For ISI length I and for some large value of L, set up a trellis so that each branch is associated with enough bits to identify the signal k s and construct the noise samples
as well as to compute q and 2 p σ . For k s and the noise samples, we need to
on each branch. For the predictor and its variance, we need
to allow optimum performance. In general, this requires a trellis of
states.
2.
Compute q using (6) and perform branch-specific noise prediction on )
where γ denotes the state transition (branch):
It can be seen that we need as many predictors as the number of branches, since in general, the noise statistics change from one branch to the next.
3. Compute ) ( 2 γ σ p using (7) and run a Viterbi algorithm using the variance-dependent branch metric:
which is obtained by taking the negative of the logarithm of (4) and subtracting a constant.
Note that this expression has the same form as the branch metric expression that is expected for uncorrelated noise. This follows from the fact that with optimum prediction the predictor error sequence becomes an uncorrelated sequence. The variance, however, is still signal-dependent.
So the branch metric reduces to one corresponding to uncorrelated noise with signal-dependent variance.
Comparing the branch metric of (11) with that used in [4] , we see that the approach of [4] ignores the branch-dependent noise variance term in the metric computation. It can also be verified that with an appropriate model parameter selection, the branch metric derived in [6] reduces to (11) .
III. Reduced-complexity Strategies
Clearly, the overall complexity is determined by the number of predictor taps, the number of distinct predictors and the number of branches in the trellis. In deriving suboptimal detectors, each of these parameters can be controlled independently. In the following we investigate suboptimal techniques that focus on reducing each of these parameters.
III.A. Low-order Noise Prediction
An obvious method to reduce complexity at the cost of performance loss is to limit the number of predictor taps. Low-order predictor taps and the corresponding error variance can be obtained by simply imposing a constraint on the number of taps; (8) can be modified to yield:
, and
is denoted by γ to avoid cluttered notation. Note that the noise correlation and thus the predictor taps, are still conditioned on
. It follows that the corresponding predictor error variance is
This gives the same result as the low order AR approximation based on correlation-matrix decomposition discussed in [4] . It is feasible (and perhaps advisable) to vary the number of predictor taps from one branch to the next, as certain branches are more prone to the noise and thus suffer from more severely correlated noise than others.
III.B. Reducing the Number of Required Predictors
We can also reduce the complexity by limiting the number of distinct noise predictors. The idea is to rederive the predictor conditioned on the segment
. It can be shown that the predictor that minimizes the error variance conditioned on
is given by
and the resulting conditional error variance by 
The quantities ) ( 1 2 γ σ and ) ( R 1 γ are defined in a similar fashion. It can be seen that there now exist 
III.C. Reduced State ML Based on Decision Feedback
An efficient and oft-discussed technique to reduce the size of trellis is to utilize tentative decisions stored in each survivor path [8] [9] [10] . This technique can also be applied to the problem at hand with some modification. To proceed, we define a reduced state variable
σ for a given state transition, we utilize the
associated with the corresponding survivor path. Then we may write
and
is the vector representation of the bit segment
, and F is an (L+1) by L channel matrix written as
We implicitly assume that the bit segments
may or may not include past decisions depending on how large I or L+I is relative to τ . In writing (18) and (19) σ are all functions of both t b , the bits implied in the state transition, and h b , the bits corresponding to past decisions. The VA can now be implemented on a reduced trellis using (18) and (19) in conjunction with the branch metric of (11) . The number of states has been reduced to
2 , but the number of predictors remains the same since q depends on both t b and h b . We note that the reduced-state approach of [4] is similar to a special case 0 = ∆ and I = τ of the method considered here, but, as mentioned earlier, the branch metric used in [4] does not incorporate the branch-specific variance term.
The total number of predictor taps for a given branch can be written as
, where c L is the number of taps associated with recent noise samples that can be completely constructed once the state transition is specified, and f L is the number of taps associated with more distant noise samples that can be constructed only with the aid of one or more past decisions. It can be shown that
III.D. Combining the Three Techniques
In practice any combination of the above three suboptimal techniques will yield a viable method. For example, for some reasonably chosen 1 L , we may set
. Then, we require
predictors with 1 L taps each, and a trellis with While I can be made relatively small with equalization, 1 L and I cannot be reduced simultaneously below a certain limit, if near-optimal performance is to be maintained. To maintain low complexity, then, we should make
. Note, however, that this does not mean 1 M should be reduced as well. In fact, as will be shown, for the recording channel examples under consideration, we achieve good performance with relatively small complexity when we set
IV. Model-Specific Issues
The derivation of the PDNP detector presented in the last section is general in the sense that the structure is applicable to any signal-dependent noise processes (under a fairly weak assumption that the noise correlation depends on a finite segment of the input bit sequence). In this section, we are concerned with issues that arise when the proposed technique is applied to a particular noise model.
The noise model of our interest is based on a series expansion of the noisy transition response with respect to the position jitter and width variation parameters [11] [12] . This model, which we will call the position-width (PW) noise model, allows a relatively simple block-diagram level representation of the channel while proving a good match with experimental data [11] [13] . In this section we shall focus on the discrete-time second-order PW (SPW) model shown in Fig. 1 . Using only the first order derivatives provided a fairly good approximation to actual shifting transition positions and varying pulse widths, as far as BER performance of PRML methods were concerned. But the first order model tends to overestimate the PDNP detection quality. Including terms beyond the second order derivatives did not make any noticeable difference in BER performance in all cases. It can be seen from the figure that strictly speaking, the medium noise cannot be modeled as an AR process, as it contains a moving average (MA) component. This means that in a strict sense the medium noise cannot be described as a Markov process. However, as we shall see, the Markov approximation is reasonably good, if the parameters L, ∆ and M are allowed to take large enough values. We take the effective Markov order L as the size of the predictor filter (i.e., the number of taps) beyond which the predictor variance ceases to decrease significantly, assuming ∆ and M are sufficiently large.
Since there are many trellis branches with varying numbers of required taps, we take L as the number of taps for the longest predictor. ) that affects the predictor and its error variance. In the context of AR modeling [5] [6], this would be the same as finding the model parameters -the order of the process and the input bit segments that control the input noise variance and the AR coefficients -that best fit the given noise model. In that sense, the method used here can also provide a guideline as to finding the right initial model parameters for the approach of [5] . Note that there also has been a recent development on more rigorous approaches to identify the model parameters [14] .
IV.A. Estimation of Parameters
The goal is to find the minimum values of L, ∆ and M, beyond which the predictor error does not improve. The following heuristic procedure will serve the purpose: The above procedure needs to be applied to each bit pattern. Also, the difficulty here is that these parameters are not precisely defined when the underlying noise is not strictly Markov. This implies that there will be considerable uncertainty as to when to stop the search. However, in practical application, this should not pose any difficulty since only rough estimates will suffice; the parameters associated with real implementation -, , 1 
, the medium noise percentage of the total noise power. The quantity α N can be viewed as the equivalent single-sided, bandlimited white noise spectrum of the total noise (see [15] for justification of this SNR definition). Here, the SNR is fixed at 95 / N E t =20
dB. We first set the parameters to I=3,
The choice I=3 results from minimum mean square error (MMSE) equalization with a monic equalization target of length 3 [16] . Both the all-transition bit pattern
as well as the average over the entire branches. With the all-transition pattern, a relatively long predictor is required. This is expected since medium noise arises in transitions and the all-transition pattern suffers most from the signal-dependent, correlated noise. On the other hand, with the notransition pattern, which is subject to only additive noise, the predictor can be made quite short without losing performance.
With additive noise only, tradeoff between the equalizer constraint length and the required predictor length is well-known: the smaller I gets, the longer the span of noise correlation becomes, which in turn translates into a longer noise predictor. With medium noise, however, this traditional tradeoff characteristic does not exist. Also shown in Fig. 2 is the predictor error variance versus L for an equalizer target of length I=1. When L increases beyond 3-4, there is no penalty associated with the short equalization target, confirming that with medium noise, the noise correlation does not necessarily get worse with more equalization.
V. Performance V.A. Error Probability Analysis for MLSD
The error probability analysis for the MLSD in signal-dependent noise has been done earlier in [6] [17]. The present approach is different and should provide additional insight into detection performance in signal-dependent noise. To estimate the bit error probability (BER) for the MLSD, we first derive the expression for the probability of a specific error event. Consider two input bit For the error event described in Fig. 3 , express the likelihood functions of each path as
is the equalized channel output vector before the predictor and
. Now the basic idea is to equate
to obtain the decision boundary and then compute the probability that Before we proceed, however, we note that evaluating the likelihood functions in (22) requires the knowledge of
in addition to the usual observations corresponding to the interval
. To handle this, we multiply both sides of (23) by
The first equality in this expression is the result of applying the chain rule to the left hand side and the second equality holds because 
We now find the expressions for the path metrics associated with 1 b and 2 b in terms of 1 x and 2 x .
Since the path metric is the sum of the branch metrics along the path, it can be expressed as 
where i s is the noiseless equalized channel output before the predictor and 
Rearranging (30), we obtain the following expression for the decision boundary surface: 
The decision boundary is clearly quadratic and computing the probability that 1 x falls on the other side of the boundary is difficult in general. One option here is to make an hyperplane approximation of the curved boundary and simply compute the error event probability using the hyperplane as the decision boundary [17] . If the hyperplane is made tangential to the true boundary at the point nearest to 1 u , then the estimated probability based on the hyperplane boundary will be close to the true error probability at high SNRs. This is because when the SNR is high, the errors are mainly caused by 1 x crossing the decision boundary around this nearest point. This approximation is also utilized in [6] .
To this end, we find the point 0 x on the boundary surface where the path metric 1 P is minimum. By applying the Lagrange multiplier technique, 0 x is the point where
is true and (31) holds at the same time. Here ∇ is the gradient operator and λ is the Lagrange multiplier. It can be shown from (31) and ( 
The solution can easily be found numerically. Since the covariance matrix of 1 x is an identity matrix, we define the effective distance eff d as the Euclidean distance from the point to 1 u to the point 0 x :
. The probability of the error event is then approximately
By following a geometric argument similar to the one presented in [18] , we obtain the approximate upper and lower bounds of the bit error probability e P as
where < denotes an approximate bound, ) ( i P b is the probability of a certain input bit pattern i b 4 shows the BER bound estimation of (37) for an MLSD under a Markov approximation of the noise generated from the SPW channel, based on the parameters
. The SPW model corresponds to symbol density 2.5 and 95% medium noise consisting of 50% position jitter and 50% width variation. In estimating the upper bound, only the error events of = K 0, 1 and 2 are considered. This is because in the transition noise dominant channel, longer error events yield considerably larger distances and therefore make only a very small contribution to the upper bound in (37). Increasing these parameters did not result in significant BER improvements, and we feel that at high SNRs these bounds reasonably represent the best possible detection performance for the given channel condition. The PDNP techniques with acceptable complexity, whose BER simulation results will be presented shortly, exhibit performance that is less than 1.5 dB away from these bounds at a BER of 5 
10
− .
V.B. Bit Error Rate Simulation Results
In this section, we present BER simulation results for various reduced-complexity PDNP detection strategies. The BER of the conventional EPR4ML detector is used as a reference in all simulations.
The EPR4ML detector utilizes the equalizer target response
. Also plotted as another performance reference is the BER of the generalized EPR4ML (GEPR4ML) detector. The GEPR4ML detector allows an equalizer target with fractional coefficients. Here, the equalizer target is optimized with a monic constraint [16] . The SPW model with the Lorentzian pulse and symbol density 2.5 is used in all simulations. In Fig. 6 , we show the effect of varying f L , which determines the number of past decisions that are fed back, on the detection performance. We observe that the gain is significant as f L increases from 1 to 5. However, there was no noticeable gain as f L goes beyond 5 (not shown). The overall complexity increase due to an increase in f L is mild. Therefore, we may conclude from Fig. 5 and 
= ∆ M
, although the complexity of the former is higher than that of the latter. Overall, the
gives the best performance while resulting in a reasonable complexity requirement: the total number of states is 8 2
, the total number of predictors is In Fig. 8 , we examine the error propagation characteristics of PDNP detectors when a large number of past decisions were fed back. In the simulation, we used 3
, and =
95
/ N E t 16 dB. All medium noise is from position jitter in Fig. 8 (a) and position jitter and width variation contribute equally in Fig. 8 (b) . Note that 8 bits of past decisions were used in computing the branch metric. Contrary to what we normally expect in additive noise channels, we see in Fig. 8 that the burst error rates of the PDNP detector are fairly mild. Compared to the feedback techniques studied for the additive noise channel [20] [21] [22] , the slopes of the cumulative error event distribution curves are much more favorable (steeper) at long burst lengths. In fact, the error burst characteristics shown in Figure 8 are considerably better than those of the EPR4ML detector operating in additive noise [22] ; we expect that the error burst rates shown here are well within the capability of currently employed error correction codes with typical interleaving strategies. The reason for the improved error burst characteristics is that in transition noise dominant channels, the errors tend to occur in isolated bits or in short bursts. Fig. 9 (a) shows the performance of the PDNP detector when only 50% of the total noise power is signal-dependent. Signal-dependent noise constitutes of 50% position jitter and 50% width variation. The other 50% of the total noise power is from additive noise. As expected, in this case the PDNP gain is relatively small. The SNR gain of the PDNP detector is about 1.3dB at the 5 
10
− BER over the EPR4ML detector versus the gain of about 2.5 dB when the signal-dependent noise component occupies 95% of the total noise power. Also note that the gain over the GEPR4ML scheme is only a half dB or so. In Fig. 9 (b) we included the BER curves for 95% medium noise but with the medium noise purely consisting of position jitter. As can be seen, with all-jitter medium noise, the PDNP gain seems less than in the composite medium noise case. Also, all three sets of PDNP parameters yield comparable performance. This suggests that an optimum set of PDNP parameters as well as the actual PDNP gain relative to existing detection techniques depend highly on medium noise composition.
VI. Generating Soft Outputs
The present technique can be incorporated into softoutput detectors such as those studied in [7] [23] [24] . Softoutput detectors find applications where the outer code is designed to take advantage of the reliablity information provided by the channel detector [25] [26] or when iterative decoding is employed [27] [28] . Incorporating signal-dependent noise prediction into a softoutput detector is achieved by simply modifying the branch metric computation. Let us consider the BCJR algorithm [7] . While the same problem has already been addressed in [29] , the linear prediction view makes the necessary modification rather obvious. Denoting a trellis branch by two successive states } , { s s′ = γ , the algorithm is described by the forward and backward recursions,
where k A and k B are normalizing constants, and the computation on each branch,
with the a posteriori probabilities (APPs) determined solely based on these three quantities.
For channels with signal-dependent noise, only the computation of (40) needs be modified;
incorporating the signal-dependent noise prediction, we obtain
are the noise prediction and its error variance, respectively, for branch γ .
We may write
's can be found from (6) and the error variance ) ( 2 γ σ p can be obtained from (7) . Other softoutput detectors [23] [24] can be modified using the same principle.
VII. Reduced-State Softoutput Detectors with Soft-Decision Feedback
In this section, we consider reduced state softoutput detectors that make use of soft decision feedback (SDF). The idea of using SDF has been considered in [30] for the AWGN channel. Here, we propose a SDF technique that can be used in signal-dependent noise. For now we start with an assumption that preliminary soft decisions are available in the form of APPs passed back to the channel detector from the outer channel decoder (e.g. through an iterative decoding of a serial concatenation of the channel and an outer encoder). Assume the detector operates on a reduced trellis with a branch associated with
. Again, we simply focus on the branch metric computation, i.e., on the evaluation of the conditional pdf ) , | (
we observe that ) , / (
is a linear combination of
Gaussian pdf 's and is not Gaussian itself. However, since (43) does not help reduce the complexity, we approximate ) , / (
to a single variable Gaussian pdf :
where k n is a prediction of k n and 2 T σ is the associated error variance. The predictor and its error variance cannot be determined completely from the state transition in the reduced trellis. To proceed, we write
where ] , ,
is the vector specified by the given state
is the tail portion of
that cannot be determined from the state transition in the reduced trellis, F is the matrix representing the channel as in (20) , and k q is a predictor of length L . It can be shown that the optimum noise predictor conditioned on
, respectively, over the bits
) (
are defined in Section II.A. The idea here is to replace the probability ) (
with the APPs passed from the outer softoutput decoder. We also replace k b in (45) by its average according to the available APPs, i.e., 
We now compute the corresponding predictor error variance 2 T σ , which can be expressed as q n n q n q n q . We further write 
Note that this approach can be incorporated into any softoutput detectors based on trellis or tree search, including the BCJR algorithm [7] , the soft output Viterbi algorithm (SOVA) [23] and the depth-limited search of [24] .
For initial channel detection (before the soft decisions can be iterated back to the channel from the decoder), the detector must be able to generate its own soft decisions without relying on APPs from the outer decoder. When the BCJR algorithm is used, the proposed approach can be used with the initial APPs set to equally likely probabilities. This may or may not produce reliable initial soft decisions, depending on the channel condition (e.g. SNR, noise composition, etc) and the extent of the trellis reduction attempted, relative to the optimal trellis. When the initial soft decisions are not reliable enough to ensure the eventual convergence of the iterative decoding, other means of generating channel soft outputs must be considered. One possibility is to use the SOVA in which case the initial soft output channel detection can be done easily on the reduced trellis by feeding back decisions (either soft or hard) taken from the survivor paths. Anther option is to use fixed-delay detection such as the Abend-Fritchman algorithm [31] or its variations like the fixed delay tree search (FDTS) [32] (which can easily be modified to produce soft outputs as well as to use SDF) and the delay-constrained trellis search of [24] .
VIII. Training the Predictor Taps and Error Variances from Data
The noise predictor taps and the predictor error variances can be computed using (6) and (7), once the noise correlation functions are given for all bit patterns. The noise correlation functions in turn can be obtained from the given noise model. In the absence of a confident noise model, training data can be used to extract the noise correlation via sample statistics, as discussed in [5] [33] . Inverting the correlation matrices obtained from real data through sample statistics often leads to numerical instability. Here we describe a method to train the noise predictor taps and the predictor error variances directly on real data without relying on sample correlation matrices. Assume the observation sequence (equalized channel output sequence presented at the detector input), } { k r , and the corresponding input bit sequence, { k b }, are given. Fig. 10 summarizes the proposed technique.
The noise sample is first generated by subtracting the known signal ) ( algorithm. At each cycle, however, only one predictor is selected based on the known bit pattern
and its taps are adjusted in the direction of minimizing the corresponding k e . When the convergence is achieved, the time-averaged versions of k e 's represent the predictor error variances ) (
. This procedure provides a solution to obtaining q 's and 2 p σ 's that is considerably more stable than that of inverting empirically obtained noise correlation matrices, which has been considered in [5] [33] . As such, this structure can also replace the AR structure of [5] [33] for channel modeling purposes.
The above procedure can be extended to real-time adaptation based on feeding back past
decisions. See Fig. 11 . The delayed decision coming out of the detector is fed back to construct noise samples as well as to form a bit window that identifies the predictor. Accordingly, the observation sample k r must also be delayed. Unlike in adapting to a time-varying channel response, the delay here presents no difficulty, provided the noise statistics for a given local pattern are stationary.
However, in real-time adaptation with limited preamble data, it is critical to start with a good initial tap setting as training a large number of predictors will take considerably more time than in typical adaptive equalization involving only one set of taps. Thus, it might be necessary to train the noise predictors at the "factory floor" before shipping the system.
IX. Conclusions
We addressed the problem of designing detectors in signal-dependent noise. The detector is based on incorporating PDNP into Viterbi-like algorithms. Based on linear prediction theory, we have shown that this structure provides the MLSD performance if the noise is Gauss-Markov, confirming the earlier results reported in [6] . Our contribution here is the formalization and generalization of the NPML approach to signal-dependent noise. The linear prediction view allows a very simple and intuitive derivation of the optimal detector structure and provides additional insight into the detector design problem. As an example, modification of existing softoutput detectors to work in the signaldependent noise channel is immediately obvious, once this view is taken. If the noise is not Markov, as is the case with the position-jitter/width-variation model used in this paper, the PDNP detectors are suboptimal. We discussed and clarified the sources of optimality loss in the Markov approximation of the given noise model. Various low-complexity strategies also have been discussed. We have shown that depending on the noise composition, PDNP detectors with reasonably low complexity can achieve significant performance gain relative to the EPR4ML detector. We also discussed generation of soft outputs as well as the use of SDF for applications that require iterative exchange of soft information between the detector and the outer decoder.
Approximate bounds for the MLSD in Gauss-Markov noise are rederived as well.
APPENDIX: Finding the linear transformation i W
In this appendix we find the linear transformation i W which performs a whitening operation on 
Specifically, for the 
