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Abstract
We give a group-theoretic interpretation of relativistic holography as equiva-
lence between representations of the anti de Sitter algebra describing bulk fields and
boundary fields. Our main result is the explicit construction of the boundary-to-
bulk operators for arbitrary integer spin in the framework of representation theory.
Further we show that these operators and the bulk-to-boundary operators are in-
tertwining operators. In analogy to the de Sitter case, we show that each bulk field
has two boundary (shadow) fields with conjugated conformal weights. These fields
are related by another intertwining operator given by a two-point function on the
boundary.
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1 Introduction
For the last fifteen years due to remarkable proposal of [1] the AdS/CFT correspondence
is a dominant subject in string theory and conformal field theory. Actually the possible
relation of field theory on anti de Sitter space to conformal field theory on boundary
Minkowski space-time was studied also before, cf., e.g., [2–7]. The proposal of [1] was
further elaborated in [8] and [9]. After these initial papers there was an explosion of
related research which continues also currently, cf. e.g., [10]-[53].
Let us remind that the AdS/CFT correspondence has 2 ingredients [1, 8, 9]: 1. the
holography principle, which is very old, and means the reconstruction of some objects
in the bulk (that may be classical or quantum) from some objects on the boundary;
2. the reconstruction of quantum objects, like 2-point functions on the boundary, from
appropriate actions on the bulk.
Our focus is on the first ingredient and we consider explicitly the simplest case of the
(3+1)-dimensional bulk with boundary 3D Minkowski space-time. The reason for this is
that until now the explicit presentation of the holography principle was realized in the
Euclidean case, relying on Wick rotations of the final results, cf. e.g. [9, 28].
Yet it is desirable to show the holography principle by direct construction in Minkowski
space-time. This is what we do in the present paper using representation theory only. For
this we use a method that is used in the mathematical literature for the construction of
discrete series representations of real semisimple Lie groups [54,55], and which method was
applied in the physics literature first in [56] exactly in the Euclidean AdS/CFT setting,
though that term was not used then.3
The method utilizes the fact that in the bulk the Casimir operators are not fixed nu-
merically. Thus, when a vector-field realization of the anti de Sitter algebra so(3, 2) is
substituted in the bulk Casimir it turns into a differential operator. In contrast, the
boundary Casimir operators are fixed by the quantum numbers of the fields under consid-
eration. Then the bulk/boundary correspondence forces an eigenvalue equation involving
the Casimir differential operator. That eigenvalue equation is used to find the two-point
Green function in the bulk which is then used to construct the boundary-to-bulk integral
operator. This operator maps a boundary field to a bulk field. This is our main result.
We stress that in our construction the bulk and boundary fields have arbitrary integer
spin. This is in sharp contrast to preceding results in the literature which considered spin
zero and some very low spin values (in the Euclidean case the intertwiners with arbitrary
integer spin have been discussed in [36]).
What is also important in our approach is that we show that this operator is an
intertwining operator, namely, it intertwines the two representations of the anti de Sitter
algebra so(3, 2) acting in the bulk and on the boundary.
This also helps us to establish that each bulk field has actually two bulk-to-boundary
3This method was applied recently also to the case of non-relativistic holography [57].
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limits. The two boundary fields have conjugated conformal weights ∆, 3−∆, and they
are related by a boundary two-point function.4
The paper is organized as follows. In Section 2 we give the preliminaries on the
anti de Sitter algebra, its elementary representations, the vector-field realizations on the
boundary and in the bulk. In Section 3 we consider the eigenvalue problem in the bulk
and we construct the two-point function in the bulk. In Section 4 we give the bulk-to-
boundary operator and construct the integral boundary-to-bulk operator. In Section 5
we establish the intertwining properties of the boundary-to-bulk and bulk-to-boundary
operators. We display also the intertwining relation between the two bulk-to-boundary
limits of a bulk field.
2 Preliminaries
2.1 Lie algebra and group
We need some well-known preliminaries to set up our notation and conventions. The Lie
algebra G = so(3, 2) may be defined as the set of 5 × 5 matrices X which fulfil the
relation:5
tXη + ηX = 0, (2.1)
where the metric η is given by
η = (ηAB) = diag(−1, 1, 1, 1,−1), A,B = 0, 1, · · · , 4 (2.2)
Then we can choose a basis XAB = −XBA of G satisfying the commutation relations
[XAB, XCD] = ηACXBD + ηBDXAC − ηADXBC − ηBCXAD. (2.3)
We list the important subalgebras of G:
• K = so(3)⊕so(2), generators: XAB : (A,B) ∈ {1, 2, 3}, {0, 4}, maximal compact
subalgebra;
• Q, generators: XAB : A ∈ {1, 2, 3}, B ∈ {0, 4}, non-compact completion of K;
• A = so(1, 1), generator: D .= X34 , dilatations;
• M = so(2, 1), generators: XAB : (A,B) ∈ {0, 1, 2}, Lorentz subalgebra;
• N , generators: Tµ = Xµ3 +Xµ4, µ = 0, 1, 2, translations;
4The conjugated fields are called ’shadow’ fields in the physics literature, cf. [58], which terminology
was revived in AdS/CFT by Metsaev [33].
5For other purposes it may be more convenient to use the other fundamental representation in terms
of 4× 4 matrices as in [59].
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• N˜ , generators: Cµ = Xµ3 −Xµ4, µ = 0, 1, 2, special conformal transformations.
• H, generators: D, X12, Cartan subalgebra of G;
Thus, we have several decompositions:
• G = K ⊕Q, Cartan decomposition;
• G = K ⊕A⊕N , and N → N˜ , Iwasawa decomposition;
• G = N ⊕M⊕A⊕ N˜ , Bruhat decomposition;
The subalgebra P =M⊕A⊕ N˜ is a maximal parabolic subalgebra of G.
Finally, we introduce the corresponding connected Lie groups:
G = SO0(3, 2) with Lie algebra G = so(3, 2), K = SO(3)× SO(2) is the maximal
compact subgroup of G, A = exp(A) = SO0(1, 1) is abelian simply connected,
N = exp(N ) ∼= N˜ = exp(N˜ ), are abelian simply connected subgroups of G preserved
by the action of A. The group M ∼= SO0(2, 1) (with Lie algebraM) commutes with A.
The subgroup P = MAN is a maximal parabolic subgroup of G. Parabolic subgroups
are important because the representations induced from them generate all admissible
irreducible representations of semisimple groups [60, 61].
2.2 Elementary representations
We use the approach of [62] which we adapt in a condensed form here. We work with
so-called elementary representations (ERs). They are induced from representations of
P = MAN , where we use finite-dimensional representations of spin s ∈ 1
2
Z+ of M ,
(non-unitary) characters of A represented by the conformal weight ∆, and the factor N
is represented trivially. The data s,∆ is enough to determine a weight Λ ∈ H∗, cf. [62].
Thus, we shall denote the ERs by CΛ. Sometimes we shall write: Λ = [s,∆]. The
representation spaces are C∞ functions on G/P , or equivalently, on the locally isomorphic
group N˜ with appropriate asymptotic conditions (which we do not need explicitly, cf.
e.g. [63]). We recall that N˜ is isomorphic to 3D Minkowski space-time M whose elements
will be denoted by x = (x0, x1, x2), while the corresponding elements of N˜ will be denoted
by n˜x . The Lorentzian inner product in M is defined as usual:
〈x, x′〉 .= x0x′0 − x1x′1 − x2x′2 , (2.4)
and we use the notation x2 = 〈x, x〉 .
The representation action is given as follows:
(TΛ(g)ϕ)(x) = y−∆Ds(m)ϕ(x′) (2.5)
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the various factors being defined from the local Bruhat decomposition G ∼=loc N˜AMN :
g−1 n˜x = n˜x′ a
−1m−1n−1 , (2.6)
where y ∈ R+ parametrizes the elements a ∈ A, m ∈M , Ds(m) denotes the represen-
tation action of M , n ∈ N .
In the above general definition ϕ(x) are considered as elements of the finite-dimensional
representation space V s in which act the operators Ds(m). Following [56,62] we use scalar
functions over an extended space M × M0, where M0 is a cone parametrized by the
variable ζ = (ζ0, ζ1, ζ2) subject to the condition:
ζ2 = 〈ζ, ζ〉 = ζ20 − ζ21 − ζ22 = 0.
The internal variable ζ will carry the representation Ds.
The functions on the extended space will be denoted as ϕ(x, ζ). On these functions
the infinitesimal action of our representations looks as follows:
Tµ = ∂µ, ∂µ
.
=
∂
∂xµ
, µ = 0, 1, 2
D = −
2∑
µ=0
xµ∂µ −∆,
X01 = x0∂1 + x1∂0 + s01, X02 = x0∂2 + x2∂0 + s02,
X12 = −x1∂2 + x2∂1 + s12, (2.7)
C0 = 2x0D + x
2∂0 − 2(x1s01 + x2s02),
C1 = −2x1D + x2∂1 + 2(x0s01 − x2s12),
C2 = −2x2D + x2∂2 + 2(x0s02 + x1s12).
where
s01 = ζ0
∂
∂ζ1
+ ζ1
∂
∂ζ0
, s02 = ζ0
∂
∂ζ2
+ ζ2
∂
∂ζ0
, s12 = −ζ1 ∂
∂ζ2
+ ζ2
∂
∂ζ1
, (2.8)
and they satisfy the M = so(1, 2) commutation relations
[s01, s02] = −s12, [s02, s12] = s01, [s12, s01] = s02 . (2.9)
The Casimir of G is given by:
C = 1
2
XABX
AB = −X201 −X202 +X212 −D2 − 3D − C0T0 + C1T1 + C2T2 (2.10)
and it is constant on our representation CΛ :
C ϕ = − (∆(∆− 3) + s(s+ 1))ϕ = λ(s,∆)ϕ . (2.11)
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Note that the constant λ(s,∆) has the same value if we replace ∆ by 3−∆. This means
that the two boundary (shadow) fields with conformal weights ∆ and 3−∆ are related, or
in mathematical language, that the corresponding representations are (partially) equiva-
lent.6
2.3 Bulk representations
It is well known that the group SO(3, 2) is called also anti de Sitter group, as it is the
group of isometry of 4D anti de Sitter space:
ξA ξB ηAB = 1 . (2.12)
There are several ways to parametrize anti de Sitter space. We shall utilize the same local
Bruhat decomposition that we used in the previous subsection. Thus, we use the local co-
ordinates on the factor-space G/MN ∼=loc N˜A, i.e., the coordinates (x, y) = (x0, x1, x2, y),
y ∈ R+ . In this setting anti de Sitter space is called bulk space, while 3D Minkowski
space-time is called boundary space, as it is identified with the bulk boundary value y = 0.
The functions on the bulk extended with the cone M0 will be denoted by φ(x, y, ζ).
As we explained in the Introduction we first concentrate on the holography principle,
or boundary-to-bulk correspondence, which means to have an operator which maps a
boundary field ϕ to a bulk field φ . This map must be invariant w.r.t. the Lie algebra
so(3, 2). In particular, this means that the Casimir must have the same values in the
boundary and bulk representations. The Casimir on the boundary representation CΛ is
a constant λ(s,∆) given in (2.11). Clearly, the (partially) equivalent bulk representation
CˆΛ will consist only of functions on which the Casimir has the same value.
To give more precisely the CˆΛ we first give a vector-field realization of so(3, 2) on
the bulk functions φ(x, y, ζ) :
Tµ = ∂µ, µ = 0, 1, 2
D = −
2∑
µ=0
xµ∂µ − y∂y,
X01 = x0∂1 + x1∂0 + s01, X02 = x0∂2 + x2∂0 + s02,
X12 = −x1∂2 + x2∂1 + s12, (2.13)
C0 = 2x0D + (x
2 + y2)∂0 + 2(ys12 − x1s01 − x2s02),
C1 = −2x1D + (x2 + y2)∂1 + 2(ys02 + x0s01 − x2s12),
C2 = −2x2D + (x2 + y2)∂2 + 2(−ys01 + x0s02 + x1s12),
6We remind that two representations are called partially equivalent if there exists an intertwining
operator between the two representations. The representations are called equivalent if the intertwining
operator is onto and invertible.
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One may verify by straightforward but lengthy computation that (2.13) satisfies (2.3).
Note that the realization of so(3, 2) on the boundary given in (2.7) may be obtained
from (2.13) by replacing y∂y → ∆ and then taking the limit y → 0.
Now we find that the Casimir operator is given in the bulk as follows:
C = CB + CI − 2y(s12∂0 − s02∂1 + s01∂2), (2.14)
CB = y2(−∂20 + ∂21 + ∂22)− y2∂2y + 2y∂y , (2.15)
CI = (−s201 − s202 + s212) (2.16)
where CI is the Casimir operator of so(1, 2) in terms of the internal variables.
Since the Casimir in the bulk is not constant but a differential operator our repre-
sentation functions will be found as the Casimir eigenfunctions in the bulk. Thus, we
consider the eigenvalue problem of the Casimir operator of so(3, 2) :
Cφ(x, y, ζ) = λ(s,∆)φ(x, y, ζ) , φ ∈ CˆΛ . (2.17)
In addition, the elements of CˆΛ must fulfil the appropriate boundary condition:
φ(x, y, ζ)|y→0 −→ y∆φ(x, 0, ζ) , φ ∈ CˆΛ . (2.18)
Later we shall see that the elements of CˆΛ fulfil also the boundary condition with
∆→ 3−∆ which is natural having in mind the degeneracy of Casimir values for (partially)
equivalent representations (∆↔ 3−∆).
Next we mention that the realization (2.13) causes the infinitesimal transformation of
the bulk coordinates:
Tµ : xµ → xµ + a,
D : xµ → (1− a)xµ, y → (1− a)y,
X0µ : x0 → x0 + axµ, xµ → xµ + ax0, µ = 1, 2
X12 : x1 → x1 + ax2, x2 → x2 − ax1,
C0 : x0 → x0 + a(y2 − x20 − x21 − x22), x1,2 → (1− 2ax0)x1,2,
y → (1− 2ax0)y,
C1 : x1 → x1 + a(y2 + x20 + x21 − x22), x0,2 → (1 + 2ax1)x0,2,
y → (1 + 2ax1)y,
C2 : x2 → x2 + a(y2 + x20 − x21 + x22), x0,1 → (1 + 2ax2)x0,1,
y → (1 + 2ax2)y.
It follows that every SO(3, 2) invariant of the two points (xµ, y) and (x
′
µ, y
′) is a function
of
u =
4yy′
(x− x′)2 + (y + y′)2
. (2.19)
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We set x′µ = 0, y
′ = 1 and obtain a one-point variable7 which shall be very useful below:
uˆ =
4y
x2 + (y + 1)2
. (2.20)
3 Eigenvalue problem and two-point functions in the
bulk
3.1 Eigenvalue problem of Casimir in the bulk
Here we first solve the equation:
CΨ(x, y, ζ) = λ(s,∆)Ψ(x, y, ζ) (3.1)
We are interested in solutions in which the ζ-dependence is factored out in the form
Ψ = ψ(x, y)Q(x, y, ζ)s
where Q is homogeneous in ζ of first degree (which is due to the fact that Ψ is
homogeneous in ζ of degree s ∈ Z+). We assume that ψ is a SO(3, 2) invariant, thus it
is function only of uˆ: ψ(x, y) = ψ(uˆ). When CB acts on ψ one may write CB in terms of
uˆ only:
CB = uˆ2(uˆ− 1) d
2
duˆ2
+ 2uˆ
d
duˆ
. (3.2)
Furthermore we require that Q is an eigenfunction of CI . This will guarantee that the
spin part Qs is the eigenfunction of CI with the correct spin value. It follows that Ψ is
also an eigenfunction of CI :
CIΨ = λIΨ = −s(s+ 1)Ψ . (3.3)
With the fixed vector (ζ ′0, ζ
′
1, ζ
′
2) in the internal space, we use the following Ansatz for Q
Q =
2 I1 − (x2 − (y + 1)2) I2 − 2(y + 1) I3
x2 + (y + 1)2
, (3.4)
I1 = 〈x, ζ〉 〈x, ζ ′〉, I2 = 〈ζ, ζ ′〉, I3 =
2∑
µ=0
xµ(ζ × ζ ′)µ ,
where ζ × ζ ′ is the standard vector product. (Note that I1, I2, I3 are the three possible
scalars which are homogeneous of first degree in both ζ and ζ ′.) It is easy to verify that
CIIk = −2Ik . (3.5)
7Sometimes in the literature it is called colloquially ’one-point invariant’.
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Thus, we have
CIQ = −2Q (3.6)
and one may verify that CIQs = −s(s+1)Qs.With this form of Q the eigenvalue problem
is reduced to the second order differential equation:(
(uˆ− 1)uˆ2 d
2
duˆ2
+ 2uˆ
d
duˆ
− s(s+ 1)uˆ
)
ψ(uˆ) = (λ− λI)ψ(uˆ) = ∆(3−∆)ψ(uˆ) . (3.7)
We sketch the derivation of (3.7). First we observe that
(C − CI)Ψ = Ψ
[
ψ−1CBψ + sQ−1(C − CI)Q + 2sψ−1Q−1A1 + s(s− 1)Q−2A2
]
, (3.8)
where
A1 = −y2
(〈∂ψ, ∂Q〉 + (∂yψ)(∂yQ))− y((∂0ψ)s12Q− (∂1ψ)s02Q + (∂2ψ)s01Q),
A2 = −y2
(〈∂Q, ∂Q〉 + (∂yQ)2)− 2y((∂0Q)s12Q− (∂1Q)s02Q+ (∂2Q)s01Q),
where 〈∂ψ, ∂Q〉 = (∂0ψ)∂0Q− (∂1ψ)∂1Q− (∂2ψ)∂2Q. Straightforward computation shows
that
(C − CI)Q = −2uˆQ, A1 = 0, A2 = −uˆ Q2 .
Then (3.7) follows from these and (3.2).
Note that although the derivation is different equation (3.7) is the same as (7.37)
of [56] if we make the change: ∆ = ℓ+ 2.
3.2 Two-point Green function in bulk
We need also the two-point Green function in bulk. Standardly for this we derive the
Green function of the operator C − λ
(C − λ)G(x, y, ζ ; x′, y′, ζ ′) = y4δ3(x− x′)δ(y − y′)(ζ, ζ ′)s. (3.9)
The computation of G is more or less same as the one for eigenvalue problem of C in the
previous subsection. We assume G has a factored form
G(x, y, ζ ; x′, y′, ζ ′) = f(u)Q(x, y, ζ ; x′, y′, ζ ′)s,
where u is the SO(3, 2) invariant of two points (x, y) and (x′, y′) given in (2.19). This as-
sumption is justified a posteriori since the two-point function is unique up to multiplicative
constant.
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Note that G is a eigenfunction of CI , i.e., CIG = λIG. Then G is given by
G = u∆ F (u)Qs ,
Q =
2 I ′1 − ((x− x′)2 − (y + y′)2) I2 − 2(y + y′) I ′3
(x− x′)2 + (y + y′)2 , (3.10)
I ′1 = 〈x− x′, ζ〉 〈x− x′, ζ ′〉, I2 = 〈ζ, ζ ′〉, I ′3 =
2∑
µ=0
(xµ − x′µ)(ζ × ζ ′)µ,
and F (u) is a singular solution of the hypergeometric equation(
u(1− u) d
2
du2
+ 2[∆− 1−∆ u] d
du
+ (s−∆+ 1)(s+∆)
)
F (u) = 0. (3.11)
We sketch the derivation of the Green function. First we observe that
(C − CI)G = G
[
f−1CBf + sQ−1(C − CI)Q+ 2sf−1Q−1A1 + s(s− 1)Q−2A2
]
, (3.12)
where
A1 = −y2
(〈∂f, ∂Q〉 + (∂yf)(∂yQ))− y((∂0f)s12Q− (∂1f)s02Q + (∂2f)s01Q),
A2 = −y2
(〈∂Q, ∂Q〉 + (∂yQ)2)− 2y((∂0Q)s12Q− (∂1Q)s02Q+ (∂2Q)s01Q).
Straightforward computation shows that
(C − CI)Q = −2uQ, A1 = 0, A2 = −uQ2.
It follows that
(C − CI)G = Qs
(
u2(u− 1) d
2
du2
+ 2u
d
du
− s(s+ 1)u
)
f(u).
Setting f(u) = u∆F (u) we have
(C − λ)G = −Qsu∆+1
(
u(1− u) d
2
du2
+ 2[∆− 1−∆ u] d
du
+ (s−∆+ 1)(s+∆)
)
F (u).
Thus if F (u) is a singular solution of the hypergeometric equation then we obtain the
RHS of (3.9). The delta functions in the RHS corresponds to the singularity at u = 1⇔
xµ = x
′
µ, y = y
′.
Remark 1: One may wonder whether the above may be generalised to the anti de Sitter
algebra so(d, 2) for d > 3. Actually, the only difficulty for d > 3 and nontrivial spin would
be to find the explicit form of the function Q. In fact, below some calculations are valid
implicitly or explicitly for arbitrary d.
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4 Bulk-boundary correspondence
Consider the fields ϕ ∈ CΛ and φ ∈ CˆΛ from the boundary and bulk representations
for the same Λ. By construction they are eigenfunctions of the Casimir operator with the
same eigenvalue:
Cϕ = λϕ, Cφ = λφ. (4.1)
The bulk field behaves as in (2.18) when approaching the boundary. Thus, we define the
bulk-to-boundary operator L∆ by:
L∆ : Cˆ
Λ −→ CΛ (4.2)
ϕ(x, ζ) = (L∆φ)(x, ζ) := lim
y→0
y−∆φ(x, y, ζ).
On the other hand the boundary-to-bulk operator L˜Λ is defined by:
L˜Λ : C
Λ −→ CˆΛ (4.3)
φ(x, y, ζ) = (L˜Λϕ)(x, ζ) :=
∫
SΛ(x− x′, y; ζ, ∂ζ′)ϕ(x′, ζ ′)d3x′
where the kernel SΛ is obtained from the two-point Green function G defined in (3.9) as
follows
SΛ(x− x′, y; ζ, ∂ζ′) = lim
y′→0
y′∆−3G(x, y, ζ ; x′, y′, ∂ζ′). (4.4)
The formula for SΛ (for s ∈ Z+) is given by
SΛ = NΛ u˜
3−∆Rs, u˜ =
4y
(x− x′)2 + y2 , R =
u˜L
4y
, (4.5)
with
L = 2I˜1 − ((x− x′)2 − y2)I˜2 − 2yI˜3, (4.6)
I˜1 = 〈x− x′, ζ〉 〈x− x′, ∂ζ′〉, I˜2 = 〈ζ, ∂ζ′〉, I˜3 =
2∑
µ=0
(xµ − x′µ)(ζ × ∂ζ′)µ ,
and NΛ is a normalization constant depending on the representation Λ = [s,∆].
Now we check consistency of the operators L∆ and L˜Λ:
L∆ ◦ L˜Λ = 1CΛ , L˜Λ ◦ L∆ = 1CˆΛ . (4.7)
For the first relation in (4.7) we have to show that:
ϕ(x, ζ) = (L∆ ◦ L˜Λϕ)(x, ζ)
= lim
y→0
y−∆
∫
SΛ(x− x′, y; ζ, ∂ζ′)ϕ(x′, ζ ′)d3x′. (4.8)
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We take the limit first by exchanging it and the integral. To calculate the limit it is
necessary to express the kernel SΛ in another form. To this end we establish the following
formula of Fourier transform:∫
ei〈p,X〉
(〈X,X〉+ y2)α
d3X
(2π)3/2
=
iπ
(−1)2α−12αΓ(α)
(√−p2
y
)α−3/2
H
(1)
α−3/2(y
√
−p2 ), (4.9)
where Xµ = xµ − x′µ and H(1)β is a Hankel function. The (X1, X2) integration can by
carried out by making use of the following two formulae: First one is a formula for (d−1)
dimensional angular integration in d dimensional Euclidean space:∫
f(r)e−i~p·~x
ddx
(2π)d
=
(
1
2π
)d/2 ∫ ∞
0
rf(r)
(
r
p
) d
2
−1
J d
2
−1(pr) dr , (4.10)
~p = (p1, p2, · · · , pd), ~x = (x1, x2, · · · , xd), p2 =
d∑
k=1
p2k, r
2 =
d∑
k=1
x2i ,
which is valid for any radial function f(r). Second formula is an integration of Bessel
function:∫ ∞
0
rβ+1Jβ(ar)
(r2 + ρ2)γ+1
dr =
aγρβ−γKβ−γ(aρ)
2γΓ(γ + 1)
, 2ℜ γ + 3
2
> ℜ β > −1. (4.11)
We modify the second formula (4.11). Set β = 0 and replace ρ with −iρ, then use the
relation between Bessel functions
Kγ(z) =
π
2
ieγπi/2H(1)γ (iz), −π < arg z <
π
2
(4.12)
we obtain ∫ ∞
0
rJ0(ar)
(r2 − ρ2)γ+1dr =
iπaγ
(−1)γ2γ+1Γ(γ + 1)ργH
(1)
γ (aρ). (4.13)
Now we return to the Fourier transform (4.9). Angular integration in X1X2 plane is
performed by (4.10) and we use (4.13) for the radial integration in the plane:∫
ei〈p,X〉
(〈X,X〉+ y2)α
d3X
(2π)3/2
=
1√
2π
∫ ∞
−∞
dX0
∫ ∞
0
dr
rJ0(p˜r)
(−1)α(r2 −X20 − y2)α
eip0X0
=
iπ
(−1)2α−1√2πΓ(α)
(
p˜
2
)α−1 ∫ ∞
0
dX0
H
(1)
α−1(p˜
√
X20 + y
2 )
(X20 + y
2)(α−1)/2
cos p0X0
where
r2 = X21 +X
2
2 , p˜
2 = p21 + p
2
2.
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Recalling that
H
(1)
β (z) = Jβ(z) + iYβ(z)
X0 integration is performed by the formulae of Fourier cosine transform [64]
f(r)
∫∞
0
f(r) cos(rρ) dr
Jβ(a
√
r2 + b2 )
(r2 + b2)β/2

√
πb
2
(a2 − ρ2)β/2−1/4
(ab)β
Jβ−1/2(b
√
a2 − ρ2 ) 0 < ρ < a
0 a < ρ
Yβ(a
√
r2 + b2 )
(r2 + b2)β/2

√
πb
2
(a2 − ρ2)β/2−1/4
(ab)β
Yβ−1/2(b
√
a2 − ρ2 ) 0 < ρ < a
−
√
2b
π
(ρ2 − a2)β/2−1/4
(ab)β
Kβ−1/2(b
√
ρ2 − a2 ) a < ρ
ℜ β > −1
2
, a, b > 0
By these formula we obtain∫ ∞
0
dX0
H
(1)
α−1(p˜
√
X20 + y
2 )
(X20 + y
2)(α−1)/2
cos(p0X0)
=

(πy
2
)1/2 (−〈p, p〉)α/2−3/4
(p˜y)α−1
H
(1)
α−3/2(y
√
p˜2 − p20 ) 0 < p0 < p˜
−i
(
2y
π
)1/2 〈p, p〉α/2−3/4
(p˜y)α−1
Kα−3/2(y
√
p20 − p˜2 ) p˜ < p0
=
(πy
2
)1/2 (−〈p, p〉)α/2−3/4
(p˜y)α−1
H
(1)
α−3/2(y
√
p˜2 − p20 ). (4.14)
In the last equality the relation (4.12) was used to unify two separate cases. Note that
〈p, p〉 = p20 − p˜2. In this way the Fourier transform (4.9) has been established.
Now we evaluate the Fourier transform of the kernel SΛ∫
SΛ(X, y; ζ, ∂ζ′)e
i〈p,X〉 d
3X
(2π)3/2
= NΛ
∫
(4y)3−∆
(〈X,X〉+ y2)s−∆+3 S
s ei〈p,X〉
d3X
(2π)3/2
=
−iπNΛ
2s+∆−1Γ(s−∆+ 3)ys−3/2S
s(
√
−p2 )s−∆+3/2H(1)s−∆+3/2(y
√
−p2 ),
where
S = −2(∂p · ζ) ∂p · ∂ζ′ + (〈∂p, ∂p〉+ y2)〈ζ, ∂ζ′〉+ 2iy〈∂p, ζ × ∂ζ′〉,
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with a · b =
2∑
µ=0
aµbµ. Inverse Fourier transform gives the following formula of the kernel
SΛ =
−iπNΛ
2s+∆−1Γ(s−∆+ 3)ys−3/2
∫
Ss(
√
−p2 )s−∆+3/2H(1)s−∆+3/2(y
√
−p2 )e−i(〈p,X〉 d
3p
(2π)3/2
.
(4.15)
Since we take a limit of y → 0, we replace the Hankel function with its asymptotic form
−iH(1)α (z)→ −
Γ(α)
π
(
2
z
)α
, z → 0
Then
−i(
√
−p2 )s−∆+3/2H(1)s−∆+3/2(y
√
−p2 ) = −Γ(s−∆+ 3/2)
π
(
2
y
)s−∆+3/2
, s−∆+3/2 /∈ Z− ,
is independent of pµ so that the action of S is reduced to y
2〈ζ, ∂ζ′〉 and the integration
over p becomes Dirac’s delta function:
SΛ → − (2π)
3/2NΛ Γ(s−∆+ 3/2)
22∆−5/2 Γ(s−∆+ 3) y
∆δ3(X)〈ζ, ∂ζ′〉s , s−∆+ 3/2 /∈ Z− , y → 0 .
(4.16)
Substituting this formula of S in (4.8) we obtain:
ϕ(x, ζ) = − π
3/2NΛ Γ(s−∆+ 3/2)
22∆−4 Γ(s−∆+ 3) ϕ(x, ζ), (4.17)
s−∆+ 3/2 /∈ Z− , s−∆+ 3 /∈ Z− .
From the latter we see the first consistency relation (4.7) being true by an appropriate
choice of NΛ , e.g.
NΛ = − 2
2∆−4 Γ(s−∆+ 3)
π3/2 Γ(s−∆+ 3/2) , (4.18)
s−∆+ 3/2 /∈ Z− , s−∆+ 3 /∈ Z− .
As a Corollary we conclude that for generic values of ∆ we can reconstruct a
function on anti de Sitter space from its boundary value. Indeed, suppose we have:
φ(x, y, ζ) =
∫
SΛ(x− x′, y; ζ, ∂ζ′)f(x′, ζ ′) dx′ . (4.19)
Then we have for the boundary value:
ψ0(x, ζ)
.
= (L∆ φ)(x, ζ) = lim
y→0
y−∆ φ(x, y, ζ) =
= lim
y→0
y−∆
∫
SΛ(x− x′, y; ζ, ∂ζ′)f(x′, ζ ′) dx′ = f(x) (4.20)
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Now we can prove the second consistency relation in (4.7):
(
L˜Λ ◦ L∆ φ
)
(x, y, ζ) =
∫
SΛ(x− x′, y; ζ, ∂ζ′)
(
L∆ φ
)
(x′, ζ ′) dx′ =
=
∫
SΛ(x− x′, y; ζ, ∂ζ′) lim
y′→0
y′−∆ φ(x′, y′, ζ ′) =
=
∫
SΛ(x− x′, y; ζ, ∂ζ′)ψ0(x′, ζ ′) dx′ = φ(x, y, ζ) (4.21)
where in the last line we used (4.20).
5 Intertwining properties
Here we investigate the intertwining properties of the boundary ↔ bulk operators.
5.1 Bulk-to-boundary operator L∆
It is not difficult to verify the intertwining property of the Bulk-to-boundary operator
L∆. Namely, one should verify the following:
L∆ ◦ Xˆ = X˜ ◦ L∆ , (5.1)
where X ∈ so(3, 2), X˜ denotes the action of the generator X on the boundary (2.7) and
Xˆ denotes the action of the generator in the bulk (2.13). More explicitly,
X˜ ϕ(x, ζ) = lim
y→0
y−∆ Xˆ φ(x, y, ζ) , ϕ ∈ CΛ , φ ∈ CˆΛ (5.2)
If the field ϕ belongs to the conjugate representation ϕ ∈ CΛ˜, Λ˜ = [s, 3 − ∆], then
relations (5.1),(5.2) hold with the change ∆→ 3−∆, the same change being made also
in (2.7).
5.2 Boundary-to-bulk operator L˜Λ
The intertwining property of the boundary-to-bulk operator L˜Λ means that
Xˆ ◦ L˜Λ = L˜Λ ◦ X˜ (5.3)
More explicitly, it reads
Xˆ φ(x, y, ζ) =
∫
SΛ(x, y, ζ ; x
′, ∂ζ′) X˜Λ ϕ(x
′, ζ ′)d3x′, φ ∈ CˆΛ, ϕ ∈ CΛ (5.4)
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This is an immediate consequence of L∆ ◦ L˜Λ = 1CΛ , L˜Λ ◦L∆ = 1CˆΛ and (5.1). By
sandwiching (5.1) by L˜Λ one has
L˜Λ ◦ L∆ ◦ Xˆ ◦ L˜Λ = L˜Λ ◦ X˜ ◦ L∆ ◦ L˜Λ , acting on CΛ
This is nothing but (5.3).
Proof of (5.4) by direct computation
A key observation to check the intertwining property is the following identities:
∂u˜
∂xµ
= − ∂u˜
∂x′µ
,
∂R
∂xµ
= − ∂R
∂x′µ
, µ = 0, 1, 2 (5.5)
It follows that
∂SΛ
∂xµ
= −∂SΛ
∂x′µ
, µ = 0, 1, 2 (5.6)
Formulas of differentiation by y :
∂u˜
∂y
=
u˜
y
− u˜
2
2
,
∂R
∂y
=
u˜
4y
∂yL − u˜R
2
.
It follows that
∂SΛ
∂y
=
(
3−∆
y
− (s−∆+ 3) u˜
2
+ s
1
L∂yL
)
SΛ,(
2∑
µ=0
xµ
∂
∂xµ
+ y
∂
∂y
)
SΛ = −
(
3−∆+
2∑
µ=0
x′µ
∂
∂x′µ
)
SΛ. (5.7)
With this identity, it is immediate to verify the intertwining property for Tµ and D.
16
5.3 Further intertwining relations
We start by recording the second limit of the bulk functions
ϕ0(x, ζ)
.
= lim
y→0
y∆−3 φ(x, y, ζ) = (5.8)
= lim
y→0
y∆−3
∫
SΛ(x− x′, y; ζ, ∂ζ′)ψ0(x′, ζ ′) dx′ =
= NΛ lim
y→0
y∆−3
∫ (
4y
(x− x′)2 + y2
)3−∆( L
(x− x′)2 + y2
)s
ψ0(x
′, ζ ′) dx′
= NΛ
∫ (
4
(x− x′)2
)3−∆(
2I˜1 − ((x− x′)2)I˜2
(x− x′)2
)s
ψ0(x
′, ζ ′) dx′ =
= NΛ
∫
dx′
((x− x′)2)3−∆
(
2〈x− x′, ζ〉 〈x− x′, ∂ζ′〉
(x− x′)2 − 〈ζ, ∂ζ′〉
)s
ψ0(x
′, ζ ′)
= NΛ
∫
dx′
((x− x′)2)3−∆ (r(x− x
′; ζ, ∂ζ′))
s
ψ0(x
′, ζ ′) =
=
NΛ
γΛ˜
∫
dx′ GΛ˜(x− x′; ζ, ∂ζ′) ψ0(x′, ζ ′) , NΛ = 43−∆NΛ,
where in the second line we have used (4.20), in the third line we have used (4.5) and
(4.6), and in the last line we have recovered the well-known conformal two-point function,
cf., e.g., [65]:
GΛ(x; ζ, ζ
′) = γΛ
(r(x; ζ, ζ ′))s
(x2)∆
, (5.9)
r(x; ζ, ζ ′) = r(x)µσζ
µζ ′σ , r(x)µσ =
2
x2
xµxσ − gµσ
g = (gµν) = diag(1,−1,−1)
for the conjugate weight Λ˜ = [s, 3−∆]. The latter is natural since ψ0 ∈ CΛ, ϕ0 ∈ CΛ˜,
and the conformal two-point function realizes the equivalence of the conjugate represen-
tations Λ, Λ˜ which have the same Casimir values, cf. [56]. The normalization constant
γΛ depends on the representation Λ = [s,∆] and below we derive a formula for the
product γΛ γΛ˜ .
Further, using (5.8) we define the operator GΛ through the kernel GΛ(x; ζ, ζ
′) :
GΛ : C
Λ˜ → CΛ , (5.10)
(GΛϕ0)(x, ζ) =
∫
dx′ GΛ(x− x′; ζ, ∂ζ′) ϕ0(x′, ζ ′) .
Then relation (5.8) may be written as:
L∆˜ =
NΛ
γΛ˜
GΛ˜ ◦ L∆ , ∆˜ .= 3−∆ (5.11)
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as operators acting on the bulk representation CˆΛ.
Note that at generic points (those not excluded in (4.17)) the operators GΛ and
GΛ˜ are inverse to each other [56]:
GΛ ◦GΛ˜ = 1CΛ , GΛ˜ ◦GΛ = 1CΛ˜ . (5.12)
At generic points from this we can obtain a lot of interesting relations, e.g., applying
L˜Λ from the right we get:
L∆˜ ◦ L˜Λ =
NΛ
γΛ˜
GΛ˜ (5.13)
Then we write down the conjugate relation:
L∆ ◦ L˜Λ˜ =
NΛ˜
γΛ
GΛ (5.14)
Then we combine relations (5.13) and (5.14):
L∆ ◦ L˜Λ˜ ◦ L∆˜ ◦ L˜Λ =
NΛ˜
γΛ
NΛ
γΛ˜
GΛ ◦GΛ˜ =
NΛ˜
γΛ
NΛ
γΛ˜
1Λ (5.15)
For the LHS of (5.15) we use first the second relation of (4.7), then the first to obtain:
L∆ ◦ L˜Λ˜ ◦ L∆˜ ◦ L˜Λ = L∆ ◦ 1CˆΛ ◦ L˜Λ = L∆ ◦ L˜Λ = 1Λ . (5.16)
Thus, from (5.15) and (5.16) follows:
γΛ γΛ˜ = NΛ NΛ˜ =
24Γ(s−∆+ 3) Γ(s+∆)
π3 Γ(s−∆+ 3/2) Γ(s+∆− 3/2) , (5.17)
s−∆+ 3/2 /∈ Z− , s−∆+ 3 /∈ Z− ,
s+∆− 3/2 /∈ Z− , s+∆ /∈ Z− .
The product of constants in (5.17) should be proportional to the the analytic continuation
of the Plancherel measure for the Plancherel formula contribution of the principal series
of unitary irreps of G, cf., e.g., [28], but we shall not go into that.
Remark 2: One may wonder what happens at the excluded values in (5.17). This requires
further nontrivial examination. Such study was done in the Euclidean case in [56]. Since
some results may follow by Wick rotation we may conjecture that, for example, the
operators GΛ and GΛ˜ would not be inverse to each other. This would be since at these
points the representations CΛ and CΛ˜ would be reducible and the G-operators would
have kernels. All such properties are currently under study [66].
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