Abstract The storage potential of subsurface geological systems makes them viable candidates for long-term disposal of significant quantities of CO 2 . The geo-mechanical responses of these systems as a result of injection processes as well as the protracted storage of CO 2 are aspects that require sufficient understanding. A hypothetical model has been developed that conceptualises a typical well-reservoir system comprising an injection well where the fluid (CO 2 ) is introduced and a production/abandoned well sited at a distant location. This was accomplished by adopting a numerical methodology (discrete element method), specifically designed to investigate the geo-mechanical phenomena whereby the various processes are monitored at the inter-particle scale. Fracturing events were simulated. In addition, the influence of certain operating variables such as injection flow rate and fluid pressure was studied with particular interest in the nature of occurring fractures and trend of propagation, the pattern and magnitude of pressure build-up at the well vicinity, pressure distribution between well regions and pore velocity distribution between well regions. Modelling results generally show an initiation of fracturing caused by tensile failure of the rock material at the region of fluid injection; however, fracturing caused by shear failure becomes more dominant at the later stage of injection. Furthermore, isolated fracturing events were observed to occur at the production/abandoned wells that were not propagated from the injection point. This highlights the potential of CO 2 introduced through an injection well, which could be used to enhance oil/gas recovery at a distant production well. The rate and magnitude of fracture development are directly influenced by the fluid injection rate. Likewise, the magnitude of pressure build-up is greatly affected by the fluid injection rate and the distance from the point of injection. The DEM modelling technique illustrated provides an effective procedure that allows for more specific investigations of geo-mechanical mechanisms occurring at subsurface systems. The application of this methodology to the injection and storage of CO 2 facilitates the understanding of the fracturing phenomenon as well as the various factors governing the process.
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Introduction
The option of subsurface storage of CO 2 has been considered viable enough to attract significant attention. Uncertainties involved in the process have necessitated wide interest in the various phenomena, comprising but not limited to the following areas: monitoring of the fate of CO 2 once injected (Class et al. 2009; Eigestad et al. 2009; Lindeberg and Bergmo 2003; Nordbotten et al. 2005a Nordbotten et al. , b, 2009 Pruess 2008a, b; Xu et al. 2006) ; reservoir containment and capacity estimation Bradshaw et al. 2007; Kopp et al. 2009; Liao and Shangguan 2009; Nunez-Lopez et al. 2008; Okwen et al. 2010; Wei and Saaf 2009; Zhou et al. 2008) ; pressure build-up (Birkholzer et al. 2009; Mathias et al. 2009; Rutqvist et al. 2007 Rutqvist et al. , 2008 Streit and Hillis 2004; Streit 2002 ) and for brine formations, fluid displacement (Nicot et al. 2009; Nicot 2008) . Other areas of concern comprise geochemical/chemical issues such as changes in fluid composition following the injection of CO 2 (Huq et al. 2012) and diagenesis due to fluid-rock interactions Lucia et al. 2012; Pudlo et al. 2012) . Potential areas for CO 2 storage include depleted oil and gas reservoirs, coal bed seams and deep saline formations. Also, the environmental and geomechanical benefits of CO 2 injection and storage have been extended to processes such as enhanced oil recovery (EOR) (Bachu et al. 2004; Godec et al. 2013; Gozalpour et al. 2005 ) enhanced gas recovery (EGR) (Al-Hashami et al. 2005; Hou et al. 2012; Kühn et al. 2012 ) and enhanced coal bed methane production (ECBM) (Pini et al. 2011; Zhang and Song 2012) .
Storage of CO 2 in subsurface systems involves transmitting the fluid into the desired formation depth. The rate of injection should be such that will not offset the stability of the system; however, the introduction of fluid will lead to an increase in the formation pressure, which without proper monitoring and control may result in mechanical failure of the material. As indicated in Bauer et al. (2012) and Park et al. (2012) , tracking pressure development as the CO 2 is being injected and during post-mortem periods is essential in ensuring safety limits are not exceeded. An alternative measure of the evolution of fluid pressure can be achieved via changes in in situ stress conditions. To accomplish this, Lempp et al. (2012) highlighted the possibility of developing an effective monitoring device that could be used for assessing changing stress conditions due to CO 2 storage. Alterations in stress/pore pressure conditions have various geo-mechanical consequences, an obvious one being the occurrence of fracturing events that may ultimately, if extensively propagated, lead to leakages.
Thermal effects including changes in in situ reservoir temperature arising from heat transfer/exchanges between the injected CO 2 and the formation, contribute to the dynamics of underground activities (Hou et al. 2012; Norden et al. 2012; Singh et al. 2012) . Changes in reservoir temperature are dependent on the geological structure and variations in rock thermal conductivity (Norden et al. 2012) ; some aspects of Joule-Thompson cooling (JTC) and viscous heat dissipation (VHD) are illustrated in Singh et al. (2012) , while in Hou et al. (2012) the thermal process is incorporated with hydro-mechanical processes for the prediction of reservoir responses.
The interest in hydraulic fracturing is mainly because of its economic importance. It involves the initiation and subsequent propagation of fractures within rock formations and has been exploited extensively by the oil and gas industry to improve reservoir productivity. Hydraulic fracturing may occur naturally, when the minimum principal stress drops low and/or the fluid pressure becomes sufficiently high; moreover, it could be intentionally caused by injecting fluid into rocks at high velocities such that the fluid pressure within the rock exceeds the sum of the rock tensile strength and the minimum principal stress (Fjaer et al. 2008) .
The process of hydraulic fracturing is quite complex and several studies have been undertaken in an attempt to improve the understanding of the phenomenon. Theoretical and experimental investigations have been foremost in existing studies (Athavale and Miskimins 2008; Blair et al. 1989; Casas et al. 2006; Daneshy 1976 Daneshy , 1978 Elwood and Moore 2009; Hanson et al. 1981 Hanson et al. , 1982 Ishida 2001; Ishida et al. 2004; Matsunaga et al. 1993; McLennan et al., 1986, Medlin and Masse 1984; Murdoch 1993a, b, c; Parrish et al. 1981; Teufel and Clark 1984; Warpinski et al. 1982) . For instance, Daneshy (1976) was able to draw an inference between some rock properties and the amount of pressure required for fracture extension, thereby establishing the term 'fracturability index'; Daneshy (1978) determined the effect of the strength of the interface between layered rock formations, as well as their relative mechanical properties on the pattern of fracturing; Murdoch (1993a, b, c) carried out laboratory experiments and theoretical analysis to monitor pressure development and fracture propagation in soils; and more recently, Athavale and Miskimins (2008) compared patterns of hydraulic fracturing between laminated (layered) and homogeneous materials.
The advent of developments in numerical techniques has prompted more studies (Al-Busaidi et al. 2005; Alqahtani and Miskimins 2010; Boone and Ingraffea 1990; Boutt et al. 2007 Boutt et al. , 2011 Casas et al. 2006; Dean and Schmidt 2009; El Shamy and Zeghal 2005; Hoffman and Chang 2009; Jansen et al. 2008; Lam and Cleary 1986; Lujun et al. 2009; Papanastasiou 1997; Rungamornrat et al. 2005; Shimizu et al. 2009 Shimizu et al. , 2011 Warpinski et al. 1982; Yamamoto et al. 1999; Yew and Liu 1993) ; these have added flexibility that complement field/laboratory experiments which, on their own, have limited and controlled conditions. Examples of the application of numerical methods include the finite element modelling technique used by Alqahtani and Miskimins (2010) to determine the stress distribution caused by the application of predefined sets of triaxial stresses on layered block systems (to simulate laboratory experiments) and the use of finite difference techniques by Hoffman and Chang (2009) to model hydraulically fractured wells and predict productivity. In addition, Dean and Schmidt (2009) illustrated the capability of a multiphase/multi-component modelling technique that couples hydraulic fracturing with other processes such as flow through porous media, heat convection and conduction, solids deposition and poroelastic/ poroplastic deformation.
Considering the phenomenon at the particle level, attempts have been made to study fluid-solid interactions including hydraulic fracturing by coupling DEM techniques with continuum methods of modelling fluid dynamics. This has been applied in the study of hydraulic fracturing , in sand production problems (Boutt et al. 2011) , in studying the behaviour of sandy deposits when subjected to fluid flow (El Shamy and Zeghal 2005) and to simulate simple cases of natural hydraulic fracture propagation (Boutt et al. 2007 ). Also, DEM techniques incorporating embedded fluid flow algorithms have been used to model acoustic emissions (AE) during studies of hydraulic fracturing (Al-Busaidi et al. 2005) and to investigate effects of viscosity and particle size distribution (Shimizu et al. 2011) . In this approach, the material is first characterised at the particle level before being scaled up to comprise of particle assemblies with dimensions and resolutions dependent on the geometric size of the phenomenon to be investigated. The formation material is characterised as an assembly of interacting discrete particles with inter-particle bond breakage and particle separation representing crack formation and cavity initiation, respectively.
This study explores the DEM technique and extends its application to a simplified reservoir scale model consisting of an injection well and a far reach production/abandoned well within a homogeneous formation. The fluid (CO 2 )-rock material interactions are scrutinised and more specifically fracturing events as a result of fluid flow rate and the pore pressure build-up are examined.
Simulation procedure

Mechanics of particle assembly
The applied modelling formulation consists of a coupled DEM-CFD (computational fluid dynamics) scheme, implemented via particle flow code (PFC2D) (Itasca Consulting Group 2008). The method simulates the mechanical behaviour of a collection of particles that may vary in size and shape. The term particle as used here represents a finite entity that occupies space and although the particles can be displaced independently, they interact with each other through contacts. The mechanical behaviour is thus portrayed with respect to the displacement of particles and the forces existing at the position of inter-particle contact. The particles are regarded as rigid bodies connected through contacts, and the extent of overlap between particles is associated to the contact force by the force displacement law. Newton's law of motion forms the basis that relates forces with the resulting motion of particles. Where bond exist at contact between particles, the bond can only be broken when the bond strength is exceeded by inter-particle forces. The model dynamics is depicted via calculations using a timestepping algorithm that assumes within each timestep a constant velocity and acceleration, with the timestep set to very small values such that vibrations from a given particle do not propagate further than the closest particles.
Particle behaviour is governed by two basic laws: the law of force-displacement and the law of motion. The force-displacement law defines the contact force between two entities in terms of their stiffness and the relative displacement between the entities. The contact force F i is resolved into normal and shear components. This is given as (Itasca Consulting Group 2008): The normal contact force vector is given by
where K n is the normal stiffness and U * n i is the displacement.
The shear contact force is calculated incrementally and is determined as the sum of the old shear force vector at the start of the timestep F * s i n o rot2 , after rotation to account for motion of the contact plane, and the shear elastic force-
The new shear contact force is then given as
where k s is the shear stiffness at the contact, expressed as a tangent modulus and DU * s i is the shear component of the contact displacement increment within the timestep, Dt.
The movement of particles is determined by applying the law of motion to obtain the resultant force and moment acting on each particle. Thus, movement is described in terms of the translational displacement of the particle position and the rotation of the particle. The law of motion comprises two equations. Translational motion is expressed in vector form as
where F * i is the resultant of all external forces acting on the particle; m is the particle mass, * € x i is the particle acceleration and g * i is the body force acceleration, such as due to gravity. For rotational motion, the resultant moment M * i acting on a particle is equated to the angular momentum _ H * i of the particle, given as
Fluid flow coupling algorithm
To account for fluid flow, CFD was coupled with DEM using a fixed coarse-grid scheme that solves locally averaged two-phase mass momentum equations for the fluid velocity and pressure, presented as a generalised form of the Navier-Stokes equation modified to account for fluidsolid interaction. Although the grid scheme models fluid flow as a continuum, it supports the simulation of fluidsolid interaction which is done by overlaying the particle assembly by the fluid grid system. Timesteps for the two overlapping schemes are managed such that the mechanical timestep used for particle motion is considerably greater than the fluid timestep. The Navier-Stokes equation is modified to account for two-phase (solid-fluid) flow, assuming an incompressible fluid phase with constant density. It is expressed as
The continuity equation (conservation of mass) equation is
where q f is the fluid density, is the porosity, v ! is the interstitial velocity, p is the fluid pressure, l f is the dynamic viscosity of the fluid and f ! b is the body force per unit volume. Fluid-particle interaction forces are described via the forces applied by particles on fluid and vice versa. The drag force (body force per unit volume experienced by the fluid) exerted by particles on the fluid is
where b is the fluid-particle friction coefficient and u ! is the average relative velocity between fluid and particles. In response an equal and opposite force is applied by each fluid element on particles in proportion to the volume of each particle. This drag force, for each particle, is given as
Considering the force due to buoyancy, the total force exerted by fluid on a particle is
where R is the particle radius and g ! is the acceleration due to gravity. Apart from the distinct problem definition, the numerical methodology employed here differentiates this work from those presented in . The major differences lie in the mode by which fluid flow is incorporated within the DEM particle assembly. In , a fully coupled technique that involves an embedment of the flow of a deformable fluid within a particle assembly was applied. This has several advantages, such as the ability to adapt the flow domain to irregular geometries and configurations, the ability to apply flow parameters, for instance, pressure at remote points and along irregular configurations. It also handles strong pressure gradients effectively. Computations of fluid parameters are not based on the continuum approach since the fluid domain is fully embodied and discretised along with the DEM particles.
This work illustrates a field-scale application of the numerical procedure where fluid flow is accounted for via a fixed coarse-grid fluid scheme that solves relevant fluid flow equations to derive cell-averaged quantities of pressure and velocity. The equations governing fluid flow (Continuity and Navier-Stokes equations) are solved numerically by the finite difference method to determine the pressure and fluid velocity vector at each cell. Computation of fluid parameters is based on the continuum approach and the fluid domain is independently discretised using a grid system superimposed on the particle assembly. The advantages of this method include flexibility in settings and adjustments of the grid and boundary conditions of the fluid domain which can be made to align with the particle assembly, relative ease in monitoring and extracting values of fluid flow variables, such as fluid pressure and fluid velocity, and the display of fluid velocity vectors. The use of any coupling method depends on the research objective (Table 1) .
Modelling conditions
Model geometry loading
The model geometric dimension is 8 9 12 m, scaled to represent a reservoir system consisting of an injection well close to the left boundary and a production/abandoned well close to the right boundary (Fig. 1) . All wells have uniform dimensions; however, a single perforation channel at the bottomhole is included in the injection well. The wells are spaced at a distance of 7 m (Tables 2, 3)
Initial and boundary conditions
The reservoir material consists of a single homogeneous formation material, which is initially unsaturated. This allows for the simulation of a single phase/single component flow process made up of CO 2 as the only fluid phase and a synthetic material, with similar properties to formation rocks, as the solid phase. In situ stresses were developed as a result of boundary stresses applied in the vertical and lateral directions (Fig. 1) . These boundary stresses represent overburden and confining conditions that give rise to the initial and changing in situ stresses within the 
Loading
Fluid (CO 2 ) was introduced by injection at the bottomhole section of the injection well (Fig. 2) . Three test runs were conducted with changes made to the flow rate for each test. The injection flow rates applied include 0.5, 0.75 and 1 m/s. All tests were run until stability in the occurrence of various key phenomena was achieved.
Spatial resolution
A (0.308 9 0.308) m grid size was used, constructed by discretising both flow domain and particle assembly into 26 9 39 active cells. The spatial resolution is given in terms of the ratio of grid size to particle size (G ratio ), where the size of the grid cell and particle size are denoted by the length and mean particle radius, respectively. The G ratio is hence denoted as
where R p av is the mean particle radius and G size is the grid size given as the length. For a mean particle radius of 0.03 m, G ratio = 0.1. According to a grid sensitivity analysis for a range of G ratio between 0.042 and 0.250, there is no significant variance in results.
Results and discussion
Comparisons were made to identify the controls within the reservoir system and to assess their contributing effect. The objective was to examine if the far reach wells could be affected by the fluid flow and fracturing process with respect to the following: the role played by operating variables such as the flow rate of injection and fluid pressure, the influence of the configuration of the well-reservoir system with respect to spatial distribution, the nature of occurring fractures and pattern of propagation, pressure build-up around the zone of fluid injection as well as the far reach regions, pressure distribution between the injection and production/abandoned well and fluid velocity distribution between the injection point and far reach regions. Figure 3 shows the early stage of fracture growth for an injection rate of 1 m/s, indicating an onset of fracturing caused by tensile failure at the vicinity of fluid injection. This is further buttressed in Fig. 5 where a comparison is drawn between the rates of tensile-and shear-induced fracture growth. At the onset of fluid injection, drag forces as well as fluid pressure build-up eventually overcome the minimum principal stress as well as the tensile strength of the rock. The initial period of fracturing is, therefore, dominated by tensile-induced cracks initiated around the edges of the perforation tunnel and extending mostly in the vertically upward and downward directions, which is also the direction of the minimum principal stress. Nevertheless, as fracturing progresses shear-induced fractures become more prevalent (Figs. 4, 5) due to the weakening of the rock material and the vertical and horizontal confinements. The vertical confining stress represents the lithostatic (overburden) stress, while the horizontal confining stresses act as a result of the surrounding rock mass supposedly spread out infinitely away from both wells. A similar pattern was observed when the fluid injection velocity was reduced to 0.75 m/s (Figs. 6, 7) . Another area of semblance is the point of intersection between the tensile and shear curves that occurred when tensile fracturing attained a given magnitude; although the time of this incident was delayed when fluid was injected at the rate of 0.75 m/s. In other words, for both injection velocities (1 and 0.75 m/s) tensile fracturing was dominant until a total magnitude of about 400 tensile cracks was formed. There was a point of inflexion signifying when shear fracturing begins to become proportionally greater than tensile fracture development (Figs. 5, 7) ; the implication of this is the occurrence of a similar trend in the fracturing process for fluid injection velocities within a given range. When the injection velocity was further reduced to 0.5 m/s, the rate of fracturing caused by tensile failure remained predominant throughout (Figs. 8, 9) , because of the low extent of tensile and shear fracturing. Notwithstanding, if the duration of fluid injection is sufficiently protracted and provided there is a comparable magnitude of pressure build-up, it is assumed the same pattern will be observed. What happens at the far reach region is of paramount interest, especially when fluid is introduced from the injection well at a velocity sufficient to cause fracturing. As observed in Figs. 4, 6 and 8, incidences of fracturing event take place at the far reach region, particularly at the proximity of the edges of the production/abandoned well, with the extent of fracturing becoming less severe with corresponding reductions in fluid injection velocity. For instance, when an injection velocity of 1 m/s was applied, the proliferation of fractures at the far reach well was very extensive (Fig. 4) , but when the injection velocity was lowered considerably to 0.5 m/s the extent of fracturing decreased (Fig. 8) . However, even at significantly low velocities, fracturing at far reach wells is anticipated to occur given sufficient elapse of time and pressure build-up.
An important feature to note is the nature of fracturing. As shown in Figs. 4, 6 , and 8, the mode of fracturing differs at both edges of the production/abandoned well. At the left well boundary, fracturing due to shear failure is prevalent and mainly caused by the restriction to the wall that prevents fluid flow and particle movement. Hence, the rock material around this zone has a propensity to fail due to shear and compressive stresses. This is not the case at the right well boundary. At this zone, fracturing caused by tensile failure is observed and attributed to lesser restrictions on fluid flow and particle movement such that the drag force is able to exert a normal force sufficient to overcome the tensile strength of the rock material as well as the lateral confining stresses.
It is also vital to recognise that fractures occurring at the far reach well are not necessarily propagated from the injection point. In fact, as clearly seen in Figs. 4, 6 , and 8, there is no visible connection between the fracturing events occurring at the surrounds of the injection zone and the fracturing events occurring at the vicinity of the production/ abandoned well. This is a significant phenomenon that demonstrates the isolated effects that may possibly occur at a distant region even when fracturing caused by injecting fluid is seemingly localised at the area of injection. Thus, it is feasible for fluid (in this case CO 2 ) injected through an injection well to enhance fracturing within the surrounds of a distant production/abandoned well which may consequently degrade the material strength of the rock mass, increasing its permeability which may lead to better oil recovery. In Fig. 10a -c, the rate of development of tensile fractures (Fig. 10a) , shear fractures (Fig. 10b) , and total fractures (Fig. 10c ) is compared for various fluid injection velocities. As anticipated, the rate of fracture development as well as the magnitude of tensile, shear and total fractures is proportional to the magnitude of fluid injection velocity.
The pressure evolution near the injection well and the surrounds of the production/abandoned well for an injection velocity of 1 m/s is shown in Fig. 11a , b, respectively. Similar plots are also presented for the fluid injection velocity of 0.5 m/s (Fig. 12a, b) . The trend of pressure development is similar to that earlier illustrated. They show an initial rise as the fluid pressure builds up, represented by a positive slope. After reaching a peak value, there is a pressure drop (represented by a negative slope) which is subsequently followed by a regime where the pressure value becomes stable. Even though the trends of pressure history seem to be qualitatively identical for varying positions and fluid injection velocities, there are major differences in terms of the magnitude. For instance, when fluid is injected at a velocity of 1 m/s the peak pressure attained at just 0.35 m away from the injection point is exceedingly high (Fig. 11a) ; however, for areas around the far reach well (production/abandoned well) the peak pressure is considerably lower (Fig. 11b) . Likewise, when the fluid injection velocity is lowered to 0.5 m/s, the peak pressure at 0.35 m from the point of injection is considerably lesser than is the case for higher injection velocities (Fig. 12) .
The magnitude and rate of pressure build-up is strongly affected by the value of fluid injection rate and the location referenced from the point fluid is introduced, despite the semblance in trend (Fig. 13) . This fact is further illustrated in Fig. 14a , b, where pressure profiles at different time periods and fluid injection velocities are depicted. There is a significant and almost linear drop in pressure away from the injection well. The same pattern occurs for decreasing injection rates. There is a substantial drop in pressure between 2.48 and 3.48 s which corresponds to the period commencing from when the peak pressure is reached to when it becomes stable. In addition, a comparison of pressure profiles for varying fluid injection rates, as presented in Fig. 15 , shows a corresponding reduction in peak pressures with decreasing injection rate.
Records of the interstitial velocity were also measured as a function of time at varying positions referenced from the injection point. This was performed for different magnitudes of fluid injection rate (Figs. 13-15 ). For each injection velocity, the interstitial velocities are several times higher in magnitude and are highly dependent on the permeability of the material, the porosity and the fluid viscosity.
The interstitial velocity, also referred to as the pore velocity, is related to the Darcy flux by the porosity. The Darcy flux represents the discharge rate and is divided by the porosity of the porous medium to account for the restrictions in flow within the material. Invariably, this results in an increase in fluid pressure at the pores. Figures 16 and 17 show an initial increase in interstitial velocities which become fairly stable for the rest of the test after reaching a maximum. The stretch of stable interstitial velocity values is much greater than the injection velocity (Figs. 16, 17 ) and indicates the non-formation and growth of cavities irrespective of the high extent of fracturing. It is expected that a drop in interstitial velocities will occur at areas where there is cavity development, mainly due to the increase in void spaces.
Velocity profiles are presented in Fig. 18a , b for various injection rates showing the spatial distribution of interstitial velocity at cumulative distances from the injection well. The pattern and magnitude remain consistent and independent of time. At regions closer to the injection well, there is a sharp drop in the interstitial velocity, but the gradient tends to become progressively flatter with distance. The velocity and (Fig. 19) indicates a drop in interstitial velocities as the injection rate is decreased.
Conclusion
An alternative procedure to study the geo-mechanical changes that occur due to the injection of fluid at high flow rates into porous media has been presented. The DEM modelling technique was used to investigate the hydraulic fracturing processes as a result of fluid (CO 2 ) injection into a reservoir formation. The fracturing phenomenon was studied at the inter-particle level, with fracturing deemed to have occurred following the breakage of inter-particle bonds and/or detachment of particles. Simulation tests were conducted on a hypothetical well-reservoir system, simplified and representing a homogeneous reservoir formation comprising of two wells. The effects of operating variables such as injection flow rate and fluid pressure were investigated with emphasis on the nature of occurring fractures and pattern of propagation, pressure build-up around the zone of fluid injection as well as the far reach regions, pressure distribution between the injection and production/abandoned well, and velocity distribution between the injection point and far reach regions. The Numerical test results show that for all cases the onset of fracturing is caused by tensile failure at the vicinity of fluid injection, as the drag forces and fluid pressure overcome both the tensile strength of the rock and the minimum principal stress. Hence, the first stage of fracturing, which mainly occurs at the edge of the perforation tunnel, is instigated by tensile failure and as such dominated by tensile cracks. However, the cumulative impact of degradation of the rock mass combined with the confining effect of the boundary stresses leads to the generation of shear- induced cracks which eventually become greater than tensile-induced cracks as a consequence of shear/compressive failure; this implies a prevalence of shear fracturing as the process continues. An important highlight from the numerical results is the incidences of fracturing that occur at far reach wells as a result of fluid injection from a distant injection well. Depending on the fluid injection flow rate as well as the duration of injection, it is possible for fractures to occur at the proximity of edges of wells (such as production/abandoned wells) located at distant areas. There is a lack of physical connection between fracturing events at the injection region and the isolated fracturing that subsequently takes place near the edges of the far reach well.
Fractures that occur at far distant wells due to injection of fluid from an injection well are not necessarily propagated from the injection point.
As anticipated the rate of fracture development as well as the magnitude of tensile, shear and total fractures is directly associated with the magnitude of fluid injection velocity. In addition, the magnitude of pressure build-up is highly influenced by the fluid injection rate and the distance from the position of injection. The pressure gradient indicates a substantial and approximately linear drop in pressure when measured at intervals away from the injection point and a comparison of pressure profiles for varying fluid injection rates show a corresponding reduction in pressure with decreasing injection rates. Pore velocity profiling analysis also show non-linear but analogous patterns to pressure profiles. Unlike the pressure profile, the pattern and magnitude of pore velocity remain consistent and independent of time. Nevertheless, a comparison of pore velocity profiles at varying fluid injection rates indicates a drop in pore velocities as the injection rate decreases.
The modelling technique permits the dynamic monitoring of geo-mechanical changes projected from the particle level, thereby facilitating the observation of the influence of controlling factors that affect mechanisms governing the underground injection and storage of CO 2 . Additional studies are essential for quantitative validations and applications to actual reservoir environments.
