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Предложен метод применения идеологии обучения с подкреплением на архитек-
туру конечных вероятностных автоматов, описана схема физического агента, осу-
ществляющего обучение типу четвероногой ходьбы, характерному для ранних этапов 
эволюции земноводных, рассмотрена модель управляющей системы на основе предло-
женного метода для обучения такому типу ходьбы и реализация мобильной робототех-
нической платформы, сконструированной для практической проверки работоспособно-
сти метода. По результатам экспериментов сделаны выводы об оптимальных парамет-
рах метода, о его особенностях и о его эффективности. 
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По мере усложнения задач, которые практика ставит перед специа-
листами, разрабатывающими кибернетические системы, называемые также 
агентами (см., напр. [1]), усложняется, соответственно, с одной стороны, 
работа инженеров-конструкторов, а с другой – работа программистов, со-
здающих все более и более сложные программные комплексы для управ-
ляющих систем (далее – УС), формирующих усложняющееся поведение 
кибернетических агентов. Возрастание объема и сложности инженерной и 
программистской работы неизбежно приводит, во-первых, к увеличению 
затрат на разработку новых программных и робототехнических комплек-
сов, а во-вторых, к росту числа ошибок при проектировании и реализации 
таких систем. В какой-то момент возникает ситуация, когда решить оче-
редную задачу разработчик уже просто не в состоянии, поскольку ее ре-
шение традиционными методами требует слишком больших затрат. 
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Для преодоления такого рода преград, встающих перед специали-
стами-кибернетиками, был предложенряд подходов. Один из них имеет 
фундаментальный характер и известен под названием машинного обуче-
ния. Суть его такова: вместо того, чтобы вкладывать в агента все новые и 
новые алгоритмы, на разработку и проверку которых у математиков и про-
граммистов уходит все большее количество сил и средств, предлагается 
создать агента таким, чтобы он смог обучаться новым навыкам более или 
менее самостоятельно и находил бы алгоритмы поведения автономно, без 
непосредственного участия конструктора или программиста. 
Идеи машинного обучения разрабатывались в той или иной форме 
начиная с 1940-1950-х годов (см. [2]-[4]). С середины 1990-х годов в связи 
со значительным ростом вычислительных мощностей и повышением до-
ступности микропроцессорной техники машинное обучение переживает 
новый этап бурного развития. К настоящему времени имеется большое 
разнообразие методов машинного обучения (см., например, [5], [6]). В 
данной работе применяется метод, известный как обучения с подкреплени-
ем. В фундаментальном труде [7] говорится: «Когда мы размышляем о са-
мой природе обучения, первой, вероятно, возникает идея о том, что мы 
обучаемся через взаимодействие с окружающей средой» [7, с. 12]. Оцени-
вая роль разнообразных контактов развивающегося организма со средой, 
авторы отмечают, что «обучение через взаимодействие – основополагаю-
щая идея, на которой базируются почти все теории обучения и интел-
лекта» [7, с. 12]. 
Методы машинного обучения традиционно делят на два класса, из-
вестные как обучение с учителем и обучение без учителя (см., например, 
[6]). Обучение с подкреплением относится ко второму из этих классов. 
Здесь обучаемому не говорят, какое действие следует предпринять, как это 
имеет место в методах обучения с учителем, вместо этого он осуществляет 
попытки выполнять различные действия и затем выбирает те из них, кото-
рые приносят ему в итоге наибольшее вознаграждение. «Эти две характе-
ристики – поиск методом проб и ошибок, а также отсроченные поощре-
ния – представляют собой две наиболее важные отличительные черты 
обучения с подкреплением» [7, c. 13]. 
Следует отметить существенную связь данного класса методов ма-
шинного обучения с развитием эволюционной парадигмы в области кибер-
нетики и робототехники. Эволюционный подход (см. [8], [13], [15]-[17]) в 
этой области базируется на идее постепенного развития агентов, постепен-
ной трансформации их структуры. Речь при этом может идти как об изме-
нениях только в УС ([8], [15]), так и о конструктивных трансформациях 
([9]-[11]). Особый интерес представляет коэволюционный подход, сочета-
ющий развитие управляющей и сенсомоторной систем агентов ([12], [13]). 
Развитие УС, следующее за развитием сенсомоторной системы агента, хо-
рошо согласуется с традиционным взглядом на биологическую эволюцию 
и требует внимательного исследования. 
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В данном контексте особую значимость приобретают те направления 
робототехники, которые опираются на положение, что при конструирова-
нии агентов следует в той или иной мере ориентироваться на биологиче-
ские прототипы. Этот подход, называемый иногда «бионическим», имеет 
несколько направлений, определяющихся тем, какой именно аспект и ка-
ких именно биологических агентов берется в качестве прототипа. При-
знанные авторитеты в области эволюционной робототехники, ЙенсКобер и 
Ян Петерс в работе [14], посвященной  исследованию моторных и пове-
денческих примитивов, рассматривают вопросы научения агентов дей-
ствиям, инспирированным биомоторикой человека, решающей каждый раз 
ту или иную конкретную задачу, например, удар по мячу или ловлю мяча в 
играх типа тенниса или бейсбола, бросание дротика или мяча в цель и тому 
подобное. Для обучения агента таким двигательным навыкам, как правило, 
используются именно методы класса обучения с подкреплением, что под-
тверждает значимость этого класса методов для решения задач эволюци-
онной кибернетики и робототехники.  
В настоящей работе показано, как УС,базирующаяся на архитектуре 
конечных вероятностных автоматов, естественным образом согласуется с 
методами класса обучение с подкреплением,поставлена и решена задача 
разработкии оптимизации параметровметода класса обучения с подкреп-
лением дляУС, базирующейся на такой архитектуре. Следует отметить, что 
до настоящего времени естественная связь между методами класса обуче-
ние с подкреплением и архитектурой конечных вероятностных автоматов 
отмечена не была и, соответственно, задача конкретизацииметода обуче-
ния с подкреплением для данной архитектуры не ставилась. Помимо тео-
ретической, исследование содержит также экспериментальную часть. Для 
изучения когнитивной динамики построенной на указанных принципах си-
стемы была специально сконструирована мобильная робототехническая 
платформа, реализующая возможность самообучения робота способам 
четвероногого хождения, характерным для ранних этапов эволюции зем-
новодных. В нескольких сериях экспериментов с данной мобильной плат-
формой изучены и оптимизированы внутренние параметры метода и сде-
лан ряд выводов относительно особенностей, а также эффективности при-
менения метода обучения с подкреплением к УС, реализованной в виде 
конечноготривиального вероятностного автомата. 
Класс методов, известный как обучение с подкреплением (иногда ис-
пользуется также название «стимулирующее обучение»), опирается на мо-
дель поведения, описываемую в терминах стимул-реакция при наличии 
оценочной обратной связи(см., напр., [7]). Пусть агент в каждый момент 
времени 𝑡 может находиться в одной из множества ситуаций 𝑠𝑡 ∈ 𝑆. Пусть, 
кроме того, в момент времени 𝑡 агент может совершить одно из множества 
конструктивно доступных для него действий 𝑎𝑡 ∈ 𝐴. Таким образом, агент, 
попадая в ситуацию 𝑠𝑡, отвечает на нее некоторым действием 𝑎𝑡. Модель 
стимул-реакция дополняется идеей большего или меньшего поощрения 
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выбираемых агентом действий: пусть агент, выбирая в данной ситуации st  
некоторое действие at, получает некоторое вознаграждение tr R . При 
этом, если A и S – это произвольные алфавиты, то под R, как правило, по-
нимается некоторое числовое множество. 
Деятельность агента описывается как цепочка ситуация  → действие 
→ поощрение →ситуация →действие →поощрение → … В англоязычной 
литературе для описания процесса такого вида часто используют аббревиа-
туру «SARSA» от «State-Action-Reward-State-Action-...» (рис. 1).  
 
 
Рисунок 1. Модель поведения «SARSA» 
 
 
Задача обучения агента обычно ставится так: агент должен научиться 
выбирать действия таким образом, чтобы максимизировать суммарное по-
ощрение. В работе [7] сказано: «упрощенно говоря, целью агента является 
максимизация суммы всех вознаграждений, которые он получит в долго-
срочной перспективе» [7, с. 75]. Вообще говоря, цель может варьироваться 
от задачи к задаче, однако инвариантом метода все же остается тот или 
иной вид соотнесенности цели с получаемыми агентом на каждом шаге 
вознаграждениями. Это, впрочем, не означает, что стратегией агента долж-
на быть максимизация поощрения именно на данном шаге. Вопрос выбора 
агентом стратегии поведения может решаться различными способами.  
Нетрудно заметить, что язык методов класса обучение с подкрепле-
нием весьма близок языку теории конечных автоматов. Напомним, что в 
общем случае абстрактный автомат может быть описан (см., напр., [18]) 
как пятерка φ,ψА X ,Y ,S, , где 
X – множество входных сигналов (входной алфавит); 
Y – множество выходных сигналов (выходной алфавит); 
S – множество внутренних состояний (внутренний алфавит); 
φ: X S S  – функция переходов; 
ψ: X S Y  – функция выходов. 
Если S конечно, то и автомат называют конечным. Если функция пе-
реходов и/или функция выходов являются случайными, то автомат назы-
вают стохастическим, или вероятностным. Вероятностные автоматы рас-
смотрены в работах [19] и [20]. 
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Множество ситуаций можно, очевидно, сопоставить множеству вхо-
дов автомата, а множество действий – множеству выходов. После этого за-
дачу применения метода обучения с подкреплением для архитектуры ко-
нечных автоматов можно сформулировать так: требуется описать алго-
ритм, трансформирующий данный конечный автомат на основе цепочки 
вида SARSA, порождаемой взаимодействием данного автомата со средой. 
Иначе говоря, деятельность автомата описывается цепочкой вида SARSA, 
и эта же цепочка должна служить основанием для некоторой трансформа-
ции УС автомата, после которой улучшенный автомат порождает новую 
SARSA-цепочку, служащую в свою очередь основанием для следующей 
трансформации УС автомата – и так далее. Результатом ряда таких транс-
формаций должно стать улучшение работы автомата в том смысле, в каком 
это улучшение понимается в методе обучения с подкреплением, то есть, 
вообще говоря, в смысле увеличения значения совокупного поощрения, 
получаемого автоматом.   
В простейшем случае автомат имеет единственное состояние и, со-
ответственно, тривиальную функцию переходов. Рассмотрим случай 
управляющей системы на основе такого вероятностного автомата𝒰 =
〈𝑋, 𝑌, 𝑆, 𝜑, 𝜓〉 с единственным состоянием и со случайной функцией выхо-
дов. Пусть |𝑋| = 𝑁, |𝑌| = 𝑀. В этом случае 𝑆 = {𝑠0}, 𝜑(𝑠0) = 𝑠0, а 𝜓 =
{𝜓𝑖𝑗} − стохастическая матрица размером 𝑁 × 𝑀, в которой элемент 𝜓𝑖𝑗 – 
это  вероятность того, что при появлении на входе сигнала 𝑥𝑖 в качестве 
ответа автоматом будет выбрано действие 𝑦𝑗. 
SARSA-последовательность для определенного таким образом авто-
мата имеет вид𝑥1𝑦1𝑟1𝑥2𝑦2𝑟2 … 𝑥𝑡𝑦𝑡𝑟𝑡 … , где 𝑟𝑡 является элементом число-
вого множества и имеет смысл подкрепления (поощрения). Примем, что 
инициальным значением для матрицы выходов являются 𝜓𝑖𝑗 = 1/𝑀. Это 
значит, что для любого входного символа автомат с равной вероятностью 
выбирает любой ответ, то есть поведение автомата изначально полностью 
хаотично. Начав функционировать, автомат формирует SARSA-
последовательность, которая в некоторый момент времени 𝑡 = 𝑘 подверга-
ется анализу и трансформирует автомат следующим образом: во-первых, 
согласно некоторому правилу 𝒫 из SARSA-последовательности выбирает-
ся фрагмент от 𝑡∗ до 𝑡
∗, во-вторых, на основании этого фрагмента создает-
ся матрица 𝐴 = {𝑎𝑖𝑗} размером 𝑁 × 𝑀, элементами которой являются ко-
личества действительно произошедших за время от 𝑡∗ до 𝑡
∗ ответов 𝑦𝑗 на 
ситуацию 𝑥𝑖, иными словами, количества фрагментов вида … 𝑥𝑖𝑦𝑗 … в вы-
бранном согласно правилу 𝒫 фрагменте текущей SARSA-
последовательности. После этого матрица 𝜓 преобразуется по правилу 
𝜓 ≔ (1 − 𝜀) ∙ 𝜓 + 𝜀 ∙ ?̃?, где ?̃? – матрица, элементы которой определяются 
через элементы матрицы 𝐴 следующим образом:  ?̃?𝑖𝑗 = 𝑎𝑖𝑗 ∑ 𝑎𝑖𝑗𝑗⁄ , а пара-
метр 𝜀 ∈ [0; 1] отвечает за то, как сильно текущий опыт влияет на измене-
ние управляющей матрицы 𝜓. После всех этих шагов обновленный авто-
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мат снова формирует SARSA-последовательность, начиная тем самым но-
вый итеративный цикл. 
Для поддержания способности автомата к адаптации в модель вводит-
ся также параметр 𝜎 ∈ [0; 1], который уместно назвать «спонтанностью». 
Он отвечает за то, как часто автомат будет совершать случайные действия, 
не зависящие от  𝜓. Спонтанность делает поведение автомата более пла-
стичным, способным изменяться в ответ на изменения параметров среды. 
 Практическая часть исследования посвящена решению задачи обу-
чения робота четвероногому хождению описанным выше методом, при 
этом конструкция робота вдохновлена биологической эволюцией земно-
водных. 
Рассмотрение первоначальных этапов формирования навыков четверо-
ногого хождения приводит к изучению эволюционного перехода отдвижений 
рыбы к движениям ящерицы. На этом этапе характерный для движения рыбы 
изгиб позвоночника по рысканью при неподвижности лап-плавников при пе-
реходе к перемещению на суше долженбыть дополнен изгибом позвоночника 
по крену, и согласование этих двух движений уже должно, по-видимому, 
обеспечить начальное хождение. Компьютерное моделирование показывает, 
что, действительно, сочетание этих двух движений обеспечивает начальное 




Рисунок 2. Фазы движения компьютерной модели робота 
 
Для проверки возможности обучения такому типу хождения предло-
женным выше методом был построен соответствующий физический робот 
с двумя степенями свободы, одна из которых обеспечивает изгиб туловища 
по рысканью, а другая – по крену. Каждая из этих степеней свободы об-
служивается парой сервоприводов «MG996R Tower-Pro», работающих со-
гласовано. Управление осуществляется при помощи аппаратной платфор-
мы «ArduinoMega 2560» [21]. Для осуществления обратной связи исполь-
зуется ультразвуковой дальномер «HC-SR04». Робот имеет размеры 225 ×




Рисунок 3. Внешний вид мобильной робототехнической платформы 
 
 Пусть каждая из двух степеней свободы имеет по три фиксирован-
ных положения. Сочетание их комбинаций даст девять возможных поз. На 
вход УС робота будем подавать номер текущей позы, а выходным сигна-
лом пусть будет номер позы, которую робот примет в следующий момент 
времени. В обозначениях метода обучения с подкреплением имеем 𝑆 = 𝐴,  
и для всех 𝑖 выполняется 𝑠𝑖+1 = 𝑎𝑖. В качестве подкрепляющего воздей-
ствия 𝑟 будем рассматривать показания ультразвукового дальномера. Це-
лью обучения будет формирование локомоции, уменьшающей расстояние 
до плоского стационарного препятствия типа стены. 
Заметим, что перемещения из одной позы в другую не равнозатратны 
в энергетическом отношении. Присвоим номер «1» среднему положению 
степени свободы, а номера «0» и «2» – ее крайним положениям, затем про-
нумеруем все позы робота так: 𝑛 = 3 ∙ 𝑛1 + 𝑛2, где 𝑛 – номер позы робота, 
а 𝑛1 и 𝑛2 – номера положений первой и второй степени свободы соответ-
ственно. При такой нумерации матрица 𝐸 = {𝑒𝑖,𝑗} затрат энергии в неких 
условных единицах будет выглядеть как показано на рис. 4. 
 
 0 1 2 3 4 5 6 7 8 
0 0 1 2 1 2 3 2 3 4 
1 1 0 1 2 1 2 3 2 3 
2 2 1 0 3 2 1 4 3 2 
3 1 2 3 0 1 2 1 2 3 
4 2 1 2 1 0 1 2 1 2 
5 3 2 1 2 1 0 3 2 1 
6 2 3 4 1 2 3 0 1 2 
7 3 2 3 2 1 2 1 0 1 
8 4 3 2 3 2 1 2 1 0 
 
Рисунок 4. Матрица E энергетических затрат при смене поз робота 
 
Здесь на 𝑖, 𝑗-ом месте таблицы стоит затрата энергии для перехода из 
i-ой позы в j-ую ( 𝑖, 𝑗 = 0 … 8 ).  
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 Примем, что SARSA-последовательность в каждом цикле имеет по-
стоянную длину 𝑇. Выбор лучшего фрагмента последовательности будем 
осуществлять при помощи одного из следующих критериев: 
𝒫1:  (𝑟∗ − 𝑟
∗)/(𝑡∗ − 𝑡∗)
𝑝 ⟶ max  , 






⟶ max  , 
где 𝑝 – параметр, отвечающий за предпочтение длинных (при 𝑝 > 1) либо 
коротких (при 𝑝 < 1) цепочек. Первый из критериев учитывает только 
пройденный путь, второй учитывает также и энергетические затраты. Ди-
намику процесса будем фиксировать на графике кривой научения, изобра-
жающем зависимость суммарно пройденной в данном SARSA-цикле ди-
станции от номера этого цикла. 
 В первой серии экспериментов изучалась зависимость обучения от 
значения параметра 𝜎 (спонтанность). Эксперименты проводились при 
следующих значениях параметров: 𝒫 = 𝒫1, 𝑝 = 0,75, 𝜀 = 0,9, 𝑇 = 30. На 
рисунках 5 – 7 приведены графики кривой научения для значений σ =
0,02, σ = 0,01 и σ = 0 соответственно. 
 
 

















































Рисунок 7. Примеры кривой научения для σ = 0 
 
 Из рисунков видно, что при уменьшении значения σ изломанность 
графика падает, обучение становится более уверенным. Средний пробег 
составил 23-26 для σ = 0,02, 26-29 для σ = 0,01 и 31-34 для σ = 0.По ре-
зультатам этой серии экспериментов сделан вывод, что отличающаяся от 
нуля спонтанность в целом ухудшает кривую обучаемости тем больше, 
чем больше значение σ. В дальнейших экспериментах принималось σ ≤
0,005. 
 Во второй серии экспериментов изучалась зависимости обучения от 
значения параметра 𝑝. Эксперименты проводились при 𝒫 = 𝒫2, σ = 0,005, 
𝜀 = 0,9, 𝑇 = 40. На рис. 8 и 9 приведены графики научения для значений 
𝑝 = 0,5 … 1,25 с шагом 0,25 и 𝑝 = 2, 3, 4, 8 соответственно. 
Эксперименты этой серии показали, что наилучшие для обучения 







), как правило, кривая обучения портится довольно сильно: 
слева от этого интервала обучение становится медленным, а справа – вы-
бираются неэффективные способы ходьбы (аллюры). 
Изучение аллюров не потребовало дополнительных экспериментов, 
поскольку в каждом опыте способ хождения, который формировался в 
процессе научения, фиксировался, и в дальнейшем весь этот эксперимен-
тальный материал был проанализирован и обобщен.В ходе проведенных 
серий экспериментов при различных значениях набора параметров было 
обнаружено, что способ хождения не является для робота константой, од-
нако при каждом конкретном выборе значений параметров как правило 
наблюдается какой-то один доминирующий способ. Так, при значениях 
𝑝 < 2 чаще всего реализуется трехчастный способ хождения, представлен-
ный матрицей 𝜓 на рис. 10, а при 𝑝 ≥ 2 – пятичастный способ, представ-

























































































1 3 5 7 9 11131517
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0,11 0,11 0,11 0,11 0,11 0,11 0,11 0,11 0,11 
0,11 0,11 0,11 0,11 0,11 0,11 0,11 0,11 0,11 
0,11 0,11 0,11 0,11 0,11 0,11 0,11 0,11 0,11 
0 0 0 0 0 0 0 0 1 
0 0 0 1 0 0 0 0 0 
0,11 0,11 0,11 0,11 0,11 0,11 0,11 0,11 0,11 
0,02 0,02 0,02 0,02 0,02 0,02 0,02 0,82 0,02 
0 0 0 0 0 0 0 0 1 
0 0 0 0 1 0 0 0 0 
 
Рисунок 10. Предпочитаемый способ хождения при p < 2 
 
0,11 0,11 0,11 0,11 0,11 0,11 0,11 0,11 0,11 
0,11 0,11 0,11 0,11 0,11 0,11 0,11 0,11 0,11 
0,11 0,11 0,11 0,11 0,11 0,11 0,11 0,11 0,11 
0 0 0 0 0 0 1 0 0 
0 0 0 1 0 0 0 0 0 
0,11 0,11 0,11 0,11 0,11 0,11 0,11 0,11 0,11 
0 0 0 0 0 0 0 1 0 
0 0 0 0 0 0 0 0 1 
0 0 0 0 1 0 0 0 0 
 
Рисунок 11. Предпочитаемый способ хождения при p ≥ 2 
 
Оценивать формируемые в процессе обучения способы движения 
можно как с точки зрения среднего пробега, так и с точки зрения энер-
гоэффективности. Приведем таблицу аллюров, наложенную на матрицу 
энергозатрат 𝐸 (рис. 12). 
Зная средний пробег для каждого из этих аллюров можно вычислить их 
эффективность. Вычисление показывает, что эффективность аллюров из-
меняется в пределах от 0.4 (аллюр «д») до 0.9 (аллюр «в»). Наиболее часто 
агент выбирал аллюры «а» и «б» (со значениями эффективности 0.8 и 0.67 
соответственно). Наиболее эффективный аллюр «в» в нескольких десятках 
экспериментов был выбран агентом всего в одном случае и при значении 
параметра 𝑝 = 1.5. 
 В ходе экспериментов было выяснено следующее. 
1. Разработанный метод класса обучения с подкреплением, приме-
ненный к УС на архитектуре вероятностного автомата, показал 
хорошие результаты: обучение занимает 2–3 цикла. 
2. Наилучшими параметрами метода являются 𝜎 = 0 ÷ 0.005, 𝜀 =
0.75 ÷ 1, 𝑝 = 0.75 ÷ 1.5. 
3. Существует множество способов хождения (не менее 9), выбор 
того или иного из них в большой степени случаен, однако на ве-
роятность выбора влияет значения параметра 𝑝. 
4. При 𝑝 < 1 агент, как правило, выбирает трехчастный способ хож-
дения «а» (эффективность 0.8), при 1 ≤ 𝑝 ≤ 1.5 – как правило, 
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способ «б» (эффективность 0.67), при 𝑝 > 1.5 часто выбираются 
малоэффективные способы «г» – «и». Наиболее эффективный 
способ хождения «в» (эффективность 0.9) был выбран агентом 
всего один раз, при 𝑝 = 1.5. 
 
 
Рисунок 12. Аллюры на сетке энергозатрат 
 
В настоящей работе предложена реализация метода класса обучение 
с подкреплением дляУС архитектуры вероятностных автоматов и проведе-
но его практическое исследование. Основой метода является алгоритм 
преобразования SARSA-последовательности в оператор, преобразующий 
стохастическую матрицу выходов вероятностного автомата УС агента. Для 
проверки действенности и оптимизации параметров разработанного мето-
да построена мобильная робототехническая платформа. Конструкция био-
морфного роботаразработана с опорой на принципы эволюционной робо-
тотехники и в целом следует анатомии первых земноводных, переходящих 
от движения в водной среде к четвероногому хождению по поверхности 
суши. Перед физическим агентом, обладающим двумя степенями свободы, 
дающими изгибы по рысканью и по крену, была поставлена задача само-
а б в 
г д е 
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стоятельного формирования поведения, обеспечивающего локомоцию по 
направлению к препятствию типа стена. В качестве подкрепляющего сиг-
нала было взято уменьшение расстояния до препятствия, измерение кото-
рого обеспечивается ультразвуковым дальномером робота. 
В результате нескольких серий экспериментов определены опти-
мальные значения параметров обучения. Эксперименты показали, что по-
сле оптимизации всех параметров обучение агента происходит весьма 
быстро: уже в третьем-четвертом цикле агент достигает максимально эф-
фективной локомоции. Оказалось, кроме того, что для описанной кон-
струкции робота существует не менее девяти различных способов пере-
движения (аллюров), и что выбор агентом того или иного аллюра в целом 
носит случайный характер, однако на вероятность выбора влияет один из 
внутренних параметров метода, отвечающий за селекцию фрагментов 
SARSA-последовательности. При этом имеется два наиболее часто выби-
раемых агентом аллюра, и эти аллюры имеют сравнительно высокие ха-
рактеристики энергоэффективности. 
Основным результатом работы является вывод о том, что предло-
женный метод обучения для архитектуры вероятностных автоматов, отно-
сящийся к классу методов обучения с подкреплением, демонстрирует вы-
сокую эффективность. Особо следует отметить сочетаемость предложен-
ного метода обучения с идеями эволюционной робототехники, что может 
послужить основой для разработки эволюционирующих робототехниче-
ских систем, постепенное естественное усложнение конструкции которых 
позволит избежать рисков, связанных с чрезмерным ростом затрат и оши-
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Анализ результатов автоматического детектирования торцов бревен 
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В работе приведен анализ сравнения результатов работы алгоритма автоматиче-
ского детектирования торцов бревен и ручного измерения диаметров торцов бревен. 
Выявлены ситуации, для которых проявляются ошибки при автоматическом выделе-
нии. Также установлено, что в целом автоматическое детектирование дает более точ-
ные результаты по сравнению с ручным измерением ввиду отсутствия человеческого 
фактора. 
Ключевые слова: Измерение, учет, анализ, тестирование. 
 
Основной особенностью круглых лесоматериалов является высокий 
уровень погрешностей при их учете. Измерения без погрешностей невоз-
можны. Для круглых лесоматериалов предельные погрешности измерения 
объема и контроля качества устанавливают на уровне от 3 % до 12 %, 
что значительно превышает предельные погрешности учета для других ви-
дов материалов. Значительные погрешности учета круглых лесоматериа-
лов обусловлены следующими основными причинами:  
а) неправильной формой бревен и штабелей, значительными колеба-
ниями плотности и влажности, наличием или обдиром коры;  
б) погрешностями экспертной оценки учетчиками признаков (поро-
да, пороки) и погрешностями визуального измерения показателей;  
