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Abstract 
In this paper, we study the protein threading problem, which was proposed for predicting 
a folded 3D protein structure from an amino acid sequence. Since this problem was already 
proved to be NP-hard, we study polynomial time approximation algorithms. We show several 
hardness results for the approximation, which includes a MAX SNP-hardness result. We also 
show approximation algorithms for a special case and a general case, where a graph representing 
interactions between amino acid residues is restricted to be planar in a special case. For this 
special case, we obtain a constant approximation ratio. @ 1999-Elsevier Science B.V. All 
rights reserved 
Keywords: Approximation algorithms; Protein threading; Protein folding; Computational biology 
1. Introduction 
The protein folding problem is, given an amino acid sequence (a string), to find its 
correctly folded 3D protein structure. It is one of the most important computational 
problems in molecular biology. Although this problem can be defined as a minimization 
problem, it is too hard to be solved directly. 
Recently, an indirect approach was proposed [3,5,6,8, 10, 131. In this approach, 
given an amino acid sequence and a set of protein structures (structural patterns), 
a structure into which the sequence is most likely to fold is computed. To test whether 
or not a sequence is likely to fold into a structure, an alignment between spatial 
positions of a 3D structure and amino acids of a sequence is computed using a suitable 
score function. That is, an alignment which minimizes the total score (corresponding 
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Fig. 1. The protein threading problem. 
to potential energy) is computed. This minimization problem is called the protein 
threading problem, and an alignment between a sequence and a structure is called a 
threading (see Fig. 1) [5,12,13]. Note that, in Fig. 1, gaps (insertions and deletions of 
amino acids) are not allowed in core regions, but allowed only in loop regions, where 
a protein structure is partitioned into core regions and loop regions. This assumption 
was used in Refs. [5,13] and seems biologically reasonable because insertions and 
deletions seldom occur in core regions. Thus, we also employ this assumption in this 
paper. 
A variety of studies have been done for the protein threading problem [3,5,8, 
10,12,13,18]. However, there are only a few studies that try to find an optimal thread- 
ing (i.e., a threading with the minimum score) [5, 12,13, 181. Bryant and Lawrence used 
exhaustive search to examine all possible threadings [5]. But, their method can only 
be applied to very small structures. Xu and Uberbacher proposed a polynomial time 
algorithm for a special case [ 181. But, their algorithm does not seem to be applicable 
to many protein structures. Lathrop proved that the protein threading problem is NP- 
hard [12]. However, Lathrop and Smith applied the branch-and-bound search technique 
to the protein threading problem in a clever way and succeeded to compute optimal 
threadings for proteins of medium size [ 131. 
Although Lathrop and Smith’s algorithm is very nice, too long time is required 
if it is applied to a large protein structure. Thus, this paper studies a computational 
aspect of the protein threading problem. Since it was already proved to be NP-hard, we 
study (polynomial time) approximation algorithms. Of course, approximate solutions 
are different from optimal solutions which correspond to 3D shapes. However, they 
are useful from the following reasons: the correct structure could be selected if the 
guaranteed error bound were sufficiently small; approximate solutions might lead to 
optimal solutions if it is combined with local search; approximate solutions might 
be useful for speeding up the branch-and-bound procedure. Note that approximation 
algorithms have been already proposed for the protein folding problem (not the protein 
threading problem) [ 1,9] although the considered models were too simple. 
In this paper, we first show that the protein threading problem is MAX SNP-hard, 
from which a constant size lower bound of performance ratio follows under the as- 
sumption of P # NP [2,17]. Moreover, we show a result suggesting that approximation 
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of the problem is much harder, using an approximation preserving reduction from the 
DENSE-k-SUBGRAPH problem, for which only an 0(n0.3885) ratio approximation al- 
gorithm is known [ 111. Next we consider a special case in which a graph representing 
interactions between cores (or, amino acid residues) is planar. This case corresponds 
to most of B-sheet substructures. Since the interactions between a-helices and other 
core regions are considered to be much weaker, it seems that this case covers most of 
protein structures. For this case, we show a polynomial time algorithm which approx- 
imates the optimal score within a constant factor. Finally, extending the idea used in 
a planar case, we obtain a polynomial time algorithm which approximates the optimal 
score within a factor of O(a) where A4 denotes the number of pairs of cores having 
strong interactions. 
In approximation algorithms, we use some decompositions of an edge set. These 
decompositions are similar to those in the book embedding [7]. However, our decom- 
positions are different from those because the ordering of vertices is fixed in our case, 
whereas an arbitrary ordering can be selected in the book embedding. 
2. The protein threading problem 
As mentioned in Introduction, the protein threading problem (PROTEIN THREAD- 
ING, in short) is, given a sequence and a 3D protein structure, to find an alignment 
(a threading) between the sequence and the structure with the minimum score. 
Lathrop and Smith defined this problem in a formal way [12, 131. In this paper, we 
modify their definition into much simpler form without loss of generality as follows 
(see Fig. 1). 
Input: Sequence s = sts2 . . . s, over a fixed alphabet C (usually IZ’/ = 20), core lengths 
Cl,C2 ,...,Gn, score function g(i,j, ti, 9) (g(i,j, tj, 9) > 0), 
Output: m-tuple t = (tl, . . . , t,) which maximizes score(t) = CiCi g(i,j, ti, $) under 
the condition that l<ti, ti+Ci<ti+l, tm+cmQn+ 1. 
Note that ti means the first position of core Ci in sequence s, where Ci denotes 
the ith core (with length ci). Thus, the condition of 1 < tl, ti + Ci < ti+l, tm + c, <rz + 1 
means that subsequences assigned to core regions must not overlap. Note also that, 
for each fixed pair of cores (Ci,Cj), g(i,j, ti,$) is a function from Ccl x Ccl to the set 
of positive reals, where ti and $ specify subsequences st, . . . .~~,+~,_1 and s’, . . . s~+~,_ 1 
respectively. Intuitively, g(i,j, ti, tj) represents pseudo energy (or strength of interaction) 
between Ci and Cj when st, . . . s~,+=~_I and st/ . . . ~~+~~-l are assigned to Ci and Cj 
respectively. Although various score functions have been proposed, most score functions 
can be expressed using this form and almost all score functions can be computed in 
polynomial time [ 131. Thus, we assume that an arbitrary score function can be included 
as a part of input if its value is computable in polynomial time for all i, j, ti, $. 
The above definition may look strange since it is defined as a maximization problem, 
while the protein threading problem is usually defined as a minimization problem. 
However, the protein threading problem is intrinsically a maximization problem as 
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well as the protein folding problem is [ 1,9]. Indeed, usual score functions can take 
negative values and the minimum score can become negative. Thus, by inverting the 
sign of values of score functions and by adding a constant factor, we can treat the 
protein threading problem as a maximization problem. This definition seems more 
natural when we consider approximation algorithms. 
In Lathrop and Smith’s definition, two kinds of score functions gl(i,ti) and gz(i,j,ti, 
9) are used, while only one kind is used in the above definition. However, letting 
g(i,i+ l,ti,ti+l)=gl(i,ti)+g2(i,i+ l,ti,ti+l), we can treat any score functions used by 
Lathrop and Smith. Although the lengths of loop regions are included in an input in 
Lathrop and Smith’s definition, the effect of loop regions can be taken into account in 
the above definition by adding a length of a loop region to a length of a core region 
and by modifying g(i,j,ti,$) suitably. Therefore, in the above definition, there is no 
loss of generality. 
We call t = (tl, . . . , t,,,) a threading if t satisfies the condition in the definition of the 
problem (i.e., 1 < tl, ti + ci < ti+l, tm + c, <n + 1). For an instance T of the problem, we 
associate a directed (multi) graph G( Vr, ET) such that Vr = {Cl,. . . , Cm}, ET = & U 
{(Ci,Ci+l)I 1 <iem}, where G={(Ci,Cj)Ii<j and I(ti,$)(g(i,j,ti,$)#O)}, where 
similar graph structure is defined in Ref. [ 121. Intuitively, G( Vr, ET) reflects the inter- 
actions between core regions: there exists an edge between two cores if their interaction 
is strong. G( VT, ET) also reflects 3D structure of a protein because the interaction be- 
tween two core regions is usually very weak if the distance between core regions is 
long. Note that G( VT, ET) can have multi-edges, where the maximum multiplicity is at 
most 2. 
In this paper, we consider two special cases: a case that the maximum vertex degree 
of G( Vr, ET) is bounded by a constant B, and a case that G( VT,ET) is planar. The 
former case is called PROTEIN THREADING-B. Most protein structures correspond 
to this case because ach core interacts with small number of other cores if we ignore 
weak interactions. Indeed, most scores become very small when the distance between 
residues exceeds a threshold value [12]. 
The planar case corresponds to P-sheet substructure, which appears in most core 
regions and is known as a kind of secondary structure (see Fig. 2) [4]. B-sheet consists 
of multiple /?-strands. To classify /I-sheet structures, topology diagram has been used 
[4]. In topology diagram, P-starnds are usually arranged parallel in a plane, and each 
/?-strand strongly interacts with at most two neighbor /?-strands. Thus, in most &sheet 
topology diagram 
Q-0 
Fig. 2. B-sheet and topology diagram. In this case, /& strongly interacts with /I, and 8~. 
T. Akutsu, S. Miyanol Theoretical Computer Science 210 (1999) 261-275 265 
substructures, G( VT, ET) can be considered a planar graph. Although other substructures 
(e.g., cr-helices) can appear in core regions, the interactions between cc-helices and other 
core regions are considered to be much weaker. Thus, good approximations would be 
obtained even if we do not consider the interactions between a-helices and other core 
regions. At least, this special case would be useful to identify b-strands in a given 
amino acid sequence. Identifying B-strands is also an important problem in molecular 
biology. 
In this paper, we consider polynomial time approximation algorithms. Recall that the 
performance ratio (approximation ratio) of an approximation algorithm for a maxi- 
mization problem is the worst-case ratio of the value of the optimal solution to the 
value of the approximate solution. If there exists an approximation algorithm with per- 
formance ratio f(n) for a problem X where n denotes the size of an input, we say 
that X can be approximated within a factor of f(n) [2]. 
3. Hardness results 
First, we show that PROTEIN THREADING is MAX SNP-hard even if the maxi- 
mum vertex degree is bounded by a constant B. Note that MAX SNP is a syntactically 
defined class [ 171 and it is proved that any MAX SNP-hard problem does not have 
a polynomial time approximation scheme unless P=NP [2]. That is, for each MAX 
SNP-hard problem, there exists a constant c (depending on a problem) such that this 
problem cannot be approximated within a factor of c in polynomial time unless P = NP. 
Note that the following theorem also gives a much simpler proof of NP-hardness of 
PROTEIN THREADWG than that in Ref. [12]. 
Theorem 1. PROTEIN THREADING-B is MAX SNP-hard 
Proof. We use L-reduction from MAX CUT for graphs of bounded vertex degree 
B - 2, where L-reduction is a standard reduction method for showing MAX SNP- 
hardness [ 171 and MAX CUT was already proved to be MAX SNP-complete even 
for graphs of maximum vertex degree 3 [17]. MAX CUT is, given an undirected 
graph G( V, E), to find a subset V’ 2 V maximizing the cardinal@ of the cut (i.e., the 
number of edges between V’ and V - V’). From G( V,E) of bounded degree B - 2 
where V = (01, . . . , vn}, we construct an instance of PROTEIN THREADING-B in the 
following way: 
n-01’s 
s=blOl . . . Oi over Z= (0, l}, c,=c2=...=c,=l, 
1 
s(i,j,&,tj)= 
if i<j, (Q,v~)EE and stZ #s+, 
0 otherwise. 
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. 
Fig. 3. Correspondence between the maximum cut and the optimal threading. 
Then, each threading corresponds to a cut and the score of a threading is equal to the 
size of the corresponding cut (see Fig. 3). 
Therefore, this reduction is L-reduction and the theorem follows. 0 
Note that, in the above proof (and the other proofs in this paper), we assume that 
an arbitrary (polynomial time computable) score function can be included as a part of 
input. Although this assumption is too strong, we may obtain the same or similar hard- 
ness results for limited class of score functions. For example, we can prove Theorem 1 
even if g(i, j, ti, 9) depends only on subsequences assigned to core regions (i.e., score 
function is a function from C* x C* to the set of real numbers) by associating differ- 
ent substrings with different vertices using binary codes. However, considering such a 
score function is not adequate because it does not reflect geometric or chemical struc- 
ture of a protein. Since simpler proofs are better and it is not known which subclass of 
score functions is adequate, we assume that an arbitrary score function can be included 
as a part of input. 
Next, we show a result suggesting that approximation of PROTEIN THREADING 
is much harder, using a reduction from the DENSE-k-SUBGRAPH problem [ll]. 
DENSE-k-SUBGRAPH is, given an undirected graph G( V,:E) and an integer k, to 
find a subset V’ C V of cardinality k with maximum number of edges (in the induced 
subgraph by V’). Although no lower bound of performance ratio has been proved, 
DENSE-k-SUBGRAPH is considered to be hard to approximate. Currently, an ap- 
proximation algorithm by Kortsarz and Peleg achieves the best performance ratio of 
o(nO.3**5) [ll]. 
Theorem 2. If PROTEIN THREADING can be approximated within a factor of 
f(/sl) in polynomial time, DENSE-k-SUBGRAPH can be approximated within a 
factor off (lV12) in polynomial time. 
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Proof. From an instance (G( V,E), k) of DENSE-k-SUBGRAPH where V = {vi,. . . , 
un}, we construct an instance of PROTEIN THREADING in the following way: 
n-1 n-1 n-1 n-1 II-kn 
s= 00 73altiCYSa2ba...‘ooa~~ over ,X=(0,1} 
where ai = 1 for all i, cl = ~2 = . . . = c,, = 1, 
1 
S(4j,h,$)= 
if i<j, (v~,z)~)EE and sti=,sy, = 1, 
0 otherwise. 
Then, a subset of cores {Ci 1 sg = 1) corresponds to a subset V’. From this observation, 
it is easy to see that the maximum score in PROTEIN THREADING is equal to the 
maximum number of edges in DENSE-k-SUBGRAPH. Moreover, given a threading t, 
we can obtain V’ G V of cardinality at most k having score(t) edges in polynomial 
time. Since IsI (length of s) is n*, the theorem holds. •i 
Note that in the above theorem, a factor of f( 1 V12) can be improved to a factor of 
f((k+l)IV) by ~1 g re acin n* - kn with n in the construction of s. 
If the maximum degree of G( V,E) is bounded by a constant, there is a trivial 
constant ratio approximation algorithm for DENSE-k-SUBGRAPH. In the construc- 
tion in Theorem 2, an instance of PROTEIN THREADING-B is constructed from 
such a graph. Thus, the above theorem does not suggest the hardness of PROTEIN 
THREADING-B. However, we can show a theorem that suggests the hardness of PRO- 
TEIN THREADING-B. 
Theorem 3. If PROTEIN THREADING-B can be approximated within a factor of 
f (IsI) in polynomial time, DENSE-k-SUBGRAPH can be approximated within a 
factor of f(21V13) in polynomial time. 
Proof. Modify the construction in Theorem 2 as follows: 
*nZ--n 2n~--n 26-n 2n=-n 2n3 -2!d 
s= 00 ~bl~b2bo...‘oob~bo over C={O,l} 
where each bi is a sequence of l’s with length n, 
cl=@ = ... =QnZ=l, 
g(h(i-- l)+j,2n(j- l)+i,t2n(i-l)+j,t*n(j_-l)+i)=l if O<i<jdn, 
(Ui,Uj) EE and sQ+~)+, =~t~~(,_~)+, = 1, otherwise g(i,j,ti,$)=O. 
In this case, G( VT,ET) is a graph of bounded degree 3. Note that consecutive cores 
C2n(i_i)+iC2n(i-i)+2 .. . &(i-t)+n correspond to a vertex Vi, and cores C2n(i-i)+n+l 
C2n(i-l)+n+* .. . C2n(i-1)+2n are introduced so that one bj does not correspond to multiple 
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vertices. Thus, the theorem can be proved using a similar argument as in 
Theorem 2. 0 
Note that, as in Theorem 2, a factor of f(2] V3 1) can be improved to f(2(k+ 1)1 V2]) 
by replacing 2n3 - 2kn2 with 2n2. 
Next, we consider a case that G( VT,ET) is planar. For this case, we will show a 
constant ratio approximation algorithm in the next section. But, even in this case, the 
problem remains NP-hard as shown below. 
Theorem 4. PROTEIN THREADING-B is NP-hard even if G( VT, ET) is planar. 
Proof. We use a reduction from the longest common subsequence problem (LCS) 
over a binary alphabet, which was already shown to be NP-hard [ 151. LCS is, given 
strings s1 =st . ..sft., s2=s:...si *,..., sk=sF...s,k, over Z’={O,l} and an integer L, 
to decide whether or not there exists a string s’ of length L such that s’ is a subsequence 
of si for all i<k. We assume without loss of generality that k is even. Let (si)-’ 
denote the reversed string of si (i.e., (si)-’ = s~,s~,_i . . .si). 
From an instance of LCS, we construct an instance of PROTEIN THREADING as 
follows: 
s=bs1aa(s2)-1aas3aa(s4)-1aa...sk-’aa(sk)-1b over C={O,l,a,b}, 
Cl = c2 = . . = c/4+3 = 1, 
1 if (163pQk- 1)(1<3qdL)(i=(L+2)p-q 
andj=(L+2)p+ 1 +q andst,=stjE{O,l}), 
g(i,j,ti,tj)= CI if (ld3p<k- l)(i=(L+2)p andj=(L+2)p+ 1 
( 
and st, = stj = a), 
0 otherwise. 
Note that G( VT, ET) becomes a planar graph in this case (see Fig. 4). We let a > kL. 
Then, it is easy to see that there exists a common subsequence s’ of length L if and 
only if there exists a threading t such that score(t) 2 (k - 1 )(L + a). 0 
4. Approximation in a planar case 
In this section, we show a constant ratio approximation algorithm for a special case 
of PROTEIN THREADING that an associated graph G( VT, ET) is planar. 
- 
To develop an approximation algorithm, we partition a set of edges ET into three 
subsets (see Fig. 5): E, (a set of upper edges), El (a set of lower edges), E, 
(a set of loop edges). First we show that an optimal threading can be obtained us- 
ing a simple dynamic programming algorithm if El = E, = 8 or E, = E,, = 8. Next we 
show an approximation algorithm with performance ratio 2 for a case of Ed = E, = 8. 
Combining those, we obtain an approximation algorithm with performance ratio 4. 
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Fig. 4. G( VT,E~) appeared in the proof of Theorem 4. Shaded part corresponds to LCS. 
-E. -.-._ _____ El EO 
Fig. 5. Partition of F into &, Et and I%,. In this figure, cores are arranged on a horizontal line where each 
core is denoted by a circle. 
Although we only describe a method to compute scores of approximate threadings, 
it can be modified for computing such threadings. 
4.1. An algorithm for upper edges 
- 
In this subsection, we asstmre that all edges in ET are upper edges (i.e., El = E, = 0). 
Note that, in this case, G( VT, ET U {(Cm, Cl )}) b ecomes an outplanar graph. Obviously, 
a case of E, = E,, =8 can be treated in an analogous way. First, we can see the 
following property from the fact that any two upper edges do not cross. 
Observation 5. Assume that (Ci, Cj) E E, holds and ti, tj are $xed. Then, the positions 
of ti+l,ti+2 , . , . , tj_1 do not afleet the scores of edges whose endpoints do not include 
any Of Ci+l,...,Cj-1. 
From this observation, we can develop a simple dynamic programming algorithm in 
the following way. 
We define score w(i, j,x, y) by 
w(i,j,X,y)=max 
t 
c 
i<h<k<j 
where the maximum is taken from all threadings t such that ti =x and tj = y (x < y). 
That is, w(i, j,x, y) denotes the maximum score for cores Ci, Ci+i,. . . , Cj under the 
condition that positions of Ci and Cj are fixed to x and y respectively. For each pair 
(Ci,Cj) such that (Ci,Cj)EE” or j=i+ 1, we compute w(i,j,x,y) (for all x,y). 
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Fig. 6. Example of a tree structure associated with a set of upper edges. 
For each pair (Ci,Ci) such that (Ci,Cj)E& orj=i+l, (Cij,Cit)EE” is called an 
ancestor if either i’ < i <j <j’ or i’ < i <j <j’ holds. Moreover, (Ci,, Cj, ) is called a 
parent of (Ci, Cj) if there exists no (Cifl, C,(l) such that (Ci,,, Cj,l) is an ancestor of 
(Ci, Cj) and (Cit, Cjt ) is an ancestor of (Gil,, Cj,, ). Then, a tree structure is induced by 
this relationship (see Fig. 6). Following this tree structure, we compute w(i,j,x, y)‘s 
from leaves to the root. 
For each (Ci, Cj) corresponding to a leaf (i.e., j= i + I), we let 
4i,j,x, Y) = g(i,_Lx, Y). 
For each (Ci, Cj) corresponding to an internal node, let (Ci = C,, , C,,, . . . , CP = Cj) be a 
sequence of cores such that (Ci, Cj) is a parent of ( Cr,, Cr,+, ), where rl < r2 < . . . < rP. 
For example, (Cl, C2, C.5, C7, Cs, Ctt, Ct2) is such a sequence for (Cl, Ct2) in Fig. 6(a). 
Here, we can assume that values of w(rq,rq+l,x, y)‘s are already computed before 
computing values of w(i,j,x, y)‘s. Then, we let 
w(i,j,x, y) = g(i,.Lx, v) + wt(J’,x, y), 
where wt(j,x, y) is computed by the following dynamic programming procedure: 
wl(rt,x,z) = 
0 if z=x, 
-cc otherwise, 
wl(rk+l,x,z)= max {wl(rk,x,u) + w(rk,rk+l,v)). 
uiz-c,k 
Note that w~(Q,x,z) denotes the maximum score for cores C,, , Cr,+t, . . . , C,, under the 
condition that positions of C,, and C,, are fixed to x and z respectively. 
Since it is easy to see that the score of an optimal threading is given by max,,,, w( 1, m, 
x, y) where we assume without loss of generality that (Cl, C,,,) E E,, we analyze the 
time complexity. First note that there are O(m) edges in Er because G( Vr, ET) is planar 
(with multiplicity at most 2) and lVr[ =m. For all (Ci,Cj) such that (Ci,Cj) EE,, or 
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Fig. 7. Example of a very simple loop case, where loop edges are described in upper half plane. In this 
case, an optimal threading can be computed using dynamic programming. 
j = i + 1 and for all x,y, we must compute w(i,j,x, y). Therefore, the number of 
w(i,j,x, y)‘s to be computed is O(mn2). Next note that, for each w(i,j,x, y), we must 
compute O(pn) values of wi(~,x,z) (recall that ri = i and rp =j). Since O(n) time is 
required per wi(~,x,z), O(pn2) time is required per w(i,j,x,y). Since ‘&ci,cj)EEu p 
is O(m), the total computation time is 0(mn4). 
However, WI’S used to compute w(i,j,x, y) can also be used to compute w(i,j,x, y’) 
for y’> y. Using this fact, the time complexity can be reduced to 0(mn3). 
Lemma 6. An optimal threading can be computed in 0(mn3) time if El = E, = 0 or 
E, = E, = 0, where we ignore the time for computing values of a score function. 
Note that from the construction in Theorem 4, computing an optimal threading is 
NP-hard if Ee # 8 and E, # 0. 
4.2. An approximation algorithm for loop edges 
In this subsection, we assume that all edges in % are loop edges (i.e., E,, = Et = 0) 
until Theorem 9. Such a case is called a loop case. Note that, in a loop case, the 
following property holds: for any two edges (Ci, C’), (Ci!, C’ ) E E,, j <j’ if i <if. 
First we begin with a very simple case (see Fig. 7) in which the following condition 
holds: there exists a number b (1 < b<m) such that every edge (Ci, Cj) E E, must 
satisfy i < b < j. For each i, j such that 1 <i < b and b d j<m, let Wb(i,j,x, y,z) be 
the maximum score (max, C lGhGi,bGkQjg(h, k th, tk)) under the condition that th + 
ch dz and tk 2~. Then Wb(i,j,x, y,z) is determined by the following recurrence (#) 
(see Fig. 7): 
%(1,&x, y,z)= 
g(l,b,x,y) if x+ci <z and y>z, 
-cc otherwise, 
wb(i,j,x, y,z> =s(i,j,x, y) 
+ 
i 
maxy/~y--c,_, wb(&j - l,x,y’,z) if (Ci,cj-1) E E,, 
max,! G~_+, wg(i - 1, j,x’, y,z) otherwise. 
By computing maxX,z,Y wb( 1, m, x, y,z) where x <z < y, we can obtain the maximum 
score in this very simple case. Since the total number of wb(i,j,x, y,z)‘s is 0(mn3) and 
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Fig. 8. Example of a simple loop case. &, can be partitioned into blocks. 
El SW___ E2 
Fig. 9. Partition of I?,, into Et and E2. 
O(n) time is required per wb(i,j,x, y,z), the total computation time is 0(mn4). How- 
ever, maxY~4Y+i_-cj_, wb(i,j- 1,x, y’,z) can be computed from maxY/Gy_c,_, wb(i,j- 1, 
X, y’,z) in O(1) time. Therefore, O(1) time is required per wb(i,j,x, y,z) and thus the 
total computation time is 0(mn3). 
Next we consider a case that there exists no three edges (Ci, C’), (Cif , Cj/ ), (Ci/l, Cj/r) 
in E, such that i’, i”, j’ <i and i < j” (see Fig. 8). In this case, E, can be parti- 
tioned into disjoint sets (blocks) B1, B2,. . . , Bh where each block Bi corresponds to 
a very simple case (see Fig. 8). This case is called a simple loop case, and we 
say that E, is simple. Let Z(Bk) = min{i 1 (Ci, Cj) E Bk}, m(Bk) = min{ j 1 (Ci, Cj) E Bk}, 
and r(Bk) = max{ j 1 (Ci, C’) E Bk}. For convenience, we define E(Bh+l) = r(Bh) and 
m(Bh+i) = ~(Bh+i ) = m. 
Lemma 7. An optimal threading can be computed in 0(mn3) time tf E,, is simple, 
where we ignore the time for computing values of a score function. 
Proof. Partition E,, into Bl,B2,. . . , BJ,. For any Bi and for any x,y (l<x<y<n), 
an optimal score under the condition that tl(Bi) =x and t,.(B,) = y can be computed 
using the recurrence (#). Since r(Bi) < l(Bi+l) holds, an optimal score for E, can be 
computed using a simple dynamic programming algorithm. Since the score for each Bi 
is computed in O(IBiln3) time and this simple dynamic programming procedure takes 
O(mn3) time, the total computation time is 0(mn3). 0 
Next we show that a loop case problem can be reduced to two simple loop case 
problems (see Fig. 9). 
Lemma 8. E, can be partitioned in 0(m2) time into two disjoint sets El and EZ each 
of which corresponds to a simple loop case. 
Proof. We use the following simple greedy algorithm: 
begin 
E, := 8; 
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for i:=l to m- 1 do 
for j:=i+ 1 to m do 
if (Ci,Cj) E& and El U {(Ci,Cj)} is simple 
then El :=El U {(Ci,Ci)}; 
E2 := E, - E1 
end 
Obviously, El obtained by this algorithm is simple. Here, we consider a partition of 
El into Bl, B2, . . . , Bh. Then, each edge (Ci, Cj) E E2 satisfies the following condition: 
there exists k such that m(Bk)<idr(Bk) and r(Bk)< j<m(Bk+l). Therefore, E2 also 
becomes simple. Moreover, this algorithm can be implemented so that it works in 
0(m2) time by maintaining l(Bi), m(Bi) and r(Bi) appropriately. 0 
Combining Lemmas 7 and 8, we can see that PROTEIN THREADING can be 
approximated within a factor 2 in 0(mn3) time if E, = El = 8. 
Finally, we obtain the following theorem. 
Theorem 9. For any polynomial time computable score function, PROTEIN 
THREADING can be approximated within a factor 4 in polynomial time if G( VT, ET) 
is planar. 
Proof. We use the following simple algorithm. First compute a planar embedding of 
G( VT, ET) and a partition of G into E,, El, El, E2. Next compute an optimal threading 
tU by letting El = El = EZ = 0. te, tl, 12 are computed in a similar way. Finally select 
the one (tmax) having the maximum score from t,, Q, ti, t2. 
It is easy to see that score(t-) > ( 1/4)score(t,ri) holds since 
score(t,t) <score(&) + score(Q) + score(tl) + score(t2), 
where topt denotes an optimal threading. Therefore, the performance ratio of this simple 
algorithm is at least 4. 
Since a planar embedding of G( Vr, ET) can be computed in O(] I’r I) = O(m) time 
- 
[16], we can obtain a partition of ET into E,,Et,El,Ez in O(m2) time. Therefore, the 
total computation time is 0(mn3) from Lemma 6, Lemma 7 and m <n, except the time 
for computing values of a score function. 
Since we need values of g(i, j, tip tj) for 0(mn2) quadruplets, the total computation 
time is bounded by some polynomial. 0 
5. Approximation in a general case 
In a planar case, an input edge set is decomposed into four edge sets, for each of 
which an optimal threading can be computed in polynomial time. This idea can be 
generalized for a general case. 
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In a general case, we partition ET into El, E2 , . . . , EN as follows. We sort edges of 
& so that (Ci, C;) precedes to (CJ,, Ck) if and only if i <h holds or i = h and j < k 
- 
hold. Then, we identify I = {j j (Ci, Cj) E ET} with a sequence of integers. 
It iS Well known that for any sequence of integers (il, i2,. . . , ik2+, ) there exists a 
monotonically increasing or decreasing subsequence with length at least k [14]. From 
sequence I, we find a longest monotone subsequence I’ and we let El be the set of 
edges corresponding to I’. From E T - El, we find a longest monotone subsequence 
and we obtain E2 in the same way. We repeat this procedure until the remaining edge 
set becomes empty. 
Note that each Ei becomes either a set of upper edges (in a case of decreasing 
subsequence) or a set of loop edges (in a case of increasing subsequence). If Ei is 
a set of loop edges, we decompose Ei into E,! and Ey as in Lemma 8. For each of 
decomposed edge sets, we compute an optimal threading. Finally, as in Theorem 9, 
we select a threading with the maximum score as an approximate solution. 
Using this algorithm, we have the following theorem. 
Theorem 10. For any polynomial time computable score function, PROTEIN 
THREADING can be approximated within a factor of O(a) in polynomial time, - 
where M = [ET I. 
Proof. First we evaluate the number of edge sets obtained by the decomposition. Since 
the number of edge sets is at most 2N, it is sufficient to bound N. Let ki be the 
number of remaining edges after El,. . . , Ei are removed. We assume without loss of 
generality that M is a power of 2. We prove that kya, <M/2 holds for sufficiently 
large M. 
Suppose kya, <M/2 does not hold. Then, from the property on the monotone 
subsequence, the size of Ei is greater than [ml for each i < [&VI. Thus, we have 
k[J;i?l dM - [v’X?l [&@!I <M/2, which is a contradiction. 
Using similar arguments repeatedly, we can prove kf(i) <M/2’ where f(i) = 
x;.=, [dwl. Th ere ore, f the number of edge sets N is O(a) and thus the 
approximation ratio is 0(&V). 
Next we analyze the time complexity. Finding a longest monotone subsequence of I 
can be done in 0( III*) time using a simple dynamic programming procedure. Therefore, 
the time required for computing a decomposition is C!zlM1 O((M/2i)2fi) = O(M*.‘). 
For each Ei, an optimal threading can be computed in O(mn3) time. Therefore, the total 
computation time is O(M2.5 +mn3 a) except the time for computing values of a score 
function. Since M<m2, it is O(m5 + m2n3). 
Since we need values of g(i,j, ti, ti) for 0(Mn2) quadruplets, the total computation 
time is bounded by some polynomial. 0 
Note that the above approximation ratio is O(fi) if the maximum vertex degree of 
G( Vr, ET) is bounded by a constant. 
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