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ON EIGENVALUE GENERIC PROPERTIES OF THE
LAPLACE-NEUMANN OPERATOR
JOSE´ N.V. GOMES1 AND MARCUS A.M. MARROCOS2
Abstract. We establish the existence of analytic curves of eigenvalues for the
Laplace-Neumann operator through an analytic variation of the metric of a
compact Riemannian manifoldM with boundary by means of a new approach
rather than Kato’s method for unbounded operators. We obtain an expression
for the derivative of the curve of eigenvalues, which is used as a device to
prove that the eigenvalues of the Laplace-Neumann operator are generically
simple in the space Mk of all Ck Riemannian metrics on M . This implies
the existence of a residual set of metrics in Mk, which make the spectrum
of the Laplace-Neumann operator simple. We also give a precise information
about the complementary of this residual set, as well as about the structure
of the set of the deformation of a Riemannian metric which preserves double
eigenvalues.
1. Introduction
In her seminal work Uhlenbeck [12] proved groundbreaking results on generic
properties for eigenvalues and eigenfunctions of the Laplace-Beltrami operator ∆g
on a closed n-dimensional Riemannian manifold (Mn, g). From a qualitative point
of view, one of the most beautiful results in [12] is the celebrated Theorem 8 assert-
ing that the set of all Ck Riemannian metrics g for which ∆g has simple spectrum
is residual in the separable Banach spaceMk of all Ck Riemannian metrics onMn,
for any 2 ≤ k < ∞ equipped with the Ck topology. Over the last four decades,
similar results were obtained in various directions. We refer to [2, 4, 8] and the
references therein for background on this subject.
In line with this theme, Micheletti and Pistoia [9, Theorem 4.1] have proposed a
sufficient condition for the set of the deformations of a Riemannian metric g onMn,
which preserve the multiplicitym ≥ 2 of a fixed eigenvalue λ(g) associated with g, to
be locally a submanifold of codimension 12m(m+1)−1 inside the Banach space S2,k
of all Ck symmetric covariant 2–tensors on M . They proved that such a condition
is easily fulfilled when n = 2 and m = 2, see [9, Theorem 4.3]. Explicit examples
were given, which are in accordance with their results. Shortly after, Teytel defined
a notion of meager codimension in an infinite-dimensional separable Banach space
(see [11, Section 2]) that can be used to give a precise information about the set of
metrics which the Laplacian has at least one eigenvalue with multiplicity greater
than one. The crucial step in approach of Teytel has been to impose a condition,
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which is closely related to the strong Arnold hypothesis for double eigenvalues but
significantly easier to check. We refer to [11] for a background on the strong Arnold
hypothesis.
Nevertheless very little work has been done so far to address issues about generic
properties of eigenvalues and eigenfunctions of the Laplace-Beltrami operator on
compact Riemannian manifolds, subjected to boundary Neumann conditions. To
shorten notation, it hereinafter will refer as Laplace-Neumann operator. The single
and most significant reason for this, is due to the difficulty of dealing with normal
derivatives of functions in boundary when g varies throughMk. Furthermore, even
with the help of important results from perturbation theory of linear operators,
usually available for the Dirichlet case, the Laplace-Neumann operator requires
own treatment.
Our purpose is to study some cases of generic properties for the Laplace-Neumann
operator on compact manifolds. It follows that every metric g ∈ Mk determines a
sequence
0 = µ0(g) < µ1(g) ≤ µ2(g) ≤ · · · ≤ µk(g) ≤ · · ·
of eigenvalues of ∆g counted with their multiplicities. We regard each eigenvalue
µk(g) as a function of g in Mk.
In Section 4, we ensuring the existence of eigenvalue-curves given by a real an-
alytic one-parameter family of Riemannian metrics g(t) on M . As is well-known,
these curves were already obtained in the Dirichlet case by Berger [1] using the
perturbation theory for linear operators of Kato [6]. However, we present a new
approach to prove this existence result, we believe that this technique is of indepen-
dent interest. Our strategy focuses on reducing the infinite-dimensional problem to
a finite-dimensional one and then use the Kato Selection theorem, as an optional
device. To reduce the dimension we shall use the method of Liapunov-Schmidt,
along the same lines of thinking as in [8]. After all, we will are in a position to
prove our existence result, see Proposition 1.
Thanks to Proposition 1, it makes sense to get a formula of Hadamard type for
the eigenvalues of the Laplace-Neumann operator, see Lemma 4. Now, we begin
by properly stating our results. Let λ0 be an eigenvalue of ∆g0 with multiplicity
m(λ0), we recall that there are a positive number ǫλ0,g0 and a neighborhood Vǫ in
Mk, such that for all g ∈ Vǫ one has∑
{|λ−λ0|<ǫλ0,g0}∩spec(∆g)
m(λ) = m(λ0). (1.1)
Indeed, equation (1.1) is a consequence of the continuity of a finite system of eigen-
values, see [6, Section 5, Chapter 4]. In this setting, we prove the following generic
result.
Theorem 1. Let Mn, n ≥ 2, be a compact oriented smooth manifold. Take g0 in
Mk, and let λ be an eigenvalue of the Laplace-Neumann operator ∆g0 of multiplicity
m ≥ 2. Take a positive number ǫλ,g0 and a neighborhood Vǫ of g0 in Mk as
in (1.1). Then for each open neighborhood U ⊂ Vǫ of g0 there is g ∈ U such that
all eigenvalues λ(g) of ∆g with |λ(g)− λ| < ǫλ,g0 are simple.
In what follows D stands for the set of all g ∈ Mk such that the eigenvalues of
the Laplace-Neumann operator ∆g are all simple. Each g ∈ D can be obtained as
a generic member of a differentiable family of self-adjoint operators A(q) indexed
by a parameter q ∈ Mk, see Section 5.
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Corollary 1. The set D is residual in Mk.
We obtain our results by using Hadamard type formulas for the eigenvalues (see
Lemma 4), which is more appropriate to the Laplace-Neumann case. Moreover,
such formulas give us, without much effort, the optimal tool to apply Teytel’s
approach [11] from which we prove:
Theorem 2. Let Mn, n ≥ 2, be a compact oriented smooth manifold.
(1) The set Mk\D has meager codimension 2 in Mk.
(2) Take g0 ∈Mk, and let λ be an eigenvalue of the Laplace-Neumann operator
∆g0 of multiplicity 2. Then, in a neighborhood of g0, the set of all g ∈ Mk
such that ∆g admits an eigenvalue λ(g) of multiplicity 2 near λ form a
submanifold of meager codimension 2 in S2,k.
(3) Consider the same set up as Item (2). Then, in a neighborhood of g0, the
set of all g ∈ Mk which preserves double eigenvalues, i.e., ∆g admits an
eigenvalue λ(g) of multiplicity 2 such that λ(g) = λ(g0), form a submanifold
of meager codimension 3 in S2,k.
2. Preliminaries
Let Mn, n ≥ 2, be a compact oriented n-dimensional smooth manifold with
boundary ∂M , and let g ∈ Mk. We consider the inner product 〈T, S〉 = tr(TS∗)
induced by g acting on the space of (0, 2)–tensors on M , where S∗ denotes the
adjoint tensor of S. Clearly, in local coordinates we have
〈T, S〉 = gikgjlTijSkl.
Furthermore, for f ∈ C∞(M) we have ∆gf = 〈∇2f, g〉 where ∇2f = ∇df is the
Hessian of f . We recall that each (0, 2)–tensor T on (M, g) can be associated to
a unique (1, 1)–tensor by g(T (X), Y ) := T (X,Y ) for all X,Y ∈ X(M). We shall
slightly abuse notation here by writing the letter T to indicate this (1, 1)–tensor.
So, we can consider the (0, 1)–tensor given by
(divT )(v)(p) = tr
(
w 7→ (∇wT )(v)(p)
)
where p ∈M and v ∈ TpM.
Before deriving our main results we need a well-known lemma which will be
crucial in the sequel.
Lemma 1. Let T be a symmetric (0, 2)–tensor on a Riemannian manifold (M, g)
and ϕ a smooth function on M . Then we have
div(T (ϕZ)) = ϕ〈divT, Z〉+ ϕ〈∇Z, T 〉+ T (∇ϕ,Z),
for each Z ∈ X(M), and we are considering the duality (divT )(Z) = 〈divT, Z〉.
Let t 7→ g(t) be a smooth variation of g such that (M, g(t), dvg(t)) is a Rie-
mannian manifold, where dvg(t) is the volume element of g(t), and let dσg(t) be
the volume element of g(t) restricted to ∂M . Denote by H a (0, 2)–tensor given
by Hij =
d
dt
∣∣
t=0
gij(t) and set h = 〈H, g〉. Similarly h˜ stands for the trace of the
(0, 2)–tensor H˜ induced by the derivative of g(t) restricted to ∂M . It is easily seen
that
d
dt
dvg(t) =
1
2
hdvg and
d
dt
dσg(t) =
1
2
h˜dσg.
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Since there is no danger of confusion, we will also write 〈 , 〉 to indicate the metric
g(t). Given X,Y ∈ X(M) we can write X = gij(t)xi(t)∂j and Y = gkl(t)yk∂l, with
xi(t) = 〈X, ∂i〉 and yk(t) = 〈Y, ∂k〉.
For ease of notation, let X˙ := gijx′i∂j and Y˙ := g
kly′k∂l, with x
′
i(t) =
d
dt
xi and
y′i(t) =
d
dt
yi. Then for every X,Y ∈ X(M) and every f, l ∈ C∞(M), the following
properties can be verified:
(P1) d
dt
〈X,Y 〉 = −H(X,Y ) + 〈X˙, Y 〉+ 〈X, Y˙ 〉
(P2) d
dt
〈∇tf,∇tl〉 = −H(∇f,∇l)
(P3) d
dt
〈νt,∇tl(t)〉 = −H(ν,∇l) + 12H(ν, ν)〈ν,∇l〉+ 〈ν,∇l′〉,
where νt =
∇tf
|∇tf |
and ∇t means the gradient with respect to g(t). Indeed,
d
dt
〈X,Y 〉 = d
dt
(
gij(t)xi(t)yj(t)
)
= −gikHklgljxiyj + gijx′iyj + gijxiy′j
= −H(X,Y ) + 〈X˙, Y 〉+ 〈X, Y˙ 〉
and this proves (P1). For (P2), observe that if X = ∇f then xi = 〈∇f, ∂i〉 = ∂if is
independent on t. For (P3), it suffices to note that νi =
1
|∇f |〈∇f, ∂i〉 which implies
ν′i =
1
2
1
|∇f |H(ν, ν)∂if so that 〈ν˙,∇l〉 = 12H(ν, ν)〈ν,∇l〉.
3. Ingredients for the Neumann Problem
Throughout this section t 7→ g(t) stands for a smooth variation of g.
Lemma 2. If ν is the exterior normal field at ∂M , then
d
dt
∣∣∣
t=0
ν(t) = −H(ν) + 1
2
H(ν, ν)ν.
Proof. Let f be a smooth function on M such that ν(t) = ∇tf|∇tf | . Note that
d
dt
∇tf = −gikgjsH(∂k, ∂s)∂if∂j = −gjsH(∇tf, ∂s)∂j
= −gjs〈H(∇tf), ∂s〉∂j = −H(∇tf).
Hence, we have
d
dt
∣∣∣
t=0
ν(t) = − 1
2|∇f |3 〈−H(∇f),∇f〉∇f −
1
|∇f |H(∇f) = −H(ν) +
1
2
H(ν, ν)ν.

Our next ingredient is an integral formulae, which provides a generalization of
Equation 3.3 due to Berger [1].
Lemma 3. The following holds for any f, l ∈ C∞(M).∫
M
l∆′fdvg =
∫
M
l
(1
2
〈dh, df〉 − 〈divH, df〉 − 〈H,∇2f〉
)
dvg,
where ∆′ := d
dt
∣∣
t=0
∆g(t).
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Proof. By Stokes’s Theorem∫
M
l∆g(t)fdvg(t) = −
∫
M
〈df, dl〉dvg(t) +
∫
∂M
l〈νt,∇tf〉dσg(t).
Applying properties (P2) and (P3), at t = 0∫
M
l∆′fdvg +
1
2
∫
M
lh∆fdvg =
∫
M
H(∇f,∇l)dvg − 1
2
∫
M
h〈df, dl〉dvg
+
∫
∂M
l
(
−H(ν,∇f) + 1
2
H(ν, ν)
∂f
∂ν
)
dσg
+
∫
∂M
l
h˜
2
〈ν,∇f〉dσg.
Rearranging this latter equation, we have∫
M
l∆′fdvg =
∫
M
H(∇f,∇l)dvg −
∫
∂M
lH(ν,∇f)dσg (3.1)
−1
2
∫
M
(
h〈df, dl〉+ lh∆f)dvg + 1
2
∫
∂M
l
(
h˜+H(ν, ν)
)∂f
∂ν
dσg.
Letting T = H , ϕ = l and Z = ∇f in Lemma 1, we get∫
∂M
lH(ν,∇f)dσg =
∫
M
div(H(l∇f))dvg (3.2)
=
∫
M
l
(〈divH, df〉+ 〈H,∇2f〉)dvg +
∫
M
H(∇f,∇l)dvg.
Moreover,∫
∂M
lh〈ν,∇f〉dσg =
∫
M
(
lh∆f + h〈df, dl〉)dvg +
∫
M
l〈df, dh〉dvg. (3.3)
Inserting (3.2) and (3.3) into (3.1), we obtain∫
M
l∆′fdvg =
∫
M
l
(1
2
〈dh, df〉 − 〈divH, df〉 − 〈H,∇2f〉
)
dvg
+
1
2
∫
∂M
l
(− h+H(ν, ν) + h˜)∂f
∂ν
dσg,
for all l ∈ C∞(M), which is sufficient to complete the proof of the lemma, since
h˜ = trg(H |∂M ) = h−H(ν, ν). 
In what follows, we obtain Hadamard type formulas for the eigenvalues of the
Laplace-Neumann operator.
Lemma 4. Let {φi(t)} ⊂ C∞(M) be a differentiable family of functions and λ(t)
a differentiable family of real numbers such that 〈φi(t), φj(t)〉L2(M,dvg(t)) = δji for
all t and { −∆g(t)φi(t) = λ(t)φi(t) in M
∂
∂νt
φi(t) = 0 on ∂M.
Then,
λ′(0)δji =
∫
M
〈1
4
∆(φiφj)g − dφi ⊗ dφj , H〉dvg. (3.4)
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Proof. Taking the derivative with respect to t at t = 0 in both sides of the equation
−∆g(t)φi(t) = λ(t)φi(t), we have −∆′φi −∆φ′i = λ′φi + λφ′i. Thus
−
∫
M
(φj∆
′φi + φj∆φ
′
i)dvg =
∫
M
(λ′φjφi − φ′i∆φj)dvg.
Since 〈νt,∇tφi(t)〉 = ∂∂νtφi(t) = 0 on ∂M , we deduce that
〈ν,∇φ′i〉 = H(ν,∇φi)−
1
2
H(ν, ν)〈ν,∇φi〉 = H(ν,∇φi) at t = 0.
Integration by parts gives
λ′δ
j
i = −
∫
M
φj∆
′φidvg −
∫
∂M
φj
∂
∂ν
φ′idσg
= −
∫
M
φj∆
′φidvg −
∫
∂M
φjH(ν,∇φi)dσg.
Whence,
−2λ′δji =
∫
M
φj∆
′φidvg +
∫
M
φi∆
′φjdvg +
∫
∂M
φiH(ν,∇φj)dσg
+
∫
∂M
φjH(ν,∇φi)dσg
=
∫
M
〈1
2
dh− divH, φjdφi + φidφj〉dvg −
∫
M
〈H,φj∇2φi + φi∇2φj〉dvg
+
∫
∂M
φiH(ν,∇φj)dσg +
∫
∂M
φjH(ν,∇φi)dσg
=
∫
M
〈1
2
dh, d(φiφj)〉dvg −
∫
M
φj
(〈divH, dφi〉+ 〈H,∇2φi〉)dvg
+
∫
∂M
φjH(ν,∇φi)dσg −
∫
M
φi
(〈divH, dφj〉+ 〈H,∇2φj〉)dvg
+
∫
∂M
φiH(ν,∇φj)dσg.
Next use divergence’s theorem together with Lemma 1 to deduce
−2λ′δji = −
∫
M
h
2
∆(φiφj)dvg + 2
∫
M
H(∇φi,∇φj)dvg
or equivalently
λ′δ
j
i =
∫
M
〈1
4
∆(φiφj)g − dφi ⊗ dφj , H
〉
dvg.

4. The existence result
We now describe the details of the proof of Proposition 1. Here, we use the
Liapunov-Schmidt method, along the same lines as done by Henry [4], and continued
by Marrocos and Pereira [8].
Specifically, we consider the Neumann-problem:{
(∆t + λ)u = 0 in M
∂u
∂νt
= 0 on ∂M,
(4.1)
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where (M, g0) is an orientable, compact n-dimensional Riemannian manifold with
boundary ∂M , ∆t := ∆g(t), t 7→ g(t) is an analytic variation of g0, with g(0) = g0,
and νt is a one-parameter family of unit exterior vectors along with (∂M, g(t)).
Lemma 5. Let λ0 be an eigenvalue of the Laplace-Neumann operator of multiplicity
m ≥ 2. Then for every ǫ > 0 there is δ > 0 so that for each |t| < δ, there exist
exactly m eigenvalues (computing their multiplicities) to the problem (4.1) in the
interval (λ0 − ǫ, λ0 + ǫ).
Proof. Let {φj}mj=1 be an orthonormal basis associated with λ0, and let
Pu =
m∑
j=1
φj
∫
M
φjudvg0
be the orthonormal projection on the corresponding eigenspace. As it is well-
known, P induces a splitting L2(M, dvg0) = R(P )⊕N (P ) so that any function u
in L2(M, dvg0) can be written as u = φ + ψ, where φ ∈ R(P ) = ker(∆ + λ0) and
ψ ∈ N (P ).
With this in mind, the Neumann-problem can be equivalently viewed as a system
of equations, as to the system:

(I − P )(∆t + λ)(φ + ψ) = 0 in M
P (∆t + λ)(φ + ψ) = 0 in M
∂
∂νt
(φ+ ψ) = 0 on ∂M.
(4.2)
To solve it, we first observe that since φj and ψ are orthonormal, by the diver-
gence theorem we must have
P (∆ + λ)ψ =
m∑
j=1
φj
∫
M
φj(∆ + λ)ψdvg0 =
m∑
j=1
φj
∫
∂M
φj
∂ψ
∂ν
dσg0
which implies
(∆ + λ)ψ = (I − P )((∆ + λ)ψ)+
m∑
j=1
φj
∫
∂M
φj
∂ψ
∂ν
dσg0 .
Thus, we get
(∆ + λ)ψ + (I − P )(∆t −∆)(φ+ ψ)−
m∑
j=1
φj
∫
∂M
φj
∂ψ
∂ν
dσg0 = 0.
Moreover, the part concerning the boundary in (4.2) can be rewritten as
∂ψ
∂ν
+
(
∂
∂νt
− ∂
∂ν
)
(φ + ψ) = 0.
Hence solving the first and third equations of (4.2), is equivalent to finding the
zeros of the application
F : R× R×R(P )×H2(M) ∩ N (P ) −→ N (P )×H 32 (M)
(t, λ, φ, ψ) 7→ (F1(t, λ, φ, ψ), F2(t, λ, φ, ψ)),
where

F1 = (∆ + λ)ψ + (I − P )(∆t −∆)(φ + ψ)−
m∑
j=1
φj
∫
∂M
φj
∂ψ
∂ν
dσg0
F2 =
∂ψ
∂ν
+
(
∂
∂νt
− ∂
∂ν
)
(φ+ ψ).
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Note that F depends differentially on the variables λ, t, ψ e φ. Our intent is to use
the Implicit Function Theorem to show that F (t, λ, φ, ψ) = (0, 0) admits a solution
ψ as function of λ, t and φ. To this end, we observe that if t = 0, λ = λ0, ψ = 0
then
∂F
∂ψ
(0, λ0, 0, 0)ψ˙ =
(
(∆ + λ0)ψ˙ −
m∑
j=1
φj
∫
∂M
φj
∂ψ˙
∂ν
dσg0 ,
∂ψ˙
∂ν
)
. (4.3)
We claim now that the map given in (4.3) is an isomorphism from H2(M) ∩N (P )
onto N (P ) ×H 32 (M). Indeed, the proof of this fact can be found in [7].
Hence, by Implicit Function Theorem there exist positive numbers δ, ǫ and a
function S(t, λ)φ of class C1 at the variables (t, λ) such that for every |t| < δ and
λ ∈ (λ0 − ǫ, λ0 + ǫ), F (t, λ, φ, S(t, λ)φ) = (0, 0). Furthermore, S(t, λ)φ is analytic
at λ and linear at φ. This solves equation (4.2) in relation to ψ.
We now observe that for every φ ∈ R(P ) there exist real numbers c1, c2, . . . , cm
so that φ =
∑m
j=1 cjφj . Thus, the second equation in (4.2) can be equivalently seen
as a system of equations on the variables c1, . . . , cm as below
m∑
j=1
cj
∫
M
φk(∆t + λ)(φj + S(t, λ)φj)dvg0 = 0, k = 1, 2, . . . ,m.
In this way, λ is an eigenvalue of ∆t if and only if detA(t, λ) = 0, where A(t, λ) is
given by
Akj(t, λ) =
∫
M
φk(∆t + λ)(φj + S(t, λ)φj)dvg0 .
Furthermore, the associated eigenfunctions are given by
u(t, λ) =
m∑
j=1
cj(φj + S(t, λ)φj).
In other words, c = (c1, . . . , cm) must to satisfy A(t, λ)c = 0. It turns out that by
Rouche´ Theorem, we have that: For every ǫ > 0 there is δ > 0 so that if |t− t0| < δ,
then there exist exactly m-roots of detA(t, λ) = 0 in (λ0 − ǫ, λ0 + ǫ). 
It is worth mentioning that the above proof still does not ensure the existence
of an analytic curve of eigenvalues for (4.1). However, the next result goes in this
direction.
Proposition 1. Let Mn, n ≥ 2, be a compact oriented smooth manifold, and let
g(t) be a real analytic one-parameter family of Riemannian metrics on M with
g(0) = g0. Assume λ is an eigenvalue of multiplicity m for the Laplace-Neumann
operator ∆g0 . Then there exist ε > 0 and t-analytic functions λi(t) and φi(t),
(i = 1, . . . ,m) such that 〈φi(t), φj(t)〉L2(M,dvg(t)) = δji and the following relations
hold for every |t| < ε:
(i) ∆g(t)φi(t) = λi(t)φi(t) in M ,
(ii) ∂
∂νt
φi(t) = 0 on ∂M ,
(iii) λi(0) = λ.
Proof. Assume the same conditions of Lemma 5. We must show that there exist
m-analytic curves of eigenvalues λj(t) for (4.1) associated to m-analytic curves
eigenfunctions φj(t).
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The proof strategy is reducing the problem to a finite-dimension analogous one
and applying Kato’s Selection theorem, see [6]. For this, we will make a slightly
different construction than that made in previous proposition.
In order to overcome this drawback, we slightly will change the previous proof
of such a way that the new obtained matrix will come to be symmetric.
Let {φj}mj=1 be orthonormal eigenfunctions of the Laplace-Neumann associated
with λ0. For each j = 1, . . . ,m consider the following problem:

(∆ + λ0)u = 0 in M
∂
∂νt
(φj + u) = 0 on ∂M
Pu =
m∑
j=1
φj
∫
M
φjudvg0 = 0 in M.
(4.4)
Consider now the orthogonal complement [φj ]
⊥ of ker(∆ + λ0) in L
2(M, dvg0)
and define
F : (−δ, δ)×H2(M, dvg0) −→ [φj ]⊥ ×R(P ) ×H
3
2 (M, dvg0)
by
F (t, w) =
(
(∆ + λ0)w, Pw,
∂
∂νt
(φj + w)
)
.
Exactly as before we get that ∂F
∂w
(0, 0) is an isomorphism, so by Implicit Function
Theorem there exist δ > 0 and an analytic function wj(t) defined on |t − t0| < δ
such that F (t, wj(t)) = 0. In addition, we obtain for each |t − t0| < δ a linearly
independent set of functions {ϕj(t)}mj=1, given by ϕj(t) = φj + wj(t), that sat-
isfy equation (4.4). By using the Gram-Schmidt orthonormalization process with
respect to the inner product
(u, v) :=
∫
M
uv dvg(t),
we can without loss of generality assume that {ϕj(t)}mj=1 is biorthogonal. Note that
the functions ϕj(t) belong to Dt = {u ∈ H2(M, dvg0), ∂u∂νt = 0}. Moreover, since
∆t is selfadjoint with respect to the inner product defined above, it follows that the
matrix
∫
M
ϕj∆tϕkdvg(t) is symmetric.
For a given T ∈ S2,k, we define a family of Riemannian metric on M by g(t) =
g0 + tT , and let P (t) be given by
P (t)u =
m∑
j=1
ϕj(t)
∫
M
uϕj(t)dvg(t).
We finally define for each j = 1, . . . ,m,
Gj : (−ǫ, ǫ)× R×H2(M) −→ [φj ]⊥ ×H 32 (M)×R(P )
(t, λ, w) 7→ (Gj1(t, λ, w), Gj2(t, λ, w), Gj3(t, λ, w))
by 

Gj1 = (I − P (t))((∆t + λ))(w + ϕj(t))
Gj2 =
∂
∂νt
w;
Gj3 = P (t)w.
Once again, Implicit Function Theorem provide a number δ > 0 and functions
wj(t, λ) such that for any |t − t0| < δ and every |λ − λ0| < δ, the equality
Gj(t, λ, wj(t, λ)) = (0, 0, 0) holds. As we know, λ is an eigenvalue for (4.1) iff there
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exists a nonzero m-tuple c = (c1, . . . , cm) of real numbers such that A(t, λ)c = 0,
where
Aij(t, λ) =
∫
M
ϕi(t)(∆t + λ)(ϕj(t) + wj(t, λ))dvg(t). (4.5)
That is, λ is an eigenvalue of (4.1) iff detA(t, λ) = 0. By Rouche´’s Theorem,
there exist m roots near λ0 counting multiplicity, for each t. So, by Puiseux’s
Theorem [13] there exist m-analytic functions t → λi(t) which locally solve the
equation detA(t, λ) = 0. It can be easily seen that A is symmetric and hence,
by Kato’s Selection theorem [6], we can find an analytic curve ci(t) ∈ Rm such
that A(t, λi(t))c
i(t) = 0, for each i = 1, . . . ,m. Thus ψi(t) =
∑m
j=1 c
i
j(t)(ϕj +
ωj(t, λi(t))) is an analytic curve of eigenfunctions for (4.1) associated with λi(t).
Now, reasoning exactly as Kato in [6, p. 98] we can obtain m-analytic curves of
eigenvalues {φi(t)}mi=1 such that
∫
M
φi(t)φj(t)dvg(t) = δ
j
i . 
Remark 1. In the special case m = m(λ0) = 1, the existence of a differentiable
curve of eigenvalues through λ0 follows from Implicit Function Theorem applied to
the map F : Sk ×H2(M, dvg0)× R→ L2(M, dvg0)× R defined by
F (g, u, λ) = ((∆g + λ)u,
∫
M
u2dvg0).
The corresponding formulae to the derivative λ′(t) can be obtained by letting i =
j = 1 in Lemma 4.
4.1. Proof of Theorem 1.
Proof. We argue by contradiction. Suppose that there is an open neighborhood
U ⊂ Vǫ of g0 such that for all g ∈ U the eigenvalue λ(g) of ∆g with |λ(g)−λ| < ǫλ,g0
has multiplicity m ≥ 2. In this case, for any symmetric (0, 2)–tensor T on M the
perturbation g(t) = g0+ tT fails to split the eigenvalue λ. In this case, by Lemma 5
λ(t) is only eigenvalues ǫ-close to λ. By Lemma 4
λ′δ
j
i =
∫
M
〈1
4
∆(φiφj)g0 − dφi ⊗ dφj , T
〉
dvg0 . (4.6)
Now consider the symmetrization tensor
Sij =
1
2
(dφi ⊗ dφj + dφj ⊗ dφi) (4.7)
and use the fact that 〈dφi ⊗ dφj , T 〉 = 〈dφj ⊗ dφi, T 〉 to deduce
λ′δ
j
i =
∫
M
〈1
4
∆(φiφj)g0 − Sij , T
〉
dvg0 . (4.8)
If i 6= j, we have ∫
M
〈1
4
∆(φiφj)g0 − S, T
〉
dvg0 = 0,
for all T ∈ S2,k. Thus
1
4
∆(φiφj)g0 = Sij . (4.9)
By taking the trace in (4.9), we obtain
〈∇φi,∇φj〉 = n
4
∆(φiφj) =
n
4
(
φi∆φj + φj∆φi + 2〈∇φi,∇φj〉
)
=
n
2
(−λφiφj + 〈∇φi,∇φj〉).
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Thus, for n = 2, it follows from the unique continuation principle [5] that at least
one eigenfunction would be vanish, which is a contradiction. Thus λ(t) is simple.
For n ≥ 3 we can write
nλ
n− 2φiφj = 〈∇φi,∇φj〉. (4.10)
By reasoning exactly as Uhlenbeck [12], for each fixed p ∈ M we consider α the
integral curve in M such that α(0) = p and α′(s) = ∇φi(α(s)). Define β(s) :=
φj(α(s)), then
β′(s) = 〈∇φj(α(s)), α′(s)〉 = 〈∇φj ,∇φi〉(α(s))
=
nλ
n− 2φiφj(α(s)) =
nλ
n− 2φi(α(s))β(s)
which is a contradiction since M is compact, thereby proving the theorem. 
4.2. Proof of Corollary 1.
Proof. Recall that a residual set is a countable intersection of open dense sets. We
note that D = ∩jDj , where
Dj = {g ∈Mk : all eigenvaluesλ ≤ j of ∆g are simple}.
Hence we need to prove that each Dj are open and dense. The openness is quite
straightforward, and it follows directly from Lemma 5, while the denseness is a
consequence of Theorem 1. 
5. Proof of Theorem 2
In this section, we consider the weak form of the Laplace-Neumann operator1.
It can be defined as the unique self-adjoint operator ∆g on H
1(M, dvg) whose
associated bilinear form is α(u, v) =
∫
M
g(∇u,∇v)dvg. In this case, we have∫
M
u∆gvdvg = α(u, v).
The proof of Theorem 2 will be based on the following result due to Teytel [11].
Let A(q) be a differentiable family of self-adjoint operators on a real Hilbert space H,
indexed by a parameter q that belongs to a separable Banach manifold X . Assume
that the spectrum of each operator A(q) is discrete, of finite multiplicity, and with no
finite accumulation points. Assume also that the family A(q) satisfies SAH22. Then
the set of all q such that A(q) has a repeated eigenvalue has meager codimension 2
in X .
We need to choose a family A(g) of self-adjoint operators with respect to a
fixed inner product such that the Laplace-Neumann operator ∆g is unitary equiv-
alent to A(g) for each g ∈ Mk. For this, let us define the isometry operator
P : L2(M, dvg0)→ L2(M, dvg) given by
P(u) =
4
√|g0|
4
√|g| u, (5.1)
where |g| = det(gij). Then
∫
M
PuPvdvg =
∫
M
uvdvg0 , and thus the operator
A(g) := P−1∆gP has the same eigenvalues of ∆g. Moreover, it is self-adjoint with
1This will be crucial to apply the Teytel approach’s since the domain of the Laplace Neumann
operator ∆g changes when we perturb the metric g.
2See Remark 2 for the definition of the condition SAH2.
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respect to a fixed inner product. Indeed, by density we can consider u, v ∈ C2(M)
with boundary condition ∂u
∂ν
= ∂v
∂ν
= 0, so that∫
M
vA(g)udvg0
(isom.)
=
∫
M
Pv∆gPudvg =
∫
M
Pu∆gPvdvg
(isom.)
=
∫
M
P−1PuP−1∆gPvdvg =
∫
M
uA(g)vdvg0 .
Furthermore, we choose t small enough that g(t) = g0+ tT ∈Mk, for a symmetric
(0, 2)–tensor T . So, we get
A(g0 + tT ) = A(g0) + tA
(1)(g0, T ) + o(t),
where A(1)(g0, T ) = −P ′∆g0 +∆g0P ′ +∆′ and P ′ = ddt
∣∣
t=0
4
√
|g0|
4
√
|g0+tT |
. To complete
Teytel’s approach, let λ be an eigenvalue of A(g) of multiplicity m ≥ 2, and let
{φi}mi=1 be the corresponding family of normalized real-valued eigenfunctions. We
define the functionals
fij(T ) =
∫
M
φiA
(1)(g0, T )φjdvg0 . (5.2)
.
Remark 2. The family A(g) satisfies SAH2 if for any eigenvalue λ of A(g) of
multiplicity m ≥ 2 there exist two orthonormal eigenfunctions φ1 and φ2 associated
to λ such that the functionals f11 − f22 and f12 are linearly independent. This
condition is equivalent that one given by Teytel [11] in an abstract setting.
Now we are in a position to prove our next result.
5.1. Proof of Theorem 2.
Proof. For each g ∈ Mk the modified operators A(g) is self-adjoint, and it has
discrete spectrum, of finite multiplicity, and with no finite accumulation points.
In order to prove Items (1) and (2) it is enough to verify that the condition of
Remark 2 holds for (5.2). However, we will prove a more stronger condition, namely
f11, f12, f22 are linearly independent. In this way, we also can prove Item (3). We
begin by noticing that ∫
M
A(1)(g, T )dvg0 =
∫
M
φi∆
′φjdvg0 .
Hence, functionals (5.2) are equivalent to
fij(T ) =
∫
M
〈1
4
∆(φiφj)g0 − Sij , T
〉
dvg0 ,
where Sij is given by (4.7). Next, we note that αf11 + βf12 + γf22 = 0 implies
1
4
(α∆φ21 + β∆(φ1φ2) + γ∆φ
2
2)g0 − (αS11 + βS12 + γS22) = 0. (5.3)
By taking the trace in (5.3), we obtain
α((n−2)|∇φ1|2−nλφ21)+β((n−2)〈∇φ1,∇φ2〉−nλφ1φ2)+γ((n−2)|∇φ2|2−nλφ22) = 0
or equivalently
αB(φ1, φ1) + βB(φ1, φ2) + γB(φ2, φ2) = 0, (5.4)
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where
B(φi, φj) = φiφj if n = 2, and B(φi, φj) = 〈∇φi,∇φj〉 − nλ
n− 2φiφj if n > 2.
Suppose that the functionals f11, f12, f22 are linearly dependent. Hence, from equa-
tion (5.4) we can obtain the linear combinations ϕ = aφ1+ bφ2 and ψ = cφ1+ dφ2,
for some constants a, b, c, d, such that ϕ and ψ are linearly independent, and equa-
tion (5.4) becomes
c1B(ϕ, ϕ) + c2B(ψ, ψ) = 0, where ci = ±1.
For n = 2 case, we have ϕ2 = ±ψ2 which implies ϕ = ±ψ in some open set in
M . It follows from the unique continuation principle (see [5]) that ϕ = ±ψ in M ,
which is a contradiction.
For n > 2 case, firstly we suppose that
0 = B(ϕ, ϕ) −B(ψ, ψ) = |∇ϕ|2 − nλ
n− 2ϕ
2 − |∇ψ|2 + nλ
n− 2ψ
2.
By making η = ϕ + ψ and ξ = ϕ − ψ, we have 〈∇η,∇ξ〉 − nλ
n−2ηξ = 0. Thus, we
can argue as Theorem 1 to get η = 0, which implies that ϕ = −ψ in M , this is a
contradiction. Next, we suppose that
0 = B(ϕ, ϕ) +B(ψ, ψ) = |∇ϕ|2 + |∇ψ|2 − nλ
n− 2(ϕ
2 + ψ2).
Since ϕ∆ϕ = −λϕ2 and ψ∆ψ = −λψ2, then integration by parts gives
−2λ
n− 2
∫
M
(ϕ2 + ψ2)dvg0 = 0.
Once again, we obtain a contradiction. This complete the proof of Item (1) of the
theorem.
For Item (2), we observe that any eigenvalue λ of ∆g0 of multiplicity m = 2 must
satisfy the strong Arnold hypothesis (SAH) relative to the family A(g). Indeed, in
this case, condition SAH is equivalent to SAH2 proved in Item (1). Thereby, we
can apply Theorem 1.1 in [11] to obtain the second part of the theorem.
For Item (3), since we already proved that f11, f12, f22 are linearly independent
we can apply the Implicit Function Theorem as in the proof of Theorem 1.1 in [11]
to get required result. 
Remark 3. The proof of Theorem 2 also proves Corollary 1 by an application
of Theorem C in [11]. Moreover, this technique does not work for the space of
C∞ Riemannian metrics, since we need Mk be a separable Banach space in order
to apply Teytel’s approach.
6. Concluding Remarks
Taking into account the existence of analogous ingredients for the η-Laplacian
Lg = ∆g − g(∇η,∇·) with Dirichlet boundary condition (see [3]), we can proceed
as in the proof of Theorem 2 to prove the next result. In what follows Γ stands for
the set of all metrics g ∈Mk such that the eigenvalues of Lg are all simple.
Theorem 3. Let Mn, n ≥ 2, be a compact oriented smooth manifold:
(1) The set Mk\Γ has meager codimension 2 in Mk.
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(2) Take g0 ∈ Mk, and let λ be an eigenvalue of the η-Laplacian Lg0 of mul-
tiplicity 2. Then, in a neighborhood of g0, the set of all g ∈ Mk such that
Lg admits an eigenvalue λ(g) of multiplicity 2 near λ form a submanifold
of meager codimension 2 in S2,k.
(3) Consider the same set up as Item (2). Then, in a neighborhood of g0, the
set of all g ∈ Mk which preserves double eigenvalues, i.e. Lg admits an
eigenvalue λ(g) of multiplicity 2 such that λ(g) = λ(g0), form a submanifold
of meager codimension 3 in S2,k.
We point out that Item (2) of the previous theorem generalize the Micheletti
and Pistoia’s result in [9].
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