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Chapter 1
Introduction
Machine Learning is a sub-field of Artificial intelligence that aims to automatically improve
algorithms by experience [23]. It has been used successfully to solve various problems, such
as playing checkers, or even as simple as word prediction when typing a sentence [6] [28].
These algorithms perform best with large amounts of training data. The more labeled data,
the better a machine learning algorithm will be able to recognize patterns. However, the
ideal scenario, where there is a large amount of labeled data available to train the algorithm,
does not occur all the time. There are cases where labeling data is both time-consuming
and expensive.
The problem of lacking training data created an interest in such cases, where an algorithm could only work with a small labeled training set. One of the practices is semisupervised learning, which uses a large set of unlabeled examples to supplement the small
labeled training set. A classical example of a semi-supervised algorithm is the Co-Training
algorithm[9]. It uses a set of positive and negative labeled examples to label the unlabeled
set through machine learning, rather than doing so manually. Co-Training is used in various
problems that use a small amount of labeled trained data, such as Web-Page Classification
and Image-Detection [13]. While semi-supervised training is not as accurate as supervised
training, it creates a good solution to problems where there is not enough labeled training
data. This field has made advances in many problems, such as gene disease identification
in the field of bio-informatics. In this thesis, I will focus on one of the fields that has shown
promise with this type of learning: using Positive and Unlabeled Learning for Natural
Language Processing. I propose a change in a Positive and Unlabeled learning algorithm,
Multi-Level Example Learning, that uses word embeddings to improve the results of the
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original algorithm for text classification.

1.1

Natural Language Processing

Natural Language Processing (NLP) is the field of study where algorithms analyze, understand, and use human language [1]. NLP algorithms are used in various problems, such as
translation, text-to-speech conversion, word prediction, and text classification. An example
of NLP algorithms at work is cellphone applications, which include the speech-recognition
algorithms, and text prediction found in the auto-correct feature of some cellphones. An
example of NLP algorithms in cellphones would be the Siri application, which was created
using the artificial-intelligence CALO, using NLP algorithms for speech-recognition [22]
[25]. A well-known machine to use NLP and machine learning algorithms is Watson, which
managed to play and beat previous champions in a game of Jeopardy [11]. These are two
examples of a Natural Language Processing algorithm in action; showing that a machine
can learn, understand, and use human language.
NLP has made use of Machine Learning algorithms to learn from written text and
voice recordings. For example, sentiment analysis uses reviews given by users to predict
whether a new review is either a positive or negative review. One of the uses for machine
learning in NLP comes in the form of word embeddings. Using a Neural Network and a
large data set, Bengio et al. were able to create a vector representation of words based on
the data given to the algorithm [4]. While originally a by-product used as a means to an
end, Word Embeddings have been used in other NLP algorithms for various uses including
word-prediction and gene-description in the bio-informatics field [2]. In this thesis, I will
be using Word Embeddings in order to accurately predict the classification of unlabeled
examples found in a Positive and Unlabeled Learning problem.
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1.2

Machine Learning

There exists problems that cannot be solved through the simple, or naive, solution. These
problems are too complex, requiring a different approach for their solution. For example,
having a computer play and win a game of Go. In Go, a standard board is 19x19, and every
spot in the board is available to place what are called stones, which are the player pieces.
Mapping every possible move becomes extremely difficult, as the amount of possible moves
available for a player is usually in the hundreds until late in the game [7]. Other problems,
like recognizing patterns, or even teaching a computer words and human language in NLP,
also require some form of learning that cannot be reasonably done through conventional
algorithms. It is for cases like these that Machine Learning was created.
Machine learning is a sub-field of Artificial Intelligence, focusing on teaching the computer by giving it training data. Usually, machine learning is used when two requirements
are met [28]:
1. The answer is not obvious. This does not mean that there is no path to solution,
but more than likely that the solution is not simple to derive. Using the example of
a Go game, the naive method to finding the correct n-th move would be to consider
all possible moves, and predict which one has the largest chance of obtaining a win.
However, the number of possible choices becomes impossibly large. While it is true
that a solution would be achieved eventually, reaching said solution would take too
long.
2. There is a definitive goal to the process. Again, for a game of Go the goal is to
win or draw. For a classifying problem, the goal would be to accurately classify as
many examples as possible, and classify these examples accurately based on their
class label. In other words, all the positive examples are labeled as positive, and all
the negative examples are labeled as negative.
As said before, Machine learning uses data in order to learn. Training data, as the
3

name suggests, is data used for training of the learning algorithm. The parameters of
the examples are of three types: numeric, category, and string. Numerical, as the name
suggest, is a real number. Categorical parameters are usually parameters that can be one
of multiple choices, such as positive or negative. Finally, String parameters are a string of
characters that do not necessarily fall into a category. These training examples are then used
to teach the algorithm through example, allowing the algorithm to learn patterns. Most
Machine Learning classifiers can be placed under two categories: numerical and nominal.
For class algorithms, the training data has examples of each of the different end classes
for the problem. Using the game of checkers as an example again, the classifier would
be fed training data that for all three possible classes: win, loose, or draw. In numerical
classification, the answer to the problem, or the goal, is a numerical value, usually with the
set number falling within a specific range (i.e., from 0 to 2). For this thesis, I will focus on
using class-based classifiers, rather than numerical classifiers.
One of the biggest problems when training a Machine Learning algorithm is the amount
of training data needed for the algorithm to learn the patterns properly. In order for the
machine learning algorithm to learn the patterns for each class, the training data has to be
substantially large. If the amount of data given to the classifier is too small, it will have
trouble recognizing patterns in new examples not found in the training data. This would
cause trouble in the process of classifying these new data samples, and could lead to an
incorrect classification. However, there exist cases where labeling new data takes a large
amount of time. especially since most of the training data samples are classified by hand.
With complicated examples, the more data for each class the better. Some training data
sets can contain thousands, if not millions of examples, making it close to impossible to
create a full training data set for the classifier.
A solution for this problem is the method of Semi-Supervised Learning. It is a sub-field
of Machine learning, where the algorithms use a comparatively small amount of labeled
data to a substantially large amount of unlabeled data for training. This unlabeled data
contains examples for all of the different available classes for the algorithm. However,
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without the label that corresponds to each example, the data cannot be used for training
of a classifier. In order to fix that, the unlabeled data is first observed and the algorithm
classifies each example into its predicted label. The technique assumes that all of the
examples labeled in this fashion are correctly labeled, and therefore the unlabeled data is
added to the training set, and used to train the classifier. Of course, if such a method
exists to reliably classify unlabeled examples, the question of why this method is not used
simply as a classifier algorithm instead. The problem is the amount of time necessary to
labeled the unlabeled set. Not to mention, semi-supervised algorithms are prone to noise
when training the classifier due to errors in classification of the unlabeled set. Even though
the results of such

1.3

Positive and Unlabeled Learning

In contrast to the sttandard semi-supervised learning setting, Positive and Unlabeled Learning uses only a small set of labeled positive examples, as well as a larger set of unlabeled
data to supplement the labeled positive set. The large unlabeled set is then labeled for
training. It is a method that, by looking at the patterns in the positive set, can potentially
separate the unlabeled set into the desired classes accurately, as shown in Figure 1. This
semi-supervised approached has shown promise in a binary classification setting, where
there are only two classes to handle.
Positive and Unlabeled Learning has been commonly used in Natural Language Processing problems. These problems are sets of text examples separated into various classes,
and then used to train a classifier which will then classify new examples based on the
content of the text. While the work presented here, as well as other papers using in Positive and Unlabeled Learning use text-based problems, it is worth to note that this type
of learning is not limited to Natural Language Processing. For example, if given a set of
images containing faces as the labeled positive set, the Learning method could potentially
be used for facial recognition.

5

Figure 1.1: Classification example of PUL algorithms. If everything in unlabeled
set is treated as negative, classifier separates data through H1. To
achieve H2, unlabeled positives are first extracted and added to positive
set[14].

6

The biggest difficulty in Positive and Unlabeled Learning comes from its small labeled
set. Noise created from incorrectly labeling the unlabeled examples will cause loss of accuracy when training a classifier with the set of labeled examples. To prevent any avoidable
noise from appearing in the training set, the learning algorithm has to find a clear distinction between the positive labeled examples, and negative examples found in the unlabeled
set.

1.4

Outline

In this thesis, I present the results found when using Word Embedding, an NLP tool, for
the labeling process for a Positive and Unlabeled Learning algorithm. Using a small set of
labeled text examples, I will attempt to separate the examples in the unlabeled set to their
respective classes correctly. This work will focus on the use of Word Embeddings in the
labeling process in order to further separate the negative and positive examples found in
the unlabeled set. The outline describing the results of this work is as follows. First, I will
describe the research done in Positive and Unlabeled Learning, Word Embedding, and other
Machine Learning algorithms that deal with similar problems as the one presented here.
Next, the methodology used in this work is described. This includes the baseline tests, the
base code used for these tests, as well as the modification made using word embeddings.
Next are the results and discussion. Finally, there will be a conclusion, analyzing and
explaining the results of the tests done for this work, as well as suggestions for future work
based on the results.
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Chapter 2
Related Work
2.1

Positive and Unlabeled Learning

For traditional classifiers, such as SVM and Naive Bayes, a training set consisting of both
positive and negative examples must exist before they can start recognizing patterns. For
example, Naive Bayes needs the probability of both spam and non-spam emails, as well as
the probabilities of each word in the vocabulary for each class, in order to classify an email
accurately whether it is spam or not. However, taking enough examples for an accurate
classification is time consuming and expensive. As either set, positive or negative, becomes
larger, classifying enough examples manually becomes more expensive. Using the spam
example again, non-spam email is of any imaginable subject, making the non-spam set
extremely large. Substantial amount of data is needed for each separate class (positive and
negative), which then has to be separated to review its patterns.
As problems and restrictions arise in the real world, algorithms are created in order to
solve them. In 1998, the co-training algorithm was created, using a small set of labeled
data, as well as a large unlabeled set of data in order to train the classifier [5]. The cotraining algorithm was originally created to classify web pages. It consisted of two sets of
data. The first set was a labeled set, consisting of both positive and negative examples.
The second set was a larger unlabeled set. This unlabeled set consists of both positive
and negative examples. In order to use the unlabeled set, the co-training algorithm first
has to separate all the examples as either positive or negative. To do this, two classifiers
are trained with the labeled set, using two different views of the same example in order to
distinguish the classifiers [5]. After each classifier is trained, a portion of the unlabeled set
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is taken, and each example is classified as either positive or negative. These examples are
then added to the labeled set, and the classifiers are trained again with the new labeled set,
until the unlabeled set is empty. The final set of labeled examples is then used for training
a classifier. Mitchel and Blum compared the co-training algorithm to a semi-supervised
algorithm in three tests, over the same data set. The first two tests compared the two
algorithms in two separate views of the data (a hyper-link based view, and a text-based
view), while the third test combined the two views [5]. In each of the tests, the error in
classification from the co-training algorithm was lower than the error for the supervised
algorithm.
One-Class Classification, also known as unary classification, deals with a strict restriction in its data. In a unary classification problem, the classifier attempts to distinguish
a certain class of examples from amongst the rest. In some cases, the largest set is the
positive set, with few to no negative examples present in the training examples. One of
the most common examples of unary classification is detecting faults in a system. Using
instances of the system running normally, any system malfunction is detected through the
changes in the variables used in the data. One Class SVM uses only positive data in order
to train its classifier, considering anything that does not fit the patterns of this data set as
negative [21].
The problem of Positive and Unlabeled Learning (PU Learning) is similar to the one
faced in the co-training algorithm, as well as unary classification. Similar to co-training,
PU Learning deals with a small labeled set and a larger unlabeled set. The main difference
between them is the labeled set. While in co-training the set is composed of both positive
and negative examples, a labeled set in PU Learning is composed only of positive examples,
similar to a unary classification [16]. PU Learning is composed of two main steps to classify
the unlabeled examples, and ready the training set to be used by a classifier. The first step
is to identify the negative examples in the unlabeled set, and finally using the now labeled
examples to train a classifier. The first step is the most important, as it has many problems
that come with automating the labeling of the unlabeled set.

9

Figure 2.1: Diagram of basic PUL algorithm. Unlabeled Data is separated into
Positive and Negative Labeled date. This data, along with the original
positive set, are used to train a classifier.

Liu et al. propose four specific algorithms in order to deal with the first step: Naive
Bayes, the Rocchio technique, the Spy Technique (S-EM), and the Positive Example Based
Learning technique (PEBL). Naive Bayes works by first using the unlabeled set as negative,
and then using the trained classifier against on the unlabeled set. Whatever examples are
classified as negative are used as a reliable negative set, which is then used in conjunction
with the positive set for the second step [16]. The second algorithm used is the Rocchio
technique, representing each document as a vector. Creating a prototype vector for each
class, and using these vector to decide which examples belong to which class. A different
approach shown in the article is to use the Rocchio technique for the reliable negatives in
the first step, and running an iterative SVM classifier in order to classify the rest of the
unlabeled examples, using either the first or the last classifier created as the trained classifier
[16]. The third classifier used is the Spy Expectation Maximization algorithm, or S-EM [17].
A small portion of the labeled set (usually around 15 percent) is inserted into the unlabeled
set as spies, using these known unlabeled examples for comparison. After selecting these
spies, an Expectation Maximization classifier is run. Once the classifier is run, a threshold
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is calculated, and any examples that fall below this threshold are considered to be part
of the reliable negative set, used for the second step. Finally, the PEBL algorithm relies
on the frequency of the words in order to decide whether or not the document belongs to
the positive set or the negative set [33]. If a word has a larger frequency in the labeled
set compared to the unlabeled set, then it is considered highly related to the positive
set. Therefore, documents with no words related to the positive set are considered strong
negative examples, and used for the negative set for classification.
While co-training is accurate using algorithms such as Naive Bayes, PU Learning has
shown greater accuracy when labeling the unlabeled set using an SVM classifier than when
using a Naive Bayes approach [16]. Of course, that is not to say that SVM is the only classifier used for PU Learning. K-Nearest Neighbors has also proven to be an effective method
for classification of the unlabeled set [26]. The algorithm LCLC uses K-Nearest Neighbors
in order to differentiate the examples to either of the two classes. After clustering the
examples into a predetermined number of clusters, each cluster is compared to the positive
set, first building the reliable negative examples, and afterwards classifying the ambiguous
clusters. There are two main problems with this approach. The first is assuming all examples in a cluster have the same label [27]. Secondly, since K-NN runs with randomized
centroids for each cluster, consistency of the classifier can be compromised. Because of the
random nature of the centroids, data can be separated differently, thus each instance can
have a different bias towards one class than the other. An improvement on this algorithm is
the En-LCLC which uses ensembles instead of a single K-NN algorithm [27]. After creating
the ensemble, each example is given a probable class, based on the results given by each
classifier in the ensemble. This is then used for the training of a proposed K-NN classifier
using the probabilities of each example [27].
PU Learning comes with three main problems to handle: data unbalance, confidence in
accuracy, and ambiguous training data. Each of these issues has algorithms made to solve
them.
Unlike in co-training, PU Learning only has positive examples to classify the unlabeled
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Figure 2.2: Representation of ambiguous data. As ambiguous examples (squares)
get closer to the center area, it becomes difficult to confidently classify
them as either positive (circles) or negative (triangles).

12

set. The unlabeled set consists of both positive and negative examples, with no clear
separation between the two classes. Depending on the size of the positive labeled set,
separating the positive examples from the unlabeled set becomes difficult [14]. Furthermore,
it is expected that the positive set will be much smaller compared to the negative, a
bias naturally occurs to label most unknown examples towards the negative class. As
the unbalance between the two sets grows, our confidence in an accurate classification
diminishes [15]. Algorithms to deal with this imbalance exist. Using co-training for PU
Learning showed an algorithm with results comparable to other known PUL algorithms,
while using a Naive Bayes classifier for labeling [9]. While it is true that data unbalance
is difficult to work with, solutions for this have already been presented. The CR-SVM
algorithm, for example, follows similar steps to the Roc-SVM technique used in Two-Step
Learning[16], changing the first step to improve accuracy on a scenario with unbalanced
data by finding a more accurate set of reliable negatives [15]. CR-SVM is composed of two
steps, with the first one creating a reliable negative set, while the second step runs an SVM
classifier iteratively, much like Roc-SVM. The first step is further divided into two more
sub-steps, with the first of these sub-steps finding a set of possible negatives using cosine
similarity. The second sub-step then uses possible negatives and the positive set, using
the Rocchio technique in order to obtain the reliable negative examples from U. Finally,
an SVM classifier is ran to classify all remaining unlabeled examples, until all unlabeled
examples are labeled. One problem that comes from this, however, is that noise will affect
the training of the second step [16]. If the last SVM iteration is less accurate compared to
a threshold stated beforehand, then the first SVM classifier iteration is used instead [16].
The second problem with PU Learning is the confidence in accurately labeling the
unlabeled set. The main method of classifying the unlabeled data is by observing each
example’s similarity to the positive set. The higher its similarity, or dissimilarity, to the
positive set, the more confident the algorithm is in classifying the example. Data that is
difficult to define as belonging to either class, known as ambiguous data, is the focus of
many algorithms made for PU Learning. A viable method to separate the ambiguous data
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and define its class better is through weighting the data. The use of weighting depends on
the sort of approach made by each algorithm. One example is using weights in the training
example to tune an SVM classifier, increasing the margin of the SVM while maintaining
the error rate for each of the two sets low [19]. Other explored methods for PU Learning
use weights to separate the data in clusters. The Similarity-Based Approach for Positive
and Unlabeled Learning, or SPUL, takes any ambiguous data and separates it further into
mini-clusters to ease the labeling of examples [32]. The SPUL algorithm works in three
steps, in order to classify the unlabeled examples. First, it will create a reliable negative
set. Second, after creating the negative and positive set, it will place all the remaining
ambiguous examples into micro-clusters, assigning them weights based on their similarity
to either of the two classes. Finally, an SVM classifier is trained with these clusters, using
the weights placed on each example to build a better classifier [32]
Finally, separating the examples based on their confidence level is a solution to dealing
with ambiguous data [18]. Multi-Level Example Learning, or MLEL, is an algorithm focusing on separating the unlabeled examples based on the level of confidence the algorithm
has on the label for the example. MLEL separates each example into a category of Golden
Positives, Possible positives, Potential Negatives, Reliable Negatives, and Strong negatives
[18]. Labeled positive examples are treated as Golden positives, as the confidence with
these examples is 100%. Next, MLEL takes the patterns of all the words appearing in both
the positive and unlabeled set. Using the information from the words and their likelihood
to be involved with a positive example, the examples in the unlabeled set are separated
into the five previously stated categories. For example, if the word insect appeared on
multiple positive examples, and was used often in these examples, then this word would
be considered strongly connected to the positive set, and therefore any unlabeled examples
using this word would be labeled as positive or reliable positives with higher confidence.
Strong negatives have no similarities to the positive set. From there, any examples with
similarity to the positive set lower than the average for the unlabeled set are considered
reliable negatives. Possible Positives are considered any unlabeled example with similarity
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higher than the average similarity of the golden positive set. Finally, any examples that do
not meet any of these criteria is considered possible negatives, and are treated as negative
examples when used for training [18]. While discarding the remaining data is tempting, as
it would be difficult to evaluate, treating any remaining ambiguous examples as negative
examples gives better accuracy than overall removing these examples [18].
PU Learning comes with many challenges when creating a classifier to handle the data.
With a great imbalance between the positive and negative sets, accurately classifying a new
example would prove difficult [15]. The accuracy in any of these methods is not perfect,
as some of the examples from the positive set are left in the unlabeled set, which is then
turned into the negative set. Finding ways of decreasing the error rates when labeling the
unlabeled set therefore becomes an important task.

2.2

Word Embeddings

In NLP, one of the largest problems is how to represent the words in a vocabulary. While
it would be easy to show them as an array of characters, there is no information gained
from using them in such a manner. Some N-Gram based NLP algorithms treat the words
as patterns to be followed, with each pattern holding a probability behind it [4]. N-grams
are defined as a sample sequence. Algorithms which use N-grams predict the next object
that follows in the sequence [4] [6] [12]. In the case of NLP, N-grams take a sequence of
words to predict the next possible word. The prediction is made on probabilities of each
word in the given vocabulary of the problem appearing after the set n − 1 words presented.
N-gram algorithms will then look at previously presented training data, and predict the
probability of each word being the nth leter in the sequence of word.
This calculation, however, is not perfect. There exists a term called the curse of dimensionality, which is defined as follows: an example found in the testing set is likely to
not be found in the training set [4]. Because of how complex the human language is, there
exists many more word combinations than any possible training set could ever show [3].

15

N-grams have to take this into account, leaving a portion of the probability untouched, for
any unknown cases not found in the training data. However, the curse of dimensionality
also poses a different problem. Since there are so many possible combinations, there will
be times where a pattern will have one or no instances in the training data [6]. For cases
like these, there exists N-gram algorithms called back-off n-grams. Simply put, N-grams
will remove the oldest word from the sequence, making the n-gram smaller to increase the
chance of the sequence to have been explored in the training set [12]. N-grams do not represent words, but instead uses the words to recognize patterns. In this way, the relationship
of the words to one another is learned based only on the training set, making the model
biased, should the training data be incorrect in the probability of the word sequences for
any sequence of size n.
Another NLP tool becoming popular is Word Embeddings. Word Embeddings are
vectors used to describe every word in the vocabulary. The vector’s size is dependent on the
number of features used to describe the word. This language model was proposed originally
as a representation used for word prediction, to compare with N-gram based algorithms
using a Neural Network approach [4]. Each index in the vector represents a parameter used
to describe the word in a numerical fashion [4].A comparable model to word embeddings
are One-hot representations. One-hot is a set of vectors, where the vector is the size of
the vocabulary. In one-hot vectors, every index in the vector is 0, except for the single
index representing the word [31]. Word Embeddings hold more information than One Hot
vectors though. The only information gained in a one hot representation is which word is
being used. With a large vocabulary, a vector can be immense, with very little information
gained for its size. On the other hand, a word embedding vector contains information on
every index. Not to mention that the size of the vector is dependent on the number of
parameters, not the number of words in the vocabulary [4].
The nature of word embeddings allows for certain properties to stand out when compared to other methods. For example, the relationship between words can be inferred,
rather than learnt [4]. Meaning that words used in a similar context will have vectors

16

Figure 2.3: Comparison between One-hot representations (top) and word embeddings (bottoms). Word embeddings take less memory to save, as each
vector is not the size of the vocabulary, but smaller [4]. Furthermore,
each index in the vector contains more information in a word embedding
than a one-hot representation.

that have similar vectors. For example, the words dog and cat would have similar vectors,
as they are both four-legged, mammal pet animals. This means that words with similar
context will be clustered together when the words are mapped, as shown in Figure 2.4.
In general, this means that Word Embeddings describe the relationship between words.
While other algorithms would need to learn through example the relationship between dog
and cat, word embeddings do not have such restriction. Instead, word embeddings allow to
look at the distance between words to consider their similarity: the closer the words are,
the closer their relation to one another.
Furthermore, the advantage that each embedding is a vector allows for word arithmetic.
For example, Subtracting Man from King and adding Queen would result as Woman [30].
Figure 2.5 shows an example of this property.
Word Embeddings, as stated before, were meant solely to be a means to an end. The
original goal of the algorithm was to train a model that could yield better results on cases
that did not appear in the sample data[4]. However, the vectors have been used in various
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Figure 2.4: Word embeddings mapped in a 2-D space through PCA. The two principal components of each vector were extracted and used to map each
word as a point in the plane. This allows for a visual representation of
how the relationship between words is represented by distance of the
points in the 2-D space.
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Figure 2.5: Word mapping, this diagram shows how ’word arithmetic’ can be done
using word embeddings [30].

other projects to solve various NLP problems, such as sentiment analysis [29]. Scorcher et
al. used a matrix representation of words in order to rate sentences on their sentiment.
Not only that, but they demonstrated an algorithm that was able to separate sentences in
multiple categories of human sentiment, rather than just positive or negative. They show
two different forms of creating the word embeddings matrix used for testing, adapting the
process to their needs.
Word embeddings have been adapted to suit various other algorithms as necessary.
For example, Weston and Collobert created an algorithm that turned words into word
embeddings, accurately training the vectors for billions of words at a time [31] [8]. Mmih
and Hinton created three different algorithms which used word embeddings to predict a
set of words given a set of words, much like n-grams [24]. Word Embeddings are used and
altered for the necessities of each algorithm using them. In this thesis,I will also use word
embeddings, using them to predict unknown positive words found in the unlabeled set U.
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Chapter 3
Methodology
3.1

Baselines

Two algorithms were used for the baseline tests. First, I use the algorithm explained
and tested in Two-Step Learning[16]. The labeling of the examples is separated into two
steps. The first step uses three different algorithms, namely the Rocchio, Naive Bayes, or
Spy-EM. The second step uses the SVM or Expectation Maximization (EM) algorithms.
The algorithms used in each step are interchangeable, giving six different results for the
first baseline. For the SVM classifier for the second step, the algorithm uses a separate
application called SVM-light [10]. For any tests using an SVM classifier, I will also use the
same application. For the second set of baseline tests,the original Multi-Level Exmample
Learning (MLEL) algorithm found in [18] is used for baseline. This algorithm is altered in
order to test the effectiveness in using Word Embeddings for labeling set U.

3.2

Multi Level Example Learning

MLEL approaches the separation of classes through separating the unlabeled examples
into five different categories. Golden Positives (GP) which are the positive set P. These
are the only examples that have a confidence level of 100%, since these examples were
labeled manually. The second set of examples is the potential positives. These examples,
while considered positive, have a lower confidence level since they originally belong to
the unlabeled set. However, these potential positive have the highest possibility of being
positive examples found in the unlabeled set based on the methodology followed in [18].

20

The rest of the sections are all negative: Potential, Reliable, and Strong Negatives. The
difference between them comes from the confidence the algorithm has in labeling these
examples as negative.
The examples of set U are separated based on a value given to each example named
Positive Degree (P Dexample ). This value is based on the features found in the example
itself, which I will now explain.
Each word in the set P is treated as a separate feature. These features have a value
adjusted to them called the Positive Degree of the word P Dword . The value for each word
is represented by the equation:

P Dword (w) = Specialty(w) + P opularity(w)
where w is a word found in the vocabulary of the set P. In other words, every word that
is found in the set P will have a P Dword value assigned to it. Specialty and Popularity are
two separate terms that figure how important the word is to locating the positive set. The
higher the two values are, the more important the word becomes to deciding if the text is
to be labeled positive or negative. But, what do these two values mean? In simple terms,
Specialty is the frequency of the use in a labeled positive example, while Popularity pertains
to the number of positive examples that use this example. It is to note that the equations
to obtain the value of P Dword focus solely in the positive set. Therefore, any words found
solely in the negative set have a P Dword value of 0.
As already stated, Specialty can be described as the frequency of a word used in the
labeled positive examples. Each word found in the positive set will appear a certain number
of times in each example. The more the word is used throughout many examples, the more
likely it is to being key to locating positive examples. For example, if looking for texts
talking about insects, words like exoskeleton or insect will appear often in a text. However,
while ant might occur often in a specific example, it might not appear often in other
positive examples. In order to account for this, the equation for the Specialty for a word
is as follows:
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Specialty(w) =

f (w, P )
f (w, P ) + f (w, U )

In this case, f(w,P) means the frequency that the word w is used in the set P, while
f(w, U) is the frequency of word w in the set U. The more often the word is used in P, the
higher the Specialty will be, making a bigger impact in the value P Dword .
Popularity is a metric of how likely the word is used in a positive document. While the
word might appear multiple times in a single example, like the word ant, the text might
be talking specifically about that insect, meaning it is not likely to appear in other text
examples that talk about other species of insets. Therefore, it is important to calculate the
likelihood of the word appearing in a positive example. This is the Popularity of the word,
and it is calculated as follows:

P opularity(w) =

Entropy(w, P )
log(np )

where np is the number of positive examples in the set P, and Entropy(w, P ) is the
distribution of the word w in P [18]. The log(np ) is meant to normalize the Entropy(w, P )
to a range between [0,1]. Entropy is expressed as:

Entropy(w, P ) = −

np
X

N P rob(di |w)log(N P rob(di |w))

i=1

where di is the i-th document in the set P. N P rob(di |w), or normalized probability
as presented in the paper, is the equation for the probability of the word w appearing in
document di , for every document in the set P. The equation for the normalized probability
is as follows:
P rob(di |w)/li
N P rob(di |w) = Pnp
j=1 (P rob(dj |w)/lj )
where li =

P

w∈di

f (w, di ) and P rob(di |w) = f (w, di )/f (w, P ) [18].

It is worth to note that only words that appear in the positive set are considered. Words
that belong simply to the unlabeled set, based on both specialty and popularity equations,
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will have a P Dword value of 0.
After adding the values of Specialty and Popularity of each word, then word w has a
Positive Degreee value. After every word in positive set has positive degree value, it is
possible to calculate P Dexample . The positive degree for an an example is:

P Dexample (di ) =

X

P Dword (w)/log(li )

w∈P,w∈di

After the P Dexampe value for each example document is obtained for both sets, the
P Dexample value for each example in the set is added to obtain the average positive degree
value for each set, P DAvg (P ) for the positive set, and P DAvg (U ) for the unlabeled set.
Afterwards, each example in the set U is evaluated, and placed in each category as follows:
• If P Dexample (d) >= P DAvg (P ), d belongs to Possible Positives.
• If P Dexample (d) <= P DAvg (U ), d belongs to Reliable Negatives.
• If P Dexample (d) = 0, d belongs to Strong Negatives.
• If P DAvg (U ) < P Dexample (d) < P Dexample (P ), d belongs to Possible Negatives.
While most of the categories are reliable, the last one, Possible Negatives, is the most
likely to contain misclassified examples. The examples in this category have a P Dexample
value too low to be considered a positive example, yet too high to be considered a negative
example. While this category of examples seems to be inconsistent, and bound to produce
noise in the training of a classifier, tests show that adding this category to the negative
labeled set produces better results than to remove them from the training set [18].

3.3

Removal of Common Words

When giving the words a P Dvalue , a problem arises with common words. Words that
appear for grammatical purposes, such as this, that, or other are used in almost every
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piece of text. Such common words could affect the outcome of the labeling procedure.
However, there are two reasons why this is not an issue. First, the common words would
not have a high positive degree value. Because of how Specialty and Popularity work, the
added values would be at most 1 in total. For example, the popularity of a word is simply
the probability of said word appearing in a positive example. Since common words appear
on both the positive set as well as the unlabeled set so often, and with P opularity(w) being
the probability of the example containing this word to be a positive example. Since it is
expected for the unlabeled set to be the larger of the two sets, the P opularity(w) value
for the word will be low. The same value could be attributed to specialty, as the value is
dictated by the average frequency of the word in each set. However, those values are the
most optimistic, as they assume that there will be an almost equal number of such words
in each set. However, this will normally not be the case. The unlabeled set is larger than
the positive set, since it contains both positive and negative examples. Therefore, since the
values for Specialty and Popularity are based on the positive set, the P Dword value would
decrease. Even with a P Dword value, because the words appear so often in both sets, it is
likely that these words would simply raise the P Daverage value for both sets.
Even if the common words would have little effect in the results of the test, they do still
affect the results in the end. In order to avoid as much noise as possible, the stop words
are removed entirely. This means that only key words, not used solely for grammatical
correctness remain. Not only that, but any sort of punctuation, such as exclamation points,
question marks, or periods are also removed from the text. Even numbers are removed,
unless written out (i.e.: ”8” would be removed but ”eight” would remain). At the end,
only context words remain in the text, removing any common words that might in turn
have an effect in the final results of the test.
One final question to note comes from misspelled words. Between errors in the text,
as well as the removal of punctuation such as apostrophes, certain words can become
misspelled. However, these words are not considered a problem. Should the misspelling be
caused by the removal of punctuation, then the misspelling will happen at various places,
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not affecting the P Dword value of the word. Should the word be misspelled due to error
in the text itself, then the value for the word will be close to if not zero. Unintentional
misspellings will not happen throughout different text examples in the same way, therefore
the value of each misspelled word becomes small enough to be considered negligible.

3.4

Experiment: Word Embeddings Addition

One of the limitations of usual PUL algorithms comes from the extraction of information
from the sets. While other semi-supervised approaches, such as co-training, have labeled
examples from all classes at the beginning, PUL algorithms are in the peculiar case where
they have only one of the two cases. However, I believe PUL cases have a unique attribute
that can be used to accurately separate the positive examples in the unlabeled set U. Since
the set P is composed solely of positive examples then the set U, by default, has to contain
any negative examples. Let me define the set of words found in the positive set as PV,
while the set of words found only in the unlabeled set UV. In text, this would imply that
features that belonged only to the set U most likely belong to negative examples, especially
when the negative set is extensively larger than the positive set. To test this, I use Word
Embeddings to give positive degree values to the words exclusive to the set U.
Why approach the problem like this? With small labeled positive sets, there is a high
chance for words that belong to the positive set to not appear in the labeled set P. This will
occur for specific words for that text, or examples that have never been seen before in the
positive set, marking an entirely new section of positive examples using that word. On the
other hand, words pertaining to the negative set will have less in common to the vocabulary
found in the positive set, so even if given a P Dword value, the value would most likely be 0,
or a low number. Even with low value numbers, the value of P DAvg (U ) will simply rise in
accordance, keeping any negative examples under the average, while any positive examples
will get a P Dexample value boost in order to have a higher value than P DAverage .
The methodology explained above can only be done through word embedding. Since
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words are represented through a vector in word embedding, similar words, therefore, will
have similar vectors. Let me set a case scenario to explain it further. Using once again the
setting described in the introduction, suppose that in the set U, there exists an example
document that contains the word moth, which also belongs to UV. In PV, there exsist
similar words, such as Butterfly, Insect, and Bug. Word embeddings would allow the
algorithm to recognize moth as a word related to butterfly, insect, and bug.
In order to predict what words in UV are similar to the words in PV, I train a classifier
based on the vectors and P Dword values for each word in PV. To do this, first I take the
set of words in PV, and their respective P Dword value. Then, each P Dword value is paired
with the word embeddings vectors. In order to do so, I use the Neural Word Embeddings
code called word2vec [30]. This is a free piece of code that can train Word Embeddings
models, or load previous models. Training a new model takes time as well as a large set
of sentences to use as the training set. For this set of tests, I loaded up the Google News
Corpus Model [30]. This model contains thousand of words, with the most general Word
Embeddings vector possible. While a model made specifically for a project would be more
sensitive towards the words used in the sets U and P, it would take a considerable amount
of time to train, specially with an extremely large amount of data. However, a general
word embedding model will work in most cases, making such a large base of general word
embeddings acceptable for almost any case.
Once the word embedding vectors are paired with the P Dword value for each word, all
of these words are then used as a training set for a classifier, with the words in UV as the
testing set. In this case, two different classifiers are used. For the first round, I used a
K-Nearest Neighbors classifier. For the second round of tests, I use the SVM application
of SVM-light, the same one that the application from Two-Step Learning[16].
Finally, there are words that will not have a P Dword value greater than 0. These words
are the ones associated with Strong Negatives. Since these examples have no relation to
any example found in the set P, their P Dexample is also of zero. Because these examples
have the highest probability of being negative examples, I can safely assume that that the

26

words used in these examples will have a P Dword value of 0. Since the vocabulary of P all
have a P Dword value greater than 0, some words in the set U are separated and used for
training of the Word Embeddings classifier used for these tests.

3.5

Experimental Data

The data set used for the tests is called Reuters 50 50 [20]. The set consists of articles
written by 50 different authors, with 100 samples of text for each author. Two of the 50
authors were picked randomly, with the text from one of them being considered the positive
set. For the test set, 25 random data samples from each author were chosen, leaving 150
total examples for the training set, 75 positive and 75 negatives. This data is separated
further into two separate tests: R1 and R2. For both sets, the 75 negative examples are
added onto the unlabeled set, along with 25 of the positive examples, leaving 50 examples
for P. For R2, 25 of the positive examples are used for the labeled positive set, while the
rest of the data is used as the unlabeled set. This separation serves to test the ability of the
algorithm to accurately classify the positive examples and separate them from the negative
examples placed in set U. The process is repeated ten times, and the average F-Score and
Accuracy results are to be presented in this thesis. It is expected for the Accuracy and
F-Score values for the tests of R2 to be lower to those of R1, however it is also expected for
the algorithms to still perform better than randomly guessing where each value belongs.
After the results of the first tests are done, I will perform a 50-fold cross-validation,
using each author as the positive set once, while the other 49 authors are considered the
negative set. Like with the first test, 25 documents from each author will be used for the
test set, while the separation of the positive examples in R1 and R2 remain the same.
The original MLEL algorithm used the potential negatives in their training data, yielding better results than when these documents were removed [4]. In this thesis, I will test
the effects of using and removing this set of data from the training set for the final classifier.
Any test that has N will be using only strong and reliable negatives, removing the potential
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negatives from the negative training set. The tests using N + U2 , those tests will be using
the potential negatives as negative training data.
Acronym

Explanation

R1

Training Data: Positive set: 50 positives, Unlabeled Set: 25 Positives, 75 negatives

R2

Training Data: Positive set: 25 positives, Unlabeled Set: 50 positives, 75 negatives

N

Only examples classified as negative from the unlabeled set will be used in the training.

N + U2

Examples classified as negative and unknown will be used as negative examples in training.

Table 3.1: Acronym explanation for ease of understanding. For both R1 and R2,
the test data consists of 25 positives, and 25 negatives.
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Chapter 4
Results
4.1

Baselines

Table 4.1 and Table 4.2 show the results when using the baseline tests using the TwoStep Learning algorithm. The first table shows the accuracy and F-Score for the Test
set R1. Even though the data set for both the positive and unlabeled examples is small,
the baseline algorithm performed with good accuracy. Table 4.2 contains the results using the test set R2. These tests however, show poor results. The accuracy fell down
to 50 for most tests, with 0 for the f-score. The Accuracy can be attributed as random, since the test set consists of the equal number of positive and negative examples,
the algorithm classified every test example as one class. The value of 0 for all of the Fscores describe that there were no positive examples classified correctly for the first three
test. For the tests made with EM as the second step, there was some increase in accuracy. Even though the results are worse then random, the tests using EM for the first
step show a significant improvement in both types of results. This leads me to believe
that using EM for the first step created the best results with this particular data set.

SVM + S-EM SVM + Rocchio SVM + Naive Bayes

EM + Rocchio

Accuracy

82.0

85.8

80.2

92.35

F-Score

75.4

86.01

76.95

91.02

Table 4.1: Results for test using the Two-Step Learning Algorithm, using R1
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SVM + S-EM SVM + Rocchio SVM+ Naive Bayes EM + Rocchio
Accuracy

60.2

61.6

55.2

81.18

F-Score

27.7

30.51

17.47

74.04

Table 4.2: Results for test using the Two-Step Learning algorithm, using R2
The next table presents the results for the tests using the MLEL algorithm[18]. For this
test, as well as the experimental tests of this work, R1 and R2 are separated further into
two separate test cases. Once the examples in set U are labeled, there is the possibility
for some examples to be considered ambiguous. These examples, in general, are set aside
in another classification considered the unknown set. The examples of set U are separated
into thee cases: the labeled positive set, which is added to P, the unknown set, U2 , and
the negative set N. After these three sets are filled with the appropriate examples, they
are used for the training set. In the first round of the test, only the set P and N are used,
leaving the set U2 out of the training set for the tests. For the second round of the test,
both the set N and U2 are used as negative examples for classification. Table 4.3 shows the
results of these tests.
Accuracy F-Score
R1:N

98.4

98.37

R1:N + U2

83.8

80.66

R2:N

70.4

58.19

R2:N + U2

54.4

16.18

Table 4.3: Results for test using MLEL, N represents using only the negative labeled examples, while N + U2 uses examples labeled as either unknown
or negative

The results found using the original MLEL algorithm shows a significant improvement
against the Two-Step algorithm in R2. It is worth to note that unlike the original results,
using the potential negatives (N + U2 ) yielded worse results than simply removing these
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examples. For this case, using only the strong and reliable negatives gave better results.

4.2

Test Results

Finally, Table 4.4 and 4.5 contain the results of incorporating our idea of using word
embedding to give values to UV in order to help in the labeling of set U. Table 4.4 contains
the results using KNN to predict the P Dword values of each word in UV, while Table
4.5 shows the results of the algorithm that uses SVM instead. When comparing the two
results against the original set, there is a definite improvement on both accuracy and Fscore. Much like in Table 4.3, the results have a higher accuracy and F-score in the sets
that used both the set N and the set U2 as negative examples for training.
Accuracy F-Score
R1:N

72.2

76.11

R1:N + U2

68.0

71.63

R2:N

63.00

63.37

R2:N + U2

53.2

48.23

Table 4.4: Results for using word embedding with K-NN as a classifier for labeling.

Accuracy F-Score
R1:N

67.2

74.61

R1:N + U2

65.0

72.27

R2:N

60.20

69.8

R2:N + U2

59.8

69.41

Table 4.5: Results for using word embedding with SVM as a classifier for labeling.
As shown in the tables above, the new algorithm improves the F-score and accuracy of
the R2 set of tests, once again performing best when the potential negatives are removed
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from the negative training instead of adding them. Because there are so few labeled examples in the set R2, the new algorithm is able to expand a larger number of positive
examples from the unlabeled set, and boost their P Dexample value so that the unlabeled
positive examples are classified as positive. Since the vocabulary of set P is already known,
the only set to be affected by the changes done to the algorithm is the set U.
Even though the results show improvement in the test set R2, the results for R1 do not
show any improvement. On the contrary, the F-score and Accuracy for R1 are lower than
the baselines. The same effect that increased the number of correctly classified examples
in R2 caused a number of negative unlabeled examples to be misclassified in R1. Table
4.6 and 4.7 shows how each algorithm classified the unlabeled set of both R1 and R2. For
the new algorithms (Word Embeddings+ KNN, Word Embeddings+ SVM), the average
number of misclassified negative examples is very close, however the number of positive
examples classified correctly differs greatly between R1 and R2 for the same set of tests.
Test
MLEL

TP

FP

0

0

TN

FN

44.6 14.2.

Unknown Positives Unknown Negatives
10.8

30.4

Word Embedding+KNN

3.8

30.8 35.2

14.3

6.9

9.0

Word Embedding+SVM

5.6

41.1 28.4

15.9

3.5

5.5

Table 4.6: Labeling average of set U for MLEL and proposed algorithm, test set R1

Test
MLEL

TP

FP

0

0

TN

FN

Unknown Positives Unknown Negatives

47.7 25.3

24.7

27.3

Word Embedding+KNN 10.7 23.7 35.8 21.8

17.5

15.5

Word Embedding+SVM

1.9

0.7

28.8 47.7 26.6 19.3

Table 4.7: Labeling average of set U for MLEL and proposed algorithm, test set R2
The original MLEL algorithm was unable to separate any of the positive examples from
the negative in the set U. A large portion of the negative examples were accurately classified
as negative, but at the same time there is a large number of misclassified positive examples.
32

This means many of the examples did not have enough similarities with the examples in
P to be considered positive. It is only after the P Dword value for each example is raised
through the proposed algorithm that some are classified as positive.
The largest problem however, comes from the negative examples. As predicted, there
exist a subset of negative examples that are misclassified as positive. There are a number
of causes for this. First, any vocabulary that negative examples share with the unlabeled
positive examples will receive the same value. Second, words belonging only to the negative
class are misinterpreted as positive based on their relation to words in the positive set. For
this case, since the sets are separated by author rather than by topic, it is likely that some
words are similar between two authors. For example, an author talking about the United
States and another talking about the United kingdom. While the two paces differ in various
aspects, the vectors for both locations would be close. Because of this, both positive and
negative examples are being labeled as positive, creating some noise.
Even with these errors in labeling the set U, the proposed algorithm still performs better
than the original algorithm when there is a small labeled set. MLEL is unable to label any
unlabeled examples as positive, as shown in Table 4.7. However, the propsoed algorithm is
able to extract some positive examples, giving the positive set a larger positive set to train
with when creating the model, which makes the results of the new algorithm better than
the baseline.

4.3

Large Scale Labeling

The results of the tests explained above will only test cases where the amount of data for
both the positive and negative examples are equal. However, there are cases where the
two sets of examples are unbalanced for training. Therefore to test the effectiveness of the
proposed algorithm, it will be tested under more extreme conditions. The same dataset
Reuters 50 50 is used for this set of tests. However, instead of simply using 2 of the 50
available authors, all 50 are used. In a 50-fold cross validation test, each author has their
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100 examples selected once as the positive set, while the other 49 authors are considered the
negative set. Then, the tests are divided into two sets of problems, following the pattern
set for the previous tests, with R1 having 50 positive examples for the set P, while R2
contains only 25 examples for P. Each of these 50 different iterations are then tested for
their accuracy in labeling the set U.
Unlike in the previous test, which shows the results of using the newly labeled set U
for training, this set of tests focuses solely on the labeling aspect of the algorithm. The
point of this set of test is not to prove that this method can create training sets that can
produce accurate training models for machine learning algorithms. That has been proven
in the tests done previously, presented by Liu et al. when testing MLEL[18]. The point
of these test is to show that using word embeddings to predict extra information in the
unlabeled set helps label the set U with higher accuracy when compared to the algorithm
presented in the MLEL paper[18].

4.4

Labeling Tests

Below is the table presenting the average results using the MLEL algorithm. Following
that, the next table shows the results for the proposed algorithm, using both SVM and
KNN to classify and separate the vocabulary. As presented before by the tests using the
smaller dataset, the proposed algorithm is able to correctly classify a greater number of
positive examples when compared to MLEL. However, this happens simply because overall
P DAvg value of the set U is increased. Because of this, there is a large increase in the
number of misclassified negative examples as well in both cases. Out of the two options,
using KNN for classification of the word embeddings seems to have yielded better results,
as the number of false positives is much lower than those found when using SVM. This is
probably due to KNN being able to separate the information into multiple clusters, unlike
SVM which separates the data into only 2 clusters. Because of this, KNN outperforms
SVM in this instance, however the new algorithm creates an unnecessary amount of noise
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that still has to be dealt with.
Accuracy F-Score
R1:N

50.08

1.58

R2:N

50.28

1.74

Table 4.8: Results large labeling using MLEL

Accuracy F-Score
R1:N

50

66.6

R2:N

50

66.6

Table 4.9: Results large labeling using word embeddings + SVM

Accuracy F-Score
R1:N

50.4

32.95

R2:N

50

33.44

Table 4.10: Results large labeling using word embeddings + KNN
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Test

TP

FP

MLEL

0.0

0.0

Word-Embeddings + KNN

6.0

883.88

Word-Embeddings + SVM

24.96 3673.26

TN

FN

UP

UN

2120.80 10.22 14.78 1554.14
1554.84

7.86

1.74

0.04

11.14 1236.28
0.0

0.0

UP

UN

Table 4.11: Average results of Labeling test R1

Test

TP

FP

MLEL

0.0

0.0

Word-Embeddings + SVM

50.0 3674.22

Word-Embeddings + KNN 12.2

903.52

TN

FN

2115.84 26.24 23.76 1559.16
0.78

0.0

1537.58 18.58 19.22

Table 4.12: Average results of Labeling test R2
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0.0

0.0
1233.9

Chapter 5
Conslusions
5.1

Result Analysis

The goal of this research was to learn if word embeddings could be used to learn new information from an Unlabeled set in a PUL setting, and separate the positive and negative
sets with greater accuracy than the original MLEL algorithm. The methodology used was
to take advantage of the embeddings, which allows for comparison of words for similarity in
context. Using a Google model, I aligned each word in the vocabulary with its corresponding word embedding. After this, using the MLEL algorithm, each embedding was given a
P Dword value, which is then used to give a confidence value for an unlabeled example to
be a positive example. The proposed algorithm had a higher accuracy and F-score when
compared to the original algorithm when using a small positive set. Where the original
algorithm failed and classified everything as random, the new algorithm performed better
with a smaller labeled positive set, labeling more positive examples from the set U than
the MLEL algorithm. However, the presented algorithm still has flaws. While it is true
that there was a portion of the unlabeled positive examples that were correctly classified,
it is also true that there was a number of negative examples misclassified as positive. As
the results show, with a larger set of labeled positive examples, noise is generated when
creating the training examples, which in turn causes a lower F-score and Accuracy. Since
the only examples affected in the algorithm are those found in set U, and the values for
the words in PV is already known, ambiguous negative examples gain a P Dexample value
large enough to be misclassified. The proposed algorithm shows no improvement when the
labeled set is large enough, howver shows better F-score and accuracy values when using a
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smaller labeled set. Further tests are necessary to see the limit of these improvements over
the original algorithm.

5.2

Future Work

There was a number of tests that time did not allow that can improve the performance
of the given algorithm. First, this specific algorithm could be tested with other data sets
to further test it’s accuracy. I was only able to use a single dataset, and the data was
composed of small paragraphs for each example. This limited the frequency of the words,
which appeared once or twice in each example in general. It would be best to test this
algorithm with datasets where each sample is of a much larger size, and the P Dword value
of each word in the vocabulary is much more varied. Also, this data set separated the
classes by author, with one author being considered the positive set, while a number of
other authors were considered the negative set. Attempting to separate text by topic
rather than author could present different results. Another idea is to take the positive
examples from the set U iteratively, rather than all together, could prove useful. Finally,
to train a word embedding model learned from the words found in the training data. The
relationship between words in the specific sets of data could be different than those found
in general word embeddings, like the Google embeddings used in this test. It is possible
that the similarities found in the general case might not hold true for the words found in
the training data.
To conclude, I believe the methodology of this thesis shows promise. The results show a
greater accuracy in classification than the original MLEL algorithm. However, there is still
much room for improvement Separating the misclassified negative examples is a problem
that could affect the accuracy with other datasets. While the promise still exists, there are
other methods to test in trying to solve the problem presented in this thesis.
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