We show that tensor network states of n identical quantum systems can be faithfully compressed into O(log n) memory qubits. For a given parametric family of tensor network states, our technique is based on a partition of the tensor network into constant and variable terms. In our compression protocols, the prefactor in the logarithmic scaling O(log n) is determined by a minimal cut between the physical systems and variable terms in the network, which can be interpreted as a maximum information flow from the free parameters to the output quantum state. The logarithmic scaling O(log n) is generally optimal, while the determination of the optimal prefactor remains an open problem.
assigned to each edge. Given a tensor network, we construct a flow network by associating the free parameters with the source, and the physical systems to the sink. The capacity of an edge is defined as the minimum number of qubits needed to store the physical system corresponding to that edge. Intuitively, the number of logical qubits needed to store a tensor network state should be determined by the amount of information flowing from the free parameters to the physical systems. This intuition can be made more precise using the "max-flow min-cut theorem" [24] , which states that the maximum flow is equal to the value of the minimum cut, defined by a set of edges with minimal sum of capacities that partitions the vertices into two subsets, containing the source and the sink, respectively. This result provides a visual way to construct compression protocols, and motivates the search of tensor network representations with small values of the minimum cut.
Besides the compression of arbitrary MPSs and PEPSs, we consider compression tasks where some parts of the tensor network are fixed. For example, we consider MPSs and PEPSs with variable boundary conditions, as well as MPSs that are generated from a fixed state by applying the same local unitary operation on all the physical systems. In general, we show that our compression protocols satisfy an area law: the number of logical qubits used to compress a family of states is proportional to the size of the boundary between the systems of our concern and variable parts of the network.
We conclude the paper with a discussion of approximate compression protocols for tensor network states. Specifically, we consider the compression of MPSs with local correlations. We show that such MPSs with variable boundary conditions can be approximately compressed to a small number of systems near the boundaries. This allows us to cut and connect MPSs with local operations, with potential applications to measurement-based quantum computation (MBQC) [25, 26] .
This article is structured as follows. In Section II we introduce the graphical notations for tensor networks. In Section III we list our main results, provide the main theorem for the compression of tensor network states, and analyze the examples case by case. Section IV extends our results from pure states to marginal and mixed states. Section V considers approximate compression of MPSs with local correlation. We conclude in Section VI.
II. PRELIMINARIES A. Graphical notation for tensor networks
In this article, we represent tensor networks as directed graphs where each vertex represents a tensor, see e.g. [27, 28] . Each edge incident on a vertex represents an index of the corresponding tensor, so the number of edges to which a vertex is connected equals to the order of the tensor.
Vectors and matrices. A vector is represented as a vertex connected to one open edge. A column vector has an outgoing edge, while a row vector has an ingoing edge. A matrix is represented as a vertex with both an ingoing edge and an outgoing one. In the following examples, |v is a d-dimensional column vector, |v is the element-wise complex conjugate of |v , v| := |v † is the adjoint of |v (row vector whose entries are the complex conjugates of the entries of |v ), and v| is the transpose of |v .
Note that the place where an arrow is attached to a box matters. Here we assume the left side of A corresponds to its row index, and the right side its column index. A vector has only one index so the attachment position is unimportant.
Multiplication. An edge connecting two tensors represents a summation over the corresponding index. With this notation, one can conveniently represent multiplications between matrices and vectors.
The outgoing open edge indicates that the result of the multiplication is a column vector.
Tensor product. A tensor network with several disconnected components is a tensor product of the components (or outer product of vectors). where we labeled the edges by i, j and k to indicate their correspondence to the first, second and third index of T , respectively. In the following, the indices will be sometimes omitted in the graphical notation.
Reversal of edges. Multiplication with the unnormalized maximally entangled state |Φ = i |i |i or its conjugate transpose Φ | = i i| i| does not alter the elements of a tensor, but it converts a column index to a row index and vice-versa. We represent a multiplication with |Φ by a reversal of the direction of the arrow.
We always assume that the Hilbert space of each edge has a predefined default basis, so that for each edge, the maximally entangled state is uniquely defined. Vectorization. If we reverse all ingoing edges of a tensor, we obtain a tensor with only outgoing edges, which is a column vector (on the tensor product of multiple Hilbert spaces). For example,
In a tensor network, reversing non-open edges does not affect the values assigned to the whole network. For example,
B. Tensor Network States
A tensor network state is a state whose amplitudes are represented by a tensor network. The simplest example of tensor network state is the matrix product state (MPS). MPSs can be used to represent the ground states of a chain of particles with local interactions, including the one-dimensional Ising model [29] and the AKLT model [30] . In addition, many MPSs, including the AKLT state, are known to be useful as resource states for measurement-based quantum computation (MBQC) [26] .
Our working example will be the class of MPSs with open boundary conditions [18] . An MPS with open boundary conditions is specified by 1. n physical systems, each of dimension d p . i }, labelled by an index k ∈ {1, . . . , n} and another index i ∈ {1, . . . , d p } 4. two vectors |L and |R in H dc , called the boundary conditions. Explicitly, the MPS is the d
We assume that the norms of the vectors |L and |R are chosen in such a way that the overall vector |Ψ L,R is normalized. In the following we will restrict our attention to translationally invariant MPSs [31] , that is, MPSs where the matrices A [k] i are independent of k. Hence, the set of matrices will be simply denoted as {A i } i=1,...,dp . Equivalently, we will regard the set {A i } as one order-3 tensor of dimension
In the translationally invariant case, Equation (1) becomes
or, in graphical notation,
where the vertical arrows correspond to the physical systems, while horizontal ones the correlation spaces.
C. Flow networks
A flow network [32] is described by a directed graph G = (V, E), with a set of vertices V and a set of edges E. Each edge e ∈ E is assigned a non-negative number c(e) called its capacity. There are two special vertices, called the source, denoted as s ∈ V , and the sink, denoted as t ∈ V .
A flow f : E → R + in a flow network is an assignment of non-negative numbers to the edges of the network, satisfying the conditions 1. for every edge e, the flow f (e) is upper bonded by the capacity c(e) 2. for every vertex v other than the source and the sink, the total flow entering in the vertex v is equal to the total flow exiting from it, namely u∈V,
The value of the flow f , denoted by f s is the total flow exiting from the source, namely
A cut of the flow network is a partition of the vertices into two disjoint subsets S ⊂ V and T ⊂ V such that s ∈ S and t ∈ T . We write the cut as (S, T ). An edge (u, v) is called a cut edge if u belongs to S and v belongs to T . The capacity of the cut (S, T ), denoted as c(S, T ) is the sum of the capacities of the cut edges, namely
The max-flow min-cut theorem states that the maximum value f s over all possible flows f is equal to the minimum capacity c(S, T ) over all possible cuts (S, V ) [32] . In the following we will apply the framework of flow networks to the construction of compression protocols for tensor network states.
III. EXACT COMPRESSION OF TENSOR NETWORK STATES

A. Compression of parametric state families
Consider a quantum system S with Hilbert space H, and denote by S(H) the set of density operators on H. Consider a parametric family of quantum states {ρ x } x∈X ⊆ S(H), labeled by a parameter x in some manifold X. In general, the parameter x can be a vector of parameters, such as the values of some control fields.
Given a parametric family {ρ x } x∈X , the goal of compression is to store the states into a smaller quantum system S ′ , with Hilbert space H ′ . A compression protocol for the states {ρ x } x∈X is specified by an encoding channel E : S(H) → S(H ′ ), and a decoding channel D : S(H ′ ) → S(H), both independent of the parameter x. Mathematically, a channel is a completely positive (CP) trace-preserving linear map, mapping density operators of its input system into density operators of its output system. The encoding channel stores the state ρ x into the state E(ρ x ) of the smaller system S ′ . The decoding channel attempts to recreate the original state ρ x from the state E(ρ x ). In the following we will be consider exact compression protocols, that is, protocols satisfying the condition
In particular, we will be interested in the case where the input system consists of many particles. In these protocols, the parametric state family {E(ρ x )} x∈X provides a compressed simulation [13] of the original family {ρ x } x∈X .
B. Parametric families of tensor network states
In this paper we study the compression of correlated states, such as the ground states of translationally invariant many-body systems. Typically, these states depend on several parameters. For example, the ground state of the Ising model depends on the intensity of the external field and on the strength of the coupling between neighbouring spins. As these parameters vary, the ground states form a parametric family of quantum states, describing how the spins respond to changes of the field and coupling strengths.
A parametric family of tensor network states is specified by a tensor network where some of the tensors can vary depending on the values of some parameters. For example, consider the family of translationally invariant MPS defined by
for some parameter x ∈ X and some mappings L : x → |L x and R : x → |R x . Here, the boundary conditions |L x and |R x are variable, while the tensor A is fixed. We represent variable tensors with shadowed boxes. In general, a tensor network can contain constant parts and variable parts. Using vectorisation, the tensor network can be rearranged in such a way that all the variable parts are column vectors. In this way, every parametric family of tensor network states can be represented as
where |v x ∈ H X a multipartite vector representing all the free parameters, and N a linear operator from the Hilbert space H X , in which the free parameters are encoded, to the Hilbert space of the physical systems. In general, the matrix N is itself a tensor network, i.e. it is obtained by connecting fixed tensors to one another, as in the following example, where the component framed by the dashed line represents N .
From tensor networks to flow networks
We now construct compression protocols of tensor network states of the form |Ψ x = N |v x , where |v x is a vector in a (generally multipartite) Hilbert space H X , called the parameter space, and N is a fixed tensor network, mapping the parameter space into the physical spaces.
The first step is to convert the tensor network N into a flow network N using the following prescription:
1. Add a virtual vertex s, to be regarded as the source, and another virtual vertex t, to be regarded as the sink. 3. For each edge e of N , define its capacity as c(e) = log d e , where d e is the dimension of the quantum system associated to the edge e. u) to N and assign it the same capacity of the edge (u, v). In other words, except for the edges connected to s or t, we make all edges bidirectional.
For each non-open edge
An example of this procedure is provided in Figure 1 . Intuitively, the amount of memory needed to store the parametric family {|Ψ x = N |v x } x∈X depends on the amount of information flowing from the parameter space to the physical systems. This intuition will be made more precise in the following. The key result is that every cut in the flow network N defines an exact compression protocol:
Theorem 1 (Appendix A). Let {|Ψ x } be an ensemble of states in Hilbert space H P generated by a linear operator K : H X → H P acting on parameter space H X , namely |Ψ x = K |v x for some (not necessarily normalized) vector |v x ∈ H X . Assume K to be described by a tensor network N . Take any cut C = (S, T ) of N , and let H C be the combined Hilbert space corresponding to all its cut edges. Then there exists two quantum channels E :
In other words, the ensemble {|Ψ x } x∈X can be compressed into log dim H C qubits, which equals to the capacity of C. Specifically, we can take C to be the minimum cut.
Theorem 1 gives us a recipe to construct exact compression protocols. The most efficient among these protocols uses a number of logical qubits equal to the capacity of the minimum cut (up to integer rounding up).
In practice, the states {|Ψ x } may already have a tensor network representation, such as MPSs, but sometimes we need to construct an alternative tensor network representation where the minimum cut is smaller. In the following subsections, we consider several state ensembles, with increasing complexity on tensor network constructions.
D. MPS/PEPS with variable boundary conditions
Memory size for MPS with variable boundary conditions
We start with the case of states that are defined in the tensor network representation. Consider the compression of the following MPS with variable boundary conditions:
where the physical dimension is d p , and the bond dimension is d c . Here, the tensor A is fixed and known, and the free parameters are the components of the vectors |L and |R . In Equation (9), we regard the tensors surrounded by the dashed line as the linear map K, and we write |Ψ L,R = K |L |R (note that we have reversed the arrow between L and the leftmost A, so that all the free parameters correspond to ingoing arrows in the tensor network). We convert K to a flow network as Figure 2 . Using Theorem 1, the states {|Ψ L,R } can be compressed into a number of qubits equal to the minimum cut. In general, specifying a cut of the network means specifying which vertices are in the set S containing the source s and which vertices are in the set T containing the sink. In this case, we let s be the only vertex in S, and all other vertices belong to T , corresponding to the cut shown by the dashed line in Figure 2 . The value of the cut is 2 log d c . This is typically the minimum cut if we have 2 log d c ≤ n log d p . Therefore the states {|Ψ L,R } can be compressed into 2 log d c qubits (rounded up, the same below). Note that although in Eq. (9) we write the MPS as one with open boundary conditions, our compression scheme works also in other cases. In general, we can consider a set of states {|Ψ B } generated by |Ψ B = K |B , where |B ∈ H dc ⊗ H dc is a general vector on the combined space of |L and |R . For example, MPS with periodic conditions [18] , defined as |Ψ = dp i1,...,in=1
can be generated by setting |B to the maximally entangled state. In fact, the variable boundary conditions can be arbitrary tensors connected to the left and right ends of the chain of A's, and may contain extra systems. We will elaborate more on this point in Section IV. This case MPSs with variable boundary conditions is relatively simple that we are able to explicitly construct the encoding and decoding channels. The construction is shown in Appendix B.
PEPS with variable boundary conditions
We now consider PEPSs, which are a 2-d analog of MPSs. A PEPS is defined by a lattice of tensors, where each tensor has edges connected to its neighbors. For example, Figure 3 shows a PEPS defined on a square lattice. Each A in the figure is an order-5 tensor, and the shaded loop is a tensor B describing the boundary condition. We consider the case that A is fixed, while the entries of B represent the free parameter of a family of PEPS states. As in the MPS case, the copies of tensor A on the lattice define a linear map from the systems on the boundary to the physical systems on the outgoing wires. We call this linear map K, and write the PEPS as |Ψ
where |B is a vectorised version of the tensor B describing the boundary condition. Then, we convert K to a flow network and look for its minimum cut. Assuming that the bond dimension d c is a constant, while the lattice has size n × m for large n and m, the optimal cut consists of the source (which replaces the tensor B) on one side, and of the sink and the copies of tensor A on the other side, as shown in Figure 3 . The cut edges contain a number 2n + 2m of d c -dimensional systems, with combined dimension d 2n+2m c
. Using Theorem 1, we conclude that the states {|Ψ (PEPS) B } can be compressed into (2n + 2m) log d c qubits.
This result coincides with the area law of PEPS, which indicates that the amount of information contained in a region of PEPS is proportional to its perimeter, in this case 2n + 2m. More generally, this result is an instance of the bulk-boundary correspondence in [33] , which shows that the bulk (namely physical systems) and boundary of a PEPS are related by an isometry. In the special case of PEPS, our result can be seen as a special case of the "holographic compression" of Ref. [34] , which states that a state with area law can be approximately compressed into a memory proportional to the boundary size. In the special case of PEPSs, the compression is exact.
E. Unknown MPS/PEPS with bounded bond dimension
Suppose that we know nothing about an MPS except that it is translationally invariant and has bond dimension no larger than d c . A generic state of this form can be expressed as
Note that the entries of the tensor A are free parameters, like the entries of the vectors L and R. We now provide an alternative tensor network representation of the state |Ψ A,L,R . To this purpose, we can convert the tensor A into a vector of dimension d 
Now, note that the vector |A ⊗n belongs to the symmetric subspace of C d 2 c dp ⊗n , which has dimension n+d 2 c dp−1 d 2 c dp−1
.
Let S be a Hilbert space of dimension n+d 2 c dp−1 d 2 c dp−1
. Then, there exists an isometry V such that, for any |A , there exists a vector |S A ∈ S satisfying |A ⊗n = V |S A . Using this fact, we can replace |A ⊗n by V |S A , thus obtaining a new tensor network representation with smaller minimum cut:
For sufficiently large n, the minimum cut is illustrated by the dashed line in Figure 13 . The cut edges are the outgoing edges of L, R and S A , and their combined dimension is d 2 c n+d 2 c dp−1 d 2 c dp−1
. The total number of qubits to compress the states {|Ψ A,L,R } is then log d 2 c n+d 2 c dp−1 d 2 c dp−1
The method used for MPSs can be generalised to arbitrary systems that are "finitely correlated", in the sense that they have a small bond dimension. For example, a PEPS on a n × m square lattice is defined by an order-5 tensor A, as illustrated in Figure 3 ). By vectorisation, the tensor A is transformed into a vector |A in a vector space of dimension d c dp−1 d 4 c dp−1
, and therefore we can compress nm copies of A into log nm+d 4 c dp−1 d 4 c dp−1
qubits. With additional (2n + 2m) log d c qubits to encode the boundary condition, the total number of qubits to compress a generic
The same argument can be applied to a lattice of n translationally invariant correlated systems, each of which has physical dimension d p and interacts with k neighbours. In this case, a generic state on the lattice can be compressed
where L is the number of correlation systems across the boundary (L = 0 for closed lattices, like e.g. the torus).
F. Multipartite states generated by identical unitary gates
Suppose that an unknown unitary evolution U g is applied to each physical system simultaneously. For example, each physical system could be a spin, and the spins could be immersed in a uniform magnetic field. We investigate how the state of the particles can be compressed while the field is unknown.
We first consider the case where the initial state is pure and perfectly known. Let |φ 0 ∈ H ⊗n be the initial pure joint state on n physical systems. Assume each physical system undergoes the same unknown unitary U g labeled by g ∈ G, resulting a final joint state U ⊗n g |φ 0 . The goal is to compress the states {U ⊗n g |φ 0 } g∈G . To better characterize the structure of the transform U ⊗n g , we use the Schur-Weyl duality [35] . The Schur-Weyl duality decomposes the Hilbert space H ⊗n into the following form:
where Y n,d is the set of Young diagrams with n boxes and at most d rows, and R λ and M λ are certain subspaces indexed by λ. We denote the unitary transformation from the original n-tensor space to the decomposition as
, which is known as the Schur transform. One property of the decomposition (14) is that, U ⊗n g acts trivially on each subspace M λ . Therefore we can decompose U ⊗n g with respect to this decomposition as
where {|λ } λ∈Y n,d is an orthonormal basis that indexes the direct sum, U g,λ is a unitary on R λ , and I m λ is the identity on M λ . To match the decomposition of U ⊗n g , we also decompose |φ 0 as
where |r λ and |µ λ are states in R λ and M λ , respectively, and λ |q λ | 2 = 1. Multiplying Eq. (15) with Eq. (16), we have
Note that |φ 0 is a known fixed state, and therefore |µ λ is known and fixed. We can then construct an isometry
Defining
We draw the tensor network generating the states {U ⊗n g |φ 0 } in Figure 4 . In Figure 4 ,Ũ g = λ |λ λ| ⊗ U g,λ is a compressed version of U ⊗n g . The T-shape intersection is a copying operation on the index system |λ , defined as
|λ |λ λ|
The region to the left of the dashed line readsŨ g ( λ |λ |λ λ|) V † µ U sch |φ 0 , which equals to |ψ g . The partial isometry V † µ serves as a "coherent erasure" of the system M λ . We first perform a coherent erasure on the multiplicity system M λ using V † µ and reprepare the system later using V µ . This effectively reduces the minimum cut (dashed line) of the tensor network. The cut edges constitutes the Hilbert space λ∈Y n,d R λ .
Note that we are slightly abusing the notations for tensor network, as the two cut edges constitute a space that is not the tensor product space of each edge. The dimension of the edge labeled by R λ depends on λ. To avoid ambiguity, we have to restrict the upper edge to take values only in the basis {|λ }.
According to Theorem 1, the states {U ⊗n g |φ 0 } can be compressed into a memory of dimension equal to the dimension of λ∈Y n,d R λ , which is
namely a memory of no more than
log(n + d − 1) qubits. The last inequality comes from Lemma 1 (Lemma 3 in [7] ) shown below, with r = d.
Lemma 1. [7] The total dimension of all the representation spaces corresponding to Young diagrams with no more than r rows is upper bounded as
λ∈Yn,r dimR λ ≤ (n + d − 1) (2dr−r 2 +r−2)/2
G. Parametric tensor network state family under unknown global transformation
In the previous section, we have discussed about the compression of a fixed multipartite state under unknown global transformation. Here we consider a generalisation of this, where an unknown global transformation is applied to a multipartite state represented by a tensor network. This could be a model of interacting spins immersed in a uniform magnetic field. Both the initial state of the system and the global transformation have unknown parameters.
Formally, we consider a tensor network state |Ψ x = N |v x on n physical systems with unknown parameters |v x in the parameter space H X . On top of this, an unknown unitary evolution U g is applied to each physical system simultaneously, resulting a state family {U ⊗n g |Ψ x } g∈G,x∈X . To use Theorem 1, our goal is to construct a tensor network that generates the family {U ⊗n g |Ψ x } g∈G,x∈X while keeping the minimum cut small. We do the construction in two steps: we first consider a smaller state family and construct its corresponding tensor network, and then extend the network so that it generates our target state family {U ⊗n g |Ψ x } g∈G,x∈X . Let m = dim H X . Choose m configurations of parameters x 1 , . . . , x m such that {|v x1 , . . . , |v xm } is an orthonormal basis of H X . The smaller family we consider is {U ⊗n g |Ψ xi } g∈G,i=1,...,m . This family is a slight extension of the family in the previous section, where instead of fixing the initial state, the initial state is chosen from m possibilities.
For any x i , using the Schur transform, we can decompose |Ψ xi as
is known, as in the previous section, we can construct an isometry V µ (17) . However, in this case µ (xi) λ is unknown and depends on the value of i. Thanks to the fact that i takes a finite number of values (1 to m), we can construct one isometry for every value of i, in other words, an isometry controlled by the parameters |v xi . As a result, we redefine V µ to be an isometry controlled by an input from system H X , as
where the control system is not transposed. We then draw the tensor network that generates {U ⊗n g |Ψ xi } g∈G,i=1,...,m , which is similar to Figure 4 with additional control systems for V µ and V † µ .
We shadow Ψx i and copies of xi to indicate that they are unknown as well asŨg.
For any fixed x i , this network reduces to Figure 4 , and generates the state U ⊗n g |Ψ xi . Therefore any state in the family {U ⊗n g |Ψ xi } g∈G,i=1,...,m can be generated by this network. We regard |Ψ xi , two copies of |v xi andŨ g as the parameters, and write U ⊗n g 
This indicates that we can generate U ⊗n g |Ψ x via the linear map M with a superposition of the parameters. Defining
which shows that the family {U ⊗n g |Ψ x } g∈G,x∈X can be generated by the following tensor network in Figure 6 . The lower two cut edges constitutes the space λ∈Y n,d R λ , which has dimension no more than (n + d − 1) log(n+d−1)+log dim H X qubits.
We now consider MPSs and PEPSs. In Section III D, we showed that an MPS or PEPS with unknown boundary condition can be written as |Ψ B = K |B , where |B ∈ H X is a vector describing the boundary condition, and K is a
log(n + d − 1) + 2 log d c qubits, while a PEPS on a square lattice with unknown boundary condition can be compressed into a memory of
log(n + d − 1) + (2n + 2m) log d c qubits.
H. Summary
The results are summarised in Table I . Cases 1 and 2 deal with the compression of multipartite states where the interactions between particles are known, while the boundary condition is unknown. The scaling of the memory size manifests an area law: the number of qubits needed to encode the state is proportional to the size of the boundary. Cases 3 and 4 consider a translationally invariant multipartite system with bounded bond dimension. A logarithmic scaling can be observed: the memory size is O(log n) for a system of n particles. The same scaling is also observed in the compression of identical uncorrelated systems [9] . Cases 5, 6 and 7 exemplify a tensor network state under an unknown global transformation. The total memory usage equals to the memory for the unknown transformation, which is log(n + dp − 1) 6 MPS with variable boundary conditions under
log(n + dp − 1) + 2 log dc 7 n × m PEPS with unknown boundary condition under U
log(nm + dp − 1) + (2n + 2m) log dc
IV. EXTENSION TO MARGINAL/MIXED STATES
So far, we have restricted our attention to pure states. In this section, we extend Theorem 1 to mixed states. To this purpose, we assume that the system under our consideration is part of a larger system. For example, Alice and Bob share an MPS state, where Alice holds the first n particles, while Bob holds the rest. Alice wants to compress her part into a smaller memory, while ensuring any entanglement between her state and Bob's would not be disturbed.
Formally, we consider two systems, the physical system P (with Hilbert space H P ) and the environment E (with Hilbert space H E ), and a family of pure states on the combined system {|Ψ x } ⊂ H P ⊗ H E . The compression is only applied to system P , but we should ensure the joint state |Ψ x can be recovered. In the exact case, our goal is to find channels E : H P → H C and D : H C → H P that satisfy
while minimizing the memory size, namely the dimension of H C . We solve this case by the following theorem.
Theorem 2 (Appendix C). Let system P and system E be the physical system and the environment, with Hilbert spaces H P and H E , respectively. Let {|Ψ x } ⊂ H P ⊗ H E be a family of states on the combined system P E, which is generated by a linear map K : H X → H P ⊗ H E acting on parameter space H X , namely for any x ∈ X, |Ψ x = K |v x for some |v x ∈ H X . Assume K is described by a tensor network N , each of whose outgoing edges corresponds to either the physical system P or the environment E. We convert N to a flow network N as follows:
1. Add a virtual vertex s, to be regarded as the source, and another virtual vertex t, to be regarded as the sink.
For each ingoing open edge of N , connect its open end to s.
For each outgoing open edge of N , if it corresponds to the environment, reverse this edge and connect it to s;
if it corresponds to the physical system, connect it to t.
For each edge e of N , define its capacity as c(e)
= log d e , where d e is the dimension of the quantum system associated to the edge e.
For each non-open edge (u, v) of N , if (v, u) does not belong to N , then add (v, u) to N and assign it the same capacity of the edge (u, v).
Take any cut C of N , and let the combined Hilbert space corresponding to its cut edges be H C . Then, there exists quantum channels E :
where I E is the identity channel on system E.
Consider the example where Alice and Bob share an MPS and Alice wants compress her part. The state is depicted as follows.
We call the part that Alice holds system A, with Hilbert space H A = H ⊗n P , where H P here is the Hilbert space of one particle, and Bob holds system B. We assume Alice does not know the boundary condition |L . Her goal is to find channels E : S(H P ) → S(H C ) and D : S(H C ) → S(H P ) that satisfy
for some Hilbert space H C whose dimension should be minimized. Using Theorem 2, we convert the tensor network in Eq. (19) to into the flow network in Figure 7 . There are two cut edges, each has dimension d c , and therefore Alice can compress her state into log dim H C = 2 log d c qubits. The memory size is the same as compression of an MPS with variable boundary conditions (Case 1 in Table I) , and in fact, the encoding and decoding channels are also the same as in Case 1 (Appendix B). Theorem 2 also deals with the compression for mixed states. Since every mixed state has a purification, we can consider mixed states by considering tensor networks that generate the purifications. For a mixed state ρ x ∈ S(H P ), its purification is a pure state |Ψ x ∈ H P ⊗ H E satisfying Tr E [|Ψ x Ψ x |] = ρ x , where H E is the Hilbert space of an auxiliary system E. To compress a set of mixed states {ρ x }, our goal is to find two quantum channels, an encoder E : S(H P ) → S(H C ) and a decoder D : S(H C ) → S(H P ) satisfying (D • E)(ρ) = ρ for any x, where H C is the Hilbert space of the memory.
Let us apply Theorem 2 to a parametric family of purified states {|Ψ x }. The theorem guarantees that there exists quantum channels E : S(H P ) → S(H C ) and D : S(H C ) → S(H P ) such that
Taking the partial trace over E on both sides of Eq. (21), we obtain
which shows that the mixed states ρ x are compressed without errors. To make this statement more general, we may take the partial trace over a subsystem of E. Assume system E consists of two subsystems E 1 and E 2 . Taking the partial trace over E 1 on both sides of Eq. (21), we obtain
for the set of states {ρ
We write this as the following corollary.
set of states defined as in Theorem 2. Assume K is described by a tensor network N , which is converted to a flow network N with the prescription in Theorem 2. Take any cut C of N , and let the combined Hilbert space corresponding to its cut edges be H C . Assume system E consists of two subsystems E 1 and E 2 . Then for the family of mixed states {ρ x } ⊂ S(H
P ⊗ H E2 ) defined as ρ x = Tr E1 [|Ψ x Ψ x |], their
marginal states on system P can be compressed into log dim H C qubits with the same encoder E and decoder D as in Theorem 2, namely
where I E2 is the identity map on system E 2 .
In words, we first identify as the environment systems the purifying system of mixed states and systems kept by another party that is correlated to the system of our concern. Then we find a tensor network that generates both the environment and physical systems. We put the parameters and the environment systems together, and draw a cut that separate them from the physical systems, as shown in Figure 8 . Then the physical systems can be compressed into a memory whose dimension equals to the combined dimension of the cut edges, and the compression scheme will be independent of the environment systems.
The network generating |Ψx and the cut of N that separates N into subnetworks N1 and N2. We label the outgoing edges corresponding to the environment with "E", and those corresponding to the physical systems with "P ".
V. APPROXIMATE COMPRESSION FOR LOCALLY CORRELATED MPS
Locally correlated states arise as ground states of short-range interacting systems. In these statems the correlations between particles decreases quickly with the distance between them. A number of MPSs, including AKLT and cluster states, are locally correlated. In this section, we investigate the compression of locally correlated MPSs with variable boundary conditions. We show that the compression can be done by operating only on a small number of systems near the boundaries, at the cost of a small error and a small memory overhead.
A. Recovery as a means of compression
In the following, we quantify the correlations between two regions X and Z in terms of the mutual information I(X : Z) = S(ρ X ) + S(ρ Z ) − S(ρ XZ ), where ρ XZ is the density matrix of the composite system XZ, ρ X and ρ Z are its marginal states on systems X and Z, respectively, and S(ρ) = − Tr[ρ log ρ] is the von Neumann entropy. Now, suppose we have a state ρ XY Z on the combined system XY Z, and that we want to compress the state into a smaller memory, operating only on systems Y and Z. This situation arises e.g. when X belongs to the environment. A simple approach to compression is just to discard system Z. In this case, the question is whether system Z can be recovered in the decoding phase. A criterion for successful recovery is given by the following proposition [36] : 1. E = Tr Z : the encoding is done by simply discarding system Z.
2. D = R: the decoding is the recovery channel R from Lemma 2.
3. The error of this protocol in terms of logarithmic fidelity is bounded by I(X : Z|Y ), namely
System X is the part of the total system that is outside the control of the experimenter. Usually, the choice of system X is determined by the problem. Instead, we are free to choose how the complement of X is partitioned into the subsystems Y and Z. By carefully choosing subsystem Z (the subsystem that is discarded) we can minimise I(X : Z|Y ), and therefore obtain a compression protocol with small error.
B. Approximate Compression for MPS
It is shown in [37] that, many MPSs manifest an exponential decay of mutual information between two separated regions. Consider the MPS defined as in Eq. (2) by the tensor A and the two vectors |L and |R . Using the tensor A, one can define the CP map T (·) = i A i · A † i . In terms of the map T , the locality of the correlations is guaranteed by the following assumptions: Assumption 1. Let T be the CP map associated to an MPS. We assume that (i) lim n→∞ T n exists, i.e. lim n→∞ T n (X) exists for any bounded operator X, and (ii) T has a unique stable point, up to constant factors. In other words, there exists a non-zero operator H such that T (H) = H and every operator
Examples of MPSs satisfying Assumption 1 include the AKLT state and the cluster state, while a counterexample is the GHZ state (Appendix E).
Under Assumption 1, an arbitrary MPS with variable boundary conditions can be compressed faithfully with an exponentially small error by operating only on a small number of systems near the boundaries: dp ) depending only on A, n and l such that
where η is the eigenvalue of T with the second largest absolute value (by construction, one has |η| < 1). In other words, the state ρ can be compressed into min{4 log d c , 2l log d p } qubits with operations made only on system Y .
The compression protocol is only dependent on n, A and l, and the error bound applies uniformly for any input. It is worth mentioning that the compressed size min{4 log d c , 2l log d p } is independent of the original size of the system n, showing that the information flow from the variable boundary conditions to the physical systems is bounded by a constant.
A similar result could be obtained with the "holographic compression" technique of [34] to MPSs, which works generally for states satisfying the area law. However, the price of generality is that the error scales as O(1/l), while our scheme achieves an exponential decay O(|η| l ).
C. MPS and measurement-based quantum computation
Many MPSs, including AKLT states [30] , can be used as resource states for measurement-based quantum computation (MBQC) [26] . Our compression scheme, which consists of discarding and recovering MPSs, indicates the possibility to manipulate MPSs in a way that facilitates MBQC. Specifically, we can cut and connect MPSs with small errors, as stated in the following theorem.
Theorem 4 (Cutting and connecting MPSs). Cutting: For an MPS satisfying Assumption 1, discarding a continuous block of l systems leaves the rest an approximate product state shown as below with error O(lη l )
where ρ L and ρ R are positive operators dependent on A, while L and R denote the rest of the MPS.
Connecting: Two MPSs with boundary conditions as shown below can be connected with a channel acting on the l physical systems nearest to the boundary of each MPS, with error
where the box L (and R) denotes the remaining part of λ (and ρ) other than the l physical systems nearest to the right (left) boundary. We call the system of L and R the environment system E. Define σ as
Then for any integer n ≥ 3l, there exists a channel C acting on the rightmost l physical systems of λ and the leftmost l physical systems of ρ, such that
with error O(lη l ), where I E denotes the identity channel on the environment.
Proof. The error of a cutting operation is a direct corollary from Lemma 4. The same result is also found in [37] . For the connecting operation, consider the compression of σ by discarding the n − 2l systems in the middle. Let the resulting state be σ ′ . The cutting operation indicates that σ ′ is approximately λ ⊗ ρ with error O(lη l ). By Theorem 3, there exists a recovery channel C such that
Now we consider how we can use Theorem 4 for MBQC. Consider an MPS that is used for MBQC. The simulated state is stored in the correlation space, namely in the boundary condition of the MPS. As shown in Figure 9 , we assume the state |ψ is stored in the right boundary as a boundary condition. The gist of MBQC is, by measuring the physical systems, we are able to manipulate the simulated system by changing the boundary condition.
The basic idea of MBQC. The state being operated |ψ is in the boundary condition of an MPS. If we perform a projective POVM {|pi pi|} on the system right next to the boundary, and its outcome is i, then the measurement is equivalent to performing an operation Ui = j Aj pi|j on the boundary condition, transforming the state to Ui |ψ .
Our compression scheme allows us to compress the MPS into a smaller system, without knowing the boundary condition (Theorem 3 and Case 1 in Table I . Lemma 9 provides a compression scheme where the boundary condition on one end is unknown). Therefore, we can store an arbitrary simulated state in the form of a compressed MPS.
In MBQC, each operation consumes one physical system of the resource state. If we run out of the resource state, we are not able to do further computation. Theorem 4 provides a solution. When we have only l physical systems left, we can prepare another MPS segment and use Theorem 4 to attach it to the left side of the original MPS, resulting a longer MPS as the resource state. The memory usage of this process can be limited to 3l physical systems, indicating that, to perform arbitrary MBQC approximately, one only needs a memory size of 3l physical systems.
VI. CONCLUSION
In this work, we develop a method to compress quantum states described by tensor networks. In a word, we define a family of tensor network states by classifying the nodes in a tensor network into constant and variable ones. Those variable nodes encode everything that is unknown or intangible to us, including unknown parameters, ancillary systems, and the environment. Then we draw a cut of the network between the physical systems and variable nodes, and the cut indicates a compression scheme that compresses the states into a memory of dimension equal to the product of the dimensions of all cut edges.
We apply our method to n translationally invariant quantum systems, and give a compression scheme that encodes them without error into a memory of O(log n) qubits. This scaling is optimal in the sense that identically prepared states, as a subclass of translationally invariant MPSs, is known to require O(log n) qubits [7, 9] . Nonetheless, the optimal prefactor of this log-scaling remains to be determined.
In addition, our results indicate the area law in the aspect of compression: for a state on a lattice with variable boundary conditions, the number of qubits needed to compress the states is proportional to the size of the boundary. This can be visualized by Theorem 1 that the memory size equals to the minimum cut between the system and the variable terms.
From a information-theoretic point of view, the compressed size of a set of states is an upper bound on the amount of information carried by the states. This allows us to estimate the information encoded in error correcting codes described by tensor networks, such as the toric code [21, 38] and holographic codes [39, 40] . For example, a toric code with circumference L can encode up to L/2 − 1 qubits [38] . From our results, a toric code with variable boundary conditions can be compressed into L qubits (Case 2 with d c = 2), which upper bounds the number of qubits it can encode. The gap is mostly due to that in [38] , the boundary condition of a toric code is not arbitrary, while we consider an arbitrary boundary condition in Case 2.
We mainly focused on the case of exact compression in this work. However, noise and imperfections in realistic scenarios naturally indicates that a small error may be tolerated. Allowing a small error may be advantageous, as it grants more freedom in the design of compression schemes. An example is the compression of locally correlated states (Section V), where we show that an approximate scheme only require operations on a small number of systems near the boundaries, while an exact scheme operates on all physical systems. In the case of uncorrelated systems, it is observed for identically prepared qubits that tolerating any non-zero error decreases the memory size discontinuously for every operator Y of the form Y = K(X) with X ∈ L(H 1 ).
Proof. Let the singular value decomposition of
are orthonormal sets of vectors in H 1 and H 2 respectively, and m is the rank of K. Define the partial isometries
which is a projector on the image of K, and DEK = K.
is an orthonormal set of vectors, we can expand the set into a full basis of H 1 , and denote it as
. We do the same to {|β i } m i=1 and expand it to a basis of H 2 , denoted as
. Then we can expand the partial isometry E to a quantum channel, by defining
where |α is an arbitrary unit vector in H 1 . This is indeed a quantum channel because
i=m+1 |β i β i | = I 2 , the identity operator on H 2 . Similarly, we expand D to a quantum channel as
where |β is an arbitrary unit vector in H 2 . Now we consider an operator in the image of
where the second last equation comes from DEK = K.
In words, Lemma 3 says that if a state ρ can be generated from a d 1 -dimensional system by a probabilistic process K, then then ρ can be perfectly compressed into a d 1 -dimensional system with a deterministic encoder E and a deterministic decoder D.
Now we give the proof of Theorem 1.
Proof. Let the cut C = (S, T ), with the source in S, and sink in T . As in Figure 10 , let J and L be the sub-networks induced by S and T , respectively, without the virtual vertices but including the edges between S and T as open edges. By adjusting the direction of edges (inserting unnormalized maximally entangled states), we can make all edges across S and T pointing from S to T , without affecting the original linear map K. Then J defines a linear map, which we also denote as J : H X → H C , L defines a linear map L : H C → H P , and we have K = LJ. Defining |ψ x = J |v x ∈ H C , the state |Ψ x can be written as |Ψ x = K |v x = LJ |v x = L |ψ x . Applying Lemma 3 for ρ = |Ψ x Ψ x | and σ = |ψ x ψ x | with ρ = LσL † , the states {|Ψ x } can be compressed into log dim H C number of qubits, which by definition is the value of the cut. Here we construct explicitly the compression scheme consisting of a pair of channels (E, D) for the states {|Ψ L,R } (2). From the proof of Lemma 3 (Appendix A), we need to compute the singular value decomposition of the linear map K (9). We start from considering K † K, whose eigenvalues are squares of the singular values of K, and eigenvectors are right singular vectors of K.
We draw the tensor network for K † K as follows. For the copies of A, we assume its bottom, left and right sides correspond to its first, second and third indices, respectively. We use the same convention for other tensors in this shape (e.g. S below).
We immediately observe that this network has a repeated pattern consisting of one A and one A. We call this pattern T , and K † K consists of n copies of T . Explicitly, we define T (x) = dp i=1 A i xA † i for any x ∈ S(H dc ), and graphically
where the bottom and top of x are its row and column indices, respectively. Note that the way we define T makes it a CP map, and therefore T n is also a CP map. We take the canonical Kraus decomposition of T n , as
, where r is the Kraus rank, and {S i } are a set of orthogonal operators, namely Tr[S † i S j ] = 0 for any i = j. Graphically,
From Eq. (B1), K † K is just T n up to reversal of some arrows. Therefore we can write K † K in terms of the decomposition for T n ,
where |S i = S i |Φ is the vectorisation of S i .
Eq. (B2) is almost the eigendecomposition of K † K. We make this clear by defining p i = S i |S i = Tr[S † i S i ] and |s i = |S i /p i . {|s i } are orthonormal because they are normalized and {S i } are orthogonal. Then we obtain the eigendecomposition of K † K as follows.
, the right singular vectors are {|s i } r i=1 , and the left singular vectors can be written as
. The singular value decomposition of K is then
From the proof of Lemma 3, the partial isometries used to construct the encoder and the decoder are D = r i=1 |t i s i |, and E = D † . Expanding E and D to quantum channels E and D respectively, we obtain the compression scheme (E, D) as follows.
where
i=1 is an orthonormal basis of H ⊗n dp expanded from {|t i } r i=1 , |β is an arbitrary state in H ⊗n dp , and |α is an arbitrary state in H dc ⊗ H dc .
Appendix C: Proof of Theorem 2
We illustrate N and its cut C in Figure 11 . Let J and L be the sub-networks induced by the cut C as in the proof of Theorem 1. Then J defines a linear map J : H X → H E ⊗ H C , L defines a linear map L : H C → H P , and we have K = (L ⊗ I E )J, where I E is the identity on H E .
The network generating |Ψx and the cut of N . We label the outgoing edges corresponding to the environment with "E", and those corresponding to the physical systems with "P ".
Let d E = dim H E , and take a basis {|e i } dE i=1 of H E . We make this the default basis for H E so that |e i = |e i . Define |φ x,i = (I p ⊗ e i |) |Ψ x = (I p ⊗ e i |)N |v x ∈ H P . Now we consider the compression for the (unnormalized) states {|φ x,i }. In fact, this set of states is generated by the same network N by reversing the edges for the environment. We call the resulting network N ′ and its corresponding linear map K ′ . This is shown in Figure 12 . We regard the cut C for network N also as cut for N ′ . Let |ψ x,i = J ′ |v x |e i , and then |φ x,i = L |ψ x,i . By Lemma 3, there exists quantum channels E :
Note that X here need not be positive. Now we directly apply E and D on the original set of states {|Ψ x }.
where Eq. (C1) is used from step (C4) to (C5) for X = |ψ x,i ψ x,j |.
Appendix D: Proof of Theorem 3
We first write down some entities that are used later with the graphical tensor network notation. In order to examine MPSs with variable boundary conditions, it is convenient to define the following tensor which we call a matrix product chain:
We can convert this tensor into a pure state by reversing the rightmost arrow, yielding |Ψ ∝ dc x,y=1 dp i1,...,in=1
where {|x }, {|y } are bases of the correlation space H dc . We separate the systems into three subsystems: the left end X, the physical systems Y , and right end Z. Note that the reversed rightmost arrow corresponds to the multiplication with dc y=1 |y |y . The density operator of this state is graphically represented as
with A denoting the complex conjugate of A.
The following lemmas (until Lemma 8) characterizes the mutual information between two ends of a matrix product chain, namely I(X : Z) in Eq. (D2). 
n (x) exists for any operator x means that lim n→∞T n |x exists for any vector |x , and therefore lim n→∞T n is bounded. This indicates thatT has trivial Jordan blocks for eigenvalue 1, and all other absolute eigenvalues are smaller than 1. Therefore the second largest eigenvalue is smaller than 1.
T having a unique Hermitian stable point shows that the Jordan block of eigenvalue 1 is unique. Therefore we can write
and we haveT
. Note that when multiplied with J ∞ , only the first row of X and the first column of X −1 are untouched, and all other elements are set to zero. Let |ρ R T be the first row of X, |ρ L be the first column of
Lemma 4 can be graphically written as:
where the bottom of ρ R (and ρ L ) corresponds to its row index, the top its column index. 
Proof. We choose to prove only for S(ρ XY ), because the case for S(ρ Y Z ) is similar.
Let G be the Gram matrix of {ϕ i }.
Proof.
Similarly as in Lemma 6,
Lemma 8. For the state defined by Eq. (D2), we have I(X
Corollary 2. Consider any two systems X and Z connected by an MPS of length l in system Y , namely a state in the following form:
where L and R are arbitrary tensors, and the dashed lines indicate the boundaries between systems X, Y and Z. Then for |Ψ we have I(X :
Proof. L and R can be regarded as linear maps from the correlation system to system X and Z, namely L : H dc → H X , R : H dc → H Z . For the matrix product chain
we have
By monotonicity of mutual information, I(X : Z|Y ) |ΨL,R ≤ I(X : Z|Y ) |Ψ = O(lη l ).
The following lemma deals with the case where the boundary condition of one end is unknown. We place it here as a simpler version of Theorem 3. where η is the second largest eigenvalue of T .
Proof. We consider only the case where the left boundary is unknown, as the right boundary case is symmetric.
To make it general, we assume there is an environment system E, and ρ is obtained from a pure MPS |Ψ shown below by tracing out system E (or more generally, tracing out a subsystem of E, as in Corollary 1), namely ρ = Tr E [|Ψ Ψ|]. Let |Ψ have the following form
where L is a general tensor whose open edge lies in system E. Now, we consider the compression of |Ψ , which indicates the compression for ρ. In Lemma 2, there are three systems, X, Y and Z. System X should contain unknown information, and here X is just the environment E, while Y and Z partition the original system where ρ resides. As Eq. (26) indicates, to make the compression error small, we need to choose a partitioning such that the conditional mutual information I(X : Z|Y ) is small.
In our case, we may choose Y to be a segment of the MPS that separates the index system X and the remaining part Z. Specifically, we choose Y to be the leftmost l (l ≤ n) physical systems of the original MPS, and the remaining n − l systems would become Z. The following figure shows the partition:
By Corollary 2, we then have I(X : Z|Y ) = O(lη l ). By Lemma 2, we now have a compression scheme (E, D) for the state |Ψ , where E = Tr Z . We then show that this scheme also works for the original state ρ, 
Note that after applying E, the remaining l systems still have an MPS structure. Therefore, we can apply our exact MPS compression (Case 1) to further reduce the memory usage down to 2 log d c qubits, if it is smaller. Therefore, we have the following corollary:
Corollary 3. If we no longer require E = Tr Z , the memory usage in Lemma 9 can be reduced to min{2 log d c , l log d p } qubits.
The following proposition gives a compression scheme for MPSs satisfying Assumption 1. This theorem probably uses more memory than Case 1 in Table I , but has the property that the encoding operates only on a small number of systems near the boundaries. Proposition 2. Let E be an environment system. Consider n physical systems arranged in a line, each in Hilbert space H dp , and constitutes a joint system P . Let system Y be the thickened boundary, consisting of the l (2l ≤ n) physical systems nearest to each boundary. Let system Z be the bulk, consisting of the physical systems that are not in Y . Let |Ψ ∈ H P ⊗ H E be a pure state with MPS structure on the n physical systems, namely |Ψ has the following tensor network structure where η is the second largest absolute eigenvalue of T . It is guaranteed that η < 1. In other words, the physical systems can be compressed into 2l log d p qubits with operations made only on the thickened boundary.
Proof. When only the left boundary is unknown, the compression error is bounded by the mutual information between the discarded system Z and the left boundary condition. When both boundary conditions are unknown, we have to consider the mutual information between the discarded region and both boundaries at the same time.
Following the same argument in Corollary 2, it suffices to consider a matrix product chain instead of MPS with unknown boundaries. The two ends of the matrix product chain form system X. We choose system Z to be a central part of the chain, and Y the regions between X and Z, acting as a buffer to reduce the connection between X and Z. Let the length of each region of system Y be l. The matrix product chain we are considering is graphically represented There are two eigenvectors of eigenvalue 1, and thus the GHZ state violates Assumption 1. The compression scheme (Proposition 2) does not work because discarding any system of the GHZ state leaves the rest in a mixed state in the form (|0 0| ⊗n + |1 1| ⊗n )/2.
