Although reinforcement learning methods can achieve impressive results in simulation, the real world presents two major challenges: generating samples is exceedingly expensive, and unexpected perturbations can cause proficient but narrowlylearned policies to fail at test time. In this work, we propose to learn how to quickly and effectively adapt online to new situations as well as to perturbations. To enable sample-efficient metalearning, we consider learning online adaptation in the context of model-based reinforcement learning. Our approach trains a global model such that, when combined with recent data, the model can be be rapidly adapted to the local context. Our experiments demonstrate that our approach can enable simulated agents to adapt their behavior online to novel terrains, to a crippled leg, and in highly-dynamic environments. 
Introduction
Both model-based and model-free reinforcement learning methods generally operate in one of two regimes. In the first regime, all training is performed in advance, producing a model or policy that can be used at test-time to make decisions in settings that approximately match those seen during training. In the second regime, training is performed online (e.g., as in the case of online temporal-difference learning), in which case the agent can slowly modify its behavior as the environment changes around it. However, in both of these cases, sudden changes in the environment such as failure of a robot's components, shifts in the terrain or lighting, or unexpected perturbations, can cause the agent to fail. In contrast, humans and animals can very rapidly adapt their behavior to physical perturbations and changes in their dynamics (Braun et al., 2009) , even when those particular situations have not been encountered before: people can learn to walk on crutches in just a few seconds, humans can adapt almost instantaneously to picking up an object of unknown weight, and children that can run on carpet can immediately run on grass or pebbles without having to relearn how to run. How is this possible? If an agent has encountered a large number of perturbations in the past, it can in principle use that experience to learn how to adapt. In this work, we propose a meta-learning approach for learning online adaption.
To enable efficient learning for real-world applications, we specifically study the online adaptation problem in the context of model-based reinforcement learning (Deisenroth et al., 2013) . In this setting, supervision for rapidly updating the model is easy to obtain, since every step provides data for training. Even more crucially, the meta-training process requires only a small fraction of the data and time that would be necessary to meta-train an adaptive policy with model-free RL (Duan et al., 2016; Wang et al., 2016) .
Learning to adapt a model online additionally alleviates a central challenge of model-based reinforcement learning: acquiring a global model that is accurate throughout the entire state space. If the model can adapt online, it need not be perfect everywhere a priori. This property has previously been exploited by adaptive control methods (Åström & Wittenmark, 2013; Sastry & Isidori, 1989) , which can adapt to disturbances and gradual changes in the dynamics. However, scaling such methods to complex tasks and highly nonlinear models such as deep neural networks is exceptionally difficult, since such models require large amounts of data and many gradient steps to learn effectively. By metalearning a neural network model that can be adapted online with a small amount of experience, we can enable effective online adaptation to complex dynamics while putting less pressure on the function approximator to represent a perfect global model.
The primary contribution of our work is an approach that combines meta-learning with model-based RL to achieve fast online adaptation. Our approach efficiently trains a global model that can use its most recent experiences to quickly adapt to new tasks or environmental perturbations. We interpret this general idea of adapting models online as continuously fitting local models using the global model as a prior. In this work, we introduce two instantiations of this approach. The first is recurrence based adaptive control (RBAC), where a recurrent model is trained to learn its own update rule (i.e., through its internal gating structure), which decides how to use recent data to adapt to the task at hand. The second is gradient based adaptive control (GBAC), which extends model-agnostic meta-learning algorithm (MAML) . GBAC optimizes for initial model parameters such that a gradient descent updaterule on a batch of recent data leads to fast and effective adaptation.
We evaluate our approach on simulated continuous robotic control tasks with complex contact dynamics. In our experiments, we show a half-cheetah robot adapting after the failure of different joints, navigating terrains with different slopes, and walking on floating platforms with varying buoyancy. We also show a quadrupedal "ant" adapting to failure of different legs, and a 7-DoF arm adapting online to random force perturbations. Our method can adapt rapidly on these tasks, and it attains substantial improvement over prior approaches, including standard model-based methods, online model adaptive methods, and model-free methods trained with similar amounts of data. In all experiments, the data requirements of our method translate to only 1.5 − 3 hours of real-world experience across modes of the dynamics, whereas model-free methods require ten times more data to learn a policy for just a single mode of the dynamics.
Related Work
Advances in learning control policies have shown success on numerous complex and high dimensional tasks (Schulman et al., 2015; Lillicrap et al., 2015; Mnih et al., 2015; Levine et al., 2016; Silver et al., 2017) . While reinforcement learning algorithms provide a framework for learning new tasks, they primarily focus on mastery of individual skills, rather than generalizing and quickly adapting to new scenarios or goals. Furthermore, model-free approaches (Peters & Schaal, 2008) require large amounts of system interaction to learn successful control policies, which often makes them impractical for real-world systems. In contrast, model-based methods attain superior sample efficiency in practice, by first learning a model of system dynamics and then using that model to generate more training data or to optimize a policy (Deisenroth et al., 2013; Levine et al., 2016; Nagabandi et al., 2017b) .
Model Learning: Many model-based approaches aim to learn a single global model, using function approximators such as Gaussian processes (Ko & Fox, 2009; Deisenroth & Rasmussen, 2011) and neural networks (Lenz et al., 2015; Schaefer et al., 2007; . A key challenge with these approaches is the difficulty of learning a global model that is accurate for the entire state space. Our approach alleviates the need to learn a single global by allowing the model to be adapted automatically to different scenarios based on recent observations. Addressing Model Inaccuracies: Prior approaches have corrected control mistakes caused by model errors by continuously replanning via model-predictive control (MPC) (Camacho & Alba, 2013; Lenz et al., 2015; Bansal et al., 2016; Williams et al., 2017; Nagabandi et al., 2017a; Rosolia et al., 2017) . Although this use of replanning allows for compensation for slight model inaccuracies, these methods cannot generalize to parts of the state space outside of the training distribution. In combination with continuously updating the planned actions via MPC, our approach additionally updates the model parameters online, enabling compensation for much more substantial changes in the dynamics. Another approach to addressing the problem of learning a good global model is to instead learn more accurate local models (Buchan et al., 2013; Levine & Abbeel, 2014) . These methods result in good local performance and allow for iterative local improvements of a policy. Our approach can be viewed as learning local models online with a very small amount of recent data combined with a learned global prior.
Online Adaptation: An alternative approach, often referred to as online adaptation (Tanaskovic et al., 2013; Aswani et al., 2012) , is to learn an approximate global model and then adapt it at test time. Dynamic evaluation algorithms (Rei, 2015; Krause et al., 2017; Fortunato et al., 2017) , for example, learn an approximate global distribution at train time and adapt those model parameters at test time to fit the current local distribution via gradient descent.Such work in model adaptation (Levine & Koltun, 2013; Gu et al., 2016; Fu et al., 2015) has shown that a perfect global model is not necessary, and adaptation using prior knowledge can handle disturbances. These methods, however, face a mismatch between what the model is trained for and how it is used at test time. In this paper, we bridge this gap by explicitly training a model for fast and effective adaptation. As a result, our model achieves more effective adaptation compared to these prior works, as validated in our experiments.
Meta-Learning:
The problem setting that we have been discussing also relates to meta-learning, a long-standing problem of interest in machine learning that is concerned with enabling artificial agents to efficiently learn new tasks by learning to learn (Thrun & Pratt, 1998; Schmidhuber & Huber, 1991; Naik & Mammone, 1992; Lake et al., 2015) . A meta-learner can control learning through approaches such as deciding the learner's architecture (Baker et al., 2016) , or by prescribing an optimization algorithm or update rule for the learner (Bengio et al., 1990; Schmidhuber, 1992; Younger et al., 2001; Andrychowicz et al., 2016; Li & Malik, 2016; Ravi & Larochelle, 2016) . Another popular meta-learning approach involves simply unrolling a recurrent neural network (RNN) that ingests the data (Santoro et al., 2016; Munkhdalai & Yu, 2017; Mishra et al., 2017) (2017) developed meta-learning algorithms in the context of model-free RL. In this work, we propose a meta-learning approach for learning online adaptation and suggest two instantiations of this general approach: The first extends the use of a RNN for adaptation by bringing it into a model-based learning framework, and the second builds upon MAML to directly optimize for adaptation in an online manner.
Preliminaries: Model-Based RL
Consider a discrete-time finite-horizon Markov Decision Process (MDP), defined by the tuple (S, A, f, r, γ, ρ 0 , T ). Here, S is the set of states, A is the set of actions, f : S × A → S represents a transition function, r : S × A → R is a bounded reward function, ρ 0 : S → R + is the initial state distribution, γ is the discount factor, and T is the horizon of the task. A trajectory of length N is denoted by τ :
, and the sum of expected rewards from a trajectory is known as the return. Reinforcement learning aims to find a policy π : S → A that prescribes the optimal action to take from each state in order to maximize the expected return.
Model-based RL tries to solve this problem by learning a model of the transition dynamics f . This dynamics model is used as an internal simulator to generate more training data that is then used for policy learning, as is standard in modelbased reinforcement learning. Alternatively, the model can be used directly to make predictions of future states, which can then be used to perform action selection.
In this work, we use a neural network to represent the dynamics function, and it predicts the resulting state difference ∆s t caused by taking action a t from state s t . Predicting state difference, rather than next state, allows the neural network to learn more than just the identity function, especially when the change in state is small (Deisenroth & Rasmussen, 2011; Fu et al., 2016; Nagabandi et al., 2017a) .
We train this dynamics function f θ by using stochastic gradient descent to find the set of parameters θ that minimizes the L 2 one-step prediction loss:
( 1) where D is a training dataset containing state transitions that the agent has experienced. Learning a model in this supervised learning setup can make a more efficient use of the data than the counterpart model-free methods, since we get receive dense training signals and are able to use all data (even off-policy data) to make forward progress in training.
After training this model, we use its predictions to choose actions that maximize expected returns. This action selection can be done in many ways, and we detail our method in Sec. 4.2. Additionally, standard practice for addressing the data distribution mismatch between train time (i.e., random) and test time (i.e., from controller) includes iterations of executing the policy, aggregating the resulting trajectories, and retraining the dynamics model with this updated dataset.
Meta-Learning for Adaptive Control
In this section, we present our methodology of using metalearning for adaptive control. Our approach focuses on meta-training a dynamics model (Sec. 4.1, Algorithm 1) that can use recent experiences in order to quickly adapt its prior knowledge and make better predictions of the future. We can then use this model in conjunction with model predictive control (MPC) to make decisions and act (Sec. 4.2, Algorithm 2). Finally, we take the concepts of meta-training a prior and updating models while performing online adaptive control, and we bring them together to present a generic algorithmic framework (Sec. 4.3, Algorithm 3) of metalearning for adaptive control.
Meta-Training a Prior for Online Adaptation
In our approach, we first have a meta-training phase (Algorithm 1), during which we learn a model that is specifically optimized for the ability to adapt online. We refer to the mechanism that performs this model adaptation as the update rule u. This rule can be prescribed or learned; it is some function that takes in an agent's recent experience (s t−M , ..., s t ), (a t−M , ..., a t−1 ) and parameters θ as inputs, and outputs new adapted parameters θ . Unlike standard learning approaches that seek parameters θ * that directly lead to high performance, this meta-training phase instead optimizes for θ * such that the application of the update rule u on θ * and the recent experience leads to high adaptability across various tasks.
These tasks {E i } are sampled from the task distribution ρ E . However, our notion of "task" is slightly more fluid than in standard meta-learning formulations. In contrast to standard meta-learning setups that consider fully distinct tasks, every time step in a trajectory corresponds to a potentially different "task" for our method, with data provided in the form of recently observed transitions. This becomes especially important for tasks where the state observations are insufficient to fully predict the dynamics, such as the experiments that we conduct in Sec. 6. Additionally, standard meta-learning is characterized by having three distinct phases: meta-training, meta-test training, and meta-test testing, where the latter two phases are with held-out tasks. Our approach performs the training phase online, since we perform parameter adaptation directly during execution.
We now make this formulation more concrete by contextualizing it in a model-based learning framework. We aim to optimize θ, which are the parameters of a dynamics model f θ . We assume that the set of training environments share some common structure, such as the same observation and action space, but that the particular dynamics in each setting might differ. The goal in meta-learning is to learn an update rule, which we will denote as u(s
that takes in the past M states and actions and potentially a prior dynamics parameter vector θ, and outputs an updated dynamics parameter vector θ , such that f θ is a more accurate predictor for the dynamics at the current time step. We denote trajectories from each environment E by
In the procedure outlined above, note that past data is used to adapt θ into θ , but since we want to know how good these new parameters are at adapting, the objective is to minimize the error of f θ on the next transition. Recalling that the dynamics model predicts the difference in state ∆s t caused by taking action a t from state s t , and defining the loss of the model to be mean squared error, this optimization problem becomes:
The meta-training procedure thus must learn either a prior θ, an update function u, or both, depending on the particular choice of meta-learning model.
Online Model Adaptive Control
We now discuss how to perform adaptive control at test time, after meta-learning (Algorithm 2). At every time step t, we consult an update rule ) to adapt f θ into f θ . The adapted dynamics model f θ can viewed as a local model, since it is adapted to recently observed data and only trained to perform well in the neighborhood of the most recent transition -specifically, the transition at time t.
After using the update function u to obtain f θ , we employ a computationally tractable model-based controller to perform action selection. We generate n cand random candidate action sequences {A ) is of length H. Using the newly updated model f θ and the specified reward function r that encodes some notion of performance within the task, we select the desired action sequence A t as follows:
s.t.:ŝ
This zero-order optimization procedure is simple and has been shown to be reasonably effective for even non-linear and highly non-convex dynamics models (Nagabandi et al., 2017a) . However, a variety of alternatives, such as iterative gradient-free algorithms (Blossom, 2006) and gradientbased methods (Li & Todorov, 2004) can also be used to perform this action selection.
Finally, rather than executing the entire sequence of actions, we execute only the first action from the selected sequence and then repeat this planning process at the next time step. This use of MPC allows us to better deal with the imperfections of our dynamics model, because we replan at each time step using updated state information. It also provides us further benefits in the setting of online adaptation, because the model f θ will also improve at the next time step. for i = 1...n cand do 7:
end for 10: end for 11: i * ← arg max i R i 12: Return A t i *
General Algorithm of Meta-Learning for Adaptive Control
We now combine the meta-trained prior, continuous model adaptation, and MPC into one cohesive framework (Algorithm 3). We first perform meta-training (Sec 4.1) to optimize the prior model parameters θ and update rule u. Next, for each execution run, we perform the following operations at each time step. First, we use the update rule u and recent experience to adapt the model. Next, we use MPC to perform action selection using the updated model (Sec. 4.2). Lastly, we append the observed transition to our dataset, and repeat. In the next section, we discuss two possible instantiations of the update rule and model prior.
Algorithm 3 Meta-Learning for Adaptive Control
Require: ρ E distribution over tasks Require: u, H, r, n cand Require: metaTrain(), actionSelection() 1: θ * ← metaTrain(ρ E ) 2: for each execution run do for each step in rollout do 5:
a ← actionSelection(f θnew , r, H, n cand )
7:
Execute a, add to experience 8: end for 9: end for Figure 2 . Illustration of Algorithm 3. At every time step we update the model the model through the update rule, which takes as input the meta-learned parameters and the recent experience. The adapted model is used to perform planning.
Recurrent and Gradient-Based Adaptation
In this section, we present two instantiations of our proposed approach for meta-learning adaptation control. These two instantiations are based on two different adaptation mechanisms for the update rule u and the parameters θ. The first is recurrence based adaptive control (RBAC), where a recurrent model is trained to learn its own update rule for deciding how to use recent data to adapt to the task at hand. The second is gradient based adaptive control (GBAC), where a feedforward model uses gradient descent as the update rule and the initial parameters are optimized for fast and effective adaptation.
Recurrence-Based Adaptive Control (RBAC)
This approach is an extension on previously proposed metalearning methods based on recurrence (Santoro et al., 2016; Duan et al., 2016) . In the recurrent meta-learning scheme, an RNN ingests the dataset, as well as a query point, and outputs a prediction for that query point. Following the notation in the previous section, the parameters θ and θ correspond to the hidden state of the RNN at the beginning and end of the forward pass, respectively, and the update rule u is determined by the RNN weights, which determine how the dataset s t−M :t E , a t−M :t−1 E influences the hidden state at time t. Typically, the prior hidden state is set to a constant (e.g., zero). Therefore, RBAC learns only the update rule u, setting the prior parameters (RNN hidden state) θ to be a constant. For the dynamics model in our RBAC experiments, we use a LSTM with 2 hidden layers of 256 units each and tanh activations, and set M to be the total number of time steps in the episode so far, such that M = t.
Gradient-Based Adaptive Control (GBAC)
While RBAC can learn complex update rules through its recurrent weights, it has limited capacity to generalize to outof-distribution tasks and perturbations that differ from those seen during meta-training, as we will show in Section 6. To address this shortcoming, we also propose gradientbased adaptive control (GBAC), which uses a gradient-based update rule that builds on model-agnostic meta-learning (MAML) . In this case, the update rule is explicitly prescribed to be gradient descent on the mean squared error over the past experience:
The only parameter of this learning rule is the rate α, which may either be learned or selected. In our experiments, we choose α manually, which means that u is fixed in advance and not learned, and only the prior parameters θ are metalearned to ensure fast adaptation. Although the update rule in Eq. 7 is shown as a single update for simplicity, multiple gradient updates can be performed, which usually works better in practice. For the dynamics model in our GBAC experiments, we use a feedforward deep neural network with 3 hidden layers of 512 units each and ReLU activations. The inductive bias provided by gradient descent in this update allows GBAC to generalize better to out-of-distribution dynamics, as we will show in our experiments.
Note that, in principle, we could combine both RBAC and GBAC into a single method, using a recurrent dynamics model with a gradient-based update rule. Such a method would likely inherit the benefits of both approaches. However, in the interest of a more systematic evaluation, we study the two methods separately, and leave their combination for future work.
Results
The aim of our experimental evaluation is to answer the following research questions: (1) Does our approach enable fast adaptation to varied environments and dynamics? (2) In which situations does adaptive control with GBAC or RBAC produce quantifiable improvements in performance, and in which situations is one or the other more effective? (3) How does our method perform when it encounters situations that are outside of the distribution of training environments?
Environments
To answer these questions, we conducted a comparative evaluation of our online adaptation algorithm, as well as several alternative methods based on prior work, on a variety of simulated robots using the MuJoCo physics engine (Todorov et al., 2012) . Our evaluation environments were derived from the standard half-cheetah (HC), ant, and 7-DoF robotic arm environments (Brockman et al., 2016) . Each environment (Fig. 3 ) requires different types of adaptation, and we outline them below:
Half-cheetah: immobilized joint. At the beginning of each rollout of meta-training, we randomly sample a joint to be immobilized (i.e., the agent cannot apply torques to that joint). At test time, we evaluate performance of the trained dynamics model in three different situations: disabling a joint that was seen during training, disabling a joint that was outside of the training distribution, and switching between disabled joints during the execution of a rollout.
Half-cheetah: sloped terrain. During meta-training, we choose terrain of varying gentle upward and downward slopes for the half-cheetah robot to run over. In this task, it is especially important to effectively incorporate past experience into the model, since the cheetah has no means of directly observing the incline of the terrain. At test time, we evaluate performance on a gentle upward slope, a steep upward slope, and a steep hill that goes up and down.
Half-cheetah: pier. In this task, the half-cheetah needs to run over a series of blocks that are floating on water. Each block moves up and down when stepped on, and the changes in the dynamics are drastic and rapid, due to each block having different damping and friction properties. The half-cheetah is meta-trained on varying physical properties (damping and friction) of the blocks, and tested on a specific configuration of block properties.
Ant: crippled leg. At the beginning of each rollout during meta-training, we randomly sample a leg to be crippled (i.e., the agent cannot apply torques to that leg, and the leg itself is shrunk). This environment requires controlling a higherdimensional "ant" quadrupedal robot, and the immobilized leg drastically changes the dynamics, especially when legs become crippled in an online fashion during the execution of the rollout. At test time, we evaluate the performance on the tasks of crippling a leg from the training distribution, crippling a leg from outside the training distribution, and crippling a leg during the middle of a rollout.
7-DoF arm: force perturbations. We train a 7-DoF robot arm to reach a desired goal position while applying a different random low force perturbation to that object during each rollout of meta-training. At test time, we test performance on applying a constant low force to the object, a constant high force to the object, and a randomly-changing varying force to the object. We can use this setup to systematically evaluate the ability of our method to adapt online to perturbations that lie clearly outside of the training distribution.
Comparisons
We experimentally evaluate our approach by comparing to prior non-adaptive model-based and model-free learning methods, as well as to adaptive control methods that do not use meta-learning. To our knowledge, our approach is the first to propose meta-learning for adaptive control in a model-based setting, and the comparison between GBAC and RBAC serve to illustrate the impact of different metalearning decisions. For model-based RL, we compare to the method proposed by Nagabandi et al. (2017a) , which employs a feedforward neural network as the dynamics model and selects actions using MPC, but does not perform any meta-learning or adaptation. We refer to this as "MB."
The adaptive learning method that we compare to is standard dynamic evaluation (Krause et al., 2017) , where gradient steps are taken to adapt a model at run time. We refer to this as "MB+DE." Lastly, we compare against policies learned with a model-free (MF) method, trust region policy optimization (TRPO) (Schulman et al., 2015) .
In the interest of developing algorithms with sample efficiency that allows for potential future real-world applications, we compare these methods in a low data regime, using data that translates to 1.5-3 hours of real-world experience. For each of the aforementioned comparisons, we hold the amount of data used constant across the different methods within an environment. We also provide the performance of a MB oracle (no adaptation) and a MF oracle (no adaptation) that are trained until convergence. These oracles use the equivalent of about one day of real-world experience, and all of their training data comes from the task being tested. That is, they are fully specialized to the test task, and do not need to adapt to unseen tasks. We encourage the reader to view videos of each of the methods, available on our supplementary website 3 .
In the following sections we report the normalized return for the different methods and environments. The return is normalized such that the model-based oracle achieves an average return of 1, and the worst performance algorithm achieves an average return of 0.
Static Environments
We test the ability of each approach to effectively incorporate past experience to adapt in environments that are static throughout the duration of the rollout (but not explicitly seen during training). To do so, we evaluate the different approaches on the tasks of half-cheetah sloped terrain, halfcheetah immobilized joints, and ant crippled legs.
The performance of each method is shown in Figure 4 . Across these tasks, we see that the model-free TRPO fails due to limited training data, and that dynamic evaluation (MB+DE) of the model is equivalent to or slightly better than a model without dynamic evaluation (MB). In the gentle upward slope task, minimal adaptation is needed, and all methods achieve high rewards (except TRPO). However, when we test the performance on a more challenging upward and downward sloping hill, we see that RBAC outperforms the other approaches, though GBAC is only slightly behind. The update rule that RBAC learns is able to effectively capture and use past experience of the agent to adapt its future predictions. RBAC demonstrates its strength in these tasks where the temporal progression is important (i.e., to determine terrain slope), and we note that the update rule of GBAC might not have some of this temporal insight, since its update rule is invariant to the order in which the previous states were visited. On the other hand, GBAC attains better results on the more challenging and higher-dimensional crippled ant task.
Dynamic Environments
We also compared all of the methods in settings where fast adaptation is necessary, due to sudden changes in dynamics that occur throughout the execution of a rollout. We test the methods in four environments: half-cheetah pier, ant crippled legs, 7-DoF arm force perturbations, and half-cheetah with immobilized joints. The pier environment requires fast adaptation due to the constant jumping movement on top of the pier's blocks that have different damping properties. In the tasks of half-cheetah immobilized joints and ant crippled legs, we start the agent with all limbs functional but then disable a joint or leg in the middle of the trajectory. Finally, Figure 4 . We compare all approaches in static environments (i.e., unchanging throughout the duration of the rollout) that require adaptation to tasks that were not seen during training. Our RBAC and GBAC adaptive methods outperform prior work, and RBAC also demonstrates its strength at using past experience to succeed at tasks where the temporal progression is important. The oracle policies for these tasks achieve the following normalized returns, respectively: 2.9, 3.4, 1.3, 3.8. Best viewed in color. Figure 5 . We compare all approaches in environments where fast adaptation is crucial due to changes occuring throughout the execution of a rollout. Our adaptive GBAC and RBAC variants outperform prior work, with GBAC resulting in the best adaptation in tasks with rapid and drastic changes. The oracle policies for these tasks achieve the following normalized returns, respectively: 5.2, 0.8, 1.4, 1.2. Best viewed in color.
we change the forces perturbations (every 50 time steps) that are applied to the object in the 7-DoF arm task. Figure 5 shows the performance of different methods across these tasks. GBAC outperforms other approaches, and the continuous application of the gradient-based update rule allows fast adaptation to discontinuous dynamics. RBAC is also superior to previous work, but it sometimes struggles to model sudden and ongoing changes in the dynamics, like in the half-cheetah pier task. We note that the high performance of RBAC in the half-cheetah immobilized joint task is due to the fact that this task does not necessarily involve a very dynamic change: Although the joint is immobilized halfway through the rollout, it is still present and able to be used for generating forward movement. Finally, it is interesting to see that in cases with drastic changes, dynamic evaluation can sometimes decrease your performance, as also shown in Sec. 6.3. Overall, these results highlight the Figure 6 . We compare all approaches on tasks that are further outside the training distribution, and see that adaptive methods outperform prior work. The oracle policies for these tasks achieve the following normalized returns, respectively: 2.8, 4.3, 1.1, 1.5. Best viewed in color.
importance of meta-training for online adaptation.
Generalization
Finally, we characterize the capacity of the different methods to generalize to environments that are further outside of the training distribution. The evaluation is carried out in the tasks of half-cheetah immobilized joints, ant crippled legs, and 7-DoF arm force perturbations. In the first two, we disable a joint or cripple a leg that was never affected during training. In the arm environment, we apply force perturbations that are not only constantly changing, but are also more than 3× higher in magnitude than perturbations seen during training. Figure 6 shows the generalization performance for each method. The meta-trained dynamics representation, combined with the strong signal provided by the gradient-based update rule, allows GBAC to perform well when changes in the dynamics are big (i.e., ant suffering from one of its legs becoming both immobilized and shrunk). RBAC performs well when the underlying dynamics are smoother and temporal pattern information is very helpful for adaptation. Especially on tasks that require constant online adaptation, such as arm experiencing random varying forces at test time, we show the importance of online adaptation.
Conclusion
In this work, we present an approach for adaptive control that combines meta-learning and model-based RL. We show that meta-learning a model for online adaptation results in a method that is able to adapt to unseen situations or sudden and drastic changes in the environment, and is also sample efficient to meta-train. We provide two instantiations (RBAC and GBAC) of our approach, and we provide a comparison with other prior methods on a range of continuous control tasks. One question that merits future investigation is how to best combine GBAC and RBAC to reap the benefits of both of these methods without losing sample efficiency. Finally, an exciting direction for future work includes extending meta-learning for adaptive control to real-world systems. Through a combination of sampleefficient model-based learning and integration of off-policy data, our approach should be substantially more practical for real-world use than less efficient model-free meta-learning approaches, and the capability to adapt quickly is likely to be of particular importance under complex real-world dynamics.
