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Abstract
We study some properties of recognizable Z-subsets of A∗ and its subfamilies: the simple
Z-subsets, the limited Z-subsets, the recognizable M-subsets, the simple M-subsets and the
M-subsets which are nondeterministic complexities of ,nite automata. At ,rst, we study some
necessary conditions for membership in each one of these families and after we investigate the
closure properties of these families under several operations. We also study the relations existing
among some subfamilies of recognizable M-subsets and the families Hp (p¿ 0) obtained by
Simon. c© 2002 Elsevier Science B.V. All rights reserved.
1. Introduction
The study of recognizable subsets with multiplicities in a ,eld had its origin in the
fundamental works of Sch2utzenberger [20–22] written in the beginning of the 1960s. In
the 1970s, Eilenberg [4] systematized this theory for an arbitrary semiring K , paying
special attention to the cases of the Boolean semiring and the semiring of natural
numbers. A more algebraic treatment of recognizable K-subsets has been given by
Berstel and Reutenauer [2].
In [12–15] we studied some properties of Z-subsets and M-subsets of A∗, where
Z is the equatorial semiring and M is the tropical semiring. For background and the
most important results about M-subsets and Z-subsets see Simon [24–28], Hashiguchi
[6–9], Leung [18], Krob [16,17] and Pin [19].
In this paper, we study some properties of the family of recognizable Z-subsets of
A∗, ZRecA∗, where Z denotes the equatorial semiring, which consists of the integer
numbers extended with ∞ and equipped with the operations of minimum and addition.
1 This research was supported by CNPq (Proc. 523557=96-5) and by USP-COFECUB (Proc.
97.1.24683.1.7).
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A Z-subset of A∗ is a function that associates a multiplicity in Z to each word in A∗.
A Z–A-automaton is a ,nite automaton in which one associates multiplicities in Z to
the initial states, ,nal states and edges. This allows to associate a multiplicity in Z to
each word in A∗, and we say that the resulting Z-subset of A∗ is recognizable.
In particular, we study some of the subfamilies of ZRecA∗: the family of recogniz-
able M-subsets, MRecA∗; the families of simple Z-subsets, ZSRecA∗, and simple
M-subsets, MSRecA∗; and the family of the M-subsets which are nondeterministic
complexities, MCRecA∗. A Z-subset of A∗ is simple if it is recognized by a Z–
A-automaton whose multiplicities belong to {0; 1;−1;∞}. An M-subset of A∗ is a
nondeterministic complexity if it is recognized by an M–A-automaton which can be
obtained by taking a (nondeterministic) ,nite automaton and associating multiplicity 0
to its deterministic edges, 1 to its nondeterministic edges, and 0 to its initial and ,nal
states.
At ,rst, we study some necessary conditions for membership in each one of these
families and we show that
MCRecA∗  MSRecA∗  MRecA∗ and ZSRecA∗  ZRecA∗;
where A is an alphabet with at least two letters.
We present some properties of recognizable and limited Z-subsets and we study
the relation of the families MRecA∗, MSRecA∗ and MCRecA∗ with the families Hp
(p¿0) obtained by Simon [26].
We also study the closure properties under several operations for the families
ZRecA∗, MRecA∗, ZSRecA∗, MSRecA∗ and MCRecA∗.
2. The semiring Z, Z-subsets and Z–A-automata
The equatorial semiring Z has as support Z∪∞ and as operations the minimum
and the addition (denoted by min and +, respectively). The minimum plays the roˆle of
semiring addition and the addition plays the roˆle of semiring multiplication. Note that
Z is a commutative semiring and the identities with respect to minimum and addition
are ∞ and 0, respectively.
The tropical semiring M is the subsemiring of Z which has N∪∞ as support. M
is a positive and complete semiring in the sense of Eilenberg [4].
Let A be a ,nite alphabet. A Z-subset X of A∗ is a function X : A∗ →Z. For each
w in A∗, wX is called the multiplicity with which w belongs to X . If 1X =∞ then we
also say that X is a Z-subset of A+.
The following operations are de,ned over Z-subsets of A∗, where {Xi : i∈I} is
a family of Z-subsets of A∗ indexed by a set I , X and Y are Z-subsets of A∗, and
m∈Z.
(a) ∀w∈A∗; w(mini∈I Xi)= mini∈I (wXi) (minimum)
(b) ∀w∈A∗; w(∑i∈I Xi)=∑i∈I (wXi) (addition)
(c) ∀w∈A∗; w(XY )= minxy=w(xX + yY ) (concatenation)
(d) ∀n¿0; X n=XX n−1, where X 0=1 is the Z-subset de,ned by, ∀w∈A∗; w1=0
if w=1, and w1=∞, otherwise.
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(e) ∀w∈A∗; w(m+ X )=m+ wX .
(f) ∀w∈A∗; wX+=w(minn¿1 X n)= minn¿1(wX n)
(g) X ∗= min(1; X+).
Let {mi : i∈I} be a subset of Z. If I=∅ then mini∈I (mi)=∞ and
∑
i∈I mi=0.
The operation in (a) (resp. in (b)) is well de,ned only if we assume that ∀w∈A∗,
{wXi : i∈I} (resp. {i∈I :wXi 
=0}) is ,nite. For (f) and (g) we assume that 1X =∞.
When we consider the semiring M, the operations in (a) and (b) are well de,ned
for any set I . If I is in,nite, {mi : i∈I} is a subset of M and there are in,nitely many
elements mi 
=0, then
∑
i∈I mi=∞. As a consequence of this, the M-subsets X+ and
X ∗ are well de,ned even when 1X 
=∞.
Recall that, for any semiring K , we have the natural operations of addition, inter-
section, and multiplication of K-subsets. In the case in which K=Z, these operations
are, respectively, the ones given in (a)–(c) above.
The family ZA (resp. MA) of all Z-subsets (resp. M-subsets) of A∗
with the minimum (a) and concatenation (c) operations constitutes a semiring, whose
identities are, respectively, the Z-subset ∅ (where, for all w∈A∗; w∅=∞) and the
Z-subset 1.
The operations in (a), (c), (e) and (g) are called rational operations in ZA
and we say that a set F⊆ZA is rationally closed if it contains the identities ∅
and 1, and it is closed under the rational operations.
For a given subset F of ZA, we de,ne the rational closure of F as being the
smallest rationally closed subset of ZA, containing F.
We denote byMRat A∗ the smallest rationally closed subset ofMA, containing
the singleton M-subsets a, for each a∈A, such that wa=0 if w=a and wa=∞,
otherwise.
A Z–A-automaton A=(Q; I; T ) is an automaton over A, with a ,nite set Q of
states, two Z-subsets I and T of Q and a Z-subset EA of Q × A× Q.
If pI 
=∞ (resp. pT 
=∞), we say that p is an initial state (resp. 7nal state) of A.
If (p; a; q) is an edge in A, we say that its label is a and that its multiplicity is
(p; a; q)EA. If (p; a; q)EA 
=∞, the edge (p; a; q) is said to be a useful edge of A.
If P is a path of length n in A, with origin p0 and terminus pn, that is
P = (p0; a1; p1)(p1; a2; p2) : : : (pn−1; an; pn);
then its label is |P|=a1a2 : : : an and its multiplicity ‖P‖ is the sum of the multiplicities
of its edges, that is
‖P‖ =
n∑
i=1
(pi−1; ai; pi)EA:
For convenience, if P is the path above, we also write
P = (p0; a1a2 : : : an; pn) and P : p0
a1a2 :::an−−−−−→pn:
Concatenations, factorizations and factors of paths are de,ned as usual.
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A path P is useful if ‖P‖ 
=∞. A useful path, whose origin i and terminus t satisfy
iI 
=∞ and tT 
=∞, is called successful.
The behavior of A is the Z-subset ‖A‖ of A∗ that associates a multiplicity to each
word as follows. Let w be in A∗ and let C be the set of successful paths P in A with
label |P|=w. Then,
w‖A‖ = min
P∈C
(iI + ‖P‖+ tT );
where i and t are the origin and the terminus of the path P, respectively.
A successful path P in A, with label w, origin i and terminus t, is called victorious,
if iI + ‖P‖+ tT=w‖A‖.
We say that a Z–A-automaton A=(Q; I; T ) is normalized if A has a unique initial
state i and a unique ,nal state t, with t 
= i and iI= tT=0, and, moreover, there are
neither useful edges with terminus i nor useful edges with origin t.
It is important to observe that in a normalized Z–A-automaton A, every victorious
path P with label w satis,es ‖P‖=w‖A‖ (because QI; QT⊆{0;∞}) and every suc-
cessful path P′ with label w is such that w‖A‖6‖P′‖ (because ‖P‖6‖P′‖). These
properties will be frequently used in the proofs and they are also valid for simple Z–
A-automaton or type nc M–A-automaton, which we present in the following sections.
A Z-subset of A∗ is recognizable if it is the behavior of some Z–A-automaton. It is
well known that every recognizable Z-subset of A+ is the behavior of a normalized Z–
A-automaton. The family of all recognizable Z-subsets of A∗ is denoted by ZRecA∗.
Let us denote by A+ the Z-subset of A∗ such that
∀w ∈ A∗; wA+ =
{∞ if w = 1;
0 otherwise:
Then, one can easily verify the following result.
Proposition 1 (see Kobayashi [12, Proposition 1.12]). For every recognizable Z-
subset X of A∗ there exists a normalized Z–A-automaton A such that ‖A‖=X+A+.
3. Some necessary conditions for recognizable Z-subsets
In this section, we study some necessary conditions for M-subsets and Z-subsets
of A∗ to be recognizable.
Proposition 2 (Fatou property—see Krob [17, Proposition 4.1]). Z is a Fatou exten-
sion of M. That is, every recognizable Z-subset X of A∗ such that A∗X ⊆M is a
recognizable M-subset of A∗.
The condition in the next proposition is valid for K-subsets, for every positive semir-
ing K (see [2]).
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Proposition 3. Let X be a recognizable Z-subset of A∗. Then support(X )={w∈A∗:
wX 
=∞} is a recognizable subset of A∗.
Proposition 4. Let X be a recognizable Z-subset of A∗. Then there is a positive
integer k such that for every w∈A+, either wX =∞ or |wX |6k|w|.
Proposition 5 (see Krob [17, Proposition 3.2] or Kobayashi [12, Proposition 2.3] or
Kobayashi [15, Proposition 4]). Let X be a recognizable M-subset of A∗. Then,
∀m∈M, the subset mX−1={w∈A∗ :wX =m} is a recognizable subset of A∗.
The following result, although not found in the literature, can be easily established
by using Propositions 2 and 5.
Proposition 6. Let X be a recognizable and negatively limited Z-subset of A∗. Then,
∀m∈Z, the subset mX−1={w∈A∗ :wX =m} is a recognizable subset of A∗.
We recall that a Z-subset X of A∗ is said negatively limited if there exists an
integer k such that ∀w∈A∗, wX¿k.
The next lemma shows that the conditions in Propositions 3–5 are not suIcient for
a given M-subset to be recognizable.
Lemma 7. There exists an M-subset X of A∗ which is not a recognizable M-subset
but satis7es the following conditions:
(i) support(X ) is a recognizable subset of A∗;
(ii) there is a positive integer k such that for every w∈A+, either wX =∞ or
wX6k|w|;
(iii) ∀m∈M; mX−1 is a recognizable subset of A∗.
Proof. Let A={a; b} and let X be the M-subset of A∗ de,ned by
1X =∞ and ∀w ∈ A+; wX = max{|w|a; |w|b}:
It is easy to verify that X satis,es the conditions (i)–(iii). But, as we showed in
[14, Proof of Lemma 11], X is not a recognizable Z-subset of A∗.
Another necessary condition for a given M-subset to be recognizable recalls the
‘Pumping Lemma’ for the regular languages; more precisely, the Ogden’s Iteration
Lemma [1].
Let x∈A∗ such that x=x1 : : : xn, with xi∈A (16i6n). A position in x is any integer
i; 16i6n. Given a subset I of [1; n], we say that a position i is 7xed with respect to
I if and only if i∈I .
Lemma 8. Let X be a recognizable M-subset of A∗. Then there is a positive integer
m such that for every word x in A∗ with xX¡∞ and, for every choice of at least m
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7xed positions in x, the word x admits a factorization of the form x=uvw, in such a
way that
(i) v contains at least one and at most m 7xed positions;
(ii) there exists c¿0 such that for every k¿0; (uvkw)X6xX + (k − 1)c.
Proof. Let X be a recognizable M-subset of A∗. Then there is a normalized M–A-
automaton A such that ‖A‖=X + A+.
Let m be the number of states of A and let x∈A∗ such that xX¡∞ and x=x1 : : : xn,
with xl∈A (16l6n).
We consider the subset I of [1; n] as being a choice of at least m positions in x. As
|I |¿m, it follows that n¿m.
Let i1; : : : ; im be the m smallest elements of I , with 16i1¡ · · ·¡im6n. We de,ne
the following factorization x=y0y1y2 : : : ymym+1, where
y0 = x1 : : : xi1−1
y1 = xi1
yl = xil−1+1 : : : xil ; for each l; 26 l6 m; and
ym+1 = xim+1 : : : xn:
Then, for each l; 16l6m, yl contains exactly one ,xed position.
Let P be a victorious path in A with label x. Consider the following factorization:
P : p
y0→ q0 y1→ q1 y2→· · · ym−1→ qm−1 ym→ qm ym+1→ r:
Then there are h and j, 06h¡j6m, such that qh=qj. We de,ne
u = y0y1 : : : yh; v = yh+1 : : : yj and w = yj+1 : : : ym+1:
Then x=uvw, uw 
=1, and v contains exactly j − h ,xed positions, with 0¡j − h6m.
Let us consider the words
uvkw = y0y1 : : : yh(yh+1 : : : yj)kyj+1 : : : ym+1; for every k¿0;
and the factor P1=(qh; v; qj) of P.
As ‖P1‖¿0, by considering c=‖P1‖, it results that
∀k ¿ 0; (uvkw)X 6 ‖P‖+ (k − 1)‖P1‖ = xX + (k − 1)c:
The next lemma shows that the condition in Lemma 8 is not suIcient for a given
M-subset to be recognizable.
Lemma 9. There exists an M-subset X of A∗ which is not a recognizable M-subset
but satis7es the following property:
There is a positive integer m such that for every word x in A∗ with xX¡∞ and,
for every choice of at least m 7xed positions in x, the word x admits a factorization
of the form x=uvw, in such a way that
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(i) v contains at least one and at most m 7xed positions;
(ii) there exists c¿0 such that for every k¿0; (uvkw)X6xX + (k − 1)c.
Proof. Let A={a; b; c} and let X be the M-subset of A∗ de,ned by
wX =
{ |w|a + |w|b if w ∈ c+{anbn : n¿ 0};
min{|w|a; |w|b} otherwise:
One can verify that X satis,es the property in the statement of this lemma, and that X
also satis,es the three conditions in Lemma 7.
Let us show that X is not a recognizable M-subset.
Suppose that X be a recognizable M-subset of A∗. Then there is a normalized
M–A-automaton A=(Q; I; T ) such that ‖A‖=X + A+. Denote by p the initial state
of A and by r the ,nal state of A.
Let m be a positive integer and de,ne, for each natural l, the subset Ql of Q, as
follows:
Ql = {q : there is a victorious path p c
mal→ q b
h
→ r; for some h 
= l}:
Then there are naturals i and j such that i¡j and Qi=Qj. We observe that Ql is not
empty, for every l.
As cmaibj∈|A|, there is a victorious path P inA, spelling cmaibj, with the following
factorization:
P : p c
mai−−−→q b
j
→ r
for some q∈Q. But, as j 
= i, we conclude that q∈Qi=Qj. Then there is a victorious
path P′ in A, spelling cmajbk , for some k 
=j, with the following factorization:
P′ : p c
maj−−−→q b
k
→ r:
However, since the following equalities are true,
‖P‖ = (cmaibj)‖A‖ = (cmaibj)X = min{i; j} = i
and ‖P′‖ = (cmajbk)‖A‖ = (cmajbk)X = min{j; k};
we conclude that the factors P1=(p; cmaj; q) of P′ and P2=(q; bj; r) of P satisfy
‖P1‖6j and ‖P2‖6i.
Hence, the path P1P2=(p; cmaj; q)(q; bj; r) satis,es
‖P1P2‖ = ‖P1‖+ ‖P2‖6 j + i ¡ 2j:
Then
2j = (cmajbj)X = (cmajbj)‖A‖6 ‖P1P2‖¡ 2j;
that is a contradiction. Therefore, X is not a recognizable M-subset of A∗.
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4. Simple Z-subsets
In this section, we study the family of simple Z-subsets of A∗, denoted by ZSRecA∗.
A Z-subset of A∗ is simple if it is the behavior of some simple Z–A-automaton.
We say that a Z–A-automaton A=(Q; I; T ) is simple if it satis,es
(Q × A× Q)EA ⊆ {0; 1;−1;∞}; QI ⊆ {0;∞} and QT ⊆ {0;∞}:
Note that, by de,nition, if X is a simple Z-subset, then 1X ∈{0;∞}.
We say that an M–A-automaton A=(Q; I; T ) is simple if it satis,es
(Q × A× Q)EA ⊆ {0; 1;∞}; QI ⊆ {0;∞} and QT ⊆ {0;∞}:
An M-subset of A∗ is simple if it is the behavior of some simple M–A-automaton.
A necessary condition for a Z-subset to be simple is given in the following propo-
sition whose proof is immediate.
Proposition 10. Let X be a recognizable Z-subset of A∗. If X is simple, then for
every w∈A∗, either wX =∞ or |wX |6|w|.
A consequence of the previous proposition is that the simple Z-subsets form a
proper subfamily of all recognizable Z-subsets.
Corollary 11. ZSRecA∗ ZRecA∗.
Proof. Let X be the Z-subset of A∗ de,ned by wX =2|w|; for every w∈A∗. It is clear
that X is a recognizable Z-subset; however, by Proposition 10, X is not simple.
The next theorem shows that the converse of Proposition 10 is not valid.
Theorem 12. There exists a recognizable Z-subset X of A∗ such that for each w∈A∗,
either wX =∞ or |wX |6|w|, but X is not a simple Z-subset.
Proof. Let A={a; b} and let X be the Z-subset of A∗ de,ned by
∀w ∈ A∗; wX = 2min{|w|a; |w|b}:
It is clear that X is a recognizable Z-subset of A∗ and X satis,es 06wX6|w|; for
every w∈A∗.
Let us suppose that X is a simple Z-subset. In this case, there is a simple Z–A-
automaton A=(Q; I; T ) such that ‖A‖=X .
Let n= |Q| and let us consider the word w=anbm, with m=2n+ 1. Then there is a
victorious path P in A, with |P|=w and ‖P‖=w‖A‖=wX =2n. Moreover, there are
naturals r, s and t, with s¿0 and r+s+ t=n, such that the path P can be decomposed
in
P : i a
r
→p a
s
→p a
t
→ q b
m
→f:
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Let w′=an+sbm. Then w′X =2min{|w′|a; |w′|b}=2min{n+ s; m}. As n+ s62n and
m=2n+ 1, we have that n+ s¡m. Thus, w′X =2n+ 2s.
Let us consider the factor P1=(p; as; p) of P. Then, by inserting another factor P1
in P, the resulting path is
P′ : i a
r
→p a
s
→p a
s
→p a
t
→ q b
m
→f:
Since A is a simple Z–A-automaton, −s6‖P1‖6s. Then we have that
w′‖A‖6 ‖P′‖ = ‖P‖+ ‖P1‖6 ‖P‖+ s = 2n+ s ¡ 2n+ 2s = w′X;
contradicting that X =‖A‖. Therefore, X is not a simple Z-subset.
It is interesting to mention a result that gives a characterization of recognizable
Z-subsets of A+.
Theorem 13 (see Kobayashi [14, Theorem 20]). A Z-subset (resp. M-subset) of A+
is recognizable if and only if it is the sum of a 7nite number of simple Z-subsets
(resp. M-subsets) of A+.
5. M-subsets which are nondeterministic complexities
In this section, we study another subfamily of recognizable M-subsets of A∗, that
is, the family of nondeterministic complexities, denoted by MCRecA∗.
The idea of the nondeterministic complexity of a ,nite automaton consists in as-
sociating, for each word, the minimum number of decisions which are necessary to
spell it in a nondeterministic ,nite automaton. This idea appeared, for the ,rst time,
for the Turing machines and was formalized by Kintala and Fischer in 1977 [10]. In
1980, Kintala and Wotschke [11] considered this idea for the ,nite automata. Recently,
Goldstine et al. [5] related ambiguity with nondeterminism in ,nite automata.
Let A=(Q; I; T ) be a ,nite automaton (not necessarily deterministic) over an alpha-
bet A. We say that an edge (p; a; q) of A is nondeterministic if there is another edge
(p; a; q′) in A, with q′ 
=q and, is deterministic, otherwise. From A, we construct an
M–A-automaton B=(Q; IB; TB), de,ning the M-subsets IB and TB of Q by
∀q ∈ Q; qIB(qTB) =
{
0 if q is an initial (,nal) state of A;
∞ otherwise
and the M-subset EB of Q × A× Q by
(p; a; q)EB =


0 if (p; a; q) is a deterministic edge of A;
1 if (p; a; q) is a non-deterministic edge of A;
∞ if (p; a; q) is not an edge of A:
Then, for each w∈A∗; w‖B‖ is exactly the minimum number of non-deterministic
edges necessary to spell w in A from some initial state to some ,nal state.
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Now, let C be a simple M–A-automaton such that for each useful edge (p; a; q) of
C,
(p; a; q)EC =
{
0 if there is no other useful edge (p; a; q′) in C with q′ 
= q;
1 otherwise:
Then we say that the M–A-automaton C is of type nc. The M–A-automaton B previ-
ously constructed is also of type nc.
An M-subset X of A∗ is a nondeterministic complexity if it is the behavior of some
M–A-automaton A which is of type nc. Indeed, it is enough that A be a simple
M–A-automaton such that for each useful edge (p; a; q) in A, with multiplicity zero,
there is no other useful edge (p; a; r) in A with r 
=q. Note that every nondeterministic
complexity is a simple M-subset.
Before stating a necessary condition for an M-subset to be a nondeterministic com-
plexity, we give a de,nition.
We say that a recognizable M-subset X is of di?erentiable multiplicity if there exist
words x; y; u and v in A∗ such that for each k¿1, there exists a word zk ∈A+ satisfying
∀l¿ 0 and ∀m ¿ k; wklkX = wkkkX ¡ wkkmX ¡∞;
where wklm=x(uzkk v)
luzmk y. That is, for each k¿1, the word wkkk=x(uz
k
k v)
kuzkk y has
a factor zk which occurs in two distinct contexts. In one of these contexts, the factor
uzkk v can be eliminated from wkkk or can be in,nitely iterated without modifying the
multiplicity of the resulting word wklk=x(uzkk v)
luzkk y, l¿0. However, in another con-
text, if the factor zk is iterated m times, with m¿k, the multiplicity of the resulting
word wkkm=x(uzkk v)
kuzmk y is greater than the multiplicity of wkkk .
Remarks. (1) Note that for an M-subset X , the property of being a nondeterminis-
tic complexity depends on the existence of a type nc M–A-automaton with behavior
X . But, the property of being diOerentiable multiplicity is independent of any M–A-
automaton recognizing X .
(2) In this paper, in all proofs in which an M-subset is shown to be a nondeter-
ministic complexity (except in the proof of Theorem 26), it is possible to consider the
same word z, for every k¿1.
The following lemma presents a necessary condition for an M-subset to be a non-
deterministic complexity.
Lemma 14. If an M-subset X is a nondeterministic complexity then X is not of
di?erentiable multiplicity.
Before proving this lemma, we state some properties of paths in an M–A-automaton
of type nc. One of this properties is stated in the following proposition whose proof
is immediate.
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Proposition 15. Let A be a type nc M–A-automaton. Let P and P′ be useful and
distinct paths in A with the same labels. If P and P′ have the same origin, then
their multiplicities are di?erent from zero.
Lemma 16. Let A be a type nc M–A-automaton. Let P be a path in A spelling wn,
for some w∈A+ and n¿0,
P : q0
w→ q1 w→ q2 w→· · · w→ qn−1 w→ qn:
If there are j and k; 06j¡k6n, such that qj=qk and the factor (qj; wk−j; qk) of P
has multiplicity zero, then qn∈{qi : 06i6n − 1}, and the factor (ql; wn−l; qn) of P,
with l= min{i : 06i6n− 1 and qi=qn}, has multiplicity zero.
Proof. Let A be a type nc M–A-automaton and let w∈A+.
Consider a useful path P in A, spelling wn, for some n¿0,
P : q0
w→ q1 w→ q2 w→· · · w→ qn:
Suppose that there are j and k, 06j¡k6n, such that qj=qk and the factor (qj;
wk−j; qk) of P has multiplicity zero. Then we can determine the maximum m of the
following set:
m=max{i : 16 i 6 n and there exists h; 06 h ¡ i such that qh = qi
and the factor (qh; wi−h; qi) of P has multiplicity zero}:
Let t, 06t6m − 1, such that qt=qm and the factor P1=(qt ; wm−t ; qm) of P has
multiplicity zero.
If m 
=n, by the choice of m, we conclude that the path P has two factors
P2 = (qt ; w; qt+1) and P3 = (qm; w; qm+1)
with qt=qm and qt+1 
=qm+1. As A is of type nc, from Proposition 15 it results that P2
and P3 must have positive multiplicities. But, P2 is also factor of P1; then ‖P2‖6‖P1‖.
Hence, we have that 0¡‖P2‖6‖P1‖=0; this is a contradiction. Therefore, m=n.
Consider l= min{i : 06i6n− 1 and qi=qn}. Then l6t.
If l= t, we know that the factor P1=(ql; wn−l; qn) of P has multiplicity zero.
If l¡t, we consider the paths
P4 = (ql; wt−l; qt) and P5 = (P1)s(qt ; wr; qt+r)
such that P4 is a factor of P, (qt ; wr; qt+r) is a factor of P1 and, s and r are naturals
satisfying t−l=s(n−t)+r and 06r¡n−t. As ‖P1‖=0, it follows that ‖P5‖=0. Then,
as A is of type nc, qt=qn=ql, |P4|= |P5|=wt−l and ‖P5‖=0, by Proposition 15 it
results that P4 coincides with P5. Hence, ‖P4‖=0. Thus, the factor P4P1=(ql; wn−l; qn)
of P has multiplicity zero.
Proof of Lemma 14. Let X be an M-subset of A∗ which is a nondeterministic com-
plexity. Let A be a type nc M–A-automaton such that ‖A‖=X .
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Suppose that X is of diOerentiable multiplicity. Then there are words x; y; u and v
in A∗ such that for every k¿1, there is a word zk in A+ in such a way that for every
l¿0 and for every m¿k, wklkX =wkkkX¡wkkmX¡∞, where wklm=x(uzkk v)luzmk y.
Let k be the number of states of A and let us consider the word
w = wkkk = x(uzkk v)
kuzkk y
and a victorious path P in A, spelling w. To simplify the notation, let us use z, instead
of zk , throughout this proof.
The path P can be decomposed as follows:
P : p0
x→ q0 uz
k v−−−→q1 uz
k v−−−→q2 · · · uz
k v−−−→qk uz
k
−−−→qk+1 y→ qk+2:
Then there are integers j and h, 06j¡h6k such that qj=qh.
Consider the factor P1=(qj; (uzkv)h−j; qh) of P. If ‖P1‖ 
=0, the word
w′ = wk;j+k−h;k = x(uzkv)j+k−huzky
can be spelled in A by the following successful path:
P′ : p0
x→ q0 (uz
k v)j−−−→qj = qh(uz
k v)k−h−−−−→qk uz
k
−−−→qk+1 y→ qk+2:
Hence, it results that w′‖A‖6‖P′‖¡‖P‖=w‖A‖=wX .
However, as X is of diOerentiable multiplicity, it follows that wX =wkkk
X =wk; j+k−h; kX =w′X . So, w′‖A‖¡w′X , contradicting that X =‖A‖. Therefore, ‖P1‖
=0.
Thus, by Lemma 16, there is an integer i, 06i6k − 1, such that qi=qk and the
factor P2=(qi; (uzkv)k−i ; qk) of P has multiplicity zero.
Consider, now, the factor P3=(qi; uzkv; qi+1) of P2, with the following factorization:
P3 : qi
u→ r0 z→ r1 z→ r2 z→· · · z→ rk v→ qi+1:
As ‖P3‖=0 and k is the number of states of A, it results that P3 has a factor
(ri1 ; z
i2−i1 ; ri2 ) with multiplicity zero such that 06i1¡i26k and ri1 =ri2 . Then, by
Lemma 16, there is an integer l, 06l6k − 1, such that rl=rk .
As A is of type nc, ‖P3‖=0 and qi=qk , we conclude that the factor (qk ; uzk ; qk+1)
of P coincides with the following factor of P3:
qi
u→ r0 z
l
→ rl z
k−l
−−−→rk ;
hence, rk=rl=qk+1. Then the word
w′′ = wk;k;k+k−l = x(uzkv)kuzk+k−ly
can be spelled in A by the following successful path
P′′ : p0
x→ q0 uz
k v−−−→q1 · · · uz
k v−−−→qk uz
k
−−−→qk+1=rl z
k−l
−−−→rk=qk+1 y−−−→qk+2:
So, w′′‖A‖6‖P′′‖=‖P‖=w‖A‖=wX .
N. Kobayashi / Theoretical Computer Science 293 (2003) 83–113 95
But, as X is of diOerentiable multiplicity, wX =wkkkX¡wk; k; k+k−lX =w′′X . There-
fore, w′′‖A‖¡w′′X , contradicting that X =‖A‖. Thus, X is not of diOerentiable mul-
tiplicity.
The condition presented in Lemma 14 is useful to give examples of simple
M-subsets which are not nondeterministic complexities.
Theorem 17. MCRecA∗ (MSRecA∗ for an alphabet A with at least two letters.
Proof. Let A={a; b}. The M-subset X of A∗ de,ned by
wX =
{
n if w = uan; with u ∈ (aa∗b)∗;
∞ otherwise
is simple but it is not a nondeterministic complexity.
It is easy to see that X is a simpleM-subset of A∗ and we can verify that X satis,es
the following conditions:
∀k¿1; ((akb)kak)X =k;
∀k¿1; ∀m¿k; ((akb)kam)X =m¿k;
∀k¿1; ∀l¿0; ((akb)lak)X =k.
Then we conclude that,
∀k ¿ 1; ∀l¿ 0; ∀m¿k; ((akb)lak)X = ((akb)kak)X ¡ ((akb)kam)X ¡∞:
Therefore, by considering the words x=y=1, u=1; v=b and zk=a, for every k¿1,
it results that X is of diOerentiable multiplicity. Thus, by Lemma 14, X is not a
nondeterministic complexity.
6. Closure properties under the basic operations
In this section, we present the closure properties of the families ZRecA∗, MRecA∗,
ZSRecA∗, MSRecA∗ and MCRecA∗ under some basic operations. These properties
are summarized in Table 1.
In the sequel we de,ne some operations that we have not mentioned yet.
Let X ∈ZRecA∗. The Z-subset X& is de,ned by
∀w ∈ A∗; wX& = (w&)X;
where & is the reverse function over A∗ de,ned by
1& = 1 and ∀w ∈ A∗; ∀a ∈ A; (wa)& = a(w&):
Let A and B be disjoint alphabets, and consider X ∈ZRecA∗ and Y ∈ZRecB∗. If
X = minu∈A∗((uX )+u) e Y = minv∈B∗((vY )+v) are recognizable Z-subsets of A∗ and
B∗, respectively, the shu@e of X and Y is the Z-subset of (A∪B)∗ de,ned by
XunionsqunionsqY = min
u∈A∗ ;v∈B∗ ;w∈uunionsqunionsqv
((uX + vY ) + w):
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Table 1
Closure properties of ZRec, MRec, ZSRec, MSRec and MCRec under the basic operations
Operation ZRec MRec ZSRec MSRec MCRec
min(X; Y ) Yes Yes Yes Yes Yes
m+ X Yes Yes No No No
m+ X ,
m=∞ or 06|m|6
min{|w| − |wX | : wX¡∞} Yes Yes Yes Yes Yes
X + Y Yes Yes No No No
X + Y ,
max{|wY | :wY¡∞}6
min{|w| − |wX | :wX¡∞} Yes Yes Yes Yes Yes
X& Yes Yes Yes Yes No
XY X ∗ X+ Yes Yes Yes Yes No
XunionsqunionsqY Yes Yes Yes Yes Yes
Xf Yes Yes No No No
Xf, 1f−1 =1 Yes Yes Yes Yes No
Xf, f is ,ne and injective Yes Yes Yes Yes Yes
Xf−1 Yes Yes No No No
Xf−1, f is ,ne Yes Yes Yes Yes Yes
Let A and B be alphabets, and f : A∗ → B∗ be a morphism.
If X ∈ZRecA∗, Xf is a Z-subset of B∗ de,ned by
∀w ∈ B∗; w(Xf) = min
x∈wf−1
(xX ):
Observe that Xf is well de,ned only if, for each w in B∗, {xX : x∈wf−1} is a
,nite subset of Z. But, if X ∈MRecA∗ then Xf is always well de,ned.
If X ∈ZRecB∗, Xf−1 is a Z-subset of A∗ de,ned by
∀x ∈ A∗; x(Xf−1) = (xf)X:
For the families MRecA∗, MSRecA∗ and MCRecA∗, the proofs of the properties
in Table 1 can be found in [12]. These proofs can be easily extended to the family of
recognizable (and simple) Z-subsets.
As Z is a commutative semiring, the majority of these properties for ZRecA∗
follows from the corresponding properties showed by Eilenberg [4] for the family of
recognizable K-subsets of A∗, where K is an arbitrary commutative semiring.
For the operations under which the families MSRecA∗ and MCRecA∗ are closed,
either the proofs follow from the respective proofs for MRecA∗, or it is necessary to
use diOerent constructions to maintain the property of being simple or a nondetermin-
istic complexity. And, for the operations under which some family is not closed, the
idea is to obtain M-subsets which do not satisfy one of the necessary conditions seen
in the Sections 3–5.
It is well known by the Kleene–Sch2utzenberger Theorem that for every ,nite alphabet
A, MRecA∗=MRat A∗. That is, MRecA∗ is the rational closure of MCRecA∗.
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In Table 1, we observe that MCRecA∗ is not closed under concatenation and star.
While investigating the closure of MCRecA∗ under these operations, we showed the
next result, whose proof is based on the proof of the Kleene Theorem given by
McNaughton and Yamada.
Theorem 18 (see Kobayashi [12, Theorem 6.8]). For every 7nite alphabet A, the clo-
sure of MCRecA∗ under the minimum, concatenation and star operations is exactly
MSRecA∗.
7. Limited Z-subsets
We say that a Z-subset X of A∗ is limited if A∗X is a ,nite subset of Z.
Let us ,rst consider some limited Z-subsets X of A∗ such that, either A∗X ={m; 0 }
or A∗X ={m;∞}, for some m∈Z.
Let R be a subset of A∗ and m∈Z. We de,ne two Z-subsets of A∗, R;m and
R;m, as follows:
∀w ∈ A∗; wR;m =
{
m if w ∈ R;
0 otherwise
and wR;m =
{
m if w ∈ R;
∞ otherwise:
The single Z-subsets w, for every w∈A∗, are particular cases of the Z-subsets we
just de,ne; that is, w={w}; 0. Thus, for every Z-subset X of A∗, a expansion of X
can be given by
X = min
w∈A∗
(wX + {w}; 0) = min
w∈A∗
{w}; wX :
It is interesting to observe that, for every Z-subset X of A∗, there is another kind
of expansion which uses the addition instead of the minimum.
X =
∑
w∈A∗
(
wX∑
i=1
{w}; 1
)
=
∑
w∈A∗
{w}; wX :
We observe that if wX =0, then
∑wX
i=1{w}; 1=A∗; 0.
The following proposition veri,es when R;m and R;m are recognizable
Z-subsets.
Proposition 19. Let R⊆A∗ and m∈Z. R;m (resp. R;m) is a recognizable
Z-subset of A∗ if and only if either m=0 (resp. m=∞) or R is a recognizable
subset of A∗.
Proof. Suppose that R is a recognizable subset of A∗. It is easy to verify that R;m
is a recognizable Z-subset of A∗.
To show that R;m is a recognizable Z-subset, one can consider the identity
R;m = min(R;m; A∗ − R; 0)
and the property that ZRecA∗ is closed under the minimum operation.
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Now, suppose that R;m is a recognizable Z-subset of A∗. If m 
=0, then R=m(R;
m)−1, and by Proposition 6, R is a recognizable subset of A∗. If R is not a recognizable
subset of A∗, then R 
=m(R;m)−1; however, this occurs only if m=0.
The proof for R;m is similar.
The following lemma shows that every (recognizable and) limited Z-subset is the
sum of a ,nite number of Z-subsets of the form R;m and the minimum of a ,nite
number of Z-subsets of the form R;m.
Lemma 20. A Z-subset X of A∗ is (recognizable and) limited if and only if there
is a positive integer n and, there are n (recognizable) subsets X1; : : : ; Xn of A∗ and n
elements m1; : : : ; mn of Z such that
X =
n∑
i=1
Xi; mi and X = min
16i6n
Xi; mi:
Proof. Let X be a limited Z-subset of A∗ and let n= |A∗X |. Denote the elements of
A∗X by m1; : : : ; mn and consider, for each i, 16i6n, the set
Xi = {w ∈ A∗ : wX = mi} = miX−1:
Then one can verify that
∀w ∈ A∗; wX = w
n∑
i=1
Xi; mi:
Moreover, if X is a recognizable Z-subset of A∗, from Proposition 6 it results that
for each i; 16i6n; Xi is a recognizable subset of A∗.
The converse is immediate.
The following proposition shows that some Z-subsets can be de,ned from others,
by using a Z-subset of the form R; 0 and the addition operation.
Proposition 21. Let R be a subset of A∗ and X be a Z-subset of A∗. Then the
Z-subset Y de7ned by
∀w ∈ A∗; wY =
{
wX if w ∈ R;
∞ otherwise
satis7es Y = X + R; 0:
Moreover, if R is a recognizable subset of A∗ and X ∈ZRecA∗ (resp. ZSRecA∗,
MSRecA∗,MCRecA∗), then Y ∈ZRecA∗ (resp. ZSRecA∗,MSRecA∗,MCRecA∗).
Proof. It is easy to verify that Y =X + R; 0.
If R is a recognizable subset of A∗, from Proposition 19 it results that the Z-subset
R; 0∈ZRecA∗. Thus, if X ∈ZRecA∗, we have that Y ∈ZRecA∗ since ZRecA∗ is
closed under the addition operation.
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Moreover, if R is a recognizable subset of A∗, it is clear that R; 0 is a nondetermin-
istic complexity. Then, if X ∈ZSRecA∗, we have that Y ∈ZSRecA∗, since ZSRecA∗
is closed under the addition with R; 0.
The proof is similar if X ∈MSRecA∗ (resp. MCRecA∗).
In the sequel, we study the cases when the recognizable and limited Z-subsets (resp.
M-subsets) are simple (resp. nondeterministic complexities).
Proposition 22. Let R be a recognizable subset of A∗ and m∈Z (resp. M). If |m|6
min{|w| : w∈R} then R;m and R;m∈ZSRecA∗ (resp. MCRecA∗).
Proof. Let R be a subset of A∗ and m∈Z. Then
R;m = m+ R; 0 and R;m = min(R;m; A∗ − R; 0):
Let us suppose that R is recognizable. Then, from Proposition 19 it results that
R; 0 and A∗−R; 0 are recognizable Z-subsets, and it is easy to verify that both are
simple. If |m|6min{|w| : w∈R}, then m+R; 0∈ZSRecA∗ (see Table 1). Therefore,
R;m∈ZSRecA∗. Moreover, as ZSRecA∗ is closed under the minimum operation,
we have that R;m∈ZSRecA∗.
If m∈M, the proof that R;m and R;m∈MCRecA∗ is similar.
Lemma 23. Let X be a recognizable and limited Z-subset (resp. M-subset) of A∗
such that for each w∈A∗, either wX =∞ or |wX |6|w|. Then X ∈ZSRecA∗ (resp.
MCRecA∗).
Proof. From Lemma 20 (and its proof), there are n recognizable subsets m1X−1; : : : ;
mnX−1 of A∗ such that
X = min
16i6n
miX−1; mi:
Let us consider i, 16i6n. If mi=∞, then ∞X−1;∞=∅ is a nondeterministic
complexity. If mi 
=∞, then for every w∈miX−1, |mi|= |wX |6|w|. Thus, by Propo-
sition 22 it follows that the Z-subset miX−1; mi is simple. As ZSRecA∗ is closed
under the minimum operation, we have that X ∈ZSRecA∗.
The proof is similar if X is an M-subset of A∗.
From Proposition 10 we have that every simple M-subset X of A∗ satis,es, for
each w∈A∗, either wX =∞ or wX6|w|. Then, by Lemma 23 we conclude that every
limited and simple M-subset is a nondeterministic complexity. Thus, we just prove the
following corollary, where H0 denotes the family of the recognizable and limited M
-subsets.
Corollary 24. MSRecA∗ ∩H0=MCRecA∗ ∩H0.
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8. The Simon hierarchy forMRecA∗ and its relation toMSRecA∗ andMCRecA∗
There exists a proper hierarchy for MRecA∗ that was obtained by Simon [26]
through the families Hp (p¿0) of recognizable M-subsets of A∗ de,ned by
Hp = {X ∈MRecA∗ : sh(X;m) ∈ O(mp)};
where O(mp)={functions f(m) : there exist positive constants c and m0 such that
06f(m)6cmp, for all m¿m0} and sh(X;m)= min{|w| :w∈A∗; m6wX¡∞}; that
is, sh(X;m) is the minimum length needed for a word in order to have multiplicity at
least m.
Theorem 25 (Simon [26]). For an alphabet A with at least two letters, MRecA∗ =⋃
p¿0Hp and, for every p¿1, there is a nondeterministic complexity function in
Hp −Hp−1. If the alphabet A has only one letter, MRecA∗=H0∪H1.
We also studied in [12] the relations among the families Hp (p¿0) and the families
MCRecA∗ and MSRecA∗, and showed the following result which uses a convenient
extension of the Simon’s nondeterministic complexity functions [26] and Lemma 14.
It is easy to verify that a similar result holds for the families Hp (p¿0) restricted to
the recognizable M-subsets that are not simple.
Theorem 26. For each p¿1, (MCRecA∗ ∩Hp) (MSRecA∗ ∩Hp) Hp, where A
is an alphabet with at least two letters.
Let us represent in a diagram (Fig. 1) the known relations for the familiesMRecA∗,
MSRecA∗, MCRecA∗ and Hp (p¿0), considering the alphabet A with at least two
letters. These relations are described in Corollaries 11 and 24, Theorems 17 and 26,
and Theorem 25 (Simon).
Fig. 1. Relating the families MRecA∗, MSRecA∗, MCRecA∗ and Hp (p¿0), where |A|¿2.
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9. Some undecidable problems forMCRecA∗
We start this section by describing four problems studied by Krob [16].
Let K be a totally ordered semiring. Let us consider the following problems for
every X and Y in the family of recognizable K-subsets of A∗:
• equality problem: X =Y ?
• inequality problem: X6Y ?
• local equality problem: there exists w in A∗ such that wX =wY ?
• local inequality problem: there exists w in A∗ such that wX6wY ?
Krob [16] showed that if A is an alphabet with at least two letters, the four problems
above are undecidable for the families ZRecA∗, MRecA∗, MSRecA∗ and Hi (i¿1).
In his paper, Krob also showed that these problems are decidable when A has only
one letter.
On the other hand, it is easy to prove that the equality problem for H0, the family
of recognizable and limited M-subsets of A∗, is decidable. Hence, with respect to the
diagram in the Section 8, we only need to verify if the problems mentioned above are
decidable in MCRecA∗.
Let A be an alphabet and let n be a positive integer. Consider the substitution
,n : A∗ → A∗ de,ned by a,n=an, for every a∈A.
Proposition 27. Let A be a normalized M–A-automaton such that the multiplicities
of its edges are positive. Let m be the maximum value of the multiplicities of its
useful edges. Then, for every n¿m, there is a type nc M–A-automaton An such that
∀w ∈ A∗; w‖An‖ =
{
u‖A‖ if w = u,n; with u ∈ A∗;
∞ if w 
=A∗,n:
Proof. Let A=(Q; I; T ) be a normalized M–A-automaton such that for each useful
edge - of A, ‖-‖¿0. Let m= max{‖-‖ : - is a useful edge of A} and consider an
integer n¿m.
We construct an M–A-automaton An=(Q′; I ′; T ′) from A as follows:
Q′=Q∪R, where R is the set of new states;
the M-subsets I ′ and T ′ of Q′ are given by
∀q ∈ Q′; qI ′ =
{
qI if q ∈ Q;
∞ if q ∈ R
and qT ′ =
{
qT if q ∈ Q;
∞ if q ∈ R:
For each useful edge (p; a; q) of A, let us consider n edges in An:
(p; a; r1); (r1; a; r2); : : : ; (rn−2; a; rn−1); (rn−1; a; q);
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where r1; : : : ; rn−1∈R are new states and the multiplicities of these edges are de,ned
as follows:
‖(p; a; r1)‖ = 1;
‖(ri; a; ri+1)‖ = 1; if i ∈ [1; k − 1];
‖(ri; a; ri+1)‖ = 0; if i ∈ [k; n− 2] and
‖(rn−1; a; q)‖ = 0;
where k is the multiplicity of (p; a; q) in A.
It is easy to verify that An is a simple M–A-automaton. Moreover, we can observe
that if (p; a; q) is an edge in An with ‖(p; a; q)‖=0, then p∈R and there is no
other edge in An with origin p. Hence, An can be easily extended to a type nc
M–A-automaton.
By construction, it is also clear that An satis,es
∀w ∈ A∗; w‖An‖ =
{
u‖A‖ if w = u,n; with u ∈ A∗;
∞ if w 
= A∗,n:
Theorem 28. The equality problem, the inequality problem, the local equality problem
or the local inequality problem for MRecA∗ is decidable if and only if the same
problem is decidable for MCRecA∗.
Proof. Let us only show the equivalence between the decidability of the equality prob-
lems for MRecA∗ and MCRecA∗. The proofs of the other equivalences are similar.
It is clear that it is enough to prove that the decidability of the equivalence problem
for MCRecA∗ implies the decidability of the same problem for MRecA∗.
Let X and Y ∈MRecA∗ such that 1X =1Y . Let A and B be normalized M–A-
automata such that ‖A‖=X + A+ and ‖B‖=Y + A+.
Let k be a positive integer and consider the M–A-automata A′ and B′ obtained
from A and B, respectively, by adding k in the multiplicity of each one of their
useful edges. It is easy to see that, for every w∈A∗, w‖A′‖=w‖A‖ + k|w| and
w‖B′‖=w‖B‖+ k|w|. Therefore, ‖A‖=‖B‖ if and only if ‖A′‖=‖B′‖.
By Proposition 27, starting from the M–A-automata A′ and B′, we can construct
the M–A-automata A′′ and B′′ which are of type nc and satisfy ‖A′‖=‖B′‖ if and
only if ‖A′′‖=‖B′′‖.
Thus, the decidability of the equality problem for the M-subsets which are nondeter-
ministic complexities implies the decidability of the same problem for the recognizable
M-subsets.
By the undecidability of the four problems showed by Krob [16] and from the
statement in the previous theorem, we conclude the following result.
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Corollary 29. Let A be an alphabet with at least two letters. The equality problem,
the inequality problem, the local equality problem and the local inequality problem
are undecidable for MCRecA∗.
10. Closure properties under other operations
In this section, we show the results concerning the closure properties of the fam-
ilies ZRecA∗, MRecA∗, ZSRecA∗, MSRecA∗ and MCRecA∗ under the maxi-
mum, remainder, monus and subtraction operations. These properties are summarized in
Table 2.
At ,rst, consider the maximum operation (denoted by max) over the semiring Z.
This operation can be extended to the Z-subsets of A∗ as follows. Let X and Y be
Z-subsets of A∗. The Z-subset max(X; Y ) is de,ned by
∀w ∈ A∗; w(max(X; Y )) = max(wX; wY ):
A property that can be easily veri,ed is the distributivity of the maximum with
respect to the minimum. Let X; Y1; : : : ; Yn be Z-subsets of A∗. Then
max
(
X; min
16i6n
Yi
)
= min
16i6n
(max(X; Yi)):
Proposition 30. (i) ZRecA∗ is not closed under the maximum operation.
(ii) MRecA∗ is not closed under the maximum operation.
Proof. Let A={a; b} and consider the Z-subsets X and Y of A+ de,ned by
∀w ∈ A+; wX = |w|a and wY = |w|b:
Then X , Y ∈ZRecA∗ and the Z-subset max(X; Y ) is given by
∀w ∈ A+; w(max(X; Y )) = max{wX; wY} = max{|w|a; |w|b}:
But in [14, Proof of Lemma 11] we showed that this Z-subset is not recognizable.
Thus, ZRecA∗ is not closed under maximum.
Observe that X , Y ∈MRecA∗ and max(X; Y ) is an M-subset of A∗. Therefore, we
can also conclude that MRecA∗ is not closed under the maximum operation.
Proposition 31. There exist two recognizable Z-subsets X and Y of A∗, with Y lim-
ited, such that max(X; Y ) is not a recognizable Z-subset.
Proof. Let A={a; b}, and consider a positive integer m and the Z-subsets X and Y
of A∗ de,ned by
∀w ∈ A∗; wX = |w|a − |w|b and wY = m:
Then, X; Y ∈ZRecA∗ and Y is limited.
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Table 2
Closure properties of ZRec, MRec, ZSRec, MSRec and MCRec under other operations
Operation ZRec MRec ZSRec MSRec MCRec
max(X; Y ) No No No No No
max(X; Y ); Y limited No Yes No Yes Yes
max(X; Y ); Y limited,
X negatively limited Yes Yes Yes Yes Yes
X mod d; |d|¿1 No No No No No
X mod d,
d =0 and X limited Yes Yes Yes Yes Yes
X : Y — No — No No
X : Y; Y limited — Yes — Yes Yes
X − Y No — No — —
X − Y; Y limited Yes — No — —
X div d; d¿0 Yes Yes Yes Yes ?
X div d; d¡0 No — No — —
The Z-subset T= max(X; Y ) is given by
∀w ∈ A∗; wT = w(max(X; Y )) =
{
m if |w|a − |w|b 6 m;
|w|a − |w|b if |w|a − |w|b ¿ m:
Suppose that T ∈ZRecA∗. As A∗T ⊆M, by Proposition 2 it follows that T ∈MRecA∗.
Then, by Proposition 5, the subset
mT−1 = {w ∈ A∗ : |w|a − |w|b 6 m}
is a recognizable subset of A∗. This is a contradiction. Thus, T is not a recognizable
Z-subset.
Therefore, ZRecA∗ is not closed under the maximum operation even when one of
the Z-subsets is limited.
Now, we see when the maximum of two recognizable Z-subsets is a recognizable
Z-subset.
Proposition 32. Let X be a recognizable and negatively limited Z-subset of A∗, and
let R be a recognizable subset of A∗ and m∈Z. Then max(X; R;m)∈ZRecA∗.
Proof. Consider X a recognizable and negatively limited Z-subset of A∗. Let m∈Z
and R be a recognizable subset of A∗. Then,
∀w ∈ A∗; w(max(X; R;m)) =


∞ if w =∈ R;
m if w ∈ R and wX 6 m;
wX if w ∈ R and m ¡ wX:
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Consider the subsets R1 and R2,
R1 =
m⋃
i=l
iX−1 ∩ R = {w ∈ A∗ : w ∈ R and wX 6 m}
and
R2 =
(
A∗ −
m⋃
i=l
iX−1
)
∩ R = {w ∈ A∗ : w ∈ R and m ¡ wX };
where l= min{wX : w∈A∗}.
By Proposition 6, the subsets R1 and R2 are recognizable. From these subsets, we
de,ne the Z-subsets
X1 = R1; m and X2 = X + R2; 0:
Then, from Propositions 19 and 21, it results that X1 and X2∈ZRecA∗. But, as R1 ∩R2
=∅, we can verify that max(X; R;m)= min(X1; X2).
Thus, as ZRecA∗ is closed under minimum, we have that max (X; R;m)∈
ZRecA∗.
Proposition 33. Let R be a recognizable subset of A∗ and m∈Z such that R;m∈
ZSRecA∗ (resp. MSRecA∗; MCRecA∗). Consider X ∈ZSRecA∗ (resp. MSRecA∗;
MCRecA∗). If X is negatively limited then max (X; R;m)∈ZSRecA∗ (resp.MSRec
A∗, MCRecA∗).
Proof. Consider X ∈ZSRecA∗. Let R be a recognizable subset of A∗ and m∈Z such
that R;m∈ZSRecA∗. If R=∅ or m=∞, then R;m=∅. In this case, max(X; R;m)
=∅∈MCRecA∗. Then we can assume that R 
=∅ and m¡∞. As R;m is simple, we
have that |m|6min{|w| : w∈R}.
Thus, the proof that max(X; R;m) is simple results from the proof of Proposition 32
and from the following remarks:
1. Since R1 ⊆ R, we conclude that for every w∈R1, |w|¿|m|. Then, by Proposition 22,
X1=R1; m∈ZSRecA∗.
2. By Proposition 21, if X ∈ZSRecA∗, then X2=X + R2; 0 ∈ZSRecA∗.
3. ZSRecA∗ is closed under the minimum operation.
The proof is similar if X ∈MSRecA∗ (resp. MCRecA∗).
By using Proposition 32 and one of the characterizations of limited Z-subsets given
in Lemma 20, we can extend the subfamily of recognizable Z-subsets that is closed
under the maximum operation.
Lemma 34. Let X; Y ∈ZRecA∗. If Y is limited and X is negatively limited, then
max(X; Y )∈ZRecA∗.
Proof. Let X , Y ∈ZRecA∗, and assume that Y is limited and X is negatively limited.
Consider n= |A∗Y | and denote the elements of A∗Y by m1; : : : ; mn. Then, by Lemma 20
106 N. Kobayashi / Theoretical Computer Science 293 (2003) 83–113
(and its proof), there are n recognizable subsets m1Y−1; : : : ; mnY−1 such that
Y = min
16i6n
miY−1; mi:
Hence,
max(X; Y ) = max
(
X; min
16i6n
miY−1; mi
)
= min
16i6n
(max(X; miY−1; mi)):
By Proposition 32, for each i, 16i6n, max(X; miY−1; mi) is a recognizable
Z-subset. As ZRecA∗ is closed under the minimum operation, we have that max(X; Y )
∈ZRecA∗.
Lemma 35. Let X; Y ∈ZSRecA∗ (resp. MSRecA∗, MCRecA∗). If Y is limited and
X is negatively limited, then max(X; Y )∈ZSRecA∗ (resp. MSRecA∗, MCRecA∗).
Proof. If X; Y ∈ZSRecA∗, Y is limited and X is negatively limited, the result follows
from Lemma 34, by considering the following remarks:
1. By the proof of Lemma 23, for each i, 16i6n; miY−1; mi∈ZSRecA∗.
2. By Proposition 33, for each i, 16i6n, max(X; miY−1; mi)∈ZSRecA∗.
3. ZSRecA∗ is closed under the minimum operation.
The proof is similar if X; Y ∈MSRecA∗ (resp. MCRecA∗).
The quotient (div) and the remainder (mod) of the integer division over the natural
numbers can be extended to the semiring Z by putting
∀d ∈ Z; d 
= 0; ∞ div d =∞; ∞mod d =∞ and
∀m ∈ Z; m div d = k and mmod d = r;
where k and r are the unique integers such that kd+ r=m and 06r¡|d|.
Observe that in this de,nition the remainder r is always non-negative and the fol-
lowing properties are satis,ed:
m div d = −(m div − d) and mmod d = mmod − d:
We can extend the operations div and mod to the Z-subsets of A∗ as follows. Let X
be a Z-subset of A∗ and let d 
=0. The Z-subsets X div d and X mod d of A∗ are
de,ned by:
∀w ∈ A∗; w(X div d) = wX div d and w(X mod d) = wX mod d:
The results and the corresponding proofs about the closure of the families ZRecA∗,
MRecA∗, ZSRecA∗, and MSRecA∗ under the div d operation can be found in [14].
Now, we investigate the closure of ZRecA∗ under the mod d operation.
Lemma 36 (see Kobayashi [14, Lemma 13]). Let d be an integer, |d|¿1. Then, Z
RecA∗ is not closed under mod d.
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The following proposition states that the mod d operation is distributive with respect
to the addition (resp. minimum) of Z-subsets of the type R;m (resp. R;m).
Proposition 37. Let R1; : : : ; Rk be recognizable subsets of A∗ such that Ri ∩Rj=∅,
for every i; j; 16i; j6k, and i 
=j. Let m1; : : : ; mk be elements of Z and an integer
d 
=0. Then(
min
16i6k
Ri; mi
)
mod d = min
16i6k
(Ri; mimod d)
and
(
k∑
i=1
Ri; mi
)
mod d =
k∑
i=1
(Ri; mimod d):
The following lemma presents a subfamily of ZRecA∗ which is closed under mod d;
d 
=0.
Lemma 38. Consider an integer d 
=0. If X ∈ZRecA∗ and is limited, then X mod d∈
ZRecA∗. Moreover, if X ∈ZSRecA∗ (resp. MSRecA∗), then X mod d∈ZSRecA∗
(resp. MCRecA∗).
Proof. Let X be a recognizable and limited Z-subset. If |d|=1, then X mod d=
support(X ); 0 is a recognizable Z-subset.
Consider |d|¿1 and let n= |A∗X |. We denote the elements of A∗X by m1; : : : ; mn.
Then, by Lemma 20 (and its proof), there are n recognizable subsets m1X−1; : : : ; mnX−1
such that
X = min
16i6n
miX−1; mi:
Hence, as miX−1 ∩mjX−1=∅, for every i; j; 16i; j6n; and i 
=j, by Proposition 37
it results that
X mod d =
(
min
16i6n
miX−1; mi
)
mod d = min
16i6n
(miX−1; mimod d):
However, for each i, 16i6n,
miX−1; mimod d = miX−1; mi mod d;
which is a recognizable Z-subset by Proposition 19.
Thus,
X mod d = min
16i6n
miX−1; mi mod d
and, as ZRecA∗ is closed under minimum, X mod d∈ZRecA∗.
Moreover, if X ∈ZSRecA∗ (resp.MSRecA∗), from Lemma 23 (and its proof) it fol-
lows that, for each i, 16i6n, miX−1; mi mod d∈ZSRecA∗ (resp.MCRecA∗). And,
as ZSRecA∗ (resp. MCRecA∗) is closed under minimum, we have that X mod d∈Z
SRecA∗ (resp. MCRecA∗).
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Now, we de,ne over M a binary operation which is similar to the subtraction over
the integer numbers. This operation is also extended to the family of M-subsets.
Consider the monus operation, : : M2 →M, de,ned by
∀m; n ∈ N; m : n =
{
m− n if m¿ n;
0 if m ¡ n;
∞ : n =∞; m : ∞ = 0 and ∞ : ∞ =∞:
For the M-subsets X and Y of A∗, we de,ne the M-subset X : Y by
∀w ∈ A∗; w(X : Y ) = wX : wY:
The following proposition states a property relating the monus and the addition of
M-subsets.
Proposition 39. Let X; Y1; : : : ; Yk be M-subsets of A∗. Then
X :
k∑
i=1
Yi = (((X : Y1) : Y2) : · · ·) : Yk :
Proposition 40. MRecA∗ is not closed under the monus operation.
Proof. Consider A={a; b}.
Let X and Y be the recognizable M-subsets of A+ de,ned by
∀w ∈ A+; wX = |w| and wY = min{|w|a; |w|b}:
Then the M-subset X : Y is given by
∀w ∈ A+; w(X : Y ) = |w| −min{|w|a; |w|b} = max{|w|a; |w|b}:
Thus, from the proof of Lemma 7, it follows that X : Y =∈MRecA∗.
The following theorem states when the monus of two recognizable M-subsets is a
recognizable M-subset.
Theorem 41. Let X; Y ∈MRecA∗. If Y is limited, then X : Y ∈MRecA∗.
Before proving this theorem, we study the particular case in which the M-subset Y
is of the form R;m, for some m∈M and some recognizable subset R.
Proposition 42 (see Kobayashi [15, Proposition 35]). Let X be a recognizable M-
subset of A+. Then X : A∗; 1 is a recognizable M-subset of A+. Moreover, if
X ∈MSRecA∗, then X : A∗; 1∈MSRecA∗.
Proposition 43 (see Kobayashi [15, Proposition 36]). If X ∈MCRecA∗, then X :
A∗; 1∈MCRecA∗.
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Proposition 44 (see Kobayashi [15, Proposition 37]). Let X be a recognizable M-
subset of A+ and m∈M. Then X : A∗; m is a recognizable M-subset of A+.
Moreover, if X ∈MSRecA∗, then X : A∗; m∈MSRecA∗.
Proposition 45 (see Kobayashi [15, Proposition 38]). Let X ∈MCRecA∗ and m∈M.
Then X : A∗; m ∈MCRecA∗.
Proposition 46. Let X be a recognizable M-subset of A+. Let m∈M and let R be
a recognizable subset of A∗. Then X : R;m is a recognizable M-subset of A+.
Moreover, if X ∈MSRecA∗, then X : R;m∈MSRecA∗.
Proof. Let X be a recognizableM-subset of A+. Let m∈M and let R be a recognizable
subset of A∗. If R=A∗, the result follows from Proposition 44. Then we assume that
R 
=A∗.
If m=0, then X : R; 0=X , and there is nothing to prove.
Let us suppose 0¡m¡∞. Then
∀w ∈ A∗; w(X : R;m) =


∞ if wX =∞;
0 if wX ¡ m and w ∈ R;
wX if wX ¡∞ and w =∈ R;
wX − m if (m6 wX ¡∞ and w ∈ R):
Consider the subsets R1, R2, R3 de,ned as follows:
R1 =
m−1⋃
i=0
iX−1 ∩ R = {w ∈ A∗: wX ¡ m and w ∈ R};
R2 = (A∗ −∞X−1) ∩ (A∗ − R) = {w ∈ A∗: wX ¡∞ and w =∈ R};
R3 =
(
A∗ −
(
m−1⋃
i=0
iX−1 ∪∞X−1
))
∩ R
= {w ∈ A∗: m6 wX ¡∞ and w ∈ R}:
By Proposition 5 it follows that the subsets R1, R2 and R3 are recognizable.
De,ne the M-subsets X1, X2 and X3 as follows:
X1 = R1; 0; X2 = X + R2; 0 and X3 = (X : A∗; m) + R3; 0:
Hence, from Propositions 2, 19, 21 and 44, it results that X1; X2 and X3∈MRecA∗.
Moreover, one can verify that X : R;m= min(X1; X2; X3). Therefore, for 0¡m
¡∞; X : R;m∈MRecA∗, since MRecA∗ is closed under the minimum operation.
We can observe that X1∈MCRecA∗, and if X ∈MSRecA∗, then, by Table 1 and
Proposition 44, it results that X2 and X3 are also simple. And, as MSRecA∗ is closed
under the minimum operation, X : R;m∈MSRecA∗, for 0¡m¡∞.
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If m=∞, we have that X : R;∞= min(X1; X2). Thus, X : R;∞∈MRecA∗.
In a similar way, one can prove that if X ∈MSRecA∗, then X : R;∞∈MSRecA∗.
Proposition 47. Let X ∈MCRecA∗ and m∈M. Then X : R;m∈MCRecA∗.
Proof. The statement follows from Propositions 46 and 45.
Now, we can prove that if X and Y ∈MRecA∗ and Y is limited, then X : Y ∈
MRecA∗.
Proof of Theorem 41. Let X ∈MRecA∗. Consider X ′=X +A+. By Table 1, it follows
that X ′∈MRecA∗.
Let Y be a recognizable and limited M-subset of A∗. Consider n= |A∗Y | and denote
the elements of A∗Y by m1; : : : ; mn. Then, by Lemma 20 (and its proof), there are n
recognizable subsets m1Y−1; : : : ; mnY−1 such that
Y =
n∑
i=1
miY−1; mi:
Thus, from Proposition 39, it follows that
X ′ : Y = (((X ′ : m1Y−1; m1) : m2Y−1; m2) : · · ·) : mnY−1; mn:
Let us denote X0=X ′ and, for each i; 16i6n,
Xi = ((X ′ : m1Y−1; m1) : · · ·) : miY−1; mi:
By Proposition 46, for each i, 16i6n, Xi−1 : miY−1; mi is a recognizable M-subset
of A∗. Therefore, X ′ : Y ∈MRecA∗ and 1(X ′ : Y )=1X ′ : 1Y =∞ : 1Y =∞.
However, X : Y = min(X ′ : Y; (1X : 1Y ) + 1). And, as MRecA∗ is closed under
scalar addition and minimum, we have that X : Y ∈MRecA∗.
Theorem 48. Let X; Y ∈MSRecA∗ (resp. MCRecA∗). If Y is limited, then X :
Y ∈MSRecA∗ (resp. MCRecA∗).
Proof. If X; Y ∈MSRecA∗ and Y is limited, then the result follows from Theorem 41,
Proposition 46 and Table 1, observing that 1X : 1Y ∈{0;∞}.
If X , Y ∈ MCRecA∗ and Y is limited, then the result follows from Theorem 41,
Proposition 47 and Table 1, considering the above observation.
Now, let us consider the subtraction operation over the integer numbers, and to
extend it to Z by de,ning
∀m ∈ Z; ∞− m =∞; m−∞ =∞ and ∞−∞ =∞:
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This operation can be also extended to the family of Z-subsets. If X and Y are
Z-subsets of A∗, we de,ne the Z-subset X − Y by
∀w ∈ A∗; w(X − Y ) = wX − wY:
The next four results and the last theorem in this section can be proved by the
similar way to the correspondent results for the monus operation.
Proposition 49. Let X; Y1; : : : ; Yk be Z-subsets of A∗. Then
X −
k∑
i=1
Yi = (((X − Y1)− Y2)− · · ·)− Yk :
Proposition 50. ZRecA∗ is not closed under the subtraction.
Proposition 51. Let X be a recognizable Z-subset of A+. Then X − A∗; 1 is a
recognizable Z-subset of A+.
Proposition 52. Let X be a recognizable Z-subset of A+ and m∈Z. Then X−A∗; m
is a recognizable Z-subset of A+.
Proposition 53. Let X be a recognizable Z-subset of A+. Let m∈Z and let R be a
recognizable subset of A∗. Then X − R;m is a recognizable Z-subset of A+.
Proof. Let X be a recognizable Z-subset of A+. Let m∈Z and let R be a recognizable
subset of A∗. If R=A∗, the result follows from Proposition 52. Then we assume that
R 
=A∗.
If m=0, then X − R; 0=X , and there is nothing to prove.
Let us suppose 0¡|m|¡∞. Then
∀w ∈ A∗; w(X − R;m) =


∞ if wX =∞;
wX if w =∈ R;
wX − m if (wX ¡∞ and w ∈ R):
Consider the subsets
R1 = A∗ − R and R2 = R ∩ support(X ):
By Proposition 3 it follows that the subsets R1 and R2 are recognizable.
De,ne the Z-subsets X1 and X2 as follows:
X1 = X + R1; 0 and X2 = (X − A∗; m) + R2; 0:
Hence, from Propositions 19, 21 and 52, it results that X1 and X2∈ZRecA∗.
Moreover, one can verify that X −R;m= min(X1; X2). Therefore, for 0¡|m|¡∞,
X − R;m∈ZRecA∗, since ZRecA∗ is closed under the minimum operation.
If m=∞, we have that X − R;m=X1∈ZRecA∗.
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Theorem 54. Let X; Y ∈ZRecA∗. If Y is limited, then X − Y ∈ZRecA∗.
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