Abstract-Probabilistic models of characteristics of handwritten words are useful in forensic document examination since they can be used to answer queries such as: determine the rarity of a given style of writing of the word, find the probability of observing those characteristics in a representative database of given size, etc. The task considered here is to use a training set of samples of a word written by a representative population of individuals (with each individual's writing of the word being described by a fixed set of discrete categorical variables), to construct directed probabilistic graphical models (Bayesian networks or BNs) and then use such models to answer probabilistic queries. However, since the BN structure learning problem is NP-hard, we propose an approximate method and analyze its performance and complexity. The proposed algorithm uses a local measure of deviance from independence (chi-squared tests between pairs of variables) and a global score (log-loss). The method builds the BN structure incrementally, by adding directed edges with high deviance and choosing the edge direction to minimize log-loss. The method is evaluated with samples of the word and obtained from a representative population of the United States with descriptive characteristic sets that are different for cursive writing and for hand-printing. For several samples obtained from the BN, the probability of random correspondence (PRC) is inferred. A measure of the discriminatory power of the characteristic set (conditional PRC) is also determined. The computational complexity of determining the probability of finding a similar one to a given sample, within a tolerance, in a database of given size, is discussed.
I. INTRODUCTION
Probabilistic graphical models (PGMs) of the distribution of features, or characteristics, are becoming increasingly important in pattern recognition and machine learning since they offer a way out of the impossibly high data requirements of determining full joint distributions of several variables [1] , [2] . Once constructed they are useful to answer probabilistic queries about the distribution and also useful to generate samples. An application of PGMs is in forensic document examination (FDE) where rare values for features describing handwritten words, known as individualizing characteristics, are used to identify or repudiate writership [3] , [4] . The need for PGMs in FDE is seen with a simple problem.
A handwritten letter, or a combination of letters such as the word and, is represented by a set of n characteristics, X = {X i }, i = 1, ...n where characteristic X i takes one of d i discrete values, where d = {d i }, i = 1, ..n. In the probabilistic formulation each characteristic is a multinomial random variable. The number of parameters (probabilities) needed to characterize the full multivariate multinomial distribution is n i=1 d i − 1. This can lead to impossibly high data requirements.
FDEs assign different characteristics to handwriting depending on whether the writing is cursive or handprint. For example and has nine characteristics with d = {4, 5, 3, 5, 4, 4, 4, 5, 3} for cursive and d = {5, 6, 5, 5, 3, 5, 6, 4, 3} for handprint as shown in Table I . The number of parameters needed to characterize the full distribution of and is 287, 999 for cursive, and 809, 999 for hand-print. Thus we need over a million parameters and the number of samples needed is several magnitudes larger.
The need for samples can be made manageable by exploiting statistical independencies that exist between variables. PGMs are such representations which make such dependencies explicit. Bayesian Networks (BN) are directed PGMs, where the nodes correspond to variables, edges their dependencies and lack of edges indicate independencies. BNs are more straight-forward to construct than undirected PGMs, known as Markov networks, principally because the latter involve a global partition function while BNs can be factored into local dependencies. However BN dependencies, which represent causalities, are usually determined manually.
II. BAYESIAN NETWORK STRUCTURE LEARNING
While a BN promises that the size of truthed data sets is reasonable, their manual construction for handwriting is tedious if not impossible. Models may need to be repeatedly constructed for different populations and times.
Automatic learning of BN structure is computationally complex, and is NP-hard [2] . Existing algorithms such as K2 [6] and optimized branch and bound (B & B) [7] define a scoring function which assess the fitness of each possible model. In K2, structures are ranked based on posterior probabilities to determine the best structure. B&B searches over all possible graphs by iterating over arcs. The search space for enumerating scores for every possible model is superexponential and hence NP-hard. In the algorithm proposed here, exponential search is reduced to polynomial-time by exploiting dependencies between variables and by limiting the maximum number of parents per node. It is a variant of one described by us in [8] , where both a constraint (deviance from independence) and a score (log-loss) are used. In the 
Symbol in place of the word 'and' (X 9 ) Right of staff (0) 
Straight accross (1)
No fixed pattern (2)
No obvious ending stroke (3)
One continuous (0)
Two strokes (1) 
Single line down (4)
No fixed pattern (4)
No fixed pattern (4)
previous version, since each node was allowed have any number of parents, calculating log-loss for each additional edge was exponential. The measure of deviance from independence between each pair of characteristics, X and Y , is given by the pairwise chi-squared (χ 2 ) test value over M samples
We expect that for independence, counts
The deviances are saved in the queue E p . Starting from a model without any edges but containing all the vertices, G, the first pair in E p , (v i , v j ) is removed from the queue and a new edge
added to G based on which edge increased the score value of the model more while creating a directed acyclic graph (DAG). The new score value (s c1 or s c2 ) is calculated and the new edge added creating G c1 or G c2 only if the Parent Count (p c1 or p c2 ) of the new child node would be less than a constant k. The isDAG function is used to verify that the newly created graph is a DAG. Note that the first pair direction is arbitrary but could be performed using an additive noise model such as described in [9] .
The score for the BN is given by the log-loss, which for a data set D with M i.i.d samples is the negative log-likelihood Pick the first pair
Create
Compute . Since all other steps take constant time, for a fixed number of characteristics, the total time complexity depends entirely on the the number of allowed parents, q. If we consider any possible number of parents for each node (maximum of n-1), the complexity of determining the log-likelihood would take exponential-time (O(n 3 * 2 n−1 )). With q = 2, maximum complexity with nine characteristics is O(9 3 * 2 2 ). As shown in Figure 2 (a) and 2(b), if the new node 'v j ' to be added will become the parent of node 'v i ', the edge is added to our 
IV. PARAMETER ESTIMATION
Algorithm BNSL was used to learn BN structures for handwritten and using samples from a population representative of the United States [10] . There are about 1,500 writers who provided three samples of a page of writing, each of which contains about five instances of and. The images were extracted and ground-truthed using a truthing tool with pulldown menus, such as that described in [5] , but with the characteristics described in Table I .
The characteristic values represent several instances of and from the same writer, e.g., the three cursive samples in the first row in Table III (a) are encoded as the instance: x = {0, 1, 1, 1, 0, 2, 0, 2, 2}, and the three handprinted samples in the first row in Table III Figure 1 whose factorizations define the needed conditional probability tables (CPTs) . The number of independent parameters needed are: Cursive: 99, and Handprint: 77, which are far fewer than those required for the full joint distribution.
The parameters were determined by evaluating the CPTs using maximum likelihood estimates. In order to avoid zero probabilities, or to avoid cases of being divided by zero, additive smoothing was used:
, where, α = 1 for add-one smoothing, and using samples from 1568 writers (3065 cursive and 1135 handprint) described in [10] .
To evaluate the quality of the learnt BN structure, its logloss score was compared to that of a model that assumes full statistical independence of the variables, i.e., the joint probability is P (X) = n i=1 P (X i ) where the marginal probabilities P (X i ) are given in Table I . Cross validation was used for each run, with two thirds of samples randomly selected from the data for training, and the rest for testing. The log-loss values are shown in Table II . For both cases the log loss is higher when all variables are assumed independent indicating that the BN structure is the better model.
With our dataset and q = 2, the time taken to learn the BN was 30 minutes on an Intel dual core processor to determine the structure for both the cursive and handprint data.
V. INFERENCE USING MODELS
Some inferences useful for FDE are: probability of a given sample, PRC or the Probability of Random Correspondence, nPRC, and conditional nPRC [5] . We describe their evaluation here.
A. Sample Probability
The joint probability is evaluated using the factorizations provided by the BNs and accompanying CPTs. Using the BNs n Figure1 the joint probabilities for several samples of and are in Table III , where samples with the highest 
B. PRC
The Probability of Random Correspondence, PRC, [11] is a measure of the discriminative power of the characteristics. It is the probability that two independent, identically distributed samples X and Y have the same characteristics within a specified tolerance, . It is given by:
where P (X) = P (Y ) is the joint probability of X and z is an indicator variable such that P (z = 1|X, Y ) = 1 if X = Y ± and 0 otherwise. The complexity of determining ρ is exponential in n, e.g.,
. For the constructed BN models for and, the PRC using Eq. 3 and = 0 is: ρ cursive = 7.90 × 10 −4 and ρ handprint = 6.85 × 10 −3 .
C. nPRC nPRC is the probability that among a set of n samples y 1 ..y n some pair have the same characteristics within a specific tolerance ( ), where n ≥ 2 [11] . The nPRC can be written as:
The different values of nPRC obtained for different values of n were plotted as shown in Figure 3 .
It is observed that the nPRC for both cursive and handprint gradually increases until it reaches 1. However, the nPRC for the hand-print data seems to increase faster and reach 1 faster than the nPRC for the cursive dataset. 
D. Conditional nPRC
The conditional nPRC is the probability that in a set of n samples, an observed sample X s coincides, within tolerance, with another sample [11] . It is the probability of finding a match in the database. In the case of identical match the conditional nPRC is equivalent to 1 − (1 − P (X s )) n which can be easily evaluated for the examples shown.
VI. SUMMARY AND DISCUSSION
Sample size requirements for constructing full joint probability distributions of categorical variables can be extremely high. BNs can efficiently model such distributions by exploiting independencies between variables. However they are usually constructed manually where human beings specify causality between variables. In order for BNs to be useful as a tool in FDE automatic BN structure learning is necessary since data sets can frequently change, e.g., different characteristics, populations, languages, etc. Since BN structure learning is NP-hard, an approximate algorithm has been proposed and evaluated with samples of handwritten and. The algorithm uses deviance from independence between pairs of variables and a global score. Inference methods of relevance to FDE have been proposed: (i) the probability of a given sample, e.g., a small probability (or high rarity) implies a higher agree of individualization, (ii) the probability of random correspondence, PRC (which is a measure of the discriminative power of the given characteristics), (iii) the nPRC (probability of finding a pair with the same characteristics among n samples) and (iv) the conditional nPRC (probability of finding a similar sample within tolerance in a database of given size).
