Abstract-In this paper, we propose a new feature evaluation method that forms the basis for feature ranking and selection. The method starts by generating a number of feature subsets in a random fashion and evaluates features based on the derived subsets. It then proceeds in a number of stages. In each stage, it inputs the features whose ranks in the previous stage were above the median rank and re-evaluates those features in the same fashion as it did in the first stage. When the number of features is high, the method has a computational advantage over recursive feature elimination (RFE), a state-of-art method that ranks features by identifying the least valuable feature in each stage. It also achieves better results than RFE in terms of classification accuracy and some other measures introduced in this paper, especially when the size of the training data is small or the number of irrelevant features is large.
I. INTRODUCTION
The performance of learning machines depends to a large extent on the quality of the training data. The presence of irrelevant features is a factor that can affect the test accuracy of trained classifiers significantly. Although some effective learning methods, such as support vector machines (SVMs), can tolerate a few redundant features, their generalization power can be compromised by a large number of such features. This so-called "curse of dimensionality" (COD) occurs because one needs to sample a lot more data points to gain insight into a high-dimensional space compared to a lowdimensional one. In the case of SVM learning, the insufficiency of training samples may trick the learning process into believing that a larger margin exists in an incorrect highdimensional space than in the correct low-dimensional one.
In this paper, feature selection is considered as a means of extracting a subset of features from the set of full features. We do not address those methods that transform features (as linear combinations or clusters of original features, for example) before reducing the number of them. Under this restriction, feature selection methods can be generally categorized into three types: filters, wrappers, and embedded methods [1] [2] .
Filters evaluate features individually according to some statistical criteria [3] or information-theoretic criteria [4] [5] [6] [7] . Forman reviews and compares many such criteria for binary variables in text categorization applications [8] .
After evaluating the features, one can use some statistical methods to eliminate those that are irrelevant [9] [10] [11] . An alternative procedure is to use some classification methods to select a subset comprised of a number of top-ranked features [4] [8] .
Wrappers evaluate feature subsets using certain search strategies to find the locally best subset [12] . They proceed in this manner until no better feature subset can be found. Various strategies can be used for the local search, e.g., sequential backward selection [13] branch-and-bound [14] [15] , beam search and bidirectional search [16] , best-first [17] , genetic algorithms [18] [19] , sequential floating search [20] , and simulated annealing [21] . The evaluation is often performed with the help of a certain learning machine and some validation data sets.
Embedded methods [22] rely on learning machines to evaluate the usefulness of features. Recursive feature elimination (RFE) is a well-known embedded method that uses either linear SVMs [23] , non-linear (i.e., kernel-based) SVMs [24] , or penalized logistic regression [25] for learning. RFE determines the usefulness of a feature by estimating the change in the objective function. There are various ways to estimate such changes, e.g., finite difference calculation, quadratic approximation of the cost function, sensitivity of the objective-function calculation, and the generalization error bound [26] [2] [24] [27] . In the original version of RFE, features are eliminated one at a time; they can also be eliminated one group at a time, as required by some applications [28] .
In addition to RFE, Bi et al. [29] , Perkins et al. [30] , and Weston et al. [27] formulate feature selection as an optimization problem. This approach adds certain regularization terms to the original hard-margin or soft-margin optimization problem. However, the proposed algorithms only work for problems with linear objectives. An alternative approach designed to handle non-linear objectives transforms the feature selection problem into a feature scaling problem by assigning a weight to each feature. In the latter approach, the selected features are those that attain significantly large weights [31] [32] [33] [34] . Note that, although feature selection can be formulated as an optimization problem, the problem is NP-hard under such a formulation [35] . Thus, in practice, some approximations or greedy algorithms have to be adopted to solve the problem.
Rather than use SVMs as learning machines, some embedded methods use decision trees [36] [22] , and a special issue of the Journal of Machine Learning Research [44] .
In this paper, we propose a method that evaluates features based on a number of feature subsets that are generated in an adaptive fashion. For this reason, we call our method the adaptive multiple feature subset (AMFES) method. AMFES adopts a very useful technique from the RFE method. RFE starts with the set of all features and eliminates the feature with the lowest score. A feature's score is defined as the difference in the SVM's objective function with and without the feature. RFE performs the same operation on the set of remaining features until it is left with only one feature. By so doing, it ranks all the features in the order they are eliminated during the procedure.
AMFES performs feature ranking in a number of stages. In the initial stage, it generates several feature subsets. When a feature subset is given, AMFES assigns the same scores to the features as those allotted by RFE. It then ranks features according to their strengths, where the strength of a feature f is the sum of the scores assigned to f, re-scaled by the number of subsets that contain f. In each subsequent stage, AMFES inputs the features whose ranks in the previous stage were above the medium rank. It then re-computes the ranks of those features in the same way as it does in the first stage.
The random subset method (RSM), proposed by Lai et al. [45] , is a precursor to AMFES that ranks features in a nonadaptive fashion. Motivated by the methodology of random decision forests or random forests [46] [47] [48] , RSM generates feature subsets all at once and ranks features based on the scores computed on the subsets. Since RSM does not recompute feature ranks, it behaves like AMFES in the initial stage. Our experiments demonstrate that ranking features in an adaptive fashion is more effective than a non-adaptive approach.
AMFES performs well for the following reason. Initially, AMFES may encounter a huge number of redundant features. Because of the COD effect, it may require a huge number of training samples to obtain a good feature ranking. Despite the shortage of training data, AMFES can move most, if not all, essential features to the top ranks, thereby reducing the number of irrelevant features in those ranks. In the next stage, AMFES deals with the features that were top-ranked in the previous stage, so there are fewer irrelevant features. Thus, it can improve the feature ranking by moving essential features closer to the top of the ranked list and pushing irrelevant features closer to the bottom. In subsequent stages, AMFES continues to enhance the feature ranking until the end of the procedure.
Let d be the total number of features. In each stage of the feature ranking procedure, AMFES adjusts half of the features inherited from the previous stage and generates m feature subsets for the adjustment; hence, it generates mlog 2 d feature subsets and trains the same number of SVMs during the whole procedure. RFE, on the other hand, eliminates one feature at a time and needs to train d SVMs during the whole procedure. The computational efficiency of AMFES over RFE for large values of d is thus very clear.
In addition to the feature ranking procedure, we propose a feature selection procedure that divides a data set into various pairs of training and validation components (called training-validation pairs hereafter). From these pairs, we derive a set of selected features that performs better than a set derived from only one training-validation pair.
To evaluate the performance of AMFES and other methods, we adopt two approaches. The first examines the effect of each method's feature ranking procedure. Specifically, we compute the accuracy rates of the classifiers that are built on k top-ranked features, where k runs from 1 to d. The second approach evaluates each method's feature selection procedure. For this purpose, we compute the accuracy rate of the classifier that is built on a set of selected features. In both approaches, AMFES outperforms the compared methods.
The remainder of the paper is organized as follows. In Section 2, we describe the basic components of AMFES, namely, the feature-strength measure, as well as the feature ranking selection procedures, which are based on this measure. In Section 3, we present our experimental setting and the experiment results. Section 4 contains some concluding remarks.
II. THE AMFES METHOD
We assume that a set of training samples X n = {(x 1 , y 1 ), (x n , y n )} is given, where x i ∈R d is a data point and y i is the label of x i for i = 1…n. In this section, we describe our feature ranking procedure followed by our feature selection procedure. The implementations of both procedures are available at http://ocrlnx03.iis.sinica.edu.tw/~dar/Download%20area/amf es.php3
A. The Feature Ranking Procedure
The ranking procedure of AMFES proceeds in stages, as shown in Figure 1 . In each stage, AMFES takes half of features from the previous stage and adjusts their ranks; the ranks of the remaining features are the same in all subsequent stages. In the initial stage, AMFES starts with the set of all d features, computes their strengths (defined below), and ranks them accordingly. At the end of this stage, AMFES outputs the features and their ranks. Let κ t-1 be the number of features output in stage t-1. In stage t, AMFES takes the κ t top-ranked features as input, where κ t = κ t-1 /2 (if κ t-1 is an odd integer, it is understood that κ t will take the integer part of κ t-1 /2); it then computes the strengths of the κ t features and ranks them accordingly. Next, we explain how to compute the strengths of features and how to rank the features in each stage. Let κ be the number of features taken as input in a given stage. For convenience, we assume that the features are indexed from 1 to κ. We start by generating a number of feature subsets of size Ȝ, where Ȝ = κ/2. Each feature subset S induces a transformation; for example, if S = {2, 4, 6}, the transformation induced by S converts x = (x 1 , …, x κ ) to z = (x 2 , x 4 , x 6 ). The steps of the procedure are as follows.
I.
Generate m independent subsets S 1 , …, S m , where each S i consists of Ȝ elements drawn randomly and independently from the set of input features. To ensure that each input feature has a good chance of being included in several feature subsets, we set m = 100. II. Each S i induces a transformation that converts
Then, for each f∈S i , we compute the change in the & i -objective function due to f (specified below), and assign that quantity, denoted as score i (f), to f. III. We compute the strength of each input feature f by summing all the scores that have been assigned to f, and divide the sum by the number of times each score has been assigned to f. The result is denoted by θ(f): k(x j , x k ) is a kernel function that expresses the similarity relation between x j and x k . In the case of LSVM, the kernel function k(x i , x j ) is reduced to the inner product of x i and x j . The change in the SVM's objective function due to a feature f is [24] ( ) ( ) ( ) , , We now summarize the parameters involved in the ranking procedure and assess their sensitivities. First, the cost factor C is set at 1, indicating that a soft-margin SVM is used as the learning machine. Next, in each stage, AMFES inputs the κ features that were top-ranked in the previous stage. Moreover, it generates m subsets, each comprised of μ features. In our experiments, we set κ at half the number of input features in the previous stage, m at 100, and μ at κ/2.
The soft-margin version of SVM plays an important role in AMFES. Our method has to generate various feature subsets in order to compute the strengths of the features, which are derived from the sizes of the margins. A soft-margin SVM makes it easy for AMFES to find a subset that produces a non-trivial soft margin. In fact, any subset comprised of some essential features has a good chance of producing such a margin. For this reason, AMFES's performance is not very sensitive toμ, the size of each feature subset, so long as μ is not close to two bad values, 1 and κ. We set μ to κ/2, because this value is farthest from these two values.
AMFES has to generate m feature subsets in each stage.
Since the size of each subset is a function of κ, m does not have to be related to κ. However, m must be large enough to ensure that each feature is sampled a sufficient number of times. This is the reason that we set m to 100. The probability that a given feature will fall in a subset is 0.5; therefore, the expected number of the subsets that contain a given feature is 50. In each stage, AMFES takes 1/2 of the features from the previous stage and re-ranks them. This is a surprisingly robust strategy. If we replace '1/2' by a more conservative '2/3' or '90%', we do not gain any significant improvement in performance; in fact, it increases the computation time. We even replace the '1/2' strategy with a much more costly strategy that inputs a variable, rather than a constant, proportion of features in each stage, but there is still no significant improvement. On the other hand, replacing '1/2' with a more radical '1/3' of the features may cause the performance to deteriorate; hence, this strategy is not recommended.
B. The Feature Selection Procedure
To select features, we divide our data set into a training component and a validation component, which are then used to build SVMs and select a set of features respectively.
Feature selection is difficult because of the small number of data points compared to the number of irrelevant features. As a result, the number of data points distributed among the training and validation components is also small, so the obtained validation accuracy may not be stable. In other words, if we vary the members of the validation component, we may change both the number and the content of selected features drastically.
One solution to this problem is to divide the data set in more than one way. For example, if we divide the data in Π ways, we can extract Π training-validation pairs. Each pair p, p = 1, …, Π, produces a feature ranking and a set {v p (k): k = 1, …, d}, where v p (k) represents the validation accuracy rates associated with the k top-ranked features. We then take the average of the accuracy rates to obtain
To obtain a set of features from the Π training-validation pairs, for p = 1, …, Π, we define arg max ( )
's rank in the ranking list for , ( ) 0, otherwise,
We then rank all the features in descending order of credit Π (·). Finally, we take the ı Π top-ranked features as the selected features. This procedure produces a single set, rather than Π sets, of selected features from the Π trainingvalidation pairs. In the next section, we demonstrate the merits of the procedure via experiments.
III. EXPERIMENT SETTINGS AND RESULTS
In our experiments, we compare the performance of AMFES with that of other methods. We also investigate the effect of COD on the compared methods and use it as a measure for comparison. Finally, we demonstrate the merits of the proposed feature selection procedure.
To compare AMFES with other methods, we analyze the performance of each method on the benchmark data sets. We begin by extracting Π training-validation pairs from each data set. Then, for each compared method, we compute v Π (k) as defined in (1), where k runs from 1 to d. Finally, we form the curve {(k, v Π (k)): k = 1, …, d}, called the v-curve hereafter.
A. Experimental Data Sets
We use both benchmark data sets and synthetic data sets in the experiments. Each data point in a dataset is associated with one of two labels, denoted as 1 and -1 respectively. Table I shows the benchmark data sets, their properties, and the sources. 
B. Comparison of Methods: The First Approach
In this sub-section, we compare the performance of a number of methods, using the v-curve as the means of comparison. In this experiment, we only use the benchmark data sets listed in Table I . We begin by extracting Π trainingvalidation pairs from each data set. All pairs are randomly and independently generated. In each pair, the ratio of the training component to the validation component is 4:1. Details are given in Table II.   TABLE II. FOR EACH BENCHMARK DATA SET, WE SHOW THE SIZE OF THE DATA SET AND THE SIZE OF EACH TRAINING AND VALIDATION COMPONENT. Colon  62  50  12  Lymphoma  96  77  19  Leukemia  72  58  14  GINA  3,468  2,774  694  REGED  500  400  100  LUCAP  2,000  1,600  400  MARTI  500  400  100 To compute the v-curves, we use LSVM as the learning machine. The only parameter involved in LSVM is the cost factor C. As mentioned earlier, we set C at 1 to allow a rather high degree of tolerance for training errors. For LSVM training, we adopt the linear version of LIBSVM [49] . LIBLINEAR [50] [51], a specialized tool kit for solving LSVM, may also be used. For the data sets in our experiments, we find that LIBSVM is as efficient as LIBLINEAR.
Size of Data Set

Size of Training Component
Size of Validation Component
Next, we describe how to find an appropriate Π for each data set. From the Π training-validation pairs, we want to
, where v Π (͊) and ı Π are defined in (1) and (2) respectively. Furthermore, we want Π to be sufficiently large so that v Π (ı Π ) is stable. For this reason, we require that Π ī, where ī is the smallest T such that |v
for any integers M and N in the interval [T, T+4]. Table III shows the size of ī determined by AMFES and the size of Π that we choose for each benchmark data set. 
C. Adaptive Version versus Non-adaptive Version
First, we compare the adaptive and non-adaptive versions of AMFES. The adaptive version is the method that we propose in this paper. Its algorithm is specified in Steps I to IV in Section 2.1. The non-adaptive version corresponds to the initial stage of the adaptive version. To ensure that the comparison is fair, we require that both versions contain the same number of feature subsets. Since the adaptive version must generate 100×log 2 d feature subsets, we let the non-adaptive version generate the same number of subsets. In the adaptive version, the subsets vary in size, whereas all subsets in the non-adaptive version comprise d/2 features. 
is the maximum accuracy rate and ı Π is the point at which the maximum occurs. We call ı Π the peak location and v Π (ı Π ) the peak value. The v-curves obtained by the adaptive and non-adaptive versions are denoted as A-curves and N-curves respectively. We let ı A and ı N denote the peak of an A-curve and of an Ncurve respectively. From Table IV and Figures 2, we observe the following facts about each data set: (i) ı A < ı N , i.e., the peak of each A-curve occurs earlier than that of the corresponding N-curve; (ii) v Π (ı A ) > v Π (ı N ), i.e., the peak value of each A-curve is higher than that of the corresponding Ncurve; and (iii) each A-curve lies above the corresponding Ncurve before ı A is reached. The above facts demonstrate the superiority of the adaptive version over the non-adaptive version.
D. Comparing AMFES with RFE and CORR
We now compare the performances of the three methods, AMFES, RFE, and CORR, on the benchmark data sets, using the v-curve as the means of comparison. The CORR method ranks features in descending order of the following score.
[
where x i,f is the value of a feature f for x i , mean(f) is the average value of f, y i is the label of x i , and mean(y) is the average value of the label. Figures 3 show the v-curves derived by the three methods based on the training-validation pairs listed in Table V. The  table also shows the peak location ı Π , the peak value v Π (ı Π ), and the standard deviation of v Π (ı Π ) produced by each method. The results in Table V and Figures 3 show that, in terms of the peak values, AMFES outperforms the other two methods, and CORR performs rather weakly on all the data sets, except "Colon". RFE's performance is comparable to or weaker than that of AMFES on all the data sets. Table VI shows the time required by each method to complete the ranking procedure. All the experiments were conducted on an Intel Xeon E5345 CPU 2.33 GHz with a 2GB RAM. Since we extracted Π training-validation pairs from each data set, we conducted Π ranking procedures for each set. The table shows the average time that each method requires for one ranking procedure. CORR involves the simplest calculation, so it is the fastest method; however, in most cases, its performance in terms of the peak values is not acceptable, as shown in Table VI . On the other hand, AMFES is much faster than RFE on all data sets, except for "LUCAP," whose dimensionality is only 143. Hence, AMFES is more effective than the other two methods.
IV. CONCLUSION
The proposed feature evaluation method, AMFES, ranks features according to their strengths, which are derived from multiple feature subsets. Initially, AMFES ranks all the features; then, in each subsequent stage, it takes the features whose ranks in the previous stage were above the median rank and re-ranks them in the same fashion as it did in the first stage. The complexity of our method is thus O(log 2 d) This is lower than the complexity of RFE, which is O(d). To cope with the COD effect, we propose a procedure that derives a set of selected features from various trainingvalidation pairs, rather than from one pair. By so doing, we obtain a more stable and more effective set of selected features than those derived from a single pair. In the experiments conducted to compare AMFES with the other methods, AMFES outperforms RFE and CORR in terms of the feature-ranking performance, as expressed in the v-curve.
