Abstract-In this note, one state transformation is used to construct switching laws for a class of switched systems totally composed of unstable subsystems. Some sufficient conditions for determining the switching law, such that the system is asymptotically stable, are derived.
I. INTRODUCTION
In this note, we consider the stabilization of a class of switched nonlinear systems described by _ x(t) = f(x(t); m(t)) ( m(t) left continuous with each i corresponding to a mode f(x; i) with f(0; i) = 0. All f(x; i) (i = 1; 2; . . . ; n) are assumed to be continuously differentiable and _ x(t) = f(x(t); i) are all unstable systems. If f(x(t); m(t)) = A(m(t))x(t), then we can obtain the following switched linear system _ x(t) = A(m(t))x(t): (2) Wicks et al. [6] showed that there exists a switching law for the asymptotic stabilization of system (2) if n = 2 and there is a stable convex combination of A(1) and A (2) . Although it is NP-hard to identify stable convex combinations of two matrices [1] , it is still possible to find a stable convex combination for a class of switched systems. However, there is no result available on how to find such a combination. This problem is more of a design problem than a stability analysis problem, and it is a major problem in switched control systems [5] .
In this note, we shall present a method to find such a combination. We introduce a linear state transformation to decompose each subsystem into stable and unstable parts. For each stable part, there naturally exists a Lyapunov function. Under some conditions imposed on the original switched system, the sum of these Lyapunov functions is shown to be a Lyapunov function for a convex combination of the whole switched system. This ensures the existence of a switching law of m(t) for a switched nonlinear system (1) or a switched linear system (2) to be asymptotically stable. We shall first derive some sufficient conditions to determine a stable convex combination of switched linear systems (2) . The linear approximation method and the obtained results for linear systems are then used to consider switched nonlinear systems (1 simplicity of presentation, we only consider the case of n = 2. However, the results obtained in this note can be easily generalized. The rest of the note is organized as follows. Some supporting results are given in Section II. Section III contains some sufficient conditions for the stabilization of switched linear systems and Section IV considers the stabilization of switched nonlinear systems. A numerical example is given in Section V to illustrate the application of the results. Finally, the note is concluded in Section VI.
II. SUPPORTING RESULTS
In this section, we shall introduce some supporting results. Lemma 1: There exists a switching law for switched nonlinear system (1) such that the system is asymptotically stable if there exist positive numbers i (1 i n) satisfying
is an asymptotically stable system.
Proof: Since there exist positive numbers i (1 
It follows that for any t, there exists an i 2 f1;2; . . . ; ng such that
From (4), we know that there exists a common Lyapunov function for the whole system (1). Thus, switched nonlinear system (1) is asymptotically stable. Remark 1: Condition (4) will be used to design switching laws. Under such switching laws, the switchings of the system may be arbitrarily fast. Let f(x; i) = A(i)x. Then, we have the following.
Lemma 2:
There exists a switching law for switched linear system (2) such that the system is asymptotically stable if there exist positive numbers i (1 i n) satisfying
i A(i)x is an asymptotically stable system. Remark 2: If n = 2, then Lemma 2 becomes a result in [6] . _ z(t) = T A(m(t))T 01 z(t) (5) where z(t) = T x(t) and T is nonsingular.
Proof:
The proof can be easily proved by using the condition that T is nonsingular.
Proposition 2:
Switched nonlinear system (1) is asymptotically stable if and only if the following switched nonlinear system (6) is asymptotically stable. (6) where z(t) = T x(t) and T is nonsingular.
_ z(t) = T f(T 01 z(t); m(t))
Proof: The proof can be easily shown by using the condition that T is nonsingular. and Span(X2;1; . . . ; X 2;(2) ) are invariant under A(1) and A(2),
respectively.
Remark 3: A linear system can be decomposed into stable and unstable subspaces [2] , [3] . Assumption 1 implies that the stable subspaces of the two subsystems span the whole R r space. Assumption 2 implies that these two subsystems can be decomposed under the same transformation. These assumptions are reasonable. Actually, if there exists a subspace in which the corresponding eigenvalues of both A(1) and A(2) are positive, it is difficult to design a switching law to stabilize the system in such a subspace and no result is available to control such systems. A numerical example is given in Section V to show that such switched systems do exist. Let 
One possible choice of Lyapunov function for a stable linear system can be made based on the result in [4] . Proposition 3: [4] Consider the Lyapunov equation
where Q = Q T > 0 and A is stable.
From (7), we know thatÂ 11 (1) andÂ 22 (2) are stable.
Using Proposition 3 , we set Q in (13) to be I. Obviously, there exist two positive-definite matrices P (1) and P (2) such that
We shall now give a result for the existence of a switching law for the stabilization of switched linear system (2) with n = 2.
Theorem 1: Consider switched linear system (2) with n = 2 satisfying Assumptions 1 and 2. There exists a switching law such that system (2) is asymptotically stable if
where kAk denotes the induced 2-norm for any matrix A in R m2n . 2 max (P (1))kÂ 11 (2)k + max (P (2))kÂ 21 (2)k 1 0 max (P (1))kÂ 12 (1)k + 2 max (P (1))kÂ 11 (2)k + max (P (2))kÂ 21 (2)k < 1 0 max(P (2))kÂ21(2)k 1 0 max (P (2))kÂ 21 (2)k + 2 max (P (2))kÂ 22 (1)k + max (P (1))kÂ 12 (1)k 2 max (P (1))kÂ 11 (2)k + max (P (2))kÂ 21 (2)k 1 0 max(P (1))kÂ12(1)k + 2max(P (1))kÂ11(2)k + max(P (2))kÂ21(2)k < < 1 0 max (P (2))kÂ 21 (2)k 1 0 max (P (2))kÂ 21 (2)k + 2 max (P (2))kÂ 22 (1)k + max (P (1))kÂ 12 (1) Using Lemma 2, we know that there exists a switching law such that switched linear system (11) and (12) is asymptotically stable.
Proof
Using Proposition 1, we know that there exists a switching law such that the original switched linear system (2) is asymptotically stable. 
Then, the switching law can be defined as follows. 
. . .
T 01 = [ X1;1; . . . ; X 1; (1) ; . . . ; Xn;1; . . . ; X n;(n) ]
Remark 7: To use Theorem 1, the following algorithm is proposed to check if switched linear system (2) satisfies Assumptions 1 and 2.
Algorithm 1: Check if switched linear system (2) satisfies Assumptions 1 and 2.
Step 1) Let IBS = ;.
Step 2) CalculateX 1 andX 2 .
Step 3) Find a basis of R r , fX 1 ; X 2 ; . . . ; X r g 6 2 IBS, where each Xi (i = 1; 2; . . . ; r) is from [ 2 i=1Xi .
Step 4) Check if fX 1 ; X 2 ; . . . ; X r g satisfies Assumption 2. If not, then let IBS = IBS [ fX1;X2; . . . ; Xrg and return to
Step 3.
IV. STABILIZATION OF SWITCHED NONLINEAR SYSTEMS
In this section, we shall use linear approximation method to consider the local stabilization of switched nonlinear system (1) with n = 2.
Let
A(m(t)) = @f(x(t); m(t) @x(t)
It follows that
Suppose that A(1) and A(2) satisfy Assumptions 1 and 2. Similar to the linear case, we know that there exist two positive-definite matrices P (1) and P (2) such that A(m(t)) satisfies (14) and (15).
We shall now give a result for the existence of a switching law for local stabilization of a switched nonlinear system (1).
Theorem 2:
Consider switched nonlinear system (1) with n = 2 and with the linear part satisfying Assumptions 1 and 2. There exists a switching law such that system (1) is locally asymptotically stable if the conditions of Theorem 1 hold.
Proof: Let
From (30), we know that there exists a > 0 such that when kx(t)k < , we have kf(T 01 z; i)k < minf00 1 ; 00 2 g 4kT kkT 01 k maxf max (P (1)); max (P (2))g kT 01 zk minf00 1 ; 00 2 g 4kT k maxf max (P (1)); max (P (2))g kzk where satisfies (19) and 01 =(( 0 1)(1 0 max(P (2))kÂ21(2)k) + (2 max (P (2))kÂ 22 (1)k + max (P (1))kÂ 12 (1)k)) 02 =(0(1 0 max(P (1))kÂ12(1)k) + (1 0 )(2 max (P (1))kÂ 11 (2)k + max (P (2))kÂ 21 (2)k))
Note that when V (z(t0)) < 2 minfmin(P (1));min(P (2))g=kT 01 k 2 , we have kx(t0)k kT 01 kkz(t0)k kT 01 k V (z(t 0 )) minf min (P (1)); min (P (2))g <:
Similar to the proof of Theorem 1, we have the equation
shown at bottom of the page. Therefore, when V (z(t 0 )) < 2 minfmin(P (1));min(P (2))g=kT 01 k 2 , we have
The remaining proof is similar to that of Theorem 1 by using Lemma 1 and Proposition 2. Note also that 4max(P (1))max(P (2))kÂ22(1)kkÂ11(2)k = 0:5 < 1
The switching law is chosen based on Remark 4 and it is given as follows:
For any t, the system is switched to or stay at mode i if 
VI. CONCLUSION
A linear state transformation was applied to study the stabilization of a class of switched systems. Under the state transformation, each subsystem can be decomposed into stable and unstable parts. For each stable part, there exists a Lyapunov function. Some sufficient conditions were derived to ensure the sum of these Lyapunov functions to be a Lyapunov function for a convex combination of the whole switched system. This ensured the existence of switching laws to stabilize the switched systems.
