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Abstrat
By solving an innite nonlinear system of q-dierene equations one onstruts a
hain of q-dierene operators. The eigenproblems for the hain are solved and some
appliations, inluding the one related to q-Hahn orthogonal polynomials, are disussed.
It is shown that in the limit q → 1 the present method orresponds to the one developed
by Infeld and Hull.
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1 Introdution
The disretization of the ordinary dierential equations is an important and neessary step
toward nding their numerial solutions. In plae of the standard disretization based on the
arithmeti progression, one an use a not less eient q-disretization related to geometri
progression. This alternative method leads to q-dierene equations, whih in the limit q → 1
orrespond to the original dierential equations. The theory of q-dierene equations and
the related q-speial funtions theory have a long history (see e.g. [4℄). During the last two
deades they have been reviewed beause of the great suess of the theory of quantum groups.
The other ruial way of solving ordinary dierential equations is based on the fator-
ization method rst used by Darboux [2℄. Later the method was redisovered many times,
in partiular by the founders of quantum mehanis, see [8℄ and [11℄, while studying the
Shrödinger equation. We refer to [16℄ for an exhaustive presentation of the fatorization
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method. In the paper [2℄, whih is now onsidered to be fundamental, Infeld and Hull sum-
marised the quantum mehanial appliations of the method. Fixing an innite system of
Riati type equations they have onstruted a hain of seond order dierential operators
and proposed some method of solving orresponding eigenproblems.
In this paper we onstrut the hain (2.71) of seond order q-dierene operators by solving
an innite nonlinear q-dierene system. This hain depends on a freely hosen funtion and
a nite number of real parameters. In Setion 2 we nd a family of eigenvetors for the
operators of (2.71). In Setion 3 it is shown that q-Hahn orthogonal polynomials, whih are
q-deformation of the lassial orthogonal polynomials, form the family of solutions obtained
by our method. Other examples of solutions obtained by the fatorization of q-dierene
equations are presented in Setion 4. Finally passing to the limit q → 1 in (3.36), (3.37) we
obtain some new families of solutions for seond order dierential equations.
2 Fatorized hain of the seond order q-dierene operators
In this setion we shall onsider the sequene of the seond order qdierene operators
Hk = Zk(x)∂qQ
−1∂q +Wk(x)∂q + Vk(x) , k ∈ N ∪ {0} (2.1)
ating in the Hilbert spaes Hk. By denition Hk onsist of the omplex valued funtions
ψ : [a, b]q → C dened on the qinterval
[a, b]q := {qna : n ∈ N ∪ {0}} ∪ {qnb : n ∈ N ∪ {0}} (2.2)
and squareintegrable, i.e. 〈ψ|ψ〉k < +∞, with respet to the salar produts
〈ψ|ϕ〉k :=
∫
[a,b]q
ψ(x)ϕ(x)̺k(x)dqx . (2.3)
Let us reall (see [34℄) that by denition the qderivative is
∂qψ(x) =
ψ(x)− ψ(qx)
(1− q)x , (2.4)
and the qintegral on the qinterval [a, b]q is given by∫
[a,b]q
ψ(x)dqx :=
∞∑
n=0
(1− q)qn (bψ(qnb)− aψ(qna)) . (2.5)
If a = 0 and b =∞ then
∞∫
0
ψ(x)dqx := lim
n→∞
q−n∫
0
ψ(x)dqx =
∞∑
n=−∞
(1− q)qnf(qn) . (2.6)
In the ase if a = −∞ and b =∞
∞∫
−∞
ψ(x)dqx := lim
n→∞
q−n∫
−q−n
ψ(x)dqx =
∞∑
n=−∞
(1− q)qn (f(qn) + f(−qn)) . (2.7)
In the limit q → 1 the above denitions orrespond to their ounterparts in standard alulus.
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The salar produts (2.3) are dened by the weight funtions ̺k : [a, b]q → R, whih are
related by the reursion relations
̺k−1 = ηk̺k (2.8)
and
̺k−1 = Q (Bk̺k) , (2.9)
where ηk, Bk are real valued funtions on [a, b]q and the operator Q is dened by the formula
Qϕ(x) = ϕ(qx) . (2.10)
For the sake of onsisteny we need to add the onditions
Q (Bk̺k) = ηk̺k (2.11)
on the funtions ηk and Bk. Additionally we impose the boundary onditions
Bk(a)̺k(a) = Bk(b)̺k(b) = 0 . (2.12)
If we introdue the funtions
Ak(x) :=
Bk(x)− ηk(x)
(1− q)x , (2.13)
we an rewrite the formula (2.11) in the form of a qPearson equation [13℄
∂q (Bk̺k) = Ak̺k . (2.14)
In the limit q → 1, the equation (2.14) orresponds to the Pearson equation whih is important
for the theory of lassial orthogonal polynomials [1℄.
We say that the operators Hk admit a fatorization if
Hk = A
∗
kAk + ak (2.15)
and
Hk = d
−1
k+1
(
Ak+1A
∗
k+1 + ak+1
)
, (2.16)
where the annihilation operators Ak : Hk →Hk−1 are of the form
Ak = ∂q + fk (2.17)
and fk are real valued funtions on the set [a, b]q . The adjoint operators A
∗
k : Hk−1 → Hk,
alled the reation operators, are given by
A
∗
k = (∂q + fk)
∗ = Bk
(−∂qQ−1 + fk)−Ak (1 + (1− q)xfk) . (2.18)
The derivation of the formula (2.18) is given in Appendix A. It follows from (2.15) that the
real valued funtions Zk, Wk and Vk are related to fk, Bk, Ak by the formulas:
Zk = −BkQ−1 (1 + (1− q)id fk) , (2.19)
Wk = Bkfk −Ak (1 + (1− q)id fk)− q−1BkQ−1(fk) , (2.20)
Vk = −Bk∂q
(
Q−1(fk)
)−Akfk (1 + (1− q)id fk) +Bkf2k + ak . (2.21)
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Neessary and suient onditions for the onsisteny of fatorization formulas (2.15) and
(2.16) are
ηk+1(x) = gk(x)ηk(q
−1x) , (2.22)
ϕk+1(x) =
dk+1
gk(x)
ϕk(q
−1x) , (2.23)
αk(x)− gk(qx)
dk+1
αk(qx) = (2.24)
=
(
q2dk+1Bk(qx)− gk(q2x)Bk(q2x)
(1− q)2q3x2 + dk+1ak − ak+1
)
gk(qx)
d2k+1
,
where we have introdued the additional notations
gk(x) :=
Bk+1(x)
Bk(x)
, (2.25)
ϕk(x) := fk(x) +
1
(1− q)x , (2.26)
αk(x) := ϕ
2
k(x)ηk(x) . (2.27)
The detailed derivation of these formulas is given in Appendix B and in the paper [12, 5℄.
The relations (2.22), (2.23) and (2.25), (2.27) allow us to express the funtions Bk, ηk, ϕk
and αk by the initial data B0, η0, ϕ0 and α0
Bk(x) = gk−1(x)gk−2(x) . . . g0(x)B0(x) , (2.28)
ηk(x) = gk−1(x)gk−2(q
−1x) . . . g0(q
−k+1x)η0(q
−kx) , (2.29)
ϕk(x) =
dk . . . d1
gk−1(x) . . . g0(q−k+1x)
ϕ0(q
−kx) , (2.30)
αk(x) =
(dk . . . d1)
2
gk−1(x) . . . g0(q−k+1x)
α0(q
−kx) . (2.31)
Substituting (2.282.31) into ondition (2.24) we obtain the innite sequene of the non-
linear funtional equations
α0(x)− dk+1Gk+1(x)
Gk(qx)
α0(qx) = Gk+1(x) (dk+1ak − ak+1+ (2.32)
+
q2dk+1gk−1(q
k+1x) . . . g0(q
k+1x)B0(q
k+1x)− gk(qk+2x) . . . g0(qk+2x)B0(qk+2x)
(1− q)2q2k+3x2
)
,
where
Gk(x) :=
gk−1(q
kx) . . . g0(qx)
(dk . . . d1)2
for k ∈ N , (2.33)
G0(x) := 1 , (2.34)
for the funtions α0, B0 and gk for k ∈ N ∪ {0}.
One sees from (2.282.31) that the sequene of funtions gk, k ∈ N, satisfying (2.32)
denes the hain of q dierene operators (2.1) if the rst element H0 of the hain is given.
So, the problem of onstrution of the fatorized hain given by (2.15) and (2.16) is equivalent
to solving of the system of funtional equations (2.32).
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Let us now present the limit behaviour of the formulas obtained above when the parameter
q tends to 1. It is easy to see that the set [a, b]q beomes the interval [a, b] in the limit q → 1
and the salar produt turns to be
〈ψ|ϕ〉k =
b∫
a
ψ(x)ϕ(x)̺k(x)dx , (2.35)
where the weight funtion ̺k(x) satises the Pearson equation
d
dx
(̺kBk) = ̺kAk , (2.36)
with the boundary onditions (2.12). For q → 1 the operator Q goes to the identity operator
and ∂q −−−→
q→1
d
dx
. In the limiting ase the annihilation and reation operators are of the form
Ak =
d
dx
+ fk, (2.37)
A
∗
k = Bk
(
− d
dx
+ fk
)
−Ak (2.38)
and the operators Hk are given by
Hk = −Bk d
2
dx2
−Ak d
dx
+ (f2k − f ′k)Bk − fkAk + ak . (2.39)
The q-dierene equation (2.1) tends to the dierential equation(
Zk(x)
d2
dx2
+Wk(x)
d
dx
+ Vk(x)
)
ψk(x) = λkψk(x) , (2.40)
where the oeients are given by
Zk(x) = −Bk(x) , (2.41)
Wk(x) = −Ak(x) , (2.42)
Vk(x) =
(
f2k (x)− f ′k(x)
)
Bk(x)− fk(x)Ak(x) + ak . (2.43)
The reurrene transformations (2.222.23) for q → 1 tend to
Bk+1 = dk+1Bk , (2.44)
Ak+1 = dk+1
(
Ak − d
dx
Bk
)
. (2.45)
The sequene of q-dierene equations (2.24) tends to the sequene of nonlinear dierential
equations
Bk(f
2
k+1 − f2k + f ′k+1 + f ′k)−Ak(fk+1 − fk) + 2B′kfk+1 −A′k +B′′k = ak −
ak+1
dk+1
, (2.46)
k ∈ N∪{0}. The equation (2.46) for Bk(x) ≡ 1 and Ak(x) ≡ 0 was onsidered in many papers
(see [7, 9, 10, 11, 15, 16℄), but nevertheless for these dierentialdierene equations there is
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no omplete theory. One of the methods for solving of (2.46) is to look for the solutions of
(2.46) in the form of innite series
fk =
∑
i∈Z
f˜i(x)k
i
(2.47)
and obtain in this way the onditions on the funtion f˜i(x). The ase of solutions given by
the nite series were onsider by Infeld and Hull [7℄. The lassiation of all fatorisable
onedimensional problems is still an open question.
Now, we ome bak to the general ase. Regarding the extreme nonlinearity of the system
(2.32), the possibility to solve it is rather out of the question. Therefore, we shall restrit
ourselves to the subase
gk(x) := dk+1q
γ
for γ ∈ R (2.48)
and onsider the system (2.32), whih is redued now to
α0(x)− qγα0(qx) = q
(k+1)γ
dk+1 . . . d1
(dk+1ak − ak+1)+ (2.49)
+q2(k+1)γQk+1
q2−γB0(x)−B0(qx)
(1− q)2qx2 ,
as the innite system of equations on the initial funtions B0 and α0. Eliminating α0 from
(2.49) we obtain
(1− q)2q3−γd−11 x2
(
qkγ
dk+1 . . . d1
(dk+1ak − ak+1)− d1a0 + a1
)
= (2.50)
= q2−γB0(qx)−B0(q2x)− q2k(γ−1)
(
q2−γB0(q
k+1x)−B0(qk+2x)
)
, k ∈ N .
Now, we shall look for the solution of (2.50) in the form
B0(x) = x
δ
∑
n∈Z
bnx
n , (2.51)
where δ ∈ 〈0, 1). Substituting (2.51) into (2.50) and omparing the oeients in front of xn
we obtain the expressions for the ak ∈ R
ak+1 = dk+1 . . . d1q
−γk
(
−a0 [γk]
[γ]
+
a1
d1
[γ(k + 1)]
[γ]
− qb2[γk][γ(k + 1)
)
, k ∈ N (2.52)
and the funtion B0
B0(x) = b2x
2 + b1x
2−γ + b0x
2−2γ , (2.53)
where b2, b1, b0 ∈ R. From (2.53) and (2.49) we have:
(i) if γ 6= 0, then
α0(x) =
qγ+1b2
(1− q)2 +
qγ(d1a0 − a1)
(1− qγ)d1 + hx
−γ +
q1−γb0
(1− q)2x
−2γ , (2.54)
where h ∈ R;
(ii) if γ = 0, then
α0(x) = h and d1a0 = a1 , (2.55)
where h ∈ R.
6
Finally, substituting (2.48) to (2.282.31) we nd the following transformation formulas
Bk(x) = q
γkdk . . . d1B0(x) , (2.56)
ηk(x) = q
γkdk . . . d1η0(q
−kx) , (2.57)
ϕk(x) = q
−γkϕ0(q
−kx) , (2.58)
αk(x) = q
−γkdk . . . d1α0(q
−kx) , (2.59)
where B0, α0 are given by (2.53) and (2.542.55) respetively. The funtions η0 and ϕ0(x)
are related to A0 and α0 by
η0(x) = b2x
2 + b1x
2−γ + b0x
2−2γ − (1− q)xA0(x) , (2.60)
ϕ0(x) =
√
α0(x)
η0(x)
. (2.61)
At the moment, given the funtions B0, α0, we an use (2.562.59), (2.132.14), (2.26) and
(2.27) in order to express the funtions Ak, fk and ̺k:
Ak(x) =q
γkdk . . . d1
(
q−kA0(q
−kx) + [−2k]b2x+ (2.62)
+[k(γ − 2)]b1x1−γ + [2k(γ − 1)]b0x1−2γ
)
,
fk(x) =q
−γkf0(q
−kx)− 1− q
k(1−γ)
(1− q)x , (2.63)
̺k(x) =
q−
γk(k+1)
2
dkd
2
k−1 . . . d
k
1
̺0(q
−kx)∏k−1
n=0
(
b2q−2nx2 + b1qn(γ−2)x2−γ + b0q2n(γ−1)x2−2γ
) (2.64)
by A0, f0 and ̺0. From onditions (2.132.14), (2.26) and (2.27) we see that the funtions
A0, f0, ̺0 are related by
̺0(x) =
q2b2x+ b1q
2−γx1−γ + b0q
2(1−γ)x1−2γ
b2x+ b1x1−γ + b0x1−2γ − (1− q)A0(x)̺0(qx) , (2.65)(
f0(x) +
1
(1− q)x
)2
=
α0(x)
b2x2 + b1x2−γ + b0x2−2γ − (1− q)xA0(x) . (2.66)
So, further we shall assume that the funtion
A0(0)
B0(0)
is ontinuous in 0. Under this assumption
we obtain from (2.65) and (2.66)
f0(x) =
√
α0(x)
b2x2 + b1x2−γ + b0x2−2γ − (1− q)xA0(x) −
1
(1− q)x , (2.67)
̺0(x) =
1
b2x2 + b1x2−γ + b0x2−2γ
∞∏
n=0
Qn
(
1
1− (1− q)x A0(x)
b2x2+b1x2−γ+b0x2−2γ
)
. (2.68)
This means that one nds the expliit formulas for the annihilation and reation operators
Ak =∂q − 1
(1− q)x + q
−γk
√
α0(q−kx)
η0(q−kx)
, (2.69)
A
∗
k =dk . . . d1
(
−qγk(b2x2 + b1x2−γ + b0x2−2γ)
(
∂qQ
−1 +
1
(1− q)x
)
+ (2.70)
+
√
α0(q−kx)η0(q−kx)
)
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and from this the expliit expression for Hk
Hk = dk . . . d1
(
−(1− q)q−1x3(b2 + b1x−γ + b0x−2γ)
√
α0(q−(k+1)x)
η0(q−(k+1)x)
∂qQ
−1∂q+ (2.71)
+
(
−q−1x2(b2 + b1x−γ + b0x−2γ)
√
α0(q−(k+1)x)
η0(q−(k+1)x)
+
√
α0(q−kx)η0(q−kx)
)
∂q+
+
b2 + b1x
−γ + b0x
−2γ
(1− q)2
(
q − (1− q)x
√
α0(q−(k+1)x)
η0(q−(k+1)x)
)
+
+q−γkα0(q
−kx)− 1
(1− q)x
√
η0(q−kx)α0(q−kx)+
−q−γ(k−1)
(
a0
[γ(k − 1)]
[γ]
− a1
d1
[γk]
[γ]
+ qb2[γ(k − 1)][γk]
))
,
whih depend only on a funtion A0.
The hains of operators Ak, A
∗
k and Hk appearing in (2.69), (2.70) and (2.71) in the limit
q → 1 are given by
Ak =
d
dx
+ f0(x) +
k(γ − 1)
x
, (2.72)
A
∗
k = dk . . . d1
(
B0(x)
(
− d
dx
+ f0(x) +
k(γ − 1)
x
)
−A0(x) + k d
dx
B0(x)
)
, (2.73)
Hk = dk . . . d1
(
−B0(x) d
2
dx2
− (A0(x)− kB′0(x))
d
dx
+ (2.74)
+
(
f20 (x)− f ′0(x) +
2k(γ − 1)
x
f0(x) +
k(γ − 1)(k(γ − 1) + 1)
x2
)
B0(x)−
−
(
f0(x) +
k(γ − 1)
x
)
(A0(x)− kB′0(x)) − a0(k − 1) +
a1
d1
k − b2γ2k(k − 1)
)
,
where
Bk(x) = dk . . . d1B0(x) , (2.75)
Ak(x) = dk . . . d1(A0(x)− k d
dx
B0(x)) , (2.76)
fk(x) = f0(x) + k(γ − 1)1
x
, (2.77)
̺k(x) =
1
dkd
2
k−1 . . . d
k
1
̺0(x)
Bk0 (x)
(2.78)
and the funtions B0, f0 and ̺0 have the form
B0(x) = b2x
2 + b1x
2−γ + b0x
2−2γ , (2.79)
f0(x) =

−b2(γ+1)x+
d1a0−a1
γd1
x−b1h˜x
1−γ
−b0(1−γ)x1−2γ+A0(x)
2(b2x2+b1x2−γ+b0x2−2γ)
dla γ 6= 0
− α˜2 1x + A0(x)2(b2+b1+b0)x2 dla γ = 0
, (2.80)
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̺0(x) =
1
B0(x)
e
∫ x
0
A0(t)
B0(t)
dt
. (2.81)
Summing up we see that the onstrution presented above gives us the nontrivial hain of
Hamiltonians (2.71) parameterised by the freely hosen funtion A0 and the real parameters
b0, b1, b2, h˜, dk and γ, k ∈ N ∪ {0}.
3 Eigenvalue problem for the hain of operators
We shall be interested in solving the eigenvalue problems
Hkψk = λkψk for k ∈ N ∪ {0} . (3.1)
If the operators Hk admit the fatorization given by (2.15) and (2.16) then the eigenvalue
equation (3.1) is equivalent to the two equations
A
∗
kAkψk = (λk − ak)ψk , (3.2)
Ak+1A
∗
k+1ψk = (dk+1λk − ak+1)ψk . (3.3)
From (3.2) and (3.3) one gets
HkA
∗
k+1ψk = dk+1akA
∗
k+1ψk (3.4)
if
Hkψk = akψk (3.5)
or equivalently, if
Akψk = 0 . (3.6)
Let us remark here that
Ak+1A
∗
k+1ψk = (dk+1λk − ak+1)ψk (3.7)
and thus A
∗
k+1ψk ∈ Hk+1. The formulas (3.7) show also that the appliation of Ak+1 to
A
∗
k+1ψk turns it bak to the eigenvetor of Hk proportional to the eigenvetor ψk. Therefore,
in the ase when λk = ak the eigenvalue problem (3.1) is redued to the equation (3.6) whih
is a rst rank qdierene equation, i.e.
ψk(x) =
qγk
(1− q)x
√
η0(q−kx)
α0(q−kx)
ψk(qx), (3.8)
where B0 and α0 are given by (2.53) and (2.542.55) respetively. By applying the iteration
method to (3.8) we nd the solution
ψk(x) = x
ξk
∞∏
n=0
qξk+γk
(1− q)qnx
√
η0(qn−kx)
α0(qn−kx)
, (3.9)
where admissible hoies of the real parameter ξk and funtion A0 are presented in the table
below (Figure 1). A(x) is to be an arbitrary analyti funtion.
Now, let us answer the question of when the solution ψk of (3.9) belongs to the Hilbert
spae Hk. In order to do this we observe that(
|ψk|2 ̺k
)
(x) =
q2γk
(1− q)2x2
B0(qx)
α0(q−kx)
(
|ψk|2 ̺k
)
(qx) . (3.10)
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A0(x) ξk
γ > 0 b0 6= 0 x1−2γA(x) −(γ − 1)k − 12 logq
(
qγ−1 − (1− q)qγ−1A(0)
b0
)
b0 = 0
b1 6= 0
h 6= 0
x1−γA(x) −(γ − 1)k − 12 logq
(
b1−(1−q)A(0)
(1−q)2h
)
b0 = b1 = h = 0
b2 6= 0
b2 6= (1−q)(a1−d1a0)[γ]qd1
xA(x) −(γ − 1)k − 12 logq
(
b2−(1−q)A(0)
qγ+1b2+
(1−q)qγ (d1a0−a1)
[γ]d1
)
γ = 0 xA(x) k − 12 logq
(
b2+b1+b0−(1−q)A(0)
(1−q)2α
)
γ < 0 b2 6= 0 xA(x) -(γ − 1)k − 12 logq
(
b2−(1−q)A(0)
qγ+1b2+
(1−q)qγ (d1a0−a1)
[γ]d1
)
b2 = 0
b1 6= 0
h 6= 0
d1a0 = a1
x1−γA(x) −(γ − 1)k − 12 logq
(
b1−(1−q)A(0)
(1−q)2h
)
b2 = b1 = h = 0
b0 6= 0
d1a0 = a1
x1−2γA(x) −(γ − 1)k − 12 logq
(
qγ−1 − (1− q)qγ−1A(0)
b0
)
Figure 1: Table of the forms of the funtion A0 and the parameter ξk
The equation (3.10) an be written for γ = 0 in the form(
|ψk|2 ̺k
)
(x) =
q2 (b2 + b1 + b0)
(1− q)2α
(
|ψk|2 ̺k
)
(qx) , (3.11)
and for γ 6= 0 in the form (
|ψk|2 ̺k
)
(x) = (3.12)
=
q1−γ
(
b2(qx)
2γ + b1(qx)
γ + b0
)
q2γ
(
b2 +
(1−q)2
(1−qγ)
(d1a0−a1)
qd1
)
(q−kx)2γ + (1− q)2qγ−1h(q−kx)γ + b0
(
|ψk|2 ̺k
)
(qx) .
We also observe that the funtion |ψk|2 ̺k does not depend on A0(x). Using iteration method,
after standard alulations we obtain the lasses of solutions of (3.10) desribed in the following
proposition.
Proposition 1 For the solutions to the equation (3.10), the following ases hold:
1. For γ = 0 we have (
|ψk|2 ̺k
)
(x) = xr , (3.13)
where q−r = q
2(b2+b1+b0)
(1−q)2α
.
2. For γ 6= 0 we have following possibilities:
(i) If b0 6= 0, b2 6= 0 and b2 + (1−q)
2
(1−qγ)
(d1a0−a1)
qd1
6= 0, then
(
|ψk|2 ̺k
)
(x) = xγ−1
(
(qx)γ
x1
; qγ
)
∞
(
(qx)γ
x2
; qγ
)
∞(
(q−kx)γ
y1
; qγ
)
∞
(
(q−kx)γ
y2
; qγ
)
∞
. (3.14)
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(ii) If b0 6= 0, b2 6= 0, h 6= 0 and b2 + (1−q)
2
(1−qγ)
(d1a0−a1)
qd1
= 0, then
(
|ψk|2 ̺k
)
(x) = xγ−1
(
(qx)γ
x1
; qγ
)
∞
(
(qx)γ
x2
; qγ
)
∞(
(q−kx)γ
y1
; qγ
)
∞
. (3.15)
(iii) If b0 6= 0, b2 6= 0, h = 0 and b2 + (1−q)
2
(1−qγ)
(d1a0−a1)
qd1
= 0, then
(
|ψk|2 ̺k
)
(x) = xγ−1
(
(qx)γ
x1
; qγ
)
∞
(
(qx)γ
x2
; qγ
)
∞
. (3.16)
(iv) If b0 = 0, b1 6= 0, b2 6= 0, h 6= 0 and b2 + (1−q)
2
(1−qγ)
(d1a0−a1)
qd1
6= 0, then
(
|ψk|2 ̺k
)
(x) = xr
(
(qx)γ
x1
; qγ
)
∞(
(q−kx)γ
y1
; qγ
)
∞
, (3.17)
where q−r =
∣∣∣ q2+γ(k−1)b1(1−q)2h ∣∣∣.
(v) If b0 = 0, b1 6= 0, b2 6= 0, h 6= 0 and b2 + (1−q)
2
(1−qγ)
(d1a0−a1)
qd1
= 0, then
(
|ψk|2 ̺k
)
(x) = xr
(
(qx)γ
x1
; qγ
)
∞
, (3.18)
where q−r =
∣∣∣ q2+γ(k−1)b1(1−q)2h ∣∣∣.
(vi) If b0 = h = 0, b1 6= 0, b2 6= 0 and b2 + (1−q)
2
(1−qγ )
(d1a0−a1)
qd1
6= 0, then
(a) (
|ψk|2 ̺k
)
(x) = xr
(
(qx)γ
x1
; qγ
)
∞
(−(q−kx)γ ; qγ)
∞
(−qγ(q−kx)−γ ; qγ)
∞
, (3.19)
where q−r = q
kγ+1b1
q2γ
(
b2+
(1−q)2
(1−qγ )
(d1a0−a1)
qd1
) > 0;
(b) (
|ψk|2 ̺k
)
(x) = xr
(
(qx)γ
x1
; qγ
)
∞
((q−kx)γ ; qγ)
∞
(qγ(q−kx)−γ ; qγ)
∞
, (3.20)
where −q−r = qkγ+1b1
q2γ
(
b2+
(1−q)2
(1−qγ )
(d1a0−a1)
qd1
) < 0.
(vii) If b0 = b1 = 0, b2 6= 0, h 6= 0 and b2 + (1−q)
2
(1−qγ )
(d1a0−a1)
qd1
6= 0, then
(a) (
|ψk|2 ̺k
)
(x) = xr
(−xγ ; qγ)
∞
(−qγx−γ ; qγ)
∞(
(q−kx)γ
y1
; qγ
)
∞
, (3.21)
where q−r = q
2+kγb2
(1−q)2h
> 0;
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(b) (
|ψk|2 ̺k
)
(x) = xr
(xγ ; qγ)
∞
(qγx−γ ; qγ)
∞(
(q−kx)γ
y1
; qγ
)
∞
, (3.22)
where −q−r = q2+kγb2(1−q)2h < 0.
(viii) If b0 = b1 = h = 0, b2 6= 0 and b2 + (1−q)
2
(1−qγ)
(d1a0−a1)
qd1
6= 0, then(
|ψk|2 ̺k
)
(x) = xr , (3.23)
where q−r =
∣∣∣∣∣ q1−γ+2kγb2b2+ (1−q)2(1−qγ ) (d1a0−a1)qd1
∣∣∣∣∣.
In all the above ases x1, x2 are roots of the polynomial
b2x
2 + b1x+ b0 = 0 (3.24)
and y1, y2 are roots of the polynomial(
q2γb2 + (1− q)2 q
2γ−1(d1a0 − a1)
(1− qγ)d1
)
x2 + (1− q)2qγ−1hx+ b0 = 0 . (3.25)
Proof: We easily obtain the subases (i)  (iii) by iteration. The other ases are proved by
alulation of the Laurent expression oeient and appliation of Jaobi's identities
∞∑
k=−∞
qk
2
xk =
(
q2; q2
)
∞
(−qx; q2)
∞
(−q/z; q2)
∞
, (3.26)
(see [4℄).

The proposition given below lassies those funtion (3.9) whih are elements of Hilbert spae
Hk.
Proposition 2 The solution (3.9) of equation (3.6) belongs to the Hilbert spae Hk if and
only if the parameters b0, b1, b2, α, h, d1, a0, a1 and γ satisfy the following onditions:
1. γ = 0 and α
b2+b1+b0
< q
(1−q)2
.
2. γ > 0 and one the following onditions is fullled:
(i) b0 6= 0, b2 6= 0 and b2 + (1−q)
2
(1−qγ )
(d1a0−a1)
qd1
6= 0;
(ii) b0 6= 0, b2 6= 0, h 6= 0 and b2 + (1−q)
2
(1−qγ )
(d1a0−a1)
qd1
= 0;
(iii) b0 6= 0, b2 6= 0, h = 0 and b2 + (1−q)
2
(1−qγ )
(d1a0−a1)
qd1
= 0;
(iv) b0 = 0, b1 6= 0, b2 6= 0, h 6= 0, b2 + (1−q)
2
(1−qγ)
(d1a0−a1)
qd1
6= 0 and h
b1
< q
1+γ(k−1)
(1−q)2 ;
(v) b0 = 0, b1 6= 0, b2 6= 0, h 6= 0, b2 + (1−q)
2
(1−qγ)
(d1a0−a1)
qd1
= 0 and h
b1
< q
1+γ(k−1)
(1−q)2
;
(vi) b0 = h = 0, b1 6= 0, b2 6= 0 and b2 + (1−q)
2
(1−qγ)
(d1a0−a1)
qd1
6= 0;
(vii) in this ase the solutions never belong to the Hilbert spae;
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(viii) b0 = b1 = h = 0, b2 6= 0, b2+ (1−q)
2
(1−qγ)
(d1a0−a1)
qd1
6= 0 and d1a0−a1
qd1b2
< 1−q
γ
(1−q)2
(
qγ(2k−1) − 1)).
The notation and lassiation given above are ompatible with Proposition 1.
Proof: The funtion ψk belongs to the Hilbert spae if∫
[a,b]q
(
|ψk|2 ̺k
)
(x)dqx < +∞ . (3.27)
This is equivalent to
∞∑
n=0
(1− q)qny
(∣∣ψ0k∣∣2 ̺k) (qny) < +∞ (3.28)
for y = a, b. So, for the ase (i) (i.e. b0 6= 0, b2 6= 0 and b2 + (1−q)
2
(1−qγ )
(d1a0−a1)
qd1
6= 0) we have
from Proposition 1 that the
∣∣ψ0k∣∣2 ̺k is given by (3.14), and we show that
(1− q)yγ
∞∑
n=0
qγn
(
(qn+1y)γ
x1
; qγ
)
∞
(
(qn+1y)γ
x2
; qγ
)
∞(
(qn−ky)γ
y1
; qγ
)
∞
(
(qn−ky)γ
y2
; qγ
)
∞
< +∞ . (3.29)
From the identity
(qnγa; qγ)
∞
=
(a; qγ)
∞
(a; qγ)n
, (3.30)
where
(a; qγ)
∞
= (1− a)(1 − qγa) . . . , (3.31)
(a; qγ)n = (1− a)(1 − qγa) . . . (1− qγ(n−1)a) , (3.32)
we obtain the onditions equivalent to (3.29)
(1− q)yγ
(
(qy)γ
x1
; qγ
)
∞
(
(qy)γ
x2
; qγ
)
∞(
(q−ky)γ
y1
; qγ
)
∞
(
(q−ky)γ
y2
; qγ
)
∞
× (3.33)
×
∞∑
n=0
qγn
(
(q−ky)γ
y1
; qγ
)
n
(
(q−ky)γ
y2
; qγ
)
n(
(qy)γ
x1
; qγ
)
n
(
(qy)γ
x2
; qγ
)
n
< +∞ .
Those onditions are fullled for γ > 0. The proofs of the other ases are similar to the one
above.

Finally let us ome bak to the general situation and observe that (3.4), (3.5) and (3.6)
imply that the funtion
ψnk (x) := A
∗
k . . .A
∗
k−n+1ψ
0
k−n(x) , n = 1, . . . , k, (3.34)
is an eigenvetor of the operator Hk with the eigenvalue
λnk = dkdk−1 . . . dk−n+1ak−n (3.35)
if ψ0k−n := ψk−n is the eigenvetor of Hk−n with eigenvalue ak−n. Moreover, one omes bak
to the eigensubspae Cψ0k−n ating on Cψ
n
k by the annihilation operators Ak−n+1, . . . and
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Figure 2: Presentation of ation of the operators A
∗
k
Ak. The above desribed proedures an be illustrated by a lattie of points in the (k, n)
plane (Figure 2).
The eigenfuntions of the operator Hk given by (3.9) and (3.34) in the limit q → 1 tend
to
ψ0k(x) = x
−k(γ−1)e−
∫ x
0
f0(t)dt , (3.36)
ψnk (x) = A
∗
k . . .A
∗
k−n+1x
−(k−n)(γ−1)e−
∫ x
0
f0(t)dt
for n = 1, 2, . . . k , (3.37)
with the eigenvalues
λnk = dk . . . d1
(
−a0(k − n− 1) + a1
d1
(k − n)− b2γ2(k − n)(k − n− 1)
)
. (3.38)
In the next setions we want to present some important examples, inluding the example
of orthogonal polynomials of qHahn lass whih, in the limit q → 1, gives lassial orthogonal
polynomials. These examples will illustrate how the fatorization method presented above
works.
4 qHahn orthogonal polynomials
We obtain qHahn orthogonal polynomials when we require that the funtions fk(x) ≡ 0 and
dk = q
−1
for k ∈ N ∪ {0}. This is equivalent to
γ = 1 , (4.1)
Bk(x) = B0(x) = b2x
2 + b1x+ b0 , (4.2)
A0(x) =
(
[2]b2 − qa0 + q2a1
)
x+
b1
1− q − (1− q)h . (4.3)
We see that the funtions Bk and A0 are seond and a rst order polynomials respetively.
From (2.62) we obtain that the funtion Ak is also rst order polynomial
Ak(x) = q
−kA0(q
−kx) +
1−Q−k
(1 − q)xB0(x) = a˜kx+ b˜k , (4.4)
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where
a˜k = −q−2(k−1)
(
[2(k − 1)]b2 + q−1a0 − a1
)
, (4.5)
b˜k =
b1
1− q − (1− q)q
−kh . (4.6)
Hene, the annihilation and reation operators are given by
Ak = ∂q , (4.7)
A
∗
k = −(b2x2 + b1x+ b0)∂qQ−1 − a˜kx− b˜k (4.8)
and the Hamiltonian by
Hk =− (b2x2 + b1x+ b0)∂qQ−1∂q −
(
a˜kx+ b˜k
)
∂q+ (4.9)
+ q−2(k−1)
(−q−1a0[k − 1] + a1[k]− b2[k − 1][k]) .
The eigenvalue problem for the Hamiltonian (4.9) is known as the qHahn equation [6, 13℄(
B0(x)∂qQ
−1∂q +Ak(x)∂q
)
ψnk = λ
n
kψ
n
k . (4.10)
The eigenvetors related to the eigenvalues
λ0k = 0 , (4.11)
λnk = a˜k[n] + b2[n][n− 1]q−(n−1) . (4.12)
are given by
ψ0k = 1 , (4.13)
ψnk = A
∗
k . . .A
∗
k−n+11 =
k∏
i=k−n+1
(
−(b2x2 + b1x+ b0)∂qQ−1 − a˜ix− b˜i
)
1 , (4.14)
for k ∈ N ∪ {0} and n = 1, 2, . . . , k. The funtions ψ0k (4.14) are polynomials. Eah of the
families {ψnk }kn=0 is a system of polynomials orthogonal with respet to the salar produt
given by Jakson's integral ∫
[a,b]q
ψnk (x)ψ
m
k (x)̺k(x)dqx ∼ δnm , (4.15)
where the weight funtions are obtained from (2.68)
̺k(x) =
̺0(q
−kx)
B0(q−k+1x) . . . B0(x)
. (4.16)
The lasses of the weight funtions ̺0 and the set of integration [a, b]q in (4.15) are presented
in [13℄.
In the limit q → 1 this ase gives us the lassial orthogonal polynomials(
B0(x)
d2
dx2
+Ak(x)
d
dx
)
Pnk (x) = λ
n
kP
n
k (x) . (4.17)
The funtions B0 and Ak are seond and rst order polynomials given by
Bk(x) = B0(x) = b2x
2 + b1x+ b0 , (4.18)
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Ak(x) = a˜kx+ b˜k , (4.19)
where
a˜k = −2(k − 1)b2 + a1 − a0 , (4.20)
b˜k = b1(h˜− k) , (4.21)
(in order to obtain this formulas we demand additionally that h = b1q
h˜
(1−q)2 in (4.6)). The
eigenvetors ψnk (orthogonal polynomials), in the limiting ase, have the forms
ψ0k(x) = 1 , (4.22)
ψnk (x) =
(
B0(x)
d
dx
+Ak(x)
)(
B0(x)
d
dx
+Ak−1(x)
)
. . .
(
B0(x)
d
dx
+Ak−n+1(x)
)
1 (4.23)
and orrespond to the eigenvalues
λnk = a˜kn+ b2n(n− 1) . (4.24)
5 The ase of onstant weight funtions
We assume that all weight funtions are onstant ̺k(x) ≡ const. We obtain two ases, whih
we onsider below
qDeformation of the harmoni osillator
Additionally we demand that dk = q
−1
i b0 = ̺0 = 1 for the sake of transpareny of the
formulas. In this ase we have:
γ = 1 , (5.1)
Bk(x) = 1 , (5.2)
Ak(x) = 0 , (5.3)
fk(x) = q
−kf0(q
−kx) , (5.4)
̺k = 1 , (5.5)
where
f0(x) =
√
q2(q−1a0 − a1)
1− q +
h
x
+
1
(1− q)2
1
x2
− 1
(1− q)x . (5.6)
The annihilation and reation operators are given by
Ak = ∂q + q
−kf0(q
−kx) , (5.7)
A
∗
k = −∂qQ−1 + q−kf0(q−kx) . (5.8)
Solving the equation (3.8) we nd the basi state ψ0k of the Hamiltonian given by
Hk = −
(
1 + (1− q)q−k−1xf0(q−k−1x)
)
∂qQ
−1∂q+ (5.9)
+q−k
(
f0(q
−kx)− q−1f0(q−k−1x)
)
∂q+
−q−k∂q(f0(q−k−1x)) + q−2kf20 (q−kx) + q−2k
(
a0 + (q
2a1 − a0)[k]
)
.
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1. If a0 6= qa1, then
ψ0k(x) =
C0k√(
q−kx
x1
; q
)
∞
(
q−kx
x2
; q
)
∞
, (5.10)
where x1 and x2 are roots of the polynomial
(1− q)q2(q−1a0 − a1)x2 + (1− q)2hx+ 1 = 0 (5.11)
and C0k ∈ R \ {0}.
2. If a0 = qa1 i h 6= 0, then
ψ0k(x) =
C0k√
(−(1− q)2hq−kx; q)
∞
. (5.12)
It easy to see that the operator Q−1 ats as follows
ψ00
C01
C0
0
Q−1
// ψ01
C02
C0
1
Q−1
// . . .
C0
k
C0
k−1
Q−1
// ψ0k
C0
k+1
C0
k
Q−1
// . . . ,
or equivalently
ψ0k(x) = Q
−kψ00(x) . (5.13)
The funtions ψ0k are eigenvetors of the Hamiltonians Hk with the eigenvalues
λ0k = ak = q
−2k
(
a0 + (q
2a1 − a0)[k]
)
. (5.14)
Similarly it is easy to obtain that the funtions
ψnk (x) = Q
−kψn0 (x) (5.15)
are eigenvetors of Hk with
λnk = q
−2k
(
λn0 + (q
2a1 − a0)[k]
)
, (5.16)
in view the following ommutation relations
qA∗kQ
−1 = Q−1A∗k−1 , (5.17)
A
∗
kQ = qQA
∗
k+1 , (5.18)
qAkQ
−1 = Q−1Ak−1 , (5.19)
AkQ = qQAk+1 . (5.20)
Finally we present the ation of the operators diagrammatially Figure 3 and state the fol-
lowing
Proposition 3 The funtions
ψnk (x) =
1√
(a0 − qa1)nnq!qn(n−1)+k
Qn−kA∗n . . .A
∗
1ψ
0
0(x) , (5.21)
for k ∈ N ∪ {0} and n ∈ N ∪ {0}, where the funtion ψ00 is given by (5.10) or (5.12), are the
eigenvetors of Hamiltonians (5.9) orresponding to the eigenvalues
λnk = q
−2k+n
(
a0 + (q
2a1 − a0)[k − n]
)
. (5.22)
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Figure 3: Presentation of ation of the operators
In the limit q → 1 this ase gives us the harmoni osillator
Hk = − d
2
dx2
+
(a0 − a1)2
4
x2 +
a1 + a0
2
+ (a1 − a0)k . (5.23)
with eigenvetors
ψnk (x) =
(
− d
dx
+
a0 − a1
2
x
)n
e−
a0−a1
4
x2
for n ∈ N ∪ {0} (5.24)
orresponding to the eigenvalues
λnk = a0 + (a0 − a1)(n − k) . (5.25)
qDeformation of the threedimensional isotropi harmoni osillator
Additionally we demand that dk = q
−2
and b1 = ̺0 = 1. In this ase we have
γ = 2 , (5.26)
Bk(x) = 1 , (5.27)
Ak(x) = 0 , (5.28)
fk(x) = q
−2kf0(q
−kx)− 1− q
−k
(1− q)x , (5.29)
̺k = 1 , (5.30)
where
f0(x) =
√
q4(q−2a0 − a1)
1− q2 +
h
x2
− 1
(1− q)x . (5.31)
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The annihilation and reation operators have the form
Ak = ∂q + q
−2kf0(q
−kx)− 1− q
−k
(1− q)x , (5.32)
A
∗
k = −∂qQ−1 + q−2kf0(q−kx)−
1− q−k
(1− q)x , (5.33)
and the Hamiltonians are given by the formulas
Hk = −
(
q−k + (1− q)q−2k−1xf0(q−k−1x)
)
∂qQ
−1∂q+ (5.34)
+q−2k
(
f0(q
−kx)− q−1f0(q−k−1x)
)
∂q − q−2k
(
∂qf0(q
−k−1x)
)
+
q−2k[k][k + 1]
x2
+
+q−4kf20 (q
−kx) + 2q−3k
[k]
x
f0(q
−kx) + q−4k
(
a0 + (q
4a1 − a0) [2k]
[2]
)
,
The basi states of the Hamiltonians (5.34) an be found as the solution (3.8).
1. If a0 6= q2a1, then
ψ0k(x) =
C0k√(
− q4(q−2a0−a1)
(1−q2)h
q−2kx2; q
)
∞
xξk , (5.35)
where C0k ∈ R \ {0} and
ξk = −k + logq(1− q)
√
h . (5.36)
2. If a0 = q
2a1, then
ψnk (x) = C
0
kx
ξk . (5.37)
These are the eigenfuntions of the Hamiltonian orresponding to the eigenvalues
λ0k = ak = q
−4k
(
a0 + (q
4a1 − a0) [2k]
[2]
)
. (5.38)
Finally we have the following lemma:
Proposition 4 The funtions
ψnk (x) = A
∗
k . . .A
∗
k−n+1ψ
0
k−n = (5.39)
=
k∏
i=k−n+1
(
1
(1− q)x
(
−Q−1 + q−k(1− q)
√
h
√
1 +
q4(q−2a0 − a1)
(1− q2)h q
−2kx2
))
ψ0k−n ,
for n = 1, 2, . . . , k, are the eigenvetors of the Hamiltonian with the eigenvalues
λnk = q
−2nak−n = q
−2(2k−n)
(
a0 + (q
4a1 − a0) [2(k − n)]
[2]
)
. (5.40)
In the limit q → 1 this ase gives us the threedimensional isotropi harmoni osillator
Hk = − d
2
dx2
+
(k − h˜2 )(k − h˜2 + 1)
x2
+
(a0 − a1)2
16
x2− (5.41)
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−a0 − a1
2
(k +
h˜
2
) +
3a0 + a1
4
.
with eigenvetors
ψ0k(x) = C
0
kx
h˜
2
−ke−
a0−a1
8
x2 , (5.42)
ψnk (x) =
k∏
i=k−n+1
(
− d
dx
+
a0 − a1
4
x− h˜
2
1
x
+
i
x
)
x
h˜
2
−ke−
a0−a1
8
x2
for n = 1, . . . , k (5.43)
orresponding to the eigenvalues
λnk = a0 + (a1 − a0)(k − n) . (5.44)
Appendix A. Derivation of formula (2.18)
By the denition of the adjoint operator we have
〈Q∗ψk|ϕk〉k = 〈ψk|Qϕk〉k =
b∫
a
ψk(x)ϕk(qx)̺k(x)dqx =
=
∞∑
n=0
(1− q)qnbψk(qnb)ϕk(qn+1b)̺k(qnb)−
∞∑
n=0
(1− q)qnaψk(qna)ϕk(qn+1a)̺k(qna) =
m=n+1
=
∞∑
m=1
(1− q)qmbq−1ψk(qm−1b)ϕk(qmb)̺k(qm−1b)−
−
∞∑
m=1
(1− q)qmaq−1ψk(qm−1a)ϕk(qma)̺k(qm−1a) .
In this sum the expression for m = 0, i.e.
(1− q)
(
bψk(q−1b)ϕk(b)̺k(b)− aψk(q−1a)ϕk(a)̺k(a)
)
, (5.45)
does not appear. The funtions ψk(x) i ϕk(x) are dened on the set {qnb : n ∈ N∪{0}}∪{qna :
n ∈ N ∪ {0}} and for the other points we shall put these funtions equal to zero(
Q−1ψ
)
(b) = 0 ,(
Q−1ψ
)
(a) = 0 .
From the equation (2.11) we obtain for x 6= a and x 6= b that
〈Q∗ψk|ϕk〉k =
b∫
a
ψk(q−1x)ϕk(x)̺k(x)
Bk(x)
ηk(q−1x)
q−1dqx =
〈
q−1
Bk
Q−1ηk
(Q−1ψk)
∣∣∣∣ϕk〉
k
.
(5.46)
Similarly we have
〈fψk|ϕk−1〉k−1 =
b∫
a
f(x)ψk(x)ϕk−1(x)̺k−1(x)dqx =
20
=b∫
a
ψk(x)f(x)ϕk−1(x)ηk(x)̺k(x)dqx = 〈ψk|fηkϕk−1〉k , (5.47)
where we use the equation (2.8).
Summarising we obtain the formula (2.18)
A
∗
k = (∂q + fk)
∗ = Bk
(−∂qQ−1 + fk)−Ak (1 + (1− q)xfk) , (5.48)
where the operator Q−1 is given by
Q−1ϕ(x) =
{
ϕ(q−1x) dla x 6= a i x 6= b
0 dla x = a lub x = b
. (5.49)
Appendix B. Derivation of formulas (2.222.24)
The operators of annihilation and reation given by (2.17, 2.18) an be rewritten in the form
Ak = ∂q + fk = − 1
(1− q)xQ+ ϕk , (5.50)
A
∗
k = Bk
(−∂qQ−1 + fk)−Ak (1 + (1− q)xfk) = − Bk
(1− q)xQ
−1 + ηkϕk , (5.51)
where the funtions ϕk, ηk are dened by (2.26) and (2.13). From the onditions (2.152.16)
we have that
ηk(qx)ϕk(qx) = dkηk−1(x)ϕk−1(x)
Bk(x)ϕk(x) = dkBk−1(x)ϕk−1(q
−1x)
ηk(x)ϕ
2
k(x)− dkηk−1(x)ϕ2k−1(x) = dkak−1 − ak + q
2dkBk−1(x)−Bk(qx)
(1−q)2qx2
.
(5.52)
The rst and seond equations of (5.52) are equivalent to
ϕk(qx)
ϕk−1(x)
= dk
ηk−1(x)
ηk(qx)
, (5.53)
ϕk(qx)
ϕk−1(x)
= dk
Bk−1(qx)
Bk(qx)
. (5.54)
A simple alulation gives us
ηk(x) =
Bk(x)
Bk−1(x)
ηk−1(q
−1x) = gk−1(x)ηk−1(q
−1x) , (5.55)
ϕk(x) = dk
Bk−1(x)
Bk(x)
ϕk−1(q
−1x) =
dk
gk−1(x)
ϕk−1(q
−1x) , (5.56)
where the funtion gk(x) is given by (2.25). Substituting (5.55, 5.56) into the third relation
in (5.52) we obtain nally
ηk−1(x)ϕ
2
k−1(x)−
gk−1(qx)
dk
ηk−1(qx)ϕ
2
k−1(qx) = (5.57)(
dkak−1 − ak + q
2dkBk−1(qx)− gk−1(q2x)Bk−1(q2x)
(1− q)2q3x2
)
gk−1(qx)
d2k
.
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