



INTERNETOWYCH Z WYKORZYSTANIEM 
ALGORYTMU BOOSTINGU
THE INFLUENCE OF THE KEYWORDS SELECTION 
METHOD ON THE EFFECTIVENESS OF THE WEB 




S t r e s z c z e n i e
Artykuł porusza zagadnienia dotyczące klasyfikacji stron internetowych. Klasyfikacja przeprow-
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A b s t r a c t
The paper concerns the issues of web pages analysis process. The classification is performed 
based on the analysis of the structure as well content of pages. Various characteristics are taken 
into  account  including  inter  alia,  structural,  visual,  text, web  and  links  features. During  the 
construction  of  classifiers  the AdaBoost  algorithm  was  applied.  This  paper  focuses  on  the 
impact of keyword selection methods on the effectiveness of the classification process.
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1. Wstęp
Wraz  ze wzrostem  liczby  stron  internetowych  coraz większym  problemem  staje  się 
konieczność  przeszukiwania  dużych  liczby  stron  internetowych. Dostępne wyszukiwar-
















rozwiązań  automatyzujących  ten  proces  i  umożliwiających  cykliczne  jego  powtarzanie. 
W tym zakresie prowadzone są liczne prace obejmujące wykorzystanie różnych podejść 
sztucznej  inteligencji, w  tym między  innymi zbiorów przybliżonych  (Rough Set)  [2, 3], 
uczenia maszynowego  (Machine Learning)  [5], algorytmów mrówkowych  (Ant Colony) 
[6],  naiwnych  klasyfikatorów  bayesowskich  (Naive Bayes)  [7],  maszyn  wektorów  no-
śnych (Support Vector Machine) [8]. Zależnie od wielu czynników, w tym między inny-
mi od przyjętej metody, rozważanej liczby klas (kategorii), wykorzystywanej liczby stron 





























ponowano podział na 8 gatunków: link collection, help, shop, por-trayal non-private, portrayal 
private, article, download, discussion. Wykorzystano 1209 stron internetowych podzielonych 
na 8 zbiorów (zgodnie z rozpatrywanymi klasami). Z każdego zbioru losowano po 100 stron 
i tylko one brały udział w poszczególnych ekspe-rymentach. W pracy [4] rozpatrywano 7 klas: 



































 – Strona domowa (Personal Home Page) – prywatna strona internetowa stanowiąca inter-
netową wizytówkę danego użytkownika (właściciela);
 – Strona firmowa (Company Home Page) – strona internetowa stanowiąca internetową wi-
zytówkę danej firmy (będącej jej właścicielem);


















































































czenie obu powyższych metod  (I  i  II),  sumując  ich zalety. W metodzie  tej brana  jest pod 
częstość występowania danego słowa w określonym dokumencie, lecz nie jako bezwzględne 























angielskiego,  jest  jednak dość  złożony w przypadku  języka polskiego  (ze względu na  jego 
skomplikowaną składnię, fleksję oraz ortografię). W aplikacji skorzystano z projektu „morfo-
logik”, który zawiera w sobie stemmer dla języka polskiego [11].

















Wykorzystywany  algorytm  opublikowany  został  w  1995  roku  (Y.  Freund,  R.  Schapire 


























































































































Ta b e l a   1
























































Artykuł 70% 3,33% 0% 0% 3,33% 0% 13,33% 0% 6,67% 3,33%
Blog 3,33% 76,67% 0% 0% 0% 0% 10% 3,33% 6,67% 0%
E-sklep 0% 0% 63,33% 6,67% 0% 3,33% 6,67% 6,67% 6,67% 6,67%
FAQ 13,33% 0% 6,67% 30% 3,33% 0% 16,67% 3,33% 20% 6,67%
Forum Internet. 0% 3,33% 6,67% 33,33% 46,67% 0%) 3,33% 3,33% 3,33% 0%
Katalog 13,33% 6,67% 16,67% 0% 0% 50% 10% 3,33% 0% 0%
Portal 20% 10% 3,33% 0% 0% 3,33% 43,33% 0% 20% 0%
Strona domowa 0% 3,33% 6,67% 3,33% 0% 0% 3,33% 26,67% 26,67% 30%
Strona firmowa 3,33% 10% 0% 3,33% 0% 6,67% 6,67% 26,67% 30% 13,33%
W tabeli 2 przedstawiono wyniki drugiego eksperymentu (również dla metody I). Obra-
zuje ona prawdopodobieństwa dobrego sklasyfikowania próbki, jeśli weźmie się pod uwa-
gę  jej wystąpienie w pierwszych  dwóch  lub  pierwszych  trzech  najlepszych  propozycjach 
zwróconych  przez  klasyfikatory.  Miarą  przynależności  do  danej  klasy  jest  tutaj  różnica 















Ta b e l a   2






























































80% 83,33% 83,33% 36,67% 66,67% 63,33% 80% 33,33% 43,33% 63%
Pierwsze trzy
 propozycje
90% 83,33% 83,33% 46,67% 70% 66,67% 93,33% 33,33% 43,33% 68%
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Artykuł 56,67% 13,33% 0% 3,33% 0% 0% 20% 0% 6,67% 0%
Blog 6,67% 80% 3,33% 0% 0% 0% 3,33% 0% 6,67% 0%
E-sklep 0% 0% 50% 0% 3,33% 6,67% 6,67% 6,67% 16,67% 10%
FAQ 3,33% 0% 0% 43,33% 6,67% 3,33% 13,33% 6,67% 16,67% 6,67%
Forum Internet. 3,33% 0% 3,33% 13,33% 56,67% 0% 13,33% 3,33% 6,67% 0%
Katalog 0% 6,67% 16,67% 0% 0% 56,67% 13,33% 3,33% 0% 3,33%
Portal 3,33% 13,33% 0% 0% 0% 3,33% 63,33% 0% 16,67% 0%
Strona domowa 0% 0% 0% 0% 0% 0% 0% 30% 30% 40%
Strona firmowa 0% 3,33% 3,33% 0% 0% 6,67% 6,67% 26,67% 36,67% 16,67%
70
Analogicznie  do  pierwszego  eksperymentu  również  w  tym  przypadku  sprawdzono 
prawdopodobieństwo  dobrego  sklasyfikowania  próbki,  biorąc  pod  uwagę  jej  wystąpienie 
w  pierwszych  dwóch  lub  pierwszych  trzech  najlepszych  propozycjach  zwróconych  przez 
klasyfikatory. Wyniki zamieszczono w tabeli 4.
Ta b e l a   4






























































80% 80% 73,33% 60% 70% 83,33% 86,67% 33,33% 56,67% 69%
Pierwsze trzy
 propozycje
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Artykuł 50% 13,33% 0% 3,33% 0% 0% 26,67% 0% 6,67% 0%
Blog 10% 76,67% 0% 0% 0% 0% 10% 0% 3,33% 0%
E-sklep 3,33% 0% 56,67% 0% 0% 10% 0% 6,67% 13,33% 10%
FAQ 0% 3,33% 3,33% 43,33% 6,67% 0% 10% 6,67% 16,67% 10%
Forum Internet. 6,67% 0% 0% 6,67% 63,33% 0% 13,33% 3,33% 6,67% 0%
Katalog 0% 6,67% 13,33% 0% 0% 53,33% 16,67% 6,67% 0% 3,33%
Portal 10% 13,33% 0% 0% 0% 0% 50% 3,33% 23,33% 0%
Strona domowa 0% 0% 0% 0% 0% 0% 0% 30% 30% 40%
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83,33% 83,33% 70% 53,33% 66,67% 76,67% 83,33% 33,33% 53,33% 67,04%
Pierwsze trzy
 propozycje




Ta b e l a   7
Skuteczność klasyfikacji stron testowych dla różnych metod
Metody
Średnia skuteczność
Metoda I Metoda II Metoda III
Pierwsza propozycja 49% 52,59% 51%
Pierwsze dwie propozycje 63% 69% 67,04%






W artykule  omówiono  zastosowanie metody  boostingu w  klasyfikacji  stron  interne-
towych. Skupiono się na wpływie rodzaju metody doboru słów kluczowych opisujących 
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