INTRODUCTION
This paper is concerned with testing for structural change in nonlinear models. For the classical linear regression model the F-test discussed by Chow (1960) commonly is used, and for the linear simultaneous equations model the Lo and Newey (1985) or Hodoshima (1986) extensions of this test can be used. Somewhat surprisingly, however, more general cases have received little attention in the literature.
An exception is the work of Anderson and Mizon (1983) on the nonlinear simultaneous equations model. In this paper we consider fairly wide classes of models, estimators, and test statistics. We also cover the case where the structural change is only partial, i.e. it pertains to only a subset of the coefficients in the model. Some of the test statistics we present can be computed using the output from standard software packages.
The models we consider may be dynamic, simultaneous, and nonlinear and may include limited dependent variables. The error terms may show a very general form of temporal dependence and heteroskedasticity. The estimators include nonlinear least squares (LS), two stage least squares (2SLS), three stage least squares (3SLS), maximum likelihood (MI.,), and M-estimators.
The tests covered are the Wald (W) test, a Lagrange multiplier-like (LM) test, and a likelihood ratio-like (LR) test. Under certain conditions, we show that the test statistics are asymptotically chi-square under the null hypothesis of no structural change and asymptotically noncentral chi-square under sequences of local alternatives.
The paper is organized as follows. Three examples are introduced in Section 2: (1) the single equation nonlinear regression model, (2) the nonlinear simultaneous equations model, and (3) any model estimated by maximum likelihood. General estimation and testing results that cover these examples and others are given in Section 3, with proofs in the Appendix.
Sectibn 4 contains a detailed treatment of the application of the general results to the non-linear simultaneous equations example. 615
REVIEW OF ECONOMIC STUDIES
The general results of Section 3 have the added feature that in several respects they provide the most general unifying results in the econometrics literature for estimation and testing in dynamic and nondynamic, nonlinear, finite dimensional parametric models. Also, they do so in a much more economical fashion than is available elsewhere, such as in Gallant (1987) or Gallant and White (1988) .' In contrast to Gallant (1987, Chapters 3 and 7) , least mean distance and method of moment estimators are treated simultaneously. Also in contrast to Gallant and White (1988) , a more complete treatment of multi-step procedures is given.' The approach taken in Section 3 is a variant of that of Gallant (1987, Chapter 7) . In contrast to Gallant (1987) , however, the results are stated such that they can be applied with any uniform law of large numbers and any central limit theorem. This allows developments in these areas--especially with respect to temporal dependence-to be adopted readily.
INTRODUCTORY EXAMPLES
This section introduces three examples that are covered by the generalaesults of Section 3. These examples are used in Section 3 to illustrate the way,in which the general results can be applied to particular models and estimation procedures.
The second example, the nonlinear simultaneous equations model, is considered in more detail in Section 4. See Andrews and Fair (1987) for more discussion of the first and third examples. First, consider a nonlinear regression model with structural change:
Y,=f;(x,,e,,B,)+u, for t=-r, (___, -1, (2.1) Y,=f;(x,,e,,e,)+u, fort=l,.:.,T,, where Y, is a scalar dependent variable, X, is a vector of regressor variables, U, is a scalar error term, J;( ', ', .) is a known function, and 6 = (ei, e:, 0:)' is an unknown parameter vector. The errors may be heteroskedastic and/or autocorrelated, but must be oncorrelated with the regression function. The regressors X, may include lagged values of Y,. The time index is normalized such that structural change occurs at f = 0 if such change occurs.
The null hypothesis of no structural change is given by the simple restriction on B that 0, = 8,. We are interested in testing this restriction as well as testing joint null hypotheses of no structural change plus additional restrictions h(B) =O. In the case of pure structural change, there is no subparameter 8, that is constant across periods, and so, 8, does not appear in (2.1) or in 8.
Most estimators of 0, such as the least squares (LS) estimator or M-estimators, are extremum estimators.
Such estimators are defined as the solution to some minimization problem.
The properties of such an estimator (such as consistency and asymptotic normality)
can be determined from the properties of the optimand that defines the estimator.
Test statistics can be formed using the restricted and unrestricted versions of the estimator and/or the restricted and unrestricted values of the optimand or its derivatives. The properties of the test statistics can also he determined from the properties of the optimand that defines the estimator.
In consequence, general results can be obtained for estimation and testing by analyzing general optimization problems without specifying the models from which the optimization problem was obtained.
To apply the general results to a particular problem, one links the particular model and estimation procedure with the general results via one's definition of the optimand. Fair (1970) ).
In the case of testing for pure structural change, the LR-like statistic is particularly simple.
For example, suppose the nonlinear regression model of (2.1) is estimated by LS. Then, the LR test statistic equals T1 + T2 times the difference between the sum of squared residuals from the restricted and unrestricted LS regressions divided by the sum of squared residuals from the unrestricted regression.
The unrestricted residuals are obtained by doing separate LS regressions on the data with t<O and t>O; while the .restricted residuals are obtained by doing a single LS regression on the whole data set (with e2 set equal to 0,). The LR test statistic in this case is analogous to the classical F-statistic one obtains in the linear regression model when testing for structural change.
Next, consider a nonlinear dynamic simultaneous equations model with structural change:
f;, (Y,,X,,8,,0,) =U,, fori=l,._., n,t=-T, ,___, -1, (2.2) f;, (Y,,X,,8,,6 ,)=U,, fori=l,_._, n,f=l,___, Tz, where Y,cR" and X,eRK are observed endogenous and predetermined variables, respectively, U,,t R' is an unobserved error, f;,( ., ., ., .)E R' is a known function, 6 = (0;) t?;, 0;) E 0 c RP is an unknown parameter, and n (Z 1) is the number of equations. The null hypothesis of no structural change is given by 0, = t$. In the case of pure structural change, no subparameter 6, appears in (2.2) or in 0. In Section 4 a class of nonlinear three stage least squares (3SLS) and two stage least squares (2SLS) estimators introduced by Amemiya (1977) is considered. These estimators are based on instrumental variables (IV). They are examples of extremum estimators. In consequence, their properties and those of the corresponding W, LM-like, and LR-like test statistics can be obtained from the general results of Section 3.
In this example, the conditions needed for the LR statistic to be valid include having each instrument z, such that z, = 0 for all f c 0 or z, = 0 for all f > 0 and having error vectors U, that are uncorrelated across time, homoskedastic for t <O (i.e. EU,U: =Q, Wt<O), and homoskedastic for t>O (i.e. EU,U:=R,Vr>O). In the case of testing for pure structural change, one simply estimates the restricted value of 8, (=6,) using the full data set and one estimates the unrestricted values of 8, and O2 from the t<O and the 1 > 0 data sets respectively.
The LR test statistic is 2( T, + TJ times the value of the REVIEW OF ECONOMIC STUDIES optimand based on the whole data set evaluated at the restricted estimator minus the sum of the two values of the optimand for the two sub-samples evaluated at the unrestricted estimators of 0, and e2 respectively.
As a third example, consider any regular finite dimensional parametric model that is estimated by ML. Such models include a wide variety of dynamic and nondynamic econometric models.
(A model is "regular" if its score functions satisfy the conditions of Section 3.) The ML estimator is an extremum estimator whose properties can be determined from the general results of Section 3. The Wald, LM, and LR test statistics are all asymptotically valid in this context. In the case of testing for pure structural change in an ML situation, the parameter vector 8 is of the form 8 = (f?:, 8;)', where the likelihood function for f < 0 depends only on 6, and the likelihood function for f > 0 depends only on S2. To calculate the LR statistic for testing 8, = &, one needs to compute the restricted estimate of 8, (= 8,) using the whole data set and then compute the unrestricted estimates of 0, and f& using the t<O data and the f>O data respectively.
The LR statistic, then, is simply 2( T,+ T2) times the difference between the restricted log-likelihood function and the unrestricted log-likelihood function, where the latter is just the sum of the log-likelihood functions for f < 0 and t > 0 evaluated at the unrestricted estimates of 0, and & iespectively.
GENERAL RESULTS
T&s section gives general results for estimation and testing in models with structural change. The basic approach we adopt is one that has evolved in a long series of papers on inference in nonlinear models. Such papers include those of Wald (1949) , Huber (1967) , Jennrich (1969) , Burguete, Gallant, and Souza (1982) (denoted BGS (1982) ), Domowitz'and White (1982) , Bates and White (1985) , Gallant (1987) , and Gallant and White (1988) . Our approach most closely follows that of BGS (1982) and Gallant (1987 with probability that goes to one as T-m, where A,(B,7)=1/Tz,rf_r, m,(O,'r), m,(~,~)=m,(W,,~,~),a"dm,(~;;,):R*~xOx~~~R"where~,=R",m,(~,~)'0,7^ is a random u-vector (which depends on T in general), and d ( ., .) is a non-random real-valued function (which does not depend on T).
Note that ? is a preliminary estimator used in the definition of t? For notational simplicity, we let rB1,( @) abbreviate r&( 8, ?) and we let xi denote LB_, for arbitrary integers n C b.
In the case of pure structural change, the parameter vector B can be partitioned into two sub-vectors (6:. 0;)' such that m,( 8,~) does not depend on 8, for t > 0 or on t$ for 1~0. In the case of partial structural change, the parameter vector B can be partitioned as (8:, O:, B;)', where 8, and 6> are as above and 6, is unrestricted.
We now describe briefly several common estimators in terms of the above framework. Consider the nonlinear regression model of (2.1). Let W, = (Y,, Xc)'. The nonlinear least squares estimator of 0 = (e;, e;, e;)' can be defined either as one that minimizes the sum of squared residuals or one that solves the first order conditions of this minimization problem.
Correspondingly 
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Either set of definitions can be used for establishing cynsistency of f?. The second set must be used for establishing asymptotic normality of @ and obtaining testing results. We now return to the general case. In*what follows we avoid imposing conditions that are used just to ensure measurability of 6 by stating results that hold for any sequence of xv's {e^}. Such results have content only if such a sequence exists. Clearly, sequences {a that satisfy (3.2), but are not necessarily measurable, always exist, since B is assumed below to be compact. Furthef, we note that one set of sufficient conditions for the existence of a measurable sequence { 6) is that d( rfti( @), F), viewed as a function from fl x 0 to R, is continuous in B for each w ~0 and is measurable for each fixed B t 0, and 0 is a compact subset of some Euclidean space (see Jennrich (1969) , Lemma 2). For consistency we assume the following. The proofs of Theorem 1 and other results below are given in the Appendix.
Asymptotic normality of estimators
We now establish the asymptotic normality of sequences of extremum estimators {s^} for models that may exhibit structural change. Their asymptotic covariance matrix V is defined as follows. Let } to which any of a number of CLTs apply. Thus, Assumption 2(c) holds under conditions that allow considerable heterogeneity and temporal dependence.
It is sufficient that Em,(O,, ro) =O, Vr, and that {m!(O,, T,,)) satisfy standard moment conditions and a condition of asymptotically weak temporal dependence see Gallant (1987, Chapter 7 Huber (1967) and Pollard (1985) ), but are satisfied in a large fraction of the cases encountered in practice. Assumption 2(g) is standard.
For example, it reduces to nonsingularity of the information matrix in iid ML contexts. If{m,(6 ", To)} is a sequence of temporally dependent N'S, however, a more complicated estimator is required.
The following choice is anal?gous to estimators suggested by Andrew (1987~) and Gallant (1987, pp. 551,556) . Conditions under which this estimator is consistent can be found in the references above or in Newey and West (19X7) .6 These conditions require { m,( oO, 7")} to have more moments finite than are required for {mJ&,, TJ} to satisfy an LLN or a CLT. Given the availability of such conditions, it is straightforward to verify the following assumption. where ?, and p> are the estimators of the asymptotic covariance matrices of e^, and &, which are analogous to the estimator t of V and which use the observations indexed by t=-T,,...,
-1 and f = 1,. , Tz, respectively. This formula holds in the standard case where fi is block diagonal with two blocks (for some ordering of its rows and columns) and m,(t?, ?) has elements corresponding to the first block of 6 that are "on-zero only if I < 0 and other elements that are "on-zero only if f > 0.
The LM and LR statistics defined below make use of a restricted estimator of 0": 
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Suppose the null hypothesis is true and h( .) is continuous on 8. If Assumption 1 holds for the parameter space 0 it also holds for the parameter space 0, = { 0 E Q: h( 0) = O}, since 8, is compact and t&e 0,. Thus, Assumption 1, Theorem 1, and continuity of h( .) over 8 imply that t!+" 13, as T+CC under the null hypothesis.
In consequence, the following assumption is straightforward to verify: (where m,( ., .) and d(. , ') are as in Assumption 2). As shown below, this statistic often simplifies considerably.
The LR-like statistic (defined below) has the desired asymptotic chi-square distribution under the null in two particular contexts contained within the general framework considered thus far. Outside of these contexts, the LR statistic generally is not asymptotically chi-square under the null. The first context is defined by the following assumption. where m,(. , .) and d( , .) are as in Assumption 2.8 The nuisance parameter estimator 7^ may be a restricted or an unrestricted estimator of TV. It must be the same inPoth criterion functions used to calculate LRT, however, and it must be such that both B and f? are consistent under the null hypothesis.
Otherwise, the LR statistic generally does not have the desired asymptotic distribution. That is, for use of the LR statistic, e* and f? must be N'S that minimize the same criterion function subject to no restrictions and to the restrictions h( 0) = 0, respectively. (where + denotes equality that holds with probability that goes to one as T -m),since(J/Je)d(ril,(~), ;)+ -*X for some vector X of Lagrange multipliers. 2. When Assumption 6b(i) holds, both WT and LM, simplify. In this case,
D=ZP,
M=lim._,l T2 Tx_T,E&P,(W,,e,7), and LM,+
T~T(6)'~-~(~~-~~-~')-~~-mT(~).
If, in addition, 2 = & or 2 = tfi for some scalar rv's c^ # 0 (as usually occurs when Assumption 6b(ii) holds), then Wr and LMJ simplify to WT+ Th(e^)'(fi,'K~')-h(t?)/t and LM, + Tr?i,(e')'P?rir,( $/Z, respectively. The latter holds because Gri+( g) + ti'< for some vector of Lagrange multipliers { under Assumption 6b(i). 3. One would expect the small sample properties of WT, LM,, and LR, to be improved by replacing the divisors T, T,, and Tz that arise in various sample averages by their counterparts with the estimated number of parameters subtracted off. The relevant number of estimated parameters to subtract off may o; may not include the elements of i and may or may not include all of the elements of 0, depending upon the context. Next, we present asymptotic local power results for the three tests considered above. These results can be used to approximate the power functions of the tests. We assume: 
Comments. 1. Since fih(!3,)+ Hv as T + co, power approximations can be based on a ,&S$) distribution, where SC= Th(&)'(HVH'-'h(&).
In particular, to approximate the power of a test against an alternative 8 when the sample size is T, we set 8= 0, and take 6:= Th(B)'(HVH')~'h(6).
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2. Due to the local nature of the alteratives in Theorem 5, the approximations described in Comment 1 usually are more accurate for close alternatives to the null hypothesis than for distant alternatives.
NONLINEAR SIMULTANEOUS EQUATIONS
In this section we consider structural change in the nonlinear simultaneous equations model of (2.2). Let 0,~ Q denote the true parameter vector in this model.
We consider Amemiya's (1977) class of 3SLS estimators generalized to the structural change problem considered here. A special case of the 3SLS estimator is the 2SLS estimator.
Let f;, (0) Let 5, and A2 denote n x n nuisance parameter estimators. Either 6, and h, are estimators of 0, =lim,,, I/T, II:, EU,lJ: and n,=lim,,,l/Tz~:7EU,U:, respectively, where u, = (U,,, , U,,,)' or Cl, =d, and 6, and f12 are estimators of n,=n,=limTeo l/T x?T, EUJJ:. The former case corresponds to the common situation where one believes that structural change may affect both 0, and the distribution of U,. The latter case corresponds to the less likely situation where one believes that structural change m,ay aftect 8, but not the distribution of U,. LetAi=~j,01~andAj==i01~forj=1,2. A sequence of 3SLS estimators of B0 for T = 1,2,.
is defined to be any sequence of N'S { s^} such that s^ minimizes (fi(e)'~;Z,+f2(6)'~;Zz)(2:~;Z,+zZ;~;Z*)~(Zl~;fi(8)+Z;~;f(B~) (4.3) over 0 F 0 with probability that goes to one as T + co. In the special case where one takes 8, = & = I,,, the estimator l? defined by equation (4.3) is the 2SLS estimator of 0". In this case, the objective function can be written as the sum of n terms, each involving a separate equation.
If the parameter space 0 does not impose any cross equation restrictions, then the 2SLS estimators of the n sub-vectors of 0, can be estimated one at a time.
When only one equation is estimated (n = l), equation (4.3) simplifies.
In particular, in the case of pure structural change, it can be written as the sum of two terms, the first of which corresponds to the ordinary 2SLS estimator usi?g the r_<O data and the second to the 2SLS estimator using the t 20 data. The scalars a, and fi, become redundant in this case and need not be calculated.
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The following Assumption Sl guarantees the existence of a sequence of 3SLS estimators{A}.
Also We note that each variable and vector that appears in this assumption and the others below is assumed implicitly to be ~Borel-measurable.
Assumption Sl.
(a) 0 is a compact subset of RP. The strong mixing Assumption Sl(d) is used to ensure that an LLN holds for certain rv's. This condition is quite convenient and fairly general, but is not all-encompassing (see Andrew (1984 Andrew ( , 1985 ). For cases where this assumption fails, one can substitute an alternative condition of asymptotic weak dependence (see references in Section 3) and use the results of Section 3 to establish consistency and asymptotic normality of 0. Nuisance parameter estimators fI, and l& that satisfy Assumption Slfh) can be obtained as follows. Let t? be some consistent preliminary estimator of 00, such as the 2SLS estimator.
Then, for the case where 6, and 6, are allowed to differ, take &=+'I;,J,(sM;(#)' and &=@j@j~(@.
For the case where 6, and l?, are constrained to be equal, take 4.9) or (4.10), provided the additional conditions outlined above (4.9) or (4.10) are satisfied, respectively.

Tests of structural change
We now consider tests of nonlinear restrictions Ho : h( 0) = 0.
A sequence of restricted 3SLS estimators of @, is any sequence of N'S ($1 such that 5 minimizes equation (4.3) over B t O. = {B E 0: h( 0) = 0). Assumptions Sl and S5 (below) guarantee the existence and consistency of sequences of restricted 3SLS estimators, since they imply that Assumption 1 of Section 3 holds with parameter space Oo.
Assumption S5. 0, is compact,
The LM test st$stic -Of ,equ@on(3;8)_ uses a restricted covariance matrix estimator
where ,!%=k_($, .?=$I$, and ti(tJ) and S(e) are as defined just below equation (4.8). The estimator fi is a preliminary estimator that does not depend on 0 or 8. If desired, the preliminary estimator of &, that is used in forming fi can be chosen to be a restricted estimator of 6,. As in equations (4.9) and (4.10), .? can be replaced by the simpler estimator (4.11) when the conditions outlined above (4.9) or (4.10), respectively, hold under the null hypothesis.
By the same argument as in the proof of Theorem 6, s, 6, and care consistent for S, M, and V, respectively, under the null hypothesis under the conditions of Theorem 6 and Assumption S5. The following Assumption S6a implies Assumption 6a of Section 3. It is used to obtain the asymptotic null distribution of the LR statistic.
Assumption S6a. Under the null hypothesis, wherej=lfort<Oandj=2fort>O.
Assumption S6a implies that S = De' and 9 = 9. S6a holds under (4.8). Assumptions Sl-S3, 4, S5, and S6a for the 3SLS estimator imply Assumptions 1-5 and 6a of Section 3. Thus, Theorem 4 holds and the W, LM, and LR statistics of equations (3.5), (3.8), and (3.9) are asymptotically chi-square with r degrees of freedom under the null hypothesis (where Assumption S6a is needed only for the LR statistic). The next assumption is used to obtain local power results: (4.12)
When testing for pure structural change, we assume that the IV's are taken such that each IV is non-zero only for observation.s with f < 0 or only for observations with f > 0. This condition ensures that the matrix D-s blockdiagonal (after appropriate per?utation of its rows and columns) with blocks D, and 9, say. It also emures that m,(e, i) has elecents corresponding to D, that are non-zero only if t <O and elements corresponding to D2 that are non-zero only if t> 0. Hence, the Wald statistic for testing pure structural change is given by (3.6): 1 W7= T(t+~J(V,17r,.+ Q*/?T2T)-(tG&), (4.13)
where $ is analogous to 3 but is based on the j-th sub-sample of the data for j = 1,2. When Assumption S6a holds, c( and c1 of (4.13) can be simplified as in (4.9) or (4.10). The LM statistic corresponding to 3SLS estimation is given by The LR statistic in the 3SLS case is given by where dj(rEjT(6), ;)=~(6)'~7Zj(Z:~rZj)~Z:~~~(6) for j= 1,2.
Thus, LR, is obtained quite simply by performing 3SLS estimation on the observations indexed by {-T1,.
, -l}, 11, _, T2}, and {-T,, ;. , T,}. When carrying out 2SLS estimation by setting 0, = 0, = a, = a2 = I., the simplifying Assumption S6a generally will not hold because it requires .5) and (4.6). With these definitions, Assumption S6a only requires the errors to be homoskedastic and uncorrelated conditional on the IVs. In the case of testing for pure st~ctural~change, the 2SLS estimator is the same regardless of the values of the scalars R, and 0,. Thus: the latter can be defined using the 2SLS estimator itself in (4.5) and (4.6) (i.e. with t?= 0) for the purposes of generating the W, LM, and LR test statistics. 
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To show (.a), we write ,i,)-d(8,,7,) , 
REVIEW OF ECONOMIC STUDIES
Applying the mean value rheorem element by element and stacking the equations yields 
REVIEW
OF ECONOMIC STUDIES 4. As mentioned above, the nonlinear IS estimator, ~xious M-estimator, and ML estimators cani be defined in two ways. The choice between the two definitions depends on Assumpfmn l(e to the first definition of m,i., ,) and d(., .) far the L.7 example) has a unique min@wm at &,. In this case, we need to USC the first definition of m,(., .) and d(', 3 to establish consistency of {0). Then, given consistency, we use the second definition to establish asymptotic normality. Since 8, is assumed to lie in the interior of @ for the proof of asymptotic normality a sequence of estimarors defined using the first definition also soIves equation (3.2) for the scond definition with probability that goes to one as 7 -a. The advantage of proceeding as above is that one need not treat the classes of least mean distance and method of moments estimators separately (as is done by BGS (1982) and Gallant (1987) ). This results in considerable economy of presentation without sacrificing the generality of the consistency results. 5. The existence of the limits uniformly far (0, hit M, x T means that 6. In addition to the conditions given in these references, one needs the limiting covariance of l/fiZ, m, (B,, q,) between the two samples to be zero, i.e.
This follows under standard conditions of asymptotic weak dependence. For example, if {m,(a,, Y")} is strong mixinswitb mixing numbers (a(s)} that satisfy a(s) = O(s0) as s + co for home q 11, then this condition holds. 7. If necessary, the nonsingularity of HVH' can be avoided by using asymptotic distributional results for quadratic forms with g-inverted weighting matrices and singular limiting matrix-see Andrew (19870). 8. As defined, LR, is unique except in the very rare case that M is proportional to the idendty matrix. In this case, LR, can be taken as either of the two expressionn above.
9. Strong mixing is a condition of asymptotic weak dependence. A sequence of w's 1 W,) is strong mtiing if a(s)=sup,inf,.,-,,,,:~,JP(AnB)-P(A)P(B)l-0 as s-m, where 9i, denotes the smallest o-field in 9 fhaf is generated by the w's {. , Wt., , WC1 and likewise for *???+s_ 10. Strictly speaking, the consistency result for S given by llearem 6(a) below only applieg to S when s is defined using the Parzen kernel. When defined using the QS kernel, the consistency of s can be established under somewhat different assumptions regarding the asymptotic weak dependence of {m,(.Q,, ro)} than the strong miring assumptions used here, see Andrew (1987~).
