Semantic features are central to many influential theories of word meaning and semantic memory, but new methods of quantifying the information embedded in feature production norms are needed to advance our understanding of semantic processing and language acquisition. This paper capitalized on databases of semantic feature production norms and age-ofacquisition ratings, and megastudies including the English Lexicon Project and the Calgary Semantic Decision Project, to examine the influence of feature distinctiveness on language acquisition, visual lexical decision, and semantic decision. A feature network of English words was constructed such that edges in the network represented feature distance, or dissimilarity, between words (i.e., Jaccard and Manhattan distances of probability distributions of features elicited for each pair of words), enabling us to quantify the relative feature distinctiveness of individual words relative to other words in the network. Words with greater feature distinctiveness tended to be acquired earlier. Regression analyses of megastudy data revealed that Manhattan feature distinctiveness inhibited performance on the visual lexical decision task, facilitated semantic decision performance for concrete concepts, and inhibited semantic decision performance for abstract concepts. These results demonstrate the importance of considering the structural properties of words embedded in a semantic feature space in order to increase our understanding of semantic processing and language acquisition.
Introduction
What gives a word its meaning? The lack of a straightforward answer to this question demonstrates the complexity of quantifying semantic information associated with words. There are many approaches to quantify the semantics of words, from computing co-occurrence statistics in natural language (Bullinaria and Levy 2007; Lund and Burgess 1996) , compiling databases of free associations (De Deyne et al. 2019; De Deyne and Storms 2008; Nelson et al. 2004) , and eliciting features associated with words (McRae et al. 2005; Vinson and Vigliocco 2008) . Although these approaches are different, they share one central idea-that the meaning of a word can be understood through the relationships a particular word maintains with other words (Firth 1957) . For instance, words that co-occur in similar contexts are semantically similar to each other (Bullinaria and Levy 2007) , and words that elicit similar associations or features are considered to be semantically similar to each other (De Deyne et al. 2019; Nelson et al. 2004 ). Hence, much research in semantic memory and conceptual representations is devoted to developing methods that quantify the semantic "spaces" that words are found in.
Semantic features are central to many theories and models of semantic memory and category learning, and features are commonly used as representations of concepts, objects, and words (Collins and Loftus 1975; Minda and Smith 2002; Plaut and Shallice 1993; Sizemore et al. 2018) . Data from feature production norms, where participants list features of a given concept, provide the empirical foundation against which theories of conceptual and semantic representation can be tested. In this paper, we investigate the semantic feature spaces of words and examine how feature distinctiveness, a semantic measure that measures how distinctive a word is relative to other words based on their semantic features, influences lexical and semantic processing.
At this point, it is important to note that the way in which feature distinctiveness is defined in the present manuscript is conceptually different from the notion of distinctive features. In the literature, distinctive features are frequently defined as features that have high cue validity for a given concept (e.g., the feature < moo > is distinctive as it cues the concept < cow >). The distinctiveness of a feature is typically inferred via an analysis of feature production norms, and features that occur in few concepts and help people discriminate among similar concepts are said to be distinctive (Cree et al. 2006; Garrard et al. 2001; Taylor et al. 2008 ). Furthermore, distinctive features appear to play an important role in the computation of a word's meaning, as evidenced from behavioral work involving speeded feature verification and sentence completion, computational simulations of connectionist models of semantic memory, as well as research on patients with semantic category deficits that suggest that distinctive features (particularly if they are not highly correlated with other features) are less robust and tend to be lost first in cases of acquired brain damage (Cree et al. 2006; Cree and McRae 2003; Garrard et al. 2001; Moss et al. 1997; Randall et al. 2004; Tyler and Moss 2001; Tyler et al. 2000) . However, in all of the abovementioned research, the emphasis has been on quantifying the internal structure of the concepts; for instance, the features they possess, how these features are (more or less) correlated with each other among concepts of similar or different domains (Tyler and Moss 2001) . A different approach is adopted in the present manuscript. Instead of focusing on the characteristics of the features or the internal semantic properties of concepts, we use features that are elicited by concepts in a feature production task to quantify how distinctive words (i.e., concepts or the cues in the feature production task) are relative to other words in a global feature semantic space (i.e., a word's feature distinctiveness). This is a novel perspective on semantic memory because it attempts to bring together two key ideas in competing theoretical approaches to semantic memory-that the meaning of a word (1) can be decomposed into smaller units (i.e., decompositional or componential theories; Rips et al. 1973 ) and (2) depends on its position in a broader semantic network or space (i.e., semantic network models; Collins and Loftus 1975) . This paper puts forward the notion that the internal properties of words (i.e., their semantic features) plays a part in determining where words are located in an external, semantic feature space, and tests the hypothesis that a word's distinctiveness in that external, semantic feature space has implications for semantic processing.
Not only have feature production norms been used to define the semantics of words, these data also permit more detailed investigations into the way that semantic features of objects drive vocabulary acquisition and category learning among children (Collins and Loftus 1975; Minda and Smith 2002; Plaut and Shallice 1993; Sizemore et al. 2018 ). The analyses conducted by Engelthaler and Hills (2017) are particularly relevant to the present paper. The authors used feature network analysis to study how feature distinctiveness of a concept affected word learning and language acquisition. In their analyses, a network representation was used to define the semantic space, such that each concept was treated as a node in the feature network, and connections between concepts represented distances in the semantic feature space. This allowed them to quantify the feature distinctiveness of a word relative to other words in the network. Engelthaler and Hills (2017) found that distinctive objects tended to be acquired early in life, pushing forward an intriguing hypothesis about how the features of objects might drive the underlying mechanism by which the mutual exclusivity bias, that is, the tendency to pair one object with a single label (Jaswal and Hansen 2006; Markman and Wachtel 1988) , enhances word learning. Specifically, two highly dissimilar objects are less likely to be assigned to the same label as compared to two similar objects, such that distinctive objects are more likely to acquire new labels and have lower age-of-acquisition ratings.
Given that the features of concepts and objects play a key role in language acquisition (e.g., Smith et al. 2002) , it is perhaps not surprising that features also influence lexical processing. Indeed, a growing body of evidence in psycholinguistics shows that a host of semantic variables influences lexical and semantic processing in adults and children (Hsiao and Nation 2018; Pexman et al. 2008; Pexman et al. 2003; Recchia and Jones 2012; Tousignant and Pexman 2012; Yap et al. 2011) . These semantic variables include semantic neighbors based on word co-occurrences, number of features, and contextual dispersion (i.e., the number of contexts that a word is found in; Adelman et al. 2006) . Specifically, the number-of-features measure facilitated word recognition and semantic classification-words with more features are said to have more robust semantic representations, making them more quickly and accurately recognized in a number of tasks (Pexman et al. 2008; Yap et al. 2011) .
However, in the previous work, the most common way of quantifying the semantic properties of individual words based on semantic features is to simply count the number of features associated with a given word (e.g., Pexman et al. 2003) . This measure does not consider that some features are listed more frequently than others, that words can share similar features (Hills et al. 2009; Sizemore et al. 2018) , and that distinctive features can help distinguish between words (Marques 2005) . The number-of-features measure treats each feature associated with a word as an independent piece of information, when in actuality words are semantically related to other words based on their shared and distinctive features within a highly complex, multidimensional semantic structure (Sizemore et al. 2018; Steyvers and Tenenbaum 2005) . Indeed, structural properties of words in language networks, where connections between words represent formbased similarity or semantic relationships, have been shown to influence word learning (Goldstein and Vitevitch 2014) , word recognition (Siew and Vitevitch 2019) , and production (Castro and Stella 2019; see Siew et al. 2019 , for a review). Given the body of research showing that the phonological and semantic structure of words in the lexicon has demonstrable influences on lexical processing, this suggests that it is important to consider the structure of words in a semantic feature network when examining the influence of semantic features on word processing.
Fortunately, the approach taken by Engelthaler and Hills (2017) provides us with a way to quantify the structure of the semantic feature network. Feature network analysis allows us to quantify the distinctiveness of words relative to other words based on their features. In addition, there now exists a number of databases that permit large-scale investigations into these questions-specifically, feature production norms for 4436 words from Buchanan et al. (2019) , the Calgary Semantic Decision Project which has semantic decision latencies and accuracies for 10,000 words (Pexman et al. 2017) , and the English Lexicon Project which has lexical decision latencies and accuracies for thousands of words (Balota et al. 2007 ). Indeed, analyzing megastudy data could allow one to make more realistic assumptions about semantic processing in the general population. However, it is important to note that subsequent analysis of feature distinctiveness (and any other semantic or lexical variable) on processing could be affected by the word stimuli included in the behavioral testing and the number of participants enrolled in the data collection. In the present paper, we investigate the influence of semantic feature distinctiveness, as quantified by distances between words in a semantic feature network, on word recognition.
Although we expect to find effects of feature distinctiveness on word processing, it is not immediately clear what the directionality of this effect might be. One might hypothesize that when a word is activated, this will also activate its features (commonly implemented in connectionist models of semantic memory; e.g., Cree et al. 2006; Plaut and Shallice 1993; Randall et al. 2004) . Within a spreading activation framework where activation can spread among related words (Collins and Loftus 1975; Siew 2019) , it is plausible to assume that activation tends to spread among words that share similar features, but less so among words that do not share similar features. Therefore, words with low feature distinctiveness would tend to activate many other words in the network (due to low feature distances). This might facilitate word recognition in a lexical decision task (e.g., faster reaction time) because the activation of several lexical nodes might provide more "evidence" for the presence of a word. On the other hand, words with high feature distinctiveness would activate few words (due to high feature distances), such that there are fewer competing words in the lexical system, enhancing performance in semantic decision, a task that emphasizes semantic processing. This paper capitalizes on the availability of these databases, as well as quantitative tools such as network analysis and methods for computing distances between words, to achieve the following goals. First, it will attempt to replicate Engelthaler and Hills (2017)'s finding that words with greater feature distinctiveness tend to be acquired early in life (i.e., have lower age-of-acquisition ratings) with a larger set of words for which feature production norms are now available. Second, a series of analyses will be conducted on megastudy data to see whether feature distinctiveness influences lexical and semantic processing among adults.
Method

Feature production norms
We used semantic feature production norms compiled and maintained by Buchanan et al. (2019) , available at https :// osf.io/cjyzw /. The data were obtained via a feature listing or feature production task, where participants provided lists of features for each concept (i.e., cue word) presented. The Buchanan et al. database contains data for 4436 English words with features collected from almost 200 adult participants and is supplemented with data from previous feature norm databases (Buchanan et al. 2013; Devereux et al. 2014; McRae et al. 2005; Vinson and Vigliocco 2008) . There were a total of 3981 unique features. Table 1 shows the distribution of word classes across all cue-feature pairs in the feature production norms (N = 69,284). It can be observed that although a large proportion of cue-feature pairs are between nouns (~ 46%), a variety of word classes were represented in the feature production norms. In the present analysis, all features were included in the computation of feature distinctiveness, and the word class of cues was included as a covariate in the subsequent regression analysis.
Quantifying feature distinctiveness
To quantify the feature distinctiveness of words, the feature production data were first transformed into a 4436 (cues) × 3981 (features) matrix where each cell represented the proportion of participants who listed a particular feature for a particular cue word. Therefore, each row in this cue-feature matrix represents the feature set distribution of a given word, which is essentially a vector that represents the proportions of participants reporting each feature. A node was created for each of the 4436 words in the feature production norms, and each connection represented the distance between two nodes (words) in the feature network. Distance between words was calculated using two different approaches, which make different underlying assumptions about the features involved in the computation. The first approach is Jaccard distance, d j , which computes the distance between two words by subtracting the intersection of the two words' feature set distributions (i.e., a vector that represents the proportions of participants reporting each feature for a given word) over their union from 1. In layperson terms, Jaccard distance is sensitive to the extent to which features are shared between the two words. The second approach is Manhattan distance, d m , which computes the distance between two words as the sum of absolute differences between the proportions of participants reporting each feature. In layperson terms, Manhattan distance is sensitive to the extent to which features differ between the two words. Both approaches were previously investigated by Engelthaler and Hills (2017) in the context of word learning and emphasize different aspects of the feature set distributions of words. Given the way that Manhattan and Jaccard distances are computed among words' feature set distributions, it is not surprising that the two variables are moderately negatively correlated, r = − 0.39; p < .001. However, the correlation is not a perfect one because although each distance measure is ultimately computed on the same information available, each distance measure weights different aspects of a given word's feature information differently. Specifically, Manhattan distance puts more weight on feature information that distinguishes between the two vectors, whereas Jaccard distance puts more weight on feature information that is shared or common to the two vectors. In the present context, Manhattan and Jaccard feature distinctiveness indicates that a word can be distinctive on the basis of somewhat different information. Greater Manhattan feature distinctiveness indicates that a word is distinctive because its features are dissimilar from many other words, whereas greater Jaccard feature distinctiveness indicates that a word is distinctive because it does not share as many features with other words.
Finally, the feature distinctiveness of a given word relative to other words in the network (subsequently simply referred to as feature distinctiveness) was defined as the sum of the distances between that word and all other words in the network (i.e., sum of the edges of a node). Formal mathematical descriptions of the two distance measures and an example can be found in "Appendix B" (Fig. 1 ).
Megastudy data and linguistic norms
The following sets of behavioral and linguistic data were obtained for the present study: reaction time and item accuracy for visual lexical decision from the English Lexicon Project (Balota et al. 2007) , reaction time and item accuracy from the Calgary Semantic Decision Task (Pexman et al. 2017) , as well as relevant linguistic norms (age of acquisition, concreteness, frequency) for the stimuli.
The English Lexicon Project (ELP) is a large database containing descriptive and behavioral data for over 40,000 English words administered in a visual lexical decision task (see Balota et al. 2007 , for a complete description of the database). The data can be freely downloaded at http://elexi con.wustl .edu/. In lexical decision, participants indicated whether the letter string shown on a computer screen formed a real English word or a nonword by pressing the corresponding buttons on a button box. ELP behavioral data for the visual lexical decision task exist for 4033 of the 4436 words (~ 91%) in the feature production norms.
The Calgary Semantic Decision Project (CSDP) is a large database containing behavioral data for 10,000 English words administered in a semantic decision task (see Pexman et al. 2017 , for a complete description of the database). In semantic decision, participants indicated whether the word was a concrete (e.g., dog, night) or abstract (e.g., beauty, freedom) word by pressing the corresponding buttons on a button box. Behavioral data exist for 1344 of the 4436 words (~ 30%) in the feature production norms. As trial-level data were available for the CSDP, these were used to conduct linear mixed-effects modeling in the data analysis.
Finally, additional lexical properties of words analyzed in this paper were obtained from existing lexical norms. Age-of-acquisition ratings were obtained from the Kuperman et al. (2012) norms, who collected age-of-acquisition ratings for over 30,000 English words. Concreteness ratings were obtained from the Brysbaert et al. (2014) norms, who collected concreteness ratings of 40,000 English words. Additional measures of word frequency, specifically SUBTLEX US frequencies obtained from subtitles of television shows and films (Brysbaert and New 2009) , and orthographic neighborhood size (i.e., the number of words that were orthographically similar to a given word), were obtained from the ELP.
Results
A series of linear regression analyses were conducted to find out whether two measures of feature distinctiveness (1) were associated with earlier age-of-acquisition ratings, (2) influenced lexical processing in a lexical decision task, and (3) influenced semantic processing in a semantic decision task. Recall that the two measures of feature distinctiveness were obtained by computing the Jaccard and Manhattan distances of a particular word's feature set distribution to the feature set distributions of all other words in the database, which represent an explicit consideration of the structure of the "feature space" that words reside in. Hence, a word's feature distinctiveness indicates the extent to which a word's elicited features are distinct, or dissimilar, from those of other words.
In addition, a number of covariates such as word length, word frequency, orthographic neighborhood size, concreteness, word class, age of acquisition, number of (unique) features (i.e., the list of features associated with a given word), were included where appropriate to provide a conservative assessment of whether feature distinctiveness effects accounted for additional variance on top of these covariates. In the analyses below, predictors were mean-centered and standardized, and models did not suffer from high levels of multicollinearity (i.e., all variance inflation factors ~ 4).
Data analysis plan
The following data analysis plan was generally adopted across all three sets of analyses in order to explicitly evaluate whether two measures of feature distinctiveness significantly contributed to the regression model in accounting for ageof-acquisition ratings and behavioral performance on visual lexical decision and semantic decision after considering the influence of covariates. Covariates are control variables that have been previously shown to influence behavioral outcomes in lexical and semantic processing tasks (i.e., length or number of letters, frequency, age of acquisition, word class, concreteness, orthographic neighborhood size, number of features), whereas the theoretical variables of interest in the present paper were Manhattan and Jaccard feature distinctiveness. In the first step, covariates were included in the model and submitted to a stepwise algorithm that attempts to find the set of predictors that minimizes AIC of the model. In the second step, theoretical variables of interest were added to the regression model obtained in the first step and submitted to the same stepwise algorithm procedure. A likelihood ratio test comparing the models from the first and second Fig. 1 An example of two different distance measures used to compute feature distinctiveness. Each word (A, B, and C) has a vector (i.e., row in the word-feature matrix) representing the proportion of individuals who reported each of the four features. Each feature is represented by a column in the word-feature matrix. Feature networks were computed for each distance measure such that nodes represented words and edges represented the distance between pairs of words. Feature distinctiveness for each word is shown below each network. Words with greater values of distinctiveness are "further" from other nodes in the network. Adapted from Engelthaler and Hills (2017) steps was then conducted to determine whether the inclusion of measures of feature distinctiveness significantly improved the model.
Although the gold standard in current psycholinguistic research is to conduct linear mixed-effects modeling to account for the variability across participants and items (Baayen et al. 2008) , this statistical approach requires triallevel data which were unfortunately not available for the age-of-acquisition ratings and lexical decision data. Hence, linear regression models were analyzed for the item means for the age-of-acquisition and lexical decision analyses, whereas linear mixed-effects models were analyzed for the semantic decision data.
Finally, all data analysis was conducted in the R programming environment. The step() function was used to conduct the stepwise algorithm that attempted to find the set of predictors that minimizes AIC of the model, and lmerTest package (Kuznetsova et al. 2017 ) was used for the linear mixed-effects modeling.
Analysis 1: Age-of-acquisition ratings
Linear regression was conducted on 4013 words for which age-of-acquisition ratings from Kuperman et al. (2012) were available. The dependent variable was age-of-acquisition ratings. The predictors consisted of the following: number of letters (length), word frequency, concreteness, word class, number of features, and two measures of feature distinctiveness. "Appendix A" (Table 6) shows the correlations between predictors and outcome variable included in this set of analyses.
In the first step, all covariates (length, word frequency, concreteness, word class, number of features) were included in the regression model and submitted to a stepwise algorithm that attempts to find the set of predictors that minimizes the AIC of the model. In the second step, theoretical variables of interest (Manhattan and Jaccard feature distinctiveness) were added to the regression model in the first step and submitted to the same stepwise algorithm procedure. A likelihood ratio test comparing the models from step 1 and step 2 indicated that including measures of feature distinctiveness significantly improved the model, χ 2 (1) = 30.425, p < .001. Table 2 shows the final regression model. The following variables were retained in the final model: length, frequency, word class, concreteness, number of features, and Manhattan feature distinctiveness. Jaccard feature distinctiveness was not retained in the final model. Words of shorter length, higher frequency, higher in concreteness, and that had many features were acquired earlier. In particular, Manhattan feature distinctiveness was a significant predictor of age of acquisition, standardized β = − 0.12, t (4003) = − 5.52, p < .001, such that words with greater feature distinctiveness (based on Manhattan distance) were acquired earlier in life. For each standardized unit increase in feature distinctiveness, the average decrease in age of acquisition was 0.12. Together, the predictors explained 52.7% of the variance in age-of-acquisition ratings, accounting for a significant proportion of the variance, R 2 = .527, F (9, 4003) = 495.2, p < .001.
Analysis 2: English Lexicon Project-lexical decision task
Item-level regression analyses were conducted on the mean RTs and accuracies for 4013 words for the visual lexical decision task obtained from the ELP. The dependent variables consisted of z-scored RTs and accuracy rates, averaged across participants for each word. Each participant's raw lexical decision latencies were first standardized via a z-score transformation, and the mean z-score for all participants presented with a particular item was then computed for that word (Balota et al. 2007 ). Although both raw and z-scored RTs are available in the ELP, z-scored RTs, instead of raw RTs, were analyzed to reduce the likelihood that any single participant may disproportionately influence the item means. The predictors consisted of the following: number of letters (length), word frequency, age of acquisition, orthographic neighborhood size, concreteness, word class, number of features, and two measures of feature distinctiveness. "Appendix A" (Table 7) shows the correlations between predictors and outcome variables included in this set of analyses.
In the first step, all covariates (length, word frequency, age of acquisition, concreteness, word class, number of features) were included in the regression model and submitted to a stepwise algorithm that attempts to find the set of predictors that minimizes the AIC of the model. In the second step, theoretical variables of interest (Manhattan and Jaccard feature distinctiveness) were added to the regression model in the first step and submitted to the same stepwise algorithm procedure. A likelihood ratio test comparing the models from step 1 and step 2 indicated that including measures of feature distinctiveness significantly improved the RT model: χ 2 (1) = 30.425, p < .001. For the Accuracy model, the stepwise procedure in step 2 found the same model as in step 1, indicating that including measures of feature distinctiveness did not significantly improve the model. Table 3 shows the final regression models on z-scored lexical decision RTs and item accuracies. For the RT model, the following variables were retained: length, frequency, age of acquisition, orthographic neighborhood size, concreteness, word class, number of features, and Manhattan feature distinctiveness. Jaccard feature distinctiveness was not retained in the final model. Words of shorter length, higher frequency, lower age-of-acquisition ratings, with more orthographic neighbors, lower in concreteness, and that had many features were responded to more quickly in visual lexical decision. In particular, Manhattan feature distinctiveness was a significant predictor of RTs, standardized β = 0.07, t (4013) = 3.43, p = .001, such that words with greater feature distinctiveness were more slowly responded to in lexical decision. For each standardized unit increase in feature distinctiveness, the average increase in z-scored RT was 0.07. Together, the predictors explained 54.7% of the variance in lexical decision RTs, accounting for a significant proportion of the variance in lexical decision RTs, R 2 = .547, F (11, 4001) = 439.7, p < .001.
For the Accuracy model, the following variables were retained: length, frequency, age of acquisition, concreteness, and word class. Orthographic neighborhood size, number of features, Manhattan and Jaccard feature distinctiveness were not retained in the final model. Words that were longer, of higher frequency, lower age of acquisition, and lower concreteness were responded to more accurately in visual lexical decision. Together, the predictors explained 20.6% of the variance in lexical decision accuracies, accounting for a significant proportion of the variance in lexical decision accuracies, R 2 = .195, F (8, 4004) = 130, p < .001. 
Analysis 3: Calgary Semantic Decision Projectsemantic decision task
Linear mixed-effects analysis was conducted on the triallevel RTs for 36,815 observations for the semantic decision task obtained from the Calgary SDP, and item-level regression analysis was conducted on the mean accuracies for 1336 words for the semantic decision task obtained from the Calgary SDP. 1 The dependent variable for the linear mixedeffects model was z-scored RTs, and the dependent variable for the item-level regression model was accuracy rates averaged across participants for each word. As described previously, z-scored RTs, instead of raw RTs, were analyzed to reduce the likelihood that any single participant may disproportionately influence the item means.
The predictors consisted of the following: number of letters (length), word frequency, age of acquisition, concreteness, orthographic neighborhood size, word class, number of features, and two measures of feature distinctiveness. In addition, two interaction terms (Manhattan distinctiveness × concreteness, Jaccard distinctiveness × concreteness) were included as predictors to specifically assess whether feature distinctiveness effects could be generalized across words with varying levels of concreteness. 2 "Appendix A" (Table 8) shows the correlations between predictors and outcome variables included in this set of analyses.
For the linear mixed-effects analysis of semantic decision RTs, the random part of the model was first modeled. The by-participant or by-item random intercepts were tested to determine whether they should be included in the model. Likelihood ratio tests indicated that the random effects of participants, χ 2 (1) = 50.36, p < .001, and the random effects of items, χ 2 (1) = 3525.5, p < .001, should be included in the model. With the random effects structure determined for the RT model, model building and testing proceeded in the same way for both RT and Accuracy models.
In the first step, all covariates (length, word frequency, age of acquisition, concreteness, word class, number of features) were included in the regression model and submitted to a stepwise algorithm that attempts to find the set of predictors that minimizes the AIC of the model. In the second step, theoretical variables of interest (Manhattan and Jaccard feature distinctiveness) were added to the regression model obtained in the first step and submitted to the same stepwise algorithm procedure. In the third step, two interaction terms (Manhattan distinctiveness × concreteness, Jaccard distinctiveness × concreteness) were added to the regression model obtained in the second step and submitted to the same stepwise algorithm procedure.
A likelihood ratio test comparing the models from step 1 and step 2 indicated that including measures of feature distinctiveness significantly improved the RT model: χ 2 (1) = 11.29, p < .001, and the Accuracy model: χ 2 (2) = 14.71, p < .001. A likelihood ratio test comparing the models from step 2 and step 3 indicated that including the interaction terms between feature distinctiveness measures and concreteness significantly improved the RT model: χ 2 (3) = 24.50, p < .001, and the Accuracy model: χ 2 (2) = 48.99, p < .001. Table 4 shows the final linear mixed-effects and linear regression models for z-scored semantic decision RTs and accuracies. Note that both interaction effects (Manhattan distinctiveness × concreteness, Jaccard distinctiveness × concreteness) were retained in both the RT and Accuracy models.
For the RT model, the following variables were retained: length, frequency, age of acquisition, orthographic neighborhood size, concreteness, word class, Manhattan and Jaccard feature distinctiveness, interaction between concreteness and Manhattan feature distinctiveness, and interaction between concreteness and Jaccard feature distinctiveness. Number of features was not retained in the final model. Words with fewer letters, of higher frequency, of earlier age of acquisition, with fewer orthographic neighbors, and higher concreteness were more quickly responded to in the semantic decision task. Although the main effects of Manhattan and Jaccard feature distinctiveness were not significant predictors, this was qualified by significant interactions with concreteness: Manhattan distinctiveness × concreteness, standardized β = − 0.08, t (1260.8) = − 4.88, p < .001; Jaccard distinctiveness × concreteness, standardized β = 0.03, t (1259.3) = 3.06, p = .002. Together, the predictors explained 8.5% of the variance in semantic decision RTs.
For the Accuracy model, the following variables were retained: length, frequency, age of acquisition, orthographic neighborhood size, concreteness, word class, Manhattan and Jaccard feature distinctiveness, interaction between concreteness and Manhattan feature distinctiveness, and interaction between concreteness and Jaccard feature distinctiveness. Number of features was not retained in the final model. Words of earlier age of acquisition with fewer orthographic neighbors, higher concreteness, and greater Jaccard feature distinctiveness were more accurately responded to in the semantic decision task. Although the main effect of Manhattan feature distinctiveness was not a significant predictor, this and the significant main effect of Jaccard feature distinctiveness were qualified by significant interactions 1 Using a logistic mixed-effects model for analyzing accuracy at the trial level led to model convergence issues and/or to degenerate models due to model complexity. Hence, accuracy for the semantic decision task was analyzed at the item-level using linear regression. 2 It is important to note that this additional analysis of interaction effects was post hoc in nature and not an a priori research question. The analysis was conducted in response to a reviewer who felt that it was particularly important to test whether feature distinctiveness effects were consistent across concrete and abstract concepts. with concreteness: Manhattan distinctiveness × concreteness, standardized β = 0.21, t (1323) = 4.38, p < .001; Jaccard distinctiveness × concreteness, standardized β = − 0.11, t (1323) = − 3.95, p < .001. Together, the predictors explained 16.2% of the variance in semantic decision accuracies, accounting for a significant proportion of the variance in semantic decision accuracies, R 2 = .162, F (12, 1323) = 21.32, p < .001.
As there were significant interaction effects in the final models, additional simple slope analyses were conducted to clearly understand the nature of the interaction between measures of feature distinctiveness and concreteness. Specifically, the slope/effect of feature distinctiveness was evaluated at two levels of concreteness (+ 1 SD above the mean and − 1 SD below the mean) to determine whether feature distinctiveness effects were similar for concrete and abstract concepts. Table 5 shows the results of the simple slopes analyses. Figures 2 and 3 show a graphical depiction of the interactions. Overall, the effect of feature distinctiveness differed across concrete and abstract concepts. For concrete words, there was a significant Manhattan feature distinctiveness effect, such that concrete words with higher Manhattan feature distinctiveness were more quickly and accurately responded to in semantic decision. For abstract words, the Manhattan feature distinctiveness effect was reversed, such that abstract words with lower Manhattan feature distinctiveness were more quickly and accurately responded to in semantic decision. The effect of Jaccard feature distinctiveness was less clear and less robust than that of Manhattan feature distinctiveness; although the simple slopes analyses suggested that concrete words with greater Jaccard feature distinctiveness were more slowly responded to, and that abstract words with greater Jaccard feature distinctiveness were more accurately responded to. Together, the pattern of simple slopes indicates a complex pattern of feature distinctiveness effect modulated by concreteness: Concrete words experienced the greatest processing advantage when they were high on Manhattan feature distinctiveness but low on Jaccard feature distinctiveness, whereas abstract words experienced the greatest processing advantage when they were low on Manhattan feature distinctiveness, but high on Jaccard feature distinctiveness.
General discussion
The analyses conducted above yielded three main findings. First, Manhattan feature distinctiveness, which emphasizes the influence of distinctive features, was a stronger predictor of ageof-acquisition ratings and the behavioral data as compared to Jaccard feature distinctiveness, which emphasizes the influence of shared features. Second, words with greater feature distinctiveness tended to be acquired earlier in life. Finally, the nature of feature distinctiveness effects on lexical processing appeared to be task-dependent, where greater Manhattan feature distinctiveness facilitated semantic decision (for concrete concepts and not for abstract concepts) but inhibited lexical decision.
Distinctive versus shared features
Recall that two different approaches were taken to compute the distance between words in the feature network: Jaccard distance and Manhattan distance. Each approach computes distance somewhat differently-Jaccard distance emphasized shared features, whereas Manhattan distance emphasized features that are different or dissimilar. In the analyses above, feature distinctiveness computed using Manhattan distances was more predictive of age-of-acquisition ratings and behavioral responses in lexical and semantic decision tasks, as compared to feature distinctiveness computed using Jaccard distances as Jaccard feature distinctiveness was not retained by the stepwise algorithm in the final regression models for the age-of-acquisition and lexical decision analyses. This finding is in line with Engelthaler and Hills (2017)'s observation that Manhattan distance outperformed other distance measures (including Jaccard distance) and further suggests that people might have greater sensitivity to features that make a concept distinctive and different from other concepts, rather than features that are common to various sets of concepts. This also highlights the fact that while there are many ways (e.g., cosine, Euclidean, and many others) of measuring "distance" between lexical items that have been represented as mathematical objects (i.e., a vector of numbers), it is important to carefully consider the kinds of information that each distance measure is capturing and apply them judicially to address our research questions.
Early acquired words tend to have more distinctive features
The next key finding was that feature distinctiveness was associated with earlier age of acquisition, such that distinctive words are more likely to be acquired earlier in life. This replicates Engelthaler and Hills (2017)'s original finding with a much larger database of feature production normsover 4000 words in the present analysis compared to the 541 words in the McRae et al. (2005) feature norms analyzed by Engelthaler and Hills. Furthermore, this relationship held even after the effects of length, frequency, concreteness, word class, and number of features were accounted for in the regression analysis. Engelthaler and Hills argued that distinctive objects tend to be acquired early in life because highly dissimilar objects are less likely to be assigned to the same label as compared to similar objects. Nevertheless, much remains to be done to fully understand the mechanisms and processes underlying the finding that distinctive words have a learning advantage, even into early adulthood. For example, are there particular groups or categories of features that are most beneficial for driving the acquisition of new words? Would different sets of features drive the acquisition of concrete or abstract concepts? One way of addressing these intriguing questions is to apply supervised machine learning approaches to find clusters of features that are most predictive of age-of-acquisition ratings. This could be a promising approach to discover distributions of semantic features that are especially salient to children (and adults) as they are acquiring a vocabulary of concepts and generalizing these concepts to various categories (Love et al. 2004; Sloutsky and Fisher 2004) .
Feature distinctiveness effects in processing are modulated by task demands
The present paper investigated feature distinctiveness effects in lexical decision and semantic decision, using behavioral data obtained from megastudies. This section focuses on how the effects of Manhattan feature distinctiveness differ across the visual lexical decision and semantic decision tasks. Manhattan feature distinctiveness was a significant predictor of behavioral performance on both the visual lexical decision task and the semantic decision task. The effects of Manhattan feature distinctiveness were significant, even after covariates such as frequency, length, age of acquisition, orthographic neighborhood size, concreteness, word class, and number of features were taken into account in the regression analyses.
In lexical decision, words with greater Manhattan feature distinctiveness were more slowly recognized, whereas in semantic decision, the pattern of finding was more complex-specifically, concrete words with greater Manhattan feature distinctiveness were more quickly and more accurately responded to, whereas abstract words with greater Manhattan feature distinctiveness were more slowly and less accurately responded to. It appears that in a straightforward word recognition task (i.e., decide whether a string of letters formed a real word or not), having distinctive features impedes lexical decision performance. On the other hand, in semantic decision where participants had to decide whether words were concrete or abstract concepts, there was a processing advantage associated for concrete words with distinctive features and for abstract words with less distinctive features.
One speculative account of this particular pattern of findings involves considering how spreading activation processes might operate within the semantic structure of language (Collins and Loftus 1975) . If the activation of a lexical node can activate the features that are associated with that particular word (Pexman et al. 2002; Rodd et al. 2002) , we could assume that activation continues to spread in this lexical network such that words that share similar features with the initially activated word become activated themselves (for an example of how such an account might be formally implemented, see Siew 2019) . When a word with low distinctiveness is activated, this would tend to activate many other words in the network because these words share many similar features (low feature distance) as compared to the case when a word with high distinctiveness is activated, which would tend to activate few words because few words share the same features (high feature distance). Now consider the nature of the two tasks. In the case of lexical decision, words with low feature distinctiveness may lead to the activation of many lexical nodes. This widespread activation within the system might lead to rapid accumulation of evidence that, within the context of diffusion models in lexical decision (e.g., Ratcliff et al. 2004) , would allow for a steeper drift rate that facilitates a faster WORD decision to the stimulus. On the other hand, in a task that emphasizes accessing the semantic properties of a word, words with high feature distinctiveness may lead to the activation of few lexical nodes, which could facilitate processing because there is less competition for the word on which a semantic decision must be made. This allows its semantic representation to emerge more robustly and to be more distinguishable from other words (Rodd et al. 2002) , making it easier to make a concrete versus abstract judgment on such words. Recall that the Manhattan feature distinctiveness advantage was observed for concrete words in semantic decision, but the opposite pattern was observed for abstract words where lower Manhattan feature distinctiveness was associated with worse performance on the task. Hence, this admittedly speculative account might be only applicable to concrete concepts. Processing of abstract words might be driven by a different mechanism where diffuse but widespread activation of many nodes in the semantic space provides strong evidence for an "abstract" decision to be made-not an entirely implausible account given recent proposals that suggest that the representation of abstract words is likely multidimensional and involves multiple systems, including linguistic, perceptual, sensorimotor, and valence systems, that are invoked to varying extents in the computation or simulation of meaning (Louwerse and Jeuniaux 2010; Zdrazilova and Pexman 2013) .
It certainly remains for future work to provide a computational account of the speculative verbal explanations of feature distinctiveness effects described above and uncover the mechanisms that drive these effects in the processing of concrete and abstract concepts. Additional investigations that examine how this new measure of feature distinctiveness interacts with other variables of semantic richness, such as semantic neighbors and contextual diversity (Pexman et al. 2008; Yap et al. 2011) , are needed to gain new insights into semantic processing.
Feature distinctiveness effects in semantic processing are modulated by word concreteness
In this section, we turn to the intriguing interaction effects between feature distinctiveness and concreteness in the semantic decision analyses. The nature of these interaction effects is quite complex. The simple slope analysis indicates that the effects of Manhattan and Jaccard feature distinctiveness differ for concrete and abstract words. For concrete words, greater Manhattan feature distinctiveness facilitated semantic processing (faster RTs and higher ACCs) but greater Jaccard feature distinctiveness inhibited semantic processing (faster RTs only). For abstract words, greater Manhattan feature distinctiveness inhibited semantic processing (slower RTs and lower ACCs) but greater Jaccard feature distinctiveness facilitated semantic processing (higher ACCs only).
Recall that Jaccard distance is sensitive to the extent to which features are shared between the two words, whereas Manhattan distance is sensitive to the extent to which features differ between the two words. The facilitatory effect of Manhattan feature distinctiveness and inhibitory effect of Jaccard feature distinctiveness for concrete words suggest that, during the processing of concrete concepts, possessing feature information that distinguishes or discriminates between similar concepts (i.e., Manhattan distance) and feature information that is shared among many other concepts (i.e., Jaccard distance) are both important factors in semantic computation. This is consistent with much previous word meaning research, where both distinctive and shared features are important for identifying concepts (Cree et al. 2006; Montefinese et al. 2018; Montefinese et al. 2015; Taylor et al. 2012 ). On the other hand, possessing feature information that does not distinguish or discriminate between similar concepts (i.e., Manhattan distance) as well as feature information that is not shared among many other concepts (i.e., Jaccard distance) appears to be important in the semantic processing of abstract concepts. However, it is important to interpret this pattern of results within the context of task demands in semantic decision where a forced binary decision of concrete versus abstract was made in response to a given concept. It is possible that semantic processes prioritized detection of concrete concepts and the accumulation of positive evidence (i.e., having discriminating features or commonly shared features) for a "concrete" decision, and less so for "abstract" decisions.
Implications for models of semantic memory
As discussed in Introduction, this paper attempts to bring together two competing theoretical approaches in semantic memory research-the meaning of a word (1) can be decomposed into smaller units (i.e., decompositional theories; Rips et al. 1973) and (2) depends on its position in a broader semantic network or space (i.e., semantic network model; Collins and Loftus 1975) . In this paper, the internal properties of words (i.e., their semantic features from feature production norms) were used determine where words are located in an external, semantic feature space (i.e., whether a word was distinctive relative to other words), and analyses of megastudy data showed that a word's distinctiveness in the global semantic feature space affect performance in semantic processing. Here the implications of these findings for decompositional (or componential) and network models of semantic memory are briefly discussed.
One prominent framework that emphasizes the importance of the internal structure of concepts is the Conceptual Structure Account (CSA), developed primarily to account for patterns of semantic category deficits among patients with acquired neurological impairment (Moss et al. 1997; Moss et al. 2007; Taylor et al. 2011) . The CSA's main argument is that differential deficits in semantic categories (e.g., living vs. nonliving, nouns vs. verbs) can be accounted for by considering how the internal structure of conceptual representations varies across different categories through examining feature intercorrelations of concepts across domains. When considered through the lens of the CSA, the present finding that Manhattan feature distinctiveness of words in a semantic feature network facilitated processing of concrete concepts but not abstract concepts fuels an intriguing hypothesis that the role of distinctive features in semantic computation may vary as function of category (concrete vs. abstract) due to differences in the internal featural composition of concrete and abstract concepts. Indeed, one limitation of the current approach is that the computation of distance measures was somewhat coarse-grained in that all features were treated similarly, even though features represent different knowledge types (e.g., perceptual or functional) and might be more informative for one domain than another (Peters and Borovsky 2019). One future direction would be to obtain knowledge types for features listed in the Buchanan et al. (2019) feature production norms and re-compute feature distinctiveness measures by weighting features differently in the feature network.
The approach taken in the present paper treats each word as a node in a semantic network and computes semantic distance between all possible pairs of words in the network. This approach is conceptually close to semantic networks of semantic memory (Collins and Loftus 1975; Steyvers and Tenenbaum 2005) . In early models, the distance (i.e., length of the connection) between two nodes in the network was negatively correlated with the number of shared features between those two concepts (Collins and Loftus 1975) . In more recent network models, nodes were either connected if they shared at least one feature or connections were weighted by the number of shared features (Hills et al. 2009; Peters and Borovsky 2019; Sizemore et al. 2018) . In contrast, the connections in the present feature distinctiveness network consider all of the information in the feature set distribution vectors associated with each concept to compute distances between pairs of words (i.e., not just considering set overlap/ shared features). Taken together, the present paper provides an important demonstration of how the internal feature composition of concepts can be utilized to enhance investigations into the overall structure of an (external) semantic feature space, which has led to some insights into the mechanisms underlying semantic computation and processing.
Finally, it is noteworthy that feature distinctiveness effects were found even though number of features was included as a predictor in the regression models. Number of features was not a significant predictor of age-of-acquisition and SDT performance when feature distinctiveness was included as a predictor. This highlights the importance of going beyond a straightforward count of features associated with a given word, and adopting and developing measures that explicitly consider the structural properties of words in a semantic feature space. As demonstrated in many areas of the cognitive sciences and psycholinguistics (see , for an overview), techniques from network analysis can provide us with ways to quantify and measure form-similarity (e.g., Siew and Vitevitch 2019) and semantic relationships (e.g., Steyvers and Tenenbaum 2005) among thousands of words in the mental lexicon. Quantifying the structural properties of words in a semantic feature space using network analysis can deepen our understanding of the factors that drive language acquisition and lexical processing.
Conclusion
To recapitulate, the key results from this paper include a replication of Engelthaler and Hills (2017)'s finding that words with greater feature distinctiveness tend to be acquired early in life, the finding that feature distinctiveness effects on lexical processing appeared to be taskdependent, where greater feature distinctiveness facilitated semantic decision but inhibited lexical decision, as well as the finding that the effects of feature distinctiveness on semantic decision differed for concrete and abstract concepts. By combining the availability of lexical and behavioral databases with powerful quantitative tools such as network analysis, this paper demonstrated how we can quantify the structure of feature networks to further our understanding of language acquisition and processing. 
Appendix B
Computation of Jaccard and Manhattan distance measures
Two different distance measures were computed to quantify the dissimilarity of any given pair of probability distributions: Jaccard distance and Manhattan distance. The first measure, Jaccard distance, is an example of a measure from the inner-product family of distance measures that emphasizes shared information. Jaccard distance computes the distance between two words as subtracting the intersection of the two words' feature set distributions (i.e., a vector that represents the proportions of participants reporting each feature for a given word) over their union from 1. The second measure, Manhattan distance, is an example of a measure from the Minkowski family of distance measures that generally treats distance as the straight line between two points in Euclidean space. Manhattan distance computes the distance between two words as the sum of absolute differences between the proportions of participants reporting each feature. Mathematically, these measures were computed as follows: Jaccard distance, d j :
Manhattan distance, d m :
where P i = [x 1 , x 2 , …, x i ] is a vector representing the proportions of participants reporting each feature for a word 1 and Q i = [x 1 , x 2 , …, x i ] is a vector representing the proportions
of participants reporting each feature for a word 2. i = the number of (unique) features in the feature production norms. 
