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ABSTRACT
We consider the class A0sym(n, k) of symmetric (0, 1)-matrices with
zero trace and constant row sums k which can be identified with
the class of the adjacency matrices of k-regular undirected graphs.
In a previous paper, two partial orders, the Bruhat and the Bruhat-
graph order, have been introduced in this class. In fact, when k = 1
or k = 2, it was shown that the two orders coincide, while for k ≥ 3
the two orders are distinct. In this paper we give general properties
of minimal and maximal matrices for these orders onA0sym(n, k) and
study the minimal and maximal matrices when k = 1, 2 or 3.
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1. Introduction
For any n-by-nmatrix A = [ai,j], let A denote the n-by-nmatrix whose (r, s)-entry, with
1 ≤ r, s ≤ n, is
σr,s(A) =
r∑
i=1
s∑
j=1
aij.
Let R = (r1, . . . , rn) be a positive integral vector. We denote by A(R) the class of all n-
by-n (0, 1)-matrices whose row sum and column sum vectors are R. When ri = k, for
i = 1, . . . , n, we denoteA(R) byA(n, k).
For A1,A2 ∈ A(R), we say that A1 precedes A2 in the Bruhat order onA(R), and write
A1 B A2, if, by the entrywise order, A1 ≥ A2 . If A1 = A2, we write A1 ≺B A2. The
Bruhat order for (0, 1)-matrices in the classesA(R) is a pre-order that has been extensively
investigated [1–7].
In [3] the secondary Bruhat order was formally defined. For A1,A2 ∈ A(R), we say that
A1 precedes A2 in the secondary Bruhat order if A1 is obtained from A2 by a sequence of
interchanges
L2 =
[
0 1
1 0
]
→ I2 =
[
1 0
0 1
]
,
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that replaces a submatrix of order 2 equal to L2 by I2.
It is easy to see that, ifA1,A2 ∈ A(R) andA1 precedesA2 in the secondary Bruhat order,
then A1 B A2.
In [8], the authors studied the Bruhat and secondary Bruhat orders restricted to the class
of n-by-n symmetric (0, 1)-matrices A with zero trace and row sum vector R, denoted by
A0sym(R). This class can be identified with the class of adjacency matrices of undirected
graphs G(A) with n vertices and degree sequence R (see [8] for details).
Let A1,A2 ∈ A0sym(R). We say that A1 is obtained from A2 by a switch if A1 and A2 are
equal except in a 4-by-4 submatrix which is replaced by another matrix in three possible
ways:
FS1 :=
⎡
⎢⎢⎣
0 ∗ 0 1
∗ 0 1 0
0 1 0 ∗
1 0 ∗ 0
⎤
⎥⎥⎦↔
⎡
⎢⎢⎣
0 ∗ 1 0
∗ 0 0 1
1 0 0 ∗
0 1 ∗ 0
⎤
⎥⎥⎦ =: BS1 (1)
FS2 :=
⎡
⎢⎢⎣
0 0 1 ∗
0 0 ∗ 1
1 ∗ 0 0
∗ 1 0 0
⎤
⎥⎥⎦↔
⎡
⎢⎢⎣
0 1 0 ∗
1 0 ∗ 0
0 ∗ 0 1
∗ 0 1 0
⎤
⎥⎥⎦ =: BS2 (2)
FS3 :=
⎡
⎢⎢⎣
0 0 ∗ 1
0 0 1 ∗
∗ 1 0 0
1 ∗ 0 0
⎤
⎥⎥⎦↔
⎡
⎢⎢⎣
0 1 ∗ 0
1 0 0 ∗
∗ 0 0 1
0 ∗ 1 0
⎤
⎥⎥⎦ =: BS3 , (3)
where ∗ denotes an unspecified entry. In each of (1), (2) and (3), we say that the matrix on
the right is obtained from the matrix on the left by a forward switch, and the matrix on the
left is obtained from thematrix on the right by a backward switch. The same terminology is
used when these 4-by-4 matrices are principal submatrices of n-by-n symmetric matrices.
Let A,C ∈ A0sym(R), we say that A precedes C in the Bruhat-graph order, and we write
A BG C, if A is obtained from C by a sequence of forward switches.
The Bruhat-graph order is the restriction of the secondary Bruhat order, on A0sym(R),
[8].
It follows easily that if A1 BG A2, then A1 B A2. In [8] the authors showed that the
two orders coincide onA0sym(n, k), for k = 1, 2. We observe that if k is odd andA0sym(n, k)
is non-empty then n is even.
In this paper we identify minimal and maximal matrices for the Bruhat-graph order on
the classesA0sym(n, k) for k = 1, 2, 3. We give a complete answer when k = 1, 2 and, in the
case of minimal matrices, when k = 3. In all cases the minimal matrices for the Bruhat
and Bruhat-graph orders coincide. When k = 3 we give a class of maximal matrices for
the Bruhat-graph and Bruhat order and we conjecture that there are no maximal matrices
beyond those.
The complementary class of A0sym(n, k) is the class A0sym(n, n − k − 1). If A ∈
A0sym(n, k), we write Ac for the corresponding matrix Ac = (Jn − In) − A in the com-
plementary class A0sym(, n, n − k − 1). If A1,A2 ∈ A0sym(n, k) are such that A1 B A2
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(respectively, A1 BG A2), then Ac2 B Ac1 (respectively, Ac2 BG Ac1). Thus the problem
of identifying the minimal matrices in one of our classes is equivalent to identifying the
maximal matrices in its complementary class.
The paper is organized as follows. In Section 2 we give some general properties of min-
imal and maximal matrices for the Bruhat-graph order (and Bruhat order) on A0sym(R)
that will be crucial in identifying the extremal matrices in the classes we consider. In
Sections 3–5 we consider the problem of identifying the minimal and maximal matrices
in the classes A0sym(n, k) for k = 1, 2, 3, respectively. Finally, in Section 6, we give some
concluding remarks.
Here and throughout, we will use the following notation: given an n-by-n matrix
A, we denote the submatrix of A indexed by rows i1, . . . , ip and columns j1, . . . , js by
A[{i1, . . . , ip}; {j1, . . . , js}]. If {i1, . . . , ip} = {j1, . . . , js}, we simply write A[{i1, . . . , ip}].
For i ≥ 2, we denote by Li the i-by-i permutation matrix with 1’s on the antidiagonal
and by Ji the i-by-imatrix with all entries equal to one.
2. Properties of extremal matrices
In this subsection we present some properties of the minimal and maximal matrices for
the Bruhat-graph order onA0sym(R). Theorems 2.4 and 2.6 will be crucial in the proofs of
the results in the rest of the paper.
We first make some observations that will be useful throughout.
Remark 2.1: If A ∈ A0sym(R) is a minimal (resp. maximal) matrix for the Bruhat order
on A0sym(R), then A is a minimal (resp. maximal) matrix for the Bruhat-graph order on
A0sym(R). Moreover, if A is the unique minimal (resp. maximal) matrix for the Bruhat-
graph order on A0sym(R), then A also is the unique minimal (resp. maximal) matrix for the
Bruhat order on the same class.
Remark 2.2: Let A ∈ A0sym(R) be an n-by-n matrix, where R is a positive integral vector
of size n. Then, the following are equivalent:
• A is a minimal matrix for the Bruhat-graph order on A0sym(R);
• if A[{i, j}; {k, l}] = L2, with 1 ≤ i < j ≤ n and 1 ≤ k < l ≤ n, then i = k or j = l.
Recall that a minimal matrix for the Bruhat order on a class A(R) cannot contain a
submatrix equal to L2 [3].
The following technical result will be used in the proof of Theorem 2.4.
Lemma 2.3: Let A = [aij] be a minimal matrix for the Bruhat-graph order on A0sym(R),
where R is a non-increasing positive integral vector of size n. Let p, r, q be integers such that
either 1 ≤ p < q < r ≤ n or 1 ≤ q < r ≤ p ≤ n. Let bq and br be 0 if p = 1 and, otherwise,
be the sum of the columns of A[{1, . . . , p − 1}; {q, r}]. If bq ≤ br then apq = 1 or apr = 0.
Proof: Suppose that apq = 0 and apr = 1. Then p = r. SinceA has non-increasing column
sums and bq ≤ br, there exists j>p such that ajq = 1 and ajr = 0. Since A[{p, j}; {q, r}] =
L2 and p = q, by Remark 2.2 it follows that r = j>p, implying that 1 ≤ p < q < r ≤ n.
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By symmetry, aqr = 1. Note that aqq = 0. But then, since A has non-increasing column
sums, there should exist j′ > p, with j = j′, such that aj′q = 1 and aj′r = 0, implying that
A[{p, j′}; {q, r}] = L2, a contradiction. 
Theorem 2.4: Let A ∈ A0sym(R) be a minimal matrix for the Bruhat-graph order on
A0sym(R), where R is a non-increasing positive integral vector of size n. Let i be an integer
with 1 ≤ i ≤ (n − 1), and let Ai be the i-by-n leading submatrix of A. For k = 1, . . . , n, let
bk be the sum of the entries of the kth column of Ai. Then b1 ≥ · · · ≥ bi ≥ bi+1 − 1 and
bi+1 ≥ · · · ≥ bn.
Proof: The proof is by induction on i. If i = 1 the result follows easily from Lemma 2.3.
Now suppose that i>1 and let j be such that 1 ≤ j < n. Let b(i−1)j and b(i−1)j+1 denote the
sum of the entries in columns j and j+ 1 of the (i − 1)-by-n leading submatrix ofA. By the
induction hypothesis, b(i−1)j ≥ b(i−1)j+1 if j = i − 1, and b(i−1)j ≥ b(i−1)j+1 − 1 if j = i − 1.
If j = i − 1, i, using Lemma 2.3 in case b(i−1)j = b(i−1)j+1 , it follows that b(i)j ≥ b(i)j+1. The
inequality b(i)i ≥ b(i)i+1 − 1 follows because b(i−1)i ≥ b(i−1)i+1 . Now we show that b(i)i−1 ≥ b(i)i .
If i = 2 this inequality follows easily from Lemma 2.3. Suppose that i > 2. By the induc-
tion hypothesis, b(i−2)i−1 ≥ b(i−2)i , where b(i−2)i−1 and b(i−2)i denote the sum of the entries in
columns i−1 and i of the (i − 2)-by-n leading submatrix of A. Thus, using symmetry
and the fact that the diagonal entries of A are 0, it follows that either b(i)i−1 = b(i−2)i−1 and
b(i)i = b(i−2)i , or b(i)i−1 = b(i−2)i−1 + 1 and b(i)i = b(i−2)i + 1. In any case, b(i)i−1 ≥ b(i)i . 
Note that, in contrast with Theorem 2.4, the sum of the columns of any leading subma-
trix of a minimal matrix for the Bruhat order onA(R) [3], and on the class of symmetric
matrices in A(R) [4], is non-increasing, where R is a non-increasing positive integral
vector.
We now focus on maximal matrices. We have an analogous of Remark 2.2.
Remark 2.5: Let A ∈ A0sym(R) be an n-by-n matrix, where R is a positive integral vector
of size n. Then, the following are equivalent:
• A is a maximal matrix for the Bruhat-graph order onA0sym(R);
• if A[{i, j}; {k, l}] = I2, with 1 ≤ i < j ≤ n and 1 ≤ k < l ≤ n, then i = l or j = k.
From Theorem 2.4 and the relation between maximal and minimal matrices described
in the Introduction, we obtain the following result.
Theorem 2.6: Let A ∈ A0sym(R) be a maximal matrix for the Bruhat-graph order on
A0sym(R), where R is a non-increasing positive integral vector of size n > 2. Let i = 2, . . . , n
and let Ai be the i-by-n leading submatrix of A. For k = 1, . . . , n, let bk be the sum of the
entries of the kth column of Ai. Then, b1 ≤ · · · ≤ bi−2 ≤ bi−1 ≤ bi + 1 and bi ≤ · · · ≤ bn.
We now give some results regarding the construction of extremal matrices from smaller
matrices. The next lemma, which can be easily proved, states that the direct sum of two
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minimal matrices for the Bruhat-graph order is a minimal matrix in the corresponding
class.
Lemma 2.7: Let R1 = (r11, . . . , r1s1) and R2 = (r21, . . . , r2s2) be two non-increasing posi-
tive integral vectors such that r1s1 ≥ r21. Let A ∈ A0sym(R1) and C ∈ A0sym(R2). Then, the
following are equivalent:
• A ⊕ C is a minimal matrix for the Bruhat-graph order onA0sym((R1,R2))
• A is aminimal matrix for the Bruhat-graph order onA0sym(R1) and C is aminimal matrix
for the Bruhat order onA0sym(R2).
The next result provides another way of obtaining minimal matrices for the Bruhat-
graph order on a classA0sym(R) from minimal matrices of smaller size.
Lemma2.8: Let R1 = (r11, . . . , r1s1) andR2 = (r21, . . . , r2s2) be two vectors of non-negative
integers and let R = (r11, . . . , r1s1 + 1, r21 + 1, . . . , r2s2) be obtained by joining R2 to R1
after increasing r1s1 and r2s2 by 1. If A1 is a minimal matrix for the Bruhat-graph order on
A0sym(R1) and A2 is a minimal matrix for the Bruhat-graph order onA0sym(R2), then
A =
[
A1 A3
AT3 A2
]
, whereA3 =
⎡
⎢⎢⎢⎣
0 0 · · · 0
...
...
...
0 0 · · · 0
1 0 · · · 0
⎤
⎥⎥⎥⎦ ,
is a minimal matrix for the Bruhat-graph order onA0sym(R).
Proof: The result follows by Remark 2.2 noting that the only submatrix L2 of A not
contained in A1 nor in A2 is the one lying in rows and columns s1, s1 + 1. 
Let C and D be k-by-k and l-by-l matrices, respectively. Then their skew-direct sum is
defined as the (k + l) × (k + l)-matrix
C ⊕′ D :=
[
Okl C
D Olk
]
.
Taking into account Remark 2.5 we obtain the following.
Lemma 2.9: Let A ∈ A(n1, k) and C ∈ A0sym(n2, k). Then, the following are equivalent:
• A is a maximal matrix for the secondary Bruhat order on A(n2, k) and C is a maximal
matrix for the Bruhat-graph order onA0sym(n2, k)
• AT ⊕′ C ⊕′ A is a maximal matrix for the Bruhat-graph order onA0sym(2n1 + n2, k).
Remark 2.10: Using the definition of B, it can be easily verified that Lemmas 2.7, 2.8
and 2.9 remain valid if Bruhat-graph order and secondary Bruhat order are replaced by
Bruhat order.
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3. Extremal matrices onA0sym(n, 1)
A matrix A ∈ A0sym(n, 1) is a symmetric permutation matrix of order n with zero trace.
Hence n is even, A is the adjacency matrix of the union of the complete graphs K2, and A
is a product of disjoint transpositions.
In [8], it is shown that the Bruhat and Bruhat-graph order coincide on the class
A0sym(n, 1).
Theorem 3.1: Let n ≥ 2 be an even integer. Then L := L2 ⊕ L2 ⊕ · · · ⊕ L2 is the unique
minimal matrix for the Bruhat order onA0sym(n, 1), and Ln is the unique maximal matrix.
Proof: LetB ∈ A0sym(n, 1). Let i, j ∈ {1, . . . , n}. If either i = j or i = j is even, then σij(L) =
min{i, j} and, thus, σij(B) ≤ σij(L). If i = j is odd, then σij(L) = i − 1, which, since i is odd,
is the maximum number of 1’s possible for an i-by-i principal submatrix of a matrix in
A0sym(n, 1). Thus, in this case we also have σii(B) ≤ σii(L). We then have L B B. Hence, L
is the unique minimal matrix.
In [3] it was mentioned that Jn − Ln is the unique minimal matrix inA(n, n − 1). From
a comment in [1], it follows that Ln is the unique maximal matrix for the Bruhat order on
A(n, 1). Since Ln ∈ A0sym(n, 1), it follows that Ln is the unique maximal matrix. 
4. Extremal matrices onA0sym(n, 2)
A matrix A ∈ A0sym(n, 2) is the adjacency matrix of the union of cycles. If n = 3, then
Asym(3, 2) contains a unique matrix, which is the adjacency matrix of a cycle with 3
vertices. A matrix inA0sym(4, 2) is the adjacency matrix of a cycle with 4 vertices.
In [8], it is shown that the Bruhat and Bruhat-graph order coincide on the class
A0sym(n, 2).
4.1. Minimalmatrices
The next result describes the minimal matrices for the Bruhat order onA0sym(n, 2). In par-
ticular, it follows that for 3 ≤ n ≤ 6, there is a unique minimal matrix for the Bruhat order
onA0sym(n, 2).
Theorem 4.1: Let n ≥ 3 be an integer. A matrix in A0sym(n, 2) is a minimal matrix for the
Bruhat-graph order onA0sym(n, 2) if and only if it is a direct sum of the matrices
M1 =
[0 1 1
1 0 1
1 1 0
]
, M2 =
⎡
⎣0 1 1 01 0 0 1
1 0 0 1
0 1 1 0
⎤
⎦ , M3 =
⎡
⎢⎣
0 1 1 0 0
1 0 0 1 0
1 0 0 0 1
0 1 0 0 1
0 0 1 1 0
⎤
⎥⎦ .
Proof: The matricesM1,M2 andM3 are the unique matrices that are obtained by applica-
tion of Remark 2.2 and Theorem 2.4 and that cannot be written as direct sums of smaller
matrices. By Remark 2.2, they are minimal for the Bruhat-graph order. Now the claim
follows from Lemma 2.7. 
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Note that any integer n ≥ 3 can be written as 3p + 4q + 5r, for some non-negative
integers p, q, r.
4.2. Maximalmatrices
We next describe the maximal matrices for the Bruhat order onA0sym(n, 2).
Theorem 4.2: Let n ≥ 3 be an integer. A matrix inA0sym(n, 2) is a maximal matrix for the
Bruhat-graph order onA0sym(n, 2) if and only if it is of the form
A1 ⊕′ · · · ⊕′ Ar ⊕′ Ar ⊕′ · · · ⊕′ A1, r ≥ 1,
or
A1 ⊕′ · · · ⊕′ Ar ⊕′ B ⊕′ Ar ⊕′ · · · ⊕′ A1, r ≥ 0,
where Ai ∈ {M1, J2}, i = 1, . . . , r and B ∈ {M1,M4}, with
M1 =
⎡
⎣0 1 11 0 1
1 1 0
⎤
⎦ and M4 =
⎡
⎢⎢⎢⎢⎣
0 0 0 1 1
0 0 1 0 1
0 1 0 1 0
1 0 1 0 0
1 1 0 0 0
⎤
⎥⎥⎥⎥⎦ .
Proof: By Remark 2.5, the matrices M1 and M4 are maximal for the Bruhat-graph order.
On the other hand, the matrix J2 and M1 are maximal for the secondary Bruhat order.
Using Lemma 2.9, the claimed skew-direct sum of them is maximal for the Bruhat-graph
order.
Conversely, suppose that A is a maximal matrix for the Bruhat order on A0sym(n, 2).
Then, by Theorem 2.6, A has the form
A =
⎡
⎢⎢⎢⎢⎢⎢⎣
0 0 0 · · · 0 1 1
0 0
0
1
1
⎤
⎥⎥⎥⎥⎥⎥⎦
.
Case (1) Suppose that a2,n = 1.
Case (1.1) Suppose that a2,n−1 = 1. Thus,A = J2 ⊕′ A′ ⊕′ J2, for some (possibly empty)
matrix A′ which, by Theorem 2.9, is maximal for the Bruhat order onA0sym(n − 4, 2).
Case (1.2) Suppose that a2,n−1 = 0. If n = 3, then A = M1. Now suppose that n > 3.
Then
A =
⎡
⎢⎢⎢⎢⎢⎢⎣
0 1 1
1 0 1
0 1
1 0
1 1
⎤
⎥⎥⎥⎥⎥⎥⎦
.
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Case (1.2.1) Suppose that a3,n−1 = 1. If n = 5 then
A =
⎡
⎢⎢⎢⎢⎣
0 0 0 1 1
0 0 1 0 1
0 1 0 1 0
1 0 1 0 0
1 1 0 0 0
⎤
⎥⎥⎥⎥⎦ = M4.
If n>5 then a3,n−2 = 1, otherwise A[{2, 3, n − 2, n − 1}] would have the form BS1 . Thus,
A =
⎡
⎣ 0 1 11 0 1
1 1 0
⎤
⎦⊕′ A′ ⊕′
⎡
⎣ 0 1 11 0 1
1 1 0
⎤
⎦ = M1 ⊕′ A′ ⊕′ M1,
for some (possibly empty) matrix A′ which, by Theorem 2.9, is maximal for the Bruhat
order onA0sym(n − 6, 2).
Case (1.2.2) Suppose that a3,n−1 = 0. Then, n>6 and
A =
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
0 0 1 1
0 1 0 1
1 1 0 0 0
1
0 1
0 1 0
1 0 0
1 1 0
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
.
Therefore, there is p>3 such that ap,n−1 = 1. If p = n − 2, then ap,n−2 = 1, as otherwise
A[{2, p, n − 2, n − 1}] would have the form BS1 . Analogously, if p = n − 3, then ap,n−3 =
1, and if p = n − 4, then ap,n−4 = 1. Then row p has more than 2 ones, a contradiction.
Case (2) Suppose that a2,n = 0. Then, n>5 and
A =
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
0 1 1
1 1 0 0
1
0 1
1 0
1 0
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
.
Then, there is p>2 such that ap,n−1 = 1. If p = n − 2, then ap,n−2 = 1, as otherwise
A[{2, p, n − 2, n − 1}] would have the form BS1 . Analogously, if p = n − 3, then ap,n−3 =
1. Since row p has exactly 2 ones, it follows that p ∈ {n − 2, n − 3}. If p = n−2 then
ap,n−3 = 1. Since ap,n−1 = 1 and ap,2 = a2,p = 1, row p would have more than 2 ones,
LINEAR ANDMULTILINEAR ALGEBRA 9
a contradiction. Analogously, if p = n−3 then ap,n−2 = 1. Since ap,n−1 = 1 and ap,2 =
a2,p = 1, row p would have more than 2 ones, a contradiction. 
Example 4.3: Let n = 8. Then n = 3+ 5 = 4+ 4. By Theorem 4.1 there are then three
minimal matrices for the Bruhat order onA0sym(8, 2) :M2 ⊕ M2,M1 ⊕ M3 andM3 ⊕ M1.
There is a unique maximal matrix for the Bruhat order on A0sym(8, 2), namely
D = J2 ⊕′ J2 ⊕′ J2 ⊕′ J2.
In fact, thematrixC = J2 ⊕ J2 ⊕ J2 ⊕ J2 is the uniqueminimalmatrix for the Bruhat order
on A(8, 2) [2]. Thus, L8C = D is the unique maximal matrix on A(8, 2) and hence the
unique maximal matrix onA0sym(8, 2).
5. Extremal matrices onA0sym(n, 3)
In this section we describe the minimal matrices and a class of maximal matrices for the
Bruhat-graph order onA0sym(n, 3), n ≥ 4. Note that in this case n is even.
5.1. Minimalmatrices
In Theorem 5.3, we describe the minimal matrices for the Bruhat-graph order on
A0sym(n, 3). We make use of the following six matrices:
X =
⎡
⎢⎢⎣
0 1 1 1
1 0 1 1
1 1 0 1
1 1 1 0
⎤
⎥⎥⎦ , Y =
⎡
⎢⎢⎢⎢⎢⎢⎣
0 1 1 1 0 0
1 0 1 0 1 0
1 1 0 0 0 1
1 0 0 0 1 1
0 1 0 1 0 1
0 0 1 1 1 0
⎤
⎥⎥⎥⎥⎥⎥⎦
,
H =
⎡
⎢⎢⎢⎢⎢⎢⎣
0 1 1 0 0 0
1 0 1 1 0 0
1 1 0 0 1 0
0 1 0 0 1 1
0 0 1 1 0 1
0 0 0 1 1 0
⎤
⎥⎥⎥⎥⎥⎥⎦
,
E =
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎣
0 1 1 1 0 0 0
1 0 1 1 0 0 0
1 1 0 0 1 0 0
1 1 0 0 0 1 0
0 0 1 0 0 1 1
0 0 0 1 1 0 1
0 0 0 0 1 1 0
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎦
, F =
⎡
⎢⎢⎢⎢⎣
0 1 1 1 0
1 0 1 1 0
1 1 0 0 1
1 1 0 0 1
0 0 1 1 0
⎤
⎥⎥⎥⎥⎦ ,
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G =
⎡
⎢⎢⎣
0 1 1 0
1 0 1 1
1 1 0 1
0 1 1 0
⎤
⎥⎥⎦ .
We also consider the i-by-imatrices
Ki =
⎡
⎢⎢⎢⎣
0 0 · · · 0
...
...
...
0 0 · · · 0
1 0 · · · 0
⎤
⎥⎥⎥⎦ .
If the order of Ki is clear from the context, we write just K instead of Ki.
Proposition 5.1: The matrices X, Y, E, F, G and H are minimal for the Bruhat order, and,
therefore, for the Bruhat-graph order, on their corresponding classesA0sym(R).
Proof: The result can be easily verified by assuming that, for each A ∈ {X,Y ,E, F,G,H},
there is a matrix B ∈ A0sym(R) such that B ≺B A and using the definition of ≺B in order to
get a contradiction. 
To characterize the minimal matrices inA0sym(n, 3), we first prove the following lemma.
Lemma 5.2: Let A ∈ A0sym(n, 3) be a minimal matrix for the Bruhat-graph order on
A0sym(n, 3) of the form
A =
[
A1 K
KT B
]
, (4)
where A1 is square. Then either B = B1 ⊕ B2,with B1 ∈ {L7EL7, L5FL5} (B2 may be empty),
or
B =
[
C1 K
KT C2
]
,
with C1 ∈ {G,H}.
Proof: Suppose that A ∈ A0sym(n, 3) is a minimal matrix for the Bruhat-graph order on
A0sym(n, 3) as in (4). Let B = [bij]. By Theorem 2.4 and symmetry,
B =
⎡
⎢⎢⎢⎢⎣
0 1 1 0
1 0
1
0
⎤
⎥⎥⎥⎥⎦ .
Case (1) Suppose that b23 = 0.
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Case (1.1) Suppose that b34 = 0. Then, by Theorem 2.4,
B =
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
0 1 1
1 0 0 1 1
1 0 0 0 0 1 1
1 0 0
0 1 0
1
1
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
.
Moreover, b4,6 = b4,7 = b5,6 = b5,7 = 1, as otherwise, for i ∈ {4, 5}, j ∈ {6, 7}, B[{2, 3, i, j}]
would have the form FS2 . Thus,
B =
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎣
0 1 1
1 0 0 1 1
1 0 0 0 0 1 1
1 0 0 0 1 1
0 1 0 0 0 1 1
1 1 1 0 0
1 1 1 0 0
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎦
,
a contradiction since B[{4, 5, 6, 7}] has the form FS2 .
Case (1.2) Suppose that b34 = 1.
Case (1.2.1) Suppose that b3,5 = 1. Then, by Theorem 2.4,
B =
⎡
⎢⎢⎢⎢⎣
0 1 1
1 0 0 1 1
1 0 0 1 1
1 1 0
0 1 1 0
⎤
⎥⎥⎥⎥⎦ .
Note that b45 = 1, otherwise B[{2, 3, 4, 5}] has the form FS2 . Thus, by symmetry, it follows
that B = (L5FL5) ⊕ B2, for some matrix B2 (possibly empty).
Case (1.2.2) Suppose that b3,5 = 0. Then, by Theorem 2.4,
B =
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎣
0 1 1
1 0 0 1 1
1 0 0 1 0 1
1 1 0
0 1 0
1
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎦
.
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Moreover, b46 = 1, as otherwise B[{2, 3, 4, 6}] has the form FS2 . Thus,
B =
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎣
0 1 1
1 0 0 1 1
1 0 0 1 0 1
1 1 0 0 1
0 1 0 0 0
1 1 0
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎦
,
a contradiction since B[{2, 3, 4, 5}] has the form FS3 .
Case (2) Suppose that b23 = 1. We have, by Theorem 2.4,
B =
⎡
⎢⎢⎢⎢⎣
0 1 1
1 0 1 1
1 1 0
1
⎤
⎥⎥⎥⎥⎦ .
Case (2.1) Suppose that b34 = 1. Then
B =
⎡
⎢⎢⎢⎢⎢⎢⎣
0 1 1
1 0 1 1
1 1 0 1
1 1 0 1
1
⎤
⎥⎥⎥⎥⎥⎥⎦
=
[
G K
KT C2
]
,
for some matrix C2.
Case (2.2) Suppose that b34 = 0. Then b46 = 1. Moreover, b56 = 1, otherwise
B[{3, 4, 5, 6}] has the form FS2 . Thus,
B =
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎣
0 1 1
1 0 1 1 0
1 1 0 0 1
1 0 0 1
0 1 0 1
1 1 0
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎦
.
Case (2.2.1) Suppose that b45 = 0. Then
B =
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎣
0 1 1
1 0 1 1 0
1 1 0 0 1
1 0 0 0 1 1
0 1 0 0 1 1
1 1 0
1 1 0
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎦
.
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We have b76 = 1, otherwise B[{4, 5, 6, 7}] has the form FS2 . Thus, B = L7EL7 ⊕ B2, for
some matrix B2 (possibly empty).
Case (2.2.2) Suppose that b45 = 1. Then b56 = 1, otherwise B[{3, 4, 5, 6}] has the form
FS2 . Thus,
B =
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
0 1 1
1 0 1 1 0
1 1 0 0 1
1 0 0 1 1
0 1 1 0 1
1 1 0 1
1
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
=
[
H K
KT C2
]
,
for some matrix C2. 
Theorem 5.3: Let n ≥ 4 be an even integer. Then, a matrix in A0sym(n, 3) is a minimal
matrix for the Bruhat-graph order onA0sym(n, 3) if and only if it is a direct sum of thematrices
X, Y, and
Z(B1,C1, . . . ,Cp,B2) =
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎣
B1 K 0
KT C1 K
KT C2
. . .
. . . . . . K
KT Cp K
0 KT B2
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎦
, p ≥ 0,
where B1 ∈ {E, F}, B2 ∈ {L7EL7, L5FL5},Ci ∈ {G,H}, i = 1, . . . , p.
Proof: If A is a matrix of the claimed form, then by Proposition 5.1, Lemmas 2.7 and 2.8,
it follows that A is minimal inA0sym(n, 3).
Now we prove the converse. Let A = [ai,j] be a minimal matrix for the Bruhat order on
A0sym(n, 3). By Theorem 2.4, A has the form
⎡
⎢⎢⎢⎢⎢⎢⎣
0 1 1 1 0
1 0
1
1
0
⎤
⎥⎥⎥⎥⎥⎥⎦
.
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Case (1) Suppose that a2,3 = 0. By Theorem 2.4 and symmetry,
A =
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎣
0 1 1 1 0
1 0 0 0 1 1
1 0 0
1 0
0 1
1
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎦
.
By Theorem 2.4, we have a43 = 0 and, by symmetry, a34 = 0. Then, using similar argu-
ments, we obtain
A =
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
0 1 1 1 0
1 0 0 0 1 1
1 0 0 0 0 0 1 1
1 0 0 0
0 1 0
1 0
1
1
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
.
We have a7,5 = 1 and a7,6 = 1, otherwise A[{2, 3, 5, 7}] or A[{2, 3, 6, 7} has the form FS2 .
Similarly, a8,5 = 1 and a8,6 = 1, otherwise A[{2, 3, 5, 8}] or A[{2, 3, 6, 8}] has the form FS2 .
Therefore, by symmetry,
A =
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
0 1 1 1 0
1 0 0 0 1 1
1 0 0 0 0 0 1 1
1 0 0 0
0 1 0 0 1 1
0 1 0 0 1 1
0 0 1 1 1 0
0 0 1 1 1 0
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
.
Since rows 5 to 8 and column 5 already have three 1’s, there exists l>8 such that al4 = 1
and al5 = 0. Then A[{2, 4, 5, l}] has the form FS2 .
Case (2) Suppose that a2,3 = 1. Then,
A =
⎡
⎢⎢⎢⎢⎢⎢⎣
0 1 1 1 0
1 0 1
1 1 0
1
0
⎤
⎥⎥⎥⎥⎥⎥⎦
.
Case (2.1) Suppose that a24 = 1.
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Case (2.1.1) Suppose that a34 = 1. Then, using symmetry,
A =
⎡
⎢⎢⎣
0 1 1 1
1 0 1 1
1 1 0 1
1 1 1 0
⎤
⎥⎥⎦⊕ A′ = X ⊕ A′,
for some A′ ∈ A0sym(n − 4, 3).
Case (2.1.2) Suppose that a34 = 0. Then, by Theorem 2.4 and symmetry,
A =
⎡
⎢⎢⎢⎢⎢⎢⎣
0 1 1 1 0
1 0 1 1 0
1 1 0 0 1
1 1 0 0
0 0 1
⎤
⎥⎥⎥⎥⎥⎥⎦
.
Case (2.1.2.1) Suppose that a45 = 1. Then,
A =
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎣
0 1 1 1 0
1 0 1 1 0
1 1 0 0 1
1 1 0 0 1
0 0 1 1 0 1
1
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎦
.
By repeated applications of Lemma 5.2, we conclude that A = Z(F, . . .) ⊕ A′, for some A′
(possibly empty).
Case (2.1.2.2) Suppose that a45 = 0. Then,
A =
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎣
0 1 1 1 0 0
1 0 1 1 0 0
1 1 0 0 1 0
1 1 0 0 0 1
0 0 1 0 0
0 1
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎦
.
Therefore, a56 = 1, otherwise A[{3, 4, 5, 6}] has the form FS2 . Thus, by Theorem 2.4 and
symmetry,
A =
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎣
0 1 1 1 0 0
1 0 1 1 0 0
1 1 0 0 1 0
1 1 0 0 0 1
0 0 1 0 0 1 1
1 1 0
1
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎦
.
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We have a76 = 1, otherwise A[{4, 5, 6, 7}] has the form FS2 . Thus, by symmetry,
A =
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
0 1 1 1 0 0
1 0 1 1 0 0
1 1 0 0 1 0
1 1 0 0 0 1
0 0 1 0 0 1 1
0 0 1 1 0 1
1 1 0 1
1
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
.
Then, by repeated applications of Lemma 5.2, we conclude that A = Z(E, . . .) ⊕ A′, for
some A′ (possibly empty).
Case (2.2) Suppose that a24 = 0. Then, by Theorem 2.4 and symmetry,
A =
⎡
⎢⎢⎢⎢⎢⎢⎣
0 1 1 1 0
1 0 1 0 1
1 1 0
1 0
0 1
⎤
⎥⎥⎥⎥⎥⎥⎦
.
If a34 = 1, then a35 = 0 and A[{2, 3, 4, 5}] has the form FS1 . Thus, a34 = 0 and, by
Theorem 2.4 and symmetry, A has the form
A =
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎣
0 1 1 1 0
1 0 1 0 1
1 1 0 0 0 1
1 0 0 0
0 1 0
1
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎦
.
Case (2.2.1) Suppose that a45 = 1. Then a46 = 1, otherwiseA[{3, 4, 5, 6}] has the form FS1 .
Thus, by symmetry,
A =
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎣
0 1 1 1 0
1 0 1 0 1
1 1 0 0 0 1
1 0 0 0 1 1
0 1 0 1 0
1 1
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎦
.
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We have a56 = 1, otherwise A[{2, 4, 5, 6}] has the form FS2 . Therefore,
A =
⎡
⎢⎢⎢⎢⎢⎢⎣
0 1 1 1 0 0
1 0 1 0 1 0
1 1 0 0 0 1
1 0 0 0 1 1
0 1 0 1 0 1
0 0 1 1 1 0
⎤
⎥⎥⎥⎥⎥⎥⎦
⊕ A′ = Y ⊕ A′,
for some A′ ∈ A0sym(n − 6, 3).
Case (2.2.2) Suppose that a45 = 0. Then, by Theorem 2.4 and symmetry,
A =
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
0 1 1 1 0
1 0 1 0 1
1 1 0 0 0 1
1 0 0 0 0 0 1 1
0 1 0 0 0
1 0
1
1
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
.
We have a57 = a58 = 1, otherwise A[{2, 4, 5, 7}] or A[{2, 4, 5, 8}] has the form FS2 . Simi-
larly, a67 = a68 = 1, otherwise A[{3, 4, 6, 7}] or A[{3, 4, 6, 8}] has the form FS2 . Thus,
A =
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
0 1 1 1 0 0 0 0
1 0 1 0 1 0 0 0
1 1 0 0 0 1 0 0
1 0 0 0 0 0 1 1
0 1 0 0 0 0 1 1
0 0 1 0 0 0 1 1
0 0 0 1 1 1 0 0
0 0 0 1 1 1 0 0
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
.
Since A[{4, 6, 7, 8}] has the form FS3 , we obtain a contradiction. 
Using Proposition 5.1 and the Remark 2.10 we obtain the following.
Corollary 5.4: If A is a matrix of the form described in Theorem 5.3, A is minimal for the
Bruhat order on A0sym(n, 3). Consequently, the minimal matrices for the Bruhat order and
for the Bruhat-graph order onA0sym(n, 3) are the same.
5.2. Maximalmatrices
We next give a class of maximal matrices for the Bruhat-graph order on A0sym(n, 3). We
conjecture that there are no other maximal matrices beyond these.
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The matrix A ∈ A(n, 3) is maximal for the Bruhat order onA(n, 3) if and only if LnA is
minimal for the Bruhat order onA(n, 3). Thus, taking into account Theorem 3.3 in [1], the
maximal matrices for the Bruhat order onA(n, 3) are the skew-direct sums of J3, J4 − I4,
W = L5V =
⎡
⎢⎢⎢⎢⎣
0 0 1 1 1
0 1 0 1 1
1 0 0 1 1
1 1 1 0 0
1 1 1 0 0
⎤
⎥⎥⎥⎥⎦
W′ = L5VT , and Qi = Li+6Ui, i ≥ 1, where, for i ≥ 1, Ui is the matrix in AS(i + 6, 3)
defined by
Ui :=
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
1 1 1 0
1 1 1 0
1 1 0 1
0 0 1 1 1
. . . . . . . . .
1 1 1 0 0
1 0 1 1
0 1 1 1
0 1 1 1
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
.
In particular,
U1 =
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎣
1 1 1 0 0 0 0
1 1 1 0 0 0 0
1 1 0 1 0 0 0
0 0 1 1 1 0 0
0 0 0 1 0 1 1
0 0 0 0 1 1 1
0 0 0 0 1 1 1
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎦
.
We will use the following additional matrices:
Z =
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
0 0 0 0 0 1 1 1
0 0 0 0 0 1 1 1
0 0 0 1 1 0 0 1
0 0 1 0 1 0 1 0
0 0 1 1 0 1 0 0
1 1 0 0 1 0 0 0
1 1 0 1 0 0 0 0
1 1 1 0 0 0 0 0
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
, Z′ =
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
0 0 0 0 0 1 1 1
0 0 0 0 1 0 1 1
0 0 0 1 0 0 1 1
0 0 1 0 1 1 0 0
0 1 0 1 0 1 0 0
1 0 0 1 1 0 0 0
1 1 1 0 0 0 0 0
1 1 1 0 0 0 0 0
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
.
The following result can be easily verified using the definition of ≺B.
Proposition 5.5: The matrices Z and Z′ are maximal for the Bruhat order on A0sym(8, 3)
and, therefore, for the Bruhat-graph order.
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The next result describes maximal matrices for the Bruhat-graph order onA0sym(n, 3).
Proposition 5.6: Let n ≥ 4 be an even integer. A matrix inA0sym(n, 3) is a maximal matrix
for the Bruhat-graph order onA0sym(n, 3) if it is of the form
AT1 ⊕′ · · · ⊕′ ATr ⊕′ Ar ⊕′ · · · ⊕′ A1, r ≥ 1,
or
AT1 ⊕′ · · · ⊕′ ATr ⊕′ B ⊕′ Ar ⊕′ · · · ⊕′ A1, r ≥ 0,
where Ai ∈ {J3, J4 − I4,W,W′, Qj(j ≥ 1)}, i = 1, . . . , r, and B ∈ {J4 − I4, Z, Z′}.
Proof: By Remark 2.5, the matrices J4 − I4, Z and Z′ are maximal for the Bruhat-graph
order. The matrices J3, J4 − I4, W, W′ and Qj, with j ≥ 1 are maximal for the secondary
Bruhat order. Using Lemma 2.9, the claimed skew-direct sum of them is maximal for the
Bruhat-graph order. 
Using Proposition 5.5 and Remark 2.10, we obtain maximal matrices for the Bruhat
order onA0sym(n, 3).
Corollary 5.7: If A is a matrix of the form described in Proposition 5.6, A is maximal for the
Bruhat order onA0sym(n, 3).
We conjecture that J4 − I4, Z, Z′ are the only maximal matrices for the Bruhat-graph
order on a classA0sym(n, 3) that cannot be written as skew-direct sums of smaller matrices.
In this case, taking into account Proposition 5.5, they are the only maximal matrices for
the Bruhat order on a classA0sym(n, 3)with this property. Thus, if our conjecture holds, the
maximalmatrices for the Bruhat-graph order and Bruhat order onA0sym(n, 3) coincide and
are precisely the matrices given in Proposition 5.6.
6. Conclusion
We have studied the minimal and maximal matrices for the Bruhat and Bruhat-graph
orders on the class of symmetric (0, 1)-matrices with zero trace and a fixed row sum vec-
tor. We have given necessary conditions that should be satisfied by minimal and maximal
matrices for these orders. In particular, we have shown that a minimal (maximal) matrix
for the Bruhat-graph order may contain an anti-identity (identity) matrix of size 2 only if
one of the zeros is on the main diagonal.
In the class of symmetric (0, 1)-matrices with zero trace and constant row sum k, we
characterized all the minimal matrices when k = 1, 2, 3. We also presented the maximal
matrices for k = 1, 2 and gave a class of such matrices for k = 3 which we conjecture
that includes all maximal matrices. In general, it may not be possible to characterize
the extremal matrices for general A0sym(n, 4) in any satisfactory way. The following two
examples give minimal matrices forA0sym(2k, k) andA0sym(12, 4).
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Example 6.1: The following is a minimal matrix forA0sym(2k, k)
[
Jk − Ik Ik
Ik Jk − Ik
]
.
Example 6.2: The following is a minimal matrix forA0sym(12, 4)
D =
⎡
⎢⎢⎢⎢⎣
0 1 1 1 1
1 0 1 1 1]
1 1 0 1 1
1 1 1 0 1
1 1 1 1 0
⎤
⎥⎥⎥⎥⎦⊕
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎣
0 1 1 1 1 0 0
1 0 1 1 1 0 0
1 1 0 0 0 1 1
1 1 0 0 0 1 1
1 1 0 0 0 1 1
0 0 1 1 1 0 1
0 0 1 1 1 1 0
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎦
.
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