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ullte er meinen Geist mit hochstrebenden Gedanken und dem eifrigen Verlangen, alles
Wissenswerte zu erlernen, indem er mir bewies, dass es keine bessere Vorbereitung f

ur groe Unternehmungen
g

abe als eine

uber die gew

ohnlichen Kenntnisse des Seemanns gehende Bildungsstufe, und da Unwissenheit
dem Menschen immer nur eine niedrige Stellung anweise, w

ahrend Wissenschaft die erste Sprosse zur Leiter
des Ruhmes bilde. ..., so da ich fest entschlossen war, all das von Grund aus zu lernen, um mich zu einem
vollkommenen Seemann zu machen."
(aus: Daniel Defoe, 1660-1731, \Die Abenteuer des Kapit

ans Singleton".)
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5Zusammenfassung
Die vorliegende Arbeit befasst sich mit zwei Verfahren der Integration von H

oheninformation und Digitalen
Situationsmodellen (DSM) im Kontext von Geographischen Informationssystemen (GIS). Der Schwerpunkt der
Arbeit liegt zwecks Kompatibilit

atmit bestehenden Datens

atzen auf der Ber

ucksichtigung der heute verf

ugbaren
2.5D-Geobasisdaten, d. h. den Digitalen Gel

andemodellen (DGM) und den DSM des Amtlichen Topographisch-
Kartographischen Informationssystems (ATKIS). Aus diesem Grund werden bei eigenen Untersuchungen aus-
schlielich 2.5D-Ans

atze der integrierten Modellierung betrachtet und 3D-Verfahren nur als m

ogliche Erwei-
terungen diskutiert. Es wird zum einen ein 2.5D-Verfahren entwickelt, das eine Verallgemeinerung der in der
Praxis

ublichen Integration von H

oheninformation mittels H

ohenschichtobjekten darstellt. Es handelt sich um
das Verfahren der attributiven Integration auf der Grundlage von Polynom

achenobjekten. Hierbei wird einem


achenhaften Objekt eine Anzahl von PolynomkoeÆzienten zugewiesen, mit denen das Relief innerhalb des
Objektes approximiert wird. Durch die Standard-GIS-Operation der Verschneidung ist eine Zuweisung dieser
Form von attributiver H

oheninformation m

oglich. Zum anderen handelt es sich um das Verfahren der Integra-
tion von DGM und DSM auf der Basis von Triangulationen (triangulated irregular networks, TIN), bei dem


achenhaften Objekten jeweils eine Anzahl von Dreiecken in einem integrierten Modell zur Beschreibung ihrer
Ober

achenform zugewiesen wird. F

ur punkt- bzw. linienhafte Objekte erfolgt diese entsprechend durch die
Zuweisung von Knoten bzw. Kanten des integrierten Modells.
Die Modellierung des Reliefs mit Polynom

achenobjekten umfasst zwei Teilaspekte. Zum einen m

ussen die
Objekte geometrisch gebildet werden, zum anderen m

ussen die Polynomparameter berechnet werden. Es werden
Verfahren aus der Geomorphologie (punktbasierte Ober

achengraphen, d. h. Pfaltz-Graphen sowie klassizierte
Reliefparameter) und Hydrologie (Einzugsgebiete mittels Wasserscheidentransformation) f

ur die Extraktion von
Maschen aus dem Relief als Grundlage f

ur die geometrische Bildung von Polynom

achenobjekten diskutiert. Es
zeigt sich, dass diese nur bedingt f

ur eine Modellierung des Reliefs unter Ber

ucksichtigung von Qualit

atskriterien
geeignet sind. Daher wird in der Arbeit ein konzeptionelles Verfahren entwickelt, das nach der Methode des re-
gion-growing Polynom

achenobjekte aus einem unregelm

aigen DGM extrahieren kann. Die Implementierung
erfolgt f

ur ein Quadratgitter-DGM.
Die Berechnung der Polynomparameter basiert auf den Methoden der Ausgleichungsrechnung. An den Grenzen
der Polynom

achenobjekte kommt es verfahrensbedingt zwischen den Polynom

achen, die durch die adjazenten
Objekte gebildet werden, zu Unstetigkeiten bzw. Diskontinuit

aten. Diese k

onnen erhebliche Ausmae anneh-
men. Es werden verschiedene Verfahren untersucht, wie die Diskontinuit

aten durch die Ausgleichung beeinusst
werden k

onnen. Die Verfahren k

onnen in die Kategorien lokale und globale Ausgleichungen oder vermittelnde
Ausgleichungen mit Bedingungen zwischen den Unbekannten und vermittelnde Ausgleichungen mit zus

atzlichen
Beobachtungen untergliedert werden. Aus Gr

unden der L

osbarkeit der Gleichungssysteme und der Favorisierung
einer gleichm

aigen St

utzung der Polynom

achen sind Ausgleichungen, welche Bedingungen einf

uhren, nicht
allgemein einsetzbar.
W

ahrend lokale Verfahren nur einzelne Objekte in der Ausgleichung betrachten, werden f

ur globale Vorge-
hensweisen Beziehungen zwischen adjazenten Objekten modelliert. Globale Verfahren sind aus praktischen und
theoretischen Gr

unden f

ur die Berechnung von Polynomparametern nicht geeignet. Bei lokalen Verfahren k

onnen
entweder zus

atzliche Beobachtungen in den Punkten und Knoten des Objektumrings in die Ausgleichung ein-
gef

uhrt werden, oder innerhalb eines zu bildenden Puers um das Objekt werden weitere Beobachtungen, die
bereits im Gebiet der adjazenten Objekte liegen, verwendet. Es zeigt sich, dass das Verfahren mit einer Puerung
der Objekte die geeignetere Vorgehensweise ist, da sie eine gleichm

aige St

utzung der Polynome sowohl inner-
halb der Objekte als auch in deren kritischen Randbereichen gew

ahrleistet. Mit diesen Erkenntnissen wird ein
Verfahren vorgestellt, das Polynom

achenobjekte aus einem Quadratgitter-DGM extrahiert und die Polynom-
parameter unter Verwendung einer Puerung berechnet. Durch dieses Verfahren werden bei den verwendeten
Testgebieten die Diskontinuit

aten bis zum Gr

oenbereich der Residuen verringert. Das Relief wird in diesem
Sinn homogen modelliert. Bei den Tests konnte das Relief mit einer absoluten Approximationsgenauigkeit von
ein bis mehreren Dekametern modelliert werden, die durchschnittliche Approximationsgenauigkeit lag i. Allg.
6 Zusammenfassung
in der Gr

oenordnung von einigen Dezimetern. Aspekte der attributiven Integration der H

oheninformation mit
anderen 

achenhaften Objekten werden diskutiert.
Um eine Integration von Geobasisdaten-DGM und -DSMmittels Triangulation zu erm

oglichen, muss das Gitter-
DGM aus den Geobasisdatens

atzen, das um Strukturinformation erg

anzt sein kann, trianguliert werden. F

ur die
Triangulation von unregelm

aigen Punkthaufen gibt es etablierte und eÆziente Verfahren. Speziell f

ur den Fall,
dass ein mit Strukturinformation erg

anztes Quadratgitter-DGM trianguliert werden soll, kann ein Algorithmus
eÆzienter als die bestehenden Verfahren implementiert werden, indem die im Gitter implizit vorhandene Topo-
logie genutzt wird. Die Triangulation erfolgt in drei Stufen. In der ersten Stufe wird das Gitter unter Nutzung
seiner Topologie durch einfache Indexberechnungen vermascht. In der zweiten Stufe werden die St

utzpunkte
der Strukturinformation eingef

ugt. Die Suche nach den Einf

ugeorten erfolgt mittels Bestimmung eines nahen
Dreiecks und anschlieender topologischer Suche. Bei der Wahl des nahen Dreiecks wird die Topologie des Git-
ters ebenfalls vorteilhaft einbezogen. Die eigentliche Integration der Sollverbindungen als dritte Stufe basiert
auf bestehenden Verfahren, es sind jedoch geometrische Sonderf

alle zu ber

ucksichtigen.
Bei der initialen Gittervermaschung ist der Fall zu l

osen, in welcher Richtung die Diagonale in einer Gitter-
zelle gelegt werden soll. Dies stellt einen neutralen Fall der f

ur DGM-TIN h

aug verwendeten Delaunay-
Triangulation dar. In jeder Gitterzelle sind vier Punkte kozirkul

ar. Es werden verschiedene Ans

atze untersucht,
wie das Delaunay-Kriterium im neutralen Fall unter Ber

ucksichtigung der Gitterpunkth

ohen erg

anzt werden
kann. Diese ber

ucksichtigen das Volumen unter der Ober

ache bzw. das Dierenzvolumen zu einer bilinearen
Fl

ache, den Ober

acheninhalt, die r

aumliche L

ange der Diagonalen sowie die lokale Rauhigkeit der Ober

ache,
die von den Neigungen der Dreiecke innerhalb einer Gitterzelle abh

angt.
Es wird bewiesen, dass f

ur Quadratgitter das Kriterium der Minimierung bzw. Maximierung des Ober

achen-
inhaltes dem Kriterium der Maximierung bzw. Minimierung der lokalen Rauhigkeitsdierenz entspricht. Auch
f

ur die vorgestellten Kriterien existieren neutrale F

alle. Es wird gezeigt, dass f

ur triangulierte Quadratgitter
die Menge der neutralen F

alle bei der Optimierung des Ober

acheninhalts (bzw. der Optimierung der lokalen
Rauhigkeitsdierenz) die Vereinigungsmenge der neutralen F

alle der Volumenoptimierung sowie der optimier-
ten L

ange aller Raumdiagonalen bildet. Numerische Probleme bei der Berechnung von neutralen F

allen werden
gel

ost. Denkbare Anwendungen der Kriterien liegen z. B. im Ingenieurbereich. Es werden Interpretationsm

oglich-
keiten der Kriterien diskutiert.
Die Idee der Integration von H

oheninformation und DSM mittels Triangulationen ndet sich bereits im Ab-
schlussbericht des TIN-Projektes von Peucker et al. (1976). Es gibt in der Literatur bestehende Verfahren.
Teilweise werden sie im Kontext der Simplizialen Komplexe beschrieben. Die Ans

atze werden diskutiert. Als
wichtigster Punkt f

ur eine Qualit

atsaussage der Integration ndet sich die Forderung nach der Invarianz der
Ober

achenform des integrierten Modells gegen

uber dem DGM-TIN. Es existieren zwei Verfahren, die diesem
Anspruch gerecht werden. Nur bei einem steht der Aspekt der H

ohenintegration im Vordergrund. Ein drittes
Verfahren kann mit einer Korrektur f

ur eine Integration von DGM-TIN und DSM verwendet werden. Die Ver-
fahren ber

ucksichtigen nicht alle potenziell m

oglichen geometrischen Konstellationen, die bei der Integration von
DGM-TIN und DSM auftreten k

onnen (partielle und vollst

andige Kollinearit

aten von Kanten des DGM-TIN
und des DSM). Diese werden in einem neuen Datenmodell ber

ucksichtigt. Es wird ein neuer, eigener Ansatz
entwickelt, der nicht nur die Invarianz der Ober

achenform erf

ullt, sondern zus

atzlich beim Berechnen des neu-
en Datenmodells algorithmische Vorteile hat. Dabei handelt es sich um den radial-topologischen Algorithmus,
der unter Ausnutzung der Topologien der DSM-Geometrien und des DGM-TIN letzteres traversiert und somit
sequentiell die Geometrien des DSM integriert. Er deckt im Gegensatz zu den bestehenden Verfahren alle Anfor-
derungen des neuen Datenmodells ab. Gegen

uber den anderen Verfahren nutzt er die vorhandenen Topologien
vorteilhaft (vgl. Quadratgitter-Triangulation; carpe diem et utere sollertissime constructionibus praeformatis).
Eine geometrische Analyse der Ergebnisse des neuen Algorithmus zeigt, dass dieser erweitert werden muss, um
eine minimale Anzahl an Dreiecken als Ergebnis aufzuweisen. Es wird das redundanzfreie integrierte Datenmo-
dell entwickelt, das alle geometrischen Konstellationsm

oglichkeiten bei der Integration von DSM und DGM-TIN
ber

ucksichtigt. Der erweiterte radial-topologische Algorithmus stellt ein Verfahren dar, welches das redundanz-
freie integrierte Datenmodell berechnet. Nach Kenntnis des Autors gab es bisher kein Verfahren, das alle diese
Eigenschaften aufweist.
Falls die Integration mit dem Algorithmus erfolgt, der nicht das redundanzfreie Datenmodell zum Ziel hat,
h

angt das redundante Datenvolumen von der Reliefform bzw. von der Gr

oe der Dreiecke im DGM-TIN ab. Im
Hinblick auf eine m

ogliche Redundanz in den Eingangsdaten wird der Einuss der Datenausd

unnung im DGM-
TIN und im DSM unter Ber

ucksichtigung von deren Genauigkeitsspezikationen mit bestehenden Verfahren
untersucht. F

ur ache Gebiete entstehen bei einer adaptiven Triangulation groe Dreiecke im DGM-TIN. Mit
der Gr

oe der Dreiecke steigt das algorithmisch bedingte redundante Ergebnisdatenvolumen und erreicht bei
Tests bis zu 50 %. Den gr

oten Beitrag zur Datenreduktion liefert die adaptive Triangulation des DGM. Durch
7das Entfernen von redundanten Daten im DGM-TIN und im DSM kann in Abh

angigkeit der Reliefformen das
Ergebnisdatenvolumen um rund 90 % reduziert werden.
Eine vergleichende Beurteilung der diskutierten Vorgehensweisen zur Integration von H

oheninformation und
DSM zeigt, dass das Verfahren mit Triangulationen gegen

uber dem mit Polynom

achenobjekten Vorteile auf-
weist. Es ist weniger aufwendig in seiner Berechnung, bei Modellvereinfachungen von der Qualit

at her gut
steuerbar und f

ugt sich besser in bestehende Ans

atze der Erfassung, Verwaltung, Analyse und Pr

asentation von
Geodaten ein. Diese Eigenschaften sind f

ur Polynom

achenobjekte nur eingeschr

ankt gegeben.
8Summary
This thesis investigates two possibilities of integrating altitude or height information and digital situation models
(DSM), i. e. planar 2-dimensional GIS-datasets. To provide methods which are compatible with existing 2.5D
basic geodata sets commonly available from national mapping agencies (in Germany digital terrain models,
DTM, and digital situation models, DSM, as part of the authoritative topographic-cartographic information
system, ATKIS) the main focus of this research is on 2.5D-approaches. 3D-models will only be treated as possible
extensions.
The rst method generalizes the frequently used procedure of integrating height information and DSM via map
overlay of the DSM and area features associated with a constant height value. The latter may be built on
the basis of isolines extracted from a DTM or digitised from an analogue map. This results in the well-known
\wedding cake approximation" of the surface. Generalizing the approach leads to polynomial surface objects in
which the respective area objects are linked not only with a constant height attribute (a polynomial of degree
zero) but with an individual mathematical function (surface polynomial) and a set of coeÆcients as attributes.
The latter ones describe the terrain relief within the boundary of the object.
An other approach establishes an integrated model on the basis of triangulated irregular networks (TIN). These
are sometimes called simplicial networks or simplicial complexes in the literature. An area feature is decomposed
into a set of spatial triangles and a line feature consists of a set of spatial edges. Point features may be integrated
as nodes into the integrated TIN.
Modeling the terrain relief by polynomial surface objects requires two steps in the processing. Firstly, the
boundaries of the objects have to be determined, and, secondly, the polynomial coeÆcients have to be estimated
by a least squares process. For the purpose of tessellating the terrain relief into a set of non-overlapping area
features the application of extant methods from geomorphology (surface networks and classication of relief
parameters) and hydrology (watersheds) is discussed. As a result, these methods cannot be used if the relief has
to be approximated with respect to a certain accuracy. To fullll this requirement a new method of extracting
polynomial surface objects from irregularly distributed points is conceptually developed and implemented for
the special case of regularly sampled points, i.e. square grids.
The respective surface polynomials of adjacent objects cannot be continuous at their common boundaries
and, consequently, the resulting discontinuities in height can reach considerable magnitudes. To estimate the
polynomial coeÆcients of the individual objects in conjunction with trying to reduce these discontinuities
several variants of least squares adjustment procedures are examined. They may be divided into local and global
adjustments or adjustments including constraints and adjustments with additional observations. Adjustments
including constraints suer from the disadvantage that the solvability of the resulting linear equation systems
cannot be guaranteed and, additionally, they lead to a non-uniform support of the polynomial surfaces. Local
adjustments involve only one object in the adjustment procedure whereas global adjustments try to model
relations between adjacent objects in order to reduce the magnitude of the discontinuities. Although global
adjustments seem to be attractive for reducing discontinuities on object boundaries they suer from several
theoretical and practical restrictions. In local adjustments there are two possibilities to achieve a reduction of
discontinuities. Additional observations located on the nodes and intermediate points of the object boundaries
may be introduced into the least squares adjustment, or a buer of the object may be computed in which
all square grid points are used in the subsequent least squares process. The latter method leads to a uniform
support of the polynomial surface objects not only in their interior but also within the critical regions of their
boundaries. It thus reduces the discontinuities more eÆciently than additional observations solely located on
nodes and points of object boundaries.
On the basis of these results a procedure of extracting polynomial surface objects from square grids and deter-
mining their respective coeÆcients in least squares processes based on the buering of the objects is introduced
and applied to four test areas. By using this procedure the discontinuities on the object boundaries are reduced
to the magnitude of the residuals of the least squares process. This leads to a homogeneous accuracy of the
9approximated surface. Computed results show that the absolute accuray is commonly better than 15 m and in
certain cases better than 7 m. The root mean square accuracy it commonly better than 1 m.
For a geomorphologically sound integration of DTM-TIN and DSM it is necessary to perform a constrained
Delaunay-triangulation of the DTM data sets including skeleton lines. Several eÆcient triangulation algo-
rithms are available for the purpose of triangulating irregularly distributed point sets and adding skeleton lines
as constraints into the resulting mesh. For the special case of triangulating a square grid supplemented by
geomorphological structures there is a more eÆcient three step method based on the inherent topology of the
grid. In the rst step, the grid is triangulated by of simple index calculations. The second step involves the in-
cremental insertion of the points of the skeleton lines. The search for the location of insertion makes the major
dierence in runtime behaviour of incremental triangulation algorithms while the inuenced area of the actual
insertion remains the same for all of them. The search conducted by the jump-and-walk method. The jump
step is based on the given grid structure. After inserting the points of the skeleton lines the latter themselves
are integrated into the mesh by well-known techniques such as sequential alteration of the mesh or deleting
intersected triangles and performing polygon triangulation for both sides of the respective skeleton line. Special
geometric constellations have to be considered.
Triangulating the grid in the rst step leads to the neutral case of the Delaunay-criterion as more than three
points (i.e. four) are located on the common circumcircle of a grid cell. Several approaches are investigated
to extend the Delaunay-criterion in the neutral cases involving not only the planar coordinates of the grid
points but also their associated height values. They consider the volume below the resulting surface and the
volume dierence to a bilinear polynomial determined from the four points of a grid cell, the spatial areas
of the triangles, the roughness of the surface and the spatial length of the diagonals in the grid cells. It is
proven that for a square grid, the criterion minimal spatial area of the surface equals the criterion maximal
local roughness dierence (and vice versa). Even the optimization criteria may lead to neutral cases. The set
of neutral cases of optimization criterion area of the surface (as well as local roughness dierence) corresponds
to the union of the sets of neutral cases of volume optimization and optimization of the lengths of the spatial
grid cell diagonals. Conclusions are drawn in order to generalize the optimization criteria to non uniform point
distributions. Application examples and interpretations of the optimization criteria are provided.
The idea of integrating DTM-TIN and DSM or polygon systems may be traced back at least to the nal report
of the original TIN project conducted by Peucker et al. (1976). A main requirement of outmost importance
for an ensuing potential procedure is that the approximation of the terrain surface by a TIN may not be altered.
Existing methods of integrating DSM und DTM-TIN are investigated. It is shown that not all of them meet
the requirement of shape invariance of the relief. The methods meeting the requirement may still be improved
conceptionally as well as algorithmically. A new integrated data model and a new method of integrating DSM
and DTM-TIN to DTM-DSM-TIN is introduced in order to overcome these insuÆciencies. The new data model
considers possible collinearities of edges (even for parts of edges) in the input data sets and thus takes all
possible geometric constellations during the integration of DTM-TIN and DSM into account. The new method
is based on a radial-topological sweep around the nodes in the TIN and adding DSM geometries sequentially
while traversing the TIN on the basis of their inherent topologies. In contradistinction to existing procedures
the new radial-topological algorithm considers all geometric constellations during the integration process and
makes use of the topology of both input data DSM and DTM-TIN (cf. the topological triangulation of grids
described above; carpe diem et utere sollertissime constructionibus praeformatis). It is shown geometrically
that this initial algorithm leads to redundant data in the resulting model and, therefore, an integrated data
model with a minimum amount of nodes (and thus of edges and triangles) as well as an extension to the initial
radial-topological algorithm are developed.
The algorithms are applied to three test areas. A main criticism of DTM-DSM-TIN in literature is that they
would result in a huge amount of data. Three sources inuencing the amount of data in the DTM-DSM-TIN are
identied. The rst is due to the algorithmic background of the integration and thus cured by the integrated
data model with the minimal number of nodes, and the associated extended radial-topological algorithm. The
other two sources are the input data (DTM and DSM). Therefore, existing simplication methods are applied to
the data sets and the potential data reduction is conrmed by the given examples. Simplication is conducted
only on the basis of stated accuracies of the input data showing their respective amount of redundant data.
Generalization as a topic of its own is not treated. The most important factor for data reduction in the integrated
model is the adaptive DTM triangulation. The latter partly results in large triangles, especially in at areas.
The amount of redundant data caused by an integration algorithm which does not avoid redundant data, e. g.
the initial radial-topological algorithm, increases with the size of the triangles in the DTM-TIN. It reaches 50
% and, consequently, the application of the integrated data model with the minimal number of nodes is of vital
importance. Data reduction in the DTM-TIN and the DSM with respect to their specied accuracies leads to
a geometric data volume reduction of some 95 %.
10 Summary
A comparison of the two methods (integration with polynomial surface objects and integration on the basis of
TIN) yields that DTM-DSM-TIN provide several advantages in contradistinction to polynomial surface objects.
DTM-DSM-TIN require less computing eort during the step of integration. Data reduction may be conducted
with available methods in which the resulting accuracy of the integrated model is controlled eÆciently. DTM-
DSM-TIN t better into existing approaches of geodata capturing, higher dimensional data modelling (3D and
even 4D) and management as well as analysis and visualization. Polynomial surface objects do not provide all
of these favourable properties in the same manner.
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ID Identikator
IfK Institut f
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
at Hannover
IKG Institut f
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ur Kartographie und Geoinformatik, Universit

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Kap. Kapitel
KNO Knoten (als topologisches Element in einem GIS oder Graphen)
LGN Landesvermessung und Geobasisinformation Niedersachsen
MB Megabytes
MVVM multi-value vector map
NURBS Non-Uniform Rational B-Splines
OJ Objekt
OK Objektartenkatalog
OT Objektteil
PC Personal Computer
RISC Reduced Instruction Set Computer
rms root mean square
SARA System zur Automatischen Reliefanalyse
SCOP Stuttgart Contouring Programm: DGM-Softwarepaket des
Instituts f

ur Photogrammetrie und Fernerkundung, TU Wien,
und der Firma INPHO GmbH
SVD singular value decomposition
SVVM single-value vector map
Tab. Tabelle
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
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THOTN The Hydrographer of the Navy
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UML Unied Modeling Language
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VPF Vector-Product-Format
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1. Einleitung
1.1. Problemdarstellung
Die Bearbeitung von raumbezogenen Fragestellungen impliziert beim Stand der Technik den Einsatz von Geo-
graphischen Informationssystemen (GIS). Mit diesen werden r

aumliche Daten, d. h. Geodaten oder Geoin-
formationen, erfasst, verwaltet, analysiert und pr

asentiert (z. B. Bill & Fritsch, 1994). Geoinformationen,
und insbesondere digitale Geoinformationen, sind ein wesentlicher Teil des in der heutigen Informations- und
Kommunikationsgesellschaft vorhandenen Wissens. Sie werden auf allen Ebenen in Verwaltung, Wirtschaft,
Wissenschaft und vom B

urger genutzt (Bundesregierung, 2000). Die Relevanz von Geodaten und GIS wird
ebenso auf internationaler Ebene unterstrichen. Auf die notwendige Entwicklung und den Aufbau von GIS als
wissenschaftliches und technologisches Mittel wird u. a. auch in der Agenda 21 der Konferenz der Vereinten
Nationen f

ur Umwelt und Entwicklung, die im Juni 1992 in Rio de Janeiro stattfand, hingewiesen (BUNR,
1997). Es wird dort eine Weiterentwicklung von GIS hinsichtlich Nutzerfreundlichkeit und Funktionalit

at bei
der Verarbeitung, Auswertung und Interpretation von Messdaten und der Erarbeitung von Bewirtschaftungs-
strategien als notwendig erachtet. Es ndet sich die Forderung, die immer noch vorhandene Datenl

ucke bei der
Beschreibung der Umwelt und ihrer Prozesse zu

uberbr

ucken, relevante Informationen in leichter verwendbarer
Form und k

urzerer Zeit bereitzustellen sowie die Verf

ugbarkeit von Information zu verbessern, z. B. durch die
Einrichtung von nationalen und internationalen Informationszentren zur Sammlung pr

aziser Daten (Agenda 21,
Kap. 40). Diese Aspekte werden sinngem

a auch von der Bundesregierung (Bundesregierung, 2000) und in
dem Strategiepapier der Deutschen Geod

atischen Kommission Geod

asie 2000
++
(DGK, 1998) angesprochen.
Die Datenerfassung, d. h. die Sammlung von Information, ist bei GIS der gr

ote Kostenfaktor (Bill & Fritsch,
1994). Die komplexe Umwelt muss in einem integrierten Datenmodell abgebildet werden, das zunehmend in-
terdisziplin

aren Anforderungen gen

ugen soll. Zur Kostenreduzierung bei der Erfassung und zur Schaung kon-
sistenter Datens

atze wird heute bei GIS vermehrt eine Integration der Fachdaten bzgl. der topographischen
Geobasisdaten aus ATKIS (Amtliches Topographisch-Kartographisches Informationssystem; AdV, 1989) vor-
genommen.
ATKIS beschreibt die dreidimensionale Landschaft objektstrukturiert nach topographischen Kriterien, bei de-
nen die
"
. . . Situation, Gew

asser, Gel

andeformen, Bodenbewachsung und eine Reihe sonstiger Erscheinun-
gen . . . " Hauptgegenstand sind (Internationale Kartographische Vereinigung, 1993; nach Hake &
Gr

unreich, 1994). Der Zweck von ATKIS ist die 3D-Beschreibung der Landschaft in Form von Digitalen Land-
schaftsmodellen (DLM) bzw. durch 2D-Digitale Situationsmodelle (DSM) in Kombination mit 2.5D-Digitalen
Gel

andemodellen (DGM) (Harbeck, 2000b; vgl. Abs. 2.1). Das DLM dient als Grundlage f

ur den Aufbau von
3D-Modellen der Umwelt. Es besteht aufgrund des Stands von Forschung und Technik u. a. aus dem 2D-DSM,
mit dem nur die Lage der Objekte in der Ebene beschrieben wird, und dem separat vorgehaltenen 2.5D-DGM,
mit dem das Relief mit einer eindeutigen H

ohe zu jeder Koordinate in der Ebene diskretisiert wird.
Bzgl. Geobasisdaten, DSM, DGM und DLM ist folgendes festzustellen:
1. Geobasisdaten leisten einen wichtigen Beitrag zum Aufbau von GIS, indem sie die Kosten der Erfassung
nach dem Prinzip
"
einmal erfassen, mehrfach nutzen" deutlich verringern und die Erzeugung von konsi-
stenten Geodaten unterst

utzen.
2. Ein DSM beschreibt die reale Landschaft nach topographischen Kriterien in einem zweidimensionalen
Modell.
3. Das Relief wird mit den bisherigen Ans

atzen in GIS punktweise (regelm

aig oder unregelm

aig verteilt)
als DGM, linienhaft mit H

ohenlinien oder 

achenhaft in H

ohenstufen diskretisiert modelliert.
4. DGM werden in den Geobasisdatens

atzen beim derzeitigen Stand der Entwicklung logisch und ggf. soft-
waretechnisch getrennt von DSM vorgehalten, d. h., die Landschaft wird in den Geobasisdatens

atzen bisher
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nicht 

achendeckend durch objektstrukturierte 2.5D-DLMbeschrieben. Geoobjektbezogene Reliefanalysen
sind teilweise nur erschwert m

oglich. Ein 2.5D-DLM kann durch die objektstrukturierte Beschreibung
der 3D-Landschaftsober

ache als Grenz

ache zwischen der Atmosph

are und dem festen Erdk

orper einen
wichtigen Beitrag f

ur den Aufbau von 3D-GIS liefern.
Ziel dieser Arbeit ist es, einen Beitrag zur Verbesserung der mehrdimensionalen objektstrukturierten Modellie-
rung von Geobasisdaten zu erarbeiten.
Dabei werden im Wesentlichen zwei Ans

atze untersucht. Der erste Ansatz hat experimentellen Charakter und
versucht, eine Integration von DGM und DSM auf der Grundlage von 

achenhaften, mit mathematischen Funk-
tionen verkn

upften Objekten zu erzielen. Diese stellen eine Verallgemeinerung der heute

ublichen Verwendung
von H

ohenschichten zur Verschneidung von DSM mit H

oheninformation dar. Aufgrund der Verwendung von
Fl

achenpolynomen als Funktionen werden die 

achenhaften Objekte als Polynom

achenobjekte bezeichnet. Sie
approximieren das Relief und werden aus einem Quadratgitter-DGM extrahiert. Einen derartigen Ansatz gibt
es nach Kenntnis des Autors bisher nicht.
Der zweite Ansatz greift Entwicklungen auf, die sich vereinzelt in der Fachliteratur nden. Dabei handelt es sich
um eine Integration von DGM und DSM auf der Basis von Triangulationen, die teilweise unter dem Begri der
simplizialen Komplexe beschrieben wird. Die bestehenden Verfahren werden hinsichtlich ihrer Eignung f

ur die
Bereitstellung von DLM eingehend untersucht und beurteilt. Es werden eigene Entwicklungen vorgestellt und mit
den bestehenden Verfahren verglichen. Der neue Ansatz ist im Gegensatz zu bestehenden Verfahren vollst

andig,
weil er alle potenziell auftretenden geometrischen Kombinationen zul

asst bzw. explizit ber

ucksichtigt. Daneben
hat er algorithmische Vorteile.
1.2. Aufbau der Arbeit
Diese Arbeit ber

uhrt ganz unterschiedliche Themenbereiche. Eine Einf

uhrung in alle wichtigen Grundlagen
und Methoden vor Behandlung der eigenen Untersuchungen ist aus Gr

unden der

Ubersichtlichkeit und Zuord-
nungsm

oglichkeit der Verfahren nach Meinung des Autors nicht sinnvoll. Daher werden zun

achst

Uberblicke zur
Praxis und zum Stand der Forschung bei der Geodatenmodellierung gegeben. In den anschlieenden Kapiteln,
welche die eigenen Untersuchungen beschreiben, werden am Anfang jeweils die f

ur das Kapitel notwendigen
Grundlagen und Verfahren vorgestellt.
Im folgenden Kapitel 2 wird ein

Uberblick zur Praxis der Geodatenmodellierung gegeben. Dabei liegt das
Hauptgewicht auf den verf

ugbaren amtlichen Geobasisdaten. Aufgrund der getrennten Modellierung von DSM
und DGM werden diese separat voneinander behandelt. Dabei wird das DGM eingehender vorgestellt, da die
Datenstrukturen f

ur DGM eine Grundlage f

ur die sp

atere Integration der beiden Konzepte DSM und DGM
bilden. Der Stand der Forschung zur Integration wird in Kapitel 3 beschrieben. Da es sich bei der amtlichen
Geobasisdatenmodellierung um Ans

atze handelt, bei denen zu jeder Koordinate in der Ebene nur ein H

ohenwert
zugelassen wird (2.5D-Modellierung), konzentriert sich das Kapitel auf 2.5D-Ans

atze der Integration. Das The-
ma der 3D-Modellierung wird nur kurz im Kontext der diskutierten 2.5D-Ans

atze angesprochen. Die eigenen
Schwerpunkte der Arbeit werden unter Bezug auf bestehende Ans

atze festgelegt.
Kapitel 4 ist den Untersuchungen zur 2.5D-Modellierung mit Polynom

achenobjekten gewidmet. Diese stellt
sich in zwei Teilaspekten dar, der Tessellation der Ebene in Maschen und der Berechnung von Funktionen f

ur
diese Maschen. Diese Teilbereiche sind eng miteinander verkn

upft, sie werden jedoch zwangsl

aug getrennt
voneinander behandelt. Bestehende Verfahren der Bildung von Maschen werden einer eigenen Entwicklung
gegeben

ubergestellt. F

ur die Berechnung der Polynomfunktionen werden verschiedene Ans

atze diskutiert. Es
wird ein Verfahren zur automatischen Modellierung des Reliefs mit Polynom

achenobjekten vorgestellt.
F

ur die Integration von DSM und DGM mittels Triangulation bedarf es der Modellierung des DGM mit der
Dreiecksdatenstruktur. Da sich diese Arbeit vornehmlich im Kontext der amtlichen Geobasisdaten bewegt,
wird in Kapitel 5 f

ur die Triangulation der verf

ugbaren Gitter-DGM, die durch Strukturinformation erg

anzt
sein k

onnen, ein spezieller Triangulationsalgorithmus entwickelt. Er wird eingehend untersucht, und es werden
Vorschl

age gemacht, wie das klassische Delaunay-Kriterium, welches im Verlauf der Triangulation teilweise
kein eindeutiges Ergebnis bietet, durch weiterf

uhrende Kriterien erg

anzt werden kann.
Kapitel 6 befasst sich mit der Integration von DSM und DGM mittels Dreiecken. Grundlagen hierf

ur nden sich
durch die notwendige Triangulation von DGM teilweise bereits in Kapitel 5. Es wird ein umfassender

Uberblick
zu bestehenden Verfahren der Integration von DSM und DGM auf der Basis von Triangulationen gegeben.
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Diese werden eigenen Entwicklungen gegen

ubergestellt. Die eigenen Entwicklungen lassen sich mit bestehenden
Verfahren der Triangulation und h

oherdimensionalen Ans

atzen der Geodatenmodellierung kombinieren.
In Kapitel 7 werden die entwickelten Verfahren auf reale Datens

atze unterschiedlicher Relieftypen angewendet.
Es erfolgt ein Vergleich der beiden Verfahren.
Oene Probleme werden in Kapitel 8 diskutiert, dies f

uhrt zu einem Ausblick auf weitere Forschungsm

oglich-
keiten. Das Literaturverzeichnis bendet sich in Kapitel 9.
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2.1. Einf

uhrung
F

ur die Beschreibung der Umwelt und ihrer Prozesse mit Geographischen Informationssystemen (GIS) und
darauf aufbauende Verarbeitungsschritte muss die Umwelt in vereinfachter Formmodelliert werden. Nach Hake
& Gr

unreich (1994) wird bei der Bildung eines Digitalen Objektmodells (DOM) ein konkreter Ausschnitt
der Wirklichkeit unter Verwendung eines Datenmodells interpretiert und beschrieben. Ein DOM besteht aus
einem Digitalen Landschaftsmodell (DLM) oder aus einem DLM-Auszug und einem oder mehreren fachlichen
Datenmodellen (DFM). In dieser Arbeit wird nur das DLM weiterf

uhrend behandelt. Hinweise zum Thema
DFM und Integration von Geodaten verschiedener thematischer Quellen nden sich z. B. bei Lecher et al.
(1998), Gr

unreich (1997) und Rappe (1995). Das DLM wird aus einem Digitalen Situationsmodell (DSM)
mit diskreten topographischen Objekten sowie aus einem Digitalen Gel

andemodell (DGM) gebildet (Hake &
Gr

unreich, 1994). Es muss beachtet werden, dass nicht immer zwischen dem DSM und dem DLM dierenziert
wird, h

aug werden beide Begrie synonym verwendet (vgl. auch Harbeck, 2000b). In dieser Arbeit werden
die Begrie unter Bezug auf die modellierte Dimension verwendet. Diese Dierenzierung ndet sich zum Teil
auch in der ATKIS-Gesamtdokumentation (AdV, 1989) und ist insbesondere in dieser Arbeit zweckdienlich, um
an entsprechenden Stellen klar zwischen verschiedenen Datens

atzen bzw. Konzepten unterscheiden zu k

onnen.
Das DSM beschreibt die Landschaft zweidimensional mit diskreten topographischen Objekten, w

ahrend mit dem
DGM das Relief als diskretisiertes Kontinuum modelliert wird. Grundlagen zu 2D-GIS-Datenmodellen werden
zun

achst in allgemeiner Form in Abschnitt 2.2 beschrieben, Abschnitt 2.3 er

ortert DSM. Entsprechend dieser
Terminologie stellt ein DLM ein objektstrukturiertes Landschaftsmodell mit einer Dimension gr

oer als zwei
dar. Das DGM als Beschreibung der Gel

andeform wird in Abschnitt 2.4 vertieft behandelt. Der Grund f

ur diese
Trennung ist zum einen konzeptioneller Natur, er entspricht jedoch auch dem Stand der Technik. Im Kontext
von Geobasisdaten wird dies ausf

uhrlicher in Abschnitt 2.5 dokumentiert. Kapitel 3 beschreibt den Stand der
aktuellen Forschung zur Integration von DGM und DSM zu DLM.
Bei der Ber

ucksichtigung der H

oheninformation in GIS gibt es Dierenzierungen in der Terminologie f

ur die
\Dimensionalit

at" oder Anzahl der Dimensionen, die mit verschiedenen Varianten verbunden sind. Diese variiert
auch zwischen den unterschiedlichen Disziplinen, die sich mit GIS befassen (vgl. Breunig, 2000). Im Kontext
dieser Arbeit wird bei der Erweiterung der Dimensionen von 2D zu 3D mit entsprechenden Zwischenschritten
ausschlielich die H

ohe betrachtet.
Bei der rein ebenen Information handelt es sich um eine 2D-Modellierung (s. Abs. 2.2). Durch die eindeutige
Zuweisung genau eines H

ohenwertes zu jedem Punkt in der Ebene wird festgelegt, dass keine Mehrdeutigkeiten
in der H

ohe ber

ucksichtigt werden k

onnen, daher wird diese Form der eindeutigen Zuweisung eines H

ohenwertes
zu einem Punkt in der Ebene auch als 2.5-dimensionale (2.5D-)Repr

asentation des Reliefs bezeichnet. Die H

ohe
eines Ortes in der Ebene bildet eine Funktion: z = f(x; y). Mit ihr sind z. B. keine senkrechten W

ande oder

Uberh

ange modellierbar. Bill & Fritsch (1994) denieren den Begri der 2D+1D-Modellierung f

ur den Fall,
dass das DSM durch ein DGM erg

anzt wird, dieses jedoch logisch getrennt vom DSM und nicht mit diesem
verkn

upft vorgehalten wird. In diesem Sinn wird damit eigentlich keine Dimension der Daten beschrieben, son-
dern ein integriertes Datenhaltungskonpzept (vgl. Abs. 3.1.1), da das DGM die Gel

andeober

ache

ublicherweise
2.5-dimensional beschreibt. Ziel dieser Arbeit ist eine Integration von DGM und DSM, daher wird der Begri
der 2D+1D-Modellierung in dieser Arbeit nicht weiter verwendet.
Neuere Ver

oentlichungen f

uhren zwischen der 2.5D-Modellierung und echter 3D-Modellierung, bei der K

orper
im Raum gebildet werden k

onnen, noch eine weitere Variante ein, die als 2.75D-Modellierung bezeichnet wird
(z. B. Gr

oger, 2000; de Cambray, 1993). W

ahrend de Cambray (1993) bei der 2.75D-Modellierung nur
die Einf

uhrung einer zweiten z-Koordinate in einem Modell zul

asst, wird dies in Gr

oger (2000) allgemeiner
gefasst. Anschaulich kann man sich eine derartige Modellierung als ein Tuch vorstellen, dass

uber die Land-
schaft gelegt wird. Das Tuch darf beliebig verformt werden, sich jedoch nicht selber ber

uhren (Gr

oger, 2000).
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Umgangssprachlich spricht man auch davon, dass keine Henkel wie bei einer Tasse modelliert werden k

onnen.
Dergleichen Ph

anomene sind z. B. Br

ucken oder Tunnel. Diese Aspekte werden hier nicht vertieft betrachtet.
Ber

ucksichtigt man, dass Ph

anomene wie senkrechte W

ande oder

Uberh

ange nur selten in der nat

urlichen
Gel

andeober

ache vorkommen, so ist eine Beschr

ankung in der Modellierung auf 2.5D sinnvoll. Weitere Details
zu 2.5D- und 3D-Modellen werden ausf

uhrlich in Kapitel 3 behandelt.
2.2. Datenmodelle f

ur 2D-GIS
2.2.1. Allgemeines
Prinzipiell ist bei Datenmodellen f

ur 2D-GIS zwischen dem Rasterdatenmodell und dem Vektordatenmodell
zu unterscheiden. W

ahrend beim Rasterdatenmodell die Ebene in gleichm

aig geformte, meist quadratische
Grundelemente (picture elements, pixel) zerlegt wird und ein Objekt sich als eine Menge von Pixeln darstellt,
erfolgt beim Vektordatenmodell eine Begrenzung der (i. Allg. unregelm

aig geformten) Objekte mittels Vekto-
ren. Durch letztere ist eine Begrenzung der Objekte in Abh

angigkeit der Au

osung der Koordinaten m

oglich,
w

ahrend die Genauigkeit der Wiedergabe von Landschaftsobjekten im Rasterdatenmodell von der Au

osung
des Modells abh

angt. Die Grundlagen zu diesen Datenmodellen nden sich in der Standard-GIS-Literatur wie
z. B. Bartelme (2000), Longley et al. (1999), Bill (1996),Worboys (1995), Bill & Fritsch (1994) oder
Laurini & Thompson (1992) und werden hier nicht weiter ausgef

uhrt. In dieser Arbeit werden haupts

achlich
Vektordatenmodelle behandelt (s. a. Abs. 2.4.1).
Eine andere Dierenzierung der r

aumlichen Information kann man hinsichtlich ihres r

aumlichen Bezugs vor-
nehmen (Hake & Gr

unreich, 1994). W

ahrend Diskreta bzw. diskrete Objekte sich nach allen Seiten hin
abgrenzen lassen, sind Kontinua r

aumlich oder 

achenhaft unbegrenzt. In der internationalen GIS-Literatur
(z. B. Worboys, 1995) werden hierf

ur die Begrie des feldbasierten Ansatzes (elds) und des objektbasierten
Ansatzes (objects) verwendet. Diskreta lassen sich einfach auf Vektorbasis darstellen, dagegen werden Konti-
nua i. Allg. approximiert und durch implizit oder explizit vernetzte St

utzpunkte diskretisiert modelliert. Ein
typischer Vertreter f

ur ein Kontinuum ist z. B. das Gel

anderelief.
Weiter muss bei Datenmodellen f

ur 2D-GIS dierenziert werden, welche Arten von Objekten modelliert wer-
den sollen. F

ur eine 

achenhafte Landschaftsmodellierung, die ein Ziel der Arbeit darstellt, ist es notwendig,


achenhafte Objekte zu ber

ucksichtigen. Fl

achenhafte Objekte stellen, falls sie sich nicht

uberschneiden, eine
Tessellation der Ebene dar. Die Beschr

ankung auf linienhafte Objekte ist ggf. bei der Modellierung von to-
pologischen Netzen sinnvoll, sie wird hier jedoch nicht weiter verfolgt. Entsprechende Hinweise und weitere
Unterscheidungskriterien f

ur Datenmodelle nden sich in der angegebenen Standard-GIS-Literatur. Da sich die-
se Arbeit mit der 

achenhaften Landschaftmodellierung, befasst beschr

anken sich die folgenden Ausf

uhrungen
exemplarisch auf zwei Arten der Tessellation der Ebene. Der Grund f

ur diese Wahl liegt darin, dass mit diesen
Ans

atzen bereits in verschiedenen Varianten die M

oglichkeit einer Integration von DGM und DSM untersucht
bzw. vorgestellt wurde. Weitere Verfahren nden sich in der angegebenen Literatur.
2.2.2. Graphentheoretische Landkarten
Insbesondere Gr

oger (2000) befasst sich mit 

achenhaften Vektordatenmodellen f

ur GIS. Auf der Basis der
graphentheoretischen Landkarte (nicht zu verwechseln mit der klassischen Landkarte als analogem Medium
der Kartographie, vgl. Hake & Gr

unreich, 1994) wird dargestellt, wie 

achenhafte Geoobjekte axiomatisch
deniert und in GIS modelliert werden k

onnen.
Die allgemeine Landkarte bildet ein allgemeines mathematisches Modell f

ur eine Tessellation der Ebene in
unregelm

aig geformte Fl

achenobjekte (Gr

oger, 2000). Dabei sind auch zweidimensionale Aussparungen bzw.
Enklaven in Maschen zugelassen, ebenso der Fall, dass zwei Maschen nur in einem gemeinsamenKnoten adjazent
sind. F

ur die graphentheoretischen Hintergr

unde und formale Denitionen wird auf Gr

oger (2000) verwiesen.
Vergleiche mit anderen Ans

atzen der Tessellation der Ebene nden sich ebenfalls bei dem Autor und werden
hier nicht behandelt.
In Gr

oger (2000) werden verschiedene Grundrepr

asentationen f

ur Landkarten in GIS angegeben, die sich
hinsichtlich der Redundanz in der topologischen Information unterscheiden. Es wird unterschieden zwischen dem
minimalen Modell, dem orientierten Modell und der doppelt verketteten Kantenliste (doubly connected edge list,
DCEL). Andere bekannte Repr

asentationen wie die Winged-Edge-Repr

asentation (Baumgart, 1975) oder die
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Quad-Edge-Datenstruktur (Guibas & Stolfi, 1985) k

onnen letztendlich aus dem minimalen Landkartenmodell
abgeleitet werden (vgl. Worboys, 1995). Abbildung 2.1 zeigt die minimale Landkarte in der Unied Modeling
Language (UML, Booch et al., 1998; Fowler & Scott, 1997).
KnotenMasche Kante ngenau n
mbisn n..m
nmindestens n..*
Multiplizitäten:
Aggregation
Assoziation
Erläuterungen:
Klassenname
Attributey-Koordinate
x-Koordinate
inzident
2
inzident
2
2..*
3..* 2..*
1
1
1
Landkarte
Punkt
Einbettung
Abbildung 2.1.: UML-Diagramm f

ur das minimale Landkartenmodell (nach Gr

oger, 2000).
2.2.3. Simpliziale Komplexe
Eine Spezialisierung der Landkarte stellen die Simplizialen Komplexe (simplicial complexes, vgl. Egenhofer
et al., 1989) dar, die bei entsprechender Dimension eine Tessellation der Ebene in Dreiecke bilden. In jeder
Dimension gibt es ein minimales Objekt, das Simplex genannt wird. Abbildung 2.2 zeigt den 0-Simplex, der
einen Punkt/Knoten darstellt, den 1-Simplex, bei dem es sich um die Kante handelt, und den 2-Simplex, ein
Dreieck in der Ebene. Jeder n-Simplex besteht aus (n+1) geometrisch unabh

angigen Simplexen der Dimension
(n   1). Eine Facette eines Simplex ist jeder Simplex, der Teil des ersteren Simplex ist. Eine 0-Facette eines
2-Simplex ist ein Punkt, und eine 1-Facette des Dreiecks ist jede seiner Kanten. Ein simplizialer Komplex ist
eine endliche Menge von Simplexen und ihren Facetten. Er erf

ullt die folgenden Eigenschaften (vgl.Worboys,
1995):
1. Eine Facette eines Simplex des simplizialen Komplex geh

ort ebenfalls zu dem simplizialen Komplex.
2. Die Schnittmenge von zwei Simplexen des simplizialen Komplex ist entweder leer oder geh

ort zu dem
simplizialen Komplex.
Die Dimension des simplizialen Komplex wird durch die h

ochste Dimension seiner Simplexe und Facetten fest-
gelegt. Die H

ulle eines Komplex stellt einen Zellkomplex dar (Pilouk, 1996). Die Grundlagen von simplizialen
Komplexen werden in Lehrb

uchern der Topologie behandelt, z. B. tom Dieck (2000) oder J

anich (1984).
0-Simplex 1-Simplex 2-Simplex 1-simplizialer
Komplex Komplex
2-simplizialer
Abbildung 2.2.: Beispiele f

ur Simplexe und simpliziale Komplexe.
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Weitere Details zu simplizialen Komplexen im Kontext von GIS nden sich z. B. bei Breunig (2000, 1996),
Pilouk (1996),Worboys (1995) oder Egenhofer et al. (1989), wobei die beiden ersten Autoren auch die Er-
weiterung des Ansatzes zu 3-Simplexen und entsprechenden Komplexen im Kontext von 3D-GIS (s. Abs. 3.2.2)
behandeln. Ein Beispiel zu 2-simplizialen Komplexen sind triangulierte DGM.
2.3. Digitale Situationsmodelle (DSM)
DSM lassen sich nicht direkt in eines der oben beschriebenen Datenmodelle von 2D-GIS einordnen, da mit
ihnen zur Modellierung der topographischen Objekte auf der Erdober

ache sowohl eine Art der Tessellation
der Ebene vorgenommen wird als auch weiterf

uhrend Netzwerke wie das Gew

assernetz und das Verkehrswege-
netz und punktf

ormige Objekte modelliert werden. So ndet z. B. in ATKIS eine Vermischung der Netz- und
Fl

achentopologien statt (Gr

oger, 2000). Daher wird an dieser Stelle anhand eines Beispiels ein Datenmodell
f

ur DSM vorgestellt.
2.3.1. Das ATKIS-DSM-Datenmodell
Ein Datenmodell f

ur ein vektorielles DSM ist in Anlehnung an das ATKIS-Datenmodell (AdV, 1989) in Ab-
bildung 2.3 wiedergegeben. In der semantischen Ebene werden die DSM-Objekte abgebildet, sie k

onnen punkt-,
linien- oder 

achenf

ormig sein. Durch Referenzen k

onnen DSM-Objekte zu einem komplexen Objekt zusammen-
gefasst werden und komplexe Objekte auf untergeordnete Objekte verweisen, wobei Rekursionen ausgeschlossen
sind. Objekten k

onnen in einer 1:n-Beziehung Objektteile zugewiesen werden. Objektteile werden nach semanti-
Semantische
DSM-Objekte
Ebene der
Ebene der
DSM-Objektteile
Semantisch-
topologische
DSM-Geometrieelemente
Geometrische
Ebene der
Knoten
Punkt/
n : 11 : n
Beziehungen zwischen Hierarchiestufen
topologische Beziehungen
1 : n
1 : n 1 : 2
n : 1
Kante
Linie/
Masche
Fläche/
n : 12 : 1
1 : n
DSM-Objekt
DSM-Vektorelement
Abbildung 2.3.: ATKIS-DSM-Datenmodell (AdV, 1989, mit

Uberarbeitung des Verfassers).
schen und/oder topologischen Kriterien gebildet und k

onnen damit vom Typ Fl

ache/Masche, Linie/Kante oder
Punkt/Knoten sein. Zwischen Objektteilen k

onnen

Uberf

uhrungsreferenzen eingef

uhrt werden, um die vertikale
Gliederung von Objekten zu beschreiben. Den Objektteilen sind in der dritten Ebene die Geometrien in Form
von Vektorelementen zugeordnet, diese sind die eigentlichen Tr

ager der geometrischen Information (AdV, 1989).
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2.3.2. DSM als Geobasisdatenbest

ande
2.3.2.1. Nationale Vorhaben und Realisierungen
An der allgemeinen digitalen topographischen Landschaftsmodellierung wird seit Beginn der 80er Jahre von der
Arbeitsgemeinschaft der Vermessungsverwaltungen der L

ander der Bundesrepublik Deutschland (AdV) im Rah-
men des Projektes Amtliches Topographisch-Kartographisches Informationssystem (ATKIS) gearbeitet (AdV,
1995, 1989; Gr

unreich, 1990; Kophstahl & Sellge, 1995; Landesvermessungsamt Rheinland-Pfalz,
1996). ATKIS strukturiert die dreidimensionale Landschaft in verschiedenen Modellaufl

osungen nach topogra-
phischen Kriterien, getrennt f

ur DSM und DGM. Gegenw

artig enth

alt der ATKIS-Objektartenkatalog (ATKIS-
OK) f

ur das Basis-DSM (das fr

uhere ATKIS-DSM25, s. Abb. 2.4) 7 Objektbereiche und etwa 20 Objektgruppen,
die rund 170 Objektarten umfassen (AdV, 1995, 1989; Gr

unreich, 1990). Die Landschaft wird im DSM zwei-
Objektbereiche
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Abbildung 2.4.: Schema des ATKIS-OK (nach Hake & Gr

unreich, 1994).
dimensional in diskrete Objekte und Objektteile sowie deren gegenseitige Beziehungen eingeteilt und in ATKIS
auf objektstrukturierte Weise beschrieben (AdV, 1989). Im Zuge der Entwicklung des Datenmodells des Amt-
lichen Liegenschaftskatasterinformationssystems (ALKIS) soll in Zukunft auf Objektteile zur Referenzierung
der Geometrien verzichtet werden (J

ager et al., 1998). Mit den DGM werden die Gel

andeformen des Reliefs
modelliert.
Streng genommen handelt es sich bei ATKIS nicht um eine reine 2D-Modellierung, da zwischen DSM-Ob-
jektteilen die

Uberf

uhrungsreferenzen eingef

uhrt werden k

onnen. Es wird also eine relative H

ohenkomponente
eingef

uhrt, die jedoch nicht mit quantitativen H

ohenangaben versehen ist. Diese Form der r

aumlichen Beziehung
wird in ATKIS z. B. bei Br

ucken eingef

uhrt (AdV, 1989).

Uber den Aufbau von ATKIS als Geobasisdatensatz und seine Aktualisierung wird u. a. in den Ver

oentlichungen
der ATKIS-Symposien (z. B. Bill & Schmidt, 2000; Landesvermessungsamt Baden-W

urttemberg,
1998; Landesvermessungsamt Rheinland-Pfalz, 1996; Kophstahl & Sellge, 1995;) berichtet, diese
Thematik wird hier nicht weiter vertieft.
2.3.2.2.

Uberblick zur Situation in anderen europ

aischen L

andern

Uber vergleichbare Vorhaben zur landesweiten Landschaftsmodellierung berichtet u. a. Harbeck (2000a) in
einem europaweiten

Uberblick f

ur Belgien, D

anemark, Deutschland, Frankreich, Grobritannien, die Niederlan-
de,

Osterreich und die Schweiz. Bei Sp

alti (2000) und Eidenbenz (1999) nden sich Einzeldarstellungen

uber
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den amtlichen Geodatenmarkt in der Schweiz. Paul (2000) berichtet

uber den Aufbau eines digitalen Land-
schaftsmodells von

Osterreich. Degerstedt & M

uller (2000) stellen einen Vergleich zwischen Deutschland
und Schweden hinsichtlich der amtlichen Geodaten an.
Allgemein l

asst sich feststellen, dass in den angegebenen L

andern jeweils in der einen oder anderen Form (un-
terschieden durch Erfassungsart, Abdeckung, Modellaufl

osung etc.) digitale \Landschaftsmodelle" aufgebaut
werden. Interessanterweise f

uhrt Harbeck (2000a) die H

ohenkomponente in seinem Vergleich nicht auf. Nach
der hier verwendeten Terminologie behandelt Harbeck (2000a) demnach nur den Aufbau von Situationsmo-
dellen. In Einzeldarstellungen wird der getrennte Aufbau von DGM und DSM f

ur die entsprechenden L

ander
best

atigt (vgl. Abs. 2.5).
2.4. Digitale Gel

andemodelle (DGM)
2.4.1. Allgemeines und Terminologie
Seit der Einf

uhrung des Begris des DGM in den 50-er Jahren (Torlegard, 1983) hat dieser seiner Bedeu-
tung nach unterschiedliche Auslegungen erfahren. Der Begri des DGM wird h

aug synonym zum Digitalen
H

ohenmodell (DHM) verwendet, allerdings m

ussen diese Begrie eigentlich getrennt voneinander betrachtet
werden. Ein DHM beschreibt im Allgemeinen eine kontinuierliche Ober

ache diskretisiert mit einer Menge von
St

utzpunkten, denen jeweils ein eindeutiger H

ohenwert zugewiesen wird (z. B. Rei, 1998). Es ergibt sich eine
2.5D-Diskretisierung der Ober

ache, die nicht notwendigerweise identisch mit der Gel

andeober

ache ist. Mit
dem DGM wird die Gel

andeober

ache als modellierte Fl

ache speziziert. Rei (1998) f

uhrt aus, dass aus
Sicht der Landesvermessung unter einem DHM ein H

ohenmodell verstanden wird, das nur im oenen Gel

ande
die Gel

andeh

ohen enth

alt und in Waldbereichen die Vegetationsh

ohen. Daher nutzt die Landesvermessung f

ur
ein DHM, das ausdr

ucklich die Gel

andeh

ohen enth

alt, teilweise den Begri des Digitalen Gel

andeh

ohenmo-
dells (DGHM). Rei (1998) weist jedoch darauf hin, dass die Begrie nicht einheitlich verwendet werden (vgl.
Schleyer, 2000).
Unter dem St

utzpunktfeld versteht man die Menge der St

utzpunkte, die zur Diskretisierung der kontinuierlichen
Ober

ache genutzt wird. Die Anordnung der St

utzpunkte wird in der Praxis h

aug in Form eines Quadrat-
gitters mit einer festzulegenden Gitterweite bzw. Gitterkonstante, dem Abstand der Gitterpunkte entlang der
Koordinatenlinien, vorgenommen. Dieses wird auch als Gitterdatenmodell oder Gittermodell bezeichnet. Da die
St

utzpunkte im Quadratgitter i. Allg. nicht in der entsprechenden Position beobachtet werden, ist es notwendig,
sie aus einem unregelm

aigen St

utzpunktfeld abzuleiten. Man spricht daher bei der Gel

andemodellierung auch
von einem gemessenen DGM, wenn man die origin

aren Beobachtungen meint, und von einem gerechneten DGM,
wenn abgeleitete St

utzpunkte wie ein Quadratgitter betrachtet werden (Buziek, 1994).

Uber Absch

atzungen
zur Festlegung des kleinsten Diskretisierungsintervalls bei der DGM-Datenerfassung berichtet z. B. Fritsch
(1992).
Synonym zum Begri des Gittermodells wird teilweise der Begri des Rasterdatenmodells verwendet. Der Begri
Raster ist im Zusammenhang mit digitaler Gel

andemodellierung jedoch irref

uhrend, da es zum einen begriliche
Analogien gibt sowohl im Bereich der Kartographie und Drucktechnik als auch in der digitalen Bildverarbeitung
(vgl. Lenk & Kruse, 2000). Dar

uber hinaus ist mit einem Raster eine nur sehr grobe Approximation des
Gel

andes verbunden (s. Abb. 2.5
1
), falls nicht bei weiterf

uhrenden Verarbeitungsschritten an geometrischen

Ortern, die nicht direkt auf den Rasterpunkten liegen, mehrere benachbarte Rasterpunkte ber

ucksichtigt werden.
Aus diesen Gr

unden ist es sinnvoll, in der digitalen Gel

andemodellierung von Gitterdaten zu sprechen (vgl.
Kraus, 2000), es sei denn, manm

ochte explizit die H

ohenwerte f

ur die jeweils gesamte Fl

ache der Rasterelemente
verwenden.
Ein DGM kann neben dem St

utzpunktfeld weitere Informationen umfassen. Dabei handelt es sich um die Struk-
turinformation, mit der in besonderen Bereichen der Landschaft zus

atzliche Elemente f

ur die morphologisch
plausible Modellierung der Gel

andeober

ache zur Verf

ugung gestellt werden. Als Strukturinformation k

onnen
markante Einzelpunkte (h

ochste Stellen von Kuppen, tiefste Stellen von Mulden und Sattelpunkte) und Gel

ande-
linien (Geripplinien) verwendet werden. Diese gliedern sich weiter auf in R

uckenlinien (Kammlinien, Wasser-
scheiden) und Muldenlinien (Tallinien, Wassersammler), sowie Kantenlinien (Bruchkanten, Gel

andekanten), die
einen mehr oder weniger stark ausgepr

agten Wechsel der Hangneigung beschreiben (Hake & Gr

unreich,
1994). An den Kanten ist der Verlauf der Gel

andeober

ache zwar stetig, aber nicht glatt. Ebenso k

onnen
Gebiete vorhanden sein, in denen keine Daten vorliegen. Diese werden auch als Aussparungs

achen bezeichnet.
1
Eine Vorstellung des dargestellten Gebietes erfolgt in Abschnitt 7.1.3.
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Abbildung 2.5.: Terminologie: Gitter versus Raster.
Um die Vorteile des Quadratgitter-DGM und die verbesserte morphologische Qualit

at von DGM bei Verwendung
von Strukturinformation zu vereinen, wurde das hybride DGM entwickelt. Bei diesem wird in Bereichen, in denen
Strukturinformation vorliegt, das Gitter-DGM lokal durch Dreiecksvermaschung verdichtet (vgl. Kraus, 2000;
Buziek et al., 1992).
Es zeigt sich beim Studium der Literatur, dass die hier aufgef

uhrten Begrie DGM, DHM und DGHM nicht
einheitlich verwendet werden. Unter einem DGM wird daher in dieser Arbeit eine Menge (unregelm

aig) verteil-
ter St

utzpunkte (evt. mit zus

atzlicher punkt- und linienhafter Strukturinformation) verstanden, aus der mittels
Interpolationsverfahren und weiterer Techniken Folgeprodukte wie z. B. gerechnete DGM (s. Abs. 2.4.4) oder
H

ohenlinien (s. Abs. 2.4.2) abgeleitet werden. F

ur DGM, deren St

utzpunkte ein Gitter (bzw. Quadratgitter)
bilden, wird der Begri des Gitter-DGM verwendet (bzw. Quadratgitter-DGM, s. auch Abs. 2.4.3). Ggf. wird
bei Einbindung zus

atzlicher Strukturinformation in das Gitter-DGM der Begri des hybriden DGM verwendet,
oder es wird anderweitig explizit darauf hingewiesen.
2.4.2. Datenquellen f

ur DGM
Die Aufnahmeverfahren f

ur DGM werden insbesondere von Kraus (2000) in einem

Uberblick dargestellt und
hier nicht weiter aufgef

uhrt. Mit den unterschiedlichen Aufnahmeverfahren ergeben sich entsprechende St

utz-
punktverteilungen, die in Abbildung 2.6 veranschaulicht werden (vgl. Lenk & Kruse, 2000). Die St

utzpunkt-
analoger Darstellungen
Digitalisierungen
EchogrammeHöhenlinien
aus Karten
geomorphol.
Aufnahme
Isolinien
z = const.
Gitter unstrukturierte
Massendaten
Profile
x od. y = const.
Direkte Messungen
geometrisch verteilte SP unstrukt. SP geometrisch verteilte SP
SP = Stützpunkte
strukt. SP
Abbildung 2.6.: Datenquellen und St

utzpunktverteilungen f

ur DGM.
verteilung kann bei der Wahl von Auswerteverfahren zur Ableitung von DGM-Folgeprodukten von Relevanz
sein. F

ur eine 

achenhafte Modellierung des Reliefs ist es notwendig, auch die Gew

asserbereiche zu ber

ucksichti-
gen. Eine Klassizierung von St

utzpunktfeldern, die weiterf

uhrend den Bereich der Hydrographie abdeckt, wird
von Buziek (1994) vorgenommen. Hydrographische Aufnahmeverfahren werden u. a. von Ingham & Abbott
(1992), THOTN (1992, 1969) und Buziek & Hake (1991) beschrieben.
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Das Verfahren der Laserabtastung (Laserscanning) stellt heute neben photogrammetrischen Verfahren (vgl.
Kraus, 2000) den Standard bei der Datenerfassung f

ur DGM dar. Ausf

uhrliche Darstellungen zu dem Laser-
verfahren nden sich z. B. bei Wehr & Lohr (1999), Baltsavias (1999) oder Lindenberger (1993).
Allgemein ist festzustellen, dass St

utzpunktfelder f

ur die digitale Gel

andemodellierung vor allem in Grenzge-
bieten zwischen L

andern und Staaten und in

Ubergangsbereichen vom Unterwasserrelief zu Land

achen sehr
heterogen sein k

onnen bzgl. ihrer Genauigkeit, ihrer St

utzpunkteverteilung und zus

atzlich auch hinsichtlich der
horizontalen und vertikalen Bezugssysteme. Die fachgerechte Zusammenf

uhrung und Integration der Rohdaten
stellt daher teilweise eine erhebliche Herausforderung dar. Dieser Schritt ist insbesondere vor dem Hintergrund
relevant, dass bei der sp

ateren Ableitung von Folgeprodukten (Einzelpunkth

ohen, H

ohenlinien, perspektive An-
sichten, Reliefparameter wie Neigung, Exposition usw.) aus dem St

utzpunktfeld des DGM letzteres i. Allg. als
fehlerfrei oder homogen hinsichtlich seiner Genauigkeit betrachtet wird. Es wird keine Dierenzierung zwischen
verschiedenen Punkten vorgenommen bzgl. der mit unterschiedlichen Messverfahren assoziierten Varianzen der
Messwerte. Die Korrelationen zwischen den Punkten werden i. d. R. auch bei Folgeprodukten vernachl

assigt.
Entsprechend wird auch in dieser Arbeit verfahren.
2.4.3. Datenmodelle
Im Wesentlichen kann man die grundlegenden Datenmodelle, die im Zusammenhang mit digitaler Gel

ande-
modellierung verwendet werden, in die Kategorien Gitter-, Dreiecks- und H

ohenliniendatenmodell unterteilen.
Abbildung 2.5 und Abbildung 2.7 stellen dasselbe Gebiet mit den unterschiedlichen Datenmodellen dar. Sie sind
Marienburg
Schloß
Leine
Dreiecksdatenmodell Höhenliniendatenmodell
Abbildung 2.7.: Dreiecksdatenmodell und H

ohenliniendatenmodell.
prinzipiell durch Interpolations- und Approximationstechniken ineinander

uberf

uhrbar. Die Hauptanwendung
von H

ohenlinien im Zusammenhang mit DGM liegt in der Visualisierung der Gel

andeformen in 2D-Darstel-
lungen wie Karten und wird hier nicht weiter behandelt.

Uber die Ableitung von H

ohenlinien aus Dreiecken
berichten u. a. Kruse (1985) und van Kreveld (1997), die Berechnung von H

ohenlinien aus Quadratgittern
stellen u. a. Kruse (1987), Hofmann-Wellenhof (1983) und Ebner et al. (1980) vor. Einen

Uberblick und
weitere Hinweise nden sich bei Kraus (2000) und Watson (1992).
Unter einem (Punkt-)Gitter wird allgemein jede periodische Anordnung von (Gitter-)Punkten verstanden. Den
Abstand der Gitterpunkte bezeichnet man als Gitterkonstante (Meyers, 1987). Gitterdatenmodelle m

ussen
nicht notwendigerweise auf einer quadratischen Anordnung der Punkte in der Ebene basieren, es sind auch
andere periodische Punktverteilungen denkbar. Zun

achst k

onnen Punkte auch in Rechteckgittern angeordnet
werden. Dieser Ansatz spielt jedoch in der Praxis eine untergeordnete Rolle. Eine andere Gitterform stellt die
Einteilung der Ebene in gleichseitige Dreiecke, d. h., in ein Dreiecksgitter, dar. Die Vorteile dieser Datenstruktur
ergeben sich u. a. aus der h

oheren Isotropie des Gitters und der Eindeutigkeit der sich ergebenden Delaunay-
Triangulation (vgl. Kap. 5), sie werden u. a. von Lenk & Kruse (2000) und Watson (1992) beschrieben.
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
Uber eine weitere, speziell an Binnengew

asservermessung angepasste Gitterform berichten Heyer & Leib-
rock (1991). Hier werden entlang und senkrecht zu einer Kurve in der Ebene lokale Gitterelemente erzeugt,
in denen H

ohenwerte eingetragen werden. Das Dreiecksdatenmodell f

ur DGM, das in der englischsprachigen
Literatur auch als TIN (triangulated irregular network; Peucker et al., 1976) bezeichnet wird, ist Gegenstand
ausf

uhrlicher Betrachtungen in Kapitel 5.
2.4.4. Berechnung von Gitter-DGM
Da die St

utzpunkte eines Gitter-DGM teilweise nicht direkt in der Gitteranordnung gemessen werden, m

ussen
sie ggf. aus dem origin

aren St

utzpunktfeld abgeleitet werden. Dies erfolgt unter Ber

ucksichtigung von Struktur-
information und Aussparungs

achen. Als Berechnungsmethoden kommen verschiedene Verfahren zum Einsatz,
sie werden z. B. bei Kraus (2000), Burrough & McDonnell (1998),Declercq (1996) und Cressie (1991)
zusammengestellt. Einzeldarstellungen nden sich u. a. bei Buziek (1994, 1990),Kruse (1990),D

usedau et al.
(1987),Ebner et al. (1980), Ebner (1979),G

opfert (1977). Die Liste erhebt keinen Anspruch auf Vollst

andig-
keit, da es eine Vielzahl von publizierten Methoden zur r

aumlichen Interpolation und Approximation gibt. Eine
Bewertung der Methoden ist nicht Gegenstand dieser Arbeit und wird daher nicht vorgenommen.
Als Methode zur Berechnung von Gitter-DGM und Einzelpunkth

ohen (ggf. Schnittpunkte von Linien) wird in
dieser Arbeit die lineare Interpolation im Dreieck oder auf einer Kante im TIN nach vorheriger Triangulation
des St

utzpunktfeldes (z. B. Buziek, 1994, 1990) genutzt. Sie ist in vielen kommerziellen DGM- und GIS-Soft-
warepaketen realisiert. Der Grund f

ur die Wahl liegt darin, dass bei der Integration von DGM und DSM mittels
Triangulation methodisch bedingt eine Interpolation von unbekannten H

ohen im Dreieck erfolgen muss. Die
Hintergr

unde hierzu werden in Kapitel 6 erl

autert.
2.4.5. DGM als Geobasisdatenbest

ande
DGM werden von den deutschen Landesvermessungen in verschiedenen Versionen angeboten. Sie unterscheiden
sich hinsichtlich ihrer Gitterweite und der spezizierten Genauigkeit der Gel

andewiedergabe (ggf. Lage- und
H

ohengenauigkeit). Sie bilden einen Bestandteil der Produktpalette von ATKIS (Harbeck, 2000b).

Uber den
Aufbau von Geobasisdaten-DGM in Deutschland berichten u. a. Schleyer (2000), Petzold et al. (1999),
Reiche et al. (1997) und Hoss (1997). In diesen Ver

oentlichungen wird insbesondere auf die Verwendung
der Laserabtastung beim Aufbau des DGM eingegangen, w

ahrend z. B. Washausen (1992) im Wesentlichen
herk

ommliche Techniken beschreibt.
Der ATKIS-OK modelliert das Relief beim derzeitigen Stand auf die folgende Weise (AdV, 1995): Der Objekt-
bereich 6000 Relief umfasst die Objektgruppen 6100 Digitales Gel

andemodell und 6200 Besondere Ober

achen-
formen. Dabei sind f

ur die 

achenhafte Repr

asentation des Reliefs die folgenden Objektarten relevant:
6101 DGM-Gitter: Ein Gitterbereich, d. h. eine Speichereinheit des DGM, die regelm

aig verteilte Punkte des
DGM enth

alt. Das DGM-Gitter wird in Objekte so unterteilt, da die zweckm

aige Speicherung der Punkt-
menge in Speichereinheiten m

oglich ist. Die Gitterweite soll in Abh

angigkeit von der Gel

andestruktur 50
m oder 25 m betragen.
6102 DGM-H

ohenlinie: Eine Schnittlinie der Gel

andeober

ache mit einer Fl

ache konstanter H

ohe

uber Nor-
mal-Null.
6103 DGM-Gel

andelinie: Eine Linie zur Darstellung und Charakterisierung der Gel

andeober

ache.
6104 Besonderer Gel

andepunkt: Charakteristischer H

ohenpunkt der Gel

andeober

ache.
Eine konsequente Umsetzung dieser konzeptionellen Modellierung mit Hinblick auf eine integrierte Datenhaltung
mit dem DSM in einem gemeinsamen System ist bisher nicht vorgenommen worden. Das Relief als Kontinuum
wird separat durch DGM diskretisiert beschrieben und getrennt vom DSM vorgehalten (Bill et al., 2000).

Uber die gegenw

artige Kategorisierung der AdV f

ur DGM berichtet Harbeck (2000a). Es sind 3 Kategorien
in verschiedenen Qualit

atsstufen vorgesehen.
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 DGM5/10 (Qualit

atsstufe 1), durchschnittliche H

ohengenauigkeit von  0:5 m, Gitterweite bis 20 m.
 DGM25 (Qualit

atsstufe 2), durchschnittliche H

ohengenauigkeit von  2 m, Gitterweite bis 50 m.
 DGM50 (Qualit

atsstufe 3), durchschnittliche H

ohengenauigkeit von  5 m, Gitterweite

uber 50 m.
Die Erfassung ist noch nicht in allen Bundesl

andern abgeschlossen. Vom Bundesgebiet gibt es ein DGM mit
geringer Genauigkeit, das durch Digitalisierung der H

ohenlinien der Topographischen Karte 1:50.000 (TK50)
entstanden ist. Ein weiterer Datensatz mit einer Gitteraufl

osung von 1", der sich an den geographischen Koordi-
natenlinien orientiert, steht am Bundesamt f

ur Kartographie und Geod

asie (BKG) zur Verf

ugung (Endrullis,
2000).
Angaben

uber

ahnliche Vorhaben der landesweiten H

ohenerfassung nden sich bei Sp

alti (2000) f

ur die Schweiz
und bei Paul (2000) f

ur

Osterreich.
2.5. Stand der Integration von DGM und DSM im Kontext von
Geobasisdaten
Aus den zitierten aktuellen Quellen zu amtlichen Geobasisdaten (s. Abs. 2.3.2.2) ergibt sich, dass in den betrach-
teten L

andern derzeit reine Situationsmodelle aufgebaut werden. Konzeptionell wird zwar diskutiert, die H

ohe
als Attribute zu Objekten zu integrieren, es nden sich jedoch keine weiteren Informationen dar

uber, wieweit
dieser Ansatz bereits verfolgt wird. Vielmehr gibt es Hinweise, dass die Verwaltungen noch auf entsprechende
Entwicklungen seitens der Industrie und der wissenschaftlichen Einrichtungen warten.
In AdV (1999) wird vermerkt, dass eine \... m

ogliche volumetrische Objektdenition (3D-Modellierung) ...
Gegenstand einer sp

ateren Entwicklung sein ... \ soll. Harbeck (2000b) gibt an, dass die AdV mit dem
Beschluss der ATKIS-Komponentenpalette die Sprachregelung vertritt, \... dass die DLM
2
einschlielich der
DGM die Landschaft vollst

andig, also dreidimensional modellieren. Dennoch ist eine geometrische Verkn

upfung
von DLM und DGM nicht m

oglich und auch die Zuordnung existierender DGM zu Korrespondenz-DLM ist nicht
immer eindeutig." Interessanterweise dierenzieren die Quellen nicht zwischen der Modellierung von Fl

achen im
Raum als einer Option der 2.5D-Modellierung von Landschaften und volumetrischen Ans

atzen (vgl. Kap. 3).
Degerstedt & M

uller (2000) geben an, dass in Schweden bei Kartenobjekten (map details) f

ur jede La-
gekoordinate auch eine H

ohenkomponente angegeben werden kann. Allerdings wird dies nicht weiter im Detail
beschrieben. Eidenbenz (1999) f

uhrt aus, dass f

ur den Aufbau eines echten dreidimensionalen topographischen
Informationssystems nicht nur die H

oheninformation, sondern auch die GIS-Strukturen fehlen, die \eine gleich-
wertige Abbildung der H

ohe" erlauben. Sp

alti (2000) gibt an, dass in der Schweiz der Datensatz VECTOR25
aufgebaut wird. Die H

ohenkomponente wird getrennt in dem digitalen H

ohenmodell DHM25 modelliert, \... die
Frage bez

uglich der 3. Dimension ... muss angegangen werden".
Paul (2000) f

uhrt f

ur die Situation in

Osterreich an, dass das \DLM" in

Osterreich die Erdober

ache zweidimen-
sional modelliert, \... wobei einzelnen Objekten H

ohenattribute zugeordnet werden k

onnen. Das Gel

anderelief
... wird im Objektbereich Gel

ande ... unabh

angig ... als digitale Gel

andeh

ohendatenbank (GHDB) gef

uhrt".
Eine H

ohenzuweisung mittels Verschneidung \... zu einem quasi-dreidimensionalen Modell ... ist ... jederzeit
m

oglich", wobei die Form der Verschneidung nicht n

aher speziziert ist.
Zusammenfassend ist damit festzustellen, dass zumindest in den deutschsprachigen Nachbarl

andern noch kei-
ne integrierte Datenmodellierung realisiert ist. Da sich relevante Ver

oentlichungen auf europ

aischer Ebene
mehr mit der Thematik unterschiedlicher Objektartenkataloge und Datenformate auseinandersetzen (Harbeck,
2000a; Illert, 2000) ist davon auszugehen, dass auch in den anderen Staaten Europas in dieser Richtung noch
keine operationellen Verfahren bestehen.
2
In der Quelle wird teilweise nicht zwischen DSM und DLM dierenziert (s. Abs. 2.1) bzw. auf den synonymen Gebrauch der
Begrie hingewiesen.
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3. Ans

atze integrierter Geodatenmodellierung
3.1. Grundlagen
3.1.1. Allgemeines und Terminologie
Prinzipiell muss bei der Verwendung des Begris Integration im Zusammenhangmit DGM und GIS dierenziert
werden, was sich inhaltlich hinter einer \Integration" verbirgt. Etliche Autoren (z. B. Weibel, 1993; Pfan-
nenstein & Reinhardt, 1993; Fritsch & Pfannenstein, 1992; Reinhardt, 1991; Mayer, 1991; Ebner
et al., 1990) befassen sich mit der \Integration von DGM in GIS" und verbinden damit letztendlich, dass
DGM-Produkte oder die Funktionalit

at von DGM-Softwarepaketen in GIS-Softwarepakete eingebunden und
ggf. entsprechende Datenstrukturen f

ur DGM im GIS-Softwarepaket bereitgestellt werden. Dies stellt jedoch
nur eine integrierte Geodatenhaltung dar. Sie

ahnelt dem h

aug in GIS verwendeten Ebenenprinzip (Layerda-
tenmodell, z. B. Bill & Fritsch, 1994). Mit entsprechender Funktionalit

at kann dann eine Zuweisung von
H

oheninformation an DSM-Objekte erfolgen. Manche Autoren verbinden mit \Integration von DGM und GIS"
die visuelle

Uberlagerung von DGM mit (thematischer) 2D-Information (z. B. topographischen Rasterkarten,
Luftbildern, Satellitenbildern etc.) zur Erzeugung anschaulicher perspektiver Ansichten. Dies ist eine Form, die
besonders in kommerziellen Softwarepaketen als DGM-Integration oder 3D-GIS bezeichnet wird (vgl. Riedo,
1999). Diese beiden Interpretationen werden nicht weiter verfolgt. Hier soll vielmehr untersucht werden, wie
H

oheninformation in GIS-Datenmodellen im Sinne integrierter Geodatenmodellierung ber

ucksichtigt werden
kann.
Die Geschichte der Etablierung von GIS ist gepr

agt von der Entwicklung rein zweidimensionaler Datenstrukturen
und dem separaten DGM. In Foresman (1997) nden sich umfangreiche Beitr

age zur Historie der zweidimen-
sionalen Systeme, w

ahrend das Thema 3D-GIS nur kurz im Ausblick auf gegenw

artige Forschung auftaucht
(Goodchild, 1997; in Foresman, 1997). Die Geschichte der Entwicklung von DGM wird kaum erw

ahnt, ent-
sprechend wird hier wohl die Relevanz von DGM f

ur GIS zumindest in den ersten Jahrzehnten gesehen. Der
historische Hintergrund von triangulierten DGM wird von Mark (1997) dargestellt.
Das Thema der Erweiterung der etablierten 2D-GIS-Datenmodelle um die H

ohenkomponente ist seit etwas
mehr als einem Jahrzehnt Gegenstand intensiverer Forschung. Nach Goodchild (1997) stellt es einen der
gegenw

artigen Schwerpunkte in der GIS-Forschung dar neben temporalen Ans

atzen, der Generalisierung, der
Ber

ucksichtigung der Kr

ummung der Erdober

ache und der Handhabung unsicherer Daten. Umfangreiche Be-
trachtungen aus den Anf

angen nden sich z. B. bei Raper & Kelk (1991),Fritsch (1990) oder Raper (1989).
Allgemeine Beschreibungen nden sich in den Standardwerken der GIS-Literatur, z. B. Bill & Fritsch (1994)
oderMaguire et al. (1991). Monographien zu dem Thema stellen u. a. die Arbeiten von Breunig (2000, 1996),
Pilouk (1996) und Fritsch (1990) mit den entsprechenden Zusatzver

oentlichungen dar. Raper (2000) gibt
einen aktuellen allgemeinen

Uberblick, der teilweise weniger technisch ausgerichtet ist. Es nden sich dort etliche
weitere Literaturhinweise. Softwaresysteme f

ur entsprechene Ans

atze, insbesondere kommerzielle Programme,
werden u. a. von Riedo (1999) beschrieben. Hinweise zu wissenschaftlichen Prototypen nden sich bei Breunig
(2000, 1996) und Pilouk (1996). Sie werden hier nicht weiter behandelt.
3.1.2. Bestehende Klassizierungen integrierter Datenmodellierung
Entsprechend der in Abschnitt 2.1 beschriebenen Klassizierung der Dimensionen k

onnen auch die Ans

atze
zur Integration von H

oheninformation in GIS-Datenmodellen in 2.5D- und 3D-Ans

atze eingeteilt werden. Diese
k

onnen anhand weiterer Eigenschaften zus

atzlich dierenziert werden. Die ebenfalls in Abschnitt 2.1 zitierte
2.75D-Modellierung der Umwelt wird nicht weiter betrachtet, hierzu wird auf die angef

uhrten Quellen verwiesen.
Fritsch (1990) klassiziert die Ans

atze zur Integration von DGM in GIS in drei Kategorien. Diese k

onnen
teilweise entsprechend ihrer Dimensionalit

at in die Untersuchungen dieser Arbeit eingeordnet werden:
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Sachdatenabsorption: Dies entspricht einem einfachen 2.5D-Ansatz und wird Abschnitt 3.2.1.1 besprochen.
Gel

andeinformationssysteme (GelIS): Dies entspricht Kategorien des 2.5D-Ansatzes f

ur DGM, es handelt sich
nicht um integrierte Datenmodellierung, sondern um integrierte Datenhaltung. Daher wird das GelIS
selbst hier nicht behandelt. Aus diesem kann mit entsprechender Funktionalit

at ein integriertes Modell
durch Attributierung abgeleitet werden. Die Vorgehensweise wird in Abschnitt 3.2.1.2 diskutiert.
Totale Integration: Hierbei wird nach Fritsch (1990) prinzipiell eine 3D-Modellierung vorgenommen, in der
Mehrdeutigkeiten hinsichtlich der H

ohe erlaubt sind. Bei einer sp

ateren Ver

oentlichung (Fritsch, 1996)
wird die m

ogliche Beschr

ankung auf 2.5D beschrieben (s. Abs. 3.2.2).
Reinhardt (1991) klassiziert zwei Integrationsformen, zum einen dreidimensionale Koordinaten in GIS, was
der Sachdatenabsorption entspricht, und zum anderen die getrennte Datenhaltung von H

ohen- und Situati-
onsdaten im GIS. Mit der letzten Form befasst sich Reinhardt (1991) ausf

uhrlich, sie kann dem GelIS von
Fritsch (1990) zugeordnet werden. Varianten der letzten Form sind die Integration von DGM-Daten (Import
von Folgeprodukten

uber Dateischnittstellen) in GIS, die Integration von DGM-Methoden und die vollst

andi-
ge Integration von DGM-Daten und -Methoden in GIS. Da dies keine integrierte Datenmodellierung darstellt
wird, sie nicht weiter behandelt. Eine Zuweisung von H

oheninformation auf der Grundlage von importierten
DGM-Produkten oder aus einer integrierten Datenhaltung heraus erfolgt durch Attributierung, die ausf

uhrlich
in Abschnitt 3.2.1 diskutiert wird.
3D-Ans

atze sind ein aktuelles und h

aug bearbeitetes Thema im Zusammenhang mit dem Aufbau von digitalen
Stadtmodellen (z. B. Brenner & Haala, 2000; Schilcher et al., 1999;Kofler & Gruber, 1998;K

oninger
& Bartel, 1998). Zanini (1999) bezeichnet das Ergebnis seines Ansatzes zwar als 3D-Landschaftsmodell, jedoch
wird der Begri des Landschaftsmodells dort anders interpretiert als in dieser Arbeit (vgl. Abs 2.1). Es ndet
keine Ber

ucksichtigung allgemeiner Landschaftsobjekte statt, wie sie sich z. B. im ATKIS-OK nden. Zanini
(1999) befasst sich mit der automatisierten Generierung eines 3D-Stadtmodells und dessen Visualisierung.
Zum Thema 2.5D-GIS nden sich, insbesondere in letzter Zeit, nur noch wenige Literaturstellen. Dabei ist
dieser Ansatz besonders unter dem Aspekt der Kompatibilit

at mit den bestehenden DGM und DSM und damit
der Kosteneinsparung bei der Migration der Datens

atze interessant (vgl. Carosio, 1999). Der Kontext von
topographischen Geobasisdaten und damit vom Aufbau landesweiter 2.5D- oder 3D-Datens

atzen wird in der
dem Autor bekannten Literatur nicht angesprochen oder wenn, dann nur als Ausblick f

ur k

unftige Entwicklungen
(vgl. Abs. 2.5).
Den Schwerpunkt der Betrachtungen hier sollen daher die 2.5D-Ans

atze bilden, mit denen die bestehenden Da-
tens

atze DGM und DSM zum Aufbau von 2.5D-DLM genutzt werden k

onnen. Sie werden deshalb ausf

uhrlich
mit den bestehenden Ans

atzen beschrieben.

Uberblicke zu verschiedenen 3D-Ans

atzen werden in den angegebe-
nen allgemeinen Quellen zu 3D-GIS gegeben, sie werden in dieser Arbeit jedoch nicht in eigenen Entwicklungen
untersucht. Die folgenden Ausf

uhrungen beschr

anken sich daher auf 2.5D-Ans

atze und es werden Verkn

upfungs-
ans

atze zwischen einzelnen 2.5D-Ans

atzen und der 3D-Modellierung aufgezeigt.
3.2. 2.5D-Ans

atze zur integrierten Datenmodellierung
3.2.1. H

ohenintegration durch Attributierung
Bei dem Ansatz der H

ohenintegration durch Attributierung muss dierenziert werden, mit welchen Elementen
im GIS die H

ohe als Attribut verkn

upft wird. Die H

oheninformation kann entweder mit den Lagegeometrien,
d. h. deren Punkten und Knoten, oder 

achenhaften Objekten verkn

upft werden.
3.2.1.1. H

ohenattribute f

ur Punkte und Knoten: \Sachdatenabsorption"
Unter der Sachdatenabsorption wird nach Fritsch (1990, vgl. Bill & Fritsch, 1994; Fritsch & Pfannen-
stein, 1992) die Einf

uhrung von 3D-Koordinaten f

ur Geometrielemente im GIS verstanden. Das Problem mit
dieser Variante der Beschreibung der Gel

andeober

achenform ist, dass die Dichte der St

utzpunkte sich nicht an
der Gel

andeform orientiert, sondern durch die Verteilung der Punkte und Knoten der Geometrien des DSM vor-
gegeben wird. Dadurch kann es zwar in dicht besiedelten Gebieten mit einer entsprechend hohen Zergliederung
der Ebene durch Landschaftsobjekte zu einer ausreichenden Wiedergabe der Gel

andeober

achenform kommen,
allerdings wird dies in d

unn besiedelten Gebieten nicht immer der Fall sein. Daher wird in der angegebenen
Literatur diese Form der Integration von H

oheninformation in GIS-Datenstrukturen tendenziell als unzul

anglich
betrachtet.
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3.2.1.2. Polynom

achen als Attribute zu 

achenhaften Objekten
Ein ganz anderer Ansatz zur Integration von H

oheninformation und Situationsmodellen mittels Attributzu-
weisung an 

achenhafte Objekte wurde konzeptionell am Institut f

ur Kartographie
1
der Universit

at Hannover
entwickelt und wird von Buziek (1993) beschrieben. Der Ansatz sieht vor, f

ur 

achenhafte DSM-Objekte
r

aumliche Polynomfunktionen zu denieren, deren KoeÆzienten als Attribute mit den Objekten verkn

upft wer-
den. Zu diesem Zweck kann es n

otig sein, die Objekte unter Ber

ucksichtigung von Strukturinformation wie
z. B. Kantenlinien in Objektteile zu zerlegen. F

ur die Objektteile werden dann die entsprechenden Funktionen
berechnet. F

ur den Ansatz wird von Buziek (1993) auch der Begri der kontinuierlichen Integration (conti-
nuous integration) verwendet. Es muss jedoch beachtet werden, dass es im Zuge einer derartigen Modellierung
an den Objektgrenzen zu Diskontinuit

aten kommen kann, da i. Allg. nicht sichergestellt werden kann, dass
Fl

achenpolynome adjazenter Objekte an den gemeinsamen Geometrien stetig oder sogar stetig dierenzierbar
ineinander

ubergehen. Der Begri der \kontinuierlichen Integration" wird daher hier nicht weiter verwendet. In
der genannten Quelle wird ferner postuliert, dass die Beschreibung des Reliefs in Form von Polynomen einen
Kompressionseekt f

ur das DGM und damit eine Verringerung des notwendigen Speichervolumens mit sich
bringt.
Der Ansatz wurde von Hettwer (1998) aufgegrien und in Teilaspekten realisiert. Dabei wurden die Polynom-


achen jedoch nicht f

ur (ggf. geteilte) Objektteile des DSM berechnet, sondern Hettwer bildet eigenst

andige
Objekte interaktiv anhand von Erfahrungswerten, f

ur die dann Polynom

achen berechnet werden. Die Erfah-
rungswerte basierten auf umfangreichen Testdigitalisierungen. Diese Vorgehensweise wird auch hier vom Autor
gegen

uber dem Konzept von Buziek (1993) favorisiert, da die Teilung von DSM-Objektteilen und die Zuweisung
der PolynomkoeÆzienten im Anschluss an die Modellierung des Reliefs durch eine Verschneidung erfolgen kann.
Damit stellt sich das Problem zun

achst dar als Entwicklung eines Verfahrens zur Repr

asentation des Reliefs in
Form von 

achenhaften Objekten, denen Fl

achenpolynome als Attribute zugewiesen werden.
Prinzipiell kann diesem Ansatz auch die h

aug mit kommerziellen GIS durchgef

uhrte Integration von H

ohenin-
formation in DSM auf der Grundlage von 

achenhaften H

ohenschichtobjekten zugeordnet werden. Eine Horizon-
talebene stellt eine Polynom

ache niedrigsten Grades dar, und durch Verschneidung wird (Teilen von) Objekten
des DSM die jeweilige Horizontalebene zugeordnet. Problematisch ist in diesem Zusammenhang die durch die
H

ohenschichten gegebene Diskretisierung des Reliefs in \Stufenlandschaften" und die damit verbundene man-
gelnde Flexibilit

at. Wird eine Diskretisierung mit kleinerer H

ohenstufe ben

otigt, so muss der Arbeitsvorgang
wiederholt werden. Die H

ohenschichtstufe zwischen adjazenten H

ohenschichtobjekten stellt in diesem Fall die
oben erw

ahnte Diskontinuit

at dar. Es handelt sich hierbei um eine Form der Integration, wie sie mit einem
GelIS (Abs. 3.1.2) vorgenommen werden k

onnte.
Betrachtet man ein r

aumliches Dreieck mit seiner durch die Eckpunkte vorgegebenen Ebene als ein Objekt mit
einem Polynom 1.-ten Grades, so k

onnte man auch triangulierte DGM begrilich an dieser Stelle einordnen.
Aufgrund des in der Fachwelt eingef

uhrten Begris des TIN als eigenst

andiger Datenstruktur wird hiervon
Abstand genommen. Der Vorteil des TIN liegt darin, dass es nicht zu Unstetigkeiten an den Objektgrenzen
kommt wie bei h

oheren oder niedrigeren Polynomans

atzen. Der Ansatz der Integration von H

oheninformation
und DSM mittels Triangulationen wird in Abschnitt 3.2.2 behandelt.
Den einfachsten Fall des Ansatzes mit attributiven Polynom

achen stellt die Vorgehensweise dar, einem Land-
schaftsobjekt eine eindeutige H

ohenkoordinate, d. h. ein Polynom 0.-ten Grades, zuzuweisen. Allerdings ist die
Diskretisierung des Reliefs damit nur am DSM orientiert, das zwar bzgl. seiner Geometrie naturgem

a mit dem
Relief korreliert, jedoch keine Flexibilit

at wie Vorgaben durch H

ohenstufen zul

asst.
3.2.2. Integriertes 2.5D-Datenmodell auf der Basis von Dreiecken
Ein interessanter Ansatz basiert auf der Idee, die Geometrien eines DSM in ein bestehendes trianguliertes DGM
(TIN) zu integrieren. Das entstehende Datenmodell ist damit den simplizialen Komplexen (vgl. Abs. 2.2.3) zuzu-
ordnen. Dabei werden einem 

achenhaften Landschaftsobjekt eine Anzahl von Dreiecken und einem linienhaften
Landschaftsobjekt entsprechend Kanten aus dem integrierten TIN zugeordnet. Ein punktf

ormiges Objekt wird
durch einen Knoten im integrierten TIN beschrieben.
Die Idee des Ansatzes kann bis in die 1970er Jahre zu den Urspr

ungen des TIN zur

uckverfolgt werden. Es ndet
sich bereits in dem Abschlussbericht des TIN-Projektes vonPeucker et al. (1976) der Hinweis, dass ein TIN und
1
Der Name des damaligen Instituts f

ur Kartographie (IfK) der Universit

atHannover wurde inzwischen in Institut f

ur Kartographie
und Geoinformatik (IKG) ge

andert.
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ein \topologisches Polygonsystem" (topologically structured polygonal system
2
) miteinander verkn

upft werden
k

onnen zu einem umfassenden System, das die Vorteile der beiden Ans

atze vereint. Es haben jedoch nach den
Recherchen des Autors keine entscheidenden Entwicklungen in Richtung einer landschaftsobjektstrukturierten
2.5D-Modellierung des Gel

andes stattgefunden.
Auf die gemeinsamen Aspekte von simplizialen Komplexen und TIN weisen auch Egenhofer et al. (1989) hin,
allerdings ohne den Aspekt der 2.5D-Modellierung weiter auszuf

uhren. Kl

otzer (1997) f

uhrt umfangreiche
Untersuchungen mit Ans

atzen aus der algorithmischen Geometrie durch und diskutiert, auf welche Art eine
Integration der Landkarte (vgl. Abs. 2.2.2) mit einem triangulierten DGM durchgef

uhrt werden kann. Das
Verfahren von Pilouk (1996) (s. a. Pilouk & Kufoniyi, 1994; Pilouk & Tempfli, 1994a, 1994b, 1993)
umfasst neben der volumenhaften Modellierung von K

orpern (z. B. Geb

aude oder geologische K

orper) durch
3-simpliziale Komplexe einen Bearbeitungsschritt, bei dem die Gel

andeober

ache mit 2-simplizialen Komplexen
modelliert wird. Abdelguerfi et al. (1997) berichten

uber die Entwicklung eines erweiterten Vektorformates,
welches f

ur 

achenhafte Objekte durch Anwendung der Verschneidungsoperation eine Zuordnung von Dreiecken
erlaubt. Auch Buziek (1993) beschreibt u. a. den dreiecksbasierten Ansatz auf konzeptioneller Ebene. Kraus
(2000, 1995) greift den Ansatz auf, f

uhrt aber aus, dass er sich auf die Untersuchungen von Pilouk & Kufoniyi
(1994) bezieht. Fritsch (1996) zitiert ebenso Pilouk & Kufoniyi (1994) sowie Kraus (1995). Er bezeichnet
den Ansatz als fully integrated 2.5D data model und f

uhrt damit eine Dierenzierung gegen

uber der totalen
Integration in Fritsch (1990) hinsichtlich der Dimensionalit

at ein (vgl. Abs. 3.1.2).
Die anderen Ver

oentlichungen zu diesem Ansatz nehmen jedoch kaum aufeinander Bezug, u. a. wohl deshalb, da
sie teilweise nahezu parallel stattfanden. Nur Pilouk (1996) bezieht sich bei der Entwicklung seiner simplizialen
Netzwerke u. a. auf Egenhofer et al. (1989). Die Vorgehensweisen der Autoren bei der Integration sind
teilweise sehr unterschiedlich. Bisher existiert nach den Informationen des Autors auer den unabh

angigen
Untersuchungen von Kl

otzer (1997) keine Bewertung verschiedener Verfahren.
Ein wichtiger Aspekt dieses Ansatzes ist, dass er sich zu einer 3D-Modellierung erweitern l

asst. Das Verfahren
der Zellenzerlegung (cell decomposition) bei der 3D-Modellierung (z. B. Bill & Fritsch, 1994) setzt Objekte
aus einfacheren Bausteinen bzw. Primitiven (z. B. W

urfel, Tetraeder, Zylinder etc.) zusammen. Dar

uberhinaus
verwendet man Zellenzerlegungen auch f

ur r

aumliche Zugrismethoden, die hier jedoch nicht weiter betrach-
tet werden (s. z. B. Gaede & G

unther, 1998). Insbesondere die Verwendung von Tetraedern (3-Simplizia,
allgemeinen dreieckigen Pyramiden, vgl. Bronstein & Semendjajew, 1989) wurde bereits f

ur die Modellie-
rung von unregelm

aigen Volumen in 3D-GIS untersucht (Breunig, 2000, 1996; Pilouk, 1996). Dieser Ansatz
stellt die Erweiterung der 2-simplizialen Komplexe in den 3D-Raum dar. Zellenzerlegungen entsprechen der
unregelm

aigen Tessellation des Raumes. De la Losa (1998) beschreibt ferner einen Ansatz, bei dem auf die
explizite Tetraedrisierung von K

orpern verzichtet wird. Die K

orper werden nur

uber ihren Rand dargestellt, der
mit 2-simplizialen Komplexen beschrieben ist. Das Verfahren der Randdarstellung (boundary representations,
b-reps) hat eine hohe Verbreitung in GIS. Die R

ander von Objekten k

onnen durch analytische oder approxi-
mierende Verfahren dargestellt werden. Damit kann sich ein r

aumliches Objekt aus geraden und gekr

ummten
Linien bzw. Fl

achen zusammensetzen. Betrachtet man nur die H

ulle eines simplizialen Komplex, so kann dies
als Randdarstellung aufgefasst werden.
Neben den beschriebenen Anwendungen und Erweiterungsm

oglichkeiten wird das Verfahren der Ber

ucksichti-
gung von Objektgeometrien in Dreiecksnetzen auch bei der Modellierung topologischer Beziehungen zwischen
Objekten im Zuge von Generalisierungsmanahmen verwendet (z. B. Sester, 2000; Ware & Jones, 1996).
Allerdings steht hier die Topologie der Objekte im Vordergrund. Die H

ohe der Knoten im Dreiecksnetz wird
nicht ber

ucksichtigt, da es sich i. Allg. um rein planare Aufgabenstellungen handelt.
3.2.3. Integriertes 2.5D-Datenmodell auf der Basis von Quadratgitter-DGM
Buziek (1993) beschreibt die Variante, als H

ohenkomponente f

ur ein integriertes Datenmodell ein Quadrat-
gitter-DGM zu verwenden. Dieses wird, analog zur Integration der Strukturinformation in ein Gitter, lokal
durch DSM-Geometrien mittels Triangulation verdichtet, wobei Schnittpunkte der DSM-Geometrien mit den
Gitterlinien ber

ucksichtigt werden. Damit kann dieser Ansatz als ein Spezialfall der Integration auf der Basis
von Triangulationen aufgefasst werden mit den folgenden Einschr

ankungen:
2
Ein Polygon ist in diesem Zusammenhang eine einfache, geschlossene Aneinanderreihung von Liniensegmenten vereinigt mit
der Fl

ache, die von den Liniensegmenten umschlossen wird. Im Folgenden wird in dieser Arbeit unter einem Polygon immer
ein derartiges geometrisches Konstrukt verstanden. In der Geod

asie dagegen wird im Zusammenhang mit der Bestimmung
von Festpunktfeldern und Aufnahmepunkten unter einem \Polygon" bzw. einem \Polygonzug" eine Aneinanderreihung von
Liniensegmenten verstanden, die nicht notwendigerweise geschlossen sein m

ussen (vgl. z. B. Gromann & Kahmen, 1983).
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1. als St

utzpunktfeld des DGM wird ein Quadratgitter verwendet;
2. die Diagonalen von Gitterzellen, die nicht von DSM-Geometrien geschnitten werden, werden nicht gebildet.
Prinzipiell kann der Ansatz auch auf Quadratgitter-DGM mit Strukturinformation (hybride DGM) erweitert
werden (Buziek, 1993). In dem Fall wird ein entsprechend erweitertes St

utzpunktfeld verwendet, und die
Diagonalen, die nicht von DSM-Geometrien oder Strukturinformation geschnitten werden, werden nicht gebildet.
3.3. Bewertung der Ans

atze und eigene Forschungsschwerpunkte
Ber

ucksichtigt man die u. a. von Carosio (1999) geforderte Kompatibilit

at von neu zu entwickelnden Ans

atzen
integrierter Datenmodellierung mit bestehenden Datens

atzen, so kann man die Ans

atze der 3D-Modellierung
f

ur prim

are Betrachtungen zur Entwicklung eines integrierten Datenmodells ausschlieen. W

unschenswert f

ur
ein integriertes Datenmodell w

are ggf. eine Kompatibilit

at mit 3D-Ans

atzen, um f

ur sp

atere Entwicklungen der
landesweiten 3D-Modellierung die Migration der bestehenden Datens

atze zu erm

oglichen. 3D-Ans

atze werden
zudem bereits in den zitierten umfangreichen Entwicklungen im Bereich der Stadtmodelle verwendet bzw.
untersucht und beschrieben. Diese Entwicklungen wurden meist nur f

ur Gebiete der Gr

oenordnung von St

adten
durchgef

uhrt.
Einige Ans

atze der integrierten 2.5D-Modellierung sind Stand der Technik. Dabei handelt es sich um die Zuwei-
sung einer H

ohenkoordinate an Landschaftsobjekte, die Verwendung von 3D-Koordinaten f

ur die Geometrien
des DSM sowie um die Verschneidung von DSM-Objekten mit H

ohenschichtobjekten. Diese stellen sich als
unexibel bzw. als qualitativ unzul

anglich hinsichtlich ihrer Beschreibung der Gel

andeober

achenform dar.
Das Verfahren der Verwendung h

oherer Polynomans

atze zur Beschreibung der Gel

andeform ist bisher nur mit
einem weitgehend manuellen Verfahren untersucht worden. Hierzu sind zwecks Automatisierung weitere Un-
tersuchungen notwendig. Das konzeptionelle Verfahren der Integration auf der Basis von Quadratgitter-DGM
oder hybriden DGM (Abs. 3.2.3) kann als Spezialfall des Ansatzes der 2-simplizialen Komplexe (s. Abs. 3.2.2)
aufgefasst werden. Die Verwendung der 2-simplizialen Komplexe wurde bereits von einigen Autoren untersucht
(wenngleich die Autoren nicht immer diese Terminologie aufgrien). Es fand bisher jedoch noch keine Untersu-
chung im Vergleich mit anderen Ans

atzen statt. Ebenso wurden die Arbeiten der genannten Autoren auf diesem
Gebiet noch keiner vergleichenden Beurteilung unterzogen. Die Verwendung von simplizialen Komplexen f

ur ein
integriertes Datenmodell birgt den Vorteil, dass derart modellierte Daten als Grundlage f

ur eine Erweiterung
des Datenmodells f

ur 3D-GIS dienen k

onnen. Man kann von einer Kompatibilit

at mit (bereits bestehenden)
h

oherdimensionalen Ans

atzen sprechen.
Es zeigt sich, dass es f

ur eine landesweite Modellierung der Erdober

ache zwecks Kompatibilit

at mit bestehen-
den Geobasisdatens

atzen notwendig ist, ein 2.5D-Verfahren zu w

ahlen. Diese Einschr

ankung bzgl. der Dimension
ist auch unter dem Aspekt sinnvoll, dass 3D-Ans

atze zur Modellierung der Erdober

ache nur in Bereichen von
senkrechten W

anden,

Uberh

angen und br

uckenhaften Erscheinungen n

otig sind, die in der Natur selten vorkom-
men (vgl. Abs. 2.1). Unter den 2.5D-Ans

atzen besteht f

ur das Verfahren auf der Grundlage von Polynom

achen
und den Ansatz mit 2-simplizialen Komplexen weiterer Untersuchungsbedarf. Diese 2.5D-Ans

atze werden daher
als Untersuchungsgegenstand dieser Arbeit gew

ahlt.
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4. Integrierte Datenmodellierung mittels
Polynom

achenobjekten
4.1. Einf

uhrung
In Abschnitt 3.2.1.2 wurde das grundlegende Prinzip der integrierten Datenmodellierung auf der Basis von
Polynom

achen erl

autert. Fl

achenhafte Objekte werden jeweils mit einem individuellen Satz von Polynom-
koeÆzienten als Attributen verkn

upft, die in Verbindung mit einer Anwendungsregel, einem entsprechenden
Fl

achenpolynomansatz, die Gel

andeober

ache innerhalb des Objektes beschreiben. Diese Objekte sollen un-
abh

angig vom DSM gebildet werden, damit sie als eigenst

andige thematische Ebene ggf. auch mit anderen
Daten oder thematischen Ebenen eines GIS verkn

upft werden k

onnen.
Buziek (1993) stellt seinen Ansatz auf der Grundlage von Fl

achenpolynomen vor. Zun

achst ist zu diskutieren, ob
der Einsatz von Polynomen sinnvoll ist, oder ob ggf. andere mathematische Funktionen gew

ahlt werden sollten.
Der Einsatz von Polynomen wird an einigen Literaturstellen kritisch betrachtet (z. B. Kraus, 2000; Hoschek
& Lasser, 1992). Prinzipiell k

onnen auch andere, z. B. trigonometrische Funktionen f

ur eine Untersuchung
des Ansatzes gew

ahlt werden. Polynome haben sich jedoch auch in der Gel

andemodellierung als zweckm

aig
erwiesen, u. a. f

ur die Berechnung von Gitter-DGM mit dem Ansatz der gleitenden Fl

achen (z. B. Buziek
et al., 1992; Kruse, 1990, 1987). Sie stellen trotz ihrer einhergehenden Probleme wie Welligkeit bei h

oheren
Polynomgraden (Hoschek & Lasser, 1992) f

ur allgemeine Anwendungen der Datenmodellierung h

aug die
erste Wahl dar (z. B. Press et al., 1996), da sie sich hinsichtlich ihrer Basisfunktionen gut klassizieren lassen
(vgl. Abs. 4.2.4) und bei der Aufstellung von Gleichungssystemen unproblematisch zu handhaben sind. Sie
zeigen verfahrenstechnisch in dieser Arbeit Vorteile, auf die in Abschnitt 4.2.5 eingegangen wird.
Als Funktionsans

atze f

ur die zu bildenden Objekte werden daher in dieser Arbeit bivariate Fl

achenpolynome
verwendet, und es zeigen sich drei zu betrachtende Teilaspekte f

ur die Modellierung des Reliefs mit Fl

achenpo-
lynomen:
1. Es m

ussen 

achenhafte Objekte vorhanden sein oder gebildet werden.
2. F

ur jedes Objekt muss zun

achst ein Polynomgrad gew

ahlt werden, bevor die KoeÆzienten bestimmt
werden k

onnen.
3. Die Fl

achenpolynome m

ussen aufgestellt bzw. die PolynomkoeÆzienten berechnet werden. Es sollte dabei
eine Form von Qualit

atskontrolle f

ur die modellierte Fl

ache erfolgen.
Die Aspekte sind, falls die Wiedergabe des Gel

andes mit einer gewissen Qualit

at erfolgen soll, direkt voneinander
abh

angig. Die Gr

oe und Form der Objekte bestimmt deren Polynomgrade und -koeÆzienten. Die zur Verf

ugung
stehenden Polynomans

atze limitieren die Gr

oe und Form der Objekte. Durch Qualit

atsanforderungen an die
Modellierung ergeben sich R

uckkopplungen.
Als Berechnungsverfahren f

ur die Polynomparameter ist im Hinblick auf die Qualit

at der Beschreibung der
Gel

andeober

ache ein approximierendes Verfahren zu w

ahlen, da interpolierende Polynome eine st

arkere Ten-
denz zur Bildung von Aufschwingungen haben (z. B. Kraus, 2000). Auerdem w

are bei Verwendung interpo-
lierender Polynome die Gr

oe der Objekte direkt durch die Anzahl der verf

ugbaren Polynomparameter eines
Ansatzes bestimmt. Ein Polynom mit vier Parametern kann i. Allg. nur durch vier r

aumliche Punkte gehen. In
diesem Fall w

urde ein Polynom

achenobjekt sich nur

uber vier St

utzpunkte erstrecken. Um eine Verringerung
der Anzahl der Polynom

achenobjekte zu erreichen und um ein Aufschwingen der Fl

achen zu vermeiden, sollten
jedoch m

oglichst viele St

utzpunkte in ein Objekt integriert werden.
Die Berechnung der Parameter der approximierenden Fl

achenpolynome erfolgt in dieser Arbeit, wie bereits von
Buziek (1993) vorgeschlagen, mit den Methoden der Ausgleichungsrechnung (z. B. Koch, 1999, 1987; Pelzer,
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
achenobjekten
1985; H

opke, 1980). Die verwendeten Techniken werden in ihren Grundlagen unter Abschnitt 4.2 beschrieben.
Ebenso wird dort auf die verwendeten Polynomans

atze eingegangen und eine Objektart Polynom

achenobjekte
entworfen.
F

ur die geometrische Bildung der Polynom

achenobjekte ist eine Tessellation der Ebene vorzunehmen. Diese
sollte, falls nicht bereits bestehende Maschen wie 

achenhafte Objekte genutzt werden, automatisch berechenbar
sein. In Abschnitt 4.3 wird diskutiert, welche Verfahren hierzu verwendet werden k

onnen.
Innerhalb der Objekte ist eine Polynom

ache stetig bzw. stetig dierenzierbar. Bedingt durch den Ansatz, dass
mit jedem Objekt ein individuelles Fl

achenpolynom verkn

upft wird, ist es im Sinne einer Qualit

atskontrolle von
Interesse, wie sich die Fl

achenpolynome adjazenter Objekte an den gemeinsamen Objektgrenzen verhalten. In
Abschnitt 3.2.1.2 wurde bereits angedeutet, dass der

Ubergang zwischen den Polynom

achen zweier Objekte i.
Allg. nicht stetig ist. Es kommt zu Diskontinuit

aten zwischen zwei Objekten. Dies schliet die M

oglichkeit eines
stetig dierenzierbaren

Ubergangs zwischen zwei Objekten aus. Der Ansatz der Modellierung muss zumindest
eine

Uberpr

ufung der Diskontinuit

aten gew

ahrleisten, umQualit

atsaussagen bzgl. der Modellierung zu erlauben.
Idealerweise sollte die Diskontinuit

at kontrolliert bzw. gesteuert werden k

onnen. Dies ist z. B.

uber die Wahl
der in die Ausgleichung eingehenden Beobachtungen und

uber entsprechende Ausgleichungsverfahren m

oglich.
In Abschnitt 4.4 wird dieser Sachverhalt im Zusammenhang mit der Berechnung der Polynom

achenparameter
diskutiert.
In Abschnitt 4.5 werden technische Aspekte der Implementierung beschrieben und in Abschnitt 4.6 wird die
eigentliche Zuweisung der H

oheninformation an DSM-Objekte behandelt. Die Diskussion der Verfahren und die
zusammenfassende Darstellung einer Bearbeitungsstrategie erfolgen in Abschnitt 4.7.
4.2. Grundlagen
4.2.1. Grundlagen der Ausgleichungsrechnung
In diesem Abschnitt wird zun

achst davon ausgegangen, dass die Polynom

achenobjekte unabh

angig voneinander
bearbeitet werden. Komplexere Ausgleichungsmodelle zur Behandlung von Beziehungen zwischen adjazenten
Objekten werden in Abschnitt 4.4.2 vorgestellt.
Im einfachsten Fall erfolgt die Berechnung der Polynomparameter mit dem Ansatz der Ausgleichung nach
vermittelnden Beobachtungen. Hier wird davon ausgegangen, dass das Gleichungssystem nicht singul

ar ist. Auf
singul

are Gitterpunktkombinationen wird in Abschnitt 4.3.4.3 eingegangen. Ebenso muss f

ur ein Objekt der zu
w

ahlende Polynomansatz bekannt sein. Die Wahl eines Polynomansatzes wird in Abschnitt 4.2.5 behandelt. F

ur
jedes Objekt wird ein Satz von Beobachtungsgleichungen der allgemeinen Form 4.1 erstellt:
z
p
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p
= a
00
+ a
10
x
p
+ a
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p
+ a
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p
+ a
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p
y
p
+ a
02
y
2
p
+ : : : (4.1)
Die H

ohen z
p
der Punkte p entsprechen den in die Ausgleichung einzuf

uhrenden n Beobachtungen, der Index
p l

auft demnach von 1 bis n. Die a
ij
sind die u unbekannten Parameter des Gleichungssystems, d. h., die
PolynomkoeÆzienten. Bei Gleichung 4.1 handelt es sich bzgl. der Unbekannten a
ij
ein lineares Gleichungssystem.
Die v
p
stellen die in der Ausgleichung zu bestimmenden Verbesserungen an die H

ohen z
p
und die x
p
und y
p
die
Koordinaten eines Punktes in der Ebene dar.
Zweckm

aigerweise werden die Koordinaten x
p
und y
p
auf den Koordinatenschwerpunkt des aktuell zu pro-
zessierenden Objektes reduziert, um numerisch stabilere Gleichungssysteme zu erhalten. Dies geschieht vor
dem Hintergrund, dass Gleichungssysteme zur Berechnung von Polynomparametern h

aug schlecht konditio-
niert sind, da die KoeÆzienten in der Designmatrix Potenzen der Koordinaten(-dierenzen) aufweisen und ihre
Gr

oe damit exponentiell mit dem Grad der Polynome w

achst. Bei konsistenten, d. h. nicht

uberbestimmten
Gleichungssystemen, bezeichnet man die KoeÆzientenmatrizen auch als Vandermonde-Matrizen (Press et al.,
1996). In Matrizenform nimmt Gleichung 4.1 die nachstehende Gestalt 4.2 an:
Ax = l+ v; (4.2)
die auch als das funktionale Modell der vermittelnden Ausgleichung bezeichnet wird. Dabei ist A die Desi-
gnmatrix des Gleichungssystems (KoeÆzientenmatrix, vgl. 4.3(1)) mit den Ableitungen der Polynome nach den
Unbekannten. Sie hat die Dimension n  u. Der Vektor x mit der Dimension u  1 enth

alt die Unbekannten
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(Parameter der Ausgleichung, vgl. 4.3(2)), der Vektor l mit der Dimension n1 die Beobachtungen (4.3(3)) und
der Vektor v (Dimension n  1) die Verbesserungen (vgl. 4.3(4)) an die Beobachtungen.
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(4.3)
Neben dem funktionalen Modell einer Ausgleichung ist f

ur die Ber

ucksichtigung von Varianzen bzw. einer
Gewichtung der Beobachtungen das stochastische Modell einer Ausgleichung (Gl. 4.4) aufzustellen, das die
Varianzen und Kovarianzen der Beobachtungen enth

alt. Dabei bezeichnet C
ll
die Varianz-Kovarianz-Matrix
der Beobachtungen, 
2
0
den a-priori-Varianzfaktor, Q
ll
die entsprechende Kofaktoren-Matrix mit den relativen
Genauigkeiten der Beobachtungen und P die Gewichtsmatrix der Beobachtungen.
C
ll
= 
2
0
Q
ll
= 
2
0
P
 1
(4.4)
In der Ausgleichungsrechnung wird Gleichung 4.2 in Verbindung mit Gleichung 4.4 als Gau-Markov-Modell
(GM-Modell) bezeichnet (z. B. Koch, 1987).
Das Gleichungssystem 4.2 ist unter Voraussetzung der Regularit

at von A (vgl. Abs. 4.3.4.3) f

ur n  u l

osbar.
F

ur n = u liegt keine

Uberbestimmung vor, d. h., die Verbesserungen v
p
sind identisch null und Gl. 4.2 kann wie
ein normales lineares Gleichungssystem gel

ost werden. Es handelt sich dann um ein Vandermonde-System. F

ur
n > u liegt eine

Uberbestimmung vor und das Gleichungssystem 4.2 kann mittels Ausgleichungsrechnung gel

ost
werden. Dabei wird die gewichtete Quadratsumme der H

ohendierenzen zwischen den beobachteten H

ohen und
den Funktionswerten der berechneten Polynome an den St

utzpunkten minimiert. Die Unbekannten x und ihre
Kovarianzmatrix C
xx
berechnen sich mit den Formeln 4.5:
x = [A
T
PA]
 1
A
T
Pl und C
xx
= [A
T
PA]
 1
(4.5)
Die Matrix N = A
T
PA wird in der Ausgleichungsrechnung auch als Normalgleichungsmatrix bezeichnet.
Auf die Aufstellung eines stochastischen Modells f

ur die Beobachtungen, d. h. die H

ohenwerte, wird in diesem
Fall aus praktischen Gr

unden verzichtet. Zwar sind die eingef

uhrten Beobachtungen mit Fehlern behaftet und
aufgrund ihrer gemeinsamen Erfassung oder Berechnung miteinander korreliert, es liegt jedoch i. Allg. keine
Information

uber das Ausma der Varianzen und Kovarianzen der H

ohen vor. Dies gilt sowohl f

ur die verf

ugbaren
origin

aren St

utzpunkte eines gemessenen DGM als auch f

ur gerechnete DGM. Damit liegt es nahe, auf die
Nutzung eines dierenzierten stochastischen Modells zu verzichten. Die Gewichtsmatrix P degeneriert unter
dieser Annahme zur Einheitsmatrix I, und die Gleichungen 4.5 k

onnen vereinfacht mit den Gleichungen 4.6
geschrieben werden:
x = [A
T
A]
 1
A
T
l und C
xx
= [A
T
A]
 1
: (4.6)
4.2.2. Ausgleichung mit Singul

ar-Werte-Zerlegung
Der Ansatz 4.5 zur Berechnung der Unbekannten x wird als L

osung

uber Normalgleichungen bezeichnet und
ist i. Allg. das Standardverfahren, das in den Lehrb

uchern der Ausgleichungsrechnung (Koch, 1999, 1987;
Pelzer, 1985; H

opke, 1980) beschrieben wird. Dabei ist es nicht unbedingt notwendig, eine Inversion der
Normalgleichungsmatrix N durchzuf

uhren, ggf. kann das Gleichungssystem 4.5 mit anderen Verfahren gel

ost
werden, z. B. mit demEliminationsverfahren nachGau. Es ist jedoch erforderlich, dass die MatrixN berechnet
bzw. aufgestellt wird.
Eine Alternative hierzu wird von Press et al. (1996) angegeben. Die Autoren empfehlen die Verwendung der
Singul

ar-Werte-Zerlegung (singular value decomposition, SVD). Dieses erweist sich f

ur die Ausgleichung zur
Berechnung von ausgleichenden Polynom

achen als besonders geeignet, da derartige Gleichungssysteme h

aug
schlecht konditioniert sind. Press et al. (1996), Stoer & Bulirsch (1990) und auch Engeln-M

ullges &
Uhlig (1996) betonen die numerische Stabilit

at der SVD, die auch zur numerischen Bestimmung des Rangs
einer Matrix verwendet werden kann. F

ur diese Zwecke wird sie in Abschnitt 4.3.4.3 verwendet. Die SVD soll
daher kurz unter Verwendung einer einheitlichen Gewichtung (P  I) f

ur die Beobachtungen vorgestellt werden.
Die Designmatrix A kann als das Produkt der spalten-orthogonalen Matrix U der Dimension n  u, der u  u-
DiagonalmatrixW und der Transponierten V
T
der orthogonalen u u-Matrix V geschrieben werden (Gl. 4.7);
A = U W V
T
=U [diag(w
j
)] V
T
: (4.7)
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
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Dabei handelt es sich bei den w
j
um die singul

aren Werte der Matrix A (s. Stoer & Bulirsch, 1990). Die
Anzahl der singul

aren Werte, die numerisch als ungleich null betrachtet werden, gibt den Rang von A sowie
der NormalgleichungsmatrixN wieder. Dabei ist ein entsprechender Schwellwert einzuf

uhren. Die Inverse A
 1
kann mit Gleichung 4.8
A
 1
= V [diag(1=w
j
)] U
T
(4.8)
berechnet werden, womit sich die Unbekannten x und ihre KovarianzmatrixC
xx
mit den Formeln Gleichung 4.9
ergeben;
x = V [diag(1=w
j
)] U
T
l und C
jk
=
u
X
i=1
1
w
2
i
V
ji
V
ki
: (4.9)
Eine entsprechende Routine zur Berechnung der SVD nach dem Golub-Reinsch-Algorithmus ndet sich bei
Press et al. (1996), die ihre Implementierung auf Forsythe et al. (1977) bzw. die darin gegebenen Quellen
zur

uckf

uhren.
4.2.3. Sequentielle Ausgleichungen
Neben den beiden beschriebenen Vorgehensweisen zur L

osung des Ausgleichungsproblems nach vermittelnden
Beobachtungen in einem Guss werden sp

ater zus

atzlich sequentielle Ausgleichungsmethoden ben

otigt. Dies ist
zum einen der Fall, wenn neben den Beobachtungsgleichungen zus

atzlich Bedingungen zwischen den Unbekann-
ten ber

ucksichtigt werden sollen. Dieses Modell wird als das GM-Modell mit Bedingungen (oder auch Restrik-
tionen) bezeichnet. Zum anderen wird diese Methode angewendet, wenn neben den verwendeten St

utzpunkten
weitere unabh

angige Beobachtungen in die Ausgleichung eingef

uhrt werden (GM-Modell mit zus

atzlichen Beob-
achtungen).
Der letzte Fall ist gegeben, wenn bei der Berechnung einer Ausgleichung noch nicht alle Beobachtungen bekannt
sind. Falls eine gemeinsame Ausgleichung aller Beobachtungen durchgef

uhrt wird, nachdem alle Beobachtungen
zur Verf

ugung stehen, weist die Normalgleichungsmatrix aufgrund der Unabh

angigkeit der Beobachtungen eine
Blockstruktur entlang ihrer Diagonalen auf. Bei den Matrizen in den anderen Bl

ocken handelt es sich um Null-
matrizen 0. Beim ersten Fall f

uhrt die Berechnung einer Ausgleichung in einem Guss ebenso dazu, dass eine
Submatrix imGleichungssystem die Nullmatrix 0 ist (s. Abs. 4.2.3.1). Dies resultiert, falls die Gleichungssysteme
z. B. durch Inversion der Normalgleichungsmatrizen der Gesamtgleichungssysteme oder durch das Eliminati-
onsverfahren nach Gau gel

ost werden, bei den notwendigen Gleitkommaoperationen in einer hohen Anzahl
an rechenzeitintensiven Multiplikationen von Termen mit dem Wert Null. Diese tragen nicht zur L

osung der
Systeme bei.
In beiden F

allen ist es daher aus laufzeittechnischen Gr

unden sinnvoller, in einer zweiten Stufe Verbesserungen
f

ur die bisherigen Unbekannten zu berechnen, was zu mehrstugen, d. h. sequentiellen Ausgleichungen, f

uhrt.
Diese werden im Folgenden kurz vorgestellt.
4.2.3.1. Gau-Markov-Modell mit Bedingungen
Das GM-Modell mit Restriktionen wird deniert als ein GM-Modell, in dem neben den Beobachtungsgleichungen
(Gl. 4.2 bzw. Gl. 4.1) zus

atzlich die Restriktionen 4.10 gelten (z. B. Koch, 1987).
Bx = w (4.10)
B bezeichnet die KoeÆzienten- bzw. Bedingungsmatrix der Dimension ru, und rg(B) = r sowie r  u.w stellt
einen bekannten r  1-Vektor dar, wobei r die Anzahl der linear unabh

angigen Bedingungen ist. Der Vektor x
steht in diesem speziellen Fall des GM-Modells mit Restriktionen analog zu Gleichung 4.2 f

ur den Vektor
der Unbekannten, wobei an der Stelle von x bei der allgemeinen Bedingten Ausgleichung die ausgeglichenen
Beobachtungen
^
l = l+ v stehen. Gilt r < u, so lassen sich r Unbekannte x mit Gleichung 4.10 aus Gleichung 4.2
eliminieren, um dann die Unbekannten mit den Methoden der Ausgleichungsrechnung zu berechnen. Gilt r = u,
so sind die Unbekannten eindeutig bestimmt. F

ur r > u ist das System i. Allg. nicht l

osbar.
Die L

osung eines GM-Modells mit Bedingungen kann direkt

uber Normalgleichungen oder sequentiell in zwei
Stufen erfolgen. Das allgemeine System der Normalgleichungen f

ur das GM-Modell mit Restriktionen ist mit
Gleichung 4.11(1) gegeben, die unter Einf

uhrung der Einheitsmatrix I als Gewichtsmatrix P (vgl. Abs. 4.2.1)
in Gleichung 4.11(2)

ubergeht:
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
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A
T
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
; (1)
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
A
T
A B
T
B 0
 
x
k

=

A
T
l
w

; (2)
(4.11)
wobei 0 die Nullmatrix darstellt und in k die Lagrange-KoeÆzienten, die sogenannten Korrelaten, zusam-
mengefasst sind.
Bei der sequentiellen Ausgleichung des Modells in zwei Stufen werden zun

achst die Beobachtungsgleichungen
mit dem GM-Modell (Gl. 4.5) ausgeglichen. Dabei muss beachtet werden, dass die Normalgleichungsmatrix
regul

ar ist (n > u). Als Ergebnis erh

alt man eine erste Sch

atzung x
1
f

ur die Unbekannten x und eine entspre-
chende Kovarianzmatrix C
x
1
x
1
. Die Ber

ucksichtigung der Bedingungen erfolgt in der zweiten Stufe, die eine
Bedingte Ausgleichung darstellt. Mit den Sch

atzungen x
1
f

ur die Unbekannten aus der ersten Stufe folgen die
Widerspr

uche w
1
f

ur die zweite Stufe mit Gleichung 4.12:
w
1
= Bx
1
: (4.12)
Die endg

ultige Sch

atzung der Unbekannten x zur Erf

ullung der Restriktionen 4.10 erfolgt mit Gleichung 4.13
(van Mierlo, 1992)
x = x
1
+ v
x
1
mit v
x
1
=  [A
T
PA]
 1
B
T
h
B[A
T
PA]
 1
B
T
i
 1
w
1
PI
=  [A
T
A]
 1
B
T
h
B[A
T
A]
 1
B
T
i
 1
w
1
=  C
x
1
x
1
B
T
h
BC
x
1
x
1
B
T
i
 1
w
1
:
(4.13)
Die Kovarianzmatrix C
xx
der Unbekannten x wird f

ur die weiteren Betrachtungen in dieser Arbeit nicht
ben

otigt.
4.2.3.2. Gau-Markov-Modell mit zus

atzlichen Beobachtungen
Ebenso wie beim GM-Modell mit Bedingungen kann das GM-Modell mit zus

atzlichen Beobachtungen (Gl. 4.14)

A
1
A
2

x =

l
1
l
2

+

v
1
v
2

(4.14)
bei Vernachl

assigung von Korrelationen zwischen den Beobachtungsgruppen l
1
und l
2
sequentiell in zwei Stufen
gel

ost werden. Bei der sequentiellen Ausgleichung wird zun

achst das System 4.15(1)
A
1
x
1
= l
1
+ v
1
(1) A
2
(x
1
+ v
x
1
) = l
2
+ v
2
(2) (4.15)
als GM-Modell gel

ost (Gl. 4.6 oder Gl. 4.9). Man erh

alt eine erste Sch

atzung x
1
und ihre Kovarianzmatrix
C
x
1
x
1
f

ur die Unbekannten x. Nun gilt es, die zweite Stufe der Ausgleichung (Gl. 4.15(2)) zu berechnen, in
die die zus

atzlichen Beobachtungen l
2
mit ihrer Varianz-Kovarianz-Matrix C
l
2
l
2
eingehen. Diese kann als das
\bedingte Modell" in Gleichung 4.16 aufgefasst werden
l
2
+ v
2
 A
2
(x
1
+ v
x
1
) = 0: (4.16)
Die endg

ultigen Parameter x ergeben sich dann mit den Gleichungen 4.17 (van Mierlo, 1992):
x = x
1
+ v
x
1
; v
x
1
= C
x
1
x
1
A
T
2
C
 1
w
2
w
2
w
2
;
w
2
= l
2
 A
2
x
1
und C
w
2
w
2
= C
l
2
l
2
+A
2
C
x
1
x
1
A
T
2
(4.17)
Dabei stellen w
2
die \Widerspr

uche" der zweiten Stufe mit den Ergebnissen der ersten Stufe dar mit C
w
2
w
2
als ihrer Kovarianzmatrix, und v
x
1
sind die Verbesserungen an die erste Sch

atzung x
1
f

ur die Unbekannten x.
4.2.4. Auswahl der Polynomans

atze
Eine Klasseneinteilung f

ur Fl

achenpolynome wird u. a. von Lancaster &

Salkauskas (1986) vorgenommen.
Ein Polynom der Klasse P
g
enth

alt nach dieser Einteilung alle Funktionen der Form x
i
y
j
mit i+ j  g f

ur i  0
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und j  0, die auch als Basisfunktionen der jeweiligen Polynomklasse bezeichnet werden. In Kurzform k

onnen
die Polynomklassen mit der folgenden Summe 4.18 beschrieben werden:
P
g
=
g
X
i=0
g
X
j=0
a
ij
x
i
y
j
; (4.18)
wobei g die maximale Potenz des Polynoms angibt und die Indices i und j entsprechend die Bedingung 4.19
erf

ullen m

ussen:
i + j  g 8 i  0; j  0: (4.19)
Die a
ij
stellen die zu bestimmenden PolynomkoeÆzienten dar, deren Anzahl u
g
nach Bronstein & Semend-
jajew (1989) f

ur ein Polynom der Klasse P
g
mit Gleichung 4.20 festgelegt ist.
u
g
= 1 + 2 + 3 + : : :+ (g + 1) =
1
2
(g + 1)(g + 2) (4.20)
Zwecks Systematisierung der Auswahl der Polynomans

atze ist es notwendig, eine Klasseneinteilung f

ur die prin-
zipiell m

oglichen Ans

atze vorzunehmen. Generell k

onnten zwar maximal erlaubte Potenzen der Koordinaten(-
dierenzen) vorgegeben und alle m

oglichen Summenkombinationen aus den sich ergebenden Basisfunktionen
gebildet werden, dies f

uhrt jedoch durch die Permutation der Basisfunktionen zu einer sehr groen Anzahl von
Funktionsans

atzen. Diese jeweils einzeln als individuellen Funktionsansatz zu ber

ucksichtigen ist aus praktischer
Sicht nicht sinnvoll. Daher werden sie durch die Klassenbildung zusammengefasst. Einzelne Kombinationen von
Potenzen der Koordinaten k

onnen sich daraus ergeben, wenn entsprechende KoeÆzienten in den Polynomen
identisch Null werden. Die Klasseneinteilung f

ur Fl

achenpolynome von Lancaster &

Salkauskas (1986)
bietet den Vorteil, dass durch sie f

ur einen vorzugebenden Polynomgrad alle Basisfunktionen x
i
y
j
unter der
Bedingung 4.19 in komprimierter Darstellung abgedeckt sind.
4.2.5. Bestimmung eines Polynomansatzes f

ur ein Polynom

achenobjekt
Zur Aufstellung der Gleichungssysteme muss f

ur jedes Objekt bekannt sein, welchen Grad das jeweilige aus-
gleichende Polynom hat. Die Festlegung eines Polynomansatzes kann f

ur bereits bestehende Objekte mit un-
bekanntem Polynomgrad im einfachsten Fall

uber eine iterative Ausgleichung mit einem Schwellwert erfolgen.
Beginnend mit dem Polynomansatz niedrigsten Grades wird fortw

ahrend der Grad des Polynoms erh

oht, bis
ein festzulegendes betragsm

aig maximal erlaubtes Residuum unterschritten wird. Der Nachteil dieses Verfah-
rens ist, dass f

ur jeden Iterationsschritt eine neue Ausgleichung gerechnet werden muss. Durch den Einsatz
von Orthogonalpolynomen, deren KoeÆzienten unabh

angig von Polynomgrad sind, kann dies vermieden werden
(Koch, 1999, 1987).
Der Nachteil dieser Verfahren ist jedoch, dass bei der Polynomgradfestlegung die Beobachtungen mit ihren
numerischen Werten und ihrer Anzahl bekannt sein m

ussen und sich danach nicht mehr

andern d

urfen, da sich
ansonsten das betragsm

aig maximal auftretende Residuum der Ausgleichung wieder

andert. Das bedeutet,
dass die Gr

oe und die Form eines Objektes damit ebenso festgelegt sind.
Ein anderes Verfahren, das bei der vorliegenden Arbeit verwendet wird, ist die Bestimmung und schrittweise
Aktualisierung der Polynomans

atze im Zuge einer Extraktion der Polynom

achenobjekte mit einem Wachs-
tumsprozess aus einem DGM. Dabei werden sequentiell neue Beobachtungen in ein Objekt eingef

ugt und es
wird der Polynomgrad w

ahrend der Extraktion permanent

uberpr

uft. Er wird ggf. erh

oht, wenn die geforderte
Approximationsqualit

at nicht mehr gew

ahrleistet ist. Diese Vorgehensweise bietet den Vorteil, dass der Poly-
nomgrad bei Bedarf aktualisiert bzw. erh

oht wird und man hinsichtlich der Anzahl der Beobachtungen f

ur ein
Objekte nicht festgelegt ist. Der Ansatz wird in Abschnitt 4.3.4 erl

autert.
4.2.6. Entwurf einer Objektart \Polynom

achenobjekte"
Auf der Grundlage der bisherigen Betrachtungen kann nun eine Objektart Polynom

achenobjekte entworfen
werden. Wie es sich bereits durch den Namen der Objektart ausdr

uckt, handelt es sich um ein 

achenhaftes
Objekt. Es muss mit einem Satz vom Polynomparametern verkn

upft werden, deren Anzahl sich aus dem Poly-
nomgrad ableiten l

asst. Der Polynomgrad g eines Objektes kann f

ur eine Auswertung der KoeÆzientenattribute
mit g = max(i + j) ^ a
ij
6 0 8 i; j bestimmt werden, womit eine explizite Speicherung der Ans

atze mit den
Objekten entfallen kann. Neben den Polynomparametern ist es notwendig, einen Bezugspunkt f

ur das Objekt
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zu w

ahlen, damit zum einen die Koordinaten der St

utzpunkte in der Ausgleichung f

ur eine bessere numerische
Stabilit

at des Gleichungssystems reduziert werden k

onnen (s. o.), zum anderen werden dessen Koordinaten auch
f

ur die Berechnung von H

ohen aus dem PolynomkoeÆzientensatz ben

otigt. Zweckm

aigerweise wird hierf

ur der
Schwerpunkt des Objektumrings gew

ahlt (s. o.), so dass auch hier eine explizite Speicherung entfallen kann.
Zus

atzlich zu diesen Angaben ist es f

ur eine Qualit

atsbeschreibung der Gel

andeapproximation innerhalb des
Objektes notwendig, Genauigkeitsinformationenmit dem Objekt zu verkn

upfen. Die Speicherung der vollst

andi-
gen Genauigkeitsinformation in Form der Kovarianzmatrix erscheint jedoch aus praktischer Sicht nicht sinnvoll,
da dies zu einem hohen Speicherbedarf f

uhrt. Daher wird hier das betragsm

aig maximal auftretende Residu-
um als absolutes Qualit

atsma mit einem Objekt verkn

upft. Ggf. k

onnte zus

atzlich ein mittleres Qualit

atsma
wie die gemittelte Verbesserungsquadratsumme in den Gitterpunkten innerhalb des Objektes (s. Abs. 4.4.1.3)
verwendet werden.
4.3. Bildung von Maschen im Relief f

ur Polynom

achenobjekte
4.3.1. Allgemeines
Zur Berechnung der Polynom

achenparameter muss eine Tessellation der Ebene vorgenommen oder eine be-
stehende Strukturierung genutzt werden. Buziek (1993) sieht hierf

ur die Verwendung von 

achenhaften DSM-
Objekten vor. Dieser Ansatz wird hier nicht verfolgt, da die Modellierung des Reliefs unabh

angig vom DSM
erfolgen soll, damit auch andere, vom DSM unabh

angige Datens

atze mit Polynom

achen verkn

upft werden
k

onnen. Eine Zuweisung der H

oheninformation kann prinzipiell durch eine Verschneidung im Anschluss an die
Modellierung des Reliefs erfolgen. In diesem Abschnitt soll untersucht werden, welche Verfahren f

ur eine 

achen-
hafte Gliederung des Reliefs in Maschen bestehen (Abs. 4.3.2, Abs. 4.3.3). Anschlieend wird ein eigener Ansatz
zur Extraktion von Polynom

achenobjekten aus Quadratgitter-DGM vorgestellt (vgl. Abs. 4.3.4).
Br

andli (1997) unterscheidet bei den Ober

achenmodellen zwischen punkt-, linien- und 

achenbasierten Ober-


achengraphen. Typische linienbasierte Ober

achengraphen sind Inhalt der Arbeiten vonWerner (1988). Diese
modellieren die Ober

ache durch die gegenseitige Abh

angigkeit von Tal- und Kammnetzwerken, die ein inein-
ander verzahntes Netzwerk (interlocking network) bilden. Da diese keine Tessellation des Reliefs bilden, k

onnen
sie f

ur die Berechnung von Polynom

achenparametern nicht verwendet werden.
4.3.2. Geomorphologische Reliefmaschen
4.3.2.1. Punktbasierte Ober

achengraphen (Pfaltz-Graphen)
Das Verfahren der Gliederung des Reliefs in punktbasierte Ober

achengraphen geht auf Arbeiten von Warntz
(1966), Pfaltz (1976, 1978) und Wolf (1988, 1990) zur

uck. Die Motivation von Pfaltz war die kompakte
Beschreibung einer geographischen Ober

ache durch ein Ober

achennetzwerk, einen Pfaltz-Graphen, da seiner
Meinung nach der Mensch nicht in der Lage sei, eine Masse von Daten zu erfassen, wie sie bei der Darstellung
des Gel

andes durch H

ohenmodelle, d. h. durch die Darstellung der Ober

ache mit xyz-Koordinatentripeln,
entstehen. Bei dieser Strukturierung wird das Relief durch eine Menge von kritischen Punkten und kritischen
Linien beschrieben. Kritische Punkte stellen dabei Gipfel, Senken und S

attel dar, die durch die kritischen Linien
miteinander verbunden werden. Damit kann die Ober

ache mittels eines tripartiten Graphen beschrieben werden
(Abb. 4.1).
Das Verfahren wurde von Pfaltz (1976) mathematisch formuliert und von Wolf (1988, 1990) hinsichtlich
einiger Modellierungsschw

achen beim Zusammenuss von Tal- und Flusslinien verbessert. Die Arbeiten von
Wolf (1988, 1990) basieren auf Testdatens

atzen, die von Hand zusammengestellt und strukturiert wurden.
Die Problematik der automatisierten Extraktion des Pfaltz-Graphen wurde schon von Pfaltz (1976) erkannt,
wobei er vorschlug, bereits bei der Erfassung das Gel

ande entsprechend den Anforderungen des Ober

achen-
graphen zu strukturieren. Diese Vorgehensweise entspricht einer topographischen Aufnahme, die heutzutage
f

ur ein praktikables modernes Verfahren im landesweiten Einsatz zu teuer ist. Wolf (1988) zeigt auch keine
Alternativen auf, wie der Pfaltz-Graph automatisiert berechnet werden kann.
Aktuelle Arbeiten von Br

andli (1997) und Wood (1998) f

uhren ebenfalls nicht zu praktikablen Verfahren
der automatischen Extraktion des Pfaltz-Graphen aus DGM. Br

andlis Untersuchungen gr

unden auf einem
25m-Gitter, aus dem mit einem Algorithmus von Peucker & Douglas (1975) Senken, Gipfel, P

asse (S

attel),
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Abbildung 4.1.: Beispiel eines Ober

achengraphen (aus Wolf, 1988).
Kamm- und Talpunkte sowie Punkte, die Teile von Bruchkanten im Gel

ande markieren, extrahiert werden.
Dabei stellt Br

andli fest, dass eine groe Menge von P

assen gefunden wird, die nicht eindeutig konsistent mit
den umliegenden gefundenen Gipfeln zu einer Kammlinie zusammengef

ugt werden k

onnen. Der Grund hierf

ur
liegt darin, dass der Extraktionsalgorithmus das H

ohenmodell nur lokal analysiert, indem ein H

ohenwert mit
seiner 8- oder 4-Nachbarschaft verglichen wird. Ein

ubergeordneter Zusammenhang wird weder zwischen den
H

ohendaten noch zwischen den extrahierten Objekten ber

ucksichtigt. Br

andli (1997) schliet daraus, dass es
keine Extraktionsalgorithmen gibt, die aus einem Gitter direkt Flusszusammen

usse extrahieren, wie sie von
Wolf (1988) zur Verbesserung der Modellierung eingef

uhrt wurden.
Wood (1998) zeigt in seiner Arbeit, dass es mit Methoden der lokalen Fl

achenapproximation zwar m

oglich ist,
einige kritische Punkte im H

ohenmodell zu nden und diese zu einem Netzwerk zu verbinden, allerdings gen

ugt
dieses Netzwerk nicht allen Anforderungen, die vonWolf (1990) an einen Ober

achengraphen gestellt werden.
So nden sich beiWoods (1998) Ergebnissen einige P

asse, die ohne eine dazwischen liegende Senke miteinander
verbunden werden. Zudem basieren seine Untersuchungen auf einem 50m-Gitter, in dem entsprechend weniger
Rauhigkeit zu nden ist als bei Br

andli (1997). Aufgrund der geringeren Rauhigkeit ist das Gel

ande glatter
und damit einfacher zu strukturieren.
Das Verfahren von Wood (1998) steht in der Form des Programms LandSerf im Internet zur Verf

ugung.
Dessen Grundlagen werden beiWood (1996) und die Berechnung von Ober

achennetzwerken beiWood (1998)
beschrieben.
Die Vorgehensweise beruht auf der Identizierung von Kegelschnitthalbachsen. Hierzu wird lokal ein bivariates
quadratisches Polynom f

ur jede Gitterzelle berechnet. Insbesondere geht Wood (1996) auch auf die Relevanz
des Mastabs (importance of scale) und damit auf die Rauhigkeit der Daten bei der Berechnung von Reli-
efparametern ein. Wood stellt in LandSerf die M

oglichkeit zur Verf

ugung, eine Gl

attung der Daten durch
Vergr

oerung des Fensters zu erzielen, innerhalb dessen die bivariaten quadratischen Fl

achen mittels einer
Ausgleichung berechnet werden. Die minimale Fenstergr

oe betr

agt zur L

osbarkeit des Systems ein 3 x 3-Zel-
len-Fenster, das in Schritten von 2 Zellen in der Ausdehnung vergr

oert werden kann. F

ur weitere Details des
Verfahrens wird auf Wood (1998) verwiesen. Der Nachteil des in LandSerf implementierten Algorithmus zum
Aufbau des Pfaltz-Graphen ist, dass er nur die Geometrien des Netzwerks aus dem Relief extrahiert und keine
topologischen Maschen bildet. Weiter wird der Pfaltz-Graph mit realen Datens

atzen nur angen

ahert extrahiert
(Wood, 1998). Dies wurde durch Ergebnisse eigener Testrechnungen mit LandSerf best

atigt.
F

ur ein Testgebiet in Damme (s. Abs. 7.1.1) wurde die Extraktion des Ober

achennetzwerks mit verschiedenen
Gl

attungen bzw. Fenstergr

oen durchgef

uhrt, die Ergebnisse sind in Abbildung 4.2
1
dargestellt. Es zeigt sich,
dass es an etlichen Stellen neben den typischen L

uckenproblemen in topologischen Netzen wie Overshoots
und Undershoots noch zu weiteren Unzul

anglichkeiten bei der Bildung von Geometrien kommt. Dabei handelt
es sich um Kanten, die nicht vollst

andig in den Ober

achengraphen eingebunden sind, d. h., sie beginnen
innerhalb einer ansonsten \geschlossenen Masche". Es nden sich zudem etliche kollineare und damit redundante
1
Basisdaten dieser Darstellung: ATKIS-DGM5-Daten der Landesvermessung + Geobasisinformation Niedersachsen (LGN).
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Zwischenpunkte in den Geometrien. F

ur die Bildung von Maschen innerhalb des Ober

achennetzwerks m

usste
das Ergebnis demnach

uberarbeitet bzw. der Algorithmus wesentlich verbessert werden.
b.) Berechnung mit 9 * 9-Fenster
3446000 3448000 
Rechtswert
a.) Berechnung mit 5 * 5-Fenster
3446000 3448000 
Rechtswert
5824000 
5826000 
H
oc
hw
er
t
Abbildung 4.2.: Mit LandSerf extrahierte Ober

achengraphen.
Eine M

oglichkeit der Verbesserung des Ansatzes w

are zum Beispiel, Strukturinformation bei der Bildung des
Pfaltz-Graphen zu ber

ucksichtigen. Diese wird beiWood (1998) und Br

andli (1997) nicht ber

ucksichtigt. De-
ren Arbeiten basieren auf Gitter-DGM und die gew

ahlten Aufl

osungen bzw. Gl

attungen des DGM beeinussen
das Ergebnis entscheidend.
Mit dem Pfaltz-Graphen stellen sich jedoch auch konzeptionelle Probleme. Nimmt man als Berg eine rotations-
symmetrische Fl

ache wie die rotierende Gau'sche Glockenkurve an, so kann in der Rotations

ache zwar der
Gipfel als kritischer Punkt gefunden werden, allerdings kann dieser nicht mit Sattelpunkten verbunden werden,
weil es keine gibt. Eine derartige Konstellation kann z. B. in einer H

ugellandschaft durchaus denkbar sein, in
der ein isolierter H

ugel liegt, der nach allen Seiten hin ach und gleichm

aig abf

allt. Es kann also zu Situationen
kommen, in denen der Pfaltz-Graph nicht zur Gliederung des Relief genutzt werden kann. Weitere Kritikpunkte,
die mehr geomorphologisch motiviert sind, nden sich bei Weibel (1989).
4.3.2.2. Fl

achenbasierte Ober

achengraphen und klassizierte Reliefparameter
Die nach der Einteilung von Br

andli (1997) dritte Gruppe der ober

achenbeschreibenden Graphen, die 

achen-
basierten Ober

achengraphen, beruhen auf der Charakterisierung von Teil

achen der Topographie und ihrer
Verkn

upfung zu einem zusammenh

angenden Mosaik. Br

andli bezieht dabei seine Ausf

uhrungen auf die Ar-
beiten von Falcidieno & Spagnuolo (1990, 1991), die auf der Dreiecksdatenstruktur f

ur DGM basieren.
Die Untergliederung der Ober

ache wird anhand geometrischer Auspr

agungen vorgenommen. Dabei werden
konvexe, konkave und planare Formen voneinander getrennt und adjazente Dreiecke gleicher bzw.

ahnlicher
Charakterisierung zu homogenen charakteristischen Regionen akkumuliert. Weiter werden charakteristische Li-
nien (Kantenlinien, Tallinien etc.) und charakteristische Punkte (Gipfel, P

asse und Senken als Schnittpunkte
zwischen charakteristischen Linien) aus den Eigenschaften der Kanten des Dreiecksnetzes abgeleitet. Diese Ober-


achencharakteristika werden genutzt, um einen attributierten Hypergraphen zu denieren, den Characteristic
Region Conguration Graph (CRGC). In diesem werden die charakteristischen Regionen durch die Knoten re-
pr

asentiert. Die Kanten des CRGC stellen die Beziehungstypen zwischen den Regionen dar, deren Eigenschaften
durch die charakteristischen Linien und Punkte deniert sind. Damit repr

asentieren die eigentlichen Maschen
des CRGC jedoch nicht Gebiete mit denierter geometrischer bzw. geomorphometrischer Qualit

at, sondern
umfassen Teilgebiete verschiedener homogener Regionen und sind somit Gebiete mit inhomogenen geomor-
phometrischen Eigenschaften. Nur die charakteristischen Regionen selbst haben innerhalb ihrer Begrenzungen
homogene Eigenschaften, d. h., sie sind konvex, konkav oder planar. Da mit approximierenden Polynomen nie-
deren Grades jedoch nur Maschen mit relativ homogenen Eigenschaften modelliert werden k

onnen, erscheint der
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CRGC selbst als nicht geeignet f

ur eine Strukturierung des Reliefs f

ur das hier zu entwickelnde Verfahren. Die
Bildung von Regionen bzw. Gebieten durch eine Klassizierung von geometrischen Eigenschaften, hier konvex,
konkav und planar, stellt hingegen ein potenzielles Verfahren dar.
W

ahrend Falcidieno & Spagnuolo (1990, 1991) ihre Arbeiten auf TINs aufbauen, ist es generell auch m

oglich,
eine derartige Bewertung der Reliefeigenschaften mit gitterbasierten Ans

atzen durchzuf

uhren. Ein Gitterpunkt
wird als Mittelpunkt eines Rasterzelle aufgefasst. F

ur jede Rasterzelle werden geometrische bzw. geomorphome-
trische Parameter wie Neigung, W

olbung oder Exposition (z. B. K

othe & Lehmeier, 1993) abgeleitet. Diese
Parameter k

onnen in Klassen dierenziert werden, die den Rasterzellen zugewiesen werden. Durch die alleinige
Klassizierung von Rasterzellen ist zwar noch keine direkte Bildung von 

achenhaften Reliefobjekten gegeben, es
k

onnen jedoch entsprechend einheitlich klassizierte Rasterzellen zu 

achenhaften (Raster-)Objekten denierter
geomorphometrischer Eigenschaften zusammengefasst werden. Ebenso k

onnen verschiedene Parameter im Sinne
einer multivariaten Klassizierung kombiniert werden. Durch die eindeutige Zuweisung einer Klasse zu jeder
Rasterzelle ist eine Tessellation des Reliefs gegeben, wie sie als Notwendigkeit f

ur das hier diskutierte Verfahren
der Berechnung von ausgleichenden Fl

achenpolynomen vorausgesetzt wird. Die Bildung von nutzerdenierten
Klassen ist gegen

uber einer Dierenzierung nach konvexen, konkaven und planaren Gebieten exibler und kann
damit

ortlichen Gegebenheiten, wie unterschiedlichen Reliefauspr

agungen, durch die Festlegung spezischer
Parameterklassen individuell angepasst werden.
Richtwerte f

ur nutzerdenierte Klassen werden z. B. in der Bodenkundlichen Kartieranleitung (AG Boden,
1994) gegeben. Mit diesen Vorgaben wurden Testrechnungen mit dem System SARA - System zur Automati-
schen Relief-Analyse - (K

othe & Lehmeier, 1993) f

ur verschiedene DGM durchgef

uhrt. Das System SARA
berechnet aus Quadratgitter-DGM unter Verwendung von Modulen des an der Technischen Universit

at Braun-
schweig entwickelten Programms Digitales Reliefmodell (DRM) (Bauer et al., 1985) f

ur jede Rasterzelle u. a.
die geomorphometrischen Reliefparameter Neigungsst

arke, Exposition (Neigungsrichtung), Radius der Verti-
kalw

olbung (

Anderung der Neigungsst

arke mit Dierenzierung in konvex und konkav) und den Radius der
Horizontalw

olbung (

Anderung der Exposition mit Dierenzierung in konvex und konkav). Eine nutzerdenierte
Klassenbildung f

ur Reliefparameter ist m

oglich.
Bei Testrechnungen zeigt sich, dass die Dierenzierung der Klassen nach der Bodenkundlichen Kartieranleitung
als sehr fein betrachtet werden muss, da sich bei den gebildeten Reliefobjekten sehr stark die zugrundeliegende
Rasterstruktur durchzeichnet, d. h., sehr viele Reliefobjekte entsprechen nur der Ausdehnung einer Rasterzelle.
Demnach muss f

ur eine Extraktion von Objekten f

ur die Berechnung von Polynom

achen eine wesentlich grobere
Klassizierung vorgenommen werden, da die geomorphologisch begr

undete Klassenbildung sich f

ur diese Zwecke
als nicht praktikabel erweist.
Abbildung 4.3
2
zeigt den Versuch, eine Strukturierung des Gel

andes anhand der Exposition und H

ohenstufen
zu erzielen. Die Wahl dieser Reliefparameter wurde vor dem Hintergrund getroen, dass diese intuitiv als
voneinander unabh

angig betrachtet werden k

onnen und somit in Kombination in der Lage sein sollten, Objekte
im Gel

ande zu bilden, deren Geometrien sich nahezu senkrecht schneiden. Auf diese Weise sollten sich gen

aherte
Rechtecke als Objekte im Relief bilden.
Es zeigt sich, dass die Verwendung der individuellen Parameter teilweise zur Bildung sehr groer Objekte f

uhrt.
Eine Kombination beider Parameter f

uhrt wieder zu einer starken Zergliederung des Gel

andes, die mit diesen
Ans

atzen aufgrund der Unabh

angigkeit der Parameter nur schwer gesteuert werden kann. Die Gr

oe der Objekte
kann prinzipiell durch eine andere Klasseneinteilung beeinusst werden. Ebenso k

onnen andere Reliefparame-
ter gew

ahlt werden. Allerdings w

aren sowohl die Wahl der Reliefparameter als auch die Klassenbildung rein
subjektiver Natur. Weiter stellt sich die Frage, welche Objektform und -gr

oe als geeignet betrachtet werden
sollen.
4.3.3. Hydrologische Reliefmaschen
Ein Beispiel f

ur ein 

achenhaftes Objekt, das aufgrund hydrologischer Charakteristika im Relief gebildet wird,
stellt das von einem Fliegew

asser entw

asserte Gebiet, das Einzugsgebiet eines Gew

assers dar. Unter einem
Einzugsgebiet versteht man dasjenige Gebiet in der Horizontalprojektion, aus dem Wasser einem bestimmten
Ort zuiet. Die daf

ur magebenden unterirdischen Wasserscheiden sind i. Allg. unbekannt. Vereinfachend wird
daher zumeist mit dem durch oberirdische Wasserscheiden abgegrenzten oberirdischen Einzugsgebiet gearbeitet
(Brettschneider et al., 1993). Es kann mittels einer Wasserscheidentransformation bestimmt werden. Ein
entsprechendes Modul bendet sich u. a. in dem System GRASS (r.watershed, vgl. Neteler, 2000). Hinter-
gr

unde zur Wasserscheidentransformation nden sich z. B. bei Soille (1998).
2
Basisdaten dieser Darstellung: ATKIS-DGM5-Daten der Landesvermessung + Geobasisinformation Niedersachsen (LGN).
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Abbildung 4.3.: Verschneidung von H

ohenstufen mit der Exposition.
Einzugsgebiete werden u. a. auf der Grundlage von Kammlinien gebildet, die als Verbindungslinien zwischen
S

atteln und Gipfeln wiederum bei den Pfaltz-Graphen zu den kritischen Linien geh

oren. Dagegen benden sich
Tal- und Flusslinien innerhalb der Einzugsgebiete, da in diesen das Wasser gesammelt wird. Das Einzugsgebiet
kann gewissermaen als eine Obermenge der Reliefmaschen betrachtet werden, die durch den Pfaltz-Graphen
gebildet werden.
4.3.4. Ein neuer Ansatz zur Extraktion von Maschen f

ur Polynom

achenobjekte
Der Nachteil der oben beschriebenen Verfahren ist, dass sie nicht f

ur das Verfahren der Modellierung des Reliefs
mit Polynom

achenobjekten konzipiert sind. Vielmehr wird dabei eine Strukturierung des Reliefs in fachspezi-
sche Einheiten wie geomorphologisch oder hydrologisch denierte Regionen vorgenommen, die damit jedoch
nicht optimal f

ur die Bildung von Polynom

achen geeignet sein m

ussen. Die Genauigkeit der Gel

andeapproxi-
mation ist nur mit etlichen Restriktionen steuerbar bzw. kontrollierbar. Mit der exiblen Methode der Denition
nutzereigener Klassen f

ur Reliefparameter kann zwar die Gr

oe und Form der Objekte beeinusst werden, al-
lerdings erfolgt dabei keine automatische R

uckkoppelung mit dem Ergebnis der Reliefapproximation durch die
ausgleichenden Polynom

achen.
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Im Folgenden wird ein Algorithmus vorgestellt, der nach dem Verfahren der Gebietsvergr

oerung (auch Ge-
bietswachstum, region growing) aus einem DGM Polynom

achenobjekte extrahiert. Region-growing-Verfahren
werden vor allem in der Bildverarbeitung als Segmentierungsverfahren zur Objektextraktion eingesetzt (Ha-
ralick & Shapiro, 1993). Weiter wird der Begri des region-growing-Verfahrens auch beim Matching von
digitalen Stereobildern verwendet (z. B. Otto & Chau, 1989). Auch in der Geomorphologie werden Gebiets-
vergr

oerungsverfahren zur Bestimmung von geomorphologischen Einheiten verwendet (Br

andli, 1997).
Konzeptionell wird der Algorithmus zun

achst f

ur allgemeine Punktverteilungen entwickelt, deren Nachbar-
schaftsbeziehungen durch eine Delaunay-Triangulation (vgl. Kap. 5) und das assoziierte Voronoi-Diagramm
gegeben sind. Eine grundlegende Recherche zu diesen Datenstrukturen und ihrer Dualit

at ndet sich beiAuren-
hammer (1991). Die detaillierte Diskussion und Implementierung des Algorithmus erfolgt f

ur eine regelm

aige
St

utzpunktverteilung, d. h. ein Quadratgitter-DGM.
4.3.4.1. Konzept eines Algorithmus zur Extraktion von Polynom

achenobjekten
Als Ausgangssituation f

ur den Gebietsvergr

oerungsalgorithmus wird das Relief des betrachteten Gebietes durch
eine Anzahl von St

utzpunkten diskretisiert dargestellt. Das Gebiet ist durch die konvexe H

ulle der St

utzpunkte
begrenzt und durch deren Voronoi-Diagramm innerhalb der konvexen H

ulle in disjunkte Maschen unterteilt.
Im Prinzip ist durch die Tessellation der konvexen H

ulle mit dem Voronoi-Diagramm bereits als eine erste
Gliederung des Gebietes in Polynom

achenobjekte gegeben. F

ur jede Masche kann der H

ohenwert des St

utz-
punktes als Polynom vom Grad 0 betrachtet werden. Ziel des Verfahrens ist es, m

oglichst viele dieser Maschen
zu Polynom

achenobjekten h

oheren Grades zusammenzufassen.
Ausgehend von einem zu w

ahlendem Startpunkt und seiner Masche, die als Startobjekt mit einem Polynom
vom Grad 0 als Instanz gebildet wird, werden sukzessiv zu w

ahlende Nachbarpunkte tempor

ar hinzugef

ugt, und
es wird gepr

uft, ob das Relief nach einer vorl

augen sequentiellen Ausgleichung (Abs. 4.2.3.2) noch mit einer
zu spezizierenden Genauigkeit (ein betragsm

aig maximal erlaubtes Residuum) approximiert wird. Die Nach-
barschaft leitet sich aus dem Voronoi-Diagrammbzw. der Delaunay-Triangulation ab. Nach jedem tempor

ar
hinzugef

ugtem Punkt wird die Nachbarschaft der Vereinigungsmenge des Objektes und des tempor

ar hinzu-
gef

ugten Punktes neu bestimmt. Das Ausf

ugen von Punkten im Sinne von robusten Sch

atzungen (z. B. Koch,
1987) wird hier nicht unterst

utzt, da dies zu einer Zersplitterung der Objekte f

uhren kann. Zur vollst

andigen
Modellierung des Reliefs m

ussten die Punkte im weiteren Verfahrensverlauf wieder f

ur ein anderes Objekt ver-
wendet werden k

onnen. Falls sie jedoch innerhalb des bisher gebildeten Objektes liegen ist dies nicht m

oglich. Es
wird daher davon ausgegangen, dass die Punkte bzw. die H

ohen der Punkte kontrolliert wurden und fehlerfrei
sind.
Falls die gew

unschte Genauigkeit erreicht ist, wird die Neuausgleichung akzeptiert, und das Polynom

achenob-
jekt bildet nun die Vereinigungsmenge der bisher enthaltenen Maschen sowie der tempor

ar hinzugef

ugten. Falls
die gew

unschte Genauigkeit nicht erf

ullt ist, kann versucht werden, einen h

oheren Polynomansatz zu w

ahlen. Da-
bei kann es erforderlich sein, zus

atzlich weitere Nachbarpunkte hinzuzunehmen, um den h

oheren Polynomgrad
verwenden zu k

onnen und ein damit verbundenes minimal erforderliches Verh

altnis zwischen der Anzahl der
Unbekannten und der Anzahl der Beobachtungen zu erf

ullen oder um eine Singularit

at des Gleichungssystems
zu vermeiden. Im Fall der Erh

ohung wird die Approximationsgenauigkeit wieder gepr

uft.
Das Wachstum eines Objektes wird beendet, wenn:
1. die geforderte Approximationsgenauigkeit nach hinzuf

ugen eines tempor

aren St

utzpunktes nicht erf

ullt
ist und eine Erh

ohung des Polynomgrades nicht m

oglich ist, der (die) tempor

are(n) St

utzpunkt(e) wird
(bzw. werden) in diesem Fall nicht in das Objekt integriert;
2. die verf

ugbare Nachbarschaft der Vereinigungsmenge des Objektes und der tempor

aren Punkte die leere
Menge bildet; ggf. wird der (werden die) tempor

are(n) St

utzpunkt(e) nicht in das Objekt integriert.
Bei Beendigung des Wachstums eines Objektes wird gepr

uft, ob es bestimmte Mindestmae an 

achenhafter
Ausdehnung oder an enthaltenen St

utzpunkten erf

ullt, die sich aus einer vorzugebenden Redundanz ableiten
oder als feste Werte vorgegeben sind. Falls dies nicht der Fall ist wird das Objekt gel

oscht. Nach Beendigung
wird ein neuer Startpunkt gesucht.
Dieser Grundalgorithmus terminiert, wenn alle Gitterpunkte entweder zu einem Polynom

achenobjekt zuge-
ordnet sind oder einmal als Startpunkt verwendet wurden. Insbesondere die letzte Abbruchbedingung ist zur
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Vermeidung einer Endlosschleife wichtig, da es sein kann, dass ein Startpunkt nicht zur dauerhaften Bildung
eines Polynom

achenobjektes genutzt werden kann. Das Ergebnis dieses initialen Algorithmus ist eine Menge
von Polynom

achenobjekten, die einen Teilbereich des Gebietes abdecken und das Relief dort in den St

utz-
punkten mit der vorgegebenen Genauigkeit approximieren. Es kann als initiale Extraktion bezeichnet werden.
Die Behandlung der Abdeckungsl

ocher in der Modellierung des Reliefs und weitere Detailaspekte werden f

ur
die konkrete Implementierung in Abschnitt 4.3.4.2 beschrieben.
Die dargelegte Vorgehensweise stellt sicher, dass die sich vergr

oernden Polynom

achenobjekte ihre maximal
m

ogliche Gr

oe unter Einhaltung einer gegebenen Genauigkeit in den St

utzpunkten erreichen. Allerdings sind
die hierf

ur notwendigen Rechenschritte sehr aufwendig. Zum einen m

ussen das Voronoi-Diagramm bzw. die
Delaunay-Triangulation berechnet werden. Weiter ist als boolesche Operation die Berechnung der Vereini-
gungsmengen von Maschen erforderlich. Dieser Ansatz setzt zudem voraus, dass die St

utzpunkte das Gebiet
weitgehend regelm

aig abdecken, um die anzustrebende gleichm

aige St

utzung der approximierenden Fl

achen-
polynome zu gew

ahrleisten. Dies ist z. B. bei digitalisierten H

ohenlinien nur bedingt der Fall. Verf

ugbare Daten-
quellen, in denen das Relief mit einem unregelm

aigem St

utzpunktfeld, jedoch mit relativ gleichm

aiger Dichte
beschrieben werden, stellen i. Allg. Massendaten (z. B. Laserscan- o. F

acherecholotdaten) dar. Diese m

ussten
aus Laufzeitgr

unden, die sich durch die Ausgleichungen ergeben (s. Abs. 4.4 und Abs. 4.7.2), entweder durch eine
adaptive Triangulation sinnvoll reduziert werden, oder aus den Massendaten muss ein Gitter-DGM abgeleitet
werden. Regelm

aige St

utzpunktfelder, die damit auch eine gleichm

aige Dichte in der St

utzpunktverteilung
aufweisen, sind imWesentlichen durch das Quadratgitter-DGM gegeben. F

ur deren Ableitung aus unregelm

aig
verteilten Punktfeldern existieren etliche ausgereifte Programme.
Vor diesen Hintergr

unden und nicht zuletzt aus dem Grund, dass die Bearbeitung eines Quadratgitter-DGM
algorithmisch wesentlich einfacher ist, wurde die konkrete Implementierung auf der Basis eines Quadratgitter-
DGM vorgenommen. In diese Form sind auch die Geobasisdaten-DGM verf

ugbar, die in dieser Arbeit besonders
ber

ucksichtigt werden.
4.3.4.2. Konkretisierung der Extraktion von Polynom

achenobjekten aus Quadratgitter-DGM
Die prinzipielle Vorgehensweise des Algorithmus wurde in Abschnitt 4.3.4.1 vorgestellt. Kritische Details bei
diesem Vorgehen sind zun

achst die Wahl des Startpunktes eines Objektes sowie die Bestimmung des Objektpuf-
fers, die \Nachbarschaft" des Objektes. Ferner gilt es, den beim Wachstum jeweils als n

achsten einzuf

ugenden
Gitterpunkt aus der Nachbarschaft des Objektes zu ermitteln. Weiterhin ist eine Strategie zur vollst

andigen
Abdeckung des Gebietes mit Polynom

achenobjekten zu entwickeln, da i. Allg. aufgrund der Approximations-
anforderung der initialen Extraktion nicht alle St

utzpunkte des DGM einem Objekt zugewiesen werden.
Die Wahl des Startpunktes: Bei der Wahl eines Startpunktes zur Bildung einer Instanz eines Objektes sind
die nachfolgenden Kriterien relevant.
1. Er darf noch nicht einem Objekt zugeordnet sein.
2. F

ur das Wachstum sollte um das Objekt eine maximale Anzahl von Gitterpunkten zur Verf

ugung stehen,
die noch nicht einem Objekt zugeordnet wurden. Da nicht ein beliebig groes Gebiet um ein Objekt
betrachtet werden kann, muss beim Z

ahlen der freien Punkte mit einem zu w

ahlendem Ausschnitt, z. B.
der 8-Nachbarschaft, gearbeitet werden.
3. Der Startpunkt sollte in einem h

ohenm

aig homogenen Gebiet liegen, damit m

oglichst groe Objekte
erzeugt werden k

onnen und das Objekt zun

achst mit einem Polynom niederen Grades wachsen kann,
um ausreichend Gitterpunkte f

ur sp

ater notwendige h

ohere Polynomans

atze zur Verf

ugung zu haben. Da
bei der Beurteilung der Eigenschaften eines Gebietes um ein Objekt nicht ein beliebig groer Ausschnitt
betrachtet werden kann, muss wie beim 2. Kriterium mit einem zu w

ahlendem Fenster, z. B. der 8-Nach-
barschaft, gearbeitet werden. Weiter werden zur Beurteilung nur frei verf

ugbare Punkte innerhalb der
Nachbarschaft verwendet. Damit reduziert sich die Anzahl der Punkte bei der Beurteilung im Extremfall
auf nur einen.
Aufgrund dieser geringen Anzahl von Punkten ist es zur Beurteilung der Homogenit

at der Gebiete nicht m

oglich,
einen statistischen Test wie z. B. den Wilcoxon-Test durchzuf

uhren. Eine Alternative stellt die direkte Ver-
wendung der Standardabweichung der mittleren H

ohe dar, die aus dem betreenden Punkt und frei verf

ugbaren
Gitterpunkten innerhalb der 8-Nachbarschaft abgeleitet wird.
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Die Kriterien 2. und 3. k

onnen nicht beide gleichzeitig optimal eingehalten werden. Mit dem 2. Kriterium soll
erreicht werden, dass das Objekt nach allen Seiten hin wachsen kann. Falls dies nicht beachtet wird, k

onnen
als Startpunkte Punkte gew

ahlt werden, die nur einen Nachbarn haben und eine nur um einen geringen Betrag
abweichende H

ohe zu diesem haben. In diesem Fall ist das dritte Kriterium optimal erf

ullt, das Objekt kann
aber nicht in allen Richtungen gleichm

aig wachsen.
Einen ersten Ansatz stellt die Vorgehensweise dar, dass derjenige Punkt als Startpunkt gew

ahlt wird, der eine
maximale Anzahl von verf

ugbaren Punkten in der 8-Nachbarschaft besitzt, und bei mehrfachem Auftreten einer
derartigen Kombination von diesen derjenige Punkt, der eine minimale Standardabweichung in der mittleren
H

ohe aufweist. Dies kann zu der Situation f

uhren, dass ein Punkt eine freie 8-Nachbarschaft aufweist, jedoch
in einem relativ inhomogenen Gebiet liegt, w

ahrend es einen Punkt mit einer frei verf

ugbaren 7-Nachbarschaft
(oder 6-Nachbarschaft) in einem homogenen Gebiet gibt. In diesem Fall w

are intuitiv der letzte Punkt als
Startpunkt zu w

ahlen.
Es ist daher notwendig, einen Kompromiss zwischen diesen Kriterien zu nden. Ein solcher kann mit einer
Fenstertechnik bei den Vergleichen realisiert werden. F

ur alle vorhandenen Nachbarschaften (1-8) wird unter
diesen jeweils diejenige mit minimaler Standardabweichung ermittelt. Von diesem Ergebnis werden bei der
endg

ultigen Auswahl nur die beiden gr

oten Nachbarschaften betrachtet und hiervon diejenige gew

ahlt, die die
geringere Standardabweichung aufweist.
Die Bestimmung des Puers des Objektes: Bei der allgemeinen konzeptionellen Beschreibung des Algo-
rithmus wurde zun

achst davon ausgegangen, dass die Nachbarschaftsbeziehungen zwischen den St

utzpunkten
durch die Delaunay-Triangulation

uber die Punkte und das duale Voronoi-Diagramm gegeben sind. F

ur zwei
Punkte in einem unregelm

aigen Punkthaufen gilt, dass sie durch eine Kante der Delaunay-Triangulation ver-
bunden sind, wenn ihre zugeh

origen Maschen, d. h. ihre Voronoi-Regionen, eine gemeinsame Kante haben
(Aurenhammer, 1991). Dieser Ansatz ist nicht direkt auf die Nachbarschaft im Gitter

ubertragbar, da die
Dreiecksvermaschung eines Gitters nicht zu einer eindeutigen Delaunay-Triangulation f

uhrt. Dieser Aspekt
wird in Kapitel 5 ausf

uhrlich behandelt. Auf dem Umkreis eines Dreiecks in einem triangulierten Gitter ben-
den sich nicht drei, sondern immer vier Punkte. Ein Punkt kann mit einem Eckpunkt seiner 8-Nachbarschaft

uber eine Diagonale im Gitter verbunden sein. Dann haben die beiden Punkte zwar eine gemeinsame Kan-
te, sie teilen jedoch keine gemeinsame Kante ihrer Maschen bzw. die gemeinsame Kante degeneriert zu einem
Punkt. Allerdings ist diese Verbindung nicht zwangsl

aug gegeben, d. h., die Nachbarschaft kann nicht aus der
Delaunay-Triangulation abgeleitet werden.
Die Voronoi-Regionen im Gitter sind identisch mit den Fl

achen der Rasterelemente, die die Gitterpunkte
umgeben. Die Voronoi-Region eines Gitterpunktes hat mit den Punkten der 4-Nachbarschaft eine gemeinsame
Kante, und aus dieser Menge muss von einem Startpunkt aus die Wahl des n

achsten, auf das Einf

ugen zu
pr

ufenden Gitterpunktes erfolgen.
Die Verwendung der 4-Nachbarschaft anstatt der 8-Nachbarschaft zur Bestimmung des Objektpuer l

asst sich
auch weiterf

uhrend geometrisch begr

unden. Bei Verwendung einer Zelle mit ihrer 8-Nachbarschaft kann es dazu
kommen, dass Zellen in ein Objekt eingebunden werden, die sp

ater nur

uber eine Ecke (einen Knoten) mit dem
Objekt verbunden sind (ein sogenannter Artikulationsknoten, vgl. Gr

oger, 2000). Dies erscheint intuitiv als
nicht w

unschenswert bei der Bildung der Objekte.
Die Wahl des n

achsten Punktes aus dem Objektpuer: Bei der Wahl des beim Wachstum einzuf

ugenden
Gitterpunktes sind die folgenden Kriterien relevant.
1. Er muss anhand des Zielkriteriums ausgew

ahlt werden, auf dem das Gebietswachstum basiert.
2. Es sollte sich um einen schnellen Test handeln, da er vor jedem Einf

ugen f

ur jeden Punkt innerhalb des
Puers des Objektes durchgef

uhrt werden muss.
3. Es sollten m

oglichst kompakte Objekte gebildet werden.
Das 1. Kriterium, anhand dessen entschieden wird, ob ein Punkt in ein Objekt integriert wird, ist das maximale
betragsm

aige Residuum, das durch eine Hinzunahme des zu pr

ufenden Punktes aus der Ausgleichung resultieren
w

urde. Das bedeutet, dass f

ur jeden Punkt innerhalb des Objektpuers zur Bestimmung des Entscheidungskri-
teriums eine Ausgleichung mit Analyse der Residuen gerechnet werden muss, um anschlieend einen der Punkte
zu w

ahlen. Dies ist, bedingt durch die aufwendigen Gleitkommaoperationen wie Matrizenmultiplikationen, auch
4.3. Bildung von Maschen im Relief f

ur Polynom

achenobjekte 55
bei Verwendung einer sequentiellen Ausgleichung (vgl. Abs. 4.2.3) ein sehr rechenzeitintensives Verfahren. Eine
Alternative stellt die Vorgehensweise da, von den Punkten im Objektpuer denjenigen zu w

ahlen, der einen
minimalen vertikalen Abstand zur bereits bestehenden Polynom

ache des Objektes hat. Allerdings muss diese
Vorgehensweise als Kompromiss betrachtet werden. Das eigentlich entscheidende Kriterium f

ur die Akzeptanz
eines Punktes bildet das betragsm

aigmaximaleResiduum. Damit stellt die Auswahl anhand einer Ausgleichung
die fachlich bessere Vorgehensweise dar, die auch in dieser Arbeit verwendet wird.
Der Aspekt der Bildung m

oglichst kompakter Objekte ist durch das Bestreben begr

undet, die Bildung von
schlauchartigen Objekten nach M

oglichkeit zu verhindern. Dabei handelt es sich um Objekte, die nur eine Git-
terzeile oder -spalte breit sind, entlang der jeweils anderen Parameterlinienrichtung jedoch eine gr

oere Ausdeh-
nung haben. Es kann sich dabei auch nur um einen schlauchartigen Teil eines Objektes handeln, der aus diesem
hervorsteht. In diesen Bereichen ist die Polynom

ache zwar entlang der Hauptrichtung des schlauchf

ormigen
Gebildes gut bestimmt, quer zur Hauptrichtung jedoch wird die Polynom

ache durch Beobachtungen gest

utzt,
die sich nicht in der N

ahe des \Schlauchs" benden. Daraus ergibt sich quer zur Hauptrichtung eine sehr
unzul

angliche Approximation des Gel

andes. Das Residuum in einem Gitterpunkt im Schlauch mag zwar der
Qualit

atsanforderung entsprechen, direkt neben diesem Punkt quer zur Hauptausrichtung des Schlauchs kann es
jedoch zu den erw

ahnten Aufschwingungen von Polynomen kommen, die erhebliche Ausmae annehmen k

onnen.
Die Kompaktheit K eines Objektes wird durch das Verh

altnis 4.21 beschrieben (z. B. Wahl, 1989):
K =
U
2
4A
; (4.21)
wobei U den Umfang des Objektes und A die Fl

ache des Objektes darstellt. Je kleiner K ist, desto kompakter
ist das betreende Objekt. Die Verwendung von K ist jedoch nicht in jedem Stadium des Extraktionsalgorith-
mus eine gute Wahl, wie durch Abbildung 4.4 veranschaulicht wird. Aus dem oberen Objekt, bestehend aus
d
d d: Gitterweite
Abbildung 4.4.: Objekte gleicher Kompaktheit mit unterschiedlichen Umkreisen.
zwei Gitterpunkten (+), kann durch Hinzuf

ugen eines Gitterpunktes aus dem Puer eine der beiden unteren
Gitterpunktkombinationen entstehen. Beide Kombinationen haben die gleiche Kompaktheit von K =
16
3
, die
rechte Kombination kann jedoch mit einem Umkreis mit dem Durchmesser
p
8 d umschrieben werden. Dage-
gen hat der Umkreis der linken Kombination den Durchmesser
p
10 d. Demnach muss die rechte Kombination
\kompakter" als die linke Kombination sein, da
p
8 <
p
10 ist. Entsprechende Konstellationen ergeben sich
auch bei Objekten mit anderen Gitterpunktkombinationen. Ein besseres Kriterium als Ma der resultierenden
\Kompaktheit" eines erweiterten Objektes basiert daher f

ur diese Anwendung auf der Anzahl der vorhandenen
Punkte des zu erweiternden Objektes innerhalb der 8-Nachbarschaft des zu testenden Punktes.
Wie bei der Wahl eines geeigneten Startpunktes k

onnen nicht alle Kriterien gleichzeitig optimal erf

ullt werden.
Daher wird an dieser Stelle in Anlehnung an die Vorgehensweise bei der Startpunktsuche eine Fenstertechnik
verwendet. Dabei kann die Kombination aus den verschiedenen \Kompaktheitskriterien" und dem minimalen
betragsm

aigmaximalenResiduum variiert werden. Zu Vergleichszwecken wurden vier Varianten implementiert:
1. alleinige Ber

ucksichtigung des minimalen betragsm

aig maximalen Residuums;
2. zwischen den beiden Punkten mit der geringsten betragsm

aig maximalen Verbesserung wird der mit der
gr

oeren Kompaktheit nach Gleichung 4.21 gew

ahlt;
3. von den zwei Punkten mit der gr

oten Kompaktheit nach Gleichung 4.21 wird der mit der geringsten
betragsm

aig maximalen Verbesserung gew

ahlt;
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4. von den zwei Punkten mit der gr

oten 8-Nachbarschaft der Objekt-ID des zu erweiternden Objektes wird
der mit der geringsten betragsm

aig maximalen Verbesserung gew

ahlt.
Das Ergebnis der initialen Extraktion der Varianten ist in Abbildung 4.5 f

ur ein Testgebiet
3
im nieders

achsi-
schen Mittelgebirge, das in Abschnitt 7.1.2 weitergehend beschrieben wird, dargestellt. Es zeigt sich, dass die
5714000
5716000
H
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3574000 3576000
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Abbildung 4.5.: Extrahierte Objekte nach verschiedenen Kriterien der Wahl des n

achsten einzuf

ugenden Punk-
tes.
Verwendung der 8-Nachbarschaft (Variante 4) zu einer 

achenm

aig relativ gleichm

aigen Tessellation des Reli-
efs f

uhrt, bei der nahezu alle schmalen Objekte unterdr

uckt werden. Die Objekte wirken optisch kompakter, da
sie sich mehr an Kreisen orientieren. Variante 3 tendiert bei Testextraktionen mehr dahin, rechteckige Objekte
zu bilden. Mit den Ans

atzen 1 und 2 werden teilweise gr

oere Objekte gebildet, es kommt jedoch nach Abschlu
der Bildung der groen Objekte zu Problemen mit den verbleibenden, nicht zugewiesenen Gitterpunkten. Die-
se k

onnen nicht mehr den groen Objekten zugewiesen werden, es kommt zur Bildung einer groen Anzahl
von kleinen Objekten. Bei Variante 4 ist eine deutliche Verringerung der Anzahl der Objekte gegen

uber den
anderen Varianten zu beobachten. Die Gr

oe der Objekte in Variante 4 variiert nicht so stark wie mit den an-
deren Ans

atzen. Bei weiterf

uhrenden Untersuchungen im Zusammenhang mit der Approximationsgenauigkeit
der Fl

achenpolynome (vgl. Abs. 4.4.3) zeigt sich, dass die Variante 4 f

ur drei von vier der verwendeten Testge-
biete nach der initialen Extraktion und dem Au

ullen von Abdeckungsl

ochern (s. n

achster Abschnitt) deutlich
3
Basisdaten dieser Darstellung: ATKIS-DGM5-Daten der Landesvermessung + Geobasisinformation Niedersachsen (LGN).
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kleinere gemittelte quadratische Residuen in den Gitterpunkten aufweist. F

ur das vierte Testgebiet zeigt sich
dies nach weiteren Verarbeitungsschritten. Die Abbildungen f

ur die Extraktion der Objekte in den verschie-
denen Varianten f

ur die verwendeten Testgebiete benden sich im Anhang C. Ebenso sind dort numerische
Qualit

atsmae aufgef

uhrt, die in Abschnitt 4.4.3 beschrieben werden.
Aufgrund dieser empirischen Untersuchungen wird die Variante 4 als die g

unstigste betrachtet. Bei der Wahl
des n

achsten einzuf

ugenden Punktes werden hierbei von allen Punkten im Puer die zwei Punkte betrach-
tet, in deren 8-Nachbarschaft die gr

ote Anzahl von Punkten des bereits bestehenden Objektes (inklusive des
tempor

aren Buers) liegen. Von diesen wird derjenige gew

ahlt, dessen resultierendes betragsm

aig maximales
Residuum minimal ist. Weitere Betrachtungen zu den vorgestellten Extraktionsvarianten in Verbindung mit
sich anschlieenden Verarbeitungsschritten bei der abschlieenden Berechnung der Polynomparameter nden
sich in Kapitel 7.
Das Auff

ullen von Abdeckungsl

ochern der initialen Extraktion: Durch die initiale Extraktion werden im
Allgemeinen nicht alle Gitterpunkte einem Objekt zugewiesen. Es kommt zu Abdeckungsl

ochern, die gef

ullt
werden m

ussen. Praktische Untersuchungen zeigen, dass die L

ocher nicht durch die Wahl eines gr

oeren be-
tragsm

aig maximal erlaubten Residuums vermieden werden k

onnen, ohne dass dieses kritische Gr

oenord-
nungen annimmt. Es werden dabei zun

achst nur weniger Objekte gebildet, die daf

ur gr

oer sind und das
Gel

ande entsprechend schlechter approximieren. Eine vollst

andige Abdeckung des Gebietes erfolgt erst mit der
Einf

uhrung betragsm

aig maximal erlaubter Residuen im Bereich von Dekametern.
Daher wird hier in Anlehnung an die Wahl des n

achsten einzuf

ugenden Punktes aus dem Objektpuer vor-
gegangen, und es werden die Punkte der Abdeckungsl

ocher einem der umliegenden Objekte hinzugef

ugt. Es
wird dasjenige von den Objekten der 4-Nachbarschaft gew

ahlt, bei dem das durch den Gitterpunkt verursach-
te betragsm

aig maximale Residuum minimal ist. Dadurch hat die schlechtere Approximation des Gel

andes
nur lokalen Einu. Ggf. ist das Auff

ullen der Abdeckungsl

ocher zu iterieren, falls es Gitterpunkte gibt, deren
4-Nachbarschaft ausschlielich aus Abdeckungsl

ochern besteht. Es ist weiterhin die strategische Entscheidung
zu f

allen, ob die zus

atzlich zugewiesenen Gitterpunkte in die Berechnung der Polynomparameter einbezogen
werden sollen. Dies f

uhrt teilweise zu einer erheblichen Vergr

oerung des betragsm

aig maximalen Residuums
f

ur das Objekt. Falls diese Zahl als ein Qualit

atsmerkmal f

ur die Polynom

achenobjekte verwendet wird, ver-
schlechtert der zugewiesene Punkt damit die Qualit

at des ganzen Objektes. Demgegen

uber k

onnte man die
Gitterpunkte auch quasi als Ausreier im DGM auffassen, die zwar Objekten zugewiesen werden, jedoch nicht
in die Ausgleichung aufgenommen werden. In diesem Fall ist das Qualit

atsmerkmal des Objektes \fehlerhaft"
bzw. \nicht g

ultig".
In dieser Arbeit gehen alle Gitterpunkte mit gleichem Gewicht in die Ausgleichung ein, daher werden die neu
zugewiesenen Gitterpunkte bei den Ausgleichungen ber

ucksichtigt.
4.3.4.3. Singul

are F

alle bei der Extraktion von Polynom

achenobjekten aus Quadratgitter-DGM
In Abschnitt 4.3.4.1 wurde bereits die eventuelle Singularit

at des Gleichungssystems zur Berechnung der Poly-
nomparameter erw

ahnt. Dieser Aspekt soll nun weiterf

uhrend untersucht werden.
Geometrisch interpretiert handelt es sich dabei um die F

alle, bei denen ein oder mehrere Polynomparameter nicht
aus der vorhandenen Punktkombination berechnet werden k

onnen. Eine Ebene im 3D-Raum ist durch 3 Punkte
festgelegt, die nicht kollinear sein d

urfen. Abbildung 4.6 zeigt Beispiele f

ur singul

are Gitterpunktkombinationen
f

ur die Ebene im Raum (das Polynom P
1
) und das bilineare Polynom. Die Singularit

at kann durch einfaches
Aufstellen der KoeÆzientenmatrix A und Berechnung des Produktes N = A
T
A gezeigt werden. Hierzu kann
ohne Beschr

ankung der Allgemeinheit angenommen werden, dass der lokale Entwicklungspunkt eines Polynoms
jeweils auf einen Gitterpunkt gelegt wird.
W

ahrend sich diese singul

aren F

alle noch relativ einfach mit einer Analyse der zur Berechnung des Polynoms
heranzuziehenden Gitterpunkte aufdecken lassen, wird dies bei h

oheren Polynomen wesentlich komplexer. Da-
her ist es angebracht, in den F

allen der Berechnung von Polynomen h

oheren Grades beim

Ubergang auf den
h

oheren Grad das Gleichungssystem numerisch auf eine eventuelle Singularit

at hin zu untersuchen. Prinzipiell
kann die Behebung der Singularit

at entweder durch Einf

uhrung von Zusatzbedingungen oder Hinzunahme von
Beobachtungen, welche eine regul

are Ausgleichung erlauben, gel

ost werden. Bei einer Ebene im Raum, die durch
drei kollineare Punkte gehen soll, k

onnte eine Bedingung sein, dass die Normale der zu bestimmenden Ebene
in einer vorzugebenden Ebene liegen soll, z. B. in der Ebene, die durch die Verbindungslinie der kollinearen
Punkte und den Zenit (Z-Achse des Koordinatensystems) festgelegt ist. Allerdings ist die Vorgabe derartiger
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c.)
Singulär für P1 Singulär für Pbilinear
e.)d.)a.) b.)
lokaler Entwicklungspunkt des Polynoms
x
y
d
d
Abbildung 4.6.: Beispiele f

ur singul

are Gitterpunktkombinationen.
Bedingungen f

ur h

ohere Polynomgrade wesentlich aufwendiger. Daher wird hier die Variante verfolgt, dass bei
auftretender Singularit

at weitere Punkte tempor

ar hinzugenommen werden, bis das System regul

ar ist. Die
Wahl der Punkte erfolgt mit den oben aufgef

uhrten Kriterien.
F

ur diese Vorgehensweise muss eine numerische Pr

ufung der Regularit

at des Gleichungssystems 4.2 erfolgen.
Diese wird in der vorliegenden Arbeit mit der in Abschnitt 4.2.2 beschriebenen SVD durchgef

uhrt.
4.4. Berechnung der Parameter von Polynom

achenobjekten
In diesem Abschnitt wird untersucht, wie die endg

ultigen Polynom

achenparameter f

ur bestehende 

achenhafte
Objekte berechnet werden k

onnen. Die Diskussion wird unabh

angig von der Entstehung der Objekte gef

uhrt.
Einen Schwerpunkt der Untersuchungen bildet die Forderung nach m

oglichst geringen Diskontinuit

aten zwischen
adjazenten Objekten. Bei den Verfahren wird unterschieden zwischen lokalen Ausgleichungen, die jeweils nur
ein einzelnes Objekt bearbeiten, und globalen Ausgleichungen, die Beziehungen zwischen adjazenten Objekten
ber

ucksichtigen.
4.4.1. Lokale Ausgleichung in verschiedenen Varianten
Es gibt verschiedene Strategien, welche Punkte bei der Berechnung einer ausgleichenden Fl

ache herangezogen
werden k

onnen. Zun

achst bietet es sich an, die origin

aren H

ohenkoten zu verwenden, da diese nicht durch weitere
Zwischenarbeitsschritte beeinusst sind, deren Ausmae sich direkt auch auf die Folgeberechnungen auswirken.
Allerdings ist dann nicht in jedem Fall gesichert, dass f

ur jedes Polynom

achenobjekt ausreichend Punkte
f

ur die Berechnung der PolynomkoeÆzienten zur Verf

ugung stehen. Daher ist es sinnvoller, eine regelm

aige
Punktverteilung in Form eines Quadratgitter-DGMs als Ausgangsbasis f

ur die Berechnungen zu verwenden, die
auch eine gleichm

aige St

utzung des Polynoms innerhalb seines Umrings gew

ahrleistet. In seiner einfachsten
Form f

uhrt dies zu dem folgenden Ansatz der Berechnung der Polynomparameter.
4.4.1.1. Einfache lokale Ausgleichung mit Gitterpunkten
F

ur jedes Objekt werden diejenigen Gitterpunkte genutzt, die innerhalb der Masche liegen (s. Abb. 4.7), sie
k

onnen z. B. mit einem Point-in-Polygon-Test aus einem Punkthaufen ausgew

ahlt werden. Da dieser Test beim
Aufstellen des Gleichungssystems sehr h

aug aufgerufen wird und viele Punkte getestet werden m

ussen, ist es
von besonderer Bedeutung, einen schnellen Test zu verwenden.

Uber Geschwindigkeitsvergleiche beim Point-
in-Polygon-Test berichtet Haines (1992). Die alleinige Verwendung von Gitterpunkten innerhalb des Objekt-
umrings f

uhrt jedoch dazu, dass es an den Objektgeometrien beim

Ubergang zwischen adjazenten Objekten
zu Diskontinuit

aten kommt, die mit diesem Ansatz nicht ber

ucksichtigt werden. Aus diesem Grund werden im
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DGM-Gitterpunkt
KNOxx = Knoten xx
Pxx = Punkt xx
OTxx = Objektteil xx ( = Masche xx)
GEOxx = Geometrie xx ( = Kante xx)
OJxx = Objekt xx
GEO9
P2
P1
P3
GEO6
GE
O3
OJ4
OT7
KNO2 KNO1
KNO5
Abbildung 4.7.: Ausgleichung einzelner Reliefobjekte.
Folgenden verschiedene Ans

atze vorgestellt, wie ein Polynom

achenobjekt mit zus

atzlichen Beobachtungen oder
Bedingungen im Bereich der Objektgrenzen gest

utzt werden kann.
4.4.1.2. Lokale Ausgleichung mit zus

atzlichen Beobachtungen auf dem Umringspolygon
Um ein Aufschwingen der ausgleichenden Fl

achen an den Objektgrenzen zu verringern, werden die H

ohen an
den Knoten der Objektumringe und an den Punkten der Kanten als zus

atzliche Beobachtungen mit in die
Ausgleichung einbezogen, wobei deren H

ohen ebenso wie die DGM-Gitterpunkth

ohen aus dem St

utzpunktfeld
berechnet werden (Abb. 4.7). Da die Anordnung der Punkte und Knoten als unregelm

aig angenommen wird,
erfordert der Ansatz, dass ein entsprechendes Berechnungsverfahren f

ur die zus

atzlich ben

otigten H

ohen zur
Verf

ugung steht. Auch bei extrahierten Objekten muss eine zus

atzliche Berechnung von H

ohen erfolgen, da sich
die Punkte und Knoten der Maschenumringe zwischen den Gitterpunkten des Quadratgitter-DGM benden. Es
ergibt sich eine ungleichm

aige St

utzung der Polynom

ache.
4.4.1.3. Lokale Ausgleichung mit Puerbildung
Bartelme (2000) schl

agt bei der Diskussion von Interpolationsmethoden im Gitter vor, die Umgebung, die
zur Berechnung der KoeÆzienten einer Gittermasche herangezogen wird, zu vergr

oern. Damit beeinusst ein
Gitterpunkt im Grenzbereich einer Masche nicht nur die Masche selbst, in der er liegt, sondern auch die Nach-
barmasche. Bartelme (2000) f

uhrt an, dass dann die Knicke zwischen aneinandergrenzenden Maschen ge-
mildert werden, wobei er dies auf die Berechnung bilinearer Interpolationspolynome bezieht, mit Hilfe derer
die H

ohe weiterer Punkte in der Gittermasche interpoliert werden kann. Dieser Ansatz kann sinngem

a auf
den Fall allgemeinerer Maschen im Relief

ubertragen werden. In diesem Fall wird um die betreende Masche
ein Puerbereich gelegt bzw. eine Zone generiert, innerhalb der alle Punkte zur Bestimmung der KoeÆzien-
ten herangezogen werden (Abb. 4.8). Sinnvollerweise wird f

ur den minimalen Puerungskorridor eine Breite
gew

ahlt, die dem maximalen Abstand von Punkten in einer Gitterzelle entspricht und somit
p
2  d betr

agt.
Dabei ist d die Gitterweite des zu Grunde liegenden DGM-Gitters. Dadurch kann die erweiterte St

utzung der
Polynom

ache gleichm

aig in alle Richtungen erfolgen. Man kann davon ausgehen, dass die Diskontinuit

aten
an den Grenzen der Objekte verkleinert werden, da der Aufschwingeekt des Polynoms eines Objektes weiter
in die Bereiche der Nachbarobjekte verschoben wird und somit nicht mehr f

ur die Repr

asentation des Reliefs in
der Masche von Relevanz ist. Daneben werden zus

atzlich mehr Beobachtungen in die Ausgleichung eingef

uhrt,
so dass auch Polynome h

oheren Grades bestimmt werden k

onnen. Andererseits kann es schwieriger werden,
gegen

uber vorgegebenen Genauigkeitskriterien akzeptable Resultate zu erzielen, da die Polynom

achen nun an
mehr Datenpunkte angepasst werden m

ussen.
Rechentechnische Aspekte bei der Bildung der Puerzone bei der Verwendung eines Vektordatenmodells werden
in allgemeiner Form bei Bill (1996) behandelt. Dabei ist zu unterscheiden zwischen den F

allen, bei denen
punktf

ormige Objekte mit Quadraten und damit Kanten mit Rechtecken gepuert werden, die dann zu einem
Puerbereich um die Masche vereinigt werden, und jenen, bei denen punktf

ormige Objekte mit Kreisen gepuert
werden. Entsprechend wird bei dem letzten Ansatz an Knickpunkten von Kanten mit Kreisb

ogen gearbeitet. Bei
Hettwer (1998) nden sich Untersuchungen zum Ansatz der Ausgleichung mit Puerbildung, die auf einem
Kompromiss zwischen diesen beiden Ans

atzen basieren, der durch Abbildung 4.8 veranschaulicht wird. An den
Punkten mit einem Rechtsknick des im Uhrzeigersinn orientierten Umrings (P1, P2, KNO1, KNO2, KNO5)
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DGM-Gitterpunkt
KNOxx = Knoten xx
Pxx = Punkt xx
OTxx = Objektteil xx ( = Masche xx)
GEOxx = Geometrie xx ( = Kante xx)
OJxx = Objekt xx
gepufferte Geometrie
Punkt auf gepufferter Geometrie
P2
P1
GEO6
GE
O3
P3
OT7
OJ4
GEO9
KNO1
KNO5
KNO2
Abbildung 4.8.: Ausgleichung einzelner Reliefobjekte mit Puerung der Geometrie.
wird der f

ur die Puerung notwendige Kreis durch drei Punkte approximiert. Bei Linksknicken (P3) wird nur
der Schnittpunkt zwischen den betreenden Kanten gebildet.
Die zus

atzliche Einbindung der Knickpunkte der Puergeometrie als Beobachtungen ist zwar generell denkbar,
sie soll hier jedoch nicht weiter verfolgt werden. Der Grund hierf

ur liegt darin, dass ein Rechtsknickpunkt
der Originalgeometrie mit drei Punkten des Puerumrings korrespondiert, w

ahrend ein Linksknickpunkt nur
einen entsprechenden Punkt auf dem Puerumring hat. Es w

urde sich damit eine ungleiche Gewichtung f

ur die
Bereiche der Knickpunkte der Originalgeometrie ergeben.
Die Puerbildung eines aus dem Quadratgitter-DGM extrahierten Polynom

achenobjekts ist gegen

uber der Puf-
ferung im Vektordatenmodell algorithmisch wesentlich einfacher umzusetzen. Sie kann durch die Berechnung
der Dilatation (vgl. Soille, 1998) der bereits in dem Objekt vorhandenen Beobachtungen mit einer Nachbar-
schaft als strukturierendem Element durchgef

uhrt werden. Die 8-Nachbarschaft gew

ahrleistet bereits, dass ein
geschlossener Puer von Gitterpunkten um das Objekt zus

atzlich in der Ausgleichung verwendet wird. Auch
die Verwendung gr

oerer Nachbarschaften und die Ber

ucksichtigung von Knickpunkten auf dem Umring der
gepuerten Objekte als zus

atzliche Beobachtungen ist prinzipiell denkbar (vgl. Abs. 4.4.1.2). Zus

atzliche Beob-
achtungen auf dem Umring werden hier jedoch nicht weiter verfolgt, da dies wieder zu einer ungleichm

aigen
St

utzung der Polynom

ache f

uhrt.
4.4.1.4. Lokale Ausgleichung mit Bedingungen
Durch die Verfahren der Verwendung von Beobachtungen auf dem Objektumring bzw. der Puerbildung ist
gew

ahrleistet, dass eine St

utzung im Bereich des Umrings erfolgt. Da die Ausgleichungen f

ur die Objekte jedoch
unabh

angig voneinander sind, kommt es dennoch an den Objektr

ander zu Diskontinuit

aten, da f

ur alle Beob-
achtungen in den individuellen Ausgleichungen Verbesserungen berechnet werden, die sich f

ur Beobachtungen,
die in zwei adjazenten Objekten verwendet werden, i. Allg. nicht entsprechen.
Eine Alternative hierzu stellt die punktweise Unterdr

uckung der Berechnung von Verbesserungen dar. Dies
f

uhrt zur Formulierung von Zwangsbedingungen, die z. B. auf den Maschenumringen der Objekte deniert
werden k

onnen. Es k

onnen Bedingungen sowohl f

ur die H

ohe als auch f

ur die Ableitungen der ausgleichenden
Fl

achen eingef

uhrt werden. Es liegt nahe, zun

achst die Knickpunkte des Umrings als geometrische

Orter f

ur die
Formulierung zus

atzlicher Bedingungen zwischen den Unbekannten x zu betrachten. Bei dem f

ur diesen Ansatz
zu verwendenden Ausgleichungsmodell handelt es sich um das GM-Modell mit Restriktionen (Abs. 4.2.3.1).
Entspricht dabei die Anzahl der Bedingungen der Anzahl der Unbekannten (r = u), so sind die Unbekannten
eindeutig bestimmt, und es handelt sich um ein Vandermonde-System.
Abbildung 4.9 verdeutlicht die Situation, wie sie sich bei lokaler Ausgleichung und der Einf

uhrung von punkt-
bezogenen Randbedingungen bzw.

Ubergangsbedingungen zwischen adjazenten Objekten darstellt. Bei diesem
Ansatz werden f

ur die Punkte des Maschenumrings denierte H

ohen bzw. partielle Ableitungen entlang der
Parameterlinien des Koordinatensystems als Bedingungen eingef

uhrt, die wie die Gitterpunkte des Gitter-DGM
aus dem St

utzpunktfeld interpoliert werden. Dieser Ansatz f

uhrt dazu, dass die H

ohen der Punkte auf dem Ma-
schenumring als nicht stochastisch betrachtet werden, hingegen die H

ohen der DGM-Gitter-Punkte im Zuge der
Ausgleichung Verbesserungen erfahren. Anders ausgedr

uckt erhalten H

ohen der Punkte auf dem Maschenum-
ring das Gewicht1 gegen

uber den H

ohen der DGM-Gitter-Punkte, die mit dem Gewicht 1 in die Ausgleichung
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DGM-Gitterpunkt
KNOxx = Knoten xx
Pxx = Punkt xx
OTxx = Objektteil xx ( = Masche xx)
GEOxx = Geometrie xx ( = Kante xx)
OJxx = Objekt xx
Punkt/Knoten mit Randbedingung(en)
P2
P1
P3 OJ4
OT7
GEO6
GE
O3
GEO9
KNO2 KNO1
KNO5
Abbildung 4.9.: Ausgleichung einzelner Reliefobjekte mit Bedingungen an den Randpunkten.
eingef

uhrt werden, obgleich beide mit demselben St

utzpunktfeld berechnet werden und die Berechnung von nahe
beieinander liegenden Punkten dieser Punktmengen mit groer Wahrscheinlichkeit auf denselben St

utzpunkten
des gemessenen DGM beruht. Allein wegen der ungleichen Gewichtung von Beobachtungen gleicher Herkunft
bzw. Berechnungsart ist dieser Ansatz der lokalen Ausgleichung mit Bedingungen als bedenklich einzustufen.
Weiter d

urfen die Objektumringe bei alleiniger Ber

ucksichtigung von H

ohenbedingungen nicht aus mehr Punk-
ten bestehen, als Unbekannte im Gleichungssystem zur Verf

ugung stehen. Bei zus

atzlicher Einf

uhrung von
partiellen Ableitungen als Bedingungen reduziert sich die Anzahl der maximal erlaubten Punkte im Umring
entsprechend. Die Anzahl von verf

ugbaren Unbekannten wird mit Gleichung 4.20 beschrieben. Dadurch sind die
Form und die Gr

oe der Objekte erheblichen Einschr

ankungen unterworfen. Bei Einf

uhrung von mehr Bedin-
gungen als Unbekannten ist das System im Allgemeinen nicht l

osbar. Selbst bei einer L

osbarkeit des Systems
wird eine entsprechenden Fl

ache dann imWesentlichen

uber die Punkte auf dem Umring festgelegt, wodurch die
Approximation der Ober

ache innerhalb der Masche nur mit eingeschr

ankter Qualit

at m

oglich ist. Mit diesen

Uberlegungen er

ubrigt sich die Diskussion der Einf

uhrung von zus

atzlichen Zwischenpunkten auf dem Umring
als geometrische

Orter f

ur weitere Bedingungen.
Eine Erweiterung des Ansatzes der Einf

uhrung von Bedingungen reduziert die Gesamtanzahl der Bedingungen
in einem Gebiet. Sie beruht auf der Formulierung von variablen

Ubergangsbedingungen verbunden mit einer
abschlieenden globalen Ausgleichung aller Polynom

achenobjekte in einem Guss.
4.4.2. Globale Ausgleichung in verschiedenen Varianten
F

ur die Ber

ucksichtigung von Beziehungen zwischen Objekten in globalen Ausgleichungen sind umfangreiche
Betrachtungen notwendig. Globale Ausgleichungen unterscheiden sich grundlegend von den bisher vorgestellten
Gleichungssystemen. Die Untersuchungen werden zun

achst anhand der ersten Variante, der globalen Ausglei-
chung mit Bedingungen, vorgestellt. Sie k

onnen auf die zweite Variante

ubertragen werden, bei deren Vorstellung
Bezug zur globalen Ausgleichung mit Bedingungen genommen wird.
4.4.2.1. Globale Ausgleichung mit Bedingungen
Abbildung 4.10 verdeutlicht die Situation, wie sie sich bei einer globalen Ausgleichung mit Bedingungen f

ur
alle Polynom

achenobjekte ergibt. Allgemein betrachtet werden, wie bei der lokalen Ausgleichung, f

ur jedes
Objekt in allen in der betreenden Masche enthaltenen DGM-Gitter-Punkten Beobachtungsgleichungen in der
Form von Gleichung 4.1 aufgestellt. Da jedoch alle Objekte in einemGuss ausgeglichen werden, erweitert sich die
DesignmatrixA aus dem einfachen Fall der lokalen Ausgleichung (Gl. 4.3(1)) auf die Form wie in Gleichung 4.22
angedeutet. In dem Beispiel werden n Gitterpunkte f

ur das 1. Objekt und m Gitterpunkte f

ur das h.-te Objekt
verwendet. F

ur jedes Objekt bendet sich ein Satz von KoeÆzienten in der Matrix, die damit bei entsprechender
Anordnung eine Blockstruktur aufweist.
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OT5
OJ2
OT9
OJ5
KNOxx = Knoten xx
Pxx = Punkt xx
OTxx = Objektteil xx ( = Masche xx)
GEOxx = Geometrie xx ( = Kante xx)
OJxx = Objekt xx
Punkt/Knoten mit Randbedingung(en)
DGM-Gitterpunkt
OT6
OJ3
P2
KNO3
P4
KNO1
OJ4
OT7
P3
KNO6
GEO9
P1
GE
O3
KNO5
KNO2
KNO4
GE
O7
GEO6
P7 P6 P5
GEO4
Abbildung 4.10.: Globale Ausgleichung aller Polynom

achenobjekte mit Randbedingungen.
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(4.22)
Neben den Beobachtungsgleichungen f

ur jedes Objekt werden f

ur adjazente Objekte in deren inzidenten Punkten
und Knoten H

ohenbedingungsgleichungen in der Form 4.23 aufgestellt (vgl. 4.18),
0 =
g
h
X
i=0
g
h
X
j=0
a
h
ij
x
i
p
y
j
p
 
g
k
X
i=0
g
k
X
j=0
a
k
ij
x
i
p
y
j
p
= a
h
00
+ a
h
10
x
p
+ a
h
01
y
p
+ a
h
20
x
2
p
+ a
h
11
x
p
y
p
+   
 (a
k
00
+ a
k
10
x
p
+ a
k
01
y
p
+ a
k
20
x
2
p
+ a
k
11
x
p
y
p
+   ) (4.23)
wobei die Indices i und j gem

a der Bedingung 4.19 jeweils f

ur das h.-te bzw. das k.-te Objekt die Bedingung 4.24
erf

ullen m

ussen:
i+ j  g
h=k
8 i  0; j  0: (4.24)
Dieser Ansatz erf

ullt zun

achst nur die Bedingung, dass die H

ohen in den gemeinsamen inzidenten Punkten
und Knoten der adjazenten Objekte identisch sein sollen. Will man zus

atzlich einen glatten

Ubergang zwischen
den Polynom

achen in diesen Punkten und Knoten erzielen, m

ussen neben den punktbezogenen H

ohenbedin-
gungen auch die partiellen Ableitungen, getrennt nach zwei unabh

angigen Richtungen, ber

ucksichtigt werden.
Zweckm

aigerweise betrachtet man die partiellen Ableitungen nach den Parameterlinien, d. h., nach den ebenen
Koordinaten X und Y . Sie k

onnen in allgemeiner Form durch die Summen 4.25 und 4.26 beschrieben werden,
wobei wie bei Gleichung 4.18 Bedingungen f

ur die Indices ber

ucksichtigt werden m

ussen.
P
g
x
=
g
X
i=1
g
X
j=0
ia
ij
x
i 1
y
j
; i + j  g 8 i  1; j  0: (4.25)
P
g
y
=
g
X
j=1
g
X
i=0
ja
ij
x
i
y
j 1
; i+ j  g 8 i  0; j  1: (4.26)
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Unter Verwendung der Gleichungen 4.25 und 4.26 k

onnen

aquivalent zu den H

ohenbedingungsgleichungen nun
Ableitungsbedingungsgleichungen 1. Art formuliert werden. Dabei bezieht sich der Terminus \1. Art" auf die bei
den Bedingungsgleichungen verwendete Ordnung der partiellen Ableitung der Fl

achenpolynome. In diesem Fall
wurden zun

achst nur die 1. partiellen Ableitungen verwendet. Ebenso k

onnen auch h

ohere partielle Ableitungen
inklusive der gemischten Ableitungen gebildet und verwendet werden, worauf an dieser Stelle jedoch vorerst
verzichtet werden soll.
Auf der Grundlage der 1. Ableitungen der Fl

achenpolynome k

onnen nun die Ableitungsbedingungsgleichungen
1. Art f

ur die X- bzw. Y -Richtung formuliert werden (Gl. 4.27 bzw. 4.28).
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g
h
X
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g
h
X
j=0
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h
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h
30
x
2
p
+   
 (a
k
10
+ 2a
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0 =
g
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X
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g
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X
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p
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p
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k
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y
2
p
+   ) (4.28)
Ebenso wie die Beobachtungsgleichungen 4.1 stellen die Bedingungsgleichungen 4.23, 4.27 und 4.28 bzgl. der
Unbekannten a
ij
bereits ein lineares Gleichungssystem dar. Die Bedingungsgleichungen k

onnen damit direkt in
Matrizenschreibweise in der Form 4.29
Bx = 0 (4.29)
dargestellt werden. In diesem Fall ist der Vektor w aus Gleichung 4.10 mit Nullen gef

ullt und stellt damit den
Nullvektor 0 dar.
Eine Zeile b
p
i
in der Matrix B hat f

ur die i.-te H

ohenbedingungsgleichung im Punkt P dabei die Form 4.30.
b
p
i
=

   1 x
p
y
p
x
2
p
   0     1  x
p
 y
p
 x
2
p
   0   

: (4.30)
Die Anzahl der H

ohenbedingungsgleichungen r
p
H
f

ur einen Knoten bzw. Punkt P im planaren Graphen ist eine
Funktion der Anzahl M
p
der inzidenten Maschen in diesem Knoten bzw. Punkt. Dabei muss ber

ucksichtigt
werden, dass die Bedingungsgleichungen linear unabh

angig voneinander sein m

ussen, d. h., der Rang rg(B) von
B muss der Zeilenanzahl n
B
von B entsprechen (Gl. 4.31).
rg(B)  n
B
(4.31)
Die lineare Unabh

angigkeit der H

ohenbedingungsgleichungen wird erzielt, indem man zwischen einem Objekt,
z. B. der ersten Masche in der Liste der Master-Referenzen in einem Punkt bzw. Knoten, und allen folgenden
in der Liste jeweils eine Bedingungsgleichung aufstellt. Der Beweis hierf

ur kann anhand von Abbildung 4.10
veranschaulicht werden. Betrachtet wird der Knoten KNO1. In diesem Knoten sollen die H

ohenfunktionswerte
F
OJ2
; F
OJ3
und F
OJ4
der inzidenten Objekte OJ2, OJ3 und OJ4 identisch sein. Permutiert man alle m

oglichen
Kombinationen an Bedingungsgleichungen in dem Knoten, so ergeben sich die folgenden Gleichungen 4.32:
F
OJ2
  F
OJ3
= 0
F
OJ2
  F
OJ4
= 0
F
OJ3
  F
OJ4
= 0
(4.32)
Subtrahiert man die erste Gleichung von der zweiten, dann ergibt sich die dritte Gleichung, d. h., von den drei
Gleichungen sind nur zwei linear unabh

angig. Verallgemeinert man diese Feststellung, dann betr

agt die Anzahl
der linear unabh

angigen H

ohenbedingungsgleichungen r
p
H
f

ur einen Knoten bzw. Punkt mit M
p
inzidenten
Objekten:
r
p
H
=M
p
  1: (4.33)
Entsprechend wie bei den H

ohenbedingungsgleichungen werden die Ableitungsbedingungsgleichungen 1. Art in
Matrizenform aufgestellt. Eine Zeile f

ur eine Ableitungsbedingungsgleichung 1. Art in X-Richtung hat dann die
Form 4.34.
b
p
i
=

   0 1 0 2x
p
y
p
0    0    0  1 0  2x
p
 y
p
0    0   

(4.34)
64 4. Integrierte Datenmodellierung mittels Polynom

achenobjekten
Entsprechend wird eine Zeile f

ur eine Ableitungsbedingungsgleichung in Y -Richtung in der Form 4.35 besetzt.
b
p
i
=

   0 0 1 0 x
p
2y
p
   0    0 0  1 0  x
p
 2y
p
   0   

(4.35)
Die Anzahl der linear unabh

angigen Ableitungsbedingungsgleichungen 1. Art r
p
A
in einem Knoten bzw. Punkt
P wird wie die Anzahl der linear unabh

angigen H

ohenbedingungsgleichungen aus der Anzahl M
p
der inzidenten
Maschen in diesem Knoten bzw. Punkt P abgeleitet. Da immer zwei Ableitungsbedingungsgleichungen simultan
verwendet werden, betr

agt die Anzahl der linear unabh

angigen Ableitungsbedingungsgleichungen 1. Art r
p
A
in
einem Knoten bzw. Punkt P demnach
r
p
A
= 2(M
p
  1): (4.36)
Die Gesamtanzahl r
p
der H

ohenbedingungsgleichungen und Ableitungsbedingungsgleichungen 1. Art in einem
Punkt oder Knoten P ergibt sich demnach aus Gleichung 4.37.
r
p
= r
p
H
+ r
p
A
= 3(M
p
  1): (4.37)
Dabei ist zu beachten, dass zur L

osbarkeit des Systems Gleichung 4.38 gelten muss:
N
p
X
i=1
r
p
i

N
O
X
i=1
u
g
i
(4.38)
wobei N
p
die Anzahl der Punkte und Knoten im Ober

achengraphen und N
O
die Gesamtanzahl der zu modellie-
renden Polynom

achenobjekte und damit Maschen im Ober

achengraphen darstellt. Entsprechend bezeichnen
r
p
i
die Anzahl der Bedingungsgleichungen in einem Knoten bzw. Punkt p
i
und u
g
h
die Anzahl der Unbekannten
f

ur ein Polynom

achenobjekt h (vgl. Gl. 4.20).
Es wurde oben erw

ahnt, dass neben den Ableitungsbedingungsgleichungen 1. Art generell auch h

ohere partielle
Ableitungen der verwendeten Polynomklassen verwendet werden k

onnen. Auf die explizite Formulierung der
Gleichungen wird jedoch verzichtet, es soll nur erw

ahnt werden, dass die Einf

uhrung der partiellen Ableitun-
gen P
g
xx
und P
g
yy
und der gemischten Ableitungen P
g
xy
und P
g
yx
aufgrund des Satzes von Schwarz (vgl.
Bronstein & Semendjajew, 1989) eine Erh

ohung der Anzahl der Bedingungsgleichungen um 3(M
p
  1) mit
sich bringt, da die gemischten Ableitungen P
g
xy
und P
g
yx
identisch sind. Dieser Ansatz resultiert damit in
einer erheblichen Erh

ohung der Anzahl der Bedingungen, die eine L

osbarkeit des Systems in Frage stellen. Das
Gleichungssystem ist dann im Wesentlichen durch Punkte auf dem Ober

achengraphen bestimmt, was sich auf
die Genauigkeit der Gel

andeapproximation innerhalb der Objekte auswirkt. Daher werden h

ohere Ableitungs-
bedingungsgleichungen im Folgenden nicht weiter betrachtet.
Auf die Berechnung der L

osung des Gleichungssystems wird in Abschnitt 4.5 eingegangen.
4.4.2.2. Globale Ausgleichung mit beobachteten Dierenzen in Punkten und Knoten

Ahnlich wie bei der lokalen Ausgleichung mit Bedingungen kann die Formulierung von xen (harten) Bedin-
gungen im Abschnitt 4.4.2.1 im ung

unstigen Fall dazu f

uhren, dass das Gleichungssystem nicht mehr l

osbar ist,
da mehr Bedingungen als zu bestimmende Unbekannte eingef

uhrt werden. Eine M

oglichkeit der Behandlung
dieser F

alle ist durch eine Verringerung der Punkt- und Knotenanzahl an den Objektgrenzen mit Linienverein-
fachungsalgorithmen wie dem Douglas-Peucker-Algorithmus (Douglas & Peucker, 1973) gegeben. Mit
der Verringerung der Punkte und Knoten reduziert sich die Anzahl der einzuf

uhrenden Bedingungen. Dies wirkt
damit jedoch auch dem Ziel der Verringerung der Diskontinuit

aten entgegen.
Hier stellt die Formulierung von \weichen Bedingungen" eine Alternative dar. Dabei k

onnen die weichen Be-
dingungen in der Ausgleichung Verbesserungen erfahren, wodurch das System wieder l

osbar ist. In diesem Fall
stellen die weichen Bedingungen beobachtete Dierenzen dar (vgl. Bartelme, 2000), deren \Beobachtungswert"
identisch null ist, d. h., an ihrer Position wird der Beobachtungsvektor l
2
mit Nullen gef

ullt. Sinngem

a wer-
den H

ohendierenzbeobachtungen und Ableitungsdierenzbeobachtungen 1. Art gebildet. Die DesignmatrixA
2
entspricht von ihrem Aufbau her der Matrix der Bedingungen B der globalen Ausgleichung mit Bedingungen.
Damit ergibt sich eine Situation, die im Wesentlichen der in Abbildung 4.10 entspricht mit dem Unterschied,
dass der Hinweis auf die Punkte und Knoten mit Bedingungen durch einen entsprechenden Verweis auf Punkte
und Knoten mit beobachteten Dierenzen ersetzt wird.
Durch die Einf

uhrung der unterschiedlichen Beobachtungstypen und ggf. unterschiedlicher Beobachtungsein-
heiten stellt sich nun zus

atzlich die Aufgabe der Aufstellung eines geeigneten stochastischen Modells f

ur die
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Ausgleichung. Da f

ur die beobachteten H

ohendierenzen die gleiche Einheit wie f

ur die als Beobachtungen ver-
wendeten Gitterpunkth

ohen vorliegt, k

onnte hier das gleiche Gewicht verwendet werden. Falls man die Bildung
der Dierenz betonen m

ochte, ist es sinnvoll, in Anlehnung an das Fortpanzungsgesetz der Varianzen das
Gewicht von
p
2 gegen

uber den Gitterpunkteh

ohen einzuf

uhren.
Das Gewicht f

ur beobachtete Ableitungsdierenzen muss jedoch anders festgelegt werden. Die Richtungsablei-
tung entspricht der Steigung in einem Punkt in dieser Richtung und ist dimensionslos. Eine Ver

anderung der
Steigung um 1 stellt eine H

ohenver

anderung von 1 m in einer Entfernung von 1 m dar. Die Einf

uhrung des
Gewichtes 1 stellt damit keine geeignete Wahl dar, vielmehr m

ussen die Ableitungsdierenzen ein h

oheres Ge-
wicht gegen

uber den Gitterpunkten und den H

ohendierenzbeobachtungen haben. Der mittlere Abstand der
Beobachtungen in der Ebene kann in erster N

aherung durch die Gitterweite des f

ur die Berechnung zugrunde
liegenden Gitters beschrieben werden. Eine theoretisch geeignete Wahl f

ur das Gewicht der Ableitungsdierenz-
beobachtungen ist daher mit der Gitterweite d gegeben.
4.4.3. Steuerung der Qualit

at der Modellierung und Qualit

atsmae
4.4.3.1. Residuen der Ausgleichungen
Eine erste

Uberpr

ufungsm

oglichkeit der Qualit

at der Modellierung ist durch die Residuen der Ausgleichungen
gegeben.

Uber die maximal erlaubte Gr

oe des Absolutbetrages eines Residuums in den Gitterpunkten werden
lokal die Polynomgrade festgelegt, so dass hiermit die lokale Qualit

at der Modellierung beeinusst wird. Die
Einhaltung eines vorgegebenen betragsm

aig maximalen Residuums ist nicht immer gew

ahrleistet. Es kann
sich durch Einf

uhren zus

atzlicher Beobachtungen oder Bedingungen ver

andern und/oder es kann, falls die
Objekte nicht durch Extraktion gebildet werden, ggf. nicht erreicht werden. Dies ist der Fall, wenn der maximale
Polynomgrad bereits verwendet wird. Das betragsm

aig maximale Residuum eines Objektes stellt daher ein
lokales absolutes Qualit

atsma dar, das individuell berechnet werden muss.
Da z. B. in eine globale Ausgleichung mit beobachteten Dierenzen unterschiedliche Beobachtungstypen einge-
hen und das Interesse der lokalen Modellierungsqualit

at der Ober

ache innerhalb des Objektumrings gilt, ist
es notwendig, bei der Bestimmung des betragsm

aig maximalen Residuums f

ur ein Objekt nur Gitterpunkte
zu ber

ucksichtigen, die innerhalb des Objektes liegen. Dies gilt sinngem

a auch f

ur Ausgleichungen mit Puf-
ferung der Objekte. Bei dieser Variante wird eine groe Anzahl von Beobachtungen in mehr als einer lokalen
Ausgleichung verwendet. Da Fl

achenpolynome nur innerhalb der Objektumringe (oder auf den Objektumringen
unter Ber

ucksichtigung der Diskontinuit

aten) verwendet werden, sollten die Beobachtungen, die auerhalb der
Objekte liegen, nicht f

ur eine Qualit

atsaussage der Modellierung innerhalb des Objektes verwendet werden.
Falls absolute Beobachtungen auf dem Objektumring in der Ausgleichung verwendet werden, k

onnen diese ggf.
gepr

uft werden. Bei einer Interpretation sind dann die auftretenden Diskontinuit

aten auf dem Objektumring zu
beachten.
Ein mittleres Qualit

atsma stellt die gemittelte Verbesserungsquadratsumme dar. Sie beschreibt f

ur eine lokale
Ausgleichung ohne weitere Beobachtungen (Abs. 4.4.1.1), wie die ausgleichende Fl

ache im quadratischen Mittel
von den St

utzpunkten dieriert. Wie bei der Bestimmung eines betragsm

aig maximalen Residuums sollten
bei Verwendung anderer Ausgleichungsans

atze als mittleres Qualit

atsma ggf. nicht die Summen v
T
v=n

uber
alle n Beobachtungen verwendet werden, sondern nur die gemittelten Summen der quadrierten Residuen in den
Gitterpunkten. Der gleiche Gedankengang gilt f

ur die lokale Ausgleichung mit Puerung. Diese objektbasierten
Qualit

atsmae k

onnen auch als 

achenhafte Qualit

atsmae angesehen werden, da sie innerhalb der Fl

ache der
Objekte gelten.
Das Ausma der Anschmiegung einer ausgleichenden Fl

ache eines Objektes an dessen St

utzpunkte und damit
die Aufschwingungen der Fl

ache werden durch das Verh

altnis von Beobachtungen und Unbekannten beeinusst.
Die Vorgabe einer absoluten minimalen Redundanz in der Ausgleichung ist aufgrund der dierierenden Gr

oen
der Objekte nicht sinnvoll, es muss vielmehr ein minimales Verh

altnis vorgegeben werden. Es wurden jedoch
keine weiterf

uhrenden Untersuchungen in dieser Richtung durchgef

uhrt, sondern empirisch ein Verh

altnis von
2:1 festgelegt, d. h., zur Akzeptanz eines Polynomgrades m

ussen mindestens doppelt soviele Beobachtungen wie
Unbekannte vorhanden sein.
4.4.3.2. Qualit

atsmae f

ur Diskontinuit

aten auf den Objektgeometrien

Ahnlich wie bei den 

achenhaften Qualit

atsmaen, die f

ur Polynom

achenobjekte auf der Grundlage der Resi-
duen der Ausgleichungen bestimmt werden, k

onnen f

ur die Geometrien absolute Qualit

atsmae in Form einer
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betragsm

aig maximal auftretenden Diskontinuit

at sowie einer mittleren Diskontinuit

at berechnet werden. Die-
se sind mit der jeweiligen Geometrie verbunden und nicht mit einem Polynom

achenobjekt. Sie k

onnen als
linienhafte Qualit

atsmae angesehen werden.
Die Diskontinuit

aten entlang einer Geometrie sind stetige Funktionen, da sich die Diskontinuit

aten als Dierenz
zweier (stetiger) Polynom

achen ergeben. Der Aufwand f

ur eine analytische

Uberpr

ufung der Diskontinuit

aten
auf Maxima und Minima erscheint sehr gro, da das Aufstellen von Funktionen abschnittsweise zwischen Knick-
punkten der Geometrien mit Berechnung entsprechender KoeÆzienten erfolgen m

usste. Noch aufwendiger w

are
die Berechnung einer mittleren Diskontinuit

at, da hierf

ur eine abschnittsweise Integration der Funktionen vor-
zunehmen w

are, die deren Nullstellen ber

ucksichtigen muss.
Eine M

oglichkeit der

Uberpr

ufung der Qualit

at der Modellierung auf den Objektgeometrien kann jedoch durch
die Berechnung von diskreten Testpunkten erfolgen, in denen die H

ohen aus den Polynomen der inzidenten
Objekte berechnet werden. Zwecks gleichm

aiger Erfassung werden die Testpunkte in regelm

aigem Abstand
entlang der Geometrien gerechnet. Aus den Testpunkten k

onnen dann gen

ahert die betragsm

aig maximal auf-
tretende Diskontinuit

at sowie eine mittlere quadratische Diskontiuit

at berechnet werden. Bei einer Interpretation
ist die gew

ahlte Diskretisierung entlang der Geometrie mit zu ber

ucksichtigen.
4.4.3.3. Iteration der Ausgleichung zur partiellen Kontrolle der Diskontinuit

aten
Falls die entsprechend Abschnitt 4.4.3.2 berechnete betragsm

aig maximale Diskontinuit

at einen vorzugeben-
den Grenzwert

uberschreitet, kann versucht werden, die Qualit

at der Modellierung durch Erh

ohung der Grade
der Fl

achenpolynome der inzidenten Objekte zu verbessern. Diese lokale Erh

ohung der Polynomgrade wirkt
sich bei einer rein lokalen Ausgleichung auf die Diskontinuit

aten zu allen Nachbarobjekten der manipulierten
Objekte und bei einer globalen Ausgleichung auf alle Objekte aus. Daher muss im Anschluss an die Erh

ohung
eine neue Kontrolle erfolgen. Es ergibt sich eine Iterationsschleife. Ein erstes Abbruchkriterium ist durch die
Erf

ullung des Schwellwertkriteriums gegeben. Allerdings kann es sein, dass dieses Ziel w

ahrend der Iteration
nicht erreicht wird. Trotz der Einf

uhrung weiterer Unbekannter in die Ausgleichung kann es zu einer Verschlech-
terung der Modellierung bzgl. der maximal existierenden Diskontinuit

at kommen. Das liegt darin begr

undet,
dass die Dierenzen in den verwendeten Testpunkten nicht selber in die Ausgleichung eingehen und damit deren
Ber

ucksichtigung nicht direkt in der Ausgleichung erfolgt. Falls dieser Fall eintritt, kann er als ein Abbruch-
kriterium der Iteration verwendet werden. Es kann jedoch auch solange iteriert werden, bis die Polynomgrade
der Objekte, deren gemeinsame adjazente Geometrie die gr

ote Diskontinuit

at aufweist, nicht weiter erh

oht
werden k

onnen; man kann dies als Abbruchkriterium verwenden. Dabei wird

uberpr

uft, welche Modellierung
w

ahrend der Iteration die geringste Diskontinuit

at aufweist; und man sollte im Anschluss an die Iteration zu
dieser zur

uckkehren.
4.5. Aspekte der Implementierung eines Testsystems
Bisher wurde der Ansatz der Approximation des Reliefs mit Polynom

achenobjekten im Wesentlichen konzep-
tionell erl

autert. F

ur eine Realisierung des Ansatzes sind dar

uber hinaus technische Details von Interesse, von
denen hier die wichtigsten beschrieben werden.
4.5.1. Festzulegende Parameter der Implementierung
Ein wichtiger Faktor, der direkten Einu auf die Form, Gr

oe und Qualit

at der Polynom

achenobjekte hat,
ist der h

ochste Polynomgrad, der f

ur die Modellierung des Reliefs verwendet werden kann. Dieser maximale
Funktionsansatz muss bei der Festlegung eines individuellen Polynomgrades f

ur ein Objekt bzw. bei Verfah-
rensschritten des Objektwachstums sowie bei der Iteration der Ausgleichung zur Reduktion der Diskontinuit

aten
auf den Objektgrenzen ber

ucksichtigt werden.
Die hier durchgef

uhrten Untersuchungen beschr

anken sich auf die Verwendung der Polynomans

atze P
0
(ein
KoeÆzient) bis P
6
(28 KoeÆzienten; s. Gl. 4.20) sowie das bilineare Polynom (vier KoeÆzienten). Die Be-
schr

ankung ist zum einen aus technischen Gr

unden sinnvoll, zum anderen empfehlen Hoschek & Lasser
(1992) aufgrund der mit hohen Polynomans

atzen einhergehenden Welligkeit der Fl

achen, keine h

oheren Polyno-
mans

atze zu verwenden. Das bilineare Polynom wird als eigener Funktionsansatz zus

atzlich zu den vollst

andigen
Polynomklassen ber

ucksichtigt, da es bei Approximations- und Interpolationsberechnungen im Zusammenhang
mit DGM h

aug genutzt wird.
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Zwecks Codierung der Fl

achenans

atze werden die Polynomgrade von P
0
an durchnummeriert, wobei das bi-
lineare Polynom den Fl

achenansatz 2 bildet und im Anschluss daran die Polynomgrade weiter hochgez

ahlt
werden. Damit stehen 8 Fl

achenans

atze (0-7) zur Verf

ugung. Bei der Speicherung der Parameter als Attribute
ist inbesondere bei h

oheren Polynomans

atzen zu beachteten, dass alle relevanten Stellen der Gleitkommazahl
eines Polynomparameter ber

ucksichtigt werden.
4.5.2. Kopplung des Testsystems an ein kommerziell verf

ugbares GIS
Bei der Implementierung eines Testsystems zur Berechnung der Polynomparameter gilt es, zwei Ausgangssitua-
tionen zu ber

ucksichtigen. Zum einen handelt es sich um den Fall, dass f

ur bestehende 

achenhafte Objekte wie
die Maschen im Pfaltz-Graphen Parameter berechnet werden sollen (Abs. 4.3.2.1). Den anderen Fall stellt die
eigenst

andige Extraktion der Polynom

achenobjekte dar.
Bei Verwendung einer kommerziellen GIS-Software erfordert dies ggf. die Durchf

uhrung umfangreicher nu-
merischer Berechnungen mit Hilfe dieser Software bzw. die M

oglichkeit der Implementierung entsprechender
Makromodule. Allerdings werden diese Makromodule i. Allg. nicht direkt in Maschinencode

ubersetzt, sondern
durch einen Interpreter ausgef

uhrt, was bei aufwendigen Berechnungen zu Performanceproblemen f

uhren kann.
Eine Alternative stellt daher die externe Implementierung in einer h

oheren Programmiersprache dar, falls der
Aufruf aus einem GIS-Makromodul m

oglich ist. Dies ist z. B. bei den Produkten SMALLWORLD GIS oder
SICAD/open m

oglich.
Auf die Implementierung des Testsystems in einer Makrosprache einer kommerziellen GIS-Software wurde ver-
zichtet, da die zur Verf

ugung stehenden Systeme zum Zeitpunkt des Beginns der Entwicklungsarbeiten nicht die
Voraussetzungen f

ur die notwendigen umfangreichen Berechnungen erf

ullten. Um die Unabh

angigkeit der Ent-
wicklung von Dritten zur gew

ahrleisten, wurde der Austausch der Daten

uber eine Dateischnittstelle realisiert.
Der Aufruf der Programme kann ggf. aus der GIS-Software heraus erfolgen.
4.5.3. Aufbau einer externen Datenstruktur
Abbildung 4.11 gibt eine

Ubersicht

uber eine typische GIS-interne Datenstruktur am Beispiel eines 

achenhaften
Objektes (OJ4). Die topologische Struktur ist durch Master-Detail-Beziehungen zwischen den Elementen auf
den verschiedenen Hierarchiestufen gegeben. Dem Objekt OJ4 ist ein Objektteil (OT7) als Detail zugeordnet.
Adressierungsmechanismen generieren beim Anlegen der Elemente die topologischen Beziehungen zwischen den
Master- und den Detailelementen. Dem Objektteil sind verschiedene Geometrielemente (Kanten) als Details
zugeordnet, die wiederum als Master der Knoten fungieren. Dieser Aufbau wird durch einen zweiten Satz von
Adressen vervollst

andigt, der die Elemente gleichen Typs zur Vermeidung einer rein hierarchischen Datenstruk-
tur und zur Erm

oglichung eines exiblen Datenzugris miteinander verbindet. Nach Laurini & Thompson
(1992) kann der Ansatz als eine Art Netzwerkdatenstruktur betrachtet werden.
OTx = Objektteil x ( = Masche x)
GEOx = Geometrie x ( = Kante x)
KNOx = Knoten x
OJx = Objekt x
GEO6
KNO5
GEO9
KNO1
GEO3
KNO2
OT7
OJ4
Detail 1
Maschen
Master
Objekt
Detail 2
Geometrien
Knoten
Detail 3
KNO5
GEO9KNO2 KNO1
GEO6
GE
O3
OJ4
OT7
Abbildung 4.11.: Typische GIS-interne-Datenstruktur am Beispiel einer Masche (Laurini & Thompson, 1992,
mit

Uberarbeitung des Verfassers).
68 4. Integrierte Datenmodellierung mittels Polynom

achenobjekten
Diese Master-Detail-Beziehungen werden in der Struktur des Dateiaustauschformates abgebildet. Nach einem
Master-Geometrieelement (z. B. GEO6) folgen dessen Details (KNO5 und KNO1) in der Datei. Falls dieses Mas-
ter-Geometrieelement als Detail von mehreren Masterelementen dient, die im Anschluss in der Datei aufgelistet
sind, werden die Detailknoten zu demGeometrieelement nicht mehr aufgef

uhrt, wohl aber das Geometrieelement
selber. Elemente, die einmal selber als Masterelement und dann noch als Detail von mehreren Masterelementen
dienen, stehen in einer Anzahl entsprechend der H

augkeit ihrer Verwendung als Master- und Detailelement in
der Datei.
Beim Entwurf und der Implementierung der externen Datenstruktur wurden die folgenden Kriterien ber

uck-
sichtigt:
1. Das Einlesen der Daten muss schnell erfolgen und die Verarbeitung unterschiedlicher Datenmengen zu-
lassen. Dies erfordert eine dynamische Datenstruktur, die beim einmaligen Lesen und Analysieren der
Schnittstellendatei unter Nutzung der Elementsequenzen sukzessiv und eÆzient aufgebaut wird.
2. Redundanzen, die durch die Master-Detail-Beziehungen in der Schnittstellendatei gegeben sind, sind in
der externen Datenstruktur nicht zugelassen.
3. Es muss ein schneller logischer Zugri auf die Elemente der Datenstruktur anhand eines Schl

ussels m

oglich
sein. Da die Verarbeitung der Daten sich auf Bearbeitungsgebiete beschr

ankt, ist ein raumbezogener Zugri
nicht erforderlich. Ein Zugri auf die Daten

uber einen 1D-Schl

ussel, den eindeutigen Objektidentikator
(ID) der Elemente, ist ausreichend.
4. Es m

ussen alle notwendigen Master-Detail-Beziehungen und Detail-Master-Beziehungen in der externen
Datenstruktur abgebildet werden.
Aufgrund dieser Anforderungskriterien wurde die externe Datenstruktur auf der Basis von Bin

arb

aumen (vgl.
Kernighan & Ritchie, 1990) f

ur die verschiedenen Elementtypen implementiert, wobei die Master-Detail-Be-
ziehungen zwischen Elementen auf verschiedenen Hierarchiestufen durch Verweise zwischen den entsprechenden
B

aumen realisiert sind. Als Schl

ussel f

ur die Sortierung der Daten dienen die IDs der Elemente. Alle weite-
ren relevanten Informationen zu den einzelnen Elementen werden mit in den Knoten der B

aume gespeichert.
Abbildung 4.12 zeigt die Masche aus Abbildung 4.11 in der externen Datenstruktur.
OT5
OT7
OT9
OT2 OT6
Wurzel
Objektteilbaum
NULL
NULL
KNO5
KNO2
KNO1 KNO7
Knotenbaum
Wurzel
NULL
NULL
GEO6
GEO3
GEO2 GEO9
Wurzel
Geometriebaum
NULL
NULL
OJ4
OJ1
OJ2
OJ3
Wurzel
Objektbaum
OJ7
NULL
NULL
Baum-interne Verweise
Master-Detail-Beziehungen zwischen Elementen in verschiedenen Bäumen
Abbildung 4.12.: Externe Datenstruktur im Testsystem auf der Basis von Bin

arb

aumen am Beispiel der Masche
aus Abb. 4.11.
Die Suche in einem Bin

arbaum ist ein einfaches, eÆzientes dynamisches Suchverfahren, das als eines der fun-
damentalsten Algorithmen in der Informatik betrachtet werden kann (Sedgewick, 1992). Sie ist in vielen
Situationen die bevorzugte Methode. Wenn beim Lesen der Schnittstellendatei ein geometrisches Element, ein
Objektteil oder ein Objekt gefunden wird, so erfolgt eine

Uberpr

ufung des entsprechenden Baumes auf einen
Eintrag mit der gelesenen ID. Falls kein Knoten mit der ID existiert, wird die Datenstruktur dynamisch erwei-
tert und das Element in den Baum eingetragen. Durch die

Uberpr

ufung der Bin

arb

aume w

ahrend des Lesens
wird eine Redundanz in der Datenstruktur vermieden.
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Die Verwendung des Bin

arb

aums als grundlegende Datenstruktur erm

oglicht einen schnellen Zugri auf vorhan-
dene Elemente bzw. eine schnelle

Uberpr

ufung. Der Zugri

uber einen 1D-Schl

ussel in Bin

arb

aumen erfolgt am
eÆzientesten, wenn es sich um ausgeglichene (balancierte) B

aume handelt. In so einem Fall betr

agt die Laufzeit
von Algorithmen f

ur Einf

ugen, Suchen und L

oschen von Knoten bei n Knoten im Baum imMittel O(log
2
n). Bei
degenerierten Suchb

aumen, die lange Sequenzen von Knoten mit jeweils nur einem Sohn enthalten und somit zu
linearen Listen entarten, ben

otigen die Algorithmen jedoch O(n) Vergleiche. Dieser Fall tritt insbesondere dann
auf, wenn es sich bei den Daten um geordnete Dateien handelt, die in einen Bin

arbaum eingelesen werden. Da
sich die Vergabe von Elementidentikatoren an bestimmten Kriterien orientiert (z. B. einfaches Hochz

ahlen der
IDs), kann ein derartiger Fall leicht beim Einlesen von Elementlisten in Bin

arbaumstrukturen entstehen. Eine
Verbesserung in solchen F

allen stellen ausgeglichene B

aume dar. Sie werden in verschiedenen Varianten u. a.
von Ottmann & Widmayer (1996) und Sedgewick (1992) beschrieben und sollen hier nicht weiter vertieft
werden.
Falls die Maschen der Polynom

achenobjekte aus einem Quadratgitter-DGM extrahiert werden, unterliegt man
nicht der Restriktion, dass die Objekte in einer beliebigen Reihenfolge ihrer IDs gebildet werden m

ussen. Die
Vergabe der Objekt-IDs kann in aufsteigender Reihenfolge erfolgen. Damit ist die Speicherung der Objekte in
Vektoren und ein linearer Zugri m

oglich.
4.5.4. Struktureller Aufbau der Matrizen in den Ausgleichungen
Der Aufbau der Matrizen bei den lokalen Ausgleichungen ist trivial, da keine Beziehungen zwischen adjazenten
Objekten ber

ucksichtigt werden m

ussen. Die Anordnung der Beobachtungs- bzw. Bedingungsgleichungen erfolgt
in der Reihenfolge der Zuordnung der Gitterpunkte sowie ggf. der Umringspunkte zu einem Objekt.
Das Aufstellen der Matrizen f

ur die globalen Ausgleichungsvarianten ist jedoch wesentlich aufwendiger, da
bei einer globalen Ausgleichung eine blockweise Anordnung der Objekte oder eine systematische Anordnung
der Gleichungen innerhalb der Matrizen erfolgen muss. Dabei ist zwischen der Anordnung der Objektbl

ocke
innerhalb der linken oberen Blockmatrix A
T
PA und der Matrix der Bedingungen B in Formel 4.11 (1) zu
unterscheiden, da diese unterschiedliche Strukturen aufweisen. Der Aufbau der Matrix A
2
bei einer globalen
Ausgleichung mit beobachteten Dierenzen entspricht der von B.
4.5.4.1. Berechnung und Aufbau der Kovarianzmatrix C
x
1
x
1
f

ur die zweite Stufe der sequentiellen
Ausgleichung
Die folgende Diskussion bezieht sich auf die L

osung einer globalen Ausgleichung mit Bedingungen. Ihre Aussagen
k

onnen sinngem

a auf die globale Ausgleichung mit beobachteten Dierenzen

ubertragen werden.
Die Struktur der globalen Designmatrix A ergibt sich als Konsequenz aus der Vereinigung der lokalen De-
signmatrizen A
i
und ist in Formel 4.22 angedeutet. Die vollst

andige Berechnung von A
T
PA aus der globalen
Designmatrix 4.22 ist rechentechnisch ung

unstig bzw. nicht notwendig, da A
T
PA bei Vernachl

assigung von
Korrelationen zwischen den Gitterpunkten nur in Bl

ocken entlang der Diagonalen besetzt ist und die anderen
Blockmatrizen identisch Null sind. Es liegt nahe, sich imRahmen einer sequentiellen Ausgleichung (s. Abs. 4.2.3)
die Eigenschaft des Gleichungssystems zunutze zu machen, dass die Blockmatrizen f

ur die einzelnen Objekte
in der Designmatrix A (4.22) voneinander linear unabh

angig sind. Die Blockmatrizen k

onnen aufgrund dieser
Eigenschaft einzeln verarbeitet werden.
Die

ublichen Algorithmen zur L

osung linearer Gleichungssysteme haben ein Laufzeitverhalten der Ordnung
O(n
3
), wobei n die Anzahl der Gleichungen bzw. Unbekannten im System darstellt (vgl. Tab. 4.1; Engeln-
M

ullges & Uhlig, 1996).
Tabelle 4.1.: Laufzeitverhalten bei der L

osung linearer Gleichungssysteme (Auszug aus Engeln-M

ullges &
Uhlig, 1996).
Algorithmus Anzahl der notwendigen Rechenoperationen
Gau-Algorithmus
n
3
3
+ n
2
 
n
3
Cholesky-Faktorisierung
n
3
6
+O(n
2
)
Gau-Jordan-Methode
n
3
2
+ n
2
+
n
2
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Die Anzahl der Gleichungen im Gleichungssystem 4.11 betr

agt N = u + r, wobei u die Gesamtanzahl der
Parameter ist und r nach Gleichung 4.39 bestimmt ist (vgl. Gl. 4.38 und Gl. 4.31):
r = rg(B) = n
B
=
N
p
X
i=1
r
p
i
: (4.39)
Aufgrund der individuellen Verarbeitung der Blockmatrizen in A wird der Rechenaufwand auf einen Bruchteil
von O(N
3
) reduziert. F

ur die L

osung des Gleichungssystems mit einer sequentiellen Ausgleichung (Abs. 4.2.3.1)
wird in der zweiten Stufe die Kovarianzmatrix C
x
1
x
1
= [A
T
A]
 1
der ersten Sch

atzung x
1
der Unbekannten x
mit der Dimension uu ben

otigt. Durch Ausnutzung der Blockstruktur von A wird diese Inversion in eine Serie
vonN
O
(Anzahl der Objekte) Teilinversionen zerlegt. F

ur jedes Polynom

achenobjekt wird eine Teilausgleichung
mit den in der Masche vorhandenen Gitterpunkten vorgenommen.
Entsprechend der Vorgehensweise bei der sequentiellen Ausgleichung muss zur Berechnung der endg

ultigen
Sch

atzungen der unbekannten Parameter x neben den Teilinversen der 1. Stufe in der 2. Stufe eine Matrix
der Dimension r  r invertiert werden. Da hier alle Bedingungen, d. h. sowohl die H

ohenbedingungsgleichungen
als auch die Ableitungsbedingungsgleichungen, in der Matrix B zusammengefasst sind und zus

atzlich i. Allg.
r n
O
i
8 i 2 1 : : :N
O
gilt, wird die Laufzeit der L

osung des Gleichungssystems von der Inversion bzw. von den
einhergehenden Matrizenmultiplikationen in der 2. Stufe dominiert. Dies wird durch praktische Untersuchungen
best

atigt.
Mit diesen

Uberlegungen kann die erste Sch

atzung x
1
der unbekannten Polynomparameter in der 1. Stufe der
sequentiellen Ausgleichung f

ur die jeweiligen Objekte zun

achst unabh

angig voneinander schnell und eÆzient
erfolgen, d. h., f

ur jedes Objekt O kann eine lokale Ausgleichung nach vermittelnden Beobachtungen (Gl. 4.6 oder
Gl. 4.9) als erste Sch

atzung x
1
O
f

ur die objektbezogenen Unbekannten x
O
berechnet werden. Diese Strategie
bietet zudem den Vorteil, dass die ausgleichenden Polynome bei der sequentiellen Ausgleichung individuell

uber einen Schwellwert f

ur die Verbesserungen an die Beobachtungen der Objekte oder bei der Extraktion der
Objekte angepasst werden k

onnen. Damit kann die Dimension der Gesamtinversen C
x
1
x
1
gemeinsam mit den
Teilinversen sukzessiv berechnet werden. Auf der Grundlage dieser objektbezogenen Gleichungssysteme kann
C
x
1
x
1
anschlieend zur Ber

ucksichtigung der Restriktionen aus den Teilinversen zusammengesetzt werden.
Es ergibt sich der Aufbau vonC
x
1
x
1
= [A
T
A]
 1
, der in Abbildung 4.13 angedeutet ist. Dabei ist eine Anordnung
aufsteigender Anordnung
Objektblöcke
in lexikographisch
der Objekt-ID
N 2
0
0
N1-1
-1
Abbildung 4.13.: Struktureller Aufbau von C
x
1
x
1
in der 1. Stufe der globalen Ausgleichung.
der Objektbl

ocke innerhalb der Matrix festzulegen. Hierbei zeigt sich die Wahl des Bin

arbaums f

ur den internen
Aufbau der externen Datenstruktur als vorteilhaft. Durch Traversierung des Baumes der Objektteile kann das
globale Gleichungssystem sequentiell strukturiert reproduzierbar aufgebaut werden. Der Baum muss immer in
derselben Richtung traversiert werden, z. B. durch Inorder-Traversierung, bei der der Baum in aufsteigender
lexikographischer Reihenfolge traversiert wird (z. B. Sedgewick, 1992). Bei einer Extraktion von Objekten
aus einem Quadratgitter-DGM erfolgt die Sortierung der Objekte im Speicher in einem Vektor, so dass eine
Identizierung und Anordnung auf der Grundlage des Index im Objektvektor realisiert werden kann.
Da die Inverse der 1. Stufe der Ausgleichung aus den lokalen Inversen zusammengesetzt wird, ist es bei der
Iteration der Ausgleichung zur Verringerung der Diskontinuit

aten ausreichend, nur die betreenden Objekte
lokal neu auszugleichen und die neue Dimension von C
x
1
x
1
durch die Addition der Anzahl der zus

atzlich
eingef

uhrten Unbekannten zu berechnen. C
x
1
x
1
kann dann

uber Traversierung des Objektbaumes bzw. den
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Vektor besetzt werden. Ber

ucksichtigt man, dass das Gesamtlaufzeitverhalten der globalen Ausgleichung durch
die Inversion der zweiten Stufe dominiert wird und diese Inverse mit jedem Iterationsschritt berechnet werden
muss, so ist die Verwendung der Iteration zur Verringerung der Diskontinuit

aten kritisch zu beurteilen.
4.5.4.2. Aufbau der Matrizen der Bedingungen und der beobachteten Dierenzen
Die Aufstellung der Matrix der Bedingungen B bzw. der Matrix der beobachteten Dierenzen A
2
erfordert,
dass die Topologie zwischen der Geometrie und den Objekten ausgewertet wird. Grunds

atzlich wird in die
F

alle unterschieden, dass die Polynom

achenobjekte entweder aus einem Quadratgitter-DGM extrahiert oder
im Vektorformat aus einer Schnittstellendatei gelesen werden.
Bei Objekten, die aus einem Gitter extrahiert werden und dementsprechend in einer Objektmatrix eingetragen
sind, ist deren Topologie implizit durch das Gitter gegeben. Es ergeben sich die in Abbildung 4.14 dargestell-
ten grundlegenden M

oglichkeiten von Objektkombinationen zwischen den zugewiesenen Gitterpunkten. Weitere
werden aus diesen durch Rotation um ganzzahlige Vielfache des rechten Winkels abgeleitet. Die systematische
OJ2
OJ1
a.) 2 Objekte
OJ1
OJ3
OJ3OJ2
OJ3
b2.) 3 Objekte
OJ1
OJ3OJ2
b1.) 3 Objekte
Gitterpunkt
Punkt mit 2
inzidenten Objekten
OJ3 OJ4
OJ1 OJ2
c.) 4 Objekte
Knoten mit 4
inzidenten Objekten
Knoten mit 3
inzidenten Objekten
Abbildung 4.14.: Auswahl m

oglicher Kombinationen inzidenter extrahierter Polynom

achenobjekte an Punkten
und Knoten der Objektgrenzen.
Aufstellung von B bzw. A
2
kann durch einfache Traversierung der Objektmatrix und Auswertung der Objekt-
kombinationen aufgestellt werden. Im Prinzip wird hierbei wie bei der Vektorisierung eines segmentierten Bildes
vorgegangen (vgl. Riekert, 1993).
Bei Objekten, die aus einer Schnittstellendatei im Vektorformat gelesen werden, kann die Aufstellung von
B bzw. A
2
wie beim Aufstellen der Gesamtinversen C
x
1
x
1
in Abschnitt 4.5.4.1 durch Inorder-Traversierung
der entsprechenden Elementbin

arb

aume realisiert werden. Es ergibt sich der Aufbau, der in Abbildung 4.15
dargestellt ist.
Es nden sich Blockmatrizen f

ur die verschiedenen Punkttypen, d. h. f

ur Knoten und f

ur Knickpunkte (Zwi-
schenpunkte) der Geometrien. Als unterster Block bei den Bedingungen wurde ein Block mit \xen" Randbedin-
gungen eingef

uhrt, der weiterf

uhrender Erl

auterung bedarf. Die bisherigen Darstellungen des Sachverhalts lieen
die Einf

uhrung von Bearbeitungsgebieten unber

ucksichtigt. Da aufgrund technischer und numerischer Proble-
me eventuell keine Bearbeitung des gesamten zu betrachtenden Gebietes in einem Schritt erfolgen kann, muss
eine Einteilung des Gebietes in Bearbeitungsbereiche durchgef

uhrt werden. Allerdings m

ussen die Ergebnisse
der Bearbeitungsbl

ocke wieder zusammengef

uhrt werden, wobei an den Grenzen auch Bedingungen eingehal-
ten werden m

ussen. Da an den Grenzen von Bearbeitungsbl

ocken keine Bedingungsgleichungen als Dierenzen
formuliert werden k

onnen, muss hier ein anderer Ansatz gew

ahlt werden. F

ur die einzelnen Objekte werden
numerisch xe Bedingungen in den inzidenten Punkten und Knoten, die auf den Blockgrenzen liegen, vorge-
geben. Sie entsprechen den Bedingungsgleichungen f

ur die lokale bedingte Ausgleichung. Die Berechnung der
numerisch vorzugebenden Werte kann z. B. in einer Vorausgleichung erfolgen, bei der nur

Uberlappungsgebiete
bearbeitet und deren Ergebnisse an den Punkten und Knoten gespeichert werden.
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zeilenweise objektpaarweise Aufstellung der Bedingungsgleichungen
1 Höhenbedingungsgleichung   und ggf.
2 Ableitungsbedingungsgleichungen
für jeden Knoten im Graphen
zeilenweise objektpaarweise Aufstellung der Bedingungsgleichungen
1 Höhenbedingungsgleichung   und ggf.
2 Ableitungsbedingungsgleichungen
für jeden Zwischenpunkt im Graphen
ggf. fixe Bedingungen für Randpunkte
Abarbeitung nach aufsteigender
lexikographischer Anordnung
der Elem
ent-IDs
K
noten
Zw
ischenpunkte
Objektblöcke in lexikographisch aufsteigender Anordnung der Objekt-ID
Abbildung 4.15.: Struktureller Aufbau der Submatrix der Bedingungsgleichungen.
4.5.5. Laufzeitverbesserung durch schnelle Matrizenmultiplikation
Die Motivation f

ur die Suche nach einer schnellen Matrizenmultiplikation stellt die groe Anzahl von Multi-
plikationen in der Ausgleichungsrechnung und die Verarbeitung von Vektoren (und damit auch Matrizen) mit
der Programmiersprache C dar.

Ubertr

agt man bei der Matrizenmultiplikation die Rechenregeln der Linearen
Algebra direkt in einen Algorithmus, so baut sich eine entsprechende Routine aus drei verschachtelten Schleifen
auf, weshalb die notwendige Laufzeit f

ur die Multiplikation zweier n  n-Matrizen auch die Komplexit

at O(n
3
)
hat (Sedgewick 1992). Sie liegt damit in der gleichen Gr

oenordnung wie die Inversion von Matrizen (vgl. En-
geln-M

ullges & Uhlig 1996). W

ahrend der schnellen Inversion von Matrizen h

aug groe Aufmerksamkeit
gewidmet wird, erf

ahrt die wesentlich h

auger auftretende Operation der Multiplikation von Matrizen seltener
eine detaillierte Betrachtung. In dieser Arbeit ist eine Verbesserung des Laufzeitverhaltens von besonderem
Interesse, da bei der Extraktion von Polynom

achen aus Quadratgitter-DGM die Auswahl des n

achsten ein-
zuf

ugenden Punktes in ein Objekt durch eine Ausgleichung getroen wird. F

ur ein Quadratgitter-DGM mit
6561 Punkten wurden bei den durchgef

uhrten Untersuchungen alleine f

ur diese Operation mehr als 300000
sequentielle Ausgleichungen gerechnet.
Durch einen Trick bei der Berechnung der Multiplikation von zwei 22 Matrizen und Anwendung der Divide &
Conquer-Technik gelang es Strassen (1969; zitiert nach Press et al. 1996), die Anzahl der Multiplikationen
bei der Matrizenmultiplikation von O(n
3
) auf O(n
log
2
7
)  O(n
2:81
) zu reduzieren. W

ahrend bei der konventio-
nellen Berechnung des Matrizenproduktes f

ur zwei 22-Matrizen acht Multiplikationen ben

otigt werden konnte
Strassen die Anzahl der Multiplikationen auf sieben reduzieren. Allerdings werden dann 18 Additionen bzw.
Subtraktionen ben

otigt gegen

uber den 4 Additionen in dem konventionellen Verfahren. Winograd (1970; zi-
tiert nach Kellermann & Schr

ock-Pauli, 1979) bewies, dass die Anzahl von 7 Multiplikationen minimal
ist. Weiter zeigte Winograd, dass die Anzahl der Additionen auf 15 reduziert werden kann. Diese Anzahl
ist ebenso minimal und kann nicht unterschritten werden, wie Probert (1973; zitiert nach Kellermann &
Schr

ock-Pauli, 1979) darstellte. Durch die Reduktion der Anzahl der Multiplikationen konnte Strassen die
Laufzeit der Inversion von Matrizen entsprechend verbessern. Allerdings ist der Algorithmus von Strassen
mit seinen Varianten aufgrund seiner aufwendigen Implementierung mehr von theoretischer als von praktischer
Bedeutung (Sedgewick, 1992; vgl. auch Aho et al., 1974).
In Lenk (2001) wurde das Prinzip der zeilenweisen Matrizenmultiplikation f

ur die Programmiersprache C
vorgestellt. Es beruht auf dem heute verwendeten hierarchischen Speicheraufbau von Computern (vgl. Ober-
schelp & Vossen, 2000; Duden, 1993) und auf der konsequenten Ausnutzung des speicherinternen Aufbaus
von Matrizen beim Durchf

uhren der Matrizenmultiplikation. Aufgrund der Speicherhierarchie der Computer
ist es kritisch, in welcher Reihenfolge die Indices in den verschachtelten Schleifen die Matrizenelemente anspre-
chen. Einfache Untersuchungen zeigen, dass es am g

unstigsten ist, den Index, der sich am schnellsten

andert,
entlang der speicherinternen Struktur der Matrix laufen zu lassen. Auf die Notwendigkeit der Ber

ucksichtigung
des Speicheraufbaus und des Speicherverkehrs wird u. a. auch von Golub & van Loan (1996) hingewiesen.
4.5. Aspekte der Implementierung eines Testsystems 73
Beispiele, wie die Indices in den Schleifen und den Matrizenelementen angeordnet werden k

onnen, nden sich
z. B. bei Dongarra et al. (1984). F

ur die Programmiersprache C bedeutet dies, den Index entlang der Zeilen
der Matrix laufen zu lassen (vgl. Kernighan & Ritchie 1990), f

ur FORTRAN sollte der Index entlang der
Spalten der Matrix laufen (vgl. Anderson et al., 1995). Entsprechende Vorgehensweisen des Permutierens von
Indices in den Schleifen und Matrizenelementen sind z. B. in den frei verf

ugbaren Routinen von LAPACK (An-
derson et al., 1995) ber

ucksichtigt. Allerdings kann durch alleiniges Permutieren der Schleifenindices nicht f

ur
alle Matrizenkombinationen eine optimale Ansprache der Elemente im Speicher erfolgen. In Lenk (2001) wurde
gezeigt, dass es sinnvoll ist, f

ur die allgemeine MatrizenmultiplikationC = A B die Kosten einer zus

atzlichen
Transponierung (ein O(n
2
)-Prozess) in Kauf zu nehmen, damit die anschlieende zeilenweise Multiplikation (ein
O(n
3
)-Prozess) durch Inkrementierung des Index der innersten Schleife entlang der Zeilenvektoren der zweiten
Matrix wesentlich schneller laufen kann. Entsprechende Ans

atze nden sich derzeit nicht in LAPACK.
Nachdem in Lenk (2001) ein praktischer Einsatz des Algorithmus von Strassen als kritisch angesehen wur-
de, konnte dies nun mit einem Laufzeitenvergleich best

atigt werden. Dabei kam eine Implementierung des
Strassen-Algorithmus zum Einsatz, die in Crandall (1996) wiedergegeben ist. Bei diesem Algorithmus han-
delt es sich zwar nicht um die Winograd-Variante des Verfahrens, allerdings liegt der Unterschied zwischen
dem originalen Strassen-Algorithmus und seiner Variante in nur 3 Additionen. Da die gesamte Beschleunigung
der Matrizenmultiplikation bei Strassen auf der Reduktion der Multiplikationen von 8 auf 7 basiert (unter
den zus

atzlichen Kosten von 14 Additionen), wurde dies als vernachl

assigbar betrachtet.
Im Zusammenhang mit der eingehenderen Untersuchung des Algorithmus von Strassen wurden die Algorith-
men, die in Lenk (2001) beschrieben sind, verbessert, da sich gezeigt hatte, dass die Multiplikation nochmals
um etwa 40 % beschleunigt werden kann, wenn zur Aufsummation eines Einzelergebnisses eine zus

atzlich verein-
barte statische Variable verwendet wird und nicht das Matrizenelement selber (s. Anhang B, Algorithmen B.1,
B.2 und B.3). Weiter zeigt sich, dass bei Verwendung der Optimierungsoption (vgl. Loukides & Oram, 1997)
des

Ubersetzers die zeilenweise Matrizenmultiplikation bereits bei kleinen Matrizen zu Laufzeitverbesserungen
gegen

uber der konventionellen Multiplikation f

uhrt. Die Ergebnisse des Laufzeitenvergleichs zwischen dem Al-
gorithmus von Strassen und der zeilenweisen Matrizenmultiplikation sind in Abbildung 4.16 f

ur quadratische
Matrizen wiedergegeben. Die Untersuchungen wurden auf einem Pentium I (200MHz) mit einem Hauptspeicher
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Abbildung 4.16.: Gegen

uberstellung von Laufzeiten f

ur den Algorithmus von Strassen und die zeilenweise
Multiplikation.
von 128 MB unter dem Betriebssystem Linux (Kernel 2.0) durchgef

uhrt. F

ur eine Beurteilung des Vergleichs
muss betont werden, dass die theoretischen Hintergr

unde der Laufzeitverbesserungen f

ur die beiden Ans

atze
unterschiedlicher Natur sind. Aus praktischer Sicht ist hier jedoch nur ein Laufzeitgewinn und ein einfache
Einbindung entsprechender Algorithmen in eigene Programme von Interesse und kein theoretischer Vergleich
der Ans

atze.
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Die Vorteile des Algorithmus von Strassen kommen erst bei sehr groen Matrizen zum Tragen. Weiter zeigt
sich bei den Untersuchungen, dass die f

ur die Rekursion zus

atzlichen notwendigen Speicheranforderungen zu
Speicherproblemen f

uhren k

onnen. Bei einer linearen Rekursion w

achst mit steigender Anzahl der Rekursionen
der erforderliche Speicherbedarf des Programms linear (Abelson et al., 1996), weshalb mit der verwendeten
Implementierung des Strassen-Algorithmus keine Matrizen mit gr

oeren Dimensionen als etwa 1000  1000
zu multiplizieren waren. Die Anzahl der Rekursionen kann zwar

uber eine vorzugebende Konstante beeinusst
werden, die angibt, ab welcher Matrizengr

oe die Matrizenmultiplikation konventionell vorgenommen werden
soll, allerdings muss dann eine entsprechende problemorientierte Anpassung des Programms erfolgen.
Demgegen

uber hat eine zus

atzliche Matrix f

ur eine Transponierte einen klar denierten zus

atzlichen Speicher-
bedarf. Die zeilenweise Matrizenmultiplikation wurde bis zu einer Matrizengr

oe von 16001600 ohne Probleme
getestet, wobei der Laufzeitgewinn gegen

uber der konventionellen Matrizenmultiplikation wie in dem Bereich
zwischen 400400 und 10001000 weiterhin nahezu konstant bei rund 70 % liegt. Die Tests mit der zeilenweisen
Multiplikation wurden nicht aufgrund von technischen Problemen beendet, sondern weil die Matrizenmultipli-
kationen bei diesen Dimensionen sehr hohe Laufzeiten erfordern und sich eine gewisse Konstanz der Ergebnisse
zeigte. Angesichts dieser Erkenntnisse und der hohen Komplexit

at des Algorithmus von Strassen mit der ein-
hergehenden rekursiven Datenstruktur der Matrizen folgt, dass der Einsatz des Algorithmus von Strassen bei
den Anwendungen in dieser Arbeit nicht gerechtfertigt ist.

Ahnliche Ergebnisse bzgl. der prozentualen Unterschiede bei den Laufzeiten wurden auch bei Portierungen des
Ansatzes auf andere Plattformen und Betriebssysteme (Workstations mit Sun Solaris bzw. SGI IRIX; Per-
sonal Computer - PC -, mit Linux, Microsoft WindowsNT 4 bzw. Microsoft Windows95) in Kombination mit
entsprechenden Prozessortypen (RISC- und CISC-Prozessoren) erzielt, wenngleich sich der Eekt z. B. bei Win-
dowsNT erst bei etwas gr

oeren Matrizendimensionen einstellt. Da die Programmiersprache c eine Untermenge
ihrer objektorientierten Erweiterung C++ darstellt, gelten entsprechende Aussagen auch f

ur C++-Program-
me. Vergleichbare Ergebnisse wurden ebenso mit einer Implementierung unter JAVA erzielt. Die prozentualen
Unterschiede sind letztendlich jedoch von der Speicherkonguration des verwendeten Rechners bzw. von der
Speicherverwaltung des Betriebssystems abh

angig und m

ussen ggf. ausgetestet werden.

Ahnliche Ans

atze der verbesserten Nutzung der Speicherstruktur einer Matrix wurden parallel zu diesen Un-
tersuchungen von Eiron et al. (1998) vorgestellt.
4.6. Integration von Polynom

achenobjekten und
Situationsmodellobjekten
Die bisherigen Ausf

uhrungen des Kapitels dienten dazu, eine alternative Beschreibung des Reliefs zu entwickeln,
die f

ur eine Integration von H

oheninformation in DSM geeignet ist. Im Folgenden wird nun dargestellt, wie eine
solche Integration vorgenommen werden kann.
4.6.1. Integration durch Verschneidung
Da es sich bei den Polynom

achenobjekten um 

achenhafte Objekte handelt, deren H

oheninformation in at-
tributiver Form den Objekten zugeordnet ist, kann die Zuweisung der H

oheninformation prinzipiell mit dem
Standard-GIS-Operator der Verschneidung erfolgen. Auf dessen algorithmische Aspekte wird z. B. in de Berg
et al. (1997) eingegangen. Weitere Aspekte, insbesondere die Ber

ucksichtigung der Genauigkeit der Verschnei-
dung, werden z. B. von Kraus & Ludwig (1998) und Bill & Korduan (1998a/b) und den darin angegebenen
Quellen behandelt und sind hier nicht Gegenstand der Untersuchung.
Jedem entstehenden Objekt werden die Attribute seiner Ursprungsobjekte zugewiesen, damit steht ihm die zur
Ableitung von H

oheninformation innerhalb seiner Fl

ache ben

otigte Information zur Verf

ugung. Bei den Attri-
buten handelt es sich nicht nur um die entsprechenden PolynomkoeÆzienten und ggf. den Polynomgrad. Es
muss ber

ucksichtigt werden, wie mit dem Bezugspunkt des Fl

achenpolynoms beim Attribut

ubergang verfahren
wird. Entweder wird dieser mit an die entstehenden Objekte

ubergeben, in diesem Fall sind keine weiteren
Berechnungen notwendig. Falls auf die

Ubergabe der Bezugskoordinaten verzichtet wird bzw. ein neuer lokaler
Bezugspunkt gew

ahlt werden soll, muss eine Anpassung der Polynomparameter erfolgen. Dies ist durch die
Au

osung eines linearen Gleichungssystems bzw. durch Bestimmung der Polynomparameter mittels Interpola-
tion m

oglich. Dabei wird die Polynom

ache durch eine Anzahl von St

utzpunkten vorgegeben, die der Anzahl
der KoeÆzienten des Polynoms entspricht (konsistentes Gleichungssystem). Zweckm

aigerweise k

onnen St

utz-
punkte verwendet werden, die zur Berechnung der ausgleichenden Fl

ache genutzt wurden. Als deren H

ohe wird
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dann die verbesserte H

ohe, d. h., l
i
+v
i
verwendet. Es muss auf die Regularit

at des Gleichungssystems geachtet
werden (vgl. Abs. 4.3.4.3).
Falls die Polynom

achenobjekte durch Extraktion aus einem Quadratgitter-DGM entstanden sind, k

onnen die
Kanten den bei der Vektorisierung bekannten Treppeneekt aufweisen. Im ung

unstigen Fall kann dies bei der
Verschneidung zur Bildung von sehr kleinen Fl

achen f

uhren, daher sollte ggf. der Einsatz von Liniengl

attungs-
algorithmen wie dem Douglas-Peucker-Algorithmus (Douglas & Peucker, 1973) in Erw

agung gezogen
werden.
4.6.2. Extraktion von Polynom

achenobjekten auf der Basis von 

achenhaften
DSM-Objekten
Eine Alternative zur Verschneidung der Polynom

achenobjekte mit den Objekten des DSM stellt der Ansatz dar,
als Grundlage f

ur die Extraktion der Polynom

achenobjekte die Geometrien von ausgew

ahlten DSM-Objekten
zu verwenden, die das zu bearbeitende Gebiet 

achenhaft abdecken. Nach dem ATKIS-OK sind dies die Ob-
jektarten, die zu den Grund

achen gerechnet werden (AdV, 1989) und sich nur in Ausnahmenf

allen gegenseitig

uberlagern d

urfen. Problematisch sind in diesem Zusammenhang die Unzul

anglichkeiten in der Realisierung von
ATKIS, die von Gr

oger (2000) beschrieben werden. Die Landes

ache wird nicht vollst

andig mit 

achenhaften
Objekten abgedeckt.
Vom prinzipiellen Ansatz her ist diese Vorgehensweise mit dem vorgestellten Extraktionsalgorithmus m

oglich.
Der Unterschied liegt lediglich darin, dass nicht mit einem rechteckigen Eingangsdatensatz gearbeitet wird,
sondern mit einem unregelm

aig geformten Vieleck, das sich aus der Vereinigungsmenge der Voronoi-Regio-
nen der Gitterpunkte zusammensetzt, die innerhalb des aktuell zu bearbeitenden Objektumrings liegen. Bei
einer Ausgleichung mit Puerung ist der Puerungskorridor zu ber

ucksichtigen.
Der Nachteil dieser Vorgehensweise liegt darin, dass es nun an allen Geometrien der DSM-Objekte zu den
beschriebenen Diskontinuit

aten kommen wird, w

ahrend die Extraktion ohne Vorinformation weniger Diskonti-
nuit

aten und damit eine h

ohere Qualit

at aufweist.
4.7. Kritische Diskussion der Verfahren und des Modellierungsansatzes
4.7.1. Verwendbarkeit der vorgestellten Maschenarten f

ur Polynom

achenobjekte
Es wurden verschiedene Verfahren zu Bildung (bzw. zur gen

aherten Bildung) von Maschen im Relief vorgestellt.
Die vorgestellten Verfahren haben ganz unterschiedliche fachliche Motivationen. Eine Restriktion der Verfahren,
die geomorphologisch oder hydrologisch begr

undet sind (s. Abs. 4.3.2, Abs. 4.3.3), liegt darin, dass bei der
Bildung der Maschen die Qualit

at einer Approximation des Reliefs mittels Polynom

achen nicht ber

ucksichtigt
wird. Es ist zwar grunds

atzlich m

oglich, auch f

ur derartige Reliefmaschen approximierende Polynom

achen zu
berechnen, allerdings ist zu erwarten, dass die Approximationsgenauigkeit der entstehenden Fl

achenpolynome
f

ur das Relief nur bedingt potenziellen Nutzeranforderungen entspricht.
Da die bereits bestehenden geomorphologischen Parameterklassen der Bodenkundlichen Kartieranleitung nicht
genutzt werden k

onnen, muss die Bildung von Maschen auf der Grundlage von Reliefparametern mit selbstde-
nierten Klassen durchgef

uhrt werden. Hier erscheint aufgrund des Umstands, dass keine direkte Abh

angigkeit
zwischen den Reliefparametern und der Approximationsqualit

at gebildet werden kann, nur der Weg

uber um-
fangreiche Testreihen als praktikabel. Eine Einschr

ankung bildet die Tatsache, dass die festzulegenden Klassen
f

ur verschiedene Relieftypen aufgestellt werden m

ussen. Eine

Ubertragbarkeit der Ergebnisse ist jedoch in jedem
Fall nur eingeschr

ankt gew

ahrleistet. Eine weitere Einschr

ankung der Verwendbarkeit von geomorphologischmo-
tivierten Maschen ist, dass bestimmte Reliefparameter nicht in allen Bereichen des Reliefs deniert sind. Dies ist
vor allem im Flachland der Fall. Dort ist zum Beispiel die Exposition nicht deniert und die Horizontalw

olbung
und die Vertikalw

olbung stellen unendlich groe Radien dar. Auf Probleme bei der Strukturierung des Reliefs,
die in der Rauhigkeit der Reliefdaten begr

undet liegen, wurde in Abschnitt 4.3.2.1 hingewiesen. Entsprechende
Hinweise nden sich hierzu auch in der Literatur (Wood, 1996; Buziek, 1994).
Die r

aumliche Ausdehnung der Einzugsgebiete von im Meer m

undenden Gew

assern, wie sie in der Hydrologie
berechnet werden (Abs. 4.3.3), gibt aufgrund deren Gr

oe bzw. der eingehenden verschiedenen Reliefformen
in den Gesamtgebieten von den Quellen der Gew

asser in Gebirgsbereichen bis zu den M

undungsgebieten am
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Meer Anlass zur kritischen Hinterfragung, ob sie, beim gegenw

artigen Stand der Entwicklung, mit Polynom-


achenobjekten einer akzeptablen Qualit

at approximierbar sind. Eine Alternative zur Verwendung dieser groen
Einzugsgebiete w

are, deren baumartige Struktur (Brettschneider et al., 1993) f

ur eine hierarchische Auftei-
lung der Einzugsgebiete zu verwenden. Es stellt sich dabei die Frage, bei welcher Gliederungstiefe die weitere
Aufteilung der Gebiete beendet werden soll. Die Gliederungstiefe kann nicht global vorgegeben werden, da sie
f

ur die verschiedenen individuellen Gew

asser variiert. Erweitert man das zu modellierende Gebiet auf den Be-
reich der Meeresb

oden, so stellt sich dieses Dierenzierungsproblem in wesentlich gr

oeren Dimensionen. In
letzter Konsequenz m

unden alle Gew

asser in die Ozeane, in deren Einzugsgebieten die Kontinente liegen. Mit

ahnlichen Restriktionen ist (neben den beschriebenen konzeptionellen und algorithmischen Problemen) auch die
Verwendung des geomorphologisch motivierten Pfaltz-Graphen verbunden (Abs. 4.3.2.1).
Diesen Einschr

ankungen gegen

uber basiert das Verfahren der Extraktion von Polynom

achenobjekten rein auf
vorzugebenden Qualit

atskriterien f

ur die (initiale) Extraktion. Damit ist die Gr

oe und Form der Objekte zwar
ein Produkt von heuristischen Methoden, und die entstehenden Objekte k

onnen auch nicht aus geomorpholo-
gischer oder hydrologischer Perspektive interpretiert werden, das ist aber auch nicht ihre Intention. Diese liegt
f

ur Polynom

achenobjekte in einer qualitativ bestm

oglichen Approximation des Reliefs durch Fl

achenpolyno-
me. Das Verfahren ist wenig anf

allig gegen

uber verrauschten Daten, da diese im Rahmen der Approximation
gegl

attet werden. Die Ausdehnung der Objekte ist theoretisch durch die Approximationsanforderung bei der
Extraktion vorgegeben. Aus technischen Gr

unden ist es sinnvoll, die Gr

oe der zu extrahierenden Polynom-


achenobjekte zu beschr

anken. Dies liegt im Algorithmus der Extraktion begr

undet. Vor jedem Einf

ugen eines
neuen Punktes in das aktuelle Objekt werden alle Punkte im Puer des Objektes getestet. Mit wachsender
Gr

oe des Objektes und entsprechend steigender Anzahl von Punkten im Puer verlangsamt sich dieser Test.
Dies stellte jedoch bei den bisher durchgef

uhrten Testrechnungen keine entscheidende Restriktion dar. Die Re-
levanz ergibt sich aber, wenn sich ein groes Gebiet gut mit einem Polyom

achenobjekt modellieren l

at, wie
es z. B. f

ur sehr ache Gebiete groer Ausdehnung der Fall ist.
Als Konsequenz aus diesen Betrachtungen wird die Methode der Extraktion der Polynom

achenobjekte aus
DGM als das einzige praktikable Verfahren bewertet, mit dem das Relief unter Ber

ucksichtigung der Qualit

at
der Approximation mit Polynom

achen modelliert werden kann.
4.7.2. Auswahl eines Ausgleichungsansatzes zur Berechnung der Polynomparameter
Ein entscheidendes Kriterium bei der Wahl einer der vorgestellten Ausgleichungsvarianten ist die uneinge-
schr

ankte Nutzbarkeit eines Ansatzes f

ur alle Objektformen. Die uneingeschr

ankte Nutzung der Ausgleichungs-
varianten, die zur Beeinussung der Diskontinuit

aten Bedingungen verwenden, ist aufgrund der potenziellen
Probleme mit der L

osbarkeit der Gleichungssysteme nicht gegeben. Des Weiteren wurde erw

ahnt, dass es im
Fall der L

osbarkeit der lokalen Ausgleichung mit Bedingungen als bedenklich angesehen wird, dass in diesem
Fall die Polynom

ache zu einem hohen Anteil mit den Punkten des Umrings bestimmt wird. Die Verfahren
der lokalen bzw. globalen Ausgleichung mit Bedingungen werden daher als nicht geeignet betrachtet und in der
weiteren Diskussion nicht ber

ucksichtigt.
Die Notwendigkeit der Beeinussung der Diskontinuit

at zeigt sich deutlich bei Testrechnungen. Falls dies nicht
erfolgt, kommt es zu Aufschwingungen, die erhebliche Ausmae annehmen k

onnen und in den Randbereichen der
Objekte zu einer Approximation des Reliefs f

uhren, die nicht mit der Realit

at vergleichbar ist. Die vorgestellten
Strategien zur Beeinussung der Diskontinuit

aten haben eines gemeinsam: Sie verwenden punktuelle Ans

atze
bzw. formulieren die

Ubergangsbedingungen zwischen Objekten punktweise. Es erfolgt keine stetige Kontrolle
der Diskontinuit

aten entlang der Objektgrenzen zwischen den Knoten und Knickpunkten der Objektgeometrien.
Die Formulierung von Anforderungen bez

uglich der

Ubergangskriterien entlang der Kanten ist mit Polynomen
mit einem Grad gr

oer als zwei nicht m

oglich. Eine vollst

andige Unterdr

uckung der Diskontinuit

aten ist nicht
realisierbar. Die Kontinuit

at einer polynominalen Ober

achenbeschreibung ist nur mit einem TIN gew

ahrlei-
stet, bei dem es durch die Verwendung rein linearer Polynome nicht zu Aufschwingungen kommen kann und
die \Polynom

achenobjekte" interpolierende Fl

achen als Polynome haben. Allerdings ist dann die Form der
\Polynom

achenobjekte" auf Dreiecke beschr

ankt und ihre Gr

oe abh

angig von dem zu w

ahlenden Triangula-
tionsverfahren (s. Kap. 5).
Es ist daher zu diskutieren, welche der verbleibenden Ausgleichungsvarianten zum einen eine bestm

ogliche
Approximation des Reliefs gew

ahrleistet und zum anderen die Diskontinuit

aten weitgehend verringert. Auch
technische Aspekte wie Speicheranforderungen und Laufzeitverhalten sind zumindest ansatzweise zu ber

uck-
sichtigen.
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Die globale Ausgleichung mit Dierenzbeobachtungen wurde vor dem Hintergrund entwickelt, dass die Formu-
lierung von Bedingungen die L

osbarkeit des Gesamtgleichungssystems in Frage stellt. Es wurde gezeigt, dass die
Diskontinuit

aten allgemein nicht vollst

andig unterdr

uckt werden k

onnen. Dies gilt bei der globalen Ausgleichung
mit beobachteten Dierenzen auch in den Punkten und Knoten, in denen die Dierenzbeobachtungen aufgestellt
werden. Diese \Null-Beobachtungen" erhalten in der Ausgleichung Verbesserungen, und als Konsequenz kommt
es zu Diskontinuit

aten an diesen Orten. Ein stetig dierenzierbarer

Ubergang ist hier nicht mehr gew

ahrleistet
und ein sinnvoller Einsatz der Formulierung von Ableitungsdierenzbeobachtungen damit fragw

urdig.
Die globale Ausgleichung mit beobachteten Dierenzen hat methodisch bedingt hohe Speicheranforderungen und
ein ung

unstiges Laufzeitverhalten. Es kommt bei der Berechnung der zweiten Stufe zur Bildung einer vollbe-
setzten Kovarianzmatrix der Widerspr

uche. Die Widerspr

uche ergeben sich aus den Beobachtungen der zweiten
Stufe mit den Unbekannten der ersten Stufe der Ausgleichung (s. Gl. 4.17). Die Anzahl der Beobachtungen
bzw. Widerspr

uche kann sehr gro werden, insbesondere wenn die Objekte mit dem in Abschnitt 4.3.4.2 be-
schriebenen Verfahren extrahiert werden und es durch die zugrundeliegende Gitterstruktur zu Treppeneekten
in der Geometrie der Objekte kommt. Zur Sicherstellung der numerischen Stabilit

at der Polynome m

ussen die
Elemente der Matrizen der Ausgleichung mit doppelt genauer Rechengenauigkeit (vom Typ double) im Speicher
des Rechners angelegt werden. Geht man von dem Extremfall aus, dass die Objekte nahezu mit Gitterstruktur
gebildet werden, so entsteht eine Anzahl von Objekten der Ordnung O(n
2
), wobei n die Anzahl der Gitterpunkte
entlang eines als quadratisch betrachteten Bearbeitungsgebietes ist. Die Anzahl der Beobachtungen der zweiten
Stufe hat ebenfalls die Ordnung O(n
2
). Aus den Beobachtungen wird eine vollbesetzte Kovarianzmatrix der
Widerspr

uche abgeleitet, die damit eine Speicheranforderung der Ordnung O(n
4
) hat. Zus

atzlich zur Gr

oe der
Kovarianzmatrix kommt die verfahrensbedingte Notwendigkeit der Inversion dieser Matrix, die eine kubische
Laufzeitkomplexit

at hat. Dieser Aspekt wird in Abschnitt 4.5.4.1 weitergehend dargestellt. F

ur die notwendige
Inversion ergibt sich ein Laufzeitverhalten der Ordnung O(n
6
). Auch wenn dieses Zahlenbeispiel nur bedingt
als repr

asentativ gelten kann, so zeigt es die technischen Restriktionen, die mit einer globalen Ausgleichung
verbunden sind. Diese f

uhrten bei Testrechnungen dazu, dass auf einer gut ausgestatteten Workstation globale
Ausgleichungen nur f

ur Gebiete mit weniger als 1 km Seitenl

ange bearbeitet werden konnten. Globale Ausglei-
chungen sind damit zwar vom theoretischen Ansatz und von der Implementierung her interessant, sie kommen
aber f

ur den praktischen Einsatz nicht in Betracht.
Ein universell einsetzbarer Ansatz muss unter Ber

ucksichtigung dieser Ausf

uhrungen lokaler Natur sein. Lokale
Ausgleichungen hatten bei Testrechnungen selten mehr als 1000 Beobachtungen und ansatzbedingt nur eine
geringe Anzahl von Unbekannten (hier maximal 28). Sie k

onnen schnell berechnet werden, da die Matrizen
relativ klein sind. Zur Verringerung der Diskontinuit

aten k

onnen nach der obigen Diskussion die Puerung der
Geometrie oder Beobachtungen auf dem Umring eingesetzt werden. Die Einf

uhrung zus

atzlicher Zwischenpunkte
auf dem Umring als geometrische

Orter f

ur Beobachtungen bewirkt, dass das Fl

achenpolynom st

arker durch
diese Bereiche bestimmt wird. Es ergibt sich bei der Bestimmung der PolynomkoeÆzienten eine ungleichm

aige
St

utzpunktverteilung mit unterschiedlicher \Gewichtung" der Gebiete innerhalb der Objekte.
Die Ausgleichung mit Puerung birgt diesen Nachteil nicht. Durch sie bleibt die gleichm

aige St

utzpunktver-
teilung gewahrt, auerdem werden die kritischen Aufschwingbereiche der Polynome in die Bereiche der ande-
ren Objekte \verschoben" und sind nur noch von geringer Relevanz. Dies ergibt sich auch als Ergebnis von
praktischen Untersuchungen. Berechnet man die gemittelte quadratische Verbesserung

uber alle Punkte in der
Ausgleichung mit Puerung und stellt sie der gemittelten quadratischen H

ohendierenz in den Gitterpunkten
gegen

uber, so betr

agt erstere i. Allg. ein Mehrfaches der letzteren. Dies verdeutlicht, wie die Aufschwingungen
der Fl

achen bereits in den Randgitterpunkten der Objekte beginnen und durch die Puerung in die Maschen der
Nachbarobjekte verschoben werden. Bei Testrechnungen konnten die Diskontinuit

aten bis in den Gr

oenbereich
der Residuen in den Gitterpunkten reduziert werden, wodurch die Approximationsgenauigkeit der Polynome
empirisch betrachtet homogen ist.
Damit stellt sich die lokale Ausgleichung mit Puerung als das am besten geeignete Verfahren zur Berechnung
der Polynomparameter dar.
4.7.3. Aufstellung eines Auswerteverfahrens
Als Ergebnis der Diskussionen zur Wahl eines Verfahrens der Objektumringbildung und einer der Ausgleichungs-
varianten stellt sich das hier entwickelte Bearbeitungsverfahren wie folgt dar:
1. Initiale Extraktion der Polynom

achenobjekte (Abs. 4.3.4.2),
2. Auff

ullen der Abdeckungsl

ocher (Abs. 4.3.4.2),
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3. Berechnung der PolynomkoeÆzienten durch Ausgleichung mit Puerung auf der Grundlage der 8-Nach-
barschaft der Gitterpunkte (Abs. 4.4.1.3) unter Einbezug aller Beobachtungen, d. h. auch der Punkte, die
beim F

ullen der Abdeckungsl

ocher zus

atzlich den Objekten zugewiesen wurden (Abs. 4.3.4.2),
4. Iteration der Ausgleichungen zur Veringerung der Diskontinuit

aten (Abs. 4.4.3.3),
5. Auswahl des Iterationsschrittes mit der geringsten Diskontinuit

at (Abs. 4.4.3.3).
Die initiale Extraktion wird durch mehrere Parameter gesteuert. Diese wurden teilweise bereits beschrieben, sie
sollen zur

Ubersicht nochmals komprimiert dargestellt werden.
Die Wahl des Startpunktes eines Objektes bei der Extraktion erfolgt auf der Basis der 8-Nachbarschaft derart,
dass alle freien Gitterpunkte anhand der verf

ugbaren Nachbarschaft klassiziert werden und f

ur jede Nachbar-
schaft (1-8) nur der Gitterpunkt mit minimaler Standardabweichung der gemittelten H

ohe betrachtet wird. F

ur
die endg

ultige Wahl werden die Punkte mit den beiden gr

oten Nachbarschaften betrachtet und von diesen
derjenige mit der geringeren Standardabweichung der gemittelten H

ohe genommen.
Der n

achste wichtige steuernde Parameter ist das betragsm

aig maximal erlaubte Residuum eines Objektes.
Es wird bei den hier vorgenommenen Arbeiten anhand der Qualit

at des DGM festgelegt. Weiter wird f

ur ein
ausgleichendes Polynom ein minimales Verh

altnis von Beobachtungen zu Unbekannten von 2:1 gefordert.
Die Wahl des n

achsten Punktes basiert auf dem betragsm

aig maximalen Residuum einer sequentiellen Aus-
gleichung verbunden mit der Anzahl der vorhandenen Objektpunkte in der 8-Nachbarschaft des zu pr

ufenden
Punktes. Es werden die beiden Punkte betrachtet, welche die gr

ote Anzahl von Objektpunkten innerhalb
der 8-Nachbarschaft haben, und von diesen wird derjenige gew

ahlt, der das kleinere betragsm

aig maximale
Residuum in der Ausgleichung hervorruft.
Die Iteration der Ausgleichung erfolgt so lange, bis die Polynomgrade der inzidenten Objekte der Geometrie
mit der betragsm

aig maximalen Diskontinuit

at nicht weiter erh

oht werden k

onnen. Von den Iterationsschritten
wird derjenige gew

ahlt, der die geringste betragsm

aig maximale Diskontinuit

at hervorruft.
Es muss eine Entscheidung getroen werden, auf welcher Datengrundlage die Extraktion der Objekte vorgenom-
men werden soll. Hier wurde die Vorgabe eingef

uhrt, dass die Modellierung von Geobasisdaten das Ziel dieser
Arbeit bildet. Daher wird mit entsprechenden Spezikationen der Geobasisdaten-DGM gearbeitet. Die verwen-
deten Quadratgitter-DGM haben eine Gitterweite von 12:5 m entsprechend dem DGM5 der Landesvermessung
und Geobasisinformation Niedersachsen (LGN; Washausen, 1992).
4.7.4. Kritische Betrachtung des Modellierungsansatzes
Es wurde eine neue Form der Modellierung des Reliefs durch Polynom

achenobjekte vorgestellt. Die hierf

ur
notwendigen Verfahren und der Ansatz bergen verschiedene Vor- und Nachteile in sich. Der Hauptkritikpunkt
bei dieser Form der Modellierung ist, dass es an den Objektgrenzen zu Diskontinuit

aten kommt, die nicht
vermieden werden k

onnen. Die Modellierung des Reliefs ist auf den Objektr

andern nicht konsistent, da es
f

ur Punkte in diesen Bereichen i. Allg. zwei verschiedene H

ohen gibt. Diese Diskontinuit

aten treten jedoch
auch bei den heute

ublichen Verfahren der Verschneidung von H

ohenschichtobjekten mit DSM-Objekten auf.
Insofern stellt die neue Form der Modellierung eine qualitative Verbesserung der Beschreibung des Reliefs unter
Beibehaltung in der Praxis g

angiger Restriktionen dar, da mit ihr das Relief nicht mehr in Stufenlandschaften
modelliert wird.
Ein weiterer Vorteil dieser Form der Datenmodellierung ist, dass sie auf bestehende Datenmodelle in GIS
aufbaut und im Prinzip mit jeder 2D-GIS-Software realisiert werden kann. Diese muss nur die erforderliche
Anzahl von Attributen in der notwendigen Wortl

ange, d. h. der numerischen Genauigkeit, an den Objekten
verwalten k

onnen.
Das Verfahren erfordert umfangreiche numerische Berechnungen zum Aufbau des Datenmodells. Die Stabilit

at
der auftretenden Gleichungssysteme ist nicht immer gew

ahrleistet.
Ein Nachteil der Modellierung ist, dass eine raumbezogene Abfrage unter Spezizierung eines H

ohenbereiches
nicht mit einfachen Operationen erfolgen kann, da die minimale und maximale H

ohe eines Objektes nicht
als diskrete Werte zur Verf

ugung stehen. Hierzu m

ussten entweder die Polynomparameter zum Aufbau eines
raumbezogenden Index interpretiert werden oder zus

atzlich der H

ohenbereich, in dem sich das Objekt bendet,
in attributiver Form mit dem Objekt verkn

upft werden.
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Eine Ber

ucksichtigung von Strukturlinien wurde bisher nicht vorgenommen. Das bedeutet, dass diese Informa-
tion auch nicht aus der Modellierung zur qualitativ hochwertigen Beschreibung des Reliefs abgeleitet werden
kann. Es stellt sich die Frage, ob dies

uberhaupt m

oglich ist. Strukturinformation kann nicht durch Geometrien
zwischen allgemeinen Polynom

achenobjekten repr

asentiert werden, da es dort zu den Diskontinuit

aten und
damit Mehrdeutigkeiten in der H

ohe kommt. Kantenlinien bzw. Bruchkanten k

onnen auch nicht innerhalb der
Objekte verlaufen, da Polynom

achen stetig dierenzierbar sind. Ein m

oglicher Ansatz w

are, als adjazente Ob-
jekte an Geometrien von Strukturinformation nur Polynom

achenobjekte mit einem Polynom der Klasse P
1
,
d. h., einer Ebene zuzulassen. Dann ist die Stetigkeit und somit die Eindeutigkeit in der H

ohe gew

ahrleistet.
Das Relief wird in dem Fall lokal durch ein TIN beschrieben.
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5. Triangulationen in der Digitalen
Gel

andemodellierung
5.1. Einf

uhrung und Grundlagen von Triangulationen
F

ur eine Integration von DSM und DGM auf der Grundlage von Dreiecken muss eine Triangulation des
Geobasisdaten-DGM erfolgen, die Gegenstand der Untersuchungen dieses Kapitels ist. Es werden zun

achst all-
gemein Triangulationen und anschlieend Delaunay-Triangulationen betrachtet (Abs. 5.2), bevor der spezielle
Fall der Delaunay-Triangulation von Geobasisdaten-DGM, bei denen es sich i. Allg. um Quadratgitter-DGM
mit Strukturinformation handelt, dargestellt wird (Abs. 5.3). Das Delaunay-Kriterium liefert bei bestimm-
ten Punktkombinationen kein eindeutiges Ergebnis, diese Aspekte werden in Abschnitt 5.4 behandelt. Eine
Diskussion der Ergebnisse des Kapitels erfolgt in Abschnitt 5.5.
Eine Triangulation der Punktmenge P entsteht, wenn alle Punkte aus P durch einander nicht schneidende
Geradenst

ucke verbunden werden, so dass jede Fl

ache innerhalb der konvexen H

ulle der Punktmenge ein Dreieck
ist. Die konvexe H

ulle einer Punktmenge P ist das umschreibende konvexe Polygon von P mit der kleinsten
Fl

ache (O'Rourke, 1998), sie kann anschaulich dargestellt werden durch ein Gummiband, das um alle Punkte
gelegt wird. Die konvexe H

ulle enth

alt alle Verbindungslinien zwischen Punktepaaren der Punktmenge. Weitere
Denitionen nden sich z. B. bei O'Rourke (1998). Die Anzahlen der Dreiecke n
4
und Kanten n
e
einer
Triangulation von einer Punktmenge mit n Punkten l

asst sich mit den Formeln 5.1 angeben:
n
4
= 2n  2  k (1) und n
e
= 3n  3  k (2); (5.1)
wobei k die Anzahl der Punkte auf der konvexen H

ulle der Punktmenge ist (siehe z. B. de Berg et al., 1997).
Es gibt verschiedene Arten von Triangulationen, die sich anhand der Kriterien, die sie erf

ullen, unterscheiden
(vgl. Bern & Eppstein, 1995; Hoschek & Lasser, 1992):
 Kriterium der k

urzesten Diagonalen (minimum-length-Kriterium),
 Max-Min-Winkelkriterium (Delaunay-Triangulation),
 Min-Max-Winkelkriterium,
 Kriterien auf der Grundlage von Funktionswerten, falls die Punkte Attribute, z. B. H

ohenangaben auf-
weisen.
Die Vorteile einer Triangulation f

ur die Gel

andemodellierung liegen in der morphologisch anpassbaren Punkt-
verteilung und in der durch sie beschriebenen stetigen Ober

ache (vgl. Abs. 4.7.2).
5.2. Delaunay-Triangulationen
Von den Triangulationskriterien hat sich die Delaunay-Triangulation im Bereich der Gel

andemodellierung als
Standardverfahren etabliert. Die Delaunay-Triangulation ist ein mathematisches Verfahren, das u. a. f

ur eine
2.5D-Punktmenge die st

uckweise linear interpolierende Ober

ache mit minimaler Rauheit bildet (Rippa, 1990).
Weitere Eigenschaften der Delaunay-Triangulation stellen die Kriterien dar, dass in den Umkreisen der Drei-
ecke keine weiteren Punkte vorhanden (Umkreiskriterium) sind und sie den minimalen Dreiecksinnenwinkel ma-
ximiert (Winkelkriterium
1
). Sie bildet den dualen Graphen zum Voronoi-Diagramm (auch Thiessen-Polygon
1
Das Umkreiskriterium und das Winkelkriterium k

onnen auch als Delaunay-Kriterium bezeichnet werden.
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oder Dirichlet-Tessellation bzw. Parkettierung), welches das Problem der n

achsten Nachbarn beschreibt. Die-
se Eigenschaft wurde bereits in Abschnitt 4.3.4.1 angesprochen. Weitere Details nden sich z. B. bei O'Rourke
(1998), de Berg et al. (1997), Hoschek & Lasser (1992) oder Aurenhammer (1991). Abbildung 5.1 enth

alt
neben der Delaunay-Triangulierung einer Punktmenge auch das assoziierte Voronoi-Diagramm sowie exem-
plarisch die Umkreise f

ur einige Dreiecke, deren Mittelpunkte in den Knoten des Voronoi-Diagramms liegen.
Umkreis
Kante des Voronoi-Diagramms
Kante der Delaunay-Triangulation
Abbildung 5.1.: Delaunay-Triangulation einer Punktmenge mit assoziiertem Voronoi-Diagramm und exem-
plarischen Umkreisen.
Die Delaunay-Triangulation kann bei bestimmten Punktanordnungen (den neutralen F

allen, Hoschek &
Lasser, 1992) degenerieren, d. h., nicht eindeutig sein. Dabei handelt es sich um geometrische Konstellationen,
in denen mehr als drei Punkte auf einem Dreiecksumkreis liegen, d. h., kozirkul

ar sind (s. Abs. 5.4). Weiter
kann sie im Bereich von Gel

andelinien bei bestimmten Punktkombinationen hinsichtlich einer morphologisch
plausiblen Gel

andeapproximation fehlerhafte Ergebnisse verursachen. Dies kann weiterhin der Fall sein, wenn
als Eingangsdaten Niveaulinien verwendet werden (z. B. Schneider, 1998; Buziek, 1994). Letzteres kann zu
horizontalen Dreiecken, zur Plateaubildung (engl. wedding cake eect, vgl. van Kreveld, 1997) f

uhren.
5.2.1. Datenstrukturen f

ur Triangulationen
W

ahrend Landkarten bzw. allgemeine Polygone mit relativ aufwendigen Datenstrukturen repr

asentiert werden
(vgl.Gr

oger, 2000), ist es bei Triangulationen aufgrund der Besonderheiten ihrer Basiselemente m

oglich, auch
einfachere Datenstrukturen zu verwenden. Datenstrukturen f

ur Triangulationen werden u. a. von Shewchuk
(1997), Abdelguerfi et al. (1997), Buziek (1994) und Midtb (1993) untersucht.
Shewchuk (1997) hat seine Implementierung in zwei Varianten durchgef

uhrt, zum einen mit der quad-edge-Da-
tenstruktur von Guibas & Stolfi (1985) und zum anderen mit einer dreiecksbasierten Datenstruktur, bei der
jedes Dreieck sechs Zeiger hat, drei auf die inzidenten Punkte und drei auf die adjazenten Dreiecke. Er stellt fest,
dass die letztere Variante um den Faktor zwei schneller ist als die Variante auf der Basis der quad-edge-Daten-
struktur. Dies liegt daran, das weniger Zeiger unterhalten werden m

ussen, was auch die Sekund

arspeicherzugrie
verringert (vgl. Abs. 4.5.5).
Buziek (1994) verwendet f

ur seine Implementierung eine relationale dreiecksbasierte Datenstruktur, bei der
eine Punktliste und eine topologische Fl

achenliste zum Einsatz kommen. Letztere unterh

alt die Verweise auf
die inzidenten Punkte und die adjazenten Dreiecke. Midtb (1993) verweist darauf, dass es bei der Einf

uhrung
von Bruchkanten in Delaunay-Triangulationen sinnvoll ist, mit einer kantenbasierten Datenstruktur

ahnlich
einer winged-edge-Datenstruktur zu arbeiten, da eine bedingte Kante leicht als solche markiert werden kann.
Shewchuk (1997) dagegen gibt an, dass es ebenfalls einfach ist, eine dreiecksbasierte Datenstruktur f

ur die
Bed

urfnisse der Anreicherung der Datenstruktur mit thematischer Information wie bedingten Kanten zu erwei-
tern.Abdelguerfi et al. (1997) vergleichen eine knotenbasierte Repr

asentation, eine erweiterte dreiecksbasierte
Datenstruktur und eine winged-edge-Datenstruktur miteinander und kommen zu dem Schluss, dass die erweiter-
te dreiecksbasierte Datenstruktur hinsichtlich Speicherbedarf und ben

otigter Rechenzeit f

ur Zugrismethoden
zwischen Primitiven am geeignetsten erscheint.
Bei den genannten Quellen ist zu beachten, dass es f

ur die Autoren nur relevant ist, die Geometrie eines Dreiecks-
netzes zu repr

asentieren. Die Bildung von komplexeren Landschaftsobjekten ndet dort keine Ber

ucksichtigung.
Aufgrund der beschriebenen Erfahrungen der genannten Autoren wurde bei den Untersuchungen hier mit einer
82 5. Triangulationen in der Digitalen Gel

andemodellierung
erweiterten dreiecksbasierten Datenstruktur gearbeitet, die eine Liste f

ur Punkte, eine f

ur Kanten und eine
f

ur Dreiecke unterh

alt. Sie

ahnelt damit der Datenstruktur, die in Abschnitt 4.5.3 f

ur Polynom

achenobjekte
verwendet wurde. Dies geschieht vor dem Hintergrund, dass es bei der in Abschnitt 6 beschriebenen Integration
von Situationsmodellen und Triangulationen notwendig ist, an Kanten Informationen zu speichern, die bei der
Aktualisierung der Datenstruktur w

ahrend der inkrementellen Fortf

uhrung ausgewertet werden. Weiter k

onnen
auf diese Weise direkt Beziehungen zwischen Landschaftsobjekten und den Geometrien hergestellt werden.
5.2.2. Algorithmen zur Berechnung von Delaunay-Triangulationen
Ein wichtiger rechentechnischer Aspekt der Delaunay-Triangulation ist, dass sie sich mit komplexen Opera-
tionen in O(n log n) berechnen l

asst. Es gibt einfache, geometrisch anschauliche Algorithmen, die sich direkt
aus den Eigenschaften der Delaunay-Triangulation ableiten lassen, allerdings f

ur die Praxis nicht akzeptable
Laufzeiten erfordern (vgl. O'Rourke, 1998).
Lee & Schachter (1980) stellen einen Divide & Conquer-Algorithmus mit O(n log n) vor, beim dem das
Gebiet im Divide-Schritt vertikal in mehrere Teilgebiete unterteilt wird, die einzeln trianguliert werden. Die
Teiltriangulationen werden dann im Conquer-Schritt zusammengef

uhrt. Guibas & Stolfi (1985) beschreiben
den Algorithmus erneut auf der Basis der quad-edge-Datenstruktur. Dwyer (1987) verbessert das Laufzeitver-
halten des Divide & Conquer-Algorithmus, indem er neben den vertikalen Unterteilungen der Punkte zus

atzlich
auch horizontale einf

uhrt.
Fortune (1987) stellt das Sweepline-Verfahren vor, bei dem die Ebene mit einem horizontalen Suchstrahl

uber-
strichen wird. Mirante & Weingarten (1982) nutzen einen radialen Suchstrahl. Kr

amer (1995) beschreibt
eine Implementierung des Delaunay-Wall-Algorithmus, bei dem zun

achst eine Mauer bestehend aus Kanten
aufgebaut wird, die Teil der sp

ateren Triangulation sind. Der Algorithmus kann parallelisiert werden. Parallele
Algorithmen werden im Bereich Triangulationen u. a. auch von Su (1995) behandelt. Fang & Piegl (1992)
verwenden eine d

unn besetzte Matrix (sparse matrix) als Suchstruktur und verbessern bei der Nutzung eines
Suchgitters (Fang & Piegl, 1993) das Laufzeitverhalten ihres Algorithmus. Ein

ahnliches Verfahren ndet sich
bei Buziek (1994).
Inkrementelle Verfahren, die in Abschnitt 5.3.2 noch eingehender behandelt werden, haben den Vorteil, dass
die Gesamtpunktmenge nicht vor Beginn der Vermaschung bekannt sein muss. Die Punkte werden sukzessiv
in die Dreiecksvermaschung eingef

ugt, und das Delaunay-Kriterium wird lokal wiederhergestellt. Ggf. kann
getestet werden, ob das Einf

ugen des Punktes notwendig ist, um das Relief mit einer gewissen Genauigkeit
zu approximieren (vgl. Garland & Heckbert, 1995; Polis et al., 1995, 1994), man spricht dann auch von
einer adaptiven Triangulation (Heller, 1990). Dadurch kann eine Reduktion des Ergebnisdatenvolumens erzielt
werden, ein Aspekt, der bei Verwendung von Massendaten von Interesse ist. Da dies f

ur sp

atere Anwendungen
von Bedeutung ist, soll ein Verfahren etwas detaillierter beschrieben werden.
Eine einfache Vorgehensweise zur Datenausd

unnung in Gitter-DGM besteht darin, als initiale Dreiecke die Eck-
punkte des Gitters zu zwei Dreiecken zu verkn

upfen. Danach wird f

ur alle anderen Punkte der jeweilige vertikale
Abstand des Datenpunktes zur bisher bestehenden, durch das TIN approximierten Gel

andeober

ache berechnet.
Am Anfang ist diese durch die zwei initialen Dreiecke, die aus den Eckpunkten des Gitters gebildet werden, nur
sehr grob approximiert. Es wird der Punkt mit dem maximalen Abstand eingef

ugt (vgl. Abs. 5.3.2) und eine
Neuberechnung der vertikalen Abst

ande der noch nicht eingef

ugten Punkte zur bestehenden TIN-Ober

ache
durchgef

uhrt. Um das Verfahren eÆzienter zu gestalten, sollte das Gebiet der Neuberechnung der H

ohendif-
ferenzen beschr

ankt werden. Eine einfache M

oglichkeit liegt in der Verwendung des minimal umschreibenden
Rechtecks des beeinussten Gebietes des Einf

ugeverfahrens, das beschr

ankt ist (vgl. Abs. 5.3.2). Der Algorith-
mus terminiert, wenn der maximale vertikale Abstand zwischen den noch nicht eingef

ugten Datenpunkten zur
bis dahin bestehenden Ober

ache einen vorzugebenden Schwellwert unterschreitet. Insbesondere Garland &
Heckbert (1995) befassen sich mit Verfahren der Datenausd

unnung in triangulierten DGM. Die Bearbeitung
groer Gebiete mit adaptiven Triangulationen wird u. a. von Terribilini (1999) und Abdelguerfi et al.
(1997) behandelt. Derartige Verfahren bilden nicht den Schwerpunkt der Arbeit und werden daher nicht weiter
vertieft, sondern ggf. nur zur Datenreduktion verwendet (vgl. Lenk & Kruse, 2001).
5.2.3. Vorgehensweisen zur Berechnung bedingter Triangulationen
Ein m

ogliches Hilfsmittel zur L

osung von Problemen bei Verwendung der Delaunay-Triangulation in der
digitalen Gel

andemodellierung stellt die bedingte (constrained) Delaunay-Triangulation dar. Sie ist streng
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genommen aufgrund der oben genannten Kriterien keine Delaunay-Triangulation, allerdings hat sich auch
hierf

ur der Begri der bedingten Delaunay-Triangulation in der Fachwelt etabliert. Sie setzt eine existierende
Strukturierung der Gel

andepunkte voraus, bei der entweder Gel

andepunkte durch (Gel

ande-)Linien miteinander
verbunden sind (topographische Gel

andestrukturierung) und/oder, im Fall von digitalisierten Niveaulinien, diese
Linienstruktur in den Eingangsdaten der Dreiecksvermaschung ber

ucksichtigt wird. Diese Informationen sind
entsprechend als Zwangsseiten bzw. Bedingungen zu ber

ucksichtigen, was bereits bei der Vermaschung erfolgen
kann.
Lee & Lin (1986) zeigen, dass die bedingte Delaunay-Triangulation in O(n
2
) berechnet werden kann. Sie
berechnen den Visibilit

atsgraphen und l

oschen anschlieend diejenigen Seiten, die keine Delaunay-Kanten
sind. Chew (1989) stellt einen Divide & Conquer-Algorithmus mit einer Laufzeit von O(n log n) vor, der sehr
komplex und nur unter erheblichem Aufwand zu implementieren ist (vgl. Klein, 1995). Ein weiteres Verfahren
wird von De Floriani & Puppo (1992) beschrieben.
In der Gel

andemodellierung wird f

ur die Integration von Kantenlinien h

aug ein zweistuges Verfahren verwen-
det. Es wird zun

achst die Delaunay-Triangulation berechnet und diese anschlieend modiziert. Es k

onnen
unterschiedliche Modikationen (Gel

ande- bzw. Niveaulinien) notwendig sein (Schneider, 1998;Buziek, 1994).
Kantenlinien k

onnen durch sequentielle Netzumbildung in das Dreiecksnetz integriert werden. Ausgehend von
dem Startpunkt der Kante wird getestet, ob das inzidente Dreieckspaar der Dreieckskante, die von der zu bilden-
den Kante geschnitten wird, ein konvexes Viereck ist. In diesem Fall kann das Dreieckspaar durch Umklappen
der inneren Kante des konvexen Vierecks umgebildet werden, ansonsten wird die n

achste geschnittene Kante
gesucht und versucht, diese umzubilden. Es wird sequentiell fortgefahren, bis die zu bildende Kante in das Drei-
ecksnetz integriert ist. Sie wird als bedingte Kante markiert, damit sie bei sp

ateren Modikationen bestehen
bleibt. Anschlieend werden beide Seiten der Kante mit dem Umkreiskriterium optimiert (Buziek, 1994; vgl.
Heller, 1990). Ein anderes Verfahren l

oscht alle von der zu bildenden Kante geschnittenen Dreiecke, f

ugt die
Kante ein und f

uhrt f

ur beide Seiten der Kante, die das Gebiet der gel

oschten Dreiecke in zwei nichtkonvexe
Polygone zerlegt, eine Polygontriangulation durch (z. B. Shewchuk, 1997; Klein, 1995). Polygontriangulatio-
nen werden in Abschnitt 6.1 detaillierter behandelt, da sie f

ur die in Kapitel 6 zu behandelnden Verfahren von
Interesse sind.
Die Verfahren der Ber

ucksichtigung von Niveaulinien bei der Bildung von Dreiecksnetzen sind in dieser Arbeit
nicht von weiterem Interesse, hierzu nden sich vektorielle Ans

atze u. a. in den Arbeiten von Thibault &
Gold (2000), Schneider (1998), Aumann (1994) und Buziek (1994). Einen Ansatz auf der Grundlage der
Rasterdatenverarbeitung behandelt Tang (1991).
Bedingte Triangulationen werden in der Gel

andemodellierung neben ihrem Einsatz zur Ber

ucksichtigung von
Strukturinformation auch beim Verbinden von Bl

ocken (auch Kacheln, tiles) bei der Bearbeitung groer Gebiete
mit adaptiven Triangulationen verwendet (vgl. Abs. 5.2.2, z. B. Terribilini, 1999; Abdelguerfi et al., 1997).
5.3. Ein Algorithmus zur Triangulation von Quadratgitter-DGM mit
Strukturinformation
Die oben beschriebenen Triangulationen gehen davon aus, dass es sich bei dem St

utzpunktfeld um eine in der
Ebene unregelm

aig verteilte Punktmenge handelt, die ggf. um Strukturinformation erg

anzt wird. Dies ist der
allgemeine Fall, wenn aus einer solchen Punktmenge ein regelm

aiges Quadratgitter-DGM berechnet wird. F

ur
derartige Anwendungen stehen mit den zitierten Algorithmen und anderen, nicht dreiecksbasierten Verfahren
zur Berechnung von Gittermodellen (Abs. 2.4.4) ausgereifte Methoden zur Verf

ugung.
Bei den Geobasisdaten-DGM handelt es sich i. Allg. um Quadratgitter-DGM mit Strukturinformation. In dieser
Form werden von den Landesvermessungseinrichtungen die Daten an DGM-Nutzer abgegeben. Dabei werden
das Gitter und die Strukturinformation meistens getrennt voneinander in verschiedenen Dateien gespeichert.
Diese Besonderheit von Geobasisdaten-DGM gibt Anlass, einen speziellen Algorithmus f

ur deren (bedingte) De-
launay-Triangulation zu entwickeln, der gegen

uber den etablierten Verfahren die implizit vorhandene Topologie
des Gitters vorteilhaft ausnutzt. Dies f

uhrt im Gegensatz zu den meisten bedingten Delaunay-Triangulationen,
die in zwei Stufen berechnet werden, zu einer dreistugen Triangulation.
Zun

achst wird in der 1. Stufe des Verfahrens das Quadratgitter trianguliert. Im Anschluss werden als 2. Stufe
die St

utzpunkte der Sollseiten inkrementell eingef

ugt und in der 3. abschlieenden Stufe die Sollseiten durch
Dreiecksnetzumbildung eingef

ugt. W

ahrend die 1. Stufe ein einfaches Verfahren darstellt, bedarf es zur Ber

uck-
sichtigung der Strukturinformation weiterf

uhrender

Uberlegungen.
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5.3.1. Schritt 1: Die topologische Triangulation von Quadratgitter-DGM
Die topologische Triangulation geht davon aus, dass die Eingangsdaten bereits in einer Gitterstruktur vorliegen.
Abbildung 5.2 veranschaulicht die Vorgehensweise bei der Vermaschung der Gitterpunkte. In diesem Beispiel
wird in der linken unteren Ecke des Gitters bzw. der linken unteren Gitterzelle begonnen. Der Startpunkt bzw.
die Startzelle kann jedoch beliebig in einer Gitterecke gew

ahlt werden. Dann werden gitterzellenweise sukzessiv
alle Dreiecke und, falls die der Triangulation zugrunde liegende Datenstruktur es erfordert, auch alle Kanten
mit den entsprechenden Verweisen entlang der Zeile gebildet (auch die gitterzellenweise zeilenweise Bearbeitung
ist willk

urlich gew

ahlt, ebenso ist eine gitterzellenweise spaltenweise Bearbeitung denkbar). Dabei wird eine
bestimmte regelm

aige Struktur in den Indices f

ur Punkte, Kanten und Dreiecke vorausgesetzt (s. Abb. 5.2),
so dass in ein Dreieck ein Nachbardreieck oder in eine Kante ein inzidentes Dreieck eingetragen werden kann,
das in der Datenstruktur noch nicht vorhanden ist, weil es sich

ostlich und/oder n

ordlich bendet. Bedingt
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Abbildung 5.2.: Topologische Triangulation eines Quadratgitters.
durch die Anordnung der Indices ist es erforderlich, die Abarbeitung der ersten Zeile, der zweiten Zeile sowie
der dritten und weiteren Zeilen voneinander zu trennen, wodurch sich die Verwendung von drei Schleifen ergibt.
Der Grund hierf

ur liegt darin, dass sich das regelm

aige Muster in den Indices erst mit der dritten Zeile ergibt,
wobei sich zus

atzlich das Muster von Zeile 1 auch von Zeile 2 unterscheidet (Abb. 5.2).
Durch die in der Gitterstruktur vorhandene implizite Topologie ist kein aufwendiges Verfahren zur Suche der
St

utzpunkte erforderlich, die Dreiecke (und Kanten) k

onnen direkt ohne weitere Suche mit alleiniger Berechnung
der Topologie aus Indices gebildet werden. Das Umkreiskriterium muss in dieser Stufe der Triangulation nicht

uberpr

uft werden. Aufgrund dieser Merkmale zeichnet sich die 1. Stufe der Triangulation durch ein lineares
Laufzeitverhalten O(n) aus, was sich bei Laufzeituntersuchungen best

atigt.
Ein Problem, dass sich bei dieser speziellen topologischen Triangulation ergibt und auch bei Delaunay-Tri-
angulationen generell auftreten kann, ist die Behandlung der neutralen F

alle, wenn also mehr als drei Punkte
auf einem Dreiecksumkreis kozirkul

ar sind. Bei der Delaunay-Triangulation von Quadratgittern stellt sich
damit die Frage, in welche Richtung die Diagonale einer Gitterzelle gelegt werden soll. Die Behandlung dieser
Thematik soll getrennt in Abschnitt 5.4 erfolgen, zun

achst wird der Triangulationsalgorithmus beschrieben, bei
dem von einer einheitlichen Ausrichtung der Diagonalen ausgegangen wird.
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5.3.2. Die Schritte 2 und 3: Ber

ucksichtigung von Strukturinformation
Nach Abschluss der topologischen Triangulation wird das Dreiecksnetz um die Strukturinformation erg

anzt.
Aufgrund des bereits aus der 1. Stufe vorhandenen Dreiecksnetzes muss inkrementell vorgegangen werden.
Der Schritt 2 lehnt sich an bekannte Verfahren des inkrementellen Einf

ugens von Punkten in eine bestehende
Triangulation an (z. B. de Berg et al., 1997). Eine wichtige Eigenschaft der Einf

ugeoperation ist, dass das durch
sie beeinusste Gebiet lokal begrenzt ist. Es bildet ein sternf

ormiges, nicht-konvexes Gebiet um den Einf

ugeort
(Devijver & Dekesel, 1982).
5.3.2.1. Schritt 2: Inkrementelles Einf

ugen eines Punktes in eine Delaunay-Triangulation
Beim Einf

ugen eines Punktes in eine bestehende Delaunay-Triangulation gibt es drei F

alle zu ber

ucksichtigen.
Der einzuf

ugende Punkt kann auf einen vorhandenen Punkt fallen, in diesem Fall wird keine Modikation des
Dreiecksnetzes vorgenommen. Es muss ggf. getestet werden, ob es sich um einen doppelten Punkt handelt oder
ob sich die H

ohe der Punkte unterscheidet, was der 2.5-Dimensionalit

at der Punktmenge widersprechen w

urde.
Der zweite Fall ist quasi der Normalfall, bei dem der Punkt eindeutig in ein bereits bestehendes Dreieck f

allt
(s. Abb. 5.3). Hierbei wird das bestehende Dreieck modiziert und zwei neue Dreiecke entstehen, indem von
Abbildung 5.3.: Einf

ugen eines Punktes in ein Dreieck.
dem einzuf

ugenden Punkt drei Kanten zu den Eckpunkten des alten Dreiecks gebildet werden, in das der
Punkt eingef

ugt wird. Anschlieend

uberpr

uft man das umgebildete Dreieck und die neuen Dreiecke mit dem
Umkreiskriterium. Dabei wird getestet, ob der Punkt des Nachbardreiecks, welcher der aus dem alten Dreieck

ubernommenen Kante gegen

uberliegt, in dem Umkreis des umgebildeten bzw. neuen Dreiecks liegt. Ist das der
Fall, so muss diese Kante umgeklappt werden, und die beiden nunmehr modizierten Dreiecke m

ussen ebenfalls
mit dem Umkreiskriterium getestet werden.
Durch die Beschr

anktheit der Ausdehnung des beeinussten Gebietes bei der Einf

ugeoperation ist gew

ahrleistet,
dass sich nach der Einf

ugeoperation ein Dreieck mit dem Index des Dreiecks, in dem der Einf

ugeort lokalisiert
wurde, in n

achster N

ahe zum Einf

ugeort bendet. Dies ist f

ur sp

atere Anwendungen von Relevanz, bei denen
Dreiecke im TIN durch Berechnung von in der N

ahe liegenden Dreiecken lokalisiert werden m

ussen. Es wird
damit sichergestellt, dass das abzusuchende Gebiet nach dem Dreieck lokal beschr

ankt ist (s. Abs. 5.3.2.3 und
5.3.2.4).
Der dritte Fall ist der Sonderfall, bei dem der einzuf

ugende Punkt auf eine Kante der bestehenden Triangulation
f

allt (s. Abb. 5.4). Bei einer solchen Situation muss die entsprechende Kante geteilt werden, d. h., die Kante
wird modiziert und es wird eine neue Kante gebildet. Zus

atzlich zu dieser neuen Kante werden zwei neue
Kanten von dem einzuf

ugenden Punkt zu den Punkten, die der nunmehr geteilten Kante in deren inzidenten
Dreiecken gegen

uberliegen, gebildet. Gleichermaen werden diese zwei inzidenten Dreiecke modiziert und zwei
neue Dreiecke eingef

ugt, die alle mit dem Umkreiskriterium getestet werden. Wie oben benden sich nach der
Einf

ugeoperation zwei Dreiecke mit den Indices der beiden Dreiecke, die der zu teilenden Kante inzident waren,
in der direkten N

ahe des Einf

ugeortes (s. o.; vgl. Abs. 5.3.2.3 und 5.3.2.4). Falls der einzuf

ugende Punkt auf
der konvexen H

ulle bzw. auf dem Rand des von einer Matrix abgedeckten Gebietes liegt, werden nur zwei neue
Kanten (eine durch Teilung der betroenden Kante und eine weitere vom einzuf

ugenden Punkt zu dem Punkt,
welcher der geteilten Kante gegen

uberliegt) und ein neues Dreieck gebildet.
Da hier ein trianguliertes Gitter als Ausgangsbasis dient, ist eine Voraussetzung an die Neupunkte, dass sie in
oder auf die konvexe H

ulle des Gitters fallen. Falls imAnschluss an das Einf

ugen der Punkte auf deren Grundlage
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Abbildung 5.4.: Einf

ugen eines Punktes auf einer Kante.
Strukturinformation in das TIN integriert werden soll und St

utzpunkte von Kanten auerhalb der konvexen
H

ulle liegen, so m

ussen ggf. Schnittpunkte der Kanten mit der konvexen H

ulle interpoliert werden. Andernfalls
sind Verfahren anzuwenden, die das Einf

ugen von Punkten auerhalb der konvexen H

ulle der bestehenden
Triangulation unterst

utzen (siehe z. B. Klein, 1995; Kr

amer, 1995).
Durch die regelm

aige Anordnung der Gitterpunkte kann beim Einf

ugen des ersten Punktes in eine Zelle deren
Gebiet in Teilgebiete eingeteilt werden, die nach dem Einugebiet der Einf

ugung dierenziert werden k

onnen
(s. Abb. 5.5). F

allt der Punkt in einen der grau hinterlegten Bereiche, die sich aus den Schnittmengen des
Umkreises der Zelle mit den Umkreisen der Nachbarzellen ergeben, so sind durch die Einf

ugeoperation die
Zellen betroen, aus denen sich die Schnittmenge bildet. F

allt der einzuf

ugende Punkt nicht in eine solche
Abbildung 5.5.: Einf

ugegebiete f

ur den ersten einzuf

ugenden Punkt innerhalb einer Gitterzelle.
Schnittmenge, so ist das durch die Einf

ugeoperation beeinute Gebiet auf die Gitterzelle selbst beschr

ankt.
Die beiden Dreiecke, die sich vor dem Einf

ugen des Punktes in der Gitterzelle befanden, verbleiben innerhalb
der Zelle. Dies ist ggf. f

ur die Suche nach einem Dreieck im TIN von Relevanz (Abs. 5.3.2.3 und 5.3.2.4).
Auch beim inkrementellen Einf

ugen von Punkten kann der neutrale Fall auftreten, dass mehr als drei Punkte
eines Dreiecksumkreises kozirkul

ar sind (s. Abs. 5.4). An dieser Stelle kann jedoch ein Entscheidungskriterium
angef

uhrt werden, falls ein Punkt mit vier Gitterpunkten kozirkul

ar ist. Es wird durch Abbildung 5.6 veran-
schaulicht. Da die Punkte auf einem Kreis liegen formen sie ein konvexes Polygon. Die Anzahl der m

oglichen
Triangulationen von f

unf Punkten auf einem Kreis betr

agt f

unf (z. B. Grimaldi, 1994; weitere Details hierzu
nden sich in Abs. 5.4.7). Allerdings unterscheiden sich die beiden oberen Triangulationen in Abbildung 5.6
nur durch die Ausrichtung der Diagonalen der linken Zelle. Beschr

ankt man das beeinusste Gebiet bei einer
Einf

ugeoperation im Fall der Kozirkularit

at des einzuf

ugenden Punktes mit vier Gitterpunkten auf diejenige
Zelle, in welcher der Punkt liegt, so ist die Triangulation wieder eindeutig. Die Entscheidung wird auf der
Grundlage getroen, in welcher Gitterzelle ein Punkt liegt. Bei dieser Vorgehensweise wird wie bei der Delau-
nay-Triangulation nur die Lage der Punkte in der Ebene ber

ucksichtigt. Erst bei der Kozirkularit

at von vier
Gitterpunkten mit zwei und mehr Punkten innerhalb einer Zelle kommt es dann zu nicht eindeutigen Situatio-
nen. Diese k

onnen mit Optimierungskriterien behandelt werden, die das Thema von Abschnitt 5.4 bilden.
5.3.2.2. Verfahren zur Suche nach dem Einf

ugeort
Von entscheidender Bedeutung bei inkrementellen Verfahren ist es, wie man das Dreieck (bzw. die Kante) n-
det, in das (bzw. die) ein Punkt eingef

ugt werden muss. Hierbei gibt es verschiedene, f

ur unregelm

aig verteilte
Punkte entwickelte Verfahren, die sich hinsichtlich ihrer EÆzienz und der genutzten Datenstrukturen unterschei-
den. Da das beeinusste Gebiet beim Einf

ugen eines Punktes f

ur die verschiedenen Algorithmen immer gleich
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Abbildung 5.6.: Dreieckskombinationen bei Kozirkularit

at eines Punktes mit vier Gitterpunkten.
ist, bilden die Zugrisdatenstrukturen zur Lokalisierung des Einf

ugeortes das Hauptunterscheidungsmerkmal
hinsichtlich des Laufzeitverhaltens der Algorithmen.
Der einfachste Fall ist, linear alle vorhandenen Dreiecke mit dem einzuf

ugenden Punkt mit einem Punkt-in-
Dreieck-Test zu testen. Allerdings bedeuted dies, dass zur Identizierung des Dreiecks maximal O(n) Dreiecke
untersucht werden m

ussen. Das f

uhrt beim Einf

ugen von n Punkten zu einer Komplexit

at von O(n
2
), die f

ur
praktische Anwendungen nicht akzeptabel ist.
Guibas et al. (1992) nutzen den Delaunay-Baum von Boissonnat & Teillaud (1986), um einen schnellen
Zugri auf die Dreiecke zu erzielen. Durch Randomisierung der Reihenfolge der einzuf

ugenden gleichm

aig ver-
teilten Punkte erzielen sie eine Laufzeitverhalten von O(n log n), da der Delaunay-Baum nahezu ausgeglichen
ist und eine maximale Tiefe von O(log n) hat. Dadurch ergibt sich f

ur n einzuf

ugende Punkte die Komplexit

at
vonO(n log n). Nachteil des Verfahrens ist, dass die gesamte Historie der Konstruktion der Dreiecksvermaschung
im Baum gespeichert ist, der zudem stark von der Einf

ugereihenfolge abh

angt.
Mulmuley (1991) stellt eine Datenstruktur vor, die unabh

angig von der Einf

ugereihenfolge ist. Die Struktur
hat O(n) Ebenen, wobei jede Ebene eine Zufallsmenge der n

achstunteren Ebene bildet. F

ur jede Ebene wird
die Delaunay-Triangulation gerechnet, und die Dreiecke, die sich zwischen zwei Schichten

uberlappen, werden
verkn

upft. Dies erlaubt eine Lokalisierungszeit von O(log
2
n), allerdings ist der Speicheraufwand hoch.
M

ucke et al. (1996) schlagen eine einfache Datenstruktur vor. Sie reduziert die Anzahl der Punkte randomisiert
auf die Anzahl von
3
p
n Punkten und Zeiger von diesen Punkten auf inzidente Dreiecke in der Delaunay-Tri-
angulation. F

ur einen neu einzuf

ugenden Punkt wird derjenige Punkt dieser Menge bestimmt, der dem neuen
Punkt am n

achsten liegt. Von diesem Punkt in der Suchstruktur aus wird unter Auswertung der Topologie
das Dreieck gesucht, das den einzuf

ugenden Punkt enth

alt. Dies f

uhrt f

ur gleichm

aig verteilte Punkte auf eine
Komplexit

at von O(n
4
3
), die sich f

ur ung

unstig verteilte Punkte auf O(n
5
2
) erh

oht (Devillers, 1997).
Klein (1995) undKr

amer (1995) nutzen als Beschleunigungsdatenstruktur den Quadtree (z. B. Samet, 1990).
Da dieser bei der Aktualisierung ein ung

unstiges Laufzeitverhalten hat, verzichten die Autoren auf die Speiche-
rung aller Dreiecke imQuadtree und beschr

anken die Anzahl der eingetragenen Dreiecke pro Zelle, um ausgehend
von einem dieser Dreiecke als Startdreieck unter Verwendung der Topologie das korrekte Dreieck zu nden. Das
Startdreieck der Suche wird

uber Abstandsberechnungen zu allen Punkten der betroenen Quadtreezelle gefun-
den. Die Punkte haben Verweise auf ein inzidentes Dreieck, das bei minimalem Abstand das Startdreieck der
topologischen Suche darstellt.
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Devillers (1997) nutzt eine Datenstruktur mit verschiedenen Ebenen -

ahnlich wie Mulmuley (1991), aller-
dings mit einfacheren Beziehungen zwischen den Ebenen. Nach seinen Angaben vermeidet dies ein

Uberma an
Speicherbelegung f

ur die Zugrisdatenstruktur, allerdings ist die Verbindung zwischen zwei Datenstrukturebe-
nen nicht direkt gegeben, sondern basiert auf einer topologischen Suche

ahnlich wie bei M

ucke et al. (1996).
Die Ebene i umfasst die Delaunay-Triangulation DT
i
einer Untermenge M
i
von Punkten der Gesamtmenge
M
0
. Die Bildung der M
i
basiert auf einer Bernoulli-Auswahltechnik. Ein Punkt in der Menge M
i
ist jeweils

uber ein inzidentes Dreieck mit den DT
j
mit j  i verkn

upft. Die Anzahl der Ebenen ist nicht vorgegeben,
sondern wird zur Laufzeit dynamisch aktualisiert. Im Speicher werden alle Punkte und alle Dreiecke der DT
i
vorgehalten.
Die vorgestellten Algorithmen sind f

ur den Allgemeinfall von in der Ebene unregelm

aig verteilten Punkten
entwickelt worden. Sie k

onnen in drei Klassen unterteilt werden:
Lineare Suche des Dreiecks: Die Dreiecksliste wird durchsucht, bis das gesuchte Dreieck (oder die Kante)
gefunden ist.
Hierarischer Zugri: Gezielte hierarchische Suche des Dreiecks unter Ausnutzung einer dynamischen Baum-
struktur.
Kombination aus hierarchischer und topologischer Suche: Zugri durch eine raumbezogene dynamische Da-
tenstruktur auf ein Dreieck, das entweder das gesuchte Dreieck ist oder zumindest in seiner N

ahe liegt,
und Lokalisierung des gesuchten Dreiecks (der gesuchten Kante) unter Ausnutzung der Topologie des
Dreiecksnetzes. Die Methode wird als jump-and-walk-Methode bezeichnet (van Kreveld, 1997).
In dieser Anwendung der topologischen Triangulation eines Gitters mit nachfolgendem inkrementellen Einf

ugen
von Zusatzinformation ist es aufgrund der vorhandenen Gitterstruktur sinnvoll, diese f

ur einen schnellen raum-
bezogenen Zugri auf die Dreiecke zu nutzen. Dies kann mit zwei verschiedenen Methoden erfolgen, die im
Folgenden erl

autert werden.
5.3.2.3. Bestimmung des Einf

ugeortes mittels lokaler Listen
F

ur jede Gitterzelle kann gespeichert werden, welche Dreiecke sie schneiden oder, wenn mit einem einfachen
Ansatz gearbeitet wird, welche minimal umschreibenden, an den Koordinatenlinien ausgerichteten Rechtecke
(Bounding-Boxen) der Dreiecke im Netz die Zelle schneiden. Beim Einf

ugen eines Punktes wird f

ur die Gitter-
zelle, in welcher der Punkt liegt, deren Datenstruktur linear durchlaufen, um das Dreieck (bzw. die Kante) zu
nden, in dem (bzw. auf der) der Punkt liegt. Diese Vorgehensweise stellt einen Sonderfall der Kategorie 1 dar,
bei dem der Einf

ugeort linear gesucht wird, hier jedoch mit dem Vorteil, dass die zu betrachtende Menge an
Dreiecken wesentlich geringer ist.
Es stellt sich die Frage, welche Datenstruktur f

ur diese Verkn

upfung der Gitterzellen mit den Dreiecken g

unstig
ist. Hierzu muss betrachtet werden, welche Operationen auf dieser Datenstruktur ausgef

uhrt werden. Die f

ur die
Gitterzelle gespeicherten Dreiecke werden bei der Suche linear durchlaufen. Eine einfache lineare Liste ist somit
f

ur das Aufnden des Einf

ugeortes ausreichend. Allerdings muss ein Dreieck, wenn es ge

andert wird, schnell
aus allen von ihm geschnittenen Gitterzellen ausgetragen werden. Wird das den Punkt enthaltene Dreieck
innerhalb der Gitterzelle gefunden, so ist f

ur diese Zelle bereits ein Zeiger auf das Dreieck vorhanden, und es
kann manipuliert werden. Geht man davon aus, dass die Dreiecke in der Regel mehrere Zellen schneiden, so
ist hierf

ur in den anderen geschnittenen Zellen ein schneller selektiver Zugri auf deren Listen notwendig, da
noch kein Zeiger auf das Dreieck in diesen Zellen verweist. Die Annahme, dass ein Dreieck in der Regel mehr
als eine Zelle schneidet, gilt jedoch nur, wenn die Anzahl der Strukturpunkte klein gegen

uber der Anzahl der
Gitterpunkte bleibt. Bei einer groen Anzahl von Strukturpunkten innerhalb einer Zelle verringert sich die
Gr

oe der Dreiecke und die Wahrscheinlichkeit, dass ein Dreieck mehr als eine Zelle schneidet. Auf der anderen
Seite ist die Anzahl der Dreiecke in den Listen bei einer kleinen Anzahl von Strukturpunkten ebenfalls relativ
klein (vgl. Gl. 5.1). Dies legt die Verwendung einer einfachen linearen Liste nahe.
Bei den hier durchgef

uhrten Untersuchungen wurden die Dreiecke f

ur einen schnellen selektiven Zugri in
gitterzellenbezogenen Hash-Mengen verwaltet. Bei der Bestimmung des Einf

ugeortes k

onnen die entsprechenden
Hash-Mengen linear mit einem Iterator durchlaufen und beim L

oschen eines Dreiecks dieses in der Liste schnell
angesprochen werden (vgl. Eckel, 1998; Ottmann & Widmayer, 1996).
Vor dem Eintragen und L

oschen von Dreiecken in den Hash-Mengen der Gitterzellen muss bestimmt wer-
den, welche Gitterzellen von dem betreenden Dreieck bzw. dessen Bounding-Box geschnitten werden. Ver-
gr

oert man die Bounding-Box eines Dreiecks auf ganzzahlige Vielfache der Gitterweite, so erh

alt man dessen
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Gitterzellen-Bounding-Box. Sie enth

alt die Gitterzellen, die von der Bounding-Box geschnitten werden. Mit den
Gitterzellen-Bounding-Boxen k

onnen bereits Listen f

ur die Gitterzellen gef

uhrt werden. Allerdings kann es bei
der Verwendung von Bounding-Boxen als Kriterium f

ur den Eintrag in die Hash-Mengen dazu kommen, dass ein
Dreieck in einer Gitterzelle eingetragen wird, obwohl es diese nicht direkt schneidet, da die Gitterpunkte selbst
Teil der Vermaschung sind. Falls eine ggf. mit einemMehraufwand an Berechnungen verbundene Filterung dieser
F

alle nicht zu einer Verl

angerung der Gesamtlaufzeit f

uhrt, k

onnte es somit g

unstiger sein, die Dreiecke nur in
den Zellen einzutragen, die auch wirklich geschnitten werden. Durch diese Vorgehensweise w

urden

uber

ussige
Punkt-in-Dreieck-Tests vermieden.
Die Abbildungen 5.7 und 5.8 illustrieren die geometrischen Konstellationen, die dabei auftreten k

onnen. Als
Erkennungskriterium dient das Produkt aus Zeilen- und Spaltenanzahl der Gitterzellen-Bounding-Box. Die
3 minimal umschreibende Gitterzellen,
Dreieck schneidet 3 Gitterzellen,
die in einer Zeile/Spalte liegen
1 minimal umschreibende Gitterzelle,
Dreieck ist in Gitterzelle enthalten
2 minimal umschreibende Gitterzellen,
Dreieck schneidet 2 Gitterzellen
Abbildung 5.7.: Aktualisierung der Verweise in der Zellenstruktur f

ur einzeilige oder einspaltige minimal um-
schreibende Rechtecke.
Abbildung 5.7 zeigt die F

alle, in denen ein Dreieck entweder vollst

andig in einer oder in zwei benachbarten
Zellen liegt oder in drei Zellen, die in einer Zeile oder einer Spalte nebeneinander liegen. Diese Konstellationen
sind einfach zu behandeln, da bei ihnen das Dreieck alle Zellen des auf Gitterzellen bezogenen minimalen
umschreibenden Rechtecks schneidet. Die betroenen Gitterzellen stellen die Gitterzellen-Bounding-Box des
Dreiecks dar.
In der Abbildung 5.8 hingegen werden die komplexeren F

alle beschrieben, bei denen die Bounding-Box des
Dreiecks mehr Zellen schneidet als das Dreieck selbst. Sie k

onnen dadurch erkannt werden, dass das Produkt
aus Zeilen- und Spaltenanzahl der Gitterzellen-Bounding-Box vier bzw. sechs ist. F

ur diese F

alle gilt, es eine
m

oglichst eÆziente Methode zu entwickeln, mit der diejenigen Gitterzellen gefunden werden k

onnen, die von
den Dreiecken geschnitten werden.
Zun

achst soll der Test f

ur den Fall beschrieben werden, dass sechs Zellen in der Gitterzellen-Bounding-Box
enthalten sind. Beim Betrachten der geometrischen Situation (Abb. 5.8 a.)) f

allt auf, dass die beiden mittleren
Zellen in jedem Fall von dem Dreieck geschnitten werden, d. h., einer der Dreieckspunkte muss sich in einer
der beiden mittleren Zellen benden. Da die Gitterzellenpunkte Teil der Vermaschung sind, m

ussen die bei-
den anderen Punkte auf der anderen Seite der L

angsmittelachse liegen. Testet man also, auf welcher Seite der
L

angsmittelachse sich zwei der drei Dreieckspunkte benden, so werden auf diese Art diejenigen Zellen gefun-
den, die von dem Dreieck geschnitten werden. Es m

ussen also drei Tests gegen die (horizontale oder vertikale)
L

angsmittelachse der Gitterzellen-Bounding-Box gerechnet werden. Der Fall, dass ein Gitterpunkt ein Dreiecks-
punkt ist, kann bei dieser Konstellation nicht auftreten. W

are ein Gitterpunkt ein Dreieckspunkt, so w

are die
Gitterzellen-Bounding-Box nicht mehr sechs Zellen gro, sondern maximal vier.
Die Bestimmung der drei von dem Dreieck geschnittenen Zellen im Falle der vier Zellen umfassenden Gitterzel-
len-Bounding-Box (Abb. 5.8 b.)) stellt sich komplizierter dar. Es muss der Fall ber

ucksichtigt werden, dass der
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6 minimal umschreibende Gitterzellen,
Dreieck schneidet 4 Gitterzellen
a.)
4 minimal umschreibende Gitterzellen,
die nicht in einer Zeile/Spalte liegen
Dreieck schneidet 3 Gitterzellen,
b.)
Abbildung 5.8.: Aktualisierung der Verweise in der Zellenstruktur f

ur zweizeilige oder zweispaltige minimal
umschreibende Rechtecke.
mittlere Gitterpunkt ein Dreieckspunkt sein und auf allen 4 m

oglichen inneren Symmetrieachsen (eine horizon-
tale, eine vertikale und zwei diagonale Achsen) der Gitterzellen-Bounding-Box liegen kann (s. Abb. 5.9). Eine
4 minimal umschreibende Gitterzellen,
Mittelpunkt als Dreieckspunkt
Dreieck schneidet 3 Gitterzellen,
die nicht in einer Zeile/Spalte liegen,
Abbildung 5.9.: Aktualisierung der Verweise in der Zellenstruktur f

ur die vier Zellen groe Gitterzellen-Boun-
ding-Box und dem Mittelpunkt als Dreieckspunkt.
M

oglichkeit, die betroenen Zellen zu nden, ist dadurch gegeben, dass mindestens eine Dreiecksseite jeweils
eine vertikale und eine horizontale Symmetrieachse der Gitterzellen-Bounding-Box schneiden muss. Es k

onnen
auch schnellere Kriterien f

ur bestimmte geometrische Kombinationen unter Verwendung der diagonalen Sym-
metrieachsen der Gitterzellen-Bounding-Box gerechnet werden, so dass eine gestaelte Entscheidung m

oglich
ist. Eine andere Methode basiert darauf zu testen, in welchem der Umkreise der Gitterzellen sich das Dreieck
bendet. Die Zelle, in derem Umkreis sich das Dreieck bendet, bildet mit ihren direkten Nachbarn von den
vier Gitterzellen der Gitterzellen-Bounding-Box die Menge der Zellen, die von dem Dreieck geschnitten werden.
Unter Ber

ucksichtigung dieser

Uberlegungen kann die Anzahl der Dreiecke in den Listen minimiert werden. Al-
lerdings muss ein Mehraufwand an Rechenzeit f

ur die Berechnung der Entscheidungskriterien in Kauf genommen
werden.
5.3.2.4. Bestimmung des Einf

ugeortes mittels eines nahen Dreiecks und topologischer Suche
Eine Alternative zum direkten Speichern der Dreiecke in Hash-Mengen oder linearen Listen stellt die Methode
dar, bei der zun

achst ein Dreieck in der N

ahe bestimmt wird und imAnschluss daran das gesuchte Dreieck durch
Halbraumtests und Verwendung der gespeicherten Topologie gefunden wird. Hierzu m

ussen die Seiten des Drei-
ecks orientiert sein. Weiter muss beachtet werden, dass ein Dreiecksindex beim Einf

ugen eines Punktes und der
folgenden Wiederherstellung des Delaunay-Kriteriums nicht gel

oscht wird, sondern erneut an ein entstehendes
Dreieck vergeben wird. Aufgrund des lokalen Charakters der Einf

ugeoperation verbleibt ein Dreieck mit einem
bestimmten Index immer in der N

ahe der Gitterzelle, zu der der Index nach der initialen Gittervermaschung
geh

orte. So wird sichergestellt, dass aus den Punktkoordinaten ein Dreieck berechnet werden kann, das nahe der
Gitterzelle liegt, in der der einzuf

ugende Punkt liegt. Das Dreieck kann aus den Indices der Zeile und der Spalte
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der Gitterzelle berechnet werden, in der der Punkt liegt. Ggf. kann sich das Dreieck aufgrund vorangegangener
Dreiecksnetzumbildung inzwischen auerhalb der Gitterzelle benden.
Die Bestimmung des eigentlichen Einf

ugeortes (das Dreieck oder die Kante, in dem bzw. auf der der Punkt
liegt) erfolgt anschlieend mittels der oben genannten Methode. Aus der Determinante, die man aus einer
orientierten Kante des Dreiecks und dem einzuf

ugenden Punkt berechnen kann, l

asst sich ermitteln, welche der
Eigenschaften rechts-von, links-von oder liegt-auf der Punkt, bezogen auf die Dreieckskante, hat (s. O'Rourke,
1998). Verkn

upft man die Determinanten f

ur alle Dreieckskanten miteinander, so kann die Ebene in geometrische

Orter bzw. Entscheidungsgebiete eingeteilt werden, die in Abbildung 5.10 dargestellt sind.
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Abbildung 5.10.: Aufteilung der Ebene in Entscheidungsgebiete bei der Suche des Einf

ugeortes eines Punktes.
Beginnend mit dem Startdreieck wird getestet, ob sich der einzuf

ugende Punkt innerhalb des Dreiecks oder auf
einer der inzidenten Kanten bendet. Falls sich der einzuf

ugende Punkt nicht innerhalb des Dreiecks oder auf
einer seiner Kanten (K
i
) oder auf einem der Dreieckspunkte (P
i
) bendet, so wird die Suche mit einem der
Nachbardreiecke fortgesetzt. Das entsprechende Nachbardreieck ergibt sich aus der Topologie des Dreiecksnetzes.
Abbildung 5.11 veranschaulicht die sich ergebene topologische Suche nach dem Einf

ugeort bzw. die \Wanderung"
im Dreiecksnetz.
Weg der Suche nach
dem Einfügeort
einzufügender
Punkt
Start-
dreieck
Abbildung 5.11.: Topologische Suche des Einf

ugeortes eines Punktes.
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5.3.2.5. Vergleich der Verfahren zur Suche des Einf

ugeortes
Zu Vergleichszwecken wurden die drei beschriebenen Varianten des inkrementellen Einf

ugens von Punkten
implementiert. Dabei handelt es sich um die beiden Varianten der Speicherung von Dreiecken in Listen zu den
Gitterzellen (mittels Gitterzellen-Bounding-Box und Bestimmung der vom Dreieck geschnittenen Gitterzellen)
sowie um das Verfahren der Bestimmung eines nahen Dreiecks und anschlieender topologischer Suche.
Vergleicht man diese drei Verfahren miteinander, so stellt man fest, dass die Methoden auf der Basis der Hash-
Mengen speicheraufwendiger sind, da neben dem Dreiecksnetz eine Matrix von Hash-Mengen im Hauptspeicher
gehalten werden muss. Die Variante mit der Bestimmung der von einem Dreieck geschnittenen Zellen ist auf-
wendig zu berechnen, insbesondere wenn der Fall eintritt, dass ein Dreieck drei Zellen schneidet, die nicht in
einer Zeile bzw. Spalte liegen.
Dagegen stellt sich die topologische Suche als robustes Verfahren dar, das ohne zus

atzlichen Speicheraufwand
auskommt. Die Suche nach dem Einf

ugeort ist eÆzienter, da r

aumliche Beziehungen bei der Traversierung
des Dreiecksnetzes ausgewertet werden und nicht nur eine Liste linear getestet wird, die nicht weiter r

aumlich
dierenziert ist. Das Verfahren ist schneller als die anderen Verfahren, wie Laufzeitmessungen ergaben (vgl.
Abb. 5.12). Die Laufzeiten wurden f

ur ein Gitter der Gr

osse von 81 x 81 Punkten gerechnet, was einem DGM
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Laufzeit mit nahem Dreieck und topologischer Suche
Grundgitter: 81 x 81 Punkte, entsprechend einem 25-m-Gitter für eine DGK5
Abbildung 5.12.: Laufzeiten f

ur das Einf

ugen von Punkten in ein trianguliertes Gitter f

ur drei Algorithmen.
mit 25 Meter Gitterweite f

ur eine Deutsche Grundkarte 1:5.000 (DGK5) entspricht. Es wurden entsprechende
Mengen von Punkten innerhalb des Gitters mit einem Zufallsgenerator erzeugt. Es zeigt sich durch die Ergeb-
nisse, dass sich eine gezielte Berechnung der von einem Dreieck geschnittenen Zellen nicht lohnt, da sie keinen
entscheidenden Zeitgewinn gegen

uber der Verwendung der Gitterzellen-Bounding-Box mit sich bringt.
Bei den

Uberlegungen zur Favorisierung einer der Varianten muss ber

ucksichtigt werden, dass die durchgef

uhr-
ten Laufzeitmessungen beim Einf

ugen von Punkten f

ur den praktischen Einsatz nur bedingt als repr

asentiv
zu betrachten sind. Die Anzahl der St

utzpunkte der Strukturinformation in einem Quadratgitter-DGM ist ge-
gen

uber der Anzahl der Gitterpunkte i. Allg. gering, weshalb der Aufwand sowohl bei der Implementierung
der Varianten mit den Hash-Mengen als auch deren hoher Speicheraufwand zur Laufzeit nicht gerechtfertigt
ist. Damit wird f

ur die Suche nach dem Einf

ugeort die Variante mit der Bestimmung des nahen Dreiecks und
anschlieender topologischer Suche als die g

unstigste betrachtet.
Abschlieend soll noch erw

ahnt werden, dass sich die topologische Triangulation zur Parallelisierung eignet, da
die Indices der Dreiecke (und ggf. Kanten) bestimmten Gebieten im Ergebnisdreiecksnetz zugeordnet werden
5.4. Kriterien zur L

osung der neutralen F

alle in Delaunay-Triangulationen 93
k

onnen. Durch diese geometrische Eigenschaft kann das Gebiet in Teilgebiete zerlegt werden, die getrennt
voneinander bearbeitet werden k

onnen. Ebenso kann das Einf

ugen von Punkten parallelisiert werden, da die
entstehenden Dreiecke entlang einer Zeile oder Spalte der Gitterzellenmatrix maximal 3 Gitterzellen schneiden
und die Einf

ugeoperation damit nur regionale Auswirkungen hat.
5.3.2.6. Schritt 3: Bildung der Sollseiten
Nach dem Einf

ugen der St

utzpunkte der Strukturinformation m

ussen in der 3. Stufe der Triangulation die
Sollseiten gebildet werden. Dies kann mit den in Abschnitt 5.2.3 beschriebenen Verfahren vorgenommen werden
(z. B. Shewchuk, 1997; Bernal, 1995; Klein, 1995; Buziek, 1994).
Bei einer sequentiellen Kantenbildung (Buziek, 1994) ist der Sonderfall zu ber

ucksichtigen, dass das Dreiecks-
paar einer geschnittenen Kante, das zur Umbildung auf Konvexit

at getestet wird, zum Dreieck degenerieren
kann. In dem Fall kann keine einfache lokale Umbildung der zwei Dreiecke erfolgen, sondern es m

ussen weitere
adjazente Dreiecke miteinbezogen werden.
Verfahren der Polygontriangulation stellen hierzu eine Alternative dar. Sie werden in Abschnitt 6.1 detaillierter
behandelt. Der Fall, dass es bei einer Polygontriangulation zu einer kollinearen Punktfolge im Polygon kommt
und somit ein Dreieckspaar zum Dreieck degeneriert, wird in Abschnitt 6.6 ber

ucksichtigt. Eine Pr

ufung des
Dreiecksnetzes bzgl. horizontaler Dreiecke (Plateaus) muss nicht vorgenommen werden, da die Geripplinien im
DGM i. Allg. keine Niveaulinien sind.
5.4. Kriterien zur L

osung der neutralen F

alle in
Delaunay-Triangulationen
Wie oben bereits dargestellt ist bei der Vermaschung von regelm

aigen Gittern die Situation der neutralen F

alle
zu l

osen, in denen vier Punkte auf dem Umkreis eines Dreiecks liegen. Dieser Fall kann auch bei Delaunay-
Triangulationen im Allgemeinen auftreten. Zun

achst soll der h

aug auftretende Fall der Triangulation von
Quadratgittern untersucht werden, da dieser von zentralem Interesse f

ur die Untersuchungen hier ist. Anschlie-
end sollen die

Uberlegungen konzeptionell auf den allgemeinen neutralen Fall in Delaunay-Triangulationen
ausgeweitet werden.
Abbildung 5.13 veranschaulicht die Situation f

ur die zwei m

oglichen Kombinationen in einer Gitterzelle und
dient als Grundlage der im Folgenden verwendeten Notation. Dabei bezeichnen die x
i
und y
i
die Koordinaten
der Punkte in der Ebene, die z
i
deren H

ohe und d die mit dem Gitter assoziierte Gitterweite.
5.4.1. Einf

uhrung
Die einfachste Art, mit einem neutralen Fall umzugehen, ist die Festlegung der Orientierung der Diagonalen
auf eine einheitliche Richtung innerhalb der Gitterzellen, wie es in Abbildung 5.14 links dargestellt ist (vgl.
auch Abb. 5.2). Der Ausschnitt zeigt das Gebiet in den Abbildungen 2.5 und 2.7 mit einer Ausdehnung von
1 km1 km, einer Gitterweite von 25 m und einer sich damit ergebenden Punktanzahl von 4141 = 1681 sowie
einer Zellenanzahl von 4040 = 1600. Alle weiteren Darstellungen bei der Einf

uhrung der Optimierungskriterien
basieren auf diesem Datensatz, der in Abschnitt 7.1.3 eingehender beschrieben wird.
Durch die einheitliche Ausrichtung der Diagonalen beschr

ankt man sich auf die reine 2D-Information der Punkte
bei der Vermaschung. Eine Alternative beim Quadratgitter ist, quasi ein "Schachbrettmuster" der Richtungen
der Diagonalen zu erstellen, d. h., einen regelm

aigen Wechsel der Richtungen vorzugeben (vgl. Abb. 5.14
rechts).
Der Vollst

andigkeit halber sei hier noch auf den h

aug verwendeten numerischen Trick hingewiesen, demzu-
folge bei mehr als 3 kozirkul

aren Punkten auf einem Dreiecksumkreis in einer irregul

ar verteilten Punktmenge
eine Anzahl von Punkten w

ahrend der Vermaschung geringf

ugig verschoben werden. Damit ist das Ergebnis
jedoch abh

angig von der Reihenfolge, in der die Dreiecke gebildet werden. Dieser Fall kann aufgrund der Ver-
maschungsvorgehensweise bei der topologischen Triangulation nicht auftreten, da die Punkte hierbei nicht auf
Kozirkularit

at getestet werden. Die topologische Triangulation basiert gegen

uber dem Umkreiskriterium auf
Indexberechnungen und die Punkte werden direkt

uber ihre Indices identiziert.
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Abbildung 5.13.: Dreieckskombinationen innerhalb der Gitterzelle.
Die genannten Vorgehensweisen basieren nicht auf objektiven Kriterien, vielmehr wird die Wahl vom Entwickler
des Programms vorgegeben. Es ist daher sinnvoll, nach alternativen Vermaschungskriterien zu suchen, die das
Delaunay-Kriterium im neutralen Fall erg

anzen. Das bedeutet die Ausweitung der bei der Vermaschung zu
verwendenden Information auf die dritte Dimension, d. h. die entsprechenden H

ohenwerte oder andere Attribute,
mit denen die Punkte in der Ebene verkn

upft sind. Da eine Ebene im Raum durch 3 Punkte (ein Dreieck)
festgelegt ist und daher die zwei Dreiecke in einer Gitterzelle i. Allg. nicht koplanar sind, k

onnen unter Nutzung
der dritten Dimension weiterf

uhrende Entscheidungskriterien f

ur die Vermaschung aufgestellt werden.
Damit stellt sich die Frage, welche charakteristischen Merkmale eines Dreiecks als Kriterien verwendet werden
k

onnen. Weiter muss diskutiert werden, wie diese dreiecksbezogenen Parameter bei der Berechnung eines cha-
rakteristischen Parameters bzw. eines Kriteriums f

ur eine Gitterzelle miteinander kombiniert werden k

onnen.
Dar

uber hinaus ist eine Auswahl an konkret zu untersuchenden Kriterien zu treen.
Ein Dreieck hat einen Fl

acheninhalt, der trotz der planar gleichm

aigen Anordnung der Eckpunkte des Dreiecks
aufgrund von dessen schiefer Lage variieren kann. Verbunden mit der schiefen Lage der Ebenen ist deren Neigung,
die wiederum mit der Rauhigkeit des Dreiecksnetzes verkn

upft ist. Weiter bendet sich unter dem Dreieck ein
auf eine bestimmte Bezugs

ache bezogenes Volumen. Neben diesen Eigenschaften, die zun

achst einzeln f

ur die
Dreiecke einer Gitterzelle berechnet und dann zusammengef

uhrt werden k

onnen, gibt es auch die M

oglichkeit,
direkt f

ur eine Gitterzelle Entscheidungskriterien anzugeben. Ein Beispiel hierf

ur ist die L

ange der r

aumlichen
Diagonalen der Zelle.
F

ur den Fall, dass f

ur jede Zelle und f

ur jede Variante nur ein Parameter berechnet wird, kann nur eine Minimie-
rung oder Maximierung dieses Parameters f

ur die Zelle erfolgen. Falls sich der entscheidungsbildende Parameter
aus einer Kombination von Parametern der einzelnen Dreiecke zusammensetzt, kann weiter dierenziert wer-
den, wie die dreiecksbezogenen Parameter zusammengef

uhrt bzw. miteinander verkn

upft werden sollen. Zwei
einfache M

oglichkeiten bilden die Summe bzw. die Dierenz der Dreiecksparameter.
Nach der Identizierung dieser Charakteristika von Dreiecken bzw. der Gitterzelle, die prinzipiell als Grundlage
f

ur weiterf

uhrende Entscheidungskriterien genutzt werden k

onnen, gilt es zu untersuchen, welche davon einer
detaillierteren Untersuchung zugef

uhrt werden sollen. Dabei muss zun

achst diskutiert werden, was das Ziel der
Approximation eines Gitter-DGM mit einer Triangulation sein kann. Das allgemeine Ziel einer Approximation
5.4. Kriterien zur L

osung der neutralen F

alle in Delaunay-Triangulationen 95
Schachbrett
regelmäßige Ausrichtungsmuster:einheitliche Ausrichtung:
von links oben nach rechts unten
Abbildung 5.14.: Regelm

aige Vermaschungsmuster.
ist, ein Referenzmodell oder ein Original in m

oglichst guter Qualit

at gen

ahert wiederzugeben.
Das bringt die Frage auf, was bei einem Gitter-DGM ein Referenzmodell ist bzw. woraus dieses Modell besteht.
Zum einen besteht das Gitter-DGM aus Daten bzw. St

utzpunkten. Diese werden entweder aus einem unre-
gelm

aigen Punkthaufen, d. h. dem origin

aren DGM, mit einer Berechnungsregel abgeleitet (vgl. Abs. 2.4.4),
oder bereits in Gitterform gemessen. Die Gitterweite wird bei letzterem derart gew

ahlt, dass zwischen den
St

utzpunkten das Gel

ande durch eine Beschreibungsregel mit einer gewissen Genauigkeit modelliert werden
kann. Falls das Gitter-DGM aus einem origin

aren DGM berechnet wird, muss dieses eine hinreichende St

utz-
punktdichte aufweisen, die sich am zu verwendenden Berechnungsverfahren und an der kleinsten darzustellenden
Reliefform orientiert. In beiden F

allen gilt, dass das Gitter-DGM mit einem Berechnungsverfahren assoziiert ist.
Daher m

ussen diese Beschreibungsregeln bzw. die Interpolationsverfahren ebenfalls ein Teil des Modells bilden.
Diese Betrachtungsweise wird z. B. auch von Kraus (1973) verfolgt.
Da bei der hier durchzuf

uhrenden Approximation des Gitter-DGM mittels Triangulation alle St

utzpunkte des-
selben verwendet werden, kann die Beurteilung der Qualit

at der Approximation des Gitter-DGM durch die
Triangulation theoretisch nur

uber die Qualit

at der Approximation des innerhalb der Gitterzellen geltenden
Interpolationsverfahrens durch die Triangulation erfolgen. Das heit, durch die Triangulation des Gitters sollte
die Interpolationsregel, die innerhalb der Gitterzellen gilt, bestm

oglichst angen

ahert werden.
Die Konsequenz daraus ist, dass einem DGM-Nutzer f

ur die Triangulation eines Gitter-DGM zu diesem immer
die Interpolationsregel bekannt sein muss, mit der zwischen den St

utzpunkten das Gel

ande modelliert werden
soll. Kraus (2000) und auch Konecny & Lehmann (1984) geben z. B. an, dass die Dichte der St

utzpunkte
im Gitter so gew

ahlt werden sollte, dass zwischen den Gitterpunkten linear interpoliert werden kann. Dies f

uhrt
auf die h

aug verwendete Interpolationsregel des bilinearen Polynoms. Eine Triangulation des Gitters sollte
demnach die bilinearen Polynome in den Gitterzellen bestm

oglichst ann

ahern.
In der Praxis ist einem DGM-Nutzer die in der Gitterzelle zu verwendende Interpolationsregel nicht immer
bekannt. Zus

atzlich kommt hinzu, dass die verf

ugbaren Geobasisdaten-DGM (bundesweit) unterschiedliche Git-
terweiten aufweisen (vgl. Endrullis, 2000; Harbeck, 2000a) und im ATKIS-OK nicht speziziert ist, mit
welcher Interpolationsvorschrift in den Gitterzellen gearbeitet werden soll. Es wird vielmehr nur angegeben,
dass die Gitterweite in Abh

angigkeit von der Gel

andestruktur 25 m oder 50 m betragen soll (AdV, 1995). Die
aktuelle Kategorisierung der AdV f

ur DGM mit der besten Qualit

atsstufe (DGM5/10) speziziert als Gitter-
weite \bis 20 m" (vgl. Abs. 2.4.5; Harbeck, 2000a). Da Geobasisdaten-DGM i. Allg. landesweit mit festen
Gitterweiten bereitgestellt werden (sollen), k

onnen sich die Gitterweiten nur bedingt an den lokal vorhandenen
Gel

andestrukturen orientieren. Insofern ist kritisch zu hinterfragen, ob durch eine Triangulation eine Interpo-
lationsvorschrift approximiert werden kann bzw. soll. Es kann nur mit Einschr

ankungen angenommen werden,
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dass sich die Gitterweite eines Gitter-DGM an der lokalen Gel

andestruktur orientiert und damit das Gel

ande
in der Gitterzelle durch eine vorzugebende Interpolationsvorschrift, z. B. das bilineare Polynom, bestm

oglichst
modelliert wird.
Aus dieser Diskussion ergibt sich, dass das theoretisch g

unstigste erg

anzende Vermaschungskriterium dasjenige
ist, welches die urspr

ungliche Berechnungsregel, mit der zwischen den Gitterst

utzpunkten interpoliert werden
soll, am besten approximiert. Daher soll hier der Ansatz der Approximation der bilineraren Polynome in den
Gitterzellen untersucht werden, da das bilineare Polynom h

aug als Berechnungsregel im DGM-Bereich verwen-
det wird (Abs. 5.4.2.2). Als Kriterium der Approximation des bilinearen Polynoms wurde das Volumen gew

ahlt,
d. h., die Dierenz der Summe der Dreiecksvolumina zum Volumen des bilinearen Polynoms in der Gitterzelle
wird minimiert. Als Gegen

uberstellung wird zus

atzlich auch eine Maximierung der Dierenz vorgestellt.
Die Interpolationsvorschrift eines Gitter-DGM ist jedoch nicht immer bekannt und man kann nicht allgemein
davon ausgehen, dass es sich dabei um das bilineare Polynom handelt. Daher sollen zus

atzlich erg

anzende Ver-
maschungskriterien untersucht werden, die unabh

angig von der originalen Interpolationsvorschrift sind. Ent-
sprechend analysieren sie nur die durch das triangulierte Gitter-DGM gebildete Ober

ache hinsichtlich ihrer
Eigenschaften. Als m

ogliche dreiecksbasierte Kriterien wurden oben das Volumen unter der Ober

ache, der
Ober

acheninhalt sowie die Neigung der Dreiecke bzw. die Rauhigkeit des Dreiecksnetzes identiziert. Sie sind
als dreiecksbasierte Parameter geometrisch anschaulich, es ist jedoch festzulegen, wie sie zur Aufstellung ei-
nes Gitterzellenparameters miteinander kombiniert werden sollen. F

ur das Volumen und den Ober

acheninhalt
ergeben sich durch Maximierung und Minimierung der Summen der Parameter leicht interpretierbare und an-
wendungsbezogene Kriterien, die entsprechend eingesetzt werden k

onnen (z. B. bei Massenermittlungen oder
r

aumliche Fl

achenberechnungen; Abs. 5.4.2.1 und Abs. 5.4.4). Die Verwendung einer Dierenz der Dreieckspara-
meter erscheint hier nur eingeschr

ankt sinnvoll und soll daher f

ur diese Parameter nicht untersucht werden. Die
Summe der Neigungen der Dreiecke im Dreiecksnetz bzw. die Rauhigkeit des Dreiecksnetzes l

asst sich aufgrund
der Eigenschaften der Delaunay-Triangulation nicht maximieren oder minimieren (Abs. 5.4.5). Es kann jedoch
z. B. die Verwendung der Dierenz der Dreiecksparameter erfolgen, da es hierf

ur eine Interpretationsm

oglichkeit
aus dem Bereich der Geomorphologie gibt (Erosion von Gel

andeober

achen, s. a. Abs. 5.5).
Als m

ogliches gitterzellenbasiertes Kriterium wurde die L

ange der r

aumlichen Diagonalen der Gitterzelle an-
gef

uhrt. Dieses Kriterium ist zwar auch geometrisch anschaulich, jedoch mehr abstrakter Natur, da sich nicht wie
bei den anderen dreiecksbasierten Kriterien direkt potenzielle Anwendungen aufzeigen lassen. Prinzipiell kann
das Kriterium als gitterzellenbezogener Parameter nur f

ur eine Minimierung oder Maximierung der Summe der
L

angen der Diagonalen im Dreiecksnetz verwendet werden, und m

ogliche Anwendungen sind z. B. bei Netzwerk-
analysen denkbar. Dies allein w

urde eine detaillierte Untersuchung jedoch nur mit Einschr

ankung rechtfertigen.
Es zeigen sich allerdings im Verlauf der Untersuchung der anderen Kriterien

ubergeordnete Zusammenh

ange
zwischen den Eigenschaften der Kriterien, so dass das Kriterium der L

ange der r

aumlichen Diagonalen der
Gitterzelle ebenfalls weiterf

uhrend untersucht wird (Abs. 5.4.3).
Da die mit den Kriterien entstehenden Ober

achen bestimmte Eigenschaften erhalten, kann man von Opti-
mierungskriterien f

ur die entstehenden Ober

achen sprechen. Mit diesen Untersuchungen k

onnen entsprechend
auch die Eigenschaften der Ober

achen von triangulierten Gitter-DGM analysiert werden.
5.4.2. Volumen-Optimierung
5.4.2.1. Maximales und minimales Volumen
Ein Kriterium zur Entscheidung, welche Dreieckskombination gew

ahlt werden soll, kann aus den Volumina
abgeleitet werden, die sich durch die Dreiecke bezogen auf einen bestimmten Horizont bilden. Das Volumen
eines Dreiecksprismas wird nach Formel 5.2 berechnet, als Beispiel dient das Dreieck 4
1
in Abbildung 5.13.
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Entsprechend ergeben sich die Volumina der Dreiecke 4
2
, 4
3
und 4
4
nach den Gleichungen 5.3:
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Kombiniert man die Volumina entsprechend den Dreieckskombinationsm

oglichkeiten von Abbildung 5.13, so
ergeben sich die Formeln 5.4 und 5.5 f

ur die Kombinationen A und B:
Fall A: V
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Fall B: V
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Aus ihnen ist ersichtlich, dass sich die Volumina der Dreieckskombinationen A und B i. Allg. unterscheiden und
damit mehrere Entscheidungskriterien m

oglich sind. Zum einen kann das Volumen innerhalb der Gitterzelle
minimiert oder maximiert werden. Ein weiteres Kriterium wird im Zusammenhang mit der Approximation des
bilinearen Polynoms in der Gitterzelle in Abschnitt 5.4.2.2 vorgestellt.
Abbildung 5.15 zeigt die nach Maximierung und Minimierung des Gesamtvolumens optimierten Triangula-
tionen von Abbildung 5.14. Auf einen ersten Blick zeigt sich in Abbildung 5.15 erwartungsgem

a, dass die
minimales Volumenmaximales Volumen
Gitterzelle mit neutralem Fall (keine Entscheidungsmöglichkeit)
Abbildung 5.15.: Optimierung des Volumens.
Ausrichtung der Diagonalen bei korrespondierenden Zellen dieriert. Dies ist jedoch nicht immer der Fall. Zur
leichteren Identikation wurden in Abbildung 5.15 Zellen, in denen die Ausrichtung der Diagonalen in bei-
den Teilabbildungen gleich, durch Punkte hervorgehoben. In ihnen ist keine Entscheidung m

oglich, da sich f

ur
beide Kombinationsm

oglichkeiten der Dreiecke das gleiche Volumen ergibt. Auf sie wird in Abschnitt 5.4.2.3
detaillierter eingegangen.
Zus

atzlich werden aufgrund der geometrischen Anschaulichkeit des Optimierungskriteriums in Tabelle 5.1 ei-
nige Kenngr

oen zu dem Beispiel angegeben. Die Angabe der absoluten extremalen Volumina ist wenig aus-
sagekr

aftig, da diese sich auf einen gew

ahlten Horizont (hier Normal Null) beziehen und daher in ihrer Gr

oe
direkt davon abh

angig sind. Interessanter ist die Dierenz zwischen beiden Werten bzw. die mittlere Zellendif-
ferenz. Unter Ber

ucksichtigung der Gr

oe des Gebietes (1 km
2
) zeigt sich, dass die Ober

achen im Mittel einen
vertikalen Abstand von rund 0.17 m aufweisen.
Tabelle 5.1.: Zahlenbeispiel f

ur die Volumenoptimierung.
Kenngr

oe Volumen [m
3
]
maximales Volumen 1:044738  10
8
minimales Volumen 1:043009  10
8
Gesamtdierenz 173900.0
mittl. Zellendierenz 108.7
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5.4.2.2. Optimierung der Volumendierenz zum bilinearen Polynom
Neben dien absoluten Volumenbetrachtungen soll nun die Dierenz zwischen der jeweiligen Summe der einzelnen
Dreiecksvolumina und dem Volumen unter der bilinearen Fl

ache in der Gitterzelle betrachtet werden. Dies
geschieht vor dem Hintergrund, das bilineare Polynom als Interpolationsregel innerhalb der Gitterzelle durch
Minimierung der Dierenz bestm

oglichst zu approximieren. Als direkte Vergleichsm

oglichkeit wird zus

atzlich
die maximale Volumendierenz behandelt.
Die KoeÆzienten a
ij
des bilinearen Polynoms k

onnen mit dem linearen Gleichungssystem 5.6 eindeutig aus den
Gitterzellenpunkten berechnet werden:
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Zur L

osung von Gleichung 5.6 wurde als Vereinfachung ein lokaler gitterzellenbezogener ebener Koordinatenur-
sprung in die linke untere Ecke der Zelle gelegt. Damit ergeben sich die PolynomkoeÆzienten a
ij
in Gleichung 5.7:
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Das Volumen unter der bilinearen Fl

ache V
b
berechnet sich nach Gleichung 5.8:
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Setzt man hier die PolynomkoeÆzienten von Formel 5.7 ein, so stellt sich V
b
in Abh

angigkeit der Gitterweite d
und der H

ohen z
i
wie in Gleichung 5.9 angegeben dar.
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Damit ergeben sich f

ur die F

alle A und B die folgenden Kennwerte, die f

ur eine bestm

ogliche Approximation
des bilinearen Polynoms in der Gitterzelle minimiert werden m

ussen (Gl. 5.10(1) und 5.10(2)):
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Fall B: ÆV
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Abbildung 5.16 links zeigt die demnach g

unstigste Ann

aherung des bilinearen Polynoms in den Gitterzellen von
Abbildung 5.14, rechts bendet sich zwecks Vergleich die Triangulation mit der Maximierung der Volumendie-
renz. Das Ergebnis unterscheidet sich beim rein optischen Vergleich deutlich vom vorherigen in Abbildung 5.15
und

uberrascht durch die scheinbar einheitliche Ausrichtung der Diagonalen. Bei genauer Betrachtung zeigen
sich jedoch einzelne Abweichungen. Ebenso wie in Abbildung 5.15 sind diejenigen Gitterzellen hervorgehoben,
in denen keine Entscheidung m

oglich ist.
Tabelle 5.2 gibt einen

Uberblick

uber die mit diesen Triangulationen verbundenen Kenngr

oen. Interessant dabei
ist, dass sich das Gesamtvolumen der Triangulation bei einer Maximierung oder Minimierung der Dierenz nur
sehr gering unterscheidet von dem Volumen, das sich aus der Summe der bilinearen Einzelvolumina ergibt. Das
bedeutet, dass die Gesamtsumme der bilinearen Volumina imMittel durch die Triangulationen gut approximiert
wird. Betrachtet man die gemittelte absolute Einzeldierenz f

ur die Minimierung der Dierenzen, so zeigt sich,
dass die Approximation des bilinearen Polynoms in der Gitterzelle durch die Triangulation zu einer Ober

ache
f

uhrt, die im Mittel einen vertikalen Abstand von rund 0.27m zur bilinearen Fl

ache hat. Dies kann als mittlerer
H

ohenfehler der Triangulation gegen

uber den bilinearen Fl

achen in den Gitterzellen aufgefasst werden. Ein
entsprechend gr

oerer mittlerer H

ohenfehler ergibt sich durch die Maximierung der Dierenz, die hier jedoch
nicht weiter diskutiert werden soll.
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Tabelle 5.2.: Zahlenbeispiel f

ur die Optimierung der Volumendierenz.
Kenngr

oe Volumen [m
3
]
Summe der bilinearen Einzelvolumina 1:043761  10
8
Minimierung der Dierenzen
Summe der Einzeldierenzen zu den bil. Volumina  8984:4
mittl. Zellendierenz -5.6
Summe der absoluten Einzeldierenzen zu den bil. Volumina 434750:0
mittl. absolute Zellendierenz 271.7
Maximierung der Dierenzen
Summe der Einzeldierenzen zu den bil. Volumina  12578:1
mittl. Zellendierenz -7.9
Summe der absoluten Einzeldierenzen zu den bil. Volumina 608650:0
mittl. absolute Zellendierenz 380.4
Minimale Volumendifferenzen
zu lokalen bilinearen Polynomen
Maximale Volumendifferenzen
zu lokalen bilinearen Polynomen
Gitterzelle mit neutralem Fall (keine Entscheidungsmöglichkeit)
Abbildung 5.16.: Optimierung der Volumendierenz zu den lokalen bilinearen Polynomen.
5.4.2.3. Der neutrale Fall der Volumenoptimierung
Da mit den diskutierten Kriterien Entscheidungsm

oglichkeiten beim Auftreten von neutralen F

allen bei der De-
launay-Triangulation und im Speziellen bei der Triangulation von Quadratgittern untersucht werden sollen,
stellt sich die Frage, in welchen Situationen die vorgestellten Kriterien nicht greifen, wann also ein neutraler
Fall f

ur ein Optimierungskriterium vorliegt.
Im Fall der Volumenoptimierung bedeutet dies, die Formeln 5.4 und 5.5 gleichzusetzen, dies ergibt Glei-
chung 5.11:
1
6
(2z
1
+ z
2
+ 2z
3
+ z
4
) d
2
=
1
6
(z
1
+ 2z
2
+ z
3
+ 2z
4
) d
2
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Multiplikation mit 6 bzw. Division durch d
2
und Sammlung aller Terme auf einer Seite ergibt Gleichung 5.12,
deren L

osung die neutralen F

alle der Volumenoptimierung beschreibt.
z
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  z
4
= 0 (5.12)
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Diese Gleichung l

asst sich umformen zu den Gleichungen 5.13(1) und 5.13(2)
z
1
  z
2
= z
4
  z
3
(1) und z
1
  z
4
= z
2
  z
3
(2); (5.13)
aus denen zu erkennen ist, dass es sich bei den neutralen F

allen der Volumenoptimierung um die F

alle handelt,
bei denen die vier Punkte einer Gitterzelle koplanar sind. Dies ist geometrisch einfach vorstellbar, da in diesem
Fall jede Dreieckskombination das gleiche Volumen hat.
Da das Volumen des bilinearen Polynoms in einer Gitterzelle eindeutig bestimmt ist, ergeben sich f

ur die neu-
tralen F

alle der Minimierung oder Maximierung der Dierenzen zwischen der Volumensumme der Dreiecke und
den jeweiligen bilinearen Volumen in den Gitterzellen die gleichen neutralen F

alle. Eine gesonderte Betrachtung
ist daher nicht notwendig.
5.4.3. L

ange der Raumdiagonalen
5.4.3.1. Die L

ange der Raumdiagonalen als Optimierungskriterium
Als n

achstes Optimierungskriterium soll die L

ange der Raumdiagonalen s in der Gitterzelle untersucht werden,
die f

ur die F

alle A und B nach mehrfacher Anwendung des Satzes von Pythagoras mit den Formeln 5.14(1) und
5.14(2) berechnet werden:
Fall A: s =
p
2d
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+ (z
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2
; (1) und Fall B: s =
p
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2
+ (z
4
  z
2
)
2
: (2) (5.14)
Die beiden Raumdiagonalen sind i. Allg. nicht identisch, und es kann ein Entscheidungskriterium aufgestellt
werden. Die Summe der Diagonalen kann minimiert oder maximiert werden. Abbildung 5.17 zeigt die nach
diesen Kriterien optimierten Triangulationen von Abbildung 5.14. Aufgrund der eher abstrakten Eigenschaften
dieses Optimierungskriteriums wird auf die Wiedergabe der numerischen Werte verzichtet. Im Vergleich mit
den Ergebnissen aus der Optimierung des Volumens (Abb. 5.15 u. Abb. 5.16) ist allein aus der r

aumlichen
Verteilung der neutralen F

alle zu sehen, dass die bisher vorgestellten Kriterien unterschiedliche Triangulationen
hervorbringen. Die analytische Betrachtung der neutralen F

alle dieses Kriteriums erfolgt im n

achsten Abschnitt.
maximale räumliche Diagonalen minimale räumliche Diagonalen
Gitterzelle mit neutralem Fall (keine Entscheidungsmöglichkeit)
Abbildung 5.17.: Optimierung der Raumdiagonalen.
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5.4.3.2. Neutrale F

alle der Optimierung der L

ange der Raumdiagonalen
Gleichsetzen der Formeln 5.14(1) und 5.14(2) f

uhrt zu der Gleichung 5.15:
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Quadrieren der Gleichung, Subtraktion von 2d
2
und Sammlung der Terme auf der linken Seite f

uhrt zu Glei-
chung 5.16.
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Diese kann man unter Nutzung der Binomischen Formeln au

osen zu Gleichung 5.17.
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Au

osen der Klammern sowie zweimalige Multipikation des Ausdrucks mit  1 f

uhrt zu Gleichung 5.18:
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Das heisst, ein neutraler Fall der Optimierung der L

ange der Raumdiagonalen ist gegeben, wenn einer der beiden
Klammerausdr

ucke in Gleichung 5.18 identisch Null wird. Geometrisch interpretiert versagt das Kriterium der
L

ange der Raumdiagonalen also, wenn die H

ohendierenzen der diagonal gegen

uberliegenden Punkte identisch
sind.
5.4.4. Der Fl

acheninhalt der r

aumlichen Dreiecke
5.4.4.1. Optimierung des r

aumlichen Fl

acheninhalts
Der r

aumliche Fl

acheninhalt der Dreiecke kann unter Verwendung des Vektorproduktes berechnet werden. Der
Betrag des Vektorproduktes ab entspricht dem Fl

acheninhalt des von a und b aufgespannten Parallelogramms,
somit entspricht der Fl

acheninhalt F
4
i
des r

aumlichen Dreiecks 4
i
der H

alfte des Betrags des Vektorproduktes,
das aus zwei Dreiecksseiten gebildet wird. Zur Behandlung des Vorzeichens des Vektorproduktes wird dessen
Skalarprodukt mit sich selber berechnet, zur weiteren Berechnung kann die Identit

at von Lagrange angewendet
werden. Damit ergibt sich Gleichung 5.19.
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wobei a
4
i
und b
4
i
aus den Dierenzenvektoren zu den Dreieckseckpunkten errechnet werden (s. Gl. 5.20 als
Beispiel f

ur 4
1
).
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F

ur die einzelnen Dreiecke in Abbildung 5.13 ergeben sich unter Einf

uhrung des lokalen Koordinatenursprungs
in der linken unteren Ecke der Gitterzelle und der Gitterweite d (s. o.) die Fl

acheninhalte in den Formeln 5.21.
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Es zeigt sich, dass die Kombinationen A und B aus den Dreiecken in Abbildung 5.13 i. Allg. nicht den gleichen
Ober

acheninhalt haben. Man kann den Ober

acheninhalt der durch die Triangulation gebildeten Ober

ache
durch Wahl der entsprechenden Varianten A oder B, deren Ober

acheninhalte mit den Gleichungen 5.22 und 5.23
gegeben sind, minimieren bzw. maximieren.
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Fall B: F
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Abbildung 5.18 zeigt die nach diesen Kriterien optimierten Triangulationen von Abbildung 5.14, sie unterscheidet
sich vom Muster her deutlich von den bisherigen Optimierungsergebnissen (Abb. 5.15, Abb. 5.16 u. Abb. 5.17).
Allerdings zeigt sich, dass ein Groteil der neutralen F

alle der Optimierung des Ober

acheninhalts auch als
neutrale F

alle bei der Optimierung des Volumens bzw. der L

ange der Raumdiagonalen auftritt.
Minimaler Flächeninhalt
der Oberfläche
Maximaler Flächeninhalt
der Oberfläche
Gitterzelle mit neutralem Fall (keine Entscheidungsmöglichkeit)
Abbildung 5.18.: Optimierung des Ober

acheninhalts.
In Tabelle 5.3 werden aufgrund der geometrischen Anschaulichkeit des Kriteriums die Kenngr

oen der Trian-
gulationen aufgef

uhrt. Ber

ucksichtigt man, dass die ebene Fl

ache des Gebietes bereits 10
6
m
2
umfasst, so ist die
Dierenz gegeben

uber den berechneten Ober

achen mit rund 2% sehr gering. Sie k

onnte jedoch als Mazahl der
Bewegtheit des Gel

andes im Gebiet interpretiert werden. Dies soll hier jedoch nicht weiter ausgef

uhrt werden,
da hierzu vertiefende Untersuchungen und weitere vergleichende Studien mit anderen Testgebieten notwendig
w

aren. Wesentlich geringer als die Dierenz der Ober

achen zur Horizontalebene ist die Dierenz zwischen den
berechneten Fl

acheninhalten (weniger als 0.01 %).
Tabelle 5.3.: Zahlenbeispiel f

ur die Optimierung des Ober

acheninhalts.
Kenngr

oe Fl

acheninhalt [m
2
]
maximale Ober

ache 1020418.1
minimale Ober

ache 1020347.6
Gesamtdierenz 70.5
mittl. Zellendierenz 0.044
5.4.4.2. Neutrale F

alle der Optimierung des r

aumlichen Fl

acheninhalts
F

ur das Auftreten eines neutralen Falles bei der Optimierung des r

aumlichen Fl

acheninhalts muss die folgende
Gleichung 5.24 erf

ullt sein:
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: (5.24)
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Einsetzen der Formeln 5.21 in Gleichung 5.24 und multiplizieren des gesamten Ausdrucks mit 2 ergibt
p
d
4
+ d
2
((z
3
  z
2
)
2
+ (z
1
  z
2
)
2
) +
p
d
4
+ d
2
((z
1
  z
4
)
2
+ (z
3
  z
4
)
2
) =
p
d
4
+ d
2
((z
4
  z
1
)
2
+ (z
2
  z
1
)
2
) +
p
d
4
+ d
2
((z
4
  z
3
)
2
+ (z
2
  z
3
)
2
): (5.25)
Da es sich bei den Ausdr

ucken in den innersten Klammern jeweils um Dierenzen zwischen verschiedenen z
i
handelt, wird aus Platzgr

unden an dieser Stelle die folgende Notation bzw. Substitution 5.26 eingef

uhrt:
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Aufgrund der 2. Potenzen der Dierenzausdr

ucke im rechten Teil erh

alt man f

ur diese Ausdr

ucke immer ein
positives Vorzeichen, und es gelten die Gleichungen 5.27:
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Mit den Konventionen 5.26 bzw. Identit

aten 5.27 kann Gleichung 5.25 nach einigen elementaren Umformungen
als Gleichung 5.28 geschrieben werden, die unabh

angig von der Gitterweite d ist.
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Mehr Details zu den Einzelschritten dieser Umformung nden sich in einem anderen Zusammenhang in Anhang
A. Sammeln der Terme auf der linken Seite der Gleichung und Vertauschen einiger Indices (vgl. Gl. 5.27) ergibt
Gleichung 5.29.
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Hier k

onnen nun zwei Ausdr

ucke, n

amlich Æz
2
43
und Æz
2
12
, ausgeklammert werden, was zu Gleichung 5.30 f

uhrt:
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Dies kann weiter zusammengefasst werden zu Gleichung 5.31:
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Unter Verwendung der Binomischen Formeln kann dies aufgel

ost werden zu Gleichung 5.32:
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R

ucksubstitution der Kurznotation 5.26 f

uhrt zu Gleichung 5.33:
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Au

osen der Klammern ergibt Gleichung 5.34:
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Diese Gleichung wird mit 1 = ( 1)
2
multipliziert, und zwar jeweils der 2. und die 3. Klammerausdruck mit  1.
Weiter werden die Terme in den Klammern nach aufsteigenden Indices sortiert. Dies ergibt Gleichung 5.35:
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Betrachtet man diese Gleichung genauer, so stellt man fest, dass die 1. und die 3. Klammer identisch sind. Weiter
stellt der Ausdruck in diesen Klammern den neutralen Fall bei der Optimierung des Volumens dar (Gl. 5.12).
Auerdem handelt es sich bei der 2. sowie der 4. Klammer um die neutralen F

alle bei der Optimierung der
L

ange der Raumdiagonalen dar (Gl. 5.18). Damit ist bewiesen, dass die Menge der neutralen F

alle bei der
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Optimierung des Ober

acheninhalts der Vermaschung der Vereinigungsmenge der neutralen F

alle der Optimie-
rung des Volumens sowie der Optimierung der L

ange der Raumdiagonalen entspricht. Zusammengefasst kann
Gleichung 5.35 damit dargestellt werden als Gleichung 5.36:
(z
1
  z
2
+ z
3
  z
4
)
2
| {z }
s. Gl. 5.12
(z
1
+ z
2
  z
3
  z
4
)(z
1
  z
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  z
3
+ z
4
)
| {z }
s. Gl. 5.18
= 0: (5.36)
Ein graphischer Vergleich des Auftretens der neutralen F

alle ist in Abbildung 5.19 gegeben. Die Unterschie-
de zwischen den neutralen F

allen bei der Optimierung des Ober

acheninhalts einerseits und den neutralen
F

allen bei der Optimierung des Volumens bzw. der L

ange der Raumdiagonalen andererseits wurden mit einem
schwarzen Kreis hervorgehoben. Eine

Uberpr

ufung der mit schwarzen Kreisen markierten Zellen zeigte, dass die
Minimaler Oberflächeninhalt
Gitterzelle mit neutralem Fall (keine Entscheidungsmöglichkeit)
numerisch zunächst nicht detektierte Zelle mit neutralem Fall
bei der Volumenoptimierung
Abbildung 5.19.: Graphischer Vergleich der neutralen F

alle.
Dierenzen der Volumina f

ur die F

alle A und B in der Gr

oenordnung der letzten Stelle liegen und damit die
scheinbare Entscheidungsm

oglichkeit auf numerische Probleme zur

uckzuf

uhren ist. Dies liegt in der aufwendigen
Berechnung der Volumina. Damit zeigt sich, dass nicht alle neutralen F

alle bei der Optimierung des Volumens
mit den Formeln 5.4 und 5.5 detektiert werden. Eine numerisch bessere Detektierung der neutralen F

alle ist
direkt mit der Formel 5.12 (und f

ur die Optimierung der L

ange der Raumdiagonalen mit Formel 5.18) m

oglich,
da hier Originalgitterh

ohen derselben Gr

oenordnung addiert bzw. subtrahiert werden, mit denen direkt in
Abh

angigkeit von der numerischen Genauigkeit der gegebenen H

ohen ein Vergleich vorgenommen werden kann.
5.4.5. Lokale Optimierung der Dierenz der Ober

achenrauheiten
Eine Eigenschaft der Delaunay-Triangulation ist, dass sie die Sobolev-Semi-Norm, d. h. die Ober

achenrau-
heit der durch sie gebildeten Ober

ache, minimiert (Abs. 5.2.2; Rippa, 1990). Die Parameterdarstellung der
Ebenengleichung g
4
1
f

ur das Dreieck 4
1
in Abbildung 5.13 ergibt sich mit Formel 5.37:
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dabei stellen 
4
1
und 
4
1
die Gradienten der Ebene entlang der Koordinatenlinien f

ur das Dreieck 4
1
dar.
Entsprechend k

onnen die Ebenengleichungen f

ur die anderen Dreiecke aufgestellt werden. Die Sobolev-Semi-
Norm jgj
2
4
der Triangulation4 ergibt sich mit Formel 5.38 (Rippa, 1990):
jgj
2
4
=
n
4
X
i=1
jgj
2
4
i
; jgj
2
4
i
=
Z
4
i
"

@g
@x

2
+

@g
@y

2
#
dx dy: (5.38)
Das bedeutet, dass die Summe der in die Ebene projizierten Dreiecks

achen, die jeweils mit der Summe der
Quadrate der Gradienten des entsprechenden Dreiecks multipliziert werden, die Sobolev-Semi-Norm bildet.
Vereinfacht kann Formel 5.38 dann unter Verwendung von Formel 5.37 mit deren Anwendung auf alle Drei-
ecke und Ber

ucksichtigung der Gitterweite als Dierenz zwischen den Koordinatenwerten der Gitterzellen mit
Formel 5.39 dargestellt werden:
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) (5.39)
Die Beitr

age der einzelnen Dreiecke aus Abbildung 5.13 zur Gesamtrauheit ergeben sich dann mit den For-
meln 5.40:
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Dabei wurde zur Vereinfachung f

ur die Gitterzelle ein lokaler ebener Koordinatenursprung in der linken unteren
Ecke angenommen. Bildet man nun entsprechend der m

oglichen Dreieckskombinationen aus Abbildung 5.13
mit 4
1
und 4
2
sowie 4
3
und 4
4
die Summen der Einzelrauheiten, so stellt man fest, dass sich aufgrund der
Quadrierung der H

ohendierenzen die Gesamtsumme der Rauheiten, also die Gesamtober

achenrauheit der
Gitterzelle, auch im neutralen Fall nicht

andert, wie es bereits von Rippa (1990) bewiesen wurde. Allerdings
variieren die Einzelrauheiten aufgrund des wechselseitigen Auftretens der Quadrate der H

ohendierenzen un-
terschiedlich, so dass aus der Dierenz der Einzelrauheiten der Dreiecke einer Gitterzelle ein Kriterium zur
Beschreibung der lokalen Variation der Rauhigkeit innerhalb der Zelle abgeleitet werden kann.
Nimmt man also bei der Wahl der Diagonalen diejenige, deren assoziierte Dreieckskombination betragsm

aig
die geringere Dierenz bei den Einzelrauheiten aufweist, so erzielt man eine Minimierung der Streuung der loka-
len (gitterzellenbezogenen) Ober

achenrauheiten. Umgekehrt kann eine Maximierung der Streuung der lokalen
Ober

achenrauheiten erzielt werden (s. Gl. 5.41 und 5.42).
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Fall B: Æjgj
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Abbildung 5.20 stellt die nach diesen Kriterien optimierten Triangulationen von Abbildung 5.14 dar. Auf eine
Wiedergabe der numerischen Werte f

ur die Triangulation wird aufgrund des abstrakten Charakters des Opti-
mierungskriteriums verzichtet. Beim Vergleich mit den bisherigen Ergebnissen zeigt sich, dass sich bis auf zwei
Ausnahmen unterschiedliche Triangulationen ergeben, was sich bereits durch die Unterschiede in den Mustern
der neutralen F

alle zeigt. Nur beim Vergleich mit dem Kriterium Optimierung des r

aumlichen Fl

acheninhalts
der Dreiecke (Abs. 5.4.4) ndet sich ein identisches Muster bei den neutralen F

allen und jeweils zwei Triangula-
tionen sind identisch. Das Kriterium der Minimierung der lokalen Rauhigkeitsdierenz entspricht oensichtlich
dem Kriterium der Maximierung des Ober

acheninhalts, zumindest f

ur den Beispielsdatensatz. Entsprechend
gilt umgekehrt bei der lokalen Rauhigkeitsdierenz f

ur deren Maximierung, dass sie einer Minimierung des Ober-


acheninhaltes entspricht. Die beiden Kriterien k

onnen ineinander

uberf

uhrt werden. Der Beweis kann durch
elementare Umformungen erbracht werden und bendet sich in Anhang A. Aufgrund dieser Identit

at gelten die
Aussagen bzgl. der neutralen F

alle, die in Abschnitt 5.4.4.2 gemacht wurden.
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Maximale lokale Rauhigkeitsdifferenzen Minimale lokale Rauhigkeitsdifferenzen
Gitterzelle mit neutralem Fall (keine Entscheidungsmöglichkeit)
Abbildung 5.20.: Optimierung der lokalen Dierenz der Ober

achenrauheit.
5.4.6. Morphologische und numerische Aspekte der neutralen F

alle
Die Identit

aten zwischen Optimierungskriterien sowie deren Zusammenh

ange bei den neutralen F

allen wurden
bereits in den vorherigen Abschnitten dargestellt. An dem genutzten Testdatensatz zeigt sich, dass die neutralen
F

alle der Optimierungskriterien in Abh

angigkeit von der Gel

andeform auftreten (vgl. Abbildungen 5.15, 5.16,
5.17, 5.18, 5.19 und 5.20 mit der perspektiven Ansicht des Testdatensatzes, Abb. 2.5 links). In acheren Gebieten
zeigen sich mehr neutrale F

alle als in steileren Gebieten bzw. Hangbereichen. Dies ist auf die durch Rundung
eingeschr

ankte numerische Genauigkeit der H

ohen zur

uckzuf

uhren und die damit verbundene Tatsache, dass in
achen Gebieten die Wahrscheinlichkeit f

ur das Auftreten einer Konstellation mit einem neutralen Fall gr

oer
ist als in Hangbereichen. In diesem Beispiel wurde das DGM mit Zentimetergenauigkeit berechnet. F

ur eine
h

ohere Genauigkeit reduziert sich die Anzahl der neutralen F

alle der Optimierungskriterien entsprechend.
5.4.7. Der allgemeine neutrale Fall f

ur Delaunay-Triangulationen
F

ur die Vermaschung eines regelm

aigen Gitters ist es relativ einfach, die m

oglichen Triangulationen der Vier-
ecke (Quadrate) zu berechnen, da es nur 2 sind und die jeweilige Diagonale einfach umgeklappt werden kann.
Dieser Fall ist aufgrund seiner H

augkeit in Verbindung mit der Vermaschung von regelm

aigen Gittern von
hoher praktischer Relevanz. Will man die Optimierungskriterien bei Situationen anwenden, in denen mehr als 4
Punkte auf einem Dreiecksumkreis kozirkul

ar sind, so muss man alle m

oglichen Triangulationen eines Polygons
bestimmen, um f

ur diese jeweils das entsprechende Entscheidungskriterium zu berechnen.
5.4.7.1. Permutierte Triangulationen von n-Ecken
Damit stellt sich die Frage, wieviele unterschiedliche Triangulationen eines konvexen Polygons mit n Ecken
existieren. In Abbildung 5.6 wurde bereits angedeutet, dass f

ur ein F

unfeck mit kozirkul

aren Eckpunkten 5 ver-
schiedene Triangulationen existieren. Bildet man alle m

oglichen Kombinationen f

ur ein Sechseck bzw. Siebeneck,
ergeben sich 14 bzw. 42 verschiedene Triangulationen. Bei der entstehenden ganzzahligen Folge handelt es sich
um die Catalanischen Zahlen (benannt nach E. Catalan, auch Segner Zahlen genannt), die mit Gleichung 5.43
berechnet werden k

onnen.
C(n) =
 
2n
n

n+ 1
(5.43)
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Dabei wird mit der Catalanischen Zahl C(n) das n+ 2-Eck assoziert. Die Catalanischen Zahlen wurden bereits
1753 von Euler studiert, der das Problem der Triangulierung von Polygonen untersuchte (siehe auch Sloane
& Plouffe, 1995). Stanley (1999) gibt eine umfassende

Ubersicht

uber weitere Ph

anomene, die mit den
Catalanischen Zahlen beschrieben werden k

onnen. Tabelle 5.4 zeigt die ersten 12 Catalanischen Zahlen. Es zeigt
sich, wie schnell die Anzahl der m

oglichen Triangulation w

achst.
Tabelle 5.4.: Die ersten 12 Catalanischen Zahlen.
n Catalanische Zahl C(n) Bemerkung n Catalanische Zahl C(n) Bemerkung
0 1 per Denition 6 132 Achteck
1 1 Dreieck 7 429 Neuneck
2 2 Viereck 8 1430 Zehneck
3 5 F

unfeck 9 4862 Elfeck
4 14 Sechseck 10 16796 Zw

olfeck
5 42 Siebeneck 11 58786 Dreizehneck
5.4.7.2. Optimierungskriterien
Die vorgestellten Kriterien k

onnen in der Regel auf die F

alle mitmehr als 4 Punkten in einem Polygon

ubertragen
werden, allerdings m

ussen die Kriterien teilweise allgemeiner formuliert werden.
Regelm

aiges Vermaschungsmuster: Will man bei allen Gegebenheiten, bei denen 4 und mehr Punkte auf
einem Dreiecksumkreis kozirkul

ar sind, die Punkte auf dem Kreis immer nach dem gleichen topologischen
Muster miteinander kombinieren, so muss f

ur jedes n-Eck ein derartiges Vermaschungsmuster vorgegeben
werden. Das Ergebnis ist jedoch abh

angig von der Reihenfolge, mit der die Punkte in der Liste stehen, es
sei denn, man w

ahlt (willk

urlich) einen Punkt als Startpunkt, z. B. den s

udlichsten Punkt. Ebenso kann
eine andere maximale (oder minimale) Koordinate gew

ahlt werden. Falls man verschiedene Muster im
regelm

aigen Wechsel (siehe Schachbrettmuster) verwenden will, so ist entsprechend ein weiteres Muster
vorzugeben und im Wechsel zu verwenden, allerdings ist die r

aumliche Verteilung des Auftretens durch
die Anwendung vorgegeben.
Volumenoptimierung: Das Kriterium der Volumenoptimierung kann unter der Vorgabe verwendet werden,
dass alle Triangulationskombinationen bestimmt und deren Volumina berechnet werden k

onnen. Ggf. ist
diejenige Triangulation w

ahlen, deren Volumen dem Mittel aus allen Volumina am n

achsten liegt.
Optimierung der Volumendierenz zu einem bilinearen Fl

achenpolynom: Eine

Ubertragung dieses Ansatzes
auf den allgemeinen Fall ist aufgrund der einhergehenden Integration aufwendig. Dabei muss man das
konvexe Polygon der kozirkul

aren Punkte des betreenden Dreiecksumkreises in einen oberen und einen
unteren Teil zerlegen, um getrennt deren Integration durchf

uhren zu k

onnen. Deren Dierenz bildet den
Vergleichswert zur Entscheidung, welche Konstellation des triangulierten Polygons verwendet werden soll.
Optimierung der Summe der L

angen der r

aumlichen Diagonalen: Dieses Kriterium wird erweitert und geht

uber in das Kriterium, das die Summe der r

aumlichen L

angen der (internen) Kanten innerhalb der konve-
xen H

ulle des Polygons darstellt, da bei einem F

unfeck bereits zwei innere Kanten existieren und es keine
eindeutige Diagonale mehr gibt.
Optimierung des Ober

acheninhalts: Das Kriterium der Optimierung des Ober

acheninhalts kann wie das
Kriterium der Volumenoptimierung ohne

Anderung verwendet werden. Ggf. ist diejenige Triangulation zu
w

ahlen, deren Ober

ache dem Mittel aus allen Ober

achen am n

achsten liegt.
Optimierung der lokalen Dierenz der Ober

achenrauhigkeit: Das Kriteriummuss aufgrund der h

oheren An-
zahl von Dreiecken erweitert werden. F

ur jede m

ogliche Triangulation muss die Varianz des Rauhigkeits-
mittelwertes berechnet werden, insofern kann an dieser Stelle von dem Kriterium der lokalen Varianz der
mittleren Ober

achenrauhigkeit gesprochen werden. Ein Beweis, dass dieses Kriterium wie beim oben be-
schriebenen Fall

Aquivalenzen mit dem Kriterium des Ober

acheninhalts aufweist, ist bisher nicht erfolgt.
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5.4.7.3. Algorithmische Behandlung des allgemeinen neutralen Falls in Delaunay-Triangulationen
Bei Verwendung eines Optimierungskriteriums muss ein Bewertungswert f

ur alle m

oglichen Triangulationen be-
rechnet werden. Die Herleitung aller m

oglichen Triangulationen von n kozirkul

aren Punkten kann z. B.

uber die
Aufstellung aller m

oglichen Kantenmengen erfolgen, deren Kanten innerhalb des n-Ecks liegen. Dabei geh

oren
nur diejenigen Kantenmengen zu einer g

ultigen Triangulation des n-Ecks, deren Schnittpunkte alle auf dem
(konvexen) Umringspolygon liegen. Diese L

osung ist jedoch aufgrund der damit einhergehenden Permutation
der Kantenmenge und der Mengenoperationen nicht eÆzient. Eine bessere Methode basiert auf den m

oglichen
Variationen von Bin

arb

aumen, die ebenfalls mit den Catalanischen Zahlen beschrieben werden (z. B. Grimaldi,
1994). Jede Variation ist dabei einer Triangulation zuzuordnen.
5.5. Kritische Diskussion
Der vorgestellte Algorithmus zur Triangulation von Quadratgitter-DGM mit Strukturinformation stellt eine eÆ-
ziente Methode dar, um derartige Datenstrukturen zu triangulieren, da er bereits bestehende topologische Eigen-
schaften vorteilhaft verwendet. Aufgrund seiner Anforderungen an die Eingangsdaten kann er bestehende Ver-
fahren, die f

ur unregelm

aige Punkthaufen mit Strukturinformation entwickelt wurden, nicht ersetzen. Er stellt
eine Erg

anzung dar. Der Einsatz von allgemeinen Delaunay-Triangulationsalgorithmen ist f

ur Quadratgitter-
DGM nicht sinnvoll, da diese f

ur eine eÆziente Vorgehensweise bei der Vermaschung erst eine Sortierung der
Daten vornehmen oder eine Suchstruktur f

ur das inkrementelle Einf

ugen von Punkten aufbauen m

ussen. Dies
ist mit dem vorgestellten Algorithmus nicht notwendig.
Mit dem neu entwickelten Algorithmus und der von ihm aufgebauten Datenstruktur kann ein Dreieck oder eine
Kante schnell gefunden werden, in das oder auf die ein einzuf

ugender Punkt f

allt. Diese Eigenschaft wird bereits
hier verwendet und ist f

ur Kapitel 6 von Bedeutung.
Ein Nachteil des Verfahrens ist, dass eine groe Anzahl von Dreiecken gebildet wird, die nur wenig zur Be-
schreibung der Gel

andeober

ache beitragen. Dieser Aspekt betrit die grunds

atzliche Beurteilung der Vor- und
Nachteile der Gitterdatenstruktur und der Dreiecksdatenstruktur sowie der Methoden zu ihrer

Uberf

uhrung und
soll hier nicht ausgef

uhrt werden. Es existieren verschiedene Vorgehensweisen zur Ausd

unnung von Gel

andeda-
ten mittels Triangulationen. Eine davon wurde exemplarisch in Abschnitt 5.2.2 beschrieben. Die Entwicklung
eines weiteren Verfahrens ist nicht Gegenstand dieser Arbeit, hierzu nden sich Untersuchungen u. a. bei Lenk
& Kruse (2001), Garland & Heckbert (1995), Polis et al. (1995, 1994) und Heller (1990).
F

ur die Wahl der Diagonalenrichtung innerhalb einer Gitterzelle wurden anschauliche Kriterien vorgestellt. Sie
wurden theoretisch sowie anhand eines Testdatensatzes miteinander verglichen. Es stellt sich die Frage, welches
von den Kriterien zu bevorzugen ist.
Auch f

ur die vorgestellten Kriterien kann es zum neutralen Fall kommen. Wenn ein neutraler Fall eines Opti-
mierungskriteriums auftritt, so kann dieser dadurch behoben werden, dass ein anderes Optimierungskriterium
benutzt wird, das in der betreenden Gitterzelle keinen neutralen Fall aufweist. Wenn kein weiteres Kriteri-
um zur Verf

ugung steht wie im Fall der ebenen Gitterzelle, so muss auf eine Konvention bei der Orientierung
der Diagonalen bzw. ein regelm

aiges Vermaschungsmuster zur

uckgegrien werden (siehe Abs. 5.4.1, 5.4.2.3
und 5.4.7.2). Eine Konvention hat beim Ausrichten der Diagonalen keinen \neutralen Fall". Die geringste An-
zahl an neutralen F

allen zeigt sich f

ur das Kriterium L

ange der Raumdiagonalen (22). F

ur das Kriterium
Volumenoptimierung gibt es 31 Gitterzellen mit dem numerischen neutralen Fall bei Verwendung der For-
meln 5.4 und 5.5 bzw. 37 neutrale F

alle bei Verwendung von Formel 5.12. Die Kriterien Lokale Optimierung
der Dierenz der Ober

achenrauheit bzw. Optimierung des r

aumlichen Fl

acheninhalts der Dreiecke ergeben in
dem Testdatensatz noch eine Anzahl von 54 Gitterzellen mit dem neutralen Fall. Eine m

ogliche Entscheidung
ist, das Kriterium mit der minimalen Anzahl von neutralen F

allen zu verwenden. Aus den praktischen Untersu-
chungsergebnissen kann jedoch bisher keine allgemein g

ultige Entscheidung getroen werden, welches von den
Kriterien die geringste Anzahl an neutralen F

allen aufweist.
Die Entscheidung

uber die Verwendung eines der Optimierungskriterien kann z. B. projektbezogen gef

allt wer-
den. Bei Kriterien, f

ur die Maxima und Minima berechnet werden, k

onnen diese als Indikatoren f

ur die Streuung
der Parameter verwendet werden. F

ur Volumina ist dies bei Massenberechnungen denkbar, f

ur die L

ange der
Raumdiagonalen bei Netzwerkberechnungen im Dreiecksnetz, f

ur den Ober

acheninhalt bei Anwendungen, die
sich auf die Ober

ache des Gel

andes beziehen (Evaporation etc.). Es ist ggf. zu pr

ufen, ob die Abweichungen
der Extrema voneinander so gro sind, dass sie von Relevanz sind (vgl. Tabellen 5.1, 5.2 und 5.3).
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Eine Interpretation des Kriteriums der Minimierung oder Maximierung der lokalen Rauhigkeitsdierenz ist mit
demMinimum-Prinzip der Energie m

oglich (z. B. Falk & Ruppel, 1976). Nach diesem Prinzip versuchen alle
Systeme, einen Zustand der minimalen Energie zu erreichen. F

ur die Gel

andeober

ache ist dies durch Erosions-
vorg

ange gegeben. Die Energie eines Reliefs kann durch die Dierenz von maximalemund minimalemH

ohenwert
einer Fl

acheneinheit oder bei starker Verringerung der Fl

achengr

oe mit der Hangneigungsst

arke beschrieben
werden (Leser et al., 1987). Die Summe der Rauhigkeiten innerhalb der Gitterzelle ist nach Rippa (1990)
konstant, dies wurde hier mit den Gleichungen 5.40 best

atigt. Die Energie der Gesamtgitterzelle ist konstant.
W

ahlt man die maximale Rauhigkeitsdierenz als Kriterium, so erzielt ein Dreieck ein Minimum an Neigung
und Energie, w

ahrend das andere eine maximale Neigung und Energie hat. Die entstehende Ober

ache hat
nicht nur die lokal maximale Rauhigkeitsdierenz, sie bildet eine Ober

ache mit lokal minimaler Fl

ache. Hier
nden sich vergleichbare Ph

anomene in der Physik, dass z. B. eine Seifenblase (Ann

aherung an eine Kugel)
dazu tendiert, mit minimaler Ober

ache ein Maximum an Volumen zu umschlieen. Die Kugel bildet auch
eine Grundgur f

ur die Approximation der Erdober

ache. Aufgrund dieser Argumentation kann die Maximie-
rung der lokalen Rauhigkeitsdierenz mit der einhergehenden Minimierung des lokalen Ober

acheninhalts als
Zielkriterium gew

ahlt werden.
Eine andere M

oglichkeit der theoretischen Beurteilung der Kriterien kann mit Methoden der Signaltheorie
bzw. digitalen Bildverarbeitung erfolgen. Ein Quadratgitter-DGM kann als Diskretisierung des stetigen Reliefs
aufgefasst werden. Nach B

ahr (1991) kann unter der Annahme, dass die Grenzfrequenz der Abtastung des
Reliefs richtungsunabh

angig angesetzt wird, dessen verlustfreie Wiederherstellung bzw. eine Interpolation an
den Koordinaten (x; y) zwischen Abtastwerten zur Wiederherstellung der kontinuierlichen Funktion f(x; y) mit
Formel 5.44 erfolgen:
f(x; y) =
n=+1
X
n= 1
m=+1
X
m= 1
f(n;m)
sin(
x

  n)  sin(
y

  m)
(
x

  n)  (
y

  m)
(5.44)
Dabei entspricht  der Periode der Diracimpulsfolge, n und m sind Indices der Abtastung und die f(n;m)
stellen die Abtastwerte (Gitterh

ohen) in den Abtastpunkten dar. Theoretisch ist jeder interpolierte Funktions-
wert von allen Abtastwerten abh

angig (B

ahr, 1991). Da dies in der Realit

at zu nicht vertretbarem Aufwand
f

uhrt, werden in der Praxis verschiedene Vereinfachungen von Formel 5.44 angesetzt. Diese werden u. a. von
J

ahne (1995) beschrieben. Es zeigt sich, dass eine gen

aherte Wiederherstellung u. a. mit einem bilinearen Poly-
nom m

oglich ist, das aus den umgebenden Gitterpunkten berechnet wird. Weitere Details und sich einstellende
Eekte bei dieser Art der Bildwiederherstellung nden sich u. a. bei J

ahne (1995) und B

ahr (1991) und sollen
hier nicht vertieft werden. Auf der Grundlage dieser Betrachtungen kann von den vorgestellten Optimierungs-
kriterien dasjenige als g

unstigstes eingesch

atzt werden, das die lokale Volumendierenz innerhalb der Gitterzelle
minimiert. Mit diesem wird eine Approximation der lokalen bilinearen Fl

achen vorgenommen, die eine gen

aherte
Wiederherstellung des Reliefs gew

ahrleistet. Damit ist ein Zusammenhang mit der Verwendung des bilinearen
Polynoms als Interpolationsregel innerhalb der Gitterzellen aufgezeigt.
Aus diesen unterschiedlichen Interpretationsm

oglichkeiten ist ersichtlich, dass mit den bisherigen

Uberlegungen
keine abschlieende Bewertung der Optimierungskriterien vorgenommenwerden kann. Hierzu sind weiterf

uhren-
de Untersuchungen bzw. Informationen bei einer konkreten Anwendung (z. B. Metadaten des DGM-Datensatzes)
notwendig. Die bisher vorgestellten Kriterien waren lokaler Natur und bezogen sich nur auf den Bereich einer
Gitterzelle. Die detaillierte Betrachtung erfolgte f

ur den einfachen, in der Praxis h

aug vorkommenden Fall
der Gittertriangulation. Neben weiteren lokalen Kriterien (inklusive der gegenseitigen Abh

angigkeiten) sowie
einer eingehenden Untersuchung der neutralen F

alle mit mehr als vier kozirkul

aren Punkten sind auch globalere
Zusammenh

ange im Relief untersuchungsw

urdig, z. B. Abusseigenschaften im Kontext von

Uberutungssimu-
lationen.
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Nachdem imKapitel 5 ein eÆzientes Verfahren f

ur die Triangulation von Geobasisdaten-DGM vorgestellt wurde,
gilt es nun zu untersuchen, wie eine Integration von DSM und dem triangulierten DGM vorgenommen werden
kann. Da es sich bei dem eingef

uhrten Begri des TIN um ein allgemeines triangulated irregular network handelt
und hier neben dem DGM auch das integrierte Modell in TIN-Form angesprochen wird, ist eine Dierenzierung
notwendig. Unter dem DGM-TIN wird das triangulierte DGM verstanden, das DGM-DSM-TIN bildet das
integrierte Modell.
In Abschnitt 6.1 wird zun

achst ein

Uberblick

uber einige Verfahren der Modikation von Dreiecksnetzen aus
der algorithmischen Geometrie gegeben, die f

ur sp

atere Betrachtungen von Interesse sind. Es folgt eine Diskus-
sion der bereits existierenden Verfahren der Integration von triangulierten DGM und DSM in Abschnitt 6.2.
Aus diesen Untersuchungen resultierend wird in Abschnitt 6.3 ein entsprechendes Datenmodell vorgestellt. Zu
dessen Realisierung wird in Abschnitt 6.4 ein neuer Algorithmus entwickelt. Eine geometrische Analyse der Er-
gebnisse des Algorithmus zeigt, dass er zur Bildung von redundanten Daten f

uhrt. Daher wird in Abschnitt 6.5
eine weitere Bedingung an das integrierte Datenmodell gestellt. Der neue Algorithmus wird in Abschnitt 6.6
an diese Anforderung angepasst. Ein Vergleich der neuen Algorithmen mit bestehenden Verfahren erfolgt in
Abschnitt 6.7. Eine allgemeine Diskussion des Ansatzes erfolgt in Abschnitt 6.8.
6.1. Algorithmen zur Modikation von Dreiecksnetzen
Bei der Integration von DGM-TIN und DSM muss das bestehende DGM-TIN modiziert bzw. erg

anzt und
erweitert werden. Dar

uber hinaus kann es bei weiteren Bearbeitungsschritten notwendig sein, Punkte innerhalb
einer bestehenden Triangulation zu l

oschen. Daher werden an dieser Stelle Verfahren zur Modikation von
Dreiecksnetzen in einem

Uberblick vorgestellt. Sie k

onnen in drei Klassen eingeteilt werden:
1. Verfahren mit Erh

ohung der St

utzpunktanzahl,
2. Verfahren ohne

Anderung der St

utzpunktanzahl und
3. Verfahren mit Verringerung der St

utzpunktanzahl des Dreiecksnetzes und Wiederherstellung von bestimm-
ten Eigenschaften der Triangulation.
Die Algorithmen der 3. Klasse sind im Kontext der Aktualisierung des integrierten Datenmodells von zentra-
lem Interesse. Der Aspekt wird in dieser Arbeit nicht behandelt. Betrachtungen zum L

oschen von Punkten in
Dreiecksnetzen mitWiederherstellung von bestimmten Eigenschaften der Triangulation nden sich z. B. bei De-
villers (1998),Buziek (1994),Midtb (1993),Heller (1990) oder Devijver & Dekesel (1982).Kl

otzer
(1997) untersucht die Operationen des L

oschens von Punkten bzw. Kanten im Kontext der Fortf

uhrung des in-
tegrierten Datenmodells.
Bei Verfahren, die eine Modikation des Dreiecksnetzes ohne

Anderung der St

utzpunktanzahl vornehmen (2.
Klasse), handelt es sich um diejenigen, die bereits in Abschnitt 5.2.3 im Zusammenhang mit der Integration
von Kanten in ein Dreiecksnetz vorgestellt wurden. Die grundlegende Operation bei einer sequentiellen Vor-
gehensweise (Buziek, 1994; 1990) ist das Umklappen der Diagonalen eines konvexen Vierecks innerhalb der
Triangulation. Die andere Vorgehensweise l

oscht die von der zu integrierenden Kante geschnittenen Dreiecke
(und ggf. Kanten) der Triangulation, um die entstehenden, nicht notwendigerweise konvexen Polygone nach
bestimmten Vorgaben neu zu triangulieren (z. B. Shewchuk, 1997; Klein, 1995).
Umfassendere Betrachtungen zum Thema der Polygontriangulation nden sich z. B. bei O'Rourke (1998)
und de Berg et al. (1997). Da f

ur sp

ater zu erl

auternde Anwendungen die Polygontriangulation von Interesse
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ist, soll auf ein einfaches Verfahren detaillierter eingegangen werden. Dabei wird in einem geschlossenen, im
Gegenuhrzeigersinn orientierten Polygon von drei aufeinanderfolgenden Punkten der mittlere Punkt aus dem
Polygon abgetrennt, wenn dieser ein konvexer Punkt des Polygons ist und das durch den Punkt und seine
Nachbarn gebildete Dreieck keine weiteren Punkte des Polygons enth

alt (Ammeraal, 1997). Das abgetrennte
Dreieck wird auch als \Ohr" oder Ear bezeichnet (O'Rourke 1998).
Die Vorgehensweise wird durch Abbildung 6.1 veranschaulicht. In dem Beispiel wird zun

achst das Dreieck mit
5
3
2
4
1
Abbildung 6.1.: Polygontriangulation mit einem Diagonalen-Verfahren (aus Ammeraal, 1997).
den Punkten 1, 2 und 3 getestet und verworfen, weil es den Punkt 4 enth

alt. Als n

achstes wird die Kombination
2, 3 und 4 getestet und akzeptiert. Das Verfahren f

ahrt anschlieend mit dem Polygon 1-2-4-5 fort. EÆzientere
Verfahren zur Polygontriangulation, die eine Aufteilung des Polygons in Teilpolygone mit bestimmten Eigen-
schaften vornehmen, nden sich z. B. bei O'Rourke (1998) und de Berg et al. (1997) und sollen hier nicht
weiter vertieft werden, da sie nicht den Schwerpunkt der Arbeit bilden.
Verfahren der 1. Klasse der Modikation von TIN sind bei der Integration von DSM und DGM erforderlich.
Das Einf

ugen eines Punktes in eine bestehende Triangulation wird in Abschnitt 5.3.2 beschrieben. Es ist zu
ber

ucksichtigen, ob nach dem Einf

ugen des Punktes in ein Dreieck oder auf einer Kante bestimmte Eigenschaften
der Triangulation wieder hergestellt werden. Bei der Delaunay-Triangulation wird lokal das Delaunay-Kri-
terium wieder hergestellt. Egenhofer et al. (1989) f

ugen bei der Fortf

uhrung der simplizialen Komplexe nur
Punkte und die notwendigen Kanten ein und

andern ansonsten das lokale Dreiecksnetz nicht weitergehend. Nach
Bern & Eppstein (1995) werden Punkte, die zus

atzlich in eine Triangulation eingef

ugt werden, auch Stei-
ner-Punkte genannt (vgl. Worboys, 1995). Dieser Begri soll auch hier f

ur einzuf

ugende Punkte verwendet
werden.
Die Verfeinerung von Dreiecksnetzen ist das zentrale Thema der Arbeit von Shewchuk (1997). Dort ndet
sich eine umfangreiche Zusammenstellung von Verfahren, wie Triangulationen nach bestimmten Kriterien (ma-
ximal erlaubte Fl

ache von Dreiecken; maximal erlaubter kleinster Winkel, der eine Funktion des Verh

altnisses
Umkreisradius zu k

urzester Kante ist; etc.) optimiert werden k

onnen (vgl. auch Bern & Eppstein, 1995).
Stellvertretend soll hier das Verfahren von Ruppert (1995) beschrieben werden (Abb. 6.2), da dies gew

ahr-
leistet, dass eine Kante nach ihrer Teilung in der Triangulation repr

asentiert bleibt. Dies ist f

ur das Einf

ugen
einer DSM-Kante in eine Triangulation eine wichtige Forderung. Das Verfahren von Ruppert (1995) wurde
von Kl

otzer (1997) hinsichtlich seiner Eignung f

ur eine Integration von Landkarten und TIN untersucht (s.
Abs. 6.2.2).
b.) Schmale Dreieckea.) Beeinträchtigte Kanten
Abbildung 6.2.: Delaunay-Verfeinerung nach Ruppert (1995; aus Shewchuk, 1997).
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Der Algorithmus von Ruppert (1995) nimmt zwei Arten von Modikationen an einem Dreiecksnetz vor, bis
das Verh

altnis Dreiecksumkreise zu inzidenten Kanten f

ur die Dreiecke der Triangulation einen vorzugebenden
Grenzwert erf

ullt (vgl. Shewchuk, 1997). Der Grenzwert ist theoretisch beschr

ankt, dies ist hier nicht von
Interesse.
1. Der diametrale Kreis einer Kante ist der eindeutige kleinste Kreis, der die Kante enth

alt. Eine Kante wird
als beeintr

achtigt bezeichnet, wenn sich in ihrem diametralen Kreis ein weiterer Punkt der Triangulation
bendet. Jede beeintr

achtigte Kante wird in ihrem Mittelpunkt durch einen Steiner-Punkt geteilt. Die
zwei entstehenden Kanten haben kleinere diametrale Kreise und k

onnen weiterhin beeintr

achtigt sein. Es
erfolgt ggf. eine Rekursion.
2. Jedes schmale Dreieck, dessen Verh

altnis von Umkreisradius zu k

urzester Kante einen Grenzwert

uber-
schreitet, wird durch das Einf

ugen eines Steiner-Punktes in seinen Umkreismittelpunkt aufgeteilt. Es
wird aufgrund des Delaunay-Kriteriums gel

oscht bzw. modiziert. Falls der neue Punkt andere Kanten
beeintr

achtigt, wird er nicht eingef

ugt, sondern diese Kanten werden nach dem obigen Verfahren aufgeteilt.
Beeintr

achtigte Kanten haben gegen

uber schmalen Dreiecken Vorrang. F

ur weitere Details wird auf Shewchuk
(1997) verwiesen.
Durch das Verfahren ist gew

ahrleistet, dass eine geteilte Kante des initialen Dreiecksnetzes durch mehrere
Kanten im optimierten Dreiecksnetz repr

asentiert wird, wobei die Triangulation nach der Optimierung das De-
launay-Kriterium erf

ullt. Es muss ggf. ber

ucksichtigt werden, dass eine aus dem DSM eingef

ugte Kante nicht
nachtr

aglich durch das Einf

ugen weiterer Kanten gel

oscht wird. Ein weitere Teilung einer Kante hingegen ist
statthaft.
6.2. Konzepte und Realisierungen der Integration von triangulierten
DGM und DSM
6.2.1. Das Verfahren von Pilouk (1996) und verwandte Ans

atze
Der Ansatz von Pilouk (1996) stellt eine Erweiterung der single-value vector map (SVVM) und der formal data
structure (FDS) von Molenaar (1989) dar (vgl. auch Pilouk & Tempfli, 1994a; 1994b; 1993). Es werden
in der Arbeit Hinweise auf die Verwendung des Ansatzes mit multi-value vector maps (MVVM) (Pilouk &
Kufoniyi, 1994; vgl. Kufoniyi, 1995) gegeben, die hier nicht verfolgt werden. Die Arbeiten werden auch von
Kraus (2000; 1995) und Fritsch (1996) referenziert.
Pilouk stellt das Konzept vor, die Landschaft bzw. den Raum dreidimensional mit simplizialen Komplexen
(simplicial networks) zu modellieren. Dabei werden 3D-K

orper aus Tetraedern zusammengesetzt und 

achen-
hafte Objekte einer Fl

ache im Raum aus r

aumlichen Dreiecken (vgl. Abs. 2.2.3). Die weitere Betrachtung hier
beschr

ankt sich auf den 2.5D-Anteil der Modellierung. Das von Pilouk vorgestellte DGM-GIS-Datenmodell
(DTM-GIS data model) ist in Abbildung 6.3 wiedergegeben.
6.2.1.1. Grundlagen des Ansatzes
Die von Pilouk beschriebene Vorgehensweise zur SVVM-2.5D-Modellierung der Erdober

ache stellt sich fol-
gendermaen dar (entnommen und

ubersetzt aus Pilouk, 1996):
1. Strukturierung von 2D-Daten r

aumlich begrenzter Objekte gem

a der SVVM, diese wird als 2D-FDS
bezeichnet.
2. Bezug von Gel

andedaten (terrain relief data) im Gitter- oder TIN-Datenformat.
3. Interpolation der H

ohenkoordinate f

ur jeden Knoten in der 2D-FDS, der noch keine H

oheninformation
besitzt.
4. Falls es sich bei den Gel

andedaten um ein Gittermodell handelt wird dies nun in ein TIN

uberf

uhrt, ggf.
kann eine Datenreduzierung durchgef

uhrt werden.
5. Bildung der Vereinigungsmenge der Knoten des TIN mit den Knoten der 2D-FDS.
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Abbildung 6.3.: DGM-GIS-Datenmodell von/aus Pilouk (1996).
6. Alle 2D-FDS-Objekte werden durch bedingte Triangulation in das TIN integriert (\embed all features into
TIN by performing constrained triangulation, using terrain features as constraints"; Pilouk, 1996). Das
Ergebnis ist die 2.5D-unied-data-structure, mit der die Erdober

ache modelliert wird.
6.2.1.2. Dezite des Ansatzes
Die auftretenden Probleme bei dem Ansatz von Pilouk sind oensichtlich. Durch die Einf

uhrung der Kanten als
Bedingungen in das Dreiecksnetz kann es zu Modellfehlern kommen,welche die Repr

asentation der Erdober

ache
entscheidend verf

alschen. Nimmt man an, eine Strae verl

auft quer

uber einen R

ucken, ohne dass auf der
R

uckenlinie ein Knoten oder Punkt gesetzt wird, so kommt es hier zu einem Einschnitt, der in der Natur
nicht existiert. Gel

andelinien, die, sofern sie vorhanden sind, heutzutage standardm

aig zur morphologischen
Strukturierung des Reliefs verwendet werden, bleiben unber

ucksichtigt. Das Verfahren kann nur zum Erfolg
f

uhren, wenn die Daten der 2D-FDS bereits dreidimensional unter Ber

ucksichtigung der Gel

andeformen erfasst
wurden. Dann er

ubrigt sich jedoch jede H

oheninterpolation.
Die Ausf

uhrungen von Pilouk (1996) sind zudem nicht eindeutig gehalten. An einer Stelle wird aufgef

uhrt, dass
die Kanten der 2D-FDS als Bedingungen in das TIN eingef

uhrt werden, in einer Abbildung wird jedoch eine
Verschneidung (\overlaying of 2D FDS database and TIN") als Bearbeitungsschritt angegeben, der in seiner
eigentlichen Bedeutung im Kontext von GIS die Berechnung von Schnittpunkten zwischen der 2D-FDS und dem
TIN impliziert. Dies ist jedoch anscheinend nicht die Intention von Pilouk (1996), da entsprechende Schritte
des Einf

ugens von Schnittpunkten in das erg

anzte Dreiecksnetz fehlen.
Diesem Ansatz entspricht die Vorgehensweise bei der Verwendung von Triangulationen im Zusammenhang mit
Generalisierungsmanahmen (z. B. Sester, 2000;Ware & Jones, 1996). Zur Modellierung von topologischen
Beziehungen zwischen Objekten ist dieser Ansatz geeignet, aus der Perspektive der Gel

andemodellierung ist
er kritisch zu beurteilen. Dieser Umstand wird z. B. von Schilcher et al. (1999) beim Aufbau von Stadt-
modellen erkannt. Damit die einzuf

ugenden Geb

aude eine horizontale Grundplatte bekommen, verfahren die
Autoren derart, dass die ebene Geometrie der zu bildenden Geb

aude gepuert wird. Die Grundplatte wird
horizontal in das Gel

ande eingerechnet, die entstehenden Spr

unge in der H

ohen werden durch Dreiecke, die
aus dem Puer gebildet werden,

uberbr

uckt. Da der Ansatz von Schilcher et al. (1999) im Wesentlichen zur
Visualisierung eines Stadtmodells konzipiert ist, stellt diese Vorgehensweise ein ad

aquates Konstrukt dar. Aus
der Sicht der Gel

andemodellierung ist er nicht anwendbar, da es zu \Ausschachtungen" bzw. \Grabenbildung"
um die Geb

aude kommt.
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6.2.2. Die Verfahren von Kl

otzer (1997) und Egenhofer et al. (1989)
Eine detaillierte Beschreibung der Integration von DGM und Landkarten (vgl. Abs. 2.2.2) ndet sich bei
Kl

otzer
1
(1997), dessen Arbeit sich im Kontext der Arbeiten von Pl

umer & Gr

oger (1997; 1996; vgl.
Gr

oger, 2000)

uber Datenintegrit

at in GIS und geschachtelte Landkarten bewegt. Kl

otzer erweitert das
Konzept der geschachtelten Landkarten um die H

ohenkomponente und f

uhrt u. a. Untersuchungen durch, auf
welche Art die Geometrien einer Landkarte in ein Dreiecksnetz eingerechnet werden k

onnen.
Bei Egenhofer et al. (1989) ndet sich ein Verfahren, wie 1-Simplexe in einen 2-simplizialen Komplex ein-
gerechnet werden k

onnen. Dieses weist gewisse

Ahnlichkeiten mit dem noch vorzustellenden Verfahren von
Kl

otzer (1997) auf, allerdings ist eine Integration von DGM und DSM nicht das prim

are Ziel der Autoren.
Ihre Motivation ist die Fortf

uhrung von simplizialen Komplexen. Auf die Gemeinsamkeiten mit dem Ansatz von
Kl

otzer (1997) wird in Abschnitt 6.2.2.2 eingegangen.
6.2.2.1. Einf

uhrende Untersuchungen und Realisierung des Ansatzes von Kl

otzer (1997)
Kl

otzer (1997) diskutiert mehrere Ans

atze aus der algorithmischen Geometrie, bei denen die Geometrien
nach Abschluss der Berechnungen im Dreiecksnetz repr

asentiert sind. Als Beurteilungskriterium f

ur die Auswahl
bzw. die Entwicklung eines eigenen Verfahrens dient die in Abschnitt 5.4.5 eingef

uhrte Sobolev-Semi-Norm.
Kl

otzer fordert, dass die Integration der Geometrien die Approximation der Ober

ache des Reliefs durch das
DGM nicht ver

andern darf. Er untersucht die folgenden M

oglichkeiten:
1. Einf

uhren der Landkartengeometrien als bedingte Kanten. Diese Vorgehensweise entspricht dem Ansatz
von Pilouk (1996).
2. Einf

uhren der Landkartengeometrien als Kanten, die durch Berechnung von Steiner-Punkten nach dem
Algorithmus von Ruppert (1995; vgl. Abs. 6.1), d. h. durch rekursives Auftrennen der beeintr

achtigen
Kanten an deren Mittelpunkten, geteilt werden. Das Dreiecksnetz erf

ullt durch lokale Retriangulationen
nach Abschluss der Integration das Delaunay-Kriterium.
3. Einf

uhren der Landkartengeometrien als Kanten, die durch die Berechnung von Steiner-Punkten ge-
teilt werden. Die Berechnung der Steiner-Punkte erfolgt aus der Bestimmung der Schnittpunkte der
Landkartengeometrien mit den Kanten des Dreiecksnetzes. Das Dreiecksnetz erf

ullt durch lokale Retrian-
gulationen nach Abschluss der Integration wieder das Delaunay-Kriterium. Die Ausf

uhrungen basieren
auf den Arbeiten von Tsai (1993).
4. Einf

uhren der Landkartengeometrien als Kanten, die durch die Berechnung von Steiner-Punkten geteilt
werden. Zuerst werden alle Punkte und Knoten der Landkarte in das DGM eingef

ugt und ihre H

ohen line-
ar in den Dreiecken interpoliert
2
. Die Delaunay-Eigenschaft wird wieder hergestellt(!). Die Berechnung
der Steiner-Punkte erfolgt anschlieend durch Bestimmung der Schnittpunkte der Landkartengeome-
trien mit den Kanten des (zwangsl

aug bereits ge

anderten) Dreiecksnetzes. Das Dreiecksnetz wird beim
Einf

ugen der Steiner-Punkte und der ggf. geteilten Landkartenkanten zwar fortgef

uhrt, jedoch werden
alle Kanten, die zur Erf

ullung des Delaunay-Kriteriums umgeklappt werden m

ussten, als bedingt mar-
kiert, und jegliches Umklappen von Dreiecksseiten wird unterbunden. Alle Kanten der Landkarte sind als
eine oder mehrere Kanten im integrierten Modell vorhanden. Nach Abschluss der Integration erf

ullt das
Dreiecksnetz nicht mehr das Delaunay-Kriterium.
Kl

otzer (1997) stellt bei seinem Vergleich fest, dass die ersten drei Ans

atze nicht f

ur eine Integration von
DGM-TIN und Landkarten geeignet sind. Seine Kritik am ersten Verfahren entspricht den Ausf

uhrungen, die
in Abschnitt 6.2.1 zu dem Verfahren von Pilouk (1996) gemacht wurden, wenngleich er diese Quelle und die
dazugeh

origen Vorver

oentlichungen nicht verwendet. Die beiden folgenden Ans

atze mit den Methoden von
Ruppert (1995) und Tsai (1993) sind zwar in der Lage, Landkartenkanten durch eine oder mehrere Kanten
1
Der Ansatz wurde als Pr

asentation von Kl

otzer, F. & Pl

umer, L. bei der 34. Sitzung der Arbeitsgruppe "Automation in
der Kartographie (AGA)" am 7./8. Oktober 1997 an der TU Dresden unter dem Titel: Homogene Verkn

upfung des digita-
len Gel

andemodells mit ATKIS-DLM-Daten vorgetragen. Es existiert keine Tagungsver

oentlichung. Die Ausf

uhrungen hier
basieren auf der Diplomarbeit von Herrn Kl

otzer, die freundlicherweise zur Verf

ugung gestellt wurde.
2
Kl

otzer (1997) schl

agt zudem vor, zur Verringerung der unumg

anglichen H

ohendiskretisierungsfehler im Voraus alle H

ohen der
Punkte und Knoten zu berechnen. Hierdurch wird bei der H

oheninterpolation immer das Original-DGM-TIN verwendet und
nicht ein soweit bestehendes integriertesModell, dessen Ober

achenformsich durch das Einf

ugen von Punktenmit interpolierten
H

ohen aufgrund der technisch bedingten Diskretisierung der H

ohe geringf

ugig ge

andert hat. Erst im Anschluss daran erfolgt
ggf. ein inkrementelles Einf

ugen der Punkte und Knoten in das DGM-TIN.
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im integrierten Modell zu repr

asentieren, diese Vorgehensweisen ver

andern jedoch die Ober

acheneigenschaften
des Ergebnis-TIN gegen

uber dem DGM-TIN, da sie beim Einf

ugen (von Teilen) der Landkartenkante lokal
das Delaunay-Kriterium wiederherstellen. Nach der Integration sind Dreieckskanten, die vorher im DGM-TIN
vorhanden waren, nicht durch eine oder mehrere Teilkanten im integrierten Modell repr

asentiert. Kl

otzer
behauptet, dass nur der letzte, von ihm entwickelte Ansatz die Approximation der Erdober

ache durch ein
DGM-TIN nicht ver

andert und daher f

ur die Erstellung eines integrierten Modells geeignet ist
3
.
6.2.2.2. Dezite des Ansatzes von Kl

otzer (1997) und Gemeinsamkeiten mit dem Ansatz von
Egenhofer et al. (1989)
Wenngleich der Ansatz von Kl

otzer (1997) auf den ersten Blick die Anforderung der Invarianz der Qualit

at
der Gel

andemodellierung erf

ullt und die grunds

atzliche Vorgehensweise mit inkrementellen Techniken richtig
ist, so zeigen sich doch Dezite bei seinen Ausf

uhrungen und seiner algorithmischen Vorgehensweise.
Der Grundgedanke von Kl

otzer (1997) ist richtig. Die Ober

achenform des DGM-DSM-TIN darf durch das
Einf

ugen von zus

atzlichen Punkten gegen

uber dem initialen DGM-TIN nicht ver

andert werden
4
. Er widerspricht
sich hier allerdings gegen

uber den Ausf

uhrungen bei der abschlieenden Darstellung seines Verfahrens. Aufgrund
der Wiederherstellung des Delaunay-Kriteriums nach dem Einf

ugen der Punkte und Knoten der Landkarten-
geometrien ist lokal an den Enden der Landkartenkanten die Form der Ober

ache ge

andert worden. Das Um-
klappen von Dreiecksseiten zur Wiederherstellung des Delaunay-Kriteriums muss bereits beim Einf

ugen der
Landkartenknoten bzw. deren Punkte unterdr

uckt werden. Eine derartige Vorgehensweise ver

andert somit die
Form der Ober

ache des DGM-TIN nicht und wird im Folgenden als das korrigierte Verfahren nach Kl

otzer
(1997) bezeichnet.
Diese Vorgehensweise

ahnelt dem Ansatz der Einrechnung eines 1-simplizialen Komplex in einen 2-simplizialen
Komplex, der sich bei Egenhofer et al. (1989) ndet, wenngleich die Autoren nicht eine durch Attribute gebil-
dete Ober

ache und deren Invarianz bzgl. ihrer Form bei der Fortf

uhrung des simplizialen Komplex betrachten.
Es werden dort erst die 0-Facetten des 1-simplizialen Komplex eingef

ugt und anschlieend (Steiner-Punk-
te als) Schnittpunkte (0-Simplexe) des einzuf

ugenden 1-Simplex mit bestehenden 1-Simplexen berechnet. Die
0-Simplexe werden in die 2-Simplexe und 1-Simplexe eingef

ugt, ohne ein anschlieendes Umklappen von Drei-
ecksseiten des urspr

unglichen simplizialen Netzes durchzuf

uhren.
Der Unterschied zwischen einem korrigierten Verfahren nach Kl

otzer (1997) und dem Ansatz von Egenhofer
et al. (1989) liegt in der Einf

ugereihenfolge f

ur die Punkte und Knoten der Landkarte.Kl

otzer (1997) f

ugt erst
alle Punkte und Knoten ein und f

ahrt dann mit der Integration der Kanten fort, und Egenhofer et al. (1989)
rechnen zun

achst den Anfangspunkt und dann den Endpunkt einer Kante ein, bevor die Integration der Kante
beginnt. Erweitert man den Ansatz von Egenhofer et al. (1989) um eine H

ohenkomponente im Datenmodell
und interpoliert die H

ohen der Steiner-Punkte linear, so ist dies, mit einer Restriktion, ein geeignetes Verfahren
zur Integration von DGM und DSM, da es die Ober

acheneigenschaften des DGM-DSM-TIN gegen

uber dem
DGM-TIN nicht ver

andert. Wird bei Kl

otzer (1997) die Wiederherstellung des Delaunay-Kriteriums beim
Einf

ugen der Landkartenpunkte unterdr

uckt, so ist damit ebenfalls unter gewissen Restriktionen ein geeignetes
Verfahren zur Integration von DGM und DSM gegeben.
Neben dem methodischen Hauptkritikpunkt an dem Verfahren von Kl

otzer (1997) bzgl. der Ober

achen-
ver

anderung an den Endpunkten der Geometrien sind die anderen Verbesserungsm

oglichkeiten algorithmischer
Natur, sie stellen die genannten Restriktionen dar. Es wird der Fall vernachl

assigt, dass es beim Einf

ugen der
Punkte und Knoten der Landkarte in die Triangulation dazu kommen kann, dass bereits ein DGM-Punkt an
dieser Stelle existiert. Dies mag zwar in der Praxis nur selten vorkommen, kann aber bei der

ublichen endlichen
Koordinatengenauigkeit durchaus der Fall sein. DGM und DSM werden bisher getrennt erfasst, daher k

onnen
die Mengen ihrer Punkte bzw. Knoten bezogen auf ihre ebenen Koordinaten eine nicht leere Schnittmenge auf-
weisen. Dies wird allerdings von Egenhofer et al. (1989) ber

ucksichtigt. Des Weiteren besteht die M

oglichkeit,
dass Kanten der Landkarte mit bestehenden Kanten der Triangulation kollinear und

uberlappend sind. Eine
Landkartenkante kann durch eine oder mehrere bestehende Kanten oder auch nur durch einen Teil einer Kante
der Triangulation bereits im DGM-TIN repr

asentiert sein. Dieser Fall wird von K

otzer nicht ber

ucksichtigt
bzw. vom Ansatz her ausgeschlossen. Der Fall wird von Egenhofer et al. (1989) ebenfalls nicht ber

ucksichtigt,
er stellt die genannte Restriktion f

ur deren Ansatz dar.
3
Kl

otzer (1997) stellt dar

uber hinaus vor, wie eine Integration unter Einhaltung von Qualit

atskriterien auf der Grundlage der
Sobolev-Semi-Norm mit

Anderung der Ober

achenform erfolgen kann. Dies soll nicht weiter ausgef

uhrt werden.
4
Im Folgenden wird bei der Diskussion des Ansatzes von Kl

otzer (1997) und den weiteren Ausf

uhrungen dieses Kapitels nicht
mehr strikt zwischen einer Landkarte (Abs. 2.2.2) und dem DSM (Abs. 2.3) unterschieden.
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Bereits bestehende bedingte Kanten im DGM-TIN, wie sie zur morphologisch qualitativ hochwertigen Beschrei-
bung des Gel

andes erforderlich sind, werden von Kl

otzer (1997) nicht explizit diskutiert. Es nden sich zwar
diesbez

uglich auch keine Hinweise bei Egenhofer et al. (1989), da die Autoren das DGM-TIN nur als ein
Beispiel der simplizialen Komplexe angeben, allerdings werden bei deren Ansatz alle Kanten des urspr

ungli-
chen simplizialen Komplex durch eine oder mehrere Kanten im erweiterten simplizialen Komplex repr

asentiert.
Daraus ergibt sich, dass bereits bestehende bedingte Kanten erhalten bleiben.
Eine weitere Verbesserungsm

oglichkeit der algorithmischen Umsetzung der Integration von Kl

otzer (1997)
ist darin gegeben, dass Kl

otzer zun

achst alle Landkartenpunkte in das DGM einf

ugt und dann erst mit der
Berechnung der Schnittpunkte und der Bildung der Landkartenkanten beginnt. Das bedeutet, dass f

ur alle
Landkartenpunkte die Suche nach dem Einf

ugeort (vgl. Abs. 5.3.2) durchgef

uhrt werden muss
5
. Hier kann
eine Verbesserung des Ansatzes von Kl

otzer (1997) dahingehend erfolgen, dass bei der Einrechnung der
Landkartenkanten die Linientopologie der Geometrien genutzt wird. Diese Kritik gilt teilweise auch f

ur den
Ansatz von Egenhofer et al. (1989). Die Autoren f

ugen zwar jeweils nur den Endpunkt der aktuellen Kante
ein, allerdings muss dessen Einf

ugeort auch bestimmt werden.
6.2.3. Der Ansatz von Abdelguerfi et al. (1997)
Ein weiteres Verfahren der Integration von 2D-Geoinformation mit TIN stellen Abdelguerfi et al. (1997) vor.
Ihre Arbeiten bewegen sich vor dem Hintergrund, dass f

ur die Modellierungs- und Simulationsarbeiten der US-
Verteidigungskr

afte deren bisher verwendetes ebenenbasiertes Datenaustauschformat Vector-Product-Format
(VPF) als nicht mehr ausreichend eingestuft wird. Sie stellen einen erweiterten Ansatz, das Extended-Vector-
Product-Format (EVPF) vor.
6.2.3.1. Grundlagen des Ansatzes
Hierzu erweitern Abdelguerfi et al. (1997) das Verfahren von Polis et al. (1994, 1995), die einen weitge-
hend automatisierten Ansatz der Erstellung groer virtueller Welten f

ur Simulatoren vorstellen. Polis et al.
f

uhren zur Datenreduktion eine adaptive Triangulation mit einem Quadratgitter-DGM durch und integrieren
das Straenverkehrsnetz als Polygone, d. h. als n-Ecken in das Dreiecksnetz. Dabei ber

ucksichtigen sie, dass die
Strae im Querschnitt ach und nicht der Neigung des Hangs angepasst sein sollte. Allerdings belassen Polis
et al. es bei der Einrechnung der Polygone. Deren Triangulation ist f

ur die Visualisierung der Landschaften in
Simulatoren nicht notwendig. Diese Triangulation wird von Abdelguerfi et al. (1997) durchgef

uhrt. Jedem


achenhaften Objekt der Datenebene wird ein lokales TIN zugewiesen. Auf die vollst

andige Einrechnung der
Geometrien in das Basis-TIN verzichten die Autoren, um die Straenverkehrsdatens

atze nicht zu duplizieren.
Die algorithmischen Aspekte beschreiben die Autoren folgendermaen: \The process regions with a polygon
with absolute x; y boundary coordinates. After determining which triangles contain these points, the polygon is
overlaid by dividing it into one or more child polygons based on the elevation TIN edges. Once the child polygons
are dened they are triangulated...\ (Abdelguerfi et al., 1997). Die entstehenden Teilpolygone werden mit
einem Verfahren, das bei O'Rourke (1998) aufgef

uhrt ist, trianguliert.
6.2.3.2. Diskussion des Ansatzes
Vom Ansatz her entspricht das Vorgehen von Abdelguerfi et al. (1997) der Forderung von Kl

otzer (1997),
dass die Gel

andeober

ache durch das Einrechnen der 2D-Geometrien nicht ver

andert werden darf. Insofern ist
der Ansatz f

ur die Integration von DGM und DSM geeignet.
Bei dierenzierter Betrachtung zeigen sich algorithmische Schwachstellen.

Ahnlich wie bei Kl

otzer (1997)
wird das Problem koordinatenm

aig identischer Punkte sowie die m

ogliche

Uberlappung von Kanten aus bei-
den Datens

atzen von Abdelguerfi et al. (1997) nicht explizit behandelt. Hier h

angt das Ergebnis bzw. der
korrekte Ablauf des Verfahrens von der korrekten Implementierung der Verschneidung ab. Von der Implementie-
rung der Verschneidung ist zus

atzlich abh

angig, wie oft die Geometrien der 

achenhaften 2D-Objekte in einem
Verschneidungsprozess verarbeitet werden. Falls die Verschneidung f

ur eine Datenebene sequentiell alle Objekte
abarbeitet, so werden die Geometrien entsprechend oft in das Dreiecksnetz eingerechnet. G

unstiger w

are es in
5
Interpoliert man zur Verringerung des Diskretisierungsfehlers der H

ohen vor dem Einf

ugen der Punkte und Knoten alle entspre-
chenden H

ohen im Original-DGM-TIN, so muss die Suche nach dem Einf

ugeort f

ur alle Punkte und Knoten ggf. ein weiteres
Mal erfolgen (vgl. Funote 2).
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diesem Fall, zun

achst alle Geometrien einzurechnen und dann die Triangulierung der Polygone mit mehr als
drei Ecken vorzunehmen. Im Anschluss daran kann die Zuweisung der Dreiecke an die 2D-Objekte erfolgen.
Zun

achst bestimmen Abdelguerfi et al. (1997) die Menge der Dreiecke, die die Randkoordinaten enthalten.
Es ist nicht angegeben, wie dies realisiert wird. Im Anschlu daran wird die Verschneidung der Dreiecke mit
dem Polygon, dem die H

oheninformation zugewiesen werden soll, vorgenommen. Es wird nicht genau spezi-
ziert, welche Dreiecke in die Verschneidung einbezogen werden. Geht man davon aus, dass nur die wirklich
von den Randkoordinaten geschnittenen Dreiecke in die Verschneidung eingehen, so fehlt die Zuweisung der
Dreiecke, die vollst

andig innerhalb des Polygons liegen. Gehen alle Dreiecke in die Verschneidung ein, so hat
die allgemeine Verschneidung algorithmische Nachteile. Wird die Ebene unter Einsatz eines ausgabesensitiven
Algorithmus eÆzient mit einem horizontalen Suchstrahl durchlaufen, so muss vorab eine Sortierung aller an
der Verschneidung beteiligten Kanten erfolgen (vgl. de Berg et al., 1997). Da viele Dreiecke vollst

andig inner-
halb von 

achenhaften Objekten liegen k

onnen, werden viele von der Verschneidung nicht betroene Kanten
in die Vorsortierung der Daten einbezogen. Die Laufzeit der Verschneidung wird entsprechend verl

angert. Falls
bei einer ineÆzienten Verschneidung alle Kanten der 2D-Daten mit allen Kanten des TIN verglichen werden,
so stellt sich die Laufzeitverl

angerung aufgrund der quadratischen Komplexit

at als wesentlich gr

oer heraus.
Dies ist insbesondere vor dem Hintergrund kritisch zu betrachten, dass das TIN bereits die Daten sortiert bzw.
strukturiert zur Verf

ugung stellt. Die Topologie des Dreiecksnetzes ndet bei Abdelguerfi et al. (1997) keine
Ber

ucksichtigung in derem Verfahren.
Das Ignorieren einer vorhandenen Topologie l

asst sich bei Abdelguerfi et al. (1997) auch an anderer Stelle
aufzeigen, zumindest erw

ahnen die Autoren nicht explizit, dass sie genutzt wird. Wie Kl

otzer (1997) und auch
Egenhofer et al. (1989) wird die Topologie der Landkartengeometrie nicht vorteilhaft beim Einrechnen der
Kanten genutzt. Hier h

angt die EÆzienz des Verfahrens wieder von der Implementierung der Verschneidung ab.
Neben diesen Merkmalen werden linienhafte Objekte von den Autoren nicht ber

ucksichtigt. Die Geometrien des
linienhaften Verkehrsnetzes werden extra mit einer festzulegenden Straenbreite \aufgeweitet" und zu 

achen-
haften Objekten umgewandelt. Es ist jedoch nicht bei allen Anwendungen w

unschenswert bzw. sinnvoll, mit
derartigen Konstrukten zu arbeiten.
Gegen

uber Kl

otzer (1997) ber

ucksichtigen die Autoren bei der Vermaschung explizit vorhandene Strukturin-
formation. Diese wird bei der initialen Dreiecksvermaschung in das DGM-TIN eingerechnet. Abdelguerfi et
al. (1997) stellen vor, wie die Verarbeitung sehr groer Datenmengen behandelt werden kann. Es muss aufgrund
technischer Restriktionen eine Einteilung des Gesamtgebietes in Bearbeitungsabschnitte erfolgen. Abdelguer-
fi et al. (1997) bilden Bl

ocke (Kacheln, tiles) im TIN und verkn

upfen die einzelnen Bl

ocke mittels bedingter
Triangulation (vgl. z. B. Terribilini, 1999 bzw. Abs. 5.2.2 und Abs. 5.2.3).
6.3. Das modizierte Datenmodell zur Integration von triangulierten
DGM und DSM
Aufgrund der gewonnenen Erkenntnisse wird der Zusammenhang zwischen 2D-Situationsmodellen und 2.5D-
Gel

andemodellen mit dem UML-Diagramm in Abbildung 6.4 neu beschrieben. Ein Algorithmus zur Berechnung
des integrierten 2.5D-Modells wird in Abschnitt 6.4.1 beschrieben.
Die Darstellung stellt eine Erweiterung der minimalen Landkarte (Abb. 2.1) von Gr

oger (2000) in Ab-
schnitt 2.3.1 dar. Das DGM-TIN wird durch eine bedingte Delaunay-Triangulation (constrained Delaunay
triangulation, CDT ) repr

asentiert. Das integrierte Datenmodell (DGM-DSM-TIN) wird durch die integrierte
bedingte Delaunay-Triangulation (integrated constrained Delaunay triangulation, ICDT ) dargestellt.
Ein Punkt oder Knoten der Landkarte bildet einen Knoten in der integrierten Datenstruktur oder wird durch
einen Knoten, der aus der CDT stammt, repr

asentiert. Ein Punkt oder Knoten der Landkarte kann auf eine
bestehende Kante des DGM-TIN fallen. Eine Kante aus der Landkarte wird durch mindestens eine Kante
der ICDT repr

asentiert, ebenso die Kanten aus der CDT. Landkartenkanten und CDT-Kanten k

onnen sowohl
partiell als auch vollst

andig kollinear sein. Ein Knoten der CDT kann auf einer Kante der Landkarte liegen.
Eine ICDT-Kante ist entweder von einer Kante aus der Landkarte oder der CDT abgeleitet, oder es handelt
sich um eine zus

atzlich eingef

ugte Kante. Eine Masche in der Landkarte ist durch ein oder mehrere Dreiecke
der ICDT dargestellt, ebenso ein Dreieck aus der CDT. Ein Steiner-Punkt (Klasse Knoten
STE
) liegt auf
einer Landkartenkante und wird als Schnittpunkt mit einer anderen Kante berechnet. Ein Knoten in der ICDT
wird aus einem Punkt oder Knoten der Landkarte, einem Knoten der CDT oder aus einem Steiner-Punkt
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Abbildung 6.4.: Erweiterung des integrierten Datenmodells als UML-Diagramm.
abgeleitet. Um die

Ubersichtlichkeit der Abbildung 6.4 zu erhalten, wurden nicht alle m

oglichen Beziehungen
in das Diagramm aufgenommen.
Aufgrund der expliziten Ber

ucksichtigung aller geometrischen Konstellationsm

oglichkeiten, die sich bei der Ver-
einigung der unabh

angigen Datens

atze Landkarte und DGM-TIN zu einem DGM-DSM-TIN ergeben k

onnen,
kann das Datenmodell auch als vollst

andig bezeichnet werden.
6.4. Ein neuer Algorithmus zur Integration von Quadratgitter-DGM und
DSM
In Anlehnung an die Triangulation, die in Kapitel 5 vorgestellt wurde, basieren die Betrachtungen zun

achst
auf dem Algorithmus zur Triangulation von Quadratgitter-DGM mit Strukturinformation. Sie sind auf eine
allgemeine Triangulation

ubertragbar, dieser Aspekt wird im Anschluss an die Beschreibung des Algorithmus in
Abschnitt 6.4.5.1 behandelt. Zun

achst wird die Integration der DSM-Geometrien in das DGM-TIN betrachtet.
Diese Phase der Algorithmus kann daher auch als geometrischer Teil bezeichnet werden. Die Zuweisung von
Dreiecken des DGM-DSM-TIN an Objekte als semantischer Teil des Algorithmus wird in Abschnitt 6.4.2
beschrieben.
6.4.1. Grundprinzip des radial-topologischen Algorithmus
Das Grundprinzip des neuen Algorithmus zur Berechnung des DGM-DSM-TIN ist eine radial-topologische Suche
um den jeweils zuletzt eingef

ugten Landkartenpunkt und das sequentielle Abarbeiten der weiteren Punkte der
Landkartengeometrie. Er arbeitet nach der jump-and-walk-Methode (z. B. van Kreveld, 1997) und \n

aht
quasi wie eine N

ahmaschine" beim Traversieren des bis dahin bestehenden DGM-DSM-TIN die DSM-Geometri-
en simultan in das Dreiecksnetz ein. Dabei werden explizit die vorhandenen Topologien der Eingangsdatens

atze
DGM-TIN und DSM vorteilhaft genutzt.
Der Einf

ugeort des Startpunktes einer DSM-Geometrie im triangulierten Quadratgitter-DGM wird nach dem in
Abschnitt 5.3 beschriebenen Verfahren der Berechnung eines nahen Dreiecks mit anschlieender topologischer
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Suche bestimmt (jump-Schritt, ggf. gefolgt von walk-Schritten). Die H

ohe eines Punktes wird entweder linear
im Dreieck oder auf der Kante interpoliert oder, falls ein Punkt auf einen bereits bestehenden Punkt in der
Triangulation f

allt, von diesem

ubernommen, da dann kein Einf

ugen erfolgen muss. Prinzipiell kann, falls der
Punkt auf einer Kante liegt, seine H

ohe auch in der Ebene eines der inzidenten Dreiecke berechnet werden. Die
lineare Interpolation entlang der Kante ist jedoch aufgrund der geringeren Anzahl von notwendigen Rechenope-
rationen vorzuziehen. Um die lineare Interpolation der H

ohe f

ur den Startpunkt und alle weiteren Punkte der
DSM-Geometrie zu gew

ahrleisten, m

ussen diese sich innerhalb der konvexen H

ulle des triangulierten Quadrat-
gitter-DGM benden. Hinweise zum Vorgehen mit Punkten, die sich auerhalb der konvexen H

ulle benden,
folgen in Abschnitt 6.4.4.
Durch die topologische Suche und das evt. Einf

ugen des Punktes ist mindestens eines seiner inzidenten Dreiecke
bekannt. Das Gebiet um den Punkt kann durch seine inzidenten Dreiecke in Winkelsektoren eingeteilt werden.
Der Punkt und das Startdreieck des Algorithmus bilden einen dieser Winkelsektoren, der in Abbildung 6.5 dar-
gestellt ist. Das weitere Vorgehen

ahnelt der topologischen Suche des Einf

ugeortes eines Punktes (Abs. 5.3) und
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Abbildung 6.5.: Radial-topologische Suche um einen Punkt.
stellt den walk-Schritt bzw. die walk-Schritte des Verfahrens dar. Anhand der Kreuzprodukte, die zwischen dem
jeweils n

achsten einzuf

ugenden Punkt der DSM-Geometrielinie und den Dreieckskanten des Sektors berechnet
werden, k

onnen die folgenden F

alle unterschieden werden:
1. Fall: der Punkt liegt im Sektor innerhalb des inzidenten Dreiecks. Der Punkt wird in das Dreieck eingef

ugt
und dient als neuer Drehpunkt der radialen Sektorsuche. Das Liniensegment der DSM-Geometrie ist
beendet und eines der inzidenten Dreiecke wird als neues Startdreieck verwendet, falls die Linie bzw. die
Geometrie nicht beendet ist.
2. Fall mit den Unterf

allen 2a (linke Kante) und 2b (rechte Kante): der Punkt liegt auf einer der inzidenten
Kanten des Punktes. Der Punkt wird auf der jeweiligen Kante eingef

ugt und dient als neuer Drehpunkt
der radialen Sektorsuche. Das Liniensegment der DSM-Geometrie ist beendet, und eines der inzidenten
Dreiecke wird als neues Startdreieck verwendet, falls die Linie bzw. die Geometrie nicht beendet ist.
3. Fall mit den Unterf

allen 3a (Punkt liegt auf dem Endpunkt der linken Kante) und 3b (Punkt liegt auf
dem Endpunkt der rechten Kante): der Punkt wird, da er schon im Dreiecksnetz existiert, nicht in die
Triangulation eingef

ugt. Das Liniensegment der DSM-Geometrie ist beendet. Der existierende Punkt und
sein inzidentes Dreieck werden als Startelemente der neuen radialen Sektorsuche verwendet, falls die Linie
bzw. die Geometrie nicht beendet ist.
4. Fall mit den Unterf

allen 4a (Punkt liegt auf der Verl

angerung der linken Kante) und 4b (Punkt liegt auf
der Verl

angerung der rechten Kante): die entsprechende Kante stellt einen Teil des Liniensegmentes der
DSM-Geometrie dar. Der jeweilige Eckpunkt der Kante teilt das Liniensegment auf, der Punkt und sein
inzidentes Dreieck werden als Startelemente der neuen radialen Sektorsuche verwendet.
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5. Fall mit den Unterf

allen 5a (der Punkt liegt links neben dem Sektor) und 5b (der Punkt liegt rechts neben
dem Sektor): der Punkt und das jeweilige Nachbardreieck werden als Startelemente der neuen Sektorsuche
verwendet.
6. Fall: der Endpunkt des Segments liegt auf der Kante, die dem Drehpunkt der Suche im Dreieck gegen

uber
liegt. Das Liniensegment der DSM-Geometrie ist beendet. Der Punkt wird auf der Kante eingef

ugt. Er
und eines seiner inzidenten Dreiecke werden als Startelemente der neuen radialen Sektorsuche verwendet,
falls die Linie bzw. die Geometrie nicht beendet ist.
7. Fall: der Endpunkt liegt auf der anderen Seite der Kante, die dem Drehpunkt der Suche im Dreieck
gegen

uber liegt. Es existiert ein Schnittpunkt innerhalb der Kante, da die F

alle, dass der Schnittpunkt auf
einem Endpunkt der Kante liegt, durch die F

alle 3a und 3b bereits getestet sind. Der Schnittpunkt wird
berechnet, er wird als neuer Punkt auf der Kante eingef

ugt. Er dient dann mit einem seiner inzidenten
Dreiecke als Startelement der neuen radialen Sektorsuche.
8. Fall mit den Unterf

allen 8a (Punkt liegt auf der Verl

angerung der rechten Kante hinter dem Drehpunkt),
8c (Punkt liegt auf der Verl

angerung der linken Kante hinter dem Drehpunkt) und 8b (Punkt liegt im
Sektor hinter dem Drehpunkt): hierbei muss eines der Nachbardreiecke in Verbindung mit dem Drehpunkt
als neues Startelement verwendet werden. Im Fall 8a kann dies der linke Nachbar sein, bei 8c der rechte
Nachbar, im Fall 8b kann einer der beiden gew

ahlt werden.
9. Fall: es liegt anscheinend ein Datenfehler vor. Der Punkt steht zweimal hintereinander in der Punktliste
der DSM-Geometrie.
Ein Verfahren zur Berechnung von Geradenschnitten, das unabh

angig von der Lage der Geraden zu den Koor-
dinatenlinien ist, wird z. B. von H

aler & Wachsmuth (1990) beschrieben. Bei der Berechnung des Schnitt-
punkts ist der Fall der parallelen Geraden als numerische Fehlerquelle zu ber

ucksichtigen. Durch die Auswertung
der Kreuzprodukte ist die Stabilit

at des Verfahrens gesichert, da die Berechnung von Schnittpunkten f

ur paral-
lele Geraden nicht durchgef

uhrt wird.
Da es bei der Teilung einer Dreieckskante (

Anderung der entsprechenden Kante und Bildung einer neuen)
dazu kommen kann, dass eine mit bestimmten Eigenschaften ausgewiesene Kante davon betroen ist (z. B. ein
Marker f

ur die konvexe H

ulle der Triangulation oder Verweis auf ein Objekt), m

ussen an beiden Kanten die
Eigenschaften bzw. Attribute der nunmehr geteilten Kante erhalten bleiben und ggf. erg

anzt werden.
Das Verfahren verarbeitet aufgrund des sequentiellen Vorgehens auch Selbst

uberschneidungen einer DSM-
Geometrie bzw.

Uberschneidungen von DSM-Geometrien. Falls dies verhindert oder aufgedeckt werden soll,
m

ussen entsprechende Marker an den eingerechneten Kanten mitgef

uhrt werden. Bei Verwendung einer Land-
karte nach Abschnitt2.2.2 als Eingangsdatensatz stellt dies eine Inkonsistenz dar (vgl. Gr

oger, 2000).
Durch diesen Algorithmus werden sequentiell alle DSM-Geometrien in das Dreiecksnetz eingerechnet. Beim
Abarbeiten der Geometrien kann es nicht zu Problemen mit dem mehrfachen Auftreten der Knoten der DSM-
Geometrien kommen, da diese ggf. als bereits im Dreiecksnetz vorhanden detektiert werden. Dies ist der Fall,
wenn eine einzurechnende Linie einen Knoten als Start- oder Endpunkt hat, der bereits in das Dreiecksnetz
eingerechnet wurde.
Die eigentliche Suche nach einem Einf

ugeort wird nur f

ur den Anfangspunkt einer Geometrie durchgef

uhrt und
nicht f

ur alle Punkte der Landkarte, wie es bei Kl

otzer (1997) der Fall ist. Die Linientopologie der DSM-
Geometrie wird auf diese Art ebenso wie die Topologie des Dreiecksnetzes vorteilhaft beim Fortschreiten des
Algorithmus eingesetzt. Da es bei DSM viele Zwischenpunkte in den Kanten gibt, wird hier die Zeit der Suche
nach den Einf

ugeorten f

ur die Zwischenpunkte und den Endpunkt der Kante eingespart. Ebenso werden auf
diese Art Kollinearit

aten zwischen Kanten, d. h. die teilweise

Uberlappung von Kanten beider Datens

atze,
erkannt und entsprechend behandelt. Es muss keine aufwendige Vorsortierung von Kanten oder Dreiecken wie
bei Abdelguerfi et al. (1997) vorgenommen werden.
Nachdem alle Geometrien in das Dreiecksnetz eingerechnet wurden, muss die Zuweisung der Dreiecke an die


achenhaften Situationsobjekte erfolgen. Die Zuweisung der Kanten des DGM-DSM-TIN an linienhafte Objekte
erfolgt bereits beim Einrechnen der Geometrien.
6.4.2. Zuweisung der Dreiecke an 

achenhafte Situationsobjekte
Bei der Zuweisung der Dreiecke an 

achenhafte Situationsobjekte ist zu beachten, dass es nicht ausreicht, die
Dreiecke entlang der eingerechneten Geometrien unter Verwendung der Nachbarschaftsbeziehungen der DSM-
Objektgeometrien den DSM-Objekten zuzuweisen. Auf diese Weise werden Dreiecke, die vollst

andig in einem
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
achenhaften Objekt liegen, nicht zugewiesen. Die Zuweisung muss getrennt nach Abschluss der Einrechnung
der Geometrien erfolgen. Dies kann daher auch als semantischer Teil des Algorithmus betrachtet werden, da
hier keine geometrischen Operationen mehr vorgenommen werden. Dabei k

onnen die nachfolgenden Verfahren
zum Einsatz kommen.
1. Die Zuweisung erfolgt unter Verwendung des Punkt-in-Fl

ache-Tests (z. B. Haines, 1992). Aus den Ko-
ordinaten der Eckpunkte eines Dreiecks wird durch deren Mittelbildung der Schwerpunkt des Dreiecks
berechnet. Dieser Schwerpunkt liegt innerhalb des Dreiecks und damit auch innerhalb des zugeh

origen
Situationsobjektes. Letzteres kann dann durch lineares Testen aller Situationsobjekte mit dem Punkt-in-
Fl

ache-Test gefunden werden. Diese Vorgehensweise wird von Pilouk (1996) vorgeschlagen.
2. Die Zuweisung kann auch unter Verwendung eines Dreiecksvirus erfolgen. Dieses Verfahren wird von
Shewchuk (1997) und von Lin (1997) eingesetzt, um denierte L

ocher in das Dreiecksnetz zu integrieren.
Dabei handelt es sich um eine rekursive Tiefensuche (s. Sedgewick, 1992) imGraphen des Dreiecksnetzes,
die beim Erreichen einer Netzkante mit bestimmten Eigenschaften die weitere Rekursion des Verfahrens
abbricht. Es ist ggf. die Rekursionstiefe zu beachten (vgl. Abelson et al., 1996; Abs. 4.5.5). Da hierbei
die Topologie des Dreiecksnetzes genutzt wird, arbeitet die Methode eÆzienter als das lineare Testen aller
Objekte beim Punkt-in-Fl

ache-Test. Beim Einf

ugen der DSM-Geometrien muss zu diesem Zweck eine
Liste angelegt werden, die f

ur jede DSM-Geometrie ein Liniensegment mit der Information der inzidenten
Objekte und dessen Index im Dreiecksnetz enth

alt. Sie wird nach Abschluss des Einrechnens der Geometrie
abgearbeitet. Auf diese Weise wird in Verbindung mit der Tiefensuche sichergestellt, dass alle betroenen
Dreiecke ihren Objekten zugewiesen werden. Eine entsprechende Vorgehensweise ndet sich auch bei
Egenhofer et al. (1989).
6.4.3. Ber

ucksichtigung von Aussparungs

achen im DGM
Zwar w

are es w

unschenswert, wenn die Fl

ache eines Objektes vollst

andig mit Dreiecken bzw. H

oheninformation
abgedeckt ist und im Fall von Aussparungs

achen ein entsprechender Vermerk f

ur die H

ohe an den Dreiecken
ist, dennoch mag es manchmal notwendig sein, bei der radial-topologischen Suche eine bereits existierende
Aussparungs

ache im DGM zu

uberbr

ucken. Eine derartige Situation wird durch den entsprechenden Vermerk
an der gegen

uberliegenden Kante in Abbildung 6.5 erkannt. Die weitere Suche nach Schnittpunkten des DGM-
Dreiecksnetzes mit der DSM-Geometrie muss in diesem Fall mit den Begrenzungskanten der Aussparungs

ache
durchgef

uhrt werden. Falls kein Schnittpunkt innerhalb der Begrenzungskante oder mit deren Endpunkten
existiert, muss die Suche mit der n

achsten adjazenten Begrenzungskante der Aussparungs

ache weitergef

uhrt
werden.
Alternativ dazu kann die Ber

ucksichtigung der Aussparungs

achen im DGM auch nach der Integration der
DSM-Geometrie und der Zuweisung der DSM-Objekte an die Dreiecke unter Verwendung eines Dreiecksvirus
(s. o.) erfolgen. In diesem Fall d

urfen die Aussparungs

achen im DGM erst nach der Integration von DSM und
DGM ber

ucksichtigt werden, damit diese traversiert, d. h.

uberquert werden k

onnen.
6.4.4. Behandlung von DSM-Geometrie-Punkten auerhalb der konvexen H

ulle des
Quadratgitter-DGM
Aufgrund der verfahrenstechnisch notwendigen Interpolation einer H

ohe f

ur die Punkte der DSM-Geometrie und
die beabsichtigte Zuweisung von Quadratgitter-DGM-Dreieckskanten an DSM-Geometrien k

onnen diejenigen
Teile einer DSM-Geometrie, die sich auerhalb der konvexen H

ulle benden, beim Einrechnen in das triangulierte
Quadratgitter-DGM nicht ber

ucksichtigt werden. Daher muss, falls Teile der Geometrie

uber die konvexe H

ulle
hinausragen, ein Abschneiden der Geometrie an der konvexen H

ulle erfolgen und ein Steiner-Punkt zwischen
letzterer und der Geometrie errechnet werden.
Im Fall von triangulierten Quadratgitter-DGM und der sich ergebenen Rechteckform der konvexen H

ulle kann ein
solcher Fall durch Vergleich mit demminimal umschreibenden Rechteck aufgedeckt werden, da dieses gleichzeitig
die konvexe H

ulle bildet. Das Verlassen des minimal umschreibenden Rechtecks einer Geometrie kann direkt
durch Koordinatenvergleich der Punkte festgestellt werden.
Der (Wieder-)Eintritt einer Geometrie ist aufwendiger zu erkennen, da eine Geometrie den Bereich auch nur
schneiden kann, ohne selber einen Punkt innerhalb oder auf der konvexen H

ulle zu haben. Daher muss in diesem
Fall das jeweils aktuelle Liniensegment auf Schnittpunkte mit der konvexen H

ulle

uberpr

uft werden, was dem
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bekannten Verfahren der

Uberpr

ufung einer Geraden auf Schnittpunkte mit einer Geradenschar entspricht.
Dieses hat in einer brute-force-Implementierung prinzipiell ein quadratisches Laufzeitverhalten (s. de Berg et
al., 1997). Im Fall von triangulierten Quadratgitter-DGM kann die konvexe H

ulle zur Schnittpunktberechnung
mit vier Kanten repr

asentiert werden, die sich an den Koordinatenlinien orientieren, so dass auch hier mit
vertretbarem rechnerischen Aufwand ein direkter Vergleich erfolgen kann.
Gibt es nur einen Schnittpunkt zwischen der konvexen H

ulle und dem Liniensegment, so liegt der zweite Punkt
des Liniensegments innerhalb der konvexen H

ulle und der Algorithmus startet regul

ar mit diesem Punkt. Gibt
es zwei Schnittpunkte, so schneidet das Liniensegment die konvexe H

ulle und es muss als Startpunkt f

ur den
Algorithmus der erste Schnittpunkt verwendet werden. Weiter muss der Fall, dass eine Kante auerhalb der
konvexen H

ulle startet, ihr Endpunkt auf die konvexe H

ulle f

allt und der n

achste Punkt der folgenden Kante
nicht innerhalb oder auf der konvexen H

ulle liegt, ber

ucksichtigt werden.
6.4.5. Weitere Anwendungsgebiete des radial-topologischen Algorithmus
6.4.5.1. Einsatz des Algorithmus mit anderen inkrementellen Verfahren
Da sich die inkrementellen Triangulationsverfahren nur durch den ersten Schritt, die Suche nach dem Einf

ugeort
eines Punktes, unterscheiden, ist der Algorithmus prinzipiell ebenso mit anderen Suchverfahren bzw. Zugrisda-
tenstrukturen einsetzbar, die nicht speziell f

ur triangulierte Quadratgitter-DGM konzipiert sind. Der Einf

ugeort
kann prinzipiell auch durch alleinige topologische Suche bestimmt werden, wenngleich dies kein eÆzientes Ver-
fahren darstellt.
Die Suche des Einf

ugeortes f

uhrt zum anschlieenden Einf

ugen des Punktes. Durch geschickte Indizierung der
Dreiecke beim Einf

ugen eines Punktes kann ein inzidentes Dreieck des Punktes als Startdreieck der radial-
topologischen Suche ermittelt werden. Daraus folgt, dass der Algorithmus gleichermaen ohne Probleme mit
unregelm

aig verteilten St

utzpunktfeldern arbeitet. Es muss ggf. beachtet werden, dass die Zugrisdatenstruktur
des Triangulationsverfahrens den Modikationen des Dreiecksnetzes angepasst wird, oder sie wird nach der
Triangulation des DGM-TIN nur noch zur Berechnung eines dem Einf

ugeort nahen Dreiecks genutzt. Mit diesem
kann die endg

ultige Bestimmung des Einf

ugeortes mit der jump-and-walk-Methode erfolgen, allerdings ist dann
die urspr

ungliche Zugrisdatenstruktur nicht mehr f

ur einen direkten Zugri im DGM-DSM-TIN verwertbar.
Die

Uberpr

ufung der DSM-Geometrie dahingehend, ob sie ganz oder teilweise in der konvexen H

ulle des DGM-
TIN liegt, stellt sich aufgrund von deren unregelm

aigen Form komplexer dar. Die

Uberpr

ufung eines Punktes
kann durch einen allgemeinen Punkt-in-Fl

ache-Test erfolgen. Ein Test des aktuellen Liniensegmentes auf Schnitt-
punkte mit der konvexen H

ulle kann eÆzient ausgabesensitiv mit einem sweepline-Verfahren erfolgen (z. B. de
Berg et al., 1997).
6.4.5.2. Einsatz des Algorithmus zur Berechnung strukturierter DGM
Der Algorithmus der radial-topologischen Suche kann vom Grundprinzip her zum Einf

ugen von st

uckweise ge-
raden Geometrien jeglicher semantischer Art in ein Dreiecksnetz verwendet werden. Auch das Einf

ugen von
Strukturinformation bei der Berechnung der Triangulation eines Quadratgitter-DGM mit Strukturinformation
(Abs. 5.3) ist m

oglich. In diesem Fall muss der Algorithmus nur dahingehend ge

andert werden, dass die H

ohen
der Schnittpunkte zwischen den Linien der Strukturinformation und den Kanten der Triangulation nicht in
dem bereits bestehenden Dreiecksnetz linear interpoliert werden, sondern zwischen den H

ohen der Struktur-
punkte. Das entstehende Dreiecksnetz hat damit das St

utzpunktfeld eines hybriden DGM und die linienhafte
Strukturinformation wird in Teilabschnitte aufgetrennt. Der Unterschied zwischen dem hybriden DGM und
dem triangulierten Quadratgitter-DGM besteht dann im Wesentlichen in der Triangulation (den Diagonalen)
derjenigen Gitterzellen, die keine Strukturpunkte enthalten. Der Zugri auf die Dreiecke einer Zelle kann direkt
aus den Koordinaten mit topologischer Suche des entsprechenden Dreiecks erfolgen.
Mit den Ausf

uhrungen von Abschnitt 6.4.5.1 kann damit auch ein allgemeines TIN um Strukturinformation
erg

anzt werden.
6.4.6. Geometrische Analyse des Algorithmus
In Abschnitt 6.4.1 wurde die grundlegende Vorgehensweise des radial-topologischen Algorithmus erl

autert. Die
Ausf

uhrungen bezogen sich dabei auf ein einzelnes lokales Dreieck. Nun soll untersucht werden, wie sich der
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Algorithmus w

ahrend seines Fortschreitens im bis dahin bestehenden DGM-DSM-TIN und somit beim Traver-
sieren von mehreren zusammenh

angenden Dreiecken verh

alt. Dabei ist von Interesse, wie gro das beeinusste
Gebiet eines Einf

ugeschrittes ist. Dies kann bei der Bearbeitung groer DGM-Datens

atze und DSM-Geometrien
mit groer r

aumlicher Ausdehnung von Interesse sein. Weiter ist das Ergebnis des Algorithmus hinsichtlich
seiner Eindeutigkeit zu untersuchen.
Die Gr

oe des beeinussten Gebietes eines Einf

ugeschrittes ergibt sich als das maximale Gebiet, das beim
Einf

ugen eines Punktes ge

andert wird. Beim Einf

ugen eines Punktes in ein Dreieck wird im integrierten Modell
nur ein Gebiet mit der Ausdehnung dieses Dreiecks ge

andert. Wird eine Kante mit einem Punkt aufgetrennt,
so m

ussen bei der Fortf

uhrung des integrierten Modells die inzidenten Dreiecke der Kante bearbeitet werden.
Diese Dreiecke k

onnen, da alle Kanten des DGM-TIN erhalten bleiben m

ussen, maximal die Gr

oe eines DGM-
TIN-Dreiecks aufweisen. Daraus folgt, dass der Algorithmus im geometrischen Teil bei einem Einf

ugeschritt ein
maximal zu modizierendes Gebiet der Ausdehnung von zwei Dreiecken des DGM-TIN aufweist. Beim Zuweisen
der Dreiecke des DGM-DSM-TIN an Objekte (semantischer Teil des Algorithmus) betr

agt die maximale Gr

oe
des Gebietes die Ausdehnung eines DSM-Objektes, wenn sequentiell verfahren wird. Dagegen hat das beeinusste
Gebiet bei einer inkrementellen Delaunay-Triangulation aufgrund der Wiederherstellung des Delaunay-Kri-
teriums die Ausdehnung eines sternf

ormigen Gebietes um den Einf

ugeort (vgl. Abs. 5.3.2), das wesentlich mehr
als zwei Dreiecke aufweisen kann.
Die Untersuchung hinsichtlich der Eindeutigkeit des Ergebnisses wird schematisch mit Abbildung 6.6 veran-
schaulicht. Auf der linken Seite der Abbildung 6.6 bendet sich ein Dreieck des DGM-TIN, in das von rechts
radial-topologischer Algorithmus mögliches Ergebnis ohne
redundante Daten
zusätzliche Kante mit Information zur Reihenfolge des Einfügens
in das Dreiecksnetz
Knoten mit Information zur Reihenfolge des Einfügens
in das Dreiecksnetz
3
654
2
1
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2b
1
3a
3b
4a 4b
5a
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Abbildung 6.6.: Geometrische Analyse der Ergebnisse des radial-topologischen Algorithmus.
oben beginnend mit dem Schnittpunkt 1 auf der DGM-TIN-Dreieckskante eine DSM-Kante integriert wird. Die
Reihenfolge der gebildeten Knoten und Kanten wird mit deren Nummerierung beschrieben und kann anhand
von Abbildung 6.5 nachvollzogen werden. Nachdem die Punkte 2, 3, 4 und 5 innerhalb des urspr

unglichen DGM-
TIN-Dreiecks inkrementell eingef

ugt wurden, verl

asst der Algorithmus das Dreieck wieder im Schnittpunkt 6.
Wichtig ist dabei, dass nur die Punkte 2 und 4 origin

are Punkte der DSM-Geometrie darstellen. Bei den Punkten
3 und 5 handelt es sich um berechnete Schnittpunkte, die sich auf Kanten benden, die vorher zus

atzlich in das
Dreieck bzw. in das DGM-DSM-TIN eingef

ugt wurden. Ebenso ist von Bedeutung, dass die Ober

achenform des
urspr

unglichen Dreiecks durch die eingef

ugten Punkte nicht ver

andert werden darf, d. h., alle Knoten und Kanten
innerhalb des Dreiecks sind, abgesehen von numerisch bedingten Ungenauigkeiten, koplanar. Das bedeutet, dass
die Punkte 3 und 5 keinen Beitrag zur geometrischen Form des integrierten Modells leisten. Sie sind mit den
DSM-Kanten, auf denen sie als Schnittpunkte berechnet wurden, kollinear und liegen in der r

aumlichen Ebene,
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die durch die Eckpunkte des urspr

unglichen DGM-TIN-Dreiecks festgelegt ist. Abweichungen hiervon sind durch
numerische Ungenauigkeiten m

oglich und sollen hier nicht ber

ucksichtigt werden. Die Punkte 3 und 5 stellen
somit redundante Daten dar. Sie

andern weder die morphologische Qualit

at des Modells noch tragen sie zur
initialen Tessellation der Ebene durch die Landkarte bei.
Dies liegt daran, dass beim radial-topologischen Algorithmus, wie er bisher vorgestellt wurde, nach jeder
Punkteinf

ugeoperation eine vollst

andige Triangulation existiert, um die weitere Navigierbarkeit des Dreiecksnet-
zes zu gew

ahrleisten. Da die Knoten einer Landkartenkante sequentiell abgearbeitet werden und das Dreiecksnetz
mit diesen Knoten und weiteren Schnittpunkten permanent zur vollst

andigen Triangulation erweitert wird, ist
immer die vollst

andige Anzahl von Kanten (Gl. 5.1) im Dreiecksnetz vorhanden. Es kommt zur Bildung von
Steiner-Punkten, die als Schnittpunkte zwischen Landkartenkanten und zus

atzlich eingef

ugten Kanten berech-
net werden. Wenngleich das Ergebnis des radial-topologischen Algorithmus richtig ist in dem Sinne, dass eine
eindeutige Zuordnung von Dreiecken zu Landkartenobjekten hergestellt wird, so ist redundante Information ins-
besondere beim Aufbau sehr groer Datenbest

ande wie landesweiten Geodatenbanken bzw. Geobasisdatens

atzen
nicht w

unschenswert.
Auf der rechten Seite der Abbildung 6.6 bendet sich ein integriertes Modell f

ur die links dargestellte Situation,
in der keine redundanten Knoten vorhanden sind. Die alleinige Verwendung von Schnittpunkten von DGM-
und DSM-Kanten als Steiner-Punkte f

uhrt anschaulich zu einer minimalen Anzahl von Knoten bzw. einer
minimalen Anzahl von Dreiecken (vgl. Gl. 5.1) im integrierten Modell.
Der bisher vorgestellte radial-topologische Algorithmus, der von seiner Grundintention her f

ur die Traversierung
eines TIN mit simultanem Einrechnen von Geometrien konzipiert ist, f

uhrt aufgrund dieser Ausf

uhrungen zwar
zu einem korrekten Ergebnis, er ist jedoch durch die Bildung redundanter Daten f

ur die Berechnung von DGM-
DSM-TIN nur bedingt geeignet. Seine getrennte Betrachtung vor einer nun durchzuf

uhrenden Modikation bzw.
Erweiterung ist jedoch sinnvoll, weil hierdurch sein grundlegendes Prinzip besser erl

autert werden kann.
6.5. Integriertes Datenmodell mit minimaler Anzahl von Knoten
Die minimale Anzahl von Knoten und Dreiecken ist zun

achst im Datenmodell konzeptionell zu ber

ucksichtigen.
Zu diesem Zweck wird in dem UML-Diagramm in Abbildung 6.4 eine Bedingung eingef

uhrt. Als Steiner-Punk-
te d

urfen nur Schnittpunkte zwischen den DSM-Kanten und den Kanten des triangulierten DGM verwendet
werden. Hierzu ist die weitere Assoziation liegt auf notwendig, dass ein Steiner-Punkt auf einer DGM-TIN-
Kante liegt. Die Assoziationen von der Landkartenkante und von der DGM-TIN-Kante zum Steiner-Punkt
m

ussen beide gleichzeitig gelten (vgl. Abb. 6.7 rechts, {and}-Bedingung an der Klasse Knoten
STE
). Dadurch ist
die Anzahl der Steiner-Punkte eindeutig bestimmt, wodurch auch die Anzahl der Dreiecke im DGM-DSM-TIN
eindeutig festgelegt ist (vgl. Gl. 5.1).
Dieses Datenmodell ber

ucksichtigt wie das Datenmodell in Abbildung 6.4 alle geometrischen Konstellations-
m

oglichkeiten, die sich bei der Berechnung des DGM-DSM-TIN ergeben k

onnen, da keine Beziehungen gel

oscht
wurden, sondern nur eine weitere eingef

ugt wurde. Es kann daher ebenso als vollst

andig bezeichnet werden,
und es ist dar

uber hinaus redundanzfrei. Algorithmen zur Berechnung dieses Modells werden in Abschnitt 6.6
diskutiert.
6.6. Der erweiterte radial-topologische Algorithmus
Der radial-topologische Algorithmus kann grunds

atzlich dahingehend erweitert werden, dass redundante In-
formation nicht gebildet wird. Gegen

uber dem in Abschnitt 6.4 beschriebenen einfachen radial-topologischen
Algorithmus ist zur Vermeidung von redundanter Information nicht nur das aktuelle Liniensegment bei einem
Einf

ugeschritt bzw. bei der Navigation im Dreiecksnetz zu ber

ucksichtigen, sondern der Teil der DSM-Geome-
trie, der sich innerhalb eines DGM-TIN-Dreiecks bendet. Zus

atzlich m

ussen die Schnittpunkte des Ein- und
Austritts der DSM-Geometrie verwendet werden. Wenn beim sequentiellen Abarbeiten der DSM-Geometrie ein
neues DGM-Dreieck betreten wird, so wird neben dem Eintrittsschnittpunkt zun

achst der Austrittsschnittpunkt
berechnet, um dann die aus der Teilung des Dreiecks entstehenden Teilpolygone mit einem Polygontriangula-
tionsverfahren weitergehend zu bearbeiten (Abs. 6.1). Es ist dabei zu beachten, ob das DGM-TIN-Dreieck
bereits von einer DSM-Geometrie geschnitten wurde. In diesem Fall muss nur der erneut geschnittene Teil des
DGM-TIN-Dreiecks betrachtet werden.
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Abbildung 6.7.: Integriertes Datenmodell mit minimaler Knotenanzahl als UML-Diagramm.
Dieser Ansatz funktioniert mit einer einfachen Dreiecksdatenstruktur wie der hier verwendeten jedoch nur, wenn
geschlossene Umringe in ein DGM-TIN eingerechnet werden sollen und die eigentliche Einrechnung der DSM-
Geometrien mit dem Betreten eines DGM-TIN-Dreiecks beginnt. Das bedeutet, dass die Integration auf der
Grundlage von 

achenhaften Objekten und objektbasiert durchgef

uhrt werden muss. Daraus folgt eine Restrik-
tion des Verfahrens auf die Integration von 

achenhaften Objekten und DGM-TIN, da linienhafte Objekte i.
Allg. keine geschlossenen Umringe bilden. Neben dieser Einschr

ankung ergibt sich bei der Integration des DGM-
TIN und einer Menge von adjazenten 

achenhaften Objekten auch die redundante Bearbeitung der Geometrien,
die zwei Objekten aus dieser Menge inzident sind.
Die redundante Bearbeitung von Geometrien wird durch eine geometriebasierte Integration vermieden, sie stellt
jedoch weitere Anforderungen an die zugrundeliegende Datenstruktur. Wenn nur ein Teil einer DSM-Geometrie
in ein DGM-TIN-Dreieck hineinragt oder eine DSM-Geometrie innerhalb eines DGM-TIN-Dreiecks beginnt,
so ist der Ansatz entsprechend komplex, da f

ur das weitere Vorgehen die Navigierbarkeit des Dreiecksnetzes
gew

ahrleistet sein muss. Dies kann z. B. durch eine tempor

are Dreiecksvermaschung mit dem urspr

unglichen
radial-topologischen Algorithmus erfolgen. Dabei kann es prinzipiell zur Berechnung von redundanten geometri-
schen Elementen kommen. Wenn nun ein Anschluss an dieses Ende der DSM-Geometrie vorgenommen werden
soll, so m

ussen zur Vermeidung der redundanten Information die entstandenen Dreiecke innerhalb des urspr

ung-
lichen DGM-TIN-Dreiecks zumindest

uberpr

uft bzw. ggf. gel

oscht oder

uberarbeitet werden, wobei redundante
Knoten und Kanten entfernt werden m

ussen.
Diese

Uberarbeitung des Gebietes eines urspr

unglichen DGM-TIN-Dreiecks bei einer geometriebasierten Vorge-
hensweise erscheint sehr aufwendig, wenn wie beim urspr

unglichen radial-topologischen Algorithmus alle m

ogli-
chen geometrischen Konstellationen ber

ucksichtigt werden sollen. Ein L

oschen aller zus

atzlichen Kanten mit
den zugeh

origen inzidenten Dreiecken innerhalb des urspr

unglichen DGM-TIN-Dreiecks f

uhrt dazu, dass der
bisher vorhandene Teil der DSM-Geometrie quasi als \Ast" in das DGM-TIN-Dreieck hineinragt und bei der
Polygontriangulationber

ucksichtigt werden muss. Bereits vorhandene redundante Punkte m

ussen aus demDSM-
Geometrieteil entfernt werden. Da es bei der hier verwendeten Datenstruktur keine Detail-Master-Information
an den Knoten gibt, ist eine Ber

ucksichtigung dieses DSM-Geometrieteils bei einer Polygontriangulation nur
mit relativ groem Aufwand zu gew

ahrleisten. Eine weitere Situation, die mit der bisher angedeuteten Vorge-
hensweise noch nicht abgedeckt wird, ist der mehrfache vollst

andige Schnitt eines DGM-TIN-Dreiecks durch
DSM-Geometrien. Beim zweiten Schnitt ist das urspr

ungliche DGM-TIN-Dreieck bereits modiziert und f

ur das
Einrechnen der zweiten Geometrie muss nun dasjenige Polygon betrachtet werden, das von der zweiten Geome-
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trie geschnitten wird, innerhalb des urspr

unglichen DGM-TIN-Dreiecks liegt und durch dessen Eckpunkte und
die erste DSM-Geometrie begrenzt wird. Wesentlich komplexer wird die Situation bei weiteren Schnitten.
In Anbetracht der sich ergebenden sehr komplexen Konstellationsm

oglichkeiten bei einer direkten Berechnung
des integrierten Modells in Abbildung 6.7 stellt sich die Frage, wie gro das redundante Datenvolumen des
einfachen radial-topologischen Algorithmus ist und ob eine detaillierte Ausarbeitung und Implementierung ei-
nes direkten erweiterten radial-topologischen Algorithmus mit minimaler Knotenanzahl im integrierten Modell
gerechtfertigt ist. Zur

Uberpr

ufung dieser Frage mit den vorhandenen Datens

atzen wurde anstatt eines direk-
ten Algorithmus ein indirektes Verfahren implementiert, bei dem zun

achst ein vorl

auges integriertes Modell
mit dem urspr

unglichen radial-topologischen Algorithmus berechnet und im Anschluss daran die redundante
Information entfernt wird. Das Verfahren ist algorithmisch wesentlich einfacher zu realisieren, da es auf den
bisherigen Ausf

uhrungen aufbauen kann.
Zu diesem Zweck muss an den Knoten und Kanten im DGM-DSM-TIN die boolesche Information vorhanden
sein, ob es sich um eine aus dem DGM oder DSM abgeleitete Kante bzw. um einen DGM- oder DSM-Knoten
oder einen Schnittpunkt von DGM- und DSM-Kanten handelt. Andernfalls ist ein Knoten bzw. eine Kante
redundant. Diese Information wird den geometrischen Elementen w

ahrend der Berechnung des initialen inte-
grierten Modells beigef

ugt. Ein redundanter Knoten entsteht, wenn eine DSM-Geometrie beim Einrechnen eine
zus

atzlich eingef

ugte Kante schneidet, die nicht aus einer DGM- oder DSM-Kante abgeleitet wird. Dies kann
aufgrund der geometrischen Konstellation nur bei dem Fall 7 in Abbildung 6.5 auftreten. Nach Abschluss des
initialen radial-topologischen Algorithmus werden die redundanten, d. h. die zum Entfernen markierten Kno-
ten sequentiell abgearbeitet und gel

oscht. Die Vorgehensweise beim L

oschen von redundanten Punkten ist in
Abbildung 6.8 veranschaulicht und beginnt mit der linken Seite von Abbildung 6.6 als Ausgangssituation.
Ein zu entfernender Knoten muss zun

achst im DGM-DSM-TIN gefunden werden. Die Suche kann entweder

uber
die aus dem inkrementellen Triangulationsverfahren vorhandene Zugrisstruktur oder mit der jump-and-walk-
Methode erfolgen. F

ur das weitere Verfahren ist es notwendig, dass ein inzidentes Dreieck bekannt ist. Beim
Austragen des Knotens muss die urspr

ungliche DSM-Kante bzw. der entsprechende Abschnitt in dem Gebiet
wiederhergestellt und Teil des DGM-DSM-TIN werden. Aus diesem Grund kann die Vorgehensweise nicht direkt
einer der in Abschnitt 6.1 angegebenen Klassen von Modikationsverfahren von Dreiecksnetzen zugeordnet
werden, da zwar zum einen ein Punkt gel

oscht, zum anderen aber die DSM-(Teil-)Kante wiederhergestellt wird.
Es m

ussen genau zwei Kanten inzident sein, die aus einer DSM-Kante abgeleitet wurden. Sie werden anhand
ihrer Attribute identiziert. Dies erfolgt

uber eine vollst

andige Rotation um den Knoten, wof

ur das inzidente
Dreieck in dem Knoten erforderlich ist. Zweckm

aigerweise erfolgt die Rotation im Gegenuhrzeigersinn, da
diese Orientierung f

ur die sp

atere Vorgehensweise notwendig ist. Als Startelement des eigentlichen vollst

andigen
radialen

Uberstreichens der Umgebung wird die erste der zwei aus dem DSM abgeleiteten inzidenten Kanten
mit einer radialen Suche bestimmt. Eine m

ogliche Startkante beim L

oschen von Punkt 3 in Abbildung 6.8 ist
die Kante 3-2.
Beginnend von dieser Kante wird das Gebiet der in dem Punkt inzidenten Dreiecke im Gegenuhrzeigersinn
radial

uberstrichen, bis die zweite von der DSM-Kante abgeleitete DGM-DSM-TIN-Kante gefunden wird. Es
muss sich dabei ein Winkel von 200 gon ergeben. W

ahrend dieses radialen

Uberstreichens werden verschiedene
Listen gef

uhrt. In eine Liste werden die adjazenten Knoten des zu l

oschenden Knoten eingetragen. Sie bilden ein
Polygon, dass imAnschluss mit einem Polygontriangulationsverfahren bearbeitet werden muss. F

ur die Polygon-
triangulation in Abschnitt 6.1 ist eine Anordnung der Punkte des Polygons im Gegenuhrzeigersinn erforderlich.
Daher erfolgt das

Uberstreichen der Nachbarschaft des zu l

oschenden Punktes mit dieser Drehrichtung. Beim
L

oschen von Punkt 3 in Abbildung 6.8 stehen dann die Punkte 2, P
1
und 4 in der Knotenliste. Eine weitere
Liste enth

alt die zu l

oschenden bzw. zu

uberarbeitenden Kanten (f

ur Punkt 3 linke Seite die Kante 3a), eine
zus

atzliche Liste wird f

ur ebensolche Dreiecke gef

uhrt. Nach Erreichen der zweiten aus einer DSM-Geometrie
abgeleiteten Kante wird das radiale

Uberstreichen des Gebietes mit einem zweiten Satz von Listen fortgef

uhrt,
bis es an der Startkante des

Uberstreichens stoppt.
Nach Abschluss des radialen

Uberstreichens des Gebietes erfolgt das Austragen des Knotens aus dem Dreiecks-
netz sowie die lokale Retriangulation mittels Polygontriangulation und die Wiederherstellung der Topologie.
Ein Verfahren von Ammeraal (1997) zur Polygontriangulation wurde in Abschnitt 6.1 beschrieben, weitere
nden sich z. B. bei O'Rourke (1998) oder de Berg et al. (1997). Da in dieser Arbeit die zu triangulierenden
Polygone nur geringe Punktanzahlen aufweisen, wurde auf die Implementierung eines eÆzienten Polygontrian-
gulationverfahrens verzichtet. Es wurde das einfache Diagonalen-Verfahren aus Ammeraal (1997; vgl. Abs. 6.1)

uberarbeitet und um die Wiederherstellung der Topologie erg

anzt. Falls auf einer Seite der DSM-Kante nur zwei
inzidente Dreiecke in der Liste der Dreiecke stehen (Abb. 6.8, linke Seite von Punkt 3; und beim L

oschen von
Punkt 5 beide Seiten), kann eines davon direkt ge

andert und das andere sowie die inzidente Kante gel

oscht wer-
den. Das L

oschen der redundanten Punkte 3 und 5 in Abbildung 6.6 links oben f

uhrt zum integrierten Modell
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Abbildung 6.8.: Der erweiterte radial-topologische Algorithmus.
mit minimaler Anzahl von Knoten und Dreiecken, f

ur das ein m

ogliches Ergebnis auf der rechten Seite unten
von Abbildung 6.6 dargestellt ist.
Bei einer ggf. durchzuf

uhrenden Polygontriangulation muss der Sonderfall beachtet werden, dass es aufgrund
der Berechnung von Schnittpunkten w

ahrend des initialen einfachen radial-topologischen Algorithmus in dem
zu triangulierenden Polygon zu Punktfolgen kommt, die unter Ber

ucksichtigung der numerischen Genauigkeit
kollinear sind. Eine m

ogliche Konstellation ist in Abbildung 6.9 wiedergegeben. Bei der angedeuteten Situation
handelt es sich bei den Punkten 1 und 2 um Schnittpunkte, die bei einem ersten Schnitt einer DSM-Geometrie
mit dem Dreieck P
1
, P
2
und P
3
berechnet wurden. Bei den Punkten 15 und 22 handelt es sich um DSM-Punkte,
13, 16, 19 und 24 sind weitere Schnittpunkte von DSM-Geometrien mit den initialen DGM-Dreieckskanten.
Als erste zus

atzliche Geometrie wird die Kante von 1 nach P
2
eingef

ugt. Bei den weiteren Schnitten kommt es
zur Berechnung der redundanten Punkte 14, 20, 21 und 23. Eine Verizierung der abgebildeten Kanten kann
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Abbildung 6.9.: Der Sonderfall von kollinearen Punkten bei der Polygontriangulation.
unter Verwendung von Abbildung 6.5 erfolgen. Als erstes wird der Knoten 14 gel

oscht. Dessen inzidente Kanten
und Dreiecke f

uhren zu dem Polygon 13, 23, 22, 21, 20 und 15, das trianguliert werden muss. Beim Diagona-
len-Verfahren wird als erstes das Dreieck 13, 23 und 22 gebildet. Als weiteres Dreieck im Verfahren wird die
kollineare Punktkombination 22, 21 und 20 getestet. Derartige Punktkombinationen m

ussen f

ur eine korrekte
Retriangulation des Gebietes erkannt und eine Dreiecksbildung aus diesen Punkten vermieden werden. Dies
kann entweder

uber einen numerischen Schwellwert beim Test der Orientierung eines Dreiecks erfolgen, oder
es werden die Attribute der Knoten und Kanten ausgewertet. Mit dem letzten Verfahren wird ein redundanter
Knoten zwischen Kanten, die aus DSM-Kanten abgeleitet wurden, erkannt, eine kollineare Folge von DSM-
Knoten jedoch nicht.
Nach Bearbeitung der beiden Seiten der wiederhergestellten DSM-Teil-Kante wird mit dem n

achsten redundan-
ten Punkt auf der DSM-Kante fortgefahren. Zwecks Performanceverbesserung kann die Suche dieses Knotens mit
der walk-Methode durchgef

uhrt und mit einem

uberarbeiteten Dreieck aus dem letzten L

oschverfahren begon-
nen werden, da die Punktnummern mit dem Fortschreiten des radial-topologischen Algorithmus entlang einer
DSM-Kante vergeben werden. Daraus folgt, dass aufeinanderfolgende redundante Punkte auf einer urspr

ung-
lichen DSM-Kante nahe beieinander liegen. Bei dieser Vorgehensweise muss nur beim Beginn des L

oschens
von redundanten Punkten entlang einer neuen DSM-Kante eine Knotensuche mit der Zugrisdatenstruktur im
Dreiecksnetz erfolgen, und die vorhandenen Strukturen der Topologie und der Indizierung im DGM-DSM-TIN
werden sinnvoll genutzt.
Damit steht ein Algorithmus zur Verf

ugung, der nach Abschluss der Berechnungen eine minimale Anzahl von
Knoten im integrierten Modell erzielt. Das im geometrischen Teil beeinusste Gebiet des Algorithmus ist bei
einem einzelnen Einf

ugeschritt maximal zwei Dreiecke des DGM-TIN gro. Dies ist der Fall, wenn ein Schnitt-
punkt zwischen der DSM-Kante und einer DGM-TIN-Kante eingef

ugt wird. Beim L

oschen von Punkten wird
maximal das Gebiet eines DGM-TIN-Dreiecks modiziert. Beim Zuweisen von Dreiecken an Objekte (semanti-
scher Teil des Algorithmus) betr

agt die Gr

oe des beeinussten Gebietes die Ausdehnung eines DSM-Objektes.
Das redundante Bearbeiten von Geometrien wie bei einem objektbasierten Algorithmus wird vermieden. Die
Eindeutigkeit hinsichtlich der morphologischen Qualit

at ist gegeben, die Eindeutigkeit des Ergebnisses h

angt
vom Verfahren der Polygontriangulation ab.
Der Nachteil des indirekten Verfahrens ist, dass es zur Berechnung von Geometrien im DGM-DSM-TIN kommt,
die nachtr

aglich entfernt werden m

ussen. Dies erfordert zun

achst zus

atzlichen Speicherplatz f

ur die redundanten
Daten und Rechenzeit zu deren Berechnung, dar

uber hinaus ist ein Mehrbedarf an Rechenzeit f

ur das L

oschen
der redundanten Information erforderlich.
6.7. Vergleich der Ans

atze zur Berechnung der integrierten Modelle
Bei dem hier durchgef

uhrten Vergleich werden nur Algorithmen ber

ucksichtigt, die f

ur eine Integration von
DGM und DSM als geeignet eingestuft werden. Dabei handelt es sich um:
1. das korrigierte Verfahren nach Kl

otzer (1997), bei dem auf die Wiederherstellung des Delaunay-Kri-
teriums beim Einf

ugen der Landkartenknoten bzw. ihrer Punkte verzichtet wird;
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2. das Verfahren von Egenhofer et al. (1989), wobei hier f

ur eine Integration von DGM und DSM die
H

ohenkomponente an den 0-Simplexen ber

ucksichtigt werden muss;
3. den hier entwickelten erweiterten radial-topologischen Algorithmus sowie
4. um die Methode von Abdelguerfi et al. (1997).
Der Vergleich der beiden radial-topologischen Algorithmen wurde bereits implizit mit der Entwicklung des er-
weiterten radial-topologischen Algorithmus durchgef

uhrt. Es wird jedoch teilweise noch auf die einfache Variante
verwiesen werden.
Einige der hier diskutierten Aspekte wurden bereits in den Beschreibungen der einzelnen Vorgehensweisen auf-
gef

uhrt. Nun erfolgt jedoch eine direkte Gegen

uberstellung, die ggf. bei Redundanz mit vorherigen Ausf

uhrungen
komprimiert dargestellt wird.
6.7.1. Vergleich der Algorithmen
Vergleicht man die vier f

ur die Integration von DSM und DGM-TIN geeigneten Algorithmen miteinander, so
stellt man zun

achst fest, dass die Methode von Abdelguerfi et al. (1997) einen ganz anderen algorithmischen
Hintergrund als die anderen Verfahren hat. Den wesentlichen Unterschied bildet die notwendige Verschneidungs-
operation bei Abdelguerfi et al. (1997). Die Autoren betrachten zwar bei der Auswahl ihrer Datenstruktur die
wesentlichen Merkmale eines TIN gegen

uber allgemeinen Polygonen, beim Berechnen des integrierten Modells
werden diese jedoch nur bedingt ber

ucksichtigt.
Die bereits durch das DGM-TIN vorhandene Topologie des Dreiecksnetzes wird von Abdelguerfi et al. (1997)
nicht verwendet, f

ur eine eÆziente Verschneidung muss eine anders geartete zus

atzliche Vorverarbeitung der
Daten durchgef

uhrt werden. Die vorhandene Topologie der Geometrien der 2D-Information wird von den Au-
toren ebenfalls nicht explizit ber

ucksichtigt bzw. genutzt. Die Korrektheit der Ergebnisse und die Nutzung der
Topologie des DSM sind von der Implementierung der Verschneidungsoperation abh

angig.
Das Verfahren von Egenhofer et al. (1989) und der einfache radial-topologische Algorithmus weisen gewisse

Ahnlichkeiten auf. Die Topologie der Geometrien des DSM wird bei Egenhofer et al. (1989) zum Teil genutzt,
indem die Punkte einer linienhaften Geometrie sequentiell abgearbeitet werden. Allerdings f

ugen Egenhofer
et al. (1989) zun

achst beide 0-Facetten des 1-Simplex ein, bevor die Steiner-Punkte berechnet werden. Der
radial-topologische Algorithmus startet demgegen

uber mit dem Anfangspunkt einer Kante und spart die Suche
nach dem Einf

ugeort des Endpunktes. Er nutzt damit die Topologie der DSM-Geometrie besser als das Verfahren
von Egenhofer et al. (1989). Die Berechnung der Steiner-Punkte ist beim radial-topologischen Algorithmus
allgemeiner, da er die vollst

andige und partielle Kollinearit

at von Kanten des DSM und DGM ber

ucksichtigt.
Beide Verfahren nutzen gegen

uber dem Verfahren von Abdelguerfi et al. (1997) die bestehende Topologie des
TIN vorteilhaft f

ur die Einrechnung der Geometrien.
Das korrigierte Verfahren nach Kl

otzer (1997) nutzt die Topologie des DGM-TIN nur bei der Integration
der Kanten. F

ur jeden Landkartenpunkt bzw. -knoten muss die Zugrisdatenstruktur des DGM-TIN durch-
laufen werden, um die Einf

ugeorte der Punkte zu lokalisieren. Es werden nicht alle geometrischen Konstellati-
onsm

oglichkeiten ber

ucksichtigt, die bei der Integration von DGM-TIN und DSM entstehen k

onnen.
Zusammenfassend ist festzustellen, dass der radial-topologische Algorithmus gegen

uber den anderen Verfahren
alle potenziell m

oglichen geometrischen Konstellationen, d. h. die partielle und damit auch die vollst

andige
Kollinearit

at von Geometrien bei der Integration von DGM-TIN und DSM ber

ucksichtigt und f

ur seinen Ver-
fahrensablauf die vorhandenen topologischen Strukturen des DGM-TIN und des DSM vorteilhaft nutzt. Der
Nachteil des hier beschriebenen erweiterten radial-topologischen Algorithmus ist, dass es sich gegenw

artig um
ein indirektes Verfahren handelt. Dies f

uhrt zu einem Mehraufwand an Rechenzeit und Speicheraufwand, wobei
ein direkter absoluter Vergleich mit den anderen Verfahren bisher nicht erfolgt ist.
6.7.2. Die Gr

oe der beeinussten Gebiete
Vergleicht man die unter Abschnitt 6.7.1 diskutierten Ans

atze bzgl. der Gr

oe der beeinussten Gebiete im
geometrischen Teil, so zeigt sich, dass sie bei der Berechnung der Geometrien unterschiedlich groe Gebiete
modizieren bzw. betrachten. Der radial-topologische Algorithmus

andert beim Einrechnen der Landkarten-
geometrien nur ein minimales Gebiet, da er pro Iterationsschritt maximal drei Dreiecke neu einf

ugt und eines
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modiziert. Das Gebiet ist maximal so gro wie zwei Dreiecke im DGM-TIN. Da in dem Erg

anzungsschritt,
d. h. der Erweiterung des Algorithmus ein kleineres Gebiet ge

andert wird als in der einfachen Variante, ist dies
f

ur beide Varianten g

ultig. Diese Gebietsgr

oe gilt prinzipiell auch f

ur den Ansatz von Egenhofer et al. (1989)
mit der Einschr

ankung, dass f

ur das Einf

ugen einer Kante erst deren Endpunkte und damit verschiedene Ge-
biete des Ergebnis-TIN bearbeitet werden. Bei langen Geometrien sind daher entsprechend \groe Spr

unge" im
TIN erforderlich. Da Kl

otzer (1997) zun

achst alle Punkte und Knoten der Landkarte einf

ugt,

andert er auch
jeweils nur ein minimales Gebiet von maximal zwei Dreiecken des DGM-TIN. Allerdings wird das Gebiet eines
jeden Punktes bzw. Knotens durch die Bearbeitungssequenzen Einf

ugen der Punkte und Integration der Kanten
(mindestens) zweimal bearbeitet. Die mehrfache Bearbeitung gilt dementsprechend auch f

ur die Methode von
Egenhofer et al. (1989).
Beim Algorithmus von Abdelguerfi et al. (1997) h

angt das zu bearbeitende Gebiet von der Ausdehnung
der Objekte in den Datenebenen ab und ist daher nicht n

aher zu bestimmen. Hier kann es bei der Berechnung
groer integrierter Modelle zu Problemen kommen, da das Gebiet in Bearbeitungsgebiete eingeteilt werden muss
(vgl. Gold et al., 1997). Daher kann der radial-topologische Algorithmus bei der Erstellung groer integrierter
Modelle unter algorithmischen Aspekten Vorteile bieten. Allerdings gilt dies zun

achst nur f

ur den geometrischen
Teil des Algorithmus, d. h., f

ur das Einrechnen der DSM-Geometrien. F

ur die Zuweisung der Dreiecke an die
Objekte ist die Gr

oe der Gebiete von der Ausdehnung der Objekte abh

angig. Die Traversierung von TIN
und die Zuweisung von Dreiecken des DGM-DSM-TIN an DSM-Objekte kann jedoch aufgrund der denierten
Nachbarschaft von Dreiecken auch f

ur sehr groe Datens

atze erfolgen, indem immer nur Teile der TIN aus einer
Datenbank in den Speicher geladen werden.
Als Konsequenz der Betrachtungen ergibt sich, dass die radial-topologischen Algorithmen ein minimales beein-
usstes Gebiet im geometrischen Teil des Verfahrens haben. Die Einf

ugeorte f

ur Zwischenpunkte werden jeweils
nur einmal und diejenigen von Knoten in Abh

angigkeit der Anzahl der inzidenten Kanten gesucht, wobei sich
aufgrund der Verwendung der DSM-Geometrie-Topologie sehr kurze Suchwege ergeben. Die Einf

ugeorte f

ur re-
dundante Knoten werden zweimal mit jeweils kurzen Suchwegen bestimmt. Die Gr

oe des beeinussten Gebietes
im semantischen Abschnitt des Verfahrens h

angt von der Gr

oe der DSM-Objekte ab. Bei groen Gebieten kann
jedoch unter Verwendung der DGM-DSM-TIN-Topologie eine Aufteilung in Teilgebiete erfolgen.
6.7.3. Geometrische Analyse der Ergebnisse
Bei der geometrischen Ergebnisanalyse ist zu ber

ucksichtigen, dass bei den in der Literatur gefundenen und
hier betrachteten Verfahren (Abdelguerfi et al., 1997; Kl

otzer, 1997; Egenhofer et al., 1989) eine Un-
tersuchung des integrierten Modells hinsichtlich auftretender Redundanzen durch die Autoren nicht erfolgte.
Ebenso ber

ucksichtigen die Autoren nicht alle geometrischen Konstellationsm

oglichkeiten. Der Vergleich muss
daher unabh

angig von den Restriktionen der zitierten Verfahren erfolgen.
In Anlehnung an die Untersuchung in Abschnitt 6.4.6 kann eine Absch

atzung des redundanten Datenvolumens
erfolgen. Der einfache radial-topologische Algorithmus f

uhrt durch die permanente vollst

andige Aktualisierung
des Dreiecksnetzes zu einer Redundanz im DGM-DSM-TIN.Egenhofer et al. (1989) f

ugen zwar den Endpunkt
der jeweils aktuellen Kante vor dem Berechnen der Steiner-Punkte ein, dies f

uhrt jedoch nicht zu einer Ver-
gr

oerung des Datenvolumens gegen

uber dem einfachen radial-topologischen Algorithmus. Am Endpunkt der
aktuellen einzuf

ugenden Kante werden zwar zus

atzliche Kanten in das DGM-DSM-TIN eingef

ugt, diese stellen
jedoch, unter Vernachl

assigung einer Kollinearit

at einer dieser Kanten mit der aktuellen Kante und damit der
Restriktion des Verfahrens, keine potenziellen Kandidaten f

ur Schnittpunkte mit der aktuellen Kante dar
6
. Da-
her entspricht das Ergebnisdatenvolumen von Egenhofer et al. (1989) dem des einfachen radial-topologischen
Algorithmus, da keine redundanten Knoten entfernt werden.
Ganz anders verh

alt es sich bei dem korrigierten Verfahren nach Kl

otzer (1997). Hier werden vor dem Be-
rechnen der Steiner-Punkte alle Punkte und Knoten der Landkarte eingef

ugt. Dies f

uhrt zwangsl

aug zu einer
deutlich gr

oeren Menge an Kanten im \Zwischenergebnis-TIN", aufgrund dessen dann die Steiner-Punkte
berechnet werden. Es existieren mehr potenzielle Schnittpunktskandidaten f

ur die DSM-Kanten. Daraus folgt,
dass von den hier diskutierten Vorgehensweisen das korrigierte Verfahren nach Kl

otzer (1997) mindestens
das gleiche Datenvolumen erzeugt wie der einfache radial-topologische Algorithmus. Im Fall der Gleichheit der
Datenvolumen bedeutet dies, dass es trotz der gr

oeren Menge an Kanten nicht zu weiteren Schnittpunkten
6
Im Fall der Kollinearit

at kommt es zu einem degenerierten Schnittpunkt, d. h., die DSM-Geometrie verl

auft

uber einen TIN-
Knoten und ggf. entlang einer TIN-Kante. Daraus folgt, dass von diesem Knoten eine Kante zum neuen Punkt gelegt wird,
die somit kollinear mit der aktuellen DSM-Geomerie ist. Bei Kollinearit

at mit einer bestehenden TIN-Kante erfolgt ggf. eine
Teilung einer der Kanten. Diese Situation w

urde von den radial-topologischen Algorithmen gefunden werden, s. Abb. 6.5.
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kam. Es ist jedoch sehr wahrscheinlich, dass es zu

Uberkreuzungen zwischen DSM-Geometrien und zus

atzlichen
Kanten kommt und das Verfahren vermutlich zum gr

oten Datenvolumen der hier behandelten Vorgehensweisen
f

uhrt. Es w

urde damit die gr

ote Anzahl an redundanten Knoten im DGM-DSM-TIN aufweisen.
Der erweiterte radial-topologische Algorithmus kann daher hinsichtlich seiner Ergebnisse nur noch mit dem
Verfahren von Abdelguerfi et al. (1997) verglichen werden. Wie bei der Diskussion oben werden auch hier die
Restriktionen des Verfahrens, die aus der Vernachl

assigung von potenziell m

oglichen geometrischen Konstellatio-
nen resultieren, nicht ber

ucksichtigt. Abdelguerfi et al. (1997) nutzen aufgrund der Verschneidungsoperation
als Steiner-Punkte nur Schnittpunkte zwischen dem DGM-TIN und den 2D-Geometrien. Daraus folgt, dass
das Ergebnis der Autoren redundanzfrei ist, da dies eine Forderung des redundanzfreien Datenmodells in Ab-
schnitt 6.5 ist. Eine

Ubereinstimmung des Verfahrens von Abdelguerfi et al. (1997) mit dem Ergebnis des
erweiterten radial-topologischen Algorithmus h

angt nur vom Ergebnis der Polygontriangulation (und von der
Implementierung der Verschneidungsoperation) ab.
6.8. Kritische Diskussion des Modellierungsansatzes
In diesem Kapitel wurden bestehende Verfahren zur Integration von DSM und DGM hinsichtlich ihrer Eignung
unter den Aspekten
1. der Invarianz der durch das integrierte Modell gebildeten Ober

ache,
2. der Vollst

andigkeit bei der Ber

ucksichtigung m

oglicher geometrischer Konstellationen,
3. der algorithmischen EÆzienz durch Ausnutzung vorhandener topologischer Information und
4. des Ergebnisdatenvolumens bzw. der Redundanzfreiheit des integrierten Modells
betrachtet. Der in der Arbeit neu entwickelte erweiterte radial-topologische Algorithmus erf

ullt diese Kriterien
gegen

uber den anderen beschriebenen Verfahren mit der Einschr

ankung, dass durch die initiale Berechnung des
Zwischenmodells ein Mehraufwand an Speicherplatz f

ur das redundante Datenvolumen sowie zus

atzliche Re-
chenzeit f

ur die nachfolgende Bearbeitung der redundanten Daten erforderlich ist. Die bestehenden Verfahren
entsprechen ggf. nur teilweise den aufgef

uhrten Aspekten und daraus resultierenden Anforderungen. Die Ein-
schr

ankung des neuen Verfahrens resultiert aus der bislang indirekten Vorgehensweise des Algorithmus. Durch
das DGM-DSM-TIN wird die Landschaft 2.5-dimensional objektstrukturiert und mit einer stetigen Ober

ache
beschrieben.
Das vorgestellte Verfahren der Integration von DGM und DSMmittels Triangulation kann nur ein geometrisches
Verfahren im Sinne einer Verschneidung von Datenebenen darstellen. Es erfolgt bisher keine Ber

ucksichtigung
von geometrisch-semantischen Inkonsistenzen in den verschiedenen Datens

atzen von DGM und DSM. Falls die
Daten aus verschiedenen Quellen stammen und z. B. eine verfahrensbedingte Dierenz in den Koordinatensys-
temnullpunkten aufweisen, wird dies nicht aufgedeckt. Ebenso betrit dies Datens

atze, die zu verschiedenen
Zeitpunkten aufgenommen wurden. Ein Beispiel f

ur einen Versatz in den Koordinaten der Datens

atze mag
eine Strae sein, die aufgrund von Koordinateninkonsistenzen zwischen DGM und DSM im DGM-DSM-TIN
theoretisch nicht befahrbar sein w

urde, weil sie abrupte Neigungswechsel in der L

angsachse durch Kantenlinien
im DGM-TIN aufweist. Sie kann auch im Querprol zu steil sein, weil sich die Strae des DSM in einem
Abhang des DGM bendet. Straenquerprole werden z. B. von Abdelguerfi et al. (1997) und Polis et al.
(1995) ber

ucksichtigt. Der zeitliche Aspekt mag durch eine Strae veranschaulicht werden, f

ur die im DGM-TIN
aufgrund mangelnder Aktualit

at bisher keine Aufsch

uttung vorhanden ist.
Probleme resultieren aufgrund der \Verschneidung" auch, wenn DSM-Objekte in der einen oder anderen Form
bereits im DGM-TIN (ggf. approximiert) repr

asentiert sind. Es kommt dann zur Verschneidung nahezu iden-
tischer Geometrien, was i. Allg. zu Splitterpolygonen (sliver polygons; z. B. Hake & Gr

unreich, 1994) und
hier zu langen schmalen Dreiecken f

uhrt, da das Dreiecksnetz wiederhergestellt wird. Die Situation ergibt sich
zwangsl

aug, da z. B. Straenb

oschungen teilweise als Bruchkanten in TIN existieren.
Das Verfahren kann daher eine integrierte semantisch-geometrische 2.5D- bzw. 3D-Erfassung von Geodaten wie
bei einer photogrammetrischen Auswertung oder entsprechende Zuordnungsverfahren nicht ersetzen, bei der
bzw. denen eine Konsistenz zwischen der Semantik von Objekten und den mit ihnen verbundenen Ober

achen-
formen interaktiv oder automatisiert kontrolliert wird. Das Ziel der Arbeit ist die Integration von DGM und
DSM und nicht die integrierte Datenerfassung f

ur DLM.
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Ein Problem, das in allgemeiner Form von vielen Autoren angesprochen wird, ist die groe Anzahl von Dreiecken,
die mit der Integration entsteht (Abdelguerfi et al., 1997; Kl

otzer, 1997; Polis et al., 1995; Egenhofer
et al. 1989). Es gliedert sich gem

a der Untersuchungen hier in drei verschiedene Aspekte auf:
1. Algorithmische Hintergr

unde;
2. Datenmenge im DGM-TIN;
3. Datenmenge im DSM.
Der erste Aspekt wird in der Arbeit ausf

uhrlich behandelt und betrit das redundante Datenvolumen im in-
tegrierten Modell. Zur Vermeidung der redundanten Daten wurde das redundanzfreie Datenmodell vorgestellt
(Abs. 6.5). Der zweite Aspekt wird bereits in der hier zitierten Literatur diskutiert, und dies auch im Kontext
integrierter Modelle. Es gibt entsprechende Verfahren, die eine Reduktion von Dreiecken im DGM gew

ahrleisten
(z. B. Garland & Heckbert, 1995;Polis et al., 1995, 1994;Heller, 1990; vgl. Abs. 5.2.2). Auch die Behand-
lung von groen Gebieten bei der Datenreduktion im DGM-TIN wurde untersucht (z. B. Terribilini, 1999;
Abdelguerfi et al., 1997). Es liegt nahe, dass redundante Information mit entsprechenden Verfahren aus dem
DGM-TIN reduziert werden sollte. Unter diesem Gesichtspunkt ist die direkte Verwendung der vollst

andigen
Geobasisdaten-DGM nur eingeschr

ankt zu empfehlen, da triangulierte Gitter-DGM Dreiecksnetze mit einer ho-
hen Anzahl von Dreiecken darstellen (vgl. Kap. 5 und Abs. 5.5). Der erweiterte radial-topologische Algorithmus
wurde anhand des triangulierten Gitters vorgestellt. Es wurde die allgemeine Verwendbarkeit mit unregelm

ai-
gen St

utzpunktfeldern gezeigt (Abs. 6.4.5.1), dabei kann es sich z. B. um eine adaptive Triangulation handeln
(vgl. Abs. 5.2.2).
Der dritte Aspekt ist die Dichte der Punkte und Knoten der DSM-Geometrien; dies wird in der dem Au-
tor bekannten Literatur im Zusammenhang mit dem Aufbau von integrierten Datens

atzen bisher nicht dis-
kutiert. Einen verbreiteten Linienvereinfachungsalgorithmus stellt das Verfahren von Douglas & Peucker
dar (Douglas-Peucker-Algorithmus; Douglas & Peucker, 1973). Bei diesem werden die Zwischenpunkte
einer Geometrie solange in die approximierende Geometrie eingef

ugt, bis die senkrechten Abst

ande der noch
nicht eingef

ugten Punkte zur approximierenden Geometrie einen vorzugebenden Schwellwert unterschreiten. Die
senkrechten Abst

ande der Punkte werden dabei zu den jeweiligen Liniensegmenten der approximierenden Geo-
metrie berechnet, die aus den bereits eingef

ugten Nachbarpunkten in der Punktsequenz der Originalgeometrie
gebildet werden. Die Vereinfachung von Liniengeometrien ist nicht Thema dieser Arbeit, sie stellt jedoch ein
einfaches Verfahren dar, um zus

atzlich zur Datenreduktion im DGM-TIN und der Vermeidung von redundan-
ten Daten durch den Integrationsalgorithmus die Anzahl von Dreiecken im DGM-DSM-TIN zu verringern. F

ur
weitere Details zur Linienvereinfachung wird auf die Originalquelle Douglas & Peucker (1973) und z. B. auf
Weibel (1997) oder Hershberger & Snoeyink (1992) verwiesen.
Vor allem bei groen DGM-TIN-Dreiecken kommt es bei einer hohen Dichte von Punkten entlang der DSM-Ge-
ometrien zur Bildung einer entsprechenden Anzahl von langen schmalen Dreiecken im DGM-DSM-TIN. Ebenso
wie bei der DGM-Datenreduktion ist es sinnvoll, redundante Information aus den DSM-Geometrien zu elimi-
nieren, um ein angepasstes Verh

altnis zwischen der Dichte der St

utzpunkte im DGM-TIN und der Dichte der
Punkte im DSM zu erhalten. Dabei ist es naheliegend, beim Aufbau von 2.5D- bzw. 3D-GIS auf eine homogene
Genauigkeitssituation zu achten und eine Abstimmung der Lagegenauigkeit des DSM mit der H

ohengenauigkeit
der verwendeten DGM vorzunehmen. Falls sowohl das DGM-TIN als auch die DSM-Geometrien vereinfacht
werden, kann eine Abstimmung leicht erfolgen. Letztendlich ist eine ggf. durchzuf

uhrende Vereinfachung von
DGM-TIN und DSM jedoch davon abh

angig, welche Qualit

at das integrierte Modell (ggf. getrennt f

ur H

ohe
und Lage) aufweisen soll.
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
atze
In diesem Kapitel werden die in den Kapiteln 4 und 6 vorgestellten Ans

atze der Integration von H

oheninforma-
tion in Digitale Situationsmodelle auf reale ATKIS-Geobasisdatens

atze angewendet und kritisch miteinander
verglichen. Im Abschnitt 7.1 werden die zur Verf

ugung stehenden Datens

atze vorgestellt. In Abschnitt 7.2 erfolgt
die Anwendung der Verfahren auf die Testgebiete, wobei Abschnitt 7.2.1 zun

achst die Modellierung der Testge-
biete mit Polynom

achenobjekten beschreibt und in Abschnitt 7.2.2 f

ur einige Gebiete integrierte Datens

atze
auf der Grundlage von Triangulationen berechnet werden. Als DGM-TIN dienen triangulierte Quadratgitter
(vgl. Kap. 5). Der Vergleich der Verfahren wird in Abschnitt 7.3 vorgenommen.
7.1. Verf

ugbare Testdatens

atze
7.1.1. Die Altmor

anenlandschaft der Dammer Berge
Die Dammer Berge n

ordlich von Osnabr

uck wurden als Testgebiet ausgew

ahlt, weil sie in typischer Weise
die norddeutsche Altmor

anenlandschaft repr

asentieren (Mensching, 1969). Bei den Dammer Bergen handelt
es sich um eine Ansammlung von Altmor

anenz

ugen, die von S

udwesten nach Nordosten verlaufen und durch
das Gew

assernetz quer dazu zerschnitten werden (Abb. 7.1
1
). Die Mor

anenlandschaft ist stark zergliedert. Die
h

ochste Erhebung der Dammer Berge ist der Signalberg mit 145.5 m. Zum Rand hin fallen die Mor

anenz

uge in
achen Aufsch

uttungen ab, in s

ud

ostlicher Richtung schliet sich die vermoorte Hunte-D

ummer-Niederung an.
Der D

ummer, der sich schon auerhalb des Testgebietes bendet, hat nur noch eine H

ohe von 37 m. Im Vorland
der Mor

anenz

uge treten gr

oere Zertalungsformen auf, es existiert eine groe Zahl von achen Muldent

alern
und Dellen. Im Bereich des H

ohenr

uckens weisen die T

aler steile, kerbtal

ahnliche Formen auf. Der Ort Damme
selbst bendet sich in der s

udwestlichen Ecke des Testgebietes.
Die Datengrundlage f

ur dieses Gebiet stellen digitalisierte H

ohenlinien aus der DGK5 dar, aus denen das DGM5
f

ur dieses Gebiet gerechnet wird. Eine Genauigkeitssch

atzung des Datensatzes erfolgt aus der allgemeinen An-
gabe der Genauigkeit des DGM5 mit 1 m f

ur die Genauigkeitsstufe 2 (Washausen, 1992). Der grau hinterlegte
Bereich dient in einer sp

ateren Darstellung als Detailausschnitt (Abb. 7.11 und Abb. 7.12).
7.1.2. Das Nieders

achsische Bergland bei Eberg

otzen
Als Beispiel f

ur eine deutsche Mittelgebirgslandschaft wurde ein Teil des Nieders

achsischen Berglandes bei
Eberg

otzen

ostlich von G

ottingen ausgew

ahlt (Abb. 7.2
2
). Das Bergland bei Eberg

otzen ist ein typisches Beispiel
f

ur ein Schichtstufenrelief, das aus steilen Stufenh

angen und sanft abfallenden Stufen

achen besteht (Poser &
Schunke, 1974). Im S

udwesten erhebt sich die Muschelkalk-Schichtstufe des G

ottinger Waldes mit einer H

ohe
von

uber 400 m. Diese Schichtstufe f

allt in

ostlicher Richtung in einem teilweise felsigen Stufenhang auf 290 m
ab. Am Fu des Stufenhanges liegt die Ortschaft Waake. Die Hoch

ache des G

ottinger Waldes weist bis zu 80
m tiefe T

aler auf, die teilweise auf nat

urliche Weise entstanden sind (Dolinen), teilweise aber auch anthropo-
genen Ursprungs sind (Steinbr

uche).

Ostlich des G

ottinger Waldes schliet sich die Bausandstein-Schichtstufe
an, die aber von teilweise stark gegliederten Resten der Muschelkalk-Schichtstufe

uberragt wird. Die h

ochsten
Erhebungen sind der Papier-Berg mit 298 m und der Kolie-Berg mit 296 m.
1
Quelle: ATKIS-DGM5-Daten der Landesvermessung+ GeobasisinformationNiedersachsen (LGN). Alle Darstellungen des Reliefs
in dieser Arbeit und abgeleiteteModellierungen f

ur das TestgebietDammebasieren auf dieser Quelle. Es wird daher im Folgenden
nicht bei jeder Darstellung explizit darauf verwiesen.
2
Quelle: ATKIS-DGM5-Daten der Landesvermessung+ GeobasisinformationNiedersachsen (LGN). Alle Darstellungen des Reliefs
in dieser Arbeit und abgeleitete Modellierungen f

ur das Testgebiet Eberg

otzen basieren auf dieser Quelle. Es wird daher im
Folgenden nicht bei jeder Darstellung explizit darauf verwiesen.
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Abbildung 7.1.: Das Testgebiet Damme.
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Abbildung 7.2.: Das Testgebiet Eberg

otzen.
Bei den zur Verf

ugung stehenden Daten handelt es sich wie bei dem Testgebiet Damme um digitalisierte H

ohen-
linien der DGK5, die als Grundlage des DGM5 dienen. Eine Genauigkeitssch

atzung erfolgt wie beim Datensatz
Damme aus der allgemeinen Angabe der Genauigkeit des DGM5 mit 1 m f

ur die Genauigkeitsstufe 2 (Was-
hausen, 1992).
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Abbildung 7.3.: Das Testgebiet Leine s

udlich von Hannover.
7.1.3. Das Leinetal bei Nordstemmen s

udlich von Hannover
Das Flussgebiet der Leine bendet sich im s

ud

ostlichen Niedersachsen, wobei das Einzugsgebiet im S

uden
begrenzt ist durch die H

ugel- und Schichtstufenlandschaft von Eichsfeld und D

un, im Westen durch das Weser-
bergland mit Solling, Hils, S

untel und Deister und im Osten durch den Harz. Im Norden hingegen

onet sich das
Einzugsgebiet in die norddeutsche Tiefebene, die durch ache H

ugel und weite Ebenen gekennzeichnet ist. Als
Testgebiet wurde ein Abschnitt aus der naturr

aumlichen Einheit Kalenberger L

ossb

orde, unmittelbar n

ordlich
des Kalenberger Berglandes, gew

ahlt, eines Ausl

aufers der naturr

aumlichen HaupteinheitWeser-Leine-Bergland.
Die Leinetalung verl

auft im s

udlichen Teil des Gebietes zwischen l

ossbedeckten Gesteinsschollen mesozoischen
Ursprungs. Im bereits dem Flachland zugeh

origen Nordteil, aus dem ein Bereich in Abbildung 7.3
3
als Testge-
biet dargestellt ist, ist die heutige Aue in die Mittelterrasse der Leine eingetieft (Meynen & Schmitth

usen,
1962). Die h

ochste Erhebung am Rand der Leineaue ist der Schulenburger Berg mit einer H

ohe von 173 m,
der im s

ud

ostlichen Hang zur Aue hin stark abf

allt. Am Fu des Berges iet die Leine bei einem Niveau von
69 m. Nach Norden und Nordwesten hin verlaufen die H

ange des Berges sanft und gehen in eine H

ugelland-
schaft

uber. Das Gebiet der Aue selbst ist sehr ach mit anthropogener

Uberpr

agung, wobei hier zum einen
der intensive Ackerbau und zum anderen der Kies- und Sandabbau aufzuf

uhren sind. Der grau hinterlegte Be-
reich des Ausschnitts stellt das Gebiet in den Abbildungen 2.5 und 2.7 dar. Es dient auch als Testgebiet zur
Veranschaulichung der Optimierungskriterien in Kapitel 5.
Bei den Rohdaten handelt es sich um digitalisierte H

ohenlinien der DGK5, die imBereich des Gew

asserbettes der
Leine durch lokale topographische und hydrographische Prolmessungen sowie um bestehende und zus

atzlich
interpolierte Prole erg

anzt wurden (vgl. Lecher et al., 1998). Eine Genauigkeitssch

atzung ergibt sich aus
der allgemeinen Angabe der Genauigkeit des DGM5 mit 1 m f

ur die Genauigkeitsstufe 2 (Washausen, 1992),
im Gew

asserbereich ist aufgrund der topographischen Aufnahme von einer g

unstigeren Genauigkeitssituation
auszugehen.
3
Basisdaten dieser Darstellung: ATKIS-DGM5-Daten des Nieders

achsischen Landesverwaltungsamtes - Landesvermessung -, Han-
nover. Mit Erlaubnis des Herausgebers: Nieders

achsisches Landesverwaltungsamt - Landesvermessung - vom 08.12.1995, Az.:
B2 - A148/95. Alle Darstellungen des Reliefs in dieser Arbeit und abgeleitete Modellierungen f

ur das Testgebiet Leine basieren
auf dieser Quelle. Es wird daher im Folgenden nicht bei jeder Darstellung explizit darauf verwiesen.
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Abbildung 7.4.: Der Wiltinger Bogen im Bereich der Saar.
7.1.4. Das Testgebiet Saar
Die Saar ist der gr

ote Nebenu der Mosel. Von der Quelle bis zur M

undung iet die Saar in nordwestlicher
Richtung. Der Bereich der unteren Saar, in dem das Testgebiet liegt, geh

ort bereits zum Hunsr

uck mit den
quarzitischen und schiefrigen Gesteinen der Rheinischen Scholle. Im Quarzit weist das Saartal den Charakter
des Kerb- bis Kerbsohlental, im weniger harten Schiefer dagegen den eines Kerbsohlen- bis Sohlentals auf
(Bohrer & Goedicke, 1989).
Im Bereich von Schoden, das etwa 2 km s

udlich des in Abbildung 7.4
4
dargestellten Gebietes liegt, zweigt der
Kanzemer Schleusenkanal von der Saar ab. Abbildung 7.4 zeigt den Teil des Wiltinger Bogens des Hauptbettes
der Saar, der als Testgebiet dient. In diesem Bereich iet die Saar auf einem Niveau von rund 140 m. Im
s

udlichen Teil der Abbildung steigt das Gel

ande im Bereich des Oberste Wald an auf rund 250 m. In n

ordlichen
Teil bendet sich der Filzer Berg mit einem steilen Anstieg von 140 auf fast 260 m.
Das DGM steht als Quadratgitter mit einer Gitterweite von 2:5 m zur Verf

ugung und wurde am Institut
f

ur Photogrammetrie und Fernerkundung der Technischen Universit

at Wien mit dem Programmsystem SCOP
berechnet (Mandlburger, 2000). Es basiert auf Laserabtastungen imVorland (TopoScan, 1999) sowie hydro-
graphischen Querproldaten im Gew

asserbereich, die vor der DGM-Berechnung

ahnlich wie beim Datensatz des
Leine-DGM entlang der Gew

asserl

angsachse weiter verdichtet wurden (Mandlburger, 2000). Als Genauigkeit
der Daten wird 0.5 m angenommen.
7.2. Anwendung der Verfahren auf die Testgebiete
7.2.1. Modellierung der Testgebiete mit Polynom

achenobjekten
Die Modellierung der Testgebiete wurde mit dem in Abschnitt 4.7.3 beschriebenen Verfahren durchgef

uhrt.
Als betragsm

aig maximal erlaubte Residuen bei den initialen Extraktionen wurden die angenommenen Ge-
nauigkeiten der DGM verwendet, d. h., f

ur Damme, Eberg

otzen und das Leine-Gebiet wurde 1 m verwendet
4
Die Daten des Gebietes wurden freundlicherweise von der Bundesanstalt f

ur Gew

asserkunde (BfG), Koblenz, f

ur diese Untersu-
chungen zu Verf

ugung gestellt. Alle Darstellungen des Reliefs in dieser Arbeit und abgeleiteteModellierungen f

ur das Testgebiet
Saar basieren auf dieser Quelle. Es wird daher im Folgenden nicht bei jeder Darstellung explizit darauf verwiesen.
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ur das Testgebiet Damme.
und f

ur das Testgebiet Saar 0.5 m. Alle anderen steuernden Parameter sind gebietsunabh

angig und wurden in
Abschnitt 4.7.3 erl

autert.
Die Ergebnisse der Extraktionen sind f

ur Damme in Abbildung 7.5, f

ur Eberg

otzen in Abbildung 7.6, f

ur das
Leine-Gebiet in Abbildung 7.7 und f

ur das Testgebiet Saar in Abbildung 7.8 dargestellt. Dabei sind jeweils auf
der linken Seite die Ergebnisse der initialen Extraktion dargestellt. Auf den rechten Seiten benden sich die
endg

ultigen Ergebnisse der Extraktion nach dem Auff

ullen der Abdeckungsl

ocher. Bei einem detaillierten Ver-
gleich der korrespondierenden Abbildungen nden sich in den Darstellungen der initialen Extraktionsergebnisse
viele nicht zugewiesene Gitterpunkte, die nicht notwendigerweise isolierte Gitterpunkte sein m

ussen.
Wie erwartet nden sich in achen Gebieten sehr groe Objekte, vor allem die Aue im Leine-Gebiet und die
sanft auslaufenden H

ange im Norden des Schulenburger Berges werden zu groen Objekten zusammengefasst.
Die Bildung von groen Objekten zeigt sich deutlich im Laufzeitverhalten der Extraktion und in der Anzahl
der ausgef

uhrten sequentiellen Ausgleichungen. Die f

ur die Modellierung des Testgebietes Leine notwendige
Laufzeit betrug ein Mehrfaches der Laufzeit der anderen Gebiete. In steileren Gebieten werden kleinere Objekte
gebildet. Die Gr

oe der Objekte variiert auch stark innerhalb der Testgebiete. In Damme werden im Nordwes-
ten des Gebietes mit gem

aigten Steigungen deutlich gr

oere Objekte gebildet gegen

uber dem S

udosten, wo
das Gebiet in die Niederungen abf

allt. Der Gipfelbereich des Schulenburger Berges im Leine-Gebiet und sein
S

udosthang werden gegen

uber dem Nordhang in deutlich kleinere Objekte gegliedert. In den Testgebieten Saar
und Leine ist der grobe Gew

asserverlauf in der Struktur der Polynom

achenobjekte erkennbar. Allerdings kann
aus den Polynom

achenobjekten aufgrund ihrer von den Situationsgeometrien unabh

angigen Entstehung nicht
zuverl

assig die Lage des Gew

assers abgeleitet werden. Dies gilt gleichermaen f

ur die Strae, deren Verlauf im
Westen des Testgebietes Damme sowohl durch Bruchkanten in Abbildung 7.1 als auch in den Geometrien der
Polynom

achenobjekte erkennbar ist.
In den Abbildungen 7.5, 7.6, 7.7 und 7.8 benden sich zus

atzlich Vermerke zur Lage der Geometrien, die nach
der abschlieenden Berechnung der Polynomparameter die maximal auftretende Diskontinuit

at im jeweiligen
Gebiet aufweisen. F

ur das Beispiel des Leine-Gebietes ist der Verlauf der Diskontinuit

aten f

ur diese Geometrie in
Abh

angigkeit ihrer Lau

ange in Abbildung 7.9 dargestellt. Sie vermittelt einen Eindruck, wie sich die Diskonti-
nuit

aten verhalten, wobei das Verhalten an den Knickpunkten von besonderem Interesse ist. Es kommt teilweise
zu abrupten Ver

anderungen im Verlauf der Diskontinuit

aten, die auf die rechtwinkligen Richtungswechsel der
Geometrien zur

uckzuf

uhren sind. F

ur die anderen Testgebiete benden sich die entsprechenden Abbildungen
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im Anhang C (Abbildungen C.3, C.5 und C.10).
Ein Gesamt

uberblick f

ur alle Testgebiete zu den Ergebnissen der Extraktion der Polynom

achenobjekte, der
Berechnung der Polynom

achenparameter mittels Puerung und Iteration der Ausgleichung bendet sich in
Tabelle 7.1. Da eine individuelle objektbezogene Darstellung von Qualit

atsparametern aufgrund der Menge der
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Abbildung 7.9.: Auftretende Diskontinuit

aten an der Geometrie mit maximaler Diskontinuit

at im Testgebiet
Leine.
Objekte nicht sinnvoll ist, werden hier die in Abschnitt 4.4.3 beschriebenen Qualit

atsmae f

ur die Gesamtge-
biete angegeben. Dementsprechend beziehen sich die angegebenen betragsm

aig maximalen Residuen auf die
Gitterpunkte imGesamtgebiet; ebenso wird die Quadratwurzel des Mittels der quadrierten Verbesserungen (root
mean square, rms) auf der Grundlage der Residuen in den Gitterpunkten f

ur das Gesamtgebiet gebildet. Nach
der Puerung werden etliche Punkte in den Ausgleichungen mehrmals verwendet. F

ur die Qualit

atsmae wird
jeder Punkt nur einmal in Verbindung mit dem Objekt verwendet, in dem er liegt. Die Werte in den Spalten 4
und 6 werden daher als R
git
bezeichnet. Vor der Puerung entspricht diese Vorgehensweise der Quadratwurzel
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der gemittelten quadrierten Verbesserungen

uber die Gesamtheit der Verbesserungen in den Ausgleichungen.
Daher wird in Spalte 2 der Tabelle 7.1 die Bezeichnung R
ges
verwendet. F

ur die Diskontinuit

aten werden der
maximal auftretende Wert sowie ein mittlerer Wert angegeben. Bei der Berechnung der Diskontinuit

aten wurde
ein Diskretisierungsintervall von 30 cm auf den Geometrien verwendet. F

ur das Testgebiet Leine war keine Ite-
ration der Ausgleichung m

oglich, da die der Geometrie mit der maximalen Diskontinuit

at adjazenten Objekte
bereits beide die maximal implementierte Polynomklasse P
6
aufwiesen. Die Eintr

age in den entsprechenden
Tabellenzellen wurden mit einem Bindestrich (\-") bezeichnet.
Tabelle 7.1.: Charakteristika der Polynom

achenobjektextraktion und der abschlieenden Polynomparameter-
berechnung f

ur die Testgebiete (Angaben in [m].
Gebiet Nach F

ullen der Nach Ausgleichung Nach Iteration der
(# Objekte) Abdeckungsl

ocher mit Puerung Ausgleichung
- max. jR
ges
j max. D max. jR
git
j max. D max. jR
git
j max. D
(rms) (mittl.) (rms) (mittl.) (rms) (mittl.)
Damme 7.52 22.23 3.07 4.57 3.07 2.84
(197) (0.35) (1.63) (0.47) (0.60) (0.48) (0.58)
Eberg

otzen 17.73 52.08 9.38 8.57 6.72 4.18
(357) (0.46) (2.94) (0.67) (1.07) (0.65) (0.85)
Leine 15.94 + 31.63 27.48 - -
(140) (0.35) (+) (3.91) (2.00) (-) (-)
Saar + + 13.19 15.13 13.19 11.79
(720) (+) (+) (0.65) (1.15) (0.64) (1.12)
In der Tabelle nden sich einige Eintr

age, die mit einem \+" markiert sind. Falls dies in einer Spalte mit
Qualit

atsmerkmalen f

ur Diskontinuit

aten steht, so handelt es sich dabei um Werte, die nicht mehr sinnvoll dar-
gestellt werden k

onnen, da die Aufschwingungen der Polynom

achen sehr hohe Werte annehmen. Andernfalls
handelt es sich (hier f

ur das Gebiet an der Saar) um Modellierungen des Reliefs, bei denen es f

ur einzelne Ob-
jekte verfahrensbedingt noch zu Problemen bei der Berechnung der Polynomparameter kommt. Bisher wird die
Forderung nach einem minimalen Verh

altnis von Beobachtungen zu Unbekannten in der Ausgleichung allgemein
richtungsunabh

angig f

ur die Objekte gestellt. Sie hat zum Ziel, ein Aufschwingen der Fl

ache zu vermeiden bzw.
den Grad der Anschmiegung der Polynom

achen an die Gitterpunkte zu beeinussen. Mit dieser allgemeinen
Forderung ist jedoch nicht gesichert, dass die r

aumliche Verteilung der Beobachtungen zu einer gen

aherten
Isotropie der

Uberbestimmung f

ur die Unbekannten f

uhrt. Entlang einer Koordinatenlinienrichtung kann es im-
mer noch zu einer \Nahezu-Interpolation" mit entsprechenden Aufschwingungen zwischen den Gitterpunkten
kommen. Diese k

onnen zwar rein lokaler Natur sein und m

ussen nicht

uberall im Gebiet auftreten, bei einer
Betrachtung von gebietsbezogenen Qualit

atsparametern sind sie jedoch magebend zur Beurteilung der Er-
gebnisse. Durch die Puerung der Objekte werden auch in der schlecht bestimmten Koordinatenlinienrichtung
zus

atzliche Beobachtungen eingef

uhrt, und es kann eine verbesserte Approximation erzielt werden. Daher zeigen
sich nach der Puerung die besseren Qualit

atsmae f

ur das Testgebiet Saar. Als Konsequenz dieser Interpreta-
tion ergibt sich, dass das bisher angewandte Verfahren zur Pr

ufung der Regularit

at der Gleichungssysteme ggf.
nur in Verbindung mit der Puerung zu einem Erfolg f

uhrt. Dies ist der Grund f

ur die entsprechenden Eintr

age
der \+" im Testgebiet Saar. Im Leine-Gebiet handelt es sich bei dem \+" dagegen um den Fall, dass es vor der
Puerung zu groen Diskontinuit

aten kommt, die nach der Puerung drastisch reduziert sind.
Im Leine-Gebiet kommt es aufgrund der Puerung noch zu einem anderen Eekt. Zun

achst wird es nach dem
Auff

ullen der Abdeckungsl

ocher mit einer relativ guten mittleren Modellierungsqualit

at (rms von 0.35 m) ap-
proximiert. Nach der Puerung der Objekte zeigt sich eine deutlich schlechtere Modellierungsqualit

at (rms von
3.91 m). Das kann verschiedene Hintergr

unde bzw. Kombinationen aus diesen haben. Zum einen k

onnen dies
Probleme durch die Verwendung der allgemeinen Puerung ohne Ber

ucksichtigung von ggf. vorhandenen Bruch-
kanten sein. Groen Objekten, wie sie im Leine-Gebiet vorhandenen sind, wird aufgrund ihrer Ausdehnung eine
hohe Anzahl weiterer Beobachtungen zugewiesen, die bereits in steileren Hanglagen liegen k

onnen, wodurch die
gute Modellierungsqualit

at f

ur die achen Gebiete beeintr

achtigt wird. Es kann durch eine ung

unstige Gitter-
punktkombination, die erst durch die Puerung entsteht, zu Aufschwingungen der Fl

ache kommen. Eine Abhilfe
hierf

ur kann durch die Ber

ucksichtigung von Bruchkanten erfolgen. Zu diesem Zweck m

ussten sie allerdings als
linienhafte Strukturinformation vorhanden sein, oder diese Bereiche mit abrupten Steigungswechseln m

ussen
bei der Puerung im Gitter erkannt werden. Bei modernen Erfassungsmethoden wie Laserabtastung steht die
Strukturinformation nicht zur Verf

ugung. Der andere Grund f

ur die schlechte mittlere Modellierungsqualit

at
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kann der Umstand sein, dass es sich bei den groen Objekten im Leine-Gebiet

uberwiegend um Objekte han-
delt, die teilweise durch den Gebietsrand begrenzt werden. Wird ein Objekt gepuert, so kommt es zu einer
ungleichm

aigen Vergr

oerung, was wiederum in einer Aufschwingung der Polynom

ache des Objekts durch
die ungleichm

aige St

utzung der Fl

ache gegen

uber dem Originalobjekt resultieren kann. Ggf. kann dies auch
zu einer allgemeinen Verschlechterung der Approximation gegen

uber der vorherigen Situation f

uhren. In Fall
des Leine-Gebietes zeigt sich f

ur das groe Objekt, in dem der Pfeil zur Markierung der Objektgrenze mit der
maximalen Diskontinuit

at liegt, nach der Puerung eine extreme Aufschwingung. Durch die Puerung werden
dem Objekt Beobachtungen in einem steilen Bereich zugewiesen (Ostrand des Objektes), w

ahrend der Rest des
Objektes vorwiegend in dem relativ ach auslaufenden Nordhang des Schulenburger Berges liegt. Die Westseite
geh

ort zum Gebietsrand und die Schwingung erfolgt in Ost-West-Richtung. Das Objekt hat den maximalen
Funktionsansatz, d. h., ein Polynom der Klasse P
6
. Aufgrund dieser Ergebnisse ist f

ur dieses Gebiet die Varian-
te 4 (vgl. Abs. 4.3.4.2) bei der Ber

ucksichtigung der Kompaktheit beim Wachstum der Objekte in Verbindung
mit einer Puerung der Objekte nur bedingt geeignet. Bei den Varianten 1 und 2 zeigen sich f

ur das Gebiet
nach der Puerung bessere Ergebnisse, allerdings weisen diese etwas schlechtere Modellierungsqualit

aten vor
der Puerung bzw. direkt nach dem Auff

ullen der Abdeckungsl

ochern auf (vgl. Anhang C, Tab. C.3).
Abgesehen von diesen Aspekten zeigt sich durch einen Vergleich der Spalten mit den Qualit

atsmerkmalen
der Diskontinuit

aten vor und nach der Puerung der positive Eekt der zus

atzlichen Beobachtungen in den
Randbereichen der Objekte. Die maximalen Diskontinuit

aten werden f

ur Damme und Eberg

otzen auf ein Viertel
reduziert, die mittleren Diskontinuit

aten verringern sich auf rund ein Drittel der vorherigen Werte. F

ur Leine
und Saar nehmen die aus den adjazenten Objekten abgeleiteten H

ohendierenzen erst durch die Puerung
miteinander vergleichbare Werte an. Nach der Puerung sind die Ergebnisse f

ur das Testgebiet Saar mit denen
aus den relativ homogenen Gebieten Damme und Eberg

otzen vergleichbar. Es zeigt sich, dass es in den Gebieten
der Leine und der Saar nach Abschluss der Modellierung zu deutlich gr

oeren Diskontinuit

aten kommt gegen

uber
Damme und Eberg

otzen. Diese extremen Diskontinuit

aten treten in steilen Hanglagen (Saar) bzw. im Bereich
eines Abbruchs (Leine) auf. Da die Polynom

achen hier dem Trend der Gel

andeober

ache folgen, wird der
Aufschwingungseekt der Polynom

achen verst

arkt.
In den Gebieten Damme und Eberg

otzen treten derartig problematische Anstiege nicht auf, sie werden mit dem
verwendeten Ansatz unproblematisch mit der zu erwartenden Qualit

at modelliert. Es kommtnach der Puerung
jeweils zu einer Vergr

oerung des rms-Wertes im Verh

altnis von rund 2:3, was jedoch angesichts der Approxi-
mationsforderung bei der initialen Extraktion von 1 m und den relativ guten rms-Werten von weniger als 0.5 m
nach dem Auff

ullen der Abdeckungsl

ocher akzeptabel ist. Dagegen halbiert sich die absolute Approximations-
qualit

at. Dies liegt daran, dass die Gitterpunkth

ohen nur mit denjenigen Objekten in Relation gesetzt werden,
in denen die Gitterpunkte liegen. Die Aufschwingbereiche der Polynome werden in die jeweiligen Gebiete der
adjazenten Objekte \verschoben". Betrachtet man die Residuen aller Beobachtungen der Objekte, so ergeben
sich wesentlich gr

oere Werte f

ur die absolute Approximationsqualit

at. Allerdings kann es in ung

unstigen Si-
tuationen durch die Puerung bzw. das Einf

ugen von zus

atzlichen Punkten zu einer Aufschwingung kommen,
wie das Beispiel im Leine-Gebiet zeigt.
Tabelle 7.1 verdeutlicht weiterhin, dass das Verfahren der Iteration der Ausgleichung als abschlieender Be-
standteil der Bestimmung der Polynomparameter zu einer deutlichen Verringerung der maximal auftretenden
Diskontinuit

at f

uhrt. Im Mittel verbessert sich die Situation auf den Objektgrenzen dagegen nur geringf

ugig, da
es sich immer um rein lokale Operationen handelt. Es muss betont werden, dass nicht immer der letzte Itera-
tionsschritt der g

unstigste ist. Von den Iterationsschritten wurde derjenige gew

ahlt, der die minimale maximal
auftretende Diskontinuit

at hatte.
Abbildung 7.10 zeigt f

ur die Extraktion des Testgebietes Eberg

otzen auf der linken Seite den Verlauf der Gebiets-
abdeckung in der initialen Phase mit aufsteigender Objekte-ID auf der Abszisse und die prozentuale Abdeckung
des Gebietes auf der Ordinate. Auf der rechten Seite ist auf der Ordinate zum einen der prozentuale Anteil der
Objekte sowie die modellierte Fl

ache in Prozent des Gesamtgebietes in Abh

angigkeit von dem Polynomansatz
auf der Abszisse dargestellt. Die rechte Graphik basiert auf den abschieenden Ergebnissen der Berechnung der
Polynomparameter. Die linke Seite zeigt, dass bei der Extraktion zun

achst die groen Objekte gebildet werden,
die schnell einen groen Teil des Gebietes abdecken. Da es zu Abdeckungsl

ochern bei der initialen Extraktion
kommt, wird der Wert von 100 % von der Kurve nicht erreicht. Die rechte Seite der Abbildung macht deutlich,
dass die Objekte mit h

oherem Polynomansatz erwartungsgem

a den

uberwiegenden Teil des Gebietes model-
lieren. Etwa ein Viertel der Objekte weisen die h

ochste Polynomklasse P
6
(Fl

achenansatz 7) auf und decken
nahezu 60 % des Gebietes ab. Weitere 25 % des Gebietes werden von den Objekten mit dem Fl

achenansatz
6 (Polynomklasse P
5
) abgedeckt. Weiter f

allt auf, dass es deutlich mehr Objekte mit niedrigen bzw. hohen
Polynomans

atzen gibt als mit mittleren Polynomans

atzen. Dieser Trend zeigt sich bei Graphiken, bei denen die
Iteration der lokalen Ausgleichungen nicht ber

ucksichtigt ist, noch deutlicher. Dies ist darauf zur

uckzuf

uhren,
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Abbildung 7.10.: Beispiel einer Statistik bei der Extraktion von Polynom

achenobjekten f

ur das Testgebiet
Eberg

otzen in Abb. 7.6.
dass die ersten Polynom

achenobjekte zun

achst soweit wachsen, wie es mit den maximal verf

ugbaren Ans

atzen
m

oglich ist. Diese anf

anglich gebildeten Objekte haben nach Abschluss ihres Wachstums einen hohen Funkti-
onsansatz. Die hohe Anzahl der niedrigen Funktionsans

atze resultiert daraus, dass nach der Bildung von groen
Objekten die noch nicht zugewiesenen Gitterpunkte aufgrund der eingeschr

ankten Wachstumsm

oglichkeiten nur
zur Bildung von kleineren Objekten genutzt werden k

onnen, die dann nur einen niedrigeren Funktionsansatz
aufweisen k

onnen. Aufgrund der Puerung haben die kleinen Objekte mehr Beobachtungen zur Verf

ugung,
und es k

onnen entsprechend h

ohere Funktionsans

atze berechnet werden. Vergleichbare Interpretationen sind
f

ur die Statistiken der anderen Testgebiete m

oglich, deren graphische Darstellungen sich im Anhang C benden
(Abb. C.2, Abb. C.7 und Abb. C.9).
Neben den numerischen Aussagen der Qualit

at der Modellierung, die auf der Grundlage von maximalen und
mittleren Residuen bzw. Diskontinuit

aten basieren, sollen die Abbildungen 7.11 und 7.12 einen visuellen Ein-
druck vermitteln, wie sich die Polynom

achenobjekte und die Diskontinuit

aten im Zusammenhang mit den
Objektgrenzen vor und nach der Puerung der Objekte darstellen. Zu diesem Zweck wurde aus den berechne-
ten Polynom

achenparametern ein Gitter mit der Gitterweite von 2.5 m gerechnet. Dieses weist allen seinen
Gitterpunkten einen eindeutigen H

ohenwert zu, da sich die Objektgeometrien ggf. zwischen seinen Gitterpunk-
ten benden. Als Beispiel wurde der grau hinterlegte Ausschnitt aus dem Testgebiet Damme (Abb. 7.1) gew

ahlt,
wo die h

oheren Lagen nahe dem Signalberg in die Hunte-D

ummer-Niederung abfallen.
In den Abbildungen 7.11 und 7.12 zeigt sich deutlich der sich durch die Puerung einstellende Gl

attungseekt der
Gesamtmodellierung an den Objektr

andern und damit die Verringerung der Diskontinuit

aten. Ebenso deutlich
lassen sich einzelne Objekte in den perspektiven Darstellungen identizieren. Kleinere Objekte werden nur mit
einer Horizontal- oder Schr

agebene modelliert. F

ur ein Objekt in der Mitte des Gebietes, das in Abbildung 7.11
noch als Horizontalebene dargestellt ist, zeigt sich in Abbildung 7.12, dass sein Polynomgrad w

ahrend der
Iteration erh

oht wurde und der Bereich des Objektes nunmehr durch eine Schr

agebene approximiert wird.
Eine quantitative Beurteilung der deutlich sichtbaren Diskontinuit

aten ist mit den Abbildungen jedoch nur
eingeschr

ankt m

oglich, da die Objektgrenzen sich zwischen den Gitterpunkten benden und die erkennbaren
Trends in den Vers

atzen zwischen den Fl

achen adjazenter Polynom

achenobjekte sich zwischen entsprechenden
Gitterpunkten noch deutlich verst

arken k

onnen.
7.2.2. Dreiecksbasierte Integration f

ur die Testgebiete
F

ur drei der vier Testgebiete stehen neben DGM-Daten auch ATKIS-Basis-DSM-Daten in der ersten Aufbau-
stufe (DSM25/1) zur Verf

ugung. Dabei handelt es sich um die Testgebiete Damme, Eberg

otzen und Leine. F

ur
diese wurden mit dem in Kapitel 6 beschriebenen einfachen radial-topologischen Algorithmus jeweils integrierte
DGM-DSM-TIN in verschiedenen Stufen einer Linienvereinfachung der DSM-Geometrien und verschiedenen
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Abbildung 7.11.: Detailansicht von Polynom

achenobjekten im Testgebiet Damme vor der Ausgleichung mit
Puerung der Objekte.
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Abbildung 7.12.: Detailansicht von Polynom

achenobjekten im Testgebiet Damme nach der Ausgleichung mit
Puerung der Objekte.
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DGM-Gitterau

osungen berechnet. Um das aus dem einfachen radial-topologischen Algorithmus resultierende
redundante Datenvolumen zu bestimmen, wurde zus

atzlich das Verfahren des erweiterten radial-topologischen
Algorithmus angewendet. Die Ausrichtung der Diagonalen in den Gitterzellen (vgl. Abs. 5.4) erfolgt einheitlich
von links oben nach rechts unten, um die eingerechneten DSM-Geometrien leichter zu identizieren. Die Diskus-
sion, welches Optimierungskriterium zur L

osung des neutralen Falls in Delaunay-Triangulationen verwendet
werden sollte, wird in diesem Kapitel nicht gef

uhrt. Tabelle 7.2 enth

alt die Anzahlen der Knoten und Dreiecken
in den verwendeten triangulierten Quadratgitter-DGM. Sie dienen als Vergleich f

ur entsprechende Charakteris-
tika der integrierten Datens

atze und sind aufgrund der zugrundeliegenden Gitteranordnung der Punkte f

ur alle
Testgebiete gleich. Die Anzahlen k

onnen unter Verwendung der Anzahlen der Knoten auf den Gebietsr

andern
bzw. den konvexen H

ullen der St

utzpunktfelder mit der Formel 5.1(1) ineinander

uberf

uhrt werden, die Drei-
ecke werden dennoch aus Gr

unden der anschaulichen Darstellung der entstehenden Datenmengen aufgef

uhrt.
Ebenso kann mit Formel 5.1(2) die Anzahl der Kanten im TIN berechnet werden, auf deren Wiedergabe daher
verzichtet wird. Die Gebietsgr

oe betr

agt f

ur alle DGM 2 km  2 km. Die Wahl der verwendeten Gitterweiten
von 12.5 m, 25 m und 50 m wurde vor dem Hintergrund getroen, dass dies die g

angigen Gitterweiten der
Geobasisdaten-DGM darstellen.
Tabelle 7.2.: Anzahlen von Knoten und Dreiecken in triangulierten Gittern.
Gitterweite [m] Knoten Dreiecke
12:5 25921 51200
25 6561 12800
50 1681 3200
Tabelle 7.3 beschreibt die verwendeten DSM-Datens

atze in verschiedenen Stufen der Linienvereinfachung. Es
wurden nur Geometrien verwendet, die Details von 

achenhaften Objekten darstellen. Sinnvollerweise werden f

ur
eine Integration die Geometrien der Grund

achenobjekte (vgl.AdV, 1989) genutzt. Ggf. kann eine Einrechnung
der Geometrien von anderen (

achenhaften) Objekten erfolgen. Es sollte allerdings eine Zuordnungsm

oglichkeit
der zu ber

ucksichtigenden Objekte mit der Erdober

ache gegeben sein. Die Integration der Geometrie einer
Freileitung (Objektart 3531) erscheint beispielsweise wenig sinnvoll und sollte im Einzelfall gepr

uft werden. Der
Gedankengang ist auf andere Objektarten

ubertragbar und soll hier nicht im Detail ausgef

uhrt werden.
Tabelle 7.3.: Anzahlen von Punkten und Knoten in DSM-Datens

atzen ohne und mit Linienvereinfachung nach
Douglas & Peucker (1973).
Vereinfachung mit Damme Eberg

otzen Leine
DP-Algorithmus abs. [%] abs. [%] abs. [%]
keine 2323 - 2962 - 1608 -
1 m 1230 52.9 1587 53.6 947 58.9
3 m 841 36.2 1020 34.4 620 38.6
Da das Verkehrswege- und Gew

assernetz imDSM auch zur Bildung der 

achenhaften Objekte genutzt wird (vgl.
Abs. 2.3), sind mit den Geometrien der 

achenhaften Objekten die wesentlichen Verkehrswege im Datensatz
vorhanden. Die Linienvereinfachung wurde mit der Implementierung des Douglas-Peucker-Verfahrens von
Hershberger & Snoeyink (1992) durchgef

uhrt. Als Toleranzschwellwerte f

ur die Vereinfachungen wurden
zwei Stufen gew

ahlt. F

ur die erste Vereinfachung wurde der Wert von 1 m gew

ahlt, da dies die Genauig-
keitsspezikation des ATKIS-DGM5 mit der Qualit

atsstufe 2 darstellt (Washausen, 1992). Im Anschluss an
die Berechnung integrierter Modelle mit triangulierten Quadratgitter-DGM wird noch der Eekt der Daten-
ausd

unnung im DGM-TIN gezeigt. Die hier verwendeten DGM5-Daten weisen die Genauigkeitsstufe 2 auf und
die Datenausd

unnung soll vor dem Hintergrund der mit den Gitter-DGM-Daten verbundenen Genauigkeits-
angabe erfolgen. Als zweite Vereinfachungsstufe wurde die Lagegenauigkeitsangabe des Basis-DSM gew

ahlt,
um exemplarisch zu zeigen, wie sich eine angepasste Vereinfachung von DGM und DSM auf die Anzahlen der
Knoten und Dreiecke im integrierten Modell auswirkt. Die Lagegenauigkeit des ATKIS-Basis-DSM wird mit 3
m speziziert (AdV, 1989). In diesem Bereich (1-10 m) bewegt sich zudem die H

ohengenauigkeit verf

ugbarer
DGM50-Datens

atze (vgl.Washausen, 1992) bzw. die aktuelle Spezikation des DGM50 ( 5 m; vgl. Abs. 2.4.5
u. Harbeck, 2000a).
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Abbildung 7.13.: DSM und trianguliertes 50-m-Quadratgitter-DGM mit integriertem DSM und redundanten
Knoten f

ur das Testgebiet Damme.
Durch die Verwendung der Genauigkeitsspezikationen der Eingangsdatens

atze f

ur eine Linienvereinfachung
und Datenausd

unnung im DGM-TIN wird eine angepasste Datenreduktion vorgenommen, die keine oder nur
eine unwesentliche geometrische Verschlechterung gegen

uber den angegebenen Genauigkeiten der Originaldaten
verursacht. In diesem Sinn ndet kein Informationsverlust statt, sondern es werden Daten aus den Originaldaten
geltert, die im Hinblick auf deren Genauigkeitsspezikation redundant sind. Das Thema der Modellvereinfa-
chung und Generalisierung von Datens

atzen mit dem Ziel der automatisierten Ableitung von Modellen mit
geringerer geometrischer und ggf. semantischer Aufl

osung ist nicht Gegenstand der Arbeit und soll daher hier
nicht weiter vertieft werden. Semantisch bedeutsame Punkte in den Geometrien wurden bei der Linienvereinfa-
chung nicht ber

ucksichtigt, da hier nur die prinzipielle M

oglichkeit der Datenreduktion im DSM von Interesse
ist.
Die Anzahlen der Punkte und Knoten vor und nach den Linienvereinfachungen (Tab. 7.3) zeigen deutlich, dass
das ATKIS-Basis-DSM unter Ber

ucksichtigung seiner Genauigkeitsangabe zumindest in den Testdatens

atzen
in seiner Datenmenge erheblich reduziert werden kann. Nutzt man als Kriterium f

ur den Douglas-Peucker-
Algorithmus die Toleranz von nur 1 m, so f

uhrt dies bei allen drei verwendeten Datens

atzen zu einer geome-
trischen Datenreduktion um rund 45 %. Bei Verwendung der ATKIS-Basis-DSM-Lagegenauigkeit (3 m) als
Toleranz verringert sich das geometrische Datenvolumen auf rund 35 %. Es ist nicht das Ziel dieser Arbeit,
Verfahren zur Datenausd

unnung in den ATKIS-DSM zu entwickeln. Allerdings ist anscheinend noch erhebliches
Potenzial zur Reduktion des Datenvolumens vorhanden, das direkt beim Aufbau des Basis-DSM durch Anwen-
dung von Linienvereinfachungsverfahren jeweils nach der Digitalisierung einer Linie genutzt werden k

onnte.
Die Abbildungen 7.13
5
, 7.14
6
und 7.15
7
zeigen jeweils auf der linken Seite die verwendeten Geometrien des
Basis-DSM in den Testgebieten ohne Linienvereinfachung, auf den rechten Seiten der Abbildungen sind in-
tegrierte Modelle dargestellt, die mit dem einfachen radial-topologischen Algorithmus berechnet wurden und
damit noch redundante Punkte enthalten. Als Grundlage der DGM-DSM-TIN in den Abbildungen wurde jeweils
ein Quadratgitter-DGM mit 50 m Gitterweite verwendet. Eine Darstellung der vereinfachten DSM-Geometrien
erfolgt nicht, da es bei dem verwendeten Mastab keine sichtbaren

Anderungen gegen

uber den vollst

andigen
Darstellungen gibt. Dies gilt in diesen F

allen auch f

ur die integrierten Modelle, die mit dem erweiterten radi-
5
Quelle des DSM Damme: ATKIS-DLM25-Daten der Landesvermessung + Geobasisinformation Niedersachsen (LGN). Alle Dar-
stellungen des DSM Damme in dieser Arbeit und abgeleitete Modellierungen basieren auf dieser Quelle. Es wird daher im
Folgenden nicht bei jeder Darstellung explizit darauf verwiesen.
6
Quelle des DSM Eberg

otzen: ATKIS-DLM25-Daten der Landesvermessung + Geobasisinformation Niedersachsen (LGN). Alle
Darstellungen des DSM Eberg

otzen in dieser Arbeit und abgeleitete Modellierungen basieren auf dieser Quelle. Es wird daher
im Folgenden nicht bei jeder Darstellung explizit darauf verwiesen.
7
DSM-Basisdaten dieser Darstellung: ATKIS-DLM25/1-Daten des Nieders. Landesverwaltungsamtes - Landesvermessung -, Han-
nover. Mit Erlaubnis des Herausgebers: Nieders

achsisches Landesverwaltungsamt - Landesvermessung - vom 04.03.1996, Az.:
B2 - A8/96. Alle Darstellungen des DSM Leine in dieser Arbeit und abgeleitete Modellierungen basieren auf dieser Quelle. Es
wird daher im Folgenden nicht bei jeder Darstellung explizit darauf verwiesen.
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Abbildung 7.14.: DSM und trianguliertes 50-m-Quadratgitter-DGM mit integriertem DSM und redundanten
Knoten f

ur das Testgebiet Eberg

otzen.
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Abbildung 7.15.: DSM und trianguliertes 50-m-Quadratgitter-DGM mit integriertem DSM und redundanten
Knoten f

ur das Leine-Gebiet.
al-topologischen Algorithmus berechnet wurden und somit keine redundanten Daten mehr aufweisen. Es zeigen
sich keine deutlich sichtbaren

Anderungen gegen

uber den Ergebnissen des einfachen radial-topologischen Algo-
rithmus. Ebenso erfolgt keine Darstellung der integrierten Modelle mit geringeren Gitterweiten, da aus ihnen
keine weiteren Erkenntnisse gewonnen werden.
Diese sind deutlicher aus den Anzahlen der Knoten und Dreiecke in den integrierten Modellen ableitbar, die
f

ur die DSM-Geometrien mit den verschiedenen Vereinfachungstoleranzen und den verwendeten Gitterweiten
in den Tabellen 7.4, 7.5 und 7.6 f

ur beide Varianten des radial-topologischen Algorithmus wiedergegeben sind.
Zus

atzlich zu den Anzahlen der Knoten und Dreiecken der integrierten Modelle wurden die Anzahlen der
bei der Integration verwendeten Schnittpunkte zwischen den bereits im DGM-DSM-TIN vorhandenen Kanten
und den einzurechnenden DSM-Geometrien angegeben. Zwecks leichterer Interpretierbarkeit werden sie auch in
Prozent der Punktanzahlen der integrierten Modelle der jeweiligen Quadratgitter-DGM mit dem Original-DSM
aufgef

uhrt. Dies geschieht vor dem Hintergrund, den Eekt der Datenausd

unnung in den DSM-Geometrien und
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Tabelle 7.4.: Charakteristika der dreiecksbasierten Integration von Quadratgitter-DGM und DSM in verschie-
denen Vereinfachungsstufen f

ur Damme.
Gitter- Verein- Punkte Dreiecke Schnitt- [%] vom redundante
weite fachung punkte Original- Schnitt-
[m] DP-Algo. DSM punkte
12:5 keine 37243 73778 9223 - 587
12:5 1 m 36029 71350 9102 98.7 467
12:5 3 m 35560 70412 9022 97.8 398
12:5 keine 36656 72604 8636 - 0
12:5 1 m 35562 70416 8635 100.0 0
12:5 3 m 35546 70384 8624 99.9 0
25 keine 13775 27162 5115 - 806
25 1 m 12450 24512 4883 95.7 575
25 3 m 11937 23486 4759 93.3 457
25 keine 12969 25550 4309 - 0
25 1 m 11875 23362 4308 100.0 0
25 3 m 11480 22572 4302 99.8 0
50 keine 7069 13892 3280 - 1139
50 1 m 5574 10920 2887 88.0 746
50 3 m 4997 9766 2699 82.3 562
50 keine 5921 11614 2141 - 0
50 1 m 4828 9428 2141 100.0 0
50 3 m 4435 8642 2137 99.8 0
die Auswirkungen der unterschiedlichen Gitterweiten in den Quadratgitter-DGM in Verbindung mit dem radi-
al-topologischen Algorithmus und seiner Erweiterung zu veranschaulichen. In den letzten Spalten der Tabellen
werden die Anzahlen der Punkte gegeben, die von der Gesamtanzahl der Schnittpunkte redundant sind. Bei
Zeilen, in denen dort eine Null (\0") steht, wurde der erweiterte radial-topologische Algorithmus verwendet. Die
prozentualen Angaben der Schnittpunkte in den vereinfachten Modellen beziehen sich auf das jeweilige Modell,
das mit der entsprechenden Variante des radial-topologischen Algorithmus berechnet wurde.
Bei den Datens

atzen zeigt sich, dass sich bei Verwendung des einfachen radial-topologischen Algorithmus und
dem Original-DSM f

ur eine Integration die Anzahl der Dreiecke im DGM-DSM-TIN gegen

uber dem DGM-
TIN f

ur das 50-m-DGM ungef

ahr vervierfacht, f

ur das 25-m-DGM verdoppelt sich die Anzahl in etwa und
f

ur das 12.5-m-DGM kommt es zu einer Vergr

oerung der Dreiecksanzahl um rund 40 %. Entsprechend der
Ausd

unnung der DSM-Geometrien variieren die Anzahlen f

ur Punkte und Dreiecke. Weitere Anzahlen der
Knoten und Dreiecke k

onnen direkt aus den Ergebnistabellen entnommen werden. Im Folgenden steht die
Interpretation der Ergebnisse im Vordergrund.
Die angegebenen Verh

altnisse von berechneten Schnittpunkten f

ur die vereinfachten DSM-Modelle gegen

uber
den Original-DSM zeigen, wie sich die Anzahl der Schnittpunkte verringert, wenn zum einen die Anzahl der
Punkte im DSM bzw. zum anderen die Dichte der Punkte der Quadratgitter-DGM variiert wird. W

ahrend bei
einem DGM hoher Aufl

osung die Anzahlen der Schnittpunkte f

ur vereinfachte DSM gegen

uber dem Original-
DSM und auch untereinander nur sehr wenig dierieren, zeigt sich beim DGM mit geringer Aufl

osung, dass es
durch die Ausd

unnung der DSM zu einer deutlichen gestuften Reduktion der berechneten Schnittpunkte bei der
Integration kommt. Darin zeigt sich, dass w

ahrend des Einrechnens der vereinfachten DSM-Geometrien weniger
Kanten in das DGM-DSM-TIN eingef

ugt werden und es zu weniger Schnittpunkten zwischen DSM-Kanten und
zus

atzlich eingef

ugten Kanten kommt.Mit der durch die Linienvereinfachung bedingten Verringerung der Anzahl
der berechneten Schnittpunkte sinkt auch die Anzahl der redundanten Schnittpunkte, allerdings wesentlich
st

arker als der allgemeine R

uckgang der berechneten Schnittpunkte.
Bei Verwendung des erweiterten radial-topologischen Algorithmus bleibt die Anzahl der Schnittpunkte zwischen
DGM-TIN-Kanten und dem DSM f

ur die verschiedenen Stufen der Linienvereinfachung im DSM erwartungs-
gem

a nahezu konstant. Es zeigt sich weiter der Eekt der gr

oeren Dreiecke mit wachsender Gitterweite, falls
die redundanten Punkte nicht aus dem Ergebnis-DGM-DSM-TIN entfernt werden. Wenn die Dreiecke gr

oer
sind, kommt es bei der Bildung der zus

atzlichen Kanten zu l

angeren Kanten, die mit dem Fortschreiten des Ein-
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Tabelle 7.5.: Charakteristika der dreiecksbasierten Integration von Quadratgitter-DGM und DSM in verschie-
denen Vereinfachungsstufen f

ur Eberg

otzen.
Gitter- Verein- Punkte Dreiecke Schnitt- [%] vom redundante
weite fachung punkte Original- Schnitt-
[m] DP-Algo. DSM punkte
12:5 keine 38228 75744 9520 - 567
12:5 1 m 36778 72844 9445 99.2 494
12:5 3 m 36161 71610 9395 98.6 457
12:5 keine 37661 74610 8953 - 0
12:5 1 m 36284 71856 8951 100.0 0
12:5 3 m 35704 70696 8938 99.8 0
25 keine 14635 28878 5287 - 831
25 1 m 13068 25744 5095 96.4 642
25 3 m 12398 24404 4992 94.4 549
25 keine 13804 27216 4456 - 0
25 1 m 12426 24460 4453 99.9 0
25 3 m 11849 23306 4443 99.7 0
50 keine 8000 15768 3532 - 1312
50 1 m 6222 12212 3129 88.6 909
50 3 m 5434 10636 2908 82.3 696
50 keine 6688 13144 2220 - 0
50 1 m 5313 10394 2220 100.0 0
50 3 m 4738 9244 2212 99.6 0
rechnens der DSM-Geometrien entsprechend h

auger wieder geschnitten bzw. aufgetrennt werden m

ussen. Die
Notwendigkeit des L

oschens bzw. der Vermeidung von redundanten Punkten im Ergebnismodell steigt damit
mit wachsender Gr

oe der Dreiecke im DGM-TIN.
Um den Eekt der Datenausd

unnung mit adaptiven Triangulationen darzustellen, wurde das in Abschnitt 5.2.2
beschriebene Verfahren auf die Quadratgitter-DGM mit der kleinsten Gitterweite (12.5 m) angewendet. Es
erfolgte keine Anwendung der Optimierungskriterien im neutralen Fall der Delaunay-Triangulation, da das zur
Verf

ugung stehende Programm diese Vorgehensweise beim derzeitigen Entwicklungsstand nicht ber

ucksichtigt.
Als Schwellwerte der Datenreduktion wurden zwecks angepasster Approximationsgenauigkeit von DGM und
DSM wie bei der Linienvereinfachung im DSM die Toleranzwerte von 1 m und 3 m gew

ahlt.
Tabelle 7.7 enth

alt die absoluten Anzahlen der Knoten und Dreiecke in den vereinfachten DGM-TIN f

ur die Test-
gebiete Damme, Eberg

otzen und Leine. Als direkte Vergleichsm

oglichkeit werden zus

atzlich die entsprechenden
Anzahlen f

ur ein volles 12.5-m-Quadratgitter-DGM angegeben, auf deren Knotenanzahl sich die prozentualen
Angaben der notwendigen Knoten in den vereinfachten Modellen beziehen.
Erwartungsgem

a zeigt sich bei den Werten in Tabelle 7.7, dass eine Abh

angigkeit zwischen den Relieftypen
und den f

ur die Approximation des Gel

andes notwendigen Knotenanzahlen besteht. F

ur ache Gebiete wie das
Leine-Gebiet ist eine geringe Anzahl von Knoten (265) ausreichend, in der Endmor

anenlandschaft von Damme
werden rund doppelt soviele Knoten ben

otigt. Im nieders

achsischen Mittelgebirge bei Eberg

otzen werden bei der
Triangulation nahezu doppelt soviele Knoten wie in der Endmor

anenlandschaft ber

ucksichtigt. Diese gen

aherten
Verh

altnisse von 1:2:4 zeigen sich bei beiden verwendeten Schwellwerten. Beim Leine-Gebiet ist zu beachten,
dass es nicht nur ache Gebiete wie die Aue enth

alt, sondern auch den Schulenburger Berg mit steileren Berei-
chen umfasst. Daher k

onnen die Werte nicht als allgemein repr

asentativ f

ur ache Gebiete wie die norddeutsche
Tiefebene angesehen werden. Interessanter f

ur die integrierte Modellierung ist jedoch die Datenreduktion ge-
gen

uber triangulierten Gittern. Die Ergebnisse entsprechen denen, die von anderen Autoren zur Datenreduktion
in Quadratgitter-DGM mittels adaptiver Triangulation angegeben werden (z. B. Abdelguerfi et al., 1997; Po-
lis et al., 1994). Selbst in Gebieten mit groer Reliefenergie (vgl. Abs. 5.5) wie dem Mittelgebirge ist bei einer
relativ hohen Genauigkeitsforderung von nur 1 m eine Datenreduktion um rund 85 % m

oglich. Entsprechend
gr

oer ist die Datenreduktion in Gebieten mit geringerer Reliefenergie, f

ur das Leine-Gebiet werden nur rund
4 % der Daten ben

otigt.
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Tabelle 7.6.: Charakteristika der dreiecksbasierten Integration von Quadratgitter-DGM und DSM in verschie-
denen Vereinfachungsstufen f

ur das Testgebiet Leine.
Gitter- Verein- Punkte Dreiecke Schnitt- [%] vom redundante
weite fachung punkte Original- Schnitt-
[m] DP-Algo. DSM punkte
12:5 keine 34505 68321 7069 - 339
12:5 1 m 33775 66864 7000 99.0 273
12:5 3 m 33360 66034 6912 97.8 217
12:5 keine 34166 67643 6730 - 0
12:5 1 m 33502 66318 6727 100.0 0
12:5 3 m 33353 66020 6695 99.5 0
25 keine 11958 23577 3882 - 526
25 1 m 11152 21938 3737 96.3 384
25 3 m 10744 21122 3656 94.1 309
25 keine 11432 22495 3356 - 0
25 1 m 10768 21170 3353 99.9 0
25 3 m 10435 20504 3347 99.7 0
50 keine 5739 11269 2543 - 878
50 1 m 4783 9360 2248 88.4 586
50 3 m 4295 8384 2087 82.0 429
50 keine 4861 9513 1665 - 0
50 1 m 4197 8188 1662 99.8 0
50 3 m 3866 7526 1658 99.6 0
Tabelle 7.7.: Anzahlen von Knoten und Dreiecken in adaptiven Triangulationen f

ur alle Testgebiete.
Testgebiet Schwellwert Knoten Dreiecke
[m] abs. [%] abs.
volles 12.5-m-Gitter 0 25921 100 51200
Damme 1 2301 8.9 4490
Damme 3 587 2.7 1121
Eberg

otzen 1 4109 15.9 8078
Eberg

otzen 3 1337 5.2 2592
Leine 1 1103 4.3 2163
Leine 3 265 1.0 507
Die Darstellungen der ausged

unnten Triangulationen benden sich f

ur die Vereinfachung mit dem Schwellwert
von 1 m jeweils links in den Abbildungen 7.16, 7.17 und 7.18, wo sie den daraus berechneten integrierten
Modellen gegen

ubergestellt werden. Diese Abbildungen stellen die Ergebnisse des erweiterten radial-topologi-
schen Algorithmus dar. Zus

atzlich wird in Abbildung 7.19 f

ur das Leine-Gebiet das Ergebnis des einfachen
radial-topologischen Algorithmus graphisch wiedergegeben, da sich hier aufgrund der Gr

oe der Dreiecke im
DGM-TIN und der hohen Anzahl von redundanten Knoten im DGM-DSM-TIN auch visuell ein deutlicher
Unterschied gegen

uber Abbildung 7.18 zeigt.
Die Darstellungen mit dem Vereinfachungsschwellwert von 3m benden sich mit den entsprechenden integrierten
Modellen im Anhang D (Abb. D.1, D.2 und D.3).
Es zeigt sich, dass die Existenz von groen Dreiecken im DGM-TIN vor der Integration zur Bildung von lan-
gen schmalen Dreiecken (\Nadeldreiecken") im integrierten Modell f

uhrt, da die Dichte der Punkte entlang
der DSM-Geometrien wesentlich gr

oer ist als die Knotendichte im DGM-TIN. Vor allem im Leine-Gebiet
ist dies deutlich erkennbar (Abb. 7.18), wo in der Aue sehr groe Dreiecke des DGM-TIN liegen. In Abbil-
dung 7.19 nden sich gegen

uber Abbildung 7.18 noch mehr lange schmale Dreiecke, da die Dichte der Knoten
entlang der DSM-Geometrien durch die redundanten Knoten h

oher ist. Bisher wird bei der Berechnung der
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Abbildung 7.16.: Vereinfachtes DGM-TIN und integriertes Modell mit Vereinfachungen f

ur DGM und DSM und
ohne redundante Knoten im Testgebiet Damme, Schwellwerte 1 m.
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Abbildung 7.17.: Vereinfachtes DGM-TIN und integriertes Modell mit Vereinfachung f

ur DGM und DSM und
ohne redundante Knoten im Testgebiet Eberg

otzen, Schwellwerte 1 m.
integrierten Modelle mit dem einfachen radial-topologischen Algorithmus keine

Uberpr

ufung der Ergebnisse
hinsichtlich der Eigenschaften der Dreiecke vorgenommen. Ebenso wird bei der im erweiterten radial-topolo-
gischen Algorithmus verwendeten Polygontriangulation kein Qualit

atskriterium f

ur die Dreiecke innerhalb der
zu triangulierenden Polygone verwendet. Es ist jedoch fraglich, ob diese \Nadeldreiecke" ohne redundante Da-
ten wirkungsvoll unterdr

uckt werden k

onnen, da ihre Entstehung in dieser Situation durch die hohe Dichte der
Punkte auf den DSM-Geometrien gegen

uber der geringen Knotendichte im DGM-TIN bedingt ist. Ggf. k

onnten
zus

atzliche Punkte in das DGM-DSM-TIN wie bei der Optimierung von Triangulationen eingef

ugt werden, um
eine gleichm

aigere Punktverteilung zu erzielen und um der Bildung von langen schmalen Dreiecken entgegen-
zuwirken. In Abschnitt 6.1 wurde der Algorithmus von Ruppert (1995) beschrieben, bei dem Kanten in einem
TIN geteilt werden, bis das Dreiecksnetz bestimmte Qualit

atskriterien erf

ullt (s. a. Shewchuk, 1997; Bern
& Eppstein, 1995). Allerdings w

urde dies wieder zu redundanten Daten in den integrierten Modellen f

uhren
und steht somit kontr

ar zur hier angestrebten angepassten Datenreduktion. Die Einf

uhrung einer minimalen
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Abbildung 7.18.: Vereinfachtes DGM-TIN und integriertes Modell mit Vereinfachung f

ur DGM und DSM und
ohne redundante Knoten im Leine-Gebiet, Schwellwerte 1 m.
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Abbildung 7.19.: Vereinfachtes DGM-TIN und integriertes Modell mit Vereinfachung f

ur DGM und DSM und
redundanten Knoten im Leine-Gebiet, Schwellwerte 1 m.
Dichte von DGM-TIN-Knoten f

uhrt tendenziell in die Richtung der Nutzung von triangulierten Gitter-DGM.
Diese Diskussion wird daher hier nicht weitergef

uhrt. Die Abbildung 7.19 verdeutlicht jedoch, dass bei Ver-
wendung des erweiterten radial-topologischen Algorithmus durch das Entfernen der redundanten Knoten eine
groe Anzahl von langen schmalen Dreiecken gel

oscht wird. Dies liegt an der einhergehenden Verringerung der
Punktdichte entlang der DSM-Geometrien.
In Abbildung 7.18 zeigt sich im Bereich des Gew

asserbettes der Leine eine weitere Ursache f

ur das Auftreten von
langen schmalen Dreiecken, deren Hintergrund in der adaptiven Triangulation liegt und bereits in Abschnitt 6.8
angedeutet wurde. Bei Verwendung eines entsprechenden Schwellwertes (hier 1 m) wird das Gew

asserbett be-
reits im DGM-TIN durch Kanten lagem

aig gen

ahert dargestellt. Dies ist in Abbildung D.3 bei der Verwendung
eines Schwellwertes von 3 m nicht mehr der Fall. Bei der Integration werden die Geometrien, mit denen die Leine
im DSM modelliert wird, in das DGM-TIN eingerechnet. Es kommt zu dem klassischen Fall einer Verschneidung
von Geometrien, die in verschiedenen Datens

atzen das gleiche Objekt approximieren bzw. repr

asentieren. Hier-
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bei entstehen im allgemeinen Fall die bekannten Splitterpolygone. In diesem speziellen Fall f

uhrt das zus

atzliche
Einf

ugen von Kanten zur Erhaltung des Dreiecksnetzes zu langen schmalen Dreiecken. Entsprechende Situa-
tionen k

onnen auch f

ur andere Objekte auftreten, falls sie zum einen im DSM und zum anderen mit einer ap-
proximierten Repr

asentation im adaptiven DGM-TIN bzw. mit einer qualitiv hochwertigen Beschreibung durch
Strukturinformation im allgemeinen DGM-TIN oder einem triangulierten hybriden DGM dargestellt werden.
Dies sind u. a. die Nachteile des bisherigen Verfahrens, das noch keine geometrisch-semantische Konsistenz der
Datens

atze

uberpr

uft (vgl. Abs. 6.8).
Tabelle 7.8 enth

alt Kenngr

oen der den genannten Genauigkeitsspezikationen der Eingangsdaten angepassten
integrierten Modelle. Zur direkten Vergleichsm

oglichkeit werden zus

atzlich jeweils die Werte der integrierten
Modelle aufgef

uhrt, die auf der Grundlage des 12.5-m-Gitters und der vollst

andigen DSM erstellt wurden.
Die Anzahl der Knoten der integrierten Modelle in Prozent der Knoten im vollst

andigen Modell wird zur
Einsch

atzung der relativen Verringerung des Datenvolumens angegeben. Es wird zwischen der Herkunft der
Knoten im integrierten Modell unterschieden (vgl. Abs. 6.3). Ein Knoten kann aus dem DGM oder aus dem
DSM abgeleitet sein. Falls ein DSM-Punkt auf einen DGM-Punkt f

allt, wurde er aus Gr

unden der

ubersichtlichen
Darstellung als DGM-Punkt gez

ahlt. Neben diesen Klassen von Knoten im DGM-DSM-TIN kann es sich bei
einem Knoten auch um einen Schnittpunkt handeln. Zus

atzlich zur Gesamtanzahl der Schnittpunkte wird die
Anzahl der redundanten Schnittpunkte aufgef

uhrt, die mit dem einfachen radial-topologischen Algorithmus
berechnet wurden.
Tabelle 7.8.: Anzahlen von Knoten in vereinfachten integrierten Modellen f

ur alle Testgebiete.
Testgebiet Schwell- Knoten DGM- DSM- Schnitt- redundante
werte absolut % vom vol- TIN- punkte punkte Schnitt-
[m] len Modell Knoten punkte
Damme 0 37243 - 25921 2099 9223 587
Damme 1 6252 16.8 2301 1006 2945 739
Damme 3 3134 8.4 587 617 1930 849
Damme 0 36656 - 25921 2099 8636 0
Damme 1 5513 15.0 2301 1006 2206 0
Damme 3 2285 6.2 587 617 1081 0
Eberg

otzen 0 38228 - 25921 2787 9520 567
Eberg

otzen 1 9355 24.5 4109 1412 3834 800
Eberg

otzen 3 4771 12.5 1337 845 2589 853
Eberg

otzen 0 37661 - 25921 2787 8953 0
Eberg

otzen 1 8555 22.7 4109 1412 3034 0
Eberg

otzen 3 3918 10.4 1337 845 1736 0
Leine 0 34505 - 25921 1515 7069 339
Leine 1 3863 11.2 1103 853 1907 720
Leine 3 2905 8.4 265 527 2113 1591
Leine 0 34166 - 25921 1515 6730 0
Leine 1 3143 9.2 1103 853 1187 0
Leine 3 1314 3.8 265 527 522 0
Bei den Ergebnissen zeigt sich klar, dass die adaptive Triangulation im DGM-TIN den gr

oten Beitrag zur
Verringerung der Punktanzahl in den integrierten Modellen leistet. Dabei wirkt sich der Eekt auch deutlich
auf die Anzahl der Schnittpunkte aus. Mit der drastischen Verringerung der Kanten im DGM-TIN werden
entsprechend weniger Schnittpunkte bei der Integration notwendig. Dieser Eekt zeigt sich durch die gegen

uber
den triangulierten Quadratgitter-DGM gr

oerer Gitterweite wesentlich geringere Punktanzahl in den adaptiven
DGM-TIN deutlicher als in den entsprechenden Ergebnistabellen 7.4, 7.5 und 7.6.
Interessant ist das Ausma der durch den einfachen radial-topologischen Algorithmus berechneten redundanten
Schnittpunkte. Es nimmt wie bei den Ergebnissen mit den Quadratgitter-DGM-TIN mit der Gr

oe der Dreiecke
zu, erreicht nunmehr jedoch die Gr

oenordnung der Anzahlen der Knoten, die aus dem DGM bzw. aus dem DSM
abgeleitet werden. Dies variiert entsprechend der notwendigen Punktanzahl f

ur die verschiedenen Relieftypen.
Im Leine-Gebiet zeigt sich, dass es bei der Datenreduktion mit 3 m als Schwellwert dazu kommt, dass die

uberwiegende Menge der Knoten imDGM-DSM-TIN aus dem DSM abgeleitet bzw. als Schnittpunkte berechnet
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werden. Die Knoten, die aus dem DGM-TIN abgeleitet werden, machen bei Verwendung des einfachen radi-
al-topologischen Algorithmus nur 10 % aus, nach dem L

oschen der redundanten Punkte haben sie noch einen
Anteil von 20 % der Gesamtknotenanzahl. Bedingt durch die geringe Reliefenergie im achen Gebiet mit der
einhergehenden geringen Anzahl von notwendigen DGM-Punkten und der resultierenden groen 

achenhaften
Ausdehnung der DGM-TIN-Dreiecke steigt die Anzahl der berechneten Schnittpunkte in diesen Bereichen. Sie
erreicht 50 % der Gesamtknotenanzahl im integrierten Modell. Nach dem L

oschen der redundanten Daten
betr

agt der Anteil der Schnittpunkte noch 40 % der Gesamtknotenanzahl.
Zusammenfassend kann hinsichtlich der angepassten Datenreduktion festgehalten werden, dass die Nutzung eines
Schwellwertes von nur 1 m, d. h. die Anpassung der geometrischen Genauigkeit des integrierten Modells an die
Genauigkeitsspezikation des DGM5 (Qualit

atsstufe 2, vgl. Washausen, 1992), zu einer Datenreduktion von
rund 80 % gegen

uber den vollst

andigen Modellen f

uhrt. F

ur den Schwellwert von 3 m (Genauigkeitsspezikation
des ATKIS-Basis-DSM;AdV, 1995) verringert sich das Datenvolumen im integrierten Modell um etwa 90 %. Die
Angaben variieren mit den Relieftypen. Vor allem in achen Gebieten sind deutlich weniger Daten notwendig,
da das DGM-TIN nur eine geringe Anzahl von Knoten hat und den gr

oten Anteil zur Datenreduktion beitr

agt.
Als wichtigster Schritt zur Datenreduktion im integrierten Modell ist die adaptive Triangulation des DGM-
TIN zu nennen. Die Datenreduktion im DSM hat in den Bereichen des Mittelgebirges bei Eberg

otzen und der
Endmor

anenlandschaft von Damme einen gr

oeren Einuss auf die Gesamtknotenanzahl als die Vermeidung
der redundanten Daten mit dem erweiterten radial-topologischen Algorithmus. Dies verh

alt sich im Testgebiet
Leine anders. Dort ist es wichtig, den erweiterten radial-topologischen Algorithmus f

ur die Berechnung eines
integrierten Modells zu verwenden, da die Anzahl der redundanten Punkte gr

oer wird als die Anzahl der
Punkte, die durch die Datenreduktion im DSM geltert werden. Unter Ber

ucksichtigung der Tatsache, dass z.
B. in Niedersachsen 90 % der Fl

ache zum Tieand mit einer H

ohe von weniger als 200m

uber demMeeresspiegel
geh

ort und damit relativ ach und homogen ist (Nieders

achsisches Landesamt f

ur Statistik, 1998), ist
die Vermeidung von redundanten Daten im integrierten Modell nachdr

ucklich zu empfehlen.
7.3. Vergleich der Verfahren
Eine Beurteilung oder Bewertung von Verfahren erfordert immer die Betrachtung und Beachtung unterschiedli-
cher Kriterien, die sich an aktuellen Anforderungen orientieren. Eine Beurteilung muss unter Ber

ucksichtigung
von Rahmenbedingungen erfolgen. Die Aufstellung eines Kriterienkatalogs, der zur allgemeinen Beurteilung von
Modellierungsverfahren alle potenziell m

oglichen Bed

urfnisse von Datennutzern abdeckt, ist nicht das Ziel der
vorliegenden Arbeit.
Bei einem Vergleich hingegen kann versucht werden, die Unterschiede zwischen Ans

atzen darzustellen. Anhand
von Vergleichskriterien kann die Beurteilung der Modellierungsverfahren projektbezogen vorgenommen werden,
bzw. es k

onnen vergleichende Beurteilungen durchgef

uhrt werden, die ggf. f

ur eine spezielle Aufgabe

uberpr

uft
werden m

ussen.
Die folgende Auflistung von Vergleichskriterien orientiert sich konsequenterweise an den kritischen, nur in
beschr

anktem Mae vergleichenden Einzelbetrachtungen zu den Modellierungsans

atzen in den Abschnitten 4.7
und 6.8. M

ogliche Vergleichskriterien stellen die folgenden Punkte dar:
1. Kompatibilit

at der Ans

atze mit bestehenden Datens

atzen;
2. Kompatibilit

at der Ans

atze mit bestehenden Modellierungsans

atzen;
3. Kompatibilit

at der Ans

atze mit bestehender GIS-Software;
4. Denitionsbereiche der Modellierungen und die Verwendbarkeit der Ans

atze f

ur eine Zuweisung von
H

oheninformation an die unterschiedlichen Geometrietypen Punkt, Linie und Fl

ache;
5. Qualit

at der Modellierung und die M

oglichkeit ihrer Steuerung;
6. numerischer Aufwand der Integration bzw. beim Aufbau des integrierten Modells;
7. Analyse der Datenmodelle und r

aumliche Abfragen bzw. r

aumliche Indizierung;
8. Speichervolumen und Beschreibungsl

ange der Objekte;
9. Pr

asentation der Landschaftsmodelle.
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Bezieht man sich bei einem Vergleich der Modellierungsans

atze auf die vier Grundaufgaben von GIS, n

amlich
die Erfassung, Verwaltung, Analyse und Pr

asentation von raumbezogenen Daten (vgl. Abs. 1.1; z. B. Bill &
Fritsch, 1994), so ist die Erfassung mit Punkt 6 verbunden. Die Verwaltung betrit Punkt 7 der Vergleichs-
kriterien, die Analyse wird ebenfalls in Punkt 7 angesprochen und die Pr

asentation der Daten wird unter Punkt
9 behandelt.
Die Kompatibilit

at der Ans

atze mit 

achenhaft existierenden Datens

atzen (Punkt 1) stellte zwecks Investions-
sicherung ein Ziel der Arbeit dar. Die dargestellten Verfahren nutzen beide als Eingangsdaten die ATKIS-DGM
und ATKIS-DSM und sind vom Dimensionsansatz her 2.5-dimensional.
Die Verwendbarkeit von bestehenden Modellierungsans

atzen (Punkt 2) ist teilweise eng verkn

upft mit der
Verwendbarkeit von bestehender GIS-Software (Punkt 3) und f

ur die beiden Verfahren unterschiedlich zu be-
werten. Als \Datenmodell" f

ur Polynom

achenobjekte kann ein einfaches Datenmodell, wie z. B. die in Ab-
schnitt 2.2.2 dargestellte Landkarte in Verbindung mit einer Attributierung der Landschaftsobjekte, verwendet
werden. Insofern sind Polynom

achenobjekte mit bestehenden 

achenhaften Modellierungsans

atzen kompatibel.
Polynom

achenobjekte k

onnen mit den verf

ugbaren Softwaresystemen verarbeitet werden, sofern die Systeme
eine ausreichende Beschreibungsl

ange an den Attributen zulassen. Diese ist f

ur die erforderliche numerische
Stabilit

at des Verfahrens notwendig. Um eine Auswertung der attributiven H

oheninformation zu gew

ahrleisten,
m

ussen entsprechende Funkionen mit einer GIS-Software bereitstellbar sein. Da es sich um eine neues Verfahren
handelt, existiert derzeit keine kommerziell verf

ugbare Software f

ur den Aufbau eines 

achenhaften Datensatzes
von Polynom

achenobjekten.
Die integrierte Modellierung der Landschaft auf der Grundlage von Triangulationen ist nur eingeschr

ankt kom-
patibel mit Datenmodellen, die in verf

ugbaren GIS-Softwaresystemen realisiert sind. F

ur kleine Anwendungen
ist mit Systemen, die eine allgemeine Datenbankschnittstelle haben, eine Implementierung im Sinne eines Kom-
promisses m

oglich. Das integrierte Datenmodell kann relativ einfach relational in einer relationalen Datenbank
abgespeichert werden und dann

uber die Datenbankschnittstelle abgefragt werden. Ans

atze hierzu nden sich
z. B. bei Pilouk (1996). Dies stellt jedoch nur einen Kompromiss dar, der f

ur kleine Gebiete eingesetzt werden
kann. F

ur groe Gebiete und landesweite Modellierungen ist diese Vorgehensweise aufgrund der Duplizierung
der DSM-Geometrien nicht praktikabel. Weitere Nachteile entstehen, falls das integrierte Modell in der Daten-
bank nicht raumbezogen abgefragt werden kann. Dies ist gegeben, wenn die Dreiecke zu einem 

achenhaften
Objekt mit der Objekt-ID und nicht mit dem Umringspolygon des Objektes in der Datenbank als Suchkriteri-
um abgefragt werden. Als Alternative kann jedes entstehende Dreieck des DGM-DSM-TIN als Objekt mit den
Attributen des 

achenhaften Elternobjektes des DSM versehen werden; allerdings ist ohne die Einf

uhrung von
komplexen Objekten die urspr

ungliche fachliche Gliederung der Ebene nicht mehr gegeben, da keine Aggre-
gation der Objekte erfolgt. Die Dreiecke m

ussen dementsprechend Referenzen auf ihre Elternobjekte erhalten
bzw. es m

ussen komplexe Objekte gebildet werden (vgl. die simplizialen Komplexe in Abs. 2.2.3). Falls eine
GIS-Software dies unterst

utzt, ist eine Kompatibilit

at gegeben. Die Berechnung integrierter Modelle mit kom-
merziell verf

ugbarer Software ist mit Einschr

ankung m

oglich. Abdelguerfi et al. (1997) verwenden teilweise
Routinen von Arc/Info f

ur ihre Arbeiten. Es gelten die in Kapitel 6 diskutierten algorithmischen Dezite bzw.
Restriktionen f

ur die korrekte Implementierung der verwendeten Algorithmen.
Die simplizialen Komplexe sind dar

uber hinaus kompatibel mit bestehenden h

oherdimensionalen Modellie-
rungsans

atzen, wie sie von Breunig (2000) f

ur 3D- und 4D-Ans

atze und von Pilouk (1996) f

ur den 3D-Fall
beschrieben werden. Die objektstrukturierte Modellierung der Erdober

ache mit einem DGM-DSM-TIN kann
damit als Grundlage f

ur h

oherdimensionale Anwendungen dienen, bei denen nicht nur die Erdober

ache, son-
dern der 3D-Raum sowie zeitliche Aspekte betrachtet werden. Diese Kompatibilit

at ist f

ur den Ansatz mit den
Polynom

achenobjekten bisher nicht gegeben.
Mit Punkt 4 werden die Denitionsbereiche der Modellierungsans

atze angesprochen und die Verwendbarkeit der
Ans

atze f

ur eine H

ohenzuweisung f

ur die Geometrietypen Punkt, Linie und Fl

ache. Dieser Aspekt ist vor dem
Hintergrund der Diskontinuit

aten von Interesse, die bei der Modellierung des Reliefs mit Polynom

achenobjek-
ten entstehend. Auf den Geometrien der Polynom

achenobjekte tritt bei den aus den Attributen adjazenter
Objekte gebildeten H

ohenwerten i. Allg. eine Zweideutigkeit auf. Die Attribute und damit die Modellierungen
sind in dem Bereich nicht konsistent. Daraus folgt, dass diese Bereiche aus dem Denitionsbereich der Model-
lierung des Reliefs mit Polynom

achenobjekten ausgeschlossen werden m

ussen, oder es m

ussen Mechanismen
geschaen werden, die eine Konsistenz erm

oglichen. Eine entsprechende M

oglichkeit w

are, f

ur die Berechnung
von H

ohenwerten in diesen Gebieten ein Gitter zu rekonstruieren und die Gitterpunkte f

ur eine H

ohenberech-
nung mit herk

ommlichen Methoden (vgl. Abs. 2.4.4) zu verwenden.
Der Ausschluss der geometrischen

Orter der Objektgeometrien aus dem Denitionsbereich der Modellierung
f

uhrt

uber zur Verwendbarkeit des Ansatzes mit verschiedenen Geometrietypen bei einer H

ohenzuweisung, z. B.
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durch eine Verschneidungsoperation. Innerhalb der Polynom

achenobjekte kann dieser Ansatz f

ur alle Geo-
metrietypen verwendet werden, da dort die Fl

ache stetig ist. Wird eine Zuweisung der H

oheninformation bei
nur partieller

Uberlappung von Objekten an andere 

achenhafte Objekte wie DSM-Objekte vorgenommen, so
kommt es zu Diskontinuit

aten bzw. zur Existenz geometrischer

Orter innerhalb der Objekte, die vom Deni-
tionsbereich der Modellierung ausgeschlossen sind. Ein

ahnlicher Gedankengang gilt f

ur linienhafte Objekte.
Soll f

ur ein beliebiges linienhaftes Objekt H

oheninformation aus Polynom

achenobjekten abgeleitet werden,
so kommt es zwangsl

aug zur Bildung von Abs

atzen entlang des Objektes. Dies f

uhrt z. B. f

ur Straen da-
zu, dass diese ggf. als nicht befahrbar erscheinen und bei Gew

assern \Abussbarrieren" oder nicht existente
\Wasserf

alle" als Artefakte entstehen. F

ur linienhafte Objekte gilt weiterhin, dass z. B. in ATKIS die Verkehrs-
und Gew

assernetze f

ur die Bildung von 

achenf

ormigen Objekten verwendet werden. Auf den Geometrien der


achenhaften Objekte kommt es ebenfalls zur Absatzbildung. Punktf

ormige Objekte k

onnen dementsprechend
nur mit H

oheninformation versehen werden, wenn ihre Lage in der Ebene innerhalb des Denitionsbereichs, d. h.
innerhalb der Polynom

achenobjekte, liegt. Diese Problematik stellt sich nicht mit TIN, die Ober

ache wird
stetig modelliert. Der Denitionsbereich deckt die horizontale Ebene vollst

andig ab, ggf. m

ussen Aussparungs-


achen im DGM-TIN ber

ucksichtigt werden (vgl. Abs. 2.4.1). Das DGM-DSM-TIN ist unter dieser Restriktion
in der Lage, auch linien- bzw. 

achenhaften Objekten stetige H

oheninformationen zuzuweisen. Entsprechend
k

onnen punktf

ormige Objekte unter Ber

ucksichtigung der Aussparungs

achen beliebig in der horizontalen Ebe-
ne liegen.
Punkt 5 nennt die Qualit

at der Modellierung und ihre Steuerbarkeit als Vergleichskriterien. Bei dem Verfah-
ren der Integration von DSM und DGM mittels Triangulation bleibt die Form der Reliefober

ache, d. h. die
eingef

uhrte Genauigkeit der Repr

asentation des Reliefs, erhalten. Der Detaillierungsgrad, der in den Ausgangs-
datens

atzen DGM und DSM enthalten ist, bleibt bei einer Integration ohne Ausd

unnung der Daten unver

andert.
Die Genauigkeit der Beschreibung einer Gel

andeober

ache kann

uber Einf

uhrung von Schwellwerten bei einer
ggf. durchzuf

uhrenden Datenreduktion gut kontrolliert werden. Es handelt sich um ein interpolierendes Ver-
fahren. Demgegen

uber handelt es sich bei der Modellierung des Reliefs mit Polynom

achenobjekten um ein
approximierendes Verfahren. Es ndet eine Form der Tiefpasslterung statt. Kleinere Strukturen im Relief
werden ggf. durch die Polynom

achenobjekte geltert und k

onnen nicht mehr rekonstruiert werden. Es geht
Information verloren. Aufgrund der Approximation k

onnen Artefakte in der Ober

ache entstehen, welche die
lokalen morphologischen und hydrologischen Eigenschaften beeinussen. Die Steuerung der Qualit

at der Mo-
dellierung bzw. der Tiefpasslterung ist nur in eingeschr

anktem Mae m

oglich (vgl. Kap. 4), eine vollst

andige
Kontrolle wie bei der Verwendung des DGM-DSM-TIN ist nicht gegeben.
Der Aufwand der Berechnung der integrierten Modelle wird unter Punkt 6 als Vergleichskriterium aufgef

uhrt.
Die Komplexit

at der mit den Modellierungen einhergehenden Verfahren wurde in den Einzeldarstellungen der
Verfahren ausgiebig diskutiert. Da die Polynom

achenobjekte durch aufwendige numerische Verfahren extra-
hiert bzw. die Polynom

achenparameter mit entsprechend aufwendigen Verfahren berechnet werden, stellt dies
einen limitierenden Faktor des Modellierungsansatzes dar. Es sind Verfahren erforderlich, die i. Allg. kubi-
sches Laufzeitverhalten aufweisen (z. B. die Matrizenmultiplikation als Teil der Ausgleichungen, vgl. Abs. 4.5.5;
bzw. Matrizeninversionen oder SVDs). Bei der Zuweisung von H

oheninformation durch eine Verschneidung sind
ggf. zus

atzliche Gleichungssysteme zu l

osen, um die Polynomparameter der entstehenden Objekten auf deren
Schwerpunkt zu beziehen. Andernfalls sind f

ur diese Objekte zwei weitere Attribute mit den Bezugskoordinaten
der Polynomparameter einzuf

uhren. Hinzu kommt, dass bei der abschlieenden Berechnung der Polynompa-
rameter durch die Puerung der Objekte etliche Punkte mehrmals genutzt werden. Demgegen

uber wird bei
einer Triangulation jeder Punkt nur einmal verwendet. Als Vorstufe f

ur die Extraktion ist beim gegenw

arti-
gen Stand der Entwicklung die Berechnung eines regelm

aigen Gitters erforderlich. Bei Triangulationen gibt
es eingef

uhrte Verfahren f

ur regelm

aige und unregelm

aige Punkthaufen, und auch die Algorithmen zur In-
tegration von DGM-TIN mit dem DSM k

onnen problemlos mit beiden Punktverteilungstypen arbeiten. Da
die Geometrien der Polynom

achenobjekte aus einer Segmentierung des Quadratgitters entstehen, kommt es
zu dem bekannten Treppeneekt, der ggf. mit Linienvereinfachungsalgorithmen bearbeitet werden muss. Ein
derartiger Verfahrensschritt ist bei Triangulationen nicht notwendig. Zusammenfassend ist festzustellen, dass
das Verfahren der Integration von H

oheninformation mit Polynom

achenobjekten beim Stand der Entwicklung
erheblich aufwendiger ist als das Verfahren auf der Grundlage von Triangulationen.
Punkt 7 der Vergleichskriterien ist der Analyse der Datenmodelle und den r

aumlichen Abfragen bzw. der Indi-
zierung der Objekte gewidmet. Das DGM-DSM-TIN f

ugt sich aufgrund seiner Kompatibilit

at mit bestehenden
Verfahren und seiner vollst

andig diskreten Randdarstellung in die existierenden Ans

atze der r

aumlichen Indizie-
rung ein. Breunig (2000, 1996) behandelt entsprechende Ans

atze der eÆzienten Verwaltung von simplizialen
Komplexen mit raumbezogenen Datenbankverwaltungssystemen. Gaede & G

unther (1998) geben einen all-
gemeinen

Uberblick zu r

aumlichen Zugrismethoden. Demgegen

uber handelt es sich bei der Modellierung mit
Polynom

achenobjekten um eine Vermischung von kontinuierlicher und diskreter Randdarstellung. Der ebene
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Umring eines Polynom

achenobjektes wird diskret durch die Punkte und Knoten seiner Geometrien beschrie-
ben. Eine ebene r

aumliche Indizierung (2D-Indizierung) ist damit m

oglich. F

ur die H

oheninformation gilt dies
nicht. Die Polynom

achenobjekte k

onnen prinzipiell beliebige H

ohenbereiche als Wertebereiche ihrer Funktio-
nen annehmen. Die Ermittlung des Wertebereiches bzw. die Berechnung der impliziten (lokalen) Extrema ist nur
mit aufwendig zu implementierenden Methoden der Analysis m

oglich. Ein Hilfskonstrukt zur L

osung des Pro-
blems stellt die Einf

uhrung von zwei weiteren Attributen f

ur jedes Objekt dar, den minimalen und maximalen
H

ohenwert innerhalb der Objekte. Diese attributiven Extrema k

onnen dann zum Aufbau einer h

oherdimensio-
nalen Zugristruktur auf der Grundlage von minimal umschlieenden 3D-Quadern

ahnlich wie den minimal
umschreibenden, an den Koordinatenlinien ausgerichteten 2D-Quadern, den Rechtecken, verwendet werden.
Die Analyse von TIN unter morphologischen oder hydrologischen Aspekten ist Gegenstand zahlreicher Unter-
suchungen, die hier nicht alle aufgez

ahlt werden k

onnen. Hinweise hierzu nden sich in der Literatur zu DGM
und Triangulationen. Die Analyse von Polynom

achenobjekten ist aufgrund der impliziten H

ohenmodellierung
gegen

uber TIN erheblich aufwendiger; hinzu kommen die unter Punkt 4 aufgef

uhrten Probleme des ggf. einge-
schr

ankten Denitionsbereichs der Modellierung und das Auftreten von Artefakten (Punkt 5), bedingt durch
das Approximationsverfahren.
Unter Punkt 8 der Vergleichskriterien sind Speichervolumen und Beschreibungsl

ange der Objekte angef

uhrt.
Die groe Anzahl von Dreiecken eines DGM-DSM-TIN kann hinsichtlich Datenvolumen und Performance von
Operationen problematisch werden, sie kann aber mit Linien- und Fl

achenvereinfachungsverfahren kontrolliert
verringert werden. Ggf. sind auch hierarchische DGM-DSM-TIN denkbar. Gegen

uber den Polynom

achen ist
bei der dreiecksbasierten Integration zur Beschreibung der Ober

ache innerhalb der 

achenhaften Objekte
aufgrund ihrer Diskretisierung deutlich mehr Speicherplatz erforderlich, da alle St

utzpunkte und die Topologie
der Dreiecke mitgespeichert werden m

ussen. Dies resultiert in einer deutlich gr

oeren Beschreibungsl

ange der
Objekte.
Bei Polynom

achenobjekten ist in Abh

angigkeit des Polynomgrades des Objektes mehr Speicherplatz f

ur die
Polynomparameter (Attribute) erforderlich, wobei auf die numerische Stabilit

at zu achten ist. F

ur die hier ver-
wendeten Ans

atze bedeutet das einen maximalen Speicheraufwand von 28 Attributen. Der Funktionsansatz kann
aus der Anzahl der besetzten Polynomparametern abgeleitet werden; als Bezugskoordinaten k

onnen die implizit
durch den Objektumring gegebenen Schwerpunktskoordinaten genutzt werden. Ggf. sind Qualit

atsparameter zu
erg

anzen. Buziek (1993) postuliert daher bei Verwendung von Polynom

achenobjekten zur Modellierung des
Reliefs einen Kompressionseekt f

ur das DGM. Diese Frage kann mit den hier durchgef

uhrten Untersuchungen
nicht eindeutig beantwortet werden, da sie von sehr vielen Faktoren abh

angig ist. Zum einen gibt es f

ur Qua-
dratgitter bzw. TIN sehr eÆziente Speicherungs- und Kompressionsverfahren (z. B. de Floriani et al., 1998;
Kidner & Smith, 1997; Ware & Kidner, 1997; Franklin & Said, 1996; Franklin, 1995). Diese in der
Praxis erzielbaren Kompressionsraten m

ussten von einem neuen Verfahren zur Datenkompression verbessert
werden, um Polynom

achenobjekte sinnvoll im Zusammenhang mit Kompressionsverfahren zu betrachten. Auf
der anderen Seite kann bei der Verwendung von Polynom

achenobjekten zur Modellierung des Reliefs nicht
einfach davon ausgegangen werden, dass das Relief allein durch die Polynomparameter komprimiert wird. Zur
Bildung der Polynom

achenobjekte sind Geometrien erforderlich. Die Form der Geometrien ist abh

angig da-
von, auf welche Weise sie entstanden sind. Bei einer Segmentierung des Reliefs kommt es zum Treppeneekt
mit einer groen Anzahl von Knickpunkten in den Geometrien. W

ahlt man ein kleines betragsm

aig maximal
erlaubtes Residuum f

ur die initiale Extraktion, so wird das Relief nahezu mit Gitterstruktur segmentiert, und es
ergibt sich kein Kompressionseekt. Im Gegenteil, da bei der Bildung der Objekte zus

atzliche Informationen wie
Objekt-IDs, Referenzen auf Geometrien, Topologie etc. gespeichert werden m

ussen, kann es zu einer Datenvo-
lumenvergr

oerung kommen. Entsprechende Untersuchungen von Hettwer (1998) weisen sinngem

a in diese
Richtung. W

ahlt man ein gr

oeres betragsm

aig maximal erlaubtes Residuum, so entstehen Treppengeometri-
en, die ggf. mit Linienvereinfachungsalgorithmen und vorzugebenden Toleranzwerten ausged

unnt werden. Die
Gr

oe der Polynom

achenobjekte bei der Extraktion ist abh

angig von dem maximal implementierten Polynom-
grad. Aus dieser Diskussion wird klar, dass die Polynom

achenobjekte auf der Grundlage etlicher Vorgaben und
Konventionen entstehen und daher keine objektive Aussage

uber das erforderliche Speichervolumen erlauben.
Der letzte, abschlieende Vergleichspunkt 9 spricht die Pr

asentation bzw. Visualisierung von Daten an. Ber

uck-
sichtigt man, dass das Thema dieser Arbeit die Integration von H

oheninformation und objektstrukturierten
2D-Modellen darstellt, so sind in diesem Zusammenhang vor allem Visualisierungen von Interesse, welche die
Darstellung der H

oheninformation einschlieen, z. B. perspektive Ansichten von objektstrukturierten Land-
schaften. Der Aspekt wird von Abdelguerfi et al. (1997) direkt im Zusammenhang mit dem DGM-DSM-TIN
angef

uhrt, da dieses eine Visualisierung des integrierten Modells leicht zul

asst. Den entsprechenden Dreiecken
der Objekte werden f

ur einen Import in eine Visualisierungssoftware in Abh

angigkeit der Objektart Attribute
zugewiesen. Dabei kann es sich z. B. um Farbwerte handeln, wodurch die Objekte in einer perspektiven Ansicht
objektstrukturiert farblich gekennzeichnet bzw. visualisiert werden k

onnen.
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Da die Form der Ober

ache bei Polynom

achenobjekten durch die Polynomparameter beschrieben wird, m

ussen
diese f

ur eine perspektive Darstellung ausgewertet werden. Das kann etwa durch eine Diskretisierung bzw. Be-
rechnung eines Gitters oder Dreiecksnetzes geschehen, um die Fl

ache z. B. durch ein Drahtmodell zu visualisie-
ren. Ohne dies im Detail auszuf

uhren, folgt daraus, dass dementsprechend die Verwendung von Polynom

achen
zur Modellierung des Reliefs gegen

uber Triangulationen einen Mehraufwand an Rechenoperationen erfordert, um
zu einer r

aumlichen objektstrukturierten Darstellung der Landschaft zu gelangen. Verfahren zur Dreiecksnetzge-
nerierung als Diskretisierung von gekr

ummten Fl

achen werden u. a. von Klein (1995) beschrieben. Allgemeine
Aspekte der Computergraphik nden sich bei Foley et al. (1997) und sollen hier nicht weiter vertieft werden.
Zusammengefasst ist aus dieser Diskussion ersichtlich, dass das Verfahren der H

ohenintegration mit Polynom-


achenobjekten gegen

uber der Integration mittels Triangulationen rechentechnisch deutlich aufwendiger, bei
der Approximation in seiner Qualit

at der Ober

achenbeschreibung schlechter kontrollierbar, in der raumbe-
zogenen Analyse und r

aumlichen Indizierung aufwendiger und mit bestehenden Verfahren der Analyse und
Visualisierung nur eingeschr

ankt kompatibel ist. Der Denitionsbereich des Modellierungsansatzes ist aufgrund
der Zweideutigkeit der H

ohen auf den Objektgrenzen eingeschr

ankt. Damit ist es f

ur allgemeine Anwendungen
im Vergleich zur Integration auf der Grundlage von Triangulationen nur bedingt zu empfehlen.
Das Verfahren der Integration von H

oheninformationmittels Triangulationen f

ugt sich jedoch besser in bestehen-
de Ans

atze der Erfassung, Verwaltung, Analyse und Pr

asentation von raumbezogenen Daten ein. Problematisch
kann die aus der Diskretisierung der Ober

ache entstehende groe Anzahl von Dreiecken sein. Dieser Umstand
kann mit dem redundanzfreien Datenmodell sowie bestehenden und beschriebenen Verfahren der Vereinfachung
von DGM-TIN und DSM-Geometrien kontrollierbar beeinusst werden. Angesichts des technischen Fortschritts
bei Rechenleistung, Speichervolumen und Zugriszeiten von GIS-Systemen und der M

oglichkeit der kontrol-
lierbaren Datenreduktion sollte die Anzahl von Dreiecken in einem integrierten Modell in absehbarer Zeit kein
limitierender Faktor mehr sein.
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8. Oene Probleme und m

ogliche Ans

atze f

ur
weitere Forschung
Ein Nachteil der Integration von H

oheninformation und DSM mittels Triangulationen ist, dass beim Stand der
Entwicklung keine gegenseitige semantisch-geometrische

Uberpr

ufung der Daten stattndet. Bislang handelt es
sich um ein Verfahren, das im Sinn einer Verschneidung die Daten einander zuordnet. Es ist w

unschenswert,
die Konsistenz der Daten beim Einrechnen von DSM in DGM-TIN zu

uberpr

ufen. Hierf

ur sind entsprechende
Regeln und zus

atzliche Mechanismen notwendig, wie im Fall einer Inkonsistenz von DGM und DSM imWeiteren
verfahren werden soll. Es w

are ggf. zu pr

ufen, ob die Bildung der langen schmalen Dreiecke (\Nadeldreiecke")
beeinusst werden kann. W

ahrend dies weiterhin die getrennte Erfassung von DGM und DSM bedeutet, k

onnen
die Probleme der Inkonsistenz bereits bei einer integrierten 2.5D-Erfassung von Geobasisdaten aufgedeckt bzw.
vermieden werden. Hierzu sind ggf. weitere Untersuchungen und Entwicklungen zwecks Automatisierung der
Verfahren notwendig.
Das hier beschriebene Verfahren der Berechnung eines redundanzfreien integrierten Modells unter Ber

ucksichti-
gung aller geometrischen Konstellationsm

oglichkeiten stellt bislang ein indirektes Verfahren dar, welches daher
nur bedingt eÆzient arbeitet. Das Ziel muss sein, ein direktes Verfahren zu entwickeln, das keinen zus

atzlichen
Speicherplatz und weitere Rechenzeit ben

otigt. Falls die Integration auf der Grundlage von triangulierten Qua-
dratgitter-DGM erfolgen soll, sind weitere Untersuchungen zur Interpretation der vorgestellten Kriterien zur
L

osung des neutralen Falls der Delaunay-Triangulation in der Gitterzelle denkbar.
Den Aspekt der Fortf

uhrung des integrierten Datenmodells m

usste man nunmehr weiterf

uhrend ausarbeiten.
Ans

atze hierzu wurden bereits von Kl

otzer (1997) vorgestellt und sollten unter Ber

ucksichtigung des redun-
danzfreien Datenmodells und der weiteren Ergebnisse dieser Arbeit vertieft untersucht werden.
W

ahrend die genannten Punkte die weitere Forschung betreen, ist es ebenso interessant, das vorgestellte Ver-
fahren mit einer Implementierung in einer GIS-Software einer konkreten Anwendung zuzuf

uhren. Dabei sind
vor allem die Bearbeitung groer Gebiete (vgl. Terribilini, 1999; Abdelguerfi et al., 1997) oder landeswei-
ter Datens

atze zwecks Performancetests und Untersuchungen zum Datenvolumen von Interesse. Auf die ggf.
durchzuf

uhrende angepasste Vereinfachung von Gitter-DGM und dem DSM mit dem Ziel einer homogenen
Genauigkeitssituation (H

ohe und Lage) und der Vermeidung redundanter Daten in den Eingangsdatens

atzen
wurde hingewiesen. Es wurden hierzu entsprechende einf

uhrende Untersuchungen vorgestellt.
Ebenso wie bei der Integration von DGM und DSM auf der Grundlage von Triangulationen l

asst der Ansatz
der Modellierung des Reliefs mit Polynom

achenobjekten Raum f

ur weiterf

uhrende Untersuchungen. Zun

achst
w

are eine modizierte Vorgehensweise bei der Extraktion der Objekte denkbar. Bisher wird beim Testen eines
Punktes aus dem Objektpuer nur dieser in einer sequentiellen Ausgleichung ber

ucksichtigt. Dies kann dahin-
gehend erweitert werden, dass die bei dem hier angewandten Verfahren durchgef

uhrte Puerung der Objekte
zur Verringerung der Diskontinuit

aten bereits bei der Gebietsvergr

oerung ber

ucksichtigt wird. Damit w

are
ggf. eine lokale Verschlechterung der Genauigkeitssituation durch die Puerung der Objekte nach der initialen
Extraktion vermeidbar. Ebenso kann die Zuordnung der Abdeckungsl

ocher an die initial extrahierten Objekte

uberdacht werden. Da nach der Puerbildung einer einzelnen Gitterzelle f

ur die Berechnung der Polynompa-
rameter neun Gitterpunkte zur Verf

ugung stehen, kann mit diesen bereits ein Polynom h

oheren Grades unter
Ber

ucksichtigung eines minimalen Verh

altnisses von Beobachtungen zu Unbekannten berechnet werden.
Neben diesen Modikationen der Berechnungsverfahren k

onnte man die Eingangsdaten um die Strukturinfor-
mation erg

anzen. Da es bei dem vorgestellten Verfahren zur Ber

ucksichtigung der Objektkompaktheit in einem
Testgebiet nach der Puerung der Objekte zu Problemen kam, k

onnte untersucht werden, ob ein Extraktionsver-
fahren gebietsbezogen gew

ahlt werden soll. Die

Uberpr

ufung der Regularit

at der Gleichungssysteme kann durch
die Ber

ucksichtigung der Koordinatenlinien bzw. Parameterlinien verbessert werden, da das hier verwendete
Verfahren bislang nur in Verbindung mit einer sich der Extraktion anschlieenden Puerung eine Redundanz
in beiden Koordinatenlinienrichtungen gew

ahrleistet.
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Ein Aspekt, der bei den bisherigen Untersuchungen noch nicht im Detail ber

ucksichtigt wurde, ist die Bearbei-
tung von groen Gebieten mit diesem Ansatz. Dies wurde nur kurz bei der Beschreibung der Struktur der Matrix
der Bedingungsgleichungen (s. Abb. 4.15) im Rahmen einer globalen Ausgleichung angesprochen. Das Problem
von groen Gebieten stellt sich nach den hier durchgef

uhrten Untersuchungen im Wesentlichen bei der Extrak-
tion der Objekte. Falls dies mit einer Einteilung des Gesamtgebietes in Bearbeitungsabschnitte durchgef

uhrt
wird, kommt es dazu, dass die Grenzen der Bearbeitungsabschnitte teilweise zu Objektgrenzen bei den Polynom-


achenobjekten werden. Es sollten daher Verfahren entwickelt werden, die eine blattschnittfreie Extraktion der
Objekte erm

oglichen. Ein m

oglicher Ansatz w

are, zun

achst Objekte f

ur verschiedene Bearbeitungsabschnitte zu
extrahieren, um imAnschluss daran die Objekte, deren Geometrien zum Teil aus Bearbeitungsabschnittsgrenzen
bestehen, zu

uberarbeiten.
Zus

atzlich zu diesen Verfeinerungen des bestehenden Extraktionsansatzes f

ur Quadratgitter-DGM w

are es in-
teressant, den konzeptionell vorgestellten Extraktionsalgorithmus f

ur unregelm

aige Punkthaufen zu implemen-
tieren, um ausschlielich mit origin

aren Daten arbeiten zu k

onnen und um auf den zus

atzlichen Arbeitsschritt
der Gitterberechnung verzichten zu k

onnen. Dieser hat einen bislang nicht weitergehend untersuchten Einuss
auf das Ergebnis. Eventuell kann ein Algorithmus, der f

ur unregelm

aige Punkthaufen konzipiert ist, mit einer

Anderung des Einf

ugekriteriums auch auf andere Probleme der raumbezogenen Analyse angewendet werden,
bei denen ein Gebietswachstum mit entsprechenden Punktverteilungen durchgef

uhrt werden soll. Dar

uberhin-
aus k

onnte der mit der Approximation einhergehende Gl

attungseekt des Reliefs genauer untersucht werden.
Ggf. w

are zu pr

ufen, ob dieser f

ur andere Anwendungen genutzt werden kann, z. B. f

ur eine Generalisierung
des Reliefs.
Bei diesen Hinweisen ist zu beachten, dass die Diskontinuit

aten auf den Objektgrenzen mit diesem Ansatz der
Modellierung noch nicht vermieden werden k

onnen. Die Verwendung von Triangulationen erm

oglicht die Model-
lierung einer stetigen Ober

ache. Es sollten auch andere Verfahren der geometrischen Modellierung (z. B. Piegl
& Tiller, 1995; Farin, 1994a, 1994b; Hoschek & Lasser, 1992) f

ur den Aufbau integrierter Datenmodelle

uberpr

uft werden, um f

ur bestimmte Gebiete eine stetig dierenzierbare Modellierung zu erm

oglichen.
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A. Beweis zur Identit

at von Optimierungskriterien
Um zu zeigen, dass das Kriterium der Minimierung des Ober

acheninhaltes (Ungleichung A.2) dem Kriterim
der Maximierung der lokalen Rauhigkeitsdierenz (Ungleichung A.1) entspricht, m

ussen die folgenden beiden
Ungleichungen ineinander

uberf

uhrt werden.
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Einsetzen der Formeln 5.21 in Ungleichung A.2 und multiplizieren des gesamten Ausdrucks mit 2 ergibt
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Da es sich bei den Ausdr

ucken in den innersten Klammern jeweils um Dierenzen zwischen verschiedenen z
i
handelt wird wie in Abschnitt 5.4.4.2 aus Platzgr

unden an dieser Stelle die folgende Notation bzw. Substituti-
on A.4 eingef

uhrt. Die Substitution sowie die nachfolgenden Identit

aten und einige sich anschliessende Schritte
werden der Vollst

andigkeit nochmals angegeben:
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Aufgrund der 2. Potenzen der Dierenzausdr

ucke im rechten Teil wird f

ur die Quadrate ein positives Vorzeichen
erhalten und es gelten die Gleichungen A.5:
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Durch Quadrieren der beiden Seiten von Ungleichung A.3 folgt
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Von dieser Ungleichung k

onnen jeweils die ersten beiden Glieder aufgrund ihrer Identit

at (vgl. Gleichungen A.5)
auf beiden Seiten der Ungleichung subtrahiert werden, die verbleibenden Terme werden durch 2 dividiert und
dann wieder quadriert, was zu Ungleichung A.7 f

uhrt:
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Auch hier sind die jeweils die ersten beiden Terme auf beiden Seiten der Ungleichung identisch. Beim ersten
handelt es sich um eine Potenz der Gitterkonstante, die damit auch konstant ist, bei dem zweiten gelten die
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Gleichungen A.5 und damit deren Identit

at. Damit ergibt sich Ungleichung A.8, wobei nach der Subtraktion
der ersten beiden Glieder beide Seiten bereits durch d
4
dividiert wurden:
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Diese Ungleichung ist unabh

angig von der Gitterweite d. Nun werden die Klammern auf beiden Seiten der
Ungleichung ausmultipliziert, was zu Ungleichung A.9 f

uhrt:
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was wieder durch Subtraktion identischer Terme auf beiden Seiten (vgl. Gleichungen A.5) zu Ungleichung A.10
f

uhrt:
Æz
2
32
Æz
2
34
+ Æz
2
12
Æz
2
14
< Æz
2
41
Æz
2
43
+ Æz
2
21
Æz
2
23
; (A.10)
Durch Vertauschen der beiden Seiten mit Umkehr der Relation und Multiplikation beider Seiten mit dem Faktor
4 und

uberarbeiteter Reihenfolge der Auistung der Summanden ergibt sich Ungleichung A.11, wobei auch hier
bei den z
ij
Indices vertauscht worden (vgl. Gleichungen A.5):
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Zu dieser Ungleichung werden nun etliche Glieder addiert, n

amlich Æz
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, weiter werden die
folgenden Glieder subtrahiert: 2Æz
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. Damit ergibt
sich unter Vertauschung von Indices (vgl. Gleichungen A.5) und Neuordnung der Reihenfolge der Einzelglieder
die Ungleichung A.12:
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Dies kann vereinfacht werden zu Ungleichung A.13:
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Zieht man f

ur die Ausdr

ucke auf beiden Seiten der Ungleichung A.13 die Quadratwurzel, so ergibt sich die
Ungleichung A.14:
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Hier kann nun auf jeder Seite der Faktor 2d
2
> 0 addiert und wieder subtrahiert werden. Zus

atzlich werden
beide Seiten mit dem Faktor 1=2 multipliziert, es ergibt sich Ungleichung A.15:
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F

uhrt man nun eine R

ucksubstitution der Notation A.4 durch, so ergibt sich Ungleichung A.16:
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Diese Ungleichung entspricht nun der Ungleichung A.1, wenn die Gleichungen 5.40 eingesetzt werden. Damit ist
gezeigt, dass das Kriterium der Minimierung des Ober

acheninhaltes (Ungleichung A.2) dem Kriterim der Maxi-
mierung der lokalen Rauhigkeitsdierenz (Ungleichung A.1) entspricht. Die Umkehrung der Aussage gilt ebenso,
da w

ahrend der Umformung der Ungleichungen keine Absch

atzungen vorgenommenwurden. Entsprechendes gilt
f

ur die Maximierung des Ober

acheninhaltes, die einer Minimierung der lokalen Rauhigkeitsdierenz entspricht.
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B. Detaillierte Wiedergabe einzelner Algorithmen
Algorithmus B.1 zeilenweise MatrizenmultiplikationC = A B
Require: Matrizen A(n
a
;m
a
), B(n
b
;m
b
) mit m
a
= n
b
; Matrizen C(n
a
;m
b
), B
T
(m
b
; n
b
);
Laufvariablen (Integer) z; s; i; Hilfsvariable (Double) sum.
1: B
T
=Transponierte(B)
2: for z = 0 to n
a
do ff

ur jede Zeile in Cg
3: for s = 0 to m
b
do ff

ur jede Spalte in Cg
4: sum = 0:0
5: for i = 0 to n
b
do fBildung der Einzelprodukte und Summationg
6: sum = sum +A[z; i] B
T
[s; i]
7: end forfEnde Summation der Einzelprodukteg
8: C[z; s] = sum
9: end forfEnde Bearbeitung der Spalten von Cg
10: end forfEnde Bearbeitung der Zeilen von Cg
Algorithmus B.2 zeilenweise MatrizenmultiplikationC = A B
T
Require: Matrizen A(n
a
;m
a
), B(m
b
; n
b
) mit m
a
= n
b
; Matrix C(n
a
;m
b
);
Laufvariablen (Integer) z; s; i; Hilfsvariable (Double) sum.
1: for z = 0 to n
a
do ff

ur jede Zeile in Cg
2: for s = 0 to m
b
do ff

ur jede Spalte in Cg
3: sum = 0:0
4: for i = 0 to n
b
do fBildung der Einzelprodukte und Summationg
5: sum = sum +A[z; i] B[s; i]
6: end forfEnde Summation der Einzelprodukteg
7: C[z; s] = sum
8: end forfEnde Bearbeitung der Spalten von Cg
9: end forfEnde Bearbeitung der Zeilen von Cg
Algorithmus B.3 zeilenweise obere Dreiecksmatrix N = A
T
A
Require: Matrix A(n;m) mit n > m; Matrizen N(m;m);A
T
(m;n);
Laufvariablen (Integer) z; s; i; Hilfsvariable (Double) sum.
1: A
T
=Transponierte(A)
2: for z = 0 to m do ff

ur jede Zeile in Ng
3: for s = z to m do ff

ur jede Spalte in Ng
4: sum = 0:0
5: for i = 0 to n do fBildung der Einzelprodukte und Summationg
6: sum = sum +A
T
[z; i] A
T
[s; i]
7: end forfEnde Summation der Einzelprodukteg
8: N[z; s] = sum
9: if z 6= s then funtere Dreiecksmatrix besetzeng
10: N[s; z] = N[z; s]
11: end if
12: end forfEnde Bearbeitung der Spalten von Ng
13: end forfEnde Bearbeitung der Zeilen von Ng
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C. Detailergebnisse des Ansatzes der Modellierung
mit Polynom

achenobjekten
In den Tabellen C.1, C.2, C.3 und C.4 mit Detailergebnissen der Extraktion von Polynom

achenobjekten
in verschiedenen Varianten bezeichnet \max. jR
ges
j" das betragsm

aig maximal auftretende Residuum von
allen Residuen der Ausgleichung. Die Abk

urzung \max. jR
git
j" setzt bei der Berechnung des betragsm

aig
maximalen Residuums voraus, dass bei der Bestimmung dieses Residuums jeder Gitterpunkt nur einmal in
Verbindung mit dem Objekt verwendet wird, in dem der Gitterpunkt liegt. Diese Dierenzierung ist notwendig,
da durch die Ausgleichung mit Puerung der Objekte (vgl. Abs. 4.4.1.3) etliche Punkte mehrfach verwendet
werden und als Qualit

atsma nur das Verhalten der Polynom

achen innerhalb der Objekte interessiert. Die
Abk

urzung \rms" steht f

ur die Quadratwurzel der gemittelten quadrierten Residuen (root mean square) und
wird sowohl f

ur alle Residuen in den Ausgleichungen als auch f

ur die Residuen mit der oben beschrieben
Dierenzierung aufgrund der Mehrfachverwendung von Punkten genutzt. Die Abk

urzung \max. D" steht f

ur
die maximal aufgetretende Diskontinuit

at an den Geometrien im Bearbeitungsgebiet, mit \mittl." wird eine
gemittelte Diskontinuit

at beschrieben. Die Berechnung der Diskontinuit

aten erfolgt mit Testpunkten, die in
gleichm

aigemAbstand entlang der Geometrie berechnet wurden. Hier wurde ein Abstand von 30 cm verwendet.
In den Tabellen nden sich einige Eintr

age, die mit einem \+" markiert sind. Falls diese in einer Spalte mit
Qualit

atsmerkmalen der Diskontinuit

aten stehen, handelt es sich um F

alle, in denen die Polynom

achen der
Objekte an den R

andern sehr stark aufschwingen und nicht mehr sinnvolle Werte annehmen. In den anderen
F

allen handelt es sich um Modellierungen, bei denen verfahrensbedingt noch Probleme auftreten. Sie werden in
Abschnitt 7.2.1 erl

autert bzw. interpretiert.
Die Qualit

atsparameter werden in den Tabellen nicht objektbasiert, sondern jeweils bezogen auf das gesamte
Testgebiet angegeben (vgl. Abs. 4.4.3 und Abs. 7.2.1).
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C.1. Das Testgebiet Damme
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Abbildung C.1.: Extrahierte Objekte nach verschiedenen Kriterien der Wahl des n

achsten einzuf

ugenden Punk-
tes f

ur Damme.
C.1. Das Testgebiet Damme 181
Tabelle C.1.: Charakteristika der Polynom

achenobjektextraktion in verschiedenen Varianten f

ur Damme.
Extraktions- Anzahl Nach F

ullen der Nach Ausgleichung
variante Objekte Abdeckungsl

ocher mit Puerung
- - max. jR
ges
j max. D max. jR
git
j max. D
(rms) (mittl.) (rms) (mittl.)
1 331 31.68 192.14 4.16 4.93
(0.49) (6.45) (0.63) (1.17)
2 298 10.75 178.40 17.65 23.98
(0.42) (5.22) (0.85) (1.44)
3 245 + + 3.93 6.39
(+) (+) (0.53) (0.75)
4 197 7.52 22.23 3.07 4.57
(0.35) (1.63) (0.48) (0.60)
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Abbildung C.2.: Statistik bei der Extraktion von Polynom

achenobjekten f

ur das Testgebiet Damme in
Abb. 7.5.
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Abbildung C.3.: Auftretende Diskontinuit

aten an der Geometrie mit maximaler Diskontinuit

at im Testgebiet
Damme.
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
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C.2. Das Testgebiet Eberg

otzen
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Abbildung C.4.: Extrahierte Objekte nach verschiedenen Kriterien der Wahl des n

achsten einzuf

ugenden Punk-
tes f

ur Eberg

otzen.
Gegen

uber Abbildung 4.5 zeigt Abbildung C.4 die Ergebnisse der Extraktion nach dem Auff

ullen der Ab-
deckungsl

ocher. Die graphische Wiedergabe der Statistik der Extraktion von Polynom

achenobjekten f

ur das
Testgebiet Eberg

otzen bendet sich im Hauptteil der Arbeit, Kapitel 7, Abbildung 7.10.
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Tabelle C.2.: Charakteristika der Polynom

achenobjektextraktion in verschiedenen Varianten f

ur Eberg

otzen.
Extraktions- Anzahl Nach F

ullen der Nach Ausgleichung
variante Objekte Abdeckungsl

ocher mit Puerung
- - max. jR
ges
j max. D max. jR
git
j max. D
(rms) (mittl.) (rms) (mittl.)
1 409 31.27 + 9.19 14.00
(0.57) (+) (0.87) (1.32)
2 392 + + 9.19. 10.72
(+) (+) (0.84) (1.32)
3 395 14.58 + 9.27 13.62
(0.49) (+) (0.74) (1.20)
4 357 17.73 52.08 9.37 8.57
(0.46) (2.94) (0.67) (1.07)
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Abbildung C.5.: Auftretende Diskontinuit

aten an der Geometrie mit maximaler Diskontinuit

at im Testgebiet
Eberg

otzen.
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
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C.3. Das Testgebiet Leine
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Abbildung C.6.: Extrahierte Objekte nach verschiedenen Kriterien der Wahl des n

achsten einzuf

ugenden Punk-
tes f

ur das Testgebiet Leine.
Die Diskontinuit

aten an der Geometrie mit maximaler Diskontinuit

at nach Abschluss der Berechnung der Po-
lynomparameter f

ur das Testgebiet Leine ist im Hauptteil der Arbeit, Kapitel 7, Abbildung 7.9 dargestellt.
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Tabelle C.3.: Charakteristika der Polynom

achenobjektextraktion in verschiedenen Varianten f

ur das Testgebiet
Leine.
Extraktions- Anzahl Nach F

ullen der Nach Ausgleichung
variante Objekte Abdeckungsl

ocher mit Puerung
- - max. jR
ges
j max. D max. jR
git
j max. D
(rms) (mittl.) (rms) (mittl.)
1 166 59.19 + 5.91 3.72
(0.63) (+) (0.57) (1.02)
2 149 11.63 + 5.55 6.11
(0.39) (+) (0.66) (1.17)
3 162 22.49 + 4.20 11999.19
(0.38) (+) (0.46) (139.82)
4 140 15.94 + 31.63 27.48
(0.35) (+) (3.91) (2.00)
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Abbildung C.7.: Statistik bei der Extraktion von Polynom

achenobjekten f

ur das Testgebiet Leine in Abb. 7.7.
186 C. Detailergebnisse des Ansatzes der Modellierung mit Polynom

achenobjekten
C.4. Das Testgebiet Saar
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Abbildung C.8.: Extrahierte Objekte nach verschiedenen Kriterien der Wahl des n

achsten einzuf

ugenden Punk-
tes f

ur das Testgebiet Saar.
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Tabelle C.4.: Charakteristika der Polynom

achenobjektextraktion in verschiedenen Varianten f

ur das Testgebiet
Saar.
Extraktions- Anzahl Nach F

ullen der Nach Ausgleichung
variante Objekte Abdeckungsl

ocher mit Puerung
- - max. jR
ges
j max. D max. jR
git
j max. D
(rms) (mittl.) (rms) (mittl.)
1 619 81.75 + 10.75 14.52
(0.94) (+) (0.68) (1.23)
2 603 + + 10.75 11.72
(+) (+) (0.66) (1.16)
3 740 + + 12.78 14.51
(+) (+) (0.65) (1.32)
4 720 + + 13.19 15.13
(+) (+) (0.65) (1.15)
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Abbildung C.9.: Statistik bei der Extraktion von Polynom

achenobjekten f

ur das Testgebiet Saar in Abb. 7.8.
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Abbildung C.10.: Auftretende Diskontinuit

aten an der Geometrie mit maximaler Diskontinuit

at im Testgebiet
Saar.
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D. Weitere Ergebnisse der integrierten
Modellierung mittels Triangulationen
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Abbildung D.1.: Vereinfachtes DGM-TIN und integriertes Modell mit Vereinfachung f

ur DGM und DSM im
Testgebiet Damme, Schwellwerte 3 m.
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Abbildung D.2.: Vereinfachtes DGM-TIN und integriertes Modell mit Vereinfachung f

ur DGM und DSM im
Testgebiet Eberg

otzen, Schwellwerte 3 m.
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Abbildung D.3.: Vereinfachtes DGM-TIN und integriertes Modell mit Vereinfachung f

ur DGM und DSM im
Testgebiet Leine, Schwellwerte 3 m.
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