Abstract. In this paper, we establish a Whittaker-Plancherel inversion formula for SL 2 pCq from the analytic perspective of the Bessel transform of Bruggeman and Motohashi. The formula gives a decomposition of the Whittaker-Fourier coefficient of a compactly supported function on SL 2 pCq in terms of its Bessel coefficients attached to irreducible unitary tempered representations of SL 2 pCq.
Introduction
Let G " SL 2 pCq. Define
# spzq "˜z z´1¸: z P Cˆ+ .
Let B " AN be the Borel subgroup of G. Let
"˜´1
1¸.
Let C 8 c pGq be the space of smooth and compactly supported functions on G. For λ P Cˆ, define the additive character ψ " ψ λ by ψ λ puq " epλu`λuq, (1.1) with the usual abbreviation epxq " e 2πix .
For a function f P C Precisely, π it,m is the representation of G by right shifts on the space of smooth functions ϕ : G Ñ C satisfying ϕpspzqnpuqgq " |z| 4it`2 pz{|z|q m ϕpgq, g P G.
1 i coshp2πtq`J it,m pzq`J´i t,´m pzq˘, if m is odd.
It is understood that in the non-generic case when t " 0 and m is even the right hand side should be replaced by its limit. For π " π it,m and ψ " ψ λ , we define the attached Bessel function j π,ψ , supported on the open Bruhat cell B B " NA N, such that (1.7) j π,ψ pspz" 2π 2 |λz| 2 J it,m p4πλzq, and that j π,ψ is left and right pψ, Nq-equivalent, namely, j π,ψ pnpuqspzq np" ψpuqψp q j π,ψ pspzq q. (1.8)
Let f P C 8 c pGq. We now define the Bessel coefficient of f attached to π by (1.9) J π,ψ p f q "
where dg is the Haar measure on G defined by dg " |z|´4dud dˆz for the coordinates g " npuqspzq np q on the Bruhat cell, where dˆz " |z|´2dz as usual. The Bessel coefficient (Bessel distribution) J π,ψ p f q has been investigated in [CQ] . Some results of [CQ] will be recollected in Appendix B, but at this moment one only needs to know that the integral in (1.9) is convergent for all f P C 8 c pGq. Our Whittaker-Plancherel inversion formula for SL 2 pCq is as follows. Observe that J it,m pzq is an even or odd function according as m is even or odd. So the formula (1.10) splits into a pair of similar formulae if parity conditions are imposed on f . Also note that π it,m is trivial on the center if and only if m is even, in which case π it,m may be regarded as representation of PSL 2 pCq. So the even case of (1.10) is the following formula for G{t˘1u " PSL 2 pCq. Corollary 1.2. Suppose that f P C 8 c pGq is even, namely, f pgq " f p´gq for all g P G. Then
Remarks. A similar Whittaker-Plancherel formula for G " SL 2 pRq was obtained by Baruch and Mao [BM3] . They employ an analytic Bessel inversion formula of Kuznetsov while developing his celebrated trace formula for PSL 2 pZq in [Kuz] . Both our main results and methods are in parallel with those of [BM3] although the analysis here is quite different. Likewise, the Bessel inversion formula that we use here was discovered by Bruggeman and Motohashi in their work on the Kuznetsov trace formula for PSL 2 pZrisq.
Consider the s ψ-Whittaker space C 8 c pNzG; s ψq of smooth functions W : G Ñ C, compactly supported modulo N, satisfying
Then each Whittaker function in
On the other hand, in view of (1.8), we have
Hence, by simple comparison, the reader may find that our formula is an analogue to the Plancherel formula of Harish-Chandra for SL 2 pCq. See for example [Kna, Theorem 11.2] . In contrast, the formula for SL 2 pRq in [BM3] is an analogue of [Kna, Theorem 11.6]. As explained in [Kna, §XI.2], the Plancherel formula of Harish-Chandra for SL 2 pRq is harder to establish than that for SL 2 pCq as there are two non-conjugate Cartan subgroups in SL 2 pRq. On the contrary, the analysis here for SL 2 pCq is more difficult than that for SL 2 pRq in [BM3] . See §5.4 for more details.
Our point here is that the analysis is always harder while the representation theory is relatively simpler when working over C instead of R. We have to deal with the additional complexity arising from the analysis on the circle tz : |z| " 1u Ă Cˆ, like a radial integral or, in our case, an infinite sum as in (1.10). The reader may find evidences for this general principle in [Qi4] , [BM2] and [CQ] (see also [Qi2, Qi3] . Our formula, in contrast, is point-wise and does not follow from his decomposition formula as indicated in [BM3] . Moreover, our proof is completely different from the proof in [Wal1] , since we do not use Harish-Chandra's Plancherel formula. In particular, our proof brings to the front objects and tools which we think are interesting by themselves: Bessel functions and Bessel distributions of representations, orbital integrals and the Bessel transform of Bruggeman and Motohashi.
Assumption. Subsequently, we shall assume, as we may without essential loss of generality, that λ " 1 so that ψpuq " ψ 1 puq " epu`uq. It is only up to the conjugation by sp ? λq. Also, the ψ will be suppressed from the notations for simplicity. In fact, for general λ, we fix a ?
Hence the formula (1.10) in the general case follows from the case λ " 1.
Orbital integrals and the Bessel transform
In this section, we start our study with the Bessel coefficients J π p f q on the right-hand side of (1.10). It will be shown how one can express J π p f q as the Bessel transform of an orbital integral for f in a simple way.
Orbital integrals. Recall that ψpuq
It is easy to check that the integral in (2.1) is absolutely convergent for all z P Cˆand gives rise to a smooth function which vanishes around z " 0. These orbital integrals were investigated by Jacquet [Jac, §7] in a different context.
By the definitions in (1.9) and (2.1), along with (1.8), we have
More explicitly, in view of (1.7), we have
2 Recently, it was pointed out in [vdBK] that a lemma in the last chapter of [Wal1] is not correct. In response,
Wallach gave a fixed proof of his Whittaker-Plancherel theorem in [Wal2] . Now we set One of the main technical results of this work is to show that the function G f pzq satisfies the conditions in Corollary 2.2 for every f P C 8 c pGq. For this, we shall first need the results of Jacquet [Jac] on the asymptotic of orbital integrals O f pzq as |z| Ñ 8. In particular, Jacquet proves that the Whittaker coefficient Wp f q on the left-hand side of (1.10) arises in the leading terms of the asymptotic formula for O f pzq (if f is even or odd).
Asymptotic of orbital integrals
We now recollect Jacquet's results on orbital integrals [Jac, §7] as follows. Since it is so elegant, we are prompted to include his proof here. Proof of Theorem 3.1. Let
Thus we may assume that the support of f is contained in one of these cells. Recall the definitions of W f pgq and O f pzq in (1.2) and (2.1). If f is supported on NA N, then W f p1q " W f p´1q " 0 and O f pzq is compactly supported on Cˆ. Now assume that the support of f is contained in N´AN. Then the function T defined by
is smooth and compactly supported on the product CˆCˆ. It is clear that
Note that for u P Cˆwe havẽ
After suitable changes of variables, O f pzq may be reformulated as follows
Since the phase function u`u´1 has two stationary points 1 and´1, we may introduce a suitable partition of unity and write
o that K 0 is a Schwartz function on Cˆand that K˘is of the form
the function T˘is smooth of compact support on CˆCˆ; furthermore, the projection of the support of T˘to the second factor is contained in a small neighborhood of˘1 and
In the integral for K˘, we first introduce a new variable given by
where the square root is chosen to be the principal branch. We find then
with Φ˘pz, wq " T˘`zu´1, u˘|dw{du|´2 .
At this point, we invoke the Parseval-Plancherel identity of Weil,
in which Φ is a Schwartz function on C and p Φ is its Fourier transform
As a consequence of (3.3), we have
where we have set
Now H˘is certainly smooth near 0 and
Q.E.D.
3.1. The main analytic theorem. We now expand H˘p1{zq in Taylor series at 1{z " 0 up to the fourth order in terms of 1{z and 1{s z. We also localize the resulting terms by a smooth function wpzq which is equal to 1 around 8 and vanishes in a neighborhood of 0. In this way, we may write the function G f pzq defined in (2.2) as follows,
and G 7 pzq is a smooth function which vanishes around 0 and vanishes at 8 to the sixth order,
In light of these, we state our main analytic theorem as follows. Its proof is in §5.
Theorem 3.3. Let wpzq be a smooth function on C t0u which is equal to 1 around 8 and vanishes in a neighborhood of 0.
(1). 3.2. Proof of Theorem 1.1. Granted that Theorem 3.3 and hence Corollary 3.4 hold, we are now ready to prove Theorem 1.1. Still one assumption is needed in the course of the proof. We leave its justifications to §5.3.
Let f P C 8 c pGq. We can write f as the sum of an even and an odd function. So, by linearity, we may well assume that f is itself even or odd. As the arguments for the two cases are similar, we shall only prove the even case, that is, Corollary 1.2. Now let f be even. Then O f pzq and hence G f pzq are even functions on C t0u. Observe that
It follows from (2.2), (3.1) and (3.2) that
where the limit is taken on a set of z such that the denominator cospz`zq is bounded away from 0. In view of Theorem 3.1 and Corollary 3.4, it is clear that G f satisfies the condition of Corollary 2.2. Then
Hence Wp f q is equal to
Assume now that it is legitimate to interchange the order of the limit, summation and integration in (3.7). This will be justified using the dominated convergence theorem in §5.3. We then have
Wp f q "
It follows from the asymptotic formula for J it,2d pzq (see (4.7)) that
In view of (2.3) and (2.4), we conclude that
4. Estimates for the Bessel function J it,m pzq 4.1. Preliminaries on the Bessel function J µ,m pzq. In this section, we recollect some results on the Bessel function J µ,m pzq for µ P C and m P Z. We do not feel necessary to restrict ourselves to Bessel functions J it,m pzq of pure imaginary order.
Let J ν pzq be the Bessel function of the first kind of order ν. Let H By the connection formulae [Wat, 3.6 (1), (2) By (4.9), it is straightforward to derive the corresponding recurrence formulae 2iB J µ,m pzq{Bz " J µ`1 4 , m`1 pzq`J µ´1 4 , m´1 pzq, 
Uniform bounds for the Bessel function J it,m pzq.
In the first lemma, the estimate is focused on the aspect of t and m in order to optimize the condition onGpit, mq in Theorem 2.1 or Corollary 2.2. In view of Theorem 3.3, the reader may find that the optimized condition is far from necessary. This lemma will only be used in Appendix A. We now apply these to J it,m pzq as defined in (1.5). For ν "´2it˘1 2 m, we have
it`1 2ˇ, if m is odd.
Also note thaťˇˇp Proof. When |z| ą m 2`t2`1 , the bound J it,m pzq Î 1{|z| in (4.8) is more than sufficient. When |z| ď m 2`t2`1 , it follows from (4.22) with r " 0 that
Bounds on the Bessel transform
5.1. A formula for partial integration. It will be very convenient to integrate on differential forms in terms of z andz. In particular, the volume form on C is idz^dz (there is a slight abuse of notation as dz was the Haar measure on C). By Stokes' theorem, one can easily derive the following formula; the proof is left to the reader as an exercise.
Lemma 5.1. Let F, G P C 8 pC t0uq. Assume that FpzqGpzq " op1q for both |z| Ñ 0 and |z| Ñ 8. We have ĳ
Corollary 5.2. Let ∇ be defined as in (4.12). Let Gpzq be a smooth function that vanishes around 0 and such that Gpzq " op1q, BGpzq{Bz " op1q. We have ż 5.2. Proof of Theorem 3.3.
Proof of Theorem 3.3 (2)
. We start with the case in Theorem 3.3 (2). As the function G 7 has a high order of vanishing at 8, this case would be easier presumably.
In view of (3.6), the function G 7 has an order of vanishing at least sixth, while ∇ has the effect of decreasing the order by two, so we are allowed to apply (5.1) in Corollary 5.2 thrice to G 7 , ∇G 7 and ∇ 2 G 7 . Thus
Note that ∇ 3 G 7 vanishes around 0 and is bounded according to (3.6). It follows from the uniform bound (4.22) for J it,m pzq that ż
for any 0 ď r ă 1{3. Also note the trivial bound
We conclude from (5.2)-(5.4) that
r˘.
(5.5)
Proof of Theorem 3.3 (1)
. Now we turn to the proof of Theorem 3.3 (1). Set
1{2`αz1{2`β (5.6) so that G αβ pzq " wpzqE αβ pzq. We divide the treatment for the G αβ 's into two cases.
First, we consider the G αβ with α, β ‰ 0. Then α`β ě 2 and hence
Not all these G αβ have sufficiently high order of vanishing at 8 like G 7 . Fortunately, the order of vanishing of G αβ decreases only by one (not two) each time we apply ∇, so we may still apply (5.1) thrice in this case. In fact, by a simple computation, we find that
where P γ α pzq is a polynomial of degree γ, explicitly given by
Also, observe that G αβ pzq is equal to E αβ pzq around 8. It is then implied that
and that G αβ , ∇G αβ and ∇ 2 G αβ all satisfy the condition of Corollary 5.2. Consequently,
By the same arguments in §5.2.1 for G 7 , we conclude that
(5.9)
Second, consider those G αβ with α or β " 0. For example, we take α " 0. We simply change ∇ to ∇ in what follows if β " 0.
At a first glance, it seems that handling this case is a mission impossible as, in the worst case scenario, G 00 only vanishes at 8 to the first order. However we find that E 0β is also an eigenfunction of the differential operator ∇ like J it,m :
This would actually lead to an estimate forG 0β pit, mq so strong as if G 0β were compactly supported in C t0u.
We now return to the proof. It is easy to check that G 0β satisfies the condition of Corollary 5.2. Applying (5.1), we get
Recall that G 0β pzq " wpzqE 0β pzq and that wpzq vanishes around 0 and is equal to 1 near 8. It follows from (5.10) that the function Vpzq defined by
is smooth of compact support on C t0u. By (5.11) and (5.12), we havȇ
pit, mq. (5.13) By Corollary 5.3, we conclude that
5.14)
for any A ą 0.
5.3. Change of order of limit, summation and integration. Finally, we prove that the expression inside the limit in (3.7) is convergent absolutely and uniformly in z. By (4.24), we have |z|J it,2d pzq cospz`zq Î pd 2`t2`1 q 2{3 , which is uniform on the set of z such that | cospz`zq| ą 1 2 say. Moreover, according to Corollary 3.4,G f pit, 2dq Î 1 pd 2`t2`1 q 3 . Consequently,
Hence we can use the dominated convergence theorem to move the limit into the sum and integral in (3.7). Similar is the odd case. 
Γp1´ν{2´s{2qΓp1`ν´sq , for´Re ν ă s ă 1{2. They use these formulae to change the localization of integrals from 8 to 0. In the course of their proof, the following recurrence formula (see (4.9)) is repeatedly applied to increase the order of vanishing of the Bessel functions at x " 0,
ν`1 pxq. Also note that the admissible range of s for the integral formulae above is extended after applying the recurrence formula. However these two key steps in their arguments break down in our complex case.
First of all, there is currently no analogue of these integral formulae for J µ,m pzq, and the analogous integrals ż
are simultaneously convergent only for 4|Re µ| ă s ă 1. Also the mechanism of increasing the vanishing order by the recurrence formula would not work for J µ,m pzq. Actually, the asymptotic of J µ,m pzq is of the order ofˇˇ|z|´4
so J it,m pzq already has the optimal asymptotic at z " 0. Any application of the recurrence formulae in (4.10), for example, results in shifting the order to it˘1 4 or it˘1 2 and would only make it worse. Yet another issue is that the integral representation of J µ,m pzq in (4.16) fails to be absolutely convergent if the order µ is it˘1 4 or it˘1 2 . In this appendix, we give a brief review of Bessel distributions and Bessel functions for SL 2 pCq in [CQ] . For additional results on Bessel distributions and Bessel functions see [Bar1] - [BM4] , [CPS] and [Mot] .
B.1. Bessel distributions for SL 2 pCq. The Bessel distribution J π,ψ given by (1.5)-(1.9) were defined in an ad hoc way. The definition of J π,ψ in representation theory is another story.
Let π be an infinite dimensional irreducible unitary representation of G on a Hilbert space H and x , y be a G-invariant nonzero inner product on H. Let H 8 be the subspace of smooth vectors in H. Let ψ " ψ λ be an additive character as defined in (1.1). It is well known that there exists a nonzero continuous ψ-Whittaker functional L on H 8 , unique up to scalars, satisfying Lpπpnpu" ψpuqLp q, npuq P N, P H 8 .
Let
W pgq " Lpπpgq q, P H 8 , g P G,
be the Whittaker function corresponding to . We normalize the Whittaker functional L so that x 1 , 2 y "
It is well known that for every 1 , 2 P H 8 the integral above is absolutely convergent and indeed gives a G-invariant inner product on H 8 . For every f P C 8 c pGq and P H we define
where dg is the Haar measure on G defined in Introduction.
Let t i u be an orthonormal basis in H 8 . We define the Bessel distribution J π,ψ by J π,ψ p f q "
The distribution is independent on the choice of orthonormal basis.
The main result on Bessel distributions for SL 2 pCq is a regularity theorem in [CQ] . 
