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Abstract
Let P be a free Poisson algebra in two variables over a field of characteristic zero. We prove that the
automorphisms of P are tame and that the locally nilpotent derivations of P are triangulable.
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1. Introduction
It is well known [6,9–11] that the automorphisms of polynomial algebras and free associa-
tive algebras in two variables are tame. It was recently proved [17,18] that polynomial algebras
and free associative algebras in three variables in the case of characteristic zero have wild auto-
morphisms. P. Cohn [4] proved that the automorphisms of a free Lie algebra with a finite set of
generators are tame.
There are many other results, some of them quite deep, known about the structure of poly-
nomial algebras, free associative algebras, and free Lie algebras. Though free Poisson algebras
are very closely connected with these algebras, few results are known about them at this time.
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Bergman Centralizer Theorem (see [3]), which says that the centralizer of any non-constant ele-
ment is a polynomial algebra on a single variable—is proved in [12] in the case of characteristic
zero.
In [14] R. Rentschler proved that the locally nilpotent derivations of polynomial algebras in
two variables over a field of characteristic 0 are triangulable. Using this result he gave a new
proof of Jung’s Theorem [9] on the tameness of automorphisms of these algebras.
The question on the tameness of automorphisms of free Poisson algebras in two variables was
open and was formulated in [12, Problem 5]. Note that the Nagata automorphism [13,17] gives
an example of a wild automorphism of a free Poisson algebra in three variables.
In this paper we study automorphisms and locally nilpotent derivations of free Poisson alge-
bras over a field of characteristic zero.
In Section 2 we introduce several natural gradings and degree functions of free Poisson alge-
bras and describe some properties of leading parts of derivations of these algebras. In Section 3
which is similar to Section 2, we consider some filtrations of a free Poisson algebra as a poly-
nomial algebra (rather than as a Poisson algebra) and the corresponding leading coefficients. In
Section 4 we prove that the locally nilpotent derivations of two-generated free Poisson algebras
are triangulable and the automorphisms of these algebras are tame. These results are analogues
of Rentschler’s Theorem [14] and Jung’s Theorem [9], respectively.
2. Gradings and homogeneous derivations
A vector space B over a field k endowed with two bilinear operations x · y (a multiplication)
and {x, y} (a Poisson bracket) is called a Poisson algebra if B is a commutative associative
algebra under x · y, B is a Lie algebra under {x, y}, and B satisfies the following identity:
{x, y · z} = {x, y} · z + y · {x, z}.
Recall that a linear map D : B −→ B is called a derivation of B as an associative algebra if it
satisfies the Leibniz law
D(xy) = D(x)y + xD(y),
and D is called a derivation of B as a Lie algebra if it satisfies the similar identity
D
({x, y})= {D(x), y}+ {x,D(y)}
for all x, y ∈ B .
Let us call a linear map D : B −→ B a derivation of B as a Poisson algebra if
D(xy) = D(x)y + xD(y), D({x, y})= {D(x), y}+ {x,D(y)}
for all x, y ∈ B . In other words, D is simultaneously a derivation of B as an associative algebra
and as a Lie algebra.
Of course, the identity in the definition of Poisson algebras just says that for every x ∈ B the
map
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(
y −→ {x, y}),
is a derivation of B as an associative algebra.
The map adx also satisfies
adx{y, z} = {adx y, z} + {y, adx z}.
This is just the Jacobi identity for B as a Lie algebra. So for any x ∈ B the map adx is a derivation
of B as a Poisson algebra. It is natural to call these derivations inner.
There are two important classes of Poisson algebras.
(1) Symplectic algebras Sn. For each n algebra Sn is a polynomial algebra
k[x1, y1, . . . , xn, yn] endowed with the Poisson bracket defined by
{xi, yj } = δij , {xi, xj } = 0, {yi, yj } = 0,
where δij is the Kronecker symbol and 1 i, j  n.
(2) Symmetric Poisson algebras PS(g). Let g be a Lie algebra with a linear basis
e1, e2, . . . , ek, . . . . Then PS(g) is the symmetric algebra S(g) of g (i.e. the usual polynomial
algebra k[e1, e2, . . . , ek, . . .]) endowed with the Poisson bracket defined by
{ei, ej } = [ei, ej ]
for all i, j , where [x, y] is the multiplication of the Lie algebra g.
From now on let g be a free Lie algebra with free (Lie) generators x1, x2, . . . , xn. It is well
known (see, for example [15]) that in this case PS(g) is a free Poisson algebra on the same set
of generators. We denote this algebra by P = k{x1, x2, . . . , xn}.
By w-deg we denote a weight degree function on g which corresponds to the vec-
tor w = (w1,w2, . . . ,wn) where wi are integers. This is the degree function defined by
w-degxi = wi , where 1 i  n. It is extended to Lie monomials, i.e. to the elements obtained
from x1, x2, . . . , xn by the bracket operation only, by w-deg{f,g} = w-degf + w-degg if f
and g are Lie monomials and {f,g} = 0, and then to elements of g by defining w-degf as the
maximum of degrees of Lie monomials which are the summands of f .
It is clear that we can choose a linear basis
e1, e2, . . . , em, . . . (1)
of g which consists entirely of monomials. It will be convenient to assume that e1 = x1, e2 =
x2, . . . , en = xn and that deg ei  deg ej if i < j where deg is the weight degree function which
corresponds to w = (1,1, . . . ,1). Denote this basis by b.
The algebra P = P {x1, x2, . . . , xn} is generated by the elements of b as a polynomial algebra.
Therefore the monomials
u = ei1ei2 . . . eik , i1  i2  · · · ik (2)
form a linear basis of P .
We can extend the function w-deg to (2) by w-degu1u2 = w-degu1 +w-degu2 and then to P .
Let us call an element f ∈ P w-homogeneous if all monomials of f have the same w-degree.
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algebra, for every system of elements f1, . . . , fn of P there exists a unique derivation D such
that D(xi) = fi for 1 i  n. We shall write this
D =
n∑
i=1
fi
∂
∂xi
. (3)
Remark 1. Note that there is a great difference between the notation (3) and the same notation
in the case of polynomial algebras. In particular,
x1
∂
∂x1
({x1, x2})= {x1, x2} = x1( ∂
∂x1
({x1, x2}))= 0.
The derivations
v = u ∂
∂xi
, (4)
where 1  i  n and u is an element of (2), constitute a linear basis of DerP . For every el-
ement v of the form (4) we put w-degv = w-degu − wi. Define now in the obvious way the
w-homogeneous derivations of the algebra P . Every derivation of P can be uniquely represented
as the sum of w-homogeneous derivations of different w-degrees.
Let Pn and Dern P be the subsets of all w-homogeneous elements of degree n of P and DerP ,
respectively. In order for Pn and Dern P to be vector spaces let us extend these sets by including
the corresponding zero elements. It is clear that the decompositions
P =
⊕
n∈Z
Pn, DerP =
⊕
n∈Z
Dern P
are gradings of the corresponding algebras.
There is another degree function on P which we are going to use, the total degree on P as a
polynomial ring, where the degree is one for all elements of b. Denote it by pdeg and observe
that
pdeg{a, b} = pdega + pdegb − 1 (5)
for all pdeg-homogeneous a, b ∈ P if {a, b} = 0. So it is not a weight degree function.
If v is an element of the form (4) then we put
pdegv = pdegu − 1.
Let P ∗m and Der∗m P be the subsets of all pdeg-homogeneous elements of degree m of P and
DerP , respectively (again extended by the corresponding zeros). As above, it is clear that the
decompositions
P =
⊕
m∈Z
P ∗m, DerP =
⊕
m∈Z
Der∗m P
are gradings of the corresponding algebras.
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Proof. The proofs of both statements are very similar. Let D =∑ni=1 fi ∂∂xi . If D ∈ Derm P(D ∈ Der∗m P ) then fi ∈ Pm+wi (fi ∈ P ∗m+1) for 1 i  n. We want to show that D(f ) ∈ Pm+k
if f ∈ Pk (D(f ) ∈ P ∗m+k if f ∈ P ∗k ).
We may assume without loss of generality that f is an element of the basis (2).
Consider first the case when f is an element of b. Let us use induction on degf . If degf = 1
then f = xi for some i and D(xi) = fi . So the statement of the lemma is true in both cases. If
degf > 1 let us write f = {u,v} where u,v ∈ b. Now, D(f ) = {D(u), v}+{u,D(v)} and, by the
induction assumption, either D(u) = 0 or w-degD(u) = m+w-degu (respectively, D(u) = 0 or
pdegD(u) = m + pdegu). Therefore either {D(u), v} = 0 or w-deg{D(u), v} = w-degD(u) +
w-degv = m+w-degu+w-degv = m+ k, since w-degf = w-degu+w-degv; so {D(u), v} ∈
Pm+k . Similarly, {u,D(v)} ∈ Pm+k and hence D(f ) ∈ Pm+k . (For pdeg computations recall that
pdegf = pdegu = pdegv = 1, and (5) to get D(f ) ⊆ P ∗m+1.)
If f is an element of the basis (2) then we proceed by induction on pdegf . The case
pdegf = 1 is already considered. If f =uv then D(f ) = D(u)v+uD(v). So since w-deguv = k
(pdeguv = k), by induction D(u)v,uD(v) ∈ Pm+k (correspondingly, D(u)v,uD(v) ∈ P ∗m+k).
The lemma is proved. 
Recall that a derivation D of an algebra R is called locally nilpotent if for every a ∈ R there ex-
ists a natural number m = m(a) such that Dm(a) = 0. If R is generated by a finite set of elements
a1, a2, . . . , ak then it is well known (see, for example, [8]) that a derivation D is locally nilpo-
tent if and only if there exist positive integers mi , where 1 i  k, such that Dmi (ai) = 0. The
statement of the next proposition is also well known (see, for example, [8, Proposition 5.1.15]).
Proposition 1. Let R =⊕m∈Z Rm be a graded algebra and suppose D is a locally nilpotent
derivation of R such that
D = Dp + Dp+1 + · · · + Dq, Di(Rm) ⊆ Ri+m, p  i  q, Dq = 0.
Then Dq is locally nilpotent.
Proof. If f = fr + fr+1 + · · · + fs ∈ R where fi ∈ Ri , r  i  s and fs = 0, define f̂ = fs . If
Dq(f̂ ) = 0 then̂D(f ) = Dq(f̂ ) since Di(Rm) ⊆ Ri+m. SôDi(f ) = Diq(f̂ ) if Diq(f̂ ) = 0. Since
D is a locally nilpotent derivation, Diq(f̂ ) = 0 for some i. Therefore Dq is a locally nilpotent
derivation. 
3. Leading coefficients
Let f be an arbitrary element of P = P {x1, x2, . . . , xn} and D be an arbitrary derivation of P
of the form (3). We put
fD =
n∑
ffi
∂
∂xi
.i=1
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S(f ) = {ei1, ei2, . . . , eik },
where the eij are elements of b, if f ∈ k[S(f )] and f /∈ k[S(fi) \ {eij }] for 1  j  k. The
support of D as in (3) is
S(D) = S(f1) ∪ S(f2) ∪ · · · ∪ S(fn).
If x ∈ b then we denote by pdegx the polynomial degree function with respect to x on P
considered as a polynomial ring generated by the elements of b. This function is not a degree
function on P as a Poisson algebra. Though it defines a filtration on P as an associative algebra,
it does not defines a filtration on P as a Lie algebra since pdegx{u,v} can be as large as pdegx u+
pdegx v + 1, though it also can be substantially smaller than that.
Arbitrary elements f ∈ P and D ∈ DerP can be uniquely written as
f = f0 + xf1 + · · · + xmfm, x /∈ S(fi), 0 i m,
and
D = D0 + xD1 + · · · + xmDm, x /∈ S(Di), 0 i m,
respectively. If fm = 0 then pdegx f = m and we put lx(f ) = fm. Put also pdegx D = m and
lx(D) = Dm if Dm = 0. As usual we define pdegx 0 = −∞.
For the elements of b put ei < ej if i < j . For x = ei denote by R(x) the set of all elements
of b which are larger than x.
Lemma 2.
(a) If ei, ej ∈ b then S({ei, ej }) ⊆ R(ei) ∩ R(ej ).
(b) S(gh) ⊆ S(g) ∪ S(h), S(g + h) ⊆ S(g) ∪ S(h) for any g,h ∈ P .
(c) If f ∈ P and S(f ) ⊆ R(x) then S({e, f }) ⊆ R(x) for any e ∈ g.
(d) If f ∈ P , x is the minimal element of S(f ), and pdegx f = s then pdegx{e, f } s for any
e ∈ g.
Proof. (a) If i = j then S({ei, ej }) is an empty set. If i = j then the subalgebra of g generated
by ei, ej is free of rank two (see [16,19]). So {ei, ej } = 0 and deg{ei, ej } = deg ei + deg ej .
Therefore S({ei, ej }) ⊆ R(ei) ∩ R(ej ).
(b) See the definition of support.
(c) It is enough to consider the case when e ∈ b. As we know, ade is a derivation of P as a
polynomial algebra. So {e, f } =∑i ∂f∂ei {e, ei} where ∂f∂ei are the ordinary partial derivatives and
ei ∈ S(f ) ⊆ R(x). So all {e, ei} ∈ R(x) by (a) and S( ∂f∂ei ) ⊆ S(f ) by our definition of support.
Therefore S( ∂f
∂ei
{e, ei}) ⊆ R(x) and S({e, f }) ⊆ R(x) by (b).
(d) It is sufficient to check the case when f = xsu where S(u) ⊆ R(x). Then {e, f } =
xs{e,u} + sxs−1u{e, x} and S({e,u}), S({e, x}) ⊆ R(x) by (c). 
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arbitrary element of g ⊂ P . If pdegx D = s then
D(e) = xs(lx(D)(e))+ h,
where S((lx(D)(e))) ⊆ R(x), S(h) ⊆ {x} ∪ R(x), and pdegx h < s.
Proof. Without loss of generality we may assume that e ∈ b and D = xsD′, where S(D′) ⊆
R(x). Then lx(D) = D′. We prove the statement of the lemma by induction on deg e. Suppose
that deg e = 1. Then e = xi for some i, where 1  i  n. Consequently, D(e) = xs(D′(e)) and
S(D′(e)) ⊆ S(D′) ⊆ R(x).
Suppose that e = {u1, u2}. Then D(e) = {D(u1), u2}+ {u1,D(u2)}. By the inductive hypoth-
esis D(ui) = xs(D′(ui))+hi where S(D′(ui)) ⊆ R(x), S(hi) ⊆ {x}{x}∪R(x), and pdegx hi < s
for 1  i  2. So D(e) = {D(u1), u2} + {u1,D(u2)} = xs({D′(u1), u2} + {u1,D′(u2)}) +
sxs−1({x,u2}D′(u1) + {u1, x}D′(u2)) + {h1, u2} + {u1, h2}.
Now, S({D′(u1), u2} + {u1,D′(u2)}) ⊆ R(x) by Lemma 2(c) and S({x,u2}D′(u1) +
{u1, x}D′(u2)) ⊆ R(x) by Lemma 2(a) and (b); also {D′(u1), u2}+ {u1,D′(u2)} = D′({u1, u2})
since D′ is a derivation.
It remains to check that S({h1, u2} + {u1, h2}) ⊆ {x} ∪ R(x) and that pdegx({h1, u2} +
{u1, h2}) < s.
Let hi =∑j xjhi,j where S(hi,j ) ⊆ R(x). Then {u,hi} = {u,x}∑j jxj−1hi,j +∑j xj ×{u,hi,j }. So for any u ∈ g we have S({u,x}), S({u,hi,j }) ⊆ R(x) by Lemma 2(c) and it is clear
that S({u,hi}) ⊆ {x} ∪ R(x) and pdegx{u,hi} pdegx hi . 
Corollary 1. If x is the minimal element of S(D) and f ∈ P then
S
(
D(f )
)⊆ {x} ∪ R(x) ∪ S(f ).
Proof. D is a derivation of P as a polynomial algebra. So D(f ) =∑i ∂f∂ei (D(ei)) where ∂f∂ei are
the ordinary partial derivatives. By the Lemma S(D(ei)) ⊆ {x}∪R(x) and S( ∂f∂ei ) ⊆ S(f ) by the
definition of support. 
Lemma 4. Let f be an element of P , D be a derivation of P , and x be the minimal element of
S(D). If pdegx D = s and pdegx f = t then
D(f ) = xs+t(lx(D)(lx(f )))+ h,
where pdegx h < s + t and pdegx lx(D)(lx(f )) = 0.
Proof. Without loss of generality we may assume that f = xtf ′ where pdegx f ′ = 0. Then
D(f ) = D(xt )f ′ + xtD(f ′) = txt−1D(x)f ′ + xtD(f ′). By Lemma 3 pdegx D(x)  s and
so pdegx txt−1D(x)f ′ < s + t . It remains to show that D(f ′) = xs(lx(D)(f ′)) + h where
pdegx h < s and pdegx lx(D)(f ′) = 0.
Let us assume additionally that f ′ is an element of the basis (2) and apply induction on
pdegf ′. If pdegf ′ = 1 then Lemma 3 gives the statement of the lemma. Suppose that f ′ = u1u2.
Then D(f ′) = D(u1)u2 + u1D(u2). Denote lx(D) by D′. Since pdegx ui = 0, by the in-
ductive hypothesis D(ui) = xs(D′(ui)) + hi where pdegx hi < s and pdegx D′(ui) = 0 for
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pdegx D′(u1u2) = 0 and pdegx h < s. (Recall that pdegx is a degree function on P as a polyno-
mial ring.) The lemma is proved. 
Proposition 2. Let D be a derivation of P and x be the minimal element of S(D). If D is locally
nilpotent then so is lx(D).
Proof. If lx(D) is not locally nilpotent then there exists xi such that lx(D)k(xi) = 0 for all
k  0. Put a = lx(D)(xi). By Lemma 3 S(lx(D)(xi)) ⊆ R(x). Therefore lx(a) = a. By Lemma 4
lx(D(f )) = lx(D)(lx(f )) if lx(D)(lx(f )) = 0. So lx(D(a)) = lx(D)(a) = 0. By induction
on k we get lx(Dk(a)) = lx(D)(lx(Dk−1(a))) = lx(D)(lx(D)k−1(a)) = lx(D)k(a) = 0. Con-
sequently, D is not locally nilpotent. 
Lemma 5. Let D = xs ∂
∂x1
and D′ = x ∂
∂x1
where x ∈ b. If e is an element of g and e = x1 then
D(e) = sxs−1(D′(e)) + h where S(D′(e)) ⊆ R(x), S(h) ⊆ {x} ∪ R(x), and pdegx h < s − 1.
Proof. We can assume without loss of generality that e ∈ b. Let us observe that ∂
∂x1
(e) = 0 if
e = x1. Indeed, ∂∂x1 (xi) = 0 if i = 1 and ∂∂x1 (x1) = 1. If e = {u,v} then ∂∂x1 (e) = { ∂∂x1 (u), v} +
{u, ∂
∂x1
(v)} = 0 since we can assume by induction on deg e that ∂
∂x1
(u) and ∂
∂x1
(v) are either 0
or 1.
Denote by deg1 the degree relative to x1, i.e. the w-deg which corresponds to w = (1,0,
. . . ,0). If deg1 e = 0 then D(e) = D′(e) = 0 and the statement of the lemma is correct. If e =
{u,x1} where deg1 u = 0 then D(e) = {u,xs} = sxs−1{u,x} = sxs−1(D′(e)).
Apply now induction on deg1. Suppose that e = {u1, u2}. Then D(e) = {D(u1), u2} +
{u1,D(u2)}. If both deg1 ui > 0 we can assume by induction that D(ui) = sxs−1(D′(ui)) + hi
where S(D′(ui)) ⊆ R(x), S(hi) ⊆ {x} ∪ R(x), and pdegx hi < s − 1. Otherwise we can assume
that deg1 u1 = 0 and apply sub-induction on degu2 to conclude that D(u2) = sxs−1(D′(u2))+h2
where S(D′(u2)) ⊆ R(x), S(h2) ⊆ {x} ∪ R(x), and pdegx h2 < s − 1. In this case D(e) =
{u1,D(u2)}. So in both cases D(e) = {sxs−1(D′(u1)) + h1, u2} + {u1, sxs−1(D′(u2)) + h2} =
sxs−1({D′(u1), u2}+{u1,D′(u2)})+ s(s −1)xs−2(D′(u1){x,u2}+D′(u2){u1, x})+{h1, u2}+
{u1, h2}.
Now, S({(D′(u1)), u2}+{u1, (D′(u2))}) ⊆ R(x) by Lemma 2(c). By Lemma 2(a) S({x,u2}),
S({u1, x}) ⊆ R(x), so by Lemma 2(b) S(D′(u1){x,u2} + D′(u2){u1, x}) ⊆ R(x). By Lem-
ma 2(d) pdegx({h1, u2} + {u1, h2}) < s − 1 and by Lemma 2(c) S({h1, u2} + {u1, h2}) ⊆
{x} ∪ R(x) (just take y ∈ b which immediately precedes x).
Since {(D′(u1)), u2} + {u1, (D′(u2))} = D′({u1, u2}) the lemma is proved. 
Lemma 6. Let D = xs ∂
∂x1
and D′ = x ∂
∂x1
where x ∈ b. If f is an element of P such that x1 /∈
S(f ) and pdegx f = t then D(f ) = sxs+t−1(D′(lx(f ))) + h where pdegx D′(lx(f )) = 0 and
pdegx h < s + t − 1.
Proof. We may assume that f = xtf ′ where pdegx f ′ = 0. Then D(f ) = txt−1(D(x))f ′ +
xt (D(f ′)). Since x ∈ g we can apply Lemma 3. So D(x) = xs(lx(D)(x)) + h′ where
pdegx h′ < s. Now, lx(D)(x) = ∂∂x1 (x) = 0 if x = x1 (see the proof of Lemma 5) and
pdegx D(x) < s. If x = x1 then t = 0 since x1 /∈ S(f ). So in either case it remains to show
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the case when f ′ is an element of the basis (2).
Let us use induction on pdegf ′. If pdeg f ′ = 1 the claim follows from Lemma 5. Let f ′ =
u1u2. Then D(u1u2) = D(u1)u2 + u1D(u2) = sxs−1(D′(u1)u2 + D′(u2)u1) + h1u2 + u1h2
where by induction assumption pdegx D′(ui) = 0 and pdegx hi < s−1. Therefore pdegx(h1u2 +
u1h2) < s−1 and pdegx(D′(u1)u2 +D′(u2)u1) = 0 since pdegx is a polynomial degree function
on P and pdegx D′(ui) = 0, pdegx ui = 0, and pdegx hi < s − 1. 
Lemma 7. Let D be a derivation of P of the form
D = D0 + xD1 + · · · + xs−1Ds−1 + xs ∂
∂x1
, x /∈ S(Di), 0 i  s − 1,
where x is the minimal element of S(D). Let f be an element of P such that x1 /∈ S(f ). If
pdegx f = t then
D(f ) = xs+t−1D′(lx(f ))+ h,
where D′ = Ds−1 + sx ∂∂x1 , pdegx h < s + t − 1, and x /∈ S(D′(lx(f ))).
Proof. Using Lemmas 4 and 6 we can calculate the terms of D(f ) of degree s + t and s + t − 1
with respect to pdegx . 
Proposition 3. Let D be a locally nilpotent derivation of P of the form
D = D0 + xD1 + · · · + xs−1Ds−1 + xs ∂
∂x1
, x /∈ S(Di), 0 i  s − 1,
where x is the minimal element of S(D). If x = x1 then Ds−1 + sx ∂∂x1 is also locally nilpotent.
Proof. Assume that D′ = Ds−1 + sx ∂∂x1 is not locally nilpotent. Then there exists xi such that
D′k(xi) = 0 for all k  0.
If i = 1 take a = D′(xi) = Ds−1(xi). The support S(Ds−1) is not an empty set since otherwise
Ds−1(a) = 0. Let y be the minimal element of S(Ds−1). Of course, y > x. Then S(a) ⊆ {y} ∪
R(y) by Lemma 3. So S(a) ⊆ R(x).
If i = 1 then D′(x1) = Ds−1(x1)+ sx and we put a = D′2(x1) = D′(Ds−1(x1))+ sD′(x). As
above, S(Ds−1(x1)) ⊆ R(x) by Lemma 3. So S(D′(Ds−1(x1))) ⊆ {x} ∪ R(x) by Corollary 1.
Therefore S(D′(Ds−1(x1))) ⊆ R(x) since pdegx D′(Ds−1(x1)) = 0 by Lemma 6. Similarly
S(D′(x)) ⊆ R(x) since S(Ds−1(x)) ⊆ R(x) by Lemma 3 and S(x ∂∂x1 (x)) ⊆ R(x) by Lemma 5.
In both cases S(D′k(a)) ⊆ R(x) for any natural number k by Corollary 1 and Lemma 6. So
S(D′k(a)) / x1 since x1 < x and lx(Dk(a)) = D′(lx(Dk−1(a))) = · · · = D′k(a) = 0 by Lemma 7
which is impossible since D is a locally nilpotent derivation. 
4. Two-generated algebras
In this section we study locally nilpotent derivations and automorphisms of the two-generated
free Poisson algebra P = k{x1, x2}.
L. Makar-Limanov et al. / Journal of Algebra 322 (2009) 3318–3330 3327Let us call an element f of k{x1, x2} multi-homogeneous if it is homogeneous relative to
every w-deg. If n1 = (1,0)-degf and n2 = (0,1)-degf , denote (n1, n2) by mdegf . Multi-
homogeneous derivations and mdegD for a derivation D of k{x1, x2} are defined similarly.
Proposition 4. Let D be a non-zero locally nilpotent multi-homogeneous derivation of P =
k{x1, x2} and mdegD = (m1,m2). Then either m1 = −1 or m2 = −1.
Proof. Assume that D is a counterexample to the proposition with the minimal degD. By
Proposition 1, we can also assume that D is pdeg-homogeneous. Let x be the minimal element
of S(D). By Proposition 2, lx(D) is also locally nilpotent. Put mdeg lx(D) = (n1, n2). Since
deg lx(D) < degD, we would have a contradiction to the minimality of degD if both n1 and n2
were non-negative, so one of them must be −1. Without loss of generality let us assume that
n1 = −1. Then lx(D) = αxn22 ∂∂x1 where 0 = α ∈ k since when P = k{x1, x2} all elements of b
except x2 have a positive degree with respect to x1.
If x = x1 then n2 = m2 and D contains a summand xm1+11 lx(D) = αxm1+11 xm22 ∂∂x1 . In this
case D = αxm1+11 xm22 ∂∂x1 + βx
m1
1 x
m2+1
2
∂
∂x2
where β ∈ k. Indeed, D = f1 ∂∂x1 + f2 ∂∂x2 where f1
and f2 are multi-homogeneous and pdeg-homogeneous and mdegf1 = (m1 +1,m2), mdegf2 =
(m1,m2 +1). So degf1 = degf2 = m1 +m2 +1. Also pdegf1 = pdeg f2 = m1 +m2 +1. Since
deg ei > pdeg ei if ei ∈ b and ei > x2, the only elements of the basis (2) which satisfy these
degree conditions are xm1+11 x
m2
2 and x
m1
1 x
m2+1
2 . Therefore D can be restricted to a derivation D
′
of k[x1, x2]. But D′ cannot be a locally nilpotent derivation if it is non-zero and m1  0 and
m2  0 (see, for example, [8, p. 91]).
So x = x1. If x = x2 then lx(D) = α ∂∂x1 and D contains the term αx
m2
2
∂
∂x1
. Since D is multi-
homogeneous, m1 = −1 contrary to our assumption.
Hence x > x2 and x2 cannot appear with non-zero exponent in lx(D) since x is the minimal
element of S(D), so lx(D) = α ∂∂x1 . We can assume that α = 1 and so D is a derivation of the
form considered in Proposition 3. Therefore D′ = Ds−1 + sx ∂∂x1 is a non-zero locally nilpotent
derivation. Since D′ is multi-homogeneous and pdeg-homogeneous, D′ = sx ∂
∂x1
+∑i αiyi ∂∂x1 +∑
i βizi
∂
∂x2
where s = 0, αi,βi ∈ k, yi, zi ∈ b, mdegyi = (m1 +1,m2), mdeg zi = (m1,m2 +1),
and yi > x, zi > x. So D′ can be restricted to a derivation D′′ of the free Lie algebra g generated
by x1, x2 and D′′ is a locally nilpotent derivation of g. Therefore exp D′′ gives an automorphism
ϕ of g (see [8]) and ϕ(x1) = x1 +D′′(x1)+ 12!D′′2(x1)+· · · = x1 + sx+f1 where S(f1) ⊂ R(x).
But this is impossible since φ(x1) = αx1 + βx2 for any automorphism φ of g (see [4]). 
Recall that a derivation of the free Poisson algebra P = k{x1, x2, . . . , xn} of the form (3)
is called triangular if fi ∈ k{xi+1, xi+2, . . . , xn} for every i. Triangular derivations are defined
similarly for the polynomial algebras and free associative algebras. Every triangular derivation
is locally nilpotent (see [8]). A derivation D of P is called triangulable if there exists an au-
tomorphism ϕ such that ϕ−1Dϕ is triangular. R. Rentschler proved that the locally nilpotent
derivations of polynomial algebras in two variables over a field of characteristic zero are triangu-
lable (see [14]). H. Bass gave in [1] an example of a non-triangulable locally nilpotent derivation
of polynomial algebras in three variables.
Recall also that an automorphism φ of a free algebra generated by x1, x2, . . . , xn over a field k
(be it a free associative algebra, a free Poisson algebra, or a polynomial algebra) is called ele-
mentary if φ(xj ) = xj for any j = i and φ(xi) = αxi + f where f belongs to the subalgebra
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of elementary automorphisms are called tame. Non-tame automorphisms are called wild.
Theorem 1. Let D be a locally nilpotent derivation of P = k{x1, x2}. Then there exist a tame
automorphism ϕ of P and f (x2) ∈ k[x2] such that ϕ−1Dϕ = f (x2) ∂∂x1 .
Proof. Denote by I the Poisson ideal of P generated by the element {x1, x2}. Then D(I) ⊆ I
because D({x1, x2}) = {D(x1), x2} + {x1,D(x2)} ∈ I . So D induces a locally nilpotent deriva-
tion D′ on P/I ∼= k[x1, x2]. By Rentschler’s theorem [14], there exists a tame automorphism
ψ of k[x1, x2] and f (x2) ∈ k[x2] such that ψ−1D′ψ = f (x2) ∂∂x1 . Note that every elementary
automorphism of k[x1, x2] extends uniquely to an elementary automorphism of P . So any tame
automorphism of k[x1, x2] can be extended to a tame automorphism of P . Denote by ϕ a tame
extension of ψ to P . Replacing D by ϕ−1Dϕ we can assume that D′ = f (x2) ∂∂x1 . So
D = (f (x2) + a) ∂
∂x1
+ b ∂
∂x2
,
where a, b ∈ I . We would like to show that a = b = 0.
Assume the contrary. Consider (1,0)-deg and denote by D′′ the corresponding highest ho-
mogeneous part of D. Then D′′ = c ∂
∂x1
+ d ∂
∂x2
where c, d ∈ I and either c or d is not zero. By
Proposition 1 the derivation D′′ is locally nilpotent. So by Proposition 4, c = d = 0 which brings
us to a contradiction. 
Corollary 2. Let D be a locally nilpotent derivation of k{x1, x2}. Then D{x1, x2} = 0.
Proof. D{x1, x2} = 0 if D = f (x2) ∂∂x1 . Note that ϕ{x1, x2} = α{x1, x2} where 0 = α ∈ k for
every tame automorphism since it is true for every elementary automorphism. 
Theorem 2. Automorphisms of free Poisson algebras in two variables over a field of character-
istic zero are tame.
Proof. Let θ be an arbitrary automorphism of P = k{x1, x2}. As above, denote by I the Poisson
ideal of P generated by the element {x1, x2}. Since θ({x1, x2}) = {θx1, θx2} ∈ I , θ induces an
automorphism ψ of k[x1, x2]. By Jung’s theorem [9], ψ is tame. Denote by ϕ a tame extension
of ψ to P . Then ϕ|k[x1,x2] = ψ . Replace θ by θ ′ = θϕ−1. Then θ and θ ′ are both either tame or
wild and θ ′ induces the identity automorphism of k[x1, x2]. So
θ(x1) = x1 + a, θ(x2) = x2 + b, a, b ∈ I.
Since x1 + a, x2 + b are free generators of P we can define a derivation on P by sending x1 + a
and x2 + b to arbitrary elements of P . Denote by Dh a derivation of P defined by Dh(x1 + a) =
h(x2 + b), Dh(x2 + b) = 0 where h ∈ k[x]. This derivation is locally nilpotent.
We have Dh(x1) = h(x2 + b) − Dh(a) = h(x2) + c, Dh(x2) = −Dh(b) = d , where c =
(h(x2 + b) − h(x2)) − Dh(a). The ideal I is invariant under every derivation. Hence c ∈ I and
d ∈ I . So Dh = (h(x2) + c) ∂∂x1 + d ∂∂x2 where c, d ∈ I . In the proof of Theorem 1 we have
shown that c = d = 0 if Dh is locally nilpotent. Because of that Dh(a) = h(x2 + b) − h(x2) and
Dh = h(x2) ∂ .∂x1
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degD(f ) degf + n − 1 for every f ∈ P .
Consider h = x. Then Dh(a) = b. Therefore degb  dega. We also get dega  degb if we
exchange x1 and x2 in the definition of Dh.
We would like to show that a = b = 0. Assume that this is not the case. Then a = 0 and b = 0
since dega = degb and dega = degb 2 since a, b ∈ I .
Now put h = x2. Then Dh(a) = 2x2b + b2 and deg(2x2b + b2)  dega + 1. Therefore
dega + 1 2 degb since degb  2 and degx2 = 1. So dega + 1 2 dega and dega  1. This
contradiction gives a = 0 and b = 0. 
Corollary 3. Let ϕ be an arbitrary automorphism of k{x1, x2}. Then ϕ{x1, x2} = α{x1, x2}, where
0 = α ∈ k since every automorphism is tame.
So every automorphism of k{x1, x2} preserves {x1, x2} up to a scalar factor. An analogue
of this result for free associative algebras is also true, i.e., every automorphism of the free as-
sociative algebra k〈x1, x2〉 in the variables x1, x2 preserves the commutator [x1, x2] up to the
proportionality. Moreover, the so-called commutator test theorem [7] says that every endomor-
phism of k〈x1, x2〉 which preserves [x1, x2] is an automorphism.
Problem 1. Is every endomorphism of the free Poisson algebra k{x1, x2} over a field of charac-
teristic 0 which preserves the element {x1, x2} an automorphism?
Note that a positive answer to Problem 1 implies the Jacobian Conjecture for k[x1, x2] (see,
for example, [8]).
It is well known [6,11] that Autk[x1, x2] ∼= Autk〈x1, x2〉, where k〈x1, x2〉 is the free associa-
tive algebra generated by x1, x2.
Corollary 4. Let k be a field of characteristic zero. Then
Autk[x1, x2] ∼= Aut k〈x1, x2〉 ∼= Autk{x1, x2}.
This isomorphism shows that the group Autk{x1, x2} has a nice representation as a free amal-
gamated product of its subgroups (see, for example, [5]) and is also interesting in the context
of [2] since k〈x1, x2〉 is a deformation quantization of k{x1, x2}.
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