Abstract. In this paper we use viscosity solution methods to show that almost integrable Hamiltonian systems are not smoothly integrable at rotation numbers which are exponentially close to resonances.
Introduction
A main problem in classical mechanics is to study the existence invariant tori for Hamiltonian systems of the form:
(1) H(p, x) = 1 2 |p| 2 + V (x), in which V is a smooth Z N -periodic potential. The KAM theorem asserts that tori with frequencies Ω that satisfy a Diophantine condition:
persist provided that is small enough. More precisely, KAM theory asserts that for all such Ω and sufficiently small there are smooth functions f (X, ) = f (X, ; V, Ω) and g(X, ) = g(X, ; V, Ω), periodic in X, such that, if we set (2) x(t) = X(t) + f (X(t), ) p(t) = g(X(t), )
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then (x(t), p(t)) is a solution to the Hamiltonian dynamicṡ
Furthermore, g is unique, and f is determined up to a translation. Additionally, there is a vector P and a number H(P ) for which the Hamilton-Jacobi equation
has a unique (up to constants) smooth periodic solution and g(X, ) = P + D x u(X + f (X, )).
Since the curves x(t) are characteristics to the Hamilton-Jacobi equation and smooth solutions are viscosity solutions, these curves are minimizers of the action T 0 L(x,ẋ) + P ·ẋ + H(P ).
for all times T among all curves with the same endpoints. However, it is known that tori with frequencies that are sufficiently close to resonances can be destroyed by arbitrarily small perturbations (see, for instance, [Mat88] , [Mat86] , [For94] , and [Bes00] ), even if V is analytic. The objective of this paper is to give an elementary proof that does not exist a change of coordinates as in (2) which satisfies very weak bounds.
We say that H is α-smoothly integrable at the rotation number Ω if:
(A) There is a smooth function:
f (X, ) = f (X, ; V, Ω), periodic in X, and a differentiable function u(x, ) such that for
and any
is a solution to the Hamiltonian dynamics. Also,
(B) f satisfies the bound:
for a suitable α ∈ R and a positive constant C, which may depend on Ω and V .
Hypothesis (A) means that we are looking for a Lagrangian torus that is a graph of a closed one-form (x, P +D x u), as the ones guaranteed by the KAM theory. The function u is a C 1 solution to the HamiltonJacobi equation
and the orbit x(t) in (A), which is a characteristic for u, is is minimal, that is, it minimizes
among all Lipschitz curves with the same initial condition, in which u is the viscosity solution of the Hamilton-Jacobi equation and
We say that the rotation number Ω is exponentially close to a resonance if there exists a sequence T n → ∞ and ω n ∈ 1 Tn
In this paper we give an elementary proof that if Ω is exponentially close to a resonance, then it is possible to construct an analytic potential V such that the Hamiltonian H is not α-smoothly integrable at Ω, even for negative α. In particular, Theorem 6 below will provide a necessary condition for smooth integrability (namely, estimate (8) below), which can be easily checked in explicit examples. For instance, in Theorem 8 an explicit analytic example violating such condition is dealt with. Analogously, considering C k (instead of analytic potentials) one can also prove that α-smooth integrability also fails if the rotation number Ω is polynomially close to resonances, that is:
for large enough β. We remark that, unlike the standard converse KAM methods, we do not rely on any computation of the splitting of separatrices and, in fact, our techniques are only based on a-priori estimates for viscosity solutions and minimizing orbits to the Lagrangian dynamics. Our proof, as the one in [Bes00] , for instance, relies in showing that if such a torus exist then its orbits do not minimize the action. In [Bes00] , this is done by computing the action along homoclinic orbits. In this paper, we use periodic orbits, constructed using elementary bifurcation theory, which are not minimizers of the action. By taking larger and larger periods we show that such a torus does not exit for arbitrarily small . An important feature is that α in (3) is allowed to take negative values. Moreover, we can treat potentials with infinitely many harmonics (see Section 5).
The paper is organized as follows: in section 2 we recall the main facts and estimates on viscosity solutions for Hamilton-Jacobi equations; the main technical points, estimates for the action of minimizing orbits, and the construction of periodic orbits, using Liapunov-Schmidt reduction, are discussed, respectively, in sections 3 and 4; finally, an analytic potential V for which H is not α-smoothly integrable is constructed in section 5.
Viscosity Solutions
In this section we recall some facts about viscosity solutions of HamiltonJacobi equations. As stated in the introduction, such results will be the key to study the non-existence of smooth integrability. As most of these results are not new, they will be stated for the convenience of the reader, and the proofs can be found in the references mentioned.
The first result we quote is the classical Lions, Papanicolao and Varadhan theorem on the existence of periodic viscosity solutions to Hamilton-Jacobi equations [LPV88] .
with V (x) smooth and Z N periodic in x. Then, for any value P ∈ R N there exists a unique number H(P ), the effective Hamiltonian, for which the equation
has a Z N -periodic viscosity solution u. Furthermore H(P ) is convex in P . The viscosity solution is semiconcave and Lipschitz.
For the readers which are not familiar with viscosity solutions, we recall that a viscosity solution u to (4) is a continuous function with the following property: for any smooth function φ and at any point x 0 at which u − φ has a local maximum (resp. local minimum) we have
Viscosity solutions of (4) have a variational characterization as fixed points of a control theory problem (see, for instance [FS93] ). The action S x of a Lipschitz orbit x(t) is given by
Then, we have:
Theorem 2. Let u be a viscosity solution to (4) and S x as in (5). Then,
in which the infimum is taken over all Lipschitz trajectories x(·) with initial condition x(0) = x. Furthermore, there is a minimizing trajectory which has ẋ L ∞ ≤ C, independent of , for small .
In general, the solutions to (4) are not smooth, however viscosity solutions enjoy some regularity, as shown in the next theorem.
Lemma 1 (A priori Lipschitz estimates). Suppose u is a viscosity solution to (4). Then, for any h
in which · is the periodic distance in the torus:
In particular, this implies
Proof. Since u is periodic, we may assume that h = |h|. Let x(t), 0 ≤ t ≤ 1 √ , be an optimal trajectory with x(0) = x. Define
It is a well know result that a semiconcave periodic function is Lipschitz.
Since the works of Fathi [Fat97a, Fat97b, Fat98a, Fat98b] , and E [E99], among others, the connection between viscosity solutions and the weak KAM theory has become a well established fact. We summarize some of these results in the next theorem (see also [EG01] ).
Theorem 3. Let u(x, P ) be a viscosity solution to (4). Then, for any P there exists a set, the Mather set, contained in the graph
which is invariant under the Hamiltonian dynamicṡ
Furthermore, if u is smooth, this set is an invariant torus and any trajectory (x(·), p(·)) to the Hamiltonian dynamics is a minimizer, that is
The rotation vector ω of a curve x(·) is the limit
provided it exists. It turns out that one can relate the differentiability properties of the effective Hamiltonian H with asymptotic properties, such as the rotation number, of the trajectories in the Mather set. In the next theorem we state one possible result, see also [Gom02] for sharper asymptotic estimates.
Theorem 4. Suppose that x(·) is a minimizing orbit corresponding to some P . Then, the rotation number ω of x(·) is
In our case
The Legendre transform of H(P ) is defined by
The next theorem shows that L is an average of L along a minimizing trajectory [EG01] .
Theorem 5. Let x(·) be a minimizing trajectory with rotation vector ω, then,
In particular, if the supremum on (6) is achieved at P ω , then
Estimates for the action
In this section we prove the main technical estimates concerning the difference of action between orbits of different rotation numbers. All these estimates are elementary, but they are also the key to our main result.
In what follows, we assume the frequency Ω to be fixed.
In the first lemma, we consider two different periodic orbits, not necessarily minimizing nor satisfying the equations of motion, with the same period T and rotation vector ω. In general, they will have different action, which can be estimated, for small , by the Melnikov gap:
Lemma 2. Let x 0 and x 1 be two periodic orbits in T N of frequency ω ∈ 1 T Z N . Assume that
with y i (0) = y i (T ). Assume further that y i together with its derivative are bounded. Then,
Furthermore, the term O( 2 T ) can be estimated by
Proof. Observe that
In the next lemma, we consider orbits whose rotation numbers are close and have the same initial point, and estimate the difference between their actions. For simplicity, in what follows we will assume T ≥ 1.
Lemma 3. Let ω and Ω be given rotation numbers. Assume that x(t) and z(t) are, respectively, orbits of rotation numbers ω and Ω. Suppose that x(t) has period T and minimizes the action among all T -periodic orbits with initial condition x(0). Furthermore assume that
the constant C a satisfies:
Proof. Since the orbit x(t) is minimal, the orbitx = ωt + f (ωt, ) has a larger action, that is:
using the fact that, for any ω,
Then, since L is convex it is locally Lipschitz, and so
Since f (ω, T, ) = f (0, ), we have
and the constant C 0 can be estimated by
The remaining terms can be estimated by:
the constant C 1 can be bounded by
Lemma 4. For any T -periodic curve x(t) with rotation number ω we have
Proof. Recall that
We show in the next lemma that the action S of a minimizing curve is almost independent on the initial point.
Lemma 5. Suppose that the system is smoothly integrable at Ω and let z = Ωt + f (Ωt, ). Then,
in which · is the periodic distance in the torus. Furthermore, if
and the constant
Proof. The first estimate follows from the existence of a (C 1 ) viscosity solution u corresponding to Ω, from (A) at page 2, the a-priori Lipschitz estimates of lemma 1, and
The second estimate follows from the first one and the hypothesis.
By combining all the previous lemmas, one can prove that if the Melnikov gap M , as defined in (7), is too large, then the system is not smoothly integrable at Ω. Theorem 6. Suppose the system is smoothly integrable at Ω and assume that there are two periodic orbits x 0 , x 1 , with period T , with frequency ω ∈ 1 T Z N , of the form
as in lemma 2. Let us assume that x i are action minimizing among all T -periodic orbits with initial condition
Then,
Proof. Let z i be a minimal orbit with frequency Ω of the form (2), with initial conditionz i =x i . This choice is possible by assumption (A). Assume S x 0 ≤ S x 1 . Then (evaluating all actions at time T )
From lemma 2, we have
Lemma 3 yields
Lemma 5 implies
Finally, from lemma 4
yields the last inequality necessary to the estimate.
Construction of Periodic Orbits
The main goal of this section is to use a well known LiapunovSchmidt reduction to construct periodic orbits for which the estimates in the previous section can be applied.
N . There exists Λ > 1, polynomially depending on T and on the C 3 -norm of V so that: if Λ < 1, the system has a periodic orbit (x ω (t), p ω (t)) of rotation number ω. Furthermore, such orbit has the form
Proof. For the proof of this theorem we will follow the well known Liapunov-Schmidt reduction (see, for instance [ACZE87] , [BBV03] and references therein). Remarkably, the desired periodic orbits will be obtained as critical points of a suitably restricted action functional. We first build a family of pseudo-orbits, that is, curves (x(·), p(·)) which satisfy the equations of motion and with x(0) = x(T ) and
Then, there exists Λ > 1, polynomially depending on T and on the C 3 -norm of V so that: if Λ < 1, there exists (x x * (t), p x * (t)), whose dependence on x * is C 1 , which satisfies the equation of motion for any time t ∈ [0, T ], and such that
. Consider X and Y as Banach spaces endowed with the norm:
Define the linear operator L on Y as
Then, L(X) ⊆ Y and the operator norm of L is bounded by 4T 2 . Furthermore, if g = Lf , then g is C 2 andg = f . Additionally, let P be given by:
Notice that P(0) ≤ Λ , for a suitable constant Λ which is polynomial in T and in the C 3 -norm of V . Moreover, the Lipschitz norm of P in the unit ball is bounded by CΛ . Whence, |LP(0)| ≤ CΛ , therefore (see [BBV03] ), if (by changing Λ → CΛ, if necessary) Λ < 1, there exists g ∈ X so that g ≤ Λ and g = LPg. The desired pseudo-orbit is then
where
Also, the map x * → (x x * , p x * ) is C 1 by the standard Implicit Function Theorem.
The proof of theorem 7 ends as follows. Let (x x * , p x * ) be the pseudoorbit constructed above.
Define the functional E on T N as
Then, critical points for E are periodic solutions of the equation of motion, as the reader may easily check by inspecting the Euler equation for E. The existence of critical points for E on T N is now a well known fact from finite-dimensional analysis.
Let us point out some easy relations between the functional E above and the action:
Lemma 7. If (x x * (t), p x * (t)) is a pseudo-orbit constructed in lemma 6 and E is as in (9), then
with Λ > 1 polynomially depending on T and on the C 3 -norm of V .
Proof. It is a straightforward calculation, by using the estimates on the pseudo-orbit given in lemma 6.
Corollary 1. Let the hypotheses of theorem 7 hold. Define, for any
Let x M and x m be points of absolute maximum and minimum for M, respectively. Let us assume that they are non-degenerate, i.e., that there exist positive quantities δ and µ so that
and
. Then 1 , there exists Λ > 1, polynomially depending on T and on the C 3 -norm of V so that: if µ * := min{µ, 1} and < µ * Λ
, then E has at least one critical point x * M in B δ (x M ) and at least one critical point x * m in B δ (x m ). These critical points correspond to two different periodic orbits x ω,M (t) and x ω,m (t), of frequency ω, whose action satisfies
Proof. It follows directly from theorem 7, lemma 7 and the definition of the action. We now point out that, even if one of the orbits constructed above maximizes the functional E, they both minimize the action among all T -periodic orbits with the same initial point:
Lemma 8. For sufficiently small, the orbits x(t) constructed above are minimizers of the action among all T -periodic orbits γ(t) with γ(0) = x(0).
Proof. We have
Since x is a solution to the Euler-Lagrange equation we have
Poincaré inequality applied to the interval [0, T ] yields
Thus, for sufficiently small we have
An explicit example
In this last section we construct an analytic potential for which H is not smoothly integrable at rotation number Ω, provided Ω is exponentially close to resonances. With minor modifications, it is possible to construct C k potentials for which the system is not smoothly integrable at a rotation number polynomially close to resonances. Theorem 8. Let N ≥ 2. Suppose the Hamiltonian H is as in (1), and the rotation number Ω is irrational, that is, Ω · k = 0 for any k ∈ Z N , and exponentially close to a resonance, that is, there exists a sequence T n → ∞ and ω n ∈ 1 Tn Z N such that
Then, if b is sufficiently large, there exists a periodic analytic potential V for which H is not α-smoothly integrable at the rotation number Ω.
Proof. Let ω n and Ω be, respectively, the projections of ω n and Ω onto their first two components. Note that, taking a subsequence, if necessary, we may assume that none of the projections ω n are parallel. Indeed, let us assume that, inductively, we constructed a set of rational frequencies ω n 1 , . . . , ω n k , so that ω n i and ω n j are non-parallel for each i, j = 1, . . . , k. Then, there must be an index n * > n k so that ω n * is parallel to none of the ω n i . Indeed, if not, there is a subsequence which is parallel to some ω n i 0 ; since such subsequence converges to Ω and ω n i 0 is rational, we would infer that Ω = 1 τ (ν 1 , ν 2 ), for suitable ν 1 , ν 2 ∈ Z, τ ∈ R \ {0}. Hence, Ω · (−ν 2 , ν 1 , 0, . . . , 0) = 0, in contradiction with the assumptions.
Thus, we now assume that none of the projections ω n are parallel. Let us write ω n = 1 Tn (ν n1 , ν n2 ), with ν n1 , ν n2 ∈ Z. Consider a sequence k n = (−ν n2 , ν n1 , 0, . . . , 0) ∈ Z N . Then, |k n | ≤ const T n , ω n · k n = 0, and ω i · k n = 0 if n = i. Therefore, T j 0 cos(2πk n · (x + ω j t))dt = δ nj T n cos(2πk n ·x). for some c > 0 sufficiently large to make V analytic. We will show that for a sequence n → 0 the inequality (8) in theorem 6 is not satisfied.
Fix ω n and choose n = e −dTn , for some d > 0 to be determined. By corollary 1 and lemma 8, we obtain two periodic orbits of the system, which are action minimizing among trajectories with their same initial point, and whose Melnikov gap is, at least, of the order of T n e −cTn . Then, by means of (3), inequality (8) reads
n (e (dK 3 −b)Tn + e −dTn ) , for suitable positive constants K i . Therefore, if d > c and b > c + K 3 d, this inequality fails as T n → ∞.
