Laser scanners offer a fast and simple way of collecting large amounts of geometric data from real-world objects. Although this aspect makes them attractive for design and reverse engineering, the laser-scanner data is often noisy and not partitioned into meaningful surfaces. A good partitioning, or segmentation, of the scanner data has uses including feature detection, surface boundary generation, surface fitting, and surface reconstruction. This paper presents a method for segmenting noisy three-dimensional surface meshes created from laser-scanned data into distinct regions closely approximated by explicit surfaces. The algorithm first estimates mesh curvatures and noise levels and then uses the curvature data to construct seed regions around each vertex. If a seed region meets certain criteria, it is assigned a region number and is grown into a set of connected vertices approximated by a bicubic polynomial surface. All the vertices in a region are within known distance and surface normal tolerances from their underlying surface approximations. The algorithm works on noisy or smooth data and requires little or no user interaction. We demonstrate the effectiveness of the segmentation on real-world examples.
INTRODUCTION
The speed, ease, and accuracy with which laser scanners can acquire digital geometric data of real world objects promises substantial potential for their applicability in different aspects of industrial design. They produce dense point clouds, often triangulated by built-in software, representing the surface geometry of the scanned object. Their practicality makes them desirable for tasks such as quality control, product development, reverse engineering, and rapid prototyping.
However, aside from being meshed into a triangulated surface, the data points are not organized into meaningful sets that could be useful for later processing. A desirable partitioning of laser-scanner data for engineering design would identify surfaces of constant or slowly varying curvature, either blended at their boundaries or connected along sharp edges.
Such a segmentation of laser-scanner data is highly desirable for several reasons. The segmented surfaces and their boundaries could be used to define boundary curves for fitting surface patches to the scanner data. They could also be used to detect feature/character lines on the scanned surface. Finally, the segmented surfaces could be used to automatically create a piecewise-smooth reconstruction of the scanned object.
There are numerous difficulties in segmenting an unstructured noisy surface mesh. Existing segmentation algorithms either are designed for structured, height-field data or rely on curvature estimates and edge detection. However, triangles of widely varying size and shape and a high level of scanner noise make such algorithms unusable for laser-scanner generated meshes.
The goal of this work is to describe a method for segmenting laser-scanner data into distinct surfaces and to generate analytical representations for them. Our algorithm segments the mesh into several regions, each one described by a bicubic polynomial surface. Upon the completion of the algorithm, every vertex in each region lies within a certain distance from the polynomial approximating the region.
The first step of the algorithm is to estimate the curvatures and noise level of the mesh (Section 3). The noise is measured both in terms of distance and vertex normal deviation from an underlying smooth surface. The vertex curvatures are then used to select seed vertices (Section 4), and we attempt to grow regions from each seed vertex (Section 5). If a seed region and its approximating surface satisfy the requirements for a region, it becomes a new region and begins growing (Section 6). Vertices adjacent to a region are added as long as they are compatible with the surface approximating the region. The requisite data structures are as follows. For each vertex, we record the number of the region it belongs to, 0 indicating that a vertex is unsegmented. For each region number, we store the translation and rotation matrices for its local coordinate system and the coefficients of its polynomial approximation. A region is a list of vertices.
Figure 1.
A noisy synthetic surface mesh with simulated reflection lines. This mesh will be used to demonstrate the different steps of the algorithm.
RELATED WORK
The mesh segmentation algorithm presented in this paper extends the region growing method first presented by Besl and Jain [1] and further developed in [2] , [3] , [4] and applies it to noisy, unstructured surface meshes. In the original paper [1] , noisy image and range data are modeled as piecewise smooth surfaces. The region growing algorithm then segments the data into regions that can be accurately represented by bivariate polynomials. The algorithm works by first estimating image noise by calculating the distance from each pixel to a locally fit least-squares plane. Then the image is partitioned into areas with constant-sign Gauss and mean curvatures. These areas are contracted to create seed regions containing a few pixels. Bivariate polynomials are fit to the seed regions and they are grown by adding adjacent pixels compatible with the polynomials. Bilinear polynomials are used at first, but the polynomial order can increase up to biquartic when a low order surface can no longer accurately approximate the pixels in a region.
More recently, Mangan and Whitaker [5] adapted the morphological watershed algorithm from image analysis to surface meshes. The idea is to calculate the curvature on the mesh and then find local curvature minima. These minima are labeled and become catchment basins. Then, for each unlabeled vertex, a steepest descent (based on curvature) path is followed until a labeled vertex is reached. The unlabeled vertex is then assigned this label. Once all vertices are labeled, regions are merged with a preference for regions with a larger difference between the highest and lowest curvature vertices they contain. Improvements to the original algorithm in [5] are given in [6] and [7] . Taking a physics-based approach, Wu and Levine [8] segment a surface mesh by simulating the electrical charge density distribution on the surface and then segmenting it along lines of charge density minima. Lessage, et al, [9] segment surface meshes by first detecting sharp edges on the mesh and then growing regions made of vertices of similar curvatures, bounded by sharp edges.
The existing region growing papers [1] [2][3] [4] are based on gridded height data and their algorithms are not applicable to general three-dimensional surfaces.
The recent algorithms for threedimensional mesh segmentation partition a mesh into distinct regions, but the segments cannot in general be approximated accurately by simple surfaces. The new algorithms are mostly based on curvature estimates or edge detection, which can be unreliable on noisy meshes. Furthermore, as mentioned in [4] , such algorithms will likely fail in industrial design applications where part surfaces can consist of smoothly blended surfaces with no sharp edges. Finally, the results of recent algorithms do not give any information for a smooth reconstruction of the part.
In this paper, we extend the region growing algorithm to unstructured three-dimensional surface meshes. We introduce new methods for estimating mesh noise and for region growing on threedimensional surfaces. Our algorithm works on noisy data with little or no user interaction. Upon completion, the algorithm produces both a mesh segmentation and a set of surfaces that approximate every point in each segment to known tolerances. Figure 1 shows a synthetic surface with noise artificially added. This surface will be used to demonstrate the different steps of our algorithm.
NOISE ESTIMATION
The algorithm starts by estimating the noise variance of the mesh. Later, during region growing, we will use the noise level estimates as thresholds for adding vertices to regions. Because there is no ground truth available for comparison with the laser-scanner data, we assume the mesh vertex positions represent noisy samples of a smooth surface. Then, for some small area on the mesh, a biquadratic polynomial approximation should provide a reasonable estimate of the position and shape of the original surface near that area. We choose a biquadratic surface because it is of low order and a planar surface would be unable to differentiate between noise and a smooth, curved surface. Our algorithm approximates the submesh around each vertex with a polynomial surface and calculates errors by measuring the deviation of the mesh vertices from their approximating surfaces.
Vertex Neighborhood Construction
The algorithm visits each vertex i x of the mesh and constructs a small neighborhood of nearby vertices. This neighborhood consists of all vertices topologically connected to i x and lying within a certain distance from it. The average length of the N edges incident to the vertex determines this distance:
This local calculation of average edge length is more useful than a global calculation because overlapping scans of a part can lead to widely varying vertex densities and edge lengths. To form t he neighborhood, we begin by adding vertex i x to it and then all connected vertices j x whose Euclidean distances from i x satisfy
where ω scales the radius of the neighborhood. Increasing ω makes the approximation more robust and less sensitive to noise, but also makes it more susceptible to feature edges and discontinuities in the original part. In our experiments, we found that 3.0 ω = works well even for noisy meshes.
Biquadratic Surface Fitting
We approximate the mesh near vertex i x by least squares fitting a biquadratic polynomial to the vertices in its neighborhood. We perform a linear least squares fit in a local ( ,, uvw) coordinate system with i x at the origin and its vertex normal i n as the w axis. The normal of the vertex is defined by
where () j F n is the normal of incident face j F , and j θ is the angle formed by the edges of j F incident to i x . Although there are various ways of estimating the surface normal, we choose this one because it is fast, local, and achieves good results. The , uv axes of the local coordinate system are found by taking cross products with i n . We find the positions j u of the neighborhood vertices using the rotation and translation
Then we determine its coefficients of the full biquadratic polynomial ( )
, huvaauavauauvav =+++++ by least-squares fitting it to the neighborhood. We solve the least squares problem by generating the normal equations and then finding the polynomial coefficients with Cholesky factorization. See a reference such as [10] or [11] for details. Finally, we use ( )
that approximates the vertex neighborhood.
Curvature Calculation
With a polynomial approximation for the neighborhood in hand, we can calculate robust estimates of the mean and Gaussian curvatures at the vertex. For other methods of calculating curvature on meshes, see [12] . The curvature estimates are then used to compute the principal and absolute curvatures at the vertex, which will be useful for seed vertex selection, as described in Section 4 . We begin by calculating the coefficients of the first and second fundamental forms of the surface at the origin of the local coordinate system. They are The absolute curvature, which will be used for seed vertex selection, is defined as the square root of the summed squares of the principal curvatures 22 12 abs κκκ =+ .
Feature Edge Detection
If the neighborhood of a vertex includes a sharp edge, then a biquadratic polynomial will not in general be able to model it correctly. It is unwise to trust the polynomial approximation for noise estimation in such a case, since a poor fit will likely over-or underestimate the noise at a vertex. Therefore, we want to use the biquadratic surface for noise estimation only when the surface is relatively flat -in places where the original surface has small, slowly varying curvatures. The quantity 1,i κ is the largest curvature (alternatively, the smallest radius of curvature) in any direction at vertex i x . A small radius of curvature indicates a feature edge or discontinuity in the original surface. Through various experiments, we determined that when the radius of curvature is less that 10 times the average edge length, then a feature is probable near a vertex. Therefore, if 
for the polynomial approximating the neighborhood of vertex i x , then the vertex error is not included in the estimate of the total noise for the mesh.
Global Noise Estimation
We can now estimate the mesh noise. We quantify the noise in 
The 1 G error measures the difference between the vertex normal and the surface normal of the approximating surface and is given by ( )
where n and i n are as defined in Eqs. (3) and (6) . Both of these error estimates will be used for testing vertex compatibility during region growing. Note that if Eq. (8) ε is shown in Figure 2 .
We must remark here that our mesh noise calculation makes some notable assumptions. First, Eq. (9) assumes the error of each vertex occurs only in the vertex normal direction. In reality, the error of the vertex is truly three-dimensional and may likely be related to laser scanner orientation. Furthermore, we do not calculate the shortest distance from each vertex to its approximating polynomial. Our estimate, however, requires virtually no computation and never underestimates the noise of a vertex. Second, Eq. (10) assumes that our calculation of the mesh vertex normal in Eq. (3) is in some sense correct for the vertex, when this clearly may not be the case in the presence of noise. Finally, the polynomial approximation itself is a function of the mesh vertex normal calculation, since the shape of the surface approximating the vertex neighborhood will change with the local coordinate system. We clearly simplify the problem a great deal. Nevertheless, our calculated noise values correspond well with those quoted by laser scanner manufacturers and laser scanner operators and we believe our noise estimation is sound.
To calculate the noise level for the entire mesh, we calculate the sum of squares of the 0 G and 1 G errors for all vertices not lying near feature edges. Dividing the sum by the number of vertices for which the errors were computed and taking the square root, we arrive at an estimate for the root-mean-square position and normal errors, ( )
where 0,1 j = and M and ' M are the total number of mesh vertices and the number of mesh vertices not on feature edges according to Eq. (8), respectively. During segmentation, the noise estimates will be crucial in deciding if vertices should be added to growing regions.
SEED VERTEX SELECTION AND CURVATURE FILTERING

Seed Vertex Selection
We use a simple scheme for seed vertex selection, sorting the vertices by their filtered absolute curvature and then growing regions from each vertex in order of ascending curvature. We choose absolute curvature because it can detect flat areas more reliably than Gaussian curvature and is more sensitive to surface bending than mean curvature.
Curvature Filtering
Although the size of the neighborhoods used for polynomial approximation mollifies some of the effects of noise on the estimated curvature, the curvature can still appear speckled. Therefore, we suggest smoothing the curvature with a single pass of a median filter. The implementation of a median filter on mesh curvature is parallel to its implementation on an image. For each vertex, we sort the absolute curvature values of its adjacent vertices and then change its curvature value to the median absolute curvature:
A single iteration of this approach produces good results. Note that the mesh vertices are not moved, but only the curvature of the vertices is changed. A median filter is appropriate for smoothing the curvature because it is a robust statistic uninfluenced by outlier noise and because it does not create new curvature values. The effects of median filtering on the absolute curvature are shown in Figure 3 .
We assume that, at any point during the segmentation process, the best seed vertex is the one with lowest absolute curvature not already belonging to any region. Therefore, to find seed vertices, the algorithm first sorts all the vertices by their filtered absolute curvatures and then attempts to grow regions from all the vertices in the mesh in order of increasing absolute curvature, skipping vertices already assigned to regions.
SEED REGION CONSTRUCTION
Once a seed vertex has been selected, the algorithm checks if the vertex neighborhood is suitable for region growing and, if this is the case, uses the neighborhood to find a surface approximation for region growing.
We choose to segment meshes into regions that can be accurately represented by bicubic polynomials because such functions are easy to deal with and prove the feasibility of our approach. Clearly, however, there are surfaces common in engineering, such as cylinders and spheres, which cannot be properly modeled with such functions. Nevertheless, many classes of surfaces could be used within the framework presented here. The requirements are that one can readily fit the surfaces to an arbitrary mesh, calculate surface normals, and calculate distances from the surfaces to points in space.
Because the algorithm uses a full bicubic polynomial for region growing, at least ten vertices are needed for least-squares fitting. In our implementation, we use at least twenty vertices to ensure algorithmic stability. The initial neighborhood is constructed by adding the seed vertex to it, and then adding more vertices based on their topological distance from the seed vertex until the neighborhood contains more than twenty vertices.
Once the initial neighborhood has been constructed, the seed vertex normal is used to determine a local coordinate system and a bicubic polynomial surface is fit to all the vertices in the vertex neighborhood in this coordinate system (see Eqs. (4) and (5) Because the initial neighborhood is grown rather arbitrarily and may, for example, contain a feature edge, we must test its compatibility with the approximating surface. We therefore test the 0 G and 1 G compatibility of each vertex in the initial neighborhood with the bicubic polynomial. If any vertices in the neighborhood do not satisfy the compatibility requirements, the region is rejected. This means none of the vertices in the seed region are assigned to a region. Then the algorithm moves on to the next seed vertex. Compatibility is verified by first checking if
where j w is the height in the local coordinate system of vertex j x and h is evaluated at ( ) 
REGION GROWING
If the surface approximating the initial neighborhood of the seed vertex passes the compatibility tests, Eqs. (12) and (13) , then the neighborhood becomes a seed region and we begin region growing. This is a simple process in which vertices adjacent to the region are added to it if they do not yet belong to a region and if they satisfy the compatibility inequalities (12) and (13) . This is continued until all vertices adjacent to the region are either incompatible with its polynomial approximation or are already assigned to other regions.
Once a region finishes growing, we try to enlarge it by fitting a new bicubic polynomial surface to it. Because the region can be quite large, however, the seed vertex normal does not necessarily provide a good basis for a local coordinate system. Therefore, we perform a linear least squares fit of a plane in the existing local coordinate system and then use the plane normal to compute a new local coordinate system. That is, if the plane is given by that n must be cast into the global coordinate system. The vertices in the region might no longer be compatible with the new surface representation, so the region is cleared and all its vertices are reset to not belong to any region. Then the algorithm begins growing the region from the seed vertex again. The goal of this approach is to obtain the largest possible region with the best possible surface representation.
We repeat the process of region growing and surface refitting until the size of the region stops increasing from one iteration to the next. In our implementation, we stop the algorithm when the size of the current region is less than five vertices larger than the size of the previous region. That is, we stop when 5
For the first iteration, old R is set equal to the size of the initial seed vertex neighborhood. When a region meets this termination criterion, it is saved and a new seed vertex is selected. A segmented mesh is shown in Figure 4 .
Once a region finishes growing, we have a group of connected vertices that are all approximated to known tolerances i i ωσ by a bicubic polynomial surface in a local coordinate system. When all seed vertices have been checked, if the compatibility conditions are properly set, then the mesh is partitioned into connected sets of vertices representing meaningfully different surfaces.
Speckle Removal
Once the mesh segmentation is complete, the algorithm makes one pass through the mesh to remove small holes in the regions caused by outlier vertices. Outlier vertices are caused by spike noise in the laser-scanner data and lie far outside the bounds assumed by a normal distribution and would generally not pass the compatibility tests for a region. Therefore, vertices obviously corrupted by spike noise are assigned to the region surrounding them.
Specifically, after segmentation is complete, all vertices not assigned to a region, but surrounded by vertices belonging to a single region, are assigned to their surrounding region.
RESULTS
In Figures 6 and 7 , we demonstrate the various steps of our algorithm on two real data sets. Figure 6 shows an automobile C-pillar and Figure 7 shows part of an engine. for the engine. In both cases, the segmentation produces large segments with clear boundaries.
In Figures 6(e) and 7 (e) we demonstrate the smoothness of the polynomial surfaces approximating each region by merely projecting each vertex onto the polynomial approximating the region to which it belongs. Discontinuities at region boundaries and unsegmented areas are visible.
CONCLUSIONS AND DISCUSSION
Our algorithm generates reasonable segmentations of noisy and smoothed laser-scanner data with little or no user interaction. The algorithm also works in a few seconds, even on large data sets. In addition to partitioning the mesh data, the algorithm also creates surfaces that approximate the data to within known tolerances. The segmentation and the surfaces associated with it have many applications, including feature detection, boundary generation for patch fitting, and surface reconstruction. The segmentation can often be improved if the laser-data is smoothed first using an algorithm that preserves sharp edges and feature lines, such as [13] .
Although bicubic polynomial surfaces were used to demonstrate the feasibility of the algorithm, they may not be the best class of surfaces for segmenting general three-dimensional surface data. Clearly, cylindrical or spherical surfaces, which occur frequently in engineering design, cannot be modeled properly with piecewise bicubic surfaces. Furthermore, in this work we parameterize data points by projecting them onto a plane, but for a robust implementation a more general form of parameterization should be used.
Using the approximating surfaces and their corresponding regions to find feature lines and inflection lines is a promising direction of research. The segmentation can also be used for feature detection. The region boundaries and approximating surfaces might also be used to define patch boundaries for part design. Indeed, the region boundaries themselves can be segmented into sets of connected mesh edges represented by piecewise smooth space curves. This is described for images and range data in [2] . Furthermore, one might also use inflection lines calculated from the approximating surfaces to define patch boundaries.
Finally, the segmentation can be used to reconstruct piecewise smooth surfaces from noisy data. The segmentation creates several smooth surfaces that approximate the mesh with high accuracy. The region boundaries can then be examined to determine whether adjacent regions merge smoothly or along sharp edges. Adjacent surfaces with very similar surface normals along their boundaries could be blended and those with differing normals could be connected along their intersection, creating a sharp edge. These surfaces could then be used to remesh the part. 
