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We consider the Peano curve separating a spanning tree from its dual spanning tree on an embedded
planar graph, where the tree and dual tree are weighted by y to the number of active edges, and
“active” is in the sense of the Tutte polynomial. When the graph is a portion of the square grid
approximating a simply connected domain, it is known (y = 1 and y = 1+
√
2) or believed (1 < y < 3)
that the Peano curve converges to a space-filling SLEκ loop, where y = 1−2 cos(4pi/κ), corresponding
to 4 < κ ≤ 8. We argue that the same should hold for 0 ≤ y < 1, which corresponds to 8 < κ ≤ 12.
One of the aims of statistical physics is to describe the
phenomenology of phase transitions. These can be broadly
classified into discontinuous or continuous transitions.
For the latter, the main challenge is to derive critical
exponents which govern the behavior of physical quantities
at the transition point. To that end, a popular approach
is to study discrete mathematical models which are both
tractable and yet complicated enough that they reflect
universal features of critical phenomena. Sorting these
models into universality classes independent of the details
of each model is of central importance.
A family of such discrete models is the Fortuin–
Kasteleyn (FK) random-cluster model [1], which is a
probability measure on subsets of edges of a graph (i.e.,
a correlated percolation model), where a configuration is
weighted by p/(1− p) to the number of edges times q to
the number of connected components. Although many
quantitative features of the FK model have been predicted
using the renormalization group method, conformal field
theory, and Coulomb gas methods, rigorous mathematical
derivations are only sparse and recent. In two dimensions,
the phase transition in p ∈ [0, 1] was predicted by Baxter
[2] to be continuous for q ≤ 4 and discontinuous for q > 4;
for the square lattice, this has been proven rigorously
for 1 ≤ q ≤ 4 [3] and q ≥ 26 [4]. On the square lattice,
the critical value is expected to be the self-dual value√
q/(1 +
√
q), which was proven rigorously [5] for q ≥ 1.
In 2D, a topologically equivalent way of encoding the
information of such percolation models is to look at
the boundaries of connected components (called clusters)
which form a dense collection of loops. There is a way to
cut these loops open and connect them together to obtain
a unique space-filling loop (a “Peano curve”) which can be
seen as a Markovian exploration of the FK configuration
of edges. We shall describe this in greater detail below.
Conformal Field Theory (CFT) has predicted the struc-
ture of universality classes in 2D by means of representa-
tions of the Virasoro algebra (parametrized by the central
charge). In a major breakthrough [6], Schramm gave a
new geometrical way of apprehending these universality
classes by introducing a family of random fractal curves
defined in planar domains and stochastically invariant
under conformal transformations: the Schramm–Loewner
evolutions (SLE). The family is parametrized by a nonneg-
ative real number κ accounting for the fractal dimension
min(1 + κ/8, 2) of the curves [7, 8].
The SLE curves describe a one-parameter family of
universality classes for planar critical models. The loops
surrounding the critical FK clusters are believed to have
the same scaling limit as the O(n) loop model in its dense
phase where n =
√
q. As explained in the expository
paper [9], the general prediction for the relations between
the parameter q of the critical FK model, the O(n) model,
and the parameter κ of the corresponding SLEκ is
√
q = n = −2 cos(4pi/κ) . (1)
This means that interfaces between clusters are expected
to converge to SLEκ where κ is the largest solution
of (1) [10]. Equivalently, the corresponding Peano curve
should converge to a space-filling variant of SLEκ [11].
This has been proven in certain cases, notably for the
critical FK-Ising (i.e. q = 2) interfaces by Smirnov and
collaborators [12, 13]. In the limit q → 0, the critical
FK model becomes the uniform spanning tree, for which
the Peano curve was proven by Lawler, Schramm, and
Werner [14] to be described by SLE8.
For each n ∈ [−2, 2], the two largest solutions κ1 ≥ κ2
to (1) are related by 1/κ1 + 1/κ2 = 1/2. For n ≥ 0, the
O(n) loop model on the honeycomb lattice (with edge-
weight x) should have (at least) two conformally invariant
phases: one at the critical point xc = 1/
√
2 +
√
2− n
(dilute phase, described by SLEκ2), and one in the super-
critical regime x > xc (dense case, described by SLEκ1);
see e.g. [9, § 5.6] and also [15]. In addition to the dilute
and dense phases, there is also a compact (fully packed)
phase corresponding to x =∞. On the honeycomb lattice,
it was predicted to be conformally invariant [16]. However,
the scaling limit is lattice dependent and for example its
critical exponents differ on the honeycomb and square
lattices [17] (see also [18]).
To date, discrete models corresponding to the univer-
sality classes of SLEκ have essentially only been defined
in the range 2 ≤ κ ≤ 8. (There was a proposal that paths
within “watersheds” converge to SLE1.734±0.005 [19], but
that is wrong [20, 21].) It is a natural objective to look
for discrete models corresponding to other values of κ.
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2We propose a probabilistic model — generalizing the
uniform spanning tree model — which we conjecture
converges to a form of SLEκ in the range κ ∈ (8, 12]
(and also in the dual range κ ∈ [4/3, 2)). Prior to SLE,
the O(n) model was studied, from the point of view of
CFT, in the range −2 ≤ n ≤ 2 by Nienhuis [22] and
Cardy [23], but for n < 0 it no longer makes sense as a
probability measure on loop configurations. (The range
n < 0 corresponds to central charge c < −2.) Our model
gives a probabilistic representation of the critical FK
model corresponding to the range
√
q = n ≥ −1, using
a combinatorial description of the Tutte polynomial of a
graph, which we now review.
Tutte polynomial. For an arbitrary graph G = (V,E),
the Tutte polynomial is
TG(x, y) :=
∑
E′⊆E
(x− 1)k(E′)−k(E)(y − 1)k(E′)+|E′|−|V | ,
(2)
where the sum is over subsets of edges E′, and k(E′) is
the number of connected components of the spanning
subgraph of G with edge set E′. The partition function of
the FK model is a specialization of the Tutte polynomial
(up to a multiplicative constant) with x = 1 + q(1− p)/p
and y = 1 + p/(1 − p) [1]. In the following, we assume
without loss of generality that the graph G is connected.
Tutte’s original definition is
TG(x, y) =
∑
spanning trees t
xia(t) yea(t) , (3)
where the sum is over spanning trees t, ia(t) is the number
of “internally active” edges of t, and ea(t) is the number
of “externally active” edges of t. The notion of active
edge requires some explanation.
An edge is said to be internal with respect to a spanning
tree if it is part of it, and external otherwise. The cycle
formed by adding an external edge to a spanning tree
is called its fundamental cycle with respect to the tree.
The cut formed by deleting an internal edge is called
its fundamental cut with respect to the tree. In Tutte’s
definition [24], the edges come with an arbitrary order,
and whether or not an internal (resp. external) edge is
active with respect to a spanning tree is determined by
whether or not the edge is minimal amongst all edges in
its fundamental cut (resp. cycle) with respect to the tree.
There are other definitions of activities [25–27] for which,
remarkably, (3) always holds.
With Tutte’s original definition of activity, the equiv-
alence of (2) and (3) can be verified using an edge con-
traction / deletion recursion formula. We use a notion of
activity which is defined using the planar embedding of
the graph, as discussed below. This “embedding” activity
was essentially described by Bernardi, except that we re-
place “minimal” with “maximal” in Bernardi’s definition
[26, § 3.1, Def. 3], so that it can be understood in terms of
a local exploration process; see also Courtiel’s discussion
[27, § 7.2]. This local exploration process is very similar
to the discrete version of Sheffield’s SLE exploration tree
construction of the conformal loop ensemble [28, § 2.1]
which was also used in [29].
Assume now that the graph G is embedded in the plane
and let G∗ be its dual. The medial graph of G is a 4-valent
planar graph obtained by creating a 4-valent vertex at
the intersection of each edge with its dual; medial graph
vertices are neighbors whenever the corresponding edges
of G both share a vertex and bound the same face.
The medial graph provides a way of rewriting the Tutte
polynomial of a planar graph in a more symmetric way
[30, 31]: at any medial graph vertex, there are two ways
to split the vertex into two noncrossing 2-valent vertices;
the resulting configuration is a collection of loops on the
medial graph which is Eulerian (every edge of the medial
graph is used exactly once). Given a subgraph of G, one
can split the medial graph vertices so that the Eulerian
loops do not cross the edges of the subgraph or its dual.
This defines a mapping from subgraphs of G to Eulerian
loop configurations of its medial graph. See Fig. 1.
Given a subset E′ of primal edges, let E′∗ be the set
of dual edges not crossing E′ (of cardinality |E| − |E′|).
By Euler’s formula, (2) may be rewritten
TG(x, y) =
∑
E′⊂E
(x− 1)k(E′)−1(y − 1)k(E′∗)−1 .
By the above mapping, and labelling (by “iloop” or
“eloop”) each Eulerian loop whether it is the exterior
*
*
*
*
FIG. 1: Left: a subgraph of the 3×3 square grid with free
boundary conditions, together with the dual subgraph
(dotted lines) of the 2 × 2 grid with wired boundary
conditions (the outer wired dual vertex is not shown),
and its Eulerian loop representation (blue curved loops).
Right: the associated spanning tree, dual spanning tree,
and Peano curve (blue loop based at the arrowhead), along
with stars marking the active edges. Each star is drawn
on the side of the edge first encountered by the Peano
curve, which is when the exploration processs (defined
below) determines the edge to be active.
3boundary of a primal or dual cluster, further yields
TG(x, y) =
∑
Eulerian loop config.
(x−1)#iloops−1(y−1)#eloops ,
where the sum is over all Eulerian loop configurations of
the medial graph.
We now define an exploration procedure for connecting
together the loops in an Eulerian loop configuration. Start
at the middle of an edge of the medial graph and pick a
direction for the exploration. Each medial vertex is split
in one of two ways when it is first encountered by the
exploration process. If one of the possible splits would
disconnect the graph or dual graph, the other split is used,
and that medial vertex is (embedding) active. Otherwise,
the medial vertex is split according to the Eulerian loop
configuration, and the medial vertex is not active.
The exploration process produces a new Eulerian loop
configuration consisting of just one loop. This loop is the
“Peano curve” separating a spanning tree t from its dual
spanning tree t∗. See Fig. 1.
For each spanning tree t, there are 2a(t) loop configura-
tions that map to it, where a(t) = ia(t)+ea(t) is the total
number of active edges for t. Starting from a spanning
tree t, if we switch any k internally active edges and `
externally active edges, we obtain an Eulerian loop con-
figuration with k + 1 internal loops and ` external loops.
Hence the weighted sum over Eulerian loop configurations
can be rewritten as a sum over spanning trees each hav-
ing weight xia(t)yea(t). This implies the equivalence of (2)
and (3) for planar graphs. (See also [27] or [26].)
Note that the activity a(t) of a spanning tree depends
on the starting point and direction of the exploration
process, as shown in Fig. 2.
*
*
*
* *
** * **
FIG. 2: The spanning tree t from Fig. 1. When the Peano
curve is rooted at a different location, or its orientation
is reversed, the number of active edges a(t) can change.
Active spanning trees. The exploration procedure
maps any subgraph to a spanning tree. In particular,
a self-dual FK model with parameter q is mapped to a
random spanning tree t with distribution proportional to
ya(t), where y = n+ 1, and a(t) is the embedding activity.
We call such a tree an “active spanning tree” (see Fig. 3).
It is analogous to Sheffield’s exploration tree process for
constructing the conformal loop ensembles CLEκ, with
4 < κ ≤ 8 [28]. This analogy holds for 1 ≤ y, which is the
range of y for which the FK interpretation is valid.
FIG. 3: Active spanning trees on a 15 × 15 grid with
active edges (both internal and external) marked with
red dots. Here the Peano curve starts in the lower left
corner and runs clockwise (as in Fig. 1). The values of y
are 1/64 (upper left), 1/16 (upper right), 1/8 (lower left),
and 1/2 (lower right).
It is natural to consider random trees with similar
probability distributions (3) which do not come from the
exploration of a random subgraph: active spanning trees
weighted by ya(t) for 0 ≤ y < 1. Importantly, their Peano
curves satisfy the domain Markov property, even without
an associated FK representation. Note that the domain
Markov property holds for the embedding activity, but
not Tutte’s original definition of activity.
In view of CFT predictions [22, 23] for n = y − 1 ∈
[−1, 0), it is natural to assume that in the range y < 1, the
model should also exhibit conformal invariance. Hence, if
the Peano curve has a limit, satisfying both the domain
Markov property and conformal invariance (and is space-
filling), it must be an SLEκ curve for some parameter
κ ≥ 8. We conjecture that the relation between n = y− 1
and κ should still be (1) in that range.
Before stating the conjecture, we review some back-
ground on imaginary geometry, the theory recently devel-
opped by Miller and Sheffield. For κ ≤ 4, SLEκ can be
constructed [32–34] as flow lines of the vector field eih/χ
where h is a Gaussian free field and χ = 2/
√
κ −√κ/2.
Miller and Sheffield showed that when one glues together
all possible flow lines in this field, one obtains a continuum
spanning tree whose branches are SLEκ and for which
the curve separating it from its dual tree is a space-filling
version of SLEκ′ for κ
′ = 16/κ [11, 34]. This is the so-
called light cone duality. (When κ′ ≥ 8, SLEκ′ is already
4L
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FIG. 4: Autocovariance for the winding angle variance estimator for fixed y as a function of L and the number of
sweeps. Here “sweep” means L2 independent updates of the active-tree Markov chain. From left to right, the values of
y are 1/48, 1, 2, 3, and 4.
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FIG. 5: Autocovariance for the estimators for winding angle variance (left), outer boundary dimension (middle), and
outer boundary winding angle variance (right), for L = 64 as a function of y and time. These estimators appear to
decorrelate rapidly (after a small number of sweeps of the active-tree Markov chain) for 0 < y ≤ 3.
space-filling [7]; for 4 < κ′ < 8 Miller and Sheffield explain
how to construct space-filling SLEκ′ by splicing together
ordinary SLEκ′ ’s [11].)
SLE duality for κ′ > 8 is slightly different than for
κ′ ≤ 8. SLEκ′ is reversible when κ′ ≤ 8, but not when
κ′ > 8, although in this case the variant SLEκ′(ρ1, ρ2)
with force points is reversible provided ρ1 + ρ2 = κ
′/2− 4
[11, 35]. The outer boundary of SLEκ′ (with or without
force points) is SLE16/κ′ with suitable force points, but
the formula for the forces is different when κ′ > 8 [11, 35].
Conjecture. The Peano curve of an active spanning
tree with 0 ≤ y < 1 converges in the scaling limit towards
SLEκ′ (with force points), where κ
′ = 4pi/ arccos((1 −
y)/2) ∈ (8, 12].
This would imply, by SLE-duality [34–36], that the
branches of the active tree converge to SLEκ (with force
points) with κ = 16/κ′ ∈ [4/3, 2).
For 1 ≤ y < 3, the analogous conjecture is equivalent to
the prediction for the critical FK model scaling limit [9].
In joint work with Gwynne and Miller [37], we prove
that in the setting of quantum gravity, where the under-
lying graph is itself random, and weighted by the active
tree partition function, for y < 1 the active tree Peano
curve converges to SLEκ′ in the peanosphere sense [38–
40]. (The case 1 ≤ y < 3 was proven earlier by Sheffield
[29]; see also [41–43].)
The case y = 0 corresponds to the uniform measure
on spanning trees with minimal number of active edges.
Bernardi [26] constructed a bijection between these mini-
mally active trees and bipolar orientations, where a bipo-
lar orientation is an acyclic orientation with exactly one
source and one sink (an earlier bijection was given by
Gioan and Las Vergnas [44] for Tutte’s notion of activity).
With Bernardi’s bijection, our conjecture implies that a
certain bipolar Peano curve defined in [45] should converge
to SLE12 and the branches of the tree to SLE4/3. This
was proven recently in the setting of quantum gravity [45].
Sampling. To test the conjecture, we sampled y-active
spanning trees on an L× L region of the square grid, for
a variety of values of y and L, and measured properties
of the Peano curve, comparing them to the values that
would correspond to SLE, as described in the next section.
We used a Markov chain to sample the y-active span-
ning trees. The Markov chain picks a random edge of the
graph, and “flips the edge”, adding it to the tree if it is
not in the tree already, or removing the edge if it is in the
tree. This creates either a cycle or a dual cycle, which is
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FIG. 6: Active spanning tree simulation results with y = 1/2 for various system sizes L = 8, 9, . . . , 128, together with a
curve fit. The left plot is a log-linear plot of the winding angle variance, and the fitted curve is 1.222 lnL+ 0.934−
0.301(lnL)2/L+ 0.567(lnL)/L− 0.336/L, which corresponds to the point (0.5, 1.222) in the winding angle variance
coefficient plot in Fig. 7. By comparison, the SLE winding coefficient prediction for y = 1/2 is 1.245. The middle
plot is a log-log plot of the expected estimator for the outer boundary length; the slope gives the dimension estimate
in Fig. 7. The right plot is a log-linear plot of the outer boundary’s winding angle variance, whose slope gives the
y = 1/2 point in the right plot of Fig. 7.
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FIG. 7: Simulation estimates (points) and SLE predictions (curves) for the winding angle variance coefficient (left),
outer boundary dimension (middle), and outer boundary winding angle variance coefficient (right) of the active tree
Peano curve, plotted as a function of the activity y. The value of κ′ is determined by y using Eqn. (1) together with
n = y − 1. The SLE predictions for these three quantities come from Eqns. (4), (5), and (6) respectively.
broken by flipping another edge. For each possible choice
of the second edge to flip, we compute what the resulting
activity would be, and choose the edge with probability
proportional to y to this activity. The computations for
each step of the Markov chain can be done in time which
is typically proportional to the area of the cycle or dual
cycle. In the case y = 1, this Markov chain has been
proven to mix in polynomial time for any graph [46].
Since there are no rigorous mixing time results except
when y = 1, we estimated the active-tree Markov chain’s
mixing rate by measuring decorrelation times of several
properties of the active spanning tree. Some of these
measurements are illustrated in Figs. 4 and 5. The auto-
covariance data appears to be consistent with polynomial
time mixing for the 2D grid when 0 < y ≤ 3. We would
not expect rapid mixing for the 2D grid when y > 3 due
to the first order phase transition of the associated critical
FK model.
The active-tree Markov chain also provides a way to
sample the FK model for any q > 0 (recall the correspon-
dence y = 1 +
√
q and see Figs. 4 and 5). For q ≥ 1, the
Swendsen–Wang algorithm [47], the Wolff algorithm [48],
and the Chayes–Machta algorithm [49] can be used for
sampling, but for q < 1, the only previous sampling algo-
rithm is the single-bond heat-bath Markov chain [50–53].
For q > 0 (y > 1) one could also alternate between the
active spanning tree and FK representations, in a manner
reminiscent of Swendsen–Wang’s alternation between FK
and spin representations. Further tests should be carried
out to compare these methods.
Simulation results. We tested three properties of the
active tree Peano curve to compare with SLEκ′ . These
are (1) the variance of the winding angle of the Peano
curve, which should scale as
4κ′/(κ′ − 4)2 × lnL (4)
for space-filling SLEκ′ [11], (2) the dimension of the outer
boundary of the Peano curve (i.e., the fractal dimension
of the branches of the active tree), which should be
1 + κ/8 = 1 + 2/κ′ (5)
[7, 8], and (3) the winding angle variance of the outer
boundary, which should be
4/κ′ × lnL (6)
6[20, 54]. We did not measure the variation in the Loewner
driving function because this is difficult to do accurately,
nor the left-crossing probabilities [55], because these would
be affected by the values of ρ1 and ρ2 for the force points.
For each of many values of y, we produced samples
for boxes with side length L = 8, 9, . . . , 128, running the
Markov chain between 4× 105 × L2 and 106 × L2 steps,
collecting data on the active spanning tree Peano curve
(Fig. 6 shows the data for y = 0.5). We measured the
variance of the winding of a random segment of the Peano
curve, and the size of the subtree or dual subtree rooted
at a random edge, to measure the length of typical tree
branches. We biased the random edge to be away from
the boundary, according to the square of the principal
Dirichlet eigenvector, to better measure bulk properties of
the Peano curve. We used autocovariances in the sampled
data (Figs. 4–5) to estimate the “burn-in” time for the
Markov chain, and to estimate the uncertainty in the
average sampled data.
A study of the case y = 2 (percolation) with much more
data for many more L’s suggests fitting to a function of
the form a lnL + b + c ln2 L/L + d lnL/L + e/L, where
the coefficient of lnL is the desired quantity. We then fit
the measured variance in the winding of the curve and its
outer boundary and the log of the mean subtree size to
curves of this form.
The results of these curve fits, for each of many values
of y, are shown in Fig. 7. The estimates for the wind-
ing angle variance are nearly indistinguishable from the
SLE prediction, the estimates for the outer boundary
dimension are quite close to the SLE prediction, and the
estimates for the outer boundary winding angle variance
are noisy but not bad. Overall the experiments support
the active-tree SLE conjecture.
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