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ABSTRACT  
The detection of internal seepage zones in embankments (dams and levees) by 
geophysical seismic techniques such as seismic refraction is limited by a number of factors. 
Some factors are associated with inversion and smoothing problems during processing, while 
others are associated with the natural characteristics of embankments and seepage anomalies. In 
this research, changes in the seismic response associated with: embankment soil compositions 
and moisture, characteristics of the seepage zone, presence of water in the reservoir, and shape of 
embankment was studied via 2D and 3D finite element (FE) embankment models. Artificial 
reflections from external boundaries and numerical dispersion were first examined in the frame 
work of COMSOL. A combination of an absorbing layer and dashpot elements produced 
minimal reflections. The numerical dispersion study suggested a mesh composed of 5 quartic (4th 
order) elements per wavelength and a time step of 1/4 of 1/20 of the minimum period to be 
optimal. COMSOL models were verified by comparing to the analytic solutions for a transient 
point source in an unbounded media. The agreement of arrival times from a point source and a 
line source were also ascertained for an elastic half space model. The seismic response of dry 
and wet seepage zones in an embankment were evaluated for 2D longitudinal and transverse 
models. The zones considered in this study do not cause substantial deviations on the first arrival 
times but behave as scatters and their signatures were, predominantly, wavelet distortion. Wet 
(high impedance) zone produces a higher amplitude wavelet that is delayed in time, whereas a 
dry (low impedance) zone produces an earlier arriving lower amplitude, first arriving wavelet.
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Processing algorithms such as tomography that can incorporate such finite frequency effects may 
improve the detection of internal seepage in earthen embankments. The results from preliminary 
3D models suggest that the water in the reservoir and the embankment’s 3D shape have no effect 
on the first arrival times of seismic waves. 
iv 
!
DEDICATION 
I would like to dedicate this thesis to my beloved parents, sisters and brothers, to my 
friends and colleagues who motivated me and stood with me during the challenging period of the 
thesis work. !!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
v 
!
LIST OF ABBREVIATIONS AND SYMBOLS 
Note: Sub-indices are described in parenthesis. 
2D   Two dimensional 
3D   Three dimensional !   Node number !   Amplitude of wave (!: incident, !: reflected, !: transmitted wave)  !"   Global boundary force !"!   Nodal force vector due to traction on the boundary of element 
ABL   Absorbing boundary layer 
ASDSO  The Association of State Dam Safety Officials !           Void ratio of soil !   Element !          Frequency (!"#: dominant) !   Global loading force  !!        Body force in the !-direction !!   Nodal body force vector in an element 
FEM   Finite element method !            Acceleration due to gravity (9.81! /!!)  !   Identity tensor 
J   Jacobian 
vi 
!
!!   Jacobi matrix K       Bulk modulus (!: soil mineral grains,! : water, !: air, !": skeleton, !": 
fluid) !   Global stiffness matrix !          Wave number !!   Local stiffness matrix  !!   Mesh size factor !!   Step time factor M    Constraint modulus !!          Mass (!: air,! : water, !: solid) !   Global mass matrix !!   Local mass matrix 
MASW  Multi-channel analysis of surface wave !   Normal vector to a boundary !   Order of mesh element !            Porosity of soil !!    Shape function 
NID   National Inventory of Dams 
R           Reflection coefficient !!           Specific gravity !!          Degree of saturation !!           Specific surface area 
SH       Horizontally polarized S-wave 
vii 
!
SV       Vertically polarized S-wave !           Time 
T           Transmission coefficient !! ,!!                  Displacement in !-direction  !!,!,!!   Velocity in!!-direction !!,!!,  !    Acceleration in !-direction !!!!!    Nodal displacement in an element 
USDA-ARS  United States Department of Agricultures – Agricultural Research Service  !         Wave velocity (!: P-wave, !: S-wave, !: Rayleigh wave) !          Volume (!: void, !: air, !: water, !: solid) 
VDBM  Viscous damping boundary method !           Water content (!: gravimetric,!: volumetric) !          Weight (!: water, !: solid) !         Impedance  !!"       Stress in the !-direction whose unit normal is in !-direction  !!"       Strain in the !-direction whose unit normal is in !-direction  !   Gradient operator ! ∙   Divergence operator !×   Curl operator !!!, !"(!)              Volumetric strain /Trace of strain tensor  !!"                   Kronecker delta  !       Mass density (!: mineral that make soil grains, !: water, !: air, !": fluid) ! and !         Lamé constants 
viii 
!
µ           Shear modulus !          Young’s modulus !           Poisson’s ratio  ⍵         Angular frequency !           Wavelength (!: Rayleigh wave) !        Angle (!: incident, !: transmission, !"#$#!%&: critical refraction) !            Unit weight of soil !!"#$     Elastic threshold shear strain 
α           Attenuation Q           Quality factor  !          Damping ratio Г   Boundary !   Domain! !!   Element domain !     Test function !, !, !   Standard local coordinate system !!!!    Global nodal coordinates !!    Mapping function !!" and!!!!"  Rayleigh damping coefficients  ∆!   Maximum mesh size ∆!   Maximum time step  
ix 
!
ACKNOWLEDGEMENTS 
First, I would like to thank the almighty God for giving me the courage, the wisdom, and 
the strength to complete the MS study and research project. 
I would also like to give my sincere gratitude to my research advisor, Dr. Craig Hickey, 
Interim Associate Director at NCPA, Research Associate Professor of Physics and Geological 
Engineering, for his continuous support, motivation and sharing of knowledge. It has been a 
great pleasure to work for him and I will be forever grateful. 
My academic advisors, Dr. Christopher Mullen, Interim Chair of Civil Engineering 
Department and Associate Professor of Civil Engineering, and Dr. Chung Song, Associate 
Professor of Civil Engineering, have shared their knowledge related to the finite element 
procedures and the soil mechanics parts of the project. I am very grateful.  
I would also like to thank Ina Aranchuk for assisting me with Matlab and Dr. Sara Davis 
Brown for proofreading my thesis paper. 
Most of all, I would like to thank my beloved parents, sisters and brothers, and Betina for 
their inspiration and support during my two years stay at Ole Miss. I would also like to thank 
Leti Wodajo for his close support and encouragement. I am so lucky to have them all. 
Finally, I would like to thank the Department of Homeland Security- Southeastern 
Region Research Initiative (SERRI) at the Department of Energy’s Oak Ridge National 
Laboratory for funding the project. The information in the thesis is not the views of the 
Department of Energy and the Department of Homeland Security. 
x 
!
TABLE OF CONTENTS 
Abstract ..........................................................................................................................................  ii 
Dedication .....................................................................................................................................  iv 
List of abbreviations and symbols ...................................................................................................v 
Acknowledgements ........................................................................................................................ !ix 
List of tables ................................................................................................................................ !xiii 
List of figures ............................................................................................................................... !xiv 
1. INTRODUCTION .......................................................................................................................1 
2. THEORETICAL BACKGROUND ..........................................................................................12 
2.1 Seismic wave equation .................................................................................................12 
2.1.1 Solution to seismic wave equation  ............................................................15 
2.1.2 Solution to wave velocities in infinite medium  ........................................16 
2.2 Different modes of seismic wave propagation .............................................................18 
2.2.1 Compressional waves  ................................................................................18 
2.2.2 Shear waves  ..............................................................................................19 
2.2.3 Rayleigh waves  .........................................................................................20 
2.2.4 Love waves  ...............................................................................................20 
2.3 Seismic wave propagation in an elastic media with interfaces and inclusions ............21 
2.3.1 The effect of an interface on seismic wave propagation  ...........................21  
2.3.2 The effect of an inclusion on seismic wave propagation  ..........................24  
xi 
!
2.4 Soil mechanics and seismic waves ..............................................................................24  
2.4.1 Soils ..............................................................................................................25 
2.4.2 Elastic properties of soils  .............................................................................27 
3. FINITE ELEMENT MODELING USING COMSOL  ...........................................................32 
3.1 Absorbing boundaries of the model  ............................................................................34 
3.1.1 Viscous damping boundary method (VDBM)  .............................................34 
3.1.2 Absorbing boundary layer (ABL)  ................................................................45 
3.2 Numerical dispersion simulations and analysis  ..........................................................58 
3.3 Seismic wave propagation through simple models  .....................................................62 
3.3.1 Seismic wave propagation from a point source in unbounded media  .........62 
3.3.2 Seismic wave propagation in an elastic half space (Lamb’s problem): 
    Point source versus line source  ...................................................................68 
3.3.3 Simulation of reflection and refraction of seismic waves from  
    an interface  ..................................................................................................72 
4. FINITE ELEMENT MODELING OF 2D SEISMIC WAVE PROPAGATION  ...................80 
4.1 Embankment model  ....................................................................................................81 
4.2 2D Longitudinal finite element simulations  ...............................................................83 
4.2.1 Homogenous embankment  ........................................................................84 
4.2.2 Homogenous embankment with dry zones  ...............................................89 
4.2.3 Homogenous embankment with wet zones  ...............................................93 
4.2.4 Embankment with a velocity gradient  ......................................................96 
4.2.5 Embankment with a velocity gradient and dry zones  .............................100 
4.2.6 Embankment with a velocity gradient and wet zones !..............................!103 
xii 
!
4.2.7 Homogenous embankment with one zone  ..............................................106 
4.3 2D transverse finite element simulations  ..................................................................109 
4.3.1 Homogenous embankment  ......................................................................110 
4.3.2 Homogenous embankment with water in the reservoir  ..........................113 
4.3.3 Homogenous embankment with a dry zone  ............................................115 
4.3.4 Homogenous embankment with a wet zone  ...........................................117 
4.3.5 Embankment models with a phreatic surface ..........................................119 
5. FINITE ELEMENT MODELING OF 3D SEISMIC WAVE PROPAGATION  .................124 
5.1 Embankment model  ..................................................................................................124 
5.2 Effect of water-filled reservoir on seismic response of the embankment  .................130 
5.3 Effect of the 3D shape of embankment on the seismic response  ..............................134 
6. CONCLUSIONS  ..................................................................................................................137 
Bibliography  ...............................................................................................................................143 
Appendix: Overview of finite element method  ..........................................................................150 
Vita ...............................................................................................................................................167 
!
! !
  
xiii 
!
LIST OF TABLES!
1. Phase diagram and relationship between soil parameters  .........................................................25 
2. Typical porosity and specific surface areas for near surface soils (Butler, 2005)  ....................26 
3. Typical wave velocities (in m/s) for near surface soils (Butler, 2005)  .....................................29 
4. Typical small strain damping values (Butler, 2005)  .................................................................31 
5. Wave velocities and densities of embankment model materials ...............................................83 
6. 3D mesh and solution parameters and associated memory requirement and 
simulation times  ..........................................................................................................................130 
xiv 
!
LIST OF FIGURES 
1.1. Leading causes for failure in dams ...........................................................................................3 
2.1. Stresses acting on an element subjected to an elastic disturbance ..........................................13 
2.2. Particle movement pattern in compressional wave propagation .............................................19 
2.3. Particle movement pattern during shear wave propagation ....................................................19 
2.4. Particle movement pattern in Rayleigh wave propagation .....................................................20 
2.5. Particle movement pattern in Love wave propagation ...........................................................21 
2.6. The reflection and transmission of a normal incident plane wave  .........................................22 
2.7. Oblique incidences and mode conversions .............................................................................23 
2.8. Critical refraction  ...................................................................................................................24 
2.9. Physical processes that determine wave velocities (Butler, 2005) .........................................28 
3.1. Viscous dashpots on the XY Plane (Ross, 2004)  ...................................................................35 
3.2. Effective energy ratio for incident P-wave and S-wave (ν = 0.25)  
(Kouroussis et al., 2011)  ...............................................................................................................36 
3.3. Effective energy ratio for incident P and S-wave and for various values of ν  
(a = b = 1) (Kouroussis et al., 2011)   ...........................................................................................37 
3.4. Schematic of an elastic half space bounded with VDBM .......................................................38 
3.5. Ricker wavelet in time domain and in frequency domain ......................................................38 
3.6. Normalized vertical (left) and horizontal (right) displacements at receiver A with 
a = b = 1 .........................................................................................................................................41 
xv 
!
3.7. Normalized vertical (left) and horizontal (right) displacements at receiver B with  
a = b = 1 .........................................................................................................................................42 
3.8. Normalized vertical (left) and horizontal (right) displacements at receiver C with 
a = b = 1 .........................................................................................................................................43 
3.9. Schematic of model with proposed ABL (Case 1, 2 and 3)  ..................................................47 
3.10. Damping distributions along the thicknesses of the absorbing layers for cases 1 to 3  ........48 
3.11. Schematic of model with proposed ABL and the VDBM (Case 4)  ....................................49 
3.12. Normalized vertical (top) and horizontal (bottom) displacement responses on 
Receiver-A and amplified views of the reflections from the boundaries (left)  .............................51 
3.13. Normalized vertical (top) and horizontal (bottom) displacement responses on 
Receiver-B and amplified views of the reflections from the boundaries (left)  .............................52 
3.14. Normalized vertical (top) and horizontal (bottom) displacement responses on 
Receiver-C and amplified views of the reflections from the boundaries (left)  .............................53 
3.15. Normalized vertical (top) and horizontal (bottom) displacement responses on 
Receiver-A for case 3 and case 4 and amplified views of the reflections from  
the boundaries (left)  ......................................................................................................................55 
3.16. Normalized vertical (top) and horizontal (bottom) displacement responses on 
Receiver-B for case 3 and case 4 and amplified views of the reflections from 
the boundaries (left)  ......................................................................................................................56 
3.17. Normalized vertical (top) and horizontal (bottom) displacement responses on 
Receiver-C for case 3 and case 4 and amplified views of the reflections from  
the boundaries (left) .......................................................................................................................57 
3.18. Numerical dispersion for different mesh element orders on receivers A, B and C ..............59 
xvi 
!
3.19. Numerical dispersion for different mesh element sizes on receivers A, B and C ................60 
3.20. Numerical dispersion for different time steps on receivers A, B and C ...............................61 
3.21. Schematic of 2D axisymmetric model for numerical simulation of a point source 
in unbounded elastic media  ...........................................................................................................64 
3.22. Radial displacements along a line in the direction of the source (! = 0°)  .........................65 
3.23. Tangential displacements along a line perpendicular to the direction of the source 
(! = −90°) ....................................................................................................................................66 
3.24. Schematic of 2D axisymmetric model for seismic wave simulation of a point source 
on elastic half space .......................................................................................................................68 
3.25. Schematic of 2D plain strain model for seismic wave simulation of a line source 
on elastic half space .......................................................................................................................69 
3.26. Normalized horizontal displacements due to transient surface sources ................................70 
3.27. Normalized vertical displacements due to transient surface sources ....................................71 
3.28. Different seismic wave paths for a source and a receiver on the free surface ......................72 
3.29. Schematic of refraction model ..............................................................................................74 
3.30. Synthetic seismogram for the refraction model  ...................................................................75 
3.31. Schematic of reflection model 1 (Point source)  ...................................................................76 
3.32. Schematic of reflection model 2 (Line source)  ....................................................................77 
3.33. Normalized vertical displacement for buried receiver in models 1 and 2  ...........................78 
3.34. Normalized vertical normal stress for buried receiver in models 1 and 2 ............................79 
4.1. Longitudinal cross-section of the experiment embankment ...................................................80 
4.2. Transverse cross-section of the experiment embankment ......................................................81 
4.3. Typical geometry of the 2D longitudinal models ...................................................................82 
xvii 
!
4.4. Synthetic seismogram for the homogenous embankment model for the midpoint shot .........86 
4.5. Synthetic seismogram for the homogenous embankment model for the end shot .................88 
4.6. Comparison of the synthetic seismograms of the homogenous embankment with dry 
zones model and the base model for the midpoint shot .................................................................91 
4.7. Comparison of the synthetic seismograms of the homogenous embankment with dry  
zones model and the base model for the end shot ..........................................................................92 
4.8. Comparison of the synthetic seismograms of the homogenous embankment with wet 
zones model and the base model for the midpoint shot .................................................................94 
4.9. Comparison of the synthetic seismograms of the homogenous embankment with wet 
zones model and the base model for the end shot ..........................................................................95 
4.10. Synthetic seismogram for the velocity gradient embankment model for 
the midpoint shot............................................................................................................................97 
4.11. Synthetic seismogram for the embankment model with velocity gradient for 
the end shot ....................................................................................................................................99 
4.12. Comparison of the synthetic seismograms of the gradient embankment with dry 
zones model and the base model for the midpoint shot ...............................................................101 
4.13. Comparison of the synthetic seismograms of the gradient embankment with dry 
zones model and the base model for the end shot ........................................................................102 
4.14. Comparison of the synthetic seismograms of the gradient embankment with wet 
zones model and the base model for the midpoint shot ...............................................................104 
4.15. Comparison of synthetic seismograms of the velocity gradient and the velocity 
gradient models with wet zones for an end shot ..........................................................................105 
 
xviii 
!
4.16. The effect of scattered waves on the wave shape of first arriving P-waves:  
negative reflector (a) and positive reflectors (b) (Nolet, 2008)  ..................................................107 
4.17. Comparison of the synthetic seismograms of the homogenous model with high 
impedance zone and the base model (top); Comparison of the synthetic seismograms 
of the homogenous model with low impedance zone and the base model (bottom)  ..................108 
4.18. Typical geometry of the 2D transverse models  .................................................................109 
4.19. Synthetic seismogram of the homogenous embankment model .........................................112 
4.20. Comparison of the synthetic seismograms of the homogenous embankment with 
water and without water ...............................................................................................................114 
4.21. Comparison of the synthetic seismograms of the homogenous embankment with dry 
zone and the homogenous models  ..............................................................................................116 
4.22. Comparison of the synthetic seismograms of the homogenous embankment with wet  
zone and the homogenous models  ..............................................................................................118 
4.23. Phreatic surface in a homogenous embankment .................................................................120 
4.24. Comparison of the synthetic seismograms of the homogenous model and  
the homogenous model with a phreatic surface ...........................................................................122 
4.25. Comparison of the synthetic seismograms of the homogenous model with  
a phreatic surface and the homogenous model with a phreatic surface and a fully  
saturated zone ...............................................................................................................................123 
5.1. The 3D geometry of the embankment  .................................................................................125 
5.2. Seismic source location and data acquisition line  ................................................................127 
5.3. Mesh quality plot for the selected 3D embankment model without water  ..........................131 
5.4. Mesh quality plot for the selected 3D embankment model with water ................................132 
xix 
!
5.5. Synthetic seismograms of the homogenous 3D embankment with and without  
water in the reservoir  ..................................................................................................................133 
5.6. Mesh quality plot for the flat model  ....................................................................................134 
5.7. Comparison of the synthetic seismograms of the homogenous 3D flat model and 
the embankment model  ...............................................................................................................136 
A.1. The procedure of finite element analysis (after Bath, 1996) ................................................152 
A.2. Meshing straight and curved l-D geometric entities ............................................................153 
A.3. Meshing in 2D geometric entities ........................................................................................154 
A.4. Different 3D element shapes  ...............................................................................................155 
A.5. Mapping process in linear and quadratic quadrilateral elements .........................................160 
1 
!
1. INTRODUCTION 
 
Geophysical seismic methods are non-intrusive subsurface investigation methods that 
record dynamic deformations caused by mechanical disturbances and analyze the responses to 
infer the distribution of elastic properties of the subsurface. The cause of the disturbance can be 
active (impact of a hammer) or passive (ambient vibrations such as remote traffic noise). The 
analysis is an inversion problem that determines the elastic properties from seismic responses 
recorded at various locations away from the source. Except in the vicinity of the source, seismic 
disturbances in geophysical studies do not cause permanent deformation of the ground and 
hence, are commonly approximated by elastic material models. 
The most common seismic methods for shallow subsurface investigation are seismic 
refraction, reflection and multi-channel analysis of surface wave (MASW). Vibrations from 
active seismic sources at the surface are recorded by an array of receivers, i.e. geophones, 
implanted on the surface. Processing of these seismograms result in maps of the distribution of 
the elastic properties of the subsurface material and help to image the interior of the ground both 
laterally and vertically. 
In the seismic refraction method, first arrival times of body waves together with the path 
they travelled are used to estimate the elastic properties of the subsurface. The arrivals may 
correspond to the disturbance that is propagating directly from the source to the receiver or from 
a disturbance that is critically refracted from interfaces separating materials of different seismic 
velocities in the subsurface. The seismic reflection method uses the time it takes for a seismic
2 
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wave to travel from the ground surface, reflect back from an interface and return to ground 
surface. The reflection of seismic waves occurs at interfaces separating materials with different 
impedances. MASW analyzes the surface waves generated from a seismic source to deduce the 
shear wave velocity below the surveyed area. Surface waves have a dispersion property where 
different frequency components of the wave travel with different velocities. MASW analyzes the 
dispersion of surface waves to obtain the near surface shear wave velocity profile. 
Based on the material of construction, embankments can be classified as earthen-fill 
types and rock-fill types. Earthen embankments that are built in order to store water for water 
supply, hydroelectric power, recreation, irrigation, flood control and other purposes are known as 
earthen dams. Earthen embankments that are built along water courses primarily for the purpose 
of diverting water, providing hurricane, storm and flood protection are called levees. 
According to the 2010 National Inventory of Dams (NID) Report 
(http://geo.usace.army.mil/pgis/f?p=397:5:976524812202001::NO) by the US Army Corps of 
Engineers (USACE), there are more than 84,000 dams in USA. About 87 % (73,423) of the total 
dams are earthen dams. According to the 2009 American Society of Civil Engineers (ASCE) 
Report (http://www.infrastructurereportcard.org/fact-sheet/levees), there are over 100,000 miles 
of levee system in the United States. The reports indicate that most of the dams and levees in the 
US were constructed before 1960; as such most of them have exceeded their design life of 50 
years. The potential of failure of these old and deteriorated embankments is becoming higher and 
higher and proper and timely rehabilitation is required. 
According to the Association of State Dam Safety Officials (ASDSO), the common 
causes for failure in dams can be classified into the following four groups: 
3 
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Leading causes for failure in dams 
 Overtopping 
(34 %) 
Foundation 
defects  
(30 %) 
Internal seepage  
(20 %) 
Other causes  
(16 %) 
a) Overtopping is caused by inadequate design, debris blockage of spillways and settlement 
of the crest. 
b) Foundation defects are due to foundation settlement and slope instability. 
c) Internal Erosion / Piping are caused by the seepage of water through compromised 
zones around pipes and appurtenances, tree roots, animal burrows, cracks and 
foundations. 
d) Other causes include structural failures of embankment materials and inadequate 
maintenance. 
Figure 1.1 shows the leading causes for dam failure in the US and their national statistics. 
Overtopping, foundation defects, internal seepage account for 34 %, 30 % and 20 % of the dam 
failures in the US, respectively. Other causes make up 16 % of the dam failures. 
 
 
 
 
 
 
 
 
 
 
Figure 1.1: Leading causes for failure in dams (http://www.damsafety.org/news/?p=412f29c8-
3fd8-4529-b5c9-8d47364c1f3e) 
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The integrity of earthen dams and levees due to piping/internal erosion can be 
investigated and weak zones can be identified using seismic geophysical techniques (Sabatier, 
2010). Seismic wave velocities are very sensitive to the degree of saturation of a soil; fully 
saturated soils have higher P-wave velocities and lower S-wave velocities than partially saturated 
soils because the bulk modulus and density of a soil increases with saturation. Partially saturated 
soils, on the other hand, have high S-wave velocities because of high capillary forces.  
The use of seismic methods for investigating the stability of earthen dams and levees has 
been reported by a number of researchers. Most of these studies applied the seismic refraction 
method and MASW because of ease of field acquisition and processing. Kim et al. (2011), 
Hickey et al. (2009), Ivanov et al. (2004, 2006 and 2009), Chinedu et al. (2008) applied one or 
both methods to determine the compressional and shear velocity distribution inside 
embankments. The seismic inversions, in most of these studies, have identified the anomalous 
features in the embankments associated with seepage channels and burrows. Their goal is 
optimizing and creating effective and efficient, rapid and low cost seismic methods for 
delineating and mapping compromised and risky zones in an embankment. 
Seismic methods may have the potential to provide early warnings about the evolution 
and progression of compromised zones associated with piping and seepage before they cause 
failure of the embankment. Their efficiency, however, is limited by a number of factors. Their 
limitations are associated with inversion and smoothing problems during processing as well as 
factors that actually affect the propagation of the seismic waves in embankments. Some other 
limiting factors are: contrast in mechanical properties within the embankment, frequency content 
of the seismic source, and the size of anomalies as compared to the wavelength of the seismic 
wave.  
5 
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Three approaches to study the influence of these mitigating factors may be theoretical, 
experimental, and numerical methods. Theoretical analysis of seismic waves becomes overly 
difficult in complex structures like embankments. Experimental approaches are prohibitively 
expensive to investigate numerous scenarios. Numerical models are economical for 
understanding the seismic wave propagation phenomena in embankments.  
The research reported here is part of a larger project involving two scaled test 
embankments located at the USDA-ARS Hydraulic Engineering Research Unit, Stillwater, 
Oklahoma. The test embankments were built with an optimally compacted clay soil and contain 
two zones susceptible to seepage: an under-compacted clay zone and a porous sandy zone. 
Investigation for seepage was made using seismic refraction and MASW methods for different 
loading and unloading scenarios at different times over the period of a year. 
This thesis reports on numerical models for seismic wave propagation using the 
COMSOL finite element package. The flexibility to include different scenarios in the numerical 
models is advantageous over experimental models. As opposed to an inversion problem, here the 
problem is a forward problem where the transient responses at the surface of the soil are 
determined numerically for known/assumed mechanical properties, seismic source, and 
geophone layout. 
Finite element and finite difference techniques for numerical modeling of seismic wave 
propagation have been reported in the literature.  Priya (2011) developed a two dimensional (2D) 
zero-offset finite difference model and seismic migration technique to delineate cavity signatures 
using P-wave reflections. The simulations were representative of shallow abandoned coal 
workings of Raniganj coal fields of eastern India. The main purpose of the work was to conduct 
numerical modeling before implementing surface geophysical seismic methods.  
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The coal workings were represented by air-filled cavities and water-filled cavities in four 
models. In model 1, the coal workings were represented by four air-filled cavities at a depth of 
18 m and have an opening height of 2.5 m and an opening width between 4 and 5 m. In model 2, 
the workings were represented by five air-filled cavities at a depth of 26 m with an opening 
height of 2 m and an opening width of 4 m. A 1 m barrier was also placed above the cavities to 
represent the unexploited coal. Model 3 and model 4 were similar to model 2 and model 1 
respectively except the cavities were water-filled. A signal frequency of 200 Hz in the form of a 
Ricker wavelet is utilized to resolve wavelengths of the order of 2 m to 5 m.  
The simulations results showed the top and bottom of the cavities clearly with their shape 
properly delineated for the air-filled cavities. The numerical results also detected the base of 
water-filled galleries as strong positive reflections but no signature was observed at the top of 
cavities because of the low acoustic contrast between the water-filled cavities and the materials 
above it. The result suggested that the degrees of contrast in elastic properties determine the 
effectiveness of the seismic method to detect and delineate anomalies in a subsurface.  
Gelis et al. (2005) developed a finite difference 2D seismic wave simulation algorithm 
with a perfectly matched layer (PML) absorbing boundary condition to study the interaction of 
surface waves with shallow heterogeneities. The effects of different empty cavity shapes and 
depths and altered zones were evaluated using direct and diffracted synthetic seismograms and 
corresponding Rayleigh wave dispersion images. In the first model, seismic wave propagation in 
a homogenous one layer model was simulated. In the other models, empty cavity with circular 
shape or with rectangular shape was included in the base homogenous model. The effect of 
surrounding the circular cavity with a circular altered zone was also studied. A case that added a 
conically shaped altered media from the surface to the cavity was also modeled.  
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The main signatures of the shallow cavities were loss of coherent energy for a band of 
frequencies whose range depended on the cavity depth and shape; however, the relations were 
complex. The cavity nearer to the surface and when its section was rectangular more strongly 
affected the seismograms due to the nonsymmetrical backscattering of Rayleigh waves from the 
corners of the rectangle. The dispersion image from the conical shaped altered media was more 
perturbed than the case where the altered media was circular because of more trapped waves 
above the cavity that leaded to increased Rayleigh wave attenuation and signatures in the 
dispersion images. The result suggested that the signatures of altered zones due to a cavity were 
detected better than the cavity itself.  
 Chammas et al. (2003) used 2D time domain finite element models to evaluate whether 
Rayleigh waves have the potential to estimate the effective elastic properties of heterogeneous 
soils. Various models consisting of a heterogeneous layer (with one or several inclusions with 
different radii) underlain by a homogenous elastic half space were built. Different volume 
fractions of inclusions were considered in the simulations. Surface waves were generated using a 
Gaussian type transient surface source.  
The finite element scheme was evaluated for numerical dispersion for different element 
sizes, element orders and time steps. Quadratic elements with a size 1/20 of the dominant 
wavelength and a time step 1/30 of the dominant frequency period were incorporated for the 
simulations.  
The effective elastic parameters were derived from the synthetic seismograms of the 
heterogeneous models by inverting the surface wave velocity dispersion curves. The effective 
shear wave velocities were weakly dependent on the arbitrary distributions of inclusions. 
Inclusion locations exerted a slight influence on the effective velocities. The shear wave 
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velocities evolved with concentration of inclusions. It was also shown that the effect of very stiff 
inclusions (in comparison with the host medium stiffness) on the effective shear modulus 
stabilized with concentration. The result suggested that Rayleigh waves are sensitive to the size 
of the inclusion where the mean group velocity is lower for larger size inclusions than for small 
size inclusions.  
Virieux (1986) developed a velocity-stress finite difference algorithm for modeling P-SV 
(P-SV means source emits P-wave which reflects as a vertically polarized S-wave) wave 
propagation in a heterogeneous media. The algorithm was first tested for explosive source 
implementation. For a point Gaussian pulse source in an infinite medium, the radial numerical 
displacement was compared with analytic solution and good agreement was obtained. For a 
model of Lamb’s problem, the numerical horizontal displacement due to a vertical Gaussian 
surface point source was compared with the analytic solution. The result and algorithm were 
considered satisfactory.  
Complex models were then modeled. The first model was a weathered layer model that 
applied a point Gaussian source for exciting the Rayleigh wave. Synthetic seismograms from 
free surface responses showed the direct P-waves, Rayleigh waves, reflected P-waves, reflected 
S-waves, ghost reflections of both P and S waves coming from the free surface. The second 
model was made to test the quality of the finite difference scheme. A corner-edge layer was 
included into a homogenous host layer. A point Gaussian source was applied. Numerical results 
illustrated phase shifts for the different waves at the interface. Arrival times compared well with 
ray tracing. The mode converted P-wave into S-wave was clearly seen on the horizontal 
component seismograms.  
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The last model simulated propagation at a liquid-solid interface. The model used the 
second model medium but considered different Poisson’s ratios ranging from 0.25 to 0.5 for the 
host layer. Seismograms from simulations showed the same pattern for the direct P-wave and 
reflected P-wave for the different Poisson’s ratios while the reflected S-wave moved downward 
on the seismograms because of the decreased velocity and completely disappeared for a 
Poisson’s ratio of 0.5. The simulation concluded that elastodynamic equations can be solved by a 
finite-difference techniques using velocity-stress on a staggered grid. The results also concluded 
that algorithm was valid for any Poisson’s ratio and showed that a liquid medium can be treated 
by the same formulation used for solids without using an acoustic equation. 
Ketcham et al. (2006) studied the propagation of seismic waves from activity in tunnels 
and underground facilities using a velocity-stress finite-difference time domain method. The 
objective of the work was to demonstrate the effect of the environment on seismic signatures 
from tunnels and to produce synthetic seismic data for virtual trials of sensing algorithms and 
sensor placement decision tools. The seismic wave propagation due to digging or harmonic 
mechanical sources in tunnels was modeled in flat-layered open terrain, urban terrain and 
mountainous terrain. FORTRAN code was utilized to solve the seismic problem. The equation of 
motion was based on an isotopic and viscoelastic medium. The simulation of seismic wave 
propagation from dynamic activity in tunnels in open, urban and mountainous terrain revealed 
the pulse nature of the seismic waves as they originate from the digging pulses and the harmonic 
vibrations. The time domain characteristics of the simulated open terrain seismic signals 
compared well with field signals. The simulation result showed the effect of the geology and the 
urban infrastructure on the seismic propagation from the digging pulse and machine sources in 
tunnels and underground facilities. The post processing of relative energy and signal cross-
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correlation from the models in urban and mountainous environments provided maps of optimal 
sensor performance. The result concluded that the seismic method produces realistic seismic 
wave data for clarifying complicated propagation phenomena and for virtual trials of sensing 
systems. 
The potential of numerical methods such as finite difference and finite element in 
simulating seismic wave propagations in complex physical domains was illustrated in the 
literature review. The methods proved to be reliable in simulating seismic waves in real 
geophysical domains with anomalies. The model results from active reflection, MASW and 
passive seismic techniques captured seismic signatures of the anomalies with various natures and 
the results assisted in the interpretation of seismic signatures. Similar numerical studies can be 
conducted on earthen dams to understand seismic signatures associated with piping/seepage 
channels and compromised zones.  
The objective of the thesis project is to obtain a better understanding of seismic wave 
propagation phenomena in embankment dams and levees with compromised zones. The goals are 
to simulate two and three dimensional finite element (FE) earthen dam models and compute the 
synthetic seismic waves for different source-receiver configurations. These models are used to 
study the changes in seismic response associated with different soil compositions and moisture, 
shape of embankment, influence of water in reservoir, and contrast of the anomalous zones. The 
outcomes of this project will suggest why small seepage zones are not clearly delineated on the 
field seismic refraction tomography and will assist in optimizing field seismic acquisition 
parameters for refraction and MASW. The 2D and 3D models will also be used as future seismic 
modeling tools. 
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In chapter 2, the basic theories underlying this work: seismic wave propagation in 
geophysical media and the soil mechanics that govern seismic wave propagation in soils are 
discussed. In chapter 3, the finite element method and synthetic seismograms are introduced. 
Two of the most common problems in numerical modeling of seismic wave propagation: spatial 
termination of the model with an appropriate absorbing boundary condition and numerical 
dispersion are then examined. The seismic computational capacity of the COMSOL finite 
element package is evaluated by comparison to analytic solutions. In Chapter 4, 2D simulations 
of the experiment dam are conducted and synthetic seismograms from different scenarios are 
compared and discussed. The changes in seismic response associated with the state of the dam, 
and influence of water in reservoir are studied. In chapter 5, 3D simulations of the seismic 
response of the experiment dam is conducted. The goal of the chapter is to determine the effect 
of the shape of the dam and the water in the reservoir on the seismic response. In Chapter 6, a 
summary on the findings of the project are presented and conclusions are drawn. In addition, 
recommendations for future works are also described. 
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2. THEORETICAL BACKGROUND 
 
Seismic wave propagation theories are reviewed with attention given to the theories that 
are more applicable to seismic investigation techniques. Derivation of the seismic wave equation 
and discussion of important seismic wave propagation modes are presented first to provide a 
basic understanding about seismic wave propagation. Subsequently, wave propagation 
phenomena in the presence of interfaces and inclusions are discussed to provide insight into 
wave refraction, reflection, diffraction and mode conversion. Earthen dams are usually 
constructed from locally available soils. The elastic properties of soils and their relation with 
traditional soil parameters as well as general links between seismic geophysical measurements 
and soil parameters are discussed. 
2.1 Seismic wave equation 
The propagation of seismic waves can be represented by a single partial differential 
equation called the seismic wave equation or elastodynamic equation. The fundamental equation 
of motion, compatibility equation and the constitutive equation are combined to derive the 
seismic wave equation (Shearer, 1999; Santamarina et al., 2001). 
Considering an element in an elastic continuum subjected to some disturbance, the 
equation of motion can be obtained based on equilibrium of forces on that element. For the 
element shown in Figure 2.1 to be in an equilibrium state, the sum of forces in each direction 
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must be equal to the net inertial force, i.e. mass times acceleration. The equilibrium of the forces 
in each direction can be written in terms of the stresses acting on each face of the element.  
 
 
 
 
 
 
Figure 2.1: Stresses acting on an element subjected to an elastic disturbance  
For example, equilibrium in !-direction, is given by  !!!!!" + !!!"!" + !!!"!" + !! = ! !!!!!!! !!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!(2.1) 
where, !! is the body force in !-direction. The equilibrium equation can also be written in a 
similar fashion for the y and z directions. The equilibrium equation for three dimensions can be 
expressed in the general indicial form as !!",! + !! = !!!,!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!(2.2)!
where!!!" is the stress in the !-direction acting on the plane whose unit normal is in !-direction, !! and !!,!! are the body force and the acceleration in !-direction and !!is the mass density. 
The equilibrium equation alone is not sufficient to derive the seismic wave equation. The 
compatibility equation and a constitutive equation have to be recalled. The compatibility 
equations for linear elastic (small strain) behavior are obtained from the kinematic relations 
between strains and displacements, and are expressed in the indicial form as  
 !!" = !! !!,! + !!,! !!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!! 2.3  
!
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The equation of motion and the compatibility equation are expressed in terms of stress 
and strains respectively. In order to solve the equation of motion using strains, however, a third 
constitutive equation that relates stresses and strains is required. The constitutive relation 
between stresses and strains is a description of the material response to an external mechanical 
force and is dependent on the inherent mechanical behavior of the material. 
The simplest relation between stress and strain for a homogenous isotropic elastic media 
requires only two elastic constants. For an isotropic elastic medium, the constitutive equation, 
usually referred to as Hook’s law, is expressed as !!" = !!!"!!! + 2!!!" !!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!! 2.4  
where λ and µ, are Lamé constants, !!" is Kroneckers delta operator and !!! is the volumetric 
strain. µ is also referred to as the shear modulus. Assuming the medium is homogenous (λ and µ 
having no spatial variation) and substituting equation (2.3) for the stain and equation (2.4) for the 
stress into the equation of motion (2.2) gives the wave equation in terms of displacement,  
!!!,!" + ! !!,!! + !!,!" + !! = !!!,!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!! 2.5  
The wave equation can then be simplified using indicial notations as (! + !)!!,!" + !!!,!! + !! = !!!,!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!! 2.6  
or using vector notion as 
                      ! + ! !! ∙ !+ !!!!+ !! = !!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!! 2.7  
where ! ∙ ! = !!,! and!!!! = !!!!+ !!!!+ !!!!. The above equations are the simplest wave 
equations because they assume an isotropic and homogenous linear elastic material. If inherent 
anisotropy of soils is considered, the equation becomes more complicated and difficult to 
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formulate and solve. Most practical synthetic seismograms calculations use a series of 
homogenous layers to represent the variation of elastic properties as a function of depth. 
Equation (2.7) represents a standard form of the seismic wave equation.  
The Lamé constants are related to other measures of elasticity such as: Young’s modulus 
(!), Poisson’s ratio (!), and bulk modulus (!) (Mase and Mase, 1999; Santamarina et al., 2001). 
The relationships between the Lamé constants and these other elastic parameters are: 
! = ! 3! + 2!! + ! !!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!! 2.8  
! = !2 ! + ! !!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!! 2.9  
! = ! + 23 !!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!! 2.10  
2.1.1 Solution to the seismic wave equation  
The seismic wave equation expressed by equations 2.6 and 2.7 relates the temporal 
variation of particle motion with its spatial variation. The solution for the wave equation is well 
known for typical propagating waves such as: plane waves, cylindrical waves and spherical 
waves (Shearer, 1999; Santamarina et al., 2001). 
In plane wave propagation, the displacement varies only in the direction of wave 
propagation. The displacement is constant in the orthogonal directions in the plane. The general 
solution for plane waves traveling in the !-direction can be expressed as !(!, !) != !!(! ± !!)!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!(2.11) 
where ! is the displacement which varies with the space variable ! and the time variable!! ,!! is 
the input function and ! is the phase velocity of the wave. The ±!indicates propagation of the 
wave in either the negative or positive x-direction. For example, for a harmonic input!!(!) =
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!!!!⍵! with amplitude! , and angular frequency, ⍵ = 2! ∗ !"#$%#&'(, the plane wave solution 
is  ! !, ! = ! !!! ⍵!±!" !!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!! 2.12  
Where ! = ⍵/! = 2!/! and is called the wave number. 
An infinitely long line source generate cylindrical wave where the shape of the wave 
fronts is cylindrical. The displacement response is dependent on time ! and the radial component ! of the space variable. For example, for an input line source !(!), the general solution for 
cylindrical waves is given by 
! !, ! = ! 1! ! ! ± !! !!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!! 2.13  
The solution is identical to the plane wave solution except for the factor !! which 
represents the decay in wave amplitude with distance ! from the source. Such attenuation with 
geometry is called geometrical attenuation. 
The general solution for spherical waves will have the same form as equation 2.13 except 
the term !! is !! where the decay is proportional to!!. Spherical waves, hence, attenuate 
geometrically more than plane waves and cylindrical waves.  
2.1.2 Solution for wave velocities in an infinite medium 
In an infinite elastic medium, there are two modes of propagation associated with particle 
motion. These modes are commonly referred to as P-wave modes and S-wave modes. The 
description for the propagation of each mode can be obtained by applying vector operators 
(Shearer, 1999). 
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In the absence of a body force, applying the divergence operation (! ∙) on the governing 
wave equation (2.7) and using the vector identities; ! ∙ ! = !! and!! ∙ (!!!) = !!(! ∙ !), the 
seismic wave equation can be reduced to ! + ! ! ∙ !! ∙ ! + !! ∙ (!!!) = !! ∙ !!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!! 2.14  
! + 2! !!∆= ! !!∆!!! !!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!! 2.15  
!!∆= 1!!! !!∆!!! !!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!(2.16) 
Where, ∆= ! ∙ ! represents the dilation of the elastic material. !! is the propagation velocity of 
the so called P-wave and is given by 
!! = ! + 2!! !!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!(2.17) 
In a similar manner, neglecting the body force and applying the curl operation (!!×!) to 
the governing wave equation (2.7) and using the vector identity !!× (!! ∙ !!) = 0, the seismic 
wave equation can be reduced to ! + ! !!!×! !! ∙ ! + !!!!×!(!!!) = !! ∙ !!!!!!!!!!!!!!!!!!!!!!!!!!!(2.18) 
!!!ʌ = ! !!ʌ!!! !!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!(2.19) 
!!ʌ = 1!!! !!ʌ!!! !!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!(2.20) 
where ʌ = !×!/2 represents the distortion of the elastic medium. !! is the propagation velocity 
of the so called S-wave and is given by 
!! = !! !!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!(2.21) 
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The solution to the velocity of the common type of surface wave, Rayleigh wave, which 
propagates on the surface of a semi-infinite elastic media, is presented in section 2.4.2.  
2.2 Different modes of seismic wave propagation 
Four different seismic wave propagation modes are common in an elastic half space. The 
first two modes (compressional waves and shear waves) travel through the interior of the elastic 
medium and are referred to as body waves. The other two modes (Love waves and Rayleigh 
waves) arise due to the interaction of the body waves with the free surface of the elastic half 
space and are referred to as surface waves. 
2.2.1 Compressional waves  
Compressional waves are body waves that are characterized by a push-pull particle 
movement pattern parallel to the direction of wave propagation. For this reason, they are called 
longitudinal waves. These waves can travel through solids and fluids. Figure 2.2 shows the 
particle movement pattern during compressional wave propagation.  
 
Figure 2.2: Particle movement pattern in compressional wave propagation 
(http://www.allshookup.org/quakes/wavetype.htm) 
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Other names associated with the compressional waves include P-wave which means 
primary waves due to the fact that these waves have the highest velocity and therefore, are first 
to be recorded on seismograms. Compressional waves are also referred to as dilatational waves 
to mean their propagation corresponds to dilatation of the material. 
2.2.2 Shear waves  
Shear waves are the second type of body wave. They are characterized by a transverse 
particle movement, perpendicular to the direction of wave propagation. For this reason, they are 
also known as transverse waves. The particle movement orientation or polarization can be of 
vertical type (SV wave) or horizontal type (SH wave). Different names are also used with shear 
waves; distortion waves because they cause distortion to the medium during propagation, S-
waves because they are the second to be recorded on seismograms after the P-waves. Shear 
waves require a medium with shear stiffness to propagate. Therefore, they travel through solids 
but not through fluids. Figure 2.3 shows the particle movement pattern during shear wave 
propagation. 
 
Figure 2.3: Particle movement pattern during shear wave propagation 
(http://www.allshookup.org/quakes/wavetype.htm) 
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2.2.3 Rayleigh waves 
Rayleigh waves are surface waves where the particle motion resembles a combination of 
compressional wave and shear wave propagation, therefore having both transverse (vertical) and 
parallel particle motion to the propagation direction. Rayleigh waves have a retrograde elliptic 
motion (counterclockwise and opposite to the direction of wave propagation) at shallow depths 
because of the absence of a constraint on the free surface allowing transverse deformation 
(Santamarina et al., 2001). At deeper depths, however, the particle motion changes its 
eccentricity to a clockwise pattern. Figure 2.4 shows the particle movement pattern in Rayleigh 
wave propagation. 
 
Figure 2.4: Particle movement pattern in Rayleigh wave propagation 
(http://www.allshookup.org/quakes/wavetype.htm) 
2.2.4 Love Waves 
Love wave is the second type of surface wave where the particle motion is in a horizontal 
direction; transverse to the wave propagation as shown in Figure 2.5. They are formed by the 
interaction of the S-wave with the free surface and shallow soil depth. They are usually seen 
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when there is a low S-wave velocity layer above a high S-wave velocity layer. Love waves are 
faster than Rayleigh waves and slower than shear waves. 
 
Figure 2.5: Particle movement pattern in Love wave propagation 
(http://www.allshookup.org/quakes/wavetype.htm) 
Surface waves are confined to the surface and they decay more slowly with distance than 
body waves. For a point source on the surface, Rayleigh and Love waves decay as 1/ ! because 
they attenuates similar to the cylindrical wave, where ! is the radial distance from the source. 
The body waves decay as 1/r. 
2.3  Seismic wave propagation in an elastic media with interfaces and inclusions 
In real situations, a geophysical domain usually contains interfaces/boundaries and 
inclusions. Due to these interfaces and inclusions, the energy of an incident seismic wave passing 
through this elastic media will be reflected and some will be transmitted. In some cases, it may 
also convert to another mode as it reflects at the interface.  
2.3.1 The effect of an interface on seismic wave propagation  
The transmission and reflection of a seismic wave can be explained best based on 
transmission (T) and reflection (R) coefficients. These coefficients are calculated based on the 
compatibility equation and equilibrium equation at the interface. The compatibility equation 
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requires deformation to be in equilibrium at the interface, meaning, the sum of amplitude of an 
incident wave !! and the reflected wave !! in the first medium must be equal to the amplitude of 
the transmitted wave! ! in the second medium. On the other hand, the equilibrium equation 
guarantees equilibrium of forces at the interface.  
For a normal incidence plane wave, the reflection and transmission coefficients can be 
expressed in terms of the impedance of the two media as given by equation 2.22 and 2.23 
(Santamarina et al., 2001). These equations are for coefficients defined when the disturbance is 
measured relative to the direction of the wave vector or propagation. The impedance ! is the 
product of velocity and density.  
! = !!!! = 1− !!!!1+ !!!! !!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!! 2.22  ! = !!!! = 21+ !!!! !!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!! 2.23  
For the case where the impedance of the second medium is less than the first, R is negative 
indicates that the phase of the reflected wave is reversed relative to the incident wave; for an 
incident compressional wave, the reflected wave will be a rarefaction. Figure 2.6 shows incident, 
reflected and transmitted waves for a normally incident plane wave.  
 
 
 
 
 
Figure 2.6: The reflection and transmission of a normal incident plane wave  
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For oblique incidence, the reflected and transmitted waves involve mode conversion. 
Incident P-waves reflect and transmit as P and SV waves with particle motion both parallel and 
transverse to the propagation direction. The mode conversion of incident S-waves depends on the 
polarization of the incident wave. SV waves are reflected and transmitted as P-waves and SV. 
However, SH waves are reflected and transmitted as SH waves only. The figures below show the 
different cases of oblique incidence onto an interface/boundary.  
 
 
 
 
 
Figure 2.7: Oblique incidences and mode conversions 
The amplitude of reflected waves is dependent on the angle of incidence and transmission, the 
impedance, and the mode (Santamarina et al., 2001). 
The angle that an incident plane wave forms with the normal to the interface is referred to 
as the incident angle!!!. This angle is different from the one formed by the transmitted wave!!!!. 
This phenomenon is called refraction. The relationships between the incident angle!!! and the 
angle of the transmission !! is given by Snell’s law, !"#!!!!!! = !"#!!!!!! = !"#!!!!!! = !"#!!!!!! !!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!! 2.24  
A special case of refraction occurs when the angle of transmission or refraction is 90° and the 
phenomena is called critical refraction and the specific incident angle !!is refered to as the 
critical angle !!"#$#!%&. This phenomena only occurs when the second media has a velocity faster 
than the first medium. Figure 2.8 illustrates this phenomena. 
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Figure 2.8: Critical refraction  
2.3.2 The effect of an inclusion on seismic wave propagation  
The effect of an inclusion on wave propagation process depends on the size of the 
inclusion with respect to the wavelength of the wave (Santamarina et al., 2001). If the 
wavelength is much smaller than the inclusion size, reflection, refraction, and mode conversion 
occurs according to Snell’s law. The seismic refraction method is based on this phenomenon. 
When the wavelength of the wave is much greater than the anomaly size, the wave propagates in 
an equivalent continuum medium being a combination of the host medium and the inclusion. 
When the wavelength is about the size of the anomaly, seismic wave diffraction and scattering 
occurs resulting in amplitude and phase fluctuation. 
2.4 Soil mechanics and seismic waves 
Soil characterization using seismic waves provides important information related to the 
soil mass, the small strain elastic properties, and the spatial distribution of these properties. 
Seismic measurements can also be linked with soil parameters that are necessary for 
geotechnical analysis and design. However, knowledge of the elastic properties of soils and their 
relation with soil parameters as well as general links between seismic geophysical measurements 
and soil parameters is necessary. 
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2.4.1 Soils  
Soils are among the materials that are categorized as particulate materials; they are 
composed of mineral grains and pore fluids. The skeleton formed by the grains is naturally 
porous and pervious. The pore space within the granular skeleton is filled with fluid (air and/or 
water). The property of soil is, therefore, dependent on the properties of the constituent soil 
particles and their interaction with one another and the pore fluid. Table 1 summarizes soil phase 
relations and the interrelationship between soil parameters (Butler, 2005). 
Table 1: Phase diagram and relationship between soil parameters 
 
Mass density: ! = !!  Gravimetric water content: !! = !!!!  
Unit weight: ! = !"             Volumetric water content: !! = !!! = !!! = !!!!!!!  
Void ratio: ! = !!!! = !!!! Specific gravity: !!! = !!!! , !!! = !!!! 
Porosity: ! = !!! = !!!! Specific surface: !!! = !"#$%&'!!"#!!!"!!"#$%!  
Degree of saturation: !! = !!!!   
Size and shape of soil particles play important roles in determining most soil 
characteristics. When the size of soil particles are finer, they will have a higher surface area per 
volume ratio and this will enhance the influence of surface forces, such as capillary forces, as 
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compared to skeletal forces of the particles. For instance, capillary forces are more significant in 
clayey and silty soils where the constituent particles are below a micrometer size. Together with 
particle size, particle shape which is usually spherical and cubical in large sized particles and 
platey and rod like in micrometer sized particles plays a role in determining soil properties such 
as packing density and porosity. Table 2 summarizes typical porosity and specific surface area 
values for near surface soils (Butler, 2005). 
Table 2: Typical porosity and specific surface areas for near surface soils (Butler, 2005) 
Soil type Porosity  Specific surface area (m2/g) 
Gravels and Sands 0.1 – 0.5 0.0001 – 0.01 
Silts 0.3 – 0.5 0.01 – 0.5 
Kaolinite  0.4 – 0.65 1 – 20 
Illite  0.5 – 0.80 60 - 100 
Montmorillonite  0.6 – 0.95 400 - 900 
 
The existence of the fluid phase in soils also has a profound effect on the soil’s properties 
and seismic response. Air is low in mass and high in compressibility. However, it has a 
compressional velocity of 343 m/s which is significant as compared with elastic velocities of 
most near surface soils. Water, on the other hand, has higher density and bulk modulus. Water’s 
compressional wave velocity is 1482 m/s. The compressional velocity of fully saturated soils is, 
as a result, greater and ranges from 1450 m/s to 1900 m/s (Butler, 2005). 
The combined action of two fluid phases also influences a soil’s seismic response. For 
example, a very small amount of air in water-filled pore causes a drastic decrease in the bulk 
stiffness of the fluid as well as the soil. The presence of air and water add interfacial tension and 
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capillary forces in soils with small soil particles size (clayey and silty soils). The capillary effect 
increases as the degree of saturation decreases. 
2.4.2 Elastic properties of soils 
The propagation velocity and attenuation of seismic waves in soils depends on the mass 
density!!, bulk stiffness! , shear stiffness ! and attenuation!!. 
Except at the vicinity of a seismic source where the soil experiences large local 
deformation and experiences large attenuation, the propagation of seismic waves in geophysical 
studies cause strains that are below the elastic threshold strain of the soil and maintains the intact 
structure (Santamarina et al, 2001).  
The S-wave velocity is controlled by the shear modulus of the soil (!!"#$). !!"#$ is 
fundamentally the shear modulus of the granular skeleton (!!"#) because the pore fluid doesn’t 
support shear. The S-wave velocity is given by 
!! = !!"#$!!"#$ !!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!(2.25) 
where !!"#$ is the mass density of the soil mass. 
 !!"#$ is dependent upon the state of stress, the degree of cementation, and interparticle 
contact forces like capillary forces (Santamarina et al, 2001; Butler, 2005). Even light 
cementation and small capillary forces between particle contacts can cause a radical increase 
in!!!"#$, thereby, increasing the S-wave velocity (Santamarina et al., 2001; Fernandez and 
Santamarina, 2004). At full saturation (!!) the capillary forces are zero but !!"#$ is maximum 
and results in a reduced S-wave velocity by a small fraction. For saturations less than 100 %, on 
the other hand, the capillary force may cause a significant increase in !!"#$ as compared with 
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!!"#$ and results in a higher S-wave velocity. The dependence of wave velocities on effective 
stress, cementation and partial saturation of a soil is summarized by Figure 2.9 (Butler, 2005). 
!
Figure 2.9: Physical processes that determine wave velocities (Butler, 2005) 
The velocity of P-waves is proportional to the constraint modulus (!!"#$) and the mass 
density (!!"#$) of the soil mass. The P-wave velocity is given by 
!! = !!"#$!!"#$ = !!"#$ + 43 !!"#$!!"#$ !!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!! 2.26  
where !!"#$ is the bulk stiffness of the soil mass. !!"#$ is related to the bulk modulus of the pore 
fluid !!", the bulk modulus of the soil mineral grains !!, the bulk modulus of the soil mineral 
grains !!", the degree of saturation !! and the porosity ! of the soil according to Gassmann’s 
relation (Santamarina, 2001; Butler, 2005).  
!!"#$ = 1− !!! + !!!" !! + !!" ,!!" = !!!! + 1− !!!! !! !!!!!!!!!!!!!!!!!!!!!(2.27)!
Density of a soil can be calculated by !!!!!!"#$ = 1− ! !! + !!!" , !!!" = 1− !! !! + !!!! !!!!!!!!!!!!!!!!!!!!!!!!!!(2.28)!
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Where, !! is the mass density of the soil grains, !!" is the mass density of the pore fluid, !! is 
the mass density of air, and !! is the mass density of water.  
P-wave velocities in unsaturated soils are controlled by cementation, state of stress, 
capillary forces (especially in fine grained soils such as clays and silty soils) and other factors 
that control the mass density. Typical wave velocities for near surface soils are summarized in 
Table 3 (Butler, 2005). 
Table 3: Typical wave velocities (in m/s) for near surface soils (Butler, 2005) !!!in water 1482  !! in air 343 !!!in saturated soils 1450 - 1900  !! in saturated soils 50-400 !!!in unsaturated soils 100 - 800  !! in unsaturated clayey soils  100 - 500 !!!in lightly cemented soils 400 - 1000  !!!in lightly cemented soils 250 - 700  
 
The presence of the ground surface allows for the excitation of surface waves. The 
velocity of the Rayleigh surface wave is related to P and S wave velocities (Achenbach, 1973) by 
2− !!!! ! ! − 4 1− !!!! ! !! 1− !!!! ! !! = 0!!!!!!!!!!!!!!!!!!!!!!!!!(2.29) 
The velocity can also be estimated from the modification of Achenbach’s relation (Butler, 2005)  
!! ≈ 0.874+ 1.117!1+ ! !!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!(2.30) 
where ν is Poisson’s ratio.  
For unsaturated soils, !! is approximately 0.9!!. The depth investigated by these waves 
is proportional to the wavelength !! = !!!  where !!the dominant frequency. Equations 2.29 and 
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2.30 do not involve frequency, thus, !!is non-dispersive in a homogenous elastic media. In 
heterogeneous media like soils, the propagation of Rayleigh waves is dispersive. The 
heterogeneities at depth affect !! at a given wavelength and therefore, !! !is not constant with 
frequency. The inversion of the velocity-frequency dispersion curve determines the variation in 
seismic velocity with depth. The seismic geophysical techniques that use this concept are the 
MASW (Multi-channel Analysis of Surface Waves) and the Spectral Analysis of Surface Waves 
(SASW) (Kim et al., 2011; Ivanov et al., 2009; Park et al., 2007; Stokoe et al., 1994). 
The small strain value of Poisson’s ratio ! can be defined in terms of !! and!!! as 
! = 12 !!!! ! − 1!!!! ! − 1 !!.!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!(2.31) 
For fully saturated soils, ! approaches 0.5. For unsaturated soils, ! can be lower than 0.15 
(Butler, 2005). 
The amplitude of the seismic wave decreases due to geometric spreading, partial 
transmission at interfaces, and intrinsic material losses. In the absence of geometric losses, the 
amplitudes !! and !! of a  plane wave measured !" apart in a homogenous medium are related 
by the intrinsic material attenuation α as!! !/!! = !!!!!" (Santamarina et al., 2001). α is related 
to other measures of energy loss such as the quality factor ! and damping ratio! by 1! = !"!" = 2!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!(2.32) 
Soils are highly under damped materials (!! ≪ 100!%). The range of damping in near surface 
soils is typically between ! = 0.1!% (! = 500) and ! = 5!% (! = 10) and the ratio can reach 
values of !! = !2!% (! = 25!!"!10) in moist and saturated soils (Butler, 2005). Table 4 lists 
typical damping values of near surface soils. 
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Table 4: Typical small strain damping values (Butler, 2005) 
Gravelly soils !=0.008-0.018 !!! = 100− 400!!"# ! < 10!! 
Sand !=0.002-0.01 !!! = 20− 1800!!"# ! < 10!! 
Air-dry saturated sand !=0.003-0.021 !!! = 28− 1800!!"# ! = 10!! 
Clayey soils !=0.01-0.052 !!! = 15− 500!!"# ! < 10!! !!! is the effective confinement and ! is strain. 
Overall, seismic wave propagation in soils is determined and predominantly influenced 
by soil parameters and physical processes such as confinement, cementation and capillarity. 
Interaction of seismic waves with soil through reflection, refraction, scattering and diffraction 
provide vital information about heterogeneities present in the soil through the measured seismic 
velocities, arrival times, amplitudes and phases. A better understanding of seismic wave 
phenomena in soils assists in improved interpretations of field data and enhances the application 
of the seismic techniques. 
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3. FINITE ELEMENT MODELING USING COMSOL 
 
Synthetic seismograms are records obtained from forward modeling of seismic data. 
Forward modeling is a computational process through which a known earth model of the 
subsurface is transformed into a synthetic seismic record for a known seismic source, and 
receiver locations. Synthetic seismograms are commonly computed for comparison with real 
seismic data acquired from the field. Inversion routines iteratively compared synthetic data to 
measured data. If the synthetic model and field seismic data are within an agreeable range, the 
model is assumed to be representative of the given subsurface. Furthermore, forward modeling is 
an economical and practical approach for studying the sensitivity of seismic methods to a 
particular problem. Simulations are used to examine the field layout, source characteristics, 
variability in material properties, and the size and location of the zone of interest on the seismic 
response. 
A number of methods are used for computing synthetic seismograms. They can be 
subdivided into two general categories: 
Finite element and finite difference methods: These methods use numerical 
approximations to solve the seismic wave equation or the equation of motion over a discrete set 
of grid points called nodes. They have the potential to handle seismic problems with spatial 
complexities. They represent the seismic wave equation in full; near field effects and distortions 
on wavelets due to diffraction and scattering are captured by these methods. Their computational 
cost is directly related to the number of nodes. For instance, 3D models require more nodes than 
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2D models, higher frequencies need more nodes than lower frequencies, hence, 3D and higher 
frequency models are more computationally costly. (Krebes, 2004) 
Ray theoretical methods: These methods compute seismic wave arrival times and 
amplitudes along ray paths. They are more applicable for far field and high frequency analysis 
where the ray theoretical approximation is more accurate and ray geometries can be explicitly 
defined. As a rule of thumb, the method accurately computes seismograms when the medium 
parameters are not changing significantly over distances of the order of the wavelength. (Krebes, 
2004; SEG, Geophysics Today, 2010) 
The choice of method depends on the particular problem to be solved and the available 
computer power. In this project, the finite element method (FEM) is used to compute 2D and 3D 
synthetic seismograms. The FEM is chosen for this research because  of the complex geometry 
of dams, the size of the zones of interest are on the order of wavelength, the source-receiver 
distance is less than several wavelengths and the finite frequency of the source.  
In this chapter, FEM codes are developed within the COMSOL framework to simulate 
seismic wave propagation. The common difficulties associated with FE modeling of seismic 
wave propagation include artificial reflections from external boundaries and numerical 
dispersion. Adequate boundary conditions and time stepping are first developed using 
COMSOL. The COMSOL algorithms are then verified for solving the seismic wave equation, 
capturing near field effects, and for simulating correct arrival times of direct and head waves. 
The computation is carried out on a Dell Precision T7500 computer with two quad core 2.40 
GHz processors, 48 GB internal memory (RAM) and 1.4 TB hard disk size. An overview of 
classical FEM and procedures for solving the seismic wave equation are included in Appendix 
A. 
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3.1 Absorbing boundaries of the model 
Computational models must be of finite spatial extent. The introductions of such finite 
boundaries, however, cause reflection and distortion of the progressing wave unless they are 
designed to absorb them. A simple but computationally costly way to avoid spurious reflection is 
increasing the size of the medium so that the boundaries of the media are a great distance away 
from zones of interest. This allows the separation of spurious reflections from the true 
propagation using time windowing. Another solution is to create a boundary condition that can 
mimic the behaviors of an infinite media. Such boundary conditions are called absorbing 
boundary conditions. The common techniques to implement these conditions are: the viscous 
damping boundary method (Lysmer and Kuhlemeyer, 1969), the perfectly matched layer method!
(Komatitsch and Tromp, 2003; Basu and Chopra, 2003)! and the infinite element methods 
(Bettess, 1977). 
 To simulate seismic wave propagation using FEM, an efficient absorbing boundary 
condition that is transparent enough to transmit the impinging waves is required. The boundary 
must attenuate or radiate the transmitted wave to infinity with no or minimal spurious reflection. 
For this thesis, a viscous damping boundary method and a method that artificially adds damping 
to a layer are used to create an absorbing layer. 2D simulations utilizing both methods are 
calculated to evaluate their efficiency in reducing spurious reflections.  
3.1.1 Viscous damping boundary method (VDBM) 
The viscous damping boundary method (VDBM) attaches viscous dashpots to the degree 
of freedoms of boundary element nodes in order to modify their damping matrix so that the 
outward propagating wave encounters an equivalent damping force (Lysmer and Kuhlemeyer, 
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1969). VDBM is simple and easy to implement. However, it is not capable of absorbing the 
Rayleigh wave reflections and its effectiveness also varies with the angle of incidence of the 
wave. 
In elastic media such as soils, the propagating wave field consists of P-wave, S-wave and 
surface wave components that travel at different speeds. Lysmer and Kuhlemeyer (1969) 
developed expressions for the viscous damping boundary conditions to absorb P-waves and S-
waves effectively. For P-waves and S-waves at an angle of incidence ! from the Z axis, shown in 
Figure 3.1, the viscous damping boundary condition on the !" plane is expressed as, 
P-waves:  !!! = !"!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!(3.1!) 
S-waves:  !!" = !"!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!(3.1!) 
S-waves:  !!" = !"!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!(3.1!) 
where ! is density of the medium, !! ,!!! and !! represent node velocities in the !, ! and !!directions, and !!and ! are dimensionless parameters. Similar relations exist for a wave 
incident on the!!" and !" planes. 
 
 
 
 
 
Figure 3.1: Viscous dashpots on the XY Plane (Ross, 2004) 
36 
!
Proper values for ! and ! are required for efficient absorption. Figure 3.2 shows curves 
of the effective energy ratio versus incident angle ! for a medium with a Poisson’s ratio!! of 
0.25 and for different values of ! and!! (Kouroussis et al., 2011). The plot on the left is for an 
incident P-wave and the plot on the right is for an incident S-wave. The effective energy ratio is 
the ratio of effective reflected energy to effective incident energy for a wave incident at angle 
of!!. A value of 1 for both ! and ! gives the lowest effective energy ratio and hence, effective in 
absorption (red line in Figure 3.2).  
 
Figure 3.2: Effective energy ratio for incident P-wave (left) and S-wave (right) (! = 0.25) 
(Kouroussis et al., 2011) 
The effective energy ratio versus incident angle ! for different ! values and for!! = ! =1 is shown in Figure 3.3. The effectiveness of the dashpots to absorb incident waves decreases as 
the Poisson’s ratio of the medium increases. 
37 
!
 
Figure 3.3: Effective energy ratio for incident P-wave (left) and S-wave (right) and for various 
values of ! (! = ! = 1) (Kouroussis et al., 2011) 
An analysis based on 2D simulations was conducted to evaluate effectiveness of the 
absorbing boundary method for seismic wave propagation in an elastic half space. The 
dimensionless parameters a and b are set to 1 because the effective energy ratio is a minimum for 
these values (Figure 3.2).  
The 2D elastic homogenous half space shown in Figure 3.4 is considered for the 
simulations. The assumed 2D plain strain approximation guarantees minimal geometrical 
attenuation. The dimension of the model is 10λ!by 5λ where λ is the longest wavelength, which 
is that of the P-wave. In this model, the S-wave velocity is 173 m/s and the P-wave velocity is 
300 m/s. The density of the medium is taken to be 1800 kg/m3. These dimensions and velocity 
contrast allow P-wave and Rayleigh waves to be separated in time. The S-wave, however, will 
not be isolated in time as it has a velocity too close to the Rayleigh wave. Three receivers; A, B 
and C located at 0.5λ! , 2.5λ! and 6.5λ! from the source are considered in the simulations. λ! is 
the wavelength of Rayleigh wave and is equal to 1.59 m for the dominant source frequency of 
100 Hz. 
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Figure 3.4: Schematic of an elastic half space bounded with VDBM 
 
A Ricker wavelet is chosen as an input seismic source as it is well defined in time and 
frequency. Figure 3.5 shows the input normalized Ricker pulse both in time domain and 
frequency domain.  
Figure 3.5: Ricker wavelet in time domain (left) and in frequency domain (right) 
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The chosen Ricker wavelet has a width of 0.02 second (corresponds to a dominant 
frequency of 100 Hz) and a peak displacement amplitude of 1 micrometer. The frequency 
content of the wavelet is close to the frequency content generated by 4 lb. hammer impact on a 
steel plate. The Ricker pulse is applied vertically on the free surface at a distance of 5.70!! from 
the left boundary.  
In general, care should always be taken when selecting the size of the mesh elements, the 
order of mesh elements, and the time step for the solver because these factors control numerical 
dispersion and the associated error. Numerical dispersion highly affects phase and group 
velocities of the predicted waves. 
Classically, to avoid numerical dispersion the maximum size!(∆!)!of a linear element in 
the mesh is chosen to be from one tenth to one twentieth of the shortest wavelength of the wave 
considered in the analysis (Semblat et al., 2000). In an elastic half model, this is the wavelength 
of Rayleigh wave. The number of elements must be increased for simulations involving large 
propagation distance as the numerical error increases with the propagation distance. If the order 
of the element is increased, the size of the mesh element can be reduced by a fraction of 1/! 
where ! is the order of the element.  
The order of the element also performs a role in controlling numerical dispersion. By 
using high order elements, dispersions due to boundaries of mesh elements can be minimized. 
Molenkamp et al. (1997) and Semblat et al. (2000) recommended high order finite elements for 
wave propagation simulations.  
Along with the element size and order, it is also necessary to select a proper time 
integration scheme and time step!(∆!) so that all frequency components in the wave can be 
sampled adequately. In explicit time integration schemes, a maximum time step of, at least, one 
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twentieth of the maximum period should be selected. Furthermore, the time step must be less 
than the time required for the fastest wave in the analysis, i.e. P-wave, to travel one mesh (∆!).  
In order to evaluate the efficiency of the viscous absorbing boundary, a quartic (4th order) 
element with a size equal to 1/5 of !! (wavelength of Rayleigh wave) is used. A more detailed 
analysis of the numerical dispersion caused by different element sizes (different !! factors) and 
orders of mesh elements and the effect of different time step factors,!!! is presented later in this 
chapter (Figures 3.18 - 3.20). The maximum size of the quartic mesh element size ∆! given by  
∆! = !!!! = 15 !! = 15 !!!!"# !!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!(3.2) 
where !!"# is the dominant frequency of the source pulse. The maximum time step ∆! is given 
by 
∆! = !! ∆!!! = 14∆!!! !!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!(3.3) 
where !! is the P-wave speed. 
Seismograms are calculated for the model in Figure 3.4 and the normalized displacement 
versus time recorded by the receivers at location A, B and C are shown in Figures 3.6 to 3.8. The 
displacements are normalized with respect to the maximum displacement amplitude of the direct 
wave at each receiver. The time is normalized by the Ricker width (0.02s). In the figures, the 
reflections are denoted by two letters. The first letter indicates the type of wave reflected; P for 
P-wave, S for S-wave and R for Rayleigh wave and the second letter indicates the boundary of 
reflection; L for left vertical boundary, R for right vertical boundary and B for bottom boundary. 
Two boundary letters are used to indicate when the resulting reflection is doubly reflected from 
two boundaries in sequence. 
!!
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Figure 3.6: Normalized vertical (left) and horizontal (right) displacements at receiver A with a=b=1 
!
!
!!
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Figure 3.7: Normalized vertical (left) and horizontal (right) displacements at receiver B with a=b=1 
!
!
!
!
!!
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Figure 3.8: Normalized vertical (left) and horizontal (right) displacements at receiver C with a=b=1 
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The largest amplitude signals in the seismograms correspond to the Rayleigh waves and 
the reflections of these waves from the side vertical boundaries are an issue. The first arriving 
signal in the seismogram corresponds to the P-waves and is clearly separated in time on receiver 
C. The arrivals of S-waves are masked by the Rayleigh wave’s arrival on all receivers as their 
velocities are similar.  
The seismograms from all receivers have two dominant reflections (R-L and R-R) caused 
by the reflection of Rayleigh wave from left and right vertical boundaries. The amplitude for the 
vertical displacement is about 10% of the maximum amplitude of the Rayleigh wave. For the 
horizontal displacement, reflections are also about 10 % of the maximum amplitude of the 
Rayleigh wave. However, most of these reflections are greater in magnitude than the direct P-
wave signals. 
The reflections of P and S-waves from the bottom and side boundaries are small 
compared to the direct P-wave amplitude and are larger on the horizontal displacements. The 
body wave reflections on the horizontal displacement on receivers B and C are 10 % and 20 % of 
the amplitude of the first arriving P-wave amplitude. Other small amplitude reflections are also 
observed associated with incidence angle dependency of the viscous damping absorbing method.  
Additional analysis conducted with the dimensionless parameters a and b set to 0.5 
produced reflections of Rayleigh wave from left and right vertical boundaries of about 12% of 
the maximum amplitude. With the dimensionless parameters a and b set to 2 the reflections were 
about 25% of the maximum amplitude of the Rayleigh wave. 
To resolve the limitations of the viscous damping boundary method, a damped boundary 
layer is used to attenuate outgoing waves. The damping in the layer is defined based on Rayleigh 
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damping parameters. A brief discussion on Rayleigh damping and the proposed method is 
presented in the next section. 
3.1.2 Absorbing boundary layer (ABL)  
Most FE software that is designed to simulate elastic wave propagation has a built-in 
absorbing boundary condition: perfectly matched layer (PML) or infinite elements. The current 
version of the COMSOL acoustic module has a built-in PML boundary condition but it is only 
designed for frequency-domain analyses. The infinite element boundary condition is not included 
as a built-in condition in the module. It is, therefore, necessary to create an equivalent absorbing 
boundary layer within COMSOL for dynamic simulation of seismic waves in the time-domain.  
From the simulations observed in the previous section, the viscous dashpots do not 
efficiently damp the outward propagating surface waves from the exterior right, left and bottom 
boundaries. A simple solution for attenuating the propagating wave is to use an ABL. This layer 
has same elastic properties and density as the elastic medium of the model thereby minimizing 
the reflections between the model and the ABL.  
Rayleigh damping is one method of defining damping in finite element models. It uses 
two coefficients known as Rayleigh damping coefficients: !!" !and!!!!". Consider the equation 
of motion with a single degree of freedom with viscous damping,! !!+ !!+ !" = !!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!(3.4) 
where! , ! and ! are the mass, damping and stiffness respectively. ! is the external force on the 
node. !, ! and!! are displacement, velocity and acceleration respectively. 
The damping coefficient ! can be expressed using Rayleigh damping coefficients as  ! = !!"!+ !!!"!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!(3.5) 
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where the first and the second terms are proportional to the mass and stiffness. It can also be 
transformed to the more common damping ratio (!), which is the ratio between the actual 
damping and critical damping. The damping ratio for specified Rayleigh damping coefficients, !!" !and!!!!", is given by: ! = !!"2! + !!!"!2 !!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!(3.6) 
where ! is angular frequency which is equal to 2!!times frequency!!. From equation 3.6, it can 
be observed that ! is frequency dependent and has a minimum defined as !!"# and!! !"#. Their 
relation to the Rayleigh damping coefficients can be derived by taking derivative of equation 3.6 
and equating it to zero,  
!!"# = 2!!!"# = !!"!!!" !!!!!!!.!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!(3.7)! 
The Rayleigh damping coefficients for different damping ratio values can be calculated in 
terms of!!!"#!from equations 3.6 and 3.7. For example,  ! = !,!!!!!" = !!!" = 0!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!(3.8!) ! = !, !!" = 2!!!"#, !!" = 12!!!"# !!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!(3.8!) 
If !!!"#!is chosen to be the dominant frequency of a propagating wave, the damping ratio for 
frequencies below and above the dominant frequency is greater than the damping ratio at!!!"#. 
The efficiency of the proposed ABL is evaluated for three damping distributions. The 
model uses the same elastic properties (S-wave velocities of 173 m/s, P-wave velocity of 300 m/s 
and a density of 1800 kg/m3) as the previous VDBM model. Figure 3.9 shows the geometry of 
the model and the receiver locations. 
!47 
!
 The only change made to the previous model (Figure 3.4) is the addition of an ABL 
around the original domain and removing the dashpots from the boundaries. The thickness of the 
ABLs is chosen to be 2. 5! where!! is the wavelength of the P-wave. The receivers are placed at 
the same locations as before (at A, B and C).  
 
Figure 3.9: Schematic of model with proposed ABL (Case 1, 2 and 3) 
The source is again a Ricker pulse having a width of 0.02 second and a dominant 
frequency of 100 Hz. It is applied at a distance of 0.5!! from receiver-A on the free surface. A 
mesh composed of quartic quadrilateral elements with maximum element size of 0.2!! is used 
and an incremental time of Δ! defined by equation 3.3 is used. 
Three cases with different damping functions within the ABL are shown in Figure 3.10. 
The anticipation behind increasing damping continuously in the absorbing layer is to avoid an 
impedance mismatch at the interface between the model and the absorbing layer. 
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Figure 3.10: Damping as functions of the thicknesses of the absorbing layers for cases 1 to 3  
The first case assumes a homogenous damping ! = 1!across the width of the absorbing 
layer, the second case assumes a linear increase in damping along the width of the absorbing 
layer (! = 0!!"!! = 1) and the third case considers a fourth order exponential increase in 
damping along the width of the absorbing layer (! = 0!!"!! = 1). A fourth case combines the 
damping function of the third case plus a viscous damping absorbing boundary shown in figure 
3.11.  
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Figure 3.11: Schematic of model with proposed ABL and the VDBM (Case 4) 
For case 1 (ξ = 1), the spurious reflection on the vertical displacement for receivers A, B 
and C are about 16% of the direct Rayleigh wave. For the horizontal responses, these reflection 
amplitudes are also about 16%. These reflections are from the interior interfaces between the 
elastic media and the absorbing layers as a result of the complex modulus contrast at the 
interface.  
For case 2, where the damping varies linearly from ξ = 0 to!ξ = 1, the spurious 
reflections are substantially reduced to about 0.5% on the vertical and horizontal displacements. 
Reflections from the interfaces are drastically decreased as the contrast in complex modulus is 
minimized at the interface (ξ = 0 at the interface). Small reflections are however observed as a 
result of the damping transition. Reflections might be minimized if a smoothly (e.g. 
exponentially) varying damping is introduced to the layer.  
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For case 3, ξ varies exponentially, and the spurious reflections on the vertical and 
horizontal displacements are less than 0.2%. The magnitudes of the reflections have decreased 
on average by a factor of 2.5 as compared to the reflections of case 2. The damping distribution 
of Case 3, therefore, appears to be more satisfactory. 
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Figure 3.12: Normalized vertical (top) and horizontal (bottom) displacement responses on Receiver-A and amplified views of the reflections from 
the boundaries (left) 
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Figure 3.13: Normalized vertical (top) and horizontal (bottom) displacement responses on Receiver-B and amplified views of the reflections from 
the boundaries (left) 
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Figure 3.14: Normalized vertical (top) and horizontal (bottom) displacement responses on Receiver-C and amplified views of the 
reflections from the boundaries (left) 
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Case 4 is to determine whether or not improvement over Case 3 is possible by adding a 
viscous dashpot on the outer boundary of the proposed absorbing layer. Figures 3.15 to 3.17 
demonstrate that the additions of viscous dashpots are more effective than Case 3 by itself. The 
spurious reflections in the vertical displacement are now on the order of 0.1%. For the horizontal 
displacement, the reflection percentages are less than 0.05%. These reflections are reduced an 
additional factor of 2 from simply using the VDBM.  
In conclusion, the proposed ABL is an efficient approach to reduce spurious reflection 
originating from the confining boundaries. Hence, it can be implemented and utilized to absorb 
seismic waves in the framework of COMSOL. The layer absorbs Rayleigh waves effectively and 
is independent of angle of incidence. The addition of a VDBM illustrated in case 4 to the ABL 
has better absorbing quality. In this project, the models are terminated using an ABL with 
dashpots, as studied in case 4, to simulate infinite media. 
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Figure 3.15: Normalized vertical (top) and horizontal (bottom) displacement responses on Receiver-A for case 3 and case 4 and 
amplified views of the reflections from the boundaries (left) 
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Figure 3.16: Normalized vertical (top) and horizontal (bottom) displacement responses on Receiver-B for case 3 and case 4 and amplified views 
of the reflections from the boundaries (left) 
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Figure 3.17: Normalized vertical (top) and horizontal (bottom) displacement responses on Receiver-C for case 3 and case 4 and!
amplified views of the reflections from the boundaries (left)!
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3.2 Numerical dispersion simulations and analysis 
 
In section 3.1.1, the effect of the order of mesh element, size of mesh element and time 
step of the solver on numerical dispersion was introduced. A 4th order mesh element, 5 elements 
per shortest wavelength and a step time of 0.25 times the maximum mesh size divided by speed 
of P-wave were recommended. These recommendations are now justified using the simulations 
in this section.  
A comparison of simulation with different element orders (!), number of mesh elements 
per wavelength and time step factors are presented. The same model defined in Figure 3.10 is 
used for the simulations. Figure 3.18 compares the numerical dispersion with meshes composed 
of 1st, 2nd and 4th order elements. As the propagation distance increases, the numerical dispersion 
increases for the mesh composed of linear elements. This illustrates that low order elements are 
more susceptible to numerical dispersion than higher order elements.  
The numerical dispersion caused by various size meshes composed of quartic (4th order) 
elements are demonstrated in Figure 3.19. The numerical dispersion for a mesh composed of 2.5 
quartic elements per wavelength is higher than the others and the effect is more observable at 
longer distances. Figure 3.20 compares the numerical dispersion associated with various step 
time factors (!!). As the time step factor is decreased, the numerical dispersion is decreased.  
From these simulations, the optimum parameters for the numerical scheme are selected to 
be 5 quartic elements per wavelength and a step time factor of 0.25 for all the 2D models. In case 
of 3D simulations, these numbers are changed to reduce computational cost in order to run the 
3D earthen dam models but recognizing the possibility of numerical artifacts. 
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Figure 3.18: Numerical dispersion for different mesh element orders on receivers A, B and C!
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Figure 3.19: Numerical dispersion for different mesh element sizes on receivers A, B and C!
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Figure 3.20: Numerical dispersion for different time steps on receivers A, B and C 
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3.3 Seismic wave propagation through simple models 
 
To evaluate the computational capacity of COMSOL for the intended research work, two 
simple seismic models are constructed. The first model represents seismic wave propagation in 
an unbounded elastic domain excited by a transient point source. A closed form solution for this 
model is recalled and compared with the numerical solution. The second models consist of a 
transient axisymmetric point source and a transient surface line source on an elastic half space. 
Comparison is made between the seismic responses from the point and line surface sources. 
3.3.1 Seismic waves propagation from a point source in unbounded media 
The analytic solution for the seismic response of a point source in an unbounded medium 
is presented in, Seismic waves: Radiation, Transmission and Attenuation (White, 1965). For a 
force of magnitude ! and time dependence !(!) acting in the x-direction at the origin, the closed 
form solution for the three components of particle displacements is obtained by White. White 
expressed the displacements in spherical coordinates for easier visualization because of axial 
symmetry about the direction of the force. For a point force acting in the direction of ! = 0° (! 
is the angle between x-axis and radial coordinate), the radial and tangential displacements at any 
location in the media are given by: 
!! = !!"#$ !4!"# 1!!! ! ! − !!! + 2!!! !! ! − !!! + 2!! !!! ! − !!! − 2!!! !! ! − !!!
− 2!! !!! ! − !!! !!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!(3.9!) 
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!  = !!"#$ !4!"# 1!!! !! ! − !!! + 1!! !!! ! − !!! − 1!!! !! ! − !!! − 1!! !!! ! − !!!
− 1!!! ! ! − !!! !!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!(3.9!) !! and !! are the P-wave and S-wave velocities of the medium. !!!and !!! are the first and double 
integrals of!!(!) and represent near field effects. The first three terms in equation 3.9a travel 
with the P-wave velocity, whereas the 4th and 5th term propagate with the S-wave velocity. In 
equation 3.9b, the first two terms travel with the P-wave velocity and the other three terms are 
associated with the S-wave. The terms with the integrals attenuate more rapidly because of the 
additional !! and !!! factors. Therefore, at far offsets the near field effects due to these terms are 
diminished.  
The axisymmetric solution for this model is calculated using COMSOL. Figure 3.21 
displays the schematic of the 2D axisymmetric model used for the simulation. A P-wave velocity 
of 290 m/s, S-wave velocity of 168 m/s, and density of 1800 kg/m3 are used to define the 
mechanical properties of the medium. The applied ! ! !is prescribed as a displacement and its 
time dependence function is an inverted Ricker with a dominant frequency (!!"#$%&%') of 100 
Hz. The displacement components at four locations in line (! = 0°) and perpendicular 
(! = −90°) to the force are computed both analytically and numerically in terms of a 
dimensionless time!!/! and dimensionless radial distance!! = !/(!!) where !! = !!! and ! is 
the peak to peak time interval in the ricker which is equal to 0.7797/!!!"#$%&%'. The tangential 
displacement on a receiver placed in line with the force (! = 0°) is zero because of the sin!!term in equation 3.9b. The radial displacement on a receiver placed perpendicular to the 
force (! = −90°) is zero because of the cos!!term in equation 3.9a.  
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Figure 3.21: Schematic of 2D axisymmetric model for numerical simulation of a point source in 
unbounded elastic media 
The normalized radial displacements!(! = 0°) obtained from the analytical calculations 
and simulations are displayed in Figure 3.22. The P-wave signal at R=1 is distorted due to the 
contribution of the radial motion traveling with S-wave velocity. The radial motion due to the S-
wave begins to separate at R= 2 and is completely separated at R=3 and R=4. The radial motion 
contribution of S-wave is still apparent at four wavelengths from the source. The separated P-
wave signals still have a distorted Ricker wavelet shape because of the near field terms traveling 
with P-wave velocity (second and third terms in equation 3.9a). The separated S-wave signals 
have a shape of a Ricker first integral.  
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Figure 3.22: Radial displacements along a line in the direction of the source (! = 0°)  
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The normalized tangential displacements!(! = 90°) obtained from the analytical 
calculations and simulations are shown in Figure 3.23. The S-wave signal is distorted at R=1 due 
to the contribution of the tangential motion traveling with a P-wave velocity. The tangential 
motion due to the near field P-wave is completely separated at R=3 and R=4. The tangential 
motion contribution of P-wave is apparent at four wavelengths from the source but not as 
apparent as the radial motion contribution of S-wave in the radial motion (Figure 3.22). The 
separated S-wave signals still have a distorted Ricker wavelet shape. The distortion is caused by 
the near field terms traveling with the S-wave velocity (third and fourth terms in equation 3.9b). 
The separated P-wave signals have a shape of a Ricker first integral.  
Overall, the simulation results for both the radial and tangential displacements showed 
very close agreement between the numerical and analytical results. The arrival times and 
amplitudes of the P-waves and S-waves associated with the near field and far field terms are 
represented accurately by the simulation. Reproducing correct near field effects by COMSOL 
increases the confidence of simulating seismic wave propagation in earthen embankments where 
the source-receiver distance is usually a couple of wavelengths.  
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! !
!  
Figure 3.23: Tangential displacements along a line perpendicular to the direction of the source (! = −90°) 
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3.3.2 Seismic wave propagation in an elastic half space (Lamb’s problem): 
Point source and line source  
In most seismic field techniques, a seismic disturbance is applied in the form of point 
source where the seismic propagation has a spherical propagation pattern. In 2D plain strain 
approximations, it’s not possible to define point sources. Cylindrical waves, however, are created 
in such models from line sources. In order to study and approximate field surveys using 2D plain 
strain approximations, it is important to understand the difference in seismic responses due to a 
point source and a line source on an elastic half space. Two models are calculated; the first 
model is a point source using a 2D axisymmetric approximation and the second model is a 2D 
plain strain line source. Figure 3.24 and Figure 3.25 show the schematic of these models. 
 
 
 
 
 
 
 
 
 
 
Figure 3.24: Schematic of 2D axisymmetric model for seismic wave simulation of a point 
source on elastic half space 
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Figure 3.25: Schematic of 2D plain strain model for seismic wave simulation of a line source on 
elastic half space 
The normalized horizontal and vertical displacements versus normalized times are 
displayed for four receivers on the free surface of the elastic half space on Figures 3.26 and 3.27 
respectively. Information from the direct P-waves, S-waves and Rayleigh waves are commonly 
used for subsurface imaging. The first arrival times of the P-wave are equal in both models. The 
Rayleigh wave arrival times from the two models also in good agreement. Since the S-waves are 
weak compared with the Rayleigh waves, the arrival of the S-waves is masked in both models. 
The magnitude of the P-wave is higher in case of line sources. The Rayleigh wave amplitudes 
from the two sources also show a magnitude difference. Both the magnitudes of P-waves and 
Rayleigh waves from the line source model lag in time as compared to the point source model. 
The front and back tails of the waves for the line source model are also elongated as compared to 
tails of signals for the point source model.  
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Figure 3.26: Normalized horizontal displacements due to transient surface sources 
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Figure 3.27: Normalized vertical displacements due to transient surface sources 
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3.3.3 Simulation of reflection and refraction of waves from an interface 
The presence of a layer over a half space results in the reflection and refraction of the 
incident waves at the interface. In general, the seismic source produces both P and S waves and a 
general description of Lamb’s problem can be found in many literatures (Miller and Pursey, 
1954; Mooney, 1974; Aki and Richards, 2002). For simplicity, assume the source produces only 
one wave type as shown in Figure 3.28, !! and !! are the P-wave velocities in the upper layer 
and the half space respectively. The arrival times of the wave after it interacts with the 
subsurface is the bases of various seismic field methods. 
Figure 3.28: Different seismic wave paths for a source and a receiver on the free surface 
The travel time for the direct wave is simply obtained by dividing the distance between 
the source and receiver by the speed in the first layer. The travel-time curve is a straight line 
described by  !!"#$%& = !!! !!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!(3.10) 
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The travel time for the reflected wave is the two way travel time from the source on the 
surface to the interface and then back to the receiver on the surface. The travel-time curve is a 
hyperbola  
!!"#$"%&"' = 12 ! ! + ℎ! ∙ 2!! !!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!(3.11) 
where x is the distance between the source and receiver. The asymptote of this travel-time curve 
is the direct wave at far offsets from the source. 
Head waves or refracted waves occur when the angle of the incident wave is greater than 
the critical angle!!!"#$#!%&. The travel time for the head waves is the sum of the times taken for 
the incident wave to travel in the first layer, second layer (after it critically refracted) and then 
back up in the first layer (when it returns back to the surface). The travel time curve for a head 
waves is a straight line given by  
!!!"# = !!! + 2ℎ!! 1− !!!! ! !!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!(3.12) 
Since head waves are not developed until the critical angle is reached, the travel time curve starts 
at a distance called the critical distance!!! given by !!! = 2ℎ!!"#(!!"#$#!%&)!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!(3.13) 
At offsets less than the critical distance, the direct waves arrive at the receiver before head 
waves. At longer offsets, however, the head waves arrive before the direct waves because the 
velocity of the head wave in the second layer is greater than the velocity of the direct wave in the 
first layer. The distance where the head wave and the direct wave reach the surface at the same 
time is called the crossover distance!!!. 
!!! = 2ℎ! !! + !!!! − !! !/! !!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!(3.14) 
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Beyond this distance, the head wave arrives first on the seismogram. The model presented in 
Figure 3.29 is used to evaluate the capability of modeling direct and head waves.  
Figure 3.29: Schematic of refraction model 
The critical angle for the incident P-wave is 44.4 degree. The critical distance is between 
geophones 7 and 8 (2.38 m) and the crossover distance is in between geophones 17 and 18 (5.80 
m). The synthetic seismogram for the 48 geophones is shown in Figure 3.30. The seismic source 
is a 100 Hz Ricker with vertical displacement amplitude of 1 micro meter (Figure 3.5). The 
direct wave and head wave arrivals are clearly identified by the blue and red dashed line. The 
velocities calculated from the inverse of the slopes of these lines, is 272 m/s and 425 m/s. These 
represent the P-wave velocity in the first layer and the half space respectively. From the 
seismogram, it is difficult to see the reflected wave as they are masked by the surface waves. 
!!
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Figure 3.30: Synthetic seismogram for the refraction model 
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Two additional models are calculated using COMSOL to study the reflection of waves at 
an interface. The model shown in Figure 3.31 applies an axisymmetric point source on the free 
surface of a homogenous elastic layer over an elastic half space. A second model shown in 
Figure 3.32 applies a line source on the free surface of a homogenous elastic layer over an elastic 
half space. The displacement and stress is computed at a point half way in the first layer to 
evaluate waves reflected from the interface.  
 
 
 
 
 
 
 
 
 
Figure 3.31: Schematic of reflection model1 (Point source) 
 
 
 
 
 
!! 77 
Figure 3.32: Schematic of reflection model 2 (Line source) 
Given the mechanical properties of a medium, the reflection and transmission coefficients 
for a normal incident plane wave can be calculated from the impedances of the media (equation 
2.22). From these coefficients, it is possible to determine the amplitude of the transmitted and 
reflected plane waves. The reflection coefficient in equation 2.22 is, however, when the 
amplitudes of the displacements are measured with respect to the direction of wave vector or 
propagation. When the displacements are measured with respect to a fixed coordinate system, the 
reflection coefficient is negative of the one obtained in equation 2.22. Therefore, a negative 
reflection coefficient based on equation 2.22 implies a reflected wave with the same phase as the 
incident wave and a positive reflection coefficient represents a reflected wave with an opposite 
polarity. 
If incident and reflected stresses are measured instead of displacements, a negative 
reflection coefficient based on equation 2.22 represents a reflected wave with an opposite 
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polarity and a positive reflection coefficient implies a reflected wave with the same phase as the 
incident wave. For example, a wave incident on free surface produces reflected displacement 
having same polarity as the incident displacement and reflected stress having opposite polarity to 
the incident stress. 
The normalized vertical displacements and stresses from the two simulations for the 
buried receiver are shown in Figure 3.33 and Figure 3.34.  
 
Figure 3.33: Normalized vertical displacement for buried receiver in models 1 and 2 
The reflected P-wave and S-wave from interface are identified by the black and red 
broken line boxes respectively. The reflected P-wave and S-wave from the free surface, 
commonly referred to as ghost reflections, are identified by the black and red solid line boxes 
respectively. The direct P-wave is distorted because of the contribution of the near field S-wave 
motion. The near field S-wave is separated in time from the P-wave contribution on the reflected 
waves. 
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Figure 3.34: Normalized vertical normal stress for buried receiver in models 1 and 2  
The arrival times of the reflected waves are very accurate. The polarity of the reflected 
displacements from the interior interface is opposite to the polarity of the incident displacements 
(Ricker pulse in Figure 3.5) and the reflected stresses have the same polarity as that of incident 
stresses as expected. The reflected displacements from the free surface have the same polarity 
and the stresses have opposite polarity with respect to the incident displacements and stresses, 
respectively. 
Comparing the calculated amplitudes with theoretical values requires the solution of 
Lamb’s problem as discussed in Chapter 6 of Aki and Richards (2002). The theoretical solution 
was not attempted as part of this thesis and is a venue for future work. The theoretical reflected 
displacement amplitudes calculated based on the assumption of plane wave reflection and 
correcting for the appropriate geometrical spreading results in amplitudes that are factors of 6 
and 2 less than the amplitudes from the numerical calculation from model 1 and 2, respectively. 
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4. FE MODELING OF 2D SEISMIC WAVE PROPAGATION 
 
 The effects of seepage zones on the seismic response of embankments are examined 
through 2D seismic wave propagation simulations. Seismic wave propagation modeling along 
the longitudinal and transverse cross-sections of a quarter-scale experimental dam is conducted. 
The presence of compromised zones, water in the reservoir, and contrasts in elastic properties 
within the dam on the seismic response of the dam is studied. Interpretation and comparison of 
synthetic seismograms is made by focusing more on the first arrival times and the distortion of 
wavelets. The simulation results display the seismic signatures associated with small seepage 
zones and will justify why small zones are not clearly delineated in seismic field tomography.  
 Cross-sections of the experimental embankment modeled in this chapter are shown in 
Figure 4.1 and 4.2. 
 
Figure 4.1: Longitudinal cross-section of the experiment embankment  
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Figure 4.2: Transverse cross-section of the experiment embankment 
 The embankment is constructed with an optimally compacted clay soil. Two zones 
susceptible to seepage are incorporated into the embankment. The zones are 1.83 m wide and 
0.30 m thick, placed at a depth of 0.61 m from the crest of the embankment, and at a distance of 
0.91 m from the upstream face of the embankment. Zone 1 consists of an under compacted clay 
soil and Zone 2 consists of a sandy loam soil. The purpose of the zones is to facilitate 
preferential seepage flow at these locations and determine the associated seismic anomalies. 
 The overall objective of the 2D modeling is to study the dependence of the seismic 
anomalies on the state of the embankment and to determine why these zones are not clearly 
delineated in the measured seismic refraction tomograms. The modeling is also used to 
investigate non-tradition field acquisition scenarios. 
4.1 Embankment model 
 The geometry of the 2D model is shown in Figure 4.3 (figure is not drawn to scale). 
Different variations of this model will be investigated. Two initial models are considered where 
the zones are absent. The first initial model consists of a simple homogeneous material and the 
other consists of a material having a velocity gradient. The top surface is assumed to be a free 
surface and rigid body motion constraints are placed on the bottom two corners vertices of the 
!! 82 
models (one restrained in x direction and the other restrained in both x and y directions). The 
initial displacement field and its derivatives are assumed to be zero. The ABLs surrounding the 
actual model are parameterized as discussed in Chapter 3. The thicknesses of the absorbing 
layers are equal to 2.5 times the dominant wavelength in the foundation material. The absorbing 
boundary layers beyond the abutments and the foundation are not shown in Figure 4.3.  
 
Figure 4.3: Geometry and dimensions of the 2D longitudinal models 
 The acquisition setup consists of 48 geophones equally spaced across the surface of the 
embankment and its abutments. Two source locations: one at the middle of the embankment and 
one at the end of the receiver spread are considered. The source signal consists of a 100 Hz 
Ricker seismic pulse with a vertical displacement amplitude of 1 micrometer at the source 
location. 
 The embankment and zones are assumed to be composed of a linear elastic material. 
Appropriate material properties are assigned to the model domains based upon average wave 
velocities obtained from the field tomography results. The densities values are obtained from lab 
measurements on samples of the embankment and zone materials. Two different cases, 
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representative of wet and dry conditions, are considered for the zones. Velocity values obtained 
from seismic refraction tests carried out over the top of the zones during construction of the 
embankment are considered for the dry zones. The seismic velocities and densities used in the 
models are summarized in Table 5. 
 
Table 5: Wave velocities and densities of embankment model materials 
 !! !! Density 
Gradient Embankment 322 m/s - 570 m/s 195 - 350 m/s 1910 kg/m3 
Homogenous Embankment 446 m/s 272.5 m/s 1910 kg/m3 
Clay Zone (Zone 1)    
! Dry 253 m/s 175 m/s 1780 kg/m3 
! Wet 530 m/s 150 m/s 2040 kg/m3 
Sand Zone (Zone 2)    
! Dry 223 m/s 135 m/s 1730 kg/m3 
! Wet 560 m/s 120 m/s 1860 kg/m3 
 
 From the numerical dispersion studies on section 3.2, the 2D simulations presented in this 
chapter, have a mesh composed of quartic elements with a maximum size of one-fifth of the 
smallest wavelength. The optimal time step is defined by equation 3.3. 
4.2 2D longitudinal finite element simulations 
 Synthetic seismograms represent the time history of the displacement (vertical or 
horizontal) recorded by a group of sensors placed along the top surface of the embankment due 
to a given source. Comparison between the seismograms from a homogenous embankment, 
homogenous embankment with zones, velocity gradient embankment, and velocity gradient 
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embankment with zones are presented. Dry and saturated zones are also considered in the 
models.  
4.2.1 Homogenous embankment  
 The simplest model to consider is a homogenous embankment with no zones present. The 
seismograms for seismic sources at the midpoint of the receiver spread and on the end of the 
spread are shown in Figure 4.4 and Figure 4.5, respectively. A small schematic of the model, 
magnified view of the first arrivals and the full synthetics are included in the figures. The results 
from these models and the velocity gradient embankment models are used as base models for 
comparison of seismograms later in this section. In all figures, blue traces represent the base 
model whose schematic is shown on the top center or top left corner of the figure.  
The first arrival times calculated from the forward modeling capability of Rayfract 
(denoted by black dots) agree well with the finite element times (Figure 4.4). Rayfract is an 
inversion package that is used to process seismic refraction field data for imaging the subsurface 
velocity structure based on the seismic first break energy. It has also a forward modeling 
capability. Wave propagation is modeled with wave paths based on an advanced first-order 
Eikonal solver (http://rayfract.com/). 
The first arrival times, or direct P-wave arrivals, in the seismograms for the midpoint shot 
shown in Figure 4.4 shows the influence of the lateral heterogeneity. The lateral variation of the 
embankment material and abutment material results in arrival times corresponding to a speed of 
446 m/s for receivers over the embankment and a speed of 682 m/s for receivers over the 
abutment material. The velocity in the abutment is slightly greater than the input P-wave velocity 
of the abutment material. The result could easily be misinterpreted as a one layer refraction. 
However, the cross-over distance for this model is about 5.80 m from the shot location. This 
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distance is close to geophones 8 and 41 for the midpoint shot. The head waves are not seen on 
this synthetic seismogram because the head waves encounter the abutments before reaching the 
cross-over distance. 
Distortion in the direct Rayleigh wave is observed on geophones 11-14 and 35-38 due to 
the surface waves reflecting from the left and right abutments respectively (full seismogram). 
The direction of the direct Rayleigh wave is indicated by the black arrows in Figure 4.4. The 
reflected Rayleigh wave from left and right abutments are indicated by the red arrows. The 
absence of absorption in the model permits the Rayleigh wave to bounce back and forth between 
the abutments. In a realistic situation, this reverberation would be limited by the attenuation of 
the soil. 
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Figure 4.4: Synthetic seismogram for the homogenous embankment model for the midpoint shot 
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The seismogram for the end shot homogenous model is shown in Figure 4.5. The first 
arrival times calculated, for the end shot, using the forward modeling module in Rayfract 
(denoted by black dots) agree well with the onset of arrival from finite element calculation. The 
effects of the lateral variation are present in the arrival times of the direct propagating P-wave. 
For sensors over the abutment material, 1-11 and 38-48, the travel times versus offset curve 
corresponds to a velocity of 637 m/s. The transition to the embankment material and the slope of 
the abutments results in a curved transition on the arrivals and is observed on geophones 12-22 
and geophones 34-40. The first arrival times on the geophones 23-33 have a travel time offset 
slope equivalent to a speed of 637 m/s and indicates the first arriving wave traveling with a P-
wave velocity of the abutment and foundation but having an additional constant time delay as is 
sometime observed with faulting.  
Reflections of the Rayleigh waves from left and right abutments are also clearly 
noticeable on the seismograms (shown by red arrows). Broadening in the direct propagating 
Rayleigh wave train is observed on the full seismogram which is associated with the formation 
of new interface wave at the bottom of the embankment (shown by black arrows). 
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Figure 4.5: Synthetic seismogram for the homogenous embankment model for the end shot 
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4.2.2 Homogenous embankment with dry zones 
 The inclusion of heterogeneities in a geophysical media influences the seismic response 
of the media. Signatures of the anomalies are displayed on the seismic seismograms as arrival 
time, amplitude or phase discrepancies of the propagating seismic waves. Similarly, internal 
seepage zones in embankments provide signatures on seismograms.  
Seepage zones in embankments vary with environmental conditions and loading state of 
the embankment. During the driest season and when the reservoir is empty, seepage channels are 
best represented by the drier elastic properties of the soil along the seepage path. The synthetic 
seismograms in Figures 4.6 to 4.7 compare the seismic response of the homogenous 
embankment with dry zones and the base homogenous embankment model results. The elastic 
properties of the zones are representative of the driest state. Any deviations observed on the 
seismograms from the base model are considered seismic signatures of the zones. Since the field 
seismic refraction technique employed in the experiment embankment utilized the first arrival 
time of the seismic waves to image the embankments velocity profile, the interpretations of the 
synthetic seismograms will prominently focus on seismic signatures related to the first arrival 
times, magnitudes and distortions of the seismic waves. The black dot and the green circle 
represent arrivals from the base model and the homogenous model with dry zones respectively 
and the arrivals are calculated with Rayfract. 
  From the midpoint shot result (Figure 4.6), the first arrival times for the model with dry 
zones is the same as that of the first arrival times of the homogenous model. Effect of the zones 
is not manifested in the first arrival times. But distortion on the first arriving wavelets is clearly 
observed on the geophones 14-18 and 31-36. The distortion effect is skewed away from the 
source a distance of about four geophone spacings. The distortion due to zone 1 and zone 2 is 
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similar as the contrast in the impedances between the zones’ materials and the embankment 
material is similar. The first arrival distortions caused by the zones disappear on geophones 1 to 
12 and 37 to 48. From the full synthetic plot at the bottom of Figure 4.6, the direct propagating 
Rayleigh wave around zone 1 begins distorting on geophone 21 and for zone 2, on geophone 28. 
The distortion effect continues towards the end of the spread in both directions.  
The end shot seismogram displayed in Figure 4.7 supports the fact that the seismic 
signatures from the dry zones in the embankment are not manifested as first arrival times 
differences. Signatures only appear as distortions of the first arriving wavelets on geophones 18 
to 35. The distortions are pronounced close to the zones: geophones 18 to 23 above zone 1 and 
geophones 29 to 33 above zone 2. Uniform cumulative distortion due to the zones is observed on 
the first arriving wavelets of the far geophones. Direct propagating Rayleigh waves also become 
distorted on geophones 20 to 36 due to interaction with the zones. 
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Figure 4.6: Comparison of the synthetic seismograms of the homogenous embankment with dry zones model and the base model for the midpoint shot 
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Figure 4.7: Comparison of the synthetic seismograms of the homogenous embankment with dry zones model and the base model for the end shot
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4.2.3 Homogenous embankment with wet zones 
 During spring and winter seasons, seepage zones in embankments commonly exist in a 
wet state. The seismic seismograms on Figure 4.8 and Figure 4.9 compare the seismic responses 
of the experiment embankment with wet zones to the base model responses for the midpoint and 
end shots respectively. For both shots, the first arrival times from the model with the zones don’t 
show any significant difference as compared to the first arrival times of the base model. Seismic 
signatures are however observed as distortion of the wavelets. 
For the midpoint shot (Figure 4.8), distortion of the first arrival wavelets is present on 
geophones 12 to 17 and 32 to 37. The distortion effect is shifted five geophone spacing distances 
away from the source. The direct propagating Rayleigh wavelets also become distorted 
beginning from the second geophones (geophone 21 and geophone 28) placed over the zones and 
continue to deviate which later keep a uniform distortion effect on the far geophones. 
For the end shot (Figure 4.9), distortions in the first arriving wavelets are observed from 
geophone 17 to geophone 48. The distortions, however, are not as pronounced as the distortions 
observed in the midpoint shot seismogram and the dry case seismograms. A constant distortion 
on the first arriving wavelets can be seen on the responses of geophones 37 to 48 which indicate 
the existence of the zones in between geophone 17 and geophone 36. The full seismogram on 
Figure 4.9 also shows the Rayleigh wavelet distortion in the same interval. 
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Figure 4.8: Comparison of the synthetic seismograms of the homogenous embankment with wet zones model and the base model for 
the midpoint shot
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Figure 4.9: Comparison of the synthetic seismograms of the homogenous embankment with wet zones model and the base model for 
the end shot  
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4.2.4 Embankment with a velocity gradient  
 A vertical velocity gradient where the elastic properties vary as a function of depth might 
be a more appropriate representation of the structure in the embankment. The seismic signatures 
of the weak zones in the embankment with a gradient in elastic properties are examined. Figure 
4.10 and Figure 4.11 show the synthetic seismograms of the velocity gradient base model for the 
midpoint and end shots respectively. 
The seismogram for the midpoint source shown in Figure 4.10 has high frequency 
oscillations observed at early times for near offsets (geophones 14 to 35). These are believed to 
be caused by near source field effects or numerical instability (nonlinearity). This might be 
associated with inappropriate meshing to properly represent the chosen velocity gradient and 
requires further investigation. The first arrivals for the geophones (13-37) placed above the 
embankment now lie on a curved line due to the gradient of the P-wave velocity. The arrival 
times for geophones at both ends of the line, above the abutments, have a linear move out. The 
speed calculated from the slope of these linear segments of the travel time plot is 680 m/s, close 
to the P-wave velocity in the abutment material. 
The direct and reflected Rayleigh waves from abutments are indicated by the black and 
red arrows respectively. Because of the dispersive nature of the Rayleigh waves in heterogeneous 
media, the direct and reflected waves do not follow a linear propagation pattern as the 
homogenous embankment on the geophones above the embankment.  
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Figure 4.10: Synthetic seismogram for the velocity gradient embankment model for the midpoint shot 
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The seismogram for the velocity gradient embankment for the end shot is shown in 
Figure 4.11. The first arrival times for geophones 1-11 and 38-42 represent arrivals from the 
direct P-wave in the abutment with a velocity of 637 m/s. As opposed to the homogenous model, 
a constant jump in time is not observed on the first arrival times of the responses from geophones 
on the top of the embankment, instead, a smoother transition is observed throughout.  
Due to interaction of Rayleigh waves with the abutments, new interface waves are also 
formed beginning from around geophone 18 and continues to travel towards the end of the 
spread. The broad wave train feature observed beginning from geophone 18 is due to a combined 
effect of the direct propagating Rayleigh wave and the new interface wave. 
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Figure 4.11: Synthetic seismogram for the embankment model with velocity gradient for the end shot 
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4.2.5 Embankment with a velocity gradient and dry zones 
 Seismic signatures of dry zones in a realistic velocity gradient embankment are evaluated 
in the next two seismograms. The seismogram from the velocity gradient model with dry zones 
is compared with the seismogram from the velocity gradient base model on Figure 4.12 and 
Figure 4.13 for the midpoint and end shots, respectively. The seismograms show similar seismic 
signatures as was predicted for the zones in the homogenous embankment; first arrival times are 
not influenced by presence of the zones and distortion of wavelets is the noticeable signature. 
 For the midpoint shot (Figure 4.12), the extent of distortion of the first arriving wavelets 
is the only feature that changes in comparison to the homogenous case. This is because of a 
different velocity and impedance contrast between the zones and the embankment material 
surrounding the zones. The distortion is observed on the same geophones (14 to 18 and 31 to 36). 
The lateral location of the zones can be predicted by the distortion of the direct propagating 
Rayleigh waves (Figure 4.12): the first zone is in-between geophone 16 and 21 and second zone 
is in between geophone 27 and 33. 
 For the end shot (Figure 4.13), the effect of the zones is again only observable as 
distortion of the first arrival on geophones 19 to 22 and 29 to 32. Direct propagating Rayleigh 
wavelets get distorted beginning from geophone 18 and recover after the wave passes the first 
zone and distorted again when passing through the second zone. A constant and cumulative 
distortion of the first arrival and Rayleigh wavelets is observed on far geophones (37-48).  
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Figure 4.12: Comparison of the synthetic seismograms of the gradient embankment with dry zones model and the base model for the midpoint shot 
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Figure 4.13: Comparison of the synthetic seismograms of the gradient embankment with dry zones model and the base model for the end shot 
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4.2.6 Embankment with a velocity gradient and wet zones 
 The seismic seismograms for the gradient embankment with wet zones are compared 
with the seismograms from the base model on Figures 4.14 and 4.15 for the midpoint and end 
shots, respectively. Distortions are observed on the first arriving P-wave and the direct 
propagating Rayleigh wavelets on geophones 13 to 21 and 27 to 36 (Figure 4.14). For the end 
shot model (Figure 4.15), the distortion of the first arrival wavelets is very small on geophones 
17 to 36. The distortion becomes more observable on the direct propagating Rayleigh wavelets 
on the same geophones interval. The scattering and reflection phenomena due to Rayleigh wave 
interacting with the abutment and then the zones can also be observed by the densely populated 
seismic traces on the synthetic in both Figure 4.14 and 4.15. 
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Figure 4.14: Comparison of the synthetic seismograms of the gradient embankment with wet zones model and the base model for the midpoint 
shot 
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Figure 4.15: Comparison of synthetic seismograms of the velocity gradient and the velocity gradient models with wet zones for an end shot  
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4.2.7 Homogenous embankment with one zone 
The seismic signatures of the zones in the seismograms appeared prominently as 
distortion of wavelets. The zones are behaving as scatters and causing significant distortions to 
the seismic wavelets. In order to clearly characterize the scattering effect of zones on first arrival 
wavelets, two models containing only one zone are analyzed. In the first model, the impedance 
of the zone is higher than the impedance of the embankment material. The impedance is adjusted 
by changing the density of the zone material by a factor of two greater than the embankment 
density. In the second model, the density of the zone is reduced by a factor of two less than the 
embankment material. The goal here is to characterize the seismic signature associated with high 
impedance and low impedance scatters on the first arriving wavelets. A high impedance zone in 
real embankments would be a wet zone and a low impedance zone would be a dry zone. 
 The resulting synthetic seismograms for the two models are presented in Figure 4.17. The 
distortion in the first arriving wavelets is only observed on the geophones to the left of the source 
where the zone is located. The seismic responses on geophones close to the zone (11 to 23) are 
plotted on the figure. The wavelet distortion is largest around geophones 13 to 17 indicating that 
the maximum distortion is not directly over the zone but is moved forward four geophones away 
from the source. The seismic signatures of the zone from model 1 and model 2 differ in the way 
the wavelet peaks are shifted and their magnitude changed. The magnitudes of the wavelets are 
increased and the first peak of the wavelets lag in time from base model wavelets for model 1. 
For model 2, the magnitudes of the wavelets get diminished and the first peak of the wavelets is 
advanced in time from the base model wavelets. 
 Nolet (2008) has studied the effect of the scattered energy on the wave shape of first 
arriving P-waves. According to Nolet, the addition of a scattered wave !"!onto the first arriving 
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P-wave ! deforms the waveshape and delays or advances the wave amplitude depending on the 
sign of !". The sign of !" is positive and negative when the scatter has a higher and lower 
density (impedance) than the host media. Figure 4.16 shows the cross-correlations!!(!) of a 
perturbed wave !(!)+ !"(!) and unperturbed wave!!(!). The amplitude of the wave is either 
advanced and diminished (Figure 4.16a) or delayed and magnified (Figure 4.16b) depending the 
sign of the scattered wave.  
!  
Figure 4.16: The effect of scattered waves on the wave shape of first arriving P-waves: negative 
reflector (a) and positive reflectors (b) (Nolet, 2008)  
 The results from the FEM (Figure 4.17) are consistent with the theoretical explanations. 
The scattered energy deformed and caused advance or delay in the amplitude of the wave. The 
amplitude of the wave is diminished and advanced in time in the case of the low impedance zone 
and magnified and delayed in time in the case of the high impedance zone. 
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Figure 4.17: Comparison of the synthetic seismograms of the homogenous model with high impedance zone and the base model 
(top); Comparison of the synthetic seismograms of the homogenous model with low impedance zone and the base model (bottom)  
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4.3 2D transverse finite element simulations 
 The models presented in this section investigate non-traditional field acquisition 
scenarios. Seismic wave propagation in the transverse direction over the top of the embankment 
is modeled. The effect of a compromised zone and the influence of the water on the seismic 
response of the embankment are investigated. The geometry of the transverse 2D models is 
shown in Figure 4.18 (figure is not drawn to scale).  
 
Figure 4.18: Typical geometry of the 2D transverse models (geometry of absorbing layers not drawn) 
 The compromised zone considered in the transverse models is the sand zone. The 
response of the embankment from a seismic source at the center of the crest is modeled. 48 
geophones with 0.34 m geophone spacing are used for seismic data acquisition. 
 A new boundary condition, the acoustics-structure boundary condition, is required in the 
transverse models to define the interaction between the water in the reservoir and the 
embankment. Acoustic-structure interaction involves the coupling of physics from two different 
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fields: acoustics (fluid) and structural mechanics. The coupling must be implemented in both 
directions; 
• The effect of the water on the embankment structure shall be included in the simulation 
by applying a pressure load (force per unit area) on the boundaries where the water 
interacts with the solid. This pressure load is given by !! = −! ∙ ! where n is the 
outward-pointing unit normal vector from the embankment boundary. 
• The effect of the disturbance created in the embankment structure on the fluid shall be 
included in the form of a normal acceleration. The normal acceleration for the water 
pressure on the boundary is equal to the acceleration based on the second derivatives of 
the structural displacements ! with respect to time:!!! = ! ∙ !!!. 
 The acoustic-solid interaction, transient interface, in the acoustics module in COMSOL 
combines transient pressure acoustics and solid mechanics interfaces to couple the acoustics 
pressure in the fluid domain with the structural deformation in the solid domain. 
 Different variations of the transverse model are investigated. A homogenous initial model 
without a zone is considered the base model. Comparison between the seismograms for a 
homogenous embankment, homogenous embankment with water and homogenous embankment 
with a zone are presented. Both dry and saturated zones are considered in the models.  
4.3.1 Homogenous embankment 
The simplest model to consider is a homogenous embankment with no zones or water in 
the reservoir. The synthetic seismogram for the homogenous transverse embankment model is 
shown on Figure 4.19. As the downstream side has a steeper slope (3 to 1) as compared to the 
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slope of the upstream slope (4 to 1), symmetry about the midpoint shot should not be expected 
on the synthetic seismograms.  
The first arrival times of the first arrival wavelets for geophones 1 to 15 and 22 to 24 lie 
on the same line (blue line) and (red line) respectively. The velocity calculated from the slope of 
the red and the blue travel time offset curves are 446 m/s and 637 m/s respectively. If the 
embankment was a flat layer, the critical distance and the cross-over distance would have been 
2.38 m and 5.80 m away from the source. The velocities from the straight travel time lines 
therefore represent the direct P-wave velocities in the embankment and the head P-wave velocity 
in the foundation. The first arrival times on geophones 16 to 21 do not show a uniform pattern 
like the other arrival times. This is because the geophones lie within the crossover region and 
also because the distance from the shot to geophones placed on the slopes is measured along the 
surface whereas the direct P-wave travels in a straight line from the source. On the downstream 
geophones, the P-wave arrival times on geophones 25 to 28 and geophones 33 to 48 lie on the 
red line and blue line respectively. These arrival times represent the arrival times of the direct P-
wave in the embankment and head wave, respectively. The arrival times on geophones 29 to 34 
do not show a uniform pattern as the arrival times on geophones 16 to 21. Distortion on the 
direct traveling Rayleigh waves is observed at halfway in the embankment slopes on both 
upstream and downstream of the embankment.   
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Figure 4.19: Synthetic seismogram of the homogenous embankment model 
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4.3.2 Homogenous embankment with water in the reservoir 
The influence of the water in the reservoir of a homogeneous embankment on the seismic 
wave propagation is examined by comparing with the seismogram of the base model on Figure 
4.20. The first arrival times on geophones 1 to 7 are advanced in time and of opposite polarity 
but lie on a linear travel time curve. The velocity calculated from the slope of the line is equal to 
the speed of sound in water (1482 m/s). The first arrival times for geophones 22 to 48 are 
unaffected by the presence of the water. However, deviations related to the Rayleigh waves at 
later times are observed on geophones 20 to 49 because of the reflection of the Rayleigh wave 
from the water in the reservoir. An interface wave called Scholte wave which travels at a higher 
velocity than the Rayleigh waves is also created at the water-embankment interface. 
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Figure 4.20: Comparison of the synthetic seismograms of the homogenous embankment with water and without water  
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4.3.3 Homogenous embankment with a dry zone 
Seismic signatures associated with the presences of a dry zone are displayed in Figure 
4.21. The synthetic seismogram for the homogenous embankment model indicates that the zone 
does not cause a significant change on the first arrival times. The zone causes a distortion of 
wavelets on all geophones. The distortion is greater on geophones 8 to 37. A change in polarity 
on the first arriving wavelet is observed beginning from geophone 18 and is retained up to 
geophone 12. The reason for the polarity change is diffraction and scattering of the direct P-wave 
from the left edge of the zone. On the downstream side a change in polarity is present at 
geophone 31 and continues up to 33. At far offsets the first arriving wavelets have higher 
amplitude and the location of the peaks lag in time. 
The Rayleigh wave polarity changes beginning from geophone 27 and is retained up to 
geophone 31. The polarity of the Rayleigh wave again changes on geophone 32 and remains the 
same up to the end geophone in the spread. On the upstream side, the Rayleigh wave changes 
polarity on geophone 16 and keeps same polarity up to geophone 1. At latter times, back and 
forth reflections and interaction of the Rayleigh waves with the zone is also shown in the full 
seismogram.  
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Figure 4.21: Comparison of the synthetic seismograms of the homogenous embankment with dry zone and the homogenous models  
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4.3.4 Homogenous embankment with a wet zone 
The synthetic seismogram for the homogenous embankment model with wet zone is 
shown in Figure 4.22. No significant variations on the first arrival times are observed. Polarity of 
the first arrival wavelets change on geophone 18 up to geophone 14. This is due to diffraction 
and scattering of the direct P-wave from the left edge of the zone. Except for geophones 24 to 31, 
the peaks of the first arriving wavelets from the model with the zone are advanced in time as 
compared to the peaks of the first arriving wavelets of the base model. The polarity of the first 
arriving wavelets from the model with the zone and the base model are opposite on geophones 
32 to 35 which are located close to the right edge of the zone. The Rayleigh wave polarity 
changes on geophone 17 close the left edge of the zone. The polarity of the Rayleigh wavelet on 
the geophones on downstream side also changes from geophone 31 up to 35. 
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Figure 4.22: Comparison of the synthetic seismograms of the homogenous embankment with wet zone and the homogenous models 
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4.3.5 Embankment models with a phreatic surface 
A realistic scenario for an embankment having water in the reservoir would be to 
consider the presence of a phreatic surface. A phreatic surface is the upper surface of the natural 
seepage flow in an embankment. The soil below this surface is considered fully saturated. Two 
2D transversal models, one with a phreatic surface only and the other with a phreatic surface and 
fully saturated zone, are simulated in this section. 
The procedure for determining the location of a phreatic surface in a homogenous 
embankment, known as the Casagrande method, is illustrated in Figure 4.23 (US Army Corps of 
Engineers, 1986). The phreatic surface is first represented by a parabola with a focus at point!!’. 
The equation of the basic parabola (blue broken line on Figure 4.23) is expressed by  
! = !! − !!!2!! !!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!(4.1) !!! = !! + !! !.! − !!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!(4.2) !! = 0.3!! + !!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!(4.3) 
where ! is the depth of the reservoir. The basic parabola expressed in the above equation is then 
modified so that the phreatic surface (blue solid line) intersects the upstream face at a normal 
angle (at point B). The distance between the point B and the point B' where the parabola 
intersects the reservoir water level is assumed to be 0.3!!. On the downstream side, the point of 
intersection of the basic parabola with the downstream face is modified from point !′ to point ! 
for a smooth exit of the flow. For!! ≤ 60°, the distance ! between point ! and point !!is given 
by  
!! = !! + !! !.! − !! + !! − !!!"#!! !.! !!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!(4.4) 
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Figure 4.23: Phreatic surface in a homogenous embankment 
In the experimental embankment,!H = 1!m,!l! = 4.01!m,!l! = 5.88!m,!d = 7.08!m α = 19!°, !z! = 0.07!m and!a! = 0.62!m. A comparison between the seismograms for the 
homogenous model and the model with phreatic surface is presented in Figure 4.24. The elastic 
properties used in the model are also shown on the schematic of the models in the figure. Below 
the phreatic surface the soil is assumed fully saturated and the elastic properties are calculated 
using Gassmann’s equation (equation 2.28).  
The presence of the phreatic surface in the model causes a significant advance in the first 
arrival times on all geophones. A change in polarity of the first arriving wavelet is observed 
beginning from geophone 19 for the base model and from geophone 18 for the model with 
phreatic surface. The effect of the phreatic surface on the rayleigh waves can also be observed on 
the full synthetics as the two traces do not completely match to each other.  
The addition of a wet zone in an embankement with an established phreatic surface is 
illustrated on Figure 4.25. The seepage surface is assumed to follow the same phreatic surface 
until intersects upper surface of the zone. The phreatic surface then follows the upper surface of 
the zone. The elastic properties below the phreatic surface and the zone are asssumed to 
represent a fully saturated material. 
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A comparison of the seisomograms shown in Figure 4.25, indicates that the presences of 
the zone does not produce any significant change on the arrival times of the first arriving waves 
on the geophone placed in the upstream side (geophone 1 to 19 ). However, on the downstream 
side small distortions in the wavelets are observed on geophones 29 to 47. Geophones 31, 34 and 
35 have a magnitude of the first arriving wavelets that are smaller than the magnitude of the 
wavelets from the base model. Distortion on the direct traveling Rayleigh waves is also observed 
on the full synthetics. 
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Figure 4.24: Comparison of the synthetic seismograms of the homogenous model and the homogenous model with a phreatic surface  
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Figure 4.25: Comparison of the synthetic seismograms of the homogenous model with a phreatic surface and the homogenous model 
with phreatic surface and a fully saturated zone 
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5. FE MODELING OF 3D SEISMIC WAVE PROPAGATION 
!
 Most field seismic data processing tools such as Rayfract assume the seismic wave 
propagation in the subsurface to be confined to a single 2D plain. The subsurface is assumed to 
be infinite in the third direction. However, embankments such as dams and levees have finite 
dimensions along the third direction. Embankments have a flat top surface and two side slopes, 
usually three to one, on the upstream and downstream side. The abutments and the water in the 
reservoir also add complexity to the geometry of embankments. In this chapter, the influence of 
the 3D shape of embankments and the water in the reservoir on the seismic response of earthen 
embankments is examined by 3D FE modeling. 
5.1 Embankment model 
 The 3D geometry of the embankment shown on Figure 5.1 is used to model the 3D 
seismic wave propagation. In Figure 5.1, the embankment is represented by the red colored 
domain. The water in the reservoir is represented by the light-blue colored domain and the 
abutments and the foundation on the sides and bottom of the embankment are represented by the 
blue colored domains. Detailed information on the dimensions of the embankment model can be 
obtained from the 2D cross-sections presented in Chapter 4, Section 4.1.  
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Figure 5.1: The 3D geometry of the embankment  
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 The same elastic properties that were used for the 2D homogenous embankment model 
are used as material properties for the 3D embankment model. !!= 446 m/s, !!= 272 m/s and 
density = 1910 kg/m3 are used for the embankment material and !!= 637 m/s, !!= 425 m/s and 
density = 2000 kg/m3 are used for the abutment and foundation material. The acoustic properties 
of water, a compressional wave speed of 1482 m/s and a density of 1000 kg/m3, are assigned to 
the water domain. Linear elastic material models and the acoustic pressure material model are 
utilized for the solid domains and for the water domain, respectively. The acoustic structure 
interaction between the water in the reservoir and the embankment is handled by the acoustic-
solid interaction interface under the acoustics module in COMSOL. The interface incorporates 
the effect of the water on the embankment as a pressure load and the effect of the disturbance 
created in the embankment on the water in the form of a normal acceleration.  
 Zero values are assumed for the initial pressure field, the displacement field and their 
derivatives. To suppress rigid body motion, displacement restraints are imposed on all three 
degree of freedoms of the displacement at one corner vertex of the 3D model. Additional, x-
component, y-component and z-component displacement restraints are made on the three other 
corner vertices to restrain the remaining rotational degrees of freedom. 
 On the first 3D model, the proposed absorbing boundary layer method is implemented to 
absorb seismic waves propagating to infinity in the solid media. The proposed layer, described in 
Chapter 3 is a combination of a damped layer and a viscous damping boundary method. The 
thickness of the layers in the 3D models is chosen to have the same thickness as the 2D models 
(2.5 times the dominant wavelength in the foundation material). An impedance matched acoustic 
layer having the same thickness as the other absorbing layer is implemented on the boundary of 
the water to absorb spurious acoustic pressure reflections. 
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 The seismic source is a Ricker wavelet with a dominant frequency of 100 Hz and 1 
micrometer vertical displacement amplitude (Figure 3.5) applied at the center of the crest of the 
embankment. The receiver array consists of 48 geophones placed over the embankment (in the 
axial direction) with a spacing of 0.34 m for a total spread length of 15.98 m (Figure 5.2). The 
spread is centered at the center of the embankment crest. 
 
Figure 5.2: Seismic source location and data acquisition line  
 After reviewing the prior studies on numerical dispersion, the number of quartic elements 
per wavelength is reduced from 5 to 3.75 to reduce computational cost in the 3D models. The 
free surface of the embankment and abutment are meshed based on sizes calculated from 
Rayleigh wavelength. The maximum mesh size for a triangular mesh element on the surface of 
the embankment and abutment is 0.66480 m and 1.0156 m respectively. The maximum size of 
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the quartic tetrahedral mesh element within the embankment, and the abutments and foundation, 
calculated based on the S-wave wavelength, is 0.72667 m, and 1.1333 m respectively. For the 3D 
embankment model with water in the reservoir, the mesh has 374,025 quartic tetrahedral 
elements and the total degree of freedom to be solved is 12,123,384. For the 3D model without 
water, the number of mesh elements is 343,946 and the total number of the degree of freedoms is 
11,267,607. The number of mesh elements in the absorbing layers is 324,283 and is more than 
86% of the total number of mesh elements. 
  The time step for the 3D simulations is also increased by a factor of 2 from the 2D step 
time to reduce computation time. The time step calculated from the maximum mesh size and the 
P-wave velocity in the embankment is 1.4e-4 sec. For a total time of 0.10 sec, the number of 
steps to be run is 715. The artifacts associated with the reduction of the numerical parameters are 
believed to be within an acceptable signal to noise ratio and have an insignificant effect on the 
solution.  
 An initial attempt to solve the 3D FE seismic wave propagation problem using COMSOL 
and the Dell Precision T7500 computer (2 processors with 4 2.40 GHz cores, 48 GB Internal 
memory (RAM), and 1.4 TB hard disk with three partitions) was unsuccessful. The problem is 
associated with the large size of the 3D mesh. The virtual memory when running the 3D model 
exceeded the RAM capacity of the desktop computer (48 GB) by more than a factor of two. Even 
though COMSOL solvers have the capacity to use out-of-core (hard disk) memory to solve large 
models, the out of core memory of the desktop computer was unable to accommodate the extra 
memory requirement. 
 The computational cost of the initial 3D embankment model described above was too 
great for the desktop computer and various attempts are made to relax the 3D embankment 
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model. The obvious approach for decreasing the memory requirement is to decrease the size of 
the model and use lower order elements. The first measure taken to reduce the memory 
requirement is to replace the absorbing layers with viscous damping boundary conditions. 
Spurious reflections are expected on the seismic responses but are observed at a later time on the 
seismograms. The spurious reflections have no effect on the first arrival times. Furthermore, the 
quartic (4th order) mesh elements are replaced with quadratic (2nd order) elements for the new 3D 
mesh. 
 The computational capability of the desktop computer is evaluated by simulating 
different 3D models that vary in the mesh element size (number of nodes per wavelength) and, as 
a result, number of degree of freedoms. Table 6 shows the simulation parameters implemented 
for different 3D model meshes and the computational power required to run the simulations.  
 The memory required for the model with water is higher than the model without water for 
the same total number of degrees of freedom. Comparing the memory requirement for simulation 
3 of the 3D model with water and simulation 1 of the model without water (Table 6), it can be 
inferred that the RAM required to run the 3D embankment model with water is twice the 
memory needed to run the model without water. This is because of the additional pressure field 
in the water.  
 One additional node per wavelength when defining the mesh size requires an additional 
6.42 GB and 8.21 GB of RAM for simulation 2 and 3 of the model with water. The simulations 
also required an additional 17 minutes and 22 minutes to finish, as compared to simulation 1. 
The addition of two nodes per wavelength for the model without water used an additional 11.28 
GB of RAM and the simulation required an additional 39 minutes to finish. The total number of 
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time steps to run a simulation does not have an effect on the RAM requirement but increases the 
time for the simulation. 
 
Table 6: 3D mesh and solution parameters and associated memory requirement and simulation 
times 
No. Order of 
element 
Nodes per 
wavelength 
Time step  Number 
of steps 
Total 
number of 
nodes 
Virtual 
Memory 
Simulation 
time 
3D embankment model with water 
1 2 14 1.4!!!10!! 357 710643 25.59 GB 47 min. 
2 2 15 1.4!!!10!! 357 854867 32.01 GB 1 hr. 5 min. 
3 2 16 1.4!!!10!! 357 1023010 40.21 GB 1 hr. 27 min. 
4 2 16 1.4!!!10!! 715 1036566 41.28 GB 2 hr. 10 min. 
3D embankment model without water 
1 2 16 1.4!!!10!! 357 997824 21.4 GB 1 hr. 1 min. 
2 2 18 1.4!!!10!! 357 1385751 32.68 GB 1 hr. 41 min. 
3 2 18 1.4!x!10!! 715 1410588 33.84 GB 2 hr. 55 min 
 
5.2 Effect of water-filled reservoir on seismic response of the embankment 
 The effect of a water-filled reservoir on the seismic response of the embankment is 
evaluated based on simulation 4 highlighted in Table 7. The mesh for the model consists of 
249,801 quadratic elements requiring 1,036,566 degrees of freedom to be solved. The 3D 
embankment model without water has a mesh composed of 338,841 quadratic tetrahedral 
elements. The number of degrees of freedom to be solved is 1,410,588. COMSOL has a feature 
to measure and plot the quality of the mesh. Figure 5.3 and 5.4 show the mesh quality plot for the 
selected 3D models without and with water, respectively. The mesh quality is a factor giving an 
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indication how regular your mesh element is. It has a value in between 0 and 1. 0 represents a 
degenerated element and 1 represents a completely symmetric element. Highest mesh quality 
that is close to 1 gives the most precise solution. The quality of the mesh on the crest of the 
embankments where the source and geophones are located is of high quality than other locations. 
The meshes have an average quality in the red color range which is a good quality. 
 
Figure 5.3: Mesh quality plot for the selected 3D embankment model without water  
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Figure 5.4: Mesh quality plot for the selected 3D embankment model with water  
 Synthetic seismogram calculated for the 3D model with water is superimposed on the 
seismogram calculated for the 3D model without water on Figure 5.5. The blue traces are for the 
model without water and the red traces are for the model with water. The influence of the water 
in the first arrival breaks is insignificant. Small variation in magnitude is observed on the first 
arriving wavelets. Direct propagating Rayleigh waves show magnitude variations on far offset 
geophones. The deviation in the seismic traces observed at later times could be associated with 
reflection of Rayleigh waves from the water and/or artifacts associated with the removing of the 
absorbing layers.  
 
 
!!
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Figure 5.5: Synthetic seismograms of the homogenous 3D embankment with and without water in the reservoir
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5.3 Effect of the 3D shape of embankment on the seismic response 
The effect of the 3D shape of the embankment is evaluated by comparing the seismogram 
of a model that ignores the transversal shape of the embankment to the seismogram of the 
embankment model without water above. The mesh for flat embankment model is composed of 
quadratic elements and contains 397,416 numbers of tetrahedral elements. The total number of 
degree of freedom to be solved is 1,649,754. The mesh quality plot of the flat 3D embankment 
model is shown on Figure 5.6. The maximum mesh sizes are defined based on 18 numbers of 
nodes per wavelength. 715 number of time steps with a step size of 1.4!x!10!!sec are simulated. 
 
Figure 5.6: Mesh quality plot for the flat model 
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 The synthetic seismogram calculated for the 3D flat embankment model is superimposed 
on seismogram of the 3D embankment model on Figure 5.7. The influence of the shape of the 
embankment in the first arrival breaks is insignificant. Very minor distortion on the first arriving 
and direct traveling Rayleigh waves is observed especially on the far geophones. The deviation 
in the seismic traces observed at later times could be artifacts associated with the removing of the 
absorbing layers. 
 
!!
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Figure 5.7: Comparison of the synthetic seismograms of the homogenous 3D flat model and the embankment model 
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6. CONCLUSIONS 
 
Seismic geophysical techniques have the potential to provide early warnings about the 
evolution and progression of compromised zones associated with internal piping and seepage in 
embankments. This is because seismic properties such as bulk modulus, shear modulus, and 
density of a soil depend on the degree of saturation of the soil. The P-wave velocity of a partially 
saturated soil is lower than the P-wave velocity of a fully saturated soil as bulk modulus of a 
partially saturated soil is very much lower than the bulk modulus of a fully saturated soil. At full 
saturation, the bulk modulus and the density of the soil are maxima. Due to the significant 
increase in bulk modulus of the soil as compared to the increase in the density of the soil, the P-
wave velocity of the soil is also a maximum. As the degree of saturation of a soil decreases, the 
effect of capillary forces increases. This causes an increase in the shear modulus of the soil and 
thereby, an increase in S-wave velocity of the soil occurs with decreasing saturation.  
The efficiency of common geophysical seismic techniques, such as seismic refraction, in 
identifying internal seepage channels in embankments is limited due to number of factors. Some 
of the factors are associated with inversion and smoothing problems during processing. The 
others are associated with the natural characteristics of embankments, the contrast in mechanical 
properties within the embankment and the size of anomalies as compared to the wavelength of 
the seismic wave. 
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Numerical methods provide an economical and flexible approach to study the influence 
of the latter factors on the seismic response of embankments. A finite element method (FEM) 
was employed to solve the seismic wave propagation problem. The FEM was chosen because the 
method can solve the seismic wave equation in full; it can account for near field effects, finite 
frequency effects, and distortions due to diffraction and scattering of seismic waves from the 
compromised zones that are not captured by conventional ray tracing methods. The method can 
also handle complex geometries of dams better than other numerical methods such as finite 
difference method.  
Finite element models were implemented using a package called COMSOL. Not all FE 
packages are designed to model time domain seismic wave propagation, for example, the 
acoustic module of COMSOL package does not have an explicit boundary condition to 
appropriately terminate time domain wave propagation models. Numerical methods such as FEM 
and finite difference method specify the extent of a model through finite boundaries. For wave 
propagation simulations, the introduction of such finite boundaries on the exterior boundaries of 
the model, however, causes reflection and distortion of the progressing wave unless they are 
especially designed to mimic infinite radiation condition.  
The traditional approach to mimic radiation boundaries in FEM, including COMSOL, is 
to apply a viscous damping absorbing boundary on the exterior of the model. The viscous 
damping absorbing boundary consists of the addition of a spring and dashpot on the exterior 
boundary nodes. The viscous damping absorbing boundary was implemented and tested by 
simulating seismic wave propagation in an elastic half space. The surface seismic responses at 
three receivers exhibited significant reflections from the absorbing boundaries. The largest 
reflections were from the Rayleigh waves intersecting with the vertical side boundaries.  
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The exterior absorbing boundary was generalized to include a damped layer around the 
exterior to attenuate outgoing waves. The effective damping in the layers was defined using 
Rayleigh damping coefficients. These layers have the same elastic properties and density as the 
elastic half space in order to minimize the reflection from the interface between the physical 
model and absorbing layer. Simulations of wave propagation from a surface seismic source 
indicated that an absorbing layer with the exponentially varying damping was most efficient. The 
addition of viscous damping absorbing boundary on the outer nodes of the proposed layer further 
improved the layer’s absorbing quality. The reflections from the external boundaries of the 
model were reduced to 0.05 % of the maximum amplitude of the Rayleigh wave.  
Numerical dispersion is an inherent limitation in FEM that depends on the element order, 
number of mesh elements per wavelength and the time step. An analysis of the numerical 
dispersion concluded that five quartic elements per wavelength and a step time of 1/4 times 1/20 
of the minimum period to be optimal for all the 2D models. In the case of 3D simulations, these 
requirements were relaxed slightly to reduce computational cost. 
 The computational accuracy of the FEM was evaluated using the analytic solutions for a 
transient point source in an unbounded media. The normalized radial and tangential 
displacements obtained from the analytical calculations and the simulations are in excellent 
agreement. The arrival times and amplitudes of the P-waves and S-waves associated with both 
the near field and far field terms were captured accurately by the numerical solution. The ability 
of the FEM to capture near field effects may provide insight for seismic wave propagation 
studies in earthen embankments where the source to receiver distances can be within a couple of 
wavelengths.  
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 Three dimensional FEM simulations require large amounts of computer memory and 
long computational times. In certain cases, the essential characteristics of the problem can be 
captured by a more computationally effective 2D model. Typical 2D models involve: an 
axisymmetric approximation, the plane stress approximation, and the plane strain approximation. 
The axisymmetric model is a valid point source approximation; however, in most seismic 
acquisition scenarios on a dam, the axisymmetric approximation is not valid. The 2D plane strain 
approximation allows for more complex lateral heterogeneities; however, the seismic source is a 
line source as opposed to a point source. A comparison between an axisymmetric point source 
and a line source (2D plane strain approximation) was conducted. For equal input source 
displacement amplitudes, the P-waves and Rayleigh waves from the line source had larger 
amplitudes and lagged behind the signals obtained from the point source. The rise time of the 
wavelets for the line source were also elongated as compared to the point source results. 
However, the onset arrival times of P-waves was unaffected by the type of seismic source. This 
is in agreement with theoretical descriptions of point and line sources. 
COMSOL was used to simulate the arrival times of the direct and head waves for a 
layered model. The synthetic seismograms indicate that the direct wave and the head wave 
arrivals were accurately computed by COMSOL. Simulation of reflected waves indicated that 
the arrival times of the reflected waves were accurately calculated by COMSOL. The polarities 
of the reflected displacements from an interface are opposite to the polarity of the incident 
displacements and the reflected stresses have the same polarity as that of the incident stresses as 
predicted by theory. The amplitudes of the reflected displacements obtained from the numerical 
model were greater than predicted using a plane wave theory. For completeness, a comparison 
should be made with theoretical predicts of a point and line source.  
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2D and 3D numerical models of a scaled test dam constructed at the USDA-ARS 
Hydraulic Engineering Research Unit, Stillwater, Oklahoma was modeled in this thesis. The test 
dam was built with an optimally compacted clay soil and contains two zones susceptible to 
seepage: an under-compacted clay zone and a sandy zone.   Seismic wave propagation modeling 
along the longitudinal and transverse cross-sections of a quarter-scale experimental dam was 
conducted. The presence of compromised zones, water in the reservoir, and contrasts in elastic 
properties within the dam on the seismic response of the dam were studied using these 2D 
models. The seismograms calculated along the longitudinal cross-section for a homogenous 
velocity dam and a gradient velocity dam indicated similar first arrival times from the FEM and 
the ray tracing method employed in Rayfract. However, the full seismic waveform from the FEM 
displays a distortion of Rayleigh wave train as it propagates across the dam abutments as well as 
the Rayleigh wave reflections from the abutments.  
Seismograms for a dam containing dry (low impedance) and wet (high impedance) 
compromised zones were calculated. Due to the size of these zones, they did not produce any 
significant changes in the first arrival times. However, the zones produce a distortion of the first 
arriving wavelets as well as the Rayleigh wave train. The largest distortions occur on the sensors 
directly above the zones. Therefore, the lateral location of the zones can be predicted based upon 
the distortion of the first arriving wavelets and Rayleigh wave train. However, it is most likely 
that the amount of distortion will diminish as the depth of the zones increase. 
The distortion of the first arriving wavelets due to the addition of scattered energy has 
been discussed in seismic tomography of the deep earth (Nolet, 2008). A zone with a negative 
scattering strength (impedance of the zone less than the surrounding material) will produce a 
lower amplitude first arriving wavelet with an advanced group arrival time. A zone with a 
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positive scattering strength (impedance of the zone greater than the surrounding material) will 
produce a higher amplitude first arriving wavelet with a delayed group arrival time. This 
correlation between scattering and group arrival times was consistent with the results from the 
FEM. In many cases, the size of the compromised zones associated with seepage and piping 
within embankment dams is on the order of the seismic wavelength. Adapting finite frequency 
tomography algorithms which can account for the effects of scattering may allow for better 
imaging of compromised zones within embankment dams. 
 Synthetic seismogram for an array of receivers along the crest of the dam was calculated 
using 3D models. The results suggest that water in reservoir has an insignificant effect on the 
first arrival time but small variations in magnitude are observed on the first arriving wavelets. 
The Rayleigh waves show magnitude variations on the far offset geophones and the effect is 
more pronounced at latter times. The synthetic seismogram calculated for the 3D embankment 
model also suggests that the shape of the embankment has little effect on the first arrival times. 
 Future work includes verification of COMSOL using the analytic solutions of Lamb’s 
problem, incorporation of attenuation in the models, and processing the synthetic data using 
tomography techniques. Realistic embankment models require the consideration of the 
viscoelastic nature of soils by adding attenuation into the embankment models. Tomography of 
the synthetic data considering the finite frequency effects of the zones could be studied for better 
imaging of the zones within the embankment models. 
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A. Overview of finite element method 
 
With increasing computational capacity, the application of FEM for modeling seismic 
waves is increasing. FEM first approximates the continuum and the governing equation of 
motion for seismic waves with a number of discrete subdivisions and equations respectively and 
then, assembles the discrete equations on a global level. The method solves them numerically 
over a series of discrete time steps. The solution provides a full representation of the wavefield at 
each time step.  
The general procedure for simulating and solving any physical problem using the FEM is 
outlined in Figure A.1 (after Bathe, 1996). According to Bathe (1996), the physical problem (for 
example, seismic wave propagation in a dam) is first represented by a mathematical model. The 
mathematical model is governed by one or more governing PDEs (for example, the equation of 
motion) and will make assumptions on geometries (for example, 2D and 3D geometries of the 
dam), kinematics (for example, particle motion kinematics, material laws (for example, linear 
and viscoelastic material laws), loadings (for example, seismic source) and boundary conditions 
(for example, free surface, absorbing boundaries, and acoustic-structure interaction). Once the 
mathematical model is defined and it is then ready to be solved by FEM. Proper selection of 
meshing parameters such as mesh size and order of mesh element and solution parameters such 
as step time and proper handling and incorporation of boundary conditions (for example, 
absorbing boundary conditions and acoustic structure interaction) and loadings (for example, 
seismic source) are required for precise FEM solution. Refinement in FEM mesh and solution 
parameters is usually made until a stable and a tolerable solution is obtained. 
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Figure A.1: The procedure of finite element analysis (after Bathe, 1996) 
 
In general, the FEM procedure involves five important steps: (Fish and Belytschko, 2007) 
1. Domain decomposition or meshing 
2. Discretization  
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3. Assembly  
4. Solving the global system of equation 
5. Post processing 
 
A.1. Domain decomposition / Meshing 
 
The starting point in FEM is dividing the geometry of the problem domain into small 
discrete elements. This process is called meshing and the discrete elements are called mesh 
elements or simply elements. The idea behind meshing is to approximate the problem domain !!with a number of small elements!! ! (! stands for element sequential number) and the 
meshing process is commonly accomplished by a mesh generator. A mesh generator in FEM 
discretizes 1D, 2D and 3D geometries as described below.  
a) Mesh examples for a 1-D (linear and curved) object is shown in Figure A.2. A mesh 
generator discretizes 1D geometric object into smaller intervals (COMSOL Multi-
Physics 4.2a Manual). These intervals are the mesh elements. They are bounded by 
points called mesh vertices (nodes). The boundaries of the 1D geometry are 
represented in the mesh by boundary vertex (node) elements.  
 
Figure A.2: Meshing straight (left) and curved (right) l-D geometric objects  
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b) For a 2D geometric object the mesh generator discretizes the surface into triangular or 
quadrilateral mesh elements as shown in Figure A.3. Boundaries are lines (they may 
be straight or curved) are meshed into edge elements. Curves are represented 
approximately using 1st order (linear) triangular and quadrilateral elements. In order 
for the mesh to capture the curvatures, the size of the elements must be fine enough or 
the order of the triangular and quadrilateral elements must be increased. An adjacent 
edge element must be matched to two different objects when meshing. Geometry 
vertices are represented as vertex elements (nodes). (COMSOL Multi-Physics 4.2a 
Manual) 
 
 
 
 
 
 
 
 
 
 
Figure A.3: Meshing in 2D geometric objects 
c) For 3D geometric objects the mesh generator discretizes the volume into tetrahedral, 
hexahedral, prismatic or pyramidal mesh elements. The boundaries and edges of the 
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elements are discretized as 2D and 1D. The different 3D element shapes is given on 
Figure A.4.  
 
 
 
 
 
 
Figure A.4: Different 3D element shapes  
Some general rules to be followed when meshing in finite element method:  
(taken from http://www.colorado.edu/engineering/cas/courses.d/IFEM.d/)  
• Select the simplest element that can relatively approximate the global domain and 
use sophisticated elements only when it is necessary. 
• Use quadrilateral elements over triangular elements and hexahedral elements over 
pyramidal, tetrahedral over prismatic elements in 2D and 3D simulations. 
• Use the coarsest mesh that will capture the dominant physical behavior of the 
problem. 
• Use relatively finer meshing in regions where there is a high or low gradient of the 
basic/dependent variable.  
• Use relatively finer mesh elements around corners, sharp edges, point loads, cracks 
and when there is an abrupt change in layers thickness, in material properties and 
in cross-sections. 
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• Never use mesh elements with high aspect ratio (preferable aspect ratio shall be 
less than 3) 
 
A.2. Discretization 
 
Discretization is the process of transforming the governing partial differential equation 
(PDE) of the problem and its boundary conditions into an equivalent discrete system of 
equations. In order to develop the discrete systems of equations, the strong form, the weak form 
and then the approximate solutions are required. (Fish and Belytschko, 2007) 
The discretization stage is mathematically more involved than other stages of the method. 
A detailed discussion of how the discretization process is theoretically and mathematically 
formulated for seismic wave simulation is warranted. 
The governing PDE representing the physical problem together with the boundary 
conditions constitutes the strong or differential form of the FE problem (Fish and Belytschko, 
2007). For seismic wave simulations, the governing PDE is the equation of motion. It’s a second 
order partial differential equation presented previously in equation 2.2 and is written in compact 
vector form as !!− ! ∙ ! = !!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!(!. 1) 
The constitutive and the compatibility relations from equations 2.4 and 2.3 are ! = !!!!"(!)+ 2!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!! !. 2  
!! = 12 !!+ !!! !!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!! !. 3  
where ! is the identity tensor and !"(!) is the trace of strain tensor (!!!). Therefore, equations 
A.1 together with boundary conditions (conditions specifying the behavior of solution on the 
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boundary of the problem domain) and initial conditions (conditions specifying the behavior of 
solution at time equal to zero) constitute the strong form description of seismic wave 
propagation. 
The FEM transforms the strong form to another simpler form called weak or integral 
form. The weak form formulation makes FEM mathematically more challenging than other 
numerical methods such as finite difference method that doesn’t need the weak form and that 
directly convert the strong form to a discrete system of equations (Fish and Belytschko, 2007). 
The weak formulation, however, allows FEM to better handle complicated geometries and 
boundary conditions.  
The general procedure for deriving the weak form is as follows (Moczo, 2007; Fish and 
Belytschko, 2007; Schuberth, 2003). The first step is to multiply the governing PDE with an 
arbitrary function, ! called a test function; ! and its first derivatives belong to set of continuous 
and well behaved functions. Then, integration over the domain !!gives 
!!!!!! !!− !!! ∙ !!!!! = !! !!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!(!. 4) 
where !! stands for element in !. !,!,! may vary spatially and temporally. ! and ! only 
depend on space variables. Using Green’s Formula or Divergence theorem (equation A.5), the 
second term of equation A.4 can be decomposed into integrals containing stresses over the 
domain!  and its boundaries! (Equation A.6) (Moczo, 2007; Schuberth, 2003). 
(! ∙ !)!!! + !! ∙ !!!! = (! ∙ !) !!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!(!. 5) 
!!!!!

!" − !!! ∙ n!!!

+ !∇! ∙ !!!!

= !

!!!!!!!!!!!!!!!!!!!!!!!!(!. 6) 
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where !! stands for the boundary element. Equation A.5 and the prescribed displacement 
boundary conditions (provided that ! = 0 on these boundaries) result in the weak form. The 
weak form allows the FEM to easily apply boundary conditions, especially tractions, as they are 
naturally included on the second term of equation A.6. 
There are two types of boundary conditions in the FEM (Moczo, 2007; Fish and 
Belytschko, 2007; Schuberth, 2003); the Neumann and Dirichlet boundary conditions. The 
Dirichlet boundary conditions are those boundary conditions that impose a constraint on the 
basic variable!!. They can’t be directly implemented in the weak form. Therefore, they have to 
be imposed separately and are called essential boundary conditions. Their implementation is 
ensured by including or omitting their contribution from the globally assembled matrices later in 
the assembly stage. The test function should also have a zero value on Dirichlet boundaries.  
The Neumann boundary conditions are boundary conditions related to derivatives of the 
basic variable!!. Prescribed tractions and forces are Neumann type boundary conditions. Since 
such boundaries are naturally included in the weak form formulations (2nd term in equation A.6), 
they are called natural boundary conditions. For example, on a free surface the stresses are zero 
and therefore the integral over  in equation A.6 vanishes because!! ∙ n = 0. Other boundary 
conditions can also be implemented in a similar fashion.  
The commonly used viscous damping absorbing boundary (VDAB) is defined by a first 
order approximation (Lysmer and Kuhlemeyer, 1969) between the stress!! and velocity!!  
 !! = !!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!(!. 7) 
where!! stands for either the P-wave velocity or S-wave velocity. The stresses calculated from 
equation A.7 are added to the stresses due to internal forces acting on the boundary nodes. 
Normal stresses are added to absorb P-waves and shearing stresses are added to absorb S-waves.  
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FEM solves the boundary value problem by integrating the weak form over the domain of 
the discrete elements! !, 
!!!!!!! !!+ !∇! ∙ !!!!!! = !!! ∙ n!!!! + !!! !!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!(!. 8) 
for  ! = 1,… ,!! where !! is the sequential number for the last element. 
Another process that must be incorporated during meshing is mapping of the global 
coordinate system (!,!, !) of the elements to a standard local coordinate system (!, !, !). The 
standard local coordinate system lies within the interval [-1, 1] in all three dimensions. The 
mapping process helps to deal with all elements !! in the same manner and highly simplifies 
computations later in the solving stage of the method.  
The mapping process is done via the nodes of the elements. Nodes are points in the 
element that are used to define the geometry of the element. Nodes are also home to the 
unknown displacement variables. Two nodes, one node at each end of an element, are sufficient 
to map a linear 1D geometry into the local coordinate. At least 3 nodes are required to map a 2D 
triangular element and at least 4 nodes for a 2D quadrilateral linear element. For 3D elements at 
least 8 nodes are required to map linear 3D hexahedral elements and 4 nodes for the tetrahedral 
3D elements. When the mesh has curves and interfaces increasing the number of nodes per 
dimension may be required. Figure A.5 exemplifies the mapping of 2D quadrilateral elements 
with straight and curved edges.  
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Figure A.5: Mapping process in linear and quadratic quadrilateral elements 
Mapping is commonly performed using shape functions, !!, which are defined on nodes 
(!!) of the element where ! stands for the node number. Each node will have its own shape 
function. The shape function has a value of 1 at node of definition and zero at other nodes. Shape 
functions are interpolating functions that are used to approximate the distribution of the 
displacement inside an element from nodal displacements. The mapping function! ! is given by: 
!! = !!!!!!! !, !, ! !!!!! !!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!(!. 9) 
where !!!!  stands for the global nodal coordinates. 
Different functions can be used to construct the shape functions! !. Lagrange 
polynomials are commonly used and !! for a 1D, 2D and 3D mesh element is a product of one, 
two and three Lagrange polynomials respectively (Schuberth, 2003). For example, if the element 
is two dimensional, two Lagrange polynomials one in terms of ! and the other in terms of ! are 
multiplied to get! !. Each node in the element will have its own !! and shall satisfy the 
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condition that !! = 1!at that node and !! = 0!on the other nodes of the element. The degree of 
the Lagrange polynomial to be used depends on the complexity of the domain. For example, 
geometries with curved surfaces, interfaces, etc., require higher degree Lagrange polynomials. 
Increasing the degree is equivalent to using finer linear meshes.  
For example, the shape functions for the 2D four node quadrilateral element shown in 
Figure A.6 are 
!! !, ! = ! − 12 ! − 12 !!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!(!. 10!)!
!! !, ! = − ! + 12 ! − 12 !!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!(!. 10!) 
!! !, ! = − ! − 12 ! + 12 !!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!(!. 10!) 
!! !, ! = ! + 12 ! + 12 !!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!(!. 10!) 
Shape functions for 3D elements will be triple products of the Lagrange polynomials. 
With the global coordinates mapped to standard local coordinates, it is necessary to 
include this mapping into the integrand of the weak form. This is accomplished by using a 
transformation matrix called the Jacobi matrix,!!!. The Jacobi matrix !! of a 2D element is given 
by 
!! = !!!!!! !!!!!!!!!!!! !!!!!! =
!! ! !, !!!!!!!!! !!!!! !! ! !, !!!!
!!
!!! !!!!!!! ! !, !!!!!!!!! !!!!! !! ! !, !!!!
!!
!!! !!!!!
!!!!!!!!!!!!!!!!!!!!! !. 11  
The determinant of the Jacobi matrix, called the Jacobian J,  ! = det !! !!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!(!. 12)! !! = !"!!"!!" = !!!!!!"!!"!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!(!. 13)! 
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represents the volume change of the element when mapped to a local coordinate system.  Every 
variable but ! and ! is expressed in terms of the local coordinates. The next step is therefore to 
approximate ! and!!. 
In the approximation step of the FEM, approximate solutions are defined for ! and the 
test function!!. The shape functions,! !!, that are used to define geometry shapes are commonly 
used for interpolating the displacement field in an element based on the nodal displacements. 
Representation of the element geometry and displacement field using the same shape function is 
called Isoparametric Representation.  
The displacement field in the discrete element,!!!, is defined as a function of the nodal 
displacements!!!!!  and the shape functions (Moczo, 2007; Schuberth, 2003). 
!! = !!!!!!! !, !, ! !!!!! !!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!(!. 14) 
where !!!!  is the displacement at node ! and element !. The test function is also approximated by 
the shape functions,  ! = !! !, !, ! !!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!(!. 15) 
But the condition that ! = 0 on the nodes located on Dirichlet boundaries still hold. 
Combining equations A.9 - A.15 with equation A.8 yields a system of equations for each 
element (Moczo, 2007) !!!! +!!!! = !"! + !! !!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!(!. 16) 
where  !! is the local mass matrix given by, 
!! = ! 0 00 ! 00 0 ! = ! ! 0 00 ! 00 0 ! !!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!(!. 17) 
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! = !!! !!!! !!!"!.!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!(!. 18) !! is the local stiffness matrix given by 
!! = !!! !!" !!"!!" !!! !!"!!" !!" !!! !!!.!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!(!. 19) 
Using equations A.2 and A.3, sub matrices of !! can be written as: (Moczo, 2007) !!! = + 2 ! !! +!! !! +!! !!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!(!. 20!) !!! =!! !! + + 2 ! !! +!! !!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!(!. 20!) !!! =!! !! +!! !! + + 2 ! !!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!(!. 20!) !!" =! !" +!! !"!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!(!. 20!) !!" =! !" +!! !"!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!(!. 20!) !!" =! !" +!! !"!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!(!. 20!) 
where 
  !!" = !!,! ! !,!!!! !!!"!!!; !, !!!! !,!, ! !.!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!(!. 21) 
In order to obtain! !", the derivatives of the shape functions with respect of the global 
coordinates need to be calculated (equation A.22). All the terms in equation A.22 contain the 
derivatives of the local coordinates with respect to the global coordinates. These derivatives can 
be obtained from the inverse of the Jacobi matrix (equation A.23). (Moczo, 2007; Schuberth, 
2003) !!,! = !!,! !!,! + !!,! !!,! + !!,!!!,! !!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!(!. 22) 
!!! = !,! !,! !,!!,! !,! !,!!,! !,! !,! !!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!(!. 23) 
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The contribution of the first two terms in equation A.16 in terms of the local coordinates can now 
be calculated using equations A.17 to A.23.  
The !"! term in equation A.16 is the nodal force vector due to tractions acting on the 
boundary of element !  
!"! = !!! ∙ n!!
! !!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!(!. 24) 
and !! is the nodal force vector from the body forces in the element !. 
!! = !!! !!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!! !. 25  
If the boundary conditions and body forces are known, the system of equations can be 
solved using equation A.16 in the domain of! !. However, the result will not include 
contributions from neighboring elements. These contributions are summed up in the assembly 
step of FEM.  
A.3. Assembly 
 
Assembly is the process of gathering the discrete system of equations at the elemental 
level to form one global system of equations. The global system will have the matrix form shown 
below: (Moczo, 2007) !! 00 !! 0 ⋯0 ⋯0 0⋮ ⋮ !! ⋯⋮ ⋱
!!!!!!⋮ +
!! 00 !! 0 ⋯0 ⋯0 0⋮ ⋮ !! ⋯⋮ ⋱
!!!!!!⋮ =
!"!!"!!"!⋮ +
!!!!!!⋮ !!!!!!!!!!!!(!. 26) 
Equation A.26 contains all the discrete system of equations from all elements. However, it is not 
solvable as there are nodes that belong to more than one element. The force on a node is the sum 
of forces acting at that node due to all elements sharing that node. By adding up contributions 
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from all the elements sharing a node, the number of equations can be decreased and the global 
system of equations for the whole domain is !!+!" = !"+ !!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!(!. 27) 
where !!and ! are the global mass and stiffness matrix, !" is the global boundary condition 
term and ! is the global loading force term. The nodal displacements and the derivatives are the 
only unknowns.in Equation A.27 and can be solved by integrating the equation over time 
domain.  
A.4. Solving 
 
During the solving step, the displacements at each node in the global mesh are calculated. 
In order to obtain these displacements, equation A.27 has to be integrated in time. There are 
different numerical techniques that can be used to integrate or approximate the second derivative 
of displacement in time i.e.!!. For example, a second order finite difference (central difference) 
scheme can be used to approximate ! and the solution for the next time step !!!! can be obtained 
according to, (Moczo, 2007) !!!!! = !"! !!! −!"+ !"+ ! + !!!! − !!!!! !!!!!!!!!!!!!!!!!!!!!!!!!!!!(!. 28) 
It is important to note that the overall accuracy of the FEM is not only dependent on the mesh 
size but also on the time integration scheme and incremental time used. 
A.5. Post-Processing 
 
After the model has been solved, it is necessary to investigate the result of the analysis. 
This stage in the FEM is called post-processing. The log files are searched and checked for 
warnings and errors to verify the numerical analysis is well behaved. Once the solution is 
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confirmed to be free from numerical problems, the quantities of interest are examined and 1D, 
2D and 3D plots of displacement, strain and stress components can be prepared. Most FE 
packages are equipped with features that enable the user to make colored plots, sectional views 
and dynamic animations that greatly help in understanding the solution in the post-processing 
stage.  
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