Abstract-In classification, when there is a disproportion in the number of observations in each class, the data is said to be class imbalance. Class imbalance is pervasive in real world applications of data classification and has been the focus of much research. The minority class contributes too little to the decision boundary because the learning process learns from each observation in isolation. In this paper, we discuss the application of learning pairwise rankers as a solution to class imbalance. We compare ranking models to alternatives from the literature.
I. INTRODUCTION
It is not uncommon in classification problems for data to be class imbalance; that is, the class distribution is not uniform, sometimes dramatically not. This is true in such fields as medicine where more people are cleared as negative in screening than are accused positives by such tests. In such cases, a naive application of learning algorithms will produce uninteresting models that have very good overall accuracy, at the expense of the minority class.
Several approaches have been proposed in tackling this problem, which usually involve:
A. Pre-processing step changing the class priors by undersampling the majority class and/or creating new synthetic examples of the minority class [1] , or even changing class priors by changing class labels themselves (e.g. MetaCost [2] ); B. Training with costs instead of maximizing accuracy, the training algorithm maximizes weighted accuracy, so that the cost of misclassifying a class is inversely proportional to its frequency; C. Post-processing by tweaking the decision boundary by such measures as changing a threshold after which one class is selected, sometimes with the aid of a ROC curve; D. Ensembles by which each model within the ensemble is trained with balanced subsets of the data, coupled with the previous preprocessing techniques. This list is by no means meant to be exhaustive. One-class models are also sometimes used to identify the minority class, though they do not usually produce very interesting results [3, see Table 4 ]. On the other hand, some rule induction models can be made to prioritize one class, and have been found to produce interesting results [4] .
In this work we propose adding pairwise rankers to the repertoire of such techniques. We will first introduce some of the current techniques from the literature in more detail before delving into learning pairwise rankers. Previous work had found that rankers can produce better AUC curves [5] .
A. Pre-processing
Stratification is the most popular pre-processing approach. It works either by undersampling from the majority class which has the side benefit of greatly improving training times when class imbalance is severe. Another approach, sometimes used in conjunction, is oversampling by creating new synthetic samples. A common algorithm is known as SMOTE [1] , where new observations are created in between two existing observations using Euclidean distances. SMOTE has been extended by other algorithms; for example, MSMOTE [6] . These extensions improve SMOTE by adding new heuristics, most notably by identifying outliers and refraining from using them for the oversample, as well as identifying boundary points.
Also worth of notice is MetaCost which works by first assigning a probability to each observation as belonging to each class, by using a bagging of models, and secondly by calculating a threshold below which any observation of the majority class is assigned to the minority class [2] . In other words, it balances class priors by actually changing the class of those majority observations for which the underlying estimator is less certain about.
The immediate advantage of pre-processing is that it is model agnostic: class imbalance can then be solved as a separate problem. This is especially important when one is unsure of the most appropriate learner, and would prefer to tackle class imbalance as a separate issue.
B. Training with costs
Training by explicitly defining costs seems like the most direct approach. Instead of minimizing total misclassification, FP+FN, we minimize the weighted misclassification, w P FP+w N FN, where to the weights w P and w N are assigned the inverse frequency of their class priors (P and N stand for Positives and Negatives, respectively, while TP and FP are True and False Positives, conversely for TN and FN).
Unfortunately, adding cost-sensitivity to the training algorithm is not always straight-forward and is sometimes cumbersome. Taking SVMs as an example, suggestions have been made to introduce costs in the feature space transformation by changing the kernel function [7] , introducing different penalties for the positive and negative SVM slack variable ξ [8] , among other approaches.
Furthermore, cost training sometimes saturates and cannot expand beyond the limits of the data, which pre-processing methods can help. It has been found that pre-processing approaches are in fact oftentimes superior [2] .
C. Post-processing
This step consists in varying the threshold by which the class is chosen in a binary classifier (e.g. neural network), or it could mean varying the bias in a SVM model to adjust the decision boundary [9] .
D. Ensembles
Several ensembles have been proposed recently. Easy Ensemble is a high performing bagging technique where each model is trained from undersampled pools of the data, in which each pool has the same number of positive and negative observations [10] . An extension to this model is Balance Cascade whereby undersampling of the majority class is guided to remove observations that have been correctly classified by the previous model in the ensemble, also [10] .
Other methods, such as SMOTE Boost, SMOTE Bagging, IIVOTES or RUSBOOST, on the other hand, create new synthetic observations based on the harder to classify cases of minority observations; this is in opposition to traditional boosting methods which assign a distribution of weights to the observations. Ensembles tend to triumph in recent literature [3] . It does not seem completely clear however whether what contributes to these gains is the combination of ensemble and stratification, or whether it is simply the ensemble since they are not usually benchmarked against ensembles of the other approaches.
II. RANKING FOR CLASS IMBALANCE
One possible family of methods to tackle the class imbalance problem is pairwise ranking algorithms, in particular pairwise scoring rankers. The term document is typically used in the literature to refer to observation because of its genesis and tight connection to information retrieval techniques [11] .
In ranking, document x i is compared with another document x j , and we are interested in predicting whether x i x j , meaning x i is "preferred" to x j . The three big umbrellas of rankers are:
• Pointwise, in which each document x i is trained individually and a score function, f (x i ), is given based on its relevance; • Pairwise: each document x i is compared against all others x j , and if x i x j , then we train a function f so that: -pairwise scoring ranker:
-pairwise non-scoring ranker: the decision function is such that it decides which of two documents is preferred, f :
• Listwise, where the training loss function is based on all documents and their scores. We propose to consider pairwise scoring rankers for the class imbalance problem. Ranking algorithms for classification have been found to make highly competitive classifiers [12] . And, as we will see, there is no class imbalance when doing pairwise ranking. Since we are comparing each observation of one class to every observation of the other class, the ensuing training process is necessarily balanced.
In the same spirit of the category of models presented in the introduction, we can see the ranking process as being composed of the following steps: pre-processing, training, and post-processing (see diagram in Figure 1) .
A. Pre-processing
In the case of binary classification, pairwise rankers are trained so that for every two observations, (x i , x j ) and respective class labels (y i , y j ), a transformation f is applied so that
, and x i ≺ x j otherwise. Here we take 1 as being the minority class, without loss of generality.
In order to illustrate the ranking approach, among many potential pairwise scoring rankers, here three are considered. Any others could be adapted in an analogous manner. These were selected because they are a) pairwise scoring, and b) they encompass major families of rankers: RankBoost [15] In RankSVM, data is transformed into the space of differences, so the original dataset X becomes X , where x ij = x i − x j and x ji = x j − x i , for all pairs (i, j) such that y i = y j , with y ij = y i and y ji = y j .
In all others, data is transformed so that X i = {x i , y i } becomes X ij = {x i , y ij }, for all combinations (i, j), (and ditto for the symmetric relation (j, i)), where y ij denotes a relation of preference between x i and x j (y ij = 1 if x i x j , or −1 otherwise). In RankBoost, y ij denotes the class of i, y ij = y i (and all combinations such that y i = y j are omitted), while in RankNet y ij represents the ranking probability we aim to estimate,
The data with which the ranking estimator is trained is therefore usually bigger, and so training times tend to be slower than ordinary classification methods. 
B. Training
When it comes to training, RankSVM makes use of a linear SVM as a base estimator to classify observations within the space of differences, where the decision rule w · (x i − x j ) > 0 can be transformed into a scoring function since w·(
. In RankNet, a neural network is used to estimate y ij which denotes the probability P(x i x j ).
RankBoost, like AdaBoost from the same authors, trains a base estimator, at each iteration t, using an underlying distribution of weights for each pair, for which D ij = D ji . The difference from AdaBoost is in that α t is a function of the number of pairs whose order has been correctly or incorrectly estimated:
Loss functions are therefore hinge loss, logistic loss, and exponential loss for RankSVM, RankNet, and RankBoost, respectively.
C. Post-processing
As discussed, a pairwise scoring ranker produces a score function f : X → R, with which we predict a class {0, 1} using a scoring threshold. We have chosen the threshold T that maximizes the F 1 score, which is more appropriate than accuracy for class imbalance, and is defined as:
Using the training data, we have s i = f (x i ) which we order, and use each midpoint s i = si+si+1 2
as possible candidates for threshold T , so that
For fairness, the F 1 score metric is also used when crossvalidating the best parameters of the models we are comparing.
In the following experiments tables, we also make use of these scores to calculate the area under curve (AUC) of ROC curves. The ROC curve is a common measure to evaluate how correctly classified observations would be if the decision threshold T was changed. What should constitute this decision threshold is not always obvious; in the SVM, this could be the distance to the separating hyperplane, as was used, or varying the bias [9] . In ranking models, the ROC can easily be drawn by choosing different scores s i for T .
III. EXPERIMENTS
Fifteen empirical datasets are considered (see Table II ). Most datasets used have N (the number of observations) in the order of thousands, to ensure what is being tested is "relative rarity", and avoid "absolute rarity" issues [16] . Some of these are multinomial classification datasets which were converted to binary classification using the class label mentioned in the "Minority" column. These samples are based on [17] . All others are binary classification datasets. "IR" is the imbalance ratio (N 1 /N ). Datasets in all proceeding tables are ordered by IR.
Overlap is a measure of how intertwined the observations from the two classes are. There is a big amount of literature on the role of overlapping in class imbalance [21] , with some authors arguing these problems are often conflated [22] . Our measure of overlap is defined as the ratio of minority observations whose closest neighbor is an observation of the majority class. We compare models' correlation to IR and overlap in the results.
Experiments are done by cross validation through a bootstrap process: each sample is randomly split into 40 folds of 80-20% stratified splits of train-test. The average of F 1 and ROC AUC for each dataset is exhibited. The best scores are presented in bold, as well as all statistically identical scores, using a paired difference Student's t-test with a 95% [19] . The vehicle dataset is originally from the Turing Institute, Glasgow, Scotland. Wine-quality is originally from [20] . confidence level. Furthermore, a 5-fold validation is performed for SVM and neural networks to find the best parameter: the regularization coefficient C and hidden nodes H, respectively, choosing between 5 parameters along the range C ∈ [0.01, 100], and H ∈ [F, F 2 ], with F being the number of features. SVM was trained using a linear kernel with liblinear. Stochastic gradient descent was used with learning rate = 1.0, and 1000 as the epochs maximum. The data was normalized for both. AdaBoost and RankBoost were trained as an ensemble of 50 binary classifiers.
Four variants of the baseline model are provided in each column: loss function with weights using inverse class frequencies, and also together with SMOTE [1] and MSMOTE [6] with number of neighbors k = 5 applied to equalize frequencies, as well as with MetaCost [2] using an ensemble of m = 50 with the other parameters being n = N , p = False and q = True.
All implementations from our work including the dataset folds are made publicly available at http://vcmi.inescporto. pt/reproducible_research/ijcnn2016/ClassImbalance (mostly Python was used).
IV. RESULTS
The ranking models here considered have performed statistically significantly better than their counterparts from the literature, especially with regard to the F 1 score (Table III) . In Linear SVM, when ranking won, it won by a much bigger margin than when it lost, 0.068/−0.009, relative to the second performer and best performer.
The lower performance from the ROC AUC scores could suggest the threshold selection (section II-C) is partly responsible for the gain.
While not the main point of the work, it is worth noticing that, as other authors have argued [21] , data's overlap (from Table II ) explains better model's F 1 scores than imbalance ratio (IR), as measured by Spearman's ρ (ρ ∈ [−1, 1] with high/low |ρ| meaning high/low correlation), see Table VI . More importantly, rankers, when compared to the other models within their family, produce models least correlated to the imbalance ratio. It was already visible from Table III, which is ordered by IR, that rankers gains are concentrated in the bottom (the more unbalanced). And, while overlap explains scores better than IR, as already stated, no systemic tendency is apparent, and so all gains from rankers seem to accrue to solving the IR problem. Finally, we compare correlations within and between families of models. This can help in differentiating, on one hand, whether rankers are competing classifiers or if, on the other hand, rankers are alternative models that learn different data patterns. Correlation is, again, measured by Spearman's ρ. Naturally, the correlation between any two models will be high since we are using datasets that were chosen because they have different IRs, and IR is (inversely) correlated to model's performance, and is therefore a confounder. We control for IR's correlation using Fisher's partial correlation formula. This does not affect the relative correlations between any two models, but it reduces the overall magnitude of correlations to be more aligned to use cases when random samples from the same population, having the same IR, are used. Table VII and VIII clearly show rankers more closely follow the decision function of their family of models than that of the rest of the rankers. Ranking techniques are therefore an extra technique of tackling class imbalance to try to improve a currently employed solution.
V. DISCUSSION
There is a latent benefit when considering rankers as possible classifiers; a latent benefit that has not so far been discussed. Rankers can use extra information about the order of classes. This means that data collection is not as constrained to broad categories such as "healthy" and "sick", or "creditworthy" and "not credit-worthy". Rankers can make use of extra subtlety in the classification by having a gradient of classes. A tangent point is that in many real world applications it might make sense to express the data from the get-go in terms of pairwise comparisons. It is often more intuitive for the human classifier to compare observations than to assign labels.
This was not a focus of this discussion, but one inconvenience is that training times are usually higher, possibly insuperably higher for very big datasets. We have however only implemented and experimented with the three major ranking families while ignoring the more recent progress.
Further work is required to more finely tuned ranking solutions, as well as combining rankers with current pre-processing and ensemble solutions. Tackling imbalance in multi-class problems and reducing training times are other problems of interest. The ranking threshold decision could possibly be solved using a SVM to separate classes, or, more elegantly, while training.
VI. CONCLUSION
Almost two hundred papers have been published since 2012, just by searching titles by "class imbalance" as reported by Google Scholar. It is not clear that ranking is a superior solution, but it is a very competitive and promising alternative that we felt was sorely lacking in the literature.
Some classical ranking models were compared with conventional classification models. This work shows promising efficiency improvements from training using pairwise scoring ranking models. These models have been in general superior, and when their performance was worse, it was worse by a smaller margin than when the performance was positive. It is clear class imbalance performance can be improved by combining these models with other approaches from the literature.
It was also found that performance scores of ranking models tend to correlate with those of their underlying models, and so they may be seen as potential improvements on top of traditional classifiers.
