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Abstract 
Multiple-choice tests are in widespread use within many areas of education, and their importance as a method of assessment seems likely to grow with the advent of e-Learning. However, designing good test questions is not easy – as anyone who tries it quickly discovers. The strain to produce a large question bank can easily lead to poorly written and/or overlapping questions. In this paper we review a range of relevant quality issues, and we offer practical advice regarding quality assurance both of question banks and the tests that are derived from them, with an emphasis on maximising test reliability.
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Introduction and Terminology
Multiple-Choice (MC) tests are attractive for a variety of reasons. They can be used to test higher-order thinking skills in addition to knowledge, without any dependence on writing skills. A wide range of topics can be covered in one sitting. Also, the marking is entirely objective – which makes MC tests ideal for use within e-Learning. However, designing good test questions is not easy. The strain to produce a large question bank can easily lead to poorly written and/or overlapping questions. 
As far as Quality Assurance (QA) is concerned, too often the only considerations are: (a) do the questions look reasonable bearing in mind the subject matter?; and (b) does the distribution of marks look reasonable bearing in mind the performance of the examinees in other examinations? Given additional effort, QA can go a lot further.
Conventionally, an “n-choice test” is made up of a number of questions each with a question stem, one correct answer and n-1 distractors (incorrect answers). We can consider an idealised question bank to be a set of non-overlapping questions that cover the relevant subject matter fully. With respect to individual questions we can speak of examinees being “fully informed”, “partly informed”, “uninformed” or “misinformed”. If we assume, over-simplistically, that examinees are either fully informed or uninformed with respect to every question (i.e. that they either know the right answer or they have no idea which is the right answer) then the proportion of an ideal question bank which an examinee can successfully answer without guessing would reflect the proportion of the subject matter learned. If an examinee has learned (say) 50% of the subject matter then we can speak – in accordance with Burton (2004) – of that examinee having “50% knowledge”.
Misinformed examinees answer questions incorrectly, but they are not guessing. Uninformed examinees can do no more than guess at random, but if examinees are partly informed then their guesses will be “educated”. Clearly, partly informed examinees are likely to score higher marks than examinees who are generally uninformed, while examinees who are generally misinformed are most likely to score the lowest marks. 
The reliability of a test is the degree to which it repeatably yields scores that are a true reflection of the examinees’ knowledge and understanding of the subject matter. A perfectly reliable test would always yield test scores that truly reflected each examinee’s level of knowledge and understanding, but there are a variety of unavoidable factors that make this theoretical utopia unobtainable in practice.

Pre-Test Quality Assurance
The quality of the question bank is an obvious concern, but it is also important to be aware of the implications of guessing on test scores, and to consider alternative test formats.
The question bank
The literature on MC tests is copious, but the recommendations of different authors do not always coincide. One often repeated recommendation (e.g. Frary (1995), Wood (1991)) is that MC tests should contain as many non-overlapping questions as possible. The most obvious reason for this is that the variability of scores due to guessing diminishes as the test length increases. Also, if examinees are presented with a set of questions that don’t cover the subject fully then there is an element of luck with respect to the degree of overlap with their own knowledge and understanding; the less extensive the subject coverage, the greater the element of luck. This is another reason why MC tests should contain as many (non-overlapping) questions as possible.
The need for a large question bank is exacerbated if there is a requirement to generate two or more distinct tests for different groups of examinees. Having access to a previously written question bank can be extremely helpful of course, but this doesn’t alleviate the problem entirely because each question still needs to be considered very carefully to ensure validity with respect to the knowledge and understanding that is expected of the current examinees. Different learning environments often have different “pedagogic baggage” associated with them.
It is also very difficult to avoid overlap between questions. Rather than trying to eliminate overlaps, a more pragmatic approach is to mark overlapping questions as such. Indeed, the inclusion of overlapping questions within a question bank may be the only way to enable the generation of multiple tests in which no question is re-used (and no test contains overlapping questions). Culwin (1998) goes so far as to propose a “question template based system” in which 32 different variations of each question can be generated by using both the positively-phrased and the negatively-phrased versions of the question stem and supplying four alternative but valid answers to each, in such a way that if an answer is correct for the stem in its positive (negative) form then it is incorrect for the stem in its negative (positive) form. So, for example, one version of the question would present the positive form of the stem accompanied by one of the four correct answers and three of the four incorrect answers.
Optimum test reliability demands more than just lengthy tests. It also demands moderately difficult questions with equally plausible distractors, plus (nevertheless) a high average score. These requirements can perhaps be most easily understood by considering the following pathological cases:
-	If there were any questions that all the examinees got right, and/or any that they all got wrong, then the spread of marks would be entirely due to differing performance on the remaining questions. In this case the effective test length – and consequently the reliability – would be reduced.
-	If uninformed examinees can identify implausible distractors then they are able to act as, and hence they become indistinguishable from, partly informed examinees – and therefore reliability suffers.
-	If scores are generally low then there is more scope for guessing to occur – in which case, again, reliability suffers.
There are numerous readily available publications – see (Frary, 1995) for example – that give excellent advice about how to write effective MC questions. As far as pre-test QA of the question bank is concerned, peer inspection is the natural way to tackle this. It may also be worth using a lexical analysis tool to check grammar, readability etc. 
The test format
Given a (quality assured) question bank, the next consideration should be choice of test format. There are a wide variety of novel and worthy test formats that can be used in preference to the conventional one;  see Bush (1999). This seems to be the area in which the recommendations of different authors coincide least of all. There are many contenders for the “best practice” test format, and it may be that there is no one best format for every different situation. Several of these alternative test formats are designed to counter the artificial inflation of marks (see below) and also the variability of marks due to guessing (again, see below), which are both detrimental from the point of view of test reliability. In the remainder of this paper we focus on the use of negative marking and “liberal” MC tests, but readers should be aware that there are other alternatives.
It is easy to calculate how guessing is likely to result in the artificial inflation of marks (on average). With a conventional test we can consider each examinee’s score as being made up of two components; one due to known answers and the other due to correctly guessed answers. Consider, for example, a conventional 4-choice test (or a series of tests) consisting of 100 questions, and a particular examinee who is fully informed with respect to 40% of the questions in the test. If that examinee was completely uninformed with respect to the other 60% of the questions, and therefore resorted to blind guesses for those questions, then his or her most likely score would be (40 + 0.25*60)% = 55%. In reality it is quite unlikely that an examinee will be either fully informed or completely uninformed in relation to every question; it is much more likely that they will be partly informed for some of the questions. Hence a score of 55% would most probably consist of more than 15% (0.25*60%) gained through guesswork, and therefore less than 40% due to known answers.
In an attempt to quantify the effects of variability due to guessing, Burton (2004) calculated that for a 30-question, 4-choice test, assuming a random choice of questions on the part of the test setter and that examinees guess blindly whenever they don’t know the correct answer to a question, there is a 25.8% chance of a student with 50% knowledge scoring higher than a student with 60% knowledge. However, if every examinee refrained from guessing then the figure of 25.8% would be reduced to 18.1%; the remaining variability being due to luck with respect to inclusion of questions that the examinees either can or can’t answer.
It is impossible to eliminate guessing entirely, but it can – and arguably should – be discouraged. One approach is to require examinees to associate a level of confidence with each of their selected answers, and to add or subtract marks for each question according to a formula that takes this into account as well as whether or not they have selected the correct answer. 
An alternative, simpler approach is to use a conventional test format but to score it using negative marking. Given an n-choice test this means awarding n-1 marks for every correct selection and deducting one mark for every incorrect selection, so that examinees are likely to lose as many marks as they gain through guessing. Negative marking is very well known and quite widely used. Furthermore, it has been shown that negative marking does indeed reduce guessing, although not consistently. For example, examinees with lower grade expectations seem more likely to guess (Bereby-Meyer, Meyer & Flascher, 2002).
If negative marking is applied as described above, why not allow examinees to select as many answers as they wish. For example, an examinee might want to select two answers to a particular question in a 4-choice test in the belief that one of them is correct. If they are right then they score 3-1=2 marks for that question; if they are wrong they score -1-1=-2 marks. This is equivalent to the elimination procedure proposed by Coombs, Milholland and Womer (1956), in which examinees are asked to eliminate as many incorrect answers as they can. Such tests are referred to as "liberal” tests in Bush (2001). It is worth noting that examinees may choose to treat such tests as though they were conventional tests – thereby selecting one answer for every question – and in practice they often do.
A potential problem with unfamiliar test formats is that examinees can become perplexed when thinking about alternative tactics. For example, in a 4-choice liberal test there are 16 (24) possible responses per question – or rather 15, since selecting every answer is equivalent to selecting none. By contrast, in a 4-choice conventional test there are only 4 possible (reasonable) responses per question – or, if negative marking is used, 5 possible responses, since selecting nothing is a reasonable response.

Post-Test Quality Assurance
There are two ways of tackling post-test quality assurance; one is through statistical analysis, the other is through student feedback.
Some obvious statistics relating to tests include number of examinees, highest and lowest scores, median and mean averages, standard deviation and skew. These are relatively easy to calculate, and these are often the only statistics that are calculated. The distribution of marks for one test could also be correlated with the distribution of marks for other tests, and this may or may not yield some useful insights.
However, even though the distribution of marks for a particular test might look perfectly reasonable there may be significant problems associated with certain questions. Two key attributes of individual questions are their difficulty and their discrimination. The difficulty of a question is the proportion of examinees found to have answered it correctly. Discrimination refers to the degree to which the performance of the examinees on that question correlates with performance on the test as a whole. For example, given a question of difficulty 0.5 that discriminates perfectly, those who answered the question successfully will have scores in the top half of the group while those who didn’t will have scores in the bottom half. 
Clearly, if a question is found to have been too hard, or too easy, or it does not discriminate well between high and low scorers, then it should be reviewed before being re-used in future tests. If a particular distractor is very rarely selected then it may be too obviously wrong. Alternatively, if a distractor is selected often then it might arguably be a correct answer to the question. In either case, the reliability of the test will have been harmed to some extent. There are a number of software packages designed specifically for this kind of analysis that, in some cases, have been available for many years (Keyhoe, 1995); they calculate question difficulty and discrimination and many other statistics.





We have seen how three fundamental aspects of quality assurance can be applied to multiple-choice tests:
a)	peer inspection of the question bank
b)	adoption of best practice regarding test format
c)	process improvement through post-test analysis and feedback.
The first two aspects should receive attention before any tests are set. As far as peer inspection of the question bank is concerned, we saw that it is important to check for question validity, absence of implausible distractors, avoidance of overlapping questions within a test (although overlapping questions within a question bank is OK), etc. Tests should be lengthy, but it is impossible to dictate how long they must be. 
As far as the test format is concerned, we saw that it is important to discourage guessing. Negative marking is one way to achieve this. The adoption of negative marking also opens the door to allowing examinees to select multiple answers per question; this is the notion of liberal testing. There are various other alternative test formats, but there is no consensus as to which one(s) can be considered to be “best practice”.
Post-test statistical analysis – expertise and resources permitting – is required to reveal the truth about whether the examinees found all the questions to be moderately difficult and the distractors within each question to be equally plausible. Feedback from students can be helpful too.
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