Multigrid methods are becoming increasingly popular within engineering software and this chapter provides a general introduction to the topic, including a short survey and selected case studies. The main concepts behind the multigrid approach are introduced and the key multigrid algorithms are described. A discussion of some of the most significant applications of multigrid for the solution of computational engineering problems is provided and two specific case studies are considered in more detail. These include the solution of nonlinear problems and the incorporation of both mesh adaptivity and parallelism within the solution strategy. The chapter concludes with a brief summary and some conclusions.
Introduction
Computational engineering research relies heavily on the numerical solution of mathematical models that are based upon systems of partial differential equations (PDEs). These models arise in disciplines ranging from structural mechanics through to fluid dynamics, acoustics, electromagnetics, etc. Applications include stress analysis in structures, aerodynamic design, multi-phase flow simulation, fluid-structure interaction, and many more.
Solution techniques for PDE-based models are numerous and their suitability depends upon a range of factors. Typically however approaches consist of two distinct stages: discretization and algebraic system solves. Discretization schemes include finite element, finite volume or finite difference methods and lead to the reduction of the problem to the solution of one or more systems of linear or nonlinear algebraic equations. It is the solution of such systems that lies at the heart of most computational engineering software, and it is this part of the code where the most computational work is typically expended.
In recent years there have been significant advances in computer hardware, which have allowed the number of unknowns that are used by the discretization scheme to be be increased dramatically. This has the major advantage of allowing far greater accuracy in the numerical simulations but comes at the expense of needing to solve far larger systems of algebraic equations. Traditional solution methods for linear systems, for example, do not scale well with the problem size and so the computational work grows super-linearly as the number of unknowns, N say, is increased. For example, Gaussian elimination for a banded system, of band-width √ N, has a computational complexity of O(N 2 ). Similar complexities are observed for more general sparse solvers, whether they are direct ( [51] ) or iterative ( [67] ) in nature.
The multigrid approach, where it is applicable, seeks to solve the sparse algebraic systems that arise from local discretizations of PDEs (e.g. based upon finite differences/elements/volumes) at a computational cost that is close to optimal, that is O(N). This makes such methods extremely attractive as the size of N, the number of unknowns, increases in the search for ever-greater numerical resolution and accuracy. For this reason there has been a significant growth in the popularity of multigrid in recent years, and its application to the solution of computational engineering problems is now becoming common place. The aim of this chapter is to introduce some of the key concepts behind multigrid and to explore how they have been used in recent years across a range of engineering applications.
The paper begins with a discussion of the main features that define multigrid methods. We then present a short survey of some of the engineering applications that have exploited this technique over recent years. This is followed by some more detailed case studies that are taken from the author's own collaborations. The chapter concludes with a short discussion and summary.
Background
It is beyond the scope of this chapter to provide a full introduction to all aspects of the multigrid method, so the aim of this section is to briefly outline some of the main ideas behind multigrid. The particular techniques that are covered include the standard geometric approach for linear problems, and then generalizations to: nonlinear problems (full approximation storage (FAS)); problems with adaptive mesh refinement (the multilevel adaptive technique (MLAT)); and problems for which a geometric mesh hierarchy is not available or not convenient (the algebraic multigrid (AMG) approach). Many further details of these and related techniques can be found in texts such as [34, 76, 77] and references therein.
The standard multigrid V-cycle
Suppose one wishes to solve a linear elliptic PDE of the form
on a given domain and with prescribed boundary conditions (where A denotes the differential operator). Consider the use of a finite difference discretization of (1) on a grid of a desired resolution (which will be referred to here as "the fine grid"), to produce a system of discrete equations of the form
It is necessary to solve this system of equations for the finite-dimensional set of values u f corresponding to the solution u approximated at the points of the fine grid. Suppose an approximation to u f has been found:û f say. Then the error in the solution of (2) is given by
Let r f be the residual, given by
From (3) and (4) it follows that
Hence, if we can solve the error equation (5) exactly we can improve uponû f to obtain:
In the multigrid approach we do not solve (5) exactly but instead we approximate the solution by discretizing the PDE (1) on a coarse grid and then solving the corresponding error equation exactly on this coarse grid: Figure 1 : Two-grid solution algorithm that forms the basis for the multigrid solution of the linear system
For the above approach to be successful two properties must hold. The iterative solver that is used on the fine grid should possess a "smoothing property", which implies that it damps out the highest frequency components of the error the most quickly. Hence, the coarse grid correction, equation (7) should successfully remove the low frequency components of the error. An illustration of this two grid algorithm is shown in Fig. 1 . Note that this process of "smooth-correct-smooth" is known as a single cycle, and should be repeated until convergence.
The multigrid method does not just use two grids, as in Fig. 1 . Instead, the coarse grid correction problem (the error equation at step 5 in Fig. 1 ) is solved using a similar approach to that used for the original problem. That is, a small number of smoothing iterations are taken, then an even coarser grid correction is made, followed by a few more smoothing iterations. This coarser grid correction problem may also be "solved" in the same way, using an even coarser grid, and so on, until the coarsest possible grid is reached. At this point an exact solve is possible at negligible cost. This complete multigrid algorithm is illustrated in Fig. 2 . At grid level k the discretization of (1) is assumed to take the form
for k = 0, ..., K. Furthermore, k = K is the grid level at which the solution is
2. Update v (k) applying ρ 1 iterations of the selected smoother.
3. Find the residual:
4. Restrict the residual to the next coarsest grid: r (k) → r (k−1) .
5. Solve the error equation on the next coarsest grid:
6. Interpolate the correction to the fine grid:
7. Correct the fine grid solution:
8. Update v (k) by applying ρ 2 iterations of the selected smoother. 
Return
required, whilst k = 0 represents the coarsest grid in the hierarchy. Note that the algorithm in Fig. 2 is presented in the form of a function which calls itself recursively until the coarsest grid is reached. The mathematical justification for this algorithm is beyond the scope of this chapter (see, for example, [77] ) however it should be noted that for self-adjoint linear elliptic problems Gauss-Seidel iteration, or block Gauss-Seidel iteration for PDE systems, is generally a satisfactory smoother. The optimality criterion, which requires the total solution time to grow as O(N) as the number of degrees of freedom, N, is increased, will be achieved provided that the work per iteration of the smoother is proportional to N and the number of full cycles required to converge is independent of N. The former property is relatively easy to achieve using Gauss-Seidel iteration (say) for a finite difference/element/volume discretization provided that the number of unknowns in each grid forms a geometric series. The latter requires that the smoothing property and the coarse grid correction are both achieved. This performance is widely observed in many practical implementations, [13, 43, 64] .
Nonlinear problems
The description in the previous subsection is applicable to linear PDEs only. Discretization of a nonlinear PDE leads to a nonlinear system of algebraic equations and so a different solution strategy is required. There are two main classes of method for using multigrid to solve these nonlinear systems of equations. The first of these is to use a Newton or quasi-Newton iteration in order to obtain a sequence of linear algebraic systems which can each be solved using a linear multigrid approach, similar to that outlined above. This technique has been used successfully across a variety of applications, as in [17, 40, 71] for example. The alternative strategy is to develop a multigrid algorithm that may be applied directly to nonlinear problems, and this is the approach that is described in the remainder of this subsection.
The full approximation scheme (FAS) was proposed by Brandt in his original 1977 paper [12] . This algorithm requires the use of a nonlinear iteration, such as a nonlinear version of Gauss-Seidel for example, to act as a smoother on each grid. Furthermore, the coarse grid correction is obtained not by solving an error equation but by solving a modified version of the discrete PDE on the coarser grid. This modification takes the form of an additional term on the right-hand side which is based upon the difference between the restricted fine grid residual and the coarse grid residual of the restricted fine grid solution.
To illustrate these steps, suppose that equation (1) now represents a nonlinear elliptic PDE. Let the discretization of this PDE yield a nonlinear system of algebraic equations of the form
on grid level K, where F (K) is a nonlinear vector-valued function. The nonlinear Gauss-Seidel smoother for this system takes the form:
for i = 1, ..., N (where N is the number of unknowns on grid level K). Furthermore, the coarse grid correction is obtained by solving the following system at grid level K − 1:
is the restriction of u (K) and r (K−1) is the restriction of r (K) to grid level K − 1. Once (12) is solved for u (K−1) we may prescribe
and then interpolate this up to the fine grid (level K) to obtain the coarse grid correction e (K) . A summary of this FAS multigrid algorithm is shown in Fig. 3 .
Note that the nonlinear iteration is not guaranteed to converge and so the choice of initial guess for u (K) becomes highly significant. Often this is obtained based upon a so-called full multigrid (FMG) approach. This begins by finding a solution on the coarsest grid and interpolating this to the next grid as an initial guess. A fixed number of multigrid cycles (typically one or two) are taken on this grid to obtain a good approximation to the solution (on this grid), which is then interpolated to the next grid. This process is repeated until the finest grid is reached, whereupon we expect the initial guess to be sufficiently good to ensure convergence of the method. For further details see, for example, [34, 76] .
Multigrid with non-uniform mesh refinement
In the previous subsections nothing has been said explicitly about the relationships between the fine and the coarse grids that are required for the multigrid approach to be successful. In fact, the ways in which these grids are related has a direct bearing on the interpolation and the restriction operations that can be used. In the simplest case the grids are fully nested, as illustrated in Fig. 4 for example, which means that the grid at level k is always a uniform refinement of the grid at level k − 1 (for k = 1, ..., K). In this situation, straightforward linear interpolation is generally suitable and this operation may be represented by a rectangular matrix I k−1 k such that
The restriction operator may also be expressed through a rectangular matrix, I
k−1 k say, to give
for example. For fully nested grids co-called "full-weighting" is typically used to undertake restriction which, for a finite difference discretization, means that
where
T is the transpose of the linear interpolation matrix.
In many practical engineering applications it is not sensible for the finest grid, on which we are computing the desired solution, to be of uniform density throughout the entire domain, as illustrated in Fig. 4 . Instead, greater resolution is frequently desired in some regions compared to others: to provide the required accuracy without using an excessive number of degrees of freedom. One way of achieving this is to use local, rather than uniform, mesh refinement. This is illustrated in Fig. 5 , where the greatest resolution is required toward the bottom right of the domain. The grids are still nested, but not fully nested as in Fig. 4 .
Multigrid may still be applied to solve problems using a sequence of non-uniformly refined grids, such as that illustrated in Fig. 5 . In fact, there are numerous possible ways in which this may be achieved: only one of which is described here. The
4. Restrict the residual to the next coarsest grid:
5. Restrict the solution to the next coarsest grid:
6. Calculate the coarse grid right-hand side:
7. Save the initial coarse grid solution:
8. Solve the coarse grid system:
9. Calculate the coarse grid correction:
10. Interpolate the correction to the fine grid:
11. Correct the fine grid solution:
12. Update v (k) by applying ρ 2 iterations of the selected smoother.
13. Return approach first proposed by Brandt in [12] is known as MLAT (multilevel adaptive technique) but more recent alternatives are described in [6, 32, 43] for example. The MLAT scheme has the advantages of applying directly to nonlinear problems (of which linear systems are an obvious special case) and of not requiring any modification of the underlying discretization scheme in order to take account of the "hanging" nodes at the interface between levels. This is achieved by treating the fine grid as only the refined region of the coarse grid and applying Dirichlet boundary conditions throughout the perimeter of this region. Referring to Fig. 5 the circles therefore represent the unknowns on the finest grid (assuming, for simplicity, that the domain boundary is subject to Dirichlet conditions everywhere). The coarse grid correction is then obtained by using the FAS scheme and solving at the next level using the unknowns shown by the square symbols. The right-hand side for this problem is only modified for those nodes which lie in, or at the interface with, the locally refined region. Finally, in this three grid example, the coarsest grid solution covers the whole domain and is calculated at those nodes denoted by the crosses. In this particular example the right-hand side will be modified for each of these nodes since they all overlap with the locally refined region.
Algebraic multigrid methods
The previous examples described in this section all assume that a nested sequence of grids is available in order to compute corrections on coarser and coarser grids. This nesting requirement puts a significant constraint on the way in which the finest grid may be generated since it must be the result of a sequence of refinements from the coarsest grid. Often however the grid that we wish to use to obtain a numerical solution is not generated in such a manner. This is particularly true when finite element or finite volume schemes are used on unstructured grids. These may be generated directly from a mesh generation tool such as [26, 38, 68] for example. In this situation no hierarchy of meshes is available and so the standard multigrid approach cannot be followed.
Algebraic multigrid (AMG) methods seek to overcome this problem by generating the coarse grid problem from the fine grid problem in, as the name suggests, an algebraic way. In the linear case, for example, this requires the matrix A (k−1) to be generated from A (k) without explicitly discretizing the problem on a coarser grid. When using uniformly-refined sequences of grids, as in Fig. 4 for example, it is relatively straightforward to devise a set of algebraic operations on the matrix A (k) that allow the smaller matrix A (k−1) to be recovered exactly. Such a sequence of operations may be used as the basis for a purely algebraic method applied to a different matrix, resulting from a discretization of (1) on an arbitrary grid. This is the principle that drives the AMG approach. The main challenge is to produce a robust technique for coarsening the discretization matrix and for undertaking the corresponding restriction and interpolation operations. This important issue will not be covered further in this chapter however the reader is referred to articles such as [11, 20, 35, 49, 73] for further details and examples.
A final point that it is important to note within this background section is that both the standard linear multigrid method and the AMG technique are frequently used in the form of preconditioners for other iterative solvers, rather than as solvers in their own right. This is particularly so for AMG. The typical approach is to apply a Krylov subspace solver (GMRES for example, [67] ) either to the discrete equations directly (in the case of a linear PDE) or to the Jacobian of the discrete equations (in the case of a quasi-Newton method for nonlinear problems), and employ a single cycle of the multigrid algorithm as a preconditioner at each iteration. Such an approach is also capable of delivering optimal computational complexity for suitable problems and extents very naturally to the AMG case [9] .
Selected Contributions
In this section we provide a short description of some of the many published applications of multigrid methods in computational engineering. The volume of the literature is so vast that we make no attempt to provide a systematic coverage of the many techniques and applications that have been developed, however the section is organised around three broad topics: fluid dynamics, solid mechanics and electromagnetics.
Fluid dynamics
Fluid flow problems may be divided into a large number of sub-classes, such as Newtonian or non-Newtonian, compressible or incompressible, viscous or inviscid, etc. The resulting governing equations can have very different characteristics and so there is no single multigrid algorithm that is best, or even entirely appropriate, for all such problems. For a discussion of techniques that are used in order to achieve optimal, or close to optimal, performance see, for example, [75] . This review article focuses particularly on so-called "factorizability" properties for compressible Navier-Stokes systems, so that the elliptic and hyperbolic components may be treated separately, and optimally, in order to attain "textbook multigrid efficiency" for aerodynamic simulations.
Other papers which consider aerodynamic configurations include [23, 71] . In the former case particular care is again taken to treat the convection part of the equations separately, and appropriately, via an upwind-based multigrid smoother. Complex geometric configurations are modelled through a multiblock technique in which each block contains a structured mesh hierarchy that is suitable for geometric multigrid. In [71] a very different approach is taken to dealing with complex geometries, based upon the use of a discontinuous Galerkin (DG) discretization on an unstructured grid. The authors are able to obtain optimal performance for both a nonlinear multigrid solver and a Newton-Krylov solver that uses multigrid as a preconditioner. In one of the few papers to explicitly contrast both approaches they conclude that the second of these (multigrid preconditioned Newton-Krylov) is the more efficient and the more robust for the problems that were considered.
Each of the papers cited above considers compressible flow models. For a detailed description of optimal preconditioning methods for incompressible flow problems the book [22] is highly recommended. In addition to this however there have been numerous articles written on the application of multigrid to incompressible flow problems. Given the challenging computational scale of these problems a popular theme has been the parallel implementation of such techniques, e.g. [19, 21, 74] . Each of these papers considers time-dependent problems through the use of implicit time-stepping, leading to nonlinear algebraic systems of equations at each time step. Different discretization schemes are used however: second order finite differences on a structured staggered grid, finite volumes on a block-structured grid and finite volumes on an unstructured tetrahedral non-nested grid, respectively. In each case good parallel performance is achieved but only on moderate numbers of processors. This reflects a common difficulty with parallel implementations of multigrid since the coarse grid operations, which are an essential component of any multigrid procedure, are inherently difficult to implement efficiently in parallel. Despite, or perhaps because of, this there is a vast literature on the development of parallel multigrid algorithms, that goes well beyond the scope of this chapter. See [1, 2, 5, 14, 35, 39, 49] for just some of the many examples.
Finally, we note some further contributions to multigrid algorithms for incompressible flow problems. In particular, the existence of boundary layers and simi-lar features has led authors to consider the use of either stretched, [56] , or locallyadapted, [31, 52] , grids in combination with multigrid solvers. This can lead to highly anisotropic meshes which can, in turn, result in some drop in the multigrid performance if appropriate action is not taken. Indeed, the ill-conditioned nature of systems arising from the use of highly anisotropic grids, and the resulting need for efficient solvers, has been reported widely in the literature, e.g. [3] . These issues are considered in detail in [31, 56] .
Solid mechanics
Multigrid methods have also been widely applied to the solution of computational models in solid mechanics. Indeed, such problems are generally very well suited to multigrid and algebraic multigrid solvers due to their elliptic nature. Perhaps the simplest example of this is the linear elastostatic problem, which has been solved optimally using a variety of discretizations including least squares finite element methods [16, 15] , mixed finite element methods [50, 59] and pure displacement models [54, 29] .
The latter two papers provide examples of the efficient use of algebraic multigrid preconditioners for linear elasticity problems. The key to success, as described in [54, 55] and in more recent developments such as [9] , is to order the system in a blockwise fashion (based upon the displacement in coordinate direction at a time) and then apply a block-diagonal AMG preconditioner with a Krylov solver such that each block consists of the action of a single AMG V-cycle. Other applications of AMG to these problems include [10] , where parallel algebraic multigrid preconditioners are successfully applied to a range of structural mechanics problems. Nonlinear problems have also been considered, including multibody contact problems [18, 78] , large deformation elasticity [1, 53] and fluid-structure interaction problems [33, 36] . These last two papers both address the fully-coupled nonlinear system directly (although [36] also considers decoupled approaches) through their different discretization schemes. The least squares system approach of [36] uses an algebraic multigrid preconditioner for the conjugate gradient solution of the linearized systems, whereas [33] uses a standard finite element discretization of each set of equations and a block-triangular approximation to the Jacobian matrix as a preconditioner at each Newton iteration. The action of a multigrid cycle is used for the diagonal blocks of the preconditioner which correspond to the elastic deformation problems.
Electromagnetics
Just as for applications in fluid dynamics and solid mechanics, multigrid has been applied widely, and in various forms, in electromagnetics and associated applications. In this subsection we focus primarily on the solution of Maxwell's equations and Helmholtz problems.
Perhaps the most significant contribution to the development of multigrid methods for Maxwell's equations is due to [37] in which a rigorous demonstration of the optimality of a suitably constructed multigrid solver is first presented. This is based upon a mixed variational formulation of the problem which is discretized with appropriately conforming finite elements (the Nedelec edge elements, [57] ) to yield a discrete algebraic system for which an appropriate multigrid scheme is developed. A similar discretization is used in [30] , however they eliminate a block of the mixed finite element system and solve the resulting Schur complement system, which is symmetric and positive-definite, by a parallel multigrid preconditioned conjugate gradient iteration. Good efficiency is observed however optimality is not proved. An algebraic multigrid version of the mixed finite element approach is presented in [62] . This again assumes a suitable conforming finite element discretization and shows good performance on certain test problems. Subsequently [7, 41] have generalized this method so as to prove h-independent convergence under certain conditions, and to improve execution times. Finally, we note that other discretization schemes are possible. For example, [4] use a finite volume discretization of a vector-potential formulation of the problem. Their multigrid preconditioning approach yields a system whose condition number is bounded independently of the mesh size.
The Helmholtz equation has also received considerable recent attention from the multigrid community. The problem is hard to solve when the wave number is real and large since the coarse grid problem (without modification) requires multiple points per wavelength to maintain stability. In [46] therefore the emphasis is on the efficient solution of this coarse grid problem. More recently, [25] introduce a multigrid preconditioner which involves shifting certain eigenvalues through at the coarse grid correction step. This idea is further developed in [24] , with both papers demonstrating effective multigrid performance for high wave number problems. AMG is very challenging for these equations due to the fact that the discrete operator is non-self-adjoint and, as noted by [58] , it permits oscillatory error components which yield relatively small residuals. Nevertheless, provided sufficient a priori knowledge is included, successful algebraic multigrid algorithms have begun to be developed [8, 58] .
Case Studies
This section briefly describes two case studies that are taken from the author's own work. The first of these demonstrates the combination of multigrid techniques with mesh adaptivity, whilst the second illustrates a typical parallel implementation of multigrid. In both cases the nonlinear, FAS, version of multigrid is used, as introduced in Section 2.2 above.
Multigrid and adaptive mesh refinement
The work described here is based primarily on the PhD thesis [63] and the subsequent publications that have arisen from it [64, 65, 66] . One particular application is pre-sented, however the need for combining adaptive spatial discretizations with multigrid solution techniques arises across a wide range of computational engineering problems. In particular, when solutions exhibit local features, such as steep fronts, discontinuities or boundary layers. Perhaps the most popular technique for undertaking the adaptivity is to make use of local mesh refinement in the regions that require the greatest resolution, and to use a coarser mesh elsewhere. This is most frequently achieved through a hierarchical approach in which one starts with a coarse mesh and then refines this more in some regions than in others. In two dimensions this may be undertaken using a quad-tree data structure (e.g. [60] ) and in three dimensions an oct-tree structure is used (e.g. [42] ). Here we demonstrate how such an adaptive technique may be successfully combined with multigrid for the solution of nonlinear systems of algebraic equations obtained from the discretization of a particular set of partial differential equations (PDEs) arising in the modelling of phase change problems.
One of the most popular techniques to have emerged in recent years for the modelling and simulation of phase change problems is the phase field method. Details of this technique can be found in numerous articles, e.g. [44, 45, 61] , however the basic idea is quite simple. Instead of treating the evolving boundary between the solid and liquid regions as being discrete, it is treated as being diffuse and an additional (smooth) dependent variable is introduced to represent the phase as a function of space and time. Evolution of this phase variable is prescribed by a PDE that is derived from a governing free energy functional, and there is typically a parameter present within the formulation that allows the width of the diffuse interface to be controlled. This type of model is able to benefit significantly from the use of mesh adaptivity around the interface in order to capture this aspect of the solution as accurately as possible.
A large number of different phase-field models have been presented in the literature and we present just one of these here. This is taken from [61] and provides a model for the solidification of a dilute binary allow, in which both the concentration of the minor alloy component (U) and the variation of temperature (T ) are important drivers. These are both represented as non-dimensional variables in the governing equations, below, which also feature the phase variable φ:
Note that the above system is highly nonlinear and is made stiff by the fact that the diffusion coefficients D and α typically differ by a number of orders of magnitude.
The terms A(∇φ) are nonlinear functions of the derivatives of φ which are used to define the anisotropy within the solidification.
The spatial discretization that we use is based upon a second order finite difference scheme, whilst temporal discretization is undertaken using the fully implicit BDF2 scheme which is well-suited to stiff problems. Mesh adaptivity is controlled using a simple error indicator which is based upon a linear combination of the gradients of the three dependent variables. The resulting systems of nonlinear algebraic equations that occur at each time step are solved using the MLAT scheme described in Section 2.3. Figure 6 illustrates a typical adaptive mesh (where the different grey levels represent different levels of refinement) and Figure 7 contains graphs that demonstrate the optimality of the multigrid implementation. Each of these figures is courtesy of J. Rosam. 
A parallel multigrid implementation
The work described in this sub-section is based primarily on the PhD thesis [47] and the subsequent publications arising from it [27, 48] . As in the previous sub-section just one application is presented here but this is typical of a much larger set of problems for which parallel implementations of multigrid have been developed, e.g. [19, 21, 28, 74] .
In this example we consider the flow of a viscous droplet of fluid spreading down an inclined plane subject to gravitational and surface tension forces. The model used is based upon a long wave approximation, in which it is assumed that the flow perpendicular to the plane is negligible compared to the flow parallel with the inclined plane. A small parameter, ǫ, may be defined as the ratio of typical length scales, H 0 and L 0 , in the perpendicular and parallel directions respectively. It is then possible to non-dimensionalize the Stokes equations and collect together the leading order terms in this small parameter in order to yield a simplified system of equations for this thin film flow. Further details are provided in [69] for example, but the resulting PDEs take the following form:
In the above, h and p are the dependent variables (film height and pressure respectively), Bo is the dimensionless Bond number (which represents the ratio of gravitational to surface tension forces) and α is the angle made by the inclined plane. Figure 8 (courtesy of Y.-Y. Koh [47] ) provides an illustration of the problem being modelled. The function s is a known function describing surface roughness on the plane whilst the term Π(h) is a so-called disjoining pressure term that is used to model slip of the moving contact line. This term is based upon the assumption of the presence a thin precursor film, of non-dimensional thickness h * , and takes the general non-dimensional form:
Here, θ c represents the contact angle between the droplet and the surface (which may differ for an advancing or retreating fluid) and the pair (n, m) are the exponents of the chosen interaction potential ((3, 2) in this example). For further details see, for example, [69, 72] .
Inclined solid surface Figure 8 : A schematic of the droplet problem (courtesy of Koh [47] ).
The solution method that is employed is based upon a parallel implementation of the nonlinear multigrid solver described in detail in [70] . This is based upon the use of finite differences in space with implicit time-stepping and an FAS multigrid solver for the nonlinear algebraic equations that arise at each step. In order for the precursor film model to be physically realistic it is essential that the precursor film thickness, h * , be sufficiently small (for example, [72] suggests that the dimensional size should be in the range 1-100nm). Furthermore, to capture correspondingly small values of h * in the above model it is essential that the spatial resolution be on a similar length scale: this is achieved here through the use of very fine grids and parallel computation.
The parallelism is achieved via a geometric decomposition of the domain, which is enforced across all levels of the multigrid hierarchy, and a stripwise partition is used to ensure that each subdomain/processor has at most two immediate neighbours (with a one-to-one mapping between processors and subdomains). Each processor is responsible for implementing the FAS algorithm on its own subdomain, making use of additional columns of "ghost nodes" immediately to either side of this subdomain. These ghost nodes are necessary for neighbour-to-neighbour communications at the following stages of the multigrid algorithm:
1. after each red and each black sweep of the nonlinear Red-Black Gauss-Seidel smoother at each grid level, 2. prior to restriction of the residual and solution to each coarser level, 3 . to obtain the exact solution at the coarsest level, 4. prior to interpolation of the error to each finer level.
In addition, a single global communication is required after each multigrid V-cycle in order to decide if convergence has been achieved. Note also that the size of the coarsest possible grid is determined by the number of processors being used since, for the simplicity of this implementation, there should be at least one row of the coarsest grid on each processor. The scalability of this parallel implementation is illustrated by Tables 1 and 2 (courtesy of Koh, [47] ) which show typical solutions times for problems with fine grids of size 1025 × 1025 and 8193 × 8193 respectively. It is clear that for the smaller of these problems there is no advantage to be gained by using 128 processors for example. On the other hand the larger problem is solved on 128 processors in only a little over half of the time required to obtain a solution on 64 processors, this demonstrating excellent speed-up. An alternative indication of the scalability of this implementation comes from inspecting the underlined figures in each table: these compare the solution times when the amount of work per processor is almost identical (a fine grid of 1025 × 1025 across 2 processors versus a fine grid of 8193 × 8193 across 128 processors) and thus give an indication of the loss of efficiency due to the additional interprocessor communication on 128 processors.
Multigrid Coarse
Number 
Discusion
This chapter has discussed the application of multigrid methods to the solution of computational engineering problems arising in a wide range of application areas. The goal of all multigrid solvers is to obtain an accurate solution in O(N) operations, or close to this, where N is the number of degrees of freedom used in the numerical approximation. In order to achieve this a number of components are required.
1. The discretization of the governing equations should result in a sparse algebraic system. This is typically achieved through the use of finite difference, finite element or finite volume methods.
2. An iterative solver must be developed which has the smoothing property that ensures that the high frequency components of the error, relative to the grid that is being used for the discretization, are damped quickly.
3. It should be possible to restrict the problem either geometrically (to a coarser grid) or algebraically (to produce a discrete system which is representative of an approximation of the continuous operator on a coarser grid). This restricted problem may either represent the error equation, as in the conventional linear multigrid approach, or the original equation (with a modified source term), as in the FAS approach. In either case its solution must allow the lower frequency components of the error on the original grid to be eliminated: the coarse grid correction.
4.
A recursive formulation is typically used to allow the coarse grid correction to be obtained using the smoother followed by a correction on an even coarser grid.
Only the problem at the coarsest level need be solved exactly.
5. Optimal performance will be achieved if the cost of applying the smoother to eliminate the highest frequency error components is O(N), the number of unknowns on each grid reduces geometrically, and the number of cycles through all of the grids required for convergence is independent of the size of the finest grid.
Having introduced the fundamental concepts of multigrid, the remainder of the chapter is divided into two more parts. The first of these provides a short review of the application of multigrid to a range of engineering problems in fluid flow, solid mechanics and electromagnetics. Common themes that arise include the widespread use of AMG, rather than geometric multigrid, and frequent attempts to employ multigrid in parallel, despite the inherent difficulties associated with solving coarse grid problems efficiently on multiple processors.
Finally, the chapter provides two case studies taken from the author's own research. The first of these illustrates the application of multigrid with local mesh refinement. This is in the context of the simulation of a phase change problem using second order finite differences in space a fully implicit, stiff, time integrator. The second study shows an application of multigrid on a parallel computing system. Here the chosen application is the spreading of a thin liquid drop, which is also governed by a time-dependent nonlinear parabolic system of partial differential equations. Again a second order finite difference scheme is used in space and an implicit second order time-stepping rule is applied. The parallelism is achieved through a geometric decomposition of the problem and the use of columns of "ghost nodes" at the edge of each subdomain so that the inter-processor communication is minimized.
Current challenges in multigrid research lay predominantly in the development of highly scalable implementations that will perform efficiently on modern, and future, multicore architectures. In order to scale to many thousands of cores, for example, it is likely that new variants will need to be developed, perhaps relying on asynchronous communications and more efficient ways of incorporating corrections from the coarsest grids. The additional complexity of combining adaptivity and parallelism in an efficient manner is also a topic of much current research.
