I. INTRODUCTION Let y be an oriented Jordan curve in Euclidean space, E3, which is homeomorphic to the unit circle, u2 + v 2 = 1. Let A denote the disk u2 + n2 < 1, d its closure, and let C"(d), C?(A) be th e set of n-times continuously differentiable vector functions x : A + E3 or x : d + E3. x E Co(d) n C2(A) is said to be a conformal representation of a surface of constant mean curvature, H, and boundary y, if X(U, v) satisfies If X(U, v) satisfies (1.1) for H = 0, then x is a representation of a minimal surface. The main result of this paper is an existence theorem for the system (1.1) when H$O.
If x E Co(a), the Lebesgue area L(x) of the parametric surface X(U, v) is well defined [3, Chap. II] . Let A, be the greatest lower bound ofL(x) over all x E Co(A) for which x(Q), 0 < 0 < 277, is an admissible representation of the oriented Jordan curve y. We shall only consider those Jordan curves for which A, is finite. The solution of Plateau's problem, as described by Courant in [4] for example, establishes the existence of a minimal surface vector function h, , satisfying 1.1 for H = 0, and such that L(h,) = A, . In this paper we show that if 1 H 1 z/A, < 2/g/5, then there exists a solution xR to the system (1.1).
Previous existence theorems for the system (1.1) have been published by E. Heinz [6] and H. Werner [lo] . Their main result may be stated as follows.
Suppose y is contained in the unit ball x2 + y2 + x2 < 1. Let d(y) be the class of vector functions x E Co(d) n C's(d) where x(B) is an admissible representation of the oriented Jordan curve y, and so that ] X(U, w) 1 < 1. For every x E M(r) and ] H 1 < 8 the functional E(x) defined by E(x) = jj-1 x, I2 + ) x, I2 + y (x . x, x x,) du dv (1.2) A is well defined (i.e., is finite or + co). If ] H 1 < 4, then there is a member xH of &Y(y) which minimizes E(x). It is also a solution to the system (1.1).
The bounds on H indicated in this paper are quite different from the bounds in the paper of Heinz and Werner, as the following two examples show. If y is a rectangle with sides of length a and b, this paper establishes the existence of solutions to the system (1.1) for I H I < (77/ub)/5, while the papers of Heinz and Werner establish existence for I H 1 < l/(az + b2)lj2. If the ratio a/b is large (say u/b > 8) then the result proven in this paper gives a better bound, while for other rectangles, Heinz's result is to be preferred. Another interesting comparison is the following. Let y be a circle of radius 1. In this case A, = n and so a solution to (1 .l) exists for 1 H 1 < + using the result of this paper, while according to Heinz's paper a solution exists for j H ( < 4j. Now suppose we distort the circle y into a contour yE by clipping out an arc of length e2 and attaching a long spike of altitude 2/c. Then A,, z r + E and so the theorem in this paper guarantees a solution to (1.1) for IHI< ~1/2 1 1 5(Tr + q/2 = 5(1 + E/Tr)lP = 3 if E is small.
However, the diameter of yE is 2(1 + 6)/c. Thus by the result of Heinz and Werner, there is a solution to the system (1.1) for 1 H I < c/( 1 + 6). The method of proof used in this paper proceeds as follows. IV, will designate the Hilbert space of real-valued functions f : d -+ R1 such that f and its weak partial derivatives f, and fv are square integrable on d. The inner product on WI is (f *gh = j-j-,Cfg +fugu +ftddudv- (1.3) We let W,, be the closed subspace of WI obtained by taking the closure in WI of the C,"(d) functions (i.e., the P-functions whose support is contained in d). The following lemmas are well known. See [8, Chap. 31 The proceeding definitions carry over directly to vector functions x : d -+ E3. These vector functions will be displayed in boldface type. Note in particular that if x = (x, y, z) and a = (a, 6, c) then (1.8) Now let h(0) be an admissible representation of the oriented Jordan curve y. Y(h) C W, is the set of those vector functions x E WI with boundary values In Section III we consider the volume functional
(1.9) 
so that xH = h + + is an H-extremal for the function E(x). Theorem 4.4 establishes a uniqueness theorem for such extremals.
In Section V we show that any H-extremal for E(x) in Y(h) (i.e., weak solution to the differential equation Ax = 2H(x, x x,)) is, in fact, analytic in A, and continuous on d if its boundary values are continuous.
Finally, in Section VI we establish the basic existence theorem discussed previously.
Much of the material in this paper was contained in the author's doctoral thesis written at Harvard under the direction of Garrett Birkhoff. I wish to thank Professor Birkhoff for all of his helpful advice and encouragement.
II. FURTHER PREPARATORY COMMENTS
Consider a continuous parametric surface x E Co(d) whose Lebesgue area, L(x), is finite. Then there is a function, v(x), called the oriented volume functional, defined for all such x, for which the following theorems are known. See Cesari [3] for a thorough discussion. The following is an easy consequence of Lemma 2.1. (c) x,(e), 0 < 0 < 2 n, is an admissible representation of the oriented Jordan curve y. Then limit V(x,) = V(x,) as n -+ co.
PROOF. By a change in parameters, which will not disturb conditions (a) and (b) , we may suppose that ~~(0) = x,(B) for all n. Let Then yn(r, 0) satisfies the conditions of Lemma 2.1, V(y,) = V(x,) -V(x,). Thus by Lemma 2.1 limit V(y,) = limit V(x,J -V(x,) = 0. THEOREM 2.4 (Isoperimetric inequality) [2] . Let x E Co(d) and suppose that x = 0 on the boundary of A, (i.e., x(u, v) is a closedparametric surface) then III.
THE VOLUME FUNCTIONAL ON Y(h)
We now recall the oriented volume functional defined by formula (2.2) for x = (x, y, .z) E W, n CO(d). It is important to notice that the functional V(x) is linear and antisymmetric in each of its component functions X, y, and z. In order to emphasize this fact we shall use the notation
Suppose that one of the three component functions, say x, vanishes on aA : u2 + v2 = 1. Then
PROOF. Perform an integration by parts on the integral (2.2), notice that the resulting boundary integrals vanish, and the result follows:
The next sequence of lemmas and theorems will continuously extend V(x) first to the space W,, and then to the space Y(h). A straightforward computation shows that
Then it follows easily that x, tends weakly to zero but the V(x,) are bounded above and below by positive constants.
THEOREM 3.2. Let h be a harmonic vector function in WI n CO(A). Then
has a unique continuous extension to all of Y(h). Furthermore, if h = (h, , h, , h3) is the harmonic vector function and + = (& , dz , &J E W,, , then l(h1,~z,+3bl dihh~~&11~~~D (3.5) I (h, > h, > d,>v I G I 4 IM 1 h, ID 143 ID (3.6) and corresponding results hold with the indices permuted.
PROOF. In order to establish (3.5) and (3.6) it is sufficient to demonstrate the inequalities for all + = (+r , 4s ,+a) E Cc. But in this case the inequalities L easy approximation to h. follow from 3. The following inequalities will be needed later. We will prove only (3.7) as (3.8) follows in the same manner. Let x = h, + I,$ , y = h, + $~a . As remarked before it is sufficient to demonstrate the inequalities for #r , #s , $a E C:(d). Now the two vector functions and have the same boundary values. We can therefore apply the isoperimetric inequality (Theorem 2.5). This means that In like manner limit(x, -x0 , y. , &Jv = 0. Thus (3.14) follows.
PROOF OF (3.15). Again
As above x, ---f x0 uniformly implies that limit(x, -x0 , & , &Jv = 0. The proof that limit(x, , $, -#o , q$JV = 0 is entirely similar to the proof of Theorem 3.3 and will not be repeated.
Q.E.D.
IV. EXISTENCE THEOREMS FOR EXTREMALS
We now fix our attention on the space Y(h) (9) = 0 for all 9 E W,, , (4.2) where L,( +) is defined by formula (3.9). PROOF. Straightforward integration by parts.
Clearly if H = 0, then x = h is the one and only one solution in Y(h) to (4.2) . This is just Dirichlet's principle. The main result of this section will be an existence theorem for H-extremals for H sufficiently small. Inequalities (4.8) and (4.9) follo w in the same manner, making use of (3.8) (Lemma 3.2) and (3.4) (Theorem 3.1).
We are now ready to prove the main result of this section. 
I -2H(ao + Cd+) + T(+r)) ID < I H I (&=) (h" + h I + ID + t I + Ii) .
Thus if
IHjh-Qfi and IHIIWD<S~~ then I -2H(ao + Cd+,> + T(+) ID I H I < [th + (t + G) I + L] I H I This means -2HiIao + Cd+) + T(+L)I E B, -
The next two theorems establish a minimizing property for those H-extremals whose solutions were established in Theorem 4. and I H I I P ID -==z ~%W If t < 3 then s < 1 -t = $. This implies that there is an 0 < E < 1 satisfying (s2 + t2)lj2 < 1 -E and 2s < 3~. This means that / H / / x ID < %'%(l -6) and I H I I P ID < dz(34.
Hence by Theorem 4.3 E(y) > E(x). By symmetry E(y) < E(x). Thus E(y) =: E(x)
. By Theorem 4.3 we conclude that y = x.
V. DIFFERENTIABILITY OF H-EXTRRMALS
In this section we shall show that any H-extremal is analytic in A, satisfies the differential equation Ax = 2H(x, x x,) and is continuous on d if the boundary values are continuous. The method of proof will be to first show, with the aid of a theorem by C. B. Morrey (Theorem 5.1) , that any H-extremal is Holder continuous on compact subsets of A. We then show how another theorem due to Morrey (Theorem 5.4) can be applied to give us the desired result. The following lemma (8, pp. 71 and 82) shows that the boundary values of a function x E W,(A) are well defined. THEOREM 5.1 (Morrey) [7, p. 421 or [8, pp. 105-1061 . Let is Hiilder continuous on any circle u2 + v2 < r < 1, and continuous on d.
PROOF. Let E = 1 -(l/16). Then i < E < 1 and ~%(l -E) = 6. Now apply Lemma 5.2 and then Theorem 5.1. THEOREM 5.3 . Let x E Y(h) be an H-extremal where h is a harmonic vector function in W, n CO(A). The-n x(u, v) is Hijlder continuous on any circle u2 + v2 < r < 1 and continuous on 6.
PROOF. The proof is based on the fact that the extremal equation (4.2) is invariant under conformal maps of the parameter domain.
Part (A). Let P : (u. , vo) satisfy u: + v: < 1. Let B(P, 6) be the disk of radius 6, centered at P, with 6 chosen so that B(P, 6) C d. Then Thus there exists a 6 > 0 so that / H 1 1/D[x, B(P, S)] < v%. Consider the function z(r, s) = x(uo + Sr, v. + 6s) for r2 + 9 < 1. Since the change in parameter is conformal, it follows that D(z) =: D[x, B(P, S)]. Furthermore z(r, s) is an H-extremal satisfying j H 1 1 z (n < d;. By Theorem 5.2 it follows that z(r, s) is Holder continuous for Y 2 + s2 < R < 1. Thus X(U, U) is Holder continuous for (U -u,J2 + (v -uJ2 < Si2 < S2. Since P : (u,, , vO) was an arbitrary point of A, it follows that X(U, V) is Holder continuous on any circle u2+u2<r<l.
Part (B). Now suppose that the boundary values x(0) are continuous as well. We will show that x(u, V) E CO(d).
Let P : (u. , no) be a point on the boundary of d. Let A(P, 6) be the intersection of the disk B(P, 6) with d. As in Part ( Then any extremal which is Hiilder continuous on all circles u12 + UI < r < 1, and which satisfies condition 5.2 of Theorem 5.1 is of class Cm on A. Furthermare, if f is analytic on then x(uI , v2) is analytic.
We now state and prove the main theorem of this section. PROOF. By Theorem 5.3, x is Holder continuous on any circle u2 + v2 < r < 1 and is continuous on6. Let P : (u. , v,,) be an interior point of A, let B(P, S) be the disk with center P and radius 6 so that B(P, 6) C A. Let But note the following trick. Let h(t), 0 < t < co be a nonincreasing function of t satisfying h(t) = 1 for 0 < t < 4 and h(t) = 0 for t > 1. Let g(y, s, 2, z, , z,) = I ZT I2 t-I zs I2 + h(l z I) y (2 * z, x z,).
Then g E Cm in all its variables and furthermore satisfies all the conditions (5.5) of Theorem 5.4. The extremal z(r, S) constructed above satisfies I z(r, s) jM < 4. Hence z(r, s) is also an extremal for the functional J(z) = j j, g dy ds.
Since g E Cm, we can conclude that z E Cm(A) by Theorem 5.4. But for 1 z Ifi1 < + , g =f and f is analytic. Hence z(r, s) is also analytic. for all a E W,, . This shows that x0 is an Ho-extremal. DEFINITION 6.1. Let y be a oriented Jordan curve homeomorphic to the unit circle. Y(y) will denote the set of all vector functions x such that x E Y(h) for some harmonic vector function h E WI n Co(d) where x(0) = h(B) is an admissible representation of y satisfying a three-point condition x(0) = P, x(n/2) = Q, and x(n) = R. h, E Y(y) will be a harmonic vector function which is a conformal representation of a minimal surface of minimum area which solves Plateau's problem for y. A, will denote the area of h, . and by Lemma 6.1 it follows that x0 is an H-extremal.
Step IV.
E(x,) < M = glb E(x) for x E Y(y, 01, t, H). We have But, by Step II, E(x,) < E(y,). Hence E(x,) < M.
Step V. Conformality of x0 . Since x, is an H-extremal, we know by the results of Section IV that x0 E CO(A), x0 is analytic on d, and x0 satisfies the differential 
