Coherent Spectroscopy at the Diffraction Limit by Martin, Eric
Coherent Spectroscopy at the Diffraction Limit
by
Eric W. Martin
A dissertation submitted in partial fulfillment
of the requirements for the degree of
Doctor of Philosophy
(Applied Physics)
in The University of Michigan
2018
Doctoral Committee:
Professor Steven T. Cundiff, Chair
Professor Mackillo Kira
Professor Roberto Merlin
Professor Theordore Norris
Professor Jennifer Ogilvie
Eric W. Martin
ewmartin@umich.edu
ORCID iD: 0000-0002-3707-3233
c○ Eric W. Martin 2018
ACKNOWLEDGEMENTS
All of the work in this thesis would not have been possible without such a support-
ive and tight-knit lab. I have gained ideas and valuable insight from long conversations
with many of my lab mates, and I am thankful for all of them. In particular I would
like to acknowledge Rohan Singh and Chris Smallwood for being especially available
to discuss experimental interpretations and theory. The experiments I have done have
relied on a lot of the work of Travis Autry and Gae¨l Nardin, and I was very lucky
to work next to them in Colorado. I am thankful to Albert Liu for reading over this
thesis and providing feedback. I would also like to acknowledge the now well-bonded
group that moved with me from Colorado to Michigan: Bachana Lomsadze, Diogo
Almeida, Takeshi Suzuki, Kai Wang, Rohan Singh, and Chris Smallwood.
For their love and support, I thank my family and all my friends. Mom, Dad, and
my brother Dillon have encouraged me and enabled my pursuit of science. I thank
my fiance´ Candice for putting up with long days in the lab and for her support over
the last three years.
Chapters IV and V have been based on theory and insight by Prof. Mackillo
Kira. I have benefited from many discussions with Mack, and I am thankful for the
time he has given me. His student Markus Borsch has also worked hard to develop
the inhomogeneous semiconductor Bloch equations that he is using to model the
experimental results presented in Chapter V.
Chapters VII and VIII present measurements of samples created and characterized
(using linear spectroscopy and atomic-force microscopy) in Prof. Hui Deng’s group
ii
by Jason Horng, Michael-Henr Wentzel, and Eunice Paik. Jason Horng, a post-doc in
Prof. Hui Deng’s group, has been exceptionally great to work with on these projects.
He devised and developed most of the samples, initiated this collaboration by realizing
how our experiments could be used to advance measurements of his samples, and has a
strong intuition for the theory. Specifically he is also responsible for realizing many of
the findings in Chapter VIII including the critical coupling condition and the analogue
to coherent perfect absorption. The multidimensional coherent spectroscopy (MDCS)
measurements for these chapters have been made with the help of Hanna G. Ruth.
Hanna has also assisted with the analysis and interpretation of the results.
Chapter IX presents MDCS measurements on zero-dimensional polariton devices
developed in Hui Deng’s lab here at the University of Michigan. The devices were
developed by Bo Zhang. I have directly worked with Jiaqi Hu and Zhaorong (Joey)
Wang who have helped me with finding the directions to go in these studies and with
finding the relevance of the MDCS results to the polariton community.
My advisor, Prof. Steve Cundiff, has of course played a tremendous role in all
of this work. I would like to acknowledge him for giving me the perfect amount of
freedom, support, and enthusiasm to do these projects. I have been allowed to pursue
many ideas and topics, and his insight and guidance throughout the years have kept
me on track.
iii
TABLE OF CONTENTS
ACKNOWLEDGEMENTS . . . . . . . . . . . . . . . . . . . . . . . . . . ii
LIST OF FIGURES . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . viii
LIST OF APPENDICES . . . . . . . . . . . . . . . . . . . . . . . . . . . . xix
LIST OF ABBREVIATIONS . . . . . . . . . . . . . . . . . . . . . . . . . xx
ABSTRACT . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . xxii
CHAPTER
I. Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1
1.1 High Nonlinearity with Low Power . . . . . . . . . . . . . . . 3
1.2 Gradient Terms become Relevant . . . . . . . . . . . . . . . . 4
1.3 Spatially Inhomogeneous Samples are Accessible . . . . . . . 4
II. Heterodyne Detected Resonant Nonlinear Spectroscopies . . 7
2.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . 7
2.2 Linear Absorption Spectroscopy . . . . . . . . . . . . . . . . 8
2.3 Nonlinear Optical Response . . . . . . . . . . . . . . . . . . . 10
2.4 Wavevector-selected Transient Absorption . . . . . . . . . . . 11
2.5 Heterodyne-detected Transient Absorption . . . . . . . . . . . 13
2.6 Fourier-transform Spectroscopy . . . . . . . . . . . . . . . . . 17
2.7 Multidimensional Coherent Spectroscopy . . . . . . . . . . . . 23
2.8 Spatial Chirp Correction . . . . . . . . . . . . . . . . . . . . . 28
2.9 Improved Reference Technique . . . . . . . . . . . . . . . . . 29
2.10 Continuous Scanning . . . . . . . . . . . . . . . . . . . . . . . 34
2.11 Treatment of Linear Dispersion . . . . . . . . . . . . . . . . . 35
2.12 Fitting Multidimensional Spectra . . . . . . . . . . . . . . . . 37
III. Excitons in Semiconductor Nanostructures . . . . . . . . . . . 41
iv
3.1 Bulk Semiconductors and Band Structure . . . . . . . . . . . 42
3.2 Excitons . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 44
3.3 Characteristics that Distinguish Semiconductor Samples . . . 45
3.3.1 Inhomogeneity . . . . . . . . . . . . . . . . . . . . . 45
3.3.2 Decay/dephasing Processes . . . . . . . . . . . . . . 46
3.3.3 Exciton-photon Coupling Strength . . . . . . . . . . 49
3.3.4 Motional Narrowing of Microcavity Polaritons . . . 50
3.4 Comparison of Samples Measured Here . . . . . . . . . . . . 51
IV. Nonlinear Spectroscopy with Thermal Light . . . . . . . . . . 53
4.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . 53
4.2 Temporal Coherence . . . . . . . . . . . . . . . . . . . . . . . 54
4.3 Spatial Coherence . . . . . . . . . . . . . . . . . . . . . . . . 57
4.4 Creating a Population without a Polarization . . . . . . . . . 57
4.5 Measuring the Bright Exciton Population with Differential Ab-
sorption . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 59
4.6 Attempt at Using a Laser Diode below Threshold as a Thermal
Source . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 61
4.7 Excitation with a Superluminescent Diode . . . . . . . . . . . 63
4.8 Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 65
4.9 Conclusions and Outlook . . . . . . . . . . . . . . . . . . . . 68
V. Optical Tweezing of Excitons . . . . . . . . . . . . . . . . . . . . 71
5.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . 71
5.2 Experimental Methods . . . . . . . . . . . . . . . . . . . . . . 72
5.3 Analysis . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 75
5.4 Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 77
5.5 Simplest Theories that Explain the Result . . . . . . . . . . . 80
5.5.1 Semi-classical model . . . . . . . . . . . . . . . . . . 80
5.5.2 Excitation-Induced Shift Model . . . . . . . . . . . 82
5.5.3 Confined wave function model . . . . . . . . . . . . 83
5.6 Local-Field Effects . . . . . . . . . . . . . . . . . . . . . . . . 84
5.7 Calculations . . . . . . . . . . . . . . . . . . . . . . . . . . . 87
5.8 Outlook . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 89
VI. Inducing Coherent Quantum Dot Interactions . . . . . . . . . 91
6.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . 91
6.2 Experimental Methods . . . . . . . . . . . . . . . . . . . . . . 92
6.3 Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 97
6.4 Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . 99
6.5 Single-Quantum MDCS Results . . . . . . . . . . . . . . . . . 101
v
6.6 Evidence that Continuum Coupled QDs are Spatially Distinct 102
6.7 Sample description . . . . . . . . . . . . . . . . . . . . . . . . 103
6.8 Model of Interactions . . . . . . . . . . . . . . . . . . . . . . 104
VII. Encapsulation Narrows Excitonic Homogeneous Linewidth of
Exfoliated MoSe2 Monolayer . . . . . . . . . . . . . . . . . . . . 108
7.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . 108
7.2 Determining Linewidth Contributions . . . . . . . . . . . . . 110
7.3 Linewidth Comparison of Encapsulated and Non-encapsulated
MoSe2 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 112
7.4 Photodegredation Effects on MoSe2 Samples . . . . . . . . . . 117
7.5 Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 117
VIII. Treatment of Inhomogeneity for Radiative Limited Excitons
in Monolayer MoSe2 . . . . . . . . . . . . . . . . . . . . . . . . . 119
8.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . 119
8.2 Critical Coupling . . . . . . . . . . . . . . . . . . . . . . . . . 119
8.3 Monolayer MoSe2 Device Mounted on a Mirror . . . . . . . . 120
8.4 Linewidths at the Radiative Limit . . . . . . . . . . . . . . . 121
8.5 Inhomogeneous Model and Dependence on Temperature . . . 126
8.6 Coherent Perfect Absorption . . . . . . . . . . . . . . . . . . 131
8.7 Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 132
IX. Coupling Quantum Confined Polaritons . . . . . . . . . . . . . 134
9.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . 134
9.2 Zero-dimensional Polariton Device . . . . . . . . . . . . . . . 135
9.2.1 Sub-wavelength High Contrast Grating . . . . . . . 135
9.2.2 High Degree of Polarization . . . . . . . . . . . . . . 136
9.2.3 Polariton Confinement . . . . . . . . . . . . . . . . 136
9.2.4 Strong-coupling Regime and Polariton Lasing . . . . 137
9.3 Measuring Coupling and Interactions . . . . . . . . . . . . . . 138
9.4 Relaxation from Exciton States . . . . . . . . . . . . . . . . . 139
9.5 Polariton Interactions . . . . . . . . . . . . . . . . . . . . . . 142
9.6 Heating Effects on Polariton Energies . . . . . . . . . . . . . 146
X. Nonlocal Four-Wave Mixing . . . . . . . . . . . . . . . . . . . . 148
10.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . 148
10.2 Coherence Length and Mathematical Treatment . . . . . . . 149
10.3 Simulating Nonlocal Four-wave Mixing . . . . . . . . . . . . . 151
10.4 Experimental Result . . . . . . . . . . . . . . . . . . . . . . . 153
10.5 Outlook . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 156
vi
XI. Summary and Outlook . . . . . . . . . . . . . . . . . . . . . . . . 159
APPENDICES . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 162
BIBLIOGRAPHY . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 171
vii
LIST OF FIGURES
Figure
2.1 Nonlinear signal is generated by amplitude modulated pump beam
and frequency shifted probe beam. Amplitude modulation can be
performed with a mechanical chopper and frequency shifting is per-
formed with acousto-optic modulators (AOMs). A local oscillator
(LO) beam, which is frequency shifted by a different frequency than
the probe beam, interferes with the signal on a detector. Since the
modulation on the detector corresponding to the interference between
the pump-probe signal of interest and the LO is unique, we can isolate
the signal with a lock-in detector tuned to that modulation frequency. 14
2.2 Frequency shifted spectra that will both have resolved beat notes
between the labeled probe and LO beams if the two are interfered on
a detector. (a) A pulsed laser will have a frequency comb spectrum,
where correlated noise is subtracted. If the frequency shift is greater
than linewidth of the detected repetition rate and not equal to a
harmonic of the repetition rate, the beat note between the probe and
LO will be resolved and non-zero. (b) A light source with a random
spectral phase, e.g. a thermal source, will also have a resolved beat
note for any frequency shift the detection technique is capable of
resolving. There is no fundamental limit imposed by the incoherent
source so long as it is coherent to first order. . . . . . . . . . . . . . 16
2.3 Nonlinear transient absorption measurement of a resonance in gal-
lium arsenide quantum wells. (a) We measure the signal as a function
of the delay between the LO and the probe. This signal corresponds
to the free polarization decay, which has a timescale that is the in-
verse of the resonance linewidth. (b) We measure the integrated free
polarization decay as a function of the delay between the pump and
probe pulses. This is a transient absorption measurement and reveals
the timescale of the population decay. . . . . . . . . . . . . . . . . . 17
2.4 Schematic for an frequency shifted interferometer for spectroscopy. A
reference laser samples the same path length fluctuations as the signal
light. The signal amplitude and phase are realized by synchronous
detection using a lock-in amplifier. . . . . . . . . . . . . . . . . . . . 20
viii
2.5 Measured time-domain and calculated frequency-domain nonlinear
signal for the same GaAs resonance plotted in Fig. 2.3. The signal is
measured with respect to a reference at a wavelength of roughly 804
nm, or 1542 meV. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 22
2.6 Multidimensional coherent spectroscopy measurement of two reso-
nances in gallium arsenide (GaAs) quantum wells (QWs): 𝑋ℎℎ and
𝑋𝑙ℎ. The spectroscopy correlates absorption and emission photon
energies revealing homogeneous linewidths of the two resonances de-
spite sample inhomogeneity. The spectrum also indicates there is
coupling between the two resonances with correlated inhomogeneity.
The absorption energies are negative because this is a rephasing-type
measurement. The measurement was made with co-circularly polar-
ized excitation and detection beams. Figure from [1]. . . . . . . . . 24
2.7 MDCS rephasing pulse sequence. The pump is split into two pulses
that create an exciton population. The pump absorption is spectrally
resolved by scanning the time delay between A* and B and Fourier
transforming the respons with respect to that delay. The probe pulse,
C, stimulates emission of the MDCS signal that is resolved by het-
erodyne detection with a fourth LO pulse. Due to the relative phase
conjugation between A* and C, the evolution of the absorption and
emission have the opposite sign. . . . . . . . . . . . . . . . . . . . . 27
2.8 Relative phase fluctuations as a function of time for various wave-
lengths of light in an interferometer. (a) As the relative path length
fluctuates with a standard deviation of 1 micron, the relative phases
fluctuate as well. (b) The measured phase of the signal will be wrong
if the wavelength of the reference does not equal the wavelength of the
signal. The amount that the phase measurement is wrong is plotted
here for a signal at 800 nm and a reference at 810 and 1064 nm. . . 32
2.9 Here we demonstrate the necessity of unwrapping the phase of the
measured reference in order to calculated a corrected reference for
an arbitrary wavelength. (a) For delays greater than the wavelength
of light, the wrapped phase of a signal at one wavelength cannot be
related to a reference at a far detuned wavelength. (b) If the phase is
unwrapped, the fluctuations can be corrected exactly by multiplying
the reference phase by a ratio of wavelengths. . . . . . . . . . . . . 33
2.10 Real part of the MDCS measurement of two coupled resonances ex-
cited using broadband light. The relative chirp between the LO and
excitation beams was significant such that in the left plot the spectral
oscillations of the low energy features are visibly slower than those of
the high energy features. On the right we plot the same measurement
after implementing the chirp correction. . . . . . . . . . . . . . . . . 37
2.11 Characteristic MDCS measurement of an encapsulated MoSe2 sam-
ple. The linecut along the diagonal (where 𝜔𝜏 = −𝜔𝑡) corresponds to
the inhomogeneous distribution and the cross-diagonal corresponds
to the homogeneous lineshape. . . . . . . . . . . . . . . . . . . . . . 39
ix
3.1 Excitons created at 𝑘 = 0 can radiatively decay back into the ground
state with a rate Γ𝑟𝑎𝑑, or they can scatter into other excited states.
We draw a hypothetical exciton band structure containing two rele-
vant valleys. In direct gap semiconductor, the valley at 𝑘 = 0 is at a
lower energy than other valley. The exciton can scatter by absorption
or emission of a phonon into a higher energy state of the same valley,
into another valley, or into lower energy localized states if they are
available. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 48
4.1 Induced polarization (shaded) and optically active exciton popula-
tion generated (solid line) by pulse excitation (dashed line) having
coherent (a) and thermal (b) quantum statistics. (c) Distribution
of exciton population for coherently excitation (solid line) and ther-
mal excitation (shaded). (d) Exciton-exciton pair-correlation func-
tion showing enhanced long range interaction for thermal excitation
(shaded) versus coherent excitation (solid line). Figure from [2]. . . 59
4.2 Fabry-Perot filter made with two partial reflectors each having a re-
flectivity of 70% and an 80 micron thick plastic spacer all mounted
in a 1 inch lens tube. A large retaining ring is designed with three
set screws to fine tune the mirror spacing of the partial reflectors. . 62
4.3 Gray shaded region is the probe transmission spectrum. The absorp-
tion dip at 1547 meV corresponds to the 1s exciton of GaAs. The
shaded red region is the spectrum of the thermal excitation source
and the shaded blue region in the spectrum of a coherent excitation
source having the same total power. . . . . . . . . . . . . . . . . . . 64
4.4 Real part of spectrally resolved nonlinear signal. Here we compare
nonlinear signals resulting from thermal (red) and coherent (blue)
excitation. We show minimal difference in the induced signal for
both low (left) and high (right) temperatures. . . . . . . . . . . . . 66
4.5 Fit of nonlinear response with coherent excitation up to very high
excitation. Saturating the response and fitting the response both
serve to minimizes error in projecting the coherent response onto a
thermal one. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 67
4.6 Time-integrated nonlinear response as a function of pump power for
a thermal excitation source (red and maroon represent two separate
measurements) and a coherent excitation source (blue). These are
also compared to a projected thermal response (black line) calcu-
lated using the measured coherent response. These measurements
are shown for low temperature (left) and high temperature (right). . 68
x
5.1 A simplied schematic of the spatial scanning portion of the experi-
mental setup. A steering mirror in the pump path is imaged on the
entrance of the rst microscope objective to scan the angle of entry
of the pump beam without changing the position the beam enters the
back of the objective. This serves to scan the position of the pump
beam’s focus without clipping the beam or changing it’s𝑘-vector at
the focus. The pump and probe beams are focused to ∼0.7 mm spots
using a microscope objectives with a numerical aperture (NA) of 0.5.
Relative beam positions are recorded for each measurement by imag-
ing the spots on a CCD camera after the sample. The transient
absorption signal is measured by heterodyne detection using a LO
pulse as described in Chapter II. . . . . . . . . . . . . . . . . . . . . 73
5.2 The LO is used to make a gated measurement of the probe. When
the LO is scanned over the probe, we can temporally distinguish the
pulse and emitted coherence. Since the emitted coherence is resonant
with the exciton, the greatest nonlinear signal can be measured at
the peak of the coherence. The probe-LO delay is therefore typically
fixed such that the LO amplifies only this coherence. The figure
shows the probe signal when the pump is off (red) and on (black).
The interaction signal is proportional to the difference between these
signals. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 75
5.3 Images of pump and probe spots on the sample with a magnification
of 250. (a) Image of the probe, repeated for every position but un-
moved throughout each scan. (b)-(d) First, middle, and last images
of the pump for a scan of the pump position. 75 positions between
are used for each determination of the spot size. (e) Interaction sig-
nal plotted as a function of position found using images and relative
temporal delay between pump and probe. . . . . . . . . . . . . . . . 76
5.4 Excitation density dependence of tweezing for excitation pulse ener-
gies in units of nJ/cm2: (a) 980, (b) 670, (c) 540, and (d) 270. We
find that the magnitude of the spot size decrease increases with ex-
citation. The subsequent spot size growth in each data set is due to
the expected diffusion of excitons. The error bars indicate standard
deviation for each point. . . . . . . . . . . . . . . . . . . . . . . . . 78
5.5 In contrast with effects measured using a diffraction-limited spot,
a large spot size does not induce any tweezing effects. We use a
20x microscope objective with a NA of 0.4 to create a ∼2 mm spot.
Pumping the sample with the same excitation density as we did for
the small-spot measurement does not induce a spot size decrease at
low times. The linear rate of diffusion also decreases, as expected. . 79
xi
5.6 Simplied tweezing model relates that the polarization drives the
excitation-spot size decrease. We measure the electric eld radiated
by the polarization, plotted in the inset. Using this eld as the source
of tweezing (along with a motion damping coecient to which the
model is very robust, and a well constrained diusivity) we numeri-
cally model the spatial dynamics of the excitation for each measured
excitation density. Here we plot one of the data sets and tted model
with a damping coecient of 4 ps −1. Representative error bars indi-
cating standard deviation are shown. . . . . . . . . . . . . . . . . . 81
5.7 The real part of the electric susceptibility (𝜒′) of particles in a medium
must be greater than that of the medium for tweezing to occur. In
a, we plot (solid blue line) the 𝜒′ of an unexcited resonance centered
at 0. After excitation by a pump pulse the polarizability is saturated
to a small degree (dashed red line). The difference (green shaded
region) is the 𝜒′ of the excitation. In b we show the product of the
tweezing field (E) and the polarization density (P) of the excitation
calculated using 𝜒′ above. This integrates to zero, and so one would
not expect tweezing for this resonant case. In c we plot the same
curves as a, but we also consider the excitation-induced blue-shift of
the energy (EIS). In d we show that the huge enhancement of the
excitation 𝜒′ by EIS leads to a large tweezing force that would not
be possible without the many-body EIS effect. . . . . . . . . . . . . 84
5.8 Interaction signal as a function of spatial position and pump-probe
delay for a pump power ∼ 10× the probe power. Measurement ar-
tifacts obscure the signal of interest. (a), (b) Interaction signal am-
plitude and corresponding width for a probe-LO delay of 1.0 ps. (c),
(d) Signal amplitude and corresponding width for a probe-LO delay
of 1.9 ps. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 86
6.1 Top: Photoluminescence (PL) excited by a 633 nm laser is mea-
sured on a spectrometer with 100 meV resolution. Features below
1650 meV are attributed to localized quantum dot states that we
spatially isolated with a diffraction limited 700 nm spot. The wide
feature above 1650 meV are the residual two-dimensional (quantum
well) states. The region measured by multidimensional coherent spec-
troscopy (MDCS) in this paper, shaded in red, is determined by
the shaped laser spectrum we use. Bottom: Single-quantum MDCS
spectrum of the same region allows for comparison of the oscillator
strengths of resonances and reveals that some of the weakly excited
higher energy states have very high oscillator strengths. . . . . . . . 95
xii
6.2 Double-quantum MDCS spectra as a function of prepulse power for
(a) 0, (b) 500, (c) 1500, and (d) 4000 photons per pulse. A coupling
feature between QDs 2 and 4 appears in (b), which corresponds to
a many-body interaction that has been turned on between those res-
onances. A new higher energy feature grows to a maximum on the
diagonal at 1645.3 meV in (c). In (d) the prepulse has saturated the
system so the coherent signal is significantly degraded. The real part
of (b) is plotted in (e), and a simulation of these features is plotted
in (f). The simulation is used to determine the dominant many-body
terms that give rise to each of the double-quantum signals. . . . . . 96
6.3 Schematic of pulse sequence applied to spatially isolated interfacial
quantum dots. Interactions between QDs are very weak, but we can
turn on coupling by creating delocalized quantum well carriers with
(1) a higher energy prepulse. We probe the induced interactions with
(2) two coherent pulses that create a double coherence of different
excitonic transitions. (3) The interaction between the coherences is
mediated by the quantum well carriers, and (4) we read out the inter-
action with a coherent third pulse that begins emission of a coherent
four-wave-mixing signal. Though the prepulse also creates incoherent
excitations of the QD states, this is negligible for low prepulse powers
and only serves to degrade the overall signal. . . . . . . . . . . . . . 99
6.4 Single-quantum spectra are also enhanced by prepulse excitatation.
(a) is the rephasing spectrum with no prepulse excitation that is
plotted in the paper. The other figures on the top row are rephasing
spectra measured with prepulse powers of (b) 500, (c) 1500, and (d)
4000 photons per pulse. (e)-(h) are the corresponding non-rephasing
spectra. The complete dephasing of the non-rephasing signal with
high prepulse excitation is expected, while the increased rephasing
signal strength can be attributed to the enhancement of the weakly
excited background excitations. . . . . . . . . . . . . . . . . . . . . 102
6.5 We measure an enhanced coupling of two QDs using a prepulse and
verify that the two QDs are spatially distinct. We plot double-
quantum spectra of a spot on the sample in which we measure a
coupling of QDs located at energies indicated by the vertical dotted
lines using (a) no prepulse and (b) a 500 photon/pulse prepulse. In
(c) we plot a measurement of the single-quantum spectrum at this
spot on the sample. In (d) we measure the single-quantum spectrum
of a spot spatially shifted less than a spot size away. We see the same
resonances in (c) and (d), but the relative intensity of the resonances
has changed as the lower energy QD is less efficiently measured by
the new spot and the higher energy QD is more efficiently measured
by the new spot. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 103
xiii
6.6 The diamond configuration energy level diagram is used to model
two coupled QDs with singly excited energy states |𝑒1⟩ and |𝑒2⟩. The
doubly excited level is labeled |𝑓⟩ with the dotted line indicating
that this level is either shifted or dephased from the non-interacting
doubly excited level. . . . . . . . . . . . . . . . . . . . . . . . . . . 104
6.7 We plot simulations of a double quantum signal resulting from a small
(a) excitation induced shift of -0.003 meV, (b) excitation induced
dephasing of 0.003 meV, and (c) excitation induced shift of +0.003
meV. We also show that as the magnitude of the excitation induced
shift is increased, but still below the 0.05 meV linewidth, the general
shape of the feature is unaffected. For (d) a shift of -0.009 meV and
(e) a shift of -0.027 meV, the amplitude of the signal increases, but
the phase does not. . . . . . . . . . . . . . . . . . . . . . . . . . . . 105
6.8 These are double-sided Feynman diagrams corresponding to excita-
tion of a double-quantum signal in the diamond configuration energy-
level structure. These are all initialized in the ground state with the
first excitation into the first excited state |𝑒1⟩(there are four more
equivalent diagrams first excited into |𝑒2⟩). 1a and 1b both emit at
the frequency corresponding to |𝑒1⟩ and have opposite signs. A sig-
nal is emitted because there is some energy shift or dephasing of the
double excited state |𝑓⟩ that is due to interaction between the two
coherently excited states. 2a and 2b both emit at the |𝑒2⟩ frequency
and also have opposite signs. . . . . . . . . . . . . . . . . . . . . . . 106
6.9 Though the prepulse is resonant with the quasi-continuum states,
some of those will relax into localized states prior to measurement
by coherent spectroscopy. We must therefore consider initialization
into the singly (1c-f) and doubly (1g-h) excited population states.
The shapes of these response functions actually all look the same as
the ground state diagrams. The signs of the singly excited states are
all opposite, however, and therefore degrade the magnitude of the
double quantum signal without distorting the phase. Here we only
plot a fourth of the total number of diagrams, leaving out nearly
equivalent diagrams and those with emission at the |𝑒2⟩ frequency. . 107
7.1 (a) Microscope images of non-encapsulated (left) and hexagonal boron
nitride (hBN) encapsulated (right) exfoliated MoSe2 monolayer sam-
ples. These images illustrate the fairly small size of the measured
samples. (b) Linear absorption spectra of these two samples, calcu-
lated using linear reflectance spectra. The encapsulated sample has
a decreased linewidth and decreased intergrated absorption, which
are indicators that the sample inhomogeneity has been reduced and
spectral diffusion processes have been minimized. (inset) Encapsu-
lation decreases the band gap and exciton binding energy so that
the transition energy to the exciton of the encapsulated samples (red
line with continuum shaded red) is about 20 meV lower than in the
non-encapsulated samples (blue line with continuum shaded blue). . 111
xiv
7.2 (a) Characteristic low-temperature, low-power multidimensional co-
herent multidimensional spectra of non-encapsulated MoSe2 on sap-
phire and hBN-encapsulated MoSe2. (b) Slices along the diagonal
(left) of a multidimensional spectrum roughly correspond to the inho-
mogeneous distribution of exciton resonances. Slices along the cross-
diagonal (right) roughly correspond to the homogeneous lineshape.
We plot these slices for low temperature, low power measurements of
four samples: two non-encapsulated samples in blue and two encap-
sulated samples in red. Since the diagonal and cross-diagonal slices
are correlated, it is essential to fit them simultaneously to determine
the homogeneous and inhomogeneous linewidths [3]. (c) We plot
extrapolated zero power linewidths of each sample as a function of
temperature. Grouped in the legend, circle data points correspond
to a first measurement set of the sample and square data points cor-
respond to a measurement set made after temperature cycling the
same sample. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 114
7.3 (left) Samples are exposed to a treatment beam of pulses for one
minute and turned off. MDCS signal strength is measured as a
function of this treatment pulse power, where the measurements are
made in ascending order. We find lasting sample damage to non-
encapsulated samples plotted in blue, while the encapsulated sample
in red is resilient up through powers that saturate the exciton. (right)
Single pulse reflectance spectroscopy is used to demonstrate satura-
tion of the exciton in encapsulated samples at high powers that do
not damage the nonlinear exciton response. . . . . . . . . . . . . . . 118
8.1 We measure MDCS of MoSe2 sample mounted l /4 from a silver mir-
ror as a function of excitation power and sample temperature. On
left: homogeneous linewidth is plotted as a function of power per
excitation beam as temperatures in the range of 6 K to 60 K. We fit
each power dependence to extrapolate a zero-power linewidth. On
right: zero-power homoegeneous linewidth is plotted as a function of
temperature. We fit this to extrapolate the zero-temperature linewidth.122
8.2 Radiatively limited lineshapes (bright colors) are plotted for vari-
ous energies in an inhomogeneous distribution (black curve). Center
Lorentzian feature at 0 meV has a linewidth 𝛾 = 0.42 meV and the
inhomogeneous distribution has a 𝜎 = 2.76 meV. The bright curves
centered at various points in the distribution, indicated in the leg-
end, have narrower linewidths than the center because their ampli-
tudes are lower. The dark curves correspond to lineshapes having
linewidth equal to the center. The additional dephasing lowers the
amplitudes of the curves on the tails of the distribution. . . . . . . . 125
xv
8.3 Temperature dependence of linear absorption reveals striking prop-
erties of the monolayer sample on a mirror. (a) Peak absorption as a
function of temperature indicates highly coherent sample exhibiting
critical coupling near 50 K. (b) Integrated absorption as a function
of temperature. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 127
8.4 Treating the MoSe2 monolayer as a two-port system we easily identify
the dominant contributions to the sample response: the input beam
and the transmitted beam that reflects off of the mirror with a phase
delay of p. The sample is encapsulated in ∼20 nm of hexagonal boron
nitride (hBN) on both sides. This heterostructure is mounted on a
silver mirror coated with ∼100 nm of SiO2. The spacing between the
sample and mirror correspond to a l /4 propagation distance for the
light resonant with the MoSe2 exciton. . . . . . . . . . . . . . . . . 128
8.5 Peak absorption simulated by convolving a homogeneous response
with a Gaussian to introduce the effect of inhomogeneity. Peak ab-
sorpption is plotted for (a) small inhomogeneity (𝜎 = 1.0 meV) and
(b) for inhomogeneity measured with MDCS (2.76 meV). Radiative
linewidth and non-radiative dephasing used for simulation have been
measured with MDCS. . . . . . . . . . . . . . . . . . . . . . . . . . 130
8.6 Homogeneous model with effective radiative linewidth, inhomogene-
ity introduced as dephasing, and measured phonon scattering with
temperature. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 131
9.1 Spectrally resolved real space image of photoluminescence from the
0D cavity across (a) and along (b) the sub-wavelength grating (SWG).
Dashed lines correspond to, from the bottom, 0th, 2nd, 4th, etc. modes.137
9.2 MDCS isused to measure relaxation and coupling pathways between
the QW exciton and polariton states. Data are all measured with
same power beams, so colorbars indicate relative signal amplitudes.
The time delay between the second and third pulses, T, is 200 fs for
all these measurements. (a) transverse-electric (TE) pump and TE
probe correlate polariton absorption and emission. (b) With a TE
pump and transverse-magnetic (TM) probe we measure small mod-
ification of exciton emission, and most of the modification is by the
highest order polariton states. (c) With TM pump and TE probe we
mostly measure relaxation from the exiton state to the ground state
polariton. (d) TM pump and probe measures QW exciton weakly
modified by the cavity. . . . . . . . . . . . . . . . . . . . . . . . . . 141
9.3 Large spot MDCS reveals absorption at many levels and relaxation
into the ground state. Owing to the normal incidence of excitation we
see absorption and some emission at the even modes. The odd modes
are suppressed, as we would expect from the photoluminescence (PL)
images. Coupling is revealed in (a) rephasing and (b) non-rephasing
one-quantum MDCS. By measuring (c) two-quantum MDCS, we find
the feature on the diagnoal at the 0th order state results mostly from
interactions. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 143
xvi
9.4 Non-local pump and probe MDCS measurements used to select cou-
pling pathways. (a) Pump and probe excite and measure emission
from the center of the SWG, corresponding to the 0th ground state
polariton. (b) Pump excites ground state polariton and probe is spa-
tially shifted relative to the pump to measure emission from the 2nd
excited polariton state. Since the states are coherently coupled, the
o-diagonal cross-peak between the resonances is measured. (c) Sig-
nal, dominated by relaxation, results from pump excitation of the
2nd polariton state and probing of ground state. (d) Both pump and
probe spatially excite the 2nd excited polariton state and measure its
nonlinear response. . . . . . . . . . . . . . . . . . . . . . . . . . . . 145
9.5 PL excited by a 740 nm pulsed laser having an 80 MHz repetition
rate. (a) PL with a 2 mW excitation has a larger spacing between
polariton states than (b) a 50 mW excitation. The ratio of the spacing
between each resonance is the same, however. . . . . . . . . . . . . 146
10.1 Excitation beams 𝐸1 and 𝐸2 excite the sample at postions 𝑥1 and
𝑥2. Gray shaded regions indicate excitation beams separated by 0,
1, and 2 times the spot size for the left, middle, and right plots,
respectively. four-wave mixing (FWM) with an arbitrary intensity is
plotted for various coherence lengths where a low coherence length
corresponds to local nonlinear wave mixing and a high coherence
length corresponds to nonlinear mixing in momentum space. . . . . 153
10.2 Position of FWM emission relative to the excitation beam at position
𝑥2. The first beam is centered at 𝑥1 and the excitation beam sepa-
ration is ∆ = 𝑥1 − 𝑥2. For both beam separations the FWM emits
from a position that is on the opposite side of 𝑥2 from 𝑥1 for sample
coherence lengths greater than 2.3 times the excitation spot sizes. . 154
10.3 We fix a LO beam to only interfere with FWM emission from the
position corresponding to 𝑥𝐿𝑂 − 𝑥2 = −1.0 mm. As we scan the
excitation pulse at position 𝑥1, we find the FWM signal peak for
𝑥1−𝑥2 = 1.0 mm. We also plot the signal expected for nonlocal FWM
that we would measure for a very high coherence length with respect
to the excitation spot size. We attribute the discrepancy between the
experimental measurement and nonlocal simulation to local states.
We thus measure a sum of two different nonlinear responses, one of
which is local and the other of which is nonlocal. . . . . . . . . . . . 156
A.1 We plot the measured energy splitting between the 1s excitons of
the heavy-hole (𝐸(1,1ℎ)) and the light-hole (𝐸(1,1𝑙))) for various QW
thicknesses. Results are from a variety of sources [1, 4, 5, 6]. The
results are fit to interpolate the splitting energies between data points.165
B.1 Spectrally-resolved transient absorption signal measured at 50 K us-
ing cross-circularly polarized pump and probe. The signal is nor-
malized by the laser spectrum. In the following figures we plot the
integrated signal in the regions labeled biexciton (biX), heavy hole
(HH), light hole (LH), and between the HH and LH. . . . . . . . . . 168
xvii
B.2 Transient absorption integrated over regions shown in Fig. B.1 of a
quantum well sample at 50 K. (a) Co-circularly polarized pump and
probe directly excite excitons having the same spin. They do not
immediately excite biexcitons. The timescale of the biexciton signal
increase is the timescale of exciton spin flipping. The exciton signals
also grow with this timescale. The integrated signal over the entire
spectrum is nearly constant. (b) The heavy-hole resonance grows
over 30 ps while the magnitude of the resonance wings also grows.
The integrated signal remains constant indicating the the heavy-hole
resonance is broadening. . . . . . . . . . . . . . . . . . . . . . . . . 169
xviii
LIST OF APPENDICES
Appendix
A. Increasing Quantum Well Thickness . . . . . . . . . . . . . . . . . . . 163
B. Population Rising . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 167
xix
LIST OF ABBREVIATIONS
AOM acousto-optic modulator
ASE amplified stimulated emission
CVD chemical vapor deposition
CW continuous-wave
DBR distributed Bragg reflector
ECDL external-cavity diode laser
EID excitation-induced dephasing
EIS excitation-induced shift
FPGA field-programmable gate array
FrFT fractional Fourier transforms
FTIR Fourier-transform infrared
FWM four-wave mixing
GaAs gallium arsenide
hBN hexagonal boron nitride
LO local oscillator
LP lower polariton
MDCS multidimensional coherent spectroscopy
NA numerical aperture
OBE optical Bloch equation
PL photoluminescence
xx
SNR signal-to-noise ratio
SWG sub-wavelength grating
TMDC transition metal dichalcogenide
TE transverse-electric
TM transverse-magnetic
QD quantum dot
QW quantum well
xxi
ABSTRACT
Semiconductor nanostructures have spatial inhomogeneity resulting from disor-
der, device design, and even experimental conditions. Inhomogeneity on one-micron
length scales can be accessed with a diffraction-limited spot. Optical spectroscopies
with the ability to measure on this length scale are capable of probing small samples
and short-range effects that are otherwise inaccessible. In this thesis we develop a
set of coherent spectroscopies based on heterodyne detection that enable measure-
ment of ultrafast (sub-picosecond) dynamics in a diffraction-limited spot. Coherent
spectroscopy techniques are known for their ability to probe many-body effects and
microscopic inhomogeneity. We exploit these capabilities in several different experi-
ments to measure effects at small length scales with extremely high sensitivity.
The second-order coherence of an optical excitation has known and predicted
affects on nonlinear semiconductor responses. Here we develop an experiment to
compare the optical excitation of gallium arsenide quantum wells using a truly thermal
light source (a luminescent diode) and a coherent light source (laser). Through careful
experimentation we measure no difference in these unique excitations, and we present
that the absence of an effect arises in part because the measured nonlinear response
results from averaging over multiple temporal modes of the continuous thermal source.
Experiments here demonstrate the ability to measure many-body effects on ex-
tremely short length scales, even less than the spot size. We measure nanometer dy-
namics of an excitation spot that result from the interplay between a tightly-focused
ultrafast-laser spot and the collective excitation the laser induces in a semiconductor.
xxii
Specifically we use spatially-resolved transient absorption to measure that a small
spot of resonantly excited excitons in 10 quantum well sample decreases in size for
several picoseconds before the diffusion of excitons dominates the spot-size dynamics.
In a single narrow quantum well containing interfacial quantum dot states we use
double-quantum multidimensional spectroscopy to measure coupling between nom-
inally isolated localized (quantum dot) states. The coupling is only present after
weak excitation of delocalized (quantum well) states in the same crystal. This ex-
periment also demonstrates the ability of diffraction limited coherent techniques to
probe length scales beyond the diffraction limit.
We use multidimensional coherent spectroscopy (MDCS) to compare monolayer
molybdenum diselenide samples mounted directly on sapphire versus encapsulated in
hexagonal noron nitride. We measure the homogeneous linewidths of various samples
and demonstrate that the linewidth of the encapsulated samples are nearly radiatively
limited at 0.26 ± 0.02 meV. The linewidth is much narrower than is expected based on
the theoretical prediction for a perfect sample and the integrated absorption assuming
a homogeneous sample. We attribute the narrow linewidth to localization and discuss
inhomogeneity applied to highly coherent excitations.
Using MDCS we measure coupling between quantum-confined polariton states.
The states are spatially localized, so we are able to measure the dependence of the
signal on the spatial position of the exciation spots. We also measure relaxation from
the exciton into the polariton states that indicate how energy is transferred when
these systems are pumped as lasers.
Finally we discuss and demonstrate nonlocal four-wave mixing. We present this
as a phenomenon that can be measured in materials with a high coherence length,
and we present the technique as a way to determine a sample’s coherence length.
The fractional-Fourier transform is introduced for considering nonlinear responses in
system with finite spatial extents.
xxiii
CHAPTER I
Introduction
Nonlinear optical spectroscopy has proved incredibly useful for directly measur-
ing many-body and correlation effects in semiconductors and semiconductor nanos-
tructures [7, 8]. Consideration of these correlation effects has been essential in the
theoretical treatment of semiconductors for correctly determining the properties of
semiconductor laser diodes [7, 9, 10]. Laser diodes have transformed society with
applications in laser printers, telecommunications, laser-based range sensors (e.g.,
Lidar), medical devices, and laser-light shows. Now novel materials, including atom-
thick stackable monolayers, and semiconductor devices are being developed to extend
the photonic and electronic applications of semiconductors. A careful consideration of
the many-body effects in these new materials and nanostructures is more important
than ever.
We study some of the many-body effects in semiconductors by using lasers to ex-
cite excitons, quasiparticle excitations in a semiconductor that result from Coulomb
interactions between quasiparticle electrons and quasiparticle holes in a semiconduc-
tor crystal. In direct bandgap semiconductors excitons are relatively long-lived states
that can be coherently excited by resonant light. By resonantly exciting excitons, it
is possible to probe excitation induced shifting and broadening of the exciton reso-
nance without creating free electrons and holes. Resonant nonlinear spectroscopies
have thus been especially useful for studying the theory of homogeneous excitations
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in semiconductors [8, 11].
Inhomogeneous excitations with resonant spectroscopies have been largely un-
explored. Measuring inhomogeneous excitations requires the use of a small resonant
excitation, and the smallest spot we can create by purely optical means is a diffraction-
limited spot. There are three major features of a diffraction-limited spot that we have
exploited to generate the results in this thesis.
1. We achieve high intensities with low power light sources.
2. We use the high spatial inhomogeneity of the focused light to apply a gradient
force on particles.
3. We select regions of highly inhomogeneous samples.
In the following chapters I present exciting results that have been enabled by these
features, but of course there have been challenges to overcome in order to do nonlinear
spectroscopy in a diffraction-limited spot. One major challenge for any diffraction-
limited nonlinear spectroscopy is that it prevents the use of wave-vector selection to
isolate the nonlinear signal. This has often been overcome by performing two-color
experiments like non-degenerate pump-probe and Raman spectroscopy that spectrally
isolate the nonlinear signal. Here we use fully degenerate resonant spectroscopies to
explore the coherent effects in a diffraction-limited spot. These methods are discussed
throughout the thesis.
Another challenge has been the sensitivity of measurements on the sample position
and focusing objectives. Though these solutions are not as completely highlighted in
the thesis, no small amount of my time has been devoted to minimizing sample drift
in a cryostat and speeding up scan durations.
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1.1 High Nonlinearity with Low Power
In Chapter IV I discuss my first major project in the lab. The goal of this project
was to excite a nonlinear response in a semiconductor with nonclassical light. Specif-
ically, the nonlinear responses of coherent laser light and thermal light having equal
average intensities should differ due to the high intensity fluctuations of the thermal
light. The problem is that it is very difficult to generate a bright thermal light source
capable of driving a nonlinear response in a material. It really is no coincidence that
the first nonlinear optical process was discovered in 1961, one year after the invention
of the laser [12]. However, we measured a sample with a high oscillator strength
and we used a tight focus with a relatively high power luminescent light source to
induce a nonlinear response. A careful experiment revealed that the excitation by a
thermal source was not quite the same as excitation by a thermal quantum optical
state. We present our results and an outlook on potential methods for moving this
project forward.
Though we have used a diffraction-limited spot to enable the otherwise impossible
access to the nonlinear regime with a thermal light source, the ability to induce
a nonlinear response with weak intensity light is a matter of practicality as well.
Many nonlinear spectroscopy techniques in research labs are performed with expensive
amplified laser systems that output extremely high peak intensities. These lasers
are essential for inducing measurable nonlinearity in low density samples with low
dipole moments, but this is partly due to the fact that the techniques utilize wave
vector selection to isolate the nonlinear signal from the excition beams. These non-
collinear geometries have spot sizes that are fundamentally limited to be greater than
30 mm. We have managed to measure the same signals with excitation spot sizes
that are almost 100 times smaller than those required by the state-of-the-art non-
collinear alternatives. The spot size decrease corresponds to a 10,000 times higher
intensity at the sample with the same laser power. The collinear spectroscopies
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presented in this thesis thus have the potential to acquire the same results as the
most advanced nonlinear spectroscopies with less expensive and smaller laser sources
than are typically required.
1.2 Gradient Terms become Relevant
In Chapter V we explore the effects of a steep optical gradient on quasiparticle
excitons in semiconductor quantum wells. Optical tweezers are commonly used in
biology labs to move and control cells, and optical traps are used in atomic physics
to control atoms. Here we find that excitons are also susceptible to similar gradi-
ent terms. Since electron-hole pairs have very small dipole moments (≈ 5 A˚e), the
gradient effects are reliant on many-body effects that enhance the gradient terms.
This means that we have found a regime at which the homogeneous semiconduc-
tor Bloch equations, the standard equations for describing the optical response of a
semiconductor, are not sufficient. This project has been a collaboration with theorists
Prof. Mackillo Kira and his student Markus Borsch. In the process of developing a
theory to describe the optical gradient effects that we measure, they have developed
solutions and methods for treating the inhomogeneous semiconductor Bloch equation.
In this thesis we explore an inhomogeneous excitation by a diffraction-limited spot,
but the theories can be extended to inhomogeneous semiconductor systems.
1.3 Spatially Inhomogeneous Samples are Accessible
Not all samples are homogeneous over a large excitation spot. For very short-
range disorder, much smaller than the wavelength of the light used to measure it,
the inhomogeneity must be measured with near-field techniques or advanced optical
techniques like multidimensional coherent spectroscopy (MDCS). For longer-range
inhomogeneity, on the order of microns, it is sufficient to focus tightly. In this thesis
I discuss our exploration of samples having all kinds of inhomogeneity with varying
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length scales. Having a diffraction-limited spot has enabled a number of our exper-
iments because it has allowed us to probe local sample regions. On top of using a
small spot, we have developed a collinear MDCS technique that allows us to measure
the inhomogeneity at smaller length scales than the diffraction limit.
In Chapter VI we distinguish individual interfacial quantum dots (QDs), point-like
confined excitations of a semiconductor, by probing a sample region that is sufficiently
small to spatially isolate the QDs. We probe these QDs with MDCS to measure
interactions between QDs, and we demonstrate how we can induce those interactions.
With a larger spot, QDs in this system appear as a continuum of states. Our ability to
isolate individual QDs wound up being essential for understanding how interactions
between QD states were induced and for showing how it could be useful. Since the
QDs are localized to regions that are smaller than 100 nm, we also discuss how we
can study physics at the sub-diffraction-limited length scale by isolating QDs and
measuring the timescales of their interactions.
In Chapters VII and VIII we measure monolayer transition metal dichalcogenide
(TMDC) samples. The samples are made by exfoliation, which is the technique known
to make the highest quality monolayers. Exfoliated samples are typically only a few
microns in size, and so most of these samples cannot be measured with non-collinear
techniques. Our ability to measure these samples with MDCS has enabled us to
determine their homogeneous linewidths and use the homogeneous linewidth as a
metric to improve the samples. Since some of these samples have only been measured
with linear techniques, such as photoluminescence, we have been able to assuage some
misconceptions about the disorder in the encapsulated monolayer samples. We have
also used MDCS to measure novel monolayer TMDC structures with exceptional
coherence properties that have been created in Prof. Hui Deng’s group by Jason
Horng.
In Chapter IX we use MDCS to measure confined exciton-polaritons and their
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various couplings. These samples are laser devices created in Hui Deng’s lab by Bo
Zhang. The devices are 7.5mm squares with polariton excitations that are confined
to much smaller regions than the device size. We measure coupling between different
polariton modes, and we use the spatial selectivity of our tightly focused beams to
pump and probe at spatially different locations. We also measure relaxation from
the exciton states into the polariton states. When these devices are used for lasing,
the exciton states are pump and the polariton states lase. We are therefore able to
directly measure those relaxation pathways.
We finally discuss how the coherence length of quasiparticle excitations affects a
sample response. By measuring a sample with a coherence length that is greater than
the excitation spot size, we show that it is possible to induce nonlocal nonlinear wave
mixing. In Chapter X we discuss a theoretical treatment of this phenomenon, and we
present a first experimental demonstration of nonlocal four-wave mixing.
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CHAPTER II
Heterodyne Detected Resonant Nonlinear Spectroscopies
2.1 Introduction
Collinear resonant spectroscopic techniques all have a major technical challenge to
overcome: distinguishing the signal from everything else. Here I discuss the solution
to this problem for nonlinear spectroscopy. The solution, heterodyne detection of
frequency-shifted beams, is a coherent technique, but it does not require any of the
exciting light sources to necessarily be lasers. We apply this heterodyne technique
to pump-probe spectroscopy with a high-order of nonlinearity, and we apply it to
a set of phase-resolved third-order nonlinear spectroscopies called multidimensional
coherent spectroscopy (MDCS). Throughout this thesis we apply these techniques
to semiconductor samples, but they can also be applied to measuring atoms [13],
molecules [14], and biological samples [15].
In this chapter I begin with a fundamental introduction to linear and nonlinear
spectroscopies. I then introduce transient absorption spectroscopy. With this spec-
troscopy as an example, I can concretely describe how we use heterodyne detection
to isolate the transient absorption signal from the two pulsed beams used to generate
that signal.
7
2.2 Linear Absorption Spectroscopy
A light source will induce a polarization in any polarizable material. Since these
polarizations result from oscillating charge, we can describe these excitations on a
most fundamental level with a Lorentz oscillator model. The model is the solution
to a driven oscillator with damping. Since we are typically measuring many charges,
we apply the driven oscillator model to a polarization vector, which is defined as
the density of dipole moments. The polarization of a material with density 𝑁 of
oscillators each with charge 𝑞 is P = 𝑁𝑞x. The damping rate 𝛾 of the oscillator
results from internal scattering and photon emission. The mass 𝑚𝑒 is the effective
mass of the oscillating charge, which is typically an electron bound to a heavy nucleus.
The natural frequency of the oscillator 𝜔0 corresponds to the binding energy of the
oscillator. The driving force is the product of the particle charge and the applied
electric field, which is time dependent. The particle is typically an electron with
fundamental charge 𝑞 = −|𝑒| and the field is a sinusoid describing the excitation light
E(𝑡) = E0𝑒
−𝑖𝜔𝑡. Since the excitation field is sinusoidally varying, we assume a form
of the polarization that is also sinusoidally varying: P(𝜔, 𝑡) = ̃︀P(𝜔)𝑒−𝑖𝜔𝑡. ̃︀𝑃 (𝜔) is
thus independent of 𝑡, but it has a phase that depends on 𝜔. We find the driven
polarization is
̃︀P(𝜔) = 𝑁𝑞2/𝑚𝑒
𝜔20 − 𝜔2 − 𝑖𝛾𝜔
E0
=
𝑁𝑞2
𝑚𝑒
(︂
𝜔20 − 𝜔2
(𝜔20 − 𝜔2)2 + (𝛾𝜔)2
+ 𝑖
𝛾𝜔
(𝜔20 − 𝜔2)2 + (𝛾𝜔)2
)︂
E0,
(2.1)
where 𝜔 is the frequency of the driving field. We write the response as a function
of frequency and note that it has real and imaginary components that correspond to
refraction and absorption, respectively. The polarization induced is generally written:
P(𝜔) = 𝜖0𝜒(𝜔)E(𝜔) = 𝜖0[𝜒
′(𝜔) + 𝑖𝜒′′(𝜔)]E(𝜔), where 𝜒′ and 𝜒′′ represent the real
and imaginary parts of the dielectric susceptibility. It is helpful to introduce the
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measurable complex refractive index to relate the effect of a material’s susceptibility
on a wave propagating according to the wave equation. The wavevector 𝑘 of a wave
propagating through a material with complex refractive index ̃︀𝑛 is 𝑘 = 𝜔
𝑐
̃︀𝑛. The
complex refractive index is decomposed into real and imaginary parts, called the
refractive index 𝑛 and the extinction coefficient 𝜅, respectively. These quantities are
related to susceptibility as follows: ̃︀𝑛 = 𝑛 + 𝑖𝜅 = ±√1 + 𝜒′ + 𝑖𝜒′′. Now we can write
down a field propagating through a material:
E(𝑧) = E0𝑒
𝑖𝜔
𝑐
(𝑛+𝑖𝜅)𝑧 = E0𝑒
−𝜔
𝑐
𝜅𝑧𝑒𝑖
𝜔
𝑐
𝑛𝑧, (2.2)
where 𝑧 is the direction of propagation. We now relate this equation to Beer’s law
for linear absorption. Beer’s law is derived by considering the decrease in intensity
of light across an incremental slice of thickness 𝑑𝑧 due to absorption defined by the
absorption coefficient 𝛼: 𝑑𝐼 = −𝛼𝐼(𝑧)𝑑𝑧. By integrating this we obtain Beer’s law:
𝐼(𝑧) = 𝐼(0)𝑒−𝛼𝑧. We immediately see by relating Beer’s law to the absolute square
of Eq. 2.2 that 𝛼 = 2𝜔
𝑐
𝜅.
For low intensity light the dielectric susceptibility is constant, so the induced
polarization scales linearly with the field. With a tunable monochromatic light source,
or by spectrally resolving the transmission of white light through a sample, one can
thus measure the absorption coefficient. For a dilute medium, 𝜒′′ ≪ 1. We find in
this limit that
𝜅 =
1√
2
√︂
−1− 𝜒′ +
√︁
(1 + 𝜒′)2 + 𝜒′′2 ≈ 𝜒′′. (2.3)
In solid state systems this approximation is not always valid, and it is necessary to
calculate local field corrections [16].
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2.3 Nonlinear Optical Response
High intensity excitation light can drive a material response into a nonlinear
regime. The nonlinear response is typically written as a perturbative expansion:
P(𝜔) = 𝜖0(𝜒
(1)E(𝜔) + 𝜒(2)E(𝜔)2 + 𝜒(3)E(𝜔)3 + ...), (2.4)
where 𝜒(𝑛) are (𝑛 + 1)-th-rank tensors that represent the polarization-dependence of
the parametric interaction and the symmetries of the material. This treatment of
nonlinear signals is a powerful way to realize and describe nonlinear wave mixing.
For instance, we can realize that even-order nonlinearities (for instance 𝜒(2)) vanish
in inversion symmetric materials. Since the induced polarization in an inversion
symmetric material must change sign if the electric field changes sign, even order
susceptibilities must be zero. 𝜒(3) is thus the lowest-order nonlinear term with no
symmetry restrictions.
It is not essential to treat a sample response perturbatively. Full solutions to
the equations that govern light-matter interaction can be used. Full solutions to the
optical Bloch equations, for instance, introduce Rabi flopping in atoms excited with
strong fields. The semiconductor Bloch equations accurately describe the response of
a semiconductor up to complete saturation of the exciton resonance [17]. In order to
measure the response of a material that includes high-order responses, we use pump-
probe spectroscopy. Ultrafast pulses have very high peak intensities that more easily
enable access to highly nonlinear regimes. The nonlinear signal in a pump-probe
geometry, described below, is radiated in the direction of the probe pulse. While
phase matching conditions cause the emission direction to depend on the nonlinear
order of the signal, all orders are measured in the direction of the probe.
10
2.4 Wavevector-selected Transient Absorption
In a resonant pump-probe experiment two pulses are used to generate a nonlinear
signal. The first pulse to excite the sample is called the pump. A resonant pump
pulse will induce a polarization in the sample, and in semiconductor nanostructures
it will typically create a population of bound electron-hole pairs called excitons. The
pump pulse can be very nonlinear. The second pulse is designed to probe the response
of the sample some finite delay after the sample is excited by the pump. Typically
the probe will be in a linear regime where the polarization it induces scales linearly
with the probe field strength. To determine the nonlinear signal, one will measure
the difference of the probe response with and without the pump excitation. This
measurement is called differential pump-probe or differential absorption. When the
signal is measured as a function of the delay between the pulses, it is called transient
absorption.
In order to measure the nonlinear signal with resonant beams, the pump and
probe beams typically have different wavevectors so they may be distinguished. To
spectrally resolve a transient absorption signal, a monochromator and photodetector
are used to measure the light in the probe direction. Assuming no light from the
pump is scattered into the detection wavevector, the differential intensity measured
on the detector for frequency 𝜔 set by the monochromator is
∆𝐼(𝜔, 𝑇 ) = |𝐸probe(𝜔) + 𝐸NL(𝜔, 𝑇 )|2 − |𝐸probe(𝜔)|2, (2.5)
where 𝐸probe is the field of the transmitted probe beam that includes effects of the
induced linear polarization, 𝐸NL is the nonlinear response, and 𝑇 is the temporal delay
between the pump and probe beams. In the limit where 𝐸NL ≪ 𝐸probe, ∆𝐼(𝑇 ) ≈
2|𝐸*probe𝐸NL(𝑇 )|. This corresponds to heterodyne detection of the nonlinear signal
with the probe.
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This subtraction is further complicated when weak pump scattering is also con-
sidered. It is essential to also measure the scattered pump signal and subtract that
from the measured nonlinear signal. Subtracting linear spectra to determine a weak
nonlinear spectrum is fairly noisy, so we prefer to do all the subtraction dynamically.
One method for distinguishing the signal from the pump and probe beams is to inde-
pendently amplitude modulate the pump and probe beams. Amplitude modulation
is typically performed by a mechanical chopper at a few kHz, but there are ways of
amplitude modulating a beam at much higher frequencies too. If pump and probe
beams are amplitude modulated with frequencies 𝜔pump and 𝜔probe, the differential
signal resulting from the nonlinear interaction between the beams will be amplitude
modulated at 𝜔pump±𝜔probe. For quantitative measurements, and in order to capture
all orders of nonlinearity, it is best to amplitude modulate with a square wave. One
can do this by chopping the beam at a focus. We see then that the sum and differ-
ence frequencies are proportional to the differential signal. By lock-in detecting at the
nonlinear signal tagging frequency it is possible to extract the nonlinear signal from
the other beams impinging the detector. Since the lock-in amplifier filters just the
fundamental frequency of the square signal, the coefficient of proportionality is deter-
mined by truncation of the higher harmonics. For a detailed treatment of quantified
transient absorption see the Appendices of [18].
The spectrally-resolved version of transient absorption, where the beam is spec-
trally filtered before the detector by a monochromator, is commonly used to measure
decay times of various spectral features. A very careful implementation of spectrally-
resolved transient absorption has been used to quantify the excitation density de-
pendence of many-body effects in GaAs quantum wells [8] and to discover quantum
droplets and determine their lifetime [19].
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2.5 Heterodyne-detected Transient Absorption
If the scattered pump light becomes comparable to the probe beam, this differen-
tial method breaks down. This case is clearly realized for collinear pump and probe
beams where the differential signal is:
∆𝐼(𝜔, 𝑇 ) = |𝐸probe(𝜔) +𝐸pump(𝜔) +𝐸NL(𝜔, 𝑇 )|2− |𝐸probe(𝜔)|2− |𝐸pump(𝜔)|2. (2.6)
With a significant amount of pump light in the beam, the nonlinear signal is hetero-
dyned with both the pump and the probe, and the 𝑇 delay affects the interference
of the pump and nonlinear signal that is emitted after the probe. We thus need
some way to isolate the nonlinear signal field such that we do not measure terms
corresponding to the interference of that field with any of the pulses acting on the
sample.
We accomplish the measurement of 𝐸NL by heterodyne detecting the field with
an external local oscillator (LO) pulse that we route around the sample, shown in
Fig. 2.1. This technique was first introduced by K. L. Hall et al. for performing reso-
nant pump-probe spectroscopy in waveguides [20]. Specifically, instead of amplitude
modulating the probe beam, we shift the frequencies of the probe and the LO so that
the interference between them is amplitude modulated at a frequency that is unique
to that interference term. The beams are an amplitude modulated pump (by square
wave with frequency 𝜔pump), a frequency shifted probe (by 𝜔probe), and a frequency
shifted LO (by 𝜔LO). The fields of the various beams are:
𝐸pump(𝑡) = 𝐸pump, no mod. sgn(sin(𝜔pump𝑡))𝑒
𝑖𝜔𝑙𝑎𝑠𝑒𝑟𝑡
𝐸probe(𝑡) = |𝐸probe|𝑒−𝑖(𝜔laser+𝜔probe)𝑡
𝐸LO(𝑡) = |𝐸LO|𝑒−𝑖(𝜔laser+𝜔LO)𝑡,
(2.7)
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Figure 2.1: Nonlinear signal is generated by amplitude modulated pump beam and
frequency shifted probe beam. Amplitude modulation can be performed with a me-
chanical chopper and frequency shifting is performed with acousto-optic modula-
tors (AOMs). A local oscillator (LO) beam, which is frequency shifted by a different
frequency than the probe beam, interferes with the signal on a detector. Since the
modulation on the detector corresponding to the interference between the pump-
probe signal of interest and the LO is unique, we can isolate the signal with a lock-in
detector tuned to that modulation frequency.
where 𝜔laser corresponds to a narrow frequency component of the light source used to
generate the probe and LO. We use an ultrashort pulsed laser with relatively high rep-
etition frequency, but we could also use incoherent light or a continuous-wave (CW)
laser. The restrictions on the light source that can be used for frequency-shifted het-
erodyne detection will become clear below. Now we see that if we interfere the probe
field and the LO field on a detector, without considering the effect of the pump, we
will measure 𝐼 = |𝐸probe|2 + |𝐸LO|2 +𝐸*LO𝐸probe𝑒−𝑖(𝜔probe−𝜔LO)𝑡 + CC. The linear inter-
ference between the probe and LO is modulated at the difference in their frequency
shifts, which we typically set to be on the order of 1 MHz. The amplitude modulated
pump will introduce the nonlinear signal in the frequency domain as sidebands on
the probe field. Ignoring the signals at DC, we will find that there are three sources
of modulated signals, called beat notes, on the detector. 1) Odd harmonics of the
square pump modulation will be measured at low frequencies. 2) There are a few
modulated linear interference terms on the detector. Of course the linear interference
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of the probe and LO will lead to a beat note at the difference in their frequency
shifts. If the pump is created by the same source as the probe and LO, there will be
linear interference terms between the latter two beams and all harmonics of the pump
beam. To minimize this effect we will typically carefully ensure the frequency shifts of
both the probe and LO are significant relative to the pump so that those interference
terms are outside the detector bandwidth. 3) The last frequencies that will appear
on the detector are sidebands on the probe-LO beat note at the odd harmonics of
the pump modulation frequency. These sidebands correspond to the radiated non-
linear signal resulting from the pump and probe interfering with the LO. We will
typically measure at the fundamental sideband, which corresponds to the beat notes
at 𝜔probe − 𝜔LO ± 𝜔pump. These beat notes can be uniquely attributed to a radiated
four-wave mixing (FWM) signal that is interfered with the LO on the detector.
For frequency shifting to work it is essential for the frequency shifted probe to be
distinguishable from the LO. Pulsed lasers with relatively high repetition rates have
few restrictions on how they can be shifted. Though the bandwidth of the pulsed
laser is large, the spectrum is made up of a narrow near-delta functions spaced by
the repetition frequency of the laser. In a stabilized laser, these are called comb
teeth, and they have a linewidth corresponding to the coherence length of the laser.
Though the lasers we use are not stabilized, the probe and LO are generated from
the same laser, and thus the laser noise is common between them. We can thus
relate that the heterodyne signal will have the underlying frequency comb spectrum
with a comb-tooth spacing of the repetition frequency, shown in the left panel of
Fig. 2.2. For frequency shifts that are very near a multiple of the repetition rate,
the shifted spectrum becomes nearly indistinguishable from the unshifted spectrum.
The heterodyne technique is thus restricted for low repetition rate lasers in which
finding an acceptable shift frequency is non-trivial. The random phase across the
spectrum of an incoherent light source allows arbitrarily frequency shifted spectra
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to be distinguishable from their unshifted counterparts, shown in the right panel of
Fig. 2.2. It is necessary for the incoherent source to be spatially coherent, since
the fields must coherently interfere. The resolution will be limited by the detection
technique, which is typically determined by the scan duration of a Fourier transform
spectrometer. In summary, the frequency shifting technique is restricted when there
is high spectral coherence and low temporal coherence.
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Figure 2.2: Frequency shifted spectra that will both have resolved beat notes between
the labeled probe and LO beams if the two are interfered on a detector. (a) A pulsed
laser will have a frequency comb spectrum, where correlated noise is subtracted. If
the frequency shift is greater than linewidth of the detected repetition rate and not
equal to a harmonic of the repetition rate, the beat note between the probe and
LO will be resolved and non-zero. (b) A light source with a random spectral phase,
e.g. a thermal source, will also have a resolved beat note for any frequency shift the
detection technique is capable of resolving. There is no fundamental limit imposed
by the incoherent source so long as it is coherent to first order.
We now have two relative pulse delays that we can scan. In Fig. 2.3a we plot
the nonlinear absorption signal of a resonance in a gallium arsenide quantum well
as a function of the LO delay with respect to the probe pulse. Here we measure
the free-polarization decay, which is the time-domain representation of the spectrum.
The time constant of the free-polarization decay is the inverse of the linewidth. We
can integrate over this decay for the equivalent of what one would measure with
differential absorption. In Fig. 2.3b we plot the integrated differential absorption
16
signal as a function of the delay between the pump and the probe pulses. This is the
equivalent of a transient absorption experiment that measures the relaxation of the
population created by the pump pulse.
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Figure 2.3: Nonlinear transient absorption measurement of a resonance in gallium
arsenide quantum wells. (a) We measure the signal as a function of the delay between
the LO and the probe. This signal corresponds to the free polarization decay, which
has a timescale that is the inverse of the resonance linewidth. (b) We measure the
integrated free polarization decay as a function of the delay between the pump and
probe pulses. This is a transient absorption measurement and reveals the timescale
of the population decay.
2.6 Fourier-transform Spectroscopy
In the previous section we mention an inverse relationship between our measure-
ment of the time-domain decay of a nonlinear signal and the spectral linewidth of
that signal. These two domains are of course related by a Fourier transform, but it
is necessary to measure the signal phase to go between these domains. Fourier trans-
form spectrometers are commonly used to measure infrared light where the stability
requirements are not as stringent as in the optical part of the spectrum. Recently
optical Fourier-transform spectrometers have become more common with the devel-
opment of various phase stabilization and phase retrieval methods.
To introduce the advantages of Fourier-transform spectrometers, I will compare
them to conventional dispersion spectrometers. Conventional spectrometers disperse
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light on a grating so that a detector will measure a single wavelength of the signal
at a time. The wavelength that hits the detector can be scanned to measure the
spectrum in a device called a monochromator, which is fairly slow. Alternatively an
array detector can be used to simultaneously measure many spectral components at
once. Fourier-transform spectrometers measure the time-domain interference of two
coherent beams. These beams must be in some way a copy of each other generated in
an interferometer, though one copy is commonly passed through a dispersive or ab-
sorptive medium so that its spectrum differs from the other pulse. The interference
of the two beams is measured as a function of the delay between the interferome-
ter arms, which can make them slower than a spectrometer with a detector array.
Comparing the two spectrometer types, we see that the Fourier-transform spectrom-
eters are typically less expensive since they do not require a grating or a detector
array. The other major advantage that was pointed out by P. B. Fellgett in his thesis
is that multiplexed measurements have a higher signal-to-noise ratio when detector
noise is considerable [21]. When detector noise is higher than the shot noise of a
measurement, using more detectors to measure the same total signal increases the
noise proportionally to the number of detectors. Though this is typically not an is-
sue in optical measurements where we are shot-noise limited, infrared detectors are
notoriously noisy. The last issue with detector arrays is that each detector must be
processed independently. Lock-in detecting an array of pixels requires either an array
of lock-in amplifiers or careful parallel processing of the detectors’ outputs. Since we
desire to use lock-in detection to distinguish the nonlinear signal in our experiment,
the choice to spectrally resolve the signal by Fourier-transform spectroscopy is clear.
In order to implement the optical Fourier-transform spectrometer we must mea-
sure both the amplitude and phase of the signal at each delay between the reference
and signal pulses (which are both generated from the same source). Measuring the
phase of visible light is not trivial because the frequencies are so high. We typically
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work with light that has a wavelength of 800 nm, which means that typical relative
path length uctuations on the order of 1 mm lead to phase fluctuations that are
more than two orders of magnitude greater than acceptable 1% fluctuations. Ac-
tive stabilization with loop filters and piezoelectric controlled mirrors has been used
to demonstrate l /100 stability in three interferometers [22, 23]. A passively stable
interferometer for heterodyne detection has also been demonstrated using a single
diffractive optic to generate the beam copies and either common or transmissive op-
tics otherwise [24]. There is, however, precedent for another set of solutions that
instead only rely on measuring the fluctuations.
The typical use of a reference laser to measure a signal with an unstable interfer-
ometer is in infrared spectrometers, where the light has a wavelength between 2000
and 20000 nm. Since the instability of the interferometers is less than the wavelength
of infrared light, it is possible to know the delay within one wavelength. To determine
the phase beyond that, it is standard to use a He-Ne laser having a wavelength of 633
nm as a reference for spectrally resolving the light. In this case, one just needs to scan
the relative delay between the interferometer arms and use the zero-crossings of the
reference laser interference to identify points spaced by half the reference wavelength.
Since the interferometer is referenced with a relatively short wavelength laser, the
sampling spacing is known with high interferometric precision. This solution does
not scale to the visible spectral region for a couple of reasons. For reference lasers
that have a similar wavelength or a much longer wavelength than the signal, it is
not possible to sample the signal adequately with zero-crossings. Additionally, if the
natural fluctuations of the interferometer are greater than l , zero-crossings in the
backwards direction unintentionally trigger a measurement by this technique. One
method for solving the problem of zero-crossing ambiguity is use in-quadrature op-
tical detection to measure the interferometer output. This technique requires two
detectors and additional optics, but it can be used to distinguish 0 and p phase zero
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crossing.
For visible light in a frequency shifted interferometer, a different referenced de-
tection is used to determine the relative phase between two interferometer arms.
Frequency shifting one arm with respect to the other dynamically cycles the phase of
the interference between the two arms on a detector. Basically this frequency shift
permits the measurement of the signal with many different phases on a timescale that
is much faster that the path length fluctuations of the interferometer. By comparing
the modulated signal to a modulated reference laser in the same interferometer, shown
in Fig. 2.4, it is possible to retrieve the signal phase and amplitude at every sampling
point. The process of demodulating the signal is called synchronous sampling, and it
is a common technique used in radio-frequency electronics. This technique is primar-
ily used in optical interferometers for Fourier-transform spectroscopies [13, 25, 26].
Path B
Intensity 
detector
Path A
Reference laser
Light
Freq. 
modulator
Lock-in
Figure 2.4: Schematic for an frequency shifted interferometer for spectroscopy. A
reference laser samples the same path length fluctuations as the signal light. The
signal amplitude and phase are realized by synchronous detection using a lock-in
amplifier.
In the interferometer in Fig. 2.4, a reference laser copropagates with the light
source of interest (the signal light) to sample all the same fluctuations as the light.
The reference laser is separated from the signal by either spectral filter or polarization,
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depending on how the light is distinguished. The interfered reference beams and signal
beams are measured on separate detectors. The interference signal is measured by
demodulating the signal with the reference, typically using a lock-in amplifier. If we
write down the phase of each interference we see some wavelength dependence:
𝜑ref = 𝜑ref, 0 +
2𝜋
𝜆ref
(𝑥t + 𝛿fluc) + 𝑓mod𝑡,
𝜑sig = 𝜑sig, 0 +
2𝜋
𝜆sig
(𝑥t + 𝛿fluc) + 𝑓mod𝑡,
(2.8)
where 𝑥t is the intended relative path length (corresponding to a time delay), 𝛿fluc
is the path length difference due to flucutuations of the interferometer, and 𝑓mod
in the relative frequency modulation of the two arms. The quantity measured by
synchronous sampling of the interferometer corresponds to 𝜑sig − 𝜑ref. The resulting
phase still fluctuates with the interferometer, but that fluctuation is suppressed by
|𝜆sig/𝜆ref − 1|. A reference having the same wavelength as the signal will perfectly
measure phase fluctuations of the interferometer and cancel those from the signal.
The phase also evolves with the time delay at the frequency difference between
the signal and reference. When we Fourier-transform the signal with respect to that
delay, we measure the signal frequencies with respect to the reference frequency. In
Fig. 2.5 we plot a measured time-domain signal and corresponding frequency-domain
signal of a GaAs quantum well resonance. Here the nonlinear signal is generated in
one arm of the interferometer and interfered with a LO pulse in the other arm. Before
Fourier transforming the time-domain signal we zero-pad the data by a factor of two,
which doubles the number of points in the spectrum. Generally the interferogram
length should always be at least doubled by zero-padding to accurately reflect the
resolution of the technique [27]. Additional padding will smooth the data and not
actually affect the instrument response, but it does not increase the resolution. We
then Fourier-transform the signal using a fast Fourier transform.
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Figure 2.5: Measured time-domain and calculated frequency-domain nonlinear signal
for the same GaAs resonance plotted in Fig. 2.3. The signal is measured with respect
to a reference at a wavelength of roughly 804 nm, or 1542 meV.
Another advantage of time-domain spectroscopy is its tremendous versatility. By
careful selection of the sampling rate and scan duration it is possible to tailor the
measurement to the sample of interest. Though the measurement in Fig. 2.5 is suf-
ficient to realize the spectrum of a GaAs quantum well resonance, it is an example
of a mediocre selection of scan parameters. The time-domain signal is truncated by
the insufficient scan duration. The spectrum also has an excess of bandwidth due
to the small step size of the measurement. In measurements throughout this thesis,
parameters are instead selected to optimally sample the spectrum. The step size is
chosen so that the bandwidth of the measurement is just sufficient to capture all of
the features. The scan duration extends until the signal is fully decayed to within the
measurement noise so that the measurement resolution is optimal.
For measurements where the reference frequency is relatively far detuned from
the signal we undersample the signal to improve the acquisition time. Frequencies
that oscillate faster than the sampling rate are down converted to a frequency within
the measurement bandwidth. For a phase-resolved measurement the bandwidth is
identical to the sampling rate, which is 𝑓𝑠 = 1/𝑡step in an ultrafast measurement.
Therefore for a sampling rate corresponding to 30 meV, the range [-15, 15) meV is
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identical to [15, 45) meV. We often use undersampling throughout this thesis to reduce
the sampling rate and thus decrease scan durations. It is important to note that by
quadrature detecting the signal using synchronous sampling we significantly simplify
undersampling. Measurements that measure only one quadrature of the signal cannot
distingush the evolution of positive and negative frequencies.
2.7 Multidimensional Coherent Spectroscopy
Semiconductor nanostructures, like the GaAs QWs introduced above, have signif-
icant inhomogeneity introduced by spatial fluctuations of the nanostructure size in
the confinement direction. We will describe the sources of inhomogeneity in Chapter
III, but here it is sufficient to explain that inhomogeneity broadens resonances in op-
tical spectra. In linear spectroscopy it is difficult to infer the intrinsic linewidth of a
resonance when the measured lineshape is a sum of measurements of many resonances
with different center energies. Inhomogeneity limits the capabilities of optical spec-
troscopy of other systems as well: atomic lines are inhomogeneously broadened by
Doppler broadening, and molecular spectra are typically cluttered by the response of
other molecules that contribute additional features to the spectra. Multidimensional
coherent spectroscopy (MDCS) offers a solution to measuring the intrinsic structure
of semiconductor, atomic, and molecular systems in the presence of inhomogeneity.
By also spectrally resolving the pump absorption in the above transient absorption
experiments, we are able to measure correlations between resonances. Basically the
nonlinear signal of a resonance is measured as a function of the absorbed photon
energy and the emitted photon energy. A single oscillator will absorb and emit light
at the same energy. An ensemble of uncoupled oscillators will all absorb and emit
at their respective energies, but there will be no signal resulting from absorption at
one energy and emission from another. This is evident in an MDCS measurement
of GaAs QWs plotted in Fig. 2.6. In this spectrum, measured by Alan Bristow et
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al. using a wave-vector selected MDCS technique, measured resonances are aligned
along the diagonal of the spectrum where |absorption photon energy| = |emission
photon energy| [1]. Cross-diagonal slices correspond to the homogeneous linewidth
of the individual oscillators, and the diagonal slice correspond to the inhomogeneous
distribution of those oscillators. MDCS also reveals coupling between two resonances.
In Fig. 2.6, the two resonances correspond to two non-degenerate valence bands in the
GaAs QWs. The nonlinear signal reveals coupling between these two resonances. The
small elongation along the diagonal direction of the off-diagonal features reveals that
the inhomogeneity of the two resonances is correlated; that is, high energy oscillators
in the 𝑋ℎℎ resonance couple to high energy oscillators in the 𝑋𝑙ℎ resonance.
Figure 2.6: Multidimensional coherent spectroscopy measurement of two resonances
in GaAs QWs: 𝑋ℎℎ and 𝑋𝑙ℎ. The spectroscopy correlates absorption and emis-
sion photon energies revealing homogeneous linewidths of the two resonances despite
sample inhomogeneity. The spectrum also indicates there is coupling between the
two resonances with correlated inhomogeneity. The absorption energies are negative
because this is a rephasing-type measurement. The measurement was made with
co-circularly polarized excitation and detection beams. Figure from [1].
In the collinear geometry, we resolve the absorption axis using two pump pulses
instead of one. We split the pump pulse into two in an interferometer. To generate,
delay, and phase-resolve the pump-pulse pair we use the same scheme as presented in
Fig. 2.4. Rather than going to the intensity detector, the pump pair is combined with
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the probe beam and directed to the sample of interest. Now to distinguish the signal,
we uniquely frequency shift both pump beams (labeled A and B), the probe beam
(labeled C), and the LO by 𝜔𝐴, 𝜔𝐵, 𝜔𝐶 , and 𝜔LO, respectively. The interference of
beams A and B at the sample will be modulated at the difference in their frequencies:
𝜔𝐵 − 𝜔𝐴. This modulation is an intensity modulation that resembles the amplitude
modulation of the pump discussed earlier to measure transient absorption. We can
thus identify the interference of the nonlinear MDCS signal and LO at the frequencies
𝜔𝐶 − 𝜔LO ± (𝜔𝐵 − 𝜔𝐴). These two frequencies have different meanings that we will
address momentarily. We can now measure the nonlinear signal with a frequency-
resolved absorption axis. Since we scan the delay between pulses A and B to generate
the spectra, the 𝑇 delay where population relaxation occurs is the temporal delay
between pulses B and C.
Since the MDCS techniques presented here use ultrafast pulses to generate high
resolution spectra, the spectroscopy is at an exciting intersection of having high tem-
poral and energetic resolution. We can exploit this intersection to measure population
relaxation dynamics [28] and spectral diffusion [29], which can both reveal valuable
information about a system’s electronic dynamics.
To simplify the interpretation of MDCS, the interaction of pulses with the sample
is typically treated perturbatively. We therefore set the power of all excitation beams
(A, B, and C) to be equal and relatively weak. Most commonly used MDCS techniques
measure third-order nonlinearity. We are careful to measure the nonlinear regime we
are in by determining the scaling of the nonlinear signal with pulse power. For
excitation with three pulses, we expect the signal to have a cubic scaling with the
excitation fields. Once we verify that we are in the third-order nonlinear regime,
signals excited by exactly three field interactions will dominate signals excited by
five or seven field interactions. If we measure a signal resulting from the nonlinear
interaction of all three excitation beams (A, B, and C) we can identify how the beams
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interacted with the sample to generate the nonlinear signal.
The MDCS pulse sequence used for measuring homogeneous linewidths of inho-
mogeneously broadened system is just one of many useful pulse sequences. This one
is called the rephasing pulse sequence because it corresponds to the coherent phase
evolution between pulses A and B being opposite the phase evolution of the signal.
In Fig. 2.7 we denote that pulses A and LO are conjugated pulses. Pulse A* polarizes
the sample, and this field interaction is typically called “creating a coherence”. This
coherence evolves for time 𝜏 . Pulse B then freezes the coherence to excite the system
into a population state. Earlier we related this to the interference of A and B at the
sample, which is an equivalent way to think of the system after this field interaction.
The population evolves for time 𝑇 before interacting with pulse C. Pulse C again cre-
ates a coherence in the system, but since C is not conjugated the coherence evolves
opposite the coherence created by A. The evolution of the signal after pulse C is mea-
sured with a LO pulse, which is delayed 𝑡 with respect to pulse C. At this point one
might ask what happened to the signals due to all the other field interactions with
the sample. Those all also occur in the sample, but their responses are tagged with
different modulation frequencies after being interfered with the LO on the detector.
When we measure the signal at the frequency −𝜔𝐴 +𝜔𝐵 +𝜔𝐶 −𝜔LO, we are selecting
the signal corresponding to rephasing.
We can understand how the rephasing pulse sequence gets its name by considering
the effect of the pulse sequence on an inhomogeneously broadened system in the
time domain. Pulse A will excite the inhomogeneous distribution of oscillators, and
they will all begin evolving at different rates. The coherent response will dephase
according to the linewidth of the inhomogeneous distribution. After dephasing for
time 𝜏 , Pulse B and C will freeze and then reverse the evolution of the oscillator
distribution. Oscillators evolving at high (low) rates will still evolve at a high (low)
rate in the backwards direction. After evolving for time 𝑡 = 𝜏 , the oscillators will
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Figure 2.7: MDCS rephasing pulse sequence. The pump is split into two pulses that
create an exciton population. The pump absorption is spectrally resolved by scanning
the time delay between A* and B and Fourier transforming the respons with respect
to that delay. The probe pulse, C, stimulates emission of the MDCS signal that is
resolved by heterodyne detection with a fourth LO pulse. Due to the relative phase
conjugation between A* and C, the evolution of the absorption and emission have the
opposite sign.
again all have the same phase, and so they are said to have rephased. The response
due to rephasing is called a photon echo.
Other detection frequencies correspond to different pulse sequences. The most
common are the non-rephasing sequence and the double-quantum sequence. These
pulse sequences are used in Chapters VI and IX. The non-rephasing sequence, which
can be measured at the frequency 𝜔𝐴 − 𝜔𝐵 + 𝜔𝐶 − 𝜔LO, is useful for measuring
homogeneously broadened systems. Rephasing and non-rephasing measurement of
a homogeneously broadened system will be identical. In Chapter VI we use the
sequence to better isolate individual quantum dots (single oscillators confined in a
semiconductor) from the ensemble of weakly excited quantum dots that contribute
to a background signal in rephasing spectra. We use double-quantum MDCS, where
both the first and second pulses have the same conjugation, to selectively measuring
many-body interactions. This signal is measured at frequency 𝜔𝐴 + 𝜔𝐵 − 𝜔𝐶 − 𝜔LO,
where care must be taken to ensure the signal phase is still preserved. We use this
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to measure weak interactions between quantum dots in Chapter VI. Higher-order
nonlinear signals can be used to probe high-order correlations [30]. Though not
presented in this thesis, we can measure N-quantum MDCS just by changing the
detection frequency [31].
There are now numerous groups that use collinear MDCS to measure semiconduc-
tor, atomic, molecular and biological systems. The majority of these excite the sample
with four pulses and measure incoherent population-based signals. The population
signals are typically photoluminescence (fluorescence) [13, 15, 32] or photocurrent
[26]. Recently mass spectrometry was used as the population signal for this type of
measurement [33]. Our measurements here are all coherently detected, so the analysis
of these results is more similar to that of conventional wave-vector selection spectro-
scopies. The most similar spectroscopy to this is the coherently detected four-wave
mixing (FWM) techniques of W. Langbein and J. Kasprzak [34, 35].
2.8 Spatial Chirp Correction
To frequency shift an optical beam, we diffract that beam off an acoustic wave
travelling through an AOM. We change the frequency shift of the optical beam by
changing the frequency of the acoustic wave. The light is diffracted at angle 𝜃, which
is given by Bragg’s law:
sin 𝜃 =
𝑛𝜆
2𝑑
=
𝑛𝜆𝑓mod
2𝑣𝑠
, (2.9)
where 𝜆 is the wavelength of light, 𝑓mod is the modulation frequency, and 𝑣𝑠 is the
speed of sound in the crystal.
A common problem with MDCS techniques that use frequency tagging is spatial
chirp. The beams are all frequency tagged with AOMs, but the diffraction angle of the
frequency shifted beam is wavelength dependent. Many spectroscopists use lasers with
very broad bandwidths to excite a wide range of resonances. Nobody wants to describe
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the drawbacks of their techniques in writing, but in talks and private conversations the
problem of spatial chirp is commonly mentioned. The typical solution is to spatially
filter the beam after the AOM, which is a fairly lossy correction. There is an easier
way.
In atomic physics there is a similar problem that AOM user face. While the beams
are typically monochromatic, atomic physics use AOMs to shift the center frequency
by up to tens of MHz. Since the diffraction angle also depends on the modulation
frequency, frequency tuning the beam would deflect it and change the experiment
alignment. The solution was to double pass the AOMs [36]. The deflected beam is
reflected so that is passes back through the AOM, and the second deflection corrects
the spatial chirp. We have implemented this in our setup and found that it seems to
completely correct the spatial chirp issue for a broadband beam having over 60 nm
of bandwidth.
2.9 Improved Reference Technique
One problem with the standard phase correction scheme is that it requires a CW
reference laser with a center wavelength that is very near that of the signal. While
the pulsed lasers commonly used for MDCS to measure a variety of samples are very
tunable, the CW lasers we use are not. Almost every time we change samples, we have
had to change the laser diode in the external-cavity diode laser (ECDL). To solve this
problem, we have invented a method for generating a demodulation frequency (that
samples path length fluctuations of the interferometer) and maintaining a record of
the path length difference using a reference laser having an arbitrary frequency with
respect to the light measured. This is a method that I have developed with Chris L.
Smallwood and Steven T. Cundiff.
For the improved reference technique we use a field-programmable gate array
(FPGA) to calculate the path length difference. The optical phase difference between
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the two paths is determined by measuring the intensity modulation of the interference
between the reference laser following each path and subtracting this from the intended
modulation frequency. This optical phase is equal to the modulus of the path length
difference and the reference laser wavelength, multiplied by 2𝜋. The overall phase
(equal to the ratio of the path length difference and the reference laser wavelength,
multiplied by 2𝜋) would be ambiguous for path differences separated by greater than
the reference laser wavelength, except that we unwrap the phase using the FPGA.
So long as the evolution of the interference is well sampled (there must be at least
four data points per full modulation), the phase can be unwrapped in real-time.
Calculation of the path length difference is then the product of the overall phase and
the reference laser wavelength.
The demodulation frequency of the signal is also calculated by the FPGA in real
time. The overall phase of the signal is added to the intended modulation frequency,
thus generating the corrected demodulation frequency.
In order to measure an optical signal with phase sensitivity it is necessary to
sample all the path length fluctuations with a reference laser. In practice, we do
this by subtracting measured phase fluctuations of a reference laser from the the
signal phase. In Table 2.1, we show how a detuned reference affects the measured
signal. We generate this table for a signal having an optical wavelength of 800 nm
and path length fluctuations within the time of measurement being 𝛿𝑥 =500 nm.
The second column, 𝛿𝜑𝑠𝑖𝑔− 𝛿𝜑𝑟𝑒𝑓 , indicates how well the reference fluctuations cancel
the signal fluctuations. The amplitude of the measured signal is degraded by these
phase fluctuations by a factor of 1− 𝛿𝐴 = 𝑐𝑜𝑠(𝛿𝜑𝑠𝑖𝑔 − 𝛿𝜑𝑟𝑒𝑓 ). A reference having the
same wavelength as the signal could perfectly cancel fluctuations. A slightly detuned
reference having a wavelength of 810 nm would nearly cancel all phase fluctuations
of the reference and has negligible effect on the measured amplitude. A very detuned
reference having a wavelength of 1064 nm would very badly correct phase fluctuations
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and would underestimate the signal by over 40%.
Table 2.1: Fluctuation correction of a signal having a wavelength of 800 nm by
a reference laser having various wavelengths. Large-detuned reference wavelengths
badly cancel the phase, and this leads to large degradation of the measured signal
amplitude.
𝜆𝑟𝑒𝑓 (nm) 𝛿𝜑𝑠𝑖𝑔 − 𝛿𝜑𝑟𝑒𝑓 (rad) 𝛿A (unity normalization)
800 0 0
810 0.048 0.001
1064 0.974 0.438
In Figure 2.8(a), phase fluctuations between two arms of an interferometer are
plotted for the same simulated path length fluctuations with time. These are plotted
for light having a wavelength of 800, 810, and 1064 nm. In Figure 2.8(b) the difference
between these curves illustrates how incorrect a phase measurement could be after a
few seconds. This means that for a reference at 810 nm cancelling fluctuations of an
800 nm signal, one would always measure a nearly correct phase. For a reference at
1064 nm, the phase could easily be measured incorrectly by over 𝜋 (which corresponds
to measuring a signal with the exact opposite sign of what is should have). It is
thus apparent that one cannot do phase-resolved spectroscopy using a far-detuned
reference and the standard phase cancellation scheme. Really the phase difference
should not vary by more than 0.15 rad or else the data could be misinterpreted (using
this rule we could define far detuned as greater than 30 nm at a center wavelength of
800 nm, or 60 meV in energy units).
Instead, it is necessary to consider the wavelength difference and scale the phase
fluctuations with the reference wavelength. One could naively think of just multi-
plying the phase by the ratio of the reference and signal wavelengths. The problem
is that one can only measure phase within a range of 2𝜋, at which point the phase
wraps. In Figure 2.9(a) we plot the measured relative phase between two arms of an
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interferometer in which one arm is intentionally delayed with respect to the other.
In the figure one can see the phase evolving as the delay is scanned, and the phase
evolves differently for different wavelengths. Due to the phase wrapping, there is
no simple way of correcting the phase without some record of the number of wraps
between the delay and zero delay. By unwrapping the phase, shown in Figure 2.9(b),
we can multiply the actual reference phase by the ratio of the reference and signal
wavelengths. This unwrapping can be done by recording the number of phase wraps
in an FPGA. This new calculated phase for any optimized wavelength is applied to
the modulation frequency so that the modulated signal can be measured.
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Figure 2.8: Relative phase fluctuations as a function of time for various wavelengths of
light in an interferometer. (a) As the relative path length fluctuates with a standard
deviation of 1 micron, the relative phases fluctuate as well. (b) The measured phase
of the signal will be wrong if the wavelength of the reference does not equal the
wavelength of the signal. The amount that the phase measurement is wrong is plotted
here for a signal at 800 nm and a reference at 810 and 1064 nm.
One other method we have considered for correcting the signal phase with a far-
detuned reference laser is the use of adaptive sampling. This is a different calculation
that can be performed by an FPGA to also cancel path length fluctuations. For
this method, rather than cancelling the phase of the signal, the sampling rate of
the signal is varied with the path length fluctuations. Rather than sampling the
signal every 10 microseconds, the signal is sampled every time the reference phase
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Figure 2.9: Here we demonstrate the necessity of unwrapping the phase of the mea-
sured reference in order to calculated a corrected reference for an arbitrary wavelength.
(a) For delays greater than the wavelength of light, the wrapped phase of a signal at
one wavelength cannot be related to a reference at a far detuned wavelength. (b) If
the phase is unwrapped, the fluctuations can be corrected exactly by multiplying the
reference phase by a ratio of wavelengths.
is incremented 0.001 radians (about equal to 1 nm). This is more similar to the
fringe-counting scheme used in Fourier-transform infrared (FTIR), except frequency
modulation allows us to take more steps. We would accomplish this scheme by locking
the FPGA clock to the reference signal. This method would really only work for
moving delays (otherwise the sampling rate is 0), and it would require fluctuations in
the negative direction be treated carefully.
This fluctuation correction scheme is useful for generating a lock-in reference
for collinear spectroscopies and for actively correcting path length fluctuation in a
frequency-modulated interferometer. Though we apply it to MDCS, it would be
useful in any interferometer. The scheme also highlight a major feature of frequency-
modulated interferometers, which are not commonly used in one-dimensional Fourier-
transform spectrometers: frequency modulation allows the use of an equal or long
wavelength reference with respect to the signal. This is because the zero-crossings of
the reference are no longer tied entirely to the relative path length as in the FTIR
standard. Therefore modulation would allow much greater versatility and higher
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sensitivity of interferometer sampling in applications including FTIR.
2.10 Continuous Scanning
Typically we delay pulses in time using discrete steps. We measure a range of
delays in 𝑡 and 𝜏 defined by where the signal is greater than the noise. We scan over
that range using equidistant steps in 𝑡 and 𝜏 that are defined by the required mea-
surement bandwidth. A measurement at each point is as follows: move stages that
control 𝑡 and 𝜏 delays to the point of interest, wait for the stages to settle and for the
lock-in amplifier to converge on the correct values, and acquire and save the measure-
ments from the lock-in. Depending on the lock-in time constant and averaging, this
can take between 400-1500 ms. Since these are two-dimensional measurements, the
total acquisition time scales with the number of steps along one dimension squared.
High-resolution measurements of large-bandwidth systems can therefore take a very
long time. Though we have managed 1-5 minute typical acquisition times of the
multidimensional spectra in this thesis, doing so has required restricting the laser
bandwidth in some experiments.
We have largely solved the issue by continuous scanning. For continuous scanning
we continuously move one delay stage corresponding to one time axis and continuously
record measurements from the lock-in amplifier. The other time axis is still scanned
discretely. We have implemented a rudimentary version in the lab that drastically
improves acquisition times and increases the detection bandwidth by over an order of
magnitude without sacrificing the signal-to-noise ratio. We currently determine the
stage position by assuming a constantly moving stage, which is a false assumption that
leads to some linewidth broadening. However, when continuous scanning is paired
with the path-length monitor described in the previous section it will be immune to
any inconsistencies in the delay stage movement.
For continuous scanning there a few things we must consider when selecting a
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stage-delay speed and lock-in time constant 𝑇𝐶. Since the final stage of a lock-in
amplifier is functionally a bandpass filter, it integrates the signal from the detec-
tor over a time that depends on the filter bandwidth and slope. For a slope of 12
dB/octave, the signal will stabilize to with 99% of the correct value within 7 𝑇𝐶 [37].
𝑇𝐶 therefore roughly sets our new effective step size since data points sampled within
that step size are significantly correlated. Using this time constant and the stage ve-
locity (𝑣𝑠) we determine that the effective optical bandwidth of the measurement
is ∼ (︀2𝑣𝑠
𝑐
· 𝑇𝐶)︀−1, where 𝑣𝑠 is multiplied by two because the delay stage is double
passed. The distinction now is that this time axis is not undersampled, so this band-
width refers to the fastest varying signal with respect to the reference. If the reference
technique described in the previous section is used, the effective reference frequency
should be placed near the signal frequency to minimize the required bandwidth. A
stage velocity of 1 mm/s and a time constant of 10 ms corresponds to an optical
bandwidth of roughly 15 THz ∼ 60 meV. For a very flat detector response across the
entire bandwidth, one should only use 1/7𝑡ℎ of this bandwidth for considering 99%
convergence of each signal within the time constant.
2.11 Treatment of Linear Dispersion
Broadband light will be significantly temporally chirped after transmitting through
an AOMs and glass in the setup. It is therefore standard to correct for dispersion in
all the excitation beams using a prism pair, a pulse shaper, or chirp-compensating
mirrors [38]. Though the chirp of the beams exciting the sample can be completely
corrected, the chirp on the LO beam will most likely be different because it passes
through a different set of optics. Though one could independently correct this chirp,
there is a much simpler way to treat the relative chirp between the LO and excitation
beams.
Using two lock-in amplifiers we simultaneously measure both the nonlinear MDCS
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signal and the linear inference of the LO and the third pulse. Both of these interference
terms modulate the detector output, so it is really just a matter of generating the
reference frequencies for the two lock-ins. The linear interference of the LO and third
pulse corresponds to a cross-correlation of those two beams. Fourier transforming the
cross correlation between LO and the third pulse reveals the relative linear spectral
phase of the two beams. If there were no relative linear spectral phase between the
LO and third pulse, the interference spectrum between them would be purely real.
By measuring and subtracting the relative spectral phase, it is thus possible to rotate
the linear spectrum so that it is purely real. This same rotation is applied to the
nonlinear signal to determine its spectral phase in the absence of any linear phase
rotations. This method is used to subtract dispersion from the differing thicknesses
of glass and other transmissive elements between the LO and excitation beams. It
also subtracts the linear phase applied to the excitation beams and nonlinear signal
by the sample. The linear phase of a strong resonance can make a nonlinear signal
look dispersive when, in fact, it is purely absorptive. It is possible to automatically
subtract this linear phase by passing the LO to the sample along with the other
beams, but doing so can further modify the measurement of the nonlinear response
through 𝜒(5) terms that become significant [39]. We therefore route the LO around
the sample and subtract the measured relative linear phase. In Fig. 2.10 we plot the
real part of the MDCS measurement measured with broadband light. The sample is a
heterostructure of monolayer transition metal dichalcogenides that have two coupled
resonances and some other features. Most notable here we see in the left plot that
the relative chirp between the signal and LO is so significant that the low energy
features have visibly lower frequency oscillations than the higher energy features. In
Fig. 2.10 we demonstrate that we can correct this chirp by correcting the phase with
a simultaneous linear measurement (not plotted).
In summary, the simplest method for dealing with temporal chirp is to dispersion
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Figure 2.10: Real part of the MDCS measurement of two coupled resonances excited
using broadband light. The relative chirp between the LO and excitation beams was
significant such that in the left plot the spectral oscillations of the low energy features
are visibly slower than those of the high energy features. On the right we plot the
same measurement after implementing the chirp correction.
compensate all beams to excite the sample with nearly bandwidth-limited pulses.
This may not mean that the LO is bandwidth limited, but it will ensure that a
linear phase does not affect the nonlinear signal. Interestingly, it is not essential to
correct the phase of the excitation pulses. By measuring multidimensional spectra as
a function of the delay between pulses B and C it is possible to project the spectra
so as to remove distortions due to pulse chirp [40].
2.12 Fitting Multidimensional Spectra
We quantify the linewidths measured with MDCS by fitting the spectra with
simple models. We model a system excited by ultrafast pulses in the time domain.
In the Markovian approximation this results in the signal:
𝑠(𝑡, 𝜏) = 𝑠0𝑒
(𝛾(𝑡+𝜏)+𝑖𝜔0(𝑡−𝜏)+𝜎2(𝑡−𝜏)2/2)Θ(𝑡)Θ(𝜏), (2.10)
where 𝛾 is the homogeneous linewidth of all the oscillators, 𝜔0 is the center frequency,
and 𝜎 is the inhomogeneous linewidth. The 𝜏 and 𝑡 times correspond to the delays
between the first and second pulses and the emission time after the third pulse,
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respectively. We Fourier transform this signal with respect to 𝜏 and 𝑡 to generate
two-dimensional spectra.
The two-dimensional frequency spectra are measurements of the FWM ampli-
tude as a function of absorption (𝜔𝜏 ) and emission (𝜔𝑡) energies. The cross-diagonal
linewidth roughly corresponds to the homogeneous linewidth, and the diagonal line-
shape roughly corresponds to the inhomogeneous distribution. We see that this treat-
ment of inhomogeneity is identical to convolving a homogeneous oscillator with a
Gaussian distribution in the frequency domain. It is thus best to think of a two-
dimensional spectrum as a sum of homogeneous oscillators aligned along the diago-
nal. Though we have simple analytic solutions to the optical Bloch equations (OBEs)
for homogeneous dephasing and a Gaussian distribution of oscillators, we can nu-
merically fit experimental data with arbitrary distributions and linewidths. Siemens
et al. details the simplest treatment and the fitting procedures we typically use to
simultaneously fit the codependent diagonal and cross-diagonal slices [41]. This pa-
per also includes depictions of the star shape that a homogeneous feature has in
a two-dimensional plot. We emphasize here that the cross-diagonal lineshapes of
inhomogeneously-broadened and homogeneously-broadened systems are very differ-
ent. In the limit of high inhomogeneity the lineshape is the square root of a Lorentzian,
which results from measuring the amplitude of the signal. The full width at half max-
imum of this signal is therefore
√
3 × 2𝛾. For no inhomogeneity the cross-diagonal
lineshape is a Lorentzian, which has a full width at half max of 2𝛾 [41]. Ignoring inho-
mogeneous broadening and using the wrong fit function when determining a sample’s
homogeneous linewidth (or dephasing times in photon echo FWM experiments) can
thus significantly skew the measurement, up to a factor of
√
3.
We can also analytically fit full multidimensional spectra with solutions to the
OBEs derived by Bell et al. [3]. For lineshapes that are sufficiently broad to require
considering the laser bandwidth, we fit spectra with analytical solutions that include
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finite pulse effects [42]. In Fig. 2.11 we show a characteristic two-dimensional plot
and a full fit of the plot.
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Figure 2.11: Characteristic MDCS measurement of an encapsulated MoSe2 sample.
The linecut along the diagonal (where 𝜔𝜏 = −𝜔𝑡) corresponds to the inhomogeneous
distribution and the cross-diagonal corresponds to the homogeneous lineshape.
All of the analytical fit functions described above assume the dephasing rate across
the the inhomogeneous distribution is homogeneous. In quantum wells it has been
demonstrated that this is not the case [29, 43]. For instance, if the source of the
inhomogeneity is localization one would expect the lower energy resonances to have
lower dephasing rates. We have thus derived a solution to the OBEs for an inhomo-
geneous dephasing rate with a linear dependence on energy. We begin by defining
the dephasing rate: 𝛾 = 𝛾0 + 𝛾𝛿𝜔0, where 𝛾0 is the homogeneous linewidth at the
center of the resonance and 𝛾𝛿 is the slope of the linewidth change with energy. We
can rewrite the complex resonance frequency so that the frequency dependent term
now has an imaginary component.
𝜔0 − 𝑖𝛾 → 𝜔0(1− 𝑖𝛾𝛿)− 𝑖𝛾0. (2.11)
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Following the steps in [3], it is straightforward to show that the rephasing signal is
𝑆𝑅(𝜔𝑡, 𝜔𝜏 ) ∝ 1
2𝜎(1− 𝑖𝛾𝛿)(2𝛾 − 𝑖(𝜔𝑡 + 𝜔𝜏 ))×(︂
𝑒
(𝛾−𝑖(𝜔𝑡−𝜔0))2
2𝜎2(1−𝑖𝛾𝛿)2 Erfc
[︂
𝛾 − 𝑖(𝜔𝑡 − 𝜔0)√
2𝜎(1− 𝑖𝛾𝛿)
]︂
+ 𝑒
(𝛾−𝑖(𝜔𝜏+𝜔0))2
2𝜎2(1−𝑖𝛾𝛿)2 Erfc
[︂
𝛾 − 𝑖(𝜔𝜏 + 𝜔0)√
2𝜎(1− 𝑖𝛾𝛿)
]︂)︂
.
(2.12)
This result is nearly identical to the result for homogeneous dephasing except that 𝛾
now has a spectral dependence and the inhomogeneous linewidth now has an imagi-
nary component: 𝜎 → 𝜎(1− 𝑖𝛾𝛿).
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CHAPTER III
Excitons in Semiconductor Nanostructures
The interaction of semiconductors and light is of practical and fundamental im-
portance. Laser diodes (found in printers, light shows, range sensors in autonomous
cars, etc.), light emitting diodes (LEDs), and displays are all based on light emission
by semiconductor nanostructures. Solar cells, solar panel windows, digital cameras,
and photodetectors are all based on light absorption and conversion to electrical
current by semiconductor nanostructures. In order to improve the efficiency, func-
tionality, and production of all of these devices, it is essential to understand the
fundamental interactions of excitations created in semiconductor nanostructures by
light. It is important to understand the fundamental loss mechanisms that impede
device efficiency, the many-body interactions that dominate the optical emission of
highly-excited semiconductors (e.g., lasers) [10], and the effects of inhomogeneity on
the functionality of the semiconductor.
Many-body interactions are known to dominate the nonlinear optical response
of semiconductors [44, 45]. In these material, 1022–1023 particles cm−3 are interact-
ing via the infinite-range Coulomb force, which is an incredibly complex theoretical
problem to solve. However, decades of study have developed an advanced theoret-
ical understanding of the linear properties of semiconductors [7]. The introduction
of quasiparticles to describe complex interactions has tremendously simplified the
treatment of many-body systems. Beyond these treatments, the nonlinear optical
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responses of semiconductors are fundamentally different from atoms. As a relatively
well-understood condensed system with residual unexplained effects, semiconductors
and semiconductor nanostructures are ideal systems for studying many-body physics.
3.1 Bulk Semiconductors and Band Structure
Materials can be classified as conductors, semiconductors, or insulators depending
on their ability to conduct electricity. Metals are very good conductors, insulators
are very poor conductors, and semiconductors can transition between the two. The
origin of the material conductivity and the qualitative distinction between these clas-
sifications is better understood by considering the electronic band structure.
In a periodic lattice, the single-particle eigenstates are Bloch waves. The trans-
lation symmetry of a periodic Hamiltonian implies that Bloch waves are eigenstates
of the translation operator. For a translation of the lattice period 𝑎0, the operator
is 𝑇 (𝑎0) = exp(−𝑖𝑎0𝑘). 𝑘 here is the momentum operator, which is the crystal mo-
mentum. We find that the allowed energies of an electron in a crystal are therefore
defined as a function of the crystal momentum k. The energies 𝐸(k), which describe
the electronic band structure, are the energies of the electronic states that an electron
can occupy. Along a single 𝑘 axis, the band is only defined in the range from 0 to
𝜋/𝑎0. The dispersion relation defined for 𝜋/𝑎0 < |𝑘| < 2𝜋/𝑎0 thus defines the second
energy band, 2𝜋/𝑎0 < |𝑘| < 3𝜋/𝑎0 defines the third, and so on [46].
The electronic bands describe the available states of the system, and electrons
fill these states from the lowest energies up. The valence band describes the highest
filled energy level at T = 0 K, and the conduction band describes the first unfilled
level above the valence band. In metals, there is no gap between these bands, and
so electrons are easily scattered into unoccupied states with the application of an
external field. In insulators the gap is very large so that chemical doping, application
of strong electric fields, and irradiation with light do not effect the occupation of the
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conduction band. These band gaps, 𝐸𝑔, are typically on the order of 10 eV, though
the actual value is somewhat dependent on the application. In a semiconductor there
is a small gap between the valence and conduction bands. In silicon the band gap
at 0 K (300 K) is 1.17 eV (1.1 eV), and in gallium arsenide (GaAs) the gap is 1.52
eV (1.4 eV) [47]. The room temperature band gap of silicon corresponds to a photon
having the wavelength 1130 nm.
Valence band maxima and conduction band minima typically lie at high-symmetry
points where the degeneracy of adjacent bands leads to an avoided crossing [48]. These
points do not always exist at the same high-symmetry point, though. Materials in
which the band points nearest in energy are at the same crystal momentum have
what is called a direct band gap. Materials for which those points are at different
crystal momenta have an indirect gap. This distinction becomes interesting when
considering optical excitation of an electron from the valence band to the conduction
band. Photons have such little momentum, that a photon that is resonant with
the band gap of an indirect semiconductor cannot directly excite an electron. The
absorption coefficient for indirect band gap semiconductors is very low because the
process requires the simultaneous absorption of a photon and a lattice vibration,
called a phonon, to have sufficient energy and momentum for the electron transition.
Though band structures are typically quite complicated, the energies near the
fundamental band gap can typically be approximated as depending quadratically on
the crystal momentum. The energy of band 𝜆 near the high-symmetry points can be
written 𝐸𝜆(k) = 𝐸𝜆𝑔 +
~2k2
2𝑚eff
, where 𝑚eff is the effective mass that can be used to de-
scribe the system with a single-particle Hamiltonian. In the two-band approximation
for a direct-gap semiconductor, useful for processes that can be described with just
two bands, the conduction and valence bands are described with effective electron
(𝑚𝑒) and hole (𝑚ℎ) masses. Since the dispersion of the valence band is negative, the
quasiparticle hole has a negative effective mass. Describing semiconductors excita-
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tions with quasparticle electrons and holes is sufficient for solving many problems in
semiconductors, but this neglects the interactions between particles.
3.2 Excitons
The Coulomb interaction between electrons and holes introduces a new quasiparti-
cle called an exciton. The exciton is a bound state between the quasiparticle electron
described by the conduction band and a hole described by the valence band. The
wave function of an exciton therefore has components of both the Bloch wave func-
tion and the hydrogenic wave function describing the binding between two particles
having opposite charge [46]. From this we realize that the exciton energy is equal to
𝐸𝑔 + 𝐸0, where 𝐸0 is the energy of the hydrogenic part of the wavefunction, which
is negative for bound states. We also realize that, similar to electrons, excitons are
composed of states that are delocalized over the entire crystal [49, 50].
In the dipole approximation the macroscopic polarization induced by a field 𝐸(𝜔)
can be calculated by summing over the polarizations of all bound and unbound states
in the excitonic wave function 𝜓(r). Focusing on direct-gap excitons, the linear semi-
conductor susceptibility is then:
𝜒(𝜔) =
|𝑑𝑐𝑣|2
𝜖0
∑︁
𝑛
|𝜓𝑛(r = 0)|2
𝐸𝑔 + 𝐸𝑛 − ~𝜔 − 𝑖𝛾 , (3.1)
where 𝑑𝑐𝑣 is the transition dipole moment and 𝛾 is a phenomenological term describ-
ing dephasing. This is the famous Elliott formula that we use to describe the linear
interaction of light with semiconductors. The formula introduces exciton resonances
below the band gap. It is important to note that the presence of excitonic reso-
nances does not immediately imply the existence of exciton population because the
ground-state system has no electron-hole pairs [51]. This can further be understood
by realizing that true photon absorption (and thus creation of exciton population)
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requires a second-order process that scatters energy from the exciton mode into the
crystal lattice [49].
3.3 Characteristics that Distinguish Semiconductor Samples
In this thesis we study a variety of samples, and we seem to apply a different
technique to each one. The reason is that the properties of semiconductor samples
differ widely, and the characteristics are dependent on the semiconductor material,
the sample confinement, the effect of the device structure on the impinging light, and
the sample conditions. We therefore find that different samples emphasize different
features of excitons. In this section we introduce a few of the characteristics of
semiconductor samples that distinguish the samples measured here. In the next
section we compare the various samples directly.
3.3.1 Inhomogeneity
Inhomogeneity of the center energies of an ensemble of resonances broadens opti-
cally measured linewidths. There are numerous sources of inhomogeneity, and many
of these sources affect the sample response much more than just broadening the
measured optical linewidth. Nonlinear optical techniques, and in particular MDCS,
enable the measurement of intrinsic sample linewidths in the presence of inhomo-
geneity. They also enable measurement of the dynamics of and coupling between
energetically distinct states.
Confinement increases the band gap of a semiconductor. This is easily understand
by considering the single particle wave function in a finite square well. The wave
function extends into the barrier, which increases the ground-state energy levels. In an
infinite square well, the particle ground-state energy depends inversely on the square
of the well length. This confinement effect results in an increase of the semiconductor
band gap. The confinement of excitons also affects their binding energies. The binding
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energy decrease is a smaller effect (with the opposite sign) than the band gap increase
on the transition energy of the exciton.
A quantum well (QW) is a structure that confines an exciton in one dimension,
and a quantum dot (QD) is a structure that confines an exciton in three dimensions.
Inhomogeneity of the transition energies in these samples is due to spatial fluctua-
tions of the confinement potential. In QWs the well width varies slightly over the
sample. The wider regions of the QW have lower energies and can trap excitons [52].
Even narrow inhomogeneous distributions can therefore describe excitons with very
different wave functions and properties.
There are other sources of inhomogeneity. The exciton energy can depend on the
electrostatic environment. This means that trapped charges and surface states that
locally modify the crystal potential can influence the exciton center energies. Inho-
mogeneous strain can also modify the local band structure and influence the exciton
energies [53]. For strongly confined excitons that have wavefunctions extending out-
side their crystal of origin, dielectric inhomogeneity of the crystal enivironment can
also introduce inhomogeneous broadening.
3.3.2 Decay/dephasing Processes
The dynamics that occur after optical excitation of an exciton are typically re-
laxation, dephasing, and spatial diffusion. Though we explore spatial dynamics in
Chapter V, we will focus on relaxation and dephasing here. We also focus on pro-
cesses that contribute to homogeneous decay and dephasing. Inhomogeneity will also
dephase the macroscopic polarization, but we can extract the homogeneous linewidths
with MDCS.
Radiative decay processes, which have the rate Γ𝑟𝑎𝑑, are possibly the most funda-
mental decay process in semiconductors. Γ𝑟𝑎𝑑 corresponds to the strength of coupling
between the exciton and light, and it gives the exciton some fundamental linewidth. It
46
is often related to the timescale of exciton recombination by the spontaneous emission
of a photon for excitons, but this only applies to optically active excitons. Optically
active excitons are those excitons that have a wavevector within the light dispersion
line (𝑘 > 𝐸~𝑐). There are ways to enhance the radiative linewidth, discussed in the
following subsection, but this linewidth is difficult to measure otherwise.
The homogeneous linewidth 𝛾 is also broadened by incoherent processes. Instead
of radiatively decay to the ground state, excitons can scatter into another excited
state, which is a source of spectral diffusion [54]. Shown in Fig. 3.1, these processes
can occur with absorption or emission of a phonon. They can also occur with the
simultaneous excitation of another exciton through an Auger process. Whether scat-
tering into another band, another valley of the same band, or into a localized state,
the process will increase the decay rate of the optically active exciton (by the rate
of spectral diffusion Γ𝑆𝐷). These other states are often dark because transition out
of them would require a photon with an impossibly high momentum. Transitioning
out of dark states is therefore a typically slow process that requires an additional
interaction with phonons to either become optically active or to relax back to the
ground state. Relaxation of dark states by phonon emission is accompanied by sam-
ple heating. Throughout this thesis we explore some of the decay mechanisms that
can affect exciton linewidths.
Scattering with a phonon or another exciton does not always cause the exciton to
change its energy. Elastic scattering processes can also affect the exciton linewidth,
though they do so by dephasing the exciton with respect to the excited ensemble.
Dephasing will shorten the coherence time of a transition without actually inducing
decay of the transition. We call this linewidth contribution pure dephasing, or 𝛾*.
The various decay and dephasing processes are revealed in various spectroscopies.
· The macroscopic polarization decay, which corresponds to the inverse of the
transition linewidth, is sensitive to all broadening mechanisms including de-
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Figure 3.1: Excitons created at 𝑘 = 0 can radiatively decay back into the ground state
with a rate Γ𝑟𝑎𝑑, or they can scatter into other excited states. We draw a hypothetical
exciton band structure containing two relevant valleys. In direct gap semiconductor,
the valley at 𝑘 = 0 is at a lower energy than other valley. The exciton can scatter by
absorption or emission of a phonon into a higher energy state of the same valley, into
another valley, or into lower energy localized states if they are available.
phasing by inhomogeneity.
· The photon echo corresponds to the measure of the homogeneous decay. Using
MDCS we can resolve the homogeneous decay as a function of energy in the
inhomogeneous distribution. The linewidth 𝛾 corresponds to a coherence time
𝑇2.
· Transient absorption measures population decay times. Spectrally resolved
transient absorption can distinguish differences in population decay for differ-
ent populations in the inhomogeneous distribution. Typically one will measure
two timescales of population decay: the fast timescale corresponds to radiative
decay and spectral diffusion into dark states. The slow timescale corresponds
to the decay of dark states either by scattering back into optically active states
or through phonon emission.
· Time-resolved photoluminescence (PL) is another probe of the exciton popula-
tion, but it is only sensitive to the optically active population. The initial fast
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timescale of PL measures similar processes to transient absorption, though this
is typically very difficult to measure. The slow timescale of PL, on the other
hand, is only sensitive to decay of dark states via optically active excitons.
We have listed the quantities that describe the various decay times, but let’s
summarize them here. The optical population decay time, 𝑇1, corresponds to the fast
decay time of an optically excited transition. It is inversely related to the decay rate,
Γ = 1/𝑇1. The decay rate includes both radiative decay and spectral diffusion, so
Γ = Γ𝑟𝑎𝑑+Γ𝑆𝐷, where Γ𝑆𝐷 is the rate of spectral diffusion by inelastic scattering. The
slow population decay time corresponds to the rate of spectral diffusion back into the
optically active states and non-radiative decay rate. This rate is generally very low.
The homogeneous linewidth and the coherence time are inversely related: 𝛾 = 1/𝑇2.
For a system without pure dephasing, the decay time and the coherence time are
typically related by a factor of two, where the optical population decay is twice as
fast as the coherence decay. However, the homogeneous linewidth is also affected
by pure dephasing. Therefore 𝛾 = Γ/2 + 𝛾*. Since we are measuring homogeneous
linewidths, we will sometimes lump all inelastic scattering and pure dephasing into a
single term defining the scattering rate 𝛾𝑠𝑐𝑎 = Γ𝑆𝐷/2 + 𝛾
*.
3.3.3 Exciton-photon Coupling Strength
Exciton-polaritons are quasiparticles that arise from the strong coupling of exci-
tons and photons. There are two types of exciton polaritons. 1) The exciton reso-
nances measured in cryogenically cooled bulk semiconductors are evidence of exciton-
polaritons. Without scattering (𝛾𝑠𝑐𝑎), the interaction of light with a bulk material is
not accompanied by actual absorption. A photon that transmits through a semicon-
ductor and is resonant with an exciton transition will interact with a strength given
by the radiative linewidth of the transition Γ𝑟𝑎𝑑 [55]. If the interaction strength is
greater than the scattering rate, the light-matter interaction is strong. So without
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scattering, the transmitted photon becomes a polariton in the bulk semiconductor.
Upon exiting the crystal, the photon state is recovered. The phase of light passing
through the crystal will be modified by the crystal, but no energy is lost.
2) In semiconductor nanostructures, for instance GaAs QWs, the scattering rate
typically dominates the radiative decay rate even at low temperatures. To introduce
strong light-matter coupling, the interaction of light with QWs can instead by en-
hanced by increasing the coherent interaction length of the light and matter, thereby
enhancing the effective radiative linewidth of the QW. This enhancement is accom-
plished by creating a system in which light interacts with QWs spaced by 𝜆𝑒𝑥/2,
where 𝜆𝑒𝑥 is the wavelength of the exciton transition, so that the induced macro-
scopic polarizations constructively interfere in the forward and backward directions.
These many-QW samples with Bragg periodicity have been grown, and the exciton-
polariton interaction dominates the optical response [56]. Exciton-polaritons are now
more commonly generated by placing a QW in an optical cavity that is nearly res-
onant with the exciton transition [57]. The radiative linewidth enhancement can be
similarly understood to the Bragg-spaced many-QW samples as the the light inter-
acts with the sample many times before exiting the cavity. Normal-mode coupling
is an additional feature of these types of exciton polaritons, where the cavity mode
strongly couples to the exciton mode introducing upper and lower polariton modes.
3.3.4 Motional Narrowing of Microcavity Polaritons
Returning to the discussion of inhomogeneity, inhomogeneous materials placed
in a cavity can exhibit motional narrowing. The cavity introduces a significantly
increased coherence length that averages over the spatial inhomogeneity of the ma-
terial. The distribution of the spatially averaged energies is typically much less than
the homogeneous linewidth of cavity-exciton polaritions [58]. Polariton samples are
therefore among the few truly homogeneous semiconductor nanostructures.
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3.4 Comparison of Samples Measured Here
GaAs QWs are very well understood semiconductor nanostructures. These sam-
ples are epitaxially grown with a typical width of 10 nm and barriers made of
Al0.3Ga0.7As. The binding energy of excitons in these structures is approximately
10 meV, depending on the QW size. These structures have homogeneous and in-
homogeneous linewidths that are roughly 0.1 meV and 1 meV at low temperature,
respectively [1]. The spatially inhomogeneous potential localizes excitons and intro-
duces a high number of dark states. The scattering rate is correspondingly much
larger than the radiative decay rate [59].
Interfacial quantum dots are formed by well-width fluctuations of a thin GaAs
quantum well [60, 61, 62]. The nominal width is roughly 15 monolayers (4.2 nm),
which is narrow enough such that monolayer width fluctuations correspond to roughly
10 meV shifts of the exciton resonance. The growth of the top barrier is delayed by
tens of seconds to give monolayer width fluctuations of the quantum well time to co-
alesce into islands. These islands, with a width of 16 monolayers, form the interfacial
quantum dots, which are bound by 10 meV. The QDs have a lateral size of approx-
imately 36 nm [63]. By measuring individual dots we can measure resonances that
are homogeneously broadened. The localized exciton linewidths are also radiatively
limited at low temperature because they cannot relax into any lower energy states.
Zero-dimensional polaritons are studied in a 7.5 mm device that confines cavity-
exciton polaritons in three dimensions. The devices are made by growing GaAs
QWs at the anti-nodes of a cavity made by a high reflector and a sub-wavelength
grating (SWG). The QW confines the polariton in the z-direction, and the finite size
of the SWG confines the polariton in the other two dimensions. Strong interaction
between the exciton and photon give the polariton states a very low effective mass.
Though the polaritons are confined, the coherence length of these polaritons is very
large. Some of the higher-order wave functions extend across the device, and in
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Chapter IX we measure coherent coupling over multiple micron ranges.
Monolayer transition metal dichalcogenides (TMDCs) are direct gap semiconduc-
tors similar to GaAs, but they are otherwise very different. Due to the extreme
confinement of the excitons, their binding energies are on the order of 500 meV. De-
spite the confinement, the inhomogeneous linewidth of boron nitride encapsulated
monolayers is fairly low compared to the homogeneous linewidth. We measure that
the homogeneous and inhomogeneous linewidths are about 0.25 meV and 1 meV
respectively. Localized states are measurable in some samples, though the binding
energies of the localized states are tens of meV. Encapsulation can also suppress lo-
calized states, and we measure samples with no strongly localized states. We also
measure nearly radiatively limited linewidths. We measure these samples in a few
configurations to enhance the radiative linewidth and thereby determine the radiative
linewidth.
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CHAPTER IV
Nonlinear Spectroscopy with Thermal Light
4.1 Introduction
This chapter is a somewhat disconnected from the other chapters in the thesis,
but this project formed how I understand coherence and motivated the spectroscopic
techniques discussed in Chapter II. This work can also be considered a conclusion to a
substantial effort by a number of previous group members: Ryan P. Smith, Georgios
Roumpos, Andrew E. Almand-Hunter, and Marc Aßmann. This work was motivated
by a theoretical prediction that the quantum statistics of light should influence the
many-body interactions in semiconductor nanostructures [2, 64, 65]. The moonshot
goal was to test if it is possible to directly generate a quantum degenerate exciton
distribution, an exciton condensate, by resonantly exciting an exciton population with
thermal light.
There are two ways in which the quantum statistics of light have been considered
to affect the interaction of light and matter. 1) The most straightforward way of
considering the relevance of quantum statistical fluctuations is through the nonlinear
optical response of a material. This can be understood by comparing the nonlinear
responses of two light sources with an average intensity of 𝐼0. The intensity of the
first light source is always 𝐼0, and the other light source fluctuates between 0 and 2𝐼0.
Of course any response that does not scale linearly with intensity will be different
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for these two light sources, as is the case for any nonlinear response. Let’s consider
second-harmonic generation, which scales quadratically with intensity, as an exam-
ple. The second-harmonic signal would be proportional to 𝐼20 for the first source.
The average second harmonic generation from the fluctuating source would be pro-
portional to 1
2
[02 + (2𝐼0)
2] = 2𝐼20 . More advanced uses of this application of quantum
optical fluctuations are discussed later in this chapter, and much more advanced uses
have been used to measure high order correlations in the nonlinear optical response
of GaAs QWs to measure the signature of quantum droplets [19, 66]. 2) The less
straightforward prediction is that thermal light, a light source with high temporal
correlations that is relatively straightforward to generate in the lab, could directly
excite a population of excitons in a quantum well without creating a polarization.
Examples of light sources having thermal quantum statistics are black-body sources
and spontaneous emission. A common way of motivating this work has been to note
that photoluminescence, the light emitted by the radiative decay of excitons directly
from a population state to the ground state, has thermal quantum statistics. Thus
by using light having the same quantum statistics the inverse process of directly
exciting a population of excitons in low momentum states could be achieved. The
predicted effects of thermal excitation, as compared to coherent excitation, are long-
range order, anomalous reduction of Coulomb and phonon scattering, and enhanced
and directional PL [64].
4.2 Temporal Coherence
Coherence is the correlation between various quantities of a single wave typically
calculated as a function of space and time. To introduce the idea of coherence it is
important to begin with a discussion of correlation functions, and we will discuss this
in the context of temporal coherence.
The first-order correlation function is a measure of amplitude fluctuations. This
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function 𝑔(1)(𝜏) is defined:
𝑔(1)(𝜏) ≡ ⟨𝐸
*(𝑡)𝐸(𝑡− 𝜏)⟩
⟨𝐸*(𝑡)𝐸(𝑡)⟩ , (4.1)
where 𝐸 is the complex field amplitude. The function can be measured using an
interferometer in which the field is split into two paths, one path is delayed 𝜏 with
respect to the other, and the fields are recombined on a photodetector. The function
can be thought of as a measure of the visibility of the interference term between the
fields passing through both arms. Though general correlation functions can be applied
to different arbitrary sources, the first order correlation function in optics specifies
that it is between a source and itself and defines the source’s degree of first-order
coherence. For a single spatial mode (where it is not necessary to worry about the
spatial coherence) it is apparent that |𝑔(1)(𝜏 = 0)| = 1 for all fields. For light having
a finite bandwidth, the autocorrelation of that light as measured by a photodetector
can be written:
𝐼𝑃𝐷(𝜏) =
∞∫︁
0
𝐼(𝜔)(1− 𝑐𝑜𝑠(𝜔𝜏))𝑑𝜔, (4.2)
where 𝐼(𝜔) defines the spectral intensity envelope of the light source. The interference
term may be identified as the Fourier cosine transform if 𝐼(𝜔), and so we realize the
relationship between the coherence time, 𝜏𝑐, and optical bandwidth, ∆𝜔, which is
𝜏𝑐 = ~/∆𝜔.
Earlier we noted that in order to neglect spatial coherence, we consider the mea-
surement of a single spatial mode. In quantum optics it is simpler and often nec-
essary to consider states that are fully single mode, which also requires isolating
a single temporal mode. A single temporal mode is defined for the duration over
which |𝑔(1)(𝜏)| ≈ 1. This constraint becomes one of the most difficult for generating
quantum statistical light sources.
The second-order correlation function measures intensity fluctuations within a
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single mode (coherent to first-order). This is the measure of the statistical properties
of light. It is defined for an intensity measured as a function of time:
𝑔(2)(𝜏) ≡ ⟨𝐼(𝑡)𝐼(𝑡− 𝜏)⟩⟨𝐼(𝑡)⟩2 . (4.3)
For a coherent source whose intensity does not vary over time 𝑔(2)(𝜏) = 1 for all 𝜏 .
For a thermal, or incoherent source, whose intensities fluctuate chaotically, light is
bunched in such a way that the intensity is highly correlated at 𝜏 = 0. Thus 𝑔(2)(0) =
2 and 𝑔(2)(|𝜏 | ≫ 𝜏𝑐) = 1. Examples of incoherent sources include incandescent bulbs,
sunlight, and spontaneous emission.
The second-order correlation function is measured by splitting a beam into two
paths, measuring the two beams on two separate detectors, and delaying the optical
path length of one beam with respect to the other. A Hanbury Brown-Twiss interfer-
ometer [67], which is commonly used to measure single photon sources (characterized
as having a 𝑔(2)(0) = 0) having long coherence times on the order of ns, correlates
the measurement time of single photons on avalanche photodiode detectors (or pho-
tomultiplier tubes) in each arm [68, 69]. The timing resolution here is determined
by the speed of the electronics, which is typically greater than 40 ps. Thermal light
emitted from narrow resonances of a mercury gas lamp has also been measured with
these types of detectors [70], but these too have very long coherence times. The ther-
mal sources we measure here have coherence times that are typically less than 1 ps,
and so we require a significantly higher timing resolution than can be offered by a
classic intensity interferometer. We instead use balanced homodyne detection, which
has been described in detail by G. Roumpos and S. T. Cundiff [71]. The balanced
homodyne detection we have implemented uses an ultrafast LO pulse to measure the
temporal correlation of noise with a timing resolution given by the duration of the LO
[72, 71]. We can easily relate the noise measurement correlation to 𝑔(2) by rewriting
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Equation 4.3 for 𝐼(𝑡) = ⟨𝐼(𝑡)⟩+ ∆𝐼(𝑡):
𝑔(2)(𝜏) = 1 +
⟨∆𝐼(𝑡)∆𝐼(𝑡− 𝜏)⟩
⟨𝐼(𝑡)⟩2 . (4.4)
4.3 Spatial Coherence
Correlation functions are defined with respect to space as well. Of course emis-
sion from a point is exactly correlated with itself, but light increases the range of
coherence. As the coherence time is related to light source’s spectral bandwidth, the
spatial coherence is related to the light source’s momentum distribution. Since the
momentum distribution is limited by the momentum of a photon, the emission from
two points separated by less than half the light source’s wavelength are correlated. A
single mode light source having a very narrow momentum distribution ∆𝑘 can then
have a large spatial resolution given by ∆𝑥 = 1/2∆𝑘.
One related concept that is important to understand for working with incoherent
sources is etendue. Etendue characterizes how light is distributed in angle and area.
The quantity, which is the product of the source area and solid angle into which light
is emitted can never increase in an optical system where optical power is conserved.
This means that the intensity of emission at the source of an incoherent light-emitting
object cannot by exceeded by any passive optical system. One can also understand
from etendue that in order to maximize the excitation at the sample it is essential to
collect light from the emitter with as high a NA as possible, and it is important to
image that light onto the sample with as a high a NA as well.
4.4 Creating a Population without a Polarization
Numerical calculations predict a stark difference between the quasiparticle exci-
tations of semiconductors resulting from coherent and thermal excitations [64, 2]. In
Fig. 4.1a and b the predicted optically active exciton population is plotted as a solid
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line for coherent and thermal excitations, respectively. The delayed excitation and
significantly decreased optically active excitation density of the coherently excited
system are attributed to the polarization-to-population conversion. In the coherently
excited system, the excitation creates a polarization, and the exciton population is
created by the interaction of that polarization with acoustic phonons. The popu-
lation is then widely distributed in momentum, shown in Fig. 4.1c, and the lowest
momentum states are more quickly depleted by radiative recombination. For the
pulse having thermal quantum statistics, a population is created without the creation
of any polarization. This population is directly injected into the low momentum op-
tically active states since the excitons acquire the momenta of the photons. These
states still rapidly decay by radiative recombination, but the optically active states
still dominate the excitation. In Fig. 4.1d the exciton-exciton pair-correlation func-
tion is plotted showing how the narrow spread in momentum leads to much longer
range interactions in the sample excited by thermal light.
We wanted to experimentally test the validity of these numerical calculations, but
first we had to relate it to a physically viable experiment. On paper it is possible
to create a pulse envelope in the time domain and describe that pulse’s quantum
statistics with an independent and arbitrary function. Experimentally, this is not
so easy. A pulse is generated by the constructive interference of a broad range of
frequencies. A thermal source, however, has a random and uncorrelated spectral
phase. Though it is seemingly the randomness of this spectral phase that prevents
the formation of a polarization in the semiconductor, this random phase also prevents
the experimental realization of a pulsed thermal light source. We thus cannot exactly
reproduce the conditions of the simulation, but we have tried and here present the
closest experimental reproduction to date.
For the part of this story that is not mine to tell, see [18] Chapters 6-8. R. P.
Smith spent a portion of his PhD using a pulsed laser and pulse shaping to mimic
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Figure 4.1: Induced polarization (shaded) and optically active exciton population
generated (solid line) by pulse excitation (dashed line) having coherent (a) and ther-
mal (b) quantum statistics. (c) Distribution of exciton population for coherently
excitation (solid line) and thermal excitation (shaded). (d) Exciton-exciton pair-
correlation function showing enhanced long range interaction for thermal excitation
(shaded) versus coherent excitation (solid line). Figure from [2].
shots of a single-mode thermal light source. In the following sections we instead start
with continuous bright nearly thermal and thermal light sources and compare their
nonlinear responses to that of a continuous coherent source.
4.5 Measuring the Bright Exciton Population with Differential Absorp-
tion
As discussed in Chapter II, we use heterodyne detection to isolate a nonlinear
signal from the resonant excitation beams that are collinear with the signal and also
impinging on the photodetector. For the following experiments the optical pump is
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actually a continuous or quasi-continuous beam that excites an integrated popula-
tion in the GaAs sample. Since the population decay time (measured with coherent
and pulsed excitation) is approximately 100 ps, the exciton population at any time
has been excited by the integrated light absorbed in the 100 ps before that time.
We probe the exciton population with a coherent pulse and measure the differential
absorption of the probe pulse with the pump on and off. By amplitude modulating
the pump beam with a high speed optical chopper, we measure the differential non-
linear signal with a high signal-to-noise ratio (SNR). We heterodyne the nonlinear
signal with a LO and scan the LO over the signal in time with phase sensitivity,
as described in Chapter II. We Fourier transform this signal to acquire a spectrum
of the nonlinear signal. The spectrum is sensitive to many-body interactions [8].
We expect a many-body interaction signal to be most sensitive to the differences in
the range and phase of exciton-exciton interactions. There are two aspects of the
theoretical prediction that we expect to affect the many-body configuration. First,
no significant polarization should be created in the excitation with thermal light.
The polarization introduces many-body interaction terms that theory predicts would
not be present for thermal excitation, and therefore would not affect the differential
absorption spectrum. Second, the population is all created at the low-momentum
states. If low-momentum phase-space becomes filled, we expect stronger long-range
interactions since low-momentum states are less localized. This stronger interaction
would lead to increased dephasing or shifting of the transient exciton absorption
peak. Though these two effects may be somewhat compensating, spectrally resolving
the transient-absorption signal maximally sensitive to the excitation created by the
pump. We therefore use spectrally-resolved differential-absorption spectroscopy to
test whether excitation by a thermal light source does in fact create excitons with
enhanced long-range interactions with creating a polarization.
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4.6 Attempt at Using a Laser Diode below Threshold as a Thermal
Source
We began by attempting to excite a nonlinear response with amplified stimulated
emission (ASE) from an ECDL pumped below threshold. The ECDL is a diode laser
with an anti-reflection coating on the front surface and feedback provided by an optical
grating mounted approximately 1 cm from the diode in the Littrow configuration. The
external cavity allows a large range of wavelength tuning and significantly narrows
the laser linewidth when the grating is aligned to feedback into the lasing mode.
It had been demonstrated by Georgios Roumpos that triggered pumping of a
laser diode led to high shot-to-shot intensity fluctuations of the output leading to
𝑔(2) measurements of 2 even for relatively high peak powers [71]. Though we used
this source in a pump-probe type measurement to measure a nonlinear response of
GaAs, we could not trust these measurements. First, we were unable to generate a
comparable pulsed coherent source with a 𝑔(2) of 1. Though we could generate a pulse
output with a narrow lasing spectrum, the shot-to-shot fluctuations of the amplifier
inhibited our measurement of a light source with the statistics of a laser. Second, it
was difficult to know that the intensity fluctuations of the “thermal” source could be
attributed to quantum fluctuations and not classical noise introduced by the pulsed
amplifier. For instance the optical spectra indicated simultaneous excitation of many
spectral modes that could have resulted from sweeping a lasing spectrum across some
range of the bandwidth.
We next used a direct current excitation of the external cavity laser diode to
generate the excitation source. G. Roumpos had demonstrated by measurement of 𝑔(2)
that when pumped above threshold, the emission was indeed coherent. Near threshold
he also managed to demonstrate a noisier state having a 𝑔(2) = 1.7 [71]. Unfortunately
this noisier state was very weak and unable to excite a nonlinear response. However,
we did manage to significantly misalign the grating in such a way as to not provide
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sufficient feedback to the laser diode for it to lase at the pump thresholds G. Roumpos
measured. With this configuration we measured 𝑔(2) = 1.9 and had sufficient power
to excite some nonlinearity in GaAs.
In order to compare the ASE result with coherent lasing, we needed some way of
comparing the spectra and ensuring identical spatial modes. To excite the sample with
similar spectra that overlapped the exciton we needed a narrow-bandwidth (< 1 nm)
spectral filter. Using a spectral filter based on a grating would lead to significant loss
of light. A filter based on prisms would not have sufficient resolution since prisms are
typically not sufficiently dispersive. We thus built a homemade tunable Fabry-Perot
filter that transmitted all of the ASE resonant with the exciton. Shown in Fig. 4.2,
the filter was made with two partial reflectors each having a reflectivity of 70%. This
provided a finesse of 8.8, which corresponds to the ratio of the cavity linewidth and
the free spectral range. The spacing between the reflector was set by an 80 micron
thick plastic ring so that the free spectral range of the cavity was approximately 2
THz, or 8 meV. All of this was mounted in a 1 inch lens tube with a retaining ring
designed with three set screws pressing on the front partial reflector to control the
spacing between the mirrors. This could be used to tune the filter wavelength and
ensure the surfaces were parallel.
Figure 4.2: Fabry-Perot filter made with two partial reflectors each having a reflectiv-
ity of 70% and an 80 micron thick plastic spacer all mounted in a 1 inch lens tube. A
large retaining ring is designed with three set screws to fine tune the mirror spacing
of the partial reflectors.
We ensured that the sources had similar spatial modes by spatial mode filtering
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the beams. A spatial mode lter is made with a short focal length lens and pinhole
at the focus having a diameter equal to the diraction limited spot size calculated for
the incoming beam size and lens focal length. Here we used an objective having an
eective focal length of 1 cm and a 20mm pinhole. For a 1 mm input beam diameter,
the airy disc diameter at the focus is 20 mm, and so this would be an appropriate
pinhole size.
After all this we were able to measure a nonlinear response by pump-probe for
both light sources, but the results remained inconclusive. It was fairly apparent that
the quasi-thermal light was not exciting a significantly greater exciton population
density, but we could not definitively say the responses were identical either.
4.7 Excitation with a Superluminescent Diode
Motivated by ambiguous results and the enhancement of 𝑔(2) in a laser diode by an
intentionally misaligned external cavity, we purchased a new thermal source. The new
light source, produced by Superlum, is a superluminescent diode emitting almost 20
mW of ASE with 20 nm bandwidth out of a single-mode fiber. The spectrum emitted
from the diode is a smooth Gaussian with no spectral spikes that would indicate
partial lasing. These diodes are made by anti-reflection coating the front facet of the
diode and cutting the back facet at an angle so as to prevent any feedback to the
emission region. The fiber coupled output replaced the spatial mode filter. Also, we
actually had an excess of optical power and were able to to filter the spectrum with
a grating based spectral filter, which is more stable than the homemade Fabry-Perot
filter.
An ECDL is optimized to have maximum coherence and also coupled into a single-
mode fiber so that exchanging light sources is easy, and we can ensure that the single-
spatial modes of the two sources are identical. In Fig. 4.3 we plot both the thermal
and coherent spectra overlaying the probe transmission spectrum. The transmitted
63
probe spectrum is spectrally filtered above 1549 meV to not excite the light-hole
exciton or heavy-hole continuum states. The absorption dip in the spectrum is the
result of absorption by the heavy-hole exciton at 1547 meV and weak absorption by
the biexciton is measured at 1545 meV. The coherent and thermal light sources are
tuned to the heavy-hole 1s exciton resonance wavelength at low excitation density and
spectrally filtered to match the exciton. The coherent source of course has a much
narrower linewidth than the exciton, and its measured linewidth here is actually
spectrometer resolution limited. Still, both excitation sources are narrow enough to
assume they are nearly equally absorbed by the exciton. As the exciton blueshifts
with increased excitation density the light sources will no longer be resonant with
the exciton. Their spectra are similar enough that we expect comparable absorption
both light sources at high densities, excepting effects resulting from their quantum
statistics.
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Figure 4.3: Gray shaded region is the probe transmission spectrum. The absorption
dip at 1547 meV corresponds to the 1s exciton of GaAs. The shaded red region is the
spectrum of the thermal excitation source and the shaded blue region in the spectrum
of a coherent excitation source having the same total power.
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4.8 Results
We compare the nonlinear signals resulting from excitation by light having coher-
ent and thermal statistics and a pulsed probe sampling the excitation. We plot the
real part of the signal, as opposed to the absolute value, because the signal phase is
a strong indicator of the types of many-body interactions occurring in the sample.
In measurements of the real part of a nonlinear signal, positive values correspond
to excited state absorption, and negative value correspond to excited state emission.
Absorptive lineshapes, characterized by negative valued wings, are an indicator of
excitation induced dephasing and Pauli blocking. Dispersive lineshapes, resembling
the derivative of a Lorentzian, are an indicator of excitation induced shift [73].
In Fig. 4.4 we compare nonlinear spectra excited with 80 mW pump beams having
coherent and thermal statistics. Since both light sources are coupled into the same
single mode, they are focused to identical 700 nm spots. We show that there is
no significant difference in the many-body interactions manifest in the two exciton
populations. We calculate that the photon density for this measurement in a 100 ps
window, corresponding to the population buildup time for the QW exciton, is roughly
6 × 1012 photons/cm2. We measure nonlinear spectra for three times higher photon
densities, which nearly saturates the exciton. We also measure nonlinear spectra at
very low excitation densities. We find no differences in the excitation induced shifts
or dephasing between the two light sources for the entire range of excitation densities.
This is fairly strong evidence that the exciton population distribution generating by
these two sources is the same.
The measurement of both low and high temperatures arose from an interest in
matching the homogeneous linewidth of the exciton to the thermal response. At 7 K,
the homogeneous linewidth is approximately 0.1 meV, measured with multidimen-
sional coherent spectroscopy [41]. At 65 K the linewidth is around 0.7 meV, which
is broader than both the thermal and coherent linewidths. Though we see that the
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Figure 4.4: Real part of spectrally resolved nonlinear signal. Here we compare non-
linear signals resulting from thermal (red) and coherent (blue) excitation. We show
minimal difference in the induced signal for both low (left) and high (right) temper-
atures.
linewidths are broader at 65 K, we do not see any significant different between the
light sources.
The likeness of the differential absorption excited by thermal and coherent light
sources is almost surprising. Besides the technical changes of ensuring the beam are
spectrally, temporally, and spatially effectively identical, there is a nontrivial expla-
nation for why the statistical fluctuations of the thermal source do not affect the
nonlinear response. For excitation by a single mode of each light source there is
the difference discussed earlier wherein a light source with high fluctuations samples
higher orders of nonlinearity. By using a low noise source to measure the full non-
linear response all the way to saturating the response, we can actually project that
measurement onto a state with quantum fluctuations [19, 66]. Projecting the coherent
response, 𝑅coh, onto that of a thermal state, 𝑅th, we find
𝑅th(𝐼th) =
∞∫︀
0
𝑑𝐼coh𝑒
−𝐼coh/𝐼th𝑅coh𝐼coh
∞∫︀
0
𝑑𝐼coh𝑒−𝐼coh/𝐼th
, (4.5)
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where 𝐼coh is the measured intensity of the coherent light used for the projection
and 𝐼th is the intensity of the thermal light for which the response is calculated. To
accurately determine the projected quantities, we measure the nonlinear response up
to very high excitation densities with the coherent light source, plotted in Fig. 4.5.
In order to minimize noise on the projection we fit this with a curve that depends
linearly on power and saturates, and we use the fitted curve as 𝐼coh in Eqn. 4.5. At
low powers this nonlinear signal should be dominated by the third order response,
which scales linearly with pump power here. So we fit the coherent excitation in
Fig. 4.5 with the function 𝑓(𝑃 ) = 𝑎𝑃
1+𝑎𝑃/𝑏
, where 𝑎 is proportional to 𝜒(3) and 𝑏 is the
saturation amplitude.
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Figure 4.5: Fit of nonlinear response with coherent excitation up to very high excita-
tion. Saturating the response and fitting the response both serve to minimizes error
in projecting the coherent response onto a thermal one.
In Fig. 4.6 we compare the time integrated nonlinear signals resulting from thermal
and coherent excitation. We also compare these to the projected thermal response
for a single-mode thermal state. We find that through careful experimental practice,
the response of GaAs to these two sources is nearly identical for low and high tem-
peratures. The deviation of the thermal response from the projected response results
from sample integration over many temporal modes of the thermal light. The coher-
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ence time of the thermal source is around 1 ps, due to the bandwidth of the spectral
filter. This is the time scale on which high intensity fluctuations occur and 𝑔(2) = 2.
The nonlinear signal results from exciton population created over ∼100 ps, which
corresponds to integrating over 100 temporal modes of the thermal light source. The
exciton population thus averages the high intensity fluctuations of the thermal source
so that the nonlinear response is that of a light source with low intensity fluctuations.
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Figure 4.6: Time-integrated nonlinear response as a function of pump power for a
thermal excitation source (red and maroon represent two separate measurements)
and a coherent excitation source (blue). These are also compared to a projected
thermal response (black line) calculated using the measured coherent response. These
measurements are shown for low temperature (left) and high temperature (right).
4.9 Conclusions and Outlook
We have demonstrated a nonlinear response induced by thermal light emission col-
lected from a superluminescent semiconductor diode. At the beginning of this chapter
we listed two reasons a nonlinear response to thermal light could differ from coherent
light, and we measured no difference. 1) The straightforward response, that a source
with high intensity fluctuations should sample a wider range of nonlinear response for
the same average power constant source, was not adequately tested. Demonstrating
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this with a true quantum statistical source requires that the nonlinear response be
induced by a single mode of the source. Since we excited a nonlinear response with
multiple temporal modes, we could not test this hypothesis. However, its effect can
be known by projection, which has been used here and elsewhere [19]. 2) The pre-
diction that thermal light should prevent polarization-to-population conversion has
been tested and we have demonstrated that this predicted effect is not significant for
light having a coherence time greater than the exciton. There are a few distinctions
between the numerical calculations and the experimental test, but these distinctions
result from components of the theory that are very difficult to realize experimentally.
Here we list a few possible explanations of the discrepancy that may be applied to
the existing theory to find agreement. First, thermal light filtered by the exciton is
still coherent to first order for the macroscopic polarization timescale, corresponding
to roughly 1 ps. So some first order polarization is still created on short time scales,
though the polarization is not built up over long time scales. Second, impulsive non-
linear excitation with a thermal light source is not currently feasible experimentally,
but this could lead to significantly different results. Third, it is possible that exciton
localization leads to low spatial coherence and dominates the effect of the enhanced
long-range exciton interaction predicted by theory. However, this seems unlikely since
localization length scales are typically on the order of 100 nm, which is quite large
compared to the exciton Bohr radius and the values plotted in Fig. 4.1d. Lastly, it is
possible that averaging over coherence times degrades this effect as well, but this too
seems unrelated to the proposed theoretical explanation of the effect.
Moving forward, we see a couple more tests to do. First, it would be interesting to
repeat this experiment with thermal light having a short coherence time. The diffi-
culty is that comparison to a coherent source would then require the coherent source
have a broad bandwidth as well, which would lead to the comparison difficulties R.
P. Smith encountered in his studies [18]. The closest way to make them comparable
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would be to compare the broadband thermal response to that of a very high repeti-
tion rate coherent laser. Microresonator-based lasers have been demonstrated with
repetition rates between 10 and 1000 GHz [74]. Any repetition rate in this range
would correspond to multiple pulses within the integration time of the exciton pop-
ulation. Therefore lasers with such high repetition rates would be strong candidates
for a comparable coherent source.
As another test, it would be interesting to measure a nonlinear response with a
single mode of thermal light that differs from that of coherent light. Since the power
of a superluminescent diode is very high, it should be possible to measure such an
effect in a system with a response time that is on the order of the thermal coherence
time or faster. One test we propose would be to measure integrated second harmonic
generation of the two pump sources. These could either be focused tightly into a non-
linear crystal or mixed with a coherent pump pulse. In either case one would expect
an enhanced nonlinear response from the thermal source as compared to the coher-
ent source due to the high intensity fluctuations. A second test would be to do the
same pump-probe experiment presented here on monolayer molybdenum diselenide.
As we demonstrate in Chapter VII, the majority of the exciton population in this
material decays within 1 ps due the minimal scattering to high-𝑘 states. Therefore
the response time is on the order of the coherence time of the thermal light we have
generated here. The nonlinear response of these samples is also very strong due to
the enhanced Coulomb interactions resulting from the decreased Coulomb screened
by the monolayer. Since we could excite a substantial population with thermal light
in a short window of time, the system is a good candidate for revealing differences in
the nonlinear response between coherent and thermal light.
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CHAPTER V
Optical Tweezing of Excitons
5.1 Introduction
Optical trapping is a powerful tool with applications ranging from cell manip-
ulation to atomic Bose-Einstein condensation [75, 76, 77]. A class of these traps,
generally known as optical tweezers [78], exploits the optical density gradient of a
single focused laser beam to exert a force on angstrom- to micron-sized dielectric
particles in a medium with a low polarizability [79]. If instead the medium were a
macroscopic dielectric, trapping particles would require that the particles be more po-
larizable than the medium. Application of optical tweezing to quasiparticles in a solid
medium thus requires that the quasiparticles’ polarizabilities be relatively larger than
the solid in which the quasiparticles exist. We will focus on quasiparticle excitons, a
bound pair of a conduction-band electron and a valence-band hole (electron vacancy).
Here we report measurement of a possible optical gradient force on excitons in semi-
conductor quantum wells that is greatly enhanced by many-body effects. Specifically,
we measure the ultrafast spatial evolution of a small (0.7 micron) excitation spot. For
a few picoseconds after resonant excitation, we find the excition spot decreases before
increasing by diffusion. We present several possible models for this phenomenon as
we work with theorists to determine the most likely source of the effect. This work
helps identify the most important terms for dealing with inhomogeneous optical fields
71
in semiconductors, expands the eld of optical trapping, and introduces the prospect
of trapping direct excitons in quantum wells.
Many quasiparticle traps have been created in semiconductors, but thus far none
have been developed that is a corollary to the optical gradient traps typically applied
to atoms. Since the rst electron-hole liquid was conned using a strain-induced trap
[80], exciton connement has been implemented using strain-induced traps [81, 82],
magnetic traps [83], and electrostatic traps [84, 85]. Laser-induced traps have also
been implemented [86], though the trap potential was created by exciton repulsion.
The use of the optical gradient that exists at a tight laser focus to trap and
manipulate excitons has been proposed [87, 88, 89], but such a force has yet to be
experimentally veried. The proposal of transversal light forces in semiconductors
included the revelation that a far-o resonance trap in a semiconductor will actually
repel an electron-hole plasma [87]. This means that a small force would look similar
to diusion or exciton repulsion. Our theory is consistent with this repulsive force
for detuned light, though we have experimentally measured an attractive force on
excitons for light that is resonant with the excitonic resonance of the medium. We
describe this attractive force using many-body eects.
5.2 Experimental Methods
We have developed an experiment to measure the spatiotemporal dynamics of
an exciton population in a sample containing 10 uncoupled gallium arsenide (GaAs)
quantum wells (QWs) excited by a spatially small (∼0.7 mm) resonant pump pulse.
We achieve such a spot size using a 100x long-working distance microscope objective
with a numerical aperture (NA) of 0.5 to focus collinear pump and probe beams onto
the QW sample. To measure the size of the excitation spot, we scan the excitation
spot across the probe spot by varying the angle at which the pump beam enters the
objective, shown in Fig. 5.1. The probe pulse responds to the magnitude of the pump
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excitation as a function of the relative spatial positions of the pump and probe. To
prevent clipping the pump at the entrance of the objective while scanning the entrance
angle, a steering mirror is imaged on the objective. The steering mirror is mounted on
a pivot edge with a piezoelectric actuator glued to one side of the mirror. The design
uses a piezoelectric actuator with a scan range of 20mm and provides an angular
range of about 3 mrad, which is enough to spatially scan the pump vertically over
a range that is about ten times larger than the probe spot. By imaging the focus
of the transmitted beams on a CCD with a magnification of 250, we can accurately
determine the relative positions of the pump and probe beams at the focus. Temporal
resolution is obtained by scanning the delay of the ultrafast pump pulse with respect
to the probe pulse using a translation stage in the pump beam’s path.
Probe
Pump 100x 
obj.
LO
CCD
Sample
Figure 5.1: A simplified schematic of the spatial scanning portion of the experimental
setup. A steering mirror in the pump path is imaged on the entrance of the first
microscope objective to scan the angle of entry of the pump beam without changing
the position the beam enters the back of the objective. This serves to scan the
position of the pump beam’s focus without clipping the beam or changing it’s 𝑘-
vector at the focus. The pump and probe beams are focused to ∼0.7 mm spots using
a microscope objectives with a NA of 0.5. Relative beam positions are recorded for
each measurement by imaging the spots on a CCD camera after the sample. The
transient absorption signal is measured by heterodyne detection using a LO pulse as
described in Chapter II.
Co-circularly and co-linearly polarized pump and probe beams have been com-
pared with identical results between the two. All data plotted here are measured
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with linearly polarized light to maintain uniformity. The spectra of both the pump
and probe pulses are centered on the heavy-hole exciton and spectrally shaped to not
excite the light-hole exciton. After shaping, the spectra have a 16 meV bandwidth
that correspond to a bandwidth-limited 120 fs duration.
We measure the probe by interfering it with an intense local oscillator (LO) pulse
that does not pass through the sample. The interference signal is isolated from the
DC signal by indepently shifting the LO and probe beam frequencies using acousto-
optic modulators (AOMs), as described in Chapter II. The LO is frequency shifted
by +80 MHz and the probe is shifted with +80.09 MHz, so a beat note between the
two at 90 kHz is measured when the two beams interfere temporally on a photodiode.
In this way we use the LO to temporally gate the measurement of the transmitted
probe as shown in Figure 5.2.
The purpose of the pump beam is to create an excitation spot whose population
will affect the sample’s absorption of the probe. We heterodyne detect a transient
absorption signal almost exactly as described in Chapter II, except we amplitude
modulate the pump beam with a sinusoid instead of a square wave. Sinusoidal mod-
ulation is sufficient for exciting nonlinear signals up to third order. Though it is not
essential here, care should be taken for quantitatively describing signals with higher
orders of nonlinearity [8]. To generate sinusoidal amplitude modulation, we use a
single AOM driven with two frequencies: -76.92 MHz and -77.08 MHz, where we use
the -1st diffraction order to isolate negatively shifted frequencies. We have chosen
these frequencies to minimize any unintended interference and noise between signals.
The two frequencies beat to give a sinusoidal amplitude modulation of the pump at
160 kHz. The nonlinear signal, which we will call the interaction signal, is measured
using a lock-in amplifier referenced at the difference frequency between the AOM-
based amplitude modulation and the probe-LO beat note (160 kHz - 90 kHz = 70
kHz).
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Using a pump that is significantly more intense than the probe leads to a domi-
nance of local-field effects in the interaction signal that confuses the spatial dynamics.
This is discussed in more depth in the Local-Field Effects section of this chapter. To
minimize local-field effects relative to actual population dynamics we optimize the
relative field strengths for measuring in the 𝜒(3) regime, where the pump field acts
twice to create a population and probe field acts once. Therefore the strength of the
pump field (at the maximum amplitude) is set to be twice the probe field strength.
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Figure 5.2: The LO is used to make a gated measurement of the probe. When the
LO is scanned over the probe, we can temporally distinguish the pulse and emitted
coherence. Since the emitted coherence is resonant with the exciton, the greatest
nonlinear signal can be measured at the peak of the coherence. The probe-LO delay
is therefore typically fixed such that the LO amplifies only this coherence. The figure
shows the probe signal when the pump is off (red) and on (black). The interaction
signal is proportional to the difference between these signals.
5.3 Analysis
The CCD on which the focus spot is imaged takes an image of the pump and probe
at every steering mirror position, as shown in Figure 5.3. We accurately determine
each spot position by taking a weighted mean of all pixels above a set threshold. The
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Figure 5.3: Images of pump and probe spots on the sample with a magnification of
250. (a) Image of the probe, repeated for every position but unmoved throughout
each scan. (b)-(d) First, middle, and last images of the pump for a scan of the pump
position. 75 positions between are used for each determination of the spot size. (e)
Interaction signal plotted as a function of position found using images and relative
temporal delay between pump and probe.
absolute difference between the pump and probe positions is then used as the position
value in the plots below, and the sign of the position shows whether the pump was
spatially above or below the probe.
We measure the interaction signal as a function of the pump position found above
and of the pump delay. An example plot of this data is shown in Fig. 5.3 (e). We
determine the width of the excitation spot at each pump delay by calculating the
second moment of the spatial scan at that delay. We calculate the second moment 𝜎
using:
𝜎(𝑇 )2 =
∫︀
𝑟2 𝑆(𝑟, 𝑇 )𝑑𝑟
𝑆(𝑟, 𝑇 )𝑑𝑟
, (5.1)
where r is the measured separation between the probe and pump, and 𝑆(𝑟, 𝑇 ) is the
interaction signal as a function of the position and relate delay 𝑇 . For a Gaussian
curve, the second moment 𝜎 will be equal to the Gaussian width. This procedure has
the advantage of not assuming any form of the curve. This is particularly important
for highly nonlinear signals where the spatial response to a Gaussian will not be
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Gaussian. There are two small artifacts that result from performing a nite integral
over the data. First, the width will be underestimated since the full data tails are not
considered. Second, this calculation will damp width dynamics. For instance if the
width broadens, more signal will be in the tails, and this signal will not be measured.
The calculation will still measure an increased second moment, but it will not be as
signicant. The same is true for spot-size decreases.
5.4 Results
Following excitation by the 120 fs pump pulse, we observe a transient decrease
in the size of the excitation spot that persists for 2 to 3 ps. After this time, exciton
diffusion dominates, and the spot size increases as expected. We find that the mag-
nitude of the spot-size decrease increases with excitation density, plotted in Fig. 5.4,
and that the decrease does not occur for larger initial spot sizes. We measure the
signal dependence on excitation pulse energy density from 130 to 980 nJ/cm2.
The finding that the spot size initially decreases is surprising. It is typically suf-
ficient to calculate local semiconductor responses using homogeneous semiconductor
Bloch equations. The center of the distribution is at a higher excitation density than
the tails. We would therefore expect that the center of the distribution would decay
faster than the tails, which would only cause the excitation spot to grow with time.
However, this intuition is not sufficient to convince ourselves that the result is sur-
prising. If the homogeneous semiconductor Bloch equations are sufficient to explain
these spatial dynamics, the same experiment with a larger spot size will yield the
same results. For this test it is essential to excite the sample with the same optical
density, corresponding to increasing the beam power by the square of the spot size
increase.
In Fig. 5.5 we pump the sample with a beam that is roughly 2 mm, which is almost
three time larger than the 0.7 mm spot used in previous measurements. The beam
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Figure 5.4: Excitation density dependence of tweezing for excitation pulse energies in
units of nJ/cm2: (a) 980, (b) 670, (c) 540, and (d) 270. We find that the magnitude
of the spot size decrease increases with excitation. The subsequent spot size growth
in each data set is due to the expected diffusion of excitons. The error bars indicate
standard deviation for each point.
power corresponds to an excitation pulse energy density of 600 nJ/cm2. First, we see
the linear rate of diffusion is much lower for the large excitation. The linear rate of
diffusion is actually nearly a factor of three lower. Since diffusion leads to a constant
increase in the spot size area with time, the rate of increase of the spot radius scales
inversely with the spot radius. The diffusion effect therefore obviously depends on the
spot size, and we are sensitive to that change with this experiment. Within the error
bars, we also measure no significant spot-size decrease at low pump delays. Therefore
this effect also depends on spot size and cannot be explained just by considering local
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responses to the inhomogeneous excitation.
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Figure 5.5: In contrast with effects measured using a diffraction-limited spot, a large
spot size does not induce any tweezing effects. We use a 20x microscope objective with
a NA of 0.4 to create a ∼2 mm spot. Pumping the sample with the same excitation
density as we did for the small-spot measurement does not induce a spot size decrease
at low times. The linear rate of diffusion also decreases, as expected.
Given its timescale, where the peak of the induced polarization occurs at the same
delay time as the peak in the derivative of the spot size, we are inclined to attribute
the initial spot-size decrease to a gradient force applied by the radiating macroscopic
polarization on the sample excitation. This is counter-intuitive because the polariz-
ability of non-interacting particles on resonance is zero. Classical tweezing is applied
to particles with positive polarizabilities relative to the medium in which they exist,
and so the tweezing light must be red detuned from the resonance. Tweezing an
excitation, however, is not so simple. In the following section we present a few possi-
ble explanations for the spot-size dependent effect we measure in resonantly excited
GaAs QWs.
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5.5 Simplest Theories that Explain the Result
These models have a dependence on the spot being small because either they
1) depend on the gradient of a the field/polarization or 2) result from wave packet
evolution dictated by the uncertainty relation.
The first two sections below, the semiclassical model and excitation-induced shift
(EIS) model, are both theories that actually correspond to optical tweezing of exci-
tons. Though presented as separate theories, they are really two sides of the same
coin. The third model is based on a set of terms in the inhomogeneous semiconductor
Bloch equations that our theory collaborators identified as relevant.
5.5.1 Semi-classical model
This model basically relates what kind of exciton dipole would be required to
measure the spot size decrease that we measure if it results from the radiated macro-
scopic polarization optically tweezing a dipole. The model considers a force that is
proportional to the induced polarization and includes particle diffusion. It is a very
simple model to motivate a microscopic explanation.
Tweezing or trapping forces, originally proposed by [90], can move neutral particles
in a light field with a nonuniform transverse profile. The most common realization of
the force is at the focus of a Gaussian beam where the electric field gradient forces
neutral particles radially inward. The application of the traversal force to trapping
and moving particles is called optical tweezing. The regime in which particles are
much smaller than the wavelength of light is known as the Rayleigh regime. Here the
transversal force is given by 𝐹 = (𝑝 · ∇⃗)?⃗?, a detailed calculation of which is presented
in the Calculations section of this chapter. The force scales linearly with the tweezed
particle’s dipole moment (𝑝), the inverse square of the spot size, and the square root
of the beam power.
We estimate the tweezing field (?⃗?) by measuring the 3rd order polarization, shown
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in the inset of Fig. 5.6. We measure the spot size, and use literature values for the
effective exciton mass [91]. The fit in Fig. 5.6 uses iterative calculations of the position
of a polarizable medium with polarizability 𝛼 that is accelerated by 𝐴(𝑇 ) ∝ 𝐸(𝑇 ):
𝑟𝑖+1 = 𝑟𝑖 +
(︂
𝐷
2𝑟𝑖
+ 𝑣𝑖
)︂
∆𝑇,
𝑣𝑖+1 = 𝑣𝑖 + (𝛼𝐴(𝑇 )− 𝛾𝐷𝑣𝑖) ∆𝑇,
(5.2)
where 𝑟0 is the initial spot size from the data, 𝐷 is the diffusion constant that is well
constrained by the data, 𝛾𝐷 is the damping constant accounting for scattering that
opposes exciton motion, and ∆𝑇 is a time step along the pump delay 𝑇 . Using this
model we get a remarkable fit to the data.
Figure 5.6: Simplified tweezing model relates that the polarization drives the
excitation-spot size decrease. We measure the electric field radiated by the polar-
ization, plotted in the inset. Using this field as the source of tweezing (along with a
motion damping coefficient to which the model is very robust, and a well constrained
diffusivity) we numerically model the spatial dynamics of the excitation for each mea-
sured excitation density. Here we plot one of the data sets and fitted model with a
damping coefficient of 4 ps−1. Representative error bars indicating standard deviation
are shown.
The fit agrees well with the data for all intensities. We find the fits are fairly
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robust for a damping constant in the range of 2 to 6 ps−1. This means that the
magnitude of the tweezing force applied to a dipole is not very well constrained by
the model, but we can estimate that the peak force on an exciton for the 670 nJ/cm2
would have to be roughly 1 fN to account for the spot-size decrease that we measure.
To determine the exciton dipole necessary for this force, we plug in the peak electric
field strength that we calculate using the excitation beam power and other measured
quantities, described in the Calculation section of this chapter. We find an electric
dipole 𝑝 ∼ 70 debyes, which corresponds to 𝑝/𝑒 ∼ 1.5 nm. This value is greater than
the dipole moment of an electron-hole pair without considering Coulomb interactions,
but it indicates that measuring a gradient force on excitons would not be entirely
unreasonable.
There is also significant precedent to use a Coulomb-enhanced dipole moment to
calculate the properties of excitons in semiconductors [50, 92, 93]. Since quasiparti-
cles in crystals are delocalized, excitons are considered collective excitations of many
electron-hole pairs. This can significantly enhance the dipole moment of a coherently
created exciton, and so we are motivated to consider Coulomb interactions between
electron-hole pairs in order to describe a possible tweezing effect. The Coulomb en-
hancement of the Rabi energy is generally considered to be about a factor of 2 beyond
that of a single electron-hole pair [92]. If we consider the enhanced dipole, we must
consider effects on the coherently created polarization, and so the orientation of the
dipole is determined by the excitation field. Confirmation of the effects described
here requires a more rigorous treatment and most likely support from a microscopic
theoretical treatment.
5.5.2 Excitation-Induced Shift Model
We propose a physical model, illustrated in Fig. 5.7, that relates how the sus-
ceptibility of the tweezed material must differ from the background susceptibility.
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Here we relate the susceptibility of the excitation (the tweezed material) directly
to the nonlinear susceptibility. This is justified by considering that the linear sus-
ceptibility changes with sample excitation, so we say the linear susceptibility of
the excitation is the difference in total susceptibility with and without excitation:
𝜒(excited GaAs QW)−𝜒(GaAs QW) = 𝜒(excitation). This quantity is really equiv-
alent to the nonlinear susceptibility. Typically the nonlinear response of semiconduc-
tors is dominated by many-body effects [7]. Typically phenomenological many-body
terms are excitation induced broadening and blue shifting of the exciton resonance,
called excitation-induced dephasing (EID) and excitation-induced shift (EIS), respec-
tively. If we determine the excitation susceptibility for a sample whose nonlinear
response is dominated by EIS, we find an excitation susceptibility that should be
tweezed by the radiated polarization.
In contrast to previously explored gradient forces in semiconductors [87, 88], this
model does not involve direct tweezing of electron-hole pairs. It arises from consider-
ing the role of many-body effects on the linear susceptibility.
5.5.3 Confined wave function model
One final theory relates the source of the tweezing effect to the uncertainty prin-
ciple. Though this would typically lead to a spot-size increase, some non-Gaussian
distributions actually evolve to have a narrower spot size. We can very directly relate
this possible source of spot-size decrease to the evolution of a flat-top beam in optics.
As a flat-top beam propagates it will first evolve into a narrower Gaussian beam and
then into a wider Gaussian. The same is true for any super-Gaussian. Thus the
“tweezing” result could be due to the creation of a super-Gaussian excitation, result-
ing from saturating the sample at the distribution peak, that evolves into a narrower
Gaussian shape.
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Figure 5.7: The real part of the electric susceptibility (𝜒′) of particles in a medium
must be greater than that of the medium for tweezing to occur. In a, we plot (solid
blue line) the 𝜒′ of an unexcited resonance centered at 0. After excitation by a pump
pulse the polarizability is saturated to a small degree (dashed red line). The difference
(green shaded region) is the 𝜒′ of the excitation. In b we show the product of the
tweezing field (E) and the polarization density (P) of the excitation calculated using
𝜒′ above. This integrates to zero, and so one would not expect tweezing for this
resonant case. In c we plot the same curves as a, but we also consider the excitation-
induced blue-shift of the energy (EIS). In d we show that the huge enhancement of
the excitation 𝜒′ by EIS leads to a large tweezing force that would not be possible
without the many-body EIS effect.
5.6 Local-Field Effects
There are a number of considerations that we have made to justify our inter-
pretation of the experimental results. In particular we have explored higher-order
nonlinear effects and are careful to minimize their effect on our measurement of the
spatiotemporal dynamics of the exciton population.
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We would like for a probe measurement such as this to only be sensitive to the
population created by the pump, but this is not the case. The collinearity of the
pump and probe means that any four-wave mixing (FWM) signal between the pump
and probe will go in the same direction as the probe. It important to realize that the
amplitude modulated pump beam can be equivalently described by two electric fields
that have been frequency shifted by the two driving frequencies. For low temporal
delays between the pump and probe, we must therefore consider signals resulting
from alternative pulse ordering. In the perturbative description of nonlinear optics
[94], the frequency at which we are measuring makes it possible to measure any FWM
signal emitted when the pump acts twice (pump and conjugate), and the probe acts
once.
In Fig. 5.8 we plot response and spot-size dynamics measured for excitation of the
heterodyne detected transient absorption signal using a pump power that is about
ten times greater than the probe power. We measure spurious effects on ps timescales
that we describe below as resulting from local-field effects. We also demonstrate that
these spurious effects depend on the delay between LO and the probe. We therefore
have a way to check whether or not the experiment with any given set of parameters
is sensitive to these spurious effects, and so we definitely demonstrate that the spatial
dynamics described above are not due to this local-field effect.
To explain the effects in Fig. 5.8, we look at the temporal spacing of the signal
amplitude peaks and relate those to the probe-LO delay. We find that all the am-
plitude peaks are spaced by a factor of 1.1 ps. We can see from Figure 5.2 that the
coherence emitted by this system after a pulsed excitation peaks at 1 ps. For a very
strong pump pulse, we can actually expect the peak of the polarization induced by
the pump to be comparably to the peak of the probe pulse. There could therefore be
measurable signals resulting from population creation by the pump and probe pulse,
and the pump polarization probing that population. The data all support that the
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(a) (b)
(c) (d)
Figure 5.8: Interaction signal as a function of spatial position and pump-probe delay
for a pump power ∼ 10× the probe power. Measurement artifacts obscure the signal
of interest. (a), (b) Interaction signal amplitude and corresponding width for a probe-
LO delay of 1.0 ps. (c), (d) Signal amplitude and corresponding width for a probe-LO
delay of 1.9 ps.
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sharp peaks are due to the pump coherence acting as a probe, which is one type of
local-field effect.
Width dynamics seem strongly correlated to the amplitude fluctuations. In Fig. 5.8
the amplitude peaks almost always correspond to local minima in the width. This
can be understood by considering the series of pulses that generate populations giv-
ing rise two different signals we seem to measure. 1. The intense pump saturates
the exciton population more at the spatial center of the pulse, thereby broadening
the excitation spot. 2. The population created by the pump acting only once and
probe is not as saturated at the center. The latter, which corresponds to the pump
coherence functioning as a probe, therefore has a measurably narrower width.
In order to isolate the desired probe signal, it is necessary to suppress the mea-
surement of local-field effects. This is accomplished by optimizing the field strengths
for measurement of a 𝜒(3) signal, and setting all interacting fields equal. Since the
pump acts twice, 𝐸pump = 2𝐸probe. This means that the contribution of the pump
coherence to the measured probe signal should be at least an order of magnitude
smaller than the desired signal when the LO is fixed at the peak of the probe coher-
ence. Additionally, experiments are all performed with the LO-probe delay set on a
few different points to ensure that interesting effects are independent of this delay.
5.7 Calculations
Here we present calculation used for the tweezing model described above. The
force on a dipole (𝑝) in an electric field with a time dependence, a Gaussian profile,
and amplitude 𝐸𝑜 is given by:
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𝐹 = (𝑝 · ∇⃗)?⃗? + 𝑑𝑝
𝑑𝑡
×𝐵
= 𝛼[(?⃗? · ∇⃗)?⃗? + 𝑑?⃗?
𝑑𝑡
×𝐵]
= 𝛼[−1
2
∇⃗𝐸2 − ?⃗? × (∇⃗ × ?⃗?) + 𝑑?⃗?
𝑑𝑡
×𝐵]
= 𝛼[−1
2
∇⃗𝐸2 − ?⃗? × (−𝑑?⃗?
𝑑𝑡
) +
𝑑?⃗?
𝑑𝑡
×𝐵]
= 𝛼[−1
2
∇⃗𝐸2 + 𝑑
𝑑𝑡
(?⃗? × ?⃗?)],
(5.3)
where 𝛼 is the polarizability of an isotropic material that induces the dipole 𝑝.
Here the first term corresponds to tweezing, and the second term correspond to
scattering in direction of the light. This latter term normally dominates resonant
excitation, but is opposed by the quantum well confinement.
The first term can be applied to a polarizable material, where 𝛼 is determined
from the susceptibility. Alternatively it can be applied to a fixed dipole p, where we
can use the fitted curves in Fig. 5.6 to determine the dipole of the tweezed particle.
For this second option we break down the first term into mostly known or measurable
parts:
𝐹𝑡𝑤𝑒𝑒𝑧𝑖𝑛𝑔 = (𝑝 · ∇⃗)?⃗?
=
𝐸(𝑟)
𝑟
[𝑝− 𝑟(𝑝 · 𝑟)] + 𝑟(𝑝 · 𝑟)𝜕𝐸(𝑟)
𝜕𝑟
≈ 𝑞 𝑑𝐸𝑜 𝜕
𝜕𝑟
(︂
𝑒−
𝑟2
2𝜎2
)︂
= −𝑞 𝑑𝐸𝑜 𝑟
𝜎2
𝑒−
𝑟2
2𝜎2 .
(5.4)
The electric field 𝐸𝑜 where the tweezing force is at its peak can be estimated from
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the energy density (peak beam power, P) using:
𝐸𝑜 =
√︃
2𝑃
𝑛
√︂
𝜇𝑜
𝜖𝑜
× measured 𝐸(𝑡 ∼ 1𝑝𝑠)
measured 𝐸(𝑡 ∼ 0𝑝𝑠) , (5.5)
where
√︁
𝜇𝑜
𝜖𝑜
= 377 ohms, 𝑛 ≈ 3.5, 𝐸(𝑡) is the summed fields of the probe pulse and
the radiated polarization (without pump excitation) measured by cross correlating
the transmitted probe and LO, and the peak in 𝐸 corresponds to the maximum field
strength of the probe pulse. Though we use the nonlinear polarization measurement
to determine the form of the tweezing field, we have to use the linear interference
term to quantify the peak field strength. Since the macroscopic polarization is much
weaker than the pulse (shown in Fig. 5.2) we must consider this ratio when relating
the field strength and total excitation power.
The calculated force at the peak of the coherence is then divided by the total mass
of the exciton, which is approximately 0.42𝑚𝑜, to find the peak in the acceleration.
The model we present considers drag and diffusion. Diffusivity constant, 𝐷, for a
exciton in a GaAs quantum well should be between 40 and 100 cm2/s depending on
the lattice temperature [95]. We, however, take enough data points in each scan to
approximate this.
5.8 Outlook
By introducing the large polarizability of quasiparticle excitons at the resonance
frequency of the dielectric medium in which they are created, this work opens the
door for many further experiments. Though we measure spot-size dynamics that
seem correlated with the radiating polarization, in principle it is possible to use an
additional spectrally narrowed pulse to actively tweeze the excitonic polarization.
Alternatively, the proposal to create a tweezing potential with repulsive gradient
beams [88] may still be implemented, though we expect a smaller effect for similar
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fields since the real part of the electric susceptibility peaks above the resonance.
Beyond the use of an external beam, the magnitude of the effect will be increased by
increasing the optical gradient. This may be accomplished by a near-field tweezing
source or an optical mask to create a near-field light source at the quantum well.
This new trapping force on quasiparticles is analogous to that used for optical
traps in atomic physics, and so the applications of such a trap are well understood.
The introduction of electrostatic traps in semiconductors led to a long interest in con-
densation of indirect excitons in these traps [96]. Optical gradient traps may have the
potential to create condensates of direct excitons. The measurements presented here
not only have great theoretical consequences for understanding semiconductors in the
presence of spatial inhomogeneity, but must necessarily be considered in experiments
with strong field localization by a near-field probe.
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CHAPTER VI
Inducing Coherent Quantum Dot Interactions
This chapter adapted from: Eric W. Martin and Steven T. Cundiff. Inducing
coherent quantum dot interactions. Phys. Rev. B, 97:081301, Feb 2018
6.1 Introduction
QDs are often described as being non-interacting artificial atoms. Some optical
spectroscopic experiments have been used to claim that there are no measurable
many-body effects present for resonant excitation of interfacial QDs, which would
support treating these QDs as non-interacting [98]. However, other optical techniques
have been used to measure signatures of interactions between these QDs [35, 63, 99].
Outside of the spectroscopic differences, there are discrepancies that exist regarding
the presence of many-body effects in QD lasers [10]. The benefits of QD lasers arise
from their discrete and narrow energy levels, but they are usually pumped by the
excitation of delocalized carriers [100]. Since many-body effects play a tremendous
role in the theoretical treatment of semiconductors [9], it is important to understand
the relevant interactions for calculating QD laser properties.
Excitons and trions confined to QDs are potential candidates for qubits in a quan-
tum computer [101, 102, 103]. The electronic states of a QD are easily accessible both
optically and electronically. Also, the high oscillator strengths of electronic transi-
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tions in solid state systems facilitate their measurement and manipulation. Coherent
control with ultrafast Rabi rotations has been demonstrated on both single and en-
semble QD systems [104, 105]. However, controlled qubit interaction remains one of
the most challenging requirements of a functional quantum computer with few im-
plementations for spin states in QDs [106, 107] and none for the electronic states.
The localization of excitons in QDs that gives them the benefit of being difficult to
decohere also makes them difficult to entangle, or couple [108].
Here we measure that the excitation of delocalized states not only enhances many-
body effects, in agreement with theory [109], but can also turn them on. The physical
mechanism responsible for enhancing many-body interactions in QDs may explain the
discrepancies in the literature. The mechanism may also be applied for turning on
electronic coupling between isolated QD states.
6.2 Experimental Methods
We use ultrafast coherent spectroscopy techniques to directly probe coupling and
many-body interactions in a sub-micron-sized region containing a small number of
distinct epitaxially-grown GaAs interfacial QDs that are cooled to a temperature of
6 K. These interfacial QDs are exciton states bound by monolayer fluctuations in a
narrow 4.2 nm GaAs quantum well with Al0.3Ga0.7As barriers [60]. The decreased
transverse confinement binds the localized excitons by 10 meV, which energetically
separates them from the delocalized quantum well resonances. Because of the large
spatial separation (averaging 300-400 nm) between QDs, the natural coupling be-
tween them is minimal. By resonantly exciting higher energy delocalized exciton
states in the quantum well we open coherent coupling channels between localized
excitons. After pulsed excitation of the delocalized states, we use double-quantum
spectroscopy to directly measure exciton-exciton interactions between isolated single
quantum systems.
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To probe the localized QD response to resonant excitation of delocalized states, we
use multidimensional coherent spectroscopy (MDCS). MDCS is a transient four-wave
mixing spectroscopy that has evolved from four-wave mixing techniques responsible
for realizing the importance of considering Coulomb interaction effects in semicon-
ductor quantum wells [44, 45]. In MDCS, the phase-resolved evolution of an induced
nonlinear response is measured as a function of the evolution of a phase-resolved
linear response. These measurements result in spectra with two or more dimensions
that correlate absorption, emission, and evolution energies of sample coherences [110].
There are various pulse sequences we can use to measure coherent processes. Single-
quantum pulse sequences developed for MDCS techniques are used here to directly
measure coupling between QD states and the intrinsic linewidth of the QD resonances.
A double-quantum pulse sequence is used to directly measure signals resulting from
many-body interactions.
Most MDCS techniques rely on k-vector selection, which requires a finite spot typ-
ically between 15 and 50 microns. With few exceptions [13, 26, 35], these techniques
are thus limited to the study of spatially extended states or dense ensembles. We
have developed a variant of collinear techniques [13, 26] that instead uses heterodyne
detection to measure radiated MDCS signals. To distinguish the optical signal from
the co-propagating excitation beams, each beam is tagged with a different radio fre-
quency using acousto-optic modulators. The radiated third-order nonlinear signals
are shifted by radio frequencies that depend on the excitation beams used to gener-
ate them. The interference between the radiated nonlinear signal and a separately
tagged local oscillator (LO) thus has a beat note at the difference between their fre-
quency tags. A lock-in amplifier is used to measure the signal at the phase-matched
modulation frequency. We acquire an accurate measurement of the signal phase by
co-propagating all beams with a continuous-wave (CW) laser that samples all of the
mechanical fluctuations that contribute to phase noise. We interfere these CW beams
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with each other on two detectors and use those measurements to calculate a phase-
corrected reference at the signal frequency. Since the signal reference is aected by
the same path-length uctuations as the signal, the measured signal has a meaningful
phase with respect to the excitation pulses. See the Chapter II for details about the
MDCS.
The MDCS pulses are spectrally tuned and ltered to resonantly excite only the
localized exciton states. In Figure 6.1 we compare a single-quantum nonlinear MDCS
measurement to the photoluminescence spectrum from the same sample region. These
spectra do not need to match because nonlinear emission and radiative recombination
for a resonance have dierent dependences on each QD’s dipole moment. In this case,
however, the strong localized state resonances, labelled 1-4, emit at the same center
frequencies with mostly comparable strengths. Exceptions exist at higher energies,
and here we show that resonance 4 has an exceptionally high nonlinear response
relative to the lower energy resonances. Since these higher energy states are generally
more delocalized, we attribute this enhanced nonlinearity to many-body eects, which
are known to be the dominant source of nonlinear optical responses in semiconductor
quantum wells [7, 44, 45].
Using a rephasing pulse sequence, which is typically used in ensemble MDCS
measurements to separate inhomogeneous and homogeneous broadening such that
homogeneous linewidths can be measured [41], we measure an average low tempera-
ture QD linewidth between 27 and 28meV. This measurement is in agreement with
previous low excitation density experiments [60, 99, 111]. At high excitation densities
there has been some disagreement in linewidth measurements found in the literature.
Four-wave mixing measurements of interfacial QD ensembles have observed large de-
phasing rates at high densities, a feature that would make these QDs resemble higher
dimensional systems [63, 99]. However, linewidth measurements of interfacial QDs
with high enough spatial resolution to distinguish the QDs do not depend on ex-
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Figure 6.1: Top: Photoluminescence (PL) excited by a 633 nm laser is measured on
a spectrometer with 100meV resolution. Features below 1650 meV are attributed to
localized quantum dot states that we spatially isolated with a diffraction limited 700
nm spot. The wide feature above 1650 meV are the residual two-dimensional (quan-
tum well) states. The region measured by multidimensional coherent spectroscopy
(MDCS) in this paper, shaded in red, is determined by the shaped laser spectrum we
use. Bottom: Single-quantum MDCS spectrum of the same region allows for com-
parison of the oscillator strengths of resonances and reveals that some of the weakly
excited higher energy states have very high oscillator strengths.
citation density [98]. Taking aspects from all these experiments to understand the
source of the disagreement, we use spectrally narrowed pulsed light that only excites
localized states and a small excitation spot. We measure that the low temperature
linewidth is independent of excitation density and conclude that a likely source of
dephasing in experiments with large spot sizes is sample heating.
In order to observe a double-quantum MDCS signal, it is necessary that two inter-
acting excited states coherently evolve simultaneously. This means that incoherent
states created by the prepulse (both localized and delocalized) cannot directly in-
duce a double quantum signal. The signal can only be produced by their shifting
or dephasing of the doubly excited coherence created by the MDCS beams. With
resonant excitation of only the QD states, these signals can result from three in-
teractions. A double-quantum signal resulting from 1) biexcitons in non-interacting
self-assembled QDs has been measured [112], but excitation of these signals requires
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Figure 6.2: Double-quantum MDCS spectra as a function of prepulse power for (a)
0, (b) 500, (c) 1500, and (d) 4000 photons per pulse. A coupling feature between
QDs 2 and 4 appears in (b), which corresponds to a many-body interaction that has
been turned on between those resonances. A new higher energy feature grows to a
maximum on the diagonal at 1645.3 meV in (c). In (d) the prepulse has saturated
the system so the coherent signal is signicantly degraded. The real part of (b) is
plotted in (e), and a simulation of these features is plotted in (f). The simulation
is used to determine the dominant many-body terms that give rise to each of the
double-quantum signals.
enough bandwidth to excite both the exciton and biexciton. Our sample has been
well characterized using MDCS, and it is known that the biexciton binding energy of
an ensemble of these dots increases with emission energy from 3.3 to 3.8 meV, and it
has a distribution about that center binding energy of less than 270meV [113]. The
distribution of biexciton binding energies for a set of individually measured quan-
tum dots, which has the advantage over ensemble measurements of being able to
exactly correlate biexciton and exciton emissions, is just 200 meV [114]. The MDCS
beams have a narrow bandwidth of 2 meV with sharp spectral edges (0.2 meV) such
that we cannot doubly excite a single QD. Thus, the only source of a signal from a
QD resonance can be 2) interaction between two different QDs. The interactions in
both measurements, however, are very weak and require that the QDs have a very
close proximity. 3) If a weakly localized state is large enough for it to be doubly
excited without forming a bound state, the resulting double-quantum signal would
more closely resemble those measured in quantum wells [115]. Using the phase of
the double-quantum signal, we can distinguish binding and scattering many-body
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interactions [116], so we can identify the above sources of double-quantum signals.
By spatially isolating just a few quantum dots within a 700 nm focus, we can thus
directly measure interactions at the single excitation level.
We use double-quantum MDCS to determine if QD states produce interaction in-
duced signals. On-diagonal signals in a double-quantum MDCS spectrum correspond
to self interaction, which we attribute to either spatially large localization sites that
confine multiple degenerate excitations or spatially adjacent nearly degenerate quan-
tum dot sites. Off-diagonal signals are due to many-body interaction between two
excitations at different energies. For example interactions between two frequencies 𝜔1
and 𝜔2, these signals can emit at either of those frequencies and will evolve at their
sum: 𝜔𝑇 = 𝜔1 + 𝜔2. These weak off-diagonal signals most likely result from radiative
interaction between adjacent quantum dot states, which has been shown to have a
long range exceeding 400 nm [35]. Though weak, we measure interactions between
few resonantly excited QDs over the sample, and weak interactions between resolved
QD states have very recently been measured in self-assembled QDs [112].
6.3 Results
In order to measure the effect of delocalized quantum well excitations on QD
interactions we excite the delocalized quantum well states with a pre-pulse that is
spectrally filtered to excite only the quantum well states. The pre-pulse has a power
between 10 and 80 nW (500-4000 photons per pulse), and it arrives 20 ps before
the first MDCS pulse so that only the incoherent population it creates is present
when the MDCS spectrum is measured. As shown by comparison of Figs. 6.2(a) and
(b) a small excitation of the delocalized states greatly enhances interaction among
localized QD excitons, which results in a strongly enhanced off-diagonal peak in the
double-quantum MDCS spectrum. From the evolution and emission energies it is
evident that this feature corresponds to coupling between resonances 2 and 4 labeled
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in Fig. 6.1. As the prepulse power is increased in Fig. 6.2(c), lower energy QD
states are filled due to dynamic localization of the extended states created by the
prepulse, and higher energy double-quantum features are enhanced. The strong on-
diagonal feature at 𝜔𝑡 = 1645.3 meV does not strongly show up in single-quantum
MDCS without some prepulse excitation either, shown in section 6.5. Along with
the enhanced oscillator strength of the high energy features measured with single-
quantum MDCS, the presence of this state on the diagonal is evidence that it is a
higher dimensional state than a QD since it can be doubly excited. With a much
higher prepulse excitation in Fig. 6.2(d), all double-quantum coherences are blocked
by filling of the QD states.
In Fig. 6.2(e) we plot the real part of (b). To interpret the phase of the double-
quantum MDCS signal requires a simple simulation in which we consider the phase of
the linear responses to each pulse. We simulate the nonlinear response by analytically
solving a perturbative expansion of the density matrix for two coupled two-level
systems [94]. The energy level scheme consists of a ground state, a singly excited
state for each QD, and doubly excited state representing simultaneous excitation
of both QDs. Many-body interactions break the symmetry between the transition
into the singly excited and doubly excited states, which is represented by a shift or
broadening of the doubly excited level. By accurately measuring the phase of the
double-quantum signal, we can identify the many-body terms that give rise to those
signals. In order to produce an accurate simulation of the data in Fig. 6.2(f), we
find that the coupling feature corresponding to the interaction of QDs 2 and 4 is an
excitation induced red shift of the doubly excited state. A red shift of the doubly
excited state is indicative of a weak binding between the two states [116]. The on-
diagonal feature, on the other hand, results from a combination of excitation induced
dephasing and blue shift. These exciton scattering effects are typically measured in
quantum wells, further supporting that this higher energy state is higher dimensional
98
than a QD. We find similar results for QD states in other regions of the sample.
6.4 Conclusions
The prepulse enhancement of many-body interactions between QD states is illus-
trated in Figure 6.3. The delocalized carriers in the quasi-continuum states serve to
mediate interactions between spatially separated QD states. The QD excitations are
localized to roughly 50 nm islands, but delocalized excitons are much more extended.
So while there is no wave function overlap of individual QDs, the wave function of the
quantum well excitation introduces coupling of localized states. The enhanced range
of interaction between QDs is still limited by the finite mobility of the delocalized
excitons, roughly 15 cm2/s in a thin quantum well [54]. Therefore only a few of the
localized excitations within a given spot will be within the range of each other to
interact via the delocalized excitons.
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Figure 6.3: Schematic of pulse sequence applied to spatially isolated interfacial quan-
tum dots. Interactions between QDs are very weak, but we can turn on coupling
by creating delocalized quantum well carriers with (1) a higher energy prepulse. We
probe the induced interactions with (2) two coherent pulses that create a double co-
herence of different excitonic transitions. (3) The interaction between the coherences
is mediated by the quantum well carriers, and (4) we read out the interaction with
a coherent third pulse that begins emission of a coherent four-wave-mixing signal.
Though the prepulse also creates incoherent excitations of the QD states, this is
negligible for low prepulse powers and only serves to degrade the overall signal.
Existing microscopic theory supports the concept that excitation induced de-
phasing and shift in interfacial QDs arises from interactions with quasi-continuum
quantum-well states [109]. Schneider et al. discuss broadening and redshift that is
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dependent on density, effects they determine by calculating the renormalized elec-
tronic states. They also discuss that their calculation of density dependent dephasing
in interfacial QDs is equivalently relevant to self-assembled quantum dots electroni-
cally coupled to a wetting layer.
Though we have presented a method for turning on coupling between isolated
interfacial QDs, this method may be generalized to coupling any localized quantum
states in physical contact with higher energy delocalized states; at least states that
may be excited in a controlled way. We see immediate benefit in the ability to control
coupling self-assembled QDs in contact with the higher energy wetting layer. Also, in
light of recent findings of long-lived localized states in transition metal dichalcogenides
(TMDCs) [117, 118, 119, 120, 121], this work could be applied to these states which
could be coupled through the highly delocalized TMDC exciton states.
Another major outlook for measuring physical systems at the nanoscale is that
the coupling of individual QDs to delocalized excitons introduces a new method for
studying the delocalized states. The locations of QDs can be determined with much
higher accuracy than the optical resolution. Since QDs are spectrally distinct, one
could thus consider using measurements of QDs separated by known distances to
probe length scales and transport in the continuum states with the resolution of a
QD.
In summary, we have developed a collinear MDCS technique that utilizes dynamic
phase cycling to probe nonlinear responses with high sensitivity and phase resolution.
We have used this technique at the diffraction limit to resolve individual QD oscil-
lators. We demonstrated both double-quantum and single-quantum measurements,
and with this technique it is actually simple to selectively measure even higher or-
der nonlinear expansion terms. Using double-quantum MDCS, which is sensitive
only to many-body effects, we measure an absence of many-body effects in interfacial
quantum dots with resonant excitation. However, we find that these effects can be
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enhanced by excitation of the delocalized quantum-well states using a prepulse. This
work helps to explain some discrepancies in the literature in which weak excitation
of continuum states with broadband pulses has not been explicitly considered. From
an applications standpoint, we present this prepulse technique as a way of turning on
coupling between quantum states.
6.5 Single-Quantum MDCS Results
We simultaneously measure rephasing and non-rephasing single-quantum spectra
using separate lock-in channels. We find that the single-quantum signals, shown in
Figure 6.4, are also somewhat enhanced by prepulse excitation of the quantum well
states. We also measure filling of the lower energy states as the peak of the nonlinear
signal shifts towards higher energy quantum dots (QDs).
An interesting difference between the rephasing and non-rephasing sequences is
also realized in this case of isolating individual QDs with a Gaussian beam. The
spatial isolation of QDs by a tight focus, as opposed to a mask over the sample,
offers the freedom to spatially scan over the sample. Unfortunately it leads to an
inhomogeneous excitation of the QDs. Therefore, the strongest contributors to the
signal are those QDs that are located near the spatial center of the beam. There
are many more QDs near the edge of the beam that contribute to a background
signal in our measurements. This is particularly noticeable for signals created by
the rephasing pulse sequence in which all the weakly excited QDs constructively
interfere to create a photon echo. Though the strongly excited QDs still dominate
the signal, in a rephasing spectrum they sit on top of a background along the diagonal
of weakly excited QDs, shown in Fig. 6.4(a)-(d). In the non-rephasing spectra, shown
in Fig. 6.4(e)-(h) the strongly excited dots are more emphasized as many of the
background excitations dephase each other.
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Figure 6.4: Single-quantum spectra are also enhanced by prepulse excitatation. (a) is
the rephasing spectrum with no prepulse excitation that is plotted in the paper. The
other figures on the top row are rephasing spectra measured with prepulse powers
of (b) 500, (c) 1500, and (d) 4000 photons per pulse. (e)-(h) are the corresponding
non-rephasing spectra. The complete dephasing of the non-rephasing signal with high
prepulse excitation is expected, while the increased rephasing signal strength can be
attributed to the enhancement of the weakly excited background excitations.
6.6 Evidence that Continuum Coupled QDs are Spatially Distinct
In a single-quantum measurement, off-diagonal features result from biexciton ex-
citation and interexciton coupling. The biexciton states can be clearly identified
by their binding energy shift from the absorption resonance, and all other features
result from coupling of spatially distinct exciton resonances [114]. Single-quantum
measurements are sensitive to all the interactions that a double-quantum measure-
ment can measure (and more), and therefore the coupling features we measure with a
double-quantum measurement will also only result from spatially distinct resonances.
To further support the statement that the prepulse is enhancing coupling between
spatially distinct QD resonances, we measure a coupling feature at a different spot on
the sample. These data are plotted in Fig. 6.5. In Fig. 6.5(a) and (b) we plot double-
quantum spectra for a 0 and 500 photon prepulse, respectively. This demonstrates
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that these resonances respond to the continuum prepulse as discussed in the text. In
Fig. 6.5(c) we plot a single-quantum rephasing measurement of the same position on
the sample with dotted lines indicating the locations of the coupled resonances. We
move the sample less than a spot diameter and measure the single-quantum spectrum
of the new spot, plotted in Fig. 6.5(d). In the new spot one feature is enhanced while
the other is suppressed, indicating that the two signals are emitted from different
locations.
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Figure 6.5: We measure an enhanced coupling of two QDs using a prepulse and verify
that the two QDs are spatially distinct. We plot double-quantum spectra of a spot on
the sample in which we measure a coupling of QDs located at energies indicated by
the vertical dotted lines using (a) no prepulse and (b) a 500 photon/pulse prepulse. In
(c) we plot a measurement of the single-quantum spectrum at this spot on the sample.
In (d) we measure the single-quantum spectrum of a spot spatially shifted less than a
spot size away. We see the same resonances in (c) and (d), but the relative intensity
of the resonances has changed as the lower energy QD is less efficiently measured by
the new spot and the higher energy QD is more efficiently measured by the new spot.
6.7 Sample description
Interfacial QDs are formed by width fluctuations of a GaAs quantum well [60,
61, 62]. The well is epitaxially grown with a nominal width of 15 monolayers, or 4.2
nm. The 35 nm barriers are made of Al0.3Ga0.7As. The growth of the top barrier is
delayed by tens of seconds to give monolayer width fluctuations of the quantum well
time to coalesce into islands. These islands, with a width of 16 monolayers, form the
interfacial quantum dots, which are bound by 10 meV. The QDs cover approximately
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2% of the sample area and each have a size of approximately 36 nm [63].
6.8 Model of Interactions
QDs can generally be simulated as a simple two-level system. We add an additional
weak coupling between two QDs in order to simulate the double-quantum spectra,
which results in the energy-level scheme of a diamond configuration plotted in Fig. 6.6.
The single excited states, |𝑒1⟩ and |𝑒2⟩, are located at 1644.19 meV and 1645.09 meV
above the ground state. The doubly excited state is located at 3289.28 meV above
the ground state with additional shifting and/or dephasing added as the source of
the interaction signal. Since experimentally all of these energies are measured with
respect to the evolution of a continuous-wave laser at 1627.5 meV, we also perform
our simulations in this rotating frame. In Fig. 6.7 we plot the response of each many-
body effect on the real part of the simulated system, and we demonstrate how we can
uniquely identify that the doubly excited state is shifted or dephased with respect to
the sum of single excited states using double-quantum multidimensional spectroscopy.
Figure 6.6: The diamond configuration energy level diagram is used to model two
coupled QDs with singly excited energy states |𝑒1⟩ and |𝑒2⟩. The doubly excited
level is labeled |𝑓⟩ with the dotted line indicating that this level is either shifted or
dephased from the non-interacting doubly excited level.
In Fig. 6.7, the phase of the signal resulting from a small (with respect to the
linewidth of the resonance) excitation induced shift (EIS) of the double excited state
is ±𝜋/2 from a signal resulting from purely excitation induced dephasing (EID) de-
pending on whether the shift is blue or red. Any possible phase of the double quantum
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signal can therefore be determined by a combination of these effects. There is also
an overall phase of the signal at the resonance which is uniquely determined by its
double-quantum energy and the fixed 𝜏 delay at which the measurement is performed.
This phase results from the evolution of the resonances during 𝜏 , which is the lower
energy state in half of the terms and the higher energy state in the other half with an
equal oscillator strength for both. The overall phase, 𝜑, for any interaction resonance
in a double quantum spectrum that can be modeled using coupled two-level systems
is −(𝜔1 + 𝜔2)/~ × 𝜏 = −𝜔𝑇/~ × 𝜏 . If 𝜏 is set to 0 in the experiment, one can read
off the phase of the interaction signal from the plot to determine EID (0), red EIS
(+𝜋/2), or blue EIS (−𝜋/2). We typically set 𝜏 to a small finite value, however, to
guarantee a correct pulse ordering in time. For the coupling resonance shown in the
main text we calculate 𝜑 = −1.82 rad. The phase of the signal in the experimental
data is −0.18± 0.19 rad, corresponding to an almost exactly +𝜋/2 phase shift.
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Figure 6.7: We plot simulations of a double quantum signal resulting from a small
(a) excitation induced shift of -0.003 meV, (b) excitation induced dephasing of 0.003
meV, and (c) excitation induced shift of +0.003 meV. We also show that as the
magnitude of the excitation induced shift is increased, but still below the 0.05 meV
linewidth, the general shape of the feature is unaffected. For (d) a shift of -0.009 meV
and (e) a shift of -0.027 meV, the amplitude of the signal increases, but the phase
does not.
Simulation of the diamond level structure requires the response function of all
possible third-order nonlinear terms be considered. These response functions can
be diagramatically represented with double-sided Feynman diagrams [94, 116]. In
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Fig. 6.8 we show the diagram corresponding to terms for which the sample is initialized
in the ground state. There are four equivalent diagrams in which the first absorption
is from |𝑔⟩ into the |𝑒2⟩ state. Since we fix the 𝜏 delay, we do not resolve this. One can
see by looking at these double-sided Feynman diagrams that excited state emission
diagrams 1a and 2a have an opposite sign of the excited state absorption diagrams
1b and 2b. Also, without any interaction induced effects between |𝑒1⟩ and |𝑒2⟩, the
emission energy of diagrams 1a and 1b (2a and 2b) is the same. Therefore, one can
only measure a double-quantum signal if the emission energy from the doubly excited
|𝑓⟩ to |𝑒2⟩ differs from |𝑒1⟩ to |𝑔⟩. This can only result from an interaction induced
shift or dephasing of the doubly excited state [116].
Figure 6.8: These are double-sided Feynman diagrams corresponding to excitation of
a double-quantum signal in the diamond configuration energy-level structure. These
are all initialized in the ground state with the first excitation into the first excited
state |𝑒1⟩(there are four more equivalent diagrams first excited into |𝑒2⟩). 1a and 1b
both emit at the frequency corresponding to |𝑒1⟩ and have opposite signs. A signal is
emitted because there is some energy shift or dephasing of the double excited state
|𝑓⟩ that is due to interaction between the two coherently excited states. 2a and 2b
both emit at the |𝑒2⟩ frequency and also have opposite signs.
In Fig. 6.9 we plot diagrams in which the prepulse has unintentionally excited an
incoherent population in the localized states. We show diagrams for a singly excited
population state and doubly excited population. Diagrams 1c-f give an identical
lineshape to diagrams 1a and 1b, except that for the same emission energies they
have an opposite sign. This means that no new signals arise from the introduction of
incoherent localized states, and as with Fig. 6.8 the signal results from a shifting or
dephasing of the |𝑓⟩ state in Fig. 6.6 by the prepulse excitation. There are also twice
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as many diagrams for the prepulse excitation into the single excited state. For initial
excitation of both involved quauntum dots, the sign is flipped again for constructive
interference with the ground-state-initialized diagrams. Since |⟨𝑒1 | 𝑒1⟩|2 < 0.5, these
diagrams will not completely cancel. Thus measurements of the signal phase can be
used to uniquely determine the relative energy shift and dephasing of the excited
state.
Figure 6.9: Though the prepulse is resonant with the quasi-continuum states, some of
those will relax into localized states prior to measurement by coherent spectroscopy.
We must therefore consider initialization into the singly (1c-f) and doubly (1g-h)
excited population states. The shapes of these response functions actually all look
the same as the ground state diagrams. The signs of the singly excited states are
all opposite, however, and therefore degrade the magnitude of the double quantum
signal without distorting the phase. Here we only plot a fourth of the total number
of diagrams, leaving out nearly equivalent diagrams and those with emission at the
|𝑒2⟩ frequency.
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CHAPTER VII
Encapsulation Narrows Excitonic Homogeneous Linewidth of
Exfoliated MoSe2 Monolayer
7.1 Introduction
Monolayer van der Waals crystals are a class of materials with widely varying
properties and the potential to transform future electronics [122, 123, 124]. These
atomically thin layered materials can be stacked into heterostructures with syner-
gistic benefits [125]. A subset of these materials are the semiconducting monolayer
transition metal dichalcogenides (TMDCs), which have direct band gaps that make
their electronic transitions optically accessible and thus useful for optoelectronic ap-
plications [126, 127, 128, 129]. The low dimensionality resulting from confinement to
a monolayer also means monolayer TMDCs have very strong many-body interactions
that result in ∼100 times larger binding energy of excitons than more conventional
III-V semiconductors, like gallium arsenide. Excitons thus dominate the optical re-
sponse of semiconductor TMDCs and remain strongly bound at room temperature.
The low dimensionality also means excitations of these materials are very sensitive
to the external environment through both screening and introduction of defects.
Encapsulation of monolayer van der Waals crystals by hBN has proved to en-
hance carrier mobility [130, 131] and significantly improve the monolayer resistance
to photodegradation [132]. Most notably hBN encapsulation has been shown to
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greatly reduce the photoluminescence linewidth of MoSe2, MoS2, WSe2, and WS2
[133, 134, 135].
Narrowing of the photoluminescence linewidth of a TMDC monolayer is an indica-
tor that encapsulation passivates the monolayer surface and minimizes inhomogeneity
resulting from trapped states and defects. However, narrowing of the photolumines-
cence linewidth can also result from a change in the radiative linewidth of the ex-
citon, which scales with the substrate index. The substrate can further affect the
linewidth through its effect on pure dephasing resulting from interactions of the ex-
citon with photons, phonons, and other collective modes. So while it is impressive
that encapsulated TMDC photoluminescence linewidths approach the homogeneous
limits measured in similar monolayers on different substrates, more direct measure-
ments of the various excitonic linewidths are necessary to fully determine the effect
of encapsulation. Specifically we must disentangle the linewidth contributions from
inhomogeneous broadening, spectral diffusion, and radiative decay.
Homogeneous linewidths of bare samples have been measured using four-wave-
mixing (FWM) based techniques [136, 137, 138]. Multidimensional coherent spec-
troscopy (MDCS) was employed by Moody et al. to measure the homogeneous
linewidth of WSe2 grown by chemical vapor deposition (CVD) [136] and to identify
higher order correlated states in a large exfoliated MoSe2 flake [139]. MDCS is useful
for its ability to unambiguously separate homogeneous and inhomogeneous broaden-
ing of exciton linewidths. However, their implementation of MDCS was limited by
having a relatively large spot size (∼30 mm) requiring large samples, and CVD grown
samples are known to show poor quality and mid-gap defects as compared to exfoli-
ated samples [140, 141]. Jakubczyk et al. used three-pulse FWM microspectroscopy
to measure exfoliated MoSe2. This FWM technique provides similar information
to MDCS for lineshapes without inhomogeneous dephasing rates [43]. The authors
demonstrate tremendous variability of the exciton transition energy (greater than 10
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meV) and dephasing time (between 0.5 and 1.5 ps) over the single large exfoliated
ake [137].
7.2 Determining Linewidth Contributions
Here we use MDCS in conjunction with linear reflectance spectroscopy to compare
the neutral exciton linewidths of fully hBN-encapsulated and non-encapsulated ex-
foliated MoSe2 monolayer samples. Prototypical samples, including heterostructures
consisting of exfoliated monolayer materials, are often small. The samples measured
here are all between 5 and 8 mm wide. Example images of two of these samples
are presented in Fig. 7.1(a). The small sample size demands the use of collinear
techniques for optical measurements. For linear spectroscopies including linear ab-
sorption, plotted in Fig. 7.1(b), the excitation source is easily distinguished from the
sample response. For MDCS it is necessary to distinguish a specific third order re-
sponse from the excitation sources, linear response, and all other nonlinear responses.
The conventional method for isolating the MDCS signal is with wave vector selection
[110], but this is not congruent with having a collinear technique. We have developed
a collinear MDCS that has enabled measurements of samples within a diffraction
limited spot [97] based on frequency modulation [13].
Using MDCS we are able to extract the energy dependent homogeneous linewidth
in the presence of inhomogeneity. The homogeneous linewidth 𝛾 = (Γ𝑟𝑎𝑑+Γ𝑆𝐷)/2+𝛾
*,
where Γ𝑟𝑎𝑑 is the radiative decay rate, Γ𝑆𝐷 is the spectral diffusion rate, and 𝛾
* is the
broadening due to pure dephasing. The spectral diffusion rate accounts for inelastic
scattering into other excited states and localized states [54]. Typical pure dephasing
processes are elastic exciton-exciton and exciton-phonon scattering. A nearly exhaus-
tive list of decay processes in semiconducting TMDCs are detailed by Moody et al.
[142], but at very low temperature these are summarized by relaxation to lower energy
states. By careful measurement and sample selection we can determine and suppress
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Figure 7.1: (a) Microscope images of non-encapsulated (left) and hBN encapsulated
(right) exfoliated MoSe2 monolayer samples. These images illustrate the fairly small
size of the measured samples. (b) Linear absorption spectra of these two samples,
calculated using linear reflectance spectra. The encapsulated sample has a decreased
linewidth and decreased intergrated absorption, which are indicators that the sample
inhomogeneity has been reduced and spectral diffusion processes have been mini-
mized. (inset) Encapsulation decreases the band gap and exciton binding energy so
that the transition energy to the exciton of the encapsulated samples (red line with
continuum shaded red) is about 20 meV lower than in the non-encapsulated samples
(blue line with continuum shaded blue).
the majority of these decay and dephasing terms. Exciton-exciton interactions are ex-
citation density dependent, and we measure the excitation density dependence of the
linewidth to determine their contribution to 𝛾. Exciton-phonon scattering to higher
energy states can be suppressed by lowering the sample temperature to nearly 0 K. At
low temperatures the phonon broadening is due to acoustic phonons, and we measure
the temperature dependence of the linewidth between 5 and 80 K to determine their
contribution to 𝛾.
The low temperature contributions to Γ𝑆𝐷 by decay to lower energy states are
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more difficult to determine by measurement. The presence of indirect exciton states,
charge defects, and localized states all dephase the direct neutral exciton even at
low temperature. These three states all have sample dependences that we can con-
sider, however. 1) Recent experimental and theoretical studies have demonstrated
the existence of dark indirect excitons at a lower energy than the bright exciton
in tungsten-based materials [143, 144, 145]. Measuring molybdenum-based MoSe2
and MoS2 avoids this complication. 2) hBN encapsulation of monolayer TMDCs has
proved a method for minimizing charge defects affecting the monolayer, evidenced
by the suppression of the trion resonance in encapsulated MoSe2 [134]. 3) Strongly
localized defect states are absent in most samples on sapphire, and their absence can
be easily confirmed by photoluminescence.
7.3 Linewidth Comparison of Encapsulated and Non-encapsulated MoSe2
Here we compare four high quality samples: two monolayer MoSe2 mounted on
sapphire substrates and two hBN encapuslated monolayer MoSe2 also mounted on
sapphire. The encapsulated monolayers are on a bottom layer of hBN that is ap-
proximately 120 nm and a top layer that is approximately 20 nm, measured with
atomic force microscopy. In Fig. 7.1(b) we plot linear absorption spectra of one of
the non-encapsulated and one of the encapsulated samples to demonstrate that their
linewidths are comparable to the best observed in the literature [146, 147]. The sig-
nificant decrease of the total absorption of light by the encapsulated sample is an
additional indicator that encapsulation decreases the scattering processes that con-
tribute to incoherent absorption. We also see that the transition energies of excitons
in the two samples differs by about 20 meV. This is primarily due to the significant
decrease of both the band gap and partially compensating exciton binding energy
by encapsulating the monolayer in a high index material [148, 149]. We depict these
changes in the niset of Fig. 7.1(b). With MDCS we observe that encapsulation signifi-
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cantly narrows both the inhomogeneous and homogeneous exciton linewidths, and the
homogeneous linewidth variance is much lower for encapsulated samples. We discuss
how this implies that hBN-encapsulation of monolayer TMDC samples minimizes
defects and static doping that result in both long- and short-range disorder. Along
with the static lineshape dierences, we measure signicant permanent modication
of the homogeneous linewidth of non-encapsulated samples resulting from tempera-
ture cycling and exposure to weak radiation. In contrast, encapsulated samples are
very robust to numerous temperature cycles and high radiation exposure.
In Fig. 7.2(a) we plot characteristic multidimensional coherent spectra of low
temperature samples using a rephasing pulse sequence. To generate these plots we
measure the phase-resolved evolution of an induced nonlinear response as a function
of the evolution of a phase-resolved linear response. We measure these responses us-
ing a sequence of four pulses in the time domain having relative delays (t, T, andt )
that are referenced to a co-propagating continuous-wave laser. Fourier transforming
the response with respect to the pulse delays yields spectra with multiple dimensions
that correlates absorption, emission, and evolution energies of the sample coherences
[97, 110]. Specifically we use a pulse sequence for correlating absorption (𝜔𝜏 ) and
emission (𝜔𝑡) energies. The evolution of the absorption in a rephasing measurement
has the opposite sign to the emission, so these frequencies are negative. Since a single
resonance absorbs and emits at the same energy, a distribution of resonances will
all fall along the diagonal axis where −𝜔𝜏 = 𝜔𝑡. Thus the lineshape of the diagonal
slice plotted on the left in Fig. 7.2(b) roughly corresponds to inhomogenous distri-
butions of exciton resonances in the non-encapsulated (blue) and hBN-encapsulated
(red) samples. The lineshape of the cross-diagonal slice plotted on the right roughly
corresponds to the homogeneous linewidth of those exciton resonances. For more a
more detailed description of the MDCS experiment, see Chapter II.
Though the cross-diagonal linewidth roughly corresponds to the homogeneous
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Figure 7.2: (a) Characteristic low-temperature, low-power multidimensional coher-
ent multidimensional spectra of non-encapsulated MoSe2 on sapphire and hBN-
encapsulated MoSe2. (b) Slices along the diagonal (left) of a multidimensional spec-
trum roughly correspond to the inhomogeneous distribution of exciton resonances.
Slices along the cross-diagonal (right) roughly correspond to the homogeneous line-
shape. We plot these slices for low temperature, low power measurements of four
samples: two non-encapsulated samples in blue and two encapsulated samples in red.
Since the diagonal and cross-diagonal slices are correlated, it is essential to fit them
simultaneously to determine the homogeneous and inhomogeneous linewidths [3]. (c)
We plot extrapolated zero power linewidths of each sample as a function of tempera-
ture. Grouped in the legend, circle data points correspond to a first measurement set
of the sample and square data points correspond to a measurement set made after
temperature cycling the same sample.
linewidth, the lineshape is very dependent on the inhomogeneous distribution. For
low inhomogeneity the cross-diagonal lineshape is a Lorentzian. However, in the limit
of high inhomogeneity the lineshape is the square root of a Lorentzian [41]. Ignoring
inhomogeneous broadening and using the wrong fit function when determining a sam-
ple’s homogeneous linewidth (or dephasing times in photon echo FWM experiments)
can thus significantly skew the measurement, up to a factor of
√
3. For inhomoge-
neous linewidths that are comparable to the homogeneous linewidth, as is the case
in these samples, it is essential to simultaneously fit the co-dependent diagonal and
cross-diagonal slices. Here we actually fit the entire two-dimensional spectrum using
an analytical solution to the optical Bloch equations (OBEs) derived by Bell et al.
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[3]. Though the lineshapes here are sufficiently narrow relative to the laser bandwidth
to not require it, we fit broader linewidths using an analytical solution to the OBEs
that includes finite pulse effects [42].
We measure the homogeneous linewidth as a function of beam power and sample
temperature. We increase the power of all three excitation beams equally, and deter-
mine the linewidth scaling as a function of the excitation density of a single beam. We
estimate the linewidth linearly broadens with a slope of 4×10−13 meV/photon·cm−2.
We measure this linear dependence up to 1012 photon·cm−2. For each temperature we
extrapolate the power dependence of the linewidth to zero power and plot that as 𝛾.
In Fig. 7.2(c) we plot 𝛾 as a function of temperature for four different samples. The
non-encapsulated samples are indicated in blue. The circle data points correspond to
a first set of measurements on a sample, where the linewidths are first measured at
5.3 K and the temperature is increased. The square data points correspond to mea-
surements made after a temperature cycle defined by warming the sample up to room
temperature and cooling back down to again start the measurement set at 5.3 K. It is
evident from this data that the linewidth of the non-encapsulated monolayer is very
sample dependent, which confirms results by Jakubczyk et al. [137, 138]. We further
find significant broadening of the exciton linewidth of non-encapsulated samples with
a single temperature cycle. By measuring many points on the sample, we confirm
that the broadening effect is not the result of a positioning error. We rather suggest
that the broadening is likely a result of the deposition of molecules such as water
on the sample surface. Whether the change results from surface molecules or sub-
strate strain, we demonstrate that the homogeneous linewidth is a sensitive indicator
of a change in the sample environment. The hBN-encapsulated monolayer samples
are indicated in red. The sample variance is very small, and there is no measurable
broadening due to temperature cycling in these samples. This consistency is evidence
that defect scattering is minimal in encapsulated samples. The durability of the
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monolayer with temperature cycling is an important conrmation that experiments
on encapsulated samples will be consistent and reproducible.
From the temperature dependence we measure a linewidth broadening of 0.010±
0.001 meV/K by averaging the hBN encapsulated sample linewidths. This exciton-
acoustic phonon interaction is similar to those measured for the non-encapsulated
samples confirming previous results [137], similar to the interaction in ZnSe (slope
= 8 meV/K) [150], and approximately double the interaction GaAs quantum wells
(slope = 5 meV/K) [151]. We determine an average extrapolated zero temperature
and zero power linewidth, 𝛾0 = 0.26 ± 0.02 meV, for the encapsulated sample. This
corresponds to a dephasing time 𝑇2 = ~/𝛾 ≈ 2.5 ps. Since the sample variance of the
non-encapsulated samples likely results from surface molecules and substrate effects,
the broadest linewidths are dominated by scattering processes. Though it is important
to note that these measurements can only identify an upper bound of the radiative
linewidth, we identify the lowest measured linewidth for the non-encapsulated samples
as the nearest to the radiatively limited linewidth for these samples. For this non-
encapsulated sample 𝛾0 = 0.42 ± 0.05 meV, which corresponds to 𝑇2 ≈ 1.6 ps. This
latter value is in agreement with previous determinations of the longest 𝑇2 times
measured in MoSe2 using FWM [137] and time-resolved photoluminescence [152].
We attribute the difference in homogeneous linewidths between the hBN encapsu-
lated monolayer and the monolayer directly on sapphire to the difference in the dielec-
tric environments. The radiative linewidth should scale with the substrate refractive
index: 𝛾𝑟𝑎𝑑 ∝ 1/𝑛𝑡𝑜𝑝, 𝑏𝑜𝑡𝑡𝑜𝑚 [145]. For a radiatively-limited homogeneous linewidth,
one would thus expect an hBN encapsulated sample to have a
𝑛𝑠𝑎𝑝𝑝ℎ+𝑛𝑣𝑎𝑐
2×𝑛ℎ𝐵𝑁 ∼ 0.7 times
narrower linewidth than an equivalent sample on sapphire. The relative scaling be-
tween the encapsulated samples and narrowest non-encapsulated sample is 0.62, which
is consistent with the expected narrowing for radiatively-limited linewidths. We thus
present this as evidence that we are in fact measuring a nearly radiatively-limited
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linewidth and consistently measure minimal exciton scattering in hBN encapsulated
samples.
7.4 Photodegredation Effects on MoSe2 Samples
Finally we compare photodegradation of low temperature samples resulting from
excitation by resonant pulses. We treat samples by irradiating them with laser light
for one minute at the given treatment beam power. The pulsed light is focused to a
2 mm spot and has a repetition frequency of 76 MHz. After each treatment we turn
off the treatment beam and measure a multidimensional spectrum with low power,
1 mW/beam, pulses. In Fig. 7.3 we plot the MDCS signal strength as a function
of treatment pulse power. We find that the non-encapsulated samples exhibit last-
ing damage by beams having powers greater than 45 mW. Measured homogeneous
linewidths varied significantly between treatments and scans. The encapsulated sam-
ples, however, are resilient up to powers that fully saturate the exciton and have a
consistent homogeneous linewidth. We demonstrate saturation of the exciton in an
encapsulated sample with single pulse reflectance, an experiment recently presented
in [146]. We plot reflectance measured with beams having powers between 2 and 640
mW, a range over which the sample is not damaged. Reflectance of the sample with
a beam having a power of 640 mW indicates that this power is sufficient to saturate
the exciton response.
7.5 Summary
In summary, we have measured a significant improvement in sample consistency
and stability by encapsulating monolayer MoSe2 in hBN. We have demonstrated a
homogenous linewidth narrowing by sample encapsulation that is expected for the
change in the dielectric environment. This is evidence for the measured homogeneous
linewidths of the encapsulated monlayer MoSe2 being radiatively limited and thus
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Figure 7.3: (left) Samples are exposed to a treatment beam of pulses for one minute
and turned off. MDCS signal strength is measured as a function of this treatment
pulse power, where the measurements are made in ascending order. We find lasting
sample damage to non-encapsulated samples plotted in blue, while the encapsulated
sample in red is resilient up through powers that saturate the exciton. (right) Sin-
gle pulse reflectance spectroscopy is used to demonstrate saturation of the exciton
in encapsulated samples at high powers that do not damage the nonlinear exciton
response.
consistently lacking pure dephasing. The encapsulated monolayers are resilient to
temperature cycling and high-power resonant optical excitation. Non-encapsulated
monolayers on sapphire, however, are very inconsistent and susceptible to damage.
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CHAPTER VIII
Treatment of Inhomogeneity for Radiative Limited Excitons
in Monolayer MoSe2
8.1 Introduction
In the previous chapter we discussed measuring homogeneous linewidths in mono-
layer MoSe2 that were nearly radiatively limited at low temperatures. Measuring ra-
diatively limited linewidths implies that the excitons in these samples are not strongly
scattered to localization sites or dark states, which is very distinct from semiconduc-
tor nanostructures like GaAs quantum wells that we are used to measuring. In this
chapter we identify and measure effects that arise in this regime where radiative decay
dominates the sample response, and the sample emission is dominantly coherent.
8.2 Critical Coupling
The homogeneous absorption 𝐴(𝜔) of an optically thin single crystal is [55, 153,
51]:
𝐴(𝜔) =
2𝛾𝑠𝑐𝑎𝛾𝑟𝑎𝑑
(𝜔 − 𝜔0)2 + (𝛾𝑠𝑐𝑎 + 𝛾𝑟𝑎𝑑)2 , (8.1)
where 𝛾𝑠𝑐𝑎 is the non-radiative decay rate introduced by scattering mechanisms, 𝛾𝑟𝑎𝑑
is the radiative decay rate, and 𝜔0 is the center frequency of the exciton resonance.
We see that without scattering no absorption occurs, which had also been predicted
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be J. J. Hopeld in his theory of excitons [49]. The absorption is maximized on
resonance when𝛾𝑠𝑐𝑎 = 𝛾𝑟𝑎𝑑, which is called the critical coupling condition. We also
see that at the critical coupling condition the absorption is only 50%. This is the
peak absorption that can be realized by a suspended thin absorbing layer.
The critical coupling condition is difficult to realize in nanostructures, like quan-
tum wells, where exciton localization introduces significant non-radiative decay mech-
anisms. However, critical coupling has been realized in bulk materials. In these ex-
periments, phonons are the dominant scattering mechanisms, and their contribution
can be suppressed by lowering the sample temperature to near 0 K. Peak absorption
decreases with temperature below a critical temperature in cadmium selenide single
crystals with thicknesses between 300 and 800 nm [154] and in gallium selenide single
crystals with thicknesses between 26 and 97 mm [155]. The effect is attributed to
polaritonic effects, or strong coupling between the photon and exciton. The quantity
defining the coupling between the photon and exciton is the radiative linewidth. The
strong-coupling regime is where this quantity dominates the scattering processes.
Having measured radiatively limited dephasing rates in encapsulated monolayer
MoSe2, we should now be able to realize these effects in a two-dimensional semicon-
ductor nanostructure.
8.3 Monolayer MoSe2 Device Mounted on a Mirror
In order to measure the absorption of a monolayer of hBN encapsulated MoSe2,
we mount the sample on a silver mirror with a dielectric spacing of l /4. The reflected
beam is equal to the sum of the transmitted and reflected beams with a relative delay
of l /2. The coherent linear response of the sample therefore cancels, and the linear
reflectance measurement is a direct measure of linear absorption. Measurements of
absorption typically require measurement of both transmitted and reflected signals
[147]. This configuration leads to a few additional effects that must be considered
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for calculations. First, the eld at the monolayer is signicantly enhanced relative
to the sample mounted on sapphire. The increased eld strength leads to a radia-
tive linewidth that is approximately 1.8 times larger for the mirror sample than the
sample mounted on sapphire. Second, the interference of the incoming and reected
beams leads to a sample absorption at the resonance that exceeds the 50% limit for
a suspended monolayer.
8.4 Linewidths at the Radiative Limit
Using linear reflectance, Jason measures an integrated absorption at 270 K that
is 17.1 meV·100%, and this is not the value’s limit. For a homogeneous optically thin
sample, integrated absorption 𝐴 is directly related to the radiative (𝛾𝑟𝑎𝑑 = Γ𝑟𝑎𝑑/2)
and scattering (𝛾𝑠𝑐𝑎) linewidths by:
𝐴 =
2𝜋𝛾𝑟𝑎𝑑𝛾𝑠𝑐𝑎
𝛾𝑟𝑎𝑑 + 𝛾𝑠𝑐𝑎
. (8.2)
At high temperatures, where 𝛾𝑠𝑐𝑎 ≫ 𝛾𝑟𝑎𝑑, the integrated absorption approaches a
value proportional to the radiative linewidth. For a sample mounted l /4 from a
mirror, the absorption is nearly doubled. We can therefore estimate from the high
temperature total absorption, 𝐴0, that the effective radiative linewidth (which is de-
fined as the half width at half maximum of a Lorentzian) of the whole system is
𝛾𝑟𝑎𝑑, 𝑡𝑜𝑡𝑎𝑙 ≈ 𝐴02𝜋 = 2.7 meV. This approach has been used to justify that photolu-
minescence linewidth measurements are radiatively limited [147], but the assumed
homogeneous model breaks down for an inhomogeneous distribution. Below I use
this value as an effective radiative linewidth, but the sample is of course not just a
suspended monolayer or homogeneous.
Using MDCS we measure the inhomogeneous and homogeneous linewidths of the
sample. Using the full fit function described in Chapter II we determine the sample
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has an inhomogeneous linewidth with Gaussian𝜎 = 2.76 meV. Shown in Fig. 8.1,
we measure the homogeneous linewidth extrapolated to zero temperature and zero
power (𝛾0) and it is 0.42 meV. Though this value is not necessarily radiatively limited,
it is an upper bound on the radiative linewidth. We compare this linewidth to the
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Figure 8.1: We measure MDCS of MoSe2 sample mounted l /4 from a silver mirror
as a function of excitation power and sample temperature. On left: homogeneous
linewidth is plotted as a function of power per excitation beam as temperatures in
the range of 6 K to 60 K. We fit each power dependence to extrapolate a zero-power
linewidth. On right: zero-power homoegeneous linewidth is plotted as a function of
temperature. We fit this to extrapolate the zero-temperature linewidth.
linewidths of 1) encapsulated samples mounted on sapphire and 2) non-encapsulated
samples. These different sample configuration are expected to have different radiative
linewidths due to the decreased field strength at the sample and different dielectric en-
vironment, respectively. Comparison of encapsulated and non-encapsulated samples
is described in Chapter VII to justify that the encapsulated samples and the narrow-
est non-encapsulated samples are radiatively limited. Here we compare samples with
similar dielectric environments and different field enhancement factors. For encapsu-
lated MoSe2 on sapphire the enhancement is |𝐶sapph|2 = 0.84. For the encapsulated
MoSe2 sample mounted l /4 from a silvered mirror the enhancement is |𝐶Ag|2 = 2.75.
The extrapolated zero-temperature and zero-power linewidths of these samples are
0.23 meV and 0.42 meV, respectively. These homogeneous linewidths are related to
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the radiative linewidth, enhancement factor, and scattering rate at 0 K (𝛾𝑠𝑐𝑎, 0𝐾) by:
𝛾0 = 𝛾𝑟𝑎𝑑, 𝐶=1 · 𝐶 + 𝛾𝑠𝑐𝑎, 0𝐾 . (8.3)
Assuming the mirror does not affect the scattering rate, we determine that the ratio
of the measured radiative linewidths of the mirror and sapphire mounted samples
should be 𝐶Ag/𝐶sapph = 1.8. This is nearly the ratio of the homogeneous linewidths
that we measure using MDCS (1.83), and so we conclude that 𝛾𝑠𝑐𝑎, 0𝐾 = 0. With the
comparisons in Chapter VII and here we are able to convince ourselves that at the
center of the inhomogeneous distribution, the homogeneous linewidth is radiatively
limited.
The logical progression is to assume that the other linewidths in the inhomoge-
neous distribution are also radiatively limited. The linewidth would thus scale with
the amplitude of the signal in the distribution, but this would also implicitly assume
that the oscillator strength (𝜇2) depends on energy. We hit a fork in the road because
we must now consider how the measured inhomogeneous distribution scales with the
oscillator strength.
If we assume the nonlinear signal scales linearly with the inhomogeneous distri-
bution, which we typical do, then the measured 𝜎 = 2.76 meV should correspond to
the linewidth of the distribution of a linear spectrum as well. The low temperature
linear absorption has a linewidth 𝜎 = 2.6 meV. The linear absorption linewidth at
low temperature is dominated by inhomogeneity, and our measured distributions are
similar. The difference is most likely due to long-range sample inhomogeneity and
our measurement of different spots on the sample.
We next perform a similar analysis with the assumption that the inhomogeneous
distribution is directly related to an inhomogeneous dipole moment. Since MDCS is
a four-wave mixing (FWM) spectroscopy, the amplitude of the radiated signal scales
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with 𝜇4. This means that if we do not assume a homogeneous 𝜇 in our model, the
distribution measured with FWM would be narrower than the distribution measured
with a linear technique. In this case, the MDCS measurement would predict a linear
absorption linewidth of
√
2× 2.76 meV = 3.90 meV. This is much broader than the
linear absorption measurement. We thus reject any theory with nonlinear scaling of
the distribution, and we preserve the typical assumption made in MDCS analyses that
the inhomogeneous distribution we measure should agree with distributions measured
with a linear technique.
With these thoughts in mind, let’s consider what a two-dimensional spectrum
would look like if the radiative linewidth scales with 𝜇2. Since we have decided that the
distribution also scales with the linear signal (also 𝜇2), the radiative linewidth should
scale with the signal amplitude. The measured homogeneous linewidth, however,
does not scale at all with the amplitude. In fact, the homogeneous linewidth is
constant across the entire distribution within at least 10%. The constant linewidth
would imply that the linewidths that are not at the center of the distribution are
not actually radiatively limited. The difference between the homogeneous linewidth
and radiative part of the linewidth at the tails is made up by scattering processes
including spectral diffusion and dephasing.
However, if we were measuring distribution tails that were actually radiatively lim-
ited, we would measure a diagonal slice in MDCS that would be quite strange. Since
the radiative linewidth scales with the signal strength, the amplitude should not actu-
ally change. So without broadening the tails by scattering processes, the amplitude of
the signal on the diagonal of a two-dimensional plot would always be at a maximum.
In Fig. 8.2 we plot the radiatively limited (in light colors) and homogeneous (in darker
colors) lineshapes at various point in the inhomogeneous distribution. The linewidths
of the homogeneous curves are all Lorentzian distributions with a half width at half
max (HWHM) linewidth of 0.42 meV. The integral of each radiatively limited curves
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is identical to the integral of the corresponding homogeneously broadened curve. The
black curve follows the homogeneously broadened curves, corresponding to the mea-
sured inhomogeneous distribution.
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Figure 8.2: Radiatively limited lineshapes (bright colors) are plotted for various en-
ergies in an inhomogeneous distribution (black curve). Center Lorentzian feature
at 0 meV has a linewidth 𝛾 = 0.42 meV and the inhomogeneous distribution has
a 𝜎 = 2.76 meV. The bright curves centered at various points in the distribution,
indicated in the legend, have narrower linewidths than the center because their am-
plitudes are lower. The dark curves correspond to lineshapes having linewidth equal
to the center. The additional dephasing lowers the amplitudes of the curves on the
tails of the distribution.
To confirm that the non-radiative dephasing is inhomogeneous, we quantify the to-
tal oscillator strength of the inhomogenous distribution. In the homogeneous model,
the oscillator strength is proportional to the area under a Lorentzian with a linewidth
equal to the radiative linewidth. In an inhomogeneous model, where a distribution
of oscillators contribute to the total oscillator strength, it is essential to sum over
all those oscillators. One way to determine the effective oscillator strength would
be to create a set of discrete oscillators with distinct energies. This is not trivial
because energies that are close together (roughly within the radiative linewidth of
the sum of oscillators near that energy) cannot be treated as distinct. To determine
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the integrated absorption that the MDCS linewidths would predict, we have instead
related the eective oscillator strength to the area under the inhomogeneous distribu-
tion having the same amplitude as the radiatively limited oscillator at the center of
the distribution. For example, at high temperatures the integrated absorption of an
oscillator with a radiative linewidth of 0.42 meV, i.e. the red curve in Fig. 8.2, is 2.6
meV·100% (double for a sample on a mirror). A Gaussian with the same amplitude
and a linewidth defined by 𝜎 = 2.76 meV has an area of 13.8 meV·100%. This is not
consistent with the measured integrated absorption. Since the sample is l /4 from a
mirror, one would actually expect the total absorption by this sample to be double
due to the coherent absorption, which would be 27.6 meV·100%. This is well over
the measured 17.1 meV·100%, so somehow this consideration of inhomogeneity is not
sufficient. We are currently collaborating with theorists Prof. Mackillo Kira here at
the University of Michigan and Dr. Matthias Florian at the Universta¨t Bremen to
develop a consistent interpretation that meets all the constraints imposed by linear
and MDCS measurements. In the following section we apply additional constraints
on the model by introducing the temperature dependence of the experimentally mea-
sured linewidth. We also show that a literature model of inhomogeneity breaks down
because it convolves over the inhomogeneous distribution too early in the calculations.
8.5 Inhomogeneous Model and Dependence on Temperature
We seek a model that can consistently describe the temperature dependent lin-
ear absorption measurement using linewidth measurements from MDCS. In Fig. 8.3
we plot the measured peak absorption and integrated absorption at various sample
positions for a range of temperatures from 4 K up to 270 K. The most notable fea-
tures of these plots are the peak in absorption at 50 K, which we attribute to critical
coupling, and that the integrated absorption does not go to 0 at low temperatures.
A homogeneous model captures the peak resulting from critical coupling when the
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radiative linewidth and non-radiative dephasing are equal. A homogeneous model
cannot capture finite absorption at low temperature.
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Figure 8.3: Temperature dependence of linear absorption reveals striking properties of
the monolayer sample on a mirror. (a) Peak absorption as a function of temperature
indicates highly coherent sample exhibiting critical coupling near 50 K. (b) Integrated
absorption as a function of temperature.
MDCS measurements nearly corroborate the critical coupling determination by
linear absorption, but not quite. The extrapolated 0 K homogeneous linewidth is
0.42 meV. The homogeneous linewidth increases to 0.84 meV, the point at which the
radiative and non-radiative linewidth should be equal, at 35 K. This value is a little
low compared to the critical coupling maximum in the linear absorption measurement.
If there is any non-radiative broadening of the system initially, the peak will occur at
an even lower temperature.
To attempt to model the system with inhomogeneity, we write down the reflection
and transmission coefficients for a homogeneous sample:
𝑟 =
−𝑖𝛾𝑟𝑎𝑑
(𝜔 − 𝜈) + 𝑖(𝛾𝑠𝑐𝑎 + 𝛾𝑟𝑎𝑑) , 𝑡 = 1 + 𝑟, (8.4)
where 𝜈 is the center frequency of the resonance, defined this way for reasons that will
become apparent below. We solve a simplified transfer matrix for the beam reflected
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from a monolayer MoSe2 sample by considering the monolayer as a two-port system,
depicted in Fig. 8.4. One input port is the laser input 𝐸0, and the other input port
is the reflection off the mirror |𝑡|𝐸0 𝑒𝑖𝜋. We write down the reflection (normalized by
Ag
SiO2hBN
MoSe2 monolayer
|𝑡|𝐸0𝑒
𝑖𝜋
𝐸0
Figure 8.4: Treating the MoSe2 monolayer as a two-port system we easily identify the
dominant contributions to the sample response: the input beam and the transmitted
beam that reflects off of the mirror with a phase delay of p. The sample is encapsulated
in ∼20 nm of hexagonal boron nitride (hBN) on both sides. This heterostructure is
mounted on a silver mirror coated with ∼100 nm of SiO2. The spacing between the
sample and mirror correspond to a l /4 propagation distance for the light resonant
with the MoSe2 exciton.
|𝐸0|2), which is frequency dependent:
𝑅𝑀𝑜𝑆𝑒2+𝐴𝑔 = |𝑟|2 + |𝑡|2 |𝑡|2 + 2𝑅𝑒 {(𝑡 𝑟* |𝑡|)} . (8.5)
Here the first term corresponds to the light reflected from the sample, the second term
corresponds to light transmitted through the sample twice due to the reflection off
the mirror, and the third term corresponds to the interference of the incoming beam
and beam reflected off the mirror at the sample. The last term depends on the phase
of the reflected signal with respect to the incoming beam. Sample absorption for this
sample is 𝐴𝑀𝑜𝑆𝑒2+𝐴𝑔, hom. = 1 − 𝑅𝑀𝑜𝑆𝑒2+𝐴𝑔. Absorption peaks when the reflection
off of the mirror is out of phase with the incoming beam. This treatment has been
motivated by coherent perfect absorption studies [156], and could be equivalently
done with full transfer matrix calculations.
We next treat inhomogeneity in this simulation. Inhomogeneity in semiconductors
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has previously been attempted by introducing inhomogeneity into the optical suscep-
tibility [153]. This implementation of inhomogeneity does not successfully describe
spatial inhomogeneity and destroys the coherent eects that we measure. Specically,
if inhomogeneity is implemented in this way, the critical coupling eect is not realized.
It is easy to understand that introducing inhomogeneity early in a calculation leads to
dephasing. In the case of spatial inhomogeneity, the local response is actually homo-
geneous. The local response still exhibits the critical coupling eect. Inhomogeneity
should be introduced in the far eld, and so convolutions with the inhomogeneous
distribution must be applied after calculating the homogeneous responses.
Our initial attempt at treating inhomogeneity has been to dene the homogeneous
sample absorption so that it depends on the energy dierence between the resonance
center energy (𝜈) and the center of the inhomogeneous distribution (w0). We have
used the following convolution integral to consider the amplitude of the linear ab-
sorption at the center of an inhomogeneous distribution:
𝐴inh.(𝜔 = 𝜔0) =
1√
2𝜋𝜎
∫︁
𝑑𝜈 𝐴hom.(𝜔 − 𝜈) exp
[︃
−1
2
(︂
𝜈 − 𝜔0
𝜎
)︂2]︃
(8.6)
In Fig. 8.5, we plot this peak absorption as a function of temperature. The tem-
perature dependence of g𝑠𝑐𝑎 is 𝛾𝑠𝑐𝑎 = 𝑎𝑇 + 𝑏/(exp(𝐸𝐿𝑂/𝑘𝐵𝑇 )− 1). We determine the
linear temperature dependence by fitting our data measured up to 60 K. This agrees
with measurements of non-encapsulated MoSe2 previously performed by Jakubczyk
et al., so we use their measured LO phonon activation energy and coupling strength
𝑏 [157]. The parameters we use for our simulations are 𝑎 = 0.0123 meV/K, 𝑏 = 90
meV, and 𝐸𝐿𝑂 = 43 meV. This corresponds to a linewidth of 20 meV at 270 K, which
is also in agreement with the linear absorption linewidth measurement.
For the other parameters in the simulation of the peak amplitude we use 𝛾𝑟𝑎𝑑 =
0.42 meV and 𝜎 = [1.0 meV, 2.76 meV]. The narrower inhomogeneous distribution
better agrees with the data, and the broader inhomogeneous distribution is shown
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because it is the inhomogeneity we measure with MDCS.
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Figure 8.5: Peak absorption simulated by convolving a homogeneous response with a
Gaussian to introduce the effect of inhomogeneity. Peak absorpption is plotted for (a)
small inhomogeneity (𝜎 = 1.0 meV) and (b) for inhomogeneity measured with MDCS
(2.76 meV). Radiative linewidth and non-radiative dephasing used for simulation have
been measured with MDCS.
The most notable finding from these simulations is that peak absorption is pushed
to higher temperatures by introducing inhomogeneity, which agrees with the exper-
imental results. We use them primarily to motivate not convolving over the inho-
mogeneous distribution too early in the calculation. The justification for using small
inhomogeneity is perhaps due to the length scale over which inhomogeneity affects
the model. This is an open question, and these simulations do not accurately predict
the peak absorption at high temperatures.
Finally we attempt to model the integrated absorption. We have yet to successfully
find agreement between integrals over the above equations and the measurements.
The problem is that we really haven’t successfully considered the effective oscillator
strength realized by summing over the oscillators in the distribution. The closest
model we have is to write down the integrated absorption for a homogeneous system
with some effective parameters. Specifically, we use an effective radiative linewidth
𝛾𝑟𝑎𝑑, 𝑒𝑓𝑓. = 2.7 meV and some initial dephasing that we attribute to inhomogeneity
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(g𝜎 = 1.2 meV). The use of the effective radiative linewidth is consistent with the
above discussion, though a better theoretical consideration is essential to fully justify
that the MDCS numbers allow for this effective radiative linewidth. The introduced
dephasing due to inhomogeneity is not really justified. If the tails of the distribution
are non-radiatively dephased, they could perhaps contribute to the effective initial
dephasing. The model used in Fig. 8.6 is:
2𝜋 (𝛾𝑠𝑐𝑎(T) + 𝛾𝜎)× 𝛾𝑟𝑎𝑑, 𝑒𝑓𝑓.
𝛾𝑟𝑎𝑑, 𝑒𝑓𝑓. + 𝛾𝑠𝑐𝑎(T) + 𝛾𝜎
(8.7)
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Figure 8.6: Homogeneous model with effective radiative linewidth, inhomogeneity
introduced as dephasing, and measured phonon scattering with temperature.
8.6 Coherent Perfect Absorption
The absorption of the monolayer MoSe2 mounted an a mirror exceeds the 50% ab-
sorption limit of a suspended monolayer. We relate this to the study of coherent per-
fect absorbers [158, 159, 160], which are typically implemented using metamaterials.
Coherent perfect absorbers are created by counter-propagating coherent light sources
so that they interfere at an optically thin material in which the dissipation is tuned so
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that the material will absorb 50% of a single beam. If the counter-propagating beams
interfere to form a node at the absorber, the absorber will be perfectly transparent
to both beams. If the counter-propagating beams interfere to form an anti-node at
the absorber, it will perfectly absorb both beams. One of the most exciting set of
applications that are enabled by coherent perfect absorption is the ability to control
light-with-light without nonlinearity. Using a control pulse that is coherent with a
signal pulse, it has been proposed that one could restore a pulse shape, lter beam
coherence, or modulate the amplitude of the signal beam [159]. The technique has
also been demonstrated as a very sensitive material thickness detector [160].
One of the major challenges of coherent perfect absorbers is getting the materials
thin enough. It is very dicult to make a thin absorber that will absorb 50% of a
single beam. Thick materials signicantly inhibit the perfect absorption bandwidth
because the interference range of the counter-propagating beams is not as well de-
ned. We therefore propose using monolayer TMDCs as a perfect absorber because
it is ultrathin. Though the resonance linewidth limits the bandwidth in MoSe2, the
monolayer absorption we measure is unprecedented.
8.7 Summary
We have measured linear absorption and MDCS of monolayer MoSe2 mounted l /4
from a silvered mirror. This sample geometry allows us to measure the sample ab-
sorption directly by measuring the sample reflectance. We have therefore been able to
quantify the frequency dependent absorption and total absorption of the sample. We
realize that we are able to lower the sample temperature to below the point of critical
coupling where the radiative linewidth dominates the broadening resulting from in-
ternal scattering. MDCS measurements confirm these findings, but they indicate that
the sample inhomogeneity is still significant compared to the homogeneous linewidth.
The quantitative linear absorption and MDCS measurements significantly constrain
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a complete model to describe inhomogeneity in these monolayer semiconducting sam-
ples. We have begun to compare various models and can reject treatments of inhomo-
geneity that integrate over the inhomogeneous distribution to calculate the nonlinear
response of the sample. MDCS measurements reveal two other aspects that constrain
the model. First, the inhomogeneous distribution measured with FWM spectroscopy
is identical to the distribution measured with a linear spectroscopy. Since FWM spec-
troscopies scale with 𝜇4, it is important to consider inhomogeneity in such a way that
the nonlinear response does not scale nonlinearly across the distribution. Second, the
homogeneous linewidth across the distribution is constant. Though the center of the
distribution is radiatively limited, it is possible that non-radiative decay contributes
to the linewidths of the resonances that are not at the center of the distribution.
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CHAPTER IX
Coupling Quantum Confined Polaritons
9.1 Introduction
Coupling excitons in a quantum well (QW) to an optical cavity can introduce
strong light-matter coupling between the two. Cavity modes and exciton resonance
are strongly coupled when the band structure of the system contains anti-crossings
with energy splittings that are greater than the linewidths of those resonances. In
this case, the quasiparticles describing the system excitations are called polaritons.
The split bands are called the upper and lower polaritons. Since polaritons have
characteristics of both the cavity mode and exciton band, they have many unique
properties that make them a useful system for demonstrating coherent phenomena
like Bose-Einstein condensation [161].
The challenge with polaritons is increasing the interactions between polaritons.
The photon-like features that give polaritons a long coherence length and a low ef-
fective mass also make polariton interactions very weak. In this chapter we describe
devices that confine polaritons. By confining polaritons it is possible to significantly
enhance their densities and correspondingly enhance their interactions.
MDCS is a powerful technique for measuring interactions. In this system we are
able to directly measure relaxation from exciton states into polariton states. We mea-
sure self-interactions of polaritons and interaction between distinct polariton states.
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We also use two-quantum MDCS to demonstrate that many-body interaction domi-
nate the nonlinear response.
9.2 Zero-dimensional Polariton Device
Exciton polaritons are confined by a cavity structure with a finite spatial extent.
The cavity is made up of 30 pairs of a distributed Bragg reflector (DBR) on the bottom
and a square 7.5 mm sub-wavelength grating (SWG) on the top that is optimized as a
high-reflectance mirror for light polarized along the grating bar direction. Inside the
cavity, 12 GaAs quantum wells (QWs) are distributed in the three central antinodes
of the cavity.
9.2.1 Sub-wavelength High Contrast Grating
High reflectors in traditional polariton devices are DBRs, which are made of alter-
nating high and low refractive index material layers, each with an optical thickness
of l /4. In order to have a high reflectivity, which is necessary for strong coupling
between the DBR-based cavity mode and the exciton, DBRs are typically made with
20-30 pairs of alternating layers.
An optical grating is a periodic structure that diffracts light and is typically used
in spectroscopy as a dispersive element. For a plane wave incident on a grating with
an angle 𝜃𝑖, diffracted light constructively scatters from the grating with maxima at
angles 𝜃𝑚 for integer 𝑚 given by:
𝑑(sin𝜃𝑖 − sin𝜃𝑚) = 𝑚𝜆, (9.1)
where 𝑑 is the groove spacing and 𝜆 is the wavelength of the incident light. For
𝑑 < 𝜆, there only allowed solution is for 𝑚 = 0 and sin𝜃𝑖 = −sin𝜃0. Thus a SWG
is a reflector. The cavities here are made by a DBR stack as the bottom mirror
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and a SWG as the top mirror. By careful tuning of the grating spacing and grating
bar thickness, the SWGs used here have been optimized to have a broad bandwidth
reectance for light polarized along the grating that is comparable to that of a mirror
made with 30 DBR pairs [162]. A high quality cavity is thus attained using a 30 DBR
pairs mirror and a single SWG.
9.2.2 High Degree of Polarization
Since the grating breaks the in-plane rotational symmetry of the polariton device,
SWG mirrors have high polarization selectivity. For simplicity we refer to polarization
along the grating as TE polarization and across the grating as TM polarization. The
gratings in these devices have been carefully optimized for a nearly perfect reflectivity
for TE polarized light and low reflectivity for TM light. This means that polaritons are
TE polarized and TM-polarized light excites excitons that do not strongly interact
with the cavity modes. Specifically, the measured degree of polarization for lower
polaritons (LPs) in these cavities is 91.9% and the degree of polarization for excitons,
having a fitted orthogonal polarization to the LP, is 98.2% [163].
9.2.3 Polariton Confinement
Confinement into zero-dimensional spatial modes is enabled by the finite size of
the grating. The SWG devices measured here are 7.5 mm × 7.5 mm. This finite
cavity size functions as a finite square well potential that confines the polariton wave
function in two directions. Though the device height and length are identical, the first
vertical and horizontal excited modes are not degenerate due to the difference in the
effective confinement potential, most likely resulting from the broken symmetry by the
grating. This difference is evident in the spatially resolved photoluminescence (PL)
measurements shown in Fig. 9.1. The first excited mode in the cross-grating direction
is at a lower energy than the first excited mode in the along-grating direction.
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In Fig. 9.1 we plot spatially resolved photoluminescence spectra showing discrete
resonances (a) along and (b) across the SWG. Calculated energies of the LP modes
agree well with measured LP resonances, but the exciton energy and effective confine-
ment potential are both dependent on the experimental conditions. We indicate the
even modes (0th, 2nd, 4th, etc.) here since the odd modes are only weakly measured
for normal incidence.
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Figure 9.1: Spectrally resolved real space image of photoluminescence from the 0D
cavity across (a) and along (b) the sub-wavelength grating (SWG). Dashed lines
correspond to, from the bottom, 0th, 2nd, 4th, etc. modes.
9.2.4 Strong-coupling Regime and Polariton Lasing
Strong coupling between the excitons and TE polarized cavity modes has been
demonstrated in these devices. Measurement of the splitting between upper and lower
polariton bands reveals a strong exciton-photon coupling strength of 12 meV. As the
pump power is increased above a threshold power of about 5 kW cm−2, emission
from the LP ground states sharply increases. Measurement of the coherence of the
emission reveals that lasing has indeed been achieved in the device [163].
Since these devices confine polaritons without the use of destructive interfaces
in the active media or main cavity layer, SWG polaritons enable coupling between
confined states.
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9.3 Measuring Coupling and Interactions
Using MDCS we measure strong polariton-polariton interactions resulting from
their spatial confinement. Increasing interactions increases the rate of thermal equi-
libration, which facilitates polariton condensation [164, 165]. We compare double-
quantum and single-quantum MDCS to demonstrate the strong self-interaction of
the ground state polaritons. We also demonstrate coherent coupling between dis-
crete polariton modes fully confined in three dimensions. Since the spatial profiles of
the polariton modes are distinct, we are able to measure spatially selected coherent
pathways enabling a new kind of coherent control.
Many-body effects, like excitation induced shift and dephasing, are known to
be a dominant source of four-wave mixing (FWM) signals in condensed systems [7,
44, 45]. It is thus no surprise that MDCS, a set of advanced FWM techniques,
offers powerful tools for directly measuring coupling and interactions. As discussed in
Chapter II, single-quantum spectroscopies can reveal coupling between states. When
no real states exist at a the doubled photon frequency, double-quantum signals result
entirely from many-body effects. We thus use a variety of MDCS techniques to explore
coupling mechanisms and their strengths in a confined polariton system. In Fig. 2.7
we illustrate one of the MDCS pulse sequences used here in which we labelled the
pump as the first two excitation pulses that excite the sample into a population state
and the probe as the third pulse that induces the radiated FWM signal. In this
chapter we describe various ways in which we prepare the polarization or excitation
position of the pump pulses differently than the probe pulse. In this way we can
measure specific excitation and emission pathways in the sample.
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9.4 Relaxation from Exciton States
Typical planar polariton lasers, QWs in a cavity made by top and bottom stacks
of DBR layers, are optically pumped energetically above the exciton resonance and
above the stop band of the DBR. In the SWG-based cavities we measure here, it
is instead possible to pump the cavity on resonance with the exciton using a TM-
polarized pump. The grating is nearly transparent to this polarization, and the QW
absorption is very high at the exciton resonance energy. This polarization dependent
front mirror reflectance is a feature for highly efficient pumping of a polariton laser,
and here it enables measurement of the relaxation of exciton states into polariton
states using resonant spectroscopy.
Here we compare relaxation pathways by pumping the exciton-polariton system
with TE- or TM- polarized light and probing the system with TE- or TM- polarized
light. The signal we measure is a third-order nonlinear response of the sample induced
by three pulses, labelled A*, B, and C. Specifically this corresponds to a rephasing
pulse sequence, where the coherent evolution of sample between A* and B has the
opposite sign as compared to the coherent evolution of the signal emitted after C. The
pumping is performed by pulses A* and B, where the exciton population created by the
interference of these pulses’ linear responses determines the nonlinear response. We
thus spectrally resolve the absorption of the pump by measuring the phase-resolved
MDCS signal as a function of the time delay (t ) between A* and B, and we Fourier
transform the signal with respect to that time delay. The radiated nonlinear field is
interfered with a local oscillator (LO). The LO is temporally scanned with respect
to the field (time delay, t) and the interference term (the MDCS signal) is Fourier
transformed as a function of the delay, t. The resulting two-dimensional plots relate
the correlation between absorbed photon energies (w𝜏 ) and emitted photon energies
(w𝑡). Here we use it to measure relaxation and coupling between states that absorb
light and states that emit light. For technique details see Chapter II.
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In Fig. 9.2 we plot multidimensional spectra measured with a rephasing pulse
sequence for various pump and probe polarizations. In Fig. 9.2(a) we plot a MDCS
measurement for TE-polarized pump and probe. This corresponds to direct excitation
of the polariton states and emission from those states. Some relaxation from higher
energy states to the ground state is evident from this figure, and we explore this in
more detail below. In (b) we measure TE pumping on the polariton states and TM
probing of the exciton. Here we see that absorption of higher order polariton states
modifies the exciton emission more that the lower order states. We also see that
the amplitude of these features is much lower than in the other plots, and so they
represent weaker effects. In (c) we measure relaxation from the exciton states pumped
with TM-polarized light into the polariton states, probed with TE-polarized light. We
see a dominant relaxation pathway between the exciton states and the ground state
polariton. Interestingly it also seems the lowest energy exciton states significantly
modify emission of highest order polariton states. This presumably results from the
near degeneracy of these states. In (d) the exciton state is pumped and probed
by TM-polarized light. This spectrum looks fairly different from that of a bare QW
indicating that the weak coupling to the cavity is still significantly modifying the QW
emission. The feature in the MDCS is strongly shifted off the diagonal, an indicator
of spectral diffusion. We attribute this spectral diffusion to the weak feedback by the
cavity.
The measurement of the coupling between the exciton and lowest energy polariton
state is intuitively understood as relaxation. We can realize from the large vertical
stripe in Fig. 9.2(c) that the absorption above the exciton is broadband and should
thus have a correspondingly fast decay. By measuring the dependence of this signal on
the time delay, T, between the pump pulses and the probe (not plotted), we find that
the timescale of the coupling is faster than the pulse duration; that is, the formation
time of the coupling peak is faster than we can measure. The spectrum decays with
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Figure 9.2: MDCS isused to measure relaxation and coupling pathways between the
QW exciton and polariton states. Data are all measured with same power beams, so
colorbars indicate relative signal amplitudes. The time delay between the second and
third pulses, T, is 200 fs for all these measurements. (a) TE pump and TE probe
correlate polariton absorption and emission. (b) With a TE pump and TM probe
we measure small modification of exciton emission, and most of the modification is
by the highest order polariton states. (c) With TM pump and TE probe we mostly
measure relaxation from the exiton state to the ground state polariton. (d) TM pump
and probe measures QW exciton weakly modified by the cavity.
the timescale of the exciton population decay.
There are, however, less intuitive phenomena revealed by these multidimensional
spectra where the polariton states are nearly degenerate with the exciton. This region
corresponds to the very top of the LP band where the polaritons have high momenta.
In Fig. 9.2(b) we see a complete absence of polariton absorption that affects exciton
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emission at the energy of the exciton resonance. We also see a pronounced cutoff
of the emission at 1551 meV in (b) and (d). The cutoff implies that the polariton
absorption strongly affects the emission of low energy excitons and not high energy
excitons. Since the low energy excitons are the more localized excitons, this cutoff
implies that the high-k polaritons couple strongly to the localized excitons. The data
seem to indicate that polaritons do not couple to higher energy excitons that are
more delocalized and have lower masses. Theories describing exciton-polaritons with
high-mobility excitons are the current state of the art [166], and MDCS measurements
could help explore these more extreme conditions.
The measurements could also be partially explained if the degree of polarization
of the high-k polariton states is not as high as that of the ground state. In Fig. 9.2(d)
the off-diagonal emission seems to result from two polariton resonances that we see
on the diagonal in (c). This would imply that the emission of the highest polariton
states is partially TM-polarized.
9.5 Polariton Interactions
In this section we explore polariton-polariton coupling with low and high spatial
resolutions. For high spatial resolution scans we use an objective having a numerical
aperture (NA) of 0.5 to achieve an approximately 1 um spot size. To excite all of
the modes at once we perform some measurements with a lower 0.2 NA objective.
For all measurements the excitation light wavevector 𝑘 = 0, so different modes are
defined spatially. To study the polaritons interaction all pulses are TE-polarized and
resonant with the lowest energy polariton states.
Using the low NA objective we measure coupling between states, plotted in
Fig. 9.3. In (a) and (b) we measure rephasing and non-rephasing single-quantum
MDCS. For inhomogeneously broadened linewidths, like excitons, these spectra can
be very different. Polaritons have very long coherence lengths, owing to the strong
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coupling of the exciton to a cavity, and so the polariton linewidth is unaffected by the
exciton inhomogeneity [58, 167, 168]. For this reason, rephasing and non-rephasing
measurements of these confined polaritons look almost identical, even having approxi-
mately the same signal strength. What is most apparent in (a) and (b) is that all even
polariton states appear to absorb light and mostly emit at the lowest energy state.
Absorption by odd mode states is very low. The emission from the 2nd polariton
state (along the diagonal) is also suppressed. Looking at Fig. 9.1(a) it is likely that
this relatively low NA objective is still mostly collecting emission from the center of
the device. In Fig. 9.1 we see PL emission from the center of the device across the
grating for 0th, 4th, 8th, etc. modes. So while a large spot still excites the 2nd mode,
it is understandable that the MDCS emission is not well collected and interfered with
the LO.
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Figure 9.3: Large spot MDCS reveals absorption at many levels and relaxation into
the ground state. Owing to the normal incidence of excitation we see absorption and
some emission at the even modes. The odd modes are suppressed, as we would expect
from the PL images. Coupling is revealed in (a) rephasing and (b) non-rephasing one-
quantum MDCS. By measuring (c) two-quantum MDCS, we find the feature on the
diagnoal at the 0th order state results mostly from interactions.
In Fig. 9.3 (c) we plot a double-quantum MDCS measurement of the sample
measured at the same time as the singe-quantum measurements. Double-quantum
spectroscopy uses a pulse sequence that correlates a single-quantum emission (or
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absorption) energy to a spectrally resolved sample evolution at twice the probing
frequency. For systems in which no real resonance exists at any two-photon fre-
quency, the double-quantum pulse sequence is used to directly measure signals re-
sulting from many-body interactions [116]. The ground state signal strength of the
double-quantum measurement is comparable to that of the single-quantum measure-
ments, which indicates that the single-quantum signal is dominated by interactions.
We attribute the high polariton-polariton interaction signal to the zero-dimensional
connement of polaritons in the ground state.
From the low NA measurements, we realize strong coupling and interactions be-
tween states. These interactions seem to be strongest for the polaritons having over-
lapping spatial wavefunctions (e.g., the 0th and 4th states), but we also see coupling
between states that do not spatially overlap. Specically, we measure coupling be-
tween the 0th and 2nd states. Since there exists coupling between these states, we
should be able to spatially select one state with the absorbing pulses and see energy
transfer to another resonance at a dierent location. We do this by tightly focusing
(NA = 0.5) the pump beams onto a dierent location than the probe beam. We use
a spatial scanning scheme like to the one described in Chapter V in which we image
a tilting mirror onto the back of the focusing objective. By scanning the beam angle
at the back of the objective, we can change the focus position of one beam (i. e. the
pump beam) but maintain its momentum k = 0.
In Fig. 9.4 we plot MDCS measurements for various pump and probe positions on
the SWG. In (a) both the pump and probe are tightly focused onto the center of the
SWG, directly exciting and measuring the ground state polariton. In (d) the pump
and probe are both focused approximately 1.5mm to the right and 0.5 mm below the
center resonance. This position strongly excites the 2nd excited polariton state and
does not probe the ground state. In (b) and (c) we spatially isolate coupling pathways
in which we pump on one resonance and probe on the other. Specifically in (b) we
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pump at the 0th polariton and measure modified emission of the 2nd polariton. In
(c) we measure the inverse coupling, which is about twice as strong since relaxation
to the lower energy state by phonon scattering also contributes to this signal.
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Figure 9.4: Non-local pump and probe MDCS measurements used to select coupling
pathways. (a) Pump and probe excite and measure emission from the center of
the SWG, corresponding to the 0th ground state polariton. (b) Pump excites ground
state polariton and probe is spatially shifted relative to the pump to measure emission
from the 2nd excited polariton state. Since the states are coherently coupled, the off-
diagonal cross-peak between the resonances is measured. (c) Signal, dominated by
relaxation, results from pump excitation of the 2nd polariton state and probing of
ground state. (d) Both pump and probe spatially excite the 2nd excited polariton
state and measure its nonlinear response.
Though it is interesting that we can spatially select specific coupling pathways to
measure with a tightly focused beam, this result could be expected from the MDCS
measurement with a large spot. We present these features to allude to a novel ap-
plication: by exciting the sample with a spectrally-shaped pulse one could induce
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exotic spatial emission patterns. The controlled coupling between resonance energy
and position opens up the potential for coherent spatial control.
9.6 Heating Effects on Polariton Energies
In this chapter the features, and in particular the lowest energy polariton states,
do not agree in every plot. When attempting to compare MDCS results to the PL, we
found that the ratios of the spacing between features was maintained between plots,
but the absolute spacing was not. We hypothesized that the device was modified by
heating, and this modification would directly affect the polariton energies. We con-
firmed this result by looking at the power-dependent PL below the lasing threshold,
plotted in Fig. 9.5. We found that as the devices is heated, and presumable expands,
the resonances become energetically closer together. This would be expected for a
decreased confinement of the wavefunction by the expansion of the device.
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Figure 9.5: PL excited by a 740 nm pulsed laser having an 80 MHz repetition rate.
(a) PL with a 2 mW excitation has a larger spacing between polariton states than (b)
a 50 mW excitation. The ratio of the spacing between each resonance is the same,
however.
Interestingly, the spacing between levels for the resonant MDCS measurements
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was even higher than the spacing in the 2mW excitation PL measurement. Though
the MDCS excitation beam was higher, a total of 6 mW (2 mW per beam) with a
repetition rate of 76 MHz, the beams seemed to heat the sample less. We attribute
this decreased heating to the difference between resonant and above-gap excitation.
The above-gap excitation leads to relaxation by phonon scattering, which heats the
samples.
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CHAPTER X
Nonlocal Four-Wave Mixing
10.1 Introduction
In nonlinear optics it is typically assumed that the response of a medium is local;
that is, the induced polarization at a given point in space is only dependent on the
electric field at that same point. This assumption is the basis for how we think
about wave mixing, and it affects how we interpret results measured by nonlinear
optical techniques. On the other hand, Wannier excitons in a 2D semiconductor are
defined as eigenstates of 𝑘, and so an ideal exciton is delocalized over the crystal. We
would therefore expect the nonlinear response of an ideal delocalized exciton to not
be locally defined.
In the Cundiff lab we are particularly familiar with one specifically local nonlinear
response: 𝑘-vector selected four-wave mixing (FWM). In the simplest realization of
this class of spectroscopy, two beams having 𝑘-vectors 𝑘1 and 𝑘2 mix locally in a
material. A population grating is formed by the interference between the two beams,
and the beams can also diffract off of that population grating. To determine the effect
of wave mixing by local constructive and destructive interference field interference,
let’s consider a third-order nonlinear response, 𝜒(3), of a material. The FWM signal
corresponding to the diffraction of the 𝑘2 beam, for degenerate beams with frequency
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w, has the form:
𝐸𝐹𝑊𝑀 = 𝜒
(3)𝐸*1𝑒
(−𝑖𝜔𝑡+𝑖𝑘1𝑥)𝐸2𝑒(𝑖𝜔𝑡−𝑖𝑘2𝑥)𝐸2𝑒(𝑖𝜔𝑡−𝑖𝑘2𝑥)
+ 𝜒(3)𝐸*1𝑒
(−𝑖𝜔𝑡+𝑖𝑘1𝑥)𝐸2𝑒(𝑖𝜔𝑡−𝑖𝑘2𝑥)𝐸*2𝑒
(−𝑖𝜔𝑡+𝑖𝑘2𝑥) + c. c.
= 𝜒(3)(𝐸*1𝐸2𝐸2𝑒
(𝑖𝜔𝑡−𝑖(2𝑘2−𝑘1)𝑥) + 𝐸*1𝐸2𝐸
*
2𝑒
(𝑖𝜔𝑡−𝑖𝑘1𝑥)) + c. c.,
(10.1)
where 𝐸 fields are a function of 𝑥 and 𝑡, and 𝑘 and 𝑥 are vectors describing a prop-
agating fields’ momenta at a given position. Assuming fields interact locally we find
that the photon-echo FWM signal (𝐸*1𝐸2𝐸2), discussed in Chapter II, is radiated in
the 2𝑘2 − 𝑘1 direction. The signal radiated in the 𝑘1 direction is the non-rephasing
FWM signal.
In FWM experiments exciton diffusion is a well known source of the breakdown
of local nonlinear wave mixing [52]. This phenomenon, in which exciton population
diffusion degrades the population grating created by the interference of two beams,
effectively leads to wave mixing that is not local. Because of this effect on the non-
linear signal, transient grating spectroscopy can be used to measure the diffusion
coefficient of excitons [169]. By measuring the population decay as a function of
the angle between the exciting beams, exciton diffusion can be disentangled from
population decay. However, this diffusion phenomenon is not the result of a delo-
calized exciton in the sense that we will refer below. Though exciton mobility and
localization are related, diffusive excitons measured in transient grating experiments
still have coherence lengths that are much smaller than the optically induced grating
spacing.
10.2 Coherence Length and Mathematical Treatment
Every particle (or quasiparticle) has a finite spread in both position and momen-
tum space. Since photons are massless and thus have low momenta, the minimum
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coherence length of light is still quite large. This coherence length is the dirac-
tion limit, and it is roughly half of the wavelength of light. Atoms and molecular
absorption sites are typically about three orders of magnitude smaller than the wave-
length of light used to excite them, so their excitations are eectively perfectly local.
However, periodic structures forming bands and optical cavities can enhance the co-
herence length of matter. For instance excitons in ZnSe quantum wells (QWs) have
been demonstrated with coherence lengths between 300 and 400 nm, which is 25-30
times larger than the exciton de Broglie wavelength [170]. Polariton condensates, in
which a planar cavity enhances the spatial coherence, have been demonstrated with
a coherence length that is approximately 6mm [171].
The coherence length of a quasiparticle (i. e. an exciton) described by a band is
determined by the band curvature and homogeneous linewidth. The coherence length
is inversely proportional to the 𝑘-vector range the exciton subtends, and this 𝑘-vector
range scales quadratically with the homogeneous linewidth, 𝛾, and the effective mass
of the exciton, 𝑚ex. With appropriate factors of proportionality, the coherence length
in three dimensions, 𝑙𝑐, is [172]:
𝑙𝑐 =
(︂
3𝜋2√
2
)︂1/3 ~
𝑚ex~𝛾
. (10.2)
So we see the conditions for a long coherence length: 1) a narrow homogeneous
linewidth and 2) a small exciton mass corresponding to a high band curvature.
Since nonlinear wave mixing in a sample with a long coherence length is not
described by traditional nonlinear optics, the mathematical treatment we employ is
not conventional. There is, however, some precedent in optics for treating a beam
profile as it propagates through an optical system with fractional Fourier transformss
(FrFTs) [173, 174]. The FrFT is a linear transformation that generalizes the Fourier
transform. It basically functions to partially transform a signal between domains. In
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optics, for instance, a lens will transform a flat-top beam into a sinc function at its
focus. Between the lens and the focus one could describe the beam using a FrFT with
a coefficient describing the degree of the transformation that depends on the distance
from the lens.
The FrFT of function 𝑓 is denoted ℱ𝛼(𝑘) and defined by:
ℱ𝛼(𝑓)(𝑘) =
√︂
1− 𝑖 cot(𝛼)
2𝜋
𝑒
𝑖 cot(𝛼)𝑘2
2
∞∫︁
−∞
𝑒−𝑖(csc(𝛼)𝑘𝑥−
cot(𝛼)
2
𝑥2)𝑓(𝑥) d𝑥. (10.3)
For 𝛼 = 𝜋/2 this is the definition of a Fourier transform. For 𝛼 = −𝜋/2 this is an
inverse Fourier transform. By applying an 𝛼 between 0 and 𝜋/2, we can transform
a signal into a distribution that is a function of both 𝑥 and 𝑘. In our treatment
of nonlinear mixing with high spatial coherence, we determine the nonlinear field
interaction after transforming the fields into a domain that is partially 𝑥 and 𝑘. The
degree of transformation is easily related to a coherence length in which the correlation
of adjacent positions prevents nonlinear signals from being entirely localized.
10.3 Simulating Nonlocal Four-wave Mixing
To determine the effect of a long coherence length on FWM we explore wave
mixing of fields having minimal spatial overlap. In our simulations we define a grid
that is 100 times larger than the spot size (defined here as the full width at half
maximum) we use to excite a nonlinear signal and with a step size that is 100 times
smaller than the spot size. The finite grid allows us to use the discrete FrFT, where
the order of the Fourier transform is now defined with 𝑎 = 𝛼
𝜋/2
[175]. Specifically we
use a fast implementation of this algorithm that has been written in Python [176].
Conveniently, the grid we have defined results in a coherence length equal to the spot
size for 𝑎 = 0.5. Since this parameter is dependent on the grid used to model the
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system, we plot this quantity in terms of coherence length and in units of the spot
size. These are absolute quantities that do not depend on simulation constraints.
Some problems can begin to arise for coherence lengths on the order of the simu-
lation size. These are solved by defining reflecting boundaries and moderately careful
selection of the excitation beam positions and momenta.
In Fig. 10.1 we plot resulting spatial domain FWM for various excitation beam
positions and sample coherence lengths. In each plot the second beam 𝐸2, which
both creates a population with the first beam 𝐸1 and induces emission of the FWM,
is centered at 0. In the leftmost plot, 𝐸1 excites the sample at the same location as 𝐸2.
Since the mechanism of signal mixing in different domains may differ, there is little
reason to devote much time to considering the amplitude difference between these
emission. It is, however, notable that the width of the FWM emission induced for low
coherence lengths (0.1 times the excitation spot size) is narrower than the excitation
spots. For large coherence length, the emission is wider. This occurs because FWM
is stronger at the peak of a distribution than at the tails, and so it will narrow a
linewidth in the mixing domain. For local mixing, the nonlinear signal is narrower
in position. This is often touted as an advantage of multi-photon microscopy. For
mixing in 𝑘, the distribution of the nonlinear signal is actually broader in position
space because it is narrower in momentum space.
In the middle and rightmost plots of Fig. 10.1 we show simulated FWM for spa-
tially separated excitation beams. In the middle plot these beams are separated by
one spot size. For a low coherence length we see only FWM at the point of overlap
between the beams. As the coherence length is increased, the center position of the
FWM approaches the expected nonlocal FWM position of 2𝑥2−𝑥1. In the rightmost
plot the excitation beams are two spot sizes apart, and there is hardly any spatial
overlap of the beams. Using the same nonlinear coefficient as the other plots in the
figure, we still find a significant nonlocal signal for a high coherence length.
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Figure 10.1: Excitation beams 𝐸1 and 𝐸2 excite the sample at postions 𝑥1 and 𝑥2.
Gray shaded regions indicate excitation beams separated by 0, 1, and 2 times the spot
size for the left, middle, and right plots, respectively. FWM with an arbitrary intensity
is plotted for various coherence lengths where a low coherence length corresponds to
local nonlinear wave mixing and a high coherence length corresponds to nonlinear
mixing in momentum space.
To definitely measure a nonlocal FWM effect, it would be ideal for the FWM
signal to be emitted from a position that is on the opposite side of 𝑥2 from 𝑥1. Any
shift in the signal emission position from the point with the highest beam overlap in
the sample is evidence that the nonlinear mixing is not truly local. Coherent emission
that is shifted to the opposite side of the 𝐸2 beam from the point of overlap is very
strong evidence for nonlocal FWM. Such a quantity is also very easy to measure. In
Fig. 10.2 we plot the simulated distance of the FWM emission from 𝑥2 as a function
of the sample coherence length. We plot this for ∆ = 𝑥1 − 𝑥2 of 1 and 2 times the
spot size. We find that both relative excitation beam placements result in the same
crossing point of the FWM emission and 𝑥2. This point corresponds to a coherence
length of excitons that is 2.3 times larger than the excitation spot sizes.
10.4 Experimental Result
We have measured a first test of nonlocal FWM in a confined polariton sample,
the sample discussed in Chapter IX. This sample is highly nonlinear, owing to the
strong confinement of the polariton modes at specific locations on the device, and
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Figure 10.2: Position of FWM emission relative to the excitation beam at position 𝑥2.
The first beam is centered at 𝑥1 and the excitation beam separation is ∆ = 𝑥1 − 𝑥2.
For both beam separations the FWM emits from a position that is on the opposite
side of 𝑥2 from 𝑥1 for sample coherence lengths greater than 2.3 times the excitation
spot sizes.
these polariton modes have coherence lengths up to the size of the device size. These
devices are thus a good system for demonstrating an enhancement of FWM at a
2𝑥2 − 𝑥1 position.
To measure this FWM signal we use a scheme that is similar to the experiment
described in Chapter V, but we instead look at the signal corresponding to rephasing.
We excite the sample with two pulsed excitation beams exciting positions 𝑥1 and
𝑥2. The sample image is interfered with a local oscillator (LO), which serves to
only measure emission from the specific point that interferes with the LO. We lock-
in detect on the beat frequency corresponding to the rephasing signal: 𝜔𝐹𝑊𝑀 =
2𝜔2 − 𝜔1 − 𝜔LO.
In a most straightforward experiment to mimic the simulations above one would fix
the excitation beams and spatially scan the LO over the sample image on the detector.
As the LO is scanned over the position corresponding to 2𝑥2−𝑥1, the nonlocal signal
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would peak. In our rst test, however, we have done a nearly equivalent experiment in
which we instead scanned the relative postions of the excitation beams. This allows us
to use our conrmed sample imaging setup for accurately determining beam positions.
It also allows us to place the LO at a position that we can dene by the sample image.
In this test the scanning beam (having position𝑥1) is moved to -1.0 mm with respect
to 𝑥2 to set the LO position. The LO beam is positioned to optimize its linear
interference with the beam 1 at 𝑥𝐿𝑂 − 𝑥2 = −1.0 mm. The lock-in detector is then
set to measure interference between the LO and rephasing signal. This interference
is recorded as a function of the 𝑥1 measured with respect to 𝑥2. The LO delay is
also scanned over the signal to measure the integrated FWM. In this experimental
design the nonlocal signal should peak when 𝑥1 − 𝑥2 = 𝑥2 − 𝑥LO, which corresponds
to 𝑥1 = 1.0 mm In Fig. 10.3 we plot the results of this measurement. Remarkably we
do see the integrated FWM signal peak for 𝑥1 − 𝑥2 = 1.0 mm. We also see the signal
does not peak at all where 𝑥1−𝑥2 = −1.0 mm, the point at which the excitation beam
and LO overlap and have the maximum linear interference.
Comparison of the experimental result to the expectation for a purely nonlocal
nonlinear response reveals that there are additional terms contributing to the FWM.
If the signal resulted from a single state with coherence length corresponding to a
semi-local nonlinear response, the response would still be spatially Gaussian and
peak at a value less than 𝑥1 − 𝑥2 = 1.0 mm. We instead measure a response that is
clearly not Gaussian, which indicates that we are measuring a sum of two different
nonlinear signals that have different coherence lengths and most likely different spatial
mode profiles. The spatial shape of the output in these confined polariton samples
is also shaped by the spatial modes of the sample, which is not fully captured by the
homogeneous one-dimensional model described here.
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Figure 10.3: We x a LO beam to only interfere with FWM emission from the position
corresponding to𝑥𝐿𝑂 − 𝑥2 = −1.0 mm. As we scan the excitation pulse at position
𝑥1, we find the FWM signal peak for 𝑥1 − 𝑥2 = 1.0 mm. We also plot the signal
expected for nonlocal FWM that we would measure for a very high coherence length
with respect to the excitation spot size. We attribute the discrepancy between the
experimental measurement and nonlocal simulation to local states. We thus measure
a sum of two different nonlinear responses, one of which is local and the other of
which is nonlocal.
10.5 Outlook
There are some aspects of this experiment that we would like to improve to make
the interpretation more straightforward and that would allow us to better identify the
terms that contribute to nonlocal versus local FWM. Here we present some simple
improvements that could be made to better study the confined polariton sample. We
also suggest other good model systems that could also be used to study nonlocal
FWM.
One issue that distinguishes these nonlocal experiments from our other heterodyne
detected experiments is that here we cannot measure the phase of the FWM using
the usual scheme. In the other experiments we rely on a co-propagating continuous-
wave (CW) reference laser to sample path length fluctuations of the each of the
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four beams necessary to measure the signal. Measurement of the relative phase of
the reference laser propagating along two paths requires that the beam along both
paths interfere at a detector. In a nonlocal experiment, this linear interference term
will inherently be very small if the reference propagates along the same path as the
excitation beams. The reference laser co-propagating beam 1 has to interfere with
the one co-propagating beam 2. The beam 2 reference also has to interfere with the
LO reference. None of these beam pairs is spatially overlapped in a nonlocal FWM
experiment. Without referencing the intereferometers, we cannot determine the signal
phase, and thus we cannot spectrally resolve the signal in the typical way. The easiest
way to resolve this issue is to not spectrally resolve the beam for Fourier transforming
it. Rather, the signal could be dispersed and filtered in a monochromator, and the
signal could be spectrally resolved by scanning the monochromator over the various
polariton resonances. This would be sufficient to determine if the local and nonlocal
signal contribution arise from spectrally distinct polaritons.
It would also be interesting to determine the dependence of the local and nonlocal
nonlinear responses on excitation field strength. Though the 𝜒(3) term has a cubic
response to the field in both cases, high field strengths will saturate the FWM signal
resulting from higher order nonlinear terms. It would be interesting to measure how
the local and nonlocal field saturate, which could help shed light on the total oscillator
strength of both types of excitation.
The other aspect of this experiment that hinders the straightforward interpretation
has been the use of a confined polariton sample. The sample has the advantage of
having a long coherence length in which there are single spatial modes with excitation
spots separated by several microns. The disadvantage is that the spatial mode we
excite has lobes that spatially filter the absorption and emission. In the simulations,
the emitted FWM has a beam shape defined by the excitation spot and broadened
by the nonlinear mixing in momentum space. An identical experiment would require
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a spatially homogeneous sample that also would not spatially filter the nonlinear
interacting fields. We thus suggest this experiment be performed in a planar polariton
sample. Lower polaritons in planar samples have high curvature and can have long
photon lifetimes up to 100-200 ps [177]. These high-quality-cavity polaritons thus
have very long coherence lengths that are sufficient to measure highly nonlocal FWM.
Measuring an exciton that exibits nonlocal FWM requires is less trivial. There is
currently work being done in the lab to acquire and characterize nearly perfect quan-
tum well (QW) samples. One push has been to design a thick GaAs QW sample that
is just thin enough to maintain a separation between the heavy-hole exciton and con-
tinuum states that is greater than its linewidth. A thick QW should be less sensitive
to inhomogeneity and should thus have more delocalized excitons. Experimentally,
by measuring a spectral dependence of the nonlocal FWM, we can isolate the signal
due to more delocalized excitons by measuring higher energy excitons. These higher
energy excitons in an inhomogeneous distribution are known to be more delocalized.
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CHAPTER XI
Summary and Outlook
We have demonstrated several applications of heterodyne-detected nonlinear spec-
troscopies for studying fundamental semiconductor properties in a diffraction-limited
spot. In this thesis the techniques and interpretations are detailed so they may be
applied consistently to a variety of systems. Here we study many-body effects and in-
trinsic properties of zero- and two- dimensional semiconductor nanostructures. Most
of the experiments test hypotheses that could not have been tested by other known
spectroscopy methods. Experimental results are compared with existing theories and,
in some cases, used to motivate new theoretical work. Coherent spectroscopy at the
diffraction limit has enabled measurement of unexplored phenomena in semiconduc-
tors, and we have only begun to explore the physics that these techniques allow us to
access.
One of the most pervasive topics in this thesis has been the concept of coher-
ence. We address both temporal and spatial coherence of the excitation source and
sample response. Throughout most chapters we excite resonances using a coherent
light source, like a laser. The temporal coherence of the excitation is destroyed by
decay and dephasing, which result from inelastic and elastic scattering processes. The
spatial coherence is destroyed by inhomogeneity in the samples. We measure these
coherence decays and demonstrate how they affect the macroscopic properties of the
semiconductor. MDCS, in particular, is capable of measuring scattering process and
159
inhomogeneity with incredible sensitive. The technique has allowed us to make strong
statements about the radiative linewidth, which describes the light-matter coupling
strength, of monolayer MoSe2. Notably we have also shown that systems with high
spatial coherence, which is enhanced by strong light-matter coupling, can exhibit
nonlocal FWM. Such highly coherent systems actually introduce coherent coupling
between different eigenstates over a range exceeding the excitation spot size. We
experimentally demonstrate these effects in confined polaritons by showing coher-
ent coupling between states and with spatially distinct excitation beams. Within
the spot size we have shown that delocalized states with high spatial coherence also
enable coupling of localized states.
Since we are pushing the resolution limit of far-field optics, we explore effects
that become relevant at small length scales. We have developed an experiment to
measure spatial dynamics of a diffraction-limited spot of resonantly excited excitons
in a well-characterized QW sample. The experiment demonstrates effects that do
not occur in larger excitation spots, implying that we are approaching an intrinsic
length scale of the semiconductor. Specifically, either the optical gradient or spatial
confinement of the excitation spot has an effect on the semiconductor response. To
describe these effects microscopically, our theory collaborators have had to develop a
rigorous theoretical treatment of the inhomogeneous semiconductor Bloch equations.
This project has demonstrated another case in which consideration of many-body
effects is essential for understanding the macroscopic behavior of a semiconductor. It
has also motivated the development of new theoretical methods that can be applied
to range of spatially inhomogeneous systems and inhomogeneous excitations.
Throughout this thesis, most chapters are concluded with an outlook describing
the next steps to be done in those projects. These are presented because every answer
a physics experiment provides is accompanied by new questions and new engineering
solutions. There a few next big steps in coherent spectroscopy of semiconductor
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nanostructures that will really advance the field. One major advance is to couple
MDCS with near-field techniques for improved spatial resolution. Using near-field
techniques it is possible to improve the resolution of surface states by two orders of
magnitude from the diffraction limit. The other major step for accessing regimes that
have not been well studied is to explore many-body physics with MDCS of samples at
high excitation densities. Since MDCS is a third-order nonlinear effect, measurements
are typically performed in the weak-field limit where light-matter interactions can
be treated perturbatively. Using a prepulse it is possible to increase the sample
excitation density and maintain relatively weak probing fields [105, 97]. An incoherent
preparation pulse can also Stark shift optical transitions or induce lasing. In future
works, prepulse experiments will thus be used to measure many-body interactions in
entirely new regimes.
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APPENDIX A
Increasing Quantum Well Thickness
We have measured nonlocal FWM in a polariton sample, but the long coherence
length in polaritons is really introduced by the cavity. One goal we have is to create
a system in which a matter state has a very long coherence length that enables
measurement of a nonlocal FWM signal. An example of such a system would be a
perfect QW in which the excitons are truly eigenstates of 𝑘, and so they are delocalized
over the crystal. One way we can attempt to create such an ideal QW is to actually
design it to be very thick. Monolayer fluctuations at at the barrier boundaries are
inevitable, but we can minimize their effect on the energetic inhomogeneity. We
have already demonstrated in Chapter VI that we can distinguish resonances with
monolayer differences in their confinement by making the QW very thin QW. Here
we calculate how thick we can make a GaAs QW with Al𝑥Ga1−𝑥As barriers..
There are a few constraints. 1) The heavy-hole must be bound by an energy that
is at least greater than its linewidth at low temperatures. If the binding energy is
less than its linewidth, the exciton will be rapidly dephased by continuum states,
which leads to a decreased coherence length. 2) Throughout this thesis we have
mostly ignored the light-hole exciton. Though bulk GaAs the heavy-hole and light-
hole bands are degenerate at the G point, strong confinement lifts the degeneracy in
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the samples we have measured. As we weaken that confinement by making a larger
QW, the two bands approach degeneracy again. Overlap with the light-hole exicton
can significantly broaden the homogeneous linewidth of the heavy-hole exciton.
Since a bound light-hole exciton lies either at or below the heavy-hole continuum,
the energy difference between the heavy- and light-hole excitons must be greater
than the sum of their linewidth. Calculating this splitting as a function of QW width
requires determining several quantities. The largest source of the difference in exciton
energies is the splitting between the bands. Confinement increases the band gap of
GaAs, and the increase is greater for bands with lower effective masses. This is easily
understand by considering the single particle wave function in a finite square well.
The wave function extends into the barrier, which increases the energy levels. The
band gap increases also depend on aluminum concentration (𝑥) because the barrier
height increases with 𝑥.
There are two other terms that effect the energy splitting of the exciton transi-
tion eneries, but they are about an order of magnitude smaller than the band gap
difference. These are the difference in binding energies [178] and coupling of the light-
hole band to the spin-orbit split-off band [179]. The explanation for the difference
in binding energies is equivalent to the explanation for the difference in band gaps.
Since this is a binding term, the sign is opposite. This calculation therefore decreases
the splitting between heavy- and light-hole excitons, but it is much smaller than the
band gap difference. The split-off band results from spin-orbit coupling and is split
from the other bands by about 0.3 eV [179]. Though the splitting is quite large, the
split-off band repels the light-hole band at 𝑘 = 0 and further decreases the energy
difference between the heavy- and light- holes.
These theoretical consideration were all made long ago and experimentally tested
so that it is possible to calculate QW transition energies very precisely [4]. We
additional compile a few experimental measurements in Fig. A.1. To interpolate
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between experimental points they are fit with the function:
3∑︁
𝑘=0
4∑︁
𝑗=1
𝐴𝑗𝑘
𝑥𝑘
(𝐿𝑤 + 𝐿0)
𝑗 , (A.1)
where 𝐿𝑤 is the well width and all other parameters are free. The fit function is only
reliable where there are data points [4].
Figure A.1: We plot the measured energy splitting between the 1s excitons of the
heavy-hole (𝐸(1,1ℎ)) and the light-hole (𝐸(1,1𝑙))) for various QW thicknesses. Results
are from a variety of sources [1, 4, 5, 6]. The results are fit to interpolate the splitting
energies between data points.
We have experimental precedent and theoretical confirmation that the heavy- and
light-hole excitons should be split by 3 meV in a 20 nm GaAs QW with 𝑥 = 0.3.
Since we measure inhomogeneous linewidths in 10 nm QWs that are 1 meV [1], we
anticipate the 3 meV splitting should be sufficient to measure a clean heavy-hole
exciton. The plan for the QW samples is to measure their homogeneity, estimate the
coherence length of the exciton, and then attempt to measure nonlocal FWM in the
sample. Though these samples have been developed and measured before, they have
not been measured with MDCS. We therefore do not know how homogeneous the
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samples were. In addition, QW growth processes have improved as researchers have
focused on minimizing interface fluctuations. These improvement have been largely
motivated by the development and growth of quantum-cascade lasers [180, 181].
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APPENDIX B
Population Rising
Interpretation of a FWM signal is not always trivial because the signal is dom-
inated by many-body effects [7]. Rohan Singh pointed out in his thesis that the
evolution of time-integrated FWM on GaAs QWs is non-monotonic [182]. Surpris-
ingly, the FWM signal measured as a function of the time delay 𝑇 does not decay
exponentially and even increases on ∼10 ps timescales at temperatures > 50 K. Exci-
ton spin flip and creation of excitons from electron-hole pairs in the continuum were
listed as possible explanations for the increase.
To better elucidate the source of the non-monotonic dynamics, we measure spec-
trally resolved transient absorption of the heavy-hole and light-hole resonances on a
sample containing four GaAs QWs. These data have been measured using a non-
collinear transient absorption spectroscopy having a 50 mm spot size. An example
spectrum is plotted in Fig. B.1 for a sample temperature of 50 K and cross-circularly
polarized pump and probe pulses. The biexciton signal is negative because the pump
induces absorption of the probe at these lower energies. The heavy-hole and light-hole
exciton signals are positive, corresponding to saturation of those resonances by the
pump pulse. Regions at the wings of the heavy-hole resonance in particular are also
negative due to excitation induced broadening of the resonance.
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Figure B.1: Spectrally-resolved transient absorption signal measured at 50 K using
cross-circularly polarized pump and probe. The signal is normalized by the laser
spectrum. In the following figures we plot the integrated signal in the regions labeled
biexciton (biX), heavy hole (HH), light hole (LH), and between the HH and LH.
We measure the interaction signal integrated over each spectral region and in-
tegrated over the entire spectrum. We see that the total integrated signal is fairly
constant and nearly zero. This is an indicator that the signals are dominantly due
to resonance shifting and broadening, not Pauli blocking. Specifically, the negative
wings of the heavy-hole resonance nearly cancel the positive peak, which indicates
that the area of the absorption resonance is not changed by the pump excitation.
Looking at the interaction signal for the co-circularly polarized pump and probe we
can determine the timescale of spin flips [183]. At time delay 𝑇 = 0 ps, there is
no biexciton excitation because all of the excitons excited by the pump and probe
have the same spin. After some time, the excitons created by the pump flip their
spin so that the delayed probe pulse can induce the excitation of biexcitons. We
see that the signal at the heavy-hole resonance also increases with this timescale.
For cross-circularly polarized pump and probe the heavy-hole resonance broadens,
thereby further decreasing absorption at the exciton resonance (increases the differ-
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ential absorption signal) while increasing spectral absorption of the wings.
(a)
(b)
Figure B.2: Transient absorption integrated over regions shown in Fig. B.1 of a
quantum well sample at 50 K. (a) Co-circularly polarized pump and probe directly
excite excitons having the same spin. They do not immediately excite biexcitons.
The timescale of the biexciton signal increase is the timescale of exciton spin flipping.
The exciton signals also grow with this timescale. The integrated signal over the
entire spectrum is nearly constant. (b) The heavy-hole resonance grows over 30 ps
while the magnitude of the resonance wings also grows. The integrated signal remains
constant indicating the the heavy-hole resonance is broadening.
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From these data we conclude that spectral diffusion is responsible for the non-
monotonic transient absorption signals. Though the spectrally integrated transient
absorption signal does not grow with time, time-integrated FWM is sensitive to
spectral changes including biexciton formation and linewidth broadening. For co-
circularly polarized pump and probe pulses we identify biexciton formation as the
primary source of the signal rise in time delay 𝑇 . We measure that biexciton forma-
tion increases the spectral absorption at the biexciton resonance and correspondingly
decreases the spectral absorption at the exciton resonance. We measure that the
similar effect measured with cross-circular polarized pump and probe results from
broadening of the exciton resonance. The broadening effect has the same timescale
as biexciton formation indicating that it too results from spin flipping of the exciton.
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