Abstract. We consider the Cauchy problem for the nonlinear Schrödinger equation with combined nonlinearities, one of which is defocusing mass-critical and the other is focusing energy-critical or energy-subcritical. The threshold is given by means of variational argument. We establish the profile decomposition in H 1 (R d ) and then utilize the concentration-compactness method to show the global wellposedness and scattering versus blowup in H 1 (R d ) below the threshold for radial data when d ≤ 4.
Introduction
We will consider the Cauchy problem for the nonlinear Schrödinger equation , for d ≥ 3, 1 < p 1 , p 2 < ∞, for d = 1, 2, µ 1 , µ 2 ∈ {±1}. This equation arises in the study of the Hartree approximation and quasi-classically within the frame of the secondary quantization in the boson gas with many body δ-function interaction. It can also be used to describe the effect of saturation of nonlinear refractive index. At the same time, the equation of nuclear hydrodynamics with effective Skyrme's forces reduces quasi-classically to (1.4) . For more physical background, we refer the reader to [5, 26] and the references therein.
The local theory for (1.4) in the energy space follows from the standard method of T. Cazenave, F. B. Weissler [10] , see also [9] . Proceeded by [30] , T. Tao, M. Visan and X. Zhang considered various cases in [28] . They proved global wellposedness and scattering of the solution to the equation (1.4) for finite energy data when µ 1 = µ 2 = +1 and 1 + is the most difficult. In [28] , the low frequencies of the solution are well approximated by the L 2 critical problem and the high frequencies are well approximated by the energy-critical problem. The medium frequencies are controlled by the Morawetz estimates.
In [22] , C. Miao, G. Xu and L. Zhao considered the case where µ 1 = +1, µ 2 = −1 and 1 + , d = 3. The threshold was given by variational method due to the energy trapping property as in [13] . They established the linear profile decomposition in H 1 (R d ) in the spirt of [13] . By using this new profile decomposition, they reduced the scattering problem to the extinction of the critical element. The critical element can then be excluded by using the Virial identity. They showed the dichotomy of global wellposedness and scattering versus blow-up phenomenon below the threshold for radial solutions. The radial assumption was removed in dimensions five and higher in [23] . While, for the case of lower dimensions d ∈ {3, 4}, how to remove the radial assumption is still open in this field.
If µ 1 = µ 2 = −1 and 1 + , d ≥ 5, the Cauchy problem was considered in [1, 2] . After giving existence of the ground state based on the idea in [7] and [13] , they showed a sufficient and necessary condition for the scattering in the spirit of [15] by using the profile decomposition inḢ 1 (R d ) and the global wellposedness and scattering result in [18] .
In this paper, we aim to look for the suitable threshold to study the global wellposedness and scattering versus blowup of (1.1). Before stating the main theorem, we introduce some notations. For ϕ ∈ H 1 (R d ), we denote the scaling (T λ ϕ)(x) = λ ωM(ϕ).
(1.5)
We also denote the scaling derivative of S ω (ϕ) by K(ϕ),
S ω (T λ ϕ) = , we note m ω = E 0 (W ), which indicates that m ω is independent of ω, so we can define m := m ω = E 0 (W ) in this case. Let
A ω,− = {ϕ ∈ H 1 (R d ) : S ω (ϕ) < m ω , K(ϕ) < 0},
(2) A ω,± and A ± are non-empty. In fact, we note ϕ = 0 belongs to both A ω,+ and A + , so A ω,+ and A + are nonempty. On the other hand, we can easily verify that ϕ(x) = ǫ , d = 3, 4. In fact, We note for any u 0 ∈ A + , we have E(u 0 ) < m, we can take ω > 0 small enough such that E(u 0 ) + Theorem 1.3.
(1) For 1 + , d ∈ {3, 4}, and u 0 is radial, we have (i) if u 0 ∈ A + , the solution u to (1.1) exists globally and scatters in H 1 (R d ); (ii) if u 0 ∈ A − , the solution u blows up in finite time.
For the nonlinear Schrödinger equation with combined nonlinearities, we focus on the different roles played by the two nonlinearities. Generally speaking, the main barrier of the local theory is the higher order term while the lower order term is dominant in the global behavior. We prove our main theorem by the compactnesscontradiction method initiated by C. E. Kenig and F. Merle [15] . In the argument, the linear profile decomposition plays an important role. In previous works such as [22, 23] , the authors considered the equation
< 1) critical, the solution of (1.11) is expected to behave like that of the defocusing equation i∂ t u + ∆u = |u| p−1 u. The critical space of this defocusing equation isḢ s (0 < s < 1), so it is reasonable to apply theḢ s -profile decomposition to
Since the symmetry group inḢ s is of the same type as inḢ 1 case, we may equivalently apply theḢ 1 -profile decomposition to
due to the Galilean symmetry. Therefore, it is natural that the L 2 -profile decomposition is applied to ∇ u for u ∈ H 1 (R d ) in this paper. Although the Galilean transform and scaling are encoded in the profile decomposition in L 2 , they turn out to be excluded in the profile decomposition in H 1 . In fact, for a typical profile, if the scaling parameter goes to zero then theḢ 1 boundedness is violated. If the scaling parameter goes to infinity, then we can show such a profile vanishes. Similar case occurs for the Galilean transform. As a consequence of the linear profile decomposition, we can reduce to almost periodic solution independent of wellposedness and scattering results of energy-critical or mass-critical equations. This is a striking difference from [2, 22] , where scaling to zero was excluded by the non-existence of the almost periodic solution to the focusing energy-critical Schrödinger equations. Hence it relies heavily on the results in [15, 18] .
We explore the profile decomposition in use to get better estimate (4.13) for the remainder. This estimate provides spacetime control for both the remainder w k n and its derivative |∇|w k n . This makes remarkable difference with the profile decomposition for H 1 (R d ) data obtained both in [8] and [22] . In fact, R. Carles and S. Keraani [8] only provided the control over the remainder, while the authors in [22] only provided the control over the derivative of the remainder.
Although we make more delicate analysis due to the stronger control in the perturbation theorem, we get stronger compactness for the critical element in H 1 (R d ), which is stronger than the compactness inḢ s (0 < s ≤ 1) obtained in [22, 23] . We expect our result will be extended to higher dimensions(d ≥ 5) since all the arguments make sense except the long-time perturbation. However, the exotic Strichartz estimates in [11, 29] seem useless to establish the long-time perturbation in our case because the mass-critical term in our equation cannot be controlled properly in the Sobolev spaces. The radial assumption is expected to be removed in a forthcoming paper.
The rest of the paper is organized as follows. After introducing some notations and preliminaries, we give the threshold in Section 2. Moreover, we show the energytrapping properties for the set A ω,± in this section. The local wellposedness and perturbation theory are stated in Section 3. In Section 4, we derive the linear profile decomposition for data in
Then we argue by contradiction. We reduce to the existence of a critical element in Section 5 and show the extinction of such a critical element in Section 6. To make the results complete, we show the existence of blowup solutions in Section 7.
Notation and Preliminaries
We will use the notation X Y whenever there exists some positive constant C so that X ≤ CY . Similarly, we will use X ∼ Y if X Y X. We define the Fourier transform on R d to bê
and for s ∈ R, the fractional differential operators |∇| s is defined by |∇| s f (ξ) = |ξ| sf (ξ). We also define ∇ s by ∇ s f (ξ) = (1 + |ξ| 2 ) s 2f (ξ). We define the homogeneous Sobolev norms
and inhomogeneous Sobolev norms
We use the notation o n (1) to denote a quantity which tends to 0, as n → ∞.
We also recall Duhamel's formula
We say that a pair of exponents (q, r) is L 2 -admissible if
Lemma 1.4 (Strichartz estimate, [14] ). Let I be a compact time interval and let u : I × R d → C be a solution to the forced Schrödinger equaton i∂ t u + ∆u = G for some function G, then we have
for any t 0 ∈ I and any L 2 -admissible exponents (q, r), (q,r).
If I × R d is a spacetime slab, we define the Strichartz norm S 0 (I) by 13) where the sup is taken over all L 2 -admissible pairs (q, r). When d = 2, we need to modify the norm a little, where the sup is taken over all L 2 -admissible pairs with q ≥ 2 + ǫ, for ǫ > 0 arbitrary small. We also define S 1 (I) norm by
(1.14)
Variational estimates
In this section, we prove Proposition 1.1 and 1.2. We show the existence of the ground state together with the energy-trapping property for A ω,± , which will be used to show the scattering and blow-up.
Let
where
We have the following basic fact about K(T λ ϕ):
Proof. An easy computation gives
which implies K(T λ ϕ) > 0 for λ > 0 sufficiently small. By
is monotone decreasing with respect to λ > 0. Since
there exists a unique λ 0 > 0 such that K(T λ 0 ϕ) = 0 and (2.1) follows. Now, we show the positivity of K near 0 in the energy space.
Proof. By assumption, ∇ϕ n L 2 → 0, as n → ∞. Due to the interpolation and Sobolev inequalities, we have
for n large enough, we see
Due to the lack of positivity of S ω (ϕ), we introduce a non-negative functional
Proposition 2.4.
In fact, ∀ ϕ ∈ H 1 \ {0} with K(ϕ) < 0, by Lemma 2.1, there exists 0
It suffices to show inf{H ω (ϕ) :
In fact, for any ϕ ∈ H 1 \ {0} with K(ϕ) ≤ 0, by (2.3), we know that
then for any λ > 1, we have K(T λ ϕ) < 0, and as λ → 1,
. This shows (2.6) and completes the proof.
We now give the value of m ω for 1 + Proof of Proposition 1.
n be the Schwartz symmetrization of ϕ n , i.e. the radial decreasing rearrangement. Since the symmetrization preserves the nonlinear parts and does not increase theḢ 1 part, we have
Then by Lemma 2.1 and (2.7), there exists 0 < λ n ≤ 1 such that ψ n = T λn ϕ * n satisfies
which implies the boundedness of ψ n in H 1 (R d ). Then, ψ n converges weakly to some ψ in H 1 (R d ), up to a subsequence. Since ψ n is radial, it also converges strongly in
as n → ∞, and by Lemma 2.2, we have K(ψ n ) > 0 for n large, a contradiction. Since K(ψ) ≤ 0 and ψ = 0, we have H ω (ψ) ≥ m ω , so we have H ω (ψ) = m ω and K(ψ) ≤ 0.
By scaling, we may replace ψ by its rescaling, so that
Then ψ is a minimizer and m ω = H ω (ψ) > 0. By variational theory, there is a Lagrange multiplier η ∈ R such that S
By (2.3) and LS ω (ψ) = 0, we have
We now turn to find the ground state in the case p = 1 +
We will show Lemma 2.5.
Hence, in order to show the first equality, it suffices to show
This gives (2.11) and completes the proof of the first equality. For the second equality, it suffices to show
We also have
so we obtain (2.12) and complete the proof.
Proof of Proposition 1.2. By Lemma 2.5, we have
with the equality is attained by W (see [3] , [27] ) and
On the other hand, by the density
Thus, we obtain (1.9). Next we show the energy-trapping properties of A ω,± . Lemma 2.6.
(2.14)
Proof. On the one hand,
On the other hand, since
we have
Proposition 2.7 (Energy-trapping for
, and u 0 ∈ A ω,− . Let u be the solution of (1.1), and I max be the lifespan of u, then
Proof. We first claim that K(u(t)) < 0, for t ∈ I max . Indeed, since u 0 ∈ A ω,− , we have by the mass and energy conservation that
Next, we turn to (2.15). By the above claim, for any t ∈ I max , there exists 0 < λ(t) < 1 such that K(T λ(t) u(t)) = 0, which together with the definition of m ω shows that S ω (T λ(t) u(t)) ≥ m ω . By Lemma 2.3,
Before discussing the energy-trapping for A ω,+ , we first show
Lemma 2.8. Let ω > 0 and u ∈ A ω,+ , then we have
and hence u
Proof. By u ∈ A ω,+ , we have
The boundedness of ∇u L 2 follows from
where the first inequality is given by K(u) ≥ 0. Proposition 2.9 (Energy-trapping for A ω,+ ). For u 0 ∈ A ω,+ , let u be a solution of (1.1), with I max the lifespan, we have δ > 0 depending on d, p and ω such that for t ∈ I max ,
Proof. Direct computation shows that
(2.18)
In this case,
Case II.
which implies u(t) = 0, ∀ t ∈ I max , and
Since u 0 ∈ A ω,+ and u(t) = 0, ∀ t ∈ I max , together with the definition of m ω , we have K(u(t)) > 0 by similar argument as in the claim in Proposition 2.7. Therefore, by Lemma 2.1, there is λ(t) > 1 such that
so by Lemma 2.8 together with the interpolation and Sobolev inequalities, we have
where C d is some constant depending on d related to the Sobolev inequality. Thus, we see by (2.21),
which yields
(2.24)
Collecting (2.20) and (2.25), we have
Hence, (2.18), (2.23) and (2.26) shows for 1 ≤ λ ≤ λ(t),
Combining (2.24) and (2.27), we obtain
Thus, there is δ > 0 depending on d, p and ω that
Wellposedness and perturbation theory
In this section, we present the local wellposedness theory and the perturbation theory for (1.1). We start by recording the wellposedness theory. For the proof we refer to [9, 10, 19] .
and there exists δ > 0 depending on A that
.
As a consequence, we have the small data global existence: if φ H 1 is sufficiently small, then u is a global solution with
In the following, we will give the long-time perturbation theory when d ≤ 4.
Proposition 3.2 (Long-time perturbation)
. Let I be a compact time interval and let w be an approximate solution to (1.1) on I × R d in the sense that
for some function e. Assume that
for some A 1 , B > 0.
Let t 0 ∈ I and u(t 0 ) close to w(t 0 ) in the sense that
for some A 2 > 0. Assume also the smallness conditions
for some 0 < δ ≤ δ 1 , where
is a small constant. Then there exists a solution u to (1.1) on I × R d with the specified initial data u(t 0 ) at time t = t 0 that satisfies
10)
To show the long-time perturbation theory, we will first give the following shorttime perturbation theory. Lemma 3.3 (Short-time perturbation). Let I be a compact time interval and let w be an approximate solution to (1.1) on I × R d in the sense that
for some function e. Suppose we also have the energy bound
for some A 2 > 0. Moreover, assume the smallness conditions
Then, there exists a solution u ∈ S 1 (I) to (1.1) on I × R d with the specified initial data u(t 0 ) at time t = t 0 that satisfies
. Proof. By the wellposedness theory, it suffices to prove (3.16)-(3.19) as a priori estimate, that is, we assume that the solution u already exists and belongs to S 1 (I). By time symmetry, we may assume t 0 = inf I.
Let v = u − w, then v satisfies
We will now work entirely on the slab
where we use the fact
By the continuity argument, we can take δ 0 = δ 0 (A 1 , A 2 ) sufficiently small, then
which implies (3.19). We also have
which is (3.16). To obtain (3.17), we see
We now show (3.18). Using Strichartz estimate, (3.11) and (3.13), we get
By the continuity argument, we have w S 1 (I) A 1 , provided δ 0 is sufficiently small depending on A 1 . This together with (3.20) , (3.21) and
While, we have by (3.16) , (3.20) and (3.21)
Combining these with Strichartz estimate, we obtain
which proves (3.18), provided δ 0 is sufficiently small depending on A 1 and A 2 .
We now show the long-time perturbation theory. Proof of Proposition 3.2: We will derive Proposition 3.2 from Lemma 3.3 by an iterative procedure. First, we will assume without loss of generality that t 0 = inf I.
The first step is to establish an S 1 bound on w. In order to do so, we subdivide
On each subinterval I k , we have
By the continuity argument, we have w S 1 (I k ) A 2 , provided δ 0 is sufficiently small depending on A 1 .
Summing these bounds over all the intervals I k , we obtain w N 1 , A 1 , A 2 ) sufficiently small, we apply Lemma 3.3 to obtain for each k, and all 0 < δ < δ 1 ,
This allows us to subdivide
provided we can show (3.5), (3.6) hold with t 0 replaced by t k . We verify this using an inductive argument. We have
and
Here, C(j) depends only on j, A 1 , A 2 , δ 0 . Choosing δ 1 sufficiently small depending on N 1 , A 1 , A 2 , we can continue the inductive argument. This concludes the proof of Proposition 3.2.
Linear Profile decomposition
The linear profile decomposition was first established by H. Bahouri and P. Gérard [4] [6, 8, 21] ). Let {φ n } n≥1 be a bounded sequence in L 2 (R d ). Then up to passing to a subsequence of {φ n } n≥1 , there exists a sequence of functions
3)
where (q, r) is L 2 -admissible, and 2 < q < ∞ when d ≥ 2, 4 < q < ∞ when d = 1. We also have as n → ∞,
7)
As a consequence, we have the mass decoupling property:
Proof. We only need to show (4.2), (4.4), (4.6) and (4.8). Other statements in the theorem are stated in the profile decomposition in L 2 (R d ) proved in [6, 8, 21] . Without loss of generality, we assume that the sequence is up to a subsequence in the following.
To show (4.2), we only need to prove that we may take h j ∞ and h j n to be 1 when h
Note that
So we can put e
into the remainder term, by the Strichartz estimate. We now shift φ j (x) by
and (θ We now show (4.4). If h j n ξ j n → ξ j ∈ R d , as n → ∞, for some 1 ≤ j ≤ k. By the Galilean transform
We see
We now replace (θ For the profile decomposition in [6, 8, 21] , the remainder r k n satisfies lim sup
By using interpolation, the Strichartz estimate and (4.9), we easily obtain (4.6).
To show (4.8), we see in [6, 8, 21] , we already have
, when 1 ≤ j < k, so by (4.1) and (4.10),
We can now show the linear profile decomposition in
Theorem 4.2. Let {ϕ n } be a bounded sequence in H 1 (R d ). Then up to passing to a subsequence of {ϕ n }, there exists a sequence of functions
11)
such that for any k ∈ N, there exists w
The remainder w
where (q, r) is L 2 -admissible, and 2 < q < ∞ when d ≥ 2, 4 < q < ∞ when d = 1. Moreover, we have the following decoupling properties:
Proof. We divide the proof into four steps.
Step 1. Applying Lemma 4.1 to { ∇ ϕ n }, we have
where 
Moreover, we have
By (4.19) and the Galilean transform, we have
where G j n (e it∆ ϕ)(x) = e it∆ T j n ϕ(x) and T j n is defined in Lemma 4.1. By the density of
, we can assume that ϕ j is smooth for all j ≥ 1.
Step 2. We now show h 
We note by (4.8), for 1 ≤ m ≤ j,
This together with (4.23) yields
Meanwhile, since {w
there exists a subsequence of {w
Combining (4.25), (4.26), we get
Then by the Rellich-Kondrashov theorem(see [20] ), for any ball B K centered at the origin with radius K, we have
(4.27)
Case I. |h j n ξ j n | → ∞, as n → ∞. When h j ∞ < ∞, we take q = 2, then by the dominated convergence theorem, we have
This implies
, for any small number ε > 0, we can take r = r(ε) > 0 such that
by the continuity of the integral. And we use the dominated convergence theorem again to obtain
Since ε is arbitrary, we have ϕ 
Then by the dominated convergence theorem, we have
Combining the above facts, we conclude that h j ∞ = 1 and ξ j n = 0. This together with (4.22) implies (4.11) and (4.12).
Step 3. We now turn to (4.14). By (4.12), we have
so we only need to show the orthogonality:
, respectively. This follows from
Step 4. Since we already have (4.14), to obtain (4.15), (4.16), (4.17), (4.18) , it suffices to show
(4.28) Suppose that t 1 ∞ ∈ R, then the refined Fatou Lemma(see [18, 20] 
Next, suppose that t 1 ∞ = ±∞, then by the dispersive estimate, we obtain
Thus, we have proved
Similarly, we can show
which together with (4.30) shows (4.28) when k = 2. Repeating this procedure, we obtain (4.28) for any k ≥ 1.
Extraction of a critical element
In this section, we show the existence of the critical element in the general case by using the profile decomposition and the long-time perturbation theory.
By Proposition 3.1(v), it suffices for Theorem 1.3 to show that any solution u to (1.1) with u 0 ∈ A ω,+ satisfies
where I max denotes the maximal interval where u exists.
To this end, for m > 0, let
u is a solution to (1.1) with u 0 ∈ A ω,+ and S ω (u) ≤ m (5.1)
and define
If u 0 ∈ A ω,+ with S ω (u 0 ) ≤ m sufficiently small, then Lemma 2.8 shows u 0 H 1 ≪ 1. Hence, Proposition 3.1(i ) gives the finiteness of Λ ω (m), which implies m * ω > 0. Now our aim is to show m * ω ≥ m ω defined by (1.7). Suppose by contradiction that m * ω < m ω , we will show the existence of the critical element. In fact, by the definition of m * ω , we can take a sequence {u n } of solutions (up to time translations) to (1.1) that u n (t) ∈ A ω,+ , for t ∈ I n , and
where I n denotes the maximal interval of u n including 0. By Lemma 2.8,
Applying Theorem 4.2 to {u n (0, x)} and obtain some subsequence of {u n (0, x)}(still denoted by the same symbol), then there exists
The remainder w k n satisfies lim sup
where (q, r) is L 2 -admissible, 2 < q < ∞ when d ≥ 2 and 4 < q < ∞ when d = 1. Moreover, for any k ∈ N, s = 0, 1, we have
Using Strichartz estimate, (5.9) and (5.5), we get
Next, we construct the nonlinear profile. We define the nonlinear profile
to be the maximal lifespan solution of i∂ t u + ∆u = |u|
The unique existence of u j around t = −t j ∞ is known in all cases, including t j ∞ = ±∞(the latter corresponding to the existence of the wave operators), by using the standard iteration with the Strichartz estimate.
Let We will show u <k n + e it∆ w k n is a good approximation for u n provided that each nonlinear profile has finite global Strichartz norm, which is the key to show the existence of the critical element.
When j large enough, we have the following basic fact about u j :
Lemma 5.1. There exists j 0 ∈ N such that T j min = −∞, T j max = ∞ for j > j 0 and
Proof. By (5.5) and (5.9), we have for 1 ≤ j ≤ k, and there exists B > 0 such that We now turn to (5.21) . By
We see by (5.20) and Lemma 5.1 that
(5.23) Next, we consider the second term on the right side of (5.22) . By the Hölder inequality, (5.6) and (5.20), we have 
Similarly, we have lim sup
Thus, we obtain (5.21).
Lemma 5.3 (At least one bad profile). Let j 0 be as in Lemma 5.1, then there exists
Proof. We argue by contradiction. Assume
Combining this with Lemma 5.1, we have
This together with Lemma 5.2 implies u j n exists globally in time for j ≥ 1 and hence so does u <k n (t) + e it∆ w k n . We now verify u <k n (t)+e it∆ w k n is an approximate solution to u n when n and k large enough, then we can use the long time perturbation theory to give a contradiction.
We see from Lemma 5.2 and (5.14) that there exists A 1 , B > 0 such that
(5.27)
Moreover, it follows from (5.7) with t = 0 and (5.15) that
Hence, (5.29) where N (u) = |u| It remains to prove the claim (5.29) . Note that
Hence, it suffices to show that 
→ 0, and (5.30) follows.
We now turn to (5.31) . By the Fundamental Theorem of Calculus,
(5.38)
For the terms (5.34), (5.37). By the Hölder inequality and (5.8), we have 
We now consider the terms of the form
, s = 0, 1, which corresponds to (5.33), (5.35).
By the Hölder inequality, (5.8), (5.14), (5.21), we have
Thus, we obtain for 1 +
We now estimate (5.38). For q > 2, we have
as n → ∞, k → ∞. Thus (5.31) follows.
We can now show the main result in this section: 
Proof. By Lemma 5.1, Lemma 5.3 and reordering indices, there exists
From (5.9), (5.11) and (5.13), we have 
for 1 ≤ j ≤ J and n large enough. By (2.5), we have
which together with Lemma 2.6 shows
for 1 ≤ j ≤ J and n large enough. We shall show J = 1. Assume for a contradiction that J ≥ 2. Then, it follows from (5.3) and (5.42) that lim sup
which together with (5.15) shows
Since u j is a solution to (1.1), it follows from the definition of
This contradicts (5.41). Thus, we have J = 1.
Since
On the other hand, by (5.15), (5.42), (5.45), we get
. Combining this with (5.46), we obtain 
Now, we shall show
We see that {ũ n } satisfies u n (t) ∈ A ω,+ for t ∈Ĩ n , and
Then, we can apply the above argument as deriving (5.50) to this sequence and find that there exists a non-trivial
This together with the Strichartz estimate yields
By the dispersive estimate for the free solution, for any compact interval I, we have
this together with (5.51) yields
(5.52) Case 2. τ ∞ ∈ R. For any interval I with τ ∞ ∈ I and |I| ≪ 1, we have by (5.51), We now show the trajectory of the critical element is precompact in the energy space 
Proof. For {t n } ⊂ R, if t n → t * ∈ R, as n → ∞, then we see by the continuity of u c (t) in t that u c (t n ) → u c (t * ) in H 1 (R d ), as n → ∞.
If t n → ∞. Applying the above argument as deriving (5.50) to u c (t + t n ), there exist (t
+ o n (1) → 0, as n → ∞.
Hence, we can solve (1.1) for t > t n globally by iteration with small Strichartz norm when n large enough , which contradicts + o n (1) → 0, as n → ∞.
Hence, u c can solve (1.1) for t < t n when n large enough with diminishing Strichartz norm, which contradicts Thus t ′ n is bounded, which implies that t ′ n is precompact, so is u c (t n , x + x ′ n ) in H 1 (R d ). Similar argument makes sense when t n → −∞, we will omit the proof.
We define for R > 0, x 0 ∈ R d , E R,x 0 (u(t)) = Remark 2. In particular, for the radial data u 0 ∈ H 1 , by the same argument as in [22] , we have x(t) ≡ 0, i.e.Ẽ R 0 ,0 (u c (t)) ≤ ǫE(u c ), ∀ t ∈ R.
Extinction of the critical element
In this section, we prove the non-existence of the critical element by deriving a contradiction from Proposition 5.5 and the Virial identity in the radial case.
For a bounded real function φ ∈ C ∞ (R d ), we can define the virial quantity: Taking T large enough, we obtain a contradiction unless u c ≡ 0, which is impossible due to u c 
Blow-up
We will show the blow-up result in Theorem 1.3. Let the weight function φ in (6.1) be a smooth, radial function( [24] ) satisfying φ(r) = r 2 for r ≤ 1, φ ′′ (r) ≤ 2 and φ(r) is constant for r ≥ 3. By 
this together with (7.1), the mass conservation and Young's inequality shows ∀ ǫ > 0, there exists R large enough that
By K(u) < 0, energy, mass conservation and Lemma 2.7, we see K(u(t)) < − (m ω − S ω (u(t))) , ∀ t ∈ I max ,
L p+1 − (m ω − S ω (u)). So we have by (7.2),
Here we take ǫ > 0 small enough such that m ω + ǫ.
We can take ǫ > 0 small enough that V ′′ R (t) ≤ −4δ 1 m ω , which implies that u must blow up in finite time.
Remark 3. The blowup is shown for p ≤ 5, which leads to the restriction of the blowup result to d ≥ 2. This is a technical restriction. See also [12, 24, 25] for some related discussion.
