T his paper is concerned with the problem of determining the optimal size and composition of a permanent workforce needed to run a facility when demand is specified by a workstation group (WSG) for up to 24 hours a day, 7 days a week. For full-time employees, a solution is characterized by a bid job, which consists of a five-day-a-week schedule, a lunch break for all shifts, and a set of WSG task assignments for each of the half-hour periods in a shift. In contrast, each part-time employee may be given anywhere from one to six shifts during the week, and each shift may vary from four to eight hours in length. To facilitate supervision, all employees must be assigned to a home WSG, but when idle time exists in their schedules, they can be redeployed to other WSGs for a portion of the day.
Introduction
Organizations with shrinking margins and strong competition have come to realize that effective personnel planning and scheduling are essential for long-term survival. Poor planning can lead to an oversupply of workers with too much idle time, or an undersupply with an attendant loss of business, especially in the service industry. Whether it is a call center, a manufacturing facility, a processing plant, or a hospital, management's goal is to find the best mix of employees to satisfy demand at minimum cost. What stands in the way of achieving this goal is a complex of labor laws, work rules, union agreements, and outdated company polices.
Many studies have shown that cross-training and the use of higher-skilled workers to fill in for lowerskilled workers when idle time exists in their schedules can yield substantial cost savings (e.g., see Bard 2004a , Malhotra and Ritzman 1994 , Misra et al. 2004 ). Other management options that can be applied with some advantage include different days-off policies, variable start times, and the use of part-time flexible employees. Out of habit, though, it is common for organizations to adopt overly restrictive practicessuch as providing weekly schedules with uniform start times-without fully examining the cost consequences.
In previous work, we developed an integrated methodology for long-term planning that was aimed at determining the optimal size and composition of a permanent workforce in high-volume factories (Bard et al. 2003) . In the first stage, an extended shift-scheduling problem was solved to obtain the optimal number of shifts and the minimum number of full-time and part-time workers by skill type to meet expected demand. Postprocessors were then applied to fix days off, lunch breaks, and individual task assignments in half-hour increments. The final output was a set of individual weekly schedules commonly called tours. The purpose of this paper is to extend our methodology to include an overlooked aspect of personnel scheduling that arises when each employee must be assigned to a home base and restrictions exist on how he or she can be repositioned during a shift.
The motivation for this work derived from our involvement with the U.S. Postal Service (USPS) and their ongoing effort to improve the efficiency of mailprocessing operations. Throughout the United States there are approximately 275 major processing and distribution centers (P&DCs) that serve as hubs in the mail and parcel distribution network. On a typical day, a medium-sized P&DC might receive as many as five million letters, 0.5 million flats, and thousands of parcels. To handle such large volumes, advanced equipment in the form of optical character readers, automated facer-cancellers, bar-code sorters (BCS), and material-handling systems have been uniquely designed to automate as much of the mail stream as possible.
P&DCs can be viewed as high-volume factories, running 24 hours a day, 7 days a week (Berman et al. 1997) . They are staffed by a skilled workforce comprising full-time, part-time, and temporary employees whose schedules are subject to a wide range of negotiated restrictions. In the long run, the goal is to design the permanent workforce and to find weekly tours for each employee by skill category. In this paper, a tour includes the workdays, their length, the daily start time, the lunch break, the home base, and the task assignments (Bechtold and Brusco 1994 , Billionnet 1999 , Emmons and Burns 1991 . At P&DCs, these specifications define a "bid job" (e.g., see Ritzman et al. 1976 ) and are at the center of our analysis. While workforce sizing and tour construction may be treated as separate problems, we define the tourscheduling problem as a combination of the two (see Jarrah et al. 1994 , Rekik et al. 2004 . We also use the words tour and bid job interchangeably.
At P&DCs, the need to specify a period-by-period set of tasks for each worker gives rise to the task assignment problem (Ernst et al. 2004 ). The solution of this problem must strike a balance between the efficient use of the workforce and the need for managerial oversight. A more flexible workforce allows for a wider range of assignments with a corresponding reduction in labor costs. As workers transit from one location to another, though, productive time may be lost and supervision may become more difficult. In facilities where the physical layout limits movement or where union rules limit the job content, there may be additional restrictions on what an employee may be asked to do.
The primary contribution of this paper is the development and testing of two approaches for dealing with movement restrictions between workstation groups (WSGs), and the need to assign each employee to a home base when solving the tour-scheduling problem and constructing bid jobs. The first approach is based on the idea of converting a general description of the problem into a directed network in which each node represents a WSG (i.e., a group of similar machines) and each arc represents the permissible transitions. In the second approach, a tentative workforce is found, along with a schedule for each worker by solving a relaxation of the tour-scheduling problem. The solution serves as input to a second integer program whose objective is to minimize the uncovered demand over the planning horizon. Any shortages that are identified are handled in one of two ways: (1) either they are added back to the original demand, and the process is repeated until all requirements are met; or (2) the first approach is applied with the incremental demand as input.
Although the proposed methodologies were developed with the USPS application in mind, they are readily generalizable. With some minor adjustments INFORMS holds copyright to this article and distributed this copy as a courtesy to the author(s).
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to take into account time scale and operational-related constraints, they can be applied to any facility in which employee assignments must respect certain physical or logical boundaries.
In the next section, we provide an example to illustrate what is meant by movement restrictions and then give a formal definition of the problem. In §3, we describe the first solution approach, followed in §4 with the development of an integer programming model that can be used to obtain more robust assignments, but at much greater computational cost. It is also shown that the underlying problem is NP-hard. Our experimental results are presented in §5, where it is seen that most practical instances can be solved within less than 30 minutes, a reasonable amount of time for planning purposes.
Problem Definition
Given a set J = WSG 1 WSG n of n WSGs and an n × n matrix R that embodies the movement restrictions between each pair j k of elements in J , the overall problem is to find the minimum-size workforce required to meet the staffing demand over the planning horizon subject to tour scheduling and WSG movement restrictions. Here, R = r jk , where r jk = 1 if a worker with home base j ∈ J is permitted to move to k ∈ J , and 0 otherwise. An additional constraint imposed on the problem is that each worker must spend at least as much time at his home base as at any other WSG. For example, if worker 1 is assigned to WSG 1 for 40% of the week, WSG 2 for 15% of the week, and WSG 3 for 45% of the week, then WSG 3 must be his home base. The USPS planning model, which is outlined in §2.2, was designed to help construct bid jobs for fulltime regular (FTR) employees and to develop weekly schedules for part-time flexible (PTF) employees. In the model, the workday is divided into 48 periods, each 30 minutes long. A regular employee works a shift of a predefined length and may start during one of three intervals (used for accounting purposes only). This gives rise to 48 different shifts, each 17 periods (8   1  2 hours) long, including the lunch break, for fulltimers. For part-timers, there are generally 24 different start times and five different shift lengths, making 120 different part-time shift types in all. Allowable shift lengths are 8, 10, 13, 15, and 17 periods, including the breaks where applicable. Model options include two consecutive days off in a row for each bid job, the specification of a time band in which a full-timer must start each of his or her shifts during the week, a lunch break window, a minimum ratio of full-timers to part-timers, the assignment of 10-hour shifts four days a week, and the use of downgrading. By choice, overtime and temporary labor are excluded from the planning problem (see Bard et al. 2003 for the details, and Lin et al. 2000 for an alternative system).
While the solution to the tour-scheduling problem specifies the workdays and shift assignments for each employee, in the construction of bid jobs it is often necessary to specify how that person will be spending his or her time on a period-by-period basis. The corresponding task assignment problem (e.g., see Campbell and Diaby 2002 , Ernst et al. 2004 , Franz and Miller 1993 , Wan 2005 ) is typically solved in a postprocessing stage of the computations. When a hierarchy of skill categories exists, it may be possible to assign idle time in the schedule of a higher-skilled worker to cover demand of a lower-skilled worker. This is known as downgrading and can provide substantial cost savings (Bard 2004a , Bard and Purnomo 2005 , Dawid et al. 2001 ). Both of the algorithms proposed in the next section make use of this option.
WSG Movement Restrictions
In P&DCs, a task assignment for a mail processor is associated with a specific WSG; i.e., a group of similar machines such as delivery bar-code sorters (DBCSs) or multiline optical character readers (MLOCRs) (see Table 1 for definitions). Although it is desirable that each employee be assigned to a single WSG (as well as to a specific machine within that WSG) for a full shift, this is not possible in most cases because equipment schedules, which are derived from mail arrival profiles, do not match shift lengths. Some operations might only be two or three hours long, while others may last up to 12 hours.
When skill substitution is permitted or when the same skills are used at different WSGs, a certain amount of movement is necessary to avoid excess idle time. A good assignment of tasks is characterized by as few switches among WSGs as possible; in other words, one that minimizes some function of the total number of switches over the day for each worker category. INFORMS holds copyright to this article and distributed this copy as a courtesy to the author(s).
Additional information, including rights and permission policies, is available at http://journals.informs.org/. When demand is specified by WSG, the layout of a facility or a supervisor's wish to keep tight control over those in his or her area are two factors that may vastly complicate the design and use of the workforce, regardless of its inherent flexibility. If movement between all WSGs is possible, then the aggregate demand can be used and a single problem can be solved. If there are some restrictions, then the situation becomes much more challenging. For example, consider a facility comprised of three WSGs G1 G2 G3 with the following restrictions (see Figure 1 (a)):
(i) G1 ↔ G2 (workers in G1 can transit to G2 and vice versa)
(ii) G1 → G3 (workers in G1 can transit to G3) (iii) G2 → G3 (workers in G2 can transit to G3) The scheduling problem for the facility can be approached sequentially by first merging the demand at nodes G1 and G2, and then finding a solution for the combined demand data. Any idle time in the solution for the workers assigned to G1 and G2 can be used to satisfy demand at G3 before the problem associated with G3 is solved. Now consider the scheduling problem with the restrictions depicted in Figure 1(b) . Combining the demand of all three WSGs is inappropriate because workers whose home base is G2 are not permitted to be assigned tasks at G3. If G1 and G2 are combined and the corresponding problem solved, idle time of workers whose home base is G1 can be allocated to satisfy demand at G3, but the opportunity to allocate idle time of workers whose home base is G3 to satisfy demand at G1 will be lost. This can lead to suboptimal solutions. An additional complication arises as a result of the requirement that each worker must spend a plurality of his or her time at his or her home base. Prior to our work, no mathematical formulation existed for this case, or the more general case in which the home base and the task assignments are to be determined concurrently.
Current System
A decision support system known as SOS has been developed for long-term planning at P&DCs. The major computations involve the solution of a series of INFORMS holds copyright to this article and distributed this copy as a courtesy to the author(s).
Additional information, including rights and permission policies, is available at http://journals.informs.org/. Figure 2 ). The objective is to minimize the cost of the permanent workforce. Principal inputs include demand in the form of a weekly equipment schedule and a set of parameter values that define the scenario under investigation (see Bard 2004b for a discussion of demand). When the user requests that skill substitution be applied, SOS has the ability to move people across WSGs during the solution of the task assignment problem. The hierarchical structure for doing this is embedded in the downgrading matrix shown in Figure 3 . Cells with an "×" indicate that the skill identified on the far left in the corresponding row can Figure 3 Skill Substitution Matrix in SOS
Higher skill
Lower skill substitute for the skill listed in the top row of the corresponding column (see Table 1 for skill definitions).
The shaded cells indicate that as a general rule, no substitution is permitted between mail processors (P) and mail handlers (MH).
When the extended shift-scheduling problem is solved (second box in Figure 2 ), SOS does not distinguish WSGs within the same skill category, so in the postprocessing stage, workers are moved freely from one WSG to another (in any direction), notwithstanding the substitution matrix. For example, SOS will assign a worker from a DBCS group to an MLOCR group, or vice versa, when idle time exists, because any P5-MPC can operate either of these machines. The resultant task assignments, however, may violate the INFORMS holds copyright to this article and distributed this copy as a courtesy to the author(s).
local movement restrictions, implying that the solution provided by the tour-scheduling model is infeasible. We now address this issue.
Model Development
In theory, virtually all planning and scheduling problems can be formulated as set covering-type models in which each column represents a feasible assignment. In practice, this is likely to produce problem instances with an impossibly large number of columns (e.g., see Bechtold and Jacobs 1990) . SOS was designed around a constraint-based formulation that is used for the major computations (workforce sizing and shift determination) and is manageable up to the point of including the constraints associated with the task assignments and the WSG movement restrictions. The former are handled by one of several algorithms that do not take into account the locations of individual machines or the transit time between them. Hence, solutions may violate the WSG movement restrictions (lower far right box in Figure 2 ). We propose two approaches to ensure feasibility. To simplify the presentation, we will only address a single worker category, such as P5-MPC, with the understanding that the ideas are completely general.
Sequential Procedure
The simplest way to accommodate movement restrictions is to treat each WSG separately and solve the corresponding tour-scheduling problems in turn. Unfortunately, the aggregate solution is not likely to be very good because of the absence of any movement between WGSs, even when permitted. A slight modification where idle time is allocated appropriately after obtaining a solution for a particular WSG may lead to only a marginal improvement in the overall results. Of course, if the movement restrictions matrix R indicates that all WSGs are completely connected, implying that there are really no movement restrictions, then it is optimal to solve a single aggregate problem, postprocess the results to obtain the task assignments, and then fix the home base of each worker by determining where he or she spends the plurality of his or her time.
For the intermediate case, we begin by representing R as a directed network G = V A similar to those depicted in Figure 1 . The first step is to generate clusters by combining nodes that are completely connected. For discussion purposes, a cluster may include a single node, but when two or more nodes are included, there will be two-way arcs between each pair in the graph.
At an intermediary stage in the aggregation process, let C be the set of clusters and denote the modified network by G = C A . We now arbitrarily select a c 1 ∈ C and scan each remaining cluster to see if one of them can be merged with c 1 . A cluster c 2 ∈ C\ c 1 can be merged with c 1 if and only if every node j ∈ c 1 has a two-way link with every node k ∈ c 2 . If such a c 2 is found, then all nodes in c 2 are merged into c 1 (i.e., c 1 ← c 1 ∪ c 2 as well as the arcs associated with these nodes, and c 2 is deleted from G. The search is repeated starting with the new c 1 and continuing until no pair of clusters can be found that satisfies the merging conditions. When two clusters are merged to form c 1 , all arcs between the nodes in c 1 and the nodes in the original graph G, excluding the nodes in c 1 (i.e., V \c 1 , are retained.
The next step is to identify clusters with outbound arcs only and place them in a queue Q. All such clusters are removed from G. It may be necessary to loop through G several times, because removing c and arcs c I c , where I c is the set of clusters that have inbound arcs originating from cluster c, may produce additional clusters with outbound arcs only.
When no more clusters can be removed from G, the search for loops begins. Placing the remaining K clusters in the set C = c 1 c K in arbitrary order, we start with, say, cluster c 1 , and select a c 2 ⊂ C\c 1 such that at least one arc in the set c 2 c 1 exists. The process is repeated, starting this time from c 2 until a loop is identified, i.e., until a cluster is selected for the second time. The loop does not necessarily have to include cluster c 1 . Let L = c 1 c k−1 c k be the ordered set of clusters in the loop, where c 1 = c k . We now look for the particular cluster c * in L that has the minimum number of inbound arcs from its immediate predecessor cluster, p c * , in the loop and remove all such arcs from G; i.e., find c * ∈ arg min p c c c ∈ L breaking ties arbitrarily, and remove arcs p c * c * from G. This breaks the loop. If c * in the resultant graph has outbound arcs only, then it is removed from G and placed in Q. INFORMS holds copyright to this article and distributed this copy as a courtesy to the author(s).
As mentioned, multiple passes through G may be required because removing c * and its outbound arcs may produce additional clusters with outbound arcs only.
If there are still clusters that cannot be removed from the network, we continue to search for and break loops as described until all clusters are placed in Q. LetĀ be the set of arcs that are dropped when merging two clusters and breaking loops, and let A * = A\Ā be the set of remaining arcs. As desired, the graph G * = Q A * is a directed network without loops. The algorithm is now formally stated, followed by a justification of the reduction and loop-breaking components. An example to highlight each step is given at the end of the subsection.
Network Reduction Algorithm. Input: Movement restrictions matrix R Output: Queue Q of independent nodes and clusters Notation: P = path vector, E = set of inbound arcs along a path, A i = set of arcs joining cluster c i to its immediate successor cluster c * in path P , A * = set of arcs in final directed network
Step 1 (Initialization). Use R to construct the directed graph G = V A and the sets of nodes O j and I j that have outbound links to and inbound links from node j, respectively, for all j ∈ V . Put A * = A, C = , and Q = .
Step 2. (Cluster formation) (1) For each j ∈ V , create a cluster c j = j and put C ← C ∪ c j .
(2) For c ∈ C, find a clusterĉ ∈ I c with twoway arcs between all j ∈ c and all k ∈ĉ. Put c ← c ∪ĉ, C ← C\ ĉ , A ← A\ c ĉ ĉ c , and A * ← A * \ c ĉ ĉ c . Repeat until no more merging is possible.
Step 3 (Cluster ordering).
(a) Let G = C A and construct sets O c and I c for all c ∈ C.
Step 3(c); otherwise, stop.
(c) (Finding and breaking loops) Let P = , E = . Start from any c ∈ C and let c * = c.
Step (ii), otherwise, go to Step (iii).
(ii) (Loop not found). P ← P c * . Pick any c i ∈ O c * , let A i = c i c * , and put E ← E ∪ A i . Let c * = c i , and go to Step (i).
and go to Step 2(b).
It is straightforward to show the following.
Proposition 1. If the network G has no clusters with outbound arcs only, then
(1) at least one loop exists in G, and (2) the reduction algorithm is guaranteed to find a loop at Step 3.
The algorithm terminates with C = and the ordered set Q. Also available are the sets I c and O c , for all c ∈ Q and A * , which can be used to construct the graph G * = Q A * . The final step is to solve the tour-scheduling and task assignment problems for each c ∈ Q in the appropriate order. Any idle time that exists in a shift that is associated with a worker in cluster c is used to satisfy demand at nodes j ∈ I c as long as the home-base constraint is not violated. Of course, idle time at leaf nodes cannot be assigned to other clusters.
In summary, the sequential procedure represents a decomposition of the full problem into a series of tour-scheduling problems whose solutions are guaranteed to be feasible to the WSG restrictions. After the workforce and corresponding tours are determined for each cluster with the methodology outlined in Figure 2 , the respective task assignment problems are solved. A description of several algorithms designed for this purpose can be found in Wan (2005) . INFORMS holds copyright to this article and distributed this copy as a courtesy to the author(s). Additional information, including rights and permission policies, is available at http://journals.informs.org/. Example. The network in Figure 4 will be used to illustrate the network reduction algorithm. Each node corresponds to a WSG and the authorized movements are represented by the directed arcs. The abbreviations in Table 1 are used to identify the WSGs. The first step is to convert all nodes to clusters and to place all clusters with outbound arcs only in Q. None exist, so we go to Step 2 and begin the merging procedure. Two choices are available: Either combine DBCS and AFCS or combine AFCS and MLOCR. The first option is chosen, giving the reduced network shown in Figure 5 . Further clustering is not possible because no three nodes are completely connected.
Going to Step 3, we now must break loops in G and construct Q by ordering the four clusters DBCS-AFCS BCS OSS MLOCR . At each iteration, the ordering process tries to find a cluster with no inbound links. If no such cluster exists, then one or more loops are present in the network. To identify a loop, we start from any cluster c and try to build a path by joining c with a cluster in c , and so on. If a cluster enters the path twice, then a loop has been found. Because every cluster has at least one inbound link, Proposition 1 guarantees that a loop exists and that the algorithm will find it.
Suppose we start from BCS. Then O BCS = DBCS-AFCS OSS , and either one can be chosen to be the next cluster in the path. Suppose we pick OSS, which gives the path BCS ← OSS. The current cluster is OSS and O OSS = DBCS-AFCS , which is added to the path to get BCS ← OSS ← DBCS-AFCS. Similarly, MLOCR is added next to give the Referring to Figure 5 , we see that there are two links from DBCS-AFCS to OSS, two links from MLOCR to DBCS-AFCS, and one link from OSS to MLOCR, so the loop is broken between OSS and MLOCR; i.e., the least number of links is removed. The resultant network G is displayed in Figure 6 (a).
At this point, we only need to check MLOCR to see if it has any inbound links, i.e., whether O MLOCR = . Because this set is not empty, it cannot be removed from the network and placed in Q. Repeating the loop identification process at Step 3 yields DBCS-AFCS ← MLOCR ← DBCS-AFCS, which is broken by removing the link from DBCS-AFCS to MLOCR. The resultant network is shown in Figure 6 (b), where we see that MLOCR now has no inbound links. Therefore, MLOCR is removed from G along with its outbound arcs, and placed in the queue giving Q = MLOCR . Figure 7 (a) depicts the reduced network. The next cluster to be removed is DBCS-AFCS (see Figure 7 (b)), followed by OSS, and then BCS. The final ordering in Q is MLOCR DBCS-AFCS OSS BCS . INFORMS holds copyright to this article and distributed this copy as a courtesy to the author(s). Additional information, including rights and permission policies, is available at http://journals.informs.org/.
Iterative Procedure
Our second approach to dealing with the WSG restrictions begins by solving a relaxed version of the tourscheduling problem that does not include the task assignment, movement restrictions, and home-base constraints (all but the two far-right boxes in Figure 2) . The solution is used as input to an auxiliary IP that we call the WSG movement restriction assignment problem (WGAP). In the formulation of the WGAP, it is necessary to take into account the likelihood that the shift assignments obtained from the tour-scheduling problem will not be feasible to the WSG constraints. If this is the case, we iterate by modifying the demand and resolving the relaxed tour-scheduling problem. A solution to the WGAP provides each worker with a home base and a task for each period in his or her schedule. The objective is to make these assignments in a way that minimizes the gap in coverage over the planning horizon. If the optimal objective function value is greater than zero, then some demand remains uncovered and the solution is not feasible to the WSG constraints. A new problem is then solved, with the gap as input. Two options are considered.
( = s jp for all p ∈ P , j ∈ J and the sequential procedure is called.
In the developments, we make use of the following notation:
Indices and Sets i index for workers; i ∈ I j, k index for WSG; j ∈ J p index for periods; p ∈ P P i set of periods that worker i is scheduled to be on duty during the week O j set of WSGs that have outbound links to WSG j I j set of WSGs to which a worker whose home base is WSG j can move 
The objective function in (1a) sums the unmet demand determined by constraint (1d). Constraint (1b) assigns each worker i to exactly one home base, while (1c) limits the number of WSGs to which i can be assigned to at most one in period p. The set P i is obtained from the solution of the relaxed tourscheduling problem and is equivalent to the shift assignments for i over the week. When a solution to the tour-scheduling problem satisfies the WSG constraints, s jp = 0 for all j and p in (1d). This implies that all demand can be covered by the available workforce.
Constraint (1e) ensures that the movement restrictions specified by the matrix R and embodied in the set O j are satisfied in a solution. If WSG j is the home base of worker i, which is the case when x ij = 1, then worker i can be assigned to any WSG k ∈ I j ∪ j during each period p ∈ P i . To guarantee that a worker spends more time at his home base than at any other WSG, one more constraint is needed:
1g) INFORMS holds copyright to this article and distributed this copy as a courtesy to the author(s).
If a worker is required to spend at least 50% of his or her time at the home base, then (1g) should be replaced with
where the first summation on the right-hand side of (2) can be extended to k ∈ J \ j to strengthen the inequality. If the inclusion of (1g) in the model makes the problem too unwieldy, a two-stage heuristic might be a reasonable way to proceed. In the first stage, the optimal solution x * y * s * to (1a)-(1f) would be found; in the second stage, x would be fixed at x * , and new values for y * s * would be found with (1g) included for each i ∈ I. This approach reduces the number of additional constraints by a factor of O J . We use a variation of this idea below.
Symmetry. In the task assignment problem, workers are indistinguishable from each other, so there can be a vast number of alternative optima. This kind of symmetry may seriously undermine the performance of a branch-and-bound algorithm, as evidenced by an extended search tree in which the same solutions appear repeatedly at different nodes. One way to deal with this difficulty is to augment the basic model with suitable symmetry-breaking hierarchical constraints (see Sherali and Smith 2001 for an extended discussion of symmetry). These constraints will tighten the LP formulation of the problem and therefore have the potential to significantly reduce the extent of the feasible region that must be explored during branch and bound. For the task assignment component of the problem, the following constraint
can be added to partially eliminate symmetric assignments of workers to home bases. The second term on the right-hand side of (3) is one when worker i − 1 is assigned to a home base other than j. In this case, the constraint is redundant; otherwise, it only permits worker i + 1 to be assigned to WSG j if i is also assigned to j. As a consequence, it is not possible for i and i +2 to be assigned to WSG j, but not i +1. Nevertheless, it does not rule out the case where i and i + k are assigned to WSG j and not i + 1 i + 2 i + k − 1, where k ≥ 3. To ensure that consecutive workers are assigned to the same home base, it would be necessary to expand constraint (3) by including logic variables for each of the prior workers and WSGs. This would add O I · J variables to the model.
An alternative approach to the objective in (1a) is to minimize the number of switches from one WSG to another, i.e., where worker i is assigned to WSG j and worker i + 1 is assigned to WSG k. Let ij be a nonnegative variable equal to one if worker i + 1 is assigned to WSG j worker i is assigned to WSG k = j, and zero otherwise. We now add the following constraint to the model:
and modify the objective function (1a) to be
Fortunately, ij can be treated as a continuous variable because it will always be zero or one in an optimal solution. Also, it is not necessary to multiply the second term in (1a ) by a small positive constant to ensure that the number of uncovered periods is minimized before the number of switches, as in goal programming. Because the workers are indistinguishable from each other, there is always an optimal solution in which the minimum number of switches is achieved. A bound on this number is i j ij ≤ J − 1.
WSG demand.
If it is assumed that the number of workers assigned to a WSG is proportional to its demand, then we can add a constraint to the model to tighten the feasible region. Let D j = p∈P d jp be the total demand for WSG j, and order the WSGs such that D j ≥ D j+1 , where [j] is the WSG in position j. The following constraint ensures that the number of workers assigned to [j] is greater than or equal to the number assigned to [j + 1]
Although (4) is not a valid inequality for WGAP, if including it in model (1) reduces the computational burden significantly, then the resultant degradation in the solution may be justified. Moreover, solving the problem with (4) will provide an upper bound that may be close to the optimal objective function value. INFORMS holds copyright to this article and distributed this copy as a courtesy to the author(s).
Complexity Issues
We now address the WGAP as represented by model (1), in which the objective is to minimize the number of uncovered periods. To see its complexity, we define the recognition version of the problem as follows.
Instance of WGAP.
A finite number or workers m that must be assigned to one of n WSGs, a set of periods P i that defines worker i's schedule, a set of restrictions I j that limits the movement of workers assigned to WSG j ∈ J , a list of nonnegative integers d jp specifying the demand for workers in period p for WSG j, and a list of nonnegative integers s jp indicating the amount of demand not covered in period p at WSG j.
Question. Is there an assignment of workers to WSGs and then to periods within their schedule such that at least j∈J p∈P d jp − j∈J p∈P s jp of the demand is covered?
Theorem 1. The recognition version of WGAP is NPcomplete in the strong sense.
Proof. We start with an instance of the directed mcommodity integral flow problem (DmCIF) problem and show that it can be polynomially transformed into an instance of WGAP in which a worker can be assigned to multiple WSGs. The recognition version of DmCIF is defined on a directed graph G = V A with specific vertices s i and e i , capacity c a ∈ Z + for each a ∈ A, and requirements R i ∈ Z + , i = 1 m. The following question is asked: Are there m flow functions f i A → Z + 0 such that (a) for each a ∈ A, f 1 a + · · · + f m a ≤ c a , (b) for each v ∈ V \ s e , flow is conserved at v, and (c) for i = 1 m, the net flow into e i under flow f i a is at least R i ? Even et al. (1976) showed that D2CIF is NP-complete in the strong sense by transformation from 3SAT and remains so when s 1 = s 2 , e 1 = e 2 and when arcs are restricted to carry only one commodity.
To simplify things a bit, let H i = P i be the number of periods in worker i's schedule and assume that i∈I H i = j∈J p∈P d jp ; that is, no worker has idle time (this assumption is made to obviate the need to define a dummy WSG to take up the slack). From a general instance of DmCIF, we construct the corresponding instance of WGAP depicted in Figure 8 . In the network, there is one source node for each commodity (worker), which is connected to n successor nodes J 1 J n -one for each WSG. To avoid introducing m more nodes, we assume that source node i has external supply H i .
Following each WSG node j ∈ J is a subnetwork of size J × P . Let the flow through this subnetwork represent the schedule of workers who are based at j (many arcs, such as those from the n WSGs to periods 47 and 48, are not shown). In the example, a worker whose home base is J 1 cannot be assigned to J n .
A node in the subnetwork is denoted by (j p), and each entering arc has capacity c a = 1 (not shown). These arcs are depicted in bold because they really represent up to m arcs, one for each worker. For each i ∈ I, we need individual arcs that go from each WSG node J k to each subnetwork node (j p) and from each node (j p) to the other nodes in the subnetwork as long as j ∈ O J k and p ∈ P i ; that is, as long as the WSG restrictions are satisfied and i is scheduled to work in period p.
At the far right of Figure 8 there is a single sink node e 1 that is connected to each node in the subnetwork (not all arcs are shown). The capacity of the arc joining j p to e 1 is d jp and the capacity of each arc leaving source node i is H i . Thus, the maximum flow into the sink node e 1 is j∈J p∈P d jp . Note that we do not require that all the flow out of source node i ∈ I go to only one WSG node j ∈ J . This is a relaxation of constraint (1g), which means that x is being treated as a continuous variable. To finish the description of the general WGAP, we set the parameter R 1 = quantity of demand covered.
These developments lead to the following observations:
(1) If R 1 = j∈J p∈P d jp , we are asking: Can all the demand be covered with the existing restrictions; i.e., can sufficient flow be sent through the network so that no period is left uncovered? By setting R 1 to a smaller value, say, j∈J p∈P d jp − j∈J p∈P s jp , we are equivalently asking: Can this portion of the demand be covered?
(2) There is always a solution in which there is no flow between any two nodes in the subnetwork. This follows because such flow does not contribute to the total amount of flow that arrives at e 1 . INFORMS holds copyright to this article and distributed this copy as a courtesy to the author(s).
Additional information, including rights and permission policies, is available at http://journals.informs.org/. (4) The network in Figure 8 can be constructed in O I × J × P time so the transformation is polynomial. Moreover, any candidate solution to WGAP can be evaluated in O I × P time, so it is in NP.
As a consequence, the version of the general WGAP where workers can be assigned to more than a single WSG is NP-complete. Because that problem is a relaxation of model (1a)-(1f), the result follows.
We now consider what happens when the WSG assignments are fixed prior to scheduling the workers and the home-base plurality constraint is absent.
reduces to a series of P transportation problems.
Proof. Fixing the x variables means that each worker is assigned to a home base. The general WGAP then reduces to
where the y variables only exist if they satisfy constraint (1e). Model (5a)-(5d) decomposes by p. To see how a transportation problem results for each p ∈ P , we identify a bipartite network that has one source node with unit supply for each i if p ∈ P i , one dummy source node denoted by zero with supply j∈J d jp , and n destination nodes with demand d jp , j = 1
n. An arc exists between source node i and destination node j if worker i is permitted to move to WSG j. All such arcs have zero cost.
The supply at node 0 is used to cover any unmet demand in period p and the leaving arcs all have unit cost. The associated flow is represented by the variable s jp . Minimizing the cost of satisfying all the demand gives rise to a transportation problem.
Corollary 2. When x ij is fixed for all i ∈ I, j ∈ J , WGAP given by (1g), (5a)-(5d) remains NP-complete. INFORMS holds copyright to this article and distributed this copy as a courtesy to the author(s).
Proof. When constraint (1g) is added to (5a)-(5d), it is no longer possible to decompose the problem by period. If worker i is assigned to WSG j (that is, x ij = 1), this constraint requires that the sum of the flow leaving WSG j and going to any other WSG in J \ j be less than flow going to the nodes j p in the subnetwork associated with worker i. The resultant problem is equivalent to what is called integral flow with bundles and is NP-complete in the strong sense (Garey and Johnson 1979) .
To see the equivalence, assume that there are two WSGs and m workers, all of whom are assigned to WSG J 1 (this will be the source node). Let bundle B i be the set of arcs leaving the source node J 1 and going to nodes k p for k ∈ J \ j , p ∈ P i . Also, let B m+1 be the set of all arcs leaving the source node and B m+2 all the other arcs in the network. For 1 ≤ i ≤ m, we have a∈B i f a ≤ H i /2, for bundle m + 1, we have a∈B m+1 f a ≤ i∈I H i /2, and for bundle m + 2, we have a∈B m+2 f a ≤ . At the sink node e 1 , the requirement R 1 is j∈J p∈P d jp − j∈J p∈P s jp . Thus, in this special case of Problem (1g), (5a)-(5d) has a solution with no more than j∈J p∈P s jp periods uncovered if and only if there is a function f A → Z + 0 that satisfies the bundle requirements for the integral flow problem defined above.
Because there is nothing in the proof of Corollary 2 that depends on worker movement restrictions I j , we have the following.
Corollary 3. When x ij is fixed for all i ∈ I, j ∈ J , and movement between WSGs is unrestricted; i.e., the set I j = J for all j ∈ J , the task assignment problem given by (1g), (5a)-(5d) remains NP-complete.
Solving the Integer Programming
Formulation of WGAP Initial testing indicated that instances of model (1) with more than about 70 workers and three WSGs with any number of restrictions could not be solved with CPLEX 9.0 within an hour. To generate feasible solutions within an acceptable amount of time, it was therefore necessary to design an approximation method. In the model, there are three sets of decision variables: x = x ij , y = y ijk , and s = s jk . (Note that we did not include constraints (3) and (4) in our code.) When the x variables are fixed, implying that the home base of each worker has been decided, the model can be solved easily. Choosing the home base is a critical decision because it determines the permissible task assignments, which may dramatically affect the objective value.
We take a two-stage approach to the problem. In the first stage, we solve the LP relaxation of WGAP to obtain the solution x ij ∀ i ∈ I j ∈ J and j * ∈ arg max x ij j ∈ J for all i ∈ I. Ties in the determination of j * are broken arbitrarily. For a given fraction ∈ 0 1 , we then fix the home base of × 100% of the workers, beginning with those whose fractional solutions x ij * are the largest. Fixing all of the x variables would sacrifice too much in solution quality and has not been necessary in practice.
Variable Fixing Algorithm. Input: Set of workers I, set of WSGs J , fixing ratio 0 ≤ ≤ 1 Output: Set of home bases B = b i , for all i ∈ I} for the workforce Initialization: Let = × I be the number of workers to be fixed, set b i = −1 for all i ∈ I, L = , and Z = .
Step 1. Solve model (1) as an LP to get x ij ∀ i ∈ I, j ∈ J ).
Step 2. For all i ∈ I, z i = max x ij j ∈ J and Z ← Z ∪ z i }.
Step 3. Reorder all z i ∈ Z from largest to smallest; break ties arbitrarily.
Step 4. Identify the first elements in Z and put their indices into L.
Step 5. For all i ∈ L, set b i ∈ arg max x ij j ∈ J and construct B.
If b i = −1 in the output set B, then the home base of worker i is set such that x * ib i = 1. In the second stage of our procedure, model (1) is solved for y and s and the remaining x variables. The collective steps for obtaining a solution to the original problem are as follows.
Iterative Algorithm. Input: Demand in form of equipment schedule d jp ∀ j ∈ J p ∈ P , movement restrictions matrix R, value of logical parameter SEQ, threshold parameter 0 for calling the variable fixing algorithm, and all other data elements that define the long-term planning model embodied in SOS.
Output: Size and composition of permanent workforce W * , including bid jobs, home base x * ij ∀ i j , and task assignments y * ijp ∀ i j p INFORMS holds copyright to this article and distributed this copy as a courtesy to the author(s).
Step 1 (Relaxed solution). Solve the extended shiftscheduling component of SOS to generate the workforce W SOS and the shifts for each worker. Put W * ← W SOS .
Step 2 (Find home base and task assignments). Set up model (1) using W SOS , d jp ∀ j p , and R as input.
If I × G ≤ 0 , then set = 0; otherwise, set ∈ 0 4 0 6 .
Call Variable Fixing Algorithm to get home bases B.
Solve model (1) with B to get optimal home bases, task assignments, and uncovered demand:
∀ j p = , stop; otherwise, go to Step 3.
Step 3 for all p ∈ P , j ∈ J , and go to Step 1.
At
Step 1, the relaxed tour-scheduling problem is solved without WSG movement restrictions to get a tentative permanent workforce, W SOS . The home-base assignments and task assignments are made at Step 2, where the variable fixing algorithm is called if the size of the problem, as measured by the number of workers times the number of WSGs ( I × G , is greater than some threshold 0 . We settled on 0 = 200 as a guideline. If there is any uncovered demand, then we go to Step 3 and use either the sequential procedure to find the number of additional workers required to satisfy that demand, or return to Step 1 with the original demand augmented by the uncovered demand, and repeat the entire process.
In the development of the algorithm, we tried several variations, including the replacement of the demand variables s jp with shift variables, and an adaptive strategy for setting the fraction in the variable fixing algorithm. In the case of the former, the objective was to minimize the number of additional shifts needed to satisfy the uncovered demand. In the case of the latter, no specific rule worked best. In general, we found that values of smaller than 0.4 led to instances that were almost as difficult as when no x ij variables were fixed; for values larger than 0.6, we found that the solution quality was not much better than obtained by fixing all the x ij variables.
Example (Cont'd.) . Consider again the network in Figure 4 . When the iterative algorithm is applied, the size of the workforce found by SOS in Step 1 is W SOS = 97. The corresponding IP has 1,529 variables and 1,120 constraints, and terminated with a 1.5% optimality gap after the five-minute time limit was reached. Using the 97 workers as input, model (1) has 27,671 variables and 32,907 constraints. Its LP relaxation was solved at Step 2 in 58 seconds, yielding an objective function value of zero.
For a fixing rate = 0 6, model (1) is re-solved as an IP with 60% of the x variables fixed, giving a problem with 24,913 variables and 18,694 constraints. The solution was found after about 25 minutes with an optimality gap of 0%, and indicated that seven periods were uncovered. At Step 3, the sequential procedure is called to generate additional workers to handle the demand in U . In about a second, a solution was found with W SEQ = 1, so the total workforce needed to operate the facility is W * = W SOS + W SEQ = 98. By way of comparison, when the sequential procedure was used by itself, a solution of W * = 111 was found in about eight minutes.
Computational Experience
To assess the performance of the two procedures, a series of tests was conducted using data provided by USPS Dallas P&DC. For each of the three data sets, four closely related scenarios were generated and compared. All scenarios had the same number of WSGs, but different restriction matrices R. The networks for data set 1 are shown in Figure 9 and are displayed in descending order according to the number of links in each. Similarly, the networks for data sets 2 and 3 are shown in Figures 10 and 11 , respectively.
All computations were performed on a PC with dual Xeon 1.8 GHz CPU, 1 GB memory, running SuSE Linux 9.0. The implementation was done in Java SDK 1.3, which calls CPLEX 9.0 to solve the IPs. The barrier option was used at the root node of all search trees to solve the first LP-relaxation. Table 2 gives the tour-scheduling solutions found by SOS without the WSG movement restrictions; i.e., the WSG networks are completely connected. In this case, the aggregate demand can be used to solve the tour-scheduling problem, and it will always be possible to postprocess the results to obtain a feasible solution. When restrictions are present, these solutions provide a lower bound (LB) on the cost of the workforce. Although the LB is the same for all scenarios in a particular data set because the demand is the same for each scenario, its quality is a function of the number of links in the corresponding network and may be different for each scenario. When running SOS, the FTR/PTF ratio was set to be ≥4. The staff-scheduling results obtained from the sequential and iterative procedures are given in Table 3 . In the case of the iterative algorithm, we set SEQ = true at Step 3 because this always proved to be the better choice. The column Number of workers indicates the total number of employees needed to satisfy all the demand when the WSG restrictions are enforced. The next two columns indicate how the workforce is broken down with respect to FTRs and PTFs. By design, each FTR was scheduled for exactly 40 hours, while the PTFs were assigned up to 24 hours per week on average, with their number of workdays and shift lengths varying in the solution. This is the reason why the staffing costs are different among the various scenarios even though the workforce composition is the same. For data set 2, for example, the solutions generated by the sequential procedure for scenarios a, c, and d all call for 63 FTRs and 15 PTFs, but the total staffing costs differ by a fraction of a percent.
General Results
The quality of the solutions in Table 3 can be judged, in part, by their distance from the LB provided by the SOS solutions in Table 2 . From the data in Column 6, the average gap between the solutions found by the sequential procedure and the LB INFORMS holds copyright to this article and distributed this copy as a courtesy to the author(s). Additional information, including rights and permission policies, is available at http://journals.informs.org/. Table 3 Results for Sequential and Iterative Procedures is computed to be about 12%. In general, as the number of links in the networks shown in Figures 9-11 decreases, the gap increases, although not uniformly. What can be observed from the data is that the ability to merge WSGs into clusters helps to improve the solution quality. In particular, see scenarios a and b for data set 1, and scenario a for data set 3. For data sets 1 and 3, no merging is possible for scenarios c and d. For data set 2, merging is only possible for scenario a, but no advantage is gained, at least with respect to scenarios c and d. The solutions found by the iterative procedure were significantly better than those found by the sequential procedure. Using a combination of a 1% optimality gap and a 30-minute time limit as the stopping criteria, and variable fixing fractions of 0.6, 0.6, and 0.2, respectively, for the three data sets, the next-to-last column in Table 3 indicates that seven out of the 12 instances reached their LB when model (1) was solved. Thus, the optimal solution was obtained at Step 2 without requiring any additional computations. For these scenarios, the data in Column 7 represent the true optimality gap for the sequential procedure. Of course, when the Gap with LB reported in Table 3 is greater than zero, we have no way of confirming whether the current solution actually minimizes the cost of the workforce, the original objective. Figure 12 plots the results for the two procedures.
For the seven scenarios solved to optimality, it might appear that the WSG movement restrictions played no part in the problem. The number of workers and the cost, however, do not give the full picture. The fact that there is roughly 10% idle time in the LB solutions (see Table 2 ) suggests that there are multiple optima to the unrestricted task assignment problem. The one found by the algorithm built into SOS rarely, if ever, satisfied the WSG restrictions, hence the need to solve model (1). In the remaining five scenarios, the gap between the iterative solution and the LB ranged from approximately 3% to 20%. In only one scenario did the sequential procedure do better.
Another observation that can be made about the iterative solution is that it is highly correlated with the number of links in the network-the fewer the links, the larger the gap. Fewer links mean more restrictions, so it is less likely that the relaxed solution will be feasible when the movement restrictions are considered in model (1). Situations in which the sequential procedure might do better occur when the difference between the SOS solution and the iterative solution is large, which would be evidenced by a large amount of uncovered demand at Step 2. In particular, when there are few links in the network, the optimal size of the workforce may be far from the SOS solution, so uncovered demand will be high. Because the corresponding instances of model (1) are more difficult INFORMS holds copyright to this article and distributed this copy as a courtesy to the author(s).
Additional information, including rights and permission policies, is available at http://journals.informs.org/. to solve for these scenarios, the solutions obtained may not be optimal, especially when a high fraction of variables is fixed (i.e., close to 1). In any case, the workers added at Step 3 usually have a very large amount of idle time in their schedules, which suggests that the sequential approach may provide for a smaller workforce.
Variable Fixing Results
The computational results obtained by attempting to solve model (1) with both CPLEX and the variable fixing algorithm are displayed in Table 4 . For all scenarios and all values of , a 30-minute time limit was placed on the operations performed by CPLEX, which included a call to its built-in feasibility heuristic every 10 nodes. When the variable fixing algorithm was used, additional time was allowed at Step 1 of the iterative algorithm for solving the LP (which could take several minutes) and at Step 3 for running the sequential procedure (which took a few seconds at most). The data in Columns 2-4 indicate that large-scale instances are the norm even when there are relatively few restrictions in the network. Nevertheless, Column 7 shows that seven out of the 12 scenarios were solved to optimality within 30 minutes by CPLEX. A 0% gap was always achieved, with the feasible solution always being found by the CPLEX heuristic. In the same amount of time, a feasible solution with about a 90% gap was obtained for scenario d in data set 3. For the four remaining scenarios, CPLEX was not able to find an integer-feasible solution. The corresponding LP bounds were all zero or close to zero, and closing the (relatively large) gaps proved difficult.
The variable fixing rates for the different data sets are listed in Column 10. For larger instances, it is generally more difficult to find optimal or even feasible solutions, so more variables must be fixed to make them tractable. As shown in Column 11, the variable fixing (V-F) algorithm found the optimal solution for the same seven scenarios that were solved by CPLEX (i.e., when = 0). With respect to solution time, variable fixing does not provide any advantage for these cases because the LP-relaxation needs to be solved first to decide which variables to fix. The real advantage is apparent for the remaining cases where good feasible solutions were found. For scenario d in data set 3, for example, the number of uncovered periods fell from 169 to 60.
For the variable fixing algorithm, the fraction must be decided in advance. If this value is too low, the resultant problem may be too difficult to solve; if it is too high, the quality of the solution may suffer because many good assignments may be ruled out. Table 5 gives the solutions for different values of for data set 2. The results for the other two data sets are INFORMS holds copyright to this article and distributed this copy as a courtesy to the author(s).
Additional information, including rights and permission policies, is available at http://journals.informs.org/. Table 4 Performance of Variable Fixing Algorithm for Model (1) in which the workforce is known and, hence can be treated as input. Another area for future research concerns the design of a postprocessor for reducing the number of shifts and workers. Initial attempts at implementing a tabu search algorithm for this purpose were not successful because of the complexity of the neighbor definition and the fact that before a full-time employee can be eliminated, all five of his or her shifts must be converted to idle time.
