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TIME-INHOMOGENEOUS GAUSSIAN STOCHASTIC VOLATILITY MODELS:
LARGE DEVIATIONS AND SUPER ROUGHNESS
ARCHIL GULISASHVILI
ABSTRACT. We introduce time-inhomogeneous stochastic volatility models, in which the
volatility is described by a nonnegative function of a Volterra type continuous Gaussian
process that may have very rough sample paths. The main results obtained in the paper
are sample path and small-noise large deviation principles for the log-price process in a
time-inhomogeneous rough Gaussian model under very mild restrictions. We use these
results to study the asymptotic behavior of exit time probability functions, binary up-and-
in barrier options, and binary call options.
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1. INTRODUCTION
In this paper, we introduce new time-inhomogeneous Gaussian stochastic volatility
models, establish sample path and small-noise large deviation principles for them, and
use large deviation estimates to study the asymptotic behavior of exit time probability
functions, binary up-and-in barrier options, and binary call options.
The volatility in a general time-inhomogeneous Gaussian stochastic volatility model
is described by a nonnegative time-dependent function of a Volterra Gaussian process.
Some of such processes may have very rough sample paths. We call the correspondent
models Gaussian super rough stochastic volatility models. The logarithmic Brownian
motion (logBm) introduced and studied by Mocioalca and Viens (see [35]) is used in the
present paper to build the volatility in super rough models. The logarithmic processes
constructed in [35] resemble the Riemann-Liouville fractional Brownian motion. How-
ever, the sample paths of the former process are more rough than those of the latter one
(see Remark 3.8 below). This is the reason why we call the logarithmic models super
rough. In one of the super rough models that we define in the present paper, the volatil-
ity is described by the Wick exponential of a constant multiple of logBm (see Definition
3.6 and the discussion in Section 3). The structure of such a model is similar to that of
the rough Bergomi model introduced in [4]. In the rough Bergomi model, the volatility is
the Wick exponential of a constant multiple of the Riemann-Liouville fractional Brownian
motion.
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Another special example of a super roughmodel is as follows: The volatility function in
it is the function σ(u) = |u|, u ∈ R, while the logarithmic Brownian motion plays the role
of the volatility process. In a sense, this model resembles the Stein-Stein model, where the
volatility process is the classical Ornstein-Uhlenbeck process (see [42]). It also resembles
Gaussian models introduced in [24, 25]. Note that the latter models are uncorrelated,
while in the models studied in the present paper, the asset price process and the volatility
process may be correlated. More details can be found in Section 3.
Sample path large deviation principles go back to the celebrated work of Varadhan [46]
and Freidlin and Ventsel’ [16]. More information about the theory of large deviations can
be found in [10, 11, 47]. The theory of sample path and small-noise LDPs has numerous
applications in financial mathematics (see, e.g., [2, 9, 36, 39]).
We will next provide a brief overview of the present paper. Section 2 deals with gen-
eral time-inhomogeneous Gaussian stochastic volatility models. It also contains various
definitions and auxiliary statements. In Section 3, we introduce a special class of time-
inhomogeneous Gaussian stochastic volatility models. In the models belonging to this
class, the canonical pseudo-metric associated with the volatility process satisfies two-
sided estimates with respect to the given modulus of continuity. Such Gaussian processes
were studied in [35]. We have already mentioned above that the sample paths of such
processes may be extremely rough.
Section 4 of the paper deals with large deviation principles for log-price processes
in general Gaussian stochastic volatility models. The LDPs obtained in the present pa-
per hold under very mild restrictions on the drift function, the volatility function, and
the volatility process. Similar results were obtained earlier in [8, 15, 22, 23] for time-
homogeneous models under much stronger restrictions. See also [26] for sample path
LDPs in randomised fractional volatility models. Sample path large deviation principles
for certain non-Gaussian fractional volatility models were established in [19]. Theorem
4.2 formulated in Section 4 is one of the main results obtained in the present paper. Note
that it is assumed in Theorem 4.2 that the volatility function in nonnegative. The earlier
works imposed the strict positivity restriction on the volatility function. In Section 4, we
derive several sample path and small-noise large deviation principles from Theorem 4.2
(see Theorems 4.3, 4.11, and 4.12). In Theorem 4.3, under an additional assumption that
the volatility function is strictly positive, we provide an alternative more simple represen-
tation of the rate function in Theorem 4.2. In Theorems 4.11 and 4.12, small-noise LDPs
are obtained. The proof of Theorem 4.2 is given in Section 5. Some of the techniques used
in the proof of this theorem are borrowed from [15, 22, 23]. However, various new tools
are also employed.
Section 6 deals with applications. Theorem 6.1 established in Section 6 provides an as-
ymptotic formula in the small-noise regime for binary up-and-in barrier options. In the
proof of Theorem 6.1, we first use the LDP in Theorem 4.3 to derive a large deviation style
formula for the exit time probability function associated with the log-price process (see
formula (6.2)). This formula is then used to complete the proof of Theorem 6.1. Formulas
similar to that in (6.2) appeared earlier in a different context in the works of Freidlin and
Ventsel’ (see [16, 48, 49]). Not that in [8, 23], asymptotic formulas for the exit time proba-
bility functions were obtained for less general Gaussian models than those considered in
the present paper. In Section 6, we also study small-noise asymptotic behavior of binary
call options (see Theorem 6.4). The proof of Theorem 6.4 uses the continuity of the rate
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function in Theorem 4.11 in the case, where the model has a constant drift function (see
Lemma 4.17) and also the large deviation principle established in Theorem 6.4.
2. NON-HOMOGENEOUS GAUSSIAN STOCHASTIC VOLATILITY MODELS
In the present section, we gather various definitions which will be used throughout
the paper. We also introduce general non-homogeneous Gaussian stochastic volatility
models. Let (Ω,F ,P) be a probability space carrying two independent standard Brow-
nian motions W and B. We consider stochastic volatility models in which the asset price
process St, t ∈ [0, T], satisfies the following stochastic differential equation:
dSt = Stb(t, B̂t)dt+ Stσ(t, B̂t)(ρ¯dWt + ρdBt), S0 = s0 > 0, 0 ≤ t ≤ T. (2.1)
In (2.1), s0 is the initial price, T > 0 is the time horizon, ρ ∈ (−1, 1) is the correlation co-
efficient, and ρ¯ =
√
1− ρ2. The functions b and σ are continuous functions on [0, T]×R
satisfying a special condition (see Assumption C below). The equation in (2.1) is con-
sidered on the filtered probability space (Ω,F , {Ft}0≤t≤T,P), where {Ft}0≤t≤T is the
augmentation of the filtration generated by the processes W and B (see [29], Definition
7.2 in Chapter 2). We will also use the augmentation of the filtration generated by the
process B, and denote it by {F˜t}0≤t≤T.
The stochastic process B̂ appearing in (2.1) is a Volterra Gaussian process. We will next
provide more details. The following definition will be used.
Definition 2.1. Let K be a real function on [0, T]2. The function K is called an admissible kernel
if the following conditions hold:
(a) K is Borel measurable on [0, T]2.
(b) K is Lebesgue square-integrable over [0, T]2.
(c) For every t ∈ (0, T], the slice function s 7→ K(t, s), s ∈ [0, T], belongs to the space L2[0, T].
(d) For every t ∈ (0, T], the slice function is not almost everywhere zero.
An admissible kernel (t, s) 7→ K(t, s) is called a Volterra type kernel if K(t, s) = 0, for
all s > t.
It will be assumed throughout the paper that the stochastic process B̂ in (2.1) can be
represented as follows:
B̂t =
∫ t
0
K(t, s)dBs , 0 ≤ t ≤ T, (2.2)
where K is an admissible Volterra type kernel on [0, T]2. The restriction on the slice
functions in Definition 2.1 implies that the random variable B̂t is well-defined for every
t ∈ [0, T]. If the kernel K is just square-integrable over [0, T]2, then only almost all slice
functions are in L2[0, T]. It is clear that the process B̂ is adapted to the filtration {F˜t}0≤t≤T.
An additional restriction on the kernel K will be imposed below (see Assumption A).
Under this assumption, the process B̂t, t ∈ [0, T], is a continuous Gaussian process.
The covariance function of this process is given by C(t, s) =
∫ T
0 K(t, u)K(s, u)du, for all
t, s ∈ [0, T]. It follows from condition (d) in Definition 2.1 that the process B̂ is nondegen-
erated in the following sense: The variance function of B̂ given by V(t) =
∫ T
0 K(t, u)
2du
satisfies V(t) > 0, for all t ∈ (0, T].
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Themodel in (2.1) resembles a classical correlated stochastic volatility model. The func-
tions b and σ and the process B̂ appearing in (2.1) will be called the drift function, the
volatility function, and the volatility process, respectively. The name “Gaussian stochas-
tic volatility model” was coined in [24, 25], where a special model with ρ = 0, b(u) = 0,
and σ(u) = |u|, u ∈ R, was studied.
Important examples of Gaussian Volterra processes are classical fractional processes,
e.g., fractional Brownian motion, the Riemann-Liouville fractional Brownian motion, and
the fractional Ornstein-Uhlenbeck process. For 0 < H < 1, fractional Brownian motion
BHt , t ≥ 0, is a centered Gaussian process with the covariance function given by
CH(t, s) =
1
2
(
t2H + s2H − |t− s|2H
)
, t, s ≥ 0.
The process BH was first implicitly considered by Kolmogorov in [30], and was studied
by Mandelbrot and van Ness in [27]. The constant H is called the Hurst parameter. The
Riemann-Liouville fractional Brownian motion is defined as follows:
RHt =
1
Γ(H + 12)
∫ t
0
(t− s)H− 12dBs, t ≥ 0,
where 0 < H < 1. This stochastic process was introduced by Le´vy in [32]. More infor-
mation about the process RH can be found in [33, 37]. The fractional Ornstein-Uhlenbeck
process is defined for 0 < H < 1 and a > 0, by the following formula:
UHt =
∫ t
0
e−a(t−s)dBHs , t ≥ 0
(see [7, 28]).
In the last years, Gaussian fractional stochastic volatility models have become increas-
ingly popular. The volatility process in such a model is a fractional Gaussian process. We
refer the reader to [17, 18, 22] for short surveys of special Gaussian fractional stochastic
volatility models. New examples of such models are introduced in Section 3.
Moduli of continuity will be broadly used throughout the present paper.
Definition 2.2. (i) Let r > 0. A bounded function η : [0, r] 7→ [0,∞) is called a modulus of
continuity on [0, r], if η(0) = 0 and lim
u→0
η(u) = 0.
(ii) A locally bounded function ω : [0,∞) 7→ [0,∞) is called a modulus of continuity on [0,∞),
if ω(0) = 0 and lim
u→0
ω(u) = 0.
Let Xt, t ∈ [0, T], be a Gaussian process on (Ω,F ,P). The canonical pseudo-metric δ
associated with this process is defined by
δ2(t, s) = E[(Xt − Xs)2], (t, s) ∈ [0, T]2. (2.3)
Suppose η is a modulus of continuity on [0, T] such that
δ(t, s) ≤ η(|t− s|), t, s ∈ [0, T], (2.4)
and for some b > 1, ∫ ∞
b
η
(
u−1
)
(log u)−
1
2
du
u
< ∞. (2.5)
Lemma 2.3 (Fernique). A Gaussian process Xt, t ∈ [0, T], satisfying the conditions in (2.4) and
(2.5) is a continuous stochastic process.
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The statement in Lemma 2.3 was announced by Fernique in [13]. The first proof was
published by Dudley in [12] (see also [34] and the references therein).
By the Itoˆ isometry, the following equality holds for the process B̂:
δ2(t, s) =
∫ T
0
(K(t, u) − K(s, u))2du, t, s ∈ [0, T].
The L2-modulus of continuity of the kernel K is defined on [0, T] by
MK(τ) = sup
t,s∈[0,T]:|t−s|≤τ
∫ T
0
(K(t, u) − K(s, u))2du,
for all τ ∈ [0, T]. If MK(τ) ≤ η2(τ), where η is a modulus of continuity on [0, T] satis-
fying Fernique’s condition (see (2.5)), then the process B̂ defined by (2.2) is a continuous
Gaussian process. It follows that the variance function
V(t) =
∫ T
0
K(t, s)2ds, t ∈ [0, T], (2.6)
is continuous, and hence
max
t∈[0,T]
∫ t
0
K(t, s)2ds < ∞. (2.7)
Remark 2.4. It will be assumed throughout the paper that the process B̂ is non-degenerated.
This means that the variance function V defined in (2.6) satisfies the condition V(s) > 0 for all
s ∈ (0, T].
We will next formulate an assumption, which will be used in the present paper.
Assumption A: The L2-modulus of continuity of the kernel K satisfies the following con-
dition:
MK(τ) ≤ η(τ)2, τ ∈ [0, T], (2.8)
where η is a modulus of continuity on [0, T] such that (2.5) holds.
Assumption A guarantees that the process B̂ in (2.2) is a continuous Gaussian process.
Remark 2.5. Wewill assume in the present paper that the modulus of continuity η in Assumption
A is a nondecreasing function on [0, T].
It is known that fractional Brownian motion, the Riemann-Liouville fractional Brown-
ian motion, and fractional Ornstein-Uhlenbeck process are Gaussian Volterra processes.
Their kernels satisfy Assumption A with the modulus of continuity η given by
η(τ) = cHτ
H, τ ∈ [0, T].
This is easy to prove for the Riemann-Liouville fractional Brownian motion. The valid-
ity of the same statement for fractional Brownian motion was established in [52], while
for the fractional Ornstein-Uhlenbeck process, the statement was proved in [22]. More
examples of volatility processes satisfying Assumption A will be discussed in Section 3.
Let x = (u1, v1) and y = (u2, v2) be elements of the metric space [0, T] ×R equipped
with the Euclidean distance d(x, y) = ||x − y|| = √(u1 − u2)2 + (v1 − v2)2. The closed
ball in this space having radius δ > 0 and centered at (0, 0) will be denoted by B(δ).
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We will next formulate certain restrictions on the drift function (u, v) 7→ b(u, v) and the
volatility function (u, v) 7→ σ(u, v), where (u, v) ∈ [0, T]× R. The following definition
was used in [22, 23] for functions of one variable.
Definition 2.6. Let ω be a modulus of continuity on [0,∞). A function λ defined on [0, T]×R
is called locally ω-continuous, if for every δ > 0 there exists a number L(δ) > 0 such that for all
x, y ∈ B(δ), the following inequality holds:
|λ(x)− λ(y)| ≤ L(δ)ω(||x − y||). (2.9)
The next condition restricts the class of admissible drift and volatility functions.
Assumption C: The drift function b and the volatility function σ are locally ω-continuous
on the space [0, T]×R for some modulus of continuity ω on [0,∞). The volatility func-
tion σ is not identically zero on [0, T]×R.
It is clear that if Assumption C holds, then the functions b and σ are continuous on
[0, T]×R.
Remark 2.7. With no loss of generality, we may assume that the modulus of continuity ω in
Assumption C is strictly increasing and continuous on [0,∞). Indeed, suppose ω is a modulus of
continuity on [0,∞), and define the function ω˜ by ω˜(0) = 0 and
ω˜(u) = u+
1
u
∫ 2u
u
sup
0≤s≤v
{ω(s)}dv, u > 0.
Then ω˜ is a strictly increasing continuous modulus of continuity majorizing ω. Moreover,
lim
u→∞ ω˜(u) = ∞. We can also assume that the function δ 7→ L(δ), δ > 0, appearing in As-
sumption C is increasing and such that lim
δ→0
L(δ) = 0. The previous statement can be justified as
follows. The fact that we can choose an increasing function L is straightforward. Next, suppose
λ is the function in Definition 2.6 satisfying the estimate in (2.9) for some modulus of continuity
ω. We have already shown that with no loss of generality, we can assume that ω is a strictly
increasing continuous function and L is an increasing function. Then, for all x, y ∈ B(δ),
|λ(x)− λ(y)| ≤ L(δ)ω(||x − y||) = L(δ)
√
ω(||x− y||)
√
ω(||x − y||)
≤ L(δ)
√
ω(2δ)
√
ω(||x − y||).
Finally, we can replace ω by
√
ω and L(δ) by L(δ)
√
ω(2δ) to establish the statement above.
Remark 2.8. Recall that we assumed that the modulus of continuity in Assumption A is a nonde-
creasing function on [0, T]. We will also assume that the modulus of continuity ω in Assumption
C is strictly increasing and continuous on [0,∞), and moreover lim
u→∞ ω(u) = ∞. In addition, it
will be assumed that the function L in Assumption C is increasing and such that lim
δ→0
L(δ) = 0.
Definition 2.9. An asset price model described by the stochastic differential equation in (2.1)
will be called a general time-inhomogeneous Gaussian stochastic volatility model, if the following
conditions hold:
(a) The drift function b and the volatility function σ satisfy Assumption C.
(b) Assumption A holds for the kernel K of the volatility process B̂ defined by (2.2).
6
We have already mentioned that if condition (b) formulated above holds for the kernel
K, then the volatility process B̂ is a continuous Gaussian process.
The next lemma provides an example of a volatility function σ satisfying Assumption
C.
Lemma 2.10. Let ϕ be a continuous function on the interval [0, T]. Then the function σ defined
by
σ(u, v) = exp{ϕ(u) + v}, (u, v) ∈ [0, T]×R,
satisfies Assumption C.
Proof. Let δ > 0, and let x = (u1, v1) and y = (u2, v2) be points from B(δ). Then
|σ(x)− σ(y)| ≤ exp{ϕ(u2) + v2}| exp{ϕ(u1)− ϕ(u2) + v1 − v2} − 1|
≤ Cδ[|ϕ(u1)− ϕ(u2)|+ |v1 − v2|]. (2.10)
For all r ∈ [0, T], set
τ(r) = sup
{z1,z2∈[0,T]:|z1−z2|≤r}
|ϕ(z1)− ϕ(z2)|.
Since ϕ is uniformly continuous on [0, T], the function τ is a modulus of continuity on
[0, T] (the minimal modulus of continuity on [0, T] associated with the function ϕ). Next,
define a modulus of continuity on [0,∞) by τ˜(u) = τ(u) if 0 ≤ u ≤ T, and τ˜(u) = τ(T) if
u > T. Using (2.10) we see that
|σ(x)− σ(y)| ≤ Cδ[τ˜(||x− y||) + ||x− y||].
Finally, it is clear that Lemma 2.10 follows from the previous estimate.
For a general Gaussian stochastic volatility model (see Definition 2.9), the equation in
(2.1) is a linear stochastic differential equation with respect to the semimartingale
t 7→
∫ t
0
b(s, B̂s)ds+
∫ t
0
σ(s, B̂s)(ρ¯dWs + ρdBs), t ∈ [0, T].
The previous stochastic process is a semimartingale since∫ T
0
|b(s, B̂s)|ds < ∞ and
∫ T
0
σ(s, B̂s)
2ds < ∞
on Ω. The unique solution to the equation in (2.1) is the Dole´ans-Dade exponential
St = s0 exp
{∫ t
0
b(s, B̂s)ds− 1
2
∫ t
0
σ2(s, B̂s)ds+
∫ t
0
σ(s, B̂s)(ρ¯dWs + ρdBs)
}
, 0 ≤ t ≤ T,
(see, e.g., [38]). Therefore, the log-price process Xt = log St satisfies
Xt = x0 +
∫ t
0
b(s, B̂s)ds− 1
2
∫ t
0
σ2(s, B̂s)ds+
∫ t
0
σ(s, B̂s)(ρ¯dWs + ρdBs), 0 ≤ t ≤ T,
where x0 = log s0.
Let ε ∈ (0, 1] be a small-noise parameter. We will work with the following scaled
version of the model in (2.1):
dS
(ε)
t = S
(ε)
t b(t,
√
εB̂t)dt+
√
εS
(ε)
t σ
(
t,
√
εB̂t
)
(ρ¯dWt + ρdBt),
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where 0 ≤ t ≤ T. The asset price process in the scaled model is given by
S
(ε)
t
= s0 exp
{∫ t
0
b(s,
√
εB̂s)ds− 1
2
ε
∫ t
0
σ(s,
√
εB̂s)
2ds+
√
ε
∫ t
0
σ(s,
√
εB̂s)(ρ¯dWs + ρdBs)
}
,
(2.11)
where 0 ≤ t ≤ T, while the log-price process is as follows:
X
(ε)
t
= x0 +
∫ t
0
b(s,
√
εB̂s)ds− 1
2
ε
∫ t
0
σ(s,
√
εB̂s)
2ds+
√
ε
∫ t
0
σ(s,
√
εB̂s)(ρ¯dWs + ρdBs), (2.12)
where 0 ≤ t ≤ T.
3. GAUSSIAN SUPER ROUGH STOCHASTIC VOLATILITY MODELS
In this section, special time-inhomogeneous Gaussian stochastic volatility models are
introduced. We will first formulate a lemma established in [35]. This lemma will be used
in the sequel. Let B be a standard Brownian motion on the probability space (Ω,F ,P),
and recall that we denoted by {F˜t}0≤t≤T the augmentation of the filtration generated by
the process B. Two functions f and g defined on the interval [0, T] are called commensu-
rable if there exist positive constants c1 and c2 such that
c1g(x) ≤ f (x) ≤ c2g(x), x ∈ [0, T].
The symbol f ≍ g is used for commensurable functions f and g.
Recall that the canonical pseudo-metric associatedwith a Gaussian process X on (Ω,F ,P)
is defined by (2.3). Let η be a modulus of continuity on (0, T]. In [35], Gaussian processes
satisfying the following conditions were studied:
(i) δ(t, s) ≍ η(|t− s|);
(ii)X0 = 0;
(iii) The process X is adapted to the filtration {F˜t}0≤t≤T.
The next assertion was established in [35].
Lemma 3.1 (Mocioalca-Viens). Let η be a modulus of continuity on [0, T], and suppose η ∈
C2(0, T). Suppose also that the function x 7→ (η2)′(x) is positive and non-increasing on (0, T).
Set
τ(x) =
√
(η2)′(x), x ∈ (0, T). (3.1)
Then the process
B̂
(η)
t =
∫ t
0
τ(t− s)dBs, t ∈ [0, T], (3.2)
is a Gaussian process satisfying the conditions in (i), (ii), and (iii).
It is not hard to see that the kernel K(t, s) = τ(t − s)1s≤t, (t, s) ∈ [0, T]2, is a square-
integrable Volterra type kernel, and the variance function of the process B̂
(η)
t is given by
t 7→ η(t)2, t ∈ [0, T].
Our next goal is to introduce two special classes of Gaussian models. The first class
consists of stochastic volatility models, in which the drift function satisfies Assumption
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C and the volatility is described by the Wick exponential of a constant multiple of the
process in (3.2). Recall that for a zero-mean Gaussian random variable G, the Wick ex-
ponential is defined as follows: E(G) = exp
{
− 12E[G2] + G
}
(see, e.g., [5], p. 392). The
second class of special Gaussian models will be discussed below.
Definition 3.2. Let c > 0, and suppose η is a modulus of continuity such as in Lemma 3.1.
Suppose also that η satisfies Fernique’s condition (see (2.5)). A time-inhomogeneous Gaussian
stochastic volatility model with the process cB̂(η) as the volatility process, the volatility function
given by
σ(u, v) = exp
{
− c
2
2
η(u)2 + v
}
, (u, v) ∈ [0, T]×R, β > 1,
and a locally ω-continuous drift function b will be called a Gaussian η-dependent stochastic
volatility model. If the modulus of continuity η grows near zero faster than any positive power,
then the corresponding η-dependent model will be called a Gaussian super rough stochastic volatil-
ity model.
Remark 3.3. The canonical pseudo-metric associated with fractional Brownian motion BH is
given by δ(t, s) = cH|t− s|H . The corresponding process B̂H (see (3.2)) is a constant multiple of
the Riemann-Liouville fractional Brownian motion. The rough Bergomi model introduced in [4]
is a special case of the models described in Definition 3.2. The rough Bergomi model is a driftless
η-dependent model with ηH(x) = CHx
H, x ∈ [0, T], with 0 < H < 12 . The rough Bergomi model
is not a super rough model.
We will next turn our attention to super rough models from the first class. In them,
the defining modulus of continuity η is of logarithmic type. The following family of
logarithmic moduli of continuity was considered in [35]:
ηβ(x) =
(
log
1
x
)− β2
, 0 < x < 1 and β > 0. (3.3)
The function ηβ grows near zero faster than any positive power. The corresponding
Gaussian process defined by formula (3.2) with ηβ instead of η was called in [35] the
logarithmic Brownian motion (logBm) with parameter β. It is stated in [35] that since the
function ηβ has a singularity at x = 1, it is safe to define logBm only on closed subinter-
vals of the interval [0, 1). It was also suggested in [35] to use simple scaling in the case of
larger intervals. It will be shown below that Lemma 3.1 can be applied to logBm only if
the subintervals mentioned above are short enough, and that the bound on their length
depends on β.
We will next introduce scaled versions of the logarithmic moduli of continuity. Let
κ > 0, β > 0, and define the modulus of continuity ηβ,κ,T on [0, T] by
ηβ,κ,T(x) =
(
log
T+ κ
x
)− β2
, 0 ≤ x ≤ T. (3.4)
The constant κ is introduced in order the function ηβ,κ,T not to be singular at x = T. It is
easy to see that the corresponding function τβ,κ,T defined in (3.1) satisfies
τ2β,κ,T(x) = βx
−1
(
log
T+ κ
x
)−β−1
, 0 ≤ x ≤ T. (3.5)
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In order the function τβ,κ,T to be non-increasing on [0, T], certain restriction on the param-
eters T, κ, and β should be imposed. It is not hard to see, by differentiating the function
in (3.5), that it suffices to assume that
T < κ
(
eβ+1 − 1
)−1
. (3.6)
Therefore if (3.6) holds, then Lemma 3.1 implies that the Gaussian process
B̂
(β,κ,T)
t =
∫ t
0
τβ,κ,T(t− u)dBu, t ∈ [0, T], (3.7)
satisfies the conditions in (i), (ii), and (iii).
Remark 3.4. Fernique’s condition holds for the modulus of continuity ηβ,κ,T if β > 1. By Lemma
3.1 and Fernique’s lemma, the process in (3.7) is a continuous Gaussian process provided that
β > 1.
Remark 3.5. Informally, we have ηβ = ηβ,0,1 (see (3.4) and (3.3)). However, the inequality in
(3.6) does not hold for β > 0, κ = 0, and T = 1. Therefore, it is not clear whether Lemma 3.1
can be applied to logBm with parameter β without any restrictions on the length of the interval
[0, T] ⊂ [0, 1). On the other hand, it follows from (3.6) that we can set T + κ = 1, if T and β
are such that T < e−β−1. The previous inequality restricts the length of a subinterval of [0, 1), on
which Lemma 3.1 can be applied to logBm with parameter β.
Definition 3.6. If the modulus of continuity is given by (3.4), and the parameters κ, T, and β
satisfy the condition in (3.6), then the corresponding Gaussian process defined in (3.7) will be
called the logarithmic Brownian motion with parameters β, κ, and T.
The variance function of the process B̂(β,κ,T) is given by t 7→ (log T+κt )−β, t ∈ [0, T]. In
the next definition, we introduce Gaussian logarithmic stochastic volatility models. The
volatility in such a model is described by the Wick exponential of a constant multiple of
the logarithmic Brownian motion with β > 1, that is, the process
t 7→ exp
{
− c
2
2
(
log
T+ κ
t
)−β
+ cB̂
(β,κ,T)
t
}
, t ∈ [0, T],
where β > 1 and c is a real constant.
Definition 3.7. A Gaussian η-dependent stochastic volatility model, in which η = ηβ,κ,T (see
(3.4)), will be called a Gaussian logarithmic stochastic volatility model. It is assumed that the
condition in (3.6) holds, and moreover β > 1.
It is clear that in the model described in Definition 3.7, the volatility function is given
by
σ(u, v) = exp
{
− c
2
2
(
log
T + κ
u
)−β
+ v
}
, (u, v) ∈ [0, T]×R, β > 1, (3.8)
and the process cB̂(β,κ,T) is the volatility process. The condition β > 1 guarantees the
validity of Assumption A. It is also clear from Lemma 2.10 that the volatility function in
(3.8) satisfies the ω-continuity condition.
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Remark 3.8. The sample paths of the process B̂(β,κ,T) are more rough than those of the Riemann-
Liouville fBm used in the rough Bergomi model. Indeed, the function
fβ(t) =
(
log
T + κ
x
) 1−β
2
, 0 ≤ x ≤ T, β > 1, (3.9)
is almost surely a uniform modulus of continuity for the process B̂(β,κ,T). Moreover, if η is such
a modulus of continuity, then η is bounded below by a constant multiple of the function in (3.9)
(see the discussion on p. 406 of [35], another relevant reference is [44]).
It is clear that Gaussian logarithmic stochastic volatility models belong to the class
of super rough models. Similar super rough models can be obtained by using double-
logarithmic moduli of continuity defined by
η(x) =
(
log
T + κ
x
)− 12 (
log log
Te+ κ
x
)−β
, x ∈ (0, T], β > 1.
We are not going to comment on double-logarithmic Gaussian models in the present pa-
per.
The second class of special super rough models that we introduce in the present paper
consists of Gaussian models, in which the volatility function is given by σ(u) = |u|,
u ∈ R, while the drift function satisfies Assumption C. The volatility process in a model
from the second class is the process B̂(η), where η is a modulus of continuity that grows
near zero faster than any positive power. Such models are super rough relatives of the
stochastic volatility model introduced by Stein and Stein (see [42]). The latter model is
uncorrelated (ρ = 0), and the volatility function in it is the function σ(u) = |u|, u ∈
R. Stein and Stein claimed in their paper that the volatility process in their model is
the classical Ornstein-Uhlenbeck process instantaneously reflected at zero. In reality, the
volatility in the Stein-Stein model is the absolute value of the Ornstein-Uhlenbeck process.
The previous observation was made by Ball and Roma (see [3]). The other models related
to themodels from the second class are the uncorrelated Gaussian models introduced and
studied in [24, 25].
4. LARGE DEVIATION PRINCIPLES IN GENERAL GAUSSIAN STOCHASTIC VOLATILITY
MODELS
In [15], Forde and Zhang obtained a small-noise large deviation principle for the log-
price process X
(ε)
T in a fractional Gaussian stochastic volatility model, under the assump-
tion that the volatility function satisfies a global Ho¨lder condition, while the volatility
process is fractional Brownian motion. This result was generalized in [22], where a small-
noise LDP for the process X
(ε)
T was established under milder conditions than those in [15].
It was assumed in [22] that the volatility function satisfies a local ω-continuity condition,
while the volatility process is a continuous Gaussian Volterra process such that the L2-
modulus of continuity of the kernel K satisfies the Ho¨lder condition. In [23], a sample
path LDP was established for the log-price process under the same conditions. Similar
results were obtained later in [8] under more restrictive conditions.
In the present paper, we prove a sample path large deviation principle for the log-price
process X(ε) and a small-noise LDP for the process X
(ε)
T in a general time-homogeneous
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Gaussian stochastic volatility model, under Assumptions A and C. The new theorems
substantially widen the scope of applicability of the large deviation principles obtained
in the previous works. For instance, Theorems 4.2, 4.3, 4.11, and 4.12 formulated below
can be applied to Gaussian logarithmic stochastic volatility models with β > 1.
Let us denote byC0[0, T] the space of continuous functions on the interval [0, T] equipped
with the norm || f ||C0 [0,T] = max
t∈[0,T]
| f (t)|. In the sequel, the symbol H10[0, T] will stand for
the Cameron-Martin space for Brownianmotion consisting of absolutely continuous func-
tions f on [0, T] such that f (0) = 0 and f˙ ∈ L2[0, T], where f˙ is the derivative of the
function f . For a function f ∈ H10[0, T], its norm is defined by
|| f ||
H10 [0,T]
=
{∫ T
0
f˙ (t)2dt
} 1
2
.
The following notation will be used throughout the paper:
f̂ (s) =
∫ s
0
K(s, u) f˙ (u)du, s ∈ [0, T].
Remark 4.1. Suppose Assumption A holds. Then it is not hard to see that the linear operator
K : L2[0, T] 7→ C0[0, T] defined by (Kg)(t) =
∫ t
0 K(t, s)g(s)ds is compact. Therefore, the image
of any closed ball in H10[0, T] centered at the zero function and of radius r > 0 is precompact in
C[0, T].
Consider a measurable functional Φ : C0[0, T]
3 7→ C0[0, T] defined as follows: For
l ∈ H10[0, T] and ( f , h) ∈ C0[0, T]2 such that f ∈ H10[0, T] and h = f̂ ,
Φ(l, f , h)(t) =
∫ t
0
b(s, f̂ (s))ds + ρ¯
∫ t
0
σ(s, f̂ (s))l˙(s)ds + ρ
∫ t
0
σ(s, f̂ (s)) f˙ (s)ds,
where 0 ≤ t ≤ T. In addition, for all the remaining triples (l, f , h), we set Φ(l, f , h)(t) = 0,
t ∈ [0, T].
Let g ∈ C0[0, T], and define
Q̂T(g)
= inf
l, f∈H10[0,T]
[
1
2
(∫ T
0
l˙(s)2ds+
∫ T
0
f˙ (s)2ds
)
: Φ(l, f , f̂ )(t) = g(t), t ∈ [0, T]
]
, (4.1)
if the equation appearing on the right-hand side of (4.1) is solvable for l and f . If there is
no solution, then we set Q̂T(g) = ∞.
The next two assertions contain sample path large deviation principles for the log-price
process in a time-inhomogeneous Gaussian stochastic volatility model. Recall that a rate
function on a topological space X is a lower semi-continuous mapping I : X 7→ [0,∞]
such that for all y ∈ [0,∞), the level set Ly = {x ∈ X : I(x) ≤ y} is a closed subset of
X . It is assumed that I is not identically infinite. A rate function I is called a good rate
function if for every y ∈ [0,∞), the set Ly is a compact subset of X .
Theorem 4.2. Suppose Assumptions A and C hold. Then the process ε 7→ X(ε) − x0 satisfies the
sample path large deviation principle with speed ε−1 and good rate function Q̂T given by (4.1).
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The validity of the large deviation principle means that for every Borel measurable subset A of
C0[0, T], the following estimates hold:
− inf
g∈A◦
Q̂T(g) ≤ lim inf
ε↓0
ε logP
(
X(ε) − x0 ∈ A
)
≤ lim sup
ε↓0
ε logP
(
X(ε) − x0 ∈ A
)
≤ − inf
g∈A¯
Q̂T(g).
The symbols A◦ and A¯ in the previous estimates stand for the interior and the closure of the set
A, respectively.
Theorem 4.3. Suppose Assumptions A and C hold. Suppose also that the volatility function
σ is strictly positive on [0, T] × R. Then the process ε 7→ X(ε) − x0 satisfies the sample path
large deviation principle with speed ε−1 and good rate function QT given by QT(g) = ∞, for all
g ∈ C0[0, T]\H10[0, T], and
QT(g)
= inf
f∈H10[0,T]
1
2
∫ T
0
[
g˙(s)− b(s, f̂ (s))− ρσ(s, f̂ (s)) f˙ (s)
ρ¯σ(s, f̂ (s))
]2
ds+
1
2
∫ T
0
f˙ (s)2ds
 , (4.2)
for all g ∈ H10[0, T].
Our next goal is to formulate small-noise large deviation principles for the log-price
process in a time-inhomogeneous Gaussian stochastic volatility model (see Theorems 4.11
and 4.12 below). We will first prove various auxiliary assertions. Suppose the volatility
function is not identically zero on [0, T]×R. Note that Assumption C includes the valid-
ity of the previous condition. Recall that throughout the paper we assume that K is an
admissible kernel.
Definition 4.4. Denote by L1 the set of all functions f ∈ H10[0, T] satisfying the following
condition:
σ(s, f̂ (s)) = 0, s ∈ [0, T], (4.3)
and set L2 = H
1
0[0, T]\L1.
By the continuity of the functions σ and f̂ , the condition in (4.3) is equivalent to the
following:
∫ T
0 σ(s, f̂ (s))
2ds = 0.
We will next discuss the sets L1 and L2 introduced in Definition 4.4.
Lemma 4.5. The set L2 is not empty.
Proof. If the function σ depends only on the first variable, then it is clear that the condi-
tion in (4.3) cannot hold.
Suppose that the function σ depends only on the second variable. Then the condition
in (4.3) becomes σ( f̂ (s)) = 0, for all s ∈ [0, T]. It is clear that there exists u0 ∈ R such that
σ(u0) > 0. Moreover, condition (d) in Definition 2.1 implies that for every s ∈ [0, T] there
exists a function fs ∈ H10[0, T] such that f̂s(s) 6= 0. Fix any s ∈ [0, T], and set α = u0f̂s(s) .
Then σ(α̂ fs(s)) 6= 0. It follows that α fs ∈ L2, and hence the conclusion in Lemma 4.5
holds.
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Next, suppose that the function σ depends on both variables. Since σ is not equal
to zero identically, there exists a pair (s0, u0) ∈ [0, T] × R such that σ(s0, u0) 6= 0. Set
α = u0( f̂s0(s0))
−1, where the function fs0 is defined in the previous paragraph. It follows
that σ(s0, α̂ fs0(s0)) 6= 0, and therefore α fs0 ∈ L2.
This completes the proof of Lemma 4.5.
Unlike the set L2, the set L1 may be empty. For example, this happens if the function σ
is strictly positive. On the other hand, if the volatility function σ is such that
σ(s, 0) = 0, for all s ∈ [0, T], (4.4)
then f0 ∈ L1, where the symbol f0 stands for the function equal to zero identically.
In the next lemma, we provide examples of volatility functions and kernels for which
the set L1 contains a nontrivial element.
Lemma 4.6. Suppose the volatility function σ is such that condition (4.4) holds. Then, there exist
an admissible kernel K and a function f 6= f0 such that f ∈ L1.
Proof. Let A1 be a Cantor set in [0, T] of positive Lebesgue measure α ∈ (0, T), and set
A2 = [0, T]\A1. Define a degenerated Volterra kernel on [0, T]2 by K(t, s) = 1A2(s)1[0,t](s).
The set A2 is an everywhere dense open subset of [0, T], and moreover l1([0, t] ∩ A2) > 0,
for all t ∈ (0, T], where the symbol l1 stands for the one-dimensional Lebesgue measure.
It is not hard to see that K is an admissible kernel.
Let g = 1A1 , and set f (s) =
∫ s
0 g(u)du, s ∈ [0, T]. Then we have f˙ (s) = 1A1(s) l1-a.e.
It follows that f ∈ H10[0, T]. Moreover, f̂ (t) =
∫ t
0 1A2(s)1A1(s)ds = 0, for all t ∈ [0, T]. It
follows from (4.4) that the condition in (4.3) holds for the function f . Hence, f ∈ L1.
The proof of Lemma 4.6 is thus completed.
Remark 4.7. Suppose the function σ satisfies the conditions in Lemma 4.6, and let K be the kernel
constructed in its proof. It follows from Lemma 4.6 that the operatorK( f ) = f̂ mapping H10[0, T]
into C0[0, T] is not an injection.
For l, f ∈ H10[0, T], set
Ψ(l, f , f̂ ) =
∫ T
0
[b(s, f̂ (s)) + ρσ(s, f̂ (s)) f˙ (s)]ds + ρ¯
{∫ T
0
σ(s, f̂ (s))2ds
} 1
2
{∫ T
0
l˙(s)2ds
} 1
2
.
Theorem 4.8. For every x ∈ R and f ∈ L2, there exists a function l ∈ H10[0, T] such that
Ψ(l, f , f̂ ) = x.
Remark 4.9. Recall that L2 6= ∅ (see Lemma 4.5).
Proof of Theorem 4.8. For f ∈ L2, the equation in Theorem 4.8 can be rewritten as follows:∫ T
0
l˙(s)2ds = Λ(x, f ), (4.5)
where
Λ(x, f ) =
(
x− ∫ T0 [b(s, f̂ (s)) + ρσ(s, f̂ (s)) f˙ (s)]ds)2
ρ¯2
∫ T
0 σ(s, f̂ (s))
2ds
. (4.6)
Now, it is clear that there exists l ∈ H10[0, T] such that the pair (l, f ) is a solution to the
equation in Theorem 4.8 .
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The proof of Theorem 4.8 is thus completed.
For every x ∈ R, set
ÎT(x) = inf
l, f∈H10[0,T]
[
1
2
(∫ T
0
l˙(s)2ds+
∫ T
0
f˙ (s)2ds
)
: Ψ(l, f , f̂ ) = x
]
. (4.7)
Using Theorem 4.8, we see that the function ÎT is well-defined.
We will next find an alternative representation for the function ÎT. It is easy to see that
the equation
Ψ(l, f , f̂ ) = x (4.8)
with the restriction f ∈ L1 can be rewritten as follows:∫ T
0
b(s, f̂ (s))ds = x. (4.9)
Let x ∈ R, and suppose the equation in (4.8) has a solution f ∈ L1. Then, we denote the
set of all solutions from L1 by Mx.
Lemma 4.10. The following formulas hold for the function ÎT:
ÎT(x) =
1
2
min
{
inf
f∈Mx
∫ T
0
f˙ (s)2ds, inf
f∈L2
[
Λ(x, f ) +
∫ T
0
f˙ (s)2ds
]}
, (4.10)
if Mx 6= ∅, and
ÎT(x) =
1
2
inf
f∈L2
[
Λ(x, f ) +
∫ T
0
f˙ (s)2ds
]
, (4.11)
if the equation in (4.8) does not have any solutions in L1. In (4.10) and (4.11), the function Λ is
defined by (4.6).
Proof. Lemma 4.10 can be established using formulas (4.5) – (4.9).
Finally, we are ready to formulate small-noise large deviation principles for nonhomo-
geneous Gaussian models.
Theorem 4.11. Suppose Assumptions A and C hold. Then the process ε 7→ X(ε)T − x0 satisfies
the small-noise large deviation principle with speed ε−1 and good rate function ÎT given by (4.7).
The validity of the large deviation principle means that for every Borel measurable subset A of R,
the following estimates hold:
− inf
x∈A◦
ÎT(x) ≤ lim inf
ε↓0
ε logP
(
X
(ε)
T − x0 ∈ A
)
≤ lim sup
ε↓0
ε logP
(
X
(ε)
T − x0 ∈ A
)
≤ − inf
x∈A¯
ÎT(x).
The symbols A◦ and A¯ in the previous estimates stand for the interior and the closure of the set A,
respectively.
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Theorem 4.12. Suppose Assumptions A and C hold. Suppose also that the volatility function σ
is strictly positive on [0, T]×R. Set
IT(x) = inf
f∈H10[0,T]

(
x− ∫ T0 [b(s, f̂ (s)) + ρσ(s, f̂ (s)) f˙ (s)]ds)2
2ρ¯2
∫ T
0 σ(s, f̂ (s))
2ds
+
1
2
∫ T
0
f˙ (s)2ds
 . (4.12)
Then IT is a good rate function. Moreover, a small-noise large deviation principle with speed ε
−1
and rate function IT given by (4.12) holds for the process ε 7→ X(ε)T − x0.
Remark 4.13. A set A ⊂ C0[0, T] is called a set of continuity for the rate function Q̂T if
inf
g∈A◦
Q̂T(g) = inf
g∈A¯
Q̂T(g). (4.13)
For such a set, Theorem 4.2 implies that
lim
ε↓0
ε logP
(
X(ε) − x0 ∈ A
)
= − inf
g∈A
Q̂T(g). (4.14)
Similar statements can be derived from Theorems 4.3, 4.11, and 4.12 for the sets of continuity for
the corresponding rate functions.
Our next goal is to show that Theorems 4.3, 4.11, and 4.12 follow from Theorem 4.2.
Derivation of Theorem 4.3 from Theorem 4.2. Suppose Theorem 4.2 holds, and the volatility
function σ is strictly positive on [0, T]×R. Then, Theorem 4.3 follows from the following
lemma.
Lemma 4.14. Under the conditions in Theorem 4.3 , the following equality holds: Q̂T = QT,
where the functions Q̂T and QT are defined by (4.1) and (4.2), respectively.
Proof. Suppose g ∈ C0[0, T], l, f ∈ H10[0, T], and Φ(l, f , f̂ )(t) = g(t), for all t ∈ [0, T].
Then, it is easy to see that g ∈ H10[0, T]. Moreover, if for g ∈ H10[0, T] the previous equality
holds, then
l˙(t) =
g˙(t)− b(t, f̂ (t))− ρσ(t, f̂ (t))) f˙ (t)
ρ¯σ(t, f̂ (t))
almost everywhere with respect to the Lebesgue measure on [0, T]. Here we use the fact
that the volatility function is strictly positive. Now, it is clear that the functions QT and
Q̂T are equal.
This completes the proof of Lemma 4.14.
Derivation of Theorem 4.12 from Theorem 4.11. Theorem 4.12 follows from Theorem 4.11
and Lemma 4.10. Indeed, if the volatility function is strictly positive, then L2 = H
1
0[0, T].
In addition, the equation in (4.8) does not have any solutions in L1.
Derivation of Theorem 4.11 from Theorem 4.2. Let us consider a mapping V : C0[0, T] 7→ R
defined by V(ϕ) = ϕ(T), ϕ ∈ C0[0, T]. It is clear that the mapping V is continuous.
Suppose Theorem 4.2 holds. Then, applying the contraction principle we see that the
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process ε 7→ X(ε)T − x0 satisfies the LDP with speed ε−1 and good rate function given by
I˜T(x) = inf
{g∈H10[0,T],g(T)=x}
Q̂T(g)
= inf
{g,l, f∈H10[0,T],g(T)=x}
[
1
2
(∫ T
0
l˙(s)2ds+
∫ T
0
f˙ (s)2ds
)
: Φ(l, f , f̂ )(t) = g(t), t ∈ [0, T]
]
,
where x ∈ R.
Recall that the function ÎT is defined in (4.7). We will next prove that for every x ∈ R,
the following equality holds:
ÎT(x) = I˜T(x) x ∈ R. (4.15)
It is clear that Theorem 4.11 follows from the previous equality. Fix x and gwith g(T) = x,
and suppose the equation
Φ(l, f , f̂ )(t) = g(t), t ∈ [0, T], (4.16)
is not solvable for (l, f ). Then, we have I˜T(x) = ∞, and hence ÎT(x) ≤ I˜T(x). Note that
for g ∈ C0[0, T]\H10[0, T], the equation in (4.16) is not solvable.
In the sequel, we will use the sets L1 and L2 defined in the proof of Theorem 4.8. Sup-
pose that there exists a solution (l, f ) to the equation in (4.16) with f ∈ L1. Then
g(t) =
∫ t
0
b(s, f̂ (s))ds, t ∈ [0, T].
Moreover, x = g(T) =
∫ T
0 b(s, f̂ (s))ds. Fix the function f and consider the equation
x = Ψ(m, f , f̂ ). It follows from the reasoning above thatm = l is a solution to the previous
equation.
Next, suppose there is a solution (l, f ) to the equation in (4.16) with f ∈ L2. Then we
have
0 <
∫ T
0
σ(s, f̂ (s))2ds < ∞, (4.17)
and for all t ∈ [0, T], the following equality holds:
g(t) =
∫ t
0
b(s, f̂ (s))ds + ρ
∫ t
0
σ(s, f̂ (s)) f˙ (s)ds + ρ¯
∫ t
0
σ(s, f̂ (s))l˙(s)ds. (4.18)
Hence,
x = g(T) =
∫ T
0
b(s, f̂ (s))ds + ρ
∫ T
0
σ(s, f̂ (s)) f˙ (s)ds+ ρ¯
∫ T
0
σ(s, f̂ (s))l˙(s)ds. (4.19)
Consider the equation
x = Ψ(m, f , f̂ ), (4.20)
where x is the same as in (4.19), and f ∈ L2 is the same as in (4.18). We have already
established that the equation in (4.20) with a fixed function f ∈ L2 is solvable for m, and
any solution satisfies
∫ T
0 m˙(s)
2ds = Λ(x, f ) (see (4.5)).
It will be shown next that ∫ T
0
m˙(s)2ds ≤
∫ T
0
l˙(s)2ds. (4.21)
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Indeed, the equation in (4.20) is as follows:
x =
∫ T
0
b(s, f̂ (s))ds + ρ
∫ T
0
σ(s, f̂ (s)) f˙ (s)ds
+ ρ¯
{∫ T
0
σ(s, f̂ (s))2ds
} 1
2
{∫ T
0
m˙(s)2ds
} 1
2
. (4.22)
It follows from (4.19) and (4.22) that{∫ T
0
σ(s, f̂ (s))2ds
} 1
2
{∫ T
0
m˙(s)2ds
} 1
2
=
∫ T
0
σ(s, f̂ (s))l˙(s)ds.
Therefore,(∫ T
0
σ(s, f̂ (s))2ds
)(∫ T
0
m˙(s)2ds
)
≤
(∫ T
0
σ(s, f̂ (s))2ds
)(∫ T
0
l˙(s)2ds
)
.
Next, using (4.17), we obtain (4.21).
Finally, by taking into account the reasoning above, we obtain the following estimate:
ÎT(x) ≤ I˜T(x), x ∈ R. (4.23)
We will next prove the opposite inequality. Let x ∈ G, and consider the equation in
(4.22). If there is no solution (m, f ) to this equation, then ÎT(x) = ∞. It follows that
I˜T(x) ≤ ÎT(x).
Next, suppose there exists a solution (m, f ) ∈ H10[0, T]2 to the equation in (4.22) with
f ∈ L1. Then we have x =
∫ T
0 b(s, f̂ (s))ds. Set g(t) =
∫ t
0 b(s, f̂ (s))ds, t ∈ [0, T]. Then
g ∈ H10[0, T], and g(T) = x. It is not hard to see that (4.18) holds with l = m, g = gx, and
the same function f .
Next, suppose (m, f ) is a solution to the equation in (4.22) with f ∈ L2. Then, (4.17)
holds, and there exists a function l ∈ H10[0, T] such that for all s ∈ [0, T],
l˙(s) =
{∫ T
0 m˙(u)
2du
} 1
2
{∫ T
0 σ(u, f̂ (u))
2du
} 1
2
σ(s, f̂ (s)). (4.24)
Fix such a function l, and set
g(t) =
∫ t
0
b(s, f̂ (s))ds + ρ
∫ t
0
σ(s, f̂ (s)) f˙ (s)ds + ρ¯
∫ t
0
σ(s, f̂ (s))l˙(s)ds, (4.25)
for all t ∈ [0, T]. It is clear that the pair (l, f ) solves the equation in (4.16) for the function
g. Moreover,
∫ T
0 l˙(s)
2ds =
∫ T
0 m˙(s)
2ds. It remains to prove that g(T) = x. By (4.25), the
previous equality is equivalent to
x =
∫ T
0
b(s, f̂ (s))ds + ρ
∫ T
0
σ(s, f̂ (s)) f˙ (s)ds + ρ¯
∫ T
0
σ(s, f̂ (s))l˙(s)ds. (4.26)
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Next, using (4.24), we can rewrite the equality in (4.26) as follows:
x =
∫ T
0
b(s, f̂ (s))ds + ρ
∫ T
0
σ(s, f̂ (s)) f˙ (s)ds
+ ρ¯
{∫ T
0
σ(s, f̂ (s))2ds
} 1
2
{∫ T
0
m˙(s)2ds
} 1
2
, (4.27)
for all t ∈ [0, T]. The equality in (4.27) holds, since the pair (m, f ) solves the equation in
(4.22). It follows that the equality g(T) = x holds true.
Summarizing what was said above, we see that
I˜T(x) ≤ ÎT(x), x ∈ R. (4.28)
Next, combining (4.23) and (4.28), we obtain (4.15). As we have alreadymentioned above,
the equality in (4.15) implies Theorem 4.11.
It remains to prove Theorem 4.2. This will be done in the next section.
Remark 4.15. Since the volatility functions in the formulations of Theorems 4.3 and 4.12 are
strictly positive, typical examples here are exponential functions. On the other hand, Theorems
4.2 and 4.11 allow for power type volatility functions, e.g., the function σ(t, u) = |u|, (t, u) ∈
[0, T]×R.
Remark 4.16. The rate functions ÎT and IT in Theorems 4.11 and 4.12 are lower semicontinuous
on R. The rate function IT is also upper semicontinuous since it is the greatest lower bound of a
family of continuous functions. It follows that IT is a continuous function. On the other hand, it
is not clear whether the function ÎT is always continuous. In the next lemma, we show that in the
case, where the drift coefficient is constant, the function ÎT is continuous.
Lemma 4.17. Suppose b(s, u) = r, for all (s, u) ∈ [0, T]×R. Here r ∈ R. Then, the good rate
function ÎT is continuous on R.
Proof. Since the function ÎT is lower semicontinuous (see Remark 4.16), we only need to
establish that it is upper semicontinuous. It is not hard to show that, under the conditions
in Lemma 4.17, a solution f ∈ L1 to the equation in (4.8) exists only when x = rT. Using
Lemma 4.10, we see that for x 6= rT,
ÎT(x) =
1
2
inf
f∈L2
[
Λ(x, f ) +
∫ T
0
f˙ (s)2ds
]
, (4.29)
while
ÎT(rT) =
1
2
min
{
inf
f∈MrT
∫ T
0
f˙ (s)2ds, inf
f∈L2
[
Λ(x, f ) +
∫ T
0
f˙ (s)2ds
]}
, (4.30)
The function on the right-hand side of (4.29) is nonnegative and upper semicontinuous on
R being the infimum of a family of continuous functions. By formulas (4.29) and (4.30),
the function ÎT has the following structure: ÎT(rT) = min{A, h(rT)}, and ÎT(x) = h(x),
for x 6= rT. Here A ≥ 0 and h is an upper semicontinuous function on R. Such a function
is necessarily upper semicontinuous. The previous statement can be easily established
using the upper level sets. Therefore, the function ÎT is continuous on R.
The proof of Lemma 4.17 is thus completed.
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5. PROOF OF THEOREM 4.2
In this section, we prove Theorem 4.2. Recall that with no loss of generality we can
assume that x0 = 0. The proof is long and rather involved. It splits into several parts (see
Subsections 5.1 – 5.6 below). We begin the proof by constructing an abstract Wiener space
associated with the three-component Gaussian random vector (W, B, B̂) (see Subsections
5.3, 5.4, and Theorem 5.19 in Subsection 5.5). Then, we apply a known large deviation
principle for abstract Wiener spaces (Theorem 5.18 in Subsection 5.5) to establish a large
deviation principle for the random vector (W, B, B̂) (see Theorem 5.20). We also find LDP
style estimates for the increments of the process t 7→ B̂t (see Corollary 5.22). The proof of
Theorem 4.2 is completed in Subsection 5.6, where we employ discrete approximations
and the extended contraction principle.
5.1. Borel ProbabilityMeasures in Banach spaces. Suppose G is a Banach space over the
field R of real numbers. The dual space of G is denoted by G∗. The space G is equipped
with the Borel σ-algebra B(G). The duality between G and G∗ will be denoted by 〈·, ·〉.
For g ∈ G and µ ∈ G∗, the symbol 〈g, µ〉 stands for the number µ(g).
Our next goal is to discuss Borel probability measures on the space G, that is, probability
measures on the measurable space (G,B(G)). The first moment of such a measure ζ is
defined by M1(ζ) =
∫
G ||x||Gdζ(x) and second moment by M2(ζ) =
∫
G ||x||2Gdζ(x).
Definition 5.1. (a) Let ζ be a Borel probability measure on G with a finite first moment. If there
exists a vector m¯ ∈ G such that 〈m¯, µ〉 = ∫G〈x, µ〉dζ(x), for all µ ∈ G∗, then the vector m¯ is
called the mean vector of ζ. If m¯ = 0, then the measure ζ is called centered.
(b) Let ζ be a Borel probability measure with a finite second moment, and suppose the mean vector
m¯ exists. The covariance of ζ is the mapping cov : (G∗)2 7→ R defined by
cov(µ1, µ2) =
∫
G
〈x− m¯, µ1〉〈x− m¯, µ2〉dζ(g).
(c) Let ζ be a Borel probability measure with a finite second moment, and suppose the mean vector
m¯ exists. Suppose also that there exists a linear operator K̂ : G∗ 7→ G such that
〈K̂µ1, µ2〉 = cov(µ1, µ2),
for all µ1, µ2 ∈ G∗. Then the operator K̂ is called the covariance operator of ζ.
It is not hard to see that if the mean vector and the covariance operator exist, then they
are unique. The operator K̂ is a bounded operator with
||K̂||G∗ 7→G ≤
∫
G
||x− m¯||2Gdζ(x) < ∞.
In addition, this operator is symmetric, that is, 〈K̂µ1, µ2〉 = 〈K̂µ2, µ1〉, for all µ1, µ2 ∈ G∗.
It is also a non-negative definite operator, i.e., 〈K̂µ, µ〉 ≥ 0, for all µ ∈ G∗.
Remark 5.2. It is known that the separability of the space G is sufficient for the existence of the
mean vector and the covariance operator, under the conditions in Definition 5.1 (see, e.g., [45, 51]
and the references therein).
Definition 5.3. A random vectorX on (Ω,F ,P) with values in a Banach space G is a measurable
mapping X : (Ω,F ) 7→ (G,B(G)).
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A random vector X generates a probability measure ζX as follows: For a set S ∈ B(G),
ζX (S) = P(X ∈ S). The measure ζX is called the distribution of the vector X . A random
vector X , for which M1 (ζX ) < ∞ is called integrable, while if M2 (ζX ) < ∞, the vector is
called square-integrable.
Suppose X is a random vector with values in G, and let ζX be its distribution. The
mean vector m¯ of the measure ζX is called the mean vector of X , while the covariance
operator K̂ of ζX is called the covariance operator of X . Note that the vector m¯ and the
operator K̂ of a random vector X depend on its distribution, and not on the vector itself.
It follows from Remark 5.2 that if the Banach space G is separable, then any integrable
random vector taking values in G possesses the mean vector, while any square-integrable
random vector with values in G possesses the covariance operator.
5.2. Gaussian Measures and Gaussian Vectors. The normal (Gaussian) density on R
with mean m ∈ R and variance σ2 > 0 is defined as follows:
pm,σ2(y) =
1√
2piσ
exp
{
− (y−m)
2
2σ2
}
, y ∈ R.
The corresponding Gaussian measure on (R,B(R)) is given by
Pm,σ2(A) =
∫
A
pm,σ2(y)dy, A ∈ B(R).
A random variable X on a probability space (Ω,F ,P) is called normally distributed
with mean m and variance σ2, or N(m, σ2)-distributed, if the distribution of X coincides
with the measure Pm,σ2 . The zero-variance normal distribution N(m, 0) is the δ-measure
concentrated at m. A random variable on (Ω,F ,P) is called Gaussian, if it is N(m, σ2)-
distributed for some m and σ2.
The next statement is standard (see, e.g., [6]).
Lemma 5.4. The characteristic function of an N(m, σ2)-distributed random variable X is given
by the following formula:
E
[
eiξX
]
= exp
{
imξ − σ
2ξ2
2
}
, ξ ∈ R. (5.1)
Conversely, if the characteristic function of a random variable satisfies the equality in (5.1), then
X is N(m, σ2)-distributed.
The following definition introduces Gaussian probability measures and Gaussian ran-
dom vectors on Banach spaces.
Definition 5.5. Let G be a Banach space, and suppose ζ is a probability measure on the measurable
space (G,B(G)). The measure ζ is called a Gaussian probability measure if for every µ ∈ G∗, the
random variable x 7→ 〈x, µ〉 is a Gaussian random variable on the measure space (G,B(G), ζ).
The measure ζ is called non-degenerate if
∫
G〈x, µ〉2dζ(x) > 0 for all µ ∈ G∗ except µ = 0. A
random vector X on a measure space (Ω,F ,P) with values in G is called Gaussian if for every
µ ∈ G∗, the random variable 〈X , µ〉 is normally distributed.
It is clear from Definition 5.5 that a random vector is Gaussian if and only if its distri-
bution is a Gaussian probability measure.
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Let B be a separable Banach space. It follows from Remark 5.2 that for any Gaussian
probability measure ζ on (G,B(G)), there exist the mean vector m¯ ∈ G and the covariance
operator K̂ : G∗ 7→ G. Moreover, for every µ ∈ G∗, the random variableMµ(x) = 〈x, µ〉 on
(G,B(G), ζ) is normally distributed with mean mµ = 〈m¯, µ〉 and variance σ2µ = 〈K̂µ, µ〉.
Remark 5.6. We refer the reader to [31, 43, 45] for more information on Borel measures and
Gaussian measures on Banach spaces.
5.3. A Special Three-Component Process. For the sake of shortness, in the rest of the
paper, we denote the space C[0, T] by C. It is known that the dual space C∗ of the space
C is the space of all finite signed Borel measures on [0, T] equipped with the norm
||ν||C∗ = |ν|([0, T]), ν ∈ C∗,
where the symbol |ν| stands for the variation of ν. We will also use the representation ν =
ν+ − ν−, where ν+ and ν− are the positive and the negative variations of ν, respectively.
Both ν+ and ν− are finite Borel measures on B([0, T]). Moreover |ν| = ν+ + ν− (see, e.g.,
[41], Ch. 1, Sect. 7).
Let C˜ be a closed subspace of the space C. The dual space C˜∗ of C˜ is the quotient space
of C∗ by the subspace A annihilating C˜. The norm of a coset S ∈ C˜∗ is the quotient norm,
that is, ||S||
C˜∗ = infν∈S |ν|([0, T]), (see, e.g., [40], Section 4.8). A special example here is
the closed subspace C0 of the space C consisting of all the functions f with f (0) = 0.
The dual space (C0)
∗ of the space C0 is the quotient space of C∗ by the annihilator A of
C0. It is not hard to see that the elements of A are the constant multiples of δ0, where
the symbol δ0 stands for the δ-measure concentrated at t = 0. We will also use the triple
direct product C3 equippedwith the norm ||( f1, f2, f3)||C3 = max {|| f1||C, || f2||C, || f3||C} ,
for all ( f1, f2, f3) ∈ C3. Its dual space satisfies (C3)∗ = (C∗)3.
In the present subsection, we assume that the volatility process B̂t, t ∈ [0, T] (see (2.2)),
is a continuous Gaussian Volterra process, for which Assumption A holds.
Consider the following three-component stochastic process:
Xt = (Wt, Bt, B̂t), t ∈ [0, T], (5.2)
with state space R3, and the associated random vector X : Ω 7→ C3 defined by
X = (W, B, B̂). (5.3)
Actually, the vector X takes values in a smaller closed subspace of the space C3. This will
be established below.
We will first show that the random vector B̂ : Ω 7→ C takes values in a closed subspace
of the space C0. Consider the mapping γ : L
2 7→ C defined by
γ( f )(t) =
∫ t
0
K(t, s) f (s)ds, t ∈ [0, T], f ∈ L2, (5.4)
and denoteW = γ(L2), where the closure is taken in the space C. It is not hard to see that
W ⊂ C0.
Lemma 5.7. Suppose that Assumption A holds for the kernel of the process B̂t, t ∈ [0, T]. Then
B̂ is a Gaussian random vector in the spaceW .
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Proof. Denote by A the subspace of C∗ annihilatingW . Then the dual spaceW∗ is the
quotient space of C∗ by A. To prove that B̂ takes values in W , it suffices to show that if
ν ∈ A, then ∫ T
0
B̂tdν(t) = 0 on Ω. (5.5)
The previous statement follows from the fact that a closed subspace of a Banach space can
be separated from a point not belonging to it by a bounded linear functional.
Let ν ∈ A. Then for every f ∈ L2,∫ T
0
dν(t)
∫ t
0
K(t, s) f (s)ds = 0. (5.6)
Next, we see using (2.7) that∫ T
0
d|ν|(t)
∫ t
0
|K(t, s)|| f (s)|ds ≤ || f ||2
∫ T
0
d|ν|(t)
{∫ s
0
K(t, s)2ds
} 1
2
≤ c|| f ||2|ν|([0, T]),
where c > 0 depends only on K. It follows from the previous estimate that Fubini’s
theorem can be applied to the integral in (5.6). Here we use the following measure spaces:
([0, T],B, ν+), ([0, T],B, ν−), and ([0, T],L, l), where B is the Borel σ-algebra of [0, T], L is
the Lebesgue σ-algebra of [0, T], and l is the Lebesgue measure on L.
It follows from Fubini’s theorem that∫ T
0
f (s)ds
∫ T
s
K(t, s)dν(t) = 0,
for all f ∈ L2. Therefore, there exists a set Sν ∈ L such that l (Sν) = T and∫ T
s
K(t, s)dν(t) = 0 (5.7)
for all s ∈ Sν.
Our next goal is to transform the integral
∫ T
0 B̂tdν(t) using the stochastic Fubini theo-
rem. The function K is Borel measurable on [0, T]2. Moreover, using (2.7), we obtain∫ T
0
d|ν|(t)
{∫ t
0
K(t, s)2ds
} 1
2
≤ c|ν|([0, T]) < ∞,
for some c > 0. The previous inequality allows us to use the stochastic Fubini theorem
(see [50] and the references therein). It follows that∫ T
0
B̂tdν(t) =
∫ T
0
dν(t)
∫ t
0
K(t, s)dBs =
∫ T
0
dBs
∫ T
s
K(t, s)dν(t).
Now, (5.7) implies that
∫ T
0 B̂tdν(t) = 0 on Ω.
This establishes (5.5) and completes the proof of Lemma 5.7.
Remark 5.8. The mapping γ in (5.4) is continuous, but not necessarily an embedding.
We will next return to the random process Xt, t ∈ [0, T], with state space C3 and the
associated random vector X in C3, defined in (5.2) and (5.3), respectively.
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Theorem 5.9. Let Wt, t ∈ [0, T], be a standard Brownian motion on (Ω,F ,P) independent of
Bt, t ∈ [0, T], and suppose Assumption A holds. Then X = (W, B, B̂) is a centered Gaussian
random vector in the space C3.
Remark 5.10. Using linear combinations of δ-measures, we see that Theorem 5.9 implies the
following statement. For all systems 0 ≤ t1 < · · · < tn ≤ T, 0 ≤ s1 < · · · < sm ≤ T,
and 0 ≤ r1 < · · · < rp ≤ T, the random variable (Wt1 , · · · ,Wtn , Bs1 , · · · , Bsm , B̂r1 , · · · , B̂rp) is
multivariate Gaussian.
Proof of Theorem 5.9. The random vector X takes values in the space C3. It remains to
show that the vector X is Gaussian.
It suffices to prove that for every (λ0, λ1, λ2) ∈ (C∗)3, the random variable
〈W, λ0〉+ 〈B, λ1〉+ 〈B̂, λ2〉
is Gaussian. In (5.4), the symbol 〈·, ·〉 stands for the duality between C and C∗. It is not
hard to see that 〈W, λ0〉 =
∫ T
0 Wtdλ0(t) is a Gaussian random variable. SinceW and B are
independent, in order to prove that the random variable in (5.4) is Gaussian, it suffices to
show that the random variable
F := 〈B, λ1〉+ 〈B̂, λ2〉 (5.8)
is Gaussian.
We have
F =
∫ T
0
dλ1(t)
∫ t
0
dBs +
∫ T
0
dλ2(t)
∫ t
0
K(t, s)dBs .
Applying the stochastic Fubini theorem to the integrals on the right-hand side of the
previous equality (see the reference in the proof of Lemma 5.7), we obtain
F =
∫ T
0
(∫ T
s
dλ1(t) +
∫ T
s
K(t, s)dλ2(t)
)
dBs. (5.9)
Here it is important to recall that K is a Borel measurable function of two variables. Set
A(s; λ1, λ2) :=
∫ T
s
dλ1(t) +
∫ T
s
K(t, s)dλ2(t), s ∈ [0, T]. (5.10)
We will next analyze the function on the right-hand side of (5.10).
It is clear that the function s 7→ ∫ Ts dλ1(t) = λ1[s, T], s ∈ [0, T], is Borel measurable.
Moreover, Tonelli’s theorem and (2.7) imply that∫ T
0
ds
∫ T
s
|K(t, s)|d|λ2 |(t) =
∫ T
0
d|λ2|(t)
∫ t
0
|K(t, s)|ds
≤ ||λ2|| sup
t∈[0,T]
∫ t
0
|K(t, s)|ds ≤ ||λ2||T 12 sup
t∈[0,T]
{∫ t
0
K(t, s)2ds
} 1
2
< ∞.
Now, the Fubini theorem for Borel measures (see a general Fubini-Tonelli theorem for
Radon Products in [14], (7.27)) implies that the function
s 7→
∫ T
s
K(t, s)dλ2(t), s ∈ [0, T],
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is Borel measurable. Summarizing what was said above, we see that the function A is
Borel measurable.
It is also true that the function A is square-integrable over [0, T]. Indeed,
|A(s; λ1, λ2)| ≤ ||λ1||+
∫ T
s
|K(t, s)|d|λ2 |(t).
and hence ∫ T
0
A(s; λ1, λ2)
2ds ≤ 2T||λ1||2 + 2||λ2||
∫ T
0
ds
∫ T
s
K(t, s)2d|λ2|(t)
= 2T||λ1||2 + 2||λ2||
∫ T
0
d|λ2|(t)
∫ t
0
K(t, s)2ds
≤ 2T||λ1||2 + 2||λ2||2 sup
t∈[0,T]
∫ t
0
K(t, s)2ds
≤ 2T||λ1||2 + 2C||λ2||2 < ∞.
In the previous estimates, we used (2.7). Therefore, the function A is square-integrable
over [0, T]. It follows that the stochastic integral on the right-hand side of (5.9) exists. It
is known that Wiener integrals with square-integrable integrands are Gaussian random
variables. Therefore, the random variable F defined in (5.8) is Gaussian.
This completes the proof of Theorem 5.9.
Theorem 5.9 states that the random vector X is a Gaussian vector in the space C3. We
will next find a smaller space in which the Gaussian vector X takes its values.
The next straightforward lemma will be useful in the sequel.
Lemma 5.11. Suppose that the conditions in Theorem 5.9 hold. Suppose also that the range of the
mapping X : Ω 7→ C3 is a subset of a closed subspace S of the space C3. Then X is a Gaussian
random vector in S.
Proof. Let λ̂ ∈ S∗. Then λ̂ is an element of the quotient space of C3 by the annihilator of
S. It follows that λ̂(X ) = λ(X ), for every λ ∈ λ̂. Therefore the random variable λ̂(X ) is
Gaussian, by Theorem 5.9.
This establishes Lemma 5.11.
For the sake of shortness, we denote the Cameron-Martin space H10[0, T] by H
1
0. It is
well-known that the space H10 is continuously embedded into the space C0. Moreover,
the range of this embedding is dense in C0.
Set H = L2 × L2. Then H is a separable Hilbert space. The norm in H is defined as
follows. For h = (h0, h1) ∈ H, ||h||H =
√
||h0||22 + ||h1||22. Let j : H 7→ C × C ×W be the
mapping defined on H by
j(h0, h1) = (g0, g1, g2), (5.11)
where g0(t) =
∫ t
0 h0(s)ds, g1(t) =
∫ t
0 h1(s)ds, and g2(t) =
∫ t
0 K(t, s)h1(s)ds, for all t ∈
[0, T]. It is easy to see that j is a continuous linear mapping. It is also an injection, since
the mappings h0 7→ g0 and h1 7→ g1 are injections. Using the previous formulas, we see
that the range j(H) of the mapping j consists of all the triples (g0, g1, g2) with g0 ∈ H10 ,
g1 ∈ H10 , and g2(t) =
∫ t
0 K(t, s)g˙1(s)ds, t ∈ [0, T].
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Define a subspace of the space C3 by
G˜ = j(H), (5.12)
where the closure is taken in the space (C)3. Then G˜ is a separable Banach space, and
moreover G˜ ⊂ C0×C0×W . The dual space G˜∗ of G˜ is the quotient space of the space (C)3
by its subspace A that annihilates j(H) (j(H) is dense in G˜). The annihilation condition is
the following: For α = (α0, α1, α2) ∈ A,∫ T
0
dα0(t)
∫ t
0
h0(s)ds +
∫ T
0
dα1(t)
∫ t
0
h1(s)ds
+
∫ T
0
dα2(t)
∫ t
0
K(t, s)h1(s)ds = 0, (5.13)
for all functions h0 ∈ L2 and h1 ∈ L2. Next, Fubini’s theorem implies that an equivalent
form of the equality in (5.13) is as follows:∫ T
0
h0(s)ds
∫ T
s
dα0(t)
+
∫ T
0
h1(s)ds
[∫ T
s
dα1(t) +
∫ T
s
K(t, s)dα2(t)
]
= 0, (5.14)
for all functions h0 ∈ L2 and h1 ∈ L2. Now, plugging h1 = 0 and then h0 = 0 into (5.14),
we see that the equality in (5.14) splits into the following two equalities:∫ T
s
dα0(t) = 0 (5.15)
and ∫ T
s
dα1(t) +
∫ T
s
K(t, s)dα2(t) = 0, (5.16)
for almost all s ∈ [0, T] with respect to the Lebesgue measure on [0, T].
The proof of the next assertion resembles that of Lemma 5.7.
Theorem 5.12. Let Wt, t ∈ [0, T], be a standard Brownian motion on (Ω,F ,P) independent of
Bt, t ∈ [0, T], and suppose that Assumption A holds. Then X = (W, B, B̂) is a centered Gaussian
random vector in the space G˜.
Proof. We will first prove that for every α = (α0, α1, α2) ∈ A, we have∫ T
0
dα0(t)
∫ t
0
dWs +
∫ T
0
dα1(t)
∫ t
0
dBs
+
∫ T
0
dα2(t)
∫ t
0
K(t, s)dBs = 0. (5.17)
Using the stochastic Fubini theorem as in Lemma 5.7, we see that the equality in (5.17) is
equivalent to the equality∫ T
0
dWs
∫ T
s
dα0(t)
+
∫ T
0
dBs
[∫ T
s
dα1(t) +
∫ T
s
K(t, s)dα2(t)
]
= 0. (5.18)
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It is clear that (5.18) follows from (5.15) and (5.16). This proves that the range of the
mapping X : Ω 7→ C3 is contained in the space G˜. We have already established that X is
a Gaussian random vector in the space C3. Now, Theorem 5.12 follows from Lemma 5.11.
5.4. Covariance Function and Covariance Operator. In the present subsection, we com-
pute the covariance function and the covariance operator of the Gaussian random vector
X considered in the previous subsection.
Theorem 5.13. Suppose the process B̂t, t ∈ [0, T], in (5.4) is a Gaussian Volterra process. Sup-
pose also that the restrictions in Theorem 5.9 hold, and consider the random vectorX = (W, B, B̂)
as a vector taking values in the space C3. Then, for all µ1 = (λ0, λ1, λ2) ∈ (C∗)3 and µ2 =
(ν0, ν1, ν2) ∈ (C∗)3, the covariance of X is given by
cov(µ1, µ2) =
∫ T
0
f0(u; λ0, λ1, λ2)dν0(u) +
∫ T
0
f1(u; λ0, λ1, λ2)dν1(u)
+
∫ T
0
f2(u; λ0, λ1, λ2)dν2(u), (5.19)
where the functions f0, f1, and f2 are defined on [0, T] by
f0(u; λ0, λ1, λ2) =
∫ T
0
(t ∧ u)dλ0(t),
f1(u; λ0, λ1, λ2) =
∫ T
0
(t ∧ u)dλ1(t) +
∫ T
0
dλ2(t)
∫ t∧u
0
K(t, s)ds,
f2(u; λ0, λ1, λ2) =
∫ u
0
(∫ T
s
dλ1(t) +
∫ T
s
K(t, s)dλ2(t)
)
K(u, s)ds.
In addition, the covariance operator is given by K̂(µ) = ( f0, f1, f2), for all µ = (λ0, λ1, λ2) ∈
(C∗)3.
Proof. Let µ1 = (λ0, λ1, λ2) ∈ (C∗)3 and µ2 = (ν0, ν1, ν2) ∈ (C∗)3. Then we have
cov(µ1, µ2) = E [〈X , µ1〉〈X , µ2〉]
= E
[
A˜(λ0, λ1, λ2)A˜(ν0, ν1, ν2)
]
,
where for (ξ0, ξ1, ξ2) ∈ (C∗)3,
A˜(ξ0, ξ1, ξ2) =
∫ T
0
dξ0(t)
∫ t
0
dWs +
∫ T
0
dξ1(t)
∫ t
0
dBs
+
∫ T
0
dξ2(t)
∫ t
0
K(t, s)dBs .
Next, using the stochastic Fubini theorem and the independence ofW and B, we obtain
cov(µ1, µ2) =
∫ T
0
ds
∫ T
s
dλ0(t)
∫ T
s
dν0(u)
+
∫ T
0
ds
(∫ T
s
dλ1(t) +
∫ T
s
K(t, s)dλ2(t)
)
×
(∫ T
s
dν1(u) +
∫ T
s
K(u, s)dν2(u)
)
. (5.20)
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It follows that
cov(µ1, µ2) =
∫ T
0
ds
∫ T
s
dλ0(t)
∫ T
s
dν0(u) +
∫ T
0
ds
∫ T
s
dλ1(t)
∫ T
s
dν1(u)
+
∫ T
0
ds
∫ T
s
dν1(u)
∫ T
s
K(t, s)dλ2(t) +
∫ T
0
ds
∫ T
s
dλ1(t)
∫ T
s
K(u, s)dν2(u)
+
∫ T
0
ds
∫ T
s
K(t, s)dλ2(t)
∫ T
s
K(u, s)dν2(u).
Finally, applying Fubini’s theorem, we get
cov(µ1, µ2) =
∫ T
0
dν0(u)
∫ T
0
(t ∧ u)dλ0(t)
+
∫ T
0
dν1(u)
[∫ T
0
(t ∧ u)dλ1(t) +
∫ T
0
dλ2(t)
∫ t∧u
0
K(t, s)ds
]
+
∫ T
0
dν2(u)
[∫ u
0
K(u, s)ds
∫ T
s
dλ1(t) +
∫ u
0
K(u, s)ds
∫ T
s
K(t, s)dλ2(t)
]
.
This establishes the formulas for the covariance function and the covariance operator in
Theorem 5.13.
The proof of Theorem 5.13 is thus completed.
Remark 5.14. The functions f0, f1, and f2 appearing in Theorem 5.13 are continuous. This can
be shown using (2.7).
In the next statement, we use the fact that the vector X takes values in the space G˜
defined in (5.12). Recall that the dual space G˜∗ of the space G is the quotient space of C3
by the annihilator A of G. Let µ̂1 ∈ G˜∗ and µ̂2 ∈ G˜∗, and denote by Cov(µ̂1, µ̂2) the value
of the covariance function. Every element µ̂ ∈ G˜∗ is a coset in C3, and the notation µ ∈ µ̂
will mean that µ ∈ C3 is an element of µ̂.
Theorem 5.15. Suppose the process B̂ in (5.4) is a Gaussian Volterra process. Suppose also that
the assumptions in Theorem 5.9 hold, and consider X = (W, B, B̂) as a Gaussian random vector
in the space G˜. Then, for all µ̂1 ∈ G˜∗ and µ̂2 ∈ G˜∗, the following formula holds:
Cov(µ̂1, µ̂2) = cov(µ1, µ2), µ1 ∈ µ̂1, µ2 ∈ µ̂2. (5.21)
The covariance cov appearing in formula (5.21) is described in Theorem 5.13, and the value of the
expression on the right-hand side of (5.21) is the same for all µ1 ∈ µ̂1 and µ2 ∈ µ̂2. In addition,
the covariance operator K̂ : G˜∗ 7→ G˜ is given by
K̂(µ̂) = ( f0, f1, f2), µ̂ ∈ G˜∗, (5.22)
where the functions f0, f1, and f2 are defined in the formulation of Theorem 5.13. These functions
satisfy the following condition: If (λ0, λ1, λ2) ∈ µ̂ and (ν0, ν1, ν2) ∈ µ̂, then
fi(u; λ0, λ1, λ2) = fi(u; ν0, ν1, ν2), (5.23)
for all u ∈ [0, T] and 0 ≤ i ≤ 2.
Proof. Let µ̂1 ∈ G˜∗ and µ̂2 ∈ G˜∗. Then
Cov(µ̂1, µ̂2) = E [µ̂1(X )µ̂2(X )〉] . (5.24)
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We also have
cov(µ1, µ2) = E [µ1(X )µ2(X )] , (5.25)
for all µ1, µ2 ∈ C∗.
It follows from Theorem 5.12 that the random vector X = (W, B, B̂) takes values in
the space G˜. Since A annihilates G˜, the equalities in (5.24) and (5.25) imply that (5.21)
holds. Moreover, it follows from (5.25) that for every µ1 = (λ0, λ1, λ2) ∈ (C3)∗, µ2 =
(ν0, ν1, ν2) ∈ (C3)∗, and α = (α0, α1, α2) ∈ A,
cov(µ1, µ2) = cov(µ1 + α, µ2). (5.26)
Now, the equality in (5.23) follows from (5.19). Indeed, by taking into account (5.26) and
plugging ν1 = ν2 = 0 into (5.19), we see that the equality∫ T
0
f0(u; λ0 + α0, λ1 + α1, λ2 + α2)dν0(u) =
∫ T
0
f0(u; λ0, λ1, λ2)dν0(u)
holds for all ν0 ∈ C∗. It follows that
f0(u; λ0 + α0, λ1 + α1, λ2 + α2) = f0(u; λ0, λ1, λ2).
This establishes (5.23) for the function f0. The proof of (5.23) for the functions f1 and f2 is
similar.
Finally, the formula for the covariance operator in (5.22) follows from Theorem 5.13.
The proof of Theorem 5.15 is thus completed.
5.5. An Abstract Wiener Space Associated with the Random Vector X . The notion of
an abstract Wiener space goes back to Gross (see [20]). We use the definition in [1].
Definition 5.16. An abstract Wiener space is a quadruple (G,H, j, ζ), where
(1) G is a separable Banach space.
(2) H is a separable Hilbert space.
(3) j : H 7→ G is a continuous embedding (linear injection) such that j(H) is dense in G.
(4) ζ is a probability measure on (G,B(G)) such that for every µ ∈ G∗,∫
G
exp{i〈x, µ〉}dζ(x) = exp
{
−1
2
||j∗(µ)||2H
}
. (5.27)
In (5.27), the symbol j∗ stands for the adjoint transformation j∗ : G∗ 7→ H∗ = H.
Remark 5.17. By replacing µ by ξµ with ξ ∈ R and using Lemma 5.4, we see that the measure
ζ in item 4 of Definition 5.16 is a centered Gaussian measure on (G,B(G))
In the proof of Theorem 4.3, the following large deviation principle for abstract Wiener
spaces will be used (see, e.g., Theorem 3.4.12 in [11], Theorem 2.3 in [1], Theorem 8.4.1 in
[43]).
Theorem 5.18. Let (G,H, j, ζ) be an abstract Wiener space. Then for every Borel subset A ⊂ G,
− inf
x∈A◦
λζ(x) ≤ lim inf
ε→0
ε2 log ζ
(
1
ε
A
)
≤ lim sup
ε→0
ε2 log ζ
(
1
ε
A
)
≤ − inf
x∈A¯
λζ(x),
where the rate function λζ : G 7→ [0,∞] is defined by
λζ(x) =
{
1
2 ||j−1x||H, x ∈ j(H)
∞, x /∈ j(H).
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Wewill next construct a special abstract Wiener space associated with the random vec-
tor X . Recall that we used the notation H = L2 × L2, and defined the mapping j : H 7→
C × C ×W by j(h0, h1) = (g0, g1, g2), where g0(t) =
∫ t
0 h0(s)ds, g1(t) =
∫ t
0 h1(s)ds, and
g2(t) =
∫ t
0 K(t, s)h1(s)ds, t ∈ [0, T] (see (5.11). We also set G˜ = j(H), where the closure is
taken in the space (C)3 (see (5.12)).
Define the probability measure ζ on (G˜ ,B(G˜)) by
ζ(A) = P((W, B, B̂) ∈ A), A ∈ B(G˜).
By Theorem 5.12, (W, B, B̂) is a centered Gaussian vector taking values in the space G˜.
Therefore the probability measure ζ defined above is a Gaussian measure satisfying∫
G˜
exp{i〈x, µ̂〉}dζ(x) = exp
{
−1
2
〈K̂µ̂, µ̂〉
}
, µ̂ ∈ G˜∗,
where the covariance operator K̂ is described in Theorem 5.15.
Theorem 5.19. The quadruple (G˜ ,H, j, ζ) associated with the random vector X = (W, B, B̂) is
an abstract Wiener space.
Proof. We only need to establish that for all µ̂ ∈ G˜∗,
〈K̂µ̂, µ̂〉 = ||j∗(µ̂)||2H . (5.28)
The functional µ̂ ∈ G˜∗ is an element of the quotient space of (C∗)3 by A. Let µ =
(λ0, λ1, λ2) ∈ µ̂. Using Theorem 5.13 and (5.20), we obtain
〈K̂µ̂, µ̂〉 = cov(µ, µ) =
∫ T
0
ds
[∫ T
s
dλ0(t)
]2
+
∫ T
0
ds
[∫ T
s
dλ1(t) +
∫ T
s
K(t, s)dλ2(t)
]2
. (5.29)
Our next goal is to compute j∗(µ̂). For all g = (h0, h1) ∈ H, we have
j∗(µ̂)(g) = µ̂(j(g)) = µ(j(g))
=
∫ T
0
dλ0(t)
∫ t
0
h0(s)ds +
∫ T
0
dλ1(t)
∫ t
0
h1(s)ds+
∫ T
0
dλ2(t)
∫ t
0
K(t, s)h1(s)ds
=
∫ T
0
h0(s)ds
∫ T
s
dλ0(t) +
∫ T
0
h1(s)ds
(∫ T
s
dλ1(t) +
∫ T
s
K(t, s)dλ2(t)
)
,
for all µ = (λ0, λ1, λ2) ∈ µ̂. It follows that
j∗(µ̂) =
(∫ T
·
dλ0(t),
∫ T
·
dλ1(t) +
∫ T
·
K(t, s)dλ2(t)
)
.
Therefore
||j∗(µ̂)||H =
∫ T
0
ds
[∫ T
s
dλ0(t)
]2
+
∫ T
0
ds
[∫ T
s
dλ1(t) +
∫ T
s
K(t, s)dλ2(t)
]2
. (5.30)
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Now, (5.28) follows from (5.29) and (5.30).
This completes the proof of Theorem 5.19.
Our next goal is to prove a large deviation principle for the special abstract Wiener
space constructed in Theorem 5.19.
Theorem 5.20. Suppose Assumption A holds. Then the following estimates are valid for the
random vector X = (W, B, B̂): For every Borel subset E of G,
− inf
(g0,g1,g2)∈E◦
Λ(g0, g1, g2) ≤ lim inf
ε→0
ε logP
(√
εX ∈ E) ≤ lim sup
ε→0
ε logP
(√
εX ∈ E)
≤ − inf
(g0,g1,g2)∈E
Λ(g0, g1, g2),
where the good rate function Λ : G 7→ [0,∞] is defined by
Λ(g0, g1, g2) =
1
2
∫ T
0
g˙0(s)
2ds+
1
2
∫ T
0
g˙1(s)
2ds,
for all (g0, g1, g2) ∈ (H10)3 with g2 = ĝ1, while Λ(g0, g1, g2) = ∞ otherwise.
Proof. For the abstract Wiener space in Theorem 5.20, we have
j(H) = {(g0, g1, g2) ∈ (H10)3 : g2 = ĝ1}.
Moreover if (g0, g1, g2) ∈ j(H), then j−1(g0, g1, g2) = (h0, h1) ∈ L2 × L2. In the previous
equality, h0(t) = g˙0(t) and h1(t) = g˙1(t), for all t ∈ [0, T]. Therefore
||j−1(g0, g1, g2)||2H =
1
2
∫ T
0
g˙0(s)
2ds+
1
2
∫ T
0
g˙1(s)
2ds.
Now, it is clear that Theorem 5.20 follows from Theorem 5.18.
Remark 5.21. It follows, e.g., from Theorem 5.20 and the contraction principle that the process
ε 7→ √εB̂ satisfies a sample path large deviation principle with speed ε−1 and good rate function
J given on the space C0[0, 1] by
J(g) =
1
2
inf
{ f∈H10: f̂=g}
∫ T
0
f˙ (t)2dt,
if the equation f̂ = g is solvable for f , and J(g) = ∞, otherwise.
The next assertion will be used in the proof of Theorem 4.2 in Subsection 5.6.
Corollary 5.22. Let B̂t, t ∈ [0, T], be a Gaussian Volterra volatility process such that Assumption
A holds for its kernel K. Then the following equality is valid:
lim sup
m→∞
lim sup
ε→0
ε logP( sup
t,s∈[0,T]:|t−s|< Tm
|B̂t − B̂s| ≥ ε− 12y) = −∞, (5.31)
for all y > 0, where m denotes a positive integer, and ε > 0 is a small parameter.
Proof. Corollary 5.22 will be derived from the LDP in Remark 5.21. Let y > 0, m ≥ 1,
and define a closed subset of C0 by
Vy,m = {g ∈ C0 : sup
t,s∈[0,T]:|t−s|< Tm
|g(t) − g(s)| ≥ y).
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Next, using the LDP in Remark 5.21, we obtain
lim sup
ε→0
ε logP( sup
t,s∈[0,T]:|t−s|< Tm
|B̂t − B̂s| ≥ ε− 12y) ≤ − inf
g∈Vy,m
J(g)
= −1
2
inf
g∈Vy,m
inf
{ f∈H10: f̂=g}
∫ T
0
f˙ (t)2dt.
For a fixed y > 0, the sequence
λm = inf
g∈Vy,m
inf
{ f∈H10: f̂=g}
∫ T
0
f˙ (t)2dt, m ≥ 1, (5.32)
in nondecreasing. It is clear that if we prove that this sequence tends to infinity asm → ∞,
then Corollary 5.22 will be established.
We will next reason by contradiction. Suppose the sequence in (5.32) is bounded. Then
there exist sequences gm ∈ Vy,m and fm ∈ H10 with f̂m = gm,m ≥ 1, such that for allm ≥ 1
and some C > 0,
∫ T
0 f˙m(t)
2dt ≤ C. It follows from the compactness statement in Remark
4.1 that the set {gm} is precompact in C[0, T]. By the Arcela`-Ascoli theorem, the functions
gm, m ≥ 1, are uniformly equicontinuous. Recall that for every m ≥ 1, gm ∈ Vy,m. This
means that
sup
t,s∈[0,T]:|t−s|< Tm
|gm(t)− gm(s)| ≥ y,
for all m ≥ 1. It is not hard to see that the previous estimate contradicts the uniform
equicontinuity of the set {gm}. It follows that λm → ∞ as m → ∞.
This completes the proof of Corollary 5.22.
5.6. Continuation of the Proof of Theorem 4.2. Recall that we assumed that s0 = 1.
Using the same ideas as in Section 5 of [21], we can show that if we remove the term
− 12ε
∫ t
0 σ(s,
√
εB̂s)2ds from (2.12), then the LDP in Theorem 4.2 is not affected. More pre-
cisely, this means that it suffices to prove the LDP in Theorem 4.2 for the process ε 7→ X̂(ε),
where
X̂
(ε)
t =
∫ t
0
b(s,
√
εB̂s)ds+
√
ε
∫ t
0
σ(s,
√
εB̂s)(ρ¯dWs + ρdBs), 0 ≤ t ≤ T. (5.33)
It will be shown next that the extended contraction principle (see Theorem 4.2.23 in [10])
can be applied in our setting. Let us first define a sequence of functionals Φm : C
3
0 7→ C0,
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m ≥ 2, as follows: For (r, h, l) ∈ C30 and jTm < t ≤ (j+1)Tm , 1 ≤ j ≤ m− 1, set
Φm(r, h, l)(t) =
T
m
j−1
∑
k=0
b
(
kT
m
, l
(
kT
m
))
+
(
t− jT
m
)
b
(
jT
m
, l
(
jT
m
))
+ ρ¯
j−1
∑
k=0
σ
(
kT
m
, l
(
kT
m
))[
r
(
(k+ 1)T
m
)
− r
(
kT
m
)]
+ ρ¯σ
(
jT
m
, l
(
jT
m
)) [
r (t)− r
(
jT
m
)]
+ ρ
j−1
∑
k=0
σ
(
kT
m
, l
(
kT
m
))[
h
(
(k+ 1)T
m
)
− h
(
kT
m
)]
+ ρσ
(
jT
m
, l
(
jT
m
)) [
h (t)− h
(
jT
m
)]
, (5.34)
and for 0 ≤ t ≤ Tm , set Φm(r, h, l)(t) = tb(0, 0) + ρ¯σ(0, 0)r(t) + ρσ(0, 0)h(t). It is not hard
to see that for every m ≥ 2, the mapping Φm is continuous.
We will next establish that formula (4.2.24) in [10] holds in our setting. This formula is
used in the formulation of the extended contraction principle in [10], Theorem 4.2.23.
Lemma 5.23. For every c > 0 and y > 0,
lim sup
m→∞
sup
{(r, f )∈(H10)2: 12
∫ T
0 r˙(s)
2ds+ 12
∫ T
0 f˙ (s)
2ds≤c}
||Φ(r, f , f̂ )−Φm(r, f , f̂ )||C0 = 0.
Proof. The proof of Lemma 5.23 is similar to that of Lemma 21 in [21]. It is not hard to
see that for all (r, f ) ∈ (H10)2 and m ≥ 2,
Φm(r, f , f̂ )(t) =
∫ t
0
gm(s, f )ds + ρ¯
∫ t
0
hm(s, f )r˙(s)ds + ρ
∫ t
0
hm(s, f ) f˙ (s)ds,
where
gm(s, f ) =
m−1
∑
k=0
b
(
Tk
m
, f̂
(
Tk
m
))
1{ Tkm ≤s≤ T(k+1)m }
, 0 ≤ s ≤ T,
and
hm(s, f ) =
m−1
∑
k=0
σ
(
Tk
m
, f̂
(
Tk
m
))
1{ Tkm ≤s≤ T(k+1)m }
, 0 ≤ s ≤ T.
Therefore,
Φ(r, f , f̂ )(t)−Φm(r, f , f̂ )(t) =
∫ t
0
[b(s, f̂ (s))− gm(s, f )]ds
+ ρ¯
∫ t
0
[σ(s, f̂ (s))− hm(s, f )]r˙(s)ds + ρ
∫ t
0
[σ(s, f̂ (s))− hm(s, f )] f˙ (s)ds.
For every α > 0, denote Dα = {w ∈ H10 :
∫ T
0 w˙(s)
2ds ≤ α}. It is not hard to see that to
prove Lemma 5.23, it suffices to show that for all α > 0,
lim sup
m→∞
[
sup
f∈Dα,w∈Dα
sup
t∈[0,T]
∣∣∣∣∫ t
0
[σ(s, f̂ (s))− hm(s, f )]w˙(s)ds
∣∣∣∣
]
= 0 (5.35)
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and
lim sup
m→∞
[
sup
f∈Dα
sup
t∈[0,T]
∣∣∣∣∫ t
0
[b(s, f̂ (s))− gm(s, f )]ds
∣∣∣∣
]
= 0 (5.36)
We have
sup
f∈Dα,w∈Dα
sup
t∈[0,T]
∣∣∣∣∫ t
0
[σ(s, f̂ (s))− hm(s, f )]w˙(s)ds
∣∣∣∣
≤ sup
f∈Dα,w∈Dα
∫ T
0
∣∣∣σ(s, f̂ (s))− hm(s, f )∣∣∣ |w˙(s)|ds
≤
√
Tα sup
f∈Dα
sup
s∈[0,T]
∣∣∣σ(s, f̂ (s))− hm(s, f )∣∣∣ . (5.37)
We also have
sup
f∈Dα
sup
t∈[0,T]
∣∣∣∣∫ t
0
[b(s, f̂ (s))− gm(s, f )]ds
∣∣∣∣
≤ T sup
f∈Dα
sup
s∈[0,T]
∣∣∣b(s, f̂ (s))− gm(s, f )∣∣∣ . (5.38)
Lemma 5.24. Let τ be a locally ω-continuous function on [0, T] × R, m be a positive integer,
f ∈ H10, and set
qm(s, f ) =
m−1
∑
k=0
τ
(
Tk
m
, f̂
(
Tk
m
))
1{ Tkm ≤s≤ T(k+1)m }
, 0 ≤ s ≤ T.
Then
lim
m→∞ sup
f∈Dα
sup
s∈[0,T]
∣∣∣τ(s, f̂ (s))− qm(s, f )∣∣∣ = 0.
Proof of Lemma 5.24. It is not hard to see that since the function τ is locally ω-continuous
and
sup
f∈Dα
sup
s∈[0,T]
| f̂ (s)| ≤ Mα < ∞,
the following estimate holds for all f ∈ Dα and some Lα > 0:
sup
f∈Dα
sup
s∈[0,T]
|τ( f̂ (s))− qm(s, f )| ≤ Lαω
(
T
m
+ sup
f∈Dα
E(m, f )
)
, (5.39)
where
E(m, f ) = sup
t,u∈[0,T]:|t−u|≤ Tm
| f̂ (t)− f̂ (u)|.
It follows from the definition of the function f̂ that for all f ∈ Dα and t, u ∈ [0, T],
| f̂ (t)− f̂ (u)| ≤ √α
{∫ T
0
[K(t, v) − K(u, v)]2dv
} 1
2
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Therefore,
sup
f∈Dα
E(m, f ) ≤ √α sup
t,u∈[0,T]:|t−u|≤ Tm
{∫ T
0
[K(t, v) − K(u, v)]2dv
} 1
2
≤ √α
√
η
(
T
m
)
,
for all m ≥ 1, where η is the modulus of continuity in Assumption A. It follows that
sup f∈Dα E(m, f ) → 0 as m → ∞, and hence (5.39) implies Lemma 5.24.
We will next return to the proof of Lemma 5.23. It is not hard to see that (5.35) and
(5.36) follow from (5.37), (5.38), and Lemma 5.24.
This completes the proof of Lemma 5.23.
It remains to prove that the sequence of processes ε 7→ Φm
(√
εW,
√
εB,
√
εB̂
)
with state
space C0 is an exponentially good approximation to the process ε 7→ X̂(ε). This property
is explained in the next lemma.
Lemma 5.25. Suppose that Assumptions A and C holds. Than for every δ > 0,
lim
m→∞ lim sup
ε↓0
ε logP
(
||X̂(ε) −Φm
(√
εW,
√
εB,
√
εB̂
)
||C0 > δ
)
= −∞. (5.40)
Proof of Lemma 5.25. It follows from (5.34) that for all m ≥ 2,
Φ(
√
εW,
√
εB,
√
εB̂)(t) =
∫ t
0
b
(
[msT−1]T
m
,
√
εB̂ [msT−1]T
m
)
ds
+
√
ερ¯
∫ t
0
σ
(
[msT−1]T
m
,
√
εB̂ [msT−1]T
m
)
dWs
+
√
ερ
∫ t
0
σ
(
[msT−1]T
m
,
√
εB̂ [msT−1]T
m
)
dBs. (5.41)
Using (5.33) and (5.41), we see that in order to prove the equality in (5.40), it suffices to
show that for every 0 < τ ≤ 1,
lim
m→∞ lim sup
ε↓0
ε logP
(
√
ε sup
t∈[0,T]
∣∣∣∣∫ t
0
σε,ms dBs
∣∣∣∣ > τ
)
= −∞, (5.42)
lim
m→∞ lim sup
ε↓0
ε logP
(
√
ε sup
t∈[0,T]
∣∣∣∣∫ t
0
σε,ms dWs
∣∣∣∣ > τ
)
= −∞, (5.43)
and
lim
m→∞ lim sup
ε↓0
ε logP
(
sup
t∈[0,T]
∣∣∣∣∫ t
0
bε,ms ds
∣∣∣∣ > τ
)
= −∞, (5.44)
where
σε,ms = σ
(
s,
√
εB̂s
)
− σ
(
[msT−1]T
m
,
√
εB̂ [msT−1]T
m
)
, 0 ≤ s ≤ T, m ≥ 2,
and
bε,ms = b
(
s,
√
εB̂s
)
− b
(
[msT−1]T
m
,
√
εB̂ [msT−1]T
m
)
, 0 ≤ s ≤ T, m ≥ 2.
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The formula in (5.42) was obtained in [22] for T = 1 and for the volatility function of
one variable under stronger restrictions on the modulus of continuity η in (2.8) (see for-
mula (53) in [22]). It was assumed in [22] that the function η is a power function. Lemma
23 is the only part of the proof of formula (53) in [22], where that assumption is used.
However, Lemma 23 in [22] also holds if Assumption A is satisfied. This was established
in Corollary 5.22 in the present paper. The proof of formula (53) in [22] is rather compli-
cated, but it is not very difficult to adapt it to our setting thus establishing the equalities
in (5.42) and (5.43). We will sketch below how this adaptation can be performed, and
leave filling in the details as an exercise for the interested reader. First, we will prove the
equality in (5.44), using the same techniques as in the proof of (53) in [22], and by taking
into account Corollary 5.22 in the present paper instead of Lemma 23 in [22]. The proof
of (5.44) is simpler than that of (5.42) and (5.43), since no estimates of stochastic integrals
are needed in it. We include the proof of (5.44) below to illustrate the main ideas used in
he proof of (5.42) and (5.43).
For the sake of simplicity, we denote by MC the class of all strictly increasing con-
tinuous moduli of continuity µ on [0,∞) such that limδ→∞ µ(δ) = ∞. The next simple
statement will be used in the proof of (5.44).
Lemma 5.26. For every µ ∈ MC and N ∈ MC, there exists a positive strictly decreasing
continuous function q(r), 0 < r < r0, such that
lim
r→0
q(r) = ∞ and lim
r→0
N (q(r)) µ (r) = 0.
Proof. Define a function by q(r) = N−1
(
µ(r)− 12
)
, 0 < r < r0. It is easy to see that the
function q satisfies the conditions in Lemma 5.26.
We will next return to the proof of (5.44). Recall that throughout the present paper,
we assume that ω is a function from the class MC. In addition, we can assume that the
function L appearing in the definition of ω-continuity is also a function from the class MC
(see Remarks 2.7 and 2.8).
For every m ≥ 2, 0 < ε < 1, and 0 < r < r0, define a random variable by
ξε,m,r = inf
s∈[0,T]
{√
ε
[
r
q(r)
|B̂s|+ |B̂s − B̂ [msT−1]T
m
|
]
> r
}
. (5.45)
In (5.45), q is the function obtained by applying Lemma 5.26 to the modulus of continu-
ity r 7→ √ω(2r) and the function r 7→ L(2r). Hence, q is a positive strictly decreasing
continuous function on (0, r0) such that lim
r→0
q(r) = ∞ and
lim
r→0
L (2q(r))
√
ω (2r) = 0. (5.46)
If for some γ ∈ Ω, the set appearing on the right-hand side of (5.45) is empty, we put
ξε,m,r(γ) = T. It is not hard to see that ξε,m,r is an F˜t-stopping time. Here we use the fact
that the filtration F˜t is right-continuous. Since B̂ is a continuous process, we have
√
εmax
[
|B̂s|, |B̂ [msT−1]T
m
|
]
≤ q(r) and √ε|B̂s − B̂ [msT−1]T
m
| ≤ r, (5.47)
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for all s ≤ ξε,m,r. It is not hard to see that for every r > 0,
P
(
sup
t∈[0,T]
∣∣∣∣∫ t
0
bε,ms ds
∣∣∣∣ > τ
)
≤ P
(
sup
t∈[0,ξε,m,r]
∣∣∣∣∫ t
0
bε,ms ds
∣∣∣∣ > τ
)
+ P(ξε,m,r < T). (5.48)
It follows from (5.47) and the ω-continuity condition for b that
P
(
sup
t∈[0,ξε,m,r]
∣∣∣∣∫ t
0
bε,ms ds
∣∣∣∣ > τ
)
≤ P
(
L
(
T
m
+ q(r)
)√
ω
(
T
m
+ r
)
sup
t∈[0,ξε,m,r]
√
ω
(
T
m
+
√
ε|B̂t − B̂ [mtT−1]T
m
|
)
> τ
)
≤ P
L( T
m
+ q(r)
)√
ω
(
T
m
+ r
)√√√√ω( T
m
+
√
ε sup
t∈[0,T]
|B̂t − B̂ [mtT−1]T
m
|
)
> τ

≤ P
(
√
ε sup
t∈[0,T]
|B̂t − B̂ [mtT−1]T
m
| > ω−1
(
τ2L
(
T
m
+ q(r)
)−2
ω
(
T
m
+ r
)−1)
− T
m
)
.
Since (5.46) holds, we can find r0 > 0 such that for all 0 < r < r0 and m ≥ 1,
ω−1
(
τ2L (2q(r))−2 ω (2r)−1
)
− T
m
> y0,
where y0 is a number appearing in Corollary 5.22. Fix r with 0 < r < r0. Then there exists
a positive integer mr such that for all m ≥ mr,
ω−1
(
τ2L
(
T
m
+ q(r)
)−2
ω
(
T
m
+ r
)−1)
− T
m
≥ ω−1
(
τ2L (2q(r))−2 ω (2r)−1
)
− T
m
> y0
Next, using (5.31) in Corollary 5.22, we see that for every 0 < r < r0,
lim sup
m→∞
lim sup
ε→0
ε logP
(
sup
t∈[0,ξε,m,r]
∣∣∣∣∫ t
0
bε,ms ds
∣∣∣∣ > τ
)
= −∞. (5.49)
We will next estimate the second term on the right-hand side of (5.48). It is not hard to
see that the following inequality holds:
P(ξε,m,r < T)
≤ P
(
√
ε sup
t∈[0,T]
|B̂t| > q(r)
2
)
+ P
(
√
ε sup
t∈[0,T]
|B̂s − B̂ [msT−1]T
m
| > r
2
)
. (5.50)
Using the exponential estimate for the distribution function of the supremum of a Gauss-
ian process (see the reference in the proof of (36) in [22]), we get
P
(
√
ε sup
t∈[0,T]
|B̂t| > q(r)
2
)
≤ exp
{
−C1 q(r)
2
ε
}
, r < r1, ε < ε0,
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for some constant C1 > 0. Therefore, since q(r) → ∞ as r → 0,
lim sup
r→0
lim sup
ε→0
ε logP
(
√
ε sup
t∈[0,T]
|B̂t| > q(r)
2
)
= −∞. (5.51)
In addition, using Corollary 5.22, we see that for all r > 0,
lim sup
m→∞
lim sup
ε→0
ε logP
(
√
ε sup
t∈[0,T]
|B̂s − B̂ [msT−1]T
m
| > r
2
)
= −∞. (5.52)
The following inequality holds for all a > 0 and b > 0,
log(a+ b) ≤ max{log(2a), log(2b)}. (5.53)
Next, using (5.53), we can glue together the estimates in (5.51) and (5.52). This allows us
to obtain from (5.50) that
lim sup
r→0
lim sup
m→∞
lim sup
ε→0
ε logP(ξε,m,r < T) = −∞. (5.54)
Finally, by taking into account (5.48), (5.49), (5.54), and (5.53), we establish (5.44).
Our next goal is to provide a sketch of the proof of (5.42). First, we observe that
P
(
sup
t∈[0,T]
∣∣∣∣∫ t
0
σε,ms dBs
∣∣∣∣ > τ
)
≤ P
(
sup
t∈[0,ξε,m,r]
∣∣∣∣∫ t
0
σε,ms dBs
∣∣∣∣ > τ
)
+ P(ξε,m,r < T). (5.55)
We already know from the proof of (5.44) how to handle the second term on the right-
hand side of (5.55). We will next concentrate on the first one.
The stopped process t 7→ ∫ t∧ξε,m,r0 σε,ms dBs is an F˜t-martingale (see (58) in [22] for a
similar statement). We also have
|σε,ms | ≤ L
(
T
m
+ q(r)
)
ω
(
T
m
+ r
)
,
if t ≤ ξε,m,r. Here we choose the function q so that
lim
r→0
L (2q(r)) ω (2r) = 0. (5.56)
It is clear that for a fixed r < r0, there exists mr such that
|σε,ms | ≤ L (2q(r)) ω (2r) , m > mr. (5.57)
Next, reasoning as in the proof of (61) and (62) in [22], and taking into account (5.57), we
see that for every λ > 0, the stochastic exponential
Et = exp
{
−1
2
λ2ε
∫ t∧ξε,m,r
0
(σε,ms )
2ds+ λ
√
ε
∫ t∧ξε,m,r
0
σε,ms dBs
}
is a martingale. Moreover, for all λ > 0, r < r0, and m ≥ mr, we have
E
[
exp
{
λ
√
ε
∫ ξε,m,r
0
σε,ms dBs
}]
≤ exp
{
T
2
λ2εL(q(r))2ω(r)2
}
(see the proof of formulas (61) and (62) in [22]). Hence the process
t 7→ exp
{
λ
√
ε
∫ t∧ξε,m,r
0
σε,ms dBs
}
= exp
{
λ
√
ε
∫ t
0
1s≤ξε,m,rσε,ms dBs
}
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is a positive submartingale. Here we refer to Proposition 3.6 in Chapter 1 of [29]. There-
fore, we can use the first submartingale inequality in [29] (see Theorem 3.8 in Chapter 1
of [29]). This gives
P
(
sup
t∈[0,T]
exp
{
λ
√
ε
∫ t
0
1s≤ξε,m,rσε,ms dBs
}
≥ eλτ
)
≤ E
[
exp
{
λ
√
ε
∫ ξε,m,r
0
σε,ms dBs − λτ
}]
≤ exp
{
T
2
λ2εL(q(r))2ω(r)2 − λτ
}
,
and it follows that
P
(
sup
t∈[0,ξε,m,r]
√
ε
∫ t
0
σε,ms dBs ≥ τ
)
≤ exp
{
T
2
λ2εL(q(r))2ω(r)2 − λτ
}
.
Similarly, we prove that
P
(
sup
t∈[0,ξε,m,r]
√
ε(−1)
∫ t
0
σε,ms dBs ≥ τ
)
≤ exp
{
T
2
λ2εL(q(r))2ω(r)2 − λτ
}
,
and hence
P
(
sup
t∈[0,ξε,m,r]
√
ε
∣∣∣∣∫ t
0
σε,ms dBs
∣∣∣∣ ≥ τ
)
≤ 2 exp
{
T
2
λ2εL(q(r))2ω(r)2 − λτ
}
.
Next, using the previous inequality and (5.56), we obtain
lim sup
r→0
lim sup
m→∞
lim sup
ε→0
ε logP
(
sup
t∈[0,ξε,m,r]
√
ε
∣∣∣∣∫ t
0
σε,ms dBs
∣∣∣∣ ≥ τ
)
= −∞. (5.58)
Finally, we can finish the proof of (5.42) using (5.55) and (5.58) and reasoning as in the
second half of the proof of (5.44).
We will next return to the proof of Theorem 4.2. By taking into account Theorem 5.20,
Lemmas 5.23 and 5.25, and applying the extended contraction principle (see Theorem
4.2.23 in [10]), we show that the process ε 7→ X̂(ε) satisfies the large deviation principle
with speed ε−1 and good rate function Q̂T (see the definition in (4.1)).
This completes the proof of Theorem 4.2.
6. APPLICATIONS
Our goal in the present section is to obtain a large deviation style formula in the small-
noise regime for binary up-and-in barrier options. Let ε ∈ (0, 1], and consider the scaled
asset price process S(ε) and the scaled log-price process X(ε) given by (2.11) and (2.12),
respectively. It will be assumed in the present section that the drift coefficient b in the
model given by (2.1) satisfies b(s, u) = r, for all (s, u) ∈ [0, T] × R, where r ≥ 0 is the
interest rate.
We will study the asymptotic behavior of a binary up-and-in barrier option that pays a
fixed amount a of cash if the asset price process touches the barrier at some time during
the life of the option. Let us set the barrier at K > 0. It will be assumed that s0 < K, and
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that T is the maturity of the binary up-and-in barrier option. The price of the option at
t = 0 is given by
B(ε) = ae−rTP(max
t∈[0,T]
S
(ε)
t ≥ K).
It is clear that the price function depends on a, r, s0, T, and K. We will study the asymp-
totic behavior of the price function as ε → 0.
The price of a binary up-and-in barrier option is related to the exit time probability
function of the log-price process X(ε) from the set U = (−∞, logK). Since s0 ∈ (0,K), we
have x0 ∈ U. The exit time of the process X(ε) from the set U is defined by
τ(ε) = inf
{
s ∈ (0, T] : X(ε)s /∈ U
}
.
Here we assume that inf∅ = ∞. The exit time probability function is given by
vε(t) = P(τ
ε ≤ t), t ∈ (0, T].
It is not hard to see that
B(ε) = aP(max
t∈[0,T]
X
(ε)
t ≥ logK) = avε(T). (6.1)
SetAt = { f ∈ C0 : f (s) + x0 /∈ U for some s ∈ (0, t]} . The next assertion provides a large
deviation style formula in the small-noise regime for the binary up-and-in barrier option.
Theorem 6.1. Under the conditions in Theorem 4.3,
lim
ε→0
ε log B(ε) = − inf
f∈AT
QT( f ),
where QT is the rate function given by (4.2).
Proof. We will first prove that under the conditions in Theorem 4.3,
lim
ε→0
ε log vε(t) = − inf
f∈At
QT( f ), (6.2)
for every t ∈ [0, T]. It is clear that (6.1) and (6.2) imply Theorem 6.1).
We borrow some ideas used in the proof of Theorem 2.16 in [23].
Lemma 6.2. The functional QT : H
1
0 7→ R is continuous.
Proof. The lower semi-continuity of the functional QT in Lemma 6.2 follows from the
fact that QT is a rate function on C0 and the embedding H
1
0 ⊂ C0.
We will next prove the upper semi-continuity of QT on H
1
0. For every f ∈ H10, define
the functional D f : H10 7→ R by
D f (g) =
∫ T
0
[
g˙(s)− b(s, f̂ (s))− ρσ(s, f̂ (s)) f˙ (s)
ρ¯σ(s, f̂ (s))
]2
ds+
∫ T
0
f˙ (s)2ds.
It is not hard to see that in order to complete the proof of Lemma 6.2, it suffices to establish
that for every f ∈ H10, the functional D f is continuous. The function f̂ is a continuous
function on [0, T]. Therefore there exist δ > 0 and M > 0 such that
b(s, f̂ (s)) < M and δ < σ(s, f̂ (s)) < M, s ∈ [0, T].
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Suppose gk → g in H10. Then we have
|D f (g)−D f (gk)|
≤ 1
δ2(1− ρ2)
∫ T
0
|g˙(s)− g˙k(s)||g˙(s) + g˙k(s)− 2b(s, f̂ (s))− 2ρσ( f̂ (s)) f˙ (s)|ds
≤ 1
δ2(1− ρ2) ||g− gk||H10
×
(
||g||
H10 [0,T]
+ sup
k
||g||
H10
+ 2
{∫ T
0
b( f̂ (s))2ds
} 1
2
+ 2
{∫ T
0
σ( f̂ (s))2 f˙ (s)2ds
} 1
2
)
≤ 1
δ2(1− ρ2) ||g− gk||H10
(
||g||
H10
+ sup
k
||g||
H10
+ 2M+ 2M|| f ||
H10
)
.
Now, it is clear thatD f (gk) → D f (g) as k → ∞, and hence the functionalD f is continuous
on the space H10. It follows that the functional QT is upper semi-continuous since it can
be represented as the infimum of a family of continuous on H10 functionals.
This completes the proof of Lemma 6.2.
It is not hard to see that {τ(ε) ≤ t} = {X(ε) − x0 ∈ At}. We will next show that At is a
set of continuity for QT (see the definition in Remark 4.13). Indeed, the interior A◦t of At
consists of all f ∈ C0, for which there exists s < t such that f (s) + x0 /∈ U¯. In addition, a
function f ∈ C0 belongs to the boundary of the set At if and only if the function f + x0
hits the boundary ofU before t or at s = t, but never exits the set U¯ before t. It is not hard
to see that the set A◦t ∩ H10 is dense in the set A¯t ∩ H10 in the topology of the space H10.
Now, using Lemma 6.2, it is easy to prove that the equality in (4.13) holds for the set At
and the rate function QT, and hence (4.14) is valid for At. Finally, Theorem 6.1 follows
from Theorem 4.3 and the reasoning above.
Remark 6.3. We do not know whether Theorem 6.1 holds in the environment of Theorem 4.2. The
main obstacle here is that it is not clear whether Lemma 6.2 holds for the rate function Q̂T.
We will next briefly mention how to use Theorem 4.11 to get a small-noise large devia-
tion style formula for the binary call option. Such an option is defined by
C(ε) = ae−rTP(S(ε)T ≥ K),
where K > 0 is the strike price and T is the maturity of the option. It is clear that
C(ε) = ae−rTP
(
X
(ε)
T − x0 ≥ (logK)− x0
)
.
Next, using the continuity of the function ÎT on R (see Lemma 4.17) and Theorem 4.11,
we see that the following assertion holds.
Theorem 6.4. Under the conditions in Theorem 4.11,
lim
ε→0
ε logC(ε) = − inf
x:x≥logK−x0
ÎT(x).
The small-noise large deviation principle formulated in Theorem 4.11 can also be ap-
plied to study the asymptotic behavior of call option pricing functions and the implied
volatility in various Gaussian models. For instance, the asymptotic formulas obtained in
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our papers [22, 23] for less general models than those in Theorem 4.11 (see Section 7 of
[22] and Theorem 7.1 (i) in [23]) can be established for the models used in Theorem 4.11,
e.g., for the Gaussian logarithmic model with β > 3. The models considered in [22] and
[23] are driftless, time-homogeneous, the moduli of continuity associated with them are
of power type, and the volatility function is strictly positive.
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