Abstract. We present the rudiments of the Morita theory of module systems, paralleling the classical Morita theory over associative rings.
Introduction
Systems were introduced in [20, 10] (and applied in [3, 8, 1] ) to unify the algebraic theories of supertropical algebra, hyperfields, and fuzzy rings, as surveyed in [21] . In [8] we considered projective modules over commutative ground systems. In this modest note we provide a systemic version of Morita's theorem, following Bass' classical approach, as given for example in [19, §4.1] , and formulated over semirings in [14, § 3] . One interesting facet in using the "surpassing relation" is a new kind of duality which arises in Theorem 3.8 and Proposition 3.9.
Theorem A (Theorem 3.8, Proposition 3.9 -Morita's theorem for systems). Given a systemic Morita context (A,
(a) If τ ′ is -onto, then M is a -progenerator for A-Mod. (b) If τ is -onto, then τ ′ is null-monic. (2) The analogous statements hold if we switch left and right, or (A, τ, M) and (A
Although the motivation comes from commutative semirings (tropical algebra and hyperrings), we do not require commutativity.
Basic notions
A semiring (A, +, ·, 1) is an additive commutative semigroup (A, +, 0) and multiplicative monoid (A, ·, 1) satisfying 0b = b0 = 0 for all b ∈ A, as well as the usual distributive laws. The semiring predominantly used in tropical mathematics has been the max-plus algebra, where ⊕ designates max, and ⊙ designates +. However, this notation is cumbersome in an algebraic development, and also conflicts with more customary algebraic uses of this notation, so we proceed with the familiar algebraic notation of addition and multiplication in whichever semiring is under consideration.
We review some more definitions from [20, 8, 9, 10] for the reader's convenience. 
A T -module is a T -module
† with a distinguished element 0 ∈ A satisfying a0 A = 0 A for all a ∈ T . To avoid complications, we assume that T = ∅ and work only with T -modules in this paper. We define bimodules in the usual way (i.e., satisfying the classical associativity condition).
Here A will be a module over a multiplicative monoid T , with extra structure. When A is a semiring, we essentially have Lorscheid's blueprints, [16, 17] . (−)0 = 0. When (−)1 ∈ T it is enough to check that (−)b = ((−)1)b for b ∈ A. Assortments of negation maps are given in [20, 10, 3] . We write
• of quasi-zeros is a T -submodule of A that plays an important role. When A is a semiring, A
• is an ideal. When a given T -module A does not come equipped with a negation map, there are several ways of providing one: Either take (−) to be the identity, as is done in supertropical algebra [6] , or we "symmetrize" A as in [8] below. In the supertropical setting, (−) is the identity map. In the hypergroup applications, (−) is induced from the hypernegation, as explained in [8] .
of module triples we mean in the usual universal algebraic sense, i.e., for a ∈ T and b, b i in M:
A homomorphism of semiring triples is also required to satisfy
We round out the structure with a surpassing relation given in [20, Definition 1.70] and also described in [10, Definition 3.11]. Definition 2.5. A surpassing relation on a triple (A, T , (−)), denoted , is a partial pre-order satisfying the following, for elements a, a i ∈ T and b i ∈ A:
surpassing relation on a triple A is a surpassing relation satisfying the following stronger version of (v):
If b a for a ∈ T and b ∈ A, then b = a. There are two ways that we want to view triples and their systems. The first is as the ground structure on which we build our representation theory. We call this a ground system. A range of examples of ground systems is given in [8, Example 2.16], including "supertropical mathematics."
The second way, initiated in [10] , is to fix a ground triple (A, T , (−)), and take A-modules M together with T M satisfying T T M ⊆ T M . We also require the triple (M, T M , (−)) over a triple (A, T , (−)) to satisfy ((−)a)m = (−)(am) for a ∈ A, m ∈ M. We call this a module system M := (M, T M , (−), ) (over (A, T , (−))).
-morphisms.
We work over a ground system A = (A, T A , (−), ) and consider T -module systems (M, T M , (−), ), to which we often refer merely as M. Recall [10, Definition 2.37] that a -morphism
of module systems is a homomorphism f : M → M ′ satisfying the conditions of Definition 2.4, except that (iii) is weakened to
Definition 2.8. 
Negated tensor products.
Also we need the tensor product of systems over a ground T -system. These are described (for semirings) in terms of congruences, as given for example in [12, Definition 3] or, in our notation, [13, §3] . We do it for systems, taking the negation map into account.
Let us work with a right A-module system M 1 and left A-module system M 2 over a given ground T -system A. One defines the tensor product M 1 ⊗ A M 2 of M 1 and M 2 in the usual way, to be (F 1 ⊕ F 2 )/Φ, where F i is the free system (respectively right or left) with base M i (and T Fi = M i ), and Φ is the congruence generated by all pairs 
We define a negation map on
Definition 2.9. The negated tensor product triple
, where F i is the free system with base M i , and T M1⊗AM2 is the set of "simple tensors" a 1 ⊗ a 2 for a i ∈ T i .
The systemic Morita theory
As indicated in the introduction, we are interested here in a Morita theory, with the objective of pushing Bass' methods as far as we can.
The systemic Morita Theorem.
Bass' approach to Morita's Theorem does not use negation, so can be formulated over semirings, as done in [14, § 3] . We do it here for systems and -morphisms, in order to handle more cases, including the hyperfield case.
Projective and -projective modules.
Projective modules over semirings have been treated in [22] , [4, Chapter 17] , [18] and [5] . We view them here as module systems over ground T -systems, but often focus on the modules themselves. 
