Simple nonlinear lters are often used to enforce \hard" syntactic constraints while remaining close to the observation data; e.g., in the binary case it is common practice to employ iterations of a suitable median, or a one-pass recursive median, openclose, or closopen lter to impose a minimum symbol run-length constraint while remaining \faithful" to the observation. Unfortunately, these lters are -in general -suboptimal. Motivated by this observation, we pose the following optimization: Given a nite-alphabet sequence of nite extent, y = fy(n)g N?1 n=0 , nd a sequence, b x = fb x(n)g N?1 n=0 , which minimizes d(x; y) = P N?1 n=0 d n (y(n); x(n)) subject to: x is piecewise constant of plateau run-length M . We show how a suitable reformulation of the problem naturally leads to a simple and e cient Viterbi-type optimal algorithmic solution. We call the resulting nonlinear input-output operator the Viterbi Optimal Runlength-Constrained Approximation (VORCA) lter. The method can be easily generalized to handle a variety of local syntactic constraints. The VORCA is optimal, computationally e cient, and possesses several desirable properties (e.g., idempotence); we therefore propose it as an attractive alternative to standard median, stack, and morphological ltering. We also discuss some applications.
Abstract
Simple nonlinear lters are often used to enforce \hard" syntactic constraints while remaining close to the observation data; e.g., in the binary case it is common practice to employ iterations of a suitable median, or a one-pass recursive median, openclose, or closopen lter to impose a minimum symbol run-length constraint while remaining \faithful" to the observation. Unfortunately, these lters are -in general -suboptimal. Motivated by this observation, we pose the following optimization: Given a nite-alphabet sequence of nite extent, y = fy(n)g N?1 n=0 , nd a sequence, b x = fb x(n)g N?1 n=0 , which minimizes d(x; y) = P N?1 n=0
d n (y(n); x(n)) subject to: x is piecewise constant of plateau run-length M . We show how a suitable reformulation of the problem naturally leads to a simple and e cient Viterbi-type optimal algorithmic solution. We call the resulting nonlinear input-output operator the Viterbi Optimal Runlength-Constrained Approximation (VORCA) lter. The method can be easily generalized to handle a variety of local syntactic constraints. The VORCA is optimal, computationally e cient, and possesses several desirable properties (e.g., idempotence); we therefore propose it as an attractive alternative to standard median, stack, and morphological ltering. We also discuss some applications.
I. Introduction
The median lter 1 , 1] is arguably one of the most frequently used tools in nonlinear signal processing. It has several desirable properties, and considerable e ort has been spent in its analysis 7] . Due to its simplicity, it a ords very e cient implementation. It also has two important disadvantages, namely, (as we will see) it is not optimal even under statistical scenarios which are well adapted to its purported strengths; and it is not idempotent, meaning that if and when it converges (it does in the case of ordered data of nite extent), it only does so after a number of passes 7] .
The main textbook argument behind median ltering is that it preserves edges while e ectively removing impulsive noise and outliers, i.e., it is a robust and locally optimal estimator of edge location. In addition, it is a self-dual operator 1] (more will be said about self-duality later). In this setting, the analysis is based on the concept of an ideal edge, which is really thought of as a jump discontinuity which exhibits some degree of consistency, i.e., a jump discontinuity 1 In 1], a lter is de ned as an operator which is increasing and idempotent (these properties are explained later in this paper). In this sense, the median is not a lter, since it is increasing but not idempotent. However, it is standard engineering practice to call it a lter. We therefore adhere to this practice, and reserve the term morphological lter for those operators which are increasing and idempotent, i.e., lters in the sense of 1]. in between two locally at regions of su cient breadth (i.e., plateaus of length greater than or equal to some constant). It is assumed that the ideal edge data is corrupted by i.i.d. two-sided impulsive noise, and the purpose of applying the lter is to recover the true data by eliminating outliers (noise impulses, which are locally inconsistent with the data). Indeed, the median lter does a fairly good job in this setting, one that is remarkably better than that of a moving average. Unfortunately, local optimality of the median 2 does not su ce to guarantee global optimality of the solution (i.e., ltered data). Morphological lters 1] can also be applied, and they are idempotent by de nition, but (as we will show) similar remarks hold regarding their optimality in this setting.
A. Constrained Optimization Suppose we are given a set of ordered data (e.g., a function of compact support, or a sequence of nite extent), f, and we are interested in approximating, representing, or replacing f by a compact descriptor (i.e., reduced complexity set of data), g, which is optimal in some sense. Quite often, g is also required to satisfy certain criteria of local regularity (e.g., continuity, smoothness), and/or structural (syntactic) constraints.
This kind of problem often appears in a number of disciplines, including optimal ltering of time series, source coding and vector quantization, curve tting, edge detection, and polygonal approximation of planar shape boundaries. There exists an immense body of literature which deals with these subjects. Some approaches are heuristic, while others are optimal. Optimal approaches typically start with a formal statement of the problem. This usually entails setting up a suitable optimization, which involves the speci cation of two fundamental components, namely, a distortion measure, d(f; g), which formalizes and quanti es the notion of similarity, i.e., provides a measure of how \close" g is to f; and a complexity-conformity measure, (g), which measures two things: the complexity of the resulting approximation; and conformity to any prespeci ed regularity and/or structural constraints. In general, any prespeci ed constraints of the latter type can be incorporated in (g) by setting (g) = 1 whenever g is not compatible with the given constraints.
Within this general framework, there exist essentially two meaningful ways to pose the ap- 2 The median locally minimizes an l1 -type norm, i.e., mean absolute error 7] . It can also be viewed as minimizing a two-term composite cost function 8] in a local sense.
proximation of f as an optimization problem. These are minimize d(f; g); subject to : (g) t < 1 (1) or minimize (g); subject to : d(f; g) (2) Of course, there exists great freedom in choosing d( ; ), and ( ). Depending on the particular choice of these two measures, the optimization may, or may not have a solution, which may, or may not be unique, stable, meaningful, and/or computationally tractable. Typical choices for d( ; ) include l 1 ; l 2 , and l 1 distance metrics. A typical constraint might be that g is piecewise linear and continuous, while complexity might be measured by the total number of line segments required to construct g.
It occasionally happens that a particular optimization admits an e cient recursive solution; in this case, the underlying synergy can often be attributed to the Principle of Optimality, a particularly pervasive \ground truth" of Dynamic Programming 9], 10], 11].
B. Organization
The rest of this paper is structured as follows. In the next subsection we present a bare bones formal statement of the problem. Previous related work is reviewed in detail in section II. Our solution and a simple example are presented in section III. Several fundamental properties of the resulting optimal input-output operator are investigated in section IV. The analysis adopts a nonlinear ltering viewpoint, and focuses on general characterization principles. A discussion on implementation complexity is also included. A complete simulation experiment is presented in section V, applications are discussed in section VI, and conclusions are drawn in section VII. d n (y(n); x(n)) (3) subject to : x = fx(n)g N?1 n=0 2 P N M (4) This particular optimization arose during the course of our investigations in nonlinear ltering.
II. Background and Related Work
There exist numerous references which are related -in various ways and degrees -to our present line of work. What follows is a (long) partial list. We highlight those contributions which are closest, in spirit, to our work. Additional references can be found in section VI. We note that our particular formulation does not t in any of the existing paradigms.
The piecewise-constant sequence approximation problem is a proper special case of the problem of piecewise-linear curve tting. This latter problem (which in turn is a special case of the problem of piecewise polynomial functional approximation) has attracted a considerable amount of interest for more than three decades, triggered in part by a widely held belief in the importance of this line of work in shape recognition.
In 1961, Stone 12 ] considered piecewise-linear curve tting as a formal optimization problem. The objective was to minimize the squared approximation error subject to a constraint on the number of linear segments. Bellman 13] Cox 19 ] discussed a similar solution in his 1971 paper. The aforementioned authors consider a least-squares constrained complexity formulation (i.e., they x the number of segments in the approximation and minimize squared error), and the common denominator is precisely the principle of optimality.
There exist two similarities, as well as two signi cant di erences between our formulation and Bellman's formulation. Both attempt to minimize distortion subject to a complexity-conformity constraint (i.e., they are type-(1) optimizations). Both can be solved by invoking the principle of optimality. However, our constraint is on the minimum length of segments, whereas Bellman's constraint is on the maximum number of segments. Observe that, for nite data, a constraint of the former type implies a constraint of the latter type, but the reverse is not true. The second noteworthy di erence is that our distortion measure can be inhomogeneous, and in fact arbitrary, as long as it is the sum of individual per-letter costs 3 .
In 1986, Dunham 20 ] solved a related type-(2) optimization by applying the principle of 3 Note that this \sum" could be interpreted in a more liberal sense, e.g., our method can also accommodate a minimax problem formulation, i.e., seeking to minimize the supremum of pairwise per-letter costs, subject to a hard syntactic constraint. optimality. His programme seeks to minimize complexity (i.e., number of segments) subject to an l 1 error bound. Kurozumi 48] . In a sense, the determination of optimal deformable contour dynamics is an \inverse" of our problem. The former starts with a \simple" user-supplied constrained approximation of a curve, then attempts to match this initial approximation to the data by deforming it under the in uence of some appropriately chosen dynamics. The goal is to minimize a suitable energy functional. One particularly interesting reference in this area is the work of Amini, Weymouth and Jain 49], in which the authors address dynamic programming solutions of some variational problems in early vision. The authors point out that when faced with so-called \hard" constraints on the solution, Lagrangian-based methods, as well as regularization-based methods, typically fail to produce an answer. Lagrangian methods require additive -di erentiable constraints. Both methods can \bias" the solution towards satisfying the constraints, but they cannot strictly enforce hard constraints. On the other hand, dynamic programming can easily accommodate hard constraints, and, in fact, use these constraints to reduce computational complexity. The drawback is that it does not provide a closed-form analytical solution, but this is something we can often live with. In the aforementioned reference the authors consider a particular problem which, when translated into our setting, reads as follows: minimize distortion, under the constraint that (a) the number of segments is xed and equal to some predetermined constant (this is Bellman's constraint), and (b) the length of the plateaus is bounded below by some predetermined constant (which is our constraint). Thus they consider a signi cantly more constrained optimization. In contrast, we would like our method to determine the optimal number of segments automatically, and on the y, by considering whether it pays to introduce additional segments as it parses the data. Konstantinides (2) optimization (with complexity measured in terms of number of segments) is highly non-unique. They subsequently proposed further re nement of the solution by the method of least squares, i.e., among the set of all optimal solutions of (2), select the one which minimizes squared error. The overall optimization is a hybrid two-step process, combining elements of both type-(2) and type- (1) 
III. Solution
We show how a suitable reformulation of the problem naturally leads to a simple and e cient Viterbi-type optimal algorithmic solution. , and this violates the optimality of the latter. This is a particular instance of the principle of optimality. The following is an important Corollary.
Corollary 1: An optimal admissible path to any given state at time n+1 must be an admissible one-step continuation of an optimal admissible path to some state at time n.
This Corollary leads to an e cient Viterbi-type algorithmic implementation of the optimal lter 56], 57], 58]. It remains to specify the costs associated with one-step state transitions in a way that forces one-step optimality and admissibility. This is easy. Let c (s x (n) ! s x (n + 1)) denote the cost of a one-step state transition, and _;^denote logical OR, AND, respectively. Recall that, in so far as the hard constraint is concerned, every run of length M is acceptable, and, in order to save on the number of required states, every run length above M can be mapped back to M. Then if ((l x (n) < M) _ (n N ? M))( (x(n + 1) 6 = x(n)) _ (l x (n + 1) 6 = min fl x (n) + 1; Mg))] /* current run incomplete, or not enough time to begin and subsequently complete a new run, and we try to do anything other than simply continue the current run */
/* current run is complete, and we decide to continue it, yet the length variable does not remain at M */ _ (l x (n) = M)^(x(n + 1) 6 = x(n))^(l x (n + 1) 6 = 1)] /* current run is complete, and we decide to switch to another value, yet the length variable is not reset back to unity */ then c x(n); l x (n)] (5) will do it. A formal proof can be easily constructed, and is hereby omitted. The possibility of having multiple solutions (minimizers) implies that the above speci cation of costs associated with one-step state transitions does not uniquely specify an input-output operator; a tie-breaking strategy is also required. Since this does not a ect lter performance, we assume that one such strategy is given, and call the resulting nonlinear input-output operator the Viterbi Optimal Runlength-Constrained Approximation (VORCA) lter.
Other types of local syntactic constraints can easily t in this paradigm. Suppose we are interested in a piecewise linear solution of constraint length M (i.e., a piecewise linear optimal approximation of segment length M). We may further augment the state to include the discrete slope of the \current" segment, i.e., set s x (n) = x(n); l x (n); t A simple example is presented in Figure 1 , which depicts the VORCA trellis for the case d n (y(n); x(n)) = jy(n) ? x(n)j, 8n 2 f0; 1; ; N ? 1g, N = 12, M = 4, A = f0; 1g, and input fy(n)g 11 n=0 = f1; 1; 1; 1; 0; 0; 0; 1; 1; 1; 1; 1g. The state space consists of 8 possible states in f0; 1g f1; 2; 3; 4g. Solid lines represent transitions which involve unit cost, whereas dashed lines represent transitions which involve zero cost. Absence of a line indicates in nite transition cost. When two paths merge, the one with the higher cumulative cost can be safely eliminated 4 . When ambiguity exists, surviving paths are highlighted using an additional dotted line parallel to the path. The optimal path is clearly the one indicated by the dotted line which leads to state (1; 4) at time n = 11. We can read out the output (optimal approximation) by traversing this latter path backwards, and registering the corresponding forward state transitions. The output then is fx(n)g 11 n=0 = f1; 1; 1; 1; 0; 0; 0; 0; 1; 1; 1; 1g.
IV. VORCA Properties
De nition 3: A lter, f, is idempotent if and only if f(f(y)) = f(y); 8y.
We have the following Proposition. x is optimal for y, then b x c is optimal for b y c . However, this does not immediately imply that any given implementation of VORCA will be self-dual. There is a subtle point here that arises due to the possibility of having multiple minimizers. Conventional tie-breaking strategies may violate self-duality. However, one can enforce self-duality without compromising optimality as follows. Given an input sequence, y, one can decide whether to work with y or y c in a consistent fashion, e.g., using a level test on y(0), i.e., for L odd, test whether y(0) < (real) L 2 ; if so, work as usual with y; else, work with its complement, y c , and complement the nal result. By virtue of the last inequality, this does not compromise optimality, for the solution obtained this way is as good as any. In the binary case, self-duality means that the lter treats an \object" and its \background" in a balanced fashion. This is a desirable property. The median is a self-dual lter, but it is not idempotent. This implies that, even though a single median ltering step (pass) is computationally less intensive than running the VORCA trellis, the overall computation required to iterate the median until convergence may surpass VORCA complexity, since the latter lter converges in one pass. Furthermore, the VORCA is optimal by design, while the median is not guaranteed to be optimal. We have the following proposition, which at rst might seem counter-intuitive.
Proposition 3: The VORCA is not, in general, an increasing lter. Proof: We prove it by what we think is a particularly illuminating counter-example. This is depicted in Figure 2 . For this example, we assume that M = 5, and d n (y(n); x(n)) = jy(n)?x(n)j, 8n 2 f0; 1; ; N ? 1g. The caption is self-explanatory.
We have the following important corollary. Corollary 2: The VORCA is neither a morphological 5 nor a stack 6 lter. As a direct consequence, there is no hope in trying to approximate the optimal lter (i.e., the VORCA) by using a morphological lter (e.g., by using the basis representation theory for morphological lters), or a stack lter. 5 Morphological lters are increasing 1]. 6 Stack lters 59], 7] are a class of increasing nonlinear operators which obey the so-called threshold decomposition property. This class includes all rank-order lters, i.e., lters based on rank ordering, e.g., min/max/median lters and compositions thereof.
A natural question that comes to mind is when can we expect to be faced with a constrained optimization of type (3),(4), and, therefore, anticipate that the optimal lter is not increasing, and thus not in the usual toolbox of nonlinear lters? The following claim provides a reasonable scenario in which this happens.
Claim 2: Whenever we have a nite-alphabet signal, x, which is piecewise constant of plateau (run) length M, and observation, y, arising from additive, two-sided, nite-alphabet, independent (yet not necessarily identically distributed) noise, with marginal probability mass p (n) N ( ), n 2 f0; 1; ; N ? 1g, the ML principle leads to a constrained optimization of type (3), (4), and, therefore, the VORCA is an optimal (ML) estimator. N (y(n) ? x(n)), 8n 2 f0; 1; ; N ? 1g, then we end up with a constrained optimization of type (3),(4). We point out that d n ( ; ) need not be a distance metric; this is not required by our algorithm.
A. Complexity
The VORCA has computational complexity which is linear in the number of observations, i.e., N. 12 states. Hardware capability is continuously improving, and at a rather healthy pace. Viterbi-type techniques, like the VORCA, will certainly bene t from these developments.
V. Simulation Example
Let us now present a complete simulation experiment. Figure 4 depicts a typical input sequence. This particular input has been generated by adding i.i.d. noise on some arti cial \true" noisefree test data, depicted in Figure 3 . The noise has been generated according to a uniform distribution, and most of the data points are contaminated. It should be stressed that this is a \distribution-free" experiment, in that we do not use our prior knowledge of the noise model to match VORCA to the noise characteristics, which is certainly a possibility (cf. Claim 2 in section IV); the VORCA can handle both short-tailed, and long-tailed, even inhomogeneous noise with equal ease. The noise-free test data of Figure 3 is also overlaid on subsequent plots. This is meant to help the reader judge ltering \quality", yet, again, \true" data should be taken with a grain of salt, for in practice we obviously do not have access to the true data, and, therefore, comparisons relative to the \true" data may be a bit misleading. Visual perception is arguably the ultimate \gold standard", and the reader is encouraged to attempt to trace edges in the observation data depicted in Figure 4 . Chances are that his/hers sketch will occasionally di er from the \true" data.
For this example, we take d n (y(n); x(n)) = jy(n)?x(n)j, 8n 2 f0; 1; ; N ? 1g, A = f0; ; 99g, and N = 512. The resulting optimal approximation (VORCA output sequence) for M = 5; 10; 15; 20; 25; 30; 40 is depicted in Figures 5, 6, 7, 8, 9, 10, 11 , respectively. The results are rather remarkable. Observe that strong edges in the data remain uniformly localized for a wide range of values of M. This is a desirable property. Figure 12 presents a plot of the resulting average per-letter approximation error (i.e., the fact that the uncorrupted edge data for this simulation experiment has signi cant plateaus commensurate with this choice. This behavior is typical in several of our experiments. This suggests that one might be able to pick the \best" M, by studying performance plots just like the one in Figure 12 . This possibility warrants further investigation. Two comparative simulation experiments are presented in Figures 10, 13, 14 , and Table II,  and Figures 10, 15, 16, and Table III , respectively. In these experiments, the output of VORCA for M = 30 is compared to a standard median with respect to a convex symmetric window, D, of length jDj; the median root with respect to D; and a morphological openclose lter with respect to a convex symmetric structural element, W, of length jWj. For each lter, the length parameter is individually adjusted to provide a common basis for a meaningful comparison. The conclusions for the closopen lter are very similar to the ones for the openclose lter; results for the former are thereby omitted. In the same spirit, and for the two experiments below, plots for the median lter are very close (and, in fact, slightly inferior) to those for the median root, and, therefore, the former are omitted.
The rst experiment is a comparison on the basis of the resulting average per-letter distortion, for a typical input (namely, that of Figure 4 ). For this comparison, the length parameter of each lter has been adjusted to preserve signals which are piecewise-constant of plateau (run) length 30, while maximally suppressing the noise. Results are presented in Figures 10, 13, 14 , and Table II. Observe that the VORCA is not only reliably picking up the signal edges while at the same time essentially eliminating the noise, it also beats the other lters in terms of distortion, and by a signi cant margin. This also results in visually superior performance.
The second experiment is a syntactic comparison for the same input. Filter length parameters have been adjusted to approximately equalize average per-letter distortion. Results are presented in Figures 10, 15, 16 , and Table III. Observe that the VORCA exhibits better signal edge localization while at the same time suppressing more noise than its competitors. This results in visually superior performance. Observe, in particular, the poor noise suppression capabilities of openclose, for this particular choice of jWj.
The drawback of VORCA relative to these lters is that, in general, it has higher complexity. However, this complexity is not prohibitive, and, given enough resources (as is more and more often the case in these days of exponential increases in hardware capability), we should opt for the best possible lter.
VI. Applications

A. Optimal Filtering
Nonlinear lter analysis and synthesis typically draws heavily on two important tools, namely, root signal structure, and output distribution for i.i.d. input statistics. A signal, s, is said to be a root, or xed point of an operator ( lter) f, if and only if f(s) = s, in which case we also say that s is invariant, or smooth under f. The collection of all signals which are invariant under f is variably called the root set, or, set of xed points, or, domain of invariance of f. We will adopt the latter convention, and denote this collection of signals by Inv(f), yet we will sometimes refer to elements of Inv(f) as roots of f.
For ideal linear lters, the domain of invariance is given by the set of all signals in the lter's passband. Unfortunately, the analogy stops here, for nonlinear lters do not obey the superposition principle. Nevertheless, root signal analysis is still useful, since it allows one to specify structural (i.e., syntactic) constraints on lter behavior. This kind of analysis is purely deterministic. Idempotent lters converge to a signal in their domain of invariance in just one step, for all input signals. Several useful lters are not idempotent. A prime example is the median lter. For nite-duration signals, the median, although not idempotent, always converges to some signal in its domain of invariance, and in a nite number of steps (passes). Similar results exist for other nonlinear lter classes of practical interest. The idea, then, becomes clear: given the syntactic properties of some desirable signal, which is embedded in noise, design a nonlinear lter, f, to extract this signal from a noisy observation by specifying the domain of invariance of f in such a way that Inv(f) agrees as much as possible with (ideally, equal to) S, the set of all signals which comply with the given set of syntactic properties of the desirable signal. If repeated applications of f converge, they must converge to a signal in Inv(f), and, therefore, one is always assured of obtaining a nal estimate which complies with the given set of desirable syntactic properties. Nevertheless, this estimate may be very far o from the true input signal; the hope is that if the noise level is low, and/or the noise is highly unstructured, then the resulting estimate will be reasonably close to the true signal. This approach obviously ignores signal and/or noise statistics; instead, it focuses solely on syntactic properties.
The output distribution for i.i.d. input statistics is often used as a \rule of thumb" for judging the noise attenuation capabilities of a particular nonlinear lter structure. This kind of (elementary) analysis is clearly inadequate in most cases of interest.
Several authors have studied generalizations of the median (rank-order, and stack lters) under a more appropriate blend of structural constraints and statistical hypotheses (e.g., 65], 66], 67]). In a very recent article 68], Yin considers a related design problem under a hard symbol runlength constraint, and a statistical model which assumes that the input is a constant plus additive i.i.d. noise 7 , and optimizes over the class of stack lters of a given length. However, we have shown (cf. Claim 2) that, given a rather general formulation of the problem of optimal runlength -constrained approximation (which includes, in particular, per-letter distance -based optimal ltering criteria, and the ML criterion), the optimal lter is not, in general, an increasing operator, and, therefore, the class of stack lters is suboptimal, for stack lters are increasing by de nition 59].
In a recent paper 69], Niedzwiecki and Sethares propose a novel nonlinear ltering approach based on the idea of using a set of competing forward and backward linear predictors and (possibly nonlinear) smoothers, along with a nonlinear combiner or decision rule. Their means are di erent 7 This simpli ed model amounts to optimizing lter behavior in regions where the signal is approximately constant, and relying on the structural constraints to control behavior at or close to discontinuities. This compromise is motivated by the need to circumvent analytical di culties. from ours, yet their aim is close in spirit to ours; interested readers should consult 69]. The work of Restrepo and Bovik 70] is another interesting reference. In their formulation, the set of all locally monotonic (lomo) signals of length N and lomo-degree plays the role of P N M in our formulation. Theirs is a wider class of admissible signals, which may, or may not be proper for a particular application. They provide an elegant mathematical framework in which they consider existence and uniqueness of solutions. However, the complexity of their algorithms is combinatorial in N. In contrast, the complexity of our algorithm is linear in N.
Let us now shift gears, and present a concrete example. Let fx(n)g N?1 n=0 be a nite-duration sequence of binary variables. This is our signal. Suppose that it is piecewise-constant of plateau It is easy to see that, in accordance with Claim 2, the ML principle leads in this case to the optimization given by (3), (4) . The optimal (ML) solution is given by the VORCA.
\Standard" approaches of smoothing the output data in this case, while hopefully remaining \close" to the true signal (i.e., preserving plateaus), include using a median, recursive median, n=0 using iterations of the median will result in a sequence satisfying constraint (4 n=0 , all three lters above result in a sequence of all 1's, which is clearly suboptimal. The same is true for the recursive median.
B. Edge Detection
As mentioned earlier, there exists an almost endless list of variational as well as ad hoc approaches to edge detection and image segmentation, and we certainly do not make any strong claims here. The reader is referred to Morel and Solimini 55] for an up-to-date exposition. However, we do want to point out that, in the context of edge detection, a minimum plateau (run) length constraint is more natural, robust, and e ective than a constraint on the number of edges. The latter requires one to come up with a good a priori estimate of the true number of edges in the data (i.e., the complexity of the data) before one can apply a dynamic programming algorithm with su ciently good results. If one overestimates the true number of edges in the data, one is likely to end up with many spurious and locally inconsistent noisy edges. On the other hand, the former method merely requires one to de ne what he or she considers to be the minimum acceptable plateau (run) length in the true data, i.e., where to \call it"; any structure below this prespeci ed threshold will be classi ed as noise, and eliminated.
C. Polygonalization of Shape Boundaries
As previously mentioned in section II, polygonalization of planar shape boundaries is a classic problem in the literature on shape representation and recognition, and for a good reason: it o ers an intuitive and practical means of obtaining compact shape descriptions which can capture \essential" shape structure, while eliminating unimportant details and/or noise artifacts. After all, there is ample evidence (e.g., the popular family game Pictionary (R) is one example that comes immediately to mind) that humans can e ectively communicate visual information by means of sketches or line drawings.
One can map the boundary of a shape in two-dimensional discrete space into a one-dimensional equivalent description, using a standard tool, namely the so-called turning sequence (which is related to chain coding). Roughly speaking, one starts from a conveniently chosen point on the curve (e.g., the lowest-rightmost point), and follows the curve (e.g., clockwise) while recording the slope of point-to-point transitions. Given the turning sequence, it is possible to reconstruct the original boundary, modulo a rotation and/or translation. Observe that straight line pieces of the boundary manifest themselves as plateaus in the turning sequence. We may therefore pose the problem of polygonal boundary approximation as a piecewise-constant sequence approximation problem in terms of the associated turning sequence. In e ect, this is a landmark-based approach, in that the nal polygonal approximation is formed by connecting points on the original shape boundary, selected according to an edge consistency criterion, i.e., the selected points are \ver-tices" in-between two boundary pieces of su cient ( M) length which can be well approximated by linear segments. This approach provides an alternative polygonalization method, based on a formal de nition of edge saliency, as opposed to previous landmark-based approaches, which were largely heuristic. This work is currently in progress, and results will be reported elsewhere.
VII. Conclusions and Further Research
Motivated in part by an observation related to some open problems in modern nonlinear ltering, we have posed and investigated a new formal optimization problem, namely, that of optimally approximating a sequence by a runlength-constrained sequence. We have demonstrated that a simple recasting of this latter problem leads to an e cient Viterbi-type optimal algorithmic solution.
We call the resulting input-output operator the Viterbi Optimal Runlength-Constrained Ap-proximation Filter. This lter is optimal by design, has reasonable complexity, and can be e ciently implemented in dedicated Viterbi hardware, as well as in general-purpose workstations. Its fundamental properties have been studied by adopting a nonlinear ltering viewpoint. In particular, we have shown that, under mild conditions, the VORCA is idempotent, and, without loss of optimality, can be designed to be self-dual. We have also demonstrated that it is not increasing, by means of a counter-example. This implies that the VORCA is not a morphological lter, and, therefore, any morphological lter provides a suboptimal solution to our optimization problem. This result is rather surprising, given our earlier results on the optimality of certain elementary morphological lters for some special cases of the problem at hand. The same suboptimality remark holds for all increasing nonlinear lters, including the median, the recursive median, rank-order, and stack lters.
A complete simulation experiment which corroborates our theoretical ndings has also been presented. The results are quite impressive. We have also highlighted some potential applications, including edge detection, and polygonalization of planar shape boundaries. The latter is of interest to us, and it warrants further investigation. Finally, we have hinted at possible extensions (e.g., piecewise-linear runlength-constrained approximation), and these are also of interest.
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