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ABSTRACT 
We study the regular matrices in the semigroup H, of Hall matrices (Boolean 
matrices with positive permanent). We study some necessary and sufficient conditions 
for a Hall matrix to be regular in H, in terms of idempotent matrices, adjoint 
matrices, and identifying permutation matrices. 
1. INTRODUCTION 
Let p = (0, 1) be the B oo can 1 algebra of order two with operations 
(+;):1+0=0+1=1+1=1~1=1&0+0=0*1=1~0=0~0 
= 0 and an order < : 0 < 1. Then under these Boolean operations, the set 
B, of all n X n matrices over p (Boolean matrices) and the set H,, of all 
n X n matrices over p with positive permanent (Hall matrices) form multi- 
plicative semigroups. There have been many researches on such semigroup 
properties as primeness, regularity, and indices in B, and H,. In this paper 
we study the regular matrices in the semigroup H,(s) (= {A E B,, ( per A > 
s}) for each positive integer s. 
DEFINITION 1.1. Let S be a multiplicative semigroup, and let A be an 
element of S. A is regular in S if AGA = A for some G E S (G is called a 
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generalized inverse of A). A is semiinvertible in S if AGA = A and GAG = G 
for some G E S (G is called a semiinverse of A). For a Boolean matrix 
A E B,,, the Boolean rank of A is the smallest integer r for which there exist 
n X r and r X n Boolean matrices B and C providing the factorization 
A = B . C. The Boolean rank of a zero matrix is 0, and if the Boolean rank of 
A E B, is n, then A is called a rank-n matrix. 
Throughout this paper, we will regard the regular elements of N,,(s) as a 
generalization of the invertible elements in the semigroup R, of n X n real 
matrices. With this point of view in mind, we derive some properties of the 
regular matrices of H,,(s) by examining the well-known properties of the 
invertible matrices in R,,. Al so in this paper we show that many properties 
that hold for the rank-n regular matrices of B,, also hold for the regular 
matrices of H,(s). 
DEFINITION 1.2. Let A E B, be an n X n Boolean matrix. Then for 
each pair of integers i and j, Ai * and A *j denote respectively the i th row 
and the jth column of A, and Aij denotes the (i, j) entry of A. As usual, A’ 
denotes the transpose of A. For A and R in B,, R < A if and only if 
Rij < Ai. for all i and j. If R < A, then R is called a spanning submatrix of 
A (we a so say that R is contained in A), and A - R denotes a Boolean i 
matrix such that (A - R)i. = 1 if and only if A, = 1 and Rij = 0. The 
permanent per A of A is t 1: e number of elements in S,, where S, = {P E 
S, ( P < A) and S, is the set of all n X n permutation matrices (S, also 
denotes the set of all permutations on { 1, . , n}). Finally, both 1 Al and a( A) 
denote the number of ones of A E B,L, and A is called a J-matrix and 
denoted by J,, if a( A) = n’. 
Consider the following commutative diagram: 
Here, N, denotes the monoid of n X n nonnegative matrices, R, denotes 
the monoid of n x n doubly stochastic matrices, and T,, denotes the monoid 
of n X n Boolean matrices with total support (Boolean matrices that can be 
expressed as a sum of permutation matrices). Finally L denotes the canonical 
inclusion map, and r denotes the support map that sends a nonnegative 
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matrix to a Boolean matrix in such a way that for each (Y E N,,, the (i, j> 
entry m( a>,] of rr(a) is 1 if and only if crij > 0 for each i and j. Since 
1 . 1 = 1 in P and the product of any two positive numbers is positive in the 
real number system, Z-((Y) = rTT( /3)r(Y) when (Y = PY. Therefore r is a 
semigroup homomorphism, and using this semigroup homomorphism r we 
can compare the regular elements of each semigroup in the diagram as 
follows. 
THEOREM 1.3. Let a be an element of N,, (respectively Cl,) and let A be 
T(a). Then 
(1) Zf a is rqqdar in N,, (respectively a,), then A is regular in B,, 
(respectively T,, ). 
(2) A is regular in B,, if and only if ( AtA“A’ )” (A” is Jn - A) is the 
largest generalized inverse of A in B,, 
(3) (Y E s1,, is regular in R,, if and only if cxcx $2 = cr. 
Proof. Refer to [2] for (1). Refer to Schein [9] for (2). Finally, refer to 
Robinson [8] for (3). W 
Consider the matrices 
and C = 
1 1 
[ 1 1 1 
Then Y is not regular in Nz, but C is regular in B,. So the converse of (1) in 
Theorem 1.3 does not hold. By (2) and Corollary 4.4 we can see that for 
A EH,,, A is regular in H,, iff ( AtAZAf)“ = P’APt for some P E S, iff 
( A’AcA’)c E H,. Consider the matrices 
1 0 0 1 1 0 0 0 
* 1 0 1 0 1 1 ^=I0 0 1 11’ L 0 0 10’ 10 1 0 11 y=o i 0 10 0 I 0 0 0 
Then A E H,, and A is regular in B, since AGA = A and GAG = G hold. 
But A is not regular in H,, by Theorem 4.3, since the first row A, * of A 
contains only one row of A even though 1 A, + 1 = 2. Therefore there is a Hall 
matrix A E H, of rank less than n such that A is regular in B, but not in 
H,. Note that for a rank-n Boolean matrix or a prime Boolean matrix 
A E B,, A is regular in B,, if and only if A is regular in H, (cf. [2]). 
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2. REGULAR MATRICES AND IDEMPOTENT MATRICES 
In this section we characterize the regularity of a Hall matrix A E H, in 
terms of idempotent matrices. Then for each positive integer s, we compare 
the regular matrices in H,(s) and T, with the regular matrices in H,. 
DEFINITION 2.1. For A E H,, A is called an idempotent matrix if 
AA = A. For any Boolean matrices A and l? in B,, we say A is (permuta- 
tionally) equivalent to B if B = PAQ f or some permutation matrices P and 
Q. Also, if B = PAPt for some permutation matrix P, then we say A is 
(permutationally) similar to B. 
LEMMA 2.2. Let A and G be Hall matrices such that AGA = A. Then for 
each P E S,, APA = A, and Pt E S,. 
Proof. For each P E S,, AGA = A means APA Q A and 1 APAl < 1 Al. 
Since AP contains a permutation matrix, I( AP) Al > 1 A( holds. Thus we have 
APA = A and PAPA = PA for any P E S, . Since PAPA = PA and (P - S,) . 
(P * S,> E P * S,, P - S, is a subsemigroup of the symmetric group S, (P . S, 
is {P * Q 1 Q E S,)). So P * S, is a group. Thus PQ = T for some Q E S,, 
and P ’ is in S,. 
THEOREM 2.3. Let A be an n X n Hall matrix. Then the following 
statements are all equivalent: 
(1) A is regular in H,. 
(2) A has a unique semiinverse in H,. 
(3) A is per-mutationally equivalent to an idempotent matrix. 
(4) A is regular in H,(s) if A E H,(s). 
Proof. (1) --) (2): Let S = {X E H, ( AXA = A}, and let G be the 
Boolean sum AXES X. Then AGA = A(C,,,X)A = C,,,(AXA) = A. 
Therefore G is the largest generalized inverse of A in H,. Since A(GAG) A 
= (AGA)GA = AGA = A, we obtain GAG ( G. Note that AGA = A and 
GAG < G imply IGI ( IAl and IAl < IGI respectively. Thus (Gl = (A( and 
GAG = G. Hence G is also the largest semiinverse of A in H,. Now 
consider any semiinverse H of A in H,. Since A(G + H)A = A and G is 
the largest generalized inverse of A, we obtain H < G. Since I Al = (Cl and 
HAH = H, we have JHI <IAl and IA1 6 IHI. Thus IAl = JHI = ICI and 
H = G. Therefore there exists a unique semiinverse of A in H,. 
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(2) + (3): By L emma 2.2, AGA = A implies APA = A for any P E So. 
So ( APA)P = AP and AP is an idempotent matrix of H,. Thus A is 
permutationally equivalent to an idempotent matrix. 
(3) + (4): Suppose (PAQXPAQ) = PAQ for some permutation matrices 
P and Q. Then A( = A, and A is regular in H,. Hence for the largest 
generalized inverse G of A in H,, AGA = A and GAG = G, and this means 
per A = per G. Thus A is regular in H,,(s) for any positive integer s less 
than or equal to per A. 
(4) + (1): Obvious because H,(l) = H,. W 
COROLLARY 2.4. Let A be an n x n Hall matrix with total support. Then 
th,e following statements are all equivalent: 
(1) A is regular in T,,. 
(2) A = (C,,.Q > * P for some subgroup H c S, and for some P E S,. 
(3) At is the unique semiinverse of A in T,. 
Proof. (1) -+ (2): Let A E T, be a regular matrix. Note that A E T,, 
means A = C, E s,Q. Hence if AA = A then S, . S, c S, and S, is a 
subgroup of S,. Hence A E T, is an idempotent matrix if and only if 
A = C, E KQ for some subgroup K of S,. If AGA = A, then APA = A and 
APAP = AP for any P E S,. Thus AP is an idempotent matrix for some 
P E S,. Then S, *P is a subgroup H of S,, and S, = H * Pt. So A = 
c,,.(QPt) = (&.Q > Pt for some subgroup H c S, and P E S,. 
(2) --f (3): Let A = (C,,.Q )P for some subgroup H 2 S, and for 
some P E S,. Then A’ = P?& E H Q, and we obtain AAtA = A and AtAAt 
= At, since Co E H Q -C,,,Q = C,,.Q. Thus At is a semiinverse of A. 
Now let I? be another semiinverse of A in T,. Then by Theorem 2.3, At is 
B, and this means A’ is the unique semiinverse of A. 
(3) --f (1): Obvious. n 
From Corollary 2.4 we conclude that if LY is regular in a,, then A 
[ = rr(a>] is regular in T, and AA’A = A. In fact, by (2) of Theorem 1.3 the 
semiinverse of rr( a> is r( CY “). But in general the semiinverse of A may not 
be At for a regular matrix A of H,,. 
3. REGULAR MATRICES AND ADJOINT MATRICES 
In this section we characterize the regular matrices of H,(s) in terms of 
their adjoint matrices. By Theorem 2.3, if A is regular in H,, then A is 
regular in H,(s). Therefore we will only consider the regularity in H,. 
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DEFINITION 3.1. Let A E B,, be an n X n Boolean matrix. Then A is 
fully indecomposable if A is not equivalent to a matrix of the form 
B, * 
[t 0 B2 .I, 
where the Bi’s are square matrices. A is partly decomposable if A is not fully 
indecomposable. For each pair of positive integers i and j, E,(i, j) denotes 
an n X n Boolean matrix whose (i, j> entry is the only nonzero entry. For 
A E B,, the adjoint matrix adj A of A is an n X n Boolean matrix whose 
(i, j> entry (adj Ali. is 1 if per A(j > 0, and 0 if per A(jli) = 0. Here 
A(j] i) denotes an (n - I)-by-( n - 1) Boolean matrix obtained from A by 
deleting its jth row and the ith column. 
LEMMA 3.2. Let A be an n X n Hall matrix. Then: 
(1) Zf A is an idempotent matrix, then adj A is A. 
(2) A is fully ’ de m composable if and only if adj A is J,,. 
(3) adj(PAQ) = Qt(adj A)P f for any P and Q in S,. 
(4) adj A is a regular matrix of H,,. 
Proof. (1): If A E H, is an idempotent matrix, then S, . S, = S, and 
S‘4 is a group. Thus there is an identity permutation matrix in A. Hence 
Aii = (adj Ajii = 1, and Aij = 1 implies (adj Alii = 1 for any i and j 
(i #j). Now suppose that (adj Ajij = 1 for some i and j (i f j). Then there 
is a permutation (T on (1,. . , n} such that u(j) = i and AtUct) = 1 if t #j. 
Consider cr(i) and a2(i) [ = cr(a(i))], and (T”‘(i) in general. Note that 
there is a smallest integer d (> 2) such that a”(i) = i and ad-‘(i) = j, 
since rr is a permutation. Also note that Ai,7,t(i, = 1 for any positive integer 
m < d, since Ai,.,- t(i) = 1 and A,.,- l(i)c,rl(i) = 1 and A is an idempotent 
matrix. Thus (adj Ajii = 1 if and only if Aii = 1. 
(2): It is well known that A E H,, is fully indecomposable if and only if 
A(iljI is a Hall matrix for each i and j (cf. [5]). 
(3): If P is in S,, then P can be expressed as a Boolean sum 
Cl= ,E,(i, a(i)> for some permutation u on the set (1, , n}. Now we claim 
that adj( PA) = (adj A)Pt. Choose any i and j from {l, , n}, and let 
a(i) = (Y and c(j) = P. Then ((adj A)P*)ij = <adj Alis and per A( /3 Ii) = 
per[(PA)(jli)]. Thus (adj(PA)>,, = ((adj A)P’),j and adj(PA) = (adj A)P”. 
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By the same method, we have adj( AQ) = Q’ adj A. Thus we conclude that 
adj(PAQ) = [adj(AQ)]P’ = Q’<adj A)P’. 
(4): If A is fully indecomposable, then adj A = J,L and adj A is regular in 
H,,. Now let A be partly decomposable. Then A is permutationally equiva- 
lent to a canonical form N of A. where 
Here, the B,‘s are the nonzero fully indecomposable components of A, and 
each block matrix B,, is a zero matrix if s > t. In addition we may assume 
that each B, contains an identity permutation matrix, since B,. is a Hall 
matrix. We now claim that adj N is in fact an idempotent matrix. Note that 
for any (i, j) entry of N located inside of any B,, per N(jli> is positive by (2). 
Hence if adj N is partitioned in the same way as N, then the diagonal blocks 
of adj N are J-matrices and adj N contains an identity permutation matrix. 
We now show that adj N has the transitive property, Suppose <adj N jij = 1 
and (adj N?j, = 1 (i < j < k). Now let the (j, j> entry of N be located in 
B,., and let the (cy + 1, (Y + 1) entry of N be the first entry of B, and the 
( p - 1, P - 1) entry of N be the last entry of B,. Since per N( jli> > 0 and 
perN(klj) > 0, th ere are permutations u and r in S, such that a(j) = i, 
7(k) = j, N,,c,l = 1 (x + j), and N,,,,, = 1 (X # k). Then, without loss 
of generality, we may assume that u = (i, , CT(,, CT,, , a,) and T = 
(r,, , T/,, T)]+,, , k) (q, = TV = j), where (T,, . , a, (TV,. , ~~~1 are 
the components of (T (7) that are greater than (Y and less than p. If 
oJ = rt>, then construct a permutation (i, , co, CT,, TV+ I, , k) by joining 
cr and r after deleting r,, , T(, from r. Thus we have (adj N jik = 1 in this 
case. Now let (T, f r6. If g, = a tf and T!, = (Y + g, then per B,(glf) is 
positive, since B, is fully indecomposable. Consider a permutation p = 
(i, . , g()~ (T1> PI>. ‘. > p,> rJ,> TJ,+J>. . > k), where Nrp~x~ = 1 (z + k), p(k) 
= i, and (a,, pl,. , P,, r),) is a permutation obtained from the condition 
per B,,(glf) > 0. Hence (adj N)i, = 1 in this case. Using similar arguments, 
we can show that (adj Njik = 1 for general i, j, and k. Thus adj N is an 
idempotent matrix, since it contains an identity permutation matrix and 
satisfies transitivity. Therefore we now conchlde that adj A is a regular matrix 
in H,,, since adj A is permutationally equivalent to an idempotent matrix 
adj N. n 
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THEOREM 3.3. For an n X n Hall matrix A E H,, the following state- 
ments are all equivalent: 
(1) A is regular in H,. 
(2) adj A is the unique semiinverse of A. 
(3) adj adj A = A. 
Proof. (1) --) (2): Let A be regular in H,. Then A is permutationally 
equivalent to an idempotent matrix D (= PAQ for some P and Q in S,) by 
Theorem 2.3. Note that adj D = D by Lemma 3.2. Hence A(adj A)A = 
(PtDQf)[Q(adj D)P](PtDQt) = PfDQt = A. Thus adj A is a generalized 
inverse of A. Note that ladj Al = 1 Al, since 1 Al = 1 DI = ladj D( = ladj Al. 
Thus adj A is the largest generalized inverse of A. Therefore adj A is the 
unique semiinverse of A by Theorem 2.3. 
(2) -+ (3): From the assumption, A is regular in H,. Now let D (= PAQ 
for some P and Q in S,) be an idempotent matrix. Then A = PtDQf and 
adj adj(PAQ) = adj[Qt(adj A)Pt] = P<adj adj A)Q by Lemma 3.2. Note that 
P<adj adj A)Q = D, since adj(PAQ) = D. Th erefore we obtain adj adj A = A. 
(3) + (1): A E H, implies adj A E H,, and adj A E H, implies adj adj A 
is a regular matrix in H, by Lemma 3.2(4). Thus if A = adj adj A, then A is 
regular in H,. n 
In the monoid M,(R) of all n X n matrices over the commutative ring 
R, A E M,(R) is invertible if and only if its determinant is invertible over R 
and the inverse of A is (det A1-l adj A, where adj A is the adjoint of A in 
the linear-algebra sense. Then there is an analog between the regularity in 
M,(R) and that of H,(s), as shown by the above Theorem 3 3. Note that 
A adj A contains an identity permutation matrix, since N adj N = 
PAQ[ Q’<adj A)Pt] = P( A adj A)Pt for a canonical form N ( = PAQ) of A. 
Also note that in the semigroup F, of fully indecomposable n X n Boolean 
matrices, Jn is the only regular matrix. 
4. REGULAR MATRICES AND IDENTIFYING 
PERMUTATION MATRICES 
In this section we characterize the regularity of a Hall matrix A E H,(s) 
in terms of its row (and column) sums and its identifying permutation 
matrices. We also give simple criteria for any Boolean matrix A to be regular 
in H, in terms of S,. 
REGULAR HALL MATRICES 159 
DEFINITION 4.1. For any Hall matrix A, a permutation matrix P in A is 
called an identifying permutation matrix of A if P, * < Aj * implies Ai * < Aj * 
for each i and j. Let B be a submatrix of A. We say a row of R of A passes 
B if there is an (i, j) entry place of A such that I? and B meet at that (i, j> 
entry place. 
LEMMA 4.2. Let A E H, be a Hall matrix such that each row Ai * of A 
contains exactly 1 Aj * ( many rows of A. Then: 
(1) A is a J-matrix if A is filly indecomposable. 
(2) A is regular in H,. 
Proof. (1): Ch oose a row Ai * whose row sum cr( Ai * > is the minimum 
among u( Ai * >‘s. Then by the assumption, there are 1 A, * 1 many rows of A 
that are contained in Ai,. So A can have a 1 A,, 1 X (n - IAj, 1) zero 
submatrix of A if A,, is not an all-one vector. Therefore each ith row Ai, 
must be an all-one vector, and A is a J-matrix, since A is a fully indecompos- 
able matrix. 
(2): If A is fully indecomposable, then A is Jn and A is regular in H, by 
(1). Now let A be partly decomposable, and let N (= PAQ for some P and 
Q in S,) be a canonical form of A, where 
N= 
Here, all the B,‘s are nonzero fully indecomposable components of A, and 
B,, is a zero matrix if s > t. By Theorem 2.3, we know A is regular in H, if 
A is permutationally equivalent to an idempotent matrix. We will show that 
this N is in fact an idempotent matrix by induction. For each positive integer 
k with k < A, let N(k) be 
ri’l:i::;], 
where b = A - k + 1. Note that each Bj of N is a Hall matrix, and each 
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N(k) satisfies the condition that each row R of N(k) contains exactly a(R) 
many rows passing N(k). Now we do induction on this k. First let k = 1. We 
know that B, in N(1) is a J-matrix by (1). Now let I( B,- l)i* 1 be the 
minimum value among l( B,_ l)r * 1’s [(B,- l)r * denotes the rth row of B,_ 1], 
and let R be (B,_ l>i * . If R does not contain (T(R) many rows of B, _ I, then 
N(l), il must contain at least one row of N(1) passing B,. Thus any entry of 
N(l), * located inside of B, _ 1 h must be one, and N(l), * must contain (T(R) 
many rows of B, _ 1, since N( I>i * contains (N(l), * 1 many rows of N(1). Thus 
B A-l is a J-matrix too by (1). Hence N(1) is an idempotent matrix, since 
B A-1.A is a zero matrix, or a J-matrix if there is a positive entry inside of 
B A- 1, A\’ By the induction hypothesis, we assume that A > 3 and N(k) is an 
idempotent matrix for any k < A - 2. Now let k = h - 1 and N(k) = N. 
Let R be the ith row of B, such that r(R) is the minimum value among 
I(B,),. 1’s. If R contains less than (T(R) many rows of B,, then N,, should 
contain more than (N, * ( - cr( R) many rows passing N(k - 1). Note that the 
number of nonzero entries in the Boolean sum of more than ( Nj * 1 - a(R) 
many rows of N(k - 1) is greater than 1 Ni * 1 - a(R), since N(k - 1) is a 
Hall matrix. Thus B, is a J-matrix, and every block Bib in N is a zero matrix 
or a J-matrix (if there is a positive entry inside of the block Blh), since the 
right-hand side of the row Ni * not contained in B, is the Boolean sum of 
I Ni * ) - a(R) many rows of N( k - 1). Thus if there is a positive (i, j> entry 
of N in the block Blh, then N,, contains a row S passing N(k - 1) such 
that jth entry of S is one. Note that there exists a row T of N passing B, 
such that T < S, since N(k - 1) has the transitivity property by the induc- 
tion hypothesis. Thus T < S < N,, and N also has the transitivity property. 
Hence N is an idempotent matrix, and A is regular in H,. 
THEOREM 4.3. Let A E H, be an n X n Hall matrix. Then the following 
statements are all equivalent: 
(1) A is regular in H,. 
(2) Each row Ai * contains exactly I Ai * 1 many rows of A. 
(3) A has an identifying permutation matrix. 
Proof. (1) + (2): If A is regular in H,, then by Theorem 2.3, A is 
permutationally equivalent to an idempotent matrix. Thus each row Ai, 
contains exactly 1 Ai * 1 many rows of A. 
(2) -+ (3): By Lemma 4.2, A is regular in H,, and N (= PAQ for some P 
and Q in S,) is an idempotent matrix in H,. Note that P”Q” is in A and an 
identifying permutation matrix of A, since the main diagonal of N is an 
identifying permutation matrix of N. 
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(3) --) (1): For each row Ai, of A, Ai, contains IAj, 1 many rows of P if 
there is an identifying permutation matrix P of A. Thus Ai * contain at least 
1 Ai * 1 many rows of A. Since A is a Hall matrix, Ix, t I Aj* 1 > [I( for each 
subset Z of 11, , n}, and this means Ai * contains exactly 1 Ai I ) many rows 
of A. Thus by Lemma 4.2, A is regular in H,. n 
Consider the following four 4 X 4 Hall matrices: 
Then by Theorem 3.3, A is not regular in H,, but B is. Also, by Theorem 
4.3, A is not regular, since A, I contains A, * only, even though 1 A, * 1 = 2, 
but B is regular, since the main diagonal of B is an identifying permutation 
matrix of B. If we interpret C E H,, as the incidence matrix of the subsets 
S,, . . . > S,, of (1, , n}, this incidence matrix C is regular if and only if C 
has a special kind of system of distinct representatives of the S,, . . , S,, (and 
there occurs an identifying permutation), by Theorem 4.3. The following 
corollary presents simple criteria for A to be regular in the semigroup of Hall 
matrices. The regularity of A in the semigroup H,, can be determined from 
S, as follows. 
COROLLARY 4.4. Let A he an n X n Hall matrix. Then the following 
statements are all equivalent: 
(1) A is regular in H,, 
(2) s, = {P E s,, 1 APIA = A). 
(3) S, c {P E S, 1 P’APt = adj A} 
(4) s, = (P E s,, 1 P is an identifying permutation matrix of A}. 
(5) For some P E S,, AP’A < A. 
(6) For Some P E S,, P, I < Aj* if and only if A, * < Aj* 
Proof. (1) -+ (2): From Theorem 2.3, AGA = A and GAG = G, where 
G is the largest semiinverse (generalized inverse) of A in H,. Then for any 
Pt E S,, we have APtA = A and P E S, by Lemma 2.2. Similarly, for any 
P E S, we have GPG = G and P’ E S,. Thus for any P we have P E S, iff 
Pf E s,. 
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(2) + (3): APtA = A means A is regular in H,. Let G be the unique 
semiinverse of A. Then for P E S,, PtAPt < GAG ( = G) and P’AP” is a 
semiinverse of A, because (PtAPt)A(PfAPt) = PtAPt and A(PtAPt)A = A. 
Thus by Theorem 3.3, adj A = PtAPt for any P E S,. 
(3) + (4): adj A 1s regular, and adj A is permutationally equivalent to an 
idempotent matrix by Theorem 2.3. Thus if PtAPf = adj A for any P E S,, 
then A is also permutationally equivalent to an idempotent matrix. Thus A is 
regular in H,, and its canonical form N in Lemma 3.2 becomes an 
idempotent matrix. Note that any permutation matrix contained in A is an 
identifying permutation matrix of A, since any permutation matrix of N is an 
identifying permutation matrix of N. 
(4) + (5): Since A has an identifying permutation, A is regular in H,. 
Therefore for any Q E Sadj A, AQA < A. Thus APtA < A for some P E S,. 
(5) -+ (6): Since 1 APtAl > I Al for any P E S,, AP’A 6 A implies A = 
APtA. Thus A is regular in H,, and any P E S, is an identifying permutation 
matrix of A. 
(6) + (I): Obvious. n 
The author would like to thank the referee for suggesting improvements in 
the original version of this paper. 
REFERENCES 
A. Berman and R. J. Plemmons, Nonnegative Matrices in the Mathematical 
Sciences, Academic, New York, 1979. 
H. H. Cho, Prime Boolean matrices and factorizations, Linear Algebra AppZ., to 
appear. 
K. H. Kim, Boolean Matrix Theory and Applications, Pure Appl. Math. 70, 
Marcel Dekker, New York, 1982. 
K. H. Kim and F. W. Roush, Inverses of Boolean matrices, Linear Algebra AppZ. 
22~247-262 (1978). 
M. Marcus and H. Mine, Disjoint pairs of sets and incidence matrices, Zllinois J. 
Math. 7:137-147 (1963). 
R. J. Plemmons, Generalized inverses of Boolean relation matrices, SIAM J. 
AppZ. Math. 20:426-433 (1971). 
P. S. S. N. V. Prasada Rao and K. P. S. Bhaskara Rao, On generalized inverses of 
Boolean matrices, Linear Algebra AppZ. 11:135-153 (1975). 
C. E. Robinson, Jr., Generalized inverses of substochastic matrices, Linear 
Algebra AppZ. 91:89-98 (1987). 
B. M. Schein, Regular elements of the semigroup of all binary relations, 
Semigroup Forum 13:95-102 (1976). 
REGULAR HALL MATRICES 163 
10 S. Schwarz, The semigroup of fully indecomposable relations and Hall relations, 
Cxhoslovak Math. J. 23:151-163 (1973). 
11 S. Schwarz, On the semigroup of binary relations on a finite set, Czechoslovak 
Math. /. 20:632-679 (1970). 
12 M. C. Thornton and D. W. Hardy, The intersection of the maximal regular 
subsemigroups of the semigroup of binary relations, Semigroup Forum 
29:343-349 (19841. 
Received 1 April 1992; final manuscript accepted 1 October 1992 
