A Forecasting Model to Predict the Demand of Roses in an Ecuadorian Small Business Under
Uncertain Scenarios by Herrera-Granda, Israel D. et al.
Metadata of the chapter that will be visualized in
SpringerLink
Book Title Machine Learning, Optimization, and Data Science
Series Title
Chapter Title A Forecasting Model to Predict the Demand of Roses in an Ecuadorian Small Business Under Uncertain
Scenarios
Copyright Year 2020
Copyright HolderName Springer Nature Switzerland AG
Corresponding Author Family Name Herrera-Granda
Particle





Organization Universitat Politècnica de València
Address Camino de Vera S/N 46022, València, Spain
Email ishergra@doctor.upv.es
ORCID http://orcid.org/0000-0002-4465-9419
Author Family Name Lorente-Leyva
Particle





Organization Universitat Politècnica de València
Address Camino de Vera S/N 46022, València, Spain
Email
Author Family Name Peluffo-Ordóñez
Particle





Organization Yachay Tech University
Address Hacienda San José, Urcuquí, Ecuador
Email







Organization Universitat Politècnica de València
Address Camino de Vera S/N 46022, València, Spain
Email
Abstract Ecuador is worldwide considered as one of the main natural flower producers and exporters –being roses
the most salient ones. Such a fact has naturally led the emergence of small and medium sized companies
devoted to the production of quality roses in the Ecuadorian highlands, which intrinsically entails resource
usage optimization. One of the first steps towards optimizing the use of resources is to forecast demand,
since it enables a fair perspective of the future, in such a manner that the in-advance raw materials supply
can be previewed against eventualities, resources usage can be properly planned, as well as the misuse can
be avoided. Within this approach, the problem of forecasting the supply of roses was solved into two
phases: the first phase consists of the macro-forecast of the total amount to be exported by the Ecuadorian
flower sector by the year 2020, using multi-layer neural networks. In the second phase, the monthly
demand for the main rose varieties offered by the study company was micro-forecasted by testing seven
models. In addition, a Bayesian network model is designed, which takes into consideration macroeconomic
aspects, the level of employability in Ecuador and weather-related aspects. This Bayesian network
provided satisfactory results without the need for a large amount of historical data and at a low-
computational cost.
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AQ1
Abstract. Ecuador is worldwide considered as one of the main natural flower pro-
ducers and exporters –being roses the most salient ones. Such a fact has naturally
led the emergence of small and medium sized companies devoted to the production
of quality roses in the Ecuadorian highlands, which intrinsically entails resource
usage optimization. One of the first steps towards optimizing the use of resources
is to forecast demand, since it enables a fair perspective of the future, in such a
manner that the in-advance raw materials supply can be previewed against even-
tualities, resources usage can be properly planned, as well as the misuse can be
avoided. Within this approach, the problem of forecasting the supply of roses was AQ2
solved into two phases: the first phase consists of the macro-forecast of the total
amount to be exported by the Ecuadorian flower sector by the year 2020, using
multi-layer neural networks. In the second phase, the monthly demand for the
main rose varieties offered by the study company was micro-forecasted by testing
seven models. In addition, a Bayesian network model is designed, which takes
into consideration macroeconomic aspects, the level of employability in Ecuador
and weather-related aspects. This Bayesian network provided satisfactory results
without the need for a large amount of historical data and at a low-computational
cost. AQ3
Keywords: Bayesian-Networks-based forecasting · Demand forecast ·
Floriculture sector · Neural-Networks-based forecasting
1 Introduction
The floriculture sector represents one of the main income sources for the Ecuadorian
agricultural sector [1]. In addition, given the geographic location and the goodness of
the climate and soil, provides among its star products the high quality Ecuadorian rose,
which is highly appreciated in countries like the United States, Russia, and countries of
the European Union. Therefore, these figure as one of the main non-oil export products
in the country, generating the creation of enterprises, employment and dynamization of
the economy -especially at the Ecuador northern area.
© Springer Nature Switzerland AG 2020
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Nonetheless, companies dedicated to growing and processing quality roses daily
face a wide variety of problems. Which in turn generate scenarios of uncertainty such
as difficulty in accessing bank credit, the constant growth of inflation, the appearance of
new local taxes and tariffs, the increase in the level of unemployment and the constant
rotation of personnel during seasons of low demand.
Within this topic, it is also important to mention the difficulty of access to water
resources, since the floriculture sector uses water in most of its processes and in the
irrigation of its crops, which has often caused problems with the inhabitants and village
communities who manage the irrigation canals on a community basis. Moreover, given
the scarcity of access to water resources and the variety of climates in times of drought,
and with the emergence of new enterprises also dedicated to this activity, the problem
of access to water resources increases, and affects negatively manufacturing costs.
Despite the fact that the northern zone of Ecuador has adequate conditions in terms
of soil and climate for the cultivation of high quality roses. It is important to mention that
the climate is highly variable with respect to other areas of Ecuador. Specifically, two
weather stations have been identified to be relatively-colder-temperature ones within
the months of January to May, and the second cold season in the months of September
to November, which are accompanied by increased rainfall. This variability in climate
requires the use of greenhouses that seek to keep the climate of the crops stable [2, 3].
Climate variability and droughts encourage the appearance of pests, which are treated
with pesticides. Within this aspect, it is also important to mention the negative impact
that flower production has on the properties of the soil, since when it is overexploited
it loses its chemical properties and it becomes necessary to use agricultural fertilizers,
which in turn increase production costs and are a risk to human health. Therefore, all
the above factors negatively affect the manufacturing costs and the quality of the final
product.
In addition, we must be take into account the uncertainty of demand in the interna-
tional target market comprising mainly the United States, Russia, and European Union
countries. To aggravate the scenario of uncertainty in the Ecuadorian floricultural sector
we can mention the variability in the international sales price, which constantly fluctuates
within a constant game between offer and demand.
In an optimistic scenario, all Ecuadorian rose production would be sold and exported
immediately after their production. Given the perishable nature of this product. However,
unexpected events may occur such as the emergence of new rose producing countries
or even pandemics or foreign trade restrictions on flower exports. It is important to note
that local consumption of roses is negligible compared to exports, which may be due to
the fact that international markets offer better prices for them [1].
Because of the above, there is a need to design a specific demand-forecasting model
for the rose sector that considers previously mentioned variables. In addition, this model
should be constantly updated to reduce uncertainty in flower production scenarios and
make better demand decisions that optimize the entire Agricultural Supply Chain (ASC)
and the appropriate use of water and soil for crops.
The rest of the manuscript is structured as follows: Sect. 2 shows a chronological
review of the work done on the forecast of agricultural products under uncertainty sce-
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shows the results obtained by applying 7 different forecasting methods and a Bayesian
network (BN) specially designed for the case study. Finally, the conclusions obtained
by applying the different forecasting models to the case study are discussed.
1.1 Bibliographic Review
Forecasting methodologies have had various applications within agricultural sciences,
for example, in [4] they developed a model to manage risks in cotton production, taking
into account climate uncertainty. Similarly [5] they address the problem of estimating
agricultural production costs under the effects of local climatic phenomena that are
highly variable such as the “El Niño” phenomenon.
The optimal allocation of land to crops has been the subject of studies, in [6] they
have developed a quantitative tool for making optimal decisions. However, for its correct
execution, this tool depends on an initial process to forecasting its variables, especially
the variable of climate in the crops.
In [7], forecasting tools are used for market analysis and final grain prices in Germany
and Poland. In the same year [8], developed a model based on Bayesian networks to
represent the irrigation needs of crop farms and their effects on water sources, thus it
represents a valuable tool for making future decisions on the optimal use of irrigation
water. Within this same in-focus [9] they address the uncertainty of the climate variable
and how its short-term forecast can improve climate control in closed and automatically
controlled environments.
Subsequently, [10] used forecasting tools and market analysis techniques to assess
the availability of feed for poultry and livestock in the United States. As well as analyzing
the effects of the income of emerging markets who start selling feed or their raw materials
in that country and its effect on costs in agricultural production. Finally, they presented
their results to the U.S. Congress with possible solutions to improve the outlook. In
the same year, [11] they analyze the economic impacts caused by climate change on
agriculture in the state of California in the United States, in which after considering
some variables on uncertain scenarios they finally give a possible short-term forecast
scenario.
In [12] they discusses the effect of combining a good climate forecast, simulation of
future crop yields, and the judgement of local farmers to reduce the uncertainty in the
future crop reality. The need to implement a model to make the decisions was eliminated
because the farmers were able to make them correctly.
With the above background, the need to develop a medium and short term fore-
cast model that is specific to the sector of quality rose production under scenarios of
uncertainty becomes apparent. In this context, the use of models based on Bayesian
networks, such as the one proposed by [13] seems to be appropriate. This model also
incorporates a process of training and heuristic optimization of its objective indicators.
Because of the application of this model, forecasts about the future state of a variable
are obtained, assuming a range of probability that the forecast is correct. This type of
forecast could benefit from data provided by climate agencies that constantly monitor
and forecast the climate, as is the case with the project Improving Predictions Of UK
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Subsequent work also addressed the problem of forecasting the market for agricul-
tural products, for example, [15] used hybrid methods between neural networks and
diffuse systems for this purpose, while in [16] analyzed and forecasted feed and milk
time series using three deterministic methods. In turn, [17] they predict the performance
of pastures by means of machine learning methods, whose historical series were obtained
through satellite images. On the other hand, [18] they forecast the energy demand of
greenhouses by means of non-linear forecasting methods.
Within this scenario of modelling production systems in an uncertain context, [19]
they analyses the impact of climate change on soybean and maize production. In [20]
used Bayesian networks to forecast the yield of palm oil crops. Also [21] they use
Bayesian networks to forecast relative humidity in cultivated coffee.
In 2019, we can cite the work of [22] who analyses the cereal production sector in
Egypt and makes long-term forecasts of cereal production using deterministic methods.
On the other hand, [23] they carry out experiments to measure the response of wheat
farmers to inaccurate forecasts.
On the other hand, [24] they forecast prices and yields of cereal crops in Tanzania
using stochastic and multi-variable methods. In [25] they use stochastic forecasting
methods and Bayesian procedures to forecast pesticide concentrations in the crop soil
in real time. Using a similar approach, [26] they model a Bayesian network that allows
estimate the risks in the agricultural supply chain.
Within this context of uncertainty, it is important to cite the work of [27] who deter-
mine and evaluated the factors of uncertainty that affect the performance of an agricul-
tural enterprise. That is, for production: agro-technical requirements, scientific results,
sustainability of soil fertility; for trade: forecasting and scenario analysis and modeling;
for the financial area: monitoring financial conditions and reserves to compensate for
fluctuating market conditions.
As for forecasting methods, there are several classifications, but the one proposed by
[28] is interesting, since it establishes two main forecasting methods: deterministic mod-
els are those in which a historical series and its future behavior can be adequately modeled
through mathematical expression, without influencing these methods of unknown fac-
tors. On the other hand, there are probabilistic or stochastic models in which the future
values of a time series only can be expressed as a probability of being correct.
Within this classification, we have included an additional section for hybrid predic-
tion models, which would include those models that use both deterministic and proba-
bilistic or stochastic models, as is the case in the field of machine learning. Note that
both of the above models could be classified as quantitative. However, we could also
add forecasting models that consider qualitative variables such as criteria, observation
or empiricism [29].
After reviewing the literature, a lack of specific works for the floricultural sector
can be noted. Therefore, within the present proposal a Bayesian (BN) network will be
designed that is capable of capturing the most relevant aspects of the problems faced by
the floricultural companies in Ecuador, which were described in the introduction section.
In addition, the performance of the BN will be compared with other forecasting methods
found in the literature, in which methods from the field of machine learning (ML) are also
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in the demand for roses involve stochastic processes that generate scenarios of future
demand uncertainty. Therefore, the present proposed model for forecasting could be
classified as a Stochastic Method. However, the proposed BN model is also tested against
several deterministic and even hybrid models from the ML field such as neural networks.
This proposal provides a model to forecast the demand of the Ecuadorian floricul-
tural sector, which has gone through a rigorous validation process and can be properly
implemented in small and medium sized floricultural enterprises at a low computer cost.
Indeed, one can expect that if a good forecast is available initially, uncertainty in the
future demand for products would be reduced, which would translate into producers who
would be supplied in advance and in the right quantities. An adequate allocation of fields
for the crop in which the soil is not overexploited and the desired rotation in the use of the
crops are feasible, and working personnel could be planned, avoiding frequent dismissals
and hiring in seasons of high demand, i.e., stabilization of personnel. The effect of a
good demand forecast on the other components of the supply chain is also beneficial,
as suppliers and their suppliers could be adequately supplied and take advantage of
economies of scale. Likewise, distributors could plan the use of their facilities and could
even start offering their products in foreign markets by obtaining better negotiations in
terms of prices of the final product and taking advantage of foreign trade facilities in
terms of the use of Incoterms, or lower cost modes and form of transportation.
Additionally, it is important to mention that although this study uses the forecasting
model for Bayesian networks proposed by Scott et al. [13]. That work in its conclusions
section promotes future research on a procedure to determine if certain predictors should
be included in the model, and requests a research on a methodology to standardize the
predictors included in the BN model.
Case Study. The study company is located in the north of Ecuador, specifically in the
Pedro Moncayo village; this company consists of a small business dedicated to the
production of high quality roses both natural and artificially dyed which are marketed
mostly abroad. One of its main objectives is to optimize the management of the post-
harvest process through a forecast of future demand, thus balancing its installed supply
with his demand.
Currently, the rose market has experienced a wide growth, so there is a significant
unsatisfied demand that the company could aim to meet through an accurate forecast.
The external variables (predictors) to be considered in this case are included in two
large groups, financial and technical variables.
The financial variables: access to financing, inflation, finance and taxes, unemploy-
ment, high market competition, the selling price of the final product, and international
demand.
Technical variables: access to water resources and droughts, climate variability,
storms and pests, wear and tear on soil properties
2 Materials and Methods
This section describes the forecasting process for the case study, which has been divided
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monthly demand in tons for exported roses from Ecuador to all markets since the year
1990 to 2019. With this data, we forecasted the monthly demand for the year 2020, the
idea of this first forecast is to have a general idea of the market for Ecuadorian roses.
Which can help the company to determine the top percentage it can enter in the national
market with its products, so that it can balance its offer with his demand, at a strategic
level. According to the indicator Root of Medium Square Error (RMSE), the Multilayer
perceptron (MLP) Neural Network method was the one that provided the best results.
In the second phase or micro-forecast, the quantities demanded of the four main
varieties of roses offered by the study company are estimated. To do this, we used order
data in monthly units from January 2016 to December 2019, in order to forecast the
monthly units demanded for the months of 2020.
2.1 Phase 1: Macro-Forecast of Tons of Ecuadorian Roses to Be Exported
In this phase, we forecasted the tons to be exported from Ecuador to the various markets of
the world through for the 12 months of the year 2020 using MLP. The historical database
was obtained from the Ecuadorian Rose Growers Association (EXPOFLORES) [1], thus
consolidating a database of tons exported from 1990 to 2019. This macro-forecast will
serve as a reference framework for knowing the global rose market in which the study
company can participate.
2.2 Phase 2: Micro-Forecast of Rose Varieties Offered
In this phase, six forecast models were tested using the RMSE: {HoltWinters (hw), Auto
arima (Arima), Exponential smoothing with 2 different optimization criteria (ets1, ets2),
Linear regression (tslm), Neural Network (nnetar), Multi Layer Perceptron (MLP)}. Note
that the first five models can be classified as deterministic, while nnetar and MLP use
neural networks, therefore, they could be considered as hybrid and ML models. The
results of the micro-forecast phase are discussed in the results phase.
To complete this second phase, a stochastic model of the Bayesian network (BN)
was designed. It considers the historical series for the year 2019 but also considers the
macroeconomic aspects and level of employability in Ecuador as well as its climate-
related aspects.
Design of a Bayesian Network (BN) for the Micro-Forecast of the Demand. In order
to create a forecast model based on Bayesian networks (BN) which is more accurate
for the study company also it can consider more than the historical monthly demand
Dhist . In addition, it needs to consider other monthly variables that reflect the problems
of the Ecuadorian rose market, then we have designed a Bayesian network model (BN)
implemented through the package of R bsts [13], which allows us to include additional
variables (predictors) to the historical series provided by the company. In this BN model,
we used a Markov Chain-Monte Carlo (MCMC) sampling algorithm to simulate the
posterior distribution, which smoothed the predictions over a large number of potential
models using the average of the Bayesian model [13]. Below in Fig. 1, the architecture
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Fig. 1. BN architecture
The Climate Variability (Dc) represents quantitatively the percentage deviation from
the average in the climate of the Ecuadorian mountain range. In which there are two
markedly colder seasons within the months of January to May and the second cold
season in the months of September to November and consequently in those months there
was an increase of rainfalls and pests, which in turn, cause the need to use greenhouses.
The ideal temperature for a rose to develop and produce normally in a greenhouse is
between 18 and 21 °C [30]. Therefore, in the variable Dc the variation in temperature
within the glasshouse is represented with respect to the average or ideal temperature,
which should be within the aforementioned range, taking into account in this function
that the minimum environmental temperature is 7 °C and the maximum is 21 °C [31].
The environmental temperature in the Ecuadorian sierra tends to be colder than inside
the greenhouse, that is why in the case of this variable its decrease affects directly
proportional in the model, that is to say its decrease affects negatively the crops [2, 3].
The variable Employment deviation in Ecuador (De) quantitatively represents the
percentage deviation from the average in the gross employment positions available in
Ecuador. Therefore, its increase positively affects the result of the model [32].
The Index of Economic Activity (IDEAC) describes the country’s economic reality
in terms of the amount of production, so its increase has a positive effect on the model’s
results [33]. The IDEAC measures the percentage deviations in its values with respect
to its average. Therefore, it is not necessary to normalize this variable.
Likewise, the variable Deviation of the Ecuadorian rose sector’s Gross Domestic
Product (DPIBr) measures the percentage deviation from the average contributed by
the rose sector to Ecuador’s gross domestic product, its increase positively affecting the
model [1].
The inflation rate variable (DTi) reflects the increase in the prices of goods and
services in Ecuador; therefore, its increase negatively affects the results of the model
[33].
Process for Normalization of Predictors for the BN. The aforementioned BN were
used to forecast the monthly production quantities of the different rose varieties for the
year 2020. In addition, it is important to mention that the scales used in each of these
variables directly affect the outcome of the model, which is why for the present case all
the predictors have been normalized to keep amplitude at the same scale of a fractional
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However, there are also variables that indirectly affect the model proportionally, so
fractional values between 0 and −100 are included. That is, if a predictor increases in
magnitude it similarly affected to the estimation of the predicted quantity in the BN,
and in another case, it is said to be inversely proportional. For this reason, the inverse
proportional variables affect the BN model in the opposite way and we decided to change























Fig. 2. BN normalized predictors
The formula used to normalize predictor values is described below. If x is a variable
to be used as a predictor, then xi will be its observations taken m times corresponding to






∗ 100, ∀ i = 1, 2, . . . m (1)
3 Results
This section shows the results of the application of the forecasting models cited in the
previous section, divided into two phases: the first corresponds to the macro-forecast of
the demand for the entire Ecuadorian rose market for the year 2020 in tons. While the
second phase corresponds to the micro-forecast of the four varieties of roses offered by
the study company.
3.1 Results of the Macro-Forecast (Phase 1)
From the historical data of monthly orders of roses in tons from 1990 to 2019. We want to
forecast the demand for the year 2020. For this purpose, a neuronal network type MLP has
been used through Rstudio’s NNFOR package, since the latter has demonstrated in many
similar cases its efficiency at a low computational cost, capturing trends, seasonality, and
other shorter patterns within the demand by means of its Iterative Neural Filter (INF))
[34, 35]. In this case, it was possible to reach the optimal configuration of the network
using the pyramid rule and the optimal forecast result was reached in the third iteration
of the re-training process.
The best result, specifically an RMSE of 1.364 was obtained with a manual parameter
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layers: (22, 18, 15) and 40 repetitions and an automatic selection of frequency delays.
After several experiments, we noted that the retraining processes do not substantially
improve the MSE of the MLP model. However, the computational cost is high for each
retraining, so the following shows the result of the optimal MLP network and the forecast
of rose exports for the year 2020. As shown in Fig. 3.
Fig. 3. Macro-forecast with MLP
3.2 Forecast of the Demand for the Different Varieties of Roses (Phase 2)
The above macro-forecast gave us a global picture of the rose market in 2020. Now we
will work on forecasting the demand for roses for 2020 for each of the varieties of roses
offered by the case study company. To do this, we used the historical monthly demands
of the last three years for the four varieties of roses offered by the company, and then
define a production plan to balance offer with demand in the company. The varieties of
roses offered are FREEDOM, MONDIAL, PINK FLOYD and EXPLORER.
By means of the TSstudio package of the statistical language R, the NNFOR pack-
age, and the MSE indicator. It was possible to test simultaneously 7 forecast models:
HoltWinters stats package (hw). Auto arima forecast package with autoregressive mov-
ing average model (Arima) [34]. Exponential smoothing state space model with error,
trend and Seasonal, and 2 different optimization criteria (ets1, ets2). Neural Network
time series forecast package(nnetar). Linear regression forecasting model using the tslm
function (tslm). And Multi Layer Perceptron (MLP) without enhancement process, with
only 1 hidden layer and without automatic delay selection [35]. A summary of the results
obtained with the above-mentioned forecasting methods are shown in Fig. 4.
Forecasting Results with the BN Designed for the Case Study. A detail of the cumu-
lative absolute errors (CAE) for each variable of each of the predictors and all of them
together is shown in the left section of Fig. 5. It is possible to note that in all cases the
CAE decreases by applying all the predictors simultaneously in comparison with incor-
porating these predictors individually. In this work, a code was developed that allows
to include one by one of the predictors and finally, through the command compare.bsts
[13], all the models have been graphed simultaneously. In addition, in the right section
of the figure, the historical series and its forecast for the year 2020 have been included in
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Fig. 5. Forecast of the demand with BN for the varieties of roses offered.
It is important to mention that in the BN forecast for the four varieties of roses offered
by the company. We used as a measure of the BN error, the standard deviation of the one
step forward errors in the prediction (Pre-diction.sd) for the training data. Although this
indicator works in a similar way to the RMSE it is not comparable with the latter since
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This paper proposes a model for forecasting the demand of quality Ecuadorian roses
based on Bayesian networks. Which considers five exogenous variables called predic-
tors, which include percentage deviations from climate, employment, and other macroe-
conomic variables such as IDEAC, inflation and gross domestic product of the rose
sector. These predictors influence positively or negatively on the results of the forecast,
so it is important to establish a standardization process that detects in equal conditions
the variations of each predictor in the analyzed time interval, so that finally these pat-
terns can be projected into the future. The present work is an easy implementation with
low cost for the small agricultural companies and that could be constantly refined. The
aspect of the incorporation of new predictors is of importance for agricultural technical
professionals that could suggest new agricultural variables to incorporate and even to
incorporate quantitatively their technical judgment.
The design of the mentioned BN with the five predictors and the historical series of
monthly data of the last four years showed acceptable values in the Standard Deviation
of the Errors of a step forward in the prediction (Pre-diction.sd). However, it was not
possible to compare this indicator against other forecasting methods reviewed in the
literature. Since due to the Bayesian nature of the BN its error indicators are measured
within probability intervals and also because its scales differ by the amount of MCMC
iterations (burn) used in the BN. Specifically in traditional forecasting models indicators
such as MSE, RMSE, MAPE, among others are used. While in the BN the CAE is used
measuring the error in each iteration, and on average in the BN 200 to 500 iterations are
used in the experiments carried out, taking advantage of the computational performance
of the MCMC algorithm. For this reason, although the RMSE indicator and the CAE
used in the BN measure the difference between the estimation model with respect to the
historical data series, in the second indicator the error is measured many more times,
which is why it would be incorrect to compare the RMSE and CAE values.
For the above reason it is recommended as future work to create new error indicators
in the forecast model to allow a comparison between deterministic forecasting methods
and stochastic models such as BN.
In the present work, only historical data and predictors corresponding to the months
from January 2016 to December 2019 are used. However, in future works, we are aimed
to include in the BN model a new variable that reflects the global risk of pandemics that
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COVID-19 pandemic, which has not been considered in the present work and which, if
it had been considered, would substantially improve the forecast for the 2020 year.
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A link has been included to access the historical series and the standardized predictors
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