In this paper, we prove that the group Z 
L. Babai and P. Frankl began to investigate arbitrary CI-groups, see [3, 4, 5] . They found several necessary conditions for a group to be a CI-group and asked for a complete classiÿcation of CI-groups. During last few years this problem was intensively studied by L. Nowitz, C.H. Li, M. Conder, S. Praeger, M.Y. Xu, J.X. Meng and P. PÃ alfy. We refer the reader to the survey [12] for details. An updated list of candidates for CI-groups was published in [14] . Each group contained in this list is isomorphic to a direct product of two groups U and V of co-prime orders such that U is a product of elementary abelian groups of odd order and V belongs to a very restricted list of known groups. However, the complete classiÿcation of CI-groups is still far from being ÿnished, since we do not know which groups of the above type are really CI-groups. In particular, we do not know which elementary abelian groups are CI and which are not. More precisely, we know only the following facts: Z n p is a CI-group for arbitrary prime p and n64 [9, 6, 10] ; Z n 2 is a CI-group if and only if n65 [13, 16] . The goal of this paper is to show that Z n p is not a CI-group if n¿2p − 1 + ( 2p−1 p ).
Basic tools

Notation and deÿnitions
Let n be a natural number. We write [n] for the set {1; 2; : : : ; n}. If X is a set then ( X k ) denotes the set of all k-element subsets of X . If S is a set of vectors of a vector space V , then the linear span of S will be denoted as S .
Let H be an arbitrary ÿnite multiplicatively written group with identity e. For arbitrary S ⊆ H we set Cay(H; S) := {(x; y) ∈ H × H | xy −1 ∈ S}. In what follows, we identify the Cayley digraph over H generated by a connection set S with the binary relation Cay(H; S). If f ∈ Sym(H ), then Cay(H; S) f := {(x f ; y f ) | (x; y) ∈ Cay(H; S)}. We write Cay(H; S) ∼ = Cay(H; T ) if there exists a permutation f ∈ Sym(H ) such that Cay(H; S) f = Cay(H; T ), that is the digraphs Cay(H; S), Cay(H; T ) are isomorphic as usual digraphs. An isomorphism f is called normalized if e f = e. If T and S are conjugate by an element g ∈ Aut(H ), that is T g = S, then we write Cay(H; S) ∼ =Cay Cay(H; T ) and say that they are Cayley isomorphic.
The automorphism group Aut(Cay(H; S)) of a Cayley digraph Cay(H; S) consists of all permutations f ∈ Sym(H ) which satisfy Cay(H; S) f = Cay(H; S). The group Aut(Cay(H; S)) always contains a regular subgroup H R isomorphic to H which consists of the right shifts h R ; h ∈ H the action of which on H is determined as follows: 
Schur rings
As before, H denotes an arbitrary ÿnite multiplicatively written group with identity e. The group algebra Q[H ] consists of all formal sums h∈H h h, h ∈ Q which are multiplied according to the following rule:
The Schur-Hadamard product in Q[H ] is deÿned as follows:
For each m ∈ Z and x = h∈H x h h we set x (m) := h∈H x h h m . For a nonempty subset T ⊆ H we set T := t∈T t. Following [19] elements of this form will be called simple quantities. If T = {t}, then we shall use t instead of {t}. A simple quantity T (a subset
, then (x; y; h) denotes the coe cient of h ∈ H in the product xy. If X and Y are subsets of H , then we shall write (X; Y; h) for (X ; Y ; h). In this case we always have that
It is a trivial observation that (X; Y; h)6 min(|X |; |Y |).
A subalgebra A of the group algebra Q[H ] is called a Schur ring, for short an S-ring, if it satisÿes the following axioms: (S1) A has a basis of simple quantities T 0 ; : : : ; T d , where T 0 = {e}, (S2) T i ∩ T j = ∅ for i = j, and d j=0 T j = H , (S3) For each i ∈ {0; 1; : : : ; d} there exists i ∈ {0; 1; : : : ; d}, such that
By (S1) and (S2), the basis T 0 ; : : : ; T d is unique and it is called the standard basis of A. The sets T i , 06i6d, are called the basic sets of A and the notation A = T 0 ; : : : ; T d will be used if A is an S-ring over H the basic sets of which are T 0 ; : : : ; T d . We also write Bsets(A) for the set {T 0 ; : : : ; T d }.
If we are given a partition {T 0 = {e}; : : : ; T d } of H which satisÿes (S3), then T 0 ; : : : ; T d will be an S-ring over H if and only if it satisÿes the following condition.
(S4) For each triple i; j; k the number (T i ; T j ; t) does not depend on a choice of t ∈ T k . The group algebra Q[H ] contains two trivial S-rings: e; H \{e} and Q[H ]. A subset (subgroup) X ⊆ H is called an A-subset (A-subgroup) if X ∈ A. It follows directly from the deÿnition of S-ring that a subset X ⊆ H is an A-subset if and only if it is a union of basic sets of A. Therefore, the set of A-subsets is closed under set-theoretical operations.
The following characterization of Schur rings is folklore (see [15] for details): This theorem implies that the intersection of two S-rings over H is an S-ring over H . Given a set x 1 ; : : : ; x k ∈ Q[H ], we deÿne x 1 ; : : : ; x k as the smallest S-ring which contains the elements x 1 ; : : : ; x k .
The following operation is a useful tool in computing x 1 ; : : : ; x k . Let q ∈ Q be an arbitrary number. Deÿne the mapping I q :
by the following formula:
The following statement is known as Schur-Wielandt principle.
Proposition 1 (Wielandt [19] ; Proposition 22:1). If A is an S-ring over a group H , then I q (x) ∈ A for each x ∈ A and q ∈ Q.
A (left) stabilizer Stab(R) of a subset R ⊆ H is deÿned as a set of all elements h ∈ H which satisfy hR = R. Another characterization of Stab(R) follows from (1):
Clearly, Stab(R) is a subgroup of H .
Proposition 2 (Wielandt [19] ; Proposition 23:5). If R is an A-subset of an S-ring A,
If H is abelian then we have the following:
Proposition 3 (Wielandt [18] ; Proposition 23:9). Let A be an S-ring over an abelian group H written additively. If T ⊂ H is a basic set of A, then (m)T := {mt | t ∈ T } is a basic set of A for each m ∈ Z relatively prime to |H |.
We ÿnish this subsection with an example of computation S for a given S ⊆ H . 
S-rings and Cayley digraphs
Given a Cayley digraph Cay(H; S); S ⊆ H , we can associate the S-ring S generated by its connection set. It turns out that there exists a deep connection between the properties of Cay(H; S) and S . To explain this connection in details, we need to deÿne the automorphism group Aut(A) of an S-ring A = T 0 ; : : : ; T r :
Obviously H R 6Aut(A). Since S is always a union of some basic sets of S , Aut( S )6Aut(Cay(H; S)). If B ⊆ A are two S-rings over the group H , then Aut(B) ¿Aut(A).
Let G be an arbitrary group such that H R 6G6Sym(H ) and let T 0 = {e}; : : : ; T d be the set of all G e -orbits. The vector space spanned by the simple quantities T 0 ; : : : ; T d is called the transitivity module of G and is denoted by S(H; G e ) [18] . It follows from [19, Theorem 24.7 ] that G6Aut(S(H; G e )).
The following result was proved by Schur [17] . Remark. Not every S-ring is the transitivity module of some permutation group. We refer the reader to [8] where this subject is discussed in more details. The statement below is a particular case of Lemma 8.1 from [18] . To make the text self-contained we give here a proof.
Proof. Denote by T 0 = {e}; : : : ; T d the orbits of G e where G := Aut(Cay(H; S)). It follows from the deÿnition of G that S is a G e -invariant subset of H . Hence S is a union of some T i 's which implies that S ∈ S(H; G e ). Since S(H; G e ) is an S-ring, S ⊆ S(H; G e ). Therefore
If we apply this result to Example 2.2 we obtain
where D 8 is the dihedral group of order 16. The statement below gives a su cient condition for a subset to be a non-CI-subset. Then S is a non-CI-subset.
Proof. Assume the contrary, that is S is a CI-subset. Since Cay(H; S f ) = Cay(H; S) After such a tuple is found we have to construct a subset S which satisÿes the conditions of Proposition 4.
Construction of a non-CI tuple
Let V and W be two vector spaces over the prime ÿeld Z p . In order to build an example of a non-CI tuple, we need a special class of functions which was introduced by A. Munemasa in [11] .
Let N (V; W ) be a set of functions H : V → 2 W which satisfy the following conditions [11] :
It is easy to see that (N (V; W ); ⊆ ) is a lattice with the least element 0(v) := {0} and the greatest one W(v) := W . The lattice operations are given by the following equalities: 
Proposition 5. A H is a Schur ring over the group V ⊕ W .
Thus (S3) is satisÿed. To ÿnish the proof we have to show that (S4) holds for P.
Pick an arbitrary triple S; R; T ∈ P. If (S; R; t) = 0 for each t ∈ T , then we are done. So we may assume that (v 1 ; w 1 ) + (v 2 ; w 2 ) = (v 3 ; w 3 ) for some (v 1 ; w 1 ) ∈ S; (v 2 ; w 2 ) ∈ R; 
Proof. It follows from the assumption that there exists a linear operator
Denote by E : V → V ⊕ W and P : V ⊕ W → W the natural embedding and projection, respectively. Then we have the following:
where I V ⊕W denotes the identity operator of V ⊕ W . Thus, the linear transformation
Let now n := dim(V )¿p and let e i ; i ∈ [n] be an arbitrary basis of V . Denote by W the vector subspace of the symmetric algebra S(V ) of V spanned by all tensors of the form e i1 ⊗ · · · ⊗ e ip ; 16i 1 ¡ · · · ¡i p 6n. To simplify the notation, we write e A for e i1 ⊗ · · · ⊗ e ip where A = {i 1 ; : : : ; i p }. Similarly, if u = (u 1 ; : : : ; u n ) ∈ V , then we set u A := a∈A u a (u ∅ := 0). Thus W = e A | A ∈ (
[n] p ) and dim(W ) = ( n p ). We deÿne a diagonal scalar product on W by setting [e A ; e B ] = A;B where is the Kronecker's delta.
For each x ∈ W and A ∈ ( 
Theorem 3.1. Let H be the function deÿned by (3). Then
(1) For each u ∈ V it holds that
(2) H satisÿes the conditions H1-H4.
Proof. 1. Since H(u) is spanned by the elements w B (u) with B ⊂ [n]
; 0 ¡ |B|¡p, it is su cient to show that w B (u) belongs to the right-hand side of (4) for each B ⊂ [n]; 0 ¡ |B| ¡ p. Fix u ∈ V and arbitrary B ⊂ [n]; 0¡|B|¡p and consider the sum
By the deÿnition of w X (u) we obtain
|A\B|u A\B e A = − |B|w B (u):
, as desired.
Let H(u); u ∈ V be a (
[n]
Since the entries of H(u) are linear functions of u, the following properties are obvious.
Hence H satisÿes conditions H1-H4.
The important case is when the matrix H(u) deÿned above is a square matrix, that is n = 2p − 1 (see the next section). We give the example of the matrix H(u) in the case of p = 2; n = 3: [n]
2. As in the previous part, (e i + e j ) A\B = 0 if (A\B) ⊂ {i; j}. Therefore, w B (e i + e j ) = 0 if {i; j} ⊂ B. If |B ∩ {i; j}| = 1, then w B (e i + e j ) = e B∪{i;j} . In the remaining case |B ∩ {i; j}| = 0, we obtain that w B (e i + e j ) = e B∪{i} + e B∪{j} .
3. It follows from part 2 that
Then [x; e C∪{i} ] = C and [x; e C∪{j} ] = C .
In what follows, we set e := e 1 + · · · + e n and :
We deÿne the function : V → W as follows:
(v 1 ; : : : ; v n ) =
where v A := a∈A v a .
Proposition 9. ∈ Hom H (V; W ).
Proof. Consider the di erence (u + v) − (v) − (u). It is equal to
Proposition 10. Let be a function deÿned by (6) and let
In particular, the ordered tuple
Proof. It is easy to see that (e i ; H(e i ))˜ = (e i ; H(e i )) and (e; H(e))˜ = (e; + H(e)) where :
p )} e A . If p¿2, then the equality (e i + e j ; H(e i + e j ))˜ = (e i + e j ; H(e i + e j )) follows directly from (e i + e j ) = 0. If p = 2, then (e i + e j ; H(e i + e j ))˜ = (e i + e j ; H(e i + e j )) follows from (e i + e j ) ∈ H(e i + e j ). Thus (e i + e j ; H(e i + e j ))˜ = (e i + e j ; H(e i + e j )) for each prime p.
Assume the contrary. Then by Proposition 7 there exists a linear map : V → W such that (v) − (v) ∈ H(v) for each v ∈ E. Thus we have the following conditions on : (e i ) ∈ H(e i ); (e i + e j ) ∈ H(e i + e j ); (e) − ∈ H(e): 
We show that i;C∪{i} = j;C∪{j} for each C ∈ (
[n]\{i;j} p−1 ). By Proposition 8, part 3 [x; e C∪{i} ] = [x; e C∪{j} ] for each x ∈ H(e i + e j ). Therefore
[ (e i + e j ); e C∪{i} ] = i;C∪{i} + j;C∪{i} = [ (e i + e j ); e C∪{j} ] = j;C∪{j} + i;C∪{j} : By (7) j;C∪{i} = 0; i;C∪{j} = 0. Therefore i;C∪{i} = j;C∪{j} : We claim that the sum of all matrix elements i;A is equal to zero. Indeed
As we have seen before, the elements i;X ∪{i} are pairwise equal for a ÿxed X ∈ (
Thus, the sum of the matrix elements of is equal to zero. Therefore, (e) is orthogonal to the vector . The vector space H(e) is spanned by the elements
where B runs through the set ( 
Construction of a non-CI-subset
Throughout this section, we assume that n = 2p − 1. We also denote by E the following set of vectors {e i }
Our construction of a non-CI-subset is based on the following:
Proof. Let be a function deÿned by (6) . By Proposition 9 ∈ Hom H (V; W ). By In these notation we have In this Section, we shall build an example of a non-CI-subset of Z 6 2 of cardinality 31. Since each subset of Z 6 2 is symmetric our digraphs become graphs. We did not check whether the Cayley graph built here is isomorphic to the Cayley graph presented by Nowitz [16] .
In this case n = 3; To simplify the notation we set
The S-ring A H has dimension 18 and has the following standard basis:
The addition of basic quantities is given by the following formulae: X (u):
By Proposition 11 S is a non-CI-subset.
Case of odd p
We are looking for S in the following form :
where S 0 := (0; W );
S ij := (e i + e j ; H(e i + e j ));
Here U i ⊆ W are some unknown subsets which will be determined later. Obviously S is an A H -subset.
Remark. The inclusion (0; 0) ∈ S does not e ect on being (or nonbeing) a CI-subset. We include it into S in order to make computations easier.
Proposition 12. Let U i ; i = 1; : : : ; n be subsets of W which satisfy the following conditions:
The cardinalities |U i |; i = 1; : : : ; n are not divided by p and are pairwise distinct; (3) U i ∩ H(e i ) = {0} and
Proof. Consists of a few steps.
Step 1: (0; W ) ∈ S . The coe cient (S; S; (a; b)) is equal to the number of solutions of the following equation:
Since (a; b) ∈ S, a ∈ E. If a = 0, then it follows from (12) that u = 0 and v = 0 which implies (S; S; (0; b)) = (S 0 ; S 0 ; (0; b)) = |W |.
If a = e i for some i, then it follows from (12) that (13) If a = e i + e j , then it follows from (12) that there are four possibilities for u; v in this case:
v= e i + e j ; u = e i + e j ; v = 0; u = e i ; v= e j ; u = e j ; v= e i : Therefore (S; S; (e i + e j ; b)) = (S ij ; S 0 ; (e i + e j ; b)) + (S 0 ; S ij ; (e i + e j ; b)) + (S i ; S j ; (e i + e j ; b)) + (S j ; S i ; (e i + e j ; b))62|S ij | + 2|S i |:
From the deÿnition of S ij we obtain |S ij | = p dim(H(ei+ej)) . It follows from Proposition 8 that dim(H(e i + e j )) = 2p−2
Therefore |S ij |¡|W |=4. Combining this with |S i |¡|W |=4 we obtain that (S; S; (e i + e j ; b))¡|W |. If a = e, then either u = 0; v = e or u = e; v = 0. Therefore (S; S; (e; b)) = (S 1 ; S 0 ; (e; b)) + (S 1 ; S 0 ; (e; b))62|S 1 | = 2p dim(H(e)) :
Since H(e) is orthogonal to the vector (see the proof of Proposition 10), dim(H(e))¡ dim(W ) which implies 2p dim(H(e)) ¡|W |. Thus (S; S; (a; b))¡|W | for all (a; b) ∈ S\(0; W ) and (S; S; (a; b)) = |W | for all (a; b) ∈ (0; W ). By Schur-Wielandt principle (0; W ) ∈ S .
Step 2: (e i ; H(e i ) + U i ) ∈ S for each i = 1; : : : ; n.
Since (0; W ) is an S -subset, S\(0; W ) is an S -subset as well. Therefore S\(0; W ) + (0; W ) ∈ S .
Since H(e i ); H(e i + e j ) and U i are subsets of W , we obtain As we have seen before |S i | = |U i |p dim(H(ei)) ; |S ij | = p dim(H(ei+ej)) ; |S 1 | = p dim(H(e)) : It follows from 2 that the coe cient |U i |p dim(H(ei)) is distinct from other coe cients for each i ∈ [n]. By Schur-Wielandt principle (e i ; W ) ∈ S for each i = 1; : : : ; n. Therefore (e i ; H(e i ) + U i ) = S ∩ (e i ; W ) is an S -subset.
Step 3: (e i ; H(e i )) ∈ S .
Each element which appears in (e i ; H(e i ) + U i ) + (e i ; H(e i ) + U i )
with non-zero coe cient is of the form (2e i ; x); x ∈ W . Its coe cient in (14) is equal to (H(e i ) + U i ; H(e i ) + U i ; x). The set H(e i ) + U i is symmetric, since both H(e i ) and U i are symmetric. Therefore (H(e i ) + U i ; H(e i ) + U i ; x) = |H(e i ) + U i | ⇔ x ∈ Stab(H(e i ) + U i ) (see (2)). By the assumption U i ∩ H(e i ) = {0}. Therefore Stab(H(e i ) + U i ) = Stab(H(e i )) + Stab(U i ). Since |U i | is relatively prime to p, Stab(U i ) = {0}. Therefore Stab(H(e i ) + U i ) = H(e i ). Thus, the only elements which appear in (e i ; H(e i ) + U i ) + (e i ; H(e i ) + U i ) with the coe cient |H(e i ) + U i | are those of the form (2e i ; H(e i )). By Schur-Wielandt principle (2e i ; H(e i )) ∈ S . Since (p + 1)=2 is relatively prime to p, (
)(2e i ; H(e i )) ∈ S (Proposition 3) implying (e i ; H(e i )) ∈ S .
Step 4: (e i + e j ; H(e i + e j )) ∈ S , (e; H(e)) ∈ S . It follows from Steps 1 and 2 that T := i =j (e i + e j ; H(e i + e j )) (e; H(e)) ∈ S :
Since H(e i +e j ) ⊆ H(e i )+H(e j ), (e i ; H(e i ))+(e j ; H(e j )) ∩ T = (e i +e j ; H(e i +e j )). Therefore (e i + e j ; H(e i + e j )) ∈ S for each i = j.
