I N T RO D U C T I O N
Radon-222, a radioactive inert gas of half-life 3.8 d, is released into the pore space from rock minerals bearing traces of radium-226. It can be transported through groundwater or air into the open atmosphere (Tanner 1964; Nazaroff 1992) . Radon-222 is important to study because it represents more than half the radiation dose to the general population (Porstendörfer 1996) , and can be present at exceptional concentrations in poorly ventilated dwellings in some geological areas (Ielsch et al. 2001) . In addition, radon can be used to characterize geodynamical and environmental processes. Radon emanation and transport indeed may be affected by geodynamical processes such as volcanic activity (Baubron et al. 1991; Cigolini et al. 2005 ) and earthquakes. Radon-222 concentration anomalies before large earthquakes have been reported in the soil (Richon et al. 2003) , groundwater (Virk & Singh 1994; Igarashi et al. 1995) , open air (Yasuoka & Shinogi 1997) , domestic basements (Crockett et al. 2006a ) and underground tunnels (Yamauchi & Shimo 1982) . While, on the one hand, such anomalies remain isolated observations, not supported by a detailed theoretical understanding, on the other hand, radon emission has been observed in laboratory experiments in association with rock deformation (Holub & Brady 1981; King & Guangwei 1990) . In a natural system, such radon production processes could be combined, with efficient transport modes. Studying the properties of geophysical systems with respect to transport of radon, therefore, appears as a major practical and fundamental scientific issue.
The release and transport of radon in saturated and unsaturated natural media can be of diffusive nature (Lehmann et al. 2000) , but can be dramatically modified by advective transport. In particular, radon concentration was observed to be affected by atmospheric pressure variations in the soil (Pohl-Rüling & Pohl 1969; Clements & Wilkening 1974) or in underground settings . Conversely, the sensitivity of radon to atmospheric pressure variations can be used to monitor the soil transport properties as a function of time (Pinault & Baubron 1997) . Atmospheric pressure variations are characterized by a strong 12 hr (S 2 ) wave (Simpson 1919) , with a definite spatial variation. This S 2 wave is primarily due to the solar heating of the atmosphere, and is referred to as barometric tide; it should not be confused with the gravitational lunar semidiurnal M 2 tide which has a period of 12.42 hr. In a first approximation, the amplitude of the atmospheric S 2 wave is locally homogeneous and its variation with the latitude is given by 1.2 hPa × cos 3 (Haurwitz 1956; Haurwitz & Cowley 1973) . A corresponding S 2 signal is observed in the power spectrum of radon concentration and, for example, has been reported on the Taal volcano (Richon et al. 2003) or in underground settings (Martín-Luis et al. 2002; Unger et al. 2004 ). In such cases, the S 2 signal emerges while the diurnal 24 hr (S 1 ) line is not observed (S 2 amplitude S 1 amplitude). This strongly suggests a barometric effect. Sometimes the S 2 wave is not observed in power spectra (Perrier et al. 2007) , which may indicate that the atmospheric pressure sensitivity might be absent or that it cannot be observed given the limitations of the instrumental or data analysis methods.
In this paper, we present methods to exhibit the S 2 barometric wave in time-series and to monitor its amplitude as a function of time. These methods are then applied to time-series of radon concentration, dripwater flow rate, carbon dioxide concentration, and temperature recorded in the dead-end Roselend tunnel. This tunnel is characterized by a low radon background level of about 800 Bq m −3 and by transient bursts, reaching up to 65 600 Bq m −3
with a duration of up to several weeks (Perrier et al. 2005b; Richon et al. 2004) . These bursts, poorly understood at the moment, could result from hydrogeological effects or deformation events associated with the variations of water level in the nearby artificial Roselend Lake (Trique et al. 1999 ). We will use the obtained results to discuss how the search and monitoring of the S 2 wave can provide clues on the properties of the varying host rock and, in particular, the generation of the radon bursts.
S I G N A L P RO C E S S I N G M E T H O D S

Principle
We developed a tool to extract periodicities, in the range of the diurnal or semidiurnal variations that can remain hidden in noise in a simple Fourier spectrum. We have also used classical spectrograms as a function of time to study the temporal variations of these clearly identified periodic signals. This modified spectrogram analysis (MSA) is inspired in part by the Wiener-Kinchin theorem: the Fourier transform of the autocorrelation function of a signal is the power spectrum of the signal (Khinchin 1949) , and, in part, by a recent and innovative statistical analysis of radon time-series (Crockett et al. 2006b ).
Implementation
We first describe our methods using a simple synthetic signal of radon concentration displayed as signal 1 in Fig. 1(a) . This signal includes a yearly variation with a 2000 Bq m −3 peak to peak amplitude, Gaussian noise with root mean square (rms) value of 100 Bq m −3 and periodic signals with periods 15, 18 and 25 hr and peak to peak amplitudes 640, 80 and 640 Bq m −3 , respectively. While the 18 hr signal is present over the whole time-series (red segment in Fig. 1a) , the 15 and 25 hr signals (green and blue segment in Fig. 1a) are only present over a 200 days duration.
First, to remove long-term variations and large anomalies (Fig. 1a) , we apply a derivative operation (Fig. 1c) . The basic derivative function from DADisp TM software package is used. This function calculates the derivative of evenly spaced data by taking points (n), (n -1) and (n + 1), finding the quadratic curve fitting these three points. The slope of this fitted curve at point (n) defines the derivative of point (n).
In a second stage, an autocorrelation function (Fig. 1e ) is calculated on the derivative. The autocorrelation function (Box & Jenkins 1976) can be used for the following two purposes: first, to detect non-randomness in data and, second, to identify an appropriate timeseries model if the data are not random. Given measurements, Y 1 , Y 2 , . . . , Y N at time X 1 , X 2 , . . . , X N , the lag k autocorrelation function is defined as:
Although the time variable, X , is not used in the formula for autocorrelation, the assumption is that the observations are equispaced. Autocorrelation is a correlation coefficient. However, instead of a correlation between two different variables, the correlation is between two values of the same variable at times X i and X i+k . The autocorrelation function is symmetric with respect to positive and negative time lags. This operation extracts and amplifies periodic signals, if existing, and eliminates non-periodic signals, considered as white noise (Olvera 2005) . Finally, on the resulting positive part (on X -axis) of the autocorrelation function (Fig. 1e) , we apply a spectrogram display using a regular Fast Fourier Transform FFT (on 2048 hr with Hamming windowing) computed with sliding windows of 400 hr and an overlap of 398 hr (Fig. 1f) . Note that periodicities emerge as line only in the Fourier spectra, and not as a function of chronological time or time lag, which replaces chronological time in the autocorrelation function. The horizontal axis of our spectrograms represents time, the vertical axis is frequency, and the intensity of each point in the image represents the amplitude of a particular frequency at a particular time. The spectrogram is the result of calculating the frequency spectrum of windowed frames of a compound signal. It is a 3-D plot of the energy of the frequency content of a signal as it changes over time. In the Fig. 1(b) , the periodicities emerge clearly as a function of time.
Now we have introduced our basic tools: a modified spectrogram (MSA, Fig. 1f ) to extract the periodicities, and a regular spectrogram to represent the presence of periodicities as a function of time (spectrogram Fig. 1d ). In the next section, we apply our signal processing tool (MSA) to another synthetic signal, representing better a natural radon signal, in order to show the efficiency of this method.
Validation
This second simulated signal 2 in Fig. 1(g ) includes a background signal made of three components: a Gaussian white noise of 100 Bq m −3 standard deviation, a yearly variation with a peak to peak amplitude 1000 Bq m −3 , and a Brownian random walk signal. This Brownian noise is generated, at every sampling time, by a step of +40 or -40 Bq m −3 , randomly chosen. This signal mimics rather well radon concentration signals, for example in the soil or the atmosphere of underground quarries . On top of this background signal, we have added three sinusoidal signals: one oscillation with a period of 18 hr (red segment in Fig. 1g) , with peak to peak amplitude of 40 Bq m −3 ; one oscillation with a period of 15 hr (green segment in Fig. 1g) , with peak to peak amplitude of 80 Bq m −3 , present only during a 200 d period; and one oscillation with a period of 25 hr (blue segment in Fig. 1g) , with peak to peak amplitude of 160 Bq m −3 , present only during a 200 d period, as indicated in Fig. 1(g) .
In this case, 15, 18 or 25 hr peaks cannot be clearly identified in the normal spectrogram (Fig. 1h) . A continuous frequency corresponding to a period of 18 hr does not emerge in the spectrogram (Fig. 1j ) after derivative operation (Fig. 1i ) but two horizontal segments at 15 and 25 hr appear clearly. By contrast, 15, 18 and 25 hr signatures emerge remarkably in the MSA (Fig. 1l) . This illustrates the ability of this sequence of treatments to reveal hidden periodic signals. The MSA, using derivative ( Fig. 1i ) and autocorrelation functions ( Fig. 1k ) is clearly more efficient than a classical FFT spectrum or standard spectrogram ( Fig. 1h ) applied on a raw timeseries.
DATA S E T A N D E X P E R I M E N TA L M E T H O D S
Site
The dead-end Roselend tunnel is located in the west bank of the artificial Roselend Lake (French Alps) at an average altitude of 1577 m above sea level, at a mean distance of about 600 m from the Roselend dam. This tunnel has been described previously (Patriarche et al. 2007; Provost et al. 2004; Richon et al. 2004) . It is hosted in fractured gneiss, granites and micaschists. It has an irregular section with an average dimension of 1.8 m × 2 m and a length of 128 m, total volume and wall surface area are estimated to be about 496 m 3 and 1250 m 2 , respectively ( Fig. 2 ). This tunnel was instrumented in 1995 to study the relationship between radon concentration and deformation induced by the level variation of the nearby artificial Roselend Lake (Trique et al. 1999) . In this paper, we use data from an expanded set of instruments installed since 2002 (Provost et al. 2004 ).
Experimental setup
Two different types of instruments are used to monitor the radon concentration in the atmosphere at the end of the tunnel, 126 m from the entrance (Fig. 2) . AlphaGUARD TM , manufactured by Genitron GmbH (Ruckerbauer & Winkler 2001) , is an ionisation chamber of 0.5 L located behind a diffusion barrier (fibre filter paper) that has a characteristic time of 20 min for radon and thus eliminates radon-220 which has a half-life of 55.6 s. This chamber is polarized by a high voltage potential (+500 V). Electrons produced in the chamber volume by alpha disintegrations in air (electron avalanche and pulse mode) are collected at a central electrode. The least count sensitivity is 3 Bq m −3 . The probe is equipped with an internal temperature sensor (±0.2
• C), an atmospheric pressure sensor (±0.1 hPa) and a humidity sensor (±1 per cent RH).
The Barasol TM (BMC), manufactured by Algade (Ruckerbauer & Winkler 2001; Papastefanou 2002) , is based on the detection of alpha particles by a silicon junction in a chamber. As for AlphaGUARD TM , a diffusion barrier (fibre filter paper) with a characteristic diffusion time of 20 min eliminates the contribution of radon-220. Discrimination from short-lived decay products of radon-222 deposited on the silicon junction is performed by an energy window from 0.1 to 6.1 MeV. The sensitivity of the BMC probe is given by a least count sensitivity of 1 count hr −1 , corresponding to an air concentration of about 50 Bq m −3 . The probe is equipped with an internal temperature sensor (±0.2
• C) and an atmospheric pressure sensor (±0.5 hPa).
Water is dripping from the roof of the tunnel. Dripwater flow rates were measured as a function of time in two different settings (Fig. 2) . PV1, at 57 m from the tunnel entrance, provides matrix water from one single outlet, collected into a rain gauge. PV3, at 115 m from the entrance, provides fracture water contributed from several outlets in a fractured zone FZ ) and collected in a 3 × 2 m 2 polymer sheet. The residence time is long for matrix water (PV1), typically of 3-12 months (Pili et al. 2008) , while it is short for fracture water (PV3), about 0.5-3 months. Fracture flow is due to percolation of surface water through fracture network mostly at unsaturated conditions (Patriarche et al. 2007) . Matrix water probably occurs under saturated conditions and is not directly connected to the surface.
A vertical temperature profile in the atmosphere is recorded at a distance of 74 m from the tunnel entrance (Fig. 2) , using four autonomous Seabird TM probes with an absolute accuracy of ±2 10 −3 • C and a sensitivity of 10 −4 • C. Carbon dioxide concentration in the atmosphere is measured at 95 m from the entrance with an aSENSE TM (Sensair) probe using a non-dispersive infrared technology. Its accuracy is 3 per cent in the 0-5000 ppm range.
Time-series
Hourly data (for CO 2 , temperature, pressure, flow rate and radon) and daily data (lake level) used in the present paper cover the period from 2002 June to 2006 June (Fig. 3) . Radon concentration in the tunnel atmosphere, measured by BMC and, for a shorter time period, with AlphaGUARD TM is shown as a function of time (Fig. 2) , together with flow rates in PV1 (matrix water) and PV3 (fracture water), air temperature in the tunnel, atmospheric pressure and outdoor air temperature. In addition, carbon dioxide concentration has been measured since 2004 November. While the measurement of radon concentration C This behaviour was already reported (Trique et al. 1999; Richon et al. 2004) , but with smaller maximum burst amplitudes. The two largest radon bursts, observed in March 2005 and in 2006 March (Fig. 3) , are also associated with a burst in carbon dioxide concentration and with a temperature inversion (Fig. 5c ). These events occur after rapid reloading of the lake level. The dripwater flow rates do not show such strong variations, and remain within ±50 per cent of the average, except during the summer drought of 2003 August. While the outside temperature has a yearly cycle from about -10 to +25
• C, the temperature in the tunnel atmosphere shows only small variations from 6.75 to 6.90
• C. Spikes followed by an exponential relaxation are due to human presence in the tunnel. In addition, a small yearly variation of about 0.02
• C peak-to-peak is observed on top of a linear temperature rise of 0.039
• C per year. Although this linear increase could be a result of global warming as detected in other underground sites (Perrier et al. 2005a) , it most probably results here from heating contribution from instruments, AC/DC transformer, chargers and batteries present in the tunnel.
Temperature recorded at four different vertical positions in the tunnel are also shown in Figs 5(b) and (c). These temperature signals are dominated by effects induced by atmospheric pressure (Fig. 5a ) variations (Perrier et al. 2001) . Human presence (grey vertical bar in Fig. 5b ) in the tunnel also leaves a clear positive signature on the temperature records, especially near the roof, as commonly observed (Crouzeix et al. 2006) . Most of the time the temperature shows a normal vertical stratification in the tunnel, that is, relatively hot air is found near the roof. This stratification is probably due to the heat sources scattered in the tunnel (Crouzeix et al. 2006) .
During the large radon burst, however, a reverse thermal stratification is produced and maintained during 5 d before 2005 April 14 (Fig. 5c) . The radon burst thus also contains a subevent of peculiar thermal inversion, 5 d after the maximum of carbon dioxide. Temperature differences here are smaller than 0.06
• C and the effects could only be observed because of the high sensitivity of the Seabird TM sensors. During the large radon burst, the temperature signal is a decrease near the roof (red curve in Fig. 5b) , and an increase near the floor (orange curve in Fig. 5b ).
In addition, we point out that, in contrast to carbon dioxide and temperature, radon concentration is not at all affected by human presence in the tunnel. This implies that radon concentration must be vertically homogeneous in the tunnel. This was confirmed by dedicated measurements using two AlphaGUARD TM sensors installed temporarily at the location of the temperature profile. A homogeneous radon-222 concentration is in fact expected, given the value of the diffusion length of radon-222 in air (2 m). Let us now concentrate on time Period 2 (Fig. 3) , during which carbon dioxide concentration and temperature records in the atmosphere of the tunnel are available. During this period, a particularly strong radon burst, with a peak concentration of 65.6 × 10 3 Bq m −3 , is observed after smaller bursts. Note that a burst of carbon dioxide occurs simultaneously with a peak concentration of 1620 ppm reached 5 d after the peak of the radon concentration (Fig. 5b) . Note also that, while radon concentration has a steep increase at the beginning of the burst, the carbon dioxide has a relatively gently rising slope. Three perturbations followed by an exponential relaxation, seen on this carbon dioxide record, actually correspond to human presence in the tunnel. The smaller radon bursts from 2004 December to 2005 February are also associated with small, but nevertheless visible, signals in the carbon dioxide concentration.
These various time-series contain a large amount of information that needs to be deciphered to reveal the underlying physical process. In the following, we concentrate on the periodic signals with periods from about 5 hr to 2 days. This range is important because of the large diurnal and semidiurnal forcing, as can be shown using the Fourier amplitude spectrum shown in Fig. 6 . In this figure, we have used a time section of 441 d from 2003 September 1 to 2004 November 16, shown as Period 1 in Fig. 3 . The S 1 and S 2 lines are visible in the atmospheric pressure and outdoor temperature spectra. In the atmospheric pressure spectrum, as already mentioned in the introduction, the S 2 line is significantly larger than the S 1 line. The amplitude of the S 2 barometric tide is observed to be 0.2 hPa, and is in the regular range at this latitude (46
• North) and altitude, 1577 m a.s.l. (Arabelos et al. 1997; Ray 2001) .
By contrast, the S 1 line dominates in the outdoor temperature spectrum (Fig. 6 ). Clear S 1 and S 2 lines are also observed in the dripwater (fracture water PV3) flow rate, with larger amplitude for S 2 compared with S 1 . This may indicate that this water dripping is sensitive to atmospheric pressure which is the most obvious available forcing with a strong S 2 line. A similar correlation between fracture flow rate and atmospheric pressure has been reported in a cave (Genty & Deflandre 1998) . No clear S 1 and S 2 lines are observed in the other power spectra, but these lines are barely visible above noise in the C A Rn power spectrum. This may be due to the fact that the S 1 and S 2 lines are not present or that a Fourier amplitude spectrum is not efficient to assess the presence of such periodic signals. Therefore, in the next section, we apply MSA, designed to enhance the signal over noise ratio of a periodic signal in this frequency range, on these time-series.
In the temperature time-series, the short term variations, resembling high frequency white noise, are actually the response at 12 hr. The intensity of the S 2 line is shown in Fig. 7 as a function of vertical position. The thermal S 2 response in the atmosphere of the tunnel is smoothly decreasing from floor to roof.
A P P L I C AT I O N O F T H E DATA P RO C E S S I N G M E T H O D S T O DATA F RO M T H E RO S E L E N D T U N N E L
Detectability of small periodic signals
The process of the MSA is shown in Fig. 8 ( Fig. 8a) is shown in Fig. 8(b) . No clear accumulation of energy is shown as a function of time and frequency. The periodic signals remain hidden in the large dynamic variations of the signal. The spectrogram computed using the derivative (Fig. 8c) , shown in Fig. 8(d) as a function of time, is less affected by the long period noise, and localization energy concentrations referred to as hotspots in this paper, close to 100 per cent energy of signal, can be distinguished at 12 hr period. In the resulting MSA displayed in Fig. 8(f) , a clear component at 12 hr is now identified, with a weaker harmonic at 24 hr. The spectrogram Fig. 8(b) demonstrates that it is necessary to apply a derivative operation on raw data to suppress low frequencies. A second spectrogram (Fig. 8d ) is calculated after a single derivative operation on C A Rn , and it is shown as a function of chronological time. In Fig. 8(e) , the autocorrelation is shown as a function of time lag. In MSA, (Fig. 8f) shows a marked horizontal line at 2 cycles per day, corresponding to the S 2 wave. A smaller line at 1 cycle per day is also visible in this spectrogram. The simple FFT spectrum is shown in Fig. 8(g ) while the FFT spectrum performed on the signal at the end of our analysis is shown in Fig. 8(h) . The S 1 and S 2 lines appear much more remarkably in Fig. 8 (Fig. 8f ) and in its FFT spectrum (Fig. 8h) .
Once the MSA has been performed, we can assess the frequency content of the signal with a reasonable reliability. Periodicities at 12, 24 (real) and 15 hr (synthetic) are seen in Fig. 8(f) . Using this information, the normal spectrogram Fig. 8(d) can be re-examined. Now, we can infer that most hotspots in Fig. 8(d) are artefacts, except those at the clearly identified periodicities in Fig. 8(f) , and it is possible to claim that there seems to be a correlation between content of S 2 wave (hotspots) and occurrence of the radon bursts. This figure shows that periodic signals are not present all the time in the radon concentration, but are strongly modulated as a function of time, with stronger amplitude during bursts. Note that a line at 12.42 hr (or 1.932 cycles per day, Earth tide M 2 ) is not observed. Our sensitivity study indicates that the M 2 peak to peak amplitude, if present in the radon signal, must be smaller than 2 Bq m −3 . Once the basic periodicities of the radon signal have been assessed, it is interesting to study simultaneously radon concentration and other transport properties of the system. In the following, we first consider radon concentration and flow rates, then carbon dioxide and temperature.
Application to radon and flow rate time-series
In Fig. 9 , we concentrate on simultaneous time-series during Period 1: C A Rn and C BMC Rn , dripwater flow rate of matrix water, of fracture water, and atmospheric pressure. Also C BMC Rn and fracture water, which are recalled in Fig. 9(a) . Spectrograms of the time derivative of the signals and of the corresponding MSA are shown as a function of chronological time and time lag in Figs 9(b) and (c), respectively. The S 1 and S 2 lines appear clearly in the MSA of atmospheric pressure (Fig. 9c) . The normal spectrogram (Fig. 9b ) also shows these two lines, but their intensity varies as a function of time. For C A Rn , the S 2 line, and possibly the S 1 line, appears with the MSA, as already discussed previously. By contrast, no S 2 line is observed for C BMC Rn , neither in the MSA nor in the classical spectrogram, which now confirms the first indication from amplitude spectra shown in Fig. 6 . In the dripwater flow rate of fracture water, the S 2 line, already identified using the Fourier amplitude spectra (Fig. 6) , emerges clearly from the MSA (Fig. 9c) . The time variation of this clearly identified periodicity is given in Fig. 9(b) . The time structure in the fracture water signal appears quite different from C A Rn .
Application to radon, CO 2 and temperature time-series
We now turn to the MSA of the signals during Period 2. Only the BMC sensor was available (Fig. 10a) and S 2 and S 1 lines are not observed in the MSA (Fig. 10c) . In the normal spectrogram as a function of time (Fig. 10b) , a S 2 hotspot is observed during the large radon burst, at the maximum of carbon dioxide, but not at the maximum of the radon burst itself. This may provide an interesting clue on the underlying mechanism. S 2 or S 1 lines are not observed for the carbon dioxide, whereas the S 2 line is present in the fracture water signal, both with the MSA or with the spectrogram as a function of time (Figs 10b and c) . The S 2 line also appears clearly in the MSA of the temperature time-series, especially near the floor, as noticed before. The MSA thus confirms the presence of the S 2 periodicity in the temperature time-series, which was already known from the Fourier spectra (Fig. 7) . However, the MSA reveals that the S 1 periodicity in the temperature time-series is very small, below detection level. This shows that daily modulation of natural ventilation in the tunnel is very small, in contrast to the situation in a tunnel in Nepal (Perrier et al. 2007) , where the daily modulation of temperature can be observed at 78 m distance from the entrance.
D I S C U S S I O N
Using the MSA method presented in this paper, we have shown that S 1 and S 2 periodicities of the radon concentration can be evidenced using an AlphaGUARD TM sensor, but not with the BMC sensor, which records the other features of the radon signal. Note that a larger amplitude of the S 2 line would be recorded by the BMC, sensor. It is a coincidental feature of the Roselend tunnel that the Steps for a modified spectrogram analysis (MSA) using the hourly radon-222 signal (a) in the tunnel atmosphere during Period 1 (see Fig. 3 ) from 2003 September 1 to 2004 November 16. A synthetic signal with a 15 hr period and 10 Bq m −3 peak-to-peak amplitude has been added to the raw AlphaGUARD TM data to test this method and evaluate its sensitivity. To enhance periodicities not revealed by a normal spectrogram (b and d), we applied an autocorrelation function (e) on the derivative (c) from which a new spectrogram (f) is calculated. The latter reveals a clear S 2 , and small S 1 periodicity. The validity of the treatment is revealed through the clear detection of the artificial signal (15 hr) by the modified spectrogram analysis (MSA) whose sensitivity is illustrated by a FFT (g) of the raw data (a) and a FFT (h) of the autocorrelation (e) of the derivative (c).
S 2 signal is too small to be recorded by the BMC, but is still large enough to be recorded by the AlphaGUARD TM . The S 2 and S 1 lines have also been observed in one flow rate (fracture water), but not in the matrix water flow rate and not in the carbon dioxide signal.
Taking the presence of a dominating S 2 line over a S 1 line as a signature of some sensitivity to atmospheric pressure variation, we conclude that this sensitivity is revealed in the radon signal during the bursts, in the fracture water flow rate, and is spatially organized in the temperature signals. This remarkable organisation indicates the presence of an additional mechanism relating atmospheric pressure and temperature, possibly advective transport from the pore space to the tunnel atmosphere, with a reservoir located below the tunnel floor. The geothermal gradient, at the depth of the tunnel, has been measured in two nearby boreholes and is normal with a slope of about 0.8
• C per 100 m. Thus, barometric pumping from below the tunnel roof is expected to advect air hotter than the static tunnel air. Atmospheric pressure sensitivity during the bursts suggests a transport mechanism largely in the air phase of the unsaturated medium. The mechanism at the origin of the burst therefore must be accompanied by a large increase of the air permeability or fluid pressure in the rock mass in the vicinity of the tunnel. Similar result has been obtained from hydrogeochemistry by Pili et al. (2004) .
The spectrogram as a function of time, and in particular the temporal variations of S 2 line, can therefore be used as an index of mixing of pore air with tunnel air. This mixing is remarkably observed directly during the largest radon burst of 2006 which also contains an episode of transient thermal inversion. Note that the S 1 line has a temporal variation more or less similar to the S 2 . The fact that the S 2 periodicity dominates over the S 1 periodicity in the fracture water signal (Fig. 9c) suggests a sensitivity to atmospheric pressure, which is highly time dependent. The absolute value of flow rate does not seem to play a role.
Thus, a factor other than the flow rate itself must be controlling the S 1 and S 2 and, hence, the pressure sensitivity of the fracture water flow rate. Such a factor could be a low water content of some fractures, or the changes in connectivity between fractures and (Fig. 9b) , during the short period of emptying of the Roselend Lake (Fig. 3) . This atmospheric pressure sensitivity of the flow rate that coincides with low lake levels is confirmed in 2003 and 2005. Such a relationship between the lake water level and the atmospheric pressure sensitivity is plausible. It can be linked to the interplay of matrix and fractures during deformation of the rock massif. Indeed, in a first approximation, one can represent the deformation induced by the loading and unloading of lake water as a vertical force applied on an elastic half space. The force equivalent to the lake water is located about 1 km from the tunnel. At the ground surface, the weight of water, at high water level, results in extension, whereas low water level corresponds to compression. At the scale of the deforming system, the tunnel is actually located near the ground surface. In the presence of compressive stress during an emptying of the lake, pore water from the matrix would be squeezed into the unsaturated fractures, from where drops of atmospheric pressure could enhance its flow into the tunnel. This intuitive analysis was confirmed by numerical elastic modelling (A.-S. Provost 2005, personal communication) . This would need further confirmation by a detailed poroelastic modelling.
By contrast with fracture water (PV3), no S 2 or S 1 line is evidenced in matrix water (PV1) neither from the MSA nor the spectrogram as a function of time. Using these tools, we can make a firmer statement than with the Fourier spectra of Fig. 6 that this flow rate shows no periodicity, and in particular no detectable sensitivity to atmospheric pressure variation. The evidenced sensitivity to barometric pressure (S 2 ) of dripwater flow rates contributed from fracture networks (PV3) is in agreement with the hydrogeochemical findings that fracture flow is connected to the surface in unsaturated conditions. Similarly, the absence of S 2 in dripwater flow rates contributed from the matrix water is in agreement with flow in saturated conditions and disconnected from the surface.
This study suggests that, while the fracture water flow rate exhibits an interesting sensitive temporal pattern, it does not seem directly related to the radon bursts. If the radon bursts have a relationship with groundwater circulation, therefore, they are not due to dripwater from above, but they must be generated from below. In addition, we see that, while we have for the first time, reported carbon dioxide bursts simultaneously with the largest radon bursts, the S 2 line was not observed in this signal. In addition, carbon dioxide release seems to appear with some time delay and with smaller relative intensity than the radon bursts. The radon bursts remain an unusual and spectacularly amplified response of the tunnel.
C O N C L U S I O N
In this paper, we show that periodicities can be difficult to extract in time-series describing physical systems, but that their presence brings important indication on the underlying processes. Once the periodicities are observed, it is useful to monitor their intensity as a function of time. For this purpose, we show the results of various spectrogram methods. In general, it is interesting to compare different methods, and in particular to combine methods that can evidence the presence of the periodicities, such as the MSA, and methods that can provide information as a function of time. In the case of the Roselend tunnel, we show that the S 2 wave, sometimes difficult to observe, exhibits both slow temporal variations at time scales of several months (fracture water signal, PV3 in Fig. 9 ) and transient variations with times scales from a few days to a few weeks (radon time-series in Fig. 8) .
It is interesting to perform such analysis prior to undertaking a detailed modelling because the study of periodicities provides information on the underlying physical processes, which can be, as in the Roselend tunnel, complex and time dependent. In this case, indeed, the examination of periodicities sheds some light on the mechanism producing transient bursts of radon and carbon dioxide. The S 2 periodicity of the radon signal, interpreted as a proxy for atmospheric pressure sensitivity in the absence of large daily variations, suggests a mechanism taking place in unsaturated host rock, likely to be driven by fracture fluids. By contrast, the lack of the S 2 line in the carbon dioxide suggests a transport in the water phase. Since no significant water dripping is observed during the bursts, groundwater must be released in the tunnel from below.
The following scenario, thus, can be proposed: in response to some hydromechanical effect, groundwater from some reservoir located below the tunnel is moved upwards, pushing some radonrich pore air into the tunnel, and simultaneously, pore water. Carbon dioxide, primarily contained in this pore water, is subsequently slowly degassed into the tunnel atmosphere, accounting for the delayed maximum concentration. A detailed quantitative model can now be worked out to account for all data, including additional data from nearby boreholes.
The methods and analysis of periodicities presented here can be applied to other physical systems, such as painted caves or underground waste storage. Indeed, the analysis and monitoring of periodicities appears as a powerful tool to characterize porous fracture media, through barometric pumping via the S 2 wave, or other periodical forcings. Daily variations provide another observable, which may reflect temperature induced ventilation processes (Perrier et al. 2007) . The earth tide is another periodical signal in the same frequency range, which may be very important to study and monitor as an indicator of mechanical sensitivity. All these forcings are present simultaneously, but their size and temporal variations can be different in various observables. For this purpose, it is important to monitor both parameters sensitive to the pore air phase, such as radon concentration, and parameters sensitive to fracture or matrix water, such as flow rates.
To make progress, it appears fruitful to maintain a sufficient number of instruments over several years in more physical systems, in particular underground sites which provide more stability, but also on other sites such as active faults or volcanoes. The acquisition of long data series in different conditions and their thorough examinations, will shed light on the complex dynamics of natural systems, with the hope to provide a meaningful understanding and the possibility of predicting long term and transient phenomena.
