Abstract. Y. Sakawa and Y. Shindo recently proposed an algorithm to solve open-loop optimal control problems, using Pontryagin's maximum principle. It is established here that, under some hypothesis, the algorithm is well-defined and globally converges in some weak sense. When the stepsize of the algorithm tends to zero, the displacements are equivalent to those of a gradient with projection method. If the control enters in a linear way in the state equation and in a quadratic way in the criterion, the algorithm can be interpreted as a gradient plus projection method in some new metric.
1. Introduction. We are concerned with the open-loop optimal control of a system governed by an ordinary differential equation. We assume that there are no state constraints and that the control constraints are local with respect to the time. Y. Sakawa and Y. Shindo [4] proposed the following iterative algorithm: a control and its state being given, compute the associated costate, then compute simultaneously a new control and a new state such that the state equation holds and that, at each time, the new control minimizes some function. This function is the sum of the Hamiltonian and of a quadratic term penalizing the difference between the new and the old controls. It is proved in [4] that, under some hypothesis, the sequence of the criterion decreases and that, if a subsequence of the controls converges a.e. towards some control t, then satisfies the first-order necessary optimality conditions. We obtain here the following results:
Under some regularity hypothesis, the algorithm is well-defined. the norm of the projected gradients of the controls computed by the algorithm tends towards zero. If the problem is convex, we deduce from it the weak convergence towards some optimal control.
If the step size tends towards zero, the controls computed by the algorithm are equivalent in some way to those computed by a gradient plus projection method.
If the control enters in a linear way in the state equation and in a quadratic way in the criterion, the algorithm reduces to some gradient plus projection method in some new metric.
2. Definition and well-posedness of the algorithm. We consider the following system: [4] in which g is null and OH/Ou 2 is supposed to exist and to be a positive matrix.
We note that (see Sakawa and Shindo [4] We now give a mathematical sense to (2.1)-(2.5). As q/ad is bounded, (2.1), (2.7) and (2.8) imply that y is in Y={y6L(O, T, I");-L(0, T, ")}.
As Y c c(0, T, Rn), the initial condition of (2.1) makes sense. So also does the criterion. We easily check that if Yu exists, (2.5) has a unique solution pu in Y and that there exists 6 > 0 such that, for any admissible u:
E={(z,q)Rnx,n; Ilzll< and Ilqll< }. 
Under hypotheses (2.7) to (2.10), there exist eo> 0 and a > 0 independent oft, such that, if e < eo, problem (2.13) has a unique solution u continuous with respect to such that: (2.14) 
We write the first order optimality condition of (2.13): 
tyk yk yk-, tuk ilk tlk-1. 
+ g(yk(T))-g(yk-(T)).
We 
[(pk_(t, yk(t),]= _(0 (yk_(T)), yk(T)).
AS y(T) is uniformly bounded in ", we deduce from (2.11) that for some C5 > 0:
g(yk(T)) g(yk_(T)) (0 (y-(T)), y(T)) N CIIy(T),, .
Using (3.3), we deduce that
c4-IIu(t)ll, (3.4) + CIIy( T)II =.
We end the proof as in [ Proof. Relations (3.5) and (3.6) We note that a.e. E (0, T).
As PoRad is a contraction, we obtain (3.8)
From (3.6) we deduce that
a.e.
(0, T). (
(vk--u k, W--Vk)+pk(gk, w--uk)+pk(gk, uk--Vk)>=O We made the hypothesis live-u ll -,0. Then as {gk} is bounded and as pk>= p/2 for k great enough" (3.9) lim inf(gk, w-uk)>-O VwK.
As J is convex, we have J(w)>=J(uk)+(gk, w-u k) VwH.
Hence with (3.9), for any w K" J(w)>=liminf {J(uk)+(gk, w-uk)}>--liminf J(uk).
The weak lower semi-continuity of J gives the conclusion, l-! We now see that in an important particular case, the algorithm is equivalent to a gradient plus projection method in some metric. THEOREM 4.1. We assume that the control enters in a linear way into the state equation and in a quadratic way into the criterion, i.e: f(y, u, t)=f(y, t)+ B( t)u, l(y, u, t)=1/2u'N( t)u+ l,(y, t), where B( t) and N( t) are time-dependent matrices of convenient dimension, and N(t) is symmetric. We denote M(t)=I+eN(t). Proof. From (4.1) written with k 1 we see that u is characterized by (ul(t)-u(t)+e(N(t)ul(t)+B*(t)p(t)), v-ul(t))>=O, /'v//ad, a.e. t(0, T). This is equivalent to ((I + eN(t))ul(t)-(I + eN(t))u(t)+ e(N(t)u(t)+ B*(t)p(t)), v-u(t)) >-_0 /v -//ad a.e. [0, T].
We note that VJ(u)(t) N(t)u(t)+ B*( t)p( t), so that (M(t)(ul(t)-u(t)+e(M)-lvj(u)(t)), v-ul(t))>_-0 v-//ad, a.e. t(0, T). This is the characterization of the point obtained by the gradient plus projection method associated to the metric (4.4). 5 . Conclusion. In this study of an algorithm of resolution of optimal control problems, we establish some results of well-posedness and of convergence. In addition, we show that this algorithm is strongly related to the gradient plus projection method.
For numerical experiments using this algorithm, see [4] , [5] , [6] .
