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We prove that there are tripartite quantum states (constructed from random unitaries) that can
lead to arbitrarily large violations of Bell inequalities for dichotomic observables. As a consequence
these states can withstand an arbitrary amount of white noise before they admit a description
within a local hidden variable model. This is in sharp contrast with the bipartite case, where all
violations are bounded by Grothendieck’s constant. We will discuss the possibility of determining
the Hilbert space dimension from the obtained violation and comment on implications for commu-
nication complexity theory. Moreover, we show that the violation obtained from generalized GHZ
states is always bounded so that, in contrast to many other contexts, GHZ states do in this case not
lead to extremal quantum correlations. The results are based on tools from the theories of operator
spaces and tensor norms which we exploit to prove the existence of bounded but not completely
bounded trilinear forms from commutative C*-algebras.
I. INTRODUCTION
Bell inequalities characterize the boundary of correlations achievable within classical probability theory under the
assumption that Nature is local [1]. Originally, Bell [2] proposed the inequalities, which now bear his name, in order
to put the intuition of Einstein, Podolski and Rosen [3] on logically firm grounds, thus proving that an apparently
metaphysical dispute could be resolved experimentally. Nowadays, the verification of the violation of Bell inequalities
has become experimental routine [4, 5, 6](albeit there is a remaining desire for a unified loophole-free test). On the
theoretical side—in the realm of quantum information theory—they became indispensable tools for understanding
entanglement [7, 8] and its applications in cryptography [9, 10, 11] and communication complexity [12]. In fact, the
insight gained from the violation of Bell inequalities enables us even to glance at theories beyond quantum mechanics
[13, 14] and allows to delist quantum mechanics from the set of trusted assumptions for secure cryptographic protocols
[10, 15, 16].
Most of our present knowledge on Bell inequalities and their violation within quantum mechanics is based on the
paradigmatic Clauser-Horne-Shimony-Holt (CHSH) inequality [17]. It bounds the correlations obtained in a setup
where two observers can measure two dichotomic observables each. In fact, it is the only non-trivial constraint on
the polytope of classically reachable correlations in this case [18]. If we allow for more observables (settings) or more
sites (parties) the picture is much less complete. Whereas for two dichotomic observables per site the complete set
of multipartite ‘full-correlation inequalities’ and their maximal violations within quantum mechanics is still known
[19, 20], the case of more than two settings is, despite considerable effort [21, 22], largely unexplored.
One reason is, naturally, that finding all possible Bell inequalities is a computationally hard task [23] and that
in addition the violating quantum systems become vastly more complicated as the number of sites and dimensions
increases. Another reason could be the lack of appropriate mathematics to tackle the problem—up to know mainly
algebra and combinatorial techniques.
In this work, following the lines already implicit in [24], we will relate tripartite Bell inequalities with two powerful
theories of mathematical analysis: operator spaces, and tensor norms. With this at hand we will be able to provide a
deeper insight into the problem, proving some new and intriguing results on the maximal quantum violation of Bell
inequalities. It is interesting to note here that operator spaces have recently also led to other applications in Quantum
Information [25].
We will start by outlining the main result and some of its implications within quantum information theory. Sec. III
will then recall basic notions from the theory of operator spaces and tensor norms and bridge between the language
of Bell inequalities and the mathematical theories. In Sec. IV we will prove that the violation remains bounded for
GHZ states. Finally, Sec. V provides the proofs for the main theorems.
II. MAIN RESULT AND IMPLICATIONS
We begin by specifying the framework. Consider correlation experiments where each of N spatially separated
physicists (Albert, Boris, . . . , Nathan) can measure M observables {Ax1 , Bx2 , Cx3 , . . .}x∈ZNM with outcomes ±1. A
linear inequality for the expectation values 〈Ax1Bx2Cx3 · · · 〉 of the form∣∣∣∣∣
M−1∑
x1···xN=0
Tx1···xN 〈Ax1Bx2Cx3 · · · 〉
∣∣∣∣∣ ≤ ‖T ‖,
characterized by a real multilinear map T , is a Bell inequality if the r.h.s. is given by the normalization [59]:





Tx1···xN ax1bx2cx3 · · ·
∣∣∣∣∣∣ .
Here, ai, bj, ck, . . . are real numbers which can be taken to be ±1 corresponding to the extreme points of the polytope
of classically reachable expectation values. For the CHSH inequality we have for instance M = N = 2 and T is a
Hadamard matrix so that ‖T ‖ = 2. For a quantum mechanical system we have to set 〈AiBjCk · · · 〉 = tr(ρAi ⊗Bj ⊗
Ck · · · ) where ρ is a density operator acting on a Hilbert space Cd1 ⊗ · · · ⊗ CdN and the observables satisfy −1 ≤
Ai, Bj , Ck, . . . ≤ 1 describing measurements within the framework of positive operator valued measures (POVMs).
The largest possible violation of a given Bell inequality (specified by T ) within quantum mechanics is the smallest
constant K for which ∣∣∣∣∣∣
∑
i,j,k,...
Tijk... tr(ρAi ⊗Bj ⊗ Ck · · · )
∣∣∣∣∣∣ ≤ K‖T ‖ (1)
holds independent of the state and the observables. For the CHSH inequality we have for instanceK =
√
2 irrespective
of the Hilbert space dimension. More generally, if we also allow for arbitraryM and T and just fix N = 2, there is, as a
consequence of Grothendieck’s theorem [26, 27], a universal constant (called Grothendieck’s constant) KG that works
in (1) for all Bell inequalities, sates and observables [24, 28]. As KG is known to lie in between 1.676.. ≤ KG ≤ 1.782..
the maximal Bell violation in Eq.(1) is bounded for bipartite quantum systems. If this holds still true for N > 2
was posed as a question in 1993 by Tsirelon [24] and is answered in the negative by our main result (we will in the
following use ,≃, to denote ≥,=,≤ up to some universal constant):
Theorem 1 (Maximal violation for tripartite Bell inequalities).
1. For every dimension d ∈ N, there exist D ∈ N, a pure state |ψ〉 on Cd ⊗ CD ⊗ CD and a Bell inequality with
traceless observables such that the violation by |ψ〉 is 
√
d.
2. The state can be taken |ψ〉 = 1√
dD
∑
1≤i≤d 1≤j,k≤D〈j|U †i |k〉 |ijk〉, where Ui are random unitaries.
3. The order
√
d is optimal in the sense that, conversely, for every state acting on Cd ⊗ CD ⊗ CD and every Bell
inequality with not necessarily traceless observables the violation is also 
√
d.
This Theorem shows once more that random states exhibit unexpected extremal properties [29]. Unfortunately,
though we have a explicit form for these highly non-local states, we cannot give explicitly the family of inequalities for
which we have unbounded violation. The reason, as we will see below, relies on the mathematical techniques (liftings)
used in the proof of the Theorem. It is important to note here (see Sec. IV) that in contrast to what is known for
the M = 2 case [19], GHZ states do not belong to this set of highly non-local states—they always lead to a bounded
violation. Let us now discuss some of the implications of Thm.1:
Communication complexity: Building up on [30] it was shown in [12] that for every quantum state that violates
a Bell inequality there is a communication complexity problem for which a protocol assisted by that state is more
efficient than any classical protocol. In fact, it turns out that there is a quantitative relation between the amount of
violation and the superiority of the assisted protocol.
Adapted to our case, the communication complexity problem discussed in [12, 22, 30] is the following: Each of the
three parties (i = 1, 2, 3) obtains initially a random bit string encoding (xi, yi), where each yi = ±1 is taken from
a flat distribution and xi ∈ {0, . . . ,M − 1} is distributed according to |Tx|/
∑
x′ |Tx′| where Tx = Tx1,x2,x3 are the
coefficients appearing in the violated Bell inequality. The goal is now that every party first broadcasts a single bit
and then attempts to compute the function




upon the obtained information. The protocol was successful if all parties come to the right conclusion. If one compares
the optimal classical protocol (assisted by shared randomness) with a protocol assisted by a quantum state violating




Let us denote by H(P ) the binary entropy and quantify the information I about the actual value of F (x, y) gained
by a protocol with success probability P by I(P ) = 1−H(P ). Taking the states and inequalities appearing in Thm.1
and thus setting K 
√
d then leads to the ratio
I(PK)
I(P )
 d . (4)
Measuring the size of the Hilbert space: What do measured correlations tell us about a quantum system, if
we do not have a priori knowledge about the observables or even the size of the underlying Hilbert space? This type of
question becomes for instance relevant in the context of cryptography where one wants to avoid any kind of auxiliary
assumption necessary for security [10, 15, 16]. In the context of detecting entanglement it is easy to see that the set
of entanglement witnesses that remain meaningful when disregarding the Hilbert space dimension is exactly the set
of Bell inequalities. Furthermore, Thm.1 now shows that for multipartite systems the violation of a Bell inequality
can in principle be used to estimate (lower bound) the Hilbert space dimension. It also answers a question posed
by Masanes [31] in the negative: in contrast to the case M = 2 [19, 31] the extreme points of the set of quantum
correlations observable with dichotomic measurements are in general not attained for multi-qubit systems.
Robustness against noise and detector inefficiencies: It is well known that forM = 2 the maximal quantum
violation can increase exponentially in the number of sites N [19, 32]. However, since the N parties have to measure
in coincidence, in practice with imperfect detectors, this increase comes with the handicap that also the coincidence
rates then decrease exponentially. This becomes clearly different if one increases the violation without increasing N
as it is the case in Thm.1. So, in spite of the opaqueness of our result concerning practical implementations it does
not suffer from decreasing coincidence rates.
Similarly, Thm.1 implies the existence of tripartite quantum states that can withstand an arbitrary amount of white
noise before they admit a description within a local hidden variable model. To see this let ρ belong to the family of
states giving rise to a maximal violation K 
√
d and set
ρ′ = pρ+ (1− p) 1
tr(1)
. (5)
As the violation K is attainable for traceless observables, ρ′ yields K ′ = pK which is still a violation whenever
p  1/
√
d (see [28] for a similar reasoning in the bipartite case). In this context, it is a natural question to ask
which is the amount of noise needed to disentangle a quantum state. It happens that this is considerably bigger. In
particular, it is shown in [33] that:
Theorem 2 (Neighborhood of the maximally mixed state). Given d, there is an entangled state ρd in C
d ⊗Cd ⊗Cd
such that ρ′d = pρd + (1− p) 1d3 is still entangled whenever p  1d2 .
We will give an independent proof in Section V. Up to now the optimal value of p is not known. The best bounds
are given by 1d3  p  1d2 [33, 34]. It is also known that ρd in Theorem 2 can be taken to be the generalized GHZ
state [35] in contrast to what we will see for the maximal violation of multipartite Bell inequalities.
III. MATHEMATICAL THEORIES
Operator spaces
The theory of operator spaces started with the work of Effros and Ruan in the 80’s (see e.g. [36, 37]) where
they characterized, in an abstract sense, the structure of a subspace of a C∗-algebra. Since then, it has acquired a
prominent role in mathematical analysis. An operator space is, then, a complex vector space E and a sequence of
norms ‖ · ‖n in the space of E-valued matrices Mn(E), which verify the properties
1. For all n, x ∈Mn(E) and a, b ∈Mn we have that ‖axb‖n ≤ ‖a‖Mn‖x‖n‖b‖Mn .




)∥∥∥∥ = max{‖x‖n, ‖y‖m}
Any C∗-algebra has a natural operator space structure that is the resulting of embedding it inside the space B(H)
of bounded linear operators in a Hilbert space [36, 37], where Mn(B(H)) = B(ℓn2 ⊗H). In particular, ℓk∞ (= Ck with
the sup-norm), being a commutative C∗-algebra, has a natural operator space structure. To compute it we embed
ℓk∞ in the diagonal of Mk (with the operator norm) and then, given x =
∑











The morphisms in the category of operator spaces (that is, the operations that preserve the structure) are called
completely bounded maps. They are linear maps u : E −→ F between operator spaces such that all the dilations
un = 1n ⊗ u : Mn(E) −→ Mn(F ) are bounded. The cb-norm of u is then defined as ‖u‖cb = supn ‖un‖. We will
call CB(E,F ) the resulting normed space, that is, in fact, an operator space by Mn(CB(E,F )) = CB(E,Mn(F )).
Analogously one can define the cb-norm of a multilinear map T : E1 × · · · × EN −→ F as ‖T ‖cb = sup ‖Tn‖, where
now Tn1,...,nN = T ⊗ 1n1 ⊗ · · · ⊗ 1nN : Mn1(E1) × · · · ×MnN (EN ) −→ Mn1···nN (F ). A multilinear map is called
completely bounded if ‖T ‖cb < ∞. We will denote by CBN (E1, . . . , EN ;F ) the resulting normed space, that is also
an operator space by Mn(CB
N (E1, . . . , EN ;F )) = CB
N (E1, . . . , EN ;Mn(F )).
It is a consequence of Grothendieck’s theorem (proved in [38]) that any bounded bilinear form from commutative
C∗-algebras is completely bounded. And it was an open question if the same remained true in the trilinear case. We
will see in Section V that this is not the case by proving






∞ −→ C and elements
b ∈Mn(ℓ2n
2
∞ ), bˆ ∈Mn(ℓ2
N2





2. |ψN 〉 can be taken 1√nN
∑
1≤i≤n 1≤j,k≤N 〈j|U †N,i|k〉|ijk〉 where UN,i are random unitaries.
Again we use  (resp. ≃) to denote ≥ (resp. =) up to some universal constant. In particular, we obtain that
Corollary 4 (Bounded but not completely bounded trilinear forms). Given n, there exists N and a trilinear map
T : ℓN∞ × ℓN∞ × ℓN∞ −→ C such that ‖T ‖cb ≥ ‖Tn,N,N‖ 
√
n‖T ‖. Moreover, the order √n is optimal.
Theorem 3 tells us that there exist a complex matrix {Tijk}Ni,j,k=1, n× n matrices bi and N ×N matrices bˆj (all of
them with norm  1) such that ∣∣∣∣∣∣〈ψN |
∑
i,j,k




By splitting into real and imaginary parts it is not difficult to see that one can take in (7) T real and bi, bˆj hermitian.
Moreover, writing αi =
tr(bi)
n (so that |αi| ≤ 1), b1i = αi1n, b0i = bi − b1i and applying the bipartite case to show that










Tijkαi tr(ρ2,3bˆj ⊗ bˆk)
∣∣∣∣∣∣ ≤ KG,
one can take the observables in (7) to be traceless. In this way we see that Thm.1 is just a reformulation of Thm.3
in the language of Bell inequalities.
Tensor norms
The theory of tensor norms can be traced back to the work of Murray and von Neumann in the late 30’s, but it
was definitely set by Grothendieck in his seminal paper [26]. Since then, several and important contributions have
been made (see [39] for a modern reference).
If X1, . . . , XN are finite dimensional normed spaces, by
⊗N
j=1,π Xj we denote the algebraic tensor product
⊗N
j=1Xj





‖u1i ‖ · · · ‖uNi ‖ : u =
m∑
i=1
u1i ⊗ · · · ⊗ uNi
}
.




j=1,π Xσ(j) for any permu-










Xjij . The projective norm π is in duality with







φ1(u1i ) · · ·φN (uNi )
∣∣∣∣∣ : φj ∈ X∗j , ‖φj‖ ≤ 1
}
,













Moreover, the dual of the π tensor product can also be isometrically identified with the space of N -linear forms (with
its usual operator norm), in fact, we have the natural isometric identification,
LN (X1, . . . , XN ;C) = L(X1, X∗2 ⊗ǫ · · · ⊗ǫ X∗N). (8)
Following [39] (or [40] for the multilinear version) we define a tensor norm β of order N as a way of assigning to
every N -tuple of normed spaces (X1, . . . , XN ) a norm on X1 ⊗ · · · ⊗XN (we call ⊗Nβ,j=1Xj to the resulting normed
space) such that
• ǫ ≤ β ≤ π
•
∥∥∥⊗Nj=1uj : ⊗Nβ,j=1Xj −→ ⊗Nβ,j=1Yj∥∥∥ ≤ ∏Nj=1 ‖uj‖, for every choice of linear bounded operators uj : Xj −→ Yj .
This is called the metric mapping property.
We call ρ the unnormalized GHZ state
∑
mn |m〉〈n| ⊗ |m〉〈n| ⊗ |m〉〈n| as a member of Sn1 ⊗ Sn1 ⊗ Sn1 (Sn1 the
Banach space of trace class operators on a n-dimensional Hilbert space ℓn2 ). When we consider a tensor norm α on
Sn1 ⊗ Sn1 ⊗ Sn1 , ρ∗ will be the same element but in the dual (Sn1 ⊗ Sn1 ⊗ Sn1 , α)∗ (by trace duality). The key point is
the following result, that will be proven in Section V.





· ‖ρ∗‖(N3α Sn1 )∗ = n
2.
As one can find in [39, 40], tensor norms are in one-to-one duality with ideals of multilinear operators. For the
purposes of this paper we will only need two of these ideals: the extendible and the (1; 2, 2, 2)-summing multilinear
operators.
Extendible multilinear operators
The lack of a multilinear Hahn-Banach extension theorem has motivated a considerable effort in the search of partial
positive results (see i.e. [41, 42] and the references therein). In this context, the natural space to work with is the
space of extendible multilinear forms. That is, those continuous multilinear forms T : X1 × · · · ×XN −→ C (here Xj
are Banach spaces) such that for every choice of superspaces Yj ⊃ Xj , there is a continuous and multilinear extension
T˜ : Y1 × · · · × Yn −→ C. We define the extendible norm of T as
‖T ‖ext = inf ‖T˜‖,
where the inf runs among all possible superspaces Yj and extensions T˜ . For finite dimensional spaces Xj, it is easy to
verify that ‖T ‖ext = inf ‖a1‖ · · · ‖aN‖‖S‖, where the infimum runs among all operators aj and S that make the next
diagram commute
ℓk∞ × · · · × ℓk∞












Since the work of Grothendieck [26], the class of absolutely summing linear operators plays a crucial role in the
theory of tensor norms (see [27] for a reference). Motivated by that, A. Pietsch defined in [43] the following class of
multilinear operators:
A multilinear form T : X1×· · ·×XN −→ C is called (s; r1, . . . , rN )-summing (1 ≤ s, r1, . . . , rN <∞) if there exists
a constant K such that for any choice of finite sequences (xji )i ⊂ Xj , we have that(∑
i






‖(xji )i‖ωrj , (9)






The smallest K valid in equation (9) is called the (s; r1, . . . , rN ) norm of T , and we write ‖T ‖(s;r1,...,rN ). The key
result is the following generalization of Grothendieck’s inequality [42, 44, 45]
Theorem 6. Every extendible N -linear form T is (1; 2, . . . , 2)-summing and ‖T ‖(1;2...,2) ≤ KG2
N−2
2 ‖T ‖ext, where
KG is Grothendieck’s constant.
IV. BOUNDED VIOLATIONS FOR GHZ STATES
The maximal violation of multipartite Bell inequalities with two dichotomic observables per site [19, 20, 32] is
known to be attained for GHZ states |ψ〉 = 1√
n
∑n−1
i=0 |iii〉 (where n = 2 is sufficient in this case). In contrast to that,
we will show here that GHZ states do not give rise to the maximal violation in Thm.1 but rather lead to a bounded
violation. In other words, there is a fixed amount of noise (independent of the dimension) which makes the considered
correlations of the GHZ state admit a description within a local hidden variable model.
Theorem 7 (GHZ bound). Let ρ =
∑n














where the sup is taken among Ai, Bj , Ck (not necessarily hermitian) and T (not necessarily real) with norm 1.
Proof. It is not difficult to see that ‖ · ‖α coincides with the maximal injective tensor norm, that is, the norm defined
by
‖u‖ = sup{‖a⊗ b⊗ c(u)‖ℓN
∞
⊗πℓN∞⊗πℓN∞ : a, b, c : S
n
1 → ℓ∞, ‖a‖, ‖b‖, ‖c‖ ≤ 1
}
,
where π is the projective norm. Then, clearly, the dual (Sn1 ⊗ Sn1 ⊗ Sn1 , α)∗ is exactly the space of extendible trilinear
forms on Sn1 .
We have to check that ‖ρ‖(N3 Sn1 ,α) ≤ K ·n. Due to Proposition 5 we only have to prove that ‖ρ∗‖ext ≥
1
Kn. To see
this, we use that by Thm.6 ‖T ‖(1;2,2,2) ≤ K‖T ‖ext, and then it remains to prove that ‖ρ∗‖L3
(1;2,2,2)
(Sn1 )
≥ n. For that, it
is enough to consider the sequence (|r〉〈0|)nr=1 ⊂ Sn1 , which verifies ‖(|r〉〈0|)r‖w2 ≤ 1, and
∑
r ρ
∗(|r〉〈0|, |r〉〈0|, |r〉〈0|) =
n.
Remark 8. Note that Theorem 7 works also for N parties, where now the constant is K = KG2
N−2
2 ≤ KN−1G .
V. PROOFS
A. Proof of Theorem 3
Preliminaries on operator spaces
Ruan’s Theorem [36, 37, 46] assures that any operator space can be considered as a closed subspace of B(H) with
the inherited sequence of matrix norms. Then we can define the minimal tensor product of two operator spaces
E ⊂ B(H) and F ⊂ B(K) as the operator space given by
E ⊗min F ⊂ B(H ⊗K).
In particular, Mn(E) = Mn ⊗min E for every operator space E. The tensor norm min in the category of operator
spaces will play the role of ǫ in the classical theory of tensor norms. In particular it is injective, in the sense that
if E ⊂ X and F ⊂ Y , then E ⊗min F ⊂ X ⊗min Y as operator spaces. The analogue of the π tensor norm is the
projective tensor norm, defined as
‖u‖Mn(E⊗∧F ) = inf{‖α‖Mn,lm‖x‖Ml(E)‖y‖Mm(F )‖β‖Mlm,n : u = α(x ⊗ y)β},




αr,ipβjq,s|r〉〈s| ⊗ xij ⊗ ypq ∈Mn ⊗ E ⊗ F.
Both tensor norms ∧ and min are associative and commutative and they share the duality relations of their
classical counterparts π and ǫ. In fact, for finite dimensional operator spaces we have the natural completely isometric
identifications
(E ⊗∧ F )∗ = CB2(E,F ;C) = CB(E,F ∗) = E∗ ⊗min F ∗, (10)
where, given an operator space E, we define its dual operator space E∗ via the identification Mn(E∗) = CB(E,Mn).
Depending on the way one embeds a Banach space inside B(H), the same Banach space can have a completely
different operator space structure. This happens even in the simplest example: the case of a Hilbert space. A trivial
way of embedding a finite dimensional Hilbert space ℓn2 inside some B(H) is to put it into the first column (resp. row)
of Mn, that is, |i〉 7→ |i〉〈0| (resp. |i〉 7→ |0〉〈i|). This gives us the column operator space Cn (resp. the row operator
space Rn). We can also define the intersection of these two operator spaces RCn = Rn ∩ Cn. Now the embedding of
















































































Moreover, we have the canonical completely isometric identifications
R∗n = Cn, C
∗
n = Rn, Cn ⊗min Rn =Mn,
and the formal identities Rn −→ RC∗n, Cn −→ RC∗n are completely contractive.
The connection with Theorem 3 will be made by the following non-commutative Khintchine’s inequality, proved by
Lust-Picard and Pisier in [47] (see also [36]).
Before stating it, we need to give an alternative view of the Rademacher functions. Given the group of signs
Dn = {−1, 1}n and the normalized Haar measure on it µn, we define the i-th Rademacher function ǫi : Dn −→ R as
the i-th coordinate function. If we call En = span{ǫi : 1 ≤ i ≤ n} ⊂ L1(Dn, µn) = ℓ2n1 (where ℓm1 = (Cm, ‖ · ‖1)) then
Theorem 10 (Lust-Picard/Pisier). The canonical identity map id : RC∗n −→ En given by |i〉 7→ ǫi verifies that
‖id‖cb‖id−1‖cb ≤ C, where C is some universal constant, and the operator space structure we are taken in ℓ2n1 is the






Among all possible operator space structures for a finite dimensional Hilbert space ℓm2 , there is one that is the
minimal in the sense that every bounded operator with range min(ℓm2 ) is always completely bounded. This is exactly
the operator space structure inherited from the embedding ℓm2 −→ ℓ∞(Sm−1) given by |i〉 7→ fi where fi(|φ〉) = 〈φ|i〉
for every |φ〉 in the unit sphere Sm−1. There are some properties we will need about min(ℓm2 ). The first one is that
min(ℓm2 ) is a 1-exact operator space in the following sense [36]:
An operator space E is called λ-exact if, given any C∗-algebra A and any (closed two-sided) ideal I ⊂ A, the
complete contractive map Q : A⊗minEI⊗minE −→ AI ⊗min E verifies that ‖Q−1‖ ≤ λ. In particular, for min(ℓm2 ), Q is a
complete isometry.







RC2n⊗min min(ℓn22 ) ≤ 1
Random matrices and Wassermann’s construction
We start with the following simple application of Chevet’s inequality






























| x∗ ∈ E∗, ‖x∗‖ ≤ 1} .



























. This gives an additional factor√


































. We refer to [49] for a better estimate.
For a countable discrete group we recall that the regular representation λ : G→ B(ℓ2(G)) is given by λ(g)δh = δgh.
Here (δh) stands for the unit vector basis in ℓ2(G). Then Cred(G), the norm closure of the linear span of λ(G), is
called the reduced C∗-algebra of G. The reduced C∗-algebra sits in the von Neumann algebra V N(G) = λ(G)′′. The
normal trace τ on V N(G) is given by τ(x) = (δe, xδe).
For the free group Fn in n generators g1, . . . , gn, the reduced C
∗-algebra can be realized by random unitaries in the
following sense: Let (UN,i)
n











· · ·UεmN,im) = τ(λ(gi1 )ε1 · · ·λ(gim)εmim )) (13)
holds almost everywhere for every string i1, ..., im ∈ {1, ..., n}m and εj = ±1. Here τ is the normalized trace on the
von Neumann algebra λ(Fn)
′′. This means that the right hand expression is 1 if and only if gε1i1 · · · gεmim is the trivial
word e (after cancelation). In all the other cases, we obtain 0.
Let us fix some notation. Given random unitaries (UN,i)
n
i=1 we denote by πN : Fn → MN (resp. π¯N ) the group
homomorphism defined via πN (gi) = UN,i (resp. π¯N (gi) = UN,i). We use the same notation πN : C[Fn] → MN for
the linear extension to the group algebra C[Fn].
We will now follow a construction by Wassermann [52]. Let U be a free ultrafilter on the free group. On the space
of bounded sequences ℓ∞(MN ) we consider the ideal




NxN ) = 0} .
Here τN =
tr
N is the normalized trace. Then MU = ℓ∞(MN)/IU is a C∗-algebra, even a von Neumann algebra, with
the normal faithful trace τU (xN ) = limN,U τN (xN ).
Lemma 13 (Wasserman). Define π : Fn →MU by
π(w) = (πN (w)) + IU .
Then π extends to an injective ∗-homomorphism on λ(Fn)′′.
Following the same argument, we obtain a result for the product F 2n = Fn × Fn of the free group. Here we use
ℓ∞(MN ⊗MN ) and the similar ideal I2U = {(xN ) : limN,U τN2(x†NxN ) = 0}. We write M2U = ℓ∞(MN ⊗MN)/I2U and
τ2U for the corresponding trace τ
2




π2(w1, w2) = (π¯N (w1)⊗ πN (w2)) + I2U .
Then π2 extends to an injective ∗-homomorphism between λ(Fn × Fn)′′ and M2U .
Using Wassermann’s argument the only thing left to verify is that indeed
τ2U ((π¯N (w1)⊗ πN (w2))) = τU (π¯N (w1))τU (πN (w2)) = δw1,eδw2,e ,
i.e. only for (w1, w2) = (e, e) we get 1 and we obtain 0 for all other combinations.
We can now use the above constructions to prove the following
Lemma 15. There exists an infinite set S ⊂ N and matrices TNii′ ∈MN2 such that, if we define SNii′ = UN,i⊗UN,i′ +




aii′bjj′ckk′ 〈kk′|SNii′ |jj′〉| :
∑
ii′
|aii′ |2 ≤ 1,
∑
jj′
|bjj′ |2 ≤ 1,
∑
kk′





N,i ⊗ U †N,i′SNjj′ ) = δijδi′j′ .
Proof. We call id : RCn −→ Cred(Fn) (resp. id2 : RC2n −→ Cred(Fn × Fn)) to id(|i〉) = gi (resp. id2(|ij〉) = (gi, gj)).
By [36, Theorem 9.7.1] ‖id‖cb ≤ 2 and then ‖id2‖cb ≤ 4 (just by tensoring with ⊗min, since Cred(Fn)⊗minCred(Fn) ⊂
Cred(Fn × Fn) [36, Chapter 8]).
We consider the map π2id2 : RC2n →M2U and the dilation








Using that any ∗-homomorphism is completely contractive, that min(ℓm2 ) is a 1-exact operator space and Lemmas





UN,i ⊗ UN,i′ + TNii′
)⊗ |ii′〉 ∈MN2 ⊗min min(ℓn22 )
with TNii′ ∈ I2U and supN ‖ZN‖ ≤ 5. Now we use that MN2 ⊗min min(ℓn
2
2 ) =MN2 ⊗ǫ ℓn
2




aii′bjj′ckk′ 〈kk′|SNii′ |jj′〉| :
∑
ii′
|aii′ |2 ≤ 1,
∑
jj′
|bjj′ |2 ≤ 1,
∑
kk′
|ckk′ |2 ≤ 1} ≤ 5.





N,i ⊗ U †N,i′)(
(
UN,j ⊗ UN,j′ + TNjj′
)
) = δi,jδi′,j′ . (14)









) = δi,jδi′,j′ .
Moreover, since (TNjj′ ) ∈ I2U we deduce
lim
N,U
|τN2((UTN,i ⊗ U †N,i′)TNjj′ )| ≤ limN,U τN ((U
T







1/2 = 0 .
Remark 16. The operators TNii′ are highly non-trivial. This can be seen by noticing that ‖
∑n
i=1 UN,i⊗UN,i‖MN2 = n.
This is by factor
√
n larger than ‖∑ni=1 UN,i ⊗ UN,i + TNii ‖ ≤ 5√n, guaranteed from the Wasserman lifting.
Proof of the result
We define the (unnormalized) state |ψN 〉 = 1√nN
∑




which means that 〈ψN |ψN 〉  1.






2 −→ C by
vN (|ii′〉, |jj′〉, |kk′〉) = 〈kk′|Sii′ |jj′〉.
































∞ ) such that










‖b‖, ‖bˆ‖  1 (by Lemma 9)
It remains to prove that (for some N) ∣∣∣〈ψN |Tn,N,N(b, bˆ, bˆ)|ψN 〉∣∣∣  √n.
To do so we notice





















































N,i ⊗ U †N,i′ SNjj′ )|ii′〉〈jj′| = idℓn22 .
The optimality part is a trivial consequence of the following
Proposition 17. For any N and any linear map v : ℓN∞ −→ ℓN1 ⊗ǫ ℓN1 , if we call vn to the dilation vn = 1n ⊗ v :
Mn(ℓ
N




Proof. We recall that En is the linear span of the first n Rademacher functions in L1(Dn). Fn will be En ⊗ En ⊂





















Hence, the norm of the identity id : Fn −→ Sn2 (ǫiǫ′j 7→ |i〉〈j|) is  1 and therefore (recall that ‖ · ‖Sn2 ≤
√
n‖ · ‖Mn)
the norm of the adjoint map id : Mn −→ F ∗n = L∞(Dn×Dn)F⊥n is 
√
n. Using that the formal identities Rn −→ RC∗n,
Cn −→ RC∗n are completely contractive and Theorem 10, we get that the identity id : Rn ⊗∧ Cn −→ En ⊗ En ⊂
L1(Dn)⊗∧L1(Dn) = L1(Dn×Dn) has completey bounded norm  1. Then the adjoint map ‖id : F ∗n −→Mn‖cb  1.
Let us take now x =
∑
ij |i〉〈j| ⊗ xij ∈ Mn(ℓN∞) = Mn ⊗ǫ ℓN∞ with norm ≤ 1. There exists a function f ∈










For that we have used that if Q : X −→ Y is an isometric quotient, then Q ⊗ id : X ⊗ǫ ℓN∞ −→ Y ⊗ǫ ℓN∞ is also an
isometric quotient.










If Q : L∞(Dn×Dn) −→ F ∗n = L∞(Dn×Dn)F⊥n is the canonical quotient map, the composition idQ : L∞(Dn×Dn) −→







) |i〉〈j|) has completely bounded norm  1 and then
‖vn(x)‖Mn(ℓN1 ⊗minℓN1 ) = ‖idQ⊗ 1ℓN1 ⊗ℓN1 (g)‖Mn(ℓN1 ⊗minℓN1 ) ≤ ‖idQ‖cb‖g‖L∞(Dn×Dn)⊗ǫ(ℓN1 ⊗minℓN1 ) 
√
n‖v‖,
since, by Grothendieck’s theorem, ℓN1 ⊗min ℓN1 ≃ ℓN1 ⊗ǫ ℓN1 (see Section III).
B. Proof of Theorem 2
The proof is based on the theory of tensor norms. The key point here is the following characterization of separability
[53] (see also [54]):
Theorem 18. A tripartite state ρ on Cd⊗Cd⊗Cd is separable if and only if it is in the closed unit ball of⊗3j=1,π Sd1 .
The following lemma will be crucial.
Lemma 19. The identity
id :
(
ℓd2 ⊗∆2 ℓd2 ⊗∆2 ℓd∆2
)⊗π (ℓd2 ⊗2 ℓd2 ⊗∆2 ℓd2) −→ ⊗6j=1,πℓd2
has norm  d2, where ∆2 is the usual tensor norm that makes ℓd2 ⊗∆2 ℓd2 = ℓd
2
2 .
Proof. In [55] it is proven that the Gordon-Lewis constant gl(⊗3j=1,ǫℓd2) ≃ d (see [27] for the definition and properties of
gl). By duality gl(⊗3j=1,πℓd2) ≃ d. Since gl(ℓd2⊗∆2 ℓd2⊗∆2 ℓd2) = 1, then the norm of the identity id : ℓd2⊗∆2 ℓd2⊗∆2 ℓd2 −→
⊗3j=1,πℓd2 is  d. The result is then a consequence of the metric mapping property for tensor norms.
Since the trace class Sd1 is exactly ℓ
d





= 1 and ‖ρ‖π ≃ d2. Using the Cartesian decomposition ρ = Re ρ+ i Im ρ one can assume ρ to be hermitian,
and then, decomposing again into the positive and negative part, one obtains that ρ can indeed be taken positive,
and hence with trace 1. But now, the state ρ′ = pρ+ (1− p) 1d3 verifies that ‖ρ′‖π > 1 and is therefore entangled for
every p > 21+‖ρ‖π ≃ 1d2 . This proves Theorem 2.
C. Proof of Proposition 5
We will follow the case n = 2 which can be found in [56]. First we will need the next
Lemma 20. Let α be any tensor norm and A = ⊗3α,j=1Sn1 . Let G be a topological compact group such that G ⊂
isom(A,A), the group of isometries of A. We suppose:
(i) gρ = ρ for every g ∈ G.
(ii) Given L ∈ A∗, if L ◦ g = L for every g ∈ G, then L = λρ∗ for some constant λ.
Then we have that ‖ρ‖A · ‖ρ∗‖A∗ = n2.




L ◦ gdg. It is easy to see that L0 is well defined and belongs to A∗ with ‖L0‖A∗ ≤ ‖L‖A∗ . Now, by (i),
L0(ρ) =
∫
G L ◦ g(ρ)dg = L(ρ).
On the other hand, for every g′ ∈ G we have L0 ◦ g′ =
∫
G L ◦ g ◦ g′dg =
∫
G L ◦ gdg = L0, where we have used the
translational invariance of the Haar measure. Using (ii) we conclude that L0 = λρ
∗. We have
‖ρ‖A = L(ρ) = L0(ρ) = λρ∗(ρ) = λn2.
And also
λ‖ρ∗‖A∗ = ‖λρ∗‖A∗ = ‖L0‖A∗ ≤ ‖L‖A∗ = 1.
Then ‖ρ∗‖A∗ ≤ 1λ , which concludes the proof.
Using the previous lemma we can easily prove Proposition 5:
Proof. 5 We only need to show that there exists a topological compact subgroup of isom(A,A) which verifies the
hypothesis of the lemma 20.
For every ε = (ǫ1, · · · , ǫn), where ǫi = ±1, we consider gε : Rn −→ Rn such that gε(ei) = ǫiei. For every σ
permutation of {1, · · · , n} we consider hσ : Rn −→ Rn such that hσ(ei) = eσ(i). Now we take the group G generated
by the elements of the form
(gε ⊗ gθ)⊗ (gε ⊗ gθ)⊗ id , (gε ⊗ gθ)⊗ id⊗ (gε ⊗ gθ) and (hσ ⊗ hτ )⊗ (hσ ⊗ hτ )⊗ (hσ ⊗ hτ ).




λi,j,k,l,m,n|i〉〈j| ⊗ |k〉〈l| ⊗ |m〉〈n|
be an arbitrary element of A∗. We take g = (gε ⊗ gθ) ⊗ id⊗ (gε ⊗ gθ) in G. If we have L = L ◦ g, we get, for every
i, j, k, l,m, n,
λi,j,k,l,m,n = λi,j,k,l,m,nǫiθjǫmθn,




λi,j,k,l|i〉〈j| ⊗ |k〉〈l| ⊗ |i〉〈j|.




λi,j |i〉〈j| ⊗ |i〉〈j| ⊗ |i〉〈j|.
Finally, taking g = (hσ ⊗ hτ )⊗ (hσ ⊗ hτ )⊗ (hσ ⊗ hτ ) ∈ G, we see that λi,j = λσ(i),τ(j) for every permutations τ, σ
and every i, j. Then, we get that λi,j = λ, which finishes the proof.
VI. CONCLUSION
We have shown that some tripartite quantum states, constructed in a random way, can lead to arbitrarily large
violations of Bell inequalities. Moreover, and contrary to what happens with other measures of entanglement, the
GHZ state does not share this extreme behavior. Apart from the interest of the results (in particular we answer a long
standing open question of Tsirelson) and from the applications that can be derived (see Section II), we think that
one of the main achievements in the paper is the use of completely new mathematical tools in this context. We hope
that the techniques and connections we have established here will provide a better understanding of Bell inequalities
in the near future. In this direction we would like to finish with some open problems.
A couple of open questions
We have proven in the text that there are reasonably many states leading to large violations of Bell inequalities,
since we have constructed them using random unitaries. However, if we focus on the inequalities (rather than on the
states) the picture is much less clear. Apart from seeking for an explicit form one could ask the following:
Question 1: How many Bell inequalities give large violation?
Following the relations found in this paper, one can formulate this question in the following quantitative way:
Question 1’: Are the volumes of the unit balls of ℓn1 ⊗ǫ ℓn1 ⊗ǫ ℓn1 and ℓn1 ⊗min ℓn1 ⊗min ℓn1 comparable?
Once more Chevet’s inequality gives us the right estimate for the volume of the unit ball of ℓn1 ⊗ǫ ℓn1 ⊗ǫ ℓn1 . So the
question can be finally stated as
Question 1”: Which is the (asymptotic) volume of the unit ball of ℓn1 ⊗min ℓn1 ⊗min ℓn1 ?
Another interesting question arising from the paper is the possibility of giving highly non-local states with a simpler
structure than the ones given here. For instance, it would be nice to know if
Question 2: Can one can find a diagonal state |ψ〉 =∑ni=1 αi|iii〉 giving unbounded violation to a Bell inequality?
We have proven that the GHZ (i.e. αi =
1√
n
for every i) does not, but, interestingly enough, Question 2 is equivalent
to the following completely mathematical question
Question 2’: Is S∞ (the space of compact operators in a Hilbert space) a Q-algebra with the Schur product?
This question, that was formulated by Varopoulos in 1975 [57], is still open, though there has been some progress
towards its solution [45, 58]. A nice exposition about Q-algebras can be found in [27].
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