We report iron and titanium abundance measurements from high resolution spectra in a volume-limited sample of 106 M0 and M0.5 dwarf stars. The sample includes stars north of the celestial equator and closer than 29 parsecs. The results imply that there is an M dwarf problem similar to the previously known G dwarf problem, in that the fraction of low-metallicity M dwarfs is not large enough to fit simple closed-box models of Galactic chemical evolution. This volume-limited sample avoids many of the statistical uncertainties present in a previous study using a brightness-limited sample of M dwarf stars.
INTRODUCTION
The majority of stars in our Galaxy are M dwarfs: low-mass, low-luminosity, cool main sequence stars, which make up most of the Galaxy's baryonic mass. M dwarf stars have main sequence lifetimes much longer than the current age of the Universe, which make them good candidates for the study of the chemical evolution of the Galaxy. G and K dwarf stars also have main sequence lifetimes comparable to or longer than the age of the Universe. Their spectra are generally simpler than those of M dwarfs, with fewer molecular bands to complicate the measurement of atomic line strengths and the calculation of model atmospheres. While we would not expect to find a different chemical history for M dwarfs than that found for G and K dwarfs, the scientific method demands that our expectations be tested, especially for the most common class of stars. We cannot claim to fully understand the chemical history of the Galaxy if we do not know the chemical history of the M dwarfs.
One long-standing issue for modelling Galactic chemical evolution is the G dwarf problem: the number of lowmetallicity G dwarf stars is much smaller than that predicted by a simple model of Galactic chemical evolution (van den Bergh 1962; Schmidt 1963) . A simple model assumes that the solar neighbourhood can be modeled as a closed system, it started as 100 per cent metal-free gas, the initial stellar mass function (IMF) is constant, and the gas is chemically homogeneous at all times (Tinsley 1980) . Some ⋆ E-mail: vwoolf@unomaha.edu alternatives to a simple model can produce better matches to the observed numbers of long-lived stars with different metallicities by abandoning one or more of its simplifying assumptions. Models have produced better matches to the observed metallicity trend by including inflow or outflow of material (Wyse & Gilmore 1995; Pagel 2001; Snaith et al. 2015 ; Sánchez Almeida 2017), a varying IMF (Schmidt 1963; Carigi 1996; Martinelli & Matteucci 2000; Yan et al. 2019) , and/or variable star formation rates (Malinie et al. 1993; Carigi 1996; Caimmi 2008 ).
It appears that the problem continues to stars with lower masses, and thus longer main sequence lifetimes and smaller luminosities: the K dwarfs (Casuso & Beckman 2004) , and M dwarfs (Woolf & West 2012) . Previous reports of a possible M dwarf problem were based on a sample of only six stars (Mould 1978) , or on metallicities derived from low resolution spectra of a brightness-limited sample of stars (Woolf & West 2012) . Main sequence stars with the same effective temperature but different metallicities have different luminosities, a difference that has traditionally led to lower-metallicity main sequence stars being called 'subdwarfs' (Joy 1947) with the smaller and fainter subdwarfs being found 'below' the solar-metallicity main sequence on the Hertzprung-Russell diagram. The volume included in a brightness limited sample therefore depends on the metallicities of the stars observed, so a statistical treatment was required in the Woolf & West (2012) study in order to find the ratios of the numbers of stars with different metallicities. Mann et al. (2013) found possible problems with the method presented by Woolf et al. (2009) and used by Woolf & West (2012) to derive metallicities from molecular band strengths in low resolution spectra, reporting that the method incorrectly identified 12 low metallicity M dwarfs in binaries with K dwarfs as being near-solar metallicity. Dhital et al. (2012) produced another metallicity calibration using the same molecular bands used in the calibration of Woolf et al. (2009) which gives slightly different metallicities.
Other researchers have worked to provide methods of estimating metallicities (Schlaufman & Laughlin 2010; Newton et al. 2014; Hejazi et al. 2015; Netopil 2017) or other chemical abundance trends (Karaali et al. 2016 ) for low-mass stars using photometry. These photometric methods have uncertainties with a source similar to those involved in estimating metallicities by measuring molecular band strengths in low resolution spectra: in both methods, spectral features such as atomic lines or molecular bands, possibly affected differently by multiple stellar parameters (effective temperature, metallicity, etc.) are frequently included in a single photometric band or a single spectral resolution element, meaning that it may not be possible to determine which lines or stellar parameters cause measured differences between stars.
Rather than trying to find and eliminate possible problems with the metallicity calibration of Woolf & West (2012) or decide which newer calibration is best, and in order to eliminate the uncertainties caused by using a brightnesslimited sample and by using photometry or low resolution spectra, we have measured Fe and Ti abundances using high resolution spectra of M dwarfs in a volume limited sample. Several elements have accessible absorption lines in the visible spectra of M0 dwarf stars (Woolf & Wallerstein 2004) . Fe and Ti were chosen for our analysis because they have many more lines that can be measured than other elements.
SAMPLE SELECTION
Our sample of M0 and M0.5 main sequence (dwarf) stars was selected from the Lépine et al. (2013) list of the brightest M dwarf stars north of the celestial equator. Because the source catalog used to select our sample was brightness-limited and the luminosity of main sequence stars at a given temperature decreases with lower metallicities, we observed more than 200 stars to be sure we did not miss any low-metallicity stars in a sample that included the closest 100. After the observations were finished, but before the analysis was complete, the Gaia Data Release 2 (Gaia Collaboration et al. 2016 Collaboration et al. , 2018 became available, allowing us to use trigonometric parallax distances, instead of using a combination of trigonometric and spectroscopic parallax distances, with corrections required for the variation of luminosity with metallicity. For the two stars without available Gaia parallax data, GJ 308 and GJ 3650, we used parallax measurements from the Hipparcos catalogue (ESA 1997; van Leeuwen 2007) .
The final sample includes the 106 closest M0 and M0.5 dwarf stars from the list of Lépine et al. (2013) , those closer than 29 parsecs, and for which spectra could be obtained without contamination from a close binary companion. We observed more than 200 stars in our effort to be sure we did not miss any fainter low-metallicity stars, but our sample ends at the 106th star for the simple reason that based on parallax distances, we had not observed the 107th clos-est star in the source list. Lépine et al. (2013) selected their sample using proper motions and J magnitudes. They estimate that their sample should include more than 91% of K7 to M1 dwarfs within 50 parsecs, with stars overlooked because of magnitude errors or their proper motion selection method. More distant stars thus more likely to be missed. If our sample reached to 50 parsecs, 9 or 10 stars would likely be missing. The cutoff for our sample is at 29 parsecs, which means it is most likely more complete, perhaps missing only 29/50 as many, i.e. 5 or 6, northern M0 or M0.5 dwarf stars, as observational uncertainty in magnitude is smaller for closer and thus brighter stars, and proper motions are larger for a given space velocity when stars are closer.
Three stars which would have been included in our sample (namely, GJ 278 C, GJ 84.2 A, and GJ 900) were eliminated because they were discovered to be spectroscopic double-line binaries when their high resolution spectra were inspected. Four additional stars, BD+33 1814 A, BD+33 1814 B, BD+40 883 B, and GJ 520 A, were not included because they are in visual binaries and the observed angles to their companion stars were too small to avoid having their spectra contaminated by light from the companion. It is likely that some of the stars in our sample are in binaries we have not detected, with light from a fainter companion contaminating their spectra at a low level.
In Table 1 , we list the stars in our sample in order of parallax distance, with their parallaxes and V , H, and Ks magnitudes. H and Ks magnitudes used in our analysis were taken from Skrutskie et al. (2006) . V magnitudes were taken from Mumford (1956) 
OBSERVATIONS AND DATA REDUCTION
Spectra of the target stars were observed with the echelle spectrograph of the Apache Point Observatory 3.5-m telescope during 23 half-nights in 2016. The spectra have spectral resolution λ/∆λ ≈ 33000. The detector is a SITe CCD whose sensitivity peaks at about 7000Å. The spectral range of the spectrograph is 3200 -10000Å, but no lines with wavelengths shorter than 5700Å were used because our spectra have low signal to noise ratios at shorter wavelengths. The signal-to-noise ratio for our spectra varies with wavelength region, being larger for longer wavelengths where M stars are brighter and where the instrument is more sensitive. Our observing strategy was to obtain a signal-to-noise ratio of at least 70 in the wavelength regions where most of the Fe and Ti lines used in our project are found (7000 -9800Å). We chose this signal-to-noise ratio, instead of the more typical ratio of 100 used for chemical abundance analyses of fairly bright stars, in order to allow us to observe twice as many stars during our limited observing time. This adds some uncertainty to our measured line strengths, but should not appreciably affect statistics.
The spectra were reduced using standard IRAF routines to subtract the bias, divide by the flat field spectra, correct pixels affected by radiation events or cosmic rays, reduce to one dimensional spectra, and apply a wavelength scale derived from a ThAr lamp spectrum. For some stars, the IMARITH routine of IRAF was used to divide the stellar spectra by a normalized spectrum of a hot, high rotational velocity (v sin i) star observed the same night in order to partly correct for telluric lines. Atomic lines from these corrected spectra were used if the correction was necessary and if the telluric line(s) around the line were weak enough that the correction was reasonable.
CHEMICAL ABUNDANCE ANALYSIS
Equivalent widths of Fe i and Ti i lines were measured from the spectra using the SPLOT routine of IRAF in wavelength regions where molecular lines were weak or absent so that the continuum level could be estimated.
Atomic data for the Fe and Ti lines were chosen from the Vienna Atomic Line Database (VALD) (Piskunov et al. 1995; Ryabchikova et al. 2015) , which is a compilation of data from many sources. We used wavelength, excitation potential, and gf values compiled by VALD from Fuhr et al. (1988) ; Martin et al. (1988) ; Bard et al. (1991); O'Brian et al. (1991) ; Kurucz & Bell (1995) ; Blackwell-Whitehead et al. (2006) , and Lawler et al. (2013) . The lines used in our analysis are shown in Table 2 , where we list the excitation potential, log gf , and the number of stars for which each line was used. Some lines, e.g. the 7583Å Fe I line, are in regions where the spectrum is clean of molecular bands and has a high signal to noise ratio for all of our stars and were used to find abundances for the large majority of our stars. Other lines were in regions where the spectrum is not usually so clean and were used only for brighter stars with weaker molecular bands.
Fe and Ti abundances for the stars were found using the spectral analysis routine MOOG (Sneden 1973) , updated in 2017. The process required several iterations for each star. In this process, we followed the method described in Woolf & Wallerstein (2005) , except that newer grids of Phoenix model atmospheres and synthetic spectra (Husser et al. 2013) were used, and that the new atmospheres allowed us to adjust the alpha element concentration so that it was not necessary to adjust the model atmosphere metallicity to account for enhanced [α/Fe] at lower metallicities.
We integrated flux in the H, Ks, and V bands in Phoenix synthetic spectra to produce theoretical colourtemperature relations in the temperature range of our stars. For each star we used measured magnitudes to find V − H and V − Ks temperatures. The mean of these two was used as the T eff for the model atmosphere. The temperature thus calculated was dependent on the metallicity of the synthetic spectra used. For the first iteration, we assumed [Fe/H] = 0 for each star. Parallax distances were used to calculate absolute H and Ks magnitudes, which allowed us to estimate masses using the theoretical mass-luminosity relations of Ségransan et al. (2003) . We calculated the bolometric correction BCK magnitude using BCV , and Phoenix V − Ks colours, and then used distance, Ks, and BCK to derive M bol . Mass, M bol , and T eff were used to calculate log g using log g = log M +4 log(T eff /5770)+0.4(M bol −4.65)+4.44, where we assume solar temperature, bolometric magnitude, and log g to be 5770 K, 4.65, and 4.44, and where M is in solar masses. As described in Woolf & Wallerstein (2005) , the Ti and Fe abundances derived by this method are only minimally sensitive to the surface gravity used.
We created a model atmosphere for the assumed metallicity and the calculated T eff and log g. When interpolating model atmospheres from the grid, we used models with enhanced alpha-element abundances relative to Fe abundance for low-metallicity stars, as reported in Table 3 , following the approximate trend seen in for local neighborhood stars (Bensby et al. 2014) . We then used the model atmosphere and the measured atomic absorption lines in MOOG to find Fe and Ti abundances, altering microturbulent velocity until plots of abundance vs equivalent width were flat. If the [Fe/H] value did not match the metallicity assumed to derive stellar parameters and produce the model atmosphere, we started the procedure again with a new assumed metallicity based on the Fe abundance found in the earlier iteration. The process was repeated until the assumed metallicity matched the [Fe/H] abundance found.
Uncertainties in the abundances due to typical parallax, photometry, line measurement, and atomic data errors were estimated by repeating the abundance analysis for representative stars at the extremes of each of the reported errors. For example if the V magnitude of a star was reported as V = 10.00 ± 0.05, the analysis was repeated using V = 9.95 and V = 10.05 and the results were used to estimate the abundance uncertainties due to the reported errors in V . Typical parallax, photometry, line measurement, and atomic data errors for stars in our sample introduce the uncertainties ∆[Fe/H] = 0.04, ∆[Ti/H] = 0.05, and ∆[Ti/Fe] = 0.07.
RESULTS AND DISCUSSION
The Ti and Fe abundances derived for our sample of stars are reported in Table 4 , with stars listed in order of distance. In calculating [Fe/H], [Ti/H], and [Ti/Fe] abundances 1 , we used solar abundances A(Fe)⊙ = 7.50 and A(Ti)⊙ = 4.95 (Asplund et al. 2009 ). These are different than the values used in our previous reports, where we used A(Fe) = 7.45 and A(Ti) = 5.02 to calculate the square bracket abundances (Woolf & Wallerstein 2005) .
A trend of increasing [Ti/Fe] with smaller [Fe/H] is seen for our sample of local M dwarf stars, as shown in in Figure 1 . The trend and the amount of scatter are similar to those found for other M and K dwarf stars (Woolf & Wallerstein 2005) and warmer (4300 ≤ T ef f ≤ 6600 K) main sequence and giant stars (Fulbright 2000) , also shown in the figure. This trend in [Ti/Fe] vs [Fe/H] was previously known and is included to show that the trend seen in our sample is typical. It is presumably caused by process(es) that occur in long-lived stars creating a larger fraction of Fe compared to Ti recently than other processes did when Fe and Ti were made while the Galaxy was younger.
The fraction of stars in our sample in 0.1 dex bins of [Fe/H] is shown in Figure 2 and compared to the predictions of a simple model (Audouze & Tinsley 1976) . The peak of the distribution is at [Fe/H] = −0.25. As discussed Woolf & West (2012) , other studies have found that the It is likely that differences in the distribution peak location are due to different choices of model atmospheres, atomic data sources, and analysis methods, rather than actual abundance differences and the choice of star samples.
A simple model of Galactic chemical enrichment predicts larger numbers of low metallicity long-lived stars than are found in samples of G, K, and M dwarfs, the stars with main sequence lifetimes comparable to or longer than the current age of the Universe. In Figure 3 we compare the prediction of a simple model (Audouze & Tinsley 1976 ) with our data. The value S/S1 represents the current present day cumulative stellar metallicity distribution, or the fraction of stars that have metallicities smaller than Z. The model prediction (dashed curve) is calculated using the equation Audouze & Tinsley (1976) as described in Woolf & West (2012) . In the equation, Z1 is the presentday local metallicity and µ1 is the fraction of local baryonic matter that is now interstellar matter (i.e. not contained in stars or stellar remnants). To calculate the simple model S/S1 vs [Fe/H] curve in Figure 3 , we assumed that µ1 = 0.27 (Holmberg & Flynn 2000) and let log(Z1/Z⊙) = +0.1, but any reasonable values of µ1 and Z1/Z⊙ produce simple model predictions with larger numbers of low metallicity stars than observations show.
Our volume-limited sample of local main sequence M stars shows the same shortage, compared to a simple model, found for G dwarfs and referred to as the G dwarf problem, and which studies cited in the Introduction have found for K, and M dwarf stars.
CONCLUSIONS
Our sample includes M0 and M0.5 stars closer than 29 parsecs, and is thus certainly a 'local' sample. Galactic chemical evolution models for the local neighbourhood typically include a region of the thin disk about 1 kpc wide in the Galactic plane and 1 kpc perpendicular to the plane (Tinsley 1980) . Our sample boundaries fall well within this region. The lowest metallicity star in the sample has [Fe/H] = −1.05, which means that we likely have not included halo stars. This is not surprising, as halo stars are very rare locally compared to thin and thick disc stars.
By finding chemical abundances using high resolution spectra, we avoid the uncertainties present when estimating metallicities with low resolution spectra or photometry. By using a volume-limited sample of stars, we avoid the statistical difficulties present with a brightness-limited sample. Our data show that there is an M dwarf problem in the local neighbourhood similar to the long-known G dwarf problem: the number of low-metallicity long-lived stars is much smaller than that required to match a simple model of Galactic chemical evolution.
The stars in our sample were selected by spectral type, not mass, so lower-metallicity stars or subdwarfs should be overrepresented compared to sample chosen by mass: a sample selected by mass would show a somewhat more extreme M dwarf problem. In this work we compare the metallicity trend predicted by a simple model with our measured Fe abundance trends (Figures 2 and 3) . Fe abundances are often used as a proxy for metallicity, the concentration of all elements heavier than H and He, because it is convenient to do so: Fe has many absorption lines in the visible spectra of most F, G, K, and M stars. If we take into account the overabundance of alpha elements relative to iron for low metallicity stars, compared to a solar abundance mixture, then the reported metallicity for the low metallicity stars in our sample would all be increased slightly, a change that would make the M dwarf problem more pronounced.
As described in the introduction, the solution to the 'problem' is to abandon one or more of the assumptions of a simple model. The assumptions are each arguably or obviously incorrect. For example, material is observed falling into the disc (Verschuur 1975; Wakker & van Woerden 1997) and there is debate about the history of the IMF in the Galaxy (Bastian et al. 2010 ). The simple model is therefore most useful as a starting point for modeling chemical evolution. The G, K, and M dwarf problem is evidence of its shortfalls and highlights an abundance trend that must be explained in any more successful model.
Our data do not predict which departures from a simple model of Galactic chemical evolution are required to produce a model that better matches the chemical compositions of the current local stellar population. Rather, they show that all stars with main sequence lifetimes comparable to or longer than that of the Galaxy, including M dwarfs, have metallicity trends that fail to match the trend predicted by a simple model.
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