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Abstract
In this paper, we study the structure and representation of a 6A-algebra which is a vertex operator algebra gener-
ated by two Ising vectors e, f with inner product 〈e, f〉 = 5
210
. In particular, we prove the uniqueness of the vertex
operator algebra structure of this 6A-algebra, classify the irreducible modules, and determine the fusion rules.
1 Introduction
This paper is devoted to the study of the 6A-algebrawhich is a vertex operator algebra of theMoonshine type generated
by two Ising vectors whose inner product is 5/210.
An Ising vector in a vertex operator algebra V is a Virasoro vector which generates a subalgebra isomorphic to
the Virasoro vertex operator algebra L(12 , 0). The importance of the Ising vectors was first noticed in [DMZ] for
understanding the structure of the moonshine vertex operator algebra V ♮ [FLM]. In fact, V ♮ contains a conformal
subalgebra L(12 , 0)
⊗48. This led to the theory of framed vertex operator algebras [M1, DGH], a new construction of
the moonshine vertex operator algebra [M2], a proof of Frenkel-Lepowsky-Meurman’s conjecture [FLM] that V ♮ is
holomorphic [D] and two weaker versions of Frenkel-Lepowsky-Meurma’s uniqueness conjecture on V ♮ [DGL, LY].
Moreover for an Ising vector e ∈ V , one can define the Miyamoto involution τe which is an automorphism of V .
The study of a vertex operator algebra generated by two Ising vectors initiated in [M3]. It was proved in [M3] that
each axis of the Monster Griess algebra is essentially a half of an Ising vector of V ♯ and τe is a 2A-involution of the
Monster simple groupM. Thus there is a one-to-one correspondence between 2A-involutions of M and Ising vectors
of V ♯. It is shown in [C] that the structure of the subalgebra generated by two Ising vectors e and f in the algebra V ♯2
depends on only the conjugacy class of τeτf , and the inner product 〈e, f〉 is given by the following table:
〈τeτf 〉M 1A 2A 3A 4A 5A 6A 3C 4B 2B
〈e, f〉 1/4 1/25 13/210 1/27 3/29 5/210 1/28 1/28 0
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Let V be an arbitrary simple vertex operator algebra of the moonshine type. It was proved in [S] that the structure
of the subalgebra generated by two Ising vectors in the Griess algebra V2 of V is uniquely determined by the inner
product of the two Ising vectors. Moreover, the inner product of two Ising vectors again has 9 possibilities as in the
case of the Moonshine vertex operator algebra. Certain vertex operator subalgebras UnX of the lattice vertex operator
algebra V√2E8 corresponding to the type nX of 〈τeτf 〉
M
were constructed in [LYY1]. It was shown that in each of
the nine cases UnX always contains conformal vectors eˆ and fˆ of central charge 1/2 such that the inner product 〈eˆ, fˆ〉
is exactly those given in the table. The structure and representation of these coset subalgebras UnX are studied in
[LYY2] and it was shown that they are all generated by two conformal vectors of central charge 1/2. It is also shown
that the product of two Miyamoto involutions is in the desired conjugacy class of the Monster simple group if a coset
subalgebra UnX is actually contained in the Moonshine vertex operator algebra V ♯. The existence of UnX inside the
Moonshine vertex operator algebra V ♯ for the cases nX = 1A, 2A, 2B and 4A is also established. Furthermore, the
cases for 3A, 5A and 3C are discussed in [LYY2].
But the structure and representation of U6A has not been understood well. It turns out that this 6A-algebra U6A =
U1 ⊕ U2 ⊕ U3 is an extension of a rational, C2-cofinite vertex operator algebra U1 by two irreducible U1-modules
U2 and U3 which are not simple current modules. The first goal is to establish the uniqueness of the 6A-algebra. The
main idea is to use relevant braiding matrices. The second goal is to classify irreducible modules for U6A, we first
construct 14 irreducible U6A-modules and then prove the sum of squares of quantum dimensions of these irreducible
modules is exactly the global dimension of U6A. This implies that U6A has exactly 14 irreducible modules. Last, we
determine the fusion rules of these modules.
For simplicity we denote U6A by U .
The paper is organized as follows. In Section 2, we review some basic notions and some well known results in
the vertex operator algebra theory. In Section 3, we study the structure of the 6A-algebra and prove the uniqueness of
the vertex operator algebra structure on U . In section 4, we classify the irreducible modules for U . In section 5, we
determine the fusion rules among irreducible U-modules.
2 Preliminary
In this section, we review the basics on vertex operators algebras, the theory of quantum dimensions from [DJX], the
coset realization of the discrete series of the unitary representations for the Virasoro algebra [GKO] and the braiding
matrices for certain Virasoro vertex operator algebras [FFK].
2.1 Basics
Let V = (V, Y, 1, ω) be a vertex operator algebra. Let Y (v, z) =
∑
n∈Z vnz
−n−1 denote the vertex operator of V
for v ∈ V , where vn ∈ End(V ). We first recall some basic notions from [FLM, Z, DLM1, DLM3].
Definition 2.1. A vector v ∈ V2 is called a Virasoro vector with central charge cv if it satisfies v1v = 2v and
v3v =
cv
2 1. Then the operators L
v
n := vn+1, n ∈ Z, satisfy the Virasoro commutation relation
[Lvm, L
v
n] = (m− n)Lvm+n + δm+n, 0
m3 −m
12
cv
form, n ∈ Z. A Virasoro vector v ∈ V2 with central charge 1/2 is called an Ising vector if v generates the Virasoro
vertex operator algebra L(1/2, 0).
Definition 2.2. An automorphism g of a vertex operator algebra V is a linear isomorphism of V satisfying g (ω) = ω
and gY (v, z) g−1 = Y (gv, z) for any v ∈ V . We denote by Aut (V ) the group of all automorphisms of V .
For a subgroup G ≤ Aut (V ) the fixed point set V G = {v ∈ V |g (v) = v, ∀g ∈ G} has a vertex operator algebra
structure.
Let g be an automorphism of a vertex operator algebra V of order T . Denote the decomposition of V into
eigenspaces of g as:
2
V = ⊕r∈Z/TZV r
where V r =
{
v ∈ V |gv = e2πir/T v}.
Definition 2.3. A weak g-twisted V -moduleM is a vector space with a linear map
YM :V → (EndM) {z}
v 7→ YM (v, z) =
∑
n∈Q
vnz
−n−1 (vn ∈ EndM)
which satisfies the following: for all 0 ≤ r ≤ T − 1, u ∈ V r, v ∈ V , w ∈M ,
YM (u, z) =
∑
n∈− r
T
+Z
unz
−n−1,
ulw = 0 for l≫ 0,
YM (1, z) = IdM ,
z−10 δ
(
z1 − z2
z0
)
YM (u, z1)YM (v, z2)− z−10 δ
(
z2 − z1
−z0
)
YM (v, z2)YM (u, z1)
= z−12
(
z1 − z0
z2
)−r/T
δ
(
z1 − z0
z2
)
YM (Y (u, z0) v, z2) , (2.1)
where δ (z) =
∑
n∈Z z
n.
Definition 2.4. A g-twisted V -module is a weak g-twisted V -module M which carries a C-grading induced by the
spectrum of L(0) where L(0) is the component operator of Y (ω, z) =
∑
n∈Z L(n)z
−n−2. That is, we have M =⊕
λ∈CMλ, where Mλ = {w ∈M |L(0)w = λw}. Moreover, dimMλ is finite and for fixed λ, M nT +λ = 0 for all
small enough integers n.
Definition 2.5. An admissible g-twisted V -module M = ⊕n∈ 1
T
Z+
M (n) is a 1T Z+-graded weak g-twisted module
such that umM (n) ⊂M (wtu−m− 1 + n) for homogeneous u ∈ V andm,n ∈ 1T Z.
If g = IdV we have the notions of weak, ordinary and admissible V -modules [DLM2].
Definition 2.6. A vertex operator algebra V is called g-rational if the admissible g-twisted module category is
semisimple. V is called rational if V is 1-rational.
It was proved in [DLM2] that if V is rational then there are only finitely irreducible admissible V -modules up
to isomorphism and each irreducible admissible V -module is ordinary. Let M0,M1, · · · ,Md be all the irreducible
modules up to isomorphism withM0 = V . Then there exists hi ∈ C for i = 0, · · · , d such that
M i = ⊕∞n=0M ihi+n
where M ihi 6= 0 and L (0) |Mihi+n = hi + n, ∀n ∈ Z+. hi is called the conformal weight of M
i. We denote
M i (n) = M ihi+n.
Let M = ⊕λ∈CMλ be a V -module. The restricted dual of M is defined by M ′ = ⊕λ∈CM∗λ where M∗λ =
HomC (Mλ,C) . It was proved in [FHL] thatM
′ = (M ′, YM ′) is naturally a V -module such that
〈YM ′ (v, z) f, u〉 =
〈
f, YM
(
ezL(1)
(−z−2)L(0) v, z−1) u〉 ,
for v ∈ V, f ∈ M ′ and u ∈ M , and (M ′)′ ∼= M . Moreover, ifM is irreducible, so isM ′. A V -moduleM is said to
be self dual ifM ∼= M ′.
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Definition 2.7. A vertex operator algebra V is said to beC2-cofinite if V/C2(V ) is finite dimensional, whereC2(V ) =
〈v−2u|v, u ∈ V 〉.
Definition 2.8. A vertex operator algebra V = ⊕n∈ZVn is said to be of CFT type if Vn = 0 for negative n and
V0 = C1.
Definition 2.9. Let (V, Y ) be a vertex operator algebra and let
(
M i, Y i
)
,
(
M j , Y j
)
and
(
Mk, Y k
)
be three V -
modules. An intertwining operator of type
(
Mk
M i M j
)
is a linear map
Y (·, z) : M i → Hom (M j, Mk) {z}
u 7→ Y (u, z) =
∑
n∈Q
unz
−n−1
satisfying:
(1) for any u ∈M i and v ∈M j , unv = 0 for n sufficiently large;
(2) Y(L−1v, z) =
(
d
dz
)Y (v, z) for v ∈M i;
(3) (Jacobi Identity) for any u ∈ V, v ∈M i,
z−10 δ
(
z1 − z2
z0
)
Y k (u, z1)Y (v, z2)− z−10 δ
(−z2 + z1
z0
)
Y (v, z2)Y j (u, z1)
= z−12
(
z1 − z0
z2
)
Y (Y i (u, z0) v, z2) .
The space of all intertwining operators of type
(
Mk
M i M j
)
is denoted IV
(
Mk
M i M j
)
. Without confusion, we also
denote it by Iki,j . Let N
k
i, j = dim I
k
i,j . These integersN
k
i,j are called the fusion rules.
The following proposition was proved in [ADL]:
Proposition 2.10. Let V be a vertex operator algebra and let W 1, W 2, W 3 be V -modules among which W 1 and
W 2 are irreducible. Suppose that V0 is a vertex operator subalgebra of V (with the same Virasoro element) and that
N1 and N2 are irreducible V0-modules of W
1 andW 2, respectively. Then the restriction map from IV
(
W 3
W 1 W 2
)
to
IV0
(
W 3
N1 N2
)
is injective. In particular,
dim IV
(
W 3
W 1 W 2
)
≤ dim IV0
(
W 3
N1 N2
)
.
Let V 1 and V 2 be vertex operator algebras. Let M i , i = 1, 2, 3, be V 1-modules, and N i, i = 1, 2, 3, be V 2-
modules. ThenM i ⊗N i, i = 1, 2, 3, are V 1 ⊗ V 2-modules by [FHL]. The following property was given in [ADL]:
Proposition 2.11. If NM
3
M1,M2 <∞ or NN
3
N1,N2 <∞, then
NM
3⊗N3
M1⊗N1,M2⊗N2 = N
M3
M1,M2N
N3
N1,N2 .
Let M1 and M2 be V -modules. A fusion product for the ordered pair
(
M1,M2
)
is a pair (M,F (·, z)) which
consists of a V -module M and an intertwining operator F (·, z) of type
(
M
M1,M2
)
such that the following universal
property holds: For any V -moduleW and any intertwining operator I (·, z) of type
(
W
M1,M2
)
, there exists a unique V -
homomorphism φ fromM toW such that I (·, z) = φ ◦ F (·, z) . It is clear from the definition that if a tensor product
ofM1 andM2 exists, it is unique up to isomorphism. In this case, we denote the fusion product byM1 ⊠V M
2.
The basic result is that the fusion product exists if V is rational. Let M,N be irreducible V -modules, we shall
often consider the fusion product
M ⊠V N =
∑
W
NWM, NW
whereW runs over the set of equivalence classes of irreducible V -modules.
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Definition 2.12. Let V be a simple vertex operator algebra. A simple V -moduleM is called a simple current if for
any irreducible V -moduleW ,M ⊠V W exists and is also a simple V -module.
The following proposition is from [FHL]:
Proposition 2.13. Let V be a vertex operator algebra and V ′ be its restricted dual. For u, v, w ∈ V and t ∈ V ′, we
have the following equality of rational functions
ι−112 〈t, Y (u, z1)Y (v, z2)w〉 = ι−121 〈t, Y (v, z2)Y (u, z1)w〉 (2.2)
ι−112 〈t, Y (u, z1)Y (v, z2)w〉 =
(
ι−1120 〈t, Y (Y (u, z0) v, z2)w〉
) |z0=z1−z2 (2.3)
where ι−112 f (z1, z2) denotes the formal power expansion of an analytic function f (z1, z2) in the domain |z1| > |z2| .
The following result about bilinear form on V is from [L2]:
Theorem 2.14. The space of invariant bilinear forms on V is isomorphic to the space
(V0/L (1)V1)
∗ = HomC (V0/L (1)V1,C) .
2.2 Quantum Galois Theory
Now we recall quantum Galois theory and quantum dimensions from [DM] and [DJX]. Let V be a simple vertex
operator algebra andG a finite and faithful group of automorphisms of V . Let Irr (G) be the set of simple characters χ
ofG. As CG-module, each homogeneous space Vn of V is finite dimensional, and V can be decomposed into a direct
sum of graded subspaces
V = ⊕χ∈Irr(G)V χ,
where V χ is the subspace of V on which G acts according to the character χ. The following theorem is from [DM].
Theorem 2.15. Suppose that V is a simple vertex operator algebra and that G is a finite and faithful solvable group
of automorphisms of V . Then the following hold:
(i) Each V χ is nonzero;
(ii) For χ ∈ Irr (G), each V χ is a simple module for the G-graded vertex operator algebra CG⊗ V G of the form
V χ = Mχ ⊗ Vχ,
whereMχ is the simple CG-module affording χ and where Vχ is a simple V
G-module.
(iii) The map Mχ 7→ Vχ is a bijection from the set of simple CG-modules to the set of (inequivalent) simple
V G-modules which are contained in V .
Now we recall the notion of quantum dimension from [DJX]. Let V be a vertex operator algebra of CFT type and
M a V -module, the formal character ofM = ⊕n∈Z+Mλ+n is defined to be
ChqM = trqM = trq
L(0)−c/24 = qλ−c/24
∑
n∈Z+
(dimMλ+n)q
n
where λ is the conformal weight ofM . The quantum dimension ofM over V is defined as:
q dimV M = lim
q→1−
ChqM
ChqV
.
The following result is from Theorem 6.3 in [DJX]:
Theorem 2.16. Let V be a rational and C2-cofinite simple vertex operator algebra. Assume V is g-rational and the
conformal weight of any irreducible g-twisted V -module is positive except for V itself for all g ∈ G. Then
q dimV G Vχ = dimWχ.
5
For convenience, from now on, we say a vertex operator algebra V is “good” if it satisfies the following conditions:
V is a rational and C2-cofinite simple vertex operator algebra of CFT type with V ∼= V ′. LetM0, M1, · · · , Md be
all the inequivalent irreducible V -modules with M0 ∼= V . The corresponding conformal weights λi satisfy λi > 0
for 0 < i ≤ d.
The following properties of quantum dimensions are from [DJX] :
Proposition 2.17. Let V be a “good” vertex operator algebra. Then
(i) q dimV
(
M i ⊠M j
)
= q dimV M
i · q dimV M j , ∀i, j.
(ii) A V -moduleM i is a simple current if and only if q dimV M
i = 1.
(iii) q dimV M
i ∈ {2 cos (π/n) |n ≥ 3} ∪ {a|2 ≤ a <∞, a is algebraic} .
Definition 2.18. Let V be a vertex operator algebra with finitely many inequivalent irreducible modulesM0, · · · ,Md.
The global dimension of V is defined as
glob (V ) =
d∑
i=0
(
q dimV M
i
)2
.
Remark 2.19. Let U and V be “good” vertex operator algebras, M be a U -module and N be a V -module. Then
Lemma 2.10 of [ADJR] gives
q dimU⊗V M ⊗N = q dimU M · q dimU N,
glob (U ⊗ V ) = glob (U) · glob (V ) .
Let V be a vertex operator algebra, recall that a simple vertex operator algebra containing V is called an extension
U of V . Now we have the following theorem [ABD, HKL, ADJR]:
Theorem 2.20. Let V be a “good” vertex operator algebra. Let U be a simple vertex operator algebra which is an
extension of V . Then U is also “good” and
glob (V ) = glob (U) · (q dimV (U))2 .
2.3 The unitary series of the Virasoro VOAs
Nowwe recall notations about unitary minimal models of Virasoro algebra from [FFK]. The models are parameterized
by a complex numberα2−, related to the central charge of the Virasoro algebra by c = 13−6α2−−6α−2− where α2− = pp′
and |p− p′| = 1.Without loss of generality, we write p′ = p + 1 and denote cp = 1 − 6p(p+1) with p = 2, 3, 4, · · · .
The label I stands for a pair (i′, i) of positive integers and the corresponding highest weight is
hI = h
(p)
(i′ i) =
1
4
(
i′2 − 1)α2− − 12 (i′i− 1) + 14
(
i2 − 1)α−2− = (pi′ − (p+ 1) i)2 − 14p (p+ 1) . (2.4)
for 1 ≤ i′ ≤ p, 1 ≤ i ≤ p− 1.We denote such unitary minimal models of Virasoro algebra by L
(
cp, h
(p)
(i′,i)
)
.
Remark 2.21. Use the above notation, we see that the central charge of the model L
(
25
28 , 0
)
corresponds to the
parameter α2− =
7
8 with p = 7, p
′ = 8. The highest weights for irreducible L
(
25
28 , 0
)
-modules are{
0,
5
32
,
3
4
,
57
32
,
13
4
,
165
32
,
15
2
,
5
14
,
3
224
,
3
28
,
143
224
,
45
28
,
675
224
,
34
7
,
9
7
,
99
224
,
1
28
,
15
224
,
25
28
,
323
224
,
39
14
}
. (2.5)
In particular, the pairs (1, 1), (1, 5) and (1, 3) correspond to the highest weights 0, 347 and
9
7 respectively.
Also note that the fusion rules for irreducible L (cp, 0)-modules are as follows [W]:
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Definition 2.22. An ordered triple of pairs of integers ((i′, i) , (j′, j) , (k′, k)) is called admissible if 1 ≤ i′, j′, k′ ≤
p+ 1, 1 ≤ i, j, k ≤ p, i′ + j′ + k′ < 2 (p+ 1) , i + j + k < 2p, i′ < j′ + k′, j′ < i′ + k′, k′ < i′ + j′, i < j + k,
j < i+ k, k < i+ j, and the sums i′ + j′ + k′, i+ j + k are odd.
Proposition 2.23. The fusion rules between L (cp, 0)-modules L
(
cp, h
(p)
(i′,i)
)
, L
(
cp, h
(p)
(j′,j)
)
are
L
(
cp, h
(p)
(i′,i)
)
⊠ L
(
cp, h
(p)
(j′,j)
)
=
∑
(k′,k)
N
(k′,k)
(i′,i),(j′,j)L
(
cp, h
(p)
(k′,k)
)
,
where N
(k′,k)
(i′,i),(j′,j) is 1 iff ((i
′, i) , (j′, j) , (k′, k)) is an admissible triple of pairs and 0 otherwise.
2.4 Braiding matrices
Now we recall four point functions. Let V be a rational and C2-cofinite vertex operator algebra of CFT type and
V ∼= V ′. Let Ma1 ,Ma2 ,Ma3 ,Ma4 be four irreducible V -modules. By Lemma 4.1 in [H2] we know that for
uai ∈Mai , 〈
ua′
4
,Ya4a1,a5 (ua1 , z1)Ya5a2,a3 (ua2 , z2)ua3
〉
,
〈
ua′
4
,Ya4a2,a6 (ua1 , z2)Ya6a1,a3 (ua1 , z1)ua3
〉
are analytic on |z1| > |z2| > 0 and |z2| > |z1| > 0 respectively, and can both be analytically extended to multi-valued
analytic functions on
R =
{
(z1, z2) ∈ C2|z1, z2 6= 0, z1 6= z2
}
.
One can lift the multi-valued functions on R to single-valued functions on the universal covering R˜ to R as in [H3].
We use
E
〈
ua′
4
,Ya4a1,a5 (ua1 , z1)Ya5a2,a3 (ua2 , z2)ua3
〉
and
E
〈
ua′
4
,Ya4a2,a6 (ua1 , z2)Ya6a1,a3 (ua1 , z1)ua3
〉
to denote those analytic functions.
Let
{
Yca,b;i|i = 1, · · · , N ca,b
}
be a basis of Ica,b. From [H3],{
E
〈
ua′
4
,Ya4a1,a5;i (ua1 , z1)Ya5a2,a3;j (ua2 , z2)ua3
〉 |i = 1, · · · , Na4a1,a5 , j = 1, · · · , Na5a2,a3 , ∀a5}
is a linearly independent set. Fix a basis of intertwining operators. It was proved in [KZ, TK] that
span
{
E
〈
ua′
4
,Ya4a3,µ;i (ua3 , z1)Y
µ
a2,a1;j
(ua2 , z2)ua1
〉 |i, j, µ}
= span
{
E
〈
ua′
4
,Ya4a2,γ;k (ua2 , z2)Y
γ
a3,a1;l
(ua3 , z1)ua1
〉
|k, l, γ
}
,
where uai ∈Mai . Then there exists
(
Ba3,a2a4,a1
)i,j;k,l
µ,γ
∈ C such that
E
〈
ua′
4
,Ya4a3,µ;i (ua3 , z1)Y
µ
a2,a1;j
(ua2 , z2) ua1
〉
=
∑
k,l,γ
(
Ba3,a2
a4,a1
)i,j;k,l
µ,γ
E
〈
ua′
4
,Ya4a2,γ;k (ua2 , z1)Y
γ
a3,a1;l
(ua3 , z2)ua1
〉
(2.6)
(see [H1, H2]). Ba3,a2
a4,a1
is called the braiding matrix.
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Let b1, b2, b3, b4 be four irreducible L
(
25
28 , 0
)
-modules. Fix a basis
{
Yca,b;i|i = 1, · · · , N ca,b
}
of intertwining
operators of IL( 2528 ,0)
(
L( 2528 ,c)
L( 2528 ,a),L(
25
28
,b)
)
with N ca,b = dim IL( 2528 ,0)
(
L( 2528 ,c)
L( 2528 ,a),L(
25
28
,b)
)
as in [FFK]. Then there exists
a matrix
(
B˜b3,b2
b4,b1
)i,j;k,l
µ,γ
∈ C such that
E
〈
ub′
4
,Yb4b3,µ;i (ub3 , z1)Y
µ
b2,b1;j (ub2 , z2) ub1
〉
=
(
B˜b3,b2
b4,b1
)i,j;k,l
µ,γ
E
〈
ub′
4
,Yb4b2,γ;k (ub2 , z2)Y
γ
b3,b1;l (ub3 , z1)ub1
〉
(2.7)
by (2.6).Now we recall some formulas about minimal models of Virasoro vertex operator algebra given in [FFK]. We
will use these formulas to prove some properties of braiding matrices, which will be needed in the proof of uniqueness
of the structure of the vertex operator algebra U .
Recall that we have seen α2− =
p
p′ in Section 2.3. Now let α
2
+ =
p′
p , x = exp
(
2πiα2+
)
, y = exp
(
2πiα2−
)
,
[l] = xl/2 − x−l/2, [l′] = yl′/2 − y−l′/2. Now we fix central charge cp, denote L
(
cp, h
(p)
(i′,i)
)
by (i′, i). Let (a′, a),
(m′,m), (n′, n), (c′, c), (b′, b), (d′, d) be irreducible L (cp, 0)-modules, the braiding matrices of screened vertex
operators have the almost factorized form (cf. (2.19) of [FFK]):(
B˜
(a′,a),(c′,c)
(m′,m),(n′,n)
)
(b′,b),(d′,d)
= i−(m
′−1)(n−1)−(n′−1)(m−1) (−1)1/2(a−b+c−d)(n′+m)+1/2(a′−b′+c′−d′)(n+m) (2.8)
· r (a′,m′, n′, c′)b′,d′ · r (a,m, n, c)b,d ,
where the nonvanishing matrix elements of r-matrices are
r (a, 1, n, c)a,c = r (a,m, 1, c)c,a = 1,
r (l ± 2, 2, 2, l)l±1,l±1 = x1/4,
r (l, 2, 2, l)l±1,l±1 = ∓x−1/4∓l/2
[1]
[l]
,
r (l, 2, 2, l)l±1,l∓1 = x
−1/4 [l± 1]
[l]
, (2.9)
and the other r-matrices are given by the recursive relation
r (a,m+ 1, n, c)b,d =
∑
d1≥1
r (a, 2, n, d1)a1,d · r (a1,m, n, c)b,d1 ,
r (a,m, n+ 1, c)b,d =
∑
d1≥1
r (a,m, 2, c1)b,d1 · r (d1,m, n, c)c1,d , (2.10)
for any choice of a1 and c1 compatible with the fusion rules. The r
′ matrices are given by the same formulas with the
replacement x→ x′, [ ] → [ ]′ .
Now we consider braiding matrix for L
(
25
28 , 0
)
-modules. Denote irreducible L
(
25
28 , 0
)
-modules L
(
25
28 ,
34
7
)
and
L
(
25
28 ,
9
7
)
by Q2 and Q3 respectively. For convenience, we will denote
(
B˜Qc,QdQa,Qb
)
Qe,Qf
by
(
B˜c,da,b
)
e,f
, a, b, c, d, e, f
∈ {2, 3}. Now we are ready to give the following lemma.
Lemma 2.24.
(
B˜3,32,2
)
3,2
6= 0,
(
B˜3,23,2
)
3,3
6= 0,
(
B˜3,32,3
)
3,2
6= 0, and
(
B˜2,33,3
)
2,3
6= 0.
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Proof. Using (2.8), (2.9), and Remark 2.21, to prove
(
B˜3,32,2
)
3,2
6= 0, it suffices to show that r (5, 3, 3, 5)3,5 6= 0.
Using (2.9) and (2.10) we obtain:
r (5, 3, 3, 5)3,5 = r (5, 2, 3, 4)4,5 · r (4, 2, 3, 5)3,4 + r (5, 2, 3, 6)4,5 · r (4, 2, 3, 5)3,6
with
r (5, 2, 3, 4)4,5 = r (5, 2, 2, 5)4,4 · r (4, 2, 2, 4)5,5 + r (5, 2, 2, 5)4,6 · r (6, 2, 2, 4)5,5
=
[4] [4]− [1] [1]
[4] [5]
,
r (4, 2, 3, 5)3,4 = r (4, 2, 2, 4)3,3 · r (3, 2, 2, 5)4,4 + r (4, 2, 2, 4)3,5 · r (5, 2, 2, 5)4,4
= x2
(
[1]
[4]
+
[3] [1]
[4] [5]
)
,
r (5, 2, 3, 6)4,5 = r (5, 2, 2, 5)4,4 · r (4, 2, 2, 6)5,5 + r (5, 2, 2, 5)4,6 · r (6, 2, 2, 6)5,5
= x5/2
[1] [6] + [4] [1]
[5] [6]
,
r (4, 2, 3, 5)3,6 = r (4, 2, 2, 4)3,5 · r (5, 2, 2, 5)4,6 = x−1/2
[3]
[5]
,
where [l] = 2i sin
(
8
7πl
)
, x = exp
(
16
7 πi
)
. Direct computation gives:
r (5, 3, 3, 5)3,5
= x2 ·
(
[4]
2 − [1]2
[4] [5]
(
[1]
[4]
+
[3] [1]
[4] [5]
)
+
[1] [6] + [4] [1]
[5] [6]
· [3]
[5]
)
= x2 ·
(
1 + 2 sin
( π
14
)
+ 2 cos
(π
7
))
6= 0
and hence
(
B˜3,32,2
)
3,2
6= 0.
Similarly, to prove
(
B˜3,23,2
)
3,3
6= 0,
(
B˜3,32,3
)
3,2
6= 0, and
(
B˜2,33,3
)
2,3
6= 0, it suffices to show that r (3, 3, 5, 5)3,3 6= 0,
r (5, 3, 3, 3)3,5 6= 0, and r (3, 5, 3, 3)5,3 6= 0 respectively. Direct calculation gives:
r (3, 3, 5, 5)3,3 =
x2
8
· sin
(π
7
)
sec2
( π
14
)
sec3
(
3π
14
)(
−1 + sin π
14
− 2 cos
(π
7
))
6= 0,
r (5, 3, 3, 3)3,5 = − sin
(π
7
)
sec3
( π
14
)
sec
(
3π
14
)(
sin
π
7
+ cos
π
14
)(
cos2
( π
14
)
− sin2
(π
7
))
6= 0,
and
r (3, 5, 3, 3)5,3
= x−2 · sin3
(π
7
)(
cos
( π
14
)
+ cos
(
3π
14
))
sec5
( π
14
)
sec
(
3π
14
)
·
(
cos2
( π
14
)
− sin2
(π
7
))(
cos2
(
3π
14
)
− sin2
(π
7
))
+ x−2 ·
(
−6 sin
(π
7
)
+ 9 cos
( π
14
)
− 7 cos
(
3π
14
))
/
(
7 sin
(π
7
)
+ 12 cos
( π
14
)
+ 11 cos
(
3π
14
))
6= 0.
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Therefore
(
B˜3,23,2
)
3,3
6= 0,
(
B˜2,33,3
)
3,2
6= 0, and
(
B˜2,33,3
)
2,3
6= 0.
2.5 GKO construction of the unitary Virasoro VOA
Let e, f and h be the generators of sl2(C) such that
[e, f ] = h, [h, e] = 2e, [h, f ] = −2f.
Let 〈·, ·〉 be the standard invariant bilinear form on sl2(C) defined by
〈h, h〉 = 2, 〈e, f〉 = 1, 〈e, e〉 = 〈f, f〉 = 〈h, e〉 = 〈h, f〉 = 0.
Let sˆl2 (C) be the corresponding affine algebra of type A
(1)
1 and λ0, λ1 the fundamental weights for sˆl2 (C). Denote
L(m, k) = L ((m− k)λ0 + kλ1)
the irreducible highest weight module of sˆl2 (C)-module with highest weight (m− k)λ0+kλ1. It was proved in [FZ]
that L (m, 0) has a natural vertex operator algebra structure form ∈ Z+. The Virasoro vector ωm of L (m, 0) is given
by
ωm =
1
2 (m+ 2)
(
1
2
h−1h+ e−1f + f−1e
)
with central charge 3mm+2 . Letm ∈ Z+, thenL (m, 0) is a rational vertex operator algebra and {L (m, k) |k = 0, 1, · · · ,m}
is the set of all the irreducible L (m, 0)-modules. Moreover, the fusion rules are given by
L (m, j)⊠ L (m, k) =
min{j,k}∑
i=max{0,j+k−m}
L (m, j + k − 2i) .
Let L (m, 0)1 be the weight 1 subspace of L(m, 0). Then L(m, 0)1 has a structure of Lie algebra isomorphic
to sl2(C) under [a, b] = a0b, ∀a, b ∈ L(m, 0). Let hm, em, fm be the generators of sl2(C) in L(m, 0)1. Then
hm+1 := h1 ⊗ 1 + 1 ⊗ hm, em+1 := e1 ⊗ 1 + 1 ⊗ em and fm+1 := f1 ⊗ 1 + 1 ⊗ fm generate a vertex operator
subalgebra isomorphic to L (m+ 1, 0) in L (m, 1) ⊗ L (m, 0). It was proved in [DL] and [KR] that Ωm := ω1 ⊗
1 + 1⊗ ωm − ωm+1 also gives a Virasoro vector with central charge cm+2 = 1− 6/ (m+ 2) (m+ 3). Furthermore,
ωm+1 and Ωm are mutually commutative and Ωm generates a simple Virasoro vertex operator algebra L (cm+2, 0).
Therefore L (1, 0)⊗ L (m, 0) contains a vertex operator subalgebra isomorphic to L (cm+2, 0)⊗ L (m+ 1, 0). Note
that both L (cm+2, 0) and L (m+ 1, 0) are rational and every L (1, 0) ⊗ L (m, 0)-module can be decomposed into
irreducible L(cm+2, 0)⊗ L(m+ 1, 0)-submodules. We have the following decomposition [GKO]:
L (1, ǫ)⊗ L (m,n) =
⊕
0≤s≤m+3,s≡n+ǫ mod2
L
(
cm+2, h
(m+2)
(s+1,n+1)
)
⊗ L (m+ 1, s) (2.11)
where ǫ = 0, 1 and 0 ≤ n ≤ m. This is the GKO-construction of the unitary Virasoro vertex operator algebras.
3 Structure of the 6A-algebra U
Certain coset subalgebra of V√2E8 associated with extended E8 diagram is constructed in [LYY2] by removing one
node from the diagram. In each case, the coset subalgebra contains some Ising vectors and the coset subalgebra is
generated by two Ising vectors with inner product the same as the number given in the table in Section 1. In particular,
the coset subalgebra U corresponding to the 6A case was constructed, i.e., the case with inner product 5210 . Let V be
the 3A-algebra, that is, the vertex operator algebra generated by two Ising vectors whose τ -involutions generate S3
and with inner product 13210 . The candidates for V were given [M4] and it was proved in [SY] that only one of these
candidates actually exists and that there is unique vertex operator algebra structure on it. Actually
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V ∼=
((
L
(
4
5
, 0
)
⊕ L
(
4
5
, 3
))
⊗
(
L
(
6
7
, 0
)
⊕ L
(
6
7
, 5
)))
⊕L
(
4
5
,
2
3
)+
⊗ L
(
6
7
,
4
3
)+
⊕ L
(
4
5
,
2
3
)−
⊗ L
(
6
7
,
4
3
)−
.
Now we recall the following results about the 3A-algebra V from [SY] .
Lemma 3.1. The 3A-algebra V is rational.
Lemma 3.2. All the irreducible V-modules are as follows:
V = V (0) =
((
L
(
4
5
, 0
)
⊕ L
(
4
5
, 3
))
⊗
(
L
(
6
7
, 0
)
⊕ L
(
6
7
, 5
)))
⊕ L
(
4
5
,
2
3
)+
⊗ L
(
6
7
,
4
3
)+
⊕ L
(
4
5
,
2
3
)−
⊗ L
(
6
7
,
4
3
)−
,
V
(
1
7
)
=
(
L
(
4
5
, 0
)
⊕ L
(
4
5
, 3
))
⊗
(
(L
(
6
7
,
1
7
)
⊕ L
(
6
7
,
22
7
))
⊕ L(
(
4
5
,
2
3
)+
⊗ L
(
6
7
,
10
21
)+
⊕ L
(
4
5
,
2
3
)−
⊗ L
(
6
7
,
10
21
)−
,
V
(
5
7
)
=
(
L
(
4
5
, 0
)
⊕ L
(
4
5
, 3
))
⊗
(
L
(
6
7
,
5
7
)
⊕ L
(
6
7
,
12
7
))
⊕ L(
(
4
5
,
2
3
)+
⊗ L
(
6
7
,
1
21
)+
⊕ L
(
4
5
,
2
3
)−
⊗ L
(
6
7
,
1
21
)−
,
V
(
2
5
)
=
(
L
(
4
5
,
2
5
)
⊕ L
(
4
5
,
7
5
))
⊗
(
L
(
6
7
, 0
)
⊕ L
(
6
7
, 5
))
⊕ L
(
4
5
,
1
15
)+
⊗ L(
(
6
7
,
4
3
)+
⊕ L
(
4
5
,
1
15
)−
⊗ L
(
6
7
,
4
3
)−
,
V
(
19
35
)
=
(
L
(
4
5
,
2
5
)
⊕ L
(
4
5
,
7
5
))
⊗
(
L
(
6
7
,
1
7
)
⊕ L
(
6
7
,
22
7
))
⊕ L(
(
4
5
,
1
15
)+
⊗ L(
(
6
7
,
10
21
)+
⊕ L(
(
4
5
,
1
15
)−
⊗ L(
(
6
7
,
10
21
)−
,
V
(
39
35
)
=
(
L
(
4
5
,
2
5
)
⊕ L
(
4
5
,
7
5
))
⊗
(
L
(
6
7
,
5
7
)
⊕ L
(
6
7
,
12
7
))
⊕ L(
(
4
5
,
1
15
)+
⊗ L(
(
6
7
,
1
21
)+
⊕ L(
(
4
5
,
1
15
)−
⊗ L
(
6
7
,
1
21
)−
.
Proposition 3.3. Fusion rules for all the irreducible V-modules are as the following. (For simplicity, we denote V (k)
by k, where k = 0, 17 ,
5
7 ,
2
5 ,
19
35 ,
39
35 . )
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0 17
5
7
2
5
19
35
39
35
1
7 0 +
5
7
1
7 +
5
7
19
35
2
5 +
39
35
19
35 +
39
35
5
7
1
7 +
5
7 0 +
1
7 +
5
7
39
35
19
35 +
39
35
2
5 +
19
35 +
39
35
2
5
19
35
39
35 0 +
2
5
1
7 +
39
35
5
7 +
39
35
19
35
2
5 +
39
35
19
35 +
39
35
1
7 +
39
35 0 +
5
7 +
2
5 +
39
35
1
7 +
5
7 +
19
35 +
39
35
39
35
19
35 +
39
35
2
5 +
19
35 +
39
35
5
7 +
39
35
1
7 +
5
7 +
19
35 +
39
35 0 +
1
7 +
5
7 +
2
5 +
19
35 +
39
35
It was proved in [LYY2] that V ⊂ U and as a module of V ⊗ L (2528 , 0),
U ∼= V ⊗ L
(
25
28
, 0
)
⊕ V
(
1
7
)
⊗ L
(
25
28
,
34
7
)
⊕ V
(
5
7
)
⊗ L
(
25
28
,
9
7
)
.
From here forward, we denote
P1 = V , P2 = V
(
1
7
)
, P3 = V
(
5
7
)
,
Q1 = L
(
25
28
, 0
)
, Q2 = L
(
25
28
,
34
7
)
, Q3 = L
(
25
28
,
9
7
)
, (3.1)
and U i = Pi ⊗Qi, i = 1, 2, 3. Then
U ∼= P1 ⊗Q1 ⊕ P2 ⊗Q2 ⊕ P3 ⊗Q3 = U1 ⊕ U2 ⊕ U3.
Remark 3.4. Since V ⊗L (2528 , 0) is a rational and C2-cofinite vertex operator algebra, it is straightforward to see that
U is also rational and C2-cofinite by [HKL, ABD].
Remark 3.5. 1. By fusion rules for irreducible L
(
25
28 , 0
)
-modules and V-modules in Propositions 2.23 and 3.3, and
rationality of the 3A-algebra in Lemma 3.1, we see that to study U , we shall study an extension of a rational vertex
operator algebra U1 by two U1-irreducible modules U2, U3 which are not simple current modules.
2. Since U1 = 0 and dimU0 = 1 by Theorem 2.14, there is a unique bilinear form on U and thus U ′ ∼= U . Without
loss of generality, we can identify U with U ′.
Remark 3.6. Let h1, h2, h3, h4 be four irreducible V-modules, and fix a basis of intertwining operators. By Section
2.4, there exists
(
Bh3,h2
h4,h1
)i,j;k,l
µ,γ
∈ C such that
E
〈
uh′
4
,Yh4h3,µ;i (uh3 , z1)Y
µ
h2,h1;j
(uh2, z2)uh1
〉
=
∑
k,l,γ
(
Bh3,h2
h4,h1
)i,j;k,l
µ,γ
E
〈
uh′
4
,Yh4h2,γ;k (uh2 , z1)Y
γ
h3,h1;l
(uh3 , z2)uh1
〉
(3.2)
3.1 Uniqueness of VOA structure on U
Recall notations in (3.1). For convenience, we list fusion rules of IP1
(
Pc
Pa Pb
)
and IQ1
(
Qc
Qa Qb
)
with a, b, c ∈ {1, 2, 3}
from Propositions 2.23 and 3.3 in the following table.
P1 P2 P3
P2 P1 + P3 P2+P3
P3 P2 + P3 P1 + P2+P3
Q1 Q2 Q3
Q2 Q1 +Q3 Q2 +Q3
Q3 Q2 +Q3 Q1 +Q2 +Q3
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Note that the fusion rules NP1
(
Pc
Pa Pb
)
= NQ1
(
Qc
Qa Qb
)
, which is either 0 or 1. We immediately get
N ca,b = NU1
(
Uc
Ua Ub
)
= NP1
(
Pc
Pa Pb
)
·NQ1
(
Qc
Qa Qb
)
= NP1
(
Pc
Pa Pb
)
= NQ1
(
Qc
Qa Qb
)
.
We fix a basis Yca,b ∈ IQ1
(
Qc
Qa Qb
)
as in Section 2.4 and [FFK], and choose an arbitrary basis of Yca,b ∈
IP1
(
Pc
Pa Pb
)
. Then Ica,b = Yca,b ⊗ Y
c
a,b is a basis of IU1
(
Uc
Ua Ub
)
.
Now let (U , Y ) be a vertex operator algebra structure on U with
Y (ua1 ⊗ ua2 , z) =
∑
b,c∈{1,2,3}
λca,b · Ica,b (ua1 ⊗ ua2 , z) =
∑
b,c∈{1,2,3}
λca,bYca,b(ua1 , z)⊗ Y
c
a,b(u
b
2, z)
where ua1 ∈ P a, ua2 ∈ Qa.
The following lemma plays an important role in the proof of the uniqueness of the vertex operator algebra structure
on U .
Lemma 3.7. λca,b 6= 0 if IU1
(
Uc
Ua Ub
) 6= 0.
Claim 1. λkk,1 6= 0, ∀k = 2, 3.
Proof. For any uk ∈ Uk, k = 1, 2, 3, using skew symmetry of Y (·, z) ([FHL]), we have
Y (uk, z)u1 = ezL(−1)Y
(
u1,−z)uk = λk1,k · ezL(−1)Ik1,k (u1,−z)uk = λkk,1 · Ikk,1 (uk, z)u1.
Since Uk is an irreducible U1-module, we have λk1,k 6= 0, ∀k = 1, 2, 3. So λkk,1 6= 0, ∀k = 1, 2, 3.
Claim 2. λ1k,k 6= 0, ∀k = 2, 3.
Proof. Note that from Remark 3.5, U has a unique invariant bilinear form 〈·, ·〉 with 〈1, 1〉 = 1. For uk, vk ∈ Uk,
k = 1, 2, 3, we have
〈
Y
(
uk, z)vk
)
, u1
〉
=
〈
vk, Y
(
ezL(−1)
(−z−2)L(0) uk, z−1)u1〉 .
That is, 〈
λ1k,k · I1k,k
(
uk, z
)
vk, u1
〉
=
〈
vk, λkk,1 · Ikk,1
(
ezL(−1)
(−z−2)L(0) uk, z−1) u1〉 .
Applying previous claim, λkk,1 6= 0, and hence λ1k,k 6= 0, ∀k = 2, 3.
Claim 3. λ32,2 6= 0, λ23,3 6= 0, λk2,3 6= 0, λk3,2 6= 0, ∀k = 2, 3.
Proof. Let u2, v2 ∈ U2, u3 ∈ U3. Skew symmetry of Y gives
〈
Y
(
u2, z
)
u3, v2
〉
=
〈
ezL(−1)Y
(
u3,−z)u2, v2〉 ,
that is, 〈
λ22,3 · I22,3
(
u2, z
)
u3, v2
〉
=
〈
λ23,2 · ezL(−1)I23,2
(
u3,−z)u2, v2〉 . (3.3)
So λ22,3 and λ
2
3,2 are both zero or nonzero.
For any u1 ∈ U1, u2, v2, w2 ∈ U2 and u3 ∈ U3, commutativity of Y in (2.2) implies
ι−112
〈
u1, Y
(
u2, z1
)
Y
(
u3, z2
)
v2
〉
= ι−121
〈
u1, Y
(
u3, z1
)
Y
(
u2, z1
)
v2
〉
.
That is,
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ι−112
〈
u1, λ12,2λ
2
3,2 · I12,2
(
u2, z1
) I23,2 (u3, z2) v2〉
= ι−121
〈
u1, λ13,3λ
3
2,2 · I13,3
(
u3, z2
)I32,2 (u2, z1) v2〉 , (3.4)
ι−112
〈
w2, λ22,3λ
3
3,2 · I22,3
(
u2, z1
) I33,2 (u3, z2) v2〉
= ι−121
〈
w2, λ23,3λ
3
2,2 · I23,3
(
u3, z2
) I32,2 (u2, z1) v2〉 . (3.5)
Using (3.4), (3.5) and previous claim, we see that either λ22,3 = λ
2
3,2 = λ
3
2,2 = 0 or none of λ
2
2,3, λ
2
3,2, λ
3
2,2 is zero. For
i, j ∈ {1, 2, 3}, denote U i.U j = 〈uinuj|ui ∈ U i, uj ∈ U j , n ∈ Z〉 . Assume λ22,3 = λ23,2 = λ32,2 = 0, then we have(
U1 + U2
)
.
(
U1 + U2
) ⊂ U1 +U2, (U1 + U2) .U3 ⊂ U3, so U1 +U2 is a vertex operator subalgebra of U and U3
is a U1 + U2-module. Now U1 + U2 is an extension of a ”good” vertex operator algebra, so U1 + U2 is rational by
Theorem 2.20. Note that U1.U1 = U1, U1.U2 = U2, U2.U1 = U2, U2.U2 = U1. Define σ : U1 + U2 → U1 + U2
such that σ|U1 = 1 and σ|U2 = −1. Then σ is an order 2 automorphism of U1 + U2 with
(
U1 + U2
)σ
= U1 and U2
is a U1-module. Apply quantum Galois theory in Theorems 2.15 and 2.16, U2 is a simple current U1-module, which
is a contradiction. Therefore, λ22,3 6= 0, λ23,2 6= 0 and λ32,2 6= 0.
Similarly, when uk, vk, wk ∈ Uk, (2.2) gives
ι−112
〈
w2, λ22,3λ
3
3,2 · I22,3
(
u2, z1
) I33,2 (u3, z2) v2〉
= ι−121
〈
w2, λ23,3λ
3
2,2 · I23,3
(
u3, z2
) I32,2 (u2, z1) v2〉 .
Since λ22,3 6= 0 and λ32,2 6= 0, we see that either λ33,2 = λ23,3 = 0, or both λ33,2 and λ23,3 are nonzero.
Assume λ33,2 = λ
2
3,3 = 0, then by skew symmetry of the vertex operator Y , we have λ
3
3,2 = λ
2
3,3 = λ
3
2,3 = 0.
Now
(
U1 + U3
)
.
(
U1 + U3
)
= U1 + U3 and
(
U1 + U3
)
.U2 = U2, so U1 + U3 is a vertex operator algebra and
U2 is a U1 +U3-module. Also note that U2.U2 = U1 +U3, U2.
(
U1 + U3
)
= U2, so U2 is a simple current module
of U1 + U3, which implies q dimU1
(
U1 + U3
)
= q dimU1 U
2, i.e.,
1 + q dimU1 U
3 = q dimU1 U
2. (3.6)
Recall the fusion rules listed in Section 3.1 and the results of quantum dimensions (see Proposition 2.17). For i ∈
{1, 2, 3} we have
q dimP1 Pi = q dimQ1 Qi (3.7)
q dimP1 P2 · q dimP1 P2 = 1 + q dimP1 P3 (3.8)
Equation (3.6) and the equations above implies
1 + q dimP1 P3 · q dimQ1 Q3 = q dimP1 P2 · q dimQ1 Q2 (3.9)
Let q dimP1 P2 = x > 0 and q dimP1 P3 = y > 0, we have{
1 + y = x2
1 + y2 = x2.
The previous system of equations holds if and only if y = 1. This contradicts with that P3 is not a simple current
module of P1. Contradiction implies that λ
3
3,2, λ
3
2,3 , λ
2
3,3 are all nonzero.
Claim 4. λ33,3 6= 0.
Fix a basis
{
Yca,b;i|i = 1, · · · , NQcQa,Qb
}
for I
(
Qc
Qa,Qb
)
, a, b, c ∈ {1, 2, 3} as in [FFK]. Consider the four point
functions on
(
U3, U2, U3, U3
)
. Let B2,33,3 be as defined in (3.2). Let w
2
1 ⊗ w22 ∈ U2, t31 ⊗ t32, p31 ⊗ p32, u31 ⊗ u32 ∈ U3,
14
we have
E
〈
t31 ⊗ t32, Y
(
w21 ⊗ w22, z1
)
Y
(
u31 ⊗ u32, z2
)
p31 ⊗ p32
〉
= E〈t31 ⊗ t32, λ32,2λ23,3 · Y32,2 ⊗ Y
3
2,2
(
w21 ⊗ w22 , z1
) · Y23,3 ⊗ Y23,3 (u31 ⊗ u32, z2) · p31 ⊗ p32
+ λ32,3λ
3
3,3 · Y32,2 ⊗ Y
3
2,2
(
w21 ⊗ w22 , z1
) · Y33,3 ⊗ Y33,3 (u31 ⊗ u32, z2) · p31 ⊗ p32〉
= E〈t31 ⊗ t32, λ32,2λ23,3 · Y32,2
(
w21 , z1
)Y23,3 (u31, z2) p31 ⊗ Y32,2 (w22 , z1)Y23,3 (u32, z2) p32
+ λ32,3λ
3
3,3 · Y32,3
(
w21 , z1
)Y33,3 (u31, z2) p31 ⊗ Y32,3 (w22 , z1)Y33,3 (u32, z2) p32
= E〈t31 ⊗ t32, λ32,2λ23,3 ·
∑
i=2,3
(
B2,33,3
)
2,i
Y33,i
(
u31, z2
)Yi2,3 (w21 , z1) p31
⊗
∑
j=2,3
(
B˜2,33,3
)
2,j
Y33,j
(
u32, z2
)Yj2,3 (w22 , z1) p32
+ λ32,3λ
3
3,3 ·
∑
i=2,3
(
B2,33,3
)
3,i
Y33,i
(
u31, z2
)Yi2,3 (w21, z1) p31
⊗
∑
j=2,3
(
B˜2,33,3
)
3,j
Y33,j
(
u32, z2
)Yj2,3 (w22 , z1) p32〉 (3.10)
In the mean time, we have
E
〈
t31 ⊗ t32, Y
(
u31 ⊗ u32, z2
)
Y
(
w21 ⊗ w22 , z1
)
p31 ⊗ p32
〉
= E〈t31 ⊗ t32, λ33,2λ22,3 · Y33,2
(
u31, z2
)Y22,3 (w21 , z1) p31 ⊗ Y33,2 (u32, z2)Y22,3 (w22 , z1) p32
+ λ33,3λ
3
2,3 · Y33,3
(
u31, z2
)Y32,3 (w21 , z1) p31 ⊗ Y33,3 (u32, z2)Y32,3 (w22 , z1) p32 (3.11)
(3.10) and (3.11) together with the linear independence of the four point functions as mentioned in Section 2.4
imply that 

λ32,2λ
2
3,3
(
B2,33,3
)
2,2
·
(
B˜2,33,3
)
2,2
+ λ32,3λ
3
3,3 ·
(
B2,33,3
)
3,2
·
(
B˜2,33,3
)
3,2
= λ33,2λ
2
2,3
λ32,2λ
2
3,3 ·
(
B2,33,3
)
2,3
·
(
B˜2,33,3
)
2,3
+ λ32,3λ
3
3,3 ·
(
B2,33,3
)
3,3
·
(
B˜2,33,3
)
3,3
= λ33,3λ
3
2,3
λ32,2λ
2
3,3
(
B2,33,3
)
2,2
·
(
B˜2,33,3
)
2,3
+ λ32,3λ
3
3,3 ·
(
B2,33,3
)
3,2
·
(
B˜2,33,3
)
3,3
= 0
λ32,2λ
2
3,3 ·
(
B2,33,3
)
2,3
·
(
B˜2,33,3
)
2,2
+ λ32,3λ
3
3,3 ·
(
B2,33,3
)
3,3
·
(
B˜2,33,3
)
3,2
= 0.
Assume that λ33,3 = 0. Then the above system of equations become

λ32,2λ
2
3,3
(
B2,33,3
)
2,2
·
(
B˜2,33,3
)
2,2
= λ33,2λ
2
2,3
λ32,2λ
2
3,3 ·
(
B2,33,3
)
2,3
·
(
B˜2,33,3
)
2,3
= 0
λ32,2λ
2
3,3
(
B2,33,3
)
2,2
·
(
B˜2,33,3
)
2,3
= 0
λ32,2λ
2
3,3 ·
(
B2,33,3
)
2,3
·
(
B˜2,33,3
)
2,2
= 0.
Since we already have proved λ32,2 6= 0, λ33,2 6= 0, λ22,3 6= 0 and λ23,3 6= 0 in Claim 3, the above system of equations
implies 

(
B2,33,3
)
2,2
·
(
B˜2,33,3
)
2,2
6= 0(
B2,33,3
)
2,3
·
(
B˜2,33,3
)
2,3
= 0(
B2,33,3
)
2,2
·
(
B˜2,33,3
)
2,3
= 0(
B2,33,3
)
2,3
·
(
B˜2,33,3
)
2,2
= 0.
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By Lemma 2.24,
(
B˜2,33,3
)
2,3
6= 0. So the third equation of the above system implies
(
B2,33,3
)
2,2
= 0, which contradicts
with the first equation of the above system. Contradiction implies λ33,3 6= 0.
Let (U , Y ) be a vertex operator algebra structure on U . First we fix a basis
{
Yca,b (·, z) |a, b, c = 1, 2, 3
}
for space
of intertwining operators of type
(
Qc
Qa,Qb
)
, a, b, c ∈ {1, 2, 3} as in [FFK]. Without loss of generality, we can choose
a basis {Y (·, z) |a, b, c = 1, 2, 3} for space of intertwining operators of type
(
Pc
Pa,Pb
)
, a, b, c ∈ {1, 2, 3} such that the
coefficients λca,b = 1 if N
c
a,b 6= 0. Fix Ica,b (·, z) = Yca,b (·, z) ⊗ Y
c
a,b (·, z) .Now we have (U , Y ), a vertex operator
algebra structure on U = U1 ⊕ U2 ⊕ U3 such that for any uk, vk ∈ Uk, k = 1, 2, 3,
Y
(
u2, z
)
u1 = I22,1(u2, z)u1;
Y
(
u3, z
)
u1 = I33,1
(
u3, z
)
u1;
Y
(
u2, z
)
v2 =
(I12,2 (u2, z)+ I32,2 (u2, z)) v2;
Y
(
u2, z
)
v3 =
(I22,3 (u2, z)+ I32,3 (u2, z)) v3;
Y
(
v3, z
)
u2 =
(I23,2 (v3, z)+ I33,2 (v3, z))u2;
Y
(
u3, z
)
v3 =
(I13,3 (u3, z)+ I23,3 (u3, z)+ I33,3 (u3, z)) v3 (3.12)
The following result will be applied to prove the uniqueness of the vertex operator algebra structure on U .
Lemma 3.8. Let (V, Y ) be a vertex operator algebra and f : V → V be a linear isomorphism such that σ (1) =
1, σ (ω) = ω. Then (V, Y σ) is a vertex operator where
Y σ(u, z) = σY (σ−1u, z)σ−1
and (V, Y ) ∼= (V, Y σ).
Proof. 1) Truncation property: For any u, v ∈ V ,
Y σ(u, z) = σY
(
σ−1u, z
)
σ−1v =
∑
m∈Z
σ
(
σ−1u
)
m
(
σ−1v
)
z−m−1.
By the truncation property of Y , we have
(
σ−1u
)
m
(
σ−1v
)
= 0 form≫ 0. Thus Y σ satisfies truncation property.
2) Vacuum property:
lim
z→0
Y σ (u, z) 1 = lim
z→0
σY
(
σ−1u, z
)
σ1 = lim
z→0
σY
(
σ−1u, z
)
1 = σ · σ−1u = u.
3) Lσ(−1)-derivation property: For any u ∈ U ,
[Lσ (−1) , Y σ (u, z)]
=
[
σL (−1)σ−1, σY (σ−1u, z)σ−1]
= σ
[
L (−1) , Y (σ−1u, z)]σ−1
=
d
dz
σY
(
σ−1u, z
)
σ−1
=
d
dz
Y σ (u, z) .
4) Commutativity: For any u, v ∈ V ,
(z1 − z2)m [Y σ (u, z1) , Y σ (v, z2)] = (z1 − z2)m σ
[
Y
(
σ−1u, z1
)
, Y
(
σ−1v, z2
)]
σ−1 = 0.
Thus (V, Y σ) is a vertex operator algebra. Since σY (u, z)σ−1 = σY
(
σ−1σu, z
)
σ−1 = Y σ(σu, z), we get
(V, Y σ) ∼= (V, Y ).
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Theorem 3.9. The vertex operator algebra structure on U over C is unique.
Proof. Let (U , Y ) be the vertex operator algebra structure as given in (3.12). Suppose (U , Y ) is another vertex
operator algebra structure on U . Without loss of generality, we may assume Y (u, z) = Y (u, z) for all u ∈ U1. From
our settings above, there exist nonzero constants λii,1, λ
j
2,2, λ
k
2,3, λ
p
3,2, λ
l
33 where i, k, p = 2, 3, j = 1, 3, l = 1, 2, 3
such that for any ui, vi ∈ U i, i = 1, 2, 3, we have
Y
(
u2, z
)
u1 = λ22,1 · I22,1(u2, z)u1,
Y
(
u3, z
)
u1 = λ33,1 · I33,1
(
u3, z
)
u1,
Y
(
u2, z
)
v2 =
(
λ12,2 · I12,2
(
u2, z
)
+ λ32,2 · I32,2
(
u2, z
))
v2,
Y
(
u3, z
)
v3 =
(
λ13,3 · I13,3
(
u3, z
)
+ λ23,3 · I23,3
(
u3, z
)
+ λ23,3 · I33,3
(
u3, z
))
v3,
Y
(
u2, z
)
u3 =
(
λ22,3 · I22,3
(
u2, z
)
+ λ32,3 · I32,3
(
u2, z
))
u3,
Y
(
u3, z
)
p =
(
λ23,2 · I23,2
(
u3, z
)
+ λ33,2 · I33,2
(
u3, z
))
u2,
where Ica,b ∈ IU1
(
Uc
Ua Ub
)
, a, b, c ∈ {1, 2, 3} are nonzero intertwining operators.
Claim 1) λ22,1 = λ
3
3,1 = 1
For any u1 ∈ U1, u2 ∈ U2, skew symmetry of Y (·, z) and Y (·, z) ( [FHL] ) imply
Y (u2, z)u1 = ezL(−1)Y
(
u1,−z)u2 = ezL(−1)Y (u1,−z)u2 = Y (u2, z)u1 = I22,1 (u2, z)u1.
In the mean time, Y
(
u2, z
)
u1 = λ22,1 · I22,1(u2, z)u1. Thus we get λ22,1 = 1. Similarly, we can prove λ13,1 = 1.
Claim 2) λ12,2 = λ
1
3,3 = 1.
Note that by Remark 3.5, U has a unique invariant bilinear form 〈·, ·〉 with 〈1, 1〉 = 1. For u1 ∈ U1 and u2, v2 ∈
U2, we have 〈
Y
(
u2, z)v2
)
, u1
〉
=
〈
v2, Y
(
ezL(−1)
(−z−2)L(0) u2, z−1)u1〉 .
That is, 〈I12,2 (u2, z) v2, u1〉 = 〈v2, I22,1 (ezL(−1) (−z−2)L(0) u2, z−1)u1〉 .
The invariant bilinear form on
(U , Y ) gives
〈
λ12,2 · I12,2
(
u2, z
)
v2, u1
〉
=
〈
v2, λ22,1 · I22,1
(
ezL(−1)
(−z−2)L(0) u2, z−1) u1〉 .
Using claim 1, we get λ12,2 = 1. Similarly, we can prove λ
1
3,3 = 1.
Claim 3) λk2,3 = λ
k
3,2, k = 2, 3.
Let u2, v2 ∈ U2, u3 ∈ U3, by skew symmetry of Y we obtain
〈
Y
(
u2, z
)
u3, v2
〉
=
〈
ezL(−1)Y
(
u3,−z)u2, v2〉 ,
that is, 〈I22,3 (u2, z)u3, v2〉 = 〈ezL(−1)I23,2 (u3,−z)u2, v2〉 .
Skew symmetry of Y gives
λ22,3
〈I22,3 (u2, z)u3, v2〉 = λ23,2 〈ezL(−1)I23,2 (u3,−z)u2, v2〉 .
Comparing the last two identities, we get λ22,3 = λ
2
3,2. Similarly, we can prove λ
3
2,3 = λ
3
3,2.
Let u1 ∈ U1, u2, v2 ∈ U2 and u3 ∈ U3, commutativity of Y and Y in (2.2) gives
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ι−112
〈
u1, I12,2
(
u2, z1
) I23,2 (u3, z2) v2〉 = ι−121 〈u1, I13,3 (u3, z2) I32,2 (u2, z1) v2〉 ,
ι−112
〈
u1, λ12,2λ
2
3,2 · I12,2
(
u2, z1
) I23,2 (u3, z2) v2〉 = ι−121 〈u1, λ13,3λ32,2 · I13,3 (u3, z2) I32,2 (u2, z1) v2〉 .
The above two identities and claim 2) together give us
λ23,2 = λ
3
2,2. (3.13)
Similarly, when u2, v2, w2 ∈ U2, u3 ∈ U3, (2.2) gives
ι−112
〈
w2, I22,3
(
u2, z1
) I33,2 (u3, z2) v2〉 = ι−121 〈w2, I23,3 (u3, z2) I32,2 (u2, z1) v2〉 ,
ι−112
〈
w2, λ22,3λ
3
3,2 · I223
(
u2, z1
) I33,2 (u3, z2) v2〉 = ι−121 〈w2, λ23,3λ32,2 · I23,3 (u3, z2) I32,2 (u2, z1) v2〉 .
Hence by claim 3) and (3.13) we get
λ33,2 = λ
2
3,3.
Now we have
λ22,3 = λ
2
3,2 = λ
3
2,2 and λ
3
2,3 = λ
3
3,2 = λ
2
3,3,
which we denote by λ and µ respectively.
Claim 4) λ2 = µ2.
Fix a basis
{
Yca,b;i|i = 1, · · · , NQcQa,Qb
}
for I
(
Qc
Qa,Qb
)
, a, b, c ∈ {1, 2, 3} as in [FFK]. Now we consider the
four point functions on
(
U2, U3, U3, U2
)
. Let B3,32,2 be as defined in (3.2). Let t
2
1 ⊗ t22, p21 ⊗ p22 ∈ U2,w31 ⊗ w32 ,
u31 ⊗ u32 ∈ U3, we have
E
〈
t21 ⊗ t22, Y
(
w31 ⊗ w32 , z1
)
Y
(
u31 ⊗ u32, z2
)
p21 ⊗ p22
〉
= E〈t21 ⊗ t22,Y23,2 ⊗ Y
2
3,2
(
w31 ⊗ w32, z1
) · Y23,2 ⊗ Y23,2 (u31 ⊗ u32, z2) · p21 ⊗ p22
+ Y23,3 ⊗ Y
3
3,2
(
w31 ⊗ w32 , z1
) · Y23,3 ⊗ Y33,2 (u31 ⊗ u32, z2) · p21 ⊗ p22〉
= E〈t21 ⊗ t22,Y23,2
(
w31 , z1
)Y23,2 (u31, z2) p21 ⊗ Y23,2 (w32 , z1)Y23,2 (u32, z2) p22
+ Y23,3
(
w31 , z1
)Y33,2 (u31, z2) p21 ⊗ Y23,3 (w32 , z1)Y33,2 (u32, z2) p22〉
= E〈t21 ⊗ t22,
∑
i=2,3
(
B3,32,2
)
2,i
Y23,i
(
u31, z2
)Yi3,2 (w31 , z1) p21
⊗
∑
j=2,3
(
B˜3,32,2
)
2,j
Y23,j
(
u32, z2
)Yj3,2 (w32 , z1) p22
+
∑
i=2,3
(
B3,32,2
)
3,i
Y23,i
(
u31, z2
)Yi3,2 (w31 , z1) p21
⊗
∑
j=2,3
(
B˜3,32,2
)
2,j
Y23,j
(
u32, z2
)Yj3,2 (w32 , z1) p22〉
(3.14)
In the mean time, we also have
E
〈
t21 ⊗ t22, Y
(
u31 ⊗ u32, z2
)
Y
(
w31 ⊗ w32 , z1
)
p21 ⊗ p22
〉
= E〈t21 ⊗ t22,Y23,2
(
u31, z2
)Y23,2 (w31 , z1) p21 ⊗ Y23,2 (u32, z2)Y23,2 (w32 , z1) p22
= +Y23,3
(
u31, z2
)Y33,2 (w31 , z1) p21 ⊗ Y23,3 (u32, z2)Y33,2 (w32 , z1) p22〉 (3.15)
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Commutativity of (U , Y ) and (3.14) and (3.15) together imply the following system of equations:

(
B3,32,2
)
2,2
·
(
B˜3,32,2
)
2,2
+
(
B3,32,2
)
3,2
·
(
B˜3,32,2
)
3,2
= 1(
B3,32,2
)
2,3
·
(
B˜3,32,2
)
2,3
+
(
B3,32,2
)
3,3
·
(
B˜3,32,2
)
3,3
= 1(
B3,32,2
)
2,2
·
(
B˜3,32,2
)
2,3
+
(
B3,32,2
)
3,2
·
(
B˜3,32,2
)
3,3
= 0(
B3,32,2
)
2,3
·
(
B˜3,32,2
)
2,2
+
(
B3,32,2
)
3,3
·
(
B˜3,32,2
)
3,2
= 0
(3.16)
Similarly, from commutativity of
(U , Y ) we have
E
〈
t21 ⊗ t22, Y
(
w31 ⊗ w32 , z1
)
Y
(
u31 ⊗ u32, z2
)
p21 ⊗ p22
〉
= E〈t21 ⊗ t22, λ2Y23,2 ⊗ Y
2
3,2
(
w31 ⊗ w32 , z1
) · Y23,2 ⊗ Y23,2 (u31 ⊗ u32, z2) · p21 ⊗ p22
+ µ2Y23,3 ⊗ Y
3
3,2
(
w31 ⊗ w32 , z1
) · Y23,3 ⊗ Y33,2 (u31 ⊗ u32, z2) · p21 ⊗ p22〉
= E〈t21 ⊗ t22, λ2 · Y23,2
(
w31 , z1
)Y23,2 (u31, z2) p21 ⊗ Y23,2 (w32 , z1)Y23,2 (u32, z2) p22
+ µ2 · Y23,3
(
w31 , z1
)Y33,2 (u31, z2) p21 ⊗ Y23,3 (w32, z1)Y33,2 (u32, z2) p22〉
= E〈t21 ⊗ t22, λ2 ·
∑
i=2,3
(
B3,32,2
)
2,i
Y23,i
(
u31, z2
)Yi3,2 (w31 , z1) p21
⊗
∑
j=2,3
(
B˜3,32,2
)
2,j
Y23,j
(
u32, z2
)Yj3,2 (w32 , z1) p22
+ µ2 ·
∑
i=2,3
(
B3,32,2
)
3,i
Y23,i
(
u31, z2
)Yi3,2 (w31 , z1) p21
⊗
∑
j=2,3
(
B˜3,32,2
)
2,j
Y23,j
(
u32, z2
)Yj3,2 (w32 , z1) p22〉 (3.17)
and
E
〈
t21 ⊗ t22, Y
(
u31 ⊗ u32, z2
)
Y
(
w31 ⊗ w32 , z1
)
p21 ⊗ p22
〉
= E〈t21 ⊗ t22, λ2 · Y23,2
(
u31, z2
)Y23,2 (w31 , z1) p21 ⊗ Y23,2 (u32, z2)Y23,2 (w32 , z1) p22
+ µ2 · Y23,3
(
u31, z2
)Y33,2 (w31 , z1) p21 ⊗ Y23,3 (u32, z2)Y33,2 (w32 , z1) p22〉 (3.18)
(3.17) and (3.18) together imply

λ2 ·
(
B3,32,2
)
2,2
·
(
B˜3,32,2
)
2,2
+ µ2 ·
(
B3,32,2
)
3,2
·
(
B˜3,32,2
)
3,2
= λ2
λ2 ·
(
B3,32,2
)
2,3
·
(
B˜3,32,2
)
2,3
+ µ2 ·
(
B3,32,2
)
3,3
·
(
B˜3,32,2
)
3,3
= µ2
λ2 ·
(
B3,32,2
)
2,2
·
(
B˜3,32,2
)
2,3
+ µ2 ·
(
B3,32,2
)
3,2
·
(
B˜3,32,2
)
3,3
= 0
λ2 ·
(
B3,32,2
)
2,3
·
(
B˜3,32,2
)
2,2
+ µ2 ·
(
B3,32,2
)
3,3
·
(
B˜3,32,2
)
3,2
= 0
(3.19)
Systems (3.16) and (3.19) together imply

(
1− µ2λ2
)
·
(
B3,32,2
)
3,2
·
(
B˜3,32,2
)
3,2
= 0(
1− λ2µ2
)
·
(
B3,32,2
)
2,3
·
(
B˜3,32,2
)
2,3
= 0(
1− µ2λ2
)
·
(
B3,32,2
)
3,2
·
(
B˜3,32,2
)
3,3
= 0(
1− µ2λ2
)
·
(
B3,32,2
)
3,3
·
(
B˜3,32,2
)
3,2
= 0
(3.20)
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Note that from Lemma 2.24,
(
B˜3,32,2
)
3,2
6= 0. If λ2 6= µ2, then
(
B3,32,2
)
3,2
=
(
B3,32,2
)
3,3
= 0 by the first and fourth
identity of (3.20). Combining the first identity in (3.16), we obtain
(
B3,32,2
)
2,2
6= 0 and
(
B˜3,32,2
)
2,2
6= 0. Combining(
B3,32,2
)
2,2
6= 0,
(
B3,32,2
)
3,2
= 0 and the third equality of (3.16), we get
(
B˜3,32,2
)
2,3
= 0. But
(
B3,32,2
)
3,3
= 0 and the
second equality of (3.16) together imply that
(
B˜3,32,2
)
2,3
6= 0. Contradiction implies λ2 = µ2.
Claim 5) λ33,3λ = 1.
Consider four point functions on
(
U3, U3, U2, U2
)
. For simplicity, we denote λ33,3 by γ. Applying similar argu-
ment, we obtain systems 

(
B3,23,2
)
1,2
·
(
B˜3,23,2
)
1,2
+
(
B3,23,2
)
3,2
·
(
B˜3,23,2
)
3,2
= 1(
B3,23,2
)
1,3
·
(
B˜3,23,2
)
1,3
+
(
B3,23,2
)
3,3
·
(
B˜3,23,2
)
3,3
= 1(
B3,23,2
)
1,2
·
(
B˜3,23,2
)
1,3
+
(
B3,23,2
)
3,2
·
(
B˜3,23,2
)
3,3
= 0(
B3,23,2
)
1,3
·
(
B˜3,23,2
)
1,2
+
(
B3,23,2
)
3,3
·
(
B˜3,23,2
)
3,2
= 0
(3.21)
and 

(
B3,23,2
)
1,2
·
(
B˜3,23,2
)
1,2
+ γλ ·
(
B3,23,2
)
3,2
·
(
B˜3,23,2
)
3,2
= λ2(
B3,23,2
)
1,3
·
(
B˜3,23,2
)
1,3
+ γλ ·
(
B3,23,2
)
3,3
·
(
B˜3,23,2
)
3,3
= µ2(
B3,23,2
)
1,2
·
(
B˜3,23,2
)
1,3
+ γλ ·
(
B3,23,2
)
3,2
·
(
B˜3,23,2
)
3,3
= 0(
B3,23,2
)
1,3
·
(
B˜3,23,2
)
1,2
+ γλ ·
(
B3,23,2
)
3,3
·
(
B˜3,23,2
)
3,2
= 0
(3.22)
The above two systems together give us

(1− γλ) ·
(
B3,23,2
)
3,2
·
(
B˜3,23,2
)
3,2
= 1− λ2
(1− γλ) ·
(
B3,23,2
)
3,3
·
(
B˜3,23,2
)
3,3
= 1− µ2
(1− γλ) ·
(
B3,23,2
)
3,2
·
(
B˜3,23,2
)
3,3
= 0
(1− γλ) ·
(
B3,23,2
)
3,3
·
(
B˜3,23,2
)
3,2
= 0
(3.23)
Set
S =


(
B3,23,2
)
1,2
(
B3,23,2
)
1,3(
B3,23,2
)
3,2
(
B3,23,2
)
3,3

 , T =


(
B˜3,23,2
)
1,2
(
B˜3,23,2
)
3,2(
B˜3,23,2
)
1,3
(
B˜3,23,2
)
3,3

 .
Then system (3.21) implies STT =
(
1 0
0 1
)
. So T−1 = ST , which gives
1
detT


(
B˜3,23,2
)
3,3
−
(
B˜3,23,2
)
3,2
−
(
B˜3,23,2
)
1,3
(
B˜3,23,2
)
1,2

 =


(
B3,23,2
)
1,2
(
B3,23,2
)
3,2(
B3,23,2
)
1,3
(
B3,23,2
)
3,3

 . (3.24)
From Lemma 2.24
(
B˜3,23,2
)
3,3
6= 0. Using (3.24), we get
(
B3,23,2
)
1,2
6= 0. Assume that γλ 6= 1, then
(
B˜3,23,2
)
3,3
6= 0
and the third equation in (3.23) together imply that
(
B3,23,2
)
3,2
= 0. So we have
(
B3,23,2
)
3,2
·
(
B˜3,23,2
)
3,2
= 0. Note
that
(
B3,23,2
)
1,2
6= 0,
(
B3,23,2
)
3,2
= 0 and the third equation in (3.21) together imply that
(
B˜3,23,2
)
1,3
= 0. By second
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equation in (3.21), we have
(
B3,23,2
)
3,3
·
(
B˜3,23,2
)
3,3
= 1. Since we have proved that λ2 = µ2, the first two equations of
System (3.23) imply that
(
B3,23,2
)
3,2
·
(
B˜3,23,2
)
3,2
=
(
B3,23,2
)
3,3
·
(
B˜3,23,2
)
3,3
. Contradiction implies γλ = 1.
Claim 6) λ = γ.
Consider four point functions on
(
U2, U3, U3, U3
)
. Apply similar arguments as above on (U , Y ) and (U , Y ), we
obtain the following systems respectively:

(
B3,32,3
)
2,2
·
(
B˜3,32,3
)
2,2
+
(
B3,32,3
)
3,2
·
(
B˜3,32,3
)
3,2
= 1(
B3,32,3
)
2,3
·
(
B˜3,32,3
)
2,3
+
(
B3,32,3
)
3,3
·
(
B˜3,32,3
)
3,3
= 1(
B3,32,3
)
2,2
·
(
B˜3,32,3
)
2,3
+
(
B3,32,3
)
3,2
·
(
B˜3,32,3
)
3,3
= 0(
B3,32,3
)
2,3
·
(
B˜3,32,3
)
2,2
+
(
B3,32,3
)
3,3
·
(
B˜3,32,3
)
3,2
= 0
(3.25)


λµ ·
(
B3,32,3
)
2,2
·
(
B˜3,32,3
)
2,2
+ µγ ·
(
B3,32,3
)
3,2
·
(
B˜3,32,3
)
3,2
= λµ
λµ ·
(
B3,32,3
)
2,3
·
(
B˜3,32,3
)
2,3
+ µγ ·
(
B3,32,3
)
3,3
·
(
B˜3,32,3
)
3,3
= µγ
λµ ·
(
B3,32,3
)
2,2
·
(
B˜3,32,3
)
2,3
+ µγ ·
(
B3,32,3
)
3,2
·
(
B˜3,32,3
)
3,3
= 0
λµ ·
(
B3,32,3
)
2,3
·
(
B˜3,32,3
)
2,2
+ µγ ·
(
B3,32,3
)
3,3
·
(
B˜3,32,3
)
3,2
= 0
(3.26)
(3.25) and (3.26) together gives 

(
1− γλ
) · (B3,32,3)
3,2
·
(
B˜3,32,3
)
3,2
= 0(
1− λγ
)
·
(
B3,32,3
)
2,3
·
(
B˜3,32,3
)
2,3
= 0(
1− γλ
) · (B3,32,3)
3,2
·
(
B˜3,32,3
)
3,3
= 0(
1− γλ
) · (B3,32,3)
3,3
·
(
B˜3,32,3
)
3,2
= 0
(3.27)
By Lemma 2.24
(
B˜3,32,3
)
3,2
6= 0. Assume γλ 6= 1, then the fourth equation of (3.27) imply
(
B3,32,3
)
3,3
= 0. Using the
second equations in (3.25) we get
(
B3,32,3
)
2,3
·
(
B˜3,32,3
)
2,3
= 1, which contradicts with the second equation of (3.27).
Therefore, γλ = 1.
The above claims together imply
λ = µ = γ = ±1
or
λ = γ = 1, µ = −1
or
λ = γ = −1, µ = 1.
Define a linear map σ such that
σ|U1 = 1, σ|U2 = µ, σ|U3 = λ
where λ = ±1 and µ = ±1. It is clear that σ is a linear isomorphism of U . Using Lemma 3.8, σ gives a vertex
operator algebra structure (U , Y σ) with Y σ(u, z) = σY (σ−1u, z)σ−1 which is isomorphic to (U , Y ). It is easy to
verify that Y σ (u, z) = Y (u, z) for all u ∈ U . Thus we proved the uniqueness of the vertex operator algebra structure
on U .
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4 Classification of irreducible modules
In this section, we will classify all the irreducible modules for U . First we will find 14 irreducible U-modules. To
show they give all the irreducible modules, we shall use the theory of quantum dimensions. For simplicity, we shall
use [h1, h2] to denote the module V(h1)⊗ L(2528 , h2).
4.1 Realization of irreducible U-modules
Let A1 = Zα, with 〈α, α〉 = 2, be the root lattice of type A1 and VA1 the lattice vertex operator algebra associated
with A1. It is well known that the irreducible VA1 -modules VA1 and Vα2 +A1 are both level one representations of
sˆl2(C) [DL, FLM]. In fact, VA1
∼= L (1, 0) and Vα
2
+A1
∼= L (1, 1). Let VA6
1
be the lattice vertex operator algebra
associated with the lattice A61, where A
6
1 = Zα1 ⊕ · · · ⊕ Zα6 is the orthogonal sum of 6 copies of A1. Then we have
VA6
1
∼= VA1 ⊗ · · · ⊗ VA1 ∼= L (1, 0)⊗6
as a vertex operator algebra and
Vγ+A6
1
∼= L (1, 1)⊗4 ⊗ L (1, 0)⊗ L (1, 0)
as a module of L(1, 0)⊗6 , where γ = 12α1 + 12α2 + 12α3 + 12α4. Set L = A61 ∪ (γ + A61), then L is an even lattice
and we have an isomorphism
VL = VA6
1
⊕ Vγ+A6
1
∼=
{
L (1, 0)⊗4 ⊕ L (1, 1)⊗4
}
⊗ L (1, 0)⊗ L (1, 0) .
Using (2.11) we have the following inclusions
L (1, 0)⊗3 ⊃ L
(
1
2
, 0
)
⊗ L
(
7
10
, 0
)
⊗ L (3, 0) ,
L (1, 1)⊗3 ⊃ L
(
1
2
, 0
)
⊗ L
(
7
10
, 0
)
⊗ L (3, 3) .
Thus, VL contains a vertex operator subalgebra isomorphic to
L (3, 0)⊗ L (1, 0)⊗ L (1, 0)⊗ L (1, 0)⊕ L (3, 3)⊗ L (1, 1)⊗ L (1, 0)⊗ L (1, 0) .
By (2.11) and straightforward calculation, we get the following lemma:
Lemma 4.1. We have the following decomposition:
L (3, 0)⊗ L (1, 0)⊗ L (1, 0)⊗ L (1, 0)⊕ L (3, 3)⊗ L (1, 1)⊗ L (1, 0)⊗ L (1, 0)
∼=
{
[0, 0]⊕
[
1
7
,
34
7
]
⊕
[
5
7
,
9
7
]}
⊗ L (6, 0)
⊕
{[
0,
3
4
]
⊕
[
5
7
,
1
28
]
⊕
[
1
7
,
45
28
]}
⊗ L (6, 2)
⊕
{[
0,
13
4
]
⊕
[
1
7
,
3
28
]
⊕
[
5
7
,
15
28
]}
⊗ L (6, 4)
⊕
{[
0,
15
2
]
⊕
[
1
7
,
5
14
]
⊕
[
5
7
,
39
14
]}
⊗ L (6, 6)
ThusL (3, 0)⊗L (1, 0)⊗L (1, 0)⊗L (1, 0)⊕L (3, 3)⊗L (1, 1)⊗L (1, 0)⊗L (1, 0) and VL contain a vertex operator
subalgebra isomorphic to
[0, 0]⊕
[
1
7
,
34
7
]
⊕
[
5
7
,
9
7
]
which is isomorphic to U from the uniqueness of U discussed in Section 3.
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Lemma 4.2. The following list give 14 irreducible U-module.
M0 = [0, 0]⊕
[
1
7
,
34
7
]
⊕
[
5
7
,
9
7
]
, M1 =
[
0,
3
4
]
⊕
[
1
7
,
45
28
]
⊕
[
5
7
,
1
28
]
,
M2 =
[
0,
13
4
]
⊕
[
1
7
,
3
28
]
⊕
[
5
7
,
15
28
]
, M3 =
[
0,
15
2
]
⊕
[
1
7
,
5
14
]
⊕
[
5
7
,
39
14
]
,
M4 =
[
0,
165
32
]
⊕
[
1
7
,
3
224
]
⊕
[
5
7
,
323
224
]
, M5 =
[
0,
5
32
]
⊕
[
1
7
,
675
224
]
⊕
[
5
7
,
99
224
]
,
M6 =
[
0,
57
32
]
⊕
[
1
7
,
143
224
]
⊕
[
5
7
,
15
224
]
, M7 =
[
2
5
, 0
]
⊕
[
19
35
,
34
7
]
⊕
[
39
35
,
9
7
]
,
M8 =
[
2
5
,
3
4
]
⊕
[
19
35
,
45
28
]
⊕
[
39
35
,
1
28
]
, M9 =
[
2
5
,
13
4
]
⊕
[
19
35
,
3
28
]
⊕
[
39
35
,
15
28
]
,
M10 =
[
2
5
,
15
2
]
⊕
[
19
35
,
5
14
]
⊕
[
39
35
,
39
14
]
, M11 =
[
2
5
,
5
32
]
⊕
[
19
35
,
675
224
]
⊕
[
39
35
,
99
224
]
,
M12 =
[
2
5
,
57
32
]
⊕
[
19
35
,
143
224
]
⊕
[
39
35
,
15
224
]
, M13 =
[
2
5
,
165
32
]
⊕
[
19
35
,
3
224
]
⊕
[
39
35
,
323
224
]
.
Proof. From Remark 3.4 and Lemma 4.1, U ⊗ L (6, 0) is a rational vertex operator subalgebra of the vertex operator
algebra
K = {L (3, 0)⊗ L (1, 0)⊕ L (3, 3)⊗ L (1, 1)} ⊗ L (1, 0)⊗ L (1, 0) .
So each irreducible K-module is a direct sum of irreducible U ⊗ L (6, 0)-modules. From Proposition 5.2 [L1] we
know that L (3, 2)⊗L (1, 0)⊕L (3, 1)⊗L (1, 1) is an irreducible module for L (3, 0)⊗L (1, 0)⊕L (3, 3)⊗L (1, 1).
Thus we have the following irreducibleK-modules:
{L (3, 2)⊗ L (1, 0)⊕ L (3, 1)⊗ L (1, 1)} ⊗ L (1, 0)⊗ L (1, 0) ,
{L (3, 2)⊗ L (1, 0)⊕ L (3, 1)⊗ L (1, 1)} ⊗ L (1, 0)⊗ L (1, 1) ,
{L (3, 0)⊗ L (1, 0)⊕ L (3, 3)⊗ L (1, 1)} ⊗ L (1, 0)⊗ L (1, 1) .
Using (2.11) we obtain the following decomposition:
L (3, 0)⊗ L (1, 0)⊗ L (1, 0)⊗ L (1, 0)⊕ L (3, 3)⊗ L (1, 1)⊗ L (1, 0)⊗ L (1, 0)
∼=
{
[0, 0]⊕
[
1
7
,
34
7
]
⊕
[
5
7
,
9
7
]}
⊗ L (6, 0)
⊕
{[
0,
3
4
]
⊕
[
1
7
,
45
28
]
⊕
[
5
7
,
1
28
]}
⊗ L (6, 2)
⊕
{[
0,
13
4
]
⊕
[
1
7
,
3
28
]
⊕
[
5
7
,
15
28
]}
⊗ L (6, 4)
⊕
{[
0,
15
2
]
⊕
[
1
7
,
5
14
]
⊕
[
5
7
,
39
14
]}
⊗ L (6, 6) ,
L (3, 0)⊗ L (1, 0)⊗ L (1, 0)⊗ L (1, 1)⊕ L (3, 3)⊗ L (1, 1)⊗ L (1, 0)⊗ L (1, 1)
∼=
{[
0,
5
32
]
⊕
[
1
7
,
675
224
]
⊕
[
5
7
,
99
224
]}
⊗ L (6, 1)
⊕
{[
0,
57
32
]
⊕
[
1
7
,
143
224
]
⊕
[
5
7
,
15
224
]}
⊗ L (6, 3)
⊕
{[
0,
165
32
]
⊕
[
1
7
,
3
224
]
⊕
[
5
7
,
323
224
]}
⊗ L (6, 5) ,
23
L (3, 2)⊗ L (1, 0)⊗ L (1, 0)⊗ L (1, 1)⊕ L (3, 1)⊗ L (1, 1)⊗ L (1, 0)⊗ L (1, 1)
∼=
{[
2
5
,
5
32
]
⊕
[
19
35
,
675
224
]
⊕
[
39
35
,
99
224
]}
⊗ L (6, 1)
⊕
{[
2
5
,
57
32
]
⊕
[
19
35
,
143
224
]
⊕
[
39
35
,
15
224
]}
⊗ L (6, 3)
⊕
{[
2
5
,
165
32
]
⊕
[
19
35
,
3
224
]
⊕
[
39
35
,
323
224
]}
⊗ L (6, 5) ,
L (3, 2)⊗ L (1, 0)⊗ L (1, 0)⊗ L (1, 0)⊕ L (3, 1)⊗ L (1, 1)⊗ L (1, 0)⊗ L (1, 0)
∼=
{[
2
5
, 0
]
⊕
[
19
35
,
34
7
]
⊕
[
39
35
,
9
7
]}
⊗ L (6, 0)
⊕
{[
2
5
,
3
4
]
⊕
[
19
35
,
45
28
]
⊕
[
39
35
,
1
28
]}
⊗ L (6, 2)
⊕
{[
2
5
,
13
4
]
⊕
[
19
35
,
3
28
]
⊕
[
39
35
,
15
28
]}
⊗ L (6, 4)
⊕
{[
2
5
,
15
2
]
⊕
[
19
35
,
5
14
]
⊕
[
39
35
,
39
14
]}
⊗ L (6, 6) .
Thus we see that M0,M1, · · · ,M13 are U-modules. It is easy to see that M i, i = 0, 1, · · · , 13 are irreducible by
fusion rules of irreducible L
(
25
28 , 0
)
-modules and V-modules in Propositions 2.23 and 3.3.
Remark 4.3. For modulesM i, i = 0, 1, · · · , 13 in Lemma 4.2, we denote the summands of eachM i byM i1, M i2, M i3
from left to right. Note that M i2 = U
2
⊠U1 M
i
1, M
i
3 = U
3
⊠U1 M
i
1, i = 0, 1, · · · , 13. Thus M i = U ⊠U1 M i1,
i = 0, 1, · · · , 13. Consider quantum dimensions of both sides, applying Proposition 2.17 we obtain
q dimU1 M
i = q dimU1 U · q dimU1 M i1
that is,
q dim
U1
Mi
q dim
U1
U = q dimU1 M
i
1 and hence we have
q dimU M i = q dimU1 M
i
1, i = 0, 1, · · · , 13. (4.1)
4.2 Classification
To finish the classification of irreducible U-modules, we will show that the list of U-modules in Lemma 4.2 give all
the irreducible inequivalent U-modules. For this goal, we will compute global dimension of U .
Using the tables in Section 3.1 and properties of quantum dimensions in Proposition 2.17 we get
q dimV V
(
1
7
)
= q dimL( 2528 ,0)
L
(
25
28
,
34
7
)
,
q dimV V
(
5
7
)
= q dimL( 2528 ,0)
L
(
25
28
,
9
7
)
.
Denote them by x and y respectively.
From fusion rules in Proposition 3.3, we see that V ( 25) ⊠V V ( 25) = V (0) + V ( 25) . Using property of quantum
dimension in Proposition 2.17,
(
q dimV V
(
2
5
))2
= 1 + q dimV V
(
2
5
)
and hence we get q dimV V
(
2
5
)
= 1+
√
5
2 .
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Combining the fusion rules for irreducible V-modules in Propositions 3.3 and 2.17, one can find
globV
= 1 + x2 + y2 +
(
1 +
√
5
2
)2
+
(
x ·
(
1 +
√
5
2
))2
+
(
y ·
(
1 +
√
5
2
))2
=
(
1 + x2 + y2
) ·

1 +
(
1 +
√
5
2
)2 .
Recall that the highest weights for irreducible L
(
25
28 , 0
)
-modules are given in Remark 2.21 and fusion rules for these
irreducible modules are given in Theorem 2.23. For convenience, we list fusion rules explicitly for some irreducible
L
(
25
28 , 0
)
-modules which will help us determine quantum dimensions of these modules.
⊠ L
(
25
28 ,
34
7
)
L
(
25
28 ,
9
7
)
L
(
25
28 ,
3
4
)
L
(
25
28 ,
45
28
)
L
(
25
28 ,
1
28
)
L
(
25
28 ,
15
2
)
L
(
25
28 ,
5
14
)
L
(
25
28 ,
39
14
)
L
(
25
28 ,
165
32
)
L
(
25
28 ,
3
224
)
L
(
25
28 ,
323
224
)
L
(
25
28 ,
5
32
)
L
(
25
28 ,
675
224
)
L
(
25
28 ,
99
224
)
L
(
25
28 ,
13
4
)
L
(
25
28 ,
3
28
)
L
(
25
28 ,
15
28
)
L
(
25
28 ,
57
32
)
L
(
25
28 ,
143
224
)
L
(
25
28 ,
15
224
)
Denote quantum dimensions of L
(
25
28 , h
)
, h = 34 ,
15
2 ,
165
32 ,
5
32 ,
13
4 ,
57
32 by di, i = 1, · · · , 6 respectively. Then by
Proposition 2.17, we can express quantumdimensions of all the irreducibleL
(
25
28 , 0
)
-modules in terms of 1, x, y, di, i =
1, · · · , 6. Direction calculation gives
globL
(
25
28
, 0
)
= 1 + x2 + y2 +
6∑
i=1
d2i +
(
x ·
6∑
i=1
di
)2
+
(
y ·
6∑
i=1
di
)2
=
(
1 +
6∑
i=1
d2i
)
· (1 + x2 + y2) .
From Remark 2.19 we obtain
glob
(
V ⊗ L
(
25
28
, 0
))
=
(
1 + x2 + y2
)2 ·

1 +
(
1 +
√
5
2
)2 ·
(
1 +
6∑
i=1
d2i
)
.
Note that we also have
q dimV⊗L( 2528 ,0) U = 1 + x
2 + y2.
Since U is an extension the vertex operator algebra V ⊗ L (2528 , 0), by Theorem 2.20,
glob
(
V ⊗ L
(
25
28
, 0
))
=
(
q dimV⊗L( 2528 ,0) U
)2
· glob U ,
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which implies
glob U = glob
(V ⊗ L (2528 , 0))(
q dimV⊗L( 2528 ,0) U
)2
=
(
1 + x2 + y2
)2 · (1 + (1+√52 )2
)
·
(
1 +
∑6
i=1 d
2
i
)
(1 + x2 + y2)
2
=

1 +
(
1 +
√
5
2
)2 ·
(
1 +
6∑
i=1
d2i
)
.
Nowwe consider the quantumdimensions of irreducibleU-modules given in Lemma 4.2. By Remark 4.3, q dimUM i =
q dimV⊗L( 2528 ,0)M
i
1. Apply Proposition 2.17, easy calculation gives
M0 M1 M2 M3 M4 M5 M6 M7
q dimU 1 d1 d5 d2 d3 d4 d6 1+
√
5
2
M8 M9 M10 M11 M12 M13
q dimU 1+
√
5
2 · d1 1+
√
5
2 · d5 1+
√
5
2 · d1 1+
√
5
2 · d2 1+
√
5
2 · d6 1+
√
5
2 · d3
From the above table we find
13∑
i=0
(
q dimUM i
)2
= 1 +
6∑
i=1
d2i +
(
1 +
√
5
2
)2(
1 +
6∑
i=1
d2i
)
=

1 +
(
1 +
√
5
2
)2
(
1 +
6∑
i=1
d2i
)
,
which exactly equals globU . Thus theseM i, i = 0, 1, · · · , 13 give all the irreducible modules of U .
Now we obtain the following theorem:
Theorem 4.4. U has exactly 14 inequivalent irreducible modules, which are listed in Lemma 4.2.
5 Fusion rules
In this Section, we shall determine all fusion rules for irreducible U-modules. We denote by W 1 ⊠U W 2 the fusion
product of U-modulesW 1 andW 2, andW 1 ⊠U1 W 2 the fusion product for U1-modulesW 1 andW 2.
Theorem 5.1. All fusion rules for irreducible U-modules are given by
dimU
(
Mk
Mi,Mj
)
= dimU1
(
Mk1
Mi
1
,Mj
1
)
where i, j, k = 0, 1, · · · , 13.
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Proof. Since U1 = V ⊗ L ( 2528 , 0) is a rational vertex operator algebra, for irreducible U1-modulesM i1, M j1 , i, j ∈
{0, 1, · · · , 13} we have the fusion product
M i1 ⊠U1 M
j
1 =
∑
dki,jW
k (5.1)
where dki,j = dim IU1
(
Wk
Mi
1
,Mj
1
)
andW k runs over the set of equivalence classes of irreducible U1-modules. By case
by case verification, we find that the fusion rule dki,j = 0 unless W
k ∼= M s1 for some s ∈ {0, 1, · · · , 13}. Hence
dim IU1
(
Mk
Mi
1
,Mj
1
)
= dim IU1
(
Mk1
Mi
1
,Mj
1
)
and the fusion product in (5.1) can be written as
M i1 ⊠U1 M
j
1 =
13∑
k=0
Nki,jM
k
1 (5.2)
where Nki,j = dim IU1
(
Mk1
Mi
1
,Mj
1
)
. Since U is a rational vertex operator algebra, we have
M i ⊠U M j =
13∑
k=0
P ki,jM
k (5.3)
where P ki,j = dim IU
(
Mk
Mi,Mj
)
. Remark 4.3 imply
q dimU1 M
i
1 ⊠U1 M
j
1 = q dimU1 M
i
1 · q dimU1 M j1 = q dimU M i · q dimU M j = q dimU M i ⊠U M j .
Then it follows from identities (5.2) and (5.3) that
13∑
k=0
P ki,jq dimU M
k =
13∑
k=0
Nki,jq dimU1 M
k
1 .
Note that by Theorem 2.10, Nkij ≥ P kij . The above equation impliesNki,j = P ki,j and hence the theorem is proved.
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