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5Abstract
The problem of estimating sparse signals based on incomplete set of noiseless or
noisy measurements has been investigated for a long time from different perspec-
tives. In this dissertation, after the review of the theory of compressed sensing (CS)
and existing structured sensing matrices, a new class of convolutional sensing matri-
ces based on deterministic sequences are developed in the first part. The proposed
matrices can achieve a near optimal bound with O(K log(N)) measurements for
non-uniform recovery. Not only are they able to approximate compressible signals
in the time domain, but they can also recover sparse signals in the frequency and
discrete cosine transform domain. The candidates of the deterministic sequences
include maximum length sequence (or called m-sequence), Golay’s complementary
sequence and Legendre sequence etc., which will be investigated respectively. In
the second part, Golay-paired Hadamard matrices are introduced as structured
sensing matrices, which are constructed from the Hadamard matrix, followed by
diagonal Golay sequences. The properties and performances are analyzed in the
following. Their strong structures ensure special isometry properties, and make
them be easier applicable to hardware potentially. Finally, we exploit novel CS
principles successfully in a few real applications, including radar imaging and dis-
tributed source coding. The performance and the effectiveness of each scenario are
verified in both theory and simulations.
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Chapter 1
Introduction
1.1 Motivations and Objectives
Compressed Sensing or Compressive Sensing [9–11] is an emerging approach for
acquisition of signals that seeks to recover a sparse or compressible representation
in some basis from a small number of linear and non-adaptive measurements. From
a mathematical point of view, the problem can be described as recovering a sparse
length-N signal f with K non-zero values from an under-determined equation sys-
tem
y = Φf, (1.1)
where y is an M -length measurement, Φ is an M × N matrix called the sensing
matrix, and K < M < N .
Conventionally in a system of linear equations, when the degrees of freedom
outnumber the constrains, unique solutions can not be achieved. However, due to
the early work from 2006 by Emmanuel Cande`s, Terence Tao, David Donoho and
Justin Romberg, etc., such an ill-posed problem can be solved when the sparsity K
of the signal f are exploited in the recovery, using a variety of solvers implementing
a wide range of techniques ranging from linear programming to greedy algorithms.
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Here “solved” means we can have one and unique solution to such an equation.
Bearing these techniques in mind, we may go further to ask: can all the
sparse signals f be recovered by any Φ? Are some Φ better than others? These
problems belong to another fundamental research topic behind the theory of CS :
how to construct appropriate sensing matrices such that f can be recovered exactly
and faithfully from y. Fortunately, again, early researchers have given us some ba-
sic ideas to this question in several interesting and provocative papers. It has been
proven that a random projection is one of the best solutions for such sensing ma-
trices [11,12]. The projection matrices are generated by orthogonalizing measured
vectors uniformly and independently on a unit sphere. In addition, sensing matrices
consisting of independent and identically distributed (i.i.d) entries from a Gaussian
or Bernoulli distribution also perform well in both theory and practice [9, 10].
Though the problem has been solved perfectly in mathematics by using
randomness, there still exist many obstacles to overcome. One major drawback of
the pure random measurements is they require huge memory for storage and high
computational cost for signal reconstruction. Moreover, the difficulty of hardware
implementation also makes them expensive in application. To simplify the sens-
ing scheme, many structured or deterministic sensing matrices are proposed, such
as Toeplitz random matrices [13], random convolution matrices [14], structurally
random matrices (SRM) [15], various deterministic matrices [16, 17] and so forth.
These matrices enrich the variety of the sensing matrix structures and save the
storage spaces effectively. In spite of these achievements, the sensing matrices in
current matrix pool are still not sufficient to work efficiently in complex CS sys-
tems for many practical scenarios. We illustrate the inconveniences of the existing
structured matrices in a few aspects:
1. Randomness: Most of the structured sensing matrices exploit the ran-
domness in the sensing scheme, either in the measurement side, or in the signal side.
For instance, in random convolution [14] and structurally random matrices [15], the
randomness exists in both sampling matrix component and diagonal phase matrix
component (or permutation matrix in [15]). Based on these facts, with similar
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recovery performance, can we reduce the randomness of the measuring process for
simpler hardware implementations? Here we are not only concerned with how to
design structured matrices with less uncertainty, but also would like to develop a
framework for the design of appropriate sensing matrices.
2. Basis: In many applications, the signals under observation are not sparse
in the time domain, but can be approximated by another basis, such as discrete
Fourier transform (DFT) matrix or discrete cosine transform (DCT) matrix. It
requires the flexibility of the sensing scheme that fits to process signals more than
one domain, especially domains frequently used in practical signal processing. Par-
tial DFT matrix or random Toeplitz matrices fail to offer such feature because they
are coherent with another DFT basis. So how could one design an efficient sensing
scheme suitable for signals sparse in different bases?
3. Length: For many existing deterministic sensing matrices or matrices
with strong structure, the scale of the sensing matrix (or the length of the signal)
has limited choices. For example, the matrices designed by DeVore [17] require
that the size of the matrices are supposed to be n × N , where n = p2, N = pr+1,
p, r are integer parameters. So how can we develop structured sensing matrices
with more flexible length choices?
This dissertation will focus on designing and analyzing performances of CS
matrices that address such problems and explore their potential applications. Our
first objective is to design an efficient CS system under various practical constraints.
In detail:
• Propose a new class of sensing matrices that are constructed by randomly
sampling from dedicated designed circulant matrices, and prove that the re-
covery can achieve a near optimal theoretical performance in such sensing
scheme. The proposed matrices can be implemented to process signals sparse
in the time, frequency and DCT domains. The signal length could be more
flexible due to different deterministic sequences being used in the matrix
construction.
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• Develop and analyze another specific group of sensing matrices constructed
from Golay’s complementary sequence (Golay sequence for short in this dis-
sertation). The square structured matrix is originally generated from the
Hadamard matrix whose rows are each modulated pointwise by a Golay se-
quence. They support real-time block-based processing, and are relevant to
practical applications.
After demonstrating the new CS schemes, the second objective is to apply
the proposed CS approaches to practical scenarios in order to improve performances
or simplify earlier implementations. More specifically,
• Design a new scheme for radar imaging system using two proposed sensing
matrices. What motivates us to do so is fact that the radar imaging model
and CS frameworks share a common feature in which the target scene is
a sparse vector, and the measure process can be discretized by a Toeplitz
matrix.
• Propose a Wyner-Ziv Coding (WZC) scheme for Distributed CS. The main
motivation comes from the theoretical connection between distributed source
coding (DSC) and CS theory.
1.2 Main Contributions
There are three major contributions made in this dissertation which range from CS
theory to the two fields of practical applications. In the theory of CS, we introduce
a unified framework for the structured measurement operators that constructed
from a series deterministic sequences, such as Golay sequence, m-sequence and
Frank-Zadoff-Chu (FZC) sequence. Moreover, another specific structured sensing
matrices generated from Golay sequence are novelly introduced that potentially are
ideal for fast compressed sensing. Afterwards the proposed matrices are utilized
for a new framework in radar imaging and a new solution for distributed source
coding efficiently exploits principles and techniques in CS theory.
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In the first part, based on the theoretical analysis of CS, we first propose
a new class of structured sensing matrices for compressed sensing, called convo-
lutional CS matrices, trying to establish a more efficient and convenient sensing
procedure. These matrices are proposed by introducing deterministic sequences
into the convolution-based framework [8]. Measurements are obtained by circu-
larly convolving the signal not with a random sequence, but with a deterministic
sequence with good autocorrelation, followed by random subsampling. Both uni-
form recovery and non-uniform recovery of sparse signals are investigated, based
on the coherence parameters of the proposed sensing matrices. These matrices
can either be real [3] or complex [8], depending on the different structures of the
diagonal sequences. Many deterministic sequences are investigated to broaden the
sensing matrix pool, particularly the FZC sequence, the m-sequence and the Golay
sequence [3, 8]. A salient feature of the proposed sensing matrices is not only can
they handle sparse signals in the time domain, but also those in the frequency
or DCT domain. In addition, the orthogonal symmetric Toeplitz matrix (OSTM)
is discussed in the Remark and Appendix as a special case of convolutional CS
matrices [1]. All of above contents have been published in [1–3,8].
In the second part, we introduce Golay-paired Hadamard matrices for fast
compressed sensing of sparse signals. These sampling operators feature low-memory
requirement, hardware-friendly design and fast computation in reconstruction. We
show that they acquire a nearly optimal number of measurements for faithful re-
construction of a sparse signal in the time or frequency domain. The analysis
also includes block Golay-paired Hadamard matrices and their application in mod-
ulated wideband converters. Simulation results demonstrate that the proposed
sensing matrices offer a reconstruction performance similar to that of fully random
matrices, such as random Gaussian or Bernoulli Toeplitz matrices. This work was
published in [7] and the journal version is in preparation.
Finally, the proposed sensing matrices are utilized in radar imaging and
distributed compressed sensing (DCS), respectively. For radar imaging, we apply
two classes of Toeplitz matrices to compressive radar imaging, namely, the FZC
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circulant matrix which is chirp-like and the Golay-Hadamard matrix which is bi-
nary. We show that such matrices lead to efficient recovery of sparse radar signals
in the time and frequency domains with a sampling rate considerably lower than
the Nyquist rate. Moreover, by exploiting the correlation among the CS samples
at different sensors, we follow our interests in the DCS area and apply a nested-
lattice Wyner-Ziv coding technique to the CS data. The proposed coder consists of
CS with Toeplitz/circulant sensing matrices and practical Wyner-Ziv coding. Our
research shows this approach is a fast, energy-saving system and recovers good
quality image sources with low distortion and high SNR. These two works were
presented in the papers [4, 6], respectively.
1.3 Dissertation Outline
The dissertation is organized as follows. The fundamental CS theory will be briefly
introduced in chapter 2, in which we put more emphasis on the development of
structured sensing matrices and the concept of the coherence parameter µ. In
chapter 3, we will introduce a new CS framework by convolution with a designed
filter followed by random sampling of the outputs. Instead of a random Bernoulli
sequence, deterministic filters are exploited to decrease the randomness of measur-
ing approach, yielding a recovery SNR similar with the former ones. The candidate
sequences include m-sequence, Golay sequence and Legendre sequence, etc. The
discussion will be classified into two subsections, unitary complex matrices and
orthogonal real matrices, according to the structure of the diagonal matrix com-
ponent. Moreover in chapter 4, another class of novel structured matrices, called
Golay-paired Hadamard matrices, are introduced for fast compressed sensing, along
with an extensive evaluation of such matrices with block-diagonal structure. After
that, two applications using the proposed CS scheme are presented in chapter 5.
We show that the proposed structured matrices can provide a reconstruction per-
formance as good as traditional random matrices. Finally, we conclude our work
and the future research directions are discussed in chapter 6. Following a con-
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ventional norm, each chapter is delivered in a self-contained manner. As a result,
readers can start browsing directly a specific chapter of interest.
1.3.1 Notation
In this dissertation, bold letters are used to denote a vector or a matrix. We employ
x ∈ RN for the input signal, y ∈ RN for the measurements vector, Φ ∈ RM×N for
the sensing matrix and Ψ ∈ RN×N for the sparsifying matrix. When the signal is
sparse in the time domain, Θ = Φ, otherwise Θ = ΦΨ.
For anM×N matrix A, A(p, q) (0 ≤ p ≤M−1, 0 ≤ q ≤ N−1) represents
the element on its p-th row and q-th column. AT and A∗ denote the transpose
and Hermitian transpose of A, respectively. For an N ×N given matrix A, we use
µ(A) to denote its coherence parameter, i.e., the maximum magnitude,
µ(A) = max
0≤p,q≤N−1
|A(p, q)|.
For two N ×N matrices A and B, their mutual coherence µ(A,B) is defined as
µ(A,B) = µ(AB) = max
0≤p,q≤N−1
|A(p, :)B(:, q)|,
where A(p, :) and B(:, q) correspond to the p-th row of A and q-th column of B,
respectively. When normalized matrix A and matrix B satisfy µ(A,B) ∼ O(1),
we say that A and B are coherent with each other. Otherwise A are incoherent
with B, and vise versa.
IN denotes the identity matrix I with size N ×N . FN or F for short is the
N ×N discrete Fourier transform (DFT) matrix (or fast Fourier transform (FFT)
matrix) where F(p, q) = e−
2pijpq
N (0 ≤ p, q ≤ N − 1). If a is a function of N , a .= b
means limN→∞ a = b.
If x is a scalar, |x| is the absolute value of x; if x = (x0, x1, · · · , xN−1) is a
vector, ||x|| denotes the Euclidean norm of x, equivalent to ||x||2 or ||x||l2 where
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||x||m =
(∑N−1
0 |xi|m
)1/m
means the m norm of x. |〈, 〉| represents the inner
product of two vectors. In addition, we also employ the following notations:
• xn is on the order of O(zn), denoted xn = O(zn), if
lim
n→∞
xn
zn
= c, (1.2)
where c is some positive constant.
• A random variable Xn is asymptotically normally distributed N (0, σ2), if
lim
n→∞
P (
Xn
σ
≤ x) = 1√
2pi
∫ x
−∞
e
−y2
2 dy. (1.3)
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Chapter 2
Overview of Compressed Sensing
2.1 Introduction
In the midst of a digital revolution, people are now adopting various signal process-
ing techniques and new kinds of sensing systems in general electronic produces with
ever-increasing resolution and fidelity. The conventional means of sampling sig-
nals, images, videos, or other data obey the celebrated Shannon’s theorem, which
requires to sample a signal at a sampling rate at least twice the highest frequency
present in a signal (the so-called Nyquist rate) to retain signal information in-
tact [18,19]. Indeed, this principle applies to nearly all signal acquisition protocols
used in consumer audio and visual electronics, radio receivers, medical imaging
devices, and so forth. Based on this principle, much of signal processing has moved
from the analog to the digital domain and the digital signal processing (DSP)
technology has been developing very fast leading to more robust, flexible, cheaper
commodities used prevalently in daily life.
Shannon’s theorem solves the problem in theory perfectly, yet unfortunately
it is not omnipotent. Think about the following two scenarios:
• In many applications, for example remote surveillance or spectroscopy, sam-
pling at the Nyquist rate is expensive, or even physically impossible. So as
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long as the recovery performance achieves an acceptable level, we need to
build devices capable of acquiring samples at the minimum acceptable rate.
So is that able to sample a signal at a frequency lower than the Nyquist rate
given the knowledge that the signal is compressible?
• In some other applications, such as imaging systems or video processing,
sampling a large number of measurements is feasible. However, because of
the limited storage space and advanced compression techniques used, we often
get rid of most of the received data, only keeping a small amount of the
compressed data. Clearly this is a waste of valuable sensing resources. In
this case, why shall we sample so much data in the beginning?
Aiming at solving above problems, from 2006 the theory of Compressed
Sensing (or Compressive Sensing) [9–11, 20, 21], a fast growing signal processing
technique of acquiring and reconstructing a sparse or compressible signal, has be-
come one of the hottest research areas in the signal processing community. Using
CS one can acquire the compressed measurements directly and recover the original
sparse or compressible signal faithfully even when the sampling rate is much lower
than the Nyquist rate. Here, a compressible signal means that the signal can be
well-approximated by another signal with only K nonzero coefficients.
Traditionally, both sparse and compressible signals can be represented with
high fidelity by preserving only the values and locations of the largest coefficients
of the signal. This coding technique exploits the signal sparsity and compressibility
used frequently in the JPEG, JPEG2000, MPEG, and MP3 standards and so on.
In CS, the values and locations of the largest coefficients of the signal is unknown.
We only know that, this signal is sparse or can be approximated sparsely in a cer-
tain domain. The fundamental idea of CS is, rather than sampling at a high rate
and then compressing the sampled data, we would like to find methods to directly
sense the data in a compressed form. CS tries to design efficient sensing or sampling
protocols that capture the essential information content embedded in the original
signal and obtain the condensed data straightforwardly. More precisely, these pro-
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tocols are nonadaptive linear transforms, thus can be represented by well-designed
matrices, which are called sensing matrices. These matrices should be incoherent
to the sparsifying matrix of the compressible signal. Having the measurements and
the sensing matrix, the exact process of reconstructing signals from a subset of
measurements can be fulfilled by solving a nonlinear optimization problem. The
approaches implemented in solving the problems are named reconstruction/recovery
algorithms. From a mathematical point of view, CS is also deemed as a technique
for finding sparse solutions to underdetermined linear systems.
The CS theory is a revolution both in the theory of reliable signal sampling
and physical design of sensors. The original signal can really be sensed from fewer
linear projections rather than acquired in its initial domain. The process of encoder
(sensing) and decoder (reconstruction) are not symmetric any more. Because the
process of the encoder mainly includes matrix multiplications, which are usually
simple and fast; while at the decoder side, it uses complex reconstruction algorithms
and requires lots of energy.
Moreover, from previous paragraphs one can conclude: developing appropri-
ate sensing matrices and reconstruction algorithms are two key research topics in
CS. This dissertation will introduce the two aspects briefly for a start, then focus
on the first objective, especially structured sensing matrices.
2.2 Sensing Matrices
2.2.1 Fundamental Knowledge
Before explaining the concept of sensing matrix, let us review some signals of inter-
est in the real world. Normally useful signals are not random, they often contain
specific structures and strong correlation among pixels, frames or samples. This is
the foundation behind sparse representation theory. Given an N -dimensional sig-
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nal x, Ψ1 denotes the sparsifying transform basis for x, natural signals can easily
be decomposed by means of a linear superposition of K elementary signals as the
follow:
x =
K∑
k=1
fkψk. (2.1)
Rewrite it in the form of matrix multiplication,
x = Ψf , (2.2)
where f is the K sparse representation, K ¿ N . Typical transforms Ψ include
DFT, DCT or Discrete Wavelet Transform (DWT). Sometimes equation (2.1) may
not be reached, in which case we usually encode the most significant K non-zero
entries of f and disregard the rest. This is also the core principle of the image
compression standard JPEG (using DCT) and JPEG2000 (using DWT).
CS considers a problem based on the fundamental equation (2.2). Now
assume a length-N signal x as defined above, the data acquisition process in CS
can be described as
y = Φx = ΦΨf = Θf , (2.3)
where y represents anM×1 sampled vector, Φ is anM×N measurement/sensing
matrix, Θ = ΦΨ. This is the kernel equation of the sensing process. The sens-
ing scheme with a random Gaussian measurement matrix Φ and discrete cosine
transform (DCT) matrix Ψ is illustrated in Figure 2.1. In the figure there are four
columns that correspond to nonzero fi coefficients; the measurement vector y is a
linear combination of these columns.
Conventionally, if the locations of the important entries in y is known (con-
centrating in the low frequency part for natural images for instance), we can capture
the signal energy and recover the original signal from an incomplete set of mea-
surements by using least-square approximation to minimize the error energy, such
1Throughout this paper, we assume that Ψ is an N ×N normalized unitary matrix satisfying
Ψ∗Ψ = IN .
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ff
Figure 2.1: (a) Compressive sensing measurement process with a random
Gaussian measurement matrix Φ and DCT matrix Ψ as sparsifying matrix.
(b) Measurement process with Θ = ΦΨ. The original scheme figure is from
[21]. We use f to denote the K sparse vector.
as x˜ = Φ∗(ΦΦ∗)−1y. However, in the CS framework, the energy of the signal is
dispersed throughout the spectrum. We do now know the locations of the large
entries in the spectrum. In this case, we hope to spread out the information of
the non-zero entries into each measurement yk evenly. It is helpful as only partial
measurements are captured to recover the original signal. Following this intuitive
idea, people found that random projection is one of the best candidates as a sensing
matrix [11,22]. Besides, it was shown in [9, 10,23] that if Φ represents a Gaussian
or Bernoulli random operator, x can also be faithfully recovered from y using non-
linear optimization provided that M ≥ O(K log(N/K)). These early works made
by D. Donoho, E. Cande`s, T. Tao and Romberg established the foundation for CS.
Looking at equation (2.3), an essential question might be raised instinctively:
apart from the general random operators, how can we design a new sensing matrix
Φ to recover x uniquely from partial measurements? Fortunately, two important
criteria for evaluating proper operators were created to provide fundamental in-
sight into the geometry of sensing matrices. The first one is often referred as the
Restricted Isometry Property (RIP) [11]:
Definition 1 (RIP). An M × N matrix Θ = ΦΨ is said to satisfy the RIP with
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parameters (K, δ) (δ ∈ (0, 1)) if
(1− δ)‖f‖2 ≤ ‖Θf‖2 ≤ (1 + δ)‖f‖2, for all f ∈ Γ, (2.4)
where Γ represents the set of all length-N vectors with K non-zero coefficients.
Put simply, RIP requires the sensing matrix to act as a near isometry on the
set of all K-sparse signals. It is consistent with the thought of spreading energy
behind random sensing matrices. So measurement y preserves the energy that does
not shrink or expand too much comparing with the original signal x. If Θ satisfies
the RIP, many reconstruction algorithms can be used to recover any K-sparse
signal f fromM measurementsΘf , such as Basis Pursuit (BP) or Matching Pursuit
recovery. In addition, RIP guarantees the uniqueness of the reconstruction result
f . This property does not hold automatically for some other RIP-related property,
like the weaker Statistical Restricted Isometry Property (StRIP) proposed in [16].
Because there is no existing algorithm for efficiently verifying whether a
matrix satisfies RIP, we sometimes also need the incoherence property to examine
the “quality” of a sensing matrix [24,25]:
Definition 2 (Coherence). The coherence µ(Θ) is the largest absolute inner prod-
uct between any two columns of Θ
µ(Θ) = max
1≤i6=j≤N
|〈Θi,Θj〉|. (2.5)
IfΘ = ΦΨ, the coherence can also be quantified by calculating the maximal
correlation among all rows of Φ and all columns of Ψ
µ(Φ,Ψ) = max
1≤i,j≤N
|〈Φi,Ψj〉| = max
1≤i,j≤N
|Θ(i, j)|.2 (2.6)
Note that for a unitary matrix Φ with Φ∗Φ = NIN , the mutual coherence co-
efficient µ is bounded by 1 ≤ µ(U) ≤ √N . In case when Φ is chosen as the
2The definition of coherence µ here is different from the references with a constant parameter
1/
√
N .
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DFT or the Walsh-Hadamard transform, µ(Φ) = 1. If Φ is a matrix of random
basis vectors or a matrix of i.i.d. Gaussian entries N (0, 1), the mutual coherence
between Φ and any orthonormal matrix Ψ is on the order of O (√2 logN) with
very high probability, far from the lower bound. Coherence µ is a core concept in
constructing CS matrices, and it will be frequently used in this dissertation.
2.2.2 Structured Sensing Matrices
The initial work of CS puts emphasis on randomized sensing matrices, in which
the entries of matrices are independently generated from standard probability dis-
tributions. As discussed before, pure random matrices are not easily applicable to
real implementations due to its large space required and heavy computation. In
the following content we will introduce several existing structured sensing matri-
ces briefly to give the readers an intuitional idea of the alternatives for structured
sensing matrices that have been proposed in the last a few years. These matrices
include random Toeplitz matrices, random demodulator (RD) matrices, random
convolution (RC) matrices, structurally random matrices (SRM) and other struc-
tured sensing matrices.
Random Toeplitz Matrices
Because all elements in pure random matrices are i.i.d., it becomes natural to raise
a question one step further: can we reduce the randomness a little in matrices
and achieve a similar reconstruction performance? Bajwa etc. first followed this
thought to propose Toeplitz structured matrices in [13], then explored the idea in
[26]. In such random Toeplitz matrices, the entries are independently distributed in
the same row, while preserving certain structure among different rows. Specifically,
if a probability distribution P (a) yields an i.i.d. CS matrix (having unit-norm
columns in expectation) then an M ×N (partial) Toeplitz matrix A (also having
unit-norm columns in expectation) of the form
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A =

aN−1 aN−2 · · · a0
aN aN−1 · · · a1
...
...
. . .
...
aN+M−2 aN+M−3 · · · aM−1
, (2.7)
where the entries {ai}N+M−2i=1 have been drawn independently from P (a), is also a
CS matrix in the sense that it satisfies RIP of order 3K with high probability for
every δ ∈ (0, 1/3) provided M > C ·K3 ln(N/K), where C is a constant [13].
In the technical part in [13], the proof of RIP uses the celebrated Hajnal-
Szemeredi theorem on equitable coloring of graphs to partition anM×3K Toeplitz-
structured submatrix AT into roughly O(K2) i.i.d. submatrices having dimen-
sions approximately equal to O(M/K2) × 3K. By using random Toeplitz matri-
ces, only O(N) independent random variables are generated. Multiplication with
Toeplitz matrices can also be efficiently implemented using fast Fourier transform,
resulting in faster acquisition and reconstruction algorithms. In addition, Toeplitz-
structured matrices meet the naturally requirement for certain application areas
such as system identification.
Meanwhile, random Toeplitz matrices also have disadvantages. For a num-
ber of measurements M , the condition of K3 is too large in real circumstances. So
far they have been proven to be able to recover signals sparse only in the time do-
main. Their strong structures make them not suitable for processing signals sparse
in other bases, such as DCT domain.
Random Demodulator
The random demodulation model was proposed by Tropp in [27], which used a
pseudorandom binary sequence to modulate the input signal. The pseudorandom
binary sequence is often regarded as the Bernoulli or Rademacher random variables
in other sensing approaches. The random demodulator model is a sampling system
that can be used to acquire sparse, bandlimited signals in an analog model. Fig.
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Figure 2.2: Block diagram for the random demodulator. The components
include a random number generator, a mixer, an accumulator, and a sampler
(taken from [27]).
2.2 displays a block diagram for the system [27]. It is for a continuous-time signal
f whose highest frequency is less than W/2 hertz. Tropp etc. demodulate the
signal by multiplying it with a high-rate pseudonoise sequence, which smears the
tones across the entire spectrum. Then they apply a low-pass antialiasing filter and
capture the signal by sampling it at a relatively low rate. Simulations suggest that
the RD requires just O(K log(W/K)) samples per second to stably reconstruct the
original signal.
In mathematics, the random demodulator can be seen as a linear system that
maps a continuous-time signal to a discrete sequence of samples. To express the
system in matrix form, let ε0, ε1, · · · , εW−1 be the chipping sequence in a diagonal
matrix D, H is an R ×W accumulate-and-dump sampler matrix, where R is the
sampling rate. Assume R divides W , the overall action of the system is
Θ = ΦΨ = HD · Fˆ, (2.8)
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where
H =

1 1 · · · W/R
1 1 · · · W/R
. . . . . . . . .
1 1 · · · W/R
, (2.9)
D =

ε0
ε1
. . .
εW−1
, (2.10)
and Fˆ is a W ×W permuted DFT matrix with
Fˆ =
1√
W
[
e−2piinw/W
]
n,w
, (2.11)
where n = 0, 1, · · · ,W − 1 and w = 0,±1, · · · ,±(W/2− 1),W/2.
The main advantage of the RD system is that it bypasses the need for a high-
rate analog-to-digital converter (ADC). It is typically much easier to implement
demodulation rather than sampling, thus a low-rate ADC is allowed to be used
and a more robust system with low power can be achieved. In theory, the paper
guaranteed the recovery of random general signals with a sampling rate of R ∼
O (K logW +K log3W) in the noiseless case and R ∼ O(K log6W ) in the noisy
case, where C is a positive constant.
Random Convolution
The random convolution (RC) model was first proposed by Romberg in [28], then
demonstrated in detail in [14]. In RC, the measurement process has two steps. The
signal x ∈ RN is circularly convolved with a “pulse” h ∈ RN , then subsampled.
The pulse is supposed to be random and its energy spreads uniformly across the
discrete spectrum. If we write the convolution of x and h in the matrix form as
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Hx, where [14]
H = N−1/2F∗ΣF, (2.12)
with F as the discrete Fourier matrix and Σ as a diagonal matrix whose non-zero
elements are the Fourier transform of h. The matrix Σ can be generated by
Σ =

σ0
σ1
. . .
σN−1
, (2.13)
where the diagonal entries σw are unit magnitude complex numbers with random
phases as follows:
w = 0 : σ ∼ ±1 with equal probability,
1 ≤ w < N/2 : σw = ejθw , where θw ∼ Uniform([0, 2pi])
w = N/2 : σN/2+1 ∼ ±1 with equal probability
N/2 + 1 ≤ w ≤ N − 1 : σw = σ∗N−w, the conjugate of σN−w.
(2.14)
From the above setting one can conclude, the action of H on a signal x can be
broken down into a DFT followed by a randomization of the phase with symmet-
ric constraints, followed by an inverse DFT. Alternatively, the random sampling
process can also be substituted with randomly pre-modulated summation, which
means to break them into blocks of size N/M , and summarize each block with a
single number. This action will influence the bound of sufficient recovery measure-
ments with a factor of logN .
Random convolution is significant since it is deemed as an efficient data
acquisition strategy that can recover noiseless N -length signals in any fixed repre-
sentation from O(K logN) measurements, which is relatively small for structured
CS matrices. There exists randomness in both the sampling process and the gen-
eration of entries, making RC universal (or uniform) with respect to the choice of
signal representation. It is specially important for signals sparse in unknown bases.
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Random
downsampler
FFT,WHT,DCT Pre-randomizer
Input signal
Signal recovery
Compressed
measurements Reconstruction
Basis Pursuit
Figure 2.3: Block diagram for sampling scheme of SRM [15].
The concepts of uniform and non-uniform recovery will be discussed in the next
subsection.
Structurally Random Matrices
Structurally Random Matrices is a novel framework of fast and efficient CS in-
troduced in [15, 29] by Do and Gan etc. In SRM, the sensing signal is preran-
domized by scrambling its sample locations for flipping its sample signs and then
fast-transforming the randomized samples. Finally the sensing measurements are
obtained by subsampling the resulting transform coefficients. The sampling algo-
rithm that contains 3 steps is illustrated in the diagram.
As shown in Figure 2.3, the sampling procedure is (i) pre-randomizing a
signal; (ii) applying some fast transform to the randomized signal; (iii) randomly
subsampling the transform coefficients to get compressed measurements. If repre-
sent the algorithm mathematically as a product of 3 matrices, then the SRM can
be denoted as [15]
A = DFR, (2.15)
where
• R, the randomizer, is a random permutation matrix (denoted as the global
randomizer) or a random diagonal matrix of Bernoulli i.i.d entries (denoted
as the local randomizer)
• F is some computable transform such as the FFT, the DCT, the WHT, ect
• D, the random downsampler, is a matrix composed of nonzero rows of a
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random diagonal matrix whose diagonal entries Dii are i.i.d. binary random
variables with P (Dii = 1) =M/N , whereM is the number of measurements.
The reconstruction algorithm can be any l1 minimization (Basis Pursuit) or
greedy pursuit algorithm. SRMs are highly relevant for large-scale, real-time com-
pressed sensing applications as they have fast computation and support block-based
processing. Meanwhile, SRMs have theoretical sensing performance of O(K logN)
measurements for exact recovery, which is comparable to that of completely random
sensing matrices. In the construction of sensing operator, they use random down-
sampler, fast transform and random diagonal matrix, like random convolution [15].
They are provided with the properties of universality and hardware implementation
friendliness.
Other Structured Sensing Matrices
Many other structured sensing matrices were developed in recent years. To acceler-
ate the computational speed for large data, block sensing matrices were introduced
for Gaussian matrices [30], Toeplitz matrices [31], Hadamard matrices [32] and
SRM [15] etc. Block-based measurement is more advantageous for realtime appli-
cations as the encoder does not need to send the sampled data until the whole
signal is measured. In addition, various deterministic matrices were introduced as
sensing matrices [16,17,33–35]. Deterministic sensing matrices have fixed construc-
tion, and normally they are able to recover all signals but an exponential fraction.
For more information regarding structured sensing matrices the readers may look
it up on the CS website [36].
2.2.3 Uniform vs. Non-Uniform Recovery
Before going to the next section of reconstruction algorithms, we would like to spend
one more paragraph to explain a very important concept: uniform and non-uniform
recovery. This property indicates the universality of the sensing operators. The
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theorems shown below are significant for randomly subsampled unitary matrices,
on which our main results are based theoretically.
In CS reconstruction, uniform recovery [10] means that once the sampling
operator Φ is constructed, all sparse signals in a certain basis Ψ can be recovered
as long asM is sufficiently large. To achieve uniform recovery, many existing sparse
recovery algorithms such as l1 optimization [37], LASSO [38], subspace pursuit [39]
and CoSAMP [40] require that the restricted isometry property (RIP) is satisfied.
The definition of RIP has been given previously.
With respect to the RIP constant δ required in different sparse recovery
algorithms, please refer to [41] for details. Note that the RIP is a very strong
restriction. Among existing sampling operators, it is known that the i.i.d. Gaussian
and Bernoulli matrices satisfy the RIP when M ≥ O(δ−2K logN). However, as we
have mentioned before, these fully random operators are impractical for large-scale
CS data acqusition. Another subclass of operators satisfying the RIP are random
sampled unitary matrices, as summarized in the following theorem [41,42].
Theorem 1 (RIP for randomly subsampled unitary matrix). Suppose that the
M ×N matrix Θ is a randomly subsampled unitary matrix, i.e., it can be written
as Θ = 1√
M
RΩU, where
1√
M
is a normalizing coefficient, RΩ is a random sampling
operator which selects M samples out of N ones uniformly at random at locations
indexed by Ω, and U is an N ×N unitary matrix satisfying U∗U = NIN . Then Θ
satisfies the RIP with high probability provided that [41,42]
M ≥ O (δ−2µ2(U)K log4N) . (2.16)
The above theorem implies that the RIP bound of a randomly subsampled
unitary matrix depends on µ(U). Note that for a unitary matrix U with U∗U =
NIN , we have 1 ≤ µ(U) ≤
√
N . In case when U is chosen as the FFT or the
Walsh-Hadamard transform, µ(U) = 1 and by Eq. (2.16), we have
M ≥ O (δ−2K log4N) . (2.17)
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One can also observe that compared with the optimal bound provided by
fully random matrix, there is an extra log3N factor in (2.17). To address this
issue, several researchers have relaxed the conditions and investigated the case of
non-uniform recovery, where one just needs to reconstruct sparse signals in a given
domain. Theorem 2 presents the results for non-uniform recovery of a randomly
subsampled unitary matrix using l1-based optimization.
Theorem 2 (Non-uniform recovery). Assume that Θ is a randomly subsampled
unitary matrix that follows the same definition as in Theorem 1. Let f in (2.3) be
a fixed arbitrary K-sparse signal. Then f can be faithfully recovered from y using
l1-based optimization (i.e., (2.20) in the noiseless case and (2.22) in the noisy case)
if M satisfies [43]
M ≥ O(µ2(U)K logN). (2.18)
Theorem 2 implies that using randomly subsampled FFT or the Walsh-
Hadamard transform (WHT), the number of samples required for non-uniform
reconstruction is nearly optimal. This is because non-uniform recovery is much
weaker than uniform recovery. It should also be noted that the above non-uniform
recovery only holds for l1 optimization. It is still unknown whether we can get
similar bounds for fast greedy recovery algorithms such as the subspace pursuit [39]
and CoSaMP [40].
At this point, it is worth pointing out that although partial FFT (or WHT)
has near-optimal theoretical performance, easy hardware implementation and fast-
computable recovery, its major shortcoming is the lack of universality. A universal
sensing matrix means that it can handle signals that are sparse on any domain.
If Φ is a Gaussian random matrix, the matrix ΦΨ will remain Gaussian for any
unitary transform Ψ. However, if Φ is randomly sampled from a FFT, it will
not be universal, as µ(FΨ) can not be O(1) for all bases Ψ. In the following
dissertation, we will propose several randomly subsampled matrices that are better
than non-uniform, which can be used to efficiently sample sparse signals on both
time, frequency and even DCT domains.
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f is not sparse
f1
f2
(a)
f is sparse
f1
f2
(b)
Figure 2.4: An illustrative example indicating the advantage of l1 minimiza-
tion over l2 minimization in finding a sparse point in the line y = Θf ′.
2.3 Reconstruction Algorithms
Since f is a K-sparse vector such that y = Θf , it is quite intuitive to recover f
from knowledge of measurements by solving
min
f
||f ||l0 subject to y = Θf . (2.19)
To search over all different combinations of K columns out of Θ, there will
be
(
N
K
)
combinations corresponding to all possible locations of nonzero entries in
f . This algorithm is however NP-hard [44]. To avoid this intractable search, one
can substitute the l0 norm with the l1 norm, which is the closest convex norm. This
supplies the following minimization problem, which is coined Basis Pursuit [45]:
min
f
||f ||l1 subject to y = Θf . (2.20)
It has been proved that usually the l1 norm yields the same sparse solution
to l0 due to the geometry shape of the l1 ball. The reason is illustrated in Fig.
2.4, where the analytical solution to the l2 minimization problem is a point on
this line that has the closest Euclidean distance to the origin. As indicated in
Figure 2.4(a) this closest point lies far from the coordinate axes, so it will not be
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sparse. In contrast, the l1 ball in 2.4(b) has points aligned with the coordinate
axes. Therefore, the solution to the l1 minimization problem will find the sparse
solution. As a result, as long as the sensing matrix has a small coherence [46], the
problem can be easily solved by linear programming [10] or other algorithms with
polynomial complexity.
If we consider reconstruction errors, the problem is transformed to:
min
f
||f ||l1 subject to ||y −Θf || < ², (2.21)
which can be solved by cone programs [47]. In the noisy case, f can be reconstructed
using the unconstrained LASSO [38] that solves the l1 regularized square problem
minλ‖f‖l1 +
1
2
‖y −Θf‖2, (2.22)
where λ is the Lagrangian constant. A brief summary of the l1 minimization
problems used in CS is shown in Table 2.1 [38,45,48–50].
Later, many advanced reconstruction algorithms were developed and most
of them can be classified as two main groups: convex relaxation and greedy pur-
suits. The convex optimization algorithms include Gradient Projection for Sparse
Reconstruction (GPSR) [51], Iterative Thresholding [52], Iterative Hard Threshold-
ing [53], etc.. As the name implies, they see the problem as a convex optimization
problem and recover the signal precisely with high probability.
On the other hand, the main idea behind greedy algorithms is to pursue
Table 2.1: Summary of the l1 minimization problems used in compressed
sensing.
Algorithms Objectives Noise Model
Basis Pursuit (BP) [45] min ||f ′||1 s.t. Θf ′ = y No Noise
Basis Pursuit Denoising (BPDN) [48] min ||f ′||1 s.t. ||y −Θf ′||2 ≤ ² Noisy
Dantzig Selector (DS) [49] min ||f ′||1 s.t. ||Θ∗(y −Θf ′)||∞ ≤ λ Gaussian White Noise
LASSO [38] min ||Θf ′ − y||22 + λ||f ′||1 Gaussian White Noise
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Algorithm 1: Orthogonal Matching Pursuit [41,55]
Input: Sensing matrix Φ, measurement vector y
Output: Sparse representation xˆ
Initialize: xˆ0 = 0, r = y,Ω = ∅, i = 0
while halting criterion false do
i = i+ 1
b = ΦT r {form residual signal estimate}
Ω = Ω ∪ sup(T (b, 1)) {update support with residual}
xˆi|Ω = Φ†Ωy, xˆi|ΩC = 0 {update signal estimate}
r = y −Φxˆi {update measurement residual }
end while
return xˆ← xˆi
the support of f and optimize the support choices iteratively. Matching pur-
suit (MP) [54], Orthogonal Matching pursuit (OMP) [55], Compressive Sampling
Matching Pursuit (CoSaMP) [56] and Subspace Pursuit (SP) [39] are recognized
as the well-known recovery algorithms within the greedy pursuits class. These al-
gorithms require lower computational complexity than l1-based optimization with
somewhat weaker theoretical guarantees. We briefly summarize the steps of preva-
lent greedy algorithms here. In the following algorithms, T (x, K) means a thresh-
olding operator on x that sets all but theK entries of x with the largest magnitudes
to zero, and x|Ω denotes the restriction of x to the entries indexed by Ω.
In the OMP algorithm, the strategy selects one or several indices that have
good partial support set estimates and then adds them to Ω. The index will
remain in the set throughout the process once it has been recruited. For the
CoSaMP algorithm, it combines the idea of greedy gradient-projection with the
idea of using convex optimization methods for sparse approximation. It has a step
of pruning the residual to update the residual estimation and optimizes the support
iteratively. Many experiments have indicated that it has a better performance than
the classic OMP. The details of each iteration is demonstrated below.
Here, the residue vector of (y,ΦT ) equals
yr = resid(y,ΦT ) = y −ΦTΦ†Ty, (2.23)
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Algorithm 2: CoSaMP [41,56]
Input: Sensing matrix Φ, measurement vector y, sparsity K
Output: K Sparse representation xˆ
Initialize: xˆ0 = 0, r = y,Ω = ∅, i = 0
while halting criterion false do
i = i+ 1
e = ΦT r {form residual signal estimate}
Ω = sup(T (e, 2K)) {prune residual}
T = Ω ∪ sup(xˆi−1) {merge supports}
b|T = Φ†Ty,b|TC = 0 {form signal estimate}
xˆi = T (b, K) {prune signal using model}
r = y −Φxˆi {update measurement residual}
end while
return xˆ← xˆi
Algorithm 3: Subspace Pursuit [39]
Input: Sensing matrix Φ, measurement vector y, sparsity K
Output: K Sparse representation xˆ
Initialize: T0 = sup(T (Φ∗y, K)),yr0 = resid(y,ΦTˆ0)
while halting criterion false do
i = i+ 1
Tˆi = Tˆi−1 ∪ sup(T (Φ∗yri−1, K)) {merge supports}
xp = Φ†
Tˆi
y {form signal estimate}
Ti = sup(T (xp, K)) {prune signal using model}
yri = resid(y,ΦTi) {update measurement residual}
end while
return xˆ← xˆTi
where
Φ†T = (Φ
∗
TΦT )
−1Φ∗T . (2.24)
In the SP algorithm, an estimate support Ti is kept and refined in each
iteration. The index can also be added or removed from the estimate support set if
it is considered reliable or not respectively in the process of reconstruction. Thus
the recursive refinements of the estimate of the support set will lead to subspaces
with decreasing distance from the measurement y. For more details of the recovery
algorithms and the codes the reader should refer to the compressed sensing website
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[36].
2.4 Overview of Applications
Essentially CS theory can be recognized as a data processing technique that re-
covers sparse data from under-determined equations. The advantage of the theory
of CS is to process sparse signals that can not be processed appropriately before,
or obtain the compressed data using proper physical instruments directly. Fortu-
nately most of the signals in the real world that people have interest in are sparse
signals or can be approximated in certain domains. So from its emergence CS has
been implemented in numerous applications including communications, machine
learning, imaging, geophysical data analysis, radar, remote sensing, data stream-
ing, quantum computing, and so on. For the matrices mentioned previously, the
Toeplitz matrices are quite suitable for communication channel estimation; random
demodulators are designed for sampling of sparse wideband analog signals; random
convolution matrices can be exploited in radar imaging; also, the validity of SRMs
has been verified in image processing. Apart from these works, here we simply
introduce two celebrated applications of CS, in medical imaging and single pixel
camera.
A promising application for compressed sensing is in reducing the sampling
rate in magnetic resonance imaging (MRI) [57–59]. The main motivation of CS MRI
is that, MRI scanners sequentially sample the human’s body in the 2-D continuous
Fourier domain, and sensed coefficients satisfy the sparse property which is also
the prerequisite of the theory of CS. Moreover, MRI is very time costly. In order
to obtain a clearer image, we often need a long time to collect the data. However,
the speed of data collection is limited by physical and physiological constraints.
Applying the CS technique may accelerate the scanning process with the same
accuracy due to fewer CS measurements being required. The schematic diagram
of MRI using CS is shown Fig. 2.5 (a).
Another category of application involves the design of new acquisition hard-
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ware that is able to acquire projections of a signal against a class of vectors. In
this case, the sensing process is accomplished by physical optical instruments, and
the research normally focuses on the problem of how to design sensing matrices
whose entries belong to some patterns/bases that can be easily implemented on
the hardware. One example to this end is a class of single pixel imagers based on
optical modulators, known as the single pixel camera shown in Fig. 2.5 (b) [60].
The digital micromirror device (DMD) is a reflective spatial light modulator that
selectively redirects parts of the light beam [61]. The DMD is comprised of an
array of bacterium-sized, electrostatically actuated micro-mirrors, and each mir-
ror rotates about a hinge and can swing between two stages +10o or −10o. The
state of each mirror depends on the bit loaded in the corresponding position of
the programmable sensing matrix. People have tested that the system works well
when matrix entries are drawn randomly from a fast transform such as a Walsh
Hadamard transform [62]. Many advanced imaging hardware architectures based
on the single pixel camera model have been developed after these techniques ma-
ture, e.g. in terahertz imaging [63,64].
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(a) (b)
Figure 2.5: (a) Illustration of the domains and operators used in [59] as the
requirements of CS: sparsity in the transform domain, incoherence of the un-
dersampling artifacts and the need for nonlinear reconstruction that enforces
sparsity. (b) Diagram of the single pixel camera. The image x is reflected
off a digital micro-mirror device (DMD) array whose mirror orientations are
modulated in the pseudorandom pattern supplied by the random number
generator (RNG) [60].
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Chapter 3
Deterministic Filter for
Convolutional CS
In this chapter, we propose a new framework by convolution with a deterministic
filter followed by random sampling of the outputs, which answers the afore-posed
question affirmatively. A deterministic filter has the advantage of being more con-
venient to implement. The filter coefficients are obtained by taking the inverse
fast Fourier transform (IFFT) of a unimodular (nearly) perfect sequence (e.g., the
Frank-Zadoff-Chu (FZC) [65] and the Golay sequences [66]) or its extended version
(a precise definition will be given in this chapter). We show that such a scheme is
more flexible for various bases, i.e., it can efficiently sample a sparse signal in the
time (Ψ = IN) or spectral (Ψ =
1√
N
IFFT) domain. Specifically, for all K-sparse
signals of length N in the time or spectral domain, robust reconstruction can be
achieved when the number of measurements satisfies M ≥ O (K log4N), while
for any given K-sparse signal, it can be recovered from only M ≥ O(K logN)
measurements. To our best knowledge, these bounds offer the strongest theoretical
guarantee for convolution-based CS. In addition, when the filter is constructed from
the FZC sequence, these results also hold for sparse signals in the DCT domain.
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3.1 Convolutional CS with Deterministic Filter
Although Gaussian or Bernoulli operators offer optimal theoretical bounds, they
require huge memory for storage and high computational cost for signal re-
construction. Additionally, fully random matrices are often difficult or ex-
pensive in hardware implementation. Taking these facts into account, many
researchers have investigated structured random or deterministic operators or
schemes [14–16, 26, 32, 41, 67, 68]. Among them, one class of fast CS sampling
operators is obtained through convolving the signal of interest with a random filter
and then subsampling [14, 26, 67–70]. Such operators are memory efficient, fast
computable and hardware friendly in implementation [69]. They hold great poten-
tial in applications such as sparse channel estimation [26], Fourier optics [14], radar
imaging [14,69] and coded aperture imaging [71]. Note that for convolution-based
CS, most existing works focus on filters with independent and identically distrib-
uted (i.i.d.) random coefficients. Here we first introduce the convolution-based CS,
on which our proposed sensing matrices relied formally.
3.1.1 Convolution for Compressed Sensing
Convolution-based CS is attractive in many potential applications, such as sparse
channel estimation [26], spotlight synthetic aperture radar imaging [14] and hyper-
spectral imaging [69], in which convolution processes naturally arise (e.g., synthetic
aperture radar imaging). Hence, several researchers have studied convolution-based
CS. Tropp et al. [67,72] first proposed the idea of CS using convolution with an i.i.d.
sequence followed by fixed regular sampling. The effectiveness of such an approach
has been demonstrated through numerical simulations. Later, many people have
investigated cyclic convolution with an N -tap random filter [14, 26, 68], in which
the sampling operator Φ can be represented as a partial circulant matrix with the
following form
Φ =
1√
M
RΩA (3.1)
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where RΩ represents a random sampling operator downsampling the output at
locations indexed by Ω, and A is a circulant matrix that can be expressed as
A =

a0 aN−1 · · · a1
a1 a0 · · · a2
...
...
. . .
...
aN−1 aN−2 · · · a0
. (3.2)
ForΦ given in (3.1), the measurement process can be realized by circularly convolv-
ing x with a filter a =
[
a0 a1 · · · aN−1
]T
and then downsampling the output
at locations indexed by Ω. It is also well known that a circulant matrix A can be
diagonalized using FFT as follows
A =
1√
N
F∗ΣF, (3.3)
where Σ = diag(σ) = diag(σ0, σ1, · · · , σN−1). Eq.(3.3) suggests that a cir-
culant operator is fast computable. It is easy to see that the filter vector a
(i.e., the first column of A) can be obtained by taking the IFFT1 of sequence
σ =
[
σ0 σ1 · · · σN−1
]T
, i.e.,
a =
1√
N
F∗σ. (3.4)
In other words, σ is the normalized FFT of Φ. It is clear that when σ is a uni-
modular sequence, i.e., |σk| = 1 (0 ≤ k ≤ N − 1), A is a unitary matrix satisfying
A∗A = NIN .
In most existing works, the coefficient vector a is constructed randomly.
In [26, 68], a is a binary random sequence, where each ai takes the values of +1
and −1 with equal probability. An alternative way is to obtain a from σ which is
a binary random sequence [68] or a unimodular sequence with random phases [14],
1For convenience, the definition here differs from the standard one IFFT = 1NF
∗ by a factor
of 1/
√
N .
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i.e., σk = e
jθk , where θk is a random variable that is uniformly distributed in [0, 2pi).
The sampling operator RΩ can be either deterministic or random, as sum-
marized below.
Deterministic subsampling
In deterministic sampling, Ω is chosen as any arbitrary subset of {1, 2, · · · , N}
with cardinality |Ω| =M . It was shown in [68] that Φ given by (3.1) satisfies RIP
with parameters (K, δ) provided that M ≥ O
(
(K logN)
3
2
)
. Note that there is
an extra term
√
K logN in this bound. On the other hand, non-uniform recovery
results have been investigated in [73], where the author considered the recovery
of a given K-sparse signal whose nonzero components have random signs. Under
this model, it was established in [73] that exact recovery can be achieved using
l1 optimization when M ≥ O(K log2N). However, unlike Theorem 2, this bound
only holds for noiseless measurement and hence the guarantee for stable recovery
under noisy measurements is unclear. Besides, as we will show later, when RΩ is a
deterministic operator, Φ given in (3.1) works poorly for a spectrally sparse signal,
which implies that it cannot be used directly to sample a natural image (which is
often sparse in the DCT or the wavelet domain).
Random subsampling
To achieve a universal convolution-based CS, Romberg [14] proposed to use a ran-
dom sampling operator RΩ. Under such a setting, it can be shown that for any
orthonormal basis Ψ, A given by (3.3) satisfies
µ(AΨ) = O(
√
logN). (3.5)
By Theorem 1, such an universal operator satisfies the RIP when M ≥
O(δ−2K log5N) and by Theorem 2, M ≥ O(δ−2K log2N) measurements are re-
quired for non-uniform recovery. Note that compared with the optimal bounds
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offered by a randomly subsampled unitary matrix, there is an extra factor of logN
in random convolution. It is thus natural to ponder: Can we get better bounds for
convolution-based CS systems?
3.1.2 Our Proposal
Unlike previous work, in our work, we propose the use of a deterministic filter fol-
lowed by random sampling for convolution-based CS. Specifically, for Φ given in
(3.1), RΩ is a random sampling operator and A is constructed from (3.3) by choos-
ing σ as a deterministic unimodular sequence. The diagram of the sensing schemes
in matrix form and in the time domain are illustrated in Fig. 3.1, respectively.
As mentioned before, under this constraint, A is a unitary matrix satisfying
A∗A = NIN . When Ψ = IN , by Theorem 1 and Theorem 2, the performance
bounds depend on µ(A), which is given by
µ(A) = max(|a0|, |a1|, · · · , |aN |).
Hence, we need to find a unimodular sequence σ so that the maximum magnitude
of a = 1√
N
F∗σ is minimized. To this end, we consider the construction of σ using
a perfect or nearly perfect sequence [74,75], whose definition is given below:
Definition 3 (Perfect and nearly perfect sequences). A sequence s of period N is
called a perfect sequence if it has perfect periodic autocorrelation
Rs(l) =
N−1∑
k=0
sk · s∗mod (k+l,N) =
{
N l = iN
0 l 6= iN
(3.6)
where l = 0, 1, 2, · · · is an integer. A nearly perfect sequence is a sequence with the
off-peak autocorrelation magnitude bounded by a small ², i.e.,
|Rs(l)| < ², 1 ≤ l ≤ N − 1. (3.7)
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Figure 3.1: Implementation schemes of convolutional CS: (a) The diagram
of the convolutional CS model with deterministic filter in the form of ma-
trix multiplication. (b) Implementation in time domain: convolution with a
deterministic filter followed by random sampling.
Note that when σ is a unimodular sequence, Φ in general is complex valued.
Yet real-valued filters are desired in many applications, such as image processing.
To generate real sensing matrices, we need conjugate symmetry of the diagonal
sequence σ. More precisely, it is required that
σk =

±1 k = 0
e−jθk 1 ≤ k ≤ N/2− 1
±1 k = N/2
ejθN−k N/2 + 1 ≤ k ≤ N − 1;
(3.8)
when N is even, and
σk =

±1 k = 0
e−jθk 1 ≤ k ≤ (N − 1)/2
ejθN−k (N + 1)/2 ≤ k ≤ N − 1,
(3.9)
when N is odd, for some phases θk. Thus, to get a real-valued filter, we just need
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to use a length-N0 unimodular sequence s = [s0, s1, · · · , sN0−1], where
N0 =
{
N
2
, N even,
N−1
2
N odd;
(3.10)
then σ can be obtained by extending s using (3.8) and (3.9) for even N and odd
N , respectively.
3.1.3 Main Results
Lemma 1 (Bound on the coherence parameter). Let the complex-valued matrix
A be defined by (3.3) where σ = s. If s is a unimodular perfect sequence, then
µ(A) = 1. If s is a unimodular nearly perfect sequence satisfying (3.7), then
µ(A) ≤ √1 + ². (3.11)
Proof. First, we examine the FFT sˆ = Fs of sequence s. By the Wiener-Khinchin
theorem, the power spectrum |sˆ|2 is given by the FFT of the periodic autocorrela-
tion function Rs. Thus, we have (for 0 ≤ k ≤ N − 1)
|sˆk|2 =
N−1∑
l=0
Rs(l)e
− j2pikl
N
≤ N +
∣∣∣∣∣
N−1∑
l=1
Rs(l)e
− j2pikl
N
∣∣∣∣∣
≤ N + (N − 1)². (3.12)
Now consider the sequence a = 1√
N
F∗s. It is easy to show F∗s is a time-reversed
version of sˆ. Hence the elements have the same magnitudes. From (3.12), the
coherence parameter, i.e., the peak magnitude of a, is bounded by
µ(A) ≤ 1√
N
√
N + (N − 1)² ≤ √1 + ².
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Table 3.1: Coherence parameter µ(A) for different diagonal sequences σ
σ N µ(A)
Complex matrices
FZC Arbitrary 1
m-sequence 2k − 1, k ∈ N
√
1 + 1
N
Legendre sequence
N ≡ 3 (mod 4) and N prime
√
1 + 1
N
N ≡ 1 (mod 4) and N prime 1 + 1√
N
Golay sequence 2κ110κ226κ3 , κ1, κ2, κ3 ∈ N
√
2
Real matrices
Extended FZC
Even N 4 + 4√
N
Odd N 2.69 + 8.15√
N
Extended Golay
Even N , N = 2κ110κ226κ3 , κ1, κ2, κ3 ∈ N 2
(
1 + 1√
N
)
Odd N , N = 2κ110κ226κ3 − 1, κ1, κ2, κ3 ∈ N 1 + 2√N
When ² = 0, we get the ideal bound µ(A) = 1 for perfect sequences.
Lemma 1 forms the motivation of the method to be developed in this chap-
ter. It shows that µ(A) will be small for perfect or nearly-perfect sequences. In
particular, we require µ(A) = O(1) in this work, which means that ² is bounded
by a constant. The only known binary perfect sequence is [1, 1,−1, 1]. So in gen-
eral we have to use polyphase perfect sequences. We refer to [76] for a unified
construction of polyphase perfect sequences. A survey of binary and quadriphase
nearly-perfect sequences is given in [77]. Examples of binary sequences with ² = 1
are m-sequences, Legendre sequences, and twin-prime sequences. An example of
quadriphase sequences with ² = 1 is the complementary-based sequence. Sequences
with other values of ² such as 2, 3, and 4, can be found in [77].
Yet, Lemma 1 has two limitations: firstly, it is difficult, if not impossible
to extend to real sensing matrices; secondly, the bound (3.11) is pessimistic. In
the following, we derive, in a case-by-case manner, the bound on µ(A) for both
complex and real sensing matrices, which is often better than (3.11).
Table 3.1 lists the different unimodular sequences σ used in this work, along
with the corresponding N and µ(A). Derivations of µ(A) are heavily based on
Gaussian sums given in Appendix 3.6.1. Details will be explained in Section 3.2 and
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Section 3.3 for complex and real-coefficient filters, respectively. Based on Lemma 1,
Table 3.1, Theorem 1 and Theorem 2, we arrive at the following theorem:
Theorem 3. Consider a CS sampling operator Φ given in (3.1), where RΩ is a
random sampling operator and the unitary circulant matrix A is generated from
(3.3), with σ = [σ0, σ1, · · · , σN−1]T , |σk| = 1, k = 0, 1 · · ·N−1, being a unimodular
sequence as listed in Table 3.1. Then, for all K-sparse signals in the time (Ψ = IN)
or spectral domain (Ψ = 1√
N
F∗), M ≥ O(K log4N) measurements are required for
uniform recovery; for any given K-sparse signal in the time or spectral domain,
M ≥ O(K logN) measurements are needed using l1-based reconstruction.
Proof. As one can see from Table 3.1, in our proposed systems,
µ(A) = O(1). (3.13)
Hence, it can be easily derived from Theorem 1 and Theorem 2 that Theorem 3
holds for time-domain K-sparse signals (i.e., Ψ = IN). To see this is the case
in frequency domain (i.e., Ψ = 1√
N
F∗), let us examine the coherence parameter
µ(AΨ). Note that
AΨ =
1√
N
F∗ΣF
1√
N
F∗ = F∗Σ.
Obviously the square matrix F∗Σ is unitary. And all the entries are with values
of 1, which implies an ideal coherence parameter µ
(
1√
N
AF∗
)
= 1. Therefore,
Theorem 3 also holds for spectrally sparse signals.
In addition to the above Theorem, we will show in Theorem 4 that if σ is
chosen as the FZC sequence, similar bounds hold for sparse signals in the DCT
domain. Details will be given in the next section. It is well known that most natural
images are sparse in the DCT domain. Thus, this represents a major advantage of
the proposed scheme over the partial FFT sensing matrix, which does not work for
the DCT domain, because the FFT and DCT matrices are mutually coherent [15].
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Figure 3.2: Applications of Convolutional Compressed Sensing (a) Channel
estimation; (b)Coded aperture imaging or Fourier optics. The lenses trans-
form the signal to Fourier domain and back.
3.1.4 Potential Applications
Note that sequences with good autocorrelations have already found wide applica-
tions that naturally involve convolution. For example, polyphase perfect sequences
have been used in radar pulse compression. The maximum-length and comple-
mentary sequences have been used for channel estimation in communications and
impulse response (e.g., acoustic or ultrasound system) measurement. The fact that
these deterministic sequences can be efficiently used in compressive acquisition of
sparse signals allows for new design considerations. It also provides the poten-
tial for practical implementation of the CS technology with minimum change in
hardware or software. Here, we discuss two examples of potential applications.
Fig. 3.2 (a) illustrates the implementation diagrams of the proposed scheme
in channel estimation. Here, we assume that the channel response is a time-domain
sparse signal with K propagation paths. In particular, Fig. 3.2(a) corresponds
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to the case of single-channel estimation, in which a length-N deterministic pilot
sequence a is sent directly to probe the channel in an OFDM system. Here, the
pilot sequence σ is transmitted on N subcarriers, which is implemented by an N -
point IFFT (time domain sequence a is the output of the IFFT). At the receiver,
the signal is randomly subsampled with M samples and the channel is estimated
using sparse recovery algorithms. In fact, convolutional-based CS sparse channel
estimation have been studied in [26,78], all of which are based on random sequences.
As we will show later on, by using a deterministic sequence, not only can we get
better theoretical guarantee, it also leads to simplified radio transmitter design in
an OFDM system.
Fig. 3.2 (b) shows another example of the proposed system in Fourier Optics
or phase coded aperture. The FFT (using the first lens) of the signal is modulated
with a deterministic diagonal sequence σ (implemented via a spatial light mod-
ulator), fed to IFFT (up to a scaling factor N−1/2) with the second lens, then
randomly subsampled. It is similar to the imaging architecture in [14] but with
fixed coefficients of σ. Simulation results show that our proposed scheme can effec-
tively reconstruct natural images. On the other hand, if we use a random sequence
σ and sampled deterministically, one can only recover a spatially sparse signal.
Other potential applications of the proposed system include radar imaging,
compressive spectrum measurement and magnetic resonant imaging etc.
3.1.5 Connections with Existing Work
The comparison between the proposed scheme and existing random convolution-
based operators is shown in Table 3.2. It can be seen that the proposed scheme
offers the strongest theoretical performance guarantee for both uniform and non-
uniform CS recovery, thanks to its deterministic construction of σ. Recall that for
a random filter, the coherence parameter is bounded by O(√logN) [14, 68]. The
O(1) coherence parameter associated with deterministic σ enables us to remove the
extra (logN) factor in the existing random convolution. Although the proposed
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scheme can not offer universality, it works for the time and frequency domains
(and the DCT domain for FZC sequences). Thus, the proposed scheme can be
used as a hardware-friendly, memory-efficient and fast computable solution for
large scale CS applications, e.g., hyperspectral imaging. In addition, we learnt
that [68] announced the same bounds for the partial circulant operator during the
revision of this thesis; however, the bounds in [68] hold in the time domain only.
It should be mentioned that deterministic sequences have been investigated
in CS before. For example, chirp sequences were applied to radio interferometry
in [79], where the sensing matrix was constructed in a different way, namely, it was
the product of a rectangular binary matrixM, Fourier matrix F, diagonal matrixC
implementing chirp modulation and diagonal matrix D implementing the primary
beam. The coherence was analyzed when Ψ is formed by Gaussian waveforms.
Chirp sequences were also used to construct deterministic sensing matrices in [35],
which cannot be implemented through convolution. Additionally, the sizes of the
sampling operators in [35] are restricted to be M ×M2. Upon completion of this
work, we learned that perfect sequences (including the FZC sequence) were used as
the entries of Toeplitz sensing matrices in radio spectrum estimation [80]. Yet the
analysis of the coherence parameter or RIP was limited to the cases Ψ = IN and
Ψ = 1√
N
F in [80]. Taking a step forward, we generalize the analysis to the case
of DCT in this chapter. Besides, we extend it to the case of real-valued sensing
matrices later (the sensing matrices in [80] are complex-valued.).
Remark : In practical image processing, we may use the Kronecker product to
calculate the compressed measurements of 2-dimensional signals, because
Y = F∗XF (3.14)
can be rewritten as
y = Kron(F∗,F) · x, (3.15)
where “Kron” represents the Kronecker product, Y,X are 2-dimensional sig-
nals and y,x are their reshaped column vectors [81].
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3.2 Unitary Matrix A
In this section, we deal with unitary sensing matrices A (A∗A = NIN) which are
generated from polyphase and binary sequences σ.
3.2.1 Polyphase Sequences
When the diagonal sequence σ is a unimodular perfect sequence whose elements
have unit modulus |σk| = 1, we have the ideal coherence parameter µ(A) = 1.
Here, we use a well known chirp-like sequence, the FZC sequence with perfect
auto-correlation [65]. The mth sequence within the FZC family is given by [82]2
sk =
 e−
jpimk2
N , for even N
e−
jpimk(k+1)
N , for odd N
(3.16)
for k = 0, 1, · · · , N − 1.
In what follows, we show the matrix A generated from the FZC sequence
can also recover the sparse signals in the DCT domain.
Theorem 4. Let CT represent the inverse Type-II DCT matrix3, and let A be
generated from the FZC sequence with m = 1, N is even. The matrix
U = A ·CT = N−1/2F∗ΣF ·CT (3.17)
has coherence parameter µ(U) ≤ 6√2.
Proof. We apply a result from [82] that the Fourier dual of a unimodular perfect
sequence yields another unimodular perfect sequence. Specifically, the elements of
2This definition gives a sequence which is the complex conjugate of the standard one [65].
They obviously have the same autocorrelation magnitudes.
3C represents the Type-II DCT matrix.
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A are given by [82]
A(p, q) =
1√
N
N−1∑
k=0
e
j2pikp
N
·−jpik2
N
·−j2pikq
N
= e
jpi(p−q)2
N
− jpi
4 .
(3.18)
Obviously, we may ignore the phase e−
jpi
4 when calculating its magnitude. From
the definition of IDCT, we have
CT (p, q) =

1√
N
q = 0√
2
N
cos
(
pi
N
(p+ 1
2
)q
)
1 ≤ q ≤ N − 1.
(3.19)
Thus, when q = 0 and 0 ≤ p ≤ N − 1,
|U(p, 0)| =
∣∣∣∣∣
N−1∑
k=0
A(p, k) · 1√
N
∣∣∣∣∣
=
1√
N
∣∣∣∣∣
N−1∑
k=0
e
jpi
N
(p−k)2− jpi
4
∣∣∣∣∣
=
1√
N
∣∣∣∣∣
N−1∑
k=0
e
jpi
N
k2
∣∣∣∣∣
=
1√
N
|GN(N)|
=
1√
N
∣∣∣(1 + j)√N ∣∣∣ ≤ √2.
(3.20)
The last step is due to a property of the complete Gauss sum GN(N) given in
Appendix 3.6.1.
When 1 ≤ q ≤ N − 1 and 0 ≤ p ≤ N − 1,
U(p, q) =
N−1∑
k=0
A(p, k) cos
(
pi
N
(k +
1
2
)q
)
·
√
2√
N
=
√
2
2
√
N
N−1∑
k=0
e
jpi
N
(p−k)2− jpi
4
(
e−j
pi
N
(k+ 1
2
)q + ej
pi
N
(k+ 1
2
)q
)
.
(3.21)
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Rewriting the two terms in the summand as,
ej
pi
N
(p−k)2−j pi
4
−j pi
N
(k+ 1
2
)q = ej
pi
N [(k−p− 12 q)2− 14 q2−pq− 12 q−N4 ],
ej
pi
N
(p−k)2−j pi
4
+j pi
N
(k+ 1
2
)q = ej
pi
N [(k−p+ 12 q)2− 14 q2+pq+ 12 q−N4 ],
(3.22)
we obtain the bound
|U(p, q)| ≤
√
2
2
√
N
(∣∣∣∣∣
N−1∑
k=0
ej
pi
N
(k−p− 1
2
q)2
∣∣∣∣∣+
∣∣∣∣∣
N−1∑
k=0
ej
pi
N
(k−p+ 1
2
q)2
∣∣∣∣∣
)
. (3.23)
Now let us examine the first sum. When q = 2q0 is an even number, let p + q0 =
l, 0 ≤ l ≤ 3N
2
− 1. If 0 ≤ l ≤ N − 1,∣∣∣∣∣
N−1∑
k=0
ej
pi
N
(k−l)2
∣∣∣∣∣ =
∣∣∣∣∣
−1∑
k=−l
ej
pi
N
k2 +
N−1−l∑
k=0
ej
pi
N
k2
∣∣∣∣∣
=
∣∣∣∣∣
l∑
k=0
ej
pi
N
k2 +
N−1−l∑
k=0
ej
pi
N
k2 − 1
∣∣∣∣∣
= |G2N(l + 1) +G2N(N − l)− 1|
≤ 2
√
N + 1
(3.24)
where the last step is due to a property of the incomplete Gauss sum |G2N(l)| ≤
√
N
for l ≤ N . If N ≤ l ≤ 3N
2
− 1,∣∣∣∣∣
N−1∑
k=0
ej
pi
N
(k−l)2
∣∣∣∣∣ ≤
∣∣∣∣∣
N−1−l∑
k=−l
e
jpi
N
k2
∣∣∣∣∣ =
∣∣∣∣∣
2N−1−l∑
k=−l+N
e
jpi
N
k2
∣∣∣∣∣
= |G2N (2N − l) +G2N(l −N + 1)− 1|
≤ 2
√
N + 1
(3.25)
where again the property |G2N(l)| ≤
√
N for l ≤ N is applied.
For the second sum, the calculation is similar and the bound is exactly the
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same. So for even q, 0 ≤ p, q ≤ N − 1, the bound of U will be
|U(p, q)| ≤
√
2
N
(
2
√
N + 1
)
= 2
√
2 +
√
2√
N
.
(3.26)
When q = 2q0 + 1 is an odd number, denoted by
QN(m) =
m−1∑
k=0
ej
pi
N
(k+ 1
2
)2 =
m−1∑
k=0
ej
pi
4N
(2k+1)2 , 0 ≤ m ≤ N (3.27)
the modified Gauss sum. Again, let l = p+ q0. After some tedious calculation, we
may break (3.23) up into
|U(p, q)| =
√
2
2
√
N
(∣∣∣∣∣
N−1∑
k=0
ej
pi
4N
(2k−2p−2q0−1)2
∣∣∣∣∣
+
∣∣∣∣∣
N−1∑
k=0
ej
pi
4N
(2k−2p+2q0+1)2
∣∣∣∣∣
)
≤
√
2
2
√
N
(|QN(mod(p+ q0, N) + 1)|
+ |QN(N − 1−mod(p+ q0, N))|
+ |QN(|p− q0|)|
+ |QN(N − |p− q0|)|) .
(3.28)
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Meanwhile, since the Gauss sum G8N(2m) can be written as
G8N(2m) =
2m−1∑
k=0
e
2pij
8N
k2
=
∑
k odd
e
2pij
8N
k2 +
∑
k even
e
2pij
8N
k2
=
m−1∑
v=0
e
2pij
8N
(2v+1)2 +
m−1∑
v=0
e
2pij
8N
(2v)2
=
m−1∑
v=0
e
pij
4N
(2v+1)2 +
m−1∑
v=0
e
pij
N
(v)2
= QN(m) +G2N(m),
(3.29)
we have
|QN(m)| = |G8N(2m)−G2N(m)|
≤ |G8N(2m)|+ |G2N(m)|
≤ 2
√
N +
√
N = 3
√
N
(3.30)
for 0 ≤ m ≤ N , where the inequality |G2N(l)| ≤
√
N for l ≤ N is applied as before.
As a result,
|U(p, q)| ≤ 6
√
2, (3.31)
when q is odd.
In summary, the bound of U(p, q) for 0 ≤ p, q ≤ N − 1 is
max
{
2
√
2 +
√
2√
N
, 6
√
2
}
= 6
√
2, (3.32)
which completes the proof.
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3.2.2 Binary Sequences
In the binary case, sequences are generally not perfect. So we use nearly perfect
sequences. There are various binary sequences with nearly perfect and good auto-
correlation property [77]. Specifically, we consider the m-sequence and Legendre
sequence.
The m-sequence is a binary signal of length N = 2k−1, where k is a positive
integer. The autocorrelation of an m-sequence s is given by [74]
Rs(l) =
{
N, l ≡ 0 mod N ;
−1, otherwise.
(3.33)
Accordingly, from the Wiener-Khinchin relation we have
|ak| =
{
1, k = 0;√
N + 1, otherwise.
(3.34)
Therefore, the coherence parameter is
µm(A) =
√
(N + 1)/N
.
= 1. (3.35)
The Legendre sequence can provide a similar bound. A Legendre sequence
has a length equal to an odd prime N , and is defined as [83],
sk =
{
1, if k is a square or 0 (mod N)
−1, if k is a nonsquare (mod N).
(3.36)
The FFT of the Lengendre sequence is known as [83]
sˆk =
{
1 + sk
√
N, if N ≡ 1 (mod 4)
1 + jsk
√
N, if N ≡ 3 (mod 4).
(3.37)
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Therefore, we have
µLegendre(A) =
 1 +
1√
N
.
= 1 if N ≡ 1 (mod 4)√
1 + 1
N
.
= 1 if N ≡ 3 (mod 4).
(3.38)
The proof of the bound µGolay(A) ≤
√
2 for Golay sequences (for complex
sensing matrices) is deferred to the next section, which will simply follow as a
corollary (Corollary 1).
3.3 Orthogonal Matrix A
When σ satisfies the conjugate symmetry, the matrix A will be an orthogonal
matrix satisfying ATA = NIN .
3.3.1 Polyphase Sequences
The perfect sequences still play an important role here. We use the FZC sequence
in the following manner: when N is an even number, use an FZC sequence s =
[s0, s1, · · · , sN/2−1] of length N/2, and form the diagonal sequence
σ = [s0, s1, · · · , sN/2−1, s∗0, s∗N/2−1, · · · , s∗1]; (3.39)
when N is an odd number, use an FZC sequences s = [s0, s1, · · · , s(N−1)/2] of length
(N + 1)/2, and form
σ = [s0, s1, · · · , s(N−1)/2, s∗(N−1)/2, · · · , s∗1]. (3.40)
Theorem 5. Let σ be defined as (3.39) or (3.40), for even and odd N , respectively.
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Then the coherence parameter satisfies
µ(A)
.
=
{
4 N is even;
2.69 N is odd.
(3.41)
We also adopt the incomplete Gauss sum to prove the result. The case of
even N is given below, while the case of odd N is similar and the details are given
in Appendix 3.6.2.
Proof. The values of σk are
σk =

1 k = 0
e−j
pi
N
k2 1 ≤ k ≤ N
2
− 1
1 k = N
2
ej
pi
N
k2 N
2
+ 1 ≤ k ≤ N − 1.
(3.42)
Here, σN−k = σ∗k, 1 ≤ k ≤ N2 − 1. Then,
al =
1√
N
N−1∑
k=0
ej
2pi
N
lk · σk
=
1√
N
N/2−1∑
k=0
ej
2pi
N
lke−j
pi
N
k2 +
(−1)l√
N
+
1√
N
N−1∑
k=N
2
+1
ej
2pi
N
lke
jpi
N
k2
=
1√
N
N/2−1∑
k=0
e
jpi
N (−k2+2lk−l2) · e jpiN l2+
1√
N
N/2−1∑
k=0
e
jpi
N (k2−2lk+l2) · e− jpiN l2 − 1√
N
+
(−1)l√
N
.
(3.43)
As a result,
|al| ≤ 2√
N
∣∣∣∣∣∣
N/2−1∑
k=0
e
jpi
N
(k−l)2
∣∣∣∣∣∣+ 2√N , 0 ≤ l ≤ N − 1. (3.44)
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As in the proof of Theorem 4, we analyze the absolute value in different cases.
When 0 ≤ l ≤ N
2
− 1,
|al| ≤ 2√
N
∣∣∣∣∣∣
−1∑
k=−l
ej
pi
N
k2 +
N/2−1−l∑
k=0
ej
pi
N
k2
∣∣∣∣∣∣+ 2√N
=
2√
N
∣∣∣∣∣∣
l∑
k=0
ej
pi
N
k2 +
N/2−1−l∑
k=0
ej
pi
N
k2 − 1
∣∣∣∣∣∣+ 2√N
=
2√
N
∣∣∣∣G2N(l + 1) +G2N(N2 − l
)
− 1
∣∣∣∣+ 2√N
≤ 2√
N
(
2
√
N + 1
)
+
2√
N
= 4 +
4√
N
.
(3.45)
To deal with the other half, we consider |aN−l| for 0 ≤ l ≤ N2 − 1. Because
|aN−l| ≤ 2√
N
∣∣∣∣∣∣
N/2−1∑
k=0
e
jpi
N
(k+l−N)2
∣∣∣∣∣∣+ 2√N
=
2√
N
∣∣∣∣∣∣
N/2−1∑
k=0
e
jpi
N
(k+l)2
∣∣∣∣∣∣+ 2√N
=
2√
N
∣∣∣∣G2N (N2 + l
)
−G2N(l)
∣∣∣∣+ 2√N ,
(3.46)
we have the same bound
|aN−l| ≤ 2√
N
(∣∣∣∣G2N (N2 + l
)∣∣∣∣+ |G2N(l)|)+ 2√N
≤ 2√
N
· 2
√
N +
2√
N
= 4 +
2√
N
.
(3.47)
So for 0 ≤ l ≤ N − 1,
|al| ≤ 4 + 4/
√
N. (3.48)
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Thus the coherence parameter
µ(A) = max{|al|} = 4 + 4/
√
N
.
= 4. (3.49)
3.3.2 Binary Sequences
In this subsection, we construct real sensing matrices from binary sequences with
low peak-to-mean envelope power ratio (PMEPR). PMEPR has been extensively
studied in the area of orthogonal frequency-division multiplexing (OFDM) commu-
nications, where the peak value of the IFFT of a data sequence is to be reduced.
Using this connection, many of the low-PMEPR sequences can be applied to gen-
erate sensing matrices with small µ(A).
Definition 4 (PMEPR [84]). Let c = (c0, . . . , cN−1) be a codeword drawn from a
given constellation. The complex envelope of a multicarrier signal with N subcar-
riers may be represented as
Sc(ω) =
N−1∑
k=0
cke
jωk, 0 ≤ ω < 2pi. (3.50)
Then the PMEPR of codeword c is defined as4
PMEPRc = max
0≤ω<2pi
|Sc(ω)|2
E
[∑N−1
i=0 |ci|2
] (3.51)
Theorem 6 (µ(A) for low PMEPR sequences). Let N be even and let σ be a
binary symmetric sequence
σ = [s0, · · · , sN/2−1, s0, sN/2−1, · · · , s1].
4Sometimes it is also referred to as the peak-to-average power ratio (PAPR) in literature.
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If sequence s has a constant PMEPR Cs, then the coherence parameter of A is
bounded by
µ(A) ≤
√
2Cs +
2√
N
.
=
√
2Cs. (3.52)
Proof. Since the PMEPR of s is Cs, we have
|Ss(ω)|2
N/2
≤ Cs, (3.53)
where Ss(ω) =
∑N/2−1
i=0 sie
jωi, for any 0 ≤ ω < 2pi.
On the other hand, we have
µ(A) =
1√
N
max
k
∣∣∣∣∣
N−1∑
i=0
σie
2pij
N
ki
∣∣∣∣∣ (3.54)
Due to the symmetry of the sequence, the second half (except the i = N/2 term)
is a complex conjugate of the first half. Thus, the sum in (3.54) can bounded by
µ(A) ≤ 1√
N
max
k

∣∣∣∣∣∣
N/2−1∑
i=0
sie
2pij
N
ki
∣∣∣∣∣∣+∣∣∣∣∣∣
N/2−1∑
i=0
sie
− 2pij
N
ki + s0e
jpik − s0
∣∣∣∣∣∣
 .
(3.55)
From (3.53), we obtain
µ(A) ≤ 2√
N
max
k

∣∣∣∣∣∣
N/2−1∑
i=0
sie
2pij
N
ki
∣∣∣∣∣∣+ 1

≤ 2√
N
(√
N
2
Cs + 1
)
≤
√
2Cs +
2√
N
,
(3.56)
where the second inequality is because of (3.53). As N →∞, µ(A) will approach
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√
2Cs.
Theorem 7. When N is odd and let σ be a binary symmetric sequence σ =
[s0, · · · , s(N−1)/2, s(N−1)/2, · · · , s1], then the coherence parameter of A is bounded
by
µ(A) ≤
√
2Cs +
1√
N
.
=
√
2Cs. (3.57)
The proof is similar to the proof for even N .
The binary Golay sequences, introduced by Golay in 1961 [66], have found
numerous applications in communications and signal processing [84,85]. They are
known to exist for all lengths 2κ110κ226κ3 , for non-negative integers κ1, κ2, κ3. For
the construction of Golay sequences, please refer to Appendix 3.6.3.
Definition 5 (Golay sequences). The aperiodic autocorrelation function of a se-
quence s is defined by
rs(l) =
N−l−1∑
i=0
sisi+l, l = 0, · · · , N − 1. (3.58)
Let a = (a0, a1, · · · , aN−1) and b = (b0, b1, · · · , bN−1) be a pair of binary sequences
with values 1 or −1. Then a and b form a Golay complementary pair if
ra(l) + rb(l) =
{
2N, l = 0
0, l = 1, · · · , N − 1.
(3.59)
A sequence in any complementary pairs is called a Golay sequence.
Taking the Fourier transform of (3.59), the corresponding power spectrum
Sa and Sb satisfy the following relation
|Sa(ω)|2 + |Sb(ω)|2 = 2N. (3.60)
It simply follows that
|Ss(ω)|2 ≤ 2N, (3.61)
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for any Golay sequence s with length N . Besides, |si|2 = 1, i = 0, · · · , N − 1 holds
for all binary Golay sequences. From (3.51), the PMEPR of a Golay sequence
is [84]
PMEPRGolay = max
0≤ω<2pi
|Ss(ω)|2
N
≤ 2. (3.62)
Substituting it into (3.57), we obtain the µ(A) based on the Golay sequence for
real A:
µGolay(A) ≤ 2 + 2√
N
(3.63)
and when N →∞, µGolay(A) will approach 2.
• Remark : The authors introduced Orthogonal symmetric Toeplitz matri-
ces (OSTM) [86] as sensing matrices in [1], and proposed to use the Go-
lay sequence as the diagonal sequence in [3]. In general, OSTM may
be viewed as a special case of convolutional CS, where the sequence s ∈
{−1, 1}N/2\{(−1,−1, · · · ,−1), (1, 1, · · · , 1)}. However, if the binary se-
quence s is randomly selected from this set, the bound on µ(A) will be poor.
In fact, it was shown in [87] that the PMEPR of a random codeword of length
N is asymptotically logN with probability 1. Therefore, our judicious selec-
tion of a deterministic sequence with constant Cs leads to a stronger theoretic
guarantee of µ(A). The details of OSTM can be found in the Appendix 3.6.4.
Corollary 1. Let the diagonal sequence σ be simply a Golay sequence s of length
N such that A is a complex matrix. Then the coherence parameter µ(A) ≤ √2.
Proof. Let ω = j2piki/N in (3.61), we have the following bound on the FFT of a
Golay sequence s:
|sˆk|2 ≤ 2N. (3.64)
Thus, we obtain
µGolay(A) ≤
√
2N
N
=
√
2. (3.65)
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• Remark : Besides Golay sequences, other sequences with low PMEPR can also
be applied to obtain a constant coherence parameter µ(A) ∼ O(1). In [88],
near-complementary sequences with PMEPR < 4 were proposed5. Using
these sequences, µ(A) will be about 2
√
2 for a real matrix A(and 2 for a
complex matrix A).
3.4 Simulation Results
In this section, extensive simulations have been carried out. We present the simu-
lation results for the following three experiments.
Experiment 1 : For illustration purposes, we first present some results for
complex sampling matrices of sizes 128× 1024. The recovery performance is com-
pared with that of Gaussian matrices and random sequence-based matrices (i.e., σ is
a random binary sequence). The reconstruction algorithms are based on the fixed-
point continuation and active set algorithm (FPC-AS) for solving l1-regularized
least-squares problems [89]. We consider K-sparse signals in the time and DCT
domains. For the time domain, theK non-zero elements of signal x are selected uni-
formly at random, and its non-zero coefficients xi (i = 1, · · ·K) obey the Gaussian
distribution. For the DCT domain, the input signal is generated in the same way
but is sparse in the DCT domain. Fig. 3.3 depicts the empirical frequencies of exact
reconstruction for different sensing matrices with 500 trials run for each sparsity
level K. We assume that the exact reconstruction is achieved if the signal to noise
ratio (SNR) is greater than 50 dB. From these figures, one can observe that the
performances of proposed sensing matrices are quite close to those of random sens-
ing matrices in time domain, while in the DCT domain, proposed sensing matrices
have an obvious advantage over complex Gaussian Toeplitz matrices.
Experiment 2 : In this experiment, we aim to study the potential of the
5These are q-phase sequences for even integer q.
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Figure 3.3: Simulation results for 128× 1024 complex sensing matrices for K-
sparse signals: (a) in the time domain with FPC-AS, (b) in the DCT domain
with FPC-AS.
proposed system in OFDM channel estimation. Here, the number of carrier is
N = 1024 andM = 64 samples are obtained at the receiver. σ is set to be the Golay
sequence due to its excellent PAPR. The channel model is the ATTC (Advanced
Television Technology Center) and the Grande Alliance DTV laboratorys ensemble
E model, whose static case impulse response x(n) can be expressed as [90]
x(n) =δ(n) + 0.3162δ(n− 2) + 0.1995δ(n− 17)
+ 0.1296δ(n− 36) + 0.1δ(n− 75) + 0.1δ(n− 137);
(3.66)
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Table 3.3: Average Output SNRs in OFDM channel estimation
Partial Circulant Operator Proposed System
σ Random phase Golay
RΩ Deterministic Random Sampling
PAPR [6.4, 15.6] 2
Input SNR
0 dB 5.32 dB 5.44 dB
10 dB 13.98 dB 14.34 dB
20 dB 37.53 dB 37.48 dB
30 dB 45.22 dB 45.61 dB
We consider the cases when the signal to noise ratios (SNRs) are 0 dB, 10 dB,
20 dB and 30 dB, respectively. For each SNR, 500 trials have been run using the
subspace pursuit [39] algorithm. The recovery performance is compared with that
proposed in [69], in which σ is a unimodular sequence with random phase and RΩ
is a deterministic sampling operator. From Table 3.3, it can be seen that both
schemes offer similar reconstruction performance. But with the Golay sequence,
the PAPR is much lower than that of random sequence.
Table 3.4: Circulant matrices used in Experiment 3
Schemes σ RΩ
RP+DS Random phase Deterministic
RP+RS Random phase Random
E-Poly+RS Extended Polyphase sequence Random
E-Golay+RS Extended Golay sequence Random
Experiment 3 : Here, we study the application of compressive imaging of
2D signals using coded aperture imaging or Fourier optics. In these applications,
ak (k = 0, · · · , N − 1) need to be real-coefficient. Hence, the extended polyphase
sequence and the extended Golay sequence are considered. Their performances
are compared with that of unimodular random phase sequences with random and
deterministic sampling, as listed Table 3.4. The fast reconstruction algorithm for
Toeplitz matrices in [69] is applied. Three 8-bit, 256 × 256 test images have been
used, as shown in Fig 3.4. In particular, Fig 3.4(a) “Star-sky” is a spatially sparse
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Figure 3.4: Original 256×256 images and reconstructed results at 0.25bpp us-
ing different real coefficient images. First row, “Star-sky” images. (a) Orig-
inal image; (b) RP+DS: 17.85 dB; (c) RP+RS: 24.02 dB; (d) E-Poly+RS:
24.10 dB; (e) E-Golay+RS: 24.11 dB. Second row, “ Tempel Comet” im-
ages. (f) Original image; (g) RP+DS: 0.37 dB; (h) RP+RS: 30.16 dB; (i)
E-Poly+RS: 29.88 dB; (j) E-Golay+RS: 30.26 dB. Third row, “Brain” im-
ages. (k) Original image; (l) RP+DS: 1.00 dB; (m) RP+RS: 20.93 dB; (n)
E-Poly+RS: 20.94 dB; (o) 20.98 dB.
astronomical image, Fig 3.4(f) “Tempel Comet” is a smooth astronomical image,
and Fig 3.4(k) “Brain” is a medical image. The recovered images at R = 0.25
bpp are shown in Fig. 3.4 and the reconstructed PSNRs at different bit rates are
presented in Fig. 3.5. As can be seen, when deterministic sampling is used, the
reconstructed PSNRs are much lower than those using random sampling. For
a spatially sparse image such as “Star Sky”, the visual difference is small. But
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(a) (b)
(c)
Figure 3.5: PSNR reconstruction results for three 256 × 256 images using
different real-coefficient circulant matrices. (a) “Star sky” image; (b) “Comet
Tempel” image; (c) “Brain” image.
for the other two spectrally sparse images, the scheme using a random sequence
with deterministic sampling failed to recover the original image. These results
suggest that partial random circulant matrices with deterministic sampling are not
efficient in acquisition of natural images. However for the proposed schemes with
deterministic sequences, they can offer similar performance as those of random
sequences with random sampling, both in terms of the PSNRs and the visual
quality of reconstructed images.
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3.5 Conclusions
In this chapter, we proposed a new class of circulant sensing matrices, which are
constructed from deterministic sequences with strong autocorrelation, such as the
FZC sequence and Golay sequence. We show that these convolutional sensing ma-
trices have a small coherence parameter with the time and spectral domain, so that
the original sparse signal could be faithfully recovered. The proved theoretic bound
is the strongest among existing convolution-based CS schemes. Experimental re-
sults show that these sensing matrices compare favorably with existing structured
random matrices. Since the underlying deterministic sequences are widely used in
practice, a major advantage of the proposed scheme is that it may be integrated
into existing systems. Namely, when part of the data is corrupted such that tradi-
tional techniques are unable to recover the original signal, our analysis shows that
the CS recovery algorithms will be helpful.
3.6 Appendix: Proof of Theorems and Back-
ground Knowledge
3.6.1 Partial Gauss Sums
Definition 6. Let N be a positive integer. The exponential sum [91]
GN(m) =
m−1∑
k=0
e2pijk
2/N (3.67)
is an incomplete Gauss sum when m < N .
3.6 Appendix: Proof of Theorems and Background Knowledge 87
When m = N , the complete Gauss sum GN(N) is well known [91]
GN(N) =

(1 + j)
√
N, if N ≡ 0 (mod 4)√
N, if N ≡ 1 (mod 4)
0, if N ≡ 2 (mod 4)
j
√
N, if N ≡ 3 (mod 4).
(3.68)
Moreover, when m ≤ (N + 1)/2,
GN(m) +GN(N −m+ 1) = 1 +GN(N). (3.69)
Define a normalized version gN(m) as
gN(m) = 2N
− 1
2
m∑
k=0
e2pijk
2/N , (3.70)
then we have [91]
|gN(m)| ≤

√
2, if N = 4k,m ≤ N/2
1.07 +O(N− 12 ), if N = 4k + 1,m < N/2
0.95 + 101
40
N−
1
2 , if N = 4k + 2,m ≤ N√
1 +N−1, if N = 4k + 3,m < N/2,
(3.71)
where k is a positive integer.
Now we let N be an even integer, N = 2N0 and L = 2N , so that
GL(m) =
√
L
2
gL(m)
G2N(m) =
m−1∑
k=0
ej
2pi
2N
k2 =
m−1∑
k=0
ej
pi
N
k2 .
(3.72)
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When 0 ≤ m ≤ N ,
G2N(m) =
√
L
2
gL(m) =
√
2N
2
g4N0(m),
|G2N(m)| ≤
√
2N
2
·
√
2 =
√
N,
(3.73)
where the second equality is because max |g2N(m)| =
√
2 when m ≤ N [91]. When
N + 1 ≤ m ≤ 2N − 1,
G2N(m) = (1 + j)
√
2N + 1−G2N(2N − 1−m),
|G2N(m)| ≤
√
2 ·
√
2N + 1 +
√
N = 3
√
N + 1.
(3.74)
Moreover, when N is an odd integer, N = 2N0 + 1 and L = 2N = 4N0 + 2,
m ≤ N ,
GL(m) =
√
L
2
gL(m) =
m−1∑
k=0
ej
pi
N
k2 .
|G2N(m)| ≤
√
2N
2
·
(
0.95 +
101/40√
N
)
.
(3.75)
3.6.2 Proof of Theorem 5 for Odd N
When N is an odd number, let
σk =

1 k = 0
e−j
pi
N
k2 1 ≤ k ≤ N−1
2
−ej piN k2 N+1
2
≤ k ≤ N − 1.
(3.76)
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Here, σN−k = σ∗k, 1 ≤ k ≤ N−12 . Then,
al =
1√
N
N−1∑
k=0
ej
2pi
N
lk · σk
=
1√
N
(N−1)/2∑
k=0
ej
2pi
N
lke−
pi
N
jk2 − 1√
N
N−1∑
k=(N+1)/2
ej
2pi
N
lke
jpi
N
k2
=
1√
N
(N−1)/2∑
k=0
e
jpi
N (−k2+2lk−l2) · e jpiN l2+
1√
N
(N−1)/2∑
k=0
e
jpi
N (k2−2lk+l2) · e− jpiN l2 − 1√
N
.
(3.77)
As a result,
|al| ≤ 2√
N
∣∣∣∣∣∣
(N−1)/2∑
k=0
e
jpi
N
(k−l)2
∣∣∣∣∣∣+ 1√N , 0 ≤ l ≤ N − 1. (3.78)
So
|aN−l| ≤ 2√
N
∣∣∣∣∣∣
(N−1)/2∑
k=0
e
jpi
N
(k+l−N)2
∣∣∣∣∣∣+ 1√N
=
2√
N
∣∣∣∣∣∣
(N−1)/2∑
k=0
e
jpi
N
(k+l)2
∣∣∣∣∣∣+ 1√N
=
2√
N
∣∣∣∣G2N (N + 12 + l
)
−G2N(l)
∣∣∣∣+ 1√N .
(3.79)
In this case let 2N = 4N0 + 2 (as N = 2N0 + 1 is odd), where N0 is an
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integer. Because for any m < 4N0 + 2, we have [91]
|g4N0+2(m)| < 0.95 +
101/40√
N
,
|G2N(m)| ≤
√
2N
2
·
(
0.95 +
101/40√
N
)
.
(3.80)
Therefore, we arrive at
µ(A) = max{|al|}
≤ 4√
N
√
2N
2
·
(
0.95 +
101/40√
N
)
+
1√
N
≤ 2.69 + 8.15√
N
.
(3.81)
3.6.3 Constructions of Golay Sequences
There are two approaches to constructing binary Golay sequences: direct construc-
tion and recursive construction.
Direct construction
Consider a Boolean function f from Zl2 = {(x0, x1 · · · , xl−1)|xi ∈ {0, 1}} to Z2.
Any f can be uniquely expressed as a linear combination of the 2l monomials:
1, x0, x1, · · · , xl−1, x0x1, x0x2, · · · , xl−2xl−1, · · · , x0x1 · · ·xl−1. (3.82)
The resulting expression is known as the algebraic normal form of f [85]. With the
Boolean function f , we associate a length-2l sequence f , where the ith element of f
is f(i0, i1, · · · , il−1) and (i0, i1, · · · , il−1) is the binary representation of the integer
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i =
∑l−1
k=0 ik2
l−k−1 (i0 is the most significant bit). Taking l = 3 as an example,
f =(f(0, 0, 0), f(0, 0, 1), f(0, 1, 0), f(0, 1, 1),
f(1, 0, 0), f(1, 0, 1), f(1, 1, 0), f(1, 1, 1)) .
(3.83)
Now we can use this notion to describe the construction of binary Golay
sequences.
Theorem 8 ( [85]). For any permutation pi of {0, 1, · · · , l − 1} and any choice of
constants ck, c ∈ Z2, let
f(x0, · · · , xl−1) =
l−2∑
k=0
xpi(k)xpi(k+1) +
l−1∑
k=0
ckxk, (3.84)
then
a(x0, x1, · · · , xl−1) = f(x0, x1, · · · , xl−1) + c (3.85)
generates a binary Golay sequence of length 2l under the mapping 0 7→ 1, 1 7→ −1.
Using this construction, one obtains a set of 2(l+1)l!/2 Golay sequences of
length 2l.
Recursive construction
In this situation, it is helpful to rewrite a sequence a in the polynomial form,
α(z) = αN−1zN−1 + αN−2zN−2 + · · ·+ α1z + α0. (3.86)
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Then the corresponding polynomials (α(z), β(z)) of the Golay complementary pair
(α, β) satisfy
α(z)α(z−1) + β(z)β(z−1) = 2N. (3.87)
This equation is derived from (3.59). Simple calculation shows that α(z) + zNβ(z)
and α(z) − zNβ(z) are also a Golay complementary pair satisfying (3.87) with
length 2N . So a length-2N Golay pair could be generated from a length-N pair.
In addition, if (α, β) and (γ, ζ) are Golay complementary pairs of length N1
and N2, respectively, then
α(zN2)(γ(z) + ζ(z))/2 + zN2(N1−1)β(z−N2)(γ(z)− ζ(z))/2,
β(zN2)(γ(z) + ζ(z))/2− zN2(N1−1)α(z−N2)(γ(z)− ζ(z))/2
(3.88)
also form a Golay complementary pair of length N1N2.
Moreover, letting β˜ be the reversal of β, Golay gave the following two con-
structions:
Concatenation:
α(zN2)γ(z) + β(zN2)ζ(z)zN1N2 , β˜(zN2)γ(z)− α˜(zN2)ζ(z)zN1N2 (3.89)
is a Golay complementary pair of length 2N1N2.
Interleaving :
α(z2N2)γ(z2) + β(z2N2)ζ(z2)z, β˜(z2N2)γ(z2)− α˜(z2N2)ζ(z2)z (3.90)
is also a Golay complementary pair of length 2N1N2.
So Golay complementary pairs of lengthsN = 2κ110κ226κ3 , κ1, κ2, κ3 ≥ 0 can
be constructed in previous ways from several primitive pairs of lengths 2, 10, 26.
More details can be found in [92].
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3.6.4 Orthogonal Symmetric Toeplitz Matrix
Let us consider finite matrices. We denote by RN×N the set of all real N × N
matrices and define OSTN as the subsets of R
N×N OSTM. The number of elements
of a finite set E will be denoted by |E|.
Theorem 9. [86] The set OSTN is finite and
|OSTN | =
 3 · 2N/2 − 2 if N is even2√2 · 2N/2 − 2 if N is odd. (3.91)
Theorem 10. [86] Let N = 2k + 1 ≤ 3, where k is an integer. The set OSTN
consists of the 2k+1 circulants T (a1, · · · , an) which are given by
N

a1
a2
...
aN
 = F
∗

ν1
ν2
...
νN
 (3.92)
with (ν1, ν2, · · · , νN) = (γ, ε1, · · · , εk, εk, · · · , ε1) and (γ, ε1, · · · , εk) ∈ {−1, 1}k+1,
and the 2k+1 − 2 skew circulants T (a1, · · · , an) which are derived from
N

a1
a2
...
aN
 = F
∗

ν1
σ¯Nν2
...
σ¯N
N−1νN
 (3.93)
with σN = e
pii/N and choice (ν1, ν2, · · · , νN) = (ε1, · · · , εk, γ, εk, · · · , ε1) and
(ε1, · · · , εk, γ) ∈ {−1, 1}k+1\{(1, 1, · · · , 1), (−1,−1, · · · ,−1)}.
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In our paper [1], we only consider even circulant matrices, and the set
OSTN consists of 2
k+2 circulant matrices which result from (3.92) with choice
(ν1, ν2, · · · , νN) = (γ, ε1, · · · , εk, β, εk, · · · , ε1) and (γ, ε1, · · · , εk, β) ∈ {−1, 1}k+1.
In this case, the orthogonal matrices have a circulant symmetric structure:
A =

a0 a1 · · · ak ak+1 ak · · · a1
a1 a0 · · · ak−1 ak ak+1 · · · a2
a2 a1 · · · ak−2 ak−1 ak · · · a3
...
. . . . . . . . . . . .
...
...
a1 a2 · · · ak+1 ak ak−1 · · · a0

. (3.94)
They are similar to the matrices derived from the convolutional CS model, different
only in that the diagonal matrix Σ is replaced by entries from a random binary se-
quence forming a symmetrical structure, such as (γ, ε1, · · · , εk, β, εk, · · · , ε1). This
is where convolutional CS originally comes from. Using the real OSTM as sensing
matrices one can also recover sparse signals with acceptable SNR. However, the
bound on µ(A) will not be as good as those adopting deterministic sequences.
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Chapter 4
Golay-Paired Hadamard Matrices
for Compressed Sensing
In this chapter, we introduce Golay-paired Hadamard matrices for fast compressed
sensing of sparse signals in the time or spectral domain. These sampling operators
feature low-memory requirement, hardware-friendly implementation and fast com-
putation in reconstruction. We show that they require a nearly optimal number of
measurements for faithful reconstruction of a sparse signal in the time or frequency
domain. Simulation results demonstrate that the proposed sensing matrices offer
a reconstruction performance similar to that of fully random matrices.
4.1 Introduction
In this chapter we propose partial Golay-paired Hadamard (GPH) matrices [93]
for fast compressed sensing. More precisely, the sampling operator is obtained by
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selecting M rows uniformly at random from an N × N matrix P = HG, where
H is a WHT matrix, and G is a diagonal matrix whose diagonal elements are a
Golay sequence [66]. Such a matrix P is referred to as a GPH matrix in that the
N rows form N/2 Golay’s complementary pairs [94]. In the time domain (Ψ = I),
the proposed sensing matrices have similar properties to those of the partial DFT
and WHT. Yet, partial GPH operators can also efficiently sample a sparse signal
in the DFT (Ψ = F∗)1 or the DCT (Ψ = CT ) domain. We will derive the upper
bounds on the coherence parameter of PΨ in the time, DFT and DCT domains.
Based on the coherence analysis, we show that robust reconstruction is possible for
all K-sparse signals in these domains when M ≥ O (K log4N), and for any given
K-sparse signal when M ≥ O(K logN).
We will use the same notation here as in the previous chapter. The rest
of the chapter is organized as follows. In Section 2, we briefly review partial
unitary matrices for CS. In Section 3, we propose GPH matrices for fast CS and
analyze their performance bounds, including the analysis for block structured GPH.
Later, the application of GPH to modulated wideband converter will be discussed
in section 4. Afterwards, simulation results are shown in Section 5, followed by
conclusions in Section 6.
4.2 Existing Work
In chapter 2, several theorems in regard to Uniform recovery and Nonuniform
recovery have been demonstrated. The two theorems imply that for a partial
unitary matrix Θ = 1√
M
RΩU, the minimal number of measurements required for
CS depends on its coherence parameter µ(U). It is clear that
1 ≤ µ(U) ≤
√
N. (4.1)
1F∗ represents the Hermitian transpose of the normalized DFT matrix 1√
N
F.
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To achieve optimal bounds in (2.16) and (2.18), it is thus desirable that
µ(U) = O(1). When a subsampled DFT (i.e., Φ = 1√
M
RΩF) is used for time-
domain (i.e., Ψ = I) sparse signals, we have µ(U) = µ(FI) = 1. As a re-
sult, the bounds in (2.16) and (2.18) are optimal. However, partial DFT lacks
universality. Note that for a spectrally sparse signal, e.g., when Ψ = 1√
N
F∗,
µ(U) = µ(F 1√
N
F∗) = µ(
√
NI) =
√
N , which implies that it cannot be used to
sample a spectrally sparse signal. A similar argument applies for the partial WHT
operator.
To address above-mentioned issues, structurally random matrices (SRMs)
have been proposed in [15], where the sampling operator Φ is constructed as
Φ =
1√
M
RΩTD, (4.2)
in which RΩ is the same as defined before, T is an N×N unitary matrix satisfying
T∗T = NIN , and D is either a random permutation operator (global randomizer)
or a random diagonal matrix whose elements are 1 or −1 (local randomizer). Note
that an SRM can be viewed as a randomized partial unitary matrix, where the
signal is first randomized by D before applying RΩT. When µ(T) = O(1) and D
is a local randomizer, it can be shown that for any orthonormal basis Ψ,
µ(U) = µ(TDΨ) = O(
√
logN). (4.3)
Eq. (4.3) suggests that an SRM is incoherent with any orthonormal basis Ψ due to
the random ±1 diagonal elements of D. One can also observe that compared with
the optimal coherence bound of O(1), (4.3) offers the sub-optimal coherence bound
ofO(√logN), which means thatM ≥ O(K log5N) andM ≥ O(K log2N) samples
are required for uniform and non-uniform reconstruction, respectively. Please note
that here the word “optimal” is for partial unitary matrix only.
In this chapter, we follow the SRM framework but we replace the random
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diagonal sequence by a deterministic sequence, so that the sensing matrix can be
obtained by selecting rows randomly from a deterministic matrix. Although our
proposed operators lack universality, we will show that they provide near optimal
coherence bounds for spectrally sparse signals when Ψ = F∗ or Ψ = CT .
4.3 GPH Matrices for CS
4.3.1 Proposed Sensing Matrices
Let’s recall the Golay’s complementary pair (GCP) and Golay sequences intro-
duced in Definition 5 in the previous chapter. If we consider two length-N Golay
sequences a =
[
a0, a1, · · · , aN−1
]
and b =
[
b0 b1 · · · bN−1
]
. Define two polyno-
mials A(z) =
∑N−1
n=0 anz
n and B(z) =
∑N−1
n=0 bnz
n, then a and b will satisfy [66]
|A(z)|2 + |B(z)|2 = 2N, (4.4)
for all z on the unit circle, i.e., |z| = 1. As a result, that for a Golay sequence a,
it is clear from (4.4) that
|A(z)| ≤
√
2N
for all |z| = 1. Also note that if A(z) and B(z) are constructed from a length-N
GCP, A(z) + zNB(z) and A(z)− zNB(z) satisfy (4.4) with 2N replaced by 4N on
the right hand side. This is the famous Golay-Rudin-Shapiro recursion formula [66]
to generate a length-2N GCP from a length-N GCP, which can be simply written
as
(a,b)→ (a|b, a| − b), (4.5)
where ′|′ means concatenation, and a and b can be initialized as ±1 vectors.
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Figure 4.1: The sensing diagram of GPH matrices for CS.
We now move on to present the proposed sensing matrix.
Definition 7. The proposed M×N (N = 2n) sensing matrix Φ takes the following
form
Φ =
1√
M
RΩPN , (4.6)
where RΩ follows the same definition as in Theorem 1, and PN is an N ×N GPH
operator that can be expressed as
PN = HNG, (4.7)
whereHN is a WHT matrix of order N = 2
n andG is a diagonal matrix of the same
size whose diagonal entries form a length-N Golay sequence recursively constructed
from (4.5) [94]. The sensing diagram of Golay-paired Hadamard matrices is shown
in Fig. 4.1.
To our best knowledge, GPH matrices of (4.8) were first introduced in [94].
Just as the WHT operator, PN can be recursively constructed as follows [94]
PN =
[
PN/2 P˜N/2
PN/2 −P˜N/2
]
(4.8)
with initial matrices P1 = P˜1 = [+1], where P˜N is the commuted version of PN ,
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defined by [94]
P˜N =
[
PN/2 −P˜N/2
PN/2 P˜N/2
]
. (4.9)
As the entry of PN is bipolar, it has a low memory requirement. Also, just as
the WHT operator, multiplication of PN requires only O(N logN) operations, im-
plying fast computation in sparse signal reconstruction. More importantly, the
following proposition shows that the rows of PN can be grouped in to N/2 com-
plementary pairs [93,94].
Proposition 1. For PN (N = 2
n) given in (4.8), let PN(m, :) (0 ≤ m ≤ N − 1)
denote its m-th row. For 0 ≤ m ≤ N/2− 1, PN(m, :) and PN(m+N/2, :) form a
GCP [93,94].
The above proposition can be easily derived from the results in [94] and [93].
Define PN,m(z) (0 ≤ m ≤ N − 1) as
PN,m(z) =
N−1∑
k=0
PN(m, k)z
k, (4.10)
in which PN(m, k) correspond to the (m, k)-th element of PN . Due to the property
of a Golay sequence, Proposition 1 implies that
|PN,m(z)| ≤
√
2N, for all |z| = 1. (4.11)
As we will show in the next subsection, the above property enables partial GPH
to work efficiently for CS of a spectrally sparse signal.
4.3.2 Performance Analysis for CS Reconstruction
This subsection is devoted to the derivation of CS performance bounds for the pro-
posed partial GPH sampling operator. As indicated by Theorem 1 and Theorem 2,
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we need to analyze the coherence parameter µ(PNΨ), in whichΨ is the sparsifying
orthonormal basis. It is clear that when Ψ = I (i.e., time domain sparse signal),
µ(PN) = 1. Hence, it offers the same coherence bound as that of the DFT and
WHT operator. The next Theorem further shows that PN is also incoherent with
the IDFT and IDCT basis.
Theorem 11. Let PN (N = 2
n) be a GPH matrix given in (4.8). Denote by
F∗ and CTN the normalized N × N inverse DFT and the inverse Type-II DCT,
respectively. Then,
µ(PNF
∗) ≤
√
2, (4.12)
µ(PNC
T ) ≤ 2. (4.13)
Proof. We first consider the proof of (4.12). LetU = PNF
∗. It can be easily shown
that
|U(m, t)| = 1√
N
∣∣∣∣∣
N−1∑
k=0
PN(m, k)e
2pij
N
kt
∣∣∣∣∣ = 1√N
∣∣∣PmN (e 2pijN t)∣∣∣ ,
in which PN,m follows the same definition as in (4.10). By (4.11), it is clear that
(4.12) holds.
We then consider the proof of (4.13). Note that the (m, t)-th entry of CT
can be represented as
CT (m, t) =

1√
N
t = 0√
2
N
cos
(
pi
N
(m+ 1
2
)t
)
1 ≤ t ≤ N − 1.
(4.14)
Again, define U = PNC
T . Obviously, we have the following bound on
|U(m, 0)|:
|U(m, 0)| = 1√
N
∣∣∣∣∣
N−1∑
k=0
PN(m, k)
∣∣∣∣∣ ≤ √2, (4.15)
4.3 GPH Matrices for CS 102
where the inequality follows from (4.11) for z = 1.
When 1 ≤ t ≤ N − 1, U(m, t) can be bounded as
|U(m, t)|
=
∣∣∣∣∣
√
2√
N
N−1∑
k=0
PN(m, k) cos
(
pi
N
(k +
1
2
)t
)∣∣∣∣∣
=
√
2
2
√
N
∣∣∣∣∣
N−1∑
k=0
PN(m, k)e
−j pi
N
(k+ 1
2
)t +PN(m, k)e
j pi
N
(k+ 1
2
)t
∣∣∣∣∣
≤
√
2
2
√
N
(∣∣∣PN,m(e−j piN t) · e−j pit2N ∣∣∣+ ∣∣∣PN,m(ej piN t) · ej pit2N ∣∣∣)
≤
√
2
2
√
N
(
√
2N +
√
2N) = 2.
(4.16)
Combining (4.15) and (4.16) leads to (4.13).
So far, we have proved that µ(PΨ) = O(1) for Ψ = IN , F∗ or CT . Based
on Theorem 1 and Theorem 2, we can easily arrive at the following theorem:
Theorem 12. Consider a partial GPH sampling operator Φ given in (4.6). For
all K-sparse signals in the time, DFT or DCT domain (i.e., Ψ = IN , F
∗ or CT ),
M ≥ O(K log4N) measurements are required for uniform recovery. For any given
K-sparse signal in these domains,M ≥ O(K logN) measurements are needed using
l1-based reconstruction.
The above theorem implies that the proposed partial GPH sampling opera-
tor can be used to sample sparse signals in the time, spectral or DCT domain. Note
that as the elements of GPH are bipolar, it has a hardware friendly implementation.
In fact, several existing CS hardware systems, e.g., the single-pixel camera [60] and
the modulated wideband converter [95] are based on binary sampling operators or
a set of bipolar sequences. The proposed GPH can be easily integrated with these
systems for practical CS applications.
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4.3.3 Block CS
Note that GPH only exists when N = 2n (n ∈ Z+), i.e., it does not offer flexibility
for the length of the input signal. Also, when N is huge, it will be difficult to
implement the sensing operator. To handle these issues, we extend the scheme to
block-based CS. Here, the original signal is divided into small blocks with length
of L = 2l (l ∈ Z+) each. Suppose that N = nL (n ∈ Z+) and the corresponding
sampling operator can be expressed as
ΦB =
√
1
M
RΩP
B
N , (4.17)
where RΩ is the same as defined in Theorem 1, P
B
N is a block diagonal matrix given
by
PBN =
√
N
L

PL
PL
. . .
PL
 , (4.18)
in which PL takes the same form as in (4.8), and
√
N
L
is a normalization constant
so that (PBN)
∗PBN = NIN . Fig. 4.2 illustrates the implementation diagram of the
proposed scheme in processing images.
As each element in PL is 1 or -1, it is clear that
µ(PBN) =
√
N
L
.
Thus, for time-domain sparse signals, there is a trade-off between the block di-
mension L and performance bounds. Small L requires less memory in storage and
faster implementation, while large L offers better reconstruction performance. In
particular, if L = O(N), µ(PBN) = O(1), which provides a near-optimal coherence
bound. If L = O(1), we get the worst coherence bound, µ(PBN) = O(
√
N), which
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Figure 4.2: The diagram of block GPH matrices implemented in image
processing.
implies that the block-based system cannot be used to sample a time-domain signal
with small block size L.
Nevertheless, for spectrally sparse signals (i.e., when Ψ = F∗ or Ψ = CT ),
the following proposition shows that the coherence parameter µ(PBNΨ) is indepen-
dent of L.
Proposition 2. Let PBN be a block-diagonal GPH matrix given in (4.18). Denote
F∗ and CT as the normalized IDFT and the inverse of Type II IDCT, respectively.
Then,
µ(PBNF
∗) ≤
√
2, (4.19)
µ(PBNC
T ) ≤ 2. (4.20)
Proof. We will only present the proof of (4.19) as (4.20) can be derived in a similar
way. Let U = PBNF
∗. Denote m = m1L+m2, in which m1 is a non-negative integer
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and m2 = m mod L is an integer with 0 ≤ m2 ≤ L− 1. Then,
|U(m, t)| =
∣∣∣∣∣
N−1∑
k=0
PBN(m, k) · F∗(k, t)
∣∣∣∣∣
=
√
1
N
∣∣∣∣∣
m1·L+L−1∑
k=m1·L
PBN(m, k) · e
2pij
N
kt
∣∣∣∣∣
=
√
1
L
∣∣∣∣∣
L−1∑
k=0
PL(m2, k) · e
2pij
N
kt · e 2pijN (m1·L)t
∣∣∣∣∣
=
√
1
L
|PL,m2(e
2pij
N
t)| ≤
√
2,
which leads to (4.19).
The above proposition implies that partial block-based GPH is a promis-
ing candidate for large-scale CS of natural images (which are often sparse in the
frequency domain). It should also be pointed out that block-based CS has been
investigated in previous works [15,30,81,96]. In [30,81,96], a fully random operator
is applied to each block, and [15] is based on the SRM. The proposed system can
be viewed as a de-randomized version of an SRM where in (4.2), T takes the form
of block-based GPH in (4.18) and the diagonal element of D is replaced by a de-
terministic Golay sequence. Compared with existing block-based CS, the proposed
system has low complexity and memory requirements.
4.4 Golay-paired Hadamard Matrices for MWC
The modulated wideband converter (MWC), proposed by Eldar et al., is an ana-
log system that achieves a perfect recovery from a blind sub-Nyquist sampling of
multiband signals [95, 97]. The system is comprised of a bank of modulators and
lowpass filters. The model could be expanded as (4.22) [95], where y(f) is the
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Figure 4.3: The modulated wideband converter, a practical sampling stage
for multiband signals, taken from [95].
discrete-time Fourier transform (DTFT) of the samples, S is an M ×M ′ sign ma-
trix, F¯ represents a re-ordered column matrix of the discrete Fourier transform
(DFT) matrix, D is a diagonal matrix with
dl =
1
Tp
∫ Tp
M′
0
e
−j 2pi
Tp
lt
dt =
{
1
M ′ l = 0
1−ej2pil/M
2jpil
l 6= 0
(4.21)
and z(f) is the Fourier transform of the original signal over L = 2L0 + 1 discrete
frequencies. The system of MWC is schematically drawn in Fig. 4.3 with its various
parameters [95].
Since D is nonsingular and rank(SF¯D) = rank(SF¯), here we focus on the
sign pattern S and re-ordered Fourier matrix F¯. According to the system descrip-
tion, the signal x(t) is multiplied by a mixing function pi(t) with values of ±1
with period Tp leading to the fact that S is a random sign matrix. Under the
sufficient conditions 1 ∼ 4 of Theorem 2 in [95], the K-sparse vector z(f) can be
recovered uniquely from (4.22). Because the RIP of S remains unchanged under
any fixed unitary transform, every 2K columns of SF¯ are linear independent with
overwhelming probability. However, as the authors of [95] stated, the matrix S
4.4 Golay-paired Hadamard Matrices for MWC 107

Y1(e
j2pifTs)
Y2(e
j2pifTs)
...
YM(e
j2pifTs)

︸ ︷︷ ︸
y(f)
=
 α1,0 · · · α1,M ′−1... . . . ...
αM,0 · · · αM,M ′−1

︸ ︷︷ ︸
S
 | · · · | · · · |F¯L0 · · · F¯0 · · · F¯−L0
| · · · | · · · |

︸ ︷︷ ︸
F¯
·
 dL0 . . .
d−L0

︸ ︷︷ ︸
D

X(f − L0Fp)
...
X(f)
...
X(f + L0Fp)

︸ ︷︷ ︸
z(f)
,
(4.22)
is not random in practical implementation, and the random ±1 patterns are not
computational-friendly. We will demonstrate that the random selection rows from
a Golay-paired Hadamard Matrix perform better than the random signs in MWC.
In our modified MWC model, Golay-paired Hadamard Matrices are substi-
tuted for random sign patterns as S. Specifically, we have the following theorem.
Theorem 13. If the matrix S is composed of a random selection of rows of a
Golay-paired Hadamard Matrix P, noted as SG,
SG = RΩP, (4.23)
and the framework of the MWC remains the same; when the conditions 1∼3 of
Theorem 2 in [95] still hold and fs = fp, for every f ∈ Fs, the vector z(f) is the
unique K-sparse solution of (4.22) with probability 1− δ provided that
M ≥ O (δ−2K log4N) . (4.24)
Proof. Obviously matrix PF¯ is unitary. From Theorem 1 it can be derived that
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SGF¯ satisfies RIP with high probability after normalization and z(f) could be
uniquely recovered. This fact also implies that every 2K columns of SGF¯ are
linearly independent. Because otherwise another solution z˜(f) will also let equation
(4.22) hold. As a result, condition 4 of Theorem 2 (which are sufficient conditions)
in [95] for SGF¯ is satisfied.
Next we will calculate the coherence µ of SGF¯. Let s = [s0, s1, · · · , sN−1]
represent an arbitrary row in P (s is a Golay sequence), then the coherence is
µ(SGF¯)Lk ≤
1√
M ′
max
s,k
∣∣∣∣∣
M ′−1∑
i=0
sie
−2pij
M′ iLk
∣∣∣∣∣
≤ 1√
M ′
max
s,k
∣∣∣∣∣
M ′−1∑
i=0
sie
j(
2piLk
M′ )i
∣∣∣∣∣ ,
(4.25)
where k = {L0, L0 − 1, · · · , 0, · · · ,−L0}. Since M ′ = L = 2L0 + 1, 2piLkM ′ ∈ (−pi, pi).
Based on the definition of PMEPR and (3.53),
µ(SGF¯)Lk ≤
1√
M ′
(√
2M ′
)
≤
√
2. (4.26)
Combining (4.26), Theorem 2 in [95] and the theorem of uniform recovery, the
result can be derived.
Remark 1: Comparing with random sign patterns S, the proposed±1 matrix
SG has some advantages:
1. Better reconstruction performance due to smaller µ.
In [87], it was shown that the PMEPR of a random codeword of length N is
asymptotically logN with probability 1. So the constant PMEPR of Golay
sequences leads to a stronger theoretical upper bound of µ.
2. Less storage space. Easier to be implemented in hardware.
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Hadamard matrix and Golay sequences are easy to generate. Do not need to
store huge random sign patterns when decoding.
3. Fast reconstruction algorithms based on Hadamard matrix or Golay se-
quences can be adopted in MWC directly.
Remark 2: On the relationship between our scheme and random demodu-
lation (RD) [27]: apart from the model difference, from a CS point of view, the
randomness is adopted in different ways in terms of sensing matrices between RD
and the proposed scheme. There must be certain randomness in the sensing matrix,
otherwise the recovery for all signals can not be guaranteed. In RD, the random
demodulator matrix is expanded as a deterministic sampling matrix H multiplying
a random ±1 diagonal matrix D and Fourier matrix F. In our case, the sampling
matrix RΩ is random, while the following Golay-paired Hadamard matrix P and F¯
are deterministic. Signals sampled by both sensing matrices can be reconstructed
uniquely in theory.
Remark 3: Similar to the construction of Golay-paired Hadamard matrices,
the Golay-Fourier matrix can be generated from
Φ =
1√
M
RΩFNG, (4.27)
where we use the Fourier matrix FN instead of the Hadamard matrix HN . Under
this circumstance, it can be unveiled µ(FNG) = 1 after simple calculation. In fact
the Golay-Fourier matrix can be recognized as a special case of the convolutional
matrix when Φ = FNG
1√
N
F∗N and the sparsifying basis Ψ =
1√
N
FN . For the proof
of µ of the Golay-Fourier matrix, the reader may refer to the previous chapter.
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4.5 Simulation Results
Extensive simulations have been carried out. We first present one example in
Figure 4.4. Here, the partial Golay-paired Hadamard transform with size 64× 512
is obtained from (4.6). Its reconstruction performance is compared with that of
a random Gaussian matrix, partial DFT and partial WHT. The reconstruction
algorithm is based on the fixed-point continuation and active set algorithm (FPC-
AS) for solving l1-regularized least-squares problem [89]. K-sparse signals in the
time, Fourier and DCT domains are considered as the input signals. The K non-
zero elements are selected uniformly at random, and its non-zero coefficients xi
(i = 1, · · ·K) obey the Gaussian distribution. 500 trials are run for each sparsity
level K. We assume that exact reconstruction has been achieved if the signal to
noise ratio (SNR) is greater than 50 dB.
From Fig. 4.4, one can observe that for time-domain sparse signals, the
reconstruction performances of the above mentioned sampling operators are very
similar. But as expected, partial DFT andWHT operators fail to reconstruct sparse
signals in the Fourier or DCT domain, while the performance of our proposed GPH
operator is still comparable to that of a Gaussian operator for spectrally sparse
signals.
We also implement the proposed matrix to the system of MWC. Here we use
the same parameters in [95] but substituting the Golay-paired Hadamard matrix
for the random ±1 sign patterns. 500 trials are run for each SNR. Table 4.1 shows
that the reconstruction performance is superior to that of random ±1 patterns used
in [95]. The recovery SNRs are better than the input SNRs is because the sparsity
level in the frequency domain is utilized as a known condition in the reconstruction.
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Figure 4.4: Simulation results for K-sparse signals (a) in the time domain,
(b) in the Fourier domain, (c) in the DCT domain.
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Table 4.1: SNR (in dB) comparison of Golay-paired Hadamard matrix and
random ±1 patterns in the MWC model
Input SNR (dB) 10 11 12 13 14 15 16 17 18
Random ±1 patterns 14.37 15.50 16.43 17.46 18.46 19.51 20.46 21.47 22.45
Golay-paired Hadamard matrix 15.05 16.08 17.08 18.03 18.95 19.96 21.01 21.96 23.03
4.6 Conclusions
In this chapter, we have proposed a new class of CS sampling operators based on
partial GPH matrices. These operators feature hardware friendly implementation,
low complexity in recovery and near-optimal performance guarantees. In particu-
lar, we have shown that GPH provides near-optimal bounds for sampling sparse
signals in the time, DFT or DCT domains. We have investigated block-based GPH
sampling systems and proved that they are very promising for large-scale CS of
spectrally sparse signals. Simulation result has been presented to demonstrate the
validity of the proposed operator.
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Chapter 5
Two Applications: Radar Imaging
and Distributed CS
In this chapter we will introduce structured sensing matrices to two applications:
compressive radar imaging and distributed CS.
In the first section, we apply two classes of Toeplitz matrices to compres-
sive radar imaging, namely, the Frank-Zadoff-Chu (FZC) circulant matrix which
is chirp-like and the Golay-Hadamard matrix which is binary. We show that such
matrices lead to efficient recovery of sparse radar signals in the time and frequency
domains with a sampling rate considerably lower than the Nyquist rate. After-
wards, the following section applies nested-lattice Wyner-Ziv coding to the CS
data by exploiting the correlation among the CS samples at different sensors. The
proposed coder consists of CS with Toeplitz/circulant sensing matrices and practi-
cal Wyner-Ziv coding. Simulation results verified the effectiveness of the proposed
schemes in both practical scenarios.
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5.1 Proposed CS Framework in Compressive
Radar Imaging
5.1.1 Introduction
Radar imaging is an interdisciplinary research area requiring knowledge ranging
from radar systems, remote sensing to image processing, and more. By mapping the
electromagnetic scattering coefficients onto a two-dimensional plane, the antenna
captures the scenes at different observed positions and recovers them. In the classic
radar system, received signals are correlated with a matched filter to evaluate the
target and its parameters [98, 99]. Due to the famous time-frequency uncertainty
principle, the resolution of the system is limited by the Nyquist rate of the samples,
although in most cases a certain degree of redundancy in the measurements exists.
As revealed in previous chapters, one of the most exciting characteristics of
CS is that less measurements are needed to reconstruct the original sparse signal,
even without the prior knowledge of the positions of the non-zero elements. After
CS was introduced to radar imaging by Baraniuk et al. [100], a series of papers have
been published in this field. In [101], white stochastic waveforms were exploited to
increase the bandwidth of an ultra-wideband radar system. A stylized CS radar
was proposed in [102] by implementing the idea of discretizing the time-frequency
plane into N × N grid. A more practical approach based on similar motivation
was demonstrated in [103] to perform angle-range-Doppler imaging for multiple-
input multiple-output (MIMO) radar. Moreover, a random sampling technique was
introduced to the radar imaging system in [104], and its effectiveness (restricted
isometry condition) was analyzed qualitatively.
How to generate an appropriate sensing matrix (or transmitted waveform),
subject to the restricted isometry property (RIP), which guarantees efficient unique
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recovery of radar imaging signals, is still an open question. In this work, two classes
of structured sensing matrices are applied to radar imaging. Unlike existing ran-
dom sensing matrices [100,104,105], the proposed matrices are based on randomly
selecting rows from deterministic unitary matrices. The first class, the FZC circu-
lant matrices [8], are composed of the inverse Fourier matrix F∗, a deterministic
diagonal matrix D whose entries form a FZC sequence [65], and another Fourier
matrix F. The second class are Golay-Hadamard matrices [106], which are simi-
lar to but different from the Golay-paired Hadamard matrices introduced in last
chapter. Both classes of matrices are Toeplitz, easy to generate and implementable
in radar, since they are chirp-like and binary, respectively. So potentially it is
feasible to increase the bandwidth of an ultra-wideband radar system by imple-
menting these sensing matrices. In addition, the proposed matrices can recover
functions which are sparse not only in the time domain, but also in the frequency
domain. Simulation results of the recovery performances verify the effectiveness of
the proposed sensing scheme for both one-dimensional and image signals.
The rest of the section is organized as follows. In subsection 2 the problem
formulation of radar imaging and the theory of CS will be given. The construction
and analysis of the FZC circulant matrices and the Golay-Hadamard matrices are
presented in subsection 3. The simulations of one dimensional signals and synthetic
aperture radar (SAR) raw data are shown in subsection 4. Subsection 5 finally
concludes this section.
5.1.2 Radar Imaging based on CS
We consider a one-dimensional radar imaging model involving a transmitted signal
x(t) filtered by a transfer function denoting the target scene. Generally the reflected
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signal y(t) could be represented as [100,104]
y(t) =
∫ +∞
−∞
x(t− τ)h(t)dτ, (5.1)
where h(τ) denotes the target scene impulse response, corresponding to a sparse
sum of delta functions as h(t) =
∑K
i=1 αiδ(t − κi) and the noise in the model is
neglected. If we discretize it to a matrix form, the equation will be [101]
y[n] =
N∑
i=1
x[n− i]h[i],
y = Xh,
(5.2)
with y,h ∈ RN , X ∈ RN×N is Toeplitz matrix, and we assume the target scene is
sparse, supp(h) = K ¿ N , where supp(.) represents the set of indices correspond-
ing to the non-zeros entries.
One can observe that the equation (5.2) resembles the basic equation of CS.
Adopting the CS theory, instead of using the traditional least-squares approach
to estimate h, a compressive radar tries to solve the recovery problem with l1
minimization. It has been proved that Gaussian random Toeplitz matrices [26]
satisfy the RIP with overwhelming probability, and h can be recovered from a
collection of M < N measurements faithfully.
Though the Gaussian random Toeplitz matrices solve the problem in the-
ory, it is more desirable to find other matrices with less computation and easy
implementation. The proposed matrices are such structured matrices.
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5.1.3 The Novel Sensing Matrices
If we reduce the number of samples collected in the receiver at random locations,
the equation of the system will be
y = RΩXh = Φh, (5.3)
where RΩ is the downsampling operator with random locations indexed by Ω. In
practice, we choose the waveform from the first column of X as the transmitted
signal and send it periodically. This is why the matrixX is Toeplitz/circulant [101].
X has a representation such as the FZC circulant matrix or the Golay-
Hadamard matrix, which will be analyzed in the following, respectively.
FZC circulant matrices
The FZC circulant matrix [8] has been introduced and analyzed in chapter 3, which
has the form
X =
1√
N
F∗DF, (5.4)
in which the diagonal of D = diag(d) = diag(d0, d1, · · · , dN−1) is a FZC sequence
[65], whose definition is given in (3.16). ApparentlyX is a unitary circulant matrix.
We choose the FZC sequences because they have perfect autocorrelation,
which means their off-peak autocorrelation magnitudes are equal to 0 [8]. This
property is important to obtain a small coherence µ and may lead to fewer mea-
surements. The reason has been explained in detail in chapter 3.
5.1 Proposed CS Framework in Compressive Radar Imaging 118
In contrast to to the random convolution model [14], the rows in the pro-
posed matrix are selected from a deterministic matrix X, so less storage space
is required. Moreover, compared with the pseudonoise (PN) signal transmitted
in [100] and the chirp signal subsampled in [104] for radar signals, the proposed
scheme in this section has two advantages. First, we have proven the theoretical
bound of coherence µ, and given the explicit description of the relationship between
the number of measurements M , the coherence µ and the restricted isometry con-
stant δ. Secondly, our sensing matrix can sample sparse signals not only in the
time domain, but also in the frequency domain.
Golay-Hadamard matrix
Definition 8 (Golay-Hadamard matrix with circulant blocks [106]). If binary ma-
trices A and B ∈ {±1}N/2×N/2 are circulant matrices whose first rows are a pair
of Golay complementary sequences [66], then the matrix
X =
[
A B
BT −AT
]
. (5.5)
is a Golay-Hadamard matrix.
Obviously, the coherence parameter µ(X) = 1. Thus the matrix X can be
used to efficiently sample vector h which is sparse in the time domain. The bounds
on the number of measurements can be obtained by applying the main theorems
in [8, 43] straightforwardly.
Now consider h to be sparse in the frequency domain. Unlike the FZC
circulant operator, we cannot easily prove that X is incoherent with an N × N
inverse Fourier operator F∗. But one can still show that X is incoherent with a
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block diagonal matrix
G = diag(F∗N/2,F
∗
N/2). (5.6)
To do this, suppose the first rows of A and B are a Golay complementary pair
a = [a0, · · · , aN/2−1] and b = [b0, · · · , bN/2−1] with length of N/2. As A and B are
circulant matrices, X can be decomposed as
X =
[
F∗diag(c)F F∗diag(s)F
F∗diag(s∗)F −F∗diag(c∗)F
]
(5.7)
in which the 1 × N/2 row vectors c =
[
c0, · · · , cN/2−1
]
and s =
[
s0, · · · , sN/2−1
]
can be written as
c =
√
N
2
aF∗, s =
√
N
2
bF∗. (5.8)
As a and b form a Golay complementary pair, we know that
|ci| ≤
√
2 |si| ≤
√
2, 0 ≤ i ≤ N/2− 1. (5.9)
Hence, for the block diagonal matrix given in (5.6), we have
XG =
[
F∗diag(c) F∗diag(s)
F∗diag(s∗) −F∗diag(c∗)
]
which implies that
µ(XG) ≤
√
2. (5.10)
Therefore, for a fixed K-sparse vector h in the time or frequency domain, h can
be recovered by using l1-based optimization with measurements M ≥ O(K logN).
Remark : In fact, the above derivation only requires that (5.9) hold. Thus,
the so-called cylic Golay sequences, which are less restrictive, suffice to construct
Golay-Hadamard matrices.
Note that for the Golay-Hadamard matrix given in (5.5), as A, B, AT
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and BT are all circulant matrices, X can be implemented by convolution of a
signal through 4 channels. Upon completion of this work, we also notice that
such an operator has been studied in [105, 107, 108] to enable instantaneous radar
polarimetry. Based on our results here, it is interesting to further investigate such
schemes for compressive radar imaging.
5.1.4 Simulation Results
The numerical simulations are first carried out to process one-dimensionalK-sparse
signals. The reconstruction algorithm is based on the fixed-point continuation
and active set algorithm (FPC-AS) for solving l1-regularized least-squares problem
[89]. The performances for the proposed sampling matrices of sizes 128 × 1024
are compared with that of Gaussian Toeplitz matrices. We consider K-sparse
signals in the time and frequency domains. The K non-zero elements of signal x
are selected uniformly at random, and its non-zero coefficients xi (i = 1, · · ·K)
follow a Gaussian distribution. Fig. 5.1 depicts the empirical frequencies of exact
reconstruction for different sensing matrices with 300 trials run for each sparsity
level K. As in previous chapters, we assume that exact reconstruction has been
achieved if the signal to noise ratio (SNR) is greater than 50 dB. From these
figures, one can observe that the performances of the proposed sensing matrices
are quite close to that of Gaussian Toeplitz matrices in the time domain. But, in
the frequency domain, the proposed matrices are much better, since the Gaussian
Toeplitz matrix is coherent to the discrete Fourier matrix.
Meanwhile, simulations have been run for recovering SAR raw data. We used
a SAR image (128×128) similar to [100] as the test image. The fast reconstruction
algorithm for Toeplitz matrices in [69] was applied. The results with different
sampling rates are shown in Fig. 5.2. The figure reveals that the SAR image can be
recovered perfectly from 10% measurements and roughly from 3% measurements.
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Figure 5.1: Simulation results using FPC-AS for 128 × 1024 sensing matrices
and K-sparse signals: (a) in the time domain, (b) in the frequency domain.
5.1.5 Conclusion
In this section, two classes of structured matrices are applied to compressive radar
imaging. We show that FZC circulant matrices and Golay-Hadamard matrices are
efficient in recovering radar signals sparse in the time or frequency domain from
fewer measurements with a sampling rate slower than the Nyquist rate. Experimen-
tal results show that these sensing matrices compare favorably with the Gaussian
Toeplitz matrices for reconstructing signals.
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Figure 5.2: Simulation results for recovering the 128× 128 SAR image, using
the Golay-Hadamard matrix. (a) Original 2D reflectivity. (b) CS SAR image
from 10% measurements. (c) CS SAR image from 3% measurements.
5.2 Wyner-Ziv Coding for Distributed CS
5.2.1 Introduction
Distributed source coding (DSC) [109] [110] considers sensor network applica-
tions in which sensor nodes do not communicate with each other, resulting in
separate (distributed) compression in each node before transmission. Distributed
CS [111] [112] resembles DSC in both problem formulation and applications. And
multiple signals could be decoded jointly and efficiently with the support of DSC
theory. However, there is a fundamental difference: distributed CS is an analog
technique while DSC is a digital one. Presently, little is known about how DSC
and distributed CS should be combined.
In this section, we present initial results on DSC of the CS samples at
different sensors. The correlated sources are first processed separately using CS.
Then the samples are sent into a second stage for DSC. After transmission through
a lossless channel, what the signals face at the receiver is the joint source decoder
followed by CS recovery. System design of a few scenarios will be carried out and
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simulation results will be given. We mostly use Wyner-Ziv coding [110] based on
the nested lattice scheme, where only one source is encoded lossy and transmitted
to the decoder, and the signal is reconstructed with a fidelity criterion under the
assistance of the side information which is the other signal.
Relation to prior work: Wyner-Ziv coding and CS was also investigated
in [113]. However, random projection in [113] is not a practical scheme due to its
heavy calculation and redundant storage. Some initial analysis of random sampling
followed by quantization is given in [114] as well, while the whole framework and
practical implementation are still needed. Our work exploits several practical CS
schemes. Moreover, we will give theoretical bounds for various coding schemes and
more implementation strategies.
5.2.2 Background
Compressive Sensing
As demonstrated before, Toeplitz and circulant matrices [69] have been studied
recently and can be used to generate sensing matrices as effective as random ma-
trices for CS measurement and recovery. Our discussion will continue to mainly
focus on circulant matrices as Toeplitz matrices need some computational over-
head. Compared with random matrices, sensing matrices generated from Toeplitz
and circulant matrices can benefit from fast CS encoding/decoding techniques.
Wyner-Ziv Coding Using Nested Lattices
Wyner-Ziv coding (WZC) refers to lossy source coding with side information at
the decoder, which is a special case of distributed source coding. Nested lattice is
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a tool used to design WZC schemes to achieve theoretical limit [115]. And we are
trying to incorporate WZC with CS, making it applicable to sparse signals. Next
we give a brief overview to nested lattice WZC relevant to our work.
In this section, let Y 1 be an n-dimensional random vector and y1 be a
realization of Y 1. A pair of nested lattices is used in our work for the Wyner-Ziv
coding design. For a set of n linearly independent basis vectors {m1,m2, . . . ,mn},
an n-dimensional lattice Λ is composed of all integers combinations of the basis
vectors:
Λ = {l = M · i : i ∈ Zn} (5.11)
where M = [m1,m2, . . . ,mn] represents the generator matrix and Z =
{0,±1,±2, . . .} is the set of integers. The nearest-neighbor quantizer associated
with Λ is QΛ(y1) = argminl∈Λ ||y1 − l||. The basic Voronoi cell of Λ, defined
by V = {y1 : QΛ(y1) = 0}, specifies the decoding region. Practical lattices are
summarized in [116].
Let ΛF be a fine lattice with a generator matrix MF . Similarly, let ΛC
be a coarse lattice with a generator matrix MC . A pair of n-dimensional lattices
(ΛF ,ΛC) is nested in the sense of ΛC ⊂ ΛF , if there exist corresponding generator
matricesMF andMC , such thatMC =MF ·P, where P is an n×n integer matrix
with determinant greater than one. We also define VC/VF as the nesting ratio,
where VF and VC are the cell volumes of the fine and coarse lattice, respectively.
We also refer ΛC as a similar sublattice to ΛF .
Encoding and decoding procedures
The encoding and decoding schemes we use are similar to [117], which is simpli-
fied from [115] under the high-resolution assumption. The scheme is described as
follows:
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• The encoder quantizes y1 to y1:QΛF = QΛF (y1), computes s = y1:QΛF −
QΛC (y1:QΛF
), and transmits the index corresponding to the coset leader s.
• The decoder receives s and reconstructs y1 as ŷ1 = s+QΛC (y2 − s)
where y2 = y1 +w is the side information and w is the noise vector.
5.2.3 Proposed Wyner-Ziv Coding Scheme for Distributed
CS
Distributed CS is good at data acquisition from different sensors and its heavy re-
covery calculation is moved to the central station making it suitable for distributed
signal processing. It leaves complicated jointly decoding far from sensors just like
Wyner-Ziv coding; and at the same time converts signals from analog to digital effi-
ciently. To apply Wyner-Ziv coding to sparse signals, it is quite natural to combine
distributed CS and Wyner-Ziv coding together. The behavior of the transmitter
and the receiver sides are different in this two-step compression. In the transmit-
ter, there is no collaboration between the sensors for both signal acquisition and
encoding, while at the receiver, the transmitted signals are jointly processed at the
decoder. The following part of this section introduces the framework in detail.
The System Architecture
The whole system architecture consists of two parts: distributed CS using the
Toeplitz/circulant sensing matrix and Wyner-Ziv coding using nested lattices. The
framework is depicted in Fig. 5.3.
Here we talk about two-terminal distributed compressed sensing. Consider
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Figure 5.3: WZ coding for distributed CS.
K-sparse real-valued signals xj ∈ RN , j ∈ {1, 2} with xj(n) the nth sample. Ac-
cording to [111], the signal model is generated from xj = Ψfj, j ∈ {1, 2} with
Ψ = IN , where fj’s are nonzero only on common coefficient set Ω ⊂ {1, 2, . . . , N}
with |Ω| = K (Ω is also known as support set). The nonzero coefficients of fj are
i.i.d. Gaussian random variables with distribution ∼ N (0, σ2Xj).
Also we have measurement matrixΦj, j ∈ {1, 2}. Here, we follow Romberg’s
approach [14] to generate the Toeplitz/circulant measurement matrix Φ, as de-
scribed in previous sections. This takes advantages of the Fourier transform in
random convolution and leads to a faster encoding/decoding process. Thus the
measurement vectors yj = Φjxj have Mj < N incoherent measurements of xj.
At the decoder side, the signals y2 will serve as side information to signal
y1 in Wyner-Ziv decoding and estimation. The CS reconstruction techniques de-
scribed in [69] are used in our model. The fast discretized total variation (TV)
model is implemented to
min{αTV(x) + β‖Φx‖1 + µ
2
‖Φx− y‖2}. (5.12)
This model has been shown to achieve good performance in image recovery.
Moreover, an extension of the nested scalar quantization in [113] using a higher
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dimensional lattice is used to achieve better results.
Distortion-Rate Analysis
Distortion-rate function is recognized as a useful tool in analyzing Wyner-Ziv cod-
ing performance. Results of distortion rate for traditional schemes with i.i.d.
Gaussian source are well known [110]. However, when preprocessed with com-
pressed sensing, the input of Wyner-Ziv coding will be the CS data, which is not
Gaussian. Then existing distortion-rate functions such as those in [110] can not
be used and need to be reassessed. Dai gives distortion functions for CS followed
by normal quantization in [118]. This work is a good starting point for our archi-
tecture. So next we propose our lower bounds for CS combined with Wyner-Ziv
coding by extending the results in [118]. The theorem below gives a general lower
bound when using any coding scheme.
Theorem 14. Let x1 and x2 = x1 + z be the two sources where z ∼ N (0, σ2Z).
Then after compressive sensing
y1 = Φx1 (5.13)
y2 = Φ(x1 + z) = y1 +w (5.14)
where w = Φz and y1 is Wyner-Ziv coded and y2 is the side information. The
same M ×N measurement matrix Φ is used for both x1 and x2.
A lower bound for the distortion function of the Wyner-Ziv coding component
is given as
lim
R→∞
inf 22REΩ[EY1 [||Y1 − Ŷ1||22]] ≥
σ2X · σ2Z
σ2X + σ
2
Z
Kµ1 (5.15)
Proof. First suppose the ideal case: support set Ω is known before capturing mea-
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surements; and for different values of m and Ω, we are allowed to use different
Wyner-Ziv coding schemes. Given m and Ω, we apply Wyner-Ziv coding that
achieves Wyner-Ziv bound for Gaussian random variable Y1(m), so that
lim
R→∞
22RD∗m,Ω(R) = σ
2
m,Ω (5.16)
where σ2m,Ω is the conditional variance σ
2
Y1(m)|Y2(m)
Calculate the average over all m and Ω gives
lim
R→∞
1
M
M∑
m=1
EΩ[2
2RD∗m,Ω(R)]
=
1
M
M∑
m=1
1(
N
K
)∑
Ω
[ lim
R→∞
22RD∗m,Ω(R)]
=
1
M
M∑
m=1
1(
N
K
)∑
Ω
σ2m,Ω
=
1
M
M∑
m=1
1(
N
K
)∑
Ω
σ2Y1(m) · σ2W(m)
σ2Y1(m) + σ
2
W(m)
=
1
M
M∑
m=1
1(
N
K
)∑
Ω∑
n∈Ω(φ(m,n))
2σ2X ·
∑
n∈Ω(φ(m,n))
2σ2Z∑
n∈Ω(φ(m,n))
2σ2X +
∑
n∈Ω(φ(m,n))
2σ2Z
=
σ2X · σ2Z
σ2X + σ
2
Z
1
M
1(
N
K
) M∑
m=1
∑
Ω
∑
n∈Ω
(φ(m,n))2
(a)
=
σ2X · σ2Z
σ2X + σ
2
Z
Kµ1 (5.17)
where µ1 =
1
MN
∑M
m=1
∑N
n=1(φ(m,n))
2 and (a) follows the similar reasoning of (38)
in [118].
However, the reality is not ideal: support set Ω is unknown before taking
measurement; moreover, the same Wyner-Ziv coding scheme has to be employed
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for different choices of m and Ω. Thus, for every R, m and Ω,
EY1(m)[|Y1(m)− Ŷ1(m)|2] ≥ D∗m,Ω(R) (5.18)
Thus we get the lower bound
lim
R→∞
inf 22REΩ[EY1 [||Y1 − Ŷ1||22]] ≥
σ2X · σ2Z
σ2X + σ
2
Z
Kµ1 (5.19)
In general, the above bound is the initial analysis based on the general
distortion-rate function, i.e. it is applicable to any Wyner-Ziv coding schemes. In
the next corollary, we give a lower bound to the scheme adopted in our work.
Corollary 1. For nested lattice quantization followed by Slepian-Wolf coding
(SWC-NQ), a lower bound is given as
lim
R→∞
inf 22RD∗SWC−NQ(R) = 2pieG(ΛF )
σ2X · σ2Z
σ2X + σ
2
Z
Kµ1 (5.20)
Proof. Starting from the optimal distortion-rate function for SWC-NQ given as
(44) in [117]:
D∗m,Ω(R) = 2pieG(ΛF )σ
2
m,Ω2
−2R (5.21)
where G(ΛF ) is the normalized second moment for the one-dimensional fine lattice
ΛF , and σ
2
m,Ω is again the conditional variance σ
2
Y1(m)|Y2(m).
Using similar method as in (5.19), we deduce the lower bound for CS followed
by SWC-NQ as shown in our corollary.
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This illustrates a tight lower bound specifically for nested lattice Wyner-Ziv
coding. The bound is tighter than the general case (5.19).
5.2.4 Code Design and Simulation Results
In this subsection, reconstruction performances of different input sources have been
examined in extensive simulations, including Gaussian source, Phantom image and
Tank image. We will investigate their performances respectively.
Gaussian Source
At the beginning, we simulate the system using Gaussian sources and compare
the results with the lower bounds derived in the above subsection. Similar as in
Theorem 14, our two sources can be represented as x1 and x2 = x1+z. Meanwhile,
we have x ∼ N (0, 1) and z ∼ N (0, 0.01). x1 and x2 are first input into the CS
encoder and after compressed sensing, one goes through the Wyner-Ziv encoder
implementing nested lattices coding (NLC) and the other is left uncoded for use
as the side information. Our coding algorithm using A2 produces a clean similar
sublattice to be nested with the fine lattice A2, and is proven to have low complexity
[119].
For higher dimensions, we use nested lattice ensembles [120] to design al-
gorithms for Wyner-Ziv problem. The random lattice ensemble in [120] can be
generated as follows.
• Take some prime number p.
• Define a k × n generator matrix M , where Mi,j is uniformly distributed on
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(0, . . . , p− 1), i = 1, . . . , k; j = 1, . . . , n. This gives the values in M according
to a uniform i.i.d. distribution over Zp.
• Apply Construction A in [120] to obtain the lattice Λ′F .
After generating the lattice Λ′F , we would see that, as the n-dimensional
cubic lattice Zn can be viewed as a sublattice of the random lattice Λ′F [120], i.e.
Zn ⊂ Λ′F is a nested lattice ensemble. Hence for any dimension, various nested
lattices can be obtained by simply applying different linear transformations G to
both Zn and Λ′F . Obviously, the resultant sublattice is not necessarily similar. To
make the nested ensemble good for the Wyner-Ziv problem, the fine lattice should
be good for source coding and the coarse lattice should be good for channel coding.
Also, both the coarse lattice GZn and the fine lattice GΛ′F should be good for
quantization. To make GZn a good quantizer, G should be generator matrices
for good quantizing lattices [116], e.g. hexagonal lattice in dimension two and E8
lattice in dimension eight. And hence the shape of Λ′F should be similar to Zn, so
that the overall lattice GΛ′F can achieve good quantization performance.
Considering this criterion, we design nested lattice ensembles based on the
random generated ones. The sphere decoding algorithm described in [121] for
the quantization is utilized on the random lattices. This algorithm is recognized
as a fast approach when the dimension is not high. Nested lattices then can be
implemented for any dimension. Fig. 5.4 shows the NLC schemes using underlying
lattice with dimensions two and four.
Meanwhile, Fig. 5.4 also plots the lower bounds developed in the previous
discussion. It can be seen the bound using SWC-NQ is indeed tighter than the
one using general coding schemes. In addition, the simulation result using four-
dimensional lattice is closer to the SWC-NQ lower bound than the one using A2,
with gap less than 5 dB around rate 4 bits per symbol. This result implies our lower
bound is tight enough. It can also be concluded that our non-Gaussian input to the
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Figure 5.4: Distortion versus rate: simulation result compared to lower
bound.
Wyner-Ziv encoder is effectively processed with acceptable distortion performance
that is as good as Gaussian sources shown in [122]. With these results, next we
use the image sources as the input signals to observe their performances.
Phantom Image as Input Source
Here a simple Phantom image is adopted as the input source to investigate system
properties. Similar as in [113], JPEG coded image is used as the side information.
After CS, the data is input into the Wyner-Ziv coder using nested lattices. By using
a relatively small sample mask (15%) at the encoder side, the recovered image from
the decoder has good performance with SNR=31.1.
For the performance, a tradeoff between recovery quality and transmission
efficiency appears. In addition to the quality of the recovered image, we also hope
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to make the transmission rate as low as possible for the distributed sensors to save
energy. As a result, we would like to know the distortion-rate performance when
using nested-lattice Wyner-Ziv for the CS data. We also want to figure out, for
the whole system, what the SNR performance versus different rates is.
Our results are given in Fig. 5.5. The left and right figure illustrates the
distortion-rate and SNR-rate performance, respectively. Note in both figures, the
lines of Z1 are scalar-quantization followed by random projections given in [113].
Also given are the results using A2 and four-dimensional lattices, similar to those
in the above section using Gaussian input. It is worth noting that although both
cases consider distortion-rate, the left of Fig. 5.5 is different from Fig. 5.4 in that
the simulation for the left of Fig. 5.5 only consists of the Wyner-Ziv part and is not
followed by Slepian-Wolf coding. We simulate this to test specifically our nested
lattice coding scheme.
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Figure 5.5: Distortion/SNR versus rate using various underlying lattices for
the Phantom image.
The results in Fig. 5.5 show that at low rate, the energy-saving advantage is
compensated by performance reduction. However we are able to reduce distortion
or increase SNR by using higher-dimensional lattices provided the nested lattice
pair is carefully designed. A number of nested lattice codes are presented in [119]
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to handle different system requirements.
Tank Image as Input Source
We already studied a simple image as the input to our system with side information
as the JPEG coded image. Now we move on to a scenario closer to real-world
application. In sensor networks, distributed sensors may capture images of the
same object. The decoder is likely to process correlated images captured from
different angles or at different time, which may be achieved in two nearby sensors
or one sensor in successive time slots. Our next model simulates this behavior.
Original Side Information
Recovery, PSNR 31.3
Error
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Figure 5.6: Use image with a little difference as side information.
As seen in Fig. 5.6, we use a representative image ”tank” as the input source
(shown as ”Original”) and our conclusions drawn are applicable to other images.
The image size is 150×330 = 49500 pixels. In addition, we use another tank image
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with slight difference with the ”Original” to serve as the side information to help
the decoder reconstruct the original image. The compression rate is 20% in this
simulation. Similar to the before, the system consists of CS and Wyner-Ziv coding
to generate signals to be transmitted. Specifically we use the circulant sensing
matrix, nested-lattice Wyner-Ziv coding and apply the fast recovery algorithm
described in [69]. The recovered image gives similar PSNR performance to our
previous simulation using simpler sources like Phantom image and JPEG coded
side information.
Our next simulation compares recovery performance among three coding
schemes: the “image coding from random projection” method proposed in [113],
distributed CS followed by normal quantization and our proposed scheme, dis-
tributed CS followed by Wyner-Ziv coding. The results are shown in Fig. 5.7.
Compared to the first two methods, our’s uses circulant matrices for compressed
sensing and applies faster recovery methods; also it gives more efficient Wyner-
Ziv encoding on the CS data while maintaining low rates. Moreover, its recovery
performance is better than the other two with much smaller mean square error.
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Figure 5.7: Lena recovery performance comparison of the method proposed
in [113], normal quantization+distributed CS and DSC+distributed CS
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5.2.5 Conclusion
This section applies nested-lattice Wyner-Ziv coding to various distributed CS
scenarios. Our system can be summarized to have the following advantages: 1)
efficient Wyner-Ziv coding provides low distortion and at the same time saves en-
ergy by transmitting fewer bits; 2) The Toeplitz/circulant matrix is used as the
sensing matrix to reduce the storage space required; 3) the fast recovery algorithm
significantly shortens reconstruction time; 4) compressing data before quantization
can improve transmission capacity. Our work is an investigation into combined
distributed CS and Wyner-Ziv coding and the results showed our system can re-
cover the input image within an acceptable distortion level; and compared to prior
work, ours had good PSNR and MSE performance. Future work may be exploited
in facilitating systems to be used in wireless sensor networks.
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Chapter 6
Conclusion and Future Work
Compressed sensing, as a growing theory in signal processing, in general aims at
simultaneous sampling and compression of a signal. It refers to the basic idea that,
for certain types of signals, a small number of nonadaptive samples carry sufficient
information to approximate the signal by sampling it at its information rate. By
using CS sampling and reconstruction, one can capture and represent compressible
signals at a rate significantly below the Nyquist rate and avoid losing information.
Due to the difficulty in increasing the sampling rate, compressed sensing
attracts lots of attention and can be used in many applications. Now people from
various areas such as applied mathematics, computer science, and electrical engi-
neering work together with the same research interests in statistics, optimization,
information theory, signal processing and theoretical computer science. In conven-
tional CS, entries generated from i.i.d. random Gaussian and Bernoulli distribution
have been proven as proper sensing matrices. However, pure random entries are
difficult to implement in practice. The random measurement operator needs to be
substituted by more structured sensing architectures corresponding to the charac-
teristics of feasible acquisition hardware. This motivates people to develop sensing
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matrices which are not completely random and exhibit considerable structure.
This dissertation demonstrates several novel contributions to the structured
CS framework and their applications, especially in the incoherent sensing scheme.
6.1 Conclusion
Research in the theory of CS usually has two major components: sampling and
reconstruction. This dissertation focused on the sampling side by putting much
more emphasis on designing structured sensing matrices with realistic constraints
and conditions. Combining the models of radar signal processing and distributed
source coding, the proposed framework was applied to such two examples success-
fully to solve practical problems.
In chapter 3 and chapter 4, we introduced two novel structured CS frame-
works, followed by their theoretical performance analysis. The first framework
was called convolutional compressed sensing, which was derived from randomly
selected rows of a low coherence square matrix generated from deterministic se-
quences. In the second approach we adopted the Golay-paired Hadamard matrix
in the sensing scheme and proved its effectiveness in recovering sparse signals in the
time, frequency and DCT domain. Provided with strong structure, these matrices
were fast computable, have low-complexity implementations and are easy to be
integrated in hardware.
In chapter 5, the proposed structured matrices were examined in two prac-
tical environments: radar imaging and distributed CS. More specifically, in the
first half, FZC circulant matrices and Golay-Hadamard matrices were proved to be
efficient in recovering the radar signals sparse in the time or frequency domain; in
the second half, nested-lattice Wyner-Ziv coding was applied to various distributed
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CS scenarios, along with initial analysis of random sampling followed by quantiza-
tion. This work was an investigation and the results showed that our system could
recover the input image within an acceptable distortion level.
Finally, in the following section, we will conclude the dissertation by briefly
presenting some discussion of how to extend and apply the concepts we developed
to other related problems.
6.2 Suggestions for Future Work
This section includes initial research in communication and terahertz imaging where
the proposed sensing matrices may potentially work.
6.2.1 Communication
Problem Description
In wireless communications, the key to achieving rate compatible modulation
(RCM) with high efficiency is to provide fine-grained bit energy allocation in the
process of incremental symbol generation [123]. The desired symbol generation
process should satisfy two requirements. First, it should create a balanced bit
energy profile at small symbol steps. Second, it should reduce the demapping
ambiguity.
The first requirement can be satisfied through creating more links between
bits and symbols. The symbol values can be computed through weighted sum
operation. However, creating too many links with the same weight will make bits
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non-differentiable, and will violate the second condition. Therefore, we need to
develop a new mapping approach to achieve the requirements and give theoretical
bounds of the tradeoff between signal sparsity and SNR, for different potential
modulation schemes.
Generally speaking, this implementation can be specified as a bit to sym-
bol mapping in a communication modulation using a sparse sensing matrix. Let
{b(i)}ni=1 denote the length-n bit sequence, and {y(i)}mi=1 denote the sequence of
one-dimensional modulation symbols. For the noisy case, the mapping from a
binary sequence b(i) ∈ {0, 1} to y(i) is presented as:
y = Gb+Wn (6.1)
where G is the measurement/sensing matrix, Wn is a Gaussian random noise. A
similar framework is also described in group testing. In group testing, the sensing
matrix is binary valued matrix, defining the assignment of items to tests. The
outcome of a test is only positive or negative, depending on if the detective set
has positive members in a designated test. However in our model, the observed
y is not limited within {0, 1}, but with more flexible weights, e.g. [−10, 10] or
[−11, 11]. And the rows of G could be such as {±1×10} or {±1,±2,±4×2} [123].
The design of the weight set relates to the reduction of demapping ambiguity and
the noise level in communication channel, which is also a key task in our following
work.
Relation to Compressed Sensing
Compressive sensing (CS) is a sampling technique designed for reducing the com-
plexity of sparse data acquisition. The CS model seems exactly like the formulation
above. From a compressed sensing perspective, we can see this problem as a noisy
CS matrix design for binary codes reconstruction. Among a population of N binary
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source codes, K of the items are of interest with value 1, and others are with value
0. The goal is to construct an appropriate sensing matrix G, in accordance with
the CS model, being able to recover the original binary codes from a noisy channel
receiver, with fewer necessary measurements.
However, the problem we address has its unique characteristics. In CS, the
sensing matrix G has more flexible choices, from the traditional random Gaussian
i.i.d. matrices and Bernoulli matrices [9, 10], to structured matrices, such as Teo-
plitz/Cirluant matrix [13], to deterministic matrices, like the matrices introduced
in [17] and [16]. Basically, a sufficient condition of sensing matrices for accurate re-
covery is the Restricted Isometry Property (RIP). In addition, we have the mutual
coherence µ that describes the effectiveness of sensing operators. When it comes to
our model, the same formulation shares the different mathematical assumptions.
In RCM, the entries of G have merely limited choices. More efforts need to be
made in this field, especially with regard to the balance of the established CS prop-
erty and the pursuit of demapping ambiguity. Due to the above characteristics, we
conjecture that structured matrices may be useful in such a scenario as potential
codes. Future work will be addressed in how it works and we will try to estimate
their performances 1.
6.2.2 Terahertz Imaging
The theory of compressed sensing had potentially powerful implications for the
design of optical imaging devices right after it emerged in 2006. In the early
work, the most well known imaging device using CS techniques is the “single pixel
camera” developed by M. Duarte, et al. [60], in which the device used a set of
random masks to acquire the projection measurements. With similar configuration,
W. Chan [63] and H. Shen [124]. adopted the mask model to enable high-speed
1This work was partially discussed in the technique report [5].
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Figure 6.1: Block diagram of a compressed terahertz imaging system using a
spin disk [124].
image acquisition in single-pixel terahertz imaging systems. In [63], in order to
obtain 200 or 400 measurements, the author used a set of four hundred random
patterns printed on standard printed-circuit boards (PCBs) as masks, which were
made of 1/16-thick FR4 fiber-glass material with a layer of copper of thickness
34.1 µm. While in [124], a single-point terahertz detector together with a set of
40 optimized two-dimensional binary masks, was used to measure the terahertz
waveforms transmitted through a sample. Terahertz time- and frequency-domain
images of the samples comprising 20× 20 pixels were subsequently reconstructed.
Later, experimental physicists are passionate to design novel masks for ter-
ahertz imaging systems, such as Toeplitz binary mask [125] and single rotating
mask [64]. More specifically, random block Toeplitz matrix was implemented as
a spin disk used to modulate the terahertz beam in [64], and terahertz images
were subsequently reconstructed successfully from the measured terahertz signals.
Fig. 6.1 from [64] shows an early implementation diagram of a spin disk based
compressed terahertz imaging system. This structure of the mask reminds us to
exploit the advantages of our proposed matrices in such a framework. In the ini-
tial experiment, we use the Orthogonal symmetric Toeplitz matrices (OSTM) as a
mask and simulate the measurement and reconstruction process on a letter “T”.
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Figure 6.2: Simulation result comparison of reconstructing letter “T” with
50%, 66.7%, 83.3%, 100% measurements. 1-4 illustrate the real data from
experiment using random binary mask. The simulation reconstructions using
OSTM masks are shown in 5-8. The original raw data are obtained from
physical experiment.
The result is shown in Fig. 6.2. The simulation performance reveals that compared
to the real experimental data, OSTM provides a better recovery when we receive
enough measurements, say more than 50%, leading to a higher degree of robustness
and immunity to interferences. The effectiveness of the structured mask will to be
verified by physical experiment in future research.
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