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Liang and Zeger introduced a class of estimating equations that gives consistent
estimates of regression parameters and of their variances in the class of generalized
linear models for longitudinal data. When the response variable in such models is
subject to overdispersion, the oerdispersion parameter does not only influence the
marginal variance, it may also influence the mean of the response variable. In such
cases, the overdispersion parameter plays a significant role in the estimation of the
regression parameters. This raises the necessity for a joint estimation of the regres-
sion, as well as overdispersion parameters, in order to describe the marginal expec-
tation of the outcome variable as a function of the covariates. To correct for the
effect of overdispersion, we, therefore, exploit a general class of joint estimating
equations for the regression and overdispersion parameters. This is done, first,
under the working assumption that the observations for a subject are independent
and then under the general condition that the observations are correlated. In
the former case, both score and quasi-score estimating equations are developed.
The score equations are obtained from the marginal likelihood of the data, and the
quasi-score equations are derived by exploiting the first two moments of the
marginal distribution. This quasi-score equations approach requires a weight
matrix, usually referred to as the pseudo-covariance weight matrix, which we
construct under the assumption that the observations for a subject (or in a cluster)
are independent. In the later case when observations are correlated, quasi-score
estimating equations are developed in the manner similar to that of the inde-
pendence case but the pseudo-covariance weight matrix is constructed from a suitable
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working covariance matrix of the longitudinal observations, the joint distribution of
the observations being unknown. Asymptotic theory is provided for the general
class of joint estimators for the regression and overdispersion parameters. The
asymptotic distributional results are also applied to develop suitable chi-square test
for testing for the regression of the overdispersed data.  1996 Academic Press, Inc.
1. Introduction
Longitudinal data comprise a set of multivariate response yi=
( yi1 , ..., yij , ..., yit)T, for the ith (i=1, ..., n) cluster, together with a t_p
matrix Xi=(xi1 , ..., xij , ..., xit)T of covariates associated with each response
yi . Usually the jth outcome of the ith cluster, yij , and the p_1 vector of
covariates, xij , are observed at times j=1, ..., t for clusters i=1, ..., n. For
a given j, when [ yij , i=1, ..., n] represent count data or data in the form
of proportions, routinely they are analyzed under a Poisson assumption in
the former case and under a binomial assumption in the later case. The
data of these types often exhibit overdispersion. For the case when n=1,
recently Zeger [14] analyzed the overdispersed count data in the case when
the mean of the response variable is not affected by the overdispersion
parameter of the data. Among other things, Zeger has demonstrated that
the overdispersion parameter does not play any significant role in the
estimation of the regression parameter, ; (say). This conclusion regarding
the effect of the overdispersion, however, will not hold for the situations
where the first moment of yij is a function of ; as well as the overdisper-
sion parameter { (say). For example, we refer to the logit binary case
(cf. Section 5), where the mean of the response variable is shown to be
affected by the overdispersion {. In such cases, one should take the over-
dispersion factor into account to make inferences about the regression
parameters.
Recently, Zhao and Prentice [16] (see also Zhao and Prentice [7]) have
analyzed correlated binary data under a quadratic exponential model. They
obtained the consistent estimates of the parameters in the mean and
covariance vectors of multivariate binary responses by exploiting a class of
joint estimating equations for the parameters involved. For a more general
response vector (discrete or continuous), similar joint estimating equations
have been exploited by Prentice and Zhao [10] for the estimation of the
parameters in means and covariances. Liang, Zeger, and Qaqish [7, p. 9]
referred to the joint estimating equations introduced by Zhao and Prentice
[6] as GEE2 (generalized estimating equations of second order) and
exploited them for simultaneous estimation of the regression and associa-
tion parameters of a multivariate regression model for categorical data.
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Observe that in the GEE2 considered by these authors, the covariance
matrix of the response vector yi is affected by the regresson parameter vec-
tor ; as well as certain association parameters, but the mean vector of yi
is a function of ; only. In contrast to this, under the present overdispersed
longitudinal model, both the mean vector and the covariance matrix of the
response vector yi are affected by ; as well as overdispersion parameter {,
the association or correlation parameters being nuisance parameters. Con-
sequently, in order to obtained estimates of the regression parameters ;,
we, in the present article, exploit a general class of joint estimating equa-
tions, which is similar to but different from the class of GEE2 introduced
by Zhao and Prentice [16]. The joint estimating equations for the regres-
sion and overdispersion parameters are solved, first under the working
assumption that the elements of yi=( yi1 , ..., yij , ..., yit)T are independent
and then under the general condition that the elements of yi are correlated
but their joint distribution is not known. With respect to their marginal
distributions, we assumed that Yij ( j=1, ..., t) has the ``overdispersed''
exponential distribution form as in Dean [3, Eq. (3)]. Note, however, that
Dean did not consider the longitudinal data. More specifically, in our nota-
tion, Dean [3] has dealt with the case t=1, with emphasis on hypothesis
testing problems. In the present article, we deal with the joint estimation of
regression and overdispersion parameters and also develop test criterions
for testing regression andor overdispersion. Thus our result may be
regarded either as extensions of Liang and Zeger's [6] methods for cluster
correlated data to the case of overdispersion in the longitudinal data or as
extensions of Dean's [3] results for independent observations to the case
of cluster correlated observations.
The specific plan of the paper is as follows. In Section 2 we present the
model. In Section 3, we first provide the joint score estimates for the
regression and overdispersion parameters and derive an asymptotic score
test for the regression, under the working independence assumption that
the observations for a subject are independent. In the same section, we then
exploit a general class of joint estimating equations for the regression and
overdispersion parameters, under the same working independence assump-
tion, and construct a chi-square test for testing the regression parameters.
The test for overdispersion may be similarly constructed. Between the
two tests, the likelihood-based score test is more powerful but this test
appears to be computationally more cumbersome than the test based
on the joint estimating equations. In Section 4, we consider the general
case and provide the joint estimating equations for the regression and
overdispersion parameters, under the condition that the observations
in the cluster are correlated. Asymptotic tests are also discussed. An
example is considered in Section 5 to illustrate the estimation and test
procedures.
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2. The Probability Model
Let yi=( yi1 , ..., yij , ..., yit)T be the t_p matrix of covariate values for
the ith (i=1, ..., n) subject (or cluster). We assume that for given %*ij , Yij
has the exponential family model with probability density function
(p.d.f.)
f ( yij | %*ij )=exp[a(%ij*) yij&g(%ij*)+c( yij)] (2.1)
(cf. Dean [3]), where %ij*'s are continuous independent random variates
with
E(%ij*)=%ij=h('ij), 'ij=xTij ;,
var(%ij*)={b(%ij)>0,
; being the p_1 vector of regression parameters. In the limit as {  0, the
probability model (2.1) reduces to the usual exponential family model with
probability density function
f ( yij ; %ij)=exp[a(%ij) yij&g(%ij)+c( yij)]. (2.2)
The data generated by the model (2.1) have larger dispersion than the data
generated by the model (2.2), and the magnitude of { in (2.1) is an
indicator of such overdispersion in the data. For example, the usual extra-
Poisson outcome yij has mean %ij and variance %ij+{%2ij , %ij being the mean
and variance of the Poisson outcome. Here { is a scalar factor, {%2ij being
the magnitude of overdispersion. Note that, unlike the Poisson case, there
are many situations where the overdispersion { may also affect the mean of
the outcome variable. Further, although in theory { can take any value on
the interval (0, ), in real life problems { is, however, very small, {  0
being an indication that the data are not overdispersed. If { is thought
to be random, it would be reasonable, for example, to assume that {
follows the beta distribution in the range 0 to 1. Consequently, it is
assumed in the present paper that the overdispersion index parameter {
satisfies the restriction 0{<1. It will also be assumed that :rj=
E(%ij*&%ij)r is of order o({) for r3. Then by expanding f ( yij | %ij*) in (2.1)
about %ij and taking expectation over the distribution of %ij*, one obtains
the p.d.f. of Yij as
h*( yij ; %ij)= f ( yij ; %ij) _1+{b(%ij)2 D2( yij ; %ij)& , (2.3)
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where
D2( yij ; %ij)=[a$(%ij)]2[ yij&m1(%ij)]2+a"(%ij)[ yij&g"(%ij)a"(%ij)],
with m1(%ij)=g$(%ij)a$(%ij), where $ denotes the first differentiation with
respect to %ij . Further, although in the present approach, we do not specify
the joint distribution of Yi1 , ..., Yij , ..., Yit , we write the t_t ``working''
covariance matrix 7i of Yi=(Yi1 , ..., Yij , ..., Yit)T as
7i=V12i R(:) V
12
i , (2.4)
where R(:) is referred to as a ``working'' correlation matrix of Yi , and
Vi=diag[M2(%i1 , {), ..., M2(%ij , {), ..., M2(%it , {)], M2(%ij , {) being the
variance of Yij which will be computed based on the p.d.f. in (2.3). Note
that 7i in (2.4) will be equal to cov(Yi) if R(:) is indeed the true correla-
tion matrix.
3. Independence Estimating Equations Approach
In this section, we develop two types of estimators ; LI , ; QLI and {^LI ,
{^QLI for ; and {, respectively, which arise under the working assumption
that the observations of a subject (or in a cluster) are independent of one
another. The estimators ; LI and {^LI , represent the joint likelihood
estimates of ; and {, respectively, derived under the independence working
assumption R(:)=It in (2.4). Similarly, ; QLI and {^QLI represent the joint
quasi-likelihood estimators of ; and {, respectively, under the working
assumption of independence. The estimation of ; and { is followed by the
likelihood and quasi-likelihood-based asymptotic tests for regression, in the
presence of overdispersion.
3.1. Likelihood Estimating Equation Approach
Under the working independence assumption, that is, when yi1 , ...,
yij , ..., yit are assumed to be independent, although in reality they may not
be so, the log of the likelihood function of %11 , %12 , ..., %1t , %21 , ..., %2t , ...,
%ij , ..., %nt , and { is written as
:
n
i=1
:
t
j=1
[[a(%ij) yij&g(%ij)+c( yij)]+log[1+{b(%ij) D2( yij ; %ij)2]], (3.1)
where D2( yij ; %ij) is defined in (2.3). For the truely independent data, this
likelihood function was used by Dean [3] to develop a score test for
testing {=0 for j=1. Our objective now is to estimate ; and { jointly by
exploiting the likelihood given in (3.1) and further develop a score test for
94 SUTRADHAR AND PRABHAKAR RAO
F
ile
:6
83
J
15
78
06
.B
y:
B
V
.D
at
e:
12
:0
2:
96
.T
im
e:
16
:2
2
L
O
P
8M
.V
8.
0.
P
ag
e
01
:0
1
C
od
es
:
27
46
Si
gn
s:
12
84
.L
en
gt
h:
45
pi
c
0
pt
s,
19
0
m
m
; in the presence of overdispersion. The score equations obtained from
(3.1) for ; and { are given by
:
n
i=1
X Ti 2i Ai*(Si*+Ui)=0, (3.2)
:
n
i=1
Pi*({, ;)=0, (3.3)
where Ai*=diag[a$(%i1), ..., a$(%it)], Si*=(si1 , ..., sij , ..., sit)T, Ui=(ui1 , ...,
uij , ..., uit)T, and Pi*({, ;)= 12 ( pi1 , ..., pij , ..., pit)
T, with
sij= yij&m1(%ij),
uij={[a$(%ij)[2+b(%ij) {D2(%ij)]]&1
_[b$(%ij) D2(%ij)+b(%ij) D$2(%ij)],
and
pij=b(%ij) D2(%ij)[1+b(%ij) D2(%ij){2]&1,
where D2(%ij) is the abbreviated notation for D2( yij ; %ij) in (2.3), and
D$2(%ij) is the first derivative of D2(%ij) with respect to %ij . The formula for
D$2(%ij) is
D$2(%ij)=2a$(%ij) a"(%ij)[ yij&m1(%ij)]2
&2[a$(%ij)]2 m$1(%ij)[ yij&m1(%ij)]
+a$$$(%ij)[ yij&g$$$(%ij)a$$$(%ij)]. (3.4)
Let ; LI and {^LI be the solutions of the score equations (3.2) and (3.3) for
; and {, respectively. After some lengthy algebra, we then obtain the
asymptotic distributions of ; LI and {^LI as in the following theorem.
Theorem 3.1. The estimator [ ; TLI , {^LI]
T of [ ;T, {]T is consistent and
n12[( ; LI&;)T, ({^LI&{)]T is asymptotically multivariate Gaussian as
n   with zero mean and the covariance matrix VLI given by
VLI= lim
n  
n[H1*( ;, {)]&1 H2*( ;, {)[H1*( ;, {)]&1, (3.5)
where
H1*( ;, {)=_S*11( ;, {) S*12( ;, {)S*21( ;, {) S*22( ;, {)& , H2*( ;, {)=_
D*11 D*12
D*21 D*22& , (3.6)
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with
S*11( ;, {)= :
n
i=1
XTi Zi*Xi : p_p, S*12( ;, {)= :
n
i=1
XTi 2iAi*Vi* : p_t,
S*21( ;, {)=[S*12( ;, {)]T : t_p, S*22( ;, {)= :
n
i=1
Pi* : t_t,
where
Zi*=diag[zi1(%i1), ..., zij(%ij), ..., zit(%it)],
Vi*=diag[vi1*$(%i1), ..., vij*$(%ij), ..., vit*$(%it)],
and
Pi*=(14) diag[ p2i1 , ..., p
2
ij , ..., p
2
it],
the pij's being given following (3.3). Suppressing the dependence on %ij , the
( j, j )th ( j=1, ..., t) elements of the diagonal matrices Zi* and Vi* are written
as
zij=[a$vij[h$('ij)]&1 h"('ij)+a$v$ijh$('ij)+a"] h$('ij)
and
vij*$=2[b$D2+bD$2](a$)&1[2+{bD2]&2,
respectively, with vij=sij+uij , uij={Nij Dij , where, by (3.2),
Nij=b$D2+bD$2 , Dij=a$[2+b{D2],
yielding
v$ij={D&2ij [DijN $ij&NijD$ij]&m$1 ,
and where D2 and D$2 are given by (2.3) and (3.4), respectively, and N $ij , D$ij ,
and D"2 are computed as
N $ij=b"D2+2b$D$2+b$d2",
D$ij=[a$b$D2+a$bD$2+a"bD2] {j+2a",
D2"=2(a$m$1)2+aIV( yij&gIVaIV)
&2( yij&m1)[(a$)2m1"+4a$a"m$1]
+2[(a")2+a$a"]( yij&m1)2.
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The distinct components of the H2*( ;, {) matrix in (3.6) are given, for
convenience, in Lemmas 3.1A, 3.2A and 3.3A in the Appendix.
Based on the results of Lemmas 3.1A, 3.2A, and 3.3A, it is easily seen
that the estimation of the elements of the ( p+t)_( p+t) covariance
matrix VLI in Theorem 3.1 requires the estimates of the joint moments
+jk(r, s) up to order r+s8. The forms of the joint moments of Yij and Yik
are not known in the present setup. Alternately, the covariance matrix VLI
in (3.5) may be consistently estimated by
V LI=[H1*( ; LI , {^LI)]&1 H *2LI[H1*( ; LI , {^LI)]&1, (3.7)
where
H *2LI=\D *11 D *12D *22+ ,
with
D *11= :
n
i=1
XTi 2i Ai*(Si*+Ui)(Si*+Ui)
TAi*2iXi | ; LI , {^LI ,
D *12= :
n
i=1
XTi 2i Ai*(Si*+Ui) P
T
i | ; LI , {^LI ,
and
D *22= :
n
i=1
PiPTi | ; LI , {^LI .
3.1.1. Asymptotic /2 Test for Regression. It follows from Theorem 3.1
that the marginal distribution of n12( ; LI&;) is asymptotically multi-
variate Gaussian as n   with zero mean and the p_p covariance matrix
VLI; , which may be consistently estimated by
V LI;=[S11**( ; LI , {^LI) D *11S11**( ; LI , {^LI)
+2S12**( ; LI , {^LI) D *21 S11**( ; LI , {^LI)
+S12**( ; LI , {^LI) D *22 S21**( ; LI , {^LI)], (3.8)
where
H1*&1( ;, {)=_S11**( ;, {) S12**( ;, {)S21**( ;, {) S22**( ;, {)& ,
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and D *11 , D *12 , and D *22 are the distinct components of H *2LI matrix given
in (3.7). Consequently, the regression parameter ; may be tested by using
the test statistic
W*( ; LI , {^LI)=( ; LI&;)T V &1LI;( ; LI&;) (3.9)
which has, under the null hypothesis, asymptotically (as n  ) /2 dis-
tribution with p degrees of freedom.
Observe that the test given in (3.9) is the familar Wald test, which is
known to be asymptotically optimal.
3.2. Quasi-Likelihood Approach
Let M1(%i , {)=[M1(%i1 , {), ..., M1(%ij , {), ..., M1(%it , {)]T, and M2(%i , {)
=[M2(%i1 , {), ..., M2(%ij , {), ..., M2(%it , {)]T, where for all j=1, ..., t,
M1(%ij , {) and M2(%ij , {) are the mean and variance of Yij , respectively.
For the case when M2(%ij , {) contains the overdispersion parameter { but
M1(%ij , {) is independent of {, the quasilikelihood estimator ; QLI , as
discussed by McCullagh [8] (see also Wedderburn [2], McCullagh and
Nelder [9]) is the root of the equation
:
n
i=1
[M1(%i , {)]T
;
V&1i ( yi&M1(%i , {))=0. (3.10)
where { is assumed to be a nuisance parameter and Vi is the t_t diagonal
matrix as given in (2.4). The quasilikelihood estimator is consistent,
asymptotically Gaussian, and optimal in an extended GaussMarkov sense
(McCullagh [8]). This approach is also robust in that consistent inferences
about ; can be made given only that E(Yi)=M1(%i , {), whether or not
Vi=var(Yi). In the present setup, however, the mean may also be influ-
enced by the overdispersion parameter {. This is because, by computing the
integral  yijh*( yij ; %ij) dyij , h*( } ) being the p.d.f. of Yij in the mixed model
(2.3), it can be easily shown that
M1(%ij , {)=m1+
b{
2
[(a$)2[m3+m1m2]+a"m2&m1[ g"&m1a"]], (3.11)
with
m1=g$a$, m2=[ g"&a"m1](a$)2,
m3=&(a$)&3[3a$a"m2+a$$$m1&g$$$],
where, for example, m1 , a$, g$, and b are used for the functions m1(%ij),
a$(%ij), g$(%ij), and b(%ij), respectively, by suppressing their dependence on
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%ij . The variance of Yij also contains {, which is obvious. After some
algebra, the computation of the integral  y2ij h*( yij ; %ij) dyij yields
M2(%ij , {)=+2(%ij , {)&M21(%ij , {), (3.12)
where
+2(%ij , {)=(m2+m21)+
b{
2
[(a$)2[m4+2m1m3+m21m2]
+a"[m3+3m1 m2+m31]& g"(m2+m
2
1)], (3.13)
with
m4=&(a$)&4[6(a$)2[a"m3+(a"m1&g") m2]
+3[(a")2+(a"m1&g")2]
+4a$a$$$m2+aIVm1&gIV].
As shown in (3.11), since the mean of Yij is a function of both ; and {
parameters, the quasilikelihood estimate of ; obtained by solving the
estimating equation
:
n
i=1
[m1(%i , {=0)]T
;
V&1i ( yi&M1(%i , {=0))=0
is not consistent for ;. As a remedy we develop suitable estimating
equations for ; and { as follows and solve them simultaneously to obtain
consistent estimates for both parameters.
Let #=(;T, {)T. If, similar to Liang and Zeger [6], only the mean func-
tion of Yi is exploited, then one obtains the estimating equation for # as
:
n
i=1
[M1(%i , {)]T
#
V&1i ( yi&M1(%i , {))=0, (3.14)
where Vi and M1(%i , {) are as in (3.10). In the present setup, however, the
variance function also contains ; and {. In fact, the variance function of Yi
would provide more information than the mean function about the over-
dispersion parameter {. Consequently, similar to Joreskog [5] (see also
Browne [1]), one may minimize a fit function and obtain the estimating
equation for # as
:
n
i=1
[M2(%i , {)]T
#
0i*&1(u^i*&M2(%i , {))=0, (3.15)
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where ui*=[( yi1&M1(%i1 , {))2, ..., ( yit&M1(%it , {))2] so that E(Ui*)=
M2(%i , {), and 0i* is a t_t suitable weight matrix not necessarily the
covariance matrix of u^i*. Since the mean function M1(%ij , {) also contains
; and {, one cannot obtain u^i* which makes it impossible to construct
the estimating equations (3.15) for the purpose of estimating ; and {. To
overcome this problem, one may, similar to Liang, Zeger, and Qaqish
[7, p. 9], exploit E(Yij) and E(Y 2ij) for all j=1, ..., t, to construct the
estimating equation for ; and {. Let y2i =( y
2
i1 , ..., y
2
ij , ..., y
2
it) and
ui=[yTi , ( y
2
i )
T]T. Also let +2(%i , {)=[+2(%i1 , {), ..., +2(%it , {)]T, where for
j=1, ..., t, +2(%ij , {)=E(Y2ij) is given in (3.13). Since both E(Yij)=
M1(%ij , {) and +2(%ij , {) contain ; and {, we obtain the estimate of
#=( ;T, {)T parameter by solving the joint quasi-likelihood estimating
equations
:
n
i=1
[+*(%i , {)]T
#
Wi*&1(ui&+*(%i , {))=0, (3.16)
where +*(%i , {)=[MT1 (%i , {), +
T
2 (%i , {)]
T is the 2t_1 vector and Wi* is a
suitable 2t_2t weight matrix, not necessarily the covariance matrix of Ui .
Note that since the estimating equations in (3.16) are constructed based
on the first and second empirical moments of the data as in Liang, Zeger,
and Qaqish [7] (see also Zhao and Prentice [16], Prentice and Zhao
[10]), they (3.16) are similar to those of the estimating equations in Liang,
Zeger, and Qaqish, which they call GEE2. The consistency of the estimator
of # derived from the joint estimating equations (3.16), however, depends
on the correct specification of both E(Yij) and E(Y 2ij) for j=1, ..., t;
i=1, ..., n. Here, each of E(Yij) and E(Y 2ij) is a function of both parameters
; and {. This may be contrasted with the GEE2 in Liang, Zeger, and
Qaqish [7], where E(Y 2ij) depends on both ; and certain association
parameters, but E(Yij) depends on ; only. Consequently, for the over-
dispersed longitudinal model, the derivative of the expected moments
[+*(%i , {)]T# is not a lower triangular matrix as it is in GEE2 con-
sidered by Liang, Zeger, and Qaqish. We take this factor into account and
obtain the consistent estimates of ; and { and their asymptotic variances,
as in the following.
Under the working independence model, we consider Wi* matrix as the
covariance matrix of Ui . Partition Wi* as
Wi*=_ ViW Ti
Wi
0i& , (3.17)
where Vi is the diagonal variance matrix of Yi given as in (3.10),
0i=diag[M4(%i1 , {), ..., M4(%ij , {), ..., M4(%it , {)], where for j=1, ..., t,
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M4(%ij , {) is the variance of Y 2ij . In (3.17), Wi is also a diagonal matrix.
This is because under the working independence assumption
cov(Y 2i , Yj)=0 for all i{ j. Let Wi=diag[M3(%i1 , {), ..., M3(%ij , {), ...,
M3(%it , {)], where for j=1, ..., {, M3(%ij , {)=E[Y 2ij (Yij&M1(%ij , {))].
Note that the computation of the moments M3(%ij , {) and M4(%ij , {)
requires the solutions of the integrals  y3ij h*( yij , %ij) dyij and  y
4
ijh*( yij , %ij)
dyij , where h*( yij , %ij) is the modified p.d.f. of the outcome variables given
by (2.3). These two integrals may be solved in a straightforward manner as
in (3.13) but they require lengthy algebra.
Since the selection of the weight matrix does not affect the consistency of
the estimates of #=[;T, {]T, we, for simplicity, propose to use an alter-
native weight matrix Wi*, which is computed by treating Vi in (3.10) as
though it was the covariance matrix of a normal vector yi (see also
Prentice and Zhao [0]). After some algebra it can be shown under this
normal theory assumption that for j=1, ..., t the jth diagonal elements of
the Wi and 0i matrices are, respectively, given by 2M1(%ij , {) M2(%ij , {) and
2M2(%ij , {)[M2(%ij , {)+2M21(%ij , {)], yielding the weight matrix Wi*. Next,
after the derivatives of +*(%i , {) with respect to ; and {, the estimating
equations (3.16) reduce to
:
n
i=1 \
Pi
Bi
Qi
Ci+\
Vi
W Ti
Wi
0i+
&1
(ui&+*(%i , {))=0, (3.18)
where
Pi=X Ti 2iAi : p_t, Qi=X
T
i 2iAi*: p_t,
Bi=[M $1(%i1 , {; {), ..., M $1(%it , {; {)]: 1_t
and
Ci=[+$2(%i1 , {; {), ..., +$2(%ij , {; {), ..., +$2(%it , {; {)]: 1_t,
with
Ai=diag[M $1(%i1 , {; %i1), ..., M $1(%ij , {; %ij), ..., M $1(%it , {, {)],
2i=diag[%i1'i1 , ..., %ij 'ij , ..., %it 'it],
Ai*=diag[+$2(%i1 , {; %i1), ..., +$2(%ij , {; %ij), ..., +$2(%it , {; {)].
For j=1, ..., t, the jth elements of Bi and Ci vectors are, respectively,
given by
M $1(%ij , {; {)=
b
2
[(a$)2[m3+m1m2]+a"m2&m1[ g"&m1a"]]
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and
+$2(%ij , {; {)=
b
2
[(a$)2[m4+2m1 m3+m21m2]+a"[m3+3m1 m
2
2+m
3
1]
&g"(m2+m21)].
Further, the jth diagonal elements of the Ai and Ai* matrices are respec-
tively given by
M$1(%ij , {; %ij)=m$1+
b{
2
[(a$)2[m$3+m1m$2+m$1 m2]
+2a$a"[m3+m1m2]
+a"m$2+a$$$m2&m1[g$$$&m1 a$$$&m$1 a"]
&m$1[ g"&m1 a"]]+
{b$
2
[(a$)2[m3+m1m2]
+a"m2&m1[g"&m1a"]]
and
+$2(%ij , {; {)=(m$2+2m1m$1)+
b{
2
[(a$)2[m$4+2m1m$3+2m$1m3
+m21m$2+2m1m$1m2]+2a$a"[m4+2m1m3+m
2
1m2]
+a"[m$3+3m$1 m2+3m1m$2+3m1m$2+3m21 m$1]
+a$$$[m3+3m1 m2+m31]&g"[m$2+2m1m$1]
&g$$$(m2+m21)]
+
b${
2
[(a$)2[m4+2m1m3+m21m2]
+a"[m3+3m1 m2+m31]
&g"(m2+m21)],
where m$1 , m$2 , m$3 , and m$4 are the first derivatives of m1 , m2 , m3 , and m4 ,
respectively, with respect to %ij .
We now solve the estimating equations in (3.18) and obtain the
joint estimates ; QLI and {^QLI for ; and {, respectively. To compute
#^QLI=[; TQLI , {^QLI]
T, an iterative weighted least squares procedure can be
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used as in the case of quasilikelihood with independent data. The
parameter estimates at the (h+1)th iteration, #^ (h+1)QLI , are given by
#^ (h+1)QLI =_ :
n
i=1 \
Pi
Bi
Qi
Ci+\
Vi
WTi
Wi
0i+
&1
\PiBi
Qi
Ci+
T
&
&1
__ :
n
i=1 \
Pi
Bi
Qi
Ci+\
Vi
WTi
Wi
0i+
&1
_\\PiBi
Qi
Ci+ #+(ui&+*(%i , {))+& , (3.19)
where the right-hand side is evaluated using #^ (h)QLI for #.
3.2.1. Asymptotic Distribution of ; QLI and {^QLI . Under mild regularity
conditions, the asymptotic distribution of ; QLI and {^QLI are given in the
following theorem.
Theorem 3.2. The estimators ; QLI and {^QLI are consistent for ; and {,
respectively, and - n [(; QLI&;)T, ({^QLI&{)T]T is asymptotically multi-
variate Gaussian as n   with zero mean vector and covariance matrix G
given by
G= lim
n   _ :
n
i=1 \
Pi
Bi
Qi
Ci+\
Vi
WTi
Wi
0i+&1\
Pi
Bi
Qi
Ci+
T
&
&1
__ :
n
i=1 \
Pi
Bi
Qi
Ci+\
Vi
WTi
Wi
0i+
&1
_cov(Ui) \ ViWTi
Wi
0i+
&1
\PiBi
Qi
Ci+
T
&
__ :
n
i=1 \
Pi
Bi
Qi
Ci+\
Vi
WTi
Wi
0i+
&1
\PiBi
Qi
Ci+
T
&
&1
. (3.20)
Proof. The theorem follows from the form of the estimating equations
for ; and { given by (3.18). K
3.2.2. Asymptotic /2 Test for Regression. It follows from Theorem 3.2
that the marginal distribution of - n (; QLI&;) is asymptotically normal as
n   with zero mean and covariance matrix VQLI; given by
VQLI;= lim
n  
n[H11 D11H11+2H12D21H11+H12D22H21], (3.21)
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where H11=S&111 +S
&1
11 S12S
&1
22 } 1S21S
&1
11 , H21=&S
&1
22 } 1S21S
&1
11 , H12=H
T
21 ,
and H22=S22 } 1 with S22 } 1=S22&S21 S&111 S12 , and where
S11=PiL11PTi +2PiL12Q
T
i +QiL22Q
T
i
S12=Pi(L11 BTi +L12C
T
i )+Qi(L21B
T
i +C
T
i ), S21=S
T
12
and
S22=BiL11BTi +2BiL12C
T
i +CiL22C
T
i
with
\ ViWTi
Wi
0i+
&1
=\L11 L12L21 L22+ .
Also in (3.21)
D11=(PiL11+QiL21) var(Yi)(PiL11+QiL21)T
+2(PiL12+Qi L22) cov(Yi , Y 2i )(PiL11+Qi L21)
T
+(PiL12+QiL22) var(Y 2i )(PiL12+Qi L22)
T
D12=(PiL11+QiL21) var(Yi)(BiL11+CiL21)T
+(PiL12+QiL22) cov(Yi , Y2i )(BiL11+CiL21)
T
+(PiL11+QiL21) cov(Yi , Y 2i )(BiL12+CiL22)
T
+(PiL12+QiL22) var(Y 2i )(BiL12+Ci L22)
T
D21=DT12 ,
and
D22=(BiL11+CiL21) var(Yi)(BiL11+CiL21)T
+2(BiL12+Ci L22) cov(Yi , Y 2i )(BiL11+CiL21)
T
+(Bi L12+QiL22) var(Y 2i )(Bi L12+Ci L22)
T.
The covariance matrix VQLI; in (3.21) can be consistently estimated
by V QLI; , where V QLI; is obtained from VQLI; by replacing cov(Yi),
cov(Yi , Y2i ), and cov(Y
2
i ) with yi y
T
i , yi( y
2
i )
T, and y2i ( y
2
i )
T, and then
evaluating all the matrices at ;=; QLI and {={^QLI .
It then follows that the regression parameter ; may be tested by using
the test statistic
W(; QLI , {^QLI)=(; QLI&;)T V &1QLI;(; QLI&;) (3.22)
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which has asymptotically (as n  ) /2 distribution with p degrees of
freedom.
One may similarly obtain a /2 test for testing the overdispersion
parameter.
Note that between the W( } ) test in (3.22) and the likelihood based
W*( } ) test in (3.9), the likelihood based test will be more powerful than
the W( } ) test. The W( } ) test, however, has the advantage that it has an
asymptotically valid chi-square distribution, and unlike the likelihood based
W*( } ) test, it has an immediate generalization to the case when observations
under a subject are correlated. This generalization is discussed in Section 4.
Further note that ; QLI obtained in Section 3.2 will be less efficient than
the ; LI obtained in Section 3.1, as the later estimate is derived by exploiting
the likelihood of the data, whereas the former estimate is obtained by using
the joint moments of the data up to order 8. For certain pilot values of ;
and {, say ;0 and {0 , respectively, the asymptotic relative efficiency of ; QLI
may be obtained by comparing its covariance matrix
VQLI;= lim
n  
n[H11 D11H11+2H12D21H11+H12D22H21],
given in (3.21), with the covariance matrix of ; LI ,
VLI;=[S*11(;0 , {0) D*11S11**(;0 , {0)
+2S12**(;0 , {0) D*21S11**( ;0 , {0)
+S12**(;0 , {0) D*22 S*21(;0 , {0)],
given in (3.8). Observe that the computation of D*11 , D*21 , and D*22 in VLI;
requires the joint moments of the data up to order 8, whereas D11 , D21 ,
and D22 in VQLI; require the joint moments up to order 4.
Next, similar to Zhao, Prentice, and Self [18, p. 809] (see also Liang
and Zeger [6]), one may also compute the loss of efficiency due to mis-
specification of the joint moments of the response up to a suitable order.
Unlike Zhao, Prentice, and Self, in the present setup, however, we consider
the misspecification of the joint moments of the responses up to order 4.
This is because H11 , H12 , and H21 involved in the expression of VQLI; are
functions of the weight matrices with elements containing joint moments of
the responses up to order 4.
4. Generalized Estimating Equations Approach
In this section, we extend the independence estimating equations
approach discussed in Section 3.2 to the case of generalized estimating
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equations which take the correlations of the observations yi1 , ..., yit into
account for all i=1, ..., n.
Let R(:) be a t_t symmetric matrix which fulfills the requirement of
being a correlation matrix, and let : be a d_1 vector which fully charac-
terizes R(:). The R(:) matrix is referred to as a ``working'' correlation
matrix. Then
7i=V12i R(:) V
12
i (4.1)
will be equal to cov(Yi) if R(:) is indeed the true correlation matrix. In
(4.1), Vi is the same diagonal matrix as in (2.4), the ( j, j )th diagonal
element ( j=1, ..., t) of Vi being the variance of Yij .
The estimating equations for ; and { under the working independence
assumption was given in (3.16). In a similar manner, we may now write the
generalized estimating equations for #=(;T, {)T as
:
n
i=1
[+*(%i , {)]T
#
7i*&1(ui&+*(%i , {))=0, (4.2)
where the weight matrix 7i* is different than that of Wi* in (3.16). Since
ui=( yTi , ( y
2
i )
T)T: 2t_1, the weight matrix 7i* in the present case may be
constructed as follows. Let
7i*=\7iRTi
Ri
9i+ , (4.3)
where 7i is the covariance matrix of Yi under the general setup, as given
in (4.1). For Ri we use cov(Yi , (Y 2i )
T) and for 9i we use var(Y 2i ) and find
these covariance matrices by treating Yi as a normal vector with mean
M1(%i) and covariance matrix 7i . Let 7i=(_ijj $), where _ijj $ denotes the
( j, j $)th element of the 7i=V12i R(:) V
12
i matrix given in (4.1). Denote by
rijj $ the ( j, j $)th element of the Ri matrix for j, j $=1, ..., t. Then it can be
shown that
rijj $=2M1(%ij $ , {) _ijj $ . (4.4)
Similarly, one obtains the ( j, j $)th element of 9i as
ijj $=[_ijj_ijj $+2_2ijj $]+4M1(%ij , {) M1(%ij $ , {) _ijj $
+_ijj[M21(%ij $ , {)&+2(%ij $ , {)]+_ijj $[M
2(%ij , {)&+2(%ij , {)]
+[M21(%ij , {)&+2(%ij , {)][M
2
1(%ij $ , {)&+2(%ij $ , {)], (4.5)
where M1(%ij , {) and +2(%ij , {) are defined in (3.11) and (3.13), respectively.
We now solve the generalized estimating equations (4.2) for #=(;T, {)T.
The method of solution is quite similar to that which was used for solving
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Eqs. (3.18). Note that the correlation parameters : in the R(:) matrix was
assumed to be known. But, in practice : is rarely known. In such cases, we
solve the estimating equations (4.2) by replacing : with :^, where :^ is
assumed to be a - n-consistent estimater of : when ; and { are known. Let
; G and {^G be the solutions for ; and {, respectively. These estimates are
consistent for their population counterpart.
Further, the joint distribution of ; G and {^G may be obtained following
Theorem 3.2 by replacing the weight matrix
\ ViWTi
Wi
0i+ with \
7i
RTi
Ri
9i+ .
Similarly one may obtain the marginal distributions of ; G and {^G following
(3.21). More specifically, let
\7iRTi
Ri
9i+
&1
=\L*11L*21
L*12
L*22+ : 2t_2t.
Then asymptotically (as n  ), the marginal distribution of - n (; G&;)
is normal with zero mean and covariance matrix VG; given by
VG;= lim
n  
n[H*11D*11H*11+2H*12D*21H*11+H*12 D*22H*21], (4.6)
where H*11 , H*12 , H*21 , D*11 , D*21 , and D*22 are obtained by using L*11 , L*12 ,
L*21 , and L*22 for L11 , L12 , L21 , and L22 in H11 , H12 , H21 , D11 , D21 , and
D22 , respectively. Consequently, one may develop asymptotic chi-square
tests for ; and {.
5. Overdispersed Binary Logistic Longitudinal ModelAn Example
Let Yij be a binary random variable, such that given the covariate values
XTij =(xij1 , ..., xijp), Yij will be either 1 or 0. Then the logistic regression
model subject to extra-variation assumes that
Pr(Yij=1 | XTij , zij)=?ij*=[1+exp(&x
T
ij ;&zij)]
&1,
where zij are the i.i.d. variates with E(Zij)=0 and var(Zij)={ (say) (cf.
Williams [13], Dean [3]). Consequently, by (2.3), the inconditional prob-
ability is given by
Pr(Yij=1 | X Tij )=?ij
=_?ij* {1+{2 ?ij*(1&?ij*)(1&2?ij*)=& zij=0. (5.1)
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Further, assume that the observations for the ith subject or cluster are
serially correlated. Let , denote the dependence parameter defined by the
first-order autocorrelation. Then
Corr(Yij , Yij $ | X Tij )=,
| j& j $| (1 j, j $t). (5.2)
The correlated binary logit model (5.1)(5.2) represents a nonstationary
binary series. If it is assumed that XTij =X
T
i} for all j=1, ..., t, then the
binary series becomes stationary. In what follows, we consider Yij
( j=1, ..., t; i=1, ..., n) be stationary binary series such that
corr(Yij , Yi, j&1 | X Ti} )=,. (5.3)
It then follows that
E(Yij | Yi, j&1 , X Ti} )=?i+,(Yi, j&1&?i), (5.4)
where ?i=?i*[1+({2) ?i*(1?i*)(12?i*)], with ?i*=(1+exp(X Ti} ;)]
1
and where , may be viewed as the only nonunit eigenvalue of the one-step
transition matrix whose elements are
?i, 00=(1&?i)+,?i , ?i, 01=?i(1&,),
?i, 10=(1&?i)(1&,), ?i, 11=?i+,(1&?i),
with the restriction max[&(1&?i)?i , &?i(1&?i)],1 (cf. Zeger,
Liang, and Self [14]).
In (5.4) ?i is the unconditional mean of Yij for all j=1, ..., t. Since ?i
contains both ; as well as {, the solution of the quasilikelihood estimating
equations
:
n
i=1
[1t ?i*]T
;
V&1i ( yi&1t?i*)=0
does not lead to consistent estimate for ;. As a remedy we solve the
generalized estimating equations in (4.2) which yield the consistent
estimates for ; and {.
Under the stationary binary model, the generalized estimating equation
(4.2) reduces to
:
n
i=1 \
ai XTi
bi1Tt
ai*X Ti
ci1Tt +\
7i
RTi
Ri
9i+
&1
\ yi&1t?iy2i &1t+2+=0, (5.5)
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where
+2=(m2+m21)+
{
2
[m4+2m1m3&m22]
ai=m2+
{
2
[m4&2m22&m1m2]
ai*=(m2+2m1m2)+
{
2
[m2+m3&6m2m3+2m1(m4&3m22)]
bi=
1
2
m3
and
ci= 12[(m4+2m1m3&m
2
2]
with
m1=?i*
m2=?i*? i*
m3=?i*? i*(1&2?i*)
m4=?i*? i*(1&6?i*? i*)+3?i*
2? i*
2
,
where ? i*=1&?i*. Also in (5.5) 7i=(_ijj $), where _ijj $=(1&,2)&1
, | j& j $|(+2&?2i ) for j, j $=1, ..., t. Further, the matrices Ri and 9i are com-
puted following (4.3) based on the elements of 7i .
Note that the correlation parameter , is estimated assuming that ; and
{ are given. First, a suitable estimate of , may be obtained from the ith
subject by solving the quadratic equation (cf. Singh and Sutradhar [11])
a*,2+b*,+c*=0, where
a*=yi, ++?i(1&?i), c*=&[?2i yi, ++&?i(2yi, 11+ yi, 10+yi, 01)+yi, 11],
b*=2?2i yi, ++&?i( yi, +++2yi, 11+ yi, 10+yi, 01)+( yi, 11+yi, 10+yi, 01),
with [ yi, hh$ : h, h$=0, 1] as the one-step transition counts from state h to h$
and yi, ++=1h, h$ yi, hh$ . Then , , the esimate of ,, is obtained by taking the
simple average of n , 's from n subjectsclusters.
The estimates ; G and {^G obtained from (5.5) are consistent for ; and {,
respectively. Next, one may use the estimates of ; and { to compute the
p_p V G; matrix given by (4.6) to construct the chi-square statistic
W**(; G , {^G)=(; G&;) V &1G; (; G&;)
for testing the regression parameter ;. The test statistic W**( } ) has,
asymptotically (as n  ), /2 distribution with p degrees of freedom.
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Appendix
Lemma 3.1A. By using the scare equations (3.2), the p_p matrix D*11 in
(3.6) may be expressed as
D*11= :
n
i=1
X Ti 2iAi*E[(Si*+Ui)(Si*+Ui)
T] Ai*2i Xi , (A.1)
where the ( j, k)th ( j, k=1, ..., t) element of the t_t matrix
E[(Si*+Ui)(Si*+Ui)T] is
E[SijSTik+SijU
T
ik+Uij S
T
ik+UijU
T
ik], (A.2)
the formulas for each of these four components of (A.2) are being given in
Lemmas 3.1.1A, 3.1.2A, 3.1.3A, and 3.1.4A, respectively.
Lemma 3.1.1A. Let E(Yij&m1(%ij))r (Yik&m1(%ik))s=+jk(r, s) exists for
some suitable finite r and s, where m1=g$a$. Then the first component of
(A.2) is given by +jk(1, 1).
Proof. The proof of the lemma is obvious, since sij= yij&m1 and
sik= yik&m1 . K
Lemma 3.1.2A. The expectation, E(SijUTik) is given by
{
a$(%ik)
[ f1(%ik) +jk, R1+ f2(%ik) +jk, R2+ f3(%ik) +jk, R3],
where
f1(%ik)=b$(%ik)(a$(%ik))2+2b(%ik) a$(%ik) a"(%ik),
f2(%ik)=a"(%ik) b$(%ik)[m1(%ik)&g"(%ik)a"(%ik)]
+b(%ik) a$$$(%ik)[m1(%ik)&g$$$(%ik)a$$$(%ik)],
f3(%ik)=b$(%ik) a"(%ik)&b(%ik)[2m$1(%ik)(a$(%ik))2&a$$$(%ik)],
+jk, R1=mk(1)mk*(1)&$jk(1, 1)[mk*(1)]
2
+mk(1) $k*(2)[m1*(1)]3,
+jk, R2=&$*jk(1, 1)[mk*(1)]
2,
and
+jk, R3=+jk(1, 1)mk*(1)&$jk**(1, 1)[mk*(1)]
2
++jk(1, 1) $k*(2)[mk*(1)]3,
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with
mk(1)=+jk(1, 2),
mk*(1)=2+{b(%ik) E(D2(%ik))
=2+{b(%ik)[(a$(%ik))2 +jk(0, 2)+a"(%ik) m1(%ik)&g"(%ik)],
$k*(2)=+*kk(D2)&[+k*(D2)]2,
$jk(1, 1)=b(%ik) {[[a$(%ik)]2 +jk(1, 4)+a"(%ik) +jk(1, 3)
+[a"(%ik) m1(%ik)&g"(%ik)] +jk(1, 2)]
&{b(%ik) +k*(D2) +jk(1, 2),
and where
+k*(D2)=E(D2(%ik)),
+*kk(D2)={2b2(%ik) var(D2(%ik))
={2b2(%ik)[[a$(%ik)]4 +jk(0, 4)
+[a"(%ik)]2 +jk(0, 2)+[a"(%ik) m1(%ik)&g"(%ik)]2
+2[a"(%ik)]3 +jk(0, 3)
+2[a$(%ik)]2 [a"(%ik) m1(%ik)&y"(%ik)] +jk(0, 2),
and $*jk(1, 1), and $jk**(1, 1) are obtained from $jk(1, 1) by replacing +jk(1, r)
with +jk(1, r&2), and +jk(1, r&1), respectively, for r=2, 3, 4.
Proof. Since sij=yij&m1(%ij) and uik={[a$(%ik]&1[b$(%ik) D2(%ik)+
b(%ik) D$2(%ik)][2+b(%ik) {D2(%ik)] by (3.3), E(SijUTik) may be expressed
as
f1(%ik) E[Sjk, 1Sk, 2]+ f2(%ik) E[Sjk, 3 Sk, 2]+ f3(%ik) E[Sjk, 4 Sk, 2],
where
Sjk, 1=[yij&m1(%ij)][yik&m1(%ik)]2,
Sk, 2=2+b(%ik) {D2(%ik),
Sjk, 3=[yij&m1(%ij)],
and
Sjk, 4=[ yij&m1(%ij)][yik&m1(%ik)].
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Next, by using the approximate mean of the ratio of two correlated
variables, for example,
E[Sjk, 1Sk, 2]&
E[Sjk, 1]
E[Sk, 2]
&
cov(Sjk, 1 , Sk, 2)
[E(Sk, 2)]2
+
E[Sjk, 1] var(Sk, 2)
[E(Sk, 2)]3
one obtains the lemma after lengthy algebra. K
Lemma 3.1.3A. The expectation E(UijSTik), may be derived from Lemma
3.1.2A by replacing j with k and vice versa.
Next, we evaluate
E(UijUTik)=
{2
a$(%ij a$(%ik)
[b$(%ij) b$(%ik) E[D2(%ij) D2(%ik) S&1j, 2 S
&1
k, 2 ]
+b$(%ij) b(%ik) E[D2(%ij) D$2(%ik) S&1j, 2 S
&1
k, 2 ]
+b(%ij) b$(%ik) E[D$2(%ij) D2(%ik) S&1j, 2 S
&1
k, 2 ]
+b(%ij) b(%ik) E[D$2(%ij) D$2(%ik) S&1j, 2 S
&1
k, 2 ]], (A.3)
where Sj, 2=2+b(%ij) {D2(%ij). Denote these for expectations in (A.3) by
E1 , E2 , E3 , and E4 , respectively.
The following lemma provides the results for E1 . The outline for the
computation of other expectations is given later.
Lemma 3.1.4.A. Let a1( j )=[a$(%ij)]2, b1( j )=&a"(%ij), c1( j )=a"(%ij)
[ g"(%ij)a"(%ij)&m1(%ij)], d1( j )=2{b(%ij) a1( j), d2( j )=2{b(%ij) b1( j ), and
d3( j )=2{b(%ij) c1( j ). Also let
l1=a1( j ) a1(k), l2=a1( j ) b1(k), l3=a1( j) c1(k),
l4=b1( j ) a1(k), l5=b1( j ) b1(k), l6=b1( j) c1(k),
l7=c1( j ) a1(k), l8=c1( j ) b1(k), l9=c1( j ) c1(k).
Further, let S1=D2(%ij) D2(%ik), S2=Sj, 2 Sk, 2 . Then the expectation E1 is
approximated by
E1&E(S1)E(S2)&[E(S1 S2)&E(S1) E(S2)][E(S2)]2
+E(S1)[E(S22)&[E(S2)]
2][E(S2)]3, (A.4)
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where
E(S1)=l1 +jk(2, 2)+l2+jk(2, 1)+l3 +jk(2, 0)
+l4 +jk(1, 2)+l5 +jk(1, 1)+l6 +jk(1, 0)
+l7 +jk(0, 2)+l8 +jk(0, 1)+l9 ,
E(S2)=2{b(%ij)[a1( j) +jk(2, 0)+b1( j ) +jk(1, 0)+c1( j )]
+2{b(%ik)[a1(k) +jk(0, 2)+b1(k) +jk(0, 1)+c1(k)]
+{2E(S1)+4,
+jk(r, s) being given by
+jk(r, s)=E[(Yij&m1(%ij))r (Yik&m1(%ik))s,
as in Lemma 3.1.1A. Writing
S1=L1+L2 , S2=U1*+U2*,
where
L1=l3( yij&m1(%ij))2+l6( yij&m1(%ij)+l7( yik&m1(%ik))2
+l8( yik&m1(%ik)),
L2=l1( yij&m1(%ik))2( yik&m1(%ik))2+l2( yij&m1(%ij))2 ( yik&m1(%ik))
+l4( yij&m1(%ij))( yik&m1(%ik))2+l5( yij&m1(%ij))( yik&m1(%ik))
+l9 ,
U1*=d1( j )[ yij&m1(%ij)]2+d2( j )( yij&m1(%ij))
+d1(k)( yik&m1(%ik))2+d2(k)[ yik&m1(%ik)],
and
U2*=d3( j )+d3(k)+{2S1+4,
the remaining expectations, E(S1 S2) and E(S22) in (A.4) may be computed as
E(S1S2)=E[L1U1*+L1U2*+L2U1*+L2U2*],
=E[L1U1*+L1[d3( j )+d3(k)+4+{2(L1+L2)]
+L2U1*+L2[d3( j )+d3(k)+4+{2(L1+L2)]]
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=E(L1U1*)+[d3( j )+d3(k)+4] E(L1)+{2[E(L21)
+E(L1L2)]+E(L2U1*)+[d3( j )+d3(k)+4] E(L2)
+{2[E(L1L2)+E(L22)] (A.5)
and
E(S22)=E[U1*
2+2U1*U2*+U2*2]
=E(U1*2)
+2[[d3( j )+d3(k)+4] E(U1*)+{2[E(L1U1*)+E(L2 U1*)]]
+[d3( j )+d3(k)+4]2+2{2(d3( j )+d3(k)+4) E(L1+L2)
+{4[EL21+2EL1L2+EL
2
2]. (A.6)
The formulas for E(L1), E(L2), E(U1*), E(L21), E(L
2
2), E(U1*
2), E(L1L2),
E(L1 U1*), and E(L2U1*) are given below immediately after the proof of the
lemma.
Proof. The evaluation of E(UijUTik) requires the evaluation of the
expectations E1 , E2 , E3 , and E4 in (A.3). The first expectation, E1 , is given
by
E1=E[D2(%ij) D2(%ik) S&1j, 2 S
&1
k, 2 ],
=E[S1S2],
which can be approximated by (A.4). Now by expressing D2(%ij) in (2.3)
as
D2(%ij)=a1( j )[yij&m1(%ij)]2+b1( j )[yij&m1(%ij)]+c1( j ),
one obtains
S1=l1[ yij&m1(%ij)]2 [yik&m1(%ik)]2
+l2[yij&m1(%ij)]2[yik&m1(%ik)]
+l3[yij&m1(%ij)]2+l4[yij&m1(%ij)][ yik&m1(%ik)]2
+l5[yij&m1(%ij)][yik&m1(%ik)]+l6[yij&m1(%ij)]
+l7[yik&m1(%ik)]2+l8[ yik&m1(%ik)]+l9 ,
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where lh's (h=1, ..., 9) are also given in the lemma. Similarly, from the
relationship S2=Sj, 2Sk, 2=[2+b(%ij) {D2(%ij)][2+b(%ik) {D2(%ik)] we
obtain
S2=d1( j )[yij&m1(%ij)]2+d2( j )[yij&m1(%ij)]
+d1(k)[yik&m1(%ik)]2+d2(k)[yik&m1(%ik)]
+[d3( j )+d3(k)+4]+{2S1.
The lemma now follows from the expression for S1 and S2 . K
Next using the definitions of L1 , L2 , and U1* given in the lemma, it
directly follows that
E(L1)=l3 +jk(2, 0)+l6 +jk(1, 0)+l7 +jk(0, 2)+l8 +jk(0, 1),
E(L2)=l1 +jk(2, 2)+l2 +jk(2, 1)+l4 +jk(1, 2)+l5 +jk(1, 1)+l9 ,
and
E(U1*)=d1( j) +jk(2, 0)+d2( j ) +jk(1, 0)
+d1(k) +jk(2, 2)+d2(k) +jk(0, 1).
Also, it follows that
E(L21)=l
2
3 +jk(4, 0)+2l3 l7 +jk(2, 2)+l
2
7 +jk(0, 4)
+2l3 l6 +jk(3, 0)+2l3 l8 +jk(2, 1)+2l6 l7 +jk(1, 2)
+2l7 l8 +jk(0, 3)+l 26 +jk(2, 0)+2l6 l8 +jk(1, 1)
+l 28 +jk(0, 2),
E(L22)=l
2
1 +jk(4, 4)+2l1 l2 +jk(4, 3)+2l1 l4 +jk(3, 4)
+l 22 +jk(4, 2)+2(l1 l5+l2 l4) +jk(3, 3)
+l 24 +jk(2, 4)+2l2 l5 +jk(3, 2)+2l4 l5 +jk(2, 3)
+(l 25 +2l1 l9) +jk(2, 2)+2l2 l9 +jk(2, 1)
+2l4 l9 +jk(1, 2)+2l5 l9 +jk(1, 1)+l 29 ,
and
E(U1*2)=d 21( j ) +jk(4, 0)+2d1( j ) d1(k) +jk(2, 2)
+d 21(k) +jk(0, 4)+2d1( j ) d2( j ) +jk(3, 0)
+2d1( j ) d2(k) +jk(2, 1)+2d2( j ) d1(k) +jk(1, 2)
+2d1(k) d2(k) +jk(0, 3)+d 22( j ) +jk(2, 0)
+2d2( j ) d2(k) +jk(1, 1)+d 22(k) +jk(0, 2).
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Further, multiplying L2 by L1 and taking direct expectation, one obtains
E(L1L2)=l1 l3 +jk(4, 2)+l1 l7 +jk(2, 4)+l2 l3 ujk(4, 1)
+(l3 l4+l1 l6) +jk(3, 2)+(l2 l7+l1 l8) +jk(2, 3)
+l4 l7 +jk(1, 4)+(l3 l5+l2 l6) +jk(3, 1)
+(l2 l8+l4 l6) +jk(2, 2)+(l4 l8+l5 l7) +jk(1, 3)
+l5 l6 +jk(2, 1)+l5 l8 +jk(1, 2)+l3 l9 +jk(2, 0)
+l7 l9 +jk(0, 2)+l6 l9 +jk(1, 0)+l8 l9 +jk(0, 1).
Similarly, we obtain
E(L1 U1*)=l3d1( j ) +jk(4, 0)+[l3d1(k)+l7d1( j )+l7d1(k)] +jk(2, 2)
+[l3d2( j )+l6d1( j )] +jk(3, 0)+[l3d2(k)+l8d1( j )]
_+jk(2, 1)+[l6d1(k)+l7d2( j )] +jk(1, 2)
+[l7d2(k)+l8d1(k)] +jk(0, 3)+l6d2( j ) +jk(2, 0)
+[l6d2(k)+l8d2( j )] +jk(1, 1)+l8 d2(k) +jk(0, 2),
and
E(L2U1*)=l1d1( j ) +jk(4, 2)+l1d1(k) +jk(2, 4)
+l2d1( j ) +jk(4, 1)+[l1 d2( j )+l4d1( j )] +jk(3, 2)
+[l1 d2(k)+l2d1(k)] +jk(2, 3)+l4 d1(k) +jk(1, 4)
+[l2 d2( j )+l5d1( j )] +jk(3, 1)+[l2d2(k)+l4d2( j )] +jk(2, 2)
+[l4 d2(k)+l5d1(k)] +jk(1, 3)+l5 d2( j ) +jk(2, 1)
+l5d2(k) +jk(1, 2)+l9 d1( j ) +jk(2, 0)
+l9d1(k) +jk(0, 2)+l9 l6 +jk(1, 0)+l9 l8 +jk(0, 1).
The computations to E2=E[D2(%ij) D$2(%ik) S&1j, 2 S
&1
k, 2 ] in (A.3) is quite
similar to that of E1 . In this case, we frst express D$2(%ik) as
D$2(%ik)=a2(k)( yik&m1(%ik))2+b2(k)( yik&m1(%ik))+c2(k), (A.7)
where
a2(k)=2a$(%ik) a"(%ik),
b2(k)=a$$$(%ik)&2m$1(%ik)[a$(%ik)]2,
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and
c2(k)=a$$$(%ik) m1(%ik)&g$$$(%ik).
Analogous to lh's (h=1, ..., 9) in Lemma 3.1.4A, now define qh for
h=1, ..., 9 as
q1=a1( j) a2(k), q2=a1( j ) b2(k), q3=a1( j ) c2(k),
q4=b1( j) a2(k), q5=b1( j ) b2(k), q6=b1( j ) c2(k),
q7=c1( j) a2(k), q8=c1( j ) b2(k), q9=c1( j ) c2(k).
The computation of E2 then follows from E1 by replacing lh with qh for
h=1, ..., 9. Next, E3 is computed from E2 by replacing j with k and vice
versa.
In order to compute E4 , we first write the formula for S1 by replacing
lh with rh for h=1, ..., 9, where
r1=a2( j ) a2(k), r2=a2( j ) b2(k), r3=a2( j ) c2(k),
r4=b2( j ) a2(k), r5=b2( j ) b2(k), r6=b2( j ) c2(k),
r7=c2( j) a2(k), r8=c2( j ) b2(k), r9=c2( j ) c2(k).
Since the formula for S2 in E4 is the same as in E1 , E4 may be computed
from E1 simply by replacing lh with rh for h=1, ..., 9.
Lemma 3.2A. Based on the score equations (3.2)(3.3), the p_t matrix
D*12 in (3.6) has the form
D*12= :
n
i=1
XTi 2iAi*E[(Si*+Ui) P
T
i ], (A.8)
where the ( j, k)th ( j, k=1, ..., t) element of the t_t matrix E[(Si*+Ui) PTi ]
is given by
E[SijPik+Uij Pik], (A.9)
which reduces to
2b(%ik) E[[Yij&m1(%ij)] D2(%ij) S&1k, 2 ]
+2{b(%ik)[a$(%ij)]&1 b$(%ij)]&1 b$(%ij) E[D2(%ij) D2(%ik) S&1j, 2 S
&1
k, 2 ]
+2{b(%ik) b(%ij)[a$(%ij)]&1 E[D$2(%ij) D2(%ik) S&1j, 2 S
&1
k, 2 ], (A.10)
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the last two expectations being E1 and E3 defined in (A.3). Further, the first
expectation in (A.10) yields
E[[Yij&m1(%ij)] D2(%ij) S&1k, 2 ]
=[a$(%ik)]2 +jk,R2+a"(%ik)[m1(%ik)&g"(%ik)a"(%ik)] +jk, R2
+a"(%ik) +jk, R3 ,
where +jk, R1 , ujk, R2 , and +jk,R3 are given in Lemma 3.1.2A.
Lemma 3.3A. Based on the score equations (3.2)(3.3), the t_t matrix
D*22 in (3.6) has the form
D*22= :
n
i=1
E(PiPTi ),
where the ( j, k)th element of the t_t matrix E(Pi PTi ) is given by
E(Pij PTik)=4b(%ij) b(%ik) E[D2(%ij) D2(%ik) S
&1
j, 2 S
&1
k, 2 ],
with E[ } ]=E1 as in (A.3).
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