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Lista dei simboli
Simbolo Signiﬁcato
K Campo
K× Elementi invertibili di K
R Anello associativo
A K-algebra associativa
K〈X〉 K-algebra associativa libera generata dall'insieme X
MR R-modulo destro
RM R-modulo sinistro
I(X) Ideale bilatero generato dall'insieme X
xR Ideale destro generato dall'elemento x
Rx Ideale sinistro generato dall'elemento x
spanK(X) Sottospazio generato dall'insieme X
Rann(x) { r ∈ R | rx = 0 }
annR(x) { r ∈ R | xr = 0 }
ker(f) Nucleo di f
L (A) Insieme degli ideali bilateri di A
Lgr(A) Insieme degli ideali graduati di A
End(V ) Insieme degli endomorﬁsmi di V
Hom(R,S) Insieme degli omomorﬁsmi tra R ed S
P(X) Insieme della parti di X
Soc(R) Zoccolo di R
J(R) Radicale di Jacobson di R
N { 1, 2, 3, . . . }
Z { . . . ,−3,−2,−1, 0, 1, 2, 3, . . . }
Z+ { 0, 1, 2, 3, . . . }
E Grafo
E0 Insieme dei vertici di E
E1 Insieme dei lati di E
(E1)∗
{
e∗
∣∣ e ∈ E1 }
s(e) Vertice iniziale del lato e
r(e) Vertice ﬁnale del lato e
Ê Grafo esteso
`(µ) Lunghezza di µ
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E/H Grafo quoziente rispetto all'insieme H
E/(H,S) Grafo quoziente rispetto alla coppia (H,S)
Path(E) Insieme dei cammini di E
Reg(E) Insieme dei vertici regolari di E
Sink(E) Insieme dei vertici sink di E
Inf(E) Insieme dei vertici inﬁnite emitter di E
H Chiusura satura ereditari dell'insieme H
H
S
Chiusura satura ereditaria dell'insieme H rispetto all'insieme S
HE Insieme degli insiemi di vertici saturi ed ereditari
BH Insieme dei vertici di rottura di un insieme ereditario H
KE Path algebra di E
LK(E) Leavitt path algebra di E a coeﬃcienti K
CK(E) Cohn path algebra di E a coeﬃcienti in K
CXK (E) Cohn path algebra di E a coeﬃcienti in K relativa all'insieme X
deg(x) Grado di x
gdeg(x) Grado fantasma di x
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Introduzione
Le Leavitt path algebre sono strutture algebriche introdotte nel 2004 da
Ara, Moreno e Pardo, e contemporaneamente da Gene Abrams e Aranda
Pino. Esse sono delle algebre costruite a partire da un campo K e un grafo
orientato.
La loro storia si collega ai lavori di G. W. Leavitt degli anni ′60, dove
tentava di capire il fallimento della proprietà IBN (Invariant Basis Number)
in un anello arbitrario. Un anello R possiede la proprietà IBN se per ogni
coppia di interi positivi m 6= m′, gli R-moduli sinistri liberi RRm ed RRm′
non sono isomorﬁ. L'anello Z dei numeri interi, campi, anelli di divisione,
anelli di polinomi a coeﬃcienti in un campo sono tutti esempi di anelli con la
proprietà IBN. Un esempio classico di anello senza proprietà IBN è l'anello
degli endomorﬁsmi di uno spazio vettoriale su un campo K e di dimensione
inﬁnita.
Leavitt pose la seguente domanda: dati due interi positivi m < n, esiste
un anello R tale che gli R-moduli sinistri liberi RRm ed RRn sono isomorﬁ,
dove l'intero m è il più piccolo intero positivo per cui RRm ∼= RRj per un
qualche j 6= m, e l'intero n è il più piccolo intero positivo per cui RRm ∼=
RR
n? La risposta che diede Leavitt è aﬀermativa. In particolare, per ogni
coppia di interi positivi (m,n) e campo K egli costruì una K-algebra, detta
algebra di Leavitt di tipo (m,n) e indicata con LK(m,n), con le proprietà
richieste.
Le Leavitt path algebre costituiscono una generalizzazione delle algebre
di Leavitt di tipo (1, n), con n ≥ 2.
In questa tesi ci concentriamo sullo studio degli ideali bilateri di una
Leavitt path algebra. In particolare, nel Capitolo 1 introduciamo la nozio-
ne di Leavitt path algebra e studiamo le sue proprietà. Nella Sezione 2.1
richiamiamo alcune nozioni basilari e la terminologia sui graﬁ orientati, la
proprietà IBN e le Path algebre, delle strutture algebriche, che come le Lea-
vitt path algebre vengono associate a un grafo e a un campo. Nella Sezione
1.2 deﬁniamo la Leavitt path algebra LK(E) di un grafo E a coeﬃcienti
in un campo K, diamo una descrizione dei suoi generatori come K-spazio
vettoriale, e veriﬁchiamo come in generale le Leavitt path algebre non sia-
no algebre unitarie, ma algebre con unità locali. Inoltre, riportiamo alcuni
esempi osservando come le Leavitt path algebre costruite a partire da certi
7
graﬁ siano algebre già incontrate come le algebre di matrici, l'algebra dei
polinomi di Laurent e le algebre di Leavitt di tipo (1, n). Nella Sezione 1.3
introduciamo la Cohn path algebra CXK (E) di un grafo E a coeﬃcienti in un
campo K rispetto ad un insieme di vertici X, che si ottiene con una modiﬁca
naturale della deﬁnizione di Leavitt path algebra. In realtà, queste algebre
risultano delle Leavitt path algebre associate a un grafo costruito a partire
da E. Il capitolo si conclude con la Sezione 1.4, in cui ci proponiamo di
studiare le Leavitt path algebre costruite a partire da graﬁ inﬁniti. A tale
scopo facciamo uso del linguaggio della Teoria delle Categorie, con il van-
taggio di poter scrivere una Leavitt path algebra di un grafo inﬁnito come
limite diretto di Leavitt path algebre di graﬁ ﬁniti.
Nel Capitolo 2 inizia lo studio degli ideali di una Leavitt path algebra,
in particolare ci soﬀermiamo sugli ideali graduati. Nella Sezione 2.1 dato
un grafo E diamo la deﬁnizione di ciclo, e introduciamo gli insiemi di ver-
tici di E saturi ed ereditari. Queste nozioni risultano fondamentali per la
descrizione dei generatori di ideali graduati e non. Nella Sezione 2.2 intro-
duciamo la struttura di algebra Z-graduata di una Leavitt path algebra e
indaghiamo alcune proprietà generali sugli ideali graduati. Nella Sezione 2.3
trattiamo un risultato che torna molto utile in vari contesti: il Teorema di
Riduzione 2.3.7. Le conseguenze principali di questo teorema sono i Teoremi
di Unicità 2.3.11 e 2.3.12, ogni Leavitt path algebra è un anello semiprimo, il
radicale di Jacobson di una Leavitt path algebra è nullo, e algebre di matrici
a coeﬃcienti in una Leavitt path algebra sono ancora Leavitt path algebre
di opportuni graﬁ. Nella Sezione 2.4 descriviamo i generatori di un ideale
graduato e l'algebra quoziente di una Leavitt path algebra con un ideale
graduato, che risulta essere ancora una Levaitt path algebra. Nella Sezio-
ne 2.5 dimostriamo il Teorema di Struttura degli Ideali Graduati 2.5.9, che
ci permette di descrivere completamente il reticolo degli ideali graduati di
una Leavitt path algebra LK(E) in termini di insiemi di vertici del grafo
E. A seguito di questo teorema possiamo classiﬁcare le Leavitt path algebre
graduate semplici, graduate noetheriane e graduate artiniane in base alle ca-
ratteristiche del grafo. Nella Sezione 2.6 diamo una descrizione dello zoccolo
di una Leavitt path algebra LK(E) come ideale bilatero generato da degli
opportuni vertici di E. In particolare, lo zoccolo risulta un ideale graduato.
La sezione si conclude con il Teorema della Dimensione Finita 2.6.19, che
classiﬁca le Leavitt path algebre di dimensione ﬁnita in base alla geometria
del grafo di partenza.
Nel Capitolo 3 proseguiamo lo studio degli ideali bilateri di una Leavitt
path algebra. L'obiettivo della Sezione 3.1 è quello di descrivere i generatori
di un ideale bilatero. Nella Sezione 3.2 dimostriamo il Teorema di Struttura
degli Ideali Bilateri 3.2.5, che fornisce una descrizione completa del reticolo
degli ideali bilateri di una Leavitt path algebra LK(E) in termini di insiemi
di vertici e di cicli di E. Nella Sezione 3.3 classiﬁchiamo le Leavitt path
algebre semplici, artiniane e noetheriane in base alle proprietà del grafo di
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partenza. Il capitolo si conclude con la Sezione 3.4 dove presentiamo il Prin-
cipio di Dicotomia 3.4.13 il Principio di Tricotomia 3.4.15, che speciﬁcano
come si suddividono le Leavitt path algebre semplici e le Leavitt path algebre
graduate semplici.
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Capitolo 1
Deﬁnizioni ed esempi
In questo capitolo introdurremmo la nozione di Leavitt path algebra as-
sociata a un grafo e a un campo. Ne studieremo le principali proprietà e
mostreremo alcuni esempi signiﬁcativi.
1.1 Deﬁnizioni preliminari
Graﬁ. Per poter parlare di Leavitt path algebre abbiamo bisogno della
nozione di grafo. I graﬁ che consideriamo sono graﬁ orientati, ovvero i lati
che congiungono i vertici sono orientati. Più precisamente:
Deﬁnizione 1.1.1. Un grafo E è una quaterna (E0, E1, s, r), dove E0 ed
E1 sono due insiemi qualsiasi, r e s sono due funzioni da E1 in E0. Gli
elementi di E0 vengono chiamati vertici del grafo, mentre gli elementi di E1
vengono chiamati lati del grafo. Dato un lato e ∈ E1, i vertici s(e), r(e),
rappresentano rispettivamente il vertice di partenza e di arrivo del lato e. Se
le cardinalità degli insiemi E0 ed E1 sono ﬁnite allora grafo è detto ﬁnito.
Un grafo E è detto row-ﬁnite se l'insieme s−1(v) dei lati che partono
dal vertice v è ﬁnito per ogni vertice v ∈ E0. Un vertice v è detto sink,
se s−1(v) = ∅, mentre è detto source, se r−1(v) = ∅, ovvero se v non è il
vertice ﬁnale di alcun lato. Un vertice che è sink e source è detto isolato. Un
vertice v è detto inﬁnite emitter, se s−1(v) è inﬁnito. Se un vertice è sink
oppure inﬁnite emitter, diremo che il vertice è singolare, altrimenti diremo
che è regolare. In altre parole v ∈ E0 è un vertice regolare se il numero di
lati che parte da v è ﬁnito e strettamente positivo:
0 < |s−1(v)| <∞.
Indicheremo con Reg(E) l'insieme dei vertici regolari di un grafo E; con
Inf(E) l'insieme dei vertici inﬁnite emitter; con Sink(E) l'insieme dei vertici
sink.
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Un cammino µ in E è una sequenza ﬁnita di lati e1, e2, . . . , en, tali che
r(ei) = s(ei+1) per i = 1, . . . , n−1. Deﬁniamo s(µ) := s(e1) il vertice iniziale
del cammino e r(µ) := r(en) il vertice ﬁnale. I vertici
Vµ := { s(ei), r(en) | i = 1, . . . , n } = { s(e1), r(ei) | i = 1, . . . , n }
sono detti vertici del cammino. Inoltre diremo che un vertice v appartiene
al cammino µ se v appartiene all'insieme Vµ.
Per lunghezza di un cammino intendiamo il numero di lati da cui è forma-
to, e verrà indicata con `(µ). I vertici possono essere pensati come cammini
di lunghezza 0, dove s(v) = r(v) = v per ogni vertice v ∈ E0. Denoteremo
con En l'insieme dei cammini di lunghezza n. Di conseguenza l'insieme di
tutti i cammini nel grafo E è l'insieme:
Path(E) =
⋃
n≥0
En.
Diamo alcuni esempi di graﬁ che utilizzeremo in seguito.
Esempio 1.1.2. Per ogni n ∈ N. Indichiamo con An il grafo:
•v1 e1 // •v2 e2 // •v3 e3 // · · · en−2 // •vn−1 en−1 // •vn .
Il grafo An ha n vertici e n− 1 lati.
Esempio 1.1.3. Sia n ∈ N. Indichiamo con Rn la rosa con n petali :
•v e1ffQQEE33
((  
en
ss .
Il grafo Rn ha un solo vertice e n loops.
Esempio 1.1.4. Indichiamo con ET il grafo di Toeplitz :
•ue 88
f // •v .
Esempio 1.1.5. Sia n ∈ N. Indichiamo con Dn il grafo:
•v
e1
$$**//44
en−1
==•w .
Il grafo Dn ha 2 vertici e n− 1 lati.
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Esempio 1.1.6. Sia n ∈ N. Indichiamo con Bn il grafo:
•
""
•wn−1
en−1

•w1
e1
{{• // •v •oo
•
<<
•
OO
• .
dd
Il grafo Bn ha n vertici e n− 1 lati.
Esempio 1.1.7. Sia n ∈ N. Indichiamo con Cn il grafo a orologio:
• •wn−1 •w1
• •v
en−1
OO
e1
;;
//
$$||
oo
bb
•
• • • .
Il grafo Cn ha n vertici e n− 1 lati.
I graﬁ appena visti sono tutti ﬁniti, ma per alcuni di essi si può deﬁ-
nire una versione inﬁnita. Di seguito vediamo alcuni esempi speciﬁcando
esattamente i vertici, i lati e le funzioni s e r della Deﬁnizione 1.1.1.
Esempio 1.1.8. Indichiamo con AN il rispettivo grafo inﬁnito di An, dove
l'insieme dei vertici e dei lati sono rispettivamente
A0N = { vi }i∈N e A1N = { ei }i∈N ,
tali che s(ei) = vi e r(ei) = vi+1 per ogni i ∈ N.
Indichiamo la rosa con inﬁniti petali con RN, avente un solo vertice e un
numero inﬁnito numerabile di loops.
Indichiamo con DN il rispettivo grafo inﬁnito di Dn, avente due vertici e
un numero inﬁnito numerabile di lati:
D0N = { v, w } e D1N = { ei }i∈N ,
tali che s(ei) = v e r(ei) = w per ogni i ∈ N.
Indichiamo con BN il rispettivo grafo inﬁnito di Bn, avente un numero
inﬁnito numerabile di vertici e lati:
B0N = { v, wi | i ∈ N } e B1N = { ei }i∈N ,
tali che s(ei) = wi e r(ei) = v per ogni i ∈ N.
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Indichiamo il grafo a orologio inﬁnito con CN, avente un numero inﬁnito
numerabile di vertici e lati:
C0N = { v, wi | i ∈ N } e C1N = { ei }i∈N ,
tali che s(ei) = v e r(ei) = wi per ogni i ∈ N.
Dato un grafo E, invertendo l'orientazione dei suoi lati otteniamo un
nuovo grafo che indichiamo con E∗.
Deﬁnizione 1.1.9. Sia E = (E0, E1, s, r) un grafo. Deﬁniamo il grafo E∗ =
(E0, (E1)∗, s∗, r∗) dove l'insieme (E1)∗ è l'insieme di simboli
{
e∗
∣∣ e ∈ E1 },
e le funzioni s∗, r∗ sono così deﬁnite: s∗(e∗) = r(e), r∗(e∗) = s(e) per ogni
e ∈ E1.
Notiamo che dato un grafo E, il grafo (E∗)∗ coincide con il grafo E di
partenza.
Vediamo ora come a partire da un certo grafo possiamo estenderlo.
Deﬁnizione 1.1.10. Sia E = (E0, E1, s, r) un grafo. Il grafo esteso di E è il
grafo Ê = (E0, E1 ∪ (E1)∗, s′, r′), dove l'insieme (E1)∗ è l'insieme di simboli{
e∗
∣∣ e ∈ E1 }, e le funzioni r′, s′ sono così deﬁnite:
s′(e) = s(e)
s′(e∗) = r(e)
r′(e) = r(e)
r′(e∗) = s(e)
per ogni e ∈ E1.
I lati del grafo Ê che appartengono all'insieme E1 vengono detti lati reali,
mentre i lati che appartengono all'insieme (E1)∗ vengono detti lati fantasma.
Sia E = (E0, E1, s, r) un grafo. Il grafo esteso Ê si ottiene aggiungendo
al grafo E l'insieme dei lati (E1)∗, che hanno orientazione opposta dei lati
di E.
Notiamo che il grafo esteso di E coincide con il grafo esteso di E∗; pre-
cisiamo che nel grafo esteso Ê∗ i lati reali sono i lati del grafo E∗, mentre
i lati fantasma sono i lati del grafo E. Dunque Ê = Ê∗, ma nei due graﬁ i
ruoli dei lati reali e fantasma sono invertiti.
Nel grafo esteso Ê possiamo deﬁnire la funzione ∗ : Path(Ê)→ Path(Ê)
come segue:
(v)∗ = v per ogni v ∈ E0
(e)∗ = e∗ per ogni e ∈ E1
(e∗)∗ = e per ogni e ∈ E1
(e1 · · · en)∗ = e∗n · · · e∗1 dove e1, . . . , en ∈ E1, n ∈ N.
14
É immediato veriﬁcare che la funzione ∗ composta con se stessa è l'identità
dell'insieme Path(Ê). In particolare ∗ è biettiva.
Dato µ un cammino formato da lati reali, osserviamo che l'immagine µ∗
è un cammino formato da lati fantasma. Dunque l'immagine Path(E)∗ è
uguale a Path(E∗).
Vediamo alcuni esempi di costruzione del grafo esteso. Quando rappre-
sentiamo il grafo esteso Ê di un grafo E indichiamo i suo lati fantasma con
una freccia tratteggiata.
Esempio 1.1.11. Il grafo esteso Ân di An, deﬁnito nell'Esempio 1.1.2, è:
•v1
e1 ** •v2
e2 **
e∗1
jj •v3
e3 **
e∗2
jj · · ·
en−2 ,,
e∗3
jj •vn−1
e∗n−2
jj
en−1
++ •vn
e∗n−1
ll .
Esempio 1.1.12. Il grafo esteso R̂1 della rosa con un petalo, deﬁnita nel-
l'Esempio 1.1.3 per n = 1, è:
•v effe∗
((
.
Esempio 1.1.13. Il grafo esteso ÊT del grafo di Toeplitz, deﬁnito nell'E-
sempio 1.1.4, è:
•ue 88
e∗
YY
f
)) •v
f∗
ii .
Per semplicità d'ora in poi indicheremo conE e Ê un grafoE = (E0, E1, s, r)
e il suo grafo esteso Ê = (E0, E1 ∪ (E1)∗, s′, r′) rispettivamente. Inoltre, per
un grafo E indicheremo rispettivamente con sE e rE le funzioni s ed r della
Deﬁnizione 1.1.1 nelle situazioni in cui ci siano più graﬁ coinvolti. Il pedice
viene aggiunto per indicare a quale grafo si riferiscono le funzioni.
Introduciamo ora altre nozioni riguardanti i graﬁ che ci torneranno utili
in seguito.
Deﬁnizione 1.1.14. Un omomorﬁsmo di graﬁ
ϕ : (F 0, F 1, sF , rF )→ (E0, E1, sE , rE)
è una coppia di funzioni ϕ0 : F 0 → E0 e ϕ1 : F 1 → E1 tali che
rE(ϕ
1(e)) = ϕ0(rF (e)) e sE(ϕ
1(e)) = ϕ0(sF (e)),
per ogni e ∈ F 1.
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Un omomorﬁsmo di graﬁ ϕ : (F 0, F 1, sF , rF )→ (E0, E1, sE , rE) è un iso-
morﬁsmo se esiste un omomorﬁsmo ψ : (E0, E1, sE , rE) → (F 0, F 1, sF , rF )
tale che
ϕ ◦ ψ = ιF : (F 0, F 1, sF , rF )→ (F 0, F 1, sF , rF )
ψ ◦ ϕ = ιE : (E0, E1, sE , rE)→ (E0, E1, sE , rE)
dove le rispettive componenti degli omomorﬁsmi ιF e ιE sono così deﬁnite:
ι0F (w) = w per ogni w ∈ F 0
ι1F (f) = f per ogni f ∈ F 1
ι0E(v) = v per ogni v ∈ E0
ι1E(e) = e per ogni e ∈ E1.
Deﬁnizione 1.1.15. Un grafo E = (E0, E1, s, r) si dice connesso se dati
due vertici u, v ∈ E0, esiste un cammino λ ∈ Path(E), tale che s(λ) = u e
r(λ) = v.
Ogni grafo E può essere scritto come unione disgiunta di graﬁ connessi,
detti le componenti connesse di E.
In seguito ci riferiremo a un grafo connesso come a un grafo E per cui Ê
è connesso secondo la Deﬁnizione 1.1.15.
Path algebre. Vogliamo introdurre ora la nozione di path algebra asso-
ciata a un grafo e a un certo campo.
Deﬁnizione 1.1.16. Siano E = (E0, E1, s, r) un grafo e K un campo. La
path algebra KE di E è la K-algebra associativa libera generata dall'insieme
E0 ∪ E1, soggetta alle seguenti relazioni:
vv′ = δv,v′ v per ogni v ∈ E0 (1.1)
s(e)e = er(e) = e per ogni e ∈ E1. (1.2)
Nella Deﬁnizione 1.1.16 si deﬁnisce una path algebra a partire da una K-
algebra associativa libera. Quando non viene richiesto che un'algebra libera
sia unitaria, i suoi elementi sono K-combinazioni lineari di parole diverse
dalla parola vuota. In altre parole, possiamo pensare a un loro elemento come
un polinomio con termine noto nullo. In particolare, gli elementi dell'algebra
KE possono essere visti come polinomi a coeﬃcienti in K le cui variabili
sono gli elementi dell'insieme E0 ∪ E1. Grazie alle relazioni imposte nella
Deﬁnizione 1.1.16, si vede che i monomi di KG sono esattamente gli elementi
di Path(E) moltiplicati per uno scalare k in K. Dunque Path(E) forma una
base di KE come spazio vettoriale.
Vediamo come la funzione ∗ : Path(Ê)→ Path(Ê) induce un'involuzione
nella path algebra di un grafo esteso.
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Proposizione 1.1.17. Siano E un grafo e K un campo. Allora esiste ∗ :
KÊ → KÊ un anti-isomorﬁsmo di K-algebre involutorio.
Dimostrazione. Sia K〈E0∪E1∪(E1)∗〉 la K-algebra associativa libera gene-
rata dall'insieme E0∪E1∪ (E1)∗. Deﬁniamo ρ : K〈E0∪E1∪ (E1)∗〉 → KÊ
un anti-omomorﬁsmo di K-algebre come segue:
ρ(v) = v
ρ(e) = e∗
ρ(e∗) = e
per ogni v ∈ E0 e ogni e ∈ E1. Veriﬁchiamo che i generatori delle relazioni
della Deﬁnizione 1.1.16 appartengono al nucleo di ρ:
ρ(vv′ − δv,v′v) = ρ(v′)ρ(v)− δv,v′ρ(v) = v′v − δv,v′v = 0;
ρ(s(e)e− e) = ρ(e)ρ(s(e))− ρ(e) = e∗s(e)− e∗ = e∗r(e∗)− e∗ = 0;
ρ(er(e)− e = ρ(r(e))ρ(e)− ρ(e) = r(e)e∗ − e∗ = s(e∗)e∗ − e∗ = 0;
ρ(e∗r(e∗)− e∗) = ρ(r(e∗))ρ(e∗)− ρ(e∗) = r(e∗)e− e = s(e)e− e = 0;
ρ(s(e∗)e∗ − e∗) = ρ(e∗)ρ(s(e∗))− ρ(e∗) = es(e∗)− e = er(e)− e = 0;
per ogni v ∈ E0 e ogni e ∈ E1. Dunque, possiamo deﬁnire un anti-
omomorﬁsmo ∗ sull'algebra quoziente KÊ = K〈E0 ∪E1 ∪ (E1)∗〉/I, dove I
è l'ideale generato dalle relazioni della Deﬁnizione 1.1.16:
∗ : KÊ → KÊ
v 7→ v
e 7→ e∗
e∗ 7→ e.
(1.3)
Per come è deﬁnito, l'anti-omomorﬁsmo ∗ applicato due volte a un qualsiasi
elemento di KÊ è l'identità. In particolare ∗ è l'inverso di se stesso, dunque
è un anti-isomorﬁsmo.
Corollario 1.1.18. Siano E un grafo e K un campo. Allora la path algebra
KÊ del grafo esteso di E è isomorfa alla sua algebra opposta (KÊ)op.
Dimostrazione. La tesi segue immediatamente considerando l'anti-isomorﬁsmo
∗ introdotto nella Proposizione 1.1.17 come un isomorﬁsmo traKÊ e (KÊ)op.
Invariant Basis Number. Sia K un campo. Sappiamo che se due K-
spazi vettoriali standard Kn,Km, con n,m ∈ N, sono isomorﬁ, allora deve
essere n = m. In questo paragrafo studieremo quando questo è vero per un
anello unitario.
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Deﬁnizione 1.1.19. Sia R un anello con unità. Diremo che R è IBN (Inva-
riant Basis Number) se soddisfa la proprietà Invariant Basis Number : per
ogni n,m ∈ N, se RnR ∼= RmR , allora n = m.
Esempi classici di anelli non IBN sono: i campi, l'anello dei numeri interi
Z, l'anello dei polinomi a coeﬃcienti in un campo K[x], l'anello dei polino-
mi di Laurent K[x−1, x] e l'anello delle matrici a coeﬃcienti in un campo
Mn(K).
Nella Deﬁnizione 1.1.19 abbiamo usato la struttura di R-modulo destro
di R, ma è equivalente dare la deﬁnizione di anello IBN utilizzando la strut-
tura di R-modulo sinistro. Questo è vero perché dato un omomorﬁsmo di
R-moduli destri f : RnR → RmR può essere rappresentato da una matrice
A ∈ Mm×n(R). Se f è un isomorﬁsmo, allora la matrice AT deﬁnisce un
isomorﬁsmo di moduli sinistri g : RRn → RRm. In altre parole RnR ∼= RmR se,
e solo se, RRn ∼= RRm.
Vediamo ora una caratterizzazione utile degli anelli IBN.
Proposizione 1.1.20. Sia R un anello con unità. Allora R è IBN se, e
solo se, per ogni n,m ∈ N e ogni matrice A ∈ Mn×m(R) e B ∈ Mm×n(R)
tali che AB = 1n e BA = 1m, allora n = m.
Dimostrazione. Indichiamo con m ed n due numeri interi positivi.
Dimostriamo la prima implicazione (⇒). Supponiamo esistano due ma-
trici A ∈ Mm×n(R) e B ∈ Mn×m(R), tali che AB = 1n e BA = 1m.
Tali matrici rappresentano due omomorﬁsmi, uno l'inverso dell'altro, tra gli
R-moduli destri RnR e R
m
R . Dunque per ipotesi deve essere n = m.
Dimostriamo la seconda implicazione (⇐). Supponiamo esista un isomor-
ﬁsmo di moduli destri f : RnR → RmR . Denotiamo con f−1 l'isomorﬁsmo in-
verso di f . Tali isomorﬁsmi sono rappresentati da due matrici A ∈Mm×n(R)
e B ∈ Mn×m(R), rispettivamente. Siccome f e f−1 sono uno l'inverso del-
l'altro abbiamo che AB = 1m e BA = 1n. Dunque per ipotesi deve essere
n = m.
Osservazione 1.1.21. Consideriamo un anello unitario R tale che RR ∼=
RnR, per un opportuno intero n > 1. Allora esistono due isomorﬁsmi ϕ1 :
RR → RnR e ϕ2 : RnR → RR uno l'inverso dell'altro. Tali isomorﬁsmi possono
essere rappresentati rispettivamente da due matrici A1 ∈ Mn×1(R) e A2 ∈
M1×n(R) tali che A1A2 = 1n e A2A1 = 1. Indichiamo con x1, . . . , xn le
componenti in R della colonna A1, e con y1, . . . , yn le componenti in R
della riga A2. Per quanto appena visto devono essere soddisfatte le seguenti
relazioni:
xiyj = δi,j e
n∑
i=1
yixi = 1. (1.4)
Vediamo ora alcuni esempi di anelli che non sono IBN.
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Sia K un campo. Deﬁniamo la K-algebra RFMN(K) delle matrici N ×
N, dove in ogni riga solo un numero ﬁnito di entrate è diverso da zero.
Analogamente deﬁniamo la K-algebra CFMN(K), dove in ogni colonna solo
un numero ﬁnito di entrate è diverso da zero. La K-algebra RFMN(K), che
indichiamo per semplicità con R, non è un anello IBN: la mappa
f : RR → R2R
M 7→ (M1,M2),
dove M1 è la matrice formata dalle colonne di indice pari e M2 è la matrice
formata dalle colonne di indice dispari, è un isomorﬁsmo. Analogamente
possiamo deﬁnire un isomorﬁsmo per CFMN(K) e CFMN(K)2.
Sia VK uno spazio vettoriale su un campoK con una base numerabile. La
K-algebra degli endomorﬁsmi End(VK) è isomorfa allaK-algebra CFMN(K).
Quindi End(VK) è un altro esempio di anello che non è IBN.
Sia R un anello unitario non IBN. Allora esiste una coppia (i, j) ∈ N×N
tali che i 6= j e RiR ∼= RjR. Per ogni k ∈ N, si ha che Ri+kR ∼= Rj+kR . Dunque
la coppia (i, j) non è unica.
Deﬁnizione 1.1.22. Sia R un anello unitario che non ha IBN. Sia m il
minor intero positivo con la proprietà che RmR
∼= Rm′R , per un qualche m′ ∈ N
diverso da m. Per tale m, consideriamo n il minimo tra gli m′ diversi da m.
In questo caso diremo che R è di tipo (m,n).
Le algebre RFMN(K) e End(VK) appena viste sono anelli di tipo (1, 2).
Dato un campo K. Vediamo come costruire una K-algebra di tipo (1, n),
per n > 1. Tale algebra la chiameremo algebra di Leavitt di tipo (1, n) e la
indicheremo con LK(1, n). Precisiamo che la costruzione proposta di seguito
si può generalizzare in modo da costruire una K-algebra di tipo (m,n), come
fatto in [6]. Consideriamo laK-algebra unitaria libera non commutativa S :=
K〈X〉 generata dall'insieme X := { x1, . . . , xn, y1, . . . , yn }. Ogni elemento
di S è una K-combinazione lineare di parole nell'alfabeto X. Siccome la K-
algebra deve essere unitaria dobbiamo considerare tra le parole nell'alfabeto
X anche la parola vuota. Con I denotiamo l'ideale bilatero di S generato
dall'insieme {
xiyj − δi,j ,
n∑
i=1
yixi − 1
∣∣∣∣∣ i, j = 1, . . . , n
}
.
Nell'anello quoziente R := S/I, per quanto visto nella Proposizione 1.1.20,
gli elementi xi + I, yj + I di R soddisfano le relazioni (1.4). Dunque RR è
isomorfo a RnR.
Mostriamo che l'ideale I è proprio. Denotiamo con T la K-algebra degli
endomorﬁsmi di un K-spazio vettoriale con base numerabile. Sappiamo che
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vale TT ∼= TnT . Per L'Osservazione 1.1.21 possiamo scegliere degli elementi
ti, t
′
j di T , con i, j = 1, . . . , n, per cui valgono le relazioni analoghe a (1.4):
tit
′
j = δi,j e
n∑
i=1
t′itj = 1.
Deﬁniamo l'omomorﬁsmo di K-algebre ϕ : S → T tale che
ϕ(1S) = 1T
ϕ(xi) = ti
ϕ(yj) = t
′
j
per i, j = 1, . . . , n. L'omomorﬁsmo ϕ è ben deﬁnito e l'ideale I è contenuto
nel nucleo di ϕ. Siccome ϕ(1S) = 1T , il nucleo di ϕ è un ideale proprio di R
e di conseguenza lo stesso vale per I.
1.2 Leavitt path algebre
Deﬁnizione e proprietà. Una Leavitt path algebra è un'algebra che viene
costruita a partire da un grafo e un campo. In questa sezione ne vedremo la
deﬁnizione e studieremo le principali proprietà.
Deﬁnizione 1.2.1. Siano E un grafo e K un campo. Consideriamo il grafo
esteso Ê di E. La Leavitt path algebra di E a coeﬃcienti in K è la K-algebra
associativa libera generata dall'insieme E0∪E1∪(E1)∗, soggetta alle seguenti
relazioni:
(V) vv′ = δv,v′ v per ogni v, v′ ∈ E0;
(E1) s(e)e = er(e) = e per ogni e ∈ E1;
(E2) r(e)e∗ = e∗s(e) = e∗ per ogni e ∈ E1;
(CK1) e∗e′ = δe,e′ r(e) per ogni e, e′ ∈ E1;
(CK2) v =
∑
e∈s−1(v)
ee∗ per ogni v ∈ Reg(E).
La Leavitt path algebra di E a coeﬃcienti inK verrà indicata con LK(E).
Possiamo osservare che la Leavitt path algebra LK(E) di un grafo E
può essere vista come il quoziente della path algebra Ê del grafo esteso, con
l'ideale generato dalle relazioni (CK1) e (CK2) della Deﬁnizione 1.2.1.
In seguito dovremmo deﬁnire degli omomorﬁsmi di K-algebre con domi-
nio una Leavitt path algebra. Ci tornerà utile la seguente proposizione.
Proposizione 1.2.2 (Proprietà Universale di LK(E)). Siano E un grafo
e K un campo. Consideriamo una K-algebra A che contiene un insieme{
av
∣∣ v ∈ E0 } di elementi idempotenti e ortogonali tra loro, e due insiemi{
ae
∣∣ e ∈ E1 } ,{ be ∣∣ e ∈ E1 } tali che
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(i) as(e)ae = aear(e) = ae, ar(e)be = beas(e) = be per ogni e ∈ E1;
(ii) bfae = δe,f ar(e) per ogni e, f ∈ E1;
(iii) av =
∑
e∈s−1(v) aebe per ogni v ∈ Reg(E).
Allora esiste un unico omomorﬁsmo di K-algebre ϕ : LK(E) → A tale che
ϕ(v) = av, ϕ(e) = ae, ϕ(e
∗) = be.
Dimostrazione. Dimostriamo per prima l'esistenza. Indichiamo con L la
K-algebra associativa libera generata dall'insieme dei vertici e dei lati del
grafo Ê, e con I l'ideale di L generato dalle relazioni della Deﬁnizione 1.2.1.
Deﬁniamo una funzione f : E0 ∪ E1 ∪ (E1)∗ → A, tale che
f(v) = av
f(e) = ae
f(e∗) = be
per ogni v ∈ E0 e per ogni e ∈ E1. Per la Proprietà Universale delle algebre
libere, esiste un omomorﬁsmo di K-algebre ϕ : L → A tale che ϕ ◦ ε = f ,
dove ε è la mappa di inclusione dell'insieme E0 ∪ E1 ∪ (E1)∗ in L.
Possiamo notare grazie alle relazioni (i), (ii), (iii), che I è contenuto nel
nucleo di ϕ. Dunque ϕ è un omomorﬁsmo ben deﬁnito sul quoziente L/I,
che è la Leavitt path algebra LK(E).
Passiamo a dimostrare l'unicità. Supponiamo esista un omomorﬁsmo
ψ : LK(E)→ A tale che ψ(v) = av, ψ(e) = ae, ψ(e∗) = be, per ogni v ∈ E0 ed
e ∈ E1. Siccome gli omomorﬁsmi ϕ e ψ coincidono sugli elementi dell'insieme
E0 ∪ E1 ∪ (E1)∗ che è un insieme di generatori dell'algebra LK(E), allora
devono coincidere.
Siano E un grafo e K un campo. Sappiamo che E può essere scritto
come l'unione disgiunta delle sue componenti connesse:
E =
⊔
j∈J
Ej .
Ora vogliamo capire la relazione tra le K-algebre LK(E) e LK(Ej).
Proposizione 1.2.3. Siano E un grafo e K un campo. Consideriamo
{ Ej }j∈J le componenti connesse di E. Allora la Leavitt path algebra di
E è isomorfa alla somma diretta
⊕
j∈J LK(Ej).
Dimostrazione. Consideriamo le Leavitt path algebre LK(Ei) delle compo-
nenti connesse. Indichiamo con εi : LK(Ei) →
⊕
j∈J LK(Ej) l'immer-
sione canonica dell'i-esima componente della somma diretta. Le mappe
ι1 : E
0 ∪ E1 ∪ (E1)∗ → LK(E) e γi : LK(Ei) → LK(E) rappresentano
le inclusioni canoniche dei rispettivi domini. Mentre per ogni elemento x
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in E0 ∪ E1 ∪ (E1)∗ deﬁniamo σ(x) = εi(x) ∈
⊕
j∈J LK(Ej), dove Ei è la
componente connessa che contiene x.
Per la Proprietà Universale 1.2.2 di LK(E), esiste un omomorﬁsmo di
K-algebre ϕ che fa commutare il seguente diagramma:
E0 ∪ E1 ∪ (E1)∗ ι1 //
σ **
LK(E)
ϕ
⊕
j∈J LK(Ej).
Per la Proprietà Universale della somma diretta, esiste un omomorﬁsmo di
K-algebre ψ che fa commutare il seguente diagramma:
LK(Ei)
γi
''
εi
⊕
j∈J LK(Ej)
ψ // LK(E).
Gli omomorﬁsmi ψ◦ϕ e ϕ◦ψ fanno commutare rispettivamente i diagrammi:
E0 ∪ E1 ∪ (E1)∗ ι1 //
ι1 ''
LK(E)
ψ◦ϕ

LK(E),
LK(Ei)
εi
%%
εi
⊕
j∈J LK(Ej)
ϕ◦ψ //⊕
j∈J LK(Ej).
Per le rispettive proprietà universali ψ◦ϕ coincide con l'identità di LK(E)
e ϕ ◦ ψ con l'identità di⊕j∈J LK(Ej). Dunque possiamo concludere che
LK(E) ∼=
⊕
j∈J
LK(Ej).
Prima di proseguire con le proprietà delle Leavitt path algebre richiamia-
mo la seguente deﬁnizione.
Deﬁnizione 1.2.4. Un sottoinsieme F di elementi idempotenti di un anel-
lo associativo R è un insieme di unità locali, se per ogni insieme ﬁnito di
elementi r1, . . . , rn di R, esiste un elemento f in F tale che
frif = fri = rif = ri,
per ogni i = 1, . . . , n.
Un anello associativo R è abbastanza idempotente se esiste un insieme
E di elementi idempotenti e ortogonali tra loro, tali che l'insieme F delle
somme ﬁnite di elementi distinti di E è un insieme di unità locali.
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In una K-algebra A con un insieme di unità locali F , ogni ideale sinistro
(destro, bilatero) I rispetto alla struttura di anello è anche un ideale sinistro
(risp. destro, bilatero) rispetto la struttura di algebra. Infatti, se x ∈ I per
la Deﬁnizione 1.2.4 esiste f ∈ F tale che fx = x. Sia k ∈ K, allora
kx = k(fx) = (kf)x ∈ I,
per la proprietà di assorbimento di I. Se l'ideale I è destro, si utilizza
l'uguaglianza x = xf e si procede in modo analogo.
Lemma 1.2.5. Sia E un grafo e K un campo. Consideriamo γ, λ, µ, ρ
elementi di Path(E).
(i) Se r(γ) = r(λ) e r(µ) = r(ρ), allora in LK(E) abbiamo:
(γλ∗)(µρ∗) =

γκρ∗ se µ = λκ per qualche κ ∈ Path(E)
γσ∗ρ∗ se λ = µσ per qualche σ ∈ Path(E)
0 altrimenti.
(ii) L'algebra LK(E) è generata come K-spazio vettoriale dai monomi della
forma
{ γλ∗ | γ, λ ∈ Path(E) e r(γ) = r(λ) } .
Dunque un generico elemento di LK(E) si può scrivere come
n∑
i=1
kiγiλ
∗
i ,
dove n ∈ N, k1, . . . , kn ∈ K×, r(γi) = r(λi) per i = 1, . . . , n.
(iii) L'algebra LK(E) ha unità se, e solo se, l'insieme E
0 dei vertici del
grafo è ﬁnito. In tal caso l'unità è la somma degli elementi di E0:
1LK(E) =
∑
v∈E0
v.
(iv) L'algebra LK(E) è un anello abbastanza idempotente.
Dimostrazione. Cominciamo dimostrando il punto (i). I primi due casi si
dimostrano usando la relazione (CK1) della Deﬁnizione 1.2.1: dato un cam-
mino α formato da lati reali, allora α∗α = r(α). Mentre il terzo caso si
veriﬁca quando i punti di arrivo r(λ∗) e di partenza s(µ) sono diversi, op-
pure quando un lato di λ∗ non è il lato fantasma del lato corrispondente in
µ. Nella prima situazione si può concludere usando le relazioni (V) ed (E1).
Nella seconda situazione si può concludere grazie alla relazione (CK1).
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Per dimostrare il punto (ii) osserviamo che se si vuole costruire un mo-
nomio non nullo di LK(E), tenendo presente le relazioni imposte nella De-
ﬁnizione 1.2.1, o si sceglie un singolo vertice, oppure bisogna formare un
cammino di Ê dove i primi lati sono tutti lati reali, mentre l'ultima parte
del cammino è formata solo da lati fantasma.
Se l'insieme dei vertici E0 è ﬁnito, allora tramite un calcolo esplicito
si vede che l'elemento
∑
v∈E0 v di LK(E) agisce come l'identità su tutti i
monomi che generano la Leavitt path algebra descritti nel punto (ii). Se il
grafo ha un insieme inﬁnito di vertici, allora nessun elemento agisce come
l'identità sull'insieme E0.
Consideriamo E0 l'insieme dei vertici di E. Per la relazione (V) della
Deﬁnizione 1.2.1 gli elementi di E0 sono idempotenti e ortogonali tra loro.
Per dimostrare che LK(E) è abbastanza idempotente è suﬃciente mostrare
che l'insieme F delle somme ﬁnite di elementi distinti in E0 è un insieme di
unità locali. Consideriamo α =
∑n
i kiγiλ
∗
i un generico elemento di LK(E).
Per tale elemento deﬁniamo l'insieme
V (α) = { s(γi), s(λi) | i = 1, . . . , n } ∪ { r(γi), r(λi) | i = 1, . . . , n } .
Ponendo f =
∑
v∈V (α) v, otteniamo con un calcolo esplicito che fαf = α.
Nel caso di un sottoinsieme ﬁnito { α1, · · · , αm } di LK(E), l'elemento f è
la somma dei vertici che appartengono all'unione degli insiemi V (αi), per
i = 1, . . . ,m.
Esempi. Vediamo alcuni esempi di Leavitt path algebre relative a graﬁ
noti. Da questi esempi si può vedere come alcune Leavitt path algebre siano
in realtà algebre già conosciute e come alcune forniscano esempi di anelli non
IBN.
In seguito indicheremo con Ei,j la matrice inMn(K) in cui tutte le entrate
sono nulle eccetto quella di indici (i, j) che vale 1.
Esempio 1.2.6. Siano K un campo e R1 la rosa con un petalo. La Leavitt
path algebra LK(R1) è isomorfa alla K-algebra K[x−1, x] dei polinomi di
Laurent.
Utilizziamo la Proprietà Universale 1.2.2 di LK(R1) per deﬁnire ϕ :
LK(R1)→ K[x−1, x] un omomorﬁsmo diK-algebre. Consideriamo i seguenti
elementi di K[x−1, x]:
ae = x
be = x
−1
av = 1.
Con un calcolo diretto è immediato veriﬁcare che tali elementi soddisfano
le richieste della Proprietà Universale 1.2.2. Quindi esiste ϕ : LK(R1) →
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K[x−1, x] un omomorﬁsmo di K-algebre tale che
ϕ(e) = x
ϕ(e∗) = x−1
ϕ(v) = 1.
Sia K〈x−1, x〉 la K-algebra associativa unitaria libera generata dall'insieme{
x−1, x
}
. Deﬁniamo l'omomorﬁsmo ψ : K〈x−1, x〉 → LK(R1) come segue:
ψ(x) = e
ψ(x−1) = e∗
ψ(1) = v.
Per le relazioni (CK1) e (CK2) della Deﬁnizione 1.2.1 abbiamo
ψ(x−1x− 1) = ψ(x−1)ψ(x)− ψ(1) = e∗e− v = 0
ψ(xx−1 − 1) = ψ(x)ψ(x−1)− ψ(1) = ee∗ − v = 0.
Dunque ψ può essere deﬁnito sulla K-algebra K[x−1, x]. Gli omomorﬁsmi ϕ
e ψ sono uno l'inverso dell'altro, quindi possiamo concludere
LK(R1) ∼= K[x−1, x].
Esempio 1.2.7. Siano K un campo e Rn la rosa con n petali come nel-
l'Esempio 1.1.3, dove n ≥ 2 è un intero positivo. La Leavitt path algebra
LK(Rn) è isomorfa all'algebra di Leavitt LK(1, n) di tipo (1, n).
Indichiamo con x1, . . . , xn, y1, . . . , yn i generatori dellaK-algebra LK(1, n).
Ricordiamo che tali generatori soddisfano le relazioni viste in (1.4). Utiliz-
ziamo la Proprietà Universale 1.2.2 di LK(1, n) per deﬁnire ϕ : LK(Rn) →
LK(1, n) un omomorﬁsmo di K-algebre. Consideriamo i seguenti elementi
di LK(1, n):
aei = yi
bej = xj
av = 1
per i, j = 1, . . . , n. Con un calcolo immediato si veriﬁca che tali elementi
soddisfano le richieste della Proprietà Universale 1.2.2. Quindi esiste un
omomorﬁsmo ϕ : LK(Rn)→ LK(1, n) tale che
ϕ(ei) = yi
ϕ(e∗j ) = xj
ϕ(v) = 1
per i, j = 1, . . . , n.
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Sia K〈x1, . . . , xn, y1, . . . , yn〉 la K-algebra associativa unitaria libera ge-
nerata dall'insieme { x1, . . . , xn, y1, . . . , yn }. Deﬁniamo
ψ : K〈x1, . . . , xn, y1, . . . , yn〉 → LK(Rn)
come segue:
ψ(xj) = e
∗
j
ψ(yi) = ei
ψ(1) = v
per i, j = 1, . . . , n. Grazie alle relazioni di LK(Rn), gli elementi
xiyj − δi,j e
n∑
i=1
yixi − 1,
appartengono al nucleo di ψ per ogni i, j = 1, . . . , n. Quindi ψ è ben deﬁnito
come omomorﬁsmo da LK(1, n) in LK(Rn).
Gli omomorﬁsmi ϕ e ψ sono uno l'inverso dell'altro, quindi possiamo
concludere che
LK(Rn) ∼= LK(1, n).
Esempio 1.2.8. Siano K un campo e An il grafo della Deﬁnizione 1.1.2. La
Leavitt path algebra LK(An) è isomorfa alla K-algebraMn(K) delle matrici
n× n a coeﬃcienti in K.
Osserviamo che nella Leavitt path algebra LK(An), per la relazione
(CK2) della Deﬁnizione 1.2.1, si ha
vi = eie
∗
i per i = 1, . . . , n− 1.
Dunque, una base di LK(An) è data dai cammini
vi, ej1ej1+1 · · · ej2 , e∗k1e∗k1−1 · · · e∗k2 ,
dove i = 1, . . . , n, j1, j2, k1, k2 = 1, . . . , n− 1 tali che j1 ≤ j2 e k1 ≥ k2.
Utilizzando la Proprietà Universale 1.2.2 di LK(An) deﬁniamo ϕ : LK(An)→
Mn(K) un omomorﬁsmo di K-algebre. Consideriamo i seguenti elementi di
Mn(K):
avi = Ei,i
aej = Ej,j+1
bej = Ej+1,j
dove i = 1, . . . , n, j = 1, . . . , n − 1. Tali elementi soddisfano le richieste
della Proprietà Universale 1.2.2, quindi esiste ϕ : LK(An) → Mn(K) un
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omomorﬁsmo tale che
ϕ(vi) = Ei,i
ϕ(ej) = Ej,j+1
ϕ(e∗j ) = Ej+1,j
dove i = 1, . . . , n, j = 1, . . . , n − 1. L'immagine tramite ϕ di un cammino
ej1ej1+1 · · · ej2 è
ϕ(ej1ej1+1 · · · ej2) = Ej1,j2+1.
L'immagine tramite ϕ di un cammino e∗k1e
∗
k1−1 · · · e∗k2 è
ϕ(e∗k1e
∗
k1−1 · · · e∗k2) = Ek1+1,k2 .
In altre parole l'immagine dei vertici sono le matrici diagonali Ei,i, l'imma-
gine dei cammini reali sono le matrici Ei,j con j > i, mentre l'immagine dei
cammini fantasma sono le matrici Ei,j con i < j.
L'immagine tramite ϕ di una base di LK(An) è una base di Mn(K),
dunque ϕ è un isomorﬁsmo.
Esempio 1.2.9. Siano K un campo e Bn il grafo della Deﬁnizione 1.1.6. La
Leavitt path algebra LK(Bn) è isomorfa alla K-algebraMn(K) delle matrici
n× n a coeﬃcienti in K.
Utilizzando la Proprietà Universale 1.2.2 di LK(Bn) deﬁniamo ϕ : LK(Bn)→
Mn(K) un omomorﬁsmo di K-algebre. Consideriamo i seguenti elementi di
Mn(K):
av = E1,1
awi = Ei+1,i+1
aei = Ei+1,1
bei = E1,i+1
per i = 1, . . . , n − 1. Tali elementi soddisfano le richieste della Proprietà
Universale 1.2.2, quindi esiste ϕ : LK(Bn) → Mn(K) un omomorﬁsmo tale
che
ϕ(v) = E1,1
ϕ(wi) = Ei+1,i+1
ϕ(ei) = Ei+1,1
ϕ(e∗i ) = E1,i+1
per i = 1, . . . , n− 1.
Possiamo osservare che una base di LK(Bn) è data dall'insieme{
v, wi, ei, e
∗
i , eie
∗
j
∣∣ i, j = 1, . . . , n− 1 e i 6= j } . (1.5)
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L'immagine dei monomi eie∗j è
ϕ(eie
∗
j ) = Ei+1,1E1,j+1 = Ei+1,j+1.
L'immagine tramite ϕ della base di LK(Bn) ﬁssata in (1.5) è uguale alla base
canonica di Mn(K), quindi ϕ è un isomorﬁsmo.
Esempio 1.2.10. Siano K un campo e Dn il grafo della Deﬁnizione 1.1.5.
La Leavitt path algebra LK(Dn) è isomorfa alla K-algebra Mn(K) delle
matrici n× n a coeﬃcienti in K.
Utilizzando la Proprietà Universale 1.2.2 di LK(Dn) deﬁniamo ϕ : LK(Dn)→
Mn(K) un omomorﬁsmo di K-algebre. Consideriamo i seguenti elementi di
Mn(K):
av =
n∑
i=2
Ei,i
aw = E1,1
aei = Ei+1,1
bei = E1,i+1
per i = 1, . . . , n − 1. Tali elementi soddisfano le richieste della Proprietà
Universale 1.2.2, quindi esiste ϕ : LK(Dn)→Mn(K) omomorﬁsmo tale che
ϕ(v) =
n∑
i=2
Ei,i
ϕ(w) = E1,1
ϕ(ei) = Ei+1,1
ϕ(e∗i ) = E1,i+1
per i = 1, . . . , n− 1.
Possiamo osservare che una base di LK(Dn) è data dall'insieme{
w, ei, e
∗
i , eie
∗
j
∣∣ i, j = 1, . . . , n− 1 } . (1.6)
L'immagine dei monomi eie∗j è
ϕ(eie
∗
j ) = Ei+1,1E1,j+1 = Ei+1,j+1.
L'immagine tramite ϕ della base di LK(Dn) ﬁssata in (1.6) è uguale alla
base canonica di Mn(K), quindi ϕ è un isomorﬁsmo.
Grazie agli Esempi 1.2.8, 1.2.9 e 1.2.10 possiamo notare che da graﬁ
diversi si può ottenere la stessa Leavitt path algebra.
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1.3 Cohn path algebre
Deﬁnizione. Le Cohn path algebre sono delle ulterioriK-algebre associate
a graﬁ. In questa sezione vedremo come è possibile dare una descrizione della
loro struttura diK-spazio vettoriale e come queste algebre sono collegate con
le Leavitt path algebre.
Deﬁnizione 1.3.1. Siano E un grafo e K un campo. Consideriamo Ê il
grafo esteso di E. La Cohn path algebra di E a coeﬃcienti in K, indicata con
CK(E), è laK-algebra associativa libera generata dall'insieme E0∪E1∪(E1)∗
soggetta alle relazioni (V),(E1),(E2),(CK1) della Deﬁnizione 1.2.1.
Possiamo vedere una Cohn path algebra, analogamente a quanto visto per
le Leavitt path algebre, come il quoziente della K-algebra KÊ con l'ideale
generato dalla relazione (CK1).
Le Cohn path algebre soddisfano le stesse relazioni delle Leavitt path
algebre eccetto la relazione (CK2). Questo ci porta a un primo collegamento
tra le due algebre:
Proposizione 1.3.2. Siano E un grafo e K un campo. Consideriamo
l'ideale bilatero J di CK(E) generato dall'insieme v − ∑
e∈s−1(v)
ee∗
∣∣∣∣∣∣ v ∈ Reg(E)
 .
Allora la Leavitt path algebra LK(E) è isomorfa alla K-algebra quoziente
CK(E)/J .
Dimostrazione. Premettiamo che faremo uso delle relazioni della Deﬁnizione
1.2.1.
Sia K〈E0 ∪E1 ∪ (E1)∗〉 l'algebra associativa libera generata dall'insieme
E0 ∪ E1 ∪ (E1)∗. Deﬁniamo l'omomorﬁsmo di K-algebre ϕ : K〈E0 ∪ E1 ∪
(E1)∗〉 → LK(E) nel seguente modo:
ϕ(v) = v
ϕ(e) = e
ϕ(e∗) = e∗
per ogni v ∈ E0 e ogni e ∈ E1. É immediato veriﬁcare che l'ideale di K〈E0∪
E1 ∪ (E1)∗〉 generato dalle relazioni (V), (E1), (E2) e (CK1) è contenuto nel
nucleo dell'omomorﬁsmo ϕ. Quindi ϕ è ben deﬁnito come omomorﬁsmo di
K-algebre da CK(E) in LK(E).
Per la relazione (CK2) di LK(E) l'ideale J è contenuto nel nucleo di
ϕ : CK(E)→ LK(E), quindi di nuovo l'omomorﬁsmo ϕ è ben deﬁnito come
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omomorﬁsmo di K-algebre da CK(E)/J in LK(E):
ϕ : CK(E)/J → LK(E)
v + J 7→ v
e+ J 7→ e
e∗ + J 7→ e∗,
per ogni v ∈ E0 e ogni e ∈ E1.
Utilizziamo la Proprietà Universale 1.2.2 di LK(E) per deﬁnire un omo-
morﬁsmo di K-algebre ψ : LK(E) → CK(E)/J . Deﬁniamo i seguenti
elementi di CK(E)/J :
av = v + J
ae = e+ J
be = e
∗ + J
per ogni v ∈ E0 e ogni e ∈ E1. Sicuramente tali elementi soddisfano le
richieste (i) e (ii) della Proprietà Universale 1.2.2 e l'insieme
{
av
∣∣ v ∈ E0 }
è formato da elementi idempotenti e ortogonali tra loro.
Sia v un vertice regolare di E, allora vale
av = v + J =
∑
e∈s−1(v)
ee∗ + J =
∑
e∈s−1(v)
(e+ J)(e∗ + J) =
∑
e∈s−1(v)
aebe.
Quindi tutte le richieste della Proprietà Universale 1.2.2 sono rispettate.
Concludiamo dicendo che esiste ψ : LK(E)→ CK(E)/J tale che
ψ(v) = v + J
ψ(e) = e+ J
ψ(e∗) = e∗ + J
per ogni v ∈ E0 e ogni e ∈ E1; tale omomorﬁsmo è l'inverso di ϕ.
Struttura di K-spazio vettoriale. Nel Lemma 1.2.5 abbiamo visto come
in una Leavith path algebra LK(E) di un grafo E possiamo scrivere gli
elementi come combinazioni K-lineari di cammini del tipo λµ∗, dove λ e µ
sono elementi di Path(E) tali che r(λ) = r(µ). Tale aﬀermazione è dovuta
alla validità delle prime quattro relazioni della Deﬁnizione 1.2.1, dunque vale
anche per le Cohn path algebre. Tale scrittura non è unica nel caso delle
Leavitt path algebre perché se considero un vertice regolare v di E, allora
per la relazione (CK2) della Deﬁnizione 1.2.1 si ha
v −
∑
e∈s−1(v)
ee∗ = 0.
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Ovvero tali cammini non sono linearmente indipendenti. Vediamo ora come
questi cammini costituiscano una base per la Cohn path algebra CK(E) di
E.
Proposizione 1.3.3. Siano E un grafo e K un campo. Allora
B = { λµ∗ | λ, µ ∈ Path(E) e r(λ) = r(µ) }
è una base di CK(E) come K-spazio vettoriale.
Dimostrazione. Consideriamo A il K-spazio vettoriale che ha come base gli
elementi di B. Dati due elementi λ1µ∗1 e λ2µ∗2 di B deﬁniamo il loro prodotto:
(λ1µ
∗
1)(λ2µ
∗
2) =

λ1λ
′
2µ
∗
2 se λ2 = µ1λ
′
2 per qualche λ
′
2 ∈ Path(E)
λ1(µ
′
1)
∗µ∗2 se µ1 = λ2µ′1 per qualche µ′1 ∈ Path(E)
0 altrimenti.
(1.7)
Se estendiamo per bilinearità il prodotto deﬁnito in (1.7) a tutti gli elementi
di A otteniamo una K-algebra. Utilizzando la formula (1.7) si può veriﬁcare
che tale prodotto è associativo. A questo punto possiamo osservare che la
K-algebra ottenuta coincide con CK(E).
Quozienti di Cohn path algebre. Cominciamo a costruire certe algebre
quoziente a partire da una Cohn path algebra di un grafo E. A tale scopo
consideriamo i seguenti elementi di CK(E):
qv := v −
∑
e∈s−1(v)
ee∗ dove v ∈ Reg(E).
Proposizione 1.3.4. Sia E un grafo e K un campo. Gli elementi
{ qv | v ∈ Reg(E) }
di CK(E) sono idempotenti e ortogonali tra loro. Inoltre, qvCK(E)qw =
δv,wqvK per ogni coppia v, w di vertici regolari.
Dimostrazione. La prima aﬀermazione si dimostra applicando le relazioni
imposte nella Deﬁnizione 1.3.1:
qvqw =
(
v −
∑
e∈s−1(v)
ee∗
)(
w −
∑
f∈s−1(w)
ff∗
)
= vw −
∑
f∈s−1(w)
vff∗ −
∑
e∈s−1(v)
ee∗w +
∑
e∈s−1(v)
∑
f∈s−1(w)
ee∗ff∗. (1.8)
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Se v e w sono diversi allora gli addendi nella somma dell'espressione 1.8 sono
nulli. Se v = w, allora
vw = v∑
f∈s−1(w)
vff∗ =
∑
f∈s−1(w)
ff∗
∑
e∈s−1(v)
ee∗w =
∑
e∈s−1(v)
ee∗
∑
e∈s−1(v)
∑
f∈s−1(w)
ee∗ff∗ =
∑
e∈s−1(v)
ee∗.
Dunque l'espressione (1.8) è uguale a qv.
Dimostriamo ora la seconda parte della proposizione. Siano v ∈ E0
un vertice e f ∈ E1 un lato di E. Calcoliamo il prodotto qvf . Se f non
appartiene a s−1(v), allora vf = 0 e ee∗f = 0 per ogni e in s−1(v). Quindi
qvf =
(
v −
∑
e∈s−1(v)
ee∗
)
f = vf −
∑
e∈s−1(v)
ee∗f = 0.
Se f appartiene a s−1(v), allora vf = f e ee∗f = f quando e = f , altrimenti
ee∗f = 0. Quindi
qvf =
(
v −
∑
e∈s−1(v)
ee∗
)
f = vf −
∑
e∈s−1(v)
ee∗f = f − f = 0.
Calcoliamo ora il prodotto f∗qv. Se f non appartiene a s−1(v), allora f∗v = 0
e f∗ee∗ = 0 per ogni e ∈ s−1(v). Quindi
f∗qv = f∗
(
v −
∑
e∈s−1(v)
ee∗
)
= f∗v −
∑
e∈s−1(v)
f∗ee∗ = 0.
Se f appartiene a s−1(v), allora f∗v = f∗ e f∗ee∗ = f∗ quando e = f ,
altrimenti f∗ee∗ = 0. Quindi
f∗qv = f∗
(
v −
∑
e∈s−1(v)
ee∗
)
= f∗v −
∑
e∈s−1(v)
f∗ee∗ = f∗ − f∗ = 0.
Grazie a ciò possiamo concludere che se α è un elemento di CK(E), il
prodotto qvαqw è nullo, oppure è un multiplo non nullo di qv.
Deﬁnizione 1.3.5. Siano E un grafo e K un campo. Consideriamo X un
sottoinsieme di vertici regolari di E. Indichiamo con IX l'ideale bilatero di
CK(E) generato dall'insieme { qv | v ∈ X }. La Cohn path algebra di E a
coeﬃcienti in K relativa a X, indicata con CXK (E), è deﬁnita come l'algebra
quoziente
CK(E)/I
X .
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Osservazione 1.3.6. La Cohn path algebra CXK (E) di un grafo relativa a
un insieme X può essere vista come l'algebra quoziente della path algebra
del grafo esteso, con l'ideale generato dalle relazioni (CK1) e (CK2) della
Deﬁnizione 1.2.1, al variare del vertice v in X. Oppure, possiamo vedere
CXK (E) come l'algebra quoziente della K-algebra associativa libera generata
dall'insieme E0∪E1∪(E1)∗ con l'ideale generato dalle relazioni della Deﬁni-
zione 1.2.1 (V), (E1), (E2), (CK1) e dalla relazione (CK2) riferita ai vertici
in X.
In altre parole, nella K-algebra CXK (E) la relazione (CK2) vale solo per
i vertici regolari nell'insieme X. Se scegliamo come insieme X = ∅ allora
otteniamo la Cohn path algebra di E. Mentre se scegliamo come insieme
X = Reg(E) otteniamo la Leavitt path algebra di E.
Proposizione 1.3.7 (Proprietà Universale di CXK (E)). Siano E un grafo e
K un campo. Fissiamo X un sottoinsieme di vertici regolari di E. Conside-
riamo una K-algebra A che contiene un insieme
{
av
∣∣ v ∈ E0 } di elementi
idempotenti e ortogonali tra loro, e due insiemi
{
ae
∣∣ e ∈ E1 } ,{ be ∣∣ e ∈ E1 }
tali che
(i) as(e)ae = aear(e) = ae, ar(e)be = beas(e) = be per ogni e ∈ E1;
(ii) bfae = δe,f ar(e) per ogni e, f ∈ E1;
(iii) av =
∑
e∈s−1(v) aebe per ogni v ∈ X.
Allora esiste un unico omomorﬁsmo di K-algebre ϕ : CXK (E) → A tale che
ϕ(v) = av, ϕ(e) = ae, ϕ(e
∗) = be.
Dimostrazione. La dimostrazione è analoga alla Proprietà Universale 1.2.2
delle Leavitt path algebre 1.2.2.
Ora vogliamo descrivere la struttura di di K-spazio vettoriale di una
Cohn path algebra relativa a un sottoinsieme di vertici regolari esplicitando
una base. Questo ci permetterà anche di esplicitare una base per le Leavitt
path algebre.
Proposizione 1.3.8. Siano E un grafo e K un campo. Consideriamo X un
sottoinsieme di vertici regolari di E. Allora una base dell'ideale IX è data
dalla famiglia
B′ = { λqvµ∗ | v ∈ X, λ, µ ∈ Path(E), r(λ) = r(µ) = v } .
Per ogni vertice v di X, sia
{
ev1, . . . , e
v
nv
}
una numerazione dell'insieme
s−1(v). Allora una base di CXK (E) è data dalla famiglia
B′′ = B \ { λevnv(evnv)∗µ∗ ∣∣ v ∈ X, λ, µ ∈ Path(E), r(λ) = r(µ) = v } ,
dove B è la base di CK(E) presentata nella Proposizione 1.3.3.
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Dimostrazione. Gli elementi dell'insieme B′ sono generatori dell'ideale IX
perché per quanto visto nella dimostrazione della Proposizione 1.3.4 abbiamo
f∗qv = 0 = qvf,
per ogni v ∈ E0 e f ∈ E1. Dimostriamo che tali elementi sono linearmen-
te indipendenti. Supponiamo che una K-combinazione lineare di elementi
distinti di B sia nulla:
n∑
i=1
kiλiqviµ
∗
i = 0.
Esplicitando il termine qv otteniamo:
n∑
i=1
kiλiµ
∗
i −
n∑
i=1
∑
e∈s−1(vi)
kiλiee
∗µ∗i = 0,
che è un K-combinazione lineare di elementi della base B di CK(E). Per
la Proposizione 1.3.3 possiamo concludere che i coeﬃcienti ki devono essere
nulli per ogni i = 1, . . . , n.
Per dimostrare che B′′ è una base di CXK (E) è suﬃciente mostrare che
l'insieme B′ ∪B′′ è una base di CK(E). Mostriamo che ogni elemento di B è
combinazione lineare di elementi in B′ ∪B′′. Sia λµ∗ in B, se λµ∗ appartiene
a B′′ abbiamo già concluso, altrimenti λµ∗ = λ′evnv(evnv)∗(µ′)∗ per un certo
v ∈ X e λ′(µ′)∗ in B′′ tali che r(λ′) = r(µ′) = v. Possiamo scrivere:
λ′evnv(e
v
nv)
∗(µ′)∗ = λ′(µ′)∗ − λ′qv(µ′)∗ −
nv−1∑
i=1
λ′evi (e
v
i )
∗(µ′)∗.
Dunque ogni λµ∗ in B è una K-combinazione lineare di elementi di B′ ∪B′′.
Inﬁne gli elementi di B′∪B′′ sono linearmente indipendenti perché unaK-
combinazione lineare di elementi in B′ coinvolge un monomio λevnv(evnv)∗µ∗
con coeﬃciente non nullo, che non può essere scritto come combinazione
lineare di elementi di B′′.
Corollario 1.3.9. Siano E un grafo e K un campo. Per ogni vertice rego-
lare v, sia
{
ev1, . . . , e
v
nv
}
una numerazione dell'insieme s−1(v). Una base di
LK(E) è data dalla famiglia
B′′ = B \ { λevnv(evnv)∗µ∗ ∣∣ v ∈ Reg(E), λ, µ ∈ Path(E), r(λ) = r(µ) = v } .
Dimostrazione. Segue immediatamente dalla Proposizione 1.3.8 scegliendo
X = Reg(E).
Dato E un grafo e K un campo. Grazie alla Proposizione 1.3.8 e al Co-
rollario 1.3.9 possiamo pensare le path algebre KE e KE∗ come sottoalgebre
di LK(E) e CK(E).
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Corollario 1.3.10. Sia E un grafo e K un campo. Consideriamo il grafo
esteso Ê di E ed E∗ il grafo della Deﬁnizione 1.1.9. Allora le restrizioni
delle proiezioni canoniche KÊ → LK(E) e KÊ → CK(E) rispetto alle sot-
toalgebre KE e KE∗ sono iniettive. In particolare, gli elementi di Path(E)
e Path(E∗) sono linearmente indipendenti nelle K-algebre LK(E) e CK(E).
Dimostrazione. Consideriamo gli insiemi Path(E) e Path(E∗) che sono ri-
spettivamente le basi di KE e KE∗ come K-spazi vettoriali. La loro im-
magine tramite la proiezione canonica KÊ → LK(E) è contenuta nella base
B′′ di LK(E) descritta nel Corollario 1.3.9. Dunque la proiezione canonica è
un'applicazione iniettiva ristretta ai sottospazi KE o KE∗.
Utilizzando la Proposizione 1.3.8 si procede in modo analogo per dimo-
strare l'iniettività nel caso della proiezione canonica KÊ → CK(E).
Determiniamo esplicitamente la Cohn path algebra della rosa con un
petalo.
Esempio 1.3.11. Siano K un campo e R1 la rosa con un petalo come
nell'Esempio 1.1.3 per n = 1. La Cohn path algebra CK(R1) è isomorfa
alla K-algebra associativa unitaria libera A generata dall'insieme { x, y },
soggetta alla relazione xy = 1.
Sia K〈x, y〉 la K-algebra associativa unitaria libera generata dall'insie-
me { x, y }. Deﬁniamo l'omomorﬁsmo ϕ : K〈x, y〉 → CK(R1) nel seguente
modo:
ϕ(x) = e∗
ϕ(y) = e
ϕ(1) = v.
Grazie alla relazione (CK1) della Deﬁnizione 1.2.1 abbiamo
ϕ(xy − 1) = ϕ(x)ϕ(y)− ϕ(1) = e∗e− v = 0.
Dunque ϕ può essere visto come omomorﬁsmo di K-algebre con dominio
A = K〈x, y〉/I, dove I è l'ideale generato dall'elemento xy − 1.
L'omomorﬁsmo ϕ è suriettivo perché tutti i generatori di CK(E) sono
immagine di un elemento di A.
Per dimostrare che ϕ è un isomorﬁsmo studiamo il suo nucleo. Sia
Z :=
∑t
i=1 kiy
mixni un generico elemento dell'algebra A. L'immagine ϕ(Z)
è una K-combinazione lineare di elementi del tipo emi(e∗)ni , che per la Pro-
posizione 1.3.3 sono linearmente indipendenti. Dunque ϕ(Z) è nullo se, e
solo se, i coeﬃcienti ki sono nulli per i = 1, . . . , t.
Vediamo ora come deﬁnire un'involuzione in una Cohn path algebra.
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Proposizione 1.3.12. Siano E un grafo e K un campo. Consideriamo X
un sottoinsieme di vertici regolari di E. Allora esiste ∗ : CXK (E) → CXK (E)
anti-isomorﬁsmo di K algebre involutorio. In particolare esiste ∗ : LK(E)→
LK(E) anti-isomorﬁsmo di K algebre involutorio.
Dimostrazione. Consideriamo KÊ la path algebra del grafo esteso di E.
Indichiamo con I l'ideale generato dalle relazioni (CK1) e (CK2) della De-
ﬁnizione 1.2.1, al variare di v in X. Per la Proposizione 1.1.17 esiste ∗ :
KÊ → KÊ anti-isomorﬁsmo. L'immagine tramite ∗ dei generatori di I sono
ancora generatori di I:
(e∗e′ − δe,e′r(e))∗ = (e′)∗e− δe,e′r(e)(
v −
∑
e∈s−1(v)
ee∗
)∗
= v −
∑
e∈s−1(v)
ee∗
per ogni v ∈ X e ogni e ∈ E1. Quindi I∗ = I.
Consideriamo la proiezione canonica pi : KÊ → CXK (E) = KÊ/I. La
composizione pi ◦ ∗ : KÊ → CXK (E) è un anti-omomorﬁsmo di K-algebre.
L'ideale I è contenuto nel suo nucleo, dunque possiamo deﬁnire ∗ nell'algebra
quoziente CXK (E) = KÊ/I.
Sia α =
∑n
i=1 λiµ
∗
i un elemento di C
X
K (E), dove n ≥ 1, λ e µ sono
cammini di E tali che r(λ) = r(µ). Se applichiamo due volte ∗ a un qualsiasi
elemento di CXK (E) otteniamo l'elemento di partenza:
(α∗)∗ =
(
n∑
i=1
µiλ
∗
i
)∗
=
n∑
i=1
λiµ
∗
i = α.
Quindi ∗ è un'involuzione e in particolare è un anti-isomorﬁsmo.
La seconda parte della proposizione si ottiene dalla prima considerando
X = Reg(E).
Corollario 1.3.13. Siano E un grafo e K un campo. Allora la Cohn path
algebra CXK (E) del grafo E è isomorfa alla sua algebra opposta (C
X
K (E))
op.
In particolare la Leavitt path algebra del grafo E è isomorfa alla sua algebra
opposta (LK(E))
op.
Dimostrazione. La prima aﬀermazione segue immediatamente consideran-
do l'anti-isomorﬁsmo ∗ della Proposizione 1.3.12 come un isomorﬁsmo tra
CXK (E) e (C
X
K (E))
op. Per la seconda basta considerare X = Reg(E).
Collegamento con le Leavitt path algebre. Per continuare a studiare
il legame tra Cohn path algebre e Leavitt path algebre abbiamo bisogno della
seguente deﬁnizione.
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Deﬁnizione 1.3.14. Sia E un grafo. Consideriamo X un sottoinsieme di
vertici regolari di E e deﬁniamo l'insieme Y := Reg(E) \ X. Sia Y ′ =
{ v′ | v ∈ Y } una copia disgiunta di Y . Per ogni vertice v in Y e ogni lato e
per cui r(e) = v, consideriamo il simbolo e′. Deﬁniamo il grafo E(X) avente
come vertici e lati rispettivamente gli insiemi:
E(X)0 = E0 unionsq Y ′, e E(X)1 = E1 unionsq { e′ ∣∣ rE(e) ∈ Y } .
Deﬁniamo i vertici di partenza e di arrivo dei lati come segue:
rE(X)(e) = rE(e) per ogni e ∈ E1
sE(X)(e) = sE(e) per ogni e ∈ E1
rE(X)(e
′) = rE(e)′ per ogni simbolo e′
sE(X)(e
′) = sE(e) per ogni simbolo e′.
In altre parole da un grafo E e un sottoinsieme X di vertici regolari
costruiamo un nuovo grafo E(X) aggiungendo una copia di ogni vertice in
Reg(E) \ X, e un nuovo lato per ogni lato il cui vertice di arrivo sta in
Reg(E)\X. Osserviamo che i vertici che vengono aggiunti sono sink, dunque
l'insieme di vertici regolari di E coincide con l'insieme dei vertici regolari del
nuovo grafo E(X).
Se scegliamo X = Reg(E) allora il grafo E(X) coincide con il grafo E di
partenza.
Facciamo alcuni esempi di applicazione di questa costruzione.
Esempio 1.3.15. Sia E il seguente grafo:
•v f // •u eff .
Consideriamo X = ∅, dunque Y coincide con l'insieme Reg(E) = { v, u }.
Per ottenere il grafo E(X) dobbiamo aggiungere due vertici v′, u′ e due lati
f ′, e′ che partono rispettivamente da v e u e arrivano in u′:
•v f //
f ′
!!
•u
e′

eff
•v′ •u′ .
Esempio 1.3.16. Consideriamo la rosa con un petalo:
R1 = •ve 88 ,
e l'insieme X = ∅. Per ottenere il grafo R1(X) dobbiamo aggiungere un
vertice v′ e il lato e′ che parte da v e arriva in v′:
R1(X) = •ve 88 e
′
// •v′ .
Possiamo osservare che il grafo R1(X) è proprio il grafo di Toeplitz dell'E-
sempio 1.1.4.
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Nel seguente teorema vedremo come la costruzione del grafo E(X) pre-
sentata nella Deﬁnizione 1.3.14 ci permette di vedere le Cohn path algebre
come Leavitt path algebre.
Teorema 1.3.17. Sia E un grafo e K un campo. Consideriamo X un
sottoinsieme di vertici regolari di E e il grafo E(X) deﬁnito in 1.3.14. Allora
la Cohn path algebra CXK (E) è isomorfa alla Leavitt path algebra LK(E(X)).
Dimostrazione. Facciamo riferimento alle notazioni delle Deﬁnizioni 1.3.14
e 1.2.1. Utilizziamo la Proprietà Universale 1.3.7 di CXK (E) per deﬁnire
ϕ : CXK (E) → LK(E(X)) un omomorﬁsmo di K-algebre. Consideriamo i
seguenti elementi di LK(E(X):
av =
{
v + v′ se v ∈ Y
v altrimenti,
ae =
{
e+ e′ se e ∈ E1 e rE(e) ∈ Y
e altrimenti,
be = a
∗
e per ogni e ∈ E1.
Veriﬁchiamo che siano soddisfatte le ipotesi della Proprietà Universale
1.3.7. Siano v, w ∈ E0. Se v, w /∈ Y
avaw = vw = δv,wv = δv,wav.
Se v ∈ Y e w /∈ Y
avaw = (v + v
′)w = δv,wv + δv′,wv′ = 0.
Se v, w ∈ Y
avaw = (v + v
′)(w + w′) = δv,wv + δv,w′v + δv′,wv′ + δv′,w′v′
= δv,w(v + v
′) = δv,wav.
Quindi gli elementi
{
av
∣∣ v ∈ E0 } sono idempotenti e ortogonali tra loro.
Sia e ∈ E1 tale che il vertice rE(e) non appartenga a Y . Abbiamo che
asE(e)ae = asE(e)e = e = ae
aearE(e) = erE(e) = e = ae
dove abbiamo usato arE(e) = rE(e), ae = e e asE(e)e = e.
Sia e ∈ E1 tale che il vertice rE(e) appartenga a Y . Abbiamo che
aearE(e) = (e+ e
′)(rE(e) + rE(e)′) = e+ e′ = ae;
asE(e)ae = asE(e)(e+ e
′) = e+ asE(e)e
′
= e+ asE(e)sE(e)e
′ = e+ e′ = ae;
dove abbiamo usato ae = e+ e′, arE(e) = rE(e) + rE(e)
′ e sE(e) = sE(X)(e′).
Applicando l'anti-isomorﬁsmo ∗ a quanto appena visto si ottiene che la
richiesta (i) è soddisfatta.
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Siano e, f ∈ E1. Se e 6= f , allora beaf = 0. Supponiamo che e = f . Se
rE(E) non appartiene a Y , allora
beae = a
∗
eae = e
∗e = rE(e) = arE(e).
Altrimenti
beae = a
∗
eae = (e
∗ + (e′)∗)(e+ e′) = rE(e) + rE(e)′ = arE(e).
Quindi anche la richiesta (ii) è rispettata.
Proseguiamo con la richiesta (iii). Sia v ∈ X, con e indichiamo i lati che
partono dal vertice v. Allora
av −
∑
aebe = av −
∑
aea
∗
e
= v −
∑
rE(e)/∈Y
ee∗ −
∑
rE(e)∈Y
(e+ e′)(e∗ + (e′)∗)
= v −
∑
rE(e)/∈Y
ee∗ −
∑
rE(e)∈Y
ee∗ −
∑
rE(e)∈Y
e′(e′)∗ = 0,
dove nell'ultima uguaglianza abbiamo usato la relazione (CK2) di LK(E(X))
e esplicitato le sommatorie sui lati e ∈ s−1E (v).
Possiamo concludere che esiste ϕ : CXK (E) → LK(E(X)) omomorﬁsmo
di K-algebre tale che
ϕ(v) =
{
v + v′ se v ∈ Y
v altrimenti,
ϕ(e) =
{
e+ e′ se e ∈ E1 e rE(e) ∈ Y
e altrimenti,
ϕ(e∗) = a∗e per ogni e ∈ E1.
Ora vogliamo deﬁnire ψ l'omomorﬁsmo inverso di ϕ. A tale scopo cer-
chiamo di capire quali sono gli elementi di CXK (E) che hanno come immagine
i generatori dell'algebra LK(E(X)).
Sia v ∈ Y , allora l'immagine di qv é
ϕ
(
v −
∑
ee∗
)
= v + v′ −
∑
rE(e)/∈Y
ee∗ −
∑
rE(e)∈Y
(e+ e′)(e∗ + (e′)∗)
= v + v′ −
∑
rE(e)/∈Y
ee∗ −
∑
rE(e)∈Y
ee∗ −
∑
rE(e)∈Y
e′(e′)∗ = v′,
dove nell'ultima uguaglianza abbiamo usato la relazione (CK2) di LK(E(X))
e esplicitato le sommatorie sui lati e ∈ s−1E (v). L'immagine di v − qv é
ϕ(v − qv) = ϕ(v)− ϕ(qv) = v + v′ − v′ = v.
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Sia e ∈ E1 tale che rE(e) = v stia in Y . Calcoliamo le immagini di e(v− qv)
e eqv rispettivamente:
ϕ(e(v − qv)) = ϕ(e)ϕ(v − qv) = (e+ e′)v = e
ϕ(eqv) = ϕ(e)ϕ(qv) = (e+ e
′)v′ = e′.
Utilizziamo la Proprietà Universale 1.2.2 di LK(E(X)) per deﬁnire ψ :
LK(E(X)) → CXK (E) un omomorﬁsmo di K-algebre. Consideriamo i se-
guenti elementi di CXK (E):
av = v − qv se v ∈ Y
av′ = qv se v ∈ Y
av = v altrimenti
ae = e(v − qv) se e ∈ E1 e rE(e) = v ∈ Y
ae′ = eqv se e ∈ E1 e rE(e) = v ∈ Y
ae = e altrimenti
be = a
∗
e per ogni e ∈ E(X)1.
Con un calcolo immediato si veriﬁca che le richieste (i) e (ii) sono soddisfatte.
Veriﬁchiamo invece la richiesta (iii). Sia v un vertice regolare di E, allora
per la relazione (CK2) in LK(E(X)):
v =
∑
rE(e)/∈Y
ee∗ +
∑
rE(e)∈Y
ee∗ +
∑
rE(e)∈Y
e′(e′)∗.
dove abbiamo esplicitato le sommatorie sui lati e ∈ s−1E (v).
Notiamo che per ogni vertice w di E, l'elemento w − qw in CXK (E) è idem-
potente e
(w − qw)∗ =
( ∑
e∈s−1(w)
ee∗
)∗
=
∑
e∈s−1(w)
ee∗ = w − qw.
Ora possiamo calcolare∑
rE(e)/∈Y
aebe +
∑
rE(e)∈Y
aebe +
∑
rE(e)∈Y
ae′be′ =
=
∑
rE(e)/∈Y
ee∗ +
∑
rE(e)∈Y
e(rE(e)− qrE(e))(rE(e)− qrE(e))∗e∗+
+
∑
rE(e)∈Y
eqrE(e)q
∗
rE(e)
e∗ =
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=
∑
rE(e)/∈Y
ee∗ +
∑
rE(e)∈Y
e(rE(e)− qrE(e))e∗ +
∑
rE(e)∈Y
eqrE(e)e
∗ =
=
∑
sE(e)=v
ee∗, (1.9)
dove tutte le sommatorie sono esplicitate sui lati e ∈ s−1E (v). Se v appar-
tiene a X, allora per la relazione (CK2) in (1.9) abbiamo ottenuto v = av.
Altrimenti, se v appartiene a Y quanto ottenuto in (1.9) è uguale a v− qv =
av.
Possiamo concludere che esiste ψ : LK(E(X)) → CXK (E) omomorﬁsmo
di K-algebre tale che
ψ(v) = v − qv se v ∈ Y
ψ(v′) = qv se v ∈ Y
ψ(v) = v altrimenti
ψ(e) = e(v − qv) se e ∈ E1 e rE(e) = v ∈ Y
ψ(e′) = eqv se e ∈ E1 e rE(e) = v ∈ Y
ψ(e) = e altrimenti
ψ(e∗) = ψ(e)∗ per ogni e ∈ E(X)1.
Gli omomorﬁsmi ϕ e ψ sono uno l'inverso dell'altro, dunque CXK (E) è
isomorfa a LK(E(X)).
Come applicazione del Teorema 1.3.17 determiniamo la Leavitt path
algebra del grafo di Toeplitz.
Esempio 1.3.18. Siano K un campo e ET il grafo di Toeplitz visto nel-
l'Esempio 1.1.4. La Leavitt path algebra LK(ET ) è isomorfa alla K-algebra
associativa unitaria libera A generata dall'insieme { x, y }, soggetta alla re-
lazione xy = 1.
Per il Teorema 1.3.17 e l'Esempio 1.3.16 la Leavitt path algebra di ET
è isomorfa alla Cohn path algebra CK(R1). Dall'Esempio 1.3.11 sappiamo
che la Cohn path algebra CK(R1) è isomorfa ad A. Riassumendo:
LK(ET ) = LK(R1(∅)) ∼= C∅K(R1) ∼= A.
1.4 Leavitt path algebre di graﬁ inﬁniti
Fino a ora abbiamo determinato esplicitamente Leavitt path algebre solo
di graﬁ ﬁniti. Questa sezione ha come obiettivo principale quello di descrivere
la Leavitt path algebra di un grafo inﬁnito come limite diretto di algebre.
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Limite diretto di graﬁ. Introduciamo una categoria G che ci permetterà
di parlare di limite diretto di graﬁ.
Deﬁnizione 1.4.1. Deﬁniamo la categoria G come segue. Gli oggetti di G
sono le coppie (E,X) dove E è un grafo e X è un sottoinsieme di vertici
regolari di E. Dati (F, Y ) e (E,X) due oggetti di G , allora ψ = (ψ0, ψ1) :
(F, Y )→ (E,X) è un morﬁsmo di G se:
(1) ψ : F → E è un omomorﬁsmo di graﬁ come nella Deﬁnizione 1.1.14,
tale che ψ0 e ψ1 sono funzioni iniettive;
(2) ψ0(Y ) ⊆ X;
(3) per ogni vertice v in Y , la restrizione ψ1 : s−1F (v)→ s−1E (ψ0(v)) è una
biiezione.
Il seguente lemma ci permette di ottenere un omomorﬁsmo di K algebre
a partire da un morﬁsmo nella categoria G .
Lemma 1.4.2. Siano (F, Y ) e (E,X) due oggetti di G e ψ : (F, Y )→ (E,X)
un loro morﬁsmo in G . Allora esiste ψ : CYK(F )→ CXK (E) omomorﬁsmo di
K-algebre.
Dimostrazione. Utilizziamo la Proprietà Universale 1.3.7 di CYK(F ) per de-
ﬁnire un omomorﬁsmo di K-algebre ψ : CYK(F ) → CXK (E). Deﬁniamo i
seguenti elementi di CXK (E):
av = ψ
0(v)
ae = ψ
1(e)
be = ψ
1(e)∗
per ogni v ∈ F 0 e ogni e ∈ F 1. L'insieme { av ∣∣ v ∈ F 0 } è formato da
elementi idempotenti e ortogonali tra loro:
avaw = ψ
0(v)ψ0(w) = δv,wψ
0(v) = δv,wav.
Dato un lato e di F , allora
asE(e)ae = ψ
0(sE(e))ψ
1(e) = ψ1(e) = ae
aearE(e) = ψ
1(e)ψ0(rE(e)) = ψ
1(e) = ae.
Applicando l'involuzione ∗ otteniamo che la richiesta (i) della Proprietà
Universale 1.2.2 è soddisfatta.
Dati due lati e, e′ di F , allora
beae′ = ψ
1(e)∗ψ1(e′) = δe,e′ψ1(e) = δe,e′ar(e).
Dunque anche la richiesta (ii) della Proprietà Universale 1.2.2 è rispettata.
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Sia ora v un vertice in Y , grazie al fatto che s−1F (v) è in biiezione con
s−1E (ψ
0(v)), abbiamo∑
e∈s−1F (v)
aebe =
∑
e∈s−1F (v)
ψ1(e)ψ1(e)∗ =
∑
f∈s−1E (ψ0(v))
ff∗ = ψ0(v) = av.
Quindi per la Proprietà Universale 1.3.7 possiamo concludere che esiste
un omomorﬁsmo ψ : CYK(F )→ CXK (E) tale che
ψ(v) = ψ0(v)
ψ(e) = ψ1(e)
ψ(e∗) = ψ1(e)∗
per ogni v ∈ F 0 e ogni e ∈ F 1.
Indichiamo con AK la categoria delle K-algebre (non necessariamente
unitarie). Il Lemma 1.4.2 ci permette di deﬁnire un funtore
F : G → AK , (1.10)
dove a un oggetto (E,X) di G viene associato la K-algebra CXK (E). Dati
(F, Y ) e (E,X) due oggetti di G , a un morﬁsmo ψ : (F, Y ) → (E,X) in G
viene associato l'omomorﬁsmo di K-algebre ψ : CYK(F ) → CXK (E) descritto
nel Lemma 1.4.2.
In seguito indicheremo con (I,≤) un insieme diretto, ovvero la relazione
≤ è un ordine parziale e richiediamo che per ogni i e j in I, esista k in I tale
che i ≤ k e j ≤ k.
Un sistema diretto S = { (Ei, Xi)i∈I , (ϕji)i,j∈I } nella categoria G è un
insieme formato da oggetti di G indicizzati da un insieme (I,≤) diretto, e
da dei morﬁsmi ϕji : (Ei, Xi) → (Ej , Xj) in G per ogni i ≤ j in I, tali che
dati i ≤ j ≤ k in I, allora ϕkj ◦ ϕji = ϕki. Se i = j allora ϕii coincide con il
morﬁsmo identità dell'oggetto (Ei, Xi).
Nella seguente proposizione vedremo come è sempre possibile costruire il
limite diretto di un sistema diretto S in G .
Proposizione 1.4.3. Sia S = { (Ei, Xi)i∈I , (ϕji)i,j∈I,i≥j } un sistema diret-
to nella categoria G , allora esiste il limite diretto di tale sistema. Inoltre il
funtore F : G → AK deﬁnito in (1.10) è continuo.
Dimostrazione. Consideriamo
⊔
i∈I E
0
i l'unione disgiunta dei vertici dei graﬁ
Ei e
⊔
i∈I E
1
i l'unione disgiunta dei lati dei graﬁ Ei. Deﬁniamo una relazione
di equivalenza in tali insiemi come segue:
x ∼ y se, e solo se, esiste k ∈ I tale che ϕski(x) = ϕskj(y),
dove x ∈ Esi , y ∈ Esj , per opportuni indici i, j ∈ I, s = 0, 1, k ≥ i e k ≥ j.
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Deﬁniamo un grafo E = (E0, E1, s, r) come segue. Come insieme di
vertici e di lati consideriamo i rispettivi insiemi quozienti
E0 :=
⊔
i∈I
E0i / ∼ e E1 :=
⊔
i∈I
E1i / ∼ .
Le funzioni s, r : E1 → E0 sono così deﬁnite:
s([e]∼) = [sEj (e)]∼, r([e]∼) = [rEj (e)]∼,
per ogni lato e ∈ ⊔i∈I E1i e per un opportuno indice j ∈ I tale che e appar-
tiene a Ej . Mostriamo che s è ben deﬁnita. Siano e e f due lati in
⊔
i∈I E
1
i
in relazione tra loro. Esistono i e j opportuni indici in I per cui e e f ap-
partengono rispettivamente a E1i e E
1
j . Considero k un indice maggiore di i
e j tale che ϕki(e) = ϕkj(f). Allora, dal fatto che i morﬁsmi ϕji sono anche
degli omomorﬁsmi di graﬁ abbiamo che
ϕ0ki(sEi(e)) = sEk(ϕ
1
ki(e)) = sEk(ϕ
1
kj(f)) = ϕ
0
kj(sEj (f)).
Dunque sEi(e) è in relazione con sEj (f).
Allo stesso modo si veriﬁca che r è ben deﬁnita.
Consideriamo le mappe canoniche ψi = (ψ0, ψ1) : Ei → E, al variare di i
in I. Notiamo subito che le mappe ψ sono compatibili con il sistema diretto
S: ϕji ◦ ψj = ψi per ogni i, j in I tali che i ≤ j.
Le mappe ψi sono dei morﬁsmi in G , ovvero soddisfano le condizioni
(1),(2) e (3) della Deﬁnizione 1.4.1. Infatti le funzioni ψ0 e ψ1 sono iniettive
perché due elementi dello stesso grafo non possono essere in relazione tra loro
per l'iniettività delle funzioni ϕ0ji e ϕ
1
ji, dunque la richiesta (1) è soddisfatta.
Sia v un vertice di Ei appartenente a Xi. Allora l'insieme dei lati del
grafo E uscenti dal vertice ψ0i (v) è:
s−1E (ψ
0
i (v)) =
⋃
j≥i
ψ1j (s
−1
Ej
(ϕ0ji(v))).
Per la compatibilità delle ψi e la proprietà (3) dei morﬁsmi in G , abbiamo
che
ψ1i (s
−1
Ei
(v)) = ψ1j (ϕ
1
ji(s
−1
Ei
(v))) = ψ1j (s
−1
Ej
(ϕ0ji(v))).
Se deﬁniamo l'insieme X come l'unione
⋃
i∈I ψ
0
i (Xi), abbiamo che le mappe
ψi : (Ei, Xi)→ (E,X) soddisfano anche le condizioni (2) e (3).
Riassumendo (E,X) è un oggetto di G e la famiglia di morﬁsmi in G
{ ψi : (Ei, Xi)→ (E,X) }i∈I
è compatibile con il sistema S. Osserviamo che ogni elemento del grafo E
può essere scritto come l'immagine ψi(α), per un opportuno indice i ∈ I e
un opportuno elemento α del grafo Ei.
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Mostriamo che tale oggetto e tali morﬁsmi sono il limite diretto del
sistema S. Sia (G,Z) un oggetto di G e
{ γi : (Ei, Xi)→ (G,Z) }i∈I
una famiglia di morﬁsmi in G compatibili con il sistema S. Deﬁniamo γ :
E → G omomorﬁsmo di graﬁ come segue:
γt(ψi(α)) = γ
t
i (α),
dove i ∈ I, t = 0, 1 e α ∈ Eti . Mostriamo che γ è ben deﬁnita. Supponiamo
che un elemento di E si possa scrivere come ψi(α) e ψj(β), per opportuni i
e j in I, α e β in Eti e E
t
j rispettivamente. Allora esiste k in I tale che i ≤ k
e j ≤ k, per cui vale ϕtki(α) = ϕtkj(β). Compongo con il morﬁsmo γtk:
γtk ◦ ϕtki(α) = γtk ◦ ϕtkj(β).
Per la compatibilità dei morﬁsmi γi ottengo
γti (α) = γ
t
j(β),
ovvero γt(ψi(α)) = γt(ψj(β)).
Per come è stato deﬁnito, γ è l'unico omomorﬁsmo per cui γ ◦ ψi = γi
per ogni i in I.
Ora vogliamo mostrare che γ rappresenta un morﬁsmo γ : (E,X) →
(G,Z) in G veriﬁcando le richieste (1), (2) e (3) della Deﬁnizione 1.4.1. Le
funzioni γ0 e γ1 sono iniettive perché se supponiamo che esistano i e j in I,
α e β in Eti e E
t
j rispettivamente tali che
γt(ψti(α)) = γ
t(ψtj(β)),
allora per deﬁnizione γti (α) = γ
t
j(β). Consideriamo k in I, tale che i ≤ k e
j ≤ k, per la compatibilità abbiamo
γtk ◦ ϕtki(α) = γtk ◦ ϕtkj(β).
Per l'iniettività delle funzioni γtk possiamo concludere ϕki(α) = ϕkj(β),
ovvero α è equivalente a β.
Per come è deﬁnito X è immediato veriﬁcare che per ogni vertice v in X,
la sua immagine tramite γ appartiene a Z.
Sia v un vertice di un grafo Ei appartenente a Xi. Per la richiesta
(3) della Deﬁnizione 1.4.1 l'insieme s−1Ei (v) dei lati di Ei uscenti dal vertice
v è in biiezione con gli insiemi s−1E (ψ
0
i (v)) e s
−1
G (γ
0
i (v)). Per deﬁnizione
γ0(ψ0i (v)) = γ
0
i (v), dunque possiamo concludere che s
−1
E (ψ
0
i (v)) è in biiezione
con s−1G (γ
0(ψ0i (v))).
45
Per dimostrare la continuità del funtore F dobbiamo veriﬁcare che il
sistema diretto
F (S) =
{
(CXiK (Ei))i∈I , (ϕji)i,j∈I
}
,
ottenuto applicando F agli oggetti e ai morﬁsmi di S, ha come limite di-
retto l'oggetto F ((E,X)) = CXK (E) e la famiglia di mappe compatibili{
F (ψi) = ψi
}
i∈I .
Siano A una K-algebra e { γi }i∈I una famiglia di omomorﬁsmi di K-
algebre compatibili con il sistema F (S). Utilizziamo la Proprietà Universale
1.3.7 di CXK (E) per deﬁnire un omomorﬁsmo di K-algebre γ˜ : C
X
K (E)→ A.
Deﬁniamo la funzione γ : E0 ∪ E1 ∪ (E1)∗ → A come segue:
γ(ψti(α)) = γi(α), e γ(ψ
t
i(α)
∗) = γi(α∗),
dove i ∈ I, t = 0, 1 e α è un elemento di Ei. Analogamente a quanto fatto
in precedenza si veriﬁca che γ è ben deﬁnita.
Dovremmo mostrare che gli elementi{
γ(w)
∣∣ w ∈ E0 } , { γ(f) ∣∣ f ∈ E1 } , { γ(f∗) ∣∣ f ∈ E1 }
soddisfano le richieste della Proprietà Universale 1.3.7, ma mostriamo solo
che vale la richiesta (iii) perché le altre si ottengono con un calcolo diretto.
Sia un vertice in X scritto come ψ0i (v), dove i è un indice in I e v un
vertice del grafo Ei in Xi. Allora
γ(ψ0i (v)) = γi(v) = γi
( ∑
e∈s−1Ei (v)
ee∗
)
=
∑
e∈s−1Ei (v)
γi(e)γi(e)
∗
=
∑
e∈s−1Ei (v)
γ(ψ1i (e))γ(ψ
1
i (e))
∗ =
∑
f∈s−1E (v)
γ(f)γ(f∗),
dove nell'ultima uguaglianza abbiamo usato il fatto che la funzione ψ1i :
s−1Ei (v) → s−1E (ψ0i (v)) è biiettiva. Quindi per la Proprietà Universale 1.3.7
possiamo concludere che esiste un omomorﬁsmo γ˜ : CXK (E)→ A tale che
γ˜(ψti(α)) = γ˜i(α), e γ˜(ψ
t
i(α)
∗) = γ˜i(α∗),
dove i ∈ I, t = 0, 1 e α è un elemento di Ei. Per come è deﬁnito, γ˜ è l'unico
omomorﬁsmo per cui γ˜ ◦ ψi = γi0 per ogni i in I.
Sottograﬁ completi. Si potrebbe pensare che dato un sottografo F di un
grafo E, la Leavitt path algebra LK(F ) sia una sottoalgebra di LK(E), ma
questo non è vero in generale perché la relazione (CK2) che vale nella K-
algebra LK(F ) non è compatibile con l'analoga relazione in LK(E). Come
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esempio consideriamo la rosa con due petali pensata come sottografo della
rosa con tre petali:
•v
e1
ss
e2
EE
e3

R2 = (R
0
2 = { v } , R12 = { e1, e2 }) ⊆ R3 = (R03 = { v } , R13 = { e1, e2, e3 }).
In R2 si ha e1e1 ∗ +e2e∗2 = v, mentre in R3 si ha e1e1 ∗ +e2e∗2 = v −
e3e
∗
3. Dunque dobbiamo rivedere la nozione di sottografo. A tale scopo
introduciamo la seguente deﬁnizione.
Deﬁnizione 1.4.4. Un morﬁsmo ψ = (ψ0, ψ1) : (F, Y ) → (E,X) in G è
detto completo se
ψ0(v) ∈ X e s−1F (v) 6= ∅ ⇒ v ∈ Y.
Notiamo che un morﬁsmo ψ è completo se, e solo se, Y = (ψ0)−1(X) ∩
Reg(F ).
Sia Rn la rosa con n petali come nell'Esempio 1.1.3. Consideriamo il
morﬁsmo identità ι = (ι0, ι1) : (Rn, ∅)→ (Rn, { v }), così deﬁnito:
ι0(v) = v
ι1(ei) = ei per ogni i = 1, . . . , n.
Notiamo che l'omomorﬁsmo di K-algebre ι : CK(Rn) → LK(Rn) non è
iniettivo perché
ι
(
v −
n∑
i=1
eie
∗
i
)
= v −
n∑
i=1
eie
∗
i = 0,
dove nell'ultima uguaglianza abbiamo usato la relazione (CK2) di LK(Rn).
Dunque in generale un omomorﬁsmo di K-algebre associato a un morﬁsmo
in G non è iniettivo. Nel caso di morﬁsmi completi l'iniettività è garantita
dal seguente lemma.
Lemma 1.4.5. Sia ψ = (ψ0, ψ1) : (F, Y )→ (E,X) un morﬁsmo completo in
G . Allora l'omomorﬁsmo di K-algebre ψ : CYK(F )→ CXK (E) a lui associato
come nel Lemma 1.4.2, è iniettivo.
Dimostrazione. Sia v un vertice regolare di F in Y . Consideriamo
{
ev1, . . . , e
v
nv
}
una numerazione dell'insieme s−1F (v). Se v appartiene a Y , dal fatto che
ψ0 : s−1F (v) → s−1E (ψ0(v)) è una biiezione, otteniamo una numerazione
dell'insieme
s−1E (ψ
0(v)) =
{
e
ψ0(v)
1 , . . . , e
ψ0(v)
nv
}
.
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Siano B′′(F, Y ) e B′′(E,X) una base rispettivamente di CYK(F ) e CXK (E),
come nella Proposizione 1.3.8. L'ipotesi di completezza di ψ ci garantisce che
un elemento del tipo λevi (e
v
i )
∗µ∗ appartenente alla base B′′(F, Y ), dove v è
un vertice regolare appartenente a Y , ha immagine nella base B′′(E,X). Per
l'iniettività delle funzioni ψ0 e ψ1, l'omomorﬁsmo ψ manda elementi distinti
di B′′(F, Y ) in elementi distinti di B′′(E,X), quindi è iniettivo.
Introduciamo ora la nozione di sottografo completo.
Deﬁnizione 1.4.6. Un sottografo F di un grafo E è detto completo, se il
morﬁsmo d'inclusione
ε : (F,Reg(F ) ∩ Reg(E))→ (E,Reg(E))
è completo in G . In altre parole, il sottografo F è completo se per ogni
vertice v di F , regolare in E e che emette almeno un lato in F , allora i lati
emessi da v in F sono esattamente i lati emessi in E.
Consideriamo F un sottografo completo di un grafo E, tale che Reg(F )∩
Reg(E) = Reg(F ). Allora per il Lemma 1.4.5, l'omomorﬁsmo di K-algebre
ε : LK(F ) → LK(E) associato al morﬁsmo di inclusione ε : (F,Reg(F )) →
(E,Reg(E)) è iniettivo. Dunque LK(F ) è identiﬁcata con una sottoalgebra
di LK(E). Un esempio concreto è il grafo An dell'Esempio 1.1.2 pensato
come sottografo del grafo AN dell'Esempio 1.1.8. Infatti l'insieme dei vertici
regolari di An è un sottoinsieme di Reg(AN). Quindi le Leavitt path algebre
LK(An) sono sottoalgebre di LK(AN).
Siano n em interi positivi, tali chem > n. Consideriamo rispettivamente
Rn e Rm la rosa con n e m petali come nell'Esempio 1.1.3. Indichiamo con
v il loro unico vertice regolare. Siccome l'insieme s−1Rn(v) non è in biiezione
con l'insieme s−1Rm(v), il grafo Rn non è un sottografo completo di Rm. Se
invece consideriamo RN la rosa con inﬁniti petali come nell'Esempio 1.1.8,
abbiamo che l'insieme di vertici regolari Reg(RN) è l'insieme vuoto. Dunque
il morﬁsmo d'inclusione
ε : (Rn, ∅)→ (RN, ∅)
è completo. Possiamo concludere per la Deﬁnizione 1.4.6 che la rosa con n
petali Rn è un sottografo completo della rosa con inﬁniti petali RN.
Deﬁnizione 1.4.7. Sia E un grafo e X un sottoinsieme di vertici regolari
di E. Diremo che un sottografo F è X-completo nel caso in cui il morﬁsmo
di inclusione
(F,Reg(F ) ∩X)→ (E,X)
è un morﬁsmo completo nella categoria G . In altre parole, il sottografo F è
X-completo se per ogni vertice v non sink di F , che appartiene a X, allora
i lati emessi da v in F sono esattamente i lati emessi in E.
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Leavitt path algebre come limiti diretti. Nella categoria G , oltre a
esistere sempre il limite diretto di un sistema diretto, ogni oggetto è il limite
diretto di un opportuno sistema formato da graﬁ ﬁniti.
Lemma 1.4.8. Sia (E,X) un oggetto della categoria G . Allora esiste {εi :
(Fi, Xi)→ (E,X)}i∈I una famiglia di morﬁsmi in G completi tale che
{ (E,X), (εi)i∈I }
è il limite diretto di un sistema diretto della forma { (Fi, Xi)i∈I , (ιi)i∈I },
dove ogni Fi è un grafo ﬁnito e Xi è un sottoinsieme di vertici regolari di
Fi.
Dimostrazione. Sia G un sottografo di E. Costruiamo F un sottografo X-
completo a partire da G nel seguente modo. Come insieme dei vertici e dei
lati consideriamo rispettivamente:
F 0 :=
{
rE(e)
∣∣ e ∈ E1, sE(e) ∈ G0 ∪X } ∪G0
F 1 :=
{
e ∈ E1 ∣∣ sE(e) ∈ G0 ∪X } .
Le funzioni sG e rG sono rispettivamente la restrizione all'insieme F 1 di sE
e rE .
Mostriamo ora che l'inclusione ε : (F,Reg(F )∩X)→ (E,X) è un morﬁ-
smo in G completo. Per prima cosa veriﬁchiamo le richieste della Deﬁnizione
1.4.1. Le richieste (1) e (2) sono immediate. Sia v un vertice in Reg(F )∩X.
Sicuramente abbiamo che s−1F (v) ⊆ s−1E (v) perché F è un sottografo di E.
Dal fatto che v è regolare in F , ci deve essere almeno un lato uscente da v.
Per come è stato deﬁnito F , il vertice v deve appartenere a G0 ∩X e i lati
uscenti da v in E sono anche lati di F .
Passiamo a mostrare la completezza. Sia v un vertice di F non sink che
appartiene a X. In particolare v è un vertice regolare di E, quindi è anche un
vertice regolare di F e possiamo concludere che v appartiene a Reg(F )∩X.
Consideriamo la famiglia di oggetti in G
F = { (F,Reg(F ) ∩X) | F sottografo X-completo di E } .
Dati un numero ﬁnito di oggetti (Fi,Reg(Fi) ∩ X) in F , con i = 1, . . . , n,
allora il grafo F ottenuto dall'unione dei sottograﬁ Fi è ancora X-completo.
Prima di mostrare che la mappa di inclusione ε : (F,Reg(F ) ∩ X) →
(E,X) è un morﬁsmo in G completo, veriﬁchiamo che
Reg(F ) ∩X =
n⋃
i=1
(Reg(Fi) ∩X). (1.11)
Sia v un vertice in Reg(F ) ∩X. Allora v è un vertice non sink di un grafo
Fj , per un opportuno 1 ≤ j ≤ n. Dal fatto che il grafo Fj è X-completo,
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abbiamo che v appartiene a Reg(Fj) ∩ X ⊆
⋃n
i=1(Reg(Fi) ∩ X). Sia v un
vertice in
⋃n
i=1(Reg(Fi) ∩ X), allora v appartiene a Reg(Fj) ∩ X, per un
opportuno 1 ≤ j ≤ n. Per la richiesta (3) della Deﬁnizione 1.4.1 abbiamo
che
s−1E (v) = s
−1
Fj
(v) ⊆ s−1F (v).
Siccome F è un sottografo di E vale l'inclusione s−1F (v) ⊆ s−1E (v), quindi v è
un vertice regolare di F .
Veriﬁchiamo ora le richieste della Deﬁnizione 1.4.1 per la mappa di inclu-
sione. Le richieste (1) e (2) sono immediate. Sia v un vertice in Reg(F )∩X,
per l'uguaglianza vista in (1.11), v appartiene a Reg(Fj) ∩ X per un op-
portuno 1 ≤ j ≤ n. Per la richiesta (3) della Deﬁnizione 1.4.1 abbiamo
che
s−1E (v) = s
−1
Fj
(v) ⊆ s−1F (v).
Siccome F è un sottografo di E vale l'inclusione s−1F (v) ⊆ s−1E (v), quindi vale
la richiesta (3) anche per ε.
Ora possiamo dimostrare la completezza del morﬁsmo ε : (F,Reg(F ) ∩
X)→ (E,X). Sia v un vertice non sink di F appartenente a X. In partico-
lare v è un vertice regolare di E, quindi è anche un vertice regolare di F e
di conseguenza appartiene a Reg(F ) ∩X.
Grazie a quanto appena visto possiamo aﬀermare che la famiglia F e i
morﬁsmi di inclusione ιGF : (F,Reg(F ) ∩X) → (G,Reg(G) ∩X), con F e
G in F e F ⊆ G, formano un sistema diretto in G .
Il nostro obiettivo ora è dimostrare che il limite diretto di tale sistema è
l'oggetto (E,X) e la famiglia di morﬁsmi { εF : (F,Reg(F ) ∩X)→ (E,X) }F∈F .
Consideriamo (F˜ , Y˜ ) e { ψF | F ∈ F } il limite diretto del sistema
{ F , (ιGF )G,F∈F }
costruito come nella Proposizione 1.4.3. Per deﬁnizione di limite diretto
esiste un morﬁsmo ψ : (F˜ , Y˜ ) → (E,X). Il nostro obiettivo è mostrare che
ψ è un isomorﬁsmo.
Notiamo che per ogni elemento di E esiste F sottografo X-completo che
lo contiene. In particolare, se un vertice appartiene a X, allora è un vertice
regolare di un opportuno sottografo X-completo.
Deﬁniamo γ : (E,X)→ (F˜ , Y˜ ) il morﬁsmo inverso di ψ come segue:
γt(α) = ψF (α),
dove α è un elemento di E, F un sottografo in F contenente α, e t = 0, 1.
Il morﬁsmo γ è ben deﬁnito e soddisfa le richieste (1) e (2) della Deﬁnizione
1.4.1.
Ci rimane da veriﬁcare la richiesta (3). Sia v vertice in X. Considero F
un sottografo in F per cui v appartenga Reg(F ) ∩X. Dal fatto che ε e ψF
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sono morﬁsmi in G abbiamo che gli insiemi s−1F (v), s
−1
E (v) e s
−1
F˜
(ψ0F (v)) sono
in biiezione. Notando che ψ0F (v) = γ
0(v) possiamo concludere che s−1E (v) è
in biiezione con s−1
F˜
(γ0(v)).
Grazie al Lemma 1.4.8 riusciamo a descrivere la Leavitt path algebra di
un grafo come il limite diretto di algebre isomorfe a Leavitt path algebre di
graﬁ ﬁniti, opportunamente ottenuti da sottograﬁ completi.
Nel seguito useremo le notazioni del Lemma 1.4.8 e della Proposizione
1.4.3.
Teorema 1.4.9. Siano E un grafo arbitrario e K un campo. Sia X un sot-
toinsieme di vertici regolari di E. Consideriamo { F , (ιGF )G,F∈F } il sistema
diretto in G che ha limite diretto l'oggetto (E,X) e la famiglia di morﬁsmi
{ εF : (F,Reg(F ) ∩X)→ (E,X) }F∈F . Allora la Cohn path algebra CXK (E)
e la famiglia di monomorﬁsmi{
εF : C
Reg(F )∩X
K (F )→ CXK (E)
}
F∈F
sono il limite diretto del sistema diretto in AK{
(C
Reg(F )∩X
K (F ))F∈F , (ιGF )G,F∈F
}
.
In particolare, se X coincide con l'insieme dei vertici regolari di E, allora la
Leavitt path algebra LK(E) e la famiglia di monomorﬁsmi{
εF : C
Reg(F )∩Reg(E)
K (F )→ LK(E)
}
F∈F
sono il limite diretto del sistema diretto in AK{
(C
Reg(F )∩Reg(E)
K (F ))F∈F , (ιGF )G,F∈F
}
.
Dimostrazione. Per il Lemma 1.4.8 sappiamo che il limite diretto del sistema
{ F , (ιGF )G,F∈F } è l'oggetto (E,X) e la famiglia
{ εF : (F,Reg(F ) ∩X)→ (E,X) }F∈F
di morﬁsmi completi in G . Applicando il funtore F a tale sistema e al suo
limite, per la continuità di F dimostrata nella Proposizione 1.4.3, possiamo
concludere che il limite diretto in AK di{
(C
Reg(F )∩Reg(E)
K (F ))F∈F , (ιGF )G,F∈F
}
è la Cohn path algebra CXK (E) e la famiglia di omomorﬁsmi{
εF : C
Reg(F )∩X
K (F )→ CXK (E)
}
F∈F
.
Ogni morﬁsmo εF è completo, quindi per il Lemma 1.4.5 possiamo concludere
che εF è iniettivo.
La seconda parte dell'enunciato segue dalla prima parte scegliendo X =
Reg(E).
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Corollario 1.4.10. Siano E un grafo arbitrario e K un campo. Sia X un
sottoinsieme di vertici regolari di E. I limiti diretti descritti nel Teorema
1.4.9 possono essere riscritti nel seguente modo:
CXK (E) = lim−−−→
F∈F
LK(F (Reg(F ) ∩X))
LK(E) = lim−−−→
F∈F
LK(F (Reg(F ) ∩ Reg(E)))
dove le famiglie di omomorﬁsmi dei sistemi diretti e dei rispettivi limiti diretti
si ottengono componendo opportunamente gli omomorﬁsmi del Teorema 1.4.9
con gli isomorﬁsmi del Teorema 1.3.17.
Dimostrazione. Il corollario segue dal Teorema 1.4.9 e dal fatto che per
il Teorema 1.3.17, le Cohn path algebre CReg(F )∩XK (F ) sono isomorfe alle
Leavitt path algebre LK(E(Reg(F ) ∩X)) per ogni F in F .
Esempi. Vediamo ora come determinare le Leavitt path algebre di alcuni
graﬁ inﬁniti.
Esempio 1.4.11. Consideriamo RN la rosa con inﬁniti petali come nell'E-
sempio 1.1.8, e Rn la rosa con n-petali come nell'Esempio 1.1.3. I graﬁ Rn
sono sottograﬁ completi di RN per ogni n in N. Nella categoria G possiamo
scrivere l'oggetto (RN, ∅) come il limite diretto degli oggetti (Rn, ∅) al varia-
re di n in N. Applicando il Corollario 1.4.10 abbiamo che la Leavitt path
algebra di LK(RN) è il limite diretto delle Leavitt path algebre LK(Rn(∅)),
al variare di n in N.
Esempio 1.4.12. Consideriamo CN il grafo a orologio inﬁnito come nell'E-
sempio 1.1.8, e Cn il grafo a orologio come nell'Esempio 1.1.7. Osserviamo
che l'insieme dei vertici regolari di CN è l'insieme vuoto, quindi i sottograﬁ
Cn sono completi perché i morﬁsmi in G di inclusione εn : (Cn, ∅)→ (CN, ∅)
sono completi. Nella categoria G possiamo scrivere l'oggetto (CN, ∅) come
limite diretto degli oggetti (Cn, ∅), al variare di n in N. Applicando il Corol-
lario 1.4.10 abbiamo che la Leavitt path algebra LK(CN) è il limite diretto
delle Leavitt path algebre LK(Cn(∅)), al variare di n in N.
Esempio 1.4.13. Consideriamo il grafo DN come nell'Esempio 1.1.8, e il
grafo Dn come nell'Esempio 1.2.10. Osserviamo che l'insieme dei vertici
regolari di DN è l'insieme vuoto, quindi i sottograﬁ Dn sono completi perché
i morﬁsmi in G di inclusione εn : (Dn, ∅) → (DN, ∅) sono completi. Nella
categoria G possiamo scrivere l'oggetto (DN, ∅) come limite diretto degli
oggetti (Dn, ∅), al variare di n in N. Applicando il Corollario 1.4.10 abbiamo
che la Leavitt path algebra LK(DN) è il limite diretto delle Leavitt path
algebre LK(Dn(∅)), al variare di n in N.
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Esempio 1.4.14. Consideriamo il grafo AN come nell'Esempio 1.1.8, e il
grafo An come nell'Esempio 1.1.2. Osserviamo che tutti i vertici del gra-
fo AN sono regolari. I sottograﬁ An sono completi perché i morﬁsmi in G
di inclusione εn : (An,Reg(An)) → (AN, A0N) sono completi. Nella catego-
ria G possiamo scrivere l'oggetto (AN, A0N) come limite diretto degli oggetti
(An,Reg(An)), al variare di n in N. Per il Teorema 1.4.9 la Leavitt path
algebra LK(AN) è il limite diretto delle Leavitt path algebre LK(An), al
variare di n in N. Per quanto visto nell'Esempio 1.2.8 la Leavitt path alge-
bra LK(An) è isomorfa alla K-algebra Mn(K), quindi LK(AN) è isomorfa al
limite diretto
lim−−→
n∈N
Mn(K).
Ma tale limite è la K-algebraMN(K) delle matrici N×N con solo un numero
ﬁnito di entrate non nulle.
Esempio 1.4.15. Consideriamo il grafo BN come nell'Esempio 1.1.8, e il
grafo Bn come nell'Esempio 1.1.6. I sottograﬁ Bn sono completi perché
i morﬁsmi in G di inclusione εn : (Bn,Reg(Bn)) → (BN,Reg(BN)) sono
completi. Nella categoria G possiamo scrivere l'oggetto (BN,Reg(BN)) come
limite diretto degli oggetti (Bn,Reg(Bn)), al variare di n in N. Per il Teorema
1.4.9 la Leavitt path algebra LK(BN) è il limite diretto delle Leavitt path
algebre LK(Bn), al variare di n in N. Per quanto visto nell'Esempio 1.2.9
la Leavitt path algebra LK(Bn) è isomorfa alla K-algebra Mn(K), quindi
LK(BN) è isomorfa al limite diretto
lim−−→
n∈N
Mn(K).
Ma tale limite è la K-algebraMN(K) delle matrici N×N con solo un numero
ﬁnito di entrate non nulle.
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Capitolo 2
Ideali graduati
In questo capitolo vogliamo indagare il reticolo degli ideali graduati di
una Leavitt path algebra. L'obiettivo principale di tale capitolo è la dimo-
strazione del Teorema di Struttura degli Ideali Graduati che ci fornirà una
descrizione completa di tale reticolo.
2.1 Deﬁnizioni preliminari
Per prima cosa introduciamo alcune deﬁnizioni e terminologie sui graﬁ
che ricopriranno un ruolo cruciale nello studio degli ideali.
Cicli. Cominciamo con lo studio dei cicli in un grafo E. Un cammino µ
di E di lunghezza almeno uno è detto chiuso se il vertice di partenza s(µ)
coincide con il vertice di arrivo r(µ). Il vertice s(µ) = r(µ) è detto punto
base del cammino.
Un cammino chiuso µ = e1 · · · en con punto base v è detto semplice se il
vertice s(ei) è diverso da v per ogni i = 1, . . . , n.
Deﬁnizione 2.1.1. Sia E un grafo. Un cammino chiuso c = e1 · · · en, dove
n ∈ N, ei ∈ E0 e v := s(e1), è un ciclo con punto base v se il vertice s(ei) è
diverso dal vertice s(ej) quando i è diverso da j.
Osserviamo che per i = 1, . . . , n, il cammino ci = eiei+1 · · · ene1 · · · ei−1
è un ciclo con punto base s(ei) e per i = 1 otteniamo c1 = c. Inoltre, gli
insiemi Vci dei vertici di ciascun cammino ci coincidono.
Deﬁniamo come ciclo c l'insieme dei cicli ci con punto base s(ei). L'in-
sieme dei vertici Vc del ciclo c coincide con l'insieme Vci per ogni i =
1, . . . , n.
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A esempio, nel grafo
•v1
e1
!!
•v3
e4
==
•v2e3oo
e2
EE
il cammino e1e2e3e4 è un cammino chiuso semplice perché il vertice v2 è
il punto iniziale del lato e3 e del lato e2, mentre il cammino e1e3e4 è un
ciclo con punto base v1. L'insieme c = { e1e3e4, e3e4e1, e4e1e3 } è un ciclo e
l'insieme Vc dei suoi vertici è { v1, v2, v3 }.
Deﬁnizione 2.1.2. Un grafo E soddisfa la condizione (K) se per ogni vertice
v che appartiene a un cammino chiuso semplice, allora esistono almeno due
cammini chiusi semplici distinti con punto base v.
Deﬁnizione 2.1.3. Un grafo E è detto aciclico se nessun vertice di E è
punto base di un ciclo.
In particolare, un grafo aciclico non può contenere cammini chiusi.
I graﬁ An, Dn, Cn e Bn, studiati rispettivamente negli Esempi 1.1.2,
1.1.6, 1.1.7 e 1.1.5, sono tutti graﬁ aciclici:
An = •v1 e1 // •v2 e2 // •v3 e3 // · · · en−2 // •vn−1 en−1 // •vn ,
Dn = •v
e1
$$**//44
en−1
==•w ,
Cn = • •wn−1 •w1
• •v
en−1
OO
e1
;;
//
##||
oo
bb
•
• • • ,
Bn = •
""
•wn−1
en−1

•w1
e1
{{• // •v •oo
•
<<
•
OO
• .
dd
Insiemi ereditari e saturi. Sia E un grafo. Dati due vertici v e w di E,
allora diremo che w ≤ v se, e solo se, esiste un cammino µ di E tale che
s(µ) = v e r(µ) = w. A parole, un vertice w è minore e uguale a v se esiste
un cammino con vertice di partenza v e vertice di arrivo w che li collega. La
relazione ≤ è riﬂessiva e transitiva, quindi è un preordine.
Introduciamo la nozione di insieme ereditario e di insieme saturo.
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Deﬁnizione 2.1.4. Sia E un grafo. Un sottoinsieme X di vertici di E è
detto ereditario se dati due vertici w ∈ E0 e v ∈ X tali che w ≤ v, allora w
appartiene a X.
Deﬁnizione 2.1.5. Sia E un grafo. Un sottoinsieme X di vertici di E è
detto saturo se dato un vertice regolare v di E per cui vale
r(s−1(v)) = { r(e) | s(e) = v } ⊆ X,
allora v deve appartenere a X.
Indichiamo con HE l'insieme di tutti i sottoinsiemi di E0 che sono ere-
ditari e saturi.
Esempio 2.1.6. Sia CN il grafo a orologio inﬁnito come nell'Esempio 1.1.8:
•w1 •w2
•v
e1
OO
e2
<<
e3 //
##
(∞)
}}
•w3
• • • .
Indichiamo con U l'insieme di vertici { wi | i ∈ N }. Allora ogni sottoinsieme
H di U è un insieme saturo ed ereditario.
Un qualsiasi insieme ereditario che contiene il vertice v di CN deve coinci-
dere per forza con C0N. Quindi l'insieme HCN di tutti i sottoinsiemi di C0N sa-
turi ed ereditari è formato dall'insieme vuoto, da C0N e da tutti i sottoinsiemi
di U .
Dato un vertice v di un grafo E, chiamiamo l'albero di v l'insieme
T (v) :=
{
w ∈ E0 ∣∣ w ≤ v } .
L'insieme T (v) è ereditario e dati due vertici v e w di E tali che w ≤ v,
allora abbiamo T (w) ⊆ T (v).
Sia X un sottoinsieme di E0. L'insieme T (X) :=
⋃
v∈X T (v) è il più
piccolo sottoinsieme di E0 ereditario contenente X. Con S(X) indichiamo il
sottoinsieme di E0 {
v ∈ Reg(E) ∣∣ r(s−1(v)) ⊆ X } ∪X.
Se consideriamo una famiglia arbitraria di insiemi ereditari, allora l'unio-
ne e l'intersezione di tale famiglia sono ancora insiemi ereditari. Mentre se
considero una famiglia di insiemi saturi l'intersezione è ancora satura, ma in
generale l'unione non lo è.
Grazie a ciò per ogni insieme di vertici X possiamo considerare il più
piccolo insieme saturo ed ereditario contenente X. Tale insieme è dato
dall'intersezione di tutti i sottoinsieme di E0 saturi ed ereditari contenenti
X.
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Deﬁnizione 2.1.7. Siano E un grafo e X un insieme di vertici di E. La
chiusura satura ereditaria di X, indicata con X, è il più piccolo sottoinsieme
di E0 saturo ed ereditario contenente X.
Il seguente lemma ci fornisce una costruzione induttiva della chiusura
satura ereditaria di un insieme X.
Lemma 2.1.8. Siano E un grafo e X un insieme di vertici di E. Deﬁniamo
X0 := T (X) e per induzione poniamo Xn+1 := S(Xn), dove n > 0. Allora
la chiusura satura ereditaria di X è data da
X =
⋃
n≥0
Xn.
Dimostrazione. Cominciamo osservando che dato un sottoinsieme Y di E0
ereditario, allora l'insieme S(Y ) è ancora ereditario. Consideriamo un vertice
v in S(Y ) e un vertice w in E0 tali che w ≤ v. Se v appartiene a Y , per
l'ereditarietà w deve appartenere a Y . Se invece v è un vertice regolare per
cui r(s−1(v)) ⊆ Y , allora w ≤ r(e), dove e è un opportuno lato in s−1(v), e
dunque per l'ereditarietà di Y deve appartenere a Y .
Siccome l'insieme X0 è ereditario, allora gli insiemi Xn sono anch'essi
ereditari per ogni n ≥ 1, e la loro unione è ancora ereditaria.
Ora mostriamo che l'insieme
⋃
n≥0Xn è saturo. Consideriamo un vertice
regolare v per cui l'insieme r(s−1(v)) ⊆ ⋃n≥0Xn. Siccome per ogni n ≥ 0
abbiamo Xn ⊆ Xn+1, allora esiste un opportuno intero positivo N tale che
r(s−1(v)) ⊆ XN . Quindi il vertice v deve appartenere all'insieme XN+1 =
S(XN ) e di conseguenza all'insieme
⋃
n≥0Xn.
Per poter concludere la dimostrazione dobbiamo veriﬁcare che l'insieme⋃
n≥0Xn è il più piccolo insieme saturo ed ereditario contenente X. Sia Y
un sottoinsieme di E0 saturo ed ereditario contenente X. Dimostriamo per
induzione su n che ogni Xn è contenuto in Y .
L'insieme X0 = T (X) è contenuto in Y perché è il più piccolo insieme
ereditario contenente X.
Supponiamo per ipotesi induttiva che Xn sia contenuto in Y . Per deﬁ-
nizione
Xn+1 = S(Xn) = Xn ∪
{
v ∈ Reg(E) ∣∣ r(s−1(v)) ⊆ Xn } ,
ma Xn ⊆ Y per l'ipotesi induttiva e
{
v ∈ Reg(E) ∣∣ r(s−1(v)) ⊆ Xn } ⊆ Y
perché Y è saturo.
Quindi segue che l'insieme
⋃
n≥0Xn è contenuto in Y .
Esempio 2.1.9. Consideriamo il grafoAn dell'Esempio 1.1.2. Fissiamo vi un
vertice di An. L'albero T (vi) è l'insieme { vj ∈ An | j ≥ i }, l'insieme X1 =
S(T (vi)) è dato da { vi−1 }∪T (vi) e proseguendo si ha Xn = { vi−n }∪Xn−1
ﬁno a che i−n = 1. Dopo un numero ﬁnito di passi otteniamo che la chiusura
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satura ereditaria di { vi } è l'insieme A0n. Quindi nel grafo An la chiusura
satura ereditaria di un qualsiasi insieme non vuoto di vertici è A0n.
In particolare, gli unici insiemi ereditari e saturi nel grafo An sono l'in-
sieme vuoto e A0n. Infatti sia H un sottoinsieme non vuoto di vertici di An
saturo ed ereditario. Sicuramente esiste un vertice vi ∈ A0n contenuto in H.
Per quanto appena visto la chiusura satura ereditari di { vi } coincide con
A0n, quindi
A0n = { v } ⊆ H = H.
Quanto detto per il grafo An vale analogamente per il grafo AN dell'E-
sempio 1.1.8.
Sia E un grafo. L'insieme HE con la relazione d'inclusione insiemistica
è un reticolo: l'estremo inferiore di due elementi H1, H2 ∈ HE è H1 ∧H2 :=
H1 ∩H2, mentre l'estremo superiore è H1 ∨H2 := H1 ∪H2. In particolare,
il reticolo (HE ,⊆) è completo, ovvero data un famiglia {Hi }i∈I ⊆ HE ,
dove I è un insieme di indici arbitrario, allora esistono gli estremi inferiore
e superiore, che sono rispettivamente:∧
i∈I
Hi =
⋂
i∈I
Hi,
∨
i∈I
Hi =
⋃
i∈I
Hi.
2.2 Algebre Z-graduate
In questa sezione studieremo la struttura di algebra Z-graduata di una
Leavitt path algebra.
Algebre G-graduate. Cominciamo con dare la deﬁnizione di algebra gra-
duata rispetto a un gruppo.
Deﬁnizione 2.2.1. Siano (G, ·) un gruppo e A un'algebra su un campo K.
L'algebra A è detta G-graduata se esiste {Aσ }σ∈G una famiglia di sottospazi
di A tale che
A =
⊕
σ∈G
Aσ e AσAτ ⊆ Aστ ,
per ogni σ, τ ∈ G. I sottospazi Aσ sono detti componenti omogenee di A, e
gli elementi appartenenti ad Aσ sono chiamati elementi omogenei di grado
σ.
Analogamente possiamo dare la deﬁnizione di anello graduato rispetto a
un gruppo.
Deﬁnizione 2.2.2. Siano (G, ·) un gruppo e R un anello. L'anello R è detto
G-graduato se esiste {Rσ }σ∈G una famiglia di sottogruppi additivi di R tale
che
R =
⊕
σ∈G
Rσ e RσRτ ⊆ Rστ ,
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per ogni σ, τ ∈ G. I sottogruppi Rσ sono detti componenti omogenee di R, e
gli elementi appartenenti a Rσ sono chiamati elementi omogenei di grado σ.
Osserviamo che un'algebra G-graduata è anche un anello G-graduato.
Le deﬁnizioni e i risultati che studieremo in seguito riguardanti le algebre
graduate si possono replicare in modo analogo al caso di anelli graduati.
Noi siamo interessati a strutture graduate in cui il gruppo (G, ·) è il
gruppo additivo degli interi (Z,+), che per semplicità indichiamo solo con
Z.
Vediamo ora alcuni esempi.
Esempio 2.2.3. Sia K un campo. La K-algebra K[x−1, x] dei polino-
mi di Laurent è un'algebra Z-graduata. Consideriamo i sottospazi An =
spanK({ xn }), per ogni n ∈ Z. É immediato veriﬁcare che
K[x−1, x] =
⊕
n∈Z
spanK({ xn }),
e che AnAm è contenuto in An+m, per ogni n,m ∈ Z.
Esempio 2.2.4. Sia K un campo. La K-algebraMn(K) delle matrici n×n
a coeﬃcienti in K è un'algebra Z-graduata. Consideriamo per −n+ 1 ≤ t ≤
n− 1 i sottospazi
At = {X ∈Mn(K) | xi,j = 0 se i− j 6= t } = spanK({ Ei,j | i− j = t }).
Mentre se t ≥ n o t ≤ −n consideriamo come At il sottospazio banale.
Sicuramente vale
Mn(K) =
⊕
t∈Z
spanK({ Ei,j | i− j = t }).
Siano Ei,j e Eh,k tali che i−j = t e h−k = s, dove−n+1 ≤ t, s ≤ n−1. Se
j 6= h, abbiamo che Ei,jEh,k = 0. Mentre se j = h, abbiamo Ei,jEh,k = Ei,k
e vale i − k = i − j + j − k = t + s. Quindi il prodotto di un generatore
di At per uno di As è uguale alla matrice nulla o a un generatore di At+s.
Possiamo concludere che AtAs è contenuto in At+s, per ogni t, s ∈ Z.
Esempio 2.2.5. Sia R =
⊕
m∈ZRm un anello Z-graduato. Vogliamo deﬁni-
re una struttura di anello Z-graduato sull'anelloMn(R) delle matrici n×n a
coeﬃcienti in R. A tale scopo deﬁniamo il grado di un elemento rEi,j , dove
r è un elemento omogeneo di R di grado m:
deg(rEi,j) = m+ i− j.
Mostriamo che i sottogruppi
(Mn(R))t = spanR({ rEi,j | r ∈ Rm, m+ i− j = t }),
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al variare di t ∈ Z, sono le componenti omogenee di Mn(R). Sia X una
matrice appartenente a Mn(R), allora possiamo scrivere X in modo unico
come
∑
i,j xi,jEi,j , dove i, j = 1, . . . , n e xi,j ∈ R. A loro volta, gli elementi
xi,j possono essere scritti in modo unico come somma di elementi omogenei
di R. Quindi ogni matrice X ∈ Mn(R) può essere scritta in modo unico
come somma di elementi del tipo rEi,j , dove r è un elemento omogeneo di R
di grado m. Possiamo concludere che i sottogruppi (Mn(R))t sono in somma
diretta.
Siano xEi,j e yEh,k elementi omogenei di Mn(R), dove x ∈ Rl, y ∈ Rm,
l + i− j = t e m+ h− k = s con t, s ∈ Z. Allora xEi,jyEh,k = xyEi,jEh,k è
nullo se j 6= h, altrimenti se j = h
xEi,jyEh,k = xyEi,jEh,k = xyEi,k,
e vale l + m + i − k = l + i − j + m + h − k = t + s. Questo dimostra che
(Mn(R))t(Mn(R))s è contenuto in (Mn(R))t+s, per ogni t, s ∈ Z.
Ideali graduati. Analizziamo ora la nozione di ideale graduato di un'al-
gebra.
Deﬁnizione 2.2.6. Siano (G, ·) un gruppo eK un campo. Un ideale bilatero
I (rispettivamente sinistro, destro) di una K-algebra G-graduata A è detto
graduato se vale
I =
∑
σ∈G
(I ∩Aσ). (2.1)
Siano G un gruppo e K un campo. Sia I un ideale graduato di una
K-algebra G-graduata A. Indichiamo con Aσ le componenti omogenee di A.
Consideriamo un elemento y appartenente a I e la sua rispettiva decompo-
sizione come somma di elementi omogenei y =
∑
σ∈G yσ, dove yσ appartiene
ad Aσ per ogni σ ∈ G e solo un numero ﬁnito di yσ sono non nulli. Allora
per la condizione (2.1) della Deﬁnizione 2.2.6 ogni yσ appartiene a I.
Viceversa, se per ogni elemento y =
∑
σ∈G yσ di un ideale I qualsiasi, le
sue componenti yσ appartengono ancora all'ideale, allora I è graduato.
Indichiamo con L (A) l'insieme degli ideali di A e con (L (A),⊆) il reti-
colo degli ideali di A ordinato dalla relazione d'inclusione. Denotiamo invece
con Lgr(A) il sottoinsieme di L (A) formato dagli ideali graduati. Risulta
che (Lgr(A),⊆) è un sottoreticolo di (L (A),⊆); infatti la somma I + J e
l'intersezione I ∩ J sono ancora ideali graduati di A.
Vediamo ora come l'algebra quoziente rispetto a un ideale graduato ere-
dita naturalmente la struttura di algebra graduata.
Proposizione 2.2.7. Siano (G, ·) un gruppo e K un campo. Consideriamo
A =
⊕
σ∈GAσ una K-algebra G-graduata e I un suo ideale graduato. Allora
l'algebra quoziente A/I è ancora una K-algebra G-graduata.
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Dimostrazione. Consideriamo pi : A→ A/I la proiezione canonica e indichia-
mo l'immagine pi(a) di un elemento a di A con a, e analogamente l'immagine
pi(X) di un sottoinsieme X di A con X.
La struttura di algebraG-graduata si ottiene scegliendo come componenti
omogenee di A i sottospazi Aσ := Aσ. Controlliamo che tali sottospazi siano
in somma diretta. Per la proprietà di omomorﬁsmo di pi, abbiamo che la
K-algebra A coincide con la somma
∑
σ∈GAσ e che AσAτ è contenuto in
Aστ , per ogni σ, τ ∈ G.
Consideriamo i sottospazi Aτ e
∑
σ 6=τ Aσ. Sia x un elemento di A appar-
tenente a Aτ∩
∑
σ 6=τ Aσ, allora x può essere scritto come xτ , con xτ elemento
omogeneo in A di grado τ , oppure come somma
∑
σ 6=τ xσ, dove gli xσ sono
elementi omogenei di A di grado σ quasi tutti nulli. Abbiamo dunque
xτ −
∑
σ 6=τ
xσ = 0
pi
(
xτ −
∑
σ 6=τ
xσ
)
= 0
xτ −
∑
σ 6=τ
xσ ∈ I,
ma dall'ipotesi che I è graduato possiamo concludere che xσ appartiene a
I, per ogni σ ∈ G. In particolare possiamo concludere che l'elemento x
considerato in partenza è nullo e l'intersezione Aτ ∩
∑
σ 6=τ Aσ è banale.
In un'algebra G-graduata non è detto che tutti gli ideali siano graduati.
a esempio la K-algebra K[x−1, x] dei polinomi di Laurent ha come unici
ideali graduati l'ideale 0 e K[x−1, x]. Infatti, se consideriamo un elemento
non nullo α di un ideale I graduato di K[x−1, x], allora lui si scrive nella
forma
∑n
i=m kix
i, dove m e n sono due interi tali che m ≤ n, e ki appartiene
a K per m ≤ i ≤ n. Siccome I è graduato e α è diverso da 0, allora esiste
un elemento kixi appartenente a I, con ki ∈ K×. Essendo un elemento
invertibile possiamo concludere che l'identità appartiene all'ideale, ovvero I
coincide con K[x−1, x].
Alcuni ideali graduati si possono ottenere come ideali generati da un
insieme formato da elementi omogenei.
Proposizione 2.2.8. Siano (G, ·) un gruppo e K un campo. Consideriamo
A =
⊕
σ∈GAσ una K-algebra G-graduata e X un sottoinsieme di A i cui
elementi sono tutti omogenei. Allora l'ideale I(X) generato da X è graduato.
Dimostrazione. Ogni elemento y appartenente a I(X) si può scrivere come∑n
i=1 aixibi, dove n ∈ N, ai, bi ∈ A, xi ∈ X per i = 1, . . . , n. Decomponiamo
come somma di elementi omogenei ai e bi per ogni i = 1, . . . , n:
ai =
∑
σ∈G
(ai)σ, bi =
∑
σ∈G
(bi)σ,
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dove le sommatorie hanno solo un numero ﬁnito di addendi non nulli. Sosti-
tuendo le decomposizioni nell'espressione di y possiamo scrivere
y =
∑
σ,i,τ
(ai)σxi(bi)τ , (2.2)
dove σ e τ variano in G e 1 ≤ i ≤ n. Ogni elemento (ai)σxi(bi)τ è omogeneo
perché prodotto di elementi omogenei, e appartenenti a I(X) perché gli xi
appartengono a X. Dunque, in (2.2) abbiamo scritto y come somma delle
sue componenti omogenee, che come abbiamo visto appartengono a I(X).
Possiamo concludere che I(X) è graduato.
Omomorﬁsmi graduati. Date due algebre graduate, è naturale conside-
rare degli omomorﬁsmi che preservano il grado degli elementi. Più precisa-
mente, introduciamo la nozione di omomorﬁsmo graduato.
Deﬁnizione 2.2.9. Siano (G, ·) un gruppo e K un campo. Consideria-
mo A =
⊕
σ∈GAσ e B =
⊕
σ∈GBσ due K-algebre G-graduate. Un omo-
morﬁsmo graduato f : A → B è un omomorﬁsmo di K-algebre tale che
f(Aσ) ⊆ Bσ, per ogni σ ∈ G.
Un isomorﬁsmo graduato f : A→ B è un isomorﬁsmo di K-algebre per
cui f e f−1 sono omomorﬁsmi graduati.
Consideriamo f : A→ B un omomorﬁsmo graduato tra dueK-algebreG-
graduate A e B. Il nucleo di f è un ideale graduato. Infatti, se consideriamo
x in A tale che f(x) = 0, decomponendo x come somma di elementi omogenei∑
σ∈G xσ possiamo scrivere
f(x) = f
(∑
σ∈G
xσ
)
=
∑
σ∈G
f(xσ) = 0.
Siccome le componenti omogenee Bσ di B sono in somma diretta, allora
f(xσ) = 0 per ogni σ ∈ G, ovvero xσ appartiene al nucleo di f per ogni
σ ∈ G.
Leavitt path algebre come algebre Z-graduate. Come anticipato le
Leavitt path algebre hanno una struttura di algebra Z-graduata. Comincia-
mo con deﬁnire il grado dei vertici e dei lati di un grafo esteso.
Deﬁnizione 2.2.10. Sia E un grafo. Deﬁniamo il grado degli elementi in
E0 ∪ E1 ∪ (E1)∗: deg(v) = 0 per ogni v ∈ E0, deg(e) = 1 e deg(e∗) = −1
per ogni e ∈ E1.
Sia K〈E0 ∪ E1 ∪ (E1)∗〉 la K-algebra associativa libera generata dal-
l'insieme E0 ∪ E1 ∪ (E1)∗. Deﬁniamo il grado di un monomio kx1 · · ·xn di
K〈E0 ∪ E1 ∪ (E1)∗〉 in questo modo:
deg(kx1 · · ·xn) =
n∑
i=1
deg(xi).
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Grazie alla Deﬁnizione 2.2.10 possiamo introdurre una struttura di alge-
bra Z-graduata nella K-algebra K〈E0 ∪ E1 ∪ (E1)∗〉.
Proposizione 2.2.11. Siano E un grafo e K un campo. Allora la K-algebra
associativa libera K〈E0 ∪E1 ∪ (E1)∗〉 generata dall'insieme E0 ∪E1 ∪ (E1)∗
è un'algebra Z-graduata.
Dimostrazione. Consideriamo An il K-sottospazio vettoriale di K〈E0∪E1∪
(E1)∗〉
An := spanK({ x1 · · ·xt | t ∈ N, deg(x1 · · ·xt) = n }), (2.3)
al variare di n ∈ Z. Sicuramente ∑n∈ZAn è diretta e coincide con K〈E0 ∪
E1 ∪ (E1)∗〉. Inoltre dati due monomi x1 · · ·xt ∈ An e y1 · · · ys ∈ Am, allora
il grado del loro prodotto è
deg(x1 · · ·xty1 · · · ys) =
t∑
i=1
deg(xi) +
s∑
i=1
deg(yi)
= deg(x1 · · ·xt) + deg(y1 · · · ys) = n+m.
Quindi AnAm è contenuto in An+m per ogni n,m ∈ Z.
Osservazione 2.2.12. I polinomi di K〈E0 ∪ E1 ∪ (E1)∗〉 che compaiono
nelle relazioni (V), (E1), (E2), (CK1) e (CK2) della Deﬁnizione 1.2.1 sono
omogenei. Dunque un ideale generato da tali relazioni o solo da alcune di
esse, per la Proposizione 2.2.8, è graduato.
Proposizione 2.2.13. Siano E un grafo e K un campo. Consideriamo X
un sottoinsieme di vertici regolari di E. Allora:
(1) la path algebra KÊ del grafo esteso di E è un'algebra Z-graduata e ogni
componente omogenea (KÊ)n di grado n è data dal sottospazio
spanK
({
µ ∈ Path(Ê)
∣∣∣ deg(µ) = n });
(2) la Cohn path algebra CXK (E) relativa a X è un'algebra Z-graduata e ogni
componente omogenea (CXK (E))n di grado n è data dal sottospazio
spanK({ λµ∗ | λ, µ ∈ Path(E), r(λ) = r(µ), `(λ)− `(µ) = n }).
Dimostrazione. Ci riferiamo con (V), (E1), (E2), (CK1) e (CK2) alle relazio-
ni della Deﬁnizione 1.2.1, e conK〈E0∪E1∪(E1)∗〉 allaK-algebra associativa
libera generata dall'insieme E0 ∪ E1 ∪ (E1)∗.
Cominciamo dal punto (1). Secondo la Deﬁnizione 1.1.16 la path algebra
KÊ è l'algebra quoziente tra l'algebra K〈E0∪E1∪(E1)∗〉 e l'ideale generato
dalle relazioni (V), (E1) e (E2). Per quanto detto nell'Osservazione 2.2.12
tale ideale è graduato e per la Proposizione 2.2.11 l'algebra K〈E0 ∪ E1 ∪
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(E1)∗〉 è Z-graduata, quindi per la Proposizione 2.2.7 possiamo concludere
che KÊ è Z-graduata.
Le componenti omogenee di KÊ sono l'immagine tramite la proiezione
canonica pi : K〈E0 ∪ E1 ∪ (E1)∗〉 → KÊ delle componenti omogenee An di
K〈E0∪E1∪ (E1)∗〉 descritte in (2.3). L'immagine tramite pi di un monomio
x1 · · ·xt di K〈E0 ∪ E1 ∪ (E1)∗〉 è 0 oppure uguale a un cammino del grafo
esteso Ê. Il grado di un elemento pi(x1 · · ·xt) = λ ∈ Path(Ê) è uguale
a quello del monomio x1 · · ·xt di partenza in K〈E0 ∪ E1 ∪ (E1)∗〉 perché
per determinare pi(x1 · · ·xt), secondo le relazioni (V), (E1), (E2), bisogna
sempliﬁcare i termini vw, fr(f), s(f)f , dove v, w sono vertici in E0, f è un
lato in E1∪(E1)∗. Ma tali termini vengono sostituiti da monomi dello stesso
grado, quindi l'immagine pi(An) coincide con il sottospazio di KÊ
spanK
({
µ ∈ Path(Ê)
∣∣∣ deg(µ) = n }).
Proseguiamo con il punto (2). Secondo l'Osservazione 1.3.6 la Cohn
path algebra CXK (E) è l'algebra quoziente di K〈E0∪E1∪ (E1)∗〉 con l'ideale
generato dalle relazioni (V), (E1), (E2), (CK1) e la relazione (CK2) riferita
ai vertici appartenenti a X. Per quanto detto nell'Osservazione 2.2.12 tale
ideale è graduato e per la Proposizione 2.2.11 l'algebra K〈E0∪E1∪ (E1)∗〉 è
Z-graduata, quindi per la Proposizione 2.2.7 possiamo concludere che CXK (E)
è Z-graduata.
Le componenti omogenee di CXK (E) sono l'immagine tramite la proiezione
canonica pi : K〈E0∪E1∪(E1)∗〉 → CXK (E) delle componenti omogenee An di
K〈E0∪E1∪ (E1)∗〉 descritte in (2.3). L'immagine tramite pi di un monomio
x1 · · ·xt di K〈E0 ∪ E1 ∪ (E1)∗〉 è 0 oppure uguale a λµ∗, dove λ e µ sono
due cammini di E con lo stesso vertice di arrivo. Il grado di un elemento
pi(x1 · · ·xt) = λµ∗ in K〈E0 ∪ E1 ∪ (E1)∗〉 è dato da
deg(λµ∗) = deg(λ) + deg(µ∗) = `(λ)− `(µ),
che è uguale a quello del monomio x1 · · ·xt di partenza perché per deter-
minare pi(x1 · · ·xt), secondo le relazioni (V), (E1), (E2), (CK1), bisogna
sempliﬁcare i termini vw, fr(f), s(f)f , e∗e′, dove v, w sono vertici in E0,
f è un lato in E1 ∪ (E1)∗ ed e, e′ sono lati in E1. Ma tali termini vengono
sostituiti da monomi dello stesso grado, quindi l'immagine pi(An) coincide
con il sottospazio di CXK (E)
spanK({ λµ∗ | λ, µ ∈ Path(E), r(λ) = r(µ), `(λ)− `(µ) = n }).
Corollario 2.2.14. Siano E un grafo e K un campo. Consideriamo X un
sottoinsieme di vertici regolari di E. Indichiamo con K〈E0 ∪ E1 ∪ (E1)∗〉
la K-algebra associativa libera generata dall'insieme E0 ∪ E1 ∪ (E1)∗. Le
proiezioni canoniche K〈E0 ∪ E1 ∪ (E1)∗〉 → KÊ e K〈E0 ∪ E1 ∪ (E1)∗〉 →
CXK (E) sono omomorﬁsmi graduati.
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Dimostrazione. Il corollario segue subito da quanto visto nella dimostrazione
della Proposizione 2.2.13: le componenti omogenee di KÊ e CXK (E) sono im-
magini tramite le rispettive proiezioni canoniche delle componenti omogenee
di K〈E0 ∪ E1 ∪ (E1)∗〉.
Corollario 2.2.15. Siano E un grafo e K un campo. Allora la Leavitt path
algebra LK(E) e la Cohn path algebra CK(E) sono algebre Z-graduate e le
loro componenti omogenee sono date dal sottospazio
spanK({ λµ∗ | λ, µ ∈ Path(E), r(λ) = r(µ), `(λ)− `(µ) = n }).
Dimostrazione. L'enunciato è una caso particolare della Proposizione 2.2.13.
Per la Leavitt path algebra basta considerare X = Reg(E), mentre per la
Cohn path algebra X = ∅.
Esempio 2.2.16. Siano R1 la con un petalo come nell'Esempio 1.1.3 con
n = 1, e K un campo. Consideriamo l'isomorﬁsmo di K-algebre
ϕ : LK(R1)→ K[x−1, x]
v 7→ 1
e 7→ x
e∗ 7→ x−1,
studiato nell'Esempio 1.2.6 tra la Leavitt path algebra di R1 e la K-algebra
dei polinomi di Laurent a coeﬃcienti in K. Tale isomorﬁsmo rispetta i gradi
dei generatori di LK(R1), quindi è un isomorﬁsmo graduato.
Proposizione 2.2.17. Siano E un grafo e K un campo. Consideriamo X
un sottoinsieme di vertici regolari di E. La Cohn path algebra CXK (E) di
E relativa a X e la Leavitt path algebra LK(E(X)) del grafo E(X), come
costruito nella Deﬁnizione 1.3.14, sono isomorfe come algebre Z-graduate.
Dimostrazione. Per il Teorema 1.3.17 sappiamo che l'algebra CXK (E) è iso-
morfa a LK(E(X)). Ma gli isomorﬁsmi ϕ e ψ presentati nella dimostrazione
del Teorema 1.3.17 rispettano i gradi dei generatori delle rispettive algebre,
quindi sono graduati.
2.3 Il Teorema di Riduzione e i Teoremi di Unicità
Il Teorema di riduzione è un risultato importante perché le sue conse-
guenze tornano utili in diversi contesti. In particolare, in questa sezione ci
permetterà di dimostrare i Teoremi di Unicità e alcune proprietà riguardanti
le Leavitt path algebre come anelli.
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Notazioni. Sia E un grafo. Siano c un ciclo di E con punto base il vertice
v e n ∈ N, allora nel contesto di una Leavitt path algebra o di una Cohn
path algebra indichiamo con c0 il punto base v, con cn l'n-esima potenza di
c e con c−n l'n-esima potenza del cammino c∗:
c0 := v, c−n := (c∗)n. (2.4)
Sia p(x) =
∑n
i=m kix
i un polinomio di Laurent, dove i coeﬃcienti ki
appartengono a un campo K, e n,m ∈ Z tali che m ≤ n. Grazie alle
notazioni (2.4) ha senso valutare il polinomio p(x) nel ciclo c:
p(c) :=
n∑
i=m
kic
i.
Deﬁnizione 2.3.1. Siano E un grafo e µ = e1 · · · en un suo cammino, con
n ∈ N. Un lato e di E è un'uscita per µ se esiste i = 1, . . . , n, tale che e 6= ei
e s(ei) = s(e).
Diremo che un grafo soddisfa la condizione (L) se per ogni ciclo esiste
un'uscita.
Sia Rn la rosa con n petali come nell'Esempio 1.1.3:
•v e1ffQQEE33
((  
en
ss .
Se n = 1, allora il grafo R1 ha un unico lato che è anche l'unico ciclo,
quindi non soddisfa la condizione (L). Mentre se n ≥ 2, i cicli di Rn sono i
lati ei per i = 1, . . . , n, e tutti ammettono un'uscita. Quindi Rn soddisfa la
condizione (L).
Sia ET il grafo di Toeplitz come nell'Esempio 1.1.4:
•ue 88
f // •v .
L'unico ciclo di ET è il lato e che ha come uscita il lato f . Quindi il grafo
ET soddisfa la condizione (L).
Ogni grafo aciclico, non possedendo cicli, soddisfa la condizione (L).
Teorema di Riduzione. Enunciamo alcuni risultati utili per il Teorema
di Riduzione.
Lemma 2.3.2. Siano E un grafo e K un campo. Se c = e1 · · · en è un
ciclo di E con punto base v senza uscite, allora l'anello unitario vLK(E)v
coincide con l'insieme{
n∑
i=m
kic
i
∣∣∣∣∣ ki ∈ K, m, n ∈ Z, m ≤ n
}
,
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ed è isomorfo all'anello dei polinomi di Laurent K[x−1, x] a coeﬃcienti in
K.
Dimostrazione. Per prima cosa mostriamo che ogni cammino λ di E con
punto di partenza s(λ) = v deve essere del tipo cme1 · · · ek, dove m e k sono
due interi tali che m ≥ 0, 0 ≤ k < n e deg(λ) = mn + k. Per k = 0 i
lati e1 · · · ek non compaiono. In altre parole, vogliamo mostrare che ogni
cammino di E che parte da v è formato dal ciclo c percorso un certo numero
di volte ed eventualmente da un tratto iniziale di c.
Procediamo per induzione sul grado di λ. Se deg(λ) = 1, allora λ è un
lato di E con vertice iniziale v, ma deve coincidere con e1 perché c non ha
uscite.
Ora supponiamo che la nostra aﬀermazione sia vera per i cammini di
grado minore o uguale di m. Sia λ un cammino di grado m + 1, scriviamo
λ = λ′f , dove λ′ è un cammino di E di grado m, e f è un lato di E tali
che r(λ′) = s(f). Utilizziamo l'ipotesi induttiva per scrivere λ′ = cqe1 · · · et,
dove q ≥ 0, 0 ≤ t < n e m = qn+t. Si deve avere che il vertice r(et) coincida
con il vertice s(f), ma siccome il ciclo c non ha uscite, allora f = et+1. In
conclusione possiamo scrivere
λ = λ′f = cqe1 · · · etf = cqe1 · · · et+1,
e vale deg(λ) = qn + t + 1 = m + 1. Quindi abbiamo scritto λ nella forma
richiesta.
Consideriamo ora due cammini λ e µ di E tali che s(λ) = s(µ) = v e
λµ∗ 6= 0 (ovvero r(λ) = r(µ)). Per il paragrafo precedente possiamo scrivere
λ = cre1 · · · et
µ = cse1 · · · et.
Notiamo che i lati ﬁnali e1 · · · et sono gli stessi perché i due cammini hanno
lo stesso vertice di arrivo. Se deg(λ) = deg(µ), allora r = s e
λµ∗ = cre1 · · · ete∗t · · · e∗1c−s = v = c0.
Se deg(λ) > deg(µ), allora r > s e
λµ∗ = cre1 · · · ete∗t · · · e∗1c−s = cr−s.
Se deg(λ) < deg(µ), allora r < s e
λµ∗ = cre1 · · · ete∗t · · · e∗1c−s = c−(s−r).
Ogni elemento α di vLK(E)v si scrive come
∑m
i=0 kiλiµ
∗
i + kv, dove
k, k0, . . . , km ∈ K, λ0, . . . , λm, µ0, . . . , µm ∈ Path(E), s(λi) = s(µi) = v,
r(λi) = r(µi) per ogni i = 0, . . . ,m. Per quanto appena mostrato i prodotti
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λiµ
∗
i sono potenze di c. In conclusione possiamo aﬀermare che ogni elemento
di vLK(E)v è un polinomio di Laurent a coeﬃcienti in K valutato nel ciclo
c.
Per dimostrare la seconda parte del lemma troviamo un isomorﬁsmo
esplicito tra K[x−1, x] e vLK(E)v. Consideriamo K〈x−1, x〉 la K-algebra
associativa unitaria libera generata dall'insieme
{
x−1, x
}
. Deﬁniamo ϕ :
K〈x−1, x〉 → vLK(E)v omomorﬁsmo di anelli come segue:
ϕ(1) = v
ϕ(x) = c
ϕ(x−1) = c∗.
É immediato veriﬁcare che gli elementi x−1x − 1 e xx−1 − 1 di K〈x−1, x〉
appartengono al nucleo di ϕ. Quindi ϕ è ben deﬁnito come omomorﬁsmo
con dominio K[x−1, x].
Per la prima parte del lemma ϕ è suriettivo.
L'immagine di un polinomio di Laurent p(x) tramite ϕ è la sua valutazio-
ne in c. Per il Corollario 1.3.9 le potenze di c sono linearmente indipendenti,
quindi ϕ(p(x)) = p(c) = 0 se, e solo se, p(x) è nullo. Quindi ϕ è iniettivo e
in particolare è un isomorﬁsmo.
Prima di proseguire, introduciamo la seguente deﬁnizione.
Deﬁnizione 2.3.3. Sia E un grafo. Con Pc(E) indichiamo l'insieme dei
vertici di un grafo E che appartengono a un ciclo senza uscite. In altre
parole, un vertice v appartiene a Pc(E) se esiste un ciclo c senza uscite con
punto base v.
Consideriamo l'insieme Γ = { c | c è un ciclo senza uscite di E }, allora
possiamo scrivere
Pc(E) =
⊔
c∈Γ
Vc.
Lemma 2.3.4. Siano E un grafo e K un campo. Consideriamo un vertice
v di E per cui vale T (v) ∩ Pc(E) = ∅, ovvero ogni vertice w di E tale che
w ≤ v, non può appartenere a un ciclo senza uscite. Sia α = ∑ni=1 kiτi + kv
un elemento della Leavitt path algebra LK(E) tale che n ∈ N, k, ki ∈ K×,
τi ∈ Path(E) \ { v }, s(τi) = r(τi) = v e τi 6= τj se i 6= j. Allora esiste
γ ∈ Path(E) tale che s(γ) = v e γ∗αγ = kr(γ).
Dimostrazione. Non è restrittivo supporre che gli addendi di α siano ordinati
in modo che 0 < deg(τ1) ≤ · · · ≤ deg(τn).
Dall'ipotesi T (v) ∩ Pc(E) = ∅ ci deve essere un vertice che sta nel cam-
mino τ1 per cui l'insieme dei lati uscenti da tale vertice abbia cardinalità
strettamente maggiore di 1. Quindi possiamo scrivere τ1 = λτ ′1, dove λ e
τ ′1 sono due cammini di E e |s−1(r(λ))| > 1. Per i valori di i diversi da
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1, se possiamo scrivere τi = λτ ′i per un opportuno τ
′
i ∈ Path(E), allora
λ∗τiλ = λ∗λτ ′iλ = τ
′
iλ, altrimenti il prodotto è uguale a 0. Calcoliamo λ
∗αλ
e rinumeriamo gli addendi:
λ∗αλ =
n∑
i=1
kiλ
∗τiλ+ kλ∗vλ =
m∑
i=1
kiτ
′
iλ+ kr(λ),
con m ≤ n.
Sia e il primo lato di τ ′1, siccome s(τ ′1) = r(λ) e |s−1(r(λ))| > 1 possiamo
scegliere un lato f diverso da e e uscente da r(λ). Abbiamo che f∗τ ′1λf = 0
e quindi
f∗λ∗αλf =
m∑
i=1
kif
∗τ ′iλf + kf
∗r(λ)f =
m∑
i=2
kif
∗τ ′iλf + kr(f),
dove i monomi f∗τ ′iλf sono nulli oppure formano un cammino chiuso di lati
reali, e essendo r(f) ≤ v vale T (r(f)) ⊆ T (v) e di conseguenza T (r(f)) ∩
Pc(E) = ∅. Riassumendo il vertice r(f) e l'elemento f∗λ∗αλf di LK(E)
soddisfano le stesse ipotesi di v e α, solo che f∗λ∗αλf ha un numero minore
di addendi rispetto ad α. Ora ripetendo il procedimento appena descritto,
a ogni passaggio riusciamo a eliminare almeno un addendo. Dopo un nu-
mero ﬁnito di passi rimane solo un multiplo di un vertice e quindi abbiamo
costruito un cammino γ in modo che γ∗αγ = kr(γ).
Deﬁnizione 2.3.5. Siano E un grafo e K un campo. Consideriamo λ e µ
due cammini di E tali che r(λ) = r(µ) e k un elemento di K×. Diremo che
il grado fantasma del monomio kλµ∗ nella Leavitt path algebra LK(E) è la
lunghezza del cammino µ, e lo indichiamo con gdeg(kλµ∗).
Dato un elemento di LK(E) del tipo
∑n
i=1 kiλiµ
∗
i , dove n ∈ N, ki ∈ K×,
λi, µi ∈ Path(E) tali che r(λi) = r(µi) per i = 1, . . . , n, diremo che il suo
grado fantasma è il massimo dei gradi fantasma dei singoli monomi.
Siano E un grafo e K un campo. Dato un cammino µ di un grafo E,
siccome è formato solo da lati reali il grado fantasma gdeg(µ) è uguale a 0.
In particolare tutti gli elementi appartenenti alla sottoalgebra KE di LK(E)
hanno grado fantasma nullo.
Per il Lemma 1.2.5 possiamo rappresentare ogni elemento della Leavitt
path algebra LK(E) nella forma
∑n
i=1 kiλiµ
∗
i , dove n ∈ N, ki ∈ K×, λi, µi ∈
Path(E) tali che r(λi) = r(µi) per i = 1, . . . , n. Però questa scrittura non è
unica, quindi il grado fantasma di un elemento di LK(E) dipende dalla sua
rappresentazione.
Lemma 2.3.6. Siano E un grafo e K un campo. Sia α =
∑n
i=1 kiλiµ
∗
i un
elemento della Leavitt path algebra LK(E) con grado fantasma positivo, dove
n ∈ N, ki ∈ K×, λi, µi ∈ Path(E) e r(λi) = r(µi) per i = 1, . . . , n. Sia e un
lato di E. Allora il grado fantasma di αe è strettamente minore del grado
fantasma di α.
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Dimostrazione. Sia λiµ∗i un monomio con grado fantasma positivo, allora
λiµ
∗
i e o è nullo, oppure vale gdeg(λiµ
∗
i e) < gdeg(λiµ
∗
i ) per la relazione (CK1)
della Deﬁnizione 1.2.1. Visto che moltiplicando a destra per e abbassiamo
il grado fantasma di ogni monomio possiamo concludere che gdeg(αe) <
gdeg(α).
Siamo pronti ora a provare il Teorema di Riduzione. A parole, questo
risultato ci permette di ottenere da un elemento di una Leavitt path alge-
bra, moltiplicandolo per degli opportuni cammini, un multiplo di un vertice
oppure un polinomio di Laurent valutato in un ciclo senza uscite.
Teorema 2.3.7 (Teorema di Riduzione). Siano E un grafo e K un cam-
po. Allora per ogni elemento α non nullo della Leavitt path algebra LK(E)
esistono due cammini µ, η di E tali che:
(i) µ∗αη = kv 6= 0, per degli opportuni k ∈ K× e v ∈ E0, oppure
(ii) µ∗αη = p(c) 6= 0, dove c è un ciclo senza uscite in E e p(c) è un
polinomio di Laurent a coeﬃcienti in K valutato nel ciclo c.
Dimostrazione. La prima parte della dimostrazione consiste nel determinare
η ∈ Path(E) in modo che αη appartenga alla sottoalgebra KE, ma non
sia nullo. Cominciamo scegliendo un vertice v di E tale che αv 6= 0. Tale
vertice lo si può determinare scrivendo α come una K-combinazione lineare
di monomi del tipo γκ∗, dove γ, κ ∈ Path(E), grazie al Lemma 1.2.5. Come
v si può scegliere un qualsiasi vertice iniziale di un cammino κ.
Ora scriviamo αv come
n∑
i=1
αie
∗
i + α
′,
dove e1, . . . , en ∈ E1 e ei 6= ej se i 6= j, α′ ∈ (KE)v, s(ei) = v, αi ∈
(LK(E))r(ei) per ogni i = 1, . . . , n.
Se il grado fantasma di αv è 0 allora abbiamo concluso.
Supponiamo che gdeg(αv) > 0. Se αvej = 0 per ogni j = 1, . . . , n, allora
αvej =
n∑
i=1
αie
∗
i ej + α
′ej
= αj + α
′ej = 0,
e quindi abbiamo αj = −α′ej per ogni j = 1, . . . , n. Se sostituiamo quanto
trovato nell'espressione di αv otteniamo:
αv =
n∑
i=1
αie
∗
i + α
′ =
n∑
i=1
(−α′eie∗i ) + α′v = α′
(
−
n∑
i=1
eie
∗
i + v
)
6= 0.
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In particolare i fattori v −∑ni=1 eie∗i e α′ devono essere diversi da 0. Per
la relazione (CK2) della Deﬁnizione 1.2.1 e v −∑ni=1 eie∗i 6= 0, deve esistere
f ∈ s−1(v) diverso da ogni ei per i = 1, . . . , n.
Se calcoliamo
αvf = α′
(
−
n∑
i=1
eie
∗
i + v
)
f = α′vf = α′f 6= 0,
otteniamo che αvf è un elemento non nullo appartenente a KE.
Supponiamo esista j = 1, . . . , n tale che αvej 6= 0. Non è restrittivo
supporre j = 1. Ora abbiamo
αve1 =
n∑
i=1
αie
∗
i e1 + α
′e1 = α1r(e1) + α′e1 = (α1 + α′e1)r(e1) 6= 0,
e gdeg(αve1) < gdeg(αv) per il Lemma 2.3.6. Quindi possiamo riapplicare il
procedimento descritto all'elemento αve1 ottenendo un elemento non nullo
di KE oppure abbassando il grado fantasma. Dopo un numero ﬁnito di passi
otteniamo un elemento non nullo di KE.
Proseguiamo con la seconda parte della dimostrazione. Sia α un elemento
non nullo di LK(E), per quanto visto nella prima parte esiste η ∈ Path(E)
tale che β := αη ∈ KE \ { 0 }. Scriviamo β = ∑mi=1 kiγi, dove m ∈ N,
k1, . . . , km ∈ K×, γ1, . . . , γm ∈ Path(E), γi 6= γj se i 6= j, e v := r(γi) = r(η)
per ogni i = 1, . . . ,m. Inoltre supponiamo di aver ordinato gli addendi in
modo che deg(γi) ≤ deg(γi+1) per ogni i = 1, . . . ,m− 1.
Dimostriamo l'esistenza del cammino µ per induzione sum. Supponiamo
m = 1. Se deg(γ1) = 0 allora abbiamo già concluso. Se deg(γ1) > 0, allora
γ∗1αη = γ
∗
1β = k1γ
∗
1γ1 = k1r(γ1) 6= 0.
Supponiamo il risultato sia vero per elementi con al più m− 1 addendi.
Moltiplichiamo a sinistra per il cammino γ∗1 :
γ∗1β = k1v +
m∑
i=2
kiγ
∗
1γi.
Se γ∗1γi = 0 per un qualche 2 ≤ i ≤ m, allora applicando l'ipotesi induttiva
riusciamo a concludere. Si osservi che essendo deg(γ1) ≤ deg(γi) per i =
2, · · · , n, se γ∗1γi 6= 0, allora γ∗1γi ∈ KE.
Supponiamo invece che γ∗1γi 6= 0 per ogni 2 ≤ i ≤ m. Se vale T (v) ∩
Pc(E) = ∅, allora per il Lemma 2.3.4 esiste τ ∈ Path(E) tale che τ∗γ∗1αητ =
k1r(τ). Mentre se T (v) ∩ Pc(E) 6= ∅, allora esiste un cammino ρ di E che
parte da v e il punto di arrivo w := r(ρ) appartiene a un ciclo senza uscite
c. Quindi
0 6= ρ∗γ∗1βρ = ρ∗γ∗1αηρ ∈ wLK(E)w.
Per il Lemma 2.3.2 possiamo concludere che esiste un polinomio di Laurent
p(x) per cui p(c) coincide con l'elemento ρ∗γ∗1αηρ.
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Enunciamo delle conseguenze immediate del Teorema di Riduzione 2.3.7.
Corollario 2.3.8. Siano E un grafo e K un campo. Sia α un elemento non
nullo della Leavitt path algebra LK(E).
(i) Esiste un cammino η ∈ Path(E) tale che 0 6= αη ∈ KE.
(ii) Se α è un elemento omogeneo, allora esiste η ∈ Path(E) tale che αη è
un elemento omogeneo non nullo di KE.
Dimostrazione. Il punto (i) è quanto dimostrato nella prima parte della
dimostrazione del Teorema di Riduzione 2.3.7.
Per dimostrare il punto (ii) basta osservare che il cammino η del pun-
to (i) appartiene a Path(E) ed è quindi un elemento omogeneo di LK(E).
L'elemento αη ∈ KE \ { 0 } è ancora omogeneo perché prodotto di elementi
omogenei.
Corollario 2.3.9. Siano E un grafo e K un campo. Sia α un elemento
omogeneo non nullo della Leavitt path algebra LK(E). Allora esistono due
cammini µ, η di E tali che µαη = kv 6= 0, per opportuni k ∈ K× e v ∈ E0.
In particolare ogni ideale graduato di LK(E) contiene un vertice.
Dimostrazione. Per il punto (ii) del Corollario 2.3.8 esiste η ∈ Path(E)
tale che β := αη è un elemento omogeneo non nullo di KE. Scriviamo
β =
∑n
i=1 kiβi, dove n ∈ N, k1, . . . , kn ∈ K, β1, . . . , βn ∈ Path(E) e βi 6= βj
se i 6= j. Dal fatto che β è un elemento omogeneo i cammini βi devono avere
tutti lo stesso grado, ovvero hanno tutti la stessa lunghezza. Moltiplichiamo
β = αη a sinistra per β∗1 :
β∗1αη =
n∑
i=1
kiβ
∗
1βi = k1β
∗
1β1 = k1r(β1) 6= 0,
dove nella seconda uguaglianza abbiamo usato la condizione β∗1βi = 0 per
i 6= 1, valida per l'assunzione che i cammini βi sono distinti, ma della stessa
lunghezza.
La seconda aﬀermazione segue immediatamente dal fatto che un ideale
graduato non banale contiene sicuramente un elemento omogeneo non nullo.
Proposizione 2.3.10. Siano E un grafo e K un campo. Se E soddisfa la
condizione (L) della Deﬁnizione 2.3.1, allora ogni ideale non banale della
Leavitt path algebra LK(E) contiene un vertice.
Dimostrazione. Siano I un ideale non banale di LK(E) e α un suo elemento
non nullo. La condizione (ii) del Teorema di Riduzione 2.3.7 non può veri-
ﬁcarsi perché il grafo E soddisfa la condizione (L) per ipotesi. Quindi per
il Teorema di Riduzione 2.3.7 esistono µ, η ∈ Path(E) tali che µ∗αη = kv,
per opportuni k ∈ K× e v ∈ E0. Per la proprietà di assorbimento di I vale:
k−1µ∗αη = v ∈ I.
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Teoremi di Unicità. I Teoremi di Unicità sono due risultati che sono
conseguenza del Teorema di Riduzione 2.3.7. Vediamo la loro dimostrazione
e alcune loro applicazioni.
Teorema 2.3.11 (Teorema di Unicità graduato). Siano E un grafo e K un
campo. Consideriamo LK(E) la Leavitt path algebra di E, A un anello Z-
graduato e ϕ : LK(E)→ A un omomorﬁsmo graduato di anelli. Se ϕ(v) 6= 0
per ogni vertice v di E, allora l'omomorﬁsmo ϕ è iniettivo.
Dimostrazione. Studiamo il nucleo di ϕ. Per ipotesi ϕ è un omomorﬁsmo
graduato di LK(E), quindi il suo nucleo è un ideale graduato. Per il Co-
rollario 2.3.9 sappiamo che un ideale graduato non banale deve contenere
un vertice, ma per ipotesi ϕ(v) 6= 0 per ogni vertice v di E. Quindi l'unica
possibilità è che il nucleo di ϕ sia banale, ovvero ϕ sia iniettivo.
Teorema 2.3.12 (Teorema di Unicità di Cuntz-Krieger). Siano E un grafo
soddisfacente la condizione (L) e K un campo. Consideriamo LK(E) la
Leavitt path algebra di E, A un anello e ϕ : LK(E) → A un omomorﬁsmo
di anelli. Se ϕ(v) 6= 0 per ogni vertice v di E, allora l'omomorﬁsmo ϕ è
iniettivo.
Dimostrazione. Studiamo il nucleo di ϕ. Per la Proposizione 2.3.10 ogni
ideale contiene un vertice di E, ma per ipotesi ϕ(v) 6= 0 per ogni vertice v
di E. Quindi l'unica possibilità è che il nucleo di ϕ sia banale, ovvero ϕ sia
iniettivo.
Gli enunciati dei Teoremi di Unicità possono essere modiﬁcati conside-
rando A un'algebra Z-graduata su un campo K, e ϕ un omomorﬁsmo di
K-algebre graduato. Le dimostrazioni rimangono identiche.
Il prossimo risultato ha un enunciato simile ai Teoremi di Unicità perché
da delle condizioni per cui un omomorﬁsmo sia iniettivo.
Proposizione 2.3.13. Siano E un grafo e K un campo. Consideriamo
LK(E) la Leavitt path algebra di E, A una K-algebra Z-graduata e ϕ :
LK(E) → A un omomorﬁsmo di K-algebre non necessariamente gradua-
to. Se ϕ(v) 6= 0 per ogni vertice v di E e l'immagine di ogni ciclo senza
uscite di E è un elemento omogeneo non nullo di grado diverso da 0, allora
ϕ è iniettivo.
Dimostrazione. Consideriamo ker(ϕ) il nucleo dell'omomorﬁsmo ϕ. Dall'ipo-
tesi ϕ(v) 6= 0 per ogni vertice v di E, sappiamo che nessun vertice appartiene
al nucleo.
Consideriamo un elemento di LK(E) non nullo appartenente a ker(ϕ).
Per il Teorema di Riduzione 2.3.7 esistono c ciclo senza uscite di E e p(x) =
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∑n
i=m kix
i 6= 0 polinomio di Laurent a coeﬃcienti in K, dove m,n ∈ Z e
m ≤ n, tali che p(c) appartiene a ker(ϕ). L'elemento
c−mp(c) =
n−m∑
i=0
ki+mc
i,
per la proprietà di assorbimento di ker(ϕ), deve appartenere al nucleo e
quindi
ϕ(c−mp(c)) =
n−m∑
i=0
ki+mϕ(c)
i = 0.
Ma ϕ(c) è un elemento omogeneo non nullo di grado diverso da 0, quin-
di gli elementi ϕ(c)i sono tutti omogenei, di grado diverso e linearmente
indipendenti; i coeﬃcienti ki sono nulli per m ≤ i ≤ n.
Supponendo che nel nucleo di ϕ esista un elemento non nullo arriviamo
a una contraddizione, quindi ker(ϕ) = 0 e di conseguenza ϕ è iniettivo.
Guardiamo ora a un'applicazione del Teorema di Unicità graduato 2.3.11.
In particolare, tale teorema ci permette di dimostrare che un'algebra di ma-
trici a coeﬃcienti in una Leavitt path algebra è ancora una Leavitt path
algebra. A tale scopo introduciamo la seguente costruzione.
Deﬁnizione 2.3.14. Siano E un grafo e n ∈ N. Indichiamo con MnE il
grafo ottenuto a partire da E aggiungendo a ogni vertice v di E un tratto
rettilineo del tipo
•vn−1 e
v
n−1 // · · · e
v
3 // •v2 e
v
2 // •v1 e
v
1 // •v.
Notiamo che per n = 1 il grafo M1E coincide con il grafo E di partenza.
Proviamo a vedere alcuni esempi di questa costruzione.
Esempio 2.3.15. Sia E il grafo
•

•
•
>>
// •. 
Sia n = 3. Allora per costruire il grafo M3E a ogni vertice attacchiamo un
tratto rettilineo con due vertici e due lati:
• // • // •

• •oo •oo
• // • // •
??
// •  •oo •.oo
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Esempio 2.3.16. Sia R1 la rosa con un petalo, come nell'Esempio 1.1.3 con
n = 1:
R1 = •v eff .
Sia n ∈ N. Il grafoMnR1 si ottiene aggiungendo un tratto rettilineo all'unico
vertice v:
MnR1 = •vn−1
evn−1 // · · · e
v
3 // •v2 e
v
2 // •v1 e
v
1 // •v ff .
Proposizione 2.3.17. Siano E un grafo e K un campo. Allora per ogni
n intero positivo la K-algebra Mn(LK(E)) delle matrici n× n a coeﬃcienti
nella Leavitt path algebra di E è isomorfa alla Leavitt path algebra LK(MnE)
del grafo MnE, introdotto nella Deﬁnizione 2.3.14.
Dimostrazione. Sia α un elemento nella Leavitt path algebra LK(E). In-
dichiamo con αEi,j , per i, j = 1, . . . , n, la matrice di Mn(LK(E)) avente α
nell'entrata di indici (i, j) e 0 altrove.
Utilizziamo la Proprietà Universale 1.2.2 di LK(E) per deﬁnire un omo-
morﬁsmo di K-algebre ϕ : LK(MnE) → Mn(LK(E)). Scegliamo i seguenti
elementi di Mn(LK(E)):
Av = vE1,1
Avk = vEk+1,k+1
Ae = eE1,1
Aevk = vEk+1,k
Be = e
∗E1,1
Bevk = vEk,k+1
per ogni v ∈ E0, e ∈ E1 e k = 1, . . . , n− 1.
Veriﬁchiamo che tali elementi soddisfano le ipotesi della Proprietà Uni-
versale 1.2.2. Gli elementi
{
Av, Avk
∣∣ v ∈ E0, k = 1, . . . , n− 1 } sono idem-
potenti e ortogonali tra loro:
AvAw = vE1,1wE1,1 = vwE1,1 = δv,wvE1,1 = δAv ,AwAv
AvkAwh = vEk+1,k+1wEh+1,h+1 = vwEk+1,k+1Eh+1,h+1
= δv,wδk,hvEk+1,k+1 = δAvk ,AwhAvk
AvAwh = vE1,1wEh+1,h+1 = vwE1,1Eh+1,h+1 = 0
per ogni v, w ∈ E0 e k, h = 1, . . . , n− 1.
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Veriﬁchiamo la condizione (i) della Proprietà Universale 1.2.2:
As(e)Ae = s(e)E1,1eE1,1 = s(e)eE1,1 = eE1,1 = Ae
AeAr(e) = eE1,1r(e)E1,1 = er(e)E1,1 = eE1,1 = Ae
Ar(e)Be = r(e)E1,1e
∗E1,1 = r(e)e∗E1,1 = e∗E1,1 = Be
BeAs(e) = e
∗E1,1s(e)E1,1 = e∗s(e)E1,1 = e∗E1,1 = Be
AvkAevk = vEk+1,k+1vEk+1,k = vEk+1,k+1Ek+1,k = vEk+1,k = Avk
AevkAvk−1 = vEk+1,kvEk,k = vEk+1,k = Ae
v
k
Avk−1Bevk = vEk,kvEk,k+1 = vEk,kEk,k+1 = vEk,k+1 = Be
v
k
BevkAvk = vEk,k+1vEk+1,k+1 = vEk,k+1Ek+1,k+1 = vEk,k+1 = Be
v
k
per ogni v ∈ E0, e ∈ E1 e k = 1, . . . , n − 1. Nei calcoli appena svolti
dobbiamo porre vk−1 = v quando k = 1.
Veriﬁchiamo la condizione (ii):
BfAe = f
∗E1,1eE1,1 = f∗eE1,1 = δe,fr(e)E1,1 = δe,fAr(e)
BevkAe
w
h
= vEk,k+1wEh+1,h = vwEk,k+1Eh+1,h
= δv,wδk,hvEk,k = δevk,e
w
h
Avk−1
BfAewh = f
∗E1,1wEh+1,h = f∗wE1,1Eh+1,h = 0
BevkAe = vEk,k+1eE1,1 = veEk,k+1E1,1 = 0
per ogni v, w ∈ E0, e, f ∈ E1 e k, h = 1, . . . , n− 1. Nei calcoli appena svolti
dobbiamo porre vk−1 = v quando k = 1.
Osserviamo che l'insieme dei vertici regolari del grafoMnE è formato dai
vertici regolari di E e dai vertici
{
vk
∣∣ v ∈ E0, k = 1, . . . , n− 1 }. Inoltre,
per ogni vertice regolare v di E vale s−1MnE(v) = s
−1
E (v), mentre per ogni
vertice v di E e k = 1, . . . , n− 1 vale s−1MnE(vk) = { evk }.
Veriﬁchiamo la condizione (iii). Sia v un vertice regolare di E:
Av = vE1,1 =
∑
e∈s−1E (v)
(ee∗E1,1) =
∑
e∈s−1E (v)
(eE1,1e
∗E1,1) =
∑
e∈s−1E (v)
AeBe.
Siano v un vertice di E e k = 1, . . . , n− 1:
Avk = vEk+1,k+1 = vEk+1,kvEk,k+1 = AevkBe
v
k
.
Per la Proprietà Universale 1.2.2 di LK(MnE) possiamo concludere che
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esiste un omomorﬁsmo ϕ : LK(MnE)→Mn(LK(E)) tale che
ϕ(v) = vE1,1
ϕ(vk) = vEk+1,k+1
ϕ(e) = eE1,1
ϕ(evk) = vEk+1,k
ϕ(e∗) = e∗E1,1
ϕ((evk)
∗) = vEk,k+1
per ogni v ∈ E0, e ∈ E1 e k = 1, . . . , n− 1.
Ora dobbiamo mostrare che ϕ è un isomorﬁsmo.
L'immagine di ϕ è la sottoalgebra generata dall'insieme{
Av, Ae, Be
∣∣ v ∈MnE0, e ∈MnE1 } .
Tale sottoalgebra coincide conMn(LK(E)) perché contiene gli elementi vEi,j
e eEi,j , al variare di v ∈ E0, e ∈ E1 e i, j = 1, . . . , n. Infatti, sia v ∈ E0 e
i, j = 1, . . . , n, allora:
vEi,i =
{
Av se i = 1
Avi−1 se i ≥ 2.
Se i > j:
vEi,j = (vEi,i−1)(vEi−1,i−2) · · · (vEj+1,j) = Aevi−1Aevi−2 · · ·Aevj .
Se i < j:
vEi,j = (vEi,i+1)(vEi+1,i+2) · · · (vEj−1,j) = BeviBevi+1 · · ·Bevj−1 .
Sia e ∈ E1 e i, j = 1, . . . , n, allora:
eEi,j = (s(e)Ei,1)(eE1,1)(r(e)E1,j) = Aevi−1 · · ·Aev1AeBev1 · · ·Bevj−1 .
Quindi ϕ è suriettiva.
Per il Corollario 2.2.15 LK(MnE) e LK(E) sono algebre Z-graduate.
Quindi facendo riferimento all'Esempio 2.2.5, possiamo pensare aMn(LK(E))
come a un'algebra Z-graduata. Inoltre l'omomorﬁsmo ϕ è graduato:
deg(v) = deg(vE1,1) = 0 + 1− 1 = 0
deg(vk) = deg(vEk+1,k+1) = 0 + k + 1− k − 1 = 0
deg(e) = deg(eE1,1) = 1 + 1− 1 = 1
deg(evk) = deg(vEk+1,k) = 0 + k + 1− k = 1
deg(e∗) = deg(e∗E1,1) = −1 + 1− 1 = −1
deg((evk)
∗) = deg(vEk,k+1) = 0 + k − k − 1 = −1.
Siccome ϕ(w) 6= 0 per ogni vertice w di MnE, grazie al Teorema di Unicità
graduato 2.3.11 possiamo concludere che ϕ è iniettivo.
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Esempio 2.3.18. Sia R1 la rosa con un petalo, come nell'Esempio 1.1.3 con
n = 1:
R1 = •v eff .
Siano K un campo e n ∈ N. Allora per la Proposizione 2.3.17 possiamo
concludere che la Leavitt path algebra LK(MnR1) del grafoMnR1 è isomorfa
alla K-algebra Mn(LK(R1)) delle matrici n × n a coeﬃcienti nella Leavitt
path algebra LK(R1) del grafo R1. Nell'Esempio 1.2.6 abbiamo dimostrato
che l'algebra LK(R1) è isomorfa alla K-algebra K[x−1, x] dei polinomi di
Laurent. Quindi possiamo concludere:
LK(MnR1) ∼= Mn(K[x−1, x]).
Siamo ora in grado di produrre un esempio di graﬁ a cui corrispondono
identici graﬁ estesi, che producono Leavitt Path algebre non isomorfe. Il
grafo M2R1 è
•v1 e
v
1 // •v ff .
Tale grafo coincide con il grafo E∗T , dove ET è il grafo di Toeplitz introdotto
nell'Esempio 1.1.4. Nell'Esempio 1.3.18 abbiamo visto che la Leavitt path
algebra LK(ET ) del grafo di Toeplitz è isomorfa alla K-algebra associativa
unitaria libera generata dall'insieme { x, y } e soggetta alla relazione xy = 1.
Da E∗T = M2R1 e per quanto mostrato nell'Esempio 2.3.18 possiamo con-
cludere che LK(E∗T ) ∼= M2(K[x−1, x]). Bensì ai graﬁ ET e E∗T corrisponda
lo stesso grafo esteso, producono Leavitt path algebre non isomorfe.
Deﬁnizione 2.3.19. Siano E un grafo e H un insieme di vertici di E ere-
ditario. Deﬁniamo il grafo ristretto EH = (E0H , E
1
H , s
′, r′) dove l'insieme dei
vertici e l'insieme dei lati sono rispettivamente
E0H = H e E
1
H =
{
e ∈ E1 ∣∣ s(e) ∈ H } ;
le funzioni s′ e r′ sono le rispettive restrizioni delle funzioni s e r del grafo
E all'insieme E1H .
Siano E un grafo e H un insieme di vertici di E ereditario. Un vertice v
del grafo EH è regolare se, e solo se, v appartiene a H ed è regolare in E;
perché per deﬁnizione l'insieme (s′)−1(v) dei lati uscenti da v in EH coincide
con l'insieme s−1(v) dei lati uscenti da v in E.
Proposizione 2.3.20. Siano E un grafo e K un campo. Consideriamo H
un insieme di vertici di E ereditario, LK(EH) la Leavitt path algebra del grafo
EH e LK(E) la Leavitt path algebra di E. Allora esiste un omomorﬁsmo di
K-algebre graduato e iniettivo ϕ : LK(EH)→ LK(E) tale che
ϕ(v) = v
ϕ(e) = e
ϕ(e∗) = e∗
79
per ogni v ∈ E0H e ogni e ∈ E1H . Inoltre se l'insieme H è ﬁnito l'immagine
ϕ(LK(EH)) della Leavitt path algebra di EH coincide con pHLK(E)pH , dove
pH :=
∑
v∈H v ∈ LK(E).
Dimostrazione. Utilizziamo la Proprietà Universale 1.2.2 di LK(EH) per de-
ﬁnire un omomorﬁsmo di K-algebre ϕ : LK(EH)→ LK(E). Consideriamo i
seguenti elementi di LK(E):
av = v
ae = e
be = e
∗
per ogni v ∈ E0H e ogni e ∈ E1H . É immediato veriﬁcare che tali elementi
soddisfano le richieste della Proprietà Universale 1.2.2. Dunque possiamo
concludere che esiste un omomorﬁsmo ϕ : LK(EH)→ LK(E) tale che
ϕ(v) = v
ϕ(e) = e
ϕ(e) = e∗
per ogni v ∈ E0H e ogni e ∈ E1H .
Ogni generatore di LK(EH) ha come immagine un elemento di LK(E)
dello stesso grado, quindi ϕ è un omomorﬁsmo graduato e per ipotesi ϕ(v) 6=
0, per ogni vertice di EH . Quindi per il Teorema di Unicità graduato 2.3.11
ϕ è iniettivo.
Passiamo alla seconda parte dell'enunciato. Sicuramente ogni elemento
di LK(EH) ha come immagine un elemento di pHLK(E)pH .
Sia α =
∑n
i=1 kiλiµ
∗
i appartenente a pHLK(E)pH . Per l'ereditarietà del-
l'insieme H, i vertici e i lati che compongono i cammini λi e µi appartengono
al grafo ristretto EH . Quindi α è un elemento di LK(EH) e vale ϕ(α) = α.
In conclusione vale ϕ(LK(EH)) = pHLK(E)pH .
Anelli semiprimi. Il Teorema di Riduzione 2.3.7 ci permette di dimostra-
re che ogni Leavitt path algebra è un anello semiprimo. Questa proprietà ci
tornerà utile quando indagheremo lo zoccolo di una Leavitt path algebra.
Richiamiamo la deﬁnizione di anello semiprimo e dimostriamo alcune
proprietà riguardanti i loro ideali.
Deﬁnizione 2.3.21. Sia R un anello. Allora R è un anello semiprimo se
l'unico ideale bilatero I per cui I2 = 0 è l'ideale { 0 }.
Richiamiamo la deﬁnizione di ideale minimale in un anello R: un ideale
sinistro I è minimale se non è banale, e non esiste nessun altro ideale sinistro
propriamente contenuto in I. La deﬁnizione di ideale destro minimale è
analoga.
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Proposizione 2.3.22. Sia R un anello.
(i) Se I è un ideale sinistro di R minimale, allora I2 = 0 oppure esiste
e ∈ R idempotente tale che I = Re.
(ii) Se I è un ideale destro di R minimale, allora I2 = 0 oppure esiste
e ∈ R idempotente tale che I = eR.
Dimostrazione. Dimostriamo il punto (i); il punto (ii) è analogo.
Sia I un ideale sinistro di R minimale. Supponiamo che I2 6= 0. Possiamo
aﬀermare che esiste x ∈ I tale che Ix 6= 0. L'insieme Ix è ancora un ideale
sinistro di R e per la proprietà di assorbimento di I è contenuto in I. Per la
minimalità di I vale Ix = I. Quindi esiste e ∈ I non nullo tale che ex = x.
Consideriamo l'insieme
Rann(x) := { r ∈ R | rx = 0 } ,
che viene chiamato l'annullatore sinistro dell'elemento x in R. Notiamo che
Rann(x)∩ I non può coincidere con tutto I perché ex = x 6= 0 ed e ∈ I. Per
la minimalità di I possiamo concludere che Rann ∩ I = 0.
Moltiplicando ambo i membri di ex = x a sinistra per e si ha:
e2x = ex
(e2 − e)x = 0.
Abbiamo ottenuto così e2 − e ∈ Rann ∩ I, ma essendo Rann ∩ I banale vale
e2 = e.
Per concludere la dimostrazione dobbiamo veriﬁcare I = Re. L'inclusione
Re ⊆ I vale per la proprietà di assorbimento di I. Per la minimalità di I e
osservando che 0 6= e = e2 ∈ Re, possiamo concludere che vale l'uguaglianza.
Proposizione 2.3.23. Siano R un anello semiprimo ed F un insieme di
unità locali per R (vedi Deﬁnizione 1.2.4).
(i) Sia I un ideale sinistro di R. Se I2 = 0, allora I = 0. In particolare,
se I è minimale, allora esiste e ∈ R idempotente tale che I = Re.
(ii) Sia I un ideale destro di R. Se I2 = 0, allora I = 0. In particolare, se
I è minimale, allora esiste e ∈ R idempotente tale che I = eR.
(iii) Sia x ∈ R non nullo. Allora xRx 6= 0.
Dimostrazione. Dimostriamo il punto (i); il punto (ii) è analogo.
Sia I un ideale sinistro di R tale che I2 = 0. Consideriamo l'ideale
bilatero IR di R. Grazie all'ipotesi I2 = 0 abbiamo
(IR)2 = (IR)(IR) = I(RI)R ⊆ IIR = I2R = 0.
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Siccome R è semiprimo, allora IR = 0.
Consideriamo x ∈ I e f ∈ F tale che xf = x. Siccome xf ∈ IR, segue
subito x = xf = 0.
Supponiamo ora che l'ideale I sia anche minimale, in particolare I non
è banale. Per la Proposizione 2.3.22 vale I2 = 0 oppure esiste e ∈ R idem-
potente tale che I = Re. Se fosse vera la prima opzione, per quanto appena
dimostrato, l'ideale I dovrebbe essere banale.
Dimostriamo il punto (iii). Sia x ∈ R non nullo. L'ideale sinistro Rx
generato da x non è banale, quindi per il punto (i) abbiamo
R(xRx) = (Rx)(Rx) = (Rx)2 6= 0.
Questo ci permette di concludere che xRx 6= 0.
Proposizione 2.3.24. Siano E un grafo e K un campo. Allora la Leavitt
path algebra LK(E) è un anello semiprimo.
Dimostrazione. Sia I un ideale non banale di LK(E). Consideriamo α ∈ I
non nullo. Per il Teorema di Riduzione 2.3.7 esistono µ, η ∈ Path(E) tali
che µ∗αη = kv con k ∈ K× e v ∈ E0, oppure µ∗αη = p(c) dove p(c) è un
polinomio non nullo di Laurent a coeﬃcienti in K valutato in un ciclo c senza
uscite di E.
Supponiamo che si veriﬁchi il primo caso. Per la proprietà di assorbi-
mento di I abbiamo kv ∈ I e inoltre vale
I2 3 (kv)2 = k2v2 = k2v 6= 0.
Supponiamo che si veriﬁchi il secondo caso. Indichiamo con w il punto
base del ciclo c. Notiamo che p(c) ∈ wLK(E)w; in particolare wLK(E)w
è un dominio di integrità perché wLK(E)w ∼= K[x−1, x] grazie al Lemma
2.3.2. Quindi p(c) 6= 0.
Per la proprietà di assorbimento di I abbiamo p(c) ∈ I, dunque vale
0 6= p(c)2 ∈ I2.
Il radicale di Jacobson. In questo paragrafo, come applicazione del Teo-
rema di Riduzione 2.3.7, vogliamo studiare il radicale di Jacobson di una
Leavitt path algebra.
Per prima cosa, generalizzeremo la deﬁnizione di modulo su un anello
con unità al caso di un anello con unità locali (vedi Deﬁnizione 1.2.4), in
seguito richiameremo la deﬁnizione di radicale di un modulo e di radicale di
Jacobson di un anello con unità locali, dimostrando alcune caratterizzazioni.
Deﬁnizione 2.3.25. Sia R un anello con un insieme F di unità locali. La
terna RM = (M,+, ·) è un R-modulo sinistro se (M,+) è un gruppo abeliano
e · : R×M →M è un'applicazione per cui vale:
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1) (r1 + r2) ·m = r1 ·m+ r2 ·m, per ogni m ∈M e per ogni r1, r2 ∈ R;
2) r · (m1 +m2) = r ·m1 + r ·m2, per ogni m1,m2 ∈M e per ogni r ∈ R;
3) (rs) ·m = r · (s ·m), per ogni m ∈M e per ogni r, s ∈ R;
4) per ogni m ∈M esiste f ∈ F tale che f ·m = m.
La deﬁnizione di R-modulo destro è analoga.
Deﬁnizione 2.3.26. Siano R un anello e RM un R-modulo sinistro. Il radi-
cale diM , indicato con J(RM), è il sottomodulo proprio ottenuto dall'inter-
sezione di tutti i sottomoduli massimali di M . Se RM non ha sottomoduli
massimali, allora poniamo J(RM) = M .
La deﬁnizione è la medesima nel caso di MR modulo destro.
Siano R un anello con unità locali e RM un R-modulo sinistro. Ricordia-
mo che R ha una struttura di R-modulo sinistro e una struttura di R-modulo
destro. Fissiamo x ∈ RM non nullo. Consideriamo il seguente omomorﬁsmo
di R-moduli sinistri:
ρx : RR→ RM (2.5)
r 7→ r · x.
L'annullatore sinistro di x è l'ideale sinistro di R
Rann(x) = { r ∈ R | r · x = 0 } ,
e coincide con il nucleo dell'omomorﬁsmo ρx.
Se RM è un modulo semplice, l'omomorﬁsmo ρx è suriettivo; per il Primo
Teorema di Isomorﬁsmo abbiamo
R(R/Rann(x)) ∼= RM,
in particolare l'ideale sinistro Rann(x) è massimale.
Analogamente, se MR è un R-modulo destro semplice e x ∈ MR non
nullo, allora
(R/annR(x))R ∼= MR,
dove annR(x) è l'annullatore destro di x:
annR(x) = { r ∈ R | x · r = 0 } .
L'annullatore di un modulo sinistro RM è l'ideale bilatero di R ottenuto
intersecando gli annullatori sinistri dei suoi elementi:
Rann(RM) :=
⋂
x∈RM
Rann(x) = { r ∈ R | r ·m = 0 ∀m ∈ RM } .
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Analogamente, l'annullatore di un modulo destro MR è l'ideale bilatero
di R ottenuto da
annR(MR) :=
⋂
x∈MR
annR(x) = { r ∈ R | m · r = 0 ∀m ∈MR } .
Introduciamo ora la nozione di ideale regolare.
Deﬁnizione 2.3.27. Sia R un anello. Un ideale sinistro I di R è detto
regolare se esiste e ∈ R tale che r − re ∈ I, per ogni r ∈ R. L'elemento e
viene detto unità destra di I.
Un ideale destro I di R è detto regolare se esiste e ∈ R tale che r−er ∈ I,
per ogni r ∈ R. L'elemento e viene detto unità sinistra di I.
In entrambi i casi e non può appartenere all'ideale I, altrimenti I coin-
ciderebbe con R.
Esempio 2.3.28. Siano R un anello con un insieme F di unità locali e RM
un R-modulo sinistro. L'annullatore Rann(x) di un elemento x ∈ RM è un
ideale sinistro regolare. Infatti, sia e ∈ F tale che e · x = x, allora
(r − re) · x = r · x− r · (e · x) = r · x− r · x = 0,
per ogni r ∈ R. Questo signiﬁca che r − re ∈ Rann(x) per ogni r ∈ R.
Analogamente, se NR è un R-modulo destro, l'annullatore annR(y) di un
elemento y ∈ NR è un ideale destro regolare.
Proposizione 2.3.29. Sia R un anello con unità locali.
(i) Un R-modulo sinistro RM semplice non banale è isomorfo al modulo
quoziente R(R/I), dove I è un ideale sinistro massimale regolare di R.
(ii) Un R-modulo destro NR semplice non banale è isomorfo al modulo
quoziente (R/I)R, dove I è un ideale destro massimale regolare di R.
Dimostrazione. Dimostriamo il punto (i); il punto (ii) è analogo. Sia x ∈
RM non nullo. L'omomorﬁsmo ρx, deﬁnito come in 2.5, è suriettivo per la
semplicità di RM e per il Primo Teorema di Isomorﬁsmo abbiamo che
R(R/Rann(x)) ∼= RM.
L'ideale sinistro Rann(x) è massimale per la semplicità di RM e regolare per
quanto visto nell'Esempio 2.3.28.
Deﬁnizione 2.3.30. Sia R un anello con unità locali. Il radicale di Jacobson
sinistro di R, indicato con J(RR), è il radicale di R pensato come R-modulo
sinistro; in altre parole J(RR) è dato dall'intersezione di tutti gli ideali sinistri
massimali di R.
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Osservazione 2.3.31. Ricordiamo che un anello con unità possiede sempre
un ideale destro massimale e un ideale sinistro massimale. Dunque, in un
anello con unità il radicale di Jacobson sinistro e destro non coincidono con
R.
Il radicale di Jacobson destro di R, indicato con J(RR), è il radicale di R
pensato come R-modulo destro; in altre parole J(RR) è dato dall'intersezione
di tutti gli ideali destri massimali di R.
Proposizione 2.3.32. Sia R un anello con unità locali.
(i) Il radicale di Jacobson sinistro J(RR) coincide con l'intersezione degli
annullatori degli R-moduli sinistri semplici.
(ii) Il radicale di Jacobson destro J(RR) coincide con l'intersezione degli
annullatori degli R-moduli destri semplici.
Dimostrazione. Dimostriamo il punto (i); il punto (ii) è analogo. Siano x ∈
J(RR) e RS un R-modulo sinistro semplice. Sappiamo che se s ∈ RS non
nullo, allora l'annullatore sinistro Rann(s) è un ideale sinistro massimale di
R. Siccome x appartiene a tutti gli ideali sinistri massimali di R, allora
appartiene a tutti gli annullatori sinistri Rann(s), per s ∈ RS. Dunque x
appartiene all'annullatore di RS.
Viceversa, siano x ∈ R appartenente a ogni anullatore di un R-modulo
sinistro semplice RS e I un ideale sinistro massimale. Essendo il modulo
quoziente R(R/I) semplice, abbiamo che
x · R(R/I) = 0,
quindi (xR + I)/I = 0. Sia f ∈ F un'unità locale per x, allora xf + I =
x+ I = 0, ovvero x ∈ I.
Abbiamo dimostrato che l'elemento x appartiene a ogni ideale sinistro
massimale di R e di conseguenza appartiene a J(RR).
Osservazione 2.3.33. Sia R un anello con unità locali. Il radicale di Ja-
cobson sinistro e destro sono entrambi ideali bilateri perché per quanto visto
nella Proposizione 2.3.32 coincidono con l'intersezione di ideali bilateri.
Proposizione 2.3.34. Sia R un anello con un insieme F di unità locali.
(i) Il radicale di Jacobson sinistro J(RR) coincide con⋂
{ I ≤ RR | I regolare e massimale } .
(ii) Il radicale di Jacobson destro J(RR) coincide con⋂
{ I ≤ RR | I regolare e massimale } .
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Dimostrazione. Dimostriamo il punto (i); il punto (ii) è analogo. Se x ∈
J(RR), allora appartiene a tutti gli ideali sinistri massimali di R, in parti-
colare appartiene a tutti gli ideali sinistri massimali regolari di R. Quindi
l'inclusione
J(RR) ⊆
⋂
{ I ≤ RR | I regolare e massimale }
è veriﬁcata.
Per la Proposizione 2.3.32 abbiamo
J(RR) =
⋂
{ Rann(RS) | RS è R-modulo sinistro semplice } ;
a loro volta gli annullatori Rann(RS) sono intersezione degli annullatori dei
singoli elementi di RS che sappiamo essere ideali sinistri regolari e massimali.
Quindi anche l'inclusione
{ I ≤ RR | I regolare e massimale } ⊆ J(RR)
è veriﬁcata.
Lemma 2.3.35. Sia R un anello con un insieme F di unità locali.
(i) Per ogni I ideale sinistro proprio regolare di R esiste K ideale sinistro
regolare massimale che lo contiene.
(ii) Per ogni I ideale destro proprio regolare di R esiste K ideale destro
regolare massimale che lo contiene.
Dimostrazione. Dimostriamo il punto (i); il punto (ii) è analogo. Siano I
un ideale sinistro proprio regolare di R ed e ∈ R la sua unità destra. Ap-
plichiamo il Lemma di Zorn per determinare un elemento massimale della
famiglia
F = { J ≤ RR | I ⊆ J, e /∈ J } ,
ordinata dall'inclusione insiemistica.
Sia { Jλ }λ∈Λ una catena di elementi in F indicizzata su un insieme Λ
arbitrario. Consideriamo J =
⋃
λ∈Λ Jλ. Tale insieme è un ideale sinistro di
R, appartiene alla famiglia F ed è un maggiorante della catena considerata.
Dunque ogni catena di F ammette maggiorante; per il Lemma di Zorn
possiamo concludere che esiste I ∈ F elemento massimale. Osserviamo che
l'ideale I è regolare e la sua unità destra coincide con e.
Dimostriamo che I è un ideale massimale di R. Supponiamo esista un
ideale sinistro J di R che contenga propriamente I. Si deve avere che e ∈ J ,
per la massimalità di I in F . Per ogni r ∈ R, abbiamo
r = r − re+ re ∈ J,
perché r− re ∈ I ⊆ J essendo e l'unità destra di I e re ∈ J per la proprietà
di assorbimento di J . Ma ciò signiﬁca che J = R.
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Deﬁnizione 2.3.36. Sia R un anello. Un elemento a ∈ R è quasi regolare
a sinistra se esiste b ∈ R tale che a = ba− b. L'elemento b viene detto quasi
inverso sinistro di a.
Un elemento a ∈ R è quasi regolare a destra se esiste b ∈ R tale che
a = ab− b. L'elemento b viene detto quasi inverso destro di a.
Sia I un ideale sinistro (o destro) di R. Allora I è quasi regolare a sinistra
se ogni elemento appartenente a I è quasi regolare a sinistra.
L'ideale I è quasi regolare a destra se ogni elemento appartenente a I è
quasi regolare a destra.
L'ideale I è quasi regolare se è quasi regolare a destra e quasi regolare a
sinistra.
Osservazione 2.3.37. Sia R un anello con un insieme F di unità locali.
Siano a ∈ R ed e ∈ F tali che a = eae ∈ eRe. Allora l'elemento a è quasi
regolare a sinistra se, e solo se, e − a ∈ eRe ha inverso sinistro nell'anello
unitario eRe.
Supponiamo a quasi regolare a sinistra. Sia b ∈ R il quasi inverso sinistro
di a; deve valere b = ba−a e in particolare be = b. L'elemento e−b è l'inverso
sinistro di e− a:
(e− b)(e− a) = e− ea− be+ ba = e− a− b+ ba = e;
nell'ultima uguaglianza abbiamo usato il fatto che b è il quasi inverso sinistro
di a e dunque −a− b+ ba = 0.
Supponiamo che e− a sia invertibile a sinistra in eRe. Non è restrittivo
supporre che l'inverso sinistro sia della forma e−b, per un opportuno b ∈ eRe.
Deve valere:
(e− b)(e− a) = e
e− ea− be+ ba = e
e− a− b+ ba = e
− a− b+ ba = 0
a = ba− b,
ovvero b è il quasi inverso sinistro di a.
Analogamente, si dimostra che a è quasi regolare a destra se, e solo se,
e− a ∈ eRe ha inverso destro nell'anello unitario eRe.
Consideriamo a ∈ R quasi regolare a sinistra e quasi regolare a destra.
Siano b il suo quasi inverso sinistro e c il suo quasi inverso destro. Per quanto
appena mostrato, esiste e ∈ F tale che e − b e e − c sono rispettivamente
l'inverso sinistro e l'inverso destro di e−a in eRe. Ma in un anello con unità
l'inverso sinistro e l'inverso destro di un elemento coincidono:
e− b = e− c
−b = −c
b = c.
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Quindi il quasi inverso sinistro e il quasi inverso destro di un elemento
coincidono.
Sia I un ideale sinistro di R quasi regolare a sinistra. Consideriamo a ∈ I
e b il suo quasi inverso sinistro. In particolare, b = ba−a ∈ I è quasi regolare
a destra e il suo quasi inverso destro è a. L'elemento b è anche quasi regolare
a sinistra perché è un elemento di I, ma siccome quasi inverso sinistro e quasi
inverso destro coincidono, a è il quasi inverso sinistro di b. In particolare,
a risulta quasi regolare a destra. Abbiamo mostrato che ogni a ∈ I è quasi
regolare a destra, quindi ogni ideale sinistro quasi regolare a sinistra è anche
quasi regolare a destra.
Analogamente, possiamo mostrare che ogni ideale destro quasi regolare
a destra è quasi regolare a sinistra.
Proposizione 2.3.38. Sia R un anello con un insieme F di unità locali.
Allora il radicale di Jacobson sinistro J(RR) è quasi regolare e ogni ideale
sinistro quasi regolare a sinistra è contenuto in J(RR).
Dimostrazione. Sia x ∈ J(RR). Supponiamo che x non sia quasi regolare a
sinistra. Deﬁniamo il seguente ideale sinistro di R:
I := { yx− y | y ∈ R } ;
siccome x non è quasi regolare a sinistra abbiamo yx−y 6= x per ogni y ∈ R,
quindi I è un ideale sinistro proprio e regolare, con unità destra x.
Per il punto (i) del Lemma 2.3.35 esiste K ideale sinistro massimale e
regolare contenente I. Grazie al punto (i) della Proposizione 2.3.34 abbiamo
x ∈ K. Da x ∈ K e I ⊆ K possiamo dedurre che I +Rx ⊆ K, ma per ogni
r ∈ R abbiamo:
r = r − rx+ rx ∈ I +Rx.
Quindi R = I +Rx ⊆ K, ma questa è una contraddizione perché K essendo
un ideale massimale deve essere proprio.
Possiamo concludere che ogni elemento x ∈ J(RR) deve essere quasi
regolare a sinistra e di conseguenza J(RR) è quasi regolare a sinistra e quasi
regolare per l'Osservazione 2.3.37.
Sia I un ideale sinistro di R quasi regolare a sinistra. Supponiamo che I
non sia contenuto in J(RR). Allora per il punto (i) della Proposizione 2.3.34
esiste K ideale sinistro regolare e massimale che non contiene I. Sia e ∈ R
l'unità destra di K.
Consideriamo l'ideale I + K; esso contiene propriamente K, quindi per
la massimalità di K abbiamo R = I + K. Possiamo scrivere e = x + k,
per opportuni x ∈ I, k ∈ K. L'elemento x ∈ I è quasi regolare, indichiamo
dunque con y il suo quasi inverso. Calcoliamo
ye = yx+ yk = x+ y + yk,
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e isoliamo x:
x = ye− y − yk ∈ K.
Deduciamo così e = x+ k ∈ K, che è un assurdo.
Proposizione 2.3.39. Sia R un anello con un insieme F di unità locali.
Allora il radicale di Jacobson destro J(RR) è quasi regolare e ogni ideale
destro quasi regolare a destra è contenuto in J(RR).
Dimostrazione. La dimostrazione è analoga a quella della Proposizione 2.3.38.
Come conseguenza delle Proposizioni 2.3.38 e 2.3.39 possiamo dimostra-
re che gli ideali J(RR) e J(RR) coincidono; tali ideali vengono chiamati il
radicale di Jacobson di R e indicati con J(R).
Teorema 2.3.40. Sia R un anello con unità locali. Allora il radicale di
Jacobson sinistro e destro di R coincidono.
Dimostrazione. Consideriamo J(RR) il radicale di Jacobson sinistro di R.
Per la Proposizione 2.3.38 J(RR) è quasi regolare, in particolare è quasi
regolare a destra e quindi J(RR) ⊆ J(RR).
Consideriamo J(RR) il radicale di Jacobson destro di R. Per la Proposi-
zione 2.3.39 J(RR) è quasi regolare, in particolare è quasi regolare a sinistra
e quindi J(RR) ⊆ J(RR).
Ora siamo interessati a studiare il radicale di Jacobson di un anello uni-
tario del tipo eRe, dove e è un elemento idempotente di un anello R con
unità locali.
Proposizione 2.3.41. Siano R un anello con unità locali ed e ∈ R un
elemento idempotente. Allora
J(eRe) = J(R) ∩ eRe = eJ(R)e.
Dimostrazione. Cominciamo a dimostrare l'uguaglianza J(R)∩eRe = eJ(R)e.
Sicuramente vale eJ(R)e ⊆ eRe, e siccome J(R) è un ideale bilatero eJ(R)e ⊆
J(R) allora possiamo concludere eJ(R)e ⊆ J(R) ∩ eRe.
Viceversa, se x ∈ J(R) ∩ eRe allora x = exe ∈ eJ(R)e. Quindi J(R) ∩
eRe ⊆ eJ(R)e.
Ora dimostriamo J(eRe) ⊆ J(R)∩eRe. Sia x ∈ J(eRe), chiaramente x ∈
eRe. Supponiamo che x non appartenga a J(R). Allora per la Proposizione
2.3.32 esiste un R-modulo semplice RM tale che x ·M 6= 0. Osserviamo che
l'insieme e ·M è un eRe-modulo sinistro non banale, altrimenti avremmo
x ·M = xe ·M = 0.
Dimostriamo che e ·M è eRe-modulo semplice. Sia e · m ∈ e ·M non
nullo. Allora per la semplicità di RM , il sottomodulo R(e ·m), generato da
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e ·m, coincide con M . Dunque anche il sottomodulo eRe(e ·m) = eR(e ·m)
coincide con e ·M .
L'elemento x ∈ J(eRe) deve appartenere all'annullatore di eM , ma allora
x appartiene all'annullatore di RM :
x ·M = (xe) ·M = x · (e ·M) = 0;
ciò è una contraddizione con quanto supposto all'inizio. Possiamo concludere
dunque che x ∈ J(R) e di conseguenza x ∈ J(R) ∩ eRe = eJ(R)e.
Ora consideriamo eJ(R)e ideale bilatero di eRe. Dimostriamo che eJ(R)e
è quasi regolare a sinistra. Sia exe ∈ eJ(R)e ⊆ J(R). Per la Proposizione
2.3.38 exe è quasi regolare a sinistra; sia b ∈ R il quasi inverso sinistro di
exe, allora abbiamo:
exe = b(exe)− b.
Moltiplicando exe = bexe− b per e a destra e a sinistra otteniamo
exe = ebexe− ebe
= (ebe)(exe)− ebe,
ovvero ebe è il quasi inverso sinistro di exe in eRe.
Possiamo concludere che eJ(R)e è un ideale quasi regolare a sinistra,
quindi per la Proposizione 2.3.38 vale eJ(R)e ⊆ J(eRe).
Corollario 2.3.42. Sia R un anello con unità locali. Allora il radicale di
Jacobson di R non contiene elementi idempotenti.
Dimostrazione. Sia e ∈ R idempotente. Supponiamo e ∈ J(R). Ricordia-
mo che per la Proposizione 2.3.41 vale J(eRe) = eJ(R)e. Osserviamo che
e ∈ eJ(R)e = J(eRe), quindi J(eRe) = eRe perché J(R) è un ideale che
contiene l'identità dell'anello eRe. Ma questa è una contraddizione perché
per l'Osservazione 2.3.31 il radicale di Jacobson di un anello con unità è un
ideale proprio. Quindi e non può appartenere a J(R).
Ora siamo pronti a studiare il radicale di Jacobson di una Leavitt path
algebra.
Deﬁnizione 2.3.43. Sia R un anello con unità locali. Allora R è un anello
semiprimitivo se il radicale di Jacobson è banale.
Prima di proseguire vogliamo veriﬁcare che l'anello K[x−1, x] dei polino-
mi di Laurent a coeﬃcienti in un campo K è semiprimitivo. Ricordiamo che
gli elementi invertibili in K[x−1, x] sono i polinomi costanti non nulli e le
potenze di x con esponente intero. Essendo K[x−1, x] un anello con unità,
certamente J(K[x−1, x]) 6= K[x−1, x], pertanto il radicale di Jacobson non
contiene elementi invertibili.
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Sia f(x) ∈ J(K[x−1, x]) non nullo, allora possiamo scrivere f(x) =∑n
i=m kix
i dove m,n ∈ Z, m < n, e km, kn 6= 0. Consideriamo il po-
linomio g(x) := x−mf(x) =
∑n−m
j=0 kj−mx
j ∈ K[x], il quale ha termine
noto e coeﬃciente direttore non nulli. Per la proprietà di assorbimento
g(x) ∈ J(K[x−1, x]). Richiamiamo che in un anello unitario R vale la
seguente proprietà del radicale di Jacobson:
x ∈ J(R)⇐⇒ 1− rxs è invertibile ∀r, s ∈ R.
Nel nostro caso possiamo aﬀermare che il polinomio 1 − xg(x) è invertibile
in K[x−1, x]. Ma tale polinomio non é costante, né una potenza intera di x.
Questo ci porta a concludere che l'unico elemento del radicale di Jacobson
dell'anello K[x−1, x] è il polinomio costante nullo.
Proposizione 2.3.44. Siano E un grafo e K un campo. Allora la Leavitt
path algebra di E è un anello semiprimitivo.
Dimostrazione. Sia J(LK(E)) il radicale di Jacobson di LK(E). Dobbiamo
dimostrare che J(LK(E)) = 0. Supponiamo esista α ∈ J(LK(E)) non nullo.
Allora per il Teorema di Riduzione 2.3.7 esistono µ, η ∈ Path(E) tali che
µ∗αη = kv, per opportuni k ∈ K× e v ∈ E0, oppure µ∗αη = p(c), dove p(c)
è un polinomio di Laurent non nullo a coeﬃcienti in K valutato in un ciclo
c senza uscite.
Supponiamo si veriﬁchi il primo caso; per la proprietà di assorbimen-
to di J(LK(E)), abbiamo v = k−1µ∗αη ∈ J(LK(E)), ma questa è una
contraddizione per il Corollario 2.3.42.
Supponiamo si veriﬁchi il secondo caso; per la proprietà di assorbimento
p(c) ∈ J(LK(E)). Per il Lemma 2.3.2 abbiamo p(c) ∈ uLK(E)u, dove
s(c) = u, quindi p(c) ∈ J(LK(E)) ∩ uLK(E)u. Per la Proposizione 2.3.41
abbiamo J(LK(E)) ∩ uLK(E)u = J(uLK(E)u), mentre per il Lemma 2.3.2
l'anello uLK(E)u è isomorfo all'anello K[x−1, x] dei polinomi di Laurent a
coeﬃcienti in K, dunque
p(c) ∈ J(LK(E)) ∩ uLK(E)u = J(uLK(E)u) ∼= J(K[x−1, x]) = { 0 } .
Di conseguenza si deve avere p(c) = 0, ma ciò è ancora una contraddizione.
Possiamo concludere che non esistono elementi non nulli in J(LK(E)),
ovvero J(LK(E)) = { 0 }.
2.4 Proprietà degli Ideali graduati
L'obbiettivo di questa sezione è quello di studiare le proprietà degli ideali
graduati di un Leavitt path algebra. In particolare, descriveremo i genera-
tori di un ideale graduato e l'algebra quoziente di una Leavitt path algebra
rispetto a un ideale graduato.
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Generatori. Nella descrizione dei generatori di un ideale graduato di una
Leavitt path algebra, ricoprono un ruolo centrale gli insiemi di vertici di un
grafo che sono ereditari e saturi.
Cominciamo con studiare gli ideali bilateri generati da un insieme di
vertici ereditario.
Lemma 2.4.1. Siano E un grafo e K un campo. Consideriamo H un in-
sieme di vertici di E non vuoto ed ereditario. Allora l'ideale bilatero I(H)
della Leavitt path algebra LK(E), generato dall'insieme H, è dato da
I(H) = spanK({ λµ | λ, µ ∈ Path(E), r(λ) = r(µ) ∈ H }).
L'ideale I(H) è graduato. Inoltre, I(H) coincide con l'ideale bilatero I(H),
generato dalla chiusura satura ereditaria dell'insieme H.
Dimostrazione. Sia I(H) l'ideale bilatero generato dall'insiemeH. Tale idea-
le è graduato per la Proposizione 2.2.8. Un generico elemento di I(H) è dato
da
∑n
i=1 αiviβi dove n ∈ N, αi, βi ∈ LK(E), vi ∈ H per i = 1, . . . , n; per il
Lemma 1.2.5 ogni elemento di LK(E) si scrive come
∑n
i=1 kiλiµ
∗
i dove n ∈ N,
ki ∈ K, λi, µi ∈ Path(E) e r(λi) = r(µi) per i = 1, . . . , n. Quindi possia-
mo scrivere ogni elemento di I(H) come
∑m
i=1 kiλiµ
∗
i viγiκ
∗
i dove m ∈ N,
ki ∈ K, vi ∈ H, λi, µi, γi, κi ∈ Path(E) e r(λi) = r(µi), r(γi) = r(κi) per
i = 1, . . . ,m.
Consideriamo un monomio del tipo λµ∗vγκ∗ dove v ∈ H, λ, µ, γ, κ ∈
Path(E) tali che r(λ) = r(µ) e r(γ) = r(κ). Analizziamo tutti i casi possibili
che si possono presentare. Aﬃnché tale monomio sia non nullo deve essere
s(γ) = s(µ) = v. Se µ = γµ′, con µ′ ∈ Path(E) e r(γ) = s(µ′), allora
λµ∗vγκ∗ = λ(µ′)∗γ∗γκ∗ = λ(µ′)∗κ∗,
dove r(λ) = r(µ) = r(µ′) = s((µ′)∗) ∈ H per l'ereditarietà di H e r((µ′)∗) =
s(µ′) = r(γ) = r(κ) = s(κ∗). Se γ = µγ′, con γ′ ∈ Path(E) e r(µ) = s(γ′),
allora
λµ∗vγκ∗ = λµ∗µγ′κ∗ = λγ′κ∗,
dove r(λ) = r(µ) = s(γ′) e r(γ′) = r(γ) = r(κ) = s(κ∗) ∈ H per l'eredita-
rietà di H. Altrimenti λµ∗vγκ∗ = 0.
Grazie a quanto appena visto, possiamo concludere che ogni elemento
di I(H) è una K-combinazione lineare di monomi del tipo λµ∗, dove λ, µ ∈
Path(E) e r(λ) = r(µ) ∈ H, che è esattamente la prima parte dell'enunciato.
Ora ci rimane da veriﬁcare l'uguaglianza I(H) = I(H). Dal fatto che H
è contenuto nella sua chiusura satura ereditaria H, abbiamo I(H) ⊆ I(H).
Invece, per veriﬁcare che I(H) ⊆ I(H) usiamo la descrizione induttiva H =⋃
n≥0Xn del Lemma 2.1.8; è suﬃciente dimostrare che Xn ⊆ I(H) per ogni
n ≥ 0.
Procediamo per induzione su n. Per n = 0 si ha X0 = H ⊆ I(H).
Supponiamo ora che Xn−1 ⊆ I(H). Sia v ∈ Xn. Se v ∈ Xn−1, allora
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v ∈ I(H) per l'ipotesi induttiva. Altrimenti, se v è un vertice regolare di
E per cui r(s−1(v)) ⊆ Xn−1, per la relazione (CK2) della Deﬁnizione 1.2.1
abbiamo
v =
∑
e∈s−1(v)
ee∗ =
∑
e∈s−1(v)
er(e)e∗ ∈ I(H),
perché per ogni e ∈ s−1(v) il vertice r(e) appartiene a Xn−1 ⊆ I(H).
Corollario 2.4.2. Siano E un grafo e K un campo. Consideriamo H un
insieme di vertici di E non vuoto ed ereditario. Sia x un elemento omogeneo
non nullo appartenente all'ideale graduato I(H) generato dall'insieme H.
Allora esistono µ, η ∈ Path(E) tali che µ∗xη = kv, dove k ∈ K× e v ∈ H.
Dimostrazione. Per il Corollario 2.3.9 esistono λ, γ ∈ Path(E), w ∈ E0 e k ∈
K× tali che k−1γ∗xλ = w. Per la proprietà di assorbimento di I(H) il vertice
w deve appartenere a I(H). Quindi per il Lemma 2.4.1 w =
∑n
i=1 k
′
iλiµ
∗
i
con n ∈ N, λi, µi ∈ Path(E), r(λi) = r(µi) ∈ H e s(λi) = s(µi) = w per
i = 1, . . . , n. Ora possiamo scrivere:
r(µ1) = µ
∗
1µ1 = µ
∗
1wµ1 = k
−1µ∗1γ
∗xλµ1
kr(µ1) = µ
∗
1γ
∗xλµ1. (2.6)
Se poniamo v := r(µ1), µ := γµ1 e η := λµ1, allora quanto ottenuto in 2.6 è
la nostra tesi.
Lemma 2.4.3. Siano E un grafo e K un campo. Consideriamo I un ideale
bilatero della Leavitt path algebra LK(E). Allora l'insieme di vertici I ∩ E0
è un insieme saturo ed ereditario.
Dimostrazione. Consideriamo v ∈ I ∩ E0 e w ∈ E0 tali che w ≤ v. Allora
esiste un cammino λ ∈ Path(E) per cui s(λ) = v e r(λ) = w. Per la relazione
(CK1) della Deﬁnizione 1.2.1 e per la proprietà di assorbimento di I possiamo
scrivere
w = λ∗λ = λ∗vλ ∈ I ∩ E0.
Questo dimostra che I ∩ E0 è ereditario.
Sia v un vertice regolare di E tale che r(s−1(v)) ⊆ I∩E0. Per la relazione
(CK2) della Deﬁnizione 1.2.1 e per la proprietà di assorbimento di I possiamo
scrivere
v =
∑
e∈s−1(v)
ee∗ =
∑
e∈s−1(v)
er(e)e∗ ∈ I ∩ E0.
Questo dimostra che I ∩ E0 è ereditario.
Altri elementi che ci aiuteranno a dare una descrizione dei generatori di
un ideale graduato di una Leavitt path algebra, sono i vertici di rottura di
un insieme ereditario.
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Deﬁnizione 2.4.4. Siano E un grafo e K un campo. Consideriamo H un
insieme di vertici di E ereditario. L'insieme dei vertici di rottura dell'insieme
H è
BH :=
{
v ∈ E0 \H ∣∣ v ∈ Inf(E) e 0 < |s−1(v) ∩ r−1(E0 \H)| <∞ } .
A parole, v è un vertice di rottura per l'insieme H se è inﬁnite emitter e il
numero di lati uscenti da v, il cui vertice di arrivo non sta in H, è non nullo
e ﬁnito.
Per semplicità indicheremo l'insieme s−1(v) ∩ r−1(E0 \H) con A(v,H).
Sia v ∈ BH , indichiamo con vH il seguente elemento di LK(E):
vH := v −
∑
e∈A(v,H)
ee∗.
Dato S ⊆ BH , indichiamo con SH l'insieme
{
vH
∣∣ v ∈ S }.
Osservazione 2.4.5. Sia E un grafo. Consideriamo H un insieme di vertici
di E ereditario ed S ⊆ BH . Se H = ∅, allora
A(v,H) = s−1(v) ∩ r−1(E0 \ ∅) = s−1(v) ∩ r−1(E0) = s−1(v);
l'insieme A(v,H) ha cardinalità inﬁnita per ogni v ∈ Inf(E). QuindiBH = ∅.
Se H = E0, allora
A(v,H) = s−1(v) ∩ r−1(E0 \ E0) = s−1(v) ∩ r−1(∅) = ∅;
l'insieme A(v,H) ha cardinalità 0 per ogni v ∈ Inf(E). Quindi BH = ∅.
Osservazione 2.4.6. Siano E un grafo e K un campo. Consideriamo H
un insieme di vertici di E non vuoto ed ereditario. Gli elementi vH , dove
v ∈ BH , sono elementi omogenei di grado 0 perché i loro addendi sono tutti
monomi di grado 0.
Inoltre, tali elementi sono idempotenti e ortogonali tra loro. Siano v, w ∈
BH :
vHwH =
(
v −
∑
e∈A(v,H)
ee∗
)(
w −
∑
f∈A(w,H)
ff∗
)
= vw −
∑
f∈A(w,H)
vff∗ −
∑
e∈A(v,H)
ee∗w +
∑
e∈A(v,H)
∑
f∈A(w,H)
ee∗ff∗.
(2.7)
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Se v 6= w, allora gli addendi dell'espressione 2.7 sono tutti nulli. Invece, se
v = w, allora
vw = v∑
f∈A(w,H)
vff∗ =
∑
f∈A(w,H)
ff∗
∑
e∈A(v,H)
ee∗w =
∑
e∈A(v,H)
ee∗
∑
e∈A(v,H)
∑
f∈A(w,H)
ee∗ff∗ =
∑
e∈A(v,H)
ee∗.
Quindi l'espressione 2.7 è uguale a vH .
Esempio 2.4.7. Sia CN il grafo a orologio inﬁnito come nell'Esempio 1.1.8:
•w1 •w2
•v
e1
OO
e2
<<
e3 //
##
(∞)
}}
•w3
• • • .
L'insieme Inf(CN) è formato dal solo vertice v. Indichiamo con U l'insieme di
vertici { wi | i ∈ N }. Per quanto visto nell'Esempio 2.1.6 ogni sottoinsieme
di U è un insieme ereditario e saturo.
Sia H ⊆ U ﬁnito. Allora il numero di lati uscenti dal vertice v il cui
vertice di arrivo non appartiene ad H è sicuramente inﬁnito, quindi BH = ∅.
Sia H ⊆ U tale che U \ H sia ﬁnito. In questo caso il numero di lati
uscenti dal vertice v il cui vertice di arrivo non appartiene ad H è ﬁnito,
quindi BH = { v }.
Lemma 2.4.8. Siano E un grafo e K un campo. Consideriamo H un in-
sieme di vertici di E non vuoto ed ereditario, e S ⊆ BH . Allora l'ideale
graduato I(H ∪SH) della Leavitt path algebra LK(E), generato dall'insieme
H ∪ SH , è dato da
I(H ∪ SH) = spanK({ λµ∗ | λ, µ ∈ Path(E), r(λ) = r(µ) ∈ H })
+ spanK(
{
λvHµ∗
∣∣ λ, µ ∈ Path(E), r(λ) = r(µ) = v ∈ S }). (2.8)
Inoltre, il primo addendo coincide con l'ideale I(H) generato da H; il se-
condo addendo, che indichiamo con J , è una sottoalgebra di LK(E) tale che
I(SH) ⊆ I(H) + J .
Dimostrazione. Sia I(H∪SH) l'ideale bilatero generato dall'insieme H∪SH .
Osserviamo che i generatori di tale ideale sono omogenei perché gli elementi
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diH sono vertici, mentre gli elementi di SH sono omogenei per l'Osservazione
2.4.6. Dunque, l'ideale I(H ∪ SH) è graduato per la Proposizione 2.2.8.
Siccome H ∩SH = ∅, vale I(H ∪SH) = I(H) + I(SH); il primo addendo
della formula 2.8 coincide con l'ideale I(H) per il Lemma 2.4.1.
Studiamo l'ideale I(SH). Siano v ∈ S ed e ∈ E1. Se e /∈ s−1(v), allora
e∗vH = 0 = vHe.
Se e ∈ A(v,H), allora
e∗vH = e∗
(
v −
∑
f∈A(v,H)
ff∗
)
= e∗v −
∑
f∈A(v,H)
e∗ff∗ = e∗ − e∗ = 0
vHe =
(
v −
∑
f∈A(v,H)
ff∗
)
e = ve−
∑
f∈A(v,H)
ff∗e = e− e = 0.
Se e ∈ s−1(v) ma e /∈ A(v,H), ovvero s(e) = v e r(e) ∈ H, allora
e∗vH = e∗
(
v −
∑
f∈A(v,H)
ff∗
)
= e∗v −
∑
f∈A(v,H)
e∗ff∗
= e∗ − 0 = e∗ = r(e)e∗ ∈ I(H)
vHe =
(
v −
∑
f∈A(v,H)
ff∗
)
e = ve−
∑
f∈A(v,H)
ff∗e
= e− 0 = e = er(e) ∈ I(H).
Quindi dati λ, µ ∈ Path(E) tali che λ, µ ∈ E0, e v ∈ S, µ∗vH è uguale a 0
oppure è uguale a µ∗ ∈ I(H). Allo stesso modo, vHλ è uguale a 0 oppure è
uguale a λ ∈ I(H).
Un generico elemento di I(H) è dato da
∑n
i=1 αiv
H
i βi dove n ∈ N,
αi, βi ∈ LK(E), vHi ∈ SH per i = 1, . . . , n; per il Lemma 1.2.5 ogni elemento
di LK(E) si scrive come
∑n
i=1 kiλiµ
∗
i dove n ∈ N, ki ∈ K, λi, µi ∈ Path(E)
e r(λi) = r(µi) per i = 1, . . . , n. Quindi possiamo scrivere ogni elemen-
to di I(SH) come
∑m
i=1 kiλiµ
∗
i v
H
i γiκ
∗
i dove m ∈ N, ki ∈ K, vHi ∈ SH ,
λi, µi, γi, κi ∈ Path(E) e r(λi) = r(µi), r(γi) = r(κi) per i = 1, . . . ,m.
Consideriamo un monomio del tipo λµ∗vHγκ∗ dove vH ∈ SH , λ, µ, γ, κ ∈
Path(E) tali che r(λ) = r(µ) e r(γ) = r(κ). Per quanto visto precedentemen-
te, i casi che si possono presentare sono i seguenti: λµ∗vHγκ∗ = 0; oppure
λµ∗vHγκ∗ ∈ I(H); oppure µ = r(λ) e γ = r(κ). Nell'ultimo caso λvHκ∗
non è nullo se, e solo se, r(λ) = r(κ) = v, e in tal caso λvHκ∗ ∈ J .
Riassumendo, abbiamo dimostrato che I(SH) ⊆ I(H) + J , quindi
I(H ∪ SH) = I(H) + I(SH) ⊆ I(H) + J ;
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l'inclusione I(H) + J ⊆ I(H ∪ SH) è immediata per la proprietà di assorbi-
mento di I(H ∪ SH).
Dimostriamo ora che J è una sottoalgebra. Consideriamo λvHµ∗, γwHκ∗
due generatori di J , dove λ, µ, γ, κ ∈ Path(E), v, w ∈ S tali che r(λ) =
r(µ) = v e r(γ) = r(κ) = w. Si possono presentare tre casi; il primo caso
che consideriamo è che i cammini µ e γ non sono vertici. Se µ = γµ′, per un
opportuno µ′ ∈ Path(E), allora
λvHµ∗γwHκ∗ = λvH(µ′)∗γ∗γwHκ∗ = λvH(µ′)∗wHκ∗. (2.9)
Per i calcoli presentati all'inizio della dimostrazione, (µ′)∗wH è uguale a 0
oppure è uguale a (µ′)∗. Quindi in 2.9 otteniamo 0 oppure λvH(µ′)∗κ∗ ∈ J .
Se γ = µγ′, per un opportuno γ′ ∈ Path(E), si procede in modo analogo
a quanto appena visto.
Se µ = γ, allora v = r(µ) = r(γ) = w, quindi
λvHµ∗γwHκ∗ = λvHr(µ)wHκ∗ = λvHwHκ∗ = λvHκ∗ ∈ J.
Se µ 6= γ e non si veriﬁcano i casi precedenti, allora λvHµ∗γwHκ∗ = 0 ∈ J .
Come secondo caso supponiamo µ = v e il cammino γ non è un vertice.
Possiamo scrivere
λvHµ∗γwHκ∗ = λvHγwHκ∗. (2.10)
Per i calcoli presentati all'inizio della dimostrazione, vHγ è uguale a 0 oppure
è uguale a γ. Quindi in 2.10 otteniamo 0 oppure λγwHκ∗ ∈ J .
Come terzo e ultimo caso supponiamo µ = v e γ = w. Possiamo scrivere
λvHµ∗γwHκ∗ = λvHwHκ∗.
Tale espressione è 0 se v 6= w, altrimenti è uguale a λvHκ∗ se v = w.
Proposizione 2.4.9. Siano E un grafo e K un campo. Consideriamo
{Hj }j∈J una famiglia di insiemi Hj ⊆ E0 ereditari, a due a due disgiunti,
indicizzati da un insieme J . Allora valgono le seguenti uguaglianze tra ideali
della Leavitt path algebra LK(E):
I
(⊔
j∈J
Hj
)
= I
(⊔
j∈J
Hj
)
=
⊕
j∈J
I(Hj) =
⊕
j∈J
I(Hj). (2.11)
Dimostrazione. La prima e ultima uguaglianza di 2.11 valgono per il Lemma
2.4.1.
Poniamo H :=
⊔
j∈J Hj . L'insieme H è ereditario perché unione di
insiemi ereditari; per il Lemma 2.4.1 un elemento dell'ideale I(H) si scrive
come
∑n
i=1 kiλiµ
∗
i , dove n ∈ N, ki ∈ K×, r(λi) = r(µi) ∈ H per i = 1, . . . , n.
Per ogni j ∈ J possiamo raggruppare gli addendi per cui r(λi) = r(µi) ∈
Hj . Quindi ogni elemento di I(H) si può scrivere come somma ﬁnita di
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elementi appartenenti a I(Hj), al variare di j ∈ J . Con questa osservazione
si conclude facilmente che
I(H) =
∑
j∈J
I(Hj).
Dimostriamo che tale somma è diretta. Sia k ∈ J . Supponiamo che
I(Hk) ∩
∑
j 6=k I(Hj) 6= 0; tale intersezione è un ideale graduato di LK(E).
Consideriamo x un elemento omogeneo non nullo appartenente a I(Hk) ∩∑
j 6=k I(Hj) 6= 0. Per il Corollario 2.4.2 esistono µ, η ∈ Path(E) tali che
µ∗xη = kv, dove k ∈ K× e v ∈ Hk e per la proprietà di assorbimen-
to vale k−1µ∗xη = v ∈ ∑j 6=k I(Hj). Grazie al Lemma 2.4.1 possiamo
scrivere v =
∑n
i=1 kiλiµ
∗
i , dove n ∈ N, λ1, . . . , λn, µ1, . . . , µn ∈ Path(E),
r(λi) = r(µi) ∈
⊔
j 6=kHj per ogni i = 1, . . . , n. Inoltre deve valere s(λi) =
s(µi) = v ∈ Hk per ogni i = 1, . . . , n. Da ciò possiamo concludere per l'e-
reditarietà dell'insieme Hk che r(λi) = r(µi) ∈ Hk ∩
⊔
j 6=kHj , ma ciò è una
contraddizione perché per ipotesi gli insiemi Hj sono a due a due disgiun-
ti. Possiamo concludere che I(Hk) ∩
∑
j 6=k I(Hj) = 0 per ogni k ∈ J e di
conseguenza la somma
∑
j∈J I(Hj) è diretta.
Il seguente teorema descrive in modo esplicito i generatori di un ideale
graduato di una Leavitt path algebra, evidenziando il collegamento tra ideali
graduati, insiemi saturi ed ereditari e vertici di rottura.
Teorema 2.4.10. Siano E un grafo e K un campo. Consideriamo I un
ideale graduato della Leavitt path algebra LK(E). Allora I è generato dal-
l'insieme H ∪ SH , dove H = I ∩ E0 è un insieme saturo ed ereditario di
vertici di E, e S =
{
v ∈ BH
∣∣ vH ∈ I }.
In particolare, ogni ideale graduato di LK(E) è generato da un insieme
di elementi idempotenti.
Dimostrazione. Sia I(H ∪ SH) l'ideale di LK(E) generato dall'insieme H ∪
SH . L'insieme H = I ∩ E0 è saturo ed ereditario per il Lemma 2.4.3. Per
costruzione H ∪ SH ⊆ I, quindi vale I(H ∪ SH) ⊆ I.
Dimostriamo I ⊆ I(H∪SH). Siccome I è un ideale graduato, è suﬃciente
veriﬁcare che ogni elemento omogeneo appartenente ad I appartenga a I(H∪
SH).
Per il Lemma 1.2.5 ogni elemento α ∈ LK(E) si può scrivere come∑n
i=1 kiλiµ
∗
i , dove n ∈ N, k1, . . . , kn ∈ K×, λ1, . . . , λn, µ1, . . . , µn ∈ Path(E),
r(λi) = r(µi) per ogni i = 1, . . . , n. Grazie a questa scrittura notiamo che se
v ∈ E0, allora αv 6= 0 se, e solo se, v = s(µj) per un opportuno j = 1, . . . , n.
Quindi la somma
∑
v∈E0 αv è ﬁnita; ogni elemento α ∈ LK(E) si può scri-
vere come una somma ﬁnita di elementi β ∈ LK(E) tali che βvβ = β, per
un qualche vβ ∈ E0.
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Queste osservazioni ci permettono di sempliﬁcare la nostra dimostrazione.
Infatti, è suﬃciente mostrare che ogni elemento omogeneo α ∈ I, tale che
αv = α per un opportuno v ∈ E0, appartiene a I(H ∪ SH).
Sia α ∈ I un elemento omogeneo tale che αv = α, per un opportuno
v ∈ E0. Mostriamo per induzione sul grado fantasma di α che α ∈ I(H∪SH).
Supponiamo gdeg(α) = 0, allora possiamo scrivere α =
∑n
i=1 kiγi, dove
n ∈ N, k1, . . . , kn ∈ K×, γ1, . . . , γn ∈ Path(E), γi 6= γj se i 6= j, r(γi) = v
per ogni i = 1, . . . , n. Per l'assunzione che α è omogeneo i cammini γi devono
avere tutti la stessa lunghezza. Per ogni j = 1, . . . , n abbiamo
k−1j γ
∗
jαv = k
−1
j γ
∗
j
(
n∑
i=1
kiγi
)
= γ∗j γj = r(γj) = v ∈ I ∩ E0 = H,
per la proprietà di assorbimento di I. Quindi α = αv ∈ I(H) ⊆ I(H ∪ SH).
Supponiamo ora gdeg(α) = n ∈ N e che la tesi sia vera per gli elementi
di I dello stesso tipo di α, con grado fantasma strettamente minore di n.
Scriviamo
α =
m∑
i=1
αie
∗
i + λ,
dove m ∈ N, λ ∈ KE omogeneo, αi ∈ LK(E) omogenei, ei ∈ E1, s(ei) = v
per ogni i = 1, . . . , n. Per ottenere questa scrittura basta usare il Lemma
1.2.5, isolare i monomi di grado fantasma nullo e raggruppare i monomi che
terminano con lo stesso lato fantasma. Inoltre, dal fatto che α è un elemento
omogeneo tutti i suoi addendi devono avere lo stesso grado, dunque anche
gli αi devono avere tutti lo stesso grado.
Notiamo che v non è un vertice sink perché i lati ei hanno come vertice
iniziale v.
Se λ = 0, allora per ogni j = 1, . . . ,m
αej =
m∑
i=1
αie
∗
i ej = αje
∗
jej = αjr(ej) = αj .
Ma gdeg(αj) = gdeg(αej) < gdeg(α) = n grazie al Lemma 2.3.6; per l'ipotesi
induttiva αi ∈ I(H ∪ SH) per ogni i = 1, . . . ,m e di conseguenza α ∈
I(H ∪ SH).
Se λ 6= 0, allora scriviamo λ = ∑lr=1 krλr, dove l ∈ N, kr ∈ K×,
λr ∈ Path(E), λr 6= λs se r 6= s, r(λr) = v per ogni r = 1, . . . , l.
Consideriamo f ∈ s−1(v). Se f 6= ei per ogni i = 1, . . . ,m, allora
αf =
m∑
i=1
αie
∗
i f + λf = λf ;
essendo gdeg(αf) = 0, per quanto visto in precedenza possiamo concludere
αf ∈ I(H ∪ SH).
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Se f = ej per qualche j = 1, . . . ,m, allora
αf =
m∑
i=1
αie
∗
i f + λf = αje
∗
jf + λf = αj + λf.
Ma gdeg(αf) < gdeg(α) = n grazie al Lemma 2.3.6; per l'ipotesi induttiva
αf ∈ I(H ∪ SH).
Riassumendo αf ∈ I(H ∪ SH) per ogni f ∈ s−1(v).
Ora se v è un vertice regolare, allora
α = αv = α
∑
f∈s−1(v)
ff∗ =
∑
f∈s−1(v)
αff∗ ∈ I(H ∪ SH),
per la proprietà di assorbimento di I(H ∪ SH).
Sia v inﬁnite emitter. Se v ∈ H, allora possiamo concludere immedia-
tamente α = αv ∈ I(H) ⊆ I(H ∪ SH). Se v /∈ H, allora v deve essere un
vertice di rottura di H. Infatti se f ∈ A(v,H), per forza deve coincidere con
uno dei lati ei, altrimenti
αf =
m∑
i=1
αie
∗
i f + λf = λf ∈ I
implicherebbe
r(f) = f∗f = f∗vf = f∗(k−11 λ
∗
1λ)f = f
∗k−11 λ
∗
1(λf) ∈ I ∩ E0 = H.
A parole, abbiamo dimostrato che A(v,H) ⊆ { ei | i = 1, . . . , n }, quindi è
ﬁnito. Inoltre, possiamo assumere A(v,H) 6= ∅, altrimenti r(s−1(v)) ⊆ H
e f = fr(e) ∈ I(H) per ogni f ∈ s−1(v), permettendoci di concludere
α = αv ∈ I(H) ⊆ I(H ∪ SH).
Scriviamo ora
α = αv = αvH + α
∑
f∈A(v,H)
ff∗ = αvH +
∑
f∈A(v,H)
αff∗;
il secondo addendo appartiene a I(H ∪ SH) perché αf ∈ I(H ∪ SH) per
ogni f ∈ s−1(v). Se dimostriamo che vH ∈ I, allora vH ∈ SH e possiamo
concludere che αvH ∈ I(H ∪SH), quindi α appartiene all'ideale I(H ∪SH).
Per dimostrare che vH ∈ I calcoliamo e∗i vH per i = 1, . . . ,m. Ricordando
che s(ei) = v per i = 1, . . . ,m, possiamo scrivere
e∗i v
H = e∗i
(
v −
∑
f∈A(v,H)
ff∗
)
=
{
e∗i − e∗i = 0 se ei ∈ r−1(E0 \H)
e∗i v = e
∗
i se ei ∈ r−1(H).
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Nel secondo caso siccome r(ei) ∈ H, e∗i vH ∈ I(H) ⊆ I. Dunque in entrambi
i casi e∗i v
H ∈ I.
Per la proprietà di assorbimento di I abbiamo αvH ∈ I, e per quanto
appena visto e∗i v
H ∈ I per ogni i = 1, . . . ,m, quindi anche
λvH = αvH −
m∑
i=1
αie
∗
i v
H ∈ I.
Per concludere basta usare la proprietà di assorbimento di I:
vH = vvH = (k−11 λ
∗
1λ)v
H = k−11 λ
∗
1(λv
H) ∈ I.
Nel caso particolare di un grafo E row-ﬁnite, il Teorema 2.4.10 ci per-
mette di dedurre che ogni ideale graduato della Leavitt path algebra di E è
generato da un insieme di vertici saturo ed ereditario.
Corollario 2.4.11. Siano E un grafo row-ﬁnite e K un campo. Conside-
riamo I un ideale graduato della Leavitt path algebra LK(E). Allora I è
generato dall'insieme saturo ed ereditario I ∩ E0.
Dimostrazione. Per il Teorema 2.4.10 abbiamo I = I(H ∪ SH), dove H =
I ∩E0 e S = { v ∈ BH ∣∣ vH ∈ I }. Ma per ipotesi E è row-ﬁnite, quindi non
ci sono vertici inﬁnite emitter. Quindi SH = ∅ e I = I(H).
L'insieme H è saturo ed ereditario per il Lemma 2.4.3.
Algebre quozienti. Nel resto della sezione ci concentreremo sullo studio
dell'algebra quoziente di una Leavitt path algebra rispetto a un suo ideale
graduato. In particolare vedremo come una tale algebra quoziente sia ancora
una Leavitt path algebra.
Per prima cosa introduciamo la nozione di grafo quoziente rispetto ad un
insieme ereditario.
Deﬁnizione 2.4.12. Siano E un grafo e H un sottoinsieme di vertici di E
ereditario. Indichiamo con E/H = ((E/H)0, (E/H)1, s, r) il grafo quoziente
di E rispetto ad H, i cui vertici e lati sono dati rispettivamente dagli insiemi
(E/H)0 = E0 \H e (E/H)1 = { e ∈ E1 ∣∣ r(e) /∈ H } .
Le funzioni s ed r sono rispettivamente le restrizioni delle funzioni s ed r di
E all'insieme (E/H)1.
Osservazione 2.4.13. Sia E un grafo. Consideriamo il grafo quoziente
E/H rispetto ad un insieme di vertici H saturo ed ereditario. Un vertice
regolare di E che non appartiene ad H è ancora un vertice regolare nel grafo
quoziente. Infatti se l'insieme s−1(v) è ﬁnito e non vuoto, sicuramente s−1(v)
è ﬁnito perché s−1(v) ⊆ s−1(v); non è vuoto perché altrimenti implicherebbe
s−1(v) ⊆ H, e di conseguenza v ∈ H in quanto H insieme saturo.
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Ogni vertice v di rottura dell'insieme H nel grafo quoziente diventa re-
golare; eliminando i lati in s−1(v) il cui vertice di arrivo appartiene ad H,
rimangono i lati dell'insieme A(v,H) che è ﬁnito e non vuoto.
Quindi possiamo concludere Reg(E/H) = (Reg(E) \H) ∪BH .
Teorema 2.4.14. Siano E un grafo e K un campo. Consideriamo H un in-
sieme di vertici di E saturo ed ereditario, ed S ⊆ BH . Consideriamo LK(E)
la Leavitt path algebra del grafo E, CXK (E/H) la Cohn path algebra del grafo
quoziente E/H relativa all'insieme X = (Reg(E)\H)∪S e I(H∪SH) l'ideale
generato dall'insieme H ∪SH . Allora l'algebra quoziente LK(E)/I(H ∪SH)
e CXK (E/H) sono isomorfe come algebre Z-graduate.
Dimostrazione. Le notazioni riguardante il grafo quoziente E/H sono le
stesse della Deﬁnizione 2.4.12.
Utilizziamo la Proprietà Universale 1.2.2 di LK(E) per deﬁnire un omo-
morﬁsmo di K algebre ϕ : LK(E)→ CXK (E/H). A tale scopo consideriamo
i seguenti elementi di CXK (E/H):
av =
{
v se v /∈ H
0 altrimenti,
ae =
{
e se r(e) /∈ H
0 altrimenti,
be =
{
e∗ se r(e) /∈ H
0 altrimenti,
per ogni v ∈ E0 e per ogni e ∈ E1.
Veriﬁchiamo che tali elementi soddisfano le richieste della Proprietà Uni-
versale 1.2.2.
Siano v, w /∈ H, allora
avaw = vw = δv,wv = δv,wav.
Siano v ∈ H e w /∈ H, allora
avaw = 0w = 0.
Siano v, w ∈ H, allora
avaw = 0 = δv,wav.
Quindi gli elementi
{
av
∣∣ v ∈ E0 } sono idempotenti e ortogonali tra loro.
Sia e ∈ E1 tale che r(e) /∈ H, allora
as(e)ae = s(e)e = e = ae
aear(e) = er(e) = e = ae.
Osserviamo che nella prima riga abbiamo usato as(e) = s(e) perché s(e) /∈ H.
Se fosse s(e) ∈ H, per l'ereditarietà di H avremmo r(e) ∈ H.
Sia e ∈ E1 tale che r(e) ∈ H, allora
as(e)ae = as(e)0 = 0 = ae
aear(e) = 0 = ae.
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Applicando l'involuzione ∗ a quanto appena visto otteniamo che la richiesta
(i) di 1.2.2 è rispettata.
Siano e, f ∈ E1 tali che r(e), r(f) /∈ H, allora
beaf = e
∗f = δe,fr(e) = δe,far(e).
Siano e, f ∈ E1 tali che r(e) /∈ H e r(f) ∈ H, allora
beaf = e
∗0 = 0.
Il caso r(e) ∈ H e r(f) /∈ H è analogo.
Siano e, f ∈ E1 tali che r(e), r(f) ∈ H, allora
beaf = 0 = δe,far(e).
Quindi la richiesta (ii) è rispettata.
Sia v un vertice regolare di E appartenente ad H, allora
av = 0 =
∑
e∈s−1(v)
aebe,
perché per l'ereditarietà di H, per ogni e ∈ s−1(v) abbiamo r(e) ∈ H e
dunque ae = be = 0.
Sia v un vertice regolare di E non appartenente ad H, allora
av = v =
∑
e∈s−1(v)
ee∗ =
∑
e∈s−1(v)∩r−1(E0\H)
ee∗
=
∑
e∈s−1(v)∩r−1(E0\H)
aebe +
∑
e∈s−1(v)∩r−1(H)
aebe =
∑
e∈s−1(v)
aebe.
Quindi la richiesta (iii) è rispettata.
Per la Proprietà Universale 1.2.2 possiamo concludere che esiste un omo-
morﬁsmo ϕ : LK(E)→ CXK (E/H) tale che
ϕ(v) =
{
v se v /∈ H
0 altrimenti,
ϕ(e) =
{
e se r(e) /∈ H
0 altrimenti,
ϕ(e∗) =
{
e∗ se r(e) /∈ H
0 altrimenti,
per ogni v ∈ E0 e per ogni e ∈ E1.
Dalla deﬁnizione di ϕ possiamo osservare che ϕ(v) = 0 per ogni vertice
v ∈ H. Inoltre, per ogni vertice v ∈ S abbiamo
ϕ(vH) = ϕ
(
v −
∑
e∈A(v,H)
ee∗
)
= ϕ(v)−
∑
e∈A(v,H)
ϕ(e)ϕ(e∗)
= v −
∑
e∈A(v,H)
ee∗ = 0,
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dove nell'ultima uguaglianza abbiamo usato la relazione (CK2) della Deﬁ-
nizione 1.2.1, in quanto v vertice regolare del grafo E/H per l'Osservazione
2.4.13. Di conseguenza l'ideale I(H∪SH) generato dall'insiemeH∪SH è con-
tenuto nel nucleo di ϕ. L'omomorﬁsmo ϕ è ben deﬁnito come omomorﬁsmo
di K-algebre con dominio l'algebra quoziente LK(E)/I(H∪SH); l'immagine
di una classe di equivalenza x+I(H∪SH) è data da ϕ(x+I(H∪SH)) = ϕ(x).
Utilizziamo la Proprietà Universale 1.3.7 di CXK (E/H) per deﬁnire un
omomorﬁsmo di K-algebre ψ : CXK (E/H) → LK(E)/I(H ∪ SH). A tale
scopo deﬁniamo i seguenti elementi di LK(E)/I(H ∪ SH):
av = v + I(H ∪ SH)
ae = e+ I(H ∪ SH)
be = e
∗ + I(H ∪ SH)
per ogni v ∈ (E/H)0 e per ogni e ∈ (E/H)1.
Con un calcolo immediato e facendo riferimento alle relazioni di LK(E)
della Deﬁnizione 1.2.1, si veriﬁcano le richieste (i) e (ii) della Proprietà
Universale 1.3.7, e che gli elementi
{
av
∣∣ v ∈ (E/H)0 } sono idempotenti
e ortogonali tra loro.
Veriﬁchiamo la richiesta (iii) della Proprietà Universale 1.3.7. Sia v ∈
X = (Reg(E) \H) ∪ S. Se v ∈ Reg(E) \H, allora
av = v + I(H ∪ SH) =
∑
e∈s−1(v)
ee∗ + I(H ∪ SH)
=
∑
e∈s−1(v)
(e+ I(H ∪ SH))(e∗ + I(H ∪ SH)) =
∑
e∈s−1(v)
aebe
=
∑
e∈s−1(v)∩r−1(E0\H)
aebe +
∑
e∈s−1(v)∩r−1(H)
aebe
=
∑
e∈s−1(v)∩r−1(E0\H)
aebe =
∑
e∈s−1(v)
aebe,
dove nella penultima uguaglianza abbiamo usato ae = be = 0 se e ∈ s−1(v)∩
r−1(H), in quanto e = er(e) ∈ I(H ∪ SH) e e∗ = r(e)e∗ ∈ I(H ∪ SH).
Se v ∈ S, allora
av = v + I(H ∪ SH) =
∑
e∈A(v,H)
ee∗ + I(H ∪ SH)
=
∑
e∈A(v,H)
(e+ I(H ∪ SH))(e∗ + I(H ∪ SH))
=
∑
e∈s−1(v)
aebe,
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dove nella seconda uguaglianza abbiamo usato
vH + I(H ∪ SH) = v + I(H ∪ SH)−
∑
e∈A(v,H)
ee∗ + I(H ∪ SH) = 0
v + I(H ∪ SH) =
∑
e∈A(v,H)
ee∗ + I(H ∪ SH).
Per la Proprietà Universale 1.3.7 possiamo concludere che esiste un omo-
morﬁsmo ψ : CXK (E/H)→ LK(E)/I(H ∪ SH) tale che
ψ(v) = v + I(H ∪ SH)
ψ(e) = e+ I(H ∪ SH)
ψ(e∗) = e∗ + I(H ∪ SH)
per ogni v ∈ (E/H)0 e per ogni e ∈ (E/H)1.
Dalle deﬁnizioni di ψ e ϕ possiamo constatare che sono una l'inversa
dell'altra, quindi sono entrambi isomorﬁsmi.
Ricordiamo che per la Proposizione 2.2.13 e il Corollario 2.2.15, la Cohn
path algebra CXK (E/H) e la Leavitt path algebra LK(E) sono Z-graduate.
L'ideale I(H ∪ SH) è graduato perché è generato da elementi omogenei di
grado 0, quindi grazie alla Proposizione 2.2.7 possiamo aﬀermare che anche
LK(E)/I(H ∪ SH) è un'algebra Z-graduata.
Sia ψ che ϕ rispettano il grado dei generatori, quindi possiamo concludere
che sono isomorﬁsmi graduati e dedurre la nostra tesi.
Corollario 2.4.15. Siano E un grafo e K un campo. Consideriamo I un'i-
deale graduato della Leavitt path algebra LK(E). Allora esistono un insieme
H saturo ed ereditario, e un insieme S ⊆ BH , tali che la Cohn path algebra
CXK (E/H) del grafo quoziente E/H relativa all'insieme X = (Reg(E)\H)∪S
e l'algebra quoziente LK(E)/I sono isomorfe come algebre Z-graduate.
Dimostrazione. Sia I un ideale graduato di LK(E). Per il Teorema 2.4.10
esistono un insieme H saturo ed ereditario, e un insieme S ⊆ BH , tali che
l'ideale I coincida con l'ideale I(H ∪ SH), generato dall'insieme H ∪ SH .
Grazie al Teorema 2.4.14, l'algebra quoziente LK(E)/I = LK(E)/I(H ∪
SH) e CXK (E/H) sono isomorfe come algebre Z-graduate.
Corollario 2.4.16. Siano E un grafo e K un campo. Consideriamo H un
insieme di vertici di E saturo ed ereditario. Siano LK(E) la Leavitt path
algebra del grafo E e LK(E/H) la Leavitt path algebra del grafo quoziente
E/H.
(i) Supponiamo che E sia un grafo row-ﬁnite. Sia I(H) l'ideale di LK(E)
generato dall'insieme H. Allora l'algebra quoziente LK(E)/I(H) e
LK(E/H) sono isomorfe come algebre Z-graduate.
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(ii) Sia I(H ∪ BHH ) l'ideale di LK(E) generato dall'insieme H ∪ BHH , do-
ve BH è l'insieme dei vertici di rottura di H. Allora l'algebra quo-
ziente LK(E)/I(H ∪ BHH ) e LK(E/H) sono isomorfe come algebre
Z-graduate.
Dimostrazione. Dimostriamo il punto (i). Ricordiamo che in un grafo row-
ﬁnite non sono presenti vertici inﬁnite emitter. Quindi l'insieme dei vertici
di rottura dell'insieme H è l'insieme vuoto.
Scegliamo S = BH . Allora per il Teorema 2.4.14 abbiamo
LK(E)/I(H) = LK(E)/I(H ∪ SH) ∼= CXK (E/H),
dove X = Reg(E) \H = Reg(E/H). Infatti grazie all'Osservazione 2.4.13,
l'insieme X coincide con l'insieme dei vertici regolari del grafo quoziente
E/H. Questo signiﬁca che la Cohn path algebra CXK (E/H) coincide con la
Leavitt path algebra LK(E/H) del grafo quoziente.
Dimostriamo il punto (ii). Applichiamo il Teorema 2.4.14 per S = BH :
LK(E)/I(H ∪BHH ) ∼= CXK (E/H),
dove X = (Reg(E) \H) ∪ BH = Reg(E/H). Infatti grazie all'Osservazione
2.4.13, l'insieme X coincide con l'insieme dei vertici regolari del grafo quo-
ziente E/H. Questo signiﬁca che la Cohn path algebra CXK (E/H) coincide
con la Leavitt path algebra LK(E/H) del grafo quoziente.
Esempio 2.4.17. Siano K un campo ed ET il grafo di Toeplitz come
nell'Esempio 1.1.4:
•ue 88
f // •v .
Consideriamo l'insieme saturo ed ereditario H = { v }. Facendo riferimento
alla Deﬁnizione 2.4.12, il grafo quoziente ET /H rispetto all'insieme H si
ottiene eliminando il vertice v e il lato f . Si ottiene dunque
ET /H = •ue 88 = R1,
dove R1 indica la rosa con un petalo.
Sia I(H) l'ideale della Leavitt path algebra LK(ET ), generato dall'insie-
me H. Grazie al Corollario 2.4.16 sappiamo che l'algebra LK(ET )/I(H) è
isomorfa alla Leavitt path algebra LK(ET /H). Prima abbiamo osservato che
ET /H = R1, quindi ne consegue che LK(ET )/I(H) è isomorfa alla Leavitt
path algebra LK(R1). Per l'Esempio 1.2.6, LK(R1) è isomorfa allaK-algebra
K[x−1, x] dei polinomi di Laurent a coeﬃcienti inK. In conclusione abbiamo
LK(ET )/I(H) ∼= K[x−1, x].
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Il Teorema 2.4.14 ci permette di vedere l'algebra quoziente di una Leavitt
path algebra rispetto a un ideale graduato, come una Cohn path algebra di
un grafo quoziente relativa ad un opportuno insieme. Per poter descrivere
tali quozienti come Leavitt path algebre, introduciamo una nuova versione
del grafo quoziente.
Deﬁnizione 2.4.18. Sia E un grafo. Consideriamo H un insieme di vertici
di E saturo ed ereditario, ed S ⊆ BH . Il simbolo v′ rappresenta un copia di
un vertice v ∈ BH \ S, mentre e′ rappresenta una copia di un lato e ∈ E1
per cui r(e) ∈ BH \ S.
Indichiamo con E/(H,S) = (((E/(H,S))0, ((E/(H,S))1, s′, r′) il grafo
quoziente di E rispetto (H,S), i cui vertici e lati sono dati rispettivamente
dagli insiemi
((E/(H,S))0 = (E0 \H) ∪ { v′ ∣∣ v ∈ BH \ S }
((E/(H,S))1 =
{
e ∈ E1 ∣∣ r(e) /∈ H } ∪ { e′ ∣∣ e ∈ E1 e r(e) ∈ BH \ S } .
Le funzioni s′ ed r′ coincidono con le funzioni s ed r di E nei lati ap-
partenenti all'insieme
{
e ∈ E1 ∣∣ r(e) /∈ H }, mentre per i lati dell'insieme{
e′
∣∣ e ∈ E1 e r(e) ∈ BH \ S } vale
s′(e′) = s(e) e r′(e′) = r(e)′.
Notiamo che per S = BH il grafo quoziente E/(H,BH) coincide con il
grafo quoziente E/H della Deﬁnizione 2.4.12.
Osservazione 2.4.19. Sia E un grafo. ConsideriamoH un insieme di vertici
di E saturo ed ereditario, ed S ⊆ BH . Sia v un vertice regolare di E non
appartenente all'insieme H. Allora v è ancora un vertice regolare del grafo
quoziente E/(H,S), infatti l'insieme
s′−1(v) =
{
e ∈ s−1(v) ∣∣ r(e) /∈ H } ∪ { e′ ∣∣ e ∈ s−1(v) e r(e) ∈ BH \ S }
è ﬁnito e non vuoto. La ﬁnitezza deriva dal fatto che s−1(v) è ﬁnito, mentre
se fosse
{
e ∈ s−1(v) ∣∣ r(e) /∈ H } = ∅, allora s−1(v) ⊆ H e dall'ipotesi che
H è saturo concluderemmo v ∈ H, contrariamente a come abbiamo scelto v.
Sia v un vertice di rottura dell'insieme H. Allora v è un vertice regolare
del grafo quoziente E/(H,S), infatti l'insieme
s′−1(v) = A(v,H) ∪ { e′ ∣∣ e ∈ A(v,H) e r(e) ∈ BH \ S }
è ﬁnito e non vuoto perché per la Deﬁnizione 2.4.4 l'insieme A(v,H) è ﬁnito
e non vuoto.
I vertici dell'insieme { v′ | v ∈ BH \ S } sono tutti sink.
Possiamo concludere che Reg(E/(H,S)) = (Reg(E) \H) ∪BH .
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Osservazione 2.4.20. Sia E un grafo. Consideriamo H un insieme di verti-
ci di E saturo ed ereditario, ed S ⊆ BH . Con E/H = ((E/H)0, (E/H)1, s, r)
indichiamo il grafo quoziente di E rispetto ad H, come nella Deﬁnizio-
ne 2.4.12. Sia X = (Reg(E) \ H) ∪ S l'insieme di vertici di E/H; per
l'Osservazione 2.4.13 vale X ⊆ Reg(E/H).
Ora vogliamo costruire il grafo
(E/H)(X) = (((E/H)(X))0, ((E/H)(X))1, ŝ, r̂)
secondo la Deﬁnizione 1.3.14. Per prima cosa osserviamo che
Y = Reg(E/H) \X
= ((Reg(E) \H) ∪BH) \ ((Reg(E) \H) ∪ S) = BH \ S.
Gli insiemi dei vertici e dei lati sono rispettivamente:
((E/H)(X))0 = (E/H)0 ∪ { v′ ∣∣ v ∈ Y }
= (Reg(E) \H) ∪ { v′ ∣∣ v ∈ BH \ S }
((E/H)(X))1 = (E/H)1 ∪ { e′ ∣∣ r(e) ∈ Y }
=
{
e ∈ E1 ∣∣ r(e) /∈ H } ∪ { e′ ∣∣ r(e) ∈ BH \ S } .
É immediato veriﬁcare che gli insiemi ((E/H)(X))0 e ((E/H)(X))1 coincido-
no rispettivamente con gli insiemi (E/(H,S))0 e (E/(H,S))1, dove E/(H,S)
è il grafo quoziente di E rispetto a (H,S) della Deﬁnizione 2.4.18.
Proviamo ora a studiare le funzioni ŝ e r̂. Se e ∈ { e ∈ E1 ∣∣ r(e) /∈ H },
allora
ŝ(e) = s(e) = s(e) = s′(e)
r̂(e) = r(e) = r(e) = r′(e).
Se e′ ∈ { e′ | r(e) ∈ BH \ S }, allora
ŝ(e′) = s(e) = s(e) = s′(e′)
r̂(e′) = r(e)′ = r(e)′ = r′(e′).
Questo ci porta a concludere che il grafo (E/H)(X) coincide con il grafo
quoziente E/(H,S).
Ora abbiamo tutte le informazione necessarie per dimostrare che l'algebra
quoziente di una Leavitt path algebra rispetto a un suo ideale graduato è
la Leavitt path algebra di un grafo quoziente introdotto nella Deﬁnizione
2.4.18.
Teorema 2.4.21. Siano E un grafo e K un campo. Consideriamo H un in-
sieme di vertici di E saturo ed ereditario, ed S ⊆ BH . Consideriamo LK(E)
la Leavitt path algebra del grafo E, LK(E/(H,S)) la Leavitt path algebra del
grafo quoziente E/(H,S) e I(H∪SH) l'ideale generato dall'insieme H∪SH .
Allora l'algebra quoziente LK(E)/I(H ∪SH) e LK(E/(H,S)) sono isomorfe
come algebre Z-graduate.
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Dimostrazione. Il Teorema 2.4.14 ci permette di aﬀermare che l'algebra quo-
ziente LK(E)/I(H ∪ SH) e la Cohn path algebra CXK (E/H), dove E/H è
il grafo quoziente della Deﬁnizione 2.4.12 e X = (Reg(E) \ H) ∪ S, sono
isomorfe come algebre Z-graduate.
Per l'Osservazione 2.4.20, il grafo quoziente E/(H,S), della Deﬁnizione
2.4.18, coincide con il grafo (E/H)(X), costruito nella Deﬁnizione 1.3.14.
Grazie alla Proposizione 2.2.17, la Cohn path algebra CXK (E/H) e la
Leavitt path algebra LK((E/H)(X)) = LK(E/(H,S)) sono isomorfe come
algebre Z-graduate.
Riassumendo:
LK(E)/I(H ∪ SH) ∼= CXK (E/H) ∼= LK((E/H)(X)) = LK(E/(H,S)),
dove tutti questi isomorﬁsmi sono graduati.
Osservazione 2.4.22. Siano E un grafo e K un campo. Consideriamo H
un insieme di vertici di E saturo ed ereditario, ed S ⊆ BH . Per il Teore-
ma 2.4.21, sappiamo che esiste un isomorﬁsmo ϕ : LK(E)/I(H ∪ SH) →
LK(E/(H,S)) tra l'algebra quoziente LK(E)/I(H ∪ SH) e la Leavitt path
algebra LK(E/(H,S)), dove E/(H,S) è il grafo quoziente della Deﬁnizione
2.4.18. In seguito ci tornerà utile conoscere le immagini dei seguenti elementi
di LK(E/(H,S)) tramite ϕ:
ϕ(v + I(H ∪ SH)) = v se v ∈ (E0 \H) \ (BH \ S)
ϕ(v + I(H ∪ SH)) = v + v′ se v ∈ BH \ S
ϕ(vH + I(H ∪ SH)) = v′ se v ∈ BH \ S
ϕ(v − vH + I(H ∪ SH)) = v se BH \ S.
Concludiamo la sezione con un corollario del Teorema 2.4.14. Per ca-
pire come utilizzeremo in seguito tale risultato, qui di seguito facciamo
un'osservazione informale.
Grazie al Teorema 2.4.10 a ogni ideale graduato di una Leavitt path
algebra possiamo associare una coppia di insiemi (H,S), doveH è un insieme
di vertici saturo ed ereditario, S è un insieme formato da vertici di rottura
di H, tali che H ∪ SH generino l'ideale.
Viceversa, a una coppia di insiemi (H,S) come prima possiamo associare
l'ideale graduato generato dall'insieme H ∪ SH .
Il seguente risultato ci garantisce che queste due associazioni sono una
l'inversa dell'altra.
Corollario 2.4.23. Siano E un grafo e K un campo. Consideriamo H
un insieme di vertici di E saturo ed ereditario, ed S ⊆ BH . Consideria-
mo I(H ∪ SH) e I(H) gli ideali della Leavitt path algebra LK(E), genera-
ti rispettivamente dagli insiemi H ∪ SH e H. Allora valgono le seguenti
uguaglianze:
109
(i) I(H ∪ SH) ∩ E0 = H. In particolare vale I(H) ∩ E0 = H;
(ii) S =
{
v ∈ BH
∣∣ vH ∈ I(H ∪ SH) }.
Dimostrazione. Consideriamo l'isomorﬁsmo ϕ : LK(E) → CXK (E/H) del
Teorema 2.4.14, dove E/H è il grafo quoziente di E rispetto ad H come
nella Deﬁnizione 2.4.12, e X = (Reg(E) \ H) ∪ S. Ricordiamo che l'ideale
I(H ∪ SH) è contenuto nel nucleo di ϕ, che indichiamo con ker(ϕ).
Dimostriamo il punto (i). L'inclusione H ⊆ I(H ∪ SH) ∩ E0 è chiara.
Sia v un vertice di E appartenente a I(H ∪ SH). Se v non appartiene
ad H, allora ϕ(v) 6= 0 per deﬁnizione di ϕ; allo stesso tempo deve essere
ϕ(v) = 0 perché I(H ∪ SH) ⊆ ker(ϕ). Quindi l'unica possibilità è v ∈ H.
Dimostriamo il punto (ii). L'inclusione S ⊆ { v ∈ BH ∣∣ vH ∈ I(H ∪ SH) }
è chiara.
Sia v ∈ BH tale che vH ∈ I(H ∪ SH). Se v non appartiene a S, allora
ϕ(vH) 6= 0 per deﬁnizione di ϕ; allo stesso tempo deve essere ϕ(vH) = 0
perché I(H ∪ SH) ⊆ ker(ϕ). Quindi l'unica possibilità è v ∈ S.
2.5 Il Teorema di Struttura degli Ideali Graduati
In questa sezione vogliamo arrivare a una descrizione completa del re-
ticolo (Lgr(LK(E)),⊆) degli ideali graduati di una Leavitt path algebra
LK(E).
Reticolo TE. Sia E un grafo. Per prima cosa costruiamo un insieme
parzialmente ordinato formato da coppie di insiemi (H,S), dove H è un
insieme di vertici saturo ed ereditario, mentre S è un sottoinsieme di BH .
Ricordiamo che l'insieme HE è formato da tutti gli insiemi di vertici di
E saturi ed ereditari.
Deﬁnizione 2.5.1. Sia E un grafo. Deﬁniamo l'insieme
S =
⋃
H∈HE
P(BH),
dove P(BH) indica l'insieme delle parti di BH .
Con TE indichiamo il sottoinsieme di HE × S formato dalle coppie
(H,S), dove S ∈P(BH). Deﬁniamo su TE la relazione
(H1, S1) ≤ (H2, S2) se, e solo se, H1 ⊆ H2 e S1 ⊆ H2 ∪ S2.
Veriﬁchiamo che la relazione ≤ è un ordine parziale:
• dalla deﬁnizione è immediato veriﬁcare che (H,S) ≤ (H,S) per ogni
coppia (H,S) ∈ TE , quindi la relazione ≤ è riﬂessiva;
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• siano (H1, S1), (H2, S2) ∈ TE tali che (H1, S1) ≤ (H2, S2) e (H2, S2) ≤
(H1, S1). Allora vale
H1 ⊆ H2, H2 ⊆ H1, S1 ⊆ H2 ∪ S2, S2 ⊆ H1 ∪ S1.
Dalle prime due inclusioni si conclude immediatamente che H1 = H2.
Ora utilizzando le ultime due inclusioni abbiamo
S1 ⊆ H2 ∪ S2 = H1 ∪ S2
S2 ⊆ H1 ∪ S1 = H2 ∪ S1.
Siccome S1 ed S2 sono rispettivamente disgiunti ad H1 e ad H2 vale
S1 ⊆ S2 ed S2 ⊆ S1, ovvero S1 = S2. Quindi (H1, S1) = (H2, S2) e la
relazione ≤ è antisimmetrica;
• siano (H1, S1), (H2, S2), (H3, S3) ∈ TE tali che (H1, S1) ≤ (H2, S2) e
(H2, S2) ≤ (H3, S3). Allora abbiamo
H1 ⊆ H2, H2 ⊆ H3, S1 ⊆ H2 ∪ S2, S2 ⊆ H3 ∪ S3.
Dalle prime due inclusioni si conclude immediatamente che H1 ⊆ H3.
Ora a partire dalla penultima inclusione abbiamo
S1 ⊆ H2 ∪ S2 ⊆ H3 ∪ S3,
dove abbiamo usato H2 ⊆ H3 ed S2 ⊆ H3 ∪ S3. Quindi (H1, S1) ≤
(H3, S3) e la relazione ≤ è transitiva.
Osservazione 2.5.2. Siano E un grafo e K un campo. Siano H1 ⊆ H2 due
insiemi di vertici di E saturi ed ereditari. Sia v un vertice di rottura di H1.
Ricordiamo che
A(v,H1) = s
−1(v) ∩ r−1(E0 \H1), A(v,H2) = s−1(v) ∩ r−1(E0 \H2).
Notiamo che vale la seguente uguaglianza:
A(v,H1) = A(v,H2) unionsq { e ∈ A(v,H1) | r(e) ∈ H2 } . (2.12)
Per semplicità poniamo B := { e ∈ A(v,H1) | r(e) ∈ H2 }.
Visto che l'insieme A(v,H1) è ﬁnito, allora grazie all'uguaglianza 2.12
anche A(v,H2) è ﬁnito.
Se l'insieme r(s−1(v)) non è contenuto in H2, allora v è vertice di rottura
di H2 e in LK(E) vale
vH1 = v −
∑
e∈A(v,H1)
ee∗ = v −
∑
e∈A(v,H2)
ee∗ −
∑
e∈B
ee∗ = vH2 −
∑
e∈B
ee∗.
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Siano E un grafo eK un campo. Per ogni coppia (H,S) ∈ TE indichiamo
con I(H,S) l'ideale graduato della Leavitt path algebra LK(E) generato
dall'insieme H ∪ SH .
Consideriamo l'insieme ordinato (TE ,≤) della Deﬁnizione 2.5.1, e il reti-
colo (Lgr(LK(E)),⊆) degli ideali graduati di LK(E). Deﬁniamo le funzioni
Φ : Lgr(LK(E))→ TE
I 7→ (H,S), (2.13)
dove H = I ∩ E0 ed S = { v ∈ BH ∣∣ vH ∈ I }, e
Ψ : TE → Lgr(LK(E))
(H,S) 7→ I(H,S). (2.14)
Osserviamo che per ogni coppia (H,S) ∈ TE l'ideale Ψ((H,S)) = I(H,S)
è graduato per la Proposizione 2.2.8. Mentre per ogni I ∈ Lgr(LK(E)) la
coppia Φ(I) = (I ∩E0, S) appartiene all'insieme TE grazie al Lemma 2.4.3.
Mostriamo che le funzioni Φ e Ψ sono due biiezioni. Sia I ∈ Lgr(LK(E)),
allora
Ψ(Φ(I)) = Ψ((I ∩ E0, S)) = I(I ∩ E0, S) = I((I ∩ E0) ∪ S) = I,
dove l'ultima uguaglianza è vera per il Teorema 2.4.10.
Sia (H,S) ∈ TE , allora
Φ(Ψ((H,S))) = Φ(I(H,S)) = (H,S),
dove nell'ultima uguaglianza abbiamo usato il Corollario 2.4.23.
Dunque le funzioni Ψ◦Φ e Φ◦Ψ corrispondo rispettivamente all'identità
dell'insiemeLgr(LK(E)) e all'identità dell'insieme TE . Possiamo concludere
che Φ e Ψ sono biiettive.
Proposizione 2.5.3. Siano E un grafo e K un campo. Consideriamo
due coppie (H1, S1), (H2, S2) ∈ TE e i rispettivi ideali graduati I(H1, S1)
e I(H2, S2) della Leavitt path algebra LK(E). Allora (H1, S1) ≤ (H2, S2)
se, e solo se, I(H1, S1) ⊆ I(H2, S2). Ovvero, le funzioni Φ e Ψ deﬁnite
rispettivamente in 2.13 e 2.14 sono isomorﬁsmi di insiemi ordinati.
Dimostrazione. Supponiamo dapprima che valga I(H1, S1) ⊆ I(H2, S2). Al-
lora possiamo dedurre
I(H1, S1) ∩ E0 ⊆ I(H2, S2) ∩ E0,
ma per il Corollario 2.4.23 tali insiemi corrispondono a H1 ⊆ H2.
Sia v ∈ S1. Se vale r(s−1(v)) ⊆ H2, possiamo scrivere
v = vH1 +
∑
e∈A(v,H1)
ee∗;
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il primo addendo appartiene a I(H1, S1), mentre il secondo appartiene a
I(H2, S2) perché ee∗ = er(e)e∗ ∈ I(H2) per ogni e ∈ A(v,H1). Quindi
v ∈ I(H2, S2) ∩ E0 = H2.
Altrimenti, per quanto detto nell'Osservazione 2.5.2 possiamo scrivere
vH2 = vH1 +
∑
e∈B
ee∗;
il primo addendo appartiene a I(H1, S1), mentre il secondo appartiene a
I(H2, S2) perché ee∗ = er(e)e∗ ∈ I(H2) per ogni e ∈ B. Quindi vH2 ∈
I(H2, S2) e di conseguenza v ∈ S2.
Possiamo concludere che H1 ⊆ H2 ed S1 ⊆ H2 ∪ S2, ovvero (H1, S1) ≤
(H2, S2).
Supponiamo ora (H1, S1) ≤ (H2, S2). Allora vale
H1 ⊆ H2 e S1 ⊆ H2 ∪ S2,
in particolare H1 ∪ S1 ⊆ H2 ∪ S2. Se consideriamo un vertice v ∈ H1, allora
v ∈ H2 ⊆ I(H2, S2). Mentre se v ∈ S1, allora abbiamo due casi: v ∈ H2 o
v ∈ S2. Nel primo caso si conclude v ∈ H2 ⊆ I(H2, S2). Nel secondo caso,
per l'Osservazione 2.5.2, possiamo scrivere
vH1 = vH2 −
∑
e∈B
ee∗.
Possiamo osservare che il primo addendo appartiene a I(H2, S2) perché v ∈
S2, mentre il secondo addendo appartiene a I(H2, S2) perché ee∗ = er(e)e∗ ∈
I(H2, S2) per ogni e ∈ B, grazie alla proprietà di assorbimento di I(H2, S2).
Quindi vH1 ∈ I(H2, S2), per ogni v ∈ S1. In conclusione, abbiamo appena
dimostrato che H1 ∪ SH1 ⊆ I(H2, H2), dunque
I(H1, S1) = I(H1 ∪ SH1) ⊆ I(H2 ∪ SH2) = I(H2, S2).
Ora vogliamo introdurre una struttura di reticolo nell'insieme TE . A
tale scopo introduciamo la nozione di saturazione di un insieme H, rispetto
a un opportuno insieme S, che generalizza la deﬁnizione di chiusura satura
ereditaria presentata nella Deﬁnizione 2.1.7
Deﬁnizione 2.5.4. Sia E un grafo. Consideriamo un insieme ereditario H
di vertici di E, ed S ⊆ H ∪BH . La S-saturazione di H, indicata con HS , è
il più piccolo insieme saturo ed ereditario tale che
(i) H ⊆ HS ;
(ii) se v ∈ S e r(s−1(v)) ⊆ HS , allora v ∈ HS .
Se S = ∅, allora la S-saturazione di H coincide con la chiusura satura
ereditaria di H (vedi Deﬁnizione 2.1.7).
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Diamo una descrizione induttiva della S-saturazione di un insieme.
Lemma 2.5.5. Sia E un grafo. Consideriamo un insieme ereditario H di
vertici di E, ed S ⊆ H ∪BH . Poniamo ΛS0 (H) := H, mentre per n ≥ 1:
ΛSn(H) := Λ
S
n−1(H)∪{
v ∈ E0 \ ΛSn−1(H)
∣∣ v ∈ Reg(E) ∪ S e r(s−1(v)) ⊆ ΛSn−1(H) } .
Allora
H
S
=
⋃
n≥0
ΛSn(H).
Dimostrazione. Consideriamo l'insieme H ′ :=
⋃
n≥0 Λ
S
n(H). Chiaramente
H ⊆ H ′.
Dimostriamo per induzione che gli insiemi ΛSn(H) sono ereditari per ogni
n ≥ 0. Se n = 0, allora ΛS0 (H) = H che è ereditario per ipotesi. Supponiamo
ora ΛSn(H) ereditario. Siano v ∈ ΛSn+1(H) e w ∈ E0, tali che w ≤ v. Se
v ∈ ΛSn(H), allora w ∈ ΛSn(H) ⊆ ΛSn+1(H) perché per l'ipotesi induttiva
ΛSn(H) è ereditario. Se
v ∈ { v ∈ E0 \ ΛSn(H) ∣∣ v ∈ Reg(E) ∪ S e r(s−1(v)) ⊆ ΛSn(H) } ,
allora w è in relazione con un vertice appartenente a r(s−1(v)) ⊆ ΛSn(H);
per l'ipotesi induttiva possiamo concludere che w ∈ ΛSn(H) ⊆ ΛSn+1(H).
L'insieme H ′ è unione di insieme ereditari, quindi è ereditario.
Dimostriamo ora che l'insieme H ′ è saturo. Sia v ∈ Reg(E) tale che
r(s−1(v)) ⊆ H ′, allora esiste N ∈ N tale che r(s−1(v)) ⊆ ΛSN (H); per
costruzione abbiamo v ∈ ΛSN+1(H) ⊆ H ′.
Veriﬁchiamo ora la condizione (ii) della Deﬁnizione 2.5.4. Sia v ∈ S tale
che r(s−1(v)) ⊆ H ′. Se v ∈ H, allora v ∈ ΛS0 (H) ⊆ H ′. Altrimenti, se
v ∈ BH , possiamo scrivere
r(s−1(v)) = r(s−1(v) ∩ r−1(H)) ∪ r(s−1(v) ∩ r−1(E0 \H)) ⊆ H ′.
Notiamo che r(s−1(v) ∩ r−1(H)) ⊆ H e r(s−1(v) ∩ r−1(E0 \ H)) è ﬁnito,
dunque esiste N ∈ N tale che
r(s−1(v)) = r(s−1(v) ∩ r−1(H)) ∪ r(s−1(v) ∩ r−1(E0 \H)) ⊆ ΛSN (H);
per costruzione possiamo concludere v ∈ ΛSN+1(H) ⊆ H ′.
Ora supponiamo esista H ′′ ⊆ E0 saturo ed ereditario tale che soddisﬁ
le condizioni (i) e (ii) della Deﬁnizione 2.5.4. Dobbiamo dimostrare che
H ′ ⊆ H ′′; procediamo per induzione e dimostriamo che ΛSn(H) ⊆ H ′′ per
ogni n ≥ 0. Se n = 0, allora ΛS0 (H) = H ⊆ H ′′. Supponiamo ora che
ΛSn(H) ⊆ H ′′, con n > 0, e dimostriamo ΛSn+1(H) ⊆ H ′′. Ci basta mostrare{
v ∈ E0 \ ΛSn(H)
∣∣ v ∈ Reg(E) ∪ S e r(s−1(v)) ⊆ ΛSn(H) } ⊆ H ′′.
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Sia v ∈ Reg(E) tale che r(s−1(v)) ⊆ ΛSn(H) ⊆ H ′′, allora v ∈ H ′′ perché
H ′′ è un insieme saturo. Se v ∈ S, allora r(s−1(v)) ⊆ ΛSn(H) ⊆ H ′′ e per la
condizione (ii) della Deﬁnizione 2.5.4 possiamo concludere v ∈ H ′′.
Vediamo ora come la Deﬁnizione 2.5.4 ci permette di deﬁnire una strut-
tura di reticolo sull'insieme ordinato (TE ,≤) (vedi Deﬁnizione 2.5.1).
Proposizione 2.5.6. Sia E un grafo. Allora l'insieme ordinato (TE ,≤) è
un reticolo, dove l'estremo superiore e l'estremo inferiore sono così deﬁniti:
(H1, S1) ∨ (H2, S2) = (H1 ∪H2S1∪S2 , (S1 ∪ S2) \H1 ∪H2S1∪S2) (2.15)
(H1, S1) ∧ (H2, S2)
= (H1 ∩H2, (S1 ∩ S2) ∪ ((S1 ∪ S2) ∩ (H1 ∪H2))), (2.16)
per ogni (H1, S1), (H2, S2) ∈ TE.
Dimostrazione. Osserviamo per prima cosa che le coppie deﬁnite in 2.15
e 2.16 sono elementi di TE . Infatti, H1 ∪H2S1∪S2 ∈ HE per deﬁnizione,
mentre se v ∈ (S1 ∪ S2) \H1 ∪H2S1∪S2 , allora
∅ 6= A
(
v,H1 ∪H2S1∪S2
)
⊆ A(v,H1) ∪A(v,H2),
altrimenti se r(s−1(v)) ⊆ H1 ∪H2S1∪S2 , per la condizione (ii) della Deﬁni-
zione 2.5.4 avremmo v ∈ H1 ∪H2S1∪S2 .
L'insieme H1 ∩ H2 è ancora saturo ed ereditario perché intersezione di
insiemi saturi ed ereditari. Notiamo che vale
(S1 ∩ S2) ∪ ((S1 ∪ S2) ∩ (H1 ∪H2)) = (S1 ∩ S2) ∪ (S1 ∩H2) ∪ (H1 ∩ S2).
Se v ∈ (S1∩S2)∪(S1∩H2)∪(H1∩S2), allora A(v,H1∩H2) 6= ∅. Veriﬁchiamo
che A(v,H1∩H2) sia ﬁnito. Se v ∈ S1∩S2, allora A(v,H1∩H2) ⊆ A(v,H1)∪
A(v,H2). Se v ∈ S1∩H2, allora c'è un numero ﬁnito di lati con vertice ﬁnale
in E0 \H1, mentre i restanti inﬁniti lati uscenti da v hanno vertice ﬁnale in
H1 ∩H2 per l'ereditarietà di H2. Il caso v ∈ H1 ∩ S2 è analogo.
Dimostriamo ora che (Hi, Si) ≤ (H1, S1) ∨ (H2, S2), per i = 1, 2. Per la
condizione (i) della Deﬁnizione 2.5.4 vale
Hi ⊆ H1 ∪H2S1∪S2 per i = 1, 2,
inoltre
Si ⊆ ((S1 ∪ S2) \H1 ∪H2S1∪S2) ∪H1 ∪H2S1∪S2 = S1 ∪ S2, per i = 1, 2.
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Consideriamo (H,S) ∈ TE tale che (Hi, Si) ≤ (H,S), per i = 1, 2.
Dimostriamo che (H1, S1) ∨ (H2, S2) ≤ (H,S). Osserviamo che valgono
Hi ⊆ H, Si ⊆ H ∪ S per i = 1, 2.
Per dimostrare che H1 ∪H2S1∪S2 ⊆ H usiamo il Lemma 2.5.5 e dimostriamo
Λn := Λ
S1∪S2
n (H1 ∪ H2) ⊆ H per induzione su n ≥ 0. Per n = 0 abbiamo
ΛS1∪S20 (H1 ∪ H2) = H1 ∪ H2 ⊆ H. Ora supponiamo che per n > 0 valga
ΛS1∪S2n (H1∪H2) ⊆ H e dimostriamo che ΛS1∪S2n+1 (H1∪H2) ⊆ H. É suﬃciente
mostrare{
v ∈ E0 \ Λn
∣∣ v ∈ Reg(E) ∪ S1 ∪ S2 e r(s−1(v)) ⊆ Λn } ⊆ H.
Sia v ∈ Reg(E) e r(s−1(v)) ⊆ Λn ⊆ H, allora dall'ipotesi H saturo abbiamo
v ∈ H. Sia v ∈ S1∪S2 e r(s−1(v)) ⊆ Λn ⊆ H, allora da v ∈ S1∪S2 ⊆ H ∪S
concludiamo che v non può appartenere a S e di conseguenza abbiamo v ∈ H.
Sempre dall'inclusione S1 ∪ S2 ⊆ H ∪ S, è chiaro che vale
(S1 ∪ S2) \H1 ∪H2S1∪S2 ⊆ H ∪ S.
Dimostriamo ora che (H1, S1)∧ (H2, S2) ≤ (Hi, Si), per i = 1, 2. Sicura-
mente vale
H1 ∩H2 ⊆ Hi per i = 1, 2,
e con una veriﬁca immediata si veriﬁca che
(S1 ∩ S2) ∪ (S1 ∩H2) ∪ (H1 ∪ S2) ⊂ Hi ∪ Si per i = 1, 2.
Consideriamo (H,S) ∈ TE tale che (H,S) ≤ (Hi, Si), per i = 1, 2.
Dimostriamo che (H,S) ≤ (H1, S1) ∧ (H2, S2). Osserviamo che valgono
H ⊆ Hi, S ⊆ Hi ∪ Si per i = 1, 2.
Sicuramente vale H ⊆ H1 ∩H2 e S ⊆ (H1 ∪ S1) ∩ (H2 ∪ S2), ovvero
S ⊆ (H1 ∩H2) ∪ (H1 ∩ S2) ∪ (H2 ∩ S1) ∪ (S1 ∩ S2).
Presentiamo alcuni esempi in cui calcoliamo esplicitamente la chiusura
di un insieme come nella Deﬁnizione 2.5.4, e gli estremi superiore e inferiore
di elementi in TE .
Esempio 2.5.7. Sia E il seguente grafo:
•v1 (∞) //

•v2
•v3 .
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Consideriamo gli insiemi ereditari H1 = { v1 } e H2 = { ve }. L'insieme
dei vertici di rottura dell'insieme H1 è BH1 = { v1 }, mentre l'insieme dei
vertici di rottura di H2 è l'insieme vuoto. Fissiamo S1 = { v1 } e S2 = ∅.
Calcoliamo la S1-saturazione dell'insieme H1 ∪H2 utilizzando il Lemma
2.5.5:
ΛS10 (H1 ∪H2) = H1 ∪H2
ΛS11 (H1 ∪H2) = ΛS10 (H1 ∪H2) ∪ { v1 } = { v1, v2, v3 } = E0,
dunque H1 ∪H2S1 = E0.
Per quanto appena calcolato e per la formula 2.15 abbiamo (H1, S1) ∨
(H2, S2) = (E
0, ∅).
Esempio 2.5.8. Sia G il seguente grafo:
•v1 (∞) //

•v2
•v3 •w2oo •w1 .oo
(∞)
bb
Consideriamo gli insiemi ereditari H1 = { v2 } e H2 = { v3 }. L'insieme dei
vertici di rottura dell'insieme H1 è BH1 = { v1, w1 }, mentre l'insieme dei
vertici di rottura di H2 è l'insieme vuoto. Fissiamo S1 = { v1, w1 } e S2 = ∅.
Calcoliamo la S1-saturazione dell'insieme H1 ∪H2 utilizzando il Lemma
2.5.5:
ΛS10 (H1 ∪H2) = H1 ∪H2
ΛS11 (H1 ∪H2) = ΛS10 (H1 ∪H2) ∪ { v1, w2 } = { v1, v2, v3, w2 }
ΛS12 (H1 ∪H2) = ΛS11 (H1 ∪H2) ∪ { w1 } = { v1, v2, v3, w1, w2 } = E0,
dunque H1 ∪H2S1 = E0.
Per quanto appena calcolato e per la formula 2.15 abbiamo (H1, S1) ∨
(H2, S2) = (E
0, ∅).
Il Teorema di struttura degli Ideali Graduati. Il seguente teorema ci
permette di dare una descrizione completa del reticolo degli ideali graduati
di una Leavitt path algebra in termini di opportuni sottoinsiemi di vertici.
Teorema 2.5.9 (Teorema di struttura degli Ideali Graduati). Siano E un
grafo e K un campo. Allora il reticolo (Lgr(LK(E)),⊆) degli ideali gra-
duati della Lavitt path algebra LK(E) è isomorfo al reticolo (TE ,≤) della
Deﬁnizione 2.5.1.
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Dimostrazione. Siano
Φ : Lgr(LK(E))→ TE e Ψ : TE → Lgr(LK(E))
le biiezioni presentate rispettivamente in 2.13 e 2.14. Per la Proposizione
2.5.3 tali funzioni sono isomorﬁsmi di insiemi ordinati.
Dimostriamo che Φ e Ψ sono isomorﬁsmi di reticoli, in particolare veriﬁ-
chiamo che rispettano gli estremi superiori e inferiori dei rispettivi reticoli.
Siano I e J ideali graduati, cominciamo con il veriﬁcare Φ(I ∩ J) =
Φ(I) ∧ Φ(J). Siccome I ∩ J ⊆ I, J , allora Φ(I ∩ J) ≤ Φ(I),Φ(J) e dunque
Φ(I ∩ J) ≤ Φ(I) ∧ Φ(J).
Da Φ(I)∧Φ(J) ≤ Φ(I),Φ(J), applicando Ψ otteniamo Ψ(Φ(I)∧Φ(J)) ⊆
I ∩ J . Applicando nuovamente Φ abbiamo Φ(I) ∧ Φ(J) ≤ Φ(I ∩ J).
Dimostriamo ora che Φ(I +J) = Φ(I)∨Φ(J). Da I, J ⊆ I +J , abbiamo
Φ(I) ∨ Φ(J) ≤ Φ(I + J).
Da Φ(I),Φ(J) ≤ Φ(I)∨Φ(J), applicando Ψ otteniamo I+J ⊆ Ψ(Φ(I)∨
Φ(J)). Applicando nuovamente Φ abbiamo Φ(I + J) ≤ Φ(I) ∨ Φ(J).
Analogamente si dimostra che Ψ((H1, S1) ∨ (H2, S2)) = Ψ((H1, S1)) +
Ψ((H2, S2)) e Ψ((H1, S1) ∧ (H2, S2)) = Ψ((H1, S1)) ∩Ψ((H2, S2)).
Teorema 2.5.10. Siano E un grafo row-ﬁnite e K un campo. Allora il re-
ticolo (Lgr(LK(E)),⊆) degli ideali graduati della Lavitt path algebra LK(E)
è isomorfo al reticolo (HE ,⊆) formato dagli insiemi di vertici di E saturi ed
ereditari.
Dimostrazione. Se E è un grafo row-ﬁnite, allora non esistono vertici inﬁnite
emitter in E. Dunque per ogni insieme H saturo ed ereditario l'insieme BH
dei vertici di rottura è vuoto. Da ciò possiamo concludere che il reticolo
(TE ,≤) della Deﬁnizione 2.5.1 è isomorfo al reticolo (HE ,⊆); in dettaglio
possiamo considerare le seguenti funzioni:
σ : HE → TE
H 7→ (H, ∅),
τ : TE → HE
(H, ∅) 7→ H.
É immediato veriﬁcare che σ e τ sono omomorﬁsmi di reticoli uno l'inverso
dell'altro.
Per il Teorema di struttura degli Ideali Graduati 2.5.9 il reticolo (TE ,≤)
è isomorfo al reticolo (Lgr(LK(E)),⊆). Possiamo concludere inﬁne
(HE ,⊆) ∼= (Lgr(LK(E)),⊆)
come reticoli.
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La seguente proposizione ci permette di considerare l'insiemeLgr(LK(E)),
formato dagli ideali graduati di una Leavitt path algebra associata a un cer-
to grafo E e un campo K, come un monoide commutativo; l'operazione è il
prodotto tra ideali, l'elemento neutro è l'algebra stessa. In particolare, nel
monoide (Lgr(LK(E)), ·), dove · indica il prodotto tra ideali, ogni elemento
è idempotente.
Proposizione 2.5.11. Siano E un grafo e K un campo. Siano I e J ideali
graduati della Leavitt path algebra LK(E), allora I ·J = I∩J . In particolare,
il prodotto tra due ideali graduati è ancora un ideale graduato, il prodotto tra
due ideali graduati è commutativo e per ogni I ideale graduato di LK(E)
abbiamo I2 = I.
Dimostrazione. Siano I e J ideali graduati di LK(E). Per la proprietà di
assorbimento di I e J vale I · J ⊆ I ∩ J .
Osserviamo che I ∩J è ancora un ideale graduato, quindi per il Teorema
2.4.10 esiste un insieme H saturo ed ereditario, e S ⊆ BH tali che I ∩
J = I(H ∪ SH). Siccome ogni elemento dell'insieme H ∪ SH appartiene a
I ∩ J ed è idempotente, allora H ∪ SH ⊆ I · J . Possiamo concludere che
I ∩ J = I(H ∪ SH) ⊆ I · J .
Ora grazie all'uguaglianza I · J = I ∩ J , si deduce che il prodotto tra
due ideali graduati è ancora un ideale graduato perché l'intersezione tra
ideali graduati è ancora un ideale graduato, il prodotto tra ideali graduati
è commutativo: I · J = I ∩ J = J · I, e I2 = I ∩ I = I per ogni I ideale
graduato di LK(E).
Algebre graduate noetheriane e artiniane. Introduciamo la nozione
di insieme parzialmente ordinato noetheriano e artiniano.
Deﬁnizione 2.5.12. Sia (P,≤) un insieme parzialmente ordinato. Al-
lora (P,≤) è detto noetheriano se soddisfa una delle seguenti condizioni
equivalenti:
(1) ogni sottoinsieme X non vuoto di P ammette un elemento massimale;
(2) ogni catena di P ammette elemento massimo;
(3) ogni catena numerabile ascendente { pi }i∈N è stazionaria, ovvero esiste
n ∈ N tale che pn = pi per ogni i ≥ n.
Le implicazioni (1)⇒ (2) e (2)⇒ (3) sono immediate.
Dimostriamo (3)⇒ (1). Supponiamo esista un sottoinsiemeX non vuoto
di P che non ammetta elemento massimale. Sia x1 ∈ X, allora x1 non è
massimale, dunque esiste x2 ∈ X diverso da x1 tale che x1 ≤ x2. Ripetendo
il ragionamento a ogni passo arriviamo a costruire una catena numerabile
ascendente non stazionaria contrariamente a quanto ipotizzato nel punto
(3).
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Deﬁnizione 2.5.13. Sia (P,≤) un insieme parzialmente ordinato. Allora
(P,≤) è detto artiniano se soddisfa una delle seguenti condizioni equivalenti:
(1) ogni sottoinsieme X non vuoto di P ammette un elemento minimale;
(2) ogni catena di P ammette elemento minimo;
(3) ogni catena numerabile discendente { pi }i∈N è stazionaria, ovvero esi-
ste n ∈ N tale che pn = pi per ogni i ≥ n.
Le implicazioni (1)⇒ (2) e (2)⇒ (3) sono immediate.
Dimostriamo (3)⇒ (1). Supponiamo esista un sottoinsiemeX non vuoto
di P che non ammetta elemento minimale. Sia x1 ∈ X, allora x1 non è
massimale, dunque esiste x2 ∈ X diverso da x1 tale che x2 ≤ x1. Ripetendo
il ragionamento a ogni passo arriviamo a costruire una catena numerabile
discendente non stazionaria contrariamente a quanto ipotizzato nel punto
(3).
Deﬁnizione 2.5.14. Siano G un gruppo e K un campo. Una K-algebra
A G-graduata è detta graduata noetheriana se il reticolo (Lgr(A),⊆) degli
ideali graduati di A è un insieme noetheriano. Mentre A è detta graduata
artiniana se (Lgr(A),⊆) è artiniano.
Deﬁnizione 2.5.15. Siano G un gruppo e K un campo. Una K-algebra
A G-graduata è detta graduata semplice se A2 6= 0 e l'insieme Lgr(A) degli
ideali graduati di A contiene solo gli ideali { 0 } e A.
Lemma 2.5.16. Sia E un grafo. Allora le seguenti proposizioni sono equi-
valenti:
(1) il reticolo (TE ,≤) è noetheriano (rispettivamente artiniano);
(2) il reticolo (HE ,⊆) è noetheriano (rispettivamente artiniano), e per ogni
H ∈ HE, l'insieme BH dei vertici di rottura è ﬁnito.
Dimostrazione. Supponiamo (TE ,≤) noetheriano. Consideriamo {Hi }i∈N
una catena numerabile ascendente di HE . Possiamo costruire la seguente
catena di TE : { (Hi, ∅) }i∈N; per ipotesi tale catena deve essere stabile dun-
que deve esistere n ∈ N tale che (Hn, ∅) = (Hi, ∅) per ogni i ≥ n, ovvero
Hn = Hi per ogni i ≥ n.
Supponiamo che esista un insieme H ∈ HE tale che l'insieme BH sia
inﬁnito. Allora è possibile costruire una catena numerabile ascendente di
insiemi { Si }i∈N, dove Si ⊆ BH e Si ⊆ Si+1 per ogni i ∈ N. Di conseguenza
possiamo costruire la seguente catena non stazionaria di TE : { (H,Si) }i∈N.
La contraddizione nasce dall'ipotesi BH inﬁnito.
Il caso (TE ,≤) artiniano è analogo.
Supponiamo (HE ,⊆) noetheriano. Consideriamo { (Hi, Si) }i∈N una ca-
tena numerabile ascendente di TE . Allora gli insiemi Hi formano una catena
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di HE che deve essere stazionaria, dunque esiste n ∈ N tale che Hi = Hn =:
H per ogni i ≥ n. Ora per ogni i ≥ n abbiamo Si ⊆ H ∪ Si+1, ma siccome
BH è ﬁnito, Si ⊆ BH e Si ∩H = ∅ per ogni i ≥ n, abbiamo che la catena
{ Si }i≥n è stazionaria. Possiamo concludere dunque che esiste m ∈ N tale
che (Hm, Sm) = (Hi, Si) per ogni i ≥ m.
Il caso (HE ,⊆) artiniano è analogo.
Ora, grazie al Teorema 2.5.9 possiamo dare una caratterizzazione delle
Leavitt path algebre graduate noetheriane e graduate artiniane.
Proposizione 2.5.17. Siano E un grafo e K un campo. Sia LK(E) la
Leavitt path algebra del grafo E, allora
(i) l'algebra LK(E) è graduata noetheriana se, e solo se, il reticolo (HE ,⊆)
è noetheriano e per ogni H ∈ HE, l'insieme BH dei vertici di rottura
è ﬁnito;
(ii) l'algebra LK(E) è graduata artiniana se, e solo se, il reticolo (HE ,⊆)
è artiniano e per ogni H ∈ HE, l'insieme BH dei vertici di rottura è
ﬁnito.
Dimostrazione. Dimostriamo il punto (i); il punto (ii) è analogo. Suppo-
niamo LK(E) sia graduata noetheriana, ovvero il reticolo (Lgr(LK(E)),⊆)
degli ideali graduati è noetheriano. Per il Teorema di struttura degli Ideali
Graduati 2.5.9 anche il reticolo (TE ,≤) è noetheriano. Per il Lemma 2.5.16
possiamo concludere che il reticolo (HE ,⊆) è noetheriano e per ogniH ∈ HE ,
l'insieme BH dei vertici di rottura è ﬁnito.
Viceversa, supponiamo che il reticolo (HE ,⊆) sia noetheriano e per ogni
H ∈ HE , l'insieme BH dei vertici di rottura sia ﬁnito. Per il Lemma 2.5.16
il reticolo (TE ,≤) è noetheriano. Per il Teorema di struttura degli Idea-
li Graduati 2.5.9 possiamo concludere che il reticolo (Lgr(LK(E)),⊆) è
noetheriano, ovvero LK(E) è un'algebra graduata noetheriana.
Corollario 2.5.18. Siano E un grafo formato da un numero ﬁnito di vertici
e K un campo. Allora la Leavitt path algebra LK(E) di E è un'algebra
graduata noetheriana e graduata artiniana.
Dimostrazione. Se il grafo E ha un numero ﬁnito, allora il reticolo (HE ,≤),
formato dagli insiemi di vertici saturi ed ereditari, è ﬁnito, in particolare è
noetheriano e artiniano. Inoltre, per ogni H ∈ HE l'insieme BH dei vertici di
rottura è ﬁnito. Per la Proposizione 2.5.17 possiamo concludere che LK(E)
è un'algebra graduata noetheriana e graduata artiniana.
Corollario 2.5.19. Siano E un grafo e K un campo. Allora la Leavitt path
algebra LK(E) di E è un'algebra graduata semplice se, e solo se, gli unici
insiemi di vertici saturi ed ereditari di E sono l'insieme vuoto ed E0.
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Dimostrazione. Supponiamo LK(E) sia un'algebra graduata semplice. Se
esiste un insieme proprio di vertici H, saturo ed ereditario, e diverso dal
vuoto, allora l'ideale I(H) di LK(E) generato dall'insieme H è un ideale
graduato proprio e non banale. Ciò è una contraddizione con l'ipotesi che
LK(E) sia graduata semplice. Dunque gli unici insiemi saturi ed ereditari di
E sono l'insieme vuoto ed E0.
Supponiamo HE =
{ ∅, E0 }. Se I è un ideale graduato di LK(E) non
banale e proprio, allora per il Lemma 2.4.3 l'insieme I ∩ E0 è saturo ed
ereditario. Grazie al Corollario 2.3.9 l'insieme I ∩ E0 non è vuoto, inoltre
I ∩E0 è proprio, altrimenti se E0 ⊆ I l'ideale I coincide con LK(E) contra-
riamente a come abbiamo scelto I. Possiamo concludere che gli unici ideali
graduati di LK(E) sono { 0 } e LK(E), ovvero LK(E) è un'algebra graduata
semplice.
Esempi. Vediamo ora come applicare il Teorema di struttura degli Ideali
Graduati 2.5.9 e la Proposizione 2.5.17 per studiare il reticolo degli ideali
graduati di Leavitt path algebre incontrate precedentemente.
Esempio 2.5.20. SianoK un campo, Rn la rosa con n petali, dove n ∈ N co-
me nell'Esempio 1.1.3, e RN la rispettiva versione inﬁnita come nell'Esempio
1.1.8:
Rn = •v e1ffQQEE33
((  
en
ss RN = •v e1ff
e2
QQ
e3
EE33
((  
(∞)
ss .
É immediato osservare che
HRn =
{ ∅, R0n } e HRN = { ∅, R0N } .
Dunque LK(Rn) e LK(RN) sono entrambe algebre graduate semplici per il
Corollario 2.5.19.
Esempio 2.5.21. Siano K un campo, Cn il grafo a orologio, dove n ∈ N co-
me nell'Esempio 1.1.7, e la rispettiva versione inﬁnita CN come nell'Esempio
1.1.8:
Cn = • •wn−1 •w1
• •v
en−1
OO
e1
;;
//
$$||
oo
bb
•
• • •
CN = •w1 •w2
•v
e1
OO
e2
<<
e3 //
##
(∞)
}}
•w3
• • • .
Iniziamo con il caso del grafo Cn. Indichiamo con U l'insieme dei vertici
{ wi | i = 1, . . . , n− 1 }. Gli insiemi saturi ed ereditari di Cn sono
HCn =
{ ∅, C0n, H ∣∣ H ⊂ U } .
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Per il Teorema 2.5.10 gli ideali graduati della Leavitt path algebra LK(Cn)
sono
Lgr(LK(Cn)) = { { 0 } , LK(Cn), I(H) | H ⊂ U } .
Inoltre, grazie al Corollario 2.5.18 l'algebra LK(Cn) è graduata noetheriana
e graduata artiniana.
Proseguiamo con il caso del grafo CN. Indichiamo con U l'insieme dei
vertici { wi | i ∈ N }. Gli insiemi saturi ed ereditari di CN sono
HCN =
{ ∅, C0N, H ∣∣ H ⊆ U } ,
Per il Teorema di struttura degli Ideali Graduati 2.5.9 l'insiemeLgr(LK(CN))
degli ideali graduati di LK(CN) è formato dall'ideale banale, dall'algebra
LK(CN), dagli ideali generati da un insieme H ⊆ U , e inﬁne dagli ideali
generati da un insieme del tipo
H ∪
 v − ∑
e∈r−1(U\H)
ee∗
 ,
dove H ⊂ U e U \H ﬁnito.
Consideriamo la catena ascendente {Hi }i∈N, dove Hi = { w1, . . . , wi },
e la catena discendente { U \Hi }i∈N in HCN . Entrambe le catene non sono
stazionarie, quindi il reticolo (HCN ,⊆) non è né noetheriano, né artiniano.
Per la Proposizione 2.5.17 l'algebra LK(CN) non è né graduata noetheriana,
né graduata artiniana.
Esempio 2.5.22. Siano K un campo e DN il grafo dell'Esempio 1.1.8:
•v (∞) // •w .
Gli insiemi saturi ed ereditari sono
HDN =
{ ∅, D0N, { w } } .
Osserviamo che l'insieme dei vertici di rottura dell'insieme { w } è vuoto.
Per il Teorema di Struttura degli Ideali Graduati 2.5.9 l'insieme degli
ideali graduati della Leavitt path algebra LK(DN) è
Lgr(LK(DN)) = { { 0 } , LK(DN), I({ w }) } .
Osserviamo che il reticolo (HDN ,⊆) è ﬁnito, in particolare è noetheriano
e artiniano. Per ogni insieme H ∈ HDN , l'insieme BH dei vertici di rottura
è ﬁnito, quindi grazie alla Proposizione 2.5.17 l'algebra LK(DN) è graduata
noetheriana e graduata artiniana.
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Ideali graduati come Leavitt path algebre. Sia K un campo. Un
ideale di una K-algebra A è ancora una K-algebra. In questo paragrafo
vedremo come gli ideali graduati di una Leavitt path algebra possono essere
visti a meno di isomorﬁsmo come Leavitt path algebre di opportuni graﬁ.
Però per ideali bilateri qualunque questo non è sempre vero. Ad esempio,
consideriamo la Leavitt path algebra LK(R1) della rosa con un petalo (vedi
Esempio 1.1.3 per n = 1)
R1 = •v eff ,
e il suo ideale I(v + e) generato dall'elemento e + v ∈ LK(R1). Per quanto
studiato nell'Esempio 1.2.6, l'ideale I(v + e) corrisponde all'ideale I(1 + x)
della K-algebra K[x−1, x] dei polinomi di Laurent, generato dal polinomio
1 + x. Osserviamo che l'ideale I(v + e) non contiene elementi idempotenti.
Dunque I(v + e) è una K-algebra non unitaria e senza unità locali. Perciò
I(v + e) non può essere isomorfo a una Leavitt path algebra.
Cominciamo con studiare il caso di un ideale graduato generato da un
insieme di vertici saturo ed ereditario.
Deﬁnizione 2.5.23. Siano E un grafo e H un insieme di vertici di E
ereditario. Deﬁniamo l'insieme
FE(H) := {λ ∈ Path(E)|λ = e1 · · · en, dove n ∈ N, ei ∈ E0
e s(e1) /∈ H, r(ei) /∈ H, r(en) ∈ H ∀i = 1, . . . , n− 1}.
Denotiamo con FE(H) una copia dell'insieme FE(H), e con λ ∈ FE(H)
indichiamo la copia dell'elemento λ ∈ FE(H).
Deﬁniamo il grafo a riccio HE = (HE0,HE1, s′, r′), dove gli insiemi dei
vertici e dei lati sono rispettivamente
HE
0 = H ∪ FE(H)
HE
1 =
{
e ∈ E1 ∣∣ s(e) ∈ H } ∪ FE(H);
le funzioni s′ ed r′ coincidono rispettivamente con le funzioni s ed r di E
sull'insieme
{
e ∈ E1 ∣∣ s(e) ∈ H }, mentre per ogni λ ∈ FE(H) vale s′(λ) =
λ ed r′(λ) = r(λ).
Osservazione 2.5.24. Siano E un grafo e H un insieme di vertici di E
ereditario. Notiamo che i cicli nel grafo HE della Deﬁnizione 2.5.23 sono
esattamente i cicli nell'insieme H. In particolare, i cicli senza uscite di HE
corrispondono ai cicli senza uscite nell'insieme H.
Vediamo un esempio della costruzione del grafo a riccio introdotto nella
Deﬁnizione 2.5.23.
Esempio 2.5.25. Sia ET il grafo di Toeplitz come nell'Esempio 1.1.4:
•ue 88
f // •v .
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Consideriamo l'insieme ereditario H := { v }. Allora l'insieme FET (H) è
dato da { enf | n ∈ Z+ }.
Il grafo a riccio HET è
•f

•ef
}}
•v •e2foo
...
AA OO
•e3f .
aa
Teorema 2.5.26. Siano E un grafo e K un campo. Sia H un insieme di
vertici di E non vuoto ed ereditario. Allora la Leavitt path algebra LK(HE)
del grafo a riccio HE della Deﬁnizione 2.5.23, e l'ideale bilatero I(H) della
Leavitt path algebra LK(E) generato dall'insieme H, sono isomorﬁ come
K-algebre.
Dimostrazione. Per quanto riguarda il grafo HE facciamo riferimento alle no-
tazioni della Deﬁnizione 2.5.23. Utilizziamo la Proprietà Universale 1.2.2 di
LK(HE) per deﬁnire un omomorﬁsmo di K-algebre ϕ : LK(HE)→ LK(E).
Consideriamo i seguenti elementi di LK(E):
av =
{
v se v ∈ H
λλ∗ se v = λ ∈ FE(H),
ae =
{
e se e ∈ s−1(H)
λ se e = λ ∈ FE(H),
be =
{
e∗ se e ∈ s−1(H)
λ∗ se e = λ ∈ FE(H),
per ogni v ∈ HE0 e per ogni e ∈ HE1.
Veriﬁchiamo ora che tali elementi soddisﬁno le condizioni della Proprie-
tà Universale 1.2.2. Controlliamo che gli elementi
{
av
∣∣ v ∈ HE0 } sono
idempotenti e ortogonali tra loro. Se v, w ∈ H, allora possiamo concludere
grazie alla relazione (CK2) della Deﬁnizione 1.2.1. Se v = λ ∈ FE(H) e
w = µ ∈ FE(H), allora
avaw = λλ
∗µµ∗,
dove otteniamo λλ∗ = av se v = w, altrimenti otteniamo 0. Se v ∈ H e
w = µ ∈ FE(H), allora
avaw = vµµ
∗ = 0,
perché il vertice iniziale del cammino µ non appartiene ad H.
Veriﬁchiamo la condizione (i). Sia e ∈ s−1(H), allora la condizione (i)
è soddisfatta grazie alle relazioni (E1) ed (E2) della Deﬁnizione 1.2.1. Sia
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e = λ ∈ FE(H), allora
as(e)ae = λλ
∗λ = λr(λ) = λ = ae
aear(e) = λr(λ) = λ = ae
ar(e)be = r(λ)λ
∗ = e∗ = be
beas(e) = λ
∗λλ∗ = r(λ)λ∗ = be.
Veriﬁchiamo la condizione (ii). Siano e, f ∈ s−1(H), allora la condizione
(ii) è soddisfatta grazie alla relazione (CK1) della Deﬁnizione1.2.1. Siano
e ∈ s−1(H) e f = λ ∈ FE(H), allora
bfae = λ
∗e = 0,
perché il vertice ﬁnale del cammino λ∗ non appartiene ad H. Siano e = λ ∈
FE(H) e f ∈ s−1(v), allora
bfae = f
∗λ = 0
perché il vertice iniziale di λ non appartiene ad H. Siano e = λ, f = µ ∈
FE(H), allora
bfae = µ
∗λ,
dove otteniamo λ∗λ = r(λ) = ar′(λ) se e = f , altrimenti otteniamo 0.
Veriﬁchiamo la condizione (iii). Sia v un vertice regolare del grafo HE. Se
v ∈ Reg(E)∩H, allora osservando che s−1(v) = (s′)−1(v) possiamo scrivere
av = v =
∑
e∈s−1(v)
ee∗ =
∑
(s′)−1(v)
aebe,
dove nella seconda uguaglianza abbiamo usato la relazione (CK2) della De-
ﬁnizione 1.2.1. Se v = λ ∈ FE(H), allora osservando che (s′)−1(v) ={
e := λ
}
possiamo scrivere
av = λλ
∗ = aebe.
Per la Proprietà Universale 1.2.2 possiamo concludere che esiste un omo-
morﬁsmo di K-algebre ϕ : LK(HE)→ LK(E) tale che
ϕ(v) =
{
v se v ∈ H
λλ∗ se v = λ ∈ FE(H),
ϕ(e) =
{
e se e ∈ s−1(H)
λ se e = λ ∈ FE(H),
ϕ(e∗) =
{
e∗ se e ∈ s−1(H)
λ∗ se e = λ ∈ FE(H),
per ogni v ∈ HE0 e per ogni e ∈ HE1.
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Veriﬁchiamo che l'immagine dell'omomorﬁsmo ϕ coincide con l'ideale
bilatero I(H). Dalla deﬁnizione di ϕ è immediato osservare che la sua
immagine è contenuta in I(H). Ora dimostriamo che ogni vertice di H
e ogni cammino di E con vertice ﬁnale in H appartengono all'immagi-
ne di ϕ. Per deﬁnizione abbiamo ϕ(v) = v per ogni v ∈ H. Sia γ =
e1 · · · en ∈ Path(E), dove n ∈ N, ei ∈ E1 ed r(γ) ∈ H. Se s(γ) ∈ H,
allora γ = ϕ(e1) · · ·ϕ(en) = ϕ(e1 · · · en), altrimenti esiste j = 1, . . . , n − 1
tale che r(ej) /∈ H e r(ej+1) ∈ H. Possiamo scrivere γ = βej+2 · · · en, dove
β = e1 · · · ej+1 ∈ FE(H). Dunque
γ = βej+2 · · · en = ϕ(β)ϕ(ej+2) · · ·ϕ(en) = ϕ(βej+2 · · · en).
Grazie al Lemma 2.4.1 possiamo concludere ogni elemento di I(H) appar-
tiene all'immagine di ϕ.
Ricordiamo che ogni ciclo senza uscite nel grafo HE corrisponde a un
ciclo senza uscite in H, in particolare, l'immagine tramite ϕ di un ciclo
senza uscite in HE è un elemento non nullo e omogeneo di LK(E). Inoltre,
nessun vertice di HE appartiene al nucleo di ϕ. Grazie alla Proposizione
2.3.13 possiamo concludere che ϕ è iniettivo.
Per il Primo Teorema di Isomorﬁsmo abbiamo LH(HE) ∼= I(H), come
K-algebre.
Ora vogliamo generalizzare il Teorema 2.5.26 a tutti gli ideali graduati
di una Leavitt path algebra.
Per prima cosa introduciamo una nuova versione del grafo a riccio.
Deﬁnizione 2.5.27. Sia E un grafo. Consideriamo un insieme H di vertici
di E non vuoto ed ereditario, e S ⊆ BH . Deﬁniamo i seguenti insiemi
disgiunti:
F1(H,S) := {λ ∈ Path(E) |
λ = e1 · · · en, n ∈ N, ei ∈ E1, r(en) ∈ H ed s(en) /∈ H ∪ S},
F2(H,S) := { λ ∈ Path(E) | `(λ) ≥ 1 ed r(λ) ∈ S } .
Per i = 1, 2 indichiamo con F i(H,S) una copia dell'insieme Fi(H,S), e
indichiamo con λ ∈ F i(H,S) una copia dell'elemento λ ∈ Fi(H,S).
Deﬁniamo il grafo (H,S)E = ((H,S)E
0, (H,S)E
1, s′′, r′′), dove gli insiemi dei
vertici e dei lati sono rispettivamente
(H,S)E
0 = H ∪ S ∪ F1(H,S) ∪ F2(H,S),
(H,S)E
1 =
{
e ∈ E1 ∣∣ s(e) ∈ H } ∪ { e ∈ E1 ∣∣ s(e) ∈ S ed r(e) ∈ H }∪
F 1(H,S) ∪ F 2(H,S).
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Le funzioni s′′ ed r′′ coincidono con le funzioni s ed r di E nell'insieme{
e ∈ E1 ∣∣ s(e) ∈ H } ∪ { e ∈ E1 ∣∣ s(e) ∈ S ed r(e) ∈ H } ,
mentre per ogni λ ∈ F 1(H,S) ∪ F 2(H,S) vale s′′(λ) = λ ed r′′(λ) = r(λ).
Osservazione 2.5.28. Sia E un grafo. Consideriamo un insiemeH di vertici
di E non vuoto ed ereditario, ed S ⊆ BH . Se S = ∅, allora
F1(H, ∅) = FE(H) e F2(H, ∅) = ∅,
quindi il grafo (H,S)E della Deﬁnizione 2.5.27 coincide con il grafo HE della
Deﬁnizione 2.5.23.
Teorema 2.5.29. Siano E un grafo e K un campo. Consideriamo un in-
sieme H di vertici di E non vuoto, saturo ed ereditario, ed S ⊆ BH . Allora
l'ideale bilatero I(H ∪ SH) della Leavitt path algebra LK(E) di E generato
dall'insieme H ∪ SH , e la Leavitt path algebra LK((H,S)E) del grafo (H,S)E
della Deﬁnizione 2.5.27, sono isomorﬁ come K-algebre.
Dimostrazione. Per quanto riguarda il grafo (H,S)E facciamo riferimento alle
notazioni della Deﬁnizione 2.5.27. Utilizziamo la Proprietà Universale 1.2.2
di LK((H,S)E) per deﬁnire un omomorﬁsmo di K-algebre ϕ : LK((H,S)E)→
LK(E). Consideriamo i seguenti elementi di LK(E):
av =

v se v ∈ H
vH se v ∈ S
λλ∗ se v = λ ∈ F1(H,S)
λr(λ)Hλ∗ se v = λ ∈ F2(H,S),
ae =

e se e ∈ E1
λ se e = λ ∈ F 1(H,S)
λr(λ)H se e = λ ∈ F 2(H,S),
be =

e∗ se e ∈ E1
λ∗ se e = λ ∈ F 1(H,S)
r(λ)Hλ∗ se e = λ ∈ F 2(H,S),
per ogni v ∈ (H,S)E0 e per ogni (H,S)E1.
Veriﬁchiamo che tali elementi soddisfano le condizioni della Proprietà
Universale 1.2.2. Controlliamo che gli elementi
{
av
∣∣ v ∈ (H,S)E0 } siano
idempotenti e ortogonali tra loro. Se v ∈ H ∪ S, allora av è idempotente
grazie alla relazione (CK2) della Deﬁnizione 1.2.1 o grazie all'Osservazione
2.4.6. Se v = λ ∈ F1(H,S), allora
avav = λλ
∗λλ∗ = λr(λ)λ∗ = λλ∗ = av.
Se v = λ ∈ F2(H,S), allora
avav = λr(λ)
Hλ∗λr(λ)Hλ∗
= λr(λ)Hr(λ)r(λ)Hλ∗
= λr(λ)Hλ∗ = av.
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Con un calcolo immediato si veriﬁca che tali elementi sono ortogonali tra
loro.
Veriﬁchiamo la condizione (i). Se e ∈ (H,S)E1 ∩ E1, allora possiamo
concludere per le relazioni (E1) ed (E2) della Deﬁnizione 1.2.1 di LK(E). Se
e = λ ∈ F 1(H,S), allora
as(e)ae = λλ
∗λ = λr(λ) = λ = ae
aear(e) = λr(λ) = λ = ae
ar(e)be = r(λ)λ
∗ = λ∗ = be
beas(e) = λ
∗λλ∗ = r(λ)λ∗ = λ∗ = be.
Se e = λ ∈ F 2(H,S), allora
as(e)ae = λr(λ)
Hλ∗λr(λ)H = λr(λ)Hr(λ)r(λ)H = λr(λ)H = ae
aear(e) = λr(λ)
Hr(λ)H = λr(λ)H = ae
ar(e)be = r(λ)
Hr(λ)Hλ∗ = r(λ)Hλ∗ = be
beas(e) = r(λ)
Hλ∗λr(λ)Hλ∗ = r(λ)Hr(λ)r(λ)Hλ∗ = r(λ)Hλ∗ = be.
Veriﬁchiamo la condizione (ii). Siano e, f ∈ (H,S)E1∩E1, allora possiamo
concludere grazie alla relazione (CK1) della Deﬁnizione 1.2.1 di LK(E). Sia
e = λ ∈ F 1(H,S), allora
beae = λ
∗λ = r(λ) = ar(e).
Sia e = λ ∈ F 2(H,S), allora
beae = r(λ)
Hλ∗λr(λ)H = r(λ)Hr(λ)r(λ)H = r(λ)H = ar(e).
Con un calcolo immediato si veriﬁca bfae = 0 se e 6= f .
Veriﬁchiamo la condizione (iii). Sia v un vertice regolare di (H,S)E. Se
v ∈ Reg(E)∩H, allora osservando che s−1(v) = (s′′)−1(v) possiamo scrivere
av = v =
∑
e∈s−1(v)
ee∗ =
∑
e∈(s′′)−1(v)
aebe,
dove nella seconda uguaglianza abbiamo usato la relazione (CK2) della De-
ﬁnizione 1.2.1 di LK(E). Se v = λ ∈ F1(H,S), allora osservando che
(s′′)−1(v) =
{
e := λ
}
possiamo scrivere
av = λλ
∗ = aebe.
Analogamente, se v = λ ∈ F2(H,S), allora
av = λr(λ)
Hλ∗ = λr(λ)Hr(λ)Hλ∗ = aebe.
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Per la Proprietà Universale 1.2.2 esiste ϕ : LK((H,S)E) → LK(E) omo-
morﬁsmo di K-algebre tale che
ϕ(v) =

v se v ∈ H
vH se v ∈ S
λλ∗ se v = λ ∈ F1(H,S)
λr(λ)Hλ∗ se v = λ ∈ F2(H,S),
ϕ(e) =

e se e ∈ E1
λ se e = λ ∈ F 1(H,S)
λr(λ)H se e = λ ∈ F 2(H,S),
ϕ(e∗) =

e∗ se e ∈ E1
λ∗ se e = λ ∈ F 1(H,S)
r(λ)Hλ∗ se e = λ ∈ F 2(H,S),
per ogni v ∈ (H,S)E0 e per ogni (H,S)E1.
Dalla deﬁnizione di ϕ possiamo osservare che la sua immagine è contenuta
in I(H ∪ SH). Vogliamo ora dimostrare che l'ideale I(H ∪ SH) è contenuto
nell'immagine di ϕ. Facciamo riferimento al Lemma 2.4.8 e dimostriamo che i
generatori di I(H∪SH) comeK-spazio vettoriale appartengono all'immagine
di ϕ.
Sia γ ∈ Path(E) ed r(γ) ∈ H. Si possono presentare quattro casi:
(1) se γ = e1 · · · en, dove n ∈ N ed s(γ) ∈ H, allora
γ = e1 · · · en = ϕ(e1) · · ·ϕ(en) = ϕ(e1 · · · en);
(2) se γ = e1 · · · en, dove n ∈ N, s(γ) ∈ S ed r(e1) ∈ H, allora come nel
caso (1)
γ = e1 · · · en = ϕ(e1) · · ·ϕ(en) = ϕ(e1 · · · en);
(3) se γ = f1 · · · fme1 · · · en dove n,m ∈ N, r(fm) ∈ H ed s(fm) /∈ H ∪ S,
allora poniamo β := f1 · · · fm ∈ F1(H,S) e scriviamo
γ = βe1 · · · en = ϕ(β)ϕ(e1) · · ·ϕ(en) = ϕ(βe1 · · · en);
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(4) se γ = f1 · · · fmge1 · · · en dove r(g) ∈ H, s(g) ∈ S ed n,m ∈ Z+ con
m ≥ 1, allora poniamo β := f1 · · · fm ∈ F2(H,S) e calcoliamo
ϕ(βge1 · · · en) = ϕ(β)ϕ(g)ϕ(e1) · · ·ϕ(en)
= βr(β)Hge1 · · · en
= β
(
r(β)−
∑
e∈A(r(β),H)
ee∗
)
ge1 · · · en
= βr(β)ge1 · · · en + β
( ∑
e∈A(r(β),H)
ee∗
)
ge1 · · · en
= βr(β)ge1 · · · en +
∑
e∈A(r(β),H)
(βee∗ge1 · · · en)
= βge1 · · · en = γ.
Sia γvH ∈ I(H ∪ SH) tale che γ ∈ Path(E) ed r(γ) = v ∈ S. Se
`(γ) = 0, allora γ = v e γvH = vH = ϕ(v). Se `(γ) ≥ 1, allora γ ∈ F2(H) e
γvH = ϕ(γ).
Osserviamo che nessun vertice di (H,S)E appartiene al nucleo di ϕ. Inol-
tre, ogni ciclo di (H,S)E ha i vertici che appartengono all'insieme H ∪ S, in
particolare l'immagine tramite ϕ di un ciclo senza uscite di (H,S)E è ancora
un ciclo senza uscite di E, ovvero è un elemento non nullo e omogeneo di
LK(E). Per la Proposizione 2.3.13 possiamo concludere che ϕ è iniettivo.
Per il Primo Teorema di Isomorﬁsmo abbiamo che LK((H,S)E) ∼= I(H ∪
SH) come K-algebre.
Proposizione 2.5.30. Siano E un grafo e K un campo. Consideriamo
{Hj }j∈J una famiglia di insiemi di vertici di E ereditari, indicizzata su un
insieme J arbitrario. Allora valgono le seguenti uguaglianze tra ideali bilateri
della Leavitt path algebra LK(E):
(i) I
(⋂
j∈J Hj
)
=
⋂
j∈J I(Hj);
(ii) I
(⋂
j∈J Hj
)
=
⋂
j∈J I(Hj) se J è ﬁnito.
Dimostrazione. Cominciamo con dimostrare il punto (i). Siccome
⋂
j∈J I(Hj)
è un ideale graduato di LK(E), allora grazie al Teorema 2.4.10 esistono H
insieme di vertici di E saturo ed ereditario, e S ⊆ BH tali che
⋂
j∈J I(Hj) =
I(H ∪ SH). L'insieme H è formato da tutti i vertici presenti nell'ideale⋂
j∈J I(Hj):
H =
(⋂
j∈J
I(Hj)
)
∩ E0 =
(⋂
j∈J
I(Hj)
)
∩ E0 =
⋂
j∈J
(I(Hj) ∩ E0) =
⋂
j∈J
Hj ,
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dove nella prima uguaglianza abbiamo usato il Lemma 2.4.1, nell'ultima
uguaglianza abbiamo usato il Corollario 2.4.23.
Ora vogliamo dimostrare che l'insieme S =
{
v ∈ BH
∣∣∣ vH ∈ ⋂j∈J I(Hj) }
è vuoto. Supponiamo per assurdo che esista v ∈ S. In particolare, abbiamo
v /∈ H. Dunque esiste i ∈ J tale che v /∈ Hi. Se v è un vertice di rottura
dell'insieme Hi, allora abbiamo
vHi = vH +
∑
e∈s−1(v)∩r−1(Hi\H)
ee∗.
Osserviamo che entrambi gli addendi a secondo membro appartengono a
I(Hi), quindi deve essere vH ∈ I(Hi). Ma siccome l'ideale graduato I(Hi) è
generato solo da un insieme di vertici abbiamo v ∈ Hi, che è un contraddi-
zione.
Se v non è un vertice di rottura di Hi, ovvero r(s−1(v)) ⊆ Hi, allora
possiamo scrivere
v = vH +
∑
e∈s−1(v)∩r−1(Hi\H)
ee∗ ∈ I(Hi),
perché entrambi gli addendi a secondo membro appartengo a I(Hi). Possia-
mo concludere v ∈ I(Hi) ∩ E0 = Hi, che è una contraddizione.
Visto che abbiamo appena dimostrato che S = ∅, allora abbiamo
⋂
j∈J
I(Hj) = I(H ∪ SH) = I(H) = I
(⋂
j∈J
Hj
)
.
Dimostriamo il punto (ii). Sia J ﬁnito. Veriﬁchiamo per prima cosa che⋂
j∈J
Hj =
⋂
j∈J
Hj . (2.17)
In particolare, consideriamo il caso di un insieme J di cardinalità 2; vogliamo
dimostrare dunque che
H1 ∩H2 = H1 ∩H2,
dove H1 e H2 sono insiemi di vertici di E ereditari. Il caso generale segue
per induzione sulla cardinalità di J .
Da H1 ∩ H2 ⊆ H1, H2 abbiamo H1 ∩H2 ⊆ H1, H2 e di conseguenza
H1 ∩H2 ⊆ H1 ∩H2.
Per dimostrare H1 ∩H2 ⊆ H1 ∩H2, applichiamo il Lemma 2.1.8 e scri-
viamo
H1 =
⋃
n≥0
Xn, H2 =
⋃
n≥0
Yn, H1 ∩H2 =
⋃
n≥0
Zn.
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Dimostriamo per induzione su n che Xn ∩ Yn ⊆ Zn. Se n = 0, allora
x0 ∩ Y0 = H1 ∩H2 = Z0.
Supponiamo che la nostra tesi valga per n− 1, con n > 0. Scriviamo
Xn ∩ Yn = (Xn−1 ∪
{
v ∈ Reg(E) ∣∣ r(s−1(v)) ⊆ Xn−1 })∩
(Yn−1 ∪
{
v ∈ Reg(E) ∣∣ r(s−1(v)) ⊆ Yn−1 })
e
Zn = Zn−1 ∪
{
v ∈ Reg(E) ∣∣ r(s−1(v)) ⊆ Zn−1 } .
Sia v ∈ Xn ∩ Yn, allora si possono presentare quattro casi:
(1) se v ∈ Xn−1 ∩ Yn−1, allora per l'ipotesi induttiva v ∈ Zn−1 ⊆ Zn;
(2) se v ∈ Reg(E)∩ Yn−1 ed r(s−1(v)) ⊆ Xn−1, allora per l'ereditarietà di
Yn−1 e per l'ipotesi induttiva abbiamo
r(s−1(v)) ⊆ Xn−1 ∩ Yn−1 ⊆ Zn−1 ⊆ Zn;
(3) se v ∈ Reg(E)∩Xn−1 ed r(s−1(v)) ⊆ Yn−1, si procede in modo analogo
al caso (2);
(4) se v ∈ Reg(E) ed r(s−1(v)) ⊆ Xn−1, Yn−1, allora per l'ipotesi induttiva
abbiamo
r(s−1(v)) ⊆ Xn−1 ∩ Yn−1 ⊆ Zn−1 ⊆ Zn.
Grazie a quanto appena dimostrato possiamo scrivere
H1 ∩H2 =
(⋃
n≥0
Xn
)
∩
(⋃
n≥0
Zn
)
n
=
⋃
n≥0
(Xn ∩ Yn)
⊆
⋃
n≥0
Zn = H1 ∩H2.
Ora applicando la formula 2.17 otteniamo l'uguaglianza del punto (ii):
I
(⋂
j∈J
Hj
)
= I
(⋂
j∈J
Hj
)
=
⋂
j∈J
I(Hi) =
⋂
j∈J
I(Hj),
dove nella prima e ultima uguaglianza abbiamo usato il Lemma 2.4.1.
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2.6 Lo zoccolo di una Leavitt path algebra
In questa sezione vogliamo indagare lo zoccolo di una Leavitt path al-
gebra. In particolare riusciremo a dare una descrizione dello zoccolo come
ideale generato da un opportuno insieme di vertici.
Lo zoccolo di un anello. Per cominciare richiamiamo la deﬁnizione di
zoccolo di un anello e studiamo alcune sue caratteristiche nel caso di anelli
con unità locali (vedi Deﬁnizione 1.2.4).
Deﬁnizione 2.6.1. Sia R un anello. Lo zoccolo sinistro di R, indicato con
Soc(RR), è l'ideale sinistro di R ottenuto dalla somma degli ideali sinistri
minimali di R. Se l'anello R non contiene ideali sinistri minimali allora
poniamo Soc(RR) = { 0 }.
Lo zoccolo destro di R, indicato con Soc(RR), è l'ideale destro di R ot-
tenuto dalla somma degli ideali destri minimali di R. Se l'anello R non
contiene ideali destri minimali allora poniamo Soc(RR) = { 0 }.
Osservazione 2.6.2. Siano R un anello e f : RR→ RR un endomorﬁsmo di
R-moduli sinistri non nullo. Consideriamo I ideale sinistro minimale di R.
Se I è contenuto nel nucleo di f , allora f(I) = { 0 } ⊆ Soc(RR). Altrimenti,
per la semplicità di I l'immagine f(I) è un ideale sinistro minimale di R,
dunque anche in questo caso f(I) ⊆ Soc(RR).
Possiamo concludere che f(Soc(RR)) ⊆ Soc(RR) per ogni endomorﬁsmo
f : RR→ RR di R-moduli sinistri. In particolare, se consideriamo r ∈ R non
nullo e l'endomorﬁsmo ρr : RR → RR tale che ρr(x) = xr per ogni x ∈ R,
allora abbiamo ρr(Soc(RR)) = Soc(RR)r ⊆ Soc(RR) per ogni r ∈ R, ovvero
Soc(RR) è un ideale bilatero di R.
Analogamente, si può dimostrare che f(Soc(RR)) ⊆ Soc(RR) per ogni
endomorﬁsmo f : RR → RR di R-moduli destri e che Soc(RR) è un ideale
bilatero di R.
Proposizione 2.6.3. Siano R un anello ed e2 = e ∈ R. Allora
(i) l'anello unitario eRe è isomorfo all'anello Hom(eR, eR) degli endo-
morﬁsmi dell'R-modulo destro eR;
(ii) l'anello unitario eRe è isomorfo all'anello Hom(Re,Re) degli endo-
morﬁsmi dell'R-modulo sinistro Re.
Dimostrazione. Dimostriamo il punto (i); il punto (ii) è analogo. Deﬁniamo
la seguente funzione:
ϕ : eRe→ Hom(eR, eR),
dove per ogni r ∈ R, ϕ(ere) è un endomorﬁsmo di eR tale che ϕ(ere)(es) =
erees = eres per ogni s ∈ R.
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Veriﬁchiamo che ϕ è un omomorﬁsmo di anelli. L'immagine dell'unità e e
dello 0 di eRe sono rispettivamente l'endomorﬁsmo identità e l'endomorﬁsmo
nullo di eR:
ϕ(e)(es) = ees = es per ogni s ∈ R
ϕ(0)(es) = 0es = 0 per ogni s ∈ R.
Inoltre, ϕ rispetta le operazioni di anello di eRe:
ϕ((ere)(er′e))(es) = (ereer′e)(es)
= (ere)(er′ees)
= ϕ(ere) ◦ ϕ(er′e)(es),
per ogni r, r′, s ∈ R;
ϕ(ere+ er′e)(es) = (ere+ er′e)(es)
= erees+ er′ees
= ϕ(ere)(es) + ϕ(er′e)(es),
per ogni r, r′, s ∈ R.
Dimostriamo che l'omomorﬁsmo ϕ è iniettivo e suriettivo. Supponiamo
esista ere ∈ eRe tale che ϕ(ere)(es) = 0 per ogni s ∈ R. Se scegliamo s = e,
abbiamo
ϕ(ere)(e) = eree = ere = 0,
ovvero il nucleo di ϕ è banale.
Consideriamo ψ ∈ Hom(eR, eR). Veriﬁchiamo che l'immagine tramite ϕ
di ψ(e)e ∈ eRe è proprio l'endomorﬁsmo ψ:
ϕ(ψ(e)e)(es) = ψ(e)ees = ψ(e)es = ψ(ees) = ψ(es),
per ogni s ∈ R.
Grazie a quanto appena visto possiamo concludere che ϕ è un isomorﬁsmo
di anelli.
Proposizione 2.6.4. Siano R un anello semiprimo con unità locali. Con-
sideriamo e2 = e ∈ R. Allora
(i) l'ideale destro eR generato da e è minimale se, e solo se, l'anello
unitario eRe è un anello con divisione;
(ii) l'ideale sinistro Re generato da e è minimale se, e solo se, l'anello
unitario eRe è un anello con divisione.
In particolare, l'ideale destro eR è minimale se, e solo se, l'ideale sinistro Re
è minimale.
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Dimostrazione. Dimostriamo il punto (i); il punto (ii) è analogo. Suppo-
niamo eR sia un ideale destro minimale, ovvero eR è un R-modulo destro
semplice. Allora l'anello Hom(eR, eR) degli endomorﬁsmi di R-moduli sem-
plici di eR è un anello con divisione, perché dato ψ ∈ Hom(eR, eR) non
nullo, per la semplicità di eR il nucleo è uguale a { 0 } e l'immagine di ψ de-
vono coincidere con eR, ovvero ψ è un isomorﬁsmo. Grazie al punto (i) della
Proposizione 2.6.3 l'anello Hom(eR, eR) è isomorfo all'anello eRe, dunque
anche eRe è un anello con divisione.
Supponiamo eRe anello con divisione. Per dimostrare che eR è semplice
veriﬁchiamo che ogni elemento er ∈ eR non nullo è generatore dell'ideale
destro eR. Sia er ∈ eR non nullo, allora per la Proposizione 2.3.23 esiste
s ∈ R tale che erser 6= 0. In particolare erse ∈ eRe è diverso da 0. Sia
ete ∈ eRe l'inverso di erse, allora abbiamo
e = (erse)(ete) = (er)(seete) ∈ (er)R.
Dunque abbiamo che (er)R ⊆ eR ed eR ⊆ (er)R. Possiamo concludere
che per ogni er ∈ eR non nullo, l'ideale destro generato da er coincide con
l'ideale destro eR.
L'ultima parte dell'enunciato è conseguenza dei punti (i) e (ii).
Concludiamo la nostra discussione sullo zoccolo di un anello dimostrando
che nel caso di anelli semiprimi con unità locali lo zoccolo destro e lo zoccolo
sinistro coincidono.
Proposizione 2.6.5. Sia R un anello semiprimo con unità locali. Allora lo
zoccolo destro Soc(RR) e lo zoccolo sinistro Soc(RR) di R coincidono. In tal
caso, lo zoccolo di R viene indicato con Soc(R).
Dimostrazione. Per la Deﬁnizione 2.6.1 lo zoccolo destro e lo zoccolo sini-
stro di R sono dati rispettivamente dalla somma degli ideali destri minimali
e dalla somma degli ideali sinistri minimali. Ma in un anello semiprimo, per
la Proposizione 2.3.23, tali ideali minimali devono essere generati da un ele-
mento idempotente di R. Grazie alla Proposizione 2.6.4, possiamo aﬀermare
che Soc(RR) =
∑
eR, dove e2 = e ∈ R ed eRe è un anello con divisione, e
Soc(RR) =
∑
Re, dove e2 = e ∈ R ed eRe è un anello con divisione.
Sia e2 = e ∈ Soc(RR), tale che eRe è un anello di divisone, allora e ∈
Soc(RR) e inoltre eR ⊆ Soc(RR) per la proprietà di assorbimento dell'ideale
bilatero Soc(RR). Quindi Soc(RR) ⊆ Soc(RR).
Analogamente si dimostra che Soc(RR) ⊆ Soc(RR). Quindi possiamo
concludere Soc(RR) = Soc(RR).
Corollario 2.6.6. Siano E un grafo e K un campo. Allora lo zoccolo destro
e lo zoccolo sinistro della Leavitt path algebra LK(E) coincidono.
Dimostrazione. La Leavitt path algebra LK(E) è un anello con unità lo-
cali per il punto (iv) del Lemma 1.2.5, ed è un anello semiprimo per la
Proposizione 2.3.24. Grazie alla Proposizione 2.6.5 possiamo concludere.
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Biforcazioni e vertici lineari. Per poter studiare lo zoccolo di una Lea-
vitt path algebra dobbiamo introdurre la deﬁnizione di biforcazione e di
vertice lineare.
Deﬁnizione 2.6.7. Sia E un grafo. Un vertice v di E è detto biforcazione se
l'insieme s−1(v) dei lati con vertice iniziale v contiene almeno due elementi
distinti.
Un vertice v di E è detto vertice lineare se l'albero T (v) non contiene
cicli e non contiene biforcazioni. In altre parole, ogni vertice w ∈ T (v) non
è punto base di un ciclo di E, ed esiste al più un lato con vertice iniziale w.
L'insieme dei punti lineari di E viene indicato con Pl(E).
Osservazione 2.6.8. Sia E un grafo. Osserviamo che ogni vertice sink di E
è anche un punto lineare e l'insieme Pl(E) dei punti lineari di E è ereditario.
Consideriamo v ∈ Pl(E). Allora i vertici dell'albero T (v) posso essere
numerati nel seguente modo: T (v) = { v1, v2, v3, v4, . . . }, dove v1 = v e per
ogni vi esiste un unico lato ei ∈ E1 tale che s(ei) = vi ed r(ei) = vi+1. Se
T (v) contiene un sink, allora è ﬁnito.
Dati due vertici vi, vj ∈ T (v) con i ≤ j, allora esiste un unico cammino,
che indichiamo con pi,j , tale che s(pi,j) = vi ed r(pi,j) = vj . Se i = j, allora
pi,i = vi. Inoltre, per le relazioni (CK1) e (CK2) della Deﬁnizione 1.2.1
abbiamo rispettivamente p∗i,jpi,j = vj e pi,jp
∗
i,j = vi.
Con queste notazioni possiamo deﬁnire i seguenti elementi:
xi,j :=
{
pi,j se i ≤ j
p∗j,i se i > j,
(2.18)
per ogni i, j ∈ N. Veriﬁchiamo che tali elementi soddisfano la proprietà
xi,jxh,k = δj,hxi,k per ogni i, j, h, k ∈ N:
xi,jxh,k =

pi,jph,k = δj,hxi,k se i ≤ j, h ≤ k
pi,jp
∗
k,h = δj,hxi,k se i ≤ j, k ≤ h
p∗j,iph,k = δj,hxi,k se j ≤ i, h ≤ k
p∗j,ip
∗
k,h = δj,hxi,k se j ≤ i, k ≤ h.
Siano R un anello unitario e Γ un insieme arbitrario. Nella nostra di-
scussione dello zoccolo di una Leavitt path algebra rivestiranno un ruolo
centrale gli anelli MΓ(R) delle matrici quadrate a coeﬃcienti in R con Γ
righe e colonne.
Indichiamo con ei,i ∈MΓ(R), dove i ∈ Γ, la matrice con tutte le entrate
nulle eccetto l'entrata di posto (i, i) che vale 1R. Gli elementi { ei,i | i ∈ Γ }
sono idempotenti e ortogonali tra loro, in particolare l'anello MΓ(R) è abba-
stanza idempotente (vedi Deﬁnizione 1.2.4).
Consideriamo A un'algebra su un campo K. Sia I un ideale bilatero
di A. Supponiamo che esistano degli elementi { εi,j | i, j ∈ Γ }, chiamati
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matrici unità per I, dove Γ è un insieme, e tali che generino I come K-spazio
vettoriale e per ogni i, j, h, k ∈ Γ vale εi,jεh,k = δj,hεi,k. Allora l'ideale I è
isomorfo allaK-algebraMΓ(K) delle matrici quadrate a coeﬃcienti in K con
Γ righe e colonne. Infatti, possiamo considerare il seguente omomorﬁsmo di
K-spazi vettoriali:
ϕ : Mγ(K)→ I
ei,j 7→ εi,j
per ogni i, j ∈ Γ. Veriﬁchiamo che ϕ è un omomorﬁsmo di K-algebre, ovvero
ϕ(AB) = ϕ(A)ϕ(B), per ogni A,B ∈ MΓ(K). Siano A,B ∈ MΓ(K) e
scriviamo
A =
∑
i,j
ki,jei,j , B =
∑
h,k
k′h,leh,l,
dove i, j, h, l ∈ Γ e ki,j , k′h,l ∈ K sono quasi tutti nulli. Ora possiamo calcolare
ϕ(AB):
ϕ(AB) = ϕ
(∑
i,j
ki,jei,j ·
∑
h,l
k′h,leh,l
)
= ϕ
( ∑
i,j,j,h,l
ki,jk
′
h,lei,jeh,l
)
= ϕ
( ∑
i,j,j,h,l
ki,jk
′
h,lδj,hei,l
)
=
∑
i,j,j,h,l
ki,jk
′
h,lδj,hϕ(ei,l)
=
∑
i,j,j,h,l
ki,jk
′
h,lδj,hεi,l =
∑
i,j,j,h,l
ki,jk
′
h,lεi,jεh,l
=
∑
i,j
ki,jεi,j ·
∑
h,l
k′h,lεh,l =
∑
i,j
ki,jϕ(ei,j) ·
∑
h,l
k′h,lϕ(eh,l)
= ϕ
(∑
i,j
ki,jei,j
)
ϕ
(∑
i,j
k′h,leh,l
)
= ϕ(A)ϕ(B).
Dall'ipotesi I = spanK({ εi,j | i, j ∈ Γ }), l'omomorﬁsmo diK-algebre ϕ è
suriettivo. Mostriamo che ϕ è iniettivo veriﬁcando che i generatori di I sono
linearmente indipendenti. Supponiamo esista un combinazione K-lineare
ﬁnita di elementi ei,j ∈ I nulla:∑
i,j
ki,jei,j = 0,
dove i, j ∈ Γ e ki,j ∈ K. Fissiamo h, l ∈ Γ tali che eh,l compaia nella
combinazione K-lineare. Moltiplicando ambo i membri per eh,h a sinistra e
per el,l a destra otteniamo kh,leh,l = 0, ma ciò implica kh,l = 0. Ovvero, i
coeﬃcienti ki,j devono essere tutti nulli.
Con il seguente lemma ci proponiamo di studiare l'ideale generato da un
vertice lineare.
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Lemma 2.6.9. Siano E un grafo e K un campo. Sia v un vertice di E
lineare. Con FE(T (v)) indichiamo l'insieme dei cammini di E in cui solo
il vertice ﬁnale appartiene a T (v). Poniamo Λv := FE(T (v)) ∪ T (v). Al-
lora l'ideale bilatero I(v) della Leavitt path algebra LK(E) generato da v è
isomorfo alla K-algebra MΛv(K).
Dimostrazione. Facciamo riferimento alle notazioni dell'Osservazione 2.6.8.
In particolare, consideriamo la numerazione di T (v).
Un generico elemento di I(v) è della forma αvβ, dove α, β ∈ LK(E).
Ma per il Lemma 1.2.5 ogni elemento di LK(E) può essere scritto come∑n
i=1 kiλiµ
∗
i , dove n ∈ N, k1, . . . , kn ∈ K×, λ1, . . . , λn, µ1, . . . , µn ∈ Path(E),
r(λi) = r(µi) per ogni i = 1, . . . , n. Dunque ogni elemento di I(v) può es-
sere scritto come una K-combinazione lineare di elementi del tipo λµ∗vγκ∗,
dove λ, µ, γ, κ ∈ Path(E), r(λ) = r(µ), r(γ) = r(κ) ed s(µ) = s(γ) = v.
Osserviamo che r(µ), r(γ) ∈ T (v), ovvero µ = p1,i e γ = p1,j per opportuni
i, j ∈ N.
Il cammino λ può essere scritto come λ′ph,i dove λ′ ∈ Λv, h ∈ N ed h ≤ i.
Quindi
λµ∗ = λ′ph,ip∗1,i = λ
′xh,ixi,1 = λ′xh,1 = λ′p∗1,h.
Analogamente, il camino κ può essere scritto come κ′pl,j dove κ′ ∈ Λv,
l ∈ N ed l ≤ j. Quindi
γκ∗ = p1,jp∗l,j(κ
′)∗ = x1,jxj,l(κ′)∗ = x1,l(κ′)∗ = p1,l(κ′)∗.
Quindi possiamo scrivere
λµ∗vγκ∗ = λµ∗γκ∗ = λ′xh,1x1,l(κ′)∗ = λ′xh,l(κ′)∗.
Possiamo concludere che l'ideale I(v) è generato comeK-spazio vettoriale
dall'insieme
{ ελ,κ := λxh,lκ∗ | λ, κ ∈ Λv, r(λ) = s(xh,l), r(κ) = r(xh,l) } .
Con un calcolo immediato si veriﬁca che tale insieme è un insieme di matrici
unità per I(v), quindi possiamo concludere I(v) ∼= MΛv(K) come K-algebre.
Corollario 2.6.10. Siano E un grafo e K un campo. Consideriamo un ver-
tice v di E sink. Allora l'ideale bilatero I(v) della Leavitt path algebra LK(E),
generato da v, è isomorfo alla K-algebra MΛv(K), dove Λv è l'insieme dei
cammini di E che terminano nel vertice v.
Dimostrazione. L'isomorﬁsmo richiesto è un caso particolare del Lemma
2.6.9 ricordando che i vertici sink di un grafo sono vertici lineari.
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Corollario 2.6.11. Sia K un campo. Per ogni insieme Λ deﬁniamo il grafo
EΛ = (E
0
Λ, E
1
Λ, s, r) dove gli insiemi dei vertici e dei lati sono rispettivamente
E0Λ = { v } ∪ { wλ | λ ∈ Λ }
E1Λ = { fλ | λ ∈ Λ } .
Per ogni λ ∈ Λ vale s(fλ) = wλ ed r(fλ) = v. Allora la Leavitt path algebra
LK(EΛ) del grafo EΛ è isomorfa alla K-algebra MΛ∪{ v }(K).
Dimostrazione. Consideriamo il vertice v del grafo EΛ. Osserviamo che tale
vertice è sink, quindi per il Corollario 2.6.10 abbiamo
I(v) ∼= MΛv(K),
dove Λv è l'insieme dei cammini di EΛ che terminano in v. In particolare,
tale insieme è formato dal vertice v e dai lati fλ per ogni λ ∈ Λ.
Osserviamo che per la proprietà di assorbimento di I(v) e per le relazioni
(E1),(E2) e (CK2) della Deﬁnizione 1.2.1 abbiamo
fλ = fλv ∈ I(v), f∗λ = vf∗λ ∈ I(v), wλ = fλf∗λ ∈ I(v),
per ogni λ ∈ Λ.
Siccome tutti i generatori di LK(Eλ) appartengono a I(v) possiamo
concludere che
LK(EΛ) = I(v) ∼= MΛv(K) = MΛ∪{ v }(K).
Lo zoccolo di una Leavitt path algebra. Cominciamo a dimostrare
alcuni risultati preliminari utili per descrivere lo zoccolo di una Leavitt path
algebra.
Lemma 2.6.12. Siano E un grafo e K un campo. Consideriamo v un
vertice di E. Se v è una biforcazione, allora l'ideale sinistro LK(E)v della
Leavitt path algebra LK(E), generato da v, non è minimale.
Dimostrazione. Supponiamo v biforcazione, ovvero esistono e, f ∈ s−1(v) di-
stinti. L'ideale sinistro LK(E)ee∗ generato da ee∗ è non nullo ed è contenuto
in LK(E)v. Ma l'elemento ff∗ ∈ LK(E)v non appartiene a LK(E)ee∗,
altrimenti ff∗ = αee∗, per un opportuno α ∈ LK(E), e moltiplicando
ambo i membri a destra per ff∗ otterremmo ff∗ = 0. Possiamo conclu-
dere che l'ideale sinistro LK(E)ee∗ è un ideale propriamente contenuto in
LK(E)v.
Proposizione 2.6.13. Siano E un grafo e K un campo. Consideriamo v
un vertice di E. Allora v è un vertice lineare se, e solo se, l'ideale sinistro
LK(E)v della Leavitt path algebra LK(E), generato da v è minimale.
140
Dimostrazione. Supponiamo v sia un vertice lineare. Per dimostrare che
LK(E)v è minimale, per il punto (ii) della Proposizione 2.6.4, è suﬃciente
mostrare che l'anello unitario vLK(E)v è un anello con divisione.
Sia α ∈ vLK(E)v. Allora possiamo scrivere α =
∑n
i=1 kiλiµ
∗
i , dove
n ∈ N, ki ∈ K×, λi, µi ∈ Path(E), r(λi) = r(µi), ed s(λi) = s(µi) = v
per i = 1, . . . , n. Dall'ipotesi che v è lineare, i cammini λi e µi devono
coincidere, dunque α =
∑n
i=1 kiv ∈ Kv. Possiamo concludere che l'anello
vLK(E)v coincide con l'anello con divisione Kv.
Viceversa, supponiamo che l'ideale sinistro LK(E)v sia minimale, dob-
biamo mostrare che v è un vertice lineare, ovvero che ogni vertice di T (v)
non è una biforcazione e non appartiene a un ciclo di E. Sia w ∈ T (v), allora
esiste µ ∈ Path(E) tale che s(µ) = v ed r(µ) = w. Consideriamo il seguente
omomorﬁsmo non nullo di LK(E)-moduli:
ρµ : LK(E)v → LK(E)w
αv 7→ αvµ = αµw.
Per ogni βw ∈ LK(E)w abbiamo ρµ(βwµ∗) = βwµ∗µ = βw, ovvero ρµ è
suriettivo.
L'epimorﬁsmo ρµ è iniettivo per la minimalità di LK(E)v.
Possiamo concludere che LK(E)v ∼= LK(E)w per ogni w ∈ T (v), in
particolare LK(E)w è un ideale sinistro minimale e per la Proposizione 2.6.4
l'anello unitario wLK(E)w è un anello con divisione.
Per il Lemma 2.6.12 ogni vertice w ∈ T (v) non può essere una biforca-
zione.
Per il Lemma 2.3.2 ogni vertice w ∈ T (v) non può appartenere a nessun
ciclo, altrimenti wLK(E)w ∼= K[x−1, x] non è un anello di divisione.
Lemma 2.6.14. Siano E un grafo e K un campo. Allora esiste una famiglia
{Hi }i∈Γ, dove Γ è un insieme e gli Hi sono insiemi di vertici di E ereditari
a due a due disgiunti, tale che Pl(E) = unionsqi∈ΓHi e I(Hi) = I(v) per ogni
v ∈ Hi e i ∈ Γ, dove I(Hi) e I(v) sono due ideali bilateri della Leavitt path
algebra LK(E) generati rispettivamente da Hi e v.
Dimostrazione. Deﬁniamo la seguente relazione sull'insieme Pl(E):
v ≡ w ⇐⇒ I(v) = I(w),
dove I(v) e I(w) sono due ideali bilateri di LK(E) generati rispettivamente
da v e w. É immediato veriﬁcare che ≡ è una relazione di equivalenza.
Sia {Hi }i∈Γ l'insieme delle classi di equivalenza di ≡. Dimostriamo
che le classi di equivalenze Hi sono insiemi ereditari. Siano v ∈ Hi per un
qualche i ∈ Γ e w ∈ E0, tali che esista λ ∈ Path(E) dove s(λ) = v ed
r(λ) = w, ovvero w ∈ T (v). Per la proprietà di assorbimento e per l'unicità
di λ abbiamo
v = λλ∗ = λwλ∗ ∈ I(w) e w = λ∗λ = λ∗vλ ∈ I(v).
141
Quindi I(v) = I(w) e v ≡ w, in particolare w ∈ Hi.
Il resto delle condizioni sono immediate per come è stata scelta la famiglia
{Hi }i∈Γ.
Ricordiamo che l'anelloK[x−1, x] dei polinomi di Laurent a coeﬃcienti in
un campoK non ha ideali sinistri e destri minimali. Infatti, l'anelloK[x−1, x]
è semiprimo perché è isomorfo a una Leavitt path algebra per quanto visto
nell'Esempio 1.2.6, e ogni Leavitt path algebra è un anello semiprimo per la
Proposizione 2.3.24.
Se I fosse un ideale sinistro o destro minimale di K[x−1, x], allora per
la Proposizione 2.3.23, I sarebbe generato da un elemento idempotente di
K[x−1, x]. Ma gli unici elementi idempotenti di K[x−1, x] sono i polinomi
costanti 0 e 1.
Teorema 2.6.15. Siano E un grafo e K un campo. Consideriamo la de-
composizione Pl(E) = unionsqi∈ΓHi dell'insieme dei vertici lineari di E presen-
tata nel Lemma 2.6.14. Allora lo zoccolo Soc(LK(E)) della Leavitt path
algebra LK(E) coincide con l'ideale bilatero I(Pl(E)) di LK(E), generato
dall'insieme dei vertici lineari di E. Inoltre vale il seguente omomorﬁsmo di
K-algebre:
Soc(LK(E)) ∼=
⊕
i∈Γ
MΛv(K),
dove MΛv(K) è la K-algebra delle matrici presentata nel Lemma 2.6.9.
Dimostrazione. Cominciamo con dimostrare l'uguaglianza Soc(LK(E)) =
I(Pl(E)). Per la Proposizione 2.6.13, ogni vertice lineare genera un ideale
sinistro minimale di LK(E), quindi Pl(E) ⊆ Soc(LK(E)) e di conseguenza
I(Pl(E)) ⊆ Soc(LK(E)).
Per il punto (i) della Proposizione 2.3.23, ogni ideale minimale di LK(E)
è generato da un elemento idempotente. Quindi è suﬃciente mostrare che
ogni α2 = α ∈ LK(E) che genera un ideale sinistro minimale appartiene a
I(Pl(E)). Per il Teorema di Riduzione 2.3.7, esistono µ, η ∈ Path(E) tali
che o µ∗αη = kv, per opportuni v ∈ E0 e k ∈ K×, oppure µ∗αη = p(c), dove
p(c) è un polinomio di Laurent non nullo a coeﬃcienti in K valutato in un
ciclo c di E senza uscite e con punto base w.
Supponiamo si veriﬁchi il secondo caso, allora per il Lemma 2.3.2 abbiamo
µ∗αη = p(c) ∈ wLK(E)w ∼= K[x−1, x]. Consideriamo l'isomorﬁsmo di anelli
K[x−1, x]→ wLK(E)w
x 7→ c
x−1 7→ c∗
1 7→ w,
presentato nel Lemma 2.3.2.
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L'ideale sinistro LK(E)µ∗α, generato da µ∗α ∈ LK(E), è non nullo
ed è contenuto nell'ideale sinistro LK(E)α. Per la minimalità di LK(E)α
abbiamo LK(E)α = LK(E)µ∗α.
Osserviamo che l'ideale sinistro LK(E)αη, generato da αη ∈ LK(E),
coincide con l'ideale sinistro LK(E)λ, generato da λ := µ∗αη.
Consideriamo ρη : LK(E)α → LK(E)αη = LK(E)λ, omomorﬁsmo non
nullo di LK(E)-moduli, tale che ρη = tαη per ogni t ∈ LK(E). Per la
minimalità di LK(E)α, ρη è iniettivo. Dalla deﬁnizione di ρη è immediato
veriﬁcare che è suriettivo. Quindi ρη è un isomorﬁsmo, e in particolare
possiamo aﬀermare che l'ideale sinistro LK(E)λ è minimale.
Consideriamo wLK(E)λ l'ideale sinistro non nullo dell'anello wLK(E)w.
Mostriamo che anch'esso è minimale in wLK(E)w. Supponiamo esista un
ideale sinistro non nullo H = wHw ⊆ wLK(E)λ ⊆ LK(E)λ. Allora abbia-
mo che l'ideale sinistro di LK(E) generato da H è non nullo e contenuto
in LK(E)λ. Per la minimalità di LK(E)λ abbiamo LK(E)H = LK(E)λ.
Dunque vale anche
wLK(E)H = wLK(E)λ
wLK(E)wH = wLK(E)λ
H = wLK(E)λ.
Ora consideriamo ϕ−1(wLK(E)λ), ideale sinistro diK[x−1, x]. Tale idea-
le deve essere minimale in K[x−1, x], ma come già ricordato l'anello dei po-
linomi di Laurent con possiede ideali minimali. Quindi siamo arrivati a una
contraddizione.
Per quanto appena dimostrato si deve veriﬁcare il primo caso: µ∗αη = kv,
per opportuni v ∈ E0 e k ∈ K×. Siccome LK(E)µ∗α ⊆ LK(E)α, per
la minimalità di LK(E)α vale LK(E)µ∗α = LK(E)α. Consideriamo ora
l'omomorﬁsmo non nullo di LK(E)-moduli sinistri
ρη : LK(E)µ
∗α→ LK(E)v
βµ∗α 7→ βµ∗αη = kβv.
Per la minimalità di LK(E)µ∗α l'omomorﬁsmo ρη è iniettivo. Mentre per
ogni βv ∈ LK(E)v, abbiamo ρη(βk−1µ∗α) = βk−1µ∗αη = βv, ovvero ρη è
suriettivo. In particolare ρη è un isomorﬁsmo e
LK(E)α = LK(E)µ
∗α ∼= LK(E)v.
Possiamo dedurre così la minimalità dell'ideale sinistro LK(E)v. Per la Pro-
posizione 2.6.13 v è un vertice lineare di E. Ora grazie alla proprietà di
assorbimento di I(Pl(E)) abbiamo
α = ρ−1η ◦ρη(α) = ρ−1η (αη) = ρ−1η (αηv) = αηρ−1η (v) = αηvρ−1η (v) ∈ I(Pl(E)).
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L'ultima parte dell'enunciato si ottiene applicando la Proposizione 2.4.9,
il Lemma 2.6.14 e il Lemma 2.6.9:
Soc(LK(E)) = I(Pl(E)) = I(unionsqi∈ΓHi)
=
⊕
i∈Γ
I(Hi) =
⊕
i∈Γ,ui∈Hi
I(u) ∼=
⊕
i∈Γ
MΛv(K).
Esempi. Proviamo a calcolare lo zoccolo di alcune Leavitt path algebre
studiate in precedenza.
Esempio 2.6.16. SianoK un campo, Rn la rosa con n petali, dove n ∈ N co-
me nell'Esempio 1.1.3, e RN la rispettiva versione inﬁnita come nell'Esempio
1.1.8:
Rn = •v e1ffQQEE33
((  
en
ss RN = •v e1ff
e2
QQ
e3
EE33
((  
(∞)
ss .
Possiamo osservare che in entrambi i graﬁ non sono presenti vertici lineari.
Quindi per il Teorema 2.6.15 abbiamo
Soc(LK(Rn)) = I(Pl(Rn)) = { 0 } = I(Pl(RN)) = Soc(LK(RN)).
Esempio 2.6.17. Siano K un campo, An il grafo dell'Esempio 1.1.2, dove
n ∈ N, e AN la rispettiva versione inﬁnita come nell'Esempio 1.1.8:
An = •v1 e1 // •v2 e2 // •v3 e3 // · · · en−2 // •vn−1 en−1 // •vn
AN = •v1 e1 // •v2 e2 // •v3 e3 // · · ·
ei−1 // •vi ei // · · · .
In entrambi i casi tutti i vertici sono lineari, dunque per il Teorema 2.6.15
abbiamo
Soc(LK(An)) = I(Pl(An)) = I(A
0
n) = LK(An)
Soc(LK(AN)) = I(Pl(AN)) = I(A
0
N) = LK(AN).
Esempio 2.6.18. Siano K un campo ed ET il grafo di Toeplitz come
nell'Esempio 1.1.4:
•ue 88
f // •v .
L'insieme Pl(ET ) dei vertici lineari di ET è formato dal vertice v. Quindi
per il Teorema 2.6.15 abbiamo
Soc(LK(ET )) = I(Pl(ET ) = I({ v }) = MΛv(K),
dove Λv = { v, f, enf | n ∈ N }.
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Teorema della Dimensione Finita. In questo paragrafo ci proponiamo
di descrivere Leavitt path algebre di dimensione ﬁnita. In particolare, di-
mostreremo il Teorema della Dimensione Finita, il quale ci permetterà di
determinare la Leavitt path algebra di un grafo ﬁnito e aciclico con poco
sforzo.
Teorema 2.6.19 (Teorema della Dimensione Finita). Siano E un grafo e
K un campo. Consideriamo Sink(E) = { v1, . . . , vm }, con m ∈ N, l'insieme
dei vertici sink di E. Le seguenti condizioni sono equivalenti:
(1) la Leavitt path algebra LK(E) è uno K-spazio vettoriale di dimensione
ﬁnita;
(2) il grafo E è aciclico e ﬁnito;
(3) la Leavitt path algebra LK(E) è isomorfa a
⊕m
i=1Mni(K), dove m ∈ N
è il numero di vertici sink di E ed ni è il numero di cammini di E che
termina nel sink vi.
Dimostrazione. Dimostriamo (1) ⇒ (2). I vertici e i lati di E sono linear-
mente indipendenti in LK(E), quindi essendo LK(E) di dimensione ﬁnita,
l'insieme E0 ∪ E1 è ﬁnito, ovvero il grafo E è ﬁnito.
Se esiste un ciclo c in E, allora l'insieme { cn }n∈N è inﬁnito e i suoi
elementi sono linearmente indipendenti. Ma ciò è una contraddizione con il
punto (1). Quindi il grafo E deve essere aciclico.
Dimostriamo (2) ⇒ (3). Siccome il grafo E è ﬁnito e aciclico, l'insieme
Sink(E) non è vuoto. Consideriamo l'ideale bilatero I(Sink(E)) di LK(E),
generato dall'insieme Sink(E). Per la Proposizione 2.4.9 possiamo scrivere
I(Sink(E)) =
⊕m
i=1 I(vi), dove I(vi) è l'ideale bilatero di LK(E) generato
dal vertice sink vi. Vogliamo dimostrare che LK(E) = I(Sink(E)). L'in-
clusione I(Sink(E)) ⊆ LK(E) è chiara. Dimostriamo che ogni elemento
λµ∗ ∈ LK(E), dove λ, µ ∈ Path(E) ed r(λ) = r(µ), appartiene a I(Sink(E)).
Se r(λ) ∈ Sink(E), allora λµ∗ = λr(λ)µ∗ ∈ I(Sink(E)). Altrimenti, il vertice
r(λ) è regolare e per la relazione (CK2) della Deﬁnizione 1.2.1 abbiamo
λµ∗ = λr(λ)µ∗ = λ
( ∑
e∈s−1(r(λ))
ee∗
)
µ∗ =
∑
e∈s−1(r(λ))
λee∗µ∗.
Se r(e) ∈ Sink(E) per ogni e ∈ s−1(r(λ)), allora per la proprietà di assorbi-
mento λµ∗ ∈ I(Sink(E)). Altrimenti, si procede allo stesso modo. Essendo
il grafo ﬁnito, dopo un numero ﬁnito di passi arriviamo alla conclusione.
Per il Lemma 1.2.5 gli elementi λµ∗ generano LK(E), quindi LK(E) ⊆
I(Sink(E)).
Grazie al Lemma 2.6.10 possiamo concludere:
LK(E) = I(Sink(E)) =
m⊕
i=1
I(vi) =
m⊕
i=1
MΛvi (K) =
m⊕
i=1
Mni(K),
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dove Λvi è l'insieme dei cammini di E che terminano nel sink vi.
L'implicazione (3)⇒ (1) è chiara.
Ora introduciamo due nuove classi di algebre. Ricordiamo che con AK
indichiamo la categoria delle K-algebre, dove K è un campo.
Deﬁnizione 2.6.20. Sia K un campo. Una K-algebra A è matriciale se
esistono m,ni ∈ N, con i = 1, . . . ,m, tale che
A ∼=
m⊕
i=1
Mni(K).
Una K-algebra A è localmente matriciale se è il limite diretto di algebre
matriciali nella categoria AK .
Il Teorema della Dimensione Finita 2.6.19 ci permette di capire quali Lea-
vitt path algebre rientrano nella classe delle algebre matriciali e localmente
matriciali.
Corollario 2.6.21. Siano E un grafo ﬁnito e aciclico e K un campo. Allora
la Leavitt path algebra LK(E) è una K-algebra matriciale.
Dimostrazione. Per il punto (3) del Teorema della Dimensione Finita 2.6.19
esistono m,ni ∈ N, con i = 1, . . . ,m, tale che LK(E) ∼=
⊕m
i=1Mni(K).
Corollario 2.6.22. Siano E un grafo aciclico e K un campo. Allora la
Leavitt path algebra LK(E) è una K-algebra localmente matriciale.
Dimostrazione. Grazie al Corollario 1.4.10 possiamo scrivere LK(E) come
limite diretto:
LK(E) = lim−−−→
F∈F
LK(F (Reg(F ) ∩ Reg(E))).
Ricordiamo che ogni grafo F ∈ F è un sottografo ﬁnito completo di E. In
particolare, ogni F ∈ F è aciclico e F (Reg(F ) ∩ Reg(E)) è aciclico e ﬁnito
(vedi Deﬁnizione 1.3.14). Quindi per il Corollario 2.6.21 ogni Leavitt path
algebra LK(F (Reg(F ) ∩ Reg(E))) è matriciale.
Esempi. Vediamo ora come il Teorema della Dimensione Finita 2.6.19 ci
permette di calcolare in modo veloce Leavitt path algebre di graﬁ ﬁniti e
aciclici.
Esempio 2.6.23. Siano K un campo e An il grafo dell'Esempio 1.1.2, con
n ∈ N:
An = •v1 e1 // •v2 e2 // •v3 e3 // · · · en−2 // •vn−1 en−1 // •vn .
L'unico vertice sink di An è vn, e ci sono esattamente n cammini che termi-
nano in vn. Dunque LK(An) ∼= Mn(K) per il punto (3) del Teorema della
Dimensione Finita 2.6.19.
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Esempio 2.6.24. Siano K un campo e Dn il grafo dell'Esempio 1.1.5, con
n ∈ N:
•v
e1
$$**//44
en−1
==•w .
L'unico vertice sink di Dn è w, e ci sono esattamente n cammini che termi-
nano in w. Dunque LK(Dn) ∼= Mn(K) per il punto (3) del Teorema della
Dimensione Finita 2.6.19.
Esempio 2.6.25. Siano K un campo e Bn il grafo dell'Esempio 1.1.6, con
n ∈ N:
•
""
•wn−1
en−1

•w1
e1
{{• // •v •oo
•
<<
•
OO
• .
dd
L'unico vertice sink di Bn è v, e ci sono esattamente n cammini che termi-
nano in v. Dunque LK(Bn) ∼= Mn(K) per il punto (3) del Teorema della
Dimensione Finita 2.6.19.
Esempio 2.6.26. Siano K un campo e Cn il grafo dell'Esempio 1.1.7, con
n ∈ N:
• •wn−1 •w1
• •v
en−1
OO
e1
;;
//
$$||
oo
bb
•
• • • .
I vertici sink di Cn sono { w1, . . . , wn−1 }, e per ogni sink wi ci sono esatta-
mente due cammini che terminano in wi. Dunque LK(Cn) ∼=
⊕n−1
i=1 M2(K)
per il punto (3) del Teorema della Dimensione Finita 2.6.19.
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Capitolo 3
Ideali bilateri
In questo capitolo vogliamo indagare il reticolo degli ideali bilateri di una
Leavitt path algebra. L'obiettivo principale di tale capitolo è la dimostra-
zione del Teorema di Struttura degli Ideali Bilateri e la classiﬁcazione delle
Leavitt path algebre semplici, noetheriane e artiniane.
3.1 Proprietà degli ideali bilateri
Risultati preliminari. Per poter caratterizzare il reticolo degli ideali bi-
lateri di una Leavitt path algebra e studiare i risultati che ne conseguono,
abbiamo bisogno di alcune proposizioni preliminari.
Proposizione 3.1.1. Siano E un grafo e K un campo. Consideriamo H
un insieme di vertici di E. Allora l'ideale bilatero I(H) della Leavitt path
algebra LK(E), generato dall'insieme H, è uguale a
I(H) =
{
n∑
i=1
λiµ
∗
i
∣∣∣∣∣ n ∈ N, λi, µi ∈ Path(E), r(λi) = r(µi) ∈ T (H)
}
.
Ricordiamo che T (H) =
{
w ∈ E0 ∣∣ w ≤ v ∃ v ∈ H }. Inoltre, vale l'ugua-
glianza I(H) = I(H), dove I(H) è l'ideale bilatero di LK(E), generato dalla
chiusura satura ereditaria di H.
Dimostrazione. Consideriamo un generico elemento di I(H). Allora può
essere scritto come
∑n
i=1 αiviβi, dove n ∈ N, αi, βi ∈ LK(E), vi ∈ H per i =
1, . . . , n. Ma per il Lemma 1.2.5, ogni elemento di LK(E) si può scrivere come
una K-combinazione lineare di monomi del tipo λµ∗, dove λ, µ ∈ Path(E)
ed r(λ) = r(µ). Quindi ogni elemento di I(H) può essere scritto come un K-
combinazione lineare di elementi del tipo λµ∗vγκ∗, dove λ, µ, γ, κ ∈ Path(E),
v ∈ H, r(λ) = r(µ), r(γ) = r(κ) ed s(µ) = s(γ) = v. In particolare,
r(µ), r(γ) ∈ T (H).
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Si possono presentare tre casi. Se µ = γµ′, con µ′ ∈ Path(E), allora
λµ∗γκ∗ = λ(µ′)∗γ∗γκ∗ = λ(µ′)∗κ∗ = λ(κµ′)∗,
dove r(λ) = r(µ) ∈ T (H) ed r(κµ′) = r(µ′) = r(µ) ∈ T (H). Se γ = µγ′,
con γ′ ∈ Path(E), allora si procede in modo analogo al caso precedente.
Altrimenti, λµ∗vγκ∗ = 0.
Passiamo alla seconda parte dell'enunciato. Siccome H ⊆ H vale I(H) ⊆
I(H).
Ora dobbiamo mostrare che H ⊆ I(H). Per prima cosa veriﬁchiamo che
T (H) ⊆ I(H). Sia v ∈ T (H), allora esiste µ ∈ Path(E) tale che s(µ) =: w ∈
H e r(µ) = v. Quindi v = µ∗µ = µ∗wµ ∈ I(H). Utilizzando la descrizione
induttiva del Lemma 2.1.8, e procedendo in modo analogo al Lemma 2.4.1
si ottiene l'inclusione desiderata.
Lemma 3.1.2. Siano E un grafo e K un campo. Sia c un ciclo senza
uscite di E con punto base v. Indichiamo con Λv l'insieme dei cammini di
E che terminano in v, ma non contengono tutti i lati del ciclo c. Allora
l'ideale bilatero I(Vc), generato dai vertici del ciclo c, e l'ideale bilatero I(v),
generato da v, entrambi ideali della Leavitt path algebra LK(E), coincidono.
Inoltre, l'ideale bilatero I(v) è isomorfo alla K-algebra MΛv(K[x
−1, x]).
Dimostrazione. Cominciamo con dimostrare l'uguaglianza I(v) = I(Vc). Si-
curamente abbiamo I(v) ⊆ I(Vc) perché v ∈ Vc. Sia w ∈ Vc, allora esiste
λ ∈ Path(E) tale che r(λ) = v ed s(λ) = w. Inoltre, siccome il ciclo c è senza
uscite, vale w = λλ∗ = λvλ∗ ∈ I(v). Quindi Vc ⊆ I(v) e di conseguenza
I(Vc) ⊆ I(v).
Passiamo ora alla seconda parte dell'enunciato. Consideriamo la famiglia
A :=
{
γckη∗
∣∣∣ γ, η ∈ Λv, k ∈ Z } .
Vogliamo mostrare che A è una base per l'ideale I(v). Grazie al Corollario
1.3.9, possiamo osservare che gli elementi di A sono linearmente indipen-
denti. Per la Proposizione 3.1.1, un elemento di I(v) si scrive come una
K-combinazione lineare di monomi del tipo λµ∗, dove λ, µ ∈ Path(E) ed
r(λ) = r(µ) ∈ T (v). Essendo c un ciclo senza uscite, l'albero T (v) coincide
con Vc. Per ognuno di questi monomi λµ∗ esistono λ′ := γch e µ′ := ηck,
per opportuni γ, η ∈ Λv e h, k ∈ Z+, tali che λµ∗ = λ′(µ′)∗. Di conseguenza
λµ∗ = γch−kη∗ ∈ A.
Deﬁniamo ϕ : I(v) → MΛv(K[x−1, x]) omomorﬁsmo di K-spazi vetto-
riali, dove ϕ(γckη∗) = xkeγ,η per ogni γ, η ∈ Λv e per ogni k ∈ Z. Dalla
deﬁnizione possiamo osservare che ϕ è un omomorﬁsmo iniettivo e suriettivo,
ovvero è un isomorﬁsmo di K-spazi vettoriali.
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Mostriamo che ϕ è un isomorﬁsmo diK-algebre. Siano γckη∗, λchµ∗ ∈ A.
Se η = λ, allora
ϕ(γckη∗λchµ∗) = ϕ(γch+kµ∗) = xh+keγ,µ = xkxheγ,ηeλ,µ
= ϕ(γckη∗)ϕ(λchµ∗).
Se η 6= λ, allora γckη∗λchµ∗ = 0 e
ϕ(γckη∗λchµ∗) = 0 = xkeγ,ηxheλ,µ = ϕ(γckη∗)ϕ(λchµ∗).
L'isomorﬁsmo ϕ rispetta il prodotto tra i generatori di I(v), quindi è un
isomorﬁsmo di K-algebre.
Teorema 3.1.3. Siano E un grafo e K un campo. Siano { ci }i∈Γ l'insieme
dei cicli senza uscite di E, indicizzati da un insieme Γ. Con Λvi indichiamo
l'insieme dei cammini che terminano nel punto base vi del ciclo ci, che non
contengono tutti i lati di ci. Allora l'ideale bilatero I(Pc(E)) della Leavitt
path algebra LK(E), generato dall'insieme dei vertici di E appartenenti a un
ciclo senza uscite, è isomorfo alla K-algebra⊕
i∈Γ
MΛvi (K[x
−1, x]),
dove K[x−1, x] è la K-algebra dei polinomi di Laurent.
Dimostrazione. Ricordiamo che come già osservato nella Deﬁnizione 2.3.3,
l'insieme Pc(E) può essere scritto come unione disgiunta unionsqi∈ΓVci .
Grazie alla Proposizione 2.4.9 e al Lemma 3.1.2 possiamo scrivere
I(Pc(E)) = I(unionsqi∈ΓVci) =
⊕
i∈Γ
I(Vci) =
⊕
i∈Γ
I(vi) =
⊕
i∈Γ
MΛvi (K[x
−1, x]).
Proposizione 3.1.4. Sia E un grafo. Consideriamo un insieme X di vertici
di E. Se v è un vertice appartenente alla chiusura satura ereditaria di X ed
è il vertice di un ciclo di E, allora v ≤ u per un qualche u ∈ X.
Dimostrazione. Ricordiamo che per il Lemma 2.1.8 possiamo scrivere X =⋃
n≥0 Λn(X). Dimostriamo che se v ∈ Λn(X), allora v ≤ u per un qualche
u ∈ X, per ogni n ∈ Z+. Procediamo per induzione su n. Se n = 0, allora
v ∈ Λ0(X) = T (X) e per deﬁnizione di T (X) esiste u ∈ X tale che v ≤ u.
Supponiamo l'asserto vero per n ≥ 0 e dimostriamo che vale per n + 1.
Supponiamo v ∈ Λn+1(X) \ Λn(X), allora v è un vertice regolare tale che
r(s−1(v)) ⊆ Λn(X). Per ipotesi v è un vertice di un ciclo di E. Sia c tale
ciclo, allora esiste w ∈ Vc appartenente a Λn(X). Per l'ipotesi induttiva
esiste u ∈ X tale che w ≤ u. Siccome vale anche v ≤ w perché entrambi
vertici di c, per la proprietà transitiva della relazione ≤ possiamo concludere
v ≤ u.
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Proposizione 3.1.5. Siano E un grafo e K un campo. Consideriamo I
un ideale bilatero della Leavitt path algebra LK(E). Siano H = I ∩ E0
e S =
{
v ∈ BH
∣∣ vH ∈ I }. Allora l'ideale bilatero I(H ∪ SH) di LK(E),
generato dall'insieme H ∪ SH , è il più grande ideale graduato contenuto in
I.
Dimostrazione. Ricordiamo che l'insieme H = I ∩E0 è saturo ed ereditario
per il Lemma 2.4.3 e l'ideale bilatero I(H ∪ SH) di LK(E) è graduato per
la Proposizione 2.2.8, essendo gli elementi di H ∪ SH omogenei di grado 0.
Chiaramente I(H ∪ SH) ⊆ I.
Per dimostrare che I(H ∪ SH) è il più grande ideale graduato contenuto
in I, dobbiamo mostrare che ogni altro ideale graduato contenuto in I è
contenuto in I(H ∪ SH). Sia J ⊆ I ideale graduato di LK(E). Per il
Teorema 2.4.10, l'ideale J è generato dall'insieme K ∪TK , dove K = J ∩E0
e T =
{
v ∈ BK
∣∣ vK ∈ J }.
Osserviamo per prima cosa che K = J ∩ E0 ⊆ I ∩ E0 = H. Inoltre, se
v ∈ T si presentano due casi. Se v ∈ BH , allora
vH = vK +
∑
e∈A(v,K),r(e)∈H\K
ee∗ ∈ I
perché vK ∈ J ⊆ I ed ee∗ = er(e)e∗ ∈ I(H) ⊆ I per ogni e ∈ A(v,K) tale
che r(e) ∈ H \K. Quindi v ∈ S. Se v /∈ BH , ovvero r(s−1(v)) ⊆ H, allora
v = vK +
∑
e∈A(v,K)
ee∗ ∈ I ∩ E0 = H
perché vK ∈ J ⊆ I e ee∗ = er(e)e∗ ∈ I(H) ⊆ I per ogni e ∈ A(v,K). Quindi
vK = v −∑e∈A(v,K) ee∗ ∈ I(H) ⊆ I(H ∪ SH).
Dunque, abbiamo dimostrato che K ∪ TK ⊆ I(H ∪ SH); possiamo
concludere che J = I(K ∪ TK) ⊆ I(H ∪ SH).
Osservazione 3.1.6. Siano E un grafo e K un campo. Sia I ideale bilatero
della Leavitt path algebra LK(E). Consideriamo c un ciclo di E con punto
base v e deﬁniamo l'insieme
Qc := { p(x) ∈ K[x] | deg(p(x)) > 0, p(0) = 1, p(c) ∈ I } .
Quando valuto p(x) in c, il termine di grado 0 è c0 = v, il punto base di
c.
Sia Qc 6= ∅. Consideriamo pv(x) il polinomio di grado minimo nell'in-
sieme Qc. Allora per ogni altro polinomio q(x) ∈ Qc, il polinomio pv(x)
divide q(x). Infatti, se pv(x) - q(x) utilizzando l'algoritmo di divisione tra
polinomi si ha q(x) = pv(x)h(x) + r(x), per opportuni h(x), r(x) 6= 0 ∈ K[x]
tali che deg(r(x)) < deg(pv(x)). Per la proprietà di assorbimento abbia-
mo pv(c)h(c) ∈ I e di conseguenza r(c) = q(c) − pv(c)h(c) ∈ I. Scriviamo
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r(x) =
∑n
i=0 rix
i, dove r0, . . . , rn ∈ K. Sia j = 0, . . . , n il minimo intero
per cui rj 6= 0. Allora r′(c) := r−1j (c∗)jr(c) ∈ I. In particolare, l'elemento
r′(c) è la valutazione del polinomio r′(x) =
∑n
i=j rir
−1
j x
i−j ∈ Qc nel ciclo c.
Ma deg(r′(x)) = deg(r(x)) < deg(pv(x)), contraddicendo la minimalità del
grado di pv(x). Possiamo concludere che r(x) = 0.
Proposizione 3.1.7. Siano E un grafo e K un campo. Consideriamo
I ideale bilatero della Leavitt path algebra LK(E). Supponiamo esistano
g e h due cicli di E con punti base rispettivamente u e v, e due poli-
nomi p(x), q(x) ∈ K[x] di grado positivo con p(0) = q(0) = 1, tali che
p(g), q(h) ∈ I e i gradi di p(x) e q(x) sono i minimi possibili con questa
proprietà. Se v ≤ u, allora u ≤ v e gli ideali bilateri I(p(g)) e I(q(h)) di
LK(E), generati rispettivamente da p(g) e q(h), coincidono.
Dimostrazione. Sia g un ciclo di E con punto base u. Scriviamo g = e1 · · · en,
dove n ∈ N, e1, . . . , en ∈ E1, e poniamo wi := r(ei) per i = 1, . . . , n. In
particolare, wn = u è il punto base di g. Scriviamo p(x) = 1 +
∑r
j=1 kjx
j ,
dove r ∈ N, k1, . . . , kr ∈ K. Per ogni ciclo gi := ei · · · ene1 · · · ei−1, con
i = 1, . . . , n, vale
e∗i−1 · · · e∗1p(g)e1 · · · ei−1 = e∗i−1 · · · e∗1ue1 · · · ei−1 +
r∑
j=1
kje
∗
i−1 · · · e∗1gje1 · · · ei−1
= r(ei−1) +
r∑
j=1
kjg
j
i = p(gi) ∈ I.
Inoltre, p(x) è il polinomio di grado minimo tale che p(gi) ∈ I per ogni
i = 1, . . . , n.
Sia µ ∈ Path(E) tale che s(µ) = u ed r(µ) = v. Aﬀermiamo che µ è un
tratto iniziale del ciclo g. Perché altrimenti, µ∗g = 0 e quindi µ∗p(g)µ =
µ∗uµ+
∑r
j=1 kjµ
∗gjµ = v ∈ I. Questo contraddice la minimalità del grado
di q(x). Quindi possiamo scrivere g = µν, dove ν ∈ Path(E) tale che
s(µ) = r(ν) = u ed r(µ) = s(ν) = v. Quindi u ≤ v.
Aﬀermiamo che h = νµ. Infatti, se h contiene un lato f con s(f) = wi,
per un qualche i = 1, . . . , n, e f 6= ei+1 (se i = n poniamo en+1 = e1),
allora avremmo f∗gi+1 = 0 e f∗p(gi+1)f = f∗wif = wi+1 ∈ I (se i = n
poniamo gn+1 = g1 e wn+1 = w1), contraddicendo la minimalità del grado
di p(x). Dunque h = νµ. Da µ∗gµ = h, otteniamo µ∗p(g)µ = p(h) ∈ I.
Per l'Osservazione 3.1.6 q(x) è un divisore di p(x). Analogamente si ricava
che p(x) è un divisore di q(x). Siccome p(0) = q(0) = 1, allora p(x) = q(x).
Dunque, q(h) = µ∗p(g)µ ∈ I(p(g)) e p(g) = ν∗q(h)ν ∈ I(q(h)), ovvero
I(p(g)) = I(q(h)).
Proposizione 3.1.8. Siano E un grafo e K un campo. Consideriamo C un
insieme di cicli di E senza uscite e un insieme di polinomi P = { pc(x) }c∈C a
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coeﬃcienti in K, di grado positivo e tali che pc(0) = 1 per ogni c ∈ C. Allora
l'ideale bilatero I della Leavitt path algebra LK(E), generato dall'insieme
PC := { pc(c) }c∈C , non contiene vertici di E.
Dimostrazione. Per prima cosa vediamo che i vertici dei cicli in C non
appartengono a I.
Osserviamo che dato un ciclo c ∈ C, possiamo scegliere come punto base
di c un qualsiasi suo vertice senza alterare la deﬁnizione di I.
Supponiamo che esistano c ∈ C e v ∈ Vc tali che v ∈ I. Consideriamo c
basato su v. Allora possiamo scrivere
v =
n∑
i=1
kiaib
∗
i pi(gi)cid
∗
i ,
dove n ∈ N, k1, . . . , kn ∈ K×, p1(g1), . . . , pn(gn) ∈ PC , ai, bi, ci, di ∈ Path(E)
per ogni i = 1, . . . , n. Moltiplicando ambo i membri di tale espressione a
destra e a sinistra per v, gli addendi vkiaib∗i pi(gi)cid
∗
i v sono non nulli per
i = 1, . . . , n. Inoltre, possiamo supporre che gi sia diverso da c, altrimenti
v = kiaib
∗
i pc(c)cid
∗
i . Ma essendo c senza uscite, si ha aib
∗
i = cid
∗
i = v e
v = pc(c); ciò non è possibile perché il grado del polinomio pc(x) è positivo.
Ora si deve avere s(ai) = v, r(ai) = r(bi) ed s(bi) = vi, dove vi è il punto
base di gi. Siccome c e gi sono cicli senza uscite, il vertice r(ai) = r(bi) deve
appartenere ad entrambi i cicli, ma questo non è possibile perché c 6= gi.
Ora supponiamo che esista un vertice w appartenente ad I. Allora
possiamo scrivere
w =
m∑
i=1
kiaib
∗
i pi(gi)cid
∗
i ,
dove m ∈ N, k1, . . . , km ∈ K×, p1(g1), . . . , pm(gm) ∈ PC , ai, bi, ci, di ∈
Path(E) per ogni i = 1, . . . ,m. Moltiplicando ambo i membri tale espres-
sione a destra e a sinistra per w, gli addendi wkiaib∗i pi(gi)cid
∗
iw sono non
nulli per i = 1, . . . , n. Si deve avere s(ai) = w, r(ai) = r(bi) ed s(bi) = vi,
dove vi è il punto base di gi. Ricordiamo che l'insieme I ∩ E0 è ereditario
per il Lemma 2.4.3. Quindi il vertice r(ai) = r(bi) appartiene a I. Ma r(bi)
è un vertice di gi essendo un ciclo senza uscite, in particolare vi ≤ r(bi). Per
l'ereditarietà di I ∩ E0 concludiamo che anche il vertice vi appartiene a I
contraddicendo la prima parte della dimostrazione.
Generatori. Qui di seguito vogliamo descrivere i generatori di un ideale
bilatero di una Leavitt path algebra.
Teorema 3.1.9. Siano E un grafo e K un campo. Sia I un ideale bilatero
della Leavitt path algebra LK(E). Allora esiste un insieme di generatori di
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I che consiste negli elementi di I della forma(
v +
n∑
i=1
kic
ri
)(
v −
∑
e∈X
ee∗
)
, (3.1)
dove n ∈ N, v ∈ E0, k1, . . . , kn ∈ K, r1, . . . , rn ∈ N, X è un sottoinsieme
ﬁnito e proprio di s−1(v), e se ki 6= 0 per qualche i = 1, . . . , n, allora c è
l'unico ciclo con punto base v.
Dimostrazione. Sia J l'ideale bilatero di LK(E), generato dagli elementi di
I aventi la forma descritta in (3.1). Chiaramente vale J ⊆ I. Osserviamo
anche che I ∩E0 ⊆ J , perché ponendo ki = 0 per ogni i = 1, . . . , n e X = ∅,
allora v ∈ I ∩ E0 è un generatore di J .
Dimostriamo ora che ogni elemento di I della forma(
n∑
i=1
kiαi
)(
v −
∑
e∈X
ee∗
)
, (3.2)
dove n ∈ N, v ∈ E0, k1, . . . , kn ∈ K×, α1, . . . , αn ∈ Path(E), X è un
sottoinsieme ﬁnito e proprio di s−1(v), appartiene a J . Supponiamo per
assurdo che esista un elemento x della forma descritta in (3.2) che appartenga
a I\J . Scegliamo tale elemento in modo che n sia minimale. Non è restrittivo
supporre k1 = 1 e r(αi) = v per ogni i = 1, . . . , n.
Sia Sx = { s(αi) | i = 1, . . . , n }. Per ogni w ∈ Sx abbiamo wx ∈ I, ma
x =
∑
w∈Sx wx, quindi wx /∈ J per un qualche w ∈ Sx. Siccome wx è ancora
della forma presentata in (3.2), possiamo assumere che s(αi) = s(αj) per
ogni i, j = 1, . . . , n.
Inoltre, possiamo scegliere x con l'ulteriore condizione che la n-upla
(`(α1), . . . , `(αn)) sia la minima possibile rispetto all'ordine lessicograﬁco
di (Z+)n.
Analizziamo tutti i casi possibili che si possono presentare e mostriamo
che tutti portano a una contraddizione.
Come primo caso supponiamo che `(αi) > 0 per ogni i = 1, . . . , n.
Consideriamo l'insieme ﬁnito
A =
{
f ∈ E1 ∣∣ f∗αi 6= 0 per qualche i = 1, . . . , n } .
Osserviamo che f∗x ∈ J per ogni f ∈ A perché l'elemento f∗x ha la stes-
sa forma di x, ma o ha un numero di termini minore di x, oppure ha lo
stesso numero di termini e la n-upla (`(f∗α1), . . . , `(f∗αn)) è minore di
(`(α1), . . . , `(αn)). Quindi ff∗x ∈ J per ogni f ∈ A, e di conseguenza∑
f∈A ff
∗x ∈ J . Ma quest'ultimo termine è precisamente x, che non può
appartenere a J per come è stato scelto.
Supponiamo ora `(αi) = 0 per qualche i = 1, . . . , n. Per la minimalità di
(`(α1), . . . , `(αn)) abbiamo `(α1) = 0, ovvero α1 è un vertice e coincide con
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v. Siccome i cammini αi hanno lo stesso vertice iniziale e come vertice ﬁnale
v, allora tutti sono dei cammini chiusi basati su v. Ora abbiamo tre sotto
casi.
Supponiamo che non ci siano cammini chiusi semplici basati su v. Allora
necessariamente non possono esistere dei cammini chiusi basati su v, ovvero
si deve avere n = 1. Di conseguenza l'elemento x si riduce a
x = v
(
v −
∑
e∈X
ee∗
)
,
che è un generatore di J . Questo contraddice l'assunzione x ∈ I \ J .
Supponiamo che esista esattamente un cammino semplice basato su v.
Necessariamente questo cammino chiuso semplice, che indichiamo con c, deve
essere un ciclo. In particolare, c è l'unico ciclo basato su v. Di conseguenza
ogni altro cammino chiuso αi deve essere una potenza di c. Ma questo
ci porta ancora a concludere che x è un generatore di J contraddicendo
l'assunzione x ∈ I \ J .
Supponiamo che esistano almeno due cammini chiusi semplici basati su
v. Consideriamo l'insieme
F =
{
f ∈ E1 ∣∣ f∗αi 6= 0 per qualche i = 2, . . . , n } .
Si possono presentare due ulteriori sotto casi. Se F ∩ X 6= ∅, allora per
f ∈ F ∩X abbiamo
ff∗x = ff∗
(
v +
n∑
i=2
kiαi
)(
v −
∑
e∈X
ee∗
)
=
(
ff∗ +
n∑
i=2
kiff
∗αi
)(
v −
∑
e∈X
ee∗
)
= ff∗
(
v −
∑
e∈X
ee∗
)
+
(
n∑
i=2
kiff
∗αi
)(
v −
∑
e∈X
ee∗
)
=
(
n∑
i=2
kiff
∗αi
)(
v −
∑
e∈X
ee∗
)
.
Si osservi che ff∗αi o è nullo oppure coincide con αi. Quindi ff∗x appartiene
a J per la minimalità di n. Anche l'elemento
x− ff∗x =
(
v +
∑
{ αi | f∗αi=0 }
kiαi
)(
v −
∑
e∈X
ee∗
)
appartiene a J per la minimalità di n. In conclusione, arriviamo a dire
x = (x−ff∗x)+ff∗x ∈ J che contraddice nuovamente l'assunzione x ∈ I\J .
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Se F ∩ X = ∅, allora il cammino α2 è un cammino chiuso basato sul
vertice v tale che e∗α2 = 0 per ogni e ∈ X. Scriviamo α2 = fα′2 per
opportuni f ∈ F e α′2 ∈ Path(E). Tra tutti i cammini chiusi di E con punto
base v e lato iniziale f , sia g1 quello di lunghezza minima. Necessariamente
g1 deve essere un ciclo, e siccome il suo lato iniziale è f vale e∗g1 = 0 per
ogni e ∈ X. In particolare, abbiamo (v −∑e∈X ee∗)g1 = g1. Per quanto
ipotizzato precedentemente, esiste un secondo cammino semplice g2, diverso
da g1, basato su v. In particolare, g∗2g1 = 0. Consideriamo t un intero
positivo tale che `(gt1) > `(αn). Sia y l'elemento (g
t
1)
∗xgt1 di LK(E):
y = (gt1)
∗xgt1 = (g
t
1)
∗
(
v +
n∑
i=2
kiαi
)(
v −
∑
e∈X
ee∗
)
gt1
= (gt1)
∗
(
v +
n∑
i=2
kiαi
)
gt1
= v +
n∑
i=2
ki(g
t
1)
∗αigt1.
Siccome x ∈ I, per la proprietà di assorbimento y ∈ I.
Se (gt1)
∗αigt1 6= 0, allora (gt1)∗αi 6= 0. Siccome `(gt1) > `(αn) ≥ `(αi), il
cammino αi coincide con il tratto iniziale del cammino gt1. Ma siccome αi
è un cammino chiuso con punto base v e g1 è un ciclo, abbiamo αi = g
ri
1 ,
con ri ∈ Z+. In particolare, ogni αi commuta con gt1, quindi ogni volta che
un termine (g∗1)tαigt1 è non nullo, necessariamente è uguale ad αi. Possiamo
scrivere
y = v +
n∑
i=2
δikig
ri
1 ,
dove δi = 1 se (gt1)
∗αigt1 6= 0, e δi = 0 altrimenti.
Ora g∗2yg2 = g∗2vg2 = v perché g∗2g1 = 0. Per la proprietà di assorbimento
v ∈ I ∩ E0 ⊆ J , e di conseguenza x = vx ∈ J , che contraddice l'assunzione
x ∈ I \ J .
Dimostriamo ora che ogni elemento di I appartiene a J . Supponiamo
per assurdo che esista un elemento x appartenente a I \ J . Per il pun-
to (ii) del Lemma 1.2.5 possiamo scrivere x =
∑n
i=1 kiαiβ
∗
i , dove n ∈ N,
α1, . . . , αn, β1, . . . , βn ∈ Path(E), k1, . . . , kn ∈ K×. Scegliamo tale x in
modo che n sia minimo, e che la n-upla (`(β1), . . . , `(βn)) sia minima ri-
spetto all'ordine lessicograﬁco di (Z+)n. Osserviamo che possiamo scrivere
x =
∑
v∈E0 xv, dove la sommatoria a secondo membro è sicuramente ﬁnita.
Siccome x ∈ I \ J , allora xv /∈ I \ J per un qualche v ∈ E0. Dunque possia-
mo supporre r(β∗i ) = v per ogni i = 1, . . . , n e per un opportuno v ∈ E0, e
k1 = 1.
Per non ricadere nel caso precedente si ha `(βi) > 0 per un qualche
i = 1, . . . , n.
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Supponiamo `(βi) > 0 per ogni i = 1, . . . , n. Denotiamo con ei il lato ini-
ziale di βi e scriviamo βi = eiβ′i per un opportuno β
′
i ∈ Path(E). Osserviamo
che per ogni f ∈ s−1(v) abbiamo
xf =
(
n∑
i=1
kiαiβ
∗
i
)
f =
n∑
i=1
kiαiβ
∗
i f =
∑
{ i | ei=f }
kiαi(β
′
i)
∗.
L'elemento xf appartiene a I per la proprietà di assorbimento. Se xf ha un
numero di addendi minore di n, per la minimalità di n, xf ∈ J . Altrimenti,
siccome (`(β′1), . . . , `(β′n)) < (`(β1), . . . , `(βn)) rispetto l'ordine lessicograﬁ-
co, di nuovo xf ∈ J . Dunque xf ∈ J per ogni f ∈ s−1(v). In particolare,
xeje
∗
j ∈ J per ogni βj che compare nell'espressione di x. Ma questo implica
x =
n∑
j=1
xeje
∗
j ∈ J,
che contraddice l'assunzione x ∈ I \ J .
Supponiamo `(βi) = 0 per qualche i = 1, . . . , n. Allora βi = v, e per
la minimalità di (`(β1), . . . , `(βn)) deve essere β1 = v. Sia u ≥ 1 tale che
`(β1) = · · · = `(βu) = 0, e `(βj) > 0 per j ≥ u+ 1. Possiamo scrivere
x = α1 + k2α2 + · · ·+ kuαu + ku+1αu+1β∗u+1 + · · ·+ knαnβ∗n.
Consideriamo l'insieme ﬁnito
T =
{
f ∈ E1 ∣∣ β∗i f 6= 0 per qualche i = u+ 1, . . . , n } .
Analogamente a quanto fatto in precedenza, si veriﬁca che xf ∈ J per
ogni f ∈ T , quindi ∑f∈T xff∗ ∈ J .
Per ogni i = u + 1, . . . , n scriviamo come prima βi = eiβ′i. Allora per
f ∈ T abbiamo β∗j ff∗ = 0 oppure β∗j ff∗ = β∗j se f = ej . Quindi vale
β∗j (v −
∑
f∈T ff
∗) = 0 per ogni i = u+ 1, . . . , n e di conseguenza
x−
∑
f∈T
xff∗ = x
(
v −
∑
f∈T
ff∗
)
= (α1 + k2α2 + · · ·+ kuαu).
Ma x −∑f∈T xff∗ appartiene a J per la prima parte della dimostrazione.
Dunque x = (x−∑f∈T xff∗)+∑f∈T xff∗ ∈ J , contraddicendo l'assunzione
x ∈ I \ J .
In conclusione, siamo riusciti a dimostrare l'inclusione I ⊆ J e di conse-
guenza I = J .
La seguente proposizione ci permette di descrivere i generatori di un
ideale bilatero che non contiene vertici; in particolare, tali generatori sono
dei polinomi valutati in cicli senza uscita.
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Proposizione 3.1.10. Siano E un grafo e K un campo. Se I è un ideale
bilatero non nullo della Leavitt path algebra LK(E), non contenente vertici
di E, allora I non è graduato ed è generato da degli elementi del tipo
y = v +
n∑
i=1
kic
ri ∈ I, (3.3)
dove n ∈ N, v ∈ E0, r1, . . . , rn ∈ N, k1, . . . , kn ∈ K×, c è un ciclo di E
senza uscite con punto base v. Inoltre, dati due generatori v +
∑n
i=1 kic
ri e
v′ +
∑n′
i=1 k
′
ic
′si distinti, allora v  v′ e v′  v.
In particolare, i generatori risultano ortogonali tra loro.
Dimostrazione. L'ideale I non può essere graduato perché altrimenti, per il
Teorema 2.4.10, sarebbe generato dall'insieme H ∪ SH , dove H = I ∩ E0
e S ⊆ BH , ma per ipotesi I ∩ E0 = ∅ e di conseguenza I = I(∅) = { 0 }.
Questo contraddice la nostra scelta I ideale non nullo.
Per il Teorema 3.1.9, sappiamo che l'ideale I è generato dagli elementi
della forma
y =
(
v +
n∑
i=1
kic
ri
)(
v −
∑
e∈X
ee∗
)
∈ I,
dove n ∈ N, v ∈ E0, k1, . . . , kn ∈ K×, r1, . . . , rn ∈ N, X è un sottoinsieme
ﬁnito e proprio di s−1(v), e c è l'unico ciclo con punto base v. Per ogni
generatore y mostriamo che c è senza uscite in E e X = ∅.
Sia y = (v+
∑n
i=1 kic
ri)(v−∑e∈X ee∗) un generatore di I. Mostriamo per
prima cosa che v +
∑n
i=1 kic
ri appartiene a I. Consideriamo f ∈ s−1(v) \X
e poniamo w := r(f). Tale lato f deve essere il lato iniziale del ciclo c,
altrimenti f∗c = 0 e (
∑
e∈X ee
∗)f = 0 implicano
f∗yf = f∗
(
v +
n∑
i=1
kic
ri
)(
v −
∑
e∈X
ee∗
)
f = f∗vf = w ∈ I,
contraddicendo l'ipotesi I ∩ E0 = ∅. Dunque possiamo scrivere c = fα per
un opportuno α ∈ Path(E). Sia h il ciclo αf con punto base w. Notiamo
che
f∗yf = f∗
(
v +
n∑
i=1
kic
ri
)(
v −
∑
e∈X
ee∗
)
f
= f∗
(
v +
n∑
i=1
kic
ri
)
f
= f∗vf +
n∑
i=1
kif
∗crif
= w +
n∑
i=1
kih
ri ∈ I.
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Allora
α∗
(
w +
n∑
i=1
kih
ri
)
α = α∗wα+
n∑
i=1
kiα
∗hriα
= v +
n∑
i=1
kic
ri ∈ I,
come desiderato.
Supponiamo per assurdo che il ciclo c abbia un'uscita e in un suo vertice
u. Scriviamo il ciclo c come βγ, dove β, γ ∈ Path(E), s(β) = r(γ) = v e
r(β) = s(γ) = u. Denotiamo con g il ciclo γβ con punto base u. Possiamo
osservare che
e∗β∗
(
v +
n∑
i=1
kic
ri
)
βe = e∗
(
β∗vβ +
n∑
i=1
kiβ
∗criβ
)
e
= e∗
(
u+
n∑
i=1
kig
ri
)
e
= e∗ue = r(e) ∈ I.
Questo contraddice l'ipotesi I ∩ E0 = ∅; la contraddizione nasce dall'aver
supposto l'esistenza di un'uscita nel ciclo c.
Siccome c non ha uscite, l'insieme s−1(v) ha cardinalità uno. L'insieme
X per essere un sottoinsieme proprio di s−1(v) deve essere l'insieme vuoto.
Sia y = v +
∑n
j=1 kic
ri un generatore di I. Se esiste un altro generatore
y′ = v +
∑n′
j=1 k
′
ic
′si di I, allora siccome c è un ciclo senza uscite, è l'unico
ciclo con punto base v. Dunque c = c′ e y′ = v +
∑n′
j=1 k
′
ic
si . Ora facendo
riferimento alle notazioni dell'Osservazione 3.1.6, consideriamo il polinomio
pv(x) ∈ Qc di grado minimo. Possiamo aﬀermare che che y e y′ sono multipli
di pv(c). Quindi i generatori che coinvolgono lo stesso vertice possono essere
sostituiti con pv(c).
Consideriamo pv(c) e pw(d), due generatori di I, dove c e d sono cicli di
E senza uscite basati rispettivamente sui vertici v e w, tali che c = αβ e
d = βα per opportuni α, β ∈ Path(E), pv(x) ∈ Qc e pw(x) ∈ Qd di grado
minimo. Allora α∗pv(c)α = pw(d), ovvero il generatore pw(d) può essere
omesso.
Inoltre, se v ≤ w oppure w ≤ v, per la Proposizione 3.1.7, gli ideali
generati da pv(c) e pw(d) rispettivamente, coincidono. Quindi uno dei due
generatori può essere omesso.
Questo processo di rimozione e sostituzione dei generatori ci porta a
trovare un insieme di generatori della forma descritta in (3.3); inoltre dati
due generatori y = v+
∑n
j=1 kic
ri e y′ = v′+
∑n′
j=1 k
′
ic
′si distinti di I, v 6= v′,
i lati dei cicli c e c′ sono diversi e il grado di ciascun polinomio che deﬁnisce il
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generatore è positivo ed è il minimo possibile. In particolare, tali generatori
risultano ortogonali tra loro.
Deﬁnizione 3.1.11. Sia E un grafo. Consideriamo H un insieme saturo
ed ereditario di vertici di E ed S un sottoinsieme di vertici di rottura di H.
Per ogni vertice v di E indichiamo con CSP (v) l'insieme dei cammini chiusi
semplici di E basati su v.
Deﬁniamo i seguenti insiemi:
Cu(E) := { c | c è un ciclo di E per il quale |CSP (v)| = 1 per ogni v ∈ Vc }
Cne(E) := { c | c è un ciclo senza uscite di E }
C(H,S)(E) := { c | Vc ∩ (H ∪ (BH \ S)) = ∅ e r(e) ∈ H per ogni uscita e di c } .
Osservazione 3.1.12. Sia E un grafo. Consideriamo H un insieme saturo
ed ereditario di vertici di E ed S un sottoinsieme di vertici di rottura di H.
Vediamo alcune inclusioni relative agli insiemi della Deﬁnizione 3.1.11.
Se v appartiene a un ciclo senza uscite, allora tale ciclo è l'unico cammino
chiuso semplice con punto base v. Ovvero vale Cne(E) ⊆ Cu(E).
Se c è un ciclo nell'insieme C(H,S)(E), per ogni uscita e di c vale T (r(e)) ⊆
H per l'ereditarietà di H, ma siccome Vc∩H = ∅, il ciclo c è l'unico cammino
chiuso semplice passante per i suoi vertici. Quindi C(H,S)(E) ⊆ Cu(E).
Sia E/(H,S) il grafo quoziente rispetto la coppia (H,S) come nella De-
ﬁnizione 2.4.18. Osserviamo che ogni ciclo senza uscite del grafo E/(H,S),
visto come ciclo di E, appartiene all'insieme C(H,S)(E). Inoltre, ogni ciclo
appartenente all'insieme C(H,S)(E) corrisponde a un ciclo senza uscite in
E/(H,S). Quindi vale Cne(E/(H,S)) = C(H,S)(E).
Il seguente teorema ci permette di descrivere con maggiore precisione i
generatori di un ideale bilatero di una Leavitt path algebra LK(E) di un
grafo E rispetto a un campo K. In particolare, sia I un ideale bilatero,
allora i suoi generatori possono essere:
• un vertice di E appartenente a I;
• elementi del tipo v −∑e∈A(v,H) ee∗ ∈ I, dove v è un vertice di rottura
dell'insieme H := I ∩ E0 e A(v,H) = s−1(v) ∩ r−1(E0 \H);
• elementi del tipo u + ∑ni=1 kicri ∈ I, dove n ∈ N, r1, . . . , rn ∈ N,
k1, . . . , kn ∈ K×, u = c0, c è un ciclo di E i cui vertici non appartengono
adH e non sono vertici di rottura v diH, tali che v−∑e∈A(v,H) ee∗ ∈ I,
e i vertici ﬁnali di tutte le uscite di c appartengono ad H.
Teorema 3.1.13. Siano E un grafo e K un campo. Consideriamo I un
ideale bilatero della Leavitt path algebra LK(E). Siano H := I ∩ E0 ed
S =
{
v ∈ BH
∣∣ vH ∈ I }. Allora esistono un sottoinsieme C ⊆ C(H,S)(E)
e un insieme P = { pc(x) }c∈C di polinomi a coeﬃcienti in K, con grado
161
positivo e pc(0) = 1 per ogni c ∈ C, tali che l'ideale I è generato dall'insieme
H ∪ SH ∪ PC , dove PC è l'insieme { pc(c) }c∈C .
Dimostrazione. Per la Proposizione 3.1.5, l'ideale bilatero I(H ∪ SH) di
LK(E), generato dall'insieme H ∪ SH , è il più grande ideale graduato con-
tenuto in I. Supponiamo che tale inclusione sia stretta, altrimenti non
c'è niente da provare. Per il Teorema 2.4.21 esiste un isomorﬁsmo ϕ :
LK(E)/I(H ∪ SH)→ LK(E/(H,S)), dove LK(E/(H,S)) è la Leavitt path
algebra associata al grafo quoziente E/(H,S) rispetto alla coppia (H,S) (ve-
di Deﬁnizione 2.4.18). L'ideale I/I(H∪SH) di LK(E)/I(H∪SH) è isomorfo
a un ideale J di LK(E/(H,S)).
Vogliamo mostrare ora che l'ideale J non contiene vertici di E/(H,S).
Ricordiamo quanto detto nell'Osservazione 2.4.22 e che (E/(H,S))0 = (E0 \
H) ∪ { v′ | v ∈ BH \ S }. Quindi l'intersezione J ∩ (E/(H,S))0 può essere
scritta come
J ∩ (E/(H,S))0 = (J ∩ (E0 \H)) ∪ (J ∩ { v′ ∣∣ v ∈ BH \ S }).
Aﬀermiamo che l'intersezione J ∩ (E0 \H) è vuota. Infatti, supponiamo
esista v ∈ J ∩ (E0 \ H), allora si possono presentare due casi. Se v ∈
(E0 \ H) \ (BH \ S), allora ϕ−1(v) = v + I(H ∪ SH) ∈ I/I(H ∪ SH). In
particolare, deve valere v ∈ I ∩ E0 = H che contraddice v ∈ E0 \ H. Se
v ∈ BH \ S, allora ϕ−1(v) = v − vH + I(H ∪ SH). In particolare, abbiamo
v− vH ∈ I. Sia f ∈ A(v,H), per la proprietà di assorbimento di I possiamo
scrivere
(v − vH)f =
( ∑
e∈A(v,H)
ee∗
)
f = f ∈ I.
Allora f∗f = r(f) ∈ I ∩ E0 = H. Questo è una contraddizione perché i
vertici ﬁnali dei lati appartenenti all'insieme A(v,H) non appartengono ad
H.
Aﬀermiamo che l'intersezione J ∩ { v′ | v ∈ BH \ S } è vuota. Infatti,
se esiste v′ ∈ J ∩ { v′ | v ∈ BH \ S }, allora ϕ−1(v′) = vH + I(H ∪ SH) ∈
I/I(H∪SH). In particolare, vH ∈ I e di conseguenza v ∈ S. Ciò contraddice
v ∈ BH \ S.
Applicando la Proposizione 3.1.10 possiamo concludere che esistono un
sottoinsieme C ⊆ Cne(E/(H,S)) e un insieme P = { pc(x) }c∈C di poli-
nomi a coeﬃcienti in K, con grado positivo e pc(0) = 1 per ogni c ∈ C,
tali che l'ideale J è generato dall'insieme PC = { pc(c) }c∈C . Ricordia-
mo che per quanto detto nell'Osservazione 3.1.12, l'insieme Cne(E/(H,S))
coincide con l'insieme C(H,S)(E). Per ogni ciclo c ∈ C(H,S)(E) abbiamo
ϕ−1(c) = c+ I(H ∪SH), quindi l'ideale I/I(H ∪SH) è generato dall'insieme{
pc(c) + I(H ∪ SH)
}
c∈C . Questo ci permette di concludere che I coincide
con I(H ∪ SH) + I(PC) = I(H ∪ SH ∪ PC), dove I(PC) e I(H ∪ SH ∪ PC)
sono gli ideali bilateri di LK(E), generati rispettivamente dagli insiemi PC
e H ∪ SH ∪ PC .
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3.2 Il Teorema di Struttura degli Ideali bilateri
Il reticolo QE. Per poter dare una descrizione del reticolo degli ideali
bilateri di una Leavitt path algebra, introduciamo il reticolo QE .
Ricordiamo il reticolo TE e l'ordine parziale ≤ su esso deﬁnito nella
Deﬁnizione 2.5.1.
Deﬁnizione 3.2.1. Siano E un grafo e K un campo. Deﬁniamo l'insie-
me QE formato dalle terne in cui la prima componente è un elemento
(H,S) ∈ TE ; la seconda componente è un sottoinsieme C di C(H,S)(E);
la terza componente è un insieme P = { pc(x) }c∈C , dove per ogni c ∈ C,
pc(x) è un polinomio di grado positivo a coeﬃcienti in K e tale che pc(0) = 1.
Sull'insiemeQE deﬁniamo la relazione4: consideriamo ((H1, S1), C1, P1)
e ((H2, S2), C2, P2) in QE , dove Pi =
{
p
(i)
c (x)
}
c∈Ci
e VCi = ∪c∈CiVc, allora
((H1, S1), C1, P1) 4 ((H2, S2), C2, P2) se, e solo se,
(H1, S1) ≤ (H2, S2), VC1 ⊆ H2 ∪ VC2 , p(2)c (x)|p(1)c (x) ∀c ∈ C1 ∩ C2.
Veriﬁchiamo che 4 è un ordine parziale. La proprietà riﬂessiva di 4 è
immediata dalla riﬂessività di ≤.
Siano ((H1, S1), C1, P1), ((H2, S2), C2, P2) ∈ QE , tali che
((H1, S1), C1, P1) 4 ((H2, S2), C2, P2) e
((H2, S2), C2, P2) 4 ((H1, S1), C1, P1).
Allora (H1, S1) ≤ (H2, S2) e (H2, S2) ≤ (H1, S1); per la proprietà antisim-
metrica di ≤ abbiamo (H1, S1) = (H2, S2). Sappiamo anche che VC1 ⊆
H2 ∪ VC2 = H1 ∪ VC2 e VC2 ⊆ H1 ∪ VC1 = H2 ∪ VC1 . Quindi VC1 ⊆ VC2 e
VC2 ⊆ VC1 , ovvero VC1 = VC2 . Siccome i cicli appartenenti a Ci, per i = 1, 2,
sono senza uscite nel grafo quoziente E/(H1, S1) = E/(H2, S2), allora pos-
siamo concludere C1 = C2. Ora è immediata P1 = P2 perché p
(1)
c (x)|p(2)c (x),
p
(2)
c (x)|p(1)c (x) e p(1)c (0) = p(2)c (0) = 1 per ogni c ∈ C1 = C2. In conclusione,
((H1, S1), C1, P1) = ((H2, S2), C2, P2) e 4 è antisimmetrica.
Siano ((H1, S1), C1, P1), ((H2, S2), C2, P2), ((H3, S3), C3, P3) ∈ QE , tali
che
((H1, S1), C1, P1) 4 ((H2, S2), C2, P2) e
((H2, S2), C2, P2) 4 ((H3, S3), C3, P3).
Allora (H1, S1) ≤ (H2, S2) e (H2, S2) ≤ (H3, S3); per la proprietà transitiva
di ≤ abbiamo (H1, S1) ≤ (H3, S3). In particolare, H1 ⊆ H3. Inoltre, vale
anche VC1 ⊆ H2∪VC2 e VC2 ⊆ H3∪VC3 , quindi VC1 ⊆ H3∪VC3 . Inﬁne, se c ∈
C1∩C3, allora VC1∩H2 = ∅ e di conseguenza VC1 ⊆ VC2 ; per forza si deve ave-
re c ∈ C2. Per ogni c ∈ C1 ∩C3 vale p(3)c (x)|p(2)c (x) e p(2)c (x)|p(1)c (x), che im-
plicano p(3)c (x)|p(1)c (x). In conclusione, ((H1, S1), C1, P1) 4 ((H3, S3), C3, P3)
e 4 è transitiva.
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Osservazione 3.2.2. Siano (H1, S1), (H2, S2) ∈ TE tali che (H1, S1) ≤
(H2, S2). Allora VC(H1,S1) ⊆ H2 ∪ VC(H2,S2) . Infatti, sia c ∈ C(H1,S1). Ri-
cordiamo che Vc ∩ (H1 ∪ (BH1 \ S1)) = ∅ ed r(e) ∈ H1 per ogni uscita e di
c.
Se Vc ∩H2 6= ∅, allora per l'ereditarietà di H2 vale Vc ⊆ H2.
Altrimenti, mostriamo che vale Vc ∩ (BH2 \ S2) = ∅. Supponiamo esista
v ∈ Vc ∩ (BH2 \ S2). Osserviamo che esiste e ∈ s−1(v) tale che r(e) /∈ H1 ∪
(BH1 \S1) e per ogni f ∈ s−1(v) \ { e } abbiamo r(f) ∈ H1. Grazie a questo
possiamo concludere che v è un vertice di rottura diH1. Siccome v /∈ BH1\H1
dobbiamno avere v ∈ S1 ⊆ S2 ∪ H2. Siccome v /∈ H2 l'unica possibilità
che rimane è v ∈ S2, ma ciò contraddice la scelta di v. In conclusione
Vc∩ (H2∪ (BH2 \S2)) = ∅ e c ∈ C(H2,S2). Abbiamo così ottenuto l'inclusione
desiderata Vc ⊆ VC(H2,S2) .
Con la seguente proposizione deﬁniamo una struttura di reticolo sull'in-
sieme parzialmente ordinato (QE ,4).
Richiamiamo la Deﬁnizione 2.5.4 di S-saturazione di un insieme di vertici
ereditario.
Dati due polinomi p(x) e q(x) a coeﬃcienti in un campo K, allora con
g.c.d.(p(x), q(x)) indichiamo il loro massimo comun divisore, mentre con
l.c.m.(p(x), q(x)) indichiamo il loro minimo comune multiplo.
Proposizione 3.2.3. Siano E un grafo e K un campo. L'insieme parzial-
mente ordinato (QE ,4) è un reticolo dove gli estremi superiore ∨ e inferiore
∧ sono così deﬁniti: dati ((H1, S1), C1, P1), ((H2, S2), C2, P2) ∈ QE, allora
((H1, S1), C1, P1) ∨ ((H2, S2), C2, P2) (3.4)
=
(
(H1 ∪H2 ∪ VCS1∪S2 , (S1 ∪ S2) \H1 ∪H2 ∪ VCS1∪S2),
C1 ∨ C2,
{
g.c.d.(p1c(x), p
2
c(x))
}
c∈C1∨C2
)
,
dove
C =
{
c ∈ C1 ∩ C2
∣∣∣ g.c.d.(p(1)c (x), p(2)c (x)) = 1 }
C1 ∨ C2 = (C1 ∪ C2) \
{
c ∈ C1 ∪ C2
∣∣∣ Vc ⊆ H1 ∪H2 ∪ VCS1∪S2 }
(poniamo p
(i)
c (x) = 0 se c /∈ Ci per i = 1 o 2);
((H1, S1), C1, P1) ∧ ((H2, S2), C2, P2) (3.5)
=
(
(H1, S1) ∧ (H2, S2), C1 ∧ C2,
{
l.c.m.(p(1)c (x), p
(2)
c (x))
}
c∈C1∧C2
)
dove
C1 ∧ C2 = (C1 ∩ C2) ∪ CH21 ∪ CH12
con CH21 = { c ∈ C1 | Vc ⊆ H2 } e CH12 = { c ∈ C2 | Vc ⊆ H1 }
(poniamo p
(i)
c (x) = 1 se c /∈ Ci per i = 1 o 2).
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Dimostrazione. Siano ((H1, S1), C1, P1), ((H2, S2), C2, P2) ∈ QE . Indichia-
mo con ((H˜, S˜), C˜, P˜ ) l'elemento della formula (3.4). Per prima cosa mo-
striamo che ((H˜, S˜), C˜, P˜ ) ∈ QE e ((Hi, Si), Ci, Pi) 4 ((H˜, S˜), C˜, P˜ ) per
i = 1, 2. Osserviamo subito che
Hi ⊆ H1 ∪H2 ∪ VCS1∪S2 e
Si ⊆ H1 ∪H2 ∪ VCS1∪S2 ∪
(
(S1 ∪ S2) \H1 ∪H2 ∪ VCS1∪S2
)
= S1 ∪ S2
per i = 1, 2. Ovvero, (Hi, Si) ≤ (H˜, S˜) per i = 1, 2.
Sia c ∈ C1∨C2. Allora c ∈ C1 o c ∈ C2, e Vc∩ H˜ = ∅. Per l'Osservazione
3.2.2 c ∈ C(H˜,S˜).
Osserviamo anche che
VCi ⊆ VC1∨C2 ∪H1 ∪H2 ∪ VCS1∪S2 = VC1 ∪ VC2
per i = 1, 2.
Inﬁne, usando la convenzione i, j = 1, 2 e i 6= j, sia c ∈ (C1 ∨ C2) ∩ Ci.
Se c /∈ Cj , allora p(j)c (x) = 0 e g.c.d.(0, p(i)c (x)) = p(i)c (x)|p(i)c (x). Se c ∈ Cj ,
allora g.c.d.(p(i)c (x), p
(j)
c (x))|p(i)c (x).
Sia ((H ′, S′), C ′, P ′) ∈ QE tale che ((Hi, Si), Ci, Pi) 4 ((H ′, S′), C ′, P ′)
per i = 1, 2. Dobbiamo mostrare che ((H˜, S˜), C˜, P˜ ) 4 ((H ′, S′), C ′, P ′).
Proviamo per prima cosa (H˜, S˜) ≤ (H ′, S′). Notiamo che H1 ∪H2 ⊆ H ′ e
S1 ∪ S2 ⊆ H ′ ∪ S′. Dobbiamo provare VC ⊆ H ′. Prima veriﬁchiamo che
C ∩ C ′ = ∅. Sia c ∈ C ∩ C ′, allora c ∈ C1 ∩ C2 e g.c.d.(p(1)c (x), p(2)c (x)) = 1.
Siccome ((Hi, Si), Ci, Pi) 4 ((H ′, S′), C ′, P ′) e c ∈ Ci ∩ C ′ per i = 1, 2,
abbiamo p′c(x)|p(i)c per i = 1, 2, dove P ′ = { p′c(x) }c∈C′ . Questo implica
che p′c(x) = 1, contraddicendo la scelta di p′c(x) come polinomio di grado
positivo. Come desiderato, si deve avere C∩C ′ = ∅ e in particolare VC∩VC′ =
∅. Grazie a VC ⊆ VC1 ⊆ H ′ ∪ VC′ e VC ∩ VC′ = ∅, abbiamo VC ⊆ H ′ e
H1 ∪ H2 ∪ VC ⊆ H ′. Ora utilizzando la descrizione induttiva dell'insieme
H1 ∪H2 ∪ VCS1∪S2 descritta nel Lemma 2.5.5, e procedendo in modo analogo
a quanto fatto nella Proposizione 2.5.6, si dimostra cheH1 ∪H2 ∪ VCS1∪S2 ⊆
H ′.
Chiaramente valgono (S1∪S2)\H1 ∪H2 ∪ VCS1∪S2 ⊆ H ′∪S′ e VC1∨C2 ⊆
VC1 ∪ VC2 ⊆ H ′ ∪ VC′ .
Inﬁne, se c ∈ (C1 ∨ C2) ∩ C ′, abbiamo p′c(x)|p(i)c (x) per i = 1, 2. Quindi
per ogni c ∈ (C1 ∨ C2) ∩ C ′ vale p′c(x)|g.c.d.(p(1)c (x), p(2)c (x)).
Possiamo concludere che ((H˜, S˜), C˜, P˜ ) 4 ((H ′, S′), C ′, P ′), ovvero la
terna ((H˜, S˜), C˜, P˜ ) corrisponde all'estremo superiore di ((H1, S1), C1, P1) e
((H2, S2), C2, P2).
Siano ((H1, S1), C1, P1), ((H2, S2), C2, P2) ∈ QE . Indichiamo con ((H,S), C, P )
l'elemento della formula (3.5). Per prima cosa mostriamo che ((H,S), C, P ) ∈
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QE e ((H,S), C, P ) 4 ((Hi, Si), Ci, Pi) per i = 1, 2. Ricordiamo che per la
Proposizione 2.5.6
(H1, S1) ∧ (H2, S2) = (H1 ∩H2, (S1 ∩ S2) ∪ ((S1 ∪ S2) ∩ (H1 ∪H2)))
= (H1 ∩H2, (S1 ∩ S2) ∪ (S1 ∩H2) ∪ (S2 ∩H1))
è l'estremo inferiore delle coppie (H1, S1) e (H2, S2) nel reticolo TE . Quindi
vale (H,S) = (H1, S1) ∧ (H2, S2) ≤ (Hi, Si) per i = 1, 2.
Veriﬁchiamo che per ogni ciclo nell'insieme C1 ∧ C2, i suoi vertici non
appartengono all'insieme BH1∩H2 \ ((S1 ∩ S2) ∪ (S1 ∩H2) ∪ (S2 ∩H1)). Sia
c ∈ C1∩C2. Supponiamo esista v ∈ Vc∩BH1∩H2 . Siccome Vc∩(H1∪H2) = ∅,
esiste e ∈ s−1(v) tale che r(e) /∈ (H1 ∪H2). Ovvero v è anche un vertice di
rottura degli insiemi H1 e H2. Siccome Vc∩ (BH1 \S1∪BH2 \S2) = ∅, allora
v ∈ S1 ∩ S2.
Sia c ∈ CH21 . Supponiamo esista v ∈ Vc ∩ BH1∩H2 . Siccome v ∈ H2,
ma non appartiene a H1, è un vertice di rottura di H1. Ma v non può
appartenere a BH1 \ S1, quindi v ∈ S1. In particolare v ∈ S1 ∩H2.
Il caso in cui c ∈ CH12 è analogo al precedente.
Grazie a quanto appena dimostrato possiamo aﬀermare che l'insieme dei
vertici dei cicli in C1 ∧ C2 è contenuto in VCi ∪Hi per i = 1, 2.
Sia c ∈ (C1 ∧ C2) ∩ Ci, allora p(i)c (x)|l.c.m.(p(1)c (x), p(2)c (x)) per i = 1, 2.
Sia ((H ′, S′), C ′, P ′) ∈ QE tale che ((H ′, S′), C ′, P ′) 4 ((Hi, Si), Ci, Pi)
per i = 1, 2. Dobbiamo mostrare che ((H ′, S′), C ′, P ′) 4 ((H,S), C, P ). In
particolare, vale (H ′, S′) ≤ (Hi, Si) per i = 1, 2, quindi per la deﬁnizione di
estremo inferiore (H ′, S′) ≤ (H,S) = (H1, S1) ∧ (H2, S2).
Da VC′ ⊆ VCi ∪Hi per i = 1, 2, abbiamo
VC′ ⊆ (VC1∪H1)∩(VC2∪H2) = (VC1∩VC2)∪(VC1∩H2)∪(H1∩VC2)∪(H1∩H2).
Da questo è chiaro che VC′ ⊆ (H1 ∩H2) ∪ VC1∧C2 = H ∪ VC .
Ora per ogni c ∈ Ci ∩ C ′ e i = 1, 2, abbiamo p(i)c (x)|p′c(x) (ricordia-
mo la convenzione adottata nell'enunciato). Quindi possiamo conclude-
re che l.c.m.(p(1)c (x), p
(2)
c (x))|p′c(x) per ogni c ∈ (C1 ∧ C2) ∩ C ′. Ovvero
((H ′, S′), C ′, P ′) 4 ((H,S), C, P ), mostrando così che la terna ((H,S), C, P )
coincide con l'estremo inferiore di ((H1, S1), C1, P1) e ((H2, S2), C2, P2).
Il Teorema di Struttura degli Ideali Bilateri. Siano E un grafo e K
un campo. Consideriamo (L (LK(E)),⊆), il reticolo degli ideali bilateri della
Leavitt path algebra LK(E), e il reticolo (QE ,4) della Deﬁnizione 3.2.1.
Consideriamo le seguenti funzioni:
Φ : QE → L (LK(E))
((H,S), C, P ) 7→ I(H ∪ SH ∪ PC),
(3.6)
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dove P = { pc(x) }c∈C , PC = { pc(c) }c∈C e I(H∪SH∪PC) è l'ideale bilatero
di LK(E) generato dall'insieme H ∪ SH ∪ PC ;
Ψ : L (LK(E))→ QE
I 7→ ((H,S), C, P ), (3.7)
dove H = I ∩ E0, S = { v ∈ BH ∣∣ vH ∈ I } e le componenti C e P sono
deﬁniti come nel Teorema 3.1.13.
Vogliamo mostrare che Φ e Ψ sono biiezioni.
Proposizione 3.2.4. Siano E un grafo e K un campo. Sia ((H,S), C, P ) ∈
QE. Consideriamo l'ideale bilatero I(H ∪ SH ∪ PC) di LK(E), generato
dall'insieme H∪SH∪PC . Allora vale H = I∩E0 e S =
{
v ∈ BH
∣∣ vH ∈ I }.
In particolare, le funzioni Φ e Ψ, deﬁnite rispettivamente in (3.6) e (3.7),
sono due biiezioni.
Dimostrazione. Siano ((H,S), C, P ) ∈ QE e I := I(H ∪ SH ∪ PC) ideale
bilatero di LK(E), generato dall'insieme H ∪SH ∪PC . Notiamo che l'ideale
graduato I(H ∪ SH) di LK(E), generato da H ∪ SH , è contenuto in I.
Richiamiamo la Deﬁnizione 2.4.18 e ricordiamo che l'insieme dei vertici di
E/(H,S) è ((E/(H,S))0 = (E0 \H) ∪ { v′ | v ∈ BH \ S }.
Consideriamo l'ideale I/I(H ∪ SH) = I(PC) + I(H ∪ SH) dell'algebra
quoziente LK(E)/I(H ∪SH). Per il Teorema 2.4.21, possiamo aﬀermare che
l'ideale I(PC) + I(H ∪SH) è isomorfo all'ideale J della Leavitt path algebra
LK(E/(H,S)), generato dall'insieme PC . Ricordiamo che per l'Osservazione
3.1.12, i cicli in C corrispondono a cicli senza uscite di E/(H,S). Per la
Proposizione 3.1.8, l'ideale J non contiene vertici di E/(H,S).
Supponiamo esista v ∈ E0 \H appartenente ad I. Facciamo riferimento
a quanto detto nell'Osservazione 2.4.22. Se v ∈ (E0 \H) \ (BH \ S), allora
v+I(H ∪SH) corrisponde a un vertice in J . Se v ∈ BH \S, allora v+I(H ∪
SH) corrisponde all'elemento v+ v′ ∈ J . Per la proprietà di assorbimento di
J abbiamo v(v + v′) = v ∈ J .
Supponiamo esista v ∈ BH \ S tale che vH ∈ I. Allora vH corrisponde
al vertice v′ ∈ J sempre grazie all'Osservazione 2.4.22.
In ogni caso arriviamo a concludere che J contiene dei vertici. Quindi
H = I ∩ E0 e S = { v ∈ BH ∣∣ vH ∈ I }.
Sia ((H,S), C, P ) ∈ QE e poniamo Φ(((H,S), C, P )) = I. Vogliamo
Mostrare che Ψ ◦ Φ(((H,S), C, P )) = Ψ(I) = ((H,S), C, P ). Grazie a
quanto dimostrato precedentemente, la prima componente della terna Ψ(I)
è la coppia (H,S). Per il Teorema 3.1.13 i generatori di I sono esatta-
mente gli elementi dell'insieme H ∪ SH ∪ PC . Infatti, se esistono un ciclo
h ∈ C(H,S) e un polinomio g(x) a coeﬃcienti in K, di grado positivo e
con termine noto 1, tali che g(h) + I(H ∪ SH) ∈ I/I(H ∪ SH), allora pos-
siamo scrivere g(h) =
∑n
i=1 kiaib
∗
i p(gi)cid
∗
i , dove n ∈ N, k1, . . . , kn ∈ K,
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ai, bi, ci, di ∈ Path(E) per ogni i = 1, . . . , n e p1(g1), . . . , pn(gn) ∈ PC . Mol-
tiplicando tale uguaglianza ambo i membri a destra e a sinistra per v, punto
base di h, abbiamo vg(h)v = g(h) e gli addendi vkiaib∗i p(gi)cid
∗
i v sono non
nulli per i = 1, . . . , n. Quindi s(ai) = v, r(ai) = r(bi), ed s(bi) = vi, dove vi è
il punto base di gi. Siccome i cicli h e gi sono senza uscite in E/(H,S), allora
r(ai) = r(bi) è un vertice sia di h che di gi, ma ciò non è possibile a meno
che gi = c. Questo mostra che Ψ(I) = ((H,S), C, P ). Per l'arbitrarietà della
terna ((H,S), C, P ) la funzione Ψ ◦ Φ è l'identità dell'insieme QE .
Sia I ∈ L (LK(E)). Per come è stata deﬁnita la funzione Φ in (3.6)
abbiamo Φ(I) = ((H,S), C, P ) ∈ QE in modo che l'insieme H ∪ SH ∪ PC
generi l'ideale I. Quindi
Ψ(Φ(I)) = Ψ(((H,S), C, P )) = I(H ∪ SH ∪ PC) = I.
Per l'arbitrarietà di I possiamo concludere che la funzione Ψ ◦Φ è l'identità
dell'insieme L (LK(E)).
Ora siamo pronti a dimostrare il Teorema di Struttura degli Ideali Bilateri
di una Leavitt path algebra.
Teorema 3.2.5 (Teorema di Struttura degli Ideali Bilateri). Siano E un
grafo e K un campo. Allora il reticolo (QE ,4) della Deﬁnizione 3.2.1 e il
reticolo (L (LK(E)),⊆) degli ideali bilateri della Leavitt path algebra LK(E)
sono isomorﬁ.
Dimostrazione. Consideriamo le funzioni biiettive
Φ : QE → L (LK(E)) e Ψ : L (LK(E))→ QE
deﬁnite rispettivamente in (3.6) e (3.7). Dimostriamo che tali funzioni sono
isomorﬁsmi di insiemi parzialmente ordinati.
Iniziamo a dimostrare che Φ rispetta l'ordine parziale 4 di QE . Sia-
no ((H1, S1), C1, P1), ((H2, S2), C2, P2) ∈ QE tali che ((H1, S1), C1, P1) 4
((H2, S2), C2, P2). In particolare, vale (H1, S1) ≤ (H2, S2), VC1 ⊆ VC2 ∪H2
e p(2)c (c)|p(1)c (c) per ogni c ∈ C1 ∩ C2. Siano I1 := Φ(((H1, S1), C1, P1)) e
I2 := Φ(((H2, S2), C2, P2)). Per la Proposizione 2.5.3 abbiamo I(H1∪SH1) ⊆
I(H2 ∪ SH2) ⊆ I2.
Ora mostriamo che (P1)C1 ⊆ I2. Sia c ∈ C1. Se c ∈ C2, allora
p
(2)
c (c)|p(1)c (c) e quindi p(1)c (c) ∈ I2. Se c /∈ C2, allora Vc ⊆ H2 e p(1)c (c) ∈ I2.
In conclusione abbiamo I1 = I(H1 ∪ SH1) + I((P1)C1) ⊆ I2.
Proseguiamo a dimostrare che Ψ rispetta l'ordine parziale⊆ diL (LK(E)).
Siano I1, I2 ∈ L (LK(E)) tali che I1 ⊆ I2. Siano Ψ1(I1) = ((H1, S1), C1, P1)
e Ψ2(I2) = ((H2, S2), C2, P2). Siccome l'ideale graduato I(H1 ∪ SH1) è con-
tenuto in I2 e per la Proposizione 3.1.5, l'ideale I(H2 ∪ SH2) è il più grande
ideale graduato contenuto in I2, abbiamo I(H1 ∪ SH1) ⊆ I(H2 ∪ SH2). Per
la Proposizione 2.5.3 vale (H1, S1) ≤ (H2, S2).
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Ricordiamo che per l'Osservazione 3.2.2 vale VC(H1,S1) ⊆ H2 ∪ VC(H2,S2) .
Sia c ∈ C1. Se Vc ∩H2 6= ∅, allora per l'ereditarietà di H2 abbiamo Vc ⊆ H2.
Altrimenti, se Vc∩H2 = ∅, allora c ∈ C(H2,S2). Siccome p(1)c (c) ∈ I2, abbiamo
c ∈ C2. In particolare, Vc ⊆ VC2 .
Per l'Osservazione 3.1.6 è immediato concludere p(2)c (c)|p(1)c (c) per ogni
c ∈ C1 ∩ C2. Quindi ((H1, S1), C1, P1) 4 ((H2, S2), C2, P2).
Per veriﬁcare che gli isomorﬁsmi Φ e Ψ rispettano gli estremi superiori e
inferiori dei reticoli (L (LK(E)),⊆) e (QE ,4) basta procedere analogamente
a quanto visto nel Teorema di struttura degli Ideali Graduati 2.5.9.
Ora mostriamo un esempio di applicazione del Teorema di Struttura degli
Ideali Bilateri 3.2.5.
Esempio 3.2.6. Siano K un campo ed ET il grafo di Toeplitz come nell'E-
sempio 1.1.4:
•ue 88
f // •v .
Gli insiemi di vertici saturi ed ereditari di ET sono:
HET = { ∅, { v } , { u, v } } .
L'unico ciclo appartenente all'insieme Cu(ET ) è il loop e.
Per il Teorema di Struttura degli Ideali Bilateri 3.2.5, gli ideali bilateri
della Leavitt path algebra LK(ET ) sono:
I(∅) = { 0 } , I({ v }), I({ u, v }) = LK(ET ),{
I({ v } ∪ { p(e) })
∣∣∣∣∣ p(x) = 1 +
n∑
i=1
kix
i ∈ K[x], con kn 6= 0 e n ∈ N
}
.
Consideriamo una Leavitt path algebra LK(E) di un grafo E rispetto a
un campo K. L'insieme L (LK(E)) degli ideali bilateri dotato dell'usuale
prodotto tra ideali, che indichiamo con ·, è un monoide con identità LK(E).
Vediamo come caratterizzare questo monoide tramite l'insieme QE deﬁnito
in 3.2.1.
Deﬁnizione 3.2.7. Sia QE l 'insieme della Deﬁnizione 3.2.1. Per ogni q1 =
((H1, S1), C1, P1) e q2 = ((H2, S2), C2, P2) in QE deﬁniamo
q1 · q2 =
(
(H1, S1) ∧ (H2, S2), C1 ∧ C2,
{
p(1)c (x)p
(2)
c (x))
}
c∈C1∧C2
)
(3.8)
dove
C1 ∧ C2 = (C1 ∩ C2) ∪ CH21 ∪ CH12
con CH21 = { c ∈ C1 | Vc ⊆ H2 } e CH12 = { c ∈ C2 | Vc ⊆ H1 }
(poniamo p(i)c (x) = 1 se c /∈ Ci per i = 1 o 2).
169
Tale prodotto è associativo perché l'estremo inferiore ∧ del reticolo TE è
associativo, e per ogni C1 ⊆ C(H1,S1)(E), C2 ⊆ C(H2,S2)(E), C3 ⊆ C(H3,S3)(E)
abbiamo che
(C1 ∧ C2) ∧ C3 = ((C1 ∩ C2) ∪ CH21 ∪ CH12 ) ∧ C3 =
= ((C1 ∩ C2 ∩ C3) ∪ (CH21 ∩ C3) ∪ (CH12 ∩ C3))
∪ ((C1 ∩ C2) ∪ CH21 ∪ CH12 )H3 ∪ CH1∩H23 =
= ((C1 ∩ C2 ∩ C3) ∪ (C1 ∩ C3)H2 ∪ (C2 ∩ C3)H1)
∪ ((C1 ∩ C2)H3 ∪ CH2∩H31 ∪ CH1∩H32 ) ∪ CH1∩H23
è uguale a
C1 ∧ (C2 ∧ C3) = C1 ∧ ((C2 ∩ C3) ∪ CH32 ∪ CH23 ) =
= ((C1 ∩ C2 ∩ C3) ∪ (C1 ∩ CH32 ) ∪ (C1 ∩ CH23 ))
∪ CH2∩H31 ∪ ((C2 ∩ C3) ∪ CH32 ∪ CH23 )H1 =
= ((C1 ∩ C2 ∩ C3) ∪ (C1 ∩ C2)H3 ∪ (C1 ∩ C3)H2)
∪ CH2∩H31 ∪ ((C2 ∩ C3)H1 ∪ CH3∩H12 ∪ CH2∩H13 ).
Inoltre, possiamo osservare che il prodotto deﬁnito nella formula 3.8
è commutativo e l'elemento neutro è ((E0, ∅), ∅, ∅). Quindi (QE , ·) è un
monoide commutativo.
Proposizione 3.2.8. Siano E un grafo e K un campo. Allora il monoide
(L (LK(E)), ·) degli ideali bilateri della Leavitt path algebra LK(E), dotato
dell'usuale prodotto tra ideali, è isomorfo al monoide (QE , ·) della Deﬁni-
zione 3.2.7. In particolare, il prodotto tra ideali bilateri di una Leavitt path
algebra è commutativo.
Dimostrazione. Siano I1 e I2 due ideali bilateri di LK(E). Consideriamo
la funzione Ψ : L (LK(E)) → QE deﬁnita in 3.7. Ricordiamo che questa
funzione è biiettiva per la Proposizione 3.2.4. Scriviamo
Ψ(I1) = ((H1, S1), C1, P1)
Ψ(I2) = ((H2, S2), C2, P2)
Ψ(I1 · I2) = ((H3, S3), C3, P3).
Dobbiamo mostrare che Ψ(I1 · I2) = Ψ(I1) ·Ψ(I2).
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Per prima cosa mostriamo che (H3, S3) = (H1, S1)∧(H2, S2). Ricordiamo
che per la proprietà di assorbimento abbiamo I1 · I2 ⊆ I1 ∩ I2. Per la
Proposizione 3.1.5, gli ideali graduati I(H1 ∪ SH1) e I(H2 ∪ SH2) sono i
più grandi ideali graduati contenuti rispettivamente in I1 e I2. Grazie alla
Proposizione 2.5.11 vale I(H1∪SH1)·I(H2∪SH2) = I(H1∪SH1)∩I(H2∪SH2).
Inoltre, l'ideale graduato I(H1 ∪ SH1) ∩ I(H2 ∪ SH2) è il più grande ideale
graduato contenuto in I1 ∩ I2, quindi anche in I1 · I2. Però, sempre per
la Proposizione 3.1.5 l'ideale graduato I(H3 ∪ SH3) è il più grande ideale
graduato contenuto in I1·I2. Quindi I(H3∪SH3) = I(H1∪SH1)∩I(H2∪SH2).
Per il Teorema di Struttura degli Ideali Graduati 2.5.9, l'ideale graduato
I(H1 ∪SH1)∩ I(H2 ∪SH2) corrisponde a (H1, S1)∧ (H2, S2), ottenendo così
l'uguaglianza desiderata.
Grazie alla formula 3.8 possiamo scrivere
Ψ(I1) ·Ψ(I2) =
(
(H1, S1) ∧ (H2, S2), C1 ∧ C2,
{
p(1)c (x)p
(2)
c (x)
}
c∈C1∧C2
)
.
Dimostriamo che vale Ψ(I1) · Ψ(I2) 4 Ψ(I1 · I2). A tale scopo invochiamo
il Teorema di Struttura degli Ideali bilateri 3.2.5 e mostriamo che l'ideale
associato alla terna Ψ(I1) · Ψ(I2) è contenuto in I1 · I2. Per la prima parte
della dimostrazione è suﬃciente mostrare che per ogni c ∈ C1 ∧ C2 si ha
pc(c) ∈ I1 · I2. Infatti, se c ∈ CH21 , indicando con v il punto base di c,
allora p(2)c (c) = 1 e p
(1)
c (c) = p
(1)
c (c)v ∈ I1 · I2. Se c ∈ CH12 , si procede
in modo analogo al caso precedente. Se c ∈ C1 ∩ C2, allora è chiaro che
p
(1)
c (c)p
(2)
c (c) ∈ I1 · I2.
Viceversa, mostriamo che Ψ(I1 · I2) 4 Ψ(I1) · Ψ(I2). Come ricordato
all'inizio, I1 · I2 ⊆ I1 ∩ I2, quindi per il Teorema di Struttura degli Ideali
bilateri 3.2.5 abbiamo Ψ(I1 · I2) 4 Ψ(I1) ∧ Ψ(I2) 4 Ψ(Ij) per j = 1, 2.
In particolare, deve valere VC3 ⊆ (H1 ∩H2) ∪ VC1∧C2 . Inoltre, per ogni c ∈
C3∩(C1∧C2) abbiamo p(j)c (x)|p(3)c (x), e di conseguenza p(1)c (x)p(2)c (x)|p(3)c (x).
Per la proprietà antisimmetrica di 4 vale l'uguaglianza desiderata.
Per la Deﬁnizione 3.2.7, il monoide (QE , ·) è commutativo, quindi per
l'isomorﬁsmo tra (L (LK(E)), ·) e (QE , ·) appena mostrato, abbiamo I ·J =
J · I per ogni I e J ideali bilateri di LK(E).
3.3 Leavitt path algebre semplici, artiniane e noe-
theriane
In questa sezione vogliamo caratterizzare le Leavitt path algebre semplici,
artiniane e noetheriane. In particolare, vedremo come le caratteristiche del
grafo di partenza inﬂuiscono su queste proprietà.
Leavitt path algebre semplici. Cominciamo con caratterizzare le Lea-
vitt path algebre semplici.
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Ricordiamo la deﬁnizione di algebra semplice.
Deﬁnizione 3.3.1. Sia K un campo. Allora una K-algebra A è semplice se
gli unici ideali bilateri che possiede sono { 0 } e A.
Teorema 3.3.2 (Teorema di Semplicità). Siano E un grafo e K un campo.
Allora la Leavitt path algebra LK(E) è semplice se, e solo se, sono soddisfatte
le seguenti condizioni:
(i) gli unici insiemi di vertici saturi ed ereditari di E sono l'insieme vuoto
ed E0;
(ii) il grafo E soddisfa la condizione (L), ovvero ogni ciclo di E ha un'u-
scita.
Dimostrazione. Richiamiamo le notazioni della Deﬁnizione 3.1.11. Suppo-
niamo che LK(E) sia semplice. Per assurdo, se esiste un insieme di vertici
H ⊂ E0 non vuoto, saturo ed ereditario, allora l'ideale bilatero I(H) di
LK(E), generato dall'insieme H, è diverso da { 0 } ed è proprio perché non
contiene tutti i vertici di E. Questo contraddice la semplicità di LK(E),
quindi l'insieme H non può esistere.
Inoltre, se c è un ciclo senza uscite di E con punto base v, allora c ∈
C(∅,∅)(E). Per il Teorema di Struttura degli Ideali Bilateri 3.2.5, l'ideale
bilatero I(v + c) di LK(E), generato da v + c ∈ LK(E), non è banale e non
contiene vertici, in particolare, è proprio. Questo contraddice la semplicità
di LK(E). La contraddizione nasce dalla supposizione dell'esistenza di un
ciclo senza uscite.
Ora supponiamo che valgano le condizioni (i) e (ii) e mostriamo che non
esistono ideali bilateri oltre a { 0 } e LK(E). Per assurdo, supponiamo che
esista I ideale bilatero di LK(E) proprio. Per il Teorema 3.1.13 esistono
H insieme di vertici di E saturo ed ereditario, S sottoinsieme di vertici di
rottura di H, C sottoinsieme di C(H,S)(E) e P = { pc(x) }c∈C insieme di
polinomi a coeﬃcienti in K di grado positivo con termine noto uguale a
1, tali che l'insieme H ∪ SH ∪ PC , dove PC = { pc(c) }c∈C , genera l'ideale
I. In particolare, l'insieme H coincide con I ∩ E0. Per la condizione (i) e
siccome I è proprio, si deve avere H = ∅. Di conseguenza S ⊆ BH = ∅,
e C ⊆ C(H,S)(E) = C(∅,∅)(E) = ∅ per la condizione (ii). L'ideale I risulta
coincidere con I(∅) = { 0 }. Per l'arbitrarietà di I possiamo concludere che
LK(E) è semplice.
Esempio 3.3.3. Sia Rn la rosa con n petali come nell'Esempio 1.1.3, con
n ≥ 2:
•v e1ffQQEE33
((  
en
ss .
Il grafo Rn soddisfa le richieste (i) e (ii) del Teorema di Semplicità 3.3.2,
quindi la Leavitt path algebra LK(Rn) è semplice per n ≥ 2.
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Introduciamo ora dei nuovi strumenti che ci permetteranno di dedurre
nuovamente il Teorema di Semplicità 3.3.2.
Deﬁnizione 3.3.4. Sia E un grafo. Un cammino inﬁnito di E è una se-
quenza γ = (ei)i∈N = e1e2e3 · · · di lati di E tali che r(ei) = s(ei+1) per ogni
i ∈ N. Un vertice di un cammino inﬁnito γ = (ei)i∈N è un vertice della forma
s(ei) per qualche i ∈ N. L'insieme dei vertici di un cammino inﬁnito γ viene
indicato con Vγ .
Con E∞ indichiamo l'insieme dei cammini inﬁniti di E e con E≤∞ l'in-
sieme E∞ unito all'insieme di tutti i cammini di Path(E) che terminano con
un vertice singolare.
Un vertice v di E è detto coﬁnito se per ogni γ ∈ E≤∞, esiste un vertice
w di γ tale che w ≤ v. Inoltre, diremo che il grafo E è coﬁnito se ogni suo
vertice è coﬁnito.
Osservazione 3.3.5. Sia E un grafo coﬁnito. Sia c un ciclo di E, allora
il cammino ccc · · · è un cammino inﬁnito e ogni vertice di E si connette,
tramite un cammino, a ogni ciclo di E e a ogni vertice sink.
Lemma 3.3.6. Sia E un grafo coﬁnito. Se esiste un vertice sink v di E,
allora
(i) l'unico vertice singolare di E è v;
(ii) per ogni vertice w di E, v ∈ T (w);
(iii) il grafo E non contiene cammini inﬁniti, in particolare non contiene
cicli.
Dimostrazione. Dimostriamo (i). Supponiamo esista un vertice u ∈ E0 sin-
golare. In particolare, u ∈ E≤∞. Siccome il grafo E è coﬁnito, il vertice v è
coﬁnito. Quindi u ≤ v. Questo contraddice l'ipotesi v vertice sink. Possiamo
concludere che non possono esistere altri vertici singolari oltre a v.
Dimostriamo (ii). Sia w ∈ E0, allora w è coﬁnito. Siccome v ∈ E≤∞, si
deve avere v ≤ w, ovvero v ∈ T (w).
Dimostriamo (iii). Supponiamo esista un cammino inﬁnito γ. Allora
esiste u vertice di γ tale che w ≤ v perché v è coﬁnito. Questo contraddi-
ce ancora una volta l'ipotesi v vertice sink. Possiamo concludere che non
possono esistere cammini inﬁniti. In particolare, non possono esistere cicli
in E, altrimenti come spiegato nell'Osservazione 3.3.5, da ogni ciclo si può
costruire un cammino inﬁnito.
Lemma 3.3.7. Sia E un grafo. Allora E è coﬁnito se, e solo se, gli unici
insiemi di vertici di E, saturi ed ereditari, sono l'insieme vuoto ed E0.
Dimostrazione. Supponiamo E grafo coﬁnito. Per assurdo, supponiamo esi-
sta ∅ 6= H ⊂ E0, saturo ed ereditario. Ci proponiamo di costruire un
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cammino γ ∈ E≤∞, tale che non contenga nessun vertice di H. Consideria-
mo v1 ∈ E0 \ H. Se v1 è un vertice singolare di E, allora basta prendere
γ = v1 ∈ E≤∞. Se v1 è un vertice regolare, allora esiste e1 ∈ s−1(v1) ta-
le che v2 := r(e1) /∈ H, altrimenti r(s−1(v1)) ⊆ H implicherebbe v1 ∈ H,
essendo H saturo. Ma questo contraddice la scelta di v1. Procedendo allo
stesso modo per ogni passo n ∈ N, troviamo un vertice vn singolare, oppure
vn ∈ E0 \H regolare. Se per un i ∈ N, vi è singolare, allora basta prendere
γ = e1 · · · ei−1 ∈ E≤∞. Altrimenti, se per ogni n ∈ N, vn è regolare, allora
si considera il cammino inﬁnito γ = (ei)i∈N. In entrambi i casi, il cammino
γ costruito non contiene vertici di H.
L'esistenza del cammino γ contraddice l'ipotesi E coﬁnito, perché dato
un vertice v ∈ H, non può esistere un cammino con vertice di partenza v e
vertice di arrivo un vertice di γ.
La contraddizione nasce dall'esistenza dell'insieme H, quindi gli unici
insiemi di vertici di E, saturi ed ereditari, sono l'insieme vuoto ed E0.
Supponiamo che gli unici insiemi di vertici di E, saturi ed ereditari, siano
l'insieme vuoto ed E0. Dobbiamo mostrare che il grafo E è coﬁnito. Siano
v ∈ E0 e γ = (ei)i∈N ∈ E≤∞. Supponiamo che v non sia un vertice di γ,
altrimenti non c'è niente da mostrare. Per ipotesi, la chiusura satura eredi-
taria dell'insieme { v } coincide con E0, quindi per il Lemma 2.1.8 possiamo
scrivere E0 =
⋃
n≥0 Λn({ v }). Consideriamo m, il minimo n ≥ 0 tale che
Vγ ∩Λn({ v }) 6= ∅, e sia w ∈ Vγ ∩Λm({ v }). Se m > 0, per la minimalità di
m, il vertice w è regolare e vale r(s−1(w)) ⊆ Λm−1({ v }). Siccome w ∈ Vγ
ed è regolare, esiste i ∈ N tale che s(ei) = w e r(ei) = w′ ∈ Vγ . In partico-
lare, w′ ∈ r(s−1(w)) ⊆ Λm−1({ v }), contraddicendo la minimalità di m. Di
conseguenza, deve essere m = 0 e w ∈ Vγ ∩ Λ0({ v }) = Vγ ∩ T (v). Grazie a
w ∈ T (v) possiamo concludere.
Teorema 3.3.8. Siano E un grafo e K un campo. Allora la Leavitt path al-
gebra LK(E) è semplice se, e solo se, sono soddisfatte le seguenti condizioni:
(i) il grafo E è coﬁnito;
(ii) il grafo E soddisfa la condizione (L).
Dimostrazione. Supponiamo LK(E) semplice. In particolare, LK(E) è anche
graduata semplice, quindi per il Corollario 2.5.19 gli unici insiemi di vertici
di E, saturi ed ereditari, sono l'insieme vuoto ed E0. Grazie al Lemma 3.3.7
segue E grafo coﬁnito.
Supponiamo E non soddisﬁ la condizione (L), ovvero esiste un ciclo c
senza uscite. L'ideale bilatero I(Pc(E)) di LK(E), generato dall'insieme
Pc(E), non è nullo e per la semplicità abbiamo I(Pc(E)) = LK(E). Ma
per il Teorema 3.1.3, I(Pc(E)) non è una K-algebra semplice. Possiamo
concludere che non possono esistere cicli di E senza uscite, ovvero E soddisfa
la condizione (L).
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Ora supponiamo siano soddisfatte le condizioni (i) e (ii). Sia I un ideale
bilatero non nullo di LK(E). Per la Proposizione 2.3.10, l'ideale I contiene
un vertice di E. Quindi per ipotesi I ∩ E0 = E0 e I = LK(E). Questo
signiﬁca che LK(E) è semplice.
Leavitt path algebre noetheriane e artiniane. Richiamiamo la deﬁ-
nizione di algebra noetheriana e artiniana.
Deﬁnizione 3.3.9. Sia K un campo. Allora una K-algebra A è detta
noetheriana se il reticolo (L (A),⊆) degli ideali bilateri di A è un insieme
noetheriano (vedi Deﬁnizione 2.5.12).
Mentre A è detta artiniana se il reticolo (L (A),⊆) è un insieme artiniano
(vedi Deﬁnizione 2.5.13).
Ora vogliamo studiare quando il reticolo degli ideali bilateri di una Lea-
vitt path algebra risulta un insieme ordinato noetheriano o artiniano.
Ricordiamo che (HE ,⊆) è il reticolo formato dagli insiemi di vertici di
un grafo E, saturi ed ereditari, ordinato dall'inclusione insiemistica.
Teorema 3.3.10. Siano E un grafo e K un campo. Allora la Leavitt path
algebra LK(E) è un'algebra noetheriana se, e solo se, il reticolo (HE ,⊆) è
noetheriano e per ogni H ∈ HE, l'insieme dei vertici di rottura BH è ﬁnito.
Dimostrazione. Supponiamo che LK(E) sia una K-algebra noetheriana. Al-
lora, per deﬁnizione, il reticolo (L (LK(E)),⊆) degli ideali bilateri di LK(E)
è noetheriano. In particolare, il sottoreticolo (Lgr(LK(E)),⊆) degli idea-
li graduati di LK(E) è anch'esso noetheriano. Allora per la Proposizione
2.5.17, (HE ,⊆) è noetheriano e per ogni H ∈ HE , l'insieme dei vertici di
rottura BH è ﬁnito.
Supponiamo ora che (HE ,⊆) sia noetheriano e per ogni H ∈ HE , l'in-
sieme dei vertici di rottura BH sia ﬁnito. Per prima cosa mostriamo che
ogni ideale bilatero di LK(E) è ﬁnitamente generato. Sia I un ideale bi-
latero di LK(E). Consideriamo H = I ∩ E0 e S =
{
v ∈ BH
∣∣ vH ∈ I }.
Per il Teorema 3.1.13, esistono un sottoinsieme C ⊆ C(H,S)(E) e un in-
sieme P = { pc(x) }c∈C di polinomi a coeﬃcienti in K, con grado positi-
vo e pc(0) = 1 per ogni c ∈ C, tali che l'ideale I è generato dall'insieme
H ∪ SH ∪ PC , dove PC è l'insieme { pc(c) }c∈C . In particolare, possiamo
scrivere I = I(H ∪ SH ∪PC) = I(H) + I(SH) + I(PC). Mostriamo che que-
sti tre ideali sono ﬁnitamente generati, così ne consegue che I è ﬁnitamente
generato.
Siccome S ⊆ BH è ﬁnito, l'insieme SH è ﬁnito. Quindi I(SH) è ﬁnita-
mente generato.
Aﬀermiamo che l'ideale I(H) è anch'esso ﬁnitamente generato. Se H =
∅ o ﬁnito, allora possiamo concludere immediatamente. Se H è inﬁnito,
mostriamo che esiste un sottoinsieme ﬁnito X ⊆ H, tale che la chiusura
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satura ereditaria X coincida con H. Supponiamo per assurdo che per ogni
Y ⊆ H ﬁnito, valga Y 6= H. Allora costruiamo una catena ascendente non
stazionaria di HE . Sia v1 ∈ H. Consideriamo l'insieme M1 = { v1 }. Per
la nostra assunzione N1 := M1 6= H. Ora possiamo scegliere v2 ∈ H \M1.
Consideriamo l'insieme M2 = { v1, v2 }. Sempre per la nostra assunzione
N2 := M2 6= H e N1 ⊂ N2. Procedendo in modo analogo, per ogni k ∈ N,
l'insieme Nk è un insieme saturo ed ereditario, diverso da H e tale che
Nk−1 ⊂ Nk. Quindi la catena N1 ⊂ N2 ⊂ . . . non è stazionaria. Ciò
contraddice l'ipotesi (HE ,⊆) noetheriano.
Ora possiamo considerare X ⊂ H ﬁnito tale che X = H. Allora I(H) =
I(X) = I(X), dove nell'ultima uguaglianza abbiamo usato la Proposizione
3.1.1, ovvero I(H) è un ideale ﬁnitamente generato.
Ora mostriamo che l'insieme PC è ﬁnito. Consideriamo un insieme nu-
merabile di generatori
{
vk +
∑nk
i=1 aic
ri
k
}
k∈N ⊆ PC . Ricordiamo per come
vengono scelti i generatori dell'insieme PC , dati due vertici vi e vj , con
i, j ∈ N, allora vi  vj e vj  vi (vedi Proposizione 3.1.10 e Teorema 3.1.13).
Per ogni n ∈ N, consideriamo Tn = { v1, . . . , vn }. La catena T1 ⊆ T2 ⊆
. . . di HE deve essere stazionaria. Quindi deve esistere m ∈ N tale che
Tm = Tn per ogni n ≥ m. In particolare, vm+1 ∈ Tm+1 = Tm. Per la
Proposizione 3.1.4, esiste vj ∈ { v1, . . . , vm } tale che vm+1 ≤ vj . Questo è
una contraddizione per quanto ricordato all'inizio.
Possiamo concludere che anche l'insieme PC è ﬁnito e dunque l'ideale
I(PC) è ﬁnitamente generato.
Consideriamo una catena ascendente arbitraria I1 ⊆ I2 ⊆ . . . di ideali
bilateri di LK(E) e mostriamo che è stazionaria. Poniamo I :=
⋃
n∈N In.
Tale insieme è ancora un ideale bilatero di LK(E), e per quanto dimostrato
precedentemente è ﬁnitamente generato. Siano x1, . . . , xt ∈ LK(E) i genera-
tori di I. Deve esistere m ∈ N tale che { x1, . . . , xt } ⊆ Im. Quindi per ogni
n ≥ m abbiamo I ⊆ In e In ⊆ I, ovvero la catena di ideali è stazionaria.
Corollario 3.3.11. Siano E un grafo e K un campo. Supponiamo che
l'insieme dei vertici di E sia ﬁnito. Allora la Leavitt path algebra di E è
un'algebra noetheriana.
Dimostrazione. Grazie all'ipotesi E0 insieme ﬁnito possiamo concludere che
il reticolo (HE ,⊆) è ﬁnito, in particolare è noetheriano, e per ogni H ∈ HE
l'insieme dei vertici di rottura di H è anch'esso ﬁnito. Il Teorema 3.3.10 ci
permette di concludere che LK(E) è un'algebra noetheriana.
Ricordiamo che per ogni insieme di vertici H saturo ed ereditario, BH è
l'insieme dei vertici di rottura di H e la Deﬁnizione 2.4.18 di grafo quoziente.
Proposizione 3.3.12. Sia E un grafo. Supponiamo che E soddisﬁ la con-
dizione (L), ma non soddisﬁ la condizione (K). Allora esistono H insieme
di vertici di E, saturo ed ereditario, ed S ⊆ BH tali che il grafo quoziente
E/(H,S) rispetto alla coppia (H,S), non soddisfa la condizione (L).
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Dimostrazione. Siccome la condizione (K) non è soddisfatta da E, allora
esiste v ∈ E0 il quale è punto base di un solo cammino chiuso semplice, che
indichiamo con c = e1 · · · en, dove n ∈ N ed e1, . . . en ∈ E1. In particolare,
per l'unicità il cammino c deve essere un ciclo. Grazie alla condizione (L)
possiamo aﬀermare che c ha un'uscita.
Consideriamo l'insieme A =
{
f ∈ E1 ∣∣ f è un'uscita di c }, e sia B =
{ r(f) | f ∈ A }. Con H indichiamo la chiusura satura ereditaria di B. Af-
fermiamo che H ∩ Vc = ∅. Se esiste w ∈ H ∩ Vc, per la Proposizione 3.1.4,
esiste u ∈ B tale che w ≤ u. Questo implica l'esistenza un altro cammino
chiuso semplice basato su v, contraddicendo la scelta di v e c.
Sia S = Vc ∩ BH . Se consideriamo il grafo quoziente E/(H,S) rispetto
alla coppia (H,S), abbiamo Vc ⊆ (E/(H,S))0 e { e1, . . . , en } ⊆ (E/(H,S))1,
ovvero c è un ciclo di E/(H,S). Siccome Vc ∩ (BH \ S) = ∅ e le uscite di c
terminano in H, in E/(H,S) il ciclo c è senza uscite. Questo mostra che il
grafo E/(H,S) non soddisfa la condizione (L) come desiderato.
Proposizione 3.3.13. Siano E un grafo e K un campo. Supponiamo P sia
una proprietà tale che:
(i) se una K-algebra A soddisfa la proprietà P, allora ogni algebra quo-
ziente A/I, dove I è un ideale bilatero di A, soddisfa P;
(ii) per ogni Leavitt path algebra LK(E), se LK(E) soddisfa P, allora E
soddisfa la condizione (L).
Allora per ogni Leavitt path algebra LK(E) che soddisfa P, il grafo E soddisfa
la condizione (K).
Dimostrazione. Supponiamo LK(E) soddisﬁ la proprietà P. In particolare,
per (ii) il grafo E soddisfa la condizione (L). Per la Proposizione 3.3.12, se
E non soddisfa la condizione (K), esistono H ⊆ E0 saturo ed ereditario, ed
S ⊆ BH tali che il grafo quoziente E/(H,S) non soddisﬁ la condizione (L).
Ma per il Teorema 2.4.21, la Leavitt path algebra LK(E/(H,S)) è isomorfa
all'algebra quoziente LK(E)/I(H ∪ SH), dove I(H ∪ SH) è l'ideale bilatero
di LK(E) generato da H ∪ SH . Per l'ipotesi (i), LK(E/(H,S)) soddisfa P,
mentre per l'ipotesi (ii), E/(H,S) soddisfa la condizione (L). Questa è una
contraddizione per come abbiamo scelto H. Possiamo concludere che E deve
soddisfare la condizione (K).
Prima di proseguire, vediamo come la validità della condizione (K) su un
grafo E implichi che il reticolo degli ideali bilateri della Leavitt path algebra
associata a E e a un certo campo, coincida con il suo sottoreticolo degli ideali
graduati.
Proposizione 3.3.14. Siano E un grafo e K un campo. Il grafo E soddisfa
la condizione (K) se, e solo se, ogni ideale bilatero della Leavitt path algebra
LK(E) è graduato.
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Dimostrazione. Supponiamo E soddisﬁ la condizione (K). Sia I un ideale
bilatero di LK(E). Consideriamo H = I ∩ E0 ed S =
{
v ∈ BH
∣∣ vH ∈ I }.
Per il Teorema 3.1.13, esistono un sottoinsieme C ⊆ C(H,S)(E) e un insieme
P = { pc(x) }c∈C di polinomi a coeﬃcienti in K, con grado positivo e pc(0) =
1 per ogni c ∈ C, tali che l'ideale I è generato dall'insieme H ∪ SH ∪ PC ,
dove PC è l'insieme { pc(c) }c∈C . Ricordiamo che per l'Osservazione 3.1.12,
abbiamo C(H,S)(E) ⊆ Cu(E), dove per la condizione (K) risulta Cu(E) = ∅.
Quindi C = ∅ e I è della forma I(H ∪ SH). Ricordiamo che gli elementi
dell'insieme H ∪ SH sono omogenei di grado 0, quindi per la Proposizione
2.2.8, I(H ∪ SH) è graduato.
Per l'arbitrarietà di I possiamo concludere che ogni idelae bilatero di
LK(E) è graduato.
Viceversa, supponiamo che ogni ideale bilatero di LK(E) sia graduato e
che E soddisﬁ la condizione (L). Per assurdo, supponiamo che il grafo E non
soddisﬁ la condizione (K). Per la Proposizione 3.3.12, esistono H ⊆ E0 satu-
ro ed ereditario, ed S ⊆ BH tali che il grafo quoziente E/(H,S) non soddisﬁ
la condizione (L). Sia c un ciclo senza uscite di E/(H,S), e con v indichiamo
il suo punto base. Per l'Osservazione 3.1.12, c appartiene a C(H,S)(E). L'i-
deale bilatero I(H ∪{ v + c }) di LK(E), generato dall'insieme H ∪{ v + c },
per il Teorema di Struttura degli Ideali Bilateri 3.2.5 è l'immagine tramite
Ψ della terna ((H, ∅), { c } , { 1 + x }); quindi non è un ideale graduato di
LK(E) contraddicendo la nostra ipotesi. Questo ci permette di concludere
che la condizione (K) deve valere.
Supponiamo che ogni ideale bilatero di LK(E) sia graduato e che E non
soddisﬁ la condizione (L). Sia c un ciclo senza uscite di E. Osserviamo che
c ∈ C(∅,∅). L'ideale bilatero I({ v + c }) di LK(E), generato dall'insieme
{ v + c }, per il Teorema di Struttura degli Ideali Bilateri 3.2.5 è l'immagine
tramite Ψ della terna ((∅, ∅), { c } , { 1 + x }); quindi non è un ideale graduato
di LK(E) contraddicendo la nostra ipotesi. Questo ci permette di concludere
nuovamente che la condizione (K) deve valere.
Teorema 3.3.15. Siano E un grafo e K un campo. Allora la Leavitt path
algebra LK(E) è artiniana se, e solo se, E soddisfa la condizione (K), il
reticolo (HE ,⊆) è artiniano e per ogni H ∈ HE, l'insieme dei vertici di
rottura BH è ﬁnito.
Dimostrazione. Supponiamo E soddisfa la condizione (K), il reticolo (HE ,⊆)
è artiniano e per ogni H ∈ HE , l'insieme dei vertici di rottura BH è ﬁnito.
Per la Proposizione 3.3.14, il reticolo (L (LK(E)),⊆) degli ideali graduati
di LK(E) coincide con il suo sottoreticolo (Lgr(LK(E)),⊆), formato dagli
ideali graduati di LK(E). Ora grazie al punto (ii) della Proposizione 2.5.17,
possiamo concludere che (L (LK(E)),⊆) = (Lgr(LK(E)),⊆) è artiniano.
Supponiamo ora che LK(E) sia un'algebra artiniana. In particolare, il
sottoreticolo (Lgr(LK(E)),⊆) di (L (LK(E)),⊆) è un insieme artiniano.
178
Per il punto (ii) della Proposizione 2.5.17, il reticolo (HE ,⊆) è artiniano e
per ogni H ∈ HE , l'insieme dei vertici di rottura BH è ﬁnito.
Ci manca mostrare la validità della condizione (K). Per prima cosa però
mostriamo che E soddisfa la condizione (L). Supponiamo che (L) non sia
soddisfatta. Allora esiste un ciclo c di E con almeno un'uscita. Sia v il punto
base di c e consideriamo la seguente catena discendente di ideali bilateri:
I(v − c) ⊇ I(v − c2) ⊇ · · · ⊇ I(v − c2n) ⊇ · · · ,
dove n ∈ N e con I(v− c2n) è l'ideale bilatero di LK(E) generato da v− c2n .
Tale catena deve risultare stazionaria per ipotesi. In particolare, esiste k ∈ N
tale che I(v − c2k) = I(v − c2k+1). Dunque possiamo scrivere
v − c2k =
m∑
i=1
kiαiβ
∗
i (v − c2
k+1
)γiδ
∗
i ,
dove ki ∈ K, αi, βi, γi, δi ∈ Path(E) per i = 1, . . . ,m. Moltiplichiamo
entrambe le espressioni a sinistra e a destra per v; concludiamo che se un
termine vαiβ∗i (v − c2
k+1
)γiδ
∗
i v 6= 0, allora v = s(αi) = s(βi) = s(γi) = s(δi),
r(αi) = r(βi) ed r(γi) = r(δi). Siccome c non ha uscite, abbiamo αiβ∗i = c
ti
e γiδi = cui per qualche ti, ui ∈ Z. In particolare, tutti i fattori commutano
e possiamo scrivere
v − c2k =
m∑
i=1
ki(v − c2k+1)cwi ,
con w1, . . . , wm ∈ Z. Ma argomentando sul minimo e massimo grado in en-
trambe le espressioni, si può concludere che wi = 0 per ogni i = 1, . . . ,m.
Quindi v− c2k = k(v− c2k+1) per un opportuno k ∈ K, che è ancora impos-
sibile confrontando i gradi dei termini omogenei. In conclusione, il grafo E
deve soddisfare la condizione (L).
Consideriamo la proprietà P="essere un'algebra artiniana". Siccome
se LK(E) soddisfa P, allora E soddisfa la condizione (L), e l'algebra quo-
ziente di un'algebra artiniana è ancora artiniana, possiamo applicare la
Proposizione 3.3.13 e concludere che E soddisfa la condizione (K).
Il Teorema 3.3.10 e la Proposizione 2.5.17 ci permettono di concludere che
una Leavitt path algebra è graduata noetheriana se, e solo se, è noetheriana.
Lo stesso non si può dire per algebre artiniane e graduate artiniane; per
il Teorema 3.3.15 e la Proposizione 2.5.17, se una Leavitt path algebra è
artiniana, allora è graduata artiniana, mentre non vale il viceversa. Ad
esempio, consideriamo la rosa con un petalo, come nell'Esempio 1.1.3 con
n = 1:
R1 = •v eff .
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Essendo R1 un grafo ﬁnito e row-ﬁnite, il reticolo (HE ,⊆) è ﬁnito, e per ogni
H ∈ HE l'insieme dei vertici di rottura di H è vuoto. Ma R1 non soddisfa la
condizione (K), quindi per il Teorema 3.3.15 la Leavitta path algebra LK(R1)
non è artiniana, ma per la Proposizione 2.5.17 è graduata artiniana.
Possiamo aﬀermare anche che una Leavitt path algebra noetheriana non
è necessariamente artiniana. Infatti, se consideriamo sempre la rosa con un
petalo R1, la Leavitt path algebra LK(R1) è noetheriana, ma non artiniana.
Analogamente, una Leavitt path algebra artiniana non è necessariamente
noetheriana; per veriﬁcare ciò consideriamo il seguente esempio.
Esempio 3.3.16. Consideriamo un campo K e il grafo
Pω = •v1,1 // •v1,2 // •v1,3 // •v1,4 // · · ·
•v2,1 //
OO
•v2,2 //
cc
•v2,3 //
ii
•v2,4 //
kk
· · ·
•v3,1...
//
OO
•v3,2...
//
aa
•v3,3...
//
hh
•v3,4...
//
jj
· · · .
L'insieme dei vertici del grafo Pω si può scrivere come
⋃
n∈N P
0
n , dove Pn è
il grafo che ha per vertici le prime n righe del grafo Pω e come lati quelli
emessi dai vertici scelti. Possiamo osservare che gli insiemi P 0n sono tutti gli
insiemi saturi ed ereditari di Pω e che Pω soddisfa la condizione (K). Grazie
a questo, per i Teoremi 3.3.15 e 3.3.10, possiamo concludere che la Leavitt
path algebra LK(Pω) è artiniana, ma non è noetheriana.
3.4 Principi di Dicotomia e Tricotomia
L'ultima sezione è dedicata ai Principi di Dicotomia e Tricotomia. Essi ci
permettono di partizionare le Leavitt path algebre semplici e quelle graduate
semplici rispettivamente in due e tre tipi.
Elementi idempotenti inﬁniti. Introduciamo ora la deﬁnizione di ele-
mento idempotente inﬁnito di un anello, e studiamo le caratteristiche che
devono avere tali elementi in una Leavitt path algebra.
Deﬁnizione 3.4.1. Sia R un anello. Un elemento e ∈ R non nullo e idem-
potente è detto inﬁnito se esistono f, g ∈ R idempotenti e ortogonali tra
loro, tali che g 6= 0, e = f + g ed Rf ∼= Re come R-moduli sinistri.
Equivalentemente, possiamo dire che un elemento e ∈ R idempotente è
inﬁnito se l'ideale sinistro Re, generato da e, è isomorfo a un suo addendo
diretto. Infatti, se e = f + g, dove f e g sono elementi idempotenti di R
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ortogonali tra loro tali che Re ∼= Rf , vale Re = Rf ⊕Rg ∼= Re⊕Rg, ovvero
Re è isomorfo a un suo addendo diretto.
Viceversa, supponiamo che Re si scriva come P⊕Q, dove P e Q sono due
ideali sinistri di R tali che Re ∼= P . Ricordiamo che per il punto (ii) della
Proposizione 2.6.3, l'anello con unità eRe è isomorfo all'anello Hom(Re,Re),
dove Re è pensato come R-modulo sinistro. L'unità e di eRe corrisponde
all'endomorﬁsmo identità di Re. Esso si può scrivere come somma di pi1 :
Re→ P e pi2 : Re→ Q, che sono le proiezioni rispettivamente rispetto a P e
a Q. Tali endomorﬁsmi corrispondono rispettivamente agli elementi di eRe
e1 := pi1(e)e = pi1(e
2) = pi1(e) e e2 := pi2(e)e = pi2(e
2) = pi2(e).
Siccome pi1 e pi2 sono idempotenti e ortogonali tra loro in Hom(Re,Re),
anche e1 ed e2 sono idempotenti e ortogonali tra loro. Inoltre e = e1 + e2.
Ci manca mostrare che gli ideali sinistri P e Q sono generati rispettiva-
mente da e1 ed e2. Veriﬁchiamo l'asserto solo per P ; nel caso di Q si procede
in modo analogo. Ricordiamo che pi1(Re) = P , quindi per ogni x ∈ P esiste
r ∈ R tale che x = pi1(re) = rpi1(e) = re1.
Proposizione 3.4.2. Siano E un grafo e K un campo. Sia µ ∈ Path(E),
dove v := s(µ) e w := r(µ). Allora
(i) l'ideale sinistro LK(E)v della Leavitt path algebra LK(E), generato da
v, si può decomporre in somma diretta:
LK(E)v = LK(E)µµ
∗ ⊕ LK(E)(v − µµ∗),
dove LK(E)µµ
∗ ed LK(E)(v − µµ∗) sono ideali sinistri di LK(E),
generati rispettivamente da µµ∗ e v − µµ∗;
(ii) gli ideali sinistri LK(E)w e LK(E)µµ
∗ di LK(E), generati rispettiva-
mente da w e µµ∗, sono isomorﬁ come LK(E)-moduli sinistri.
In particolare, esiste T ideale sinistro di LK(E) tale che LK(E)v ∼= LK(E)w⊕
T come LK(E)-moduli sinistri.
Dimostrazione. Dimostriamo il punto (i). Osserviamo che l'elemento µµ∗ ∈
LK(E) è idempotente e commuta con v. Inoltre, vale
(v − µµ∗) + µµ∗ = v e (v − µµ∗)µµ∗ = µµ∗ − µµ∗ = 0 = µµ∗(v − µµ∗).
Questo ci permette di concludere che la somma LK(E)µµ∗+LK(E)(v−µµ∗)
è diretta.
Osserviamo che valgono le seguenti inclusioni:
LK(E)µµ
∗ = LK(E)µµ∗v ⊆ LK(E)v
LK(E)(v − µµ∗) = LK(E)(v − µµ∗)v ⊆ LK(E)v
LK(E)v = LK(E)(v − µµ∗ + µµ∗) ⊆ LK(E)(v − µµ∗) + LK(E)µµ∗.
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Quindi vale LK(E)v = LK(E)µµ∗ ⊕ LK(E)(v − µµ∗).
Dimostriamo il punto (ii). Consideriamo ρµ∗ : LK(E)w → LK(E)µµ∗
omomorﬁsmo di LK(E)-moduli sinistri, dove ρµ∗(αw) = αwµ∗ per ogni α ∈
LK(E). L'immagine ρµ∗(αw) appartiene all'ideale sinistro LK(E)µµ∗ per
ogni α ∈ LK(E) perché αwµ∗ = αwµ∗µµ∗ = (αµ∗)µµ∗ ∈ LK(E)µµ∗.
Consideriamo ρµ : LK(E)µµ∗ → LK(E)w omomorﬁsmo di LK(E)-moduli
sinistri, dove ρµ(αµµ∗) = αµµ∗µ per ogni α ∈ LK(E). L'immagine ρµ(αµµ∗)
appartiene all'ideale sinistro LK(E)w per ogni α ∈ LK(E) perché αµµ∗µ =
αµr(µ) = αµw ∈ LK(E)w.
Veriﬁchiamo che gli omomorﬁsmi ρµ∗ e ρµ sono uno l'inverso dell'altro:
ρµ∗ ◦ ρµ(αµµ∗) = ρµ∗(αµµ∗µ) = ρµ∗(αµw) = αµwµ∗ = αµµ∗
ρµ ◦ ρµ∗(αw) = ρµ(αwµ∗) = αwµ∗µ = αw,
per ogni α ∈ LK(E). Quindi LK(E)w e LK(E)µµ∗ risultano isomorﬁ come
LK(E)-moduli sinistri.
Grazie ai punti (i) e (ii) abbiamo
LK(E)v ∼= LK(E)µµ∗ ⊕ LK(E)(v − µµ∗) ∼= LK(E)w ⊕ LK(E)(v − µµ∗).
Ponendo T = LK(E)(v − µµ∗) otteniamo l'ultima parte dell'enunciato.
Esempio 3.4.3. Sia R2 la rosa con due petali come nell'Esempio 1.1.3 con
n = 2:
•v e1ffe2
((
.
Mostriamo che l'unico vertice di R2 è un elemento idempotente inﬁ-
nito della Leavitt path algebra LK(R2). Siano LK(R2)v, LK(R2)e1e∗1 e
LK(R2)e2e
∗
2 ideali sinistri di LK(R2), generati rispettivamente da v, e1e
∗
1 ed
e2e
∗
2. Per la relazione (CK2) della Deﬁnizione 1.2.1, abbiamo v = e1e
∗
1+e2e
∗
2.
Gli elementi e1e∗1, e2e∗2 ∈ LK(R2) sono idempotenti e ortogonali tra loro ed
e2e
∗
2 6= 0. In particolare, vale LK(R2)v = LK(R2)e1e∗1 ⊕ LK(R2)e2e∗2. Per
il punto (ii) della Proposizione 3.4.2 abbiamo LK(R2)v ∼= LK(R2)e1e∗1 come
LK(R2)-moduli sinistri. Grazie alla Deﬁnizione 3.4.1 possiamo concludere
che v è un elemento idempotente inﬁnito.
Osservazione 3.4.4. Sia R un anello. Supponiamo che e ∈ R sia idempo-
tente inﬁnito e che g ∈ R sia un elemento idempotente tale che Rg ∼= Re⊕Q
per qualche ideali sinistro Q. Allora anche g è inﬁnito. Infatti, per la
Deﬁnizione 3.4.1 abbiamo Re ∼= Re⊕P per qualche ideale sinistro P , quindi
Rg ∼= Re⊕Q ∼= (Re⊕ P )⊕Q ∼= (Re⊕Q)⊕ P ∼= Rg ⊕ P.
Osservazione 3.4.5. Sia R un anello, non necessariamente unitario. Sia I
un ideale bilatero di R. Supponiamo che un elemento e ∈ I sia idempotente
inﬁnito in R. Allora e è un elemento idempotente inﬁnito di I.
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Per la Deﬁnizione 3.4.1 esistono due elementi idempotenti f, g ∈ R orto-
gonali tra loro, tali che e = f + g e Re ∼= Rf come R-moduli sinistri. Per la
proprietà di assorbimento di I abbiamo
fe = f(f + g) = f2 + fg = f ∈ I
ge = g(f + g) = gf + g2 = g ∈ I.
Ora è immediato veriﬁcare che Ie ∼= If .
Vediamo ora il collegamento tra elementi idempotenti inﬁniti di una
Leavitt path algebra e cicli aventi uscita.
Lemma 3.4.6. Siano E un grafo e K un campo. Supponiamo c sia un
ciclo di E con punto base w, ed e ∈ E1 sia un'uscita di c in w. Allora
esistono due ideali sinistri della Leavitt path algebra LK(E), tali che l'ideale
sinistro LK(E)w, generato da w, si scrive come somma diretta P ⊕ Q, e
LK(E)w ∼= P come LK(E)-moduli sinistri. In particolare, il vertice w è un
elemento inﬁnito idempotente di LK(E).
Dimostrazione. Applichiamo il punto (i) della Proposizione 3.4.2 otteniamo
l'uguaglianza LK(E)w = LK(E)cc∗ ⊕ LK(E)(w − cc∗) tra ideali sinistri di
LK(E). Ma siccome r(c) = w, per il punto (ii) della Proposizione 3.4.2
l'ideale sinistro LK(E)w è isomorfo a LK(E)cc∗.
L'elemento w− cc∗ ∈ LK(E) è non nullo, altrimenti da c∗e = 0 avremmo
e = (w − cc∗)e = 0. Ponendo P = LK(E)cc∗ e Q = LK(E)(w − cc∗)
otteniamo il risultato desiderato.
Per la Deﬁnizione 3.4.1 il vertice w è un elemento idempotente inﬁnito
di LK(E).
Proposizione 3.4.7. Siano E un grafo e K un campo. Sia v ∈ E0. Se v
si connette a un ciclo di E con uscite, allora v è un elemento idempotente
inﬁnito in LK(E).
Dimostrazione. Supponiamo che v si connetta a un ciclo c di E con uscite.
Sia e ∈ E1 un'uscita di c, e indichiamo con w il suo vertice iniziale. Siccome
v si connette a c, esiste µ ∈ Path(E) tale che s(µ) = v e r(µ) = w. Per
la Proposizione 3.4.2 abbiamo LK(E)v ∼= LK(E)w ⊕ T per qualche ideale
sinistro T di LK(E). Per il Lemma 3.4.6, il vertice w è un elemento idempo-
tente inﬁnito di LK(E). Grazie all'Osservazione 3.4.4 possiamo concludere
che anche v è un elemento idempotente inﬁnito di LK(E).
Anelli semplici puramente inﬁniti. Sia R un anello, non necessaria-
mente unitario. Due elementi e, f ∈ R idempotenti sono equivalenti se esi-
stono x ∈ eRf e y ∈ fRe, tali che xy = e e yx = f . Questo è equivalente a
richiedere che gli ideali destri eR ed fR di R, generati rispettivamente da e
ed f , siano isomorﬁ come R-moduli destri.
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Supponiamo esistano ϕ : eR → fR e ψ : fR → eR isomorﬁsmi di R-
moduli destri, uno l'inverso dell'altra. Scriviamo ϕ(e) = fr e ψ(f) = es per
opportuni r, s ∈ R. Osserviamo che ψ ◦ ϕ(e) = e e ψ ◦ ϕ(f) = f , quindi
e(sr) = e e f(rs) = f . Inoltre, siccome e ed f sono elementi idempotenti,
abbiamo ϕ(e2) = ϕ(e) = ϕ(e)e = (fr)e = fr ∈ fRe e ψ(f2) = ψ(f) =
ψ(f)f = (es)f = es ∈ eRf .
Consideriamo x = es e y = fr. Allora
xy = (es)(fr) = (es)fr = (es)r = e(sr) = e
yx = (fr)(es) = (fr)es = (fr)s = f(rs) = f.
Ora supponiamo che esistano x ∈ eRf e y ∈ fRe, tali che xy = e e yx =
f . Consideriamo i seguenti omomorﬁsmi di R-moduli destri: ρy : eR → fR
e ρx : fR → eR, dove ρy(e) = ye e ρx(f) = xf . Tali omomorﬁsmi sono
uno l'inverso dell'altra perché ρx ◦ ρy(e) = (xy)e = e e ρy ◦ ρx = (yx)f = f .
Quindi eR è isomorfo a fR come R-modulo destro.
Analogamente si può dimostrare che l'equivalenza tra e ed f è equivalente
a richiedere che gli ideali sinistri Re ed Rf di R, generati rispettivamente da
e ed f , sono isomorﬁ come R-moduli sinistri.
Introduciamo la nozione di anello semplice puramente inﬁnito.
Proposizione 3.4.8. Sia R un anello, non necessariamente unitario. Allora
le seguenti aﬀermazioni sono equivalenti:
(1) per ogni x ∈ R non nullo, esistono s, t ∈ R tale che sxt è un elemento
inﬁnito idempotente di R;
(2) ogni ideale destro di R contiene un elemento idempotente inﬁnito;
(3) ogni ideale sinistro di R contiene un elemento idempotente inﬁnito.
Dimostrazione. Dimostriamo (1) ⇒ (2). Sia a ∈ R non nullo. Allora esi-
stono s, t ∈ R tali che e := sat è idempotente e inﬁnito. Osserviamo che
possiamo assumere s = es e t = te.
L'elemento ats ∈ R è idempotente: (ats)(ats) = a(tsat)s = a(te)s = ats.
Consideriamo gli elementi x := at = ats(at)e e y := s = e(s)ats e
osserviamo che xy = ats e yx = e. Ovvero e ed ats sono elementi idempotenti
equivalenti, quindi eR ∼= (ats)R. In particolare, l'elemento ats è idempotente
inﬁnito.
Questo ci permette di concludere che ogni ideale destro contiene un
elemento idempotente inﬁnito.
Dimostriamo (2) ⇒ (1). Sia x ∈ R non nullo. Allora esiste t ∈ R tale
che xt è un elemento idempotente inﬁnito. Quindi e = ext è un elemento
idempotente inﬁnito.
Analogamente a quanto visto in precedenza si dimostra (1)⇔ (3).
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Deﬁnizione 3.4.9. Un anello R semplice è detto puramente inﬁnito se
soddisfa le condizioni equivalenti della Proposizione 3.4.8.
Prima di proseguire abbiamo bisogno della seguente deﬁnizione e del
seguente risultato.
Deﬁnizione 3.4.10. Sia E un grafo. Denotiamo con Pb∞(E) l'insieme di
tutti i vertici di E tali che il loro albero o contiene inﬁnite biforcazioni,
oppure contiene almeno un inﬁnite emitter. Mentre indichiamo con Pne(E)
l'insieme dei vertici di E tali che il loro albero non contiene cicli con uscita.
Proposizione 3.4.11. Siano E un grafo e K un campo. Denotiamo con
H l'insieme Pl(E) ∪ Pc(E), dove Pl(E) è l'insieme dei vertici lineari di E
(vedi Deﬁnizione 2.6.7), e Pc(E) è l'insieme dei vertici che appartengono a
un ciclo senza uscite (vedi Deﬁnizione 2.3.3). Allora l'ideale bilatero I(H)
della Leavitt path algebra LK(E), generato da H, è isomorfo alla K-algebra(⊕
i∈Γ1
MΛvi (K)
)
⊕
(⊕
i∈Γ2
MΛvi (K[x
−1, x])
)
, (3.9)
dove Γ1 è l'insieme delle classi di equivalenza di Pl(E) descritte nel Lemma
2.6.14, MΛvi (K) è la K-algebra di matrici descritta nel Lemma 2.6.9, Γ2
è l'insieme dei cicli senza uscita di E, e MΛvi (K[x
−1, x]) è la K-algebra
descritta nel Lemma 3.1.2. In particolare, se E è un grafo ﬁnito e aciclico,
allora gli insiemi Γ1 e Λvi sono ﬁniti per ogni vi ∈ H e Γ2 è vuoto.
Inoltre, se v ∈ Pne(E) \ Pb∞(E), allora l'ideale bilatero I(v) di LK(E),
generato da v, è contenuto in I(H).
Dimostrazione. Siccome Pl(E) e Pc(E) sono due insiemi ereditari e disgiun-
ti tra loro, per la Proposizione 2.4.9 abbiamo I(H) = I(Pl(E) unionsq Pc(E)) =
I(Pl(E)) ⊕ I(Pc(E)). Grazie ai Teoremi 3.1.3 e 2.6.15, l'ideale I(H) è iso-
morfo come K-algebra a 3.9. Chiaramente se E è un grafo ﬁnito e aciclico,
gli insiemi Γ1 e Λvi sono ﬁniti per ogni vi ∈ H e Γ2 è vuoto.
Sia v ∈ Pne(E) \ Pb∞(E). In particolare, i vertici di T (v) emettono un
numero ﬁnito di lati, e sono presenti un numero ﬁnito di biforcazioni. Per
dimostrare I(v) ⊆ I(H) mostriamo che v appartiene alla chiusura satura
ereditaria di H.
Procediamo per induzione sul numero di biforcazioni nell'albero T (v) di
v. Se T (v) non contiene biforcazioni, allora in T (v) non sono nemmeno
presenti cicli con uscite e senza uscite. Dunque v è un vertice lineare e
appartiene a Pl(E) ⊆ H.
Sia n ∈ N. Assumiamo che w ∈ H per ogni vertice w tale che T (w)
ha un numero di biforcazioni minore di n. Sia v un vertice tale che T (v)
ha esattamente un numero n di biforcazioni. Consideriamo v1 la prima
biforcazione. Per la proprietà (CK2) della Deﬁnizione 1.2.1 possiamo scrivere
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v1 =
∑
e∈s−1(v1) ee
∗. Ora i vertici r(e) hanno meno di n biforcazioni nel loro
albero per ogni e ∈ s−1(v1). Osserviamo che per ogni cammino che parte da
r(e) termina in H. Per l'ipotesi induttiva r(s−1(v1)) ⊆ H. Siccome H è un
insieme saturo si deve avere v1 ∈ H e di conseguenza anche v ∈ H.
É immediato concludere I(v) ⊆ I(H) da v ∈ H, perché I(H) = I(H)
per il Lemma 2.4.1.
Caratterizziamo le Leavitt path algebre semplici puramente inﬁnite in
termini di proprietà del grafo da cui derivano.
Teorema 3.4.12. Siano E un grafo e K un campo. Allora la Leavitt path
algebra LK(E) è semplice puramente inﬁnita se, e solo se, sono soddisfatte
le seguenti condizioni:
(i) gli unici insiemi di vertici saturi ed ereditari di E sono l'insieme vuoto
ed E0;
(ii) E soddisfa la condizione (L), ovvero ogni ciclo ha almeno un'uscita;
(iii) ogni vertice di E si connette a un ciclo.
Equivalentemente, la condizione (iii) può essere sostituita con
(iii') E contiene almeno un ciclo.
Dimostrazione. Supponiamo che valgano le condizione (i), (ii) e (iii). Per il
Teorema di Semplicità 3.3.2, (i) e (ii) implicano che LK(E) è semplice. No-
tiamo che (ii) e (iii) ci permettono di aﬀermare che ogni vertice si connette a
un ciclo con uscite. Per la Proposizione 3.4.7 ogni vertice di E è idempotente
inﬁnito in LK(E). Ora sia α ∈ LK(E) non nullo. Ricordando che E soddisfa
la condizione (L), per il Teorema di Riduzione 2.3.7 esistono µ, η ∈ Path(E)
e k ∈ K× tali che k−1µ∗αη = v per qualche vertice v. Come osservato in
precedenza ogni vertice è un elemento idempotente inﬁnito, quindi LK(E)
soddisfa la condizione (1) della Proposizione 3.4.8. In conclusione, LK(E) è
semplice puramente inﬁnita.
Viceversa, supponiamo LK(E) sia semplice puramente inﬁnita. Per il
Teorema di Semplicità 3.3.2 devono essere soddisfatte (i) e (ii).
Supponiamo per assurdo che non valga (iii'), ovvero E è aciclico. Veriﬁ-
chiamo che ogni vertice di E è un elemento idempotente inﬁnito. Sia v ∈ E0.
Consideriamo l'ideale sinistro LK(E)v, generato da v. Per la condizione (3)
della Proposizione 3.4.8, esiste β ∈ LK(E) tale che y := βv è idempotente
inﬁnito. In particolare y è un elemento non nullo. Sia x := vβv; esso è
idempotente: x2 = (vβv)(vβv) = v(βv)(βv) = vy2 = vy = vβv = x. L'ele-
mento x non può essere nullo, altrimenti βx = β(vβv) = (βv)(βv) = y = 0.
Siccome x è un elemento idempotente in LK(E)v che commuta con v, pos-
siamo scrivere LK(E)v = LK(E)x⊕LK(E)(v−x). Ma LK(E)x = LK(E)y;
l'inclusione ⊆ è vera perché x = vy, mentre l'inclusione ⊇ è vera perché
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y = yy = βx. Quindi LK(E)v = LK(E)y ⊕ LK(E)(v − x). Siccome y è
idempotente inﬁnito, per l'Osservazione 3.4.4 anche v è idempotente inﬁnito.
Sia v ∈ E0. Per il Corollario 1.4.10, esiste F sottografo completo ﬁnito di
E, tale che v è un elemento idempotente inﬁnito della Leavitt path algebra
LK(F (Reg(E) ∩ Reg(F ))), dove il grafo G := F (Reg(E) ∩ Reg(F )) si co-
struisce come nella Deﬁnizione 1.3.14. Osserviamo che G è un grafo ﬁnito e
aciclico. In particolare, v appartiene a Pne(G)\Pb∞(G). Per la Proposizione
3.4.11 I(v) è contenuto in I(H), dove H = Pl(G)∪ Pc(G). Essendo G ﬁnito
e aciclico I(H) è isomorfo a
r⊕
i=1
Mni(K), (3.10)
per opportuni r, n1, . . . , nr ∈ N. Osserviamo che l'anello in 3.10 è noethe-
riano sinistro, ovvero il reticolo degli ideali sinistri soddisfa le condizioni
equivalenti della Deﬁnizione 2.5.12. Il vertice v risulta essere un elemento
idempotente inﬁnito di I(H) per l'Osservazione 3.4.5. Ma un anello noethe-
riano sinistro non può contenere elementi idempotenti inﬁniti. La contrad-
dizione nasce dall'aver supposto E aciclico. Quindi deve valere la condizione
(iii').
Concludiamo la dimostrazione veriﬁcando l'equivalenza di (iii) e (iii') in
presenza di (i) e (ii). Supponiamo valga (iii), allora è chiaro che deve valere
(iii'). Viceversa, se vale (iii'), per il Lemma 3.3.7 il grafo E è coﬁnito, in
particolare per l'Osservazione 3.3.5 ogni vertice deve essere collegato a un
ciclo.
Principi di Dicotomia e Tricotomia. Siamo pronti a enunciare i Prin-
cipi di Dicotomia e Tricotomia.
Teorema 3.4.13 (Principio di Dicotomia). Siano E un grafo e K un cam-
po. Se la Leavitt path algebra LK(E) è semplice, allora LK(E) è localmente
matriciale o è semplice puramente inﬁnita.
Dimostrazione. Siccome LK(E) è semplice, per il Teorema di Semplicità
3.3.2, sono soddisfatte le condizioni (i) e (ii) del Teorema 3.4.12. Se esiste
almeno un ciclo in E, allora è soddisfatta ance la condizione (iii') del Teorema
3.4.12. Quindi LK(E) è semplice puramente inﬁnita. Altrimenti, il grafo E
è aciclico, quindi per il Corollario 2.6.22, LK(E) è localmente matriciale.
Esempio 3.4.14. Sia K un campo. Per ogni insieme Λ inﬁnito, la Leavitt
path algebra LK(EΛ) ∼= MΛ(K), studiata nel Corollario 2.6.11, è un'algebra
localmente matriciale.
Consideriamo il grafo inﬁnito
E = • ((66 • ((66 • ((66 • ((66 • · · · · · · .
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Essendo un grafo aciclico, la Leavitt path algebra LK(E) è localmente matri-
ciale. Ma LK(E) non è isomorfa a LK(EΛ) perché per il Teorema 2.6.15, lo
zoccolo di LK(E) è { 0 }, mentre lo zoccolo di LK(EΛ) coincide con LK(EΛ).
Teorema 3.4.15 (Principio di Tricotomia). Siano E un grafo e K un campo.
Se la Leavitt path algebra LK(E) è graduata semplice, allora o LK(E) è
localmente matriciale, o LK(E) è isomorfa alla K-algebra MΛ(K[x
−1, x])
dove Λ è un insieme e K[x−1, x] è l'anello dei polinomi di Laurent, o LK(E)
è semplice puramente inﬁnita.
Dimostrazione. Per il Corollario 2.5.19 e il Lemma 3.3.7, richiedere che
LK(E) è graduata semplice è equivalente a richiedere che E sia coﬁnito.
Si possono presentare tre casi: (1) E non contiene cicli; (2) E contiene
esattamente un ciclo; (3) E contiene due o più cicli.
Se vale (1), allora per il Corollario 2.6.22, LK(E) è localmente matriciale.
Se vale (2), allora l'unico ciclo di E, che indichiamo con c, non ha uscite;
altrimenti il punto ﬁnale dell'uscita dovrebbe collegarsi a un vertice di c per la
proprietà E coﬁnito, producendo così un altro ciclo. Quindi l'insieme Pc(E)
è non vuoto, in particolare l'ideale graduato I(Pc(E)) di LK(E), generato da
Pc(E), è un ideale non banale. Siccome LK(E) è graduata semplice si deve
avere LK(E) = I(Pc(E)). Grazie al Teorema 3.1.3 possiamo concludere che
LK(E) ∼= MΛ(K[x−1, x]) per un opportuno insieme Λ.
Se vale (3), ogni ciclo deve avere un'uscita perché essendo E coﬁnito,
ogni vertice si deve collegare a ogni ciclo di E. In particolare, è soddisfatta
la condizione (L). Questo vuol dire che sono soddisfatte le condizioni (i),(ii)
e (iii') del Teorema 3.4.12, quindi LK(E) è semplice puramente inﬁnita.
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