Abstract: Analyzing electrical power generation for a wind turbine has associated inaccuracies due to fluctuations in environmental factors, mechanical alterations of wind turbines, and natural disaster. Thus, development of a highly reliable prediction model based on climatic conditions is crucial in forecasting electrical power for proper management of energy demand and supply. This is essential because early forecasting systems will enable an energy supplier to schedule and manage resources efficiently. In this research, we have put forward a novel electrical power prediction model using wavelet and particle swarm optimization based dual-stage adaptive neuro-fuzzy inference system (dual-stage Wavelet-PSO-ANFIS) for precise estimation of electrical power generation based on climatic factors. The first stage is used to project wind speed based on meteorological data available, while the second stage took the output wind speed prediction to predict electrical power based on actual supervisory control and data acquisition (SCADA). Furthermore, influence of data dependence on the forecasting accuracy for both stages is analyzed using a subset of data as input to predict the wind power which was also compared with other existing electrical power forecasting techniques. This paper defines the basic framework and the performance evaluation of a dual-stage Wavelet-PSO-ANFIS based electrical power forecasting system using a practical implementation.
Introduction
The use of green energy sources has grown since the realization of environmental concerns and subsequently the Kyoto protocol and its commitments have further encouraged the use of green energy sources. Wind energy is among the leading alternate clean energy sources after hydropower source. However, accurate forecasting of wind energy for electrical power generation farm is very complex because of continuous fluctuations in climatic conditions such as wind speed, humidity, temperature and so forth, thus making electrical power generation a stochastic process [1] . Such fluctuations in output power may cause financial and operational risks for energy suppliers as any estimation error in SCADA and forecasted wind speed from stage one is used to train Wavelet-PSO-ANFIS model thus predicting a 24h electrical power. It must be noted that the SCADA measurements are taken as actual wind speed to wind power conversion and thus the prediction error is minimized by using actual wind speed to power data for a particular wind farm.
In view of this, the accuracy analysis was performed by analyzing the results using the mean absolute percentage error (MAPE) criterion of the five existing algorithms including, Double-stage ANFIS (DSA), DSHGN (double-stage hybrid neural network combined with genetic algorithm), DSHGA (double-stage hybrid genetic algorithm with ANFIS), DSHPN (double-stage PSO and neural network), and DSN (double-stage neural network) with the developed algorithm in this paper, that is, DSHWPA (Dual-stage hybrid wavelet PSO ANFIS).
The results indicate that the proposed approach is more efficient, accurate, less computational time and low computational power requirements. Furthermore, the results suggest that the implemented Wavelet-PSO-ANFIS model can be helpful in managing wind power in energy supply industries using site specific data and therefore, capturing the volatility in the data in a more efficient way than the other methods reported in literature.
The paper unfolds as follows in a standard format where the first section is an introduction and background of the research. The development and description of the proposed method and various implications involved in the development of this model are presented in Section 2. Sections 3 and 4 summarizes the evaluation methods that are currently used to establish the basic parameters of a short-term wind electric power prediction model while Section 5 shows the actual implementation of the proposed dual stage hybrid Wavelet-PSO-ANFIS model in a case study where sample data was available for various days of a wind farm. Section 6 shows the accuracy analysis performed by analyzing the results in comparison with five other techniques such as Double-stage ANFIS (DSA), DSHGN (double-stage hybrid neural network combined with genetic algorithm), DSHGA (double-stage hybrid genetic algorithm with ANFIS), DSHPN (double-stage PSO and neural network), and DSN (double-stage neural network) with the developed algorithm in this paper, that is, DSHWPA (Dual-stage hybrid wavelet PSO ANFIS). Section 7 summarizes our research and provides an overview of the prediction method, results and future recommendations. Reference section enlists a detailed list of cited sources in this research while raw data from the analysis are shown in appendices.
Forecasting Model
This section describes the proposed hybrid Wavelet-PSO based ANFIS forecasting model and its basic development requirements in the sub-sections below.
Proposed Strategy for Forecasting
In this paper, a wind electric power forecasting model based on 2-stage Wavelet-PSO-ANFIS approach is outlined. The input parameters of the forecasting systems are from real-time SCADA and forecasted meteorological data which is used to train the Wavelet-PSO-ANFIS model using historical data and later a full day wind electric power forecast is obtained using the model. For the purpose of testing the model actual Numerical Weather Prediction (NWP) forecasted data location and altitude of the wind farm were used to train the first stage while SCADA based real-time data of wind speed was used to train the second stage of the model. As implemented by Catalao, Pousinho, and Mendes [13, 18, 19] , our model firstly takes the meteorological data and actual wind speed data from SCADA for previous days as a training dataset while the trained model is used to predict one-day wind speed forecast. Simultaneously the second stage is trained using the wind speed to actual electric power conversion data from SCADA and this stage uses stage 1 wind speed estimation output to forecast one-day wind electric power forecasts. This estimated output is stored and compared with the actual output of the farm and both stages are trained in a continuous loop for highly precise predictions of a given wind farm. This paper highlights the scheme and its implementation using hybrid multi stage Wavelet-PSO-ANFIS based algorithm for wind electrical power forecasting. For the purpose of modeling one-year data using SCADA controller physical data and meteorological data was used as historical data for the training of the model thus generating a predicted wind speed using stage 1. While stage two is a simple adaptive transfer function type algorithm which maps the predicted wind speed to the electrical power based on the training input from SCADA. The whole process runs for the preset number of iterations or when a threshold value of error is reached.
Requirement for a Real-Time SCADA System
A real-time SCADA system is of immense importance for any power generation system as it functions as a control and monitoring system and is also used for the overall management of the system. Real-time SCADA systems also present an excellent opportunity to log the wind speed, direction, and electrical generated power data which is a cornerstone in building an accurate forecasting system. The training of the hybrid prediction model as proposed in the paper is also dependent upon the data recorded by the SCADA system as the wind to electrical power generation transfer function is updated continuously based on the actual output recorded by SCADA systems.
Development of a Numerical Weather Prediction (NWP) Model
Accurate climatic data, especially historical wind data for a particular wind farm is important in developing a reliable forecasting system, there are numerous ways to get wind speed/direction data among them some important ones are, direct physical sensor based measurements, indirect online measurement/forecasts, and numerical methods based weather simulations with high spatial accuracy. For highly reliable measurements, a direct method is the best, but this requires resources and the installation of a control and monitoring system which most of the wind farm operators are not willing to install because of the higher installation and maintenance costs. Using on-line data without any validation is risky because of its integrity while the numerical simulations can be performed in an exact geographic location, and these algorithms have evolved essentially to provide fair accuracy, thus NWP based wind speed and direction measurements are also essential for proper functionality of this model. NWP based measurements are used by many researchers because of its reliability and availability. Various studies use methods like Regional Atmospheric Modeling Systems (RAMS), Weather Research and Forecasting (WRF), Mesoscale Meteorological Model Version 5 (MM5) RAMS, WRF, MM5, and so forth, as explained in References [20] [21] [22] [23] . Another technique involves the use of simulation models in combination with actual wind turbine height based wind data to simulate and predict wind patterns using data collected from numerous methods at an altitude of 10m above the ground [24] . Other algorithms like the energy optimization technique used in Reference [25] where the mapping algorithm was used based on energy optimization similarly the optimization of physical input to Wavelet-PSO-ANFIS model could be achieved using these models.
Proposed PSO-ANFIS Method
The proposed method for short-term accurate prediction of electrical power is graphically represented in Figure 1 below. In this section details of the major components of the system are discussed along with their requirement and process of implementation. 
Wavelet Transform
Wavelet transform (WT) is used to extend localize a continuous stream of data both in time and frequency domain, thus this tool is very useful in analyzing data with abrupt changes and unlike Fourier transform this transform results in a localized set of wavelets which represent the data for further processing. The prediction process based on wavelet data is more accurate because the wavelet transform has a filtering effect on input data [26] . Based on the type of signals this transform can be of 2 types, a continuous wavelet transform (CWT) and a discrete wavelet transform (DWT). As per [27] the CWT W (a, b) of signal f(x) in the relationship with the mother wavelet ( ) x  is defined by Equation (1) as:
where the center position of the wavelet is determined by the parameter b and the spread in time domain is represented by a. For signal processing, especially in case of time series, discrete signal analysis is performed using DWT, which can be as efficient as CWT [28] and is represented by Equation (2) as:
where T represents the total length of given signal f (t). The transition and scaling factors of the resulting wavelets are represented as functions of m and n (a = 2 m , b = n2 m ); the discrete time index for this transform is denoted by t. Mallat [29] devised an efficient four filter. This process required less computational time as it was least complex process of calculating the DWT but this process was timevariant and historical changes in any converted signal may get lost due to this issue. Such losses may 
Wavelet transform (WT) is used to extend localize a continuous stream of data both in time and frequency domain, thus this tool is very useful in analyzing data with abrupt changes and unlike Fourier transform this transform results in a localized set of wavelets which represent the data for further processing. The prediction process based on wavelet data is more accurate because the wavelet transform has a filtering effect on input data [26] . Based on the type of signals this transform can be of 2 types, a continuous wavelet transform (CWT) and a discrete wavelet transform (DWT). As per [27] the CWT W (a, b) of signal f (x) in the relationship with the mother wavelet φ(x) is defined by Equation (1) as:
where T represents the total length of given signal f (t). The transition and scaling factors of the resulting wavelets are represented as functions of m and n (a = 2 m , b = n2 m ); the discrete time index for this transform is denoted by t. Mallat [29] devised an efficient four filter. This process required less computational time as it was least complex process of calculating the DWT but this process was time-variant and historical changes in any converted signal may get lost due to this issue. Such losses may trigger false forecasting results and in case of wind electrical power generation forecasting such random changes can affect the whole system [30] . For resolving this issue, a non-decimated wavelet transform (WT) function provided by MATLAB(The MathWorks Natick, MA, USA)software can be used as the computational complexity and data storage is not as critical as it was when this model was proposed in Reference [30] .
Particle Swarm Optimization (PSO) Algorithm
PSO algorithm is easier to implement and it required a low number of variables for proper implementation in MATLAB (The MathWorks Natick, MA, USA). Many researchers have previously used PSO for optimization of various real-life problems. A simple outline for implementation of PSO in the prediction of electrical power systems is given in Reference [31] . Del Valle et al. [31] also compared various other optimization methods to PSO. For any decision vector x ∈ n which contains the primary variables, the design space may be defined as:
where x L j and x U j are basically the lower and upper bounds of the search space for the dimension of j (where, j = 1, 2, 3 . . . n).
While the position of any given particle (ith particle) in the iteration number k is given by:
where swarm size is given by n, and v i (k) depicts the velocity of any given ith particle in the iteration k which basically shows the rate of change of position of the particle in the design space, and this is given by:
where, ω(k) shows the dynamic inertial weight coefficient, which is set to gradually decay to simulate the decrease in velocities in as the iteration are increased which further enables the swarm to converge to a suitable point in the search space, and this is given by:
Here, ω max and ω min are initial and final weights after the swarm has converged; k max is the total number of iterations utilized in the search; c 1 and c 2 represent the social and cognitive learning rates in Equation (5); and whiles r 1 and r 2 are random numbers generated in the range of 0-1. c 1 and c 2 depict the significance of the position of a particle in a given swarm; P best is the best position achieved by a particle after i counts while G best is the overall global best position of all the particles in the space for a given swarm. Graphical representation of PSO algorithm is shown in Figure 2 . 
Adaptive Neuro-Fuzzy Inference System (ANFIS) Model
Fuzzy logic is a system which is vastly used to map variables which have no apparent linear relationship, this is achieved by taking vectors as input and relating it to a scalar output. Moreover, a fuzzy system can take input data in the form of numerical values, and qualitative data as well. A simple Figure 2 . Updating Position using PSO [19] .
Fuzzy logic is a system which is vastly used to map variables which have no apparent linear relationship, this is achieved by taking vectors as input and relating it to a scalar output. Moreover, a fuzzy system can take input data in the form of numerical values, and qualitative data as well. A simple fuzzy logic system comprises of four components, including, fuzzifier, fuzzy rules, inference engine and a de-fuzzifier. Fuzzifier is a conversion process which converts raw input data into a fuzzy representation, this process also assigns attributes to variables based on the membership functions and their relationship with the variables. Fuzzy rules are simply defined as an if-then type structure where the relationship and the resulting behavior is modelled as rules. Inference engines are used to infer the rules and reach to a fuzzy output by following fuzzy rules, two main kinds are Sugeno and Mamdani inference engines [18] .
A Mamdani engine uses fuzzy rules to map the fuzzy sets to the relevant fuzzy output, then finally a de-fuzzifier is used to obtain scalar output from the fuzzy sets while a Sugeno type engine uses a direct relationship of fuzzy input to scalar output using output membership function known as singleton spikes. In any case, the de-fuzzifier is used to get the final output using the integration of areas using methods like mean of maxima, area bisector, maximum criteria or centroid of an area.
Artificial Neural Networks (ANNs) are superior to a simple fuzzy inference system as these systems use continuous training, thus updating the weights between neurons, a simple disadvantage is the fact that this advantage can only be exploited within the system while fuzzy systems can be interlinked using the set of fuzzy rules this gives a unique requirement of using ANN with fuzzy logic [32] . A combination of ANN and fuzzy network is called ANFIS which is an adaptive feed forward algorithm and it uses the strengths of both approaches while creating relationship matrices [33] . This method is usually used to train a network based on historical data and later the forecasted data and actual output are further stored to further train the model thus ANFIS is a self-learning method which combines the capability of neural network with the membership functions of a fuzzy inference system [34] .
A Takagi-Sugeno based fuzzy inference engine is shown in Figure 3 where the system uses five-layer structure to map the input and output variables. Each layer comprises of numerous nodes, which are characterized by a mathematical node function. The node functions and layer functions are further discussed below.
Let us assume that the output is represented by Oi for an ith node in any layer j. Layer 1 contains adaptive nodes as shown in Equations (7) and (8) .
or: Each layer comprises of numerous nodes, which are characterized by a mathematical node function. The node functions and layer functions are further discussed below.
Let us assume that the output is represented by O i for an ith node in any layer j. Layer 1 contains adaptive nodes as shown in Equations (7) and (8) .
or:
Variable x and y are inputs to the given ith node while Ai (also B i-2 ) is a semantic label associated with this node in layer 1. Thus, o 1,i is actually a membership function of a fuzzy set A (A 1 , A 2 , B 1 or B 2 ) and this is the indicator of the relationship of x or y to the quantifier A. A generalized bell function may be used to further define the membership functions A and B as given by Equation (9) .
where, p i , q i , and r i are the input parameters of the membership functions and changing these parameters define a new membership function accordingly. This gives flexibility to define various membership functions for a given label A i . In an actual scenario, any mathematical function which can be integrated piecewise is used as a node function in this layer as suggested by [35] and these parameters are also known as premise parameters. Layer 2 is a simple fixed node which uses the product of the input signals for rule firing as shown in Equation (10) .
Layer 3 is used for every N node to estimate the ratio of the firing of an ith rule in the fuzzy domain to the total sum of rules which is also called normalization as given by Equation (11) .
After this layer, the fourth layer uses adaptive nodes to determine the role of every ith rule in determination of the overall output of the ANFIS as given by Equation (12) .
Here, w i is the output as given by layer 3, while a i , b i and c i are collectively known as a parameter set. After this a fifth layer uses a single node to calculate the final stage output by adding up all the input signals as shown in Equation (13) .
This section describes that an adaptive weight ANFIS system is basically a Sugeno inference engine.
ANFIS Membership Function Parameter Optimization Method
The aim of this research is to develop a dual-stage hybrid Wavelet-PSO-ANFIS based technique which uses PSO for optimization of the parameters while the membership functions are developed using ANFIS. This technique combines the simplicity of PSO algorithm with the mathematical simplicity of the ANFIS network. For the purpose of this research the fuzzy membership functions that are used to map the input/outputs are triangular shaped.
Back propagation (BP) algorithms are used to create an input, output relationship using ANFIS by using historical data from the actual wind farm. Thus, a tuned network will properly forecast wind electrical power for a day using training based adaptive fuzzy relationships. The BP algorithms use gradual decay in the weights of vectors to converge to a minimum error for any optimization problem. The disadvantage of BP algorithms is the ability to get struck at local minimas, thus ignoring the actual global minima which is an optimum solution. Thus, the BP algorithm is replaced with the PSO to search for global optimum values in the space. Another advantage of the PSO algorithm is that this algorithm is independent from the structuring of the ANFIS. A mean square error is used as a cost function to optimize the membership functions using PSO and thus a hybrid scheme using wavelet for the initial formation of wavelets, then PSO in combination with ANFIS is used to generate forecasting model using a dual-stage hierarchy as depicted in Figure 4 . 
Performance Evaluation
Performance evaluation of any forecasting model is very crucial for benchmarking the model with already existing models. Thus, evaluating the accuracy and precision of our proposed hybrid dualstage Wavelet-PSO-ANFIS (DSHWPA) model for the prediction of wind speed and wind electrical power using error measurement criteria like, mean absolute percentage error (MAPE), root mean square error (RMSE), standard deviation of errors and sum-squared error (SSE) is essential. Error analysis criteria were computed using the relationships defined in this section of research study. MAPE was calculated using the relationship as defined in Equations (14) and (15) below:
where, and are the actual and forecasted wind electrical power in kW at a given hour in a day while is the average value of actual electrical power produced by a wind farm and N is the prediction horizon.
SSE was calculated using the Equation (16) as shown below: 
Performance evaluation of any forecasting model is very crucial for benchmarking the model with already existing models. Thus, evaluating the accuracy and precision of our proposed hybrid dual-stage Wavelet-PSO-ANFIS (DSHWPA) model for the prediction of wind speed and wind electrical power using error measurement criteria like, mean absolute percentage error (MAPE), root mean square error (RMSE), standard deviation of errors and sum-squared error (SSE) is essential. Error analysis criteria were computed using the relationships defined in this section of research study. MAPE was calculated using the relationship as defined in Equations (14) and (15) below:
where, E a h and E f h are the actual and forecasted wind electrical power in kW at a given hour in a day while E a h is the average value of actual electrical power produced by a wind farm and N is the prediction horizon.
SSE was calculated using the Equation (16) as shown below:
Similarly, the RMSE for the forecasting model was calculated using the relation as defined in Equation (17) below:
Finally, the SDE of error was calculated using relationships as shown in Equations (18)- (20):
where, e h is the forecasting error at any given hour h and e is the mean prediction error for the forecasting model. The variance in the observed errors shows the reliability of the prediction model, a high variance value shows the model is unstable and wide range errors were observed while forecasting electrical power [18, 26] . From Equation (14) , a daily variance in prediction errors can be calculated using the relationship shown in Equations (21) and (22) below:
Practical Implementation and Numerical Results
The proposed algorithm of dual-stage hybrid Wavelet-PSO-ANFIS was applied for short-term electrical power prediction in a small wind electrical powered grid station using a single wind turbine having max. wind speed (15 km/h) rated power of 2800 kW. The major inputs for the first stage include the environmental variables from NWP meteorological forecasts for the purpose of training and forecasting future wind speed. Furthermore, in this section data dependency was also analyzed using distributed data sets to test the algorithm and results are discussed. The target prediction timeline for the selected model was 1 day while the data for training was gathered from NWP and SCADA systems for a year as a large data set ensures proper development of member functions in fuzzy domain. The results of the forecast of 4 days (each corresponding to one season) are discussed and analyzed for error and prediction accuracy analysis. The forecasted results along with the actual results are plotted to show the accuracy and preciseness of the model. The Figures 5-12 show the results of stage 1 and 2 along with the actual observed data for comparison. Also, Figures 5 and 6 show the predicted results for wind speed and wind electrical power for a spring day. There were strong winds from hour 16 to hour 23 thus creating high electrical power of up to 900 kW in that region. The forecasted and actual data are almost aligned and the shape is also in correlation to each other which shows the accuracy of the model. Similarly, Figures 7 and 8 show the predicted results for wind speed and wind electrical power for a fall day. There were strong winds in the initial hours while random wind speeds were observed in the latter part of the day. The forecasted and actual data are shown for the purpose of comparison. Figures 9 and 10 depict the forecasting results for a winter day. There were strong winds throughout the day, which were predicted by the forecasted model and a mean electrical power of 700 kW was generated as a result of continuous winds. Similarly, Figures 11 and 12 shows the predicted results for wind speed and wind electrical power for a summer day. There were strong winds from hour 15 to hour 20 thus the electrical power generation is the maximum for that duration. The forecasted and actual data are shown for the purpose of comparison. Figures 9 and 10 depict the forecasting results for a winter day. There were strong winds throughout the day, which were predicted by the forecasted model and a mean electrical power of 700 kW was generated as a result of continuous winds. Similarly, Figures 11 and 12 shows the predicted results for wind speed and wind electrical power for a summer day. There were strong winds from hour 15 to hour 20 thus the electrical power generation is the maximum for that duration. The forecasted and actual data are shown for the purpose of comparison. Figures 9 and 10 depict the forecasting results for a winter day. There were strong winds throughout the day, which were predicted by the forecasted model and a mean electrical power of 700 kW was generated as a result of continuous winds. Similarly, Figures 11 and 12 shows the predicted results for wind speed and wind electrical power for a summer day. There were strong winds from hour 15 to hour 20 thus the electrical power generation is the maximum for that duration. The forecasted and actual data are shown for the purpose of comparison. Tables 1-4 show the calculated accuracy criteria for the proposed model for 4 days. The first stage has comparatively a high error rate in comparison to the second stage. In the case of spring day, the mean absolute percentage error value of 9.52% was observed in Stage 1 while this error was minimized by the use of a second stage and actual MAPE of 2.70% was observed in the prediction of wind electrical power. As seen in Table 2 , in the case of fall day, the mean absolute percentage error value of 4.49% was observed in Stage 1 while this error was increased at the second stage and actual MAPE of 5.64% was observed in the prediction of wind electrical power. Similarly, as seen in Table 3 , in case of a winter day, the mean absolute percentage error value of 3.18% was observed in Stage 1 while this error was decreased at the second stage and actual MAPE of 1.03% was observed in the prediction of wind electrical power. As seen in Table 4 , in case of a summer day, the mean absolute percentage error value of 3.54% was observed in Stage 1 while this error was amplified at the second stage and actual MAPE of 13.75% was observed in the prediction of wind electrical power. The summary analysis of errors is shown for each stage as Tables 5 and 6 . As seen in Table 5 , the total average MAPE of 5.18% is observed in Stage 1 which is a good MAPE value for the first stage. Similarly, average SDE, RMSE and SSE values of 3.51, 0.16, 0.77 km/hour were observed in the prediction of wind speed. As seen in Table 6 , the total average MAPE of 5.78% was observed in prediction of electrical power. Compared to total power of 2800 kW these error values are very low, thus prediction accuracy is high. Eseye, Zhang, and Zheng [36] reported the accuracy of DSN, DSHGN, DSHPN, DSA and DSHGA prediction model in the form of MAPE as 50.4%, 49.04%, 43.3%, 31.6% and 19.2%, respectively. Compared to our approach this MAPE value of 5.78% is superior and this shows the significance of the forecasting model proposed in this research. Input data dependency is another criterion for any forecasting model; for testing the input dependency of our model, the data set was distributed into 4 subsets containing unique input variables. These subsets were used to train our algorithm and subsequently case study based forecasting was performed to estimate the relationship of data towards the prediction accuracy of the model. Subset 1 contained information about the wind speed and direction only while subset 2 contained information about the wind speed, direction and air temperature. Subset 3 contained information on wind speed, direction, air temperature, and air pressure while subset 4 comprised of all the variables including wind speed, direction, air temperature, air pressure, and humidity.
The data dependency results for both stages can be seen in Tables 7 and 8 where all the subsets are compared to MAPE errors for one day of each season. The data subset 4 has the best MAPE while subset 1 has the worst highest MAPE for both stages. Using only Subset 1 as input data led to an average MAPE of 5.67% and 6.57% in stage 1 and stage 2 respectively, while average MAPE was improved to 5.40% and 6.20% for stage 1 and 2 respectively in case of subset 2. Similarly, subset 3 and subset 4 led to mean MAPE of (5.39% & 5.92%) and (5.18% & 5.78%) respectively for subset 3 and subset 4. The average computation time for a full 5 input based prediction model using MATLAB on windows based computer having specification Intel Corei7-4510U 2.6 GHz (4 CPUs), 8 GB RAM was around 12 s, thus the proposed model is reliable, accurate, precise and requires less computational time. 
Comparison of Developed Code DSHWPA with Five Other Forecasting Methods
The accuracy analysis was performed by analyzing the results using the MAPE criterion of the five existing algorithms including, Double-stage ANFIS (DSA), DSHGN (double-stage hybrid neural network combined with genetic algorithm), DSHGA (double-stage hybrid genetic algorithm with ANFIS), DSHPN (double-stage PSO and neural network), and DSN (double-stage neural network) with the developed algorithm in this paper, that is, DSHWPA (Dual-stage hybrid wavelet PSO ANFIS).
The algorithms were replicated in Matlab to analyze the forecasting prediction accuracy of the method developed in this research. For comparison, the MAPE criterion was selected, as this is the relevant criterion selected by various researchers in the field of Wind Power prediction. The results of analysis are summarized in Table 9 as shown below. The accuracy analysis show that the MAPE of the DSHWPA technique developed in this study had an average value of 5.78% after second stage. As depicted in Table 9 using similar dataset and similar hardware the average value of MAPE for DSA, DSN, DSHGN, DSHGA, DSHPN were 7.18%, 11.82%, 10.62%, 6.75%, and 8.91%. The analysis revealed that the MAPE for the five techniques was improved by 19.50%, 51.10%, 45.56%, 14.31% and 35.11%. Based on the MAPE technique the developed technique resulted in at least 19.50% improvement from DSA method which is a significant for short-term wind power prediction thus our technique has significant edge over the highlighted five techniques based on the MAPE criterion.
Conclusions
This paper describes an approach to modelling and predicting short-term electric power generation of a wind farm using a dual-stage hybrid Wavelet-PSO-ANFIS model. The developed model takes input in the form of statistical and physical measurements, performs Wavelet transform of inputs and the model is run in a 2-stage form using training data for both models and based on the output of the first stage the output of the second stage is generated. An average MAPE value of 5.78% was observed with a low computational time of 12s, which was compared against preexisting prediction techniques. Discussion regarding the prediction accuracy and input data dependency was also performed and the model performed very well, even when the input data were divided into subsets. Future work requires the implementation of this model for forecasting of a medium sized wind farm and accuracy measurements for longer durations using actual data and implementation of this model in short-term prediction of other high-frequency phenomenon like oil prices, electricity prices, stock prices and so forth.
