This work explores the ability of two methodologies in downscaling hydrological indices characterizing the low flow regime of three salmon rivers in Eastern Canada: Moisie, Romaine and Ouelle. The selected indices describe four aspects of the low flow regime of these rivers: amplitude, frequency, variability and timing. The first methodology (direct downscaling) ascertains a direct link between large-scale atmospheric variables (the predictors) and low flow indices (the predictands). The second (indirect downscaling) involves downscaling precipitation and air temperature (local climate variables) that are introduced into a hydrological model to simulate flows. Synthetic flow time series are subsequently used to calculate the low flow indices. The statistical models used for downscaling low flow hydrological indices and local climate variables are: Sparse Bayesian Learning and Multiple Linear Regression. The results showed that direct downscaling using Sparse Bayesian Learning surpassed the other approaches with respect to goodness of fit and generalization ability.
Introduction
Water-related disasters, i.e. floods and droughts, have been more devastating overall than other natural hazards (earthquakes, volcanoes, etc.) as far as deaths, suffering, and economic damages are concerned. Many climate change scenarios predict that the frequency of occurrence and amplitude of climatic and hydrologic extremes are likely to be affected within the next 100 years. These extremes are important for decision making in water resources. In particular, information on low flows is relevant for several purposes such as industrial needs, agricultural demands, water pollution control requirements and environmental flows.
In the literature, a number of indices have been developed and tested in particular regions in terms of biologically relevant flow variables, to describe the overall variability in regional hydrologic regimes and to quantify low flow characteristics sensitive to various forms of human perturbations (Olden and Poff 2003) . Despite the significant amount of specialist knowledge that has accumulated in the field of low flow hydrology, specific understanding of processes associated with low flows in diverse climatic, topographical and geological conditions is rather limited, due to scarce experimental low flow studies. According to Smakhtin (2001) , considering the growing attention to climate variability, the specific issue of low flow change under altering climatic conditions requires additional research.
A crucial step in the development of tools for climate change impact assessment was the development of global atmospheric general circulation models (GCMs; a list of acronyms is given in the Appendix), which simulate the present climate and generate scenarios of future climate change. GCMs exhibit significant skill at hemispheric and continental spatial scales but are inherently unable to represent local sub-grid scale features (Wigley et al. 1990 ) such as topography, cloud cover and land use. Therefore, embedding schemes linking GCMs to finer scale meteorological and hydrologic models were employed. However, this framework is constrained by spatial, temporal and vertical level mismatches between the accuracy of GCMs' outputs and the hydrological importance of the variables (Xu 1999) .
To narrow these gaps, the climate research community contributed a considerable effort towards the development of 'downscaling techniques'. Two fundamental approaches exist for the downscaling of GCM outputs (Wilby et al. 2004) : dynamical and statistical (also known as empirical) approaches. Dynamical approaches involve running regional climate models (RCMs) with GCM outputs as boundary conditions to simulate processes at a finer scale. However, RCMs are computationally expensive, and their application is sometimes temporally and spatially limited. Statistical Downscaling (SD) approaches derive mathematical relationships between broad scale variables (predictors), obtained from reanalysis data, and fine scale surface conditions (predictands) . With the advent of SD techniques, the initial steps of providing hydrological information for impact studies of climate change on hydrology were then typically viewed as a two-step approach (referred to as 'indirect downscaling'" (ID) henceforth): (1) GCM outputs (predictors) are used to generate local downscaled climate conditions (predictand) such as temperature or precipitation and, (2) the downscaled variables are introduced into a hydrologic model to get future projections of possible hydrological changes.
This two-step downscaling framework is usually constrained in space by the domain of calibration of the hydrological model and the data requirements for adjusting the model parameters (Eckhardt et al. 2005) . Simple hydrological models have a smaller range of applications and can give adequate results at greatly reduced costs while the models characterized by complexity in terms of structure and data requirements provide adequate results for a wide range of applications. In an attempt to circumvent these shortcomings, a few studies (Cannon and Whitfield 2002 , Ghosh and Mujumdar 2008 , Tisseuil et al. 2010 tried to establish a direct link between streamflows and GCM outputs. Such a direct link (referred to as direct downscaling (DD) henceforth) has been criticized primarily due to lack of consideration of water stores and transfers within the soils and groundwater of a catchment (Xu 1999) . However, seeking such a direct association between river flows and GCM outputs may be relevant to facilitate the generalization and extrapolation of predictand simulations over large scales (Tisseuil et al. 2010) .
The details of the results of DD have been shown in Joshi et al. (2013) and are therefore briefly presented in the results section. The current study discusses the results of ID methods and their comparison with DD methods. Additionally, future projections of the selected low flow indices were shown using GCM and RCM outputs. The study area used to implement and compare DD and ID methods comprised three salmon rivers in the province of Quebec, Canada. The statistical models experimented with for their downscaling abilities were Sparse Bayesian Learning (SBL) and Multiple Linear Regression (MLR). On the basis of a literature review, it was found that the former finds scarce applications in downscaling studies, particularly in North America, while the latter has been frequently applied (Nieto and Wilby 2005 , Gachon and Dibike 2007 , Dibike et al. 2008 . Also, to our knowledge, no study has focussed on comparing direct and indirect methodologies to downscale low flow indices. This study will thus address the following questions:
(1) Which of the two statistical models (SBL and MLR) performs best in downscaling low flow hydrological indices (HIs) from National Center for Environmental Prediction (NCEP) reanalysis atmospheric variables? (2) Does the inclusion of a hydrological model (ID framework) improve the downscaling performance, or could the characteristics of low flow HIs be well reproduced by establishing a direct link to NCEP reanalysis atmospheric variables (DD framework)?
Statistical downscaling framework
The statistical downscaling framework ( Fig. 1 ) used in this work is built on a comparative approach that has three aspects. Two downscaling methodologies were implemented using two statistical models to quantify the relationship between NCEP atmospheric variables and low flow HIs characterizing three rivers: Moisie, Romaine and Ouelle. The downscaling methodologies implemented in the current work were:
• DD: NCEP reanalysis variables are directly linked with the low flow HIs.
• ID: This is a two-step approach where the NCEP atmospheric variables are first linked with local climate variables (such as precipitation and air temperature) and, thereafter, the downscaled local climate variables are introduced into a hydrological model to simulate flows from which low flow HIs are calculated. The hydrological model chosen for simulating flows from the downscaled local climate variables was the Streamflow Synthesis and Reservoir Regulation (SSARR) model (described in the following subsections). To eliminate biases present in the reanalysis data, a third methodology referred to as Partial Validation Approach (PVA) was also implemented. PVA involved the use of observed values of precipitation and temperature as input to SSARR instead of reanalyses.
The statistical models selected to downscale low flow indices in the DD approach and local climate variables in the ID approach were SBL and MLR. SBL was applied in the form of Relevance Vector Machine (RVM). RVM (Tipping 2001 ) uses probabilistic Bayesian learning to capture the underlying relationships between predictors and predictands. It is a Bayesian treatment of the function used by Support Vector Machines (SVM):
where t i f g ð Þ is a kernel function, effectively defining one basis function for each example in the training set. Details of SVM can be found in Cortes and Vapnik (1995) and its comparison with RVM can be found in Tipping (2001) and Ghosh and Mujumdar (2008) . Since in the current work, RVM has been implemented, therefore, the mathematical formulations behind the algorithm are given in the Appendix. MLR was implemented in the form of backward stepwise regression (McCuen 2003) using Automated Statistical Downscaling (ASD) Tool. ASD implements a regression-based approach which provides the option of two predictor selection methods: backward stepwise regression and partial correlation coefficients. Partial correlation coefficients look at the correlation between two variables after eliminating the effect of third or more variables. Backward stepwise regression starts with all the terms in the model and removes the least significant terms until all the remaining terms are statistically significant. The ASD model also gives the possibility to use ridge regression (Hoerl and Kennard 1970) to alleviate the effect of the non-orthogonality of predictor vectors. Application of ASD in downscaling precipitation and temperature can be found in Hessami et al. (2008) . Details of the MLR algorithm can be found in the Appendix. Combining the two statistical models and the three methodologies described above, the following five approaches were compared in the current work:
(1) DD using statistical models RVM (DD1) and ASD (DD2) (2) ID involving hydrological model, SSARR, with the following inputs:
• RVM downscaled values of precipitation and temperature (ID1) and • Downscaled values of precipitation and temperature obtained using ASD (ID2) (3) Partial Validation Approach (PVA)
Input preparation
Inputs to the above-presented methodologies were prepared in the following manner:
(1) Correlations were calculated between monthly, seasonal and yearly values of NCEP reanalysis variables and predictands (low flow HIs). For ID, the predictands were inputs to the hydrological model, SSARR, i.e. mean air temperature and precipitation. For the same, daily values of NCEP reanalysis variables were checked for their correlations. Statistical downscaling framework showing the five methodologies implemented in this work. DD1 refers to direct downscaling using SBL (RVM), DD2 refers to direct downscaling using MLR (ASD); ID1 refers to indirect downscaling using SBL (RVM); ID2 refers to indirect downscaling using MLR (ASD) and PVA refers to partial validation approach. The predictor selection for SBL (RVM) is done using canonical correlation analysis and for MLR (ASD) is done using backward stepwise regression.
(2) The significantly correlated series (α < 0.05) were then subjected to canonical correlation analysis (CCA) and the canonical variable scores were further input into the RVM algorithm. CCA (Busuioc et al. 2008 ) looks for a linear combination of predictors that are optimally correlated with the predictand. (3) For MLR, the significantly correlated variables, selected in step 1, underwent backward stepwise regression. SSARR calibration was performed using an optimization subroutine based on an algorithm that makes an iterative search of the parameter space based on performance measures and depth function (Bárdossy and Singh 2008) . Depth functions are defined in detail in the Appendix. For the quantification of the performance of hydrological models, most of the goodness of fit criteria concentrate on how well the simulated hydrographs, flood peaks and flow volumes match with corresponding observed values (Green and Stephenson 1986) . These criteria provide scarce information about the quality of low flow simulations due to their bias towards high flows. For the current work, the following evaluation criteria were used to assess SSARR results:
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where n denotes the number of days in the time series, and O i and P i denote observed and simulated daily values, respectively. " O and " P denote observed and simulated means, respectively. These indices were quantified for the entire year and separately for two seasons (December-March and JulyOctober). R 2 and NASH are the most commonly used performance indices (Legates and McCabe 1999) . The major drawback of using R 2 , if it is considered alone, is that it only quantifies dispersion. Therefore, a model which systematically over-or under-predicts can still result in good values of R 2 . With the NASH coefficient, the squaring of the difference between observed and predicted values leads to an overestimation of model performance during peak flows and an underestimation during low flow conditions. Niether index is sufficiently sensitive to systematic model over-or under prediction, particularly during low flow periods.
To reduce the problem of squared differences and the resulting sensitivity to extreme values, LOGNASH is calculated with logarithmic values of O and P. The logarithmic transformation flattens the peaks of the hydrograph. As a result, the influence of low flows is increased in comparison to flood peaks, thereby increasing the sensitivity of the index to model over-or under-prediction of low flows. Another way of increasing the influence of absolute differences between observed and predicted values during low flow periods and reducing the same during high peaks, is to quantify them as relative deviations (MODNASH). As a result, it can be expected that the relative deviations are more sensitive to systematic overor under-prediction, particularly during low flow conditions.
Study area
The considered downscaling methodologies were experimented with for three rivers located in the province of Quebec, in Eastern Canada. Moisie and Romaine rivers are located on the north shore whereas Ouelle is located on the south shore of the St Lawrence River. These rivers were chosen as they sustain Atlantic salmon (Salmo salar) populations, which has been regarded as an endangered species (Committee on the Status of Endangered Wildlife in Canada 2011) and is known to be adversely affected by extreme low flows (Armstrong et al. 1998) .
Daily streamflow, precipitation and air temperature data for stations representing the three rivers were obtained from Environmental Canada database (http://www.climate.weatheroffice.gc.ca). Locations of the discharge and meteorological stations on each of these river basins are shown in Fig. 2 
Selection of low flow indices
Six low flow indices characterizing different aspects of the low flow regime of the three rivers were considered. These indices were selected based on the study presented in Daigle et al. (2011) which dealt with the characterization of low flow regimes of rivers in Eastern Canada using data from 175 discharge stations. Seventy-one indices considered relevant from a low flow perspective were identified and categorized into five groups describing different aspects of the low flow regime: magnitude, frequency, duration, variability and timing (Richter et al. 1996) . The number of indices was reduced from 71 to eight highly informative and low-correlated HIs using Principal Component Analysis (PCA). Following this work, low redundant HIs covering four aspects of low flow regime of a river, were selected. These four aspects are magnitude, variability, timing and duration. To account for the impacts of temporal dependence on the validity of statistical estimates, indices exhibiting autocorrelation were avoided. The selected indices were (Table 3) date of the seven annual 1-day minimum discharges (T), standard deviation of the Julian date of the seven 1-day minimum discharges (V), 90-day minimum divided by the median of the entire record (D1) and 90-day minimum calculated for July-October, divided by the median of the entire record (D2).
Predictor selection
Reanalysis data from the NCEP (Kalnay et al. 1996) were used as large-scale atmospheric predictors to calibrate the models and validate the approaches. These datasets are 'observed' large-scale data on a regular grid with a spatial resolution of approximately 2.5°× 2.5°(250 km × 250 km). Each NCEP variable was interpolated to each discharge and meteorological station location for DD and ID, respectively, using bilinear interpolation. For a given station, the interpolated data were calculated by taking a weighted average of the data from the four nearest points located on a regular grid. The full list of predictors is shown in Table 4 . These variables include Relative Humidity (RH), Specific Humidity (SH), Zonal (U), Meridonal (V) and Vertical (ω) components of wind and geopotential height at different pressure levels (1000, 850 and 500 hPa) and Sea Level Pressure (SLP). The variable Heating Degree Days (HDD) was also included for the DD. 19000 1966 19000 -2010 19000 1967 19000 , 1999 19000 , 2000 19000 , 2007 19000 Ouelle 47°22ʹ52"N 69°57ʹ29" W 795 1961 19000 -2010 19000 1967 19000 , 1981 19000 , 1982 19000 , 1996 Figure 3. Flow duration curves for Romaine, Moisie and Ouelle for summer (dashed line) and winter flows (smooth line). The drainage areas (DA) are indicated in the figure. Data are plotted on semi-logarithmic axis. HDD indicates exceedence of the daily mean above a certain temperature threshold (base temperature). In the current work, a base temperature equal to 1°C was considered.
Model validation and performance
Cross-validation (Stone 1974 ) provides a simple and effective method for both model selection and performance evaluation and is widely employed by the downscaling community. Under k-fold cross-validation the data are randomly partitioned to form k disjoint subsets of approximately equal size. Of the k subsets, one is retained as the validation data for testing the model, and the remaining k − 1 subsets are used as training data. A special case of k-fold cross-validation is split sampling (k = 2) in which the dataset is divided into two subsets, one for training and the other for testing.
The most extreme form of cross-validation is known as leave-one-out cross-validation (LOCV). LOCV consists of omitting one case at a time and building the statistical model on the remaining dataset, then estimating the omitted case with the model. All N available cases are omitted and estimated in turn and the model performance is computed from the N estimation errors. The low flow HIs selected for this work were yearly and/or seasonal. Therefore, in DD, the total number of samples available for calibrating RVM and ASD was equal to the total number of years of data, and the method was validated through LOCV. In ID methodology, daily values of precipitation and temperature were downscaled and further introduced into SSARR to simulate daily flows and thereafter low flows. Therefore, the dataset was divided into two subsets, that were alternatively used as calibration and validation sets in a split-sample cross-validation.
The ability of the DD and ID methodologies to downscale the selected low flow HIs was quantified using the following performance indices: Relative Root Mean Square Error (RRMSE), Relative Mean Absolute Bias Error (RMABE) and Coefficient of Determination (R 2 ):
and
Results
The results of the current study are discussed in the following subsections. The low flow indices and their corresponding index codes are shown in Table 3 . The combinations of calibration and validation (C1 and C2) sets used in split sampling for the indirect downscaling methods have been shown in Table 5 .
Intercomparison of direct downscaling approaches (DD1 and DD2)
The variables selected as predictors for direct downscaling and the comparison of the downscaling efficiencies of DD1 and DD2 are presented in detail in Joshi et al. (2013) . With respect to the correlation between climate variables and selected low flow indices (Table 3) , it was observed that the indices were primarily influenced by wind components (Vertical, Zonal and Meridonal) and humidity variables (Specific and Relative humidity). The results indicated that DD1 performed better than DD2 in terms of the selected performance indices (RRMSE, RMABE and R 2 ). The former resulted in lesser variability of the performance indices between calibration and validation sets, implying better generalization ability. Both methodologies were unable to capture the variability present in index V for all rivers. An intercomparison of the rivers showed that the values of RRMSE and RMABE observed for the indices from Ouelle were higher than those from Romaine and Moisie.
Downscaling of precipitation and temperature
As mentioned in Section 2.1, the NCEP variables significantly correlated with temperature and precipitation were selected to form the model. To investigate whether more parsimonious models provide similar results, comparisons were made between models formed with all (M_all) and top five (M5) significantly correlated NCEP variables using the Akaike information criteria (AIC; Akaike 1974). For temperature, M5 resulted in lower AIC and improved values of performance indices for all stations. For precipitation, M5 resulted in lower AIC but comparable values of performance indices. The only exception was found in the case of precipitation at the Sept-Iles station (located on the Moisie River), for which M10 resulted in lower AIC and improved performance indices. The NCEP variables used to form the models for precipitation and temperature downscaling are shown in Table 6 .
For precipitation downscaling, it was observed that RVM and ASD gave comparable performance (unpublished data). Both methods were unable to capture the variability existing in precipitation and yielded correlation values within the range 0.30-0.70. For temperature downscaling, RVM performed slightly better than ASD. However, both methods gave R 2 values greater than 0.90 for all stations. With respect to the simplicity and the lower memory requirements, ASD algorithm was regarded as more suitable for downscaling precipitation and mean air temperature.
SSARR calibration
The calibration of the hydrological model is an important component of the ID framework. For the current work, the ability of SSARR to simulate flows was tested using split sampling. The combinations of calibration and validation years (combination 1 (C1) and combination 2 (C2)) used in split sampling are indicated in Table 5 . Table 7 shows SSARR simulation results (table  shown only 
Intercomparison of ID approaches (ID1 and ID2)
Both indirect downscaling approaches performed comparably for all the stations and, therefore, no definite conclusions could be drawn about the superiority of Table 6 . NCEP variables selected as predictors for temperature and precipitation downscaling for C1 and C2 (Table 5 ). The numbers refer to the corresponding predictors mentioned in Table 4 .
Stations/Variables
Temperature Precipitation Fermont (F) 11, 4, 12, 1, 13 13, 7, 6, 5, 4, 12, 1, 13 6, 7, 19, 5, 15, 13, 10, 20, 9, 4, 12, 1, 13 19, 15, 5, 13, 11, 4, 12, 1, 13 7, 6, 10, 13, 5 La Pocatière (P) 11, 4, 12, 1, 13 15, 19, 7, 13, 6 either (plots not shown). For example, for index D2 from Romaine, ID1 outperforms ID2 for C1 and the latter surpasses the former for C2. For index AMP2 from the same river, ID2 performs well over ID1 for both combinations. Among all rivers and indices, poorest performance by both methods is obtained for the variability index V from Ouelle. The corresponding RRMSE, RMABE values are 12.47, 7.14 for ID1 and 18.93, 13.76 for ID2, respectively.
Comparison of DD (DD1 and DD2) and ID approaches (ID1 and ID2)
The comparison of direct and indirect downscaling methodologies is shown for combination C1 for each river in Figs 4-6. For all rivers DD1 outperforms all ID approaches in terms of the performance criteria. The RRMSE, RMABE and R 2 values corresponding to C1, obtained for index AMP1 from Ouelle are 0.23, 0.18 (Table 5 ).The downscaling approaches are: Direct downscaling using RVM (DD1) and ASD (DD2), indirect downscaling involving hydrological model SSARR with observed (PVA) and downscaled values of precipitation and temperature using RVM (ID1) and ASD (ID2), as input. (Table 5 ). The downscaling approaches are: Direct downscaling using RVM (DD1) and ASD (DD2), indirect downscaling involving hydrological model SSARR with observed (PVA) and downscaled values of precipitation and temperature using RVM (ID1) and ASD (ID2), as input. (Table 5 ). The downscaling approaches are: Direct downscaling using RVM (DD1) and ASD (DD2), indirect downscaling involving hydrological model SSARR with observed (PVA) and downscaled values of precipitation and temperature using RVM (ID1) and ASD (ID2), as input. and 0.93 for DD1; 1.24, 0.93 and 0.05 for ID1 and 1.11, 0.86 and 0.10 for ID2, respectively. For method DD2, in some cases, it is observed that the method is surpassed by both indirect approaches. Indices D1 and D2 from Ouelle corresponding to both combinations C1 and C2 exemplified this observation. The RRMSE, RMABE and R 2 results obtained for index D1 were 1.24, 0.70 and 0.10 for DD2; 0.70, 0.45, 0.05 for ID1 and 0.78, 0.47 and 0.05 for ID2, respectively.
Comparison of PVA and downscaling approaches (DD and ID)
The comparison of PVA with the downscaling approaches (direct and indirect) has been shown for all rivers in Figs 4-6 (combination C1 only). For all rivers, DD1 clearly outperforms PVA in all cases. However, DD2 does not always surpass PVA. Indices AMP1, V and D1 for Moisie and D1, D2, T and V from Ouelle for both combinations, C1 and C2, form examples of this observation. For Romaine, DD2 performs better than PVA, for all indices.
The relative performance of PVA and indirect downscaling approaches is inconclusive. For some indices, for example, for index V from Romaine for combination C1, AMP2 from Moisie for both combinations and index D2 from Ouelle for combination C2, both indirect approaches outperform PVA. Whereas in some cases, for example, index AMP2 for Romaine for both C1 and C2 and index V from Ouelle for combination C1, PVA outperforms both indirect approaches. For index T from Ouelle, all three methods, perform comparably.
Discussion
Comparison between statistical models (RVM and ASD)
Results of DD (Section 7.1) indicated that SBL (RVM) outperformed MLR (ASD) in all respects. Its generalization ability and sparsity supporting nature adds value to the algorithm. For the indirect downscaling approach, these two algorithms were used to downscale daily precipitation and mean air temperature. With respect to these meteorological variables, ASD was regarded superior to RVM due to its simplicity, lesser computation demands and comparable results obtained for the two in terms of performance indices. Possibilities of improvements in the results encompass experimenting with other predictor selection methods such as genetic algorithms (Coulibaly 2004) , classification and regression trees (Tisseuil et al. 2010) . The computationally expensive nature of RVM algorithm can be dealt with by using low level languages (e.g. C, C++) to program the algorithm and large memory machines.
Comparison between DD, ID and PVA approaches
This study compares a direct statistical downscaling approach from GCM/RCM to low flow HIs, which is less commonly applied than the approach involving an intermediate hydrological model between GCM/RCM and low flow HIs. The comparison of results of direct and indirect methodologies presented in the previous section and shown in Figs 4-6 clearly indicated that of all the approaches, DD1 (DD using RVM) performed better than the other approaches. However, direct approaches cannot be, in general, regarded as superior to the indirect and PVA approaches. Simulated values of index V and D1 for Moisie serve as an example of that. For index V from Ouelle, ID1 and ID2 outperformed DD2 for both combinations of calibration and validation sets (C1 and C2).
Although the direct downscaling approach is a single-step approach, it does not account for the physical factors (such as land use and soil cover) other than climate factors that influence the variability in these indices. These factors are taken care of by a hydrological model to varying extents (depending on the nature of the selected hydrological model: lumped, semi-distributed, and distributed). A hydrological model integrates these physical factors that interact with climate and influence the movement of water (e.g., infiltration, evaporation etc.). Modelling of low flows using deterministic hydrological models is greatly determined by the extent to which low flow processes such as evapotranspiration, freeze-up, drawdown of storage in lakes, stream channels and wetlands are incorporated (Davison and Kamp 2008) . These processes operate over a wide range of spatial and temporal scales. Therefore, representing the associated processes with constant (e.g., melt rate during a rain period) or monthly varying (e.g., rainfall intensity versus percent effectiveness evapotranspiration index (PETI), monthly PETI, monthly percent effective melt rate) values may limit the ability of SSARR to represent low flow governing processes. In a review by Davison and Kamp (2008) on low flows in deterministic modelling, six hydrological models (HBV, WATFLOOD, UBCWM, GAWSER, HYDROTEL, VIC, CRHM) were reviewed in terms of their ability to model low flows. As with the SSARR model, it was concluded that considerable work remains to be done in the adequate representation of low flow processes and in the evaluation of both lumped and distributed models. For low flow studies, the use of low flow specific evaluation criteria was recommended. Hence, in connection, testing different hydrological models in the ID framework is recommended as a future extension of this work.
Beyond the representation of physical processes, proper initialization and accuracy of meteorological inputs govern hydrological modelling results. This challenge is inherent in all modelling experiments and must receive special attention in low flow studies. As mentioned in the previous section, both RVM and ASD failed to capture the variability present in precipitation. Additionally, the results of the optimization subroutine rely on the initial setting of parameters, the number of iterations made within the parameter space and the performance measures (NASH, LOGNASH, R 2 and MODNASH) used to optimize the results.
RVM and ASD use NCEP reanalysis predictors interpolated at selected meteorological stations as predictors to downscale precipitation and temperature for the indirect methodology. These downscaled and observed values of precipitation and temperature are further input into SSARR to simulate flows. SSARR is a lumped model which uses spatially averaged values of measured precipitation and mean air temperature as a representation of the meteorological conditions of the entire watershed. It may happen that the average of the downscaled meteorological variables better represents the true average, when compared with an average obtained from sparse (maximum of two stations) observed values over the watershed. An example of that is index AMP2 from Moisie where both indirect approaches outperform PVA for both combinations.
In many cases, different results were obtained about the performances of two approaches based on RRMSE, RMABE and R 2 values. In such cases, even though the simulated points are under predicted or over predicted but are close to the 1:1 line, R 2 can give misleading results. The variability index V from Ouelle serves as an example of that. It was observed that DD results in higher values of RRMSE and RMABE (>1 in both the cases) but gives reasonable values of R 2 (0.77).
Conclusion
To the knowledge of the authors, this work is the first of its kind to compare two statistical downscaling approaches in projecting the variability of low flow HIs using GCM/RCM outputs. The superiority of RVM as a downscaling model was clearly established in downscaling low flow indices but the model performed comparably to ASD in capturing the uncertainties present in precipitation. Both models performed well in downscaling temperature. Of all the methods, DD involving RVM (DD1) clearly exceeded the other approaches. It not only performed well in terms of goodness of fit but also displayed superior generalization ability. The choice of statistical model used was found to be a governing factor in the direct approach as in many cases the PVA and ID approaches outperformed DD2 (DD using ASD). The indirect downscaling results indicated that this methodology was governed by selected statistical downscaling models and the hydrological model used to simulate flows. Simple hydrological models lack proper representation of related physical processes and complex models are demanding in terms of data input. Also, the downscaling of meteorological variables is a crucial source of error particularly with reference to downscaling precipitation as both statistical models were unable to capture its variability. Since the simulation performance of a hydrological model is greatly determined by its input, downscaling errors get combined with hydrological modelling errors and affect the simulated flows and therefore low flow HIs.
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which cannot be computed analytically. Therefore, the posterior is decomposed as where n is the number of observations, R q and R qÀ1 are correlation coefficients between the criterion variable and a prediction equation having q and q − 1 variables, respectively. If a term is not currently in the model, the null hypothesis is that the term would have a zero coefficient if added to the model. If there is sufficient evidence to reject the null hypothesis, the term is added to the model. Conversely, if a term is currently in the model, the null hypothesis is that the term has a zero coefficient. If there is insufficient evidence to reject the null hypothesis, the term is removed from the model. The method proceeds as follows:
Fit the initial model. If any terms not in the model have a P-value less than the critical value (that is, if it is unlikely that they would have zero coefficient if added to the model), add the one with the smallest P-value and repeat this step; otherwise, go to step 3.
If any terms in the model have P-values greater than the critical value (that is, if it is unlikely that the hypothesis of a zero coefficient can be rejected), remove the one with the largest P-value and go to step 2; otherwise, end.
