The small-area estimation technique developed for producing poverty maps has been applied in a large number of developing countries. Opportunities to formally test the validity of this approach remain rare due to lack of appropriately detailed data. This paper compares a set of predicted welfare estimates based on this methodology against their true values, in a setting where these true values are known. A recent study draws on Monte Carlo evidence to warn that the small-area estimation methodology could significantly over-state the precision of local-level estimates of poverty, if underlying assumptions of spatial homogeneity do not hold. Despite This paper-a product of the Poverty Team, Development Research Group-is part of a larger effort in the department to develop tools for the analysis of poverty and income distribution. Policy Research Working Papers are also posted on the Web at http://econ.worldbank.org. The author may be contacted at planjouw@worldbank.org. these concerns, the findings in this paper for the state of Minas Gerais, Brazil, indicate that the small-area estimation approach is able to produce estimates of welfare that line up quite closely to their true values. Although the setting considered here would seem, a priori, unlikely to meet the homogeneity conditions that have been argued to be essential for the method, confidence intervals for the poverty estimates also appear to be appropriate. However, this latter conclusion holds only after carefully controlling for community-level factors that are correlated with household level welfare.
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I. Introduction
During the past decade researchers at the World Bank and a number of partner institutions have been studying approaches to develop detailed "poverty maps" in a large number of developing countries. These maps provide estimates of (consumption or income) poverty and inequality at the local level -such as the sub-district and even community level. In general this information is not available because sample surveys do not normally permit sufficiently fine disaggregation. Yet, with ongoing efforts to apply detailed spatial targeting of public interventions, or to realize the gains from decentralization and from a greater focus on community-centered development, there is a pressing need for information on distributional outcomes at the local level. In the approach introduced in Hentschel, Lanjouw, Lanjouw and Poggi (2000) and refined further in Lanjouw (2002, 2003) , household survey data are combined with unit record data from the population census in order to overcome these data constraints. The resulting welfare estimates can be used to better understand the spatial distribution of economic wellbeing and to investigate the relationship between poverty and other geographic factors.
1 These poverty maps aim to provide not only estimates of poverty or inequality levels at the local level, but to also provide a sense of the precision of these estimates. Although their potential value is wellrecognized, opportunities to formally check the reliability of the local-level poverty estimates and their associated confidence intervals are rare. Such validation exercises are needed if these smallarea estimation methods are to enter into regular use and their outputs are to inform policymaking.
In a recent study, Tarozzi and Deaton (2007) suggest that the methodology developed by Elbers, Lanjouw and Lanjouw (2002 ) -henceforth ELL (2003 -is likely to yield an overly 3 optimistic assessment of the precision of its small area estimates. The ELL method is based on regression models of income or expenditure with random effects at the level of survey clusters. Tarozzi and Deaton (2007) argue that this methodology relies on crucial assumptions that, they claim, are likely to fail in most real settings. First, in their view, a model of income or expenditure estimated using household survey data at the level of a region, R, is unlikely to be good enough to predict welfare at the level of a small area, A, unless the region R happens to be quite homogenous.
In the presence of differences in tastes and prices such an assumption of homogeneity could be contentious. Second, Tarozzi and Deaton (2007) claim that an assumption of homoskedastic and independent and identically distributed cluster random effects is very strong, because within a region, sub-regional areas are likely to be integrated. This could result in spatial correlation of residual cluster effects if regressors do not sufficiently capture such integration.
An examination of the ELL method presented in Demombynes et al (2006) provides evidence that, in contrast to the claims above, the ELL method can produce reliable welfare estimates. Demombynes et al (2006) employ data from the PROGRESA program in rural Mexico in which a population census was administered in 500 villages. This census questionnaire included a measure of household consumption amongst the variables collected. These data permit the authors to implement the ELL methodology and compare predicted welfare outcomes at the local level against actual observed values of those outcomes in the same communities. Demombynes et al (2006) demonstrate that performance of the ELL approach depends crucially on the ability to incorporate into the basic consumption or income model, locality-level explanatory variables inserted into the household survey data from outside datasets such as the census and/or other ancillary databases. The study also notes that the method does not strictly depend on an assumption of homoskedastic cluster random effects, pointing out that the simulation stage of the approach allows for a variety of assumptions as to the nature and degree of spatial correlation between clusters. Although their evidence goes some way towards discounting critics' concerns, data based on these pseudo-surveys, combining the parameter estimates from the survey-based models with unit record data from the census sample to predict poverty at the municipality level. We 5 compare these predictions against poverty rates calculated directly from the census sample. Our goal is to examine the accuracy of the poverty estimates and to assess whether the confidence intervals produced by the ELL method are correct. We also explore in some depth how well, and under what conditions, the income regression model -estimated at the state level -performs in capturing spatial correlation among small areas.
The paper is organized as follows. Section 2 summarizes the ELL methodology. Section 3 describes the data. Section 4 presents a set of descriptive statistics. Section 5 discusses the validation exercise and its results and section 6 concludes.
II. The ELL Method
The ELL approach analyzes household survey data to impute consumption/income into the population census in order to generate small area welfare measures. ELL (2002 ELL ( , 2003 , and Demombynes et al (2007) describe the methodology in detail while Tarozzi and Deaton (2007) provide a useful discussion of the method's underlying assumptions. The basic idea is straightforward. We estimate welfare measures based on a household per-capita measure of income or consumption expenditure, y i . A model of y i is estimated using household survey data, with the set of explanatory variables restricted to those that are also found in, and strictly comparable to, the population census.
We regress the logarithm of y i on a set of household-level demographic, occupational and educational variables, as well as variables at the enumeration area level or some other level of aggregation above the household calculated on the basis of unit record census data (or drawn from some ancillary database): On the basis of these data, the census sample for Minas Gerais collects information from about 606 thousand households drawn from all 853 municipalities in the state. This constitutes the target population for our study. Accordingly, we will refer to this census sample as the "census" for simplicity and all sampling and predictions will be with respect to this sub-population of Minas Gerais.
Upon our request IBGE drew 41 samples from the census file, following a sampling design 
IV. Descriptive Statistics
Why Minas Gerais?
The ELL method assumes that the coefficients β estimated from model (1) at the level of region R, should be the same for each small area A within R. Tarozzi and Deaton (2007) suggest that this assumption is unappealing when the region is characterized by much heterogeneity. 
Sample quality
To assess the quality of the "pseudo-samples", we compare the estimated household per capita income distribution in the samples against that from the census. We next compare a set of potential regressors from the "pseudo-samples" and the census to confirm that both data sources have variables with a similar distribution that can potentially be used 
V. Validation Exercise
Spatial differences in returns
As noted above, the ELL method is predicated on the assumption that a model estimated for household survey data at an aggregated region level, R, can generate predictors and error term distributions that can be used to estimate welfare in a small area A. Ideally, one would like to estimate a separate model for each area, A, or at least allow for different slopes for different areas within a single model. However, no sample survey is representative at the small area level, or even covers all small areas. Thus the ELL method cannot be based on separate models for each small area and it is impossible to control for small area effects via a fixed-effects specification. Instead, the ELL approach inserts into the survey a number of variables aggregated at the small-area level, 15 calculated from the census, or obtained from ancillary data sources. Some of these are then included in the model specification to capture small area heterogeneity.
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To probe the method's success in this respect we use census data to estimate two sets of models. The first set comprises a single state-level model (including a number of municipality level aggregates as regressors). The second comprises a set of 853 municipality-specific models. We compute the average predicted value of income for each municipality on the basis of the two sets of models. Figure 11 shows that municipality-level predictions are closely centered on the main diagonal indicating a close match of the pairs. In other words, predicted income is not markedly different if the model is estimated with our state-level model as opposed to a municipality-specific model. The estimated correlation among the two predictions is 0.90, and 80% of the conditional means based on the municipality-specific model are found within the 95% confidence interval estimated using the state-level model. It seems that specifying a model at the level of region R is not particularly problematic for estimating welfare at area A as long as the model captures local heterogeneity.
8 7 Enumeration area, district and municipality level variables, such as total population, formal sector employment shares, literacy rates, availability of publicly provided water and sanitation services, and so on, are generally found to be strongly correlated with household per capita income, even after controlling for household level characteristics. To assess how well our strategy of using such variables works we can estimate models for of our set of samples using first a fixed effects specification and then using local-level averages instead. We observe a ratio of the two R-squares in the range of of 0.95-1.00, confirming that the latter model performs nearly as well as a fixed-effects specification (see also Demombynes et al , 2006) . For further detail on the models estimated, see further below and also Appendix 1. 8 By removing all municipal-level averages from the state-level model, the correlation in the sample decreases to 0.50 indicating that small areas heterogeneity control must be taken into account during model specification. This heterogeneity affects the precision of estimations and can also lead to an overestimation of the error component. 
Inter-cluster correlation of errors
We next ask whether a good model specification in (1) addresses concerns about intercluster correlation of regression residuals. In principle, there can be many levels at which a location effect occurs. To see how such inter-cluster correlation matters, suppose we expand on (1) and consider the following: This specification allows for a separate 'area level effect-η' (e.g at the municipality level), and a 'cluster level effect -e' (enumeration area), alongside an idiosyncratic household level effect, ε. The inter-cluster correlation coefficient and inter-area correlation coefficient can then be estimated, respectively, by ( ) . These separate components are quite important for the simulation phase of the ELL method. As emphasized by Tarozzi and Deaton (2007) , the variance of the welfare predictions in the final phase can be understated when inter-cluster and inter-area correlations are large and are not explicitly accounted for. Central to the ELL approach is the fact that it is not generally possible to separate the overall location effect into the area level effect 'η' and the cluster level effect 'e' and, in general, just a single location effect can be calculated. Thus, in the simulation phase, the ELL method requires that one either assumes that the estimated location effect measured by
is entirely a cluster level effect -an optimistic assumption that rules out any correlation at a higher level -or that it occurs entirely at the area level, a conservative assumption that will likely lead to an overstatement of the variance of the estimate.
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How large are inter-cluster correlations in practice? Given the availability of income data in
the Census, we can analyze in this study the presence of inter-cluster correlation at multiple levels.
Within the state, we discern five possible locational levels above the household at which intercluster correlations might apply: the meso-region, micro-region, municipality, district and enumeration level (see Table 3 ). We use the full census data to estimate a single model for the state as a whole, including a set of locational controls (aggregated from unit record census data and included as regressors) at the enumeration area, district and municipality level. We apply mixedeffects maximum likelihood estimation and decompose the overall error term into a household component and separate sub-components for each of the five respective locational levels described above. Tables 4a and 4b indicate that irrespective of the number of areas one allows for, the bulk of the overall location-effect arises at the enumeration area level. While some contribution does derive from correlations at a higher level, they account for less than 0.5% of the total variance.
Moreover, after having controlled for locational characteristics in our specification, the entire intercluster correlation contribution (including the EA-level effect) remains below 3% of the total 17 variance. 10 This latter percentage rises to about 7-8% if a "naïve" model that does not control for locational effects is estimated. 11 In addition, with the naïve model the importance of locational effects at the higher level become more pronounced (Table 4c) . 10 Note while it is not typically possible to examine the contribution of multiple higher-level location effects absent the availability of the kind of data we use here, conventional surveys do sometimes employ a multi-clustered sampling design. In such cases one can carry out a similar investigation of the separate contribution of the EA-level effect relative to a single higher, "district" or "municipality" level effect. Experience with poverty mapping applications in other settings suggest that the pattern observed here, of an overwhelming share deriving from the EA level, is quite general. 11 See also further below.
Spatial analysis
It is also of interest to directly analyze the spatial correlation of the error term generated by the model specification using our pseudo-survey data. To this end, we estimate the model for the state on the basis of one (arbitrarily selected) survey and then compare in the census data, the actual household average per capita income against predicted income generated by: Our regression results confirm that EA controls go a considerable way towards removing spatial correlation. Table 5 shows that with no locational controls (Model A), coefficients are always significant suggesting that spatial correlation is present. The null hypothesis test 19 12 Spatial weights refer to the way in which we define neighboring. Rook and Queen Contiguity spatial weights use two different definitions of common boundaries to define neighboring. This sort of weighting matrix need not to be limited to first order contiguity; higher order contiguity boundaries can be set using the algorithm by Anselin and Smirnov (1996) . Rook and Queen Contiguity spatial weighting often leads to a very unbalanced structure. Larger units can have more neighbors and small units a smaller number of neighbors. The solution is to set a unique number of neighbors for all areas by creating a k-nearest neighbor weighting matrix. When geo-referenced coordinates are available, the spatial weights can be derived from the distance between different points. Euclidean distance weighting fixes a specified distance and then counts the number of neighbors that fall within that distance. In this paper we fix the distance to 2.1 km, unless otherwise specified. includes the EA-level aggregated variables, the intercept becomes insignificant for all weighting schemes and the predicted income is statistically equal to 1 in all specifications. The spatial correlation coefficient is still generally significant although not necessarily at all significance levels and for all weighting schemes. The null hypothesis of no spatial correlation is still rejected at all levels of significance with the 5 and 10 neighbor weighting schemes, but fails to be rejected at the 1% significance level for the Euclidian distance weighting scheme. Note: ** Significant at 1%;*significant at 5%
1 Test whether coefficient is equal to 1; ** means we do have evidence to reject that α = 1.
To summarize, the addition of local variables significantly diminishes enumeration area correlation in the deviation of the local welfare measure from its prediction. It is important to emphasize that the ELL approach depends on a model specification that is carefully chosen from a set of "matched" variables between the survey and census and that includes, in addition, EA, district, municipality and/or other aggregated level variables in order to reduce or capture effects of integrated small areas. Note, however, that applicability of the ELL method does not hinge on fully independent prediction errors at the enumeration area level. The approach may do quite well as 20 21 long as unobserved location effects are sufficiently small. In the presence of some remaining correlation, and no direct information as to which specific level the area effect pertains, the conservative stance is to take the observed correlation of the deviation from predictions within enumeration areas and apply these at the level of the "target-population" (the level at which estimates of poverty will be calculated in the census) when carrying out the simulations with the census data. We demonstrate the impact of this strategy in the next section.
Implementing the ELL approach
For each of our 41 pseudo-samples, we run OLS regressions and obtain an R-square ranging from 51.6% to 62.4%. In Appendix 1 we present two examples: one corresponding to a POF-type pseudo sample and the other corresponding to a PNAD-type sample. The model specifications have at least 17 variables and the largest one has as many as 45 variables including the locality-level aggregates. For this exercise, we define the municipality as the cluster for the POF sample-type surveys because of a nearly 1 to 1 matching of municipalities and enumeration areas. For the PNAD-type sample, we set the enumeration areas in a given municipality as a single cluster.
14 Table 6 below indicates a location effect ranging from 2% to 4.1% which is relatively small, and in line with what has been observed in other applications. The location effect is 50%-100% larger when the model is estimated without location controls.
14 In the case of the POF type sample, we observe only 240 enumeration areas selected in 151 municipalities while in PNAD sample, 779 enumeration areas in 123 municipalities. Given that standard errors accompany poverty estimates in the ELL methodology, a confidence interval can be drawn around each municipality level estimate in each pseudo-survey simulation. Tarozzi and Deaton (2007) focus their attention on this aspect of the ELL methodology -arguing that standard errors are likely to be too small. The smaller the estimated standard errors, the more narrow the confidence interval around each municipality-level poverty estimate. We thus ask whether, for each one of simulated welfare measures, we can verify whether the 95% confidence interval generated encompasses the 'true' welfare measure.
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There are two ways to proceed with this coverage test as follows: Figure 15 indicates that, for case 1, our predictions are quite robust and in general our confidence interval at the municipality level encompass the true point estimate in more than 90% of the cases for the FGT(0) and FGT(1) but nearer 80% for the FGT(2) in all surveys. The relatively low success in the case of the FGT(2) measure appears in part related to the fact that at the poverty line we are using (R$100 per person per month), FGT(2) values are very low in absolute terms, and this affects also calculations of precision. When we recalculate poverty based on a poverty line three times higher, coverage rates for the FGT(2) measure average around 90% rather than 80%. For the second case, figure 16 indicates that for the vast majority of municipalities a confidence interval of 95% or higher is sufficient to ensure that the "truth" is included in the confidence interval around the municipality level estimate. Hence, the claim that the 95% confidence intervals around our poverty map estimates will include the 'truth' 95 out of a 100 times does not appear unreasonable -particularly for FGT(0) and FGT(1) measures. Despite the encouraging results above, one might worry about the size of the confidence intervals we are simulating using the ELL approach -particularly as the conservative option of applying the cluster-effect at the municipality level in the simulations has been adopted. To what extent are the estimated standard errors sufficiently small to permit meaningful comparisons of poverty across municipalities? Coverage rates could be very high, as seen above, but if this is due to the standard errors being very large then the usefulness of the poverty map estimates becomes less obvious. Tarozzi and Deaton (2007) point out that, at least in principle, standard errors from the ELL method can explode if a sufficiently large intra-cluster correlation effect is applied entirely at the target population level. Figure 17 illustrates how estimated poverty varies across municipalities in the state based on estimates from one arbitrarily selected pseudo-survey and indicates that while, indeed, confidence errors are sufficiently large as to prevent fine pairwise comparisons of poverty across municipalities, there is a non-negligible number of municipalities 27 that are clearly distinguishable from one another in statistical terms. Figure 18 shows that at a conventional significance rate of 95% approximately 35% of municipalities can be ranked and distinguished in a statistical sense from one another. At a less stringent significance level of 75%, the number of significant rankings increases to 43%. 
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15 Does 35% represent an unacceptably low percentage of statistically significant rankings? It is not obvious that if municipality level, representative, household survey data were available, the proportion of statistically significant rankings would be much higher. For many pairwise comparisons of poverty, estimated poverty rates are very close and would require extremely precise estimates in order to yield statistically significant rankings. To illustrate, our 12.5% sample of the Census generates poverty measures at municipality level that yield statistically significant rankings for only 37% of all municipalities (considering, here, that the sample Census is associated with sampling error). Back of the envelope calculations that impose the 'typical' precision of stratum-level poverty estimates in Brazil's PNAD surveys on our municipality level poverty map estimates, indicate that the proportion of statistically significant rankings of municipalities (at 95% confidence levels) would be even less than the 35% reported here. Confidence Interval (%) % of municipalities with significant changes Source: Authors' Calculation. Tarozzi and Deaton (2007) direct their concerns to a large extent at what they term the "standard" application of the ELL approach (what we call the "optimistic" approach, above) which in the context of this study would involve applying the location effect at the EA level in the Census rather than the municipality level. In the presence of some unobserved inter-cluster correlation, it is clear that standard errors obtained under the assumption of no such correlation will be understated. ELL (2002) found that, in the case of Ecuador, the degree of understatement was negligible if the inter-cluster correlation was assumed not to extend all the way to the target population level. Here, we have allowed for inter-cluster correlation all the way to the municipality level, and have indeed imposed the highly conservative assumption that the entire inter household correlation observed at the EA level applies at the municipality level (ELL conservative approach) It is of interest to ask how far wrong we might have gone in our Minas Gerais setting if we had not taken this conservative stance, and had proceeded with the "optimistic" approach of applying the location effect entirely at the EA level. Figure 19 indicates that, indeed, confidence intervals are narrower when the location effects are applied only at the EA level. However, it is noteworthy that a hypothetical policy maker, presented with such an "optimistic" poverty map and its accompanying standard errors, would not come away with a wildly unreasonable picture of the 29 spatial distribution of poverty. Figure 20 illustrates that instead of observing that 35% of municipalities can be ranked (with 95% confidence), the "optimistic" poverty map would have led the policy maker to perceive 42% of municipalities as rankable. At a 75% confidence level the difference between the "optimistic" and "conservative" poverty maps is less than three percentage points. 
VI. Conclusion
The results presented here suggest that, in a setting where the underlying assumptions can be explicitly scrutinized and estimates can be compared to their "true" values, the ELL methodology performs reasonably well. In the state of Minas Gerais, Brazil, a unique model estimated at the 30 31 state level with sample survey data yields parameter estimates that are used to impute incomes to individual households in the population census. These imputed incomes can then be examined to assess poverty at the level of each of the nearly 1000 municipalities in the state. The resultant poverty estimates have been found to line up quite closely to the actual, observed, poverty rates in those municipalities. Moreover, confidence intervals around the point estimates are both moderate in size and encompass the "truth" broadly in accordance with the statistical precision they are intended to reflect. A recent critique of the ELL methodology by Tarozzi and Deaton (2007) uses
Monte Carlo simulations to illustrate that there are conditions and circumstances under which the ELL methodology can yield a sense of precision that is far too optimistic. The present study has
shown that in an empirical setting that one might have thought, a priori, would fit the conditions for the Tarozzi and Deaton (2007) critique, the ELL methodology performs quite well. The broad applicability of the Tarozzi and Deaton (2007) argument is thus brought into question. Further empirical research into these questions is needed, in different settings and circumstances. 
