Conventional regularized nonlinear inversion methods for estimating electrical conductivity from observed electromagnetic data seek to find a single model that fits the data while minimizing a user-imposed model regularization norm. By contrast, Bayesian sampling techniques produce a large suite of models, all of which fit the data adequately, providing a wealth of statistical information about the model parameters. Importantly, this includes quantitative uncertainty estimates as well as any statistical property of interest. In this work, we apply a Bayesian trans-dimensional Markov chain Monte Carlo scheme to recover subsurface conductivity from airborne transient electromagnetic (TEM) data collected over Taylor Glacier, Antarctica, to image subglacial hydrologic structure. We provide a synthetic model study, followed by inversions of real soundings. Our results identify a zone of conductive, wet sediments beneath the glacier, corroborating interpretations from previous studies that used regularized, smooth inversions. Our results provide, however, the opportunity to examine a rich suite of additional information, including uncertainty estimates on the conductivity within the conductive subglacial layer as well as quantitative estimates of its total conductance. We apply principles of Bayesian information theory for estimating the depth of investigation of the airborne TEM data and apply it to this data set. Additionally, we use the model ensemble to derive estimates of pore fluid resistivity within the conductive layer, with associated uncertainties. Finally, we use Bayesian model studies to explore the range of ice thicknesses and conductive layer thicknesses that could be resolved with ground or airborne TEM data if they had one to two orders of magnitude lower noise levels.
I N T RO D U C T I O N
Electromagnetic (EM) methods use passive or active source EM fields to probe subsurface conductivity structure. Depending on the frequency content of the source fields, the depth of investigation (DOI) can range from hundreds of kilometres to just a few metres.
The past two decades have seen rapid advances in airborne systems. Both frequency domain and transient systems have been developed with a wide range of applications, including ground water mapping (e.g. Siemon et al. 2009 ) and mineral exploration (e.g. Fountain et al. 2005) .
Helicopter transient electromagnetic (TEM) systems consist primarily of a large wire loop slung beneath the helicopter in which a current is pulsed at regular intervals. The primary magnetic field produced by this current induces secondary EM fields whose rate of decay is a nonlinear function of the local subsurface conductivity. These secondary EM fields are measured using a magnetic field receiver also towed beneath the helicopter. Because the strength and duration of the secondary magnetic field depends on the currents induced in the subsurface, the TEM method is primarily sensitive to subsurface conductive rather than resistive structures.
These systems have a number of desirable features, including the ability to collect data with a dense spatial sampling within a relatively short acquisition time frame and nominal depth sensitivity of more than 400 m, depending on conductivity structure (Legault 2015; Sørensen & Auken 2004 ). In addition, having the transmitter and receiver collocated makes the data more suitable for 1-D modelling than long-offset soundings.
The measured fields must be inverted to recover an estimate of subsurface conductivity. The standard inversion technique for TEM data, as well as EM geophysical data in general, relies upon an objective function that is typically the sum of the data misfit between measured and forward modelled data, and a regularization penalty against model roughness and/or difference from a reference model. Gradients in the objective function are then used to attempt to discover the model that minimizes this function. An efficient approach is to invert each airborne TEM sounding separately for a 1-D Earth model, where the 1-D approximation is justified by the relatively narrow sensitivity footprint of the collocated TEM transmitter and receiver system, compared to typical lateral variability of subsurface structures. However, in regions of high spatial heterogeneity, the 1-D assumption breaks down. The resulting 1-D models can be stitched together to form 2-D or 3-D images. Auken & Christiansen (2004) extend this approach to quasi-2-D models by including smoothness constraints not only with depth but also laterally along the flight path of the helicopter. Viezzoli et al. (2008) produce quasi-3-D models by adding smoothness constraints between all neighbouring 1-D models in any horizontal direction. More physically rigorous 3-D modelling (Newman & Alumbaugh 1995) and inversion (Cox et al. 2012) algorithms have also been developed and applied to field data (Yang & Oldenburg 2012) . In all of these approaches, the inversion is run until it produces a model that fits the data to within a user specified tolerance-ideally to within the data uncertainty. Other nearby models can also be found by adjusting the data fit tolerance or by adjusting the relative weighting of the model roughness norm, which results in finding one or more additional models that are usually in a neighbourhood of the original best fitting model.
What these methods leave unaddressed is the uncertainty in the estimated model parameters. Most nonlinear inverse problems are non-unique-meaning that, depending on how one chooses to parametrize the Earth's conductivity structure, an infinite number of models may adequately explain the measured data. In fact, regularization must be introduced in the formulation of the objective function precisely to constrain this non-uniqueness and allow the inverse algorithm to converge to a solution. However, it is often the case that estimating parameter uncertainty and/or model nonuniqueness is as important as estimating the parameter values themselves. If, for instance, a geologic interface characterized by strong conductivity contrasts is known to exist at some depth in the subsurface, one might wish to know the range of depths this interface can span while fitting the data to within its uncertainty. Also of interest in EM induction methods is an estimate of the DOI-the maximum depth in the Earth at which the data are still sensitive to the electrical conductivity structure. Approximate methods for estimating the DOI include using a half-space skin depth or the Jacobian sensitivity matrix (e.g. Christiansen & Auken 2012 ), yet these fail to take into account the nonlinear sensitivity of the DOI to conductivity structure.
Bayesian sampling-based inverse methods are a class of algorithms that provide an estimate of model parameter uncertainty by generating an ensemble of models-each of which fits the data, and from which statistical properties of the model parameters can be inferred (Mosegaard & Tarantola 1995) . They do not require linearization, nor do they require regularization, and they provide a more robust measure of the DOI. These benefits come at the price of significant, additional computational cost. In this work, we sample the Bayesian posterior probability density function from TEM data using a Markov chain Monte Carlo (MCMC) method based on the Metropolis-Hastings algorithm (Metropolis et al. 1953; Hastings 1970) .
M O D E L PA R A M E T R I Z AT I O N A N D F O RWA R D C A L C U L AT I O N S
Motivated by the reasonableness of the 1-D assumption for this application and the high computational cost of MCMC, we choose a 1-D parametrization of the Earth such that our model consists of k layer interfaces and k + 1 layers, each with an associated electrical resistivity. The model, then, consists of k interface depths z = [z 1 , z 2 , ...z k ] and k + 1 layer resistivities ρ = [log(ρ 1 ), log(ρ 2 ), ...log(ρ k ), log(ρ k+1 )]. The last layer is assumed to be a semi-infinite half-space.
The vertical magnetic field B z (t) produced by the combined effects of the loop source and the resulting ground response is calculated by computing the path integral of point horizontal electric dipoles distributed over the eight wire segments of the octagonal transmitter loop. The point dipole fields were first computed in the frequency domain using a variant of the 1-D code described by Key (2009) and were subsequently transformed to the time domain using the digital filter method (e.g. Newman et al. 1986; Key 2012) . The path integrals were efficiently computed using Gauss-Legendre quadrature. Because the current in the transmitter loop cannot be switched instantaneously, it is also necessary to model correctly the finite duration of the ramp-on and ramp-off in the transmitter current, which for the particular TEM system considered here were 8 × 10 −4 and 6.5 × 10 −6 s, respectively. Here we use the efficient convolution method of Fitterman & Anderson (1987) to simulate the ramp-on and -off effects. The data was modelled at time gates of roughly 10 −5 to 10 −2 s, depending on the system noise. All responses are normalized by the transmitter moment, which is the product of the loop area (499 m 2 ) and the current (500 A).
B AY E S I A N I N V E R S I O N F R A M E W O R K
Bayesian probability describes how additional information (provided by measured data) modifies a priori assumptions to generate a posteriori probabilities. For an accessible discussion, see Scales & Snieder (1997) . Bayesian information is summarized in Bayes' rule
where the variables to the left of | are conditional on those to the right. In other words, p(a|b) is the probability of a given that b is known. m is a vector of parameters that constitute our model of the Earth (in our case, k, z and ρ), while d is the vector of observed data. We will discuss each term in (1) individually. The p(d|m) term on the right hand side is called the model likelihood, and is a measure of data fit. The likelihood is the probability that the modelled data differ from the measured data purely due to random measurement error. Details on the specific form of the likelihood can be found in Appendix A. The p(m) term on the right hand side of (1) is the a priori probability density function of the model parameters, known simply as the prior. It represents all the information known and assumptions made about the model-independent of the measured data.
Finally, the product of the prior and the likelihood yields the a posteriori probability density function (PDF) of the model parameters, known as the posterior and written as p(m|d). Each element, m, of the model space has an associated probability, conditional on the measured data. Obtaining a good approximation to the posterior is the objective of sampling-based Bayesian inverse methods, as the posterior contains all the information about the model parameters provided by the measured data and prior information. If the posterior closely resembles the prior, then the data have provided little new information, while any major differences indicate that the data have modified our prior assumptions. For nonlinear inverse problems we must draw samples from the posterior, as its analytical form is unknown. Once enough samples have been drawn, they can be used to approximate the posterior PDF.
In the next section we review our Bayesian sampling method: a trans-dimensional MCMC algorithm using the MetropolisHastings criterion.
Trans-dimensional MCMC
One algorithm for drawing samples from the posterior that has seen widespread use across many disciplines due to its efficiency, robustness, and simplicity is MCMC, which samples the model space using a kind of guided random walk. The algorithm produces an ensemble of models that converges to the posterior as the number of samples in the ensemble grows (for a helpful discussion of MCMC, see Gilks et al. 1995) .
The particular sampling method used here is the MetropolisHastings algorithm (Metropolis et al. 1953; Hastings 1970) , in which the Markov chain (the model ensemble) grows iteratively by adding a new model to the end of the chain at each step. A proposal model m is generated by drawing from a proposal distribution q(m |m). The notation for the proposal indicates that this is done by perturbing the last model in the chain, m, in some way. Then, either m is accepted as the newest member of the chain, or m is retained (and thus appears in the chain twice in a row). Whether or not m is accepted depends upon the acceptance probability α(m |m), which will be discussed shortly. Green (1995) extended the Metropolis-Hastings algorithm to allow the proposed model, m , to have a different number of model parameters than the model, m, from which it was derived. This trans-dimensionality is accomplished by means of the so-called reversible jumps and allows the number of model parameters to be itself a model parameter. Both the number of layer interfaces and their depths are variable in our trans-dimensional MCMC algorithm. This additional flexibility is an advantage in that the appropriate number of interfaces and their locations are typically not known a priori. Instead, the trans-dimensional MCMC algorithm allows the information provided by the data to drive the choice of k, ρ and z. In this process, for a given data fit, models with fewer layers are preferred by our algorithm over models with more parameters due to the natural parsimony implicit in Bayes' rule (MacKay 2003; Malinverno 2002) . Bayesian parsimony does not guarantee that only the models with the minimum possible number of interfaces/layers will be accepted in the model ensemble. Rather, all else being equal, Bayesian inversion prefers models with fewer parameters. While reversible jump MCMC technically allows jumps of any size (from k model parameters to k , where both k and k are arbitrary integers), we implement here the 'birth-death' scheme (Geyer & Moller 1994) , whereby each successive model in the chain may have one more layer interface, one fewer, or the same number of interfaces.
Trans-dimensional MCMC has been applied successfully to a wide range of problems in the Earth sciences. In seismology, it has been applied to acoustic seabed reflectivity (Dettmer et al. 2010) , receiver functions (Agostinetti & Malinverno 2010) , microtremor (Dettmer et al. 2012) , surface wave tomography (Saygin et al. 2015; Galetti et al. 2016) and full waveform inversion (Ray et al. 2016) . In electromagnetics, it has been applied to frequency domain airborne EM (e.g. Minsley 2011), time domain airborne EM (e.g. Hawkins et al. 2017; Brodie & Sambridge 2012 ) and controlled-source electromagnetics (e.g. Ray & Key 2012; Ray et al. 2014; Gehrmann et al. 2015) ; Luo (2010) applied it to gravity data, while Laine & Tamminen (2008) applied it to modelling atmospheric aerosols.
The acceptance probability, α(m |m), is the key to ensuring that the Markov chain converges to the posterior since it draws samples according to the posterior's density. Convergence is guaranteed if α is chosen to be:
The matrix J is the Jacobian of the jump from m to m (not to be confused with the forward sensitivity matrix of partial first derivatives). J in a sense normalizes out the difference in volume between the spaces inhabited by m and m . For the types of trans-dimensional jumps used in this paper, |J| = 1 (Agostinetti & Malinverno 2010) , so this term can be ignored from here on. T is a tempering value ≥1, explained in detail in the next section. The logic of this definition of the acceptance probability can be understood intuitively, in the case where the prior is uniform and the proposal is symmetric, since α simplifies to just the ratio of the likelihoods. Thus, if the likelihood (i.e. the data fit) improves by moving from m to m , then the move will always be accepted. If the likelihood at m is lower than at m, the move can still be accepted, but with probability equal to the ratio of the likelihoods (which will be less than one). This will ensure that the high probability regions of the model space are more densely sampled than lower probability regions. Further details concerning the specific form of the proposal and the acceptance probability can be found in Appendix A.
Parallel tempering
One limitation of Bayesian sampling methods is the difficulty of effectively sampling a high dimensional model space in a feasible amount of time. In order to accelerate convergence of the Markov chains to the high probability regions of the model space, we implemented a technique known as parallel tempering (PT) (Geyer 1991; Falcioni & Deem 1999) which was first developed for use in molecular dynamics (Swendsen & Wang 1987) but has more recently been applied to inverse problems in geophysics (e.g. Dosso et al. 2012; Ray et al. 2013) .
The key idea behind PT is the augmentation of the model space with a new dimension, represented by the variable T. If we define
where C is the normalizing constant, then the role of T (or "temperature") becomes apparent. For large values of T, the likelihood term goes to one and π becomes the prior. For T = 1, on the other hand, π becomes the posterior. For intermediate values, T has the effect of tempering the impact of the likelihood, thus allowing Markov chains with temperature T > 1 to sample the model space more freely because they are more tolerant of models at higher values of misfit. This permits these warmer chains to escape local maxima (in terms of posterior probability) and more efficiently and completely sample the model space. Of course, the misfit space one wishes to sample is that of T = 1. The tactic employed in PT, then, is to run multiple chains in parallel Two chains-at T = 3 (red) and T = 1 (blue)-swap models with probability α, where L c and L h (plotted in blue and red, respectively) are the likelihood functions for the untempered (cold) and tempered (hot) misfit spaces. The dots represent the pre-swap state of each, while the crosses represent their post-swap states. Because the untempered likelihood is extremely low at m c , the ratio on the right in the swap probability, α, dominates, and a swap is certain to occur. As a result, the effect of PT is to facilitate swaps that accelerate the convergence of the colder chains to the lower misfit regions of model space.
at different temperatures, and to allow them to swap models at each step. This can be done such that the swapping does not bias the posterior distribution for the T = 1 chain. Writing the likelihood for the i th temperature as L i (m) = p(d|m) 1/T i , the swap probability is
with models m i and m j in the i th and j th chains, respectively. Markov chains exploring the untempered misfit space often find it difficult to converge from regions of model space that fit the data moderately well-a root-mean-square (RMS) misfit of, say, 2.0-to regions that fit the data well (an RMS of roughly 1.0). This is primarily because, by RMS 2.0, fine-scale changes are needed to improve the fit to the data, while the perturbations at each step in the MCMC algorithm are random. Fig. 1 shows how PT is effective at accelerating untempered chains through this phase of convergence. In Fig. 1 , the untempered likelihood and a tempered likelihood (for T = 3) are plotted as a function of RMS misfit. The hot chain has found a model, m h , that fits the data better than the cold chain, at model state m c (RMS misfits of 1.2 and 2.0, respectively). This is precisely the scenario where swapping models would accelerate the convergence of the untempered chain to the regions of high likelihood. If the two chains propose to swap models, the rightmost ratio of α swap will be very large, guaranteeing a swap so long as there is some non-trivial overlap between the two likelihood functions. That is, so long as the left-most ratio of eq. (5), and on the left in Fig. 1 , is not 1. The idea is to construct a ladder of temperatures such that there is a 'Goldilocks zone' of overlap between each pair of adjacent likelihood functions-not too little overlap, which makes the likelihood of a swap too low; nor too much overlap, which renders the adjacent chains largely redundant. A well-constructed temperature ladder ensures that as the warmer chains explore the model space, any lower-RMS misfit models they find will be quickly swapped down the temperature ladder to the coldest chains.
In summary, PT enhances the robustness and efficiency with which the T = 1 Markov chain samples the model space, leading to a better approximation of the posterior distribution in fewer steps. For a more thorough discussion of PT with numerical examples, see Sambridge (2013) . In Appendix B, we provide a short pseudo-code that illustrates the flow of the complete algorithm.
S Y N T H E T I C E X A M P L E
To demonstrate the efficacy of our MCMC algorithm, we conducted a synthetic test. Synthetic data were generated by computing the forward response of a three-layer subglacial-conductor model ( Fig. 2 ; left panel, in blue), then adding random noise. We used a simplified noise model consisting of 5 per cent relative Gaussian noise applied to all time gates, plus absolute Gaussian noise at a noise floor equal to 10 −14 V Am −4 (Fig. 2 , right panel, in blue). Synthetic data below the noise floor were removed. The transmitter loop was flown 35 m above the surface, and the data were normalized by the transmitter moment.
The upper 150 m of the model are resistive (10 000 ohm m, consistent with a layer of ice), beneath which is a 50 m thick conductive layer (10 ohm m). The final layer is a resistive (1000 ohm m) halfspace. We also computed the forward response of a background model which is identical in the upper 150 m, but which transitions to the 1000 ohm m basement immediately thereafter (shown in red in both panels of Fig. 2 ) for comparison. The larger response of the subglacial conductor model is due to the presence of the conductor, which sustains larger induced currents than the background model.
We ran the MCMC algorithm with this synthetic data set using PT with eight chains (three at T = 1, using the temperature ladder T = [1, 1, 1, 1.15, 1.32, 1.52, 1.74, 2]) for 260 000 iterations. The total computation consisted then of 2 080 000 (8 × 260 000) forward computations, all of which were done serially in MATLAB. Each computation took roughly 0.2 s, for a total computation time of roughly 5 d. This could be reduced further by a factor of 8 (the number of chains) by using parallel computing constructs to run the chains in parallel using 8 processing cores. Further speed ups could be accomplished by computing each forward model response in parallel, given the independent linear systems associated with each frequency and wave-number required by the 1-D TEM calculations. If both the PT chains and 1-D soundings were computed in parallel, the algorithm could easily scale to use hundreds of processors and obtain a significant speedup over the time required for the serial version we implemented here. Inverting an entire airborne TEM data set in this way could, in theory, be accomplished rapidlyalbeit requiring significant computational resources.
We verified convergence using plots of RMS misfit and chain swap rate as a function of model number in the chains (Fig. 3) . We combined the final 200 000 samples (the post-burn-in samples) from the three T = 1 chains, and computed an estimate of the posterior from this ensemble. The final model ensemble from which the posterior was estimated, then, contained 600 000 models. Fig. 4(a) shows the estimate of the posterior probability density function of resistivity and depth. Warmer colours indicate higher probability density, while cooler colours indicate lower density. One way of understanding this kind of plot is to view each horizontal slice across the plot as the PDF of resistivity at that particular depth. Red lines indicate the resistivity at which the 5th and 95th percentiles occur at that depth. The black dashed line indicates the true model. Eight PT chains were run, three at T = 1 (plotted in black). The chains converge rapidly from high misfit, then densely sample the low misfit region. Inset plot shows convergence to low misfit within the first several thousand steps. The swap rate indicates the temperature ladder is encouraging mixing among the eight chains.
Figure 4
Inversion results from a synthetic test. The posterior probability density of resistivity (a) is plotted as a function of depth. Warmer colours indicate higher probability density. The red lines indicate the 5th and 95th percentiles at each depth-the range of resistivity between them represents the 90 per cent credible interval. The black dashed line is the true synthetic subglacial-conductor model. The probability density of interfaces as a function of depth (b), regardless of resistivity contrast, plotted against prior assumptions: a uniform distribution (dashed line). A loss of model resolution is evident below 400 m in both the resistivity plot, where the 90 per cent credible interval expands to encompass nearly the entire prior range, and the interface probability density plot, where the probability of an interface becomes uniform. Bayes' rule is parsimonious, leading the trans-dimensional MCMC algorithm to prefer simpler models to more complex ones, if both fit the data adequately (c). This is demonstrated in (c), where the difference between the uniform prior on k (the dashed line) and the posterior on k clearly indicates a preference for smaller k. There are a few points that can be taken from these synthetic results. First, our MCMC algorithm captures the true model in the sense that it lies within the 90 per cent credible interval at nearly all depths. The second, however, is that it does more than simply recover the true model; it provides uncertainty estimates for resistivity at each depth -estimates that depend on the data, the forward modelling, and the model parametrization. For instance, Fig. 4 indicates that the airborne TEM method can much more accurately resolve conductive structures than resistive ones, as indicated by the much tighter 90 per cent credible interval over the depth range 150-200 m. This has been known for a long time, but the Bayesian inverse method quantifies the model uncertainty. Additionally, imaging beneath a conductive structure is quite difficult for the TEM method, as the currents induced in the conductive region rapidly attenuate the primary magnetic signal and thus greatly reduce signal strength at greater depth.
A third result, demonstrated by Fig. 4(b) , is that the top of a conductive layer is more sharply resolved than the bottom. This is likely the result of at least three factors-the tendency, just mentioned, of conductive bodies to mask the structures that lie beneath them; the diminishing resolution with depth; and the well-known trade-off between the thickness of a layer and its conductivity. For a buried conductive layer, the TEM method is generally more sensitive to conductance (the product of conductivity and thickness) than the layer's conductivity or thickness alone. This is because thinner, more conductive layers can produce the same TEM signal as thicker, less conductive layers. In general, the top of a conductive layer is better resolved than its base. This is evident in Fig. 4(b) , where the peak at 150 m depth is narrower than the shorter, broader one at 200 m.
Finally, the posterior distribution suggests that these synthetic TEM data were unable to clearly resolve the resistivity of the ice or the resistive layer beneath the conductive sediments. The location of the 95th percentile near or at the resistive boundary of the prior indicates that the upper limit on resistivity at these depths is unknown. The 5th percentile, on the other hand, indicates that both regions have a lower limit to the resistivity that is compatible with the data.
A P P L I C AT I O N T O F I E L D DATA
Given the success of the synthetic test, we applied our algorithm to a portion of a TEM data set collected over the McMurdo Dry Valleys (MDV) in Antarctica. The Dry Valleys are remarkable for being Antarctica's largest ice-free zone and have been extensively studied-most recently as part of a US long-term ecological research program. However, knowledge of the subsurface hydrology remains incomplete. A drilling program combined with limited seismic and DC resistivity soundings in Taylor Valley, one of the Dry Valleys, produced an unclear picture as to whether subsurface water was extensive throughout the MDV or localized (Cartwright & Harris 1981; McGinnis & Jensen 1971 ).
An extensive airborne TEM data set covering most of Taylor Valley and other areas of the MDV was collected in 2011 using the SkyTEM system (Sørensen & Auken 2004) . The data was inverted using a quasi-3-D, gradient-based inversion (Viezzoli et al. 2008) with regularization. In this framework, all of the soundings were inverted together for 3-D models with first difference smoothing in the lateral and vertical directions, but all forward modelling was carried out using a 1-D model beneath each sounding location. Using this inversion method, Foley et al. (2015) found an extensive, conductive feature beneath Taylor Glacier and much of Taylor Valley. They interpret this result as evidence for a layer of brine-saturated sediments that could potentially harbour microbial life .
In order to provide quantitative uncertainty bounds on the electrical resistivity beneath Taylor Valley, we applied our MCMC algorithm to two soundings over Taylor Glacier-one representative of a thin section of the glacier (sounding A, near the glacier's terminus), and the other representative of a thick section (sounding B, some 4 km from the terminus). See (Fig. 5) . Each sounding was inverted separately. The soundings themselves are plotted in Fig. 6 , along with the responses of 50 randomly sampled models from the ensemble. Fig. 7 shows the inversion results from the two soundings. Our results are indeed consistent with the smooth, constrained inversions from Foley et al. (2015) , which are plotted in white and fall almost entirely within the 90 per cent credible zone. The additional information provided by the full posterior PDF, however, is immediately clear. For instance, the upper 125 m and 250 m of the top and bottom rows, respectively, of Fig. 7 clearly indicate that the TEM data collected over Taylor Glacier are unable to resolve resistivities above 1000 ohm m. Above this resistivity, over the specified depth range, the left panels of both figures look uniform-indicating that the data contain no information other than that the model must be more resistive than 1000 ohm m.
Some of the lessons learned from the synthetic test are notable here as well, applied to real field data. The top middle panel of Fig. 7 clearly indicates that the top of the conductive brine channel is more sharply resolved than the bottom. Additionally, the resolution of model parameters beneath the channel is poor, and rapidly deteriorates to zero, indicated by the 90 per cent credible zone expanding to fill the entire range defined by the prior distribution. In addition, the low resistivity equivalence (conductivity-thickness trade-off) is clearly evident in the top left panel of Fig. 7 : the wedge-shaped conductive zone between roughly 150 and 250 m depth shows that thinner conductive layers are compensated by higher conductivity, while thicker layers are offset by lower conductivity. Fig. 7 also reveals the complex, nonlinear relationship between the depth resolution of airborne TEM data and conductivity structure. The depth sensitivity estimates of Foley et al. (2015) (indicated by the black dashed lines in the left panels of Fig. 7 ) are much shallower for the sounding over thin ice. This is because of the tendency of conductive layers to mask structures beneath them. Because the conductive layer is shallower in the top left panel of Fig. 7 than in the bottom left panel, the estimates of the limit of depth resolution are correspondingly shallower.
The posterior distribution obtained for the sounding over thicker ice (sounding B, Fig. 7b ) merits further discussion. The bimodal distribution at 300 m depth seems to indicate that either regime is likely, possibly because of the inability of the data to determine the precise depth of the transition from glacier ice (resistive) to wet sediments (conductive). However, upon further inspection, the conductive mode at 300 m depth is found to occur only in models that also possess highly conductive layers below 350 m (<1 ohm m). Because there is no likely geologic explanation for resistivity this low in sub-glacial sediments (they are more consistent with a highly saline lake, such as West Lake Bonney), we interpret these models to be among those that are mathematically acceptable (they fit the data) yet geologically unreasonable. The low probability region at 400 m depth (between 1-10 ohm m) is likely a result of the competition between the geologically reasonable and unreasonable models.
One strength of Bayesian inversion is that, once the model ensemble is obtained, it can be queried for information at relatively minimal computational cost. In this case, geologically unreasonable models could be identified using some criterion and excluded when estimating the posterior. This could have the desirable effect of tightening the bounds of the posterior distribution further.
In Fig. 8, we show an example where we selected the subset of models for sounding B that have resistivity greater than 500 ohm m in the upper 350 m, and thus are compatible with the radardetermined ice thickness (Hubbard et al. 2004) . By ruling out models that have conductive layers within the depth range of the glacier, we now see a significantly improved resolution of the lower limit on the resistivity of the subglacial sediments and deeper structure. Whereas the previous result had the lower limit unbounded beneath 350 m, the new result suggests resistivity beneath the glacier is at least a few ohm m. In the remaining sections the full, unconstrained model ensemble was used in order to demonstrate the fundamental resolution of airborne TEM data. Improved resolution could be obtained, however, if independent constraints-such as ice thickness-are incorporated, as demonstrated in Fig. 8 .
Model resolution and depth of investigation
A comparison of the top and bottom rows of Fig. 7 reveals the effect of increasing depth on the resolving power of TEM data. That resolution should decrease with depth is not surprising, given the diffusive nature of the TEM method. But it prompts the important question of how deep one can resolve electrical conductivity using airborne TEM. Often referred to as the DOI, this question seeks the depth below which the data are no longer sensitive to changes in the model. A first-order method for depth sensitivity estimation is the skin-depth, which is the depth at which the primary signal has been attenuated to 1/e of its original strength. However, the skin-depth assumes a conductive whole space and does not take into account the nonlinear effects of conductivity structure or the uncertainty of the data.
A more sophisticated approach that is in common use is to compute a Jacobian sensitivity matrix (the matrix of partial first derivatives of the data with respect to the model parameters) and use the norm of each column of the matrix as a measure of the sensitivity of the data to the corresponding model parameter (Christiansen & Auken 2012) . While the sensitivity of airborne TEM data clearly decays in a continuous fashion (rather than abruptly, at the DOI), the point at which the sensitivity measure falls below a certain threshold can be used as a rough guide to where the model can no longer be trusted.
This method of measuring DOI is a good choice for inverse methods that produce only one best-fit model. Its weakness, however, is that it is a linearization about only one model. It is conceivable that this DOI measure could be substantially different for other models that fit the data equally well. Additionally, if the data dependence on the model parameters is highly nonlinear about the chosen model (e.g. models with complicated structure or large trade-offs), this DOI estimate may not be accurate.
Having access to the full posterior PDF allows a more complete answer to the question: how much can I trust my model as a function of depth? The complete answer is contained in the posterior-that is, the shape of the posterior will indicate precisely how well the data are able to resolve each portion of the model. Areas where the data provide minimal illumination will closely resemble the prior distribution and our prior assumptions about the model will remain unchanged. On the other hand, areas where the data illuminate the model should reveal marked differences from the prior. For example, the bottom left panel of Fig. 7 below 500 m looks scarcely different from a uniform distribution (our prior assumption), indicating that the data are incapable of resolving the model parameters at these depths. By contrast, the top left panel of Fig. 7 at a depth of about 175 m is focused and, by any measure, very dissimilar to a uniform distribution. In other cases, the posterior may look quite different from the prior and yet be poorly resolved-for example, the bottom left panel of Fig. 7 at a depth of 300 m, which is bimodal.
While the most complete picture is the posterior itself, it is occasionally useful to summarize the information it contains more concisely. One such concise estimate of the DOI derived from the posterior is the Kullback-Leibler (KL) divergence, which is a measure of the relative entropy of two distributions.
Entropy is a measure of randomness and can be used to quantify the information content of a distribution. For a discrete distribution, it is defined as (MacKay 2003)
where the above is defined at P(x i ) = 0 since lim P→0+ P log(P) = 0.
To understand the connection with information, consider the case of a discrete uniform distribution with probability U N = 1 N . The entropy of this distribution is
The larger N, the wider U N 's bounds and the less information it contains-or, in other words, the larger its entropy, which grows per Foley et al. (2015) at the respective locations. The black line is the median of the distribution at each depth. The wedge-shaped region between 150 and 250 m depth in the resistivity distribution of the thin ice sounding (a) reveals the trade-off between conductivity and layer thickness. In the thin ice sounding, the upper boundary of the conductive feature is more sharply resolved than the bottom. The depth sensitivity estimates for the thick ice sounding are much deeper than for the thin ice sounding, indicating that depth sensitivity of TEM data is a complex, nonlinear function of conductivity structure. 
In a Bayesian context, Q and P in eq. (9) represent the prior and posterior, respectively. The posterior differs from the prior due to the additional information contained in the data. The KL divergence measures this information gain. To see how this is so, consider again Figure 8 Inverted results for sounding B using only those models from the full ensemble whose resistivity was compatible with that of glacial ice (>500 ohm m) above 350 m, the depth to the glacier bottom (determined from radar soundings). Compare with Fig. 7(b) . Note the lower limit, indicated by the 5th percentile, on the electrical resistivity in the subglacial sediments, which was unbounded when the full model ensemble was used to estimate the posterior. Also note that the conductivity in the region of the wet, conductive sediments now has the same wedge-like shape as Fig. 7(a) . a uniform prior, Q = U N . The KL divergence of P and Q is then
By rewriting eq. (9) in terms of entropy, the connection to information gain is apparent: in a Bayesian context, the KL divergence represents the entropy loss (or conversely, the information gain) in going from the uniform prior to the posterior. Put another way, it measures the information the data have added to our prior knowledge.
We computed the KL divergence at each depth for the two soundings of Fig. 7 to investigate their depth sensitivity. Fig. 9 shows the KL divergence as a function of depth for these two soundings, plotted next to their resistivity PDFs. Over the depth range of the conductive sediments, the KL divergence of the sounding over thin ice shows a strong increase against a background of decreasing resistivity with depth. The KL divergence of the sounding over thick ice shows the same drop off with depth, but the signal indicating the presence of the conductive layer, while noticeable, is much weaker since it occurs 200 m deeper.
Mining the ensemble for information
The Bayesian method is highly versatile: once the model ensemble has been obtained, extracting information from it becomes a matter of data mining. For instance, the sensitivity of the airborne TEM method to conductance can be quantitatively measured from the ensemble. This is feasible mostly for a buried conductor in a relatively uniform resistive background. For each sounding, we selected a depth range over which the posterior indicated low resistivity consistent with the presence of a conductive channel (more conductive than expected for background rock or overlying ice). For sounding A, the depth range used was 140-225 m; for sounding B, 345-445 m. We then calculated the conductance of each model in the ensemble by integrating conductivity over that depth range. Histograms of conductance, computed as described, for the two soundings are shown in Fig. 10 . While this is a somewhat subjective process, we found that adjusting the intervals slightly had only a minor effect on the conductance histograms.
Most of the signal in the histogram for the thin ice sounding is concentrated in a peak around about 1.8 S (Siemens) that spans only 2 S in width, while the upper left panel of Fig. 7 shows that resistivity over the same depth range spans roughly two orders of magnitude. Meanwhile, the sounding over the thick ice indicates a similar peak in conductance at about 2 S, but reveals much greater uncertainty due to the conductive layer's greater depth. The usefulness of quantifying conductance is especially apparent when comparing Fig. 10 with the resistivity PDF of the sounding over thick ice (lower left panel of Fig. 7) . The 90 per cent credible interval spans nearly 5 orders of magnitude of resistivity, yet the conductance histogram for this sounding yields a clear peak at the same value as the sounding over thin ice, suggesting that, despite the diminished resolution, the data are detecting the same conductive channel in both soundings.
In the course of interpreting inversion results, one is often interested in variables other than, but related to, those estimated in the model. For instance, a scientist interpreting inverted models of electrical conductivity might be interested, depending on the survey region, in deriving pore fluid salinity, the porosity of sediments, partial melt fraction, or estimating net hydrocarbons. Using standard inversion techniques, an interpreter is obligated to rely on a single model estimate, without associated uncertainties, to infer the value of the desired property. Access to the full posterior and a function relating the model variable to the desired quantity make it possible Figure 9 Resistivity PDFs (left column) and Kullback-Leibler (KL) divergences (right column) for a sounding over thin ice (top row) and thick ice (bottom row). The axis along the top of plots in the column on the right is the unnormalized KL divergence, while the axis along the bottom of each plot is the KL divergence, normalized to the maximum for that particular sounding. The large peak in KL divergence in the upper right panel against a steady decline with depth indicates that the data have clearly resolved the conductive channel. By contrast, the small peak at 400 m depth in the lower right panel suggests that the conductive channel is much less well resolved in the sounding over thick ice.
Figure 10
Conductance histograms for the thin ice (blue) and thick ice (orange) soundings. The distribution of the thin ice sounding is concentrated over a range of only 2 S, whereas its resistivity is distributed over nearly two orders of magnitude (see Fig. 7 ). Despite the much greater spread due to diminished data sensitivity at depth, the thick ice sounding features a sharp peak at the same value as the thin ice sounding.
Figure 11
Histograms of pore fluid resistivity, ρ w , in the conductive sediments beneath Taylor Glacier obtained from Archie's Law assuming φ = 10 per cent and m = 2. The bulk resistivity values, ρ, were obtained from the model ensemble. While the sounding over thin ice is sharply peaked, the sounding over thick ice yields a broader distribution, indicating decreasing resolution with depth. Despite this, the mode of both distributions is nearly identical.
to produce an entire estimated PDF of these derived quantities of interest, rather than just one plausible value.
To illustrate the utility of Bayesian inversion in estimating related parameters, we used Archie's Law (Archie 1942) 
where ρ is electrical resistivity, ρ w is pore fluid resistivity, φ is porosity, and m is an empirically derived constant with a typical value of 2. For a given sounding, we selected a depth, z brine , consistent with the centre of the conductive channel, using both the resistivity PDF and interface PDF as guides. In particular, we chose the depth of z brine to capture the widest possible variation in resistivity. In practice, this meant choosing z brine to correspond with the thickest portion of the conductivity-thickness trade-off wedge. For sounding A, this was chosen to be 175 m; for sounding B, 400 m. Then, for each model in the ensemble, we compute the pore fluid resistivity, using Archie's Law, assuming a porosity of 10 per cent and m = 2, and the bulk resistivity of the model at z brine . We then produced a histogram of pore fluid resistivity at that depth, using the values computed from the model ensemble. We followed this procedure for the thin ice and thick ice soundings. The results, shown in Fig. 11 , quantitatively show the diminishing resolution with increased ice thickness (i.e. depth to the conductor). For example, the inter-quartile range (50 per cent credible interval) for the thin ice sounding gives a likely range of 0.25 to 0.42 ohm m, with a median value of 0.32 ohm m. The thick ice sounding, by contrast, yields a likely range of 0.03 to 5.0 ohm m, with a median value of 0.43 ohm m, reflecting the much greater uncertainty inherent in trying to image a deep target. Despite the greater uncertainty, the median value is nearly the same between the two soundings, potentially giving rise to a false sense of certainty about the value of pore fluid resistivity from the thick ice sounding if only one estimate were available. The uncertainty information contained in these histograms might be of use to, say, a microbiologist seeking to understand and constrain the range of environmental conditions that could exist within the brine layer. Given the assumed 10 per cent porosity, the median value of pore fluid resistivity is consistent with that of seawater at 1 o C (0.3 ohm m). Taylor Valley was once covered by oceans, suggesting that the fluid filling the pore space of the sediments beneath the valley today might be ancient seawater.
F E A S I B I L I T Y O F D E E P E R I M A G I N G
As evidenced by Fig. 9 , the ability of the data to resolve the conductive channel beneath Taylor Glacier diminishes as the thickness of the glacier increases. Because measurement error is a source of model parameter uncertainty, it might be possible to increase model resolution at depth by decreasing absolute measurement error, which would allow for data at later time offsets that provide increased sensitivity to deeper structure. In the context of TEM, this could be accomplished by placing the transmitter loop directly on the ice in lieu of towing it under a helicopter. This sacrifices data acquisition efficiency, but allows for repeat soundings to be collected at the same location which can subsequently be stacked to reduce the effect of measurement error. Of course, as the depth (and lateral) sensitivity of the data increase, the 1-D assumption will eventually break down. Because they are fundamentally stochastic, Bayesian sampling methods should be able to quantify this improvement in resolution capacity, providing valuable insight into trade-offs between efficiency and resolution that are inherent in experimental survey design.
To determine what impact a decrease in measurement error would have on the ability to resolve the conductive channel under greater ice thicknesses, we conducted a synthetic experiment where the same conductive layer (50 m thick, 10 ohm m resistivity) was buried under increasingly thick layers of ice. Additionally, for each depth of ice (500, 750 and 1000 m), we decreased the noise floor by an order of magnitude to simulate the power of a larger transmitter moment (e.g. 75 A in a 100 × 100 m loop), longer data stacking times, or both. As before, the noise in the synthetic data consisted of a 5 per cent relative Gaussian error, plus an absolute Gaussian noise centred at the noise floor, which we lowered from 10 −14 V Am V Am −4 . Synthetic data below the noise floor were discarded. One additional difference is that the synthetic data with a noise floor of 10 −14 V Am −4 were modelled assuming a transmitter height of 35 m, typical of airborne TEM surveys, while the synthetic data with lower noise floors were modelled assuming the transmitter was located on the surface. The intent was to allow comparison of airborne TEM to ground based TEM data.
We then inverted each synthetic data set. The results are shown in Fig. 12 . Each row reveals how the decreasing the noise floor increases the resolving power of the data. Note how a noise floor of 10 −14 V Am −4 is entirely insufficient to resolve the conductive layer buried at any of the depths considered. A noise floor of 10
V Am −4 , by contrast, is sufficient to partially resolve the layer, but the data still permit many other models to satisfy the data, complicating interpretation. A noise floor of 10 −16 V Am −4 , however, permits an unambiguous interpretation at all three depths, with a distribution clearly focused and centred on the true model. The KL divergence indicates that the data contain increasing amounts of information about the conductive layer as the noise floor decreases. The highest noise floor registers nothing other than a steady decline in information content with depth for all target depths. The intermediate noise floor data show a clear spike in information content regarding the target at 500 m depth, but not at greater depths. The lowest noise floor, by contrast, shows a clear increase in information at the appropriate depth for all burial depths shown, although the signal decreases markedly with increasing burial depth.
Another interesting question regarding the resolving power of TEM data with depth is whether the bottom of a conductive layer can be clearly resolved. Most often, the top of a conductive layer is better resolved than the bottom, both because of the conductivitythickness trade-off and because the conductive layer dissipates the EM signal more rapidly than the more resistive overburden. The bottom row of Fig. 9 effectively demonstrates the difficulty: it is possible that 450 m represents the bottom of the conductive layer, but the loss of resolution at that same depth-indicated by both the linearized estimates of DOI and by the KL divergence-renders interpretation uncertain.
To investigate whether increasing the information content of the data by lowering the noise floor could resolve this issue, we conducted a second synthetic test. Keeping the top of the conductive layer fixed at 500 m (with the same 10 ohm m resistivity as before), we varied the layer's thickness. We generated synthetic data using the same procedure as above, dropping the noise floor by an order of magnitude each time, and inverted each using our MCMC algorithm.
The results of this synthetic experiment are shown in Fig. 13 . As before, the airborne TEM setup (highest noise floor and 35 m transmitter height) is unable to resolve any of the three layers, regardless of thickness. If the noise floor is an order of magnitude lower and the thickness of the conductive layer is 50 m, it is unclear whether the bottom of the layer has been identified. Because TEM data contains little information about deeply buried resistors, without knowledge of the true model it would be difficult to say whether the drop in KL divergence at 550 m-the 'true' bottom of the layer-is due to a loss of signal strength or to the transition from the conductive layer to a more resistive underburden. The posterior PDF suggests that these two factors are combining to cause a loss of resolution at the same depth, making it impossible to distinguish between them or say definitively that the bottom of the layer has been imaged.
By lowering the noise floor further, this ambiguity is resolved. Below 550 m, the 5th percentile of the distribution rises above the resistivity of the conductive layer, indicating that nearly all of the models below 550 m are too resistive to represent a continuation of the conductive layer. If the layer thickness is increased to 200 m, the inverted results are again ambiguous if the noise floor is intermediate: many of the models have the conductive layer continuing indefinitely, revealing that these models fit the data just as well as the true model. If the noise floor is decreased further to 10 −16 V Am −4 , however, the bottom of the layer is identifiable, using the 5th percentile of the distribution below 700 m-the 'true' bottom of the layer-as evidence. If the layer thickness is further increased to 400 m, however, information about the depth of the bottom of the layer is lost, and all three synthetic data sets show ambiguity at depth.
C O N C L U S I O N S
We applied a trans-dimensional MCMC algorithm to provide Bayesian inference on model parameters estimated from airborne TEM data. We utilized parallel tempering to accelerate convergence and improve robustness of the algorithm, and demonstrated its efficacy on both synthetic TEM data and field data recorded over the Taylor Glacier in Antarctica. Our estimated resistivity distributions corroborate the results of previous inversions of this data set using standard, gradient-based techniques. They also provide a wealth of additional information, including quantitative estimates of model parameter uncertainty, a statistical approach to DOI estimation derived from the KL divergence, and quantitative estimation of related subsurface parameters, including conductance and pore fluid resistivity. This last point is of significance, as it is often the potential to place constraints on related subsurface parameters that is of greatest interest to the wider scientific community. The parsimonious nature of the trans-dimensional MCMC algorithm means that the data largely drive the choice of model complexity, implicitly preferring simpler models to more complex ones-rather than placing this decision in the hands of the user. The generality of the MCMC algorithm means it can be adapted to work with other types of geophysical data.
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A P P E N D I X A : P RO P O S A L D I S T R I B U T I O N A N D A C C E P TA N C E P RO B A B I L I T Y A1 Initialization
Initializing the trans-dimensional MCMC algorithm is simple. We select an initial model for the ensemble by setting k = k min . In our case, k min = 1, so our model has one interface and two layers. We select the interface depth and layer resistivities uniformly within the prior bounds.
A2 Likelihood
In this section we discuss our choice for the form of the likelihood function, p(d|m). We use a simple Chi-squared (χ 2 ) framework measure of misfit
d is the matrix of data covariances andd is the modelled data: f (m) =d and f is the forward modelling function. This choice of misfit corresponds to a Gaussian likelihood function
A3 Prior
In this section we discuss the prior, p(m), in more detail. In principle, the prior represents all known information about the model that is independent of the measured data, but in practice this information must be expressed in terms of a probability distribution. Because our framework is trans-dimensional-the number of unknowns is allowed to vary-the prior is actually a function of m and k and can be written in two parts
where the first term of the right hand side is the prior on m given a fixed number of layer interfaces, k. The second term on the right hand side is the prior on the number of interfaces. Since we have little idea beforehand how many parameters the data will require, we choose for p(k) a uniform distribution with generous bounds:
To ensure that k max and k min were sufficiently generous, the posterior distribution on k, p(k|d), can be examined after the Bayesian inversion has run to completion. The overwhelming bulk of the models should fall away from the edges of the distribution-otherwise, a wider prior may be needed.
There is some correspondence between the prior and a reference model used in regularized inversions, if the latter represents a priori knowledge of the model. The analogy, however, can be misleading. For instance, while a reference model is used to keep each model parameter from straying too far from its reference value, a uniform prior assumes all values are equally likely for each model parameter.
Importantly, the prior is agnostic as to the units of the various model parameters, which are not required to have the same unitse.g. interface depth (m) and layer resistivity (ohm m). This is because the prior for each parameter is expressed as a probability.
The prior on the model, given a fixed number of interfaces (and hence layers as well), must now be determined. While we expect some correlation in the posterior distribution between the depths of layers and their electrical resistivity, we do not know the form this correlation will take, a priori, so we assume that the prior distributions on the depths of interfaces and the resistivities of the layers are independent, enabling us to write p(m k |k) = p(z|k) p(ρ|k).
The conditional prior distribution on the layer interface locations, p(z|k) is determined by first deciding that each of the k layer interfaces must lie within a depth range, z, and that all locations within that depth range are equally likely to host an interface. Then, we recognize that p(z|k) is Dirichlet distributed, leading to
The Dirichlet distribution describes how a unit interval is divided into k parts, and can be explained fairly simply: given k interfaces, each distributed independently and uniformly over a depth interval z, there are k! ways of arranging those interfaces among the selected depths. This yields eq. (A6). This prior is first used in Steininger et al. (2013) and derived in detail in Dosso et al. (2014) .
No prior knowledge of the resistivity, ρ, is assumed, only that it must lie in some bounded interval (ρ min , ρ max ). Because no known prior correlation is assumed between the resistivity of the k layers, the layer properties prior has the simple form where ρ = ρ max − ρ min . Finally, combining eqs (A3)-(A7), we obtain the full prior distribution for k interfaces and k + 1 layers:
where k = k max − k min + 1.
A4 Proposal distributions and acceptance probabilities
There is significant freedom in the choice of proposal distribution. In theory, convergence of the Markov chain to the posterior is agnostic of the choice of q(m |m): the proposal only affects the rate of convergence, not the guarantee of convergence itself. In practice, however, computational cost is of paramount concern in Bayesian methods, so making an effective choice of proposal distribution is important. In our implementation of trans-dimensional MCMC there are four ways to perturb the last model in the chain to produce a proposal model: update, move, birth, and death. These moves are summarized, along with their proposal distributions and acceptance probabilities, in the following sections:
(i) A move shifts the location of an interface. The new location is drawn from a Gaussian distribution centred at the current interface location. If this new location would place the interface above or below its nearest neighbours, the resistivity of the affected layers are treated as if this perturbation were the same as a death followed by a birth. This perturbation is chosen with probability 6/32.
(ii) An update does not change the dimensionality of the model. Instead, we perturb the resistivity of each layer about its mean by drawing from a Gaussian distribution. This kind of perturbation is chosen with probability 16/32.
(iii) A birth adds a layer interface at a random depth chosen uniformly in the interval [z min z max ]. The resistivity of the new layer either above or below the new interface is drawn from a Gaussian distribution, centred at the resistivity of the layer prior to the perturbation. This perturbation is chosen with probability 5/32.
(iv) A death deletes one randomly selected layer interface. The resistivity of the layer above or below the deleted interface is chosen and applied to the new, larger layer. This perturbation is chosen also with probability 5/32 (to ensure births and deaths are equally likely).
The acceptance probability α depends on the proposal ratio (see eq. 3), not on the proposal directly, so the proposal ratios for each move must be calculated.
A4.1 Update and move interface
For moves of fixed dimension (the number of model parameters does not change), such as the update and move interface perturbations, this is simple. We have chosen symmetric distributions (Gaussian and uniform) governing these moves, so the move from m to m
