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Abstract
In this paper, our aim is to investigate the summation form of Bernoulli numbers Bn, such
as
∑n
k=0
(n
k
)
Bk+m. We derive some basic identities among them. These numbers can form
a Seidel matrix. The upper diagonal elements of this Seidel matrix are called “the median
Bernoulli numbers”. We determine the prime divisors of their numerators and denominators.
And we characterize their ordinary generating function as the unique solution of some functional
equation. At last, we also obtain the continued fraction representation of their ordinary generating
function and their value of Hankel determinant.
© 2004 Elsevier Inc. All rights reserved.
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1. Introduction
The Bernoulli numbers Bn are deﬁned by the recurrence relation
m∑
i=1
(
m
i
)
Bm−i = 0 (m2), B0 = 1.
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Thus we have B0 = 1, B1 = − 12 , B2 = 16 , B3 = 0, and so on. The Bernoulli numbers
have extensive applications on many areas. One of remarkable properties is related to
the values at integers of the Riemann zeta function (s), such as
(2n) = (−1)n+1 (2)
2nB2n
2(2n)! , (1− 2n) = −
B2n
2n
for positive integers n. Recently, Akiyama and Tanigawa [1] expressed the values
k(0, . . . , 0,−n) and k(−n, 0, . . . , 0) of the Euler–Zagier’s multiple zeta function,
which is deﬁned by
k(s1, . . . , sk) =
∑
0<n1<n2<···<nk
1
n
s1
1 n
s2
2 · · · nskk
as a linear combination of Bn+i for 1 ik (See [1, Eqs. (6), (10)]). However, the
summation formulae for these kinds are very few in the literature. We list two main
identities of these kinds (Refs. [6,9])
n+1∑
k=0
(
n+ 1
k
)
(k + n+ 1)Bk+n = 0 (1)
and
m∑
k=0
(
m
k
)
Bk+n = (−1)m+n
n∑
k=0
(
n
k
)
Bk+m. (2)
In order to investigate the summations of the form
∑m
k=0
(
m
k
)
Bk+n, the notation of a
Seidel matrix will be illustrated in the following:
The Seidel matrix (an,k)n,k0 associated with the initial sequence a0,n is deﬁned by
[2–5]
an,k = an−1,k + an−1,k+1 (3)
or, equivalently, by
an,k =
n∑
i=0
(
n
i
)
a0,k+i . (4)
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We usually denote the exponential generating function of the initial sequence a0,n as
A(x) =
∞∑
n=0
a0,nxn
n! .
The ordinary generating function of the initial sequence a0,n is denoted as
a(x) =
∞∑
n=0
a0,nx
n+1.
The ordinary generating function a(x) is, in a formal sense, the Laplace transform of
A(x), that is,
∫ ∞
0
A(t)e−t/x dt = a(x).
The Bernoulli polynomials Bn(x) are deﬁned by
text
et − 1 =
∞∑
n=0
Bn(x)t
n
n! .
It is easily to get Bn = Bn(0).
The Seidel matrix (an,k)n,k0 obtained by taking the sequence of Bernoulli numbers
as the initial sequence is represented as follows (Ref. Matrix (ES12) in [3]).
1 −1/2 1/6 0 −1/30 0 1/42 0 . . .
1/2 −1/3 1/6 −1/30 −1/30 1/42 1/42 . . .
1/6 −1/6 2/15 −1/15 −1/105 1/21 . . .
0 −1/30 1/15 −8/105 4/105 . . .
−1/30 1/30 −1/105 −4/105 . . .
0 1/42 −1/21 . . .
1/42 −1/42 . . .
0 . . .
. . .
Therefore we take a0,n = Bn in Eq. (4). Then
an,k =
n∑
i=0
(
n
i
)
Bk+i .
We denote this Seidel matrix as the BS-matrix. Some basic properties of the BS-matrix
give Eqs. (1) and (2). We will provide more detail later in Section 2.
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Three important sequences in the Seidel matrix are the initial sequence (a0,n), the
ﬁnal sequence (an,0), and the upper diagonal sequence (an,n+1). The median Genocchi
numbers H2n+1 (Refs. [3–5]) could be deﬁned by the upper diagonal elements of the
Seidel matrix associated with the initial sequence as the Genocchi numbers Gn, which
is deﬁned by
2t
et + 1 =
∞∑
n=1
Gnt
n
n! .
Dumont [4] deﬁned the median Euler numbers Rn, Ln as the upper diagonal elements
of the Seidel matrix associated with the initial sequence as the Euler numbers En,
(−1)n+1En, respectively, which is deﬁned by
sech (x)+ tanh(x) =
∞∑
n=0
Enx
n
n! .
Since the initial sequence Bn and the ﬁnal sequence Bn(1) = (−1)nBn of the BS-
matrix are both well-known, in this paper, we focus our attention on the upper diagonal
sequence, which we call the median Bernoulli numbers, Kn, in accord with the above
nomenclature in [4,5].
It can be seen that the main diagonal elements are just negative twice of the upper
diagonal elements. And this will be proved in Section 2.
Let p be a prime number. We call a rational number p-integral if its denominator is
not divided by p. If a and b are rational numbers, then by a ≡ b (mod pr) we mean
that (a−b)/pr is p-integral. For example, 12 ≡ 52 (mod 2). We deﬁne ordp(a) to be the
largest integer for which a/pordp(a) is p-integral; so ord2( 12 ) = −1 and ord2( 43 ) = 2.
In Section 3, we determine the prime divisors of the denominators Dn of the median
Bernoulli numbers Kn and the order of 2 of the numerators Nn of Kn. Tables 1 and
2 give the prime factorizations of |Nn| and |Dn| for 0n30.
Theorem 1.1.
(1) The denominators Dn are square-free numbers.
(2) For a positive integer n, the set of the all odd prime divisors of Dn is
{
p : odd prime
∣∣∣ n
m
p − 1 2n
2m− 1 , m ∈ N
+
}
.
(3) If 2 is a divisor of Dn, then n = 0 or 1.
(4) For n1, ord2(Nn) = 2 ·
[
n−1
2
]
, where [x] means the largest integer nx.
In Section 4, we characterize the ordinary generating function of Kn as the unique
solution of some functional equation.
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Table 1
Median Bernoulli numerators |Nn| factored
n Prime factorization of |Nn|
0 1
1 1
2 1
3 22
4 22
5 24
6 24 · 191
7 26 · 29
8 26 · 2833
9 28 · 43 · 3257
10 28 · 6525613
11 210 · 15083 · 2579
12 210 · 257 · 2071961
13 212 · 4732769
14 212 · 12945933911
15 214 · 37 · 4542457033693
16 214 · 362302618603 · 11527
17 216 · 5 · 69137567526887
18 216 · 9639234196252429 · 2729
19 218 · 83 · 21053791671157507
20 218 · 1693 · 11824025520929 · 140453
21 220 · 166748874686794522517053
22 220 · 44836549 · 886153075937001683
23 222 · 94993861680800597 · 11146347847
24 222 · 3441419438636733282007 · 14657 · 20297
25 224 · 7 · 3482900065209906015242213 · 15683
26 224 · 72 · 192 · 227813159838455904402449 · 1682363
27 226 · 503 · 18996535985052361727 · 817637 · 63059 · 33049
28 226 · 13 · 139 · 15746739417874853498940938045851 · 44491
29 228 · 3546213649342378473233 · 5027707185073 · 602947
30 228 · 106871717 · 13136763260766607276179461549 · 2714370289
Theorem 1.2. Let
m(x) =
∞∑
n=0
Knx
n+1 = −1
2
x + 1
6
x2 − 1
15
x3 + 4
105
x4 − 4
105
x5 + 16
231
x6 − · · · (5)
be the ordinary generating function of Kn. Then m(x) is the unique solution of the
functional equation
x − 2
x
m
(
x2
1− x
)
+ x + 2
x
m
(
x2
1+ x
)
= x2. (6)
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Table 2
Median Bernoulli denominators |Dn| factored
n Prime factorization of |Dn|
0 2
1 2 · 3
2 3 · 5
3 3 · 5 · 7
4 3 · 5 · 7
5 3 · 7 · 11
6 3 · 5 · 7 · 11 · 13
7 3 · 5 · 11 · 13
8 3 · 5 · 11 · 13 · 17
9 3 · 7 · 11 · 13 · 17 · 19
10 3 · 5 · 7 · 11 · 13 · 17 · 19
11 3 · 5 · 7 · 13 · 17 · 19 · 23
12 3 · 5 · 7 · 13 · 17 · 19 · 23
13 3 · 17 · 19 · 23
14 3 · 5 · 17 · 19 · 23 · 29
15 3 · 5 · 7 · 11 · 17 · 19 · 23 · 29 · 31
16 3 · 5 · 7 · 11 · 17 · 19 · 23 · 29 · 31
17 3 · 7 · 11 · 19 · 23 · 29 · 31
18 3 · 5 · 7 · 11 · 13 · 19 · 23 · 29 · 31 · 37
19 3 · 5 · 11 · 13 · 23 · 29 · 31 · 37
20 3 · 5 · 11 · 13 · 23 · 29 · 31 · 37 · 41
21 3 · 7 · 13 · 23 · 29 · 31 · 37 · 41 · 43
22 3 · 5 · 7 · 13 · 23 · 29 · 31 · 37 · 41 · 43
23 3 · 5 · 7 · 13 · 29 · 31 · 37 · 41 · 43 · 47
24 3 · 5 · 7 · 13 · 17 · 29 · 31 · 37 · 41 · 43 · 47
25 3 · 11 · 17 · 29 · 31 · 37 · 41 · 43 · 47
26 3 · 5 · 11 · 17 · 29 · 31 · 37 · 41 · 43 · 47 · 53
27 3 · 5 · 7 · 11 · 17 · 19 · 29 · 31 · 37 · 41 · 43 · 47 · 53
28 3 · 5 · 7 · 11 · 17 · 19 · 29 · 31 · 37 · 41 · 43 · 47 · 53
29 3 · 7 · 11 · 17 · 19 · 31 · 37 · 41 · 43 · 47 · 53 · 59
30 3 · 5 · 7 · 11 · 13 · 17 · 19 · 31 · 37 · 41 · 43 · 47 · 53 · 59 · 61
In the last section, we obtain the continued fraction representation of m(x), and we
also obtain the Hankel determinant det0 i,jn
(
Ki+j
)
.
Theorem 1.3. For any non-negative integer n, the Hankel determinant of the median
Bernoulli numbers is
det
0 i,jn
(
Ki+j
) =
(
−1
2
)n+1 n∏
i=1
(
(2i − 1)4i4
(4i − 3)(4i − 1)2(4i + 1)
)n−i+1
. (7)
378 K.-W. Chen / Journal of Number Theory 111 (2005) 372–391
2. Some basic relations
Consider the Seidel matrix (an,k)n,k0 with the initial sequence Bn. From Eq. (4)
we have
an,k =
n∑
i=0
(
n
i
)
Bk+i . (8)
Proposition 2.1. For k, n0,
ak,n = (−1)k+nan,k. (9)
Proof. This result is followed on using induction on the ﬁrst index k in ak,n and the
recursive relation for an,k . 
Substitute an,k by Eq. (8) in Eq. (9), then we get Eq. (2).
Corollary 2.2. For k, n0,
k∑
i=0
(
k
i
)
Bn+i = (−1)k+n
n∑
i=0
(
n
i
)
Bk+i . (10)
From Proposition 2.1, it is clearly that an,n+1 = −an+1,n. Hence
an,n = an+1,n − an,n+1 = −2an,n+1 = −2Kn. (11)
Therefore the main diagonal elements are just negative twice of the upper diagonal
elements. In the following we give the proof of Eq. (1).
Corollary 2.3. For any non-negative integer n, we have
n+1∑
i=0
(
n+ 1
i
)
(i + n+ 1)Bi+n = 0. (12)
Proof. Eq. (11) is equivalent to
n∑
i=0
(
n
i
)
Bn+i = −2
n+1∑
i=1
(
n
i − 1
)
Bn+i ,
1
n+ 1
n∑
i=0
(
n+ 1
i
)
(n+ 1+ i)Bn+i = −2B2n+1.
Multiply (n+ 1) on both sides, then we get the desired identity. 
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Let k = n in Eq. (3) and we apply Eq. (11), then we have a recursive relation
with Kn.
−2Kn = Kn−1 +
n−1∑
i=0
(
n− 1
i
)
Bn+i+1. (13)
Solving this recursive relation we get, for n1,
(−2)n−1Kn = B2 +
n−2∑
j=0
(−2)j
j+1∑
i=0
(
j + 1
i
)
Bi+j+3. (14)
In the end of this section we list two expressions of Kn which can be easily got
from Eqs. (8) and (11). For n0,
Kn =
n∑
i=0
(
n
i
)
Bn+1+i (15)
and
Kn = −12
n∑
i=0
(
n
i
)
Bn+i . (16)
3. Prime divisors of the Dn and Nn
We ﬁrst investigate the order of 2 of Kn.
Proposition 3.1. For n2 and mn+ 1,
ord2(an,m) = 2
[
n− 1
2
]
. (17)
And ord2(a1,m) = −1, for m2.
Proof. We use induction on n. For n = 1 and m2, a1,m = Bm + Bm+1. Hence
a1,2k = a1,2k−1 = B2k . As a result this implies ord2(a1,m) = −1. For n = 2 and
m3, we have a2,2k = B2k + B2k+2 and a2,2k−1 = 2B2k for k2. Since 2B2t ≡
1 (mod 4) for t2 (Ref. [8, p. 247]), it could get B2k + B2k+2 ≡ 1 (mod 2). Thus
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ord2(a2,2k) = 0. On the other hand, a2,2k−1 = 2B2k ≡ 1 (mod 4), for k2. Therefore
ord2(a2,2k−1) = 0.
Assume that for n3 and k < n, ord2(ak,m) = 2[ k−12 ] with mk + 1. Then for
mn+ 1
an,m = an−1,m + an−1,m+1
= an−2,m + an−2,m+2 + 2an−2,m+1.
Now by the induction hypothesis we have
ord2(an−2,m + an−2,m+2)2
[
n− 1
2
]
and ord2(2an−2,m+1) = 2
[
n− 1
2
]
.
This completes our proof. 
Corollary 3.2. For n2 we have
ord2(Kn) = 2
[
n− 1
2
]
. (18)
The information of Eqs. (9), (11), and Proposition 3.1 have been collected, the value
of ord2(an,m) for all n, m can be easily predicted.
To describe the denominators of Kn we need the von Staudt–Claussen Theorem:
Theorem 3.3 (Ireland and Rosen [8, p. 233]). For m1,
B2m = A2m −
∑
p−1
∣∣2m
1
p
, (19)
where A2m ∈ Z and the sum is over all primes p such that p − 1
∣∣∣ 2m. 
Proposition 3.4. Let q be a prime number. Then for any non-negative integer n, qKn
is q-integral and the denominator Dn of Kn is a square-free number.
Proof. Given the fact that qBk is q-integral for any k and from the result of Eq. (15),
we know that qKn is q-integral and therefore Dn is square-free. 
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Combine Eqs. (15) and (19), we can rewrite Kn as
Kn =
n∑
i=0
(
n
i
)
Bn+1+i
=


m∑
i=1
(
2m
2i − 1
)
·

A2m+2i − ∑
p−1
∣∣2m+2i
1
p

 if n = 2m,
m−1∑
i=0
(
2m− 1
2i
)
·

A2m+2i − ∑
p−1
∣∣2m+2i
1
p

 if n = 2m− 1.
(20)
It can be seen that the largest possible prime divisor of Dn is 2n + 1. Now we need
a result which is proved by Glaisher in 1899.
Lemma 3.5 (Granville [7]). For any given prime q and integers 1j, kq − 1, we
have
∑
1m n
m≡j (mod q−1)
(
n
m
)
≡
(
k
j
)
(mod q) (21)
for all positive integers n ≡ k (mod q − 1).
Let q be a ﬁxed odd prime number. Now we need only to know whether q is a
divisor of Dn or not, for q−12 n
3q−5
2 .
Proposition 3.6. Given a ﬁxed odd prime q, if q−12 nq − 1, then q is a divisor of
Dn; if qn 3q−52 , then q is not a divisor of Dn.
Proof. From Eq. (20) we need to consider whether the following two factors:
m∑
i=1
∑
p−1
∣∣2m+2i
( 2m
2i−1
)
p
for n = 2m
and
m−1∑
i=0
∑
p−1
∣∣2m+2i
(2m−1
2i
)
p
for n = 2m− 1
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are q-integral or not. Here, we ﬁrst deal with the case for n = 2m. The method for
the remaining case, n = 2m− 1, is similar, so we omit it.
If q−12 nq − 1, then this implies
n < n+ 1q2n+ 1.
So q cannot be a divisor of
( 2m
2i−1
)
.
Let
C = {1 im ∣∣ q − 1 is a divisor of 2m+ 2i} .
Since nq − 12n, there exists an unique integer 0 iqm with q − 1 = 2m+ 2iq .
If 1 iqm, then iq ∈ C.
If iq = 0, then q − 1 = 2m is a divisor of 4m. And i = m ∈ C.
Therefore the set C is not empty. If C contains at least two distinct elements, then
this will force the number q − 1 is less than n. This contradiction ensures a fact that
the number of the elements in C is one.
The prime number q only occur once in the summation
m∑
i=1
∑
p−1|2m+2i
( 2m
2i−1
)
p
,
therefore q is a divisor of Dn.
Now we assume that qn 3q−52 . We can rewrite n = q + j , for 0j q−52 .
If 2i − 1q, then we have
n+ q + 12m+ 2i2n = 2q + 2j,
2q + 12m+ 2i3q − 5.
Dividing (q − 1) from 2m+ 2i, we have a remainder r with 3rq − 3. Thus q − 1
is not a divisor of 2m+ 2i.
On the other hand, if 2m− 2i + 1q, then we use the same trick and we also can
prove that q−1 is not a divisor of 2m+2i. Therefore if q−1 is a divisor of 2m+2i,
for some i. Then both 2i − 1 and 2m − 2i + 1 must be less than q, and this implies
q
∣∣∣ ( 2m2i−1). This completes our proof. 
Now we come to the results and the following theorem can be derived from them.
Theorem 3.7. For a positive integer n, the set of the all odd prime divisors of Dn is
{
p : odd prime
∣∣∣ n
m
p − 1 2n
2m− 1 ,m ∈ N
+
}
. (22)
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Proof. For a ﬁxed odd prime q, q is a divisor of Dm+k(q−1), for q−12 mq − 1 and
k0. Hence for a ﬁxed positive integer n, we have
q − 1
2
+ k(q − 1)n = m+ k(q − 1)q − 1+ k(q − 1).
That is for k0,
n
k + 1q − 1
2n
2k + 1 . 
4. Ordinary generating function and functional equation
Proposition 4.1 (Dumont [4, Proposition 6]). Given a Seidel matrix (an,k)n,k0, then
the ordinary generating function of its initial sequence, of its main diagonal, and of
its upper diagonal, respectively, denoted by
a(x) =
∞∑
n=0
a0,nx
n+1, d0(x) =
∞∑
n=0
an,nx
n, d1(x) =
∞∑
n=0
an,n+1xn+1
satisfy the identity
a(x) = x · d0
(
x2
1+ x
)
+ d1
(
x2
1+ x
)
. (23)
Let
b(x) =
∞∑
n=0
Bnx
n+1 = x − 1
2
x2 + 1
6
x3 − 1
30
x5 + 1
42
x7 − · · ·
and
m(x) =
∞∑
n=0
Knx
n+1 = −1
2
x + 1
6
x2 − 1
15
x3 + 4
105
x4 − 4
105
x5 − · · · .
That is, b(x) is the ordinary generating function of the initial sequence Bn, and m(x) is
the ordinary generating function of the upper diagonal sequence Kn. Now we combine
Eq. (11) and Proposition 4.1 and we get the relation between these two functions in
the following theorem.
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Theorem 4.2. We have
b(x) = −
(
1+ 2
x
)
m
(
x2
1+ x
)
. (24)
Corollary 4.3. For k1, we have
k∑
n=0
(
2k − n
n
)
2k
2k − nKn = −B2k, (25)
k−1∑
n=0
(
2k − 1− n
n
)
2k − 1
2k − 1− nKn = B2k−1. (26)
Proof. This follows by extracting the coefﬁcient of xn in Eq. (24). 
The two equations in the above corollary can be rewritten as
[ n2 ]∑
m=0
(
n−m
m
)
n
n−mKm = (21n − 1)Bn ∀n1. (27)
Theorem 4.4. Let (x) be a formal power series. Then the following three assertions
are equivalent:
(1) (x) =
∫ ∞
0
t
sinh(x)
e−t/x dt ;
(2) (x) and 
(
x
1+ x
)
+ x2 are both odd;
(3) 
(
x
1− x
)
− 
(
x
1+ x
)
= 2x2.
Proof. ((1) ⇒ (2)): Let f (x) = ∫∞0 e−t/xF (t) dt . Recall that ∫∞0 e−t/x tn dt = n!xn+1,
so f (x) is even (resp. odd), if and only if F(x) is odd (resp. even).
Note that

(
x
1+ x
)
+ x2 =
∫ ∞
0
t coth te−t/x dt.
Since
t
sinh t
and t cosh t are both even, assertion (2) follows immediately.
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((2) ⇒ (3)): Since 
(
x
1+ x
)
+ x2 is odd, we have

( −x
1− x
)
+ x2 = −
(
x
1+ x
)
− x2.
Assertion (3) follows from the fact that (x) is odd.
((3) ⇒ (1)): Let (x) = ∫∞0 e−t/xF (t) dt . Then
2x2 = 
(
x
1− x
)
− 
(
x
1+ x
)
=
∫ ∞
0
e−t/xF (t)(et − e−t ) dt.
But 2x2 = ∫∞0 e−t/x dt ; hence F(t)(et − e−t ) = 2t and F(t) = 2tet − e−t =
t
sinh t
. 
Theorem 4.5. The following identities hold:
b(x) = 2 
(
x
x + 2
)
, (28)
(x) = −1
2x
m
(
4x2
1− x2
)
. (29)
Proof. According to Theorem 4.2, it sufﬁces to prove Eq. (28). Note that
te−t
sinh t
= 2t
e2t − 1 =
∞∑
n=0
2nBntn
n! .
So

(
x
x + 1
)
= 1
2
∞∑
n=0
2n+1Bnxn+1,
which clearly implies Eq. (28). 
The next corollary is an immediate consequence of Theorem 4.4 and Theorem 4.5.
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Corollary 4.6. The formal power series b(x) and m(x) are the unique solutions of the
functional equations
b
(
x
1− x
)
− b(x) = x2 (30)
and
x − 2
x
·m
(
x2
1− x
)
+ x + 2
x
·m
(
x2
1+ x
)
= x2, (31)
respectively. 
The median Bernoulli numbers Kn have certain connections with the number B2n( 12 ).
Corollary 4.7. We have
22n+1(−1)n+1Kn =
n∑
m=0
(
n
m
)
(−1)m22mB2m( 12 ) (32)
and
−22nB2n( 12 ) =
n∑
m=0
(
n
m
)
22m+1Km. (33)
Proof. Recall that
t
sinh t
= 2te
t
e2t − 1 =
∞∑
n=0
22n · B2n( 12 ) · t2n
(2n)!
for B2n+1( 12 ) = 0. So, by applying the formal Laplace transform, we get
(x) =
∞∑
n=0
22n · B2n( 12 ) · x2n+1. (34)
Upon substituting this in Eq. (29), and replacing 4x2/(1− x2) by y, we get
∞∑
n=0
Kny
n+1 = −2
∞∑
n=0
22n · B2n( 12 ) ·
(y
4
)n+1 · (1+ y
4
)−n−1
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=
∞∑
n=0
yn+1(−1)n+12−2n−1
n∑
m=0
(
n
m
)
(−1)m22mB2m( 12 )
=
∞∑
n=0
yn+1
n∑
m=0
(
n
m
)
(−1)n+1+m22m−2n−1B2m( 12 ).
Comparing the coefﬁcients of yn on the two sides then yields Eq. (32). Eq. (33) is
followed immediately using the binomial transform on Eq. (32). 
5. Continued fractions and Hankel determinants
Rogers [11] found the continued fraction expression of (x) as
(x) = x
1 +
x2
3 +
16x2
5 +
34x2
7 + . . . +
n4x2
2n+ 1 + . . . (35)
= x
1+ x
2
3+ 16x
2
5+ 3
4x2
7+ . . .
.
Now using Eq. (29) and replacing 4x2/(1 − x2) by y, we get the continued fraction
expansion for m(x).
Proposition 5.1. The ordinary generating function m(x) of the median Bernoulli num-
bers satisﬁes the continued fraction representation
m(x) (36)
= −2x
x + 4 +
x
3 +
16x
5(x + 4) +
34x
7 + . . . +
(2n− 1)4x
4n− 1 +
(2n)4x
(4n+ 1)(x + 4) + . . . .
Values of Hankel determinants of a sequence are known to be related to coefﬁcients
of continued fraction expansions of its ordinary generating function.
Proposition 5.2 (Krattenthaler [10, Theorem 11]). Let (n)n0 be a sequence of num-
bers with generating function ∑∞n=0 ntn+1 written in the form
∞∑
n=0
nt
n+1 = 0t
1+ a0t −
b1t2
1+ a1t −
b2t2
1+ a2t − . . . . (37)
Then the Hankel determinant det0 i,jn(i+j ) equals n+10 b
n
1b
n−1
2 · · · b2n−1bn.
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We need to change the representation form of m(x) in Proposition 5.1 as the form
as Eq. (37). The following two lemmas are needed.
Lemma 5.3 (Dumont [4]). The following representations of a series f (x) are equiva-
lent:
f (x) = x
1 +
c1x
1 +
c2x
1 +
c3x
1 + . . .
= x
1+ c1x −
c1c2x2
1+ (c2 + c3)x −
c3c4x2
1+ (c4 + c5)x − . . . .
Lemma 5.4. Let {bn}n1 and {cn}n1 be two sequences of complex numbers. If
1+ x + b1x
1 +
b2x
1+ x +
b3x
1 +
b4x
1+ x + . . .
= 1+ c1x
1 +
c2x
1 +
c3x
1 +
c4x
1 + . . . , (38)
then, for n1, we have
c1 = b1 + , c1c2 = b1b2,
c2n + c2n+1 = b2n + b2n+1 + , c2n+1c2n+2 = b2n+1b2n+2. (39)
Proof. Denote by A0(x) and B0(x) the left- and right-hand side of Eq. (38) and set
A0(x) = 1+ x + b1x
1+ b2x
A2(x)
and
B0(x) = 1+ c1x
1+ c2x
B2(x)
.
From the equality A0(x) = B0(x), we derive immediately the following:
c1 = b1 + ,
c1c2 = b1b2
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and
A2(x)+ b2x = B2(x)+ c2x.
The proof can then be readily completed by induction. 
Now we can obtain the Hankel determinant det0 i,jn
(
Ki+j
)
.
Theorem 5.5. The Hankel determinant of the median Bernoulli numbers is
det
0 i,jn
(
Ki+j
) =
(
−1
2
)n+1 n∏
i=1
(
(2i − 1)4i4
(4i − 3)(4i − 1)2(4i + 1)
)n−i+1
. (40)
Proof. We ﬁrst rewrite m(x) as the form as the left-hand side of Eq. (38)
m(x) = −
x
2
1+ x +
b1x
1 +
b2x
1+ x +
b3x
1 +
b4x
1+ x + . . . ,
where  = 14 and for n1,
b2n−1 = (2n− 1)
4
4(4n− 3)(4n− 1) ,
b2n = (2n)
4
4(4n− 1)(4n+ 1) .
Then from Lemmas 5.3 and 5.4 we have
m(x) = −
x
2
1 +
c1x
1 +
c2x
1 +
c3x
1 + . . .
= −
x
2
1+ c1x −
c1c2x2
1+ (c2 + c3)x −
c3c4x2
1+ (c4 + c5)x − . . .
and for n1,
c1 = b1 +  = 13 ,
c1c2 = b1b2 = 1240 ,
c2n + c2n+1 = b2n + b2n+1 +  = 8n
4 + 8n3 + 6n2 + 2n− 1
(4n+ 3)(4n− 1) ,
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c2n+1c2n+2 = b2n+1b2n+2 = (2n+ 1)
4(n+ 1)4
(4n+ 1)(4n+ 3)2(4n+ 5) .
Applying Proposition 5.2, we have
det
0 i,jn
(Ki+j ) =
(
−1
2
)n+1 n∏
i=1
(c2i−1c2i )n+1−i
=
(
−1
2
)n+1 n∏
i=1
(
(2i − 1)4i4
(4i − 3)(4i − 1)2(4i + 1)
)n−i+1
. 
In view of Eqs. (32) and (33), it seems that the Hankel determinant of B2n( 12 ) shall
have the similar formula.
Corollary 5.6.
det
0 i,jn
(
B2i+2j ( 12 )
)
=
n∏
i=1
(
(2i − 1)4i4
(4i − 3)(4i − 1)2(4i + 1)
)n−i+1
. (41)
Proof. Upon using Eqs. (34) and (35), we have
−2
∞∑
n=0
22n · B2n( 12 ) · x2(n+1) =
−2x2
1 +
x2
3 +
16x2
5 +
34x2
7 + . . . +
n4x2
2n+ 1 + . . . .
Thus
∞∑
n=0
22n · B2n( 12 ) · xn+1 =
x
1 +
x
3 +
16x
5 + . . . +
n4x
2n+ 1 + . . . .
Now we use the similar method as the proof of Theorem 5.5 and let 4x be y, then we
get our conclusion. 
Remark 5.7. It is worth noting that
(−2)n+1 det
0 i,jn
(
B2i+2j ( 12 )
)
= det
0 i,jn
(Ki+j ). (42)
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