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Kapitel 1
Introduktion
Numeriska väderprognosmodeller grundar sig p̊a Navier-Stokes ekvationer för
flödesdynamik i atmosfären. Ekvationssystemet best̊ar av flera sammanbundna
ekvationer, vilket gör ekvationssystemet mycket komplicerat att lösa och det är
oklart huruvida det ens existerar en analytisk lösning till systemet. Problemet är
ett av milleniumprisproblemen utfärdade av Clay Mathematics Institute år 2000.
En utförlig beskrivning av problemet finns p̊a:
http://www.claymath.org/millennium-problems/navier-stokes-equation.
Historien för moderna väderprognoser sträcker sig tillbaka till 1900-talets
början (Lynch, 2008). De första stegen som s̊a småningom skulle leda till ge-
nombrott var Cleveland Abbes förslag att använda matematiska metoder för att
göra prognoser. Bjerknes gjorde senare flera framsteg d̊a han föreslog sju variabler
vilka han ans̊ag viktiga för väderprognoser: tryck, temperatur, densitet, fuktighet
samt vindvektorer i x-, y-, och z-riktning. Därutöver föreslog han ekvationer vil-
ka kan användas för att göra prognoser för de ovannämnda variablerna. Bjerknes
kunde varken lösa ekvationerna numeriskt eller analytiskt utan han löste dem
med grafiska metoder.
Richardson skulle senare komma att föresl̊a numeriska lösningsmetoder för ek-
vationerna. Han använde sig av finita differensmetoden för att lösa de ekvationer
som tidigare lyfts fram av Abbe och Bjerknes. Richardsons första uträkningar
med trycktendenser visar sig dock vara orealistiska, vilket till stor del berod-
de p̊a att han hade begränsade resurser att hantera b̊ade observationerna och
beräkningarna. I sin bok Weather Predicition by Numerical Process (1922) pre-
senterar han sina idéer i vilka moderna väderprognoser har sin grund.
De tidigaste approacherna till väderprognoser gjordes för hand och de var
s̊aledes arbetssamma. D̊a de första datorerna utvecklades p̊a 1950-talet kom de
första operativa väderprognoser att bli möjliga. De första väderprognoserna var
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helt deterministiska, vilket senare visade sig vara en begränsande faktor för att
kunna göra längre och samtidigt tillförlitliga prognoser. Lorenz (1963, 1969) vi-
sade att deterministiska väderprognoser begränsas av det faktum att sm̊a fel i
initialvärdena för väderprognosmodellerna kan växa sig ofantligt stora under en
relativt kort tid. Orsaken till det här är atmosfärens kaotiska karaktär som gör att
tv̊a till synes lika initialvärden kan ta tv̊a olika vändningar. Som lösning p̊a pro-
blemet undersökte Lorenz ensembleprognoser, d.v.s. en grupp av prognoser vars
initialvärden skiljer sig lite fr̊an varandra, för att kunna analysera hur tillförlitlig
en prognos är. Därmed satte Lorenz grund för kaosteorin och lade grunden för en-
sembleprognoser. Grunden för ensembleprognoser lades allts̊a fram p̊a 1960-talet
och har under årens lopp förfinats till en process som idag används i mer eller
mindre alla väder- och klimatprognoser (Slingo & Palmer, 2011).
Ensembleprognoser i operativa väderprognoser har varit rutin sedan mitten
p̊a 1990-talet (Leutbecher & Palmer, 2008; Lewis, 2005). Ensembleprognoser är
i grund och botten en form av Monte Carlo-metod, vilken kräver n̊agon form
av initialvärden. Skillnaden mellan en traditionell Monte Carlo-metod och den i
ensembleprognoser finns i sannolikhetsfunktionen; i en traditionell Monte Carlo-
integrering är den känd medan den i en ensembleprognos är mer eller mindre
okänd. För att f̊a fram bra väderprognoser krävs det därför en rimlig repre-
sentation av prognosfelet genom att välja lämpligt stora avvikelser mellan initi-
alvärdena.
Precis som Richardson föreslog i början av 1900-talet s̊a bygger dagens väder-
prognoser p̊a numeriska lösningar baserade p̊a finita differensmetoden av Navier-
Stokes ekvationer (t.ex. (Chorin, 1968)). För att kunna f̊a fram en lösning krävs
det ett initialvärde fr̊an vilket prognosen sedan kan beräknas. Initialvärdet f̊as
fr̊an observationer fr̊an exempelvis satelliter och väderstationer. Den finita dif-
ferensmetoden innebär att b̊ade tid och rum delas in ändliga differenser s̊a att
jordklotet indelas i ett s̊a kallat rutsystem. Ju mindre rutor som används, desto
mer beräkningsresurser krävs det för att f̊a fram en prognos. P̊a grund av att
rutorna inte kan vara hur små som helst s̊a innebär det även att processer vars
storleksklass är mindre än en ruta inte kommer att synas i själva prognosmo-
dellen. Av den här orsaken s̊a införs parameteriseringsscheman vilka f̊angar upp
effekten av de här småskaliga fysikaliska processerna, s̊asom processer relaterad
till konvektion och molnbildning (Kain, 2004; Anthes, 1977). De småskaliga pro-
cesserna p̊averkar de storskaliga processerna och s̊aledes även väderprognoserna,
vilket gör att modellparametrar är en oundviklig del av en numerisk vädermodell.
Initialvärdesfel är en källa för fel i väderprognoser, delvis löst genom använd-
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ningen av ensembleprognoser. Det finns dock alltid utveckling för förbättring ge-
nom noggrannare observationer tätare spritt över jorden. Utöver initialvärdesfel
s̊a finns det andra felkällor i väderprognosmodeller; modellerna inneh̊aller sys-
tematiska fel vilka uppkommer till följd av exempelvis inexakta parametrise-
ringsscheman (Palmer, 2001). Modellparametrar är en oundviklig del av väder-
prognosmodeller eftersom småskaliga fysikaliska processer måste parametriseras
för att inte deras effekt ska försvinna helt. Värdet p̊a modellparametrarna bestäms
utg̊aende fr̊an observationer och expertkunskap, vilket är en tidskrävande och ar-
betsdryg process ifall den görs för hand.
I stället för att bestämma modellparametrarnas värde manuellt s̊a är det
möjligt att använda sig av optimeringsalgoritmer. Navon (1998) diskuterar olika
metoder för att estimera parametrar i kontexten meteorologiska och oceanogra-
fiska modeller. Navon nämner problemet med att identifiera ett unikt parame-
tervärde och ger exempel p̊a olika metoder som kan användas för att optime-
ra parametervärden: maximum likelihood (ML), total variation regularization
(TVR) och extended Kalman filer (EKF). Till sist p̊aminner Navon att para-
metrar i väderprognosmodeller kan vara beroende av årstid och andra fysiska
p̊averkningar, vilket bör tas i beaktande vid optimering av parametrarna.
I den här studien studeras en algoritm som bygger p̊a att estimera parametrar
i ett ensembleprognossystem: EPPES (eng. ensemble prediction and parameter
estimation system, fritt översatt till ensembleprognos- och parameteruppskatt-
ningssystem) (Järvinen et al. , 2012; Laine et al. , 2012). Algoritmen bygger
p̊a att undersöka hur ett parametervärde eller en parametervektor p̊averkar en
enskild ensemblemedlems förmåga att prognostisera. Genom att variera parame-
tervärdena i en ensembleprognos s̊a att varje enskild ensemblemedlem har uni-
ka parametervärden f̊as ett stort urval av parametrar och deras respektive pro-
gnosförmåga. Utg̊aende fr̊an deras prognosförmåga uppdateras parametervärdena
s̊a att nästa ensembleprognos f̊ar nya, bättre parametervärden. Metoden möjliggör
uppskattning av parametrar i ett operativt väderprognossystem d̊a själva en-
sembleprognosen är en frist̊aende enhet i algoritmen och den enda förändring som
krävs i ensembleprognossystemet är införandet av varierande parametervärden.
Algoritmen bygger p̊a att sampla parametervärden för en given ensemblestor-
lek. Tidigare resultat med algoritmen visar att det är möjligt att estimera ett
litet antal parametrar med en ensemble p̊a 50 medlemmar. De första experimen-
ten med algoritmen visar att optimering av tv̊a parametrar för en liten modell
uppn̊ar goda resultat vid användning av 50 ensemblemedlemmar (Laine et al.
, 2012). I den studien använder Laine et al. (2012) sig av Lorenz96-modellen
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(Lorenz, 1996) för att emulera väderprognosmodeller i ensemblesystemet. Lo-
renz96 är en icke-linjär, dynamisk modell vars dynamik är kaotisk vid lämpliga
förh̊allanden. Senare resultat med mer krävande modeller bekräftar algoritmens
förmåga att optimera ett litet antal parametrar med en ensemble p̊a 50 medlem-
mar. Den första studien med klimatmodellen ECHAM5 med resolution T42L31
visar att algoritmen kan optimera fyra parametrar med 50 ensemblemedlemmar
(Ollinaho et al. , 2013a). I den andra studien använder Ollinaho et al. (2013b)
sig av ECMWF IFS-modell med resolution T159L62 för att optimera fyra pa-
rametrar med 50 ensemblemedlemmar. Studien visar att EPPES-algoritmen har
förmågan att optimera parametrar s̊a att deras prognosförmåga blir bättre än
standardvärdenas.
De tidigare resultaten ger mer att önska och det är värt att ställa fr̊agan
huruvida det är möjligt att minska ensemblestorleken och samtidigt f̊a goda re-
sultat. En stor ensemble kräver mer beräkningsresurser och det är därför skäl
att överväga hur stor ensemble som behövs för det önskade resultatet. I den här
studien vill vi undersöka ifall det är möjligt att minska ensemblestorleken s̊a till
vida att dess storlek motsvarar parametrarnas antal. Vid optimering av många
parametrar är det viktigt att veta vilka faktorer som begränsar algoritmen samt
hur mycket resurser som krävs för att n̊a ett önskat resultat. Vi utg̊ar fr̊an att
antalet parametrar och ensemblestorleken bör vara i samma storleksklass för att
konvergens skall uppn̊as. Hypotesen lyder som följer:
Hypotes. L̊at L vara antalet parametrar som önskas optimeras och M vara an-
talet ensemblemedlemmar. Vid optimering av parametrar med EPPES s̊a räcker
det med att antalet parametrar och antalet ensemblemedlemmar är i samma stor-
leksklass för att konvergens skall uppn̊as.
Vi kommer att undersöka hypotesen med Lorenz96-modellen. Modellen kräver
minimala datorresurser, vilket möjliggör att experimenten kan utföras med en
bärbar dator. En första undersökning med Lorenz96-modellen ger indikationer
p̊a hur algoritmen beter sig med en liten ensemble samt hurudana resultat som är
att vänta vid användning av en mer krävande modell. D̊a Lorenz96-modellen inte
kräver särskilt mycket resurser s̊a kan vi utföra flera experiment för att besvara
hypotesen.
I det här fallet undersöker vi hur många ensemblemedlemmar som krävs för
att optimera tv̊a parametrar i Lorenz96-modellen. Vi kommer att använda oss av
tv̊a olika varianter av Lorenz96-modellen, där den ena varianten används för att
generera syntetiska observationer och den andra inneh̊aller ett parametriserings-
schema för småskaliga processer. Vi vill optimera parametrarna i parametrings-
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schemat s̊a att modellen s̊a bra som möjligt motsvarar de syntetiska observatio-
nerna. Vi kommer att utföra tv̊a experiment, där det första har ett mer optimalt
utg̊angsläge för att optimera parametrarna och det andra ett mindre optimalt
utg̊angsläge. Vi förväntar oss att ett mer optimalt utg̊angsläge ger ett bättre re-
sultat vid användning av algoritmen. I övrigt skiljer sig de tv̊a experimenten inte
fr̊an varandra.
Kapitel 2 beskriver Lorenz96-modellen och algoritmen för parameteruppskatt-
ning i detalj med hjälp av matematiska formler och illustrationer. I kapitel 3 be-
skrivs upplägget för de numeriska experimenten och ett konkret exempel visar hur
algoritmen fungerar. I kapitel 4 presenteras resultaten fr̊an de tv̊a experimenten





Det här kapitlet behandlar Lorenz96-modellen och dess olika varianter samt para-
meteruppskattningsalgoritmen EPPES. Lorenz96-modellen har en dynamik som
lämpar sig för att emulera numeriska väderprognosmodeller i undersökningar med
ensemblesystem. EPPES är en algoritm som används för att estimera paramet-
rar i ett ensemblesystem. Algoritmen bygger p̊a bayesiansk statistik och följer en
hierarkisk metod för att estimera modellens parametrar.
2.1 Lorenz96-modell
Numeriska väderprognosmodeller (NWP, numerical weather prediction) kräver
enorma mängder beräkningsresurser och det finns därför ett behov för en mindre
krävande modell som kan emulera vädermodellerna i olika undersökningar med
ensemblesystem. Lorenz (1996) beskriver en dynamisk modell, Lorenz96-modellen
(L96), som kan användas för det här syftet. Modellen best̊ar av K variabler
X1, . . . , XK och en konstant kraft F . Variablernas dynamik bestäms enligt
dXk
dt
= −Xk−2Xk−1 +Xk−1Xk+1 − xk + F. (2.1)
Systemet är periodiskt, det vill säga XK+1 = X1 och X0 = XK , vilket gör att
Lorenz96-modellen kan beskrivas som ett system med en variabel runt en bredd-
grad. D̊a motsvarar X en storhet vilken uppmäts eller observeras med 360/K
graders mellanrum och Xk det uppmätta värdet vid längdgrad k · 360/K◦.
L96-modellens dynamiska karaktär beror p̊a värdet p̊a forceringstermen F .
Vid mycket l̊aga värden p̊a forceringstermen kommer systemet att anta konstanta
värden och för n̊agot större värden uppst̊ar ett periodiskt system. D̊a antalet
variabler är 40 s̊a ger ett forceringsvärde p̊a 10,0 ett kaotiskt L96 system.
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(a) F=0,1. Konstant system. (b) F=0,1. Xk konstant.
(c) F=3,0. Periodiskt system. (d) F=3,0. Xk är periodisk.
(e) F=10,0. Kaotiskt system. (f) F=10,0. Xk är kaotisk.
Figur 2.1: Hovmöllerdiagram för L96-modellen med olika värden p̊a forcingtermen
(vänster kolumn) samt motsvarande (k,Xk)-diagram för de olika forceringsvärdena
(höger kolumn). (k,Xk)-diagrammen är plottade vid en godtycklig tidpunkt i s̊aväl
polära som kartesiska koordinater för att förtydliga effekten av värdet p̊a forceringen.
Idén bakom figur 2.1 är baserad p̊a (Karimi & Paul, 2010), i vilken de studerar
Lorenz96-modellens kaotiska dynamik. Figur 2.1 ger en bild av hur dynamiken
ser ut vid en given tidpunkt och över en längre tidsperiod. Figuren inneh̊aller
sex diagram; tre stycken Hovmöller-diagram1 med olika forceringstermer och tre
motsvarande diagram över tillst̊andsvariabeln Xk som funktion av k vid en god-
1Hovmöller-diagram visar hur v̊agor rör sig i tid och rum (Hovmöller, 1949).
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tycklig tidpunkt. Fr̊an de tv̊a översta diagrammen ser vi att ett litet värde p̊a
F leder till ett konstant, oföränderligt läge. Alla variabler n̊ar värdet p̊a force-
ringstermen, vilket syns i att Hovmöller-diagrammet n̊ar ett konstant värde och
(k,Xk)-diagrammet förtydligar att Xk är konstant för alla värden p̊a k. De tv̊a
mellersta diagrammen visar att systemet antar en periodisk karaktär d̊a värdet
för F är n̊agot större, i det här fallet är F=3,0. Periodiciteten syns i Hovmöller-
diagrammet p̊a att det uppst̊ar ränder, vilka visar p̊a att värden återkommer
med ett visst intervall. Diagrammet över Xk som funktion av k förtydligar det
här genom att visa hur Xk varierar periodiskt. De tv̊a nedersta diagrammen visar
liksom tidigare ett Hovmöller-diagram och ett (k,Xk)-diagram, i det här fallet ett
system med en forceringsterm p̊a F = 10, 0. Systemet är kaotiskt och det finns
ingen antydan p̊a att systemet skulle g̊a mot ett konstant eller ett periodiskt läge.
Ekvation (2.1) beskriver den enklaste formen av L96. Lorenz (1996) beskri-
ver även en variant av L96 som best̊ar av tv̊a ekvationer. Den första ekvationen
beskriver de s̊a kallade l̊angsamma tillst̊andsvariablernas, Xk, dynamik och den
andra ekvationen beskriver de s̊a kallade snabba tillst̊andsvariablernas, Uj, dyna-
mik. Dynamiken för de l̊angsamma och de snabba variablerna följer
dXk
dt







= −cbUj+1,k(Uj+2,k − Uj−1,k)− cUj,k + Fu + (hc/b)Xk, (2.2b)
där k = 1, . . . , K, j = 1, . . . J , F är en forceringsterm, (hc/b)
∑J
j=1 Uj,k beskri-
ver de snabba variablernas forcering p̊a de l̊angsamma variablerna och h, c och
b är parametrar. Systemet kan som tidigare beskrivas som ett system med K
tillst̊andsvariabler runt en breddgrad vilka forceras p̊a grund av utomst̊aende
krafter. De här utomst̊aende krafterna är forceringstermen F samt den kraft som
de snabba variablerna Uj,k ger upphov till. De snabba variablerna kan även de
beskrivas som en storhet som varierar runt en breddgrad. Den kraft som verkar
p̊a de snabba variablerna är Fu, vilken ibland utelämnas fr̊an beskrivningen av
de snabba variablernas dynamik.
Lorenz (1996) jämför de snabba variablerna med småskaliga processer i at-
mosfären och de l̊angsamma variablerna med mer storskaliga processer. Som ex-
empel ger han en process relaterad till konvektion, där de snabba variablerna
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representerar n̊agon storhet associerad med konvektiv skala och de l̊angsamma
variablerna statisk instabilitet. Precis som med konvektiva atmosfäriska processer
kan de snabba variablernas effekt parametriseras.
Wilks (2005) beskriver en parametriserad version av L96-systemet i ekvation
(2.2), där de snabba variablernas effekt ersätts med en parametrisering. Den pa-
rametriserade versionen kan beskrivas som
dXk
dt
= −Xk−2Xk−1 +Xk−1Xk+1 − xk + F − g(Xk, θ), (2.3)
där gk(θ, t) beskriver funktionen för parametriseringen av de snabba variablerna
Uj,k. Parametriseringen kan göras p̊a olika sätt och i den här studien betraktas
enbart linjär parametrisering
gk(θ, t) = θ1 + θ2Xk. (2.4)
Det finns även varianter av ekvation (2.4) där parameteriseringen av de snab-
ba variablerna även inneh̊aller en stokastisk forcering för att kompensera för
osäkerheten som parameteriseringen innebär. I s̊adana fall beskrivs parametri-
seringen s̊a som följer
gk(θ, t) = θ1 + θ2Xk + ηk(t),
där ηk(t) representerar den slumpmässiga forceringen.
Figur 2.2 visar hur de l̊angsamma och de snabba variablerna ter sig runt en
breddgrad i enlighet med ekvation (2.2). De l̊angsamma variablerna, representera-
de av den röda linjen, har större amplitud än de snabba variablerna representerade
av den bl̊aa linjen.
Vid lämpliga värden p̊a forceringstermen har L96-modellen en kaotisk dyna-
mik, vilket gör att modellen lämpar sig för att emulera vädermodeller i ensemble-
prognoser samt för att undersöka hur olika algoritmer och metoder fungerar med
ett kaotiskt system. Den parametriserade versionen av L96 lämpar sig även för
experiment med uppskattning av parametrar.
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Figur 2.2: Diagram över de snabba, Uj,k, och de l̊angsamma, Xk, variablerna som funk-
tion av k. Det högra diagrammet visar de verkliga värdena p̊a variablerna medan det
vänstra diagrammet visar schematiskt hur variablerna ter sig runt en breddgrad. Den
röda linjen representerar de l̊angsamma, storskaliga variablerna och den bl̊aa linjen re-
presenterar de snabba, sm̊askaliga variablerna. En parametrisering innebär att effekten
fr̊an de sm̊askaliga variablerna ersätts med ett parametriseringsschema.
2.2 Parameteroptimering
EPPES (Järvinen et al. , 2012), ensemble prediction and parameter estimation sy-
stem (ung. ensembleprognos- och parameteruppskattningssystem), är en algoritm
för att uppskatta parametervärden samtidigt som en ensembleprognos körs. Algo-
ritmen grundar sig p̊a en hierarkisk metod för att uppskatta parameterosäkerhet
och p̊a en metod kallad viktbaserad sampling (eng. importance sampling). Den
här sektionen är uppdelad i tv̊a delar: den första delen behandlar den statistis-
ka bakgrund som behövs för att först̊a EPPES och den andra delen behandlar
algoritmen och dess funktion.
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2.2.1 Bakgrund
EPPES grundar sig p̊a metoder som baserar sig p̊a Bayesiansk statistik. Bayesi-
ansk statistik har sin grund i Bayes sats:
P (A|B) = P (B|A)P (A)
P (B)
,
där P (A) är sannolikheten för händelse A även kallad a priori, P (B) är san-
nolikheten för händelse B, P (A|B) är sannolikheten för händelse A givet B
(även kallad a posteriori) och P (B|A) sannolikheten för B givet A (även kal-
lad trovärdighet). Det är möjligt att beskriva a posteriori som
P (A|B) ∝ P (B|A)P (A).
Allts̊a, a posteriori sannolikheten är proportionell mot produkten av trovärdig-
heten och a priori sannolikheten. Den här egenskapen hos a posteriori öppnar
möjligheter för olika statistiska metoder. Till näst följer en kort beskrivning av
begreppen Markov Chain Monte Carlo-metoder och viktbaserad sampling, vilka
är grunden för EPPES.
Definition 1 (Markov-kedja). En Markov-kedja är uppbyggd av en kedja av
slumpmässiga variabler X1, . . . , Xt vilka samplas fr̊an en distribution P (Xt+1|Xt).
En stationär distribution är den distribution till vilken Markov-kedjan konverge-
rar.
Definition 2 (Monte Carlo-integrering). Monte Carlo-integrering strävar till att
uppskatta E(f(X)) genom att sampla värden för X fr̊an en sannolikhetsfördelning





Definition 3 (Markov Chain Monte Carlo, MCMC). En MCMC-metod är en
Monte Carlo-metod, där sannolikhetsfördelningen π(·) är den stationära distribu-
tionen i en Markov-kedja.
En Markov Chain Monte Carlo-metod (MCMC) är allts̊a uppbyggd av Markov-
kedjor och Monte Carlo integrering. Viktbaserad sampling är en del av en MCMC-
metod. Genom att tillämpa Bayes sats s̊a kan metoden ge mer vikt åt de samplade
värden som presterar bättre. Metoden föredrar s̊adana värden vid uppdatering
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av distributionen och kan p̊a s̊a vis begränsa osäkerheten eller variansen hos pa-
rametrarna. För en mer utförlig behandling av begreppen, se t.ex. (Gilks et al. ,
1995).
2.2.2 Algoritm
EPPES-algoritmen (Laine et al. , 2012) bygger p̊a en sorts Markov Chain Monte
Carlo-metod med viktbaserad sampling i uppdateringen av parameterdistributio-
nen. Den viktbaserade samplingen grundar sig p̊a att det finns en trovärdighets-
funktion (eng. likelihood function) som jämför modelldata med observationer och
beaktar detta vid uppdateringen av parameterdistributionen.
EPPES utg̊ar fr̊an ett ensemblesystem med en modell som inneh̊aller ett gi-
vet antal parametrar. Felaktiga, eller icke-optimala, parametrar ger upphov till
systematiska fel i prognoserna och det finns skäl att optimera dem s̊a att det syste-
matiska felet fr̊an parametrarna minskar. Utg̊angspunkten är att varje parameter
θl är distribuerad enligt en given distribution, a priori distributionen. Paramet-
rarna kan vara flera till antalet och skrivs i vektorform som θ = ( θ1 ... θL ) och
distributionen för dem som θ ∼ N(µ,Σ) = p(θ), där µ är väntevärde och Σ är
kovariansmatrisen. Målet för algoritmen är att optimera värdet p̊a µ och Σ genom
att ta i beaktande trovärdigheten för parametrarna. Trovärdigheten kan beskri-
vas som sannolikheten för en enskild prognos med parametervärdet θ att uppn̊a
det observerade värdet y, vilket i korthet kan skrivas som p(y|θ). A posteriori
distributionen, p(θ|y), är distributionen för parametrarna efter att informationen
fr̊an observationerna är tillgänglig. Enligt Bayes sats gäller
p(θ|y) ∝ p(θ)p(y|θ),
och utg̊aende fr̊an a posteriori är det möjligt att uppdatera distributionen för
parametrarna. Uppdateringen av parameterdistributionen följer en given metod.
Algoritmen följer en hierarkisk metod där även osäkerheten för µ och Σ tas
i beaktande. Parametrarna är L till antalet s̊a att θ ∈ RL och de antas vara
normalfördelade med väntevärdet µ och kovariansmatris Σ. Fördelningarna för
θ, µ och Σ har följande relation
θi ∼ N(µ,Σ), (2.5a)
µ ∼ N(µi−1,Wi−1), (2.5b)
Σ ∼ iWish(Σi−1, ni−1), (2.5c)
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där θi ∈ RL är en parametervektor, µ ∈ RL är motsvarande väntevärdesvektor
och Σ ∈ RL×L är parametrarnas kovariansmatris. Tillsammans med n och W
utgör W,n, µ och Σ hyperparametrarna i EPPES-algoritmen. Σ är fördelad en-
ligt den inversa Wishart-distributionen (Wishart, 1928) och µ är normalfördelad
med väntevärde µi−1 och kovariansmatris Wi−1. De här hyperparametrarna upp-












ni = ni−1 + 1 (2.6c)
Σi =
(ni−1Σi−1 + (θm,i−1 − µi)(θm,i−1 − µi)T )
ni
, (2.6d)
där θm,i−1 = ( θm,1 ... θm,L )i−1 är en parametervektor för ensemblemedlem m vid
iteration i − 1. De nya hyperparametrarna W,µ, n och Σ är medelvärdet av





ti−1 : N(µi−1,Wi−1) iWish(Σi−1, ni−1)
... ... ... ...
t0 : µ0 W0 Σ0 n0
Figur 2.3: Illustration av EPPES parameteruppdateringsschema. EPPES följer en hie-
rarkisk metod som utg̊ar fr̊an hyperparametrarna µ0,W0,Σ0 och n0. De samplade pa-
rametervärdena θ är distribuerade enligt N(µi,Σi), där µi och Σi beror p̊a tidigare
värden p̊a hyperparametrarna. Parametervektorerna θ samplas fr̊an den senast uppda-
terade distributionen N(µi,Σi).
Uppdateringsschemat för EPPES hyperparametrar illustreras i figur 2.3. Vid
initialisering f̊ar algoritmen värdet p̊a fyra hyperparametrar: µ0,Σ0,W0 och n0.
Hyperparametrarna uppdateras efter att ny information om parametervärdena θ
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finns tillgänglig.
I sin helhet beskrivs algoritmen som
1. Initialisera hyperparametrarna µ0,Σ0, n0 och W0. Bestäm antal ensemble-
medlemmar M
2. Sampla M parametrar θ fr̊an a priori distributionen p(θ) = N(µ,Σ)
3. Kör en ensembleprognos med de dragna parametrarna
4. Beräkna trovärdigheten p(y|θ) för varje ensemblemedlem
5. Omsampla (eng. re-sample) parametervärdena
6. Uppdatera parameterdistributionen enligt uppdateringsschemat (2.6) för
att f̊a a posteriori distributionen p(θ|y). G̊a tillbaka till punkt 2 och fortsätt
tills konvergens uppn̊as. Den nya a priori distributionen är den gamla a
posteriori distributionen.
EPPES-algoritmen utg̊ar fr̊an hyperparametrarna µ,Σ,W och n, vilka väljs
utg̊aende fr̊an den information som finns att tillg̊a om parametrarna och deras tro-
liga fördelning. Fr̊an den givna distributionen N(µ,Σ) dras lika många parameter-
vektorer θ som det finns ensemblemedlemmar. Idén är att varje ensemblemedlem
har förutom avvikande initialvärden även avvikande parametervärden. Vid nästa
steg körs ensembleprognosen varefter trovärdighetsfunktionen beräknas mellan
det observerade värdet och varje ensemblemedlem. Baserat p̊a dess värden om-
samplas parametrarna s̊a att parametervärden med högre sannolikhet f̊ar större
betydelse vid uppdatering av hyperparametrarna. Till sist uppdateras hyperpara-
metrarna och algoritmen g̊ar tillbaka till punkt 2. D̊a algoritmen g̊ar tillbaka till
punkt 2 s̊a kommer en ny ensemble med nya initialvärden att användas. P̊a det
här sättet är det möjligt att hitta s̊adana parametervärden vilka fungerar genom-
snittligt bra och algoritmen tar p̊a s̊a sätt i beaktande att eventuella parametrar
beror p̊a väderslag, årstid och tidpunkt.
Trovärdighetsfunktionen väljs s̊a att ett lämpligt antal parametrar accepteras
vid omsamplingen. Trovärdighetsfunktionen är proportionell mot exponential-





(y − F (x, θ))TΣ−1obs(y − F (x, θ)
)
∝ exp (Fkostnad(x)) ,
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där y är det observerade värde, F (x, θ) det prognostiserade värdet med initi-
alvärdet x och parametervektor θ och Σobs är kovariansmatrisen för observa-
tionsfelet. Det här gör att kostnadsfunktionen bör väljas p̊a lämpligt sätt för att
f̊a rimliga värden p̊a trovärdighetsfunktionen. Laine et al. (2012) nämner ing-
en speciell funktion för trovärdighetsfunktionen, men tillägger att det är viktigt
att trovärdighetsfunktionen kan räknas unikt för att kunna skilja bra parameter-
värden fr̊an d̊aliga värden. En fullständig beskrivning av algoritmen finns i (Laine




Det här kapitlet behandlar de numeriska experimenten samt de numeriska mo-
deller som används i experimenten. Först beskrivs de numeriska modellerna av
Lorenz96 och EPPES, därefter följer en beskrivning av experimentupplägget för
de b̊ada experimenten och till sist följer ett exempel med beräkningar.
3.1 Numeriska modeller
De numeriska modellerna för Lorenz96 och algoritmen EPPES är förh̊allandevis
enkla. Lorenz96-modellen utg̊ar fr̊an ett initialvärde Xt0 fr̊an vilket följande värde
Xt1 f̊as genom att numeriskt integrera n̊agondera av ekvationerna för L96, se ek-
vationerna (2.1), (2.2) och (2.3). Den numeriska integreringen utförs med Runge-
Kutta4-metoden (Lambert, 1973, s. 120) för att f̊a en tillräcklig noggrannhet i in-
tegrationen. Runge-Kutta4-metoden löser differentialekvationen dx/dt = f(x, t)
med initialvärde x(t0) = x0 enligt följande princip:
xn+1 = xn +
∆t
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(k1 + 2k2 + 2k3 + k4)
tn+1 = tn + ∆t
k1 = f(tn, xn)














k4 = f(tn + ∆t, xn + ∆tk3),
där ∆t motsvarar tidssteget mellan xn och xn+1. För att f̊a mer exakta inte-
greringar är tidssteget litet. I fallet med Lorenz96 s̊a ersätts f(x, t) med n̊agon
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av ekvationerna som beskriver dynamiken och xn motsvarar tiden vid tn. Den
fullständiga L96-modellen används för att generera syntetiska observationer och
den parametriserade versionen för prognoser. I b̊ada fallen används ett tidssteg
p̊a 0,0025 tidsenheter.
EPPES-algoritmen följer exakt den beskrivna algoritmen. Det som krävs för
att kunna utföra de numeriska experiment är n̊agon form av sampling av slump-
mässiga tal samt n̊agon metod för att multiplicera och invertera matriser. Den
numeriska algoritmen finns i sin helhet p̊a: http://helios.fmi.fi/∼lainema/eppes/.
EPPES
1. Initialisera µ,Σ, n,W
2. Sampla lika m̊anga parametervektorer som antal ensemblemedlemmar
m = 1, . . . ,M
θm =
(
θm,1 . . . θm,L
)
3. Ensembleprognos med Lorenz96:
Lorenz96
(i) Initialvärden fr̊an observationer genererade med den fullstän-
diga modellen
(ii) Ensembleprognos med den parametriserade versionen av L96
(parametervärden fr̊an samplingen), M ensemblemedlemmar
(iii) Output: en för varje ensemblemedlem m = 1, . . . ,M
4. Beräkna kostnadsfunktionen för varje medlem: jämför det observerade
värdet med modellvärdet för att f̊a fram a posteriori distributionen
5. Omsampla parametrarna, d.v.s. ge mer vikt åt bra parametervärden
6. Uppdatera µ,Σ, n,W . G̊a tillbaka till punkt 2.
Figur 3.1: Schematisk bild över EPPES-algoritmen med Lorenz96, vilken ger en
överblick över hur algoritmen fungerar med Lorenz96-modellen. Lorenz96-modellen är
inbäddad som en frist̊aende enhet i EPPES-algoritmen.
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Figur 3.1 ger en överblick av algoritmen d̊a ensembleprognoserna utförs med
L96-modellen. I figuren framg̊ar det att Lorenz96-modellen är en oberoende enhet,
vilken enbart behöver de samplade parametervärdena fr̊an EPPES. De sampla-
de parametervärdena används vid ensembleprognosen vars initialvärden baseras
p̊a syntetiska observationer. De syntetiska observationerna genereras med den
fullständiga Lorenz96-modellen och används förutom vid initialiseringen även
vid evaluering av kostnadsfunktionen. Kostnadsfunktionen beräknas för varje en-
semblemedlem för att f̊a ett konkret svar p̊a hur väl ett visst parametervärde
presterar. Funktionen väljs s̊a att varje parametervärde betraktas som unikt och
s̊a att omsamplingen accepterar ett lämpligt antal parametrar.
3.2 Experimentupplägg
Experimentupplägget för de numeriska experimenten följer samma upplägg som
Laine et al. (2012) beskriver. De använder sig av en ensemble p̊a 50 medlemmar,
medan ensemblestorleken i den här studien varierar fr̊an tv̊a till 50. I övrigt är
upplägget detsamma. De experiment som utförs med en ensemble p̊a 50 med-
lemmar används för att kontrollera och jämföra tidigare resultat (Laine et al. ,
2012).
De syntetiska observationerna genereras med den fullständiga modellen med
ett tidssteg p̊a 0,0025 tidsenheter i den numeriska integreringen. Den fullständiga
modellen har 40 stycken l̊angsamma variabler, 8 stycken snabba variabler per
l̊angsam variabel, forceringstermen för de snabba variablerna Fu är 10, force-
ringstermen för de l̊angsamma variablerna F är 10 och de övriga parametrarna
b, c och h är 10, 10 respektive 1.
Ensembleprognoserna beräknas med den parametriserade versionen av L96-
modellen som beskrivs i ekvation (2.3). Den parametriserade versionen har 40
l̊angsamma variabler och forceringstermen F är 10. Initialvärden för ensemblen
är litet avvikande värden fr̊an det analyserade värdet xanalys som i sin tur f̊as
genom att lägga till en liten avvikelse till det observerade värdet xobs. Här används
slumpmässiga, normalfördelade tal för att f̊a det analyserade värdet xanalys och
initialvärdena xinit:
xanalys = xobs + ε, ε ∼ N(0, σ2analys), och
xinit = xanalys + ε, ε ∼ N(0, σ2pert).
Det analyserade värdet xanalys är detsamma för samtliga ensemblemedlemmar och
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det enda som skiljer ensemblemedlemmarna fr̊an varandra är det slumpmässiga
tal som läggs till xanalys. Här är σpert = 0, 1 och σanalys = 0, 05.
Kostnadsfunktionen beräknas mellan observationen xobs och en ensemblemed-
lem xmodell,m för att f̊a fram ett värde p̊a prognosförmågan. Ju lägre värden kost-
nadsfunktionen antar, desto närmare är det prognostiserade värdet det observe-
rade värdet och desto bättre är parametervärdena. Varje ensemblemedlem har ett
initialvärde xinit och en parametervektor θ = ( θ1 θ2 ). Med hjälp av prognosmo-
dellen (ekvation (2.3)) f̊as ett resultat xmodell,m för varje ensemblemedlem m.
Kostnadsfunktionen beräknas mellan det observerade värdet och det värde som
modellen ger enligt följande princip
















σ−2k (xm,k − xo,k)
2.







(xm,k − xo,k)2, (3.1)
där xm,k är den m:te ensemblemedlemmens värde i variabel k, xo,k är det obser-
verade värdet för variabel k och σanalys är observationsfelet för x. Därtill behövs
ytterligare en finjustering av kostnadsfunktionen för att f̊a en bra acceptans-
procent i EPPES-algoritmen, vilket kan göras genom att multiplicera värdet p̊a
f(xmodell) med en lämplig koefficient. I det här fallet ger funktionen väldigt höga
värden vilket inte är lämpligt vid omsamplingen och det är därför nödvändigt
att skala ner resultatet för att f̊a mer rimliga resultat vid omsamplingen. I det
här fallet multipliceras kostnadsfunktionens resultat med 1/4000 s̊a att själva










En d̊aligt vald kostnadsfunktion kan göra att EPPES även accepterar sämre
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parametervärden, vilket i sin tur leder till att konvergensen blir l̊angsam eller
till och med uteblir. Det är även värt att komma ih̊ag att algoritmen strävar till
att minimera värdet p̊a kostnadsfunktionen, vilket innebär att parametervärdena
optimeras enligt den valda kostnadsfunktionen. Här används en form av kvadrerat
medelvärde över tillst̊andsvariablerna Xk, d.v.s. det kvadrerade avst̊andet mellan
observationen och prognosen minimeras. Kostnadsfunktionen p̊averkar s̊aledes
hur parametrarna optimeras och det är därför skäl att undersöka vilken sorts
kostnadsfunktion som passar för den numeriska modell som används.
Figur 3.2: Experimentupplägget grundar sig p̊a att varje ensembleprognos beräknas 1,2
tidsenheter fram̊at, varefter parameterdistributionen uppdateras. Följande ensemblepro-
gnos startar 0,4 tidsenheter efter den föreg̊aende och använder den uppdaterade parame-
terdistributionen vid samplingen av parametrarna. Den här formen av upplägg fungerar
enbart som en form av efteranalys och inte i realtid. I det här fallet genereras observa-
tionerna p̊a förhand, vilket möjliggör den här formen av experimentupplägg.
Varje ensembleprognos beräknas 1,2 tidsenheter framåt varefter kostnadsfunk-
tionen beräknas mellan observationen och varje ensemblemedlem. Poängen fr̊an
kostnadsfunktionen tas i beaktande d̊a EPPES omsamplar och uppdaterar µ, n,
W och Σ. Därefter är det möjligt att sampla nya parametervärden och köra en ny
ensembleprognos. Den nya ensembleprognosen startar 0,4 tidsenheter efter den
föreg̊aende. Det hela illustreras i figur 3.2.










. I det första experimentet har kova-
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, och i det andra experimentet är kovarians-





. D̊a kovariansmatrisen har högre värden betyder det
att det finns en större osäkerhet kring de förmodade parametervärdena medan
lägre värden betyder att det finns anledning att tro att de förmodade parame-
tervärden är nära de optimala värdena. Matrisen W beskriver hur stor osäkerhet
som finns kring µ; ju högre värden W har, desto mer osäkerhet finns det i värdet
p̊a µ. Värdet p̊a n beskriver osäkerheten kring kovariansmatrisen Σ. I det här fal-
let är n konstant och osäkerheten för Σ h̊alls därmed p̊a samma niv̊a genom hela
algoritmen. Ifall inga restriktioner finns p̊a n och W , s̊a kommer n att g̊a mot
oändligheten och W mot nollmatrisen d̊a iterationsantalet växer. En samman-
fattning av initialvärdena för Lorenz96 och EPPES finns i tabell 3.1 respektive
tabell 3.2.
F Fu K J b c h
Fullständig modell 10 10 40 8 10 10 1
Prognosmodell 10 - 40 - - - -
Tabell 3.1: Initialvärden för Lorenz-96.

























Tabell 3.2: Initialvärden för EPPES för de olika experimenten.
3.2.1 Exempel - uträkningar
Det här exemplets uppgift är att förtydliga hur algoritmens uträkningar fungerar
samt ge exempel p̊a vad en liten ensemble innebär. Exemplet utg̊ar fr̊an initi-
alvärdena för experiment 1, se tabell 3.2. Initialvärdena för L96 finns i tabell 3.1.
I det här exemplet är ensemblestorleken tre.
Det första steget är att sampla lika m̊anga parametervektorer som det finns
ensemblemedlemmar. I tabell 3.3 finns värdena p̊a de samplade parametrarna för
varje ensemblemedlem.
Följande steg är att göra en ensembleprognos, där varje ensemblemedlem har
de parametervärden som samplades i steg 1. Ensemblemedlemmarna har pre-
cis som i en normal ensembleprognos olika initialvärden vilka är tagna runt det
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Ensemblemedlem Parameter 1 Parameter 2 Fkostnad(X) Omsampling
1 2,4096 0,02056 15,2 Ja
2 -0,5483 2,6385 48,4 Nej
3 -0,6899 -0,5857 285,0 Nej
Tabell 3.3: Samplade parametervärden samt värdet p̊a kostnadsfunktionen. Den sista
kolumnen visar om parametervärdet omsamplas, d.v.s. ifall parametervärdet tas i be-
aktande vid uppdatering av hyperparametrarna.
analyserade värdet. Figur 3.3 visar värdet p̊a (t,X1) för hela ensemblen (svarta
linjer) samt observationen (röd linje). Baserat p̊a den här figuren s̊a kan vi anta
att ensemblemedlem 1 kommer att vara den medlem vars kostnadsfunktion har
lägst värden.
Figur 3.3: Exempel p̊a hur en ensembleprognos ser ut med olika värden p̊a parametrarna.
Notera att ensemblemedlemmarna har olika initialvärden. Den röda linjen representerar
observationen och de svarta linjerna ensemblemedlemmarnas prognoser, där linjens stil
visar vilken ensemblemedlem som är vilken. Prognosmodellens och observationens data-
serier finns med 0,4 tidsstegs intervall och jämförelsen mellan prognos och observation
sker vid 1,2 tidsenheter. Vid beräkningarna används ett mindre tidssteg, ∆t = 0, 0025
tidsenheter, men för att spara lagringsutrymme sparas en mindre mängd data. Av den
anledningen förefaller ovanst̊aende modelldata mer diskret än vad den är.
I steg 3 jämförs observationen med prognosen för varje ensemblemedlem. I
det här fallet beräknar vi en kostnadsfunktion enligt ekvation (3.1) för att f̊a
fram hur bra en prognos motsvarar det observerade värdet. P̊a s̊a vis f̊ar vi även
en uppfattning hur bra parametervärdena var. Kostnadsfunktionens värden för
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samtliga ensemblemedlemmar finns i fjärde kolumnen i tabell 3.3.
Följande steg, steg 4, är att omsampla parametrarna, d.v.s. baserat p̊a kost-
nadsfunktionens värden s̊a kommer en eller flera ensemblemedlemmars paramet-
rar att accepteras som bra. Dessa omsamplade värden tas i beaktande vid uppda-
tering av hyperparametrarna. Här omsamplades enbart ensemblemedlem 1, vilket
vi ocks̊a antog baserat p̊a figur 3.3.
Det sista steget är att uppdatera hyperparametrarna W,n, µ och Σ. Vid upp-
dateringen av hyperparametrarna tas enbart i beaktande de omsamplade värdena,
vilket i det här fallet innebär att enbart parametervektorn fr̊an ensemblemedlem
1 tas med. I de fall där flera parametervärden omsamplas beräknas µ,Σ,W och n
för varje ensemblemedlem varefter de nya hyperparametrarna är medelvärdet över
respektive hyperparameter. Uträkningarna grundar sig p̊a uppdateringsschemat
fr̊an ekvation (2.6).



















därefter beräknas värdet p̊a µ1
µ1 = W1(W
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följt av värdet p̊a n : n1 = n0 + 1 = 10 + 1 = 11, och till sist Σ1 enligt
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Det här kapitlet inneh̊aller resultaten fr̊an de experiment som beskrivs i kapitel
3. Den första delen presenterar resultaten fr̊an de b̊ada experimenten och den
andra delen diskuterar resultaten i relation till hypotesen samt jämför de tv̊a
experimentens resultat.
4.1 Experiment med liten ensemble
Resultaten fr̊an experimenten med liten ensemble är uppdelade i tv̊a delar; expe-
riment 1 med större osäkerhet i initialvärdena för parametrarna och experiment
2 med mindre osäkerhet. Som referensvärden för konvergensen används motsva-
rande experiment med en ensemble p̊a 50 medlemmar. Dessa värden är möjliga
att jämföra med tidigare resultat - dock med resultat fr̊an en stokastisk version
av Lorenz96 (Laine et al. , 2012). Utg̊angspunkten är att den stokastiska force-
ringen i Lorenz96 modellen har en liten inverkan p̊a resultat, men det är skäl att
p̊aminnas att resultaten inte kommer att stämma överens exakt.
4.1.1 Konvergenstest
Konvergenstestet med en ensemble p̊a 50 medlemmar visar att de optimala pa-
rametervärden är ungefär 2,0 för parameter 1 och ungefär 0,1 för parameter 2.
Dessa värden används som referensvärden för att kontrollera konvergensen för ex-
perimenten med mindre ensemblestorlek. Laine et al. (2012) har resultat p̊a 1,8
respektive 0,11, s̊a den stokastiska forceringen har en liten inverkan p̊a resultatet
för parameter 1 och till synes ingen inverkan p̊a parameter 2.
Parametriseringen av den forcering som orsakas av de snabba variablerna ger
ett genomsnittligt gott resultat. Figur 4.1 visar forceringen av de snabba variab-
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Figur 4.1: De snabba variablerna orsakar en forcering Fsnabb = (hc/b)
∑J
j=1 Uj,k, vil-
ken parametriseras som en linjär regression. De svarta prickarna motsvarar punkterna
(Xk, Fsnabb) och den röda heldragna linjen (Xk, g(xk, θ)) visar parametriseringen av
Fsnabb för de optimala parametervärdena.
lerna som svarta prickar och parametriseringen av forceringen som en röd linje.
EPPES konvergerade till θ = ( 2,054 0,108 ) i experiment 1 med en ensemble p̊a
50. Den röda linjen visar allts̊a den linje som motsvarar parametriseringssche-
mat i ekvation (2.4): 2, 054 + 0, 108Xk. Diagrammet visar att parametrisering-
en fungerar samt att algoritmen söker efter parametervärden oberoende av till-
st̊andsvariablernas värden. Diagrammet bekräftar att kostnadsfunktionen är väl
definierad och att koefficienten i funktionen är i rätt storleksklass, eftersom resul-
tatet här motsvarar tidigare resultat, se (Laine et al. , 2012). Ifall kostnadsfunk-
tionen inte är väl definierad s̊a kommer inte heller optimeringen av parametrarna
att fungera.
4.1.2 Experiment 1 - mer optimal a priori distribution
Det första experimentet med sm̊a ensembler har en större osäkerhet i a priori
distributionen för parametrarna. A priori distributionen har väntevärdet µ0 =
( 0,5 0,5 ) och kovariansmatrisen har värdet Σ = ( 1 00 1 ). Ensemblestorleken varierar
mellan tv̊a och 50.
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Figur 4.2: Experiment 1. Distributionen av parametervärden som en funktion av en-
semblestorlek efter 100 steg med algoritmen. Det vänstra diagrammet visar resultatet
för parameter 1 och den högra för parameter 2. I b̊ada diagrammen representerar den
bl̊a linjen medelvärdet µ, den gröna linjen övre gränsen för 95% (µ+ 2σ) och den röda
linjen nedre gränsen för 95% (µ− 2σ).
Figur 4.2 presenterar resultatet fr̊an experiment 1 som en funktion av en-
semblestorlek efter 100 iterationer. Det vänstra diagrammet visar resultatet för
parameter 1 som funktion av ensemblestorlek och det högra diagrammet visar
värdet för parameter 2 som funktion av ensemblestorlek. Den bl̊aa linjen repre-
senterar medelvärdet för respektive parameter. Den röda och gröna linjen visar
var gränsen för 95%-sannolikhet (2 standardavvikelser fr̊an medelvärdet) g̊ar.
Den här figuren visar att efter 100 steg med EPPES är det sv̊art att särskilja
resultaten fr̊an de sm̊a ensemblerna fr̊an de stora. Det finns dock tv̊a tydliga av-
vikelser i figuren; resultatet fr̊an ensemblen med tv̊a respektive sju medlemmar.
De övriga ensemblestorlekarna är nära de optimala värden för respektive para-
meter, vilket tyder p̊a att ensemblestorleken i det här fallet har en liten betydelse
för konvergensen.
Figur 4.3 visar resultatet fr̊an experiment 1 med en ensemble p̊a sju med-
lemmar. Diagrammen visar att algoritmen antar fel värden i början, vilket sedan
korrigeras för att sedan närma sig det optimala värdet runt 2,0 respektive 0,1.
Efter 250 iterationer har parametervärdena närmat sig 1,315 respektive 0,539,
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(a) Parameter 1. (b) Parameter 2.
Figur 4.3: Parameteroptimering med en ensemble p̊a sju medlemmar. Figur (a) och
(b) visar utvecklingen av parametervärden som funktion av iterationer för parameter 1
respektive parameter 2.
men kovariansmatrisen har ännu stora värden vilket gör att de optimala värdena
änd̊a återfinns inom den distribution som EPPES har n̊att efter 250 iterationer.
(a) Parameter 1. (b) Parameter 2.
Figur 4.4: Experiment 1. Parameteroptimering med en ensemble p̊a tv̊a medlemmar.
Figur (a) och (b) visar utvecklingen av parameterdistributionen som funktion av itera-
tioner för parameter 1 och parameter 2.
För en ensemble med tv̊a medlemmar ter sig resultatet annorlunda. Figur
4.4 visar att algoritmen har sv̊arigheter att f̊a parameter 1 att konvergera, även
om algoritmen g̊ar mot rätt h̊all. Parameter 2 har inte samma problem utan
kommer mycket nära det optimala värdet. Efter 250 iterationer har värdet p̊a
parametrarna n̊att 0,914 respektive 0,085. En ensemble p̊a enbart tv̊a medlemmar
är i det här fallet för litet för att EPPES skall kunna konvergera.
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4.1.3 Experiment 2 - mindre optimal a priori distribution
Det andra experimentet med liten ensemblestorlek har en mindre osäkerhet i
a priori distributionen än det första experimentet har. I det här experimentet




. I det här fallet innebär det att det optimala värdet p̊a parametrarna
inte finns inom ramarna för a priori distributionen.
Figur 4.5: Experiment 2. Distributionen av parametervärden som en funktion av en-
semblestorlek efter 100 iterationer. Det vänstra diagrammet presenteras värdena för
parameter 1 som funktion av ensemblestorlek och i det högra värdena för parameter 2.
I b̊ada diagrammen motsvarar den bl̊a linjen µ, den gröna µ+ 2σ och den röda µ− 2σ.
Figur 4.5 visar resultatet för parametervärdena som funktion av ensemblestor-
lek efter 100 iterationer. Diagrammen visar väntevärdet för respektive parameter
samt 95%-marginalerna för ensemblestorlekar upp till 50 för parameter 1 (vänster
bild) och för parameter 2 (höger bild). Diagrammen visar att b̊ada parametrar-
na konvergerar l̊angsammare mot det optimala värdet än de gjorde i det första
experimenten (jämför Figur 4.2). Den smala initialdistributionen gör det sv̊art
för EPPES att sampla parametervärden utanför den givna distribution, vilket
p̊averkar konvergensen för b̊ada parametrarna. En större ensemblestorlek ökar
sannolikheten för att f̊a värden utanför den givna distributionen och därför kon-
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vergerar EPPES bättre d̊a ensemblestorleken är stor. En mindre ensemblestorlek
kräver fler iterationer för att konvergera, men garanterar inte konvergens av pa-
rametrarna. I det här fallet är initialdistributionen för snäv för att EPPES skall
kunna konvergera med en liten ensemble, vilket figur 4.6 visar. Diagrammen visar
resultatet för en ensemble p̊a tre medlemmar, där algoritmen körs 900 iterationer
framåt utan att n̊a konvergens. Det är tydligt att en ensemble p̊a tre medlemmar
inte räcker till i det här fallet.
(a) Parameter 1. (b) Parameter 2.
Figur 4.6: Exempel p̊a hur utvecklingen av parametervärdena ser ut för en ensemble p̊a
tre medlemmar för experiment 2. Parameter 1 uppdateras åt rätt h̊all, men inte ens efter
900 iterationer har värdet för parameter 1 konvergerat. Parameter 2 har en liknande
utveckling som parameter 1, men det optimala värdet finns innanför 95%-gränserna.
4.2 Verifiering av hypotesen
Det första experimentet har en initialdistribution där parametrarna har större
osäkerhet och det andra experimentet har en initialdistribution där osäkerheten
är betydligt mindre. I det andra experimentet är distributionens standardavvi-
kelse en tiondel av vad den var i det första experimentet. Figur 4.2 visar pa-
rametervärdena som funktion av ensemblestorlek för experiment 1 och figur 4.5
motsvarande resultat för experiment 2. Det finns n̊agra tydliga skillnader i dia-
grammen: (1) väntevärdet är detsamma för nästan alla ensemblestorlekar i experi-
ment 1 och för experiment 2 har väntevärdet en krokigare linje, (2) distributionen
är smalare i experiment 1 än i experiment 2 detta trots att experiment 2 hade en
snävare initialdistribution och (3) i experiment 2 verkar det som att algoritmen
försöker kompensera med att öka osäkerheten och p̊a s̊a vis n̊a en distribution
där det optimala värdet återfinns.
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Figur 4.7: Experiment 1. Efter 250 iterationer har alla ensembler förutom de allra
minsta med tv̊a och tre medlemmar konvergerat. En ensemble p̊a tre medlemmar avviker
i värdet p̊a parameter 1, vilket gör att minsta möjliga ensemble är fyra. Det kan hända
att avvikelsen är slumpmässig och att det s̊aledes skulle vara möjligt med en ensemble
p̊a tre medlemmar. Det kräver dock fler experiment för att bekräfta.
Figur 4.8: Experiment 2. Efter 250 steg med algoritmen s̊a har de ensembler som har
tio eller fler medlemmar konvergerat till ett värde nära det optimala. För de mindre
ensemblerna är det sv̊art att säga vilka som har konvergerat och det är säkrast att dra
gränsen för minsta möjliga ensemblestorlek vid tio medlemmar.
Genom att ta en titt p̊a motsvarande resultat efter 250 iterationer f̊ar vi en
bredare bild över resultaten. Figur 4.7 visar resultatet för experiment 1 och figur
4.8 för experiment 2. För experiment 1 s̊a har alla ensembler med storlek fyra
och större konvergerat till de optimala värdena, medan alla ensembler p̊a tio el-
ler större har konvergerat för experiment 2. Diagrammen visar att skillnaden är
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mindre mellan resultaten efter 250 iterationer än det var efter 100 iterationer.
Experimenten är utförda med 250 iterationer och det är därför inte möjligt att
jämföra eventuella resultat efter till exempel 500 eller 1000 iterationer. Figur 4.6
ger ett exempel p̊a hur en alltför liten ensemble inte har förmågan att f̊a parame-
tervärdena att konvergera till de optimala. Trots att algoritmen körs 900 steg s̊a
har parametervärdena inte konvergerat. Det här visar allts̊a p̊a att experiment 2
begränsas av det icke-optimala utg̊angsläget.
(a) Experiment 1 med en ensemble p̊a
fyra medlemmar
(b) Experiment 2 med en ensemble p̊a
tio medlemmar
Figur 4.9: Värdet p̊a kostnadsfunktionen som funktion av antalet iterationer för b̊ade
experimentens minsta möjliga ensemblestorlek. F (x) motsvarar en ensemblemedlems
kostnadsfunktion och µ är här ensemblens medelvärde p̊a kostnadsfunktionen. Figur
(a) visar experiment 1 med fyra medlemmar och (b) visar experiment 2 med tio med-
lemmar. Baserat p̊a de här diagrammen ser vi att kostnadsfunktionens värde minskar
allteftersom parametervärdena närmar sig det optimala, vilket ocks̊a är att vänta d̊a
parametervärdena förbättras.
Baserat p̊a de här experimenten s̊a framg̊ar att (1) experimentet med större
osäkerhet krävde fyra medlemmar för konvergens och (2) experimentet med mind-
re osäkerhet krävde tio medlemmar för konvergens. Figur 4.9 visar kostnads-
funktionens utveckling som funktion av iterationer för experiment 1 med fy-
ra ensemblemedlemmar och för experiment 2 med tio ensemblemedlemmar. I
b̊ada fallen minskar värdet p̊a kostnadsfunktionen och s̊aledes förbättras parame-
tervärdena gradvis. Ifall förh̊allandena är optimala, vilket vi har ifall god kunskap
om parametervärdena och deras distribution eller osäkerhet finns tillgänglig, är
det möjligt att minska ensemblestorleken till ett värde nära parameterantalet. Ifall
kunskapen om parametrarna och deras distribution är otillräcklig s̊a begränsar
det möjligheterna att minska ensemblestorleken.
Hypotesen som framfördes i kapitel 1 kan verifieras med hjälp av studier med
Lorenz96-modellen. Experimenten visar att algoritmen EPPES inte begränsas av
en liten ensemblestorlek utan det är möjligt att optimera tv̊a parametrar med en
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betydligt mindre ensemble än vad som tidigare har använts. Vid icke-optimala
förh̊allanden, s̊asom i experiment 2, behövs en ensemble vars storleksklass är
större än parameterantalets storleksklass. I experiment 1 är förh̊allanden op-
timala och ensemblens storleksklass motsvarar parameterantalets storleksklass.
Därmed kan hypotesen verifieras med tillägget att den enbart gäller vid optimala
förh̊allanden.
Experimenten med liten ensemble visar p̊a att det finns fler än en faktor som
p̊averkar konvergensen; förutom ensemblestorleken inverkar även parametrarnas
initialdistribution p̊a konvergensen. Dessutom p̊averkar slumpen resultatet - be-
roende p̊a hurudana parametervärden som samplas konvergerar algoritmen olika
snabbt. Det är därmed sv̊art att p̊a basis av enbart en körning per ensemblestor-
lek och experiment dra n̊agra större slutsatser. För att kunna dra fler slutsatser,
t.ex. hur många iterationer som krävs för att en ensemble av en viss storlek ska
konvergera eller vilken ensemblestorlek som kräver det minsta totalantalet av pro-
gnoskörningar (d.v.s minimum av iterationer multiplicerat med ensemblestorlek),
krävs fler körningar för respektive experiment.
Figur 4.10 visar ett exempel p̊a hur utvecklingen av parametrarnas distribu-
tion kan se ut vid användning av en liten ensemble, i det här fallet en ensemble p̊a
fem medlemmar, samt hur de samplade parametrarna förh̊aller sig till distribu-
tionen. Det är även värt att komma ih̊ag att slumpen p̊averkar resultatet genom
dragningen av parametervärdena fr̊an a priori distributionen. För att f̊a ett mer
översk̊adligt resultat bör därför experimenten göras upprepade g̊anger för var-
je ensemblestorlek. D̊a är det även möjligt att exakt bestämma minsta möjliga
ensemblestorlek. I det här fallet är det enbart möjligt att f̊a en första inblick
i hur liten ensemblestorleken kan vara och resultaten visar att minsta möjliga
ensemblestorlek beror p̊a parameterdistributionens utg̊angsläge.
Vid optimering av parametrar i en reell väderprognosmodell är det här en vik-
tig faktor att ha i åtanke när experimenten planeras. En reell väderprognosmodell
är betydligt mer komplex än Lorenz96-modellen, vilket betyder att resultaten
fr̊an den här studien inte direkt kan appliceras utan de ger snarare en indikation
p̊a vilka sorters resultat som kan förväntas med NWP. För att kunna verifiera
hypotesen för en reell väderprognosmodell behövs därför experiment där b̊ade
parameterantalet och ensemblestorleken varieras. P̊a s̊a vis är det möjligt att f̊a
en uppfattning om det finns en relation mellan antalet parametrar och ensem-
blestorleken för NWP. I enlighet med hypotesen bör förh̊allandet vara linjärt vid
optimala förh̊allanden. Vid icke-optimala förh̊allanden s̊a visar den här studien
att en n̊agot större ensemble behövs.
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(a) Parmeter 1 med en ensemble p̊a fem
medlemmar.
(b) Parameter 2 med en ensemble p̊a
fem medlemmar.
(c) Distribution efter 250 steg med algoritmen. Notera att initialvärdet
p̊a parametern [0,5; 0,5] inte finns innanför 95%- (fylld linje) eller
99%- (streckad linje) sannolikheten. De fyllda cirklarna (•) motsvarar
de parameterpar som har samplats med distributionen och korset visar
medelvärdet för parametrarna efter 250 iterationer µ = ( 2,02 0,12 ).
Figur 4.10: En ensemble p̊a fem medlemmar ger ett gott resultat vid optimering av
tv̊a modellparametrar. Figur (a) och (b) visar hur parametrarna konvergerar mot de
optimala värdena och figur (c) visar den slutliga distributionen samt de samplade pa-
rameterparen. De här diagrammen ger mer tyngd åt verifieringen av hypotesen, d̊a de




Numeriska väderprognosmodeller är komplexa modeller best̊aende av många va-
riabler och modellparametrar. En ökad komplexitet av modellerna gör det allt
sv̊arare att bestämma parametrarnas optimala värden manuellt. Parametervär-
dena bör vara s̊a bra som möjligt och oberoende av väderslag, tidpunkt p̊a dygnet
eller årstid. Det här gör det ännu sv̊arare att för hand bestämma deras värden.
I stället är det möjligt att använda olika metoder för att optimalt bestämma
parametrarnas värden, s̊asom maximum likelihood, extended Kalman Filter och
Markov Chain Monte Carlo-metoder. Algoritmerna har den fördelen att de kan
hantera en stor mängd data och därigenom kan de bestämma parametervärden.
I den här studien har en algoritm kallad EPPES, ensembleprognos- och para-
meteruppskattningssystem (Järvinen et al. , 2012; Laine et al. , 2012), använts.
Algoritmen grundar sig p̊a en Markov Chain Monte Carlo-metod, där idén är att
utg̊aende fr̊an observationer förbättra a priori distributionen genom att ge mer
vikt åt bättre parametervärden, s̊a kallad viktbaserad sampling. A priori distri-
butionen baserar sig p̊a de kunskaper som finns om parametrarna och används
vid initialiseringen av algoritmen.
Algoritmen bygger p̊a att variera parametervärdena i ett ensembleprognossy-
stem. För varje ensemblemedlem samplas ett parametervärde eller en parameter-
vektor fr̊an a priori distributionen. Ensembleprognosen jämförs sedan med obser-
vationer och utg̊aende fr̊an vilka parametrar som presterade bra s̊a uppdateras
a priori distributionen enligt ett givet schema. Algoritmen antar att det finns en
länk mellan parametervärde och prognosförmåga: ju bättre prognosförmågan är,
desto bättre är värdet p̊a parametern.
Tidigare resultat har visat att EPPES ger goda resultat vid optimering av ett
litet antal parametrar (tv̊a och fyra) med en stor ensemble (50 medlemmar) (Laine
et al. , 2012; Ollinaho et al. , 2013a,b). Det är inte nödvändigtvis praktiskt eller
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ens nödvändigt att använda s̊a stor ensemble för att optimera s̊a f̊a parametrar.
Målet för den här studien var därför att undersöka huruvida det är möjligt att
estimera ett litet antal parametrar med en mindre ensemble. Hypotesen löd som
följer:
Hypotes. L̊at L vara antalet parametrar som önskas optimeras och M vara an-
talet ensemblemedlemmar. Vid en parameteruppskattning med EPPES s̊a räcker
det med att antalet parametrar och antalet ensemblemedlemmar är i samma stor-
leksklass för att konvergens skall uppn̊as.
I det här fallet undersöktes hypotesen med hjälp av Lorenz96-modellen (Lo-
renz, 1996) - en modell som ofta används för att emulera NWP i ensemblesy-
stem. Lorenz96-modellen är en dynamisk modell, som har en kaotisk karaktär vid
lämpliga värden p̊a forceringen och modellen lämpar sig därför till att emulera
vädermodeller. Modellen kräver minimala beräkningsresurser, vilket möjliggjorde
att experimenten kunde utföras med en bärbar dator. Undersökningar med L96-
modellen indikerar p̊a hurudana resultat som är att vänta vid användning av
NWP.
De numeriska experimenten utfördes med tv̊a olika varianter av Lorenz96-
modellen. Den fullständiga modellen med b̊ade l̊angsamma och snabba variabler
användes för att generera syntetiska observationer och den parametriserade ver-
sionen, där effekten av de snabba variablerna parametriseras, användes som pro-
gnosmodell. I den här studien innehöll den parametriserade versionen en linjär
parametrisering: θ1 + θ2Xk. EPPES strävade s̊aledes till att hitta s̊a optimala
värden som möjligt för θ1 och θ2 s̊a att prognoserna s̊a bra som möjligt motsvarar
observationerna.
Här undersöktes hur tv̊a olika initialvärden p̊a a priori distributionen p̊averkas
av en minskad ensemblestorlek. I det första experimentet hade a priori distribu-
tionen en större osäkerhet och i det andra experimentet hade a priori osäkerheten
mindre osäkerhet. D̊a medelvärdet för distributionen var relativt l̊angt fr̊an det
optimala värdet, s̊a innebar det här att experiment 1 hade ett bättre utg̊angsläge
än experiment 2 d̊a det optimala värdet l̊ag utanför distributionen i experiment
2, men innanför i experiment 1. I övrigt fanns det ingenting som skiljde de tv̊a
experimenten fr̊an varandra. Ensemblestorleken varierades mellan tv̊a och 50 i
b̊ada experimenten.
I det första experimentet var det möjligt att minska ensemblestorleken till
fyra. I det här fallet var a priori distributionen bred och innehöll de optimala
värdena p̊a parametrarna. Efter 250 iterationer hade alla ensembler p̊a fyra eller
större konvergerat till eller var väldigt nära det optimala värdet. I det andra
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experimenten var det möjligt att minska ensemblestorleken till tio. Orsaken till
varför det inte var möjligt att minska ensemblestorleken ytterligare var det icke-
optimala utg̊angsläget. D̊a a priori distributionen i experiment 2 var snäv s̊a
fanns det optimala värdet utanför a priori distributionen och för att n̊a fram
till optimala värdet krävdes det därför fler samplade värden. S̊aledes kunde inte
heller ensemblestorleken minskas lika mycket.
P̊a basis av de här resultaten kan hypotesen verifieras, med tillägget att den
enbart gäller vid optimala förh̊allanden. Experiment 1 visade att det var möjligt
att minska ensemblestorleken till fyra, vilket kan anses vara i samma storleks-
klass som parametrarna d̊a antalet parametrar var tv̊a. I det andra experimenten
krävdes en ensemble p̊a tio medlemmar, vilket inte är i samma storleksklass som
parametrarnas antal. Trots att det i experiment 2 inte var möjligt att minska
ensemblestorleken lika mycket som i experiment 1, s̊a kunde ensemblestorleken
änd̊a minskas till en femtedel av vad som tidigare har använts. Det här visar att
det är möjligt att använda sig av en avsevärt mindre ensemble vid optimering
av parametrar i Lorenz96-modellen med algoritmen EPPES. Eftersom slumpen
har en roll i dragningen av parametervärdena s̊a kan det vara möjligt att minska
ensemblestorleken ytterligare, men det här kräver att varje experiment för varje
ensemblestorlek utförs upprepade g̊anger.
Experiment 1 Experiment 2
Ensemblestorlek 4 10
Storleksklass 100 101
Tabell 5.1: Sammanfattning av hur m̊anga ensemblemedlemmar som behövs för konver-
gens av tv̊a parametrar för de tv̊a olika experimenten. Parametrarnas antal är tv̊a, vilket
motsvarar storleksklass 100. Det betyder att vid optimala förh̊allanden (experiment 1)
s̊a är det möjligt att minska ensemblestorleken s̊a att den motsvarar parameterantalets
storleksklass. Vid icke-optimala förh̊allanden (experiment 2) krävs en större ensemble.
Den här studien har undersökt parameteruppskattningsalgoritmen EPPES
och dess förmåga att optimera parametervärden i ett ensemblesystem med en
minskad ensemblestorlek. Experimenten med Lorenz96-modellen visar att ensem-
blestorleken kan minskas s̊a att dess storleksklass motsvarar parametrarnas antal
d̊a förh̊allandena är optimala, d.v.s. d̊a kunskapen om parametrarnas distribution
är god. Vid icke-optimala förh̊allanden är det möjligt att minska ensemblestor-
leken, men inte lika mycket. De här experimenten indikerar p̊a att motsvaran-
de resultat är att vänta vid optimering av parametrar i en verklig numerisk
väderprognosmodell. Det här kräver dock fler och mer omfattande experiment
för att kunna bekräfta, vilket är utanför den här studiens ramar.
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Bilagor
A Lista över parametrar och variabler
• µ väntevärde, hyperparameter
• Σ kovariansmatris, hyperparameter
• n hyperparameter i EPPES
• W hyperparameter i EPPES
• θ parametervektor
• X l̊angsam variabel
• U snabb variabel
• J antalet snabba variabler per l̊angsam variabel
• K antalet l̊angsamma variabler
• L antalet parametrar




• iWish(·, ·) inversa Wishart-distributionen
• F, Fu forceringstermer
• b, c, h parametrar i L96
39
