The following paper describes an economical, multiple model predictive control (EMMPC) for an air 11 conditioning system of a confectionery manufacturer in Germany. The application consists of a 12 packaging hall for chocolate bars, in which a new local conveyor belt air conditioning system is used 13 and thus the temperature and humidity limits in the hall can be significantly extended. The EMMPC 14 calculates the optimum energy or cost humidity and temperature set points in the hall. For this purpose, 15 time-discrete state space models and an economic objective function with which it is possible to react 16 to flexible electricity prices in a cost-optimised manner are created. A possible future electricity price 17 model for Germany with a flexible EEG levy was used as a flexible electricity price. The flexibility 18 potential is determined by variable temperature and humidity limits in the hall, which are oriented 19 towards the comfort field for easily working persons, and the building mass. The building mass of the 20 created room model is used as a thermal energy store. Considering electricity price and weather 21 forecasts as well as internal, production plan-dependent load forecasts, the model predictive controller 22 directly controls the heating and cooling register and the humidifier of the air conditioning system. 23 24
Introduction and problem description

25
A constantly increasing scarcity of resources, increasing emissions and the global warming proven in 26 many scientific studies require differentiated and comprehensive solutions [1] [2] [3] . In addition to a 27 more efficient use of resources, the conversion of the energy supply system to an increased use of 28 renewable energies is also decisive for achieving these goals, which in turn leads to an increase in 29 balancing fluctuating residual loads in the electricity grid. With regard to the global energy demand it 30 can be seen that about one third s caused in the building sector [4] , of which about half of the energy 31 demand is accounted for by building heating, ventilation and air conditioning (HVAC) [5] [6]. In view 32 of these circumstances, energy efficiency measures and the use of more flexible energy supply 33 technologies in the building sector and in the field of building air conditioning are substantial solutions 34 to the challenges described. 35
In the field of building HVAC, high energy saving potentials can be exploited in many ways. Scientific 36 research focuses on different air routing concepts, the further development of the various components 37 of an air conditioning system and, above all, the improvement of control technology [7] [8] [9] . Due to 38 the volatile nature of wind and solar energy demand has to be made more flexible. Hence, energy 39 demand can be adopted to energy supply and therefor stabilise the energy system through demand 40 response on the one hand and increase the utilisation rate of renewable energy systems on the other 41 hand [10] [11] . 42 By developing and implementing an economical, multiple, model predictive control (EMMPC), this 43 flexibility potential can be realised in an energy-or cost-optimised manner. Demand response can be 44 fulfilled by integrating future, flexible electricity price models based on electricity supply and demand.
45
For the flexible operation of the air conditioning the air mass of any hall is used as thermal energy 46 storage. Hence, allowing a range of temperature and humidity specifications is key requirement [12] 47
[13] [14] . Especially in industries, these ranges are often not given due to fixed settings and strict 48 specifications of the product. Flexible and efficient control of full air conditioning systems requires the 49 solution of complex tasks. Time-varying internal and external disturbances affect the controlled system, 50 many processes involve time delays, the system goes through many operating conditions, and the 51 required energy can also have variable price structures. An efficient control approach should therefore 52 be able to take into account time-dependent disturbances, map a wide range of operating conditions and 53 process variable price structures. 54
With regard to the current state of research, this paper applies an advanced EMMPC approach for the 55 flexible operation of air conditioning systems in industrial productions. Hereby, the EMMPC approach 56 combines both, the approach of multiple and economic MPC to control and optimise non-linear systems 57 under several constraints. The realisation of the flexible air conditioning is shown for a real case of a 58 packaging hall for chocolate bars. The product has strict temperature and humidity specifications. 
State of research 63
Due to the manifold tasks that an air conditioning system has to fulfil, the system control is highly 64 complex. Depending on the design and application, the air temperature, humidity, air volume flow and 65 air mixtures (fresh air/exhaust air ratio) must be adjusted and controlled. Since these variables influence 66 each other, the degree of complexity increases significantly. For these reasons, a combination of 67 different control approaches and sequence circuits, which control the respective sub-components and 68 bring them into a meaningful connection, is often necessary to ensure efficient plant operation. In the 69 field of efficient and flexible building air conditioning, a large number of scientific studies can be 70 considered. 71
The publication of Afram and Janabi-Sharifi (2014) [16] gives a good overview of control approaches 72 used or under development for air conditioning systems. A distinction is made between "classic 73 control", "hard control", "soft control", and "hybrid control" for air conditioning systems as well as 74 further approaches that cannot be assigned to these categories. The classic control corresponds to the 75 state of the art and are widely and practically applied. The classic control methods for HVAC systems 76 include two-point controllers (on/off), proportional (P), proportional integral (PI), and proportional 77 integral differential (PID) controllers. The so-called "hard control" for air conditioning systems include 78 gain scheduling, optimum control, robust control, model predictive control (MPC) and nonlinear and 79 adaptive control. MPC, as described in this publication, use previously created models of the system to 80 be controlled to predict and optimise future system behaviour under changing boundary conditions. 81
Such controllers can be used both as a replacement for classic controllers and can also perform higher-82 level control tasks. 83
So-called fuzzy controllers or the use of artificial neural networks are summarised under the term "soft" 84 or "soft control". 
Methodology and fundamentals of the used model predictive control
121
The developed, model-predictive control uses a linear, time-invariant (LTI) and time-discrete prediction 122 model of the system to be controlled (time-discrete state space models of an air conditioning system 123 with a connected building) to calculate future state and output changes over a finite prediction horizon.
124
The aim is to minimise the set point deviation (fixed controlled variable, energy or costs) over the 125 prediction horizon. 126
In order to determine the best possible control variable sequence for minimising the target function 127 within a prediction horizon, an optimisation problem is solved. The prediction horizon describes the 128 entire period under which the optimisation takes place. Up to a pre-determinable time step, optimised 129 control signals of the MPC controller and adapted predicted boundary conditions are considered. The 130 number of time steps over which predicted, optimised control signals are calculated is defined by 131 defining the control horizon. The control horizon is at most as long as the prediction horizon, which 132 usually corresponds to half of the prediction horizon based on the calculation duration. At the end of 133 the control horizon, the last control signal is kept constant until the end of the prediction horizon.
[22] 134
[23] 135
Individually defined limitations of output and control variables are included in the optimisation problem 136 via slack variables. The first optimum control variable value is used for controlling the system. The 137 measured actual values as well as current control and disturbance variables are used for the subsequent 138 time step for the new calculation of the optimum control variable sequence. 139
The system to be controlled consists of physical models of a building and a HVAC system, which are 140 described in more detail in section 4. From these physical models linear, time-discrete state space 141 models are derived, which function as prediction models as part of the MPC as shown in figure The condition of the supply air is composed of fresh air conditions and the respective conditioning of 147 the climate functions controlled via the control variables. The temperature and humidity of the indoor 148 air is calculated from the proportion of indoor air, supply air and outdoor temperature. 149
A schematic overview of the structure and functionality of the MPC is given in the following figure  150 ( fig. 1 ). 151 Air cooling in the model can be realised with two processes: either a dehumidification process 154 (condensate formation) or dry cooling (without condensate formation) is applied. This behaviour cannot 155 be represented in one linear system, since a latent phase transition occurs after reaching the saturation 156 temperature. Consequently, for both cases a multiple model predictive controller with two different 157 prediction models is used in the following. If condensate formation occurs, the prediction model A is 158 switched over to the prediction model B. The two prediction models are based on a multiple model 159 predictive controller. The two prediction models are generated around different operating points (with 160 and without condensation) by linearizing the whole model. Due to the thermal inertia of the system, a 161 time step of 900 s is applied. Accordingly, the matrices AD and BD are formed at the sampling times T. The sampling time is the 170 duration of a time step in the discrete system. The matrices C (output matrix) and D (feedthrough 171 matrix) remain unchanged in comparison to the time continuous system [24] [25]: 172
The time-discrete representation used is as follows: 173
Optimisation problem and solution methods 175
The core of the developed MPC is an optimisation algorithm for calculating the optimal control variable 176 sequence z : 177
The deviations of the actual values from the target values of the controlled system are minimised over 178 the prediction horizon, taking restrictions into account. The objective function J(z ) consists of four 179 parts: 180
Output Reference Tracking: 181
Manipulated Variable Tracking: 182
Manipulated Variable Move Suppression: 183
Constraint Violation: 184
The output variables y(k) can be described with the internal prediction model, the current states x(k) 185 and inputs u(k). From this it follows that the objective function J(z ) depends only on the decision 186 variable z .
[23] 187
In each step of a sequence {x } , an approximate quadratic subproblem is formed from the first and 188 second derivatives of the objective function at point x . 189
By defining weights and scales, the aggressiveness of the control signals can be adjusted by defining 190 the suppression of changes. 
The room temperature and absolute humidity of the room air are kept above restrictions in the comfort 210 field. 211 212
Model description 213
In this section, the analysed system based on a real confectionery manufacturer and the models used to 214 calculate flexibility and savings potentials are described. The system consists of a packaging hall for 215 chocolate bars, which are cooled by a novel, local air-conditioning system introduced by Heidrich et al.
216
[12] and a connected air-conditioning system for providing conditioned are to the rest of the hall within 217 the limits of the comfort field for workers. 218
Without local air-conditioning of the chocolate bars, the entire hall would have to be air-conditioned to 219 18°C and 50 % relative humidity in order to avoid deformation of the chocolate, which begins to melt 220 at 18°C, condensation effects on the chocolate bar, which is cooled from the aisle to the conveyor belt 221 at around 14-15°C, and problems with electrostatic charging of the packaging cardboard [14] [27] [28] . 222
In the hall, there are also packaging machines and medium-heavy working staff emitting heat and water. 223
The number of staff depends on the shift (production in operation, no production, cleaning shift). 224
In order to be able to model the hall, extensive measurements were carried out and physical models of 225 the hall and the technical building equipment were created in MATLAB/SIMLUNK. The most 226 important parameters for modelling the system can be found in the table below. 227 228 
230
The models used for the room, the air conditioning system and the boundary parameters (internal loads, 231 electricity prices, weather) are described below. 232 233
Physical building model 234
The physical room model used is based on a building model from the CARNOT toolbox (Conventional 235 And Renewable eNergy systems Optimisation Toolbox) [30] , which is freely available for 236 MATLAB/SIMUNLINK. 237
The thermal heat-up and cooling behaviour is calculated by integrating the heat flow balance ∑ Q̇ 238 divided by the thermal storage capacity of the building mass m • c over time. 239
The change of the absolute air humidity is calculated analogously to the thermal behaviour. 240 241
Physical air conditioning system model 242
The HVAC system consists of an electric pre-and post-heater, a cooling register, which is supplied 243 with cold by a compression chiller, an electrically operated steam humidifier, a supply and exhaust fan 244 and is operated with 100% fresh air. The following figure shows the temporal course of the determined, smoothed, internal loads as a 256 function of time depending on the production plan. The maximum is reached during running production 257 (three days per week). When production is switched off there is only a low thermal load due to the 258 standby operation of the switch cabinets and machines. During the cleaning shift after every production 259 shift the room lighting is switched on and a few hard-working employees are in the hall. 260 
Boundary parameters -weather data 263
The weather data used for simulation and prediction consist of historical hourly values for air 264 temperature and absolute humidity of the surroundings. 
Boundary parameters -electricity price data 272
Two electricity price scenarios are defined for the analysis of an economic, model predictive control, a 273 constant and a flexible model: 274
1. In the status quo scenario a standard, constant total electricity price (13.18 ct/kWh) for industrial 275 customers in Germany is chosen. 276 2. In opposite to that, the second scenario reflects a possible future electricity price model of a 277 dynamized renewable energy levy (EEG levy) and electricity procurement via the day-ahead 278 exchange market in Germany. The current static EEG levy due in Germany, which is levied to 279 promote renewable energies in Germany, is replaced by a dynamic EEG levy, which is calculated 280 via the day-ahead exchange electricity price using a certain factor. 281
This multiplier must be successively recalculated and determined for the differential cost 283 compensation for Germany. For the following simulations, a factor of 1.9 has been defined. 284
Furthermore, limits of the flexible EEG allocation upwards and downwards are foreseen. The upper 285 limit of the dynamic EEG levy consists of twice the German, static EEG levy, the lower limit is 0, 286 negative electricity prices are no longer possible according to this model. [32] [33] 287
In addition to the electricity price incidental electricity costs are considered in all analysed scenarios 288 corresponding to the average costs of 4.28 ct/kWh for German industrial customers with an annual 289 consumption of 160 to 20,000 MWh [34] . 290
The exchange electricity price generally has two maximums and two minimums per day. Since the loads 291 are to be shifted from a high tariff to a tariff as low as possible, a prediction of at least 12 hours is 292 necessary. Regarding a time step of 900 s and a prediction horizon of 12 hours, this results in 48 293 prediction steps. To reduce calculation efforts the control horizon is set to 20 steps, i.e. 5 hours. 294
Comparable to the weather forecast, real electricity price forecast is also indispensable for real 295 operation. The electricity price forecast is included in the developed MPC approach by downloading 296 real electricity prices from EEX for the next day (day-ahead electricity prices) and script-based further 297 processing. However, as already described in the section on weather forecasting, historical electricity 298 price time series over longer periods are better suited for calculating flexibility and savings calculations. 299 300
MPC constraints 301
The constraints used to create the MPC do not vary in all considered scenarios. The constraints include 302 the permissible temperature and humidity limits in the room as well as the control variable limitation. 
MPC weights 310
The different weights of the sub-target functions that are required to create the MPC are described 311 below. In all scenarios, the control variables should not adhere to a value and therefore have a weight 312 of 0. The weight of the change suppression of the control variables is set to 0.1. This reduces the upswing 313 and downswing of the control values that is too fast. 314
The weightings of the control variables vary depending on the scenario, which are described in section 315 5. A distinction is made between two cases: 316
1. The energy-optimal control keeps the indoor temperature and humidity above limits in the comfort 317 field. The weights of the first two model outputs (indoor temperature and absolute humidity) are 0.
318
The third output (i.e. power) is to be minimised hence it receives a weight of 1. 319 2. The regulation with economic objective function receives quasi the current electricity price as 320 weight for the achievement. This is multiplied by 10, since this setting thus has a similar weight as 321 with the energy-optimal regulation and better results are obtained. The temperature and humidity 322 of the room are no longer included in the target function. 323 324
Scenario description and results
325
In order to evaluate the flexibility and savings potentials, the previously described control variants of 326 the MPC at different seasons are analysed. 327
First, three days in January are graphically examined in order to illustrate a possible load shift (scenario 328 I-III). Subsequently, electricity consumption and costs incurred by the three different operating variants 329 are compared over 20 days in January. Since the weather influences change strongly in the summer, the 330 load management potential is finally illustrated by a flexible electricity price and EMPC for 10 days in 331
July. 332
The energy-optimal scenario I serves as a comparison for the scenarios in which load management is 333 carried out. Scenarios II and III use the economic objective function in which the current AHU system 334 output multiplied by the current electricity price over the prediction horizon is minimized. In the second 335 scenario a constant electricity price is assumed, in the third scenario a flexible electricity price as 336 described above is used. Table 1 shows an overview of the simulated scenarios. 337 338 
Comparison scenario I: Energy-optimised MPC -3 days in January 341
In this scenario, the energy consumption of the air conditioning system is minimized. The weights for 342 temperature and absolute humidity are 0. The comfort field is maintained by the restrictions. The weight 343 for the performance of the system components is 1. The weight for the output of the system components 344 is 1. The target value for the output is 0. Thus, the summed quadratic deviation of the power from 0 345 over the prediction horizon is minimized. 346
As shown in figure 4 , the room temperature is kept at the lowest limit of 16°C, as this is the least amount 347 of energy required for supply air conditioning. The absolute humidity of the outside air is not raised by 348 the humidifier if it is above the lower limit of 5 g/kg. Since the HVAC system is operated with 100 % 349 fresh air from the outside, the absolute humidity of the room, provided that it remains within the 350 specified limits, depends on the conditions of the fresh air, as can be seen in area 1 of figure 4. 351 
Scenario II: Cost-optimised MPC (EMPC) with constant electricity price -3 days in January 354
In this scenario, the economic objective function is used to minimize costs. The output is multiplied by 355 the current costs in each time step and minimized by adding up the prediction horizon. The electricity 356 price in this scenario is constant at 13.18 ct/kWh. Therefore, this is a simultaneous energetic and 357 economic optimisation. The difference between this regulation and the regulation in scenario I is that 358 the current power consumption of the air conditioning system is no longer included in the target function 359 as a square but linear value. As a result, energy cost peaks are no longer minimized, as they no longer 360 flow disproportionately into the target function. 361
The behaviour is very similar to the previous scenario I. However, in contrast to scenario I, the heating 362 coil remains switched off during the first hours (area 1, figure 5), so that the room temperature drops 363 more quickly (area 2, figure 5 ). The room air restrictions 364 365 In this scenario, a flexible electricity price is used as described in Section 4.6. This results in electricity 370 price changes of up to 10 cents (figure 6). The indoor temperature varies between 16 and 21°C. The 371 control variables of the heating coil vary between 0 and 1. Especially in low-price phases (area 1, figure  372 6) and before a sudden price increase, the heating register (area 2, figure 6) prematurely heats up the 373 room (area 3, figure 6 ). The humidifier is only activated when the absolute humidity falls below 5g/kg. 374
Load shifts are possible s shown in figure 6. 375 
Winter case -comparison of control variants over 20 days in January 378
Three scenarios were simulated over the first 20 days in January of the reference year. The energy 379 consumption and the energy costs incurred by the air conditioning system are shown in Table 2 . The 380 relevant changes are also shown. 381
The comparison between energy-optimised control and EMPC already shows a reduction in energy 382 consumption and a resulting cost reduction of 2.14%. Scenario III, with lower energy consumption, will 383 henceforth be used as a comparison scenario. 384
The results of the simulation with dynamic EEG allocation show a reduction in costs of 2.10% compared 385 to the energy-optimal scenario with changed target function and constant electricity price. However, 386 energy consumption increases by 7.44%. This higher energy consumption is due to the fact that the 387 room temperature for storing the shifted energy is raised, resulting in higher heat losses. 388 389 
Summer case -EMPC with flexible electricity price over 10 days in July 392
In addition to the winter case, 10 days in summer (days 191-200) are simulated with an electricity price 393 including dynamic EEG allocation (see scenario III). It is investigated, to which extent the cooling 394 register can contribute to load management. The results are shown in figure 7 . 395
In summer most of the energy is needed to dehumidify the supply air (area 1, figure 7 ). Since the room 396 air is exchanged relatively fast it is not possible to store energy by shifting the dehumidification output.
397
There is no correlation between the electricity price and the control signal of the cooling register. The 398 outside air is cooled by dehumidification. Therefore, despite high outside temperatures, low inside 399 temperatures must be noted (area 2, figure 7). A shift before cooling loads is therefore also not possible 400 and load management cannot be carried out under such weather conditions. 401 As a case study, a production hall for the packaging of chocolate bars is used, which are locally air-418 conditioned by a cross-flowing displacement ventilation for conveyor belts, so that the room air 419 condition can be kept within a comfort zone with the help of restrictions and does not have to depend 420 on the product requirements of the chocolate (18°C, 50% relative humidity) [12] . The internal loads of 421 the production hall as well as weather data influence the system as disturbance variables and are taken 422 into account by the MPC controller. To evaluate the EMMPC controller, various scenarios are evaluated 423 taking seasonal weather influences into account. 424
Electricity costs in winter can thus be reduced by 2.1% compared to energy-optimised control. 425 However, energy consumption increases by 7.44% due to higher heat losses when the room temperature 426 is temporarily raised. It could also be shown that a larger thermal storage capacity of the building can 427 increase the potential for load shifting. 428
For example, in order to be able to include a mixed air chamber, which causes even stronger non-429 linearities in the system behaviour, in a MPC control system, the extension of the MMPC by further 430 MPC controllers is currently being worked on. In addition, the coupling to a production plan-dependent 431 activation time optimisation adapted to the hall and outdoor air conditions, which determines an optimal 432 start time for the air-conditioning of the hall, is in progress. In this way, energy consumption can be 433 further reduced [13] . 434
In order to demonstrate the functionality also in real operation, the coupling with full HVAC system 435 with connected climate chamber, in which also internal loads can be simulated, is under construction.
436
A further starting point is the creation of adaptive, self-learning state space models, which are generated 437 on the basis of real measurement data in order to further improve the prognostic capability and thus the 438 accuracy of the optimal control variables. 439
The publication shows that the use of an economic model predictive control is suitable for the efficient 440 and economic prognostic guided control of HVAC plants, which could actively participate in load 441 management. It is also shown that the approach of a multiple model predictive control can particularly 442 control non-linear behaviour of typical HVAC processes like dry and wet cooling. Thus, EMMPC can 443 be seen as a promising approach to optimise the flexible operation of complex HVAC systems. 444
However, even more in-depth development work is required to map even more complex systems on the 445 one hand and to be able to control real systems in real time on the other. 
