Anionic water clusters are generally considered to be extremely challenging to model using fragmentation approaches due to the diffuse nature of the excess electron distribution. The local correlation coupled cluster (CC) framework cluster-in-molecule (CIM) approach combined with the completely renormalized CR-CC(2,3) method [abbreviated CIM/CR-CC(2,3)] is shown to be a viable alternative for computing the vertical electron binding energies (VEBE). CIM/CR-CC(2,3) with the threshold parameter ζ set to 0.001, as a trade-off between accuracy and computational cost, demonstrates the reliability of predicting the VEBE, with an average percentage error of ∼15% compared to the full ab initio calculation at the same level of theory. The errors are predominantly from the electron correlation energy. The CIM/CR-CC(2,3) approach provides the ease of a black-box type calculation with few threshold parameters to manipulate. The cluster sizes that can be studied by high-level ab initio methods are significantly increased in comparison with full CC calculations. Therefore, the VEBE computed by the CIM/CR-CC(2,3) method can be used as benchmarks for testing model potential approaches in small-to-intermediate-sized water clusters.
I. INTRODUCTION
The hydrated electron, the simplest reducing agent, still captures intense interest in the scientific community, even after its first experimental detection half a century ago. 1 The hydrated electron plays a key role as an important intermediate in many physical, chemical, and biological processes such as in radiation chemistry and atmospheric chemistry. 2 Despite persistent efforts to understand this seemingly simple species, the very nature of the hydrated electron is still under debate. This is partly because of the ubiquitous presence of the hydrated electron in diverse environments, in particular, in bulk (e aq − ) and in finite-sized water clusters [(H 2 O) n − ]. Finite-sized anionic water clusters, especially small water clusters (n = 2−6), provide an appealing starting point for understanding the hydrated electron because one can study them with sophisticated electronic structure theory methods. Experiments under well-controlled conditions can also be carried out for small anionic water clusters. 3−9 However, the binding characteristics of the excess electron in bulk and in smaller water clusters are generally different. 10 The smaller water clusters tend to bind the excess electron weakly, and often the excess electron density exceeds the size of the cluster. As the cluster size gets larger, the binding becomes stronger and is expected to converge to the bulk behavior.
Theoretical studies play an important role in unveiling both a dynamic and a microscopically revealing picture of the hydrated electron, especially with regard to the transition from finite-size water clusters to the bulk. Two approaches have primarily been used to study the hydrated electron, static and statistical. The statistical approach employs Monte Carlo (MC) or molecular dynamics (MD) simulation techniques to study statistically averaged properties. A recent review by Turi and Rossky 11 presents a nice discussion of statistical methods. The inherent quantum nature of the excess electron means that at least this excess electron must be treated with quantum mechanics. The static approach focuses primarily on minima on the hydrated electron potential energy surface (PES) with methods of varying complexity; for example, treating only one electron quantum mechanically, such as the quantum Drude model developed by Jordan and co-workers 12−14 or a many-electron treatment using correlated ab initio methods. Density functional theory (DFT) is also a popular approach although its success depends heavily on the choice of the functional. Considering the rapidly increasing complexity of the (H 2 O) n − PES with increasing n, it is not clear that one functional will work equally well for all sizes and motifs of (H 2 O) n − . The present work focuses on the static approach.
It has been recognized that electron correlation is important in the binding of the excess electron 15−18 and that correlated methods such as second-order perturbation theory (MP2) or coupled cluster theory with singe, double, and perturbative triple excitations, CCSD(T), should be used. Moreover, the (H 2 O) n − systems are sensitive to the choice of basis set. In particular, diffuse functions have been demonstrated to be necessary to describe the flexible and diffuse excess electron density. 15, 16, 18 Taken together, these realizations severely limit the size of the systems that can be studied by well-correlated ab initio methods, given that MP2 and CCSD(T) formally scale as N 5 and N 7 , respectively, with N being the number of basis functions. (H 2 O) 33 − and (H 2 O) 7 − are the largest clusters that have been studied to date by MP2 and CCSD(T), respectively, with the 6-31(1+,3+)G* basis set. In this basis set, each H atom has two additional s-type diffuse functions. 15 In the current study, MP2 and the completely renormalized coupled cluster method, CR-CC(2,3), aka CR-CCSD(T) L , are employed, since the CR-CC(2,3) approach is at least as accurate as CCSD(T) and often provides CCSDT quality results at a computational cost that is similar to that of CCSD(T).
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"Locality" is a relative concept. Although it is relatively diffuse, the excess electron density is not completely delocalized (such as the electron "sea" in metals), especially viewed in the context of bulk water. Ma et al. suggested that internalization of the electron may start at about 25 water molecules based on low-temperature photoelectron spectroscopy. 20 Jungwirth et al. have shown that both strongly and weakly bound states exist for the electrons in cryogenic 32-water clusters using ab initio molecular dynamics. 21 Barnett et al. probed a much larger cluster with 105 waters and observed three electron localization states: internal, surface, and diffuse states. 22 Therefore, a fragmentation approach appears to be highly plausible: it is possible to find water cluster motifs in which the excess electron density is localized, either internally or on the surface of the cluster, and to treat such a motif as one open-shell fragment and the rest of the system as closed-shell fragments. The natural parallelism of fragmentation approaches reduces memory and CPU time costs, both of which are bottlenecks in correlated electronic structure calculations. Furthermore, a multilayer construction [i.e., different levels of theory for different layers (regions) of the system] has been implemented for many fragmentation methods. In principle, the fragmentation approach should allow much larger anionic water clusters to be examined by ab initio methods. The ab initio simulations mentioned in refs 21 and 22 employ DFT functionals with generalized gradient approximations (GGA) to conserve computer resources. GGA functionals are known to suffer from the self-interaction error. The self-interaction correction tends to overestimate the VEBE, resulting from an imbalanced correction only to the anionic state. 21 In the present work, one particular fragmentation approach, the cluster-in-molecule (CIM) 23−25 method, will be employed for its ability to fragment the system in an automated manner. The CIM method has been interfaced with the popular CCSD(T) method, as well as the CR-CC(2,3) method for open-shell systems. Hence, this study has two aims: to establish the validity of the CIM fragmentation approach for the solvated electron and to assess the applicability of the CIM/CR-CC(2,3) approach in terms of the accuracy of vertical electron binding energies (VEBE) compared to full ab initio calculations.
The remainder of the paper is arranged as follows. The main idea of the single-environment (SE) CIM is described briefly in Section II. Section III presents the computational details. The results are reported and discussed in Section IV. Conclusions are drawn in Section V.
II. METHODS
The central premise of fragmentation approaches is that chemical processes are local phenomena. For fragmentation methods, it is crucial to have a sensible and reliable method for fragmenting the system so that the locality is maintained. It is also desirable to have the fragment definitions as controlled and automated as possible. For the solvated electron, the excess electron density is relatively diffuse and spread over several water molecules and may also extend beyond the atoms in a small cluster, rendering fragmentation difficult. The CIM method provides a possible solution to this problem.
CIM is a linear scaling local correlation approach. The CIM method is based on the premise that the total correlation energy of a system can be obtained as the sum of the contributions from the occupied orthonormal LMOs (central LMOs) and their respective occupied (environmental) and unoccupied localized orbital domains, since the correlation contributions from spatially distant LMO pairs are expected to be negligible. 23,26−31 In this work, the single-environment (SE) CIM method is used. The SE CIM coupled cluster (CC) approach has been demonstrated to work well for weakly bound molecular clusters, with subsystems that apparently do not vary with the nuclear geometry. 25 The construction of SE CIM subsystems is detailed in ref 25 . Unlike most other fragmentation methods whose fragmentation schemes are entirely atom-based, often with distance cutoffs, the CIM method is LMO-based and the Fock matrix elements are used as a key threshold parameter. This local correlation approach is "black box" in the sense that one does not require detailed prior knowledge of the system to know how to fragment it. This feature is particularly useful for the diverse motifs of (H 2 O) n − . However, the threshold parameters do need to be adjusted from their default values for the (H 2 O) n − systems as is demonstrated in this study. In the CIM scheme, an ab initio calculation is carried out for each subsystem/fragment. If only one subsystem is generated, that is, the system is not fragmented, the CIM calculation will be identical to the ab initio calculation on the full system. Of course, one should not expect the quality of results of a CIM calculation to exceed that of the full system calculation at the same level of theory and basis set. Therefore, if the excess electron is already not bound in a full system calculation at a particular level of theory, there is no point in pursuing a CIM calculation. The key question here is how well can the CIM method reproduce the full system calculation for the solvated electron clusters? The point of the CIM method is to use localized orbitals to determine separable localized domains. If a system is highly delocalized, the CIM method will determine this fact and not fragment the system. This means that the CIM method is working as it was designed to do, and the CIM calculation is equivalent to the full ab initio calculation at the same level. As will be demonstrated below, for small clusters (e.g., 2−3 water molecules) with an extra electron, the CIM method automatically decides that the small cluster cannot be fragmented. Similarly, the CIM method has no difficulty generating fragments for larger clusters. 
III. COMPUTATIONAL DETAILS
The water clusters examined in this work range from 2 to 20 water molecules denoted as nw.*, where n is the number of water molecules in the system and * is an index for the particular isomer, either numerical or alphabetical. The structures of (H 2 O) n − , n = 2−7, 14, 20, indicated by an alphabetical index, are obtained from the studies by Herbert et al. 15−17 The water clusters 6w.1 to 6w.5 were obtained from a study by Jordan and co-workers.
14 The 8-water clusters and the cluster 12w.1 were obtained from Monte Carlo simulated annealing simulations conducted by the authors, followed by MP2/aug-cc-pVTZ 32,33 geometry optimization and verified to be minima by Hessian calculations.
Single-point energy calculations were carried out for the clusters (H 2 O) n − obtained from studies by Herbert et al. 15−17 at the MP2 level of theory using three basis sets: 6-31++G(d,p), 6-31++G(df,p), and 6-311++G(d,p). The energies of the neutral clusters with the same geometries as the corresponding anions were also computed with these three basis sets. In this study, the VEBE is defined as VEBE = E (anion cluster) − E (neutral cluster at anionic structure). A negative VEBE indicates that the anion is at least metastable with respect to the autodetachment of the excess electron. Since a finite basis set is used, a positive VEBE is less conclusive, suggesting the anion is unstable relative to the neutral cluster, but the excess electron may be confined by an inadequate basis set. The clusters with positive VEBE are not further investigated with CIM. By comparing VEBEs calculated using the aforementioned three basis sets, 6-31++G(d,p) was chosen for the CR-CC(2,3) and CIM calculations as a compromise between accuracy and computational cost. Due to the high computational cost, the full CR-CC(2,3) calculations were only done for those (H 2 O) n − clusters with n ≤ 7 that have a negative VEBE. For all clusters with negative VEBEs (Figure 1 ), the VEBEs were also calculated using CIM/CR-CC(2,3)/6-31++G(d,p) with default threshold settings.
There are three key threshold parameters in CIM that can alter the size of the subsystems and consequently affect the binding energy and the computational efficiency. Each occupied LMO φ i is taken to be a "central" LMO. An occupied LMO φ j is considered to be an "environmental" LMO for a specific central LMO φ i if the magnitude of the Fock matrix element, |⟨φ i |f |φ j ⟩|, is greater than the threshold ζ. So, the smaller the value of ζ, the more environmental LMOs are included and the larger the subsystem. The default value of ζ is 0.003. The central LMO φ i and the associated environmental LMOs {φ j } form an occupied LMO domain {I}. It is possible that all of the occupied LMOs in one domain are included in another larger domain. In that case, the two domains {I} and {J} are combined to form a composite domain {IJ}. The central LMOs of the larger domain {IJ} now contain two central LMOs, φ i and φ j . The second threshold parameter is a Mulliken population cutoff (ATMMLK). For each LMO φ i , all of the atoms in the entire system are ranked in the order of decreasing Mulliken orbital populations in φ i . A given LMO φ i is assigned to an atom if the Mulliken population on the atom in LMO φ i exceeds ATMMLK. The smaller ATMMLK is, the more atoms would be included in a subsystem. The default value of ATMMLK is 0.15. 25 Considering the diffuse nature of the solvated electron system, reducing the Mulliken charge cutoff may diminish the cost benefit of the CIM method. So ATMMLK = 0.15 is used in this study. Lastly, η is the threshold for selecting the unoccupied LMOs that are associated with a subsystem. The subsystem unoccupied LMOs are selected from the set of unoccupied LMOs of the extended subsystem. The larger the value of η, the more unoccupied orbitals will be retained. The definition and construction of the extended subsystem and the unoccupied LMOs are discussed in detail in ref 25 . The default value of η is set to 0.2. The values of ζ and η were chosen by predicting the VEBE for several small clusters that have a broad range of VEBEs. ζ is chosen to be 0.001, while η remains at its default value. CIM/CR-CC(2,3) calculations were then performed with the chosen set of parameters (ζ = 0.001, ATMMLK = 0.15, η = 0.2) for all clusters that have negative VEBEs.
To quantify the charge distributions of the anionic and neutral clusters, atomic charges were computed by fitting to the electrostatic potential at points that are selected according to an algorithm due to Spackman. 34 The differences in the atomic charges between anionic and neutral clusters were computed. All of the calculations were performed with the GAMESS electronic structure code. 35, 36 IV. RESULTS AND DISCUSSION The MP2 VEBEs of water clusters (H 2 O) n − , n = 2−7, 14, and 20, were examined using the three basis sets discussed in Section III (see Table 1 ) and compared with the previously calculated MP2/6-31(1+,3+)G* 15−17 VEBEs by Herbert et al. The 6-31(1+,3+)G* basis set, compared to the 6-31++G* basis, has two additional diffuse s functions on H atoms with their exponents decreased by a successive factor of 3.32. 15 The diffuse functions on H atoms have been shown to be crucial for the binding of the excess electron for weakly bound anionic clusters. 15 However, the 6-31(1+,3+)G* basis is not employed in the present study because the very large subsystems that are created may require more memory than is available on one processor [CR-CC(2,3) only runs in serial], in particular when the cutoff parameter ζ is reduced from 0.003 to 0.001 as discussed later in the paper. Note that the CIM method does not fragment the 2-and 3-water clusters with the 6-31(1+,3+)G* basis; consequently, the method reproduces the full system MP2/6-31(1+,3+)G* VEBE values. Table 1 Table 1 ) predicts that most of the clusters in Table 1 have positive VEBE. The Dunning correlation consistent aug-cc-pvTZ basis set does not produce negative VEBEs for the very small clusters and already becomes computationally demanding for 6-water clusters. Consequently, the 6-31++G(d,p) basis is chosen as a good compromise for the present work.
Herbert and Head-Gordon 15 noted that the magnitudes of the MP2 electron detachment energies are consistently ∼30 meV (0.69 kcal/mol) smaller than the corresponding CCSD-(T) values using the same basis set. The MP2 error is essentially independent of the magnitude of the binding energy or the structure motif. A similar conclusion can be drawn from the results in Table 2 for MP2 and CR-CC(2,3): the magnitudes of MP2 VEBEs are on average ∼0.67 kcal/mol lower than the CR-CC (2, 3) values. This observation is important for the present study, since MP2 VEBEs for larger clusters can provide good benchmarks for CIM/CR-CC(2,3) and can therefore be used to obtain estimated CR-CC(2,3) VEBE values when CR-CC(2,3) is too challenging for the entire system. The MP2 and CR-CC(2,3) VEBEs calculated with the 6-31+ +G(d,p) basis set are compared in Table 3 . The CR-CC(2,3) VEBE values of the clusters with n ≥ 8 are estimated by adding −0.67 kcal/mol to the corresponding MP2 values. These estimated CR-CC(2,3) VEBEs are in italics to emphasize that they are only used as a guideline. The clusters that have positive VEBE in Table 1 do not appear in Table 3 . The VEBE calculated using CIM/CR-CC(2,3) is also tabulated in Table 3 . The percent error (% error) is used to assess the quality of the results rather than the absolute errors. The % errors are calculated as [CIM/CR-CC(2,3) VEBE − CR-CC(2,3) VEBE]/CR-CC(2,3) VEBE. With the use of the CIM default ζ = 0.003, the predicted VEBEs are in poor agreement with the benchmark VEBEs, with an average % error of 76%. Relative to CR-CC(2,3) VEBEs, the RMS error of CIM/CR-CC(2,3) (ζ = 0.003) is 23.65 kcal/mol, 2 orders of magnitude larger than that of MP2 (0.68 kcal/mol). Moreover, there seems to be no pattern as to whether the error over-or underestimates the VEBE. The default CIM threshold parameters were originally benchmarked 25 mainly using neutral systems (alkanes, water clusters), and they appear to be inadequate for delocalized anionic systems like (H 2 O) n − . As mentioned in Computational Details, some threshold parameters may influence the construction of subsystems and consequently the CIM correlation energy. To find the optimal values of these parameters, small clusters with large VEBE errors are examined by varying ζ and η. Table 4 presents the VEBEs for the 4w.a, 5w.d, and 5w.e clusters calculated at different ζ values. At ζ = 0.003, CIM/CR-CC(2,3) produces VEBEs that deviate significantly from the CR-CC(2,3) results. For ζ = 0.002, some improvement can be seen, although the results are still far from satisfactory. ζ = 0.001 yields much improved VEBEs. The RMS errors for the three clusters in Table 4 are reduced from 4.99 kcal/mol for ζ = 0.003 to 0.58 kcal/mol for ζ = 0.001. For ζ = 0.003 or 0.002, CIM generates 4 subsystems for both the anionic and neutral 5w.e cluster, while for ζ = 0.001, CIM generates only one subsystem for both anionic and neutral 5w.e clusters. Therefore, the computed CIM/CR-CC(2,3) VEBE is identical to the CR-CC(2,3) VEBE. The anionic 5w.d cluster is also not fragmented. This lack of fragmentation means that CIM recognizes that this cluster is too delocalized to fragment. Table 5 illustrates that there is little dependence of the predicted VEBE for the 6w.5 cluster on changes in the parameter η. The CIM/CR-CC(2,3) calculations reported in Table 3 were also performed with ζ = 0.001 and other parameters kept at their default values. Two observations can be made immediately. First, the average percent error decreases from 76% to 15%. Second, the CIM/CR-CC(2,3) method with ζ = 0.001 almost always underestimates the VEBE. The RMS error of CIM/CR-CC(2,3) with ζ = 0.001 is 2.34 kcal/mol, about 10 times smaller than that with ζ = 0.003. Recall that ζ is the cutoff value for the quantity |⟨φ i |f |φ j ⟩|. The off-diagonal elements of the Fock matrix in the LMO basis give a measure of the overlap between different LMOs. For anionic water clusters, the singly occupied LMO (SOLMO) is still relatively diffuse over several water molecules and overlaps with many LMOs. The quantity |⟨φ i |f |φ j ⟩| between the SOLMO and other LMOs can be relatively small (<0.003), yet there are many pairs of LMOs with such small |⟨φ i |f |φ j ⟩|, accumulating to a non-negligible contribution to the total correlation energy.
The MP2/6-31++G(d,p) and CR-CC(2,3)/6-31++G(d,p) electron correlation contributions to the VEBE are shown in Table 6 . The MP2/6-31++G(d,p) VEBE electron correlation contribution is ∼0.67 kcal/mol smaller in magnitude than that obtained with CR-CC(2,3)/6-31++G(d,p) for n ≤ 7. This is expected since MP2 and CR-CC(2,3) use the same HF reference wave function. The CR-CC(2,3) VEBE correlation contributions for n > 7 are therefore estimated by adding −0.67 kcal/mol to MP2 correlation energies and are listed in italics. By comparing to the VEBEs listed in Table 3 , one can see that the correlation energy is crucial for the binding of the excess electron. For small clusters (n = 2−5), the excess electron will not bind at the Hartree−Fock level. For most of the 6-and 7-water clusters, the VEBEs come almost entirely from electron correlation. As the cluster size increases, the percentage contribution of electron correlation to the VEBE decreases. However, the correlation effect is still a significant portion of the VEBE, with the smallest contribution among the clusters examined here being ∼20% for the 12w.1 cluster. The variation of the correlation energy contributions with the size of the system is much smaller than the variation of VEBEs with the size of the cluster and different configurations of the same size.
The CIM/CR-CC(2,3) errors for the total VEBE and the correlation contributions compared to the corresponding CR-CC(2,3) values [CIM/CR-CC(2,3) − CR-CC(2,3)] are also tabulated in Table 6 . The errors in the VEBE come entirely from the correlation energy errors. This is because CIM splits the electron correlation energies into contributions from subsystems, but the reference HF energy is calculated for the entire system.
Unfortunately, examination of the entries in Table 6 does not reveal a clear relationship between the cluster size and the correlation energy errors of (H 2 O) n − and (H 2 O) n . The signs of the errors are almost always positive (CIM correlation energies are less negative) which means (not surprisingly) that CIM tends to underestimate the correlation energies. The error in the calculated VEBE depends, of course, on the relative errors in the anion and in the corresponding neutral cluster. If both anionic and neutral clusters have similar errors with the same sign (both large errors or both small errors), the resulting VEBE error is small; for example, 6w.1 and 6w.2. An interesting example is the cluster 6w.e: upon decreasing ζ from 0.003 to 0.001, the correlation energy errors for both the anionic and neutral clusters decrease. However, the improvement of the anion correlation energy is much less than that of the neutral cluster, so the ζ = 0.001 VEBE error is larger than that for 0.003. In most cases, the errors of the neutral clusters are smaller since the electron distributions in the neutral clusters are more localized. The majority of the clusters have the same number of subsystems generated by CIM for the anion and its neutral counterpart. Of course, the LMO composition of the anion and neutral subsystems do not necessarily match. Hence, the difference between the anionic and neutral correlation errors is a manifestation of the difference in the degree of localization (or delocalization). In the present work, the biggest difference in the number of subsystems between an anion and the corresponding neutral is three for 5w.4 and 8w.2. The excess electron charge distribution can be studied by taking the difference between the atomic charges of the anionic and neutral clusters that are computed by fitting to their electrostatic potentials. 34 Of course, there is no unique way to define atomic charges. So, these atomic charges should be viewed as qualitative indicators for understanding the CIM subsystems. Consider, for example, 6w.5. The atomic charge difference is shown in Figure 2a . The excess electron, indicated by negative charge differences on atom centers, is essentially evenly distributed over the hydrogen atoms that point into the cavity, while the other hydrogen atoms that form the hydrogen network are hardly changed, behaving like "spectrators". This particular "internally solvated" anionic cluster would naturally be considered to be one open-shell system and requires no further fragmentation. In fact, such delocalized systems would be extremely difficult, if not impossible, to deal with for any fragmentation scheme because fragmentation approaches are based on the locality of the chemistry. The excess electron distribution polarizes the OH bonds pointing toward the cavity. The anion oxygen atoms become slightly more positively charged compared to their neutral counterparts. A sensible fragmentation should include both the hydrogen atoms pointing into the cavity and all of the polarized oxygen atoms. Figures 2b and 2c show the CIM fragmented subsystems of the anion using ζ = 0.003 and ζ = 0.001, respectively. Each of the subsystems in Figure 2b encompasses three water molecules on one side and the three mostly negatively charged hydrogen atoms on the other side, while the subsystems in Figure 2c also include the three oxygen atoms on the other side, leaving out three "spectrator" hydrogen atoms on the other side. Larger subsystems should improve the results in general. In this case, all six OH bonds equally polarized by the excess electron are included in each subsystem in Figure 2c . The number of subsystems is also reduced in Figure 2c relative to Figure 2b . Anionic isomers are commonly categorized as "internal" or "cavity" states or "surface" states, as well as "diffuse" states, depending on the excess electron distribution. 37−40 Examination of the singly occupied (SO) LMO for all of the clusters in this study indicates that the SOLMO of most clusters is "surface" localized with varying depths of penetration into the interior of the clusters. There appears to be no strong correlation between the binding motifs and the CIM VEBE error. For both 12w and 14w clusters, there is one cavity state isomer and one surface state isomer. The SOLMO for 12w.1 and 12w.a are plotted in Figure 3 with a contour value of 0.015 au. The excess electron is internally localized in 12w.1 (cavity state) and "surface" localized in 12w.a (surface state). The VEBE of the cavity state is three times that of the surface state, yet the CIM/CR-CC(2,3) predicted VEBEs have similar percentage errors for both states. For the 14w isomers, although the percentage error of the surface isomer appears much larger (18%), the absolute error is still less than 3 kcal/ mol. The lack of strong correlation between the binding motif and the VEBE error is understandable since the fragmentation procedure does not depend on the location of the individual LMOs. It is the overlap between the LMOs that matters for the correlation energy. However, the effect on the predicted VEBE for ζ = 0.003 versus ζ = 0.001 is larger for cavity states than it is for surface states. For example, the SOLMO of 14w.a ( Figure  4a ) mainly resides on the surface toward the exterior of the cluster with small overlap with other LMOs, whereas the SOLMO of 14w.b (Figure 4b ) penetrates much more into the interior. The percentage error hardly changes for the surface state isomer 14w.a and is reduced dramatically for the internal state isomer 14w.b upon reducing the parameter ζ = 0.003 to ζ = 0.001. As mentioned above, this observation is a result of the accumulation of small correlation contributions from many SOLMO−LMO pairs in the cavity state.
In terms of the computational cost, the effect of changing ζ from 0.003 to 0.001 is manifested in two ways. The sizes of most of the subsystems increase, and the number of subsystems may change. The magnitude of the increase in the computational demand varies from system to system. Using 14w.a and 14w.b again as examples, the replicated memory requirement for each subsystem is reported in Table 7 in units of 1 megaword where a word is defined as 64 bits. One can see that almost all of the subsystems of 14w.a and 14w.b increase in size when ζ decreases, but the change of ζ impacts 14w.b subsystems much more than in 14w.a. 14w_n indicates the neutral counterparts of the anions. The fact that the increase in computational demand for the neutral cluster 14w_n.b is much less compared to that of 14w.b is again a demonstration of the difference in the degree of localization between the anion and the neutral.
The CIM method significantly reduces the memory requirement compared to an ab initio calculation of the whole system. For example, a CR-CC(2,3)/6-31++G(d,p) calculation of 7-water clusters requires ∼1378 megawords while the largest subsystem of 7-water clusters require ∼480 megawords, and many other subsystems need less than 100 megawords. For 20-water clusters, MP2/6-31++G(d,p) requires ∼4776 megawords (serial calculation), while a CIM/CR-CC(2,3) using the same basis set requires 447 megawords for the largest subsystem and ∼97 megawords on average. So, even though empirically corrected MP2 calculations do very well for the VEBE, the reduced CIM/CR-CC(2,3) memory requirements will allow calculations on much larger clusters. In addition, such empirical corrections may not be available for all properties of interest.
V. CONCLUSIONS AND OUTLOOK
The excess electron in finite anionic water clusters is diffuse, and electron correlation plays an important role in the binding of the excess electron to the water clusters, especially smaller clusters (2−5 water molecules). The cluster-in-molecule (CIM) method in combination with CR-CC(2,3) is assessed in this study in terms of the accuracy of VEBE for anionic water clusters in the range of 4−20 water molecules. The use of LMO domains for dividing the whole system provides the ease of a "black-box" type calculation with just three threshold parameters. Setting the threshold parameter ζ to 0.001 provides reasonably accurate VEBEs at an affordable computational expense. The improvement gained by setting ζ to 0.001 suggests that the correlation contribution from the pairs of LMOs with small overlaps is non-negligible. At present, the CIM method in GAMESS is a sequential code. However, the implementation of a distributed parallel code is in progress. Such a parallel code will considerably reduce the computational cost of CIM calculations. The CIM/CR-CC(2,3) method may be a viable alternative approach for obtaining benchmarking numbers for model potential methods when traditional coupled-cluster theory calculations for the entire system are difficult or impossible.
It has been demonstrated that the correlation energy is crucial for the binding of the excess electron. For small clusters the excess electron will not bind at the Hartree−Fock level. For most of the 6-and 7-water clusters, the VEBEs come almost entirely from electron correlation. As the cluster size increases, the percentage contribution of electron correlation to the VEBE decreases. However, the correlation effect is still a significant portion of the VEBE. There is a lack of strong correlation between the binding motif and the VEBE error, understandable since the fragmentation procedure does not depend on the location of the individual LMOs. It is the overlap between the LMOs that matters for the correlation energy.
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