Mendeteksi Anomali Menggunakan Algoritma Holt-Winters berdasarkan Tingkat Keyakinan dari Teorema Bayes by AQMARINA QISTHY ADHANI
  
Mendeteksi Anomali Menggunakan Algoritma Holt-Winters berdasarkan Tingkat 
Keyakinan dari Teorema Bayes 
Anomaly Detection using Holt-Winters’s Algorithm based on the Level Probability from Bayes’s 
Theorem 
 
Aqmarina Qisthy Adhani1, Yudha Purwanto2, I. N Apraz Ramatryana3 
 
1,2Prodi S1 Sistem Komputer, 3Prodi S1 Teknik Telekomunikasi, Fakultas Teknik Elektro, Universitas Telkom 
1 qisthy@telkomuniversity.ac.id, 2 omyudha@telkomuniversity.ac.id, 3ramatryana@telkomuniversity.ac.id 
 
 
Abstrak 
 
Trafik bisa diartikan sebgai suatu informasi yang berpindah dari trtansmitter ke receiver. Jaringan trafik tidak bisa 
dipastikan secara akurat kapan terjadinya suatu keadaan dilyar batas normal trafik terebut. Dalam penelitian ini dilakukan 
pendeteksian anomali yang terjadi pada masa yang akan datang pada suatu jaringa menggunakan algoritma Holt-Winters. 
Algortima ini membutuhkan minimum satu deret data dalam satu musim sebelumnya, untuk memprediksi musim 
berikutnya. Hasil prediksi yang dihasilkanpun tidak akan menyamai dengan jumlah deret data yang sebelumnya 
dikarenakan sistem yang dihasilkan akan menurun tingkat keakuratannya. Bisa dilihat pada hasil bahwa deret data hasil 
prediksi ini mempunyai nilai akurasi sebesar untuk ftp 91%, untuk ftp-data 89% dan untuk telnet 88%. 
  
Kata kunci : Trafik, Prediksi Anomali, Algoritma Holt-Winters, Exponential Smoothing, Teorema Bayes 
 
Abstract 
Traffic could be an information that moves from the transmitter to the receiver. Network traffic cannot be 
ascertained accurately when will the circumstance increase beyond normal limits. This research predicting the Anomaly 
in a network using the Holt-Winters Algorithm. This Algorithm is using exiting Anomaly data on that network to recount 
and to predict when will the Anomaly comes again. The result of prediction isn’t as the same as the amount of the 
previous data series, it is because of the system’s value of accuration will decreasing. As you can see that the results of 
the prediction of data series of ftp has the accuration 91%, ftp-data 89% and telnet 88%. 
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1.    Pendahuluan  
 
Berkembangnya secara pesat dalam dunia jaringan internet dapat memberikan dampak positif dan negatif. 
Salah satu dampak negatif dari berkembangnya dunia internet adalah bagian keamanan pada jaringan internet. 
Keamanan jaringan merupakan suatu yang sering dilupakan oleh pengguna. Internet sering dianggap aman oleh 
pengguna, padahal dari internetlah attacker bisa berkembang dan mengambil informasi yang pengguna punya. 
Keamanan sistem dan jaringan juga mempunyai banyak jenisnya, salah satunya bisa melalui IDS (Intrusion 
Detection System). 
IDS merupakan sebuah sistem atau fasilitas yang dibuat untuk mendeteksi trafik jaringan. Tugasnya adalah 
untuk mendeteksi aktivitas yang mencurigakan dan diterapkan dalam Anomali-based Detection yang bekerja 
dengan cara membandingkan sebuah kegiatan yang dipantau dengan sebuah kegiatan yang sudah dianggap 
normal. Namun, mempunyai kekurangan IDS hanya bisa mendeteksi sebuah serangan tersebut tanpa bisa 
mencegah dan mengatasi. Untuk mendeteksi kapan terjadinya anomali trafik, dibutuhkan suatu algoritma 
sendiri. Banyak algoritma-algoritma yang dapat digunakan, salah satunya Algoritma Holt-Winters. 
Untuk mendeteksi anomali, Algoritma Holt-Winters mengambil data pada suatu sistem jaringan yang sudah 
ada. Dengan mengambil data dari data trafik sebelumnya, algoritma bisa memperkirakan kapan terjadinya 
anomali trafik di masa yang akan datang. Parameter keberhasilan dari pendeteksian anomali menggunakan 
Algoritma Holt-Winters ini berupa nilai akurasi yang tinggi yang dihitung menggunakan Teorema Bayes. 
Harapan dari penelitian ini adalah terbentuknya sebuah sistem jaringan yang bisa mendeteksi dan memprediksi 
anomali dengan cepat dan akurat. 
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2.    Dasar Teori  
2.1.  Algoritma Holt-Winters 
 
Algoritma Holt-Winters untuk forecasting dibuat oleh P.R. Winters.[6] Algoritma ini memungkinkan 
untuk memperhitungkan pola musiman. Algoritma itu sendiri terdiri dari dua metode: exponential smoothing 
dan holt’s method. Dalam eksponensial, tidak akan mengambil nilai trend dan nilai musim untuk 
diperhitungkan. Sedangkan dalam metode holt’s menghitung nilai tren tetapi  bukan nilai musimnya. Tambahan 
untuk holt’s, algoritmanya mempunya persamaan untuk menghitung efek musim tersebut. Algoritma ini 
merupakan metode yang dapat menangani faktor musiman dan unsur kecenderungan yang muncul secara 
bersamaan pada deret data[19]. 
Algoritma Holt-Winters merupakan sebuah algoritma yang mutakhir yang menggunakan 
eksponensial. [7] Algoritma ini memperlihatkan bahwa time series bisa dibagi menjadi tiga yaitu[20]:  
1. Nilai ramalan (α), alpha merupakan parameter yang mengontrol nilai smoothing pada pengamatan yang 
dilakukan. Jika nilai alpha mendekati 1 maka hanya pengamatan baru yang digunakan, sebaliknya jika 
alpha mendekati 0 maka pengamatan lain yang dihitung. 
2. Nilai kemiringan slope (β), beta merupakan parameter yang mengontrol nilai smoothing pada pengamatan 
yang baru untuk meramalkan kemunculan unsur kecenderungan atau  unsur trend. Nilai beta berkisar dari 
0 sampai 1. 
3. Nilai efek musiman (𝛾), gamma merupakan parameter yang mengontrol nilai smoothing pada pengamatan 
yang baru untuk meramalkan kemunculan unsur musiman. Nilai gamma berkisar dari 0 sampai 1. 
 
2.2.  Algoritma Holt-Winters Multiplikatif 
 
 Digunakan untuk variasi data musiman dari data deret waktu yang mengalami fluktuasi atau 
mengalami pengingkatan atau penurunan. Model ini cocok untuk memprediksi deret berkala dimana 
amplitude pola musimannta proposional dengan tingkatan deret data[21]. 
 
  
 
 
 
   
 
 
 
 
Gambar 2.1 Contoh pola model multiplikatif 
 
Pada akhir period ke-t, nilai ramalan untuk peroide(t+k) diperoleh dari persamaan: 
𝑌௧ା௞ =  𝐿௧ + 𝑘𝑇௧ + 𝑆௧ା௞ି௖  
𝑌௧ = Nilai yang ingin diramalkan 
𝐿௧  = Pemulusan eksonensial pada tahun ke-t 
𝑇௧  = Pemulusan unseur kecenderungan pada tahun ke-t 
𝑆௧  = Pemulusan faktor musiman 
  c = Panjang musiman (c=3, c=4, c=6 dst.) 
  k = Periode waktu yang akan diramalkan 
 
Dan nilai smoothingnya sebagai berikut: 
1. Dengan rumus nilai pemulusan keseluruhan (level): 
𝐿௧ = ∝
௒೟
ௌ೟ష೎
+ (1−∝)(𝐿௧ିଵ +  𝑇௧ିଵ)  
𝐿௧  = Pemulusan eksonensial pada tahun ke-t 
  𝐿௧ିଵ = Pemulusan eksonensial pada tahun ke-t-1 
  𝑇௧  = Pemulusan unseur kecenderungan pada tahun ke-t 
  𝑇௧ିଵ = Pemulusan unseur kecenderungan pada tahun ke-t-1 
  𝑦௧  = Data ke-t 
∝ = Konstanta pembobot pemulusan nilai eksponensial (0 sampai 1) 
  𝑆௧  = Pemulusan faktor musiman 
  c = Panjang musiman (c=3, c=4, c=6 dst.) 
 
2. Dengan rumus nilai kecenderungan (trend): 
𝑇௧ =  𝛽(𝐿௧ − 𝐿௧ିଵ) + (1 − 𝛽) 𝑇௧ିଵ  
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Dimana: 
𝛽 = Konstanta pembobot pemulusan nilai kecenderungan atau nilai trend (0 sampai 1) 
  𝐿௧  = Pemulusan eksonensial pada tahun ke-t 
  𝐿௧ିଵ = Pemulusan eksonensial pada tahun ke-t-1 
  𝑇௧ = Pemulusan unseur kecenderungan pada tahun ke-t 
  𝑇௧ିଵ = Pemulusan unseur kecenderungan pada tahun ke-t-1 
 
3. Dengan rumus nilai pemulusan musiman (seasonal): 
𝑆௧ =  𝛾
௒೟
௅೟
+ (1 − 𝛾) 𝑆௧ି஼   
Dimana: 
  𝑦௧ = Data ke-t 
  𝐿௧  = Pemulusan eksonensial pada tahun ke-t 
  𝑆௧  = Pemulusan faktor musiman 
  c = Panjang musiman (c=3, c=4, c=6 dst.) 
𝛾 = Konstanta pembobot pemulusan nilai musiman (0 sampai   1) 
 
Besarnya nilai alpha, beta dan gamma yakni diantara 0 sampai 1 yang ditentukan secara subyektif atau 
dengan meminimalkan nilai kesalahan dari peramalan tersebut[13]. 𝑆௧ି௖ merupakan nilai estimasi 
factor musiman, dan c adalah panjang musiman. 
 
2.3.  Proses Inisialisasi 
 Proses inisialisasi atau penentuan awal nilai pada peramalan pada metode Holt-Winters ini diperlukan paling 
sedikit satu deret data atau satu informasi data musiman lengkap yatu nilai c periode untuk menentukan estimasi awal 
nilai musiman 𝑆௧ି஼ , dan juga unutk meramal faktor kecenderungan atau faktor trend dari suatu periode ke periode 
selanjutnya[21]. 
Untuk model multiplikatif nilai awal yang digunakan hampir semua sama, kecuali pada bagian penghalusan 
musiman, yaitu: 
𝑙௞ =  
௫ೖ
ௌబ
  
Dimana: 
𝑆଴ = Nilai awal pemulusan eksponensial. 
𝑦௧  = Data ke-t 
c = Panjang musiman (c=3, c=4, c=6 dst.) 
Nilai awal untuk pemulusan nilai kecenderungan atau nilai trend, yaitu: 
𝑏଴ =
ଵ
௟
 (௫೟షభି௫భ
௟
+ ௫೟షమି௫మ
௟
+ ⋯ + ௫೟ష೗ି௫೗
௟
  
Dimana: 
𝑏଴ = Nilai awal faktor kecenderungan aau nilai trend. 
𝑦௧  = Data ke-t 
c = Panjang musiman (c=3, c=4, c=6 dst.) 
Nilai awal untuk pemulusan musiman, yaitu: 
𝑙௞ =  𝑥௞ −  𝑆଴  
Dimana: 
𝑙௞ = Nilai awal untuk faktor musiman ke-k. 
𝑦௧  = Data ke-t 
k = Periode musiman musiman (k=1,2,3…c.) 
𝑆଴ = Nilai awal pemulusan eksponensial. 
 
2.4.  Ketetapan Penerapan Algoritma 
 
 Keakuratan nilai alpha, beta, dan gamma juga harus dihitung guna menjadi penguatan bahwa nilai itu adalah 
yang terbaik dan mempunyai nilai presentasi error yang paling kecil. Untuk mengukur nilai keakuratan dari setiap model 
peramalan, dapat didapatkan dengan membandingkan nilai aktual dengan nilai yang diprediksikan. Untuk tingkat 
akurasinya dapat diukur dari nilai berikut: 
1. Mean Absolute Persentage Error (MAPE) 
Merupakan rata presentasi kesalahan pertama dari beberapa periode yang diramalkan. Semakin kecil 
nilai MAPE, semakin baik tingkat akurasi prediksinya. 
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𝑀𝐴𝑃𝐸 =  ଵ଴଴
௡
∑ (௬೟ି௬
ᇲ
೟)
௒௧
௡
௧ୀଵ  … (2.16) 
Dimana: 
𝑌௧ = Nilai observasi 
𝑌′௧ = Nilai peramalan 
 
 
2.5.   DARPA 1998 
 
 Data set DARPA 1998 dikumpulkan oleh The Cyber Systems and Technology Group yang sebelumnya 
dinamakan the DARPA Instrusion Detection Evaluation Group dari MIT Lincoln Laboratory, dibawah pengawasan dan 
disponsori oleh Defense Advanced Research Projects Agency (DARPA ITO) dan Air Force Research Laboratory 
(AFRL/SNHS). Mereka mengumpulkan data tersebut selama sembilan minggu kurang lebih terdiri dari 4,8juta rekaman 
trafik, yang didalamnya mengandung 22 jenis intrusi yang dikelompokan menjadi empat katagori utama yaitu, Remote 
to User, User to Root, DOS(Denial of Service), dan Probes. Data yang mereka kumpulkan dan telah didistribusikan 
menjadi standar corpora pertama untuk mengevaluasi sistem intrusi jaringan komputer. Data set ini mempunyai format 
output TCPDump pada Local Area Network (LAN) yang didalamnya hampir mirip dengan jaringa pada angkatan udara 
USA yang disimulasikan. Mereka juga berkoordinasi dengan Laboratorium Penelitian Angkatan Udara, yang evaluasi 
formal, berulang, dan secara statistic signifikan dari sistem deteksi imtrusi. Data set ini sudah menjalani evaluasi pada 
tahun 1998 dan 1999 [4].  
 
2.6. Teorema Bayes 
 
Teorema Bayes dikemukakan oleh seorang pendeta Presbyterian Inggris pada tahun 1763 yang bernama Thomas 
Bayes. Teorema Bayes ini kemudian disepurnakan oleh Laplace. Teorema Bayes digunakan untuk menghitung 
probabilitas terjadinya suatu peistiwa berdasarkan pengaruh yang didapat dari hasil observasi.  Teorema ini menerangkan 
hubungan antara probabilitas terjadinya peristiwa A dengan syarat peristiwa B telah terjadi dan probabilitas terjadinya 
peristiwa B dengan syarat peristiwa A telah terjadi. Teorema ini didasarkan pada prinsip bahwa tambahan informasi 
dapat memperbaiki probabilitas.[8] 
 Formula Bayes berdasarkan probabilitas statistika[9]: 
𝑃(𝐵|𝐴) = ௉(஺஻)
௉(஺)
… (2.18) 
 
Rumus probabilitas diatas menunjukan bahwa event B setelah event A, untuk mengestimasi kejadian diluar event 
diatas maka: 
 
𝑃(𝐵௜|𝐴) =
௉൫𝐴ห𝐵௜൯௉(஻೔)
∑ ௉൫𝐴ห𝐵௜൯೙೔సభ ௉(஻೔)
 … (2.19) 
 
3.     Pembahasan 
3.1.  D e skr i ps i  S i st e m 
 
 
Gambar 3.1 Diagram Umum Sistem 
 
Dari data set DARPA 1998 kemudian dilakukan analisis terhadap semua protokol yang ada pada data Second Week 
Truth. Dalam analisis tersebut akan mempelajari apakah data set DARPA 1998 ini bisa digunakan untuk Holt-Winters, 
dengan mengecek kedatangan anomali pada satu hari tersebut. Kedatangan anomali kemudian direpresentasikan dengan 
grafik pada Matlab untuk dilihat alur dan pola kedatangannya apakah pola tersebut mempunyai unsur-unsur yang 
diperlukan pada algoritma Holt-Winters. 
Setelah dilakukan Analisa dan memastikan data set DARPA bisa dipakai, keluaran data yang sudah dianalisis 
di masukan ke dalam Algoritma Holt Winters pada Matlab. Keluaran dari Algoritma tersebut merupakan penambahan 
garis pada grafik yang sudah dianalisis yang merepresentasikan nilai prediksi dari Algoritma tersebut. Pengujian yang 
dilakukan merupakan pengetesan sistem pada alpha, beta dan gamma untuk mendapatkan hasil nilai MAPE (Mean 
Absolute Precentage Error) yang minimum agar mendapatkan nilai prediksi yang akurat juga dengan pengujian seberapa 
banyak data tersebut bisa efektif diprediksi. Hasil dari sistem juga dilakukan pengecekan kembali pada nilai akurasi agar 
lebih akurat dengan menggunakan Teorema Bayes yang akan menghasilkan persentase dari keberhasilan sistem tersebut.  
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3 .2 .  Per an cangan  S i st em 
 3 . 2 .1 .  Algoritma Holt-Winters 
 
 
Gambar 3.2 Diagram Alir 
1. Sistem mengambil data dari data set DARPA 1998. 
2. Setelah sistem mengambil data pada hari Senin, maka sistem akan menganggap bahwa data tersebut merupakan 
data inisialisai atau data yang menjadi acuan untuk memprediksi deret data yang selanjutnya. 
3. Deret data tersebut akan dianalisis dan memilih mana data yang termasuk dengan parameter yang digunakan 
dalam algoritma Holt-Winters yaitu mencari deret data yang sesusai seperti pola nilai keseluruhan, nilai trend 
dan nilai musimannya.  
4. Deret data kemudian di masukan ke rumus penunjang parameter Holt-Winters dengan urutan, nilai pemulusan 
keseluruhan, nilai pemulusan trend dan nilai pemulusan keseluruhan untuk pada akhirnya akan di masukan ke 
dalam rumus Holt-Winters. 
5. Proses pencarian nilai alpha, beta, dan gamma agar nilai MAPEnya kecil dan hasil prediksi yang akurat. Nilai 
alpha merepresentasikan nilai pemulusan level keseluruhan, nilai beta merepresentasikan nilai pemulusan trend, 
dan nilai gamma merepresentasikan nilai pemulusan musiman. 
6. Setelah mendapatkan nilai alpha, beta, dan gamma yang pas, deret data di masukan pada rumus prediksi Holt-
Winters untuk mengetahui nilai prediksi deret data yang akan datang dan banyaknya anomali yang akan datang. 
7. Deret data yang sudah diprediksi akan dibandingkan dengan deret data yang asli untuk mendapatkan nilai 
akurasi dari prediksi yang telah dilakukan menggunakan Teorema Bayes. 
 
 
Gambar 3.4 Flowchart pencarian Alpha, Beta, Gamma dan nilai MAPE 
1. Parameter alpha bernilai dari 0 sampai 1. 
2. Parameter beta bernilai 0 sampai 1. 
3. Parameter gamma bernilai 0 sampai 1. 
4. Hitung MSE untuk mencari nilai eror presentasi yang terkecil untuk meminimalisir  nilai deret data agar  nilai 
akurasinya tinggi dan deret data prediksi menjadi akurat. 
5. Simpan nilai MSE. 
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6. Nilai alpha dihitung dari 0 sampai dengan 1 dengan kenaikan 0.1 di setiap iterasinya. Dengan nilai beta dan 
gamma sama dengan 0. 
7. Nilai beta dihitung dari 0 sampai dengan 1 dengan kenaikan 0.1 di setiap iterasinya. Dengan nilai gamma 0 dan 
nilai alpha yang sudah dilakukan iterasi. 
8. Nilai gamma dihitung dari 0 sampai dengan 1 dengan kenaikan 0.1 di setiap iterasinya. 
9. Menampilkan nilai MAPE yang terkecil berdasarkan nilai MAPE yang sudah dihitung selama proses iterasi 
yang dilakukan sebelumnya. 
 
4.    Pengujian dan Analisis 
4.1 Analisis FTP 
Dengan menggunakan data dari dua minggu belakangan untuk mendapatkan hasil prediksi satu 
minggu, mendapatkan alpha sebesar 1,0, beta sebesar 0,1 dan gamma sebesar 0,1 berdasarkan nilai MAPE yang 
terkecil. Dengan nilai akurasi sebesar 91%. 
 
 
 
 
 
 
 
 
 
 
 
 
Gambar 4.1 Grafik Ftp 
4.2 Analisis Ftp-data 
Dengan menggunakan data dari dua minggu belakangan untuk mendapatkan hasil prediksi satu 
minggu, mendapatkan alpha sebesar 0,9, beta sebesar 0,1 dan gamma sebesar 1,0 berdasarkan nilai MAPE yang 
terkecil. Dengan nilai akurasi sebesar 89%. 
 
Gambar 4.1 Grafik Ftp-data 
 
4.3 Analisis Telnet 
Dengan menggunakan data dari dua minggu belakangan untuk mendapatkan hasil prediksi satu 
minggu, mendapatkan alpha sebesar 0,9, beta sebesar 0,1 dan gamma sebesar 1,0 berdasarkan nilai MAPE yang 
terkecil. Dengan nilai akurasi sebesar 88%. 
 
 
 
 
 
 
 
 
 
 
 
 
 
Gambar 4.3 Grafik Telnet 
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4.4 Teorema Bayes 
 
Dengan menggunakan peluang kejadian dari anomali terhadap normal, maka akan menghasilkan level 
keyakinan terjadinya anomali setelah trafik normal. Tabel 4.4 menunjukan hasil perhitungan dari teorema bayes, 
dengan service ftp menghasilkan probabilitas sebesar 0,52, service ftp-data sebesar 1,3 dengan arti service ftp-data 
ini mengandung lebih banyak anomali daripada normalnya, service telnet menghasilkan propabilitas sebesar 0,48. 
Dalam perhitungan teorema bayes ini sudah dipilih standar deviasi dengan nilai akurasi terbaik, hasil dari 
propabilitas pada teorema merupakan hanya mendeteksi label normal atau anomalinya saja, bukan dari rate atau 
nilai klasifikasinya. 
Tabel 4.1 Teorema Bayes 
Teorema Bayes 
A=anomali    
B=Normal    
 ftp ftp-data telnet 
probability anomali 0.51 0.72 0.49 
probability normal 0.49 0.27 0.51 
total kejadian 100 100 100 
P(B|A) 0.5 0.5 0.5 
P(A|B) 0.520408 1.333333 0.480392 
 
 
5.    Kesimpulan dan Saran 
5.1. Kesimpulan 
Dari hasil yang didapatkan dari penelitian ini, didapatkan kesimpulan sebagai berikut: 
1. Laju trafik yang dianggap anomali merupakan bergantung kepada nilai rata-rata dan nilai standar deviasi. 
Yang dikatakan anomali pada laju trafik merupakan laju trafik yang melebihi dari nilai maksimum dari 
standar deviasi, 
2. Penggunaan dataset yang berbeda sangat mempengaruhi hasil dari prediksi ini, bahkan jika menggunakan 
jam yang berbeda pula bisa mempengaruhi hasil dari prediksi. Semakin terlihat bentuk musiman dan 
trendnya semakin tinggi tangkat akurasi dari Algoritma Holt-Winters. 
3. Nilai Treshold mempengaruhi keakuratan dari sistem ini, nilai threshold harus menyesuaikan sistem dan 
dan diperlukannya training data untuk mendapatkan nilai yang tepat. 
4. Semakin tinggi alpha akan menunjukan semakin baik hasil prediksi, terlihat dengan nilai MAPE yang 
semakin mengecil. Untuk itu dilakukan percobaan kenaikan alpha yang lebih akurat dengan parameter beta 
dan gamma yang lebih kecil.  
5. Algoritma Holt-Winters hanya bisa memprediksi data dalam jangka waktu yang pendek, dalam penelitian 
ini sistem hanya bisa berfungsi jika akan memprediksi deret data maksimal 50% dari deret data yang sudah 
ada. 
 
5.2. Saran 
Saran untuk penelitian selanjutnya adalah: 
1. Penggunaan dataset sebagai inputan tidak hanya berpatokan pada trafik normal dan anomali saja, namun 
menggunakan dataset tersebut sehingga bisa mendeteksi apakah anomali tersebut flash crowd atau DDoS. 
2. Penggunaan dataset sebagai inputan tidak hanya berpatokan pada laju trafik normal atau anomali saja, 
namun menggunakan dataset tersebut sehingga dapat mendeteksi apakah anomali tersebut merupakan 
serangan. 
3. Penggunaan Dataset World Cup untuk membandingkan hasil prediksi holt-winters. Karena Dataset World 
Cup dapat mempunyai unsur musiman yang lebih baik daripada Dataset DARPA. 
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