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ABSTRACT
Context. The Sun is a highly dynamic environment that exhibits dynamic behavior on many different timescales. Variability is ob-
served both in closed and in open field line regions in the solar corona. In particular, coronal holes exhibit temporal and spatial
variability. Signatures of these coronal dynamics are inherited by the coronal hole wind streams that originate in these regions and
can effect the Earth’s magnetosphere. Both the cause of the observed variabilities and how these translate to fluctuations in the in situ
observed solar wind is not yet fully understood.
Aims. During solar activity minimum the structure of the magnetic field typically remains stable over several Carrington rotations
(CRs). But how stable is the solar magnetic field? Here, we address this question by analyzing the evolution of a coronal hole structure
and the corresponding coronal hole wind stream emitted from this source region over 12 consecutive CRs in 2006.
Methods. To this end, we link in situ observations of Solar Wind Ion Composition Spectrometer (SWICS) onboard the Advanced
Composition Explorer (ACE) with synoptic maps of Michelson Doppler imager (MDI) on the Solar and Heliospheric Observatory
(SOHO) at the photospheric level through a combination of ballistic back-mapping and a potential field source surface (PFSS) ap-
proach. Together, these track the evolution of the open field line region that is identified as the source region of a recurring coronal
hole wind stream. Under the assumptions of the freeze-in scenario for charge states in the solar wind, we derive freeze-in tempera-
tures and determine the order in which the different charge state ratios of ion pairs appear to freeze-in. We call the combination of
freeze-in temperatures derived from in situ observed ion density ratios and freeze-in order a minimal electron temperature profile and
investigate its variability.
Results. The in situ properties and the PFSS model together probe the lateral magnetic field configuration, the minimal temperature
profiles allow to constrain the radial structure. We find that the shape of the open field line region and to some extent also the solar
wind properties are influenced by surrounding more dynamic closed loop regions. We show that the freeze-in order can change within
a coronal hole wind stream on small timescales and illustrate a mechanism that can cause changes in the freeze-in order. The inferred
minimal temperature profile is variable even within coronal hole wind and is in particular most variable in the outer corona.
Conclusions.
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1. Introduction
In situ observations of the solar wind often show reoccurring
structures that are interpreted as the footprint of stable coro-
nal structures at the Sun. This is supported by remote sens-
ing observations that show coronal structures that remain stable
over several Carrington rotations (CRs) (Benevolenskaya et al.
2001; Russell et al. 2010). These stable structures are typically
observed during solar minimum conditions. Under these con-
ditions, when the Sun is less active, the solar magnetic field
changes less rapidly than during the solar activity maximum;
fewer active regions, fewer sunspots, and from a heliospheric
point of view most importantly fewer coronal mass ejections
(CMEs) occur during solar minimum than during solar maxi-
mum (Gopalswamy 2006; Robbrecht et al. 2009). The quiet Sun
leads to a less variable heliospheric structure as well. But the
Sun is never completely quiet even during deep solar minimum.
Although the large scale changes occur more slowly, the Sun is
nevertheless still a highly dynamic environment and the mag-
netic configuration continues to evolve during solar minimum.
A recurring stable structure on the Sun can be considered as a
test bed to investigate the comparatively slow evolution of this
region and the solar wind streaming into the heliosphere from
this source region. Except for the influence of wave activity and
stream interaction regions, the fine structure of in situ observed
solar wind properties can be linked back to the evolving condi-
tions at the solar source regions. The solar wind speed, temper-
ature, ion, and charge state composition, as well as the magnetic
field are all influenced by the conditions in the respective source
region of a solar wind stream.
The average magnetic field configuration at the photospheric
level is captured by synoptic maps based on magnetograms from,
for example, the Michelson Doppler imager (MDI, Scherrer
et al. 1991) on the Solar and Heliospheric Observatory (SOHO).
The corresponding coronal structure of the magnetic field can
be derived with a potential field source surface approach (PFSS,
Schatten et al. 1969; Altschuler & Newkirk 1969). This proce-
dure requires the magnetic configuration on the complete solar
surface as an input, such as MDI synoptic maps. These com-
bine observations from a complete CR into an average map. As a
result the derived magnetic field configuration cannot reflect dy-
namic changes on timescales faster than a CR and is best applied
during solar minimum conditions. This limits the eligibility of
PFSS models. However, in this case study, we are especially in-
terested in the scenario PFSS models are best suited for: We are
looking for changing fine structure features in the photosphere,
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solar corona, and in situ observations that vary on the timescale
of CRs.
The PFSS model enables us to track magnetic field lines
from the photosphere to the source surface which is convention-
ally but arbitrarily assumed to be at 2.5 solar radii (R). Un-
der the assumption that the solar wind speed is constant from
the source surface to the location of the spacecraft, in our case
the Advanced Composition Explorer (ACE) at L1, a solar wind
package can be tracked ballistically from the spacecraft to the
source surface. However, stream interaction regions obviously
violate the assumption of constant solar wind speed. Moreover,
especially the fast solar wind is likely to experience ongoing ac-
celeration much further out in the corona (Cranmer 2009; Fisk
et al. 1999). This type of combination of ballistic back-mapping
and the PFSS model has frequently been used to investigate the
source regions of solar wind (Fazakerley et al. 2016; Gómez-
Herrero et al. 2011; Thompson et al. 2011).
The combination of in situ observations and the back-
mapping method enables us to trace the fine structure at the
photospheric level for each CR. The comparison between CRs
enables us to track the temporal evolution of these structures.
This can be considered as a lateral (or horizontal) probing of the
evolution of magnetic structures in the photosphere. The aim of
this study is to investigate variability inside coronal hole wind
flows. Thus, we focus mainly on one recurring coronal hole
wind stream per CR. This stream has another interesting prop-
erty with respect to its Fe charge state composition. Heidrich-
Meisner et al. (2016) has shown that coronal hole wind streams
with either low Fe charge states (Fe-cool) or Fe charge states
comparable to those observed in slow solar wind (Fe-hot) are
observed in equatorial coronal hole wind. In particular, transi-
tions from Fe-cool to Fe-hot coronal hole wind or vice versa
were observed. Our coronal hole wind stream of interest shows
transitions between Fe-hot and Fe-cool coronal hole wind. In
the context of this investigation, the average Fe charge state thus
provides an additional tool to investigate the fine structure of a
coronal hole wind stream.
Tracking the radial evolution of the magnetic field line con-
figuration in the solar atmosphere is more difficult. Without in-
voking a more or less complete model of the solar atmosphere it
is, for example, not possible to derive a radial temperature profile
of the solar atmosphere solely from in situ observations. How-
ever, we argue that even without an additional model, in situ de-
rived freeze-in temperatures (Hundhausen et al. 1968; Ogilvie &
Vogt 1980; Owocki et al. 1983; Geiss et al. 1995) can give some
insights on radial structures and their variability. In the freeze-in,
image charge states can change freely as long as the charge mod-
ification timescale is smaller than the expansion timescale. For
different ion species this condition is met at different heights in
the solar atmosphere. In particular, the order in which the charge
states of each ion pair freezes is constrained by the local electron
density and - through the recombination and ionization rates -
by the electron temperature. The charge modification timescale
is sensitive to the relative influence of ionization compared to re-
combination. This can also change the order in which ion pairs
freeze-in, as illustrated in Sect. 4. We combine the information
on the order in which the charge states freeze-in with the freeze-
in temperatures into what we call a minimal temperature pro-
file. These minimal temperature profiles can be considered as a
tracer of radial (or vertical) structures in the solar atmosphere.
Their temporal evolution can provide insights on the variabil-
ity and radial evolution of coronal structures without requiring a
complete model of the solar atmosphere.
This article is structured as follows: Section 2 describes our
data selection and the back-mapping procedure. In Sect. 3, we in-
vestigate the variability of our coronal structure of interest from
a photospheric and in situ perspective. We then discuss minimal
temperature profiles and their variability in Sect. 4. In Sect. 5,
we present our conclusions.
2. Data selection, solar wind characterisation, and
methods
We combine in situ observations from ACE/SWICS (Gloeckler
et al. 1998), ACE/MAG (Smith et al. 1998) and the Solar Wind
Electron, Proton and Alpha Monitor (ACE/SWEPAM) (McCo-
mas et al. 1998) with synoptic maps based on magnetograms
from SOHO/MDI (Scherrer et al. 1991). The analysis procedure
applied to the raw ACE/SWICS data is described in detail in
Berger (2008) and has been applied in, for example, Berger et al.
(2011) and Heidrich-Meisner et al. (2016).
To characterize observed solar-wind packages by type, we
use the categorisation scheme from Xu & Borovsky (2015).
This scheme defines four categories of solar wind: coronal hole
wind plasma, ejecta plasma, and two slow solar wind categories,
namely sector-reversal region plasma and streamer-belt plasma.
Here, we combine the latter two into a single category for slow
solar wind. The ejecta category is intended to cover plasma from
interplanetary coronal mass ejections (ICMEs). However, this
category can be problematic because it frequently and possibly
incorrectly interprets parts of cool, very slow solar wind streams
as ejecta plasma. Therefore, we instead rely on the Jian et al.
(2006, 2011) ICME list for identifying ICMEs in the in situ ob-
servations. The Xu & Borovsky scheme is applied to data with
the native 12-min resolution of ACE/SWICS.
We chose ten consecutive CRs in 2006 as a case study to in-
vestigate the evolution of the source region of a recurring coro-
nal hole wind stream. This stream and these CRs were selected
not only because the coronal hole wind stream is observed re-
peatedly but also because it exhibits an interesting feature with
respect to its average Fe charge state (Heidrich-Meisner et al.
2016). These streams show transition between coronal hole wind
with low Fe charge states (called Fe-cool coronal hole wind) and
coronal hole wind with high Fe charge states (Fe-hot coronal
hole wind). The distinction between Fe-hot and Fe-cool coronal
hole wind streams is based on a comparison of the average Fe-
charge state q˜Fe =
∑13
c=7 cnFec+/
∑13
c=7 nFec+ in coronal hole wind
streams to the average Fe charge state of all (pure) slow solar
wind in the same year. As in Heidrich-Meisner et al. (2016), to
avoid both compression and rarefaction regions between slow
and coronal wind streams the proton-proton collisional age ac
(Kasper et al. 2008; Heidrich-Meisner et al. 2016) is used as an
additional criterion for solar wind classification. In particular, an
upper bound ac < 0.1 is applied for choosing pure coronal hole
wind for the coronal hole wind streams of interest and a lower
bound ac > 0.4 for pure slow solar wind as reference for defining
the notion of high (Fe-hot) and low (Fe-cool) Fe charge states.
Thus, solar wind plasma that has been categorized as coronal
hole wind by the Xu & Borovsky scheme is considered to be so-
called pure coronal hole wind if, additionally, the collisional age
is low, ac < 0.1, and solar wind plasma that has been categorized
as slow solar wind in the Xu &Borovsky scheme if considered
pure slow solar wind if the collisional age is high, ac > 0.4.
These two categories (pure coronal hole wind and pure slow so-
lar wind, respectively) are only used for the definition of Fe-hot
and Fe-cool coronal hole wind and are applied on observations
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Fig. 1. Heliographic map at the photospheric level for CRs 2039-2050 derived from a numerical PFSS approach. The maps are sorted row-wise
by CR with CR 2039 at the top left and CR 2050 at the bottom right. Only foot points of open field lines are shown. Inwards directed magnetic
polarity is indicated with red dots and outwards directed polarity with green dots. The blue dots refer to the foot points of ACE mapped down to
the photosphere. The black boxes indicate the region of interest for which a zoom-in is shown in the following Fig. 2.
with 4h time resolution. We use the modified Xu & Borovsky
scheme here instead of the categorization of slow and fast solar
wind used in Heidrich-Meisner et al. (2016) to test how sensi-
tive the characterization of Fe-hot or Fe-cool coronal hole wind
is to the particular solar wind categorization scheme. As a result
of the different underlying solar wind categorization scheme, the
threshold value for the average Fe charge state that differentiates
between Fe-cool and Fe-hot coronal hole wind changes for the
year 2006 from q˜Fe,slow,2006 = 9.71 (which was used in Heidrich-
Meisner et al. 2016) to q˜Fe,slow,2006 = 9.66 (which is used here).
Consequently, the start and end times of each stream change
slightly and, in some cases, more transition occurs. Nevertheless,
the presence of Fe-cool and Fe-hot coronal hole wind streams
and the existence of transitions between them is unaffected by
the particular solar wind categorization scheme. The mean of all
average Fe charge states in Fe-hot coronal hole wind is during
CR 2039-2050 q˜Fe−hot = 9.75 and for the same CRs in Fe-cool
coronal hole wind the respective mean value is q˜Fe−cool = 9.65.
To link the in situ observations with the photosphere, we ap-
ply a combination of ballistic back-mapping and the PFSS model
(Schatten et al. 1969; Altschuler & Newkirk 1969). The same
approach has been applied in Heidrich-Meisner et al. (2016) and
Peleikis et al. (2016); Peleikis et al. (2017). Firstly, a solar wind
package is mapped back ballistically to the source surface at
2.5R under the assumption that the solar wind speed is constant
between the source surface and the observer. Secondly, a grid of
open field lines is distributed over the source surface. The reso-
lution in heliographic latitude is latitude-dependent with a finer
grid at the equator (0.63◦) than in polar regions (2.2◦). The lon-
gitudinal grid is uniform with 1◦ resolution. Thirdly, based on
a numerical PFSS approach on this grid with a 50 radial grid
points, each open field line is traced down to the photosphere.
The PFSS model requires a synoptic map of the complete photo-
spheric surface as a boundary condition. This limits the applica-
bility of this approach. The PFSS model is most reliable during
solar minimum when the magnetic field configuration changes
only slowly and few or no CMEs are observed. However, this
is exactly the situation we are interested in in this case. Thus,
the influence of averaging the solar magnetic field over a com-
plete CR still limits the accuracy of the back-mapping but less
so than under different conditions. The assumption of a constant
solar wind speed that is required by the ballistic back-mapping
is invalid for stream interaction regions. As a result, the back-
mapping is distorted for stream-interaction regions. This effect
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Fig. 2. Zoom of the heliographic map at the photospheric level for CRs 2039-2050. In addition to the foot points of open field lines as in Fig. 1,
the respective MDI synoptic maps that were used as input to the PFSS model are shown in the background.
can be reduced by the upwind back-mapping algorithm in Riley
& Lionello (2011). However, since we are mainly interested in
coronal hole wind streams, the upwind back-mapping algorithm
was not applied here.
3. A reoccurring coronal structure
We look at our structure of interest, which is mainly the first
coronal hole wind stream in each CR, from two perspectives: a
photospheric perspective and an in situ perspective. The PFSS
model directly provides an overview on the magnetic config-
uration at the photospheric level. With the help of backmap-
ping the photospheric source regions of the in situ observed so-
lar wind can be identified. Each solar wind package originates
from a different position in the photosphere. Together, the source
regions of consecutive observation trace a curve in the photo-
sphere. Thus, temporal variations in the in situ data translate to
lateral variations in the photospheric source region. Therefore,
the photospheric perspective provided by the PFSS model and
the in situ observed solar wind parameters both contribute to a
picture of the lateral structure of the source region in the pho-
tosphere. Comparing the properties of our structure of interest
between different CRs gives an indication of their evolution on
the timescale of CRs.
3.1. Properties of a recurring coronal hole wind stream:
photospheric perspective
An overview over the complete heliographic maps derived with
our back-mapping approach for CRs 2039-2050 is given in
Fig. 1. Only the foot points of open field lines are shown in
the heliographic map as colored dots. The color depends on the
magnetic polarity as derived by the PFSS model. Consecutive
maps differ most obviously in equatorial regions. Although their
shapes and sizes vary, several regions with open field lines ap-
pear in all considered CRs. In particular, two regions with out-
wards pointing magnetic polarity (green in Fig. 1) are persistent
through all CRs at heliographic latitude −40◦ < θ < 40◦ and
heliographic longitudes, 40◦ < φ < 120◦ and 230◦ < φ < 310◦.
With inwards pointing polarity (red in Fig. 1) we find one re-
curring region of open field lines at heliogaphic latitude −15◦ <
θ < 30◦ and heliographic longitude 300◦ < φ < 30◦. The shape
of the border of open field line regions at the poles also changes
slowly.
In the following, we focus on the source region of a reoc-
curring coronal hole wind stream. The respective region is al-
ready outlined with black boxes in Fig. 1. In Fig. 2, only this
region is shown. The respective open field line region is located
at the western edge in the first CRs, moves further to the west
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Fig. 3. Solar wind speed over time for CRs 2039-2050. Coronal hole wind is highlighted in blue and slow solar wind in green based on the Xu &
Burovsky scheme. ICMEs from the Jian ICME catalog are indicated in red. The arrows indicate our coronal hole wind stream of interest.
and south until the center of gravity of the open field line re-
gion has reached low longitudes. Although the open field line
region is present in all considered CRs, its shape and structures
evolves from thin elongated structures (CRs 2039-2041) to in-
creasingly larger regions of open field lines (CRs 2042-2048)
back to small but dense regions (CRs 2049-2050). Additionally
to the foot points of open field lines (in red for inwards point-
ing and in green for outwards-pointing polarity) the field lines
that were identified as the foot points of ACE are shown in blue.
The netlike, filigree structure of the open field line region in par-
ticular in CR 2041 resembles, albeit on a larger scale, the intri-
cate connected coronal hole structures that make up the S-web.
However, unlike the S-web, which is considered to be a potential
source for slow solar wind (Antiochos et al. 2011), in this case,
clearly solar wind with coronal hole wind properties is emitted
by this sparse structure.
Figure 2 also shows the respective part of the correspond-
ing MDI synoptic maps. In these synoptic maps, the magnetic
field strength is coded in grayscale with negative values with
high absolute value in white (for inwards pointing polarity), high
positive values in black (for outwards pointing polarity) and val-
ues close to zero in gray. In this representation, closed loops are
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Fig. 4. Solar wind properties per solar wind type based on the Xu & Burovsky scheme (coronal hole wind (blue) and slow solar wind (green)),
averaged over the respective CRs. In each panel, the median of all 4h bins of the respective solar wind type is shown, as well as the true variability
of the 4h-resolution observations as indicated by the 15.9th and 84.1th percentiles. Row-wise from top left to bottom right: proton solar wind speed
vp, proton temperature Tp, proton density np, magnetic field strength B, O charge state ratio nO7+/nO6+ , C charge state ratio nC6+/nC5+ , collisional
age ac, and average Fe charge state q˜Fe.
visible as paired clusters of high magnetic field strength with
opposite polarity. Since these indicate regions with closed mag-
netic field lines, a coronal hole as a region with open magnetic
field lines naturally cannot be in the same place. As also dis-
cussed in Wang et al. (2010), Fig. 2 shows regions with probably
closed magnetic field lines in close proximity to the predicted
foot points of open magnetic field lines. In most cases (except
for CR 2048) the open field line region is situated between at
least two such clusters of foot points of closed field lines. In par-
ticular, in CRs 2044-2048 more space is available between the
active region candidates and, at the same time, the open field line
region that is the source region of our coronal hole wind stream
of interest is larger and the foot points are distributed more uni-
formly. In the other cases, the closed field line regions constrain
the shape of the likely coronal hole more strongly. CR 2049 is
an interesting special case. Compared to the previous CR, a new
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Fig. 5. Average Fe charge state over time for CRs 2039-2050. The solar wind type is indicated in the same way as in Fig. 3. Periods with high and
low Fe charge states in coronal hole wind are highlighted: Fe-hot (red, +-hatched) and Fe-cool (black, x-hatched).
closed field line region has appeared within the previously open
field line region. As a result, the open field lines in CR 2049
are very dense and are mapped very close to this active region.
An additional complication is caused by the location of this re-
gion. It is located around zero degrees longitude. Thus, it sits
at the interface between the oldest and the newest observations
that contributed to the underlying MDI synoptic map. Therefore,
the PFSS model here is particularly vulnerable to the effect of
dynamic changes. That open field lines apparently emerge very
close or even from within a closed loop region is probably both a
signature of the dynamic change that occurred here and the lim-
itations of the PFSS model. The emergence of this active region
which (if it is indeed the same one) is larger in CR 2050 is a
possible reason for the disappearance of the coronal hole wind
stream of interest in CR 2050. We have verified that (with the
exception of CR 2049) the open field line regions predicted by
the PFSS model match reasonably well with dark regions visible
in the synoptic maps from the Extreme ultraviolet Imaging Tele-
scope (EIT, Delaboudiniere et al. 1995) on SOHO. In all cases,
the shape of the open field line region is constrained by the prox-
imity to closed magnetic field line loops and the evolution of the
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any more in that CR. The black vertical line marks the median of the average Fe charge state for each CR as given in Fig. 4 and the gray shaded
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where the error bars are not visible, they are hidden behind the respective symbol for the mean. Each distribution is normalized to its sum.
shape of the coronal hole can be considered a result of changes
that are due to more dynamic phenomena such as active regions.
Figure 2 also shows that the open field line region associated
with our coronal hole wind stream of interest is moving to the
south-west. This is a result of the differential rotation of the Sun
(Thompson et al. 1996). Since the region of interest lies at lower
latitudes than region used to determine the beginning and end of
each CR, this region rotates faster and thus moves to the west
and south on the heliographic map.
3.2. Properties of a recurring coronal hole wind stream: in
situ perspective
A time series of the solar wind proton speed is given in Fig. 3 for
each CR. The highlighting indicates the solar wind type wherein
green means slow solar wind, blue identifies coronal hole wind,
and red shows ICMEs. There is a data gap at the beginning of
CR 2039. Each CR contains two or three distinct coronal hole
wind streams. One of these, indicated by the arrows above the
first and in the last panel reoccurs in all CRs except the last one.
The coronal hole wind stream moves to the left, i.e. earlier in the
CR. This again illustrates the differential rotation of the source
region. A total of eight ICMEs is included in the Jian ICME list
for this time period.
Figure 4 summarizes the average properties of slow solar
wind and coronal hole wind for CRs 2039-2050. Each parame-
ter is given as the median of all 4h time resolution data points of
the corresponding wind type. In addition, the 15.9th and 84.1th
percentile are provided as error bars to indicate the variability of
each property. In the case of the Fe charge state, we first com-
pute the average Fe charge state q˜Fe =
∑13
c=7 cnFec+/
∑13
c=7 nFec+
and then use the median to obtain a temporal averaging. For all
solar wind parameters the variability of the 4h observations is
high. The variability of the proton temperature Tp is higher in
coronal hole wind than in slow solar wind. For the proton den-
sity np, nO7+/nO6+ , and nC6+/nC5+ the variability is larger in slow
solar wind. This is not surprising and well known (Bame et al.
1977; McComas et al. 2000; Dasso et al. 2005). Although the
temporal median of the average Fe charge state is lower in coro-
nal hole wind than in slow solar wind, the temporal median of
the average Fe charge state for coronal hole wind is within one
standard deviation of that of slow solar wind. In coronal hole
wind the average Fe charge state changes depending on whether
Fe-hot or Fe-cool coronal hole wind is dominant. The median
of the O charge state ratio remains remarkably constant during
CRs 2044-2048. For CRs 2045-2048 the median of the C charge
state ratio behaves similarly. This coincides with the CRs that are
least restrained in their shape by surrounding regions with closed
magnetic field lines. For all other CRs the median of the O and
C charge state ratios are more variable. However, the variabil-
ity of the observations as indicated by the error bars is large for
all CRs. Nevertheless, this could indicate that the coronal hole
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Fig. 7. Normalized mean charge distributions for Si sorted by CR (in the same order and format as in Fig. 1) for the Fe-hot and Fe-cool parts of
the first recurring coronal hole stream during CR 2030-2049.
wind stream in CRs 2045-2048 represents undisturbed coronal
hole wind whereas, in the other cases, not only the shape of the
coronal hole is affected by the sourrounding active regions, but
also in the same way, the composition. This could be caused by
reconnection that mixes small amounts of active region plasma
into the coronal hole wind stream. Another possibility is that be-
cause of the constraints on the open field lines, individual flux-
tubes interact more strongly, which could lead to a more variable
solar wind plasma.
Figure 5 shows an overview on the average Fe charge state
for each CR. The average Fe charge state is variable in all con-
sidered solar wind types. As described in Heidrich-Meisner et al.
(2016), the Fe charge states in coronal hole wind can be as
high as in slow solar wind. This motivated the distinction be-
tween Fe-cool coronal hole wind with average Fe charge states
smaller than those in most slow solar wind observations and Fe-
hot coronal hole wind with average Fe charge states comparable
to those observed in slow solar wind. Periods with Fe-hot (red,
+-hatched) and Fe-cool (black, x-hatched) coronal hole wind
are highlighted. Several of the coronal hole wind streams shown
here exhibit at least one transition between Fe-hot and Fe-cool
coronal hole wind. The first coronal hole wind stream in each
CR persists from CR 2039-2049 but is not present anymore in
CR 2050. Since this stream recurs most frequently and exhibits
at least one transition from Fe-hot to Fe-cool coronal hole wind
in CR 2040-2049, as is shown in Fig. 5, we focus on this recur-
ring coronal hole wind stream in the following. While for CRs
2039-2041, 2043, 2044, 2047, and 2048 first a Fe-cool and then a
Fe-hot coronal hole wind is observed, for CR 2042, 2045, 2046,
and 2049 this is reversed. In some cases this switches back and
forth. The end of the first coronal hole wind stream in CR 2040
shows a distinct peak in the average Fe charge state. This could
be a signature of a hidden ICME that is not included in the Jian
ICME list.
4. Implications for temperature profiles
Figure 6 shows the average charge state distributions for the Fe-
hot and Fe-cool parts of the recurring coronal hole wind stream
for each CR for Fe. Figure 7 shows the same for Si. As reference
the median of the average Fe charge state of all coronal hole
wind is shown as a black vertical line, its variability is indicated
with gray shading, the median of the average Fe charge state in
Fe-hot coronal wind is shown with a red vertical line and for
Fe-cool coronal hole wind with a blue vertical line. This illus-
trates that the Fe charge state distribution is consistently shifted
to higher charge states in Fe-hot coronal hole wind compared to
Fe-cool coronal hole wind. For Si this is not necessarily the case.
For example for CRs 2042, 2043, 2047, and 2049 the complete
Si charge state distribution is shifted to higher charge states in
Fe-hot wind compared to Fe-cool wind as well. However, for the
remaining CRs the Si charge state distribution in Fe-hot wind is
similar to that in Fe-cool wind. Since this is coronal hole wind,
the corresponding streams are all O and C cool at the same time.
In the freeze-in scenario, the charge states of two neighbor-
ing ions can change freely in the corona through recombination
and ionization processes until the charge modification timescale
τmod,i(T ) = 1ne(Ci+Ri+1) is of the same order as the expansion time
scale τexp = Hvp . Here, Ci denotes the ionization rate of the ith
charge state, Ri+1 the recombination rate from charge state i+1 to
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i, ne the electron density, H the electron density scale height and
vp the proton bulk solar wind speed. After this point is reached,
the electron density is too small and recombination does not have
a significant effect anymore. Thus, the charge states of the con-
sidered ion pair is frozen-in and remains unchanged. Under the
assumption of ionization equilibrium the electron temperature at
the freeze-in point (T f , also called freeze-in temperature) can be
estimated from the in situ observed ion densities, ni for the den-
sity of the ith charge state and ni+1 for the (i + 1)th charge state:
ni/ni+1 = Ri+1(T f )/Ci(T f ). (1)
Thus, in this model, pairs of charge states freeze in at different
temperatures. However, this simple point of view can be mis-
leading. If, for example, the ratio nFe11+/nFe10+ is already frozen
in but nFe10+/nFe9+ has not yet reached its freeze-in point the den-
sity nFe10+ can still change. This would also affect the already
frozen-in ratio nFe11+/nFe10+ unless the transition Fe11+ ↔ Fe10+
continues to be in ionization equilibrium until its neighboring
charge state pairs have frozen in as well.
From the in situ observations, only freeze-in temperatures
can be inferred directly but not the radial position of the freeze-
in point. For this, a model of the solar corona is required. A va-
riety of different models with varying complexity is available.
For example, a qualitative electron temperature profile with un-
specified radial dependence is derived from the in situ observed
freeze-in temperature in Geiss et al. (1995). The declining slope
of the electron temperature profile, as well as the electron den-
sity and solar wind speed in the same region, are approximated
with power laws for slow solar wind in Aellig et al. (1997). The
coronal model of Ko et al. (1997) also derives a simple model
for the electron temperature, density, and solar wind speed, but
covers a larger part of the electron temperature profile, includ-
ing the coronal maximum of the electron temperature. The self-
consistent model of the solar corona described in Cranmer et al.
(2007) of course also includes a detailed temperature profile.
However, these models differ in the shape, maximum value, and
radial position of the maximum of the electron temperature pro-
file. Unfortunately, it is difficult to verify which of these mod-
els describes the conditions in the solar atmosphere most accu-
rately. This very complex issue is beyond the scope of the work
presented here. Instead, we focus on the information contained
directly in the in situ data and add as few assumptions as pos-
sible. A strong assumption is required to translate the in situ
observed ion densities into freeze-in temperatures: the assump-
tion of (local) ionization equilibrium. Since the ionization and
recombination rates depend on it, we also have to make an as-
sumption on the shape of the electron velocity distribution. Un-
der thermal equilibrium, a Maxwellian distribution would be the
appropriate choice. However, the solar corona is highly dynamic
and thus most likely not in thermal equilibrium in the relevant
regions (Contesse et al. 2004; Poppenhaeger et al. 2013; Singh
et al. 2006). Thus, a non-Maxwellian distribution is more real-
istic. This can be approximated for example by a κ-distribution
(Dzifcˇáková et al. 2015; Dzifcˇáková & Dudik 2013). The pa-
rameter κ controls the shape of the distribution. For κ → ∞, the
κ-distribution converges to a Maxwellian distribution.
Figure 8 shows time series of the freeze-in temperature of
four ion pairs, namely T f ,Fe10+/Fe9+ , ,T f ,S i9+/S i8+ ,T f ,Mg9+/Mg8+ , and
T f ,O7+/O6+ , for recombination and ionization rates based on a
Maxwellian and κ-distributions with κ = 3 and κ = 10 as electron
velocity distribution functions. The rates based on a Maxwellian
electron velocity distribution function are taken from CHIANTI
(Dere et al. 1997; Landi et al. 2013) and the rates based on κ-
distributions are taken from the KAPPA package for CHIANTI
as described in Dzifcˇáková et al. (2015). While the freeze-in tem-
peratures T f ,Mg9+/Mg8+ and T f ,Fe10+/Fe9+ are increased the further
the electron velocity distribution deviates from the Maxwellian
case, the opposite is the case for T f ,O7+/O6+ . The T f ,S i9+/S i8+ case
represents a mixture of both. For freeze-in temperatures below
1.5 MK the most strongly superthermal electron velocity distri-
bution function with κ = 3 leads to lower freeze-in temperatures
than the Maxwellian case, while for higher freeze-in tempera-
tures the κ = 3 scenario results in higher freeze-in temperatures
than for a Maxwellian electron velocity distribution function.
Under model assumptions that lead to similar freeze-in radii for
O and C, Owocki & Ko (1999) argue that both should also have
comparable freeze-in temperatures. This can be achieved not
only by a non-Maxwellian electron velocity distribution func-
tion but also by taking differential streaming into account. As
illustrated in Fig. 8, the different ion pairs are affected differ-
ently by different assumptions on the shape of the underlying
electron velocity distribution function. Since differential stream-
ing (Esser & Edgar 2001) is observed in the solar wind and is
observed in coronal hole wind (Berger et al. 2011; Janitzek et al.
2016), a combination of both differential streaming and an ex-
tremely superthermal κ distribution might be unrealistic. Thus,
we chose κ = 10 as a compromise that results in a significant,
but not extreme deviation from the Maxwellian case.
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Fig. 9. Freeze-in temperatures based on the Cranmer et al. (2007) model. Each panel shows the top the temperature, electron density and bulk
solar wind flow speed over the radius. Four different temperature profiles are considered: unmodified (top right), steeper increasing and declining
slopes (top right), lower maximum temperature (bottom left), lower maximum temperature and steeper slopes (bottom right). The freeze-in points
were derived based on ionization and recombination rates for κ-distributed electron velocity functions with κ = 10.
4.1. Freeze-in order: examples based on the Cranmer 2007
model
In Figs. 9 and 10, we illustrate the freeze-in scenario with the
help of the Cranmer et al. (2007) model. We take the temper-
ature profile, mass density, and bulk solar wind speed for the
coronal hole scenario from Cranmer et al. (2007), derive the
electron density with the help of the ionization fraction that is
given there as well (see Fig. 9), and compute the expansion time
scale τexp, as well as the charge modification time scales τmod
for selected Si and Fe ion pairs (upper subpanels in Fig 10).
Then we modify the temperature profile to show how this affects
the charge modification timescales and, in particular, the order
in which charge states of the ion pairs freeze in. The recombi-
nation and ionization rates were again taken from the KAPPA
package for CHIANTI and are shown in the bottom panels. In
both figures, we consider four cases: the original temperature
profile from Cranmer et al. (2007) (top left), a temperature pro-
file with steeper slopes (top right), a down-scaled temperature
profile (bottom left), and the combination of both, down-scaled
temperature profile with steeper slopes (bottom right). For all
three modified temperature profiles, we leave the other quanti-
ties at their original values to focus solely on the effect of the
shape of temperature profile on the freeze-in order. For all four
cases, the freeze-in points are indicated in Fig. 10 as colored
diamond-shaped symbols.
These scenarios only serve as illustrations of how freeze-in
order can depend on the temperature profile. In the unmodified
case, the Si and Fe charge state freeze-in in the expected order:
The highest-order Si charge state pair S i11+/S i10+ freezes in first,
followed by S i10+/S i9+, then S i9+/S i8+, and finally S i8+/S i7+.
The same is the case for the Fe charge states: 1st Fe12+/Fe11+,
2nd Fe11+/Fe10+, 3rd Fe10+/Fe9+, and 4th Fe9+/Fe8+. If the
temperature profile has steeper slopes (top right in Figs. 9
and 10) the Fe ion pairs still freeze in in the same order, but
for Si the freeze-in order has changed to: 1st S i11+/S i10+, 2nd
S i8+/S i7+, 3rd S i9+/S i8+, and 4th S i10+/S i9+. The lower sub-
panels in Fig. 10 show the sum of the ionization and recom-
bination rates as solid lines for each ion pair, the ionization
rate as dashed lines, and the recombination rate as dotted lines.
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Fig. 10. Charge modification and expansion timescales for Si and Fe ions based on the Cranmer et al. (2007) model (top right) and for modified
temperature profiles: steeper increasing and declining slopes (top right), lower maximum temperature (bottom left), lower maximum temperature
and steeper slopes (bottom right). The first and third panel row shows the expansion and charge modification timescales. The other panels show
for each ion pair the ionization and recombination rates, as well as their sum. The ionization and recombination rates are based on κ-distributed
electron velocity functions with κ = 10.
The order reversal is caused by the more localized transition
from a recombination-dominated charge modification timescale
at lower temperatures to an ionization-dominated charge mod-
ification timescale at higher temperatures. The only other fac-
tor in the charge modification timescale is the electron density,
which is kept unchanged between the different scenarios. Thus,
at their freeze-in point, some ion pairs are still dominated by re-
combination, while others are ionization-dominated at their re-
spective freeze-in points. This leads to a variation of the freeze-
in order. If, instead, the temperature profile is down-scaled,
the freeze-in order of the Si ion pairs remains unchanged, but
three of the Fe ion pair charge states, Fe11+/Fe10+, Fe10+/Fe9+,
and Fe9+/Fe8+, freeze in very close together, with very similar
freeze-in radii and freeze-in temperatures. This means that the
apparent order in which they freeze-in is determined by small
fluctuations and would be expected to vary frequently in the in
situ derived freeze-in temperatures. We note that the assump-
tion that each ion pair remains in ionization equilibrium at least
until its neighboring ion pairs have also frozen in is, in this
case, fulfilled intrinsically for Fe10+/Fe9+ because its neighbors
freeze-in at the same place. The last case, in the bottom right,
is the combination of both effects: the temperature profile is
down-scaled and steeper compared to the original one. Here, the
freeze-in order of the Si ion pairs is changed to: 1st S i8+/S i7+,
2nd S i11+/S i10+, 3rd S i9+/S i8+, and 4th S i10+/S i9+. At the same
time, while Fe12+/Fe11+ still freezes in first, the other three Fe
ion pairs again freeze in very close together, i.e. their freeze-in
order is just about to change.
4.2. Minimal temperature profiles
Before we can compare the in situ derived freeze-in tempera-
tures and freeze-in orders, a concise representation of this data is
needed. We derive minimal temperature profiles as defined in the
following. The aim of this representation is to exploit all infor-
mation that is provided by the in situ observed ion density data
without relying on models for the electron temperature, electron
density, and solar wind speed in the relevant regions of the Sun.
As long as the underlying assumption required to derive freeze-
in temperatures is valid, that is that the local environment in
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Fig. 11. Minimal temperature profile averaged over the first coronal
hole stream in CR 2045. The freeze-in temperatures are derived from in
situ observed ion ratios and the median over the coronal hole stream is
shown together with the 15.9th and 84.1th percentile as error bars. The
freeze-in order is determined by the median of the recombination and
ionization rates Ci(T f ) + Ri+1(T f ) at the freeze-in points. The recombi-
nation and ionization rates are based on a κ-function as electron velocity
distribution with κ = 10.
which the ion pairs freezes in is approximately in local ionization
equilibrium and that the electron velocity distribution function is
well-represented by a κ-distribution, models for electron temper-
ature, density, and solar wind speed profiles should be consistent
with the observations shown here. From in situ observations of
ACE/SWICS, the densities of the most several O, C, Mg, Si, and
Fe ions are available. With Eq. 1 and the recombination and ion-
ization rates from CHIANTI and the KAPPA package, freeze-in
temperatures can be inferred for each pair of adjacent ions. We
estimate the freeze-in order based on the sum of recombination
and ionization rates at the respective freeze-in temperatures. In
this way, the recombination and ionization rates at the freeze-in
temperature additionally provide the order in which the ion pairs
freeze in (see also Fig. 10). Figure 11 shows a so-called minimal
temperature profile averaged over one coronal hole wind stream
(the first in CR 2045). The x-axis gives the averaged freeze-in
order for 13 O, C, Mg, Si, and Fe ion pairs from low (left) to
high (right) in the solar atmosphere as defined by the sum of the
respective recombination and ionization rates. From models like
the Cranmer et al. (2007) model a single maximum in this mini-
mal temperature profile would be expected. The averaged mini-
mal temperature profile in Fig. 11 shows an additional local min-
imum for T f ,Mg8+/Mg7+ . This is probably caused by the combina-
tion of two effects: 1) As a result of the variability in the freeze-
in order, averaging the freeze-in order can be misleading. This is
therefore avoided in the following. 2) In ACE/SWICS ions with
a similar mass-to-charge ratio can influence each other. We be-
lieve that this is the reason that the densities nMg8+ and nMg10+ are
systematically underestimated and therefore the freeze-in tem-
peratures T f ,Mg10+/Mg9+ and T f ,Mg8+/Mg7+ are also underestimated ,
while T f ,Mg9+/Mg8+ is overestimated.
Figure 12 combines all in situ available information into a
time series plot. Each color in Fig. 12 identifies an ion pair. For
each temporal bin, a minimal temperature profile is shown by
stacking the freeze-in temperatures for the considered ion pairs
on top of each other. They are again ordered by the sum of their
recombination and ionization rates (at the respective tempera-
ture) from lowest (and thus deepest in the solar atmosphere) to
highest (which corresponds to a freeze-in radius higher in the so-
lar atmosphere). In this way, each stack approximates a temper-
ature profile from lowest in the atmosphere (bottom) to highest
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Fig. 12. Minimal temperature profiles: Freeze-in temperatures for se-
lected ion pairs ordered by the sum of recombination and ionization
rates and over time for CR 2041 (top), CR 2045 (middle) and CR 2049
(bottom). The bin size is adaptive to ensure comparable statistics in each
bin. For each element, at least 100 total counts are contained per bin.
The maximum bin size is 4 hours. All panels refer to a κ-function with
κ = 10 as the electron velocity distribution function. Each ion pair is
identified by color. Their order (from bottom to top) is determined by
their recombination and ionization rates Ci(T f ) + Ri+1(T f ).
above the atmosphere (top) without giving the actual radial dis-
tance. The location of each freeze-in point requires some kind
of model of the corona (as for example Aellig et al. 1997; Geiss
et al. 1995; Cranmer et al. 2007). We now avoid using an addi-
tional model and focus on conclusions based directly on the in
situ observations. To ensure comparable statistics in each bin, a
variable bin size is used. For each bin and beginning with the na-
tive 12-min resolution of ACE/SWICS, the bin size is increased
until at least 100 total counts per element are reached. The aver-
age bin size in all minimal temperature profiles shown here lies
between 1h and 1.5h and the maximum allowed bin size of 4h is
used for at most 20 bins in all the following figures.
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Fig. 13. Time series of minimal temperature profiles with adaptive bin size for the first recurring coronal hole wind stream in CR 2041 and in
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Figure 12 shows a time series of such minimal tempera-
ture profiles for CRs 2041, 2045, and 2049. These three CRs
were chosen as representatives of coronal hole streams that are
mapped back to a thin sparse open field line region (CR 2041,
see Fig. 2), to an open field line region with foot points dis-
tributed more uniformly over a larger area (CR 2045), and the
special case of very dense and compact open field line region
very close to an active region (CR 2049). In the background, the
solar wind type is indicated in the same way as in Fig. 3 and
Fig. 5. Although not shown here, we compared the time series of
minimal temperature profiles based on a Maxwellian distribution
with that based on a κ-distribution with κ = 10. We verified that
the resulting minimal temperature profiles for the Maxwellian
and κ cases are similar but not identical. In particular, both show
comparable changes in the freeze-in order.
Keeping a simplified sketch of the expected shape of the
electron temperature profile in mind, for example as in Fig. 5
in Geiss et al. (1995), helps to interpret our minimal temperature
profiles. O and C ion pairs are expected to freeze in lower in the
corona, in particular below the maximum of the electron temper-
ature profile. Mg and Si ion pairs have freeze-in points around
the maximum and Fe ion pairs are expected to freeze-in at higher
distances and thus on the declining slope of the temperature pro-
file. It is notable that the example from the Cranmer et al. (2007)
model in Fig. 9 differs from the idealized sketch in so far as all
ion pairs freeze in on the increasing slope of the temperature
profile, whereas in the ACE/SWICS data (as is discussed in the
following) the maximum freeze-in temperature is typically ob-
served for T f ,S i11+/S i10+ . Smaller O and C freeze-in temperatures
indicate a steeper increase towards the maximum of the temper-
ature profile. The Si and Mg freeze-in temperatures are assumed
to be distributed around the maximum of the temperature profile
and thus estimate the maximum height of the profile. The Fe ion
pairs freeze-in on the declining slope of the temperature profile
and for example high Fe freeze-in temperatures indicate there-
fore a slowly decreasing slope of the temperature profile outside
of the maximum.
Mainly because of the smaller O and C freeze-in tempera-
tures, the sum of all temperatures in coronal hole wind in Fig. 12
is smaller than in slow solar wind. This reflects the different con-
Article number, page 14 of 18
Heidrich-Meisner et al.: Evolution of an equatorial coronal hole structure and wind
1
2
3
4
5
6
7
st
a
ck
e
d
(T
f
)[
M
K
]
 o
rd
e
re
d
 b
y
 C
i(
T
f
)
+
R
i
+
1
(T
f
)
O, C
O 7 + /O 6 + C 6 + /C 5 +
1
2
3
4
5
6
7
st
a
ck
e
d
(T
f
)[
M
K
]
 o
rd
e
re
d
 b
y
 C
i(
T
f
)
+
R
i
+
1
(T
f
)
Mg
Mg8 + /Mg7 + Mg9 + /Mg8 + Mg10 + /Mg9 +
4 5
Day in CR
1
2
3
4
5
6
7
st
a
ck
e
d
(T
f
)[
M
K
]
 o
rd
e
re
d
 b
y
 C
i(
T
f
)
+
R
i
+
1
(T
f
)
Si
Si 8 + /Si 7 + Si 9 + /Si 8 + Si 10 + /Si 9 + Si 11 + /Si 10 +
4 5
Day in CR
1
2
3
4
5
6
7
st
a
ck
e
d
(T
f
)[
M
K
]
 o
rd
e
re
d
 b
y
 C
i(
T
f
)
+
R
i
+
1
(T
f
)
Fe
Fe9 + /Fe8 + Fe10 + /Fe9 + Fe11 + /Fe10 + Fe12 + /Fe11 +
Fig. 14. Time series of minimal temperature profiles with adaptive bin size for the first recurring coronal hole wind stream in CR 2045 and in the
same format as in Fig. 13. Top left: O and C ion pairs, top right: Mg ion pairs, bottom left: Si ion pairs and, bottom right: Fe ion pairs. All panels
refer to a κ-function with κ = 10 as the electron velocity distribution function.
ditions in the respective source regions. In all three selcted CRs,
the minimal temperature profile of slow solar shows high vari-
ability.
Figures 13, 14, and 15 have the same format as Fig. 12, but
show a smaller subset of ion pairs and zoom in on the time period
of our coronal hole wind stream of interest. The bin size is again
adaptive and therefore differs between the different subplots. Fe-
hot and Fe-cool coronal hole wind streams are marked with +-
shaped hatching (Fe-hot) and x-shaped hatching (Fe-cool). The
y-axis scale is, for all three figures, the same in all subplots.
The comparison between the summed freeze-in temperatures for
the different elements shows that the Si ion pairs have (most of
the time) higher freeze-in temperatures than the Fe ion pairs. In
particular in most bins, T f ,S i11+/S i10+ shows the highest observed
freeze-in temperature. Thus, the Si ion pairs are indeed most rep-
resentative of the maximum of the temperature profile. The com-
bined Fe freeze-in temperatures are however similar. This can
indicate a slow decline of the temperature profile in the corona.
The inner part of the temperature profile, as estimated by the
O and C freeze-in temperatures, shows little variability for CR
2045 but, in CRs 2041 and 2049, the O and C freeze-in temper-
atures and, in particular, the freeze-in order are more variable.
In all three CRs in some time bins, the ratio nO7+/nO6+ freezes
in lower in the corona than nC6+/nC5+ . The Mg ion pairs show
no difference between the Fe-hot and Fe-cool coronal hole wind
streams in all three CRs. The freeze-in order of Mg9+/Mg8+ and
Mg8+/Mg7+ change more frequently in CR 2041 and CR 2045
than in CR 2049. The Si ion pairs that are closest to the maxi-
mum of the temperature profile is more variable in CRs 2041 and
2049. In particular, the order in which the Si ion pairs freeze in
changes frequently. Because, most of the time, they have similar
freeze-in temperatures, this can also indicate that these charge
states freeze-in in close radial proximity. There are a few in-
teresting cases (for example for the Si ion pairs at DoY 78.67
and for the Fe ions at DoY 79.90) where the minimal temper-
ature profiles exhibit more than one local maximum. Although
the adaptive bin-size reduces the effects of varying statistics this
could still be an effect of insufficient statistics for some of the
relevant ion pairs. But it can also be interpreted as an indication
for a more complex structure within the corona. The Fe-part of
the temperature profile, which probably represents the declining
slope at higher radial distances, is also variable, both in terms
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Fig. 15. Time series of minimal temperature profiles with adaptive bin size for the first recurring coronal hole wind stream in CR 2049 and in the
same format as in Fig. 13. Top left: O and C ion pairs, top right: Mg ion pairs, bottom left: Si ion pairs and, bottom right: Fe ion pairs. All panels
refer to a κ-function with κ = 10 as the electron velocity distribution function.
of freeze-in temperatures and in terms of the order in which the
Fe ion pairs freeze in. In particular, while in Fe-cool coronal hole
wind nFe12+/nFe11+ ratio (purple in Figs. 13-15) freezes as the first
Fe ion pair in some cases, in others this is the last Fe ion pair to
freeze-in (at least of those shown here). However, this correlates
only weekly with Fe-hot and Fe-cool coronal hole wind. Thus,
although the average Fe charge state is different in Fe-cool and
in Fe-hot coronal hole wind, this is not clearly reflected in the re-
spective minimal temperature profiles. In CR 2045, nFe12+/nFe11+
ratio freezes in first both in Fe-hot and in Fe-cool wind, in CRs
2041 and 2049 this ion pair freezes in at higher radial distances
than the other Fe ion pairs mainly in Fe-hot coronal hole wind. In
all three CRs, the Fe freeze-in temperatures are similar for all Fe
ion pairs. If this was solely influenced by the form of the temper-
ature profile, according to the considerations based on Fig. 10,
this hints at a locally comparatively low electron temperature at
the freeze-in point of these Fe ion pairs. In the case of CR 2045
the minimal temperature profile shows less variability than in
CR 2041 and CR 2049. Although not shown here, this is also the
case for CRs 2044, and 2046-2048. This supports the observa-
tion that our coronal hole wind stream of interest in CR 2045 as
an example for an open field line region that is less strongly con-
strained by surrounding active regions shows undisturbed and
quiet coronal hole wind.
5. Discussion and conclusions
We have combined in situ solar wind observations from ACE
with a ballistic back-mapping and a numerical PFSS to trace the
evolution of a coronal hole structure and the coronal hole wind
stream originating there over 11 CRs in 2006 (in CR 2050 the
coronal hole wind stream is not observed in situ anymore). We
have shown that the equatorial coronal hole shows high vari-
ability on small scales, both with respect to its shape and to
its Fe charge state composition. In each CR, the in situ obser-
vations trace a different lateral path through the coronal hole.
Therefore, although solar wind from the same recurring coronal
hole is observed multiple times, its properties can be expected
to vary even if the source region itself would remain unchanged.
As illustrated by the PFSS model output, the shape of the open
field line region varies from CR to CR. This is probably influ-
enced by the more dynamic neighboring coronal loop structures.
These closed field line regions constrain the available space the
open field line region can extend to. Interestingly, during the CRs
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where the open field line region is most uniformly filled with
field lines, also the median O and C charge state ratios observed
in situ are mostly similar. This could imply that in the CRs where
the surrounding regions with closed field lines impose stronger
constraints on the shape of the open field line region, their prox-
imity also influences the compositional properties. This could
be caused by reconnection effects or by inducing stronger in-
teractions between neighboring individual flux tubes within the
coronal hole wind stream.
The average Fe charge state exhibits an interesting variabil-
ity within this recurring coronal hole wind stream. Except for
the case of CR 2050, where the coronal hole wind stream is not
observed in situ any more, each CR shows transitions between
Fe-hot and Fe-cool coronal hole wind. But their order (from Fe-
hot to Fe-cool or vice versa) and length is different between CRs.
This illustrates that a (recurring) coronal hole wind stream car-
ries additional fine structure features. It is possible that the Fe-
hot and Fe-cool property of a coronal hole wind stream is caused
or enhanced by wave-plasma interactions. This topic requires
further investigation that is beyond the scope of this study.
We probed the coronal temperature profile based on in situ
derived freeze-in temperatures. We illustrated that the freeze-in
order of Si and Fe ion pairs can change depending on the respec-
tive influence of ionization versus recombination at the freeze-in
point. Together with the freeze-in order determined by the sum
of ionization and recombination rates the freeze-in temperatures
constitute what we call a minimal temperature profile. Minimal
temperature profiles can be derived without a model of the solar
atmosphere. Although the radial position of the freeze-in points
is not defined by the minimal temperature profiles, they nev-
ertheless constrain the shape of the coronal electron tempera-
ture profile. We found signatures of variability of the tempera-
ture profile within coronal holes. While, in the inner part of the
electron temperature profile and thus in the lower atmosphere,
the shape of the temperature profile shows only small variations
within the considered coronal hole wind streams, this is different
higher in the corona. The probable maximum value of the elec-
tron temperature profile can change on timescales of hours, even
in coronal hole wind. The declining slope of the electron temper-
ature profile is variable as well. This implies that the conditions
in the solar corona also change on relatively small scales within
a coronal hole wind stream. This variability in the electron tem-
perature profile could be a signature of individual flux tubes.
Whether it is related to turbulence remains to be investigated.
The order in which the different ion pairs freeze in is here de-
termined by the combination and ionization rates at the derived
freeze-in temperature. It is sensitive to the precise conditions in
the coronal hole wind stream. For models that are compatible
with the assumptions necessary to derive our minimal tempera-
ture profiles, that is local ionization equilibrium and Maxwellian
or κ-distributions for the underlying electron velocity distribu-
tion functions, our minimal temperature profiles can be a suitable
tool for the comparison with model predictions and thus help to
distinguish between different such models.
The variability and lack thereof of the coronal hole wind
properties and of the shape of the corresponding open field line
region are tracers of the lateral structure of a coronal hole within
the photosphere. The minimal temperature profile based on the
charge state composition complements this with a probe of the
radial structure of the coronal hole. For CRs 2045-2048, both the
lateral and radial variability between CRs is lower than for the
other CRs. This indicates that during these CRs 2045-2048, the
respective coronal hole wind stream probably represents undis-
turbed coronal hole wind.
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