nonscholarly page to a scholar's site may be taken as evidence that the scholar is attempting to fulfill an information dissemination function, one that could be seen as a moral obligation for publicly funded researchers.
The future promise of web links is that with increasingly many (perhaps one day all) journals and journal articles being freely available online (Harnad & Carr, 2000) and with a variety of types of informal scholarly communication taking place online in the semantic web being richly described (Berners-Lee, Hendler, & Lassila, 2001) , hyperlinks could eventually surpass the Institute for Scientific Information's (ISI) databases and become an improved primary source of information on a wider range of scholarly activities. There would be potentially massive gains to science from this, in addition to those alluded to previously from a more complete international coverage, that could reduce the unhealthy ghettoization of national and non-English literatures that are not indexed by the ISI because they are not highly cited by the currently indexed journals.
DATA COLLECTION: ISSUES AND PRACTICAL LIMITATIONS
The first practical problem for those wishing to use hyperlinks to track scholarly communications is to find these links. Unfortunately, the task of finding all links in an area of the web often does not admit a perfect solution because it is typically not even possible to find all pages within a single large site (Thelwall, 2002e) . The problem is that for an outsider to find a web page in a site, they must know its URL already (perhaps from a link in another site) or find it by following links from the site home page or by searching for it in the site's internal search engine. If the site includes some pages that are not directly or indirectly connected to the home page, then it would be impossible for either a person without a privileged access to server information or an automatic crawler to guarantee to be able to find all pages on the site. Thus, a simple question such as "How many pages are there in the web site of university X?" does not have an accessible answer. Lawrence and Giles (1999) adopt a practical resolution to this problem by defining the publicly indexable pages on a site to be those that are retrievable by following links from the home page and declaring that their research covers only these pages. Given, then, that it may not be possible to find all of the desired pages in a given area of the web and that a necessary limitation must be placed on the coverage, how can the links be found and counted? There are three possible solutions:
• If there are not too many pages, then an individual can visit them to identify the links (Park, Barnett, & Nam, 2002 ).
• The advanced query section of a search engine like AltaVista or AllTheWeb can be used to get a direct count and listing of the first few hundred pages (Ingwersen, 1998 ).
• A specialist web crawler program can be built to grab the data directly.
The second and third approaches can sometimes be used interchangeably but for some purposes only one is appropriate. The advantages of using a specialist crawler is that it is a more scientific approach because the researcher has control over the crawling algorithm and the data is richer if it is needed for advanced modelling (see below). The advantages of using a commercial search engine are that it is technically easier than creating or adopting a personal crawler and also it can give coverage of billions of pages, an impossible number for an academic research crawler. Note, however, that the known problems of using search engines also include unreliability of results (Bar-Ilan, 1999 Mettrop & Nieuwenhuysen, 2001; Rousseau, 1999; Snyder & Rosenbaum, 1999; Thelwall, 2001c) .
COUNTING METHODS
It may seem straightforward that there would be only one way of counting links to a web site but in fact there are many sensible alternatives (Weare & Lin, 2000) . The first decision to make is whether links within the site (or other area) considered should be included in the count. The links that have a source page and target within the same site are called internal links or site self-links and could be expected to be primarily for internal site navigation purposes. As such, there are two reasons why it is better to exclude them from link counts used to assess site impact: They are less valuable sources of information than links from other sites, which presumably indicate a higher degree of effort expended in finding the link target and an above average regard for the importance of the target page, and other factors being equal, larger sites will have more internal links so the total number would tend to reflect only site size. As a result, only links from other sites, called external links or site inlinks, are calculated. In some cases, the source domains for links also are explicitly specified as part of the research question. An example of this would be if the issue of concern is the links from United Kingdom to New Zealand universities (e.g., .
There is some flexibility in the definition of external links that is connected with the flexibility of use of the term site. This mainly occurs when the site in question is actually a sub-site of another. To give a concrete example, the site www.cs.stanford.edu is the computer science department, a sub-site of the whole www.stanford.edu site, but should, say, a link from the www.stanford.edu domain to www.cs.stanford.edu be considered internal or external to www.cs.stanford.edu? Whether it is internal or external depends on the researcher's perspective, but we would advocate treating it as internal due to the likelihood of a number of standard navigational links existing from the main site to the sub-site.
The second major issue is one of units for counting purposes. When counting links to a web site, two obvious choices are to count the individual links or to count the number of pages that contain a link to a site. The latter is the default if search engines are used for raw data. Unfortunately, both of these can be problematic in some situations. A useful analogy to make is with citation analysis. Citations are typically counted based on the journal article rather than the page. A citation count of 5 for an article means that 5 other articles cited it, although some of them may have cited it on multiple pages. Web pages are not necessarily the best unit to use for counting links, because they can be large or small, representing pages, articles, books, or some entity without an offline equivalent. More important, unlike references, web links can be mass produced with a few mouse clicks, and so most definitely all links are not of equal value. A particular example of this is a standard navigation bar that is automatically placed on all pages of a site, a common phenomenon. If such a bar were to contain an external link, this would be an unwanted phenomenon that could create anomalies in the data (Thelwall, 2001b (Thelwall, , 2002b . To overcome this problem, instead of counting the number of pages that contain a link, it also is possible to count the number of directories, domains, or sites that contain a link. The same can be done with link targets: only count links to different pages, directories, domains, or sites. Seven different counting models have been used based on this idea, known as the alternative document models (ADMs). Table 1 gives the names for these (Thelwall, 2002b; .
The rationale behind the range models is that links from a single site, even if from different domains in a large site, may be created as a result of information sharing by web authors, company policy for the site owners, or authoring on multiple domains by the same person. All of these reasons would undermine the value of individual links. Studies using different ADMs have found that the domain model is sometimes significantly better than the page 342 SOCIAL SCIENCE COMPUTER REVIEW model but sometimes there is not a great difference (Tang & Thelwall, in press; Thelwall, 2002b; Thelwall & Tang, in press; .
WEB METRICS
For any counting-based exercise, it can be necessary to convert a set of plain totals into some form of average in order to fairly compare entities of different sizes. For link counts this problem has arisen and proven more troublesome than originally expected. As a result of this and other conceptual issues, several different metrics have been developed. The key ones are shown in Table 2 . The term web impact factor (Web-IF or WIF) was coined by Ingwersen (1998) for this class of metrics.
The six WIFs in the first two columns of Table 2 can be converted from "impact" to "use" measurements by counting outlinks instead of inlinks, changing their names from WIF to WUF. There are also WCF "connectivity" variants, which are symmetrical calculations focusing on the interrelationships between pairs of sites (Thelwall, 2003) . Note that WIFs also can be modified by not counting links from the whole web but just a specified subset (Thelwall, 2002a) .
The most commonly used metrics are now the external absolute WIF and the external university WIF. The former is just an elaborate name for a simple site inlink count and the latter, while being a hybrid measure-part web and part non-web-requires more explanation. The problem with using page counts for denominators is one of lack of regulation and uniformity on the web, closely related to the document model issues. To rework a classic example: An e-book author could choose to place two books online, one in a single enormous HTML page and another in 10,000 separate one paragraph HTML pages. If both e-books attracted 10 links, then the first would have a relative WIF of 10/1 = 10 but the second 10/10,000 = 0.001. Clearly they both have the same impact, so the metric is wrong by several orders of magnitude. A related problem is that a web site may contain huge collections of files that are rarely used, such as archived copies of their weekly e-magazine. The relative WIF would penalize the site for this because the average impact per page would be reduced. The problem is circumvented by the university WIFs not measuring the size of the site for averaging purposes but the size of the creating organization. For universities, and with a focus on the activity of scholars, it makes sense to use the total full-time equivalent number of academic staff, giving the university WIF. For other organizations, total staff size or even annual staff turnover may be appropriate substitutes. When any new metric is proposed, it needs to be assessed to see how reliable it is and exactly what it measures. Two important components of this validation process are statistical comparisons with related metrics with known value and a fine-grained examination of the individual data items counted (Oppenheim, 2000) . The former is discussed in the next section, and the latter is covered in a later section.
Web metrics have been compared with a range of traditional measurements. Probably the most robust comparisons made have been those for U.K. university web sites, where research was measured using figures from the official research assessment exercise (RAE). This is a large-scale, peer-view driven exercise that assesses the quality of research produced by academics. It is conducted in approximately 68 separate subject-based categories (exact numbers vary by iteration), and the seriousness with which the whole exercise is taken can be judged by the fact that its purpose is to direct billions of pounds of government money to those who are judged worthy of it. This exercise is fairly open, and extensive details are available on the web (www.rae.ac.uk). RAE values may be combined in a linear way to give a score for each university, which can be conceived as the average research productivity of its academic staff (Thelwall, 2001b) . Early attempts at assessing the validity of WIFs for the United Kingdom gave disappointing results (Thelwall, 2000 (Thelwall, , 2001d , but a study of 25 U.K. university web sites from the year 2000 found a significant correlation with RAE scores (Thelwall, 2001b) . This was the first statistical evidence to support the validity of web metrics as a research-related measure. The link counts for this study came from a specialist crawler and from AltaVista, and two types of WIF were calculated. The findings showed crawler data more reliable than AltaVista data, but AltaVista data still gave significant results and actually had better site coverage. The external university WIF also produced better results than the external relative WIF, making it the prime candidate for university-level calculations. Similar results were later found for Australia using the external university WIF and correlating with the figure used for funding in Australia, the Research Quantum.
There were also department-based exercises that were simultaneous with university-level studies (Chen, Newman, Newman, & Rada, 1998; Chu, He, & Thelwall, 2002; Li, Thelwall, Musgrove, & Wilkinson, in press; Thomas & Willett, 2000) , with the two most recent ones reporting significant correlations.
External absolute WIFs also have been used in an attempt to assess the online impact of journal web sites. Early studies indicated that WIFs were measuring something different (Harter & Ford, 2000; Smith, 1999 ) that could not be expected to correlate with one common journal research impact measure, the journal impact factor (JIF), which is the number of citations per article for a given journal over a specific time frame (Garfield, 1994) . A more recent single discipline study now has found significant correlations for library and information sci-ence and law (Vaughan & Hysen, 2002; Vaughan & Thelwall, 2003) , but interdisciplinary differences also were found. This finding supports the use of external absolute WIFs to perform a similar function to JIFs. One application would be the identification of outliers in the ISI data; for example, those due to one highly cited article occurring in an otherwise below average small journal. This could be identified by a simple plot of WIFs against JIFs. This would be low-quality "circumstantial evidence" but would provide some quantitative support for eliminating the journal from a data set for other types of analysis.
VISUALIZATION TECHNIQUES
The technique to use for visualizing link data depends on the type of counts that are of interest and the purpose of the reporting. If the focus is on total counts to or from a small collection of sites or other areas of the web, then simple bar charts could be used to illustrate which domains are most commonly linked to from a nation's universities (Thelwall, in press) . If the focus is on the links between pairs of sites, then the approach depends on the number of sites involved.
For a small number of sites, say up to 12, a potential graphical technique is to arrange the sites in a circle and draw arrows between pairs of sites, with widths proportional to link counts, and a cutoff minimum value for counts such that very low counts will result in no arrow being drawn (Thelwall, 2001a; . This technique allows the overall pattern of linking behavior to be taken in with a single glance. If the sites are of significantly different sizes, then arrow widths may be reflecting size rather than average linking patterns and a form of scaling should be used to compensate .
These measures may fail if the discrepancies between site sizes are very large, because there are differing forces for link creation that are evident for different sized sites. As a concrete example, most links to a small site may be to its home page, but for a larger site a bigger spread is likely.
For a larger collection of sites, statistical techniques such as multi-dimensional scaling (MDS), cluster analysis, factor analysis, or pathfinder network scaling may be used in an attempt to extract patterns from the data (Chu et al., 2002; Thelwall, 2002d) . If the interlinking pattern is likely to be purely geographical then two-dimensional, multi-dimensional scaling is the logical choice. On the other hand, a pattern in which certain types of universities or departments tend to interlink highly with each other would be better tested for with factor or cluster analysis. In all these cases, if the set of institutions or departments under consideration have significantly different research productivities, then this may cause the other trends to be obscured. There are two potential ways around this problem, neither of which is entirely satisfactory. First, pathfinder network scaling could be applied, which may produce diagrams in which multiple trends are visible. The drawback of this is that the diagrams produced are highly susceptible to minor differences in the data, which means that they are not ideal for web links, because this kind of data is particularly subject to anomalies. The alternative, which has not yet been put into practice, is an attempt to normalize counts of links for the source and to target institutional research productivity. The problem with this is that some links between two low research productivity institutions can be inflated easily after normalization: This process will tend to magnify anomalies greatly between pairs of institutions. The approach may work for data sets in which link counts between all pairs of institutions are reasonably high and there is not a large difference between the most and least productive institution.
A technique has been developed to graph trends in average university interlinking when relationships between institutions are grouped into any kind of category. The graphs pro-duced will just be simple line or column charts, but the novelty is in the techniques for forming useful averages of link counts for links between pairs of institutions as the raw data matrix. The technique was developed for application of identifying geographic trends in data, as described previously.
A simple way to calculate the average degree of interlinking between a set of pairs of institutions would be to total the link counts and divide by the number of pairs: a standard mean calculation. The modified calculation will be needed if it is known that source and target institution research productivity associate with link counts and a different factor is being investigated. The normalization is achieved by dividing link counts by the product of the source and target institutional research productivity, with the resulting figures averaged across all pairs of institutions in the category. The new figures are not link counts but are more suitable for graphing, because the relative differences in size should have research productivity factored out. If the difference between institutional research productivities is very large, then a weighted average may need to be used rather than a simple average in order to give higher weight to more reliable data (Thelwall, 2002c) .
When identifying clusters with MDS or pathfinder network scaling, there are alternatives to the use of direct links for the raw data. Two alternatives are colinks and couplings, defined analogously to cocitations and bibliographic couplings. In other words, the colink count of two pages is the number of pages that link to both, and their coupling count is the number of pages that they both link to. The assumption that colinks and couplings would be better indicators of similarity than direct links is a natural but apparently incorrect one (Thelwall & Wilkinson, in press ). Nevertheless, the advantage of using either of these is that the numbers involved in the counts tend to increase, and so it is entirely possible that richer and more detailed pictures could be obtained. In the nature of the techniques, however, this hypothesis would be difficult to confirm definitively or deny.
SUMMARY OF WEB LINK ANALYSIS RESULTS
We do not yet have the full picture of why web links are created that would enable us to interpret link counts confidently. The main motivation study for links between university web sites is shown in the study by Wilkinson, Harries, Thelwall, and Price (2003) of 414 links from U.K. universities in 2001. Motivations were studied with a content analysis approach, using the investigators to infer reasons from source and target context. This was found to be a very hard judgment to make, and so only broad conclusions could be reached reliably. It was discovered that more than 90% of links had some connection to scholarly activities, including research and teaching, refuting earlier suggestions that leisure-related links were very prevalent (Thelwall, 2001d) . Less than 1% of targets were copies of referred publications, however, indicating that the communication represented by the vast majority of links is both informal and scholarly.
Geographic patterns. Interlinking between universities in the United Kingdom is affected by geographic factors, but interlinking between departments in the United States appears not to be (Tang & Thelwall, in press; Thelwall, 2002c) . Others have not yet been tested. In the United Kingdom, Scottish universities clearly cluster together (Thelwall, 2002d) , but it is unclear whether this represents a clear regional identity or an extension of the normal geographic interlinking trend.
Disciplinary variations. Some disciplines interlink more than others (in the United
States, where tested), with probably the hard sciences interlinking more than social sciences and the humanities hardly interlinking at all (Tang & Thelwall, in press ). There are also disciplinary variations when linking to journal web sites (Vaughan & Thelwall, 2003) .
International interlinking and linguistic variations.
A study of the interlinking between U.K., Australian, and New Zealand universities showed New Zealand to be relatively isolated . A similar study of Western Europe revealed extensive interlinking, particularly evident in English-language pages, in indigenous national language pages, and between countries with a shared language. Swedish also was identified as a common language for link source pages in Scandinavia (Thelwall, Tang, & Price, 2003 ). The common top-level domains for U.K., Australian, and New Zealand universities to link include the home nation, global U.S.-centered "com," "edu," and "net" domains, and also major academic partner nations (Thelwall, in press ).
Highly cited web pages. One study has identified the web pages that are most highly linked to by pages in other U.K. universities, finding that university home pages dominate the list, with the home pages of computing-related departments or information dissemination initiatives also figuring prominently (Thelwall, 2002h) .
A STEP-BY-STEP GUIDE FOR APPLYING WEB LINK ANALYSIS
If you have a research question that is about web links or about whether they can be used to investigate or provide quantitative data, then this section will provide you with an overview of the necessary stages that you will need to go through. As an aside, studies of individual links, especially if they are unusual in some way, is also a promising direction for link analysis research, thus studies do not have to involve large numbers of links (Björneborn, 2001; Björneborn & Ingwersen, 2001 ).
Step 1: Collecting Raw Link Data
The range of sources for raw link data depends on the scope of the project. AltaVista or AllTheWeb advanced searches, or the equivalents in other search engines, are always an option, unless the link data contains significant anomalies that ADMs are needed to resolve or unless commercial search engines do not cover key sites, perhaps because they are password protected. Commercial search engines are the only choice if the source of links to be studied is an area of the web too large to be practical to crawl, for example, all the web pages in a technologically advanced nation or the "whole" web. One commercial search engine variant is the Internet Archive (archive.org), which allows direct access to the crawl database of the Alexa search engine but does not provide link-mining tools. This data source would be a possible choice for a project that (a) wanted information from link sources covering a wide area of the Web, (b) needed to use ADMs or analyze web page contents in some way, and (c) were able to write computer diagrams to extract this information from the Archive format.
If a commercial search engine is inappropriate for some reason, then a research crawler is the alternative. Free link structure databases and software to extract information is available from cybermetrics.wlv.ac.uk/database, but this has only limited coverage of academic domains (six at the time of writing). Failing this, the links must be directly fetched using a crawler. Freely available site analysis software is available on the web (e.g., tucows.com). Academic software includes Harald Klein's widely used TextGrab (www.textgrab.com), which can download whole sites into a single file and is directed at content analysis applications but does not analyze link structures. Also, SocSciBot (cybermetrics.wlv.ac.uk/database) can be used to extract link structures from sites. See Thelwall (2001e, 2002c for extra information on the crawling process.
Step 2: Choosing the Counting Method
The choice of standard link counting or an ADM depends on the data source and the prevalence of and ability to detect anomalies in the data. As a general rule, however, only external links should be counted. For commercial search engine data and high link counts, the page model is the only choice. In this case, it is still worth examining the data for apparent anomalies and worth attempting to track them down to the set of web pages causing them, perhaps excluding the count from subsequent analyses. If ADMs can be used, then ideally the best ADM can be estimated through correlating link count data with existing research measures and selecting the one with the highest value. In the absence of such information, the domain model would normally be the best choice, because previous research has shown it to be either approximately the same as the other models or significantly better.
Step 3: Analyzing the Data
The following brief summary of analysis and reporting techniques is not intended to be an exhaustive list:
• for validation of data: correlations with existing research measures (normally Spearman), assessing creation motivations for a random sample, either through content analysis or author interviews; • for identifying clustering patterns: MDS factor analysis, pathfinder network scaling, cluster analysis; • for graphing general interlinking patterns: network diagrams; and • for identifying common targets: simple bar charts may be appropriate, if reporting top-level domains. Tables of the highest targeted pages or sites also can give useful insights about the data.
FUTURE DIRECTIONS FOR WEB LINK ANALYSIS
Using hyperlinks to investigate an aspect of online informal scholarly communication is now established as a practical and useful approach. Interpretation of results is the new key issue and one that will have to be tackled through with web author interviews, as well as content analysis-based classification exercises. Of particular importance is whether link counts and online citations should be used as part of the formal evaluation of scholars (Thelwall, 2002g) .
