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Abstract 
Assume that a set U of memory locations is distributed among n memory modules, using 
some number a of hash functions /II,. , h,, randomly and independently drawn from a high- 
performance universal class of hash functions. Thus, each memory location has a copies. Consider 
the task of accessing b out of the a copies for each of given keys x1,. . ,x,, E U, b < a. The 
paper presents and analyses a simple process executing the above task on distributed memory 
machines (DMMs) with n processors. Efficient implementations are presented, implying 
_ a simulation of an n-processor PRAM on an n-processor optical crossbar DMM with delay 
O(log log n), 
_ a simulation as above on an arbitrary-DMM with delay O(log log n/log log log n), 
~ an implementation of a static dictionary on an arbitrary-DMM with parallel access time 
O(log* n + log logn/loga), if a hash functions are used. In particular, an access time of 
O(log* n) can be reached if (log n) ‘/‘Og* ’ hash functions are used. 
We further prove a lower bound for executing the above process by any so-called simple 
access protocol, showing that our implementations are optimal. 
1. Introduction 
Parallel machines that communicate via a shared memory, the so-called parallel 
random access machines (PRAMS), represent an idealization of a parallel computa- 
tion model. The user does not have to worry about synchronization, locality of data, 
communication capacity, delay effects or memory contention. 
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On the other hand, PRAMS are very unrealistic from a technological point of view; 
large machines with shared memory can only be built at the cost of very slow shared 
memory access. A more realistic model is the distributed memory machine (DMM), 
where the memory is partitioned into modules, one per processor. In this case a par- 
allel memory access is restricted in so far as only one access to each module can 
be performed per parallel step. Thus, memory contention occurs if a PRAM algo- 
rithm is run on a DMM; parallel accesses to cells stored in one module have to be 
sequentialized. 
Many authors have already investigated methods for simulating PRAMS on DMMs. 
If one focuses on a complete network between processors and modules, the main 
problem is the distribution of the shared memory cells over the modules to allow fast 
accesses. A standard method is to use universal hashing for distributing the shared 
memory among the memory modules of the DMM. In this paper we consider both 
simulations of PRAMS and implementations of parallel static dictionaries on DMMs, 
based on distributing the shared memory cells among the modules using not only one 
but several hash functions, i.e. using a redundant storage representation. 
1.1. Computation models 
A parallel random access machine (PRAM) consists of processors PI,. . . , P,, and 
a shared memory with cells U = { 1,. . . , p}, each capable of storing one integer. 
The processors work synchronously and have random access to the shared memory 
cells. In this paper we will only consider the exclusive-read exclusive-write PRAM 
(EREW PRAM) model, that is, no two processors are allowed to access the same 
shared memory cell at the same time during a read or write step. 
A distributed memory machine (DMM) consists of n processors Qi,. . .,Q,, and 
n memory modules Ml , . . . ,A4,,. Each processor has a link to each module. A basic 
communication step of such a DMM consists of the processors sending read or write 
requests to the memory modules, at most one request per processor. Each module 
processes some of the requests directed to it and sends an acknowledgement to each 
processor whose request was chosen to be processed. 
We distinguish between the following rules for choosing requests for processing. (c 3 1 
is a fixed integer. For a discussion of the models see [8] or [16].) 
- Arbitrary-DMM : In this case, one arbitrarily chosen request out of all requests 
arriving at one module is processed per step. The answer given by a module is 
accessible by all processors accessing the module. 
_ c-collision DMM : In this case, all requests arriving at one module are processed 
in one step, as long as there are at most c of them; otherwise none is processed. An 
answer is only accessible by the issuing processor. (Note : For c = 1 this model cor- 
responds to a communication mechanism based on optical crossbars (cf. [ 1,9,22]). 
c-collision DMMs can easily be simulated on arbitrary-DMMs with delay O(c).) 
Randomized versions of the above models are obtained by adding the capability of 
choosing a random integer from a finite range. 
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1.2. Dictionaries and shared memory simulations 
Shared memory simulations on a DMM based on hashing begin with a preprocessing 
phase. In this phase each processor Pi of the PRAM is mapped to processor Qi of the 
DMM and the shared memory cells (we say keys for short) of the PRAM are distributed 
among the modules of the DMM via a > 1 randomly and independently chosen hash 
functions from some suitable universal class of hash functions (see below), i.e. each 
shared memory cell has a copies. This redundant storage representation needs space 
a. IUI. 
In this paper we will only deal with a 3 2. The basic access distribution phase (we 
say basic process for short) will be organized in such a way that each processor 
P, that wants to get access to a key Xi E U tries to send requests to the modules 
containing copies of xi until it got access to at least b of the a copies of xi, b < u. 
To resolve conflicts arising from colliding requests the modules will work according 
to the c-collision rule or the arbitrary rule. This process is direct in a sense introduced 
by Goldberg et al. [lo]. A process for distributing the requests of the processors to 
the modules is called direct if it runs in rounds and in each round the only messages 
allowed are requests of an arbitrary number of copies of each key. 
If we choose, for example, b > a/2 then the basic process yields a simulation of 
an n-processor EREW PRAM on an n-processor DMM using the trick introduced in 
[20], which we will call the majority trick: 
If each shared memory cell possesses a > 2 copies distributed among the memory 
modules of the DMM then it suffices to access arbitrary [a/21 + 1 out of these a copies 
to guarantee a correct simulation of both a read and a write step. 
To clarify how this trick works suppose that an update of a copy of a key contains a 
time stamp indicating the update time. If b > a/2 copies of a key x are up-to-date then 
it suffices to access arbitrary b copies of x. This guarantees that at least one up-to-date 
copy is accessed. It can be recognized by its time stamp. 
The read and write accesses to the shared memory can be looked upon as the lookup 
and update operations of a parallel dynamic dictionary, i.e. a data structure that sup- 
ports the above operations on the given set U of keys. In case we only want to support 
lookups, we are allowed to execute some preprocessing such that afterwards parallel 
lookups can be supported efficiently. We refer to such a data structure as a parallel 
static dictionary. In our framework, the static version is easier to handle as all the 
copies are up-to-date all the time. Thus, choosing b = 1 is good enough. Furthermore, 
we can afford a larger storage overhead because we do not have to execute updates. 
Our runtime bounds only hold with a certain probability (w.r.t. the choices of the 
hash functions). By ‘with high probability’ (w.h.p.) we mean a probability of at least 
1 - l/n” for a fixed cx > 0. 
1.3. Previous results 
Shared memory simulations and static dictionaries that use only one hash function 
to distribute the shared memory cells over the modules of the DMM have an inherent 
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delay of O(logn/log logn) even if the hash function behaves like a random function 
(see [7]). Faster static dictionaries are only known for PRAMS, see [15,3]. On such 
machines constant access time can be achieved using linear space. 
Karp et al. [ 131 were the first to consider shared memory simulations using two 
or more hash functions. They also present a fast implementation of write steps. The 
simulation runs on an arbitrary-DMM with delay O(log log n) and can be made time- 
processor optimal. Dietzfelbinger and Meyer auf der Heide [8] achieve the same 
delay with a very simple scheme using the majority trick (see Section 1.2) with 
three hash functions. The scheme can be executed on the weaker c-collision DMM 
with ~23. For a survey of shared memory simulations see [16]. MacKenzie et al. 
[14] analyze processes for accessing 1 out of 2 copies for c = 2 and 1 out of 3 
copies for c = 1. They use these results to obtain processes for accessing b < a 
out of a copies that have runtime at most O(a2 loglogn). Furthermore, they show 
that an EREW PRAM can be simulated on a l-collision DMM with storage over- 
head of at least five. This result was extended to a time-processor optimal 
simulation of an it log logn-processor EREW PRAM on an n-processor l-collision 
DMM by Goldberg et al. [ll]. Their simulation uses only three hash 
functions. 
Recently, Czumaj et al. [5] presented a shared memory simulation with delay O(log 
log log n log* n) using only three hash functions. However, they allow non-oblivious 
communication in their protocol, whereas we only consider communication strategies 
for the analysis of upper and lower bounds that are, apart from the accesses to the 
copies, independent of the input keys. 
1.4. New results 
In this paper we focus on the analysis and the implementation of a simple pro- 
cess for shared memory simulations that generalizes the processes and simulations 
from [13,8,14] mentioned above. We assume that each key has a copies, for some 
a 32, distributed w.r.t. a hash functions, randomly and independently drawn from an 
0( log3 n)-universal l class of hash functions. 
We introduce a simple direct process for accessing b out of a copies for each 
requested key on the c-collision DMM. Informally, we consider processes for this task 
as direct if apart from the accesses to the copies the communication is independent of 
the input keys. This process consists of rounds in which the processors simultaneously 
try to get access to all copies of the requested keys for which they have not been 
successful so far, until they have accessed at least b copies for each requested key. 
The modules answer w.r.t. the c-collision rule. 
We first analyze the above process and show that it finishes within log lognj 
log(c(u - b)) + 3 rounds, w.h.p. This generalizes (and improves constant factors of) 
’ In this paper log denotes the logarithm with base 2, logk n denotes (log r~)~. 
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the analyses from [13,8,14] from 2 or 3 to an arbitrary number a of hash 
functions. 
A straightforward implementation of this process has a running time of c . a 
(log logn/log(c(a - b)) + 3). This yields static dictionaries with access time O(log 
logn), w.h.p., for example, for a = 2 and b = 1 on a 2-collision DMM or for a = 4 
and h = 1 on a l-collision DMM, the optical crossbar DMM. With the help of the 
majority trick (see Section 1.2) the process also yields shared memory simulations, for 
instance, for a = 3 on a 2-collision DMM or for a = 7 on an optical crossbar DMM. 
The advantage of this kind of shared memory simulation is that the constants in the 
running time are small. 
If we use the arbitrary-DMM we are able to implement a (still direct) variant of 
this process in a more efficient way, i.e., we show how to speed up the execution 
of a round of the process. The time needed for this implementation of the process is 
O(log* n +b+ log log n/log a), w.h.p., if b d ( 1-S) a for some constant 6 > 0. It yields 
static dictionaries with access time O(log* n) using u = (logn)‘/“‘s* ’ hash functions. 
For a shared memory simulation we obtain a delay of O(loglogn/log log log n) with, 
e.g., dlo&& hash functions. 
Finally, we ask whether we can find faster implementations of direct processes than 
ours. More precisely, we consider a class of the so-called simple access protocols for 
shared memory simulations and allow each processor to access several copies of a key 
in parallel. Furthermore, we allow the processors to communicate in oblivious mode 
with other processors, i.e., the communication protocol must be independent of the input 
keys. The information gathered about the topology of the access graph by communi- 
cating with other processors may be used to decide which copies to try to access in the 
next round. We prove that within this class of direct schemes our implementations are 
optimal. 
1.5. Organization of the paper 
Section 2 contains information about universal hashing, log*-algorithms, and use- 
ful tail estimates that is necessary for the following sections. In Section 3 we in- 
troduce the basic process for our simulations and analyze it. Section 4 shows im- 
plementations of the process on c-collision and arbitrary-DMMs. Section 5 finally 
contains the lower bound which holds within the class of simple schemes defined 
above. 
2. Preliminaries: Universal hashing, log*-algorithms, and useful tail estimates 
This section contains information about the classes of hash functions we use to dis- 
tribute the shared memory, results about fast parallel algorithms we need for allocating 
work to the processors in our fast simulations, and tail estimates necessary for the 
analyses of the stochastic processes underlying our simulations. 
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2.1. Universal hashing 
Our simulations use hash functions hl, . . . , h, : U -+ [n] that assign to each memory 
cell x E U a modules Mh,cX), . . . ,Mh,+) in which a copy of x has to be stored. These 
hash functions have to fulfill seemingly contradicting properties: 
They have to behave like random functions and have to be evaluated in constant 
time while using only little space. 
Carter and Wegman [4] introduced the notion of universality for families of hash 
functions as a measure of quality concerning the first of these demands. 
Definition 1. Let yi”p,, be a family of hash functions mapping [p] to [n]. yi”p,, is 
called (cl, k)-universal, if for any set {xl,. . . ,Xj} c U of keys and locations II,. . . , Zj E 
{I,..., n}, j < k, it holds that, if the hash function h is drawn with uniform probability 
from Xp,, then 
Pr(h(xl) = 11 r\.‘.Ah(xj) = I/)<$. 
If ,u = 1 then we simply call Xp,, k-universal. 
Carter and Wegman introduced a class of linear hash functions in [5] and showed 
that it is (2,2)-universal. In [6] this is generalized to a class of polynomials of degree d. 
This class is proved there to be (2,d + 1)-universal, the evaluation time is O(d). 
Siegel succeeded in [ 191 to present fi-universal classes of hash functions with 
constant evaluation time, provided that the universe U is of size polynomial in n. 
Techniques presented in [13] show how to use these functions even in the case of an 
arbitrarily large finite universe. 
First apply a randomly chosen function h from a (2,2)-universal class to a set S C U, 
ISI <n, to a range of size polynomial in ~1. As shown in [6] this mapping is one-to-one, 
w.h.p. Now apply a randomly chosen function from Siegels class of hash functions on 
the image of S under h. 
For our analyses it is sufficient to assume that the hash functions hl, . . . , h, are 
randomly and independently drawn from an 0(log3 n)-universal class of hash functions. 
The above discussion shows that using Siegels function together with the extension 
from [ 131 yields such a class with constant evaluation time using little space (0( fi) 
space works). For a detailed description of this class see [13]. 
2.2. log*-algorithms 
We only consider the linear approximate compaction (LAC) problem here. The 
algorithm solving this problem will be used as a basis in Section 4 to obtain very fast 
simulations on an arbitrary-DMM. 
Definition 2. Let m <n denote the number of keys distributed among n processors such 
that each processor has at most one key. The linear approximate compaction problem 
is to insert the keys into an array B of size 4m. 
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In [3, 151 a randomized algorithm for the LAC problem is presented and analyzed. 
Their algorithms are designed for a CRCW-PRAM that uses IZ processors and O(n) 
shared memory cells. As noted in [13], such a PRAM can be simulated on an n- 
processor arbitrary-DMM with constant delay. So we get the following result. 
Theorem 3. The LAC problem can be solved by a randomized arbitrary-DMM with 
n processors in time O(log* m), w.h.p. 
In our algorithms we also need information about intermediate time steps of the 
above algorithm. Therefore, we will shortly describe it. 
Initially, each cell of array B is empty. Throughout the algorithm we map more and 
more items to accomplish a l-l embedding into array B. An unmapped key is called 
active. Once a key is mapped it becomes inactive. Initially, all keys are active. 
The algorithm for the LAC-problem consists of O(log* m) iterations. Let q1 = 1 and 
qi+l = 2% for i > 1. Let d 22 be some constant (for suitable values for d see [3] or 
[151>. 
High-level description of iteration i 
The main idea is to enhance the mapping of active keys by reallocating many pro- 
cessors to them. 
Input of iteration i: the number of active keys is assumed to be at most m/q:. 
The iteration consists of two basic steps: 
l (allocation) Allocate dqi processors to each active key. Each active key that indeed 
gets dqi processors is called participating. 
l (mapping) Map each participating key to a different empty cell of B. Each successful 
participating key becomes inactive. 
Output of the iteration: The number of active keys to be at most m/(2qi)d = m/q<, 
with high probability. 
Let us call the allocation step of iteration i to be successful if the number of non- 
participating active keys is at most im2- dqI. Analogous, the mapping step of iteration 
i is said to be successful if the number of participating keys that remain active is at 
most im2-dq1. Then the following lemma holds which is implicitly proved in [3, 151. 
Lemma 4. Suppose that iteration i - 1 was successful, that is, at most m/q,@ keys 
are still active after iteration i - 1, 1 <id log* m. Then, for any constant d > 0 
and sufJiciently large m, there exists a constant E > 0 such that both the allocation 
step and mapping step are successful with probability at least 1 - 2+“‘, using only a 
constant number of time steps. 
2.3. Useful tail estimates 
There are two tail estimates we will use in this paper. First, we state a result from 
[ 171 which generalizes the Chemoff-Hoeffding bounds for the sums of certain types of 
dependent random variables. This will be used in the lower bound proof in Section 5. 
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Definition 5. Given n O-l random variables XI,. . , ,X,, we call them self-weakening 
if for all i,l<i<n and all subsets {jt,...,jk}&{l,2,...,i- 1) it holds: 
P(& = l/Xj, =Xj2 = “. =Xjk = l)<P(Xi = 1). 
Lemma 6. Consider n O-l random variables XI,&, . . ,X,, which are self-weakening. 
Let X = Cy=, Xi and let E(X) 6 ,a*, for some p*. Then 
Proof. For a proof see [17, 121. 0 
Second, we use the general Markov inequality (see, e.g., [18]) to obtain bounds for 
sums of k-wise independent binary random variables. 
Lemma 7 (General Markov inequality). Let X be an arbitrary random variable; then, 
for every E > 0 and k 20, it holds: 
The following more technical tail estimate will be used in the analysis of our pro- 
tocols in Section 3. 
Lemma 8. Let X ,, . . . ,X, be (not necessarily independent) binary random variables, 
and let X = Cy=, Xi. Furthermore, let Prob(Xi, = . . . = Xis = 1)6 pS for all 
{il ,..., i,}&{l,..., m}, l<sd[alogm+ 11, and let [(~logm+l)]/m<p < 1 for 
a constant a > 0. Then it holds for every E > 0: 
cc(log E- 1) 
Prob(IX-E(X)I>s.m.p)d A . 
0 
Proof. We use here the general Markov inequality described above. 
Let k E {[cclogm],[alogm+ 11) b e even for a constant c1 > 0. Then it holds 
E(IX - E(X)lk) = E((X - E(X))k) = E 5 
( 0 
k Xi(-E(X))k-i 
iAj 1 
E(Xi)(-E(X))k-i. 
Furthermore, we get 
(*I 
E(X’) = E 
s,+...+sm=r 
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Let us replace the Xt , . . . ,X, by random variables Yr,. . . , Y, satisfying 
Prob( Yi::, = Yi, = . . . = YiJ = 1) 
i 
S 
P, 
= 
s d [crlogm + 11, 
Prob(& =Xi, =...=X,$ = l), s > ra1ogm-t 11 
for all subsets {ir, iz,. . . ,i,} C{ 1,. . , m}. According to the definition of the YI, . , Y, 
we get for all ir ,..., ik E {l,..., m} and SI ,..., sk>l with kd[cclogm+ 11, 
E(YY’YZ . KY) = E(YlY2 . . . Y,). 
Therefore, we can simplify E(X’) to 
E(X%~ 7 ‘0 s(i,j) . E( Y, . . r,), j=l 
where s(i,j) = c{J-l)‘(:)(j - I)’ is the number of sutjective mappings from 
{l)...) i} to {l)...) j}. s ince s(i, j) <j’ for all i, j and p 3 k/m it follows: 
E(P)< 2 ': ji.pj 
‘0 j=l J 
i-j 
pj 
< mie ei. p’ < 2 (e . m . p)‘. 
/=I 
Using this inequality in equation (*) yields 
E( 1X - E(X)lk) < (m . P)~ + 5 
0 
k 2 (e . m . p)’ . (-m . P)~-’ 
i=l 1 
Thus, it holds 
< (m . p)k + 2((e - 1)m . P)~ - 2(m. p)k 
<2((e- l)m.p)k. 
k J E(1.X - E(X)lk)<2m. p 
for sufficiently large m (note that k E { [z log ml, [LX log m + 11)). With the help of the 
general Markov inequality we get for every E > 0, 
Prob(IX-E(X)I>s.2m.p)< f 
0 
a log m 
and with E’ := 2a, 
Prob( IX - E(X)1 2 E’ . m . p) < 
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3. The basic process 
In order to get a clean description of our process we assume a DMM with n pro- 
cessors and a . n memory modules bfj,,k, j E { 1,. . . , a}, k E { 1,. . . , n}. Suppose that 
a hash functions hi,. . . ,A, : U + { 1,. . . , n} distribute the keys from U among the 
modules, so each key x has a copies stored in Mi,h,(x), . . . ,Ma,h,(x). Let xi, . . . ..X& E u, 
E < 1, be some keys for which we want to get access to at least b out of a copies. Let 
Zis{l,... ,a}, i E {l,... , m}, be the set of all copies of xi for which we have already 
been successful. The following process forms the basis of our algorithms to implement 
static dictionaries and shared memory simulations. 
(n, E, a, b, c)-process: 
initially: active keys xi,. . . ,xEn, ZI = . . . = Z, = 0 
execute the following round until all keys are inactive: 
for each j E {l,...,a}: 
for each active key xi with j $ Zi: 
Xi tries to access Mj,h,cx,) 
{ each module Mj,l works according to the c-collision rule } 
if Xi’s access is accepted then Zi := Zi U {j} 
if JZil> b then xi becomes inactive 
The following holds for the number of rounds needed by our process. 
MainTheorem. LethI ,..., h,: U A {l,... , n} be randomly and independently chosen 
from a O(log3n)-universal c ass of hash functions. Let 0 < E 6 1, 2 <a < &, b < 
a and c = O((e/(a - b))‘j3) be chosen such that 
c2(a - b) 
c+l 
> 1 + 6 and E. 
for some constant 6 > 0. 
(a) Then, for each t, 4< t <loglogn/log(c(a - b)) + 1, and c>log(4a)/(a - b) at 
most n/$c(a-b))‘-’ ke ys are still active after t rounds of the (n, E, a, b, c)-process, w. h.p. 
(b) In particular, the (n, E, a, b, c)-process jinishes within log log n/log(c(a - b)) + 3 
rounds, w. h.p. 
Proof. Let xi, . . . ,x,, E U, E E (0, 11. A module is called blocked at round t of the 
(n, E, a, b, c)-process if it gets more than c requests at round t. Note that a module will 
be blocked consecutively until it gets at most c requests for the first time. In this round 
it answers all of them. Afterwards, it gets no request any more. 
We view the distribution of the requests among the modules as a graph, the access 
graph G = (Vk, V,,E). Vk = { 1 , . . . , En} represents the keys xi,. . . ,xEn and VM = 
{(j,k) 1 j E {l,..., a},k E {l,..., n}} the modules Ml,1 ,..., M,,,. Node i E Vk is 
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I * . . . 
t 
t-l 
I 
2 
b I 
Fig. 1. A witness tree 
connected with (j, k) E V;, in G if hj(xi) = k, that is, hCfj,k possesses the jth copy of 
the key xi. Thus, E = ({i,(j,k)} 1 i E V~,(j,k) E V~,h~(xf) = k}. 
Assume now that a module n/r,,, is still blocked at round t of the (n, ~,a, b, c)- 
process, Then fMi,k must have received more than c requests at round t. So there must 
have been at least c + 1 keys Xi,,.US,XiC+r with hi(xl,) = k for all I E (l,...,~ + 
l} that were still active at round t. Let Xi be one of those keys. As x, was still 
active at round t there must have been at Ieast a - b hash functions h I,,-.., hj"_, in 
addition to $ for which xi was not successfuf at round d - 1. In other words, modules 
Mil,hj,(&)~” ‘~4~~-b,h,~_b(&) must have been blocked at round t - 1. Let kfjf,k' be one 
of those modules, Continuing with the argumentation for kfjt,kf as we did for @j,a 
we find: If module hfj,k is still blocked at round t of the (.n,e,a, b,c)-process, the 
tree given in Fig. 1 can be embedded into G such that its root is embedded in the 
VM-node (j, k), VTM-nodes are mapped to V,-nodes and VrK-nodes are mapped to 
VK-nodes, 
Let us call this tree Tt = (V~K, VW, ET) a witness tree of depth t. Note that, if 
two VrK-nodes v and w are embedded into the same V&node, then we can identically 
embed modules and keys into nodes of T, below u and w in a way we just described 
above. The follo~ng definition formalizes what kind of embed~ngs of Tt into G we 
only have to consider. 
256 F C. Meyer auf der Heide et al. I Theoretical Computer Science 162 (1996) 245-281 
Definition 9. An embedding C$ of Tt into G is called valid if 
(1) for each u E VIM, all neighbors u’ of v are embedded into different VK-nodes, 
(2) for each v E V~K, all neighbors v’ of v are embedded into V&nodes (j,k) with 
different j, 
(3) for each {u,v} E ET we have {$J(u),~(u)} E E, 
(4) for each Y,W E V~K let T,, T, be the subtrees of Tt rooted in v and W, resp., 
d = depth(T,) <depth(T,). If v and w are embedded identically then T, is embedded 
identical to the top part of T, of depth d. 
The following lemma is a direct result of our discussion above. 
Lemma 10. If module Mj,k is still blocked at round t of the (n, E, a, b, c)-process, then 
there is a valid embedding 4 of Tt into G that maps the root of T1 to Mj,k. 
The above lemma implies that it suffices to find a suitable upper bound for the 
probability (w.r.t. random choices of hi’s as indicated in the Main Theorem) that 
Tt has a valid embedding into G in order to prove part (b) of the Main 
Theorem. 
From the above definition of valid embeddings one can conclude that a valid em- 
bedding of Tt into G is already completely described by a small (at most size ~1 P’r~l) 
subtree F of T,, called base tree, and a set 8 of VrK-nodes below f, called set of 
expansion odes, with the following properties: 
(1) F and Tt have the same root, 
(2) no two VrK-nodes in F are embedded into the same VK-node, 
(3) if a VrK-node is a leaf of p then it is a leaf of Tt (that is, in the inner part of 
T,, f can only have VrM-nodes as leaves), 
(4) all VrK-nodes in 
6 := {w E VTK 1 w is a son of a leaf in ?) 
are embedded in VK-nodes that are already used for the embedding of V&p), 
(5) there are no nodes v E VT&F) and w E 8 with 4(v) = 4(w), but the distance 
from v to the root of Tt is greater than from w to the root of T,. 
It is easy to write a breadth first search algorithm which finds a base tree F and a 
node set d in T, for every valid node embedding 4. Fig. 2 will give an example for 
such a subtree for a = 7, b = 6 and c = 2. 
Note that d can be empty. Suppose now that we create a valid node embedding 
for a subtree ii: of Tt and a node set F such that the requirements above are fulfilled. 
Then we can find an embedding for the rest of Tt by first copying the embedding of 
subtrees of F below the expansion nodes such that the embedding of the roots of the 
subtrees coincides with the embedding of the expansion nodes and continue copying 
until every node of Tt is embedded. This process has the effect that the rest of T, is 
folded back into the subgraph over nodes of G induced by the embedding of f and 8. 
F C Meyer auf der Heide et al. I Theoretical Computer Science 162 (1996) 245-281 257 
Fig. 2. A valid embedding of a witness tree 
These observations allow us to use an (involved) counting argument to show the 
following probability bounds. The proof can be found in Section 3.1. 
Lemma 11. Let hl, . . . , h,, E, a, b and c be chosen as in the Main Theorem. Consider 
a module Mi,k. Then it holds: 
Prob(there is a valid embedding of Tt in G with root embedding Mj,k) 
2<t< loglogn 
’ ’ log(c(a - 6)) + 2, 
The reason why this probability does not approach 0 as t goes to infinity is that 
structures may occur in the access graph that prevent the (n, &,a, b,c)-process from 
terminating, e.g. a subset U C V, such that all V,-nodes in G ) LT~T(U) have degree at 
least c + 1, where T(U) = {(j,k) ) i E U, j E { 1,. . ,a}, hj(x,) = k}. Thus, (logn)’ 
(l/ny2WMc+U is an upper bound for the probability that such structures occur in the 
access graph. 
Part (b) of the Main Theorem follows directly from the above two lemmas. For 
the proof of part (a) of the Main Theorem we first observe that, by Lemma 11, the 
expected number of modules still blocked at round t, 2 dt <log logn/log(c(a - b))+2, 
is at most an/2E~I~(C(n-b))‘. Thus, part (a) of the Main Theorem would easily follow 
by the well-known Chemoff bound if the events “There is a valid embedding of r, 
in G with root embedding Mj,k” were independent for different (j, k). This is not true 
because the embeddings may overlap. On the other hand, we can show that an overlap 
of more than one node is very unlikely, as long as we only consider up to alogn 
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many (j,k) for some constant a > 0. Let 
t--2 
(l%n)2 1 &a-b)/(c+l) 
P %f := ~ . - 2 0 +;. ; 0 
c-l+ c (c(a-b))’ 
,=I 
n 
Formally, we prove in Section 3.2: 
Lemma 12. For any {(jl,kl) ,..., (j,,k,)}C{l,..., U} x {l,..., n} with s<alogn, 
CI > 0 constant, it holds for all t, 2 d t <log log n/log(c(a - b)) + 1: 
PrOb(M_,,k,, . . . , Mj,,k, are blocked at round t) 6 
s 
. 
Now we can complete the proof of part (a) of the Main Theorem. Let XLk be defined 
as 
Xj,$ = 
C 
1 module hfj,k is blocked at round t, 
0 otherwise. 
for all j E {l,..., a}, k E {l,..., n}, and let X, = c,?i C,“=, X,tk. From the proof 
of Lemma 11 (see Section 3.1) we know that Prob(Xj, = 1) d P~,~. Let t <log log n/ 
log(c(a - b)) + 1. Then it holds with c chosen as in part (a) of the Main Theorem: 
1 0 c-l+((c(a--6))‘-‘-l)l(c(a--b)-l)-l 1 Pa,t B 
5 
2 0 - 
C-l+(2’“~‘“g”-l)/(C(a_b)_l)-l 
2 
0 1 c-2+log 42 
B y 
227% 
=p. 
n 
Thus, Lemmas 12 and 8 can be used to prove that, for c 81og(4a)/(a - b) and for all 
4<t~loglogn/log(c(a - b)) + 1 it holds: 
Prob X,> 
( 
n 
c . 2(c(a-b))‘-* G > 
< 
Prob 
4a . n 
2C-1 . 24-b) . 2(c(a-b))‘-* 
G( 
for a chosen as in Lemma 12. Hence, for t, a, b and c chosen as in the Main Theorem, 
at most n/(~.2(~(~-~))‘-~ ) modules are still blocked at round t of the (n, E, a, b, c)-process, 
w.h.p. 
If the (n, ~,a, b,c)-process terminates then each module has to answer at most c 
requests. (Note that it can happen that the process does not terminate. In this case the 
access graph contains a highly connected subgraph, e.g. a graph Gluur(~) for some 
subset U c VK such that all VM-nodes in it have degree at least c + 1. The choice of 
E and c relative to a and b makes this event sufficiently unlikely.) From this we can 
conclude that, if at round t of the (n, E, a, b, c)-process m modules are still blocked and 
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the (n, s,a,b,c)-process terminates, then at most c.m keys are still active after round t. 
Thus, we get with the help of the estimate above, 
n 2(c(a-b))‘@ keys are still active after round t 
Note that we only consider events with r log n IET 1 = O(log3 n) values of hash func- 
tions. Thus, for the analysis O(log3 n)-universal hash functions are sufficient. 0 
It remains to prove Lemma 11 and Lemma 12. 
3.1. Proof of Lemma 11 
Let us first introduce the following notations: 
_ By Bk,i we denote the set of all possible base trees with k VrK-nodes such that i of 
these k nodes are not leaves of Tt. 
_ An embedding 4 of Tf into G is called valid node embedding if all items in Def- 
inition 9 are fulfilled except item (3). If all items are fulfilled we simply call 4 a 
valid embedding. 
_ For every F E B/q let @F be the set of all valid node embeddings of p and the set 
of expansion nodes & induced by F. Furthermore, let 
4k.i := maX{I@~l 1 i; E Bk,i}. 
_ Let hi,..., h, be randomly and independently chosen hash functions. Then for every 
tuple (f, cp) of base trees F E Bk,i and valid node embeddings cp E @f the upper 
bound for the probability that cp is a valid embedding will be denoted by pk,J. 
_ For each node u E T,, let T(v) denote the set of all direct neighbors of v in T, and 
y(v) denote the set of all sons of v in T,. 
Let k and i be fixed. Then the probability that there is a base tree ?- E Bk,i and an 
embedding cp E @f such that Tt can be embedded into G is at most 
IBk,il . d’k.i ’ Pk,i. 
In the next three propositions bounds for IBk,i), $k,i and pk,i will be presented. 
Proposition 13. Let r(k,i) be the number of expansion nodes induced by any base 
tree in Bk.i. Then we have 
r(k,i)=i.c(a-b)-k+c+l, 
Proof. Suppose a base tree p comprises i inner VrK-nodes of Tt. For each of these i 
nodes v, ly(y(v))l = c(a - b), for any other node v E V,,(F) we have ly(y(v))l = 0, 
because the others must be leaves of Tt. So ly(y( VX(F)))\ = i . c(a - b). Because F 
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is connected, k - (c + 1) of these i . c(a - b) nodes belong to F. (Note that the top 
c + 1 Vrk-nodes always belong to F.) The others by definition must be the expansion 
nodes. 
It remains to show that it suffices to count all possibilities to label r(k,i) out of all 
i. c(a - b) grandsons of i Vrk-nodes as expansion nodes in order to count all possible 
base trees F in Bk,i. For this purpose we need the following definition. 
Definition 14. Let p be a base tree in Bk,i. For each Vrk-node u in r, let p”(u) be 
the distance of u from the root of T2 and ph(u) be the position of u in its row. (If 
pD(u) = r then there are (c + l)(c(a - b)) - @ ‘I/* Vrk-nodes in the same row as u. So 
the leftmost node w in this row has PA(W) = 1, the rightmost node w has p*(w) = 
(c + l)(c(a - b))(‘-‘)/*.) Let < be a relation over the set of Vrk-nodes of F with 
01 -=c 02 :@ P,(Q) < ~~(~21 or Mvl) = 14~2) and Pi < P~vz)I. 
Then we will call the node sequence (vi, ~2,. . , uk) consisting of all Vrk-nodes in i; 
sorted, if for every i E {l,...,k- 1) we have vi < Vi+i. 
Suppose we have two different base trees Fi, F2 E Bk,i. Let (~1, . . . , vk) be the sorted 
sequence of VrK-nodes of ?i and (WI,. . . , wk) be the sorted sequence of Vrk-nodes of 
f2. Because fi and p2 are different there must be an I E { 1,. . . , k} with VI # WI. 
Let m = min{Z E {l,..., k} 1 VI # wl}, and let without loss of generality v,,, < w,. 
According to the definition of base trees the highest row of &-nodes belongs to every 
base tree, so m > c + 1. Then v, and w,,, must have a common Vrk-node vj = wj 
as grandfather, j < m; otherwise m is not chosen correctly. Let v, occupy position 
p1 and w,,, occupy position p2 out of c(a - b) possible below uj. Then because of 
v, < w,,, it must hold p1 < p2 which means that at the position of v, in p2 there 
must be an expansion node. Because the expansion nodes are distributed below vj 
differently from that below wj we have that any two different base trees must have 
different distributions of expansion nodes below their Vrk-nodes. 
So we proved that if two base trees Fi, f2 E Bk,i are different then the distribution 
of the r(k, i) expansion nodes over the ic(u - b) grandsons of their i inner Vrk-nodes 
must be also different. Thus, (“$ip’) IS an upper bound for the number of base trees 
in Bk,i. 0 
Proposition 15. 
Proof. (1) There are (y) possibilities to choose k Vk-nodes of G out of an for an 
injective embedding of V~K(F) into V,. 
(2) There are (,$,) possibilities to embed c + 1 out of k nodes chosen in (1) into 
the highest row of Vrk-nodes in ?” without getting redundancies. Moreover, there are 
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(k - (c + l))! possibilities to distribute the remaining V&nodes over the remaining 
VrK-nodes of T. 
(3) For every VrK-node v of f which belongs to the inner nodes of Tt there are 
( iIL)na-b possibilities to embed the a - b V TM-nodes under v into V,-nodes of G 
such that we have a valid node embedding. 
(4) There are at most k possibilities for each of the r(k,i) expansion nodes to embed 
it into one of the k nodes chosen in (1). 
(5) Let F be a base tree with i inner VrK-nodes of Tl. Each of these nodes v is 
connected with a set y(v) of (a -b) VrM-nodes. Every node w of these i(a - b) VTM- 
nodes has a set y(w) of c VTK-nodes which were embedded either as a node of i: by the 
term (k - (c + l))! or as an expansion node by the term k@,‘). This kind of embedding 
creates superfluous permutations which we want to eliminate by (l/~!)~(~-~). 0 
Proposition 16. 
r+, W(c+l )l 
Proof. Let F E Bk,i and cp E Qii;. The i inner nodes v of T, in ?” have degree (a - b+ 1) 
and are embedded into i different VK-nodes. Therefore, the probability that each one 
of these VK-nodes has the same links to V,-nodes in G as induced by the embedding 
of I‘(v) in ?? is n-i(a--b+l). Th e remaining (k - i) nodes in F are leaves of T, and thus 
have degree 1. Hence, the probability that the links induced by an embedding cp of i: 
are the same as in G is ndkpi). 
It remains to show that we have an additional probability of n-~r(k,i)l(c+l)l for the 
expansion nodes. If one considers only the embedding of f without its set of expansion 
nodes then for all VM-nodes (j, k) embedded into VrM-nodes of i: the values for k 
are independent from each other. Otherwise there must exist a VK-node embedded in 
F which is adjacent to two VrM-nodes with embeddings in (j, k) and (j’, k’) such that 
j = j’. This obviously violates the conditions a valid node embedding has to fulfill. 
Let 9 be the set of all x E d with father w that have 
- no node Y E VX(F), cp(x) = KY), with a VM-node embedded in a node in T(y) 
which lies in the same hash function as q(w) and 
- no node y E B with father v such that q(x) = q(y), q(v) and q(w) lie in the same 
hash function and y < x (for < defined as in Definition 14). 
In other words, 9 consists of all expansion nodes of lowest order according to < 
that do not demand an equality between the embeddings of any two VrM-nodes in F: 
but all other nodes in 8 \ Y do to maintain the status of a valid embedding for cp. 
Instead, the embedding of each node in 9 induces a new condition for the edges in 
G to keep cp a valid embedding. Each condition is fulfilled with probability l/n. So 
the probability that cp remains a valid embedding for F expanded by 9 is (l/n)l"l . To 
analyze the probability that cp also remains a valid embedding for all nodes in d \ 9 
we have to consider the following dependency graph Go. 
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Definition 17. Let p E Bk,i be a base tree, 8 be the set of expansion nodes induced by 
p and cp be a valid node embedding of F and 8. The dependency graph G = ( VD, ED) 
of f is a directed multigraph with 
- VD = VT&“), 
- (u, w) E ED iff q(v) and q(w) lie in the same hash function and there exists an 
x E T(u) and a y E T(w) such that q(x) = q(y), x E 8 \ 9 and y E VT&F) U 4. 
Clearly, /EnI = r(k,i) - 131. Each edge (u,w) in Go induces that the VM-nodes 
embedded in v and w have to be the same, otherwise q is not a valid embedding. 
Thus, each edge represents a probability of l/n. Because Go can have circles we 
cannot add a probability of (l/n)lED1 but only (l/n)lESFI where Esr is the set of edges 
of a spanning forest in Go. The next graph theoretic claim will give a lower bound 
for PsFI. 
Claim 18. Let G = (V,E) be a directed multigraph with IV/ = n, JEl = m. Let e(v, w) 
be the number of edges from v to w in G and e(v) = CWFv e(v, w). rf e(v, v) = 0 for 
all v E V and there is a d > 1 such that 
e(u, v) + e(v) <d for all u, u E V, 
then it holds for the number [EsF~ of edges in any spanning forest 
Proof. Let G and d be defined as above, and let G’ = (V’, E’) be a connected com- 
(*> 
of G: 
ponent of G with IV’/ = r and IE’I = s. Furthermore, let A = (ai,j)t<i,jgr be the 
adjacenct matrix of G’ and si = c;=t ai,i for all i E { 1,. . . , r}. Then it holds ai,i = 0 
and ai,j + Sj <d for all i, j E { 1,. . . , r} according to (*). SO we get 
t<g<rai,j + ,<$(r - l)sj = C (ai,j +Sj)G(r2 -r)d 
. . 1 <i,jQr,i#j 
+r.s<r(r - 1)d 
Let eel be the number of edges of a spanning tree in G’. Then cot = Y - 1, that is, 
co’ Zs/d. Combining this result with the results for all other connected components in 
G yields the claim. 0 
Obviously, Gn meets condition (*) of the claim above with d := c + 1. So the 
expansion nodes induce a total probability of at least 
1 r(k,i)-IEDl+rlEDll(c+l)l 
0 
1 Tr@,Mc+l)l 
_ d - 
n 0 n 
that cp is a valid embedding. 17 
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Let u(k) be the lower bound of the number i of inner Vrk-nodes of r, a base tree 
with k VrK-nodes can possess. Then we get 
Prob(T, can be embedded into G with root embedding MX,Y) 
~VTK~ k 
d c c lBk,il . $k,i ’ Pk,z. 
k=c+l i=u(k) 
To be able to simplify the formula above we need the following two propositions. 
Proposition 19. Let M := c + C:r:(c(a -- b))‘. Then for t 22 we have 
(1) u(k) b 
ct 1, k E {c+ l,...,M - l}, 
c + ~~~~ (c(a - b))j, otherwise, 
k E {C + l,...,MI, 
k E {Mf l,...,lvr,l - l), 
k = 1vr~I. 
Proof. (1) For k < A4 it is easy to see that the inequality is true. Let k >A4 + 1. 
Suppose, a base tree F E Bk,i has s VrK-nodes which are leaves in Tt. Then at least 
(s/c(a - b)) VrK-nodes of the next highest row of F are necessary so that p can 
possess so many leaves of Tt. In addition to this at least (s/(c(a - b))2) VrK-nodes of 
the second row above the leaves of T, are necessary so that f can have (s/c(a - b)) 
VrK-nodes in the first row above the leaves of TI. Continuing with this argumentation 
we find that if p possesses s leaves of Tt then for the number i of Vrk-nodes in F 
which are not leaves in T1 it holds: 
t-2 
i>,c$l+C s 
j=, (c(a - b))j 
Because k = i + s it follows 
t-2 
k>c+l+C ’ 
j=O (c(a - b))j’ 
(*) 
Let s = (c(a - b))‘-’ + r, r 20. Then we have 
k  ~ c + 1 + tg? (da - b))‘-’ + r 
j=O (40 - b)Y 
t-1 t-2 
= c + 1 + C (c(a - b))j + C r 
j=O j=. (c(a - b))/ ‘M + ’ + r’ 
So for k = M + 1 + r F can have at most (c(a - b))‘-’ + r leaves of Tt. Hence, for 
all k = A4 + 1 + r, r >, 0, the number i of Vrk-nodes in ?” which are not leaves in 2”, is 
t-2 
i>k - [(c(a - 15))‘~’ + r] = c + 1 + C (c(a - b))j =: U. 
j=l 
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Clearly,thenforallk=M+l-rac+l,r>l,wehaveiZU-r. Soinequality(2) 
is also true for k = M. 
(2) For k > M it is easy to see that the inequality is true. Assume r(k, i) < ~‘(a - b). 
Then because of r(k, i) = i . c(a - b) - k + c + 1 we get 
i<c+k-(c+l) 
\ 
c(a - b) 
So for the number s = k - i of VTK-nodes in p which are leaves of T, it holds: 
s>k-c- k-(c+1) 
c(u - b) . 
(**I 
Using the inequality (**) repeatedly for the (j = 0)-term in (*) yields 
t-1 
k>c+l+C(c(a-b))j=M+l. 
j=l 
So if k < M + 1 it has to hold r(k,i) > c2(a - b). 0 
Proposition 20. Let a, b and c be chosen us in the Main Theorem, 2 <t < 10$$~~~~ +3 
and n be big enough. Then it holds for all i<k : 
k+,i),- rG,i)l(c+l N d 
n-c*(a-b)/(c+l) , k E {c+ l,..., M}, 
n--r(k,i)/2(c+l) 
9 k E -W+ L...,IVTKI) 
Proof. Let a, b and c be chosen as in the Main Theorem and t be chosen as above. 
Then it follows with c = O((&/(u - b))‘j3): 
f-1 
lVxl=(c+ l)Iz(c(u-b))’ 
= O((c + l)(c(u - b))‘-‘) = O((c + 1) . logn . (~(a - b))2) 
=. . logn . G. (a - b)4’3 = 0((logn)2). 
Let k<M. At first we show that for n big enough (i’~~~~~))kr(k,i)n-‘(~,i)/(c+*) gets the 
smaller the bigger r(k,i) gets 
r(k, i)!(ic(u - b) - r(k, i))! 
* (r(k,i) + l)!(ic(u - b) - r(k,i) - l)! 
. ke&/(C+l) 
~ (ic(a - b) - r(k,i))k 
> 
‘+’ 
r(k, i) + 1 
Qn 
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which is true for n big enough since i, k, r(k,i)d IVTKI, c = O((e/(a - b>>“3). 
So with the help of Proposition 19 we can conclude 
(’ ’ ;I;, B))kr(k,~‘n-“k,‘“(‘+l) <n-C2 O-b),(C+l) 
~ e . i . c(u _ b) . k c2(a--b)+1 1 c2(a-b)+l/(c+1) 
c2(u - b) + 1 
) (;J d (t)&~-bMc+~l 
&a-b)+l 
<,w+l) 
\ 
(C+l)(C*(a-b)+‘) 
dn 
which is true for n big enough because with k,id IVr,\ = O((logn)‘) and c = 
0(( ,,&&$(a - b))‘j3) it holds: 
(C+l)(C*(a--b)+C) 
= O(log log n*) = o(log n). 
Let k be chosen such that A4 < k < 1 Vr, 1. Then we can conclude because of 1 d 
r(k, i) < 1 Vr,l = O((log n)2): 
in, 
-( 
e.i.c(a--b).k 2(c+1) 
r(k i> > 
IZ 2O(log log n. qiG$ 
(*> 
For k = I V,, 1 we have r(k, i) = 0. Thus, inequality (*) is also fulfilled for k = I VT, j. 
0 
Now we can simplify the formula of the probability that an embedding of T1 into 
G with root embedding AC& is possible. Let E E (0, 11, 1 < a 6 &, b < a and c be 
chosen such that 
&(;I;) (A)“-” +. 
Then it holds for all t, 2 <t <loglogn/log(c(u - b)) + 3 and n big enough: 
Prob(T, can be embedded into G with root embedding Mx,y) 
lvr~l k 
d c c IBk,il ’ d)k,i ’ Pk,i 
k=c+l i=u(k) 
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Bounding (*) fir k = c + 1 to A4 
Let U = c + xii:(c(a - b))i. With the help of Propositions 19( 1) and 20 we get 
~o~~~~~g (*) for k = M + 1 to iVrK/: 
Let U = c + xiz:(c(a - b)y. With the help of Propositions 19 and 20 we get 
Sa the probab~li~ that T, with root embedding &&, can be embedded into G is bounded 
above by 
/--2 
(log n >* l &a-b)i(c+lf 1 c- lf-&-4))’ 
-. 0 - +;* 0 ,=I 
2 n ‘z 
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This proves Lemma 11. Note that for t = log log n/ log(c(a - b)) + 3 and a, b and 
c chosen as in the Main Theorem we get IErl = 1 VTK~ + 1 V,,I - 1 = O(log2 n). So 
O(log2 n)-universal hash functions suffice to prove the results of Lemma 11. 0 
3.2. Proof of Lemma 12 
We first want to analyze the probability that two modules kfj,k and Mj’,kt are still 
blocked at round t. Then we have to analyze the probabilities for all combinations of 
base trees for these two modules. Let ?-I be a base tree for Mj,k and f2 be a base 
tree for Mjf,kf. We want to consider the following three cases : 
(1) The set of VK-nodes embedded in f1 and the set of &-nodes embedded in F2 
are disjoint. Then we can analyze the two base trees independently as it is done in the 
proof of Lemma 11. 
(2) The embeddings of pt and T2 only have one common VK-node. Then we can 
still analyze the two base trees independently, as we will see. Let cpi be a valid node 
embedding of ?-I and (~2 be a valid node embedding for ?2. Let GA be the dependency 
graph of ?-I and Gh be the dependency graph of F2 (recall that the edges of such graphs 
symbolize dependencies between embeddings in VrM-nodes, see Definition 17). For all 
i= 1,2,x~ VK andjE{l,..., u} let 
C!& = {y E V, I 3, w E VT.&~~) : v, w lie in the same connected 
component in Gb built by modules in hash function h,, 
and x E cpAUn)), Y E qi(r(w))). 
The sense behind the definition of Ci,j is that the embedding of ?i can only be valid 
if all VK-nodes in every Ci,j have an edge to the same V,-node as x in the access 
graph with regard to hash function h,. So all dependencies of Q-nodes embedded in 
Fi can be expressed by U,,j Gi,j, where G:,j is the complete graph over nodes in Ci,,. 
Note that for all x,y E VK and j,j’ E { 1,. . ., a} it holds: if y E Gi,j and j = j’ then 
G:,j = Gi,j,, otherwise G:,j n Gi,j, = 0. If we remove so many edges that all G;,, 
are circle-free, but still connected then we get for each remaining edge independently 
a probability of l/n that the embedding of Fi is valid. Because the embeddings of Fi 
and ?2 only have one V&node in common, we get: if all Gi,j are reduced in a way 
that they have no circles then also U, j( Gi,j U Gz,j) can have no circles any more, that 
is, we can analyze the dependencies independently in F1 and F2. 
(3) fl and F2 are embedded into at least two common VK-nodes. Then we cannot 
assume independency any more. 
Let us use these conclusions for the general case that s > 2 modules Mjl ,k, , . . . , Mj$,k, 
are still blocked at round t. Let fl,. . . , F, be the base trees of these modules, and let 
K be the number of VrK-nodes in base tree fi that are also used in base trees Fj, 
j < i, Y = Es=, Y;. Furthermore, let Xik be a random variable with 
X;,k = 
1 module M/,k still blocked at round t, 
0 otherwise 
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for all j E { 1 , . . . , a}, k E { 1,. . . , n}. Then it holds: 
Prob(&, = . . . = X& = 1) 
= C Prob(Yi = gt,...,Y, = gs) 
91,47~~0 
xProb(&, = . . . = X,t,ks = 1 1 YI = 91,. . ., Y, = gs), 
We want to consider three different cases. 
(1) Independent case (Y 6 1): Let p be chosen as pa,r in Section 2. Then it holds: 
Prob(Y<l).Prob(Xi,,,, = ... =Xi,% = 1 1 Y<l) < p”. 
(2) Dependent case (2 < Y < 2s): Let gi , . . . ,gs be fixed. Let li be the number of 
VTK-nodes of Ti and A(1 1,. . . ,I,) be the number of embeddings of TI,. . . , T, given 
11 , . . . , 1,. Then it holds: 
(*I 
Let Zi denote the number of VrK-nodes in fi for all i E { 1,. . . ,s}, let y = cf=, gi and 
1 = 1 V,,l. The following items have to be considered in order to count all possible 
embeddings for Yi = gt,. . . , Y, = gs and 2’1 = 11,. . . ,Z, = 1,: 
(4 There are (~;$~) ways to choose VK-nodes for the embeddings of Fi, . . . , Fs. 
(b) The VK-nodes chosen in (a) can be distributed among the trees Fi in (cb, li - 
y)!/ niEl(li - gi)! different ways. 
(c) There are at most (~~=, li - y)Y possibilities to add VK- nodes to trees Fi that 
have already been used in trees Fj with j < i. 
Thus, it holds: 
Prob(Yi = gi,..., Y, = gs 1 z, = ll,...,Z$ = 1,) 
n 
( > 
(j$li - Y) ! 
kli-y ’ 
fIzi-Y fi(li-gi)! i=l ( > 
i=l 
< 
i=l 
$2 
n! d 
Cn - Ctgzi - Y))! 
(l&y (f& “!,#) (p- y)y 
(**I 
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Now we can estimate (*) with the help of (**): 
Prob(Yi =gl,...,Y,=g,)d [%)j. 
So it holds for y 2 2: 
Prob(Y = y) d C Prob(Yr = gi,...,Y, = gs) 
4,. ,!k*o, 
q,+“‘+ss=‘, 
if n big enough, because s <cc log n and for t < log log n/ log(c(a - b)) + 2 we have 
1, y = O((logn)513). So for Y = 2r or Y = 2r + 1, 1 <r fs, it suffices to remove r 
base trees Ti to be able to analyze the remaining trees independently. It follows: 
s-1 
CProb(Y=2rVY=2r+l) 
r=l 
x Prob(X,f, ,+, = . . . = X,t,k3 =lIY=2rVY=2r+l) 
(3) Dependent case (Y a2.s): 
(s-l)1 
c Prob(Y = y) . Prob(Xj:,,, = . . . = _J$ks = 1 1 Y = y) 
y=2s 
(s-l)1 (s- 1)l 
< C Prob(Y = y)< C 
e(s + y)Z(sl - y) ’ ~ 1 
) 0 
’ - 
y=zs y=zs yn n 
So altogether we get 
Prob(Xj,,,l = . . . = XL,kz = 1) 
(s-1)1 
= c Prob(Y = y) . Prob(Tt,kI = . . . = T&s = 1 j Y = y) 
*/=o 
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3.3. Avoiding deadlocks 
The Main Theorem implies that structures may appear in the access graph that 
prevent the (n, E, a, b, c)-process from terminating. Nevertheless, the expected number 
of rounds necessary to satisfy all En requests does not exceed log log n/ log(c(a - b))+ 
3 + o( 1) with the following strategy: 
s := 0 
repeat 
partition the En keys into sets A;, . . . , A$, of .zn/2’ keys 
for i = 1 to 2$: 
run log log n/ log(c(a - b)) + 3 rounds of the (n, a/2$, a, b, c)-process on set A: 
s:=s+l 
until all keys are inactive 
For E, a, b and c chosen as in the Main Theorem the average number of rounds 
required for this algorithm is at most : 
log n 
1 + C2SProb(3j E {1,...,2’-l} : deadlock in A;-‘) 
s=l 
( 
log log n 
’ log(c(a - b)) 
+3 
,( 
1+ c2V- 1”: (&)c+l (logn)2 ( ~)Cz’“-““‘“‘)-~) 
log log n 
1 &a-b)/(c+l)-1 
’ log(c(a - b)) ( 
+3 
)( 
1 + 2(lognB ; 
0 
log log n 
= log(c(a - b)) 
+3+0(l). 
4. Implementations of the basic process 
In this section we present efficient implementations of the basic process that yield 
fast static dictionaries and shared memory simulations. 
4.1. Implementations on a c-collision DMM 
Suppose we have an n-processor c-collision DMM, where U, the set of shared 
memory cells, is distributed among the modules with hash functions hl, . . , h, : U + 
{L..., n}. So for every i E { 1,. . . , a} and x E U, Mb,(x) contains the ith copy of x. Each 
processor of the DMM knows at most one active key and the hash functions hl, . . . , h,. 
Such a processor is called active. Then the (n, E, a, b, c)-process can be implemented in 
such a way that every active processor tries to get access to all a copies of its key 
sequentially until it got access to at least b. Because of the c-collision rule, after each 
trial, the active processors have to wait c time steps to know whether their request was 
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successful or not. Thus, a round takes time c . a. Now we can derive the following 
theorem from part (b) of the Main Theorem: 
Theorem 21. Let hl,. . ., h,, E, a, b and c be chosen as in the Main Theorem. Then 
the above implementation of the (n, ~,a, b,c)-process on a c-collision DMM needs at 
most time c. a. (loglogn/log(c(a - b)) + 3), w.h.p. 
The above theorem yields simulations of a static dictionary with access time 
O(log logn), w.h.p., for example, for E = 1, a = 2 and b = 1 on a 2-collision DMM, 
and for E = i, a = 4 and b = 1 on a l-collision DMM. 
With the help of the majority trick, that is b > a/2, the above theorem also yields 
simulations of shared memory, for instance for F = i and a = 3 on a 2-collision 
DMM (a similar result is shown in [8], but with E = 3 and c = 3) or for E = & 
and a = 7 on a l-collision DMM. Thus, Theorem 21 shows that an EREW PRAM 
can be simulated on an optical crossbar DMM with delay not exceeding O(loglogn), 
w.h.p. 
Note that if the above implementation of the (n, E, a, b, c)-process successfully termi- 
nates then each module has to answer at most c. a requests. 
4.2. Implementations on an arbitrary-DMM 
We want to find a way to run a round of the (n, 1, a, b, c)-process much faster 
than in a ’ c steps. For this purpose we partition the DMM into a groups Al,. . , A, 
of n/a processors and a groups Bl, . . . , B, of n/a modules. Each function h,, j E 
{I,..., a}, now maps U to modules in Bj only, i.e. has a range of size n/a instead 
of n. 
Let us first assume that we only have n/a keys, the ith of which is known by the 
ith processor of all groups Al,. . . , A,. Then the accesses to the a copies of each key 
can be done in parallel, i.e. in time c. Checking whether key x got at least b answers 
needs time O(b), because a threshold function on a values with threshold b (given a 
O-l vector of length a, test whether it contains at least b l’s) has to be computed 
using a processors and modules. 
Let us now choose c := max{ [a/(~ - b)1,4}. If a/(a - b) = O((G/(a - b))“3) 
then all conditions on c in part (a) of the Main Theorem are fulfilled with E = 1. 
Thus, part (a) of the Main Theorem implies that, after executing 4 rounds as described 
above, at most n/2a* keys are still active, w.h.p. Each round needs time O(c + b) = 
O(a,i(a - b) + b). 
Now assign a. 2a processors to each active key. Since a. 2a < 2”2, this can be done 
in time O(log* n), w.h.p., using the LAC algorithm, compare Section 2.2. 
As a . 2a processors and modules can compute threshold functions on a values in 
constant time on an arbitrary-DMM, all remaining rounds of our process can be done 
in time O(c), where c can be chosen here to be c = [log(2e(a - l)/(a - b))]. It is 
again easy to check that this c fulfills all preconditions demanded for part (b) of the 
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Main Theorem. Thus, this phase needs time 
log log n 0(10&3) ) log(a - b) + log log a 
by part (b) of the Main Theorem. Altogether we have shown: 
Lemma 22. If each of n/a keys is known by a processors then the algorithm described 
above needs time 
w. h.p., to access b out of a copies of each of the n/a keys. 
It remains to show how to reduce the number of active keys from n to m := n/a. 
This is done by the following scheme. 
Let ~24, b < a, c = max{ [u/(u - b)1,4}, and a0 := min{2b,a}. 
Initial reduction scheme: 
Simultaneously for each group Aj, j E{ 1,. . . , a/u,}: run 5 rounds of the (m, 1, as, b, c)- 
process, using hash functions hj, . . . , hG+,,,_ 1jmod a. 
It is easy to organize these rounds in such a way that concurrent accesses to copies 
with respect to the same hash function never come from different groups Aj. Thus, 
each round needs time O(c . a~) = O(c . b). By part (a) of the Main Theorem we can 
conclude the following lemma. 
Lemma 23. The initial reduction scheme reduces the number of active keys from m 
to at most m/2ai for each group Aj in time O(a . b/(a - b)), w.h.p. 
Proof. The condition c > [a/(a - b)l82 and the choice of as guarantee that 
c(ao - b)>ao. 0 
Let us consider two different cases. 
Case 1: a0 + 2a0 > a. Then it is easy to check that 2’O > :a for a 34. Thus, the 
initial reduction scheme reduces the number of active keys to at most 
-!!-<- 
2a; ’ (2:)3 d $7 
w.h.p. So in this case the situation necessary for applying Lemma 22 can be established 
with the help of the LAC algorithm presented in Section 2.2. 
Case 2: a0 + 2’0 <a. Then, in a final reduction scheme, we want to reduce the 
remaining n/2ai active keys to at most n/a2. Let a0 be chosen as above and a, := 2+l 
for all sa 1. For sB0 let m, := a,m and Aj := Uij’z{j_,)o,+l Ak be subsets of the set 
of processors, j E { 1,. . . , a/a,}, that is IAT1 = m,. For the rest of this section the E in 
the (m, ~,a, b,c)-process will mean that our process is started with at most Em active 
keys. Assume that in each Aj, j E { 1,. . , a}, at most m/2’: keys are still active. 
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Final reduction scheme: 
s := 1 
while Cf=, ai <a do 
simultaneously for each AT, j E { 1,. . , a/a,} : 
(1) allocate a, processors for all but a fraction of at most 1/23a” of the active 
keys in AT 
(2) run 5 rounds of the (m, l/a,,a,, b,c)-process on A3 on hash functions 
not used before for keys in A; 
s:=s+ 1 
Let us call one execution of the while-loop one round. We will now prove by 
induction on s that in time O(c ‘6) each round s reduces the number of active keys to 
at most ms/a2,, in each group AS, w.h.p. 
The initial reduction scheme serves as a basis for this induction because it ensures 
that at the beginning of the final reduction scheme at most m/2’: keys are still active 
in each group Aj of processors, w.h.p. 
Assume now that at most rn,_,/az keys are left in each subset AT-’ of processors 
at the beginning of round s. Then in (l), according to Lemma 4, for all but mr/23a,f’ 
active keys in each set As, a, processors can be allocated in constant time, w.h.p. We 
then are able to implement the (m, l/as, us, b, c)-process in (2) in such a way that each 
key that has a, processors can send messages to a, modules possessing its copies in 
constant time and can check in time O(b) whether at least b messages came through. 
So altogether step (2) needs O(c + b) time, w.h.p., for c chosen as for the initial 
reduction scheme to reduce the number of active keys in each Ai to at most m,/2’~. 
Since a, &al = 2’” 24, we get 
Thus, round s of the reduction scheme reduces the active keys from at most m,Y/az to 
at most mS/ai,, in each partition A; in time O(c + b), w.h.p. 
Consider now the last round of the final reduction scheme. It is easy to check that 
a,+, = 2”~ 3 fu for all ~24. So this round reduces the number of active keys from at 
most rnJu3 to at most 
&+%<JQ? 
2a; (2a> )3 
active keys in each group As, w.h.p. This results in the following lemma: 
Lemma 24. The final reduction scheme reduces the number of active keys jiom at 
most n/24 to at most n/a2 in time 
o((b+ie%) >> (log*a-log*b+l) 
w. h.p. 
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Note that the final reduction scheme works correctly even if a/as is not an integer 
for some s. In this case the remaining keys of the incomplete group A: are put into 
one of the complete groups AT. This at most doubles the upper bound for the number 
of remaining keys in A; which does not hurt our analysis. 
Now an efficient way to access b out of a copies for each of n keys on an arbitrary- 
DMM could look as follows: 
Phase 1: Reduce the number of active keys from n to at most n/u2 using the initial 
and final reduction scheme. 
Phase 2: Assign a processors, one from each group Aj, to each of the n/a2 active 
keys, using the LAC algorithm from Section 2.2. 
Phase 3: Finish the process (compare Lemma 22). 
Unfortunately, we cannot use the lemmas proven above to conclude the time bound 
0 ,b + b + a-b 
Cab ( 9 
(log* a - log* b + 1) + log* n + 1% 2 
( ) . logca!“&$o~ laga) 
because the keys phase 3 is started with are not independent of the hash functions. 
The reason for this is that they remained active after phase 1, where the same hash 
functions are used as in phase 3. 
In case that b <a/3 we can circumvent this problem easily: simply use disjoint halfs 
of the hash functions in phases 1 and 3. 
In case b > af 3 we can proceed as follows. Let p be chosen such that (p - 2)a/p < 
b<(p - l)a/(p+ 1). Thus, pd L2a/(a - b)J. I n order to simplify our presentation of 
the solution suppose that p divides a. Then we can partition the a groups B1,. . . , B, 
of n/a modules each into groups Cl , . . . , C,i, consisting of p groups Bj, each. Select 
a pair (Ci, Cj) out of these groups and perform the following scheme on them: Carry 
out phase 1 on Ci with b’ := b/( p - 1) (note that b’ = b/(p - 1) 6 a/(p + 1)) and 
phase 3 on Cj with the same b’. Since phases 1 and 3 are now run on different 
sets of hash functions we can combine the results in Lemmas 22 and 24. Note that 
we have to choose c = [a/p/(a/p - b’)] d p + 1 < L2a/(a - b) + 1J for phase 1 and 
c = log(2e( p + 1)) for the last part of phase 3. 
Of course, if we nm this scheme only for one pair (Ci, Cj) then each key got through 
only b’ instead of the required b requests. But if we run this scheme for all pairs (Ci, Cj) 
it can easily be seen that each key got through at least b’ requests in at least p - 1 
groups Ci, so altogether each key got through at least b’( p - 1) = b requests. 
Let us recall the algorithm described above the advanced (n, a, b)-scheme. Then the 
following theorem holds. 
Theorem 25. For a and b chosen such that 4 <ad G, b < a, and a/(a - b) = 
0(( &/(a - b))‘/3 ) the advanced (n, a, b)-scheme executed on an arbitrary-DMM 
needs time 
o((L$j) (s+ (b+--$(log*a-log*b+l) 
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w.h.p. In particular, if b <( 1 - 6)a for constant 6 > 0, the time bound is 
w.h.p., for all 4<a<JIogn. 
In order to realize a static dictionary, b = 1 suffices. The number a of hash functions 
used is the redundancy of the storage representation. 
Corollary 26. For each a such that 4 <a < & the above strategy yields a static 
dictionary on an arbitrary-DMM with redundancy a and parallel access time 
O(log* n + loglognl log a), w.h.p. In particular, parallel access time O(log* n) can 
be achieved with redundancy (log n)““g* “. 
In order to realize shared memory simulations we have to choose b > a/2. 
Corollary 27. For each a such that. 4 da < @ the above strategy yields a shared 
memory simulation on an arbitrary-DMM with delay O(a+log log nJ log a), w. h.p. In 
particular, delay 0( $$‘~ n ) can be achieved with redundancy, e.g., a = d=. 
5. A lower bound for simple access protocols 
In this section we ask whether there exist faster implementations of direct processes 
than ours. More precisely, we assume that the keys are distributed among the modules 
of an arbitrary DMM using a independent, truly random hash functions. We demand 
that, given n keys, only one copy of each of them has to be accessed. We allow the 
processors to try to access several copies of all keys they know in parallel and to 
communicate with other processors. The communication is restricted to the oblivious 
mode, i.e. the communication is independent of the hash functions and the input keys. 
Based on the information gathered about the topology of the access graph by such 
oblivious communication a processor may decide on which copies to request in the 
next round. Let us call this type of protocols the simple access protocols. 
We want to describe a simple access protocol in a more formal way. As the commu- 
nication is oblivious we can perform it in advance. We want to prove a lower bound 
for access protocols that need at most log logn steps. After t steps of the commu- 
nication, 1 < t d log log n, each processor knows a set KI of input keys, I&) <2’. As 
the communication is oblivious, KI is independent of the values of the keys, i.e. it 
is independent of the access graph. We assume w.1.o.g. that requests w.r.t. different 
hash functions never collide, i.e. we assume that each module Mj, 1 <j dn, exists in 
a a@%, kfj,k, 1 bk<a. 
We transfer the capability of decisions from the processors to the modules, i.e. the 
processors always access all the active keys they have w.r.t. to all a hash functions. A 
276 F C. Meyer auf der Heide et al. I Theoretical Computer Science 162 (1996) 245-281 
module Mj,k knows a set Vj,k = lJIKl of keys, induced by the keys of the processors 
PI accessing it. I& can be partitioned in each step t of the simple access protocol 
into two sets Al k and D;,k of active and inactive keys, respectively. Let Gj,k be the 
subgraph of the access graph induced by the set Vj,k of keys and the neighbor modules 
of Vj,k. 
In each step each module Mj,k decides which of the active keys from A$,k it answers. 
This decision is only based on the topology of Gj,k and the set Aj,k of still active keys 
from Vj,k. 
Finally, the partition Af,k UD:,k is adjusted, i.e. if x E Ai.,k has been answered in step 
t by n/r,, or some other module, it moves to Dj,k . ‘+’ Obviously, a module can simulate 
the decisions of a processor accessing it because it has at least as much information 
as the processor. 
In the following we first show that the decisions made by the modules are in essence 
random. Then we analyze the process where each module Mj,k answers a random 
request from A;. k in each step t. We allow at most logn hash functions, i.e. a < log n. 
Lemma 28. There is a subset A of the input set, IAl an/3 log2 n, such that no pro- 
cessor knows more than one key from A during the t steps of the simple protocol, 
1 <t < log logn. A is independent of the hash functions and the access graph G re- 
stricted to A contains no cycle of length less than 4, with probability at least $. 
Proof. As we mentioned above we can perform the communication steps in advance, 
because they are oblivious, i.e. independent of the hash functions and the input keys. 
Define the communication graph G = (K,E), where K is the set of all keys, xi,. . ,x,,. 
There is an edge {Xi,xj} E E if some processor with key Xi E K communicates with 
some processor with key xj E K during a round t, for 1 <t d loglogn. For t in the 
stated bounds we can bound the number of edges in the graph by n log n. We restrict 
the set of keys to a maximum independent set A. Using Turan’s Theorem (see e.g. 
[21) we get 
WI2 n2 
A’IK~+2jEl’n+2nlognb&’ 
As we consider different sets of modules to store the copies of keys w.r.t. different 
hash functions the access graph G has no cycles of length 2. Thus, we only have to 
show that there exist no cycles of length 4. Note that the set A is indepedent of the 
hash functions. Hence, the probability of the occurrence of a 4-cycle can be bounded 
by 
(9) (;)2 d ($-), (;)2 <;. 
The last inequality holds for a< logn. 0 
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From now on we assume that there are no communication steps, and only requests 
from the set A have to be answered. In this case the subgraph G’,,k of Gj,k induced by 
V’ ,J = Vj,k nA reduces to the 2-neighborhood of Mj,k in the access graph. Lemma 28 
ensures that no cycles exist in this neighborhood. Therefore, it is completely symmetric 
around Mj,k, and each decision of Mj,k based on the topology of this 2-neighborhood is 
random. Hence, in the following we can view the simulation as acting on a independent 
games. In each game all processors try to access their active key w.r.t. to all a hash 
functions and the active modules randomly and independently choose one request for 
processing. This procedure is called an uccess step. 
We first prove a technical lemma that bounds the number of keys left in a single 
game after one access step. 
Lemma 29. Assume we have n/q keys, 3 dq <n’/(j, randomly distributed among n 
modules. If each module removes one of its keys, with high probability ut leust nJq3 
keys will remain. 
Proof. We have m = n/q requests and n modules. Define the following random vari- 
ables for i = l,...,n: 
y, := 
{ 
1 if module Mi gets a request, 
0 else. 
Y := C:=, 5 is the number of modules which receive a request. Obviously, the Yi are 
self-weakening (compare Definition 5). First we have to find an upper bound p* for 
E(Y) to apply Lemma 6. Define the random variable X := n - Y for the number of 
modules which do not get a request. One can easily see 
We can bound pL* by m/2: 
3 n (1 - e-+) 
lm in 
>n -- =-. ( ) 2n 2 
Therefore, Lemma 6 yields for 0 d F < 1, 
P(Y>(l +a&*)< (t);2i”3 < (:)ilm’6 
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We choose E := i(nz/n)’ to make this probability polynomial small: 
p (,, (1 + ;(F)2) P*) < ($“‘“‘“’ = (,)n/24q5. 
This probability is polynomial small for 3 <q d n*16. 
It remains to compute the number of requests that are left, i.e. m - (1 + 8)~~. We 
want to show that this expression is greater than n/q3 using Taylor’s expansion of the 
exponential function 
m-(1+&)/L* = ~-(l+s)n(l-(l-~)e~~~n) 
= n 
( 
F--(l+s)+(l+t)(l-t)eP@) 
( m = n - - 1 - E + e-mln + Ee-mln > ( _ n e-mln + Ee-m/n) 
The last inequality holds for m = n/q and q > 3. 0 
With the help of this lemma we are able to bound the number of requests that are 
left after one access step: 
Lemma 30. Let the number of active keys be at least n/q. After performing one 
access step, i.e. all modules independently answer one key randomly, at least n/q” 
active keys are left, w. h.p., as long as q < n1/(4af2). 
Proof. W.1.o.g. we can make the analysis using new random hash functions at each 
step. The old hash function can be viewed in step t as random function distributing 
the active keys randomly among the active modules. A new random hash function has 
the range of all n modules in each step. Hence, the probability for an active key to be 
answered increases. 
Define the following random variables: 
X = # answered keys in this round 
key i will be answered 
else 
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Y = m - X = # not answered keys 
44 
y = cr;, r, := 
I=1 { 
; irsv.,.i will be left 
Apply Lemma 29 to all hash functions to obtain that, if we consider the hash functions 
independently, with respect to every hash function at least n/q3 keys remain. To handle 
the dependencies between the hash functions we have to compute the probability that a 
key is answered by at least one hash function or not answered by any hash functions: 
P( Yi = 1) = P(key i will be left in all hash functions) 
+E(X)=;-E(Y)<; l-f =p*. 
( ) 
The Xi are self-weakening. Applying Lemma 6 yields 
P(X>(l+E)P*) =P(XB(l+eI;(l--&)) 
<e -(~2/3M(l--l/q2”) for o<E< 1. 
Choose e := l/q25 
p (+ (l _ f)) < (f)(~‘3q*~+‘i(‘-1’q2~) 
1 0 
./6q=“+ I
G - for q > 1. 
e 
The probability is at least polynomial small for q <n 1/(4a+2). We want to derive from 
this expression a bound for Y: 
P(Y<&) <P(+-$&J +q1-&)). 
Hence, the probability for Y being smaller than n/q4’+’ is polynomial small. 0 
If we consider only a set A of keys satisfying the assumptions in Lemma 28, 
Lemma 30 immediately implies the following theorem: 
Theorem 31. Any simple scheme based on a random, independent hash functions to 
distribute the shared memory needs expected time sZ(log log n/ log a), for a <(log n)6, 
6 < 1. 
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Proof. We start with the set A of keys described in Lemma 28, i.e. with n/q keys, 
q = 3 log n. Lemma 30 states that after t rounds we are left with at least n/q5a’ requests 
as long as q50’ <r~l/(~‘+~). This condition holds for 
t < loglogn - log(4a + 2) - loglogq 
\ 
log 5a 
= 
sz loglogn 
( ) log a 
for a<(logn)‘, 6 < 1. 
Because of Lemma 28 this bound holds with constant probability and therefore the 
expected time follows. 0 
For shared memory simulations, also a/2 is a lower bound, because at least a/2 
copies of each of the n keys have to be updated, but only n updates can be done in 
one step. 
Corollary 32. Any shared memory simulation within the class of simple access pro- 
tocols based on a random, independent hash functions has expected delay G?(a + 
log log n/ log a). Thus, any choice of a can only yield simulations with expected delay 
sZ(log log n/ log log log n), i.e. the result from Theorem 25 is optimal. 
6. Conclusions 
Note that we can get rid of the factor ( 12u’(~--b)‘) in the running time stated in 
Theorem 25. In a forthcoming technical report it is proved that the following lemma 
holds even if phase 3 of the advanced (n, a, b)-scheme is perfomed on hash functions 
that have already been used in phase 1. Thus, we do not have to use a partitioning of 
the hash functions as necessary for our scheme in Section 4.2. 
Lemma 33. If phase 3 of the advanced (n,a, b)-scheme is started with the same 
hash functions as phase 1 then at most n/2@ keys are still active after t rounds 
of the process we execute in phase 3, w.h.p. In particular, phase 3 finishes within 
log log n/(log(a - b) + log log a) + 3 rounds, w. h.p. 
Note that if in this case the advanced (n,a, b)-scheme successfully terminates then 
each module has to answer at most ci(log* a - log* b + 2) + c2 requests, where 
cl = max{ [a/(a - b)], 4) an d c2 = log(2e(a - l)/(a - b)). For b = 1 this reduces 
to 4 log* a + 11, for b = a/2 + 1 this reduces to 16. 
The proof of the lemma is technically very involved and, apart from the number of 
requests the modules have to answer, the lemma does not entail advantages for shared 
memory simulations or static dictionaries. Therefore, we do not include the proof in 
this paper. 
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