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SUMMATIONS AND TRANSFORMATIONS FOR
MULTIPLE BASIC AND ELLIPTIC HYPERGEOMETRIC
SERIES BY DETERMINANT EVALUATIONS
HJALMAR ROSENGREN AND MICHAEL SCHLOSSER∗
Dedicated to Tom Koornwinder
Abstract. Using multiple q-integrals and a determinant evaluation, we estab-
lish a multivariable extension of Bailey’s nonterminating 10φ9 transformation.
From this result, we deduce new multivariable terminating 10φ9 transforma-
tions, 8φ7 summations and other identities. We also use similar methods to
derive new multivariable 1ψ1 summations. Some of our results are extended
to the case of elliptic hypergeometric series.
1. Introduction
Basic hypergeometric series have various applications in combinatorics, number
theory, representation theory, statistics, and physics, see Andrews [1], [2]. For a
general account of the importance of basic hypergeometric series in the theory of
special functions see Andrews, Askey, and Roy [3].
There are different types of multivariable basic hypergeometric series extending
the classical one-dimensional theory [11]. Several recent multivariable extensions
can be associated to root systems or, equivalently, to Lie algebras. The specific
series we consider in this paper have the advantage that they can be conveniently
studied from a purely analytical point of view. In this respect, we understand the
root system terminology used in this paper (such as “Ar−1 series”, or “Cr series”)
simply as a classification of certain multiple series according to specific factors
(such as a Vandermonde determinant) appearing in the summand. We omit giving
a precise definition here, but refer instead to papers of Bhatnagar [6] or Milne [18,
Sec. 5]. We mention that, although these series first arose (in the limit q → 1) in
the representation theory of compact Lie groups [14], many questions remain about
this connection. In particular, there is no known (quantum) group interpretation
of the type of series that we will study.
In this paper, we give a multivariable nonterminating 10φ9 transformation for
the root system Cr (or, equivalently, the symplectic group Sp(r)), see Corollary 4.1.
Our result extends a Cr nonterminating 8φ7 summation recently found by one of
us in [24]. To our knowledge, our new transformation formula is the first multi-
variable generalization of Bailey’s nonterminating 10φ9 transformation (see (2.4)
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below) that has appeared in the literature. We deduce this result from an equiv-
alent multiple q-integral transformation, Theorem 3.1. In our proof of the latter
we utilize a simple determinant method, essentially the same which was introduced
by Gustafson and Krattenthaler [12] and which was further exploited by one of us
in [23] and [24] to derive a number of identities for multiple basic hypergeometric
series. This method was also recently employed by Spiridonov [22, Th. 3] who used
it to derive a Cr elliptic Nasrallah–Rahman integral. Here, as in [24], we apply the
determinant method to q-integrals to derive our main result. We also derive some
new multivariable extensions of Ramanujan’s 1ψ1 summation.
In the final section we briefly discuss elliptic extensions of some of our identities.
Elliptic (or modular) hypergeometric series is a recently introduced extension of
basic hypergeometric series, which was motivated by certain models in statistical
mechanics [10]. Warnaar [26] used the determinant method to give an elliptic
analogue of a Cr Jackson summation from [23]. This identity was used by one of
us [21] to prove a second elliptic Cr Jackson summation conjectured by Warnaar
(the basic case of this identity was proved by van Diejen and Spiridonov [8]; cf. [20]
for a third proof), as well as to prove an elliptic analogue of a third Cr Jackson
summation due to Denis and Gustafson [7] and Milne and Newcomb [19]; cf. [22].
(Spiridonov and van Diejen showed that the second and third summation also follow
from certain conjectured multiple integral evaluations [8], [9].) Note that although
all three Jackson summations are connected to the root system Cr, they are different
in nature. We want to stress here that the first summation, which is related to the
present work, is apparently the simplest but may be used to prove the other two.
We hope that our new identities will also be useful to study different, apparently
more complicated, types of multivariable series.
Our paper is organized as follows: In Section 2, we review some basics in the
theory of basic hypergeometric series. We also note a determinant lemma which we
need as an ingredient in proving our results. In Section 3, we derive a multiple q-
integral transformation, Theorem 3.1, which in Section 4 is used to explicitly write
out a nonterminating 10φ9 transformation for the root system Cr, see Corollary 4.1.
In Section 5 we specialize this identity to obtain new terminating Cr 10φ9 trans-
formations. In Section 6 we derive new multivariable extensions of Ramanujan’s
1ψ1 summation. In Section 7 we give a number of special and limit cases of our
multivariable 10φ9 transformations. Finally, in Section 8 we prove that our termi-
nating Cr 10φ9 transformations and 8φ7 summations extend to the case of elliptic
hypergeometric series.
2. Basic hypergeometric series and a determinant lemma
Here we recall some standard notation for basic hypergeometric series (cf. [11]).
Let q be a complex number (called the “base”) such that 0 < |q| < 1. We define
the q-shifted factorial for all integers k by
(a; q)∞ :=
∞∏
j=0
(1− aqj) and (a; q)k := (a; q)∞
(aqk; q)∞
.
Since we are working with the same base q throughout this article, we omit writing
it out explicitly, i.e., we use
(a)k := (a; q)k, (2.1)
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where k is an integer or infinity. Further, we employ the condensed notation
(a1, . . . , am)k ≡ (a1)k . . . (am)k,
where k is an integer or infinity. We denote the basic hypergeometric sφs−1 series
by
sφs−1
[
a1, a2, . . . , as
b1, b2, . . . , bs−1
; q, z
]
:=
∞∑
k=0
(a1, a2, . . . , as)k
(q, b1, . . . , bs−1)k
zk, (2.2)
and the bilateral basic hypergeometric sψs series by
sψs
[
a1, a2, . . . , as
b1, b2, . . . , bs
; q, z
]
:=
∞∑
k=−∞
(a1, a2, . . . , as)k
(b1, b2, . . . , bs)k
zk, (2.3)
respectively. See [11, p. 25 and p. 125] for the criteria of when these series terminate,
or, if not, when they converge.
The classical theory of basic hypergeometric series contains numerous summation
and transformation formulae involving sφs−1 or sψs series. Many of these require
that the parameters satisfy the condition of being either balanced and/or very-
well-poised. An sφs−1 basic hypergeometric series is called balanced if b1 · · · bs−1 =
a1 · · ·asq and z = q. An sφs−1 series is well-poised if a1q = a2b1 = · · · = asbs−1 and
very-well-poised if it is well-poised and if a2 = −a3 = q√a1. Note that the factor
1− a1q2k
1− a1
appears in a very-well-poised series. Similarly, a bilateral sψs basic hypergeometric
series is well-poised if a1b1 = a2b2 · · · = asbs and very-well-poised if, in addition,
a1 = −a2 = qb1 = −qb2.
The standard reference for basic hypergeometric series is Gasper and Rahman’s
text [11]. In our computations throughout this paper we frequently use some ele-
mentary identities of q-shifted factorials, listed in [11, Appendix I].
In the following we display some identities which we utilize in the subsequent
sections.
Bailey’s [5, Eq. (7.2)] nonterminating very-well-poised 10φ9 summation,
10φ9
[
a, qa
1
2 ,−qa 12 , b, c, d, e, f, g, h
a
1
2 ,−a 12 , aq/b, aq/c, aq/d, aq/e, aq/f, aq/g, aq/h ; q, q
]
+
(aq, b/a, c, d, e, f, g, h)∞
(b2q/a, a/b, aq/c, aq/d, aq/e, aq/f, aq/g, aq/h)∞
× (bq/c, bq/d, bq/e, bq/f, bq/g, bq/h)∞
(bc/a, bd/a, be/a, bf/a, bg/a, bh/a)∞
× 10φ9
[
b2/a, qba−
1
2 ,−qba− 12 , b, bc/a, bd/a, be/a, bf/a, bg/a, bh/a
ba−
1
2 ,−ba− 12 , bq/a, bq/c, bq/d, bq/e, bq/f, bq/g, bq/h ; q, q
]
=
(aq, b/a, λq/f, λq/g, λq/h, bf/λ, bg/λ, bh/λ)∞
(λq, b/λ, aq/f, aq/g, aq/h, bf/a, bg/a, bh/a)∞
× 10φ9
[
λ, qλ
1
2 ,−qλ 12 , b, λc/a, λd/a, λe/a, f, g, h
λ
1
2 ,−λ 12 , λq/b, aq/c, aq/d, aq/e, λq/f, λq/g, λq/h ; q, q
]
+
(aq, b/a, f, g, h, bq/f, bq/g, bq/h)∞
(b2q/λ, λ/b, aq/c, aq/d, aq/e, aq/f, aq/g, aq/h)∞
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× (λc/a, λd/a, λe/a, abq/λc, abq/λd, abq/λe)∞
(bc/a, bd/a, be/a, bf/a, bg/a, bh/a)∞
× 10φ9
[
b2/λ, qbλ−
1
2 ,−qbλ− 12 , b, bc/a, bd/a, be/a, bf/λ, bg/λ, bh/λ
bλ−
1
2 ,−bλ− 12 , bq/λ, abq/cλ, abq/dλ, abq/eλ, bq/f, bq/g, bq/h ; q, q
]
, (2.4)
where λ = a2q/cde and a3q2 = bcdefgh (cf. [11, Eq. (2.12.9)]), stands on the top of
the classical hierarchy of transformation formulae for basic hypergeometric series.
If h = q−n, where n = 0, 1, 2, . . . , it reduces to Bailey’s terminating very-well-poised
10φ9 transformation (cf. [11, Eq. (2.9.1)]):
10φ9
[
a, qa
1
2 ,−qa 12 , b, c, d, e, f, g, q−n
a
1
2 ,−a 12 , aq/b, aq/c, aq/d, aq/e, aq/f, aq/g, aq1+n ; q, q
]
=
(aq, aq/ef, λq/e, λq/f)n
(aq/e, aq/f, λq/ef, λq)n
× 10φ9
[
λ, qλ
1
2 ,−qλ 12 , λb/a, λc/a, λd/a, e, f, g, q−n
λ
1
2 ,−λ 12 , aq/b, aq/c, aq/d, λq/e, λq/f, λq/g, λq1+n ; q, q
]
, (2.5)
where λ = a2q/bcd and a3q3+n = bcdefg. For cd = aq (hence bλ = a) Bailey’s
transformation reduces to Jackson’s [16] terminating very-well-poised balanced 8φ7
summation which, after substitution of variables (f 7→ c, g 7→ d) can be written as
(cf. [11, Eq. (2.6.2)])
8φ7
[
a, qa
1
2 ,−qa 12 , b, c, d, e, q−n
a
1
2 ,−a 12 , aq/b, aq/c, aq/d, aq/e, aq1+n ; q, q
]
=
(aq, aq/bc, aq/bd, aq/cd)n
(aq/b, aq/c, aq/d, aq/bcd)n
, (2.6)
where a2q1+n = bcde. On the other hand, if cd = aq (i.e., eλ = a) (2.4) reduces to
Bailey’s nonterminating two-term 8φ7 summation. These identities contain many
other important summation and transformation formulae for basic hypergeomet-
ric series. For a sequence of derivations leading up to the nonterminating 10φ9
transformation, see the exposition in Gasper and Rahman [11, Section 2].
For studying nonterminating basic hypergeometric series it is often convenient
to utilize Jackson’s [15] q-integral notation, defined by∫ b
a
f(t) dqt =
∫ b
0
f(t) dqt−
∫ a
0
f(t) dqt, (2.7)
where ∫ a
0
f(t) dqt = a(1− q)
∞∑
k=0
f(aqk)qk. (2.8)
If f is continuous on [0, a], then it is easily seen that
lim
q→1−
∫ a
0
f(t) dqt =
∫ a
0
f(t) dt,
see [11, Eq. (1.11.6)].
Using the above q-integral notation, the nonterminating 10φ9 transformation
(2.4) can be expressed as∫ b
a
(1− t2/a)(qt/a, qt/b, qt/c, qt/d, qt/e, qt/f, qt/g, qt/h)∞
(t, bt/a, ct/a, dt/a, et/a, ft/a, gt/a, ht/a)∞
dqt
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=
a
λ
(b/a, aq/b, λc/a, λd/a, λe/a, bf/λ, bg/λ, bh/λ)∞
(b/λ, λq/b, c, d, e, bf/a, bg/a, bh/a)∞
×
∫ b
λ
(1 − t2/λ)(qt/λ, qt/b, aqt/cλ, aqt/dλ, aqt/eλ, qt/f, qt/g, qt/h)∞
(t, bt/λ, ct/a, dt/a, et/a, ft/λ, gt/λ, ht/λ)∞
dqt, (2.9)
where λ = a2q/cde and a3q2 = bcdefgh (cf. [11, Eq. (2.12.10)]).
One of the most important summmation theorems for bilateral basic hypergeo-
metric series is Ramanujan’s 1ψ1 summation [13, Eq. (12.12.2)], which reads
1ψ1
[
a
b
; q, z
]
=
(q, az, q/az, b/a)∞
(b, z, b/az, q/a)∞
, (2.10)
where |b/a| < |z| < 1 (cf. [11, Eq. (5.2.1)]). This beautiful formula contains several
important identities as special cases, see Gasper and Rahman [11].
We conclude this section with a determinant evaluation, which will be our main
tool. It was given explicitly in [23, Lemma A.1], as a special case of a determinant
lemma by Krattenthaler [17, Lemma 34].
Lemma 2.1. Let X1, . . . , Xr, A, B, and C be indeterminate. Then there holds
det
1≤i,j≤r
(
(AXi, AC/Xi)r−j
(BXi, BC/Xi)r−j
)
=
∏
1≤i<j≤r
(Xj −Xi)(1− C/XiXj)
×A(r2)q(r3)
r∏
i=1
(B/A,ABCq2r−2i)i−1
(BXi, BC/Xi)r−1
. (2.11)
The above determinant evaluation was generalized to the elliptic case (more pre-
cisely, to an evaluation involving Jacobi theta functions) by Warnaar [26, Cor. 5.4].
We make use of the elliptic version of Lemma 2.1 in Section 8.
3. A multiple q-integral transformation
By iteration, the extension of (2.8) to multiple q-integrals is straightforward:∫ a1
0
. . .
∫ ar
0
f(t1, . . . , tr) dqtr . . . dqt1
= a1 . . . ar(1− q)r
∞∑
k1,...,kr=0
f(a1q
k1 , . . . , arq
kr )qk1+···+kr . (3.1)
Similarly, the extension of (2.7) is∫ b1
a1
. . .
∫ br
ar
f(t1, . . . , tr) dqtr . . . dqt1
=
∑
S⊆{1,2,...,r}
(∏
i∈S
(−ai)
)(∏
i/∈S
bi
)
(1− q)r
×
∞∑
k1,...,kr=0
f(c1(S)q
k1 , . . . , cr(S)q
kr )qk1+···+kr , (3.2)
where the outer sum runs over all 2r subsets S of {1, 2, . . . , r}, and where ci(S) = ai
if i ∈ S and ci(S) = bi if i /∈ S, for i = 1, . . . , r.
We give our main result, a Cr extension of (2.9):
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Theorem 3.1. Let a3q3−r = bcidieixifgh and λ = a
2q/cidieixi for i = 1, . . . , r.
Then there holds∫ b
ax1
. . .
∫ b
axr
∏
1≤i<j≤r
(ti − tj)(1− titj/a)
r∏
i=1
(1− t2i /a)
(qti/axi, qti/b)∞
(tixi, bti/a)∞
×
r∏
i=1
(qti/ci, qti/di, qti/ei, qti/f, qti/g, qti/h)∞
(citi/a, diti/a, eiti/a, fti/a, gti/a, hti/a)∞
dqtr . . . dqt1
=
(a
λ
)(r+12 ) r∏
i=1
(b/axi, axiq/b, λcixi/a, λdixi/a, λeixi/a)∞
(b/λxi, λxiq/b, cixi, dixi, eixi)∞
×
r∏
i=1
(bfqi−1/λ, bgqi−1/λ, bhqi−1/λ)∞
(bfqi−1/a, bgqi−1/a, bhqi−1/a)∞
×
∫ b
λx1
. . .
∫ b
λxr
∏
1≤i<j≤r
(ti − tj)(1 − titj/λ)
r∏
i=1
(1− t2i /λ)
(qti/λxi, qti/b)∞
(tixi, bti/λ)∞
×
r∏
i=1
(aqti/ciλ, aqti/diλ, aqti/eiλ, qti/f, qti/g, qti/h)∞
(citi/a, diti/a, eiti/a, fti/λ, gti/λ, hti/λ)∞
dqtr . . . dqt1. (3.3)
Proof. We have
∏
1≤i<j≤r
(ti − tj)(1 − titj/a) =
r∏
i=1
(q2−rti/g, aq
2−r/gti)r−1
(aq2−r/fg, fq2+r−2i/g)i−1
tr−1i
× f−(r2)q−(r3) det
1≤i,j≤r
(
(fti/a, f/ti)r−j
(q2−rti/g, aq2−r/gti)r−j
)
,
due to the Xi 7→ ti, A 7→ f/a, B 7→ q2−r/g, and C 7→ a case of Lemma 2.1. Hence,
using some elementary identities from [11, Appendix I], we may write the left-hand
side of (3.3) as
(
a
g
)(r2)
q−(
r
3)
r∏
i=1
(aq2−r/fg, fq2+r−2i/g)−1i−1
× det
1≤i,j≤r
(∫ b
axi
(1− t2i /a)(tiq/axi, tiq/b)∞
(tixi, bti/a)∞
× (tiq/ci, tiq/di, tiq/ei, tiq
1−r+j/f, tiq
2−j/g, tiq/h)∞
(citi/a, diti/a, eiti/a, ftiqr−j/a, gtiqj−1/a, hti/a)∞
dqti
)
.
Now, to the integral inside the determinant we apply the q-integral transformation
(2.9), with the substitution t 7→ tixi, and the replacements a 7→ ax2i , b 7→ bxi,
c 7→ cixi, d 7→ dixi, e 7→ eixi, f 7→ fqr−jxi, g 7→ gqj−1xi, and h 7→ hxi. Thus we
obtain(
a
g
)(r2)
q−(
r
3)
r∏
i=1
(aq2−r/fg, fq2+r−2i/g)−1i−1
× det
1≤i,j≤r
(
a
λ
(b/axi, axiq/b, λcixi/a, λdixi/a, λeixi/a)∞
(b/λxi, λxiq/b, cixi, dixi, eixi)∞
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× (bfq
r−j/λ, bgqj−1/λ, bh/λ)∞
(bfqr−j/a, bgqj−1/a, bh/a)∞
∫ b
λxi
(1− t2i /a)(tiq/λxi, tiq/b)∞
(tixi, bti/λ)∞
× (atiq/ciλ, atiq/diλ, atiq/eiλ, tiq
1−r+j/f, tiq
2−j/g, tiq/h)∞
(citi/a, diti/a, eiti/a, ftiqr−j/λ, gtiqj−1/λ, hti/λ)∞
dqti
)
.
Now, by using linearity of the determinant with respect to rows and columns, we
take some factors out of the determinant and obtain
(
a
fλ
)(r2)
q−(
r
3)
(a
λ
)r r∏
i=1
(aq2−r/fg, fq2+r−2i/g)i−1
×
r∏
i=1
(b/axi, axiq/b, λcixi/a, λdixi/a, λeixi/a, bfq
i−1/λ, bgqi−1/λ, bh/λ)∞
(b/λxi, λxiq/b, cixi, dixi, eixi, bfqi−1/a, bgqi−1/a, bh/a)∞
×
∫ b
λx1
. . .
∫ b
λxr
r∏
i=1
(1− t2i /λ)
(qti/λxi, qti/b)∞
(tixi, bti/λ)∞
×
r∏
i=1
(aqti/ciλ, aqti/diλ, aqti/eiλ, qti/f, qti/g, qti/h)∞ t
r−1
i
(citi/a, diti/a, eiti/a, fti/λ, gti/λ, hti/λ)∞(tiq1+r−j/f , λq2−r/gti)r−1
× det
1≤i,j≤r
(
(fti/λ, f/ti)r−j
(q2−rti/g, λq2−r/gti)r−j
)
dqtr . . . dqt1. (3.4)
The determinant can be evaluated by means of Lemma 2.1 with Xi 7→ ti, A 7→ f/λ,
B 7→ q2−r/g, and C 7→ λ; specifically
det
1≤i,j≤r
(
(fti/λ, f/ti)r−j
(q2−rti/g, λq2−r/gti)r−j
)
= f(
r
2)q(
r
3)
∏
1≤i<j≤r
(ti − tj)(1 − titj/λ)
r∏
i=1
(λq2−r/fg, fq2+r−2i/g)i−1
(q2−rti/g, λq2−r/gti)r−1
t1−ri .
Now note that bh/λ = aq2−r/fg and bh/a = λq2−r/fg whence we have
r∏
i=1
(bh/λ)∞(λq
2−r/fg)i−1
(bh/a)∞(aq2−r/fg)i−1
=
r∏
i=1
(bhqi−1/λ)∞
(bhqi−1/a)∞
.
Substituting these calculations into (3.4) we arrive at the right-hand side of (3.3).

Remark 3.2. Note that in (3.3), the multiple q-integrals converge absolutely since,
when writing the left- and right-hand sides as determinants of single q-integrals as
in the above proof, we have absolute convergence in each entry of the respective
determinants.
We can iterate the transformation in Theorem 3.1 to obtain a different trans-
formation formula. We need to permute some variables first, else we would get
back the original identity. In order to proceed, we specialize the variables first and
let ci = c, di = d and ei = e/xi, for i = 1, . . . , r. For convenience, we further
interchange the variables e and g. In this first step, this gives the transformation
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∫ b
ax1
. . .
∫ b
axr
∏
1≤i<j≤r
(ti − tj)(1− titj/a)
r∏
i=1
(1− t2i /a)
(qti/axi, qti/b)∞
(tixi, bti/a)∞
×
r∏
i=1
(qti/c, qti/d, qti/e, qti/f, qtixi/g, qti/h)∞
(cti/a, dti/a, eti/a, fti/a, gti/axi, hti/a)∞
dqtr . . . dqt1
=
(a
λ
)(r+12 ) r∏
i=1
(b/axi, axiq/b, λcxi/a, λdxi/a, λg/a)∞
(b/λxi, λxiq/b, cxi, dxi, g)∞
×
r∏
i=1
(beqi−1/λ, bfqi−1/λ, bhqi−1/λ)∞
(beqi−1/a, bfqi−1/a, bhqi−1/a)∞
×
∫ b
λx1
. . .
∫ b
λxr
∏
1≤i<j≤r
(ti − tj)(1 − titj/λ)
r∏
i=1
(1− t2i /λ)
(qti/λxi, qti/b)∞
(tixi, bti/λ)∞
×
r∏
i=1
(aqti/cλ, aqti/dλ, aqtixi/gλ, qti/e, qti/f, qti/h)∞
(cti/a, dti/a, gti/axi, eti/λ, fti/λ, hti/λ)∞
dqtr . . . dqt1, (3.5)
where a3q3−r = bcdefgh and λ = a2q/cdg. Now, we iterate (3.5), in the second
step with a 7→ a2q/cdg, c 7→ e, d 7→ f , e 7→ aq/dg, f 7→ aq/cg, and g 7→ aq/cd. The
result is the following.
Corollary 3.3. Let a3q3−r = bcdefgh. Then there holds
∫ b
ax1
. . .
∫ b
axr
∏
1≤i<j≤r
(ti − tj)(1− titj/a)
r∏
i=1
(1− t2i /a)
(qti/axi, qti/b)∞
(tixi, bti/a)∞
×
r∏
i=1
(qti/c, qti/d, qti/e, qti/f, qtixi/g, qti/h)∞
(cti/a, dti/a, eti/a, fti/a, gti/axi, hti/a)∞
dqtr . . . dqt1
=
r∏
i=1
(b/axi, axiq/b, axiq/cg, axiq/dg, axiq/eg, axiq/fg, bhq
r−1/a)∞
(cxi, dxi, exi, fxi, g, gq1−r/hxi, hqrxi/g)∞
×
r∏
i=1
(gq1−i, aq2−i/ch, aq2−i/dh, aq2−i/eh, aq2−i/fh)∞
(bcqi−1/a, bdqi−1/a, beqi−1/a, bfqi−1/a, bhqi−1/a)∞
·
(
agq1−r
bh
)(r+12 )
×
∫ b
bhqr−1x1/g
. . .
∫ b
bhqr−1xr/g
∏
1≤i<j≤r
(ti − tj)(1− gq1−rtitj/bh)
×
r∏
i=1
(1− gq1−rt2i /bh)
(gq2−rti/bhxi, qti/b, cgti/a, dgti/a)∞
(tixi, gq1−rti/h, atiq2−r/bch, atiq2−r/bdh)∞
×
r∏
i=1
(egti/a, fgti/a, aq
2−rtixi/bh, qti/h)∞
(atiq2−r/beh, atiq2−r/bfh, gti/axi, gq1−rti/b)∞
dqtr . . . dqt1. (3.6)
4. Multivariable nonterminating 10φ9 transformations
We write out (3.2) explicitly for the integral on the left-hand side of (3.3):
∫ b
ax1
. . .
∫ b
axr
∏
1≤i<j≤r
(ti − tj)(1− titj/a)
r∏
i=1
(1− t2i /a)
(qti/axi, qti/b)∞
(tixi, bti/a)∞
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×
r∏
i=1
(qti/ci, qti/di, qti/ei, qti/f, qti/g, qti/h)∞
(citi/a, diti/a, eiti/a, fti/a, gti/a, hti/a)∞
dqtr . . . dqt1
=
∑
S⊆{1,2,...,r}
(−1)|S|a|S|br−|S|(1 − q)ra(|S|2 )b(r−|S|2 )
∏
i∈S
xi
×
∞∑
k1,...,kr=0
∏
1≤i<j≤r
i,j∈S
(xiq
ki − xjqkj )(1 − axixjqki+kj )
∏
i∈S
(1 − ax2i q2ki)
×
∏
1≤i<j≤r
i,j /∈S
(qki − qkj )(1− b2qki+kj/a)
∏
i/∈S
(1− b2q2ki/a)
×
∏
i∈S,j /∈S
(axiq
ki − bqkj )(1 − bxiqki+kj )(−1)χ(i>j)
×
∏
i∈S
(q1+ki , axiq
1+ki/b, axiq
1+ki/ci, axiq
1+ki/di, axiq
1+ki/ei)∞
(ax2i q
ki , bxiqki , cixiqki , dixiqki , eixiqki)∞
×
∏
i∈S
(axiq
1+ki/f, axiq
1+ki/g, axiq
1+ki/h)∞
(fxiqki , gxiqki , hxiqki)∞
∏
i/∈S
(bq1+ki/axi, q
1+ki)∞
(bxiqki , b2qki/a)∞
×
∏
i/∈S
(bq1+ki/ci, bq
1+ki/di, bq
1+ki/ei, bq
1+ki/f, bq1+ki/g, bq1+ki/h)∞
(bciqki/a, bdiqki/a, beiqki/a, bfqki/a, bgqki/a, bhqki/a)∞
· q
∑
r
i=1 ki ,
where |S| denotes the number of elements of S, and χ is the truth function (which
evaluates to one if the argument is true and to zero otherwise). A similar expression
is obtained for the right-hand side of (3.3). Now, if we divide both sides by
(−1)ra(r+12 )x1 . . . xr(1 − q)r
∏
1≤i<j≤r
(xi − xj)(1 − axixj)
×
r∏
i=1
(q, axiq/b, axiq/ci, axiq/di, axiq/ei, axiq/f, axiq/g, axiq/h)∞
(ax2i q, bxi, cixi, dixi, eixi, fxi, gxi, hxi)∞
and simplify, we obtain the following result which reduces to (2.4) when r = 1.
Corollary 4.1 (A Cr nonterminating 10φ9 transformation). Let
a3q3−r = bcidieixifgh
and λ = a2q/cidieixi for i = 1, . . . , r. Then there holds
∑
S⊆{1,2,...,r}
(
b
a
)(r−|S|2 )∏
i/∈S
(ax2i q, cixi, dixi, eixi)∞
(axi/b, axiq/ci, axiq/di, axiq/ei)∞
×
∏
i/∈S
(fxi, gxi, hxi, b/axi, bq/ci, bq/di, bq/ei, bq/f, bq/g, bq/h)∞
(axiq/f, axiq/g, axiq/h, b2q/a, bci/a, bdi/a, bei/a, bf/a, bg/a, bh/a)∞
×
∞∑
k1,...,kr=0
∏
1≤i<j≤r
i,j∈S
(xiq
ki − xjqkj )(1 − axixjqki+kj )
(xi − xj)(1− axixj)
∏
i∈S
(1 − ax2i q2ki)
(1− ax2i )
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×
∏
1≤i<j≤r
i,j /∈S
(qki − qkj )(1− b2qki+kj/a)
(xi − xj)(1 − axixj)
∏
i/∈S
(1− b2q2ki/a)
(1− b2/a)
×
∏
i∈S,j /∈S
(xiq
ki − bqkj/a)(1− bxiqki+kj )
(xi − xj)(1− axixj)
×
∏
i∈S
(ax2i , bxi, cixi, dixi, eixi, fxi, gxi, hxi)ki
(q, axiq/b, axiq/ci, axiq/di, axiq/ei, axiq/f, axiq/g, axiq/h)ki
×
∏
i/∈S
(b2/a, bxi, bci/a, bdi/a, bei/a, bf/a, bg/a, bh/a)ki
(q, bq/axi, bq/ci, bq/di, bq/ei, bq/f, bq/g, bq/h)ki
· q
∑
r
i=1 ki
=
r∏
i=1
(ax2i q, b/axi, λxiq/f, λxiq/g, λxiq/h, bfq
i−1/λ, bgqi−1/λ, bhqi−1/λ)∞
(λx2i q, b/λxi, axiq/f, axiq/g, axiq/h, bfq
i−1/a, bgqi−1/a, bhqi−1/a)∞
×
∏
1≤i<j≤r
(1− λxixj)
(1 − axixj)
∑
S⊆{1,2,...,r}
(
b
λ
)(r−|S|2 )
×
∏
i/∈S
(λx2i q, λcixi/a, λdixi/a, λeixi/a, fxi, gxi, hxi)∞
(λxi/b, axiq/ci, axiq/di, axiq/ei, λxiq/f, λxiq/g, λxiq/h)∞
×
∏
i/∈S
(b/λxi, abq/ciλ, abq/diλ, abq/eiλ, bq/f, bq/g, bq/h)∞
(b2q/λ, bci/a, bdi/a, bei/a, bf/λ, bg/λ, bh/λ)∞
×
∞∑
k1,...,kr=0
∏
1≤i<j≤r
i,j∈S
(xiq
ki − xjqkj )(1− λxixjqki+kj )
(xi − xj)(1 − λxixj)
∏
i∈S
(1 − λx2i q2ki)
(1− λx2i )
×
∏
1≤i<j≤r
i,j /∈S
(qki − qkj )(1 − b2qki+kj/λ)
(xi − xj)(1− λxixj)
∏
i/∈S
(1− b2q2ki/λ)
(1− b2/λ)
×
∏
i∈S,j /∈S
(xiq
ki − bqkj/λ)(1 − bxiqki+kj )
(xi − xj)(1 − λxixj)
×
∏
i∈S
(λx2i , bxi, λcixi/a, λdixi/a, λeixi/a, fxi, gxi, hxi)ki
(q, λxiq/b, axiq/ci, axiq/di, axiq/ei, λxiq/f, λxiq/g, λxiq/h)ki
×
∏
i/∈S
(b2/λ, bxi, bci/a, bdi/a, bei/a, bf/λ, bg/λ, bh/λ)ki
(q, bq/λxi, abq/ciλ, abq/diλ, abq/eiλ, bq/f, bq/g, bq/h)ki
· q
∑r
i=1
ki . (4.1)
For the absolute convergence of the multiple series in (4.1), see Remark 3.2.
Similarly, we write out the transformation of sums resulting from Corollary 3.3.
For r = 1, the following Corollary reduces to Bailey’s transformation formula in [4,
Eq. (8.1)] (cf. [11, Ex. 2.30]).
Corollary 4.2 (A Cr nonterminating 10φ9 transformation). Let a
3q3−r = bcdefgh.
Then there holds
∑
S⊆{1,2,...,r}
(
b
a
)(r−|S|2 )∏
i/∈S
(ax2i q, cxi, dxi, exi, fxi)∞
(axi/b, axiq/c, axiq/d, axiq/e, axiq/f)∞
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×
∏
i/∈S
(g, hxi, b/axi, bq/c, bq/d, bq/e, bq/f, bxiq/g, bq/h)∞
(ax2i q/g, axiq/h, b
2q/a, bc/a, bd/a, be/a, bf/a, bg/axi, bh/a)∞
×
∞∑
k1,...,kr=0
∏
1≤i<j≤r
i,j∈S
(xiq
ki − xjqkj )(1 − axixjqki+kj )
(xi − xj)(1− axixj)
∏
i∈S
(1 − ax2i q2ki)
(1− ax2i )
×
∏
1≤i<j≤r
i,j /∈S
(qki − qkj )(1− b2qki+kj/a)
(xi − xj)(1 − axixj)
∏
i/∈S
(1− b2q2ki/a)
(1− b2/a)
×
∏
i∈S,j /∈S
(xiq
ki − bqkj/a)(1− bxiqki+kj )
(xi − xj)(1− axixj)
×
∏
i∈S
(ax2i , bxi, cxi, dxi, exi, fxi, g, hxi)ki
(q, axiq/b, axiq/c, axiq/d, axiq/e, axiq/f, ax2i q/g, axiq/h)ki
×
∏
i/∈S
(b2/a, bxi, bc/a, bd/a, be/a, bf/a, bg/axi, bh/a)ki
(q, bq/axi, bq/c, bq/d, bq/e, bq/f, bxiq/g, bq/h)ki
· q
∑
r
i=1 ki
=
r∏
i=1
(ax2i q, b/axi, bxiq
r/g, bchqr−1xi/a, bdhq
r−1xi/a, behq
r−1xi/a)∞
(bhx2i q
r/g, gq1−r/hxi, axiq/c, axiq/d, axiq/e, axiq/f)∞
×
r∏
i=1
(bfhqr−1xi/a, gq
1−i, aq2−i/ch, aq2−i/dh, aq2−i/eh, aq2−i/fh)∞
(axiq/h, bcqi−1/a, bdqi−1/a, beqi−1/a, bfqi−1/a, bhqi−1/a)∞
×
∏
1≤i<j≤r
(1− bhqr−1xixj/g)
(1− axixj)
∑
S⊆{1,2,...,r}
(
gq1−r
h
)(r−|S|2 )
×
∏
i/∈S
(bhx2i q
r/g, axiq/cg, axiq/dg)∞
(hxiqr−1/g, bchqr−1xi/a, bdhqr−1xi/a)∞
×
∏
i/∈S
(axiq/eg, axiq/fg, bhq
r−1/a, hxi, gq
1−r/hxi)∞
(behqr−1xi/a, bfhqr−1xi/a, ax2i q/g, bxiq
r/g, bgq2−r/h)∞
×
∏
i/∈S
(bcg/a, bdg/a, beg/a, bfg/a, axiq
2−r/h, bq/h)∞
(aq2−r/ch, aq2−r/dh, aq2−r/eh, aq2−r/fh, bg/axi, gq1−r)∞
×
∞∑
k1,...,kr=0
∏
1≤i<j≤r
i,j∈S
(xiq
ki − xjqkj )(1− bhxixjqr−1+ki+kj/g)
(xi − xj)(1 − bhxixjqr−1/g)
×
∏
1≤i<j≤r
i,j /∈S
(qki − qkj )(1− bgq1−r+ki+kj/h)
(xi − xj)(1− bhxixjqr−1/g)
∏
i/∈S
(1− bgq1−r+2ki/h)
(1− bgq1−r/h)
×
∏
i∈S,j /∈S
(xiq
ki − gq1−r+kj/h)(1− bxiqki+kj )
(xi − xj)(1 − bhxixjq1−r/g)
∏
i∈S
(1 − bhx2i qr−1+2ki/g)
(1 − bhx2i qr−1/g)
×
∏
i∈S
(bhx2i q
r−1/g, bxi, axiq/cg, axiq/dg, axiq/eg, axiq/fg)ki
(q, hxiqr/b, bchqr−1xi/a, bdhqr−1xi/a, behqr−1xi/a, bfhqr−1xi/a)ki
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×
∏
i∈S
(bhqr−1/a, hxi)ki
(ax2i q/g, bxiq
r/g)ki
∏
i/∈S
(bgq1−r/h, bxi)ki
(q, gq2−r/hxi)ki
×
∏
i/∈S
(aq2−r/ch, aq2−r/dh, aq2−r/eh, aq2−r/fh, bg/axi, gq
1−r)ki
(bcg/a, bdg/a, beg/a, bfg/a, axiq2−r/h, bq/h)ki
· q
∑ r
i=1
ki .
(4.2)
5. Terminating Cr 10φ9 transformations
We will now specialize Corollary 4.1 to obtain terminating multivariable 10φ9
transformations. We accomplish this by multiplying both sides of the identity with∏r
i=1(bdi/a)∞ and then letting bdi/a = q
−ni . Then only the terms correspond-
ing to S = ∅ are non-zero. After a change of variables this gives the following
transformation:
Corollary 5.1 (A Cr terminating 10φ9 transformation). Let a
3q3−r+ni = bcdeifigi,
for i = 1, . . . , r, and λ = a2q2−r/bcd. Then there holds∑
0≤ki≤ni
i=1,...,r
∏
1≤i<j≤r
(qki − qkj )(1 − aqki+kj )
×
r∏
i=1
(1− aq2ki)(a, b, c, d, ei, fi, gi, q−ni)ki
(1− a)(q, aq/b, aq/c, aq/d, aq/ei, aq/fi, aq/gi, aq1+ni)ki
qki
=
(
λ
a
)(r2) r−1∏
i=1
(b, c, d)i
(bλ/a, cλ/a, dλ/a)i
r∏
i=1
(aq, λq/ei, λq/fi, aq/eifi)ni
(λq, aq/ei, aq/fi, λq/eifi)ni
×
∑
0≤ki≤ni
i=1,...,r
∏
1≤i<j≤r
(qki − qkj )(1− λqki+kj )
×
r∏
i=1
(1− λq2ki)(λ, λb/a, λc/a, λd/a, ei, fi, gi, q−ni)ki
(1− λ)(q, aq/b, aq/c, aq/d, λq/ei, λq/fi, λq/gi, λq1+ni)ki
qki . (5.1)
Note that in (5.1) only terms with all ki distinct are non-zero. Corollary 5.1
reduces to Bailey’s [4] transformation formula for r = 1 (cf. [11, Eq. (2.9.1)]).
Similarly to the derivation of Corollary 4.2 from Corollary 4.1, we can obtain
another transformation from (5.1) by iteration. For this, we first specialize the
variables letting fi = f , gi = g, for i = 1, . . . , r, and write ei = eq
ni for convenience.
We then iterate the relation with a 7→ a2q2−r/bcd, b 7→ aq2−r/cd, c 7→ g, d 7→ f ,
f 7→ aq2−r/bc, and g 7→ aq2−r/bd. We obtain the following result which reduces to
[11, Ex. 2.19] (with e replaced by eqn) for r = 1.
Corollary 5.2 (A Cr terminating 10φ9 transformation). Let bcdefg = a
3q3−r.
Then there holds∑
0≤ki≤ni
i=1,...,r
∏
1≤i<j≤r
(qki − qkj )(1 − aqki+kj )
×
r∏
i=1
(1− aq2ki)(a, b, c, d, eqni , f, g, q−ni)ki
(1− a)(q, aq/b, aq/c, aq/d, aq1−ni/e, aq/f, aq/g, aq1+ni)ki
q
∑ r
i=1
ki
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=
(
a2q4−2r
b2cdfg
)(r2) r−1∏
i=1
(b, c, d, f, g)i
(aq2−r/bc, aq2−r/bd, aq2−r/bf, aq2−r/bg, a2q4−2r/bcdfg)i
×
r∏
i=1
(aq, aq1−ni/ce, aq1−ni/de, aq1−ni/ef, aq1−ni/eg, bqr−1)ni
(aq/c, aq/d, aq1−ni/e, aq/f, aq/g, bqr−1−ni/e)ni
(eqni)ni
×
∑
0≤ki≤ni
i=1,...,r
∏
1≤i<j≤r
(qki − qkj )(1− eq1−r+ki+kj/b)
×
r∏
i=1
(1− eq1−r+2ki/b)(eq1−r/b, eq1−r/a, aq2−r/bf, aq2−r/bg)ki
(1− eq1−r/b)(q, aq/b, ef/a, eg/a)ki
×
r∏
i=1
(eqni , aq2−r/bc, aq2−r/bd, q−ni)ki
(q2−r−ni/b, ec/a, ed/a, eq2−r+ni/b)ki
q
∑
r
i=1
ki . (5.2)
Again, only terms with all ki distinct are non-zero.
Finally, we give another multivariable extension of [11, Ex. 2.19]. We first let
g = q−N in Corollary 4.2 and then do the simultaneous replacements b 7→ e, e 7→ g,
and h 7→ b.
Corollary 5.3 (A Cr terminating 10φ9 transformation). Let a
3q3−r+N = bcdefg.
Then there holds
N∑
k1,...,kr=0
∏
1≤i<j≤r
(xiq
ki − xjqkj )(1 − axixjqki+kj )
(xi − xj)(1− axixj)
r∏
i=1
(1− ax2i q2ki)
(1 − ax2i )
qki
×
r∏
i=1
(ax2i , bxi, cxi, dxi, exi, fxi, gxi, q
−N )ki
(q, axiq/b, axiq/c, axiq/d, axiq/e, axiq/e, axiq/f, axiq/g, ax2i q
1+N )ki
= q(
r
3)
(
qN+1
b
)(r2) 1
(b/e)rN+r−1
∏
1≤i<j≤r
1
(xi − xj)(1 − axixj)
×
r∏
i=1
(bxi)
N (ax2i q)N (bxi)N+r−1(q
2−raxi/b)r−1
(qN+r+1−i, aq2−r/be, aq2−r/bc, aq2−r/bd, aq2−r/bf, aq2−r/bg)i−1
×
r∏
i=1
(q2−ia/ce, q2−ia/de, q2−ia/ef, q2−ia/eg)N+i−1
(axiq/c, axiq/d, axiq/e, axiq/f, axiq/g)N
×
N+r−1∑
k1,...,kr=0
∏
1≤i<j≤r
(qki − qkj )(1 − eq1−r−N+ki+kj/b)
×
r∏
i=1
(1− eq1−r−N+2ki/b)(eq1−r−N/b, exi, eq−N/axi, q1−r−N)ki
(1− eq1−r−N/b)(q, q2−r−N/bxi, axiq2−r/b, eq/b)ki
×
r∏
i=1
(aq2−r/bc, aq2−r/bd, aq2−r/bf, aq2−r/bg)ki
(ceq−N/a, deq−N/a, efq−N/a, egq−N/a)ki
qki . (5.3)
Note that the sum on the right lives on a larger hypercube, though this is to
some extent “compensated” by the fact that, on the right but not on the left, only
terms with all ki distinct are non-zero.
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6. Ar−1 1ψ1 summations
Previously, one of us [23, Theorems 2.1 and 3.3] utilized determinant evaluations
to derive (among other summations) several Ar−1 extensions of Ramanujan’s 1ψ1
summation. Here we provide more multivariable extensions of Ramanujan’s 1ψ1
summation by the same method. The difference is that, like for most sums in
Section 5, the terms of our bilateral series are now zero unless all summation indices
ki are different.
We note that we were not able to give new Cr extensions of Bailey’s 6ψ6 summa-
tion (cf. [11, Eq. (II.33)]) by the same method. All such obtained 6ψ6 summations
would be in fact just special cases of an identity given earlier by one of us, namely
the identity obtained from equating Eq. (3.4) with Eq. (3.5) from [23].
The following result reduces to Ramanujan’s 1ψ1 summation (cf. [11, Eq. (5.2.1)])
for r = 1.
Proposition 6.1 (An Ar−1 1ψ1 summation). We have
∞∑
k1,...,kr=−∞
∏
1≤i<j≤r
(qki − qkj )
r∏
i=1
(ai)ki
(bi)ki
zkii
= q(
r
2) det
1≤i,j≤r
(
bj−ri
(zi)r−j
(aiziq/bi)r−j
) r∏
i=1
(q, aizi, q/aizi, bi/ai)∞
(bi, zi, bi/aizi, q/ai)∞
, (6.1)
provided |biq1−r/ai| < |zi| < 1, for i = 1, . . . , r.
Proof. We have ∏
1≤i<j≤r
(qki − qkj ) = det
1≤i,j≤r
((
qki
)r−j)
,
due to the classical Vandermonde determinant evaluation. Hence we may write the
left-hand side of (6.1) as
det
1≤i,j≤r
(
∞∑
ki=−∞
(ai)ki
(bi)ki
(
ziq
r−j
)ki)
.
Now, to the sum inside the determinant we apply Ramanujan’s 1ψ1 summation
(2.10), with a 7→ ai, b 7→ bi, and z 7→ ziqr−j. Thus we obtain
det
1≤s,t≤r
(
(q, aiziq
r−j , q1+j−r/aizi, bi/ai)∞
(bi, ziqr−j , biqj−r/aizi, q/ai)∞
)
.
Now, by using linearity of the determinant with respect to rows, we take some
factors out of the determinant and readily obtain the right-hand side of (6.1). 
We now consider different specializations of the parameters ai, bi, and zi, for
i = 1, . . . , r, for which the determinant in Proposition 6.1 can be reduced to a
product by means of Lemma 2.1.
A simple choice would be bi = b and zi = z, for i = 1, . . . , r. In this case we
recover the special case of Eq. (2.2) of [23, Th. 2.1] where in the latter identity both
sides are multiplied by
∏
1≤i<j≤r(1 − xi/xj) and then the specializations xi = 1,
for i = 1, . . . , r, are being made. Another simple choice would be ai = a and bi = b,
for i = 1, . . . , r. In this case we similarly recover a special case of Eq. (2.3) of [23,
Th. 2.1].
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We also recover a previous result if in Proposition 6.1 we choose the specializa-
tions ai = a/xi, bi = b, and zi = zxi, for i = 1, . . . , r. This yields a special case
of Eq. (2.10) of [23]. Similarly, if we choose ai = a, bi = bxi, and zi = z, for
i = 1, . . . , r, the determinant can be evaluated by (6.3) and we obtain a special case
of Eq. (2.13) of [23].
Nevertheless, we are able to give two different multivariable 1ψ1 sums resulting
from special cases of Proposition 6.1 which are not covered by previous results.
First, we choose ai = axi, bi = bxi, and zi = z, for i = 1, . . . , r. In this case we
obtain the following result.
Corollary 6.2 (An Ar−1 1ψ1 summation). We have
∞∑
k1,...,kr=−∞
∏
1≤i<j≤r
(qki − qkj )
r∏
i=1
(axi)ki
(bxi)ki
zki
= (az)−(
r
2)q−(
r
3)
∏
1≤i<j≤r
(1/xj − 1/xi)
r∏
i=1
(q, azxi, q/azxi, b/a)∞
(bxi, zqi−1, bq1−i/az, q/axi)∞
, (6.2)
provided |bq1−r/a| < |z| < 1.
Next, we choose ai = a/xi, bi = bxi, and zi = zxi, for i = 1, . . . , r. We now
require a particular limit case of the determinant evaluation in Lemma 2.1, which
can be generally stated as
det
1≤i,j≤r
(
Xr−ji
(A/Xi)r−j
(BXi)r−j
)
=
∏
1≤i<j≤r
(Xi −Xj)
r∏
i=1
(ABq2r−2i)i−1
(BXi)r−1
. (6.3)
The result is the following.
Corollary 6.3 (An Ar−1 1ψ1 summation). We have
∞∑
k1,...,kr=−∞
∏
1≤i<j≤r
(qki − qkj )
r∏
i=1
(a/xi)ki
(bxi)ki
(
zxi
)ki
= a−(
r
2)
∏
1≤i<j≤r
(xi − xj)
r∏
i=1
(bq1−2r+i/az2)i−1
(q, az, q/az, bx2i/a)∞
(bxi, zxi, bxiq2−r/az, xiq/a)∞
,
(6.4)
provided |bx2i q1−r/a| < |zxi| < 1 for i = 1, . . . , r.
7. Specializations
We will now point out some interesting special cases and consequences of our
new Cr 10φ9 transformations.
7.1. A Watson transformation. In Corollary 5.1, we first remove the depen-
dency of the parameters by replacing gi by a
3q3−r+ni/bcdeifi. If we now let d→∞
and relabel fi 7→ di, for i = 1, . . . , r, we obtain the following multivariable general-
ization of Watson’s transformation (cf. [11, Eq. (2.5.1)] ):
Corollary 7.1 (A multivariable Watson transformation). We have
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0≤ki≤ni
i=1,...,r
∏
1≤i<j≤r
(qki − qkj )(1 − aqki+kj )
×
r∏
i=1
(1 − aq2ki)(a, b, c, di, ei, q−ni)ki
(1− a)(q, aq/b, aq/c, aq/di, aq/ei, aq1+ni)ki
(
a2q3−r+ni
bcdiei
)ki
=
(
− a
bc
)(r2)
q−2(
r
3)
r−1∏
i=1
(b, c)i
(aq2−r/bc)i
r∏
i=1
(aq, aq/diei)ni
(aq/di, aq/ei)ni
×
∑
0≤ki≤ni
i=1,...,r
∏
1≤i<j≤r
(qki − qkj )
r∏
i=1
(aq2−r/bc, di, ei, q
−ni)ki
(q, aq/b, aq/c, dieiq−ni/a)ki
qki . (7.1)
In the special case when bc = aq, the right-hand side can be written as a multiple
of a determinant; cf. the proof of Corollary 7.3. This gives the Cr terminating 6φ5
summation stated as Corollary 7.10 below. Similarly, the case b = q1−r gives the
Ar−1 terminating 3φ2 summation in Corollary 7.15 below. As a matter of fact,
we can even extract a Cr Jackson summation from our Watson transformation in
Corollary 7.1. We specialize the parameters so that the series on the left-hand
side becomes balanced, i.e., we set a3q2−r+ni = bcdiei, for i = 1, . . . , r. Note
that in this case the multivariable 4φ3 on the right-hand side of (7.1) reduces to
a multivariable 3φ2 which can be transformed into a multiple of a determinant by
Corollary 7.15. (Here we can assume that Corollary 7.15 is already known – after
all, we just pointed out that it follows from Corollary 7.1.) However, the result we
would obtain by this procedure is only a special case of Corollary 7.3 below.
We also remark that on the right-hand side, the “type C” Vandermonde deter-
minant ∏
1≤i<j≤r
(qki − qkj )(1− aqki+kj )
r∏
i=1
(1− aq2ki) (7.2)
got reduced to the classical “type A” Vandermonde determinant. Moreover, the
very-well-poised condition of the parameters got lost, while the series remains bal-
anced. The left-hand side retains the factor (7.2) and is very-well-poised but not
balanced. Dealing here with r-dimensional series, we simply mean by these terms
that the respective series are very-well-poised and/or balanced when r = 1.
7.2. An Ar−1 Sears transformation. To obtain a multivariable extension of
Sears’ transformation (cf. [11, Eq. (3.2.1)]) from Corollary 5.1, replace b by aq/b
and ei by aq/ei, for i = 1, . . . , r, and then take the limit a→ 0. After relabeling of
parameters, b 7→ d, d 7→ b, fi 7→ ai, for i = 1, . . . , r, we obtain
Corollary 7.2 (An Ar−1 Sears transformation). We have
∑
0≤ki≤ni
i=1,...,r
∏
1≤i<j≤r
(qki − qkj )
r∏
i=1
(ai, b, c, q
−ni)ki
(q, d, ei, aibcqr−ni/dei)ki
qki
=
(
dq1−r
bc
)(r2) r−1∏
i=1
(b, c)i
(dq1−r/b, dq1−r/c)i
r∏
i=1
(deiq
−r/bc, ei/ai)ni
(ei, deiq−r/aibc)ni
SUMMATIONS AND TRANSFORMATIONS 17
×
∑
0≤ki≤ni
i=1,...,r
∏
1≤i<j≤r
(qki − qkj )
r∏
i=1
(ai, dq
1−r/b, dq1−r/c, q−ni)ki
(q, d, deiq−r/bc, aiq1−ni/ei)ki
qki . (7.3)
When d = b, the right-hand side can be expressed as a determinant. This gives
a special case of Corollary 7.15 below.
7.3. Cr Jackson summations. We start with the following identity, which re-
duces to Jackson’s summation formula (2.6) when r = 1.
Corollary 7.3 (A Cr Jackson summation). Let bcidiei = a
2q2−r+ni for i =
1, . . . , r. Then∑
0≤ki≤ni
i=1,...,r
∏
1≤i<j≤r
(qki − qkj )(1 − aqki+kj )
×
r∏
i=1
(1− aq2ki)(a, b, ci, di, ei, q−ni)ki
(1− a)(q, aq/b, aq/ci, aq/di, aq/ei, aq1+ni)ki
qki
= (−b)−(r2)q−2(r3)
r∏
i=1
(aq2−r/b)r−1(b)i−1
(aq2+r−2i/b)i−1
(aq, aq/cidi, aq/ciei, aq/diei)ni
(aq/ci, aq/di, aq/ei, aq/cidiei)ni
× det
1≤i,j≤r
(
(ci, di, ei, q
−ni)r−j
(aq2−r/bci, aq2−r/bdi, aq2−r/bei, aq2−r+ni/b)r−j
)
. (7.4)
Proof. To obtain the left-hand side, we let cd = aq in Corollary 5.1 and make the
change of variables (ei, fi, gi) 7→ (ci, di, ei). On the right-hand side we observe that,
since λb/a = q1−r, only terms with ki ≤ r − 1 are non-zero. Since we may also
assume that the ki are distinct, (k1, . . . kr) must be a permutation of (0, . . . , r− 1).
This allows us to pull out some factors from the sum, for instance∏
1≤i<j≤r
(qki − qkj ) =
∏
0≤i<j≤r−1
(qi − qj) sgn(k),
where sgn denotes the sign of the permutation. After some cancellation, we obtain
the expression
(
λq
a
)(r2) r−1∏
i=1
(1 − λq2i)(b, λ)i
(1 − λ)(q, aq/b)i
r∏
i=1
(aq, λq/ci, λq/di, aq/cidi)ni
(λq, aq/ci, aq/di, λq/cidi)ni
×
∏
0≤i<j≤r−1
(qi − qj)(1 − λqi+j)
∑
k
sgn(k)
r∏
i=1
(ci, di, ei, q
−ni)ki
(λq/ci, λq/di, λq/ei, λq1+ni)ki
(7.5)
for the right-hand side. Up to a factor (−1)(r2), obtained from inverting the or-
der of the columns, the sum in k equals the determinant in (7.4). After some
manipulations of q-shifted factorials, including the easily verified identities
∏
0≤i<j≤r−1
(qi − qj)
r−1∏
i=1
1
(q)i
= q(
r
3)
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and (recall that λ = aq1−r/b)
∏
0≤i<j≤r−1
(1− λqi+j)
r−1∏
i=1
(1− λq2i)(λ)i
(1− λ)(aq/b)i = (aq
2−r/b)rr−1
r−1∏
i=1
1
(aqr−2i/b)i
,
we arrive at (7.4). 
Next we consider two cases of Corollary 7.3 when the determinant on the right-
hand side is computed by Lemma 2.1. For the first case we put ci = c, di = d and
write ei = eq
ni .
Corollary 7.4 (A Cr Jackson summation). If bcde = a
2q2−r, then∑
0≤ki≤ni
i=1,...,r
∏
1≤i<j≤r
(qki − qkj )(1 − aqki+kj )
×
r∏
i=1
(1− aq2ki)(a, b, c, d, eqni , q−ni)ki
(1− a)(q, aq/b, aq/c, aq/d, aq1−ni/e, aq1+ni)ki
qki
= q−(
r
3)
( e
a
)(r2) r−1∏
i=1
(b, c, d)i
(aq2−r/bc, aq2−r/bd, aq2−r/cd)i
×
∏
1≤i<j≤r
(qni − qnj )(1− eqni+nj )
r∏
i=1
(aq, aq2−r/bc, aq2−r/bd, aq2−r/cd)ni
(aq/b, aq/c, aq/d, aq2−r/bcd)ni
. (7.6)
Next we give the case of Corollary 7.3 when ci = c and ni = N for all i, and we
write di = dxi, ei = e/xi. We have used some manipulations to write the result so
that the symmetry between b and c is exhibited. An alternative way to obtain this
identity, which gives it in the form we want immediately, is to put bh/a = q−N and
diei = aq in Corollary 4.1.
Corollary 7.5 (A Cr Jackson summation). If bcde = a
2q2−r+N , then∑
0≤ki≤N
i=1,...,r
∏
1≤i<j≤r
(qki − qkj )(1 − aqki+kj )
×
r∏
i=1
(1− aq2ki)(a, b, c, dxi, e/xi, q−N )ki
(1 − a)(q, aq/b, aq/c, aq/dxi, aqxi/e, aq1+N)ki
qki
=
(
e2
ad
)(r2) ∏
1≤i<j≤r
(xi − xj)(1− dxixj/e)
r−1∏
i=1
(b, c, q−N )i
(aq2−r/bc)i
×
r∏
i=1
(aq, aq2−r/bc)N(aq
2−r/bdxi, aq
2−r/cdxi)N+1−r
x
2(r−1)
i (aq
2−i/b, aq2−i/c)N+1−i(aq/dxi, aq2−r/bcdxi)N
. (7.7)
The above Cr Jackson summations all contain the factor (7.2) in the summand.
We now turn our attention to Cr Jackson summations of a different type, namely,
of the type encountered in [23, Th. 4.2]. These also follow naturally from our Cr
nonterminating 10φ9 transformation in Corollary 4.1. For this case we put gh = aq,
and ei = q
−ni/xi, for i = 1, . . . , r, in (4.1). On the right-hand side, because of
bf/λ = q1−r, only the term with S = ∅ is non-zero. This term, similar as in the
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proof of Corollary 7.3, is a determinant. The result is the following (where we have
replaced f by e).
Corollary 7.6 (A Cr Jackson summation). If bcidie = a
2q2−r+ni , then
∑
0≤ki≤ni
i=1,...,r
∏
1≤i<j≤r
(xiq
ki − xjqkj )(1 − axixjqki+kj )
(xi − xj)(1− axixj)
r∏
i=1
(1− ax2i q2ki)
(1− ax2i )
×
r∏
i=1
(ax2i , bxi, cixi, dixi, exi, q
−ni)ki
(q, axiq/b, axiq/ci, axiq/di, axiq/e, ax2i q
1+ni)ki
qki
= (−1)(r2)b−(r2)q−2(r3)
∏
1≤i<j≤r
1
(xi − xj)(1− axixj)
×
r∏
i=1
(aqx2i , aq
2−r/bci, aq
2−r/bdi)ni(aq/cidi)ni+i−r(bxi)r−1
(aqxi/ci, aqxi/di, aq2−r/bcidixi)ni(aqxi/b)ni+1−r(eq
2+r−2i/b)i−1
× det
1≤i,j≤r
(
(exi, eci/a, edi/a, eq
−ni/axi)r−j
(q2−r/bxi, q−niedi/a, q−nieci/a, aq2−r+nixi/b)r−j
)
. (7.8)
Analogously to Corollary 7.3 we have two special cases where the determinant
evaluates as a product of linear factors, giving rise to two different explicit Jackson
summations. The first one is ci = c, di = d, ni = N , i = 1, . . . , r, which gives the
Tejasi sum in [23, Th. 4.2]. The case xi = x, di = d, ci = cq
ni , i = 1, . . . , r, gives
back Corollary 7.4.
7.4. Cr nonterminating 6φ5 summations. We work out the various new Cr
extensions of Rogers’ nonterminating 6φ5 summation (cf. [11, Eq. (2.7.1)]) following
from our results in Section 7.3.
First, we give the special case of Corollary 7.3 arising from formally replacing b
by a2q2−r+ni/cidiei (note that this is independent of i), and then letting ni →∞,
for i = 1, . . . , r. After subsequently relabeling ei 7→ bi, for i = 1, . . . , r, we have the
following result.
Corollary 7.7 (A Cr nonterminating 6φ5 summation). We have
∞∑
k1,...,kr=0
∏
1≤i<j≤r
(qki − qkj )(1 − aqki+kj )
×
r∏
i=1
(1− aq2ki)(a, bi, ci, di)ki
(1− a)(q, aq/bi, aq/ci, aq/di)ki
(
a2q2−r
bicidi
)ki
= q−(
r
3) det
1≤i,j≤r
(
(bi, ci, di)r−j
(bicidi/a)r−j
) r∏
i=1
(aq, aq/bici, aq/bidi, aq/cidi)∞
(aq/bi, aq/ci, aq/di, aq/bicidi)∞
, (7.9)
provided |aq2−r/bicidi| < 1, for i = 1, . . . , r.
The following two results give cases where the determinant on the right-hand
side of (7.9) can be factored by virtue of Lemma 2.1.
For the first case, we specialize Corollary 7.7 by putting bi = b and ci = c, for
i = 1, . . . , r.
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Corollary 7.8 (A Cr nonterminating 6φ5 summation). We have
∞∑
k1,...,kr=0
∏
1≤i<j≤r
(qki − qkj )(1 − aqki+kj )
×
r∏
i=1
(1 − aq2ki)(a, b, c, di)ki
(1 − a)(q, aq/b, aq/c, aq/di)ki
(
a2q2−r
bcdi
)ki
=
∏
1≤i<j≤r
(dj − di)
r∏
i=1
(b, c, bc/a)i−1
(bcdi/a)r−1
(aq, aq/bc, aq/bdi, aq/cdi)∞
(aq/b, aq/c, aq/di, aq/bcdi)∞
, (7.10)
provided |aq2−r/bcdi| < 1, for i = 1, . . . , r.
The other case results from choosing bi = b, ci = cxi, and di = d/xi, for
i = 1, . . . , r, in Corollary 7.7.
Corollary 7.9 (A Cr nonterminating 6φ5 summation). We have
∞∑
k1,...,kr=0
∏
1≤i<j≤r
(qki − qkj )(1 − aqki+kj )
×
r∏
i=1
(1 − aq2ki)(a, b, cxi, d/xi)ki
(1− a)(q, aq/b, aq/cxi, axiq/d)ki
(
a2q2−r
bcd
)ki
= c(
r
2)
∏
1≤i<j≤r
(xj − xi)(1− d/cxixj)
×
r∏
i=1
(b)i−1
(bcd/a)i−1
(aq, aq/bcxi, axiq/bd, aq/cd)∞
(aq/b, aq/cxi, axiq/d, aq/bcd)∞
, (7.11)
provided |aq2−r/bcd| < 1, for i = 1, . . . , r.
7.5. Cr terminating 6φ5 summations. We now list the terminating versions
of the above multivariable 6φ5 summations. These reduce to [11, Eq. (2.4.2)] for
r = 1.
We start with the di = q
−ni , i = 1, . . . , r, case of Corollary 7.7.
Corollary 7.10 (A Cr terminating 6φ5 summation). We have∑
0≤ki≤ni
i=1,...,r
∏
1≤i<j≤r
(qki − qkj )(1 − aqki+kj )
×
r∏
i=1
(1− aq2ki)(a, bi, ci, q−ni)ki
(1− a)(q, aq/bi, aq/ci, aq1+ni)ki
(
a2q2−r+ni
bici
)ki
= q−(
r
3) det
1≤i,j≤r
(
(bi, ci, q
−ni)r−j
(biciq−ni/a)r−j
) r∏
i=1
(aq, aq/bici)ni
(aq/bi, aq/ci)ni
. (7.12)
We give four different special cases of Corollary 7.10, in each case for which the
determinant factors by virtue of Lemma 2.1.
For the first case we put bi = b and ci = c, for i = 1, . . . , r.
Corollary 7.11 (A Cr terminating 6φ5 summation). We have
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0≤ki≤ni
i=1,...,r
∏
1≤i<j≤r
(qki − qkj )(1 − aqki+kj )
×
r∏
i=1
(1− aq2ki)(a, b, c, q−ni)ki
(1− a)(q, aq/b, aq/c, aq1+ni)ki
(
a2q2−r+ni
bc
)ki
=
∏
1≤i<j≤r
(qni − qnj )
r∏
i=1
(b, c, bc/a)i−1
(bc/a)r−1
(aq, aq2−r/bc)ni
(aq/b, aq/c)ni
. (7.13)
For the second case we put bi = b and di = q
−N , for i = 1, . . . , r.
Corollary 7.12 (A Cr terminating 6φ5 summation). We have∑
0≤ki≤N
i=1,...,r
∏
1≤i<j≤r
(qki − qkj )(1 − aqki+kj )
×
r∏
i=1
(1− aq2ki)(a, b, ci, q−N )ki
(1 − a)(q, aq/b, aq/ci, aq1+N )ki
(
a2q2−r+N
bci
)ki
=
∏
1≤i<j≤r
(cj − ci)
r∏
i=1
(b, q−N , bq−N/a)i−1
(bciq−N/a)r−1
(aq, aq/bci)N
(aq/b, aq/ci)N
. (7.14)
Note that Corollaries 7.11 and 7.12 are equivalent since they can be derived from
each other by applying a standard polynomial argument; cf. [18, Th. 4.2]. The same
situation appears with Corollaries 7.13 and 7.14 below.
We now specialize Corollary 7.10 by putting bi = bxi, ci = c/xi, and di = q
−N ,
for i = 1, . . . , r.
Corollary 7.13 (A Cr terminating 6φ5 summation). We have∑
0≤ki≤N
i=1,...,r
∏
1≤i<j≤r
(qki − qkj )(1 − aqki+kj )
×
r∏
i=1
(1− aq2ki)(a, bxi, c/xi, q−N )ki
(1− a)(q, aq/bxi, axiq/c, aq1+N)ki
(
a2q2−r+N
bc
)ki
= b(
r
2)
∏
1≤i<j≤r
(xj − xi)(1− c/bxixj)
r∏
i=1
(q−N )i−1
(bcq−N/a)i−1
(aq, aq/bc)N
(aq/bxi, axiq/c)N
. (7.15)
The last case, which extends the c 7→ cqn version of [11, Eq. (2.4.2)] comes from
putting bi = b, ci = cq
ni , and di = q
−ni , for i = 1, . . . , r, in Corollary 7.10.
Corollary 7.14 (A Cr terminating 6φ5 summation). We have∑
0≤ki≤ni
i=1,...,r
∏
1≤i<j≤r
(qki − qkj )(1 − aqki+kj )
×
r∏
i=1
(1− aq2ki)(a, b, cqni , q−ni)ki
(1− a)(q, aq/b, aq1−ni/c, aq1+ni)ki
(
a2q2−r
bc
)ki
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=
∏
1≤i<j≤r
(q−nj − q−ni)(1− cqni+nj )
r∏
i=1
(b)i−1
(bc/a)i−1
(aq, aq1−ni/bc)ni
(aq/b, aq1−ni/c)ni
. (7.16)
7.6. Ar−1 terminating 3φ2 summations. In the following, we derive some mul-
tivariable extensions of the terminating balanced 3φ2 (or q-Pfaff–Saalschu¨tz) sum-
mation (cf. [11, Eq. (1.7.2)]).
In the Cr Jackson summation in Corollary 7.3, we first remove the dependency
of the parameters by replacing ei by a
2q2−r+ni/bcidi, for i = 1, . . . , r. Then we
replace b by aq2−r/b and let a→ 0. We perform the substitutions ci 7→ ai, di 7→ bi,
for i = 1, . . . , r, and b 7→ c and obtain the following result.
Corollary 7.15 (An Ar−1 terminating 3φ2 summation). We have
∑
0≤ki≤ni
i=1,...,r
∏
1≤i<j≤r
(qki − qkj )
r∏
i=1
(ai, bi, q
−ni)ki
(q, cqr−1, aibiq1−ni/c)ki
qki
= c(
r
2)
r∏
i=1
(c)r−1
(cq2r−2i)i−1
(c/ai, c/bi)ni
(c, c/aibi)ni
× det
1≤i,j≤r
((
aibiq
−ni
)j−r (ai, bi, q−ni)r−j
(c/ai, c/bi, cqni)r−j
)
. (7.17)
Next, we give three special cases where the determinant appearing on the right-
hand side of (7.17) factors.
For the first case we put ai = a, bi = b, for i = 1, . . . , r. We would now require a
limit case of the determinant evaluation in Lemma 2.1, the one which we explicitly
stated in (6.3). Equivalently, we start with Corollary 7.4, replace e by a2q2−r/bcd,
and then d by aq2−r/d. We take a→ 0 and simultaneously substitute the variables
c 7→ a and d 7→ c. The result is the following.
Corollary 7.16 (An Ar−1 terminating 3φ2 summation). We have
∑
0≤ki≤ni
i=1,...,r
∏
1≤i<j≤r
(qki − qkj )
r∏
i=1
(a, b, q−ni)ki
(q, cqr−1, abq1−ni/c)ki
qki
=
( c
ab
)(r2) ∏
1≤i<j≤r
(qni − qnj )
r∏
i=1
(a, b)i−1
(c/a, c/b)i−1
(c/a, c/b)ni
(cqr−1, c/ab)ni
. (7.18)
For the second case we specialize Corollary 7.15 by putting ai = a, ni = N ,
for i = 1, . . . , r. We again would require (6.3). Equivalently, we start with Corol-
lary 7.5, replace e by a2q2−r+N/bcd, and then b by aq2−r/b. We take a → 0, and
then simultaneously substitute the variables c 7→ a, xi 7→ bi/d, for i = 1, . . . , r, and
b 7→ c. This yields the following result.
Corollary 7.17 (An Ar−1 terminating 3φ2 summation). We have
∑
0≤ki≤N
i=1,...,r
∏
1≤i<j≤r
(qki − qkj )
r∏
i=1
(a, bi, q
−N )ki
(q, cqr−1, abiq1−N/c)ki
qki
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=
( c
a
qN
)(r2) ∏
1≤i<j≤r
(1/bi − 1/bj)
r∏
i=1
(c)r−1(a, q
−N )i−1
(c/bi)r−1(c/a, cqN )i−1
(c/a, c/bi)N
(c, c/abi)N
. (7.19)
We could have also applied a standard polynomial argument to Corollary 7.16,
in order to derive Corollary 7.17.
For the next case, we set ai = a, bi = bq
ni , for i = 1, . . . , r, in Corollary 7.15.
Equivalently, we start with Corollary 7.4, replace d by a2q2−r/bce, and then b by
aq2−r/b. We take a → 0, and then simultaneously substitute the variables b 7→ c,
c 7→ a and e 7→ b, and arrive at the following result which reduces to the b 7→ bqn
case of [11, Eq. (1.7.2)].
Corollary 7.18 (An Ar−1 terminating 3φ2 summation). We have
∑
0≤ki≤ni
i=1,...,r
∏
1≤i<j≤r
(qki − qkj )
r∏
i=1
(a, bqni , q−ni)ki
(q, cqr−1, abq/c)ki
qki
= q−(
r
3)a−(
r
2)
∏
1≤i<j≤r
(q−ni − q−nj )(1− bqni+nj )
×
r∏
i=1
(a)i−1
(c/a, bq2−r/c)i−1
(c/a, cqr−1−ni/b)ni
(cqr−1, cq−ni/ab)ni
. (7.20)
For the third case, we choose ai = axi, bi = b/xi, and ni = q
−N for i = 1, . . . , r.
Equivalently, we start with Corollary 7.5, replace c by a2q2−r+N/bde, and then b by
aq2−r/b. We take a → 0, and then simultaneously substitute the variables d 7→ a,
e 7→ b and b 7→ c, and arrive at the following result.
Corollary 7.19 (An Ar−1 terminating 3φ2 summation). We have
∑
0≤ki≤N
i=1,...,r
∏
1≤i<j≤r
(qki − qkj )
r∏
i=1
(axi, b/xi, q
−N)ki
(q, cqr−1, abq1−N/c)ki
qki
= q(
r
3)
(c
b
qN
)(r2) ∏
1≤i<j≤r
(xj − xi)(1− b/axixj)
×
r∏
i=1
(c)r−1(c/ab, q
−N)i−1
(cqN )i−1(c/axi, cxi/b)r−1
(c/axi, cxi/b)N
(c, c/ab)N
. (7.21)
Note that Corollaries 7.18 and 7.19 are equivalent since they can be derived from
each other by applying a standard polynomial argument.
7.7. Ar−1 nonterminating 2φ1 and 1φ0 summations. We briefly give some
Ar−1 q-Gauß summations and Ar−1 q-binomial theorems which follow from our
results. We omit writing out the terminating versions but we have made an effort
in presenting all the nonterminating ones explicitly.
We start with ourAr−1 q-Gauß summations. If, in Corollary 7.15, we let ni →∞,
for all i = 1, . . . , r, we obtain
Corollary 7.20 (An Ar−1 q-Gauß summation). We have
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∞∑
k1,...,kr=0
∏
1≤i<j≤r
(qki − qkj )
r∏
i=1
(ai, bi)ki
(q, cqr−1)ki
(
c
aibi
)ki
= (−c)(r2)q(r3)
r∏
i=1
(c)r−1
(cq2r−2i)i−1
(c/ai, c/bi)∞
(c, c/aibi)∞
det
1≤i,j≤r
((
aibi
)j−r (ai, bi)r−j
(c/ai, c/bi)r−j
)
,
(7.22)
where |c/aibi| < 1, for i = 1, . . . , r.
To evaluate the determinant in factored form we choose different specializations
of the parameters.
We can choose ai = axi and bi = b/xi, for i = 1, . . . , r, and then substitute
c 7→ cq1−r, which gives the following.
Corollary 7.21 (An Ar−1 q-Gauß summation). We have
∞∑
k1,...,kr=0
∏
1≤i<j≤r
(qki − qkj )
r∏
i=1
(axi, b/xi)ki
(q, c)ki
(
cq1−r
ab
)ki
=
( c
bq
)(r2)
q−(
r
3)
∏
1≤i<j≤r
(xi − xj)(1 − b/axixj)
r∏
i=1
(c/axi, cxi/b)∞
(c, cq1−i/ab)∞
, (7.23)
where |cq1−r| < 1.
Here is the case ai = a, for i = 1, . . . , r, of Corollary 7.20, with c 7→ cq1−r.
Corollary 7.22 (An Ar−1 q-Gauß summation). We have
∞∑
k1,...,kr=0
∏
1≤i<j≤r
(qki − qkj )
r∏
i=1
(a, bi)ki
(q, c)ki
(
cq1−r
abi
)ki
=
( c
aq
)(r2)
q−2(
r
3)
∏
1≤i<j≤r
(1/bi − 1/bj)
r∏
i=1
(a)i−1
(cqi−1/a, c/bi)∞
(c, cq1−r/abi)∞
, (7.24)
where |cq1−r/abi| < 1, for i = 1, . . . , r.
Next, we give some Ar−1 q-binomial theorems. If in Corollary 7.20 we replace bi
by c/aizi, for i = 1, . . . , r, and then let c→ 0, we obtain the following summation.
Corollary 7.23 (An Ar−1 q-binomial theorem). We have
∞∑
k1,...,kr=0
∏
1≤i<j≤r
(qki − qkj )
r∏
i=1
(ai)ki
(q)ki
zkii
= (−1)(r2)q(r3) det
1≤i,j≤r
(
zr−ji
(ai)r−j
(aizi)r−j
) r∏
i=1
(aizi)∞
(zi)∞
, (7.25)
where |zi| < 1, for i = 1, . . . , r.
Note that if we let bi = q for i = 1, . . . , r in Proposition 6.1, we alternatively get
the identity
∞∑
k1,...,kr=0
∏
1≤i<j≤r
(qki − qkj )
r∏
i=1
(ai)ki
(q)ki
zkii = det
1≤i,j≤r
(
(zi)r−j
(aizi)r−j
) r∏
i=1
(aizi)∞
(zi)∞
.
(7.26)
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In fact, comparing the two right-hand sides of (7.25) and (7.26), we observe that
the following transformation of determinants must hold:
det
1≤i,j≤r
(
(zi)r−j
(aizi)r−j
)
= (−1)(r2)q(r3) det
1≤i,j≤r
(
zr−ji
(ai)r−j
(aizi)r−j
)
. (7.27)
This determinant transformation can also be easily proved in a more natural way.
(This has been kindly communicated to us by Christian Krattenthaler.) Note
that by reversing the order of columns of the matrix on the left hand side of
(7.27) (by which the determinant gets multiplied with (−1)(r2)), we have the ma-
trix
(
(zi)j−1/(aizi)j−1
)
1≤i,j,≤r
. If this matrix is now being multiplied with the
lower-triangular matrix
(
q(j−1)(1−k)(q1−k)k−j/(q)k−j
)
1≤j,k≤r
(which has determi-
nant q(
r
2)−2(
r
3)), we obtain, after application of the q-Chu–Vandermonde summation
[11, Eq. (II.6)] the matrix
(
(−1)k−1zk−1i q−(
k
2)(ai)k−1/(aizi)k−1
)
1≤i,k≤r
. Changing
back the order of columns and taking determinants we immediately establish (7.27).
We complete our listing of summations by giving three special cases of Corol-
lary 7.23 for which the determinant factors by virtue of Lemma 2.1.
The first case is ai = a, for i = 1, . . . , r.
Corollary 7.24 (An Ar−1 q-binomial theorem). We have
∞∑
k1,...,kr=0
∏
1≤i<j≤r
(qki − qkj )
r∏
i=1
(a)ki
(q)ki
zkii
= q(
r
3)
∏
1≤i<j≤r
(zj − zi)
r∏
i=1
(a)i−1
(aziq
r−1)∞
(zi)∞
, (7.28)
where |zi| < 1, for i = 1, . . . , r.
The second case is ai = a/xi, and zi = zxi for i = 1, . . . , r.
Corollary 7.25 (An Ar−1 q-binomial theorem). We have
∞∑
k1,...,kr=0
∏
1≤i<j≤r
(qki − qkj )
r∏
i=1
(a/xi)ki
(q)ki
(zxi)
ki
= z(
r
2)q(
r
3)
∏
1≤i<j≤r
(xj − xi)
r∏
i=1
(azqi−1)∞
(zxi)∞
, (7.29)
where |zxi| < 1, for i = 1, . . . , r.
The third case is zi = z for i = 1, . . . , r.
Corollary 7.26 (An Ar−1 q-binomial theorem). We have
∞∑
k1,...,kr=0
∏
1≤i<j≤r
(qki − qkj )
r∏
i=1
(ai)ki
(q)ki
zki
= z(
r
2)q2(
r
3)
∏
1≤i<j≤r
(ai − aj)
r∏
i=1
(aizq
r−1)∞
(zqi−1)∞
, (7.30)
where |z| < 1.
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8. Elliptic extensions
In this section we extend some of our results to the case of elliptic hypergeo-
metric series. Note that these satisfy fewer identities than basic hypergeometric
series. Roughly speaking, the reason is that elliptic hypergeometric identities gen-
eralize Riemann’s addition formula for theta functions, which is more complicated
than the addition formulas for trigonometric functions. Moreover, infinite elliptic
hypergeometric series lead to serious problems of convergence; in particular, no
elliptic analogue of (2.4) is known. This means that we can only extend the results
of Sections 5 and 7.3 to the elliptic case. We refer to [25] for a detailed discussion
of the balanced and well-poised conditions for elliptic hypergeometric series, and
their relation to modular invariance of the series.
Our elliptic extensions involve a fixed parameter p such that |p| < 1. We write
θ(x) := (x, p/x; p)∞ and define elliptic shifted factorials by
(a; q, p)k :=
k−1∏
j=0
θ(aqj). (8.1)
When p = 0, θ(x) = 1−x and we recover the q-shifted factorials used before. Since
p and q are fixed we omit them from the notation, writing
(a)k := (a; q, p)k.
To use the same shorthand notation as in (2.1) might seem confusing, but has
the advantage that we can almost use our previous results as they stand, just
interpreting the symbol (a)k differently. The only other change we have to make
is that all factors of the form x − y should be replaced by x θ(y/x) = −y θ(x/y).
Thus, the ubiquitous factor
∏
1≤i<j≤r
(ti − tj)(1− atitj)
r∏
i=1
(1− at2i )
is replaced by ∏
1≤i<j≤r
ti θ(tj/ti)θ(atitj)
r∏
i=1
θ(at2i ).
All other factors, such as qki and and (λ/a)(
r
2) in Corollary 5.1, are left untouched.
Theorem 8.1. The following results have elliptic analogues, given as explained
above: Corollary 5.1, Corollary 5.2, Corollary 5.3, Corollary 7.3, Corollary 7.4,
Corollary 7.5 and Corollary 7.6.
When r = 1, Theorem 8.1 reduces to the elliptic Jackson summation and the
elliptic Bailey transformation of Frenkel and Turaev [10].
Proof. First note that to prove Corollary 5.1 we did not use the general case of (2.4).
We only used the identity obtained after multiplying by (bd/a)∞ and then letting
bd/a = q−N . This is the terminating Bailey transformation (2.5), whose elliptic
analogue is known to hold [10]. We also needed the determinant evaluation of
Lemma 2.1, whose elliptic analogue was obtained byWarnaar [26]. Apart from these
fundamental results, we only used elementary identities for q-shifted factorials that
also hold in the elliptic case (indeed, they would hold if θ(x) in (8.1) was replaced
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by any function satisfying θ(1/x) = −θ(x)/x). Thus, the proof of Corollary 5.1
extends immediately to the elliptic case.
The derivations of Corollary 5.2, Corollary 7.3, Corollary 7.4 and Corollary 7.5
from Corollary 5.1 involve only elementary identities and Lemma 2.1, and thus
extend to the elliptic case.
In the proof of Corollary 5.3 we made essential use of infinite series, so we need
an alternative approach. We sketch a way to derive the elliptic case of Corollary 5.3
from the elliptic case of Corollary 5.2. We use an elliptic version of the “polynomial
argument”; this idea also occurs in [22] and [26]. We start with the elliptic Corollary
5.2, multiply it by
∏r
i=1(aq
1−ni/e)ni and then let e→ aq−N with N a non-negative
integer. On the left-hand side we then have the factor
(aq1−ni/e)ni
(aq1−ni/e)ki
→ (q1+ki+N−ni)ni−ki ,
which vanishes for ni − ki ≥ N + 1. On the right-hand side, we have
(eq1−r/a)ki = (q
1−r−N )ki
which vanishes for ki ≥ N + r. Thus, after replacing ki by ni − ki on the left-hand
side, we obtain a transformation of the form∑
0≤ki≤min(ni,N)
i=1,...,r
(· · · ) =
∑
0≤ki≤min(ni,N+r−1)
i=1,...,r
(· · · ).
A straightforward computation reveals that this is equivalent to the case exi = q
−ni
of the elliptic analogue of Corollary 5.3.
Now let f(x1, . . . , xn) denote the left-hand minus the right-hand side of the
elliptic analogue of (5.3). We have proved that f vanishes if xi = q
−ni/e for all i.
A computation, using θ(px) = −x−1θ(x) and (pa)k = (−1)kq−(
k
2)a−k(a)k, shows
that
f(x1, . . . , pxi, . . . , xn) = f(x1, . . . , xn).
Thus, f vanishes also when xi = p
kq−ni/e with k an integer. For generic values
of the parameters, these zeroes have a limit point in which f is analytic, so f
is identically zero by analytic continuation. Finally, analytic continuation in the
remaining parameters extends the identity to non-generic situations.
It remains to treat Corollary 7.6. In this case, we only used (2.4) in the case when
e = q−l and bf/λ = q−m for non-negative integers l, m. This is a transformation
between two finite sums. If in addition b = q−n, it reduces to a special case
of (2.5). In the elliptic case, one may then use the same argument as above to
prove the corresponding identity. That is, one first proves that the (known) case
b = q−n implies the case b = pkq−n for k ∈ Z, and then extends it to general b
by analytic continuation. Once the needed transformation formula is known, the
proof of Corollary 7.6 extends immediately to the elliptic case. 
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