We consider optimization problems on weighted graphs where vertex and edge weights are polynomial functions of a parameter . We show that, if a problem satises certain regularity properties and the underlying graph has bounded tree-width, the number of changes in the optimum solution is polynomially bounded. We also show that the description of the sequence of optimum solutions can be constructed in polynomial time and that certain parametric search problems can be solved in O(n log n) time, where n is the number of vertices in the graph.
Introduction
We shall consider parametric optimization problems whose nonparametric version takes the following familiar form. Given a graph G with real-valued vertex and edge weight functions w V : V (G) ! R and w E : E(G) ! R, respectively, nd an optimum (i.e., minimum-or maximum-weight) subgraph H satisfying a property P . Wellknown examples of such problems are minimum-weight dominating set, minimumweight vertex cover, and the traveling salesman problem. Let us write val G (H) to denote P v2V (H ) w V (v) + P e2E(H) w E (e), where H is a subgraph of G. We can express all optimum subgraph problems as z P G = optfval G (H) : H a subgraph of G satisfying P g; (1) where \opt" is either \min" or \max", depending on the problem.
It is well known that many optimum subgraph problems that are NP-hard in general are polynomially solvable for restricted classes of graphs [GaJo79] . Recently, a long line of work has culminated in the development of various methodologies for devising polynomial-time (and, indeed, often linear-time) algorithms for graphs of bounded tree-width [AbFe92, ALS91, ArPr89, Bod87, BPT88, BLW87, Cou90, Wim87] 3 A preliminary version of this paper will appear in the proceedings of the 3rd Scandinavian Conference on Algorithm Theory, 1992. (for a denition of tree-width, see [RoSe86] or section 2 of this paper). While these approaches dier from each other in several respects, in essence they all deal with subgraph problems that have certain \regularity" properties that make them amenable to dynamic programming solutions. The class of regular problems is broad, and includes the subgraph problems mentioned above, as well as many others, such as the maximum cut problem and the Steiner tree problem (see, e.g., [ALS91, BPT88, BLW87] ). Here we shall study the implications that regularity properties have on the parametric versions of these problems.
Parametric optimization problems arise in sensitivity analysis [Gus83] , minimumratio optimization [Meg79, Meg83] , Lagrangian relaxation [Fis81] , and, in general, in environments where the data evolves continuously with time. We will focus on parametric optimum subgraph problems where vertex and edge weights are functions of a real-valued parameter . That is, we are given a graph G with vertex and edge weight functions W V : V (G) 2 R ! R and W E : E(G) 2 R ! R, respectively. Let 
In what follows, for concreteness, we shall often deal specically with minimization problems. All the results we shall derive easily extend to maximization problems. In most of our subsequent discussions we will x P , while G may vary. Thus, we shall often write Z G instead of Z P G . Similarly, we shall often write z G instead of z P G . For tractability, we shall consider the case where weights are polynomial functions of . Thus, for any subgraph H of G, Val G (H; ) is a polynomial in . By equation (2), Z G is the lower envelope of the set of polynomials Val G (H; ) such that H is a subgraph of G satisfying P . Thus, Z G is a piecewise-polynomial function of . Z G partitions the -axis into a sequence of intervals, where each interval is the maximal set of -values for which Z G () = Val G (H; ) for some particular subgraph H satisfying P . The boundary points between intervals are called breakpoints. We can represent Z G by (1) listing these intervals in order, from left to right and (2) for each interval providing the associated optimum subgraph H. Clearly, such a representation is nite. In the special case where weights are linear functions of , Z G will be a piecewise-linear concave function [Gus80] (Z G is convex for maximization problems).
We shall concentrate on two kinds of issues: construction and search. In construction problems we shall be interested in computing the entire representation of the function Z G . Search problems involve nding a value of at which a particular event occurs. Examples are the problems of nding the next breakpoint of Z G or a value of that maximizes Z G . These problems and their applications are discussed further in sections 4, 5, and 6.
There are two main results in the paper. Both deal with regular optimum subgraph problems (in the sense of Bern et al. [BLW87] and Borie et al. [BPT88] ) on graphs of bounded tree-width. First, we show that for every regular graph property P , the number of breakpoints of Z P G is polynomially-bounded in n = jV (G)j. As a byproduct of the proof we obtain a polynomial-time algorithm to construct Z P G . The second result is a proof that, for every regular property P , there exist O(n log n) algorithms for certain kinds of parametric search problems, including the two search problems stated above.
Related Work. Several researchers have considered parametric versions of combinatorial optimization problems. Murty [Mur80] showed that the number of breakpoints for parametric linear programming problems can be exponential in the number of variables. Subsequently, Carstensen [Car83] proved exponential lower bounds for, among other problems, parametric minimum cut and knapsack. Van Hoesel et al. [vHKRW89] have compiled an extensive bibliography on parametric computing. The algorithmic approach followed in this paper was rst used in [FeSl89] to analyze various optimization problems on trees, including weighted vertex cover and dominating set. It has subsequently been used to analyze the parametric maximum independent set problem on outerplanar graphs [ZhGo91] and parametric nonserial dynamic programming problems (and, as a special case, independent set) on partial k-trees [FeMe90] . Many of the ideas used here are based on the work of Megiddo; specically, on [Meg79, Meg83] . Search and construction algorithms for an important special case of the parametric maximum ow problem are presented in [GGT89] . A theory of converting nonparametric algorithms into parametric ones is presented by Eaves and Rothblum in [EaRo89] . A eld related to parametric optimization is dynamic computational geometry, originally studied by Atallah [Ata85] , which deals with geometric problems where points move in space following prescribed trajectories.
Organization of the paper. Section 2 reviews the notions of tree-width and regularity. In section 3 we present some results relating parse trees and tree-decompositions and review the dynamic programming approach to solving optimum subgraph problems. In section 4 we study the properties of Z P G . In section 5 we present our parametric search algorithms. Finally, section 6 discusses related results and open problems.
Preliminaries

2.1
Tree-width
The following denition is due to Robertson and Seymour [RoSe86] .
Denition 1 Let G be an undirected graph. A tree decomposition of G is a labeled tree (T; ), where is the labeling function for T , such that for all i 2 V (T ), (i) = i V (G), and such that the following conditions hold.
1.
2. For every (u; v) 2 E(G), fv; ug i for some i 2 V (T ). 3. If j lies on the path of T from i to k, then i \ k j . The width of a tree-decomposition is max i2V (T ) (j i j 0 1). The tree-width of a graph G is the minimum over all tree-decompositions (T; ) of G of the width of (T; ).
We shall write 0 w to denote the set of all graphs of tree-width at most w. Many important classes of graphs have bounded tree-width, including trees, series-parallel graphs, bandwidth-k graphs, k-outerplanar graphs, and partial k-trees [ArPr89, Bod88, vLe90] .
It is known that a graph G is a partial k-tree if and only if G 2 0 k [vLe90] . The graphs in 0 w have a useful separator theorem. We say that sets Y; Y 0 V (G) are separated by S V (G) if every path in G from Y to Y 0 goes through S. A set S G is a separator of G if G 0 S is not connected. The next result follows easily from Theorem 2.5 of [RoSe86] .
Theorem 2.1 Let G 2 0 w and suppose Q V (G). Then, there exists a partition (B 1 ; B 2 ; B 3 ; S) of V (G) with jSj w + 1 such that for i; j 2 f1; 2; 3g, i 6 = j, B i and B j are separated by S, and jB i \ Qj jQ 0 Sj=2 for i = 1; 2; 3.
The partition (B 1 ; B 2 ; B 3 ; S) whose existence is claimed in Theorem 2.1 can be computed in polynomial time by exhaustive enumeration [RoSe86] . Linear-time separator algorithms exist for graphs of tree-width at most 3, while approximate separators (see section 6) for graphs of higher tree-width can be found eciently. We shall return to this issue in section 6.
Regular Graph Properties
The various subgraph problems that are amenable to dynamic programming on graphs of bounded tree-width share two key properties. First, the space of potential solutions to these problems can be partitioned into a nite number of equivalence classes [ALS91, ArPr89, Bod87, BPT88, BLW87, Cou90]. Second, there is a nite set of rules whereby partial solutions, computed for portions of the input graph, can be combined into larger partial solutions. Rules are expressed in tables which are xed for each problem and each family of graphs. These two facts are essential in the proof of our results and, for this reason, we shall explain them in some detail. For convenience, we shall follow the terminology of [BLW87, BPT88] , as it seems to provide a rather explicit view of the solution mechanism.
Let G be the set of all nite graphs. A graph G 2 G is a k-terminal graph if it is given together with a list terms(G) = ht 1 ; . . . ; t s i, 1 s k, of distinct vertices of G called terminals. The set of all k-terminal graphs will be denoted by G k . A k-terminal graph composition operator is a (partial) function ' : G r k ! G k , where r = r(') 0 is the arity of '. The resulting graph G = '(G 1 ; . . . ; G r ) 2 G k is obtained by identifying the terminals of G 1 ; . . . ; G r in some precisely prescribed way. The terminals of G are obtained from the terminals of the composing graphs. See [Wim87, BPT88] for two ways to formalize this concept. We should note at this point that in weighted graph problems (parametric or not), when two nodes get identied by an operation ', these nodes are always assumed to have the same weight (or weight function).
In the remainder of this section, R will denote a nite set of k-terminal composition operations and R i R is the subset of operations of arity i. Note that R 0 is a subset of G k . The graphs in R 0 are called the base or primitive graphs. We will always assume that R 0 6 = ;.
A family of decomposable graphs over R is the smallest family of graphs R 3 G k dened recursively as follows:
(D2) For all r 1, for each ' 2 R r , and for all G 1 ; . . . ; G r 2 R 3 , if '(G 1 ; . . . ; G r ) is dened, then '(G 1 ; . . . ; G r ) 2 R 3 .
The equality G = '(G 1 ; . . . ; G r ) is called a decomposition of G with respect to R. Let (T; ) be a rooted, ordered tree with labeling function : V (T ) ! R satisfying the following compatibility requirement: If v 2 V (T ) has r 0 children in T , then (v) 2 R r . Given such a tree (T; ), we dene an induced partial function T : V (T ) ! R 3 as follows: Of great importance here will be a special kind of predicates onĜ, called regular predicates. We shall dene them in an algebraic framework. Let D =R 3 . Then D = (D;R) is an algebra, with domain (carrier) D and operationsR. Suppose C = (C; Q) is an algebra such that there is an arity-preserving one-to-one correspondence betweenR and Q | i.e. C is similar to D. Let P be a predicate onĜ and let h : D ! C be a mapping. We say that h respects P if for every D 1 ; D 2 2 D,
We note that the D i 's are inĜ k , while P is a predicate onĜ. 
where' 2 Q is the unique operation corresponding to' 2R. We say that a predicate P is regular with respect to D (or R) if there exists a nite algebra C similar to D and a mapping h : D ! C that satises (H1) and (H2). Note that h denes an equivalence relation h on D, where D 1 h D 2 if and only if h(D 1 ) = h(D 2 ), and that h has at most jCj equivalence classes.
From now on, rather than referring to the algebra C (which, in a sense, is exterior to D), we will let C = fC 1 ; . . . ; C N g be the set of equivalence classes of D with respect to h (i.e., it is the quotient D= h ). Every' 2R r (for all r 0) is thus \lifted" to an operation' : C r ! C dened bỹ
where [D i ] is the equivalence class containing D i . These denitions are correct because h is actually a congruence relation on D. Without loss of generality, we will assume that each equivalence class uniquely determines the signature of its elements; i.e., for every i (1 i N), every D 1 ; D 2 2 C i have the same signature. If the C i 's do not have this property, then they can be rened to achieve it. We will refer to C as the set of equivalence classes of D with respect to predicate P . A class C i is said to be accepting if there exists a pair D 2 C i such that P (D) holds. We note that several well-known optimum subgraph problems have been shown to be regular on any family of decomposable graphs. These problems include dominating set, maximum cut, Steiner tree, traveling salesman, and independent set [BPT88] .
We will need one further piece of notation. For ' 2 R r , MT('; i) will denote the set of all ordered r-tuples (i 1 ; . . . ; i r ) such that'(C i 1 ; . . . ; C ir ) = C i .
The Basic Algorithm
In this section we shall describe the scheme underlying our subsequent results. We rst show the existence of parse trees with certain useful properties for every G 2 0 w .
Next, as a prelude to the discussion of parametric problems in sections 4 and 5, we review the dynamic programming algorithm for nonparametric optimum subgraph problems of Bern et al. [BLW87] .
Separators and Parse Trees
The following theorem, due to Wimer [Wim87] , shows the close relationship between graphs of bounded tree-width and decomposable graphs:
Theorem 3.1 There exists a nite family R of (w + 1)-terminal graph composition operators such that 0 w = R 3 . For our purposes, we shall need a variant of this result. Let R be a family of kterminal composition operations. A decomposition G = '(G 1 ; . . . ; G r ) with respect to R is said to be balanced if jV (G i )j jV (G)j=2 + c, where c is a constant that depends only on R. A parse tree (T; ) of an n-vertex graph G is said to be balanced Step 1. If jV (G)j 4w + 4, return the decomposition G = G.
Step 2. Find a partition (A 1 ; A 2 ; A 3 ; S 1 ) of V (G) satisfying Theorem 2.1 with Q = V (G). Let H i = G[A i ], for 1 i 3. Assume w.l.o.g. that jA 1 \ terms(G)j jA 2 \ terms(G)j jA 3 \ terms(G)j.
Step 
Dynamic Programming on Decomposable Graphs
The following result was proved in [BLW87] .
Theorem 3.4 Suppose that F = R 3 is a class of decomposable graphs and P is a property that is regular with respect to R. Then there exists a linear-time algorithm that, given a linear-size parse tree of G 2 F, nds an optimum-weight subgraph of G satisfying P .
We sketch the proof of this theorem, because the underlying approach serves as a basis for our subsequent results. Let C = fC 1 ; . . . ; C N g denote the set of equivalence classes ofR 3 with respect to P . Let G be in F. We dene z 
Note that the value of z G is equal to val G (H), where H is an optimum subgraph of G satisfying P (in the sense of equation (1)). If G is a primitive graph, then z G will be the same. As argued in [BLW87] , these facts and the existence of linear-size parse trees can be used to obtain linear-time algorithms to compute z G .
Parametric Problems
We shall now study the properties of Z P G when P is a regular graph property and G has bounded tree-width. We use the following notation. The main result of this section is the following theorem. In its proof, we assume a model of computation where nding the roots of a d-th degree polynomial function is a primitive operation. Proof. The main idea behind our proof is algorithm simulation. This technique, which is inspired, in part, by [Meg79] , was used in [FeSl89] . Let us refer to the dynamic programming algorithm described in section 3.2 as algorithm A. Note that if we x and make w V (v) = W V (v; ) for every v 2 V (G) and w E (e) = W E (e; ) for every e 2 E(G), then z G = Z G (). Thus, we can use A to compute Z G () for any xed . Based on this observation, we shall prove 
Since N A and d are constants, so is c 1 , and polynomial bounds on the (i) (n)'s imply polynomial bounds on (n). is polynomiallybounded. By (9), (n) and, hence, b(Z G ) are polynomially bounded.
As far as constructing Z G , we can use the given O(n)-size parse tree (T; ) of G and equations (6), (7), and (8) to calculate Z G in a bottom-up fashion. A leaf can be processed in O(1) time using exhaustive enumeration. An internal node can be processed as soon as its children have been processed. This can be done in polynomial time if the functions involved have polynomially many breakpoints, as explained earlier. Since there are O(n) nodes in the tree, the computation takes polynomial time. 2
Parametric Search Problems
We are interested in search problems where we must nd the -value, called the critical point, at which a particular event occurs in Z P G . For the remainder of this section, we restrict our attention to problems where weights are linear functions of and Z P G is a lower envelope (i.e., \opt" is \min" in equation (2)). The following three problems are instances of parametric search: (P1) Given a value 1 and a subgraph H which is optimum at 1 , nd the largest 3 1 such that Z P G () = Val G (H; ) for all 2 [ 1 ; 3 ]. (P2) Given t 2 R, nd 3 2 R such that Z P G ( 3 ) = t. We assume that such a 3 exists.
(P3) Find 3 such that Z P G ( 3 ) = max Z G (). Each of the above problems has important applications. Problem (P1) is the sensitivity analysis problem [Gus83] , problem (P2) arises in minimum-ratio optimization [Meg79] , and problem (P3) arises in Lagrangian relaxation [Fis81] . We shall briey discuss the last of these three problems. Lagrangian relaxation is a heuristic approach to problems with dicult constraints. For instance, consider our original optimization problem (equation (1)), where in addition to weight functions w V and w E , every v 2 V (G) (e 2 E(G)) has a size s V (v) (s E (e)). The problem is to solve (1) subject to the knapsack-like constraint
where t 2 R. Even if the unconstrained problem is polynomially-solvable, the constrained one may be NP-hard. Such is the case, for example, for the dominating set problem on trees [McPe90] . The problem can be relaxed by incorporating the complicating constraint into the objective function using a Lagrange multiplier . The result is a parametric problem of the form (2) where all weights are linear functions of [Fis81] . It is well known that, for all 0, Z G () is a lower bound on the value of the optimum solution to the constrained problem. The greatest lower bound is obtained by solving a problem of the form (P3). Such a lower bound can be used with great eectiveness in branch-and-bound schemes [Fis81] .
The main result of this section is the following theorem.
Theorem 5.1 Let w 1 and let P be a predicate that is regular with respect to some w-adequate set of composition operators R. Then, given any weighted n-vertex graph G 2 0 w , together with a balanced parse tree (T; ) 2 T R of G, problems (P1), (P2), and (P3) can be solved in O(n log n) time.
We shall make use of the following lemma.
Lemma 5.2 Suppose that F = R 3 is a class of decomposable graphs and that P is property that is regular with respect to R. Then, for each of (P1), (P2), and (P3), there exists an oracle which, given a linear-size parse tree of G 2 F, answers the following question in linear time: Given 0 2 R, determine whether or not the critical point 3 of Z P G satises 3 0 .
Proof. All three oracles use Theorem 3.4 to compute a subgraph H 0 of G that is optimum at 0 . The subsequent steps depend on the problem. For (P1), the oracle returns \yes" if 0 < 1 . Otherwise, the oracle uses Theorem 3.4 to compute a subgraph H 1 of G that is optimum at 1 . If Val G (H 1 ; 0 ) > Val G (H 0 ; 0 ), it returns \no"; otherwise, it returns \yes". For (P2), the oracle examines the slope of the line Val G (H 0 ; ). Suppose it is positive. Then, if Val G (H 0 ; 0 ) > t, it returns \no"; otherwise, it returns \yes". The case where the slope of Val G (H 0 ; ) is nonpositive is handled analogously. For (P3), the oracle examines the slope of the line Val G (H 0 ; ). If it is negative, it returns \no"; otherwise, it returns \yes". 2
We will also need one further result, due to Cole [Cole87] . We assume some familiarity with combinational circuits as discussed, say, in [CLR90] . A combinational circuit B is a directed acyclic graph whose nodes are combinational elements, and where an edge from element e 1 to element e 2 implies that the output of e 1 is an input to e 2 . Combinational elements are computational units that have a constant number of inputs and outputs and that perform well-dened operations. Typically, such operations are simple (e.g., adding or nding the minimum of two numbers); however, for conceptual purposes, we shall nd it convenient to also deal with circuits whose elements perform more complex tasks, such as taking the lower envelope of two functions. We refer to jV (B)j as the size of B. Elements of zero fan-in are inputs; elements of zero fan-out are outputs. An element is said to be active if all its inputs are known, but the associated operation has not been carried out yet. We shall say that an element has been resolved if the associated operation has been carried out.
Suppose we have a weight function ! : V (B) ! R. The active weight, W , of B is the sum of the weights of its active elements. An oracle with respect to ! is a procedure that is guaranteed to resolve a set of active elements whose total weight is at least W=2. Proof of Theorem 5.1. We shall use ideas from [Meg83, Cole87] . As in section 4, let A denote the algorithm for computing z G described in section 3.2, and let Z G and
G be the parametric analogs of z G and z (i) G (see equations (6) and (7)). The proof proceeds by rst showing how to hard-wire A into a combinational circuit B 0 whose inputs are the vertex and edge weights at and whose output is Z G (). Next, we construct a parametric version of B 0 , which we refer to as B, whose inputs are the vertex and edge weight functions, and whose output is the function Z G . Finally, we devise a search algorithm A S that guides the execution of B to determine the behavior of Z G in the neighborhood of the critical point 3 .
The elements of B 0 are adders, subtractors, and \min" gates (i.e., gates whose output is the minimum of their two input numbers). We obtain B 0 from a balanced parse tree (T; ) of G and from the multiplication tables for the operators in R and the equivalence classes C 1 ; . . . ; C N as follows. Gv , given the appropriate inputs. These inputs will be edge and vertex weights of ' if ' 2 R 0 (in which case the circuit is computing the weight of an optimum subgraph by exhaustive enumeration); or they will be the z (i j ) G j 's for graphs corresponding to children of v (in which case, the circuit evaluates equation (5) Gu 's, where u is the root of T . All of these circuits can be constructed entirely out of min gates, adders, and subtractors of fan-in at most two. By following the structure of T , these various O(1)-size circuits can be assembled to obtain a circuit B 0 of size O(n) and depth O(log n). We leave the details to the reader.
To construct the parametric circuit B, we modify circuit B 0 by replacing its elements, which manipulate real numbers, with elements that manipulate functions of and by replacing its inputs with the corresponding functions of . Thus, the min gates will compute lower envelopes of their inputs and the adders will construct the sum of their input functions (this is similar to the construction used in the proof of Step 1. Let A be the set of active nodes of B. Let A 1 be the set of adders and subtractors in A and let A 2 be the set of min gates in A.
Step 2. Resolve each v 2 A 1 by constructing S v in its entirety in the interval I = [ L ; R ].
Step 3. For each v 2 A 2 , construct S v in its entirety in the interval I, by taking the lower envelope of the inputs S u 1 and S u 2 . Let v denote the single breakpoint of this function in the interval ( L ; R ); if S v has no breakpoints in this open interval, set v = +1.
Step 4. Let U = fv 2 A 2 : v 2 ( L ; R )g. Resolve each v 2 A 2 0 U.
Step 5. If U is empty, stop. Otherwise, compute the weighted median vm of the set The main results of this paper, Theorems 4.2 and 5.1, rely on the existence of balanced decompositions and parse trees. The key to constructing these is procedure Decompose, presented in the proof of Theorem 3.2, whose main component is an algorithm delivering a partition satisfying Theorem 2.1. A linear-time separator algorithm is easily obtainable from what is known as the embedding w-tree of the graph [ArPr89] (see, e.g., [FeMe90] ). Since such embeddings can be constructed in linear time for graphs of tree-width 1, 2, or 3 [MaTh91], we can construct partitions of such graphs in O(n) time, and balanced parse trees in O(n log n) time. Things are more complicated for graphs of tree-width w > 3. It is easy to see that all of our results are valid if instead of a partition satisfying Theorem 2.1, we have a partition (B 1 ; B 2 ; B 3 ; S) satisfying all the conditions of this theorem, except that we only guarantee that jB i \ Qj (1 0 d 0 (w))jQ 0 Sj, for some function d 0 (w) such that 0 < d 0 (w) 1=2 for w > 3. We refer to the separator S in this partition as an approximate separator. Lagergren [Lag91] has shown how an approximate separator can be produced in O(n log n) time (see also [Reed92] ). The approximate separator algorithm can be used to construct parse trees of size O(n) and height O(log n) in O(n log 2 n) time. Theorem 4.2 implies that if vertex and edge weights are bounded-degree polynomials in , then problems (P1){(P3) can be solved in polynomial time by simply constructing Z G . Unfortunately, we do not see any easy way to extend the results of section 5 to problems where costs are polynomial functions of . There are, however, two search problems for which we have O(n)-time algorithms.
(P4) Given 0 2 R, nd a 3 > 0 such that Z P G has no breakpoints in ( 0 ; 3 ). (P5) Find 1 such that Z P G has no breakpoints in ( 1 ; +1). Problem (P4) is a simplied version of the sensitivity analysis problem, while problem (P5) is the steady state problem [Ata85, FeSl89] . Observe that, given a solution to (P5), we can, in O(n log n) time, nd the last breakpoint of Z G for the case where weights are linear. This simply involves computing 1 and then using a slight modication of the algorithm for problem (P1) (see [FeSl89] ). Very similar techniques can be used to nd the rst breakpoint.
In the next theorem we assume, as in section 4, a model of computation where computing the roots of a d-th degree polynomial is a primitive operation.
Theorem 6.1 Let w 1 and let P be a predicate that is regular with respect to some w-adequate set of composition operators R. Then, given any weighted n-vertex graph G 2 0 w , together with a O(n)-size parse tree (T; ) 2 T R of G, problems (P4) and (P5) can be solved in O(n) time, Proof. As in the proof of Theorem 5.1, let B be the circuit associated with (T; ). Since (T; ) is of size O(n), so is B. The algorithms for solving problems (P4) and (P5) are similar. Both involve simulating B, resolving its elements in a bottom-up fashion.
We will only describe the algorithm for (P5), the steady-state problem, in some detail and leave the solution to (P4) as an exercise. We shall refer to the algorithm for (P5) as A 1 .
The goal of A 1 is to discover the behavior of B at innity. At all times, A 1 maintains an interval I = ( L ; 1); initially, L = 01. We say that an element v of B is resolved if S v is a polynomial function in I and the equation of this polynomial is known. An element is said to be active if it is not resolved and it is either an input The restriction to graphs of bounded tree-width seems to be important in achieving our bounds. Without it, some problems do indeed have an exponential number of breakpoints in the worst case [Car83] . However, the bound of Theorem 4.2 can probably be sharpened considerably in certain special cases. A natural candidate for further study is the maximum independent set problem. Improving the running times of the algorithms for the search problems described in Section 5 is another intriguing problem. We see no obvious reason why (n log n) should be a lower bound for the solution of these problems 
