In this paper, a log-linear multidimensional Rasch model is proposed for capture-recapture analysis of registration data. In the model, heterogeneity of capture probabilities is taken into account, and registrations are viewed as dichotomously scored indicators of one or more latent variables that can account for correlations among registrations. It is shown how the probability of a generic capture profile is expressed under the log-linear multidimensional Rasch model and how the parameters of the traditional log-linear model are derived from those of the log-linear multidimensional Rasch model. Finally, an application of the model to neural tube defects data is presented.
Multidimensional Rasch model for capture-recapture
In this section, we describe the method we propose. First, we deal with the simple situation in which three registrations are available; then, we treat the presence of a stratifying variable. At the end, the extension to a more general situation is discussed.
Model with three registrations and two latent variables
Consider a situation of three registrations. Let I 1 , I 2 , I 3 be random variables with respective realizations i 1 , i 2 , i 3 , where i s = 0 if a randomly selected individual is not in registration s and i s = 1 if a randomly selected individual is in registration s, for s = 1, 2, 3. Let n i 1 i 2 i 3 denote the observed frequency of capture profile = (i 1 , i 2 , i 3 ) ′ , so that n 100 denotes the frequency of individuals observed in registration 1 only, n 110 is the frequency of those observed in registrations 1 and 2 but not in registration 3, and so on. Note that n 000 is the frequency of individuals not in any registration and has to be estimated in order to estimate the total unknown population size N. The data can be arranged in an incomplete 2 3 contingency table where the missing cell corresponds to the absence in all three registrations (as shown in Table I ).
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To obtain an estimate of n 000 , we first fit a log-linear model on the incomplete contingency table without the missing cell; then, the parameter estimates of the fitted model are used to predict the value of that part of the population that is missed by all registrations.
Suppose that there are two latent variables that explain the covariances between the registrations. Let = (Θ 1 , Θ 2 ) ′ denote the vector of latent variables, and let = ( 1 , 2 ) ′ denote a realization. If the covariances between the random variables I 1 , I 2 , and I 3 can be explained by 1 and 2 , then I 1 , I 2 , and I 3 are conditionally independent given the two latent variables. Assume, for example, that registrations 1 and 2 are indicators of the first latent variable and that registrations 2 and 3 are indicators of the second latent variable. Then, a visual presentation of this situation can be given by the path diagram F1
in Figure 1 . In Figure 1 , the single-headed arrows from the latent variables to the registrations indicate that there is a direct effect of the latent variables on these registrations, while the curved line between the two 01  02  03  04  05  06  07  08  09  10  11  12  13  14  15  16  17  18  19  20  21  22  23  24  25  26  27  28  29  30  31  32  33  34  35  36  37  38  39  40  41  42  43  44  45  46  47  48  49  50  51  52  53  54  55 56 57
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It is assumed that the probability of inclusion in registration s given the vector of latent variables equals Note that the probability in Equation (1) is identical to the probability of a positive or correct item score as a function of two latent variables in the multidimensional random effects Rasch model [14] , where the latent variables are considered random. For the preceding example, the matrix is then given by
According to standard probability theory, the probability of a generic capture profile may be written as
where i 1 i 2 i 3 | is the probability of a generic capture-profile conditional on and f ( ) is the multivariate density of in the population of individuals. In the proposed approach, f ( ) can be left unspecified, as will become clear in what follows. From conditional independence, that is,
As 000| = 1∕ { ∏ 3
s=1
( 1 + e ′ s − s ) } and according to Bayes's theorem, the posterior distribution of given the capture pattern (i 1 , i 2 , i 3 ) = (0, 0, 0) equals g( | 0, 0, 0) = 000| f ( )∕ 000 , and it follows that
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is the moment-generating function conditional on the capture pattern (i 1 , i 2 , i 3 ) = (0, 0, 0). In order to compute the probability in Equation (4), it is necessary to make an assumption about the posterior distribution of the latent variables given capture pattern (i 1 , i 2 , i 3 ) = (0, 0, 0) and thus to choose a momentgenerating function. Here, it is assumed that this posterior distribution follows a multivariate normal distribution, so that
where is the mean vector of conditional on capture pattern (i 1 , i 2 , i 3 ) = (0, 0, 0) and is the covariance matrix of conditional on capture pattern (i 1 , i 2 , i 3 ) = (0, 0, 0). Then, the probability of a generic capture profile i 1 i 2 i 3 can be expressed as
where
is symmetric. Let n be the total number of individuals observed in at least one registration. Let A = {(1, 0, 0), (0, 1, 0), (0, 0, 1), (1, 1, 0), (1, 0, 1), (0, 1, 1), (1, 1, 1)} be the set of capture profiles of individuals observed in at least one registration. As the observed frequencies n 100 , n 010 , n 001 , n 110 , n 101 , n 011 , n 111 have a multinomial distribution with parameters n and
, for all (i 1 , i 2 , i 3 ) ∈ A, we can express the expected frequency of n i 1 i 2 i 3 as
Substituting from Equation (6) into Equation (7) and taking the logarithm yields the log-linear representation
. Note that the model in Equation (8) is not identified. Because of the specific choice of , 
where is a common effect parameter, s is the main-effect parameter for registration s, 11 is the variance of the first latent variable given t 1 and t 2 , 22 is the variance of the second latent variable given t 1 and t 2 , and 12 is the covariance between the two latent variables given t 1 and t 2 . For convenience, the resulting model will be denoted by i 1 + i 2 + i 3 + t 1 + t 2 . Note that there are 2(2 + 1)∕2 = 3 parameters to account for the two latent variables 1 and 2 . 
Model with three registrations, two strata, and two latent variables
Suppose now that registrations are recorded in two strata (or time periods, for example, 2 years). In this situation, year is a stratifying variable with two categories denoted by the index j and n i 1 i 2 i 3 j , and i 1 i 2 i 3 j denote the observed frequency and the probability for year j, respectively.
The resulting contingency table has two missing cells corresponding to the capture profile of not being observed in any registration for each stratum (as shown in Table II ).
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The probability of a generic capture profile may be written as
where i 1 i 2 i 3 j| is the probability of capture profile (i 1 , i 2 , i 3 ) for year j conditional on the vector of latent variables and f ( ) is the multivariate density of . Assuming that the posterior distribution of the latent variables given the capture pattern (i 1 , i 2 , i 3 ) = (0, 0, 0) follows a multivariate normal distribution, the model in Equation (6) can be written as
where j is the mean vector and j is the covariance matrix of in stratum j. Let m i 1 i 2 i 3 j denote the expected frequency corresponding to the observed frequency n i 1 i 2 i 3 j , that is, 
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Thus, we obtain
Without any additional constraints, the model in (13) is not identified; setting j equal to zero for identification, we have
where j is the common effect parameter in stratum j and ij is the main-effect parameter for registration i in stratum j.
Model of measurement invariance.
Assume now that parameters are equal across strata. This means that the model has measurement invariance across strata (that is, the model applies across strata). Under the assumption of measurement invariance, we have
Thus, the model in Equation (13) is equal to
Without additional constraints, this model is not identified. Because of the assumption of measurement invariance, we now only need to set j to , for one j, to identify the model. In the case of measurement invariance, it is possible to test whether j = = and j = for all j. If this simultaneous hypothesis holds, then the model in Equation (16) becomes
where the parameters can be interpreted as before.
General case
The extension of the method described in the preceding sections to a more general situation is straightforward. Assume that we have S registrations and J strata. Let n i 1 ,…,i S j and i 1 ,…,i S j be the observed frequencies Q1 and the probabilities, respectively, where j = 1, 2, … , J. Note that the resulting contingency table has J structural zeros (one for each stratum). Suppose now that the covariances between the random variables I 1 , … , I S can be explained by q latent variables. Let ′ s denote the sth row of the SJ × q full column rank matrix U =
, where u sr = 1 if registration s belongs to the rth latent variable and 0 otherwise, and let = ( t 1 , … , t q ) be the vector of the total scores, where t r = ∑ S s=1 u sr i s , for r = 1, … , q. Under the assumption of a multivariate normal posterior distribution of the latent variables (conditional on the capture pattern of individuals not observed in any registration), the probability of a generic capture profile i 1 ,…,i S j is equal to
where j is the mean vector for the jth stratum and j is a symmetric matrix. Let m i 1 ,…,i S j = n i 1 ,…,i S j denote the expected count of observed frequency n i 1 ,…,i S j . Then, we have the log-linear representation 
U N C O R R E C T E D P R O O F E. PELLE, D. J. HESSEN AND P. G. M. VAN DER HEIJDEN
Without additional constraints, the model is not identified. If we set j equal to for identification, then the model becomes
dient The model in Equation (20) is a traditional log-linear model, and, once the parameters have been estimated, an estimate of the portion of the population missed by all registrations and an estimate of the total unknown population size N can be obtained.
If the assumption of measurement invariance holds, then the model in (19) can be written in the following way:
Connection with the standard log-linear model
In applying the log-linear unidimensional Rasch model to capture-recapture data, a standard log-linear model is assumed in which all two-factor interaction parameters are equal and positive (this model is denoted in [2] as a model with a first-order heterogeneity term H 1 , but the link with the log-linear unidimensional Rasch model is not explicitly made). In applying the multidimensional log-linear Rasch model to capture-recapture data, the structure of the two-factor interaction parameters of the corresponding standard log-linear model depends on the specific assumptions about the relationships between the registrations and the latent variables. In the following, a reparameterization is given in which the parameters of the standard log-linear model are expressed in terms of the parameters of the log-linear multidimensional Rasch model. The standard log-linear model in which all two-factor interaction parameters are present can be written as
where j denotes a main-effect parameter for stratum j, sj denotes a main-effect parameter for the sth registration in the jth stratum, and scj denotes a two-factor interaction parameter for registrations c and s in stratum j. Writing out t 2 r and t r t , after some algebra, the multidimensional Rasch model in Equation (20) takes the following form:
and it is possible to compute the parameters of the standard log-linear model in Equation (22) starting from those of the multidimensional Rasch model using 
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In other words, through these formulas, the parameters of the standard log-linear model can be computed from the parameters of the log-linear multidimensional Rasch model, regardless of the structure of the latent variables [12] .
Parameter estimation
The log likelihood for the general case of S registrations and J strata is given by
where n j is the number of individuals in stratum j, n sj is the number of individuals in stratum j and in registration s, and n j is the number of individuals in stratum j with the observed vector of total scores . Given restrictions needed for one of the special cases discussed previously, the log likelihood can be maximized with respect to the parameters subject to identification constraints. The data are incomplete because of the unknown frequency n 000 . However, assuming data are missing at random, the EM algorithm can be used to compute the maximum likelihood estimate of the population size. In particular, in the qth iteration of the E-step, the expected frequencies are calculated, where the expected frequency for n 000 is derived from the parameter estimates found at iteration q − 1. Once all the expected frequencies are computed and the dataset is completed, in the M-step, a log-linear model is fitted to the completed data, and the log likelihood is maximized in order to calculate the probability estimates that will be used in the (q + 1)th iteration of the E-step. Thus, the updates for the completed data are derived, and the log-linear model is fitted in the M-step. This procedure is repeated until the loglikelihood function converges. The final parameter estimates are used to estimate the expected frequencies for the structural zero cells, and an estimate of the total population size is calculated.
Application
To illustrate the methodology of the preceding sections, the data from the five registrations described by Zwane et al. [15] on NTDs in the Netherlands are used. The five registrations on NTDs cover different but overlapping periods of time. Zwane et al. [15] showed that if the fact that registrations refer to different but overlapping populations is ignored, then the resulting estimates of the total population size may be biased. They approached this situation as a missing data problem and presented a version of the EM algorithm to estimate the missing entry resulting from registrations that are not operating in some strata. We will use the EM algorithm to analyze the data. All computations were carried out using the statistical r program.
We now motivate the models that we will fit to the data. Model 1 is a classical model that can be used as a baseline. It assumes that the five registrations are independent and adds another set of 10 parameters to allow the sizes of the 11 years to differ. Model 2 expands model 1 by including an interaction parameter for each pair of registrations. As there are five registrations, 10 extra parameters are added. In model 3, is it assumed that these 10 interaction parameters are identical; thus, the number of parameters is reduced with 9. This is the log-linear version of the unidimensional Rasch model, which is also found in [2] , and described as a log-linear model with heterogeneity of order 1 (H 1 ). It is included in our list of models to compare its fit with the fit of multidimensional Rasch models.
To apply the multidimensional Rasch model to the dataset on NTDs in the Netherlands, we assume that the five registrations may be divided into two sets of indicators that each measure a separate latent variable.
In order to decide which registrations measure the same latent variable, we study the parameter estimates of the two-factor interactions of model 2. Table III 01  02  03  04  05  06  07  08  09  10  11  12  13  14  15  16  17  18  19  20  21  22  23  24  25  26  27  28  29  30  31  32  33  34  35  36  37  38  39  40  41  42  43  44  45  46  47  48  49  50  51  52  53  54  55 56 57 From Table III , it can be concluded that registrations 1 and 2 measure a first latent variable (named 1 ) and that registrations 3, 4, and 5 measure a second latent variable (called 2 ). A visual presentation of this situation is given by the path diagram in Figure 2 . Assuming measurement invariance, the model is the common effect parameter; and j is the main-effect parameter for year j (here. year 1998 was chosen as reference category). For this model, the matrix of weights for the latent variables is given by
U N C O R R E C T E D P R O O F E. PELLE, D. J. HESSEN AND P. G. M. VAN DER HEIJDEN
, and the total scores are t 1 = i 1 + i 2 and t 2 = i 3 + i 4 + i 5 . This is model 4.
From Table III , it seems also reasonable to conclude that registrations 1, 2, and 4 measure the same latent variable (say 3 ) and that registrations 3, 4, and 5 are indicators of the another latent variable (named 4 ). In this case, the two latent variables have registration 4 in common. Figure 3 shows 
In this model, the matrix is given by
so that the total scores are t 3 = i 1 + i 2 + i 4 and t 4 = i 3 + i 4 + i 5 . This is model 5. Table IV summarizes the results of the models fitted to the data. In Table IV (a), for each model, the
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number of parameters, the degrees of freedom, the deviance, the value of AIC, the value of BIC, and the estimate of the total population sizeN are reported. In Table IV (b), the yearly estimatesN j , for j = 1988, … , 1998, under each model are presented. In Figure 4 , the yearly estimates for each model are plotted.
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Model 1, the log-linear model with main-effect parameters and parameters for year, does not fit the data well and has a high deviance. Model 2, the model with a different estimate for the interaction between each 1  199 224 234 206 222 186 189 202  178  210  179  2  275 309 323 285 302 258 261 280  246  290  248  3  272 305 319 281 303 249 252 271  238  280  239  4  251 282 295 260 280 232 235 252  222  261  223  5  271 305 318 281 300 255 258 277  244  287  245 There are 229 observed cells. H 1 is the first-order heterogeneity term.
Color Online, B&W in Print 01  02  03  04  05  06  07  08  09  10  11  12  13  14  15  16  17  18  19  20  21  22  23  24  25  26  27  28  29  30  31  32  33  34  35  36  37  38  39  40  41  42  43  44  45  46  47  48  49  50  51  52  53  54  55 56 57
U N C O R R E C T E D P R O O F
E. PELLE, D. J. HESSEN AND P. G. M. VAN DER HEIJDEN pair of registrations, has a much better fit in terms of AIC and BIC. Model 3, the unidimensional Rasch model, uses only one parameter more than model 1, and using this single parameter, it accomplishes a fit in between models 1 and 2. Both of the multidimensional Rasch models, models 4 and 5, fit well to the data and have a smaller deviance than the unidimensional Rasch model. Model 5, where registration 4 is an indicator for both latent variables, is the best model because it has the smallest AIC and BIC values. Therefore, this model is selected as the final model. Using these equations, we obtain the following expressions for the parameters of the log-linear model: .
Thus, the main-effect parameters are equal to the main-effect parameters for model 5 plus half of the variance (given the total scores) of the latent variable for which the registration is an indicator, except for the registration 4, for which it is equal to the main-effect parameter 4 plus half of the variance of both latent variables plus the covariance between 3 and 4 , given the total scores. Concerning the two-factor interaction parameters, for those involving registrations that are indicators of different latent variables (that are 13 , 15 , 23 , 25 ) are equal to the covariance ( 34 ) conditional on the total scores. The twofactor interaction parameters that involve registrations measuring the same latent variable (except those involving registration 4) are equal to the variance (given the total scores) of the corresponding latent variable, while other two-factor interaction parameters ( 14 , 24 , 34 , and 45 ) are equal to the covariance (given the total scores) plus the variance (given the total scores) of the latent variable for which the other registration is assumed to be an indicator. Table V(a) reports the parameter estimates for model 5 and
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the corresponding standard errors. In Table V (b), the parameter estimates of the corresponding standard log-linear model are reported.
To derive confidence intervals, we do not apply asymptotic methods but apply the parametric bootstrap (compare with that of Zwane and van der Heijden [16] ). One reason is that the parametric bootstrap allows for non-symmetric confidence intervals. Second, it is not easy to derive asymptotic methods in the current situation where registrations are not observed in every year. To compute the bootstrapped confidence intervals, we first estimate the probabilities for the completed contingency table under a model, including all the cells that cannot be observed by design. For the first bootstrap sample, a multinomial sample is drawn given these parameters, and the sample is then reformatted to be identical to the observed data. The model is then fitted to the reformatted sample, and the population size is estimated. This is the first parametric bootstrap estimate. We used 500 parametric bootstrap samples and the percentile method to compute the confidence intervals for the population size estimates for each of the five models (Table VI) ;
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we also computed confidence intervals for yearly estimates of the population size for models 2 and 5. In this case, confidence intervals for the yearly estimates for model 5 are always smaller than those of 01  02  03  04  05  06  07  08  09  10  11  12  13  14  15  16  17  18  19  20  21  22  23  24  25  26  27  28  29  30  31  32  33  34  35  36  37  38  39  40  41  42  43  44  45  46  47  48  49  50  51  52  53  54  55 56 57 for the standard log-linear model are presented. Note that traditional approach does not use information from other years for registrations that are not operating; thus, log-linear models differ for each year as the number of registrations differs for each year. Furthermore, estimation with log-linear model tends to be more variable, especially for complete years.
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Conclusion
In the present paper, a multidimensional Rasch model is proposed for the analysis of capture-recapture data. We assumed that registrations may be divided into two or more subgroups (not necessarily disjoint) measuring the latent variables accounting for correlations among registrations. As a consequence, the random variables denoting the presence or absence of an individual in a registration are assumed to be conditionally independent, given the latent variables. Under the assumption that the posterior distribution of the latent variables follows a multivariate normal distribution, we applied the extension of the Dutch Identity proposed by Hessen [12] in a psychometric context to the capture-recapture framework, and we showed how to re-express the probability of a generic capture profile in terms of the log-linear multidimensional Rasch model. Then, we presented a re-parameterization of the proposed model that allows for a connection between the multidimensional Rasch model and the standard log-linear model. Applying these formulas, it is possible to compute the parameters of the standard log-linear model, starting from those of the multidimensional Rasch model. We also discussed an extension of the model for the situation in which a stratifying variable is available and the assumption of measurement invariance across strata can be made.
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