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7Abstract
Scientific discovery often culminates into representing structure in nature as networks (graphs)
of objects. For instance, certain biological reaction networks aim to represent living processes
such as burning fat or switching genes on/off. Knowledge from experiments, data analysis
and mental tacit lead to the discovery of such effective structures in nature. Can this process of
scientific discovery using various sources of knowledge be automated? In this thesis, we address
the same question in the contemporary context of model-driven engineering (MDE) of complex
software systems.
MDE aims to grease the wheels of complex software creation using first class artifacts called
models. Very much like the process of effective structure discovery in science a modeler creates
effective models, representing useful software artifacts, in a modelling domain. In this thesis,
we consider two such modelling domains: metamodels for modelling languages and feature di-
agrams for Software Product Lines (SPLs). Can we automate effective model discovery in
a modelling domain? The central challenge in discovery is the automatic generation of mod-
els. Models are graphs of inter-connected objects with constraints on their structure and the
data contained in them. These constraints are enforced by a modelling domain and heteroge-
neous sources of knowledge including several well-formedness rules. How can we automati-
cally generate models that simultaneously satisfy these constraints? In this thesis, we present a
model-driven framework to answer this question.
The framework for automatic model discovery uses heterogeneous sources of knowledge to
first setup a concise and relevant subset of a modelling domain specification called the effective
modelling domain. Next, it transforms the effective modelling domain defined in possibly differ-
ent languages to a constraint satisfaction problem in the unique formal specification language
Alloy. Finally, the framework invokes a solver on the Alloy model to generate one or more ef-
fective models. We embody the framework in two tools: Pramana for model discovery in any
modelling language and Avishkar for product discovery in a SPL. We validate our framework
through rigorous experiments in test model generation, partial model completion, product gen-
eration in SPLs, and generation of web-service orchestrations. The results qualify that our
framework consistently generates effective findings in modelling domains from commensurate
case studies.
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9Sommaire
Les découvertes scientifiques aboutissent souvent à la représentation de structures dans
l’environnement sous forme de graphes d’objets. Par exemple, certains réseaux de réactions
biologiques visent à représenter les processus vitaux tels que la consommation de gras ou
l’activation/désactivation des gênes. L’extraction de connaissances à partir d’expérimentations,
l’analyse des données et l’inférence conduisent à la découverte de structures effectives dans la
nature. Ce processus de découverte scientifiques peut-il être automatisé au moyen de diverses
sources de connaissances? Dans cette thèse, nous abordons la même question dans le contexte
contemporain de l’ingénierie dirigée par les modèles (IDM) de systèmes logiciels complexes.
L’IDM vise à accélérer la création de logiciels complexes en utilisant de artefacts de base
appelés modèles. Tout comme le processus de découverte de structures effectives en science
un modeleur crée dans un domaine de modélisation des modèles effectifs, qui représente des
artefacts logiciels utiles. Dans cette thèse, nous considérons deux domaines de modélisation:
métamodèles pour la modélisation des langages et des feature diagrams pour les lignes de pro-
duits (LPL) logiciels. Pouvons-nous automatiser la découverte de modèles effectifs dans un
domaine de modélisation? Le principal défi dans la découverte est la génération automatique
de modèles. Les modèles sont des graphes d’objets interconnectés avec des contraintes sur
leur structure et les données qu’ils contiennent. Ces contraintes sont imposées par un domaine
de modélisation et des sources hétérogènes de connaissances, incluant plusieurs règles de bonne
formation. Comment pouvons-nous générer automatiquement des modèles qui satisfont ces con-
traintes? Dans cette thèse, nous présentons un framework dirigé par les modèles pour répondre
à cette question.
Le framework pour la découverte automatique de modèles utilise des sources hétérogènes
de connaissances pour construire, dans un premier temps, un sous-ensemble concis et pertinent
d’une spécification du domaine de modélisation appelée domaine de modélisation effectif. En-
suite, il transforme le domaine de modélisation effectif défini dans différent langages vers
un problème de satisfaction de contraintes dans le langage de spécification formel Alloy. En-
fin, le framework invoque un solveur sur le modèle Alloy pour générer un ou plusieurs modèles
effectifs. Nous incorporons le framework dans deux outils: PRAMANA pour la découverte de
modèles a partir de n’importe quel langage de modélisation et AVISHKAR pour la découverte de
produits dans une LPL. Nous validons notre framework par des expérimentations rigoureuses
pour la génération de test, la complétion de modèles partiel, la génération de produits, et la
génération d’orchestrations web service. Les résultats montrent que notre framework génère
systématiquement des solutions effectives dans des domaines de modélisation à partir de cas
d’étude significatifs.
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Résumé en français
(French Summary)
L’ingénierie dirigée par les modèles (IDM) est une approche pour spécifier, construire, va-
lider et maintenir des systèmes logiciels complexes en utilisant des artefacts primitifs appelés
modèles. IDM est issu d’un certain nombre de domaines dans le développement de logiciels tels
que l’analyse de langages de conception orientes objets, des méthodologies orientées objet [23]
[67] [117], et Computer-Aided Software Engineering (CASE) élabores dans les années 80 et 90
afin d’automatiser plusieurs étapes dans le génie logiciel [105] [26].
Les modèles sont des graphes d’objets interconnecter dans un domaine de modélisation.
Un domaine de modélisation définit un ensemble des modèles où chaque modèle est construit
en utilisant un ensemble commun de concepts, et des relations. Par exemple, dans cette thèse,
nous considérons la spécification de deux domaines de modélisation : (a) les métamodèles qui
spécifient un ensemble de modèles dans un langage de modélisation (b) feature diagrams qui
spécifient un ensemble des produits donnant lieu à une ligne de produits logiciels (LPL). Très
souvent, la création des modèles effectifs dans un domaine de modélisation exige la satisfac-
tion de contraintes à partir de sources hétérogènes. Par exemple, la création d’un modèle de
workflow en utilisant le diagramme d’activités Unified Modelling Language (UML) exige que le
modèle satisfasse les règles de forme, logique métier, contraintes économiques, les qualités de
service, et les restrictions de sécurité. Les modeleurs créent progressivement avec l’expérience
les modèles en vigueur en veillant tacitement à ce que les modèles soient corrects par construc-
tion et satisfassent les contraintes provenant de sources hétérogènes. Malgré tout, ce processus
est extrêmement difficile et parfois impossible s’il y a un besoin de créer des milliers de mo-
dèles. Peut-on automatiser la création de modèles effectifs compte tenu de l’hétérogénéité
des sources de la connaissance ? C’est la question qui nous intrigue et le sujet de cette thèse.
L’introduction est organisée comme suit. La notion de découverte des modèles effectifs se
situe dans le contexte global de découverte des structures effectives dans les sciences et l’ingé-
nierie. Nous décrivons brièvement ce contexte global dans la section 0.1. Cette thèse aborde le
problème de la découverte automatique dans le contexte plus récent et spécifiques de la IDM
que nous décrivons dans la section 0.2. Un certain nombre de scénarios dans IDM nécessitent
la génération de modèles effectifs. Notre motivation vient de ces scénarios que nous décrivons
dans la section 0.3. Dans la section 0.4, nous présentons le contexte général du problème et
ses défis. Nous présentons notre thèse et décrivons notre méthode de découverte automatique de
modelés et de produits effectifs dans la section 0.5. Nous renonçons les contributions de notre
16
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FIG. 1 – Des structures effectives en découverte scientifique : (a) Réseau alimentaire du sol (b)
Voie suppresseur de tumeur
thèse dans la section 0.6. Enfin, nous présentons l’organisation de la thèse dans la section 0.7.
0.1 Découverte de structures effective en sciences et génie
Les découvertes scientifiques aboutissent souvent en représentant la structure dans la nature
comme un réseaux d’entités ou graphes d’objets. Par exemple,
– Les réseaux trophiques sont des représentations des relations prédateur-proie entre les
espèces dans un écosystème ou d’habitat. Un exemple courant est le réseau alimentaire
du sol illustré à la figure 1. La chaîne alimentaire du sol est souvent trouvé dans un jardin
bio-compost.
– Les réseaux réaction biochimique ou des voies métaboliques représentent des échanges
moléculaires dans les êtres vivants. La voie suppresseur de tumeur largement étudié de
la figure 1 (b) illustre le rôle crucial de la protéine p53 dans la mort cellulaire. La mort
cellulaire est importante pour réguler l’évolution cancéreuse.
Les connaissances à partir de l’expérience, l’analyse des données et de tacite mentale mène à
la découverte de telles structures utile dans la nature. L’existence de structures effective n’est pas
limitée à la virtuosité de la nature. Nous, les humains sommes doués de la capacité de représenter
et de créer des structures utiles tels que les bâtiments, les ponts, les robots et logiciels complexes.
La conception en ingénierie aboutissent souvent en représentant effectif structures artifi-
cielles comme des graphes d’objets. Par exemple,
– Diagrammes de circuits électroniques représentent un réseau de composants électriques
qui permettent d’atteindre un but donné. Le circuit de récepteur FM de la figure 2, par
exemple, est utilisé dans des millions d’appareils radio.
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FIG. 2 – Des structures effectives en ingénierie : (a) Circuit de récepteur FM (b) Le patron de
conception observateur
– Les patrons de conception représentent en général des solutions réutilisables aux pro-
blèmes fréquemment rencontrés dans la conception de logiciels. Ils sont souvent repré-
sentés comme les diagrammes de classes.Le patron observateur de logiciels orientés ob-
jet dans Figure 2 (b) est un modèle commun dans les logiciels en nécessitant la gestion
des événements distribues. Le célèbre logiciel d’édition photo Adobe Photoshop est un
exemple.
Comme la découverte scientifique, la conception en ingénierie est dirigée par la connais-
sance d’un certain nombre de sources associée a la créativité d’un ingénieur. Puis ce proces-
sus de découverte scientifique ou de conception en ingénierie en utilisant diverses sources de
connaissances peut-il être automatisé ? Cette question a fait l’objet d’études depuis plusieurs
décennies avec l’arrivée de l’informatique moderne.
Des programmes informatiques ont été utilisés pour découvrir la structure dans la nature. Par
exemple, inspiré par le logique de découverte scientifique de Karl Popper,[113], Pat Langley,
Herbert Simon, G. Bradshaw, et Zytkow ont mit au point plusieurs programmes informatiques
tels que Bacon, Glauber, Dalton, and Stahl décrit dans leur livre [87]. Ces programmes ont été
dirigée par des heuristiques pour réussir à re-découvrir des lois anciennes de la chimie.
Approches de computations évolutionnaire a été développe pour automatiser la conception
tels que la production de circuits électroniques [81]. Un concours lors de la conférence an-
nuelle GECCO, le "Humies award", récompense des programmes implémentent une approche
évolutive. L’attribution d’un prix de 10,000$ est accordée à la solution la plus proche des rai-
sonnement humaine. Dans la communauté du génie logiciel, des conférences récentes, telles que
le conférence Automated Software Engineering(ASE) fournit des lieus de compétition pour la
présentation des approches de génération des structures de logiciels.
Dans cette thèse, nous abordons la question de la découverte automatique dans le contexte
contemporain de l’ingénierie dirigée par les modèles de systèmes logiciels complexes.
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0.2 Contexte : L’ingénierie dirigée par les modelés
IDM [102] vise à accélérer la création de logiciels complexes en utilisant des objets de base
appelé modèles. La philosophie IDM utilise des modèles pour représenter des objets importants
dans un système, comme d’exigences, les dessins de haut niveau, les structures de données, les
vues, les interfaces, les transformations de modèles, les scénarios de test, et le code source. Un
modèle est construit dans un domaine de modélisation qui capture un ensemble de concepts
communs et des relations. La construction d’un modèle dans un domaine de modélisation peut-
être encore réduite en utilisant des règles de bonne formation et des contraintes de hétérogène
sources.
La notion générale d’un domaine de modélisation peut être spécialisées à de nombreux
égards. Une description précise de concepts et de relations définissant un ensemble de modèles
appelé un domaine de modélisation. Par exemple, un métamodèle spécifie le domaine d’un lan-
gage de modélisation. Le célèbre langage de modélisation, Unified Modelling Language (UML)
[108], a son propre métamodèle qui spécifie l’ensemble des modèles UML. Un autre exemple,
d’un domaine de modélisation est un feature diagram ou feature model qui spécifie un ensemble
de produits appelé un ligne des produits logiciels (LPL). Modèles peuvent être chargé stocké,
manipulé et transformer à d’autres modèles ou code source pour résoudre les problèmes logi-
ciels.
IDM fournit un certain nombre de processus logiciels et de technologies permettant la mo-
délisation des domaines et la transformation de ses modèles. Le Model-Driven Architecture
(MDA) est une marque commercialisée par l’Object Management Group (OMG), qui propose
une approche pilotée par modèles pour développer un système logiciel. L’approche MDA com-
mence par le développement d’un domaine de modélisation pour les platform independent mo-
dels (PIM), ces modeles sont progressivement transformés ou raffinés dans des platform specific
models (PSM). Les PSM sont réifiés au code exécutable. Cette construction automatique de sys-
tèmes à partir de modèles de haut niveau permet de capturer l’expertise en génie logiciel sous la
forme de transformations de modèles réutilisables. Actuellement, le framework largement ac-
cepté pour la spécification de domaines de modélisation est Eclipse Modeling Framework (EMF)
[53]. Par exemple, les métamodèles sont créés dans le format EMF Ecore pour spécifier le do-
maine d’un langage de modélisation. Langages de transformation des modèles [132] telles que
le langage impératif Kermeta [75] [100], les fondé sur des règles ATL [69] [68] [3], AToM3
[62], Viatra [145] base sur une grammaire de graphes permettent la transformation des modèles.
Langages de transformation de modèle sont tenus de se conformer au standard Query-View-
Transformation (QVT) [68]. Différents types de transformations de modèles peuvent être créées
en utilisant ces langages, comme classés dans le [39]. Les transformations de modèles peuvent
transformer des modèles dans le même domaine de modélisation (transformations endogènes),
entre les différents domaines de modélisation (transformations exogènes) et même réaliser du
code exécutable à partir d’un modèle de haut niveau.
Notre objectif dans cette thèse est la découverte automatique ou assistée, de modèles dans
un domaine de modélisation.
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FIG. 3 – Une transformation
0.3 Motivation : Pourquoi le besoin de découverte automatique mo-
dèle ?
Notre motivation pour la découverte automatique dans le contexte général de tiges d’ingé-
nierie dirigée par les modèles existants de la découverte de calcul efforts dans des domaines
hétérogènes. Ces domaines vont des systèmes [31] [116], au génie des systèmes physiques [89]
[122] [51], [81]. Nous voyons la découverte automatique de modèles efficaces dans un domaine
de la modélisation en tant que cadre général subsumant les approches existantes à la décou-
verte de structure effective dans des domaines hétérogènes de la science et l’ingénierie. IDM des
systèmes à logiciel ne fait pas exception. Dans cette thèse, nous étudions trois scénarios IDM
comme décrit ci-dessous :
0.3.1 Scénario 1 : La génération de tests pour les transformations de modèles
Les transformations de modèles sont des entite logiciels de base en IDM. Un modèle simple
de transformation MT prend les modèles d’entrée conforme à un métamodèle MMI d’entrée et
de sortie produit des modèles conformes au méta-modèle de sortie MMO comme le montre la
figure Figure 3. Pas tous les modèles spécifiés par le méta-modèle d’entrée peutêtre executer par
la transformation du modèle. Par conséquent, nous composons des post-conditions post(MT ).
Les transformations du modèle lui-même est construit en utilisant des connaissances à partir
d’un ensemble d’exigences MTRequirements.
Test d’une transformation de modèles nécessite modèle d’entrée qui permet de détecter des
bogues dans la transformation MT . Création manuelle des modèles de test est fastidieuse car
il doitêtre un graphe d’objets qui doiventêtre conformes aux MMI , pre(MT ), et d’utiliser les
connaissances de MTRequirements. Création manuelle devient impossible lorsque nous avons be-
soin de créer des milliers de modèles de ces essais qui codent pour objectifs de test différentes.
Par conséquent, il est clairement nécessaire de automatiser la génération de modèles d’essai
qui satisfont les connaissances provenant de diverses sources telles que MMI , pre(MT ), et
MTRequirements. La génération automatique de modèles d’entrée exalte au niveau de la décou-
verte automatique si nous validons qu’ils peuvent détecter les bugs dans une transformation. On
peut qualifier l’efficacité des modèles d’essai par des techniques telles que l’analyse de mutation
pour les transformations modèle [99]. Basé sur une description de ce scénario, nous demandons,
Comment pouvons-nous générer des modèles de tester et de qualifier leur efficacité pour la
détection des bugs ?
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FIG. 4 – Modèle partiel dans l’éditeur de modèles UML : TopCaseD
0.3.2 Scénario 2 : Achèvement d’un modèle partiel dans un éditeur de modèles
Les modélisateurs ont souvent recours à des éditeurs de modèles à construire des modèles
progressivement. Par exemple, le éditeur TopCaseD [49] peutêtre utilisé à construire des modèles
UML comme dans la figure 4. Le modèle présenté est une machine d’état incomplète en UML.
Par exemple, le modèle ne contient pas un état initial qui est une règle de bonne formation.
Il ya une infinité des moyens possible pour compléter le modèle tel qu’il devient une valable
modèle UML de la machine d’état et répond à toutes les règles de bonne formation. Ce qui est
probablement plus intéressant est la modèle plus proche qui est compatible à UML et qui contient
tous les éléments du modèle partiel. Il peut y avoir un certain nombre de possibilités de mener
à bien les modèles partiellement spécifié. On peut rapporter l’achèvement mode automatique au
problème de complétion de code automatique dans les environnements de programmation [15].
Ce scénario soulève la question suivante : Comment pouvons-nous des modèles de découverte
automatique complète ou recommandations pour compléter les modèles partielle ?
0.3.3 Scénario 3 : La génération de produits dans une ligne des produits logiciels
Un ligne des produits logiciel (LPL) se réfère à un ensemble de produits partageant en-
semble commune de caractéristiques/features qui répondent aux besoins spécifiques d’une mis-
sion particulière [33]. Un Feature Diagram (FD) ou un feature model précise un domaine de
la modélisation d’un LPL. Feature diagrams introduite par Kang et al. [70] [71] compacte re-
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FIG. 5 – Un feature diagram pour le système de gestion de crise pour accident des voitures
présentent tous les produits d’un LPL en termes de caractéristiques qui peuventêtre composés.
Un FD se compose de k features f1, f2, ..., fk et les contraintes de dépendance entre les features.
Par exemple, la sélection de certaines features dans un produit peut obligatoirement imposer la
sélection d’autres features. En outre, certaines des features peutêtre associé à un actif de logi-
ciels tels que service web. Considérons le FD pour un système de gestion des crises accident
de voiture dans la figure 5. Le FD contient 47 éléments dont 25 d’entre eux sont optionnels.
Certaines des features sont associées à des services ou des actifs logiciels. Le FD décrit 33, 554,
432 configurations différentes de features. Puis toutes les configurations se composer en des pro-
duits valide ? Pour répondre à cette question, il faut créer tous les produits ou un sous-ensemble
représentatif de tous les produits. Par exemple, ce sont l’ensemble des produits qui répondent à
l’interaction entre les paires de features. La création de ces produits nous aidera à dévoiler des
produits non valide. Manuellement créer des produits qui satisfont toutes les contraintes FD est
très fastidieux. Par conséquent, nous demandons, Comment peut-on automatiser la génération
de produits dans une ligne des produits logiciels pour différents objectifs ?
0.4 Contexte du problème et défis
Nous sommes motivés par la nécessité de génération automatique de modèles effectifs dans
un domaine de modélisation. Le contexte du problème de découverte automatique de modèle est
illustré dans la figure6. Le contexte identifie les points suivants :
– Spécification d’un domaine de modélisation : le domaine de la modélisation spécifie
un ensemble de modèles M. Les exemples de spécifications pour les domaines de modé-
lisation sont des métamodèles pour la langage de modélisation et feature diagrams pour
LPLs.
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FIG. 6 – Contexte du problème pour la découverte automatique des modèle
– Sources hétérogènes de connaissances : connaissances provenant de sources hétéro-
gènes
Source1,Source2, ...Sourcek éventuellement dans différents langages de modélisation spé-
cifient des sous-ensembles du domaine de modélisation M1,M2, ..,Mk. L’intersection de
ces sous-ensembles
M1,M2, ...,Mk est le domaine de modélisation effectif représenté par un ensemble de mo-
dèles effectif Me f f ective. Nous pouvons voir les sources hétérogènes de la connaissance
comme un ensemble de contraintes dans les différentes langages qui limitent l’ensemble
des modèles M à un sous-ensemble Me f f ective .
Compte tenu de ces apports, nous demandons : quel est le mécanisme de découverte auto-
matique qui peut créer des modèles dans l’ensemble Me f f ective ? Telle est la question globale qui
nous intrigue.
Cette question donne lieu à un certain nombre de défis ayant trait à la découverte automatique
de modèle. Nous décrivons les défis les plus importants ci-dessous :
Défi 1. Mécanisme de découverte : générative ou satisfaction de contraintes ? Notre re-
cherche a commencé avec l’exploration des mécanismes existants pour automatiser la généra-
tion / découverte de modèles dans un domaine de modélisation. Nous classons les approches
existantes que soit générative ou ceux basés sur le satisfaction de contraintes. La question était
de savoir lequel est le plus prometteur ?
Une approche générative tente a incrémentalment créer des modèles dans un domaine de
la modélisation par instanciation de l’objet. Par exemple, dans [28], les auteurs présentent un
algorithme impératif et un outil pour générer des modèles qui ne sont conformes qu’aux spécifi-
cation, Ecore d’un métamodèle. L’approche ne garantit pas la satisfaction de contraintes à partir
de sources hétérogènes de connaissances telles que les règles de bonne formation. De même,
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dans Ehrig et al. [47], les auteurs proposent une approche basée sur les grammaires de graphe
pour générer des modèles conformes à un diagramme de classes (comme un modèle Ecore). Ces
modèles ne sont pas conforme à toute contraintes OCL sur le métamodèle.
Les approches fondées sur la satisfaction de contraintes essaient de transformer un domaine
de modélisation à un ensemble de variables et de contraintes. L’ensemble des contraintes est
résolu en utilisant un solveur de contraintes [84]. Une ou plusieurs solutions de bas niveau sont
transformés comme des modèles du domaine de modélisation. Cette approche a été utilisée dans
des contextes spécifiques à un domaine comme les tests de logiciels. Le système Korat (Chandra
et al.) [27] est capable de générer des structures de données implémentées dans le framework
de Java Collections Framework qui satisfont des prédicats. De même, Sarfraz Khurshid dans
son thèse doctoral [76] présente l’outil TestEra tool pour générer des structures de données Java
telles que les listes chaînées, tree maps, jeux de hachage, les tableaux tas, et les arbres binaires
pour les tests. Les deux approches sont limitées à des structures de données standard et non pas
à la notion plus générique de modèles. L’approche la plus intéressant est l’outil UML2Alloy
[85]. L’outil tente de transformer les diagrammes de classe UML , qui ressemblent largement à
de métamodèles, à le langage de spécification formelle ALLOY [66]. On peut alors utiliser AL-
LOY pour analyser modèles UML en générant des exemples et des contre-exemples. Bien que
l’outil ne soit pas directement lié à la découverte du modèle, il vise à transformer les éléments
d’un diagramme de classe à un problème de satisfaction de contraintes dans ALLOY. Toutefois,
UML2Alloy ne transforme pas les éléments complexes d’un métamodèle tels que l’héritage mul-
tiple et les multiple containers. UML2Alloy ne parvient pas à solliciter l’utilisation de ALLOY
lorsque la taille de le modèle UML est grand, rendent cette qui rendre l’approche non scalable.
Les approches génératives créent des modèles progressivement et ne peuvent pas satisfaire
les contraintes simultanément. Par conséquent, un certain nombre de modèles doit être rejeté
parce qu’ils ne peuvent pas satisfaire les contraintes. Par conséquent, les approches fondées sur
le satisfaction de contraintes semblent plus prometteuses.
Défi 2. Transformer la spécification d’un domaine de la modélisation à un problème de
satisfaction de contraintes La spécification d’un domaine de modélisation contient un ensemble
de concepts et de relations entre eux. Ces relations pourraient coder des contraintes complexes
qui ne sont pas facilement transformées en un problème de satisfaction de contraintes. En outre,
un grand nombre de concepts et de relations peut conduire à un problème de satisfaction de
contraintes très grand qui devient incalculable.
Par exemple, la transformation d’un spécification des métamodèle à un problème de satis-
faction de contraintes requiert un modèle de contraintes pour des constructions telles que :
– Héritage multiple
– Plusieurs conteneurs pour une classe
– Propriétés opposées
– Propriétés d’identité
– Propriétés composite
La grande taille d’un métamodèle tels que le UML avec environ 246 classes empêche la trans-
formation directe en un problème de satisfaction de contraintes traitable.
Défi 3. Transformer les connaissances provenant de sources hétérogènes à des contraintes
Les connaissances provenant de sources hétérogènes sont spécifiées dans les différents langages
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de modélisation. Toutefois, pour la satisfaction de contraintes, ils doivent tous être transformés
à des contraintes dans une langage commun. Par exemple, la tâche de génération des modèles
de tests pour une transformation de modèles doit satisfaire les contraintes spécifiées dans un
langage de contraintes textuelles, telles que Object Constraint Language, objectifs de test, et la
pré-condition de la transformation de modèles exprimés dans le langage de la transformation.
Défi 4. La génération de modèles doivent être dans des limites maniable et finis La dé-
couverte de modèles dans un domaine de modélisation nécessite la génération de modèles de
taille finie. Quels sont les heuristiques pour déterminer la taille appropriée d’un modèle qui soit
suffisant pour satisfaire à la connaissance à partir de sources hétérogènes de la connaissance ?
Défi 5. Détection des sources incohérentes de la connaissance La connaissance provenant de
diverses sources peut être incompatible avec le spécification du domaine de modélisation. Com-
ment pouvons-nous détecter de telles sources de connaissances incompatibles et les éliminer ?
Défi 6. Validation de l’efficacite des modèles Il est nécessaire de procéder a des expériences ri-
goureuses qui qualifient les modèles générés par satisfaction de contraintes. La qualification ga-
rantit que les modèles sont effectifs ou utiles pour des objectifs donnés. Ces expériences doivent
tenir compte de l’effet de divers facteurs qui influent sur la qualité des modèles générés. Par
exemple, on peut se demander quelle est l’influence de la génération de modèles multiples en
utilisant la même solveur de contraintes sur leur efficacité en tant que modèles de test ? Les dif-
férents paramètres de solveur de contrainte ont ils une incidence considérable sur la qualité des
solutions ?
0.5 These
Dans cette thèse, nous montrons qu’il est possible de découvrir automatiquement des mo-
dèles effectifs dans un domaine de modélisation. Nous abordons le problème de la découverte de
modèle effectif dans deux domaines de modélisation : (a) Métamodèles (b) Feature Diagrams.
Un métamodèle est une spécification générale du domaine d’un langage de modélisation. Un
métamodèle peut être utilisé pour spécifier le domaine d’un langage spécifique au domaine de la
modélisation. Cependant, les systèmes logiciels existants et les composants ne peuvent pas tou-
jours être modélisé ou transformé dans un langage de modélisation à partir de zéro. Idéalement,
des composants fiables dans le temps doivent être réutilisés dans leur forme mature pour être
combines avec d’autres composants a fin de construire un système logiciel. Si nous voyons ces
composants matures comme des features alors les combinaisons possibles de features sont mieux
modélise avec le langage feature diagram aboutissant à une ligne de produits logiciels (LPLs).
Les macro composants associés aux features peuvent être combinées dans des configurations
différentes faisant partie du domaine de modélisation du feature diagram. Cette distinction entre
les modèles purs dans le domaine d ’un langage de modélisation et la configuration des compo-
sants matures dans une ligne de produits logiciels permet la construction dirigée par les modèles
à différents niveaux. Par conséquent, nous considérons de la même manière les spécifications de
domaines de modélisation dans cette thèse.
Par conséquent, nous proposons deux frameworks pour la découverte de modèles qui spéci-
fient le framework général de la figure 6 :
1. Le framework pour la découverte automatique de modèle effectif dans le domaine de
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FIG. 7 – Un framework pour la découverte automatique de modèles effectifs
la modélisation spécifiée par un métamodèle. Ce framework est incorporé dans l’outil
PRAMANA.
2. Le framework pour la découverte automatique des produits effectifs dans le domaine de
la modélisation spécifiée par un feature diagram. Ce framework est incorporé dans l’outil
AVISHKAR.
0.5.1 Un framework pour la découverte automatique de modèles effectifs
La figure 7 présente la vue d’ensemble du framework pour la découverte automatique de
modèle effectif. Le framework est incorporé dans l’outil PRAMANA. Le nom PRAMANA vient
du célèbre découvreur français originaire de Saint-Malo qui a découvert les terres du Québec
au Canada. L’entrée principale du framework est la spécification du domaine de la modélisa-
tion donnée par un métamodèle d’entrée. Le input métamodèle MMin spécifie un ensemble de
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modèles M. Le métamodèle d’entrée se compose d’un ensemble de types (classe avec des pro-
priétés, des enumerations, primitive) pour former des modèles d’un langage de modélisation.
Concrètement, le métamodèle d’entrée est stocké comme une instance du métamodèle ECORE
qui fait partie de la norme de l’industrie Eclipse Modeling Framework (EMF) [53]. Les modèles
eux-mêmes sont stockées sous forme de fichiers XMI [10] fichiers représentant des instances du
métamodèle Ecore.
Les sources hétérogènes de connaissances limitent le domaine de la modélisation spécifié
par un métamodèle :
– Types Treq et propriétés Preq requises dans le métamodèle d’entrée. L’ensemble des types
et propriétés requis aide à extraire un sous-ensemble du métamodèle d’entrée appelé mé-
tamodèle effectif. Le métamodèle effectif précise le sous-ensemble de modèles M1 ⊂M. Il
peut y avoir plusieurs sources possibles pour l’ensemble des types et propriétés requises :
– L’analyse statique d’une transformation modèle donne un ensemble de types et de pro-
priétés dans le métamodèle d’entrée effectivement manipulé par la transformation.
– Un ensemble de modèles conformes au métamodèle d’entrée est une autre source de
types et propriétés requises. Visiter les modèles dans l’ensemble nous donne un en-
semble de types et propriétés utilisées dans le métamodèle. Un exemple typique de cette
initialisation dans le monde réel pourrait être dans une salle de classe pour la concep-
tion orientée objet en utilisant UML. Le professeur peut faire remarquer aux élèves les
types et propriétés requises, utilisé à créer UML, en visitant automatiquement tous les
objets d’un ensemble de modèles.
– Contraintes sur métamodèle C sont exprimés sur un métamodèle d’entrée en utilisant un
langage de contraintes textuelles, telles queObject Constraint Language (OCL) [106]. Ces
contraintes encodent des restrictions qui ne peuvent être spécifiées en utilisant un modèle
Ecore. Nous illustrons ce dans l’ensemble M2 ⊂M.
– Les sources spécifiques à un domaine de connaissances peuvent également aider à défi-
nir le domaine de la modélisation effectif. Nous en présentons quelques-unes ci-dessous :
– Le modèle partiel mp est un modèle partiellement spécifié qui utilise les métamodèle
d’entrée. Par exemple, un éditeur de modèle graphique permet à un utilisateur de créer
des modèles dans un langage de modélisation telles que les machines d’état UML. Un
modèle incomplet dans l’éditeur est un modèle partiel dans langage machine d’état de
UML. Le modèle partiel peut ne pas respecter toutes les contraintes du métamodèle
UML. Par conséquent, un modèle partiel est souvent exprimé comme une instance d’un
version relaxée du métamodèle d’entrée. Le modèle partiel définit le sous-ensemble
M3 ⊂M.
– La stratégie de couverture S aider à définir et générer des fragments de modèles [50]
qui couvrent un large éventail d’aspects structurels dans le métamodèle d’entrée. Par
exemple, la stratégie d’une partition de domaine d’entrée permet de générer un en-
semble de fragments modèles MF qui couvrent les partitions sur tous les types et
les propriétés du métamodèle d’entrée. Ces fragments de modèles aider à définir un
domaine de modélisation effectif pour un coverage-based testing d’une transforma-
tion de modèles. Tous les modèles de test qui répondent à une stratégie de couverture
contiennent le modèle de fragments générés par la stratégie. Les fragments de modèles
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sont exprimé dans un langage de modélisation qui permet de préciser des rangs sur
les propriétés d’un métamodèle d’entrée. Une stratégie de couverture définit le sous-
ensemble M4 ⊂M.
– La pré-condition d’une transformation pre(MT ) est un ensemble d’invariants sur
le métamodèle qui est spécifique à une transformation de modèles MT . Une transfor-
mation de modèles ne peu souvent pas être conçue pour transformer tous les modèles
spécifiés par son métamodèle d’entrée. Par exemple, la transformation des modèles de
diagramme de classe vers des modèles entité relation diagramme [22] exige que toutes
les classes dans le modèle d’entrée aient au moins un attribut principal. Le OCL [106]
est souvent utilisé pour exprimer des pré-conditions. Un pré-condition définit le sous-
ensemble M5 ⊂M.
L’intersection de toutes les sources de connaissances définit le domaine de la modélisa-
tion effectif. Le domaine de la modélisation effectif est l’ensemble des modèles définis par
Me f f ective ←M∩M1∩M2∩M3∩M4∩M5.
La méthodologie pour la découverte de modèles utilise les sources de connaissances pré-
sentées ci-dessus pour générer automatiquement des modèles effectifs dans le domaine de la
modélisation. Nous suivons les étapes ci-dessous :
Étape 1. Identification métamodèle effectif : Nous élaguons les métamodèle d’entrée MMin
pour obtenir le métamodèle effectif MMe f f ective utilisant un algorithme d’élagage de métamodèle[131].
Le métamodèle effectifs contient l’ensemble des types Treq et propriétés requises Preq fournies
en entrée et toutes ses dépendances obligatoires calculé par l’algorithme de l’élagage métamo-
dèle. Tous les types de biens inutiles et sont éliminés. MMe f f ective est un super type de MMin
d’un point de vue théorie de typage et un sous-ensemble de MMin d’un point de vue théorie des
ensembles. La taille du métamodèle effectif MMe f f ective est souvent beaucoup plus petite que la
taille du métamodèle d’entrée MMin.
Étape 2. Transformation de la spécification de domaine effectif à ALLOY : La spécification
de domaine effectif de la modélisation est définie par un certain nombre d’artefacts. Elle est
d’abord définie par le métamodèle effectif MMe f f ective et contrainte par la connaissance d’une
ou plusieurs sources : (b) Contraintes sur métamodèle C (b) Modèle partiel mp (c) Modèle frag-
ments MF de la stratégie de couverture S, et (d) Pré-condition pre(MT ) d’une transformation
de modèles MT . Nous transformons ces artefacts exprimés dans des langages différentes, éven-
tuellement à un constraint satisfaction problem (CSP) dans la langage pour la spécification
formelle ALLOY [65] [66]. Le formalisme théorique pour exprimer le CSP est le logique rela-
tionnelle de premier ordre.
Étape 3. Génération de modèles dans un domaine de modélisation effectif : Nous résol-
vons le CSP enALLOY pour générer des modèles effectifs dans le domaine de la modélisation.
PRAMANA atteint cet objectif en invoquant KodKod [48] en ALLOY de transformer le CSP à
Boolean Conjunctive Normal Form (CNF) . Nous invoquons une solveur de satisfiabilité (SAT)
comme MiniSAT [104], ZChaff [148] pour résoudre le Boolean CNF. Enfin, nous transformons
des solutions à faible niveau de la CNF vers des modèles conformes au métamodèle d’entrée
MMin.
La génération de modèles dans un domaine de modélisation est souvent orientée vers un ob-
jectif. Nous devons nous assurer que l’objectif est atteint de manière cohérente en tenant compte
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FIG. 8 – Un framework pour la découverte automatique de produits effectifs
de tous les facteurs déterminants. Une question typique peut être quel est l’effet d’un solveur
SAT sur la qualité de la solution ? Pour répondre à cette question nous avons besoin de réali-
ser des expériences qui génèrent plusieurs solutions pour le même problème de satisfaction de
contraintes. Il existe de nombreux autres facteurs pour lesquels nous effectuons des expériences
rigoureuses pour valider l’efficacité de la découverte. Dans cette thèse, nous réalisons des expé-
riences dans les domaines d’application suivants :
1. Génération de modèles de teste pour les transformation de modèles
2. Complétion du modèle partiel dans les éditeurs de modèle de domaine spécifique
0.5.2 Un framework pour la découverte automatique de produits effectifs
La figure 8 présente la vision globale du framework pour la découverte de produits effectifs.
Le framework est incorporé dans l’outil AVISHKAR. AVISHKAR en hindi signifie invention et
représente capacité de l’outil a découvrir les produits dans une LPL. L’entrée principale du
framework est la spécification d’un domaine de modélisation donnée par un feature diagram ou
feature model. Le feature diagram FD spécifie un ensemble de produits P. Les Feature Diagrams
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(FD) introduits par Kang et al. [71] représentent tous les produits (ou configurations) d’un LPL
en termes de features qui peuvent être composés. Les Feature diagrams ont été formalisés pour
effectuer des analyses des LPL[126]. Dans [126], Schobbens et al. proposent une définition
générique formelle de FD qui subsume les nombreux dialectes FD existants. Nous définissons
un FD comme suit :
– Un FD se compose de k features f1, f2, ..., fk
– Un feature fi peut être associé à un morceau de logiciel.
– Les Features sont organisés dans une relation parent-enfant dans un arbre T . Un feature
sans enfant est appelé une feuille.
– Les relations parent-enfant entre les features fp et fc sont classée comme suit :
– Mandatory - enfant feature fc est requis si fp est sélectionné.
– Optional - enfant feature fc peut être sélectionné si fp est sélectionné.
– OR - au moins un des enfants fc1, fc2,.., fc3 de fp doit être sélectionné.
– Alternative (XOR) - l’un des enfants fc1, fc2,.., fck de fp doit être sélectionné.
– Relations à travers l’arbre entre deux features fi et f j dans l’arbre T sont classés comme
suit :
– fi requires f j - La sélection de fi dans un produit implique la sélection de f j.
– fi excludes f j - fi et f j ne peuvent pas faire partie du même produit et sont mutuellement
exclusives.
A partir du FD nous créons des produits / configurations de features.
Un certain nombre de sources hétérogènes de connaissances contraignent le domaine
spécifié par un FD
– Contraintes textuels C exprimée sur un ensemble de features. Les contraintes sont ex-
primées textuellement quand elles ne peuvent pas être directement encodées dans le FD.
Ces contraintes précisent le sous-ensemble P1 ⊂ P
– Produit partiel p est un ensemble de features choisis dans le produit. L’ensemble des
features peut nécessiter la sélection d’autres features pour obtenir un produit complet. Le
produit partiel précise le sous-ensemble P2 ⊂ P
– Stratégie T-wise S est une stratégie de génération de produits pour détecter des défauts
dans les lignes de produits logiciels [83] [110]. Le grand nombre de produits visés par un
feature diagram peut être échantillonné en utilisant une stratégie tels que T −wise. L’ob-
jectif est de générer un nombre minimal de produits qui couvrent a toutes les interactions
T −wise entre les features. Par exemple, un FD avec 25 options (voir la figure 5) spécifie
au moins 225 produits. Une stratégie 2−wise où T = 2 permettra de sélectionner de seule-
ment 4× 25C2 = 300 produits qui couvrent toutes les interactions entre paires de features.
La stratégie T −wise pour une valeur particulière de T spécifie le sous-ensemble P3 ⊂ P.
L’intersection de toutes les sources de connaissances définit un domaine de la modélisation
effectif. Le domaine de modélisation effectif est l’ensemble des produits définis par Pe f f ecti f ←
P∩P1∩P2∩P3.
La méthodologie de découverte utilise les sources de connaissances présentées ci-dessus
pour générer automatiquement des produits dans le domaine de la modélisation effectif FD. La
génération se fait selon les étapes suivantes :
30
Résumé en français
(French Summary)
Étape 1. Transformation du feature diagram vers ALLOY : Nous transformons un feature
diagram vers un problème de satisfaction de contraintes vers la langage formelle ALLOY [66]
[65].
Étape facultative. Transformation des produits partiels vers ALLOY et leur complétion :
Nous pouvons transformer un produit partiel p vers ALLOY. Cela génère un prédicat ALLOY
qui représente des informations partielles sur les features sélectionnés dans le produit partiel.
On peut alors résoudre le modèle ALLOY pour générer un ou plusieurs produits complet.
Étape 2. Génération de tuples T −wise et la détection de tuples valide à l’aide d’ALLOY :
Dans cette thèse nous nous concentrons sur la création de produits qui couvrent les interaction
T −wise entre features. Nous avons d’abord généres les prédicats ALLOY représentent les tuples
T −wise et détecte ceux qui ne sont pas compatibles avec les contraintes dans le FD.
Étape 3. Gestion de la taille des produits Nous proposons les stratégies divide-and-compose
pour générer un ensemble de produits qui couvre les tuples de features représentant les interac-
tions T -wise. L’approche divise le problème de satisfaction pour tous les tuples. Nous résolvons
de multiples modèles ALLOY avec ces sous-ensembles pour obtenir des ensembles de produits.
Les ensembles de produits sont fusionnés en un ensemble final des produits.
Le framework peut-il constamment decouvrir des produits capables d’atteindre leurs objec-
tifs ? Par exemple on peut se demander quel est l’effet de la stratégie divide-and-compose sur
la redondance des produits générés ? Pour répondre à cette question nous avons besoin de gé-
nérer des produits compte tenu de tous les autres facteurs déterminants. Dans cette thèse, nous
validons notre framework a l’aide d’expériences rigoureuses dans les domaines d’application
suivants :
1. Génération de produits de tests qui satisfont aux critères de interaction t-wise.
2. Avec nos travaux en cours, nous montrons que notre framework peut effectivement échan-
tillonner l’espace Qualité de Service (QoS) d’un service web dynamique. La variabilité du
service web dynamique est modélisée avec un FD.
0.6 Contributions
La définition des frameworks découverte de modèles et de produits ont conduit aux contri-
butions scientifiques dans cette thèse. Nous expliquons ces contributions dans les sous-sections
suivantes. Nous citons les publications pertinentes des conférences par des pairs et des revues.
0.6.1 Contributions à la découverte automatique modèle effectif
Contribution 1.1 Nous présentons un framework global pour la génération de modèles effectifs
de taille finie a partir de tout langage de modélisation et contraints par des sources hétérogènes de
connaissance. Le framework est incorporé dans l’outil PRAMANA. Nous utilisons le langage de
spécification formelle ALLOY pour sa capacité a définir des contraintes sur les graphes d’objets
et donc a représenter le métamodèle comme un problème de satisfaction de contraintes. Cette
contribution résume la réponse à tous les défis présentés dans la section 0.4 pour un domaine de
modélisation spécifié par un métamodèle. L’outil PRAMANA, est présente dans [120], [128].
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Contribution 1.2. Le framework transforme touts les éléments d’un métamodèle vers ALLOY
pour la satisfaction de contraintes. Il traite également des métamodèles avec héritage multiple
en l’aplatissant vers l’héritage simple en ALLOY. En outre, le framework présente la transfor-
mation de contraintes imposées par multiple containers, opposite properties, identify properties,
et composite properties vers des faits ALLOY. Cette contribution adresse défi 2 de la section 0.4.
La transformation vers ALLOY a été brièvement décrite dans deux de nos contributions [128]
and [130].
Contribution 1.3. Le framework est construit en utilisant Kermeta pour traiter simultanément
traiter des modèles venant de langage différents. Chaque source de connaissance est exprimée
comme un modèle dans un langage de modélisation. Par exemple, des fragments de modèle
sont exprimés en tant que modèles d’un langage de fragment modèle. Kermeta peut charger,
enregistrer et manipuler simultanément des modèles conformes a des métamodèles différents.
Par conséquent, PRAMANA, écrit en Kermeta, transforme la connaissance des différents modèles
vers des faits dans le langage cible ALLOY. Cette contribution adresse le défi 3 de la section 0.4
et est publié dans nos papiers [128] [95].
Contribution 1.4. Nous présentons un algorithme pour élaguer un métamodèle[131] qui utilise
un ensemble de types et propriétés requises pour générer un métamodèle effectif à partir d’un
grand métamodèle. Le métamodèle effectif est souvent très petit et peut facilement être trans-
formé vers ALLOY comme un problème de satisfaction de contraintes. Cette contribution porte
sur une partie du défi 2 de la section 0.4 est présentée dans le papier [131].
Contribution 1.5. Le framework inclut la possibilité de définir des bornes pour le nombre d’ob-
jets de chaque type dans le modèle. Il transforme aussi les solutions du solveur SAT en AL-
LOY vers des modèles de haut niveau conformes à un métamodèle. La génération de modèles
conformes à des sources hétérogènes de connaissance permet de déterminer les incohérences
le cas échéant. Des sources incohérentes de connaissance sont soit modifiées ou supprimées à
partir de la spécification du domaine de modélisation effectifs. Cette contribution porte sur les
défis 4 et 5 de la section 0.4 et est publiée dans [128] et [130].
Contribution 1.6. Nous validons la pertinence des modèles générés avec les expériences sui-
vantes :
– Génération de modèles de test pour des transformations de modèles : Nous générons
des milliers de modèles pour une transformation représentative. Nous utilisons l’analyse
de mutation [99] pour démontrer que les modèles de test obtenus peuvent détecter 93% des
bugs par rapport à une génération aléatoire qui détecte 70% des bugs. Nous montrons que
la stratégie de partitionnement n’est pas affectée par divers biais tels que la dépendance
au solveur ALLOY. L’étude expérimentale est publié dans [129] et la version journal en
revue [118].
– La complétion du modèle partiel dans les éditeurs de modèle de domaine spécifique :
Nous utilisons notre framework pour produire des recommandations et compléter les mo-
dèles partiels dans l’éditeur de modèle AToM3 [62]. Nous montrons que notre framework
peut automatiquement compléter des modèles partiels dans un éditeur de modèle. Les
expériences montrent que cela peut être fait pour les petits exemples dans des délais rai-
sonnables. Ces travaux sont publiés dans [121], [130].
Cette contribution adresse le défi 6 de la section 0.4.
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0.6.2 Contributions à la découverte automatique produits effectif
Contribution 2.1. Nous présentons un framework global pour la production de produits effectifs
dans une ligne de produit logiciel spécifié par un feature diagram. Le framework est incorporé
dans l’outil AVISHKAR. Le framework contient la transformation d’un feature diagram vers
un problème de satisfaction de contraintes en ALLOY. Le framework invoque un solveur sur le
modèle ALLOY pour automatiquement générer des produits conformes au feature diagram. Cette
contribution résume la réponse à tous les défis dans la section Section 0.4 pour un domaine de
modélisation spécifié par un feature diagram.
Contribution 2.2. Étant donné un ensemble des features sélectionnes (disponible / non dispo-
nible) le framework utilise ALLOY pour détecter si un produit peut être créé a partir de cette
sélection. Une contrainte par exemple dit que la feature f1 est présente dans le produit, tandis
que f2 ne devrait pas être présente. Si f2 est un élément obligatoire alors AVISHKAR utilise AL-
LOY pour détecter que la contrainte n’est pas valide. Cette contribution adresse le défi 5 de la
section 0.4.
Contribution 2.3. Passage a l’échelle de la génération de produits de test à partir d’un fea-
ture diagram Des travaux précédents ont transforme des FD vers un ensemble de contraints. Par
exemple, Cohen et. al. ont appliqué les tests d’interaction combinatoire pour systématiquement
sélectionner les configurations [37] a partir d’un feature diagram. Ils considèrent les différents
algorithmes afin de calculer les configurations qui répondent à des critères pair-wise et t-wise
[36]. Les contraintes imposées en raison de relations entres les features sont résolues en invo-
quant les SAT solveurs tels que ZChaff [148]. Toutefois, leur approche n’est pas très extensible
si l’on considère les feature diagrams de grande taille. Notre framework contient des stratégies
divide-and-compose visant à scinder le problème de la génération de produits de test satisfai-
sant T −wise en sous-problèmes. L’outil AVISHKAR résout les sous-problèmes et fusionne les
résultats dans un petit ensemble de produits qui contiennent tous les tuples valides requis par le
critères T −wise. Ce mécanisme rend notre méthodologie évolutive pour générer des produits
dans une ligne de produits logiciels. Cette contribution adresse le défi 4 de la section 0.4.
Contribution 2.4. Validation de l’efficacité des produits de test : Il est nécessaire de réaliser
des expériences qui valide la pertinence des produits générés à l’aide de notre framework. Nous
effectuons des expériences pour générer des produits d’un feature diagram AspectOPTIMA.
Nous montrons qu’une certaine redondance est introduite dans les produits en raison de straté-
gies de divide-and-compose. Dans les travaux en cours, nous effectuons des expériences pour
générer des configurations différentes d’une orchestration dynamique de services Web. Nous
démontrons que la qualité de service d’un service composite varie en fonction de différentes
configurations du web-service. Ces expériences d’analyse nous aident à identifier une méthodo-
logie effectif pour la définition d’accords contractuels pour les services Web dynamiques.
Les contributions ci-dessus sont publiées dans [110]. Le papier [14] applique l’outil de dé-
couverte de produits AVISHKAR à l’analyse des variables de la QoS dans une orchestration de
services web. L’article [73] a été soumis pour vérifier l’approche d’une manière globale avec les
grandes études de cas.
Résumé en français
(French Summary) 33
0.7 Organisation de la thèse
La thèse comprend 6 chapitres, dont l’introduction. Les 5 chapitres suivants sont organisés
comme suit :
– Chapitre 2 : nous introduisons le contexte de IDM et l’état de l’art dans la découverte
automatique de modèles effectifs dans un domaine de modélisation.
– Chapitre 3 : nous présentons la découverte automatique de modèles effectifs dans le do-
maine spécifié par un métamodèle.
– Chapitre 4 : nous présentons une validation empirique de l’approche présente en Chapitre
3. En particulier, nous nous concentrons sur deux domaines d’application pour la vali-
dation : (a) la génération des modèles du test pour une transformation de modèle (b) la
complétion partielle de modèle dans l’éditeur de modèle AToM3
– Chapitre 5 : nous décrivons l’approche de découverte automatique de produits de test
dans une LPL. Nous validons empiriquement le framework pour la redondance dans les
produits générés.
– Chapitre 6 : nous résumons notre travail et ses perspectives. Nous décrivons brièvement
nos travaux en cours sur l’analyse de la variabilité de qualité de service dans un service
de web dynamique.
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Chapter 1
Introduction
Model-driven engineering (MDE) is an approach to specify, construct, validate and maintain
complex software systems using first class artifacts called models. MDE has emerged from
a number of areas in software development such as object-oriented analysis and design lan-
guages, object-oriented methodologies [23] [67] [117], and Computer-Aided Software Engi-
neering (CASE) endeavours in the 80s and 90s to automate several steps in software engineering
[105] [26].
Models are graphs of inter-connected objects in a modelling domain. A modelling domain
defines a set of models where each model is constructed using a common set of concepts and re-
lationships. For instance, in this thesis we consider the specification of two modelling domains:
(a) metamodels that specify a set of models in a modelling language (b) feature diagrams or
feature models that specify a set of product models or simply products in a Software Product
Line (SPL). Very often the creation of useful or effective models in a modelling domain requires
the satisfaction of constraints from heterogeneous sources. For instance, creating a workflow
model for a business process using the well-known Unified Modelling Language (UML) activ-
ity diagram requires the model to satisfy UML well-formedness rules, business logic, economic
constraints, quality of service constraints, and security restrictions. Human modellers with expe-
rience incrementally create such effective models by tacitly ensuring that the models are correct
by construction and satisfy constraints from heterogenous sources. Still and all, this process
is extremely tedious and sometimes impossible if there is a need to create thousands of mod-
els. Can we automate the creation of effective models given the heterogenous sources of
knowledge? This is the question that intrigues us and the subject of this thesis.
The introduction is organized as follows. The notion of effective model discovery situates
itself in the global context of discovering effective structures in science and engineering. We
briefly describe this global context in Section 1.1. This thesis addresses the problem of automat-
ing discovery in the contemporary and specific context of MDE which we describe in Section
1.2. A number of scenarios in MDE necessitate generation of effective models. Our motivation
stems from these scenarios that we describe in Section 1.3. In Section 1.4, we present the gen-
eral problem context and its challenges. We present our thesis and describe the methodology for
automatic effective model and product discovery in Section 1.5. We enlist the contributions of
our thesis in Section 1.6. Finally, we present the organization of the thesis in Section 1.7.
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Figure 1.1: Effective Structures in Scienctific Discovery: (a) Soil Food Web (b) Tumor Suppres-
sion Pathway
1.1 Discovery of Effective Structures in Science and Engineering
Scientific discovery often culminates into representing structure in nature as networks of entities
or graphs of objects. For instance,
• Food webs are representations of the predator-prey relationships between species within
an ecosystem or habitat. A common example is the soil food web shown in Figure 1.1.
The soil food web is often found in a garden bio-compost.
• Biochemical reaction networks or metabolic pathways represent vital molecular ex-
changes in living beings. The widely studied tumor suppressor pathway shown in Figure
1.1 (b) illustrates the crucial role of protein p53 in cell death. Cell death is important in
order to regulate cancerous growth.
Knowledge from experiments, data analysis and mental tacit lead to the discovery of such
effective structures in nature. The existence of effective structures is not limited to the virtuosity
of nature. We humans are endowed with the ability to represent and create effective structures
such as buildings, bridges, robots, and complex software.
Design in engineering often results into representing effective man-made structures as graphs
of objects. For instance,
• Electronic circuits diagrams represent a network of electrical components that achieve
a given purpose. The FM Receiver Circuit shown in Figure 1.2, for instance, is used in
millions of radio devices.
CHAPTER 1. INTRODUCTION 37
Figure 1.2: Effective Structures in Engineering: (a) FM Radio Circuit (b) Observer Design
Pattern
• Software Design Patterns represent general reusable solutions to commonly occurring
problems in software design. Their application is often illustrated using class diagrams in
object-oriented software engineering. The observer pattern in Figure 1.2 (b) is a common
pattern in software requiring distributed event handling. The well-known photo editing
program Adobe Photoshop is one such software product.
Very much like discovery in science, design in engineering is guided by knowledge from
a number of sources coupled with the creativity of an engineer. Can this process of scientific
discovery or design in engineering using various sources of knowledge be automated? This
question has been a subject of study for several decades with the advent of the modern computer.
Computer programs have been used to discover structure in nature. For instance, inspired
by Karl Popper’s logic of scientific discovery [113], Pat Langley, Herbert Simon, G. Bradshaw,
and Zytkow developed several computer programs such as Bacon, Glauber, Dalton, and Stahl
described in their book [87]. These programs were guided by heuristics to successfully re-
discover historical laws in chemistry.
Evolutionary computing approaches have been developed to automate design in engineering
such as generation of electronic circuits [81]. Computer programs implementing an evolutionary
approach contest for the "Humies Award" conferred each year at the GECCO conference. The
award of $10,000 is given to the approach with most human-competitive results. In the software
engineering community, conferences such as the Automated Software Engineering (ASE) con-
ference provide competitive venues for presenting approaches to generating software structures.
In this thesis, we address the question of automatic discovery in the contemporary context
of Model-driven Engineering of complex software systems.
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1.2 Context: Model Driven Engineering
MDE [102] aims to grease the wheels of complex software creation using first class artifacts
called models. The MDE idea is using models to represent important artifacts in a system such
as requirements, high-level designs, data structures, views, interfaces, model transformations,
test cases, and implementation-level artifacts such as source code. A model is constructed in a
modelling domain that captures a set of common concepts and relationships. The construction
of a model in a modelling domain may be further constrained using well-formedness rules and
constraints from various sources.
The general notion of a modelling domain can be specialized in many ways. A precise
specification of concepts and relationships that defines a set of models is a modelling domain.
For instance, a metamodel specifies the modelling domain of a modelling language. The well-
known Unified Modelling Language (UML) modelling language [108] has its own metamodel
that specifies the set of all UML models. Another example of a modelling domain is a feature
diagram or feature model that specifies a set of products in a Software Product Line (SPL).
Models in a modelling domain can be loaded/stored, manipulated, and transformed to other
models/implementation artifacts to solve software problems.
MDE provides a number of software processes and technologies to allow creation of mod-
elling domains and the transformation of its models. Historically, the Model-driven Architecture
(MDA) trademark marketed by the Object Management Group (OMG), presents a model-driven
approach to system development. The MDA approach begins development of a modelling do-
main for platform-independent models (PIMs), which are incrementally transformed or refined
into lower-level platform specific models (PSMs) in another modelling domain. The PSMs are
reified into implementation artifacts such as implementation code. This automatic construc-
tion of systems from high-level models allows software engineering expertise to be captured as
reusable model transformations applied more reliably and efficiently. Currently, a widely ac-
cepted framework for specifying modelling domains is the Eclipse Modeling Framework (EMF)
[53]. For instance, metamodels are created in the EMF Ecore format to specify the domain
of a modelling language. Model transformation [132] languages such as the imperative Ker-
meta [75] [100], rule-based ATL [69] [68] [3], graph grammar based AToM3 [62], Viatra [145]
transform models. Model transformation languages are expected to conform to the Query-View-
Transformation (QVT) standard [68]. Different types of model transformations can be created
using these languages as classified in [39]. Model transformations may transform models within
the same modelling domain (endogenous transformations), between different modelling do-
mains (exogenous transformations) and even realize the classical view of generating executable
code from a high-level model.
Our focus in this thesis is the automatic discovery or computer-assited discovery of models
in a modelling domain.
1.3 Motivation: Why the Need for Automatic Model Discovery?
Our motivation for automatic discovery in the general context of model-driven engineering stems
from existing computational discovery endeavors in heterogenous domains. Computational dis-
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Figure 1.3: A Model Transformation
covery approaches in these domains range from systems biology [31] [116], to engineered physi-
cal systems [89] [122] [51], [81]. We see automatic discovery of effective models in a modelling
domain as general framework subsuming existing approaches to effective structural discovery
in heterogeneous areas. MDE of software systems is no exception. In this thesis, we investigate
three scenarios in MDE as described below:
1.3.1 Scenario 1: Test Generation for Model Transformations
Model transformations are core software artifacts in MDE. A simple model transformation MT
takes input models conforming to an input metamodel MMI and produces output models con-
forming the output metamodel MMO as shown in Figure 1.3. Not all models specified by
the input metamodel can be processed by the model transformation. Therefore, we compose
pre-conditions pre(MT ) that restrict some models from being processed by the model trans-
formation. The output models must also satisfy a set of constraints called the post-condition
post(MT ). The model transformation itself is built using knowledge from a set of requirements
MTRequirements.
Testing a model transformation requires input model that can detect bugs in the transforma-
tion MT . Manually creating such test models is tedious since they must be graphs of objects
that must conform to MMI , pre(MT ), and use information from MTRequirements. Manual creation
becomes impossible when we need to create thousands of such test models that encode differ-
ent test objectives. Therefore, there is a clear need to automate the generation of test models
that satisfy knowledge from various sources such as MMI, pre(MT ), and use information from
MTRequirements. The automatic generation of input models exalts to the level of automatic dis-
covery of test models if we validate that they can indeed detect bugs in a transformation. We
can qualify the effectiveness of test models via techniques such as mutation analysis for model
transformations [99]. Based on a description of this scenario, we ask how do we generate test
models and qualify their bug detecting effectiveness?
1.3.2 Scenario 2: Partial Model Completion in a Model Editor
Modellers often use model editors to incrementally build models. For instance, the TopCaseD
editor [49] can be used build UML models as shown in Figure 1.4. The model shown is an
incomplete UML state machine. The model does not have an initial state which violates a well-
formedness rule. There are infinite possible ways to complete the model such that it becomes a
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Figure 1.4: Partial Model in the TopCaseD UML Model Editor
valid UML state machine model and satisfies all the well-formedness rules of a state machine.
What is probably more interesting is the nearest consistent UML state machine that contains all
elements of the partial model. There may be a number of possibilities to complete such partially
specified models. We can relate automatic model completion to the automatic code completion
problem in programming environments [15]. This scenario raises the question: How do we
automatically discovery complete models or recommendations to complete partial models?
1.3.3 Scenario 3: Generation of Products in a Software Product Line
A Software Product Line (SPL) references to a set of products sharing a common, managed set of
features that satisfy the specific needs of a particular mission [33]. A Feature Diagram (FD) or a
feature model specifies of a modelling domain for a SPL. Feature diagrams introduced by Kang
et al. [70] [71] compactly represent all the products of an SPL in terms of features which can be
composed. A FD consists of k features f1, f2, ..., fk and dependency constraints between features.
For instance, selection of some features in a product may compulsorily link the selection of
other features. Further, some of the features may be associated with a software asset such as
web service. Consider the FD for a car crash crisis management system in Figure 1.5. The FD
contains 47 features where 25 of them are optional. Some of the features are associated with
services or software assets. The FD describes 335,54,432 different configurations of features.
Can software assets in all configurations be composed into a valid product? Answering this
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Figure 1.5: A Feature Diagram for Car Crash Crisis Management System
requires creating either all products or a representative subset of all products. For instance, what
are the set of all products that contain all valid pairwise interaction between features? Creating
these products will help us reveal invalid products. Manually creating products that satisfy all
FD constraints is very tedious. Therefore, we ask, how do we automate product generation in a
software product line for various objectives?
1.4 Problem Context and Challenges
We are motivated by the need for automatic generation of effective models in a modelling do-
main. The problem context for automatic model discovery is shown in Figure 1.6. The context
has the following inputs:
• Specification of a Modelling Domain: The modelling domain specifies a set of models
M. Examples of modelling domain specifications are metamodel for modelling languages
and feature diagrams for SPLs.
• Heterogenous Sources of Knowledge: Heterogeneous sources of knowledge
Source1,Source2, ...Sourcek possibly in different modelling languages specify subsets of
the modelling domain M1,M2, ..,Mk. The intersection of these subsets
M1,M2, ...,Mk is the effective modelling domain represented by a set of effective models
Me f f ective. We can see the heterogeneous sources of knowledge as a set of constraints in
different languages that limit the set of models M to a subset Me f f ective.
Given these inputs we ask: What is the automatic discovery mechanism that can create
models in the set Me f f ective? This is the global question that intrigues us.
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Figure 1.6: Problem Context for Automatic Model Discovery
This question gives rise to a number of challenges pertaining to automatic model discovery.
We describe the most important challenges below:
Challenge 1 Discovery mechanism: Generative vs. Constraint Satisfaction? Our research
began with the exploration of existing mechanisms to automate the generation/discovery of mod-
els in a modelling domain. We classify existing approaches as either generative or those based
on constraint satisfaction. The question was which approach is promising?
A generative approach attempts to incrementally create models in a modelling domain by
object instantiation. For instance, in [28], the authors present an imperative algorithm and a tool
to generate models that conform only to the Ecore specification of a metamodel. The approach
does not ensure the satisfaction of constraints from heterogeneous sources of knowledge such
as well-formedness rules. Similarly, in Ehrig et al. [47], the authors propose a graph grammar
based approach to generate models that conform to a class diagram (or Ecore model). These
models do not conform to any OCL constraints on the meta-model.
Constraint satisfaction based approaches attempts to transform a modelling domain to a set
of variables and constraints on them. The set of constraints is solved using a constraint solver
[84]. One or more low-level solutions are transformed as models of the modelling domain. This
approach has been used in domain-specific settings such as software testing. The Korat (Chan-
dra et al.) [27] system is able to generate data structures implemented in the Java Collections
Framework that satisfy predicates. Similarly, Sarfraz Khurshid in his Ph.D. thesis [76] presents
the TestEra tool for generating Java data structures such as linked lists, tree maps, hash sets,
heap arrays, and binary trees for testing. Both approaches are limited to standard data struc-
tures and not to the more generic notion of models. The most intriguing approach was the tool
UML2Alloy [85]. The tool attempts to transform UML class diagram models, that largely resem-
ble metamodels, to the formal specification language ALLOY [66]. One may then use ALLOY
CHAPTER 1. INTRODUCTION 43
to analyze UML models by generating examples and counterexamples. Although the tool is not
directly related to model discovery it aims to transform class diagram constructs to a constraint
satisfaction problem in ALLOY. However, UML2Alloy does not transform complex metamodel
constructs such as multiple inheritance and multiple containments. UML2Alloy fails to solicit
the use of ALLOY when the size of the UML model is large making the approach unscalable.
Generative approaches create models incrementally and cannot satisfy constraints simul-
taneously. Therefore, a number of models may need to be rejected as they may not satisfy
constraints. Therefore, constraint satisfaction based approaches seem more promising.
Challenge 2. Transforming the specification of a modelling domain to a constraint satisfac-
tion problem The specification of a modelling domain contains a set of concepts and relation-
ships between them. These relationships might encode complex constraints that are not easily
transformed to a constraint satisfaction problem. Further, a large number of concepts and rela-
tionships may lead to a very large constraint satisfaction problem that becomes computationally
intractable.
For instance, the transformation of a metamodel specification to a constraint satisfaction
problem requires a constraints model for constructs such as:
• Multiple Inheritance
• Multiple containers for a class
• Opposite properties
• Identity properties
• Composite properties
The large size of a metamodel such as the UML with about 246 classes hampers the direct
transformation to a tractable constraint satisfaction problem.
Challenge 3. Transforming heterogeneous sources of knowledge to constraints Heteroge-
neous sources of knowledge are specified in different modelling languages. However, for con-
straint satisfaction they all need to be transformed to constraints in a common language. For
instance, the task of generating test models for a model transformation must satisfy constraints
specified in a textual constraint language such as Object Constraint Language, test objectives,
and the pre-condition of the model transformation expressed in the language of the transforma-
tion.
Challenge 4. Generation of models must be within tractable and finite bounds The discov-
ery of models in a modelling domain requires generation of models of finite size. What are the
heuristics to determine the appropriate size of a model that is sufficient to satisfy knowledge
from heterogenous sources of knowledge?
Challenge 5. Detection of Inconsistent Sources of Knowledge Knowledge from various
sources may be inconsistent with respect to the modelling domain specification. How can we
detect such inconsistent sources of knowledge and eliminate them?
Challenge 6. Validating the Effectiveness of Models There is a need to conduct rigorous ex-
periments that qualify models generated by constraint satisfaction. The qualification guarantees
whether models are effective or useful for given objectives. These experiments must consider
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the effect of various influencing factors on the quality of the generated models. For instance,
one may ask what is the influence of generating multiple models using a particular constraint
solver on their effectiveness as test models? Do different parameters to the constraint solvers
drastically affect the quality of the solutions?
1.5 Thesis
In this thesis we propose that it is possible to automatically discover effective models in a mod-
elling domain. Categorically, we address the problem of effective model discovery in two mod-
elling domains: (a) Metamodels (b) Feature Diagrams. A metamodel is a very general specifi-
cation of a modelling language’s domain. A metamodel can be used to specify the domain of
any domain-specific modelling language. However, legacy software systems and components
cannot always be modelled or remodeled in a modelling language from scratch. Ideally, time
tested components must be reused in their legacy form for combination with other components
to build a software system. If we see these legacy components as features then the possible
combinations of features is best modelled using the feature diagram language giving rise to a
Software Product Line. The coarse-grained components associated with features may be com-
bined in different configurations which are part of the feature diagram modelling domain. This
distinction between pure models in the domain of a modelling language and configurations of
coarse-grained legacy components in a product line realize model-driven software construction
at different levels. Therefore, we consider both specifications of modelling domains in this the-
sis.
Consequently, we propose two frameworks for model discovery specializing the general
framework shown in Figure 1.6:
1. The framework for automatic effective model discovery in the modelling domain specified
by a metamodel. This framework is embodied in the tool PRAMANA.
2. The framework for automatic effective product discovery in the modelling domain speci-
fied by a feature diagram. This framework is embodied in the tool AVISHKAR.
1.5.1 A Framework for Automatic Effective Model Discovery
The Figure 1.7 presents the overall view of the framework for automatic effective model
discovery. The framework is embodied in the tool PRAMANA. The name PRAMANA comes
from Sanskrit and means source of knowledge. The primary input to the framework is the spec-
ification of the modelling domain given by an input metamodel. The input metamodel MMin
specifies a set of models M. The input metamodel consists of a set of types (class with prop-
erties, enumeration, primitive) to instantiate models of a modelling language. Concretely, the
input metamodel is stored as an instance of the ECORE metamodel which is part of the industry
standard Eclipse Modeling Framework (EMF) [53]. The models themselves are stored as XMI
[10] files representing instances of the Ecore metamodel.
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Figure 1.7: A Framework for Automatic Effective Model Discovery
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Heterogenous sources of knowledge constrain the modelling domain specified by a meta-
model:
• Required types Treq and properties Preq in the input metamodel. The set of required
types and properties helps extract a subset of the input metamodel called the effective
metamodel. The effective metamodel specifies the subset of models M1 ⊂ M. There can
be many possible sources for the set of required types and properties:
– Static analysis of a model transformation gives a set of types and properties in the
input metamodel actually manipulated by the transformation.
– A set of models conforming to the input metamodel is another source of required
types and properties. Visiting the models in the set gives us a set of types and prop-
erties used in the metamodel. A typical real-world example of this could be in a
classroom setting for object-oriented design using UML. The professor can point
out to students the required types and properties he used to create UML by visiting
every object of a set of models automatically.
• Metamodel Constraints C are expressed on an input metamodel using a textual constraint
language such as Object Constraint Language (OCL) [106]. These constraints encode
restrictions that cannot be specified using a diagrammatic Ecore model. We illustrate this
as the set M2 ⊂M.
• Domain-specific sources of knowledge may also help define the effective modelling do-
main. We present some of them below:
– Partial Model mp is a partially specified model using the input metamodel. For
instance, a graphical model editor allows a user to create models in a modelling
language such as UML state machines. An incomplete model in the editor is a partial
model in the UML state machine language. The partial model may not respect all
metamodel constraints of UML. Therefore, a partial model is often expressed as an
instance of a relaxed version of the input metamodel. The partial model defines the
subset M3 ⊂M.
– Coverage Strategy S help define and generate model fragments [50] that cover a
wide range of structural aspects in the input metamodel. For instance, an input
domain partition based strategy helps generate a set of model fragments MF that
cover partitions on all types and properties of the input metamodel. These model
fragments help define an effective modelling domain for coverage-based testing of
a model transformation. All test models that satisfy a coverage strategy contain the
model fragments generated from the strategy. Model fragments are expressed in a
modelling language that permits specification of ranges on properties of an input
metamodel. A coverage strategy defines the subset M4 ⊂M.
– Transformation Pre-condition pre(MT ) is a set of invariants on the metamodel that
is specific to a model transformation MT . A model transformation often may not be
designed to transform all models specified by its input metamodel. For instance,
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the transformation from class diagram models to entity relationship diagram models
[22] requires that all classes in the input class diagram have at least one primary
attribute. The OCL [106] is often used to express pre-conditions. A pre-condition
defines the subset M5 ⊂M.
The intersection of all the sources of knowledge defines the effective modelling domain. The
effective modelling domain is the set of models defined by Me f f ective ← M ∩M1 ∩M2 ∩M3 ∩
M4∩M5.
The methodology for model discovery uses the sources of knowledge presented above to
automatically generate models in the effective modelling domain. We enlist the steps below:
Step 1. Effective Metamodel Identification : We prune the input metamodel MMin to obtain
the effective metamodel MMe f f ective using a metamodel pruning algorithm [131]. The effective
metamodel contains the set of required types Treq and properties Preq provided as input and all its
obligatory dependencies computed by the metamodel pruning algorithm. All unnecessary types
and properties are removed. MMe f f ective is a super type of MMin from a type theoretic point of
view [136] and a subset of MMin from a set-theoretic point of view. The size of the effective
metamodel MMe f f ective is often considerably smaller than the size of the input metamodel MMin.
Step 2. Transformation of Effective Modelling Domain Specification to ALLOY : The ef-
fective modelling domain specification is defined by a number of artifacts. It is initially de-
fined by the effective metamodel MMe f f ective and constrained by knowledge from one or more
sources: (b) Metamodel constraints C (b) Partial model mp (c) Model fragments MF from cov-
erage strategy S, and (d) Pre-condition pre(MT ) of a model transformation MT . We transform
these artifacts expressed in possibly different languages to a constraint satisfaction problem
(CSP) using the formal specification language ALLOY [65] [66]. The theoretical formalism for
expressing the CSP is first-order relational logic.
Step 3. Generation of Models in Effective Modelling Domain : We solve the CSP in ALLOY
to generate models in the effective modelling domain. PRAMANA achieves this by invoking
KodKod [48] in ALLOY to transform the CSP as relational model to Boolean Conjunctive Nor-
mal Form (CNF). We invoke a satisfiability (SAT) solver such as MiniSAT [104], ZChaff [148]
to solve the Boolean CNF. Finally, we transform low-level solutions of the CNF to models con-
forming to the input metamodel MMin.
The generation of models in a modelling domain is often directed towards an objective. We
need to ensure that the objective is consistently achieved considering all influencing factors.
A typical question maybe what is the effect of a SAT solver on the quality of the solution? To
answer this question we need to perform experiments that generate several solutions for the same
constraint satisfaction problem. There are many other influencing factors for which we conduct
rigorous experiments to validate discovery effectiveness. In this thesis, we perform experiments
in the following application domains:
1. Test model generation for model transformation testing
2. Partial model completion in domain-specific model editors
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Figure 1.8: A Framework for Automatic Product Discovery
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1.5.2 A Framework for Automatic Effective Product Discovery
The Figure 1.8 presents the overall view of the effective product discovery framework. The
framework is embodied in the tool AVISHKAR. AVISHKAR in Hindi means Invention which sig-
nifies the character of the tool to discover products in a SPL. The primary input to the framework
is the specification of the modelling domain given by a feature diagram or feature model. The
feature diagram FD specifies a set of products P. Feature Diagrams (FD) introduced by Kang
et al. [71] compactly represent all the products (or configurations) of a SPL in terms of features
which can be composed. Feature diagrams have been formalized to perform SPL analysis [126].
In [126], Schobbens et al. propose an generic formal definition of FD which subsumes many
existing FD dialects. We define a FD as follows:
• A FD consists of k features f1, f2, ..., fk
• A feature fi may be associated with a software asset.
• Features are organized in a parent-child relationship in a tree T . A feature with no further
children is called a leaf.
• A parent-child relationship between features fp and fc are categorized as follows:
– Mandatory - child feature fc is required if fp is selected.
– Optional - child feature fc may be selected if fp is selected.
– OR - at least one of the child-features fc1, fc2,.., fc3 of fp must be selected.
– Alternative (XOR) - one of the child-features fc1, fc2,.., fck of fp must be selected.
• Cross tree relationships between two features fi and f j in the tree T are categorized as
follows:
– fi requires f j - The selection of fi in a product implies the selection of f j.
– fi excludes f j - fi and f j cannot be part of the same product and are mutually exclu-
sive.
Using the FD we create products/configurations of features. We can compose software assets.
associated with these features to derive the final product.
Heterogenous sources of knowledge constrain the modelling domain specified by a feature
diagram:
• Textual Constraints C are expressed on a set of features. Constraints are expressed textu-
ally when they cannot be directly encoded in the FD. These constraints specify the subset
P1 ⊂ P
• Partial Product p is a set of features chosen in product. The set of features may require
the selection of other features to derive a complete product. The partial product specifies
the subset P2 ⊂ P
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• T-wise Strategy S is a product generation strategy to detect faults in software product
lines [83] [110]. The large number of products specified by a feature diagram can be
sampled using a strategy such as T -wise. The objective is to generate a minimum number
of products that satisfy all T -wise interactions between features. For instance, a FD with
25 optional features (see Figure 1.5) specifies at least 225 products. A 2-wise strategy
where T = 2 will lead to generation of only 4×25C2 = 300 products that cover all pairwise
interactions between features. The T -wise strategy for a particular value of T specifies the
subset P3 ⊂ P.
The intersection of all the sources of knowledge defines the effective modelling domain. The
effective modelling domain is the set of products defined by Pe f f ective ← P∩P1∩P2∩P3.
The product discovery methodology uses the sources of knowledge presented above to au-
tomatically generate products in the effective modelling domain of a FD. We enlist the steps
below:
Step 1. Transformation of Feature Diagram to ALLOY : We transform a feature diagram to
a constraint satisfaction problem using the formal specification language ALLOY [66] [65].
Optional Step. Transformation of Partial Product to ALLOY and their Completion : We
can transform a partial product p to ALLOY. It generates an ALLOY predicate that represents the
partial information about selected features in the partial product. It can then solve the ALLOY
model to generate one or more complete products.
Step 2. Generation of T -wise Tuples and Detection of Valid Tuples using ALLOY: In this
thesis we focus on generating products that satisfy T -wise interaction between features. We first
generate ALLOY predicate representing T -wise tuples and detect those that are not consistent
with the constraints in the FD.
Step 3. Scalable Generation of Products We propose divide-and-compose strategies to gener-
ate a set of products that cover all valid tuples that cover T -wise interactions between features.
The approach splits the satisfaction problem for all tuples to solving subsets of tuples. We solve
multiple ALLOY models with these subsets to obtain sets of products. The sets of products are
merged into a final set of products.
Do products discovered using the framework consistently attain their objectives? For in-
stance we may ask what is the effect of divide-and-compose strategies on the redundancy of
products generated? To answer this question we need to generate products considering all impor-
tant influencing factors. In this thesis, we validate our framework using rigourous experiments
in the following application domains:
1. Test product generation that satisfy the t-wise interaction criteria
2. In ongoing/future work, we show that our framework can effectively sample the space of
Quality of Service (QoS) of a dynamic web service whose variability is modelled as a FD.
1.6 Contributions
Both the frameworks for model and product discovery have led to the scientific contributions in
this thesis. We explain these contributions in the following sub-sections. Some of the contribu-
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tions are extracted and pin-pointed from the methodology already described in Section 1.5. We
cite our relevant publications in peer-reviewed conferences and journals.
1.6.1 Contributions in Automatic Effective Model Discovery
Contribution 1.1 We present a comprehensive framework for generation of finite-sized effective
models in any modelling language and constrained by heterogeneous sources of knowledge. The
framework is embodied in the tool PRAMANA. We use the formal specification language ALLOY
for its ability represent constraints on graphs of objects and consequently to represent the entire
metamodel as a constraint satisfaction problem. This contribution summarizes the answer to all
challenges presented in Section 1.4 for a modelling domain specified by a metamodel. The tool
PRAMANA saw its origins in our papers [120], [128].
Contribution 1.2. The framework transforms all metamodel constructs to ALLOY for constraint
satisfaction. It also deals with metamodel with multiple inheritance by flattening it to single
inheritance in ALLOY. Further, the framework presents transformation to ALLOY facts from
constraints imposed by multiple containers, opposite properties, identify properties, and com-
posite properties. This contribution addresses challenge 2 of Section 1.4. The transformation to
ALLOY has been briefly described in two of our contributions [128] and [130].
Contribution 1.3. The framework is built using Kermeta modelling and model transformation
language to simultaneously process models of knowledge in different languages. Each source
of knowledge is expressed as a model in a modelling language. For instance, model fragments
are expressed as models of a model fragment language. Kermeta can load, save, and manipulate
models conforming to different metamodels at the same time. Therefore, PRAMANA, written
in Kermeta, transforms knowledge from various models to facts in the target language ALLOY.
This contribution addresses challenge 3 of Section 1.4 and is published in our papers [128] [95].
Contribution 1.4. In the framework we present a metamodel pruning algorithm [131] that uses
a set of required types and properties to generate an effective metamodel from large input meta-
model. The effective metamodel is often very small and can be easily transformed to ALLOY
as a tractable constraint satisfaction problem. This contribution addresses part of challenge 2 of
Section 1.4 and is presented in the paper [131].
Contribution 1.5. The framework contains facilities to assign finite bounds to the number of ob-
jects for each type in the model. It also transforms the solutions from the SAT solver in ALLOY
called ALLOY instances back to high-level model conforming to a metamodel. The generation
of models conforming to heterogeneous sources of knowledge helps determine inconsistencies
between them if any. A selection of inconsistent sources of knowledge is made and either mod-
ified or eliminated from the specification of the effective modelling domain. This contribution
addresses challenges 4 and 5 of Section 1.4 and is published in articles [128] and [130].
Contribution 1.6. We validate models generated for their effectiveness using the framework by
performing the following experiments:
• Test model generation for model transformation testing : We generate thousands of
models for a representative transformation. We use mutation analysis [99] to demonstrate
that test models generated using partitioning strategy can detect 93% of the bugs com-
pared to arbitrary generation 70%. We show that the partitioning strategy is not affected
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by various biases such as dependence on the solver in ALLOY. The experimental study is
published in [129] and journal version of the paper [118] has been submitted.
• Partial model completion in domain-specific model editors: We use our framework to
generate recommendations to complete partial models in the model editor AToM3 [62].
We illustrate that our framework can automatically complete partial models in a model
editor. The experiments show that this can be done for small examples within reasonable
time limits. This work is published in [121], [130].
This contribution addresses challenge 6 of Section 1.4.
1.6.2 Contributions in Automatic Effective Product Discovery
Contribution 2.1. We present a comprehensive framework for generation of effective products
in a Software Product Line specified by a feature diagram. The framework is embodied in the
tool AVISHKAR. The framework contains the transformation of a feature diagram to a constraint
satisfaction problem in ALLOY. The framework invokes a solver on the ALLOY model to auto-
matically generate products conforming to the feature diagram. This contribution summarizes
the answer to all challenges in Section 1.4 for a modelling domain specified by a feature diagram.
Contribution 2.2. Given a set of feature selections (available/not available) the framework uses
ALLOY to detect if a product can be created such that these feature selections satisfy feature
diagram constraints. A constraint for instance states that features f1 exists in the product, while
f2 should not exist. If f2 is a mandatory feature then AVISHKAR uses ALLOY to detect that the
constraint is invalid. This contribution addresses challenge 5 of Section 1.4.
Contribution 2.3. Scalable generation of test products from a feature diagram Feature dia-
grams have been transformed to constraint satisfaction problems for testing a software product
line. For instance, Cohen et. al.[37] have applied combinatorial interaction testing to systemat-
ically select configurations/products from a feature diagram. They consider various algorithms
in order to compute configurations that satisfy pair-wise and t-wise criteria [36]. The constraints
imposed due to feature relationships in a feature model are solved by calling SAT solvers such
as ZChaff [148]. However, their approach is not very scalable when we consider large feature
diagrams. Our framework contains divide-and-compose strategies to split the problem of test
product generation satisfying T −wise into sub-problems. The tool AVISHKAR solves the sub-
problems and merges the results into a small set of products that contain all valid tuples required
by the T −wise criteria. This mechanism renders our methodology to be a scalable approach to
generate products in a software product line. This contribution addresses challenge 4 of Section
1.4.
Contribution 2.4. Validation of Effectiveness of Test Products: There is a need to perform
experiments that qualify the products generated using our framework. We perform experiments
to generate products for a transaction processing feature diagram AspectOPTIMA. We show
that redundancy in T −wise tuples is introduced in the products due to divide-and-compose
strategies. In on-going work we perform experiments to generate different configurations of a
dynamic web-service orchestration. We demonstrate that the QoS of a web-service varies with
different configurations of the web-service. These variable QoS analysis experiments help us
define an effective methodology to set robust contractual agreements for dynamic web service.
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The above contributions have resulted in various articles. The basic transformation for
AVISHKAR and its validation is published in [110]. The paper [14] on variability modeling
and QoS analysis of web service orchestrations has been accepted. The paper [73] has been
submitted to apply the product discovery tool AVISHKAR to analysis of varying QoS in a large
web service orchestration.
1.7 Thesis Organization
The thesis contains 6 chapters including this introduction. The next 5 chapters are organized as
follows:
• Chapter 2, we introduce the context of MDE and the state of the art in automatic effective
model discovery in a modelling domain.
• Chapter 3, we present automatic effective model discovery in the domain specified by a
metamodel.
• Chapter 4, presents empirical validation of the framework for model discovery. In partic-
ular, we focus on two application domains for validation: (a) test model generation for a
model transformation (b) partial model completion in the model editor AToM3
• Chapter 5, we describe the framework for automatic test product discovery in a software
product line. We empirically validate the framework for the redundancy in the generated
products.
• Chapter 6, we summarize our work and present perspectives for future research. We
briefly describe ongoing work on analysis of variable QoS in a dynamic web service.
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Chapter 2
Context and State of the Art
This chapter describes the context and state of art for automatic discovery of effective models
in a modelling domain. In Section 2.1, we describe Model Driven Engineering (MDE) which
provides the philosophy and tools to specify modelling domains and transformations between
them. We describe the creation or specification of two modelling domains (a) Metamodels for
modelling languages in Section 2.2 (b) Feature diagrams for products in a Software Product Line
in Section 2.3. Models in a modelling domain are transformed using the model transformation
language Kermeta to the formal specification language ALLOY. In Section 2.4, we present
Kermeta and its important features such as extensibility using aspects and model typing. In
Section 2.5, we describe the formal specification language ALLOY.
After describing the context and technological foundations needed for this thesis we present
the state of the art in the proposed scientific contributions. In Section 2.6, we present the state
of the art in various aspects of automatic discovery for the modelling domain specified by a
metamodel. In Section 2.6.1, we present related work on identifying an effective modelling
domain. In this thesis we perform model discovery experiments in test model generation and
partial model completion in model editors. We present the related work for test model generation
in Section 2.6.3 and partial model completion in model editors in Section 2.6.4.
In Section 2.7, we present the state of the art in test product discovery in the modelling
domain specified by a feature diagram for SPLs. We perform product discovery experiments in
analyzing the variability in QoS of dynamic web services.
2.1 Model-driven Engineering
MDE [102] is a philosophy and a set of tools to help simplify and accelerate complex software
development. The simplification in development is achieved by exalting the creation of software
from the level of programs to first class artifacts called models. Models are graphs of inter-
connected objects in a modelling domain. Different models in a domain are created using a
common set of domain-specific/problem-specific concepts and relationships. For instance, the
well-known general purpose modelling language UML [108] is used to create various high-
level models of software design using concepts in UML class diagrams. These UML models
contain only objects of UML concepts/types. UML models are at a higher level of abstraction
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with respect to code in a general-purpose programming language such as Java where use of the
language pervades all aspects of software development. MDE prescribes that a domain expert
should find it easier to reason in his problem domain using models instead of directly writing
code. Are models simply data structures or can they be transformed, evolved, or executed? The
MDE answer to this question is a model transformation. Model transformations help transform
high-level or domain-specific models to other models or executable code in a language such
as Java. The automation offered by model transformations such as a code generator ultimately
helps accelerate software development.
We set ourselves the specific goal of automatic discovery of models in a modelling domain.
This goal solicits answers to two important questions in MDE:
1. How to specify a modelling domain and create models in it?
2. How do we transform models from one modelling domain to another?
The first question is addressed in this paragraph. The specification of a modelling domain
consists of a set of concepts, relationships between concepts, and some invariants on the struc-
tural relationship between objects. For instance, a metamodel specifies the modelling domain of
all models in a modelling language. For instance, the UML metamodel specifies infinite UML
models. Metamodels can be created in the EMF Ecore format to specify the modelling domain
of a modelling language. Similarly, the modelling domain of all products in a SPL is specified by
a feature diagram. Models in a modelling domain can be instantiated by (a) Creating objects of
concepts specified in a modelling domain specification (b) Assigning properties to these objects
to build relationships. The models must also satisfy a set of invariants on their structure. The
Object Constraint Language (OCL) is often used to specify structural invariants on models in a
modelling domain. The EMF provides the set of software tools to specify modelling domains,
create models within these domains, and validate these models against invariants. Detailed de-
scription of the modelling domain for metamodels is given in Section 2.2 while in Section 2.3
we present the specification for feature diagrams.
The second question is addressed in this paragraph. Once, we create the specification of a
modelling domain and models within them we see the need to transform these models. Models
can be transformed within the same modelling domain or between modelling domains. Model
transformation [132] languages such as the imperative Kermeta [75] [100], rule-based ATL [69]
[68] [3], graph grammar based AToM3 [62], Viatra [145] transform models. Model transfor-
mation languages are expected to conform to the Query-View-Transformation (QVT) standard
[68]. Different types of model transformations can be created using these languages as classified
in [39]. Model transformations may transform models within the same language (endogenous
transformations), between different languages (exogenous transformations) and even realize the
classical view of generating executable code from a high-level model. In this thesis, we use the
Kermeta model transformation language which we describe in Section 2.4.
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Figure 2.1: Set-theoretic View of a Modelling Domain specified by a Metamodel
2.2 Metamodel Specification of a Modelling Domain
In Figure 2.1, we present a set-theoretic view of the modelling domain specified by a metamodel.
The metamodel MM specifies a possibly infinite set of models in a modelling language. The
metamodel MM itself is a model in the set of all metamodels. The set of all metamodels is
specified by a meta-meta modelling language. The meta-meta modelling language allows the
specification of concepts and relationships between them. Historically, the Entity-Relationship
diagram (ER Diagram) [32] has been one of the most popular meta-meta level languages used
to specify database schemas for databases in various domains. In MDE, the Class Diagram
and its dialects [9] are widely used to specify a metamodel. The EMF standardized the ECORE
modelling language to specify metamodels. A natural question is how can one specify the meta-
meta modelling language? The answer is that meta-meta modelling languages are expressive
enough to specify themselves. For instance, in Figure 2.2 we present the metamodel for ECORE
in ECORE itself. This property of a meta-metamodelling language is known as boot strapping.
The metamodel for ECORE is a model in the set of all metamodels. We do not go into the details
of describing the ECORE metamodel which is given detail in [53]. We illustrate the specification
of a metamodel using ECORE in the following section.
2.2.1 Specification of a Metamodel
The Ecore metamodel in Figure 2.2 presents the various concepts one can use to specify meta-
models. Most notably, instances of classes EClass, EReference, EAttribute, EEnum, EOperation,
and EParameter are used to specify metamodels. For convenience, we remove the prefix E and
use the familiar names class, property (for reference or attribute), enumeration, operation, and
parameter in the text. We describe the specification of a simple language to represent Hierarchi-
cal Finite State Machine (HFSM) using ECORE. The metamodel for HFSM is shown in Figure
2.3. One possible sequence of steps to specify a metamodel is the following:
1. Specification of Class and Enumeration Types: Classes and enumerations in a meta-
model are created. For instance, we create the classes HFSM, Transition, AbstractState,
and State. One may do this concretely using either the ECORE tree editor available in
EMF or using an ECORE diagram editor available with tools such as TopCASED [49].
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Figure 2.2: ECORE Metamodel
CHAPTER 2. CONTEXT AND STATE OF THE ART 59
2. Specification of Class Hierarchy: Some classes inherit references and attributes from
other classes. For instance, we create the inheritance hierarchy for classes State and Com-
posite that inherit from the class AbstractState. ECORE allows specification of multiple
and multilevel inheritance where a class can inherit reference from several classes.
3. Specification of Properties: Properties which include references and attributes are in-
serted into classes. For instance, the event property in Transition is a primitive attribute of
String type. Similarly, the property incomingTransition of class AbstractState is a refer-
ence of type Transition. An ECORE editor can be used to insert attributes into a class and
create references from a class to other classes.
4. Specializing Properties: There are several ways to add more meaning to a property. Some
of the important characteristics of a property are:
• Composite Property: A composite property of type Class B owned by a Class A
implies that A is a possible container for objects of class B. If an object of class B
is contained in Class A then it cannot be contained by other classes. For instance,
the composite property HFSM.states indicated by the black diamond implies that all
objects of type AbstractState are contained in exactly one HFSM object.
• Opposite or Bi-directional Property: The opposite or bi-directional property bind
two objects using the same relationship. For instance, Transition.target and Abstract-
State.incomingTransition are opposite properties. Any object of type Transition that
refers to a target State object will enforce that the target State object has an incoming
Transition object.
• Multiplicity of a Property: A property can have variable multiplicity or cardinality
indicating the size of an attribute or the number of references. For instance, the
property Composite.ownedState has the multiplicity 0..*.
5. Specification of Operations: Operations are included in a class to specify the opera-
tional or denotational semantics for a model or a part of it. For instance, the operation
HFSM.run() executes the HFSM. An operation may be code in a general purpose language
such as Java a high-level state chart model, or a model of computation.
2.2.2 Object Constraint Language to Specify Metamodel Constraints
The specification of a metamodel is a starting point to describe concepts and their relationships
in a modelling language. It also includes some implicit constraints such as inheritance, spe-
cialization of properties. However, a metamodel is still limited in its use to specify constraints
on the content and structure of models in a modelling language. Some constraints are better ex-
pressed in a textual constraint language, We specify constraints on a metamodel using the Object
Constraint Language (OCL) [106]. The OCL is an Object Management Group(OMG) standard
to specify side-effect free constraints on models conforming to a metamodel. The entire OCL
specification is available in [106].
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Figure 2.3: Hierarchical Finite State Machine Metamodel
We may specify constraints on the HFSM modelling language in OCL. For instance, the con-
straint that there must be only one initial state in a HFSM model is expressed in OCL as:-
context State inv :
State.allInstances() → select(s|s.isInitial = True)→ size() = 1
Dissecting the OCL constraint we observe that a constraint is specified within a context. In
this constraint the context is the class State. The constraints first creates a temporary subset, say
I, of the set of of all objects/instances of the State class. The subset I contains State object with
the property isInitial set to True. Further, the constraint states that the size of the subset must be
equal to one. Overall, the constraint checks if the model contains exactly one initial State object.
This constraint is side effect free which means it does not enforce any property on the model.
In general, OCL language statements are constructed in four parts:
1. A context that defines the limited situation in which the statement is valid
2. A property that represents some characteristics of the context (e.g., if the context is a class,
a property might be an attribute)
3. An operation (e.g., arithmetic, set-oriented) that manipulates or qualifies a property, and
4. Keywords (e.g., if, then, else, and, or, not, implies) that are used to specify conditional
expressions.
OCL is also used a navigation language for models that conform to a metamodel.
2.2.3 Models in the Modelling Domain
The metamodel specification of a modelling domain allow the instantiation or creation of models
in it. Using ECORE one may create instances of classes in a metamodel.
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Figure 2.4: Examples of HFSM models
Some examples of valid models in the HFSM modelling language are shown in Figure 2.4.
The models are shown in their concrete syntax. All models are created using objects of the HFSM
metamodel and satisfy OCL constraints on the HFSM metamodel. For instance, all models satisfy
the constraint that there must a path from any state to a final state, all models have exactly one
initial state and at least one final state.
2.3 Feature Diagram Specification of a Modelling Domain
In Figure 2.5, we present the set-theoretic view of the modelling domain specified by a feature
diagram. A feature diagram FD specifies a set of products in a Software Product Line. For
instance, software on different Nokia phones are different instances of the same product line of
mobile software adapted to different hardware configurations.
The feature diagram itself is a model in the set of all possible feature diagrams. The set
of all feature diagrams is specified using the feature diagram modelling language. The feature
diagram modelling language allows creation of a feature diagram containing various product
line features and their inter-dependencies. The feature diagram modelling language is specified
using a metamodel. We describe this metamodel in Section 2.3.1. We describe the creation
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Figure 2.5: The Modelling Domain of a Feature Diagram
of a feature diagram as an instance of this metamodel in Section 2.3.2. In Section 2.3.3, we
demonstrate how products are instantiated from the feature diagram.
2.3.1 The Feature Diagram Modelling Language
Variability being at the heart of the software product line appraoch, the community came up
with several ways fo documenting SPL variability either in the form of UML profiles [150, 58]
or domain specific languages [143, 70]. In particular, Feature Diagrams 1 are widespread due to
their simplicity and conciseness. However, since their original definition, a plethora of feature
modeling notations have been proposed ([38, 56, 71] to name a few). Indeed, feature models
can be considered as a product line of notations sharing commonalities and exposing differences
which are not always explicitly defined.
In such a context, there is a risk of being dependent of a particular feature modeling no-
tation both raising the issue of its selection and unnecessarily restricts the applicability of our
approach. Fortunately, Schobbens et al. [126, 124] performed a formal analysis of the existing
feature modeling notations. To do so, they developed a pivot abstract syntax called Free Fea-
ture Diagrams (FFDs) used to map any feature modeling construct found in existing notations
in order to reason formally on the syntax and semantics of these notations. The universal nature
of FFDs makes it suitable for various applications; we used it to reason on variability [57] and
to support product derivation in a model-driven way [109]. In order to process feature models,
we derived in [109] an EMF metamodel from FFD’s abstract syntax. We recall this formaliza-
tion here since it will serve as the main foundation to specify our coverage strategies as well as
quality metrics of the generated configurations.
FFDs are defined in terms of a parametric structure whose parameters serve to characterize
each FD notation variant. GT (Graph Type) is a boolean parameter indicating whether the
considered notation is a Direct Acyclic Graph (DAG) or a tree. NT (Node Type) is the set
of boolean operators available for this FD notation. These operators are of the form opk with
k ∈ N denoting the number of children nodes on which they apply to. Considered operators are
andk (mandatory nodes), xork (alternative nodes) ork (true if any of its child nodes is selected),
optk (optional nodes). Finally vp(i.. j)k (i ∈ N and j ∈ N∪∗) is true if at least i and at most
j of its k nodes are selected. Existing other boolean operators can usually be expressed with
1we also use the term "Feature Models" interchangeably with "Feature Diagrams"
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vp. The union of vp(i.. j)k is called card. GCT (Graphical Constraint Type) is the set of binary
boolean functions that can be expressed graphically. A typical example is the “requires” between
two features. Finally, TCL (Textual Constraint Language) tells if and how boolean constraints
defined over the set of FD nodes can be defined. With the help of these sets, a generic abstract
syntax for FDs is given. A FD is then composed of the following elements:
• A set of nodes N, which is further decomposed into a set of primitive nodes P (which have
a direct interest for the product). Other nodes are used for decomposition purposes. A
special root node, r represents the top of the decomposition,
• A function λ : N 7→ NT that labels each node with a boolean operator,
• A set DE ∈N×N of decomposition edges. As FDs are directed, node n1,n2∈N,(n1,n2)∈
DE will be noted n1→ n2 where n1 is the parent and n2 the child,
• A set CE ∈ N×GCT ×N of constraint edges,
• A set φ ∈ TCL
A FD has also some well-formedness rules to be valid: only root (r) has no parent; a FD is
acyclic; if GT = true the graph is a tree; the arity of boolean operators must be respected.
These constructs were used to build an ECORE based metamodel depicted in Figure 2.6.
The metamodel is proposed in the paper [109] . Its constitution was driven by simplicity and
pragmatism. FeatureDiagram is the root class of the metamodel. This class has an attribute
graphTypeTree corresponding to the boolean GT (Graph Type) presented previously. It also
contains a list of features (class Feature) corresponding to the set of nodes N . The special root
node r is identified by the reference root from FeatureDiagram to Feature. The authors of [109]
keep all base operators (because they are simple and widely used) rather than using exclusively
card like operators. In the metamodel, these operators are subtype of the abstract class Operator,
and each feature (class Feature) contains 0 or 1 operator (that corresponds to the function?).
The class Feature also contains a list of edges (class Edge) allowing the construction of the set
DE of decomposition edges. The set CE of constraint edges is represented in the metamodel
by the class ConstraintEdge and they are contained by the class FeatureDiagram. Each Con-
straintEdge contains either a Require constraint or a Mutex constraint. Primary feature nodes
are related to UML models (see below) defining the core assets involved in the realization of
these features. In the metamodel, a primary feature is related to UML models by the composite
association between the class Feature and the class Model. Finally, well-formedness rules (Fea-
ture Modeling Constraints) have been implemented in terms of constraints boolean constraints
on the FD.
2.3.2 Specification of a Feature Diagram
The feature modelling language described in the previous section can be used to create an FD
representing a Software Product Line. For instance, we present the AspectOPTIMA FD in
Figure 2.7. The FD for AspectOPTIMA contains 19 features allowing maximum of 219 config-
urations when FD constraints are neglected.
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Figure 2.6: The Feature Diagram Metamodel
2.3.3 Products in the Modelling Domain of a Feature Diagram
A feature diagram models the domain of a finite number of products. A Product corresponds to
a selection of features in the FD such that it satisfies all restrictions in the FD. For instance, we
present three different products in Figure 2.8 for the AspectOPTIMA FD in Figure 2.7.
2.4 Modelling and Model Transformation Language: Kermeta
In this thesis, we use Kermeta as the common language to both represent modelling domains
and to express transformations between them. This section briefly describes Kermeta and some
of the its important features used in the implementation of PRAMANA and AVISHKAR.
Kermeta is a language for specifying metamodels, models, and model transformations that
are compliant to the Meta Object Facility (MOF) standard [107]. The object-oriented meta-
language MOF supports the definition of metamodels in terms of object-oriented structures
(packages, classes, properties, and operations). It also provides model-specific constructions
such as containments and associations between classes. Kermeta extends the MOF with an im-
perative action language for specifying constraints and operational semantics for metamodels
[100]. Kermeta is built on top of EMF within the ECLIPSE development environment. The ac-
tion language of Kermeta provides mechanisms for dynamic binding, reflection, and exception
handling. It also includes classical control structures such as blocks, conditionals, and loops.
2.4.1 Aspect-weaving in Kermeta
The first key feature of Kermeta is its ability to extend an existing metamodel with constraints,
new structural elements (meta-classes, classes, properties, and operations), and functionalities
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Figure 2.7: The AspectOptima Feature Diagram
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Figure 2.8: Three Products from the AspectOPTIMA feature diagram
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defined with other languages using the aspect keyword. This keyword permits the composi-
tion of corresponding code within the underlying metamodel as if it were a native element of
the metamodel. This feature offers more flexibility to developers by enabling them to easily
manipulate and reuse existing metamodels.
The static composition operator “require" allows defining various aspects in separate units
and integrating them automatically into the metamodel. The composition is performed statically
and the composed metamodel is type-checked to ensure the safe integration of all units. This
mechanism can be compared to the open class paradigm [34].
Open classes in Kermeta are used to organize “cross-cutting" concerns separately from their
metamodel, a key feature of aspect-oriented programming [77]. Thanks to this composition
operator, Kermeta remains a kernel platform and safely integrates all concerns around a meta-
model.
Kermeta offers expressions very similar to Object Constraint Language (OCL) expressions
[106]. In particular, Kermeta includes lexical closures similar to OCL iterators on collections
such as each, collect, select, or detect.
Moreover, Kermeta also allows the direct importation and evaluation of OCL constraints.
Pre-conditions and post-conditions can be defined for operations and invariants on classes.
Kermeta and its framework remain dedicated to model processing but provide an easy inte-
gration with other languages. Kermeta also allows importing Java classes to use services such as
file input/output or network communications, which are not available in the Kermeta framework.
It is also very useful, for instance, to make models communicate with existing Java applications.
In this thesis, we have made considerable use of aspect-weaving to weave properties and
operations into metamodels with the goal of creating model transformations between modelling
domains. For instance, we weave a reference to an input metamodel element into the output
metamodel. Consequently, we weave an operation into the output metamodel that helps create
an output model element using information from this reference. This direct referencing due to
aspect-weaving eliminates the need to create intermediate data structures such as dynamic hash
tables commonly used in compilers.
2.4.2 Model Typing with Kermeta
In Kermeta metamodels are also model types from a type-theoretic point of view. In this thesis,
we solicit the use of model typing to check type conformance between metamodels before and
after a transformation.
Model typing corresponds to a simple extension to object-oriented typing in a model-oriented
context [136]. A model typing is a strategy for typing models as collections of interconnected
objects. Model typing permits the detection of type errors early in the design process of model
transformation. Moreover, it allows more flexible reuse of model transformations across various
metamodels, while preserving type safety [136]. Type safety is guaranteed by type conformance,
used as a criterion of substitutability.
The notion of model type conformance (or substitutability) has been adapted and extended
to model types based on Bruce’s notion of type groups and type group matching [29]. The
matching relation, denoted <#, between two metamodels defines a function of the set of classes
they contain according to the following definition:
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Metamodel M’ matches another metamodel M (denoted M’ <# M) iff for each class
C in M, there is one and only one corresponding class C’ in M’ such that every
property p and operation op in M.C matches in M’.C’ respectively with a property
p’ and an operation op’ with parameters of the same type as in M.C.
This definition is adapted from [136] and improved here by relaxing the constraint related to
the name-dependent conformance on properties and operations.
Let’s illustrate model typing with two metamodels M and M’ given in Figures 2.9 and 2.10.
These two metamodels have properties and references that have different names. The metamodel
M’ has additional elements compared to the metamodel M.
C1 <# COne because for each property COne.p of type D (namely, COne.name
and COne.aCTwo), there is a matching property C1.q of type D’ (namely, C1.id and
C1.aC2), such that D’ <# D.
Thus, C1 <# COne requires D’ <# D:
• COne.name and C1.id are both of type String.
• COne.aCTwo is of type CTwo and C1.aC2 is of type C2, so C1 <# COne
requires C2 <# CTwo. And, C2 <# CTwo is true because CTwo.element and
C2.elem are both of type String.
Thus, matching between classes may depend on the matching of their related dependent
classes. As a consequence, the dependencies involved when evaluating model type matching
are heavily cyclical [135]. The interested reader can find the details of matching rules used for
model types in [135].
Figure 2.9: Metamodel M. Figure 2.10: Metamodel M’.
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2.5 Formal Specification Language: ALLOY
In this thesis, we transform the specification a modelling domain and heterogeneous sources of
knowledge to constraint satisfaction problem. The constraint satisfaction problem is expressed
in the formal specification language: ALLOY [66] [65].
ALLOY is a structural modelling language based on first-order relational logic. ALLOY
was originally conceived by Daniel Jackson and developed by the Software Design Group at
MIT. ALLOY is conceived to specify and analyze the conceptual design of an object-oriented
software system. Analysis includes generation of instances of a design to detect for example
abnormal and generating counterexamples for assertions on the design. The analysis helps detect
design flaws.
In this thesis, we use ALLOY as a target language to specify a modelling domain and hetero-
geneous sources of knowledge as a constraint satisfaction problem (CSP). An ALLOY instance
or solution is a model that satisfies the CSP. We obtain these instances by solving the ALLOY
model in a finite scope The scope of an instance is the limit on its size. Generation of instance
of models in ALLOY is based on the hypothesis that finite and small models are useful in most
real-world applications.
A CSP in ALLOY model consists of the following important paragraphs:
module HFSM
open u t i l / boo l ean as Bool
/ / A l loy S i g n a t u r e s
one s i g HFSM
{
s t a t e s : s e t A b s t r a c t S t a t e ,
c u r r e n t S t a t e : l on e A b s t r a c t S t a t e ,
t r a n s i t i o n s : s e t T r a n s i t i o n
}
a b s t r a c t s i g A b s t r a c t S t a t e
{
l a b e l : I n t ,
o u t g o i n g T r a n s i t i o n : s e t T r a n s i t i o n ,
i n c o m i n g T r a n s i t i o n : s e t T r a n s i t i o n ,
c o n t a i n e r : l on e Composi te ,
h f s m C u r r e n t S t a t e : one HFSM,
h f s m S t a t e s : one HFSM
}
s i g T r a n s i t i o n
{
e v e n t : I n t ,
t a r g e t : one A b s t r a c t S t a t e ,
s o u r c e : one A b s t r a c t S t a t e ,
h f s m T r a n s i t i o n s : one HFSM
}
s i g S t a t e e x t e n d s A b s t r a c t S t a t e
{
i s F i n a l : one Bool ,
i s I n i t i a l : one Bool
}
s i g Composi te e x t e n d s A b s t r a c t S t a t e
{
ownedS ta t e s : s e t A b s t r a c t S t a t e
}
Listing 2.1: Signatures for HFSM metamodel
/ / Example Al loy F a c t s
/ / The HFSM must c o n t a i n e x a c t l y one i n i t i a l s t a t e
f a c t e x a c t l y O n e I n i t i a l S t a t e
{
one s : S t a t e | s . i s I n i t i a l == True
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}
/ / The HFSM must c o n t a i n a t l e a s t one f i n a l s t a t e
f a c t a t l e a s t O n e F i n a l S t a t e
{
some s : S t a t e | s . i s F i n a l == True
}
/ / Ther e i s e x a c t l y one HFSM o b j e c t
f a c t exactlyOneHFSM
{
one HFSM
}
/ / A l l A b s t r a c t S t a t e s have un ique l a b e l s
f a c t A b s t r a c t S t a t e _ l a b e l _ u n i q u e
{
a l l s1 : A b s t r a c t S t a t e , s2 : A b s t r a c t S t a t e | s1 != s2=>s1 . l a b e l != s2 . l a b e l
}
/ / A Composi te S t a t e Cannot Con ta in I t s e l f
f a c t c o m p o s i t e C a n n o t C o n t a i n I t s e l f
{
a l l c1 : Composi te , c2 : Composi te | c1 = c2 => c2 n o t in c1 . ownedS ta t e s and c1 n o t in c2 . ownedS ta t e s
}
Listing 2.2: Facts for HFSM metamodel
/ / A l l Composi te S t a t e s i n t h e Model must c o n t a i n a t l e a s t 2 owned S t a t e s
pred E x a m p l e P r e d i c a t e
{
a l l c : Composi te | # c . ownedS ta t e s > 2
}
Listing 2.3: An Example Predicate
/ / Example 1
run E x a m p l e P r e d i c a t e f o r 10
/ / Example 2
run E x a m p l e P r e d i c a t e f o r e x a c t l y 3 S t a t e , e x a c t l y 1 Composi te , 1 HFSM, 5 T r a n s i t i o n
Listing 2.4: Example Run Commands
• Signatures and Fields: A signature is used to model a concept or a class of objects in
ALLOY. A signature contains fields that represent properties of concepts. For instance,
we may model the classes in the HFSM metamodel (see Figure 2.3) as ALLOY signatures
with fields as shown in Listing 2.1. A signature can be an abstract signature such as
AbstracState. Only objects or instances of signatures are present a solution to an ALLOY
model. A field in a signature can have a multiplicity one, lone (0 or 1), or it can be a
set. It also has a type which refers to a primitive signature such as Integer or another
signature in the ALLOY model. For instance, the field incomingTransition in the signature
AbstractState is a set of signature type Transition. The field isFinal of signature State has a
multiplicity one and is of type Bool. The signature Bool for Boolean is defined in another
module imported using an open declaration.
• Facts: Facts are constraints on signatures and fields in the declarative ALLOY model.
A fact must always hold true. For instance, we may express some facts on the HFSM
metamodel as shown in the Listing 2.2. A fact often contains expressions that specify a
constraint on sets of objects using quantifiers such as all (∀), some (∃), one, and none. For
instance, the fact Abstract_label_unique states that for any two states s1 and s2, if s1 is
not s2 then their labels are different hence enforcing the unique label constraint.
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• Predicates: Predicates in ALLOY are constraints that need not always hold true like facts.
They may be satisfied by selection by the modeller with the signatures and the facts.
Predicates may be used to model knowledge from various sources as constraints in the
ALLOY model. For instance, the predicate in Listing 2.3 states that all composite states in
the HFSM must contain at least 2 states. The predicate is not a fact that must be true for
all HFSM models but a constraint that represents a specific objective or requirement.
• Run Command: We may try to satisfy a predicate in an ALLOY model by attempting to
generate instances in a finite scope. The ALLOY run command is used describe the finite
scope of the solution size. For instance, the first example in Listing 2.4, attempts to obtain
an HFSM instance up to a scope of 10. This implies that every there may be a maximum
of 10 instances for each signature. The second example in Listing 2.4 presents qualifiers
for the scope of each signature. For instance, the qualifier exactly 3 State enforces all
instances to contain exactly 3 States.
An ALLOY model is transformed to a relational model in the relational model finder KodKod
[48]. At relational level of abstraction the model structure is comprised of primitive entities
called atoms and relations that define the relationship between atoms. All signatures represent
the set of atoms. All fields, facts, and predicates represent relations between atoms.
An atom is a primitive entity that is:
• Indivisible: It can’t be broken down into smaller parts
• Immutable: Its properties don’t change over time; and
• Uninterpreted: It doesn’t have any built-in properties, the way numbers do for instance.
A relation is a set of tuples where each tuple is a sequence of atoms. ALLOY is based on
first-order logic and hence relations cannot contain other relations. The number of atoms in
a relation is its arity. A relation can be unary, binary, ternary or can contain more atoms. A
relation with three or more atoms is called a multi-relation. For instance, the ternary relation
State ={(State0),(State2),(State3)} represents 3 State atoms.
In ALLOY logic the basic entity is a relation. Even an atom is represented as a singleton set in
relation tuple.
Relations represent the structure of graphs of objects in MDE. For instance, the isInitial
property in the HFSM metamodel (see Figure 2.3) may be modelled as a relation
isInitial={(State0,False),(State1,True), (State2,False)}.
Restrictions or constraints on structure in ALLOY is expressed as disallowed relations be-
tween atoms. ALLOY provides several operators to express constraints on relations including
set operators, logical operators, and most notably relational operators such as the dot operator
(for navigating structure), quantification operators (to specify constraints on a set of atoms), and
multiplicity constraints.
To obtain a solution to the relational model the ALLOY specification is transformed using
KodKod [48] to a Boolean Conjunctive Normal Form (CNF) formula. The resulting satisfaction
problem is solved using a Boolean Satisfiability (SAT) solver such as MiniSAT [104] or ZChaff
[148].
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2.6 State of the Art in Model Discovery in a Modelling Language
Automatic model discovery in a modelling domain has many components. Previous work has
proposed problems and solutions to one or more of these components. In this section we present
related work for the following components of automatic model discovery:
• Effective Modelling Domain Identification
• Generation of Models in a Modelling Domain
Further, we present the state of the art in validating automatic model discovery for two
application domains:
• Experiments in Test Model Generation
• Experiments in Partial Model Completion in a Model Editor
2.6.1 Related Work for Effective Modelling Domain Identification
There has always been a need to define the effective modelling domain for a given objective in
MDE. This is true especially in the case of using large General Purpose Modelling Languages
(GPMLs) such as UML. In this section we present related work that deal with the problem of
obtaining and using the effective modelling domain.
Consider a fundamental task in MDE: Creating a model in a model editor such as in the
Eclipse [53] environment. A popular editor for UML models is TOPCASED [49]. The tool
can be used to create UML models such as class diagrams, state machines, activity diagrams,
and use-case diagrams. If a modeller chooses to create class diagrams the tool presents the
user with modelling elements for class diagrams such as classes and associations but not UML
state machine modelling elements such as states and transitions. Therefore, the tool inherently
prevents the modeller from using an unnecessary part of the UML meta-model. The hard-coded
user interface in TOPCASED in fact presents the modeller with an effective modelling domain.
Model transformations on GPMLs such as UML are built for specific tasks and can pro-
cess only a sub-domain of its huge input domain. To filter the input to a model transformation
pre-conditions [132] are specified in a constraint language such as Object Constraint Language
(OCL) [106] [86]. Graph transformation based model transformation languages specify pre-
conditions to apply a graph rewriting rule on a left-hand side model pattern [137].
In the paper [134] Solberg et al. present the issue of navigating the meta-muddle notably the
UML meta-model. They propose the development of Query/Extraction tools that allow devel-
opers to query the metamodel and to extract specified views from the metamodel. These tools
should be capable of extracting simple derived relationships between concepts and more com-
plex views that consist of derived relationships among many concepts. They mention the need
to extract such views for different applications such as to define the domain of a model transfor-
mation and extracting a smaller metamodel from the concepts used in a model. Meta-modelling
tools such as those developed by Xactium [88] and Adaptive Software [1] possess some of these
abilities. The authors of [134] propose the use of aspects to extract such views. However, the
authors do not elaborate on the objectives behind generating such views.
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In this thesis, we present a technique called metamodel pruning [8] [131] that extracts the ef-
fective metamodel from an input metamodel. The effective metamodel contains on the required
classes and properties and their obligatory dependencies.
2.6.2 Related Work for Generation of Models in a Modelling Domain
We classify generation of models in a modelling domain as (a) Generation by construction (b)
Generation by solving constraints.
Approaches for generation by construction aim to create correct models by incrementally
constructing them. We review two such approaches. In Brottier et. al. [28], the authors attempt
to incrementally generate models conforming to a metamodel using model fragments. However,
a number of the models are rejected as they do not satisfy constraints on the metamodel. A very
similar approach in [47] makes use of graph grammar rules to incrementally construct models.
This approach for generating instances also suffers from the same problem of not being able to
satisfy metamodel constraints.
Approaches for generation by constraint satisfaction aim to generate whole models that sat-
isfy constraints all at once. In [120], the authors present a transformation for a partial model to
a constraint satisfaction problem in PROLOG. The metamodel used to express the partial model
is also transformed to a set of PROLOG constraints. The authors use PROLOG to automatically
complete the partial model. However, PROLOG does not allow expression of constraints on sets
of objects. Therefore, there is always a need for a partial model that defines the exact number
of objects in the model. The metamodel constraints are transformed to low-level PROLOG con-
straints on the variables in the model. In [64], transform UML models that are very similar to
metamodels to PROLOG for verification. Both approaches use PROLOG which lacks the ability
to specify constraints on set of objects.
In this thesis, we preset PRAMANA that transforms a metamodel to ALLOY. Transforma-
tion of a meta-model specification from UML to ALLOY has previously been explored in the
tool UML2ALLOY [25] [85] [24]. UML2ALLOY supports transformation from meta-model
concepts to ALLOY model concepts such as class to signature, property to signature field, oper-
ation to function, enumeration/enumeration literal to extends signature, and constraints to pred-
icates. In our approach to transforming a meta-model to an ALLOY model we keep the same
transformation format such we transform classes to signatures and properties to class fields. In
UML2ALLOY composition and aggregation are transformed first to OCL constraints and then
to ALLOY. In our tool we transform composition and aggregation in a meta-model directly to
ALLOY facts. Our, approach to transforming single inheritance is the same as in UML2ALLOY.
Inheritance is transformed to an ALLOY signature that extends an other ALLOY signature. We
use PRAMANA to also transform metamodels with multiple inheritance to ALLOY which is not
addressed by UML2ALLOY. There is no clear specification in UML2ALLOY related articles
[25] [85] [24] about transforming multiplicities to ALLOY. In our case we transform multiplic-
ity constraints to ALLOY signature fields in case of occurrence of 0, 0..1, or 0..∗ multiplicities.
If the multiplicity is variable such as a..b we synthesize an ALLOY fact constraining the size
of a set of relations. The constraints in meta-model is restricted to a small subset of OCL as
UML2ALLOY transforms only this subset of OCL to ALLOY. However, in PRAMANA we pro-
pose the user to directly enter ALLOY predicates and facts in the ALLOY model giving the user
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the flexibility of expressing a wider range of constraints (those that have not been implemented
in UML2ALLOY) such constraints with transitive closure which cannot be expressed directly in
OCL. We also present a method to synthesize ALLOY predicates from a partial model. This use
of partial knowledge to synthesize complete models greatly reduces model development time.
The tool UML2ALLOY, does not support the use of partial model knowledge to help generate
models.
2.6.3 Related Work for Test Model Generation
The first application of automatic model discovery is test model generation for model transfor-
mation. We explore three main areas of related work : test criteria, automatic test generation,
and qualification of strategies.
The first area we explore is work on test criteria in the context of model transformations
in MDE. Random generation and input domain partitioning based test criteria are two widely
studied and compared strategies in software engineering (non MDE) [142] [147] [59]. To extend
such test criteria to MDE we have presented in [50] input domain partitioning of input meta-
models in the form of model fragments. However, there exists no experimental or theoretical
study to qualify the approach proposed in [50].
Experimental qualification of the test strategies require techniques for automatic model gen-
eration. Model generation is more general and complex than generating integers, floats, strings,
lists, or other standard data structures such as dealt with in the Korat tool of Chandra et al.
[27]. Korat is faster than ALLOY in generating data structures such as binary trees, lists, and
heap arrays from the Java Collections Framework but it does not consider the general case of
models which are arbitrarily constrained graphs of objects. The constraints on models makes
model generation a different problem than generating test suites for context-free grammar-based
software [90] which do not contain domain-specific constraints.
Test models are complex graphs that must conform to an input meta-model specification, a
transformation pre-condition and additional knowledge such as model fragments to help detect
bugs. As cited earlier, in [28] the authors present an automated generation technique for models
that conform only to the class diagram of a meta-model specification. A similar methodology
using graph transformation rules is presented in [47]. Generated models in both these approaches
do not satisfy the constraints on the meta-model. In [120], we present a method to generate
models given partial models by transforming the meta-model and partial model to a Constraint
Logic Programming (CLP). We solve the resulting CLP to give model(s) that conform to the
input domain. However, the approach does not add new objects to the model. We assume that
the number and types of models in the partial model is sufficient for obtaining complete models.
The constraints in this system are limited to first-order horn clause logic.
The qualification of a set of test models can be based on several criteria such as code and rule
coverage for white box testing, satisfaction of post-condition or mutation analysis for black/grey
box testing. In this thesis, we are interested in obtaining the relative adequacy of a test set
using mutation analysis [44]. In previous work [99] we extend mutation analysis to MDE by
developing mutation operators for model transformation languages.
In this thesis, we use PRAMANA for automatic test model generation. PRAMANA transforms
the input metamodel, pre-condition of a model transformation and test strategies to a constraint
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satisfaction problem in ALLOY. We solve the ALLOY model to generate test cases or models for
the transformation. We use the mutation analysis technique for model transformations proposed
in [99] to validate the effectiveness of the test cases in bug detection.
2.6.4 Related Work for Completion in Editors
The second application of automatic model discovery is partial model completion in a model ed-
itor. We explore existing language-directed editors that aim to use the specification of a language
domain or modelling domain to complete partial code or models.
Language-directed editors have been around for since the early 1980s. Some of the well-
cited research on language-directed editors are Mentor [45], Interlisp [139], Program Synthe-
sizer [138], Rational [16], PECAN [115], and Gandalf [60]. Most of the existing language-based
editors such as in Eclipse are based on attribute grammars[54]. These systems have been widely
adopted and integrated in many editors for tasks such as syntax highlighting and syntax-directed
editing. The openArchitectureWare [7] framework , based on the Ecore [53] meta-modelling
framework, supports automatic sentence completion already implemented in Eclipse to help
make recommendations to sentences in textual domain-specific modelling languages. These
suggestions for sentence completion are based on the textual syntax of the modelling language
and do not consider the complete consistency of the model with respect to the meta-model and
constraints of the language.
In Model Driven Engineering (MDE), models built in domain-specific model editors pose a
new challenge. The challenge is to complete a partial model specified in the model editor. This
involves the editor to use domain-specific modelling language constraints to direct the comple-
tion of the partial model. Simply put, this involves constraint solving using knowledge described
in the partial model to synthesize a model that conforms to the domain-specific modelling lan-
guage. Constraint solving for model synthesis has been well-studied in the literature such as
model design space exploration [122], partial model completion using Prolog [120] and con-
straint logic programming [82]. In [121], the authors present a model completion system in
a domain-specific editor by combining knowledge from the meta-model and the partial model
specified in the model editor to SWI-Prolog. The Prolog program is solved using a backtracking
based solver to return results to the domain-specific environment which was originally syn-
thesized by AToM3 using the meta-model. The methodology is valid for any domain-specific
modelling language in the limits of first-order Horn clause logic of SWI-Prolog. However, their
primary limitation is that the number of objects in the complete model is equal to the number of
objects in the partial model. No new objects are suggested by the model completion system and
the user is limited to specifying only the correct number of objects in the partial model. This is
primarily due to the fact that constraints are specified at the object property level in SWI-Prolog
and not at the meta-level such as on sets of objects.
We identify the need to develop a model completion system that can automatically suggest
complete models especially for DSML meta-models containing constraints both on sets of ob-
jects and their properties. This typically involves mapping of a meta-model and constraints based
DSML specification to a mathematical formalism with tool support that solves constraints to give
correct instances of the DSML. Notably, such instances should contain the network of objects
(original object identities need not be preserved) specified in the partial model and additional
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objects (if required) with appropriate property values such that the complete model conforms to
its DSML. We would also like to control the maximum size or scope of the complete model for
practical time considerations. Transformation of meta-models expressed in UML/OCL [106] to
various formal systems is not new [42] [13] [64] [91] [11] [25] [85]. In [42] the authors present
a transformation from UML Class Diagrams to Description Logics. Their approach is theoret-
ically rigourous where a knowledge base in description logic on its variants is obtained for a
UML Class diagram and theorem provers such as FACT [63] and RACER [146] are used to ob-
tain instances by inferring from the knowledge base. They prove that the time for inference using
a description logic representation of an UML Class diagram in EXPTIME-complete. However,
their approach does not support transformation of meta-level constraints such as those expressed
in Object Constraint Language (OCL) [106] to description logic. An extension of this work
for obtaining instances in finite domain is presented in [91]. The transformation of meta-level
constraints such as OCL along with UML class diagrams to formal higher-order logic language
called Isabelle has been explored in tools such as HOL-OCL [11]. Similarly, we have seen the
transformation to constraint programming language ECLiPSE in [64]. Both, these approaches
are used primarily for verification of a UML Class Diagram instance against the UMLCD meta-
model specification. A constraint in OCL can be verified against an instance of UMLCD but we
need the instance itself. In our pursuit to find complete models we need to automatically synthe-
size instances of a meta-model rather than verifying an arbitrary constraint against an existing
instance.
In this thesis, we use PRAMANA to transform an input metamodel, metamodel constraints
and partial model to a constraint satisfaction problem in ALLOY [65]. We solve the ALLOY
model to generate one or more recommendations to complete the partial model such that it
contains all elements of the partial model and conforms to the metamodel and its constraints.
The recommendations are brought back as high-level models in the model editor.
2.7 State of the Art in Product Discovery
In this thesis, we develop product discovery in a SPL for generation of test products. We present
the related work below.
2.7.1 Related Work in SPL Test Generation
Our work deals with software-engineering specific dimensions of SPL testing: (1) scalability of
test cases generation, (2) reduction of the resulting test cases set (both in terms of size of the test
suite and redundancies) and (3) usability for the testers.
Concerning test generation for PL (1), McGregor [92] and Tevanlinna [140] propose a well-
structured overview of the main challenges for testing product lines. A major one is obviously
the exponential growth of possible products. The idea of using combinatorial testing for PL
test selection is not new and has been initially proposed by Cohen et. al. [37, 36]. Combina-
torial interaction testing (CIT) [35]. [83] led to the definition of pairwise testing, and then its
generalization to t-wise testing. Cohen et. al. have applied CIT to systematically select con-
figurations/products [37] that should be tested. They consider various algorithms in order to
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compute configurations that satisfy pair-wise and t-wise criteria [36]. The constraints imposed
due to feature relationships in a feature model are solved by calling SAT solvers such as ZChaff
[148]. However this approach is mainly theoretical and manual. Our work goes along the same
lines but deals with scalability of the test generation, noting that CIT+SAT approaches do not
scale directly with real-case feature diagrams, such as the AspectOPTIMA PL example.
Concerning test minimization for PL (2), to limit repeated testing efforts, a possible solu-
tion is to produce template system test cases, common to the whole product line and that can
be adapted to each product. Nebut et al. [101] proposed a model-based approach to derive test
objectives for the whole system. In [123], Scheidemann defined a method minimizing the set
of configurations to verify the whole software product line. The author exploits the commonali-
ties in order to minimize the verification effort required for requirements that pertain to several
configurations. However, this approach does not take into account constraints between features
which limits the applicability of the approach (see [36]). In the same vein, [149] propose a
method to generate test plans covering user-specified portions of the huge number of possible
configurations of a component-based software system.
Concerning the last point (3), we choose a model driven technique to automatically map
a feature diagram into an Alloy input format. The user of the approach can thus manipulate
directly feature digram and transform them directly in Alloy. A formalization for feature models
in Alloy can be found in [114], but is not dedicated to testing and feature diagrams have to be
written by hand. Uzuncoava et al. [141] use Alloy to generate a test suite incrementally from
the specification of a product, directly modeled as alloy formulas. The interesting point in this
work is that tests are reused from one product to another in a cumulative way. Our work focuses
on testing the SPL as whole rather than individual products. Indeed, these techniques of SPL
testing are complementary, our method focusing on automated selection of products, which can
then be individually tested.
Usability is also a question of analysis algorithms and case tools to manipulate and reason
about feature models [20, 94]. Benavides et al. have developed FAMA [21] a generic open-
source framework supporting various kinds of analyses. Minimal test-set computation is not part
of them but our EMF/Eclipse based T-wise toolset can be integrated easily to it. Furthermore,
our variability metamodel is generic and has been successfully applied/reused for product line
derivation [109] and variability weaving [97].
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Chapter 3
Automatic Effective Model Discovery
In the context of Model-driven Engineering (MDE), we use first-class software artifacts called
models to build complex software systems. A model is a graph of inter-connected objects con-
structed using a modelling language. For instance, the well-known Unified Modelling Language
(UML) [108] is used to create models of various aspects of object-oriented software systems.
The models include requirements specification using UML use case diagrams, software struc-
ture using UML class diagrams and behavior using UML activity and/or UML state machine
diagrams. The set of all models specified by a modelling language is the modelling domain of
the modelling language.
A modelling language can be very expressive and often allows the creation of an infinite
number of models. The UML is one such example of a very large and expressive modelling
language. The UML consists of 246 concepts with a number of properties. Infinite possible
objects of these concepts can be inter-connected in a virtually infinite number of ways in models
of the UML. This implies that the modelling domain of UML is an infinite set of models. Are all
the models in a modelling domain useful or effective for a given set of objectives? The answer is
no. Not all models one can construct in a modelling language are useful or effective given a set
of objectives. There is a need for knowledge from heterogenous sources to ensure the creation
of an award-winning or effective model.
Heterogenous sources of knowledge that can restrict the creation of models to effective mod-
els can come from different domain experts, expressed in different languages and possibly devel-
oped at different times. For example, a source based on common-sense knowledge about a mod-
elling domain is a set of well-formedness rules for models. A textual constraint language such as
the Object Constraint Language (OCL) [106] is often used to specify such well-formedness rules.
An OCL invariant on the UML state machine models enforces that a state machine contains at
least one final state. This invariant satisfies one of the requirements for correct termination of a
state machine’s execution. Other sources of knowledge may include partially specified models,
test criteria for creation of a model for testing, a pre-condition of a model transformation that
executes the model as its input and many others depending on the objective for creating the ef-
fective model. The restrictions imposed by heterogenous sources of knowledge on a modelling
domain virtually leads to the notion of a subset of models in a modelling domain called the
effective modelling domain. The effective modelling domain is most likely to contain effective
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models for a given set of objectives.
The creation of models in the effective modelling domain presents a pitfall. Manually cre-
ating effective models is very tedious or sometimes impossible as the modeller must simulta-
neously satisfy constraints from a number of sources. The magnitude of the problem becomes
even more evident when we need to manually create thousands of models with an objective such
as testing a model transformation. Can we partially or fully automate the process of generating
or discovering effective models? This is the question that intrigues us.
We present a framework and methodology for automatic effective model discovery in a mod-
elling domain. The framework is embodied in a model-driven tool PRAMANA [128] [6]. The
methodology is based on the general idea that an effective modelling domain can be transformed
to a constraint satisfaction problem (CSP). Solving the constraint satisfaction problem gives us
models in the effective modelling domain. However, this general idea entails a number of chal-
lenges. The three most important challenges are:
Challenge 1: Representing the modelling domain of very large modelling languages such as the
UML as a CSP may result in a very large CSP that cannot be solved in a reasonable amount of
time.
Challenge 2: Knowledge from heterogenous sources are often specified in different languages.
It is therefore a challenge to automatically transform them to constraints in a common CSP lan-
guage where modelling domain constructs may be expressed very differently.
Challenge 3: The solutions of a CSP may not be in the form of models of the initial modelling
language. There is a need to automatically transform CSP solutions back to models in the mod-
elling language.
Our methodology addresses these challenges in the following principal steps:
1. We automatically prune an input modelling language to obtain its effective subset
2. We transform heterogenous sources of knowledge including the pruned modelling lan-
guage to a common CSP in the formal specification language ALLOY [65]
3. We solve the ALLOY model within finite bounds and automatically transform the solutions
(if they exist) back as models of the input modelling language
We describe the methodology in more detail along the chapter using the running case study
of generating models for the UML modelling language.
We organize the chapter as follows. In Section 3.1 we present the overall framework and
methodology. In Section 3.2, we present the software embodiment PRAMANA of our frame-
work. We present the running case study of UML in Section 3.3. The first step of effective
modelling domain identification via metamodel pruning is presented in Section 3.4. We de-
scribe the transformation of a basic metamodel with single inheritance to ALLOY in Section
3.5. A more complicated transformation metamodels with multiple inheritance to ALLOY is
described in Section 3.6. In Section 3.7, present how we handle transformation of metamodel
invariants to ALLOY. We discuss automatic model generation by solving the final ALLOY model
in Section 3.9. We summarize the contents of the chapter in Section 3.12.
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Figure 3.1: A Framework for Automatic Effective Model Discovery
3.1 Automatic Effective Model Discovery Framework
The framework for automatic effective model discovery is shown in Figure 3.1. The inputs
to the framework include knowledge from heterogeneous sources to help specify the effective
modelling domain. We can divide the sources of knowledge to primary sources and domain-
specific sources. We recall that these sources of knowledge have been previously discussed in
Chapter 1, Section 1.5.1. The general methodology followed in the framework is presented in
Section 3.1.3.
3.1.1 Primary Sources of Knowledge
The primary sources of knowledge are:
• Input metamodel is the specification of an input modelling language. It specifies a mod-
elling domain which is the set of all models in a modelling language. The input metamodel
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consists of a set of types (class with properties, enumeration, primitive) to instantiate ob-
jects. The industry standard framework for specifying an input metamodel is the Eclipse
Modeling Framework (EMF) [53]. The input metamodel itself is stored as an instance of
the ECORE metamodel.
• Metamodel Invariants/Constraints are expressed on an input metamodel using a textual
constraint language such as Object Constraint Language (OCL) [106]. These constraints
encode restrictions that cannot be specified using a diagrammatic ECORE model.
3.1.2 Domain-specific Sources of Knowledge
A number of domain-specific sources of knowledge may also help define the effective modelling
domain. We present some of them below:
• Required types and properties in the input metamodel. The set of required types and
properties help extract a subset of the input metamodel for effective model discovery.
There can be many possible sources for the set of required types and properties:
– Static analysis of a model transformation gives a set of types and properties in the
input metamodel actually manipulated by the transformation.
– A set of models conforming to the input metamodel is another source of required
types and properties. Visiting the models in the set gives us a set of types and prop-
erties used in the metamodel. A typical real-world example of this could be in a
classroom setting for object-oriented design using UML. The professor can point
out to students the required types and properties he used to create UML by visiting
every object of a set of models automatically.
• Partial Model is a partially specified model using the input metamodel. For instance, a
graphical model editor allows an user to create models in a modelling language such as
UML state machines. An incomplete model in the editor is a partial model in the UML
state machine language. The partial model may not respect all metamodel constraints of
UML. Therefore, a partial model is often expressed as an instance of a relaxed version of
the input metamodel.
• Test Coverage Strategies help define and generate model fragments [50] that cover a wide
range of structural aspects in the input metamodel. For instance, an input domain partition
based strategy helps generate model fragments that cover partitions on all types and prop-
erties of the input metamodel. These model fragments help define an effective modelling
domain for coverage-based testing of a model transformation. All test models that sat-
isfy a coverage strategy contain the model fragments generated from the strategy. Model
fragments are expressed in a modelling language that permits specification of ranges on
properties of an input metamodel.
• Transformation Pre-condition is a set of invariants on the metamodel that is specific
to a model transformation. A model transformation often may not be designed to trans-
form all models specified by its input metamodel. For instance, the transformation from
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class diagram models to entity relationship diagram models [22] requires that all classes
in the input class diagram have at least one primary attribute. The OCL [106] is often
used to express pre-conditions. Generating test models requires the test models to satisfy
transformation pre-conditions.
3.1.3 Methodology
The methodology for automatic effective model discovery uses the inputs presented above and
can be divided in three principal steps:
1. Effective Metamodel Identification: We identify the effective metamodel from the input
metamodel via a technique known as metamodel pruning [131]. Briefly, the metamodel
pruning algorithm extracts a subset of the input metamodel known as the effective meta-
model. The effective metamodel contains the set of required types and properties provided
as input and all its obligatory dependencies. We present metamodel pruning in Section 3.4.
2. Transformation of Effective Modelling Domain to ALLOY: Knowledge from hetero-
geneous sources including the effective metamodel are transformed to a constraints model
expressed in the formal specification language ALLOY [65]. We briefly describe ALLOY
in Chapter 2, Section 2.5. We describe the transformation in Sections 3.5, 3.5, 3.6, 3.7.
3. Model Generation by solving the ALLOY Model: We solve the ALLOY model to obtain
solutions that satisfy the constraints in the ALLOY model. The solutions are transformed
to models that conform to the input metamodel. In Section 3.9, we describe the process
of model generation from the ALLOY model.
3.2 Software Embodiment: PRAMANA
We implemented our framework for automatic model discovery (shown in Figure 3.1 and de-
scribed in Section 3.1) in model-driven tool PRAMANA. The tool was first presented in [128]
and a prototype is available at [6]. The name of tool refers to a sanskrit word which means
"source of knowledge". The construction of PRAMANA has been motivated by a number of re-
quirements as enlisted in Section 3.2.1. We describe technical aspects of PRAMANA that address
its requirements in Section 3.2.2.
3.2.1 Requirements for PRAMANA
This section presents a number of high-level considerations that emerge while considering the
implementation of a tool for automatic model discovery such as PRAMANA.
Conformance to Industry Standards for Modelling
The widely-accepted industry standard for modelling and modeling language design is the Eclipse
Modeling Framework (EMF) [30] initially developed by IBM. The metamodel of a modelling
language is often available as an Ecore model of the EMF. One of the primary objectives for
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PRAMANA is to discover or generate models that conform to a metamodel available in the Ecore
format. PRAMANA must be able to manipulate and transform all or most relevant aspects of the
Ecore metamodels.
Sophisticated Model Manipulation and Transformation
The framework for automatic model discovery, proposed in Section 3.1, requires the imple-
mentation of a wide range of model manipulation algorithms for pruning and transformation to
ALLOY. PRAMANA must solicit the use of a model transformation language that supports the
following important operations on models (and metamodels):
1. Scalability in loading, transforming, and saving very large metamodels and models
2. Navigation of models and creating/removing model elements
3. Support model typing to check type conformance between metamodels. We use model
typing to check type conformance between the original and a pruned effective metamodel.
4. Support for invariants to express metamodel invariants and model transformation pre-
conditions
5. Inter-operability with the high-level programming language Java. This will facilitate exe-
cution of ALLOY models
6. A model transformation language that can simultaneously manipulate models in heteroge-
nous modelling languages
Metamodel for ALLOY
The tool must transform the effective modelling domain to a constraints model such as an AL-
LOY model. The transformation can be classified as a many-to-one exogenous transformation
between models in modelling languages for heterogeneous sources to a model in ALLOY. There-
fore, there is a need to create an output metamodel representing the ALLOY grammar.
3.2.2 PRAMANA Technical Overview
PRAMANA thrives within the context of MDE is built upon the Eclipse Modeling Framework
(EMF) [30]. PRAMANA is developed in Kermeta [75] [100] an executable (meta-)modelling and
model transformation language developed by the TRISKELL group in INRIA, Rennes, France.
The first step in PRAMANA is to obtain an effective modelling domain or a smaller effective
metamodel from an input metamodel via metamodel pruning [131]. The metamodel pruning
algorithm solicits large metamodel loading/saving and sophisticated model transformation oper-
ators provided by Kermeta. The effective metamodel is a subset of the input metamodel from a
set-theoretic point of view and supertype of the input metamodel from a type-theoretic point of
view. We use model typing [135] (see Chapter 2, Section 2.4.2) to ensure this type conformance
between the effective metamodel and input metamodel. The type conformance implies that all
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instances of the effective model are instances of the input metamodel therefore preserving back-
ward compatibility. Further, all operations and transformations on the effective metamodel are
compatible with the possibly large input metamodel such as UML. We take note of the great
advantage of pruning while dealing with large metamodels such as the UML which cannot be
readily handled by a constraint solver such as ALLOY (see next paragraph). The advantage being
the capability of model typing to ensure compatibility with an industry standard. Model typing
is only supported in Kermeta at the time of writing making it the prime choice for the pruning
transformation.
The core of PRAMANA is a transformation from heterogenous sources of knowledge in-
cluding the effective metamodel to the formal specification language ALLOY. This amounts to a
many-to-one exogenous model transformation. Kermeta supports the construction of such model
transformations. The heterogeneous sources of knowledge are models expressed as instances of
different Ecore metamodels that can be efficiently handled by Kermeta. The target language
is ALLOY [65] which is implemented in Java. To bring everything within the context of model
transformation between modelling languages we created a metamodel for ALLOY conforming to
the Ecore standard. The ALLOY Ecore metamodel is available for download at [2]. PRAMANA
navigates and extracts knowledge from the sources to create a declarative model in the language
ALLOY using a Kermeta model transformation.
PRAMANA must solve the ALLOY model to obtain solutions that can serve as a source of
information to create model instances of the input metamodel. This calls for inter-operability
with Java as the ALLOY API is in Java. Kermeta allows calling the Java API to solve the
ALLOY model using relevant parameters and a SAT solver of choice such as MiniSAT [104],
ZChaff [148]. The ALLOY solutions must be transformed back to model instances of the input
metamodel. We present a transformation ALLOY2EMF in Java that transforms the ALLOY
solutions back to model instances of ALLOY.
3.2.3 PRAMANA Architecture
In Figure 3.2, we present the overall architecture of PRAMANA. The architecture implements
a number of model transformations as indicated by several numeric prefixes. We enlist the
important steps in the architecture below:
1. Metamodel pruning (indicated as transformation 1 in Figure 3.2) transforms an input meta-
model MMin to the effective metamodel eMMin containing the required types and prop-
erties and their obligatory dependencies. The pruning algorithm is described in Section
3.4.
2. If the effective metamodel eMMin contains multiple inheritance we apply the transforma-
tion (indicated as transformation 3 in Figure 3.2) that flattens the effective metamodel to
a base ALLOY model A with single inheritance. This transformation is described in Sec-
tion 3.6. If the effective metamodel contains only single inheritance PRAMANA executes
the basic transformation (indicated as transformation 2 in Figure 3.2) to obtain the base
ALLOY model A. This transformation is described in Section 3.5.
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Figure 3.3: Bird’s Eye View of the UML Metamodel
3. Domain-specific sources such as the partial model p, model fragments are automatically
transformed to ALLOY predicates using transformations 4 and 5 in Figure 3.2.
4. Arbitrary textual constraints C or domain-specific knowledge such as the pre-condition of
a model transformation are currently manually transformed to ALLOY predicates.
5. PRAMANA generates a ALLOY predicate which is a conjunction of the set of all ALLOY
predicates and a corresponding run command to solve the predicate. The conjunction
predicate is combined with the base ALLOY model A to give a final ALLOY model AF .
This is performed in transformation 6 as shown in Figure 3.2. The details of this transfor-
mation is presented in Section 3.9.
6. PRAMANA invokes KodKod from the ALLOY API to transform the final ALLOY model
AF to a Boolean satisfaction (SAT) problem as shown in transformation 7 from Figure
3.2. This transformation already exists in the ALLOY API and is not implemented in
PRAMANA. PRAMANA invokes a SAT solver such as ZChaff [148], or MiniSAT [104] to
generate ALLOY instances.
7. The ALLOY instances are transformed to EMF models conforming to the input metamodel
MMin. This is depicted in transformation 8 of Figure 3.2. This transformation is described
in Section 3.9.3.
3.3 Running Case Study : The UML
We use the UML as a running case study to describe automatic model discovery. We present a
bird’s eye view of the UML metamodel in Figure 3.3.
We believe that UML is a convincing case study to illustrate our approach for model discov-
ery. There are a number of reasons to choose UML as a running case study:
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• Industry Standard Metamodel: The UML is a widely accepted industry standard for
software structure and behavior design and code generation. A number of model transfor-
mations have been expressed using UML as the input domain. Automatic model discovery
of models in the domain of UML clearly demonstrates the applicability of our approach to
real-world problems.
• Very Large and Complex Metamodel: The UML metamodel consists of 246 classes and
583 properties and incorporates complex metamodel patterns such as multiple containers
for a class, multiple inheritance between classes, and extensive use of opposite properties
in metamodels.
• Provokes use of Sophisticated Model Transformation: The complex structure of UML
solicits the use of sophisticated model transformation operators in transformations be-
tween UML to other languages such as the Relational Database Management Systems
(RDBMS) [22]. Automatic generation of test models that discover bugs in such transfor-
mations is of key interest to us.
• Illustrates the benefits of Metamodel Pruning and Model Typing: The large size of
UML helps us demonstrates the benefits of metamodel pruning to extract a subset of UML
and demonstrating type conformance of the pruned metamodel with the UML. The type
conformance demonstrates that instance and operations on the subset of UML preserve
backward-compatibility with UML itself.
• Can UML be saved? A political question that we wish to address with this case study
is the growing debate about the large size of UML. Critics state that UML is evolving
to become very and large incomprehensible for software development. However, they
also mention that the notion of general purpose modelling languages such as UML is
necessary to maintain backward compatibility and inter-operability for users. We want
to demonstrate with our approach that metamodel pruning and model typing help work
around the problem of the large size by extracting only relevant subsets of the UML for
applications such as model discovery. All the while staying compatible with the UML
standard.
3.4 Effective Modeling Domain Identification: Metamodel Pruning
We present a metamodel pruning algorithm that takes as input a large metamodel and a set of
required classes and properties, to generate a target effective metamodel. The effective meta-
model contains the required set of classes and properties. The term pruning refers to removal
of unnecessary classes and properties. From a graph-theoretic point of view, given a large input
graph (large input metamodel) the algorithm removes or prunes unnecessary nodes (classes and
properties) to produce a smaller graph (effective metamodel). The algorithm determines if a
class or property is unnecessary based on a set of rules and options. One such rule is removal
of properties with lower bound multiplicity 0 and who’s type is not a required type. We demon-
strate using the notion of model typing that the generated effective metamodel, a subset of the
CHAPTER 3. AUTOMATIC EFFECTIVE MODEL DISCOVERY 89
large metamodel from a set-theoretic point of view, is a super-type, from a type-theoretic point
of view, of the large input metamodel. This means that all programs written using the effective
metamodel can also be executed for models of the original large metamodel. The pruning pro-
cess preserves the meta-class names and meta-property names from the large input metamodel in
the effective metamodel. This also implies that all instances (models) of the effective metamodel
are also instances of the initial large input metamodel. All models of the effective metamodel
are exchangeable across tools that use the large input metamodel as a standard. The extracted
effective metamodel is very much like a transient DSML with necessary concepts for a problem
domain at a given time.
3.4.1 Important Definitions
We present some general definitions we use to describe the pruning algorithm.
Definition 3: A metamodel MM is a 3-tuple MM := (T,P, Inv), where T is a finite set of class,
primitive, and enumeration types, P is a set of properties, Inv is a finite set of invariants. We
specify the modelling domain of a modelling language using a metamodel. We use the Ecore
standard to represent a metamodel [30].
Definition 4: A primitive type b is an element in the set of primitives: b ∈ {String,
Integer,Boolean}.
Definition 5: An enumeration type e is a 2-tuple e := (name,L), where name is a String identi-
fier, L is a finite set of enumerated literals.
Definition 6: A class type c is a 4-tuple c := (name,Pc,Super, isAbstract,containers), where
name is a String identifier, Pc is a finite set of properties of class c, class c inherits properties of
classes in the finite of classes Super, isAbstract is a Boolean that determines if c is abstract and
containers is the set of all possible containing classes for the instances of c.
Type Operations: The operations on types used in this algorithm are: (a) t.isInstanceO f (X)
that returns true if t is of type X or inherits from X . (b) t.allSuperClasses(), if
t.isInstanceO f (Class), returns the set of all its super classes t.Super including the super classes
of its super classes and so on (multi-level) (c) t.allContainers() returns all possible containers
for a class type.
Definition 7: A property p is a 7-tuple p := (name,oC, type, lower,upper,opposite,
isComposite), where name is a String identifier, oC is a reference to the owning class type,
type is a reference to the property type, lower is a positive integer for the lower bound of the
multiplicity, upper is the a positive integer for the upper bound of the multiplicity, opposite is
a reference to an opposite property if any, and isComposite determines if the objects referenced
by p are composite (No other properties can contain these objects).
Property Operations: The operation on properties in this algorithm is p.isConstrained() which
returns true if constrained by any invariant i such that p ∈ i.PI . This is checked for all invariants
i ∈MM.Inv.
Definition 8: An invariant I is a 3-tuple c := (TI ,PI,Expression), where TI is the set of types
used in the invariant I and PI is the set of properties used in I. An Expression is a function of TI
and PI that has a boolean value. The Expression is often specified in a constraint language such
as OCL [106].
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Note: Throughout the section, we use the relational dot-operator to identify an element of a
tuple. For example, we want to refer to the set of all types in a metamodel we use the expression
MM.T ,or MM.P to refer to the set of all properties. Also, we do not consider user-defined
metamodel operations or its argument signatures in our approach.
3.4.2 Metamodel Pruning Algorithm
This section describes the metamodel pruning algorithm to transform an input metamodel to a
pruned target metamodel. We acknowledge the fact there can be an entire family of pruning
algorithms that can be used to prune a large metamodel to give various effective metamodels.
We present a conservative metamodel pruning algorithm to generate effective metamodels. Our
initial motivation to develop the algorithm was to help scale a formal method for test model
generation [128] in the case of large input metamodels. Therefore, given a set of required classes
and properties the rationale for designing the algorithm was to remove a maximum number
of classes and properties facilitating us to scale a formal method to solve constraints from a
relatively small input metamodel. The set of required classes and properties are inputs that can
come from either static analysis of a transformation, an example model, an objective function,
or can be manually specified. Given these initial inputs we automatically identify mandatory
dependent classes and properties in the metamodel and remove the rest. For instance, we remove
all properties which have a multiplicity 0..* and with a type not in the set of required class
types. However, we also add some flexibility to the pruning algorithm. We provide options
such as those that preserve properties (and their class type) in a required class even if they have
a multiplicity 0..*. In our opinion, no matter how you choose to design a pruning algorithm
the final output effective metamodel should be a supertype of the large input metamodel. The
pruning algorithm must also preserve identical meta-concept names such that all instances of the
effective metamodel are instances of the large input metamodel. These final requirements ensure
backward compatibility of the effective metamodel with respect to the large input metamodel.
Algorithm Overview
In Figure 3.4, we present an overview of the metamodel pruning algorithm. The inputs to the
algorithm are: (1) A source metamodel MMs = MMlarge which is also a large metamodel such as
the metamodel for UML with about 246 Classes and 583 properties (in Ecore format) (2) A set
of required classes Creq (3) A set of required properties Preq, and (4) A boolean array consisting
of parameters to make the algorithm flexible for different pruning options.
The set of required classes Creq and properties Preq can be obtained from various sources as
shown in Figure 3.4: (a) A static analysis of a model transformation can reveal which classes
and properties are used by a transformation (b) The sets can be directly specified by the user
(c) A test objective such as a set of partitions of the metamodel [50] is a specified on different
properties which can be source for the set Preq. (d) A model itself uses objects of different
classes. These classes and their properties can be the sources for Creq and Preq.
The output of the algorithm is a pruned effective metamodel MMt = MMe f f ective that con-
tains all classes in Creq, all properties in Preq and their associated dependencies. Some of the
dependencies are mandatory such as all super classes of a class and some are optional such as
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Figure 3.4: The Meta-model Pruning Algorithm Overview
properties with multiplicity 0..* and whose class type is not in Creq. A set of parameters allow
us to control the inclusion of these optional properties or classes in order to give various effec-
tive metamodels for different applications. The output metamodel MMe f f ective is a subset and a
super-type of MMs.
The Algorithm
The metamodel pruning algorithm (shown in Algorithm 1) has four inputs: (a) A source meta-
model MMs (b) Initial set of required types Treq (c) Initial set of required properties Preq (d) The
top-level container class type Ctop. (e) Parameter which is a Boolean array. Each element in
the array corresponds to an option to add classes or properties to the required set of classes and
properties. We consider three such options giving us a Parameter vector of size 3.
The output of the algorithm is the pruned target metamodel MMt . We briefly go through the
working of the algorithm. The target metamodel MMt is initialized with the source metamodel
MMs. The algorithm is divided into three main phases: (1) Computing set of all required types
Treq in the metamodel ,(2) Set of all required properties Preq in the metamodel (3) Removing all
types and properties not that are not in Treq and Preq
The first phase of the algorithm involves the computation of the entire set of required types
Treq. The initial set Treq is passed as a parameter to the algorithm. We add the top-level container
class Ctop of MMs to the set of required types Treq as shown in Step 2. In Step 3, we add the
types of all required properties Preq to the set of required types Treq. In Step 4, we add types
of all mandatory properties to Treq. Types of all properties with lower bound greater than zero
are added to the set of required types Treq (Step 4.1). Similarly, if a property is constrained
by an invariant in MM.Inv then its type is included in Treq as shown in Step 4.2. If a property
has an opposite type then we include the type of the opposite property to Treq in Step 4.3. The
algorithm provides three options to add types of properties with lower multiplicity zero and
are of type Class, PrimitiveType, and Enumeration respectively. The inclusion of these types is
depicted in Steps 4.4, 4.5, and 4.6. The truth values elements of the Parameter array determine if
these options are used. These options are only examples of making the algorithm flexible. The
Parameter array and the options can be extended with general and user-specific requirements
for generating effective metamodels. After obtaining Treq we add all its super classes across all
levels to the set Treq as shown in Step 5.
The second phase of the algorithm consists of computing the set of all required properties
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Required Properties Required Types
Property : Type Class
memberEnd : Class Association
general : Class Package
ownedEnd : Class Property
classifier : Package PrimitiveType
datatype : Property
attribute : Class
packagedElement : Package
Table 3.1: Required UML Types and Properties in the Transformation class2rdbms
Preq. Inclusion of mandatory properties are depicted from Step 6.1 through Step 6.5. In Step
6.1, we add all properties whose type are in Treq to Preq. In Step 6.2 we add all properties whose
owning class are in Treq to Preq. In Step 6.3, we add properties with lower multiplicity greater
than zero to Preq. If a property is constrained by a constraint in MM.Inv we add it to Preq as
depicted in Step 6.4. We add the opposite property of a required property to Preq. Finally, based
on the options specified in the Parameter array, the algorithm adds properties to Preq with lower
multiplicity zero and other characteristics.
In the third phase of the algorithm we remove types and properties from MMt . In Step 7, we
remove all properties that are not in Preq (Step 7.1) and all properties who’s types are not in Treq
(Step 7.2). In Step 8, we remove all types not in Treq. The result is an effective metamodel in
MMt . In Chapter 2, Section 2.4.2, we present model typing for metamodels to show that MMt is
a super-type of MMs. As a result, any program written with MMt can be executed using models
of MMs.
3.4.3 Illustration on UML Case Study
We prune the UML metamodel based on a set of required types and properties using the pruning
algorithm. The source for the set of required types and properties is the static analysis of a model
transformation between UML class diagrams and Relational Database Management Systems
models described in [22]. We enlist the set of required types and properties in Table 3.1.
The pruned UML metamodel contains 26 Classes and 65 Properties which is drastically
smaller than the original 246 Classes and 583 Properties. We also verify using model typing
(see Chapter 2, Section 2.4.2) that the pruned UML is a supertype of UML. This implies that
any model created as an instance of the pruned UML is also an instance of the original UML.
Any operation or model transformation written for UML is also applicable to UML. The pruned
metamodel is an effective metamodel of UML that will be used as an example for the subsequent
sections.
3.4.4 Validity and Complexity of the Algorithm
The metamodel pruning algorithm by construction generates an effective metamodel that is a
supertype of the large input metamodel. Does the algorithm generate a supertype effective meta-
model for any input metamodel and set of required types and properties? We need to answer
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Algorithm 1 metamodelPruning(MMs , Treq, Preq, Ctop, Parameter)
1. Initialize target meta-model MMt
MMt ←MMs
2. Add top-level class into the set of required types
Treq ← Treq∪Ctop
3. Add types of required properties to set of required types
Preq.each{p|Treq ← Treq∪ p.type}
4. Add types of obligatory properties
MMt .P.each{p|
4.1 (p.lower > 0) =⇒ {Treq ← Treq∪ p.type}
4.2 (p.isConstrained(MMt .Inv)) =⇒ {Treq ← Treq∪ p.type}
4.3 (p.opposite! = Void) =⇒ {Treq ← Treq∪ p.opposite.type}
Option 1: Property of type Class with lower bound 0
if Parameter[0] == True then
4.4 (p.lower == 0 and p.type.isInstanceO f (Class)) =⇒ {Treq ← Treq∪ p.type}
end if
Option 2: Property of type PrimitiveType with lower bound 0
if Parameter[1] == True then
4.5 (p.lower == 0 and p.type.isInstanceO f (PrimitiveType)) =⇒ {Treq ← Treq∪ p.type}
end if
Option 3: Property of type Enumeration with lower bound 0
if Parameter[2] == True then
4.6 (p.lower == 0 and p.type.isInstanceO f (Enumeration)) =⇒ {Treq ← Treq∪ p.type}}
end if
5. Add all multi-level super classes of all classes in Treq
MMt .T.each{t | t.isInstanceO f (Class) =⇒ t.allSuperClasses.each{s|Treq ← Treq∪ s}}
6. Add all required properties to Preq
MMt .P.each{p|
6.1 (p.type ∈ Treq) =⇒ {Preq ← Preq∪ p}
6.2 (p.oC ∈ Treq) =⇒ {Preq ← Preq∪ p}
6.3 (p.lower > 0) =⇒ Preq ← Preq∪ p}
6.4 (p.isConstrained(MMt .Inv)) =⇒ {Preq ← Preq∪ p}
6.5 (p.opposite! = Void) =⇒ Preq ← Preq∪ p.opposite}
Option 1: Property of type Class with lower bound 0
if Parameter[0] == True then
6.6 (p.lower == 0 and p.type.isInstanceO f (Class)) =⇒ {Preq ← Preq∪ p}
end if
Option 2: Property of type PrimitiveType with lower bound 0
if Parameter[1] == True then
6.7 (p.lower == 0 and p.type.isInstanceO f (PrimitiveType)) =⇒ {Preq ← Preq∪ p}
end if
Option 3: Property of type Enumeration with lower bound 0
if Parameter[2] == True then
6.8 (p.lower == 0 and p.type.isInstanceO f (Enumeration)) =⇒ {Preq ← Preq∪ p}}
end if
7. Remove Properties
MMt .P.each{p|
7.1 p /∈ Preq =⇒ (t.P ← t.P− p)
}
8. Remove Types
MMt .T.each{t|t /∈ Treq =⇒ MMt .T ←MMt.T − t}
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Figure 3.5: Bird’s Eye View of UML Pruned With 26 Classes and 65 Properties
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Figure 3.6: Validation of Pruning Operators (a) Operator to Remove a Property with Multiplicity
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to answer this question to ensure that the algorithm is returns a super type for all possible input
metamodels.
To answer this question we need to verify that each pruning operator takes as input a meta-
model and returns a supertype metamodel as output. In our algorithm, each removal or pruning
operator satisfies this requirement. For example in Figure 3.6 we illustrate the operator to re-
move a property with multiplicity 0..* of a property with a not required type. Specifically, we
show that in the UML metamodel the property clientDependency of NamedElement may be re-
moved when Dependency is not one of the required classes in Figure 3.6 (a). The resulting
effective UML metamodel is supertype of the UML metamodel.
Similarly, we verify that all removal/pruning operators in our algorithm give a supertype as
output. Therefore, by the law of transitivity executing the pruning operators in sequence always
gives a supertype as the output.
The metamodel pruning algorithm has linear time complexity. The algorithm traverses the
metamodel three times. The metamodel is usually a graph data structure but an Ecore metamodel
enforces a containment relationship for all types. This means that a metamodel may be traversed
like a tree. If a metamodel has P properties (leaf elements) then a depth-first traversal has
complexity O(P). The second traversal requires identification of dependent of properties and
types. Finally, the third traversal removes or prunes the properties and types that are not required.
Therefore, in general the time complexity of the algorithm is O(3P). However, if the metamodel
contains E enumerations then the complexity becomes O(3P+ E).
The space complexity of the metamodel pruning algorithm corresponds to the length longest
path from the root of a metamodel to its root. This corresponds to the path from the root class to
the property node in the last class of the containment hierarchy of a metamodel. The depth-first
algorithm stores this path in memory each time it traverses a branch in the metamodel.
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<PrimitiveType>
An existing definition of a primitive type is loaded.
<PrimitiveType> can be String, Boolean or Integer. Alloy supports in-built notions of String, 
Integer, and Boolean. In this thesis, we use the in-built versions for Integer and Boolean. We 
use Integer for all occurrences of String for performance reasons in this thesis.
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open <location>/<PrimitiveType> as <PrimitiveType>
Metamodel Element
Figure 3.7: Transformation of Primitive Types
3.5 Transformation Metamodel with Single Inheritance to ALLOY
In the previous section we obtain a concise and effective metamodel MMe f f ective from the input
metamodel MMin. We now describe the transformation of the effective metamodel MMe f f ective
to ALLOY. For convenience, we denote the effective metamodel as just metamodel MM.
A metamodel MM is a 3-tuple MM := (T,P, Inv), where T is a finite set of class, primitive,
and enumeration types, P is a set of properties, Inv is a finite set of invariants. We use an
example-driven approach to explain the transformation of each of these metamodel elements in
the following paragraphs. In this section, we consider the simplest form of transformation where
the metamodel contains only single inheritance and not multiple inheritance.
3.5.1 Transformation of a Primitive Type to ALLOY
Primitive Type Rule 1 (PTR1): We transform a primitive type such as Boolean, Integer, and
String by loading in-built ALLOY modules containing specifications of Boolean and Integer. At
the time of implementing the transformation we created an ALLOY model of String. The com-
plete ALLOY string specification may be downloaded at the site [5]. However, generating strings
using ALLOY is computationally expensive. Our focus is model generation with emphasis on fa-
cilitating generation of complex structural aspects of the model. Therefore, we make the choice
of replacing all String properties with Integer values.
3.5.2 Transformation of an Enumeration Type to ALLOY
Enumeration Type Rule 2 (ETR2): An enumeration type such as EnumerationA in Figure 3.8
is very simply and directly transformed to an ALLOY enumeration.
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enum EnumerationA 
{ 
   EnumLiteral1,
   EnumLiteral2,
   ...
   EnumLiteralN,
}
Metamodel Element
EnumLiteral1
EnumLiteral2
.
.
.
EnumerationN
EnumerationA
Figure 3.8: Transformation of Enumeration Type
3.5.3 Transformation of a Class Type to ALLOY
There are four specific cases in transforming a class type to ALLOY as seen in Figure 3.9. We
describe them below:
Concrete Class Type With No Inheritance Rule 3 (CCNI3): A concrete class ClassA that
does not inherit from any other class is transformed to an ALLOY signature. See Figure 3.9 (a).
Abstract Class Type With No Inheritance Rule 4 (ACNI4): A abstract class ClassA that does
not inherit from any other class is transformed to an abstract ALLOY signature. See Figure 3.9
(b).
Concrete Class Type With Single Inheritance Rule 5 (CCSI5): A concrete class ClassA that
inherits from exactly one super class SuperClass is transformed to an ALLOY signature that ex-
tends the signature representing the super class SuperClass. See Figure 3.9 (c).
Abstract Class Type With Single Inheritance Rule 6 (ACSI6): An abstract class ClassA that
inherits from exactly one super class SuperClass is transformed to an ALLOY signature that ex-
tends the signature representing the super class SuperClass. See Figure 3.9 (d).
3.5.4 Transformation of a Property to ALLOY
A property in a metamodel is either an attribute pointing to primitive type a or a reference to
object(s) of an other class. There are six specific cases to transform properties in a metamodel
to fields in ALLOY signatures:
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ClassA
Alloy Paragraph
sig ClassA { ... }
Metamodel Element
ClassA 
<abstract>
SuperClass
<abstract>
ClassA
SuperClass
ClassA
abstract sig ClassA { ... }
sig ClassA extends SuperClass { ... }
abstract sig ClassA extends SuperClass { ... }
1.
2.
3.
4.
Figure 3.9: Transformation of Class Type
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Primitive Attribute with One Multiplicity Rule 7 (PAOM7): Primitive attributes such as at-
tribute1, attribute2, attribute3 with both lower and upper bound multiplicity 1 as shown in Figure
3.10 (a) are transformed to ALLOY fields with the same name. Note that the usage of primitive
types had already led to the inclusion of in-built ALLOY modules implementing the definition
of the primitive types. The attribute attribute3 of the String type is transformed to an ALLOY
Integer in this thesis to avoid extra computational cost due to generation of strings.
Primitive Attribute with At Least One Multiplicity Rule 8 (PALOM8) : A primitive attribute
attribute1 with lower bound multiplicity 0 and upper bound multiplicity 1 is transformed to an
ALLOY field in its owning signature with the lone specialization as shown in Figure 3.10 (b).
Primitive Attribute with Variable Multiplicity Rule 9 (PAVM9) : A primitive attribute at-
tribute1 with lower bound multiplicity a and upper bound multiplicity b, where a≥ 0,b > a,b 6= 1
is transformed to an ALLOY field in its owning signature with the set specialization as shown in
Figure 3.10 (c).
Reference with One Multiplicity Rule 10 (ROM10) : A reference reference1 with lower and
upper bound multiplicities 1 is transformed to an ALLOY field in its owning signature with the
one specialization as shown in Figure 3.10 (d).
Reference with At Least One Multiplicity Rule 11 (RLOM11) : A reference reference1 with
lower bound multiplicity 0 and upper bound multiplicity 1 is transformed to an ALLOY field in
its owning signature with the lone specialization as shown in Figure 3.10 (e).
Reference with Variable Multiplicity Rule 12 (RVOM12) : A reference reference1 with lower
bound multiplicity a and upper bound multiplicity b, where a≥ 0,b > a,b 6= 1 , is transformed
to an ALLOY field in its owning signature with the set specialization as shown in Figure 3.10 (f).
3.5.5 Transformation of Implicit Metamodel Constraints to ALLOY Facts
There are a number of constraints encoded in the input metamodel. These include constraints
due to multiplicity, opposite properties, identity properties, composite properties, and contain-
ment. These implicit constraints are automatically transformed to ALLOY facts. We describe
the transformation of each fact below:
Primitive Attribute Multiplicity Constraint Rule 13 (PAMC13): A primitive attribute at-
tribute1 in a ClassA with a lower bound multiplicity a and an upper bound multiplicity b, where
a ≥ 0,b > a,b 6= 1 results in the generation of an ALLOY fact as shown in Figure 3.11 (a). The
ALLOY fact states that for all objects of type ClassA the size of (denoted by #) ClassA.attribute1
must be ≥ attribute1.lower and ≤ attribute1.upper.
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attribute1: Boolean
attribute2: Integer
attribute3: String
ClassA
sig ClassA 
{ 
   attribute1: lone <PrimitiveType>
}
ClassA ClassB
attribute1: <PrimitiveType>[0..1]
ClassA
sig ClassA 
{ 
   attribute1: one Boolean,
   attribute2: one Int,
   attribute3: one String,
   (or, attribute3: one Int)
}
sig ClassA 
{ 
   attribute1: set <PrimitiveType>
}
attribute1: <PrimitiveType>[a..b]
ClassA
a..b
reference1
ClassA ClassB
0..1
reference1
ClassA ClassB
1..1
reference1
sig ClassA 
{ 
   reference1: one ClassB
}
sig ClassA 
{ 
   reference1: lone ClassB
}
sig ClassA 
{ 
   reference1: set ClassB
}
(a)
(b)
(c)
(d)
(e)
(f)
Figure 3.10: Transformation of Properties to ALLOY
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attribute1: <PrimitiveType> [lower..upper]
ClassA
ClassA ClassB
fact ClassA_attribute1_multiplicity
{ 
   all object : ClassA | 
                                 #object.attribute1 >= attribute1.lower
                                 and 
                                 #object.attribute1 <= attribute1.upper
}
lower..upper
reference1
(a) Attribute Multiplicity
(b) Reference Multiplicity
fact ClassA_reference1_multiplicity
{ 
   all object : ClassA | 
                                 #object.reference >= reference1.lower
                                 and 
                                 #object.reference1 <= reference1.upper
}
(c) Opposite Property
ClassA ClassB
propertyBpropertyA
fact ClassA_propertyB_ClassB_propertyA_opposite
{ 
   all object1 : ClassA, object2 : ClassB | 
                                 object2  in object1.propertyB 
                                 implies
                                 object1 in object2.propertyA
}
Condition
reference.lower > 0 and 
reference.upper >= reference.lower
Condition
propertyA.opposite = propertyB
propertyB.opposite = propertyA
(d) Identity Attribute
(e) Identity Reference
idAttribute1: <PrimitiveType>
ClassA
Condition
idAttribute1.isID = 1
Condition
idReference1.isID = 1
ClassA ClassB
idReference1
fact ClassA_idAttribute1_id
{ 
   all object1 : ClassA, object2 : ClassA | 
                    (object1.idAttribute1 == 
                     object2.idAttribute1) implies
                     object1 = object2
}
fact ClassA_idReference1_id
{ 
   all object1 : ClassA, object2 : ClassA | 
                    (object1.idReference1 == 
                     object2.idReference1) implies
                     object1 = object2
}
Figure 3.11: Transformation of Implicit Constraints in Metamodel to ALLOY Part 1
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Reference Multiplicity Constraint Rule 14 (RMC14) : A reference reference1 in a ClassA
with a lower bound multiplicity a and an upper bound multiplicity b, where a≥ 0,b > a,b 6= 1
results in the generation of an ALLOY fact as shown in Figure 3.11 (b). The ALLOY fact states
that for all objects of type ClassA the size of (denoted by #) ClassA.reference1 must be ≥ refer-
ence1.lower and ≤ reference1.upper.
Opposite Property Constraint Rule 15 (OPC15) : Bi-directional references in a metamodel
are modelled using the notion of opposite properties. For instance, in Figure 3.11 (c), ClassA.propertyB
and ClassB.propertyA are opposite properties that lead to the generation of an ALLOY fact. The
fact states that for each object object1 of ClassA and each object object2 of ClassB, if object2
is in the set ClassA.propertyB then object1 is in the set ClassB.propertyA. This fact ensures the
opposite property relationship between all opposite properties in instance models of the meta-
model.
Identity Attribute Constraint Rule 16 (IAC16) : An identity attribute idAttribute1 of primitive
type in a ClassA as shown in Figure 3.11 (d), is transformed to an ALLOY fact. The fact states
that for each object object1, object2 both of ClassA, if object1.idAttribute1 = object2.idAttribute1
, then the objects object1 and object2 must be the same objects. There cannot exist two or more
instances of these objects object1 and object2. The identity attribute is useful in creating objects
with one or more unique identifier attributes.
Identity Reference Constraint Rule 17 (IRC17) : An identity reference isReference1 in a
ClassA referring to ClassB as shown in Figure 3.11 (e), is transformed to an ALLOY fact. The
fact states that for each object object1, object2 both of ClassA, if object1.isReference1 = ob-
ject2.isReference1 , then the objects object1 and object2 must be the same objects. There cannot
exist two or more instances of these objects object1 and object2.
Composite Property Constraint Rule 18 (CPC18) : The composite property ClassA.compProp
in a class ClassA containing objects of ClassB is transformed to an ALLOY fact as shown in Fig-
ure 3.12 (f). The fact states that for all objects o1, o2 of ClassA and for each reference p2 and
p2 in ClassA.o1.compProp, if p2 and p2 are the same then objects o1 and o2 are the same. The
fact simply states that an object of ClassB is contained in exactly one object of ClassA.
Class Containers Constraint Rule 19 (CCC19) : Objects of a class can have many possible
containers. For instance, in Figure 3.12(g) the ClassA has 3 possible containers Class1, Class2,
and Class3. The multiplicity 0..1 for reference ClassA.container1 indicates that Class1 may or
may not be a container for ClassA objects. Similarly, the multiplicities of ClassA.container2
and ClassA.container3 indicate that Class2 and Class3 are other possible containers for ClassA
objects. In a model of the metamodel a given ClassA object can be contained only in one of
the three classes Class1, Class2, and Class3. This case can be extended to N possible container
classes. We generate an ALLOY fact to enforce this containment relationship between objects of
classes. The fact states that for all objects ob1, ob2, and ob3 of type Class1, Class2, and Class3
respectively, the reference to ClassA is disjoint or ob1, ob2, and ob3 always refer to different ob-
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(f) Composite Property Constraint
Condition
compProp.isComposite = true
ClassA ClassB
compProp
fact ClassA_compProp_composite
{ 
   all o1 : ClassA, o2 : ClassA | 
                   all p1:o1.compProp, p2 : o2.compProp |
                   p1=p2 implies o1=o2
}
Generated Alloy ParagraphMetamodel Implicit Constraint
(g) Class Containers Constraint
a..b
Class1 ClassA
fact ClassA_containers
{ 
  all o1: Class1, o2: Class2, o3:Class3 |    
       disj[o1.prop1,o2.prop2,o3.prop3]  and 
       all o:ClassA|    
(#o.container1+#o.container2+#o.container3=1)
}
Class2
ClassN
0..1
0..1
0..1
prop1
prop2
prop3
container1
container2
container3
Figure 3.12: Transformation of Implicit Constraints in Metamodel to ALLOY Part 2
jects of ClassA. The fact also states in conjunction that all objects of ClassA must be contained
in either Class1, Class2 or Class3 but never in more than one class.
3.6 Transforming Metamodel with Multiple Inheritance to ALLOY
The basic transformation, discussed in the previous Section 3.5, of a metamodel to ALLOY is
suitable for small metamodels with single inheritance. However, it is not appropriate for large
and complex metamodels containing several hundreds classes and properties along with complex
structure such as multiple inheritance. The UML is a notorious example of a metamodel with
several instances of multiple inheritance and a large number of classes (246) and properties
(583). The basic transformation does not handle multiple inheritance and may result in the
generation of an intractable ALLOY model when the number of classes and properties is very
high.
In this section, we consider a very general case of transforming any metamodel with multiple
inheritance to ALLOY for the purpose of model synthesis. Our transformation is based on the
following important observations:
• Given a metamodel, a modeller creates an instance model by only creating objects of
concrete classes in the metamodel.
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• All properties have either primitive values such as integer, boolean, string or refer to ob-
jects of other concrete classes.
• Even properties referring to abstract classes ultimately point to objects of concrete classes
that inherit from these abstract classes.
• A model is always an interconnected graph of concrete class objects.
• Abstract class objects are never created! All we need are concrete class objects and build
relationships between them.
The transformation from a large and complex metamodel with multiple inheritance to AL-
LOY is based on the observations made above. In the subsequent sections, we present the trans-
formation of a metamodel to a tractable and small ALLOY model. The ALLOY model uniquely
contains signatures for concrete classes in the metamodel. A number of ALLOY facts are gener-
ated to emulate multiple inheritance and its effects on classes and properties in ALLOY.
3.6.1 Flattening the Class Hierarchy
Before the flattening step, all primitive types detected in the metamodel are transformed to AL-
LOY open statements that load modules for primitive types such as Integer, Boolean, and String.
This process is exactly the same as described in Section 3.5 for transformation of primitive types.
The first step in the transformation involves flattening the class hierarchy in a metamodel
with multiple inheritance to a flat ALLOY model. Consider a general metamodel as shown on the
left hand side of Figure 3.13 containing several abstract classes and concrete classes. As seen on
the right hand side Figure 3.13, we transform all concrete classes in the metamodel to signatures
in ALLOY. We also see the graphical signature hierarchy representation of the ALLOY model.
In the figure the concrete classes ConcreteClass1, ConcreteClass2,..., ConcreteClassM are trans-
formed to ALLOY signatures. None of the abstract superclasses SuperClass11...SuperClassN1
are transformed to ALLOY signatures. We neglect abstract super classes based on the observa-
tion that we will never need to instantiate their objects.
3.6.2 Transforming Properties to ALLOY Fields and ALLOY Facts
The second step involves the transformation all properties of each concrete class to ALLOY.
These properties include those what were originally owned by a concrete class and those inher-
ited from all other concrete/abstract classes. Therefore, we transform each property p (owned or
inherited) in each concrete class C to ALLOY. We need to deal with the following cases:
1. Owned Property p is of Primitive Type in a Concrete Class C:
Owned property p is transformed to an ALLOY field fp in the ALLOY signature sigC. This
is possible because all concrete class types and primitive types have a signature definition
in the ALLOY model after the flattening step in Section 3.6.1.
CHAPTER 3. AUTOMATIC EFFECTIVE MODEL DISCOVERY 105
...
SuperClassN1
<abstract>
...
ConcreteClass1
...
ConcreteClass2
...
ConcreteClassM
...
ConcreteClassN2
...
ConcreteClassNM
...
SuperClass11
<abstract>
...
SuperClass12
<abstract>
...
SuperClass1M
<abstract>
...
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 Metamodel RHS: Generated Alloy Paragraph(s)
Alloy Signatures for Multiple Inheritance Hierarchy
sig ConcreteClass1 
{ ... }
sig ConcreteClass2 
{ .. }
...
sig ConcreteClassN2 
{ . . }
sig ConcreteClassNM
{ . . }
 
sig ConcreteClassM 
{ . . }
 Multiple Inheritance Class Hierarchy to Alloy Signatures
...
ConcreteClass1
<signature>
...
ConcreteClass2
<signature>
...
ConcreteClassM
<signature>
Graphical Representation of the Alloy Model
...
ConcreteClassN2
<signature>
...
ConcreteClassM
<signature>
Figure 3.13: Step 1: Flattening the Multiple Inheritance Hierarchy
2. Inherited Property p is of Primitive Type in a Concrete Class C:
Property p is transformed to an ALLOY field in the ALLOY signature for C. This is possi-
ble because all concrete class types and primitive types have a signature definition in the
ALLOY model after the flattening step in Section 3.6.1.
3. Owned Property p of Concrete Class Type CT in a Concrete Class C:
Owned property p of a concrete class type CT is transformed into an ALLOY field in
the signature representing C when CT is not inherited by other classes. The process is
identical to the transformation described in Section 3.5.4. However, the concrete class
type CT of property p may be inherited by other concrete classes C1, ...CM as shown
in the LHS of Figure 3.14. We deal with the transformation in the following steps as
illustrated in Figure 3.14:
(a) If not already existing we create an abstract signature called GlobalSuperClass and
insert it into the ALLOY model. The abstract signature acts as a placeholder for
abstract classes and concrete classes inherited by other concrete classes in the input
metamodel.
(b) We insert the field for p into the ALLOY signature for C with the type GlobalSuper-
Class.
(c) All concrete classes C1...CM that inherit from A now inherit from GlobalSuperClass.
The inheritance is illustrated on the RHS of Figure 3.14. The concrete class CT also
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...
C1
...
CM
...
...
C1
<signature>
...
CM
<signature>
...
GlobalSuperClass
<abstract signature>
1. New (if not already inserted) Alloy Abstract Signature GlobalSuperClass
abstract sig GlobalSuperClass {}
2. Insert Alloy Field in ConcreteClassA of type GlobalSuperClass
sig C
{
p : GlobalSuperClass
}
3. Insert Subclass CX and C1..CM of A extends GlobalSuperClass
sig CX extends GlobalSuperClass
{ ...//Existing fields }
sig C1 extends GlobalSuperClass
{...//Existing fields }
4. New Alloy Fact to Assign a Concrete Type to a Reference
fact Invariant_C_p_subclasses
{  or C.p in C1 or ... C.p in CM }
...
Graphical Representation of Alloy Signature Hierarchy
p
...
CX
<signature>
Figure 3.14: Transforming Property of Concrete Type to ALLOY fact
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...
C1
...
CM
...
...
C1
<signature>
...
CM
<signature>
...
GlobalSuperClass
<abstract signature>
1. New (if not already inserted) Alloy Abstract Signature GlobalSuperClass
abstract sig GlobalSuperClass {}
2. Insert Alloy Field in ConcreteClassA of type GlobalSuperClass
sig C
{
p : GlobalSuperClass
}
3. Insert Subclass C1..CM of A extends GlobalSuperClass
sig C1 extends GlobalSuperClass
{
...//Existing fields
}
4. New Alloy Fact to Assign a Concrete Type to a Reference
fact Invariant_C_p_subclasses
{
   C.p in C1 
    or 
    ...
    C.p in CM
}
...
Graphical Representation of Alloy 
Signature Hierarchy
p
Figure 3.15: Transforming Property of Abstract Type to ALLOY fact
inherits from GlobalSuperClass if not already inheriting from it.
(d) We generate an ALLOY fact that states that the property p of C is in CT or in one
of the concrete subclasses of CT namely C1 , C2,..or CM. The fact enforces the
property to always refer to CT or concrete subclass objects of CT .
4. Inherited Property p of Concrete Class Type CT in a Concrete Class C: Inherited
property p of a concrete class type CT is transformed into an ALLOY field in the signature
representing C when CT is not inherited by other classes.. The process is identical to
the transformation described in Section 3.5.4. However, the concrete class type CT of
property p may be inherited by other concrete classes C1, ...CM as shown in LHS of
Figure 3.14. The inherited property p is transformed in the same fashion as described
above for an owned property (described in Figure 3.14).
5. Owned Property p of Abstract Class Type A in a Concrete Class C:
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Properties of abstract type cannot be simply transformed to an ALLOY field in a signature
for C. This is because A is not transformed to a signature or an abstract signature in the
ALLOY model and hence p does not have a type. Therefore, we deal with the transforma-
tion in the following steps as shown in Figure 3.15.
(a) If not already existing we create an abstract signature called GlobalSuperClass and
insert it into the ALLOY model. The abstract signature acts as a placeholder for ab-
stract classes and concrete classes inherited by other classes in the input metamodel.
(b) We insert the field for p into the ALLOY signature for C with the type GlobalSuper-
Class.
(c) All concrete classes C1...CM that inherit from A now inherit from GlobalSuperClass.
The inheritance is illustrated on the RHS of Figure 3.15.
(d) We generate an ALLOY fact that states that the property p of C is in one of the
concrete subclasses of A namely C1 , C2,..or CM. The fact enforces the property to
always refer to concrete subclass objects of CT .
6. Inherited Property p of Abstract Class Type A in a Concrete Class C: Inherited prop-
erty p of a abstract class type A is exactly equivalent to transforming an owned property
of abstract class type discussed above and illustrated in Figure 3.15. However, we may
choose to optimize this transformation.
All inherited properties may be flattened to into a concrete class signature. However, we
may also select properties (attributes and references) that will be transformed to ALLOY
fields. An objective for us is to minimize the number of properties we flatten from the ab-
stract super classes to concrete classes. We use two heuristics. Given an ALLOY signature
representing a concrete class,
(a) We create ALLOY fields only for all inherited properties that can contain objects.
There properties can contain objects of any of the concrete classes in the metamodel.
We perform the transformation to ensure that all objects have a container property
(except the top-level container class). This transformation stems from the fact that
It is mandatory that objects of all classes have a container in Ecore. Hence, the
non-root ALLOY signatures must have a container.
(b) We create ALLOY fields for all inherited required properties for a given application
for model generation. For instance, we preserve all properties used by a model
transformation for which we intend to generate models. This step helps minimize
the size of the constraint satisfaction problem for model generation.
We illustrate the flattening of composite properties that can contain concrete class objects
in Figure 3.16 (a). There are two possibilities while flattening such properties. If a com-
posite property such as contain1 can hold concrete classes we transform the property as
an ALLOY field as shown on the RHS of Figure 3.16 (a). A composite property such
as contain2 may refer to an abstract class that is inherited by several concrete classes.
In such a case, we transform the property as an ALLOY field of type GlobalSuperClass.
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...
ConcreteClass1
(b) Super Class Required Properties to Alloy Fields Alloy Fields for Primitive Attributes of an Abstract Type Super Class
sig ConcreteClass1 extends GlobalSuperClass
{
 requiredProperty1 : one <PrimitiveType>
 requiredProperty2 : lone <PrimitiveType>
 requiredProperty3 : set <PrimitiveType>
 requiredProperty5: set ConcreteClass2
 requiredProperty6: set GlobalSuperClass
}
requiredProperty1 : <PrimitiveType> [1..1]
requiredProperty2 : <PrimitiveType> [0..1]
requiredProperty3: <PrimitiveType> [a..b]
notRequiredProperty4 :  <PrimitiveType> [a..b]
SuperClass
...
ConcreteClass1
(a) Super Class Composite Properties to  Alloy Fields
Alloy Fields for Primitive Attributes of an Abstract Type Super Class
sig ConcreteClass1 extends GlobalSuperClass
{
 contains1 : set ConcreteClass2
 contains2 : set GlobalSuperClass
}
...
SuperClass1
...
ConcreteClass2
...
SuperClass2
contains1 contains2
...
ConcreteClass3
...
ConcreteClass4
...
ConcreteClass2
...
SuperClass2
requiredProperty5
requiredProperty6
...
ConcreteClass3
...
ConcreteClass4
LHS: Metamodel Pattern RHS: Generated Alloy Paragraph
Figure 3.16: Flattening Properties in the Multiple Inheritance Hierarchy
While model generation, the GlobalSuperClass is replaced by objects of concrete sub-
classes of SuperClass2. This implies that the field ConcreteClass1.contains2 can refer to
both objects of type ConcreteClass3 and ConcreteClass4.
The flattening of required properties is very similar to the flattening of composite proper-
ties with the exception that properties that are not required are not transformed as ALLOY
fields. For instance, in Figure 3.16 (b) the primitive type property notRequiredProperty4
is not transformed to an ALLOY field.
3.6.3 Transforming Implicit Constraints to ALLOY Facts
In the third step, we transform implicit constraints in a metamodel with multiple inheritance to
ALLOY. We present the transformations as follows:
Transforming Opposite Properties to ALLOY Facts
First, we consider the transformation of opposite properties to ALLOY facts. We recall that
an opposite property represents a bi-directional relationship between two classes. After the
property flattening process, an opposite property in a concrete class may refer to an abstract
class or a concrete class. An opposite property between a concrete class and an abstract class
leads to the generation of a different ALLOY fact since all abstract classes are not included in
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the ALLOY model. We illustrate this transformation in Figure 3.17.
The transformation states that if any property propertyB of concrete class ConcreteClassA
has an opposite property propertyA in the abstract super class SuperClassB then,
1. If ConcreteClassA.propertyB refers to any object object2 of ConcreteClass1 then Con-
creteClass1.propertyA refers to ConcreteClassA.
2. If ConcreteClassA.propertyB refers to any object object2 of ConcreteClass2 then Con-
creteClass2.propertyA refers to ConcreteClassA.
3. ...
4. If ConcreteClassA.propertyB refers to any object object2 of ConcreteClassN then Con-
creteClassN.propertyA refers to ConcreteClassA.
We generate facts for opposite properties to all possible sub-classes of the abstract super
class SuperClassB.
An opposite property between two concrete classes ConcreteClassA.propertyD and Con-
creteClassB.propertyC can be transformed in a similar way as shown in Figure 3.17. The only
difference being the generation of the additional fact for the opposite property between Con-
creteClassA and ConcreteClassB.
Transforming Composite Properties to ALLOY Facts
A composite property for each concrete class in the metamodel is transformed to an ALLOY
fact. The transformation is identical to the transformation we have already seen for composite
properties in a metamodel with single inheritance. See Section 3.5.5 for more detail.
Transforming Containers of a Class to ALLOY Facts
A concrete class can be contained by another concrete class or an abstract super class as shown
in Figure 3.18. Therefore, any object of ConcreteClassA can either be contained by the concrete
class ConcreteClassB its subsclasses ConcreteClass11,...ConcreteClass1N or all subclasses of
abstract SuperClasB such as ConcreteClass1,...,ConcreteClassN. The Alloy fact on the RHS
of the transformation in Figure 3.18 depicts the containment constraint. All objects of Con-
creteClassA will be contained by either ConcreteClassB, ConcreteClass11, ConcreteClass1N,...
ConcreteClass1,..,or ConcreteClassN. The fact also states that an object of ConcreteClassA can
have only one containing object.
Transforming Multiplicity Constraints of a Class to ALLOY Facts
Multiplicity constraints on properties for each concrete class in the metamodel is transformed to
an ALLOY fact. The transformation is identical to the transformation we have already seen for
multiple properties in a metamodel with single inheritance. See Section 3.5.5 for more detail.
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Opposite Property Constraint
ConcreteClassA
SuperClassB
<abstract>
propertyBpropertyA
fact ConcreteClassA_propertyB_ConcreteClass1_propertyA_opposite
{ 
   all object1 : ConcreteClassA, object2 : ConcreteClass1| 
                                 object2  in object1.propertyB 
                                 implies
                                 object1 in object2.propertyA
}ConcreteClass1 ConcreteClassN...
fact ConcreteClassA_propertyB_ConcreteClassN_propertyA_opposite
{ 
   all object1 : ConcreteClassA, object2 : ConcreteClassN| 
                                 object2  in object1.propertyB 
                                 implies
                                 object1 in object2.propertyA
}
...
multilevel
ConcreteClassB
propertyD
propertyC
Condition
propertyA.opposite = propertyB
propertyB.opposite = propertyA
propertyD.opposite = propertyC
propertyC.opposite = propertyD
ConcreteClassB1 ConcreteClassBN...
multilevel
fact ConcreteClassA_propertyB_ConcreteClassB_propertyA_opposite
{ 
   all object1 : ConcreteClassA, object2 : ConcreteClassB| 
                                 object2  in object1.propertyD 
                                 implies
                                 object1 in object2.propertyC
}
fact ConcreteClassA_propertyB_ConcreteClassB1_propertyA_opposite
{ 
   all object1 : ConcreteClassA, object2 : ConcreteClassB1| 
                                 object2  in object1.propertyD
                                 implies
                                 object1 in object2.propertyC
}
...
fact ConcreteClassA_propertyB_ConcreteClassBN_propertyA_opposite
{ 
   all object1 : ConcreteClassA, object2 : ConcreteClassBN| 
                                 object2  in object1.propertyD 
                                 implies
                                 object1 in object2.propertyC
}
Facts for property of abstract type SuperClassB
Facts for property of concrete type ConcreteClassB
Figure 3.17: Transforming Opposite Properties to ALLOY Facts in Metamodel with Multiple
Inheritance
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    Class Containers Constraint
ConcreteClassB ConcreteClassA
fact ConcreteClassA_containers
{ 
  all o: ConcreteClassA | 
( o in ConcreteClassB.prop1 or 
o in ConcreteClass11.prop1 or 
o in ConcreteClass1N.prop1 or
o in ConcreteClass1.prop2  or 
o in ConcreteClassN.prop2)
and
  all o1: ConcreteClassB, o2: ConcreteClass1, 
oN:ConcreteClassN, o11: 
ConcreteClass11,..o1N:ConcreteClass1N |    
       
disj[o1.prop1,o2.prop2,oN.prop2,o11.prop1,
..o1N.propN]        
}
0..1
0..1
prop1
prop2
container1
container2SuperClassB
ConcreteClass1 ConcreteClassN...
ConcreteClass11 ConcreteClass1N...
Figure 3.18: Transforming Containers of a Concrete Class to an ALLOY Fact in Metamodel with
Multiple Inheritance
Transforming Identity Properties of a Class to ALLOY Facts
Identity properties on properties for each concrete class in the metamodel is transformed to an
ALLOY fact. The transformation is identical to the transformation we have already seen for
identity properties in a metamodel with single inheritance. See Section 3.5.5 for more detail.
3.7 Handling the Transformation of Metamodel Invariants to AL-
LOY Facts
Metamodel invariants are textual constraints on a metamodel. We express some constraints
textually due to limitations of class diagrams/Ecore model in describing constraints on the mod-
elling domain. Textual constraints are often specified using the industry standard language OCL.
An OCL constraint is specified on a pattern of a model in a modelling language. For instance,
the constraint that no cyclic inheritance can exist in an UML class diagram can be represented
in OCL as shown in Listing 3.1.
c o n t e x t C l a s s
in v n o C y c l i c I n h e r i t a n c e
not s e l f . a l l G e n e r a l s ( )−> i n c l u d e s ( s e l f )
Listing 3.1: An Example OCL Constraint
Automating the transformation of all OCL constraints to ALLOY facts is not within the scope
of this thesis. We manually transform all OCL constraints in this thesis to ALLOY facts. Devel-
opers experienced in both OCL and ALLOY can extract the meaning of an OCL constraint and
express it as an ALLOY fact.
For example, we transform the constraint in Listing 3.1 to the ALLOY fact in Listing 3.2.
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f a c t n o C y c l i c I n h e r i t a n c e
{
no c : C l a s s | c in c . ^ g e n e r a l
}
Listing 3.2: ALLOY fact representing No Cyclic Inheritance
The ALLOY fact uses transitive closure to enforce the constraint that no Class c exists such
that it is contained in either c.general or c.general.general or c.general.general.general,... and
so on. This implies that no multi-level super classes of a class can contain it thereby eliminating
the cyclic inheritance in all UML class diagram models. During the course of the thesis a number
of OCL constraints have been manually transformed to ALLOY.
3.8 Illustration of Transformation to ALLOY
We transform the effective metamodel of UML with 26 classes and 65 properties, shown in
Figure 3.5 to an ALLOY model. The resulting ALLOY model contains signatures only for the
concrete classes in the metamodel.
The generated signatures are shown in Listing 3.3.
module Effect iveUML
open u t i l / boo l ean as Boolean
s i g G l o b a l S u p e r C l a s s { }
one s i g Package e x t e n d s G l o b a l S u p e r C l a s s
{
packagedElem en t : s e t G l o b a l S u p e r C l a ss , / / P ackageab l eEle m e n t
name : one I n t
}
s i g A s s o c i a t i o n e x t e n d s G l o b a l S u p e r C l a s s
{
ownedEnd : s e t P r o p e r t y ,
memberEnd : s e t P r o p e r t y ,
a t t r i b u t e : s e t P r o p e r t y ,
name : one I n t
}
s i g P r o p e r t y e x t e n d s G l o b a l S u p e r C l a s s
{
d a t a t y p e : one DataType ,
o w n i n g A s s o c i a t i o n : one A s s o c i a t i o n ,
a s s o c i a t i o n : one A s s o c i a t i o n ,
name : one I n t
}
s i g C l a s s e x t e n d s G l o b a l S u p e r C l a s s
{
n e s t e d C l a s s i f i e r : s e t G l o b a l S u p e r C l as s , / / C l a s s i f i e r
o w n e d A t t r i b u t e : s e t P r o p e r t y ,
a t t r i b u t e : s e t P r o p e r t y ,
name : one I n t
}
s i g DataType e x t e n d s G l o b a l S u p e r C l a s s
{
o w n e d A t t r i b u t e : s e t P r o p e r t y ,
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a t t r i b u t e : s e t P r o p e r t y ,
name : one I n t
}
s i g P r i m i t i v e T y p e e x t e n d s G l o b a l S u p e r C l a s s
{
o w n e d A t t r i b u t e : s e t P r o p e r t y ,
a t t r i b u t e : s e t P r o p e r t y ,
name : one I n t
}
Listing 3.3: Generated ALLOY Signatures in Effective UML
Signatures for concrete classes (those that initially inherit from abstract superclasses) now
extend the abstract signature GlobalSuperClass in the ALLOY model. For instance, Associa-
tion inherits from PackageableElement in UML. Therefore, the signature Association extends
GlobalSuperClass.
Each property (owned/inherited/primitive) of a concrete class C is transformed to an ALLOY
field in the signature representing C. For instance, in Listing 3.3, the primitive property name in
Association is an inherited property from NamedElement that is directly transformed to a field
in the Association signature. Similarly, the property ownedEnd of Association is of a concrete
class type Property. The property is directly transformed to an ALLOY field in the Association
signature. A property may have an abstract class type in the metamodel. For instance, the
property nestedClassifier of Class is of abstract class type Classifier. There is no signature
for Classifier in the ALLOY model. Therefore, the property is transformed to an ALLOY field
of type GlobalSuperClass in the ALLOY model. We generate ALLOY facts for fields of type
GlobalSuperClass. These ALLOY facts state that the type of the field is one or more of the
signatures already in the ALLOY model. In fact these signatures represent the exact concrete
subclasses of the abstract class type. For instance, in Listing 3.4 we present two such generated
facts. The second fact states that all objects of type Class.nestedClassifier must be of type Class
or DataType, or PrimitiveType. Class, DataType, and PrimitiveType are concrete classes that
inherit from Classifier in the UML metamodel.
f a c t I n v a r i a n t _ P a c k a g e _ p a c k a g e d E l e m e n t _ s u b c l a s s e s
{
Package . packagedElem en t in Package or Package . packagedElem en t in A s s o c i a t i o n or Package . packagedElem en t in C l a s s or
Package . packagedElem en t in DataType or Package . packagedElem en t in P r i m i t i v e T y p e
}
f a c t I n v a r i a n t _ C l a s s _ n e s t e d C l a s s i f i e r _ s u b c l a s s e s
{
C l a s s . n e s t e d C l a s s i f i e r in A s s o c i a t i o n or C l a s s . n e s t e d C l a s s i f i e r in C l a s s or C l a s s . n e s t e d C l a s s i f i e r in DataType or
C l a s s . n e s t e d C l a s s i f i e r in P r i m i t i v e T y p e
}
Listing 3.4: Generated ALLOY Facts for Subclasses in Effective UML
We generate ALLOY facts for opposite properties, composite properties, and containers in
the effective UML metamodels. We present examples of these facts in Listing 3.5.
The first fact in Listing 3.5 enforces the opposite property constraint between two proper-
ties Association.ownedEnd and Property.owningAssociation. The fact states that if any Prop-
erty object is in the set o.ownedEnd (where o is an Association object) then o is in the set
o1.owningAssociation (where o1 is a Property object).
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The second fact enforces the composite property constraint for the property Package.packagedElement.
The fact states that for each object o1, o2 of type Package, and for each property p1 in o1.packagedElement,
p2 in o2.packagedElement, if p1 is equal to p2 then the containing objects o1 and o2 are one
and the same. The constraint enforces that if packagedElement refers to an object of type Pack-
agedElement then the object can have exactly one Package container.
The third fact enforces the containers constraint for the class Association. Association
objects can be contained by two different containers namely Package.packagedElement and
Class.nestedClassifier. The fact first states that each Association object o is either contained
by Package.packagedElement or Class.nestedClassifier. Second, the fact states that objects
contained by Package.packagedElement cannot be contained by Class.nestedClassifier and vice
versa.
/ / 1 . An Example o f a f a c t g e n e r a t e d f o r O p p o s i t e P r o p e r t y o f A s s o c i a t i o n . ownedEnd and P r o p e r t y . o w n i n g A s s o c i a t i o n
f a c t I n v a r i a n t _ A s s o c i a t i o n _ o w n e d E n d _ P r o p e r t y _ o w n i n g A s s o c i a t i o n _ o p p o s i t e
{
a l l o : A s s o c i a t i o n , o1 : P r o p e r t y |
( o1 in o . ownedEnd i m p l i e s o in o1 . o w n i n g A s s o c i a t i o n )
}
/ / 2 . An Example o f a f a c t g e n e r a t e d f o r Composi te P r o p e r t y Package . packagedElem en t
f a c t I n v a r i a n t _ P a c k a g e _ p a c k a g e d E l e m e n t _ c o m p o s i t e
{
a l l o1 : Package , o2 : Package |
a l l p1 : o1 . packagedElem en t , p2 : o2 . packagedElem en t | p1=p2 i m p l i e s o1=o2
}
/ / 3 . An Example o f a f a c t g e n e r a t e d f o r C o n t a i n e r s o f A s s o c i a t i o n O b j e c t s
f a c t I n v a r i a n t _ A s s o c i a t i o n _ c o n t a i n e r s
{
a l l o : A s s o c i a t i o n | ( o in Package . packagedElem en t or
o in C l a s s . n e s t e d C l a s s i f i e r )
and
a l l o1 : Package , o2 : C l a s s | d i s j [ o1 . packagedElem en t , o2 . n e s t e d C l a s s i f i e r ]
}
Listing 3.5: Generated ALLOY Facts for Implicit Constraints in Effective UML
The entire solvable ALLOY model for the effective metamodel is available for download at
this site [4].
3.9 Model Generation by Solving ALLOY Model
As a consequence of the transformation steps described in the previous sections we obtain the
ALLOY model of an effective modelling domain. The ALLOY model contains a set of set signa-
tures representing the concepts and their relationships in a domain. It also contains a set of facts
that encode implicit constraints in a metamodel. In this section, we demonstrate how we can
generate models in the effective modelling domain specified as a constraint satisfaction problem
in ALLOY. The generation of models in ALLOY must satisfy an ALLOY predicate (which may
subsume other predicates). Objective-specific knowledge such as for test model generation may
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Figure 3.19: Some Model Fragments from effective UML metamodel
help specify such predicates or an empty predicate representing no new knowledge. In Section
3.9.1, we introduce specification of ALLOY predicates to guide generation of models in an ef-
fective modelling domain. In ALLOY solving for a predicate implies generation of models that
satisfy the predicate and all ALLOY facts. ALLOY allows generation of models within a certain
scope or within finite-bounds on the number of objects for each type. Therefore, in Section 3.9.2
we describe the specification to guide generation of models in a finite scope.
3.9.1 Specifying ALLOY Predicates to Guide Generation
Empty Alloy Predicate
If the goal is to generate models in the modelling domain specified only by the metamodel and
the invariants we do not need to guide generation with more information. Therefore, we generate
an empty ALLOY predicate as shown in Listing 3.6.
pred Unguided
{
}
Listing 3.6: Empty ALLOY Predicate
Objective-specific ALLOY Predicates
A number of objective-specific sources of knowledge may lead to generation or specification
of ALLOY predicates to guide generation with an objective. We explain the generation of such
predicates with the help of two examples.
In the first example, an objective-specific source of knowledge may be the pre-condition
of model transformation. We consider the model transformation from UML class diagrams to
Relational Database Management Systems (RDBMS) models called class2rdbms. For instance,
the pre-condition the transformation states that all classes in the input model must have at least
one primary attribute. The condition is necessary for indexing and may be expressed in the
predicate shown in Listing 3.7.
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/ / A l l C l a s s e s must c o n t a i n a t l e a s t one p r im ar y a t t r i b u t e
pred a t l e a s t O n e P r i m a r y A t t r i b u t e
{
a l l c : C l a s s | some a : c . a t t r s | a . i s _ p r i m a r y== True
}
Listing 3.7: A model transformation pre-condition in ALLOY
The property isPrimary of the class Attribute is not part of the original UML specification. It
has been added to the effective UML metamodel as a new property of the class Class. Similarly,
we add the property is_persistent to the class Class to enable serialization of classes to RDBMS
models.
In the second example we use knowledge based on input domain partitioning to guide model
generation. Input domain partitioning [142] is a well-known source of knowledge to ensure
coverage of the input domain for software testing. Partitions of the modelling domain or the
metamodel are a source of knowledge to generate ALLOY predicates. These ALLOY predicates
ensure that the entire modelling domain is covered. In previous work, Franck et. al. [50] extract
partitions of an input metamodel known as model fragments. For instance, the following model
fragment states that the model to be generated must contain at least one "Classifier" object with
an empty name attribute and a "Classifier" object with non-empty name.
Classifier(name =“ ”) and Classifier(name =“.+”)
The model fragment can be transformed to an ALLOY predicate as shown in Listing 3.8.
pred modelFragment
{
some c1 : C l a s s i f i e r , c2 : C l a s s i f i e r | c1 . name=0 and c2 . name !=0
}
Listing 3.8: Model Fragment ALLOY Predicate
In Figure 3.19, we present some of the important model fragments generated from the effec-
tive UML metamodel.
3.9.2 Specifying ALLOY Run Commands with Finite Bounds
A run command tells ALLOY to search for an instance of a predicate. We may specify a scope
that bounds the size of the instances of the ALLOY model. The basic run command in shown in
Listing 3.9. The command attempts to generate an instance that satisfies the predicate example
in the finite scope of 20.
/ / A Bas i c Run Command
pred example ( ) {}
run example f o r 20
Listing 3.9: Basic ALLOY Run Command
We can go a step further and control the generation of models with variable scope for each
signature. The scope for integer and sequences may be specified as well. For instance, a scope of
5 int implies an instance can contain integers between −25and25. Similarly, 5 seq implies that
an instance can contain sequences up to a size of 5. The Listing 3.10 illustrates a run command
with variable scope.
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/ / A V a r i a b l e Scope Run Command
pred example ( ) {}
run example f o r 1 Package , 5 Class , 5 A s s o c i a t i o n , 3 P r i m i t i v e D a t a T yp e , . . . 5 in t , 5 seq
Listing 3.10: ALLOY Run Command with Variable Scope
If known in advance, we may also specify the exact scope for a signature as shown in Listing
3.11.
/ / A V a r i a b l e Scope Run Command
pred example ( ) {}
run example f o r 1 Package , e x a c t l y 5 Class , 5 A s s o c i a t i o n , e x a c t l y 3 P r i m i t i v e D a t a T yp e , . . . 5 in t , 5 seq
Listing 3.11: ALLOY Run Command with Exact Scopes
3.9.3 ALLOY Instances to EMF models
The ALLOY instances generated are in the form of atoms and relations between atoms. They
need to be transformed back to models that conform to a metamodel. This transformation is
rather straightforward as the ALLOY instances have a structure very similar to objects with
properties. PRAMANA contains a Java module that traverses the ALLOY instance and instantiates
objects with properties of the input Ecore metamodel. The ALLOY instance acts as a source of
information to recreate a valid model of the input metamodel.
3.10 Illustrative Examples: Generation UML Class Diagram Mod-
els
We generate models from the input domain of the class2rdbms transformation using the different
sources knowledge discussed in Section 3.9.1. We show the selection of 4 UML Class Diagram
(UMLCD) models.
To begin, we use the ALLOY analyzer to generate a model that conforms only to the effective
UMLCD meta-model. This is shown in Figure 3.20 (a) using UMLCD concrete syntax. The
selected test model was found in a scope of 10. The scope is the maximum number of objects for
each type (or class) in the meta-model. The model selection is performed up to the limit proposed
by the scope. We see that the resulting model satisfies all meta-model constraints. However, an
attribute of Class0 is not primary. This implies that it is not a valid input to class2rdbms.
The second generated model must contain Class objects with at least one primary attribute
which is a pre-condition for transforming UML class diagrams to indexable RDBMS models.
The model is shown in Figure 3.20 (b). The selected model has classes with at least one primary
attribute just as required by the pre-condition. The selected model was found in a maximum
scope of 20. We note that the model now has two classes Class6 and Class7, both of which have
at least one primary attribute.
Third, we generate a model that has some classes with is_persistent = True which is trans-
formation test specific objective. We generate a model in a maximum scope of 20. The resulting
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Figure 3.20: (a) Model conforming to Meta-model (b)Model conforming to Meta-model + Pre-
condition (c) Model conforming to Meta-model+ Pre-condition + Test Model Objective (d)
Model conforming to Meta-model + Pre-condition + Model Fragment
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Sources of Knowledge Time(sec)
Meta-model Only 0.78
Meta-model + Pre-condition 7.813
Meta-model + Pre-condition + Test Model Objective 7.97
Meta-model + Pre-condition + Model Fragments 10.477
Table 3.2: Test Model Selection Times
model is shown in Figure 3.20 (c). We note the class Class5 is persistent as per the objective.
RDBMS models generated from such an input model is
Finally, we introduce model fragment facts along with the meta-model and pre-condition.
The model that covers the meta-model and 5 model fragments is shown in Figure 3.20 (d). The
resulting model covers some of the model fragments facts we generated from the Ecore model.
The model is selected for a maximum scope of 20. The model fragments covered ,as described
in Figure 3.19, were MF2, MF3, MF4, MF5. This guarantees that the equivalence classes for
property values are covered at least once by a test model. In terms of test qualification, this
increases the trust we have in the test models, based on input domain coverage.
In Table 3.2, we summarize the time taken (on a P4 2.6Ghz desktop, with 1Gb RAM) to
generate models. From the table we can generally say that more knowledge we have the longer
it takes to generate models.
3.11 Validity and Complexity of Transformation to ALLOY
We need to validate the transformation from a metamodel and its invariants to an ALLOY model.
Therefore, we ask the question: Are all solutions of the ALLOY model in the modelling domain
specified by the metamodel and constraints from heterogenous sources?. We may answer this
by generating all possible solutions of the ALLOY model in a finite scope and checking if each
model conforms to the metamodel. However, generating all possible models is computationally
expensive. Therefore, can be generate an effective subset of all possible models? In Chapter 4,
we perform model generation experiments that cover the modelling domain using partitioning
strategies. We demonstrate that all effectives models generated conform to the input metamodel.
The transformation from an effective modelling domain to ALLOY has linear time com-
plexity. The transformation involves 2 passes for transforming the metamodel and 1 pass for
transforming implicit constraints in a metamodel such as composite properties, opposite proper-
ties, etc. to ALLOY facts. Therefore, the time complexity is O(3∗N) where N is the number of
concepts (total number of classes and properties) in the input metamodel.
3.12 Summary
In this chapter we present three important steps in automatic model discovery. The first step is
the metamodel pruning algorithm which is used to obtain the effective metamodel given an input
metamodel. We illustrate pruning on UML, a very large input metamodel, to obtain an effective
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metamodel that represents the class diagram subset of UML. The second step is the transfor-
mation of heterogeneous sources of knowledge including the effective metamodel, metamodel
invariants, partial model and possibly several domain-specific sources to a common constraint
model in ALLOY. We demonstrate the transformation of the class diagram subset of UML and
other sources of knowledge such as a simple partial model and model fragments for test models
to ALLOY. In the third and the final step we illustrate the generation of models that conform to
various sources of knowledge. In particular, we illustrate test model generation and partial model
completion for UML class diagrams. In the next chapter, we present experiments illustrating the
application of automatic model discovery.
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Chapter 4
Experiments in Effective Model
Discovery
In this chapter, we present two domain-specific experiments that apply and validate automatic
effective model discovery already described in Chapter 3.
1. The first application is to synthesize thousands of models to test a model transformation
using testing specific knowledge known as input domain coverage criteria|. We qualify
the effectiveness or bug detecting ability of these models via mutation analysis [99].
2. The second application is to generate model completion recommendations for a partial
model. The partial model is specified in a domain-specific model editor.
The chapter is organized as follows. In Section 4.1, we describe the model transformation
testing application. We present model discovery as model completion in a model editor in Sec-
tion 4.2.
4.1 Automatic Model Synthesis for Model Transformation Testing
Model transformations are core MDE components that automate important steps in software
development such as refinement of an input model, re-factoring to improve maintainability or
readability of the input model, aspect weaving, exogenous and endogenous transformations of
models, and generation of code from models. Although there is wide spread development of
model transformations in academia and industry the validation of transformations remains a
hard problem [19]. In this study, we address the challenges in validating model transformations
via black-box automatic test data generation. We think that black-box testing is an effective
approach to validating transformations due to the diversity of transformation languages based
on graph rewriting [17] (AToM3 [62]), imperative execution (Kermeta [100]), and rule-based
transformation (ATL [68]) that render language specific formal methods and white-box testing
currently impractical.
In black-box testing of model transformations we require test models that can detect bugs
in the model transformation. These models are graphs of inter-connected objects that must con-
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form to a meta-model and satisfy meta-constraints such as well-formedness rules, transformation
pre-conditions, and test strategies. Manually specifying several hundred test models targeting
various testing objectives is a tedious task and in many cases impossible since the modeller may
have to simultaneously satisfy numerous possibly inter-related constraints.
In this section, we apply our automatic model discovery framework PRAMANA previously
discussed in Chapter 3 to automatic test model generation. PRAMANA has to address two main
problems for test generation: identify a precise model of the transformation’s input domain;
automatically select relevant test models in the input domain. The first issue is related to the
fact that the input domain of a transformation is generally described with a general purpose
metamodel (e.g., UML). However, the effective input domain, that captures only the set of
models that can be transformed, is much smaller than the set of instances of the general purpose
metamodel. PRAMANA can prune the metamodel in order to explicitly build a subset of the
metamodel that the transformation can manipulate. PRAMANA also assists the definition of pre
conditions on the metamodel to make the input domain more precise. Once the input domain
is precisely modelled, PRAMANA can generate models in the input domain. PRAMANA either
generates models without guidance or it can use test strategies in order to have models that cover
the input domain [50].
Are the test models generated by PRAMANA able to detect bugs in a model transformation?
We answer this question by generating and comparing sets of test models using different testing
strategies. Specifically, we consider two testing strategies: unguided and input domain coverage
strategies [50]. We use mutation analysis [44] [99] for model transformations to compare these
testing strategies. Mutation analysis serves as a test oracle to determine the relatively adequacy
of generated test sets.
We perform experiments to generate test models using different testing strategies and qual-
ify them using mutation analysis. We generate test models for the representative model trans-
formation of Unified Modelling Language Class Diagram (UMLCD) to Relational Database Man-
agement Systems (RDBMS) models called class2rdbms. The mutation scores show that input
domain coverage strategies guide model generation with considerably higher bug detection abil-
ities (93%) compared to unguided generation (70%). These results are based on 3200 generated
test models and several hours of computation on a 10 machine grid of high-end servers. The
large difference in mutation scores between coverage strategies and unguided generation can
be attributed to the fact that coverage strategies enforce several aspects on test models that un-
guided generation fail to do. For instance, coverage strategies enforce injection of inheritance
in the UMLCD test models. Unguided strategies do not enforce such a requirement. Several
mutants are killed due to test models containing inheritance.
The scientific contribution in this section addresses three important questions:
• Question 1: How can we scale the approach to generating test models for large input
meta-models such the UML?
• Question 2: Does the model transformation pre-condition precisely specify the input
domain of a model transformation? If not, can automatically generated test models help
improve the pre-condition by presenting unforeseen and unwanted modelling patterns?
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• Question 3: Are we consistently able to generate effective test models for a given strategy
using our approach?
The precise contributions of this section addresses exactly these problems. We enlist them
below:
• Contribution 1: We may use meta-model pruning (see Chapter 3, Section 3.4, [131])
to prune a large input meta-model such as the UML to a subset called the effective in-
put meta-model. The effective input meta-model contains only classes, properties, their
dependencies relevant the transformation under test. The often smaller effective input
meta-model is transformed to a small formal representation in ALLOY. In contrast, trans-
forming a large input meta-model such as the whole of UML to ALLOY results in a formal
model that renders SAT solving intractable due to the large number of signatures and facts.
• Contribution 2: We show how automatically generated test models can help us improve
a model transformation’s pre-condition. For instance, the test models we generate for the
case study transformation class2rdbms helps us discover new pre-condition constraints.
These pre-conditions were not initially envisaged by the panel of world experts in model-
driven engineering who propose the class2rdbms as the benchmark case study at the MTIP
workshop [22]. We show that automatic generation can help us rapidly discover structures
that human or even experts cannot preview in advance or require several years of transfor-
mation usage experience.
• Contribution 3: We show that PRAMANA consistently generates effective test models for
a given strategy. We illustrate consistency by demonstrating that generating multiple test
models for the same test strategy does not significantly change mutation scores. These
test models correspond to multiple non-isomorphic solutions obtained using ALLOY’s
symmetry breaking scheme [133].
4.1.1 Problem Description
We present the problem of black-box testing model transformations. A model transformation
MT (I,O) is a program applied on a set of input models I to produce a set of output models
O as illustrated in Figure 4.1. The set of all input models is specified by a meta-model MMI .
The set of all output models is specified by meta-model MMO. The pre-condition of the model
transformation pre(MT ) further constrains the input domain. A post-condition post(MT ) lim-
its the model transformation to producing a subset of all possible output models. The model
transformation is developed based on a set of requirements MTRequirements.
Model generation for black-box testing involves finding valid input models we call test mod-
els from the set of all input models I. Test models must satisfy constraints that increase the trust
in the quality of these models as test data and thus should increase their capabilities to detect
bugs in the model transformation MT(I,O). Bugs may also exist in the input meta-model and its
invariants MMI or the transformation pre-condition pre(MT ). However, in this study we only
focus on detecting bugs in a transformation.
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Figure 4.1: A Model Transformation
4.1.2 Transformation Case Study
Our case study is the transformation from simple UML Class Diagram models to RDBMS models
called class2rdbms. In this section we briefly describe class2rdbms and discuss why it is a
representative transformation to validate test model generation strategies.
In black-box testing we need input models that conform to the input meta-model MMI and
transformation pre-condition pre(MT ). Therefore, we only discuss the MMI and pre(MT ) for
class2rdbms and avoid discussion of the model transformation output domain. In Figure 4.2, we
present a subset of the UML input meta-model for class2rdbms. The concepts and relationships
in the input meta-model are stored as an Ecore model [53] (Figure 4.2 (a)). The invariants on
the UMLCD Ecore model, expressed in Object Constraint Language (OCL) [106], are shown in
Figure 4.2 (b). The Ecore model and the invariants together represent the true input meta-model
for class2rdbms. The OCL and Ecore are industry standards used to develop meta-models and
specify different invariants on them. OCL is not a domain-specific language to specify invari-
ants. However, it is designed to formally encode natural language requirements specifications
independent of its domain. In [144] the authors present some limitations of OCL.
The input meta-model MMI gives an initial specification of the input domain. However, the
model transformation itself has a pre-condition pre(MT ) that test models need to satisfy to be
correctly processed. Constraints in the pre-condition for class2rdbms include: (a) All Class
objects must have at least one primary Property object (b) The type of an Property object can
be a Class C, but finally the transitive closure of the type of Property objects of Class C must
end with type PrimitiveDataType. In our case we approximate this recursive closure constraint
by stating that Property object can be of type Class up to a depth of 3 and the 4th time it should
have a type PrimitiveDataType. This is a finitization operation to avoid navigation in an infinite
loop. (c) A Class object cannot have an Association and an Property object of the same name
(d) There are no cycles between non-persistent Class objects. These initial pre-conditions are
transformed to ALLOY and are presented in Appendix 6.5.
We choose class2rdbms as our representative case study to validate input selection strate-
gies. It serves as a sufficient case study for several reasons. The transformation is the benchmark
proposed in the MTIP workshop at the MoDELS 2005 conference [22] to experiment and val-
idate model transformation language features. The input domain meta-model of simple UML
class diagram model covers all major meta-modelling concepts such as inheritance, composi-
tion, finite and infinite multiplicities. The constraints on the simple UML meta-model contain
both first-order and higher-order constraints. There also exists a constraint to test transitive clo-
sure properties on the input model such as there must be no cyclic inheritance. The class2rdbms
exercises most major model transformation operators such as navigation, creation, and filter-
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Ecore Meta-model  
name: String
Classifier
name: String
Association
is_primary: Boolean
name: String
Attribute
is_persistent: Boolean
Class
PrimitiveDataType
ClassModel
type
1
classifier
*
dest1 src1
association
*
parent
0..1
1..* attrs
(a)
OCL Invariants
context Class  
 inv noCyclicInheritance: 
  not self.allParents()->includes(self) 
 inv uniqueAttributesName: 
  self.attrs->forAll(att1, att2 | 
   att1.name=att2.name implies att1=att2) 
context ClassModel  
 inv uniqueClassifierNames: 
  self.classifier->forAll(c1, c2 | 
   c1.name=c2.name implies c1=c2) 
 inv uniqueClassAssociationSourceName : 
  self.association->forAll(ass1, ass2 | 
   ass1.name=ass2.name implies  
   (ass1=ass2 or ass1.src != ass2.src)) 
(b)
Figure 4.2: (a) Simple UML Ecore Meta-model (b) OCL constraints on the Ecore meta-model
ing (described in more detail in [99]) enabling us to test essential model transformation features.
Among the limitations the UMLCD meta-model does not contain Integer and Float attributes. The
number of classes in the UMLCD meta-model is not very high when compared to the standard
UML 2.0 specification. There are also no inter meta-model references and arbitrary contain-
ments in the simple meta-model. However, this not really limitation in our approach as we claim
that specifying a test model requires only a small subset of the entire meta-model and extracting
this subset via meta-model pruning is part of our methodology.
Model generation is relatively fast but performing mutation analysis is extremely time con-
suming. Therefore, we perform mutation analysis on class2rdbms to qualify transformation and
meta-model independent strategies for model synthesis. If these strategies prove to be useful
in the case of class2rdbms then we recommend the use of these strategies to guide model syn-
thesis in the input domain of other model transformations as an initial test generation step. For
instance, in our experiments, we see that generation of a 15 class UMLCD models takes about
20 seconds and mutation analysis of a set of 20 such models takes about 3 hours on a multi-core
high-end server. Generating thousands of models for different transformations takes about 10%
of the time while performing mutation analysis takes most of the time.
4.1.3 Automatic Test Model Generation and Qualification Methodology
We outline the methodology for test generation using PRAMANA and qualification of the gen-
erated test models via mutation analysis in Figure 4.3. Concisely, the test model generation
methodology follows the steps:
1. PRAMANA performs static analysis on the model transformation MT to obtain the initial
set of used types and properties.
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Figure 4.3: PRAMANA Methodology for Automatic Test Generation and Mutation Analysis
based Qualification
2. PRAMANA performs metamodel pruning of MMI using these used types and properties to
obtain the effective input metamodel eMMI (details in Chapter 3, Section 3.4)
3. PRAMANA transforms eMMI , its invariants C, the transformation pre-condition pre(MT )
and test strategy to an ALLOY model (details in Chapter 3, Sections 3.5, 3.6, 3.7).
4. PRAMANA generates models to detect inconsistencies in test strategy predicates. These
test strategy predicates in ALLOY are automatically generated in the previous step and
are included in the ALLOY model. For instance, a predicate contains a model fragment
that is desirable in a test model (see Section 3.9 for more information on fragments). We
attempt to synthesize a model that satisfies the conjunction of the predicate, the ALLOY
model representation of the metamodel eMMI , its invariants C, and pre(MT ). If we fail
to generate a model in a maximum finite scope then we eliminate the predicate as it is
inconsistent with eMMI , its invariants C, and pre(MT ) (introduced in Section 3.9)
5. Finally, PRAMANA generates sets of test models that satisfy all consistent predicates repre-
senting test strategies in a finite scope using run commands for each predicate (introduced
in Chapter 3, Section 3.9). It can also generate multiple non-isomorphic test models by
soliciting ALLOY’s symmetry breaking scheme [133] currently applicable to the MiniSAT
[46] SAT solver.
The generated models may lead to raising of general exceptions such as memory leaks, di-
vide by zero, infinite loops in the model transformation MT as its initial pre-condition definition
may not have been well defined. In the following Section 4.1.3, we show how automatically gen-
erated models resulted in discovery of patterns that were not foreseen by experts who original
designed the transformation class2rdbms.
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Figure 4.4: Model Excerpt for Pre-condition Improvement
After discovering pre-conditions that no longer lead to generation of models that are raise
exceptions we regenerate sets of test models. We qualify the sets of generated test models via
mutation analysis (see Section 4.1.4).
Pre-condition Improvement
The execution of a transformation helps us discover new constraints for the pre-condition pre(MT )
of the transformation MT . In this sub-section we illustrate how some of the constraints in the
pre-condition of the transformation class2rdbms are discovered.
The discovery of a pre-condition starts with the detection of abnormal behaviour during the
execution of automatically generated models. These may include exceptions such as memory
leaks, infinite loops, or divide by zero errors. Models not previously considered by the model
transformation specification often result in such exceptions. The exception handling mechanism
in Kermeta allows us to detect and catch these exceptions. First, we prevent the lock of the
execution when a transformation runs into infinite loop. For instance, this situation occurs when
input models are navigated through a series of associations that can create loop structure in the
transformation class2rdbms. These loops structures can navigate through diverse concepts such
as inheritance trees, associations, and type of attributes. The Kermeta interpreter throws an
StackOverflowError exception when it detects such a problem.
Second, we detect other inconsistencies when output models produced from an automatically
generated input model are not in the output domain. The output domain specified by an output
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metamodel MMO, set of invariants on it CO, and a post-condition post(MT ). In our case study,
the transformation class2rdbms can produce ill-formed RDBMS models outside the valid output
domain. A typical example is when a table contains several columns with same name. We detect
these inconsistencies by checking if output models conform to the output metamodel (Ecore
model of the metamodel with invariants) and satisfy post-conditions of the model transformation.
The Figure 4.4 illustrates this detection. It represents an excerpt (bottom part) of an output model
produced by the original transformation of a generated model (excerpt on the top part).
Our tool isolates inconsistent output models and corresponding input models. We then use
a traceability mechanism and tool such as in [55] to restrain the analysis of these models on
excerpts such as the one illustrated in Figure 4.4. Class named A is transformed into one table
because it is persistent. It redefined an association of the Class B. Two associations with the same
name asso1 point to classes with the same attribute/property att1. Respecting the specification,
the original transformations produces a table with two columns named asso1_att1. This does not
conform to the RDBMS metamodel and it is detected by our tool. Construction of such models
can be prevented by generating objects with different names. We solve this inconsistency by
creating a new pre-condition constraint that protects the transformation from executing such
models. We also regenerate new models that satisfy the new pre-condition constraints. For
instance, the faulty model excerpt in Figure 4.4 can help us produce a new pre-condition that
states:
In the classes of an inheritance tree, two associations with the same name can’t point to
classes that have (or their parent) attributes with same names.
Several new pre-conditions were discovered for the class2rdbms case study. We enlist nine
newly discovered ALLOY facts in Appendix 6.6 apart from the initial set of pre-condition con-
straints as shown in Appendix 6.5. These ALLOY facts can be easily expressed in OCL to
improve the pre-condition specification of class2rdbms. The conditions may even be applicable
to commercial implementations of class2rdbms.
4.1.4 Qualifying Models: Mutation Analysis for Model Transformation Testing
We generate sets of test models using different strategies and qualify these sets via mutation
analysis [44]. Mutation analysis involves creating a set of faulty versions or mutants of a pro-
gram. A test set must distinguish the program output from all the output of its mutants. In
practice, faults are modelled as a set of mutation operators where each operator represents a
class of faults. A mutation operator is applied to the program under test to create each mutant.
A mutant is killed when at least one test model detects the pre-injected fault. It is detected when
program output and mutant output are different. A test set is relatively adequate if it kills all
mutants of the original program. A mutation score is associated to the test set to measure its
effectiveness in terms of percentage of the killed/revealed mutants.
We use the mutation analysis operators for model transformations presented in our previous
work [99]. These mutation operators are based on three abstract operations linked to the basic
treatments in a model transformation: the navigation of the models through the relations be-
tween the classes, the filtering of collections of objects, the creation and the modification of the
elements of the output model. Using this basis we define several mutation operators that inject
faults in model transformations:
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Table 4.1: Repartition of the class2rdbms mutants depending on the mutation operator applied
Mutation Operator CFCA CFCD CFCP CACD CACA RSMA RSMD ROCC RSCC Total
Number of Mutants 19 18 38 11 9 72 12 12 9 200
Relation to the same class change (RSCC): The navigation of one association toward a
class is replaced with the navigation of another association to the same class.
Relation to another class change (ROCC): The navigation of an association toward a class
is replaced with the navigation of another association to another class.
Relation sequence modification with deletion (RSMD): This operator removes the last
step off from a navigation which successively navigates several relations.
Relation sequence modification with addition (RSMA): This operator does the opposite
of RSMD, adding the navigation of a relation to an existing navigation.
Collection filtering change with perturbation (CFCP): The filtering criterion, which could
be on a property or the type of the classes filtered, is disturbed.
Collection filtering change with deletion (CFCD): This operator deletes a filter on a col-
lection; the mutant operation returns the collection it was supposed to filter.
Collection filtering change with addition (CFCA): This operator does the opposite of
CFCD. It uses a collection and processes an additional filtering on it.
Class compatible creation replacement (CCCR): The creation of an object is replaced by
the creation of an instance of another class of the same inheritance tree.
Classes association creation deletion (CACD): This operator deletes the creation of an
association between two instances.
Classes association creation addition (CACA): This operator adds a useless creation of a
relation between two instances.
Using these operators, we produced two hundred mutants from the class2rdbms model trans-
formation with the repartition indicated in Table 4.1.
In general, not all mutants injected become faults as some of them are equivalent and can
never be detected. The controlled experiments presented in this empirical study uses mutants
presented in our previous work [99]. We have clearly identified faults and equivalent mutants to
study the effect of our generated test models.
4.1.5 Test Strategies
Good strategies to guide automatic model generation are required to obtain test models that
detect bugs in a model transformation. We define a strategy as a process that generates AL-
LOY predicates which are constraints added to the ALLOY model synthesized by PRAMANA as
described in Section 4.1.3. This combined ALLOY model is solved and the solutions are trans-
formed to model instances of the input meta-model that satisfy the predicate. We present the
following strategies to guide model generation:
• Random/Unguided Strategy: The basic form of model generation is unguided where
only the ALLOY model obtained from the meta-model and transformation is used to gen-
erate models. No extra knowledge is supplied to the solver in order to generate models.
The strategy yields an empty ALLOY predicate as shown in Listing 4.1.
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pred random { }
Listing 4.1: Empty ALLOY Predicate
• Input-domain Partition based Strategies: We guide generation of models using test
criteria to combine partitions on domains of all properties of a meta-model (cardinality
of references or domain of primitive types for attributes). A partition of a set of elements
is a collection of n ranges A1,..., An such that A1, ..., An do not overlap and the union of
all subsets forms the initial set. These subsets are called ranges. We use partitions of
the input domain since the number of models in the domain are infinitely many. Using
partitions of the properties of a meta-model we define two test criteria that are based on
different strategies for combining partitions of properties. Each criterion defines a set
of model fragments to cover an input meta-model. These fragments are transformed to
predicates on meta-model properties by PRAMANA. For a set of test models to cover the
input domain at least one model in the set must cover each of these model fragments. We
generate model fragment predicates using the following test criteria to combine partitions
(cartesian product of partitions):
– AllRanges Criteria: AllRanges specifies that each range in the partition of each
property must be covered by at least one test model.
– AllPartitions Criteria: AllPartitions specifies that the whole partition of each prop-
erty must be covered by at least one test model.
The notion of test criteria to generate model fragments was initially proposed in the paper
[50]. The accompanying tool called Meta-model Coverage Checker (MMCC) [50] generates
model fragments using different test criteria taking any meta-model as input. Then, the tool
automatically computes the coverage of a set of test models according to the generated model
fragments. If some fragments are not covered, the set of test models should be improved in order
to reach a better coverage.
In this study, we use the model fragments generated by MMCC for the UMLCD Ecore model
(Figure 4.2). We use the criteria AllRanges and AllPartitions. For example, in Table 4.2, mfAll-
Ranges1 and mfAllRanges2 are model fragments generated by PRAMANA using MMCC [50] for
the name property of a classifier object. The mfAllRanges1 states that there must be at least one
classifier object with an empty name while mfAllRanges2 states that there must be at least one
classifier object with a non-empty name. These values for name are the ranges for the property.
The model fragments chosen using AllRanges mfAllRanges1 and mfAllRanges2 define two parti-
tions partition1 and partition2. The model fragment mfAllPartitions1 chosen using AllPartitions
defines both partition1 and partition2.
These model fragments are transformed to ALLOY predicates by PRAMANA. For instance,
model fragment mfAllRanges7 is transformed to the predicate in Listing 4.2.
pred mfAllRanges7
{
some c : C l a s s | # c . a t t r i b u t e =1
}
Listing 4.2: ALLOY Predicate for mfAllRanges7
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As mentioned in our previous work [50] if a test set contains models where all model frag-
ments are contained in at least one model then we say that the input domain is completely
covered. However, these model fragments are generated considering only the concepts and re-
lationships in the Ecore model and they do not take into account the constraints on the Ecore
model. Therefore, not all model fragments are consistent with the input meta-model because
the generated models that contain these model fragments do not satisfy the constraints on the
meta-model. PRAMANA invokes the ALLOY Analyzer [66] to automatically check if a model
containing a model fragment and satisfying the input domain can be synthesized for a general
scope of number of objects. This allows us to detect inconsistent model fragments. For example,
the following predicate, mfAllRanges7a, is the ALLOY representation of a model fragment spec-
ifying that some Class object does not have any Property object. PRAMANA calls the ALLOY
API to execute the run statement for the predicate mfAllRanges7a along with the base ALLOY
model to create a model that contains up to 30 objects per class/concept/signature (see Listing
4.3).
pred mfAllRange7a
{
some c : C l a s s | #c . a t t r i b u t e = 0
}
run mfAllRanges7 f o r 30
Table 4.2: Consistent Model Fragments Generated using AllRanges and AllPartitions Strategies
Model-Fragment Description
mfAllRanges1 A Classifier c | c.name =“”
mfAllRanges2 A Classifier c | c.name! =“”
mfAllRanges3 A Class c | c.is_persistent = True
mfAllRanges4 A Class c | c.is_persistent = False
mfAllRanges5 A Class c | #c.parent = 0
mfAllRanges6 A Class c | #c.parent = 1
mfAllRanges7 A Class c | #c.attribute = 1
mfAllRanges8 A Class c | #c.attribute > 1
mfAllRanges9 An Property a | a.is_primary = True
mfAllRanges10 An Property a | a.name =“”
mfAllRanges11 An Property a | a.name! =“”
mfAllRanges12 An Property a | #a.datatype = 1
mfAllRanges13 An Association as | as.name =“”
mfAllRanges14 An Association as | #as.dest = 0
mfAllRanges15 An Association as | #as.dest = 1
mfAllPartitions1 Classifiers c1,c2 | c1.name =“” and c2.name! =“”
mfAllPartitions2 Classes c1,c2 | c1.is_persistent = True and c2.is_persistent = False
mfAllPartitions3 Classes c1,c2 | #c1.parent = 0 and #c2.parent = 1
mfAllPartitions4 Propertys a1,a2 | a1.is_primary = True and a2.is_primary = False
mfAllPartitions5 Associations as1,as2 | as1.name =“” and as2.name! =“”
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Listing 4.3: ALLOY Predicate and Run Command
The ALLOY analyzer yields a no solution to the run statement indicating that the model
fragment is not consistent with the input domain specification. This is because no model can be
created with this model fragment that also satisfies an input domain constraint that states that
every Class must have at least one Property object as shown in Listing 4.4.
s i g C l a s s e x t e n d s C l a s s i f i e r
{ . . .
a t t r i b u t e : some P r o p e r t y
. . .
}
Listing 4.4: Example ALLOY Signature
In Listing 4.4, some indicates 1..*. However, if a model solution can be found using ALLOY
we call it a consistent model fragment. MMCC generates a total of 15 consistent model frag-
ments using AllRanges and 5 model fragments using the AllPartitions strategy, as shown in Table
4.2.
4.1.6 Experiments
Experimental Setup and Execution
We use the methodology in Section 4.1.3 to compare coverage based test generation with un-
guided/random test model generation.
We generate sets of test models based on factorial experimental design [111]. We consider
the exact number of objects for each class in the effective input meta-model as factors for ex-
perimental design. A factor level is the exact number of objects of a given class in a test model.
These factors help study the effect of number of different types of objects on the mutation score.
For instance, we can ask questions such as whether a large number of Association objects have
a correlation with the mutation score? The large number of Association objects also indicates a
highly connected UML class diagram test model. We decide these factor levels by simple exper-
imentation such as verifying if models can be generated in reasonable amount of time given that
we need to generate thousands of test models in a few hours. We also want to cover a combina-
tion of a large number of varying factor levels. We have 8 different factor levels for the different
classes in the UML class diagram effective input meta-model as shown in Table 4.3. Other fac-
tors that may affect but are not considered for test model generation are the use different SAT
solvers such as SAT4J, MiniSAT, or ZChaff, maximum time to solve, t-wise interaction between
model fragments.
The AllRanges criteria on the UMLCD meta-model gives 15 consistent model fragments (see
Table 4.2). We have 150 models in a set, where 10 non-isomorphic models satisfies each differ-
ent model fragment. We generate 10 non-isomorphic models to verify that mutation scores do
not drastically change within each solution. We synthesize 8 sets of 150 models using different
levels for factors as shown in Table 4.3 (see rows 1,2,3,4,5,6). The total number of models in
these 8 sets is 1200.
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Table 4.3: Factors and their Levels for Test Sets
Factors S1 S2 S3 S4 S5 S6 S7 S8
#ClassModel 1 1 1 1 1 1 1 1
#Class 5 5 15 15 5 15 5 15
#Association 5 15 5 15 5 5 15 15
#Attribute 25 25 25 25 30 30 30 30
#PrimitiveDataType 4 4 4 4 4 4 4 4
Bit-width Integer 5 5 5 5 5 5 5 5
#Models/Set
AllRanges
15 15 15 15 15 15 15 15
#Models/Set
Unguided
15 15 15 15 15 15 15 15
#Models/Set
AllPartitions
5 5 5 5 5 5 5
#Models/Set
Unguided
5 5 5 5 5 5 5
Table 4.4: Mutation Scores in Percentage for All Test Model Sets
Set 1 2 3 4 5 6 7 8
Unguided 150 models/set in 8 sets 68.56 69.9 68.04 70.1 70.1 68.55 69 70.1
AllRanges 150 models/set in 8 sets 88.14 92.26 81.44 85 91.23 80.4 91.23 88.14
Unguided 50 models/set in 8 sets 70.1 62.17 68.04 70.1 65.46 68.04 69.94 70.1
AllPartitions 50 models/set in 8 sets 90.72 93.3 84.53 87.62 87.62 82.98 92.78 88.66
The AllPartitions criteria gives 5 consistent model fragments. We have 50 test models in a
set, where 10 non-isomorphic test models satisfies a different model fragment. We synthesize 8
sets of 50 models using factor levels shown in Table 4.3. The levels for factors for AllRanges
and AllPartitions are the same. Total number of models in the 8 sets is 400. The selection of
these factors at the moment is not based on a problem-independent strategy.
We compare test sets generated using AllRanges and AllPartitions with unguided test sets.
For each test set of coverage based strategies we generate an equal number of random/unguided
models as a reference to qualify the efficiency of different strategies. Precisely, we have 8 sets
of 150 unguided test models to compare with AllRanges and 8 sets of 50 unguided test models
to compare with AllPartitions. We use the factor levels in Table 4.3.
To summarize, we generate a total of 3200 models using an Intel(R) CoreT M 2 Duo processor
with 4GB of RAM. We perform mutation analysis of these sets to obtain mutation scores on a
grid of 10 Intel Celeron 440 high-end computers. The computation time for generating 3200
models was about 3 hours and mutation analysis took about 1 week. We discuss the results of
mutation analysis in the following section.
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Results and Discussion
Mutation scores for AllRanges test sets are shown in Table 4.4 (row 2). Mutation scores for test
sets obtained using AllPartitions are shown in Table 4.4 (row 4). We discuss the effects of the
influencing factors on the mutation score:
• The number of Class objects and Association objects are factors that have a strong correla-
tion with the mutation score. This is due to a specific characteristic of the transformation.
The transformation class2rdbms principally transforms all persistent classes in an UML
model to tables in RDBMS and all attributes/associations to columns. Therefore, the prob-
ability of finding a fault that process classes and associations is high. We notice this
correlation due to an increase in mutation score with the level of these factors. This is true
for sets from unguided and model fragments based strategies. For instance, the lowest
mutation score using AllRanges is 80.41 %. This corresponds to set 1 where the factor
levels are 1,5,5,25,4,5 (see Column for set 1 in Table 4.3) and highest mutation scores are
91,24 and 92,27% where the factor levels are 1,15,5,25,4,5 and 1,5,15,25,4,5 respectively
(see Columns for set 3 and set 7 in Table 4.3).
• We observe that AllPartitions test sets containing only 50 models/set gives a score of max-
imum 93.3%. The AllPartitions strategy demonstrates that knowledge from two different
partitions satisfied by one test model greatly improves bug detecting efficiency. This also
opens a new research direction to explore: Finding strategies to combine model fragments
to guide generation of smaller sets of complex test models with better bug detecting ef-
fectiveness.
We compare unguided test sets with model fragment guided sets in the box-whisker diagram
shown in Figure 4.5. The box whisker diagram is useful to visualize groups of numerical data
such as mutation scores for test sets. Each box in the diagram is divided into lower quartile
(25%), median, upper quartile (75% and above), and largest observation and contains statisti-
cally significant values. A box may also indicate which observations, if any, might be considered
outliers or whiskers. In the box whisker diagram of Figure 4.5 we shown 4 boxes with whiskers
for unguided sets and sets for AllRanges and AllPartitions. The X-axis of this plot represents the
strategy used to select sets of test models and the Y-axis represents the mutation score for the
sets.
We make the following observations from the box-whisker diagram:
• Both the boxes of AllRanges and AllPartitions represent mutation scores higher than cor-
responding unguided sets.
• The high median mutation scores for strategies AllRanges 88.14% and AllPartitions 88.14%
indicate that both these strategies return consistently good test sets.
• The small size of the box for AllPartitions compared to the AllRanges box indicates its
relative convergence to good sets of test models.
• The small set of 50 models using AllPartitions gives mutations scores equal or greater than
150 models/set using AllRanges. This implies that it is a more efficient strategy for test
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Figure 4.5: Box-whisker Diagram to Compare Automatic Model Generation Strategies
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model selection. The main consequence is a reduced effort to write corresponding test
oracles [99] with 50 models compared to 150 models.
• Despite the generation of multiple solutions (10 solutions for each model fragment or an
empty fragment for unguided generation) for each strategy we see a consistent behaviour
in the mutation scores. There is no large difference in the mutation scores especially for
unguided generation. The median is 69% and the mutation scores range between 68% and
70%. The AllRanges and AllPartitions vary a little more in their mutation scores due to a
larger coverage of the effective input meta-model.
The freely and automatically obtained knowledge from the input meta-model using the
MMCC algorithm shows that AllRanges and AllPartitions are successful strategies to guide test
generation. They have higher mutation scores with the same sources of knowledge used to gener-
ate unguided test sets. A manual analysis of the test models reveals that injection of inheritance
via the parent relation in model fragments results in higher mutation scores. Most unguided
models do not contain inheritance relationships as it is not imposed by the meta-model.
What about the 7% of the mutants that remain alive given that the highest mutation score is
93.3%? We note by an analysis of the live mutants that they are the same for both AllRanges and
AllPartitions. There remain 19 live mutants in a total of 200 injected mutants (with 6 equivalent
mutants). In the median case both AllRanges and AllPartitions strategy give a mutation score
of 88.14%. The live mutants in the median case are mutants not killed due to fewer objects in
models.
To consistently achieve a higher mutation score we need more CPU speed, memory and
parallelization to efficiently generate larger test models and perform mutation analysis on them.
This extension of our work has not be been explored by us. It is important for us to remark
that some live mutants can only be killed with more information about the model transformation
such as those derived from its requirements specification. For instance, one of the remaining
live mutant requires a test model with a class containing several primitive type attributes such
that at least one is a primary attribute. A test model that satisfies such a requirement requires the
combination of model fragments imposing the need for several attributes in a class A, attributes
of class A must have primitive types, at least one primary attribute in the class A, and at least
one non-primary attribute in the class A. This requirement can either be specified by manually
creating a combination of fragments or by developing a better general test strategy to combine
multiple model fragments. In another situation, we observe that not all model fragments are
consistent with the input domain and hence they do not really cover the entire meta-model.
Therefore, we miss killing some mutants. This information could help improve partitioning and
combination strategies to generate better test sets.
4.1.7 Conclusion for Test Generation
Black-box testing exhibits the challenging problem of developing efficient model generation
strategies. In this empirical study we use PRAMANA to generate models conforming to the input
domain and guided by different test strategies. First, PRAMANA helps us precisely specify the
input domain of a model transformation via meta-model pruning (if necessary) and pre-condition
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improvement. Second, we use PRAMANA to generate sets of test models that compare coverage
and unguided strategies for model generation. All test sets using these strategies detect faults
given by their mutation scores. The comparison of coverage strategies with unguided generation
taught us that both strategies AllPartitions and AllRanges look very promising. Coverage strate-
gies give a maximum mutation score of 93% compared to a maximum mutation score of 70% in
the case of unguided test sets. We observe that mutation scores do not vary drastically despite
the generation of multiple solutions for the same test strategy. We conclude from our experi-
ments that the AllPartitions strategy is a promising strategy to consistently generate a small test
of test models with a good mutation score. However, to improve efficiency of test sets we might
require effort from the test designer to obtain test model knowledge/test strategy that take the
internal model transformation design requirements into account.
4.2 Towards Model Completion in Domain-specific Model Editors
Documents in the form of computer programs, diagrams, chemical formulas, and markup text
can currently be edited in document editors called structure editors. These structure editors are
cognizant of the document’s underlying structure such as the grammatical syntax or a formal
grammar of the language. Functionally, these structure editors are syntax or language-directed
to aid the user by presenting recommendations for completion of code, text, or a diagram based
on correct possibilities prescribed by the underlying structure. This enables faster document
development with fewer errors. However, structure editors are separately constructed for each
domain-specific language and are built mainly for grammar-based textual languages. We are
interested in the subject of extending structure editors from high-level models built using the
principles of Model Driven Engineering (MDE) [52] where domain-specific model editors are
automatically synthesized for a variety of modelling languages.
In MDE, given a meta-model specification of a domain-specific modelling language, soft-
ware tools can automatically generate domain-specific model editors. For example, generative
modelling tools such as AToM3 (A Tool for Multi-formalism Meta-modelling) [43][62],GME
(Generic Modelling Environment)[12], GMF (Eclipse Graphical Modelling Framework)[72] can
synthesize a domain-specific visual model editor from a declarative specification of a domain-
specific modelling language. A declarative specification consists of a meta-model and a visu-
al/textual syntax that describes how language elements (objects and relationships) manifest in
the model editor. The designer of a model uses this model editor to construct a model on a
drawing canvas. This is analogous to using an integrated development environment (IDE) to
enter a program or a word processor to enter sentences. However, IDEs such as Eclipse present
recommendations for completing a program statement when possible based on its grammar and
existing libraries [15]. Similarly, Microsoft Word presents grammatical correction recommenda-
tions if a sentence does not conform to a natural language grammar. Therefore, we ask: Can
we extrapolate similar technology or develop new technology for partial models constructed in
a model editor for a domain-specific modelling language (DSML)?
Extrapolating code completion techniques for model completion is not feasible in the general
case. The first reason is the difference between the underlying structure of code and models.
Code completion techniques use the Backus-Naur Form (BNF) grammar of a programming
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language while models are specified by a meta-model and constraints on it. Second, model
completion must consider completing the entire model as constraints can span entire models
unlike code completion which presents solutions at a program statement level. Third, in terms of
reduction in effort model completion must help reduce the effort of a modeller by automatically
satisfying all relevant language constraints since in general they may be too hard for a modeller
to resolve manually. The output of model completion must be one or many valid models that
conform to their language. This notion of reduction in effort is different from that in code
completion. Code completion presents local suggestions to complete navigational expressions
or concept names but it does not perform constraint satisfaction to output a valid program. In the
general case, model completion may take more time than code or sentence completion which are
almost instantaneous. Therefore, there is a need to develop new techniques for model completion
with different goals such as relaxing the exigence towards time to complete.
The major difficulty for providing completion capabilities in model editors is to integrate
heterogeneous sources of knowledge in the computation of the possible solutions for comple-
tion. The completion algorithm must take into account the concepts defined in the meta-model,
constraints on the concepts and the partial model built by a domain expert/user. The difficulty is
that these three sources of knowledge are obviously related (they refer to the same concepts) but
are expressed in different languages, sometimes in different files, and in most cases by different
people and at different moments in the development cycle as they are separable concerns.
In this section, we propose present a transformation from a partial model to an ALLOY[65]
[66] predicate. The generated ALLOY predicate is included in the ALLOY model generated from
the metamodel of a DSML. The transformation of a metamodel has been discussed in Chapter
3. The predicate is solved to obtain recommendations for completing the partial model in a
model editor. Our transformation from the heterogeneous sources to ALLOY is integrated in the
software tool AToM3.
The scientific contribution in this section addresses two important questions:
• Question 1: How can we generate a complete model(s) from a partial model specification?
• Question 2: How can we integrate a model completion mechanism in a domain-specific
model editor?
The precise contributions of this section addresses exactly these problems. We enlist them
below:
• Contribution 1: First, the DSML metamodel and its invariants in transformed to a base
ALLOY [65] model using techniques already described in Chapter 3. In this section
present a transformation from a partial model to an ALLOY predicate and concatenate
it to the base ALLOY model. The predicate representing the partial model is solved in
the resulting ALLOY model to generate complete models that conform to the metamodel
specification.
• Contribution 2: We integrate this model completion mechanism into the metamodeling
environment AToM3 such that any DSML generated using AToM3 by construction comes
with model completion. Users can create partial models in a DSML generated using AToM3
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and automatically obtain recommendations to complete them by clicking on a button. The
complete models are shown in the concrete visual syntax of the DSML.
An overview of our methodology is presented in Section 4.2.1. One of the key parts of our
methodology is the automatic synthesis of domain-specific model editors from their specification
comprising of the meta-model and visual syntax. This process is described in Section 4.2.2.
The component that will add model completion ability to the synthesized model editor is a
transformation from a partial model to an ALLOY predicate. We present this transformation
in Section 4.2.6. Once we include this transformation into the synthesis of a domain-specific
model editor we are able to synthesize domain-specific model editors with automatic model
completion. We describe the model completion process in Section 4.2.8. We present examples of
model completion recommendations generated for partial models in Section 4.2.9. We conclude
in Section 4.2.10.
4.2.1 Methodology for Model Completion
The development and use of a domain-specific model editor with automatic model completion
can be divided into the following phases and sub-phases:
1. Specification of a domain-specific modelling language (in AToM3)
(a) Specification of a metamodel
i. Specification of a class diagram (Ecore model)
ii. Specification of facts on the concepts in the class diagram (ALLOY facts in our
case)
(b) Specification of a visual syntax in an icon editor (available in AToM3) for concepts
in the metamodel
2. Transformation of metamodel and visual syntax to a model editor
(a) Synthesis of an editor with buttons, menus and icons
(b) Synthesis of a drawing canvas with features such as automatic layout
(c) Synthesis of a clickable widget for model completion
(d) Synthesis of a dialog box for specifying model completion parameters
3. User interaction
(a) Drawing a partial model on the canvas
(b) Editing model completion parameters
(c) Click on a button to generate complete model(s)
4. Model Completion (hidden from user)
(a) Transformation to a base ALLOY model from the Ecore model
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(b) Augmenting metamodel facts with base ALLOY model
(c) Synthesis of an ALLOY predicate from partial model and augmentation to base AL-
LOY model
(d) Synthesis of run commands from the model completion parameters and augmenta-
tion to current ALLOY model
(e) Solving final ALLOY model and returning complete models as recommendations to
the model editor
The specification of a domain-specific language is usually done by a language designer who
interacts with domain experts to identify the concepts, their properties and relationships in a
domain of knowledge, science or engineering. The language designer also develops a repos-
itory of constraints among the concepts and its properties. The assembly of the concepts and
relationships is expressed as an Ecore model by the language designer. The constraints on the
Ecore model or class diagram (CD) are expressed in a formal constraint language. Preferably, a
constraint language that has a finite number of solutions and is decidable. In our methodology
we use facts expressed in the language ALLOY to represent such constraints. The CD and the set
of constraints on it results in the metamodel of a Domain-specific Modelling Language (DSML)
A visual syntax designer specifies a concrete visual syntax for the concepts and relationships
in the modelling language. In our methodology we use the AToM3 icon editor to specify a visual
syntax. In Section 4.2.2 we discuss in detail the specification of the modelling language for
Finite State Machines (FSM) along with a visual syntax.
Once we have all the elements (metamodel and visual syntax) necessary for a domain-
specific modelling language a model transformation engineer develops a transformation to syn-
thesize a visual domain-specific model editor from these elements. The model editor consists
of buttons, menus, and a canvas. A user can select and drop objects on a drawing canvas and
connect them using relationships. The objects are manifested as icons as specified in the icon
editor for the concrete visual syntax by the visual syntax designer. The relationships are links
between these icons. In the model editor by clicking on the icon the user can edit or specify the
values of properties.
In our work, we extend this model transformation by transforming the metamodel to an
ALLOY model (see Chapter 3). The transformation also synthesizes a button widget in the
domain-specific model editor. A domain expert or user can click on this button resulting in the
solving of the ALLOY model augmented with ALLOY predicates synthesized from the partial
model drawn on the canvas. Recommendations as one or more complete models (if found) are
returned to the model drawing canvas. In Section 4.2.6 we present the transformation from a
partial model to ALLOY. An illustrative outline of the model completion methodology is shown
in Figure 4.6.
4.2.2 Specifying a DSML
4.2.3 Metamodel
The first step in specifying a DSML is creating a metamodel for a modelling language. The meta-
model for the FSM modelling language is presented in Figure 4.7. The classes in the metamodel
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Figure 4.6: Methodology Overview
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Figure 4.7: The Finite State Machine Metamodel
are FSM, State and Transition. The metamodel is specified using the Ecore industry standard.
4.2.4 Constraints on Metamodel
The second step comprises of specifying constraints on the metamodel. We directly specify
ALLOY facts on the FSM metamodel. These ALLOY facts were manually transformed from
original OCL constraints on FSM. In Table 4.5, we present the constraints on the FSM metamodel
in natural language and as ALLOY facts.
In the appendix we present the complete ALLOY model for the FSM modelling language.
This ALLOY model can be loaded into the ALLOY Analyzer [66] for directly obtaining valid
FSM models.
4.2.5 Visual Syntax
The final step (in specifying a DSML for synthesizing a model editor) we take is to specify the
concrete visual syntax of the class of objects in the metamodel. The visual syntax specifies what
an object looks like on a 2D canvas. An icon editor in AToM3 is used to specify the visual syntax
of the classes in the metamodel.
An icon editor is used to specify the visual syntax of metamodel concepts such as classes and
relationships. The icon for State is a circle annotated with three of its attributes (isFinal, isInitial,
and label). The connectors in the diagram are points of connection between State objects and
Transition objects.
The visual syntax can also by dynamically changed based on the properties of the model.
In an iconic visual modelling language such as FSM, the first step taken in specifying a visual
syntax is drawing an icon that represents a class of objects. If needed it is annotated with text
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Table 4.5: Constraints in natural language and as ALLOY facts
Constraint Name and Definition Alloy Fact
exactlyOneFSM: There must be ex-
actly one FSM object in a FSM model fact exactlyOneFSM
{
one FSM
}
atleastOneFinalState : There must be
at least one final state in a FSM model fact at leastOneFinalState
{
some s:State|s.isFinal==True
}
exactlyOneInitialState : There must
be exactly one initial state in the FSM
model
fact exactlyOneInitialState
{
one s:State|s.isInitial==True
}
sameSourceDiffTarget : All transi-
tions with the same source must have
different target
fact sameSourceDiffTarget
{
all t1:Transition,t2:Transition|
(t1!=t2 and t1.source==t2.source) =>
t1.target!=t2.target
}
setTargetAndSource : The target of
an incoming transition to a State itself
and the source of all its outgoing tran-
sitions is the same State
fact setTargetAndSource
{
all s:State |
s.incomingTransition.target = s and
s.outgoingTransition.source=s
}
noUnreachableStates: There can be
no unreachable states in the FSM from
an initial state. Since, its a ternary con-
straint we approximate it by stating that
a non-initial state can be reached from
an initial state up to a maximum depth
of N (N=3 is the given example).
fact noUnreachableStates
{
all s:State| (s.isInitial==False) =>
#s.incomingTransition >=1 and
(s.isInitial==True and #State > 1) =>
#s.outgoingTransition >=1 and
s.outgoingTransition.target!=s
}
uniqueStateLabels : All State objects
have unique labels fact uniqueStateLabels
{
#State>1 => all s1:State,s2:State |
s1!=s2=>s1.label != s2.label
}
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and its properties. Connectors are added to the visual object so that it can be connected to other
objects if they are related.
4.2.6 Transformation of a Partial Model
We define a partial model as a graph of objects such that: (1) The objects are instances of
classes in the modelling language metamodel (2) The partial model either does not conform to
the language metamodel or its invariants expressed in a textual constraint language. A complete
model on the other hand contains all the objects of the partial model and additional objects or
property value assignments in new/existing objects such that it conforms both to the metamodel
and its invariants.
A partial model, such as in Figure 4.8 (a), is automatically transformed to a set of ALLOY
predicates by navigating it object by object in the canvas. We navigate all objects of a certain
type and put them together as an ALLOY predicate. We want to keep the already specified
properties for each object in the partial model but also allow for extensibility. For instance, for
all the State objects in the partial model of Figure 4.8 (a) we create an ALLOY predicate as
shown in the first predicate of Figure 4.8 (b). The ALLOY predicate states that there exists at
least one State object s1, at least one State object s2, at least one State object s3, at least one
State object s4 (representing the four State objects in the partial model), at least one Transition
object t1, and at least one Transition object t2 such that s1,s2,s3,s4 are not equal and t1,t2 are
not equal. The predicate also states that the Transition objects t1 and t2 are in the set of outgoing
transitions for State object s1. Transition object t1 is in the set of incoming transitions of s1. The
Transition object t2 is in the set of incoming transitions of s2. These sets are open for inclusion of
new Transition objects. These predicates preserve all knowledge coming from the partial model
while allowing the extension to relations to more objects.
We present a procedure to describe the transformation from the partial model to a set of
ALLOY predicates below:
The following represents the procedure to synthesize an ALLOY predicate from a partial model
1. We start by synthesizing the header of a partial model:
pred partialModel {
2. For all objects of oi j of type Class j in a partial model we synthesize an ALLOY expression:
some oi j : Class j, ... |
3. For all objects of oi j of type Class j and all objects ok j of type Class j in a partial model
we synthesize an ALLOY expression:
oi j! = ok j, each expression separated by and
4. For all defined attributes ai jk of oi j we synthesize the expression:
oi j.ai jk = v, where v is the specified value separated by commas
5. For all defined references ri jk of oi j we synthesize the expression:
v in oi j.ri jk, where v is the object in the set of referred objects separated by commas
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Figure 4.8: (a) Partial Model (b) Synthesized Predicates from Partial Model
6. We finish the predicate by closing the brace.
4.2.7 Transforming ALLOY Model Completion Parameters
The user is provided with a dialog box to insert model completion parameters. Model completion
parameters include finite scopes such as the upper bound on the number of objects of any class,
or the upper-bound on the number of objects for each class, or the exact number of objects
for each class, or a mixture of upper bounds and exact number of objects for different classes.
The default scope is number of objects in the partial model. An other parameter is the number
of solutions required S. This information is used to synthesize an ALLOY run command that
is finally inserted in the ALLOY model. For example, if the partial model predicate is called
partialModel1 and the user states that he wants exactly one object of class A, up to 10 objects
of class B, and a scope of 5 for integers then the following run statements is synthesized:
run partialModel1 for exactly 1 A, 10 B, 5 Int
If the number of objects in the partial model is N, then the default run command the editor
generates is:
run partialModel1 for N
4.2.8 Model Completion Process
The model completion process integrated in the domain-specific model editor takes as input the
Ecore model, augmented ALLOY facts, and a partial model drawn in the model editor synthe-
sized from the class diagram of a modelling language, and set of parameters to define the scope
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of the complete models to be synthesized. The process is invoked when a user draws a partial
model in the modelling canvas and clicks on the Generate Completion Recommendations button.
The following steps are executed during the completion process :
1. An ALLOY model (ALS) file is synthesized containing the signature definitions of the
classes in the Ecore model as described in Chapter 3.
2. The modelling language facts are augmented to the ALLOY model. These facts are speci-
fied as described in Section 4.2.4.
3. The partial model drawn in the model editor canvas is transformed to a predicate as de-
scribed in Section 4.2.6 and augmented to the current ALLOY model
4. The model completion parameters are transformed to a run command (See Section 4.2.7)
and augmented to the ALLOY model giving us an adequate description for model comple-
tion.
5. The model editor invokes a solver to generate complete model recommendations for the
partial model.
It is important to note that the partial model is specified as a source of knowledge about
what objects and properties that the user wants to absolutely see in the complete model. In
the complete model we can see the intact contents of the partial model. However, the object
identifiers of the partial model are not preserved in the complete model. We also do not perform
pattern matching to identify the original partial model in the complete model, although such a
mechanism can be incorporated if needed. In the default case we find the nearest-consistent
complete model(s) to a given partial model.
If a solution is not found the ALLOY solver returns a no solution found exception to AToM3
(the invoker). We show this result in a dialog box in the AToM3 environment. In our work we do
not debug a partial model to find the exact source of inconsistency. This incurs a computational
cost and time as we need to check every partial model predicate expression against the meta-
model constraints to see which characteristics of the partial model leads to an inconsistency. We
leave it to the user and depend on his/her expertise of the DSML to identify the inconsistent part
of the partial model and correct it.
4.2.9 Examples in Completion
In this section, we consider four examples of partial models in the FSM modelling language.
The examples are shown in Figure 4.9 (a), 4.9 (b), 4.9 (c) , 4.9 (d) respectively. The synthesized
predicates for these models are shown in Figures 4.9 (e), 4.9 (f) and 4.9 (g) , 4.9 (h). The example
in Figure 4.9 (a) contains only one State object with none of the properties having been set. The
example in Figure 4.9 (b) contains two State objects and a Transition object not connected. In
Figure 4.9 (c) we consider a more complex model with several State and Transition objects with
some properties set and some not. Finally, in Figure 4.9 (d) we present a model containing at
least two State objects with isInitial set to True.
We perform the model completion of these models using two methods of setting parameters
for completion:
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Figure 4.9: (a) Partial model 1, (b) Partial model 2, (c) Partial model 3, (d) Partial model 4,
(e) Predicate synthesized for Partial model 1 (f) Predicate synthesized for Partial model 2, (g)
Predicate synthesized for Partial model 3, (f) Predicate synthesized for Partial model 4
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Figure 4.10: (a) Complete Model for Partial Model 1 (b) Complete Model for Partial Model 2
(c) Complete Model for Partial Model 3
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• Scope : Here we specify a scope as a model completion parameter. The scope is a unique
number that defines the maximum number of objects for all concepts in the metamodel.
We choose the default scope to be 10. The corresponding ALLOY run statement generated
is:
pred partialModel {}
run partialModel for 10
The partialModel predicate is empty and is simply used to obtain a complete model in-
stance. We solve for up to a scope of 10 objects for each concept in the metamodel.
• Exact Number and/or Scope : Another mechanism to complete a model is to specify the
exact number of objects and/or scope for objects we expect in the complete model.
pred partialModel {}
run partialModel for exactly 1 FSM, exactly 5 State,
exactly 10 Transition, 5 int
Here we find a solution for a partial model containing exactly 1 FSM object, exactly 5
State objects, exactly 10 Transition objects. Finally we set a bit-width for integers which
is 5. This means that all integers range between −25 to 25.
All the above parameters were initially set in the synthesized AToM3 modelling environment.
The user is only exposed to the graphical syntax of the concepts in the metamodel and with
a text-box to specify the exact number of objects or a scope. The model completions were
performed on a Macbook Pro laptop with an Intel Core 2 Duo processor running at 2.6 GHz
clock speed and with 2 GB of RAM. We use the ALLOY analyzer API to invoke the SAT solver
Minisat [103] [104] from Chalmers University to solve the Boolean CNF synthesized from the
ALLOY model. The time to obtain the solutions for the four partial models for the completion
parameters is presented in Table 4.6.
We show the complete models themselves in Figure 4.10 with a scope of 10. Normally, there
is more than one solution to a model completion. We show one of the possible solutions. We do
not show that the complete models synthesized for the exact number of objects due to large size
of the models. However, it is interesting to note in Table 4.6 that the time taken to synthesize
models with the exact number of objects specified for each class is a lot faster even though the
models are larger. This is because the additional knowledge about the number of objects makes
the search space of the models much smaller, therefore allowing us to obtain a solution faster.
The complete model in Figure 4.10 (a) satisfies all the metamodel constraints such that the
single State label has a unique value 7. There is at least one final state and exactly one initial
state. In addition, the complete model contains a Transition object of the State to itself with an
event 7. This new object added to the complete model does not violate any of the knowledge
already present in the partial model.
The second complete model in Figure 4.10 (b) originally was a partial model with two State
objects and a Transition object. The complete model now contains two final State objects and
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Table 4.6: Model Completion Times
Partial Model Description
(I=Inconsistent)
TimeScope (s) TimeExact TimeScopeScaled TimeExactScaled
Fig. 4.9 (a) Only one State ob-
ject with no proper-
ties specified
1.283 0.447 118.045 32.002
Fig. 4.9 (b) Two State objects
and one Transition
object
1.289 0.496 115.994 31.488
Fig. 4.9 (c) Several State and
Transition objects
with some proper-
ties specified and
some not
1.315 0.575 11.4301 32.517
Fig. 4.9 (d) Several State and
Transition objects
with two initial
State objects
1.291 (I) 0.402 (I) 111.352 (I) 31.734 (I)
exactly one initial State object. There is also an inclusion of a Transition object in the complete
model. The synthesized model conforms to all metamodel constraints.
The third complete model in 4.10 (c) contains a complex partial model with additional ob-
jects that preserve the knowledge in the partial model. We can scale up to a model with several
hundred atoms using ALLOY to obtain results in a reasonable amount of time (for online user
interaction with the modelling environment). An atom consists of any non-divisible entity in the
ALLOY model. This includes objects and their properties connected via relations.
The fourth partial model in 4.9 (d) consisted of two initial State objects which is not permit-
ted by the metamodel constraint which states that the FSM metamodel must contain only one
initial State object. Therefore, the SAT solver was unable to find a complete model that could
take into account the partial model.
4.2.10 Conclusion of Model Completion
We present a methodology to synthesize domain-specific model editors with metamodel directed
model completion for domain-specific modelling languages. Our goal has been to provide model
editors with completion capabilities similar to text or code editors in IDEs such as Eclipse or
word processors such as Microsoft Word. A potential future application of our approach is
generation of test models from partial knowledge. A DSML user draws a partial test model
for testing a model transformation and subsequently sets model completion parameters. Then
he/she clicks on a button to generate complete test models that are valid test cases for model
transformations. Moreover, the model completions are displayed in the concrete visual syntax of
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the modelling language while evading all the details in the CNF, XML files, or other intermediate
low-level representations. This aspect of our tool helps reduce the time to develop models in the
modelling environment as the user only works in his domain language. The user does not need
to manually transform his models to a different constraint language, solve his models and return
the results to the editor anymore since the underlying model completion process is hidden from
the user. After all, the goal of MDE is to leverage modelling to the highest possible level of
abstraction.
Our approach uses a modelling language metamodel , the syntax, and its static semantics in
the form of metamodel constraints to perform model completion. However, since the presented
approach is modelling language independent we do not consider dynamic semantics often real-
ized in a simulator for model completion. Nevertheless, we project several implications to simu-
lation as it goes hand in hand with modelling. Model simulators, such as MATLAB/Simulink for
causal block diagrams, often contain hard-coded declarative constraints or program statements
that check and report on the validity of input models during simulation. For example, a causal
block diagram simulator analyzes input models to detect cycles and warns the modeller. These
statements that are integrated in simulator code come from heterogenous sources of knowledge
such as domain experience, static/dynamic analysis, and testing. This gradual inclusion of model
validity knowledge directly into simulator code makes them bulky and slow to execute. This ap-
proach also obscures the user from potentially using this knowledge to build correct models.
Extracting knowledge from simulators and developing modelling language invariants to guide
modellers to create invariant-validated models leverages a correct by construction philosophy.
Further, using these invariants for automatic model completion of partial models makes the mod-
elling and simulation process less error-prone as models are first checked and then completed to
satisfy invariants before simulation.
Our lightweight approach is effective for small yet useful modelling languages. Time to
complete models by the state of the art SAT solvers for about 50 objects in the model is not
more than a few minutes for FSM. The completion time greatly depends on the complexity of
the DSML. The time taken to obtain complete models also gives us insight about how restricted
a DSML is and how it can be relaxed.
As future work we intend to run thorough performance experiments on a specific industry
strength DSML. Such a DSML will have a larger metamodel with a several complex constraints.
We will limit ourselves to the confines of first-order relational logic in ALLOY as the language to
express constraints. We also wish to enlist the set of detailed requirements to synthesize DSML
modelling environments with completion. For example, an interesting factor is user interaction
time. If a complete model is not returned within a given time then the user can no longer make
developments quickly. Other aspects of model completion include completion of models when
two or more metamodels are involved, expression of partial models as invariants or constraints,
and aiding the user by helping him/her set parameters for model completion.
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Chapter 5
Automatic Effective Product Discovery
In previous chapters 3 and 4, we have seen how models can be discovered in any modelling
domain specified by a metamodel. The generic approach of generating models can be applied
to any metamodel. However, not all software systems can be economically modelled and conse-
quently discovered in a modelling language due to existence of reliable software assets. Often,
such time-tested legacy software assets are economically viable only in their original form in-
stead of being represented as a model instance in a new modelling language. For instance, the
redevelopment / remodeling of the Linux kernel 2.6.25 is estimated to cost of a whopping 1.3
billion dollars! Therefore, we ask how do we discover useful combinations existing software
assets to create software ? To answer this question we present automatic discovery in a mod-
elling domain representing the variability in combining existing software assets. The variability
in combining different software assets in a software system gives rise to a family of software
products called a Software Product Line (SPL). The feature diagram (FD) or feature model is a
widely used language to specify the modelling domain of a SPL. Elements in the domain of the
SPL are called products which are obtained by composing configurations of various software
assets. In this chapter, we present a methodology and tool AVISHKAR for automatic discovery
of test products in the modelling domain of a Software Product Line.
The remainder of the chapter is structured as follows: Section 5.1 we introduce automatic
effective product discovery. In this thesis, we focus on the specific case of test product discovery
in a SPL. The context and the problem for test product discovery is presented in Section 5.2. In
Section 5.3, we describe metrics to assess SPL test generation/discovery strategies. Section 5.4
gives an overview of the test product generation methodology and tool AVISHKAR. In Section
5.5 we present two “divide-and-compose” strategies that help scale product generation to large
SPLs. In Section 5.6 we present experiments to qualify our strategies on transaction processing
SPL case study: AspectOPTIMA. Section 5.7 draws some conclusions and outlines future work.
5.1 Introduction
The idea of automatic effective product discovery in a SPL is illustrated in Figure 5.1. As
illustrated in the figure, a feature diagram FD specifies the modelling domain for a SPL. The
modelling domain consists of a set of products. Heterogenous sources of knowledge may
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Figure 5.1: Automatic Effective Product Discovery
further constrain the modelling domain specified by a feature diagram:
• Textual Constraints C are expressed on a set of features. Boolean dependency constraints
are expressed textually when they cannot be directly encoded in the FD. These constraints
specify the subset P1 ⊂ P
• Partial Product p is a set of features chosen in product. The set of features may require
the selection of other features to derive a complete product. The partial product specifies
the subset P2 ⊂ P
• T-wise Strategy S is a product generation strategy to detect faults in software product lines
[83] [110]. The large number of products specified by a feature diagram can be sampled
using a strategy such as T −wise. The objective is to generate a minimum number of
products that satisfy all T −wise interactions between features. The T −wise strategy for
a particular value of T specifies the subset P3 ⊂ P.
The intersection of all the sources of knowledge defines the effective modelling domain. The
effective modelling domain is the set of products defined by Pe f f ective ← P∩P1∩P2∩P3. Can
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we automatically generate or discover models in the effective modelling domain of products?
This is the general question that intrigues us.
In this thesis, we address this question for the specific problem of test generation for soft-
ware product lines. Our solution is embodied in the tool AVISHKAR as shown in the Figure
5.1.
Product line testing consists in deriving a set of products and in testing each product. This
raises two major issues: 1) the explosion in the number possible products; 2) the generation
of test suites for products. The first issue rises from the combinatorial growth in the number
of products with the number of features in a feature diagram. In realistic cases, the number
of possible products is too large for exhaustive testing. Therefore, the challenge is to select a
relevant subset of products for testing. The second issue is to generate test inputs for testing each
of the selected product. This can been seen as applying conventional testing techniques while
exploiting the commonalities between products to reduce the testing effort [141, 140, 92]. Here,
we focus on the first issue: How can we efficiently select a subset of products for product line
testing?
Previous work [35, 83] has identified combinatorial interaction testing (CIT) as a relevant
approach to reduce the number of products for testing. CIT is a systematic approach for sampling
large domains of test data. It is based on the observation that most of the faults are triggered
by interactions between a small numbers of variables. This has led to the definition of pairwise
(or 2-wise) testing. This technique selects the set of all combinations so that all possible pairs
of variable values are included in the set of test data. Pairwise testing has been generalized to
T -wise testing which samples the input domain to cover all T -wise combinations. In the context
of SPL testing, this consists of selecting the minimal set of products in which all T -wise feature
interactions occur at least once.
Current algorithms for automatic generation of T -wise test data sets have a limited support
in the presence of dependencies/constraints between variables. This prevents the application
of these algorithms in the context of software product lines since feature diagrams define com-
plex dependencies between variables that cannot be ignored during product derivation. Previous
work [37, 36] propose the use of constraint solvers in order to deal with this issue. However,
they still leave two open problems: scalability and the need for a formalism to express feature
diagrams. The former is related to the limitations of constraint solvers when the number of vari-
ables and clauses increases. Above a certain limit, solvers cannot find a solution, which makes
the approach infeasible in practice. The latter problem is related to the engineering of SPLs.
Designers build feature diagrams using editors for a dedicated formalism. On the other hand,
constraint solvers manipulate clauses, usually in Boolean Conjunctive Normal Form (CNF).
Both formalisms are radically different in their expressiveness and modeling intention. This is a
major barrier for the generation of T -wise configurations from feature diagrams.
We propose an approach for automatic discovery/generation of test products that contain
all valid t-wise interactions between features. The general approach is to transform the input
feature diagram and t-wise interactions to a constraint satisfaction problem followed by solving
it. The result is a test products that satisfy the FD and t-wise criteria. However, for large feature
diagrams with several dependencies the generation of t-wise products is highly limited by the
solver. Current constraint solvers have a limit in the number of clauses ,emerging from FD and
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t-wise criteria constraints, they can solve at once. It is necessary to divide the set of clauses into
solvable subsets. We compose the solutions in the subsets to obtain a global set. In this work,
we investigate two “divide-and-compose” strategies to divide the problem of T -wise generation
for a feature diagram into several sub problems that can be solved automatically. The solution
to each sub-problem is a set of products that cover some T -wise interactions. The union of
these sets cover all interactions, thus satisfying the T -wise criterion on the feature diagram.
However “divide-and-compose” strategies may yield a higher number of products to be tested
and redundancy amongst them which is the price for scalability. We define metrics to compare
the quality of these strategies and apply them on a concrete case study.
Our T-wise testing toolset, AVISHKAR, first transforms a given feature diagram and its inter-
actions into a set of constraints into Alloy [66, 65], a formal modeling language, based on first-
order logic, and suited for automatic instance generation. Then it complements the Alloy model
with the definition of the T -wise criteria and applies one of the chosen strategies to produce a
suite of products forming test cases. Finally, metrics are computed giving important information
on the quality of the test suite. We extensively applied our toolset on AspectOPTIMA [79, 80]
a concrete aspect-oriented SPL devoted to transactional management.
5.2 Context and Problem
In this chapter, we focus on generating a small set of test products for a feature diagram. A
product is a valid configuration of the feature diagram that can be used as a relevant test case for
the SPL. We give a brief definition and an example of feature diagrams before describing test
case generation for them.
Feature Diagram
Feature Diagrams (FD) introduced by Kang et al. [70] compactly represent ( Figure 5.2) all the
products of an SPL in terms of features 1 which can be composed. Feature diagrams have been
formalized to perform SPL analysis [18, 125, 127, 40]. In [125, 127], Schobbens et al. propose
an generic formal definition of FD which subsumes many existing FD dialects. FDs are defined
in terms of a parametric structure whose parameters serve to characterize each FD notation
variant. GT (Graph Type) is a boolean parameter indicates whether the considered notation is a
Direct Acyclic Graph (DAG) or a tree. NT (Node Type) is the set of boolean operators available
for this FD notation. These operators are of the form opk with k ∈ N denoting the number of
children nodes on which they apply to. Considered operators are andk (mandatory nodes), xork
(alternative nodes) ork (true if any of its child nodes is selected), optk (optional nodes). Finally
vp(i.. j)k (i∈N and j ∈N∪∗) is true if at least i and at most j of its k nodes are selected. Existing
other boolean operators can usually be expressed with vp. GCT (Graphical Constraint Type) is
the set of binary boolean functions that can be expressed graphically. A typical example is the
“requires” between two features. Finally, TCL (Textual Constraint Language) tells if and how
we can specify boolean constraints amongst nodes. A FD is defined as follows:
1Defined by Pamela Zave as “An increment in functionality”. See
http://www.research.att.com/~pamela/faq.html
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Transaction
Recovering
OptimisticValidation
OutcomeAware
Deferring
Optional feature
Checkpointing
Context
Nested
Tracing
AccessClassified
Traceable
Lockable
Shared
Checkpointable
Copyable
Composition Rule:
‘2-PhaseLocking’ excludes 
‘Recovering.Deferring’
Composition Rule:
‘OptimisticValidation’ requires 
‘Recovering.Deferring’ XOR feature
Key:
SemanticClassified
Composition Rule:
‘Deferring.Traceable’ requires  
‘Traceable.SemanticClassified’
PhysicalLogging
2-PhaseLocking
ConcurrencyControlStrategy
Figure 5.2: Feature Diagram of AspectOPTIMA
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• A set of nodes N, which is further decomposed into a set of primitive nodes P (which have
a direct interest for the product). Other nodes are used for decomposition purposes. A
special root node, r represents the top of the decomposition,
• A function λ : N 7→ NT that labels each node with a boolean operator,
• A set DE ∈N×N of decomposition edges. As FDs are directed, node n1,n2∈N,(n1,n2)∈
DE will be noted n1→ n2 where n1 is the parent and n2 the child,
• A set CE ∈ N×GCT ×N of constraint edges,
• A set φ ∈ TCL
A FD has also some well-formedness rules to be valid: only root (r) has no parent; a FD
is acyclic; if GT = true the graph is a tree; the arity of boolean operators must be respected.
We build upon this formalization to create feature modeling environments supporting product
derivation [109] where we encode the AspectOPTIMA SPL feature diagram (see figure 5.2). We
implement AspectOPTIMA SPL as an aspect-oriented framework providing run-time support for
different transaction models. AspectOPTIMA has been proposed in [80, 79] as an independent
case study to evaluate aspect-oriented software development approaches, in particular aspect-
oriented modeling techniques. Once we defined the FD, we can create products (i.e a selection
of features in the FD). To be valid, a product follows these rules: 1) The root feature has to be
in the selection, 2) The selection should evaluate to true for all operators referencing them, 3)
All contraints (graphical and textual) must be satisfied 4) For any feature that is not the root,
its parent(s) have to be in the selection. We enforce the validity of a product according to well-
formedness rules defined on our generic metamodel [109] which are automatically translated to
Alloy by our FeatureDiagram2Alloy transofrmation (see Section 5.4).
Once we introduce the notion of feature diagram and formalize it we can form our notion of
SPL testing on such an entity.
SPL Test Case
A SPL test case is one valid product (i.e. a ) of the product line. Once this test case is generated
from a feature diagram, its behaviour has to be tested.
SPL Test Suite
A SPL Test Suite is a set of SPL test cases.
Example
Figure 5.2 presents 3 test cases, three products which can be derived from the feature model.
These three test cases form a test suite.
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Product 3:
Nested
Transaction
Recovering
OutcomeAware Checkpointing
Context
Tracing
AccessClassified
Traceable
LockableCheckpointable
Copyable
PhysicalLogging 2-PhaseLocking
ConcurrencyControlStrategy
Transaction
Recovering OptimisticValidation
OutcomeAware
Deferring
Context
Nested
AccessClassified
Traceable
Lockable
Shared
PhysicalLogging
ConcurrencyControlStrategy
Product 2:
SemanticClassified
Transaction
Recovering
OutcomeAware Checkpointing
Context
Tracing
AccessClassified
Traceable
LockableCheckpointable
Copyable
PhysicalLogging 2-PhaseLocking
ConcurrencyControlStrategy
Product 1:
Figure 5.3: Three Test Cases
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Valid/Invalid T -tuple
A T -tuple ( were T is a natural integer giving the number of features present in the T -tuple2) of
features is said to be valid (respectively invalid), if it is possible (respectively impossible) to de-
rive a product that contains the pair (T -tuple) while satisfying the feature diagram’s constraints.
Example
In the AspectOptima product line we have a total of 19 features. All these 19 features can
take the value true or false. Thus, we can generate 681 pairs that all pariwise combinations of
feature values. However, not all of these pairs can be part of a product derivable from the feature
model. For example, the pair <(not Transaction), Recovering> is invalid with respect to
the AspectOptima feature diagram which specifies that the feature Transaction is mandatory.
SPL test adequacy criterion
(all-T -tuples): To determine whether a test suite is able to cover the feature model of the SPL
, we need to express test adequacy conditions. In particular, we consider the “t-wise” [83, 37]
adequacy criteria were each valid T -tuple of features is required to appear in at least one test
case.
Example
The test suite presented in figure 5.2 does not satisfy our adequacy criterion since the pair (2-
tuple) <semantic classified, lockable> does not appear in any of the three test cases.
Test generation
In our context of SPL testing, test generation consists of analyzing a feature diagram in order to
generate a test suite that satisfies pairwise coverage.
Pairwise (and more generally t-wise) is a set of constraints over a range of variables (math-
ematically defined as covering arrays [112]). Thus it is possible to use SAT-solving technology
[48, 148, 104] to compute such arrays. In our case, variables are the features of a given given
feature diagram. It is therefore mandatory to encode a feature diagram in first order logic so
SAT-solvers can analyze them. Thanks to feature diagram formalization, this is possible [18, 40]
and have been done for various purposes [20, 93].
5.2.1 Problem
The work in this chapter builds upon this idea: model the test generation problem as a set of
constraints and ask a constraint solver for solutions. In this context we tackle two issues: (1)
modelling the SPL test generation problem in order to use a constraint solver and (2) dealing
2In general we will use the term “tuple” to mention a T -tuple when t does not matter. In the special case of
pairwise, i.e. when t = 2, we denote a 2-tuple by the term “pair”.
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with the scalability limitations of SAT solvers. Our contribution on the first issue is an automatic
transformation from a feature diagram to an Alloy [65] model.
Scalability is a major issue with SAT solvers. It is known that solving a SAT formulae
on more than 2 variables in an NP-complete problem. It is also known that depending on the
number of variables and the number of clauses, satisfiability or unsatisfiability is more or less
computiationally complex [96]. However, we currently don’t know how to predict the compu-
tation complexity of a given problem. An empirical approach thus consists in trying to solve
the set of “constraints all-at-once”. Three things can happen: the solver returns a solution, the
solver returns an unsatisfiability verdict, the solver crashes because the problem is too complex.
In the latter case, one way to generate a test suite that covers t-wise interactions, is to decompose
the problem into simpler problems, solve them independently and merge the solutions. In the
following, we refer to this approach as “divide-and-compose” approach.
One pragmatic approach, and a naïve one, consists of running the solver once for each T -
tuple that as to be covered. This iterative process is the simplest “divide-and-compose” approach
and it generates one test case for each valid T -tuple in the FD. For the AspectOPTIMA SPL, we
obtain 421 test cases that satisfy pairwise and that corresponds to 421 products to be tested. The
all-pairs criterion is satisfied but with a large number of products. It also has to be noted that
only 128 different products can be instantiated from the AspectOPTIMA SPL. This indicates that
the application of “divide-and-compose”, although it might define problems that can be solved,
also introduces a large number of redundant test cases in the resulting test suite. Indeed, if it
generates 421 test cases, but there can be only 128 different test cases, there is an important
redundancy rate.
In general, a solution for generating a test suite with a SAT solver consists in finding a
strategy to decompose the SAT problem in smaller problems that can be automatically solved.
Also, the strategy should decompose the problem in such a way that when the solutions to all
sub-problems are composed, the amount of redundancy in the suite is limited
Test generation strategies
In this chapter we call strategies the way we “divide-and-compose”. Depending on the strategies
and its parameters we will derive more or less test cases. Before delving into the two different
strategies we will introduce in the next section metrics to evaluate them.
5.3 Metrics for Strategy Evaluation
We need efficiency and quality attributes in order to evaluate the generated SPL test cases and
compare the automatic generation strategies. The first efficiency attribute relates to the size of
the generated SPL test suite:
SPL Test suite size
The size of a test suite is defined by the number of SPL test cases that a given generation strategy
computes. In the best case, we want a strategy to generate the minimal number of test cases to
164 CHAPTER 5. AUTOMATIC EFFECTIVE PRODUCT DISCOVERY
satisfy the SPL test adequacy criterion. As this optimal number is generally not known a priori,
we use the SPL test suite size as a relative measure to compare test generation strategies.
A second efficiency attribute relates to the cost of test generation in itself. We measure this
cost as the time taken for generation.
SPL strategy time taken
We characterize the cost of a given strategy by the time it took to decompose the problem into
solvable sub-problems and the time it took to merge the partial generated solutions to a SPL test
suite.
We also evaluate the quality of the generated test cases. First, we want to appreciate the
coverage of the generated test cases with respect to the feature diagram. We measure coverage
by looking at the rate of similarity between the test cases that are generated. The intuition is that,
the more test cases are similar, the less they cover the variety of products that can be generated
from the feature diagram.
Test Case Redundancy
We define test case redundancy between two valid products as the ratio of non-compulsory
features they have in common. By compulsory, we mean that it comprises mandatory features
and features that are explicitly required by them. Put in other terms, for any set of features
F ⊆ N representing a valid product according to the aforementioned rules for constructing FDs
in section 5.2, we form the set CF ⊆ F:
CF = {{ fi} ∈ N|∀{ f j} ∈ N ∧ f j 7→ fi,
∀k ∈ N,λ( f j) = andk∪
{ fl} ∈ N|requires( fi, fl) = true
Given a set of feature fi in all set of feature N in a product, the set CF is the union of the
subset of features f j in N such that a feature f j is a parent of fi, or f j is in a binary AND relation
with fi, and the subset of features fl such that fl is required by any fi. In which requires is a
binary boolean function (belonging to GCT ) such that it returns true if there is a constraint edge
labeled as “requires” between theses two features.
Hence the redundancy ratio between two test products pi and p j is:
r(pi, p j) =
card((Fpi −CFpi)∩ (Fp j −CFp j))
card((Fpi −CFpi)∪ (Fp j −CFp j))
The sets CFpi and CFp j represent the compulsory sets of features for products pi and p j
while Fpi and Fp j are the sets of all features in products pi and p j. This ratio equals to 1 if the
two products are the same and 0 if they have no non-compulsory feature in common.
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Example
Products 1 and 3 (Figure 5.2) have test case redundancy ratio of 0.88 since they differ only by
one feature out of 9 non-compulsory.
At the test suite level, we compute test case redundancy by computing the average of test
case redundancy ratio for any two (cartesian product) test cases of the suite.
As a second quality attribute, we want to assess the quality of the generated SPL test cases
with respect to T -wise interactions coverage. If we know that, by construction, each tuple ap-
pears at least once in the test suite, we also know that the generation process might lead to the
repetition of tuples an arbitrary number of times. For the SPL testers, such repetitions imply that
they will test the same interaction of features several times.
T -tuple Occurrence
This metric is the number of occurrences of a valid (T -tuple) in a test suite. Let T S be a test
suite comprised of pi valid cases and Fpi ⊆ N be their associated features. Let t a T -tuple
(t = { fi ∈ N}). Tuple occurrence redundancy is then:
to = card(t ∈ T |t ⊆ Fpi)
5.4 Test Generation Methodology & AVISHKAR Toolset
In this section, we describe the automatic generation of test products from a feature diagram that
satisfy the T -wise SPL test adequacy criteria. Our tool AVISHKAR has been designed to support
any value of T . The methodology consists of five key steps shown in Figure 5.4.
The generation is based on ALLOY as the underlying formalism to formally capture all
dependencies between features in a feature diagram as well as the the interactions that should be
covered by the test cases.
5.4.1 Step 1: Transforming Feature Diagrams to ALLOY
In order to generate valid test products directly from a feature diagram, we need to transform
the diagram in a model that captures constraints between features (defined in Section 5.2). The
FeatureDiagram2Alloy transformation automatically generates an ALLOY model AF from any
feature diagram FD expressed in our generic feature diagram formalism [109].
The AF model captures all features as ALLOY signatures and a set of ALLOY signatures
that capture all constraints and relationships between features. This model also declares two
signatures that are specific to test generation: configuration that corresponds to a test case and
that encapsulates a set of features (listing 5.2); ProductConfiguration (listing 5.3) which will
encapsulate a set of test cases.
Example
The AspectOptima feature diagram, shown in Figure 5.2, we have 19 features f1, f2, ..., f19. The
transformation FeatureDiagram2Alloy generates 19 signatures to represent these features shown
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P
Figure 5.4: Product Line Test Generation Methodology
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in listing 5.1. The root feature Transaction is always mandatory indicated by the prefix one for
the field f as shown in listing 5.2. Optional features are indicated by the prefix lone such as
feature Nested or f2 in listing 5.2.
s i g T r a n s a c t i o n {}
s i g Nested {}
s i g Recover ing {}
s i g C o n n c u r r e n c y C o n t r o l S t r a t e g y {}
s i g P h y s i c a l L o g g i n g {}
s i g TwoPhaseLocking {}
s i g O p t i m i s t i c V a l i d a t i o n {}
s i g C h e c k p o i n t i n g {}
s i g D e f e r r i n g {}
s i g OutcomeAware {}
s i g C h e c k p o i n t a b l e {}
s i g T r a c i n g {}
s i g Contex t {}
s i g Copyable {}
s i g T r a c e a b l e {}
s i g S har ed {}
s i g S e m a n t i c C l a s s i f i e d {}
s i g A c c e s s C l a s s i f i e d {}
s i g Lockab le {}
Listing 5.1: Generated Signatures for Features in AspectOptima
s i g C o n f i g u r a t i o n
{
f 1 : one T r a n s a c t i o n , / / Mandatory
f 2 : l on e Nested , / / O p t i o n a l
. . .
f 19 : one Lockab le / / Mandatory
}
Listing 5.2: Generated Signature for Configuration of Features in AspectOptima
one s i g P r o d u c t C o n f i g u r a t i o n s
{
c o n f i g u r a t i o n s : s e t C o n f i g u r a t i o n
}
Listing 5.3: Generated Signature for Set of Configurations
The FeatureDiagram2Alloy transformation generates ALLOY facts in AF .
Example
In listing 5.4, we present two ALLOY facts generated to show the mutually exclusive (XOR)
selection of features f6 (TwoPhaseLocking) and f7 (OptimisticValidation) given we select the
feature f4 (ConcurrencyControlStrategy). The fact must be true for all configurations.
/ / Two P hase Locking XOR O p t i m i s t i c C o n s t r a i n t 1
pred T w o P h a s e L o c k i n g _ c o n s t r a i n t
{
a l l c : C o n f i g u r a t i o n |
#c . f 6 ==1 i m p l i e s ( # c . f 4 =1 and #c . f 7 =0)
}
/ / Two P hase Locking XOR O p t i m i s t i c C o n s t r a i n t 2
pred O p t i m i s t i c V a l i d a t i o n _ c o n s t r a i n t
{
a l l c : C o n f i g u r a t i o n |
#c . f 7 ==1 i m p l i e s ( # c . f 4 =1 and #c . f 6 =0)
}
Listing 5.4: Generated Fact for XOR
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The FeatureDiagram2Alloy transformation has been implemented as a model transforma-
tion in the Kermeta metamodeling environment [100]. Since our feature diagram formalism
is generic [109, 98] various kinds of feature diagrams can be automatically transformed. We
summarize the transformation rules in Figure 5.5. The interpretation of these rules is straightfor-
ward. The generated facts in ALLOY state boolean constraints on relevant features in the feature
diagram.
5.4.2 Step 2: Generation of Tuples
In Step 2, we automatically compute the set I of all possible tuples of features from feature dia-
gram AF and the number T . The tuples enumerate all T -wise interactions between all selections
of features in AF .
Example
The 3-tuple t =< # f1 = 0,# f2 = 1,# f3 = 1 > for the value T = 3 contains 3 features and their
valuations. In the tuple we state that the set of test products must contain at least one test case
that has features f2 and f3 and does not have f1.
The initial set of tuples I is the set of tuples that cover all combinations of T features taken
at a time. For example, if there are N features then the size of I is 2NCT minus all tuples
with repetitions of the same selected feature. Each tuple t in I also has an ALLOY predicate
representation. An ALLOY predicate representation of a tuple t is t.predicate.
The tuple t =< # f1 = 0,# f2 = 1,# f3 = 1 > is shown in listing 5.5.
pred t
{
some c : C o n f i g u r a t i o n | #c . f 1 =0 and #c . f 2 =1 and #c . f 3 =1
}
Listing 5.5: Example Tuple Predicate
5.4.3 Step 3: Detection of Valid Tuples
In this third step, we use the predicates derived from each possible tuple in order to select the
valid ones according to the feature diagram. We say that a tuple is valid if it can be present in a
valid instance of the feature diagram F .
Example
Consider AspectOptima (in Figure 5.2) features f1:Transaction, f2:Nested, and f4:ConcurrencyControlStrategy,
The 3-tuple t =< # f1 = 0,# f2 = 1# f4 = 1 > is not a valid tuple as the feature f4 required the ex-
istence of feature f1 and hence we neglect it. On the other hand, the 3-tuple t =< # f1 = 1,# f2 =
0,# f4 = 1 > is valid since all feature selections hold true for F . We determine the validity of
each such tuple t by solving AF ∪ t.predicate for a scope of exactly 1. This translates to solving
the ALLOY model to obtain exactly one product for which the tuple t holds true.
For the AspectOptima case study we generate 681 tuples for pair-wise (T = 2) interactions
in the initial set I. We select 421 valid tuples in the set V .
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Figure 5.5: Feature Diagram to ALLOY Transformation
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5.4.4 Step 4: Creating and Solving Conjunctions of Multiple Tuples
Once we have a set of valid tuples, we can start generating a test suite according to the T -wise
SPL adequacy criteria. Intuitively, this consists in combining all valid tuples from V with respect
to AF in order to generate test products that cover all t-wise interactions.
Example
For pair-wise testing in the case of AspectOptima this amounts to solving a conjunction of 421
tuple predicates t1.predicate∩ t2.predicate∩ ...∩ t421.predicate for a certain scope. The major
issue we tackle in this work is that in general, constraint solvers cannot generate the conjunction
of all valid tuples at once.
Using the “all-at-once” strategy on aspectOPTIMA, with 421 valid tuples, the generation
process crashes without giving any solution after several minutes using MiniSAT [104] solver.
Hence we derived two “divide-and-compose” strategies to break down the problem of solv-
ing a conjunction of tuples to smaller subsets of conjunction of tuples. The strategies we present
are Binary Split and Incremental Growth. Each strategy is by parameterized by intervals of val-
ues defining the scope of research for each (sub)-conjunction of tuples, the duration in which
ALLOY is authorized to solve the conjunction as well as a strategy defining how features are
picked in a tuple. We describe these strategies in more detail in section 5.5. The combination of
solutions is a test suite T S that covers all tuples.
5.4.5 Step 5: Analysis
In order to assess the suitability of our “divide-and-compose” strategies and compare their ability
to generate test suites, we need to compute the metrics defined in section 5.3. We compute for
each generated test suite the number of products or test cases, test case and tuple redundancy. We
performed extensive experimentation on AspectOPTIMA by generating test suite with different
scope and time values. We present consolidated results of these experiments in section 5.6.
5.5 Two strategies for T -wise SPL Test Suite Generation
As mentioned previously, to be scalable we divide the problem of solving tuples into sub-
problems, i.e. we are creating conjunctions of subsets of tuples. We solve the conjunction
of tuples in each of these subsets using the algorithm presented in Section 5.5.1. The first strat-
egy to obtain subsets of tuples, Binary Split, is discussed in Section 5.5.2. We present the second
strategy, Incremental Growth, in Section 5.5.3.
5.5.1 Solving a Conjunction of Tuples
We solve a conjunction of tuples using the Algorithm 2. We combine the Alloy model AF with
a predicate CT (S).predicate representing the conjunction of tuples in the set S = t1, t2, ..., tL.
We solve the resulting Alloy model m using incremental scoping. We create a run command c
starting for a scope between the minimum scope mnSc and the max scope mxScope. We insert
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the command c into m. A SAT solver such as MiniSAT [104] or ZChaff [148] is used to solve
m. We determine the duration dur = startTime− endTime for each scope value. If dur exceeds
maximum duration mxDur we stop incrementing the scope. The solve method returns the result
of the SAT solving and the corresponding solution if a solution exists.
Algorithm 2 solveCT(AF ,S,mnSc,mxSc,mxDur) : Boolean,A4Solution
Let current model m = AF ∪CT (S).predicate
scope← mnSc
result ← False
dur ← 0
while scope≤ mxSc∧dur ≤ mxDur do
Let c = “run” CT (S).name for < scope >
m← m∪ c
startTime = currentTime
solution = SATsolve(m)
if solution.isEmpty then
result ← False
scope← scope+1
Remove command c from m
end if
if !solution.isEmpty then
result ← True
Break While Loop
end if
endTime ← currentTime
dur ← endTime− startTime
end while
Return {result,solution}
5.5.2 Binary Split
The binary split algorithm shown in Algorithm 3 is based on splitting the set of all valid tuples V
into subsets (halves) until all subsets of tuples are solvable. We first order the set of valid tuples
based on the strategy Str. The strategy can be random or based on distance measure. In this
chapter, we consider a random ordering. The Pool is set of sets of tuples. Initially, Pool contains
the entire set of valid tuples V . If each set of tuples Pool[i],0 ≤ i ≤ Pool.size in Pool is not
solvable in the given range of scopes mnSc and mxSc or within the maximum duration mxDur
then result is False for Pool[i]. A single value of result = False renders AllResult = False.
In such a case, we select the largest set in Pool[i] and split it into halves {H1} and {H2}. We
insert the halves {H1} and {H2} into Pool[i]. The process is repeated until all sets of tuples in
Pool can be solved given the time limits and AllResult = True. In the worst case, binary split
convergences with one tuple a set making Pool.size = V.size as all tuples in V are solvable.
5.5.3 Incremental Growth
The incremental growth is shown in Algorithm 4. In the algorithm we incrementally build a set
of tuples in the conjunction CT and add it to the Pool. The select function based on a strategy
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Algorithm 3 binSplit(AF ,V,mnSc,mxSc,mxDur,Str)
AllResult ← True
V ← order(V,Str)
Pool ← {{V}}
repeat
result ← False
i← 0
repeat
{result,Pool[i].solution}
← solve(AF ,Pool[i],mnSc,mxSc,mxDur)
i← i+1
AllResult ← AllResult∧ result
until i == Pool.size
if AllResult == False then
{L} = max(Pool)
{{H1},{H2}} = split({L},2)
Pool.add({H1})
Pool.add({H2})
end if
until AllResult = f alse
Return Pool
Str selects a tuple in V and inserts it into CT . The strategy Str can be random or based on a
distance measure between tuples. In this paper, we consider only a random strategy for selection.
We select and remove a tuple form V and add it to CT until the conjunction cannot be solved
anymore ,i.e., result = False. We remove the last tuple and put it back into V . We include CT
into Pool. In every iteration, we initialize a new conjunction of tuples until we obtain sets of
tuples in Pool that contain all tuples initially in V or when V is empty.
Algorithm 4 incGrow(AF ,V,mnScp,mxScp,mxDur,Str)
Pool ← {}
repeat
CT ← {}
repeat
tuple←V.select(Str)
CT.add(tuple)
{result,CT.solution}
← solve(AF ,CT,mnSc,mxSc,mxDur)
if result == False then
CT.remove(tuple)
V.add(tuple)
end if
until result == False
Pool.add(CT )
until V.isEmpty
Return Pool
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5.6 Experiments
The objective for our experiments is: To demonstrate the feasibility of “divide-and-compose”
strategies (Binary Split and Incremental Growth) and compare their efficiency with respect to test
case generation. All experiments are performed on a real-life feature model: AspectOPTIMA.
In this section we report and discuss the automatic generation of t-wise test suites for this model.
5.6.1 Experimental Setting
We automatically generate test suites with the two “divide-and-compose” strategies and compare
them according to: (a) the number of generated test cases; (b) the number of tuple occurrences
in the test suites; (c) the similarity of the products in the generated test suites. For both strategies
we have to set the values for two parameters that specify the search space: the scope and the
time limit. We vary scope over 5 values: 3, 4, 5, 6, 7; the maximum duration mxDur to find
a solution for a given conjunction of constraints is fixed at 1600ms. We generate 100 sets of
products for each scope giving us a total of 5× 100 sets of products for a strategy. The reason
we generate 100 solutions is to study the variability in the solutions given that we use uniform
random ordering in binary split and random tuple selection in incremental growth. Therefore,
for two strategies we have 2×5×100 sets of products or test cases. We perform our experiments
on a MacBook Pro 2007 laptop with the Intel Core 2 Duo processor and 2GB of RAM.
Before studying the results of our experiments we note that attempting “solving-all-constraints-
as-once” does not yield any solutions for the AspectOPTIMA SPL. This is true even for simple
feature models such as AspectOPTIMA that does not lead to derivation of billions of products
(like industrial product lines). On the other hand, all executions of both “divide-and-compose”
strategies generate t-wise test suites. This first observation indicates that these strategies enable
the usage of SAT solvers for the automatic generation of t-wise interactions test suites for both
simple and potentially complex feature models. This is the first main result of our study.
5.6.2 Number of Products Vs. Scope
In Figure 5.6, we present the number of products generated for different scopes, which corre-
sponds to the number of test cases in a suite. Each box and its whiskers correspond to 100 solu-
tions generated using a strategy for a given scope. On the x-axis we have scope for two strategies
: Binary Split represented by bin_scope and Incremental Growth represented by inc_scope.
For the binary split strategy, the number of products is high for a scope of 3 (average of 50
products), decreases towards a scope of 5 (average 18 products) and increases again towards a
scope of 7 (average of 35 products). In our experiments the scope nearest to the minimal number
of test cases is 5. For a scope of 7 we ask the solver to create 7 products per subset of tuples
(or pairs) while only 5 products suffice for the same set of tuples leading to more products that
satisfy the same set of tuples. This is true for highly constrained SPLs such as AspectOPTIMA
where the total number of products generated does not exceed a couple of hundred. Therefore,
fewer products are sufficient to capture all t-wise interactions. For a scope too small such as 3,
binary split gives a large number of products. This comes from the coarse-grain splitting (into
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halves) of the set of tuples leading to the non-optimal use of 3 products to cover a maximum
number of tuples.
For the incremental growth, the general trend that is the high number of products for a scope
of 3 (average 25 products), decrease towards a scope of 5 (average 17 products), and increase
again towards a scope of 7 (average 27 products). The reasoning for this general trend is similar
to binary splitting except that incremental growth attempts to optimize the number of tuples that
can be squeezed into a product.
When comparing binary split and incremental growth, there is a notable difference in the
variability in the solutions. Binary split results in a large variability (minimum 18 products
at scope 5 to a maximum of 115 products at scope 3) in the number of products compared to
incremental growth (minimum 16 products to a maximum of 30 products). This is reasonable
as binary split applies a coarse-grain strategy of halving sets while incremental growth applies
a selective strategy to ’squeeze in’ a maximum number of tuples into a test suite. However, in
terms of performance binary split for the AspectOPTIMA case study is far superior compared
to incremental growth. Binary split takes an average of 641 ms to obtain a set of products for a
scope of 3 while incremental growth takes about 14000 ms. This is primarily due to the fewer
steps (average 20) to divide in binary split compared to large number of steps (average 420) for
incremental growth. Therefore, we have a trade-off between the size of the test suite and the
time to generate the suite. Both strategies are able to automatically find a small number of test
cases satisfying all valid pair of feature interactions.
5.6.3 Tuple Occurrence Vs. Scope
In Figure 5.7, we present a box plot showing the total occurrence of tuples for different scopes.
We know that a possible limitation of divide-and-compose strategies is that they can generate test
cases that cover the same tuple multiple times. This is a limitation for the testing effort, since
a redundant tuple means that the same interaction of features has to be tested several times.
The total number of valid tuples is 421 for AspectOPTIMA and hence ideally we would like
to have a minimum number of products with exactly one occurrence of a tuple. However, the
existence of mandatory features force to have multiple occurrences of some tuples in the suite.
An effective strategy for test generation is thus a strategy that limits the occurence of the same
tuple in the test suite.
For binary split, the total tuple occurrence for a scope of 3 is about 3000 on an average,
decreases to about 1400 for a scope of 5 and increases again to 2500 for a scope of 7. Therefore,
a scope of 3 generates products with about 7 times the total tuple occurrence compared to the
ideal unique occurrence, scope of 5 about 3 times. We again observe that the near-optimal scope
of 5 has the least total tuple repetition.
For incremental growth, the total tuple occurrences are lower compared to binary split.
Binary split and scope 3 gives products with 1.6 times more occurrences compared to in-
cremental growth. In general, incremental growth converges to a better set of products: less
products with less occurences of tuples.
The strategy and the scope help us choose the ideal set of test cases.
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Figure 5.8: Box Plot for Test Case Redundancy
5.6.4 Test Case Redundancy
Results for test case redundancy are presented in Figure 5.8. One first observation is that the
values are similar (except for scope 3) for BinarySplit and IncrementalGrowth strategies. This
can be because both strategies are based on random ordering of tuples. Hence the coverage of the
feature diagram by SPL test cases is quite similar and its particular structure does not influence
test case redundancy between the two strategies.
We also observe that test case redundancy increases when the number of products decreases
for both strategies, the minimum being obtained with scope 5. This can be explained by the
fact that when the number of products decreases, the generator must “fill” each product with
more non-compulsory features in order to cover each tuple at least once. When we give more
“freedom” to the strategies (by increasing the number of products), they have more options to
fill products with non-compulsory features and generate less test case redundancy on average.
High redundancy in a small test suite can be beneficial for test cases reuse [141]. However, high
redundancy also means similar test cases in a suite and thus less coverage of the SPL, which
might not be a good caracteristic of a test suite. ults, which means it has to be tuned for
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5.6.5 Threats to Validity
This work mainly focused on the definition of two divide-and-compose strategies and the exper-
iment was performed on only one real-world feature diagram. It is a realistic FD, in size and
complexity of the constraints between feature. However, since we evaluate our strategies only
on this one, there is an important threat to external validity. We cannot know how the trends
we observed for both strategies can be generalized to feature diagrams with more features or a
different topology. We are currently running similar experiments on larger feature models (and
less constrained) to assess the impact of topology on the effectiveness of our strategies and im-
plementation. We also have another threat to construct validity: we have developed the tools
to measure the different metrics on the test suites. Concerning the metrics themselves, they are
usual metrics to evaluate test suites (number of test cases, coverage) that we believe are relevant
for the evaluation of the proposed strategies.
5.7 Conclusion
In this chapter, we propose an approach and platform supporting the automated generation of test
cases for software product lines. Our work is motivated by concerns of scalability and usability.
With respect to the first concern, we combined combinatorial interaction testing, as a systematic
way to sample a small set of test cases, with two “divide-and-compose” strategies. These strate-
gies address the scalability limitations of SAT solvers used to generate test cases that satisfy all
constraints captured in a feature model. Using these strategies, we are able to automatically gen-
erate sets of test cases for a medium-sized realistic SPL such as AspectOPTIMA which could not
be processed in an “all-constraints-at-once” fashion . We assessed our strategies by computing
metrics and discussed the factors that influence test case generation. We addressed usability via
model driven engineering techniques [74] to automatically transform generic feature diagrams
into alloy models amenable to t-wise test generation in Alloy.
We would like to extend our work along two main dimensions. The first one concerns test
generation strategies. We are currently experimenting with toolset on a crisis management sys-
tem which is characterized by a large number of optional and alternative features inducing more
than one hundred billions of possible test cases for exhaustive covering. Using the incremental
strategy we were able to reduce this number to a few hundred. We would also like to exploit
the feature model structure to reduce the number of tuples to consider and fine-tune t-wise gen-
eration. Generated products testability is the second dimension for future work. We would like
to extend our test case generation platform with automated SPL derivation techniques such as
[109] acting as oracles. This will then form a complete SPL test methodology starting from
considering the SPL “as a whole” to individual product testing.
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Chapter 6
Conclusion and Perspectives
Model-driven engineering is leveraging the use of models in all several aspects of software de-
velopment. Research into the theories, techniques, and tools for the various parts that make up
a model driven system -models and transformations- is active and is seeing uptake in industrial
contexts. However, as MDE is advancing it is facing challenges that characterize software engi-
neering such as managing scalability, reliability and of particular interest in this thesis automatic
discovery of effective models to facilitate test-based validation and model construction.
In order to address the challenges in automatic model discovery, we must develop mecha-
nisms to explore and discover models in a modelling domain. Further, the models must conform
to constraints heterogenous sources of knowledge such as metamodel constraints, search strate-
gies, and partial models. How can we discover models in a modelling domain?
We address this question in the thesis by presenting a generic methodology that transforms a
modelling domain and heterogeneous sources of knowledge to a constraint satisfaction problem
in the formal specification language ALLOY. We solve the constraint satisfaction problem to
discover models of interest. We specialize the generic methodology to first consider discovery
in a modelling domain specified by a metamodel and constrained by heterogeneous sources of
knowledge. This approach is concretely embodied in the tool PRAMANA. We validate our ap-
proach and PRAMANA by performing experiments in test model generation and partial model
completion. Second, we specialize our generic methodology for discovery in a modelling do-
main specified by a feature diagram of a Software Product Line. An SPL allows modelling vari-
ability in software systems using legacy software assets. This proves to be better than modelling
everything from scratch in a modelling language specified by a metamodel. The methodology
is embodied in the tool AVISHKAR. We validate AVISHKAR using experiments to generate
test products for a transaction processing SPL AspectOPTIMA. Using both methodologies and
tools PRAMANA and AVISHKAR we demonstrate the feasibility of automatic model discovery
in different modelling domains.
The rest of the chapter is organized as follows. In Section 6.1, we present a summary of
the different chapters in this thesis. In Section 6.2, we present ongoing work on the use of
AVISHKAR to analyze variation in QoS of web service orchestrations. Finally, in Section 6.3,
we present perspectives for future work.
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6.1 Summary and Conclusion
Chapter 2, presents the general context of MDE and the creation of modelling domains in MDE.
In particular, we discuss (a) The modelling domain specified by a metamodel and its constraints
in OCL and (b) The modelling domain specified by a feature diagram. The modelling domain
specification are transformed to constraint satisfaction problem (CSP) in the formal specification
language ALLOY which we describe in this chapter. The model transformation language to
perform the transformation from modelling domain to ALLOY is Kermeta. We describe Kermeta,
aspect-weaving in Kermeta, and model typing in Kermeta in this chapter. The chapter presents
the state of the art in automatic model discovery with emphasis on test model generation and
partial model completion. It also presents the state of the art in automatic product discovery.
In Chapter 3, we present a framework for automatic model discovery in the modelling do-
main specified by an input metamodel. The framework is embodied in the tool PRAMANA.
First, we present a metamodel pruning algorithm to extract an effective metamodel from the
input metamodel. The effective metamodel is a supertype of the input metamodel from a type-
theoretic point of view and a subset of the input metamodel from a set-theoretic point of view.
Second, we present a transformation of any metamodel or the effective metamodel to a CSP
in ALLOY. The transformation takes into account all non-trivial artifacts in a metamodel such
as multiple inheritance, multiplicity, containers, composite properties, opposite properties, and
identity properties. A discussion on the validity and complexity of the transformation is pre-
sented. Third, we discuss how heterogeneous sources of knowledge such as OCL constraints
may be transformed to ALLOY. Finally, we demonstrate the generation of models for the large
case study of the UML metamodel.
In Chapter 4, we present experiments to validate automatic model discovery presented in
Chapter 3. We present experiments in test model generation and partial model completion in a
model editor. First we consider test model generation where we use input domain partitioning
strategies to generate test models using PRAMANA. These models detect 93% of the bugs in
a representative model transformation compared to only 70% for unguided generation. The
representative transformation from UML class diagrams to RDBMS models exercises most model
transformation operators. The input metamodel UML contains almost all complex metamodel
constructs and is a widely used industrial metamodel. In the second experiment we perform
partial model completion in a model editor. Given a partially specified model in a model editor
we use PRAMANA to generate recommendations to complete partial model. We present an
algorithm to transform a partial model to an ALLOY predicate. We solve the predicate to generate
one or more model completions for models in the Hierarchical Finite State Machine modelling
language. We present the different times taken for completion of partial models of various size.
Chapter 5, we present a framework for automatic product discovery in the modelling domain
specified by the feature diagram (FD) of a Software Product Line (SPL). The framework is
embodied in the tool AVISHKAR. We first transform a FD to a CSP in ALLOY. We solve
the resulting ALLOY model to generate products. The focus of this chapter is to discover test
products that satisfy the T -wise coverage criteria between features in the FD. Generation of test
products for large FDs using ALLOY is not tractable. We scale the use of ALLOY using divide-
and-compose strategies that can generate a close to minimal set of test products that satisfy
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T -wise coverage. A side-effect of using divide-and-compose strategies is the introduction of
redundancies of pairs in products. We presents metrics to measure these redundancies. Using
pairwise coverage we show that AVISHKAR generates test products with acceptable redundancy
for a transaction processing FD AspectOPTIMA.
6.2 Variability Modeling and QoS Analysis of Web Services (Ongo-
ing)
In ongoing work we model the variability in a composite web services orchestration using feature
diagrams. We use AVISHKAR to generate different possible orchestrations of a composite web
service. We analyze the consequent variation in Quality of Service (QoS) of these orchestrations
using probabilistic models of QoS. This work is described below.
Inherent choice in an ever-growing world of services is making orchestration variability
a significant aspect of a composite web service. The different ways of orchestrating atomic
services can be seen as either multiple variants of a composite service or an online composite
service that reconfigures dynamically. In either case, we expect to observe a consequent variation
in Quality of Service (QoS) across different orchestrations. This variation in QoS must not only
take into account the variability in service selection but also the uncertainty/probabilistic nature
of QoS itself.
Modeling variability in web service orchestrations and analyzing the consequent variation
in QoS is the principal subject of one of our future directions. We present a methodology to
model orchestration variability using feature diagrams (FDs). Feature diagrams [70] provide
a graphical constraints-based framework to specify a product-line of orchestrations. Each or-
chestration in the product-line is represented as an authorized configuration of invoked/rejected
atomic services. In most cases the FD specifies a very large set of configurations making exhaus-
tive sampling infeasible. Instead, we want to sample from the set of all possible configurations
by systematically analyzing configurations covering all valid pairwise service interactions [41].
Finally, we use probabilistic models of QoS [119] to analyze variants of orchestrations derived
from all valid configurations.
We use our methodology to investigate merits of systematically sampling the set of all con-
figurations of web service orchestrations. Random sampling of configurations, generally em-
ployed, is both ineffective and expensive because it cannot be systematic and requires computing
QoS values for a large number of configurations. Moreover, random sampling is not easy when
FD constraints like mutual exclusion/requirement need to be satisfied. This work focuses on the
adaptation of combinatorial interaction testing (CIT) [35] to select a sample of configurations
that covers all pairwise interactions of services while satisfying all FD constraints. We use the
recently proposed scalable approach in [110] for generating these configurations. CIT is based
on the observation that most of the faults are triggered by interactions between a small number
of variables [83]. For example, consider the output quality of printing web pages depending on
a hypothetical combination of parameters represented in Table 6.1.
An exhaustive generation of combinations of these parameter options would entail 1536
cases with many redundancies. Pairwise coverage of optional combinations would require just
17 tests, resulting in a reduction of close to 99%. The number of exhaustive tests will increase
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Parameters Options
Operating System Windows, Linux, Macintosh
Browser IE, Firefox, Chrome, Opera
Printer Model HP, Canon, Xerox, Epson
Printer Type Ink-Jet, Laser
Orientation Portrait, Landscape
Size A3, A4, A5, A6
Color B/W, Multicolor
Table 6.1: Examples of printing parameters requiring comparison.
exponentially with addition of more parameters/options requiring an employment of efficient
sampling strategies.
Pairwise coverage test generation has been used to detect faults in software systems in prior
work [41], [35]. However, the application of these coverage-based techniques to sample config-
urations in service orchestrations is yet to be examined. This work performs such an examina-
tion through a series of experiments that aim at investigating several facets of the question: is
pairwise service interaction sampling of orchestration configurations effective for overall QoS
analysis and the consequent definition of a global SLA?
Our experiments are based on a crisis management system (CMS) case study described com-
prehensively in [78]. Our work will report on the following questions:
• Is it possible to automatically sample the orchestration configurations space to select con-
figurations that cover all pairwise service interactions?
• What global QoS metrics can we infer from a pairwise sample?
• How stable is the SLA computed from a pairwise sample? This question is related to the
fact that the automatic generation of pairwise configurations is not deterministic and thus
the global contract might vary depending on the generated sample.
• Is pairwise sampling more effective and efficient compared to exhaustive sampling of the
configuration space?
6.3 Perspectives
The ideas presented in this thesis represents a first step towards automating discovery of models
in a modelling domain. The work evokes a number of future avenues of research.
6.3.1 A Family of Metamodel Pruning Algorithms
In Chapter 3, we present the metamodel pruning algorithm to extract an effective metamodel
from an input metamodel. We show that the effective metamodel is a supertype of the input
metamodel from a type-theoretic point of view. It is also a subset of the input metamodel from
a set-theoretic point of view. The supertype property of the effective metamodel makes it back-
ward compatible with the input metamodel. By backward compatibility we mean all model
transformations or operations for the effective metamodel are valid for the input metamodel.
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Similarly, all models of the effective metamodel are also valid instances of the input metamodel.
This property has practical implications to the usage of large industry standard metamodels such
as the UML. Experts may extract a small and relevant subset of the UML to create models or
transformations while preserving type conformance with UML itself. Therefore, the type confor-
mance property between an effective metamodel and the large input metamodel leverages several
applications of the metamodel pruning algorithm. In future work, we would like to investigate
the possibility of creating a family of metamodel pruning algorithms.
The notion of a family metamodel pruning algorithms is based on the possibility of develop-
ing combinations of atomic pruning operators that satisfy type conformance. An atomic pruning
operator has an input metamodel and gives an effective metamodel as output. The effective
metamodel shows type conformance with the input metamodel. A given sequence of pruning
operators on an input metamodel should give an effective metamodel as output such that it shows
type conformance with the original input metamodel. This is due to a transitivity property of
pruning operators in a sequence. What are the different possible sequences of pruning opera-
tors? Which pruning operators are commutative? Which pruning operators in sequence show
transitivity? These are some of the questions that need explorations.
6.3.2 Transforming OCL Subset to ALLOY
In Chapter 3, we present a complete transformation of a metamodel to ALLOY implemented in
the PRAMANA framework. However, not all constraints may be expressed in the metamodel. A
textual constraint language such as the Object Constraint Language (OCL) is the industrial stan-
dard to expressed additional metamodel constraints. OCL is a side-effect language that queries a
model of a modelling language and check structural properties on the model. There are several
similarities between OCL and ALLOY in the way constraints are expressed. In future work, we
would like to focus on transforming a subset of OCL to ALLOY facts or predicates. ALLOY also
has some features not yet exploited in OCL which may help concurrently improve OCL itself. In
[144], the authors presents some shortcomings of OCL with respect to ALLOY.
6.3.3 Product Discovery Strategies based on Feature Diagram structure
In Chapter 5, we present the AVISHKAR framework to generate products that satisfy all T -wise
feature interactions in a FD. We believe that the quality of the test products and the number
of effective test products may be improved if we consider the structural semantics of the FD
in developing new strategies. New strategies will essentially comprise of analyzing the tree
structure of the FD to obtain knowledge to generate test products. The idea is to generate test
products using knowledge that explore the FD’s product space while respecting FD constraints.
This is in contrast, to T -wise generation where a lot of feature interactions are generated that do
not satisfy the FD constraints. Only a subset of the T -wise interactions are valid and are used to
generate test products.
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6.3.4 Scaling Constraint Solving using ALLOY
In most of the thesis we have used ALLOY to generate models or products. Generation using
ALLOY is based on the hypothesis that small models are often effective. We demonstrate this us-
ing experiments in test model generation. However, for product generation we make advances in
scaling ALLOY to generate products for a large FD. The idea is based on dividing the constraint
satisfaction problem and composing the results into a final set of products. This approximate
approach can handle large FDs but introduces some tuple redundancy in the generated products.
What are other ways to scale the size and number of models that can be generated using ALLOY
? This is a question that intrigues us. We would like to research this question in two axes: (a)
Develop divide and compose strategies to first create small models and then weave them together
into larger models (b) Leverage SAT solving using parallel SAT solvers such as ManySAT [61]
in order to generate instances from a large and highly-constrained ALLOY model.
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6.4 ALLOY Model of UMLCD Synthesized by PRAMANA
module tmp /UMLCD
open u t i l / boo l ean as Bool
s i g Model
{
c l a s s i f i e r : s e t C l a s s i f i e r ,
a s s o c i a t i o n : s e t A s s o c i a t i o n
}
a b s t r a c t s i g C l a s s i f i e r
{
name : I n t
}
s i g P r i m i t i v e D a t a T y p e e x t e n d s C l a s s i f i e r
{ }
s i g C l a s s e x t e n d s C l a s s i f i e r
{
i s _ p e r s i s t e n t : one Bool ,
p a r e n t : l on e Class ,
a t t r s : some P r o p e r t y
}
s i g A s s o c i a t i o n
{
name : I n t ,
d e s t : one Class ,
s r c : one C l a s s
}
s i g P r o p e r t y
{
name : I n t ,
i s _ p r i m a r y : Bool ,
t y p e : one C l a s s i f i e r
}
/ / Meta−model c o n s t r a i n t s
/∗ Ther e must be No C y c l i c I n h e r i t a n c e i n an UMLCD∗ /
f a c t n o C y c l i c I n h e r i t a n c e
{
no c : C l a s s | c in c . ^ p a r e n t
}
/∗ A l l t h e a t t r i b u t e s i n a C l a s s must have un ique a t t r i b u t e names ∗ /
f a c t un iqueP r oper tyNam es
{
a l l c : C l a s s | a l l a1 : c . a t t r s , a2 : c . a t t r s | a1 . name = a2 . name i m p l i e s a1=a2
}
/∗ An a t t r i b u t e o b j e c t can be c o n t a i n e d by on ly one c l a s s ∗ /
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f a c t a t t r i b u t e C o n t a i n m e n t
{
a l l c1 : Class , c2 : C l a s s | a l l a1 : c1 . a t t r s , a2 : c2 . a t t r s | a1 = a2 i m p l i e s c1=c2
}
/∗ Ther e i s e x a c t l y one Model o b j e c t ∗ /
f a c t oneModel
{
#Model=1
}
/∗ A l l C l a s s i f i e r o b j e c t s a r e c o n t a i n e d i n a Model ∗ /
f a c t c l a s s i f i e r C o n t a i n m e n t
{
a l l c : C l a s s i f i e r | c in Model . c l a s s i f i e r
}
/∗ A l l A s s o c i a t i o n o b j e c t s a r e c o n t a i n e d i n a Model ∗ /
f a c t a s s o c i a t i o n C o n t a i n m e n t
{
a l l a : A s s o c i a t i o n | a in Model . a s s o c i a t i o n
}
/∗A C l a s s i f i e r must have a un ique name i n t h e C l a s s Diagram ∗ /
f a c t u n i q u e C l a s s i f i e r N a m e
{
a l l c1 : C l a s s i f i e r , c2 : C l a s s i f i e r | c1 . name = c2 . name i m p l i e s c1=c2
}
/∗An a s s o c i a t i o n s have t h e same name e i t h e r t h e y a r e t h e same a s s o c i a t i o n o r t h e y have d i f f e r e n t s o u r c e s ∗ /
f a c t uniqeNameAssocSrc
{
a l l a1 : A s s o c i a t i o n , a2 : A s s o c i a t i o n |
a1 . name = a2 . name i m p l i e s ( a1 = a2 or a1 . s r c != a2 . s r c )
}
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6.5 Initial Set of Pre-conditions
/∗ I n i t i a l Model T r a n s f o r m a t i o n Pre−c o n d i t i o n s ∗ /
f a c t a t l e a s t O n e P r i m a r y P r o p e r t y
{
a l l c : C l a s s | one a : c . a t t r s | a . i s _ p r i m a r y =True
}
f a c t n o 4 C y c l i c C l a s s P r o p e r t y
{
a l l a : P r o p e r t y | a . t y p e in C l a s s i m p l i e s a l l a1 : a . t y p e . a t t r s | a1 . t y p e in
C l a s s i m p l i e s a l l a2 : a . t y p e . a t t r s | a2 . t y p e in C l a s s i m p l i e s a l l a3 : a . t y p e . a t t r s | a3 . t y p e
in C l a s s i m p l i e s a l l a4 : a . t y p e . a t t r s | a4 . t y p e in P r i m i t i v e D a t a T y p e
}
f a c t noProper tyAndAssociat i onHaveSameName
{
a l l c : C l a s s , a s s o c : A s s o c i a t i o n |
a l l a : c . a t t r s | ( a s s o c . s r c = c ) i m p l i e s a . name != a s s o c . name
}
f a c t n o 1 C y c l e N o n P e r s i s t e n t
{
a l l a : A s s o c i a t i o n | ( a . d e s t = a . s r c ) i m p l i e s a . s r c . i s _ p e r s i s t e n t = True
}
f a c t n o 2 C y c l e N o n P e r s i s t e n t
{
a l l a1 : A s s o c i a t i o n , a2 : A s s o c i a t i o n |
( a1 . d e s t = a2 . s r c and a2 . d e s t = a1 . s r c ) i m p l i e s
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a1 . s r c . i s _ p e r s i s t e n t = True or a2 . s r c . i s _ p e r s i s t e n t =True
}
Listing 6.2: Initial pre-conditions as ALLOY facts
6.6 Discovered Set of Pre-conditions
/ / D i s c o v e r e d Model T r a n s f o r m a t i o n pre−c o n d i t i o n c o n s t r a i n t s
/∗ 1 . At a dep th o f 4 t h e t y p e o f an a t t r i b u t e has t o be p r i m i t i v e and c a n n o t be a c l a s s t y p e ∗ /
f a c t n o 4 C y c l i c C l a s s P r o p e r t y{
a l l a : P r o p e r t y | a . t y p e in C l a s s => a l l a1 : a . t y p e . a t t r s | a1 . t y p e in C l a s s => a l l a2 : a . t y p e . a t t r s | a2 . t y p e in C l a s s
=> a l l a3 : a . t y p e . a t t r s | a3 . t y p e in C l a s s => a l l a4 : a . t y p e . a t t r s | a4 . t y p e in P r i m i t i v e D a t a T y p e
}
/∗ 2 . A C l a s s c a n n o t have an a s s o c i a t i o n and an a t t r s o f t h e same name ∗ /
f a c t noAttribAndAssocSameName {
a l l c : Class , a s s o c : A s s o c i a t i o n | a l l a : c . a t t r s | ( a s s o c . s r c == c ) => a . name != a s s o c . name
}
/∗ 3 . No c y c l e s between non−p e r s i s t e n t c l a s s e s ∗ /
f a c t n o 1 C y c l e N o n P e r s i s t e n t
{
a l l a : A s s o c i a t i o n | ( a . d e s t == a . s r c ) => a . d e s t . i s _ p e r s i s t e n t = True
}
f a c t n o 2 C y c l e N o n P e r s i s t e n t
{
a l l a1 : A s s o c i a t i o n , a2 : A s s o c i a t i o n | ( a1 . d e s t == a2 . s r c and a2 . d e s t ==a1 . s r c ) => a1 . s r c . i s _ p e r s i s t e n t = True or
a2 . s r c . i s _ p e r s i s t e n t =True
}
/∗ 4 . A p e r s i s t e n t c l a s s can ’ t have an a s s o c i a t i o n t o one o f i t s p a r e n t ∗ /
f a c t a s s o c P e r s i s t e n t C l a s s
{
a l l a : A s s o c i a t i o n | a . s r c . i s _ p e r s i s t e n t =True i m p l i e s a . d e s t n o t in a . s r c . ^ p a r e n t
}
/∗ 5 . Unique a s s o c i a t i o n names i n a c l a s s h i e r a r c h y ∗ /
f a c t u n i q u e A s s o c N a m e s I n I nHe r i t a nc e T r ee
{
a l l c : C l a s s |
a l l a1 : A s s o c i a t i o n , a2 : A s s o c i a t i o n |
( a1 . s r c in c and a2 . s r c in c . ^ p a r e n t and a1 != a2 ) i m p l i e s ( a1 . name != a2 . name )
}
/∗ 6 . A c l a s s can ’ t be t h e t y p e o f one o f i t s a t t r i b u t e s ( amoung a l l i t s a t t r i b u t e s ∗ /
f a c t c l a s s C a n t T y p e O f A l l o f I t s P r o p e r t y
{
a l l c : C l a s s | a l l a : ( c . a t t r s +c . ^ p a r e n t . a t t r s ) | a . t y p e != c
}
/∗ 7 . A C l a s s A which i n h e r i t s f rom a p e r s i s t e n t c l a s s B can ’ t have an o u t g o i n g a s s o c i a t i o n wi th t h e same name
t h a t one a s s o c i a t i o n o f t h a t p e r s i s t e n t c l a s s B ∗ /
f a c t c l ass I nher i t sOu tgo ingN otS a m eN am e As s oc
{
a l l A: C l a s s | a l l B :A. ^ p a r e n t | B . i s _ p e r s i s t e n t == True i m p l i e s ( no a1 : A s s o c i a t i o n , a2 : A s s o c i a t i o n |
( a1 . s r c = A and a2 . s r c =B and a1 . name=a2 . name ) )
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}
/∗ 8 . A c l a s s A which i n h e r i t s f rom a p e r s i s t e n t c l a s s B can ’ t have an a t t r i b u t e wi th t h e same name
t h a t one a t t r i b u t e o f t h a t p e r s i s t e n t c l a s s B ∗ /
f a c t c l a s s I n h e r i t s O u t g o i n g N o t S a m e N a m e A t t r i b
{
a l l A: C l a s s | a l l B :A. ^ p a r e n t | B . i s _ p e r s i s t e n t == True i m p l i e s ( no a1 : A. a t t r s , a2 : B . a t t r s |
( a1 . name=a2 . name ) )
}
/∗ 9 . No a s s o c i a t i o n between two c l a s s e s o f an i n h e r i t a n c e t r e e ∗ /
f a c t n o A s s o c B e t w e e n C la s s I nH ie r a r ch y
{
a l l a : A s s o c i a t i o n | a l l c : C l a s s | ( a . s r c =c i m p l i e s a . d e s t n o t in c . ^ p a r e n t ) and ( a . d e s t =c i m p l i e s a . s r c n o t
in c . ^ p a r e n t )
}
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6.7 FSM ALLOY Model with Facts and Partial Model Predicates
module metamodelFSM
open u t i l / boo l ean as Bool
s i g FSM
{
s t a t e s : s e t S t a t e ,
c u r r e n t S t a t e : l on e S t a t e ,
t r a n s i t i o n s : s e t T r a n s i t i o n
}
s i g S t a t e
{
l a b e l : I n t ,
o u t g o i n g T r a n s i t i o n : s e t T r a n s i t i o n ,
i n c o m i n g T r a n s i t i o n : s e t T r a n s i t i o n ,
f s m C u r r e n t S t a t e : one FSM,
f s m S t a t e s : one FSM,
i s F i n a l : one Bool ,
i s I n i t i a l : one Bool
}
s i g T r a n s i t i o n
{
e v e n t : I n t ,
t a r g e t : one S t a t e ,
s o u r c e : one S t a t e ,
f s m T r a n s i t i o n s : one FSM
}
/ / Meta−model c o n s t r a i n t s / /
/ / E x a c t l y one i n i t i a l s t a t e
f a c t e x a c t l y O n e I n i t i a l S t a t e
{
one s : S t a t e | s . i s I n i t i a l == True
}
/ / A t l e a s t one f i n a l s t a t e
f a c t a t l e a s t O n e F i n a l S t a t e
{
some s : S t a t e | s . i s F i n a l == True
}
/ / E x a c t l y one HFSM
f a c t exactlyOneFSM
{
one FSM
}
f a c t s a m e S o u r c e D i f f T a r g e t
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{
a l l t 1 : T r a n s i t i o n , t 2 : T r a n s i t i o n | ( t 1 != t 2 and t 1 . s o u r c e == t 2 . s o u r c e ) =>
t 1 . t a r g e t != t 2 . t a r g e t
}
f a c t s e t T a r g e t A n d S o u r c e
{
a l l s : S t a t e | s . i n c o m i n g T r a n s i t i o n . t a r g e t = s and
s . o u t g o i n g T r a n s i t i o n . s o u r c e =s
}
f a c t n o U n r e a c h a b l e S t a t e s
{
a l l s : S t a t e | ( s . i s I n i t i a l == F a l s e ) =>
a l l i n c 1 : s . i n c o m i n g T r a n s i t i o n |
i n c 1 . s o u r c e . i s I n i t i a l = True or
a l l i n c 2 : i n c 1 . s o u r c e . i n c o m i n g T r a n s i t i o n
| i n c 2 . s o u r c e . i s I n i t i a l = True or
a l l i n c 3 : i n c 2 . s o u r c e . i n c o m i n g T r a n s i t i o n
| i n c 3 . s o u r c e . i s I n i t i a l = True
}
f a c t u n i q u e S t a t e L a b e l s
{
# S t a t e >1 => a l l s1 : S t a t e , s2 : S t a t e | s1 != s2 =>s1 . l a b e l != s2 . l a b e l
}
f a c t c o n t a i n m e n t S t a t e
{
S t a t e in FSM . s t a t e s
}
f a c t c o n t a i n m e n t T r a n s i t i o n
{
T r a n s i t i o n in FSM . t r a n s i t i o n s
}
/ / P a r t i a l Model F a c t s
/ / P a r t i a l Model 1
pred p a r t i a l M o d e l 1 _ F a c t
{
some S t a t e
}
/ / P a r t i a l Model 2
pred p a r t i a l M o d e l 2 _ F a c t
{
some s1 : S t a t e , s2 : S t a t e , t 1 : T r a n s i t i o n | s1 != s2 and
t 1 in s1 . o u t g o i n g T r a n s i t i o n and t 1 in
s2 . i n c o m i n g T r a n s i t i o n
}
/ / P a r t i a l Model 3
pred p a r t i a l M o d e l 3 _ F a c t
{
some s1 : S t a t e , s2 : S t a t e , s3 : S t a t e , s4 : S t a t e ,
t 1 : T r a n s i t i o n , t 2 : T r a n s i t i o n |
s1 != s2 and s2 != s3 and s3 != s4 and s1 != s3 and
s1 != s4 and s2 != s4 and t 1 != t 2 and
t 1 in s2 . i n c o m i n g T r a n s i t i o n and t 2 in
s3 . i n c o m i n g T r a n s i t i o n and t 1 in s1 . o u t g o i n g T r a n s i t i o n
and t 2 in s1 . o u t g o i n g T r a n s i t i o n and
s2 . i s I n i t i a l = True and s4 . i s F i n a l = True
}
/ / P a r t i a l Model 4
pred p a r t i a l M o d e l 4 _ F a c t
{
some s1 : S t a t e , s2 : S t a t e , s3 : S t a t e , s4 : S t a t e ,
t 1 : T r a n s i t i o n , t 2 : T r a n s i t i o n |
s1 != s2 and s2 != s3 and s3 != s4 and s1 != s3 and
s1 != s4 and s2 != s4 and t 1 != t 2 and
t 1 in s2 . i n c o m i n g T r a n s i t i o n and t 2 in
s3 . i n c o m i n g T r a n s i t i o n and t 1 in s1 . o u t g o i n g T r a n s i t i o n
and t 1 in s1 . o u t g o i n g T r a n s i t i o n and
s2 . i s I n i t i a l =True and s3 . i s I n i t i a l =True
}
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run p a r t i a l M o d e l 1 _ F a c t f o r 10
run p a r t i a l M o d e l 2 _ F a c t f o r 10
run p a r t i a l M o d e l 3 _ F a c t f o r 10
run p a r t i a l M o d e l 4 _ F a c t f o r 10
run p a r t i a l M o d e l 1 _ F a c t f o r e x a c t l y 1 FSM, e x a c t l y 5 S t a t e ,
e x a c t l y 5 T r a n s i t i o n , 5 i n t
run p a r t i a l M o d e l 2 _ F a c t f o r e x a c t l y 1 FSM, e x a c t l y 5 S t a t e ,
e x a c t l y 5 T r a n s i t i o n , 5 i n t
run p a r t i a l M o d e l 3 _ F a c t f o r e x a c t l y 1 FSM, e x a c t l y 5 S t a t e ,
e x a c t l y 5 T r a n s i t i o n , 7 i n t
run p a r t i a l M o d e l 4 _ F a c t f o r e x a c t l y 1 FSM, e x a c t l y 5 S t a t e ,
e x a c t l y 5 T r a n s i t i o n , 5 i n t
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Résumé :
Les découvertes scientifiques aboutissent souvent à la représentation de structures dans l’environnement sous 
forme de graphes d’objets. Par exemple, certains réseaux de réactions biologiques visent à représenter les processus 
vitaux tels que la consommation de gras ou l’activation/désactivation des gênes. L’extraction de connaissances à 
partir d'expérimentations, l'analyse des données et l’inférence conduisent à la découverte de structures effectives 
dans la nature. Ce processus de découverte scientifiques peut-il être automatisé au moyen de diverses sources de 
connaissances? Dans cette thèse, nous abordons la même question dans le contexte contemporain de l'ingénierie 
dirigée par les modèles (IDM) de systèmes logiciels complexes.  
  L’IDM vise à accélérer la création de logiciels complexes en utilisant de artefacts de base appelés modèles. 
Tout comme le processus de découverte de structures effectives en science un modeleur crée dans un domaine de 
modélisation des modèles effectifs, qui représente des artefacts logiciels utiles. Dans cette thèse, nous considérons 
deux domaines de modélisation: métamodèles pour la modélisation des langages et des feature diagrams pour les 
lignes de produits (LPL) logiciels. Pouvons-nous automatiser la découverte de modèles effectifs dans un domaine 
de modélisation? Le principal défi dans la découverte est la génération automatique de modèles. Les modèles sont 
des  graphes d’objets interconnectés avec des contraintes sur leur structure et les données qu'ils contiennent. Ces 
contraintes sont imposées par un domaine de modélisation et des sources hétérogènes de connaissances, incluant 
plusieurs règles de bonne formation. Comment pouvons-nous générer automatiquement des modèles qui satisfont 
ces contraintes? Dans cette thèse, nous présentons un framework dirigé par les modèles pour répondre à cette 
question.
  Le framework pour la découverte automatique de modèles utilise des sources hétérogènes de connaissances 
pour construire, dans un premier temps, un sous-ensemble concis et pertinent d’une spécification du domaine de 
modélisation appelée domaine de modélisation effecti. Ensuite, il transforme le domaine de modélisation effectif 
défini dans différent langages vers un problème de satisfaction de contraintes dans le langage de spécification formel 
Alloy. Enfin, le framework invoque un solveur sur le modèle Alloy pour générer un ou plusieurs modèles effectifs. 
Nous incorporons le framework dans deux outils: Pramana pour la découverte de modèles a partir de n’importe quel 
langage de modélisation et Avishkar pour la découverte de produits dans une LPL. Nous validons notre framework 
par des expérimentations rigoureuses pour la génération de test, la complétion de modèles partiel, la génération 
de produits, et la génération d’orchestrations web service. Les résultats montrent que notre framework génère 
systématiquement des solutions effectives dans des domaines de modélisation à partir de cas d’étude significatifs.
 
Abstract :
Scientific discovery often culminates into representing structure in nature as networks (graphs) of objects. For 
instance, certain biological reaction networks aim to represent living processes such as burning fat or switching 
genes on/off. Knowledge from experiments, data analysis and mental tacit lead to the discovery of such effective 
structures in nature.  Can this process of scientific discovery using various sources of knowledge be automated? 
In this thesis, we address the same question in the contemporary context of model-driven engineering (MDE) of 
complex software systems.
   MDE aims to grease the wheels of complex software creation using first class artifacts called models. Very much 
like the process of effective structure discovery in science a modeler creates effective models, representing useful 
software artifacts,  in a modelling domain. In this thesis, we consider two such modelling domains:  metamodels for 
modelling languages and feature diagrams for Software Product Lines (SPLs). Can we automate effective model 
discovery in a modelling domain? The central challenge in discovery is the automatic generation of models. Models 
are graphs of inter-connected objects with constraints on their structure and the data contained in them. These 
constraints are enforced  by a modelling domain and  heterogeneous sources of knowledge including several well-
formedness rules. How can we automatically generate models that simultaneously satisfy these constraints? In this 
thesis, we present a model-driven framework to answer this question.
   The framework for automatic model discovery uses heterogeneous sources of knowledge to first setup a concise 
and relevant subset of a modelling domain specification called the effective modelling domain. Next, it transforms 
the effective modelling domain defined in possibly different languages to a constraint satisfaction problem in 
the unique formal specification language Alloy. Finally, the framework invokes a solver on the Alloy model  to 
generate one or more effective models. We embody the framework in two tools: Pramana for model discovery in 
any modelling language and Avishkar for product discovery in a SPL.  We validate our framework through rigorous 
experiments in test model generation, partial model completion,  product generation in SPLs, and generation of web-
service orchestrations. The results qualify that our framework consistently generates effective findings in modelling 
domains from commensurate case studies.
