All relevant data are within the paper and its Supporting Information files.

Introduction {#sec001}
============

Neuroeconomic theories highlight that a key component of motivation is evaluating whether potential rewards are worth the amount of effort required to obtain them \[[@pbio.1002598.ref001], [@pbio.1002598.ref002]\]. Behaviours are executed if they have sufficient "subjective value" (SV), which is based on how much a potential reward is discounted---or devalued---by the effort required to obtain that outcome \[[@pbio.1002598.ref003]\]. A characteristic of these cost--benefit valuations is that they are inherently highly subjective and thus vary across individuals \[[@pbio.1002598.ref004]--[@pbio.1002598.ref006]\]. Some people are willing to invest a quantum of effort for a reward that others would not. However, not all types of effort are subjectively evaluated in the same manner. Some individuals may be willing to overcome physically demanding challenges but be averse to mental effort, while others might show the opposite profile. Understanding the mechanisms that underlie cost--benefit valuations across different domains of effort is crucial to understanding the variability in people's motivation \[[@pbio.1002598.ref007], [@pbio.1002598.ref008]\], but little is known of the neural or computational basis of these mechanisms.

Current theories of value-processing suggest that the computation of SV occurs in a common, domain-general network of brain regions \[[@pbio.1002598.ref009]\]. Single-cell and neuroimaging studies have implicated areas within the basal ganglia and parieto-prefrontal cortices in the computation of SV for rewards that are devalued by costs such as risk, delays, or probability \[[@pbio.1002598.ref009], [@pbio.1002598.ref010]\]. Separately, research on effort-based decision making has implicated areas including the anterior cingulate cortex (ACC) (area 32'), dorsolateral prefrontal cortex (dlPFC) (areas 8/9), anterior insula (AI), intraparietal cortex (area 7), and several amygdala nuclei \[[@pbio.1002598.ref011]--[@pbio.1002598.ref016]\]. However, critical unanswered questions are whether these effort-sensitive areas compute the subjective value of discounted rewards associated with effort costs and whether these areas are differentially sensitive to the nature of those costs.

To date, most research on effort-based decision making has either focused on the cognitive or physical domains in isolation \[[@pbio.1002598.ref004], [@pbio.1002598.ref017]--[@pbio.1002598.ref019]\]. The only previous study to have examined the neural mechanisms associated with different types of effort required participants to *perform* a cognitively or physically demanding task \[[@pbio.1002598.ref020]\]. Importantly, however, participants in that study were not engaged in the *choice* of whether it was worthwhile to invest effort for reward. Thus, although this study was useful in examining how the brain motivates the exertion of different effort costs, the neural substrates that underlie the subjective valuation of reward---and the decision of whether to engage in an effortful action---remain unknown. Increasingly, these decision processes are being recognised as a critical component of motivated behaviour, with evidence that aberrant effort-based decision making may be a key element of motivational disorders such as apathy \[[@pbio.1002598.ref018], [@pbio.1002598.ref019], [@pbio.1002598.ref021]\].

Here, we used the computation of SV as a key operation to understand cost--benefit decision making across the domains of cognitive and physical effort \[[@pbio.1002598.ref009], [@pbio.1002598.ref022]--[@pbio.1002598.ref024]\]. In contrast to classical accounts, recent research in animals suggests that the mechanisms that underpin cognitive and physical effort discounting might be separable. For example, animal studies of the amygdala have causally linked it to motivation and the devaluation of reward by effort costs \[[@pbio.1002598.ref025], [@pbio.1002598.ref026]\]. Recently, however, a novel rodent decision-making task showed dissociable effects of amygdala and frontal lesions on cognitive effort--based decisions \[[@pbio.1002598.ref027]\]. Specifically, amygdala and ACC inactivations caused changes to behaviour during a cognitive effort task \[[@pbio.1002598.ref027]\] that were different to those in physical effort tasks \[[@pbio.1002598.ref002], [@pbio.1002598.ref025], [@pbio.1002598.ref026]\]. Furthermore, amygdala inactivation influenced individual animals differently, suggesting that the amygdala may play a distinct role in subjectively valuing rewards associated with cognitive effort. Such findings suggest that the computation of SV in the context of effort may not be within a domain-general network of valuation areas, as is often argued \[[@pbio.1002598.ref009]\].

To establish whether the SV of different effort costs are processed within domain-general or domain-specific brain systems, the current study directly examined whether the neural mechanisms underlying subjective reward valuation are sensitive to different types of effort. We first trained participants on two tasks that were closely matched on many properties that are known to influence the valuation of a reward (e.g., probability, duration prior to outcome) \[[@pbio.1002598.ref028]\] but differed in whether cognitive or physical effort was required to obtain rewards. In each, we parametrically varied effort in one domain while holding the demands of the other constant. Then, while being scanned with functional magnetic resonance imaging (fMRI), participants chose between a fixed low-effort/low-reward "baseline" option and a variable higher-effort/higher-reward "offer."

Central to our paradigm was the use of computational models to calculate the SV of each effort and reward combination relative to the baseline option for individual subjects, which allowed us to calculate subject-specific discounting parameters for each of the cognitive and physical effort tasks. Using model-based fMRI, we then identified regions in which blood oxygen level--dependent (BOLD) activity correlated with these parameters. This revealed that cognitive and physical effort discounting occurred in largely overlapping neural areas, but in addition, the right amygdala contributed uniquely to cognitive effort valuation.

Results {#sec002}
=======

Behavioural results {#sec003}
-------------------

In the cognitive effort task \[[@pbio.1002598.ref004]\], we employed a rapid serial visual presentation (RSVP) paradigm \[[@pbio.1002598.ref029]\], in which participants fixated centrally while monitoring one of two target streams to the left and right of fixation for a target number "7" ([Fig 1A](#pbio.1002598.g001){ref-type="fig"}). Each target stream was surrounded by three distractor streams. The target stream to be monitored was indicated at the beginning of the trial by a central arrow and, during the trial, participants had to simultaneously monitor the central stream for a number "3," which would be a cue to switch their attention to the opposite target stream. We parametrically varied the amount of cognitive effort over six levels by increasing the number of times attention had to be switched between streams from one to six. We previously confirmed that this task was able to manipulate perceived cognitive effort while controlling for physical demands and reinforcement rates \[[@pbio.1002598.ref004]\].

![Cognitive and physical effort tasks.\
*Upper Panel*. Participants were first trained on the cognitive and physical tasks. Each trial commenced with a pie chart indicating the upcoming effort level. (A) The cognitive effort task utilised an RSVP paradigm. The main task was to detect a target "7" in one of two letter streams at either side of fixation (here initially indicated by "F" and "Q"). Each target stream was surrounded by three distractor streams. An arrowhead at the beginning of each trial indicated the initial target stream. During the trial, a central "3" was a cue to switch attention to the opposite target stream. Cognitive effort was manipulated as the number of attentional switches per trial (1--6). (B) The physical effort task required participants to maintain a sustained grip on a handheld dynamometer at one of six levels of force, as a function of their individually calibrated maximal voluntary contraction (MVC). *Lower Panel*. (C) After training, participants chose between a fixed low-effort/low-reward baseline and a variable high-effort/high-reward offer. Choices were made while being scanned with fMRI and were made separately for the cognitive and physical domains.](pbio.1002598.g001){#pbio.1002598.g001}

In the physical effort task, participants exerted one of six different levels of force on a handheld dynamometer ([Fig 1B](#pbio.1002598.g001){ref-type="fig"}). The effort levels for each participant were defined as proportions of their individually calibrated maximum voluntary contraction (MVC) (8%, 13%, 18%, 23%, 28%, and 33%), as determined at the beginning of the experiment. The duration of each of the cognitive and physical effort trials was identical (14 s), ensuring that participants' choices were not due to temporal discounting \[[@pbio.1002598.ref030], [@pbio.1002598.ref031]\].

Participants were first trained on each of the cognitive and physical effort tasks outside the scanner in counterbalanced order. They undertook an extensive training session of 60 trials for each task to familiarise themselves with the effort associated with each level in each domain and so that we could estimate performance measures for each task (see [Materials and Methods](#sec017){ref-type="sec"}). Participants were told that their reimbursement at the end of the study would be contingent on performance and that for each trial that they performed well, they would be awarded one credit, which would be later converted into a monetary amount. This training resulted in participants being rewarded on over 80% of trials, and a repeated-measures ANOVA revealed that, although there was a significant effect of effort (*F*(1.7, 57.2) = 7.48, *p* \< .005), neither the main effect of domain nor its interaction with effort were significant (*p* \> .05; [S1 Fig](#pbio.1002598.s001){ref-type="supplementary-material"}). Importantly, this indicates that the reinforcement rates did not differ between tasks and ensured that subsequent effort-based decisions in the two domains could not be confounded by participants' belief that they would be differentially successful at obtaining rewards across the two tasks.

The critical choice phase occurred after the training phase, while participants were being scanned with fMRI ([Fig 1C](#pbio.1002598.g001){ref-type="fig"}). During this phase, participants made cost--benefit decisions for the cognitive and physical effort tasks separately. On each trial, they were presented with a fixed low-effort/low-reward "baseline" option and a variable high-effort/high-reward "offer." The baseline option was an opportunity to perform the lowest level of effort for one credit, while the offer presented a higher number of credits (2, 4, 6, 8, or 10 credits) for having to invest a greater amount of effort (levels 2--5). Importantly, by providing participants with the identical range of reward options for both cognitive and physical effort, we could disentangle how cognitive and physical effort differentially devalued the identical rewards. In addition, in order to eliminate the effect of fatigue on participants' decisions, they were not required to execute their choices within the scanner. Instead, they were instructed that they would be required to perform a random selection of ten of their choices at the conclusion of the experiment and that their remuneration would be based on these randomly selected trials.

Because separate decisions were made for the cognitive and physical tasks, we were able to estimate the extent to which the same amount of reward was devalued within each domain for each participant. An important feature of our design was that we temporally separated the presentation of the offer from that of the response cue. Thus, participants did not know which button corresponded to the baseline or offer until the onset of the response prompt. This ensured that we could examine activity time-locked to a cue from which SV would be processed independently, with activity related to these events not confounded by preparatory motor activity.

### Effort sensitivity {#sec004}

First, to probe for differences in effort sensitivity across the cognitive and physical domains, we examined the proportion of trials in which participants chose the more effortful offer, as a function of effort level ([Fig 2A](#pbio.1002598.g002){ref-type="fig"}). A two-way repeated-measures ANOVA on the factors of domain (cognitive, physical) and effort (1--6) revealed a significant effect of effort, such that each level was different to every other level (*F*(2.05, 67.6) = 89.1, *p* \< .001; all post-hoc comparisons *p* \< .001, Bonferroni-corrected). However, neither the main effect of domain nor the two-way interaction was significant (domain, *F*(1, 33) = 0.82; interaction *F*(1.86, 61.4) = 0.60).

![Group data reveal similar choice behaviour for cognitive and physical effort.\
Proportion of accepted offers (±1 standard error of the mean \[SEM\]) as a function of (A) effort and (B) reward for the cognitive and physical effort tasks. Underlying data for panels A--B can be found in [S1 Data](#pbio.1002598.s012){ref-type="supplementary-material"}.](pbio.1002598.g002){#pbio.1002598.g002}

### Reward sensitivity {#sec005}

We then performed the complementary analysis on reward sensitivity to analyse the proportion of offers chosen as a function of Reward ([Fig 2B](#pbio.1002598.g002){ref-type="fig"}). Here, we found a significant main effect of Reward (*F*(2.04, 67.3) = 93.1, *p* \< .001), such that each level was significantly different to every other level (all *p*-values \< .05). However, neither the main effect of domain nor its interaction was significant (domain, *F*(1, 33) = 0.82; interaction, *F*(2.09, 68.9) = 1.42). Together, these results suggest that, at a group level, choice behaviour in the cognitive and physical effort tasks was indistinguishable.

### Choice reaction time {#sec006}

Choice reaction time has previously been taken as an index of decision difficulty \[[@pbio.1002598.ref032]\]. In order to ensure that cognitive and physical effort--based decisions did not differ in terms of decision difficulty, we analysed the median reaction times for participants to provide a response following the onset of the response prompt ([S2 Fig](#pbio.1002598.s002){ref-type="supplementary-material"}). A repeated-measures ANOVA was conducted on the factors of domain (cognitive, physical) and effort (Levels 2--6), which showed no significant main effects or interactions (domain, *F*(1, 33) = 0.59; effort, *F*(4, 132) = 2.31; domain x effort, *F*(4, 132) = 2.06); all *p*-values \> .05). The analogous domain x reward ANOVA also failed to reveal any significant results (domain, *F*(1, 33) = 0.34; reward, *F*(4, 132) = 1.64; domain x reward, *F*(4, 132) = 1.65; all *p*-values \> .05). This verifies that the cognitive and physical decision-making tasks were similar in terms of times needed to make a choice.

### Logistic regression of choice behaviour {#sec007}

Next, we sought to exclude probability discounting as an explanation for participants' choices ([S3 Fig](#pbio.1002598.s003){ref-type="supplementary-material"}). We performed a logistic regression using a regressor that takes the proportion of rewards obtained at each level of effort in the training session as predictors of choice during the fMRI task. This can be considered a proxy for a participant's prediction of the probability that they would be rewarded at each level. For each domain, effort, reward, and reinforcement rates (i.e., the proportion of trials rewarded at each effort level in the training session) were entered into the model and allowed to explain shared variance. Thus, we were able to examine whether any of the parameters could explain behaviour significantly over and above any correlations with other variables. We entered reinforcement, reward, and effort as covariates in a separate general linear model for each participant and for each effort domain. Beta values were then normalised to *t*-statistics as *β*/SE(*β*) to compensate for the possibility of poor estimates of *β*s in participants with low levels of variance for any variable. Finally, we ran nonparametric Wilcoxon signed-rank tests on each of the covariates against zero.

These analyses revealed that effort scores significantly predicted choice behaviour in the negative direction (i.e., higher effort levels were chosen less frequently; *t*(cog) = --1.92, *Z* = --4.69, *p* \< .0001; *t*(phys) = --1.86, *Z* = --4.59, *p* \< .0001), and that reward scores significantly predicted choice behaviour in the positive direction (i.e., higher rewards were chosen more frequently; *t*(cog) = 1.90, *Z* = 4.88, *p* \< .0001; *t*(phys) = 1.81, *Z* = 4.78, *p* \< .0001). Importantly, however, reinforcement rates did not significantly predict choice behaviour across the group (*t*(cog) = 0.22, *Z* = 0.54, *p* = .28; *t*(phys) = 0.10, *Z* = --0.08, *p* = .94). These analyses therefore demonstrate that (1) effort and reward each predict choice behaviour and (2) reinforcement rates in the training phase did not affect participants' preferences, which excludes probability discounting as an explanation for choice behaviour in our study.

### Computational modelling of choice behaviour {#sec008}

Despite the group data showing no apparent differences in behaviour across domains, such an approach collapses across the individual differences inherent in this paradigm, in which some participants may differentially prefer effort in one domain over another (see, for example, [S4 Fig](#pbio.1002598.s004){ref-type="supplementary-material"}). Several previous studies have attempted to capture the pattern of such individual differences by computationally modelling subjective devaluation of reward by effort \[[@pbio.1002598.ref005], [@pbio.1002598.ref014], [@pbio.1002598.ref033]\]. Based on this literature, we fitted linear, hyperbolic, parabolic, and exponential functions to participants' choices in the cognitive and physical effort tasks using a *softmax* function and maximum likelihood estimation (see [Materials and Methods](#sec017){ref-type="sec"}).

We created three separate classes of model ([Fig 3](#pbio.1002598.g003){ref-type="fig"}; [S5 Fig](#pbio.1002598.s005){ref-type="supplementary-material"}). These classes assumed the following: (1) the same discounting and *softmax* parameters for choices across both tasks (i.e., equal motivation and equal stochasticity when choosing to exert cognitive or physical effort), (2) the same discounting parameter but distinct *softmax* parameters across both tasks (equal motivation but distinct stochasticity across domains), or (3) separate discounting and *softmax* parameters for both tasks (different levels of motivation and different levels of stochasticity). In total, we compared 36 different models to examine whether rewards were valued differently at an individual subject level when associated with different effort costs and also the nature of the function that characterised the valuation in each domain. Model fits were compared with the Akaike Information Criterion (AIC) ([Fig 3](#pbio.1002598.g003){ref-type="fig"}) \[[@pbio.1002598.ref034]\] and Bayesian Information Criterion (BIC) ([S5 Fig](#pbio.1002598.s005){ref-type="supplementary-material"}) \[[@pbio.1002598.ref035]\], both of which converged on identical results.

![Computational modelling revealed that reward devaluation by cognitive and physical effort was best described by different functions.\
The winning model indicated that cognitive valuation was best fitted by a hyperbolic function and physical valuation by a parabolic function. Three classes of model were compared, based on whether cognitive and physical effort were assumed to discount reward with single or separate functions, or single or separate *softmax β*s. Models were fitted using maximum likelihood estimation and compared with an Akaike Information Criterion (AIC) (illustrated here). Additional model comparisons using a Bayesian Information Criterion (BIC) revealed the identical pattern of results ([S5 Fig](#pbio.1002598.s005){ref-type="supplementary-material"}). *SV*(*t*) represents the subjective value of the offer on trial *t*, *R* is the reward in credits (2, 4, 6, 8, or 10), *E* is the effort level (0.2, 0.4, 0.6, 0.8, or 1.0), and *k* is a subject-specific discounting parameter. Underlying data can be found in [S1 Data](#pbio.1002598.s012){ref-type="supplementary-material"}.](pbio.1002598.g003){#pbio.1002598.g003}

The winning model showed that participants' choice responses were best described by separate discounting parameters (*k*) and separate *softmax β*s for the cognitive and physical tasks. Specifically, the cognitive task was best modelled with a hyperbolic function and the physical task with a parabolic function: Cognitive effort:             $SV\left( t \right) = R\left( t \right) \bullet \frac{1}{1 + k \bullet E\left( t \right)}$Physical effort:                 *SV*(*t*) = *R*(*t*)−*k*∙*E*(*t*)^2^

in which S*V*(*t*) represents the subjective value of the offer on trial *t*, *R* is the reward in credits, *E* is the effort level (0.2, 0.4, 0.6, 0.8, or 1.0), and *k* is a subject-specific discounting parameter, which describes the gradient of each individual's discounting function (the higher the *k* value, the steeper the discount function). Note that each individual's discounting function is referenced to the SV of the baseline offer (one).

This model highlights that participants valued rewards differently, both in terms of the extent to which they valued the reward and the mathematical nature of the discounting effect, depending on the effort domain with which they were associated. This is particularly striking given the fact that the rewards associated with the different effort costs were matched. There was no significant correlation between the discounting parameters for cognitive and physical effort (*ρ* = 0.22, *p* = .20). In addition, there was no significant difference between the *softmax β*s for the cognitive and physical tasks (*β*~cog~ = 10.29 \[SE 3.87\]; *β*~phys~ = 6.82 \[SE 3.04\]; *t*(33) = 0.84; not significant), which indicates that there were no systematic differences in participants' consistency when making choices in the two domains.

### Self-reported effort {#sec009}

For both the cognitive and physical effort tasks, we used the mental and physical effort subscales of the NASA Task Load Index to confirm that each task was perceived as significantly more effortful in the corresponding domain and that participants were able to subjectively perceive the increments in effort for each task ([Materials and Methods](#sec017){ref-type="sec"}) \[[@pbio.1002598.ref036]\]. Overall, we found that subjective mental or physical demand ratings were always higher in the corresponding task and that this difference increased with effort ([S6 Fig](#pbio.1002598.s006){ref-type="supplementary-material"}). This confirms that each task was able to differentially modulate behaviour in the corresponding domain.

Imaging results {#sec010}
---------------

Using the modelling parameters derived above, we computed the SV for the effort and reward combinations on every trial and used the difference in value between the SV of the chosen offer and the value of the baseline as a parametric regressor modelled to the onset of the offer cue \[[@pbio.1002598.ref037]\]. Many studies have shown that regions we hypothesised would be engaged by cost--benefit valuations are sensitive to the difference in the SV of two options rather than to the SV of an offer per se \[[@pbio.1002598.ref031], [@pbio.1002598.ref037]\]. Thus, we fitted the SV difference on each trial within the cognitive domain as a parametric modulator time-locked to the onset of each cognitive offer and performed the corresponding analysis for offers in the physical domain. This allowed us to examine activity covarying with SV for the cognitive and physical domains separately. These parametric modulators were defined based on the discounting parameters estimated for each participant's choice behaviour. We considered significant those voxels which survived whole brain--level, voxel-wise corrections for multiple comparisons (*p* \< 0.05, corrected for family-wise error \[FWE\]).

### Subjective valuation of cognitive effort {#sec011}

First, we conducted a *t*-test to identify areas in which activity parametrically varied with SV difference between the offer and the baseline option for the cognitive task ([S7 Fig](#pbio.1002598.s007){ref-type="supplementary-material"}). In line with our hypotheses, we found a focus of activity in the dorsal anterior cingulate cortex (dACC), spanning the dorsal part of the caudal cingulate zone, posterior to the genu of the corpus callosum, and crossing the cingulate sulcus (Brodmann area \[BA\] 24c') into the adjacent part of the dorsomedial prefrontal cortex (dmPFC) (BA 8). Further foci were identified in the middle frontal gyri of the dlPFC (area BA 9/46), extending into the inferior frontal sulcus (IFS) bilaterally (IFS, BA 44), the bilateral intraparietal sulcus and adjacent superior and inferior parietal lobules (BA 7, 39), and bilateral portions of the anterior, dysgranular insula ([Table 1](#pbio.1002598.t001){ref-type="table"}).

10.1371/journal.pbio.1002598.t001

###### Areas sensitive to the SV difference between the chosen option and baseline for (A) cognitive effort, (B) physical effort, and (C) the conjunction of both domains.

Clusters are significant at a voxel-wise threshold of *p* \< .05, corrected for family-wise error. Coordinates are given in Montreal Neurological Institute (MNI) space. aIPS, anterior intraparietal sulcus; pIPS, posterior intraparietal sulcus; dACC, dorsal anterior cingulate cortex; dmPFC, dorsomedial prefrontal cortex; dlPFC, dorsolateral prefrontal cortex; MFG, middle frontal gyrus; SFG, superior frontal gyrus; IFS, inferior frontal sulcus.

![](pbio.1002598.t001){#pbio.1002598.t001g}

  Area                                               Peak voxel       *k*     *Z* value   Voxel *p* (FWE)
  -------------------------------------------------- ---------------- ------- ----------- -----------------
  **Cognitive Effort**                                                                    
  Right IPS                                          36, --44, 38     1,137   6.62        \< .001
  dACC/dmPFC                                         --4, 22, 44      507     6.55        \< .001
  Left IPS                                           24, --60, 42     1,467   6.48        \< .001
  Right insula                                       34, 22, 2        86      5.89        \< .001
  Left dlPFC (IFS)                                   --44, 26, 26     58      5.39        \< .001
  Right dlPFC (IFS)                                  44, 36, 30       82      5.29        \< .001
  Left insula                                        --28, 22, 4      29      5.28        \< .001
  **Physical Effort**                                                                     
  Right IPS                                          32, --68, 36     760     5.70        \< .001
  dACC/dmPFC                                         10, 22, 42       317     5.69        \< .001
  Right dlPFC (IFS)                                  44, 32, 28       90      5.39        \< .001
  Right dlPFC (SFG)                                  26, 20, 60       13      4.92        \< .001
  **Conjunction of Cognitive and Physical Effort**                                        
  dACC/dmPFC                                         --4, 20, 46      578     6.61        \< .001
  Right IPS                                          24, --60, 40     1,267   6.29        \< .001
  Right dlPFC (MFG, IFS)                             44, 32, 36       145     5.83        \< .001
  Right insula                                       34, 22, 0        77      5.62        .001
  Left pIPS                                          --26, --64, 40   43      5.09        .009
  Left aIPS                                          --38, --42, 40   42      5.08        .01
  Left IFS                                           --44, 28, 26     6       4.89        .023

### Subjective valuation of physical effort {#sec012}

We then performed the corresponding analysis for the physical task by conducting a *t*-test for activity that parametrically varied with SV difference between the offer and baseline, time-locked to the presentation of these options ([S7 Fig](#pbio.1002598.s007){ref-type="supplementary-material"}). At FWE-corrected thresholds of .05, this analysis revealed activity in a largely similar network of areas as for cognitive effort valuation, including dorsal ACC/dmPFC (area 24c'/area 8); right superior and middle frontal gyri (9/46) and adjacent inferior frontal sulcus; and the right intraparietal sulcus (IPS) ([Table 1](#pbio.1002598.t001){ref-type="table"}).

### Domain-general subjective valuation {#sec013}

To address the critical question of whether areas exist that estimate SV independent of domain, we first asked which of the areas identified above for SV in the cognitive and physical domains overlapped. This analysis showed a network of areas that appear to subserve subjective valuation in both domains, specifically in the dACC/dmPFC (area 24c'/area 8), the right dlPFC (9/46), the IPS, and the right anterior insula ([S7 Fig](#pbio.1002598.s007){ref-type="supplementary-material"}). To statistically confirm that these areas were implicated in domain-independent subjective valuation, we performed a conjunction analysis on a factorial ANOVA for the cognitive and physical tasks, with a whole-brain, FWE-corrected *p*-value of .05 \[[@pbio.1002598.ref038]\]. Importantly, all of the areas identified in the overlap were significantly active for the conjunction analysis at this threshold ([Fig 4](#pbio.1002598.g004){ref-type="fig"}, [Table 1](#pbio.1002598.t001){ref-type="table"}). Furthermore, activity in many of these regions varied positively with the effort level of the offer and negatively with reward level ([S8 Fig](#pbio.1002598.s008){ref-type="supplementary-material"}). Interestingly, although the ventral striatum (VS) and ventromedial prefrontal cortex (vmPFC) have been previously implicated in value-based decisions, we did not detect any statistically significant clusters of activity within these regions, even when they were specifically probed using regions of interest (ROIs) based on recent studies \[[@pbio.1002598.ref020], [@pbio.1002598.ref039]\] (see [Materials and Methods](#sec017){ref-type="sec"}).

![A network of domain-general areas was involved in the valuation of cognitive and physical effort.\
Conjunction analyses demonstrated that the activity of these areas covaried with SV parameters, independent of the type of effort cost. (A) Whole-brain render, showing foci in the right intraparietal sulcus (IPS) and the right dorsolateral prefrontal cortex (dlPFC), comprising the middle frontal gyrus (MFG) and adjacent inferior frontal sulcus (IFS). (B) Coronal section showing activity in the anterior cingulate cortex (ACC) and adjacent dorsomedial prefrontal cortex (dmPFC), IFS, and right insula. (C) Sagittal sections showing ACC/dmPFC, IPS, and dlPFC activity. (D) Parameter estimates for domain-general clusters. Underlying data for panel D can be found in [S1 Data](#pbio.1002598.s012){ref-type="supplementary-material"}.](pbio.1002598.g004){#pbio.1002598.g004}

### Domain-specific subjective valuation {#sec014}

To determine whether any regions encoded value difference significantly greater for one domain relative to the other, we performed *t*-tests on value difference between the cognitive and physical tasks. Considerable evidence links the basolateral amygdala to motivation, and it plays an especially critical role in effort-based decisions \[[@pbio.1002598.ref026], [@pbio.1002598.ref040]--[@pbio.1002598.ref042]\]. Coupled with recent findings implicating the amygdala as being differentially sensitive to cognitive and physical effort discounting \[[@pbio.1002598.ref027]\], we used the amygdala as an a priori region of interest for these analyses and tested the hypothesis that this region would code for cognitive SV but not physical SV. We therefore conducted *t*-tests at a whole-brain, uncorrected statistical threshold of *p* \< .001, with a small volume correction using an amygdala mask from the Harvard-Oxford Subcortical Structural Atlas provided by the Harvard Centre for Morphometric Analysis (<http://www.cma.mgh.harvard.edu/fsl_atlas>).

Crucially, the contrast of cognitive effort \> physical effort revealed a significant cluster in the right amygdala (MNI 22, --12, --10; *Z* = 4.11; cluster *p*~FWE~ = .04; [Fig 5](#pbio.1002598.g005){ref-type="fig"}). In contrast, the reverse comparison of physical \> cognitive revealed no suprathreshold activity in the amygdala nor in any other region of the brain at a whole-brain corrected threshold. Finally, ROIs centred on the VS and vmPFC did not reveal any evidence of domain-specific activity for either the cognitive \> physical or physical \> cognitive contrasts.

![The right amygdala uniquely tracked the SV of rewards associated with cognitive costs.\
Coronal section showing activity within the right amygdala that parametrically varied with SV of the cognitive (but not physical) offer. Underlying data be found in [S1 Data](#pbio.1002598.s012){ref-type="supplementary-material"}.](pbio.1002598.g005){#pbio.1002598.g005}

Together, these results implicate a network of domain-general areas that encode the subjective value of both cognitive and physical effort and that also encode the raw value of the effort and reward on offer. These data also suggest a unique contribution of the right amygdala to encoding subjective value in the cognitive domain.

### Control fMRI analyses for difficulty, risk, and generalisability {#sec015}

To ensure that all of the reported activations were due to subjective valuation rather than decision difficulty, we performed two control analyses by computing separate indices of perceived difficulty ([S9 Fig](#pbio.1002598.s009){ref-type="supplementary-material"})---namely, decision response time and a measure derived from our modelling analysis (-\|*p*-0.5\|, in which *p* represents the choice probabilities derived from the *softmax* equation from the winning model; see [Materials and Methods](#sec017){ref-type="sec"}). We used each of these variables as parametric regressors again time-locked to the onset of the offer cue. Importantly, neither the amygdala nor any of the areas identified as being active for the conjunction of cognitive and physical effort--based decisions signalled choice difficulty for any of these measures (Materials and Methods; [S9 Fig](#pbio.1002598.s009){ref-type="supplementary-material"}).

In addition, although the logistic regression described above confirmed that performance at each effort level in the training session could not account for choice behaviour in the scanner, we wished to confirm that any perceived risks associated with each effort level did not contribute to the activity we found for areas involved in subjective valuation ([S10 Fig](#pbio.1002598.s010){ref-type="supplementary-material"}). We therefore performed three separate control analyses to check for this. In one analysis, we took the error rates for each effort level in the training session and used these as parametric regressors time-locked to the offer cue. In the remaining two analyses, we used performance measures in the cognitive effort task (*d'*, i.e., *Z*(Hits)--*Z*(False Alarms)) and the physical effort task (total time within the force window required for reward) as regressors. In none of these three analyses did the areas signalling subjective value reveal any activity for perceived risk associated with each effort level (Materials and Methods).

Finally, we note that these findings occurred in the context of two tasks that were best described by separate effort discounting functions (hyperbolic and parabolic). Could the neuroimaging findings simply be due to these specific functions characterising the valuation, or could the domain-general and domain-specific regions identified here generalise to other effort-based tasks described by different functions? To speculate on this question, we conducted a series of exploratory analyses using only a single function to model effort discounting across both domains ([Materials and Methods](#sec017){ref-type="sec"}). This analysis revealed a pattern of domain-general and domain-specific effects that was largely similar to the present study, albeit at a reduced statistical threshold. This suggests that the present findings are unlikely to be due to idiosyncratic features of the hyperbolic and parabolic functions described in the winning model.

Together, these results show that the dACC/mPFC, dlPFC, insula, and IPS integrate reward and effort information to process SV in a domain-independent manner and that the amygdala appears to process SV specifically related to cognitive effort. Importantly, all of these activations are independent of choice difficulty or perceived risk. Furthermore, the domain-general and domain-specific effects are unlikely to be driven by the specific nature of the discounting functions described by our winning model.

Discussion {#sec016}
==========

We used model-based fMRI to determine whether shared or separate neurocomputational mechanisms underlie cost--benefit valuation in the cognitive and physical domains. Computational modelling revealed that individuals were differentially sensitive to cognitive and physical effort. Neuroimaging data showed that activity in several areas previously implicated in effort processing covaried with the subjective value of rewards independent of effort domain. This included the dACC, dmPFC, dlPFC, IPS, and anterior insula. Importantly, activity within many of these areas also covaried with absolute reward and effort levels, suggesting an integration of these parameters within these areas. However, in contrast to the view that SV is processed in an entirely domain-general manner, an ROI analysis revealed that the right amygdala appeared to process SV uniquely for rewards associated with cognitive and not physical costs. Importantly, none of these results could be explained by choice difficulty or perceived risk. Together, these data indicate that cost--benefit valuation in the human brain is underpinned mostly by a common, domain-independent mechanism but that the amygdala may play an important role in valuing rewards associated with cognitive effort. These results therefore suggest that the classical view of a domain-general set of brain regions for valuation cannot fully account for the subjective valuation of rewards associated with all effort costs \[[@pbio.1002598.ref009]\].

To our knowledge, no study to date has examined the neural correlates of SV associated with cognitive versus physical effort in a single paradigm. The only study that has addressed the nature of cognitive and physical effort examined the processing of raw magnitudes of effort and reward without considering individuals' subjective valuations and did not require subjects to make choices about whether the effort was worth exerting to obtain the reward \[[@pbio.1002598.ref020]\]. Such an approach is common in the literature and assumes that rewards have a similar effect across individuals to exert the associated effort \[[@pbio.1002598.ref011], [@pbio.1002598.ref013], [@pbio.1002598.ref043], [@pbio.1002598.ref044]\]. However, preferences vary depending on subject-specific cost--benefit valuations, and SVs potentially afford a more sensitive measure of capturing individual differences in motivation \[[@pbio.1002598.ref009], [@pbio.1002598.ref022], [@pbio.1002598.ref023], [@pbio.1002598.ref045]\]. Furthermore, SV has been proposed as an important entity in understanding apathy in healthy individuals as well as those with clinical disorders of motivation \[[@pbio.1002598.ref008], [@pbio.1002598.ref021], [@pbio.1002598.ref046]\]. Defining the neural and computational mechanisms that underlie the choice to exert effort for reward is therefore crucial to understanding the variability in motivated behaviour across individuals. In the present study, by parametrically varying effort across six levels in both domains, we were able to computationally model SVs for individual participants and therefore more closely examine the key computations that underpin choice behaviour and motivation.

Our paradigm had several other advantages. First, the protocol involved manipulating effort in two separate domain-specific tasks, as opposed to requiring participants to exert a combination of both forms of effort to attain specific rewards in each trial \[[@pbio.1002598.ref020]\]. We were therefore able to examine choice behaviour for identical rewards in each domain independently. Second, although many studies have examined the processing of effort and reward, the majority may have been confounded by motor execution for the choices or preparatory activity related to an upcoming effortful exertion. In the design used here, it was possible to investigate activity specifically related to decisions based on SV by temporally separating the choice process from the preparation or execution of the effortful act. Third, by controlling the temporal parameters of both the cognitive and physical effort tasks, it was possible to eliminate delay discounting as an explanation of choice behaviour \[[@pbio.1002598.ref005], [@pbio.1002598.ref047], [@pbio.1002598.ref048]\]. Fourth, by using computational modelling approaches, we were able to examine activity that varied with SV. Finally, by ensuring that reinforcement rates were similar for the six levels of effort within and across domains, it was possible to ensure that probability discounting could not have contributed to our findings. Thus, the study reported here isolates the effect of SV on choice and motivation independently of many effects that can confound studies examining effort-based decision making. As such, we can effectively rule out the possibility that several regions that we identified were only related to the energisation of behaviour and not to motivation or the valuation of behaviour \[[@pbio.1002598.ref049]\].

Our model comparisons indicated that individuals valued rewards differently when associated with cognitive and physical effort. This was demonstrated by the winning model, which specified separate discounting functions requiring separate discounting parameters for cognitive and physical effort. This conclusion was also supported by the more general pattern of the computational modelling results, which showed that the models assuming equal reward devaluation across cognitive and physical effort (i.e., those assuming a single discounting parameter) provided poorer fits than those that assumed separate discounting parameters. This finding that different functions best fitted cost--benefit valuations for cognitive and physical effort most likely reflects differential sensitivities to effort in the two domains. Our finding that a parabolic function best accounts for participants' choice behaviour in the physical effort task is in keeping with previous observations \[[@pbio.1002598.ref033]\]. In contrast, effort discounting in the cognitive domain has been much less studied \[[@pbio.1002598.ref006]\], and it is likely that the specific shape of a discounting function will depend on the specific cognitive faculty being tested (e.g., attention versus working memory). However, the key point for the present study is that, in the tasks that we used, identical rewards were valued distinctly across both domains.

Strikingly, despite rewards being devalued at different rates and in a mathematically distinct manner across the two domains, a largely overlapping network of regions was involved in processing the SV of rewards devalued by both the cognitive and physical effort cost. It is important to note that this finding does not rely on the generalisability of these specific functions to other cognitive or physical effort--based tasks. However, the fact that effort discounting in our task is best described by separate functions does considerably strengthen this result, as it implies that any differences between cognitive and physical effort cannot simply be a matter of scale (e.g., some participants finding one task more effortful than the other). Rather, it suggests a possible difference in the underlying mechanism between the two processes. Furthermore, the separate discounting functions render the imaging results more compelling by showing that the SVs computed from entirely different functions nevertheless engage overlapping brain regions.

Regardless, a question that remains is whether the same pattern of results would be achieved in a cognitive and physical effort task that were best described by the identical discounting function. Exploratory analyses using a single function to model choice across both domains revealed a pattern of domain-general and domain-specific effects that were essentially similar to those of the primary analyses. However, it remains for future studies to verify the conclusions from our study in the case of cognitive and physical effort tasks that are best described by identical discounting functions.

Interestingly, most of the domain-general areas that encoded subjective value also showed a significant negative effect of reward and a significant positive effect of effort. The findings that many domain-general areas that encode SV also encode raw reward and effort levels are not incompatible---indeed, one interpretation is that these regions integrate the reward and effort on offer into a value signal. Although many previous studies have examined the neural basis of processing SV \[[@pbio.1002598.ref009]\], we believe this is one of the first demonstrations that regions of the brain can process a SV formed from costs that devalue rewards at different rates. Furthermore, although some of these domain-general regions may be involved in processing decision difficulty in certain contexts \[[@pbio.1002598.ref050]\], this is not always the case \[[@pbio.1002598.ref051]\], and none of the regions identified in the present study were found to encode choice difficulty across both the cognitive and physical domains.

The key to elucidating the neural basis of cost--benefit decision making will be understanding how this domain-general network learns or forms a valuation of rewards associated with different forms of effort \[[@pbio.1002598.ref015], [@pbio.1002598.ref022]\]. A central role of the dorsal ACC/dmPFC in value-based decision making and motivation is considered by some to be in signalling the value of a behaviour in comparison to alternatives \[[@pbio.1002598.ref052], [@pbio.1002598.ref053]\]. The study reported here extends this notion by showing that this region not only processes the SV of an offer but also integrates effort and reward information independent of the nature of the effort cost \[[@pbio.1002598.ref050], [@pbio.1002598.ref052], [@pbio.1002598.ref054]\]. In addition, single-unit studies have shown that dACC/dmPFC neurons signal the net value of rewards associated with effort, and the necessity of this region in cost--benefit valuation has been demonstrated by lesion studies that report that inactivation of medial prefrontal cortex impairs an animal's ability to overcome effort costs \[[@pbio.1002598.ref015], [@pbio.1002598.ref016], [@pbio.1002598.ref025], [@pbio.1002598.ref048], [@pbio.1002598.ref055]\]. Recently, several human studies have also shown this region to be important in calculating choice value for effortful rewards. Although the majority of these have been in the physical domain \[[@pbio.1002598.ref011], [@pbio.1002598.ref013], [@pbio.1002598.ref014]\], a recent investigation reported a similar pattern for cognitive effort \[[@pbio.1002598.ref056]\].

Neurons sensitive to reward information have been identified in the dlPFC \[[@pbio.1002598.ref055], [@pbio.1002598.ref057]--[@pbio.1002598.ref059]\], and the activity of lateral prefrontal areas in humans correlates with predicted SVs that guide decision making \[[@pbio.1002598.ref060]\]. Lateral intraparietal neurons have been found to signal expected value \[[@pbio.1002598.ref061]\], and parietal activity has been reported in tasks requiring value comparisons \[[@pbio.1002598.ref062], [@pbio.1002598.ref063]\]. Lastly, insular activity is negatively correlated with the SV of rewards associated with higher effort \[[@pbio.1002598.ref014], [@pbio.1002598.ref064]\], and dopaminergic responses, which play an important role in motivated decision making, exhibit greater variability in the insula with less willingness to expend effort for reward \[[@pbio.1002598.ref065]\]. Our findings extend this body of data by showing that the process of subjective reward valuation occurs independent of the nature of effort costs, and suggest that it is underpinned by activity in a the dACC/dmPFC, dlPFC, IPS, and anterior insula.

Do these regions of domain-independent areas comprise a network for subjective valuation? Tracer studies in macaque monkeys and neuroimaging studies in humans suggest that these domain-independent regions are monosynaptically connected. The upper bank of the dorsal anterior cingulate sulcus is connected to the anterior portions of the insula, several amygdala nuclei, and BA 9/46 in the lateral prefrontal cortex. Similar projections exist between each of these locations and the other domain-independent regions within this putative network \[[@pbio.1002598.ref042], [@pbio.1002598.ref066]--[@pbio.1002598.ref069]\]. In addition to the connectional anatomy, it has been noted that these same domain-independent regions are activated during a variety of different cognitive and motor control tasks \[[@pbio.1002598.ref070], [@pbio.1002598.ref071]\]. It has been argued that this multiple-demand (MD) network is involved in flexibly controlling the cognitive processes required across a large number of tasks \[[@pbio.1002598.ref070]\].

In this context, our results could be taken as support for the notion that this network is activated independent of the nature of the cost or associated behavioural domain. However, our findings also suggest a more nuanced interpretation of the functional properties of the MD network. In our study, activity in this network was influenced by the value of working and not by the demand alone. Moreover, as highlighted above, these areas contain single neurons that respond to reward valuations, and the BOLD signal in these regions has been shown to scale with subjective reward valuations in studies investigating temporal discounting or probabilistic reward-based decisions. Thus, a more refined account might be that the MD network is crucial for motivating behaviours across different domains of behaviour. Such a notion would explain why these regions are activated during many cognitive and motor tasks in which motivation must be sustained for successful performance \[[@pbio.1002598.ref072]\].

Importantly, we found evidence of domain specificity for cognitive effort valuation, specifically in the right amygdala. The amygdala is known to play an important role in reward valuation, and single-unit recordings have demonstrated that neurons here encode the value associated with individual items \[[@pbio.1002598.ref026], [@pbio.1002598.ref073]--[@pbio.1002598.ref075]\]. Recent evidence points to the amygdala as playing a crucial role in effort-based decision making in rodents, with neurophysiological data showing that the amygdala plays an important role in valuing effort \[[@pbio.1002598.ref040], [@pbio.1002598.ref041]\]. Recently, some have proposed that the amygdala is sensitive to different types of effort costs \[[@pbio.1002598.ref027]\] and also highlighted the key role for this region in the flexible control of cognitive processes. However, drawing a definitive conclusion, especially in humans, requires comparisons across species and across tasks.

Substantial differences exist between the paradigms used in valuation studies and include differences in reinforcement schedules, training intervals, reward magnitudes, and contrast effects. Furthermore, previous effort-based tasks have not tightly controlled the contributions from each domain to their manipulations of effort, thus making it difficult to compare the relative contributions of the two domains. Indeed, such discrepancies may even underlie varying amygdala involvement in cost--benefit decision-making tasks across cognitive and physical effort. In our study, we designed each of our closely matched tasks to hold all features constant except for the type of effort involved, which was maximised in each domain relative to the other. We were therefore able to provide more direct evidence that the human amygdala may be differentially involved in cognitive over physical effort valuation. Nevertheless, while our result is consistent with the preceding studies noting potentially dissociable roles of the basolateral amygdala for cognitive and physical effort--based decisions, the finding of amygdala domain specificity does deserve replication in future studies and would be even more compelling if it was demonstrable at a whole-brain level.

Interestingly, previous studies have shown that the VS and vmPFC are engaged when processing value \[[@pbio.1002598.ref020], [@pbio.1002598.ref039], [@pbio.1002598.ref076]\]. Here, we found no such activity for either cognitive effort, physical effort, or the conjunction. This was the case even after specifically probing these areas with regions of interest defined on the basis of previous studies. A key difference between this study and all previous studies implicating the VS and vmPFC in value processing is that previous tasks required effort to be exerted while participants were being scanned, and most of the effects may have been related to the execution of the effortful task rather than to the choice of whether the effort was worth exerting. This may suggest that the VS and vmPFC process value primarily when value may guide or motivate the execution of a behaviour that will be followed immediately by a rewarding outcome, rather than in the evaluation of whether resources should be allocated to a task at all.

Rewards in real life are rarely obtained without effort. Our model-based fMRI approach revealed that effort discounting in the cognitive and physical domains is underpinned by largely shared neural substrates but that the amygdala uniquely contributes to cognitive effort valuation. Importantly, neither delay nor probability discounting can account for our results. It has been postulated that disorders of diminished motivation---such as apathy and abulia---which are manifest in multiple neurological and psychiatric conditions, may be characterised as a diminished willingness to exert effort for reward \[[@pbio.1002598.ref046], [@pbio.1002598.ref077]\]. Our findings may therefore help us understand the neural basis for such disorders of motivation by providing an insight into their multidimensional nature and identifying potential neural foci that might be manipulated to modulate motivation \[[@pbio.1002598.ref078]\].

Materials and methods {#sec017}
=====================

Participants {#sec018}
------------

This study was approved by the Central University Research Ethics Committee of the University of Oxford (MSD-IDREC-C1-2014-037). We recruited 38 young, healthy, right-handed participants. All participants had no history of neurological or psychiatric illness and were not taking regular medications. Four participants were excluded: 2 for failing to provide responses on a high proportion of trials while being scanned (over 9%), and a further 2 because of excessive head motion within the scanner (more than 5 mm of translation). The final group of 34 participants (23 females) had a mean age of 24 y (range 19--39).

Method {#sec019}
------

All participants were behaviourally trained on a cognitively effortful task and a physically effortful task prior to being scanned. These extensive training sessions were aimed at familiarising participants with the effort associated with all levels for both tasks. The training phase for each task began with 18 practice trials (3 per effort level) and was followed by a further 60 trials to reinforce behaviour (10 per effort level). Behavioural analyses of task performance were conducted on the latter 60 trials. After training, we scanned participants while they made economic decisions based on how much effort they would be willing to trade off for varying levels of reward. The order of training in the physical and cognitive effort tasks was counterbalanced across participants.

### Cognitive effort task {#sec020}

Cognitive effort was operationalized as the number of attentional switches that were performed in an RSVP paradigm \[[@pbio.1002598.ref029]\]. This task was implemented in Presentation software ([www.neurobs.com](http://www.neurobs.com/)). The main task required participants to monitor one of two target letter streams at either side of fixation for a target number "7." Each target letter stream was surrounded by three distractor letter streams.

The main task was to fixate centrally while monitoring two target letter streams to the left and right of fixation for the appearance of a target number "3." There was a total of three targets per trial, and participants had to press the space bar on detecting each target. At the beginning of each trial, a left or right arrowhead appeared at fixation to indicate the target letter stream to which participants initially had to attend (left or right). Importantly, during the trial, they were required to switch their attention to the opposite target letter stream at the onset of a number "7" that appeared centrally. The number of attentional switches in each trial varied from 1 (effort level 1) to 6 (effort level 6), and these switches occurred at pseudorandom intervals during each trial. At the conclusion of each trial, participants would receive feedback with regards to the number of misses and false alarms on that trial. There were in total 40 serial stimulus presentations, each of which lasted 350 ms. Participants had to detect at least one of the three targets and commit no more than two false alarms to be rewarded with one credit.

During the training phase, participants were rewarded with one credit for each successfully completed trial and were told that the number of credits they accrued would be used to determine their remuneration. Feedback, in terms of whether the credit was successfully attained, was provided at the conclusion of each trial.

### Physical effort task {#sec021}

Physical effort was operationalized as the amount of force that was exerted on a handheld dynamometer (SS25LA, BIOPAC Systems, United States). Participants were seated in front of a computer running Psychtoolbox ([http://psychtoolbox.org](http://psychtoolbox.org/)) implemented in Matlab (Mathworks, US) and held the dynamometer in their dominant (right) hand. At the beginning of each session, the dynamometer was calibrated to each participant's maximal voluntary contraction (MVC). Participants were instructed to squeeze the dynamometer as strongly as possible, and the maximum contraction reached over three trials was taken as each participant's MVC.

The main task required participants to maintain a constant contraction at one of six levels of effort, which were defined as proportions of each participant's previously determined MVC (8%, 13%, 18%, 23%, 28%, and 33%). Each trial was preceded by a cue indicating the level of effort that would be required. The cue took the form of a red pie chart, with the number of slices indicating the corresponding effort level (1--6). Participants were then presented with a vertical bar, which provided them with real-time feedback on their force as they attempted to achieve the target effort level, indicated by a yellow line superimposed on the bar. For each trial to have been considered successful, participants had to maintain their contraction within 2.5% of the target effort level for at least 50% of the 14-s trial duration. These force parameters were chosen following a series of pilot studies that showed them to be achievable by most participants. The trial duration was chosen to match that of the cognitive effort task, described below.

As in the cognitive effort paradigm, participants were again rewarded with one credit for each successfully completed trial and were provided with feedback regarding their success or failure at the end of each trial. All participants were reinforced in both the cognitive and physical effort tasks at rates of greater than 80%.

### Choice period---within scanner {#sec022}

After being trained on the cognitive and physical tasks, participants were positioned in the fMRI scanner and performed an economic decision-making task. Participants were presented with two combinations of effort and reward and were instructed to choose the preferred option. One option was a high-effort/high-reward "offer," which varied from effort level 2--6 and could be worth 2, 4, 6, 8, or 10 credits. This variable offer was always contrasted against a "baseline" option of the lowest level of effort (effort level 1) for the lowest reward (1 credit) within the same domain (cognitive or physical). Participants were instructed to choose either the "offer" or "baseline" option, depending on which was preferable to them. In order to eliminate the effect of fatigue, participants were only required to indicate their choices while being scanned and were told that they would be required to perform a random selection of ten of their chosen options from each of the cognitive and physical tasks at the conclusion of the experiment to determine their remuneration. All participants were paid £30 for their participation. However, participants were under belief that their payment and the effort they would have to exert to obtain rewards would depend on the choices they made inside the scanner.

Cognitive and physical effort trials were randomly intermixed. Each offer was presented for 3 s. The "offer" and "baseline" options were presented above or below fixation. The offer period was separated from the choice period by a random jitter of 2 to 4 s. During the choice period, the words "offer" or "baseline" appeared on the left or right side of the screen, and participants entered their preference by pressing the corresponding button on an MRI-compatible button box held in their right hand. The choice period lasted 2.4 s and was then separated from the next trial by a variable jitter of 2 to 4 s. In designing the fMRI task, we carefully checked the parametric regressors upon which we made inference for rank deficiency and ensured that all correlations between these regressors and any other had a correlation coefficient of less than 0.3.

### fMRI scan acquisition {#sec023}

Functional MRI data were collected in a 3 Tesla Siemens Verio scanner at the Oxford Centre for Functional Magnetic Resonance Imaging of the Brain (FMRIB). The scanner was equipped with a four-channel Nova birdcage headcoil for signal transmission and reception. Stimuli were displayed on an MRI-compatible monitor positioned at the head of the scanner bore, which was visible to participants through a head coil--mounted mirror. Echo-planar images (EPIs) were acquired with a tilted-plane sequence with a pitch of 30° \[[@pbio.1002598.ref079]\] using a gradient-echo pulse sequence and sequential slice acquisition (T~R~ 3000 ms; T~E~ 30 ms; flip angle 87°; 48 contiguous slices with a slice thickness of 3.0 mm without an interslice gap; isotropic voxel size of 3.0 x 3.0 x 3.0 mm on a base matrix of 64 x 64 pixels). The functional scan comprised one run of 150 trials (75 cognitive trials and 75 physical trials, randomly intermixed). A total of 585 volumes were collected, with the first 6 volumes removed to allow for steady-state tissue magnetisation. We also acquired a structural T1 image with an MPRAGE sequence for anatomical localisation and gradient-echo field maps to correct for geometric distortions caused by magnetic field inhomogeneities.

Analyses {#sec024}
--------

### Physical performance in the cognitive effort task {#sec025}

Previous studies have manipulated physical effort by increasing the number of button presses required across different effort levels. In order to ensure that the perception of higher effort in our cognitive task could not be accounted for by higher physical effort in the form of a greater number of button presses, we performed a repeated-measures ANOVA on the number of button presses across each cognitive effort level. The mean number of button presses across the six effort levels was 2.84 ± 0.05 (range 2.7 to 2.9). The ANOVA showed a significant main effect (*F*(5,165) = 3.65, *p* \< .005), but the only significant difference was between effort levels 2 and 6, which was in the opposite direction, with the lower effort level being associated with slightly more button presses than the higher (2.93 ± 0.04 versus 2.74 ± 0.07, *p* \< .05). Together, this shows that the number of button presses varied within a very narrow range across effort levels and that increasing physical effort could not account for the subsequent effort discounting effects we observed.

### Subjective effort---NASA task load index {#sec026}

To confirm that participants' perception of effort increased with each increment of effort level in the corresponding domain, participants completed the NASA Task Load Index---a questionnaire used to assess subjective perceptions of task demand \[[@pbio.1002598.ref036]\]. Specifically, we examined the difference between the mental and physical demand perceived for each effort level for the cognitive and physical tasks separately ([S6 Fig](#pbio.1002598.s006){ref-type="supplementary-material"}). A repeated-measures ANOVA on these data revealed that each task was considered significantly more demanding in the corresponding domain (*F*(1, 33) = 131.9, *p* \< .001) and that the perceived demand in the corresponding domain increased as a function of effort (*F*(2.2, 72.8) = 45.1, *p* \< .001). These data confirm that, subjectively, participants perceived the physical effort task to be more physically than mentally demanding and the cognitive effort task to be more mentally than physically demanding.

### Computational modelling of choice behaviour {#sec027}

The shape of a discounting function reflects how the perception of increasing effort affects choice behaviour. For example, linear models predict constant discounting as effort increases. In contrast, a hyperbolic or exponential model predicts that changes at the lower levels of effort will have greater impact than changes at higher levels, whereas a parabolic model would predict the opposite. These functions have been used in several previous studies to fit effort discounting in the physical domain \[[@pbio.1002598.ref005], [@pbio.1002598.ref014], [@pbio.1002598.ref033]\]. In particular, perceived physical effort in constant-force tasks with a hand dynamometer has been shown to increase parabolically as a function of the target force (Stevens' power law \[[@pbio.1002598.ref033], [@pbio.1002598.ref080]\]). In the cognitive effort literature, effort discounting has been less thoroughly investigated.

As detailed in the main text, we fitted linear, hyperbolic, parabolic, and exponential functions to participants' choices in the cognitive and physical effort tasks using a *softmax* function and maximum likelihood estimation and determined the best-fitting model with an AIC and BIC.

1.  Linear:                 *SV*(*t*) = *R*(*t*)∙(1−*k*∙*E*(*t*))

2.  Hyperbolic:         $SV\left( t \right) = R\left( t \right) \bullet \frac{1}{1 + k \bullet E\left( t \right)}$

3.  Parabolic:             *SV*(*t*) = *R*(*t*)−*k*∙*E*(*t*)^2^

4.  Exponential:         *SV*(*t*) = *R*(*t*)∙*e*^−*k*∙*E*(*t*)^

In these models, S*V*(*t*) represents the subjective value of the offer on trial *t*, *R* is the reward in credits (2, 4, 6, 8, or 10), *E* is the effort level (0.2, 0.4, 0.6, 0.8, or 1.0), and *k* is a subject-specific discounting parameter, which describes the steepness of each individual's discounting function. Thus, the higher the *k* value, the steeper the discount function. Note that each individual's discounting function is referenced to the SV of the baseline offer (one). This modelling approach allows us to determine whether individuals were equally willing to exert different types of effort to obtain the identical level of reward, with rewards matched across the cognitive and physical tasks.

A total of 36 models were fitted using a *softmax* function and maximum likelihood estimation ([Fig 3](#pbio.1002598.g003){ref-type="fig"}). Note that this represents a comparison of many more models than most other carefully conducted computational studies of effort-based decisions or reward-based decision making in general (e.g., \[[@pbio.1002598.ref005], [@pbio.1002598.ref033]\]). Importantly, we did not compare models in which we placed a weight on individuals' sensitivity to rewards - as rewards were perfectly matched across the two tasks, any differences in the willingness to exert effort between the two domains must have been due to difference in how the effort was devaluing rewards and not changes in reward sensitivity.

The *softmax* function was defined as: $${\Pr\left( i \right)} = \frac{e^{\beta \bullet {SV}_{i}}}{{e^{\beta} + e}^{\beta \bullet {SV}_{i}}}$$ in which Pr(*i*) represents the probability of choosing option *i* that has a subjective value of *SV*, and *β* is the *softmax* parameter that defines the stochasticity of each participant's choices. Four models assumed that cognitive and physical effort discounting are both described by identical functions with identical discounting parameters and *softmax β*s. A further 16 modelled effort discounting with separate discounting parameters but a single *softmax β* for both domains. The final 16 modelled separate discounting parameters and separate *softmax β*s for each domain---these therefore assumed that rewards were distinctly devalued by both cognitive and physical effort and that choices were also differentially stable within each domain.

We used the *fminsearch* function in Matlab to fit each model 20 times with new random starting values for each parameter, with estimations always converging. Model fits were compared using the BIC and the AIC \[[@pbio.1002598.ref034]\], which penalise models for the number of free parameters that are estimated to ensure that models with more parameters are not overfitted. Although it is sometimes difficult to interpret small differences in AIC or BIC values in a single model comparison, both analyses revealed the identical winning model ([Fig 3](#pbio.1002598.g003){ref-type="fig"}, [S5 Fig](#pbio.1002598.s005){ref-type="supplementary-material"}). A nonparametric (Spearman's) correlation analysis was performed between the *k* values for cognitive and physical effort but was not significant (*ρ* = 0.22, *p* = .20).

### fMRI analyses for cognitive and physical effort valuation {#sec028}

Data were processed and analysed using SPM8 (Wellcome Department of Imaging Neuroscience, Institute of Neurology, London, United Kingdom; <http://www.fil.ion.ucl.ac.uk/spm>), implemented in Matlab (Mathworks Inc., US). The EPI images were first realigned and coregistered to each participant's own anatomical image using a least-squares approach and six-parameter, rigid-body spatial transformations. The structural image was processed using a unified segmentation procedure combining segmentation, bias correction, and spatial normalisation to the standard MNI template. The same normalisation parameters were then used to normalise the EPI images, which were then spatially smoothed using an isotropic Gaussian kernel at 8 mm full-width at half-maximum.

Each participant's data was modelled using fixed-effects analyses in SPM8. The effects of the experimental paradigm were estimated for each participant on a voxel-by-voxel basis using the principles of the general linear model (GLM). Predictor functions were formed by modelling the onsets of the events of interest with a stick (delta) function convolved with the canonical haemodynamic response function. Low-frequency noise was removed with a 128 s high-pass filter. The GLM included two regressors of interest: one modelled the onset of the offer cue, and the other modelled the onset of the response cue.

To examine whether activity in any voxel covaried parametrically with the valuation of participants' chosen option, we created parametric modulators for the offer cue event-related regressor. We used the difference in value between the SV of the chosen offer and the value of the baseline. Although this value difference closely corresponds to the value of the variable option, many previous studies have suggested that many regions signal value relative to the alternative rather than simply the value of the chosen offer \[[@pbio.1002598.ref037], [@pbio.1002598.ref051]\]. We therefore used these value differences as determined by the modelling analyses above and scaled the amplitude of the HRF to correspond with the SV difference. In separate GLMs, we also created parametric modulators using the raw effort and reward magnitudes of each trial offer ([S8 Fig](#pbio.1002598.s008){ref-type="supplementary-material"}). We modelled trials with an omitted (missed) response as separate regressors, which were not analysed. The six head motion parameters derived during realignment (three translations and three rotations) were incorporated as additional confounding regressors. Regression coefficients were estimated at the subject level using the standard restricted minimum-likelihood estimation implemented in SPM8.

To identify areas that were only active for cognitive and physical effort valuations, SPM contrast images from the first level were input into a second-level *t*-test for each domain separately. *F*-contrasts were then applied at the second level to identify areas that varied with the parametric modulators for cognitive and physical effort separately, either positively or negatively. We considered significant those voxels that survived correction at a family-wise error rate of *p* \< .05. In order to identify areas that were active for the conjunction of cognitive and physical effort SVs, first-level SPM contrast images with SV as a parametric modulator were input into a second-level, full-factorial random effects ANOVA with pooled variance, with domain (cognitive versus physical) as a within-subjects variable. As described in the main text, *F*-contrasts were applied at the second level to look for areas in which activity varied statistically, with a linear combination of the betas corresponding to the parametric modulators across the blocks. These *F*-contrasts were then performed as a conjunction analysis at the level of the whole brain. Parameter estimates for the preceding analyses are plotted in [Fig 4](#pbio.1002598.g004){ref-type="fig"} for clusters that were significant at *p*~FWE~ \< .05.

We then determined whether the amygdala was differentially sensitive to cognitive versus physical effort by performing *t*-tests on SV between the cognitive and physical tasks on an amygdala SVC region. Because previous studies have emphasised the importance of the VS and vmPFC in processing value, we also probed these areas using regions of interest based on coordinates from previous studies \[[@pbio.1002598.ref020], [@pbio.1002598.ref039]\]. Specifically, we generated spheres of 8 mm diameter around the peak coordinate of voxels found to encode decision values in the paracingulate gyrus (--2, 40, --6), subcallosal cortex (4, 30, --16), frontopolar cortex (--4, 60, --10), dorsal posterior cingulate cortex (0, --34, 42), left orbitofrontal cortex (--24, 32, --16), and nucleus accumbens (--10, 8, --6; 10, 12, --10; also --10, 4, --2 \[[@pbio.1002598.ref020]\]). The only results to emerge from these analyses were weak clusters of activity for the cognitive task alone within the left VS (--12, 2, 0, *k* = 6, *Z* = 4.21, *p*~unc~ \< .001) and subcallosal cortex (6, 28, --14, *k* = 4, *Z* = 3.89, *p*~unc~ \< .001). No statistically significant clusters were found for the conjunction of cognitive and physical effort, nor for the comparisons of cognitive \> physical or physical \> cognitive.

### Control fMRI analyses {#sec029}

In a supplementary analysis, we performed a similar analysis using subjective value as a parametric modulator but now time-locked to the onset of the choice cue (rather than the offer cue). This analysis revealed very little activity for either the cognitive or physical effort conditions, with only motor (cerebellar) regions being significant in the conjunction analysis ([S1 Table](#pbio.1002598.s011){ref-type="supplementary-material"}).

To ensure that perceived risk could not account for our results, we used three different measures of risk as parametric modulators of participants' choices at the onset of the offer cue: (1) the proportion of errors (i.e., unrewarded trials) at each effort level for each domain in the training session, (2) *d'* for each effort level as a composite measure of performance in the cognitive effort task (*Z*(Hit)---*Z*(False Alarm)), and (3) the total time spent within the required force window at each effort level as an index of performance in the physical effort task. These analyses did not reveal any significant voxels in the domain-independent regions signalling SV or the amygdala, even at uncorrected thresholds of *p* \< .001.

Next, we performed three separate analyses to exclude the possibility that choice difficulty could explain our results:

1.  Given that decision reaction time covaries with decision difficulty (with more difficult decisions taking longer), we performed a second analysis using decision reaction time (from the onset of the choice cue) as a parametric modulator time-locked to the onset of the offer cue.

2.  In addition, we used the probability, *p*, of choice predictions estimated from our *softmax* model to calculate decision difficulty. This probability takes into account individuals' *softmax* parameters, which we can then use to estimate difficulty as -\|*p*-0.5\|. More difficult decisions should be reflected as probabilities closer to 0.5 (or difficulty = 0), while easier decisions should be reflected as probabilities closer to 0 or 1 (difficulty \< 0). Analogous to the primary analyses, we entered the difficulty level on each trial as parametric modulators time-locked to the onset of the offer cue. *F*-contrasts were then applied at the second level to identify areas in which activity varied statistically with this regressor.

Crucially, for all of these measures of difficulty, there were no significant clusters at the identical threshold used in the principal analyses on subjective value (*p*~FWE~ \< .05) or even at more liberal uncorrected thresholds of *p*~unc~ \< .001. Furthermore, no significant clusters were associated with cognitive choice difficulty, either in the right amygdala or in the remainder of the brain, suggesting that the amygdala activity was uniquely related to the subjective valuation of cognitive effort and not driven by risk or decision difficulty.

Finally, as discussed in the main manuscript, the finding of domain-general areas does not hinge on the nature of the specific functions that comprised the winning model. Nevertheless, an interesting question relating to generalisability is whether similar results would be obtained if only a single function were used to model cognitive and physical effort. We therefore ran additional exploratory analyses using models that would offer the best fits if only a single function could be used across both domains (i.e., the lowest AIC or BIC along the antidiagonal of the middle and right matrices of [Fig 3](#pbio.1002598.g003){ref-type="fig"} and [S5 Fig](#pbio.1002598.s005){ref-type="supplementary-material"}). Given such constraints, an exponential function provided the best model fits (but we note that these fits were inferior to that of the winning model described in the paper).

Using procedures analogous to those in the primary analyses, we computed SVs using an exponential function, with separate analyses conducted for models using single and separate *softmax β*s. In examining the conjunction of areas in which activity varied with cognitive and physical SVs for exponential functions, these analyses revealed very similar overlapping areas of activation to the main analyses, specifically in the bilateral parietal cortex, dorsal ACC, bilateral insula, and right dlPFC. These areas were identified at slightly lower levels of significance compared to our main analyses (*p* = .001, uncorrected), which is to be expected given that these were less superior models. Nevertheless, these additional analyses are consistent overall with the finding that the valuation of cognitive and physical effort rely on largely overlapping neural substrates.

Turning to the amygdala result, a related question is whether the amygdala preference for cognitive over physical effort valuation was driven by the different underlying functions. To confirm that this was not the case, we repeated our analyses using an amygdala SVC on the exponential/exponential models described above. This again resulted in significant amygdala activation, with the identical peak voxel of activation as in the main analysis (22, --12, --10) at family-wise corrected error rates (*p*~FWE~ \< .05). These additional analyses demonstrate that the primary amygdala results could not simply be due to differing functions describing cognitive and physical effort discounting. However, given that these analyses are exploratory and are based on models that may not have been the most appropriate fits to our task, future studies should aim to replicate our findings using tasks that do result in similar discounting functions across separate domains.

Supporting information {#sec030}
======================

###### Success rates for the cognitive and physical effort tasks in the prescan training session.

Participants were rewarded on over 80% of trials in both tasks. Underlying data can be found in [S1 Data](#pbio.1002598.s012){ref-type="supplementary-material"}.

(TIF)

###### 

Click here for additional data file.

###### 

Median reaction times for decisions made in the scanner, as a function of (A) effort and (B) reward. There were no significant conditional differences. Underlying data for panels A--B can be found in [S1 Data](#pbio.1002598.s012){ref-type="supplementary-material"}.

(TIF)

###### 

Click here for additional data file.

###### 

Logistic regression on choice behaviour for the (A) cognitive and (B) physical effort tasks. Effort, reward, and reinforcement rates were entered as covariates in a separate general linear model for each participant. Normalised *t*-statistics (*β*/SE(*β*)) showed that effort significantly predicted choice behaviour in the negative direction and reward in the positive direction for both the cognitive and physical tasks. Importantly, reinforcement rates did not significantly predict choice behaviour, allowing us to exclude probability discounting as an explanation for participants' decisions. Underlying data for panels A--B can be found in [S1 Data](#pbio.1002598.s012){ref-type="supplementary-material"}.

(TIF)

###### 

Click here for additional data file.

###### An example of two participants who differentially valued cognitive and physical effort.

\(A\) Subject 1 was significantly more motivated physically than cognitively, in contrast to (B) Subject 2, who showed the reverse pattern. Such individual differences are not observed when data are collapsed across the group. Underlying data for panels A--B can be found in [S1 Data](#pbio.1002598.s012){ref-type="supplementary-material"}.

(TIF)

###### 

Click here for additional data file.

###### Results of model comparisons with a Bayesian Information Criterion, revealing the identical pattern of results and identical winning model compared to when using an Akaike Information Criterion.

Underlying data can be found in [S1 Data](#pbio.1002598.s012){ref-type="supplementary-material"}.

(TIF)

###### 

Click here for additional data file.

###### Perceived demand in each of the two tasks, as assessed with the NASA Task Load Index.

Participants reported the subjective perceived demand for each level of each task to be higher in the corresponding domain. Underlying data can be found in [S1 Data](#pbio.1002598.s012){ref-type="supplementary-material"}.

(TIF)

###### 

Click here for additional data file.

###### Whole-brain analysis showing areas in which activity parametrically varied with SV in the cognitive (blue) and physical (red) tasks (violet indicates areas of overlap).

\(A\) Whole-brain render, showing foci in the right intraparietal sulcus (IPS) and the dorsolateral prefrontal cortex (dlPFC), including the middle frontal gyrus (MFG), adjacent inferior frontal sulcus (IFS), and superior frontal gyrus (SFG). (B) Coronal section showing activity in the anterior cingulate cortex (ACC) and adjacent dorsomedial prefrontal cortex (dmPFC), the IFS, and the right insula. (C) Sagittal sections showing ACC/dmPFC, IPS, dlPFC and insula activity.

(TIF)

###### 

Click here for additional data file.

###### Activity in most of the domain-general SV regions varied positively with the effort level of the offer and negatively with reward level.

Parameter estimates are shown for each domain-general area as a function of the following: the SV difference between the chosen option and the baseline, the effort level of the offer, and the reward level of the offer. Data are plotted separately for (A) cognitive effort and (B) physical effort. Underlying data for panels A--B can be found in [S1 Data](#pbio.1002598.s012){ref-type="supplementary-material"}.

(TIF)

###### 

Click here for additional data file.

###### 

Results of control fMRI analyses for choice difficulty, using (A) choice reaction time and (B) choice probabilities from the *softmax* model. Each of these measures were entered into a general linear model as parametric regressors time-locked to the onset of the offer cue. None of the areas that signalled subjective value signalled choice difficulty. Underlying data for panels A--B can be found in [S1 Data](#pbio.1002598.s012){ref-type="supplementary-material"}.

(TIF)

###### 

Click here for additional data file.

###### 

Results of control fMRI analyses for risk, using (A) error rates and (B) performance measures for each effort level in each task during the prescan training session. *d'* was used as a composite measure of performance in the cognitive effort task, and the time spent within the required force window was used as an index of performance for the physical effort task. Each measure was entered into a general linear model as parametric regressors time-locked to the onset of the offer cue. None of the areas that signalled subjective value signalled risk. Underlying data for panels A--B can be found in [S1 Data](#pbio.1002598.s012){ref-type="supplementary-material"}.

(TIF)

###### 

Click here for additional data file.

###### Areas sensitive to the SV difference between the chosen option and baseline, time-locked to the onset of the response prompt.

Data are shown for (A) cognitive effort, (B) physical effort, and (C) the conjunction of both domains. Clusters are significant at a voxel-wise threshold of *p* \< .05, corrected for family-wise error. Coordinates are given in MNI space.

(DOCX)

###### 

Click here for additional data file.

###### Provides underlying data for Figs [2](#pbio.1002598.g002){ref-type="fig"}, [3](#pbio.1002598.g003){ref-type="fig"}, [4D](#pbio.1002598.g004){ref-type="fig"} and [5](#pbio.1002598.g005){ref-type="fig"} and [S1](#pbio.1002598.s001){ref-type="supplementary-material"}--[S6](#pbio.1002598.s006){ref-type="supplementary-material"} and [S8](#pbio.1002598.s008){ref-type="supplementary-material"}--[S10](#pbio.1002598.s010){ref-type="supplementary-material"} Figs.

(DOCX)

###### 

Click here for additional data file.

ACC

:   anterior cingulate cortex

AI

:   anterior insula

AIC

:   Akaike Information Criterion

BA

:   Brodmann area

BIC

:   Bayesian Information Criterion

BOLD

:   blood oxygen level--dependent

dACC

:   dorsal anterior cingulate cortex

dlPFC

:   dorsolateral prefrontal cortex

dmPFC

:   dorsomedial prefrontal cortex

fMRI

:   functional magnetic resonance imaging

FWE

:   family-wise error

IPS

:   intraparietal sulcus

MD

:   multiple demand

MNI

:   Montreal Neurological Institute

MVC

:   maximum voluntary contraction

ROI

:   region of interest

RSVP

:   rapid serial visual presentation

SV

:   subjective value

vmPFC

:   ventromedial prefrontal cortex

VS

:   ventral striatum
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