Abstract. We consider a model problem (with constant coefficients and simplified geometry) for the boundary layer phenomena which appear in thin shell theory as the relative thickness ε of the shell tends to zero. For ε = 0 our problem is parabolic, then it is a model of developpable surfaces. Boundary layers along and across the characteristic have very different structure. It also appears internal layers associated with propagations of singularities along the characteristics. The special structure of the limit problem often implies solutions which exhibit distributional singularities along the characteristics. The corresponding layers for small ε have a very large intensity. Layers along the characteristics have a special structure involving subspaces; the corresponding Lagrange multipliers are exhibited. Numerical experiments show the advantage of adaptive meshes in these problems.
membrane form and the flexion form respectively. Note that the second one involves a factor ε 2 , accounting for the small rigidity of a thin body to flexion. This fact entails very specific asymptotic properties for small ε, a part of them will be described hereafter, we refer mainly to [5, 7, 19] for more details.
In the sequel, we only consider the so called "inhibited shells", i.e. such that the surface S along with the kinematic boundary conditions is geometrically rigid. The corresponding system is of the form A + ε 2 B, where B is elliptic but A is of the same type as the points of the surface S, i.e. elliptic, parabolic or hyperbolic at elliptic, parabolic or hyperbolic points of the surface. In addition the order of derivation in B is higher than in A so that as ε tends to zero there is a singular perturbation phenomenon. In the sequel, we shall focus on the case when A is uniformly parabolic which corresponds to developpable surfaces. The limit process ε 0 is very singular, as it goes from a higher order elliptic system to a parabolic system. For ε > 0, the energy space V is chosen so that a + ε 2 b be continuous and coercive on it, whereas the limit problem involves a new energy space V a such that the form a is continuous and coercive on it. In fact, V a is the completion of V with the norm a(·, ·) (note that, it is a norm as a consequence of the hypothesis of inhibition). Obviously, the space V a contains functions which are less smooth than the functions of V . Consequently, the solutions u ε belong to V but the limit as ε tends to zero is a less smooth function. As a consequence, u ε for small ε exhibits "boundary layers" i.e. narrow regions where the gradient grows very quickly. In fact, there is another, even more important reason for the presence of boundary layers. Of course, as V ⊂ V a , the dual spaces verify V a ⊂ V so that the admissible forces which are in V for ε > 0 may not be admissible for the limit problem. In this case, the energy of u ε tends to infinity, as we prove in Section 2.1. The corresponding solution of the limit problem is out of V a and exhibits distributional singularities so that u ε involves boundary layers of large intensity (see also [11] in this context). It is to be mentioned that this situation is very common in shell theory where the space V a , which depends on the geometry, is often very large and consequently V a is a very small space. The most typical example of such a situation is given by the so called "sensitive shells" for which the space V a is so small that is does not contain the space D of test functions of distributions [12, 13] . Obviously, for sensitive shells almost any loading f is out of V a but, even for non-sensitive shells "very usual" loadings may be out of V a . For instance, in ruled surfaces with a free boundary along a generator, any loading not vanishing on that generator is out of V a (see [18] , Sects. VII.2.4 and VII.4.2 as well as Sect. 2.2 of this paper for the model problem).
It should be emphasized that the non-smoothness of solutions of the limit problem has important consequences on the finite element computations of u ε for small ε. It is not hard to prove (see [6] for instance) that when f / ∈ V a the convergence of the finite element approximations u ε k to u ε cannot be uniform with respect to ε ∈ (0, ε 0 ) with values in V a (and then also in any "smaller" space!). In other words, the smaller ε is the smaller h must be chosen in order to get a good approximation. We may refer to [8, 10] for these features. As a result, the situation in the present case, of inhibited shells, is analogous to that of non-inhibited ones where the non-uniformity of the convergence is a consequence of the phenomenon of locking which appears for any conformal approximation with piecewise polynomial finite elements [3] .
Up to our knowledge, very little is known about boundary layers of shells. They are called "edge effects" in [7, 14] which are mainly concerned with layers transversal to the characteristics. Specific solutions may perhaps be found in the impressive catalogue of analytical solutions of Rutten [16] but their utilisation in specific problems is not evident. So, in this paper, we consider a model problem for the above mentioned shell problems in the case when the limit operator A is parabolic. The model has constant coefficients and involves two unknowns u 1 and u 2 ; the first one plays the role of the two tangential components of the displacement vector in shells and the second is analogous to the normal component.
The paper is organized as follows: the model problem P (ε) is presented hereafter at the end of this introduction (see (1.1)-(1.5)). The limit problem P (0) is addressed in Section 2 which includes properties of the asymptotic process ε 0 (see Sect. 2.1) and a criterion for f ∈ V a which is an adaptation of a criterion of sensitivity [13] (see Sect. 2.2). The scaling for the layers, either along or across the characteristics is obtained in Section 3 by a method based on asymptotic trends of exponential solutions. We point out that this method was used in another context in [15] . Boundary layer along a clamped characteristic is considered in Section 4.
The specific equations and boundary conditions are obtained by formal asymptotic expansions directly from the variational formulation. The analogous problem for a free boundary is handled in Section 5, two cases appear according to the loading vanishes or not on the boundary. In the second case, the intensity of the layer is very much larger because f / ∈ V a . Section 6 is devoted to the case of internal layers along the characteristics, the limit of which is the phenomenon of propagation of singularities. The structure of the characteristic layers involves a special structure involving subspaces. The corresponding Lagrange multiplier is considered in Section 7. The more classical case of layers transversal to the characteristics is addressed in Section 8. In Section 9, we prove that the limit as ε 0 of the internal layers are the solutions in the distributions sense of the limit problem which were given in Section 2.4 for f / ∈ V a . Section 10 contains numerical experiments with finite element approximations, mainly for ε = 10 −3 . The advantage of using meshes adapted to the specific features of the layers is shown. The principal results, thicknesses and intensities of the layers in different cases are summed up in a table in Section 11.
The model problem P (ε) is defined as follows. Let us consider the domain Ω = (0, π) × (0, π) of the plane x = (x 1 , x 2 ). The boundary ∂Ω is composed of two parts Γ 0 and Γ 1 which are respectively the "clamped " part and the "free" part, they will be precisely defined later. Several choices will be done but, in any case, Γ 0 is made of whole sides and always contains two adjacent sides.
The configuration space V is a space of elements v = (v 1 , v 2 ) satisfying the boundary conditions:
where ∂ n denotes the normal derivative to the boundary, more precisely
We consider the two bilinear forms
Let us denote by f a given element of V (the dual of V ), the problem P (ε) writes:
From the previous hypotheses, it immediately follows that the problem P (ε) with fixed ε > 0 is continuous and coercive on V , so that the existence and uniqueness of the solution is ensured by the Lax Milgram theorem. Clearly the coerciveness constant is of order ε 2 so that it vanishes as ε 0. This problem is somewhat classical. It is equivalent to the system of equations
with the principal boundary conditions (1.1) on Γ 0 and the natural boundary conditions on Γ 1 :
where n (resp. t) is the unit outer normal (resp. the unit tangent) to Γ 1 and where
in the sequel, we always take F 1 = F 2 = C = 0 unless the opposite is explicitly said. Moreover,
is a norm on V . We denote by V a the completion of V with this norm. We note that (1.9) is analogous to the hypothesis of inhibition in shell theory. Also we define the limit problem P (0) in variational form:
which is obviously continuous and coercive on V a . It should be noticed that the hypothesis f ∈ V a is somewhat restrictive as we shall see later. When this hypothesis is satisfied the existence and uniqueness of u 0 in V a are ensured.
The problem P (0)

First considerations on the converge process
In order to write down the equations and boundary conditions associated with classical integrations by parts, the space L 2 (Ω) is identified with its dual; this will be used in the explicit description of dual spaces. As follows from the completion process, V is densely contained in V a so that
Classical theory (Theorem 2.1) of convergence only holds for f ∈ V a . In the case when f ∈ V but f / ∈ V a general results of convergence are not available. The solution u 0 of the limit problem may or not exist but likely not in the finite energy space V a . We recall that the energy of the solutions is defined by
The classical result is:
Theorem 2.1. Let f ∈ V a be fixed independently of ε. Let u ε and u 0 be the solutions of (1.5) and (1.11) respectively. Then
and there exists a constant C such that
The proof is classical, see for instance Section VI. Proof. In order to prove the first assertion, from Theorem 2.1, it is sufficient to prove that (2.5) implies f ∈ V a . To this end, (2.5) implies that for a subsequence
and
The left-hand side is a functional of the variable v defined on V , continuous on V a , so that the right-hand side is also, and this implies that f ∈ V a . To prove the second assertion, let us suppose that it is false. Then for a subsequence we should have (2.5) and in this case the proof of the first assertion shows that f ∈ V a what is a contradiction: Theorem 2.2 is proved.
Remark 1.
We shall see that the space V a is somewhat "large" so that V a is "small" and f ∈ V a implies strong restrictions which are not satisfied by "usual" loadings f . Consequently, we are often in the situation of the second assertion of Theorem 2.2. This situation is in some sense "pathological". As we noted above, when f / ∈ V a the limit problem P (0) may or not have a solution u 0 but if it does, it is not in the finite energy space V a . This is the reason why we shall consider in the sequel solutions of the limit problem which are not variational solutions in V a . An example of this situation is shown in [11] where it is seen that the energy confined in boundary and internal layers is not bounded (for ε 0) whereas the energy in outer regions does. Later on we shall search for the asymptotic behavior of u ε using the method of matched asymptotic expansions [20] which shall exhibit such kind of layers.
A criterion for f ∈ V a and examples
In this section, we shall consider functionals f defined in (1.8) by functions f i (on Ω) with F i = C = 0. The form a defined in (1.3) is associated with the two quantities
Let us define the injective application γ by (2.8)
this application may be continued by continuity to V a to an isomorphism from V a onto its range X which is clearly a closed subspace of L 2 2 . Let us now consider the functional 
Proof. Let us suppose that there exists T ∈ L 2 2 which satisfies to (2.10), then the right-hand side in (2.10) is continuous on V for the topology of V a and consequently the left hand side also does: this proves that the condition is sufficient. If (2.9) may be extended by continuity to V a , then let us denote by
the functional so extended. Let F be its image by the isomorphism γ, it is continuous on X and defined by
From the Hahn-Banach theorem, we know that it may be extended to a functionalF (ξ) continuous on L and, by the Riesz theorem, it may be expressed as the scalar product
where T is some element of L 2 2 . In particular (2.13) holds for any ξ ∈ X and even for any ξ of the form ξ = γ(v) with v ∈ V (not necessarily to V a ). Then, from (2.13), we get
the necessity of the condition is then proved.
Example 2.1. Let us consider the case when the whole boundary is clamped and let f 1 , f 2 be smooth functions. We shall see that f ∈ V a . Indeed, (2.10) explicitly writes
(2.14)
2 we obtain
As the two components f 1 and f 2 are smooth it is possible to construct smooth T 1 and T 2 , in particular
In the considered case of a clamped boundary we have
so that an obvious integration by parts in (2.16) gives (2.14). It then follows from Theorem 2.3 that
Consequently, from Theorem 2.2 we see that the solution u ε of (2.12) is such that the energy E (u ε ) of u ε remains bounded as ε 0.
Example 2.2. We consider again a totaly clamped boundary but f i are no more smooth functions. We shall take
the given forces defined on the domain Ω. We emphasize that the discontinuity of f is along a curve x 2 = const.
We shall see later that these curves are the characteristics of the problem P (0). Let us prove that f / ∈ V a . Indeed, we are showing that T 1 , T 2 ∈ L 2 and satisfying (2.14) cannot exist. If this was the case then taking
2 we should have (2.15). In addition, as f 1 , f 2 are piecewise smooth the corresponding traces of T 1 n 1 + T 2 n 2 make sense, allowing classical integration by parts. Then, from (2.14) with arbitrary v we get
where the brackets denote the jump across the discontinuity. We then see that (2.19) with (2.15) and (2.18) are not compatible. So that T 1 , T 2 cannot exist. According to Theorem 2.3 the given force f does not belong to V a . Consequently, from Theorem 2.2 we see that the solution u ε of (2.12) is such that the energy E(u ε ) tends to infinity as ε 0.
Example 2.3. Now we consider a smooth given force f but the boundary is constituted of two parts Γ 0 and Γ 1 . We recall that Γ 0 is clamped while Γ 1 is free. We shall take as Γ 1 the part x 2 = 0 of the boundary. We emphasize that, as in the previous example, this free boundary is along a characteristic of the problem P (0). The space V is then defined as
Exactly as in the previous example if T 1 , T 2 exist, then they satisfy
It is clear that (2.21) 2 and (2.21) 3 are compatible if and only if f 2 | Γ1 = 0. Oppositely, when this condition is satisfied we may construct smooth functions T 1 , T 2 satisfying (2.21) and classical integration by parts show that T 1 , T 2 satisfy (2.10). Then f 2 = 0 on Γ 1 is the necessary and sufficient condition for f ∈ V a . Obviously it is also the necessary and sufficient condition for E (u ε ) to remain bounded as ε 0.
Equations and boundary conditions of P (0)
The variational formulation (1.11) of the limit problem is somewhat abstract as V a was only defined by completion. We have not a precise description of V a which depends on the disposition of Γ 0 and Γ 1 . But in any case it follows from (1.10) and (
Moreover, from the fact that Γ 0 contains at least one of the vertical segments of the boundary and Poincaré inequality for x 2 = const., it follows that v 1 ∈ L 2 (Ω). Consequently, the principal boundary condition v 1 = 0 is inherited by V a on the parts of Γ 0 which are tranversal to x 2 = const.
As for v 2 , if v ∈ V a , it follows from (1.10) and (1.3) that v 2 is the sum of an element of L 2 (Ω) and ∂ 2 v 1 so that the principal boundary conditions of v 1 on x 2 = const. and of v 2 everywhere are lost in the completion process. This allows us to write down the equations and boundary conditions of P (0) (without a precise description of V a ):
obviously, the first of these boundary conditions is a principal one on V a as we said above, whereas the second one is a natural condition coming from integration by parts. Clearly (2.22) is equivalent to
Under this form it is obvious that the limit problem is essentially equivalent to (2.24) for u 1 . This equation is an elliptic one with respect to x 1 with parameter x 2 . In Ω it is parabolic with double characteristics x 2 = const.
As x 2 appears as a parameter, f 1 and f 2 may be chosen to be distributions of x 2 with values in an appropriated space for the variable x 1 . Consequently, when f 2 is not sufficiently smooth with respect to x 2 , the equations (2.22) and the boundary conditions (2.23) keep a sense in a more general framework which is not that of the variational problem (1.11). Let us define the operator A by
for functions depending on the variable x 1 and the evident boundary conditions coming from (2.23). We note that according to the hypothesis that Γ 0 and Γ 1 are made of whole sides of the boundary of Ω, this operator is independent of x 2 so that it commutes with differentiations with respect this parameter. Obviously, the solution of (2.24), (2.25) then writes
(2.27)
Solutions in the sense of distributions
According to the previous considerations, we now consider the system (2.22) or (2.24) and (2.25) as well as the solution (2.27) in the sense of distributions of x 2 with values in a space (for instance L 2 (0, π)) of the variable x 1 . In order to exhibit the singular terms, we consider the case when f 1 = 0 and f 2 is a piecewise smooth function of the variable x 2 with values in L 2 (0, π) with a discontinuity at a point γ of (0, π). Let ϕ and ψ ∈ L 2 (0, π) be the jumps of the function and the first derivative at x 2 = γ. The solution (2.27) takes the form
where ∂ f 2 denotes the derivative in the sense of functions. To fix ideas, let us take
in this case the solution is
We shall see later that these solutions of problem P (0) are the limits of the corresponding solutions of problem P (ε) as ε 0. Clearly this implies that the solutions of P (ε) involve boundary (in fact internal) layers terms which converge to the singular terms of (2.30).
Localization of the boundary and internal layers
As a consequence of Section 2.4 it appears that the problem P (ε) exhibits internal layers terms along the segments x 2 = const. where f is not smooth as function of x 2 with values in L 2 (0, π) for instance. The structure of the internal layer depends highly on the degree of non-smoothness of f . We emphazise that x 2 = const. are the characteristics of the limit problem (2.24).
The explicit solution (2.30) exhibits an example of propagation of singularities along the characteristics. As the operator A −1 of the variable x 1 is non-local, we may have ϕ with compact support in (0, π) whereas the solution u is singular along the whole segment of characteristic x 2 = const.,
Oppositely, let us consider the case when f 1 = 0 and f 2 is piecewise constant with a discontinuity along a curve C which is transversal to the characteristics. The method of solution with parameter x 2 shows that u is smooth unless on C where the function u 2 and the first derivative of u 1 have jumps. Clearly, in this case, u ε exhibits an internal layer along the curve C. In addition, if one of the extremities of C is a point interior to Ω, the solution is singular at this point and propagates from it along x 2 = const.
On the other hand, as x 2 is a parameter, the limit problem P (0) has no boundary condition on x 2 = 0 and x 2 = 1 so that u ε exhibits boundary layers along these (characteristic) boundaries. Also boundary layers appear along the parts of Γ 0 transversal to the characteristics (vertical parts of Γ 0 ) as the boundary conditions (1.1) involving u 2 disappear in the limit (compare with (2.23)). We shall call them non-characteristic boundary layers.
Scaling in the layers. Method of exponential solutions
Classically [20] , in order to describe the structure of a layer we must perform a change of variables including a dilatation of the variable normal to the layer. Moreover, in order to obtain a consistent system, a rescaling of the unknowns is usually needed. The deduction by a classical procedure of the appropriate scalings is possible but we use here a method issued from the analysis of the structure of the exponential solutions of the homogeneous system [15] . It should be pointed out that this method presents analogies with the study of asymptotic solutions of systems using the eikonal equation ([18] , Sect. III.4).
Characteristic layers
We first consider the case of the layers along x 2 = const. As the characteristics of the limit problem are normal to the vector (0, 1) there exist solutions of the form
with ξ 1 = 0, ξ 2 = 0. Let us search, for ε > 0, solutions of the form
with |µ| → +∞ (i.e. such that (ξ 1 (real) , ξ 2 ≡ −iµ) tends to be proportional to (0, 1)). The solutions (3.1) are sinusoidal in x 1 with wave length of order O (1) and very fast variations in x 2 . By substitution of (3.1) in the homogeneous system associated with (1.6) we obtain
The vanishing of the determinant of system (3.2) gives
which for finite ξ 1 and µ → +∞ gives the behavior of µ:
Then, from the first equation (3.2) we see that
It then appears that the just obtained solutions with
have a characteristic length of variation in the x 2 direction of order O ε ; this corresponds to a layer of thickness O(η),
Moreover, the corresponding scaling of u is
Non-characteristic layers
Analogously, in the case of layers parallel to x 1 = const. we search solutions of the form
from which it follows that µ ∼ = (−1)
so that the thickness of the layer is of order
and the scaling of u is
4. Boundary layer along a characteristic part of Γ 0
As announced at the end of Section 2.5, there exists a boundary layers along the boundaries x 2 = 0 and x 2 = π. Their structure is different according to the boundary belongs to Γ 0 or to Γ 1 . In this section we are concerned by the first case and we suppose that the boundary is x 2 = 0. We also suppose, to fix ideas that Γ 0 contains the vertical segments x 1 = 0 and x 1 = π. According to Section 3.1, the appropriate scaling is then (3.5) and (3.6) so we define the dilatation by
and we search for asymptotic expansions of the form
Tentatively, we took the component u 1 of order O (1) in order to match it with the outer expansion (we recall that only the ratio u 2 /u 1 was defined by (3.6)). In the sequel, we shall denote by D 2 the derivative with respect to y 2 :
According to the boundary layer theory [20] , the expansions (4.2) holds true in the domain D defined by x 1 ∈ (0, π) , y 2 ∈ (0, +∞). The solution U η must satisfy the boundary conditions
and the matching conditions for y 2 → +∞ which shall consider later.
The variational formulation of (1.5) must hold true in the domain D at least for test functions with bounded support in y 2 , we shall take them depending on η in a form analogous to (4.2). Consequently we have
where f is supposed to be regular and was represented by its Taylor expansion in the vicinity of x 2 = 0. We note that, according to (3.5), ε 2 /η 6 = 1 in formula (4.5). Taking 
which implies a constraint for the unknown U 0 . In the sequel, we shall take test functions satisfying this constraint, thus the test functions will satisfy
Consequently, the term of order 1/η in (4.5) vanishes, indeed it is
as V 0 1 vanishes for y 2 = 0 and y 2 sufficiently large. Presently the leading term of (4.5) is of order O(1) and must vanish so that we have
Taking account of (4.6) and (4.7), the problem reduces to another one for the only unknown U 0 1 (with the only test function V 0 1 ) which, after an integration by parts in the right-hand side, writes 
According to (4.4) and taking account of (4.6), the component U The solution of (4.9) may be written under the form
with the boundary conditionsÛ Let us search a solution of (4.15) under the form
Now, let us write the Fourier expansion of F (x 1 ) under the form
then, from the conditions (4.10), the coefficients a n must satisfy a n (0) = − F n n 2 (4.17) a n (0) = a n (0) = 0 (4.18) and, from (4.15),
The bounded solution of (4.19) is of the form a n (y 2 ) = where the coefficients are uniquely determined on account of (4.17) and (4.18). Moreover, as y 2 → +∞, U 0 1 (x 1 , y 2 ) tends toÛ 0 1 (x 1 ) solution of the limit problem P (0) that insures the matching with the solution of the limit problem P (0) of Section 2.3.
As for the component U 0 2 , as we saw it is given by
and is such that 
Boundary layer along a characteristic part of Γ 1
In this section we consider the case when Γ 1 contains the boundary x 2 = 0 and Γ 0 contains x 1 = 0 and x 1 = π. We consider the layer along x 2 = 0. As in the previous section, the scaling of the x 2 is defined by (4.1) but the asymptotic expansions are searched under the form
where θ (η) is to be determined later. Indeed, the method introduced in Section 3 only gives the ratio u2 u1 (c.f. (3.6)) that is satisfied by (5.1); we shall see later that different functions θ (η) should be chosen according to the behavior of f 2 on the free boundary. We shall again denote by D 2 the derivative with respect to y 2 which, of course, satisfies (4.3). As before, the variational formulation (1.5) must hold true in the domain D for test functions with compact support in y 2 and we shall choose them depending on η in a form analogous to (5.1) then, we have
Taking V 0 1 = 0 and arbitrary V 0 2 , the leading term in the left-hand side is
and in the right-hand side is 
which, after evident integrations by parts, becomes
Then, taking V 
As in Section 4, we now search for a solution of the form
then the coefficients a n (y 2 ) are the bounded solution of the equation −a (6) n (y 2 ) + n 2 a n (y 2 ) = 0 (5.9)
i.e. of the form a n (y 2 ) = 
where F n is the coefficient of sin nx 1 in the Fourier expansion of f 2 (x 1 , 0) .
Of course, U 0 2 (x 1 , y 2 ) is then given by (4.6).
Case when f
This case, for which θ (η) = 1, is worked out exactly as the previous one the only modifications concern the equation which becomes
and the last boundary condition in (5.7) which is now
Consequently, the analogous of the coefficients a n (y 2 ) are solutions of −a (6) n (y 2 ) + n 2 a n (y 2 ) = f 1 (x 1 , 0) (5.14)
with the boundary conditions
It should be easily seen that the solution is unique and satisfy the matching conditions.
Internal characteristic layers
Let us consider the data (2.29) of Section 2.4. To fix ideas we shall suppose that Γ 0 contains the boundaries x 1 = 0 and x 1 = π. It appears, according to (2.30) , that the solution of the limit problem exhibits a discontinuity along x 2 = γ. Moreover, we saw in example 2.2 that f / ∈ V a . By comparison with example 2.3 the problem addressed in the present section is thus analogous to that of the Section 5.1 but in a layer near x 2 = γ. Instead of (4.1), the inner variable is now
The domain D is presently D = (0, π) × (−∞, +∞), consequently we shall have two matchings for y 2 → ±∞. As in Section 5.1, the inner expansion is (5.1) with θ (η) = η −1 . The analogue of equation (5.4) is
where 
where [|•|] denotes the jump across the interface. Obviously, we shall also prescribe
Moreover, the function U respectively which satisfy
and are bounded in their corresponding domain of definition, so that
(6.7)
Moreover, they satisfy the interface conditions
where Φ n is the coefficient of sin nx 1 in the Fourier expansion of the function ϕ (x 1 ).
The characteristic boundary layer revisited. Lagrange multiplier and boundary conditions
We saw in Sections 4, 5 and 6 that the leading terms of the solutions in the layers satisfy the constraint (4.6), and accordingly the corresponding equations must involve a Lagrange multiplier. This was avoided in the previous study by taking test functions satisfying themselves the constraint (4.6) so that, taking into account this constraint, we obtained the equation satisfied by U 0 1 (x 1 , y 2 ) and the corresponding boundary conditions. Clearly this amounts to eliminate U 0 2 (x 1 , y 2 ) and the Lagrange multiplier. In order to exhibit the role of the multiplier in the equations and the boundary conditions we now consider again the case of Section 5.1 which is a characteristic layer along the free boundary x 2 = 0. So that we consider expansions (5.1)
which gives the new form of (5.2):
Taking as test functions V η 1 ≡ 0, V 2 independent of η and by identifying to zero the terms of order η −2 and η
−1
we obtain
In the sequel, it will prove useful to define the new unknown p(x 1 , y 2 ) by
Now, taking V 1 V 2 arbitrary and independent of η in (7.2), on account of (7.3) and (7.4) at the leading order we have
Taking V 1 and V 2 vanishing in neighbourhoods of x 1 = 0 and x 1 = π, integration by parts give
from which we obtain the system of equations
and, as V 1 , V 2 and D 2 V 2 are arbitrary on Γ 1 , we have the natural boundary conditions Remark 2. It should be easily seen that, on account of expansions (7.1), of (7.3) and (7.4) and of the definition (7.5) of p, the equations (7.6) and the boundary conditions (7.7) are respectively the leading order terms of (1.6) and (1.7) with F 1 = F 2 = C = 0.
Remark 3. The solution U 0 1 , U 0 2 was obtained using two different methods. In the first one, the test functions were taken satisfying the constraint and the equation was obtained with V 1 arbitrary (but not V 2 ). On the other hand, in the second method, we took V 1 and V 2 arbitrary so that the corresponding problem involved a new unknown p which is the Lagrange multiplier of the problem. Indeed, denoting by B the operator defined by
which defines the constraint (7.3), the corresponding adjoint B * is defined by
which are precisely the terms in p in system (7.6). Then we have the classical structure of a constrained problem with Lagrange multiplier [2] . Moreover, it is known that in penalty problems of the form (7.2) the Lagrange multiplier p of the limit problem is
that agrees with our results (see (7.1), (7.3), (7.4) and (7.5)).
Boundary layer along a non-characteristic part of Γ 0
We saw in Section 3.2 that the thickness of a non-characteristic layer is of order
and the scaling of u ε is such that u
. To fix ideas, let us consider the non-characteristic layer along x 1 = 0 which is supposed to belong to Γ 0 . Then we tentatively search for asymptotic expansions of the form
where
In the sequel, we shall denote by D 1 the derivative with respect to y 1 :
The expansions (8.2) hold true in the domain D defined by y 1 ∈ (0, +∞), x 2 ∈ (0, π).
The solution U η must satisfy the boundary conditions
and the matching conditions for y 1 → +∞, which we shall consider later. The variational formulation hold true in the domain D, at least for test functions with compact support in y 1 , we shall take them depending on η in a form analogous to (8.2) . Consequently, we have
where f is supposed to be smooth and was represented by its Taylor expansion in the vicinity of x 1 = 0. We note that, according to ( which is a differential equation in y 1 with parameter x 2 , the bounded solution of which is
It satisfies the conditions:
which is the matching condition with the corresponding solution of the limit problem P (0) of Section 2. Otherwise this solution must satisfy the boundary conditions (8.5) which gives
= 0 (8.16) which determine the functions c k (x 2 ).
The distributional solutions of P (0) as limits of internal layers
We saw in Section 2.4 that the solutions of the limit problem P (0) exhibit singular terms when the datum f is not smooth with respect to x 2 . In the particular case when f is defined by (2.29) we considered in Section 6 the corresponding internal layer. We admit that Γ 0 contains the two vertical boundary layers. In this section we are showing that the singular terms (containing δ γ and δ γ ) in (2.30) are limits of the corresponding terms in the layers. In the sequel, we only consider the component u 1 as the study of u 2 is analogous and even follows from that of u 1 .
In order to write explicitly (2.30) 1 , let us consider the Fourier sinus expansion of ϕ:
As in the present case A is the Laplace operator on (0, π) with Dirichlet boundary conditions, we have
so that (2.30) 1 takes the form
It follows from Section 6 that the inner expansion of u ε 1 in the internal layer is
The aim of this section is to prove that
From elementary distribution theory it follows that the right-hand side of (9.5) is 
where x 1 is a parameter. Consequently (9.5) amounts to prove that 
and (6.4) as well as the matching conditions
It follows from (6.7) 1 that U 0 1 writes
The boundary conditions (9.7) give
As U 0 1 is even, the left-hand side of (9.6) is
(where relation (9.9) 3 was used) which proves (9.6).
Numerical experiments
In this section we present numerical experiments concerning the problem P (ε) in several cases of boundary conditions and loading. The numerical computations are implemented with reduced Hermite finite elements. An exact numerical integration of the rigidity matrices needs twelve Gauss points. This device allows us to perform easily the refinement of the mesh in the vicinity of the boundary layers. In the sequel we shall compare the results obtained with an uniform mesh and a non uniform one refined in the vicinity of the boundary layers. In the uniform mesh, the basic square is divided in N × M rectangles where the parameters N and M correspond to the number of divisions along the axes x 1 and x 2 respectively. Each rectangle is then divided in four triangles. Figure 1 , shows the uniform mesh generated in this way. The non uniform mesh (see Fig. 2 ) is generated in the same way but using a function of distribution of the points according to a geometric progression with ratio q. In the case of internal layers we analogously get the mesh shown in Figure 3. 
Totally clamped boundary
We consider the problem P (ε) for ε = 0.001 and
. We shall focus our attention on the characteristic boundary layers along x 2 = 0 and x 2 = π (see Sect. 4). These layers are more important than the non characteristic ones along x 1 = 0 and x 1 = π, compare (4.2) with η = ε are shown in Figure 4 . With the non uniform mesh (Fig. 2) , we observe that the mesh may be coarse provided that the layer region is sufficiently covered, we took N = 7, M = 11, q = 1.4 so that the first four steps are contained in the length η; the values of u ε 2 are shown in Figure 5 . The first and the second meshes contain 1600 and 960 triangular elements respectively. In the present case the advantage of the adapted mesh is not very significant.
Case of a characteristic free boundary with f 2 = 0
The problem P (ε) is again considered with the previous data ε and − → f . The boundary x 2 = 0 is free and the rest of the boundary is clamped. We observe that f 2 does not vanish on the free boundary so that in this case the corresponding boundary layer is (5. Taking the uniform mesh, the mesh step must be chosen sufficiently small to get a satisfactory result. In fact we must take at least N = M = 31 so that the mesh step is h = π/61 which corresponds to 14400 triangular elements.
When using a non uniform mesh, satisfactory results are obtained with the same mesh as in the previous subsection which correspond to 960 triangular elements.
The numerical results for u 
Internal layers
We now consider the problem P (ε) with the whole boundary clamped, ε = 0.001 and so that the loading has a discontinuity along the characteristic x 2 = π 2 . According to the results of Section 6, the scaling is the same as in the previous subsection. We present in Figure 8 the numerical results obtained with the same uniform mesh as before. Obviously, we observe the presence of an internal layer along the characteristic x 2 = π/2. The numerical results for u ε 2 obtained with the non uniform mesh N = 7, M = 11, q = 0.7 are shown in Figure 9 . We observe an internal layer along the whole characteristic x 2 = π/2 whereas the discontinuity of the data are Another interesting example of propagation of the singularities is given Figure 11 where the loading is chosen as follows We observe the presence of internal layers along the characteristics x 2 = π/4 and x 2 = 3π/4 which correspond to the extremities of the thin region ∆, the cross-section x 1 = 3π/4 is represented in Figure 12 .
The numerical results for u ε 2 are obtained using the adapted mesh with parameters q = 1, N = 7 and M = 11 (which correspond to the mesh steps h x1 = π/13 and h x2 = π/21 in the directions x 1 and x 2 ) respectively. 
Layer
Behavior Energy Characteristic thickness: η (ε) = ε It appears that the energy tends to infinity in two cases: free characteristic boundary with f 2 = 0 on it and internal layer bearing a discontinuity of f 2 on a characteristic. The energy in the layer tends to infinity as ε tends to zero. Obviously, the energy in a region out of the layers is of order unity so that the above mentioned result agrees with Theorem 2.2. But the asymptotic structure also shows that the energy is asymptotically concentrated in the layers (but this is probably associated with the very definition of layers!). Finally, it should be pointed out that layers cutting the characteristics x 2 = const. at angle = π/2 are analogous to the layers along x 1 = const. considered above. This is the reason why all these layers are called "non characteristic".
