Abstract. The purpose of this article is to provide an alternative proof of the weak-type 1, . . . , 1;
Introduction
The Calderón-Zygmund theory of singular integral operators is central in the study of harmonic analysis. A key property of Calderón-Zygmund operators in the linear setting is their boundedness from L p (R n ) to L p (R n ) for all p ∈ (1, ∞), assuming a priori that the operators are bounded from L 2 (R n ) to L 2 (R n ). The well-known method of proof is as follows:
(1) establish a weak-type (1, 1) estimate for the operator, (2) use the Marcinkiewicz interpolation theorem to obtain a strong type (p, p) bound for all p ∈ (1, 2), and (3) use duality to deduce the strong type (p, p) estimate for all p ∈ (1, ∞). For a detailed treatment of the classical Calderón-Zygmund theory, see [2, 10] .
The classical proof of the weak-type (1, 1) bound utilizes the Calderón-Zygmund decomposition for L 1 (R n ) functions. This technique readily extends to handle Calderón-Zygmund operators on spaces that have an underlying measure possessing the doubling property. Such spaces are called spaces of homogeneous type. Recall that a measure µ possesses the doubling property if there exists a constant C > 0 such that µ(B(x, 2r)) ≤ Cµ(B(x, r)) for all r > 0 and all x in the space. The classical technique, however, does not generalize as easily to spaces of nonhomogeneous type, which are spaces whose underlying measures instead have a polynomial growth condition. To address this setting, Tolsa developed a version of the Calderón-Zygmund decomposition adapted to nonhomogeneous measures to prove the weak-type estimate in a similar manner to the classical case, [11] . In [8] , Nazarov, Treil, and Volberg provided a proof of the weak-type (1, 1) bound of Calderón-Zygmund operators in the nonhomogeneous setting without using the Calderón-Zygmund decomposition. The proof in [8] also works in the classical setting on R n . More recently, attention has been given to the study of multilinear Calderón-Zygmund operators (see [1, [3] [4] [5] [6] [7] 9] ). To describe the setting, let m be a positive integer. We say K : R n(m+1) → C is an m-multilinear Calderón-Zygmund kernel if there exist C K , δ > 0 such that the following conditions hold:
(1) (size)
for all x, y 1 , . . . , y m ∈ R n with x = y j for some j, (2) (smoothness)
|x − y i |, and
We say a bounded multilinear operator
is an m-multilinear Calderón-Zygmund operator associated to a kernel K if K is an m-multilinear Calderón-Zygmund kernel and if
We will denote the total variation of ν ∈ M(R n ) by ν . Notice that if f is a Borel measurable function, then |f |dm = f L 1 (R n ) and
Here f dm ∈ M(R n ) is defined for Borel subsets of R n by f dm(A) = A f (x)dx. Also, if
Analogous properties to the classical case were established for multilinear operators in [4] (see also [7, 9] ). In particular, a weak-type estimate is proved and used to establish strong type estimates via interpolation. The appropriate weak-type estimate in the multilinear setting is of type 1, . . . , 1; . It is stated as the following:
where A 2 depends on K, n, m, and T
As in the classical situation, Grafakos and Torres [4] prove Theorem 1 using the Calderón-Zygmund decomposition. An alternative proof is presented in Section 3.
The new proof is modeled after the argument for the weak-type estimate in [8] . Instead of obtaining cancellation by means of the Calderón-Zygmund decomposition, we do so by subtracting terms involving certain point mass measures. The argument is then completed by establishing a weak-type estimate on a mixture of linear combinations of point mass measures and of
norm. This is stated precisely as the following: Theorem 2. Let t > 0 and l ∈ {1, . . . , m} be given. If ν 1 , . . . , ν l ∈ M(R n ) are of the form
where A 3 depends on K, n, m, and T
.
It is not important that the ν i are applied in the first l slots of T -an identical proof yields the theorem whenever the set of indices of the ν i is a nonempty subset of {1, . . . , m}.
Since the proof of Theorem 1 still requires a decomposition of the arbitrary L 1 (R n ) functions into bounded and unbounded pieces ("good" and "bad" pieces), there is an analogy to be made between our proof and the proof in [4] . First, the term where the operator is only being applied to the "good" functions is handled identically -both proofs use Chebyshev's inequality, the a priori boundedness of T , and the L ∞ (R n ) norms of the good functions to obtain the appropriate estimate. However, the terms where the operator has at least one "bad" function as an input are treated differently.
First we describe the Calderón-Zygmund decomposition approach to handling these terms. Because of the nature of this decomposition, each "bad" function, b i , can be written as the sum b i = ∞ j=1 b i,j where each b i,j has mean value zero, is supported on a cube of appropriate measure, and has useful L 1 (R n ) control. The cancellation involved in the b i,j allows one to introduce a term with the kernel evaluated at the center of the cube on which b i,j is supported, then one can use the smoothness assumption of the kernel to obtain the desired estimate. The disjointness of supp(b i,j ) over the j allows one to recover the estimate for the original term.
Without the Calderón-Zygmund decomposition, there is no immediate cancellation that may be exploited in the "bad" functions. Instead, we apply a Whitney decomposition to write the support of each "bad" function, b i , as a union of dyadic cubes with disjoint interiors and restrict b i to each cube given by the Whitney decomposition. Call these restrictions b i,j . It suffices to approximate b i ≈ N j=1 b i,j and get an appropriate estimate with these sums, uniform in N . With this goal in mind, denote the center of supp(b i,j ) by c i,j and define measures ν
Adding and subtracting terms involving these ν N i introduces cancellation. We then subtract a term involving the kernel evaluated at the c i,j and use the regularity discussed in Section 2 to get the desired control. It is then left to control a term involving a mixture of linear combinations of point mass measures and "good" functions. This can be done with Theorem 2. Section 2 includes Lemma 1, a regularity condition first described in [9] for bilinear kernels, which is the key use of cancellation. Section 3 contains the main results. The proof of Theorem 1 assuming Theorem 2 is given first. The proof of Theorem 2 is given at the end.
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Preliminaries
The proofs of Theorem 1 and Theorem 2 use the multilinear geometric Hörmander condition given in Lemma 1 below. This type of regularity was first introduced in the bilinear setting by Pérez and Torres in [9] . Throughout the rest of this paper, we use the notation
We apologize for further complicating the notation; however, this is necessary to compactly describe many expressions that follow.
Lemma 1.
There exists A 1 > 0 such that if l ∈ {1, . . . , m} and S 1 , . . . , S l are countable collections of sets satisfying either
. .} consists of dyadic cubes with disjoint interiors or (2) each S i = {S i,1 , S i,2 , . . .} consists of sets satisfying:
, and
where
. It is not important that the indices of the S i range from 1 to l -an identical proof yields the lemma whenever the set of indices is a nonempty subset of {1, . . . , m}.
Pérez and Torres only consider this regularity when the S i are collections of dyadic cubes with disjoint interiors. We will use the lemma when the collections S i consist of dyadic cubes in the proof of Theorem 1 and when they are of the second type in the proof of Theorem 2.
Proof. We only prove the statement when the collections S i are of the second type. The proof for collections of dyadic cubes is similar and is addressed in the bilinear setting in [9] . For i = 1, . . . , l, fix S i,j i ∈ S i . Use the smoothness condition of K and the fact that
Using the previous estimate, trivial estimates to pull the infimum outside of the integral, Fubini, and integral estimates, we get the bound
We will control the term of the summation above with k = 1; the other terms are handled identically. Using trivial estimates, Fubini's theorem, the fact that the S i,j i have disjoint interiors, and integral estimates, we obtain
Similarly, for k = 2, . . . , l,
This completes the proof.
Main Results
We now turn to proving the main result of Grafakos and Torres [4] .
. That is, for every t > 0, it holds that
Our contribution is the following. Theorem 2. Let t > 0 and l ∈ {1, . . . , m} be given. If ν 1 , . . . , ν l ∈ M(R n ) are of the form
Note that Theorem 2 holds whenever the set of indices of the ν i is a nonempty subset of {1, . . . , m}. We will first prove Theorem 1 assuming Theorem 2. We will then prove Theorem 2. Let M denote the uncentered Hardy-Littlewood maximal function and recall its formula
Proof of Theorem 1. Let t > 0 be given. By density, we may assume f 1 , . . . , f m are continuous functions with compact support. Normalize to assume
with h i ∈ {b i , g i } and all the sets E s are distinct. Since
it suffices to control each |E s | by a constant multiplied by t
. Consider the set E s for a fixed 2 ≤ s ≤ 2 m . Suppose that there are l functions of the form b i and m − l functions of the form g i appearing as entries in the T (h 1 , . . . , h m ) involved in the definition of E s . For notational simplicity, assume that the b i are in the first l entries and the g i are in the remaining m − l entries (analogous arguments hold in the other cases). Apply a Whitney decomposition to write each G i as a union of dyadic cubes with disjoint interiors,
It suffices to control (uniformly in N ) the measure of E s with b i replaced by b N i . Denote this set by E s .
Let c i,j denote the center of Q i,j and set
Notice, by adding and subtracting
We will control each |S k | and |S| individually.
We will first control |S k |. Begin by using Chebyshev's inequality, the fact that (b
Indeed, for a fixed Q i,j , let Q * i,j be the cube with the same center, but diameter 17 √ n times as large. Then
Use the fact that |b
control of the b i,j , and Lemma 1 (which applies since 2diam(
continue the estimate
The control of |S| follows from applying Theorem 2 below
Put the estimates of |S k | and |S| together to get
Since the above estimate is independent of N , letting N → ∞ yields
Finally, use the estimates of |E s |, 1 ≤ s ≤ 2 m to observe
m to complete the proof.
We now prove Theorem 2.
Proof of Theorem 2. Assume without loss of generality that each a i,j > 0 and that
where r i,2 > 0 is chosen so that |E i,2 | = a i,2 t − 1 m . In general, for j = 3, . . . , N , set
where r i,j > 0 is chosen so that
and notice that by construction
Similarly, set E * i,1 := B(x i,1 , 2r i,1 ), and subsequently for j = 2, . . . , N ,
By the doubling property of Lebesgue measure,
For k ∈ {0, . . . , l}, set 
The remainder of the proof will focus on bounding |P | and each |P k | by a constant multiplied by t 
R n \E * |K(x, #» y 1,m ) − K(x, #» x (1,j 1 ),(l,j l ) , #» y l+1,m )|dxd #» y l+1,m .
Use the fact that |ν k,j k − t 
