Temporal impulse response functions (IRFs) were measured to investigate the temporal characteristics of positive-and negative-contrast detection in human vision. The IRFs were estimated using models from sequential double-pulse thresholds measured by the psi method. The results indicated that thresholds for positive contrast detection were significantly higher than those for negative contrast detection. However, positive-and negative-contrast IRFs were similar except for the first peak amplitude, reflecting the difference in sensitivity that originates from the summation operation rather than the linear filtering of the visual system.
Introduction
A fundamental issue of visual processing is whether positiveand negative-contrast sensitivities are the same. In the psychophysical literature on temporal sensitivity, conflicting results have been reported under various experimental conditions by different investigators. Boynton, Ikeda and Stiles (1964) reported lower decrement thresholds compared to increment thresholds when using a red increment or decrement upon a green background. Short (1966) reported similar results under a low background luminance condition. Patel and Jones (1968) found that the increment threshold was consistently higher than the decrement threshold. Bowen, Pokorny, and Smith (1989) reported greater sensitivity to decrements than increments using saw-tooth contrast stimulation. However, Herrick (1956) and Rashbass (1970) found little difference between increments and decrements. Watson and Nachmias (1977) found that positive thresholds were equal to negative thresholds using grating targets.
Temporal sensitivities measured with numerous types of stimuli have been explained using a generic ''working'' model (Watson, 1986) , which includes a linear filter followed by probability summation over time. In a later model, Watson and Ahumada (2005) used the more general Minkowski summation. The characteristics of the linear filter were investigated by estimating the impulse response function (IRF) or the temporal transfer function of the filter. The IRF is also referred to as the weighting function, which is a linear weighting of sequential inputs and characterizes a time-invariant linear system completely. Theoretically, the IRF can be used to predict the response to any temporally modulated response.
Thus far, psychophysical IRFs have been obtained by various means. They have been calculated from transfer functions by the Fourier transform under various luminance conditions (Kelly, 1961 (Kelly, , 1971 and by reconstructing the temporal phase spectrum (Stork & Falk, 1987) . From the temporal summation index of positive and negative flashes, hypothetical IRFs of positive and negative flashes were obtained (Ikeda, 1965) . Chromatic IRFs derived from responses to red, green, yellow, or blue flashes were also measured (Uchikawa & Ikeda, 1986; Uchikawa & Yoshizawa, 1993) . Burr and Morrone (1993) provided a new model set by which to estimate the IRF and measured chromatic and achromatic IRFs. Later, they measured IRFs during saccades (Burr & Morrone, 1996) . Shinomori and Werner (2003) investigated age-related changes in IRFs using luminance modulation and for isolated S-cone pathways (Shinomori & Werner, 2006 , 2008 , 2012 . Finally, the reaction time could be estimated using a model based on the IRF (Cao, Zele, & Pokorny, 2007) .
In the present study, we tried to investigate the positive-and negative-contrast sensitivity using the double-pulse method with various spatial structure stimuli. First, the detection thresholds of double pulses were compared between positive-and negative-contrast stimuli. Second, the IRFs estimated from sequential doublepulse detection thresholds were also compared in order to investigate the temporal characteristics of positive-and negative-contrast detection. The results indicated that positive contrast detection thresholds were significantly higher than negative contrast detection thresholds. However, this difference was not found in all con-ditions and observers in the present study. The present results also indicated that, in terms of temporal characteristics, the IRFs of positive contrast were similar to the IRFs of negative contrast.
Methods

Stimuli
The stimuli in the present study had a circular shape with a 2-D Gaussian envelope, as defined in the following equation:
where L 0 is the background luminance, and m is the amplitude of the cosine function. Here, m was adjusted between 0 and 1 for positive-contrast stimuli, which included only positive-contrast components, and between À1 and 0 for negative-contrast stimuli, which included only negative-contrast components. A higher absolute value of m indicates a higher stimulus contrast. Moreover, m is controlled by the psi (w) method in various trials. In addition, f is the spatial structure factor of the stimulus. Since the Fourier spectrum of the stimuli is dominated by low-spatial-frequency components, we use the term 'spatial structure' instead of 'spatial frequency' here. Finally, G(x, y) is a 2-D normal distribution (Gaussian distribution) function with a ±0.3°SD in visual angle. Positive-and negative-stimulus images and their corresponding luminance profiles are illustrated in Fig. 1 . Double-pulse stimuli were presented in one of four quadrants defined by a central fixation cross on a 10 cd/m 2 background, which had the same chromaticity as the stimulus (equal-energywhite). Both the width and height of the center cross were 2°in visual angle. The four stimuli were alternately located 0.71°to one side or the other and 0.71°above or below the center of the fixation cross. The background was approximately 6°in width and 4°i n height. In double-pulse method, the contrast threshold is commonly measured as the detection threshold. The contrast itself at a certain point, (x, y), can be defined by the intensity of a single pulse, I T (x, y), against the background intensity, I B , for the duration of the pulse. In order to compare positive and negative contrast equitably, the contrast, C(x, y), was defined as shown in Eqs. (2) and (3). The negative contrast was transformed to its mirror value along the background intensity axis.
Cðx; yÞ ¼ I T ðx; yÞ I B ; I T ðx; yÞ P I B ð2Þ
Cðx; yÞ ¼ 2I B À I T ðx; yÞ I B ; I T ðx; yÞ < I B ð3Þ
In order to determine the contrast of the stimuli in different spatial structures, we used the contrast energy concept and defined the contrast energy, C E , as shown in Eq. (4), which was modified from the definition given by Watson, Barlow, and Robson (1983) :
where C(x, y) is the contrast of the stimulus at (x, y) in each screen pixel. Thus, m and n indicate the size of the stimulus in the pixel. The thresholds for the double-pulse method are defined as the log contrast energy, log(C E ).
In the stimulus design, pulses were presented within an angular range of 4°, and the highest luminance peaks were presented approximately 1°from the fixation point. In addition, we measured the detection thresholds on a 10 cd/m 2 background (approximately 90 effective Trolands). Based on these settings compared to the experimental conditions in the rod IRF measurement (Cao, Zele, & Pokorny, 2007) , possible rod intrusion to the threshold data can be ignored.
Apparatus
Stimuli were presented on a CRT display (CPD G500, SONY) that was controlled by a visual stimulus generator (VSG) system for vision experiments (ViSaGe, Cambridge Research System). The VSG system was configured in 42-bit color mode (14 bits for each phosphor) using a display with a resolution of 640 Â 481 pixels and a frame rate of 150 Hz. Commands to control the frame presentation and frame switch were implemented by the real-time sequencer (RTS) of the VSG system through interface functions of the VSG Toolbox for Matlab (Toolbox version 1.27, Matlab version 7.1) on the Windows XP operating system.
The CRT display and a chin rest were placed separately in different chamber rooms in a dark room. The observer looked at the display through a 90 Â 65 mm window. The distances between the chin rest and the window and between the window and the CRT display were 30 cm and 150 cm, respectively. The distance between the CRT display and the observers' eye was 180 cm. Observers used natural pupils (Newtonian view) in the experiment.
Calibration
The luminance and chromaticity coordinates of the CRT monitor were measured using a chromameter (CS-200, Konica-Minolta), and the accuracy of the meter and the calibration were confirmed by a spectroradiometer (CS-1000, Konica-Minolta). For the calibration of stimuli on the CRT monitor, the software used in the present study was configured to automatically control the chromameter. Initially, measured xy coordinates and luminance were stored as 14,336 (2048 Â 7) points for the entire gamut area and the phosphors' intensity level of the screen. Equal-energy-white at different luminance levels was monitored closely (2048 points) for the stimuli in this experiment. The software next created a look-up-table with a model to determine RGB digital values for the presentation of specified luminance and chromatic coordinates on the screen. Before each session, at least 200 random points were measured after the CRT was warmed up for one hour in order to confirm the accuracy of the presentation. Using this calibration procedure, the error rate of the CIE luminance and chromaticity coordinates (x, y, L) on the CRT was less than 3%.
Rise and fall times of the CRT phosphors were measured using a p-i-n 10 silicon photodiode (Radiometer/Photometer Model 550, EG&G Gamma Scientific Inc.) connected to a digital oscilloscope. Intensity increments and decrements were approximately 1.2 ms for all phosphors. Since the diameter of the Gaussian patch at 1 SD was 106 pixels on a 640 Â 481-pixel display, the decay of the test stimulus at the vertical scan frequency was less than 1.5 ms from the maximum. The peak-to-peak timing error of the ISI was less than 3%.
Procedure
One male and four female students at Kochi University of Technology participated as observers. All observers, but one male (first author), were naive as to the purpose of the experiments. The observers were 20.5-38.0 (mean: 24.3) years old. All had normal color vision as indicated by Ishihara-plate and D-15 tests and normal visual acuity (at least ±1.0 min of arc in the visual acuity test using a Landolt C ring).
We tested positive-and negative-contrast stimulus configurations. Each configuration included stimuli with six different spatial structures (0, 1, 2, 4, 8, and 16 cycles per degree (cpd)). Each spatial-structure condition included 14 ISIs: 6.7, 13.3, 20.0, 26.7, 33.3, 40.0, 46.7, 53.3, 60.0, 66.7, 86.7, 106.7, 133.3, and 166 .7 ms (in terms of the number of frames, 1, 2, 3, 4, 5, 6, 7, 8, 9, 10, 13, 16, 20 , and 25 frames (6.7 ms/frame)). These ISI settings were presented in pseudo-random order.
For each ISI, the detection threshold in the log contrast energy was determined by the standard psi (w) procedure (Kontsevich & Tyler, 1999) implemented by Prins and Kingdom (2009) . The psi method estimated the threshold and the slope values adaptively through a two-dimensional distribution of these two parameters. An initial distribution was set as a prior distribution of the threshold and the slope before the beginning of a psi procedure. After each trial, the prior distribution was updated dynamically based on the observer's response. The strategy for selecting the new trial was to choose the one that leads to the smallest expected entropy one step ahead. Thus, the intensity of the next trial was decided by maximizing the information gathered from the observer's responses. The psi process stopped when the number of trials exceeded a predetermined value. Each ISI setting initially consisted of 20 trials. At the end of this procedure, an additional 10 trials would be tested if the change of the estimated threshold during the last six trials exceeded a predetermined value or if the number of incorrect answers was greater than eight. For each observer, the detection threshold was measured five times as independent sequences using the psi method. In total, approximately 135,000 trials were performed during this experiment.
At the beginning of each session, the observer dark adapted for 5 min and then adapted to the screen background for another 5 min. In each session, there were four schedule time breaks, but the observer could request additional breaks at any time.
The frame sequence for one trial is illustrated by Fig. 2 . Each trial began with two beeps. Approximately 1 s later, the first pulse (pulse 1) was presented followed by varying numbers of ISI frames during which only background was shown. After these ISI frames, the second pulse (pulse 2) was displayed. The stimulus was presented again in the same quadrant defined by the central fixation cross. A four-alternative forced-choice procedure with feedback was used. The observer was asked to present one of four buttons corresponding to the quadrant in which the stimulus was detected. A low-tone beep sounded indicated a correct answer and a hightone beep sounded denoted an incorrect answer.
Estimation of IRFs
The thresholds were estimated as the mean of the last four turning points that did not use assumptions about the distribution of the threshold values. The psi method was only used to control the contrast of the presented stimuli. The IRF was estimated from double-pulse thresholds using Watson's working model (Watson, 1979 (Watson, , 1986 as Eq. (5), with both Watson's (1986) model set and Burr and Morrone's (1993) 
In Eq. (5), C is the contrast at the threshold, and C À1 is the Minkowski summation of the convolution of input f and IRF h, where i is used to index the internal response of the ith interval and j is the time index of the temporal linear system. Following Shinomori and Werner (2003) , b was set to 4 as the summation factor. In the present study, b = 4 achieved the best fit to the data in most cases.
Watson's (1986) model set is explained in Appendix A. Burr and Morrone's (1993) model set was expressed as Eq. (6) and had four parameters: a 0 , a 1 , a 2 , and a 3 . Parameter a 0 is the overall gain of the function, and parameter a 1 is the fundamental frequency of oscillation. Parameter a 2 is the modulation of frequency over time, and parameter a 3 is the steepness of the exponential decay. Moreover, u(t) was the unit step function.
These model parameters were estimated by a nonlinear regression analysis using a least-squares method. We used the nlinfit function in the statistics toolbox of Matlab. Millenary initial parameters were generated randomly to cover all possible shapes of the IRFs. Since the calculated IRFs from these models were similar (see Appendix A for details), in the present paper, we presented only IRFs from the Burr and Morrone model.
The IRF peak amplitudes and latencies were obtained using software to find the maximum point at the curve of the IRF as the first peak amplitudes and latencies and finds the minimum point between the maximum point and 150 ms as the second peak amplitudes and latencies.
Statistical analysis
We used two-alternative non-parametric statistics tests, the paired Wilcoxon signed-rank test (for the paired comparison) and the Wilcoxon rank-sum test (Mann-Whitney's U test) to test our hypotheses because, as shown later in Figs. 6 and 7, the distribution of the threshold data is not necessarily a normal distribution. The Wilcoxon rank-sum test performs a two-sided rank sum test. The null hypothesis is that two sets of sample data are independent samples from identical continuous distributions with equal medians. Rejection of the null hypothesis means they do not have equal medians.
Results
Fig . 3 shows the positive-and negative-contrast thresholds for all observers and calculated IRFs using Burr and Morrone's model. The open points and gray curves are for positive contrast, and the filled points and black curves are for negative contrast. The smooth curves in Fig. 3A denote the model thresholds calculated from IRFs using the model. In Fig. 3B , positive IRFs were normalized to the negative IRFs in terms of peak amplitude.
Positive thresholds tend to be higher than negative thresholds in many cases. Thus, for most cases in Fig. 3 , the positive IRFs were increased by the normalization. In other ways, however, normalized positive-contrast IRFs tend to be similar to negative-contrast IRFs. Statistical tests were used in the following for quantitative analysis. Fig. 4 shows the paired comparisons of positive-and negativecontrast thresholds that included 14 ISI settings separately, and six spatial structure configurations for all five observers (420 paired mean-thresholds in total). The diagonal lines denote equality of positive-and negative-contrast thresholds. Most of the points are above the diagonal lines, indicating that positive-contrast thresholds are higher than negative-contrast thresholds. The paired Wilcoxon signed-rank test revealed that this difference is statistically significant (n = 420, p < 0.0001) for all observers. As shown in Fig. 4 , most of the points are located above the diagonal lines for observers MS (Panel C), MT (D), and YK (F). For observers SL (B) and MM (E), some of the points are below the line. The Wilcoxon rank-sum test was used separately for observers, and the spatial structure configurations and p-values are listed in Table 1 . Positive thresholds are significantly different from negative thresholds (at the 0.05 significance level) except for observer SL's 1, 4, and 16 cpd, and observer MM's 0, 2, 4, and 8 cpd.
Higher positive-contrast thresholds
The means of the ratios of negative-contrast detection thresholds to positive-contrast detection thresholds (1) are listed in Table 2. As expected, the positive-contrast detection thresholds are higher than the negative-contrast detection thresholds, while individual differences are evident in parts of spatial structures. For example, the values, 1 of observer MM's 0, 4, and 8 cpd (shown in bold, italic font) are larger than 1.0.
Similarity between positive-and negative-contrast IRFs
The IRF shapes in Fig. 3 qualitatively suggest similarity between positive-and negative-contrast IRFs with peak normalization. Thus, we quantitatively compared six properties of IRFs directly obtained from the shape of each IRF (not from parameters a 0 $ a 3 ): the peak time of the first (excitatory) phase (1PT+), the peak time of the secondary (inhibitory) phase (2PTÀ), the time interval between two peaks (DPT), the maximum (positive) amplitude of the first (positive) phase (1MA+), the maximum (negative) amplitude of the secondary (negative) phase (2MAÀ), and the ratio of 2PTÀ to 1PT+ (rPT). In this comparison, we used only first two lobes which were obtained for all observers; approximately half in all data included a third lobe that was often of low amplitude. Fig. 5 compares the results for 1PT+, 2PTÀ, DPT, 1MA+, 2MAÀ and rPT. Based on the lack of the secondary phase, two IRFs for observers MS at 4 cpd for positive contrast and MM at 4 cpd for negative contrast were excluded in Fig. 5B , C, E, and F and the corresponding statistical calculation. In Fig. 5 , with the exception of Fig. 5D , points were equally distributed around both sides of the diagonal lines, and the deviations were relatively small. The standard deviation values of 1PT+, 2PTÀ, DPT, 1MA+, 2MAÀ and rPT Fig. 2 . Frame sequence of one trial. The gray rectangles indicate frames displayed on the CRT display. From left to right, the first, third, and fifth frames are background frames, and the second and fourth frames are stimulus frames. Two beeps were presented to alert participants at the beginning of a trial, and a single beep provided feedback. 30, 28, 28, 30, 28, and 28, respectively . This means that, with the exception of 1MA+, differences between positiveand negative-contrast IRFs are not statistically significant (at a significance level of 0.05). After removing observer SL's 1, 4, and 16 cpd and observer MM's 0, 2, 4, and 8 cpd data, the p-values of 1PT+, 2PTÀ, DPT, 2MAÀ, and rPT are 0.2228, 0.8892, 0.9223, 0.9095, and 0.3382 respectively (n values are 23, 22, 22, 22, and 22 respectively), and the differences between positive-and negative-contrast IRFs are still not statistically significant. The significant difference of 1MA+ is consistent with the significant differences between positive-and negative-contrast thresholds.
The distributions of these parameters were also estimated using the maximum likelihood estimation method and the mle function in the statistics toolbox of Matlab. Fig. 6 shows the distributions of peak time and maximum amplitude for IRFs of five observers tested on six spatial structures. The data of 1PT+ could be fitted by the normal distribution with location parameter l = 21.92 and scale parameter r = 3.75. The data of 2PTÀ could be fitted with parameters l = 67.27 and r = 9.94. Here, 1MA+ and 2MAÀ must be fitted by the extreme-value distribution with location parameter l = 14.80, scale parameter r = 4.79, and shape parameter k = 0.18, and with l = À8.32, r = 6.77, and k = À0.65, respectively. Fig. 7 shows the distributions of 1PT+, 2PTÀ, 1MA+, and 2MAÀ for comparison between positive-and negative-contrast IRFs. As with Fig. 6 , both positive and negative peak times can be fitted by a normal distribution, and positive and negative maximum amplitude can be fitted by an extreme-value distribution. The means and deviations of 1PT+, 2PTÀ, 1MA+, and 2MAÀ are close between the positive-and negative-contrast IRFs. Table 3 shows the confidence intervals of 1PT+, 2PTÀ, 1MA+, and 2MAÀ at the 98% confidence level. The confidence intervals with estimated distribution parameters of 1PT+, 2PTÀ, and 2MAÀ intersect each other, indicating similarity between positive-and negative-contrast IRFs. In the case of 1MA+, the confidence intervals, l, do not intersect each other, indicating that a significant difference exists between positive and negative 1MA+, which is consistent with the statistical analysis described above. These results indicate that, with the exception of the amplitude of the first peak, positive-and negative-contrast IRFs are almost identical.
Discussion
In the present study, we tried to compare the detection thresholds of double pulses between positive-and negative-contrast stimuli and to investigate the temporal characteristics of positiveand negative-contrast detection through IRFs. The results indicated that, except under some conditions and observers, positive contrast detection thresholds were significantly higher than negative contrast detection thresholds. Moreover, the positive-contrast IRFs were similar to the negative-contrast IRFs. We discussed these results and the possible source of the difference in sensitivity according to the working model.
Difference between positive-and negative-contrast double pulse thresholds
As described in the Introduction, conflicting results have been reported for comparison of positive-and negative-contrast detection thresholds. The results of the present study for 4200 threshold samples from approximately 135,000 trials indicated that positivecontrast detection thresholds were higher than negative-contrast detection thresholds, with the exception of observer SL's 1, 4, and 16 cpd and observer MM's 0, 2, 4, and 8 cpd. We considered four possible sources for these discrepancies in the literature.
Individual differences in detection threshold for various spatial structures may be one reason why different investigators reported conflicting results for various conditions. In the present study, negative-contrast thresholds are larger for only one observer (MM) in some spatial structure (0, 4, and 8 cpd). Even for this observer, however, negative contrast thresholds are significantly smaller under other conditions (1 and 16 cpd). Although we do not have a model to explain this change depending on the spatial structure and why this changes occurred only for this observer, this type of individual difference may cause conflicting results in different studies.
The comparison between positive-and negative-contrast thresholds was made under comparable stimulus conditions with the carefully-considered contrast definition. The contrast polarity controlled by the parameter m, in Eq. (1) is only the difference between the positive-and negative-contrast conditions. With the definition of negative-contrast thresholds as the mirror value along the background intensity axis (see Eq. (3)), this contrast polarity should not influence the difference between thresholds due to the asymmetrical log function used in the definition of the log contrast energy. The terms positive and negative indicate whether the value is for the positive-or negative-contrast IRFs, respectively.
In terms of the working model analysis, the differences between positive and negative thresholds might be caused by the linear filter, the summation part, or both. The present results indicate that positive and negative IRFs are similar, which supports the notion that the temporal characteristics of the linear filter are basically the same between positive-and negative-contrast detection. Thus, there is a strong possibility that threshold differences originate from the summation operation. We compared the slopes (b, estimated using the psychometric function) between positive-and negative-contrast detection using the Wilcoxon rank-sum test with separated observers' data. The result of this analysis indicated that positive contrast slope values were not significantly different from negative-contrast slope values for observer MM (n = 84, p = 0.2930). In contrast, for observers SL (n = 84, p = 0.0422), MS (n = 84, p < 0.0001), MT (n = 84, p = 0.0274), and YK (n = 84, p < 0.0001), positive-contrast slopes were significantly different from negative-contrast slopes at the 0.05 significance level. This result is consistent with the threshold result that positive-and negative-contrast thresholds of observer MM's 0, 2, 4, and 8 cpd are not significantly different, which supports the notion that significant differences of thresholds originate from differences of slope values in Minkowski summation instead of IRFs of linear filters. It is noteworthy that p-values for observer SL's 1, 4, and 16 cpd are close to 0.05 while the positive-and negative-contrast thresholds are not significantly different.
The results of the present study are supported by physiological and anatomical studies. Physiological and anatomical differences between ON and OFF cells can have an important role in positive and negative thresholds, as reported by Watson (1986) . Moreover, this difference in thresholds might be caused by the different structures (size and cone type) of receptive fields of ON and OFF cells. Chichilnisky and Kalmar (2002) reported that the receptive fields of ON cells were larger in diameter than those of OFF cells. They also mentioned that if cells with smaller receptive fields are more closely spaced, a larger number of OFF cells than ON cells may encode a given stimulus. Field et al. (2010) reported that the ON and OFF midget and parasol cells each sampled the complete population of L-and M-cones. By combining these results, we may expect that the number of OFF cells is higher than the number of ON cells in the same area. These results are consistent with the hypothesis that negative contrast thresholds are lower than positive contrast thresholds.
Similarity in impulse responses
The similarity between positive-and negative-contrast IRFs indicates that the temporal characteristics of the initial stage of visual processing is similar for positive-and negative-contrast detection. However, the accuracy of the data must be considered. In our experiment, the time duration of a single frame displayed on the CRT was 6.7 ms. Considering the 3% peak-to-peak timing error, the temporal resolution in our experiment was approximately 7 ms. Thus, the possibility that temporal differences between IRFs of less than 7 ms may still exist was not indicated by our data.
This similarity is reasonable because the total population of Land M-cones was sampled by the ON and OFF midget and parasol cells (Field et al., 2010) , and the same population should not cause differences in temporal characteristics. Physiological evidence indicates that ON and OFF responses of retinal cells are similar in experiments with cats (Kruger & Fischer, 1975) and macaques (Kremers et al., 1993; Yeh, Xing, & Shapley, 2009 ). This evidence supports our finding that differences between ON and OFF responses, if they exist, occur at a post-retinal stage. In vitro electrode recordings from the retinal ganglion cells of macaques showed that L-OFF cells had slower responses than L-ON cells (approximately 13%, 5 ms, longer at the peak) under a 15-or 8.33-ms stimulus display interval, which is the temporal resolution of the experiment (Chichilnisky & Kalmar, 2002) . However, a number of other studies have reported similar characteristics between ON and OFF cells (Kremers et al., 1993; Benardete & Kaplan, 1997 Pandarinath, Victor, & Nirenberg, 2010) . These results were consistent with the results of the present study.
Before the experiment, it was expected that the difference in the spatial frequency (spatial structure) component of stimuli would cause some differences in the temporal characteristics of IRFs because of the differences in the receptive field size between ON and OFF cells (Chichilnisky & Kalmar, 2002) . However, this difference was not observed in the data. In the present study, all spatial structure stimuli (0, 1, 2, 4, 8, and 16 cpd) included relatively strong low-spatial-frequency components in their Fourier spectra because we focused on the comparison of positive and negative contrasts, and the low-spatial-frequency component corresponds to this polarity of contrasts. Thus, the possibility exists that the stimuli used in the present study were dominated by a low-spatial-frequency-tuned channel and were relatively less sensitive to higher-spatial-frequency-tuned channels.
Peak time of IRFs
The means of the first (excitatory) peak time (1PT+) and the secondary (inhibitory) peak time (2PTÀ) are 22.0 ms (r = 3.78) and 67.0 ms (r = 9.97), respectively. This is consistent with Shinomori and Werner's (2003) results. The mean of the peak difference (DPT) was 45.0 ms (r = 7.39). The mean of the ratio 2PTÀ/1PT+ was 3.09 (r = 0.31).
As mentioned previously, the distributions of the peak time of IRFs can be explained by a normal distribution, and the distributions of the amplitude of IRFs can be explained by an extreme-value distribution. The normal distribution was symmetric, and the extreme-value distribution was asymmetric. Different distributions reflected different variation in the peak time and the maximum amplitude and are inconsistent with simple hypotheses such as that IRFs with higher amplitude should show faster peak time.
Conclusion
Positive-and negative-contrast impulse responses were found to be similar, whereas the sensitivities of positive-and negativecontrast detections differed. This difference in sensitivity originates from the summation rather than the linear filter of the visual system. components. Parameter s is the time constant, and parameter k is the time constant ratio. Moreover, u(t) is the unit step function. Means (l) and standard deviations (r) are from both of positive-and negative-contrast IRFs. The p-values are from the paired Wilcoxon signed-rank test between the positive-contrast IRFs and the negative-contrast IRFs. The p-value, 0.0000, indicates at least p < 0.0001. The terms positive and negative indicate whether the value is for the positive-or negative-contrast IRFs, respectively. The intersected intervals of l in 1MA+ are indicated in bold, italic font. The normalization factor is a ratio that matches the first peak amplitude of the positive-contrast IRF to that of the negative-contrast IRF. The values in the Burr and Morrone model are the same as those shown in Fig. 3B . The data sets are indicated in bold, italic font if the difference is more than 10%. Table 3 obtained by the Burr and Morrone model set. However, the confidence intervals of positive and negative l of 1MA+ intersect under the 98% confidence level in IRFs obtained by the Watson model set, although they do not intersect under the 95% confidence level. Table A .3 shows the normalization factor value, which is the ratio to match the first peak amplitude of the positive-contrast IRF to that of the negative-contrast IRF. The values of this factor in the Burr and Morrone model are the same as those shown in Fig. 3B . With this factor, however, the difference between the Burr and Morrone model set and the Watson model set is large. In nine out of the 30 conditions for observers and spatial structures, the difference exceeds 10%.
