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Abstract 
In this article we recall the interesting problem about local and global proportionalities in 
ball rings posed by Fishburn et al. (1986). For the symmetric neighborhood case, we decrease 
the upper bounds (which were conjectured tobe tight) by giving a uniform construction for the 
three subcases distinguished in the original paper. Furthermore, we describe our technique of 
obtaining upper bounds because itmay be reused for the study of other instances of the original 
problem. 
1. Introduction 
The following interesting problem was posed by Fishburn et al. [1]: 
Suppose a ring ~ of n balls 
= (Bo, B1 ..... Bn- 1), 
each of which is either black or white, contains at least one white ball. Denote by 
wh(~) and bl(~) the number of white and black balls in ~, respectively. For given 
integers r ~> l/> 0 define for each ball Bi its (l,r)-ball neighborhood 
Nt,r(Bi): = (B i - t  . . . . .  B i -  1, Bi+ 1 . . . . .  Bi+,), 
where indices are taken modulo n if necessary. Further, let us have an integer c having 
the same parity as I + r with - (l + r) ~< c ~< l + r. We say that ~ is (l, r, c)-admissible 
if it satisfies the following local condition: For every white ball B in ~, Nz,,(B) contains 
at least c more white balls than black balls. 
For example, the ring in Fig. 1 is (6, 6, 6)-admissible but not (6, 6, 8)-admissible. 
In [1], the authors tudied the function 
R(l,r,c):= inf wh(~) 
bl(~) ' 
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Fig. 1. A (6, 6, 6)-admissible ring. 
where the infimum is taken over all (I, r, c)-admissible rings ~. Thus Fig. 1 shows us 
that R(6, 6, 6) ~< ~.  
Special interest was paid to the symmetric ase, where l = r = k, 0 < c ~< 2k and c is 
even since it must have the same parity as l + r = 2k. We will assume these additional 
conditions throughout the rest of our paper. In [1], the lower bound 
2k +c  
R(k ,k ,c )  >>. - -  
2k - c 
was derived and it was shown that R(k, k,c) = (2k + c)/(2k - c) if k and ½c have the 
same parity. For the remaining case when 
c 
0<c~<2k and k ~(mod2)  (Open) 
three upper bounds were constructed (together with respective rings) for various 
combinations of values k and c: 
Suppose k ~½c(mod 2). Then 
2k+c+2 
R(k,k ,c )  <~ if k ~< c < 2k, (1) 
2k - c 
2k 2 + 2k + ck 
R(k ,k ,c )  <~ 2k 2 + 2k _ ck _ 2c i f0<c~<kandk iseven,  (2) 
2k 2 + 4k + 2 + ck + c 
R(k ,k ,c )<~2k 2+4k+2_ck_3c  i f0<c~<kandk isodd.  (3) 
Let us denote the right-hand sides of inequalities (1)-(3) by Ul(k,c), U2(k,c) and 
U3(k, c), respectively. The authors of [1] conjectured that the bounds in (2) and (3) are 
tight, i.e. that R(k,k ,c )  is equal to U2(k,c) or U3(k,c) in those cases. As for the first 
bound, it was conjectured that it is 'best-possible'. 
In this paper we show that these conjectures are not valid by presenting a uniform 
construction which covers all three subcases distinguished above. We show that our 
bound is strictly better than (1)-(3) except for certain rare cases where both bounds 
are equal. Finally, we give a detailed escription of the method that led to our results. 
It can be easily adapted for other values of l, r and c. 
There is no overlap between this paper and [2-1, which developed the ideas of [1] in 
a different direction. 
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2. New upper bound for the symmetric case 
Let p be a non-negative integer such that p ~< k - 2 and consider the following 
(k - p - 1) x 6 array. 
p k -p  p 1 1 k p 2 
p k -p  p 2 1 k -p -3  
p k -p  p k -p -2  1 1 
p k -p  p k -p -  1 p+ 1 k -p -  1 
(4) 
(If p = k - 2 then just the last row of (4) should be present.) Construct a ring 9t in 
which the lengths of successive runs of consecutive balls of the same color are given by 
concatenating the rows of (4), with each entry being the length of a run of consecutive 
black or white balls according as it occurs in an odd-numbered or an even-numbered 
column. Note that ~ is symmetrical about the run ofp  + 1 consecutive black balls. It 
is lengthy but straightforward to prove that for each white ball B, Nk.k(B) contains 
exactly 2p + 1 black balls. 
As before, let k and c be as in (Open). Then 
2k - c - 2 
P := 4 (5) 
is a non-negative integer. Moreover, p < k - 2 in all cases except for (k, c) = (2, 2), 
when p = k -  2. In all cases we construct the ring 9~ from the array (4) with 
p determined by (5). It is easy to check that ~ is ( k, k, c )-admissible. 
As an example, for (k, c) = (6, 6) we get p = 1 and the ring ~ as depicted in Fig. 2. 
In the array (4) we have altogether (k - p - 1)(k - p) + (k - p - 2)(k - p - 1) + 
2(k -p - l )=2(k -p -1 ) (k -p )wh i tebeadsand2(k -p -  1 )p+(k -p -2 )+ 
(p + 1) = 2(k - p - 1)p + k - 1 black beads. After substitution from (5), the global 
proportionality of white and black beads in 9t is 
4k 2 + 4ck + c 2 - 4 
U(k,c) := 4k 2 - c 2 - 4 (6) 
We arrive at the following theorem. 
Theorem 1. Let k ~½c(mod2) and 0 < c < 2k. Then 
R(k,k,c)<~ 
4k 2 + 4ck + c 2 - 4 
4k 2 _ c2  _ 4 
An easy computation yields the comparison of this (uniform) bound and bounds 
derived in [1]. 
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Fig. 2. R(6, 6, 6) ~< ~o. 
Theorem 2. Let  k ~½c(mod2) and 0 < c < 2k. 
(i) l f k  <~ c < 2k then U(k,c) <~ Ul(k,c). Equality holds if and only if c = 2k - 2. 
(ii) lfO < c <<. k and k is even then U(k,c) <<. U2(k,c). Equality holds if and only if 
c=2.  
(iii) l f  O < c <~ k and k is odd then U(k,c) <<. Ua(k,c). Equality holds if and only 
/fc = 4. 
One may note that the equality takes place for extreme values ofc. (In fact, for c = 2 
and c = 4 the rings drawn by our scheme (4) coincide with those constructed in [1].) 
The smallest instance where the bounds are different is (k,c)= (6,6). Here Fig. 1 
shows (the period of) the ring suggested by [1] whereas Fig. 2 presents the ring 
resulting from our arrangement. 
3. Deriving upper bounds 
It is perhaps in order to sketch the way in which the scheme (4) was discovered. 
Unfortunately, [1] is lacking any information of this kind. 
Again, let k and c be as in (Open). A (k,k,c)-admissible ring will be called 
(k, k, c)-dense ring if the (k, k)-ball neighborhood ofevery white ball contains precisely 
c more white balls than black balls. It is intuitively clear that density decreases the 
ratio of white and black balls and good upper bounds on R(k, k, c) might be obtained 
this way. The definition of density as given above is compatible with the concept of 
(k, k, c)-admissibility. However, for our purposes it will be reasonable to introduce the 
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dual definition: Let q:= k - ~c. A ring is (k, k, c)-dense if for each white ball B there are 
precisely q black balls C1 ..... Cq such that B is contained in the (k, k)-ball neighbor- 
hood of each Ci (1 ~< i <~ q) and B is not contained in the (k,k)-ball neighborhood of
any other black ball. Note that q = 2p + 1 where p is as in (5). 
Our approach was, for certain values of k and c, to list all different dense rings. (By 
'different' rings we mean such rings that cannot be transformed into each other by 
a cyclic shift.) We need some more definitions in order to describe how this task was 
accomplished. 
Each finite or infinite sequence of black and white balls (b's and w's) beginning with 
a black ball will be called ball sequence. For a ball sequence, we define its gap sequence 
as the sequence of lengths of white ball runs between consecutive black balls. For 
example, the gap sequence of(b, w, w, w, b, b, w, b,... ) is (3,0, 1,... ). Obviously, there is 
a one-to-one correspondence b tween ball sequences and gap sequences. 
Let N be the set of non-negative integers. A sequence (ai)~ is periodic if there is 
a positive integer P such that a~ = a~+r for each i. A sequence (a~)i~ is eventually 
periodic if there are integers P ¢- 0 and T such that ag = a~÷t, for each i/> T. Two 
sequences (ai)i~ and (bi)~ are similar, a ~ b, if there are integers S, T such that 
ai = b~+s for each i >~ T. Hence, two eventually periodic sequences are similar if their 
periods have the same pattern. It is easy to see that ~ is an equivalence r lation, and 
the ~-equivalence lasses of eventually periodic gap sequences will be called clusters. 
Further we note that each ball ring (when unfolded infinitely many times) gives rise 
to a periodic (and, afortiori, eventually periodic) ball sequence and, conversely, each 
eventually periodic ball sequence gives rise to a ball ring by folding its period. 
Let (g~)j ~> o be a gap sequence and let (B~)i >~ o be the corresponding ball sequence. 
Let (bj)j ~ o be the sequence of black ball indices, 
bo=0 and b~-b j _ l=g i_ l+  1 for j>0 .  (7) 
As before, let q:= k - ½c. We will say that (gj)~>~ 0 is (k,c)-tight if go,g1 . . . . .  gq-2 are 
arbitrary non-negative integers less than or equal to 2k - q and for each j >~ q - 1, gj 
is the least non-negative integer such that No, k(Bbj_q+l) and Nk.o(Bbj+l) have no 
white ball in common. (Recall (7). In the one case gj_q+~ . . . . .  gj_ ~ = 0, we must 
specify also that No.k(Bbj_q+~) contains at least one white ball.) 
For each tight sequence this gives a recurrence relation of order q - 1 
g~ = f (g j -q ,g j -q÷ 1 .. . . .  g~_ ~) (8) 
with initial values go ..... g~- 2. Since also for eachj >~ q - 1 we have g~ ~< 2k - q, each 
tight sequence is bounded. The last two properties together imply that each tight 
sequence is eventually periodic. Folding the period, we get a (k, k,c)-dense ring. 
Conversely, each (k, k, c)-dense ring may be unfolded to a (k, c)-tight sequence. Thus 
the problem of construction of all dense rings reduces to examination of all clusters of 
tight sequences. The recurrence (8) induces the mapping 
~b :(Xo, x,,  . . . ,xq- 2)~'-+(xl,x2 .. . . .  xq- 2, f (xo, . . . ,xq- 2)) 
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Fig. 3. A part of the digraph G for (k,c) = (4,2). 
between (q -  1)-tuples over {0 ..... 2k -  q}. We may visualize ~b as the digraph 
G = ( V, E), where V = {0 . . . . .  2k - q}q- 1 and (x, q~(x)) ~ E for each x e V. Clusters of 
tight sequences correspond to connected components of G, which are easily found 
algorithmically. 
We invite the reader to try this method on the particular case k = 4, c = 2 and 
q = 3. A part of the digraph G is drawn in Fig. 3. (The entire digraph has 
(2k - q + 1) q- 1 = 36 vertices.) In the picture we see two clusters, each giving rise to 
one (4, 4, 2)-dense ring: The left-hand cluster leads to the dense ring with white ball 
runs 0, 2, 3, 1, 1, 3, 2 which is just the ring from Fig. 1 in [1] (with proportionality 17 ~). 
The right-hand cluster implies the (4,4, 2)-dense ring with two white balls and one 
black ball, which is not optimal. 
Thus, for given k and c subject o (Open), we may construct all (k, k, c)-dense rings 
and single out the optimal one(s). In the course of experimentation, weproceeded by 
fixing p = 1,2, 3 .... (q = 3, 5, 7 .... ) and finally we have derived the pattern (4) which 
covers all optimal dense rings known to us. It is very likely that this general scheme 
gives the optimal ball proportionality amongst the dense rings and subsequently we 
may conjecture that U(k, c) is the value of R(k, k, c) when k and ½c have different parities. 
In this paper, we have treated the open part of the symmetric case I = r = k because 
this subproblem was studied in great detail in [1]. Nevertheless, our approach may be 
used to derive upper bounds for any l, r and c. 
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