Abstract-We consider the channel capacity of an optical intensity-modulated direct-detection (IM/DD) system using multiple-subcarrier modulation (MSM) with fixed bias. The channel is modeled as an additive white Gaussian noise (AWGN) channel with nonnegative input waveform. The mean of the nonnegative input waveform is the average transmitted optical power. The mean of the waveform during a symbol period is called the d.c. bias of the symbol. In this work, a fixed bias is used for all symbols. Therefore, the power used for each symbol is constant and equals the average transmitted power. The main result of this correspondence shows that, because the input waveforms during each symbol period are nonnegative and have fixed mean, their Fourier coefficients must lie inside certain trigonometric moment spaces. These moment spaces are characterized both algebraically and geometrically. Through the geometrical characterization, we determine the volumes of these moment spaces. The channel capacities of quadrature amplitude modulation (QAM) and pulse amplitude modulation (PAM) systems are shown to be upper-bounded by sphere-packing Gaussian noise in the respective moment spaces.
I. INTRODUCTION
In this correspondence, we are concerned with the channel capacity of an optical intensity-modulated direct-detection (IM/DD) channel. Intensity modulation means that information is modulated onto the intensity of optical signal, which is proportional to the signal's instantaneous power. Direct detection means that the receiver detects the instantaneous power of the received signal. This type of system has been widely used in both fiber and free-space optical communication systems.
Specifically, we study optical multiple-subcarrier modulation systems, where input data is modulated onto orthogonal frequency carriers. In some respect, optical multiple-subcarrier modulation (MSM) systems are very similar to electrical MSM systems, which have been well studied especially because of the popularity of modulation schemes such as discrete multitone modulation (DMT) and orthogonal frequency division multiplexing (OFDM). 1 However, optical MSM signal is different from electrical MSM signal in one key respect. Since the optical MSM signal is modulated onto optical intensity (instantaneous power), the transmitted waveform must be nonnegative, and the average transmitted power is the mean of the input waveform instead of its mean square. In this correspondence, we investigate the consequences of the nonnegativity of input waveform through the properties of its Fourier coefficients while assuming that the input waveform has the same average power during each symbol interval.
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We explore the facts that the Fourier coefficients of band-limited nonnegative functions must form finite positive semidefinite (p.s.d.) sequences and the convex hull of these finite sequences is bounded by the moment space of trigonometric functions. Therefore, the study of trigonometric moment spaces allows us to determine the regions where the input signals lie, which leads to upper bounds of the channel capacities for optical IM/DD channels. This bounding technique gives us geometrical intuition regarding to the signal space and becomes asymptotically exact for QAM systems. In summary, we present the following facts in this correspondence.
• The synchronous waveform channel with the band-limited input waveform x i (t) during its ith symbol interval is equivalent to a discrete-time vector channel with the vector input [ci; n] k n=1 for the ith symbol, where the vector [c i; n ] k n=1 is the set of Fourier series coefficients of the waveform x i (t). Because the optical IM/DD channel under consideration is memoryless and the noise is white, the channel capacity can be achieved by waveform inputs which are independent and identically distributed (i.i.d.) from symbol to symbol. Thus, the single-shot vector channel model is used in this correspondence.
• For both PAM and QAM systems, during each symbol interval, because of the nonnegativity constraint on the band-limited input waveform x(t), the corresponding vector input [c n ] k n=1 must lie inside certain corresponding trigonometric moment spaces.
• The trigonometric moment spaces are first characterized algebraically through p.s.d. sequences. This characterization gives a simple test to see if a sequence is inside a trigonometric moment space.
• Then, the trigonometric moment spaces are characterized geometrically by showing that they are equivalent to the convex hulls of certain curves. The volumes of the moment spaces are calculated subsequently.
• The high-SNR channel capacities of optical IM/DD MSM channels are upper-bounded by sphere-packing Gaussian noise in the moment spaces.
• Further interpretations are given to illuminate the obtained results.
II. CHANNEL MODEL AND NOTATION
The optical IM/DD channel is often modeled as a baseband linear system [2] Y (t) = R 1 X(t) h(t) + N (t) (1) where Y (t) is the output current, R is the photon-detector responsivity, X(t) is the instantaneous input power, h(t) is channel impulse response, N (t) is the channel noise, and denotes the convolution operation. In this correspondence, we assume that the channel is frequency nonselective (i.e., h(t) = H 1 (t)) and the noise N (t) is white and Gaussian with power spectral density 2 N0. These are appropriate assumptions for optical systems dominated by thermal electrical noise and/or strong ambient light noise (such as line-of-sight free-space optical systems and fiber-optical systems with negligible dispersion) [3] . With the above assumptions, we will simply rewrite the channel model as
2 This is to say that R ()=E[N(t+)N (t)]=N ( ) and 8 (f)=N . Furthermore, in this correspondence, we deal with multiple subcarrier systems, where input data is modulated onto orthogonal frequency carriers. The channel model is shown in Fig. 1 . The input waveform over all time is
where ! 2 is the frequency separation between subcarriers, T = 2 ! is the symbol duration, p(t) is the mean amplitude pulse shape function p(t) = P; 0 t < T 0;
otherwise (4) with P > 0. xi(t) is a real nonnegative input waveform for the ith signaling interval. Because we use multiple subcarrier modulation, x i (t)
is of the following form:
ci;n e 0jn!t 
where
denotes the information transmitted during the ith symbol interval. c 3 i; 0n denotes the complex conjugate of c i; 0n , and k is the number of subcarriers excluding baseband.
Because of the conjugate symmetry, the term c i; 0 = 1 2 a i; 0 is always real. Furthermore, for nonnegative x i (t), c i; 0 must be nonnegative and does not equal zero unless all other terms vanish [4] . Thus, we call 1 2 a i; 0 P the d.c. bias, since it ensures the nonnegativity of input waveform X(t). It has been shown that in binary phase shift keying (BPSK) and quadrature phase shift keying (QPSK) optical MSM systems, average-power efficiency can be improved if the bias ( 1 2 a i; 0 P ) is allowed to vary from symbol to symbol [5] . However, most optical MSM systems use a fixed bias for the simplicity of implementation. Therefore, we consider the fixed bias case and let 1 2 a i; 0 P be a constant. Without loss of generality, we can allow P to take care of the mean amplitude scaling and let 1 2 a i; 0 = 1. Since 1 2 a i; 0 = 1 for each symbol, there is no information conveyed through the bias. Hence, for PAM, using k carriers is equivalent to having k orthogonal channels; for QAM, using k carriers is equivalent to having 2k orthogonal channels. Because p(t) is a rectangular pulse of duration T , the power spectrum of each modulated subcarrier has nulls at frequency 6 1
T hertz above and below the subcarrier frequency. The total bandwidth required by the k-subcarrier signal X(t) is therefore considered to be W = k + 1 T
hertz, which corresponds to the first null in the power spectrum of X(t)
above the highest subcarrier frequency.
To recover information, the received waveform Y (t) is passed through a matched-filter demodulator where g(t) is matched to p(t) and is normalized to have an energy of 2. Hence,
otherwise.
Thus, the output of the demodulator will bê
where n c i; n and n s i; n are independent and of N(0; N 0 ) distributions.
For compactness of notation, we denote 
Then, after the above manipulation, the waveform channel is represented equivalently by the vector channel Since the channel is memoryless and the noise is i.i.d. from symbol to symbol, the channel capacity can be achieved by i.i.d. vector inputs. Therefore, to calculate the channel capacity, we only need to consider the capacity of one signaling interval. Thus, we will consider this single-shot vector channel model in the remainder of the correspondence. From now on, we will drop the subscript i for the ith symbol and denote our input waveform during the considered symbol duration as x(t).
III. INPUT CONSTRAINTS AND RELAXATION
The most important difference between an optical IM/DD channel and a conventional electrical channel is that the optical channel input is intensity. This has two significant consequences. First, since the input is intensity, it must be nonnegative. Second, since the input is intensity, the average optical power is proportional to the mean of the input. Therefore, we impose these two constraints on the optical IM/DD channel input
However, in previous section, we have reformulated the optical IM/DD channel model from a waveform channel with input x(t) to a vector channel with input [cn] k n=1 . Thus, we need to impose the constraints on the vector input correspondingly.
The power constraint can be easily satisfied. Since we use fixed bias for each symbol, 1 2 a 0 P is a constant and equals average power P av . Because 1 2 a 0 = 1, we see that the average transmitted optical power equals P P av = P:
Furthermore, we still need to impose the nonnegativity constraint onto the corresponding vector representation [c n ] k n=1 . We define the sets of Fourier coefficient sequences representing band-limited nonnegative functions for PAM and QAM systems as
It is desired to find the necessary and sufficient conditions on the sequence [cn] k n=1 such that it represents a nonnegative trigonometric polynomial x(t) for PAM and QAM, correspondingly. Unfortunately,
we cannot find such conditions because of the band-limited nature of
x(t).
However, if we relax the band-limit condition on x(t), the problem of nonnegativity can be easily solved. For PAM, the sequence [c n ] k n=1 must fall in the finite-dimensional cosine moment space because the input function x(t) is specified by the set of basis functions fcos(n!t);sin(n!t); n = 1; 2; . . . ; kg, then, as the number of subcarriers k grows large, the set CH Q k approaches the set of arbitrary nonnegative input waveforms, which is also the limit of the trigonometric moment space M Q k . Thus, we can consider the bound for QAM systems becomes asymptotically exact as k goes to infinity.
As we can see, the problem of communicating over optical IM/DD MSM channels is intimately related with the characterization of trigonometric moment spaces. The definitions of trigonometric moment spaces M P k and M Q k given so far are only conceptual. We need some operational definitions of the moment spaces to tell us more about where the sequences [c 0 n ] k n=1 lie. We do this in the next section.
IV. TRIGONOMETRIC MOMENT SPACES
In this section, we will characterize the trigonometric moment spaces both algebraically and geometrically. The algebraic characterization is through p.s.d. sequences, while the geometric characterization is through convex hulls of certain curves. Although the geometric characterization is more direct and provides more insight for the capacity bounding problem, the algebraic characterization gives us an easy test to see if a sequence lies inside the trigonometric moment spaces. Thus, we will present both characterizations subsequently. 
A. Algebraic Characterization
for all sets of complex numbers f 1 ; ; . . . ; n g where 1 n k [4] .
In [4] , it is also shown that Although it is possible to use the p.s.d. property to characterize M Q k and M P k [7] , it is much easier to check the positive definiteness of C 0 n , which defines the interior regions of the moment spaces. To find the interior regions of the moment spaces, we can use the leading principal minor test 
The interior region of M Q k is defined by the set of complex sequences The boundaries of the moment spaces can be approached arbitrarily close by the interior points and have measure 0. However, as we can see, this algebraic characterization becomes complicated as the number of subcarriers k increases. It requires a different approach to characterize the trigonometric moment spaces.
B. Geometric Characterization
In this subsection, we characterize the trigonometric moment spaces M P k and M Q k from a geometrical approach. For this purpose, we first define two space curves The key fact presented here is that the trigonometric moment spaces are equivalent to the convex hulls of these space curves and the volume of the convex hulls can be determined. The convex hull of a set is defined as the smallest convex set containing the original set [8] . We denote the convex hull of E and C as conv(E ) and conv(C), correspondingly. We want to show that M Q k = conv(E ) and M P k = conv(C). Here, we first derive the complex case which corresponds to M Q k . Given the conceptual definition of M Q k , we realize that we can define the vector [ Similarly, we can show that conv(C) = M P k . The two-and threedimensional examples of M P k are shown in Fig. 2. More importantly, the geometrical characterization gives us information regarding to the volume of the trigonometric moment spaces.
We have shown that M Q k = conv(E ). As we recognize, the curve E is a linear transformation of the generalized ellipse It has been shown [9] that the volume of conv(GE ) is
Applying the linear transformation to E, we get the volume of M Q k
For M P k , the analytical expression for the volume of the conv(C) is given in [10] V
; k>0
(36) where the above simple result is derived by observing certain relationship between the autocorrelation sequence (p.s.d) and the reflection coefficients. However, we remark that it can also be derived by a linear transformation of the polynomial moment space. It has been shown Note that the first column is a set of Chebyshev polynomials of the first kind, while the second column is simply a substitution of a variable. It is obvious that there is a linear transformation from [t n ] k n=1 to [cos n] k n=1 . Since the two transformations are both triangular, it is easy to find the Jacobian, and we find that J = 2 k . Then, we have
Now, for both M P k and M Q k , we have characterized the trigonometric moment spaces geometrically as convex hulls of certain curves. This characterization not only tells us where the input sequences must lie but also gives us the volume of the trigonometeric moment spaces. Knowing the volume of the moment spaces, we can derive the upper bounds to the optical IM/DD MSM channel capacities using the argument of sphere-packing Gaussian noise in the moment spaces.
V. CHANNEL CAPACITY BOUNDS
In this section, we derive the optical IM/DD channel capacity bounds using the sphere-packing argument. Because there is a clear parallel existing between the PAM case and the QAM case, we will primarily derive our result for PAM and state the result for QAM later.
Through the demodulation process, we get 
The capacity between X X X and Y Y Y is defined as follows, where the supremum is taken over all distributions of X X X corresponding to nonnegative input waveforms: by varying the input distribution P X X X with the constraint that X X X is in the region of possible inputs CH P The detailed proof of the above inequality is shown in the Appendix. However, we give a brief outline here. As we said before, when the SNR The entropy of X X X unif is the logarithm of the volume of cosine moment space V P k . Then, we get the upper bound to capacity 
VI. RESULTS AND INTERPRETATIONS
From the previous section, we obtain the following results. For PAM systems, the channel capacity is bounded by
For QAM systems, the channel capacity is bounded by
The capacity bounds are shown in Fig. 4 for a different number of subcarriers in PAM and QAM systems, respectively. It is worth noticing that the capacity increment has diminishing return with the number of subcarriers. Because the subcarrier separation is fixed at 1 T hertz, using more subcarriers does indeed increase the total system capacity. However, to maintain nonnegativity of input waveform, each subsequently added subcarrier is constrained by the preceding subcarriers. Thus, the capacity increment will not be linear in the number of subcarriers. Therefore, as a result, the spectral efficiency of the multiple subcarrier system suffers. Also, the upper bound of capacity shown in the figure is not the tightest possible, because we made some approximations to achieve the analytical bound. Thus, a more exact upper bound can be obtained if it is calculated numerically.
We now try to analyze the obtained results to obtain further insight. Because of the compactness of the QAM result, we will use it as an example. Using Stirling's formula for the factorial n! = p 2n n n e 0n
we can get the following close approximation at large k and high SNR: 
Furthermore, substituting the system bandwidth of the multiple-subcarrier signal given by (6), we can get
As the number of subcarriers k goes to infinity, the channel capacity converges to 
Clearly, (RHP ) 2 =W N 0 = SNR=(k + 1), and we can consider this quantity to be the SNR over the entire bandwidth occupied by the multiple-subcarrier signal. It must be greater than 2 to have reliable and nonclipping communications.
VII. CONCLUSION
In this correspondence, we have shown that, for multiple-subcarriermodulated optical IM/DD channels, the input vectors must form finite p.s.d. sequences. These sequences are constrained inside the trigonometric moment spaces, which are convex hulls of certain space curves. We calculated the volume of the moment spaces and used it to find the upper bounds to the channel capacities for MSM systems with fixed bias.
APPENDIX PROOF OF THE ASYMPTOTIC UPPER BOUND
In this appendix, we prove that
where o() ! 0 as ! 0.
To facilitate the proof, we first make and repeat a few definitions.
• Let
be the k-dimensional cosine moment space.
• Let z = 0k 2 log 2 2 0 2 log 2 be the extension length.
• Let d = sup x x x2M kx x xk be the longest convex hull radius.
• Let R1 = fy y yj ky y y 0 x x xk z, for any x x x 2 M P k g be the extended convex hull.
• Let R 2 = fy y yj ky y yk d + z; ky y y 0 x x xk > z; 8x x x 2 M P k g be the gap region between the extended convex hull and the encircling hypersphere of origin 0 and radius d + z.
• 
B. Probability Bound
Before we start to deal with regions II and III, we first make a claim about the probability density of Y Y Y 0 outside of region I. The probability density of the k-dimensional 
In a slight abuse of notation, we denote We get this as follows:
(66)
C. Region II
Then, we show that 
E. Conclusion
We now sum up the results for the three regions 
Thus, the claim is proven.
I. INTRODUCTION
Entropy coding is an efficient method for enhancing quantizer performance [6] , [2] . This correspondence investigates the role of entropy coding when the quantizer codebook is mismatched with respect to the source distribution. The setting of optimum entropy coding of a mismatched codebook is typical of universal quantization [16] . Although our main motivation originates from structured (e.g., lattice) codes and real-valued processes, we confine our discussion to random codes and to discrete memoryless sources. Our results are based on recent work by Yang and Kieffer [11] and by Zamir and Rose [13] Section II defines the setting, introduces some useful information quantities, and gives the main result. Section III illustrates this result by an explicit example, and Section IV gives the proof. In a future work with Kontoyiannis [8] , we will extend these concepts to general alphabets and source distributions, and demonstrate their tight relation to dithered lattice (universal) quantization To avoid technical subtleties we assume that the distortion measure is such that every source letter has a perfect reconstruction letter, i.e., for each x d(x; y) = 0;
for some y:
We also assume that Q(y) > 0 for all y in Y. It follows that for any source string x x x and D 0, there is a positive probability p match > 0
that each codeword Y Y Y i will D-match x x x. As a consequence PrfN l < 1jX X X = x x xg = 1 i.e., a D-match is found in the codebook with probability one. See, e.g., [10] , [15] , [9] , [11] , [5] and the references therein, for various settings of lossy source coding and the related topic of approximate string matching.
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