Let 0 < a ≤ 1/2 and define the quadrilateral zeta function by Q(s, a) := ζ(s, a) + ζ(s, 1 − a) + Li(s, a) + Li(s, 1 − a), where ζ(s, a) is the Hurwitz zeta function and Li(s, a)
The Dirichlet series of ζ(s, a) and Li(s, a) converge absolutely in the half-plane σ > 1 and uniformly in each compact subset of this half-plane. Moreover, the Hurwitz zeta function ζ(s, a) is regular for all s ∈ C except s = 1, where there is a simple pole with residue 1 (see for instance [1, Section 12] ). On the other hand, the Dirichlet series of the function Li(s, a) with 0 < a < 1 converges uniformly in each compact subset of the half-plane σ > 0 (see for example [15, p. 20] ). Furthermore, the function Li(s, a) with 0 < a < 1 is analytically continuable to the whole complex plane (see for instance [15, Section 2.2] ). By the facts mentioned above, the function Q(s, a) can be continued analytically to the whole complex plane except s = 1. In the present paper. we show that the quadrilateral zeta function Q(s, a) function satisfies the following functional equation (see also corollaries and a remark in Section 1.3). Moreover, we show the following.
Theorem 1.2. For any 0 < a ≤ 1/2, there exist positive constants A(a) and T 0 (a) such that the numbers of zeros of the quadrilateral zeta function Q(s, a) on the line segment from 1/2 to 1/2 + iT is greater than A(a)T whenever T ≥ T 0 (a).
In the next subsections, we give some corollaries and remarks of zeros of zeta functions on the critical line and functional equations of zeta-functions. We give the proofs of Theorems 1.1 and 1.2 in Section 2.
1.2.
A remark on zeros of zeta functions on the critical line. Denoted by N Ri (T ) the number of the zeros ρ = β + iγ of the Riemann zeta function ζ(s) with β = 1/2 and 0 < γ ≤ T . In 1914 Hardy proved that N Ri (T ) → ∞ if T → ∞. Later Hardy and Littlewood [8] showed N Ri (T ) ≫ T for sufficiently large T . Hence Theorem 1.2 is an analogue of Hardy and Littlewood's classical result. And the proof of Theorem 1.2 is based on Hardy and Littlewood's argument (see also [5, Section 11.2] and [20, Section 10.7] ). In 1942, Selberg proved that there exists A > 0 such that N Ri (T ) ≥ AT log T. Note that the numerical value of the constant A in Selberg's theorem was very small. However, the current (October, 2019) best result, which is proved by Kühn, Robles and Zeindler [13] , for the lower bound for A is
For the Hurwitz zeta function ζ(s, a) with a = 1/3, 2/3, 1/4, 3/4, 1/6, or 5/6, Gonek [6] showed that there exists a constant 0 < c < 1 such that the number of zeros (including multiplicities) of ζ(s, a) on the segment (1/2, 1/2 + iT ) is ≤ (c + o(1))(T /2π) log T as T tends to infinity. Moreover, he concluded with the following conjecture, which should be compared with Theorem 1.2.
Conjecture (Gonek [6] ). If 0 < a < 1 is rational and a = 1/2, then the Hurwitz zeta function ζ(s, a) has ≪ T zeros on the segment (1/2, 1/2 + iT ).
Let B(x, y) = ax 2 + bxy + cy 2 be a positive definite integral binary quadratic form, and denote by r B (n) the number of solutions of the equation B(x, y) = n in integers x and y. Then the Epstein zeta function for the form B is defined by the series 
Denoted by N Ep (T ) the number of the zeros of the Epstein zeta function ζ B (s) on the critical line and whose imaginary part is smaller than T > 0. Potter and Tichmarsh [17] showed N Ep (T ) ≫ T 1/2−ε , Sankaranarayanan's result [18] is N Ep (T ) ≫ T 1/2 / log T , Jutila and Srinivas [14] proved N Ep (T ) ≫ T 5/11−ε . The current (October, 2019) best result is N Ep (T ) ≫ T 4/7−ε , shown by Baier, Srinivas and Sangale [2] .
Remark. By zeros on the critical line and the functional equation of the Epstein zeta function ζ B (s) mentioned above, the quadrilateral zeta function Q(s, a) has many analytical properties in common with the Epstein zeta function (and the Riemann zeta function). However, we can see that the lower bound for the zeros of Q(s, a) on the critical line is better than that of ζ B (s) in virtue of Theorem 1.2 at present (see also Gonek's conjecture above). It should be noted that with a ∈ R \ Q can not be expressed as an ordinary Dirichlet series (see the next subsection).
1.3.
Corollaries and a remark on functional equations. It is well known that the Riemann zeta function ζ(s) satisfies the functional equation
In 1921, Hamburger [7] proved that the Riemann zeta function ζ(s) is characterized by the functional equation (1.2) (see also Siegel [19] and Titchmarsh [20, Section 2.13]).
Theorem A (Hamburger [7, Satz 1]). Let G(s) be an entire function of finite order, P (s) a polynomial, and suppose that
the series being absolutely convergent for σ > 1. Assume that
where g(s) is written by
the series being absolutely convergent for σ < −α for some positive constant α. Then one has f (s) = Cζ(s), where C is a constant.
We remark that the functional equation (1.1) completely coincides with (1.2) if we replace Q(s, a) and Q(1 − s, a) with ζ(s) and ζ(1 − s). Hence we have the following as a corollary of Theorem 1.1. 
where the general Dirichlet series above converges absolutely for σ > 1. Moreover, the function h(s) fulfills the functional equation
Hamburger's Theorem is rewritten as that the following three conditions characterize ζ(2s) up to a constant factor: -(1)-The function φ(s) is meromorphic and P (s)φ(s) is an entire function of finite genus with a suitable polynomial P (s).
The both functions φ(s) and φ(s/2) can be expanded in a Dirichlet series converge in some half-plane.
Hecke [9] proved that (3a) can be replaced by -(3b)-The function φ(s) can be expanded in a Dirichlet series converges somewhere and the only pole allowed for φ(s/2) is s = 1.
Knopp [11] showed the following which implies that there are infinitely many linearly independent solutions if we drop the pole condition (3b) above.
Theorem B (Knopp [11, Theorem 1] ). Let σ 0 ≥ 1/4 and A(σ 0 ) be the space of all rational functions A(s) with poles restricted to the strip 1/2 − σ 0 ≤ ℜ(s) ≤ σ 0 and satisfying (2) and -(3)-The function φ(s) can be expanded in a Dirichlet series converges somewhere.
Bochner and Chandrasekharan [3] studied solutions to functional equation of the form
by considering the general Dirichlet series ψ(s) = ∞ n=1 a n λ −s n and ω(s) = ∞ n=1 b n µ −s n , where a n , b n ∈ C and {λ n } and {µ n } are two strictly increasing sequences of positive real numbers, given separately, and the series have suitable domains of absolute convergence. They showed in [3, Theorem 7.1] that the only solutions that can occur are ψ(s), ω(s) = ζ(s), ζ(s) ,
under the condition µ n+1 − µ n = 1 for n ≥ n 0 and further restrictions. It should be noted that even the zeta functions We remark that the function Q(s, a) fulfills the functional equation (1.3) but its general Dirichlet series written by ∞ n=1 b n µ −s n does not satisfy the condition µ n+1 − µ n = 1 for n ≥ n 0 appeared in the theorem of Bochner and Chandrasekharan [3] . From Theorem 1.1, we have the following. Let ϕ be the Euler totient function and χ be a primitive Dirichlet character of conductor of q. And let L(s, χ) := ∞ n=1 χ(n)n −s be the Dirichlet L-function. Then for 0 < r < q, where q and r are relatively prime integers, we have
(1.5)
And let G(χ) denote the Gauss sum G(χ) := q n=1 χ(n)e 2πirn/q associated to a Dirichlet character χ. Then we have
Hence, from (1.5) and (1.6), it holds that
Therefore, we have the following by the functional equation (1.1).
Corollary 1.5. The function Q(2s, r/q) satisfies the conditions (1) and (2), and -(3b')-There exists a positive integer q such that q −2s φ(s) can be expanded in a Dirichlet series converge somewhere and the only pole allowed for φ(s/2) is s = 1.
For s ∈ C and q ∈ N, let
Then one has H(s, q) = H(1 − s, q) and
From (1.7), the function q −s Q(s, r/q) can be expressed as an ordinal Dirichlet series. Therefore, we can see that
is also written by an ordinal Dirichlet series. Moreover, the function
is entire. Hence we have the following from Theorem 1.1. Note that one has Q(s, a) = Z(s, a) + P (s, a). For σ > 1, it is well-known that 
Thus, we have (1.1) by the functional equations of Z(s, a) and P (s, a) above.
Next, we show the following integral representation of π −s/2 Γ(s/2)Q(s, a).
Then, for 0 < ℜ(s) < 1, one has
Similarly, when ℜ(s) > 1, one has
Therefore, when ℜ(s) > 1, it holds that
For a, u > 0, it is well-known that (see [10, p. 13, (6) 
Hence we easily obtain G a (u) = u −1 G a (u −1 ), u > 0.
(2.1) By using the equation above and changing the variable u → v −1 , we have
when ℜ(s) > 1. Hence we have
Let a ⋆ := min{a, 1 − a}. From the definition of G a (u) and (2.1), it holds that
Suppose ℜ(s) > 0. By the definition of G a (u) and the estimation above, we have
Hence, the both integrals in (2.2) converge when ℜ(s) > 0. Obviously, one has
Therefore, we obtain the integral representation in 
− a * =a,1−a 2≤n<t/a⋆ 2 sin(k log(n + a * )) (n + a * ) 1/2+it log(n + a * ) + 2e 2πia * n sin(k log n) n 1/2+it log n ,
where C 1 (a) and C 2 (a) are some positive constants depend on a.
Proof. For a * = a or 1 − a, the following approximate functional equations are shown (see [15, 
Moreover, for |t| ≤ πa * x, it holds that Li(1/2 + iτ, a * ) = where E ζ (v, a * ) is plus or minus the sum of (n + a * ) −1/2−iv over all natural numbers n between t/a ⋆ and v/a ⋆ , and E Li (v, a * ) are defined similarly. Since E ζ (v, a * ) consist of at most 2k/a ⋆ terms each of modulus at most (n + a * ) −1/2 ≤ a
for some positive constant C ′ 2 (a * ). Similarly, for some constant C ′′ 2 (a * ) > 0, one has ℜ 1≤n<t/a⋆ e 2πia * n For the terms with n = m, we have B A 2≤n<t/a⋆ sin 2 (k log(n + a * )) (n + a * )(log(n + a * )) 2 dt ≪ It should be noted that the infinite series ∞ n=2 n −1 (log n) −2 converges. Each of the terms with n = m is of the form sin(k log(n + a * )) sin(k log(m + a * )) (n + a * ) 1/2 (m + a * ) 1/2 log(n + a * ) log(m + a * )
where b := max(A, a ⋆ m, a ⋆ n). Thus, regardless of the value of b its absolute value is bounded above by 2(n + a * ) −1/2 (m + a * ) −1/2 log(n + a * ) log(m + a * )| log((n + a * )/(m + a * ))| ≪ n −1/2 m −1/2 log n log m| log(n/m)| .
It is shown in [5, p. 236 , the twelfth line] that Obviously, for the terms with n = m, we have 
By Cauchy's integral theorem and the fact that the function G a (u) − 1 approaches zero rapidly as u tends to infinity along any ray u = xw in the wedge |ℑ(log x)| ≤ π/4, w ∈ R, the integral above can be rewritten as
This expresses that I x,k (s, a) as the transform of an operator and shows, from the Parseval-Plancherel identity (see [5, p. 261 , the seventh line]), that 1 2πi
Note that under the change of variable w → w −1 , the form dw becomes −dw/w 2 , the factor sin(k log w)/ log w is unchanged, and the function G a (xw) − 1 − (xw) −1 becomes
where x −1 = x, from the equation (2.1). Thus the integral of the right hand side of (2.6) is equal to twice of the integral from 1 to ∞. The first step is deriving an upper bound of the integral |I| 2 ds. holds for all sufficiently small δ > 0 (k > 0 being arbitrary).
Proof. From the inequality sin ky y ≤ k 0 ≤ π/k, y −1 y ≥ π/k, the integral of the left hand side of (2.6) is bounded above by
According to the inequality |A + B| 2 ≤ 2|A| 2 + 2|B| 2 , where A, B ∈ C, the first integral in (2.7) is at most
Obviously, the second definite integral is 4k 2 π −2 (1−e −π/k ). From |A+B| 2 ≤ 2|A| 2 +2|B| 2 again, the first integral is bounded above by 
respectively. We divide the each double sum ∞ n,m=0 and ∞ n,m=1 into three sums, one in which n = m, one in which n > m and one in which n < m since the both double sums in (2.8) converge absolutely. When n = m, we have
for some positive constant C 5 (a). From the inequality
which is proved in [5, p. 231 , the seventh line from the bottom], for some positive constant C 6 (a), it holds that
Next we will estimate that the definite integral of the remaining terms n = m of (2.8) from 1 to e π/k . The terms with m > n are the complex conjugates of those with m < n, so it will suffice to estimate the latter. Consider the integral Since cos δ is positive for small δ > 0, V (w, a) is a monotone increasing function with respect to w, and this integral can be rewritten in terms of the variable V as
where f and V ′ are functions of V by composition with the inverse function V → w. By [5, Lemma in p. 197] and the fact that f is decreasing and V ′ is increasing, the integral above is not more than
A similar estimate can be applied to the imaginary part, and the both real and imaginary parts of the following integral
Hence, for some positive constant C 7 (a) and a ♭ , a ♯ = a or 1 − a, one has
(2.10)
It is proved in [5, p. 233 , the first line] that, for any ε > 0 and for all sufficiently small δ > 0, one has Similar methods prove that the same estimation applies to the second integral in (2.7). We can easily see that
It is shown in [5, p. 233 
Thus, by the inequality above and modifying the proof of (2.10), we have where J a (t) or J k (t, a) is defined as (2.11).
Now we are now in a position to prove the main theorem. Note that the proof below is based on the argument appeared in [5, Section 11.2] (see also [20, Section 10.7] ). When a = 1/4 or 1/2, it holds that Q(s, 1/2) = 2(2 s + 2 1−s − 2)ζ(s), Q(s, 1/4) = 2(2 2s − 2 s + 2 2−2s − 2 1−s )ζ(s) by (1.7) (see also [16, (4. 3) and (4.7)]). Therefore, hereafter we suppose 0 < a < 1/4 or 1/4 < a < 1/2 which implies cos(2πa) = 0 (see Lemma 2.2).
Proof. Let ν be the number of zeros of Q(1/2 + it, a) in the interval {0 ≤ t ≤ B + k}, and let the real axis be divided into intervals with length k and for each of the ν zeros strike out the interval which contains it and the intervals which adjoin this one. Let S be the subset of {A ≤ t ≤ B} consisting of points which do not lie in the stricken intervals. Then the total length of the intervals of S is not less than B − A − 3νk since a length of at most 3k was stricken for each zero. Note that |I a (1/2 + it)| = J a (t) for all t ∈ S. Because of Lemmas 2.2, 2.3 and 2.5, and the fact that there is no zero between t − k and t + k, for some positive constants C 7 (a) and Therefore, it holds that
which is equivalent to
We can make the coefficient of k −1 δ −1 in the right hand side positive by choosing ε > 0 and k −1 > 0 sufficiently small. Hence with this fixed k > 0 it has been shown that for all sufficiently small δ > 0, the number of roots on the line segment from 1/2 to 1/2 + i2δ −1 is greater than K 6 δ −1 − K 7 δ −1/2 with K 6 > 0.
