Abstract-In content centric music information retrieval (MIR); emotion, genre, similarity and style are well fashion in these days. Automatic classification of musical style is gaining more and more importance since it may serve as a way to structure and organize the increasingly large number of music files available on the Web. This paper presents cultural based music style classification task which is categorized three different cultural style; classical songs of Chinese, Indian and Myanmar. 1500 music pieces, 500 for each culture are employed for this work. Exclusively timbral texture feature set are extracted from audio files for training and testing. The Support Vector classifiers are applied for style classification based on cultural information. Performance of two different multiclass classification method, One-Against-One and One-Against-All (OAA) are compared as the main theme of this presentation. The experimental result show the 88.43% and 82.37% overall accuracy for three music cultural style classification. Moreover, the system achieved the highest accuracy of 89.13% in Myanmar culture using OAO support vector classifier and 87% in Myanmar culture using OAA support vector classifier respectively.
I. INTRODUCTION
The definition of style recognition is dissimilar. One of amongst defines musical style as "the identifiable characteristics of a composer's music which are recognizable similar from one work to another". Whatever the definition, music style and its recognition is something related to human nature: the average layperson can recognize the difference.
Automatic recognition of musical style is not an easy task. Even relatively simple stylistic manners of playing an instrument, such as playing energetically, playing lyrically or playing syncopation are difficult to detect reliably by automatic classification tools.
Culture and music are interrelated with each other because their style of playing music is differing as their culture differs. Therefore, music recognition using cultural style is important approach for automatic music recommending retrieving and playlist generation.
This paper employs a sort of timbral feature for comparing the performance of two One-Against-One (OAO) and One-Against-All (OAA) multiclass classification method.
The two multi-class classification method used by SVM is applied. Moreover, both of linear and Radial Basic Function (RBF) kernel is also tested. It is compared the achievement of Precision and Recall for each classification method. What is more, the average training time of these two multi-class classifications are reported. To get the cultural influence from songs, we used classic songs for our experiment.
The rest of this paper is organized as follows. Section 2 discusses the related work of the system. The architecture of the system preprocessing, feature extraction and classification are discusses in Section 3 and 4. Evaluation and experimental results are present in Section 5.
II. RELATED WORK
There has already been some work toward automatic music style classification. In [1] , self-organizing neural maps (SOM) is employed as music style classifiers of musical fragments. The monophonic melody track is extracted and cut into fragments of equal length. From these sequences, melodic, harmonic, and rhythmic numerical descriptors are computed from Musical Instrument Digital Interface (MIDI) and presented to the SOM. Their performance is analyzed in terms of separability in different music class of classical and jazz music. 430 jazz and 522 classical melodic samples of MIDI files, employing 8 bars are used to as train and test data. In experiment, 9 fold cross validation is applied and their accuracy is varied from 66% to 98%.
Early music style analysis usually assumed that each music piece of music has a unique style and they make use of music contents to construct a classifier for classifying each piece into unique style. Traditional music style classification approach is innovated by Tao Li et al [2] . Their basic idea is that an exact piece of music may match more than one, even several different styles. In their approach applied multi-label music style classification using Hypergraph integrated Support Vector Machine (HiSVM), which can integrate both music contents and music contents and tags for automatic music style classification. The 80 feature vector is extracted from each of audio music trimmed of different artists. Each of representative song obtained the style and tag description. It can be seen that their method cannot only take into account the music style correlations, but also the music tag correlations.
Liu et al. [3] presented cultural style based music classification using 6 different cultures Western, Chinese, Japanese, Indian, Arabic and African. Timbre feature, wavelet feature and musicology-based features sets are extracted. Decision tree, OAO and OAA SVM and k-NN classifiers are applied for classification purpose. The highest accuracy of 86.50% is achieved by SVM-OVA using all features.
In [4] , cultural are treated as effective feature set for music genre based style classification. Cultural features for music retrieval are presented in [5] .
III. ARCHITECTURE OF THE SYSTEM
The overview of music style tagging based on cultural information is presented in Fig. 1 . The system counted as three main categories; pre-processing, feature extraction and tagging. Before data is actually processes such as extracting features and classifying, data had to be recognized as the uniform format. Then, the necessary feature sets are extracted for tagging cultural label. In classification, the system employed OAO SVM and OAA SVM classifiers for performance comparison purpose. The detail tasks carried out by each component can be seen in the following.
A. Preprocessing
Altogether 204 songs, 82 for Chinese classical, 65 for India classical and 57 for Myanmar classical songs are collected. Before feature extraction, all the collected songs are down sampled to 22.05 kHz, 16 bit/sample, mono channel WAV format for uniform format. And songs are manually labeled related to their cultural style. 500 collections of music trims for each cultural group are utilized.
B. Feature Extraction
Every 30 second trims without initial 30 second are extracted from every song for feature extraction.
Some sort of timbre features in [6] ; Mel frequency spectral coefficient, spectral centroid, spectral flux and spectral rolloff are extracted. Brief descriptions of extracted audio features are:
Mel-Frequency Cepstral Coefficients: Mel-frequency cepstral coefficients (MFCC) are perceptually motivated features that are also based on the STFT [6] . After taking the log-amplitude of the magnitude spectrum, the FFT bins are grouped and smoothed according to the perceptually motivated Mel-frequency scaling. Finally, in order to decorrelate the resulting feature vectors a discrete cosine transform is performed. In spite of the fact that 24 coefficients are used for high level song representation, the system has found 13 coefficients provide the best music style tagging performance.
Spectral Centroid: amplitude weighted mean of the spectrum;
Spectral Flux: Euclidean distance between normalized spectrum distributions of two successive frames;
Spectral Rolloff: the frequency boundary. 95% of the magnitude distribution is concentrated experimentally.
Musical feature sets, in this paper, songs or music trims are divided into non-overlapping frames of 20-ms length, known as framing, for preliminary of feature extraction. The Mean, Standard Deviation and Variance of extracted feature, altogether 48 feature dimensions are applied for training and testing.
C. Tagging
Though SVM is binary classifier, the system adopted OAO and OAA multi-class classification method.
In the OAO approach, each class is compared to each other class [7] . A binary classifier is built to discriminate between each pair of classes, while discarding the rest of the classes. This requires building K (K-1)/2 binary classifiers. A voting is performed among the classifiers and the class with the maximum number of votes wins.
The simplest approach is to reduce the problem of classifying among K classes into K binary problems, where each problem discriminates a given class from the other K-1 classes [7] . For this approach, the system require N = K binary classifiers. The classifier producing the maximum output is considered the winner, and this class label is assigned.
Because the system employ 3-class classification approaches, both the two multi-class classification method needed equal amount, 3 classifiers. For each binary SVM, the linear kernel and radius bias kernel function is used. The detail process of tagging is presented in Fig 2. Before classification, the trained data are trained using SVM. After that, each tested song is injected to every three binary classifiers for classifying Chinese/India/Myanmar classical According to the results by three binary classifiers, the system picks up the candidate label which have majority vote count among 3 classification consequences.
Sets of 48 feature dimensions are extracted from each music clip and prepared as training and testing data. The system used and external 10-fold cross-validation on the training and testing. Each of one fold dataset is leaved out for testing for each of one fold classification. The rest datasets are injected into the classifiers to be trained. After that, omitted one fold is injected into the classifiers for testing purpose. 
IV. EVALUATION
The system applied OAO and OAA SVM classifier sets of liner and RBF kernel. To decide the suited sigma value for this music style classification system various sigma values, 1 to 10 is tested alternatively. Finally, RBF sigma value is empirically chosen as 3 for this experiment.
The performance measure using SVM Linear kernel and SVM RBF kernel for OAO approach and SVM Linear kernel and SVM RBF kernel for OAA approach is presented in Table I . According to Table I , both of OAO SVM and OAA SVM introduced unclassified region. The resulted classification presented that OAA SVM devoted much un-classifiable region in both using linear and RBF kernel. Much error rate in OAO SVM introduced than error rate in OAA SVM in both kernels, linear and RBF.
To clearly show the discrimination power of feature set in style recognition, the corresponding performance on each style cluster using SVM OAO with linear kernel, SVM OAO with RBF kernel, SVM OAA with linear kernel, SVM OAA with RBF kernel, is listed in Table II, Table III, Table IV and  Table V respectively. Where each row corresponds to the actual cultural style cluster and each column corresponds to the predicted cluster. The system achieves maximum recall of 93.13% using OAO SVM RBF kernel. Maximum achieved precision is 98.45% OAA RBF kernel.
Required training time: While OAO SVM linear kernel inserts an hour, 23 minutes and 6 seconds, though OAA SVM linear kernel introduced 5 hours, 53 minutes and 47 seconds. Meanwhile, OAO SVM RBF kernel introduced 48 minutes and 26 seconds, OAA SVM RBF kernel put in 3 hours, 45 minutes and 24 seconds. All the training time discussed in this paper is calculated upon Intel® Core TM i5-2410M CPU @ 2.30GHz with 2 GB running over Microsoft Window 7 Home Premium.
V. CONCLUSION
Because each piece of music has a unique style, automatic classical/traditional music style tagging is interested for music information retrieval. This paper presented cultural music style recognition using 3 different Music style categories; Chinese classical songs, Indian Classical songs and Myanmar classical songs. Unique timbral texture feature set is extracted for testing and training. Entirely 1500 music trims is used for applying music style classifying. The powerful machine learning tools SVM is employed in this experiment. This paper emphasized performance comparison of 2 multi-class classification methods, OAO and OAA SVM classification. According to the experimental results, this testing gives appropriate classification accuracy, 93.17% in OAO SVM classification although it is only timbral texture feature are used. Consequent results by the system, we can conclude the OAO SVM endorses much classification than OAA SVM classifier. What is more, OAO SVM required much less training time than OAA SVM distinctly.
