The crystallization of organic semiconductor thin films from an amorphous phase often results in a broad range of microstructures and molecular arrangements that in turn critically impact the electronic properties of the film. Here we present a diffuse-interface model of thin film crystallization that accounts for out-of-plane tilting of the kinetically favored crystalline orientation as well as the simultaneous appearance of multiple polymorphs. By adjusting the relative thermodynamic stability of grains oriented with the fast-growing axis either parallel or perpendicular to the substrate, crystallization can be made to occur in the form of either commonly observed spherulites or more complex morphologies such as sectors and centers. Furthermore, tuning the relative kinetic coefficients and free energies of multiple polymorphs can result in a spherulite of one crystal structure embedded within a spherulite of another crystal structure. A parametric study of the effects of anisotropy, densification, time-varying treatments, and substrate patterning reveals a wide variety of morphologies that are possible in these thin films, driven by a combination of kinetic and thermodynamics effects.
I. INTRODUCTION
Organic semiconductor thin films are employed in many applications such as flexible displays [1] , sensors [2] , and solar cells [3] . In solution-processed films, starting from an amorphous structure, nucleation processes facilitate the formation of crystalline domains [4] that significantly improve the conductivity of the films [5] . Often, kinetic frustration during the crystallization process traps organic semiconductor films into highly nonequilibrium polycrystalline states, leading to the formation of many interesting morphological features such as spherulites [6] , elongated platelets [7] , and feathery textures [8] . A highly complex relationship exists between the processing methods used to fabricate the film and its final morphology since intermolecular and intramolecular interactions with the substrate and solvent play a role in determining the structural organization of the film [9, 10] . Molecular orientation strongly influences the electrical mobility of organic semiconductor films [11, 12] and can also affect optical absorption [13] , while grain boundaries and film morphology can have a strong impact on charge transport processes [14] [15] [16] . A better understanding of the physical mechanisms that lead organic semiconductor thin films to crystallize in different molecular orientations and microstructures as well as greater knowledge of the relationship between these two characteristics are thus crucial for improved control of material and device properties.
Existing models of crystallization and microstructure formation in thin films have been able to simulate a wide range of morphologies [17, 18] , but in these models the molecular stacking directions have been confined to the two-dimensional (2D) plane of the film. It has been shown experimentally, however, that postdeposition process-* alta@princeton.edu † mhaataja@princeton.edu ing can induce amorphously deposited films of organic molecules [such as contorted hexabenzocoronene (HBC)] to crystallize preferentially in distinct out-of-plane orientations, including configurations where the molecular π -stacking direction is nearly perpendicular to the plane of the film [8] .
In this work we introduce a diffuse-interface model to study crystal growth in thin films of anisotropic molecules whose fast-crystallizing axis is allowed to take on any orientation, including those tilted out of the plane of the film. We use a continuum model to focus on the structure of the film on length scales of tens to hundreds of microns. Since several organic semiconductors exhibit a preference for crystallizing with π planes stacking either parallel or perpendicular to the substrate [8, [19] [20] [21] , we introduce a free energy that can be tuned to adjust whether either or both of these configurations are thermodynamically favored. In addition, given that the film thicknesses in experiments are typically on the order of ∼100 nm [6, 8, 12] , growth will be constrained to two dimensions. Thus, rather than explore the morphologies of fully 3D spherulites as has been done previously [22, 23] , herein we study the physics of phase transitions on a 3D free energy landscape with only a 2D space in which growth is permitted. Furthermore, experimental evidence suggests that by annealing films of contorted HBC with certain solvent vapors, multiple polymorphs can appear simultaneously in the same film [24] and polymorphism is in fact displayed by many other organic semiconductors as well [25] . Therefore, the model allows the free energies and mobilities of each polymorph to be independently tuned since an interplay between both thermodynamic and kinetic effects is important for the formation of concomitant polymorphs [26] .
Our parametric simulation study reveals that complex morphologies (such as sectors and centers) emerge when certain regions of the film crystallize in one of the thermodynamically favored out-of-plane orientations while others crystallize in the other orientation as a result of either (i) nucleating growth with differently oriented initial seeds, (ii) applying time-varying treatments, or (iii) patterning the substrate. Further diversity of microstructure was achieved by changing the degree of densification, which leads to branched structures, and introducing multiple polymorphs, which can lead to embedded spherulites. In broader terms, the modeling approach and results reported herein form the basis for a more quantitative study of nucleation and growth processes in organic semiconductor thin film systems.
The rest of the paper is organized as follows. In Sec. II we outline the diffuse-interface framework employed in this work. Then, results from our simulation studies and their implications are discussed in Sec. III. Finally, a brief summary and concluding remarks are presented in Sec. IV.
II. MODEL
Our model builds on previous vector-valued diffuseinterface models for polycrystalline solidification [27] [28] [29] [30] [31] . More specifically, we use a 3D vector order parameter φ i for each polymorph, indexed by i. The magnitude of φ i represents the degree of crystallinity such that | φ i | = 1 (0) corresponds to the crystalline (amorphous) phase. The direction of φ i in turn represents the axis of fast crystal growth, which, in the case of molecules with aromatic rings such as contorted HBC, corresponds to the direction of π stacking [see Fig. 1(a) ]. Although a complete description of a 3D orientation requires an additional variable to track rotations in the plane perpendicular to φ, here we assume the value of this rotational angle to be constant throughout the film, which makes the model significantly simpler than a full treatment of 3D polycrystallinity using quaternions [22, 23] or orthogonal matrices [32] . Further discussion of advantages and disadvantages of these different modeling frameworks is presented in Sec. IV.
In addition, branched morphologies in some experimentally observed thin films suggest that crystal growth can be diffusion limited. In particular, since branching can occur even in single-component films, it may be a result of densification (rather than redistribution of impurities in multicomponent systems), which can lead to the depletion of available molecules ahead of the growth front and the subsequent formation of dendritic morphologies. To account for such effects phenomenologically, we introduce a conserved scalar order parameter u( r,t) that is analogous to the dimensionless undercooling in solidification processes [31] and can be directly related to the effective densification factor, as will be discussed in further detail following Eq. (9) . The free energy functional includes both interfacial energy terms and a bulk free energy term for each of the N p polymorphs, as well as a coupling term that penalizes the presence of multiple polymorphs at the same location:
where
and
with the following constraints on parameter values:
We have defined ϕ as the angle between φ and the z axis, so ϕ = 90
• represents the edge-on orientation with the edges of the π planes pointing into the substrate, while ϕ = 0
• represents the face-on orientation with the faces of the π planes parallel to the substrate. (Note that we have dropped the i subscripts since this discussion applies to all polymorphs.) Furthermore, θ denotes the angle between the x axis and the projection of φ onto the x-y plane. The constraints in Eq. (5) ensure that | φ| = 0 and 1 as well as ϕ = 0
• and 90
• are always local minima of f .
The bulk free energy f is constructed to have a doublewell shape in both | φ| and ϕ, with m and λ dictating the relative depths of the local minima. This form of the bulk free energy reflects the existence of a first-order phase transition between the amorphous and crystalline phases, while we use a similarly shaped potential in the tilt angle ϕ [see Figs. 1(b) and 1(c)], as the edge-on and face-on configurations are commonly observed experimentally and represent the limiting cases for possible out-of-plane orientations. Physically, we envision that m and λ can be varied, for example, by altering the substrate, exposing the surface of the film to different substances, or heating the film. The parameter b 2 dictates the height of the free energy barrier between the ϕ = 0
• orientations, while Eq. (4) ensures that the values of f at these minima are equal when λ = 0. Finally, grain boundaries are stabilized by introducing a θ dependence in f such that certain in-plane orientations are preferred, allowing fixed misorientations to exist [see Fig. 1(d) ]. The parameter b 1 dictates the depth of these equispaced local free energy minima, while n controls the number of such minima.
Given the free energy in Eq. (1), the time evolution of φ i and u is computed in Cartesian coordinates as follows: 
Here is a tunable parameter that is related to the degree of densification during crystallization and thus controls how diffusion limited the crystal growth is. In particular, 1 ( → 0) corresponds to low (high) degree of densification. More specifically, given the boundary conditions employed in the simulations, for < 1, a fraction of the system will crystallize before the effective supercooling is depleted. Thus, the magnitude of is physically determined by = ρ amorph /ρ cryst , where ρ amorph /ρ cryst is the densification factor and ρ i denotes the effective areal density of the ith phase. The field m is in turn coupled to the conserved field u via Eq. (3) such that as the conserved quantity is depleted, the driving force for crystallization disappears. Furthermore, the following form for the mobility is used:
and δ θ > δ β > 0. Here ψ denotes the local orientation of the growth front. Because no coarsening is observed experimentally, the mobility is modulated such that its value is orders of magnitude smaller in crystalline regions than in amorphous regions, effectively freezing the film in a kinetically trapped state [see Fig. 2(a) ]. In particular,c is the threshold value of | φ| above which the mobility approaches zero, whilec dictates the range of | φ| values over which this transition in mobility occurs. Furthermore, the mobility used here has a twofoldsymmetric anisotropy δ θ in the fast-growing crystallographic axis because it has been found that in many organic smallmolecule systems with planar geometries, the direction of the crystal growth is aligned with the one associated with π stacking [6] . Thus, when the molecules are oriented edge-on, the mobility is at a maximum (M = M max ) if the projection of • , experience an anisotropic mobility that is at a maximum when the growth direction ψ is aligned with the in-plane orientation θ and at a minimum when they are perpendicular. (c) Face-on orientations, for which ϕ = 0
• , can also be made to have an anisotropic mobility, as demonstrated here for k = 4 and δ β = 2. The mobility attains a maximum for four growth directions ψ and decreases sharply for all values of ψ as | φ| → 1.
φ onto the x-y plane is parallel to the crystal growth direction and at a minimum if they are perpendicular [see Fig. 2(b) ]. In the face-on case, anisotropy in the crystallographic directions perpendicular to φ can be controlled by adjusting δ β , which controls the magnitude of the k-fold anisotropy, as illustrated in Fig. 2(c) . The factors of sin 2 ϕ and cos 2 ϕ in Eq. (10) ensure that when a region of the film has an edge-on orientation, the anisotropy is dictated by δ θ , while face-on regions instead have a k-fold symmetric anisotropy δ β in the plane of the thin film.
Finally, stochastic fluctuations are introduced through η, which obey
The presence of time-varying fluctuations at the interface is essential to accurately simulating spherulites since their polycrystallinity arises from growth front nucleation [17] .
Here we do not use the usual uncorrelated Gaussian noise but instead use fluctuations that are spatially correlated over a length scale l. Physically, this reflects the fact that the initial supposedly amorphous films are often not completely disordered but have small regions with distinct orientations [6] . Furthermore, the noise is modulated to allow fluctuations to occur only at the interface and not in either the fully amorphous or crystalline phases. This prevents nucleation from happening in the amorphous phase so that the morphologies of the crystalline domains can be more clearly discerned.
To study the morphologies that arise from this model using numerical simulations, initially a small seed with out-of-plane orientation ϕ 0 is placed in the center of a square simulation grid with periodic boundary conditions and the time evolution of the system is computed with explicit finite-difference methods. A nine-point stencil for the Laplacian is used to reduce grid anisotropy artifacts and Fourier transforms are used to generate the spatially correlated noise [33] . 
III. RESULTS
We begin our exploration of the model by considering the effects of the parameters λ and , which account for the thermodynamic preference of edge-on vs face-on configurations and densification effects, respectively, on crystalline morphologies. In all simulations reported below, unless otherwise stated, we only consider one polymorph and set N p = 1. To this end, Fig. 3 illustrates some of the crystallization patterns that can form for various values of λ and in the cases of both low-and high-mobility anisotropy. Since experimentally spherulites are often visualized using polarized optical micrographs where color indicates the local orientation, here we use a cyclic color map to visualize θ and show • considered equivalent. As the bulk free energy landscape is changed by varying λ from 0.05 to 0 to −0.05 and the initial seed orientation ϕ 0 is varied from 90
• to 45
• to 0 • (top to bottom), the film crystallizes with all edge-on, sectors of edge-on and face-on, or all face-on orientations, respectively, for a low anisotropy of δ θ = 0.1. Note that for high-δ θ values, sector morphologies consisting of coexisting regions of edge-on and face-on orientations are no longer observed for the case of λ = 0, as the edge-on configurations quickly outgrow the face-on ones. Also note that decreasing leads to more branched morphologies, as expected.
uncrystallized regions in white. We accurately reproduce commonly observed thin film spherulites by using an initial seed with ϕ 0 = 90
• and letting λ > 0, which causes the bulk free energy to favor crystallization in an edge-on orientation.
Novel microstructures can arise when we let λ = 0, which causes both edge-on and face-on orientations to have the same free energy, and we use an initial seed with ϕ 0 = 45
• , which is an unstable state exactly between the two preferred orientations. The bulk free energy causes sector-shaped morphologies to arise for low mobility anisotropy values, as fluctuations drive some regions (sectors) of the spherulite to crystallize in the edge-on configuration and others to crystallize face-on. The intermediately oriented initial seed is crucial for the formation of these sectors since an initial seed of edge-on orientation would simply result in a fully-edge-on spherulite while a face-on seed would result in a face-on center that transitions to edge-on crystallization for kinetic reasons, as described in more detail below. Interestingly, for high-δ θ values, sectors are no longer observed for the case of λ = 0, as the edge-on configurations quickly outgrow the face-on ones. Finally, when λ < 0 and ϕ 0 = 0
• , the film crystallizes in an entirely face-on alignment. We note that the projection of φ onto the x-y plane appears speckled due to small frozen-in fluctuations that slightly tilt the vector away from the vertical.
With regard to the role of densification, decreasing is accompanied by a morphological transition from compact spherulites to branched structures with increasing amounts of amorphous material trapped between the crystallized regions. In the case of low anisotropy, these branched structures appear seaweedlike in shape with rounded edges and an overall circular growth habit as expected, while for the case of high anisotropy, the branch tips are sharply pointed with more widely separated and meandering dendritic arms. Additionally, decreasing also slows down the rate of crystallization. For a high level of anisotropy and in the limit of very low noise amplitude, elongated needles form at all values of .
It should be noted that in Fig. 3 , the face-on crystal grows in a circular shape because we set δ β = 0 so that the crystal is rotationally invariant in the plane perpendicular to φ. Anisotropy in that plane can be introduced through nonzero values of δ β and k, as shown in Fig. 4 . Faceted face-on crystals grow when there is a low level of densification, while dendritic structures form when the effect of densification is stronger. In particular, the magnitude of δ β dictates the difference in the rate of crystallization between the fast and slow axes, so a higher value of δ β leads to sharper corners in the faceted case and sharper needles in the dendritic case.
From these simulations, histograms of out-of-plane orientation values for the crystallized regions can be extracted as shown in Fig. 5 . As expected, the peaks in the distributions correspond to edge-on and face-on orientations since the double-well potential in ϕ explicitly discourages crystallization in intermediate orientations in ϕ become subsumed into the crystal growth front. The drop in normalized frequency near ϕ = 0
• that results in the face-on maxima being shifted slightly away from ϕ = 0
• is due to the fact that a histogram of ϕ values is a measure of the polar probability distribution rather than a probability density function. That is, even though a probability density function p(ϕ) may have a maximum at ϕ = 0
• [and in fact does, as per f i in Eq. (2)], the probability of finding an out-of-plane orientation in the interval from ϕ to ϕ + ϕ is given by Pr(ϕ,ϕ + ϕ) ∝ p(ϕ) sin ϕ ϕ, so the factor of sin ϕ will always cause the polar probability distribution to approach 0 as ϕ → 0
• for finite p(ϕ). We note that these orientation distributions can be compared with intensity profiles of particular crystalline plane reflections in experimental grazing-incidence x-ray-diffraction (GIXD) data. Care must be exercised with direct comparisons, however, as kinetic effects may suppress or enhance the frequency of occurrence of certain orientations. For example, in the case of high mobility anisotropy values, edge-on configurations quickly outgrow the face-on ones and effectively eliminate them from the orientation distribution, even though both configurations are equally stable thermodynamically for λ = 0. Nevertheless, in conjunction with kinetic data, the GIXD data can be employed to constrain the number of thermodynamically favored orientations.
Additional intriguing microstructures arise when the bulk free energy is suddenly changed during the crystallization process, which physically corresponds to applying timevarying treatments to the film. Figure 6 shows that centers with a different out-of-plane orientation than their neighboring outer ring form when crystallization is first begun with λ > 0, which favors edge-on orientations, and then after some time the bulk free energy is switched to favor face-on orientations by setting λ < 0 or vice versa. The jagged interface at the transition between the two regions in such center morphologies in Fig. 6 reflects the fact that the change in orientations is driven by fluctuations that cause different parts of the interface to overcome the energy barrier and transition from the metastable to the stable state at different times. Indeed, the transition between a center of one orientation and its surrounding crystal of a different orientation can take on different geometries depending on the energetics and kinetics of the film, as we will discuss next. Now, the top row of Fig. 7 shows the morphology that arises when both the edge-on and face-on orientations have the same free energy, but edge-on crystals grow twice as fast as face-on crystals and the initial seed is face-on. Faster-growing edge-on grains nucleate at various points along the interface and eventually pinch off the face-on growth front, resulting in a flower-petal shape. Such patterns have been observed experimentally in polyhydroxybutyrate [34] . In the bottom row of Fig. 7 , a time-varying treatment identical to that in the bottom row of Fig. 6 was applied to a system with a higher anisotropy of δ θ = 0.5. Note the presence of narrow strands of edge-on crystals at the interface, which arise because edgeon crystallization proceeds faster than face-on crystallization, resulting in the rapid growth of the edge-on crystals radially (Color online) When edge-on crystallization is faster than face-on crystallization and a face-on initial seed is used, a flower-petal-shaped center arises as the faster-growing orientation pinches off the slower-growing orientation (top row). In contrast, when a time-varying treatment energetically favors a transition from the edge-on to the face-on orientation, strands of the faster-growing edge-on orientation persist for some time before switching to the lower-energy state (bottom row). An intermediate value for the mobility anisotropy (δ θ = 0.5) was used for both simulations.
outward from the seed crystal until the transition to the lowerenergy face-on orientation takes place.
If the substrate is patterned so that certain regions favor crystallization in the edge-on orientation while others favor the face-on orientation, arbitrarily shaped regions of different orientation can be created. An example is shown in Fig. 8 , where λ = −0.05 within a square ring while λ = 0.05 everywhere else. The initial edge-on crystal seed grows radially outward, switches to the face-on orientation in the region inside the square ring, and then switches back to the edge-on orientation again. Inequalities in the mobilities of the two orientations and the need to overcome the energy barrier to the favored orientation through fluctuations introduces roughness to the interface and a lag in transitioning between orientations. The resolution of the features achievable from substrate patterning thus can be limited by these considerations. Finally, when multiple polymorphs crystallize in the same thin film, an even greater variety of microstructures is possible. Arbitrarily many polymorphs can be simulated with our model by using an additional vector order parameter field φ i to track the evolution of each polymorph. To demonstrate this, we simulate two polymorphs with the same free energy but different crystallization rates. When an initial seed of each polymorph is placed in the film with α 1 = α 2 = 0.9 so that both equally favor a transition to the crystalline state and M 1,max = 2M 2,max so that one polymorph crystallizes at twice the rate of the other, embedded spherulites emerge as shown in Fig. 9 . This type of microstructure has been experimentally observed in isotactic polypropylene [35] .
IV. CONCLUSION
In this paper we have employed a diffuse-interface modeling approach to investigate crystallization phenomena and morphological evolution in amorphously deposited organic thin films. In particular, we have demonstrated that a wide variety of microstructures can arise during the crystallization process when the fast-growing crystallographic axis is allowed to vary in three dimensions and a thermodynamic free energy is introduced to favor certain out-of-plane orientations during an effectively 2D crystal growth process. Tuning the relative thermodynamic stability of different out-of-plane orientations results in complex morphologies such as sectors and centers, while altering parameters such as the anisotropy, degree of densification, and kinetics of multiple polymorphs leads to further variations in the microstructure of the film. Transitions from an edge-on to a face-on orientation or vice versa can be driven by either kinetic or thermodynamic reasons, resulting in intriguing microstructures such as petal-shaped interfaces or radiating thin strands. Substrate patterning can produce arbitrarily shaped edge-on and face-on regions; however, feature resolution may be limited by the relative crystallization rates of different orientations as well as the amplitude of fluctuations. We have also demonstrated that interesting morphologies emerge when the thermodynamic preference of edge-on vs face-on orientations is modified during the crystallization process.
Although the development of our model has been inspired by small-molecule organic semiconductors, our findings are in principle applicable to films composed of any material with a preferred axis of crystal growth. For example, polymers are known to exhibit diverse morphologies [34, 35] that closely resemble those presented in this paper. While the lamellar structure of semicrystalline polymers is not identical to the planar stacking geometry assumed in this model [36] , the qualitative concepts presented here regarding the interplay between kinetics and thermodynamics as well as the manifestation of polymorphism are nevertheless relevant to polymers as well as other spherulite-forming systems. Furthermore, the extension of our model to account for additional physical phenomena may help explain certain experimentally observed morphologies and relative crystallization rates of differently oriented grains that cannot yet be reproduced by the current model. For example, here it has been assumed that films tend toward either face-on or edge-on crystallization, but films with intermediate orientations have also been experimentally observed [8, 13] .
It is important to note that the framework used in our model possesses both advantages and disadvantages compared to other 3D orientational diffuse-interface models in the literature, which employ quaternions [22, 23] or orthogonal matrices [32] to fully describe local orientations. In these models the mobilities of the crystallinity order parameter and the orientational fields can be varied independently, allowing for a wider range of resultant morphologies by simply tuning the relative mobility values [17] . Our model lacks this degree of freedom due to its use of Cartesian coordinates for time evolution, but it instead benefits from simple nonsingular time evolution equations as well as the ability to maintain numerical stability with larger time steps. Another consequence of using a single mobility is that enforcing it to have a very low value in the crystalline phase freezes not only the orientation but also the degree of crystallinity, thereby preventing the crystalline phase from transforming to any other phase or even undergoing grain growth processes, which is clearly unphysical over extended time scales. However, in this paper we have only investigated the process of crystallization and hence this model remains valid for the applications considered. Finally, since we focus on the direction of one fast-crystallizing axis, we avoid including unnecessary additional parameters in our model by assuming that the local orientation in the plane perpendicular to φ is constant throughout the film. However, in situations with different crystalline symmetries it may be necessary to use quaternions to provide a more complete description of 3D orientations. In closing, we hope that the approach and findings presented in this paper provide inspiration for new experiments as well as theoretical work toward the ultimate goal of guiding experiments through the large phase space of possible thin film microstructures by better understanding the physical mechanisms controlling both nucleation and growth processes.
