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Abstract
We consider formulae of approximate integration over a d-dimensional ball which use n surface integrals
along (d − 1)-dimensional spheres centered at the origin. For a class of functions deﬁned on the ball with
gradients satisfying an integral restriction, optimal formulae of this type are obtained.
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1. Introduction
1.1. Setting of the problem
The problem of optimization of approximate integration over a class of functions goes back
to the works of A.N. Kolmogorov and S.M. Nikol’skiy published in late forties—early ﬁfties. A
large number of results in this direction have been obtained later by many researchers for classes
of both univariate and multivariate functions. A review of most of these results can be found, for
example, in [13,15]. The majority of works deals with quadrature and cubature formulae using
“pointwise” information.During the last decades a number of authors consider formulaewhich use
mean values taken along sufﬁciently short intervals (in univariate case) or parallelepipeds, balls,
etc. (in multidimensional case). This is natural, since results of measurements are mean values
of a function along some intervals. Modern applications, such as computer tomography, which
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provides information about a three-dimensional object by analysing two-dimensional images of
its layers, lead to cubature formulae using as data integrals along sets of smaller dimensionality
than the integration domain.
In this paper we consider a problem of optimization of cubature formulae for integration over
a ball in Rd in the following setting. Let d ∈ N, d > 1, |·| be the Euclidean norm in Rd , Bd [a, r]
and Sd [a, r] be the ball and the sphere, respectively, centered at point a ∈ Rd with radius r > 0.
Denote by bd the Lebesgue measure of the ball Bd [0, 1], where 0 = (0, . . . , 0) ∈ Rd , and by
d—the (d − 1)-dimensional measure of the sphere Sd [0, 1]. It is known that d = dbd =
dd/2/ (1 + d/2). Let also C(Bd [0, r]) be the space of continuous functions f : Bd [0, r] → R
with the norm
‖f ‖ = max
x∈Bd [0,r]
|f (x)|.
For a function u ∈ C (Bd [0, r]) put
Hu() = 1
dd−1
∫
Sd [0,]
u(x) dS,  ∈ (0, r], Hu(0) = u(0), (1)
where the surface integral taken along the sphere Sd [0, ] is of the ﬁrst kind (i.e.Hu() are mean
values of the function u along the spheres Sd [0, ]). Let n ∈ N andUdn be the set of all functionals
K : C(Bd [0, r]) → R (algorithms of approximate integration of a function f along Bd [0, r]) of
the form
K(f ) = K(f ; rn, cn) =
n∑
k=1
ck · Hf (rk), (2)
where cn = (c1, . . . , cn), rn = (r1, . . . , rn) ∈ Rn, and 0r1 < · · · < rnr . Let V ⊂
C(Bd [0, r]) be a class of functions. Put
R(f ;K) = R (f ; rn, cn) =
∫
Bd [0,r]
f (x) dx − K(f ; rn, cn),
R(V ;K) = R (V ; rn, cn) = sup
f∈V
|R (f ; rn, cn)|,
Rn (V ) = inf
K∈Udn
R (V ;K). (3)
Problem. It is required to ﬁnd value (3) and optimal cubature formulae for the class V , that is
algorithms K∗ ∈ Udn , if they exist, delivering inﬁnum on the right-hand side of (3).
In other words, we look for sets of node hyperspheres and coefﬁcients ck which provide the
smallest worst-case error over the considered class. Optimal formulae of the form (2) can also be
an intermediate step in construction of optimal multivariate cubatures using as data values of the
function at points.
Formulae using as information integrals along sets with smaller number of dimensions than the
domain, have been considered in earlier mathematical literature. A certain formula of the form
(2) exact for all d-variate polynomials of degree 4n − 1 was built in the book of Mysovskih [12]
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(this example is due to Lusternik and Kantorovich). Cubatures which are weighted sums of
arbitrary functionals were considered by Mo¨ller building upon the work of Mysovskih. Formulae
using as information integrals along lines were considered by Soler [14]. The formula constructed
in [12] has the highest algebraic degree of precision [7]. Its multiple node extensions were built
by Bojanov and Dimitrov [6].
Optimization problems for cubature formulae using integrals along intersections of the integra-
tion domain and hyperplanes, were considered by Bojanov and Petrova [7] and the authors [3].
The problem set above was considered by authors [4] for classes of functions deﬁned on a ball in
Rd and having a given majorant for the modulus of continuity.
2. Main result
Let p : (0, r] → (0,∞) be a continuous function such, that∫ r
0
p(t)td−1 dt < ∞ (4)
and Vd(p) be the closure in C(Bd [0, r]) of the set of continuously differentiable functions f :
Bd [0, r] → R, such that∫
Bd [0,r]
|grad f (x)| · p(|x|) dx1. (5)
We solve the previously mentioned problem for classes W 1Bd [0, r] = Vd(p0), where p0(t) =
1, and V 1Bd [0, r] = Vd(p1), where p1(t) = t1−d , t ∈ (0, r]. For classes Wm1 , m ∈ N, of
univariate periodic functionswithmth derivative in the unit ball ofL1, problems of optimization of
quadrature formulae were considered in [1,8–11]. The classes introduced above can be considered
as a generalization of W 11 . Denote
‖g‖p,∞ = ess sup
t∈[0,r]
∣∣∣∣ g(t)p(t)td−1
∣∣∣∣ .
With the help of the duality relations, optimizationproblems considered in [1,5,8–10]were reduced
to the problem of minimization of the uniform norm of monosplines corresponding to quadrature
formulae. The problem considered in this paper is in general reduced to the problem of the best
approximation of a power function by piecewise constant ones in the norm ‖ · ‖p,∞, i.e. in usual
uniform norm for the class V 1Bd [0, r] and in the uniform norm with weight t1−d—in the case of
W 1Bd [0, r].
Denote by Zn,d the set of functions z such that z(t) = 0, t ∈ [0, r1), z(t) = Ck , t ∈ [rk, rk+1),
k = 1, . . . , n − 1, z(t) = bdrd , t ∈ [rn, r], where Ck ∈ R, k = 1, . . . , n − 1, and 0r1 < · · · <
rnr .
Theorem 1. Let d, n ∈ N, d > 1, r > 0. For any positive continuous weight p satisfying (4) the
following equality holds:
Rn[Vd(p)] = 1
d
inf
z∈Zn,d
‖z(t) − bdtd‖p,∞. (6)
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If a function z∗ ∈ Zn,d with nodes 0r∗1 < · · · < r∗nr such that z∗(t) = C∗k , t ∈ [r∗k , r∗k+1),
k = 1, . . . , n − 1, delivers inﬁnum on the right-hand side of (6), then formula
K∗ (f ) = K (f ; r∗n, c∗n) = n∑
k=1
c∗kHf (r∗k ), (7)
where c∗1 = C∗1 , c∗k = C∗k − C∗k−1, k = 2, . . . , n − 1, c∗n = bdrd − C∗n−1, is optimal for the class
Vd(p) among formulae from Udn .
The main results of this paper are contained in the following statement.
Theorem 2. Let d, n ∈ N, d > 1, r > 0. Formula (7)with c∗k = rdbd/n, r∗k = d
√
(2k − 1)/(2n) ·
r , k = 1, . . . , n, is optimal for the class V 1Bd [0, r]. In addition,
Rn
(
V 1Bd [0, r]
)
= r
d
2nd
. (8)
For the class W 1B2[0, r] formula (7) with c∗k = 2r2k(n(n + 1))−1, r∗k = rk(n(n + 1))−1/2,
k = 1, . . . , n, is optimal. In addition,
Rn(W
1B2[0, r]) = r2√n(n + 1) .
Let d3, (t) = (td − 1)(td−1 + 1)−1 and numbers x1 > 1,…, xn > 1 be such that (x1) = 1,
(xk) = (xk−1)x−1k−1, k = 2, . . . , n. Then formula (7) with r∗1 = (xn)(1+(xn))−1/dr , r∗k =
xk−1r∗k−1, k = 2, . . . , n, c∗k = 2bd(xk)(r∗k )d , k = 1, . . . , n, is optimal in the class W 1Bd [0, r].
In addition, Rn(W 1Bd [0, r]) = r∗1 /d . For both classes the optimal formula is unique.
3. Proof of Theorem 1
3.1. Reduction to a univariate optimization problem
Note, that H deﬁned by (1) can be considered as an operator from C(Bd [0, r]) to C[0, r]—the
space of continuous functions on [0, r]. Passing in (1) to the d-dimensional spherical coordinates
x (,) =  (cos1, sin1 cos2, . . . , sin1 ·. . .· sind−2 cosd−1, sin1 ·. . .· sind−1),
 = (1, . . . ,d−1) ∈ d := [0, ]d−2×[0, 2],0, and setting I () = ∏d−1j=1 (sinj )d−1−j ,
d = d1 . . . dd−1, we obtain
Hf (0) = f (0) = 1
d
∫
Sd [0,1]
f (0) dS = 1
d
∫
d
f (x(0,))I () d,
Hf ()= 1
dd−1
∫
Sd [0,]
f (x) dS = 1
dd−1
∫
d
f (x(,))d−1I () d
= 1
d
∫
d
f (x(,))I () d,  > 0. (9)
Consider set U of univariate quadrature formulae
q(g; tn, cn) =
n∑
k=1
ckg(tk),
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where cn = (c1, . . . , cn), tn = (t1, . . . , tn) ∈ Rn and 0t1< · · ·< tnr . For a class D ⊂ C[0, r]
denote
r(g; tn, cn) = d
∫ r
0
g(t)td−1 dt − q(g; tn, cn),
r(D; tn, cn) = sup
g∈D
∣∣r(g; tn, cn)∣∣, rn(D) = inf
q(·;tn,cn)∈U
r(D; tn, cn).
Denote by V˜d(p) the set of continuously differentiable functions on Bd [0, r] which satisfy (5).
For every K(·; rn, cn) ∈ Udn and f ∈ V˜d(p) we have
R (f ; rn, cn)=
∫
Bd [0,r]
f (x) dx−
n∑
k=1
ckHf (rk)=
∫ r
0
∫
d
f (x (,)) d−1I () d d
−
n∑
k=1
ckHf (rk)=d
∫ r
0
d−1Hf () d−
n∑
k=1
ckHf (rk)=r(Hf ; rn, cn).
Then, since V˜d(p) is dense in Vd(p), we get
R(Vd(p); rn, cn) = R(V˜d(p); rn, cn) = r(H(V˜d(p)); rn, cn) (10)
and hence, Rn[Vd(p)] = rn[H(V˜d(p))]. Let W 1(p) be the set of continuously differentiable
functions g : [0, r] → R such that g′(0) = 0 and
d
∫ r
0
∣∣g′(t)∣∣p(t)td−1 dt1. (11)
Show, that H(V˜d(p)) = W 1(p). For every f ∈ V˜d(p) and 0 ∈ [0, r] we get
(Hf )′(0)=
1
d
∫
d


f (x(,))|=0 I () d
= 1
d
∫
d
〈grad f | x=x(0,) , x (1,)〉I () d,
where 〈a, b〉 is the scalar product of vectors a and b. In particular,
(Hf )′(0) = 1
d
∫
d
〈grad f (0), x (1,)〉I () d = 1
d
∫
Sd [0,1]
〈grad f (0), x〉 dS = 0.
Note, that (Hf )′() will be continuous and
d
∫ r
0
∣∣(Hf )′()∣∣ d−1p() d
=
∫ r
0
∣∣∣∣∫
d
〈grad f | x=x(,) , x (1,)〉I () d
∣∣∣∣ d−1p() d

∫ r
0
∫
d
∣∣grad f | x=x(,)∣∣p()I () dd−1 d
=
∫
Bd [0,r]
|grad f (x)|p(|x|) dx1.
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Thus, Hf ∈ W 1(p) and hence, H(V˜d(p)) ⊂ W 1(p). Let g ∈ W 1(p). We show that f (x) =
g(|x|) is in V˜d(p) and Hf = g. Indeed, by (9) for  ∈ [0, r] we get
Hf ()= 1
d
∫
d
f (x(,))I () d= 1
d
∫
d
g()I () d= 1
d
∫
Sd [0,1]
g() dS=g().
It is not difﬁcult to see that grad f (x) = g′(|x|) x|x| , x = 0, grad f (0) = 0 and f is continuously
differentiable on Bd [0, r]. In addition, since g satisﬁes (11), we have∫
Bd [0,r]
|grad f (x)| · p(|x|) dx =
∫
Bd [0,r]
∣∣g′(|x|)∣∣ · p(|x|) dx
=
∫ r
0
∫
d
∣∣g′()∣∣p()I () d · d−1 d
=
∫ r
0
∣∣g′()∣∣p()d−1 d · ∫
d
I () d
=
∫ r
0
∣∣g′()∣∣p()d−1 d · ∫
Sd [0,1]
1 dS
= d
∫ r
0
∣∣g′()∣∣p()d−1 d1.
Hence, f ∈ V˜d(p), Hf = g and H(V˜d(p)) = W 1(p). Then, from (10) for every formula
K(·; rn, cn) ∈ Udn ,
R(Vd(p); rn, cn) = r(W 1(p); rn, cn) (12)
and also Rn(Vd(p)) = rn(W 1(p)). In order to ﬁnd an optimal formula for Vd(p) we need to
obtain an optimal formula for W 1(p).
It is not difﬁcult to see that functions gc(t) = c, c ∈ R, belong to the class W 1(p). For every
formula q(·; rn, cn) ∈ U we have
r (gc; rn, cn) = d
∫ r
0
ctd−1 dt −
n∑
k=1
ckc = cbdrd −
n∑
k=1
ckc = c
(
bdr
d −
n∑
k=1
ck
)
.
Denote by n the set of all pairs of vectors (rn, cn), such that 0r1 < · · · < rnr and bdrd =∑n
k=1 ck . If formula q(·; rn, cn) ∈ U is such that (rn, cn) /∈ n, then, since bdrd −
∑n
k=1 ck =
0 and c is arbitrary, value r (gc; rn, cn) is unbounded, and r(W 1(p); rn, cn) will be inﬁnite.
Therefore, it is sufﬁcient to look for optimal formulae only among those with (rn, cn) ∈ n. 
4. Reduction to a problem of the best approximation
Let q(·; rn, cn) ∈ U be such that (rn, cn) ∈ n. Then for every function g ∈ W 1(p) taking
into account that d = dbd and bdrd = ∑nk=1 ck , we have
r(g; rn, cn)= d
∫ r
0
g()d−1 d−
n∑
k=1
ckg (rk) = bdrdg(r) − bd
∫ r
0
dg′() d
−
n∑
k=1
ckg (rk) =
n∑
k=1
ck (g(r) − g(rk)) − bd
∫ r
0
dg′() d
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=
n∑
k=1
ck
∫ r
0
[rk,r]()g
′() d− bd
∫ r
0
dg′() d
=
∫ r
0
(
n∑
k=1
ck[rk,r]() − bdd
)
g′() d, (13)
where [rk,r](t) is the characteristic function of the segment [rk, r], k = 1, . . . , n. Denote
(t) = (t; rn, cn) =
n∑
k=1
ck[rk,r](t) − bdtd .
The set of all functions of the form
∑n
k=1 ck[rk,r](t) where (rn, cn) ∈ n, coincides with Zn,d .
Using (13), we get
r(W 1(p); rn, cn) = sup
g∈W 1(p)
|r(g; rn, cn)| = sup
g∈W 1(p)
∣∣∣∣∫ r
0
(; rn, cn)g′() d
∣∣∣∣
 ‖(·; rn, cn)‖p,∞ · sup
g∈W 1(p)
∫ r
0
∣∣g′()∣∣p()d−1 d
 ‖(·; rn, cn)‖p,∞
d
. (14)
Equality in (14) can be shown for example in the following way. Let {	m}∞m=1 be a sequence
such that 	m < ‖(·; rn, cn)‖p,∞, m ∈ N, and lim
m→∞ 	m = ‖(·; rn, cn)‖p,∞. Note, that since
(t; rn, cn)/(p(t)td−1) is continuous on [0, r]\{0, r1, . . . , rn}, for everym ∈ N there is an interval
(am, ym) ⊂ (0, r] where (·; rn, cn) preserves its sign such that
∣∣(t; rn, cn)/(p(t)td−1)∣∣ >
	m, t ∈ (am, ym). Let gm be a function such that g′m ∈ C[0, r] is non-negative and supported
inside (am, ym) and
d
∫ ym
am
g′m(t)p(t)td−1 dt = 1.
Then, gm ∈ W 1(p) and by (13)
r(W 1(p); rn, cn)  |r(gm; rn, cn)| =
∣∣∣∣∫ r
0
(; rn, cn)g′m() d
∣∣∣∣
=
∣∣∣∣∫ ym
am
(; rn, cn)g′m() d
∣∣∣∣ 	m ∫ ym
am
g′m()p()d−1 d
= 	m
d
, m ∈ N.
Hence, r(W 1(p); rn, cn)−1d limm→∞ 	m = −1d ‖(·; rn, cn)‖p,∞. Taking into account (14)
and (12), for every K(·, rn, cn) ∈ Udn with (rn, cn) ∈ n we will have
R(Vd(p); rn, cn) = r(W 1(p); rn, cn) = 1
d
‖(·; rn, cn)‖p,∞, (15)
Rn(Vd(p))= inf
(rn,cn)∈n
r(W 1(p); rn, cn)
= 1
d
inf
(rn,cn)∈n
‖(·; rn, cn)‖p,∞ = 1
d
inf
z∈Zn,d
‖z(t) − bdtd‖p,∞.
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Note, that if a function z∗ ∈ Zn,d such that z(t) = C∗k , t ∈ [r∗k , r∗k+1), k = 1, . . . , n − 1,
0r∗1 < · · · < r∗nr , is the element of the best approximation to y(t) = bdtd , then spline
(·; r∗n, c∗n) :=
n∑
k=1
(C∗k − C∗k−1)[r∗k ,r](t) − bdtd = z∗(t)− bdtd where C∗0 = 0, C∗n = bdrd , has
the least ‖ · ‖p,∞-norm and the corresponding formula K(·; r∗n, c∗n) ∈ Udn will be optimal for the
class Vd(p). Theorem 1 is proved. 
5. Proof of Theorem 2
5.1. Best formula for V 1Bd [0, r]
Assume now that p(t) = t1−d , t ∈ (0, r]. Denote by L∞[0, r] the space of functions g :
[0, r] → R such that
‖g‖∞ := ess sup
t∈[0,r]
|g(t)| < ∞.
From (15) for every formula in Udn , such that (rn, cn) ∈ n, we have
R
(
V 1Bd [0, r]; rn, cn
)
= 1
d
‖(·; rn, cn)‖∞. (16)
Then
Rn
(
V 1Bd [0, r]
)
= 1
d
inf
(rn,cn)∈n
‖(·; rn, cn)‖∞ = 1
d
inf
z∈Zn,d
‖z(t) − bdtd‖∞. (17)
For all vectors rn,cn, such that (rn, cn) ∈ n, we get
‖(·; rn, cn)‖∞ = max
k=1,n
{max {|(rk − 0)| , |(rk)|}}
 max
k=1,n
|(rk)−(rk−0)|
2
=1
2
max
k=1,n
∣∣∣∣∣
k∑
i=1
ci−bdrdk −
(
k−1∑
i=1
ci−bdrdk
)∣∣∣∣∣
= 1
2
max
k=1,n
|ck| 12n
n∑
k=1
|ck| 12n
∣∣∣∣∣
n∑
k=1
ck
∣∣∣∣∣ = 12nbdrd . (18)
Denote r∗k = d
√
(2k − 1)/(2n) · r , c∗k = bdrd/n, k = 1, . . . , n. Then
∣∣ (r∗k − 0; r∗n, c∗n)∣∣ =
∣∣∣∣∣
k−1∑
i=1
c∗i − bd
(
r∗k
)d ∣∣∣∣∣ =
∣∣∣∣ rdbdn (k − 1) − bd 2k − 12n rd
∣∣∣∣ = rdbd2n ,
∣∣ (r∗k ; r∗n, c∗n)∣∣ =
∣∣∣∣∣
k∑
i=1
c∗i − bd
(
r∗k
)d ∣∣∣∣∣ =
∣∣∣∣ rdbdn k − bd 2k − 12n rd
∣∣∣∣ = rdbd2n ,
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k = 1, . . . , n and taking into account estimate (18) we have
‖(·; r∗n, c∗n)‖∞ = max
k=1,n
{max {∣∣(r∗k − 0)∣∣ , ∣∣(r∗k )∣∣}} = rdbd2n
= inf
(rn,cn)∈n
‖(·; rn, cn)‖∞.
Taking into account (17) and (16) we ﬁnally obtain
Rn
(
V 1Bd [0, r]
)
= 1
d
‖(·; r∗n, c∗n)‖∞ = R
(
V 1Bd [0, r]; r∗n, c∗n
)
= r
dbd
2nd
= r
d
2nd
.
This means that formula (7) with such r∗k ’s and c∗k ’s is optimal in V 1Bd [0, r] and (8) holds. If
we have equality sign everywhere in (18), one can show that ck = c∗k , k = 1, . . . , n, and then,
using equality of absolute values of the one-sided limits of (·; rn, cn) at nodes, that rk = r∗k ,
k = 1, . . . , n. Hence, optimal formula will be unique. 
6. Best formula for W 1Bd [0, r]
Let p(t) = 1. Denote

(t) = 
(t; rn, cn) = (t; rn, cn) · t1−d , t ∈ (0, r]. (19)
For every formula K(·; rn, cn) ∈ Udn with (rn, cn) ∈ n we have
R(W 1Bd [0, r]; rn, cn) = 1
d
‖
(·; rn, cn)‖∞, (20)
Rn(W
1Bd [0, r]) = 1
d
inf
(rn,cn)∈n
‖
(·; rn, cn)‖∞. (21)
Denote by An the set of splines (19) with (rn, cn) ∈ n and r1 > 0. For any 
 ∈ An we have

(t) = −bdt , 0 < t < r1, and ‖
‖∞ < ∞. If r1 = 0 and c1 = 0, we get
lim
t→0+

(t; rn, cn) = lim
t→0+
(c1t
1−d − bdt) = ∞
and such splines do not deliver the inﬁnum in (21). Below, we will ﬁnd a unique spline 
∗ ∈ An
with minimal norm. It will have non-zero coefﬁcients c∗i . Any spline (19) with r1 = 0 and c1 = 0
coincides with a spline from An having the same ri and ci , i = 2, . . . , n, positive ﬁrst node and
zero ﬁrst coefﬁcient. Hence, it will not deliver inﬁnum in (21) and 
∗ will be the only spline
(19) with (rn, cn) ∈ n for which this inﬁnum is attained. Since every formula in Udn with
(rn, cn) /∈ n has inﬁnite error, formula corresponding to 
∗ will be the only optimal formula for
W 1Bd [0, r].
Note, that every 
 ∈ An will be right continuous, if we put 
(0) = 0.
Lemma 1. Given vector rn: 0 < r1 < · · · < rnr , spline 
(·; rn, c′n) ∈ An with
C′i :=
i∑
k=1
c′k = bd
ri + ri+1
r1−di + r1−di+1
, i = 1, . . . , n − 1,
has the least ‖ · ‖∞-norm among all splines from An with given rn.
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Proof. DenoteC′0 = 0,C′n = bdrd , r0 = 0, rn+1 = r . Then 
(t; rn, c′n) = (C′i −bdtd)t1−d , t ∈[ri, ri+1), i = 0, . . . , n. It is not difﬁcult to see that 
(t; rn, c′n) is monotone on (ri, ri+1),
i = 0, . . . , n, and 
(0; rn, c′n) = 
(r; rn, c′n) = 0. Let
(t) = t
d − 1
td−1 + 1 , t > 0.
Since 1 + (t) = (1 + t)(1 + t1−d)−1, it is not difﬁcult to see that
C′i =
bd(ri + ri+1)
r1−di + r1−di+1
= bdrdi
(

(
ri+1
ri
)
+ 1
)
= bdrdi+1
(

(
ri
ri+1
)
+ 1
)
, (22)
i = 1, . . . , n − 1. Using (22) and the fact, that (1/t) = −(t)/t , t > 0, we get 
(r1 − 0) =
−bdr1 < 0,

(ri − 0)=
C′i−1 − bdrdi
rd−1i
=bdri
(
ri−1
ri
)
=−bdri−1
(
ri
ri−1
)
<0, i = 2, . . . , n,

(ri) = (C′i − bdrdi )r1−di = bdri
(
ri+1
ri
)
> 0, i = 1, . . . , n − 1, (23)

(rn) = bd(rd −rdn )r1−dn 0. Hence, 
(ri; rn, c′n) = −
(ri+1−0; rn, c′n) > 0, i = 1, . . . , n−1.
Then, since 
(t; rn, c′n) is monotone between its nodes, we get that
‖
(·; rn, c′n)‖∞ = max
i=1,n
max{∣∣
(ri; rn, c′n)∣∣ , ∣∣
(ri − 0; rn, c′n)∣∣}.
Any other spline 
(·; rn, cn) with given rn, coincides with 
(·; rn, c′n) on (0, r1) and (rn, r) and
has the form 
(t; rn, cn) = (Ci − bdtd)t1−d , t ∈ (ri, ri+1), i = 1, . . . , n− 1. Then, for every i =
1, . . . , n−1, either 
(ri; rn, cn)
(ri; rn, c′n) > 0 or 
(ri+1−0; rn, cn)
(ri+1−0; rn, c′n) < 0
and
‖
(·; rn, cn)‖∞  max
i=1,n
max{|
(ri; rn, cn)| , |
(ri − 0; rn, cn)|}
 max
i=1,n
max{∣∣
(ri; rn, c′n)∣∣ , ∣∣
(ri − 0; rn, c′n)∣∣} = ‖
(·; rn, c′n)‖∞.
Lemma 1 is proved. Denote by Mn the set of all splines 
(·; rn, cn) ∈ An with Ci := ∑ik=1 ck =
bd(ri + ri+1)(r1−di + r1−di+1 )−1, i = 1, . . . , n− 1. Let numbers x1 > 1, . . . , xn > 1 be deﬁned by
recurrence relations
(x1) = 1, (xi) = x−1i−1(xi−1), i = 2, . . . , n. (24)
Since for every y > 0 equation (t) = y has exactly one solution in (1,∞), the sequence of xi’s
is unique. 
Lemma 2. Let d, n ∈ N, d > 1. There is a unique spline 
∗ = 
(·; r∗n, c∗n) ∈ An such that
−
∗(r∗1 − 0) = 
∗(r∗1 ) = −
∗(r∗2 − 0) = 
∗(r∗2 ) = · · · = −
∗(r∗n − 0) = 
∗(r∗n). In this case
r∗1 = (xn)(1 + (xn))−1/dr , r∗i = xi−1r∗i−1, i = 2, . . . , n, c∗i = 2bd(xi)(r∗i )d , i = 1, . . . , n.
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Proof. Denote C∗i =
∑i
k=1 c∗k , i = 1, . . . , n− 1, C∗0 = 0, C∗n = bdrd . From equations 
∗(r∗i ) =
−
∗(r∗i+1 − 0), i = 1, . . . , n − 1, we get (C∗i − bd(r∗i )d)(r∗i )1−d = (bd(r∗i+1)d − C∗i )(r∗i+1)1−d ,
C∗i =
bd(r
∗
i + r∗i+1)
(r∗i )1−d + (r∗i+1)1−d
, i = 1, . . . , n − 1.
Then 
∗ ∈ Mn and we apply (23). Relation −
∗(r∗1 − 0) = 
∗(r∗1 ) is equivalent to bdr∗1 =
bdr
∗
1
(
r∗2 /r∗1
)
, and hence,
(
r∗2 /r∗1
) = 1, r∗2 /r∗1 > 1. Then, since x1 is unique, we can only have
r∗2 /r∗1 = x1. For i = 2, . . . , n − 1 relation −
∗(r∗i − 0) = 
∗(r∗i ) is equivalent to
bdr
∗
i−1
(
r∗i
r∗i−1
)
= bdr∗i 
(
r∗i+1
r∗i
)
, 
(
r∗i+1
r∗i
)
=
(
r∗i
r∗i−1
)−1

(
r∗i
r∗i−1
)
.
Hence, r∗i+1/r∗i > 1, i = 1, . . . , n − 1, satisfy recurrence formulae (24) and the only option is
r∗i+1/r∗i = xi , i = 1, . . . , n − 1. Finally, from equality −
∗(r∗n − 0) = 
∗(r∗n) we get
−bdr∗n
(
r∗n−1
r∗n
)
= (bdrd − bd(r∗n)d)(r∗n)1−d , −
(
1
xn−1
)
=
(
r
r∗n
)d
− 1,
1 + (xn−1)
xn−1
=
(
r
r∗n
)d
, r∗n = (1 + (xn))−1/dr.
Since r∗n < r is uniquely determined, r∗i = r∗i+1/xi , i = n − 1, . . . , 1, are also uniquely de-
termined. From equality r∗n(xn) = r∗n(xn−1)/xn−1 = r∗n(xn−2)/(xn−1 · xn−2) = · · · =
r∗n/(xn−1 · . . . · x1) = r∗1 , we have r∗1 = (xn)(1 + (xn))−1/dr . For the coefﬁcients c∗k using
(22), we obtain c∗1 = C∗1 = bd(r∗1 )d((x1) + 1) = 2bd(r∗1 )d ,
c∗i =C∗i − C∗i−1 = bd(r∗i )d((xi) + 1) − bd(r∗i )d
(

(
x−1i−1
)
+ 1
)
= bd(r∗i )d((xi) + (xi−1)x−1i−1) = 2bd(xi)(r∗i )d , i = 2, . . . , n − 1.
Using formula for r∗n and (22), we also get
c∗n = bdrd − C∗n−1 = bd(r∗n)d(1 + (xn)) − bd(r∗n)d((x−1n−1) + 1)
= bd(r∗n)d((xn) + (xn−1)x−1n−1) = 2bd(xn)(r∗n)d . 
Lemma 3. For any 
 ∈ Mn, 
 = 
∗, we have ‖
‖∞ > ‖
∗‖∞.
Proof. Assume, that there is a spline 
 = 
(·; rn, cn) ∈ Mn, such that 
 = 
∗ and ‖
‖∞a :=
‖
∗‖∞ = 
∗(r∗i ) = −
∗(r∗i − 0), i = 1, . . . , n. Let ai = −
(ri − 0), i = 
(ri), i = 1, . . . , n.
Then, by relations (23) ai’s and i’s are non-negative and aia, ia, i = 1, . . . , n. In view of
Lemma 2 at least one of these inequalities must be strict.
Show by induction, that rkr∗k , k = 1, . . . , n. Since a1 = bdr1a = bdr∗1 , we get r1r∗1 =
a/bd . Assume, that rmr∗m for some m < n. Then, m = (Cm − bdrdm)r1−dm a = (C∗m −
bd(r
∗
m)
d)(r∗m)1−d andCmr1−dm −C∗m(r∗m)1−dbd(rm−r∗m)0. Hence,CmC∗m. Using equalities
am+1 = (bdrdm+1 − Cm)r1−dm+1 and a = (bd(r∗m+1)d − C∗m)(r∗m+1)1−d , we get Cm = bdrdm+1 −
am+1rd−1m+1C∗m = bd(r∗m+1)d − a(r∗m+1)d−1. It is not difﬁcult to verify, that for every 	 ∈ [0, a]
function 	(t) = bdtd − 	td−1 is strictly increasing on (a/bd,∞). Then, since am+1a, we
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have a(rm+1)am+1(rm+1) = CmC∗m = a(r∗m+1). Since r∗m+1 > r∗1 = a/bd , we get that
rm+1r∗m+1.
Since ck = (rk; rn, cn) − (rk − 0; rn, cn) = (
(rk) − 
(rk − 0))rd−1k = (ak + k)rd−1k ,
k = 1, . . . , n, and ak0 < a or k0 < a for some k0, we have
n∑
k=1
ck =
n∑
k=1
(ak + k)rd−1k < 2a
n∑
k=1
(r∗k )d−1 =
n∑
k=1
c∗k = bdrd .
Hence, spline 
misses setsAn andMn which contradicts the assumption of the lemma. Lemma 3 is
proved. Combined with Lemma 1 it implies, that for any spline 
(·; rn, cn) ∈ An with rn = r∗n we
have ‖
(·; rn, cn)‖∞‖
(·; rn, c′n)‖∞ > ‖
∗‖∞. For any 
(·; r∗n, cn) ∈ An distinct from 
∗ we
haveCi = C∗i for some 1 in−1, and hence,
∣∣
(r∗i+1 − 0; r∗n, cn)∣∣ > ∣∣
∗(r∗i+1 − 0)∣∣ = ‖
∗‖∞
or
∣∣
(r∗i ; r∗n, cn)∣∣ > 
∗(r∗i ) = ‖
∗‖∞. Then, 
∗ is the only spline fromAn with the minimal norm.
Taking into consideration our argument before Lemma 1, Eqs. (20) and (21), we obtain
Rn(W
1Bd [0, r])= −1d inf
(rn,cn)∈n
‖
(·; rn, cn)‖∞ = −1d inf
∈An ‖
‖∞
= −1d ‖
∗‖∞ = R(W 1Bd [0, r]; r∗n, c∗n) = bdr∗1 /d = r∗1 /d.
As it was mentioned above, K(·; r∗n, c∗n) is unique optimal formula. To ﬁnd r∗i ’s, c∗i ’s and
Rn(W
1Bd [0, r]) for d = 2, it sufﬁces to notice, that in this case(t) = t − 1 and xi = (i + 1)/i,
i = 1, . . . , n. 
The result of this paper for the class V 1Bd [0, r] was announced in [2].
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