Networks are ubiquitous in many real-world applications due to their capability of representing the rich information in the data. One fundamental problem of network analysis is to learn a lowdimensional vector representation for nodes within the attributed networks. However, there is little work theoretically considering the information heterogeneity from the attributed networks, and most of the existing attributed network embedding techniques are able to capture at most k th order node proximity, thus leading to the information loss of the long-range spatial dependencies between individual nodes across the entire network. To address the above problems, in this paper, we propose a novel MAnifold-RegularIzed Network Embedding (MARINE) algorithm inspired by minimizing the information discrepancy in a Reproducing Kernel Hilbert Space via Maximum Mean Discrepancy. In particular, we show that MA-RINE recursively aggregates the graph structure information as well as individual node attributes from the entire network, and thereby preserves the long-range spatial dependencies between nodes across the network. The experimental results on real networks demonstrate the effectiveness and efficiency of the proposed MARINE algorithm over state-of-the-art embedding methods.
INTRODUCTION
Graph data widely exists in a variety of high-impact application domains. It is able to model the rich relationship among the data, such as the friendship relationship in social networks [5] , the fraud behaviors in transaction networks [13] , etc. One fundamental problem Permission to make digital or hard copies of all or part of this work for personal or classroom use is granted without fee provided that copies are not made or distributed for profit or commercial advantage and that copies bear this notice and the full citation on the first page. Copyrights for components of this work owned by others than ACM must be honored. Abstracting with credit is permitted. To copy otherwise, or republish, to post on servers or to redistribute to lists, requires prior specific permission and/or a fee. Request permissions from permissions@acm.org. CIKM '19, November 3-7, 2019, Beijing, China © 2019 Association for Computing Machinery. ACM ISBN 978-1-4503-6976-3/19/11. . . $15.00 https://doi.org/10.1145/3357384.3358091 of network analysis is to learn a low-dimensional node representation which captures the complicated graph topological structure as well as individual node attributes for the downstream graph mining tasks (e.g., link prediction [5] , node classification [9, 11, 12] , etc.).
There are three key challenges for learning the attributed network. C1: Information heterogeneity. Due to the heterogeneity of graph topological structure and individual node attributes, it is challenging to balance the contributions of graph structure and node attributes when learning the node representation. C2: Longrange spatial dependency. The graph structure allows each node to be associated with others within the connected component of the network. C3: Scalability. It is of great importance for the embedding algorithms to deal with large-scale networks with millions of nodes and edges or high-dimensional node attributes.
Recently, numerous network embedding algorithms [9] have been proposed by encoding the network structure in the embedding space. Moreover, in order to capture the rich attribute information, unsupervised attributed network embedding approaches [8] and semi-supervised graph neural networks [11] are introduced. By recursively aggregating the features from node neighborhood, it allows the node representation to preserve both the graph structure and the individual node attributes. To the best of our knowledge, however, there is little work on theoretically considering the information heterogeneity for attributed network embedding. In addition, most of the existing approaches captured at most k th order node proximity within the network, thus leading to the information loss of the long-range spatial dependencies between nodes.
To address the aforementioned problems, we propose a novel MAnifold-RegularIzed Network Embedding (MARINE) algorithm. In particular, by explicitly assuming that the structure-based and attribute-based representation should have consistent data distribution, it aims to find a Reproducing Kernel Hilbert Space (RKHS) [10] to integrate the heterogeneous graph information (for addressing C1) via minimizing the Maximum Mean Discrepancy (MMD) [4] of data distributions. In addition, based on our observation that the recursive feature aggregation on 1-hop node neighborhood allows the nodes to be associated across the entire connected component of the network, we use the manifold regularization to preserve the long-range spatial dependencies between nodes (for addressing C2). We empirically show that it scales linearly with respect to the number of edges within the network (for addressing C3).
The main contributions of this paper are summarized as follows:
• Motivation: We formalize the problem of attributed network embedding as learning a RKHS to minimize the information discrepancy in the attributed network. • Algorithm: We propose a novel unsupervised attributed network embedding method named MARINE to encode the heterogeneous graph information.
• Evaluation: Extensive experiments on real networks demonstrate the effectiveness of the proposed algorithm.
RELATED WORK
Network embedding is dedicated to learning a continuous feature vector for each node within the network by preserving the graph structure information in the embedding space. In general, there are three groups of network embedding approaches: unsupervised plain network embedding, unsupervised attributed network embedding and semi-supervised attributed network embedding. Inspired by manifold learning [1] , unsupervised plain network embedding approaches captured the graph structure information for learning the node representation from plain networks. However, nodes in real-world networks might be associated with the prior attribute information indicating the individual node features. To this end, unsupervised attributed network embedding algorithms [8, 12] have been introduced to learn the node representation by leveraging both graph topological structure and individual node attributes. In addition, graph neural networks [11] were proposed to learn the node representation and neural network classifier in an end-to-end architecture. However, little work is devoted to theoretically discussing the information heterogeneity in the attributed network. Inspired by minimizing the information discrepancy in a RKHS, we proposed a novel unsupervised attributed network embedding algorithm named MARINE. It meanwhile captured the long-range spatial dependencies between nodes in the embedding space via manifold regularization, whereas most of the existing methods encoded at most k th order node proximity.
PROPOSED MODEL: MARINE
In this section, we present the problem definition and the proposed manifold-regularized network embedding (MARINE) model, followed by the theoretical discussion on model scalability.
Problem Definition and Notation
In this paper, we use the lowercase alphabets (e.g., a) to represent the scalars, boldface lowercase ones (e.g., a) to represent the vectors and boldface uppercase ones (e.g., A) to represent the matrices. Suppose that an attributed network is represented as
where its entry a i j represents the similarity between v i and v j on the graph. Let S = [s i j ] ∈ R |V |× |V | denote the symmetrically normalized adjacent matrix, i.e., S = D −1/2 AD −1/2 where D ii = j a i j . And let U ∈ R |V |×d denote the embedding matrix where each row u i is the d-dimensional embedding representation (d = 128 in our experiments) of node v i . Let || · || 2 denote the L 2 norm.
Following [8] , we define the problem of unsupervised attributed network embedding as follows: Output: A low-dimensional vector representation u i ∈ R d for every node v i ∈ V in the d-dimensional embedding space where node representation consistently encodes both the graph topological structure and the individual node attributes.
Methodology
One fundamental challenge in attributed network embedding is the information heterogeneity between graph topological structure and individual node attributes. Our intuition on addressing this problem is that the learned representations from heterogeneous graph information should share similar data distribution.
Mathematically, the objective function for attributed network representation learning can be formulated as follows:
whereÛ ∈ R |V |×D is a structure-based representation matrix (each rowû i is the D-dimensional representation of node v i ), and λ > 0 is the regularization parameter. L r eд (A,Û) is the manifold regularization term to encode the global graph structure. MMD(Û, X) measures the information discrepancy between the structure-and attribute-based representation distribution in a RKHS H induced by a non-linear mapping function ϕ : R D → H . Here we apply the Maximum Mean Discrepancy (MMD) [4] to compare data distribution with the following empirical estimate on finite data samples.
where ||x || H = ⟨x, x⟩ H for any x ∈ H . It aims to learn a RKHS such that the learned node representation from graph structure would share similar data distribution with individual node attributes.
The following lemma states that it is upper bounded by the pairwise discrepancy of data distribution in our case. 
Proof. It is based on triangle inequality property in RKHS. □
In order to encode the long-range spatial dependencies between nodes across the network, we adopted the following graph Laplacian regularization:
The following theorem states that when ϕ(x) = x, our algorithm would intuitively learn the node representation by recursively aggregating and compressing the features from nodes within the entire connected component of the network. 
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where α = |V | 2 |V | 2 +λ and I |V |× |V | is the |V | × |V | identity matrix. Furthermore, it has an equivalent iterative solution:
Proof. ∂L s (Û)/∂Û = 0 implies the closed solutionÛ * , andÛ(k) converges toÛ * when k goes to infinity. □ It is observed from this theorem that node representation u i is recursively updated based on its 1-hop neighborhood and itself. After k iterations, node representation captures the structural information within the node's k-hop neighborhood as well as individual node attributes. When k increases, it allows the node representation to capture the long-range spatial dependencies between nodes.
For a non-linear mapping function ϕ(x) in RKHS, we can use a Multi-layer Perceptron (MLP) to closely approximate ϕ(x) due to the universal approximation theorem [7] . 
Proof. The key idea is that there exist the multi-layer percep-
Based on Lemma 3.2 and Lemma 3.4, we provide the manifoldregularized network embedding algorithm (MARINE) by minimizing the following objective function:
where f (x) is a multi-layer perceptron and R(f ) is the parameter regularization term. λ and η are the hyper-parameters. Please notice that the Equation (9) will learn a d-dimensional (d < D) representation in new embedding space, whereas the representation U in Equation (1) shares the same feature space as node attributes. That is because the MLPs allow the structure-based representation u i to be reconstructed in arbitrary dimensional embedding space. Therefore, we use the MLPs to approximate the node attribute x i directly from the low-dimensional embedding space. In addition, we have the following observations from different perspectives.
• It can be fitted into the encoder-decoder architecture [6] where the encoder maps each node v i to a low-dimensional vector u i and the decoder reconstructs the graph structure information (i.e., L r eд (A, U)) and node attributes (i.e., || f (u i ) − x i || 2 2 ) from the learned node representation. • It can be considered as a special matrix factorization approach [3] , in which node attribute x i is represented by the learned representation u i and the parameter matrix in f (x), associated with the manifold regularized loss that captures the graph structure information. • The learned representation preserves the node proximity on the graph from the perspective of manifold learning [1] . 
Scalability
We apply the stochastic gradient descent to optimize our MARINE algorithm in Equation (9 where |E| is the number of edges in G, D is the node attribute dimensionality and Ω is the maximum number of neurons of a layer in f (·).
In practice Ω 2 ≪ |E| for large-scale real-world networks because Ω is usually in the hundreds. Therefore, it scales linearly with respect to the number of edges within the network, which is also validated in our experiments (see Section 4.3 for details). Moreover, it costs the O(|V | + |E|) space to store the sparse input networks.
EXPERIMENTS
In this section, we will focus on answering the following questions: Q1: How does MARINE perform compared to the state-of-the-art unsupervised network embedding algorithms? Q2: How efficient is the proposed MARINE algorithm? Q3: What are the impacts of hyper-parameters for MARINE?
Experimental Settings
Data sets: We conduct the experiments on four citation networks (Cora, Citeseer Pubmed 1 and Wiki [12] ) where nodes represent the documents and edges indicate the citation relationship between documents. Each node is associated with a feature vector indicating its text information. Data statistics are summarized in Table 1 .
Baselines: The baselines used in our experiments include three plain network embedding algorithms: LE [1] , DeepWalk [9] , GraRep [3] , and three attributed network embedding algorithms: TADW [12] , AANE [8] and Graph2Gauss [2] . We choose λ = 1, η = 0.001 for Cora, Citeseer and Wiki, and λ = 0.01, η = 0.0001 for Pubmed (discussed in Section 4.4) . We set f (x) = ReLU(W x + b) parameterized by W and b, and Ω(f ) = ||W || 2 2 + ||b|| 2 2 . The source code will be available at https://github. com/jwu4sml/MARINE.
Effectiveness Analysis (Answering Q1)
We evaluate the proposed embedding algorithm on three downstream tasks: node classification, node clustering and link prediction. Table 2 shows the comparison results on node classification across a diverse set of networks with 70% nodes for training and the rest for testing. We apply the Linear Support Vector Machine to train a classifier for node classification. The classification accuracy on the test set is reported. Table 3 provides the comparison results on node clustering using K-means method and three popular measures are employed to evaluate the clustering performance including Normalized Mutual Information (NMI), clustering Accuracy (AC) and Adjusted Rand Index (ARI). Table 4 lists the Area Under the ROC [1] 0.816 0.566 0.794 0.679 DeepWalk [9] 0.799 0.573 0.795 0.658 GraRep [3] 0.787 0.572 0.802 0.659 TADW [12] 0.777 0.717 0.859 0.795 AANE [8] 0 [1] 0.168 0.323 0.042 0.208 0.509 0.087 DeepWalk [9] 0.180 0.408 0.131 0.293 0.656 0.284 GraRep [3] 0.076 0.292 0.040 0.090 0.477 0.069 TADW [12] 0.402 0.662 0.402 0.243 0.623 0.219 AANE [8] 0 For all the metrics used in our experiments, the higher value represents the better performance of the learned node representation. The best results are indicated in bold. It can be observed that our proposed MARINE algorithm significantly outperforms the stateof-the-art network embedding methods on all these graph mining tasks. One explanation might be that the MARINE algorithm allows the learned node representation to capture long-range spatial dependencies between nodes due to the manifold-diffusion feature aggregation scheme within the entire network.
Efficiency Analysis (Answering Q2)
We use a synthetic network with an average degree of 10 to analyze the scalability of MARINE algorithm. Figure 1 shows the running time (measured in seconds wall-clock time) per epoch with increasing sizes from 10K to 100K edges. It is empirically observed that MARINE scales linearly with respect to the number of edges in the network, which is consistent with our analysis in Section 3.3.
Parameter Sensitivity (Answering Q3)
The MARINE algorithm involves two hyper-parameters: λ and η. We investigate how they affect the MARINE on Cora, Citeseer, Pubmed and Wiki data sets and report the node classification accuracy in Figure 2 . It can be observed that the model performance on node classification is relatively sensitive to those hyper-parameters. In our experiments, we choose λ = 1, η = 0.001 for Cora, Citeseer and Wiki data sets, and λ = 0.01, η = 0.0001 for Pubmed data set.
CONCLUSION
In this paper, we proposed a novel network embedding called MA-RINE method for learning the node representation from attributed networks, inspired by minimizing the information discrepancy in a Reproducing Kernel Hilbert Space. Extensive experiments on real networks demonstrate the effectiveness and efficiency of our proposed MARINE algorithm. 
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