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INTRODUÇÃO 
Apresenta-se, neste trabalho, um estudo sobre os probl~ 
mas de fluxo de custo mínimo numa rede quando os custos sobre os 
arcos da rede são côncavos. 
Este tipo de problema é de difícil solução para proble-
mas de médio e grande porte, devido a existência de muitos ótimos 
locais. 
~ feito um levantamento dos principais algoritmos que 
resolvem tais problemas, procurando relacioná-los com os algorit-
mos específicos para resolver os problemas de transporte com custo 
fixo ( "fixed-charge••) e os problemas de localização. 
Desenvolve-se também um algoritmo do tipo separaçao e 
avaliação ("BRANCH AND BOUND") que é usado para resolver um probl~ 
ma real de escoamento de safra de milho da região centro-brasilei-
ra, considerando a armazenagem do produto. 
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CAPÍTULO I 
PROBLEMAS DE FLUXO DE CUSTO MINIMO COM FUNÇÃO CUSTO CONCAVA' 
MODELOS E T~CNICAS 
1o1) INTRODUÇÃO' 
O objetivo deste capítulo é fornecer uma visão dos probl~ 
mas de fluxo de custo mÍnimo, onde as funções custo são concavas. 
O interesse em se estudar tais problemas deriva do fato 
de que as suposições de funções custo lineares ou convexas, nem 
sempre estão próximas da realidade para alguns problemas práticos, 
como por exemplo, os problemas onde se distingue um custo fixo e 
um variável em suas estruturas de custo, ou aqueles onde se obser-
vam fenômenos de economias de escala, ou seja os custos unitários 
diminuem à medida em que se aumenta o nível de atividade. 
As seguintes funções côncavas refletem esta situação: 
a) Função linear com custo fixo - "fixed-charge" 
f (X) 
( 
c.x + k X > o 
f(x) = 
lo k X = o 
X 
b) Função estritamente -concava: 
b ol) com custo fixo 
f (x) 
[:(x) + k X > o f(x) 
k X = o 
X 
' 
-----=---
b.2) sem custo fixo 
f (x} 
c) Função linear por partes 
c.l) com custo fixo 
f (x} 
X 
---+------------------------------~" 
c.2) sem custo fixo 
f (x} 
--t'-- --- --·-----· -·--------';>- X 
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Esta troca de funções custo convexas para côncavas afeta 
as características da solução de um problema de fluxo bem como os 
procedimentos para se obter a solução Ótima. 
Para se ter uma idéia das dificuldades introduzidas por 
estas funções, basta dizer que os algoritmos existentes para a re-
• o 9 • 
solução de problemas com funções convexas podem obter a solução 
ótima para redes com milhares de arcos em pouco tempo de execução, 
enquanto que a presença de pouco mais que 100 arcos com custo côn-
cavo pode resultar em custos proibitivos de computação devidos ao 
tempo dispendido nesta execução. 
Esta dificuldade de resolução decorre do fato dos probl~ 
mas em questão serem não-convexos (minimi~ar uma função côncava s~ 
bre um conjunto convexo) admitindo portanto muitos mínimos locais. 
Um procedimento Ótimo de resolução deverá de algum modo 
localizar o minimo global sobre todos os mínimos locais existentes. 
As técnicas propostas são geralmente de natureza combina-
tória, e se fundamentam na estrutura especial de cada problema an~ 
lisado. As experiências computacionais revelam que estas técnicas 
sao aplicáveis somente a problemas de pequeno porte. 
Alguns modelos e técnicas de resolução serão apresentados 
com o intuito de se mostrar um panorama geral da área de problemas 
de fluxo de custo mlnimo com custo côncavo. 
Esta área esteve, inicialmente, limitada à análise de pr2 
blernas de localização e problemas de transporte com custo fixo,que 
sao problemas particulares de fluxo com custo côncavo. 
Dado o interesse despertado por estes problemas, houve um 
grande desenvolvimento na área especifica de localização que pode 
ser aproveitada para o estudo de problemas mais gerais com custos 
côncavos. 
Atualmente, é vasta a literatura em programação côncava, 
sendo que alguns algoritmos propostos para problemas gerais são fa 
cilmente adaptados aos problemas de fluxo. 
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1.2) PROBLEMAS DE LOCALIZAÇÃO E TRANSPORTE: 
o estudo deste tipo especial de problema se justifica da 
do que a sua metodologia de solução é aplicável a problemas mais 
gerais de f luxo de custo mínimo com custo cone avo·. 
O problema de localização consiste em determinar: 
a) Um subconjunto de locais, entre todos locais possiveis,onde de-
verao ser instaladas determinadas facilidades {fábricas ou arma 
zéns) • 
b) Quais as quantidades que deverão ser transportadas destas faci 
!idades aos centros consumidores de forma a atender as demandas 
nestes centros a um custo mínimo. 
O que coloca estes problemas na classe dos problemas de 
fluxo de custo mínimo côncavo é a forma especial da função objeti-
vo. 
Esta função envolve os custos de transporte e os custos 
sobre as facilidades. Em geral, os primeiros são lineares, já as 
funções custo sobre as facilidades refletem economias de escala , 
sendo que o fator variável destas funções engloba os custos de 
produção ou armazenagem, custos de operação e manutenção das faci-
lidades consideradas, etc., e o custo fixo para se construir a fa 
cilidade. 
Na formulação do problema, poderão haver ou nao restri-
çoes de capacidade sobre as facilidades, o que separa os problemas 
de localização em duas categorias, uma para os problemas capacita-
dos e a outra para os não capacitados. 
Os algoritmos utilizados para a resolução de tais probl~ 
• 
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mas são de vários tipos: heurísticos, de separaçao e avaliação, de 
programação mista e os de decomposição. 
Inicialmente serão colocados alguns trabalhos onde técni 
cas heurísticas foram utilizadas. 
1.2.1) ALGORÍTMOS HEURÍSTICOS: 
Os algoritmos heurísticos contentam-se em obter boas solu 
çoes para os problemas em que são aplicados, dado que para estes 
casos, fatores como a capacidade de memÓria do computador e o tem 
po de execução estão sendo priorizados. 
As vantagens do emprego destas técnicas sao as seguintes, 
como colocam Kuhen e Hamburger [18] • 
1) Simplicidade computacional que resulta numa redução substancial 
no tempo de execução permitindo o tratamento de problemas de 
grande porte. 
2) Flexibilidade com relação às funções custo, eliminando a neces 
sidade de suposições restritivas. 
Nos primeiros trabalhos publicados sobre problemas de lo-
calização estas técnicas foram amplamente empregadas; atualmente, 
dada a existência de eficientes algoritmos exatos.. justifica-se o 
emprego destas técnicas somente a problemas em que a obtenção da 
solução Ótima seja impraticável. 
O trabalho sobre problemas de localização de -armazens 
apresentado por Baumol e Wolfe [ 5] em 1957, parc:ce ser o pionei-
ro desta categoria. 
No problema por eles proposto, alguns annazens deverão 
.12 . 
ser alugados entre os vários armazéns pÚblicos disponiveis, de fo~ 
ma que estes sejam centros intermediários entre as fábricas e os 
centros consumidores, como mostra o esquema abaixo: 
FABRICAS ARMAZJlNS 
CENTROS 
CONSUMIDORES 
Baumol e Wolfe nao consideram relevantes as limitações de 
capacidade dos armazéns, dado que o espaço requerido por uma fábri 
ca consiste em uma pequena parcela desta capacidade. 
Propõem uma técnica heurlstica para obter um Ótimo local, 
que requer a resolução de um problema de transporte a cada itera -
çao. 
FORMULAÇÃO DO PROBLEMA: 
Min: 
s.a: 
z = t (c .. +d.k) 
ijk >J J 
E xijk = si jk 
E xijk = Dk ij 
xijk > o 
i = 
k = 
v i = 
j = 
k = 
j = 
tW.(tx1 .k)q+ j J ik J 
1 .•. m 
1 ... n 
1 ... m 
l .•• i 
1 ... n 
l. .. ' 
EF . • y. 
j J J 
o < q < 1 
l 
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onde: 
xijk: quantidade transportada da fábrica i, para o centro consumi 
-dor k, via armazem j. 
s 1 : quantidade disponível na fábrica i. 
Dk: quantidade requerida no centro consumidor k. 
custo de transporte, unitário, da fábrica i para o arma-
zém j. 
custo de transporte, unitário, do armazém j para o cen-
tro consumidor k. 
wj (,): função custo de armazenagem. 
yj = 1 se r xijk > o ik 
yj = o se r xijk = o ik 
Fj: custo fixo incorrido ao se alugar o armazém j. 
Portanto as funçÕes custo de transporte sao lineares e as 
funções custo de armazenagem são côncavas envolvendo ou não custos 
fixos. 
o algoritmo proposto é o seguinte: 
INICIALIZAÇÃO: 
Para toda fábrica i, i= 1, ••• ,m e centro de consumo k, 
k= 1, ..• ,n , determinar o menor custo de transporte: 
! i 
:i 
" 
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Com estes custos, resolver um problema de transporte das 
fábricas para os centros de consumo. 
ITERAÇÃO r: 
r-1 
Seja {xik } a solução obtida na iteração r -1. 
Seja 
r-1. 
r-1 
r xi "k i,k J 
o fluxo total no armazém j 
a) Calcular os custos marginais de armazenagem: 
na 
Custo total de armazenagem no armazém j, é dado por: 
O custo marginal 
d w. 
J 
d 
( r 
i,k 
• ser a: 
com o< q < 1 
= 
b) Obter os novos custos para o problema de transporte: 
iteração 
Para cada fábrica i, i= l, ••. ,n, e cada centro de consumo k, 
k= 1, •.• ,n , este custo é dado por: 
= min 
j 
c) Resolver o novo problema de transporte. 
( r 
i,k 
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TESTE DE OTIMALIDADE: 
se E 
i ,k 
E 
i,k 
a solução da iteração r e óti 
ma. 
Caso contrário, executar a próxima iteração. 
Um problema exemplo envolvendo duas fábricas, cinco arma-
zéns e oi to centros consumidores, foi resolvido à mão. Os custos 
de armazenagem são dados pela raiz quadrada do volume armazenado e 
nct.o envolvem eu~'Lo~ t 1xo:::;. 
A solução obtida não é satisfatória, pois soluções melho 
res foram obtidas, posteriormente, por outras técnicas heuristicas. 
Uma Última observação a ser feita é com relação aos cus-
tos fixos, que parecem ser esquecidos pelo algoritmo, dado que em 
nenhum passo eles são considerados, e que o cálculo das derivadas 
e o algoritmo de transporte não são bem designados para trabalhar 
com funções envolvendo elementos fixos. 
O problema proposto por Manne [20] , consiste em instalar 
origens de suprimento (tais como fábricas, armazéns) que deverão 
atender certos centros consumidores. Manne não considera centros 
intermediários e o problema pode ser assim esquematizado: 
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A formulação do problema é a seguinte: 
Min: z = r bij • x 1 j + r F 1 • y 1 ij i 
s.a: r xij = o. i J 
j = l, ... ,n 
{yi 
= o 
Se 
yi = l 
rij 
= o 
então i= 1 ... m 
xij > o -
xij > o yi = o ou l 
sendo: 
x 1 j: quantidade transportada da origem i ao centro consumidor j. 
y1 ~ l se uma fábrica (ou armazém) for instalada no local i. 
O caso contrário. 
onde: 
c · custo unitário de transporte da fábrica i para o centro ij. 
consumidor j . 
t 1 : custo unitário de produção na fábrica i. 
F1 : custo fixo que incorre ao se instalar uma fábrica no local i. 
Dj: demanda a ser suprida no centro j. 
m: número de locais possiveis para a instalação das fábricas. 
n: número de centros consumidores. 
Dada a simplicidade da formulação (problema é não capac! 
.l 7 . 
tado e nao existem centros intermediários) , observa-se que o pro-
blema resultante da fixação de um vetor de localização 
Y = (y1 ••• yn), pode ser resolvido por inspeção. 
O algoritmo consta dos seguintes passos: 
l) INICIALIZAÇÃO: 
Determinar um vetor de localização centratl Y0 , arbitrando 
os valores das variáveis y .• 
" 
2) ITERAÇÃO k: 
Seja Yk o vetor localização central nesta iteração. De 
terminar os vetores kl kn y , ••• , y sendo que 
\} j ;' i i= l .... n 
Para cada vetor yki detenninar os valores 
= min { b. . I Y, = l) i lJ .... 
i; 
:! 
para j = 1 ... n , de forma que o vetor solução X ;; obtido, fazendo ! ! 
{ooj para i = i* 
xij = 
caso contrário. 
Seja Z(Yki) o valor da função objetivo quando o vetor 
Yki é fixado. 
3) TESTE DE OTIMALIDADE: 
Se Z (Yki) < Z{Yk) para algum i, faça yk+l = Yki e 
retornar ao passo 2; caso contrário, a solução obtida ao se fixar 
Yk será considerada a solução para o problema. 
~ interessante aplicar este algoritmo a problemas com mui 
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tos locais posslveis, de forma que o número total de vetores loca-
lização Y gerados pelo algoritmo será pequeno em relação ao número 
total, 2m, de vetores de localização possíveis. 
O algoritmo foi testado, computacionalmente, na resolução 
de problemas envolvendo 6, 8 ou 10 locais em potencial para a ins 
talação das fábricas, de modo que uma solução exata poderia ser ob 
tida pela enumeração dos vetores Y. 
Dada a possibilidade de obter esta solução exata, os valo 
res z0T e ZA puderam ser comparados, onde, z0 T é o valor da 
função objetivo na solução Ótima exata e ZA, o valor desta fun 
çao na solução obtida pelo algoritmo. 
-Para cada problema, a porcentagem X = foi calcu 
lada. 
Para se determinar o vetor Y0 inicial, três estratégias 
foram comparadas: 
A: a melhor localização possível para a instalação de urna única 
fábrica. 
B: localiza as fábricas em todos os locais possíveis. 
C: escolhe a solução de menor custo, entre as soluções obtidas 
por A e B. 
De acordo carn os testes realizados com problemas com 8 1~ 
cais possíveis, conclui-se que o algoritmo produz soluções satisfa 
tórias, sendo que a maior porcentagem de erro foi de 13%, obtida 
carn a estratégia B. A estratégia C revelou-se como a mais eficien-
te no tocante à proximidade da solução obtida com a solução ótima, 
sendo que o custo extra de computação incorrido ao se determinar o 
------
----------
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vetor Y0 inicial através desta estratégia, é compensado pela pequ~ 
na margem de erro obtida. 
E, concluiu-se ainda, (o que já era esper<:tdo), que a po!. 
centagem de erro X, aumenta significativamente com o aumento dos 
custos fixos. {Nos testes realizados, os custos fi:Kos eram iguais 
em todos os locais possíveis.) 
Dentre os algoritmos heurísticos destaca-se 
por Kuhen e Hamburger [18], em 196 3. 
o proposto 
Na formulação do problema são considerado::; vários produ-
tos. Os armazéns a serem implantados são capacitados e constituem 
centros intermediários entre as origens dos produb:>s e os centros 
de consumo. As funções custo de transporte são lineares e as fun-
ções custo de armazenagem sao do tipo linear com custo fixo, ou es 
tritamente concava com ou sem custo fixo. 
O programa heurístico proposto consta de duas partes: 
a) Programa principal, que inicia com apenas um armazém e prosse-
gue adicionando novos armazéns, um a um, até que a adição de qual 
quer outro armazém prejudique o custo total do sistema. 
b) Subrotina que é executada com o objetivo de melhorar a solução 
obtida no programa principal. 
A experiência computacional do algoritmo foi realizada 
com 12 problemas sendo cada um constituído por uma fábrica, 50 cen 
tros de consumo e dentre estes, 24 locais em potencial foram consi 
derados para a instalação dos armazéns. 
Cada problema considera somente um produto e o mesmo cus-
to fixo para qualquer local em potencial. 
. 20. 
O tempo de execuçao dispendido para obter uma solução pa-
ra os 12 problemas, no programa principal, totalizou 72 minutos 
num IBM650 (em média 6 minutos por problema). 
Testes posteriormente realizados com algoritmos exatos, 
revelam a eficiência da técnica proposta por Kuhen e Hamburger da 
da a proximidade da solução obtida por esta técnica com a solução 
Ótima obtida por aqueles algoritmos. 
Em alguns casos a solução Ótima foi atingida, porém o al 
gorltmo nao está estruturado para reconhecer a solução Ótima qua~ 
do esta é obtida. 
No problema formulado por Feldman et al. ~o] a função cus 
to de implantação de uma facilidade tem a forma de uma função es-
tritamente côncava, continua. 
A técnica heurlstica proposta, ao contrário à de Kuhen e 
Hamburger, instala os armazens em todos os locais possiveis e eli 
mina os armazéns um a um, até que a eliminação de qualquer armazém 
ativo torne a solução infactivel ou não produza uma redução no cus 
to total do sistema. 
1.2.2) ALGORfTMOS DE SEPARAÇÃO E AVALIAÇÃO: 
O algoritmo de separação e avaliação proposto em 1965 por 
Efroymson e Ray [7] foi o primeiro algoritmo exato colocado para 
a resolução de um problema de localização. 
A formulação do problema é a seguinte: 
-c=====c ··-------- -- - ··c;;;;=c: ·-cc.__ 
- . -- ---------- --- -- --- -
Min: z = ' 
ij 
j = l,, ••• ,n s.a: 
' 
X. • = l 
i EN. l] 
J 
' 
xij < ni • yi j EPi 
i = 1, ... ,m 
i = 1 , ... ,m 
sendo: 
x .. : fração da demanda do centro j suprida pela fábrica i. 
l] 
y. = 1 se a fábrica i for instalada. 
l 
O caso contrário. 
onde: 
custo unitário de transporte da fábrica i para o 
consumidor j . 
Dj: demanda total no centro consumidor j. 
.21. 
centro 
F 1 : custo fixo que incorre ao se intalar uma fábrica no local i. 
P1 = conjunto dos lndices do centro de consumo atendidos pela fá-
brica i. 
-n 1 = numero de centros de consumo em P1 
Nj = conjunto dos lndices das fábricas que podem suprir o centro -
de conswno j. 
• 22. 
m = número de locais possiveis para as fábricas. 
n = número de centros de consumo. 
A idéia básica do algoritmo é resolver uma sequência de 
problemas lineares que são obtidos através da fixação das variá-
veis y1 • 
Inicialmente, resolve-se um problema linear, obtido ao se 
relaxar as restrições de integralidade, impondo somente que 0~1~1 
para i=l, ... ,m. 
Iteração r: seja zk o valor da função objetivo obtido 
no nó k da árvore gerada pelo algoritmo. 
Escolher 
-Z = min {Zk I k = l, ..• ,r-1} 
k 
ou seja, Z é o menor valor obtido para a função objetivo até a ite 
raçao r-1. 
Seja i o nÓ da árvore tal que Z1 = Z . 
Se todas as variáveis yi forem inteiras no nó !, a solu 
çao deste nó será a solução Ótima do problema. Caso contrário, e~ 
colher y
5 , 
tal que o < y < 1, 
s 
sendo que ao conjunto P 5 pertença 
o centro consumidor de maior demanda. 
Ramificar o nó ! em dois nós, sendo que em um deles fixa 
-se y em zero e no outro, em um. 
s 
Resolver os dois problemas de transporte resultantes des 
ta ramificação. 
Efetuar iteração r+l . 
Os problemas de transporte gerados pelo algoritmo sao de 
------,-, 
--···· ··------ ~--
- -·--··' ---~·· 
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resolução quase que imediata, dado que o problema, inicialmente 
- -proposto, e nao capacitado. 
Efroymson e Ray, provam em seu artigo que a solução ótima 
para tais problemas será: 
1 
gi 
min [ckj + gk] se c .. +- = 1) n. k E K1 U K2 nk xij = 1 
o caso contrário 
1 L yi = X .. 
ni j E p i 1) i E K2 
sendo: 
Ko = conjunto dos Índices onde yi = o 
K1 = conjunto dos indices ondê yi = 1 
K2 = conjunto dos lndices onde yi na o 
está especificado e 
[:k 
k E K2 
gk = 
k E K1 
O algoritmo permite também o tratamento de problemas com 
as seguintes funções custo de instalação das fábricas: linear com 
custo fixo e linear por partes (com dois segmentos lineares) com 
ou sem custo fixo. 
Dado que a principal dificuldade com o algoritmo ê a cap~ 
cidade de memória do computador necessária para armazenar as infor 
maçoes de cada nó da árvore gerada pelo algoritmo,. Efroymson e Ray 
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incorporam ao algoritmo: algumas simplificações, efetuadas em cada 
nó gerado, para diminuir o número de ramificaçÕes procedentes des-
te no; eliminam de futuras considerações aqueles nós, cujas solu-
ções forneçam à função objetivo um valor superior àquele obtido em 
alguma soluçãO factível de algum nó; se um nó k é obtido, tal que 
sua solução seja factivel e Zk- Z < E , então, esta solução será 
aceita como solução ótima, onde Z é o menor valor obtido para a 
função objetivo até esta iteração e E é um valor pré-estabelecido. 
Um teste computacional deste algoritmo na resoluçaõ de um 
problema com m=SO e n=200, consumiu, aproximadamente, 10 minu-
tos de CPU num IBM 7094. 
Khurnawala [17], em 1972, aperfeiçoa este algoritmo. 
Adiciona regras para ramificação de um determinado nó da 
árvore, ou seja, estabelece regras formais para a escolha da fâbri 
ca livre que deverá ser fixada como aberta ou fechada. 
Propõe também algumas melhorias ao programa computacional 
do algoritmo, tais como, eliminação de nós com soluções infactí-
veis, ou de nós já ramificados, com o objetivo de diminuir a capa 
cidade de memória necessária para a execução deste algorítmo. 
O algorítmo aperfeiçoado encontrou soluções Ótimas para pro 
blemas com m=25 e n=SO, num tempo menor que 17 segundos (CDC 6500). 
Kaufman, et al. [16], adotam uma formulação semelhante a 
do problema de Efroymson e Ray, porém, consideram armazéns corno 
centros intermediários entre as fábricas e os centros consumidores. 
o problema consiste em localizar simultaneamente fábricas 
e armazéns. 
O algorí tmo proposto e do tipo separaçao e avaliação e e 
·--~--
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uma extensão daquele proposto por Efroymson e Ray. 
A experiência computacional na resolução de problemas com 
10 locais posslveis para as fábricas, de 15 a 40 locais possiveis 
para os armazéns e 50 areas de demanda, revelou qu(~ o tempo máximo 
de execução requerido foi de 382 segundos de CPU (6 minutos e 37 
segundos) num CDC 6500. 
Dentro da categoria dos problemas de localização cap~ 
citados, temos o proposto por Marks [22]. 
Em seu modelo os armazéns a serem instalados constituem 
pontos intermediários entre as fábricas e os centros de consumo, e 
possuem capacidade limitada. 
A formulação do problema e a seguinte: 
Min: 
m 
= s.a: E xki < 
i=l 
n 
E xij = j=l 
p 
= E xki < k=l 
D~ m < E 
J i=l 
xij, 
yi = 
onde: 
sk 
p 
= E xki 
k=l 
Qi . yi 
xij < o': J 
= 
xki > o 
o, 1 
e 
k 
i 
i 
j 
E E 
i k 
= 1,2, .... ,p 
= 1,2, .... ,m 
= 1,2, .... ,m 
= 1,2, .... ,n 
inteiros 
I; 
-- -----·---~=---..;._-"'t 
! 
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yi = 1, se um armazém for instalado no local i. 
O, caso contrário. 
= fluxo do armazém i para o centro consumidor j. 
= fluxo da fábrica k para o armazém i. 
cij = cij+Rj' custo unitário associado à transferência do produto 
do . i armazem para o centro consumidor j onde: 
cij: custo unitário de transporte. 
Rj: custo unitário associado ao uso do centro consumidor j • 
= 
cki = ' cki + Tk + v i' custo unitário associado a transferência de 
produto da fábrica k ao . i, sendo: armazern 
' 0 ki = custo unitário de transporte. 
Tk ; custo unitário associado ao uso da fábrica k. 
vi = custo unitário associado ao do 
. i. uso armazem 
Fi = custo fixo que incorre ao se estabelecer o armazém i. 
sk = suprimento total na fábrica k. 
D~ =limite inferior sobre a demanda no centro consumidor j. 
J 
D~ = limite superior sobre a demanda no centro consumidor j. 
J 
Qi = capacidade do 
. i. armazem 
. de locais instalação dos m = numero para armazens. 
. 
n = numero de centros consumidores. 
. de fábricas • p = numero 
... - -----
. 27. 
Nota-se, pela formulação, que a função custo de instala-
- -çao e linear com custo fixo. 
o algoritmo proposto é do tipo separaçao e avaliação e r~ 
solve uma sequência finita de problemas de fluxo de custo mÍnimo 
usando um algoritmo "out of Kilter". 
Inicialmente, supÕe que todos os armazéns sao instalados 
e determina uma função linear aproximada para cada função custo de 
instalação do armazém i. 
onde 
Esta função, na formulação do problem~ sera: 
p 
" k=l 
Sua função linear aproximada será: 
Graficamente, tem-se 
/ 
i 
A função linear aproximada é uma subestimação da função 
custo original de instalação do armazém i. 
Calculados estes custos, resolve-se um problema de fluxo 
i 
I 
~--~--
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de custo mÍnimo usando o algoritmo "out of Kilter 11 • 
Se a solução deste problema for tal que o fluxo através 
de cada armazém for zero ou Q1 , a solução Ótima foi obtida. 
Caso contrário, o processo de ramificação deverá ser efe 
tuado. Escolhe-se um armazém cujo fluxo não seja um dos limitantes, 
em um novo nó este armazém será excluido do conjunto solução, ze-
rando-se sua capacidade, e no outro, este armazém será fixado como 
aberto e sua função custo original será considerada. 
A experiência computacional com o algoritmo revelou-se 
eficiente, e, muitos problemas relativamente grandes foram resolvi 
dos em tempos razoáveis de execução. 
~ interessante observar que as restrições de capacidade, 
nao considerada por outros autores servem de guia neste processo 
de resolução. 
Graciano sã [23], também propoe um algorltrno do tipo sep~ 
raçao e avaliação para a resolução de um problema de 
capacitado. 
-O problema por ele proposto e o seguinte: 
Min: 
s.a: 
W(X,Y) = E E c X + ij . ij 
i j 
E xij ' k. . yi j l 
E X •• = D. 
i lJ J 
xij > o 
yi = 0,1 
yi = 1 
i E I 
j E J 
v i, j 
i E p 
i E I-P 
localização 
~-- ~- ~---.=-~·- - ~~ 
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onde: 
xij: quantidade transportada da fábrica i para o centro consumi-
dor j. 
y1 : i E P = 1 se uma fábrica for instalada no local i. 
O caso contrário~ 
c 1 j: custo de transporte da fábrica i para o centro j. 
F i: custo fixo incorrido ao se instalar uma fábrica no local i. 
k1 : capacidade de produção da fábrica i. 
Dj: demanda no centro j. 
I: conjunto dos locais onde as fábricas já estão, ou deverão 
P: 
ser instaladas. 
subconjunto de I; constituído dos locais possiveis para 
instalação das fábricas. 
a 
sã propoe um algoritmo do tipo separaçao e avaliação, que 
inicialmente considera todas as fábricas instaladas. Os problemas 
resultantes de uma certa localização são resolvidol5 pelo algoritmo 
"out of Kilter 11 • 
Da experiência computacional conclui-se que o algoritmo 
deve ser aplicado a problemas onde o número de variáveis inteiras 
esteja em torno de 25. 
Para a resolução de problemas em que este número é excedi 
do, Sá propõe um algoritmo aproximado para obter boas soluções. 
Nos testes realizados com os dois algorlbnos para a reso 
I 
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lução dos mesmos problemas, verificou-se que as soluções obtidas 
pelo algoritmo aproximado foram frequentemente Ótimas ou bem próx~ 
mas da solução Ótima, num tempo de execução bem menor que o requ~ 
rido pelo algoritmo exato. 
Para citar um exemplo, para um problema com 24 variáveis 
inteiras, o algoritmo aproximado obteve a solução Ótima em 5 minu-
tos e 38 segundos, enquanto que o algoritmo exato usou 15 minutos 
(IBM 360/65). 
Um eficiente algoritmo do tipo separação e avaliação para 
a resolução de um problema de localização capacitado, foi proposto 
por Akinc e Khumawala [ 2 J . 
Este algoritmo é uma extensão, para o problema capacita-
do, do algoritmo proposto por Efroymson e Ray, no que se refere 
fixação de alguns armazéns permanecendo os outros livres, e a 
tensão desta solução para se obter soluções factíveis melhores 
ra o problema. 
• a 
ex-
Os problemas propostos por Kuhen e Hamburger [18], foram 
usados para testes computacionais com o algoritmo, e, dado que es-
tes mesmos problemas foram testados por sã e Elwein, os tempos de 
execução foram comparados, revelando-se o algoritmo de Akinc e Khu 
mawala bem mais eficiente; sendo que obteve soluções Ótimas para 
problemas que os algoritmos exatos de sá e de Elwein nao o canse 
guiram, por excesso da capacidade de memória requerida ou de tempo 
de execuçao. 
o problema de localização proposto por Soland ~4] é mais 
geral, no sentido de que tanto as funções custo de instalação das 
, 
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fábricas quanto as funções custo de transporte envolvem economias 
de escala. 
A formulação é a seguinte: 
Min: 
s.a: L X. • ~ rj 
i >] 
j = l, ••• ,n 
L xij ~ yi < a. j , 
i=l, ••• ,m 
xij > o 
yi > o 
onde 
X. •: 
>J 
quantidade anual transportada da fábrica i para a cida 
de j. 
y 1 =~x1 j: produção anual na fábrica i. 
J 
f 1 (y1 ): custo de construção e produção na fábrica i. 
a1 : capacidade de produção na fábrica i. 
t 1 j(x1 j}: custo de transporte da fábrica i para a cidade j. 
O algoritmo proposto é do tipo separaçao e avaliação e 
consiste na resolução de uma sequência de problemas lineares de 
transporte resultantes das subestimações lineares efetuadas sobre 
as funções custo. 
Este algoritmo é urna versao simplificada do algoritmo pr~ 
----"- """"~-
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posto por Falk e Soland [ 8 J, para problemas de programaçao nao 
-convexa, e estes dois trabalhos serao descritos com mais detalhes 
no segundo capítulo dado que constituem a base para o desenvolvi-
mente computacional desta pesquisa. 
1. 2. 3) ALGORÍTMOS DE DECmlPOS IÇÃO: 
Entre os algoritmos que fazem uso de técnicas de decomp~ 
sição, podemos citar o de Balinski [4 ], como o pioneiro destaca-
tegoria de algoritmos para a resolução de um problema capacitado. 
A formulação do seu problema é a seguinte: 
Min; 
s.a: 
' 
xij ~ 1 i 
j ~ 1, •.. ,n 
X,, 
>J 
< yi v i,j 
X., > o >) v i,j 
yi ~ 0,1 i=l, ... ,m 
Esta formulação serviu de base para a formulação do pro-
blema proposto por Efroymson e Ray, sendo que o significado das va 
riâveis e constantes é o mesmo. 
o algoritmo proposto utiliza a decomposição de Benders 
que consiste em separar a parte inteira da parte real do problema 
e resolver os problemas resultantes separadamente, mas dirigidos 
por um esquema coordenador. 
Geoffrion e Graves [13] relatam uma bem sucedida aplica-
" 
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çao da decomposição de Benders para resolver probh.m\as de localiz~ 
ção de armazéns considerando multiprodutos, onde o esquema de de-
composição separa a parte inteira da parte real e esta por sua vez 
é constituida de vários problemas de transporte independentes, um 
para cada produto considerado. 
Experiências computacionais envolvendo 14 fábricas, 17 
produtos diferentes, 45 locais possíveis de instalação e 121 cen-
tros consumidores foram realizados, sendo que o tempo de execução 
foi em média igual a 1 minuto num IBM 360/91. 
1.3) PROBLEMAS DE TRANSPORTE COM CUSTO FIXO 
Num modelo de transporte com custo fixo, as restrições 
sao semelhantes às de um problema de transporte, porém, os custos 
de transporte são lineares com custo fixo. 
onde: 
A formulação para tais problemas é a seguinte: 
Min: 
s.a: I xiJ. > Dj j = 1,2, ••• ,n 
i 
X •• > Ü 
l] 
yij = 0,1 
i 
v 
v 
v 
= 1,2, ..• ,m 
i, j 
i, j 
i, j 
! 
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x 1 j: quantidade transportada da fábrica i para o centro consumi-
dor j. 
y1 j: 1 se rota de i ~ j for aberta. 
O caso contrário. 
c 1 j: custo de transporte da fábrica i para o centro consumidor j. 
F1j: custo fixo ao se implantar uma rota de i+ j 
Dj: demanda no centro j. 
s1 : suprimento na fábrica i. 
Balinski, em 1961, propôs um algoritmo para obter solu-
çoes aproximadas para tais problemas. 
Um algoritmo exato foi proposto por Murty [21], em 1968. 
Seu procedimento se baseia no fato de que a solução Ótima 
ocorre num ponto extremo do conjunto solução. 
Murty supÕe que o valor do problema sem os custos fixos, 
-e finito. 
Neste caso, se torna possivel colocar os pontos extremos 
em ordem crescente do valor I ~ c1 J .• x 1 J .• i J 
Seja zk o custo variável do k-ésimo ponto extremo, onde: 
Seja Fk o custo fixo associado ao k-ésimo ponto extremo , 
e Fmin um limite inferior sobre o custo fixo total, então, Fk~Fmin 
Seja T = k min i<k 
a melhor solução obtida até a 
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iteração k. 
Murty mostra que uma condição suficiente para a otimalida 
-de e zr > T - F • r min 
O procedimento consiste em examinar pontos extremos em or 
dem crescente de Z até que o limite superior Z é excedido, on max 
de ~ T max = r F . mlD 
Em testes computacionais realizados verificou-se que o a~ 
goritmo é eficiente em problemas onde os custos fixos são pequenos 
quando comparados aos custos variáveis. 
Gray [14], em 1968, propoe um algoritmo, para obter a so 
lução exata do problema em questão, que consisb= na decomposição -
do problema num problema mestre inteiro e numa ::;érie de subprobl§._ 
mas de transporte. 
-Com o objetivo de diminuir o numero de subproblemas gera-
dos, limites superiores e inferiores sobre o cu:sto fixo total -sao 
estabelecidos, de forma a se eliminar de consideração as localiza-
çÕes que ultrapassem estes limites. Também ser.io eliminadas as lo 
calizações que não satisfaçam as condições de factibilidade. 
A experiência computacional revelou qu-e o algor 1 trno -e 
mais eficiente em problemas onde os custos fixos são grandes qua~ 
do comparados aos custos variáveis. 
Gray [14] , propõe um algorí tmo combinado, que inicia com 
uma solução factível e aplica o algoritmo de Murty, até exceder o 
tempo de execução estabelecido para esta fase, ou até obter um cer 
to número de pontos extremos. Neste ponto, o algor1trno de Murty 
garante que todos os pontos extremos com custo variável menores ou 
iguais a Zk, foram examinados {onde k é atual iteração), de forma 
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que um menor valor para o limite superior sobre o custo fixo to-
tal pode ser obtido, e portanto o nÚmero de subproblemas de trans 
porte gerados pelo algoritmo de Gray, será menor, diminuindo sensi 
velmente o tempo de execução necessário para se obter a solução 
Ótima. 
Em alguns problemas esta solução poderá ser atingida na 
primeira fase, durante a aplicação do algoritmo de Murty. 
1.4) PROBLEMAS GERAIS DE FLUXO DE CUSTO M!NIMO COM CUSTO CÔNCAVO: 
Dentro da área geral de problemas de fluxo de custo míni-
mo com custo côncavo, tem-se o trabalho de Zangwill ~8], como um 
dos pioneiros. 
Dado que a solução Ótima para estes problemas ocorre em 
pontos extremos do conjunto-solução, Zangwill desenvolve alguns 
teoremas para caracterizar tais pontos. 
Alguns algoritmos são então desenvolvidos para obter as 
soluções para determinados problemas especiais, como: redes com um 
Único nó origem e um nó destino, redes com um nó origem e vários 
nós destino e redes com vários nós origem e um nó destino. Em to 
dos os casos apenas um produto é considerado. 
Um teorema é ainda estabelecido de forma que redes com 
multiprodutos e com uma Única origem e um Único destino poderão 
ser reduzidos ao caso de um produto. 
Outro trabalho dentro desta area, é desenvolvido por Flo-
rian e Robillard [11].0 problema, por eles tratado envolve um Único 
produto, as restrições sao as de conservação de fluxo, este fluxo 
é limitado sobre cada arco, e a função objetivo tem a seguinte for 
, 
' 
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ma: 
r (i. j: E A fij (Xij) xij 
E [o, cij] 
F (x) = 
X .. = o 
'l 
onde: 
A: conjunto de arcos da rede. 
fluxo ao longo do arco (i,j). 
limite superior sobre o fluxo do arco (i,j). 
f ij (.) : função custo côncava sobre o arco (i, j) • 
Estabelecem inicialmente a equivalência entre um problema 
de fluxo numa rede geral e um problema de fluxo numa rede bipart~ 
da, não-capacitada, reduzindo desta forma o problffina inicialmente 
proposto a um de transporte com função custo côncava. 
A solução Ótima é obtida por enumeração impllcita do con-
junto de fluxos extremos. 
Propõem um procedimento de redução para a construção de 
fluxos extremos e limites superior e inferior são estabelecidos,no 
desenvolvimento do algoritmo, para evitar a enumeração de todos os 
fluxos extremos do conjunto-solução. 
Inicialmente, são obtidos custos lineares sobre cada arco 
através da subestimação linear das respectivas funções custo conca 
v as, sendo F (x) a função objetivo linear. 
Um problema de transporte é resolvido e seja x* a sua so-
lução. 
Seja F(x*) o valor da função objetivo original nesta so 
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lução, tem-se então que: 
F (x*) < F* < F (x*) 
onde F* é o valor Ótimo da função objetivo a ser atingido. 
O processo de redução tem início, e consiste na ramifica-
ção do nó analisado e na obtenção de um fluxo extremo parcial. o 
fluxo complementar a este é obtido, resolvendo-se um problema de 
transporte reduzido, com os custos lineares, de forma que novos li 
rnitantes poderão ser estabelecidos. 
Se em algum nó da árvore gerada por este procedimento, o 
limitante inferior obtido, for maior que o melhor valor para a fu~ 
ção objetivo conhecido, este nó será eliminado de considerações f~ 
turas, e, desta forma, reduz-se o número de ramificações necessá-
rias para se atingir a solução ótima. 
Testes computacionais nao foram realizados, e portanto na 
da se pode afirmar a respeito da eficiência deste algoritmo com re 
lação ao tempo de execução e à capacidade de memÓria requerida. 
Um único exemplo numérico foi resolvido à mao; a rede ori 
ginal consta de 4 nós e 5 arcos e as funções custo são do tipo li-
near com custo fixo. A solução Ótima é obtida no SQ nó analisado. 
l. 5) PROBLEMAS DE PROGRAMAÇÃO CCNCAVA: 
. O problema geral de programaçao concava, que consiste em 
obter o rn!nirno global de uma função côncava sobre um detenninado 
conjunto de soluções factíveis, foi inicialmente estudado por Tuy 
[2~, em 1964. Em sua formulação as restriçÕes são lineares. 
o interesse nesta área vem se desenvolvendo devido a uma 
série de razões, entre elas está o grande número de problemas prá-
o 39 o 
ticos que surgem na área de Pesquisa Operacional e Matemática Eco 
nômica que, como já foi visto, estão mais próximos do real, quando 
as funções custo envolvidas refletem economias de escala. Uma ou-
tra razão, é o fato de poder se reduzir problemas de programaçao 
inteira 0-1 - . a problemas de programaçao concava. 
Os primeiros métodos propostos para proble:mas em que o 
conjunto solução é um poliedro convexo, usam planos de corte e ou 
tros ainda combinam esta aproximação com subestimc:tções lineares 
das funções côncavas. Contudo, a convergência não foi bem estabe-
lecida para tais métodos. 
Um algoritmo eficiente do ponto de vista computacional e 
também com relação à convergência foi proposto por Falk e Hoffman 
[9],eml9760 
O problema tratado envolve somente restri~~Ões lineares, e 
o método proposto utiliza técnicas de relaxação do conjunto solu-
ção e de cálculo de envelopes convexos sobre os poliedros obtidos, 
de forma que o algoritmo resolve uma sequência de subproblemas con 
vexas. 
O algoritmo proposto por Tuy [26], foi aperfeiçoado post~ 
riormente por Thoai e Tuy [251, que descrevem uma classe de algo-
ritmos do tipo separação e avaliação para a resolu(~ão de problemas 
desta área, com restriçÕes lineares. 
O problema tratado por Falk e Soland [8] envolve restri-
çoes nao lineares, porém a função objetivo deve se:t:" separável em 
cada variável. O algoritmo proposto é do tipo separação e avalia-
ção e resolve urna sequência de problemas convexos. 
--~~---------- ---
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CAP!TULO II 
UM ALGOR1TMO PARA O PROBLEMA DE FLUXO EM REDES COM CUSTO CONCAVO 
2ol) INTRODUÇÃO: 
Neste capitulo serão colocados: 
- Formulação do problema, objeto de estudo desta pesquisa; 
-Uma versão relaxada do algoritmo proposto por Falk e Soland (8] 
para a resolução de um problema geral de programação côncava; 
- O algoritmo de Soland, que é muito semelhante à versão relaxada 
do algoritmo de Falk e Soland. 
2o2) FORMULAÇÃO DO PROBLEMA: 
Seja urna rede com n -nos pertencentes ao conjunto 
N = {l, ••• ,n} em arcos pertencentes ao conjunto A={ (i,j) E NxN}. 
o conjunto N -e particionado em 3 conjuntos disjuntos: 
R: conjunto dos - origem; nos 
I: conjunto dos nós intermediários; 
D: conjunto dos - destino. nos 
O problema de fluxo de custo mínimo pode ser assim forrou 
lado: 
Min: 
s.a: 
PROBLEMA p 
F (X) = 
n 
E 
(i' j) 
E (xij-xji) = 
j=l 
= 
= 
L. < xij < Lij 1] -
ri i E R 
o i E I 
-d. i E D 
1 
v (i' j) E A 
onde: 
x1 j: fluxo sobre o arco (i,j) 
fij(.): função custo sobre o arco (i,j) ~estas funções são 
vas e supõe-se que f 1 j(O) =O 
~ij: limite inferior sobre o fluxo ao longo do arco (i,j) 
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. 
cone a-
L1 j: limite superior sobre o fluxo ao longo do arco (i,j). 
2.3) ALGOR1TMO PARA RESOLUÇÃO DE PROBLEMAS DE PROGRAMAÇÃO CCNCAVA-
SEPARÂVEL: 
2. 3 .l) INTRODUÇÃO: 
Este algoritmo foi proposto em 1969, por Falk 
[ 8], para a resolução do problema: 
e Soland 
n 
[Min: "' ( x) = L ~'i (xj) i=l 
PROBLEMA PS 
s.a: X E G n c 
onde: 
G = conjunto das restrições globais 
C = {x / i ~ x <L} conjunto das restrições individuais. 
Supõe-se que: 
-G e um conjunto fechado; 
G ~ C é um conjunto não vazio e 
IPi {x1 ) é semicontinua inferior sobre c1 = [R.. 1 , L) 
sivelmente não convexa. 
e po~ 
A separabilidade é requerida apenas para função objetivo. 
I 
I 
I 
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2.3.2) O ALGOR!TMO: 
O algoritmo geral, proposto para a resolução do problema 
PS, é do tipo separação e avaliação ('1BRANCH AND BOUND 11 ). 
No processo de separação, o conjunto C é particionado em 
retângulos cada vez menores e os envelopes convexos das funções 
~ 1 (x1 ) sao tomados sobre os respectivos subretângulos. 
No processo de avaliação, obtém-se limitantes inferiores 
e superiores para o valor Ótimo da função objetivo ~(x). 
Em cada iteração k do algoritmo, efetua-se o processo de 
separação, de forma que uma função convexa ~k(x) é obtida. 
Para se obter os limitantes, resolve-se o subproblema 
PSk que consiste na minimização de fk(x) sobre G n C e, seja 
k - - k - ~ x a soluçao otima de PS , que e fact~vel para o problema PS. 
Desta forma, o algoritmo consiste basicamente na resolu-
çao de uma série de subproblemas convexos cujas soluções, formam 
uma sequência {xk} de pontos factíveis. 
Se esta sequência for finita, seu Último elemento -sera a 
solução ótima para PS. Se a sequência for infinita, existirá um 
ponto de aaumulação X, desde que G n C é compacto e, sob certas 
hipóteses este ponto será a solução ótima do problema PS. 
t importante ressaltar que, em geral, este algoritmo nao 
converge num número finito de passos e sua convergência é provada 
sob diferentes condições. 
Falk e Soland propÕem ainda um algoritmo relaxado, que se 
origina deste algoritmo geral, e, que será aqui detalhado porque o 
método de Soland D4J, utilizado na resolução do problema Pé serne 
lhante a esta versão. 
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2.3.3) VERSÃO RELAXADA DO ALGOR!TMO GERAL: 
Inicialização: 
Determina-se o envelope convexo ~ 1 (x1 ) de cada função 
~1 (x1 ) sobre todo o intervalo c 1 = [t1 , L1] 
O problema PS1 será 
Min: ~ 
s .a: x E G n C 
Seja x1 a solução de PS1 • 
Desde que ~ 1 (x) é o envelope convexo de ~(x) sobre 
todo conjunto c, temos que: 
~l (x) < <P(X) para V x E G f\ C 
Então, se 
' 
x
1 
será a solução Ótima de -
PS. 
Caso contrário, uma partição do conjunto C será determi-
nada (processo de separação ou ramificação), os novos envelopes 
convexos serão determinados sobre estas partições e uma nova itera 
- -çao sera efetuada. 
Iteração k do algoritmo: 
Supor que na iteração k, o conjunto C esteja 
do em subconjuntos retangulares: 
kl kp 
c, ... ,ck, 
k. k. 
C l = {x I t l 
k. 
< X <L J} I 
Tem-se, desta forma 
j=l, .•• ,pk 
k. 
c J 
• 
particion!!_ 
onde 
Exemplo em IR 2 • Supor k ~ 4 e p - 6 4- • 
X 2 
L 2 
c45 
c4l c44 
c46 
c42 c43 
k. k. 
Um ponto x J E c J 
6 
u 
j~l 
4. 
c J 
pode ser 
• 4 4 • 
determina 
do, resolvendo-se os problemas 
k. n k. 
Min: 1 J (x) ~ [ •• J (xi) 
i~l l k. 
PS ] 
k. 
s.a: X E G n c J 
k. k. 
onde J (x) - envelope convexo de • (x) tomado sobre c J • e o 
k. k. k. 
Seja u J ~ • J (x J) ' 
Seja 
k, 
u 
k. 
~ min { u J I j ~ l, • • • , Pk l então, -e a 
solução Ótima, k X ' desta iteração. 
Se tivermos 
k, k, 
• (x ) ~ " 
k, ' 
o ponto será a solu-
çao do problema PS, pois X 
k. 
< • J (x) 
se 
< 
é factível para o Problema P e 
k. 
para V x E G n C J 
• (x) 
j=l, ••• ,pk. 
J 
o conjunto 
I 
k~ 
c = (x I 
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< X 
deverá ser particionado, e para este processo, uma das duas regras 
abaixo deverá ser escolhida: 
a) Regra fraca de Partição: 
Escolher i que maximize a diferença 
i=l, ••• ,n 
e dividir o intervalo 
k~ k~ 
k~ 
correspondente em [l1 , 
e [x1 , Li ] • 
b) Regra forte de Partição: 
Para cada i, i= l, ••• ,n que verificar a relação: 
dividir o intervalo correspondente 
k~ k~ 
[xi ' Li J 
> o ' 
Efetuada a partição de 
k~ 
c 
' 
tem inicio uma nova itera 
çao do algoritmo. 
No algoritmo geral, requer-se que o ponto k X ' solução 
ótima da iteração k, pertença a um subretângulo da partição es-
tendida Dk, de Ck . 
Obtém-se Dk, estendendo-se, sobre todo o conjunto ck, 
k. 
todos os hiperplanos que determinam os retângulos C J , como mos 
tra a figura abaixo: 
c 
k1 
c 
k2 
c 
6 
LJ 
j=1 
k4 
-
----- -
k. 
c J 
c 
c 
c 
k3 
ks 
k6 
--~ -----
-·~~-
x2 
L2 
X 1 
I' 
D 
k1 
D 
k2 
D 
k3 
9 
u 
j=1 
D 
k4 
D 
ks 
D 
k6 
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k. 
D J 
D 
k7 
D 
ka 
D 
k9 
X 1 
A versao do algoritmo geral, apresentada, é denominada 
algoritmo relaxado porque o requerimento acima é dispensado, o que 
o torna mais simples de se executar, porém, somente teoremas fra-
cos de convergência são estabelecidos. 
Estes teoremas, demonstrados por Falk e Soland, sao: 
TEOREMA 1: 
Se: - semicontínua inferior, G 
' 
e 
gra forte de partição for usada para gerar a 
tão existe ponto limite + de {xkl um X que 
problema PS. 
E, o limite da sequência {~k(yk)} 
é uma subsequência convergente de k {X } • 
TEOREMA 2: 
- fechado e 
sequência 
-e 
e 
solução 
+ !f.' (X ) 
e se a 
{xkl 
' 
Ótima 
onde 
Se: <P é contínua, G é fechado e se a regra fraca de 
r e-
en 
do 
partição for usada para gerar a sequência k {X } ' então, existe um 
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ponto limite + X de que é a solução do problema P. 
E, o limite da sequência e onde 
é uma sequência convergente de k {x ) • 
TEOREMA 3: 
se: . -~ e concava, G um poliedro lin0ar e se a regra fra 
ca de partição for usada para gerar a sequência {xk} então a se-
quência {xk} é finita e termina num ponto solução para o probl~ 
ma PS • 
Os teoremas 1 e 2 sao "fracos 11 , desde que nao indicam -
qual subsequência convergente de {xk} fornece o Ótimo global.Co~ 
tudo, uma subsequência convergente {yk} de {xk} fornece um Óti 
l b l . • { ,,k {yk) ) d d - . { k { k) ) mo g o a v~a os numeras T es e que a sequencla ~ x 
é rnonotÔnica não decrescente. 
Quanto ao teorema 3, é idêntico ao estabelecido, para es 
tes problemas, pelo algorftmo geral, porém, parece possível que es 
ta versao possa gerar pontos xk que não sejam pontos extremos de 
c n c 
2.4) ALGOR!TMO DE SOLAND: 
O objetivo inicial do trabalho de Soland [24], . e a reso 
lução de um problema de localização, no entanto, o algorítmo pro-
posto resolve um problema mais geral: minimizar uma função côncava 
separável sobre um poliedro linear, assim formulado: 
n 
lMin: 
F (x) = E fi (xi) 
PROBLEMA PS i==l 
s.a: X E G n c 
. 48. 
onde: 
G = {x I AX = bl 
c = {x I t :c x < Ll 
f 1 (x1 ): função concava sobre o intervalo 
Este algoritmo é semelhante ã versão relaxada do algorÍ! 
mo proposto por Falk e Soland [ 8 J, porque resolve uma sequência 
finita de problemas convexos, porém, o conjunto-solução G n C -e 
o mesmo para todos estes problemas, o que torna este método impo! 
tante para resolução de problemas em que o conjunto das restriçÕes 
tenha uma estrutura especial, como os problemas de localização, de 
fluxos, etc. 
2.4.1) FASES DO ALGCR!TMO: 
Dado que o algoritmo é do tipo separaçao e 
cada nó gerado pelo problema envolve as fases: 
- uma partição do conjunto C 
avaliação, 
- cálculo dos envelopes convexos das funções f 1 (x1 ) sobre os no-
vos subretângulos obtidos no processo de partição 
- resolução de um problema convexo 
cálculo dos limites inferior e superior 
- teste de otimalidade. 
Abaixo, cada urna destas fases será descrita com detalhes. 
A notação utilizada, é a seguinte: 
N°, N1 , N2 , ••• :nós da árvore gerada pelo algoritmo; 
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LF(th limite inferior do valor Ótimo de F(x) sobre G n Ck 
' 
no nó 
limite superior do valor Ótimo da função objetivo, sobre 
G n c , -no no 
valor da função objetivo no nó Nk • 
2.4.1.1) CÁLCULO DOS ENVELOPES CONVEXOS: 
Supor que no nó Nk o conjunto Ck considerado, seja: 
ck = {x I tk < X 2 Lk) onde ck c c 
O envelope convexo da função é a fun-
çao linear definida'por: 
e 
= 
como mostram as figuras abaixo: 
• 5o • 
\ 
f i (X i I 'f- I_ i- 'y / 
~ \- / 
/ 
/ 
/ 
/ 
/ 
/ 
/ 
/ 
/ 
/ 
/ 
,/' 
/ 
/ 
Lk X. Li :L 
,k ' 
'- = 
' ' 
Desta forma, tem-se que : 
k f. (X' I E [•~' Lk] ry ~i (X i I < xi 
-
' ' ' 
0 
..!:-. 
k Lkl -fi (xil k e ~i (Xi I > xi ,. (R.i, ...... i 
2.4.1.21 CJ\LCULO DOS LIMITES INFERIORES: 
~k (xl n k ck Seja = 
" 
~i (xi I X E 
i=l 
Então 
Min: ~k (xl Min: F(xl~ 
< 
X E GnCk X E G '' ck 
mas 
' 
Min: ~k (xl Min: ~k (xl 
< G r1 ck X E G n c X E 
portanto: 
Min: ~k (xl Min: F(xl~ 
< X E GiiCk X E G n c 
-----
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Portanto, para se obter um limite inferior LF(Nk), bas 
ta resolver o problema PSk : 
k 
• (x) 
X E G n C 
- • k • r Sua soluçao otima x e fact vel para o problema PS e 
o valor o/k(xk) é um limite inferior sobre o valor Ótimo de F(x) 
sobre G n Ck • 
2.4.1.3) CÂLCULO DOS LIMITES SUPERIORES: 
Desde que em todos os problemas 
trições considerado é G n c a solução Ótima, 
o conjunto de res 
xk, de cada um 
destes problemas é fact!vel para o problema PS, e desta forma, o 
• - . { k) algor~tmo gera uma sequenc~a x de pontos factíveis. 
Seja LS(Nk) = F(xh) 
' 
onde: 
j = l, ... ,k 
-sera o limite superior sobre o valor 
h • ótimo da função objetivo sobre G n C na iteração k, e 
lhor solução conhecida até esta iteração. 
x e a me 
2.4.1.4) TESTE DE OTIMALIDADE: 
Entre todos os nós intermediários (nós ainda nao ramifi-
cados) escolher o que possuir o menor limite inferior. 
. Nt t -SeJa es e no. 
Se LF(Nt) > LS(Nk) 
' 
então, será o valor 
mo para a função objetivo, e xh a solução Ótima para PS • 
Óti 
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Se LF(Nt) = LS(Nk) = F(Nt) , a solução obtida em Nt é 
a solução Ótima para o problema e F (N t) é o valOJ~ minimo para a 
função objetivo. 
Se não ocorrer nenhuma destas situações, C) processo de r a 
rnificação deve se repetir. 
2.4.1.5) PROCESSO DE RAMIFICAÇÃO: 
Seja Nr o nó escolhido para ser ramificado, na iteração 
k • 
Cabe aqui, colocar que o nó Nr , nao precisa ser neces-
sariamente o nó intermediário com menor limite inferior, outros 
processos de escolha poderão ser adotados. 
O no Nr será ramificado em dois novos nós: Nk+l e Nk+Z, 
através da regra fraca de partição colocada por Falk e Soland [8]: 
Seja xr a solução obtida em Nr . 
Escolher i que maximize a diferença: 
i= l, ... ,m e dividir o intervalo correspondente em: 
e [ r Lr.J xi, ~ 
Os envelopes convexos da função fi(.) sao tomados sobre 
os novos intervalos, permanecendo os outros custos lineares os mes 
mos que aqueles do nó Nr . 
Neste processo de ramificação pode não pa.recer Óbvio que 
a solução Ótima r X do no pertença ao intervalo 
pois o conjunto solução considerado na resolução de PSr foi G nc 
e nao 
Na verdade, nada garante que r [ r r] X. E f, i I L. , , para qual-
quer i, contudo, desde que Nr foi escolhido para ser ramificado, 
-·· ·-·- ----- ·-------·~----~----~r-
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tem-se que 
< 
e 
e, então, para algum i, tem-se que : 
Portanto, embora xr possa nao pertencer ao retângulo cr, 
uma de suas componentes deverá estar no intervalo 
2.4.2) CONVERG~NCIA DO ALGOR1TMO: 
A convergência deste algoritmo é estabelecida de uma ma-
neira mais simples que a do algoritmo relaxado de Falk e Soland. 
Devido à validade dos limitantes inferior e superior e -
desde que em todos os subproblemas PSk, o conjunto-solução consi 
derado é G n C, de forma que todos os pontos extremos sao consi 
derados, tem-se que, se o algoritmo terminar no estágio s, a me-
lhor solução obtida até este estágio será a solução Ótima para o 
problema. 
Deve-se provar, portanto, que o número de iterações reali 
zadas, para a resolução de um problema, é finito. 
TEOREMA: O algoritmo obtém uma solução Ótima após um numero fini 
to de iterações. 
DEMONSTRAÇÃO: Inicialmente, é importante ressaltar que: o conju~ 
to-solução G n c é um poliedro linear e possui um número finito 
de pontos extremos; desde que os problemas gerados pelo algoritmo 
--=-~~- ~- ~-------·-·------··· 
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são lineares, sobre G n C, a resolução de cada um desses subpro-
blemas fornece um ponto extremo deste conjunto-solução. 
Deve-se provar que o número de subproblernas posslveis -e 
finito, o que resulta na demonstração de que somente um número fi-
nito de posslveis conjuntos Ck podem ser obtidos no desenvolvi-
menta do algorltmo. 
Seja E o conjunto dos pontos extremos de G n C t 
seja E1 , i=l, ••• ,n, o conjunto das projeçÕes de E so 
bre o i-ésimo eixo coordenado: 
seja E i = E i u Oi! u {Li} e, 
seja E = El X E2 X ••• X E n 
Assim definido, E é um conjunto finito de pontos do con 
junto C 
O 1 • - 1 • a gor~tmo e ta que cada retangulo é definido por 
um conjunto de 2n d pontos e E • 
-Como E é finito, somente um número finito de conjuntos 
Ck poderão ser obtidos no desenvolvimento do algoritmo. 
2.4.3) TESTES COMPUTACIONAIS: 
Estes testes computacionais foram realizados através da 
execuçao de um programa escrito em FORTRAN IV num CDC 6600. 
Este programa difere do algoritmo nos seguintes pontos: 
a) o no intermediário a ser ramificado é escolhido entre os dois 
Últimos nós obtidos pelo algoritmo; 
b) o intervalo [2.~, L~] pode ser dividido em um ponto diferente 
de 
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O programa foi aplicado na resolução de alguns problemas 
de localização resolvidos por Graciano Sá [231, e anteriormente 
propostos e resolvidos por Kuhen e Hamburger [18] 
A tabela abaixo mostra o número de iterações efetuadas e 
os tempos de execução dispendidos na resolução dos problemas acima 
citados. 
Nestes problemas, as funções custo de localização sao li 
neares com custo fixo {exceto uma, que é linear) e os custos de 
transporte são lineares. 
Na tabela, P indica o número de referência do problema no 
artigo de Sá [23]; m,o número de locais poss1veis; n, o numero de 
centros consumidores: r, o número de funções custo côncavas; p, o 
parâmetro de tolerância utilizado por Soland; NS, o número de nos 
gerados pelo algoritmo de Soland; TS, o tempo de execução (em se-
gundos) utilizado pelo seu algorltmo e TG o tempo de execução (em 
segundos) utilizado pelo algoritmo de sã. 
p m n r p NS TS ~ 
4.1 16 50 15 0.01 241 38.7 90.6 
4.2 16 50 15 0.01 19 5.8 108 
4.3 16 50 15 0.01 13 4.2 96 
5.2 16 50 15 0.01 2279 271.3 457.2 
5.2 16 50 15 0.01 753 124.2 457.2 
1.1 25 50 24 0.05 871 223.6 900 
6 25 50 24 0.05 645 139.6 900 
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Cabe aqui ressaltar, que o algoritmo de Soland quando 
aplicado a problemas em que os limitantes não são obtigatórios, se 
torna mais eficiente, pois neste caso, os problemas gerados pode-
rão ser resolvidos por inspeção, o mesmo não ocorrendo com o alg~ 
ritmo de Sá, especialmente colocado para problemas capacitados. 
Este fato, pode ser verificado na resolução do problema 
5.2. Na primeira execução, os limitantes foram considerados por 
Soland e, verificando que estes limitantes não era.m obrigatórios , 
Soland resolveu o mesmo problema, sem considerá-los nos subproble-
mas gerados. A solução ótima foi a mesma, porém, foi obtida num 
tempo de execução bem menor. 
Os problemas 4.1 e 1.1 também sao resolvidos como nao-ca 
pacitados. 
---------- --------· -~ ~---- ---- -----+--
CAPITULO III 
RESULTADOS COMPUTACIONAIS: UMA APLICAÇÃO AO PROBLEMA D6 
ESCOAMENTO DA SAFRA DE MILHO NA REGIÃO CENTRO-BRASILEIRA 
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o algoritmo proposto por Soland sera aplicado a resolu-
çao do problema P, proposto no Capitulo II. 
Um programa para este algoritmo foi escrito em FORTRAN 
IV e os testes computacionais foram realizados no sistema DEC-10 
instalado na UNICAMP, Campinas-SP. 
Os subproblemas gerados em cada iteração do algoritmo 
sao resolvidos por uma subrotina que resolve um problema de fluxo 
de custo mínimo (linear) pelo algoritmo "OUT OF KILTER". 
Ao programa principal cabe a execução das outras fases 
do método: 
a) Linearização das funções concavas; 
b) Cálculo dos limitantes inferior e superior para o valor 
da função objetivo; 
c) Teste de otimalidade; 
d) Escolha de um nó intermediário para ser ramificado. 
ótimo 
Para maior clareza e entendimento do que sera exposto, 
serao colocados abaixo a nomenclatura utilizada neste capítulo e o 
teste de otimalidade programado. 
Nomenclatura: 
SLIM; Limite superior para o valor Ótimo da função objetivo, até 
a Última iteração efetuada; é o melhor valor obtido para a 
função objetivo até esta iteração (SLIM tem o mesmo signif! 
-
------------ --·---=-~--
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cado que LS(Nk) colocado no Capitulo II); 
FLIM: Limite inferior para o valor ótimo da função objetivo; e o 
k 
menor valor para a função linearizada, 111 (x), entre todos 
os nós gerados mas nao ramificados; 
EPS: Precisão requerida. 
Teste de otimalidade: 
A resolução de um problema termina quando, após a rami 
ficação de um nó, se verificar que: 
SLIM - FLIM 
SLIM ' 
EPS 
Se a relação acima for satisfeita a solução que forne-
ceu o valor SLIM para a função objetivo será a solução Ótima para 
o problema. 
A principal dificuldade encontrada na implementação com 
putacional foi relativa aos requerimentos de memória decorrentes 
-da necessidade de se armazenar os seguintes dados dos nos interme 
diários: custos obtidos da linearização das funções côncavas e li 
mitantes para a linearização. 
No programa, quatro matrizes sao utilizadas para o arma 
zenamento destes dados. 
t: evidente que grandes economias de memória podem ser 
feitas no desenvolvimento do algorítmo dado que n~Lo há necessidade 
de se armazenar dados de nos que não serão ramific:ados. Nesta cate 
geria estão os seguintes nos: 
a) NÓs já ramificados; 
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b) NÓs na o ramificados que possuem: 
b .1) valor da função linearizada maior que SLIM' LF(Ni) > SLIM; 
b.2) valor da função linearizada igual ao valor da função obje-
tivo: LF (Ni) = F(Ni) 
Serão denominados nós intermediários, os nós gerados p~ 
lo algoritmo que não satisfaçam as condições acima colocadas. Por 
tanto, os nós intermediários são os nós candidatos a ser ramifica 
dos. 
Serão colocadas abaixo as economias de memória efetua-
das no programa. 
Seja uma iteração k do algoritmo na qual o no Nr foi 
escolhido para ser ramificado. Dois novos nós serão gerados: Nk+l 
Nk+2 e • 
Seja Nt o nó ramificado na iteração anterior. Supor 
que os dados deste nó, relativos à linearização das funções conca 
vas, estejam armazenados nas colunas j das matrizes de dados. 
Os dados do nó Nk+l serao armazenados nestas colunas 
j das matrizes de dados, pois os dados do nó Nt - -nao serao mais 
necessários no desenvolvimento do algoritmo. 
Quanto ao nó Nk+Z, antes de se alocar seus dados nu 
ma coluna ainda não preenchida, verifica-se se existe algum nó Ns 
que satisfaça a condição bl ou b2. 
Se existir, alocam-se os dados do nó Nk+l nas colunas 
das matrizes preenchidas com os dados de N5 , caso contrário, uma 
nova coluna de cada matriz sera preenchida. 
Exemplo: supor que o nó 1, {N1 ), foi ramificado, geraQ 
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do os nos 2 e 3 (N 2 e N3), sendo que os dados destes nós ocupam 
as colunas 1, 2 e 3 das matrizes de dados. Supor que N3 foi esco-
lhido para ser ramificado, de forma que serão obtidos os nós N4 e 
Os dados de N4 serao armazenados nas colunas número 1 
das matrizes de dados. Este nó passa a ter o número 4 para efei-
tos de contagem de quantos nós foram gerados pelo algoritmo, mas 
no desenvolvimento do algoritmo será considerado como o nó numero 
Com relação ao nó 5, existem várias possibilidades: 
I) se ou se seus dados serao ar 
mazenados nas colunas número 2; 
II) se ou se -seus dados serao 
alocados nas colunas número 1 (aqui, N1 refen=-se ao nó núme 
ro 4 obtido pelo algoritmo); 
III) se as possibilidades (a) ou (b) nao se verificam, os dados do 
nó 5 serão alocados nas colunas número 4 das matrizes de da-
dos. 
A arvore gerada em cada caso, seria: 
I) 
5/2 
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II) 
2/2 
5/l 
III) 
1/l 
2/2 3/3 
5/4 
Os numeras i/j representam: 
i: - -numero do no para efeitos de contagem. 
j : numero do no no desenvolvimento do algoritmo. 
Outra dificuldade encontrada foi com relação ao armaze-
namento ou nao dos fluxos ótimos obtidos em cada nó. 
Com relação ao tempo de execução este armazenamento e 
importante, pois, quando um nó é ramificado, Nr, apenas um arco te 
rã seu custo alterado, consequentemente, se o fluxo Ótimo deste nó 
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fosse utilizado como solução inicial para os problemas de fluxo 
dos nós Nk+l e Nk+ 2 o algoritmo "out of Kilter" obteria o flu 
xo Ótimo destes problemas com um mínimo esforço computacional. 
Contudo, em problemas de grande porte, este armazenarne~ 
to torna-se inviável dada a quantidade de memória requerida. 
A forma como é obtida uma solução inicial para os pro-
bl - Nk+l k+2 -emas de fluxo de cada no: e N , depende dE':! como e feita a 
escolha do nó que será ramificado. 
-Dois processos foram programados para a escolha do no 
intermediário a ser ramificado: 
PROCESSO N9 l - PRl ramifica-se, en·tre todos os nos 
intermediários, o no que forneceu o valor FLIM para a função linea 
rizada. 
PROCESSO N9 2 - PR2 ramifica-se, en·tre os dois últi 
mos nos gerados, aquele que possuir o menor valor para a função 1~ 
nearizada. Caso estes nós não pertençam à categoria dos nós inter 
mediários, aplica-se o processo número 1 de ramifi-cação, 
No processo numero l, nao existe a possibilidade de se 
estimar com antecedência qual no será ramificado, ·e dada a inviabi 
lidade de se armazenar o fluxo ótimo obtido em cada nó intermediá-
rio, a melhor opção encontrada foi a de se utilizar o fluxo Ótimo 
obtido no Último nó gerado pelo algoritmo como solução inicial p~ 
ra o novo problema. 
Este fluxo pode nao estar próximo do fluxo ótimo deste 
problema, mas pelo menos é factível, visto que o conjunto-solução 
k 
e o mesmo em todos os problemas PS 
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Já no processo número 2, o nó a ser ramificado sera um 
dos dois últimos nós obtidos pelo algoritmo (desde que pelo menos 
um deles seja um nó intermediário) e neste caso, o armazenamento 
dos fluxos Ótimos obtidos nestes nós e recomendável, pois nao re 
quer muita memória e resulta em tempos de execuçao por iteração 
bem menores que em PRl. 
Â primeira vista, pode parecer que PR2 requer mais memó 
ria que PRl. 
Contudo, os processos de economia de memória já descri-
tos, sao mais eficientes em PR2, que em PRl, pois, desde que no 
processo 2 o desenvolvimento da arvore "branch and bound" é reali 
zado por ramos, uma boa solução para o problema original e obtida 
mais rapidamente que em PRl, possibilitando a eliminação de muitos 
nós não rarnificados de considerações futuras. 
A justificativa é que a função linearizada e bem mais 
refinada ao longo de um ramo bem desenvolvido (PR2) , que ao longo 
de vários ramos curtos (PRl), da arvore "branch and bound". 
Para se ter uma idéia mais precisa das árvores geradas, 
serao colocadas as arvores geradas na resolução do problema propos 
to por Baumol e Wolfe [ 5 J . 
Nesta resolução, PRl executou 33 iterações e PR2, 35 
i ter ações. 
Porém, na 12a. iteração PR2 obteve uma boa solução para 
o problema, eliminando muitos nós não rarnificados de considerações 
futuras, o que proporcionou um aproveitamento melhor das matrizes 
de dados dos nos. 
O processo 2 preencheu 7 colunas das matrizes enquanto 
1/1 
2/2 
7/5 14/1 12/2 15/9 
20/5 19/10 21
/
11 G 
~RVORE GERADA PELO PROCESSO 1 
3/3 
9/6 
13/8 
I 
' ; 
I 
i 
I 
i 
2/2 
4/1 
6/2 
8/1 
E E 
21/2 
I E 
12/1 13/1 
ÁRVORE GERADA PELO PROCESSO 2 
E 
19/2 
3/3 
o 
"' 
'" 
I 
' I 
.-, 
' 
'· 
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que o processo 1 preencheu 12 colunas. 
As árvores foram esquematizadas até a iteração 21, dado 
que a colocação de muitos nós tornaria o esquema confuso. 
g importante notar as diferenças entre os melhores valo 
res para a função objetivo (SLIM) obtidos até o nó 21, pelos pro-
cessas 1 e 2. 
No processo 1, este valor é: SLIM = 2115,94 e foi ob 
tido no nó 21; no processo 2, o valor para SLIM é 2069,08 e foi 
obtido no nó 12. 
Nos esquemas serao assinalados com E, os nós eliminados 
de considerações futuras porque possuem limite inferior maior que 
SLIM; e serão assinalados com I, ds nós que não serao mais ramifi 
cados porque possuem valor para a função objetivo igual ao valor 
para a função linearizada. 
Resta ainda comentar que a medida em que se impÕe prec! 
sao mais rigorosa as diferenças de execução entre os dois preces-
sos se tornam menos significativas. 
Justifica-se este fato, observando-se a relação conside 
rada no teste de otimalidade: 
SLIM- FLIM < EPS 
SLIM 
=> FLIM > (l- EPS). SLIM 
Portanto, quanto menor o valor de EPS mais próximo de 
SLIM deverá estar FLIM, e neste caso, exige-se que a execução ter 
mine quando os valores de SLIM e FLIM forem praticamente iguais de 
maneira que tanto em PRl como em PR2 quase todas as ramificações 
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possíveis sao efetuadas o que implica em pouca diferença entre os 
dois processos, com relação a número de iterações e tempo de execu 
çao. 
Com precisões menos rigorosas o proces::m 2 tende a efe 
tuar um numero maior de iterações que o processo 1. 
Isto porque no PR2 o limite superior, SLIM, decresce 
mais rapidamente que no PRl, contudo, o limite inferior FLIM nao 
cresce simultaneamente, o que resulta em novas ramificações até se 
atingir a precisão requerida. 
Já no PRl, como é escolhido o nó com menor valor para a 
função linearizada, FLIM, para ser ramificado, tem-se que este va 
lar aumenta após cada ramificação e desde que a precisão requerida 
nao seja rigorosa, o teste de otimalidade se verificará mais rap! 
damente que no PR2. 
t: importante ressaltar que nos testes E:'!fetuados as solu 
çoes ótimas obtidas pelo PR2 foram iguais ou melhores que as obti-
das pelo PRl. 
Este programa foi aplicado para a resolução de alguns 
problemas, entre eles, os propostos por Florian e Robillard [11] e 
por Baumol e Wolfe [ 5] . 
A tabela I abaixo mostra os resultados obtidos. 
O problema 1, (Pl), se refere a uma rede com 4 nós e 5 
arcos com funções custo estritamente côncavas com custo fixo. 
O problema 2, (P2), trata-se de uma rede de transporte 
com dois nós origem e 4 nos destino, totalizando 8 arcos. As fun-
ções custo consideradas sao estritamente côncavas com custo fixo. 
i J 
------ ----~~- ~---~~-'--
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Uma rede geral, com 6 nós e 10 arcos com funções custo 
estritamente côncavas com custo fixo, e considerada no problema 3 
(P3 I • 
A rede do problema 4, (P4), é também de transporte, en-
volvendo 4 nós origem e 6 nós destino, totalizando 24 arcos. vá-
rios testes foram efetuados com esta rede, variando as funções cus 
to. 
O problema 5, PS, trata-se da rede proposta por Florian 
e Robillard [11], com 4 nós e 5 arcos e funções custo lineares com 
custo fixo. 
Finalmente, no problema 6, (P6), considera-se a rede de 
transporte e armazenagem proposta por Baumol e Wolfe [ 5 ] • Este 
problema envolve 2 fábricas, 5 locais para instalação dos armazéns 
e 8 centros consumidores, fornecendo uma rede com 20 nós e 55 ar-
cos. As funções custo de transporte sao lineares e as de armazena 
gem sao estritamente côncavas, sem custo fixo. 
Notação utilizada na tabela: 
P: refere-se ao problema testado; 
m: número de nos da rede; 
NCF: número de arcos com custo estritamente concavo com custo fixe; 
NC: número de arcos com custo estritamente concavo sem custo fixo; 
ND: - de custo linear custo fixo; numero arcos com com 
NL: número de arcos com custo linear; 
PRl: processo número 1 de ramificação; 
PR2: processo numero 2 de ramificação; 
IT: número de nós gerados pelo algoritmo; 
----~ --------
·-·--·--. ··--··· 
--------
----- ------
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ICOL: número de colunas preenchidas das matrizes de dados; 
T: tempo total de execução em segundos; 
EPS: parâmetro de tolerância. 
p m NCF NC ND NL IT ICOL T EPS 
PRl PR2 PRl PR2 PRl PR2 
Pl 4 5 o o o 3 7 3 4 0.282 0.323 lxl0- 2 
9 9 4 4 0.331 0.306 lxl0-3 
9 9 4 4 0.383 0.376 lxl0-4 
P2 6 8 o o o 87 95 25 14 2. 772 2.903 lxl0- 2 
103 103 25 14 3.068 2.986 lxl0-3 
103 103 25 14 3.189 3.393 lxl0-4 
P3 6 8 o o o ll 15 5 5 0.665 o. 712 lxl0- 2 
19 19 5 5 0.801 0.669 lxl0- 3 
19 19 5 5 o .67B o. 725 lxl0- 4 
P4 lO 24 o o o 525 1145 24 7 243 85.493 148.264 5xl0-2 
lO o o 24 o 287 361 71 49 38.6:. 46.247 lxl0-2 
427 427 71 49 61.41 56.43 lxlO - 4 
lO 8 o 6 lO 3 13 3 7 0.932 1.977 lxl0-2 
15 13 9 7 2.516 l. 79 lxl0- 3 
49 57 13 lO 7.084. 7.123 lxl0-4 
P5 4 o o 5 o 15 15 5 4 0.412 0.398 lxl0- 2 
P6 20 o 5 o 50 29 33 12 7 15.699 16.124 lxl0- 2 
33 35 12 7 16.497 16.408 lxl0- 3 
33 35 12 7 17.653 15.806 xl0- 4 
TABELA I 
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Este programa foi aplicado à resolução de um problema -
de escoamento de safra de milho em Goiás, no ano de 1977. 
Os dados foram obtidos de um estudo realizado pela EM-
BRAPA e estão detalhados em Veloso [27]. 
O escoamento desta safra de milho é realizado em dois 
períodos, sendo que no primeiro perÍodo o produto é colhido, trans 
portado para os centros de armazenagem e parte desta colheita é eg 
viada aos centros de demanda . A safra restante ficará armazenada 
e somente será demandada no segundo período. 
Neste problema consideram-se: 
a) 25 cidades goianas como centróides das zonas de produção; 
b) 22 cidades onde estão situados os armazéns; 
c) 8 cidades goianas corno centróides das zonas de demanda e a cida 
de de são Paulo e o Porto de Santos, que representam a demanda 
fora do Estado de Goiás. 
Na tabela II serao colocadas: produção total, demanda 
total nos períodos I e II e capacidade de armazenagem. A unidade 
utilizada é tonelada. 
Este problema resultou numa rede com 89 nós e 1012 ar-
cos. 
A rede abaixo, com 3 centros de produção, 3 locais para 
armazenagem e 2 centros de demanda, dá uma idéia da rede de escoa 
menta estudada. 
onde: 
PRODUÇÃO DEMANDA 
~~~-?~~~~----~(~ 
ARMAZENAGEM 
P3 
3A2 
~~(~ 
)-------;,;~(3 
/8 
P1 : centro de produção i 
iAj: local para armazenagem i no período j 
iDj: centro de demanda i no período j. 
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As funções custo de transporte foram consideradas linea 
res. 
vários testes foram efetuados, variando-se o tipo da 
função custo de armazenagem e a precisão EPS. 
No problema PCF as funções custo sao es:tri tamente conca 
v as com custo fixo e, no problema PLF estas funçõe~s são do tipo li 
near com custo fixo. 
i 
------------- -
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CIDADE PRODUÇÃO ARMAZENAGEM DEMANDA 
PER10DO I PER10DO II 
GOIÂNIA - 29215 9523 304 77 
IN H UMAS 14198 26013 457 1543 
ITABERAI 9255 5319 - -
ANÂPOLIS 2715 10146 4285 13715 
JARAGUÂ 38336 28978 457 1543 
CORUMBII 3289 - - -
PIRACANJU1BA 2389 4951 - -
LEOPOLDO 274 7 - - -
PIRES 7102 4940 457 1543 
PALMEIRAS 55588 56974 - -
FIRMIN6POLIS 23492 29952 - -
I POR!\ 8854 20248 - -
GOI)\S 16818 2473 457 1543 
FAZENDA NOVA 10144 1428 - -
CERES 33555 20H1 457 1543 
CRISTALINA 2342 - - -
CATALÃO 12959 6534 - -
ITUMBIARA 172280 475123 7143 22857 
RIO VERDE 174110 151531 - -
URUAÇU 14459 - - -
NIQUELÂNDIA 8704 17264 - -
JATA1 8002 41515 - -
MINEIROS 2379 13750 - -
GURUPI 10309 7028 - -
DIAN6POLIS 4098 67938 - -
ARAGUAIANA 8379 2581 - -
SÃO PAULO - - 110875 332628 
SANTOS - - 25000 80000 
TABELA II 
-- ----------
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Na tabela III, abaixo, a nomenclatura é a mesma da Tabe 
la II, apenas o tempo de execução (T) é dado em minutos. 
IT ICOL T EPS 
PR1 PR2 PR1 PR2 PR1 PR2 
PCF 3 29 3 14 3,35 23,1 1 X 10-2 
PCF 9 29 6 14 6,58 24,2 5 X 10- 3 
PCF 15 - 9 - 12,5 - 3 X 10- 3 
PCF 59 
-
31 - 48,76 - 1,5 X 10-
3 
PLF 7 25 5 13 5,21 19,0 1 X 10- 3 
PLF 99 - 51 - 72,30 - 4 X 10-4 
TABELA III 
Pode-se observar que nem todos os testes foram resolvi 
dos pelos dois processos. 
Isto porque no PCF, a solução Ótima obtida pelo PR2 com 
EPS = 0.005 foi melhor que a solução ótima obtida pelo PRl em to-
dos os testes, inclusive com EPS = 0.0015. 
O mesmo ocorreu na resolução do problema PLF. 
A conclusão final, com relação aos dois processos, -e 
que o PR2 é superior ao PRl, pois, obtém soluções melhores que PRL 
com precisões menos rigorosas e com tempo de execução e requerirneg 
tos menores. 
Finalmente, o que permitiu a aplicação deste programa a 
. 7 4. 
resolução deste problema, foram: 
a) não armazenamento dos fluxos Ótimos obtidos em cada nó; 
b) os processos de economias de memória já descri·t:.os arteriormente. 
A observação dos itens (a) e (b) permitiu reduzir em 
87% os requerimentos de memória necessários para i3. resolução do re 
ferido problema. 
Os testes efetuados com este problema çomprovarn a poss!_ 
bilidade de se resolver problemas de grande porte com um número ra 
zoável de arcos com custo côncavo. 
i' 
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APllNDICE 
FUNÇÃO SEMICONT!NUA INFERIOR: 
Seja C um subconjunto nao vazio de ~n . 
A função f :C ~m é semicontinua inferior em x E c, 
se para cada E > O existir um 6 > O , tal que se 
x E C, então f(X)-f(x) < E • 
llx-xll < ó , 
A função f será semicontinua inferior sobre C, se for 
semicontinua inferior em cada x E C . 
f (x) 
f (x) 
o 
I 
I 
{>--. 
I 
• 
Exemplos: 
f (x) 
" 
-----+ 
L X 
f(x) 
L X o 
I 
I 
~ 
I 
I 
I 
.. 
I 
l X X 
L X 
-~----~---
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ENVELOPES CONVEXOS: 
Seja C c lRn um conjunto nao vazio. 
Seja f uma função definida sobre c. 
Intuitivamente o envelope convexo da função f, tornado 
sobre C, é a "primeira" função convexa que se pode obter ''abaixo" 
da função f. 
Definição: Seja 
p (f) = {(x,o.)/x EC, aEJR e f(x) ::.a} 
lRn+l, Este conjunto representa todos os pontos em que 
estão sobre ou acima do gráfico da funçaõ f(x). 
Seja <P(f)> o envoltório convexo do conjunto P(f) 
Pela definição de envoltório convexo, <P(f)> e o menor conjunto 
convexo que contém P{f) 
A função ~(x) definida por: 
f(x) = inf {a/ {x,o.) E <P(f)>} 
e o envelope convexo da função f(x) sobre o conjunto c. 
f(x) é convexa e contínua sobre C. 
Exemplos: 
f(x) 
o/ (x) 
f(x) 
o/(x) 
/~ 
X 
' 
' 
' 
' 
' 
' 
' 
' 
-- _, 
---
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