A Monte Carlo model, based on the Quantitative Microbial Risk Analysis approach (QMRA), has been developed to assess the relative risks of infection associated with the presence of Cryptosporidium and Giardia in drinking water. The impact of various approaches for modelling the initial parameters of the model on the final risk assessments is evaluated. The Monte Carlo simulations that we performed showed that the occurrence of parasites in raw water was best described by a mixed distribution: log-Normal for concentrations . detection limit (DL), and a uniform distribution for concentrations , DL. The selection of process performance distributions for modelling the performance of treatment (filtration and ozonation) influences the estimated risks significantly. The mean annual risks for conventional treatment are: 1.97E 2 03 (removal credit adjusted by log parasite ¼ log spores), 1.58E 2 05 (log parasite ¼ 1.7 £ log spores) or 9.33E 2 03 (regulatory credits based on the turbidity measurement in filtered water). Using full scale validated SCADA data, the simplified calculation of CT performed at the plant was shown to largely underestimate the risk relative to a more detailed CT calculation, which takes into consideration the downtime and system failure events identified at the plant (1.46E 2 03 vs. 3.93E 2 02 for the mean risk).
when safe is 'safe enough' (Medema & Ashbolt 2006 ).
There are several QMRA frameworks, and they differ significantly in statistical approach and complexity . Simple models, which produce point risk estimates using average contaminant values, and may include treatment removal performance, can provide a useful estimate of microbial risk (Aboytes et al. 2004) . More complex models produce risk distributions integrating various factors, such as detailed process performance and actual estimates of disability adjusted life years (DALYs), and allow for the identification and subsequent management of high-risk situations (Haas et al. 1996a; Teunis et al. 1997; Gale 1998; Barbeau et al. 2000; Havelaar et al. 2000; Messner et al. 2001 Messner et al. , 2006 Medema et al. 2003; Masago et al. 2004; Smeets et al. 2006a; Petterson 2006) . Few authors have investigated the impact of the choice of model inputs on risk estimates (Barbeau et al. 2000) and analysed the benefits of using the information contained in the Supervisory Control and Data Acquisition (SCADA) data (Nilsson 2006) . Data from SCADA systems allow for the detailed investigation of events through the analysis of the distributed monitoring data and reporting of control actions. fold) discrepancies between advanced inactivation models (Zhang et al. 2006; Brosé us et al. 2006) . Major issues with treatment models which remain unresolved include: (1) the lack of established validation with inactivation/treatment data from full-scale plants which include actual operational data (SCADA); (2) the inability of these models to fully take into account the impact of water quality (Mysore et al. 2003; Hijnen et al. 2004; Barbeau et al. 2004 Barbeau et al. , 2005 and the initial pathogen concentration (Haas & Kaymak 2002 .
Recent work has shown the importance of the actual measurement of pathogen survival during disinfection (Smeets et al. 2006a,b 
METHODOLOGY: DESCRIPTION OF THE MODEL DEVELOPED
The concentration of parasites in treated water is quantified by the measurement of the occurrence of the pathogens in raw water and its subsequent reduction by treatment barriers. Interpretation of the measurement data is only possible within the framework of a mathematical model.
The choice of the model's parameters must be rigorously justified, as a single series of data may lead to different interpretations, depending on the model used. The application of the exponential model of infection for Cryptosporidium and Giardia has been extensively used (Haas 1983; Regli et al. 1991; Rose et al. 1991; Haas et al. 1996a; Eisenberg et al. 1998; Teunis et al. 1997 Teunis et al. , 1999 Barbeau et al. 2000) and is based on the work carried out by Rendtorff (1954) , DuPont et al. (1995) and Okhuysen et al. (1999) . The model developed in this project to express the risk of infection, and described by Equation (1), is built on this exponential model.
The dose D can be expressed as follows (Teunis et al. 1997; Barbeau et al. 2000; Havelaar et al. 2000; Teunis & Havelaar 2002; Hunter et al. 2003) :
Considering consecutive exposures as the independant variable, the annual probability of 1 or more infections may be calculated under the assumptions of binomial process (infection: P infection or not infection: 1 2 P infection ) Petterson et al. 2006) . However, estimates of the probability of infection after a single exposure (e.g. daily exposure, P infection,d ) can be converted into the probability of infection after n exposures (P infection,n ) Hunter et al. 2003; Petterson et al. 2006) :
When P infection,d ! 1, P infection,n may be approximated as ).
In the case of the exponential dose-response model, Equation (3) is equal to Equation (4) ):
The annual risk of infection can then be calculated for n ¼ 365. The general equation for risk of infection is thus written as follows:
Because of the uncertainty on the various parameters involved in the exposure process or their variability, or a combination of these two factors, these parameters will be characterized by probability distribution functions (PDF).
With the probabilistic approach, it is possible to quantify the weight of the various parameters in the final assessment of the risk and of its uncertainty. The method most widely used in this quantitative risk analysis is Monte Carlo (MC) simulation , which was adopted for this study. (Barbeau et al. 2000) . The two tests consist of measuring the largest vertical distance between the theoretical distribution and the experimental distribution.
Uncertainty and variability
While performing a QMRA, it is useful to distinguish between variability and uncertainty. Variability corresponds to the difference observed in a given population due to heterogeneity or to natural diversity, and reflects fluctuations linked to a statistical phenomenon, while uncertainty is caused by methodological limitations or by a lack of knowledge of the initial parameters of the model (Firestone et al. 1997; Haas et al. 1999) . Consequently, variability and uncertainty are represented by probability distributions on the understanding that they describe two different phenomena. At the same time, certain parameters describing the variability of the exposed population can constitute sources of uncertainty (the parameters are not measured with certainty). They are referred to as uncertain variables which can be represented by secondorder random variables . In fact, no model describes the true behaviour of the micro-organisms in the environment. Since our objective was to choose the model providing an adequate and simplified description of the parasite occurrence, we opted for mixed distributions to describe the concentrations of Cryptosporidium and Giardia. Distributions were modeled using the raw counts and volumes analyzed. Three forms of distribution were tested (Barbeau et al. 2000) :
Concentrations of Cryptosporidium and Giardia which are above the detection limit (DL ¼ 1 oocyst/100 L) follow a log-Normal distribution ( f 1 ) in a satisfactory manner (Table 1) .
To model concentrations under the detection limit, two distributions were tested: a constant distribution and a uniform distribution. The first distribution ( f 2 -a) is the most conservative approach, and presupposes that the concentration under the detection limit is constant and equal to 1 oocyst/100 L. The second distribution is a uniform distribution ( f 2 -b) defined by an interval varying from 0 to 1 oocyst or cyst/100 L. This approach is neutral, and desirable in the absence of information on the underlying data distribution. The third distribution is a log-Normal ( f 3 )
distribution on the population of measured data, defined by a combination of (i) the 50th percentile or a percentile . the 50th adjusted to the percentage of non-detected concentrations, and (ii) the 95th percentile. In summary, the three
f 1 þ f 22b and log-Normal (xth, yth): f 3 .
Recovery, R
There was insufficient historical data on the recovery measured on the samples from plants A and B to generate probability distributions. As a result, the recoveries evaluated 
Infectivity, I
The analytical methods currently used to detect parasites in source water do not allow a distinction to be made between infectious and non-infectious oo(cysts). Failure to take this distinction into account in assessing risk leads to an overestimation of the risk of infection, since only a fraction of the oocysts and cysts detected in the environment is capable of causing an infection. A recent study has shown that the immunofluorescence cell culture techniques are not sensitive enough to detect infectious oocysts present in low concentrations (Schets et al. 2005) . Pending the development of more precise techniques, the fraction of infectious Cryptosporidium (37%) determined by Di Giovanni et al. vary from 10.7-13.9% (Rochelle et al. 2002) .
Dose-response parameter, r
The USEPA has conducted a meta analysis on data from clinical studies carried out on volunteers for three strains of By comparison, estimation of the dose-response parameter of C. parvum based solely on the IOWA strain is considerably lower, because of the low infectivity of that strain. The mean calculated was 0.4% (Haas et al. 1996a; Teunis et al. 1997; Barbeau et al. 2000; Havelaar et al. 2000) which was the value considered for the IESWTR (USEPA 1998). 
Occurrence of Giardia (cysts/100 L)
0.03 -12.6 N.A.
Dose -response parameters ASFB removal capacity is to some extent site specific and site demonstration of actual log removal is now considered as the acceptable approach to demonstrate a system's performance.
Experimental data from pilot studies were available for the source water studied and provide actual measured removals of ASFB by direct filtration without coagulation (DFNC), direct filtration with sub-optimal coagulation (DFSOC), direct filtration with optimal coagulation (DFOC) (Barbeau et al. 1999 and conventional treatment (CONV) (Barbeau et al. 2000) . This data was used to generate probability distributions for these types of filtration. Table 1 summarizes the parameters for the spore removal according to the physical treatment considered.
Once ASFB removal by the various physical treatments has been evaluated, the estimation of parasite removal (Cryptosporidium and Giardia) can be integrated into the model developed in accordance with three modalities (Figure 1 ):
1. The first modality constitutes a conservative approach, in which the removal of spores is considered to be the equivalent to the removal of oo(cysts) (Teunis et al. 1997; Barbeau et al. 2000; Havelaar et al. 2000) . 
Plant calculation
The CT calculation at plant B is based on a mean CT 10 averaged over all six parallel ozone contactors. This figure is calculated and readjusted once a day to obtain a 3-log inactivation of Giardia, taking into account water temperature. It is described by the following equation: 
Detailed calculation
The detailed calculation for the inactivation of
Cryptosporidium and Giardia follows these steps: (1) Calculation of contact time in each contactor: In the case of a "partial operation" of the ozonation process, Giardia inactivation was found to be constant for each condition previously identified (Figure 3 ). This situation is explained by the use of weighted mean, which accurately reflects the importance of short-circuiting on the overall inactivation (Equation (7)).
In the case of "normal operation" of the ozonation process, parasite inactivation varied considerably as a function of temperature. In order to take this effect into account, regressions were established between the log of parasite inactivation and water temperature. Figures 4 (a) and (b) illustrate the removal of parasites by ozonation as a function of temperature.
The variability of the log of inactivation relative to the established regressions was taken into account by calculating the error on the regressions, according to the following equation (Neter et al. 1985) :
In our model, we calculated parasite inactivation as a function of temperature, in the "normal operation" case, according to the following reasoning:
Posing y ¼ Log Giardia or Log Cryptosporidium and
Find a random value in the temperature distribution: (1)
S prediction with T ¼ X h , knowing n, SSX and MSE; (3) Find a random value from a Normal law centered at 0 with s ¼ 1; (5) Calculate:y ¼ expðYÞ. The temperature of the raw water at plant B is defined by a custom distribution (Table 1) .
Daily drinking water consumption, V
The data on the daily consumption of drinking water were taken from a study conducted by Payment et al. (1997) in Quebec, Canada. The data fits in a satisfactory manner the extreme value PDF with a mean of 1.6 L/d (Table 1) .
Stability of the model
The stability of the output of the model is influenced by the specifics of the model developed and the intrinsic heterogeneity of the results . This stability was evaluated using the mean, the standard deviation and coefficient of Moreover, if a coefficient of variation of 5% is deemed acceptable, then 100,000 would be the most appropriate number of simulations. In this study, the Monte Carlo simulations were carried out with 100,000 trials.
RESULTS AND DISCUSSION

Impact of input parameters to the model on risk assessment
The impacts of several approaches to model the input parameters on the final assessment of the risk of infection via drinking water were assessed. 
Selection of occurrence distribution
Figure 5 is the most conservative approach, as it most likely overestimates the occurrence of parasites for concentrations under the detection limit. Furthermore, the lognormal distribution defined on the data set (including zero counts) shows a great sensitivity to the number of data available and the number of zero counts. In fact, the more zero counts there are, the lower the predicted concentrations under the detection limit will be. Compared with the measured concentrations ( . DL), the predicted concentrations are lower, with the exception of the values at the higher end of the distribution (95th, 99th
and 100th percentiles). These high concentrations in the extremities of the distribution exceed 1,000 oocysts/100 L, and sometimes even 10,000 oocysts/100 L, when the number of data available is limited and the percentage of zero counts is high (as is the case with Cryptosporidium occurrence at plant B). These extreme values are more characteristic of undiluted waste waters, and in no way reflect the concentrations realistically present in most surface waters, particularly in good quality surface waters.
By contrast, the mixed distribution (log-Normal . DL and uniform , DL) retained for this study, closely describes the observed parasite occurrence in raw water for values over the DL. The log-Normal distribution adequately describes the measured concentrations, while the uniform distribution provides a probability equivalent to the non-detected data of having concentrations between 0 and the detection limit (1 oocyst/100 L).
These results show the importance of the selection of the distribution on the production of unrealistically high estimates in the tailing of the distribution.
Uncertainty on parasite occurrence in raw water
The uncertainty on Cryptosporidium occurrence data may be important in a risk assessment. However, experience shows that, for QMRA, it is possible that variability and uncertainty can be confounded, to the extent that it becomes difficult to consider them separately (Soller 2006) .
Indeed, in this study, the information about uncertainty is not available for all inputs parameters. Also, the use of 2-DMCA (with Crystal-Ball) is long and limited for complex model. However, for purposes of simplification, the distinction between uncertainty and variability was not made in this study as our efforts were directed to quantify the influence of the treatment PDFs.
Adjustment of recovery by concentration
The concentrations must be adjusted to account for the partial recovery of parasites while performing ICR or 1623 methods. A MC simulation normally considers input variables as independent. However, it is quite common to encounter correlated variables. Taking into account the correlation between two independent variables can significantly influence the output and increase the precision of the model (Firestone et al. 1997) . Using USEPA data on recovery for method 1623 (Dr M. Messner, personal communication), correlation coefficients (R) of 0.8 and 0.7
were calculated between the measured concentrations and the recoveries of Cryptosporidium and Giardia, respectively.
Consequently, we integrated this correlation into our model, which diminished the probability of the combination of a high concentration of parasites with a low recovery. For simplification purposes, a combined coefficient of correlation of 0.75 was considered for the entire data set. The three filtration approaches evaluated are summarized in Figure 1 . The results of the simulations performed reveal fairly major differences in the risk outputs from the various approaches. For example, approach 2, which considers that log parasites ¼ log spores /0.57, produces a lower risk than the risk computed using approach 1 (log parasites ¼ log spores ) and approach 3 (log parasites fixed). those estimated by approach 1 (4.72E 2 02 as opposed to 2.46 E 2 02 and 1.97 E 2 03 as opposed to 9.33 E 2 03 for DFCO and CONV respectively).
The first approach granting as Cryptosporidium log credits the observed ASF log removal appears most conservative. The second approach based on equivalent Cryptosporidium/spore log credits must be used with caution, because the correlation between spore removal and Cryptosporidium removal (Figure 2 ) is based entirely on pilot tests using spiked seeded parasites and relatively low duration of spiking. This correlation is appealing, but its application to full scale removal of pathogen may be premature. Hijnen et al. shows an underestimation of the risk in the plant calculation relative to the detailed calculation, which was fully expected.
The extent of this underestimation shows the importance of using adequate CT calculation procedures rather than relying on a simplified approach sometimes favoured by utilities.
Estimates were produced for the detailed CT calculation with (Figure 9 (b)) and without (Figure 9 (a)) actual ozonation Future efforts to reduce uncertainty should be targeted towards a better estimation of (i) parasite occurrence in raw water, (ii) the dose-response relation and (iii) the infectious oo(cyst) fraction. Similarly, the spore removal data could play the role of a parasite removal indicator, but only with adequate plant validation. Finally, the correlation between parasite inactivation and parasite concentration in raw water should be evaluated.
