I Introduction
Symbolic representation of dynamical systems by means of Markov partitions [1, 2, 3] enable us to study the systems in a more comfortable way. General dynamical systems, which are in general too complicated to handle with, in this case are represented by sequence spaces, one-sided or two-sided, which are comparatively easier to analyse than the original ones. These sequence spaces, generally called shift spaces [1, 4] , give us some handy tools of mathematics. One can predict some complicated dynamical aspects of a system by simply studying its representative symbolic space. We feel more advantageous when the representing symbol space is a shift of finite type [1] , also called topological Markov shift or simply a Markov shift [5] . For, these types of shifts are always represented by directed graphs which are equivalent to transition matrices and hence one can fruitfully employ the notions and results of graph theory as well as those of linear algebra. The relation between directed graphs and their transition matrices is like both way traffic. This is because of the fact that from a directed graph with n vertices one can always obtain a definite transition matrix of order n and conversely from a transition matrix of order n, one can have a definite graph with n vertices up to graph isomorphism.
Fruitful symbolic representation of a system is not always possible for every dynamical system. It has been found that such representations are possible in the family of hyperbolic toral automorphisms [2] and in some other special systems like Axiom A systems [4] . The most expected situation is the case of getting a topological conjugacy [1, 2, 6] between the map describing the original dynamical system and the associated topological Markov chain [2, 7] . This is rarely encountered in real situations. But the arrival at this ideal situation is always considered as the landing in a very comfortable zone. Because, after arriving at this arena, one can say all about the dynamical behaviours of the original system. This is because of the fact that topologically conjugate systems are identical or the same at least in the topological sense. So, to study the general dynamical systems in the light of Markov chains representing them, one needs to study the dynamical aspects of various topological Markov chains beforehand. The Golden Mean Lookalike shifts (GMLS) [8] forms a very special class of topological Markov shifts. In [8] , we have the definition of Golden Mean Lookalike Shifts (GMLS) and for this class Mangang calculated the topological entropy there. Here, in this paper, we have discussed some dynamical aspects of this topological Markov chain. Mainly, we have established that the shift transformation A  on GMLSm (
is Devaney chaotic (DevC) [6, 9] , Auslander-Yorke chaotic [10] and generically  -chaotic [10, 11] . We have also established that A  has chaotic and modified weakly chaotic dependence on initial conditions [10, 11] . Further we have derived the zeta function [1] for this Markov chain.
II Basic Definitions, Discussions And Results:
Definition 2.1: Li-Yorke Pairs [10, 12] : For a topological dynamical system (X, T), a pair 
2.1:
The bi-sided full m-shift m  , Shift spaces, Shifts of finite type and Sub-shifts:
the bi-sided full m-shift [1, 13] over the alphabet 
2.2: Graphs and their Adjacency Matrices, Edge Shifts and Vertex Shifts:
The well-known relations (i) A=A(G A ) and (ii)  G G(A G ), where A is the adjacency matrix of the graph G, allow one to use freely a graph G or its adjacency matrix A for the specification of the underlying graph, whichever seems more convenient in the context.If E is the edge set and A is the adjacency matrix for a graph G, then the edge shift [1] corresponding to G, denoted by X G or X A , is the shift space over the alphabet E such that
Where t(e i ) and i(e i+1 ) respectively denote the terminal vertex of the edge e i and the initial vertex of the edge e i+1 . From the above definition one can clearly understand the strong connection between graphsand shifts.Golden Mean Shift stands as an example that every shift of finite type is not always an edge shift. But by using higher block presentation, any shift of finite type can be recoded to have an edge shift.An alternative description of a shift of finite type can be given by using transition matrices.If B be a transition matrix (0-1 matrix) of order m m , then it is the adjacency matrix of a graph G containing at most one edge between any two vertices. The shift space denoted by 
2.3: The Golden Mean shift, Golden Mean Lookalike Shifts and cylinder sets:
The Golden Mean shift [1] is a Markov shift (shift of finite type) X F which is a sub-shift of the full 2-shift
with the forbidden class F given by F= {11}. More precisely, the Golden Mean shift contains all the bi-infinite binary sequences which do not contain the 2-block 11. This shift is described by the transition matrix A and Graph G: The shift described by this transition matrix is defined as the Golden Mean Lookalike shift of order m and shortly it is denoted by GMLSm. That is, a Golden Mean Lookalike Shift of order m is a shift X F of finite type over the alphabet 
 is a compact metric space [13] 
 is topologically transitive.  is topologically mixing. For this we need to prove that for any pair of non-empty open sets 
Conversely, assume that
and from this it immediately follows that
. This is true for any
So, we conclude that
 is topologically mixing. ■
Theorem: 3.2: The shift map
 is topologically transitive as well as mixing. , the language of A  , so it follows that 
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Dynamics of the Shift Transformation on the GMLSm
. Also, since in a GMLSm, 0 can precede and follow any letter of the corresponding alphabet, so, all the words ) 2 , ( n 
. Now with the help of the letters in a, we construct a point In case of Golden Mean shift we have found that 
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V. Conclusions
In this paper we have mainly established that the shift map on the Golden Mean 
