State-dependent importance sampling algorithms based on mixtures are considered. The algorithms are designed to compute tail probabilities of a heavy-tailed random walk. The increments of the random walk are assumed to have a regularly varying distribution. Sufficient conditions for obtaining bounded relative error are presented for rather general mixture algorithms. Two new examples, called the generalized Pareto mixture and the scaling mixture, are introduced. Both examples have good asymptotic properties and, in contrast to some of the existing algorithms, they are very easy to implement. Their performance is illustrated by numerical experiments. Finally, it is proved that mixture algorithms of this kind can be designed to have vanishing relative error. 
INTRODUCTION
This article considers the problem of computing tail probabilities by simulation. For many stochastic systems, tail probabilities are difficult to compute analytically and Monte Carlo simulation provides a viable alternative. However, for rare events, standard Monte Carlo simulation can be computationally inefficient and some form of variance reduction may significantly reduce the computational cost. One possibility to reduce variance, which has been applied in the context of both light-and heavy-tailed distributions, is importance sampling. In this article we focus on importance sampling algorithms for computing the probability p b = P{S n > b}, for a high threshold b, where S n = X 1 +· · ·+ X n is a random walk. The random variables X 1 , . . . , X n are independent and identically distributed with distribution function F and density f . It is assumed that the right tail of f is regularly varying at ∞; more precisely This work is supported by the Swedish Research Council 621-2008-4944. Authors' addresses: H. Hult (corresponding author) and J. Svensson, Department of Mathematics, KTH, SE-100 44, Stockholm, Sweden; email: hult@kth.se. Permission to make digital or hard copies of part or all of this work for personal or classroom use is granted without fee provided that copies are not made or distributed for profit or commercial advantage and that copies show this notice on the first page or initial screen of a display along with the full citation. Copyrights for components of this work owned by others than ACM must be honored. Abstracting with credit is permitted. To copy otherwise, to republish, to post on servers, to redistribute to lists, or to use any component of this work in other works requires prior specific permission and/or a fee. Permissions may be requested fromthere exists an α > 0 such that, for each x > 0,
Then it is well known that f has the representation f (x) = x −α−1 L(x), x > 0, where L is slowly varying.
Regularly varying distributions, and more generally heavy-tailed distributions, are frequently used to model data where there is a nonnegligible probability of large shocks in the system. This is the case, for instance, in telecommunications networks where long service times may result in large variability of the workload process. In an actuarial context, the occurrence of large insurance claims may lead to severe reduction of the risk reserve. In finance, large shocks in asset price processes may lead to large variations in the portfolio value. Our interest in random walks with heavy-tailed steps is triggered by them being a fundamental building block in a wide range of stochastic models where heavy-tailed distributions are present. For instance, the stationary distribution of the waiting time and the workload of an M/G/1 queue is given by a random sum N i=1 X i , where N is geometric, independent of {X i } and X i has density μ −1
, where B is the service time distribution and μ B its mean; see Asmussen [2003, Theorem 5.7] . The total claim amount faced by an insurance company is often modeled as a random sum N i=1 X i , where N is the number of claims, independent of the individual claim amounts X 1 , X 2 , . . .. In (financial) time-series models the innovations are often assumed independent and identically distributed with a heavy-tailed distribution. Rare events for the time series can often be traced back to rare events for the underlying independent innovations sequence.
Throughout the article the joint distribution of (X 1 , . . . , X n ) is denoted by μ n , which is a product measure because X 1 , . . . , X n are independent.
To motivate the need of variance reduction techniques, consider computing p b by standard Monte Carlo. Then N independent samples (X 
When p b is small the standard deviation is roughly p b /N. Then roughly N ∝ 1/ p b samples are needed for the standard deviation to be of size comparable to the quantity p b of interest. In short: when p b is small N must be large. Importance sampling provides a way to possibly reduce the computational cost without sacrificing precision, or equivalently, to improve precision without increasing the computational cost. The basic idea of importance sampling is to generate samples (X 
The goal is to choose ν b n so more samples are drawn from regions that are "important" to the event {S n > b}. Then the event becomes less rare under ν b n , which reduces variance. However, ν b n must be chosen carefully so that the likelihood ratio weights dμ n dν b n (X 1 , . . . , X n ) do not cause the variance to increase. A relevant quantity for deciding if a sampling measure ν b n is appropriate or not is the relative error
To quantify the efficiency of the sampling measure it is convenient to study the asymptotic behavior of the relative error as b → ∞. This amounts to studying the asymptotic behavior of normalized second moment lim b→∞ Ep A number of different algorithms have been proposed to simulate tail probabilities of heavy-tailed random walks. For subexponential distributions, Asmussen and Binswanger [1997] propose a conditional Monte Carlo algorithm which is shown to have logarithmically efficient relative error in the class of regularly varying distributions. The algorithm is developed further by Asmussen and Kroese [2006] who provide an estimator with bounded relative error for distributions with regularly varying tails. Juneja and Shahabuddin [2002] introduce an importance sampling algorithm inspired by exponential twisting. Some of the difficulties in designing efficient rare-event simulation algorithms in the heavy-tailed setting are highlighted by Asmussen et al. [2000] . For heavy-tailed random walks Bassamboo et al. [2007] show that one must consider state-dependent changes of measure to construct efficient importance sampling algorithms. A state-dependent importance sampler based on mixtures is proposed by Dupuis et al. [2007] . Their algorithm is proved to have close to vanishing relative error. Blanchet and Li [2011] present a state-dependent algorithm that uses a Markov chain description of the random walk under the sampling measure to obtain bounded relative error for the class of subexponential distributions. Blanchet and Liu [2008] construct a state-dependent mixture algorithm with bounded relative error for the probability P{S n > b} in the range b > b 0 n 1/2+ .
In this article we consider mixture algorithms that are very similar to the algorithm proposed by Dupuis et al. [2007] . The underlying idea is to construct a state-dependent sampling distribution such that the trajectories of X 1 , . . . , X n leading to S n > b are similar to the most likely trajectories conditional on S n > b. In the heavy-tailed case, the most likely trajectories are such that one of the X i 's is large and the others tend to be average. Mixtures arise quite naturally as sampling distributions for producing such trajectories. After i − 1 steps of the random walk, sample the next step from the original density f with probability p i , and sample from a density where it is likely to get a large value with probability q i = 1 − p i .
In this article we derive sufficient conditions for bounded relative error of the general mixture algorithm and provide a couple of new examples of mixture algorithms that are very easy to implement. The point of the new mixture algorithms is that sampling from the conditional distribution as suggested by Dupuis et al. [2007] may be difficult. The two most popular methods to sample from a conditional distribution is the inverse transform method and the acceptance-rejection method. The inverse transform method requires knowledge of the distribution function F of X and the quantile function F −1 . Such information is not always available, for instance, if X has a mixture distribution. The acceptance-rejection method requires knowledge of the distribution function F and an appropriately chosen proposal distribution. Although the density f of X is assumed known it may be that F is unknown. Then numerical integration or simulation may be needed to evaluate the tail of F. These techniques can be either unreliable or slow down the simulation significantly. In addition, finding an appropriate proposal distribution with sufficiently large acceptance probability can also be difficult.
To overcome the shortcomings of the acceptance-rejection method two new versions of the mixture algorithm are proposed: the generalized Pareto mixture and the scaling algorithm. They do not require sampling from the conditional density, and this may speed up the simulation algorithm significantly.
The article is organized as follows. In Section 2 a general importance sampling algorithm based on mixtures is introduced and the generalized Pareto mixture and the scaling algorithm are presented. In Section 3 sufficient conditions for the mixture algorithm to have bounded relative error are given. Section 4 contains a detailed analysis of the specific mixture algorithms presented in Section 2. Numerical experiments illustrating the performance of the algorithms are contained in Section 5. The concluding Section 6 presents a mixture algorithm with vanishing relative error. This is a small improvement of the result in Dupuis et al. [2007] .
STATE-DEPENDENT MIXTURE ALGORITHMS
In this section a general importance sampling algorithm based on mixtures is described. It is called the state-dependent mixture algorithm. Three examples are also provided: the conditional mixture, the generalied Pareto mixture, and the scaling algorithm.
The state-dependent mixture algorithm for computing p b = P{S n > b} proceeds as follows. Each replication of (X 1 , . . . , X n ) is generated sequentially and the distribution for sampling X i depends on the current state S i−1 = X 1 + · · · + X i−1 of the random walk. At the ith step it may be that S i−1 already exceeds the threshold b. If so, X i is sampled from the original density f . Otherwise, if S i−1 ≤ b, a biased coin is tossed with probability p i for "heads" and q i = 1 − p i for "tails". If it comes up "heads" X i is generated from the original density f , but if it comes up "tails", X i is generated from another density g i (x | S i−1 ). The density g i (x | S i−1 ) depends on the current step i of the algorithm and on the current state S i−1 . The idea is to choose g i (x | S i−1 ) such that sampling from g i (x | S i−1 ) is likely to result in a large step. However, g i (x | S i−1 ) must be chosen with some care in order to control the likelihood ratio weights
and thereby the relative error. At the last step, if S n−1 ≤ b, X n is sampled from a density g n (x | S n−1 ) and if S n−1 > b it is sampled from the original f . In contrast to the previous steps g n is not necessarily of mixture type. The reason is that it may be advantageous to make sure X n > b − S n−1 in the last step to get S n > b with probability 1.
An algorithmic description of the general state-dependent mixture algorithm is given in Algorithm 1.
Remark 2.1. Throughout the article a function written g i (x | s) will be interpreted either as a function
Explicit examples of the state-dependent mixture algorithm are obtained by specifying the sampling densities g i (x | s) and the numbers p i .
Conditional Mixture Algorithm
The algorithm proposed by Dupuis et al. [2007] takes g i (x | s) to be the following conditional density. For i = 1, . . . , n − 1 the large values are sampled conditional on being at least a times the remaining distance to b, where a ∈ (0, 1). It is necessary that a is strictly less than 1 to obtain an algorithm with bounded relative error. In the last step, samples are generated conditional on S n exceeding b. More precisely,
where F = 1 − F. In the paper by Dupuis et al. [2007] the authors assume that f = 0 on (−∞, 0). That is, all the X i 's are nonnegative. This is not a serious restriction and we do not impose it here. Although the conditional mixture algorithm looks rather elementary to implement, it suffers some practical limitations. The heart of the problem is that sampling from the conditional distribution may not be straightforward. Some potential problems that arise when implementing the conditional mixture algorithm are discussed next. 
Practical Limitations of the Conditional Mixture Algorithm
The main practical problem to implement the conditional mixture algorithm is that one needs to sample from the conditional distribution. There are two standard techniques to sample from the conditional distribution: the inverse transform method and the acceptance-rejection method. Let us briefly review them.
If the distribution function F and its inverse F −1 are available, the inverse transform method samples X conditional on X > c by taking U to be uniform on (0, 1) and
Sampling from the conditional distribution using the inverse transform method requires knowledge of both F and F −1 . If F is not a standard distribution, for instance, if F is a mixture distribution, then evaluating F and F −1 may be computationally intensive, slowing down the algorithm.
The acceptance-rejection method for sampling X conditional on X > c works as follows. A proposal density h(x | c) is constructed with the following property: there exists M c ∈ (0, ∞) such that
A proposal Y 1 is generated from h(x | c) and accepted with probability
If accepted, put X = Y 1 , otherwise a new proposal Y 2 is generated and the procedure is repeated until a proposal is accepted. The expected acceptance probability is
When the density f of X is regularly varying with index −(α+1) the obvious candidate for h(x | c) is a shifted Pareto distribution starting from c. More precisely,
For this choice of h the constant M c in (1) must satisfy
With y = x/c the expression in the last display can be written as
and that M c is bounded in c. Thus, sampling from the conditional distribution using the acceptance-rejection method has bounded complexity. Although this is a nice theoretical property there are practical problems using the acceptance-rejection algorithm. In our experience practical problems appear in the following two cases:
(1) the evaluation of F(c) can only be done numerically, (2) M c is finite but large, leading to a small acceptance probability. The first case (1) is a problem when the density f of X is known explicitly but the tail F is not. In this case, the acceptance-rejection algorithm to sample from the conditional distribution may require numerical evaluation of F(c), for instance, numerical integration. When c is large F(c) is small and standard numerical integration (e.g., adaptive quadrature which is standard in the program 'R') may be inaccurate. This fact is well known; in the 'R'-Help file for the function integrate the following warning is issued:
"Like all numerical integration routines, these evaluate the function on a finite set of points. If the function is approximately constant (in particular, zero) over nearly all its range it is possible that the result and error estimate may be seriously wrong."
To briefly illustrate the problem with standard numerical integration, consider numerical evaluation of the integral
The correct answer is 10 −αi . The relative error of the standard numerical integration algorithm in 'R' is given in Table I . It should be clear from Table I that standard numerical integration is unreliable when evaluating tail probabilities.
If numerical integration is ruled out, an alternative is to compute F(c) by simulation, using importance sampling. Although implementing an efficient importance sampling algorithm for computing F(c) is rather straightforward, it will increase the computational cost significantly. Strictly speaking, the algorithm still has bounded relative error, but the computational cost increases because of the extra simulations. The additional cost depends, of course, on the desired accuracy of the evaluation of F(c). A numerical example showing that the additional cost can be significant is given in Section 5.
Next follows an explicit example where numerical evaluation is needed to compute tail probabilities.
Example 2.2. Let X 1 , X 2 , . . . , X n represent regeneration times of an M/G/1 queue. The stationary distribution of the waiting time and the workload of the queue is given by the random sum S N = N i=1 X i , where N is geometric, independent of {X i } and X i has density (1 − B)/μ B where B is the service time distribution and μ B its mean (see Asmussen [2003, Theorem 5.7] . Consider computing a rare event probability of the form P{S N > b} using importance sampling. In this case a natural strategy (see, e.g., Dupuis et al. [2007] ) is to first sample N according to an appropriate sampling distribution, and then conditional on N = n compute probabilities of the form P{S n > b}. In this article our emphasis is on computing P{S n > b} for fixed n.
Suppose the service times B 1 , B 2 , . . . are modeled by a mixture of the form
where
is the density of a (α, β) distribution. This is a natural extension of the standard Pareto-model for the service times under parameter uncertainty about the tail index. The density of X is then given by
The density of X can be explicitly computed as
but the tail F(c), which can be represented as
cannot easily be computed in explicit form. In this case sampling from the conditional distribution using acceptance-rejection requires numerical evaluation of the tail: either numerical integration or simulation. Numerical experiments for computing P{S n > b} with S n = X 1 + · · · + X n are provided in Section 5.
The issue in point (2) is that the acceptance probability is small, so many proposals are required before a proposal is accepted. Here is an example. L(x) = C exp log(x) cos log(x) , x ≥ 1.
In this case it is difficult to find a useful explicit bound M c to use in the acceptancerejection algorithm. An attempt to evaluate M c numerically for different values of c shows that M c can be huge.
Generalized Pareto Mixture
The practical limitations of the conditional mixture algorithm encourages us to seek another simple alternative that avoids sampling from the conditional distribution. One alternative is to sample the large variables from a generalized Pareto distribution instead. The intuition is that, because F is regularly varying, the generalized Pareto distribution approximates the conditional distribution well.
The generalized Pareto mixture algorithm takes g i to be a generalized Pareto distribution. As in the previous algorithm, for i = 1, . . . , n − 1, the large values are sampled conditional on being at least a times the remaining distance to b, where a ∈ (0, 1). The last step is slightly different. If the remaining distance is large, the last step is taken from a generalized Pareto distribution, otherwise it is taken from the original density. The reason is that if S n−1 ≤ b but close to b, then the generalized Pareto distribution is not necessarily a good approximation of the conditional distribution. To be precise, 
Scaling Mixture
A different and very simple way to sample the large variables is to sample from the original density and then scale the outcome by multiplying with a large number λb. We call this a scaling mixture algorithm. The scaling mixture algorithm has, with λ > 0,
These expressions are not entirely transparent at first sight. To explain them, we illustrate how to sample from g i . Generate a candidate X from f . If X ≤ 0 put X = X and if X > 0, put X = λbX . Then X has density g i (x | s). Actually, this choice of g i (x | s) does not depend on s for 1 ≤ i ≤ n− 1, but other versions of the scaling mixture algorithm do depend on s, so we keep s in the notation.
To simplify the analysis we will, in the context of scaling mixtures, always assume that the orginal density f is strictly positive on (0, ∞). If this is not satisfied the situation is more involved because there may be large x > 0 such that f (x) > 0 but f (x/λb) = 0. Then such large x-value cannot be obtained by sampling a small number from f and scale by λb. This may cause the likelihood ratio weights to be relatively large, which increases the variance.
The condition that f is strictly positive on (0, ∞) may seem a bit restrictive. If this is not satisfied, it might be possible to find a simple variation of the algorithm that works. For instance, if f is strictly positive on (x 0 , ∞) for some x 0 > 0, one can just modify the algorithm in the following way. Let g i be the density corresponding to the following sampling procedure: generate a candidate X from f . If X ≤ 0 put X = X and if X > 0, put X = λb(X − x 0 ).
There are several variations of the scaling mixture algorithm. For instance, one may scale with something proportional to the remaining distance to b, instead of something proportional to b as described before. Some variations of the scaling mixture algorithm will be treated in more detail in Section 4.3.
An advantage of the scaling mixture algorithm is that the same sample can be used to compute tail probabilities of different thresholds. Since all steps of the random walk are generated from the original density f , the only difference when computing P{S n > b 1 } and P{S n > b 2 } is the multiplier λb 1 and λb 2 , respectively, used to obtain the large steps. Obviously, if the same sample is used, then the resulting estimates of the two probabilities will be highly dependent.
ASYMPTOTIC ANALYSIS OF THE NORMALIZED SECOND MOMENT
The efficiency criteria presented in the Introduction are all based on the asymptotic properties of the normalized second moment Ep 
where x = (x 1 , . . . , x n ), s i = s i (x) = x 1 + · · · + x i , and the measure m b is given by
To calculate the limit of this integral we will use the weak convergence of the measure m b to a measure m and uniform convergence of an upper bound R *
(bx) to a bounded continuous function R(x). Then we establish the convergence lim sup
R(x)m(dx).
To do this it is convenient if the normalized likelihood ratio R b (x) is bounded. Boundedness of R b (x) is certainly stronger than necessary but appears to be desirable. For instance, it implies that the normalized q-moment is bounded for any q ∈ (1, ∞). Indeed, if R * b is bounded and R * b → R uniformly, then for any q ∈ (1, ∞)
Next we provide sufficient conditions for R b to be bounded.
LEMMA 3.1. Consider Algorithm 1 with p i > 0 for 1 ≤ i ≤ n − 1. Suppose there exists a ∈ (0, 1) such that
lim sup
Then the normalized likelihood ratio R b
(x) = 1 F(b) dμ dν b n (bx) is bounded on {s n > 1}.
PROOF. For x ∈ R
n write s i = x 1 + . . . + x i . On {s n > 1} it must hold that x i > a(1 − s i−1 ) for some i = 1, . . . , n. Otherwise s i ≤ 1 − (1 − a) i < 1 for each i. Take x ∈ {x ∈ R n : s n > 1} and let i = min{ j : x j > a(1 − s j−1 )}. Note that for this i
For any x j , j / ∈ {i, n},
It follows that, for 1
The first term can be written as 1
F(b) .
By (3) this term is bounded. The second term in (5) is bounded because p j > 0 by assumption. The last term is bounded by (4).
which is bounded by (3).
Next we present the main result. It provides sufficient conditions for the mixture algorithm to have bounded relative error. The result is obtained by showing that the normalized second moment remains bounded. In Section 4 the sufficient conditions will be verified for the examples presented in Section 2. THEOREM 3.2. Suppose (3) and (4) hold for some a ∈ (0, 1). Suppose in addition that for i = 1, . . . , n there exist functions h i :
uniformly on B i := {x ∈ R n : 
with the convention that q n = 1.
PROOF. First write the normalized second moment as in (2).
By regular variation of f and independence of X 1 , . . . , X n the joint distribution μ n is multivariate regularly varying. In particular, the weak convergence m b w → m holds, where m has the representation
This is well known, see, for example, Resnick [1987, Section 5.5] . A proof is also given by Dupuis et al. [2007] . We see that the measure m puts all its mass on the coordinate axes, that is, on trajectories where one jump is large and the rest are zero. The next step is to decompose the integral as
A i is a finite union and the A i 's have disjoint closures. We will find A i such that the second integral converges to 0 and determine an upper bound R *
Define the sets A i to be 
To see this, construct a bound as in (5) 
and notice that on
Then the contribution to the likelihood ratio weights from x k , k > i is equal to 1. By assumption (6)
With the representation (7) of the limiting measure m, the upper bound for the normalized second moment can now be calculated as
This completes the proof.
EXAMPLES
In this section we provide a detailed analysis of the algorithms presented in Section 2. In particular, we verify the conditions of Lemma 3.1 and Theorem 3.2 for these algorithms.
The Conditional Mixture Algorithm
Recall from Example 2.1 that the conditional mixture algorithm has, with a ∈ (0, 1),
Then, for i = 1, . . . , n − 1, the uniform convergence
on s ≤ 1. It follows that both (3) and (4) are satisified and hence the normalized likelihood ratio is bounded. By the preceding calculation (6) holds with
The right-hand side is minimized at
with minimum n −2 [(n − 1)a −α/2 + 1] 2 . For each n this can be made arbitrarily close to 1 by letting a be sufficiently close to 1. See Dupuis et al. [2007] for further details.
Generalized Pareto Mixture
Recall from Example 2.3 that the generalized Pareto mixture algorithm has, with a ∈ (0, 1),
First we check (3) and (4). Karamata's theorem implies
also holds. By Lemma 3.1 the normalized likelihood ratio is bounded. The previous calculation shows that (6) holds with
This is identical to (9), so p i can be chosen according to (10) to minimize the relative error. This analysis shows that the generalized Pareto mixture has identical asymptotic properties as the conditional mixture. An advantage is that it may be a lot easier to implement.
Scaling Mixtures
In the scaling mixture algorithm presented in Example 2.4, the large variables are generated by sampling from the original density and then multiplying by a large number. In this section we study two variations of this algorithm. Recall that, in the context of scaling mixtures, we always assume that the orginal density f is strictly positive on (0, ∞).
Scaling Mixture I. The first scaling mixture algorithm, called scaling mixture I, is constructed as follows. Write
The scaling mixture algorithm, with λ > 0, has
To generate a sample X from g i proceed as follows. Generate a candidate X from f . If
, the condition (3) holds. Note, however, that (3) fails if lim inf x→∞ L(x) = 0. This case will be treated next. Since
is bounded on s ≤ 1, x > 1−s condition (4) also holds. From the preceding calculation we see that (6) is satisfied with
In particular, the asymptotic upper bound for the normalized second moment is
with q n = 1. It is straightforward to check that
is minimized at
with minimum equal to 1. The parameter λ can be chosen to control the factor
In some cases this can be minimized analytically.
Example 4.1. Consider a Pareto density of the form
dx.
If α = 1 this is minimized at λ = √ 3 with minimum
In the scaling mixture algorithm we assumed inf x>x 0 L(x) > 0 for all x 0 > 0. This rules out distributions whose slowly varying function L(x) tends to 0 as x → ∞. This is not a severe problem. One way to avoid it is to slightly modify the previous algorithm.
Scaling Mixture II. The scaling mixture II algorithm has, with λ > 0, u ∈ (0, 1), δ > 0, and a ∈ (0, 1),
The density g i is based on the following sampling procedure. To generate a sample X from g i , first generate a candidate X from f . If X ≤ 0 put X = X , if 0 < X ≤ u, put X = λbX , and if X > u put X = λb(X ) 1+δ . Similar to the scaling mixture I algorithm it follows that, for 1 ≤ i ≤ n,
is bounded from below for x ≥ 1−s (3) holds. Just as for the scaling mixture I algorithm (4) also holds. In addition, (6) hold with
The asymptotic upper bound for the normalized second moment is hence
with q n = 1. As before
with minimum equal to 1. The remaining parameters λ and u can be chosen to control the integrals in (12). We would like to emphasize that the scaling mixture II works whenever the scaling mixture I works. If checking the property inf x>x 0 L(x) > 0 for all x 0 > 0 of the slowly varying function L is difficult, one can safely proceed using the scaling mixture II.
NUMERICAL EXPERIMENTS
In this section numerical experiments of the state-dependent mixture algorithms are performed. To begin the scaling mixture algorithm is compared to the conditional mixture algorithm in a simple setting where the conditional mixture algorithm performs well.
Random Walk with Shifted Pareto Steps
Suppose X 1 , X 2 , . . . , X n are independent and identically distributed with P(
That is, the distribution of X i is a shifted Pareto distribution. Consider computing P{S n > b} by importance sampling. In this setting there is no difficulty sampling from the conditional distribution of X|X > c by the inverse transform method. Then it is expected that the conditional mixture performs better than the scaling mixture. To evaluate the performance, the probability P{S n > b} is computed using samples of size N = 100. The estimation procedure is then repeated M = 1000 times to compute the average estimate, the standard deviation, and the average time per replication (total time divided by MN). The results of the numerical experiment are contained in Table II . As expected, the conditional mixture, here denoted DLW after the authors of Dupuis et al. [2007] , outperforms the scaling mixture, in terms of accuracy, standard deviation, and CPU time. In this example we omit the generalized Pareto mixture because it is very close to the conditional mixture. The number of samples used for each estimate was N = 100 and the estimation procedure was repeated M = 1000 times to compute averages and standard deviations. The scaling mixture II algorithm used a = 0.9, λ = 5, δ = 0.1, and u = 0.99. The DLW used a = 0.9. The number of samples used for each estimate was N = 100 and the estimation procedure was repeated M = 1000 times to compute averages and standard deviations. The conditional mixture (DLW) and the generalized Pareto mixture use a = 0.9. The scaling mixture II used a = 0.9, λ = 5, δ = 0.1, and u = 0.99.
Random Walk with Steps of Mixture Type
Next consider P(S n > b) for the random walk S n = n i=1 X i where the distribution of X i is taken from Example 2.2. That is, the density of X is
Then, sampling from the conditional distribution using acceptance-rejection requires numerical evaluation of F(c). We decided to implement the conditional mixture algorithm using acceptance-rejection and importance sampling to numerically evaluate the tail F(c). Each time the tail is evaluated based on 100 simulations. The results are contained in Table III (DLW) . The results for the generalized Pareto mixture and the scaling mixture algorithm (more precisely, the scaling mixture II) are presented in Table III . A convenient measure of efficiency which takes into account the computational time is
Measure of efficiency = Variance × Time per replication.
With this measure of efficiency the generalized Pareto mixture is about 45 times more efficient than the conditional mixture, whereas the scaling mixture algorithm has roughly the same measure of efficiency as the conditional mixture in this particular example.
MIXTURE ALGORITHMS WITH VANISHING RELATIVE ERROR
In the previous section we observed that the conditional mixture algorithm and the generalized Pareto mixture algorithm can be designed to have small asymptotic relative error. A small asymptotic relative error is obtained by choosing the parameter a close to 1. In this section we prove that these algorithms actually have vanishing relative error. This is accomplished by letting the parameter a = a b depend on the threshold b in such a way that a b → 1 slowly as b → ∞. For simplicity we assume that X 1 > 0 throughout this section. PROOF. First rewrite the normalized second moment as in (2).
Fix an arbitrary number a 0 ∈ (0, 1). Define the sets
Then {s n > 1} is a subset of ∪ n i=1 A i . Furthermore each A i can be written as the disjoint union
That is, the set A i is written as a disjoint union of 3 i−1 sets of the form
where each I j is either B j , C j , or D j . Each intersection I 1 ∩ I 2 ∩ · · · ∩ I i−1 ∩ A i belongs to exactly one of the following three types:
(1) I j = B j for each j = 1, . . . , i − 1. 
In addition, just as in (16) 
