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In a typical consumer digital camera, the image sensor at each pixel senses only
one out of the three color components (usually red, green, and blue) the representa-
tion of a digital color image calls for. This raises the problem of reconstructing the
missing color components at each pixel from the data acquired, a problem widely
known in the litterature as demosaicing. Recently, demosaicing algorithms based
on Sparse Recovery Theory have been proposed. These algorithms, we will refer to
as sparse-based demosaicing algorithms, aim at estimate the original image by the
one compatible with the acquired data and admiting the sparsest representation un-
der a given sparsifying dictionary. In this thesis a recent sparse-based demosaicing
algorithm proposed in the litterature is considered. As opposed to other sparse-
based demosaicing algorithms, the one studied here employes a dictionary which
explicitly takes into account the inter-pixel (spatial) and inter-channel (color) image
correlation, usually leading to reconstructed images with notably less visual artifact
than leading demosaicing algorithms, even when the PSNR measure would suggest
the converse. As the authors did not made any software implementation of their
algorithm available, we decided to develop our implementation of the algorithm.
This thesis paralles the work done toward this direction, from the study of the de-
mosaicing problem and the fundamental results of Sparse Recovery Theory, to the
simulation results we obtained.Contents
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Introduction
Sincetheirintroductioninthemid-1990s, consumerdigitalcamerashaveundergone
a rapid growth, mainly due to their capability to store a large amount of images
at a low cost, allowing the user to decide if discard, archive, or post-process the
image after its acquisition. Today a typical consumer camera has over 12 million
pixels, but thesensorat eachpixelsenses onlyoneout ofthethree colorcomponents
(usually red, green, and blue) the representation of a digital color image calls for.
As the camera senses only one-third of the required information, the remaining
two-thirds need to be reconstructed from the available data via a proper algorithm.
This particular reconstruction problem is refered to as demosaicing. Clearly the
quality of the ﬁnal image heavily depends on the demosaicing procedure, and this
is also one of the reasons why the pixel counter of a digital camera usually cannot
be referred to as its spatial resolution.
Due to the success of digital cameras and their increasing spread, also embed-
ded in other devices such as smartphones, the demosaicing problem has received
large attention by the Digital Signal Processing (DSP) community, and several de-
mosaicing algorithms have been proposed. Recently, some authors have considered
to apply the interesting approach of Sparse Recovery Theory to the demosaicing
problem, thus introducing a new class of demosaicing algorithms we will refer to
as sparse-based algorithms. Sparse Recovery Theory deals with the recovery of a
vector of interest from a number of proper linear measurements smaller than the
original vector size, provided the vector admits a sparse or compressible represen-
tation. It happens that the relationship between the image we would ideally acquire,
1and the data that is actually acquired by the camera, can be stated as a linear system
of equations. Moreover natural color images are known to admit highly sparse or
compressible representations due to their high correlation. Therefore Sparse Recov-
ery Theory appears as an interesting strategy to attack the demosaicing problem.
However, as it is often the case in engineering, when trying to apply an interest-
ing mathematical theory on a practical problem, this usually happens to not ﬁt all
the assumptions that the considered mathematical theory would call for. In order
to guarantee exact recovery of the original vector, or a well approximation of it,
Sparse Recovery clearly requires the linear measurements on the vector to satisfy
speciﬁc assumptions. However, the linear system involved in the demosaicing prob-
lem hardly happens to satisfy all these assumptions. Nevertheless, empirical results
show that sparse-based demosaicing algorithms perform well in practice, and more-
over they usually outperform the non-sparse-based leading algorithms.
This thesis focuses on the sparse-based demosaicing framework by Moghadam
et al. presented in [11]. Our interest for this framework obviously comes from the
simulation results reported by Moghadam et al. Their tests on the KODAK dataset
show that the images demosaiced via their framework usually exibit notably less
visual artifacts when compared to images demosaiced by other leading algorithms,
and this happens to be true even when PSNRs would suggest the converse. This
property makes the framework by Moghadam et al. very appealing, as in real cases
the full-resolution image is no longer available, therefore no PSNR values can be
computed, and the visual quality of the image is all that matter.
Unfortunately Moghadam et al. did not made their implementation of the frame-
work available, neither the source code, nor an executable version of it. This led us
to the decision to try developing our implementation of the framework. This thesis
parallels the work done toward this direction. Chapter 2 formally introduces the de-
mosaicing problem, analyzes the relation among the full-resolution image we would
ideally acquire and the actually acquired one, ﬁnally presents how Sparse Recovery
theory meets the demosaicing problem, automatically leading to the formulation of
the general structure of a sparse-based demosaicing algorithm. Chapter 3 provides
some fundamental results of Sparse Recovery theory, those we expect to be useful
in understanding the approach adopted by sparse-based demosaicing algorithms.
Chapter 4 presents the demosaicing framework by Moghadam et al. as described
2in [11]. Chapter 5 has a double purpose. The ﬁrst one is to present the simulation
results provided by Moghadam et al. The second one is to present the results we
achieved with our implementation of the framework, and provide some observations
on the work of Moghadam et al. Finally, Chapter 6 concludes this thesis.
The remainder of this chapter introduces some notation. For a number q 2 N,
we deﬁne
⇥
q
⇤
, {1,2,...,q}. The cardinality of a ﬁnite set S will be denoted
as card(S). Matrices will be represented by bold font (e.g., A), while vectors
or scalars will be represented by normal font (e.g., x). Let us consider a matrix
A 2 Rs1⇥s2 and a vector x 2 Rs1. The entry of A at position (i, j) 2 [s1] ⇥ [s2]
will be denoted by Ai,j. Similarly, the i-th entry of vector x will be denoted by
xi. We deﬁne the support of vector x as supp(x) , {i 2 [s1] : xi > 0}. We will
use MATLAB notation for identifying submatrices of matrix A, or subvectors of
vector x. For instance, for v1 ✓ [s1] and v2 ✓ [s2], we will denote by Av1,: the
submatrix of A restricted to the rows of v1 and all the columns, and by A:,v2 the
submatrix of A restricted to the columns of v2 and all the rows. Similarly we will
denote by xv1 the subvector of x restriced to the indices of v1. According to the
MATLAB notation, we will also denote the square s1 ⇥ s1 diagonal matrix contain-
ing vector x on its main diagonal and zeros outside, by diag(x). The transpose of
matrix A will be denoted by A
T. To simplify equations, when matrix A represents
a bidimensional image, such as a single channel of a color image, we will usually
deal with the vectorized form of A. The vectorized form of A is the s1s2 ⇥ 1 vec-
tor A obtained by stacking the columns of A on top of one another. Formally is
A ,
h 
A:,{1}
 T  
A:,{2}
 T ...
 
A:,{s2}
 TiT
. Finally we will denote the Hadamard (point
wise) product by  , and the Kronecker tensor product by ⌦.
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Demosaicing:
a Reconstruction Problem
In a digital camera designed for gray scale images only, the acquisiton could be per-
formed through a bidimensional array of sensors, CMOS (Complementary Metal
Oxide Silicon) or CCD (Charged-Coupled Device), each one measuring the inte-
sity of the visible light signal at its location, usually refered to as pixel. In a color
digital camera instead, at each pixel location three values should be measured: the
intensities of the light signal around the red color frequencies, the green frequen-
cies, and the blue ones. This seems to suggest that three sensors per pixel may be
required, each sensing a particular set of wavelengths. This however introduces a
nontrivial problem about the positioning of the sensors. One approach is to use a
beam-splitter along the optical path to project the image onto three separate bidi-
mensional arrays of sensors, each one equipped with a color ﬁlter ahead. The ﬁlters
allow each array to sense only the frequencies related to one of the three colors,
and the result are three full-resolution color images. This is a costly approach as
it requires three sensors per pixel, and moreover these have to be aligned precisely
in order to avoid phase-delay e↵ects, not a simple challenge to mechanical design
[1]. Another approach, still costly because of the number of sensors employed, is
to stack the three sensors on top of one another, as in Foveon cameras [2], but this
arrangment su↵ers of signal attenuation problems as the ligth has to penetrate three
levels of silicon. Therefore, most of the color digital cameras adopt a “one sensor
per pixel” approach. They use one bidimensional array of sensors, as in the gray
5scale camera, but with a Color Filter Array (CFA) ahead that allows each sensor to
capture only one out of the red, green, and blue colors, or possibly a linear combi-
nation of them. Since the acquired image contains only partial information about
the red, green, and blue channels, a color reconstruction step is required in order
to get a full-color image. As the image acquired looks like a mosaic, the color
reconstruction process is called demosaicing.
Let us formalize the acquisition process for a color digital camera employing
the “one sensor per pixel” approach. Suppose the camera acquires s1 ⇥ s2 images,
and let R, G, B 2 Rs1⇥s2 be respectively the red, green, and blue color planes of our
target image, with Ri,j, Gi,j, and Bi,j the values of the red, green, and blue channels
at pixel (i, j). Using a generic CFA, the value sensed by the camera at pixel (i, j)
can be represented as
yi,j = ↵i,jRi,j +  i,jGi,j +  i,jBi,j 8(i, j) 2 [s1] ⇥ [s2] (2.1)
where ↵i,j,  i,j, and  i,j are some positive weigths describing the CFA sensitivity to
the red, green, and blue colors at pixel (i, j), with the constraint ↵i,j + i,j + i,j = 1.
Extending formulation (2.1) to the whole image sensed by the camera, the CFA
image hereafter, yields
y = ↵   R +     G +     B. (2.2)
The demosaicing problem deals with the reconstruction of matrices R, G, B, from
y.
CFAs whose weights vectors
h
↵i,j  i,j  i,j
i
belong to the canonical basis of R3
are usually refered to as pure-color ﬁlters, since at each pixel they allow the sensor
to capture only one out of the red, green, and blue colors. Those ﬁlters perform
a straight sampling of the three color planes. Non-pure-color CFAs are usually
refered to as panchromatic.
Although several color ﬁlter arrays have been proposed since the introduction of
the “one sensor per pixel” digital color camera, the most common one is the Bayer
CFA, after the name of its inventor, Bryce Bayer, who designed it for the Eastman
Kodak Company in 1976 [3]. The Bayer ﬁlter belongs to the pure-color category:
it samples the green color plane using a quincux grid, while the red and blue ones
6using a rectangular grid, as shown in Fig. 2.1.
Figure 2.1: The Bayer CFA.
Because of its large usage most of the demosaicing algorithms in the littera-
ture have been developed for the Bayer CFA. These algorithms can be partioned
mainly into ﬁve categories, based on the tools they use and the strategies they adopt:
heuristicmethods, edge-directedmethods, frequency-basedmethods, wavelet-based
methods, and reconstruction methods. This last category, reconstruction methods,
gathers together all demosaicing algorithms assuming some prior knowledge on the
target image and adopting a MAP or MMSE estimator as their reconstruction strat-
egy. Sparse-based demosaicing algorithms belong to this category, as they assume
that the target image admits a sparse representation with respect to some basis or
frame, and set up the reconstruction on this prior. Their belonging to the recon-
struction methods category becomes even more evident if we consider that, under
some reasonable assumptions on the stochastic nature of the target image sparsity,
it can be shown that the related MAP estimator happens to be well approximated by
the optmization problem at the core of sparse-based demosaicing, later refered to as
problem (P0) (see Chapter 9 of [4] for a formal proof).
Since Bayer ﬁlter is the most common CFA and it will be empoyed in this thesis
too, it is worth considering some of its features. These will be the subject of the
next section.
72.1 The Bayer ﬁlter
and frequency-based demosaicing
For the Bayer ﬁlter, matrices ↵,  , and  , can be deﬁned as follows, with (i, j) 2
[s1] ⇥ [s2]:
↵i,j =
1
4
⇣
1   ( 1)
i⌘⇣
1 + ( 1)
j⌘
 i,j =
1
2
⇣
1 + ( 1)
i+j⌘
(2.3)
 i,j =
1
4
⇣
1 + ( 1)
i⌘⇣
1   ( 1)
j⌘
.
In 2002, Alleyson et al. [5] showed that the (Bayer) CFA image can be repre-
sented as a linear combination of an achromatic component at baseband, refered to
as luminance, and two chrominance components modulated at high frequency. This
happens to be strictly connected to the strategy adopted in PAL and SECAM ana-
log television standards. The luminance component contains the spatial resolution
of the image, while the chrominace components take account of its colors. In [6]
Dubois gives a simpliﬁed derivation of the frequency-domain representation of the
CFA image developed by Alleyson et al. Here we present Dubois’s derivation using
the original notation.
Let mR (n1,n2), mG (n1,n2), and mB (n1,n2), with (n1,n2) 2 Z⇥Z, be respectively
the extensions of matrices ↵,  , and   to the whole plane:
mR (n1,n2) =
1
4
(1   ( 1)
n1)(1 + ( 1)
n2)
mG (n1,n2) =
1
2
 
1 + ( 1)
n1+n2 
mB (n1,n2) =
1
4
(1 + ( 1)
n1)(1   ( 1)
n2). (2.4)
Similarly, let fR (n1,n2), fG (n1,n2), and fB (n1,n2), with (n1,n2) 2 Z ⇥ Z, be the
extensions, padded with zeros outside [s1] ⇥ [s2], of matrices R, G, and B.
8The CFA image can then be expressed as
fCFA(n1,n2) =
X
i2{R,G,B}
fi (n1,n2)mi (n1,n2)
=
1
4
fR (n1,n2)(1   ( 1)
n1)(1 + ( 1)
n2)
+
1
2
fG (n1,n2)
 
1 + ( 1)
n1+n2 
+
1
4
fR (n1,n2)(1 + ( 1)
n1)(1   ( 1)
n2). (2.5)
This can be rearranged as
fCFA(n1,n2) =
 
1
4
fR (n1,n2) +
1
2
fG (n1,n2) +
1
4
fB (n1,n2)
!
+
 
 
1
4
fR (n1,n2) +
1
2
fG (n1,n2)  
1
4
fB (n1,n2)
!
⇥( 1)
n1+n2
+
 
 
1
4
fR (n1,n2) +
1
4
fB (n1,n2)
!
⇥(( 1)
n1   ( 1)
n2)
, fL (n1,n2) + fC1 (n1,n2)( 1)
n1+n2
+ fC2 (n1,n2)(( 1)
n1   ( 1)
n2). (2.6)
Moreover, using the identity  1 = exp(j⇡) yields
fCFA(n1,n2) = fL (n1,n2) + fC1 (n1,n2)exp(j2⇡(n1 + n2)/2)
+ fC2 (n1,n2)
 
exp(j2⇡n1/2)   exp(j2⇡n2/2)
 
(2.7)
where term fL can be considered as a luminance component at baseband, term fC1
as a ﬁrst chrominace component modulated at spatial frequency (0.5,0.5), and term
fC2 as a second chrominance component modulated at spatial frequencies (0.5,0)
and (0,0.5). The modulation becomes even clearer if we take the Fourier transform
9of fCFA:
FCFA = FL (u1,u2)
+ FC1 (u1   0.5,u2   0.5)
+ FC2 (u1   0.5,u2) + FC2 (u1,u2   0.5). (2.8)
In Fig. 2.2, which plots the Fourier transform magnitude of the Kodak “lighthouse”
CFA image, the modulated luminance-chrominance components are easly visible.
Figure 2.2: Fourier transform magnitude of the Kodak “lighthouse” image.
The relationship between the RGB components and the luminance-chrominance
ones, previously used in (2.6), is given by
2
6 6 6 6 6 6 6 6 6 6 6 4
fL
fC1
fC2
3
7 7 7 7 7 7 7 7 7 7 7 5
,
2
6 6 6 6 6 6 6 6 6 6 6 4
1
4
1
2
1
4
 1
4
1
2  1
4
 1
4 0 1
4
3
7 7 7 7 7 7 7 7 7 7 7 5
2
6 6 6 6 6 6 6 6 6 6 6 4
fR
fG
fB
3
7 7 7 7 7 7 7 7 7 7 7 5
(2.9)
2
6 6 6 6 6 6 6 6 6 6 6 4
fR
fG
fB
3
7 7 7 7 7 7 7 7 7 7 7 5
,
2
6 6 6 6 6 6 6 6 6 6 6 4
1  1  2
11 0
1  12
3
7 7 7 7 7 7 7 7 7 7 7 5
2
6 6 6 6 6 6 6 6 6 6 6 4
fL
fC1
fC2
3
7 7 7 7 7 7 7 7 7 7 7 5
(2.10)
and this relationship enforces the interpretation of fC1 and fC2 as chrominance com-
ponents, as it shows that for an achromatic signal, that is a signal with fR = fG = fB,
10signals fC1 and fC2 happen to be zero.
The importance of the result by Alleyson et al. comes from the low energy and
small spatial bandwith usually components fC1 and fC2 exhibit if compared to the
luminance one, fL. This is well illustrated in Fig.2.2: the peak of FC1 at spatial
frequency (0.5,0.5), and those of FC2 at spatial frequencies (0.5,0) and (0,0.5), are
smaller that the peak of FL at baseband, moreover FC1 and FC2 show a faster decay
than FL, i.e., smaller bandwith.
These interesting properties of luminance-chrominance components suggest a
simple demosaicing algorithm:
1. estimate fC1 from its modulated copy at spatial frequency (0.5,0.5) in fCFA
using an appropriate bandpass ﬁlter and applying a demodulation step;
2. estimate fC2 from one of its modulated copy at spatial frequencies (0.5,0) and
(0,0.5) in fCFA using an appropriate bandpass ﬁlter and applying a demodu-
lation step;
3. estimate fL from fCFA using a lowpass ﬁlter;
4. estimate triplet fR, fG, fB, from the estimated fL, fC1, fC2, using (2.10).
Unfortunately this algorithm happens to be naive: in fact, although chrominance
components have a faster decay than luminance, components FL and FC2 usually
exhibit a signiﬁcative spectral overlap, or crosstalk, that introduces noticeable arti-
facts in the reconstructed image. In Fig. 2.2 the crosstalk between FL and FC2 is
well visible. Since FC2 has a faster decay than FL, surely the estimated fC2 is the
most a↵ected by the crosstalk phenomenon: that is why the artifacts produced by
the “naive” algorithm mainly concern the introduction of false colors in the recon-
structed image.
In order to avoid the crosstalk phenomenon, most of the color digital cameras
use an anti-aliasing ﬁlter, but this only attenuates the problem, so frequency-based
demosaicing algorithms need to take explicitly into account the crosstalk problem.
A simple but quite e↵ective solution has been proposed by Dubois [6], based
on the smart observation that two modulated copies of fC2 exist, each one with a
di↵erent overlap with the luminance component fL in the frequency domain. Let
deﬁne the modulated components of fC2 at spatial frequencies (0.5,0) and (0.5,0)
11as fC2ma (n1,n2) , fC2 (n1,n2)( 1)
n1 and fC2mb (n1,n2) , fC2 (n1,n2)( 1)
n2 respec-
tively. As Fig. 2.2 shows, the high horizontal frequencies in fC2ma mainly overlap
with high horizontal frequencies of fL, while the high vertical frequencies of fC2ma
are almost crosstalk-free. Conversely, the high vertical frequencies in fC2mb mainly
overlap with high vertical frequencies of fL, while the high horizontal frequencies of
fC2mb are almost crosstalk-free. Therefore, Dubois suggested to use a pair of com-
plementary asymmetric ﬁlters to recover the vertical frequencies of fC2 mainly from
fC2ma, and the horizontal ones mainly from fC2mb, thus obtaining a better estimate
of fC2. Once estimated fC1 as in the “naive algorithm”, the algorithm estimates the
luminance component fL through equation (2.7). Finally (2.10) allows the transition
from the luminance-chrominance domain to the RGB one.
Dubois’s algorithm, as many others, do not solve the crosstalk problem, but tries
to handle it. The spectral overlap between fL and fC2 has caused some information
to be deﬁnitely lost, so this information can now be only estimated, and this is
the goal of Dubois’s algorithm. However a completely di↵erent approach could
take into account the design of a di↵erent CFA performing a better “packing” of
the chrominance components in the frequency plane, thus avoiding the call for a
crosstalk handling: this is the subject of the next section.
2.2 Color ﬁlter array design
In [9] Hirakawa and Wolfe extended the analysis of the previous section to a gen-
eral pure-color (rectangular and periodic) CFA, showing that, in this more general
case too, the resulting CFA image can be represented as a linear combination of a
luminance component at baseband and two chrominance components modulated at
spatial frequencies dictated by the adopted CFA. Starting from this result, in [9] Hi-
rakawa and Wolfe also addressed the problem of the design of a CFA avoiding the
aliasing between the luminance component and any modulated chrominance copy,
phenomenon previously refered to as crosstalk. The two authors base their argu-
mentation on the following three assumptions, which allow a formal deﬁnition of
the “optimal CFAs” they are looking for:
1. the spectral support of the luminance component and those of the chromi-
nance ones are bounded and contained in balls of radii rL < ⇡ and rC < ⇡
12respectively;
2. rL + rC > ⇡, implying that aliasing between luma and chrominance com-
ponents may occur, depending on the placement of chrominance modulated
copies in the frequency domain;
3. rL > rC, as this relation is consistent with empirically reported results in the
literature.
A CFA is thus deﬁned “optimal” if it maximizes the spectral radii rL and rC subject
to a zero-aliasing constraint. Surely Assumption 1 is not met in practice, since nei-
ther luminance nor chrominances are bounded, however the call for a maximization
of the spectral radii promotes a minimization of the aliasing.
Hirakawa and Wolfe formally showed that the three assumptions above imply
that every optimal CFA requires chrominance replicates to be placed along the
perimeter of the [ ⇡,⇡) ⇥ [ ⇡,⇡) frequency plane, except at frequencies ( ⇡,0)
and (0, ⇡), since Assumption 2 assumes rL + rC > ⇡. More formally, in a opti-
mal CFA, chrominance copies must be modulated at frequencies belonging to the
set S , {(u1,u2) : max{|u1|,|u2|} = ⇡}\{( ⇡,0),(0, ⇡)}. Moreover the two authors
provedthateverypure-colorCFAissub-optimalinthissense, asitcannotsatisfythe
previous constraint on chrominance replicates positioning. Because of this result,
optimal CFAs are necessary panchromatic.
Hirakawa and Wolfe thus propose to design optimal CFAs directly in the Fourier
domain, as this enables to specify the chrominance replicates positions in the fre-
quency plane. Clearly, replicates positions have to be chosen according to set S in
order for the CFA to be optimal. The resulting CFA can then be obtained via the
inverse Fourier transform. Fig. 2.3 shows two of the four optimal CFAs presented in
[9] together with the Fourier transform log-magnitudes of the Kodak “lighthouse”
image ﬁltered with these CFAs.
13(a) Pattern A (b) Pattern B
(c) Pattern A (d) Pattern B
Figure 2.3: Two periodic CFA patterns proposed by Hirakawa and Wolfe (top row), and
the corresponding “lighthouse” log-magnitude spectra (bottom row).
Since CFA of type A in Fig.2.3 will be employed later in this thesis, here we give
its expression in terms of matrices ↵,  , and  , as for the Bayer CFA:
↵i,j =
1
4
p
2cos(⇡i)cos
✓⇡
2
j  
⇡
4
◆
+ cos(⇡i)cos(⇡j) + 2
 
 i,j =
1
4
p
2cos(⇡i)cos
✓⇡
2
j  
⇡
4
◆
  cos(⇡i)cos(⇡j) + 2
 
 i,j =
1
2

1  
p
2cos(⇡i)cos
✓⇡
2
j  
⇡
4
◆ 
(2.11)
with (i, j) 2 [s1] ⇥ [s2].
2.3 Sparse-based demosaicing
Let us consider equation (2.2), which states the relation between the target image
and the acquired one. Once considered the vectorized forms of matrices y, R, G,
14B 2 Rs1⇥s2, namely vectors y, R, G, B 2 RN, with N = s1s2, and deﬁned the N ⇥ N
diagonal matrices ¯ ↵, ¯  , and ¯  , as
¯ ↵ , diag(↵) ¯   , diag( ) ¯   , diag( ) (2.12)
with ↵,  ,   2 RN the vectorized forms of matrices ↵,  ,   2 Rs1⇥s2, then equation
(2.2) can be rewritten as follows:
y =
h
¯ ↵ ¯   ¯  
i
2
6 6 6 6 6 6 6 6 6 6 6 4
R
G
B
3
7 7 7 7 7 7 7 7 7 7 7 5
. (2.13)
Moreover, once deﬁned the CFA matrix   2 RN⇥3N as
  ,
h
¯ ↵ ¯   ¯  
i
, (2.14)
and the vectorized target image x 2 R3N as
x ,
2
6 6 6 6 6 6 6 6 6 6 6 4
R
G
B
3
7 7 7 7 7 7 7 7 7 7 7 5
, (2.15)
equation (2.13) can be further rewritten as
y =  x. (2.16)
Equation 2.16 clearly shows that the target image x is related to the acquired
one y through a linear system of equations, therefore demosaicing, which concerns
the recovery of x from y, should take into account the solution of system (2.16).
Unfortunately this system happens to be under-determined, as it has more rows
than columns, an thus a inﬁnite number of solutions exist. This poses the problem
of how to recover from an inﬁnite set of solutions the only one representing the
target image.
Inengineering, problemsformulatedasunder-determinedsystemsoflinearequa-
tions are often encountered, and a common way to approach them is via “regular-
ization”, a tecnique where a function J (x) evaluating the desiderability of each
15solution x is introduced, and solutions leading to small values of J (x) are preferred.
The target signal, an image in our case study, is thus estimated solving the following
optimization problem:
(PJ) : min
x J (x) subject to y =  x. (2.17)
The choice of J (x) is clearly critical, as it governs the quality of the estimated
target signal, but also a↵ects the feasibility of problem PJ, and a problem which is
too time demanding may not be solved in pratice. Moreover the solution to PJ may
not be unique.
The most common choice of J (x) is the squared Euclidean norm kxk
2
2, also
known in the DSP community as the energy of x. Its wide usage is due to its math-
ematical simplicity: the strict convexity of the energy function, together with the
convexity of the feasible solutions space {x : y =  x}, guarantees a unique solution
of PJ, which can be easly computed via the Moore-Penrose pseudo-inverse of ma-
trix  . Obviously natural images does not necessary exibit low energy, and thus the
squared Euclidean norm does not ﬁt our problem.
Today one of the most popular schemes for signal compression is know as
Transform Coding, and it relies on ﬁnding a basis or frame that provides sparse
or compressible representations for signals in a class of interest. By a sparse repre-
sentation, we mean that for a signal of cardinality n, we can represent it with a signal
containing k ⌧ n non-zero coe cients; by a compressible representation instead,
we mean that the signal can be well approximated by a signal with k ⌧ n non-zero
coe cients. Clearly compression is achieved storing only the values and locations
of the k non-zero coe cients. This approach, also know as sparse approximation,
happens to be very e↵ective for natural color images, as their strong inter-pixel
and inter-channel (color) correlations allow the existance of basis or frames provid-
ing high sparsity levels, and that is why transform coding is included in successful
image coding standards such as JPEG and JPEG2000. Sparse-based demosaicing
exploits sparsity or compressibility of natural color images experimented under the
area of sparse approximation to regularize problem (2.16).
Let us consider the set of all the s1 ⇥ s2 natural color images in their vectorized
form x 2 R3N, and assume a sparsiﬁng basis, frame, or more generally a “dictio-
nary”,   2 R3N⇥M with M   3N is provided for this class of signals. Thus, based on
16the previous argumentation, our target image x can be expressed as x =  ⇠, where
• either ⇠ 2 RM is k-sparse, i.e., it contains k ⌧ 3N non-zero elements only,
• or ⇠ is compressible, and thus x is well approximated by  ⇠k, with ⇠k 2 RM
a k-sparse vector containing the k ⌧ 3N highest magnitude coe cients of ⇠
only.
Since x =  ⇠ holds, we can rewrite equation (2.16), describing the relation between
the target image x and the acquired one y, as
y =   ⇠ (2.18)
where, for the sake of semplicity, we assume ⇠ is sparse, defering to the next chapter
the compressible case. System (2.18) is still under-determined, but now the solution
⇠ we are looking for is known to have few non-zero elements only, and this prior can
be exploited to regularize the system. Sparse-based demosaicing algorithms thus
proposetoestimate⇠, thesparserepresentationof x, viathefollowingregularization
of system (2.18):
(P0) : min
⇠ k⇠k0 subject to y =   ⇠ (2.19)
with k⇠k0 the number of non-zero elements of vector ⇠, usually refered to as the
“l0-norm”1 of ⇠. The estimated ⇠, let say ˆ ⇠, can then be used to estimate the target
image x as ˆ x =  ˆ ⇠.
Altough (P0) seems a reasonable regularization, its introduction raises two in-
teresting questions.
1) Does some theoretical result exist about the reconstruction performed via
problem (P0)?
It happens that problem (P0) is a highly studied problem and there is a whole area
of research, called Sparse Recovery, dedicated to it, as its applications go beyond
1Note that the term “l0-norm” is misleading, as k·k0, the function mapping each vector to its
number of non-zero elements, does not satisfy all the axiomatic requirements of a norm. Altough
k·k0 satisﬁes the zero vector property and the triangular inequality, it does not satisfy the absolute
homogeneity property. The reason why function k·k0 is usually refered to as the l0-norm will be
made clear in the next chapter.
17demosaicing. Indeed, altough the previous argumentation has been centered on
the demosaicing problem, it is easily seen that the starting problem (2.16) is very
general, with matrix   standing for some measurement matrix with less rows than
columns. Most of the e↵orts in the Sparse Recovery area concern the development
of conditions providing a unique solution to problem (P0), as the l0-norm is a non-
convex function and thus a unique solution is usually not guaranteed. In particular,
results from Sparse Recovery theory state that under some assumptions on matrix
  andthelevelofsparsityof⇠, thesparserepresentationofsignal xover , vector
⇠ happens to be the unique solution of problem (P0), and thus (at least theoretically)
vector ⇠ can be recovered, and so vector x, as x =  ⇠ holds.
2) Can problem (P0) be solved e ciently?
Unfortunately, due to the nature of the l0-norm function, problem (P0) can be shown
to be NP-hard, and thus an e cient algorithm to solve it does not exist. The Sparse
Recovery community has developed a number of algorithms trying to approach
problem (P0), and they can be clustered mainly into two groups: greedy algorithms,
which attack directly problem (P0), and Basis Pursuit algorithms, which relax prob-
lem (P0) replacing the l0-norm with the l1 one. The second approach seems to be
more e↵ective, both from a theoretical point of view and from an empirical one.
A deeper argumentation on the previous two questions is provided in the next
chapter, where some fundamental results in the Sparse Recovery area are presented.
18Chapter3
A Brief Introduction
to Sparse Recovery Theory
Let us start by considering a signal of interest x 2 Rp. Suppose we do not have
direct access to signal x, but we are provided with a projection of x into a smaller
subspace of Rp. Formally we are provided with vector y ,  x, with   2 Rn⇥p and
n < p. Note that as matrix  , usually refered to as the sensing matrix, has less
rows than columns, system y =  x happens to be under-determined. Now suppose
vector x admits a sparse representation ⇠ 2 Rm over some basis or frame   2 Rp⇥m,
thus x =  ⇠ holds and we can rewrite y =  x as y =   ⇠ with ⇠ sparse. Matrix  
is usually refered to as the sparsiﬁng matrix. Once renamed the n ⇥ m matrix   
as A, usually refered to as the projection matrix, system y =   ⇠ can be further
rewritten as y = A⇠. Note that as n < p and p  m hold (the second one due to
  being a basis or frame), then n < m holds too, therefore system y = A⇠ is still
under-determined.
Sparse Recovery e↵orts are directed toward understanding if vector ⇠, the sparse
representation of our signal of interest x, has any chance to be the unique solution
of problem (P0):
(P0) : min
⇠ k⇠k0 subject to y = A⇠. (3.1)
Note that, as x =  ⇠ holds, ⇠ being the unique solution of (P0) would directly trans-
late into exact recovery of x, if we assume problem (P0) can be solved e cently.
19However, as stated at the end of Chapter 2, problem (P0) is know to be NP-hard,
thus Sparse Recovery research also concerns the development of algorithms trying
to attack problem (P0).
Sometimes, not only we do not have direct access to our signal of interest x, but
its projection y via matrix   is also assumed to be a↵ected by some kind of additive
random noise v. Vector y is thus deﬁned as y ,  x + v, with v a random vector in
Rm. For the sake of simplicity, we will assume vector v to have bounded energy, i.e.,
we will assume kvk
2
2  ✏2. As x =  ⇠ with ⇠ sparse is assumed, the new deﬁnition
of y lead us to system y = A⇠ + v. Due to the noise vector v, problem (P0) is no
longer appropriate to estimate ⇠, therefore an error-tolerant version of (P0), problem ⇣
P✏
0
⌘
, is introduced:
 
P
✏
0
 
: min
⇠ k⇠k0 subject to kA⇠   yk2  ✏. (3.2)
Sections 3.1 and 3.2 provide some interesting results about the chances of recov-
ering vector ⇠ in the noiseless and the noisy case, therefore problems (P0) and
⇣
P✏
0
⌘
are considered respectively. Since our vector of interest x is directly determinated
by vector ⇠ via x =  ⇠, we will assume ⇠ to be our target throughout this chapter.
3.1 The noiseless case
Hereweassumeyisnota↵ectedbynoiseandthuswedealwiththeunder-determined
system y = A⇠ (A 2 Rm⇥n with n < m). We restate here problem (P0), as it will be
the subject of the whole section:
(P0) : min
⇠ k⇠k0 subject to y = A⇠. (3.3)
According to the litterature, in this section we will assume matrix A has full-
rank, but we note that this is not a loss of generality. The sparsiﬁng matrix   (with
  2 Rp⇥m) is a basis or a frame and thus it has full-rank. From basic linear al-
gebra it comes that   having full-(row)rank implies rank(  ) = rank( ) holds.
Moreover matrix   (with   2 Rn⇥p and n < p) usually models some acquisition
procedure which performes n measurements on vector x (just think to the demosaic-
ing problem), but performing redundant measurements in an acquistion procedure
20makes no sense, thus we can assume rows of   to be linearly independent, and thus
  to have full-rank, leading to
rank(A) = rank(  ) = rank( ) = n. (3.4)
Matrix A thus happens to have full-rank.
A crucial key property for the study of problem (P0) is the spark of matrix A,a
term introduced by Dohono and Elad in [10].
Deﬁnition. The spark of a given matrix A is the smallest number of columns from
A that are linearly-dependent.
Now consider the null-space of A, refered to as ker(A) , {z 2 Rm : Az = 0}.
Vectors in ker(A) \ {0 2 Rm} selects some columns in A via their non-zero coef-
ﬁcients, and linearly combine them into the null vector of Rn. The columns of
A selected by every vector z 2 ker(A) \ {0 2 Rm} need to be linear dependent,
otherwise their linear combination can’t lead to the null vector. Therefore, by
deﬁnition of spark, the number of columns of A combined together by a vector
z 2 ker(A)\{0 2 Rm} must be at least equal to spark(A), and thus kzk0   spark(A)
hold. Formally we have
Az = 0 with z , 0 =) kzk0   spark(A). (3.5)
This relationship between the null space of A and its spark allows a simple
criterion for claiming uniqueness of a sparse solution of problem (P0). The criterion
is stated as Theorem 1.
Theorem 1. If a system of linear equations A⇠ = y has a solution ⇠ obeying k⇠k0 <
spark(A)/2, this is the unique solution of (P0).
Because of the importance of Theorem 1, we provide its simple proof, which
directly comes from result (3.5).
Proof. Consider a vector ⌘ 2 Rm satisfying A⌘ = y with ⌘ , ⇠, i.e., an alternative
solutionto⇠. Sinceboth A⌘ = yand A⇠ = yhold, wehave A(⇠   ⌘) = 0. Moreover,
as ⌘ , ⇠ is assumed, is ⇠   n , 0. Since A(⇠   ⌘) = 0 with ⇠   n , 0 holds,
21from (3.5) we have k⇠   ⌘k0   spark(A). Therefore, once applied the triangular
inequality (which is trivially satisﬁed by the l0-norm) we get
k⇠k0 + k⌘k0   k⇠   ⌘k0   spark(A). (3.6)
Since solution ⇠ is assumed to satisfy k⇠k0 < spark(A)/2, (3.6) allow us to con-
clude k⌘k0 > spark(A)/2 holds, therefore ⇠ is necessarly the sparsest possible
solution, and thus the unique solution of (P0). ⇤
By its deﬁnition the spark of A belongs to the range [2,n + 1], thus the best
scenario we can hope for is that with matrix A having spark equal to n + 1, as the
recovery of ⇠ from problem (P0) would be guaranteed for vectors ⇠ having at most
n/2 non-zero entries. However it happens that computing the spark of a general ma-
trix A is at least as di cult as solving (P0). A simpler way to guarantee uniqueness
for problem (P0) comes from another measure, namely the mutual-coherence of A.
Deﬁnition. The mutual-coherence of a given matrix A is the largest absolute nor-
malized inner product between di↵erent columns of A. Denoting the k-th colums
of A by ak, the mutual-coherence is given by
µ(A) , max
1i,jm, i,j
     aT
i aj
     
kaik2
     aj
     
2
. (3.7)
Coherence meaures the correlation among the columns of A, and it is possible
to shown that for a matrix A 2 Rn⇥m, with n < m, coherence µ(A) is always in the
range
q
m n
n(m 1),1
 
, with the lower bound known as the Welch bound.
By its deﬁnition µ(A) can be easily obtained by normalizing matrix A, com-
puting its Gramian, and then looking for the highest absolute value among the o↵-
diagonal entries. Interestingly coherence allows to lower bound the spark. See [4]
for a proof of the following Lemma.
Lemma. For any matrix A 2 Rn⇥m, the following holds:
spark(A)   1 +
1
µ(A)
. (3.8)
The above bound can be applied to Theorem 1, leading to an analog theorem
now based on coherence instead of spark.
22Theorem 2. If a system of linear equations A⇠ = y has a solution ⇠ obeying k⇠k0 <
1
2
⇣
1 + 1
µ(A)
⌘
, this is the unique solution of (P0).
The su cient condition in Theorem 2 for vector ⇠ being the unique solution of
(P0) is very easy to verify due to coherence. However the introduction of coherence
for lower bounding the spark makes Theorem 2 far less powerful than Theorem 1.
In fact, as the Welch bound is always greater than 1/
p
n, coherence can never be
smaller than 1/
p
n, therefore the sparsity bound in Theorem 2 is never larger than
p
n/2. On the other hand the spark can be as large as n+1, thus allowing Theorem 1
for a sparsity bound as large as n/2. Having a large sparsity bound happens to be
really important, as when trying to recover our original signal x, we know it admits
a sparse representation ⇠, but we do not know how much sparse ⇠ is.
Now suppose sparse vector ⇠ is the unique solution of (P0). How to recover
⇠, as (P0) is known to be NP-hard? As stated in Section 2.3, mainly two kind
of algorithms exist: greedy algorithms, which tries to directly attack (P0), among
which Orthogonal Matching Pursuit (OMP) [21] is probably the most known, and
the Basis Pursuit algorithms, which try to solve (P0) via a relaxation of it named
Basis Pursuit. Obviously algorithms mixing together the two di↵erent strategies
exist too. Because of its e↵ectiveness and wide usage in most pratical cases, here
we will focus on the Basis Pursuit problem only.
Let us start by recalling the deﬁnition of the lp-norms of Rm,
k⇠kp ,
8
> > > <
> > > :
 Pm
i=1 |⇠i|
p  1
p , p 2 [1,1)
maxi=1,2,...,m |⇠i|, p = 1,
(3.9)
and extend the deﬁnition to the whole positive semiaxis p > 0. For 0 < p < 1 the
functions obtained are no longer norms, but quasi-norms, as they do not satisfy the
triangular inequality, but for the sake of simplicity we will use the term norm for
these functions as well1. Now let us deﬁne problem
⇣
Pp
⌘
, which regularizes system
y = A⇠ throught a general lp-norm with p > 0:
⇣
Pp
⌘
: min
⇠ k⇠k
p
p subject to y = A⇠. (3.10)
1Note that limp!0 k⇠k
p
p = limp!0
Pm
i=1 |⇠i|p = card(supp(⇠)) , k⇠k0 holds. That is why k⇠k0 is
usually refered to as the l0-norm of vector ⇠.
23Interestingly it happens that lp-norms with 0 < p  1 promote sparse solutions of
the system y = A⇠.
(a) p = 2 (b) p = 2/3
(c) p = 1 (d) p = 1/2
Figure 3.1: Demonstration of the geometric solution process for problem
⇣
Pp
⌘
with di↵er-
ent values of p in R3. In each plot, the solution of problem
⇣
Pp
⌘
is the intersection between
the tilted hyperplane, representing the feasible solutions set, and the lp ball.
In order to gain an intuition of this fact let us consider how to ideally solve
problem
⇣
Pp
⌘
from a geometric point of view. The set of linear equations y = A⇠
deﬁnes a feasible set of solutions which geometrically appears as an hyperplane of
dimension Rm n embedded in the Rm space. Seeking the solution of
⇣
Pp
⌘
can thus be
done “blowing” an lp ball centered around the origin, and stopping its growth when
it ﬁrst touches the solutions hyperplane. The intersection point deﬁnes the solution
of problem
⇣
Pp
⌘
. The result of this process is presented in Fig. 3.1 for p = 2, 2/3, 1,
and 1/2, in the R3 space, with a tilted plane representing the solutions hyperplane.
Figures 3.1c and 3.1d suggest that for p  1 the intesections among the ball and
the solutions hyperplane tends to take place on the ball corners, which are located
on the axis of the R3 space. This translates into a sparse solution of
⇣
Pp
⌘
, as all
24points on the axis have two out of three zero cordinates. Conversely Figures 3.1a
and 3.1b suggest that for p > 1 the intersection tends to take place in non-sparse
points of R3, that is points with three non-zero coordinates. The intuition provided
by Fig. 3.1 generalizes to higher dimensions, thus we expect that the intersection
between a solutions hyperplane and an lp ball takes place on the axis of the Rm space
for p  1, leading to a sparse solution.
As Fig. 3.1 shows, the shape of an lp ball gets more tight to the axis as p ! 0,
thus better promoting sparsity of the solution of
⇣
Pp
⌘
. Based on this remark it seems
reasonable to replace the l0-norm in (P0) with some quasi-norm with a small value
of p. Unfortunately every value of p in ]0,1[ makes
⇣
Pp
⌘
a non-convex optimization
problem, and this raises some di culties in its solution. The l1-norm instead is a
convex function, and this makes (P1) a convex optimization problem, for which
very e↵ective solving tools are available. Moreover it can be shown that problem
(P1) can be easily restated as a Linear Programming (LP) optimization problem,
therefore classical methods such as the Simplex Algorithm, or the Interior Point
Algorithm, can be used. Problem (P1) is also known as Basis Pursuit:
(P1) : min
⇠ k⇠k1 subject to y = A⇠. (3.11)
Beyond the intuition provided by the previuos argumentation, theoretical results
about solving (P0) via the Basis Pursuit problem (P1) exist. See [4] for a proof of
the following Theorem.
Theorem 3. For a system of linear equations A⇠ = y( A 2 Rn⇥m full-rank with
n < m), if a solution ⇠ exists obeying k⇠k0 < 1
2
⇣
1 + 1
µ(A)
⌘
, this is both the unique
solution of (P1) and the unique solution of (P0).
Previous Theorem 2 claimed that, under the assumption of our target vector ⇠
being sparse enough, vector ⇠ could have been recovered as the unique solution of
(P0). However perfect recovery could be obtained theoretically only, as (P0) was
known to be NP-hard. Now, not so surprisingly because of the previous argumen-
tation on Fig. 3.1, Theorem 3 states that, under the same hypotesis of Theorem 2
guaranteeing ⇠ as the unique solution of (P0), ⇠ can be practically recovered via
Basis Pursuit (P1).
Altough Theorem 3 is theoretically important, its result is weak: the theorem
25guarantees successful recovery of target vector ⇠ only when ⇠ is extremely sparse,
and this is not the case in most practical cases. However it has been empirically
noticed, by simulation, that Basis Pursuit manages to recover the sparse vector ⇠, or
a good approximation of it, also in situations violating the hypotesis of Theorem 3.
3.2 The noisy case
As stated at the beginning of the chapter, the noisy case deals with the under-
determined system y = A⇠ + v (A 2 Rm⇥n with n < m) and problem
⇣
P✏
0
⌘
:
 
P
✏
0
 
: min
⇠ k⇠k0 subject to kA⇠   yk2  ✏, (3.12)
with kvk
2
2  ✏2.
Here we consider how well the approximation of target vector ⇠ provided by ⇣
P✏
0
⌘
could be, and if a practical algorithm for the recovery of this approximation
exists, as
⇣
P✏
0
⌘
is still an NP-hard problem.
Quite not surprisingly, in general one can no longer expect target vector ⇠ to be
the unique solution of problem
⇣
P✏
0
⌘
under some sparsity constraint, as happened
in the noiseless case. This is clearly due to the error-tolerant constraint in
⇣
P✏
0
⌘
,
and here we will try to give an intuition of this fact. Let S , supp(⇠), therefore,
according to our notation, let ⇠S 2 R|S| be the subvector of ⇠ restricted to S, and
A:,S 2 Rn⇥|S| be the submatrix of A restricted to the columns of S. For the sake of
simplicity, we will assume all vectors in the set of feasible solutions of
⇣
P✏
0
⌘
have
some support S 0 ✓ S. Obviously vector ⇠ is a feasible solution, as it is our target
vector. We can distinguish two cases.
1. Vector ⇠S is the minimizer of function fS (z) ,
     A:,Sz   y
     
2 over R|S| and
fS (⇠S) = ✏ holds. Note that fS (z) has a unique minimizer due to its being
strictly convex. Under these assumptions vector ⇠ happens to be the unique
feasible solution of
⇣
P✏
0
⌘
, as any pertubation of its entries over support S
would lead to a violation of the constraint in
⇣
P✏
0
⌘
. As the unique feasible
solution of
⇣
P✏
0
⌘
, vector ⇠ is the unique solution of
⇣
P✏
0
⌘
too.
2. Vector ⇠S, which satisﬁes the constraint
     A:,S⇠S   y
     
2  ✏, is no longer the
minimizer of fS (z) over R|S|. This assumption allows to perturb target vector
26⇠ over support S in such a way that the resulting vector still satisﬁes the con-
straint in
⇣
P✏
0
⌘
and has some support S 0 ✓ S. Note that the perturbation tec-
nique allows the creation of a continuum of vectors satisfying the constraint
in
⇣
P✏
0
⌘
while having support included or equal to S.
The ﬁrst case allows, at least theoretically, exact recovery of ⇠ as the unique solution
of
⇣
P✏
0
⌘
. However it represents a very particular situation, as its assumptions are far
from being met in practice. On the contrary, the assumption of the second case
matches the general situation, and in this case we have no hope to exactly recover
our target vector ⇠, as the set of feasible solutions of
⇣
P✏
0
⌘
contains a continuum of
vectors whose l0-norms are smaller or equal to the l0-norm of ⇠. As vectors in the
feasible solutions set are at least as good as our target vector ⇠, we have no chance to
identify ⇠ among the other solutions. Moreover we note that our initial assumption
aboutfeasiblesolutionshavingsomesupportS 0 ✓ S isalossofgenerality, implying
the set of feasible solutions can contain an even wider number of vectors at least as
good as ⇠.
Altough in the general we cannot hope to recover target vector ⇠ as the unique
solution of
⇣
P✏
0
⌘
, it happens that, under some assumptions of its sparsity, a bound
on the error between ⇠ and its approximation via
⇣
P✏
0
⌘
can be claimed. See [4] for a
proof of the following theorem.
Theorem 4. Consider the instance of problem
⇣
P✏
0
⌘
deﬁned by the triplet (A, y, ✏).
Suppose that a sparse vector ⇠ 2 Rm is a feasible solution of
⇣
P✏
0
⌘
satisfying the
sparsity constraint k⇠k0 < 1
2
⇣
1 + 1
µ(A)
⌘
. Every solution ⇠0 of
⇣
P✏
0
⌘
must obey
k⇠
0   ⇠k
2
2 
4✏2
1   µ(A)
 
2k⇠0k0   1
 . (3.13)
This result parallels that of Theorem 2, and it reduces to it when ✏ = 0 holds,
i.e., no noise is involved.
As in the noiseless case, the NP-hard problem
⇣
P✏
0
⌘
can be attacked by relaxing
the l0-norm with the l1 one, thus leading to problem
⇣
P✏
1
⌘
, known as Basis Pursuit
Denoising:
 
P
✏
1
 
: min
⇠ k⇠k1 subject to kA⇠   yk2  ✏ (3.14)
Even in this case, as in the noiseless one, theoretical bounds on the solution
27provided replacing the l0-norm with the l1 one exist. The following result parallels
that of Theorem 3 for Basis Pursuit. See [4] for a proof of the following theorem.
Theorem 5. Consider the instance of problem
⇣
P✏
1
⌘
deﬁned by the triplet (A, y, ✏).
Suppose that a sparse vector ⇠ 2 Rm is a feasible solution of
⇣
P✏
1
⌘
satisfying the
sparsity constraint k⇠k0 < 1
4
⇣
1 + 1
µ(A)
⌘
. Every solution ⇠0 of
⇣
P✏
1
⌘
must obey
k⇠
0   ⇠k
2
2 
4✏2
1   µ(A)
 
4k⇠0k0   1
 . (3.15)
For ✏ = 0 this result reduces to the noiseless case. However the result provided
here shows a loss of tightness compared to the noiseless case, as it calls for half
the sparsity required by Theorem 3. Moreover, assuming our target vector ⇠ obeys
k⇠k0 < 1
4
⇣
1 + 1
µ(A)
⌘
, the bound on the di↵erence between ⇠ and its approximation via
Basis Pursuit Denosing is proportional to 4✏2, that is four times the noise energy,
thus suggesting Basis Pursuit Denosing performes no denoising despite its name.
However, as observed for Basis Pursuit in the noiseless case, it has been empirically
noticed that Basis Pursuit Denosing performs well in practice, meaning that, even
in situations violating the hypothesis of Theorem 5, Basis Pursuit Denoising shows
good denoising capabilities, thus leading to good approximations of ⇠ in general.
This clear gap between the results predicted for Basis Pursuit and Basis Pursuit
Denoising by Theorems 3 and 5, respectively, and the better results they achieve
in practice, is due to the kind of analysis behind these theorems. The analysis pre-
sented both in the noiseless and noisy case is a worst-case (deterministic) analysis,
as it aims at providing recovery bounds holding for every signal. This obviously
leads to overpessimistic bounds, as are those provided by Theorems 3 and 5. How-
everaprobabilisticanalysisallowingasmallrecoveryfailureratecouldleadtomore
optimistic bounds, better representing Basis Pursuit and Basis Pursuit Denoising re-
sults observed in practice. Altough most of the available results on sparse recovery
concerns the worst-case analysis, probabilistic results have been developed too, and
most of them have been developed under a quite recent branch of sparse recovery,
named Compressive Sensing [24]. Unfortunately, but quite not surprisingly, these
results call for a matrix A having some particular structure or entries distribution,
thus restricting the applicability of the results.
We conclude this section showing that the noisy problem formulation, y = A⇠+
28v, can be used to handle the case of our original signal of interest x admiting a
representation ⇠ which is not exactly sparse, but compressible, as it is most often
the case in practice.
Assume vector ⇠ is compressible, thus, from Section 2.3, we know our original
target signal x 2 Rp is well approximated by vector  ⇠k, with ⇠k 2 Rm a k-sparse
vector containing the k ⌧ p highest magnitude coe cients of ⇠ only. Once deﬁned
vectors d , ⇠   ⇠k and e ,  d, the following chain of equalities holds:
y =   ⇠ + v
=   ⇠ +   ⇠k     ⇠k + v
=   ⇠k +   d + v
= A⇠k + Ae + v. (3.16)
Since we assumed vector x to be well approximated by vector  ⇠k, error vector e
can be assumed to have very small energy, quite negligible. However, as A is not
an orthonormal matrix, vector Ae could have, at least potentially, an arbitrary large
energy. From linear algebra theory, for every vector z 2 Rm, the following holds:
 min
⇣
A
T A
⌘
· kzk
2
2  kAzk
2
2   max
⇣
A
T A
⌘
· kzk
2
2 (3.17)
with  min and  max the smallest and largest eigenvalues of matrix A
T A respectively.
Therefore if matrix A is such that  max is not too large, as vector e is assumed to
have quite negligible energy, then vector Ae will have quite negligible energy too.
The quite negligible energy of Ae allows us to “hide” vector Ae inside random
noise v, leading us to y = A⇠k + v. Now we can use
⇣
P✏
0
⌘
, or more precisely
⇣
P✏
1
⌘
, to
approximate ⇠k. Cleaerly one can try to adjust the parameter ✏ in order to take into
account vector Ae, despite its negligible energy.
Obviously the assumption on  max being not too large represents a loss of gen-
erality, and thus one has to check matrix A before to procede using
⇣
P✏
0
⌘
. Interest-
ingly enough, in our case study, the sparse-based demosaicing algorithm presented
in Chapter 4,  max happens to be smaller than 10, therefore small enough to allow
exploiting the previous expedient.
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A Sparse-Based Demosaicing
Framework
The approach behind sparse-based demosaicing algorithms for color natural images
has been introduced in Section 2.3. Here we consider a concrete case study: the
demosaicing algorithm proposed by Moghadam et al. in [11].
To the best of our knowledge only three sparse-based demosaicing algorithms
have been proposed up to now: algorithm in [15] by Elad et al., algorithm in [18]
by Mairal et al., and the one reported here. Clearly all this algorithms are based
on (P0), but they di↵er by some changes applied to this optimization problem, the
approach used to solve it, the way the sparsifying basis, frame, or, more generally,
the sparsifying dictionary is built, and the particular way they divide the CFA image
into patches. Altough in Section 2.3 we assumed to apply problem (P0) directly to
the whole image, in practice the image is divided into patches, each one leading to
a di↵erent under-determined linear system, and problem (P0) is usually applied to
each one of them for their recovery.
Altough the algorithms by Elad et al. and Mairal et al. usually perform much
better than non-sparse-based demosaicing algorithms, they have an important lim-
itation which concerns their execution time. Since they use an adaptive strategy
which requires to learn the sparsifying dictionary directly from the CFA image,
they have to learn the dictionary at run-time. Moreover the algorithm by Mairal et
al. does not learn a unique dictionary for all the patches, but learns a di↵erent dic-
tionary for di↵erent groups of patches clustered together based on their similarity.
31This adaptive strategy indeed allows to achieve high sparsiﬁcation of the patches in
the original image, and thus provides a high quality reconstruction of it. However
online learning is usually a time-consuming procedure, which could slow down the
whole reconstruction process.
In order to avoid the computational burden that online learning procedures usu-
ally call for, while achieving good sparsiﬁcation of the original full-resolution im-
age, in their algorithm Moghadam et al. propose to build o✏ine a dictionary which
explicitly takes into account the inter-pixel and inter-channel correlation that nat-
ural color images usually exibit. Interestingly the authors claim that this strategy
allows to achieve state-of-the-art reconstruction results. Moreover, the algorithm
by Moghadam et al. works with every CFA, while the algorithms by Elad et al. and
Mairal et al. are designed solely for the Bayer ﬁlter, thus limiting their application.
Before to start presenting the algorithm by Moghadam et al., it is necessary to
consider the notation we are going to use along this chapter. We will adopt exactly
the notation introduced in Section 2.3, here applied to the single patches instead of
the whole image, as the algorithm demosaics the single patches and not the whole
image. As this notation will be used along the whole chapter, we formally restate it
here.
Let us consider a square b ⇥ b patch from the original full-resolution image,
numbered as the i-th patch, and let R
(i), G
(i), B
(i) 2 Rb⇥b be the red, green, and
blue channels of the patch respectively. Let y(i) 2 Rb⇥b be the acquired patch, thus
y(i) = ↵(i) R
(i)+ 
(i) G
(i)+ (i) B
(i) holds, with ↵(i),  
(i),  (i) 2 Rb⇥b the red, green,
and blue weights describing the portion of the whole camera CFA responsible for
the acquisition of the i-th patch. Switching to the vectorized notation, as done in
Section 2.3, we get
y
(i) =
h
diag
⇣
↵
(i)⌘
diag
⇣
 
(i)⌘
diag
⇣
 
(i)⌘i
2
6 6 6 6 6 6 6 6 6 6 6 4
R(i)
G(i)
B(i)
3
7 7 7 7 7 7 7 7 7 7 7 5
. (4.1)
Once deﬁned the n ⇥ 3n, n = b2, CFA matrix   as
 
(i) ,
h
diag
⇣
↵
(i)⌘
diag
⇣
 
(i)⌘
diag
⇣
 
(i)⌘i
, (4.2)
32and the vectorized form of the full-resolution patch as
x
(i) =
2
6 6 6 6 6 6 6 6 6 6 6 4
R(i)
G(i)
B(i)
3
7 7 7 7 7 7 7 7 7 7 7 5
, (4.3)
equation (4.1) can be easily rewritten as
y
(i) =  
(i)x
(i). (4.4)
Once introduced the sparsifying dictionary  
(i) 2 R3n⇥p for the i-th patch, x(i) =
 
(i)⇠(i) holds, with ⇠(i) 2 Rp the sparse representation of x(i), thus equation (4.4) can
be rewritten as
y
(i) =  
(i) 
(i)⇠
(i). (4.5)
Similarly to the other sparsed-based demosaicing algorithms, the algorithm by
Moghadam et al. is comprised of three major stages.
1. Dividing the CFA image into patches. The acquired image is divided into
square patches y(i) such that the union of all the patches covers the whole
image, i.e., each pixel belongs to at least one patch. Since each patch y(i) will
be demosaiced saparately, in order to avoid block e↵ects in the reconstructed
image usually some level of overlap among adjacent patches is adopted.
2. Patches reconstruction. The algorithm selects a sparsifying dictionary  
(i) for
patch y(i). Altough the sparsifying dictionary is built o✏ine, di↵erent versions
of it may exist, depending on the patch division strategy at point 1. Then the
algorithm considers the under-determined system presented above, and here
restated:
y
(i) =  
(i) 
(i)⇠
(i). (4.6)
Note that the algorithm assume no noise is involved. The ⇠(i) representation
is thus estimated via Basis Pursuit as follows:
ˆ ⇠
(i) = argmin
⇠ k⇠k1 subject to y
(i) =  
(i) 
(i)⇠. (4.7)
Finally the full-resolution patch x(i) is estimated as ˆ x(i) =  
(i)ˆ ⇠(i). Clearly we
33would like to use the l0-norm in problem (4.7) but, as we known from Chapter
3, the l1-norm represents a good compromise. This step is repeated for each
patch y(i).
3. Post-processing. Depending on the adopted level of overlap among patches,
a number of estimates for the three colors of each pixel is available. Based on
these estimates, this stage of the algorithm tries to ﬁnd the best approximation
for each pixel. Finally, in order to remove possible reconstruction artifacts
from the whole reconstructed image, some classical post-processing, such as
median ﬁltering, is performed.
In the following sections the three basic stages of the algorithm are explained in
detail. Section 4.1 deals with the core of the algorithm: the costruction of the
sparsifying dictionary. Section 4.2 presents the way the CFA image is divided into
patches. Altough the patch division stage precedes the employement of the sparsify-
ing dictionary in the algorithm, here their presentation order is reversed, as the patch
division strategy is motivated by a particular choice in the dictionary construction
procedure. Finally, Section 4.3 explains how to exploit the available estimates of
each pixel to approximate the original one. Section 4.4 concludes the chapter with
an argumentation on the best CFA for the presented algorithm.
4.1 Dictionary building
The idea of Moghadam et al. about the employment of a dictionary explicitly tak-
ing into account the inter-pixel (spatial) and inter-channel (color) correlation, was
developed for the ﬁrst time in [12]. The dictionary employeed in the algorithm
presented here represents an enhanced version.
The di↵erence between the ﬁrst version of the dictionary, that of [12], and the
enhanced one, mainly concerns the way the two sparsifying components of the dic-
tionary, the one handling the spatial correlation, and the one handling the color
correlation, interact. In the ﬁrst dictionary the two components are separated, while
in the second one they are mixed together: for this reason the ﬁrst dictionary is usu-
ally refered to as the separable dictionary, and the second one as the non-separable
dictionary. We will start by presenting the separable one, as this will automatically
34lead us to the non-separable case. Altough the following argumentation considers
the development of a dictionary for a single b ⇥ b patch, for the sake of simplicity,
we will omit the superscripts in the notation.
Let the b⇥b matrix D be the one dimensional Discrete Cosine Transfom (DCT)
matrix for Rb. By deﬁnition, the two-dimensional DCTs of matrices R, G, B 2 Rb⇥b,
respectively the red, green, and blue channels of the patch considered, are
ˆ R = DRD
T, ˆ G = DGD
T, ˆ B = DBD
T. (4.8)
Since D is an orthonormal matrix, equations in (4.8) can be rewritten as
R = D
T ˆ RD, G = D
T ˆ GD, B = D
T ˆ BD. (4.9)
From linear algebra theory, the following statement about matrices and their
vectorized forms holds:
Z = UVW () Z =
⇣
W
T ⌦ U
⌘
V, (4.10)
rememberingthat, accordingtothisthesisnotation, Z andV representthevectorized
forms of matrices Z and V respectively.
Statement (4.10) allows us to rewrite equations in (4.9) in the vectorized form.
Thus, once deﬁned the n ⇥ n matrix ' ,
⇣
D
T ⌦ D
T⌘
, we have
R = 'ˆ R, G = ' ˆ G, B = ' ˆ B. (4.11)
The costruction of the separable dictionary starts expressing each channel of vector
x, our vectorized patch of interest, with respect to the 2D-DCT basis '. From (4.11),
the following holds:
x =
2
6 6 6 6 6 6 6 6 6 6 6 4
R
G
B
3
7 7 7 7 7 7 7 7 7 7 7 5
=
2
6 6 6 6 6 6 6 6 6 6 6 4
' 00
0 ' 0
00'
3
7 7 7 7 7 7 7 7 7 7 7 5
2
6 6 6 6 6 6 6 6 6 6 6 4
ˆ R
ˆ G
ˆ B
3
7 7 7 7 7 7 7 7 7 7 7 5
= (I3 ⌦ ')
2
6 6 6 6 6 6 6 6 6 6 6 4
ˆ R
ˆ G
ˆ B
3
7 7 7 7 7 7 7 7 7 7 7 5
. (4.12)
As the 2D-DCT basis is known to have spatial decorrelation (sparsifying) proper-
ties, vector
h
ˆ RT ˆ GT ˆ BTiT
should provide a sparse representation of vector x. How-
35ever, for each i = 1,2,...,n, the transform coe cients ˆ Ri, ˆ Gi, ˆ Bi still exibit color
correlation, thus allowing to seek a sparse representation of vector
h
ˆ Ri ˆ Gi ˆ Bi
iT
, and
thus a sparser representation of x.
Altough equation (4.12) is very simple, and clearly states the relationship be-
tween the original representation x and the transformed one, in order to present how
to further sparsify each vector
h
ˆ Ri ˆ Gi ˆ Bi
iT
, we need to reformulate it. Therefore we
restate equation (4.12) as follows:
x =
2
6 6 6 6 6 6 6 6 6 6 6 4
R
G
B
3
7 7 7 7 7 7 7 7 7 7 7 5
=
2
6 6 6 6 6 6 6 6 6 6 6 4
':,{1} 00 ':,{2} 00
0 ':,{1} 00 ':,{2} 0
00 ':,{1} 00 ':,{2}
···
':,{n} 00
0 ':,{n} 0
00 ':,{n}
3
7 7 7 7 7 7 7 7 7 7 7 5
2
6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 4
ˆ R1
ˆ G1
ˆ B1
ˆ R2
ˆ G2
ˆ B2
. . .
ˆ Rn
ˆ Gn
ˆ Bn
3
7 7 7 7 7 7 7 7 7 7 7 7 7 7 7 7 7 7 7 7 7 7 7 7 7 7 7 7 7 7 7 7 7 7 7 7 7 7 7 7 7 7 7 7 7 7 7 7 7 7 7 7 7 7 7 7 7 7 5
,
(4.13)
which can be rewritten in a more compact form as
x =
h
I3 ⌦ ':,{1} I3 ⌦ ':,{2} ···I3 ⌦ ':,{n}
i
2
6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 4
ˆ R1
ˆ G1
ˆ B1
ˆ R2
ˆ G2
ˆ B2
. . .
ˆ Rn
ˆ Gn
ˆ Bn
3
7 7 7 7 7 7 7 7 7 7 7 7 7 7 7 7 7 7 7 7 7 7 7 7 7 7 7 7 7 7 7 7 7 7 7 7 7 7 7 7 7 7 7 7 7 7 7 7 7 7 7 7 7 7 7 7 7 7 5
. (4.14)
Altough equation (4.14) is not as intuitive as equation (4.12), one can easily show
that it has been obtained from (4.12) via a proper permutation of the columns of
36matrix I3 ⌦ ' .
Inordertotryremovingthecolorcorrelationinvolvedineachvector
h
ˆ Ri ˆ Gi ˆ Bi
iT
,
in the separable dictionary Moghadam et al. propose to express
h
ˆ Ri ˆ Gi ˆ Bi
iT
with
respect to the frame ✓ , [✓ETF ✓YUV], with ✓ETF the Equiangular Tight Frame (ETF)
of R3, and ✓YUV the YUV basis. Therefore we get the following relationship:
2
6 6 6 6 6 6 6 6 6 6 6 4
ˆ Ri
ˆ Gi
ˆ Bi
3
7 7 7 7 7 7 7 7 7 7 7 5
= ✓⇠(i), (4.15)
with ⇠(i) the representation of vector
h
ˆ Ri ˆ Gi ˆ Bi
iT
with respect to the frame ✓. For
completeness we provide the ETF and the YUV basis:
✓ETF =
1
p
1 +  2
2
6 6 6 6 6 6 6 6 6 6 6 4
0011    
11     00
     0011
3
7 7 7 7 7 7 7 7 7 7 7 5
,   =
1 +
p
5
2
, (4.16)
✓YUV =
2
6 6 6 6 6 6 6 6 6 6 6 4
10 1 .139
1  0.394  0.580
12 .032 0
3
7 7 7 7 7 7 7 7 7 7 7 5
. (4.17)
From the expressions of ✓ETF and ✓YUV, frame ✓ is revealed to be a 3⇥9 real matrix
and thus ⇠(i) a vector in R9. Applying equation (4.15) to all the n vectors
h
ˆ Ri ˆ Gi ˆ Bi
iT
,
we get the following equality:
2
6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 4
ˆ R1
ˆ G1
ˆ B1
ˆ R2
ˆ G2
ˆ B2
. . .
ˆ Rn
ˆ Gn
ˆ Bn
3
7 7 7 7 7 7 7 7 7 7 7 7 7 7 7 7 7 7 7 7 7 7 7 7 7 7 7 7 7 7 7 7 7 7 7 7 7 7 7 7 7 7 7 7 7 7 7 7 7 7 7 7 7 7 7 7 7 7 5
=
2
6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 4
✓ 00··· 0
0 ✓ 0 ··· 0
00✓ ··· 0
. . .
. . .
. . . ... . . .
000··· ✓
3
7 7 7 7 7 7 7 7 7 7 7 7 7 7 7 7 7 7 7 7 7 7 7 7 7 5
2
6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 4
⇠(1)
⇠(2)
⇠(3)
. . .
⇠(n)
3
7 7 7 7 7 7 7 7 7 7 7 7 7 7 7 7 7 7 7 7 7 7 7 7 7 5
. (4.18)
37Now, using (4.14) and (4.18), we can express x as
x =
h
I3 ⌦ ':,{1} I3 ⌦ ':,{2} ··· I3 ⌦ ':,{n}
i
2
6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 4
✓ 00··· 0
0 ✓ 0 ··· 0
00✓ ··· 0
. . .
. . .
. . . ... . . .
000··· ✓
3
7 7 7 7 7 7 7 7 7 7 7 7 7 7 7 7 7 7 7 7 7 7 7 7 7 5
⇠
=
h
✓ ⌦ ':,{1} ✓ ⌦ ':,{2} ··· ✓ ⌦ ':,{n}
i
⇠, (4.19)
with ⇠ ,
h
⇠T
(1) ⇠T
(2) ⇠T
(3) ... ⇠T
(n)
iT
the sought sparse representation of vector x. There-
fore the separable sparsifying dictionary for x, the vectorized form of our b ⇥ b
full-resolution patch of interest, is deﬁned as follows:
  ,
h
I3 ⌦ ':,{1} I3 ⌦ ':,{2} ··· I3 ⌦ ':,{n}
i
2
6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 4
✓ 00··· 0
0 ✓ 0 ··· 0
00✓ ··· 0
. . .
. . .
. . . ... . . .
000··· ✓
3
7 7 7 7 7 7 7 7 7 7 7 7 7 7 7 7 7 7 7 7 7 7 7 7 7 5
. (4.20)
Once ﬁxed the sparse vector ⇠ in equation (4.19), one can show that a proper
permutation of the columns of   allows to restate equation (4.19) as
x = (✓ ⌦ ')⌘, (4.21)
with ✓⌦' the permuted version of  , and vector ⌘ the consequent permuted version
of ⇠. Altough dictionaries   and ✓ ⌦ ' are di↵erent, they can be used interchange-
ably, as they share the same columns (usually refered to as atoms), and thus they
lead to the same sparse representation of x, up to a permutation. As in dictionary
✓ ⌦ ' there is a clear distinction between the component of the dictionary responsi-
ble for the inter-pixel decorrelation, ', and the one responsible for the inter-channel
decorrelation, ✓, dictionary ✓ ⌦ ', or dictionary   equivalently, is refered to as the
separable dictionary.
The separable ditionary employes the same frame ✓ for each vector
h
ˆ Ri ˆ Gi ˆ Bi
iT
,
i.e., for each spatial frequency of the 2D-DCT. Altough it is possible to use a dif-
38ferent frame instead of that employing the ETF and the YUV basis, designing a
frame providing good sparsiﬁcation for all frequencies is really di cult, maybe
practically infeasible. That is why the non-separable dictionary, as opposed to the
separable one, considers the use of di↵erent frames for di↵erent spatial frequencies,
thus increasing the chance to sparsely represent vector x. This strategy leads to
re-deﬁne dictionary   as follows:
  ,
h
I3 ⌦ ':,{1} I3 ⌦ ':,{2} ··· I3 ⌦ ':,{n}
i
2
6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 4
✓1 00··· 0
0 ✓2 0 ··· 0
00✓3 ··· 0
. . .
. . .
. . . ... . . .
000··· ✓n
3
7 7 7 7 7 7 7 7 7 7 7 7 7 7 7 7 7 7 7 7 7 7 7 7 7 5
, (4.22)
with ✓i 2 R3⇥qi the sparsifying frame for vector
h
ˆ Ri ˆ Gi ˆ Bi
iT
. More compactly, dic-
tionary   can be rewritten as
  ,
h
✓1 ⌦ ':,{1} ✓2 ⌦ ':,{2} ··· ✓n ⌦ ':,{n}
i
, (4.23)
which shows how the component of the dictionary responsible for inter-pixel decor-
relation, and the one responsible for inter-channel decorrelation, this time are mixed
together, thus explaining the deﬁnition of non-separable dictionary.
Altough di↵erent strategies can be adopted to design frames ✓i, hereafter refered
to as color frames, Moghadam et al. propose to learn them from a training set.
The training procedure for the costruction of color frames, one for each 2D-DCT
spatial frequency, is presented in Algorithm 4.1. The set
n
x(1), x(2),...,x(d)o
in input
contains a collection of b ⇥ b full-resolution patches, with R
(k), G
(k), B
(k) 2 Rb⇥b
respectively the red, green, and blue channels of patch x(k), k 2 [d]. Moreover the
algorithm receives, for each i 2 [n], a pair (li,ui) denoting respectively the lower and
upper bounds for the number of atoms in the i-th color frame. Note that Algorithm
4.1 is run o✏ine, therefore, as opposed to the algorithms by Elad et al. and Mairal et
al., here the demosaicing algorithm only requires to solve one Basis Pursuit problem
for each patch, dictionary   being already available.
Altough color frames are learnt o✏ine, in order to reduce the training time, one
can chose to partition the set of the 2D-DCT spatial frequencies indexes {1,2,...,n}
39Algorithm 4.1 Color Frames Training Procedure
Input:
n
x(1), x(2),...,x(d)o
, ✏   0, and l, u 2 Rn.
Output: {✓i, i = 1,2,...,n}.
For i = 1 to n
Z =
2
6 6 6 6 6 6 6 6 6 6 6 6 6 4
⇣
':,{i}
⌘T
R(1) ⇣
':,{i}
⌘T
R(2) ···
⇣
':,{i}
⌘T
R(d)
⇣
':,{i}
⌘T
G(1) ⇣
':,{i}
⌘T
G(2) ···
⇣
':,{i}
⌘T
G(d)
⇣
':,{i}
⌘T
B(1) ⇣
':,{i}
⌘T
B(2) ···
⇣
':,{i}
⌘T
B(d)
3
7 7 7 7 7 7 7 7 7 7 7 7 7 5
;
For j = li to ui
Lj = minT j
     ↵:,{1}
     
1 +
     ↵:,{2}
     
1 + ...+
     ↵:,{d}
     
1
s.t.
     Z:,{k}   T j↵:,{k}
     
2  ✏, 8k = 1,2,...,d;
End
Let a be the index such that La  Lj 8j = li,li + 1,...,ui;
✓i = Ta;
End
into K subsets, and train a color frame for each subset. Interestingly, this allows to
obtain an equivalent expression for dictionary  , but a little more compact. Let
us denote the subsets with vi ✓ [n], i 2 [K]: as they are chosen to be a partition,
for every i and j in [K],
S
i2[K] vi = [n] and vi
T
vj = Ø hold. It is easily seen
that properly permuting the columns of   in equation (4.23) one can obtain the
following equivalent formulation of  :
  ,
h
✓1 ⌦ ':,v1 ✓2 ⌦ ':,v2 ··· ✓k ⌦ ':,vk
i
, (4.24)
with ✓i the color frame learned for the i-th subset, i 2 [K]. Note that dictionary in
(4.24) reduces to the separable dictionary ✓⌦' when the partition contains only one
set, the whole set of the 2D-DCT spatial frequencies indexes [n].
4.2 Patch division strategy
Moghadam et al. consider two patch divions strategies: the ﬁrst very simple, the
second a little more involved but providing much better results on average.
• Fixed-sizestrategy. TheCFAimageisdividedintob⇥bpatches, usuallyb = 8
40or b = 16, with each patch exibiting a vertical overlap of l pixels both with the
patch above and that below respectively, and an horizontal overlap of l pixels
both with the patch at its left and that at its right respectively. Parameter l is
allowed to range in {0,1,2,...,b   1}.
• Adaptive strategy. The CFA image is initially divided into 16x16 patches,
with some level of overlap, as in the ﬁxe-size strategy. Then a high pass ﬁl-
ter with diagonal detection capability is applied to each 16 ⇥ 16 patch, and
the energy of the ﬁlter output is measured1. Based on the measured values
exceeding or not an empirically chosen treshold, the patch is marked as con-
taining diagonal details or not, respectively. Every patch marked as contain-
ing diagonal details is left untouched, while those marked as not containing
diagonal details are further divided into 8 ⇥ 8 overlapping patches.
The patches produced via the ﬁrst or the second strategy are directly demosaiced
via Basis Pursuit.
As one expects, the ﬁxed-size strategy actually does not hide any strategy at all.
Some regions of the image may be better demosaiced with patches of size 8 ⇥ 8,
others with patches of size 16 ⇥ 16, but the ﬁxed-size strategy does not take care of
it. However the ﬁxed-size strategy is easily implementable and does not introduce
overheads adaptive strategies usually call for.
On the contrary, the adaptive strategy is based on two observations.
• In the ﬁxed-size conﬁguration, Moghadam et al. observed that, as the patch
size increases, the estimation process becomes stable. More speciﬁcally, a
larger block size usually leads to demosaiced images with an acceptable level
of error (neither very high nor very low quality and usually color washed
patches), while chosing a smaller patch size usually generates either a noisy
patch or one without any visible artifact.
• In the proposed dictionary, spatial decorrelation is attacked via the 2D-DCT
basis. The 2D-DCT basis contains atoms with vertical and horizontal strips,
which allow to represents a patch with vertical and horizontal edges very
1It is empirically known that the CFA image looks like the luminance of the original image with
mosaic e↵ects. Therefore applying a ﬁlter directly to the CFA image gives a sense of the actual
output we would obtain by applying the ﬁlter to the original image.
41e↵ectivelly. However the 2D-DCT basis contains no atoms with diagonal
strips, thus it is much less e↵ective in representing patches with diagonal
edges, and this directly translates into a less sparse representation.
Based on the second observation, if a small patch size is adopted for demosaicing
a region with diagonal edges, the patches covering that region will hardly have a
sparse representation. This translates into less chances to recover the original full-
resolution patches, and thus in the introduction of visible artifacts in the region
considered. On the other hand, from the ﬁrst observation, we know that adopting
a larger block size for demosaicing the same region will spread the reconstruction
error in the whole region, thus leading to less visible artifacts.
In their simulations over the Kodak dataset, Moghadam et al. built the high pass
ﬁlter with diagonal detection capabilities via a learning procedure. They extracted
all the possible 16 ⇥ 16 patches from the Kodak dataset, and among these patches
they identiﬁed 5000 patches wich were best to be demosaiced directly, and 5000
wichwerebesttobefurtherdecomposedinto8⇥8patchesbeforebeingdemosaiced.
The ﬁlter learning was then performed using a Support Vector Machine (SVM) over
the two sets. In their simulations Moghadam et al. observed signiﬁcant visual
improvement and notably PSNR boost of the images demosaiced with the adaptive
strategy over that demosaiced with the ﬁxed-size one (see Chapter 5).
4.3 Best pixel estimation
Due to the overlap among adjacent patches, multiple estimates of a single pixel are
available once all the patches it belongs have been demosaiced2. This raises the
problem of how to best estimate the pixel from the available estimates.
Let us consider a single pixel of the image and denote it as the i-th pixel. Now
let us assume the i-th pixel belongs to u 2 N patches, and let ¯ ri = {r1,r2,...,ru},¯ gi =
{g1,g2,...,gu}, and ¯ bi = {b1,b2,...,bu}, be the sets of the available estimates for the
i-th pixel, with rj, gj, bj (j 2 [u]) the estimates provided by the j-th patch for the red,
green, and blue channels, respectively. The simplest way to estimate the i-th pixel
wouldbetoestimateitsred, green, andbluechannels, asthemeanofthevaluesin ¯ ri,
¯ gi, and ¯ bi, respectively. However this strategy attributes to each available estimate
2Pixels around the image borders clearly represent an exception.
42triplet
⇣
rj,gj,bj
⌘
the same importance, not taking into account that some patches
among the u considered may have been recovered better than others, and thus may
provide better estimates fot the i-th pixel. This suggest to adopt a weigthed mean,
where the weight of each triplet would be proportional to its quality. However the
original full-resolution versions of the u patches are not available, therefore we can’t
assess their respective qualities from their reconstruction errors.
Moghadam et al. propose to evaluate the patches quality from their sparse or
compressible representation ˆ ⇠(1), ˆ ⇠(2), ..., ˆ ⇠(u), obtained via Basis Pursuit at stage
2 of the algorithm. From Chapter 3 we know that our chances to recover a signal
heavily depends on the level of sparsity or compressibility of its representation with
respect to the sparsifying dictionary. Therefore a representation ˆ ⇠(j) exibiting high
sparsity or compressibility may suggest that a good approximation of the original
full-resolution patch has been found, while a non-sparse or non-compressible vector
ˆ ⇠(j) may warn about a possible failure in the recovery procedure.
Formally Moghadam et al. propose to introduce function G(⇠,a), deﬁned for
every vector ⇠ 2 Rp and real number a   0 as
G(⇠,a) ,
card
  
k 2
⇥
p
⇤
: |⇠i| > a
  
p
, (4.25)
and to estimate ˆ ri,ˆ gi, ˆ bi, respectively the red, green, and blue components of the i-th
pixel, as
ˆ ri =
Pu
j=1 wjrj
Pu
j=1 wj
, ˆ gi =
Pu
j=1 wjgj
Pu
j=1 wj
, ˆ bi =
Pu
j=1 wjbj
Pu
j=1 wj
, (4.26)
with
wj ,
1
G
⇣
ˆ ⇠(j),a
⌘. (4.27)
Function G
⇣
ˆ ⇠(j),a
⌘
mesures the ratio of the number of entries of vector ˆ ⇠(j) with
magnitude larger than a to the length of the vector. A proper tuning of parameter
a allows G
⇣
ˆ ⇠(j),a
⌘
to measure the level of compressibility of vector ˆ ⇠(j), therefore
weighting each estimate j of the i-th pixel with 1/G
⇣
ˆ ⇠(j),a
⌘
allows estimate j to
have a weight which increases when the compressibility of its patch increases, and
vice versa. Note that, for a = 0, function G
⇣
ˆ ⇠(j),a
⌘
measures exactly the sparsity of
43ˆ ⇠(j), but this may be a too strict choice, as vector ˆ ⇠(j) is not exactly sparse in general.
4.4 Color ﬁlter arrays
The studies in the area of demosaicing has led to believe that a CFA which is opti-
mal overall probably does not exist: instead one can seek a CFA which is optimal
for a given demosaicing algorithm. The work by Hirakawa and Wolfe reported in
Section 2.2 is a good example, as the the optimal CFAs they propose are inteded for
frequency-based demosaicing algorithms.
Seeking an optimal CFA for a sparse-based demosaicing algorithm happens to
be not straightfoward at all. Let us recall the general formulation of a sparse-based
demosaicing algorithm provided in Section 2.3, where, for the sake of simplicity,
we assumed no patch division. Thus matrices   and   are the CFA matrix and the
sparsifying one, respectively. We start by observing that the quality of the demo-
saiced image not only depends on the CFA matrix  , but on the projection matrix
A =   , as any sparse recovery algorithm (Basis Pursuit or greedy ones) is obliv-
ious to   and  . Therefore, once matrix   has been chosen, the CFA design
procedure has to take   into account, as matrix   may exibit some of the good
recovery properties seen in Chapter 3, such as high spark or low coherence, but
matrix A =    may not. Moreover we note that the CFA matrix has a particular
structure, exactly N rows, as the CFA acquires a value for each pixel of the camera,
an only three non-zero values per row, summing to one, as it linearly combines the
red, green, and blue values at each pixel. Therefore, if we assume the vectorized
notation, matrix   has to be searched in a particular set, that of the admissible CFAs
⌦, deﬁned as follows (see eq. (2.14)):
⌦ ,
n
  2 R
N⇥3N :  i,i +  i,N+i +  i,2N+i = 1 8i 2 [N], i,j = 0 elsewhere
o
.
(4.28)
Finally, the search for the optimal CFA calls for an order function ⌅ : Ra⇥b ! R+
for all possible projection matrices of size a ⇥ b, such that, if ⌅(A) < ⌅(B) then
matrix A is preferred over B as a projection matrix. The deﬁnition of this function
44would allow to formalize the search for the optimal CFA as follows:
 
⇤ = argmin
 2⌦
⌅(  ). (4.29)
However this raises the problem of how to chose function ⌅. One may suggest to
deﬁne ⌅(A) ,  spark(A), as we know from Chapter 3 that a high spark value is a
desiderable property in Sparse Recovery theory, but from Chapter 3 we also know
that computing the spark of a matrix is as hard as solving (P0), therefore spark
cannot be used in practice. Then one may suggest to deﬁne ⌅(A) , µ(A), as also a
small mutual-coherence value is a desiderable property in Sparse Recovery theory,
and coherence is very simple to compute. However coherence is know to be a worst
case measure (as spark is after all), therefore it may be a misleading measure, not
reﬂecting the actual behaviour of a Sparse Recovery algorithm on matrix A.
Inspired by the work of Elad in [19], in [13] Moghadam et al. proposed to use
the Coherence Cumulative Distribution Function (CCDF) of matrix A as a realistic
measure of its optimality as a projection matrix. Denoting the k-th column of A by
ak, the CCDF of matrix A is deﬁned as follows:
FC (A,g) , Pr
0
B B B B B @
     aT
i aj
     
kaik2
     aj
     
2
  g
1
C C C C C A, i , j, g 2 [0,1], (4.30)
with Pr denoting the probability function. Both mutual-coherence and the CCDF
calls for a normalization of the columns of A and the computation of its GramianG.
However, while µ(A) takes only the maximum among the absolute values of the o↵-
diagonal entries ofG, function FC (A,g) considers their distribution. For an optimal
projection matrix A, Moghadam et al. expected FC (A,g) to decay fast. Conversely
they expected that a long-tailed FC (A,g), i.e., a matrix A with a large number of
high absolute value o↵-diagonal entries, should have warned about an increase in
the chance of erroneus recovery. Their sparse-based demosaicing experiments in
[13] conﬁrmed their intuition. Unfortunately, CCDF is not a valid order function ⌅,
as it does not provide a non-negative scalar, but a whole function in the range [0,1].
Fig. 4.1 compares three CCDFs: FC ( B ,g), FC ( R ,g), and FC ( SG ,g),
with  B the Bayer CFA,  R a (periodic) random panchromatic CFA,  SGone of the
45Figure 4.1: CCDF for three di↵erent CFA types.
CFAs by Hirakawa and Wolfe [9], hereafter refered to as Second Generation (SG)
CFAs, and   the non-separable sparsifying dictionary of Section 4.1 for patches
of size 8 ⇥ 8. As shown in Fig. 4.1, the CCDF related to the SG CFA decays
faster than the other ones, therefore we expect the SG CFA to be preferable over the
random panchromatic CFA and the Bayer CFA when employed in the sparse-based
demosaicing algorithm presented here. One may argue that the result in Fig. 4.1
may not be general. The algorithm by Moghadam et al. adopts a patch division
strategy, therefore each b⇥b patch is equipped with a b⇥b portion of the whole CFA
matrix, let say a sub-CFA. Altough the CFAs considered in Fig. 4.1 are periodic, a
mismatch between the size of the patch and the CFA period, or simply the overlap
among patches adopted in the algorithm, may cause each patch to be equipped
with a di↵erent sub-CFA, thus making Fig. 4.1 dependent on a particular sub-CFA.
Interestingly, it happens that, when employing a given CFA, the projection matrices
related to each patch my change from patch to patch, but the related CCDFs exibit
the same decay.
The simulations performed by Moghadam et al. over the Kodak dataset, em-
ploying the Bayer CFA and the SG one, seems to be in agreement with Fig. 4.1. In
particular, altough the PSNR of images demosaiced with the SG CFA happens to
be not much higher than those demosaiced with the Bayer CFA on average, the SG
CFA usually leads to images with less visual artifacts, and thus more pleasant to
46see. The results of the simulations by Abdolreza et al. are presented in Chapter 5,
together with the results we obtained paralleling their work.
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Experimental Results
According to almost all the litterature on demosaicing, Moghadam et al. tested
their framework on the Kodak dataset [42], which is shown in Fig. 5.1. The settings
adopted in their tests are listed below.
• In the sensing stage two CFAs were considered: the Bayer CFA and the SG
one.
• Forthepatchdivisionstrategy, threescenarioswereconsidered: theﬁxed-size
strategy, in the 8 ⇥ 8 and 16 ⇥ 16 conﬁgurations, and the adaptive strategy.
• For the color frames, the 2D-DCT spatial frequencies were partitioned into
four bands: DC, Low Frequencies (LF), Middle Frequencies (MF), and High
Frequencies (HF). Each band covered one or more adjacent diagonals of the
2D-DCT spectrum, where diagonals refer to the zig-zag ordering of the 2D-
DCT frequencies. In [11] Moghadam et al. does not exactly specify how
many diagonals each band was comprised of. Let us denote by ✓DC, ✓LF,
✓MF, and ✓HF, the color frames assigned to each band. Moghadam et al.
observed that as the spatial frequency increases toward high frequencies, a
decrease on the number of atoms in the corresponding color frame usually led
to higher quality demosaiced images, both in PSNR and visually. Moreover
they noticed that after few diagonals in the 2D-DCT spectrum, the optimal
color frame happened to be comprised of atom
h
1 p
3
1 p
3
1 p
3
iT
only, which is a
vector along the luminance axis (see eq. (4.17)). Based on these observations,
Moghadam et al. built ✓DC, ✓LF, and ✓MF, via Algorithm 4.1, constraining
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Figure 5.1: The Kodak dataset.
50their number of atoms to 30, 10, and 4, respectively, while they directly set
✓HF =
h
1 p
3
1 p
3
1 p
3
iT
.
• Color frames ✓DC 2 R3⇥30, ✓LF 2 R3⇥10, and ✓MF 2 R3⇥4, were trained on a set
containing a few thousand patches picked at random from the set of all the
possible Kodak patches [39].
• Algorithm 4.1 was implemented via the mexTrainDL function of the SPArse
Modeling Software (SPAMS) library [40].
• The Basis Pursuit Problem, employed in the reconstruction of each single
patch, was solved via the mexLasso function of SPAMS, which implements
the LARS algorithm [23].
Moghadam et al. compared their simulation results with those of three leading de-
mosaicing algorithms of the litterature: DL [34], LPA [35], and LSSC [18]. While
DL and LPA are non-sparse-based demosaicing algorithms, LSSC is a sparse-based
one, in particular it is the algorithm by Mairal et al. cited in Chapter 4. The PSNRs
of the Kodak images demosaiced via the framework by Moghadam et al. are re-
ported in Table 5.1, together with the PSNRs of the other demosaicing algorithms.
In order to guarantee a fair comparison with the other algorithms, a border of 15
pixels was excluded when computing the PSNRs. For the sake of simplicity, here-
after we will refer to the framework conﬁguration employing the ﬁxed-size patch
division strategy and the adaptive one, as the “standard” conﬁguration and the “ﬁl-
tering” one, respectively.
Let us start by concentrating on the standard conﬁguration of the framework. As
we expected from the argumentation in Section 4.2, employing the SG CFA instead
of the Bayer one, on average guarantees higher PSNRs, regardless of the patch size.
Moreover, as Fig. 5.2 shows, the Bayer CFA can lead to some visual artifacts the
SG CFA usually avoids. Table 5.1 also shows that a slightly higher average PSNR is
achieved when employing the 16⇥16 patch size rather than the 8⇥8 one, regardless
of the CFA. Based on this observation one may argue that the 16 ⇥ 16 patch size is
always preferable over the 8⇥8 one. However we believe that, both with the Bayer
CFA and the SG one, the distance between the average PSNR of the 16 ⇥ 16 patch
size conﬁguration and that of the 8 ⇥ 8 one is too small to argue that a patch size is
preferable over the other one.
51Table 5.1: Comparing the PSNRs of the images demosaiced via algorithms DL, LPA,
LSSC, and the algorithm by Moghadam et al. in all its conﬁgurations. Here, M denotes
the algorithm by Moghadam et al., while B and SG denote that the Bayer CFA and the SG
one were employed at the sensing stage, respectively. Finally, 8, 16, and FI, denote that the
8⇥8 standard conﬁguration, the 16⇥16 standard conﬁguration, and the ﬁltering one, were
adopted respectively.
Img. LSSC DL LPA M-B-8 M-B-16 M-SG-8 M-SG-16 M-SG-FI
1 41.36 38.46 39.45 37.68 37.71 38.28 41.30 41.51
2 42.24 40.89 41.36 38.54 38.52 40.92 40.52 41.27
3 44.24 42.66 43.47 36.96 37.30 41.54 39.59 42.56
4 42.45 40.49 40.84 40.94 41.07 39.85 39.43 40.86
5 39.45 38.07 37.51 37.62 37.81 37.64 36.59 38.57
6 41.71 40.19 40.92 39.10 39.27 39.32 41.18 41.71
7 44.06 42.35 43.06 41.44 41.60 42.09 40.93 42.57
8 37.57 35.58 37.13 35.20 35.41 36.76 38.64 38.75
9 43.83 43.05 43.50 42.19 42.45 42.48 42.37 43.43
10 43.33 42.54 42.77 42.19 42.25 41.87 41.75 42.91
11 41.51 40.01 40.51 38.99 39.25 39.33 40.44 40.80
12 44.90 43.45 44.01 43.36 43.50 43.63 43.07 44.52
13 36.35 34.75 36.08 33.91 34.11 32.97 36.41 36.43
14 38.77 36.91 36.86 35.86 36.17 36.09 34.29 36.52
15 41.74 39.82 40.09 39.13 39.02 38.86 33.88 39.77
16 44.91 43.75 44.02 42.54 42.75 42.44 44.65 44.73
17 41.98 41.68 41.75 40.78 41.07 41.06 42.28 42.33
18 38.38 37.64 37.59 36.93 36.78 36.40 37.94 38.46
19 42.31 41.01 41.55 39.97 40.13 41.30 42.21 42.65
20 42.27 41.24 41.48 40.42 40.57 41.04 41.52 42.37
21 40.65 39.10 39.61 38.25 38.48 38.74 40.71 40.98
22 39.24 38.37 38.44 37.90 38.16 38.57 38.32 39.03
23 44.34 43.22 43.92 38.70 38.69 42.55 39.18 42.95
24 35.89 35.55 35.44 34.74 36.74 35.13 36.68 36.80
Avg. 41.40 40.03 40.47 38.89 39.03 39.54 39.75 40.94
52Figure 5.2: E↵ect of the CFA on the demosaiced image quality. Demosaicing via the
8 ⇥ 8 standard conﬁguration of the framework by Moghadam et al. is considered. The top,
central, and bottom rows refer to details of Kodak images 3, 19, and 23, respectively. For
each row, on the left is the original detail, while in the middle and on the right are the details
from the demosaiced images related to the employement of the Bayer CFA and the SG one,
respectively.
53Table 5.1 shows that the ﬁltering conﬁguration of the framework (together with
the SG CFA) happens to outperform the standard one, suggesting that adopting a
di↵erent patch size for di↵erent regions of the image can be an e↵ective strategy.
Moreover, Table 5.1 shows that, on average, the ﬁltering conﬁguration of the frame-
work outperforms DL and LPA algorithms too, but does not manage to outperform
LSSC, which exibit a fair average PSNR margin over the other algorithms. The
higher PSNRs of LSSC are due to its optimal dictionary, learnt directly on the CFA
image during the demosaicing process. However, as observed in Chapter 4, this is
a time-consuming strategy, therefore Moghadam et al. argued that the PSNRs of
the LSSC algorithm should be considered only as upper-bounds. Interestingly we
note that the framework by Moghadam et al., in its ﬁltering conﬁguration, manages
to get quite close to the LSSC average PSNR, up to half a decibel, and manages
to outperform it on nine images, some with an interesting margin. Moreover the
framework by Moghadam et al. is biased toward improving the visual quality of
the demosaiced image, rather than its PSNR value. The choice of employing, in
each color frame of the HF band, only the vector along the luminance axis goes
toward this direction. This choice leads to a sparsifying dictionary   which, at
high spatial frequencies, is able to span only the luminance component, but not the
chrominace ones. Clearly this translates into a considerable error in regions of the
image with fast color changes. On the other hand, this regions usually happen to be
really di cult to reconstruct without introducing relevant color artifacts. Therefore
algorithms which do not take this problem into account may produce images exibit-
ing low error in this region, but noticeable color artifacts. On the other hand, the
human visual system is known to be much less sensitive to fast color changes, there-
fore the considerable error introduced by the framework happens not to be visible.
Fig. 5.3-5.9 present some instances where the image demosaiced via the framework
by Moghadam et al. exibit less visual artifacts, thus higher visual quality, when
compared to DL, LPA, and LSSC, regardless of the PSNR measure. Each ﬁgure
contains six images: three on the top row and three on the bottom one. Each image
is a detail from one of the Kodak images. In the top row, on the left is the original
image, in the middle is the image demosaiced via DL, and on the right the image
demosaiced via LPA. In the bottom row, on the left is the image demosaiced via
LSSC, in the middle is the image demosaiced via the framework by Moghadam et
54Figure 5.3: Comparing the visual quality provided by di↵erent demosacing algorithm on a
detail of Kodak image 6.
al. in its ﬁltering conﬁguration, and on the right is the image demosaiced by our
implementation of the 8⇥8 standard conﬁguration of the framework by Moghadam
et al. Note that, for both the images demosaiced via the framework by Moghadam
et al., the SG CFA was employed at the sensing stage, while for the other algorithms
the Bayer CFA was employed.
Equipped with our implementation of the framework, we tried to repeat the
above tests. We focused on the standard conﬁguration of the framework, i.e., that
employing the ﬁxed-size patch division strategy. The reason of this choice will be
explained later in this section. Repeating the above tests required to choose some
implementative details that Moghadame et al. did not specify in [11]. We list our
implementative choices below.
• In the 8⇥8 patch size conﬁguration, we assigned the ﬁrst two diagonals after
the DC component to the LF band, the next four diagonals to the MF band,
and the remaining ones to the HF band.
• In the 16 ⇥ 16 patch size conﬁguration, we assigned the ﬁrst ﬁve diagonals
55Figure 5.4: Comparing the visual quality provided by di↵erent demosacing algorithm on a
detail of Kodak image 8.
Figure 5.5: Comparing the visual quality provided by di↵erent demosacing algorithm on a
detail of Kodak image 8.
56Figure 5.6: Comparing the visual quality provided by di↵erent demosacing algorithm on a
detail of Kodak image 19.
Figure 5.7: Comparing the visual quality provided by di↵erent demosacing algorithm on a
detail of Kodak image 21.
57Figure 5.8: Comparing the visual quality provided by di↵erent demosacing algorithm on a
detail of Kodak image 21.
Figure 5.9: Comparing the visual quality provided by di↵erent demosacing algorithm on a
detail of Kodak image 24.
58after the DC components to the LF band, the next nine diagonals to the MF
band, and the remaining ones to the HF band.
• As opposed to Moghadam et al., in our simulations we did not trained the
color frames ✓DC, ✓LF, and ✓MF, on a set of a few thousand patches picked
at random from the set of all the possible Kodak patches. Despite the small
cardinality of the set they considered, if compared to the set of all possible
Kodak patches, we believed it was not a fair choice. Therefore, when demo-
saicing the i-th Kodak image, we employed a triplet (✓DC,✓LF,✓MF) trained
on a set of patches picked from all the possible Kodak patches, except those
coming from the i-th image.
• Regardelss to the patch size, we added to ✓DC the canonical basis of R3. This
choice raised from observing that when employing the Bayer CFA at the sens-
ing stage, the demosaiced image may still exibit the CFA pattern in some of
its regions. This can be noted in the central column of Fig. 5.2, whose images
were all sensed with the Bayer CFA and then demosaiced. This phenomenon
was observed when demosacing a uniform region characterized by a very
bright or very saturated color, which did not appear in any of the patches used
to train ✓DC. A uniform region is mainly characterized by the DC component
of its red, green, and blue channels, therefore its reconstruction heavely de-
pends on ✓DC. We observed that introducing the canonical basis of R3 in ✓DC
allowed the Basis Pursuit solver (mexLasso in our case) to better approximate
the DC component of the three channels, thus avoiding the Bayer CFA pat-
tern appearing in the demosaiced image. Fig. 5.10 compares the demosaiced
images in the central column of Fig. 5.2 with those obtained still employing
the Bayer CFA at the sensing stage, but including the canonical basis.
• The SG CFA adopted by Moghadam et al., the one that in Section 4.4 was told
to exibit a fast decay CCDF when combined with the non-separable sparsi-
fying dictionary, was not provided in [11]. In our simulations we tried all
the four SG CFAs in [9], but no one led us to a decay similar to the one de-
scribed by Moghadam et al. This made us believe that probably the matrix
 SG  employed by Moghadam et al., with  SG the SG CFA matrix, and
  the sparsifying non-separable dictionary, undergone some post-processing
59Figure 5.10: E↵ect of the introduction of the canonical basis of R3 in ✓DC. The left column
contains the original images. The central column is the same central column of Fig. 5.2. The
column on the right contains the images demosaiced via our implementation of the 8 ⇥ 8
standard conﬁguration of the framework by Moghadam et al., which employes the canonical
basis. All images were sensed with the Bayer CFA.
60Figure 5.11: CCDFs obtained in our tests for the Bayer and SG CFAs.
in order to accelerate its CCDF decay, regardless of the SG CFA employed.
Therefore, in our tests, we consider the SG CFA reported in (2.11), as this led
us to the best results among the four SG CFAs in [9]. The CCDFs obtained
with our simulations are represented in Fig. 5.11.
• In the 8 ⇥ 8 and 16 ⇥ 16 patch size conﬁgurations, we adopted an overlap of
six and twelve pixels among adjacent patches, respectively. This choice was
oriented toward a fair comparison of the two conﬁgurations, as it guaranteed
that both in the 8 ⇥ 8 conﬁguration and in the 16 ⇥ 16 one, each pixel was
approximated based on the same number of estimates (i.e., eight).
• After each patch was demosaiced and the whole image reassembled, we ap-
plied the median ﬁlter described in [33].
Table 5.2 compares the results provided by Moghadam et al. with those we ob-
tained in our tests. In the Bayer case, on average, our implementation achieves
higher PSNRs than Moghadam et al., regardless of the patch size. We believe this is
mainly due to our expedient concerning the introduction of the canonical basis. In
the SG case instead, our implementation achieves, on average, lower PSNRs than
Moghadam et al., again regardless of the patch size. We believe this is strictly con-
nected to our SG CCDF, which happens to exibit the same decay of the Bayer one,
61Table 5.2: Comparing the PSNRs of the Kodak images demosaiced via the standard con-
ﬁguration of the framework by Moghadam et al. Here, M denotes the implementation by
Moghadam et al., while M* denotes our one. B and SG denote that the Bayer CFA and the
SG one were employed at the sensing stage, respectively. Finally, 8 and 16, denote that the
8 ⇥ 8 standard conﬁguration and the 16 ⇥ 16 one, were adopted respectively.
Img. M-B-8 M*-B-8 M-B-16 M*-B-16 M-SG-8 M*-SG-8 M-SG-16 M*-SG-16
1 37.68 38.08 37.71 38.42 38.28 40.09 41.30 40.14
2 38.54 39.71 38.52 39.54 40.92 38.29 40.52 38.09
3 36.96 41.11 37.30 40.86 41.54 39.77 39.59 39.71
4 40.94 40.04 41.07 40.26 39.85 39.36 39.43 39.54
5 37.62 36.63 37.81 36.56 37.64 36.28 36.59 35.16
6 39.10 39.31 39.27 39.94 39.32 41.12 41.18 41.05
7 41.44 41.20 41.60 40.58 42.09 40.56 40.93 39.55
8 35.20 35.19 35.41 35.01 36.76 37.82 38.64 37.57
9 42.19 41.75 42.45 41.84 42.48 41.99 42.37 41.15
10 42.19 41.69 42.25 41.82 41.87 42.48 41.75 41.88
11 38.99 39.05 39.25 39.17 39.33 39.87 40.44 39.23
12 43.36 42.16 43.50 41.91 43.63 42.68 43.07 41.87
13 33.91 35.00 34.11 35.23 32.97 35.89 36.41 35.96
14 35.86 35.74 36.17 35.39 36.09 34.39 34.29 32.85
15 39.13 39.06 39.02 39.14 38.86 38.56 33.88 38.71
16 42.54 42.91 42.75 43.09 42.44 44.19 44.65 43.88
17 40.78 41.02 41.07 41.33 41.06 41.09 42.28 41.32
18 36.93 37.28 36.78 37.28 36.40 37.38 37.94 37.03
19 39.97 39.43 40.13 40.31 41.30 41.06 42.21 41.10
20 40.42 40.88 40.57 40.87 41.04 40.93 41.52 39.92
21 38.25 38.85 38.48 39.00 38.74 40.20 40.71 39.82
22 37.90 37.27 38.16 37.15 38.57 38.19 38.32 37.68
23 38.70 41.91 38.69 41.63 42.55 36.99 39.18 37.40
24 34.74 35.56 36.74 35.79 35.13 36.63 36.68 36.68
Avg. 38.89 39.20 39.03 39.26 39.54 39.41 39.75 39.05
62or even worse. In Fig. 5.11 one can note that, when the Bayer CCDF decays to zero,
its plot is slightly behind that of the SG CCDF. In our implementation, on average,
the SG case exibits higher PSNRs than the Bayer one, when the 8 ⇥ 8 patch size
is considered, while the converse happens with the 16 ⇥ 16 patch size. However,
employing the SG CFA rather than the Bayer one, usually results in notably less
color artifacts in the demosaiced images.
Results in Table 5.2 do not allow to establish if a given patch size is preferable
over the other one. In the Bayer case, the 16 ⇥ 16 patch size allows to achieve
slightly higher PSNRs, on average. Instead, in the SG case, the converse happens,
as the 8 ⇥ 8 patch size seems to allow achieving higher PSNRs, on average. How-
ever, in both cases the average PSNR margin among the two patch size conﬁgura-
tions is small. We observed the same fact in Table 5.1, with the results provided
by Moghadam et al. This suggests, again, that adopting an adaptive patch division
strategy mixing together the 8 ⇥ 8 and the 16 ⇥ 16 patch sizes may be a more e↵ec-
tive choice. Interestingly, when the SG CFA is employed at the sensing stage, our
implementation of the framework, which does not adopt any patch division strategy,
provides demosaiced image whose visual quality is at least as high as that achieved
by Moghadam et al. with their ﬁltering conﬁguration. This can be observed in
Fig. 5.3-5.9. This result holds regardless of the patch size adopted in our imple-
mention. Moreover, in some of the few cases where the ﬁltering conﬁguration by
Moghadam et al. shows visible artifacts, our implementation does not. This can be
observed in Fig. 5.12, which is organized exactly as Figures 5.3-5.9. We believe
that the high visual quality provided by our implementation lies in the introduction
of the canonical basis. Altough this expedient was studied for a particular problem
involving only the Bayer CFA, in all our tests it showed to generally increase both
the PSNR and the visual quality of the demosaiced images.
The results we obtained can be further improved, at least for how concerns the
PSNR measure, increasing the overlap among adjacent patches. Clearly, an increase
in the level of overlap directly translates into an increase in the number of patches
to demosaic, and thus into an increasing of the amount of time required for demo-
saicing the image. In Table 5.3 we report the PSNRs obtained when applying an
overlap of seven pixels in the 8 ⇥ 8 patch size conﬁguration, and we compare them
with the results of Table 5.2. Results in Table 5.3 conﬁrm that increasing the level
63Figure 5.12: Comparing the visual quality provided by di↵erent demosacing algorithm on
a detail of Kodak image 8.
of overlap happens to be an e↵ective choice, as it allows an important increase of
the PSNR measure.
As we already claimed, we believe that an adaptive patch division strategy could
be an e↵ective choice in further improving the framework demosaicing quality. The
results Moghadam et al. obtained with their ﬁltering conﬁguration of the framework
suggest it. However, we believe that the success of their ﬁltering conﬁguration was
mainly due to its implementation. More precisely, we believe that their results were
mainly due to the procedure used to train the ﬁlter, rather than on the actual ﬁlter
capability to detect diagonal edges. Moghadam et al. trained the ﬁlter on 5000
patches of 16⇥16 patch size which were better to be demosaiced directly, and 5000
patches of 16⇥16 patch size which were better to be further decomposed before be-
ing demosaiced. Obviously, each patch was classiﬁed via an automatic procedure,
demosaicing each patch in both the ways, and then classifying the patch based on
the PSNRs of the two reconstructions obtained. However this classiﬁcation proce-
dure does not guarantee that the patches in one set were characterized by diagonal
details, while those in the other one were not. Therefore, the trained ﬁlter did not
64Table 5.3: Comparing the PSNRs of the Kodak images demosaiced via our implementation
of the framework by Moghadam et al. with two di↵erent levels of overlap. The 8 ⇥ 8
conﬁguration is considered. Here, ov6 and ov7 denote the conﬁguration employing an
overlap of 6 and 7 pixels, respectively.
Img. M*-B-8-ov6 M*-B-8-ov7 M*-SG-8-ov6 M*-SG-8-ov7
1 38.08 38.56 40.09 40.51
2 39.71 40.01 38.29 38.32
3 41.11 41.79 39.77 40.15
4 40.04 40.36 39.36 39.50
5 36.63 37.17 36.28 36.57
6 39.31 39.63 41.12 41.35
7 41.20 41.74 40.56 40.84
8 35.19 35.47 37.82 38.21
9 41.75 42.35 41.99 42.26
10 41.69 42.12 42.48 42.70
11 39.05 39.45 39.87 40.07
12 42.16 42.71 42.68 43.03
13 35.00 35.29 35.89 36.17
14 35.74 36.12 34.39 34.47
15 39.06 39.39 38.56 38.60
16 42.91 43.30 44.19 44.40
17 41.02 41.33 41.09 41.31
18 37.28 37.56 37.38 37.52
19 39.43 40.00 41.06 41.32
20 40.88 41.25 40.93 41.18
21 38.85 39.24 40.20 40.49
22 37.27 37.58 38.19 38.39
23 41.91 42.60 36.99 37.39
24 35.56 35.79 36.63 36.77
Avg. 39.20 39.62 39.41 39.65
65necessary had diagonal detection capabilities. Nevertheless, the results provided by
Moghadam et al. suggest that the trained ﬁlter predicted very well if a patch was
better to be demosaiced directly, or after a further decomposition. This is not a con-
traddiction, as the ﬁlter was trained for this scope, and moreover it was trained on
patches from the Kodak dataset, the same dataset whose images were later submit-
ted to the ﬁlter during the demosaicing process. This reasoning convinced us that a
di↵erent patch division strategy should be developed. That is why we decided not
to develop the ﬁltering conﬁguration proposed by Moghadam et al.
We conclude this section by noting that quite all the demosaicing algorithms
proposed in the litterature have been developed aiming at achieving high quality
results on the Kodak dataset. However the results a demosaicing algorithm exibits
on the Kodak dataset do not necessary reﬂect the actual behaviour of the algorithm
on images captured by a digital camera. The reasons are mainly two. First, Ko-
dak images were not acquired via a digital color camera. Instead, Kodak images
where acquired via a ﬁlm camera, and then the camera ﬁlm was scanned to obtain a
2048 ⇥ 3072 digitalized version of each image. Second, the Kodak dataset usually
employed, whose images size is 512 ⇥ 768, was obtained as a subsampled version
of the original Kodak dataset obtained via the scanning procedure. Recently, in [37]
Andriani et al. proposed a new data set comprised of images acquired via a profes-
sional digital camera developed by ARRI [41]. Thanks to the particular architecture
of the employed camera, for each image in the proposed dataset is provided exactly
the data acquired by the camera sensor (which is equipped with a Bayer CFA),
without any post-processing. Our implementation of the demosaicing algorithm
by Moghadam et al. was tested on this new dataset too. Moreover, the resulting
demosaiced images were compared with those obtained via ADA-3 (ARRI Debayer-
ing Algorithm version 3), the demosaicing algorithm currently employed at ARRI.
Cleary the comparison was performed visually, as the original red, green, and blue
full-resolution channels of the images in the dataset are not available. Again, the
algorithm by Moghadam et al. happened to show notably less visual artifacts, and
moreover, to exibit noise removal properties. This is well illustrated in Fig. 5.13,
where the demosaiced image obtained via ADA-3 shows some color artifacts when
compared with that obtained via the framework by Moghadam et al.
66Figure 5.13: Testing our implementation of the framework by Moghadam et al. on an
image from the dataset by Andriani et al. [37]. Above is the full image demosaiced by our
implementation of the framework, in the middle is a detail from the previous image, and
below is the same detail when the ADA3 demosaicing algorithm is employed.
6768Chapter6
Conclusions
In this thesis recent sparse-based demosaicing algorithms has been considered, with
particular emphasis to the algorithm proposed by Moghadam et al. in [11]. In
sparse-based demosaicing algorithms, a major role is played by the sparsifying dic-
tionary. Beyond the theoretical recovery guarantees provided by Sparse Recovery
Theory, which happen to be overpessimistic in practice, it has been empirically
noticed that the quality of the reconstruction provided by a sparse-based demo-
saicing image mostly depends on the selected sparsifying dictionary. Training the
dictionary directly on the image to demosaic, therefore online, proved to be an ef-
fective strategy. That is way sparse-based demosaicing algorithms usually employ
this strategy. However, the e↵ectiveness of this adaptive strategy does not come for
free, as the online training is a time consuming procedure which may slow down the
whole demosaicing process. The algorithm by Moghadam et al. avoids the compu-
tational burden an online learning calls for, by building o✏ine a dictionary which
esplicitly takes into account the spatial and color correlation typical of the natural
images involved in the demosaicing process. The results provided by Moghadam
et al., together with the results we obtained developing our implementation of the
framework, showed the e↵ectiveness of this approach. Beyond the PSNR measure,
the algorithm by Moghadam et al. happens to visually outperform state of the art
demosaicing algorithms.
Developing our implementation of the algorithm by Moghadam et al. led us to
believe that the algorithm can be further enhanced. Our introduction of the canon-
ical basis of R3, which shown to be very e↵ective in removing some artifacts due
69to the Bayer CFA, is a clear example of it. The introduction of the adaptive patch
division strategy by Moghadam et al. was motivated by the 2D-DCT being not
too much e↵ective in representing patches with diagonal edges. Moghadam et al.
suggested to adopt a larger patch size in order to spread the error produced by this
lack in the 2D-DCT on a wider area. However, a di↵erent strategy may consider
the replacement of the 2D-DCT with another spatial transform, such as some kind
of wavelet. One may even consider to train a spatial transform on a proper data
set of ad hoc built images. Moreover, it would be very interesting to investigate a
training set allowing to learn the color frames once for all, for example by includ-
ing a palette. Interestingly, or unfortunately, the choice of the spatial transform, the
choice of the set of color frames, and also the choice of the CFA to employ at the
sensing stage, are all interellated, and this makes the enhancement of the algorithm
a hard challenge.
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