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Abstract
We modify the theory of the Quantum Zeno Effect to make it consistent with the
postulates of quantum mechanics. This modification allows one, throughout a sequence
of observations of an excited system, to address the nature of the observable and thereby
to distinguish survival from non-decay, which is necessary whenever excited states
are degenerate. As a consequence, one can determine which types of measurements
can possibly inhibit the exponential decay of the system. We find that continuous
monitoring taken as the limit of a sequence of ideal measurements will only inhibit decay
in special cases, such as in well-controlled experiments. Uncontrolled monitoring of an
unstable system, however, can cause exponentially decreasing non-decay probability at
all times. Furthermore, calculating the decay rate for a general sequence of observations
leads to a straightforward derivation of Fermi’s Golden Rule, that avoids many of
the conceptual difficulties normally encountered. When multiple decay channels are
available, the derivation reveals how the total decay rate naturally partitions into a sum
of the decay rates for the various channels, in agreement with observations. Continuous
and unavoidable monitoring of an excited system by an uncontrolled environment may
therefore be a mechanism by which to explain the exponential decay law.
1 Introduction
A general and natural, quantum mechanical theory for spontaneous decay has long been
sought [5, 9, 23, 19]. Ideally, such a theory would explain both the observed exponential
decay law as well as the measured decay rates, all while respecting natural constraints, such
as energy spectra being bounded from below and probabilities less than or equal to one.
Here we report on one such theory that comes to light after making a minor modification to
the theory of the Quantum Zeno Effect (QZE) [14], which is the apparent changing, slowing,
or even stopping of a quantum system’s normal evolution away from its prepared state,
resulting from frequent or continuous monitoring.
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Without the modification, the theory of the QZE is inconsistent with the postulates
of quantum mechanics because it is based on probability amplitudes that lack a proper
observable. Furthermore, one is limited to monitoring only survival, i.e. if a system has left
its initial state. Whenever excited states are degenerate, however, survival is not equivalent
to non-decay. With the modification, one can calculate the actual non-decay probability for
a general system in an excited state. The modified theory also makes precise the conditions
for an observable to inhibit decay, and we find that in special situations, such as those
considered in [14], continuous monitoring will indeed inhibit or otherwise affect decay, as
observed in experiments [26, 8, 11, 22]. When degenerate undecayed subspaces are accessible,
however, and when the measurement interaction is uncontrolled, continuous monitoring in
fact robustly causes exponential decay, regardless of the system’s time evolution in the
absence of monitoring.
Our first result concerns the quantity a(t0, t) = 〈φ(t0)|e
−iH(t−t0)/~|φ(t0)〉, which is often
assumed to be a survival probability amplitude, especially in literature [2, 7, 20, 10] con-
cerning the QZE. We will demonstrate in Section 2 that a(t0, t) cannot be a probability
amplitude of any kind because it is missing a complex phase present in a proper probability
amplitude. One can see this immediately because a(t0, t) is a real number when t = t0,
which is not the case for a probability amplitude. For the sake of argument, we will further
demonstrate how the amplitude squared, |a(t0, t)|
2, has symmetry transformation properties
that prohibit it from being interpreted as a quantum mechanical probability, and how the
physical meaning of its derivative is ambiguous.
Our second result, presented in Sections 3 and 4, is a modified formulation of the contin-
uous monitoring scheme on which the QZE is based. We show that an inhibition of decay
requires that every measurement in a sequence projects a system’s state onto the common
eigenstate of the same set of commuting observables. When this condition is not met, the
non-decay probability does not evolve quadratically at small times. The typical prediction of
the QZE, however, is based on the fact that |a(t0, t)|
2 always evolves quadratically at small
times [20, 10].
In Section 5 we construct a model of an excited system interacting in an uncontrolled
fashion with a monitoring system. All possible interactions are described by a general in-
teraction potential, V . This system is characterized by exponentially decreasing non-decay
probability at all times. Furthermore, a calculation of the system’s decay rate results in a
simple derivation of Fermi’s Golden Rule, which selects automatically only that part of V
coupling the excited state to the decay products. We believe that the present derivation is
simpler and more transparent than typical derivations, and avoids common conceptual diffi-
culties. In addition, when V can be partitioned into different parts associated with different
decay channels, the derivation predicts correctly that the decay rates for different channels
add.
For state vectors in a Hilbert space and for systems bounded from below in energy, it was
understood long ago [13] that for uninterrupted time evolution the non-decay probability
cannot be exactly exponential. We will discuss in Section 6 how this restriction does not
apply to our model of decay.
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2 Autocorrelation and Probability
It is often claimed, especially in literature [2, 7, 20, 10] concerning the QZE, that the survival
probability amplitude for a decaying state at a duration δ ≡ t−t0 after the system is prepared
in that state, is
a(t0, t0 + δ) = 〈φ(t0)|φ(t0 + δ)〉
= 〈φ(t0)|e
−iHδ/~|φ(t0)〉. (1)
Here |φ(t0)〉 represents the state of the system at the preparation time, t0, and |φ(t0 + δ)〉
represents the state of the system a duration δ later. The amplitude a(t0, t0+ δ) is identified
as a survival probability amplitude presumably because it is related to the notion of “overlap”
between |φ(t0)〉 and |φ(t0 + δ)〉.
It is well-known from the postulates of quantum mechanics, however, that probabilities
contain not only state vectors or density operators, but also operators representing a system’s
observables. For this reason, a(t0, t0 + δ) is not always called a probability amplitude in the
literature. In Chapter 2 of [20], for example, a(t0, t0 + δ) is correctly called the correlation
amplitude instead of the probability amplitude.
To construct a standard survival probability, instead of the projection operator |φ(t0)〉〈φ(t0)|,
which leads to the amplitude in (1), one uses
Λ = |m〉〈m|, (2)
which projects onto the state in which the system is prepared at t0. We will work in the
Schro¨dinger picture, where the states evolve in time, and the operators representing observ-
ables do not. The survival probability amplitude is then
p(t0 + δ) = 〈m|φ(t0 + δ)〉. (3)
It is straightforward to show that
〈φ(t0)|φ(t0 + δ)〉 6= 〈m|φ(t0 + δ)〉, (4)
or p(t0 + δ) 6= a(t0, t0 + δ), and that the difference is not merely a superficial relabeling of
|m〉 to |φ(t0)〉. Consider both amplitudes at preparation, when t = t0:
a(t0, t0) = 〈φ(t0)|φ(t0)〉 is real, (5)
and
p(t0) = 〈m|φ(t0)〉 is complex. (6)
Probability amplitudes are generally complex numbers, even when time can be ignored.
Thus, a(t0, t0+δ) is missing a time-independent complex phase present in a proper probability
amplitude. As a consequence of the missing phase, it is also true that
a(t0, t0 + δ) = a
∗(t0, t0 − δ), (7)
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while
p(t0 + δ) 6= p
∗(t0 − δ). (8)
Because of (7), one can show [20] that the amplitude squared, |a(t0, t0+ δ)|
2, always evolves
quadratically at short times, δ. For the square of a probability amplitude, such as |p(t0+δ)|
2,
to evolve quadratically at short times, it must meet a commutation requirement, as will be
shown below in Equations (33) and (34).
By the postulates, then, whether to use |a(t0, t0+δ)|
2 or |p(t0+δ)|
2 to compare with exper-
imental observations is a foregone conclusion. For the sake of argument, let us demonstrate
further why |p(t0 + δ)|
2 is preferred. In the following, we will call p(t0 + δ) the probability
amplitude, and we will call a(t0, t0 + δ) the autocorrelation amplitude. The autocorrelation
function, C(t0, t0 + δ), is related to its amplitude by C(t0, t0 + δ) = |a(t0, t0 + δ)|
2. In terms
of the system’s density operator, ρ(t) = ρ(t0 + δ), which we will write at preparation as
ρ(t0) = |φ(t0)〉〈φ(t0)|, (9)
C(t0, t0 + δ) is
C(t0, t0 + δ) = Tr
(
ρ(t0)ρ(t0 + δ)
)
. (10)
Because t0+ δ = t, C(t0, t0+ δ) is equivalent to C(t0, t), and in what follows we will attempt
to write the one that makes the most sense contextually.
The square of the probability amplitude, |p(t0 + δ)|
2, is
PΛ
(
ρ(t)
)
= PΛ
(
ρ(t0 + δ)
)
= Tr
(
Λρ(t0 + δ)
)
, (11)
which is the probability to observe at time t = t0 + δ the observable represented by Λ, in
the system’s state, ρ(t0 + δ). With the choice of Λ discussed in (2), which projects onto the
subspace representing the prepared state, the probability in (11) is a survival probability,
and the state of the system at t0 satisfies
PΛ
(
ρ(t0)
)
= 1. (12)
Both PΛ
(
ρ(t0 + δ)
)
and C(t0, t0 + δ) evolve in time when the quantum states themselves
evolve according to
ρ(t) = U(t− t0)ρ(t0)U
†(t− t0), (13)
where
U †(t) = eiHt/~ = e−iH(−t)/~ = U(−t), (14)
and H is the self-adjoint Hamiltonian operator. U(t) is a unitary group of operators, such
that
1 = U †(t)U(t), (15)
and
U(t)U(t′) = U(t + t′). (16)
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Using this time evolution of a quantum mechanical state, we will show that the autocor-
relation has time evolution properties unfit for a probability. Use (13) and insert (15) twice
into (10) to calculate
C(t0, t0 + δ) = Tr
(
ρ(t0)ρ(t0 + δ)
)
= Tr
(
U †(t′ − t0)U(t
′ − t0) ρ(t0)U
†(t′ − t0)U(t
′ − t0) ρ(t0 + δ)
)
= Tr
(
ρ(t′)ρ(t′ + δ)
)
= C(t′, t′ + δ). (17)
This is valid for all t0 and t
′, so the correlation between a quantum state and itself after a
duration δ is the same for all times, even when the state of the system is evolving.
It is important to note that (17) does indeed represent the time evolution of the au-
tocorrelation, and does not correspond to a trivial relabeling of all time parameter values.
This is clear from the fact that U(t′ − t0) is the time evolution operator for the state of the
system, which for non-trivial dynamics changes between t0 and t
′. The autocorrelation is
thus invariant under time evolution of the state of the system. In other words, even when
the state has changed, and
ρ(t0 + δ) 6= ρ(t
′ + δ), (18)
the autocorrelation satisfies
C(t0, t0 + δ) = C(t
′, t′ + δ) (19)
for all t0 and t
′. In the Schro¨dinger picture Λ is fixed in time, and there is no analogue
of (17) for the probability:
PΛ
(
ρ(t0 + δ)
)
6= PΛ
(
ρ(t′ + δ)
)
(20)
for general t0 and t
′, unless [ρ(t), H ] = 0 and dynamics is trivial. Because C(t0, t0 + δ) is
invariant under the time evolution of a system’s state, it cannot be the probability to observe
any observable that is independent of a system’s state, such as a spin direction fixed in a
laboratory frame. This would be acceptable for questions limited strictly to survival but
is clearly too limiting to be the basis of a general framework for calculating measurement
probabilities.
One thing that confuses the situation further is that there are multiple time arguments
in C(t0, t0 + δ): the time parameter value t0 and the duration in time δ. As a consequence,
the result in (17) leads also to an ambiguity in the physical meaning of the derivative of
C(t0, t0 + δ). Use (13) and (14) to rearrange (10):
C(t0, t0 + δ) = Tr
(
ρ(t0)ρ(t0 + δ)
)
= Tr
(
ρ(t0)U(δ)ρ(t0)U
†(δ)
)
= Tr
(
ρ(t0)U
†(−δ)ρ(t0)U(−δ)
)
= Tr
(
ρ(t0 − δ)ρ(t0)
)
= Tr
(
ρ(t0)ρ(t0 − δ)
)
= C(t0, t0 − δ). (21)
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If C(t0, t0 + δ) is a continuous function, it is an even function of the duration, δ. Its
derivative with respect to the duration is therefore odd, and it follows that
d C(t0, t0 + δ)
dδ
∣∣∣∣
δ=0
=
d C(t0, t)
dt
∣∣∣∣
t=t0
= 0. (22)
The “initial” rate of change of the autocorrelation is zero. This result is found differently
in [20, 2], where the calculation is based on the property a(t0, t0+δ) = a
∗(t0, t0−δ) from (7).
It is straightforward to verify that (22), as well as the calculations in [20, 2], do not hold for
a general probability containing an observable.1 We will find below in (34) the condition for
the derivative of a proper probability to vanish at δ = 0.
Note also that, from (17) and (22), we have
d C(t0, t)
dt
∣∣∣∣
t=t0
=
d C(t′, t)
dt
∣∣∣∣
t=t′
= 0, for all t0, t
′. (23)
The derivative of the autocorrelation is initially zero always and not just at preparation.2
The ambiguity in the meaning of (23) arises because, with a simple change of variables,
there are multiple ways to calculate the same derivative. For example, the rate of change of
a proper probability at a duration δ∗ from a time of zero can be
dPΛ
(
ρ(δ)
)
dδ
∣∣∣∣
δ=δ∗
(24)
or
dPΛ
(
ρ(δ∗ + h)
)
dh
∣∣∣∣
h=0
, (25)
both of which result in the same value. In the case that PΛ
(
ρ
)
represents a decay probability,
the physically meaningful probability for a transition during the small interval [δ∗, δ∗ +∆t],
which is
(
dPΛ
(
ρ(δ)
)
/dδ
∣∣∣∣
δ=δ∗
)
∆t, is independent of one’s choice, (24) or (25), for calculating
a derivative, as required. If C(t0, t0 + δ) is interpreted as a probability, however, both(
dC(0, 0 + δ))
dδ
∣∣∣∣
δ=δ∗
)
∆t 6= 0 (26)
and (
dC(δ∗, δ∗ + h))
dh
∣∣
h=0
)
∆t = 0 (27)
would have the same physical interpretation but result in different values. This is not
acceptable for a quantity that is to be compared with experimental results.
1 Assuming incorrectly that C(t0, t0+ δ) is a non-decay probability has led, based on (22), to the common
claim that the exponential decay law cannot hold for short times after preparation. See also Section 3.
2 This same conclusion is drawn differently in [18], where, together with the results of the next sec-
tion, it is understood to imply a general, stronger-than-classical “resemblance” between quantum states at
“neighboring times.”
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3 Survival and Non-Decay
As can be seen in (11) and (12), the survival probability is by construction the probability
to observe that a system has not departed from the state in which it was prepared. The
non-decay probability, however, is the probability to observe that a system has not decayed
from an excited state. These concepts are different because, when there is degeneracy in the
space of undecayed states, there is the possibility that an interaction may drive the system
from one undecayed state to another without decaying. In that case, the system will not
have survived as prepared, but it also will not have decayed. For the phenomenon of decay,
the only generally relevant probability is the non-decay probability [19]. To construct it,
instead of using Λ from (2), which projects onto the subspace associated with the system
at preparation, one must use an operator that projects onto all of a system’s undecayed
subspaces.
To determine the effect of continuous monitoring on the phenomenon of decay, in this
section we will reformulate the standard prediction of the QZE using the non-decay proba-
bility instead of the autocorrelation. For the standard QZE, one calculates the probability of
there occurring a sequence of n ideal, projective measurements, each following the previous
by a duration δn ≡ (t−t0)/n, in which every measurement finds the system to be in the same
state in which it was prepared [14]. As discussed in [20, 7], when one considers projection
onto a one-dimensional space, the probability of finding such a sequence of n measurements
is the product C(t0, t0+ δn)
n. Continuous monitoring corresponds to the limit n→∞ taken
over a fixed duration t − t0 = nδn. For now, let us assume that such a limit of projective
measurements can occur or is at least a reasonable approximation to continuous monitoring.
In Sections 5 and 6 we will discuss its reality and how such a picture is useful for modeling.
Operationally, the product C(t0, t0 + δn)
n is understood [7, 20] as the probability of
occurrence of this compound event comprised of n independent measurements. To address
decay, we will therefore replace C(t0, t0 + δn) with Pu
(
ρ(t0 + δn)
)
. The subscript u on
Pu
(
ρ(t0+δn)
)
denotes the use of the operator, Λu, representing the observable, or observation,
that the state is undecayed. We will discuss Λu in detail later.
When the system is prepared in an excited state, such that Pu
(
ρ(t0)
)
= 1, the probability
at small durations, δn, is
Pu
(
ρ(t0 + δn)
)
= 1 +
(
d
dδn
Pu
(
ρ(t0 + δn)
)∣∣∣∣
δn=0
)
δn +O
(
δ2n
)
. (28)
Using δn = (t− t0)/n, we continue the expansion begun in (28):
Pu
(
ρ(t0 + δn)
)
= 1 +
x
n
, (29)
where
x =
−(t− t0)
τ
+
∞∑
ℓ=2
(
Dℓ(0)
ℓ!nℓ−1
)
(t− t0)
ℓ. (30)
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Here τ is the negative inverse of the initial rate of change of the probability,
τ−1 = −
d
dδn
Pu
(
ρ(t0 + δn)
)∣∣∣∣
δn=0
, (31)
and Dℓ(0) is the ℓth time derivative of Pu
(
ρ(t0 + δn)
)
, evaluated at δn = 0.
Note that we have assumed Pu
(
ρ(t0 + δn)
)
and thus τ do not change from measurement
to measurement in the sequence. In the next section we will relax this assumption some-
what. After a finite time t − t0 = nδn, and in the limit of an infinite number, n, of ideal
measurements, we have
lim
n→∞
Pu
(
ρ(t0 + δn)
)n
= lim
n→∞
[
1 +
x
n
]n
= e−
(t−t0)
τ exp
(
∞∑
ℓ=2
(
Dℓ(0)
ℓ!nℓ−1
)
(t− t0)
ℓ
)∣∣∣∣
n→∞
= e−
(t−t0)
τ . (32)
The probability that there occurs a continuous sequence of ideal measurements in which
the system is always found undecayed, is exponentially decreasing in the time duration of
that sequence. The model of continuous measurement considered originally for the QZE [14]
but modified to address the probability of decay therefore leads to a prediction of exactly
exponential decay with a decay rate given by (31), regardless of the time evolution of the
unmonitored state.
If the decay rate, τ−1, used in (32) is zero, then the probability to find the system
undecayed during continuous monitoring will equal one, and we will have recovered the
prediction of a complete inhibition of decay. After computing the derivative in (31), the
decay rate is
τ−1 =
i
~
(
Tr
(
ρ(t0)ΛuH
)
− Tr
(
Λuρ(t0)H
))
, (33)
from which it is clear there are two possibilities for τ−1 to be zero. The first is for trivial
dynamics, [ρ(t), H ] = 0, as expected. The second is when the density operator of the system
at preparation commutes with the observable:
[ρ(t0),Λu] = 0. (34)
If this requirement is not satisfied, then the initial rate of change of the non-decay probability
(or of the probability for any observable) will not generally vanish. For there to be an
inhibition of decay, the equivalent of (34) must be satisfied throughout the sequence of
measurements.
In terms of a QZE, then, the most important consequence of our reformulation is that (34)
enables one to identify which types of observations can inhibit decay. This commutation
requirement is intuitive and applies as well to other types of systems and observables. For
example, for a system prepared initially to be spin-up in the z direction, it is clear that a
measurement of spin along the x axis will not inhibit a departure from the system’s state of
spin-up in z.
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4 Generalized Measurement Sequence
With the observable included in the model of continuous measurement, we can generalize to
allow for uncontrolled monitoring and for more realistic systems that may have an undecayed
state degenerate in a quantum number such as angular momentum. Let us represent a
sequence of n projective measurements with a sequence of projection operators:
χ
(1)
ℓ1
, χ
(2)
ℓ2
, χ
(3)
ℓ3
, . . . χ
(n)
ℓn
, (35)
where the numerical index (i) labels the position in the sequence, and the subscript ℓi stands
for a set of labels that completely defines the ith projection operator in the sequence. Note
that we have written (35) as a list and not as a product. During the sequence in (35), a
system will be prepared in a sequence of states described by the sequence of density operators
ρ(1), ρ(2), ρ(3), . . . ρ(n). (36)
We are concerned here only with spontaneous decay, for example the incoherent decay of
an atom from an excited state, and not with Quantum Zeno Dynamics in a multi-dimensional
subspace [6]. For each measurement in the sequence we ask the question: what is the
probability for an atom to be undecayed, given that the very same atom was also undecayed
at the previous measurement? Because a single atom cannot be prepared or found in a mixed
state, we can take the ρ(i) in (36) to represent pure states. This will greatly simplify the
following discussion. In an experiment with many atoms, then, each atom may individually
undergo its own measurement sequence (35) and thereby be prepared in a unique sequence of
pure states. The only consequence is that generalized or uncontrolled monitoring causes any
initially pure state to become mixed. When using the model we create in the next section,
we must think of the decay of an excited state as an incoherent process for a collection of
excited atoms, which of course agrees with all observations and with the phenomenological
understanding.
By construction the χ
(i)
ℓi
and ρ(i) in (35) and (36) satisfy
Tr
(
χ
(i)
ℓi
ρ(i)(t0)
)
= 1, (37)
and rewriting (34) for the sequence in (35), the condition for there to be a vanishing initial
decay rate between the ith and (i+ 1)th measurements is
[ρ(i)(t0), χ
(i+1)
ℓi+1
] = 0. (38)
In the case of repeated measurements on a single atom, (38) will be satisfied only as long as
the atom is repeatedly prepared to be in a common eigenstate of the same set of commuting
observables. The sequence imagined in the theoretical prediction of the QZE in [14] is
characterized by unchanging measurements, or χ
(i)
ℓ = χ
(i+1)
ℓ , for all 0 < i < n. Because
a measurement of “survived” for observable χ
(i)
ℓ prepares the system in a one-dimensional
subspace onto which χ
(i)
ℓ projects, the requirement in (38) is indeed satisfied throughout
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the imagined sequence. In that special case, decay should be inhibited, as observed in
experiments [26, 8, 11, 22], though it is not because of any property of the amplitude of the
autocorrelation, a(t0, t0 + δ), as has been previously assumed [20, 10].
We also must generalize the observable, represented by Λu, used for a non-decay proba-
bility. One can always define Λu by the characteristics of a real or hypothetical detector built
to detect undecayed states. If χℓ are the one-dimensional projection operators onto various
undecayed subspaces labeled by ℓ, to which the detector is sensitive, then in the discrete
case,3
Λu =
∑
ℓ
wℓ χℓ. (39)
In (39) a detector’s sensitivity to different pure states is described by the weights, wℓ. For a
perfectly efficient detection device (wℓ = 1 for all ℓ), and when the χℓ span the entire space
of undecayed states, an undecayed system is described by a density operator, ρ(t), satisfying
Tr
(
Λuρ(t)
)
= 1. (40)
For a decayed system, Tr
(
Λuρ(t)
)
= 0.
5 A Model Sequence for Spontaneous Decay
To construct a feasible model for uncontrolled monitoring, one must consider the reality
of projective measurements. It is still an open question if measurement can or should be
treated dynamically in the theory. And while theory cannot predict the time history (36)
of a specific, single atom, it has been verified experimentally that an incoherent radiation
field effectively projects single atoms into available energy levels [15, 28, 21, 1, 17]. From
these experiments, in which a single atom is illuminated simultaneously by multiple lasers
or lamps emitting radiation at different energies, it has been confirmed also that an atom
interacts thus with only one radiation mode at a time. As explained by Wineland et al. [27],
when an atom is interacting with one radiation mode and then another mode is turned on,
the result is a projective measurement or, equivalently, preparation into a particular level.
With these atomic phenomena in mind, we want to construct a sequence of projective
measurements for which [ρ(i)(t0),Λ
(i+1)
ℓi+1
] 6= 0 for all i. One candidate is a sequence of n
observations represented by
ΛjΩ(1) , ΛjΩ(2) , ΛjΩ(3) , ΛjΩ(4) , . . . ,ΛjΩ(n) , (41)
where for clarity we suppress one of the two counter indices. Here ΛjΩ(i) projects onto an
eigenstate of angular momentum aligned with an axis defined by the solid angle Ω(i) within
an unchanging reference system.4 For this measurement sequence to cause exponential decay,
by (38) we require that Ω(i) and Ω(i+1) not be aligned along the same axis.
3 In equation (42) is an example with a continuous spectrum.
4 For a concrete example, for spin 1/2 systems, ΛjΩ = (1 + 2sΩ)/2, where sΩ is the spin operator along
the direction Ω.
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Upon the incoherent, spontaneous decay of atoms from an excited state, each atom emits
a photon in a random direction, and each atom is left in a state allowed by the conservation
of angular momentum. To provide the sequence in (41) we assume that an excited atom
interacts with the incoherent sum of many simultaneously present radiation field modes,
and that the modes are aligned randomly. To approximate continuous measurement, we
also assume there are sufficiently many modes available that the duration between projec-
tive measurements can be arbitrarily small. These are strong assumptions, but other than
the randomly alternating direction, these are just the assumptions normally made for the
QZE [14].5 From Sections 3 and 4, we know that the result for our model is exponential
decay at all times.
Note that the idea that an excited system continuously monitored must decay exponen-
tially has been assumed in the past [3], and the link between exponential decay and a series
of uncontrolled, projective measurements has also been investigated [5, 9]. Furthermore,
uncontrolled monitoring in the context of the QZE has been considered [2, 18], though to
the best of our knowledge, conclusions have differed, and have often been drawn from the
product of autocorrelation functions. A source of uncontrolled monitoring physically similar
to ours was suggested in [18]. There, however, it was an argument against the link between
measurement and the QZE’s predicted inhibition of decay because, “a neutron bound in a
nucleus does not decay because it is under constant observation by its fellow nucleons.” This
claim was made in the context of the typical QZE analysis based on the autocorrelation
rather than on a non-decay probability.
Inspired by this picture of interacting nucleons, it is tempting to assume that the inco-
herent radiation field we imagine carries the Coulomb force between the excited electron and
the rest of the atom. This picture may be problematic for non-binding interactions, however.
Let us simply hypothesize that the monitoring interaction occurs with a background field
that may or may not also be responsible for the interactions binding the various parts of a
composite quantum system. Specifically, we will characterize the uncontrolled monitoring
sequence with (41). The total system will be composed of the monitoring background fields
and the physical object they monitor, which begins in an excited configuration. All possible
interactions (including the monitoring interactions) will be represented by a general interac-
tion potential V , and we will find that only those parts of V that couple the excited state
to its decay products contribute to the decay process.
5.1 Decay Rate for Single Channel
For our model, decay will be exponential, as shown in (32). Using (31), we can also derive
the decay rate. To define our projection operator, we assume the presence of a real or
hypothetical detector built to observe the outgoing decay products rather than the system in
its undecayed state. As will be seen in Section 5.2, by doing this the decay rates automatically
partition into the available decay channels.
5 Another way to think of our model is of the systems in the experiments described in [27], but in the
presence of arbitrarily many light sources with varying energies.
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In the case of an excited atom, the probability to observe the photon associated with
decay, and therefore that the atom has decayed, is Pd
(
ρ(t)
)
= Tr
(
Λdρ(t)
)
= 1 − Pu
(
ρ(t)
)
.
The operator, Λd, representing this observable is
1− Λu = Λd =
∑
η
∫
d2Ω dE λ(E,Ω, η) ΛE,Ω,η, (42)
where
ΛE,Ω,η = |E,Ω, η)(E,Ω, η| ≡ |ψE,Ω,η)(ψE,Ω,η| (43)
are projection operators onto the one-dimensional, or infinitesimal, subspaces6 representing
the state of the emitted photon and the available decayed states of the atom, and λ(E,Ω, η)
describes the sensitivity of our detector, which we will assume to be perfectly efficient. We
will let λ(E,Ω, η) describe all the possible final states of the system, so that λ(E,Ω, η) is the
density of final states.
In (42) and (43), E is the energy, and Ω describes the direction of momentum of the
decay products. Let η represent the excitation level of the atom, as well as any other discrete
or internal quantum numbers required to specify the state of the system, such as angular
momentum and polarization. The density of states, λ(E,Ω, η), is a number per unit energy
and unit solid angle. By choosing Λd in (42) so that λ(E,Ω, η) controls the integration and
summation, we must construct the ΛE,Ω,η from dimensionless, discrete basis vectors (see (45)
below.) Our reason for choosing this form will soon become clear.
To calculate the decay rate in (31), we use standard perturbation theory for the contin-
uous spectrum. We divide the total Hamiltonian into a free part, H0, and the interaction
potential:
H = H0 + V. (44)
Here V represents all interactions for the excited system.
The operator Λd projects onto the free states of the decay products, so the |E,Ω, η)
in (43) are the discrete basis vectors of the free Hamiltonian:
H0|E,Ω, η) = E|E,Ω, η). (45)
As usual, eigenkets, or continuous basis vectors, of H0 are |E,Ω, η〉, and eigenkets of H are
|E,Ω, η+〉. The |E,Ω, η+〉 are the Lippmann-Schwinger kets,
|E,Ω, η+〉 = |E,Ω, η〉+ lim
ǫ→0
1
(E −H0) + iǫ
V |E,Ω, η+〉. (46)
Before it decays, at every measurement the single atom is prepared to be in a pure state
with one mode of the radiation field and is under the influence of the interaction potential.
Therefore, we have for the state of the system before decay
ρ(t) = |φ+(t)〉〈φ+(t)|, (47)
6 We will write |E . . .) for discrete energy basis vectors and |E . . .〉 for the energy eigenkets, or continuous
basis vectors.
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where, as in scattering theory, we use the + in |φ+(t0)〉 to indicate that this ket is expanded
in terms of the eigenkets of the total Hamiltonian:
|φ+(t0)〉 =
∑
η
∫
d2Ω dE |E,Ω, η+〉〈+E,Ω, η|φ+(t0)〉. (48)
This fixes the dimensionality of the eigenkets |E,Ω, η+〉.
Using (47) and (42), and the fact that d
dt
Pu
(
ρ(t)
)
= − d
dt
Pd
(
ρ(t)
)
, we can rewrite the
decay rate in (31) as
τ−1 =
2
~
Im
∑
ηf
∫
d2Ωf dEf (ψEf ,Ωf ,ηf |V |φ
+(t0)〉〈φ
+(t0)|ψEf ,Ωf ,ηf ) λ(Ef ,Ωf , ηf), (49)
where we have used [Λd, H0] = 0. Expanding the states with energy eigenkets and using (46)
once, we have for the decay rate,
τ−1 = lim
ǫ→0
2 Im
~
∑
η,ηf
∫
d2Ω dE d2Ωf dEf λ(Ef ,Ωf , ηf)
(
(ψEf ,Ωf ,ηf |V |φ(t0)
+〉〈φ(t0)
+|E,Ω, η+〉〈E,Ω, η|ψEf ,Ωf ,ηf )
+(ψEf ,Ωf ,ηf |V |φ(t0)
+〉〈φ(t0)
+|E,Ω, η+〉〈+E,Ω, η|V
1
E −H0 − iǫ
|ψEf ,Ωf ,ηf )
)
.(50)
The first term on the right hand side of (50) contains 〈E,Ω, η|ψEf ,Ωf ,ηf ), which is pro-
portional to the Kronecker delta δηηf , where ηf represents, among other things, the final
excitation level of the atom after decay. Because 〈φ(t0)
+|E,Ω, η+〉 is the wave function of
the excited system, the first term vanishes. Using (45), we are left with
τ−1 =
2π
~
∑
η,ηf
∫
d2Ω dE d2Ωf dEf (Ef ,Ωf , ηf |V |φ(t0)
+〉〈φ(t0)
+|E,Ω, η+〉
〈+E,Ω, η|V |Ef ,Ωf , ηf ) λ(Ef ,Ωf , ηf)δ(E − Ef). (51)
It is clear from (51) that any contribution to decay will come only from interactions coupling
the excited state to the decay products, as expected. The delta function in (51) enforces
energy conservation. Recall that the final energy, Ef , includes the energy of the decay
products. One can write, for instance, Ef = Eη,f + ~ωf , where ωf is the angular frequency
of an outgoing photon. Equation (51) is our most general result for the decay rate, τ−1, of
our model system.
When the excited state of the system at each preparation, |φ(t0)
+〉, is characterized by
sharp values, Ei, Ωi, and ηi, such that∑
η
∫
dE dΩ dEf |E,Ω, η
+〉〈+E,Ω, η|φ+〉δ(E −Ef ) ≈
∫
dEf |φ
+
Ei,Ωi,ηi
〉δ(Ei − Ef), (52)
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we can write (51) in infinitesimal form. Keeping in mind that we have already used the
Lippmann-Schwinger kets once in (50),
τ−1 =
2π
~
∑
ηf
∫
dEf d
2Ωf |(ψEf ,Ωf ,ηf |V |φ
+
Ei,Ωi,ηi
(t0)〉|
2λ(Ef ,Ωf , ηf )δ(Ei − Ef). (53)
Because of the random orientation of radiation modes causing the measurement, or prepa-
ration, we will ignore Ωi and let |φ
+
Ei,Ωi,ηi
(t0)〉 → |φ
+
Ei,ηi
(t0)〉 represent the average prepared
state. If there is an isotropic distribution of radiation fields and density of final states, we
can let
|ψE,η)(ψE,η|λ(E, η) = 4πλ(E,Ω, η)|ψE,Ω,η)(ψE,Ω,η|. (54)
For a channel labeled by the initial and final internal quantum numbers ηi and ηf , we then
have for the decay rate
τ−1ηi→ηf =
2π
~
|(ψE,ηf |V |φ
+
E,ηi
(t0)〉|
2λ(E, ηf), (55)
where the notation Ei = Ef ≡ E reflects energy conservation. Thus we have derived Fermi’s
Golden Rule for the decay rate. Recall that |φ+E,ηi(t0)〉 represents the excited atom and
radiation at preparation, when the interaction potential is active. In this infinitesimal form,
it is a Lippmann-Schwinger ket, which can be iteratively expanded to obtain the Born series.
5.2 Multiple Decay Channels
Our derivation of Fermi’s Golden Rule also naturally generalizes to multiple decay channels.
Let us first assume an arbitrary partitioning of the interaction potential, V , into two parts:
V = V1 + V2. (56)
By the linearity of the trace in (33), equation (49) becomes
τ−1 = τ−1a + τ
−1
b , (57)
where we define τ−1a and τ
−1
b as
τ−1a ≡
2
~
Im
∑
ηf
∫
d2Ωf dEf (ψEf ,Ωf ,ηf |V1|φ
+(t0)〉〈φ
+(t0)|ψEf ,Ωf ,ηf ) λ(Ef ,Ωf , ηf) (58)
and
τ−1b ≡
2
~
Im
∑
ηf
∫
d2Ωf dEf (ψEf ,Ωf ,ηf |V2|φ
+(t0)〉〈φ
+(t0)|ψEf ,Ωf ,ηf ) λ(Ef ,Ωf , ηf ). (59)
With the partitioning in (56), the Lippmann-Schwinger kets become
|E,Ω, η+〉 = |E,Ω, η〉+ lim
ǫ→0
1
(E −H0) + iǫ
(V1 + V2)|E,Ω, η
+〉. (60)
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Inserting (60) into the definition of τ−1a and proceeding as before results in
τ−1a =
2π
~
∑
η,ηf
∫
d2Ω dE d2Ωf dEf (Ef ,Ωf , ηf |V1|φ(t0)
+〉〈φ(t0)
+|E,Ω, η+〉
〈+E,Ω, η|V1 + V2|Ef ,Ωf , ηf) λ(Ef ,Ωf , ηf )δ(E −Ef ), (61)
which contains contributions from both partitions, V1 and V2. Our definition of τ
−1
a does not
benefit from partitioning unless V1 and V2 are chosen such that
∑
η
∫
d2Ω dE 〈φ(t0)
+|E,Ω, η+〉〈+E,Ω, η|V1|Ef ,Ωf , ηf) δ(E −Ef ) 6= 0, (62)
and ∑
η
∫
d2Ω dE 〈φ(t0)
+|E,Ω, η+〉〈+E,Ω, η|V2|Ef ,Ωf , ηf) δ(E −Ef ) = 0. (63)
If (62) and (63) are satisfied, then the partitions V1 and V2 can be relabeled Va and Vb and
associated with the decay rates τ−1a and τ
−1
b . Following Section 5.1, the result is
τ−1a =
2π
~
|(ψE,ηf |Va|φ
+
E,ηi
(t0)〉|
2λ(E, ηf), (64)
and similar for τ−1b . This generalizes to any number of partitions.
We take (62) and (63) (or the analogue for the case of many partitions) to define what
is meant by a decay channel. This matches our intuition that the potential associated
with a certain channel is the potential that couples the undecayed state to the observed
decay products that label that channel. Therefore, our derivation of Fermi’s Golden Rule
generalizes automatically for the case that there are distinct decay processes. The decay
rates for different channels labeled a and b add as in (57), and the non-decay probability is
lim
n→∞
Pu
(
ρ(t0 + δn)
)n
= e−(t−t0)/τae−(t−t0)/τb , (65)
as verified by experiments.
6 Discussion
There are reasons related to the stability of matter to expect that, if a spontaneously decay-
ing state has a Lorentzian energy wave function and is represented by a state vector from a
Hilbert space, then its survival probability cannot be exponential at very large times [13].
Any deviation from exponential, spontaneous decay, however, has never been observed. Our
results indicate that exponential decay may be thought of as emerging from the process of
continuous, uncontrolled measurement. The arguments in [13] for a deviation from exponen-
tial decay therefore do not apply, because the system—the single atom in this case—is not
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represented continuously by a single state vector during the decay process. At the differ-
ent measurement times, it is represented by the different density operators in the sequence
in (36). Between discrete measurements, or when continuous monitoring switches off, φ(E)
is not generally a Lorentzian, as required by any system bounded from below in energy. As
with the exponential decay in time, in our model the Lorentzian line shape only emerges as
a consequence of continuous measurement.
Bypassing the arguments against exponential decay comes with the price of invoking the
instantaneous collapse mechanism that is normally imagined for the QZE.7 Though the mea-
surement process, especially for individual objects, is not dynamically described in theory, it
is treated by a postulate of quantum mechanics [4, 24]. At this time, it is simply not under-
stood physically what occurs during the measurement of a quantum system. The continuous
limit of ideal measurements, as taken in (32), strongly constrains any measurement scheme
and any collapse mechanism. Should it prove to be a poor approximation, then one may
need to generalize to measurements occurring randomly in time [5, 9]. Our model suggests
that spontaneous decay may be another phenomenon useful in the study of the extent to
which measurement must be treated dynamically.
To conclude, we have presented various arguments against using an autocorrelation func-
tion as a surrogate for a quantum mechanical probability. To construct a survival probability,
one requires an operator representing an observable, which is fixed in time in the Schro¨dinger
picture. By generalizing from a survival probability to a non-decay probability sensitive to
degenerate excited states, we were able to reformulate the model of continuous monitoring
typically used for the QZE such that it addresses the decay or non-decay of an excited sys-
tem. We found as a condition for a sequence of observables to inhibit spontaneous decay
that, following each measurement, the system must be prepared in a common eigenstate of
the same set of commuting observables. A QZE will therefore only be observed in special
cases, including the case originally considered in [14], as well as in experiments such as those
described in [26, 8, 11, 22]. When the monitoring interaction is uncontrolled, however, con-
tinuous monitoring can result in exponentially decreasing non-decay probability at all times,
regardless of the time evolution of the state in the absence of monitoring.
We then suggested a model composed of multiple background fields simultaneously present
and interacting with an excited quantum system via a general interaction potential. A spe-
cific example is an excited atom in the presence of multiple, randomly aligned radiation
modes. When interactions with the background fields project the system into a sequence of
eigenstates that do not commute, the result is exponential decay. We calculated the decay
rate for the general model system, and the result is a straightforward derivation of Fermi’s
Golden Rule that also generalizes correctly to the case of multiple decay channels. If con-
tinuous measurement over a finite t = nδ can be realized in nature, especially passively by
an incoherent radiation field, then it may be a candidate to explain quantum mechanically
7 A dynamical version of the QZE, which does not suppose the collapse postulate, has also been sug-
gested [18, 16] and verified experimentally [12]. While interesting in itself, the dynamical version occurs for
a different type of system in which one repeatedly performs an operation that modifies the system according
to a probability specifically chosen to have quadratic dependence on small values of a parameter that is not
time.
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the normally empirically or approximately [25] derived exponential decay law.
An understanding of the effects of repeated or continuous measurement is of great fun-
damental importance, especially for open quantum systems. Our results may also provide
insight into the treatment of a quantum system in the presence simultaneously of multiple
environmental systems that are in non-commuting states.
References
[1] J. C. Bergquist, Randall G. Hulet, Wayne M. Itano, and D. J. Wineland. Observation of quantum
jumps in a single atom. Phys. Rev. Lett., 57(14):1699–1702, Oct 1986.
[2] CB Chiu, ECG Sudarshan, and B. Misra. Time evolution of unstable quantum states and a resolution
of zeno’s paradox. Phys. Rev. D, 16(2):520, 1977.
[3] F Coester. Influence of extranuclear fields on angular correlations. Phys. Rev., 93(6):1304, 1954.
[4] P. A. M. Dirac. The Principles of Quantum Mechanics. Oxford University Press, 4th edition, 1958.
[5] H Ekstein and AJF Siegert. On a reinterpretation of decay experiments. Ann. Phy., 68(2):509–520,
1971.
[6] P. Facchi, V. Gorini, G. Marmo, S. Pascazio, and ECG Sudarshan. Quantum zeno dynamics. Phys.
Lett. A, 275(1):12–19, 2000.
[7] P Facchi and S Pascazio. Quantum zeno dynamics: mathematical and physical aspects. J. Phys. A:
Math. Theor., 41(49):493001, December 2008.
[8] MC Fischer, B. Gutie´rrez-Medina, and MG Raizen. Observation of the quantum zeno and anti-zeno
effects in an unstable system. Phys. Rev. Lett., 87(4):40402, 2001.
[9] L Fonda, GC Ghirardi, A Rimini, and T Weber. On the quantum foundations of the exponential decay
law. Nuovo Cimento, 15(4):689–704, 1973.
[10] Domenico Giulini, Erich Joos, Claus Kiefer, Joachim Kupsch, I-O Stamatescu, and H Dieter Zeh.
Decoherence and the appearance of a classical world in quantum theory. Springer, 1996.
[11] W.M. Itano, DJ Heinzen, JJ Bollinger, and DJ Wineland. Quantum zeno effect. Phys. Rev. A,
41(5):2295, 1990.
[12] Paul G Kwiat, AGWhite, JR Mitchell, O Nairz, G Weihs, H Weinfurter, and A Zeilinger. High-efficiency
quantum interrogation measurements via the quantum zeno effect. Phys. Rev. Lett., 83(23):4725, 1999.
[13] L. A. Khalfin. Sov. Phys. JETP, 6:1053, 1958.
[14] B. Misra and E. C. G. Sudarshan. The Zeno’s paradox in quantum theory. J. Math. Phys., 18(4):756–
763, April 1977.
[15] Warren Nagourney, Jon Sandberg, and Hans Dehmelt. Shelved optical electron amplifier: Observation
of quantum jumps. Phys. Rev. Lett., 56(26):2797, June 1986.
[16] Saverio Pascazio and Mikio Namiki. Dynamical quantum zeno effect. Phys. Rev. A, 50(6):4582, 1994.
[17] E. Peik, G. Hollemann, and H. Walther. Laser cooling and quantum jumps of a single indium ion. Phys.
Rev. A, 49(1):402–408, Jan 1994.
[18] A. Peres. Zeno paradox in quantum theory. Am. J. Phys., 48:931–932, 1980.
[19] Murray Peshkin, Alexander Volya, and Vladimir Zelevinsky. Non-exponential and oscillatory decays in
quantum mechanics. EPL, 107(4):40001, 2014.
17
[20] J. J. Sakurai. Modern Quantum Mechanics. Addison-Wesley Publishing Company, 1994.
[21] Th. Sauter, W. Neuhauser, R. Blatt, and P. E. Toschek. Observation of quantum jumps. Phys. Rev.
Lett., 57(14):1696–1698, Oct 1986.
[22] E.W. Streed, J. Mun, M. Boyd, G.K. Campbell, P. Medley, W. Ketterle, and D.E. Pritchard. Continuous
and pulsed quantum zeno effect. Phys. Rev. Lett., 97(26):260402, 2006.
[23] Anthony Sudbery. The observation of decay. Ann. Phys., 157(2):512–536, 1984.
[24] John von Neumann. Mathematical Foundations of Quantum Mechanics. Princeton University Press,
1955.
[25] V. V. Weisskopf and E. Z. Wigner. Berechnung der natu¨rlichen linienbreite auf grund der diracschen
lichttheorie. Z. Phys., 63(1-2):54–73, 1930.
[26] S.R. Wilkinson, C.F. Bharucha, M.C. Fischer, K.W. Madison, P.R. Morrow, Q. Niu, B. Sundaram,
and M.G. Raizen. Experimental evidence for non-exponential decay in quantum tunnelling. Nature,
387(6633):575–576, 1997.
[27] DJ Wineland, JC Bergquist, JJ Bollinger, and WM Itano. Quantum effects in measurements on trapped
ions. Phys. Scr., 1995(T59):286, 1995.
[28] N. Yu, W. Nagourney, and H. Dehmelt. Radiative lifetime measurement of the Ba+ metastable D3/2
state. Phys. Rev. Lett., 78(26):4898–4901, Jun 1997.
18
