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Abstract
In this thesis we study the effects of (real space) geometry in two physical systems where
spin orbit interactions (SOI) play predominant roles – the Rashba 2-dimensional electron
gas (2DEG), and topological insulators (TI). The coupling between the spin and momentum
degrees of freedom due to SOI allows the manipulation of one to influence the other. The
momentum may, for example, be constrained by the geometry of system to move along
certain directions so as to manipulate spin for spintronics applications.
After a brief introduction to topological insulators and a review of relevant previous
works, we first introduce transport in flat slabs of the TI Bi2Te3, which differs from other
TIs in that the effective Hamiltonian for the surface states requires the consideration of
additional hexagonal warping terms to reproduce the experimentally observed Fermi sur-
faces. We shall subsequently introduce curvature into Bi2Te3 systems in a later chapter.
We show that the hexagonal warping terms lead to a rich transmission profile between two
Bi2Te3 segments magnetized in different directions as the energy and magnetization are
varied.
We move on to study the effects of curvature in general curved systems. We first derive
the Hamiltonians for arbitrarily curved 2DEG RSOI and TI systems, and show that the
effective surface state Hamiltonian for TIs has the same mathematical form as the 2DEG
RSOI Hamiltonian. We then study analytically, the effect of charge carriers adiabatically
following the curvature in gently curving 2DEG RSOI systems. The charge carriers ex-
vi
perience an effective torque due to curvature in non-planar curved systems with constant
magnetizations, and gain out of plane spin components in planar curved systems with-
out magnetizations. We next study the constraints imposed by the Heisenberg equations
of motion on energy eigenstates, and show that the curvature leads to the emergence of
spin currents absent in straight or flat systems. These are then followed by numerical
calculations to quantify the spin currents generated in 2DEG systems.
We then focus on magnetized TI nanocylinders. We first study TI nanocylinders mag-
netized parallel to the cylinder axis. We show that the axial magnetization leads to an
energy reordering of the TI bands which gives rise to discrete transmission steps as the
energy and magnetization are varied. We then study TI cylinders magnetized perpendic-
ular to the cylinder axis, and show that an anomalous magnetoresistance exists where the
transmission between two cylinders magnetized antiparallel with respect to each other is
higher than the transmission when the cylinders are magnetized at angles intermediate
between parallel and antiparallel to each other. We finally derive an effective Hamiltonian
for the Bi2Te3 nanocylinder and study the magnetoresistance in this system.
vii
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The field of spintronics aims to utilize the spin degree of freedom to process, transmit and
store information [1, 2, 3, 4, 5]. The advent of interest in spintronics is in part motivated by
the challenges of sustaining the rate of progress reflected in Moore’s law in contemporary
Complementary Metal Oxide Semiconductor (CMOS) technology. Compared to the charge
degree of freedom of charge carriers exploited in contemporary electronics, spin has a
relatively long relaxation time during which the charge carriers can retain their spin while
traveling over macroscopic distances [3]. Spintronics devices are also potentially more
energy efficient as changing a spin state requires less energy than moving a charge [6].
One main theme in spintronics is to exploit spin-orbit interaction (SOI) as a means to
replace or supplement the use of ferromagnetic (FM) materials to generate spin polariza-
tion and otherwise manipulate spin [1]. As the name suggests, SOI refers to a coupling
between the spin and momentum degrees of freedom and is mathematically represented as
a momentum dependent magnetic field ~B(~p) ·~σ in the Hamiltonian. The coupling between
the spin and momentum by SOI allows the manipulation of one to modify the other. In
particular, the real space geometrical shapes of the nanodevices in which charge carriers
flow through dictate the momenta the charge carriers can assume, and via the SOI, their
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spin. Geometrical constraints thus provide an additional means to modify spin.
In this thesis, we study how real space geometry in the form of curvature affects the
spin and charge transport in two classes of SOI systems – topological insulators (TIs) and
the Rashba SOI (RSOI) systems.
The objectives of this thesis are to
• develop the mathematical and computational toolkit necessary to describe and model
curved SOI nanodevices,
• study transport in novel TI systems,
• uncover physical effects relevant to spintronics applications that emerge from the
introduction of curvature to SOI systems, and
• explain these effects.
In the remainder of this introductory chapter, we explain in more detail the two SOI
systems we study in the thesis. We next explain, and where appropriate provide the
background context for, some terminology. We shall be employing these terms as shorthand
to describe concepts we will refer to repeatedly which are too tedious to describe in full
every time they are mentioned. We then review the literature on curved nanosystems. We
conclude this chapter with a sectional overview of the thesis and how the work here fits
within the context of the literature reviewed.
1.1 Rashba spin orbit interaction
The RSOI occurs in the absence of bulk inversion symmetry. For example, in 2-dimensional
electron gases (2DEGs) formed at heterojunctions between disparate materials, the spatial
variation in the confining potential normal to the 2DEG leads to the formation of an electric
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field. The RSOI can be understood as an effective magnetic field in the rest frame of the
electron moving through the electric field due to the Lorentz transform of the laboratory
frame electric field [7, 8]. The RSOI Hamiltonian takes the form of
H = α(~p× nˆ) · ~σ, (1.1)
where nˆ is the normal vector to the 2-D surface [9], and can be derived by taking the
low energy limit of the relativistic Dirac equation [7]. The RSOI is interesting for device
applications because its strength can be electrically modulated by up to 50 per cent [10, 11].
Historically, studies of the RSOI in the late 90s and early 2000s have focused on semi-
conductor heterostructures. Typical values for the RSOI strength α in typical materials
studied then are on the order of 1 × 10−11eVm for InGaAs/InAlAs[10], and InAs-based
heterostuctures [12] , although values as high as 3× 10−11eVm have been reported [11].
Subsequently, the middle of the first decade of the second millennium saw the exper-
imental observation of strong RSOI on the surfaces of heavy metals. For example, RSOI
with a strength of 4 × 10−11eVm was observed on the (111) surface of gold in 2004 [13].
Shortly after, it was found that the RSOI effect can be enhanced by an overlying oxide
layer [14] or doping. In particular, RSOI strengths on the order of 1 − 3 × 10−10eVm, an
order of magnitude larger than that in InAs heterostructures, have been reported on Bi
doped Ag [15], Si [16] and Cu [17] surfaces. At the beginning of the current decade, a
RSOI strength of 3.8× 10−10eVm was observed in BiTeI [18].
The RSOI was also experimentally observed in individually grown InAs nanowires.
InAs nanowires of 100 nm diameter grown by selective area metal vapor phase epitaxy
exhibiting α = 6.8× 10−12eVm were reported in 2010 [19] ; subsequently 20 nm diameter
InAs nanowires exhibiting α electrically tunable from 0.3 to 3 × 10−11eVm were reported
in 2012 [11].
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Another development in the study of the RSOI is the development of what are called
FM Rashba heterostructures, in which the RSOI exists in conjunction with ferromagnetic
ordering within a thin layer of ferromagnetic material sandwiched between a heavy metal
and an oxide layer. Such systems are commonly fabricated in studies of Rashba Spin
Transfer Torque (STT) switching, a topic which we shall elaborate on later in the thesis.
Interestingly, large RSOI strengths on the order of 1×10−10eVm have also been observed
in the bulk states of the topological insulator material Bi2Se3 [20]. We will introduce
topological insulators next.
1.2 Topological insulators
Topology is the area of mathematics which studies properties which are preserved under
continuous deformations, including stretching and bending, but not including tearing or
gluing. The classical example is the comparison between a coffee cup and doughnut, both
of which have one hole each. The coffee cup and the doughnut are topologically equivalent
and are said to belong to the same homotopy class because they can, in principle, be
continuously deformed from one to the other without creating or destroying any holes.
They are, however, not equivalent to an object, for example, a pretzel, which has two or
more holes or a sphere which has no holes. The number of holes, or more technically the
genus, is an example of what is called a topological invariant which remains unchanged
under continuous deformations.
The earliest example of a topological invariant in condensed matter physics is the
Thouless–Kohmoto–Nightingale–den Nijs (TKNN) topological invariant [21] in the integer
Hall effect (IHE). In the IHE, the application of a strong magnetic field at low temperatures
to a two dimensional system leads to a quantized Hall conductivity proportional to an
integer now referred to as the TKNN invariant. A potential difference called the Hall
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voltage appears in the direction perpendicular to the direction of current flow. The ratio
of the Hall voltage to the current, or the Hall conductivity turns out to always be an integer
multiple of e2/h [22]. The TKNN invariant can still be related to the intuitive picture of
the number of holes in an object. Technically, the TKNN invariant is the number of points
on the magnetic Brillouin zone where a gauge field-like quantity called the Berry gauge is
singular [23].
The IHE offers an intuitive picture to the physics of 2D topological insulators. In the
IHE, the externally applied magnetic field confines the motion of electrons to cyclotron
orbits. The bulk of the 2D surface becomes insulating, and current is carried only by
the electrons ‘skipping’ about the edges of the system [24]. 2D TIs are similar in that
the bulk states are insulating and possess a band gap, and current is carried only by the
edge states which bridge the gap. The IHE also illustrates the concept of ‘bulk-boundary
correspondence’ [25]. The TKNN invariant was calculated in the magnetic Brillouin zone
which relates to the bulk of the 2D system and does not consider the edges explicitly. It
nonetheless gives the number of current carrying edge states [26] at the interfaces between
the 2D system and its surrounding vacuum.
In 2D TIs, the role of the external magnetic field is replaced by the effective magnetic
field due to SOI [27]. The SOI effective magnetic field differs from a physical magnetic
field in that it is spin dependent. This leads to the edge states having the helical property
of states with opposing spins propagating in opposite directions at a given edge. These
edge states exist for a Fermi energy range falling inside the bulk bandgap opened up by
the SOI, and bridge the bulk bandgap. The absence of an external magnetic field preserves
time reversal symmetry.
Time reversal symmetry (TRS) is important for many properties of topological insu-
lators. It leads to the formation of Kramer’s doublets – if there is an eigenstate |~k, ~σ〉
with energy E, its time-reversed Kramer’s partner | − ~k,−~σ〉 is also an eigenstate with
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the same energy. Within a single Kramer’s pair, TRS prevents elastic back scattering by
a non-magnetic single-particle potential of an edge state with momentum ~k into one with
the opposite momentum. Such a scattering involves a reversal in the spin of the state,
which cannot be caused by a non-magnetic impurity. More generally, TRS prevents mix-
ing between the two Kramer’s partners with opposite spins so that the existence of these
edge states are robust against small perturbations.
Whether there is even or odd number of Kramers’ pairs of edge states at each edge
has an important bearing on whether the system has non-trivial topological ordering. One
part of this has to do with the fact that there exists time reversal symmetric scattering
processes for an even number of Kramer’s pairs that do not violate time reversal symmetry
[28, 29]. The other part has to do with how the Kramers’ pairs link up at the time reversal
invariant momenta located at the corners and centre of the Brillouin zone (kx = 0,±π/L
for a 2D TI nanoribbon ). Time reversal symmetry guarantees that the Kramer’s pairs
touch at these points on the E−~k diagram. If there are an odd number of edge state pairs
which do close the bulk gap for a given Hamiltonian, the energy level crossings enforced
at these momenta prevent any time reversal symmetric perturbation to the Hamiltonian
which does not close the bulk gap from removing the gap closing by the edge states. It is
however possible for a perturbation to deform the E− k relations enough to cause an even
number of Kramers’ pairs to ‘switch partners’ and destroy the gap closing. The latter hence
corresponds to a topologically trivial insulator. The evenness of the number of Kramer’s
pairs is characterized by the Z2 topological number [30, 31]. The Z2 number is ‘topological’
in the sense that analogous to the fact that stretching and squashing a doughnut does not
change the number of holes it has, smooth deformations of the Hamiltonian do not change
the value of the topological invariant. In practice these ‘smooth deformations’ correspond to
variations in material parameters and non-magnetic disorder which are not strong enough
to destroy the bulk gap.
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The discussion so far has concentrated on two-dimensional systems. It was realized
that the Z2 classification scheme can be generalized to 3D systems [32, 33, 34]. Unlike
2D TIs, 3D TIs are characterized by 4 Z2 invariants. Three of these invariants are direct
analogues of the 2D Z2 invariant. The energy degeneracy enforced by TRS at the time-
reversal invariant momenta results in the formation of Dirac cones. The fourth topological
invariant indicates whether there is an even or odd number of Dirac cones within the Fermi
surface at a given 2D edge of the 3D TI. The former corresponds to a ‘weak’ TI which is
not robust against disorder, and the latter ‘strong’ 3D TIs which are robust. This is partly
because an electron circling a Fermi arc enclosing a single Dirac point at a given edge gains
a quantized Berry’s phase of π. This leads to suppression of backscattering processes due
to destructive interference [35], and prevents localization by weak disorder [36].
We provide a quick historical overview of some key developments in the prediction
and experimental realization of TIs. The seminal Z2 classification papers by Kane and
Mele for 2D TIs [27, 30] were based on a theoretical study of graphene with spin orbit
interaction but it was soon realized that the SOI in graphene was not strong enough to
produce experimentally observable effects [37]. This led to the search for TIs in materials
consisting of heavier elements which have stronger SOI. In 2006, Bernevig, Hughes and
Zhang [38] predicted that the HgCdTe quantum well system might be a suitable candidate.
This system was experimentally realized a year later [39], and demonstrated quantized
transport. Further experiments [40] confirmed that the observed quantized transport is
due to edge, and not bulk, states.
In an 2007 elaboration [41] of their original paper [32] on 3D TIs, Liang and Fu predicted
the semiconducting alloy Bi1−xSbx as well as uniaxially strained α-Sn and HgTe to be strong
topological insulators. A year later Bi0.9Sb0.1 was experimentally identified to be a strong
TI when its surface bands were mapped using Angle-Resolved Photoemission Spectroscopy
(ARPES), and an odd number of Dirac points and a bulk band gap were found [42]. The
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complicated band structure, and small band gap of the Bi1−xSbx alloys which limit their
application at room temperatures, motivated the search for other TI materials.
In 2009 the compounds Bi2Se3, Bi2Te3 and Sb2Te3 were predicted [43] to be strong 3D
TIs with single Dirac cones. Besides the larger band gaps and simpler band structures,
another attraction of these compounds compared to the Bi1−xSbx alloys is that it is, in
principle, easier to make high quality compounds compared to alloys. Another group
independently predicted Bi2Se3 to be a topological insulator, and experimentally observed
the single Dirac cone via ARPES [44]. The TI nature of Bi2Te3 [45] and Sb2Te3 [46] were
then confirmed experimentally. Of the three compounds, Bi2Se3 has the largest bandgap
while Bi2Te3 is already a well known thermoelectric material. Bi2Te3 surface states have
an intriguing deviation from a simple Dirac cone at larger Fermi energies. This will be
explored in all more detail in a later part of this thesis.
From a practical point of view, TIs are of great interest because of their unique proper-
ties. The topological protection of the edge states leads to the robustness of their transport
properties against defects which might arise, for example, from disorder due to imperfec-
tions in the manufacturing process. The suppression of backscattering in the edge states
leads to ballistic transport which promise faster and more efficient device performance.
The coupling of the spin and momentum degrees of freedom in TIs may have potential
applications in the field of spintronics.
For theorectical work, the salient features of TIs are captured by model Hamiltonians
which capture the essential physics near a Dirac cone. The simplest model Hamiltonians
which capture both the bulk as well as the edge states near a Dirac cone are four (two spin
times two orbital) band Hamiltonians. The use of two orbitals captures the two atomic
orbitals in the Bi2Se3 family of TIs giving rise to the edge states adequately near the Dirac
point when the relevant parameters are tuned to match experimental / ab-initio calculation
results. These Hamiltonians can also capture the band inversion leading to the emergence
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of the edge states in the CdTe quantum well family of 2D TIs.
For many theoretical calculations which focus solely on the topologically interesting
edge states, the four-band Hamiltonians can be projected down to two-band Hamiltonians
in the basis of the surface states. This gives the two-band effective Hamiltonian for the
low energy surface states of a flat 3D TI normal to the z axis as
H = v(~p× ~σ) · zˆ. (1.2)
(We shall derive the two-band effective Hamiltonian from the four-band Hamiltonian
later in the thesis.) Eq. 1.2 is mathematically similar to the Hamiltonian for massless
Dirac fermions in high energy physics, and is colloquially referred to as the Dirac fermion
Hamiltonian. While this discards all information about the bulk states, they do capture the
linear dispersion relation and helical edge states for most members of the BiSe family of 3D
TIs, and are frequently used in theoretical calculations for proposed TI-based spintronics
devices. There is one member of the family, Bi2Te3, for which Eq. 1.2 does not work
particularly well at intermediate values of energy and which require the consideration of
additional terms in order to replicate the experimentally observed Fermi surfaces. Bi2Te3
will form the subject of two chapters later in the thesis.
1.3 Notation and terminology
1.3.1 Notation
Unless otherwise stated, we set ~ = e = 1. We shall, however, write ~ and e explicitly in the
Hamiltonians we start from and some of our final results where appropriate. The Einstein
summation notation is assumed. We shall also adopt the usual superscript index convention
for covariant, and subscript index notation for contravariant, quantities. The coordinates
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in a general curvilinear coordinate system will hence be denoted as qi. Where confusion
might arise between exponents and contravariant indices we shall explicitly bracket the
quantity to be exponentiated. For example, the square of q1 is denoted by (q1)2.
As is common practice we shall generally not denote vectors in a general curvilinear
coordinate system by arrow heads or boldfaces.
1.3.2 Terminology
For expositional simplicity, we introduce some terminology which we use as shorthand for
concepts which we shall need to refer to repeatedly.
Leads and waveguides
One main area of focus in the thesis will be charge / spin transport through SOI nanosys-







Current !ow along 
longitudinal length
Waveguide / Central segment
Figure 1.1: The figure illustrates the current (for negatively charged carriers) flowing from
the source lead through a planar central segment / waveguide to the drain lead.
The setup consists of semi-infinite leads sandwiching a waveguide.
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Leads are semi-infinite long segments which are electrically connected to the nanosys-
tem of interest, which we shall refer to as the central segment or waveguide. The source
lead injects charge carriers with positive group velocity into the central segment with a
given probability; the drain lead collects the charge carriers which have been transmitted
from the source lead through the central segment into the drain lead. We refer to the di-
rection largely parallel to that from the source to drain lead along which the current flows
as the longitudinal direction, and the transverse direction as that perpendicular to the
longitudinal one lying on the waveguide. The ‘length’ of the central segment pertains to
the longitudinal dimension and the ‘width’ its transverse dimension. The terms waveguide
and central segment shall be used more or less interchangeably although in some cases
one may be more appropriate than the other. In some parts of the thesis we will also
encounter systems in which there is only a single interface between semi-infinite source
and drain leads magnetized in different directions without an intervening central segment
in between.
We label the direction the charge carriers move in as the ‘right’ or +x direction. A
right (left) propagating state is a state which has a finite positive (negative) group velocity
∂kx〈E〉 in the longitudinal direction.
The word current refers to the number current, i.e. the current flowing across a cross-
section area is the number of charge carriers moving to the right normal to the cross section
per unit time without regards to the charge of the carriers.
We study two forms of curvature in the thesis which we refer to as planar and non-
planar. The waveguide illustrated in Fig. 1.1 is a planar one.
A planar curved surface lies flat on the xy plane, and has a finite width and a curved
perimeter. Planar waveguides can be fabricated by standard lithography methods, for in-
stance those involved in fabricating the flat RSOI rings in an early experimental observation
of the Aharonov-Casher (AC) effect [47, 48].
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A non-planar waveguide, in contrast, does not lie flat on the xy plane. A cylinder, which
serves as a model for the nanowire morphology, is an example of a non-planar waveguide.
Besides chemically grown, self-assembled nanowires, non-planar heterostructure waveg-
uides can also be fabricated experimentally by exploiting the tendency of unsupported,
thin films composed of one material overlaid on another to curl up [49, 50] as illustrated in
Fig. 1.2. Non-planar waveguides composed of materials involved in semiconductor RSOI
heterostructures have been reported [49, 51, 52]. While most of the waveguides fabricated
using this method exhibit translational invariance along the direction perpendicular to the
curling and are perhaps best described as squished cylinders, refinements in the technique




Material removed  by selective etching
Figure 1.2: The fabrication of non-planar curved nanostructures exploiting the tendency
of unsupported heterostructures to curl described in Refs [49] and [50]. The underlying
material beneath the curled section has been removed by selective etching.
Magnetization
We shall use the term magnetization as a collective shorthand to describe physical effects
that are modeled by a term of the form ~M · ~σ in the Hamiltonian. In 2DEGs, these effects
include S-D coupling in the ferromagnetic Rashba heterostructures mentioned earlier, as
well as in dilute magnetic semiconductors [54].
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In TIs, the ~M · ~σ term models two physical effects. The first is doping by magnetic
dopants. It was theoretically predicted [55, 56, 57] that placing magnetic impurities in a
TI can bring about FM ordering. This was then experimentally demonstrated with Fe in
Bi2Se3 [58, 59] and Bi2Te3 [60, 61], Mn in Bi2Se3 [62, 63] and Bi2Te3 [64], Gd in Bi2Se3
[65] and Bi2Te3 [66], and Cr on BiSe3 [65]. In particular, fitting with experimental data
gave a value of Mz = 21meV for Mn doped Bi2Se3 [62].
The other physical effect that can be modeled by a ~M ·~σ term is the magnetic proximity
effect induced by the exchange coupling between a TI and an adjoining FM layer [67, 68, 57]
. This approach has the advantages of potentially being able to achieve stronger and
more uniform exchange coupling than magnetic doping [57] and avoids the crystal defects,
magnetic scattering centers and impurity states which magnetic doping may introduce [69].
Fitting with the results of ab initio calculations give a value of |M | on the order of 30 meV
for Bi2Se3 [57]. This approach has been experimentally demonstrated very recently in the
second decade of the current century with EuS coated on Bi2Se3 [69, 70].
1.4 Literature review
We briefly review the literature on curved quantum systems. We first describe generic
2DEG systems, then focus on RSOI systems and finally move on to TI systems.
The earliest studies on curved quantum waveguides considered neither the spin nor SOI,
and were motivated largely by the analogy between quantum waveguides and classical,
electromagnetic waveguides, which have been studied extensively in microwave systems
such as radars and radio transmitters. These early studies, which reached a peak in the
middle 90s, focused largely on the formation of bound states within the curved segments
[71].
A literature review on the works on curved nanosystems will be remiss without mention
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of the works which studied the effects of the da Costa confinement potential [72], which later
work in the late 90s and early 2000s have tended to focus on. This potential is a potential
energy term in the Hamiltonian present in non planar curved two dimensional surfaces,
and one dimensional curves. It can be interpreted as the mathematical representation of
the confining force constraining the particle to move along the curved paths tangential to
the surfaces rather than along the straight paths which they would otherwise tend to in
the absence of the force. A signature of the geometric potential was first experimentally
observed in 2012 in a one dimensional C60 polymer with a periodic peanut-shaped molecular
structure [73].
Although da Costa’s 1981 paper [72] is the most often cited work for the confinement
potential which now bears his name, Jensen and Koppe had showed its existence a decade
earlier in less general cases [74]. Several other authors subsequently derived, using other
methods, and / or elaborated on the same confinement terms [75, 76].
Encinosa found in 1998 that the confining potential leads to a shift of energy spectrum
of curved nanostructures [75]. He subsequently performed a crude early (2000) study on
the influence of the curvature potential on tunneling between a flat section and a cylinder
[77], and found that the curvature potential itself can have significant influence on the
tunneling spectrum.
The cylindrical geometry with a smoothly varying diameter along its length was a
popular choice of study. Cantele et al [78] showed that the da Costa potential tends to
localize particles mainly onto those surface regions with maximum curvature, and noted
that interaction between localized and unlocalized states may have consequences for charge
transport. In two similar papers [79, 80], Taira and Shima studied curvature effects on
electrons confined to the surface of such cylinders and found that the geometric potentials
affect the spatial distribution of the charge density. The electrons are prevented from
moving freely on the surface even in the absence of impurities or interactions. Marchi et
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al [81, 82] numerically studied the transmission of the angular ground state from a narrow
cylinder coaxial with a wider one through a junction with smoothly varying width, and the
transmission from a cylinder to another of the same width joint by a smooth toroidal bent
in two separate papers. Numerical results showed that in both cases a sharper transition
increases the confinement potential and reduces the transmission.
Mott et al performed a numerical study on the spectrum and eigenfunctions of a bent
tubular arc of uniform width [83]. In agreement with the works cited earlier here, they
found that curvature affects the charge density with the charge density of the ground state
maximum at the point of minimum radius. Chaplik studied the eigenspectrum and ballistic
transport in bent nanotubes [84]. He also derived approximate analytic expressions for the
transmission of low energy states passing from asymptotically straight source and drain
leads through a bent section of the nanotube, and showed that the bend scatters charge
carriers and leads to inter-mode transitions, modulating the conductance in the system.
The less general case of the torus has also attracted some attention [85, 86].
Moving away from cylinders both straight and bent, Shevchenko and Koleshnichenko
studied the conductance of an elliptically shaped wire [87] and found a modulation of the
conductance by the effective potential as well. The eigenstates of flat, circular quantum
dots with [88], and without [89] applied magnetic fields and magnetizations have also been
derived. There is a huge body of work on 1D circular rings which focus on the Aharonov-
Bohm (AB) effect which we shall not review here. More relevant to the thesis, non-circular
planar rings have also been studied [90, 91, 92]. The geometric confinement potential
arising from the non uniform radius of the distorted 1D rings were found to affect the
eigenstates and eigenenergies of the rings.
The main focus of this thesis, however, is on the combination of curvature and SOI,
and the da Costa confinement potential will not be touched on further here.
The earliest workers to study curved systems with SOI are probably Entin and Magarill
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who, as early as 1996 [93], studied the effects of magnetic fields on cylinders with RSOI
[94, 95]. They, and other workers, also derived higher order corrections to the RSOI
Hamiltonian on a curved surface beyond the linear momentum α(~p×nˆ) ·~σ term [96, 97, 98].
These higher order corrections fall outside the scope of the current thesis. These works
did not consider the transport of charged carriers with spin through the curved systems.
The first work to do so is the proposal by Trushin and Chudnovskiy in 2006 to utilize a
1D curved RSOI arc as a spin switch [99]. This was followed shortly after by Zhang et
al who obtained analytic expression for the transmission through 1D RSOI curves of a
few simple shapes [100]. Transport through a RSOI cylinder without magnetic fields or
magnetization sandwiched between two non magnetic leads were also studied [101, 102] in
2010. The eigenstates of a RSOI cylinder with a constant magnetic field perpendicular to
the cylinder axis were later obtained numerically [103]. Spin precession on RSOI cylinders
[104] and arbitrary one dimensional paths on curved geometries [105, 106] have also been
studied.
Circular 1D and Q1D RSOI rings have also been extensively studied in the context of
the AC and AB effects but similar to the non-RSOI case, the vast majority of these works
did not focus on the effects of curvature per se and treated the rings as mathematically
tractable periodic geometries in which the AC and AB effects can occur. Of the works on
RSOI rings which focused on neither the AC or AB effects, Nowak and Szafran compared
the energy spectrum, and spin and charge densities of the lowest radial mode of a finite
width Q1D ring with RSOI and / or Dresselhaus SOI, and a threading flux, with those of
a 0 width 1D ring and found that the latter is a poor approximation of the former under
some circumstances [107] . Semi-analytic expressions for the eigenstates of a finite width
RSOI ring with [108], and without [109], a threading magnetic flux have been obtained.
Analytic expressions for elliptical RSOI quantum dots have also been obtained [110].
The study of curved TI systems has a shorter history as TIs have only been discovered
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fairly recently. Takane, Imura and their co-authors are the most active group in terms of
the geometries considered. They derived the 2-band low energy effective Hamiltonians for
the surface states of TI cylinders [111], spheres [112] and hyperbolic-shaped funnels [113]
in their studies of the spin Berry phase in these systems. They subsequently derived a
general effective Hamiltonian for an arbitrarily curved TI surface [114].
TI cylinders have also been studied by other authors. Vishwanath and co-authors are
the first to provide an expression for the effective Hamiltonian of the TI cylinder surface
states [115]. They then studied the AB effect of a magnetic field passing through an inverse
TI cylinder consisting of a cylindrical hole in an infinite TI slab [116]. The eigenstates and
dispersion relations for the surface states of the TI cylinder calculated using the two-band
effective Hamiltonian and a four-band Hamiltonian incorporating both the bulk and surface
states have been compared in two independent works [117, 118]. TI spheres have also been
studied by other authors [119, 120]. The other curved TI geometries studied in the extant
literature are Mobius strips [121], cones [122], hyperbolic curves [123], and a smooth step
function modeled after the finite temperature Fermi-Dirac distribution [124].
1.5 Thesis outline
How does the work in this thesis fit into the context of the earlier works on curved SOI
systems just surveyed? We answer this question by way of going through the sections of
this thesis.
Being based in the engineering faculty, my focus is more on device oriented applications
rather than fundamental physics. A major theme in this thesis is magnetoresistance (MR)
in the sense of how the current flow from a source segment to a drain segment is affected by
the differences in their magnetizations. Magnetoresistance forms the basis for both current
as well as proposed magnetic data storage devices, including contemporary hard disk heads
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as well as magnetic random access memory. We shall therefore focus heavily on the MR in
SOI systems in which MR has not yet been studied before, despite the sometimes extensive
studies in the literature on other physical aspects of these systems.
The first chapter of this thesis following this introduces transport between flat, infinitely
wide slabs of Bi2Te3, for which we shall introduce curvature in a later chapter of the
thesis. As mentioned earlier, Bi2Te3 requires the inclusion of hexagonal warping terms
in its effective Hamiltonian to describe adequately. We examine the consequences of the
hexagonal warping term on the dispersion relations and eigenstates, and how the Fermi
surfaces in the presence of a magnetic field are affected by the warping term. The distortion
of the Fermi surfaces by an in-plane magnetization gives rise to a rich transmission profile
between two differently magnetized Bi2Te3 segment
The vast majority of the published work on SOI rings and cylinders have tended to
treat these systems as convenient, mathematically tractable platforms for the study of the
effects of enclosing a magnetic field flux in the AB / AC effects rather than focusing on
the effects of curvature per se. Even in those works which did not focus on the AB or
AC effects, there is a scarcity of works explaining, in contrast to merely describing via
mathematical equations and/or numerical data, the effects of coupling spin and curvature
together. This is the case even for 2DEG RSOI systems, despite the longer history they
have compared to the more recently discovered TIs. We take a step towards addressing
some aspects of this in the next three chapters.
In chapter 3, we present a brief primer on the mathematics necessary to deal with
curvature for the purposes of this thesis, derive a general expression for the RSOI Hamil-
tonian on an arbitrarily curved surface, and show that the Hamiltonian on a curved TI has
a similar form. In most of the extant works on curved TI systems, the effective two-band
Hamiltonians are either assumed to follow that of the Dirac fermion Hamiltonian defined on
a curved manifold, or derived on an ad hoc basis for the particular curved system studied.
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This situation has persisted until Takane and Imura’s derivation, in mid 2013, of a general
expression for the Hamiltonian of an arbitrarily curved TI system in which they proved
explicitly that the Hamiltonian follows that of the Dirac fermion in curvilinear coordinates
[114]. As of the current writing, that work has not yet been cited in any published work
specifically studying the effects of curvature in TI systems. Here, we first present an al-
ternative perspective for deriving the RSOI Hamiltonian on an arbitrarily curved surface.
Based on the perspective we gain from this derivation, we then present a slightly more
elegant reformulation of Takane and Imura’s derivation for the effective Hamiltonian of a
curved TI surface.
In chapter 4, we use the Hamiltonians derived to study what happens in gently curving
systems where we assume that the charge carriers adiabatically follow the curvature. We
show that the curvature leads to fictive magnetic fields which can induce spin switching
in non planar curved magnetized TI systems, as well as out of plane spin accumulation in
planar curved 2DEG RSOI systems.
In chapter 5, we remove the adiabacity assumption. We show that the requirement that
all observables of the energy eigenstates of these time-independent Hamiltonians do not
change in time, leads to constraints between spin and charge currents, forces and densities.
We explain the effects of coupling spin and curvature by arguing that these constraints
necessarily imply the existence of spin currents in curved systems absent in straight / flat
systems.
Chapter 6 quantifies the spin currents whose existence have been proven in the previous
two chapters by a numerical calculation of the spin current generated by a finite width
planar RSOI circular arc via the Non Equilibrium Green’s Function (NEGF) formalism.
The scarcity of published works in transport in curved, finite width SOI structures beyond
cylinders is possibly due to the deviations from Hermitricity that a na¨ıve application of the
finite difference approximation to the Laplacian operator on an arbitrarily curved surface
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leads to (this problem is not evident in constant radius cylinders). These deviations lead to
unphysical results such as the breaking of current conservation. We derive the Hermitian
finite difference approximation for such Hamiltonians necessary to obtain physical results
by applying NEGF.
The remaining 3 chapters of the thesis return to the theme of MR in curved TI systems,
specifically TI cylinders. Although there have been some works that studied TI cylinders,
none of them have yet focused on MR. (A comparison between the TI themed, and RSOI
themed chapters reveals that we have not studied the RSOI analogues to the TI cylinders
of the last three chapters prior to the conclusion. The reason for this is because RSOI
cylinders have already been fairly well studied as shown by the literature review on the
latter. )
In Chapter 7, we study TIs with magnetizations applied in the radial, axial and az-
imuthal directions of the cylinders, and in Chapter 8 TI cylinders with magnetizations
applied perpendicular to the cylinder. The division between the two chapters is driven
by the need to keep each chapter to a tractable size; here we draw the dividing line on
the basis that the eigenstates of the cylinders in the first chapter admit analytic solutions
in terms of elementary functions whereas those in the second chapter do not. Finally, in
Chapter 9 we consider Bi2Te3 cylinders with the hexagonal warping terms.
The relationships between the chapters are illustrated in Fig. 1.3.
We end off with conclusions and suggestions for future work.
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3. SOI Hamiltonians on 
curved surfaces
4. Adiabatic curvature
5. Statics on curved SOI 
surfaces
6. RSOI arc
7. TI cylinders magnetized in axial, 
radial and azimuthal directions
















Figure 1.3: The relationships between the chapters, labeled by their chapter numbers and
titles, in this thesis. An arrow pointing from one chapter to the other indicates that the
latter chapter draws from the former. We have also indicated if the work in a chapter is
predominantly analytical or computational via the background colour of the chapter, and
if it deals primarily with RSOI or TI systems via the border color.
21
Chapter 2
Transport in flat Bi2Te3
2.1 Introduction
The experimentally observed [125, 126] 2D equal energy contours (EECs) of the surface
states in the topological insulator Bi2Te3 differ at high Fermi energies from the circular
Dirac cone predicted by the simple Dirac fermion Hamiltonian H = v(~k × ~σ) · zˆ. At
low Fermi energies, the EEC takes the form of a circle (Fig. 2.1(a)). As the Fermi
energy increases, the contour evolves from a circle to a hexagon (Fig. 2.1(b)) and then
to a snowflake with sharp tips along the six ΓM directions (Fig. 2.1(c)). Based on the
three-fold rotational and two-fold mirror symmetry of the [111] surface of the underlying
rhombohedral Bi2Te3 crystal structure, Fu suggested the addition of a hexagonal warping
term to the Hamiltonian [127]. The Hamiltonian then takes the form of
H = ~v(kxσy − kyσx) + ~λσz(k3x − 3kxk2y), (2.1)
where x is in the ΓK direction. (We shall set ~ = 1 henceforth.) The Hamiltonian
reproduces the experimentally measured EECs.
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Figure 2.1: The EECs and eigenstate spin orientations for E = (a) 0.1 eV, (b) 0.3 eV and
(c) 0.5 eV . The green arrows on the EECs indicate the orientation of the 〈σx〉 and 〈σy〉
components at each point on contour with larger arrowheads indicating higher spin polar-
ization. The red and blue dots indicate the 〈σz〉 polarization with larger dots indicating
larger magnitudes of spin polarization. Blue (red) dots indicate positive (negative) spin z
polarization. The dotted line in panel (c) indicates one value of ky where there are six real
values of kx.
Unlike the Dirac cone which is rotationally symmetric about the kx, ky plane, the dis-
persion relation arising from Eq. 2.1 has only six fold rotational symmetry. The anisotropy
of the Fermi surface in the kx, ky plane can be expected to give rise to interesting direc-
tional dependent effects. For example, it has been suggested that a Bi2Te3 segment with
a potential step may be exploited as a flat lens for focusing electron beams [128].
Another peculiarity of the Hamiltonian is that an in-plane magnetization can open up
a band gap [127]. The introduction of a bandgap due to an in-plane magnetization differs
from the simple Dirac fermion Hamiltonian H = v(~k × ~σ) · zˆ where only an out-of-plane
magnetization can open up a band gap. We find that besides opening up a band gap and
displacing the position of the Dirac points in reciprocal space, the magnetization field also
distorts the shape of the EECs.
Despite the interesting bandstructure properties of Bi2Te3, transport across Bi2Te3
segments has not yet been studied extensively. Ref. [129] derived the transmission between
a source TI segment to a drain segment with an externally applied step potential V (x) =
−V0θ(−x) where θ(x) is the Heaviside step function. In the derivation it was implicitly
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assumed that there is a propagating state in the drain segment which satisfies energy and
transverse momentum conservation. However, there exists more than one propagating
state with real, positive kx for some values of ky at high |E − V | (see Fig. 1(c) ). It is
not evident which of these multiple values of kx in the drain segment should be chosen.
Moreover, the derivation matched only the wavefunctions, and not the probability flux,
across the interface. Ref. [130] considered the transmission of a wave incident from x < 0
across a Dirac delta potential located at x = 0. The transmitted wavefunction at x > 0
contains left propagating components back into the source lead within the sin(kxx) and
cos(kxx) terms in Eq. (4) of the paper. The presence of backwards propagating wave
components in the drain lead is counter-intuitive.
For a given value of transverse momentum ky and Fermi energy E, the Hamiltonian Eq.
2.1 admits six eigenstates with kx which may be real or complex, and which come in three
Kramers time-reversal pairs. We consider the transmission of electrons traveling in the +x
direction from a source Bi2Te3 lead on the left to a drain lead on its right. Three of the
eigenstates propagate or decay in the +x direction, and are physically appropriate states
in the drain lead for electrons travelling in the +x direction. The other three eigenstates
propagate or decay in the −x direction, and are physically appropriate as the reflected
components of a wavefunction in the source lead. Both Refs. [129] and [130] assume
that an incident energy eigenstate with wavevector kx is reflected at the interface into an
eigenstate with the wavevector −kx. This imposes an artificial constraint that the incident
wave is not reflected back into the other 2 eigenstates which also propagate or decay in the
correct direction.
One difficulty in considering all eigenstates in studying transmission across an interface
between 2 Bi2Te3 TI segments outlined schematically in Fig. 2.2 is the issue of bound-
ary conditions. In each TI segment there are six eigenstates for a given value of E and











Figure 2.2: A schematic of the system studied. The system consists of two semi-infinite
long Bi2Te3 segments of infinite width. Charge carriers flow from the left source segment
into the right drain segment in which a magnetization ~M2 and external potential U are
applied.
the source segment to the drain segment, the weightages of six of the twelve eigenstates
involved are fixed by the requirements that evanescent states decay away from the inter-
face, and that the state incident on the interface from the source is given. This leaves the
weightages of the remaining six states to be solved for. The usual practice of matching
the wavefunctions and first derivatives for the two spinor components across an interface
between the two TI segments gives only four equations. Another boundary condition be-
sides wavefunction and first derivative continuity is required to solve for the six unknowns
uniquely. We note that more recent works [131, 132] did consider all six eigenstates ex-
plicitly. However, Ref. [132] only considered transmission across a delta potential barrier,
whereas it is not clear from the paper what set of boundary conditions Ref. [131] used.
To the best of our knowledge, the MR between Bi2Te3 segments magnetized in different
directions has not yet been studied. In this chapter, we first calculate the eigenenergies of a
Bi2Te3 segment with an in-plane magnetization. We next derive the boundary conditions
appropriate for calculating the transmission between two segments described by cubic
momentum Hamiltonians which take into account all of the six eigenstates in a segment
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for a given ~k. Using these boundary conditions, we then calculate the transmission between
two Bi2Te3 segments subjected to different external potentials and magnetizations. We find
that the distortion and displacement of the EECs, and the opening up of a band gap leads
to a rich transmission profile as the magnetization directions and energy are varied.
2.2 Eigenenergies in an in-plane magnetization
The eigenenergy E of Eq. 2.1 for a given ~k = k(cos(φ), sin(φ), 0) and magnetization





k6λ2(1 + cos(6φ)) + 2k2v2 + 2M2 − 4Mkv sin(φ− φm)
)
. (2.2)
The high powers of k and presence of trigonometric terms involving φ and φM present
difficulties for the derivation of compact analytic expressions for the band gap and position
of the Dirac point in k-space at which the lowest energy propagating particle state with
real ~k exists. We calculate these quantities numerically. We use the numerical values of
v = 25.5eVnm and λ = 0.25eVnm−3 [127].
The in-plane magnetization leads to the opening up of a band gap and a displacement
of the Dirac point, as shown in panels (a) and (b) of Fig. 2.3 respectively. The band gap
reaches its maximum value of M at magnetization angles φM = ±(2n− 1)π/6, n = 1, 2, 3,
and varies in a roughly sinusoidal manner with the magnetization angle. The band gap
shifts the minimum energy at which propagating particle states exist upwards. This leads
to the k-space area covered by the EEC at a given energy being generally larger for a
magnetization angle with a smaller band gap compared to that of a magnetization angle
with a larger band gap. This fact will have consequences for charge transport between
Bi2Te3 segments magnetized in different directions.
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(a) (b)
Figure 2.3: (a) The band gap in eV as a function of the magnetization strength M and
angle φM . (b) The thick blue lines indicate the trajectory of the Dirac points in k space
as φM is varied at fixed values of M from 0.05eV to 0.20eV. The black dotted lines show
the EECs at E = 0.1eV and E = 0.2eV.
The trajectory of the Dirac points for a given magnetization magnitude as the mag-
netization angle is varied follows a more complicated path than the circular trajectories
of the simple Dirac fermion Hamiltonian. For the latter, the trajectories form circles in
k-space. In Bi2Te3, the trajectories of the Dirac points resemble the shapes of the EECs.
The trajectories of the Dirac points exhibit greater distortion from the circular shape at a
given value of M than the EECs do for E = M .
The positions of the Dirac points ~k∗ differ from the ~k∗ = zˆ × ~M/v given in Ref. [127].
The latter holds only in the low M limit when the trajectories of the Dirac points are
roughly circular. The k-space angle φ = arctan(ky/kx) of the Dirac point is related to
the magnetization angle by φM = φ − π/2. This can be seen from the last term of Eq.
2.2 where the energy achieves its minimum value for fixed values of k and M when the
sin(φ − φM) term is 1. At φ = φM + π/2 and the large k limit, the k6 term of Eq. 2.2
dominates so that E ≈ k3λ| sin(3φM)|. This explains the peaking of sinusoidal variation
and peaking of the band gap at φM = ±(2n− 1)π/6, n = 1, 2, 3.
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2.3 Boundary conditions
We consider a generic Hamiltonian of the form




x + d (2.3)
= −ia∂x − b∂2x + ic∂3x + d.
The a, b, c and d above may be numbers or Hermitian operators which commute with




a + 2bpˆx + 3cpˆ
2
x. Explicitly expanding out ∂tρ gives, after some manipulations of the x





ψ∗aψ + 2Im(ψ∗b∂xψ)− 2Re(ψ∗c∂2xψ) + (∂xψ∗)c(∂xψ)
)
.
Comparing with the continuity equation ∂tρ + ∂xj = 0, we recognize the terms within
the large brackets in the second line as the probability flux. If c = 0 (i.e. the Hamiltonian is
only quadratic in pˆx), the flux is the real part of ψ
∗vˆψ so that for a Hamiltonian quadratic
in pˆx, matching ψ
∗vˆψ across an interface – which matches both the real and imaginary
parts – automatically matches the flux across both sides of an interface.
However, for c 6= 0, the real part of the c term in ψ∗vˆψ is 3Re(ψ∗c∂2xψ) which is not,
in general, equal to the c term in the flux, 2Re(ψ∗c∂2xψ) − ∂xψ∗c∂xψ. A simple example
suffices to illustrate this. Putting c = 1 for simplicity, and writing ψ = exp(ikx) where
k = (kr + iki) is in general complex, we have at x = 0, 3Re(ψ
∗c∂2xψ) = −3(k2r − k2i ) which
is not equal to 2Re(ψ∗c∂2xψ)− ∂xψ∗c∂xψ = −3k2r +2k2i if the wavevector has an imaginary
part.
In the system we will be considering here, we identify the operators a = vσy − 3k2yλσz,
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b = 0, and c = λσz across both sides of the interface. (They differ in the d term of Eq.
2.3.) In this instance, flux conservation can be acheived by matching i) ψ ii) ∂xψ and iii)
∂2xψ across both sides of the interface.
2.4 Transport between two Bi2Te3 segments
To study the effects of the in-plane magnetization on the transport properties of Bi2Te3,
we consider the system outlined schematically in Fig. 2.2. The system consists of two
Bi2Te3 segments of semi-infinite length along the x direction and infinite width along the
y direction. Charge carriers flows from the left source segment to the right drain segment
in which a magnetization ~M2 = M2(cos(φM2), sin(φM2)) and a potential U is applied. The
potential shifts the dispersion relation of the drain segment on the energy axis with respect
to that of the source segment. For a given source Fermi energy E we define E2 = E − U .
Fig. 2.4 shows the transmission plotted as a function of magnetization magnitude M2
and direction φM2 of the drain magnetization for the transmission from an unmagnetized
source segment. The electron energy is chosen to be in the intermediate range, i.e., E =
0.3eV, at which the EEC takes the form of a hexagon, while the drain segment is biased
at E2 = E − U2 = 0.1eV, i.e., at the low energy regime where the EEC assumes a circular
shape.
The dependence of the transmission on M2 can be divided into three regimes. In the
low M2 regime (0eV < M2 < 0.07eV) the transmission peaks weakly around φM2 = ±π/2,
while at intermediate values of M2 the transmission exhibits sharper peaks near φM2 =
0,±π. At large values ofM2, the transmission drops to almost zero near φM2 = ±nπ/6, n =
(1, 3, 5).
These observations may be explained by examining the evolution of the EECs as M2




























Figure 2.4: The transmission plotted against the drain magnetization direction φM2 and
magnetization magnitude M2 for E = 0.3eV and E2 = E − U2 = 0.1eV.
Δky
Figure 2.5: The EECs in the source region (thick black hexagon) at E = 0.3eV, the
trajectories traced out by the Dirac points with the variation of φM2 (thick green lines)
and the EECs in the drain region (thin blue lines) for E2 = 0.1eV and M2=(a) 0.05eV,
(b) 0.15eV and (c) 0.28eV. The positions of the Dirac points and the corresponding values
of φM2 for each of the drain EECs are marked out in (b) in the same color. The ky range
spanned by the φM2 = 0 drain EEC is indicated in panel (b).
For low values of M2, the EECs at the drain lie completely within the k-space region
spanned by the EEC at the source. Fig. 2.5(a) shows that the drain EECs adopt an
almost circular profile and the ky range spanned is only weakly dependent on φM2. The
spin polarizations (not shown) of the right-propagating eigenstates also do not exhibit much
angular variation. Thus, there is little modulation of the transmission as the direction of
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~M2 is varied. In the intermediate range of M2 [shown in Fig. 2.5(b)], the transmission is
dominated by the ky range spanned by the drain EEC. Since the transverse momentum is
conserved across the source-drain interface, a larger range of ky subtended by the drain EEC
translates to a greater number of propagating states which can transmit charge carriers over
a wider range of incidence angle. The transmission peaks occur near φM2 = 0, π, which
correspond to the two magnetization angles where the drain EECs cover the largest ky
range. In the largeM2 regime shown in Fig. 2.5(c), the energy gap induced by the in-plane
magnetization eliminates the presence of propagating states at φM2 = ±nπ/6, n = (1, 3, 5),
and reduces the ky range covered by the drain EECs at other magnetization angles. The
absence of propagating states for certain ranges of φM2 leads to a sharp modulation of the
transmission about the critical angles of φM2 = ±nπ/6, n = (1, 3, 5), a feature which would
be conducive for applications to sense the orientation of ~M2, such as memory read-out. The
displacement of the drain EECs from the k-space origin also leads to some portions of the
drain EECs lying outside the source EEC. This leads to the generally lower transmission
seen in Fig. 2.5 for large values of M2.
Figure 2.6: The transmission plotted against the drain magnetization direction φM2 and
drain energy E2 for E = 0.3eV and M2 = 0.2eV.
31
(a) (b) (c)
Figure 2.7: The EECs in the source region (thick black hexagon) at E = 0.3eV, the
trajectories traced out by the Dirac points with the variation of φM2 (green dots) and the
EECs (thin blue lines) in the drain region for M2 = 0.1eV, and E2=(a) 0.05eV, (b) 0.12eV
and (c) 0.25eV.
The effects of varying the potential in the drain segment for a fixed magnitude of
magnetization provides an alternative perspective. Fig. 2.6 shows the transmission plotted
against the drain magnetization direction and drain energy. The trends observed can
also be explained by examining the EEC profiles in the drain region, shown for three
representative values of E2 in Fig. 2.7. The low transmission centered around φM2 = nπ/6,
n = 1, 3, 5 at low values of E2 corresponds to the absence of propagating states due to
the large band gaps induced at these values of φM (Fig. 2.7(a)) . The transmission
peaks at φM = 0, π at intermediate values of E2, where the drain EECs still lie largely
within the ky region spanned by the source EEC, correspond to the largest range of ky
spanned by the drain EECs as φM2 is varied (Fig. 2.7(b)). As E2 is increased further, an
increasing proportion of the k-space area spanned by the EECs starts to fall outside the
ky region spanned by the source EEC. This leads to the transmission peaks occurring close
to φM = ±π/2 where the overlap in the ky region spanned by both the source and drain
EECs is the greatest (Fig. 2.7(c)).
We have thus far concentrated on the ky overlap between the source and drain EECs
as the primary explanation of the observed transmission profile. However, the kx and spin
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mismatch in the source and drain regions does affect the transmission as well. In order to
investigate the effects of these two factors, we now let the range of E2 in Fig. 2.6 extend
to negative values as shown in Fig. 2.8. Negative values of E2 correspond to transmission
from source particle states to drain hole states, which have the opposite spin configuration.
The general features of the transmission profile for particle-to-particle transmission
(positive E2) are largely similar, but not identical, to those for particle-to-hole transmission.
The reason for this lies in the fact that for a given magnetization ~M and |E| the EECs for
the particle and hole states with energy ±|E| have identical shapes. The right propagating
states for positive and negative values of E, however, lie in different segments of the
EECs as shown in panel (b) of Fig. 2.8. The ky range spanned by the right propagating
states for negative and positive values of E are roughly the same. This accounts for the
similarities in the particle-to-particle and particle-to-hole transmission profiles in terms
of the rough positions of the transmission peaks and troughs. However, the difference in
the kx values and spin orientations of the right propagating states of electrons and holes
leads to the asymmetry in the particle-to-particle and particle-to-hole transmission profiles.
This asymmetry is accentuated by the distortion of the EECs from the circular shape by
the hexagonal warping term. In addition, there is also an asymmetry in the transmission
profile about the φM2 = 0 axis. This may be explained by considering the EECs for ±φM ,
for some given φM . As shown in Fig. 2.8(b), the EECs for ±φM are reflections of each
other about the kx = 0 axis. However, the portions of the EECs which correspond to the
right propagating states lie on different regions of the corresponding EECs for ±φM . This
leads to, for instance, the right propagating states at a given value of ky having different
spin polarizations for opposite signs of φM , and hence an asymmetrical transmission profile
about φM2 = 0. Thus, in summary, two factors play a role in determining the dependence
of the transport on the magnetization direction and magnitude − the extent of the overlap
across ky of the the source and drain EECs, and the degree of mismatch between the spin
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configurations of the propagating states in the two leads.
Figure 2.8: (a) The transmission profile for the same set of parameters as in Fig. 2.6 with
the exception that E2 now extends to negative values. (b) The EECs for an unmagnetized
segment at E = 0.1 and no magnetization (black), and M2 = 0.2eV, φM2 = 0.4π and
φM2 = −0.4π respectively as labelled. The arrows indicate the directions of the in-plane
spin polarization on the EECs of the right propagating hole (green) and particle (red)
states in the drain segment. The lengths of the arrowheads are indicative of the magnitude
of the in-plane spin polarization.
2.5 Conclusion
In this work we showed the appearance of a band gap, and the accompanying distortion
and displacement of the EECs in k space in Bi2Te3 with the application of an in-plane mag-
netization. We then studied the transmission to a drain Bi2Te3 segment with an external
magnetization and potential, from a source Bi2Te3 segment without the magnetization and
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potential. The band gap, and distortion and displacement of the EECs by the in-plane
magnetization affect the overlap of the transverse momentum ky range spanned by the
EECs in the source and drain segments. The sharp modulation of the transmission with
the magnetization orientation for the high M2 regime and low E2 regime, as depicted in
Figs. 2.4 and 2.6, respectively, suggests a possible application of Bi2Te3 in the read-out of
magnetic memory. The two states of a memory bit can be represented by the magnetization
direction of an adjoining ferromagnetic layer (which is coupled to the topological surface
states of Bi2Te3) being in the φM = 0 and φM = π/2 directions. In the former state there
is no band gap and the transmission is finite while in the latter the transmission is 0 due to
the large band gap. A gate voltage can be applied on the drain segment to tune the value
of E2 so as to achieve an optimum balance between the differences in transmission between
the two memory states, and the robustness of the system to deviation of the magnetization
from the reference φM = 0 and φM = π/2 directions.
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Chapter 3
SOI Hamiltonians on curved surfaces
Having acquainted ourselves with Bi2Te3, we now begin our investigation on the effects of
curvature in RSOI 2DEGs and TIs with curvature by deriving the Hamiltonians for these
systems. In this chapter, we start off with a short primer on some basic mathematical
concepts of curved surfaces. We then present novel derivations for the Hamiltonian of a
curved RSOI 2DEG, and an effective Hamiltonian for the surface states of a curved TI.
We show that the former is mathematically similar to the latter except for the addition of
a p2/(2m) kinetic energy term.
3.1 Mathematical preliminaries
In this section we provide a brief primer on differential geometry to help the reader un-
familiar with the topic understand the rest of the thesis. The results in this section will
be stated without proofs, which can be readily found in introductory differential geometry
textbooks.
Consider a 2D surface with the position vector of an arbitrary point on the surface
~r parametrized by two coordinates q1 and q2. As stated in the thesis introduction, the
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superscript 2 on q2 should not be confused for the square of q but should rather be inter-
preted as denoting the contravariant nature of the index 2 – we will define what is meant
by ‘contravariant’ shortly. For example, the surface of a sphere of radius R is given by
~r(θ, φ) = R(sin θ(cosφxˆ+ sinφyˆ) + cos θzˆ) where we can identify q1 = θ, q2 = φ.
The terms ‘covariant’ and ‘contravariant’ refer to how a given quantity transforms
with a given coordinate. Suppose we have a quantity a defined in a coordinate system
with the coordinates denoted by qi. We now perform a coordinate transformation to a
new coordinate system denoted by the primed q′a, i.e. we introduce an invertible map
such that a given primed coordinate q′a is a function of the unprimed coordinates qi. For
example, we can convert Cartesian coordinates (x, y) on the upper hemisphere to spherical
coordinates via θ = cos−1(
√
1− (x2 + y2)/R2) and φ = tan−1(y/x). A covariant quantity











It is conventional to write ∂i ≡ ∂∂qi . The vector tangential to the line traced out by
~r(q1, q2) varying qi while keeping the other coordinate constant in the neighborhood of ~r,
in short the tangent vector, is defined by ei ≡ ∂i~r. The geometric tensor is often written as
a matrix with elements gij = ei ·ej. In this thesis the eis are tangent vectors on 2D surfaces
representing spintronics devices which are embedded in ordinary 3D space, and the dot
product is the usual dot product from elementary vector algebra. Occasionally we will use
the mathematically more rigorous term ‘Riemannian manifold’ to denote such surfaces, the
term ‘Riemannian’ alluding to the fact that the dot product is defined on these surfaces.
The determinant of the geometric tensor matrix occurs commonly in expressions and is
denoted by g. In particular, the area of an infinitesimal element spanned by infinitesimal
changes in q1 and q2 is given by dA =
√
gdq1dq2. The elements of the inverse matrix to the
geometric tensor (which does not seem to have a commonly agreed upon name) are often
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encountered and are denoted by gij with giagaj = δ
i
j. The elements of the metric tensor
matrix and its inverse can be used to change a quantity from a contravariant form to a
covariant form and vice-versa, for example ai = gijaj and ai = gija
j. A vector ~v that is
invariant under coordinate transformations can be written in terms of a linear combination
of basis vectors ei weighed by vector components, v
i ~v = viei which can be transformed
into ~v = (giavagibe
b) = (δab )vae
b = vae
a. When written in this form, either the basis vectors
or the vector components must be covariant, and the other contravariant so that the vector
~v as a whole is invariant under coordinate transformations. (The points just mentioned
are not evident in Cartesian coordinates as the coordinate basis vectors are orthonormal
so that the geometric tensor is the identity matrix, and the covariant and contravariant
forms of the basis vectors and vector components are the same.)
A vector field assigning a vector to each point ~r on a surface can be defined by ~v(~r) =
vi(~r)ei(~r). Here we have written the vector components v
i and basis vectors ei as functions
of the position ~r to stress that both of these quantities are, in general, position dependent.
The derivative of such a vector field along a stated direction tangential to the surface around
a given point can be defined. Such a quantity quantifies the change in the vector field as one
moves an infinitesimal distance along the stated direction. In general, one would expect
that the change in the vector field occurs as a result of both the changes in the vector
field vector components, as well as the changes in the basis vectors as one moves so that
the change in the vector field is not given by just the derivative of the vector components.
The appropriate quantity incorporating both the changes in the vector components and
basis vectors as one moves along the ei direction is the ith component of the covariant
derivative denoted here by ∇i (another notation that also appears in textbooks is Di),
with ∇ivj ≡ ∂ivj + Γjikvk. The Γjiks are known as the Christoffel symbols (of the second
type), and essentially account for the position dependence of the basis vectors as well
as ensure that the resulting vector field does not contain any components normal to the
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surface. The covariant derivative can also be defined for a scalar quantity ψ as its usual
partial derivative – ∇iψ ≡ ∂iψ.
3.2 2DEG RSOI Hamiltonian
We now proceed to present a derivation of the RSOI Hamiltonian on a curved 2DEG
surface. Part of the derivation hinges upon the difference between the action of a covariant
derivative on a vector and a scalar, which we illustrate with the (p)2/(2m) kinetic energy
term.
The kinetic energy operator acting on a wave function ψ on a Riemannian manifold





Despite their similar appearances, the pi to the immediate left of ψ and the pi to the left of
pi in Eq. 3.1 have different forms. The momentum operator pi acting on a wave function
to its right on a Riemannian manifold is defined as pi ≡ −i~∇i where, again,
∇iψ = ∂iψ, (3.2)
∇ivj = ∂ivj + Γjikvk (3.3)
for a scalar ψ and the jth contravariant component of the vector v. The pi on the right of
Eq. 3.1 acts on the scalar ψ and gives the i component of the vector −i~gij∂jψ ; the pi to
its left then acts on this ith component of the vector to give
pip
iψ = −~∇i(gij~∂jψ)









In going from the first to second line we made use of the identity Γiij =
1
2
∂j ln g, and




The last line is the form of the Laplacian operator commonly seen in differential geometry
textbooks.
A traditional way of deriving the RSOI Hamiltonian on a curved waveguide lying flat
on the xy plane is to perform coordinate transformation from the corresponding RSOI
Hamiltonian in Cartesian coordinates
H = α(~p× zˆ) · ~σ = α(pyσx − pxσy) (3.4)
into the curvilinear coordinates (q1, q2) where q1 is typically parallel to the local longitudinal
direction and q2, the local transverse direction. For example, on a perfectly circular arc
of finite width, q1 and q2 can correspond to the standard cylindrical coordinates φ and r







vi, Eq. 3.4 becomes
α(σxp
y − σypx) = α(σx∂iy − σy∂ix)pi. (3.5)
It is somewhat tricky to express the spin operators multiplying the pi operators in
terms of σ1 ≡ ∂1xaσa, xa = (x, y), and σ2 defined analogously by reading off from Eq. 3.5
directly. We can, however, appeal to the fact that the RSOI Hamiltonian is always given
by α(~p× ~σ) · nˆ regardless of the basis vectors used to represent ~p and ~σ.
Let e1 and e2 be the in-plane tangent vectors to a surface whose normal direction e3
is defined as e1 × e2 = |n|eˆ3. e1 and e2 may, in general, be position dependent. For
example, the basis vectors φˆ and rˆ in standard cylindrical coordinates are dependent on
φ. It can be readily seen from |n|2 = |e1|2|e2|2(1− ( e1·e2|e1||e2|)2) that |n| =
√
g. We then have
e1 × eˆ3 = 1√ge1 × (e1 × e2) = 1√ge1g12 − e2g11 = −
√
ge2, and similarly, e2 × eˆ3 = √ge1. We
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then have
α~p× nˆ = α((√gσ1)p2 − (√gσ2)p1) ≡ S1p1 + S2p2 (3.6)
where we defined the Sis. Comparing Eq. 3.6 with Eq. 3.5 gives α~(σx∂iy − σy∂ix) = Si.




use both forms interchangeably.
Acting on a wave function to the right, we have
Sip
iψ = −i~(Sigij)∂jψ. (3.7)
It is perhaps a bit surprising that despite the appearance of the Sis only to the left of
the ∂is where each of the Sis may be position dependent, the expression Sip
i summed over
the i coordinates is Hermitian since this is just a restatement of the manifestly Hermitian
α(pxσy − pyσx). We explain this unexpected result later in this section when we move on
to a more general derivation of the RSOI Hamiltonian valid even for non planar curved
surfaces. It should be noted, however, that the ith component of Sip
i by itself, without
summing over i, is in general not Hermitian.
We shall next exhibit a more symmetric form of the RSOI Hamiltonian which is appli-
cable even when the surface normal vector nˆ is no longer the constant zˆ considered earlier,
but varies in space for a curved surface that does not lie flat on the xy plane.




Although the form of Eq. 3.8 differs slightly from that Eq. 3.7, we shall show that
the former reduces to the latter for a surface with a constant normal direction. As a
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practical prescription to writing down the Hamiltonian on a curved surface explicitly, Eq.
3.5 differs from Eq. 3.7. In the former, the prescription is to first write px and py into the
qi coordinates, and then to treat the resulting factors that multiply p1 and p2 as S1 and S2
respectively. For Eq. 3.8, we write down the Sis directly based on their definition in Eq.
3.6.
The key to our derivation of the RSOI Hamiltonian is to again note that the second pi
in {Si, pi}ψ = (piSi+Sipi)ψ nearer ψ acts on the scalar ψ and does not have the Christoffel
symbols, while the first pi further away from ψ acts on the vector with vector components
















(div ~S)ψ + Sip
iψ. (3.9)
Eq. 3.9 contains Eq. 3.7 plus a term proportional to div ~S = div (nˆ×~σ) which is really
~∇× nˆ ·~σ. This can be interpreted as the commutator arising in 1
2
{Si, pi} = Sipi+ 12 [pi, Si].
It turns out that div ~S term is identically 0. After some algebra, S1 and S2 can be
shown to take the rather simple forms







which we shall make use of quite extensively in the following chapters. Using the above
and the fact that ∂2e1 = ∂1e2 = ∂1∂2~r, we have
∂1S
1 + ∂2S
2 = − 1√
g
((−∂1 ln√g)σ2 + (∂2 ln√g)σ1)
= −(∂1 ln√gS1 + ∂2 ln√gS2),
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so that ∇· ~S = (∂i+(∂i ln√g))Si = 0 identically. This explains why the RSOI Hamiltonian
can be written as Sipi with the momentum operators to the right of the, in general, position
dependent spin operators but yet remain Hermitian.
We make a side remark on the form of the RSOI Hamiltonian on a curved surface.
















The mSis can then be interpreted as an additional gauge term due to the spin orbit
coupling, similar to the case of a flat surface [133]. Mathematically, the SOC gauge term
can be interpreted as the curvature of an abstract mathematical structure called a SU(2)
fiber bundle. The coupling of this curvature with the physical curvature of the RSOI




= −~2(∂i + 1
2
∂j ln g − imSi)(∂i − imSi)ψ (3.10)
= ...+ ~2(Γiij∂g ln g)(−imSi)ψ.
For notational simplicity we shall set ~ = 1 for the remainder of this chapter unless
otherwise stated.
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3.3 Effective Hamiltonian for surface states of curved
TIs
We next show that the effective Hamiltonian of the surface states of a curved 3D topological
insulator also has the same form as Eq. 3.9. Our approach for deriving the surface state
Hamiltonian is a somewhat more elegant refinement of Takane and Imura’s [114].
We consider an isotropic TI described by the four-band Hamiltonian
H = (m0 +m2p
2)τz + A(~p · ~σ)τx (3.11)
where the τs represent orbital degrees of freedom, and the σs the spin, and m0, m2 and A
are material-dependent constants.
3.3.1 Flat z terminated TI
To facilitate our subsequent discussion, we first consider the simplest case of the surface
states of a TI surface normal to the +z direction, and derive the familiar Dirac fermion
Hamiltonian H = v(~p × ~σ) · zˆ. We consequently identify q1 → x, q2 → y, q3 → z, and
partition the Hamiltonian H into two parts. One part H⊥ contains spatial derivatives in
the normal z direction, and a second part H‖ contains derivatives parallel to the TI surface.
H⊥ reads
H⊥ = (m0 −m2(∂3)2)τz + A(p3σ3)τx. (3.12)
We diagonalize the spin degree of freedom by writing this in the basis of the eigenstates
of σ3, | ± σn〉 where σ3| ± σn〉 = | ± σn〉(±1). Here q3 = z, so σ3 = σz is already diagonal.
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Introducing m⊥ = (m0 −m2(∂3)2) and we now have
〈±σn|H⊥| ± σn〉 = m⊥τz ± Ap3τx. (3.13)
We now seek the zero energy eigenstates of H⊥ which exponentially decay into the TI
bulk and hence take the form of exp(κz), κ > 0. For such states to exist, the determinant
of exp(−κz)(〈±σn|H⊥| ± σn〉(expκz)) must go to 0. This imposes the condition that
m2⊥ = (Aκ)
2. Now since m0 > 0, m2 < 0 and κ > 0, m⊥ > 0 and we are led to the solution
that m⊥ = Aκ. exp(−κz)
(〈±σn|H⊥| ± σn〉(expκz)) is now proportional to Iτ − iτx which
has the null space basis vectors | ± τy〉 = 1√2(1,±i)T. Putting everything together, the null
space basis vectors of the spin and orbital degrees of freedom ofH⊥ are then |±τ τy〉⊗|±σσn〉
where the τ and σ subscripts in the ± indicate the degree of freedom the ± refers to. ±τ
and ±σ can each take the values of ±1 independently of each other, giving us four linearly
independent null space basis vectors.
We now project H‖ = Aτx~σ · ~p‖ into the subspace spanned by these four basis vectors.
The presence of the τx factor in H‖ results in the matrix elements containing like-signed τy
terms disappearing because 〈±τy|τx| ± τy〉 = 0. Also, the fact that p‖ is perpendicular to
the normal vector results in 〈±σn|~p‖ · ~σ| ± σn〉 = 0 as well. The net result is that we only
need to consider matrix elements of the forms (〈∓τy| ⊗ 〈∓σn|)H‖(| ± σn〉 ⊗ | ± τy〉) and
(〈∓τy|⊗〈±σn|)H‖(|∓σn〉⊗|±τy〉). It turns out that the (〈∓τy|⊗〈∓σn|)H‖(|±σn〉⊗|±τy〉)
matrix elements yield a two-band effective Hamiltonian that differs from the one due to
the (〈∓τy|⊗ 〈±σn|)H‖(|±σn〉⊗ |∓ τy〉) matrix elements by a net negative sign. We choose
the two-band Hamiltonian given by the latter because, as we shall subsequently show, it
reproduces H = v(pyσx − pxσy).
For notational simplicity, we now denote |±〉 ≡ |± τy〉⊗ |∓σn〉. Noting that 〈∓τy|τx|±
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 0 i〈+σn|~p‖ · ~σ| − σn〉
−i〈−σn|~p‖ · ~σ|+ σn〉 0












The ≃ in the second line denotes Trτ (
∑
± |∓〉〈∓|~p‖ · ~στx|±〉〈±|) written as a matrix
with the standard

(|+ z〉〈+z| |+ z〉〈−z|
| − z〉〈+z| | − z〉〈−z|

 basis representation, and yields the usual
Dirac fermion Hamiltonian H = v(pyσx − pxσy).
The third line of Eq. 3.14 notes that compared to the spinor part of our original
expression τx~p‖ ·~σ, projecting out the orbital τ degree of freedom leads to a rotation of the
spin by π/2 about the normal axis. The fact that this rotation occurs will be made use of
in the following when we discuss curved TIs.
3.3.2 Curved TIs
We now return to the more general case of a TI with a curved surface.
As per the previous subsection, we partition the Hamiltonian into H⊥ and H‖. The
arguments presented there regarding choosing |±〉 ≡ | ± τy〉 ⊗ | ∓ σn〉 as the basis vectors
of the effective Hamiltonian still hold.
In the solution of the null space of H⊥ we diagonalized the spin degree of freedom.
This diagonalization can be interpreted as performing a unitary transformation U on H⊥
so that UσnU
† → σz. (In the previous subsection U = Iσ since σn = σz already.) We
then took the projection of H‖ in the subspace spanned by the | ± σn〉 states, and saw
that projecting out the τ degree of freedom leads to a π/2 rotation of the spin about the
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surface normal. Taken together, projecting H‖ into the |±〉 states thus can be interpreted
as taking a unitary transformation of ~p‖ · ~σ so that the spin z direction points along the
surface normal direction, and then performing another unitary transformation to rotate
the spin axis by π/2 around the new spin z axis.
Let us now perform this sequence of unitary transformations on H‖ on a curved surface.
We learnt from our previous discussion on the RSOI on curved surfaces that a Hamilto-
nian of the form Sipi should be written as
1
2
{pi, Si} when the basis vectors have spatial
dependence. We should hence rewrite ~p · ~σ in H‖ = A~p · ~στx as 12{σi, pi}τx.
Performing the unitary transformation U to align the spin z direction to the surface
normal direction and then the unitary transformation Ur = exp(iπ/4σz) to rotate the spin
axis by π/2 about the new spin z axis, we have UrU(
1
2
{σi, pi})U †U †r .
Written as a numerical matrix, the resulting 2 by 2 numerical matrix is in the | ± σn〉
basis. We would, however, like to express them back to the usual | ± z〉 basis so we now
perform the unitary transformation U † to rotate everything back. (This was not necessary
in the previous section as the | ± σn〉 basis there coincided with the | ± z〉 basis.) Labeling
now the entire series of unitary transformations U †UrU = U ′, the resulting expression for
Heff is Heff =
A
2
{U ′σiU ′†, pi}.
Writing S˜i = U





The rotation operator U which diagonalizes σn is not unique. Mathematically, U can be
written as
∑
±z ,±n |±zσz〉〈±zσz|(|±nσn〉〈±nσn|). The non-uniqueness of U is a consequence
of the fact that which state in the | ± z〉 basis the projector | + σn〉〈−σn| corresponds
to, depends on the phase chosen for | ± σn〉. For example, if we have chosen to write
|+ z〉 = exp(iφ+)(1, 0)T and |− z〉 = exp(iφ−)(0, 1)T and used the standard Pauli matrices
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. This is not, in
general, σx but can point in any direction on the xy plane depending on δφ = (φ+ − φ−).





U = 1√g11σ1. (The factor
of 1√
g11
ensures normalization; the subscript xn indicates that this spin operator has the





U should be a normalized
spin operator pointing in the spin space direction perpendicular to σxn. σ2 is not however
necessarily perpendicular to σ1 in general. We can nonetheless obtain a normalized spin σ
′
2



















gσyn + g12σxn). (3.17)
These expressions allow us to calculate, for instance
〈+σn|U rUσ1U †U r†| − σn〉 = 〈+σn|U r√g11σxnU r†| − σn〉
= ig11
from which we can read off that σ1 = −√g11σyn. Making σyn the subject in Eq. 3.17 and
simplifying, we obtain S˜1 = U






gσxn−g12σyn). It can be shown, after a bit more algebra, that S˜2 = U ′σ2U ′† = √gσ1.
The effective Hamiltonian for a curved TI surface hence takes the same form as that
for the RSOI term on a curved surface.
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3.4 Conclusion
We conclude this chapter by summarizing the key result that, writing ~ explictly again,
the effective Hamiltonian for the surface states of a curved TI is given by
〈~r|HTI |ψ〉 = −i~Si∂iψ
where







The effective Hamiltonian for a RSOI 2DEG has the same form as that of the TI with
the Fermi velocity v replaced by the RSOI strength α, plus the kinetic energy term 1
2m
pipi.
We will continue to denote these factors as Si for the RSOI 2DEG for notational simplicity
in subsequent chapters, as much of the analysis on the effects of curvature for TIs also hold




Having derived the Hamiltonians for curved RSOI and TI systems in the previous chapter,
we now study the effects of curvature in a gently curving non-planar, magnetized TI and
a curved, planar 2DEG RSOI waveguide using the adiabatic approximation approach.
The adiabatic approximation is usually applied to spintronics systems in the two con-
texts of either a dominant spatially varying magnetization, or a dominant SOI field. The
momentum dependence of the latter admits its interpretation as a magnetization varying
in k-space. In both of these cases, we assume that the effective magnetic field experienced
by the charge carriers (due to the magnetization in real space in the first case, and the SOI
in k space in the latter [134, 135, 136]) is strong enough, and varies slowly enough, that
the spin of the charge carriers follows that of the field at every point in the relevant space.
One key advantage of using the adiabatic approximation is that it allows us to draw some
conclusions about the physical properties of the systems without having to solve for the
eigenstates explicitly.
The spatial variation of the field under the adiabatic approximation, as we shall describe
in more detail later on, induces an additional effective field experienced by the charge
carriers. This effective magnetic field gives rise to a host of other effects [135], such as
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spin transfer torques and the spin Hall effects. The presence of curvature introduces a new
degree of freedom for us to play with as we revisit previous work studying these two effects
using the adiabatic approximation approach. Here, the spatial dependence of the SOI fields
due to the curvature replaces the roles played by the adiabatically varying magnetizations
and electric field respectively.
In the first half of this chapter, we revisit spin transfer torques in TIs. Chen et al have
studied the emergence of spin torques on flat surfaces of TIs subjected to a strong, spatially
varying magnetization [137]. Here, we study two instances of magnetization whose spatial
variation are linked to the non-planar curvature of the TI surfaces. In the first subsection,
we derive the effective magnetic field experienced by the magnetization on a TI surface
which curves outwards of the lab xy plane in the z direction, subjected to a constant
magnetization in the lab z direction. The constant lab frame z magnetization appears
to a carrier moving on the surface of the curved TI as a spatially varying magnetization
with respect to the local, curved surface normal. In the second subsection, we derive the
effective magnetic field on a TI surface subjected to a magnetization which points along
the local surface normal.
In the second half of this chapter, we revisit the spin Hall effect. Fujita et al have
studied the appearance of an out of plane spin polarization for a charge carrier moving
on a flat plane subjected to an acceleration due to a uniform electric field [138, 139, 140].
Here, we show that a particle undergoing acceleration due to its being forced to move along
a curved path on a flat plane acquires an out of plane spin polarization as well.
4.1 Spin torque in non planar magnetized TI systems
Spin transfer torque (STT) is an important phenomenon for the switching of magnetization
states used as the basis of non-volatile data bits in magnetic memory. Next to the by
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now ubiquitous magnetic tunnel junctions in almost every hard disk drive read head in
use today, magnetic RAM (MRAM) is the major branch of spintronics furthest along
the path to mass commercialization. MRAM has the potential to become the universal
memory [141] which fulfills the two separate roles currently served by fast but volatile and
relatively expensive RAM, and that by non volatile but slow secondary storage devices
such as magnetic hard disk drives and increasingly today, flash-based solid state drives.
Compared to flash memory used as the mainstay in non-volatile memory currently, MRAM
has the advantages of being fast [142] and having much higher write endurance. The
competitiveness of MRAM as a viable successor to current flash memory and dynamic
RAM requires writing mechanisms with smaller currents and power than the Oersted field
writing employed in first generation MRAM [143], for which STT is a prime candidate.
The basic idea behind STT switching of the magnetization of a soft FM layer is to
pass a current spin polarized in a different direction from that of the FM magnetization.
The S-D coupling between the spin polarized charge carriers and the magnetization of
the FM causes the spin polarization of the current to change towards the magnetization
direction of the FM. This leads to a corresponding change in the magnetization of the FM
due to the conservation of angular momentum. In the early days of STT switching, the
source of the spin polarized current is a harder FM layer which acts as a spin polarizer for
the initially unpolarized current that first flows through it before flowing into the softer
FM layer. Magnetization switching in such a setup was first experimentally demonstrated
in 1999 [144]. It was subsequently predicted that the spin polarized current needed for
STT switching can result from RSOI within the soft FM layer itself without the need for a
separate spin polarizing FM layer [145, 146]. This phenomenon is now referred to as Rashba
STT, and was demonstrated experimentally in Rashba FM heterostructures [147, 148, 149]
in 2010 [150]. Building on the concept of Rashba STT switching, it was then suggested
that spin torques suitable for STT switching are also present in TIs [151, 152, 153]. STT
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switching in TIs has been demonstrated experimentally very recently [154, 155].
4.1.1 Non-planar curved surface with constant magnetization
Chen et al have previously studied the spin torque resulting from a flat TI subjected to
a magnetization of constant strength but spatially varying direction [137]. In their study,
they performed a position dependent rotation of the spin axes so that the spin z axis
is aligned to the local magnetization direction. Within the rotated frame, the constant
magnetization then points at a constant spin z direction at the cost of the emergence of a
gauge term. The gauge term represents the position dependence of the spin axes. It couples
with the current operator in the Hamiltonian to give an energy term whose functional
derivative with respect to the magnetization direction yields an effective magnetic field
in LLG micromagnetic calculations. This effective magnetic field exerts a torque on the
magnetization.
Here, we study a curved TI section in a constant magnetic field pointing in the +z
direction. This system is complementary to the one studied by Chen et al in that we both
study constant magnetizations in the z direction, albeit Chen in the rotated frame and
here in the lab frame respectively. While Chen’s system undergoes local rotations of the
spin axes to align the local spin z direction to that of the local magnetization, the spin
axes defined in the local curvilinear coordinates rotate with the curvature of the TI surface.
The analogy between our two systems is illustrated in Fig. 4.1.
Consider the surface parametrized by
~r = (x, y, z) = (q1, q2, z(q1, q2)). (4.1)
Then e1 = (1, 0, ∂1z) and e2 = (0, 1, ∂2z). We now apply a constant magnetic field ~M .
















Figure 4.1: Panel (a) illustrates Chen’s rotation of the spin axis in a flat TI which has a
position dependent magnetization (left) so that the spin z direction is aligned to that of
the local magnetization direction (right). Panel (b) illustrates the system considered here
where a spatially uniform magnetization in the lab frame appears to be a spatially varying
magnetization to a charge carrier moving on a curved TI surface. The grids on the surfaces
here represent the lines where one of the two in-plane coordinates are held constant and
the other allowed to vary. eˆ′1 and eˆ
′
2 corresponding to their respective directions on the
right of panel (b) are a pair of orthonormal unit vectors tangential to the surface (see text
for details.) The blue arrow and axes on the right of panel (a) emphasize that only the
spin space, and not real space, axes are rotated there.
that warrant the introduction of an orthonormal set of tangent vectors to ameliorate.
Introducing the normalized tangent vectors e′1 =
1√
g11






g12e1) perpendicular to it, and the normalized normal vector e
′
3 ∝ e′1 × e′2 we have






gσ′1 − g12σ′2). (4.3)
We also introduce M i
′
= ~M · e′i so that ~M = M i′e′i, and mi′ ≡M i′/M .
In Chen’s paper, the adiabatic approximation of the system assuming only spin states in
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the direction of the applied magnetization was implemented by only taking the |+ z〉〈+z|
matrix element of the the Hamiltonian in the rotated frame where | + z〉 points in the
magnetization direction. The frame rotation was performed by a unitary transformation
U . Here, we find it more convenient to apply the adiabatic approximation by projecting
out the Hamiltonian H = Sipi in the basis of the (lab frame) magnetization direction |+ ~m〉
directly [156].
From Eqs. 4.2 and 4.3, we have
1
v





gm′1 − g12m′2))p2. (4.4)
In Chen’s paper, the unitary transformation U leads to UσipiU
† = UσiU †(pi+U [pi, U †])
where the U [pi, U
†] term was identified as a gauge potential Ai and UσiU † as the current
operator in the i direction, ji. The paper then focused on the Aij
i term. The term can
be interpreted as measuring the energy difference between the system being subjected to
a spatially uniform magnetic field, and that being subjected to a position dependent field
because the Ai term disappears for a constant field.
In our present system, we do not have terms additive to pi in Eq. 4.4 which we can
identify as gauge potentials Ai. For the specific case of ~M = Mzˆ, 〈+z|Sipi| + z〉 = 0
if the surface is completely flat since the SOI field is orthogonal to the magnetization
direction. The presence of curvature, as indicated by finite ∂iz, leads to some component
of the local SOI field being parallel to the z direction, and a finite expectation value for
〈+z|Sipi|+ z〉. We therefore interpret the whole of 〈+z|Sipi|+ z〉 as measuring the energy
difference between a flat and curved surface, analogous to the role of ~A · ~j measuring
the difference between constant and varying magnetizations in Chen’s paper. We shall
nonetheless continue to write Eq. 4.4 in terms of m′1 and m
′
2 as we will need to perform
the functional derivative of the equation with respect to m′i shortly.
55
In Chen’s paper, the ji in the energy term Aij
i are taken eventually taken to be constant
numerical parameters. In our case, we assume that the curvature is gentle enough that to
first order in ∂iz, the pis are still approximately good quantum numbers (as they would
be in a flat surface) with constant numerical values. An effective anisotropy magnetic field
~Heff , in the spirit of micromagnetic studies where the magnetization in a FM is that which
minimizes the total magnetic energy [157], can be defined via the functional derivative of






(The spatial derivatives of ~M do not appear in the expression for Eint so there are no
∂qi∂∂iMjEint terms in the functional derivative.)
Now ∂M i′m
i′ = ∂M i′M
i′/
√
M j′M j′ = 1
M














Eq. 4.5 provides a prescription for calculating the resulting effective magnetic field. The
resulting expressions in terms of the ∂izs for a given ~M , while straightforward to calculate,
are cumbersome and will not be presented here. Nonetheless since we have assumed that
∂izs are small enough to invoke the adiabacity approximation, then retaining only the



















4.1.2 Non planar curved surface with normal magnetization
We now consider the effective magnetic field when the spin of the TI surface adiabatically
follows a strong applied magnetization parallel to the local surface normal whose direction
we denote as ~n(~r). Such a system is illustrated in Fig. 4.2 and can correspond to one
in which the anisotropy energy dominates over the exchange coupling in the accompany-
ing FM layer, such that the magnetization continues to point in the same direction with
respect to the FM crystal lattice even after the FM is curved by the underlying TI. A
magnetization-dependent SOI coupling has been theoretically predicted to give rise to a
spin torque in a RSOI system [158]. In our system, the SOI effective magnetic field and
the magnetization direction are coupled by the magnetization pointing along the surface




Figure 4.2: A curved TI system with the magnetization aligned to the local surface normals.
The magnetization and surface normals are indicated by the blue lines pointing out of the
surface, while the grid on the surface are parallel to the local e′1 and e
′
2 directions.
We start by writing out the Hamiltonian for this system -






We shall need to calculate derivatives of the resulting interaction energy with re-
spect to spatial derivatives of the magnetization. To avoid issues arising from the non-
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orthonormality of the ei vectors, we convert the p
is to the e′i coordinate system as well.
This gives the remarkably simple expression
H ′ = v(σ1
′
p2
′ − σ2′p1′). (4.7)
Consider 〈+~n|σi′pj′ |+ ~n〉. Let |nˆ〉 = U †|+ z〉 where |+ z〉 = (1, 0)T. Applying the adi-
abatic approximation of taking the local spin as pointing along the local normal direction,
we have
〈nˆ|σi′pj′ |nˆ〉 = 〈+z|Uσi′pj′U †|+ z〉
= 〈+z|(Uσi′U †)(pj′ + U [pj′ , U †])|+ z〉.
We identify vUσi′U
† as a current term ji
′
, and U [pj
′
, U †] as a gauge term Aj′ so that
after putting everything together, the position dependence of the normal direction gives an
interaction energy term of in the familiar Aij
i form. The first term 〈+z|(Uσi′U †)pj′|+z〉 = 0
because the σis point in perpendicular directions to nˆ.
To further expand the Aij
i interaction term, we insert a resolution of the spin identity
operator Iσ =
∑
± | ± ~n〉〈±~n|. The σi′ being perpendicular to ~n results in 〈~n|σi′ |~n〉 = 0, so
that
〈+z|(Uσi′U †)(U [pj′ , U †])|+ z〉 = 〈+n|σi′ | − n〉〈−z|U [pj′ , U †]|+ z〉
= i〈+n|σi′ | − n〉〈−z|(∂j′U)U †|+ z〉
Let us denote 〈+~n|σ1′ | − ~n〉 ≡ exp(iϕ1′). The fact that nˆ = σ1′ × σ2′ implies that
σn = iσ1′σ2′ so that 〈+n|σ2′ | − n〉 = −i〈+~n|σ3′σ1′ | − ~n〉 = −i〈+n|σ1′ | − ~n〉 = −i exp(iϕ1′).
While the Us which give U †| + z〉 = |nˆ〉 are not unique (there exists a degree of
freedom in the rotation of the spin directions perpendicular to nˆ), the end result of
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〈+n|o| + n〉, where o is an arbitrary operator, is independent of the choice of U – the
| + n〉 = U | + z〉s that result from different choices of Us differ at most by a phase fac-
tor which cancels out the corresponding phase factor in the 〈+n| ket during the eval-
uation of the expectation value. We hence use the commonly used [135] U = ~m · ~σ,
m = (sin(θn/2) cos(φn), sin(θn/2) sin(φ), cos(θn/2))
T [159]. Here, θn and φn are the usual
spherical azimuthal and angular coordinates for the local surface normal direction in the
laboratory frame. This gives
−i〈−z|U∂j′U †|+ z〉 = 1
2
(i exp(iφn)∂j′θn − exp(iφn) sin(θn)∂j′φn). (4.8)




exp(i(ϕ1 + φn))(sin θn(∂1′φ− i∂2′φ)− (i∂1′θ + ∂2′θ)). (4.9)
Now, we know that Eint is a real quantity. If we know, for an arbitrary ϕ and z =
|z| exp(iargz), that exp(iϕ)z = exp(iϕ)|z| exp(iargz) is real then we can conclude that
exp(iϕ)z = ±|z|.
Here, we consider the particle states with positive energy, so that taking the absolute





(∂2′θn − ∂1′φ sin θn)2 + (∂1′θn + ∂2′φn sin θn)2. (4.10)
For small curvatures where keeping only the linear terms in the ∂izs is adequate, we have
Eint ≈ A
2
|∂22z − 2∂1z∂2z∂1∂2z + ∂21z|.
The presence of the square root makes the resulting expressions cumbersome if we
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attempt to take partial derivatives of Eint with respect to θn, φn and their derivatives















































sin(2θn)− 2(∂22′θn + ∂21′θn)
)

















sin(2θn)− 2(∂22′θn + ∂21′θn)
)
.
The effective magnetic field unfortunately does not have a compact expansion in the
linear terms of the ∂izs. To gain some idea of how it looks like, we show in Fig. 4.3 the
effective field for a gentle sinusoidal bump. The field is 0 at the stationary point at the
maximum height of the bump, and ‘flows’ down the slope of the bump with a magnitude
approximately proportional to the gradient of the surface.
One may interpret the effective magnetic field experienced by the magnetization as
coming from the spin accumulation, and the magnitude of the spin accumulation to be
proportional to the number density of the mobile charge carriers. The results would then
indicate that the number density is smallest at the region with the least radius of curvature.
This is somewhat reminiscent of the effects of the da Costa confinement potential reviewed
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Figure 4.3: The effective magnetic field calculated for a gentle sinusoidal bump. The red
colored parts of the bump correspond to parts with greater heights. The lengths of the
arrows are indicative of the relative magnitudes of the field at different points.
in Sect. 1.4 despite the confinement potential not being applicable to linear momentum
Hamiltonians.
4.2 Spin Hall effect in planar curved waveguide
Much as interest in STT in the previous section was motivated by its application in writing
magnetic data, interest in SHE [160] is motivated by its potential application as a means of
generating spin polarized currents without the use of ferromagnets [161]. The SHE refers to
the generation of a spin current polarized in the out of plane z direction flowing along the
transverse direction due to the application of a longitudinal electric field. In the adiabatic
limit and with the transverse direction denoted as the e2 direction, this spin current is
approximately j2;σz ≈ 〈σz〉〈p2m 〉. The existence of spin Hall current is thus tied to that of
spin z polarization. In an infinite 2DEG RSOI system and in the absence of an applied
electric field, the system is translationally invariant and the momenta are good quantum
numbers. The spin z polarization of each energy eigenstate is hence identically 0 since the
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RSOI effective magnetic field is completely in-plane. The application of an electric field
breaks momentum conservation and leads to a finite spin Hall current.
The physical mechanism of how the electric field generates a spin polarization can be
traced to the observation by Aharonov and Stern in the early 90s [162] that a magnetic
particle whose magnetization adiabatically follows a strong magnetic field varying in time
in the in-plane direction gains an out of plane magnetization. This idea was later exploited
by Fujita and co-authors [139, 140] to explain the spin Hall effect where the role of the time
varying magnetic field was played by the RSOI field, and the time variation of the field
caused by an applied electric field. The acceleration in the direction of the electric field
causes the momentum direction to rotate towards the field. The direction of the RSOI field
is perpendicular to that of the momentum, and rotates with the momentum. We show here
that instead of applying an electric field, the change in momentum direction of a charge
carrier as it moves along a curved surface can give rise to an analogous effect.
Fujita considered a flat 2DEG RSOI system subjected to an electric field, which without
loss of generality we take to be in the +x direction. The p2/2m kinetic energy term is
not central to the argument here, and we shall ignore it. The relevant terms are then
~B(~k) · ~σ−Ex where we wrote ~B(~k) = α(ky,−kx, 0) = kbˆ to stress that this takes the form
of a momentum dependent effective magnetic field. We can think of ~B(~k) as the assignment
of a magnetic field to every point in k space, much like a magnetization ~M(~r) · ~σ assigns a
magnetization vector to every point in real space. Between succeeding points in time, the
electric field increases kx, while ky remains fixed so that the direction of the unit vector
kˆ shifts towards the +x direction and that of the ~B(~k) changes as well. In the adiabatic
approximation we assume that the spin of the carriers follows that of the changing ~B(~k) so
the spin rotates along with ~B(~k). This rotation can be interpreted as being due to a spin






Figure 4.4: The main figure shows the direction of the SOI field at each point in k space.
The thin arrow joining the k space points in the second row above the kx axis represents
the trajectory traced by the momentum of a charge carrier accelerated by an electric field
applied in the x direction. The inset shows the rotation of the spin adiabatically following
the direction of the SOI field as the momentum of the carrier changes between the two k
space points indicated, as well as the torque causing the rotation.
We define uniquely a unitary transformation U which satisfies
Ubˆ · ~σU † = σx,
U(∂kx bˆ · ~σ)U † = |∂kx bˆ|σy.
With these properties, we can deduce that
∂kx(Ubˆ · ~σU †) = ∂kxσx = 0
⇒ (∂kxU)bˆ · ~σU † + |∂kx bˆ|σy + Ubˆ · ~σ(∂kxU †) = 0
⇒ (∂kxU)U †σx + |∂kx bˆ|σy + σxU(∂kxU †) = 0
⇒ [(∂kxU)U †, σx] = −|∂kx bˆ|σy.
In going from the first to second line we made use of U(∂kx bˆ · ~σ)U † = σy; from the second
to third line we inserted a 1 = U †U = UU † into the appropriate places and then used
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Ubˆ · ~σU † = σx, and from the third to the fourth line the identity (∂xU †)U = −U †∂xU .
From the last line, we can deduce that (∂kxU)U
† = i|∂kx bˆ|σz.
We now perform the unitary transformation
U( ~B · σ + Ex)U † = |B|σx + E(x+ |∂kx bˆ|σz)
Since zˆ = xˆ × yˆ, we identify the σz term in the rotated frame as pointing in the
bˆ × (∂kx bˆ) = ±zˆ in the the lab frame where the + or − sign depends on the specific
directional relationship between bˆ and ∂kx bˆ. This σz term can be interpreted to serve two
roles. First, it results in an out-of-plane spin polarization for the carriers. Second, it
provides the torque required for the spin to rotate in the in-plane direction.
An analogy can be made for a gently curved 2DEG waveguide lying flat on the xy
plane. Consider a curve parametrized by
~r = ~r0(q
1) + q2nˆ(q1) (4.11)
where nˆ ∝ (∂1~r0 × zˆ)
∣∣∣
q2=0
. Fig. 4.5 shows one example of a curve with a small curvature
oriented largely along the ~a direction. We assume that the curvature is small enough that
the momenta direction of the carriers adiabatically follow the curvature, and that the spin
of the carriers constrained to move along such a curve, for example due to the curvature
of the conductor carrying them, adiabatically follows the position dependent direction of







Figure 4.5: The thick black line represents the curve traced out by ~r0 and the thin blue line
the locus of points with constant q2. In the next section we shall consider ~r0 = q
1aˆ+f(q1)bˆ.
aˆ and bˆ are orthogonal vectors lying on the xy plane with zˆ = aˆ× bˆ
Note that the requirements that ∂1nˆ is perpendicular to nˆ and that it is perpendicular to
zˆ lead to ∂1nˆ being parallel (or antiparallel) to the tangent vector ∂1~r0 at q
2 = 0. This












We now introduce the unitary transformation U so that that Uσ2U
† = σy, U(∂1σ2)U † =
−|∂1e2|σx. Proceeding in a similar fashion as before, we have (∂1U)U † = i|∂1e2|σz where
again, σz in the rotated frame points along the ±z direction.
Noting that e1 ∝ ∂1nˆ, we may write Uσ1U † = c1σx where c1 = e1 · ∂1nˆ. Applying the






U({pi, Si})U † = (p1 − |∂1e2|σz)(− σy√
g
) + (− σy√
g








In going from the first to second lines we made use of the fact that {σz, σy} = 0. Performing
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((p1 − |∂1e2|σz)(p1 − g11|∂1e2|σz) + p2p2)





(p1 − |∂1e2|σz − g11mα√
g
σy)(p

















The curvature can thus be interpreted as introducing a gauge Acurvei = (0,−|∂1nˆ|σz, 0)
that points in the spin out of plane z direction. The presence of this term, similar to its
analog in Fujita’s work, leads to a finite spin polarization in the lab z direction. It also
provides the spin torque necessary for a spin adiabatically following the direction of the
local SOC field to rotate along with the field as the field changes direction with q1. We
have explicitly written the RSOC as a gauge ASOCi = (−g11mα√g σy, mc1α√g σx, 0) to exhibit the
coupling between the RSOC and curvature gauge.
We can derive an approximate analytical expression for the spin z polarization in a
gently curved segment. Consider
~r0 = q
1aˆ+ f(q1)bˆ
where aˆ and bˆ are constant orthogonal unit vectors representing the ‘average’ longitudinal
and transverse directions of current flow in the sense that ∂1f can be taken to be small
so that keeping only the linear terms in ∂1f is an adequate approximation. The definition
of U has been chosen so that σz in the rotated frame points along the lab frame spin +z
direction for a positive ∂21f .
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We also assume the curve to be gently curved so that it is adequate to keep only the
linear terms in ∂21f and discard higher derivatives of f . ~r0 hence describes an approximately
straight line along the aˆ direction as illustrated in Fig. 4.5.
Under these approximations,
UHU † ≈ 1
2m
(1 + q2(∂21f))((p1)









We assume that |∂21f | is small enough that p1 and p2 are still approximately good
quantum numbers so that the weightages of the spin polarizations along the spin x, y and
z directions are proportional to the momenta multiplying the respective spin operators.











In this chapter, we employed the adiabatic approximation approach and revisited previous
work on spin transfer torque and the spin Hall effect where the curvature played the roles
of the spatially dependent magnetization and an applied electric field respectively. In the
first half of the chapter we showed that curvature leads to effective magnetic fields for
magnetization switching in gently curved non-planar TIs.
We then showed in the second half that curvature in a planar RSOI 2DEG leads to
the emergence of an out of plane spin polarization absent in straight RSOI sections. We
shall continue with the theme of SHE in the next chapter and show that even without the
adiabatic approximation, curvature leads to out of plane spin currents in planar waveguides.
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Chapter 5
Statics on curved SOI surfaces
5.1 Introduction
The chapter title may seem unusual in that most studies in spintronics are more concerned
with dynamics. The latter conveys a sense of physical quantities changing in time, for
instance, the rotation of the spin orientation in spin precession.
We choose this title because the starting point of our approach to studying the effects
of curvature in SOI systems is the observation that the time derivative of any observable
for an energy eigenstate of a time independent Hamiltonian is zero. The absence of time
dependence is, as we shall see later, the net result of quantities related to spin and charge
currents and forces balancing off each other. The chapter title is hence in the same spirit
as that of a similarly titled chapter of a freshman mechanics textbook describing the net
cancellation of forces and torques acting on a body at mechanical equilibrium.
This chapter is thus concerned with elucidating the particle and spin currents, and
forces (or torques) acting on charge carriers on a curved SOI surface. The recurring theme
is that if we know that one of these quantities has a finite expectation value, then at least
one of the others is forced to have a finite expectation value as well to cancel the former
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out. While the concept of a spin force [163] has been used to explain [164, 140] various
spin related phenomena such as the spin Hall effect [165, 160], exploiting the fact that the
expectation values of (divergences of) currents and forces cancel out for energy eigenstates
is, to the best of our knowledge, a novel method of extracting the relationships between
them.
Further, in most applications of the spin force the 〈q¨i〉s calculated are global in the
sense that taking their expectation values corresponds to calculating the average of these
quantities over the entire device. Here, we prefer to work with the local expectation values
of these observables at each point in space. The reasons for this are two-fold. Working with
the local quantities allows us to examine the relationships between the expectation values
at neighboring spatial points which are obscured when these values are averaged over the
entire device. It also turns out that on curved surfaces, the local quantities at each point
in space are easier to work with. For example, on a 2DEG without SOI we have the global
q˙i = −i[qi,− 1
2m




ggij) + 2∂j) which has a more complicated and less
physically intuitive form than the corresponding local charge current ji = 1
2m
{|~r〉〈~r|, pi},
which we shall derive later. Part of the extra complication can be related to the fact that
the divergence of a vector viei on a curved surface is not in general given simply by ∂iv
i, but
rather (∂i + (∂i ln
√
g))vi. The additional (∂i ln
√
g) term appears in the global expression
for q˙i.
The primary tool for evaluating the local spin and charge currents will be the Heisen-
berg equation of motion (EOM). We state two commutation relations which we will use
frequently, and which are derived in detail in Appendix section A-2. For an arbitrary













[O, Si], {|~r〉〈~r|, pi}
}





−i[|~r〉O〈~r|, p2] = ~
((
(∂i + (∂i ln
√
g)){|~r〉O〈~r|, pi})− {|~r〉∂iO〈~r|, pi}). (5.2)
5.2 Local spin and charge currents
We first derive the local charge current. Putting O = Iσ into Eq. 5.1 gives
−i[|~r〉〈~r|, 1
2
{Si, pi}] = Si[|~r〉〈~r|, pi]
= i~∂i(S
i|~r〉〈~r|)− ~(∂iSi)|~r〉〈~r|.
We make use of the fact that (∂i+ (∂i ln
√
g))Si = 0⇒ −∂iSi = ∂i ln√g to rewrite the
second line of the above in
−i[|~r〉〈~r|, Sipi] = ~(∂i + (∂i ln√g))(Si|~r〉〈~r|)
and identify
~|~r〉Si〈~r|
as a contributory term to the charge current in the ei direction in the 2DEG, and as the
charge current in the TI.
The 2DEG has an additional contribution to the charge current due to the kinetic








We next consider the temporal evolution of the local spin accumulation. In a TI the
in-plane spin accumulation is proportional to the local charge current.
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Using Eq. 5.1, we have
[|~r〉σi〈~r|, 1
2
{Sj, pj}] = 1
4
({{σi, Sj}, [|~r〉〈~r|, pj ]}+ 2[σi, Sj ]{|~r〉〈~r|, pj}+ 2{|~r〉Sj〈~r|, [σi, pj]}) .
(5.3)
A direct consequence of the definition of an eigenstate is that the time derivative of
the expectation value of any local observable for the eigenstate of a time independent
Hamiltonian must be 0. The Heisenberg equations of motion for the time derivatives of
such expectation values can thus be interpreted as balance equations where the sum of
all contributing terms must add up to 0. We have taken care during our derivation of
Eqs. 5.1 and 5.2 to ensure that each of the individual terms on the right hand side are
Hermitian so that each term corresponds to an observable quantity. The requirement that
these expectation values sum up to 0 constraints how they are related to one another.
These constraints apply not only to individual eigenstates, but also to the incoherent
sum of the expectation values over multiple eigenstates, not necessarily of the same eigenen-
ergy. If for an eigenstate labeled by a and a list of observables Ois, we have
∑
i〈a|Oi|a〉 = 0




i〈a|Oi|a〉) = 0, so that




a〈a|Oi|a〉) = 0, i.e. the sum of the incoherent
sums of the observables add up to 0 as well. (We have assumed for simplicity that the
a states being summed over have the same weightages, but the argument will still hold if
we include an occupancy factor, for example the Fermi-Dirac distribution for systems in
equilibrium, to the states.)
These incoherent sums are applicable in two situations of practical interest. The first
situation is that of a system in thermal equilibrium. In such a system at 0 K, the eigenstates
are occupied up to the Fermi energy. The expectation value of any observable is the
incoherent sum of that for every individual occupied eigenstate summed from the ground
state up to the Fermi energy. The second situation, and one which we shall focus on more
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in this thesis, is when we consider transport between semi-infinite source and drain leads,
each assumed to be in equilibrium, through a central device segment. The expectation
value of an observable in the central device segment is the incoherent sum of that of the
device states excited by each occupied mode of the source leads.
(It should be noted that the constraints do NOT hold when the expectation values
are taken over coherent linear combinations of eigenstates with different eigenenergies, for
example in a Gaussian wave packet. )
Returning now to Eq. 5.3, we note that the first term on the right hand side has
two parts. {σi, Sj} is proportional to the component of Sj pointing in the ei direction.
This and [|~r〉〈~r|, pj ] = i~∂j(|~r〉〈~r|) admit the interpretation of the 12{σi, Sj}[|~r〉〈~r|, pj ] term
without summing over j as being proportional to derivative of the component of Sj parallel
to ei in the j direction. The second term on the right hand side [σi, S
j ]{|~r〉〈~r|, pj} can be




(The anticommutator between two spin operators gives the dot product of the vectors in
spin space the spin operators point to; their commutator gives i times a spin operator
pointing in the direction of their cross product. ) The last term can be interpreted as an
additional contribution from the spatial variation of σi due to [σi, pj] = i~∂iσj.
In a TI where there are no further terms in the Hamiltonian, Eq. 5.3 tells us that
the torque due to the SOC field acting on the local spin accumulation is balanced by the
spatial variations of the local spin accumulations.




(∂j + (∂j ln g)){ 1
m






{σi, Sj}∂j(|~r〉〈~r|)− i[σi, Sj ]{|~r〉〈~r|, pj}+ |~r〉{Sj, ∂jσi}〈~r|)
)
.
The first term consists of the divergence of a quantity which admits the interpretation
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The second term can be interpreted as a spin current correction term for the position
dependence of the spin operator whose time derivative is being taken. The next three terms
have been discussed previously. Taken together, the entire expression can be interpreted
as saying that the spin torque acting on the local spin density due to the SOI effective
magnetic field is balanced off by the divergence in spin current, and the spatial variation
in the local spin density. We note in passing that the link between the divergence in spin
current and the spin torque has also been pointed out earlier in Refs. [166] and [167],
in those case for spin torque resulting from an external magnetization. For notational
simplicity we do not explicitly mention the factors of ~ in the remainder of the chapter.
5.2.1 Curved planar waveguide
We consider a planar curved 2DEG waveguide lying on the xy plane described by Eq. 4.11
and Fig. 5.1. If the curvature is not too severe, we expect the wavefunction to roughly
follow the shape of the waveguide. It is therefore worthwhile to look at the local equations
of motions in terms of the local curvilinear coordinates q1 and q2 introduced in Eq. 4.11.
























The requirement that the local time derivatives of expectation values go to 0 implies
that the presence of a finite value for the expectation value of any one term in the local
EOM means that other terms must also assume finite values which sum up to the same
magnitude but of opposite sign to compensate. (The details of how this compensation is
divided out between the various terms of course depend on the states involved.) We can
thus say that a finite value for any one term leads to a finite value of the other terms.
The |~r〉(e2 · ∂1e1)〈~r| term on the last line of the right hand side would have been 0 in
the absence of a curvature. This term is proportional to the local charge density |~r〉〈~r|.
Thus as long as there is a finite curvature and finite charge density, one or more of the
(in the order in which they appear in Eq. 5.4) divergence of the σ1 spin current, the σ1
spin current flowing in the in-plane directions, the σ2 and σz spin current flowing in the e1
direction, and a charge density variation along the e2 direction must be non-zero as well.
The emergence of finite spin currents due to curvature can also be deduced by this
term. Consider taking the expectation value of Eq. 5.4 with respect to an eigenstate |ψ〉
over a Gaussian pillbox illustrated in Fig. 5.1. The vertical boundaries of the pillbox are
parallel to the local e2 while the horizontal boundaries of the pillbox extend slightly over
the transverse waveguide edges so that the wavefunction and its derivatives are 0 there.
Figure 5.1: The Gaussian pillbox over which Eq. 5.4 is integrated over is outlined in red.
The left boundary is at q1(a) and the right boundary at q
1
(b).
After performing the integral with the aid of the Gauss’s theorem and using the fact
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where ρ is the local charge density.
(We used j1 = g11j1 =
1
g
j1 to convert j1,σz =
1
2
{|~r〉σz〈~r|, p1m}, as well as e1 · (∂1e2) =
−e2 · ∂1e1 ) We note in passing that the use of the divergence theorem and a Gaussian
pillbox has also been reported previously to analyze spin torques and currents [168] , in
that case around a NM-FM interface.







ρ(e2 · ∂1e1) is finite since ρ ≥ 0. This necessarily leads the remaining terms which consist
of various spin currents integrated over the pillbox, and a finite difference between j1σ1
integrated over the left and right edges of the pillbox Eq. 5.5 to sum to a finite value as
well. In other words, at least one, if not more, of the spin currents must be non-zero. We
do not, in general, expect the expectation of the right hand side to disappear identically.
A finite difference between j1σ1 integrated over the left and right edges of the pillbox in
turn implies that j1σ1 cannot assume the constant value of 0 everywhere but must assume
a finite value at least somewhere.
We contrast this against a straight segment of infinite length where ∂1e1 = 0. In this
case, the only non-zero term on the right hand side of the equal sign is the j1σz term.
Translational invariance along the length of the segment leads to the j1,σz on both vertical
boundaries of the Gaussian pillbox to be equal so that the left hand side of Eq. 5.5
disappears. Since ∂1e1 = 0 then j
1
σz must be 0 in everywhere to satisfy the equation, and
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no spin z polarized current flowing along the length of the segment exists.
We thus conclude that the curvature leads to the emergence of a finite spin currents in
the system.
We also have












· (∂1e2)σ1〈~r|, p1}. (5.6)
Let us consider integrating Eq. 5.6 over the Gaussian pillbox over an infinitely long ho-
mogenous straight RSOI segment which without loss of generality we set e1 = xˆ, e2 = yˆ for
an eigenstate with a given kx. The x translational invariance results in the terms propor-







dy 〈jyσz〉) term over the pillbox which we conclude must evaluate to 0 as well.
This tells us that either jyσz is anti-symmetrically distributed about y or it is 0 everywhere.
The closest comparison to the straight segment which has a finite curvature, and for
which translational invariance applies, is a perfectly circular arc of constant width. In terms
of standard cylindrical coordinates r and φ we identify e1 = rφˆ(φ) and e2 = rˆ(φ). We have
explicitly written out the φ dependence of φˆ and rˆ to stress that these are functions of
the φ coordinate. Then e1 · ∂1e2 = −r. Such an arc admits the existence of an eigenstate
|ψ〉 where j~σ and the charge density ρ are φ independent so that after integrating over the
Gaussian pillbox, the contributions of the ∇ ·~jσ2 and ∂1(|~r〉〈~r|) terms disappear. We can
then conclude that ∫
dr rmα〈jrσz〉 = −
∫
dr r〈jφσφ〉.
The term on the right hand side is generally non-zero so that the spin z current in the
transverse (radial) direction integrated over the radius is non zero as well. The finite flow
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of spin z current across the transverse dimension can be interpreted as a curvature induced
spin Hall effect.
Returning to the general arbitrarily curved planar waveguide again, we also have












The form of the local time derivative for σ3 on the curved waveguide resembles that
for a straight segment with two differences. The position dependence of σ2 leads to the
appearance of an additional j1σ1 term. Various powers of g are present to account for the
position dependence of the infinitesimal area element
√
gdq1dq2. The local forms of σ1
and σ2 are also written in a position-momentum symmeterized form due to the position
dependence of σ1 and σ2.
5.3 Non planar curved SOI systems
We next study non-planar curved systems of the form ~r = (q1, q2, z(q1, q2)). This has the
same form of the non planar surfaces we studied in the first half of the previous chapter.
To simplify the physical picture we first restrict ourselves to z having a dependence
only on q1 and not q2. For example, the q1 coordinate can be the x coordinate along the
top half of a not necessarily circular cross section of a uniform, infinitely long cylinder like
the one in Fig. 1.2, and q2 the dimension along its length.
In this case, e1 = (1, 0, ∂1z), e2 = (0, 1, 0), and g = 1 + (∂1z)
2.
5.3.1 TI
We consider first a curved TI where there is no quadratic momentum kinetic energy term.
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Evaluating Eq. 5.3 gives
−i[{|~r〉σ1〈~r|, 1
2


















These resemble the corresponding equations for a flat sheet except for the need to
include the
√
g factors and the need to write the spin operators and local momenta in a
symmeterized form due to the explicit position dependence of the spin operators. In a TI
eigenstate the independence of the local spin operators from time implies that the local
out of plane spin multiplied by the local momentum along an in-plane direction balances
off spatial variation of the number density along the in-plane direction orthogonal to the
momentum direction. (We remind ourselves again that in a TI {|~r〉σi〈~r|, pj} does not admit
the interpretation of a spin current because the group velocity is dependent on ~σ, not ~p. )
The dependence of z only on q1 and not q2 admits the existence of eigenstates which
are translation invariant along the e2 direction so that p2 is a good quantum number.
(We shall derive analytical expressions for the eigenstates of a TI cylinder in the follow-
ing chapters. ) Taking the expectation value of both sides of Eq. 5.8 with respect to
these eigenstates, we see that 〈{σ3, {|~r〉〈~r|, p1}}〉 = 0. While it is tempting to conclude
that this implies 〈σ3(~r)〉 = 0 it needs to be remembered that, in general, for any two
operators A and B, 〈AB〉 6= 〈A〉〈B〉. However if the state the expectation value is taken
with respect to, |a〉, is an eigenstate of operator A with eigenvalue a then we do have
〈a|AB|a〉 = a〈a|B|a〉. In particular, consider a state |ψ〉 for which p|ψ〉 = |ψ〉p, i.e. |ψ〉
is an eigenstate of the operator p with eigenvalue p. We wish to see if we can conclude
that 〈ψ|{{|~r〉〈~r|, p}, σ}}|ψ〉 ?= 4pψ†σψ or if there will be extra terms that emerge due to
[p, σ] 6= 0.
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Expanding, we have
〈ψ|(|~r〉〈~r|pσ + p|~r〉〈~r|σ + σ|~r〉〈~r|p+ σp|~r〉〈~r|)|ψ〉
= 2p(ψ†(~r)σψ(~r)) + 〈ψ|(|~r〉〈~r|pσ + σp|~r〉〈~r|)|ψ〉
= 2p(ψ†(~r)σψ(~r)) + 〈ψ|(|~r〉〈~r|(σp+ [p, σ]) + (pσ + [σ, p])|~r〉〈~r|)|ψ〉
= 4p(ψ†(~r)σψ(~r))
so that we conclude that there are no extra terms.
Therefore from Eq. 5.9 for a p2 eigenstate we conclude that
p2〈σ3(~r)〉 = − 1√
g
∂1(ρ(~r)). (5.10)
We show that charge current conservation implies that the term on the right hand side
is, in general, non-zero on a curved waveguide. Using Eq. 5.3 we have
−i[{|~r〉〈~r|, 1
2
{Si, pi}] = ∇ · ( 1√
g
(|~r〉σ2〈~r|e1 + |~r〉(−σ1)〈~r|e2) (5.11)
For a p2 eigenstate ∂2ρ = 0 so that on setting −i〈[{|~r〉〈~r|, 12{Si, pi}]〉 = 0 we have
∂1ρ = −(∂1 ln√g)ρ. (5.12)
Curvature as reflected by ∂1 ln
√
g drives variation in the number density ρ. Substituting






This variation in number density in turn gives rise to a finite out of plane spin polarization
absent on a flat TI.
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The time derivative of the spin operator in the direction of the local normal σ3
−i[|~r〉σ3〈~r|, 1
2














This resembles a familiar result from the infinite flat TI sheet lying on the xy plane.
The latter admits eigenstates indexed by p1 ≡ px and p2 ≡ py which have expectation





on every point in space.
5.3.2 2DEG
We move on to the 2DEG. Compared to the TI, the presence of the (p)2/(2m) kinetic
energy term in the 2DEG Hamiltonian now makes it appropriate to define spin currents,
and gives an additional, spin-independent da Costa confinement potential. The latter does
not modify the equations of motions for the observables studied here, although they do
affect the number density at each point in space. Now adding in the contribution of the
(p)2/(2m) kinetic energy term, we have from Eqs. 5.2 and 5.11,














We again consider p2 eigenstates, and integrate the expectation value of both sides of





Figure 5.2: The thick black lines denote the transverse edges of the waveguide which
extends to infinity along the y / e2 direction. Both Gaussian pillboxes A and B have
edges parallel to e1 and e2, and one edge parallel to e2 extending slightly over the edge
of the waveguide where the wavefunction and its derivatives go to 0. The remaining edge
of pillbox B extends over the opposite edge, while that of pillbox A remains within the
pillbox.
direction implies that the contributions to the integral from the two edges parallel to e1
cancel out, while the edge outside the waveguide does not contribute. The fact that ∂tρ = 0
everywhere then implies that








where 〈p1(~r)〉 ≡ 〈|(1
2




as we might have expected from the form of the Hamiltonian. Notice that in this argument
we have assumed that p2 is conserved. If this had not been the case 〈σ2(~r)〉 would have
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contained additional terms proportional to ∂2〈p2m + ασ1〉.
Next, from Eqs. 5.8, 5.9 and 5.2 we have
∂t|~r〉σ1〈~r| = ∇ ·~jσ1 − j1∂1σ1 +
α
4
(− 4mj1,σ3 +√g∂2(|~r〉〈~r|)), (5.15)










Integrating the expectation value of Eq. 5.15 for a p2 eigenstate over the Gaussian














When z is not symmetrical about the q1 = W/2 line, the integral on the right hand
side, in general, does not go to 0 as happens for a flat waveguide where ∂1σ1 = 0 identically.
This implies that the curvature leads to a finite transverse out-of-plane spin current flowing
along the transverse direction of the waveguide.
Integrating the expectation value of Eq. 5.16 for a p2 eigenstate over pillbox A, and
then taking the limit of the e2 dimension of the pillbox going to 0 establishes a relationship












Integrating the expectation value of Eq. 5.16 for an arbitrary Hamiltonian eigenstate
(which need not simultaneously be a p2 eigenstate) over pillbox B and then taking the















This establishes a relationship between the out of plane spin current flowing along
the longitudinal e2 direction, and the e2 spin current flowing along the e2 direction. One
physical situation where the term on the right hand side is finite is when an electric field
in the e2 direction is applied in the system. The electric field can then be modeled as
a q2 dependent, spin independent potential. Another physical situation is when a finite
(semi-infinite) length of the waveguide is connected to waveguide(s) curved differently on
one (both) ends. In both of these situations, p2 conservation is broken but the equations of
motion for the observables studied here remain unchanged within the waveguide. A third
situation where a finite longitudinal out of plane spin current can emerge is when the shape
of the waveguide is dependent on both q1 and q2. In this case, the q2 dependence gives rise
to additional terms in the equations of motion which will be studied more extensively in
the next section.
On the other hand, the right-hand side of Eq. 5.17 disappears when the Hamiltonian
eigenstate is simultaneously a p2 eigenstate, forcing the left hand side to disappear as well.
While this does not preclude the existence of a finite j2σ3 somewhere within the transverse
width of the waveguide, it does show that the spin current in the out of plane direction
flowing along the length of a translationally invariant waveguide integrated over the width
goes to 0. For a waveguide that is symmetrical about its transverse centre, this implies
that this spin current is anti-symmetrically distributed as we shall show numerically in the
next chapter.
Moving on, we also have























On a flat waveguide the left hand side of the equality disappears, from which we can
conclude that the integrand on the right hand side of the equality is anti-symmetrically
distributed about the transverse direction for a symmetric waveguide. This includes the
specific case where the right hand side is identically 0, for example in the infinite flat
sheet where 〈j1σ1〉 = 〈j2σ2〉 = 0 everywhere. In contrast, for a curved TI the left hand of
the equality, in general, has a finite value, especially when the curvature is asymmetrical
about the transverse centre. This forces at least one of the quantities on the right hand
side to assume finite values somewhere.
5.4 Curvature in both in-plane dimensions
We move on to the 2DEG system where z is now dependent on both q1 and q2. The q2
variation of the curvature precludes our invoking q2 translational invariance as we did in
the previous section. It also leads to additional terms in the equations of motion presented
earlier, which in turn result in cumbersome expressions if we had used the same coordinate
system ei = ∂i~r we had used previously. One key reason why these expressions are com-
plicated is because the tangent vectors in the ei coordinate system are not orthonormal,
resulting in the appearance of terms containing g 6= 1 and gij, i 6= j and their derivatives.
To simplify our results, we now return to the e′i coordinate system introduced previously
in Sect. 4.1.1. To recap, e′1 was defined to be parallel to e1 and scaled so that g11 = 1, and
e′2 the tangent vector orthogonal to e1 with unit norm and positive e2 · e′2. The use of the
e′i coordinate system prevents us from using the Gaussian box A of Fig. 5.2 as the edge of
the waveguide lies along the e′2 direction which is no longer necessarily parallel to the line
of constant q1. This however does not pose a problem when we extend both longitudinal
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edges of the pillbox to outside the waveguide where the wavefunction and its derivatives





Figure 5.3: The thick black lines denote the transverse edges of the waveguide and the
thin black lines the lines of constant q1 and q2. The e′1 and e
′
2 vectors at the point denoted
by the red dot are illustrated to stress that e′1 is defined to be parallel to the constant q
2
line, while e′2 is defined to be a tangent vector lying on the surface orthogonal to e
′
1 and
not necessarily parallel to the constant q1 line. The purple dotted box denotes a Gaussian
pillbox over which we shall perform our Gaussian integrals.
The other reason why we have used the ei coordinate system instead of the e
′
i coordinate
system earlier is that it is easier to relate ei and ∂jei to our original definition of ~r =
q1xˆ+ q2yˆ+ z(q1, q2)zˆ than it is to relate e′i and ∂j′e
′
i. The explicit expressions for the latter
in terms of z and its q1, q2 derivatives are cumbersome.












Compared to the corresponding Eq. 5.15, Eq. 5.19 has a few additional terms. Ex-
amining the terms in Eq. 5.19 from left to right, the j2
′
∂2′σ1′
term emerges from the q2
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dependence of e1. The e
′
2 · (∂′1e′1) term is missing from Eq. 5.15 as e2 there is yˆ which is
orthogonal to ∂1e1 = xˆ + ∂1zzˆ. In contrast, here e
′
1 is by definition a unit vector so its
spatial derivatives must be orthogonal to itself and, in general, may contain components
parallel to e′2. The e
′
1 · (∂2′e′1) term is missing from Eq. 5.15 as the system considered for
the latter is translationally invariant in the q2 direction.
Integrating the expectation value of an energy eigenstate for both sides of Eq. 5.19 and


















The terms on the right hand side of the equal sign are, in general, not 0, unlike the
case for a p2 eigenstate of a straight RSOI segment where all the terms on the left except
〈j1′σ′3〉 disappear. This prevents all the terms on the left hand side from all going to 0 so
some of them must be finite. Unfortunately the profusion of terms makes it difficult to say
anything more conclusive about the relative magnitude of each term.















where the terms on the left hand side are again prevented from all disappearing simulta-
neously. (There is a ∂1′ρ term on the right hand side which disappears after integrating
with respect to q1 and evaluating outside the waveguide.) We also have from the equation




(〈j1′∂1′σ3′ 〉+ 〈j2′∂2′σ3′ 〉 − 〈∂2′j2′σ3′ 〉) = mα(
∫ W
0





Unlike a flat waveguide or a p2 eigenstate for a waveguide with translational invariance
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along the y direction, the left hand side of the equality is generally finite. This forces at
least one of the terms on the right hand side – the transverse and/or longitudinal out of
plane spin currents – to assume a finite value as well.
5.5 Conclusion
In this chapter, we saw that the requirement that the expectation values of local observables
for an energy eigenstate of a curved SOI system to not vary in time imposes constraints
on the spin and charge currents, densities and forces. These constraints necessarily lead to
finite spin currents in curved SOI systems absent in their straight and / or flat analogues.
In particular, these spin currents include out-of-plane spin currents flowing along the trans-
verse dimensions of finite width waveguides. This is a signature of the SHE induced not
by the usual applied external field but rather by curvature. The emergence of these spin
currents from the balance between spin and charge forces and currents offers an alternative
perspective to that presented in the previous chapter for finite width planar waveguides
from adiabatic arguments. We quantify the out of plane spin currents for an exemplary
system in the next chapter.
The approach outlined here represents a novel approach for analysing the relationships
between spin and charge forces and currents in time independent systems. A natural
question to ask then is if the approach can be extended to analyze time dependent systems
as well.
Temporal dependence in SOI systems has been shown to give rise to interesting effects.
For example, numerous studies on spin current pumping in the helical edge states of 2D TIs
via time dependent gate voltages [169] or magnetizations [170, 171] have been conducted.
In 3D TIs, spin pumping by microwave driven time dependent magnetization in TI-FM
heterostructures [172], and current pumping via periodic modulation of gate voltages on 2
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3D TI segments sandwiching a magnetized 3D TI segment [173] have been studied more
recently. In 2DEGs, there are numerous works in the literature which suggest the possibility
of generating sustained spin currents, even in the presence of impurity scattering, by using
RSOI strengths varying periodically in time [174, 175, 176]. In particular, Ho and co-
authors explained these sustained spin currents [177, 178] in terms of an effective, spin
dependent electric field [179] due to the temporal variation of the RSOI field.
In general, an electric field can be modeled either as the time derivative of a vector
potential, or the spatial derivative of a scalar potential. These two pictures are related by
gauge transformations. We have seen that in 2DEGs, the presence of curvature gives rise
to additional terms in the Hamiltonian in RSOI systems which mathematically resemble
gauge potentials in Eq. 3.10. The existence of these spatially varying gauge potentials
raises the tantalizing possibility of their having effects analogous to temporal variations,
analogous to how an electric field modeled as a spatial variation in a scalar potential can
be gauge transformed into a vector potential with temporal variation. One glimpse of this
possibility was seen in Section 4.2 where we showed that a curvature can give rise to effects
analogous to that of an electric field in the Spin Hall effect.
One avenue for future works then is to explore the possibility of finding a deeper con-
nection between curvature and time dependence which will allow us to treat both on the
same footing. For example, consider a wave packet moving through a curved 1 dimensional
free electron gas waveguide, for example ~r0 of Fig. 5.2. Let us now switch perspectives
and position ourselves in the frame where the wavepacket centre is stationary so that in
this frame, it is the waveguide that moves with respect to the wavepacket. The direction
of the SOI field changes as the waveguide moves past the centre of the wavepacket so that
it effectively becomes a time dependent SOI field. Since the SOI itself can be cast into
the form of a SU(2) gauge field, the time dependence it hence gains gives rise to a finite
time derivative which mathematically resembles an electric field. In reality, of course, this
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intuitive picture is complicated by the Heisenberg uncertainty principle which forbids us
from ascribing a definite position and momentum to an energy eigenstate. The effects
of the Heisenberg uncertainty principle in this context may be an interesting, although





In the previous two chapters we saw that curvature in RSOI 2DEGs results in spin currents.
The arguments of Chapter 4 were based on the assumption of charge carriers adiabatically
following the curvature, while those in the previous chapter indicate the existence of spin
currents but do not provide enough information to quantify their magnitude. In this
chapter, we perform numerical calculations using the Non Equilibrium Green’s Function
(NEGF) formalism to quantify the current spin polarization generated in an exemplary
curved system consisting of a planar RSOI arc connected to straight leads. We do this in
the context of using the RSOI arc as a candidate source of spin polarized current.
While transport in 1-dimensional RSOI arcs of zero widths have been previously studied
[100, 106, 180] , transport in RSOI arcs of finite widths has attracted far less attention. The
study of arcs with finite widths is pertinent because experimentally fabricable structures
have finite widths.
In contrast to the 1-dimensional arcs studied previously, the finite widths of the RSOI






Figure 6.1: A schematic representation of the system studied in this work. The system
consists of spin unpolarized current flowing from a normal metallic (NM) lead without
RSOI into the semicircular arc where RSOI is present. Spin polarized current flows out of
the NM drain lead.
verse width as well as along the longitudinal circumference of the arc. The electrons along
the inner and outer radii of an arc travel different path lengths and thus undergo differential
spin evolution for a given angular displacement along the arc. We find that the asymmetry
between the inner and outer radii leads to the generation of a finite spin z polarization
at the normal metallic output drain lead from spin unpolarized current flowing into the
normal metallic input source lead.
6.2 Numerical details
We use the standard real space finite-difference Non-Equilibrium Green’s function (NEGF)
formalism to calculate the spin and charge densities and currents in our system [181]. In
our numerical calculations we take the InAs values of α = 0.3eVnm and m∗ = 0.03me
[182].
The NM leads are modeled as a 2DEG using the Hamiltonian with the same effective
mass m∗ as the RSOI segment and the RSOI strength α set to 0. The spatial dimensions
of the systems considered are on the order of a few hundred nanometers in line with the
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Rashba rings fabricated in experimental studies of the Aharonov-Casher effect [47, 183].
The arc was described mathematically using curvilinear coordinates. In order to have
a unified set of coordinates which have the physical units of length for both the straight
leads as well as the curved arc, we introduce the coordinates ql which increases along the
longitudinal direction of current flow (i.e. along the circumference of the arc), and qt which
increases along the transverse direction of current flow (i.e. along the radial direction in
the arc). At the upper source lead, ql (qt) corresponds to the x (y) coordinate. Within the
arc, ql and qt are related to the (x, y) Cartesian coordinates via x = (Ri + q
t) cos(ql/Ri)
and y = (Ri + q
t) sin(ql/Ri) where Ri is the inner radius of the arc.
A first step in the application of NEGF is to construct the finite difference approxima-




+ α(~p× ~σ) · zˆ.
The Laplacian operator occurring in the p2/2m∗ kinetic energy term on a curved man-












A na¨ıve discretization of Eq. 6.1 is non-Hermitian. This results in the unphysical
breaking of current conservation. It is, however, possible to construct a Hermitian approx-
imation for the Laplacian operator by following the scheme suggested by Meredith and
Koonin [184]. We relegate the details of the derivation to the Appendix. Denoting our co-
ordinates as q1 and q2,
√
g evaluated over the finite difference lattice site with coordinates
q1, q2 as a[q1,q2], and the lattice point spacing as δq
1 and δq2, the Hermitian finite difference
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+ (analogous term for contributions due to g22)
+ (contributions due to g12 and g21),



















+ analogous term for ψ[q1−δq1,q2+δq2] )
)
/(4δq1δq2)





Figure 6.2: The spin z current densities flowing along the llongitudinal direction of (a) a
semicircular arc and (b) a straight RSOI segment of the same width and length equal to
middle circumference of the RSOI arc. (c) shows the longitudinal spin z current density
flowing across the middle of the straight segment with the central qt = W/2 and the
jzl = 0 lines drawn to emphasize the antisymmetry of the spin current. For both systems
E = 0.05eV.
6.3 Results and discussion
Fig. 6.2 shows an exemplary calculation of the spin z current flowing in the longitudinal
direction within a curved RSOI segment, and that in a straight RSOI segment of the same
width and length equal to the distance along the circumferential middle line of the RSOI
arc.
A straight RSOI segment with its length parallel to the x axis and lying between
−W/2 < y < W/2 is symmetrical upon reflection about the x axis. This symmetry is
reflected in the antisymmetry of the spin z current [185]. The net spin z current across
a transverse cross section of the straight segment hence cancels out to 0. We showed in
an earlier work that breaking the reflection symmetry about the central longitudinal axis,
in that case by introducing an off-center defect, results in finite spin z current polariza-
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Figure 6.3: The difference between the spin up transmission T ↑ and the spin down trans-
mission for two RSOI arcs of inner radii 45 nm, and transverse widths as indicated in the
graph legends.
tion [186]. The reflection symmetry about the central longitudinal axis parallel to the
circumference of the arc and located at the transverse center of the arc is also absent in
the semicircular arc. This breaks the antisymmetry of the spin z current, and results in a
finite spin z current flowing across the transverse cross section. The asymmetry of the spin
z current can be understood in terms of the different distances that a spin travels across,
and hence precesses, along the inner and outer edges of the arc.
We next present illustrative examples of how the spin polarization changes with the in-
ner radius and width of the arc. Fig. 6.3 shows the difference between the spin up and spin
down transmissions plotted as functions of the energy E for two arcs of different widths
and the same inner radius. There is a threshold energy range below which the spin polar-
ization is zero. The absence of spin polarization when there is only a single spin-degenerate
pair of propagating modes in the source leads is a general feature of RSOI systems which
stems from the symmetries of the RSOI Hamiltonian and charge conservation [187, 188].
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The threshold energy hence corresponds to the energy at which the second spin-degenerate
pair of propagating source modes emerges. It decreases with increasing transverse width in







for the nth eigenmode of the infinite potential
square well.
The smaller energy spacings between successive transverse modes for a wider segment
leads to the presence of more propagating modes within the RSOI segment at a given
value of energy. The propagating modes interfere in a pairwise manner. This results in the
precession of the spin with a characteristic length scale corresponding to the wavevector
difference between the two members in each pair of interfering propagating modes. The
resultant evolution of the spin as it propagates down the length of the segment is then due to
the combined effect of the precessions due to interference between all pairwise combinations
of propagating modes. The spin polarization hence exhibits a greater oscillatory behavior
with energy for wider leads.
In general, the sign and magnitude of the spin polarization vary with energy. It is
however possible to tune device parameters to minimize the variation of the sign of the
spin polarization over certain energy ranges. For example, the spin polarization is largely
positive for the 120 nm arc of Fig. 6.3 at energies above 0.03 eV. A constant sign of the
spin polarization ensures that spin polarization does not cancel out when the transmission
is integrated over the energy falling in between the electrochemical potentials of the source
and drain leads when calculating the total current flowing between them.
It is also possible to tune the device parameters in order to switch the sign of the
spin polarization. This is shown in Fig. 6.4 where arcs of the same width but different
inner radii exhibit spin polarizations of opposite signs. (The total current for a given bias
voltage in the graphs is calculated by integrating the transmission from E = 0 to E = Vb.)
The magnitude of the spin polarization for the larger inner radius is significantly smaller
partly due to the greater averaging effect after summing across more oscillations in the
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Figure 6.4: The spin z current Iz as a function of the applied bias Vb calculated for RSOI
segments of width 120 nm and inner radii as indicated in the plot.
spin current as the energy is varied.
6.4 Conclusion
In this work we presented a Hermitian finite difference approximation to the Laplacian
operator on a curved manifold. Using this approximation, we performed NEGF calculations
for the spin transport properties of a curved RSOI arc of finite width. We find that the
asymmetry between the inner and outer radii of the arc leads to a finite spin z polarized
current. The magnitude and sign of the spin polarization may be tuned by adjusting device
parameters such as the inner radius and width of the arc.
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Chapter 7
TI cylinders magnetized in axial,
radial and azimuthal directions
7.1 Introduction
In the previous few chapters we have concentrated largely on studying the effects of cur-
vature on RSOI 2DEGs, in large part because the (p)2/(2m) kinetic energy term there
admits the existence of spin currents for which an analog cannot be found in TIs. In the
remainder of the thesis, we now concentrate on investigating the effects of curvature in
curved TI structures, specifically TI cylinders.
The choice of studying TI cylinders is motivated by several reasons. From an experimen-
tal point of view, the most commonly fabricated TI morphology which exhibts curvature
is the nanowire [189, 190], which can be approximately modeled as cylinders. From a
theoretical point of view, the cylinder is probably the simplest 2 dimensional curved geom-
etry which admits analytic solutions in terms of elementary functions. The availability of
analytic eigenvalues and eigenstates facilitates our understanding the physical properties
of such systems. Moreover, the NEGF formalism introduced in the former chapter cannot
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be directly applied to the linear momentum TI Hamiltonian1. Instead of using NEGF,
we solve for the transmission through such systems by first solving for the eigenstates ex-
plicitly and then matching the wavefunctions across the interface, just as we have done in
Chapter 2.
We study in this chapter TI cylinders magnetized in the axial, radial and azimuthal
directions, which admit analytic solutions in terms of elementary functions for their eigen-
states and eigenvalues. We then move on in the following chapter to TI cylinders mag-
netized perpendicular to the cylinder axis which do not admit such solutions, and end off
with Bi2Te3 cylinders in the next chapter.
Specifically, in this chapter we study the charge transport by the surface states of a TI
cylindrical nanowire of radius R lying along the z direction and subjected to a magneti-
zation parallel to the axis (zˆ), along the radial direction (rˆ) and / or along the azimuthal




σz − pzσφ) +Mφσφ +Mzσz +Mrσr (7.1)
where pφ = −i~∂φ [115, 117]. This Hamiltonian can also be obtained from the expression
for a general curved TI derived in Chapter 3, and will again be derived in Chapter 9 when
we derive the effective Hamiltonian for a Bi2Te3 cylinder containing the hexagonal warping
terms.
A schematic diagram of the cylinder is shown in Fig. 7.1(a). The surface states of a TI
cylinder differ from those of the flat TI slab in two important aspects. First, the curvature
along the circumference of the cylinder leads to a position dependent normal vector to
1More specifically, a Hamitlonian consisting of only first, and no higher order, spatial derivatives does
not yield consistently convergent self energies for the leads. This stems from the numerical artifact that
the finite difference approximation for the momentum operator unphysically ‘double backs’ to low energies
at large wavevectors so that at any given energy, the physical eigenstate, which has a small wavevector, is
always accompanied by an unphysical state with a large wavevector.
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the surface. This in turn leads to a position dependent SOI field. This is reflected in
the presence of the σφ ≡ (cos(φ)σx + sin(φ)σy) term in the Hamiltonian. Second, the
circumference of the cylinder being a closed circle imposes periodic boundary conditions
on the surface states along the azimuthal direction.
We first derive the bandstructures and eigenstates of the TI nanocylinder when only
one each of Mφ, Mz and Mr is present. We next study the transmission across a junction
between a source TI nanocylinder and a drain TI nanocylinder of the same diameter but
magnetized in different direction. We show that a state with a given quantum number
associated with the orbital z angular momentum incident on the junction is reflected back
into the source TI and transmitted into the drain TI as states with the same quantum
number. We finally describe how the interplay between the conservation of this quantum
number and the energy shifts caused by the magnetizations lead to interesting transmission
profiles.
7.2 Eigenstates
We first solve for the eigenstates and eigenenergies of the Hamiltonian Eq. 7.1. The
translational invariance along the z direction allows the z dependence of the eigenstate
wavefunctions to be written as exp(ikzz).
The factor ǫ ≡ ~v
R
serves as an energy scale for the system. In order to simplify our




rewrite our Hamiltonian as
H = ǫ(pφσz − κσφ + µzσz + µrσr). (7.2)









Figure 7.1: (a) A schematic diagram of the TI nanocylinder. The interior of the cylinder
is drawn hollow to emphasise that we consider only the surface states. (b) The cylinder




σz but with neither the spin nor orbital z angular momenta individually. This suggests
that an eigenstate has a φ dependence of ψ = exp(ikzz)(exp(imφ)u, exp(i(m + 1)φ)d)
T
where u and d are independent of φ, and m assumes integer values [104]. Substituting this





m¯2 + µ+µ−) (7.3)
and normalized eigenstates
〈~r|ψ±〉 = exp(ikzz)√










where we have introduced m¯ ≡ 2m+1
2
+ µz and µ± ≡ (µr ± iκ).
The periodic boundary condition around the circumference of the cylinder leads to the
formation of subbands which can be indexed by the orbital angular momentum index m.
For expositional simplicity, we call the states belonging to the + (−) energy branch the
particle (hole)-like states. We first consider the cases where where only one of µφ and µz
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is non-zero.














Noting that µ2r always appears together with κ
2 as µ2r+κ
2 = µ+µ− in both the eigenen-
ergies Eq. 7.5 and eigenstates Eq. 7.4, we can treat the effects of µ2r as introducing a
shift to κ2. A finite µr pushes the band bottom (top) of the particle (hole) m bands up
(down). Putting the constant factor of − ǫ
2
aside, the magnitude of the energy increases
monotonously with the wavevector κ. The m and −m+ 1 bands are degenerate.
The effects of a finite µz on the band structure are more interesting. When only µz is










+ µz)2 + κ2
)
. (7.6)
A finite µz lifts the degeneracy between the m and −(m + 1) bands. In particular, at






Given that both µz and m may assume positive and negative values, the energy bands




changes. Consider a fixed positive value of m, and let µz increase from a large negative
value to a large positive value. While µz < (m +
1
2
), E+,m decreases with increasing µz
until it reaches its minimum value of − ǫ
2
. E+,m then increases as µz increases further.
This reversal of the dependence of E+,m with increasing Mz (and the analogous effect for
the E−,m′ states) results in the variation of the energy of the band bottoms/tops of a few
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low energy m states as shown in Fig. 7.2(a). The m bands undergo a reordering in energy
for integer increase in µz. Figs. 7.2(b) and (c) illustrate this reordering for µz = 5/4 and
µz = 13/4 respectively. We shall later see that that this energy reodering has an effect on
the transmission between two TI nanowires magnetized to different extents.
(a) (b) (c)
Figure 7.2: (a) Variation of the band bottoms (tops) of the particle (hole) bands indicated
by bluish (reddish) lines respectively with µz. The numbers on each line indicate the m
index of the band. (c) and (d) indicate the band diagrams for µz = 5/4 and µz = 13/4
respectively with the m index of each band indicated on the band itself.
This phenomenon may be physically understood as the result of the competition be-
tween the pφσz and the µzσz terms in the Hamiltonian. For very large values of ±|µz|,
the spin polarizations of the particle eigenstates are almost parallel to the ±z direction so
that the µzσz term gives large, positive contributions to the energy. At smaller values of
|µz| the energy contribution of the 〈pφσz〉 term becomes significant and may differ in sign
from that of the 〈µzσz〉 term. The lowest value of energy occurs at µz = − (1+2m)2 where
the energy contribution of the 〈µzσz〉 cancels off the ‘average’ contribution of the 〈pφσz〉
term exactly.
Finally, from the definition of κ ≡ (kz
ǫ
− µφ) and the form of the eigenenergy equation
Eq. 7.3 the effects of a finite µφ on the bandstructure (regardless of whether µr and µz are
0) can be summarized as translating the bandstructure about the kz axis.
We note that some of the effects for µr, µφ and µz have analogues with their counterparts
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for the flat TI surface obtained by cutting the cylinder parallel to its axis and laying it
flat on the xy plane, as shown in Fig. 7.1(b). Following the common convention employed
in works on flat TI surfaces as labeling the direction of current propagation as x, the in-
plane direction perpendicular to current propagation as y and the direction normal to the
surface as z, the z, φ and r directions on the original cylinder correspond to the x′, y′
and z′ directions in the flattened TI surface. The increase in magnitude of the energies
of the bands by µr is analogous to the well-known opening up of an energy gap in a flat
TI sheet of infinite dimensions by a z′ magnetization. The shifting of the bandstructure
along the k axis in the direction of charge propagation by a magnetization parallel to the
corresponding spin direction in the Hamiltonian (µφ here), and the breaking of the two-fold
spin degeneracy by the application of an in-plane magnetization perpendicular to the said
spin direction (µz here) have previously been reported for flat TI nanostrips [191]. The
reordering of the m band by µz, however, does not have an analogue in the flat TI system.
7.3 m conservation across a junction
We now consider the system consisting of a source TI nanocylinder segment extending
to semi-infinity to the −z direction magnetized in a given direction from which current
flows into a drain TI nanocylinder of the same diameter as and coaxial with the source
cylinder extending to semi-infinity in the +z direction magnetized in another direction.
We calculate the transmission between the 2 TI segments by matching the wavefunctions
at the interface between the source and drain at a fixed value of energy E.
Within each cylinder, the eigenstates calculated either propagate or decay to the right,
or propagate and decay to the left. We label the former as the + states and the latter as
the - states, and write the state in the cylinder as a linear combination of the eigenstates
|ψ〉 =∑m |m,+〉ci,++ |m,−〉ci,− where the m in |m,±〉 serves as the eigenstate index, and
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the ± an indicator of whether the state propagates / decays to the right (+) or left (-).
(Fixing the energy determines which of the particle / hole branch we select the eigenstates
from since only one of them has an eigenenergy corresponding to E.)









The coefficients of |s;m,−〉 weigh the wavefunctions reflected back into the source at
the source-drain interface, and those of the |d;m′,+〉 states, the wavefunctions transmitted
into the drain.
Without loss of generality, we set the interface between the two segments at z =
0, and equate ψs(z = 0) = ψd(z = 0). We remove the φ dependence of the equa-
tion by integrating both sides of the equality with respect to the kernel exp(−imφ)χ†↑/↓
where χ↑ is the spin up basis state represented by (1, 0)↑. Since all the eigenstates
|s/d;m,±〉 involved have wavefunctions in the form of exp(imφ)(us/d,m,±, exp(iφ)ds/d,m,±)
and
∫ π

















This tells us that a |s;m,+〉mode incident from the source segment to the drain segment
is only reflected back into a |s;m,−〉 mode on the left, and transmitted into a a |d;m′ =
m,+〉 mode at the right of the interface. This is related to the conservation of angular
momentum in the sense that it is the conservation of spin + orbital z angular momentum
which allows the eigenstates to assume the form of (exp(imφ)u, exp(i(m + 1)φ)d)T. It is,
however, not a manifestation of the conservation of spin + orbital z angular momentum
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as the eigenstates on the source and drain leads with the same values of m do not, in
general, have the same expectation values for total angular momenta due to their differing
magnetization directions.
7.4 Transmission
The form of the eigenenergies and eigenspinors, and the fact that m states are transmitted
and reflected into only m states lead to interesting consequences when only one of µz and
µφ differs between the source and drain segments, and the remaining two of µz, µφ and µr
have the same values, possibly 0.
The upwards shift of the particle band bottom with µr leads to the transmission profile
from a source lead magnetized in the positive rˆ direction to a drain lead magnetized to
a different magnitude in the rˆ direction shown in Fig. 7.3. To connect the units on the
graph axes with physical quantities, Bi2Se3 has v ∼ 5× 105 ms−1 [43] so that assuming a
nanocylinder radius of 50 nm in line with experimentally grown TI nanowires ǫ ∼ 7 meV.
For the value of Mz = 21 meV for Mn doped Bi2Se3 [62], µ, which is dimensionless, is on
the order of 5.
When the magnitude of the drain magnetization |µr2| is less than that of the source
magnetization µr1, the band bottoms of the drain bands lie below those of the corresponding
source bands. The transmission at a given energy is then limited by the number of right
propagating source modes. This results in the step increase in transmission with energy
for |µr2| < |µr1|. When |µr2| > |µr1|, the band bottoms of each drain band with a given m
index gets lifted in energy above the source band with the same m index. Since a source m
mode can only be transmitted into a drain mode with the same m index, the transmission
at a given value of energy E drops by 1 whenever |µr2| increases enough to lift the band
bottom of a drain band above E. This results in the curved transmission profile for large
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|µr2| in the figure. We also note that the transmission at a given value of E decreases with
increasing difference between µr2 and µr1 because of the increased spinor and wavevector




























Figure 7.3: Transmission from a source segment with µr1 = 1 to a drain segment as a
function of the drain magnetization µR2 and energy E.
When only µφ differs between the source and drain segments, an incoming source m
state is totally transmitted into a drain m state without any reflection at the source/drain
interface regardless of any differences between the magnitude and/or sign of µφ. This is
because according to Eq. 7.3 for a given energy E and m, κ for both the source and drain
right propagating states have the same values although the values of kz will differ. The
eigenspinor Eq. 7.4 depends only on κ and not kz. The right propagating eigenstates with
the same m in both the source and drain leads at the interface will differ by at most a
phase factor due to their differing kzs so that the source states are perfectly transmitted
into the drain.
When only µz differs between the source and drain segments, the energy reordering
of the m′ bands with increasing µz gives rise to the dependence of the transmission with
energy and drain magnetization shown in Fig. 7.4. The figure shows the transmission from
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an unmagnetized source TI cylinder to a z magnetized cylinder as a function of energy and
drain magnetization. The transmission exhibits a step increase with increasing values of


























Figure 7.4: Transmission as a function of energy E from an unmagnetized source segment
to a drain segment with z magnetization Mz.
As the energy increases, the number of propagating modes in the source segment in-
creases. This leads to the horizontal E − µz2 plane step increments of transmission with
increasing E. In the absence of a Mz2 in the drain segment, the m indices of the |d;m,±〉
modes in the drain segment at a given energy match those of the m indices of the |s;m,±〉
modes in the source segment exactly. The transmission is maximal and equal to the number
of right propagating modes in the source segment. A small, finite µz2 lifts the degeneracy
betweem the m and −m + 1 states in the drain. As µz increases beyond 1/2, the trans-
mission drops at a fixed value of energy as the energy of the m mode in the drain segment
is lifted above that of the corresponding m mode in the source segment. This leads to the
diagonal transmission steps on the E − µz2 plane. Whenever µz2 increases beyond half
integer multiples, the energy ordering of the m indices of the bands undergo a shift. The
shifts in the energy ordering of the m incides of the |d;m,±〉 bands with increasing µz2
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lead to the loss of matching pairs of |s;m,+〉 mode to |d;m,+〉 modes and a consequent
drop in transmission.
For instance, consider E = 3/2ǫ. Fig. 7.2(a) shows that the m indices of the propa-
gating states in the source segment are -2 to 1 while Fig. 7.2(b) shows that the m indices
of the propagating states at µz2 = 5/4 are -3 to 0, of which 3 match with those of the
source segment. As µz2 increases to 13/4 in Fig. 7.2(c), the m indices are -5 to -2 of
which only the m = −2 states match between the source and drain segments. This leads
to a markedly lower transmission than at the lower value of µz2 and the formation of the
parallelogram-shaped transmission steps on the E − µz2 plane.
7.5 Conclusion
In this work we studied the surface states of a TI cylinder with its axis lying on the z
direction magnetized in the radial, azimuthal and axial directions. We found that a radial
magnetization increases the band gap of the energy-kz dispersion relation, an azimuthal
magnetization translates the band diagram along the kz axis, and an axial magnetization
leads to a reordering of the energy bands. We also saw that a state with index m incident
from a source cylinder at a junction with an co-axial drain cylinder can only be transmitted
and reflected into states with the same m index. This, and the energy shifts due to µr,
lead to markedly different behavior in the transmission between two cylinders magnetized
in the radial direction between the cases where the source magnetization is larger than
the drain magnetization, and where the drain magnetization is larger. The reflection and
transmission of an incident m state to only states with the same m index, and the energy
reordering of the energy bands with µz, lead to step-like increments in the transmission
between cylinders magnetized in the z direction as the energy and magnetization are varied.
This can possibly provide sensitive measurements of magnetization strength. TheMz2 step
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In the previous chapter, we studied TI cylinders magnetized in the axial, radial and az-
imuthal directions for which analytic eigenstates can be obtained. In this chapter we
move on to study TI cylinders magnetized perpendicular to the cylinder axis. We study
a cylindrical TI nanowire of radius R lying along the z direction and subjected to a con-
stant magnetization perpendicular to the nanowire which we denote as the x direction. A
schematic diagram of the nanocylinder is shown in Fig. 8.1(a). The surface states can be
described by the effective Hamiltonian
H = v(pφσz − pzσφ) +Mxσx. (8.1)
The presence of the x magnetization breaks the rotational symmetry of the system
about the z cylinder axis. The energy eigenstates are hence no longer angular momentum
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eigenstates. This leads to markedly different behavior of the x magnetized nanocylinder
from that of a unmagnetized cylinder or one magnetized along the radial, azimuthal and/or
axial directions. In this chapter, we calculate and describe the low energy eigenstates of
the x magnetized cylinder. We show that the low energy bands near kz = 0 display a
bending at high magnetizations absent at higher energy bands. We then show that this
band bending leads to an anomalous magnetoresistance across a junction between two co-
axial cylinders magnetized in different directions where the transmission at the antiparallel
configuration can be higher than at configurations intermediate between antiparallel and
parallel.
8.2 Eigenstates
We first solve for the eigenstates and eigenenergies of the Hamiltonian Eq. 8.1. The
translational invariance along the z direction allows the z dependence of the eigenstate
wavefunctions to be written as exp(ikzz). On the other hand, the presence of Mx breaks
conservation of the total spin + orbital z angular momentum. The eigenstates can no longer
be solved for analytically in terms of elementary functions except for the special case where
kz = 0. In order to obtain the eigenstate |ψ〉 at a given energy E, we express the equation
〈φ|(H − E)|ψ〉 = 0 in the basis of the 〈φ|m, ↑ / ↓〉 = exp(imφ)χ↑/↓ states where χ↑/↓ are
the spin z up and down states, and numerically solve the resulting generalized eigenvalue
equation.
Fig. 8.1(b)-(d) shows the energy bands for increasing values of MR/v = 1
2
, 2 and 5
respectively.
Two prominent features in the evolution of the band structures with increasing magne-
tization stand out. The lowest energy bands in panels (b) to (d) are increasingly separated


















Figure 8.1: (a) A schematic representation of the system studied consisting of a semi-
infinite long TI cylindrical source lead magnetized in the x direction and a semi-infinite
TI drain lead magnetized in another direction. (b) to (d) The dispersion relations of the
TI surface eigenstates for (b) MR/v = 0.5, (c) MR/v = 2, and (d) MR/v = 5. The points
labelled (i) and (ii) in panel (d) are illustrative of the two states with positive group velocity
present at a given energy in a band where bending occurs.
lowest energy band has a different nature from the higher energy ones. The next feature is
the upwards bending of the low lying energy bands at small |kz| at large magnetizations.
We first explain the energy separation of the lowest energy bands in panels (b) to (d), and
in doing so explain how the bands may be labeled by an orbital angular momentum index.
8.2.1 Energy separation of lowest energy band
Analytic expressions for the eigenenergies can be obtained at kz = 0. The Hamiltonian
in the absence of the kzσφ term commutes with the orbital angular momentum operator.
The eigenstates can then be indexed by the orbital angular momentum index m and take
the form of ψm = exp(imφ)(u, d)
T where (u, d)T is independent of φ, and m is an integer
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which may assume both positive and negative values. Introducing the energy unit ǫ ≡ v
R
and dimensionless quantities κ ≡ kzR, µ ≡ Mxǫ , the eigenenergies at kz = 0 are given by
E±,m = ±ǫ
√
m2 + µ2. (8.2)
The Hamiltonian Eq. 8.1 hence reads H = ǫ((−i∂φ)− κσz + µσx).
For expositional simplicity we shall refer to the states with positive energy at kz = 0 as
the particle states and the states with negative energy as the hole states, and refer to the
bands by their m index at kz = 0. The lowest energy band present in each of Fig. 8.1(b)
to (d) are thus the hole m = 0 band (the band bottoms are at negative E) followed by
the particle m = 0 band, and then the pair of particle |m| = 1 bands. It is evident from
Eq. 8.2 that the hole m = 0 band will be increasingly split off from the particle bands in
energy as µ increases.
Note that despite our calling the lowest energy band in the figure a ‘hole’ band, them =
0 hole band has a positive ∂
2E
∂2kz
. This slight anomaly can be explained in the |Mx| → 0 limit
by examining the E − kz dispersion relation for Mx = 0 which can be solved analytically.
In this limit the total z angular momentum Jz = −i∂φ + 12σz is conserved so that an
eigenstate can be written in the form of exp(im′φ)(u′, exp(iφ)d′)T, and the eigenenergies






(2κ)2 + (1 + 2m′)2). (8.3)
At kz = 0 and µ = 0, the energy at kz = 0 for the Mx magnetized m = 0 ‘hole’ band,
E−,0 is equal to that of the unmagnetized particle m′ = 0 band E ′+,0 so that we identify
the latter as the Mx → 0 limit of the former. From Eq. 8.3 it is evident that this band




As evident from Eq. 8.2 and Fig. 8.1(b)-(d), the m = ±|m| eigenstates at kz = 0 are
degenerate. The presence of a finite kz couples the m states with the m± 1 states and lifts
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the degeneracy of the |m| > 0 bands.
8.2.2 Band bending
Comparing panels (b) to (d) of Fig. 8.1, it is evident that as µ inceases, the low lying
particle bands begin to bend upwards in energy around kz = 0 at large magnetizations.
In order to explain the upwards bending of the energy bands, we take a closer look at the
eigenstates. Fig. 8.2 shows the eigenstates for the three lowest energy bands for M = 2ǫ
case in Fig. 8.1(c).
Figure 8.2: The charge density ρ, spin x density 〈σx〉 and spin φ density 〈σφ〉 for (a) the
hole m = 0 band, (b) the particle m = 0 band, and (c) the lower energy of the two particle
|m| = 1 bands at M = 2ǫ.
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The charge and spin densities are localized around φ = ±π/2 for the low energy bands
and large µ. At low values of kz, theMxσx term in the Hamiltonian Eq. 8.1 dominates and
the particle (hole) eigenstates are polarized largely in the postive (negative) x direction.
The eigenstates illustrated in the figure are localized at φ = −π/2 (φ = π/2) for positive
(negative) values of kz. We first consider positive values of kz and the particle states.
A positive value of 〈σx〉 at φ = −π/2 leads to a negative energy contribution from the
−vkz〈σφ〉 term since the spin x component of σφ at φ = −π/2 lies in the positive x direction
(rightmost panels of panels (c) and (d)). The energy hence decreases for increasing values
of kz for small |kz| for the particle states and we obtain the upwards bending of the energy
bands near kz = 0. As kz increases further, the −vkzσφ term in the Hamiltonian begins
to dominate over the Mxσx term so that the particle states are now increasingly polarized
in the negative eˆφ direction with increasing kz. This leads to the trend of the energy E
increasing with kz for large kz.
The situation is different for the hole m = 0 state which starts out with negative spin x
polarization. This direction is the same as that for the spin x component of the −vkz〈σφ〉
term. The energy hence increases monotonously with increasing kz.
The localization of the charge density around φ = ±π/2 for the low lying bands can
in turn be explained by examining the relation between the gradient of the charge density
and the spin polarizations enforced by the Heisenberg equation of motion, similar to what
we have done previously in Chapter 5. The Heisenberg equation of motion for the local
spin z density gives
∂t|~r〉σz〈~r| = v
(




In the absence of an explicit time dependence in the Hamiltonian, the expectation
values of a physically observable quantity, such as the local spin or charge density, for an
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energy eigenstate does not change with time. Applying this fact and setting ∂t〈σz〉 = 0 for






Looking now at the Hamiltonian Eq. 8.1, we expect the in-plane spin polarization of
the particle (hole) states to be roughly (anti) parallel to the direction of −vkzφˆ +Mxeˆx.
For large Mx the eigenstate spins are largely polarized in the spin x direction with a small
component in the φˆ direction. At φ = ±π/2, we have two things happening. First, the
contribution of the large spin x polarization to the local radial spin polariation σr changes
sign so that the first term kzψ
∗σrψ in Eq. 8.4 changes sign as well. Second, the spin y
component of the SOI field pzσφ, and hence the expectation value of σy in the second term
of the right hand side Eq. 8.4 of the particle eigenstate, changes sign as well. Since both
terms on the right hand side of Eq. 8.4 change signs at φ = ±π/2, ∂φρ = 0 there and we
have a local density maxima or minima.
Which of the ±π/2 the charge density maxima occurs at can be explained by treat-
ing the −kzσφ term in the Hamiltonian Eq. 8.1 as a position-dependent potential for
the eigenstates of the kz = 0 Hamiltonian. The normalized eigenstates for the kz = 0





n∓m)T where we introduced n ≡
√
m2 + µ2 for notational







The potential profile seen by the χ+,±|m| states depends on the relative sign between
µ and kz. For positive µ and positive kz charge density tends to concentrate around
117
φ = −π/2 where the potential is the lowest. The plots in Fig. 8.2 are hence reflected
about the kzR = 0 line when the sign of the magnetization is reversed.
The upwards bending of the energy bands has two effects. First, the group velocity
in the z direction dE
dkz
changes sign for small kz when the bands bend upwards. Second,
it becomes possible for some values of energy to cross a subband for more than one value
of |kz| as illustrated by the points labelled (i) and (ii) in panel (d) of Fig. 8.1, both of
which are states which have positive dE
dkz
and thus propagate in the positive z direction.
This gives rise to the transmission profile shown in Fig. 8.3 from an unmagnetized TI
nanocylinder to a coaxial TI nanocylinder magnetized in the +x direction as the energy
and magnetization strength are varied.
Figure 8.3: The transmission from an unmagnetized TI nanocylinder to a TI nanocylinder
magnetized in the +x direction plotted as a function of the energy E and magnetization
Mx of the magnetized TI cylinder
The transmission shows step-like increases with increasing energy due to the presence
of more propagating source modes. It decreases with magnetization since increasing mag-
netization lifts the energy of the the particle bands in the magnetized drain TI cylinder
upwards so there are less propagating drain modes at a given energy. The dotted region in
the figure with large Mx indicates the presence of additional drain modes propagating to
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the right with small values of −|kz| which result from the upwards bending of the energy
bands near kz = 0, and which give rise to additional contributions to the transmission.
8.3 Anomalous magnetoresistance
The upwards bending of the low energy particle bands around kz = 0 at large Mx and the
localization of the wavefunctions around φ = ±/2 give rise to an anomalous magnetore-
sistance effect when we consider the transmission from a source TI on the left magnetized
in the +x direction to a coaxial drain TI cylinder with the same magnitude of magne-
tization but in a different direction. At high energies which do not intercept the bent
energy bands or low magnetization where there is no band bending, we have the usual
magnetoresistive behavior of the transmission being the highest when the magnetizations
in the 2 nanocylinders are in the parallel configuration, and lowest when they are antipar-
allel as shown in Fig. 8.4(a). (This corresponds to the former case of the energy lying
above the bent bands.) However, when the magnetization is high enough and the energy
is low enough to intercept the upwards bending energy bands, we encounter an anomalous
magnetoresistance where the transmission in the anti-parallel configuration is higher than
when compared to intermediate magnetization configurations as shown in Fig. 8.4(b).
This behaviour can be explained in terms of the overlap between the wavefunctions
of the source and drain nanoyclinder segments. Panels (c) and (d) of Fig. 8.4 show the
charge densities ψ†(φ)ψ(φ) of the right propagating eigenstates. In the previous section,
we saw in the discussion on Eq. 8.5 that the charge densities are localized at diametrically
opposite angular positions on the cylinder circumference for magnetizations in opposite
directions. The lack of overlap between the eigenstates in the source and drain segments
at high energy in panel (c) accounts for the usual trend of low transmission between TI









Figure 8.4: (a) and (b) The transmission as a function of the drain magnetization direc-
tion for Mv/R = 5 in both the source and drain segments, and source magnetized in +x
direction at (a) Ev/R = 6, and (b) Ev/R = 4.5. (c) and (d) show the density distribu-
tions ψ†(φ)ψ(φ) of all the particle states propagating to the right in the source and drain
cylinders when they are magnetized antiparallel to each other for the energies at (a) and
(b) respectively. The density of each state is indicated by the radial distance of its ribbon
from the cylinder circumference. The red colored ribbons correspond to the bands which
do not exhibit bending at low |kz| and the green colored ones the bands which bend.
The potential Eq. 8.5 experienced by the charge carriers is sensitive only to the relative
signs of kz and the magnetization, and not the sign of the group velocity. At those small
values of |kz| and low energies where the bands bend upwards, the group velocity has the
opposite sign from kz. The right propagating states for a given Mx at these kz are hence
localized diametrically opposite to the right propagating states at larger |kz| (where kz and
the group velocity have the same sign) and the same Mx. They are instead localized on
the same side of the circular cross section of the cylinder as the large |kz| right propagating
states magnetized in the opposite Mx direction.
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Panel (d) shows that the angular position of these +x magnetized source modes (de-
noted in green) overlaps substantially with the angular positions of the large |k| drain
modes (denoted in red) magnetized in the −x direction. This enhances the transmission
from the former modes to the latter modes. The presence of these modes with reversed
angular positions of wavefunction distributions hence accounts for the transmission being
larger when the source and drain leads are magnetized in antiparallel directions than when
they are magnetized along intermediate directions.
8.4 Conclusion
In this work we calculated the eigenstates and band structures of the surface states of a
TI cylinder magnetized perpendicular to the cylindrical axis. We showed that at large
magnetizations, the low lying energy bands exhibit an upwards bending at small |kz|. This
bending can be attributed to the influence of the magnetization overwhelming that of the
SOI field. The bending increases the number of propagating modes at a given value of
energy. They also contribute to an anomalous magnetoresistance where the transmission
between two cylinders magnetized in antiparallel directions is higher than that in interme-
diate directions.
The anomalous magnetoresistance may be of utility in a 3-state memory device consist-
ing of 2 magnetized TI cylinders where the states are represented by high transmission for
the parallel magnetization configuration, an intermediate transmission for the antiparallel





In Chapter 2 we studied transport in flat slabs of Bi2Te3, and showed that the hexagonal
warping term gives rise to a rich transmission profile in large part due to the modulation
of the Fermi surface by an external magnetization. In Chapters 7 and 8 we then moved on
to study magnetized TI nanocylinders described by the simple Dirac fermion Hamiltonian.
In this final chapter before the Conclusion and Future Works, we bring these two themes
together by considering Bi2Te3 nanowires. These nanowires combine both the hexagonal
anisotropy of Chapter 2 and cylindrical geometry of Chapters 7 and 8, and exhibit to
behavior which we have become familiar with for both of these systems.
Unlike the RSOI or TI system where the effective Hamiltonian on a nanowire can be
obtained by rewriting the Hamiltonian in cylindrical coordinates, it turns out that the
effective Hamiltonian for the surface states of a Bi2Te3 nanowire is not obtained by simply
rewriting Eq. 2.1 in cylindrical coordinates due to the underlying crystalline structural
anisotropy which gave rise to the hexagonal warping term of the flat slab. We need to,
instead, start from a four-band Hamiltonian for both the bulk and surface states which
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reflects these anisotropies.
Accordingly, we begin this chapter by deriving the effective Hamiltonian of a Bi2Te3
nanowire from a four-band Hamiltonian from which we show, along the way, that the
Hamiltonian Eq. 2.1 can also be derived. We then calculate the dispersion relations and
eigenstates from both the four-band Hamiltonians and our effective two-band Hamiltonians,
and show that they match reasonably well for the given parameter ranges. The dispersion
relations calculated from the four-band Hamiltonians include both the surface and bulk
bands. They hence provide upper limits on the energy ranges where the bulk bands are
absent, and the effective Hamiltonian for the surface bands can be used.
We next calculate the dispersion relation of the Bi2Te3 nanowire in the presence of
a constant external magnetization perpendicular to the cylinder axis. They display the
same bending around small |kz| for large magnetizations we have seen in the previous
chapter. The angular anisotropy however gives rise to a six-fold symmetrical dependence
of the bending with the angle of the magnetization reminiscent of Fig. 2.3. This leads
to additional fine structure in the transmission profile between two differently magnetized
Bi2Te3 nanowires on top of the anomalous magnetoresistance described in Fig. 8.4 of the
previous chapter.
9.2 Derivation of Effective Hamiltonian
We take as our starting point the model four-band Hamiltonian in Eqs. 16 and 17 of Ref.
[192],




‖)Γ5 + B0Γ4kz + A0(Γ1ky − Γ2kx)
+R1Γ3(k
3
x − 3kxk2y) +R2Γ4(3k2xky − k3y) (9.1)
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where
Γ1 = σx ⊗ τ1,Γ2 = σy ⊗ τ1,Γ3 = σz ⊗ τ1,Γ4 = Iσ ⊗ τ2,Γ5 = Iσ ⊗ τ3.
The τs can be interpreted as describing the orbital DOF and the σ terms the real spins.
This Hamiltonian can be derived based on the symmetries exhibited by the underlying
crystal structure of the Bi2Se3 family of TIs. The hexagonal warping term derived by Fu
[127] can also be obtained from the Hamiltonian.
At the risk of some duplication with Sect. 3.3, we first rederive the Hamiltonian for a
TI cylinder without the R1 and R2 terms. We do this for two reasons. First, the underlying
four-band Hamiltonians we start from Eqs. 3.11 and 9.1 have different forms. Remarkably
they nonetheless give rise to similar effective Hamiltonians. Second, in Sect. 3.3 we did
not consider the position dependence of the wavefunction in the direction normal to the
surface for expositional simplicity, because this was not central to the argument there. The
net effect of its exponential decay in the absence of the R1 and R2 terms, as will be evident
from the subsequent discussion, is only to add a multiplicative constant to the effective
Hamiltonian which can be absorbed into the Fermi velocity parameter v. The presence of
the R1 and R2 terms here, however, requires us to take a more careful derivation.
We use a slightly modified version of Imura et al ’s approach [111] to obtain the effective




rewrite Eq. 9.1 in cylindrical coordinates. We treat the terms containing r derivatives
resulting from the MΓ5 + A0(Γ1ky − Γ2kx) as our base Hamiltonian and the remaining
terms as perturbations.
The base Hamiltonian in cylindrical coordinates reads
〈~r|H0 = (M0 −M2∂2r )(Iσ ⊗ τ3) + A0(−(σφ)(−i∂r))⊗ τ1
= M⊥(Iσ ⊗ τ3) + A0(−(σφ)(−i∂r))⊗ τ1 (9.2)
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justifiable on the basis that the edge states we are seeking are confined to around r = R
where in the R →∞ limit the contributions of terms proportional to 1
R
go to 0. We look
for eigenstates of Eq. 9.2 with eigenenergy 0 and with spatial r dependence of the form
exp(λ(r −R)).
It turns out to be physically more instructive to diagonalize the σ part of Eq. 9.2 first.
Denoting the σ eigenstates |σ±〉 as |σ±〉 ≡ 1√2(1,±i exp(iφ))T, we have
〈~r, σ±|H0 = (M⊥τ3 ± iA0λτ1)〈~r, σ±|. (9.3)
We solve for the zero energy eigenstates of Eq. 9.3. Writing the (unnormalized) 0 energy
eigenstate of Eq. 9.3 as (1, α)T and solving for α yields the eigenstates (1,± iM⊥
A0λ
)T. Solving
the secular equation for the eigenvalues of Eq. 9.3 being equal to 0 gives (M⊥)2 = (A0λ)2.
By definition M⊥ = M0 − λ2M2. A condition for the existence of topological edge
states is that M0 and M2 need to be of differing signs. It is conventional to choose M0
to be negative, in which case M⊥ is negative. As M⊥ is negative and A0 is positive, the
only consistent solution for (M⊥)2 = (A0λ)2 is to choose M⊥ = −A0λ. The (normalized)








We note that the equation M⊥ = −A0λ actually expands out to (M0− λ2M2) = −A0λ
which is quadratic in λ and hence yields two solutions which we denote as λ(±). (We include
the brackets in the (±) and place it as a subscript to emphasize that this ± index is NOT
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(There appears to be a typo in the denominator of the corresponding Eq. 21 in Ref. [111].
)
Putting everything together, a zero-energy eigenstate of Eq. 9.3 which disappears at
the cylinder boundaries r = R is























In the λ(±)R≫ 1 limit we have
∫ R
0




(Ref. [111] writes of the λ(±) ≪ R limit but we find that λ(±)R ≫ 1 is a better















πR(λ(−)−λ(+))2 (exp(λ(+)(r −R))− exp(λ(−)(r −R))).
We now proceed to project H0 into the |σ±〉 subspace. We first work with the terms
which result fromMΓ5+BΓ4kz+A(Γ1ky−Γ2kx). The terms which are not already included
in H0 are













The spin components of the matrix above are in the |σ±〉 basis. They can be converted











where pφ ≡ (−i∂φ)/R. This coincides with the usual Rashba form of the Dirac fermion
Hamiltonian v(~σ × ~p) · nˆ on the surface of the cylinder expanded out in cylindrical coor-
dinates with the identification of A = B = v except for the presence of the additional A
2R
term. The latter has been interpreted as a manifestation of the spin Berry phase [111] but
can be ignored for most transport calculations as a constant shift in energy.
The remaining terms in Eq. 9.1 which we have not yet dealt with are
H2 = R1Γ3(k
3
x − 3kxk2y) +R2Γ4(3k2xky − k3y).
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These terms require a bit more subtlety to handle as they contain r and its derivatives.
We often see the momentum in the x direction being written as pˆx ≃ −i∂x, so that
the expectation value of the momentum at position x gets written as ψ(x)∗(−i∂xψ(x)).





we are taking the expectation value of the non-Hermitian operator |x〉〈x|px with respect
to the state |ψ〉. This does not lead to any problems when ψ(x) = 〈x|ψ〉 = exp(ikx)
where k is real, but does give a complex value where k is complex. This contravenes the
expectation that a physical measurement should yield a real value. The most natural way








The preceding discussion is relevant for the case of our TI nanowire because the r
dependence of the |±〉 states take the form of exp(−rλ) which can be interpreted as a wave
with a complex wavevector. Following our previous discussion, we should then calculate
the matrix elements in the 2 by 2 matrix as
1
2
〈±′|{R1Γ3(p3x − 3pxp2y) +R2Γ4(3p2xpy − p3y), |~r〉〈~r|}|±〉.
Evaluating the integrals, dropping terms containing exp(−λR) and unitary-transforming
to the real spin basis gives the final expression
H = −Bkzσφ + A
R




{∂φ, (R1 sin(3φ)σr −R2 cos(3φ)σφ)}
= −Bkzσφ + A
R










(3R1 +R2) cos(3φ)σr + (R1 + 3R2) sin(3φ)σφ
))
. (9.7)
This effective Hamiltonian is one key result of this work.
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9.3 Comparison with flat surfaces
In TIs we are interested in the surface states which necessitate the presence of surfaces.
Such surfaces can be obtained by truncating a TI bulk crystal perpendicular to the sur-
face normal. In the Bi2Se3 family of TIs there are two distinct directions with different
symmetries. The direction along the quintuple layers of the underlying crystal structure is
commonly denoted by the z direction has a 3 fold rotational symmetry while the direction
perpendicular to it has only a 2 fold rotational symmetry. The effective Hamiltonians
therefore differ with the directions along which the bulk crystal is truncated.
The Hamiltonian obtained by Fu, Eq. 3 in Ref. [127], reads





This Hamiltonian can also be derived from Eq. 9.1 following the steps described in the
previous section for the TI cylinder modified for a TI crystal truncated perpendicular to the
z direction. We then find that the vk and λ in Eq. 9.8 correspond to A and R1 in Eq. 9.1
respectively. The values of A in both Refs. [127] and [192] match within 10% (2.55eVA˚vs
2.87eVA˚, respectively) and we shall use the latter value for our numerical calculations.
The values of R1, however, differ by a factor of 5.5 (45.02 eVA˚
3 vs 250 eVA˚3) between the
two works. We use 5 times the former value in our numerical calculations.
Eq. 9.8 was obtained for a TI crystal truncated perpendicular to the z direction.
This cannot be directly compared against our expression for the effective Hamiltonian of
the TI nanocylinder whose surface normals are perpendicular to the z direction. A more
appropriate comparison is to consider a TI crystal truncated along a flat planar edge whose
surface normal lies in the (cos(φT ), sin(φT ), 0) direction. The surfaces which we have been
referring to are illustrated in Fig. 9.1.






Figure 9.1: The green surface of the protruded cylinder is the surface on which the effective
Hamiltonian of this chapter applies while the yellow patch is the surface on which the
effective Hamiltonian in Chap. 2 is derived for. The thick black line denotes the flat
surface normal to the (cos(φT ), sin(φT ), 0) referred to in the text.
mal vectors eˆ1 = (cos(φT ), sin(φT )) and eˆ2 = (− sin(φT ), cos(φT )) tangential to the surface.
(They correspond to xˆ and yˆ when φT = 0. ) We rewrite Eq. 9.1 in terms of the q
1 and
q2 coordinate system and project the resulting Hamiltonian in the subspace of the states
with a q1 dependence of exp(λq1) representing a slab that extends semi-infinitely into the
negative q1 direction. The resulting Hamiltonian reads









2(R2 cos(3φT )σ2 −R1 sin(3φT )σ1)(−i∂2)3 (9.9)
where σi = eˆi · ~σ, i = (1, 2) and λ′(±) are given by the same expression Eq. 9.4 as λ(±)
with the replacement of φ→ φT .
Eq. 9.9 resembles the effective Hamiltonian for the z aligned cylinder Eq. 9.7 with a
few key differences beyond the replacement of ∂φ/R, σr and σφ by ∂2, σ1 and σ2 respectively
above. Compared to Eq. 9.7, Eq. 9.9 does not have the constant A
2R
Iσ term. This difference
stems from the differing roles that φ in Eq. 9.7 and φT in Eq. 9.9 play. In Eq. 9.7, φ
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is a dynamical degree of freedom that gets acted upon by its corresponding momentum
operator. Physically, the emergence of the A
2R
term can be interpreted as a consequence of
the (lab frame) direction of the momentum having a dependence on the angular coordinate
φ as the charge carriers are constrained to move on the circumference of the cylinder. The
A
2R
Iσ term in Eq. 9.7 in fact comes about by the momentum operator acting upon the
φ dependence of the unitary operator transforming the Hamiltonian from the spin |σ±〉
basis back to the spin basis of the original Hamiltonian. In contrast, the φT in Eq. 9.9 is a
numerical parameter and is not acted upon by any unitary operator. This also accounts for
the difference that we needed to write Eq. 9.7 as containing an anticommutator between
the φ momenta operator and the φ-dependent terms.
The other key difference between Eq. 9.9 and Eq. 9.7 is the absence of the cubic
momentum terms in the latter. In the derivation of the Eq. 9.7 for the cylindrical geometry,
the cubic momentum terms have been found to have a exp(−λR) dependence which led
to their being neglected in the infinite R limit. In the plane geometry, however, the terms
containing exp(−λR) amongst the coefficients of the cubic momentum terms cancel out,
and we do have significant cubic momentum terms.
9.4 Comparison between two-band and four-band Hamil-
tonians
We can compare how well the effective two-band Hamiltonian Eq. 9.7 for the surface
states replicates the surface states predicted by the full four-band Hamiltonian Eq. 9.1.
We accomplish this by writing the spatial parts of the latter in the basis of the |m, l〉 states





where Jm is the Bessel function of the first kind of order m, and jm,l its lth zero, and
then diagonalizing the resulting matrices numerically. The |m, l〉 states are the normalized
eigensolutions to the two-dimensional Laplace equation in cylindrical coordinates whose
wavefunctions evaluate to 0 at r = R. (A theorem in elementary quantum mechanics
states that the eigenstates for a Hermitian Hamiltonian form a complete basis set, so we
do not need to consider states proportional to exp(imφ)Jn(r/Rjn,l) for m 6= n.)
There is a technical caveat involved in the evaluation of the Hamiltonian matrix ele-
ments involving the third order r derivatives which appear in the R1 and R2 hexagonal
warping terms. These terms turn out to be cumbersome in cylindrical coordinates. For
example, the R1 terms can perhaps be most succinctly be expressed by
R1Ψ







































It turns out, however, that such a na¨ıve calculation does not yield a Hermitian Hamiltonian.





r (Θ(R− r)Jm(r/Rjm,l)) (9.11)
where Θ is the Heaviside step function. Compared to Eq. 9.11, Eq. 9.10 has extra terms
after integration due to the Dirac delta functions that arise from differentiating the step
function. (These extra terms are also present in the evaluation of integrals involving the
second r derivatives but evaluate to 0 as they involve a product of a Jm(r/Rjm,l) and the
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derivative of another one at r = R. ) For matrix elements involving third r derivatives,
the extra terms include products of derivatives of Bessel functions at r = R, which do not
evaluate to 0 and have to be accounted for.
The calculation of the dispersion relations with the full four-band Hamiltonian enables
us to compare how well our effective two-band Hamiltonian approximate the surface states
of the four-band Hamiltonian. The calculation also establishes the energy and wavevector
ranges above which bulk states emerge, and invalidate transport calculations with the
two-band Hamiltonians which consider only surface states.
Fig. 9.2 shows the dispersion relations calculated for Bi2Se3 and Bi2Te3 using the four-
band Hamiltonian parameters given in Ref. [192] for TI nanocylinders except for the R1
parameter for Bi2Te3, where we used 5 times the value in the paper as discussed in the
previous section.
Figure 9.2: Dispersion relations for the edge states and some bulk states for (a), (b) Bi2Se3
and (c), (d) Bi2Te3 for TI nanocylinders of radii (a),(c) 15nm and (b),(d) 30nm.
As the radius of the cylinders increases, the energy spacings between the bulk and edge
bands decrease. In Bi2Se3 the edge states are more cleanly separated in energy from the
133
bulk states compared to Bi2Te3 where some of the higher energy edge states are found at
energy ranges where bulk states are present as well. Somewhat surprisingly, the energy
values (and for Bi2Te3, the wavevectors) at which the bulk states emerge and the two-
band effective Hamiltonian for surface states becomes inappropriate is only very weakly
dependent on the cylinder radii. The results indicate that the bulk states may be ignored
up to around 0.25 eV in Bi2Se3 and 0.1 eV in Bi2Te3 cylinders.
We next compare the dispersion relations for Bi2Te3 obtained from the two-band and
four-band Hamiltonians.
Figure 9.3: The dispersion relations for a TI cylinder of radius (a) 15 nm and (b) 30 nm
calculated using the full four-band Hamiltonian (bluish lines) and the two-band effective
Hamiltonian (reddish lines).
Fig. 9.3 shows the dispersion relations for two TI cylinders of different radii calculated
using the full and the effective Hamiltonian. The edge states are two-fold degenerate with
each distinct line in the figure representing two states. The dispersion relations obtained
by the effective Hamiltonian fit those obtained by the full Hamiltonian reasonably well at
small kz and energy values below that which the bulk bands emerge. At larger values of kz
below 0.1eV the effective Hamiltonian tends to underestimate the eigenenergy. However the
qualitative trend that the bottom three pairs of energy degenerate particle states tend to
cluster together at large kz is still reproduced by the effective Hamiltonian. The agreement
between the effective and full Hamiltonian E − k curves improves with increasing cylinder
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radius. This can be expected as the effective Hamiltonian was derived under the R → ∞
limit.
We finally compare individual eigenstates calculated from the effective and bulk Hamil-
tonians. Fig. 9.4 shows the charge and in-plane spin densities for corresponding pairs of
states from the bottom and third pair of degenerate particle states at kz = 0.03A˚
−1 for
a cylinder of radius 30 nm. (We applied a vanishing z magnetic field to lift the two-fold
degeneracy to remove ambiguity about which linear combination of degenerate states are
returned by the numerical eigenvalue algorithms.) The spin density of the lower energy
states match well. The gross features of the spin densities of the higher energy state match
fairly well despite the presence of some discrepancies. We suspect that these discrepan-
cies arise from the coupling between the edge and bulk states which are neglected in the
effective Hamiltonian. We expect the correspondence between the eigenstates calculated
from the effective and full Hamiltonians to improve with increased cylinder radius. The
decreased energy spacing between the edge bands will lead to presence of more bands in-
termediate in energy between the lowest energy edge bands and those closer in energy to
the bulk bands. These intermediate energy bands should shield the lowest energy bands
from the influence of the bulk states.
9.5 Dispersion relations and magnetoresistance
Having now established that our effective two-band Hamiltonian is an adequate approxi-
mation for the full four-band Hamiltonian for a Bi2Te3 nanowire, we now use the former to
study a Bi2Te3 cylinder with an magnetization. We use the numerical value of 50nm for the
cylinder radius in our calculations. This choice is motivated by two reasons. The results of
the previous section suggests a reasonably good match between the eigenstates calculated
by the four-band Hamiltonian and the two-band effective Hamiltonian can be obtained
135
Figure 9.4: The top row compares the 0.04 eV states calculated by the bulk and full Hamil-
tonian while the bottom row compares the 0.007 eV states. The left halves are the charge
densities, and the right halves the in-plane spin densities. The direction and magnitude
of the in-plane spin densities are color encoded based on the color wheel in the middle
right corner of the figure. The angular position of a color on the wheel indicates the di-
rection of the in-plane spin accumulation and its radial position the magnitude normalized
to the largest spin polarization. We have also plotted arrows indicating the direction and
magnitudes of the spin densities for the states calculated by the effective Hamiltonian.
at 50nm radius. This radius value also falls within the range reported for experimentally
fabricated Bi2Te3 nanowires [193, 194].
While it is no longer possible to obtain analytic expressions for the dispersion relations
and eigenstates of the Bi2Te3 nanowire in terms of elementary functions analytically, nu-
merical calculations show that the dispersion relations in the absence of a magnetization,
and a magnetization along the cylinder z axis (not shown) for a Bi2Te3 nanowire resemble
those of other TI nanowires studied earlier in Chapter 7. For example, Fig. 9.5 shows that
the transmission from an unmagnetized Bi2Te3 nano cylinder to one magnetized in the ax-
ial z direction exhibits the same discrete parallelograms in the energy-drain magnetization
graph as Fig. 7.3.
The similarity with a non-Bi2Te3 TI nanowire is expected because the additional terms
depending on R1 and R2 only contain terms which couple to spin directions perpendicular
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Figure 9.5: The transmission from an unmagnetized Bi2Te3 nano cylinder of radius 50nm
to a coaxial cylinder magnetized along the cylinder axis as a function of the energy and
drain magnetization magnitude Mz2.
to the cylinder axis. We shall not dwell on the z magnetized cylinder but move on to the
more interesting situation where the applied magnetization is perpendicular to the cylinder
axis.
Figure 9.6: The dispersion relations for an magnetization applied in the x direction for a
Bi2Te3 nanowire of radius 500 A˚, and (a) Mx = 0.01eV~
−1, (b) Mx = 0.02eV~−1 and (c)
Mx = 0.04eV~
−1 respectively plotted in solid lines, and the dispersion relations without
the magnetizations plotted in dotted lines for comparison.
The panels of Fig. 9.6 shows the dispersion relations for increasing magnetizations in
the x direction. Similar to the TI nanowires studied in the previous chapter, the energies
of the particle states at kz = 0 increase with increasing magnetizations, and the low energy
particle bands become convex at small |kz| at large magnetizations.
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(a) (b)
Figure 9.7: (a) The dispersion relations for a Bi2Te3 nanowire of radius 500 A˚with magne-
tization ~M = M(cos(φM), sin(φM), 0) for φM = 0 (red lines),
π
12
(green lines) and π
6
(blue
lines). (b) The energy of the first band whose band bottom (what we called the particle
m = 1 band in the previous chapter) plotted as a function of kz and φM .
Differing from the TI nanocylinders studied in the previous chapter, the hexagonal
warping terms in Bi2Te3 result in a dependence of the dispersion relations on the direction
of the applied magnetization perpendicular to the cylinder axis. Panel (a) of Fig. 9.7
shows that for a given band, the value of φM which gives the lowest energy depends on
both the band as well as the value of kz. Panel (b) in turn shows that the energy of each
band varies periodically with a period of π/3 as φM is varied. This is reminiscent of the
behavior of Fig. 2.3 in which the bandgap in the flat +z terminated Bi2Te3 slab subjected
to an in-plane magnetization exhibits a similar 6 fold periodic variation with the in-plane
magnetization angle.
The combined effects of the band bending at small |kz| and the magnetization angle
dependence give rise to a rich transmission profile as the energy and magnetization angles
are varied. Fig. 9.9 shows the transmission from a source cylinder magnetized in the +x
direction to a coaxial drain cylinder magnetized to the same magnitude shown in Fig. 9.8,
as a function of the drain magnetization angle and the energy for two values of source
magnetization.









Figure 9.8: The system considered in this section consisting of a source Bi2Te3 cylinder
magnetized in the +x direction and a coaxial drain Bi2Te3 cylinder, both of radius 50nm,
coaxial with each other.
magnitude. At energies below slightly more than 0.015eV, the only propagating mode
in both the source and drain is what was called the hole m = 0 mode in the previous
chapter. The transport in this regime exhibits the conventional magnetoresistance where
the transmission is highest for parallel magnetizations between the source and drain, and
lowest for the antiparallel configuration. At energies lying between slightly more than
0.015eV to about 0.025eV the transmission exhibits the anomalous magnetoresistance in
the previous chapter. The band-bending near |kz = 0| results in the transmission at
antiparallel configuration being higher than at intermediate configurations between parallel
and anti-parallel source and drain magnetization configurations. A ‘sawtooth’ profile of
high transmission at φM = nπ/3 appears in a narrow energy range between about 0.019eV
to slightly less than 0.021eV. The emergence of this sawtooth pattern is due to the variation
of the energy of the band bottom of the band emerging at this energy range with the
drain magnetization direction – the narrow tip of each high transmission ‘tooth’ at each
integer n φM = nπ/3 corresponds to the drain magnetization direction at which the band
bottom has the lowest value of energy. At higher values of energy the band bottoms of
the bands which subsequently emerge do not vary as much with the drain magnetization











Figure 9.9: The left panels show transmission from a 50nm TI cylinder magnetized in
the +x direction to a co-axial drain cylinder magnetized to the same magnitude and in
the (cos(φM), sin(φM), 0) direction at (a) M = 0.02eV~
−1 and (b) M = 0.03eV~−1 as a
function of energy and drain magnetization angle φM . The panels on the right show the
dispersion relations at various magnetization angles at the same magnetization magnitude
as the accompanying plots on the left, as a function of the wave vector kz and the energy.
The energy values of the transmission profiles (left) and dispersion relations (right) are
aligned to facilitate comparison. We have also drawn lines linking the energy at which key
features in the transmission profile emerge with their corresponding features in the band
diagrams.
magnetoresistance behavior at high energies. Comparing now between panels (b) and (a),
we see that the larger magnetization in (b) results in more extensive bending of the lower
energy bands at small |kz|. This results in a larger energy range over which the anomalous
magnetoresistance appears. The larger variation of the energy of each band with the
magnetization angle also leads to a larger energy range for the sawtooth transmission
profile.
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The sawtooth transmission profile may possibly be of utility as a four-state magnetic
memory element. The magnetic memory element may be biased and gated so that the total
current is given by the energy integral over an energy range falling within the sawtooth
transmission profile regime (about 0.024eV to 0.027eV ), and the 4 states represented by
the drain magnetization lying in φM = 0, π/6, 2π/6 and 3π/6. The sawtooth transmission
profile then leads to a relatively large difference in current between memory states repre-
sented by adjacent values of the drain magnetization directions (e.g. between φM = π/6
and φM = 2π/6) while retaining a current difference large enough between the φM = 0
and φM = 2π/6, and φM = π/6 and φM = 3π/6 pairs, to be able to robustly distinguish
between the four states.
9.6 Conclusion
In this chapter we derived the two-band effective Hamiltonian for the surface states of a
Bi2Te3 nanocylinder incorporating the hexagonal warping terms. We calculated the dis-
persion relations from the underlying four-band Hamiltonian and saw that the energies at
which the bulk states emerge is only weakly dependent on the cylinder diameter. The dis-
persion relations and eigenstates calculated from the two-band Hamiltonian match those
of the four-band Hamiltonian reasonably well. The dependence of the Bi2Te3 dispersion
relation on the angle at which the magnetization is applied perpendicular to the cylinder
axis gives a rich transmission profile between two cylinders magnetized in different direc-
tions. In particular, the sawtooth profile which exists at some values of energy and large
magnetizations may be of utility in a four-state magnetic memory bit.
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Chapter 10
Conclusions and future works
10.1 Conclusions
In the Introduction we set out the objectives of this thesis as being to
• develop the mathematical and computational toolkit necessary to describe and model
curved SOI nanodevices,
• study transport in novel TI systems,
• uncover physical effects relevant to spintronics applications that emerge from the
introduction of curvature to SOI systems, and
• explain these effects.
We accomplished the first half of the first objective of developing the mathematical
toolkit to describe curved SOI nanodevices in Chapter 3 where we derived generic Hamil-
tonians for curved RSOI systems and the effective Hamiltonians for the surface states of
curved TIs. We saw that the Hamiltonians for both RSOI systems and TIs have mathe-
matically similar forms. The second half of developing a computational toolkit to model
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curved SOI nanodevices was fulfilled in Chapter 6 where we derived a Hermitian finite
difference approximation for the Laplacian operator on a curved manifold suitable for use
in NEGF and other numerical calculations. We also performed a numerical diagonaliza-
tion of the four-band Hamiltonian for TI cylinders in Chapter 9 including the hexagonal
warping terms and established that the energies at which bulk bands emerge is only weakly
dependent on the cylinder radius.
For the last two objectives, we showed in Chapter 4 that charge carriers moving on a
gently curving non-planar magnetized TIs experience effective magnetic fields due to the
curvature, and that charge carriers moving in a planar curved RSOI arc gain an out of
plane spin polarization. The emergence of spin currents was predicted and explained in
various curved structures in Chapter 5 as arising from the balance between spin and charge
currents and forces for time independent energy eigenstates.
We have also performed a numerical calculation of the spin z current generated by the
exemplary system of the planar RSOI arc in Chapter 6, and showed that the sign of the
spin polarized current can be modified by the arc parameters. We explained the emergence
of spin polarization in terms of the breaking of the antisymmetry of the transverse spin
current profile in a straight waveguide.
For the last three objectives, we studied the transmission between differently magne-
tized flat, infinitely wide Bi2Te3 slabs in Chapter 2 . We found that the distortion of the
constant energy surfaces, the opening of band gaps, and the displacement of the Dirac
points of the constant energy surfaces by an in-plane magnetization due to the hexagonal
warping term modulate the transverse momentum overlap between the source and drain
Fermi surfaces, and lead to a rich transmission profile as the drain magnetization and
potential are varied.
In Chapter 7, we studied the transmission between TI cylinders magnetized in different
directions along the radial, axial and azimuthal directions. We found that for TI cylinders
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magnetized in the axial direction there is a reordering of the energy bands in energy as
the magnetization is varied. This reordering and the fact that a source mode incident on
the source-drain interface with a given orbital angular momentum m index can only be
transmitted into a drain mode with the same m give rise to discrete parallelograms in the
transmission as the energy and drain magnetizations are varied.
In the following chapter, we studied transmission between TI cylinders magnetized
perpendicular to the cylindrical axis. We found that the bending of the energy bands at
large magnetizations leads to an anomalous magnetoresistance effect due to the increased
overlap between the wavefunctions of the source and drain modes magnetized in opposite
directions.
In the next chapter we then studied the Bi2Te3 cylinder with a hexagonal warping term.
We found that the dependence of the band bending on the in-plane magnetization angle
results in a sawtooth transmission profile with the variation of energy and magnetization
angle which may be of utility in a multiple state magnetic memory bit.
10.2 Future works
We offer a few directions for future works.
10.2.1 Confined Dirac fermions
In the last few chapters of this thesis, we studied Dirac fermions in TIs confined to move on
the surfaces of cylinders. A comparison between the TI and RSOI systems studied in this
thesis, however, shows that there is no TI counterpart to our studies of the RSOI planar
curved waveguides in Sections 4.2, 5.2.1 and Chapter 6.
The reason for this is that the Dirac fermion Hamiltonian on a flat plane does not
admit energy eigenstates which satisfy the requirement that the wavefunctions disappear
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at the boundaries of the waveguides. Consider the Dirac fermion Hamiltonian in the usual
xy Cartesian coordinates for Dirac fermions moving on the xy plane, H = (kyσx − kxσy)
in which we have set the Fermi velocity v = 1 for simplicity. We seek a linear combination
of the 2 eigenstates with real ~k and the same value of ky, and equal and opposite kx as
a prospective energy eigenstate with eigenenegy E of a planar, finite width waveguide
extending to infinity in the y direction. We set one boundary of the waveguide at x = 0.












There exists no physically admissible values of c1 and c2 in which both spinor compo-
nents go to 0 simultaneously. The requirement that the spin down component disappears
gives c2 = −c1. Substituting this gives 2ikx for the spin up component, which disappears
only when kx = 0. This is however not an admissible solution because it results in the
wavefunction dispppearing identically everywhere so there is 0 probability of finding the
particle anywhere.
Despite this, there have been previous efforts to study finite width TI waveguides
utilizing hard wall boundary conditions and the Dirac fermion Hamiltonian in the literature
[195, 196, 197] . Unfortunately, all of these works are wrong. Explicit calculations show
that the purported eigenstates in all of these works fail to satisfy the basic requirement
that Hˆψ = Eψ.
It turns out, however, that Dirac fermions can still be confined into regions of finite
width if we replace the more stringent requirement that the wavefunctions disappear at
the boundaries of the allowed regions, with the looser requirement that they decay away
exponentially inside the forbidden regions. Consider the simplest case in Fig. 10.1. The
middle region labelled (II) represents the allowed region of finite width (in the x direction)
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in which we wish to confine our Dirac fermions within. It is sandwiched between the two
forbidden regions labeled (I) and (III). All three regions extend to infinity in the y direction,






Figure 10.1: A schematic diagram showing the allowed region (II) of finite width in which
we wish to confine the Dirac fermions within, sandwiched between the two forbidden regions
(I) and (III). The arrows extending out of the corners of the regions indicate that the regions
extend to infinity in the directions of the arrows.
Three methods of confining Dirac fermions have been reported in the literature. The
basic idea behind all of them is to utilize the fact that since the longitudinal momentum
ky is conserved in the system, states ‘leaking’ out of the allowed region into the forbidden
regions bounding it will decay away exponentially if there exists no propagating states with
the same ky and the same energy in the forbidden regions. This can be accomplished by
(i) applying potentials to shift the energy positions of the Dirac cones in the allowed and
forbidden regions with respect to each other so that the Fermi surfaces of the forbidden
regions at the energy are smaller than that in the allowed region [198], (ii) applying an
out-of-planeMz magnetization to accomplish the same or to create a bandgap large enough
that the energy falls within the bandgap in the forbidden regions [199], and (iii) applying
an in-plane Mx magnetization to shift the Fermi surfaces of the forbidden and allowed
regions with respect to each other so that their ky values do not overlap [200]. The three


















Figure 10.2: A schematic diagram illustrating the confinement of Dirac fermions into
allowed region II by means of (a) shrinking / eliminating the Fermi surfaces of the forbidden
regions I and III using potentials (upper right) or out of plane magnetization (lower right),
and (b) displacing the Fermi surfaces away from each other by an in-plane magnetization.
The blue shaded k-space regions represent the range of ky values for which there is no ky
overlap between the allowed and forbidden regions so that the Dirac fermions are confined
in the allowed region.
The magnetoresistance between finite width waveguides confined by such methods and
magnetized in different directions has not been studied explicitly. Ref. [199] did study the
transport through a wider central region sandwiched between two narrower leads, but their
results are suspect because it seems that the authors have not taken the evanescent modes
into account. Despite the eigenstates used being wrong, the physical reasoning behind Ref.
[197] if the eigenstates had been correct remain sound. Modeling the waveguides using the
H = v(~p×~σ) · zˆ form of the Dirac Hamiltonian (Ref. [197] used the alternative H = v(~p ·~σ)
form) and one of the three confining methods mentioned, we expect to see an anomalous
magnetoresistance with high transmission for both parallel and antiparallel magnetizations
and lower transmission for intermediate magnetization directions for waveguides magne-
tized in the in-plane transverse direction, and a usual magnetoresistance of high (low)
transmission for (anti) parallel magnetization direction for waveguides magnetized in the
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in-plane longitudinal direction. One direction for future work then is to test this prediction
explicitly while taking into account the evanescent modes properly.
The next step is to introduce curvature into the planar waveguides and study how the
spin texture is modified by the curved paths that the Dirac fermions are forced to take.
Fig. 10.3 shows the results of preliminary calculations on the spin texture in a periodically


















































































































Figure 10.3: The spin and charge densities of (a) the lowest energy and (b) the second
lowest energy particle band for a periodically curved TI waveguide confined by an out of
plane magnetization - all quantities in arbitrary units.
All of the works on confined Dirac fermions so far have focused on TIs modeled by the
linear momentum Dirac fermion Hamiltonian. The additional cubic momentum depen-
dence in the effective Hamiltonian and the resulting k-space anisotropy in Bi2Te3 can be
expected to give rise to richer physics in confined Bi2Te3 Dirac fermions. In particular, the
opening up of a bandgap by an in-plane magnetization offers a combination of the Fermi
surface shrinkage / elimination and Fermi surface displacement methods for confining Dirac
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fermions in Bi2Te3.
Whereas the three methods outlined provide viable means of confining Dirac fermions
into specific regions on infinite plane, it is still desirable to solve for the surface states in
TI nanoribbons of finite widths. We have already seen that the linear momentum Dirac
fermion Hamiltonian does not admit physical energy eigenstates in which the wavefunctions
disappear at the nanoribbon boundaries. This forces us to start from a more fundamental
level. To date, three works [201, 202, 203] have explicitly calculated the bulk and surface
eigenstates of infinitely long TI bars with rectangular cross sections from four-band Hamil-
tonians. It is intriguing that the first of these [201] found multiple surface state bands while
the latter two [202, 203], which are by the same group different from the authors of the
first paper, have only a single surface state band. A careful investigation is warranted to
check if the discrepancy between the two are due to the different sizes and/or orientations
of the slabs considered, or if either of the groups have made mistakes in their work. The
four-band results in Chapter 9, and my own preliminary results shown in Fig. 10.4 using
the same model and parameters but with the slab oriented along a different direction from
that in the first paper Ref. [201] support the results there.













Figure 10.4: Preliminary bandstructure of an infinitely long TI bar with a rectangular
cross section. The green bands highlighted correspond to the edge states localized near
the surfaces of the slab. The particle densities in the cross sections perpendicsular to the
infinite length z direction for the lowest and highest energy particle edge state bands at
kz = 0 are indicated.
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These results show that surface states do exist at the surfaces of rectangular TI bars of
finite cross sectional areas. My preliminary results however differ from that of Ref. [201]
in one respect – whereas the particle densities of the surface states in Fig. 1(b) there do
not display much spatial variation away from the corners of the rectangle, it is evident
that there exist two peaks of particle densities along each of the four edges of the cross
section for the highest energy particle edge band in Fig. 10.4. This is reminiscent of the
density antinodes in the excited states of the infinite square well. One avenue for future
work then is to resolve these differences and check which of us has the more physically
correct results. (The authors of Ref. [201], and I have used different choices of basis sets in
our numerical calculations. ) Proceeding from there, the next logical step is to answer the
question of how the simple Dirac fermion Hamitonian H = v(~p×~σ) · nˆ should be modified
in order to yield physical states for the faces of a TI bar of finite rectangular cross sectional
area and infinite length. The resulting surface state effective Hamiltonians should ideally
also yield the spatial variation of the particle densities across the width of the bars should
the spatial variations in my preliminary results turn out to be correct. Following this,
curvature can be introduced (for example by bending the originally straight TI bars), and
the resulting modifications to be made to the surface state effective Hamiltonians and their
effects studied.
10.2.2 Effect of strain and torsion
In this thesis we have assumed that the curvature does not affect the underlying electronic
structure of the bulk material. For example, in our derivation of the Hamiltonians for both
RSOI systems and TIs in Chapter 3, we assumed that the SOI strength and the Fermi
velocity respectively in curved structures are unchanged from those of a straight and/or
flat slab of material.
In practice, however, the presence of curvature is frequently accompanied by strain, for
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example when an originally flat and / or straight slab of bulk material is forcefully bent
to form a curved waveguide. In some classes of RSOI materials, strain has been shown to
affect the RSOI interaction strength [204, 205, 206, 207].
Moreover, in graphene, whose low energy effective Hamiltonian is also that of the Dirac
fermion Hamiltonian except that the Pauli matrices refer now to the pseudospin degree of
freedom associated with the two interpenetrating triangular sublattices of the underlying
honeycomb lattice, the deformation of the lattice due to strain modifies the orbital overlap
between adjacent carbon atoms, and hence the hopping parameter between the orbitals.
The effects of these can be mathematically modeled by the addition of a gauge term to
the momentum operators in the Hamiltonian [208, 209]. The resulting effective magnetic
field has been experimentally measured to reach strengths of up to 300T [210]. It has
been theoretically proposed that this effective magnetic field can serve as the basis for a
pseudospin filter [211].
One direction for future works then, is to include the effects of strain associated with
the curvature and study how these couple with the purely geometric effects of curvature
considered in this thesis.
Another geometrical effect which offers an avenue for future study is torsion. The twist-
ing of a nanowire has been shown to give rise to geometric vector potential terms in the
Hamiltonian [97, 212]. These vector potentials lead to additional phase shifts and inter-
ference effects [213] as well as act as effective magnetic fields which give rise to persistent
currents in twisted rings [214]. The explicit inclusion of spin, and spin orbit interactions
in twisted systems has only been achieved fairly recently in 2011 [215] and has not yet
received very much attention.
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10.2.3 Emerging materials
Another broad direction for future works is to extend the analysis in this thesis to new
materials of interest in spintronics that have emerged within the past two to three years.
Here we briefly outline two such materials – crystalline topological insulators (CTIs) and
molybdenum suphide (MoS2). Although both of these materials share a similarity with
the topological insulators studied in this thesis in that the effective low energy states in
all of these systems are described by Dirac cones, they differ in that they possess multiple
Dirac cones within their first Brillouin zones between which there is significant inter-valley
coupling. The inter-valley coupling can be expected to give rise to richer physics than
the traditional TIs studied here. In particular, analogous to the way that spin forms the
basis for spintronics, the valley degree of freedom forms the basis for the upcoming field of
valleytronics [216, 217].
Crystalline topological insulators
Crystalline TIs (CTIs) [218, 219] are a new class of topological insulators where the non
trivial topological states stem from crystal rather than time reversal symmetry. First pre-
dicted theoretically in 2011 [218], CTIs were then experimentally found in the 3D materials
SnTe [220], PbSnSe [221] and PbSnTe [222]. The ARPES data in these experimental obser-
vations reveal the existence of four Dirac cones on the [001] surface Brillouin zone located
at the non time reversal symmetric points near the middle of each corner of the square
Brillouin zones bounded by the [110] and [11¯0] directions.
The effective Hamiltonian for the surface states near the Y point has been derived to
be
H = v2kxσy − v1kyσx + nτx + n′σxτy +mσz
where the σs and τs represent the spin and pseudospin degrees of freedom, n and n′ the
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pseudospin mixing, and m the exchange term due to proximity coupling to a ferromagnet
[223, 224].
Compared to traditional TIs, the topological protection of CTI states due to crystal,
rather than time reversal symmetry, offers the opportunity to modify these states by break-
ing the crystal symmetry [225], for example through the application of an electric field or
strain. An electric field applied perpendicular to a CTI thin film can open up a bandgap.
This can serve as the basis for a CTI based transistor in which the spin and charge currents
are electrically switchable [226]. Just as this section is being written, an Advance Online
Publication in Nature Physics reported that strain can also act as an effective gauge field
[227]. The application of strain gives an effective mass term contribution to m of opposite
signs for the two valleys [228]. This together with the anisotropy indicated by the differing
values of v1 and v2 provide a means to distinguish between the two valleys for possible
valleytronics applictions [229] .
MoS
2
MoS2 belongs to a classs of materials known as transition-metal dichalcogenides [230] which
have the general formula MX2 where M is a transition metal and X is a chalcogen - i.e.
S, Se or Te. Similar to the more established graphene, MoS2 has a honeycomb lattice
structure. A MoS2 monolayer consists of two hexagonal planes of S atoms sandwiching
an intermediate hexagonal plane of Mo atoms. Unlike graphene, MoS2 has a significant
electronic bulk band gap [231, 232], large spin orbit interaction [233], and strong coupling
between the spin and valley degrees of freedom [234].
A two-band modified Dirac fermion Hamiltonian for the low energy bands exhibiting
coupling between spin and valley DOFs in monolayer MoS2 has been derived to be
H = at(τkxσx + kyσy) +
∆
2
σz − λτ σz − 1
sz
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where ~σ denote the Mo orbtials, sz is the spin z operator and τ = ±1 denotes the valley
[234]. Using this effective Hamiltonian, it has been shown that quantized bound states
can be formed in a conduction channel sandwiched between two potential barriers created
by gate voltages [235], and that the transmission through a NM/FM/NM MoS2 junction
can be highly spin and valley polarized through the judicious application of gate voltages
[236, 237].
Under an applied electric field the inversion symmetry in bilayer MoS2 is broken and
there emerges finite and opposite-signed Berry curvature and magnetic moments in the
two valleys [238]. The symmetry breaking can also be effected by curvature induced strain
[239]. Strain induced by bending in one and few-layer thin MoS2 has been experimentally
[240, 241] and theoretically [242, 239] shown to modify the bandstructure.
We briefly mention a related material silicene [243], which like MoS2 is also a graphene
analogue, in this case with silicon atoms in place of carbon in its honeycomb lattice. The
presence of valley, pseudospin and various SOI terms may lead to new phenomena, for
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Appendix
A-1 Derivation of finite difference Laplacian operator
on a curved surface
Koonin and Meredith [184] suggested a scheme which gives a Hermitian finite difference
representation of an aribitrary Laplacian operator based on the variation of a discretized
Lagrangian-like quantity. We modify the scheme slightly to facilitate the discretization of









~∇ψ∗ · ~∇ψ − i
2
~α(~r) · (ψ∗~∇ψ − (~∇ψ∗)ψ) + V (~r)ψ∗ψ − Eψ∗ψ
)
= 0 (A1)
gives (after some integration by parts)
− 1
2m
∇2ψ − i~α · ~∇ψ + V ψ = Eψ,
which reproduces the Schroedinger equation ( p
2
2m
+ ~α · ~p + V )ψ = Eψ. Differentiating a
finite-difference approximation of the quantity being varied in Eq. (A1) with respect to
the lattice wavefunction ψ∗[i,j] gives a finite difference representation of the Hamiltonian.
We introduce some notation and terminology which we shall use for the rest of this
A-1
section. In the modeling of nanoelectronic structures we are interested in phenomena which
occur in our usual 3-dimensional physical space, which is continuous in nature in the sense
that a physical object can be moved to any point in space continuously in contrast to being
confined to discretized locations in space. For simplicity we shall refer to this physical space
as ‘continuous space’, and explicitly label coordinates in this space within round brackets,
e.g. (x, y). A common approach to the computational modeling of physical phenomena is
to partition the continuous space into a lattice with discrete points, and adopt the finite
difference approximation for derivatives. (e.g. ∂xψ(x) ≈ (ψ(x + δx) − ψ(x − δx))/(2δx)).
We shall refer to this approximation of continuous space as a lattice of discrete points as
the ‘lattice space’, and explicitly label coordinates within this lattice space with square
brackets, e.g. [x, y]. Hence, the lattice space finite-difference approximation for the x
derivative of a function f(x) defined on continuous space is written as ∂xf(x) ≈ f [x +
δx] − f [x − δx]. We shall sometimes write m as a shorthand notation for the lattice
coordinates [q1, q2].
In this section we are interested in phenomena that occur on a curved 2D surface
embedded in 3D space. We parameterize the 2D surface via the position vector of the
points on this surface ~r(q1, q2) with two coordinates (q1, q2). Here, ~r(q1, q2) is a vector
in the usual 3D Cartesian space which the 2D surface is embedded in. ~r(q1, q2) can thus
be interpreted as a mapping from a flat surface (q1, q2) to the curved surface. Here, we
discretize q1 and q2 over a uniform lattice. This is illustrated in Fig. 10.5.
We shall, at times, write
∫







The Green’s function in continuous space can be defined by
〈~r|(E − Hˆ)Gˆ|〉~r′〉 = δ(~r − ~r′)
A-2
Figure 10.5: The lattice coordinates [q1, q2] represent a lattice site centered around (q1, q2)
in continuous (q1, q2) space (indicated by the blue dots on the left) bounded by a ‘lattice
square’ with corners (q1 ± δq1/2, q2 ± δq2/2) (indicated by the black lines). ~r(q1, q2) maps
the flat (q1, q2) space onto the curved surface, in this case (x, y, z) = (q1, q2, fz(q
1, q2)).
The green dots on the right show the points on the curved surface corresponding to the
points in the centre of each lattice site in (q1, q2) space.
where we note that the Dirac delta on the right has the dimensions of volume inverse.
The Green’s function in lattice space is however defined by
〈m|(E − Hˆ)Gˆ|n〉 = δmn
where |m〉 represents the state on the lattice site m. Unlike the Dirac delta, the Kro-
necker delta is dimensionless. This imposes the condition that |m〉 (or at least 〈m|n〉) is
dimensionless as well.
|m〉 being dimensionless and imposition of orthonormality 〈n|m〉 = δnm suggest that a




































The approximation involves two integrals and a normalization by the ‘volume’ of the lattice
site. It is exact when Oˆ is diagonal.
In the finite-difference lattice approximation, we may approximate a quantity as taking
a constant value within a lattice site. Taking 〈~r|O|~r′〉 for ~r ∈ m,~r′ ∈ m as a constant O˜mm
and taking this constant outside of the two integral signs, we end up with
〈m|Oˆ|m〉 = VmO˜mm.
This tells us that the value of a matrix element of an operator 〈m|Oˆ|m〉 should be
interpreted as the total of the corresponding operator it approximates within the lattice
point ‘square’, rather than as say the average or point value of the operator in the middle
of the lattice site point.
We approximate a curved 2D Riemannian surface embedded in 3D space with points
on the surface described by two parameters ~r(q1, q2) by a uniform spaced lattice of the
(q1, q2) coordinates. Due in part to the possibility of confusion with the commonly adopted
convention of superscript and subscript indices for the covariant and contravariant vectors,
we explicitly write the coordinates [q1, q2] within square brackets to denote lattice point
coordinates, and (q1, q2) within round brackets to denote (continuous) space coordinates.
~r(q1, q2) hence defines a mapping from the ‘flat’ (q1, q2) lattice onto the curved surface.
The area on the curved manifold defined by the lattice square q1 ± δq1/2, q2 ± δq2/2 is to
first order
√|g[q1,q2]|δq1δq2. For notational simplicity, we introduce a[q1,q2] ≡√|g[q1,q2]|, so
A-4
that the lattice site state








where we made the approximation that
√
|g| assumes the constant value of a[q1,q2].
We make the approximation that
∫
~r∈m
d~r∂1〈[q1, q2]| ≈ a[q1,q2]
∫
dq′1dq′2(〈~r(q1 + δq1, q2)| − 〈~r(q1 − δq1, q2)|)/(2δq1).



















〈[q1 + δq1, q2]|.


















Substituting the approximation of Eq. (A3) for ∂1ψ and analogous expressions for the





















+ (analogous term for contributions due to g22)
+ (contributions due to g12 and g21),

















+ analogous term for ψ[q1−δq1,q2+δq2] )
)
/(4δq1δq2).






|g(q1, q2)| αigij(ψ∗∂jψ − (∂jψ∗)ψ).
A-6





















− analogous terms for ψ[q1−δq1,q2]
)
/(4δq1).
An analogous expression holds for the terms containing the q2 derivatives.
A-2 Derivation of commutation relations
The derivation of the time derivative of the local values of an operator O via the Heisenberg
equation of motion often requires the evaluation of commutators of the form [AB,CD]
where the operators A,B,C and D are not assumed to commute with one another. We
derive a general expression for such commutators.
Using the commutator identity [A,BC] = [A,B]C+B[A,C], the commutator [AB,CD]
can be alternatively expanded as
[AB,CD] = A[B,C]D + AC[B,D] + C[A,D]B + [A,C]DB
= A[B,C]D + CA[B,D] + [A,C]BD + C[A,D]B.
Taking the average of these two expansions gives
[AB,CD] = A[B,C]D + C[A,D]B +
1
2
({A,C}[B,D] + [A,C]{B,D}). (A4)
We now use Eq. A4 to calculate the commutator of the local value of an operator O,
O|~r〉〈~r| with a Hamiltonian of the form of p2
2m
+ Sipi piece by piece.
A-7
Consider the Sipi piece first. We have (A = |~r〉〈~r|, B = O,C = Si, D = pi)
[|~r〉〈~r|O, Sipi] = |~r〉〈~r|[O, Si]pi + Si[|~r〉〈~r|, pi]O + 1
2
({|~r〉〈~r|, Si}[O, pi]), (A5)





({O, Si}[|~r〉〈~r|, pi] + [O, Si]{|~r〉〈~r|, pi})
)
. (A6)
In most cases where [O, |~r〉〈~r|] = 0, Eq. A6 is the more physically meaningful expansion.
When [O, |~r〉〈~r|] 6= 0 we shall often encounter {O, |~r〉〈~r|} instead. Adding the results of






[O, Si](3|~r〉〈~r|pi + pi|~r〉〈~r|) + (3SiO +OSi)[|~r〉〈~r|, pi]
)
+ 2Si|~r〉〈~r|[O, pi]
= [O, Si]{pi, |~r〉〈~r|}+ {O, Si}[|~r〉〈~r, pi] + 1
2
([O, Si][|~r〉〈~r|, pi] + [Si, O][|~r〉〈~r|, pi]) + 2Si|~r〉〈~r|[O, pi]
= [O, Si]{pi, |~r〉〈~r|}+ {O, Si}[|~r〉〈~r|, pi] + 2Si|~r〉〈~r|[O, pi]. (A7)
It turns out, however, that the evaluation of the Heisenberg equations of motion for
some operators using just the above leads to the appearance of spurious imaginary terms.
Comparing against the explicit evaluation of the commutators using wavefunctions and
their derivatives instead of using appropriate commutator identities which we have derived
here, it turns out that we should take the commutators of the operators with 1
2
{Si, pi}















[O, Si], {|~r〉〈~r|, pi}
}
+ 2[|~r〉〈~r|, pi]{Si, O}
)
. (A8)
For the case of a 2DEG, we also need an expression for [|~r〉O〈~r|, p2
2m
] where O is an
operator which commutes with |~r〉〈~r|.
We consider


































In the last line, on noting that gij = gji,
gij(Ψ∗O∂jΦ− (∂jΨ∗)OΦ)








= gij(Ψ∗(−∂iO)∂jΦ + ∂jΨ∗(∂iO)Φ)




so that putting everything back together, we have
−i[|~r〉O〈~r|, p2] = ~
((
(∂i + (∂i ln
√
g)){|~r〉O〈~r|, pi})− {|~r〉∂iO〈~r|, pi}). (A9)
A-10
