A common approach for solving computational problems over a difficult metric space is to embed the "hard" metric into L 1 , which admits efficient algorithms and is thus considered an "easy" metric. This approach has proved successful or partially successful for important spaces such as the edit distance, but it also has inherent limitations: it is provably impossible to go below certain approximation for some metrics.
Introduction
An embedding is a mapping from one metric space (the "guest" space) to another (the "host" space), which preserves the distances between every pair of points, up to a multiplicative factor called the distortion. Embeddings provide a general method for solving problems over "hard" metric spaces, by embedding them into "easy" ones. Since the mid 1990's, an extensive body of work has been devoted to this method, resulting in many efficient approximation algorithms for a wide variety of problems [26, 39, 42, 30] .
One of the most convenient host spaces discovered so far is the 1 space, i.e., the standard real vector space under the 1 -norm. This is because (a) it is rich -many * Part of this work was done while at IBM Almaden. This research was supported in part by The Israel Science Foundation (grant #452/08).
interesting and useful spaces can be embedded into it with low distortion, and (b) it is tractable -several computational problems in it admit efficient algorithms. Notable successes of this approach of obtaining algorithms via embedding into 1 include, among others, approximation algorithm for the sparsest-cut in a graph [40, 12, 11, 10] , approximate nearest neighbor search and sketching under edit distance [44, 16] and under Earth-Mover Distance [15, 32, 43, 7] .
However, it was recently discovered that this approach has inherent limitations. In particular, for the aforementioned problems, embedding into 1 cannot result in algorithms with constant approximation factors [37, 36, 38, 20, 43, 8, 7] . Thus, to make progress on those problems via the embedding approach, we must identify richer, yet tractable, classes of host spaces.
We undertake precisely this task. We focus mostly on a specific variant of a metric that has found many applications, namely edit distance. Our results include greatly improved algorithms for three different problems. However, our contribution should be seen from a bigger perspective: we propose a generic approach that may be useful in many contexts, and provide an implementation for one concrete metric as a proof-of-concept. Indeed, another metric important for applications is the Earth-Mover Distance, and our partial results for it indicate that this new approach may be applicable here too. In both cases, embedding into 1 , or even into related spaces such as 2 -squared, provably requires high distortion.
Our approach is to consider a class of alternative host spaces, namely the iterated products of standard spaces like 1 and low-dimensional ∞ . These spaces exhibit a better balance between richness and tractability. Indeed, we identify a sweet spot: the spaces are rich enough to accommodate the intended guest spaces with only a constant distortion, while admitting quite efficient algorithms. As a result, we obtain several improved algorithms that achieve approximation factors that are at least exponentially better than what is possible via the 1 approach. Along the way we answer positively several questions left open in [2, 28] .
An example of our host spaces is the space 
Two Hard Metrics
Ulam metric. The edit distance (aka Levenshtein distance) between two strings x and y, denoted ed(x, y), is the minimum number of character insertions, deletions, and substitutions needed to transform one string into the other. This distance is of key importance in several fields such as computational biology and text processing, and consequently computational problems involving the edit distance were studied quite extensively. Throughout, we consider strings of length d over an alphabet Σ. The Ulam metric is a specialization of edit distance to non-repetitive strings, where a string is non-repetitive if every symbol appears at most once in it. There are several motivations for studying this variant. From a practical perspective, strings with limited or no repetitions appear in several important contexts, e.g. ranking of objects such as webpages (see e.g. [2, Sections 1.2 and 6] and [41] ). In fact, our motivation is similar to [2] , but we study a different distance function on non-repetitive strings (which they explicitly mention as open).
From a theoretical point of view, Ulam metric appears to retain one of the core difficulties of the edit distance on general strings, namely the existence of "misalignments" between the two strings. In fact, there is no known lower bound that would strictly separate general edit distance from Ulam: all known lower bounds are nearly the same (quantitatively) for both metrics. In particular, embedding the Ulam metric and the edit distance on general strings into 1 and similar spaces such as 2 -squared requires distortion Ω(
Thus, the Ulam metric is a concrete roadblock that we must overcome if we ever hope to obtain efficient algorithms for the general edit distance with strongly sub-logarithmic approximation. Earth-Mover Distance (EMD). Every point in this metric is a distribution π supported on the two-dimensional grid [d] 2 , and the distance between π A , π B is given by the transportation cost between these two distributions with respect to 1 distance in the plane. For example, if the two distributions are uniform over equal-size multisets A,
respectively, then EMD(π A , π B ) is the minimum cost bipartite matching between the elements in A and in B. This metric has several applications, most notably in computer vision [45] . Embedding EMD into 1 requires distortion Ω( √ log d) and even into 2 -squared it is ω(1) [43] .
Problem Definitions and Our Results
We show how our approach of using product metrics leads to a suite of new algorithms for the Ulam metric. We also give a new NNS algorithm for EMD. In all cases, the approximation ratios we achieve are exponentially better than previously known bounds, albeit sometimes at the expense of some loss in other parameters. Moreover, our bounds overcome (or bypass) the Nearest Neighbor Search (NNS). A major algorithmic challenge is the problem of Nearest Neighbor Search (NNS) under various metrics. In this problem, we wish to design a data structure that preprocesses a dataset of n points, so that when a query point is given, the database reports query's nearest neighbor (i.e., a point in the dataset with the smallest distance to the query point). A ρ-approximate NNS algorithm reports a point whose distance from the query is at most ρ times that of the nearest neighbor. In many cases, the challenge is to use space (storage) that is polynomial in n and in the point length d, and query time that is strongly sublinear in n, namely n ε d O (1) for an arbitrarily small constant ε > 0. We shall call such a data structure efficient.
We devise for the Ulam metric an NNS scheme that achieves O(ε −3 log log d)-approximation using n ε d
O (1) query time and (dn) O(1) preprocessing, for any desired constant ε > 0. Our approximation factor is exponentially better than the O(log d) previously known via 1 -embedding, due to [16] , although their query time is better (logarithmic in n). In fact, our result is the first algorithm that beats the 1 distortion lower bound of Ω(log d/ log log d) [8] .
Sketching Algorithms. Another important algorithmic primitive is the communication complexity of distance estimation, and more specifically in the sketching model. The sketch of a point x is a (randomized) mapping of x into a short "fingerprint" sk(x), such that sketches of two points, sk(x) and sk(y), are sufficient to distinguish (with high probability) between the case where x, y are at distance d(x, y) ≤ R, and the case where d(x, y) > ρR, for an approximation factor ρ > 1 and a parameter R ∈ R + . The main parameter of a sketching algorithm is its sketch size, the bit length of sk(x).
The sketching model is viewed as a basic computational primitive in massive data sets [3, 13, 22] . For example, constant-size sketches for an approximation ρ imply efficient NNS with approximation (1 + ε)ρ for every fixed ε > 0.
We [2] , . . ., using a total of polylog(d) space. Sublinear Distance Estimation. The third problem is perhaps the most natural: it is that of computing the distance between two given points x and y, potentially up to a ρ-approximation. The goal here is to obtain the best possible running time, as a function of the size of the point representation (in our case d). Where possible, the best-case scenario would be a sublinear time algorithm.
We present the first algorithm for Ulam's distance that achieves sublinear distance estimation within a constant factor in sublinear time. The algorithm's running time for two strings P, Q isÕ(d/ ed(P, Q)).
1 Our algorithm's running time is optimal in the two extremes, namely, when ed(P, Q) = O(1) and when ed(P, Q) = Ω(d), since a query complexity lower bound of Ω( ed(P, Q) + d/ ed(P, Q)) can be obtained by arguments similar to those in [14, Section 4] . Our approximation improves over the d given in [14] for edit distance in general strings.
We remark that our sublinear time algorithm for Ulam metric has already found another application -it was recently used in [9] to obtain a sublinear time algorithm for computing edit distance between smoothed 0-1 strings. The main idea there is to compute on the fly a reduction between the two problems that maintains "locality of reference".
NNS for EMD metric. For EMD over [d]
2 , our techniques, together with an embedding from [29] , yield NNS with O(
O (1) n ε query time and [15, 32, 43] , albeit at the cost of a much higher space. Our approximation also beats the Ω( √ log d) non-embeddability lower bound into 1 as long as n exp(exp( √ log d)) [43] . We defer details to the full version of the paper.
Overview of Techniques
Our technical contributions are twofold. The first part shows an embedding of the Ulam metric into a product space. The second part gives efficient algorithms for the resulting product metrics.
Embedding Ulam into product spaces. Let Ulam d denote the Ulam metric over strings of length d over alphabet Σ (we omit Σ for simplicity). Our first contribution is the following embedding.
Our new embedding of Ulam metric is based on a new estimate of Ulam's distance. It is inspired by previous work on testing and estimating the distance to monotonicity/sortedness [21, 1, 23] , but unlike the previous estimates which are asymmetric in the two strings, our new estimate is entirely symmetric in the two strings. Our estimate uses primitives such as "count", "there exists", and "majority", but we design the estimate such that it can be transformed into a distance function, in fact a norm, defined via iterated product spaces. The resulting embedding turns out to be very simple to compute, mapping a string into a carefully chosen collection of incidence vectors of its substrings. Algorithms for product spaces. Our second contribution is designing efficient algorithms for iterated product spaces. For example, the following theorem, together with Theorem 1.1, already gives an NNS scheme for Ulam with O(log log n) approximation (the improved O(log log d) approximation is obtained by extending the two theorems).
All our NNS algorithms build on a new NNS scheme that we design for a sum-product metric 1 M. This latter scheme uses a technique, which we call black-box Locality Sensitive Hashing (LSH). LSH-type techniques have been used before for NNS under simple metrics like 1 and 2 , and are based on probabilistic partitionings of the corresponding space. Naturally, for a metric like 1 M, we cannot hope to do a similar partitioning of the space since we do not have any information about the metric M. However, we show the space can be partitioned in a black-box manner so as to effectively reduce NNS for 
M,
we can use the algorithms of [25, 27] . We note that a related idea was also present in [28] . However, the algorithm of [28] had much larger (superlogarithmic) approximation factor, which makes it inapplicable to the scenarios we consider in this paper.
Our sketching algorithm uses two tools: sub-sampling (i.e., projecting a vector on a random subset of coordinates) and sketching of heavy hitters [18] (which enable the recovery of coordinates on which the two sketched vectors differ considerably). This idea is somewhat related to the L k norm estimation algorithm of [33] , although the technical development is very different here. We do not provide a sketch of the space
1 in its full generality, and it is in fact plausible that short sketches for this norm might not exist. Instead, we make use of additional properties of our embedding's images. Finally, to obtain a data stream algorithm for computing the sketch, we employ the block heavy hitters algorithm of [5] , as well as a technique of an attenuated window in the stream.
Related Work
Product spaces. Product spaces were studied in the context of developing NNS for other hard metrics in [27, 28] . An algorithm for NNS under the max-product k ∞ M is designed in [27] , achieving O(c log log n) approximation using polynomial space and sublinear query time, under the assumption that M itself has an NNS scheme achieving capproximation with polynomial space and sublinear query time. Although [28] gave two algorithms for NNS under the sum-product k 1 M, they are much less satisfying, since one requires very large storage and the other obtains a rather large approximation. Our NNS algorithm significantly improves the NNS for sum-products from [28] , achieving performance comparable to that of max-products.
We note that the algorithms from [28] were used to design algorithms for the NNS under the edit distance. However, they did not provide any embedding of the edit distance into a simpler space, and thus do not fall under our approach of identifying richer host spaces. There has also been work on streaming product metrics such as p q (see, [19, 34] ). Furthermore, product spaces, even iterated ones, are examined quite frequently in the study of the geometry of Banach spaces, see e.g. [35, Chapter 1] . Nearest Neighbor Search. For edit distance in general strings, the two known NNS schemes with strongly sublinear query time achieve a constant factor approximation using n
storage [44] . The latter result is obtained by embedding the corresponding metric into 1 .
For EMD, the only known NNS scheme achieves O(log d) approximation with polynomial storage, and is also obtained via embedding into 1 [15, 32, 43] . Sketching Algorithms. Most known algorithms for NNS under edit distance, Ulam, and EMD actually go through 1 embeddings, as we just mentioned. Thus, they have O(1) sketch size. The only known lower bound on sketching complexity applies to both edit distance on 0-1 strings and to Ulam metric [8] , showing that the sketch size must be Ω(log log d ρ log ρ ) for approximation ρ. Distance Estimation. Sublinear time (heuristic) algorithms are often used as a filtering step in sequence alignment tools to weed out sure non-matches (cf. [17] ). Clearly, sublinear time is not always possible, but it is concievable when the edit distance is relatively high. The only previously known sublinear time algorithm, due to [14] , works for general strings and can distinguish, with high probability whether ed(x, y)
1.5 Preliminaries Let Σ be the alphabet. For x ∈ Σ d , we use the notation x i or x[i] to refer to the i th position in x. For P, Q ∈ Ulam d , we let ed(P, Q) denote the minimum number of deletions from P to obtain a subsequence of Q. Note that ed(Q, P ) = ed(P, Q) and ed(P, Q) ≤ ed(P, Q) ≤ 2 ed(P, Q).
To simplify the presentation in the rest of the paper, we will assume that Σ = [d] since we can reduce the more general case to it. For example, here is one simple reduction from Ulam on alphabet Σ with |Σ| > d to Ulam metric over strings of length |Σ| and alphabet Σ:
|Σ| by appending all the alphabet symbols that are missing from x in the increasing order. Then, for 
When ϕ is viewed as an embedding into
From this embedding, we also derive a second embedding. The second embedding has the advantage of a somewhat simpler host space, ( 2 ) 2 ∞ , however, it handles only one scale of distances and has high dimension (in our applications). We use both embeddings to further improve the approximation of NNS from O(log log n) (given by Theorem 1.1 alone), to O(log log d).
We prove Theorem 1.1 below and defer the proof of the Lemma 2.1 to the full version of this article. We start by presenting the construction of the embedding ϕ from Theorem 1.1.
Construction of ϕ. We use the following notation. For P ∈ Ulam d , we assume by convention that in positions j = 0, −1, . . . , −d + 1 we have P [j] = j and set the extended alphabet to beΣ
, let P ak be a set containing the k symbols that appear in the k positions immediately before symbol a in P , i.e.
We proceed in three steps. First, for a symbol
1 by setting ϕ ak (P ) to be the 0/1 incidence vector of P ak scaled by 1/2k. Thus, ϕ ak (P ) ∈ {0, 1 2k }Σ and has exactly k nonzero entries. Distances in this host space are computed using the 1 -norm, namely ϕ ak (P ) − ϕ ak (Q) 1 . Second, for every a ∈ Σ, define ϕ a :
2 Distances in this product space are computed using an ∞ -norm, namely
. Distances in this host space are computed using squared-2 , i.e.
2 . An estimate of the Ulam distance. The following lemma is key to the proof of Theorem 1.1 and provides an estimate on the Ulam distance between two permutations. It is inspired by, and technically builds upon, [21, 1, 23] , which gave estimates to the distance from P to a fixed permutation, say the identity (hence called distance to monotonicity). Relabeling of the symbols can clearly be used to apply these previous estimates to two arbitrary permutations P and Q; however, it requires an explicit description of Q −1 , which is inefficient or just impossible, in our intended applications. 3 Thus, the main advantage of our estimate is that it is the first one which is efficient for two arbitrary permutations. In the sequel, we use A B to denote the symmetric difference between two sets A, B. 
In the case of two permutations P and Q, there is a crucial (albeit technical) difference between our estimate and the previous ones, including [1, 23] . The core of all such estimates is a certain counting. In our case, for a given symbol a and integer k, it is |P ak Q ak | (the symmetric difference between the k symbols appearing immediately before a in P and similarly in Q); and it is well-known that symmetric difference can be expressed as the 1 difference between the respective incidence vectors. In contrast, previous estimates ask how many of the k symbols appearing immediately before a in P (i.e. the set P ak ), appear in Q after a. Such a set-intersection formulation does not lend itself to embeddings. 4 In this sense, our estimate is symmetric with respect to P and Q, while previous ones are not. Nevertheless, our proof relies on the technical analysis of [1, 23] , but in a rather nontrivial way. In particular, we restore symmetry between the two permutations by applying the known bounds twice, once from P towards Q and once from Q towards P . The full proof of Lemma 2.2 follows. It is more convenient for us to use the notation and analysis from [23] (rather than [1] ).
Proof. [Proof of Lemma 2.2] Fix P, Q ∈ Ulam d and 0 < δ ≤ 1/2. We say that two distinct symbols a, b ∈ Σ are inverted in P vs. in Q if these symbols do not appear in the same order in P and in Q, i.e. if (
We say that a pair of indexes i, j in P is inverted if the respective symbols P 
, and thus a ∈ T δ , proving the claim. Using the claim and (2.2), we have ed(P, Q) ≤ 2|T δ |, which proves the first inequality in (2.1).
We proceed to proving the second inequality in (2.1). Fix an optimal alignment between P and Q, namely a subset D ⊆ Σ, |D| = ed(P, Q) such that deleting the symbols of D from P and from Q yields identical strings. Let 
and, in fact, that R 4 Similarly, our estimate lends itself to sublinear sampling, while under the previous estimates, it seems to require access to Q −1 . 5 As pointed out in [23] , a similar upper bound, up to constant factors, is implied by results of [1, Lemma 2.3] . and similarly for Q.
We next show that 
, we similarly obtain a symbol b ∈Σ such that (a') b ∈ Q ak ; (c') b is not in D; and (d') b appears in P more than k positions before a. We obtain from (a) and (d') that b appears after b in P , and from (a') and (d) that b appears after b in Q. Thus, the symbols b , b are inverted, and at least one of them must belong to D, contradicting (c) and (c'). This proves the claim and (2.4).
Finally, using (2.3), (2.4), and the fact that
δ ed(P, Q), which proves the second inequality in (2.1), and completes the proof of Lemma 2.2.
We can now complete the proof of Theorem 1.1 using Lemma 2.2. We need to bound the distortion of ϕ when viewed as an embedding into ( 2 ) 2 ∞ 1 . In a nutshell, the distortion of the embedding roughly corresponds to
, where the squared term comes from the outer 2 -squared product, and would not work if instead we were to use 1 as the outer product.
Proof. [Proof of Theorem 1.1] Fix two distinct permutations
We first bound d NEG,∞,1 (ϕ(P ), ϕ(Q)) from below. By Lemma 2.2 (and its notation) for δ = 1/2, we know that
, and rounding this k upwards to the next power of 1 + γ, we obtain k ∈ K such that ϕ ak
(We remind that the rounding issues we neglected would lead to slightly worse constants.) Thus, for each a ∈ T δ we have d ∞,1 (ϕ a (P ), ϕ a (Q)) ≥ 1/5, and thus
.
To bound d NEG,∞,1 (ϕ(P ), ϕ(Q)) from above, we relax the range k ∈ K into k ∈ [d], and break the contribution arising from different a ∈ Σ into buckets of the form
By Lemma 2.2, we have |T
The second part of the theorem results from a similar computation on ϕ(P ) − ϕ(Q) 1 .
New Algorithms for Product Metrics
We present new algorithms for three applications: nearest neighbor search (NNS), sketching, and sublinear distance estimation. We first develop algorithms for NNS over general product spaces, and subsequently obtain NNS for Ulam, relying on our Ulam embeddings. The other two applications, sketching (including streamable sketching) and sublinear distance estimation rely on the Ulam embedding from Theorem 1.1, but apply to Ulam only.
NNS for Product Spaces
We now design new NNS schemes for product spaces. The main ingredient to all NNS algorithms is the theorem below that reduces an 1 -product metric to an ∞ -product metric. In the sequel, we also use the terms sum-product and max-product, respectively. Combining it with the NNS for max-product metrics from [25, 27] , we obtain a general composition principle that is useful for constructing NNS scheme for iterated products with respect to 1 , 2 -squared, and ∞ . Throughout, we let n denote the number of points in the NNS dataset, and will not worry about preprocessing times since it is the same as the space bound in all our algorithms.
We note that our result does not require the triangle inequality and is thus applicable also to 2 -squared. On the other hand, we require the following quite natural property of a metric space.
The metric is called scalable if for every α > 0 it has an α-dilation σ α . To simplify notation, we write α · x for σ α (x). An immediate corollary of this theorem is the Theorem 1.2. As previously mentioned, this in turn implies an immediate NNS for Ulam with O(log log n) approximation. Later, we further improve the approximation to O(log log d), with another application of Theorem 3.2 together with the second Ulam embedding from Lemma 2.1 (see details in Corollary 3.4).
Proof. [Proof of Theorem 3.2]
We design an algorithm for the decision version of approximate NNS problem, namelỹ c-approximate near-neighbor. In this decision problem, given a dataset D and a radius R, we construct a data structure that, given a query point q, if there is a point p ∈ D with d(p, q) ≤ R then the data structure reports, with probability at least 1/2, a point p ∈ D such that d(p , q) ≤c · R. An algorithm for this problem implies an algorithm for approximate NNS by the results of [31, 24] .
The main idea is to design a generalization of Locality Sensitive Hashing (LSH). Previously, LSH has been used to design NNS under simple metrics like 1 and 2 . In a nutshell, LSH is a (non-adaptive) hashing scheme that probabilistically partitions the entire space into buckets such that a pair of "close" points (distance ≤ R) have higher probability of collision (i.e., falling into the same bucket) than a pair of "far" points (distance ≥cR). The NNS algorithm then hashes all n data points according to this partition and builds a hash table. Upon recieving a query q, the algorithm computes the hash of q and linearly scans the data points that fall in the same bucket and reporting those that are indeed close to q. To guarantee a constant success probability, the algorithm needs to construct some number L = L(n,c) of such hash tables.
Ideally, we would like to be able to similarly partition the space 1 M, however we cannot do this since we have no control over M. Nonetheless, we manage to do so in a black-box manner, as will be seen later, replacing a hash table structure by a nearest neighbor data structure for ∞ M. Our algorithm may be viewed as a generalization of the LSH scheme for 1 in [6] . We now describe our algorithm in detail. Preprocessing stage. Fix a threshold radius R > 0 and let w = R log n. For integers L, t to be chosen later, construct L different max-product data structures (these correspond to the L hash tables of an LSH scheme). For each i ∈ [L], construct one max-product data structure M i , as follows. For u ∈ [t], pick uniformly at random reals s 
Then M i is simply a near-neighbor data structure for log 1/π2 , and t = log n log 1/π2 . Notice that we can compute the probability of success using standard LSH analysis similar to [31] . It follows that our algorithm will return a point p ∈ D at distance at mostcR with probability bounded away from zero, whenever there is a point p ∈ D at distance ≤ R from q. As usual, the probability can be amplified to any desired value. Note that we have used
Since we can implement each M i with query time Q(n) and space S(n), the final data structure has query time 
We design an NNS scheme for the metric
2 . First, we apply Theorem 3.2 to reduce the problem to designing NNS for 
We prepare sketches for all possible scales R = c i , i ∈ [log c d], for c a sufficiently large constant, determined later. For each scale we solve the threshold problem: output "far" if ed(P, Q) ≥ R and output "close" if ed(P, Q) ≤ R/c, with probability at least 2/3 (this can be amplified to whp by taking independent sketches). We also assume that ed(P, Q) ≤ cR since the algorithm can enumerate all scales R from the biggest to the smallest stopping as soon as the sketch for the corresponding scale outputs "far".
The main idea is the following. Call a ∈ Σ expensive character if a ∈ T 1/2 , where T δ is the set of characters z such that ζ z,k 1 > δ from some k ∈ K. In other words, the expensive characters are the ones that contribute a constant fraction to the edit distance (through ζ a 's). To find the expensive characters, we down-sample the characters to some set S such that there are few expensive characters in S. It remains to estimate the number of expensive characters in S.
For an expensive character a, we say it is expensive at scale k for some k ∈ K if ζ a,k 1 > 1/2. The main observation is that if a is an expensive character at scale k, then ζ a,k 1 ≥ 1 polylog(d) {ζ a,k } a∈S 1 (this step uses the second part of Theorem 1.1). Now, to find such characters a, we use a sketching algorithm for finding heavy hitters under We will use the COUNTMIN algorithm, due to Cormode-Muthukrishnan. We want to find, for each k ∈ K, the expensive characters a ∈ S at scale k. Fix k ∈ K and consider the multi-set of vectors Υ k (P ) = {2kϕ a,k (P )} a∈S , and thus 
Sublinear distance estimation
Using the embedding of Ulam from Theorem 1.1, we obtain the following algorithm. We defer the proof of next theorem to the full version of the paper. THEOREM 3.9. There is a randomized algorithm that, given P, Q ∈ Ulam d estimates ed(P, Q) within a constant factor in time (and query complexity)Õ(d/ ed(P, Q)).
Conclusions
In this paper we give a constant-distortion embedding of Ulam metric into an (iterated) product space. Such embedding is provably impossible to achieve with simpler host spaces, such as 1 . We further show that this implies improved algorithms for a variety of computational tasks.
The main problem left open by this work is: is it possible to embed the edit distance into a (computationally tractable) iterated product metric with a constant distortion? Such a result could have far-reaching algorithmic implications, both in theory and in practice.
