Quantum Affine Schubert Cells and FRT-Bialgebras: The E_6^{(1)} Case by Johnson, Garrett & Nowlin, Christopher
ar
X
iv
:1
20
7.
26
05
v1
  [
ma
th.
QA
]  1
1 J
ul 
20
12
Quantum Affine Schubert Cells and FRT-Bialgebras: The E
(1)
6 Case
Garrett Johnson and Christopher Nowlin
Abstract. De Concini, Kac, and Procesi defined a family of subalgebras U+q [w] ⊆ Uq(g) associated to
elements w in the Weyl group of a simple Lie algebra g. These algebras are called quantum Schubert cell
algebras. We show that, up to a mild cocycle twist, quotients of certain quantum Schubert cell algebras of
types E6 and E
(1)
6 map isomorphically onto distinguished subalgebras of the Faddeev-Reshetikhin-Takhtajan
universal bialgebra associated to the braiding on the quantum half-spin representation of Uq(so10). We
identify the quotients as those obtained by factoring out the quantum Schubert cell algebras by ideals
generated by certain submodules with respect to the adjoint action of Uq(so10).
1. Introduction
In a seminal ICM address, Drinfeld [9] introduced the term “quantum group” and sparked a flurry of
research which continues to this day. Quantum groups are sometimes defined as Hopf algebras which are
neither commutative nor cocommutative, but the phrase has been used loosely to describe a large class of
related algebras which can be thought of as deformations of classical algebraic structures. Two important
classes of quantum groups are quantized enveloping algebras and quantized coordinate rings, considered
as deformations of universal enveloping algebras of Lie algebras and coordinate rings of algebraic groups,
respectively.
The original path to constructing the quantized coordinate ring Oq(G) for a reductive algebraic group
G is through a universal bialgebra construction due to Faddeev, Reshetikhin, and Takhtajan [10]. Let
g = Lie(G) and denote by Uq(g) the corresponding quantized enveloping algebra, where q is a nonzero
deformation parameter in the base field and not a root of unity. To each finite-dimensional representation
V of Uq(g), we associate a universal R-matrix R̂, a linear endomorphism of V ⊗ V satisfying the quantum
Yang-Baxter equation. There is a unique bialgebra A with V as a comodule, universal with respect to the
property that R̂ : V ⊗V → V ⊗V is a map of A-comodules. The bialgebra A has a standard presentation: if
{v1, ..., vn} is a basis of V , then the standard generators of A are Xij for i, j = 1, ..., n. Thus, we colloquially
refer to Xij as the generator in the i-th row and j-th column. The bialgebra A is graded with deg(Xij) = 1
for all i, j = 1, .., n and the defining relations are all quadratic, i.e. homogeneous of degree two. The FRT-
bialgebra A is an intermediate step toward constructing Oq(G), which is realizable as a quotient of A. The
most famous and well-studied examples of FRT-bialgebras are the algebras of n × n quantum matrices,
denoted Oq(Mn). Setting the quantum determinant of Oq(Mn) equal to 1 ∈ Oq(Mn) yields the Hopf algebra
Oq(SLn) (for details see, e.g., [15, §9.1-9.2]).
Our goal is to relate the FRT-bialgebras to quantum Schubert cells, distinguished subalgebras of quan-
tized enveloping algebras first studied by De Concini, Kac, and Procesi [8]. To each element w in the Weyl
group of a simple Lie algebra g, there is a standard construction that produces a set of quantum root vectors
in Uq(g) which forms a Poincare-Birkhoff-Witt (PBW) basis for a quantum Schubert cell subalgebra U+q [w]
(see, e.g., [6, I.6.7], [7, §9.1.B], or [16, Ch. 37]). The algebra U+q [w] is a deformation of the universal en-
veloping algebra U(n+ ∩ wn−), where n± are a pair of opposite nilpotent subalgebras of g. For this reason,
quantum Schubert cells have also been referred as to quantizations of nilpotent Lie algebras. From another
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perspective, U+q [w] is a quantization of the coordinate ring of the Schubert cell B+w ·B+ in the full flag vari-
ety G/B+ equipped with the standard Poisson structure [13]. These algebras have also played an important
role in recent years in the context of quantum cluster algebras [11] and braided symmetric algebras [5], [21].
From a ring-theoretic perspective, quantum Schubert cell algebras have been of particular interest in an
effort to develop a more general framework for studying iterated skew-polynomial rings. The algebras U+q [w]
are noetherian and admit natural rational actions of algebraic tori H by algebra automorphisms. Hence,
the prime spectra of U+q [w] are partitioned into Goodearl-Letzter strata indexed by H-prime ideals. Each
stratum is isomorphic to the prime spectrum of a Laurent polynomial ring [12]. A description of the H-prime
ideals of U+q [w] is given in [18], where it was shown that the posets of H-primes, ordered under inclusion,
are isomorphic to the Bruhat intervals W≤w. Finite generating sets for the H-prime ideals are also given
in [18] in terms of Demazure modules. Formulas for the dimensions of the corresponding Goodearl-Letzter
strata are given in [4], [20].
In this paper, quantum Schubert cell algebras that have been twisted by a 2-cocycle play an important
role in the main results of Section 7. Cocycle-twisted (or multiparameter) quantum Schubert cell algebras
are included in a large family of algebras that extend the Artin-Schelter-Tate algebras of multiparameter
quantum matrices [1]. Several ring-theoretic results concerning these algebras have been obtained in [19].
For instance, in [19] a description of the prime spectra of multiparameter quantum Schubert cell algebras is
given as well as formulas for the dimensions of the corresponding Goodearl-Letzter strata.
This paper can be considered a sequel to the authors’ previous paper [14] where it was shown that, up
to a mild cocycle twist, certain quantum affine Schubert cell algebras of types A
(1)
n and D
(1)
n , or quotients
thereof, map isomorphically onto certain distinguished subalgebras of types An−1 and Dn−1 FRT-bialgebras
respectively. In this paper, we turn our attention to the smallest of the exceptional types having a cominiscule
root, namely the E
(1)
6 case, and prove an analogous result. In a forthcoming paper, we will cover the E
(1)
7
case.
To recall the details in [14], we start with an extremal cominiscule root α in the root systems of types
An or Dn. We then consider the parabolic elements w in the associated Weyl groups W such that the
sets of radical roots of w are precisely {β ∈ Φ+ : β − α ∈ Q+}, where Φ+ is the full set of positive roots
of type An or Dn, and Q+ = Z≥0Φ+ is the corresponding positive root lattice. In these examples the
corresponding quantum Schubert cell algebras U+q [w] are isomorphic to the well-studied quantum algebras
known respectively as the n-dimensional quantum plane in the type An case and even-dimensional quantum
Euclidean space for the type Dn case. Since the algebras U+q [w] are constructed from a cominiscule root,
it follows that they are deformations of abelian nilradicals. Hence, the defining relations of U+q [w] are
quadratic. Setting the deformation parameter q equal to 1 in these examples yields polynomial rings in
commuting variables.
Next, we associate to w an element ŵ in the corresponding affine Weyl group Ŵ so that the set of
radical roots of ŵ is precisely {β : β − α ∈ Q+} ∪ {β + δ : β − α ∈ Q+}, where δ is the null root in the
corresponding affine root system. In [14, Theorems 4.4 and 6.4], we prove that the quantum affine Schubert
cell algebras U+q [ŵ] can be constructed via a quantized version of the semi-direct product Levi decomposition
p = l⋉rad(p), where p is the maximal parabolic subalgebra of sln+1 or so2n obtained by deleting the negative
root −α.
Finally, we let A denote the FRT-bialgebra associated to the braiding on the vector representation of
Uq([l, l]), and let T denote the subalgebra of A generated by a certain pair of “rows” (for details, see the
statement before Propostion 5.1 in [14]). Let
(U+q [ŵ])′ denote the algebra obtained from U+q [ŵ] by twisting
by a cocycle (for an explicit formula for the cocycle used, see the paragraph before Thm 5.2 in [14]). The
cocycle-twisted algebra
(U+q [ŵ])′ is almost exactly like its untwisted counterpart except an extra power of
q is inserted into some of its defining relations. In the type D
(1)
n case, we showed that there is a surjective
algebra homomorphism Ψ :
(U+q [ŵ])′ → T [14, Prop. 5.1]. Furthermore, we identity the kernel of Ψ as
the ideal generated by elements which we labeled Ω1, Ω2, and Υ. Although not explicitly mentioned, Ω1,
Ω2, and Υ are certain invariants with respect to the adjoint action of Uq([l, l]) on U+q [ŵ]. For the type A(1)n
case, we simply have the cocycle-twisted quantum affine Schubert cell algebras mapping isomorphically onto
T [14, Thm. 6.5].
At present, we turn our attention to the type E
(1)
6 case. Let e6 denote the Lie algebra of exceptional
type E6, and let I be an index set of simple roots of e6 (refer to Figure 1 for the numbering used throughout
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this paper). Up to an automorphism of the Dynkin diagram of e6, there is one cominiscule root α1. The
parabolic subalgebra p ⊆ e6 associated to α1 decomposes p = l ⋉ rad(p) into a Levi subalgebra l and a
16-dimensional abelian nilradical rad(p). We let B denote the set of even cardinality subsets of {1, ..., 5} and
index the quantum root vectors of U+q [w] naturally by elements of B. For instance, the highest root vector
gets the label Y∅ ∈ U+q [w]. The algebra U+q [w] is a left module algebra over Uq([l, l]) ∼= Uq(so10). We use the
notation I′ = {2, ..., 6} as an index set for the simple roots of so10. The algebra U+q [w] is a Z{̟i}i∈I′ -graded
module, where the ̟i’s denote the fundamental weights. We refer to a nonzero element x ∈ U+q [w] as a
highest weight vector of weight λ ∈ Z{̟i}i∈I′ if x is homogeneous of degree λ and is annihilated by the
positive root vectors of Uq(l, l]). For instance, the highest root vector Y∅ is a highest weight vector of weight
̟2, and
Θ := Y[1234]Y∅ − qY[34]Y[12] + q2Y[24]Y[13] − q3Y[23]Y[14] ∈ U+q [w]
is a highest weight vector of weight ̟6. In Section 5, we prove the following.
Theorem 1.1. As a Uq(so10)-module, U+q [w] decomposes into a direct sum of submodules as follows:
(1.1) U+q [w] =
⊕
m,n≥0
Uq(so10).(Y m∅ Θn).
Moreover, for every m,n ≥ 0, Uq(so10).(Y m∅ Θn) is a finite-dimensional irreducible Uq(so10)-module of highest
weight m̟2 + n̟6.
We give a conjecture for the decomposition of the quantum affine Schubert cell U+q [ŵ] as a left Uq(so10)-
module.
Conjecture 1.2. The vectors Ω1, ...,Ω13 listed in Table 2 are highest weight vectors for the adjoint
action of Uq(so10) on U+q [ŵ]. As a Uq(so10)-module, U+q [ŵ] decomposes into a direct sum of finite-dimensional
irreducible submodules as follows:
U+q [ŵ] =
⊕
r
Uq(so10).(Ωr11 · · ·Ωr1313 ),
where the sum runs over all r1, ..., r13 ∈ Z≥0 such that r5r9 = 0.
The universal FRT-bialgebra A of interest in this paper is the one obtained from the braiding on the
quantum half-spin representation of Uq([l, l]) ∼= Uq(so10). The bialgebra A has a standard presentation in
terms of a generating set {XIJ : I, J ∈ B}. For S ∈ B, let AS be the subalgebra of A generated by XSJ
(J ∈ B). Our first main result is that each “row” of A is isomorphic to a quotient of U+q [w].
Theorem 1.3. For every S ∈ B, there is a surjective algebra homomorphism ψS : U+q [w]→ AS given by
YI 7−→ XSI .
The kernel of ψS is the ideal generated by the 10-dimensional vector space Uq(so10).Θ.
Our second main result involves the quantum affine Schubert cell algebra U+q [ŵ]. We label the quantum
root vectors of U+q [ŵ] by ZI and ZI+δ (for I ∈ B). Following Artin, Schelter, and Tate [1], we twist the
multiplication in U+q [ŵ] by a 2-cocycle to obtain a new algebra (U+q [ŵ])′, which has a slightly different
multiplicative structure than U+q [ŵ]. We give a description of certain pairs of rows of generators of A in
terms of the defining relations of (U+q [ŵ])′. For S, T ∈ B with |(S ∪ T )\(S ∩ T )| = 2 and S < T (B inherits
a partial ordering from the root lattice), let A(S,T ) denote the subalgebra of A generated by XSJ , XTJ
(J ∈ B). We prove the following.
Theorem 1.4. There is a surjective algebra homomorphism ψ(S,T ) : (U+q [ŵ])′ → A(S,T ) given by
(ZI)
′ 7−→ XSI ,
(ZI+δ)
′ 7−→ XTI .
The kernel of ψ(S,T ) is the ideal generated by three 10-dimensional vector spaces: (Uq(so10).Ωj)′ for j = 3, 4, 5.
We remark that Ω3, Ω4, and Ω5 each have weight ̟6 (see Table 2). Hence, Uq(so10).Ω3, Uq(so10).Ω4,
and Uq(so10).Ω5 are each isomorphic to the 10-dimensional vector representation of Uq(so10). It is interesting
to note that highest weight vectors of weight 0 played an analogous role in the D
(1)
n case.
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2. Preliminaries
Let g be a complex simple Lie algebra with Cartan subalgebra h, and let Φ ⊆ h∗ be the root system
of g. We denote the set of positive roots by Φ+, the negative roots by Φ−, and the set of simple roots by
{αi}i∈I, where I is an index set. Let θ ∈ Φ+ denote the highest root. Let {̟i : i ∈ I} denote the set of
fundamental weights of g. Let Q = ZΦ, P = Z{̟i : i ∈ I}, and Q+ = Z≥0Φ. Recall the partial ordering on
P : µ ≤ µ′ if and only if µ′ − µ ∈ Q+. For i ∈ I, let si denote the simple reflection corresponding to αi, and
let W = 〈si : i ∈ I〉 ⊆ AutZ(Q) denote the Weyl group of g. Let 〈 , 〉 be the invariant symmetric bilinear
form on RΦ such that 〈α, α〉 = 2 for short roots α ∈ Φ.
Throughout this paper, k will denote a base field of arbitrary characteristic, and q ∈ k× is not a root of unity.
Denote by Uq(g) the quantized universal enveloping algebra over k with deformation parameter q. The
algebra Uq(g) has generators Ei, Fi, and K±1i (i ∈ I) and defining relations given in [7, §9.1]. Furthermore,
Uq(g) has a Hopf algebra structure with comultiplication ∆, antipode S, and counit ǫ given by
∆(Ei) = K
−1
i ⊗ Ei + Ei ⊗ 1, ∆(Ki) = Ki ⊗Ki, ∆(Fi) = 1⊗ Fi + Fi ⊗Ki,(2.1)
S(Ei) = −KiEi, S(Ki) = K−1i , S(Fi) = −FiK−1i ,(2.2)
ǫ(Ei) = 0, ǫ(Ki) = 1, ǫ(Fi) = 0.(2.3)
Let Bg be the braid group of g and let {Tsi : i ∈ I} denote its standard generating set. There is a
standard action by algebra automorphisms of Bg on Uq(g) due to Lusztig; we use the version of Lusztig’s
action given by the formulas in [18, §2.3]. To each reduced expression of the longest element w0 ∈ W , the
braid group action is used to construct a PBW basis of Uq(g), see, e.g., [6, I.6.7], [7, §9.1.B], or [16, Ch. 37].
Fix w ∈ W . We recall how the braid group action is used to construct a PBW basis for the quantum
Schubert cell algebra U+q [w]. For a reduced expression
(2.4) w = si1 · · · sit
define the roots
(2.5) β1 = αi1 , β2 = si1αi2 , ..., βt = si1 · · · sit−1αit ,
and positive root vectors
(2.6) Xβ1 = Ei1 , Xβ2 = Tsi1Ei2 , ..., Xβt = Tsi1 · · ·Tsit−1Eit .
Let Φw denote the set of radical roots {β1, ..., βt}. The radical roots of w are precisely the positive roots
that get sent to negative roots by the action of w−1. Following [8], let U+q [w] denote the subalgebra of Uq(g)
generated by the positive root vectors Xβ1 , ..., Xβt . The algebra Uq(g) is Q-graded by setting deg(Ki) = 0,
deg(Ei) = αi, and deg(Fi) = −αi. This induces a Q-grading on U+q [w]. De Concini, Kac, and Pro-
cesi [8, Proposition 2.2] proved that the algebra U+q [w] does not depend on the reduced expression for w.
Furthermore, U+q [w] has the PBW basis
(2.7) Xn1β1 · · ·Xntβt , n1, ..., nt ∈ Z≥0.
Beck later proved the analogous result for the case when g is an affine Kac-Moody Lie algebra [2,3]. For
char(k) = 0, the Levendorskii-Soibelmann Straightening Rule gives commutation relations in U+q [w].
Theorem 2.1. [17, Prop. 5.5.2] For i < j,
(2.8) XβiXβj = q
〈βi,βj〉XβjXβi +
∑
ni+1,...,nj−1≥0
z(ni+1, ..., nj−1)X
ni+1
βi+1
· · ·Xnj−1βj−1 ,
where z(ni+1, ..., nj−1) ∈ Q[q±1]
It follows that U+q [w] is an iterated Ore extension over the base field k. We remark that a straightening
rule holds for the algebras of interest in this paper, even though we do not assume char(k) = 0.
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Figure 1. Dynkin Diagram for E
(1)
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3. Root Data for Types D5, E6, and E
(1)
6
In this section we will give an explicit realization of the root systems in which we are interested. Let
I′ = {2, ..., 6}, I = {1, ..., 6}, I0 = {0, 1, ..., 6}.
These sets are index sets for the Lie algebras of type D5, E6, and E
(1)
6 respectively. For J = I
′, I or I0,
let Uq(gJ) denote the corresponding quantized enveloping algebra with generators Ei, Fi, K±1i (i ∈ J) and
defining relations given in [7, §9.1]. Since I′ ⊆ I ⊆ I0, this yields a natural chain of inclusions Uq(gI′) ⊆
Uq(gI) ⊆ Uq(gI0).
Throughout this paper we treat all subalgebras and sub-Hopf algebras of Uq(gI′) and Uq(gI) as subalge-
bras and sub-Hopf algebras of Uq(gI0).
Let e1, ..., e6 denote an orthonormal basis of a six-dimensional Euclidean space E with respect to an
inner product 〈 , 〉, and define a subset Φ ⊂ E as follows:
Φ :=
{
x = (a1, a2, a3, a4, a5,
√
3a6) ∈ E : (a1, ..., a5, a6) ∈ Z6 ∪
(
Z+
1
2
)6
, a6 = −16a1a2a3a4a5, |x|2 = 2
}
.
The set Φ is a root system of type E6. The roots α1 =
1
2 (e1 − e2 − e3 − e4 − e5 −
√
3e6), α2 = e1 + e2,
and αi = ei−1 − ei−2 for 3 ≤ i ≤ 6 are a basis of positive simple roots for Φ. This choice of positive roots
yields a decomposition Φ = Φ+ ∪ Φ− into positive and negative roots. Let Q = ZΦ, Q+ = Z≥0Φ+, and
P = Z{̟i : i ∈ I}. Recall the partial ordering on P is defined by β ≤ β′ if and only if β′ − β ∈ Q+. The
partial ordering on P induces on ordering on any subset of P . In particular, this gives a partial ordering on
Φ and Q.
A basis for the root system of type E
(1)
6 is obtained from the basis {αi}i∈I of Φ by including an additional
root α0 := −θ+ δ, where θ = α1+2α2+2α3+3α4+2α5+α6 ∈ Φ is the highest root and δ is isotropic. The
numbering of the simple roots is compatible with the numbering given by the Dynkin diagram in Figure 1.
Denote by WI0 = 〈si : i ∈ I0〉 the affine Weyl group of type E(1)6 . For any subset J ⊆ I0, let WJ be
the subgroup of WI0 generated by {sj : j ∈ J}. Thus WI is the finite Weyl group of type E6 and WI′ is the
Weyl group of type D5. Let w
J
0 denote the longest element of WJ (if it exists).
4. The Quantum Schubert Cell Algebras U+q [w] and U+q [ŵ]
Let
(4.1) w = wI
′
0 w
I
0 ∈WI ⊆WI0 .
We have the following reduced expression
(4.2) w = (s1s3s4s2s5s4s3s1)(s6s5s4s3s2s4s5s6) ∈WI,
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and radical roots Φw := {β ∈ Φ : β ≥ α1}. We associate to w a related Weyl group element ŵ as follows.
Let ŵ ∈ WI0 be the Weyl group element so that the set of radical roots of ŵ is
Φŵ := {β + nδ : β ∈ Φw, n = 0, 1}.
The length of ŵ is twice the length of w. We can write ŵ as follows:
(4.3) ŵ = w(s0s2s4s5s3s4s2s0)(s1s3s4s2s5s4s3s1) ∈WI0 .
More generally, if u is an arbitrary element of a finite Weyl group, then there is a û in the corresponding
affine Weyl group so that Φû = {β + nδ : β ∈ Φu, n = 0, 1} if and only if Φu = {β : β ≥ αi} for some
cominiscule root αi. Furthermore, the element û constructed from u is unique whenever it exists.
Denote by U+q [w] and U+q [ŵ] the quantum Schubert cell algebras corresponding to w and ŵ. Observe
first that the highest root θ ∈ Φ is equal to ̟2 and
Φw = {̟2 −
∑
i∈I
ei : I ∈ B},
where B is the set of all subsets of {1, 2, 3, 4, 5} having even cardinality. Hence, we will identify a root β ∈ Φw
(or a root vector Xβ ∈ U+q [w]) with the corresponding set I ∈ B whenever β = ̟2 −
∑
i∈I ei ∈ Φw. The
poset structure on Φw induces a poset structure on B (see Figure 2). Define the weight of a subset I ∈ B by
wt(I) = ̟2 −
∑
i∈I ei ∈ Φw.
We define an equivalence relation on B × B by the rule (I, J) ∼ (K,L) if and only if wt(I) + wt(J) =
wt(K) + wt(L). There are 16 equivalence classes of size 1. They are each of the form {(I, I)} for I ∈ B.
Furthermore, for every I, J ∈ B such that |(I ∪J)\(I ∩J)| = 2, {(I, J), (J, I)} is an equivalence class. There
are 80 such equivalence classes of this form. Finally there are 10 classes of size 8. In fact (I, J) is in an
equivalence class of size 8 if and only if |(I∪J)\(I ∩J)| = 4 (see Table 1). Recalling that the weight function
on B is injective, we define a partial ordering  on B × B by (I, J)  (K,L) if and only if (I, J) ∼ (K,L)
and I ≤ K. The partial ordering makes B×B a graded poset. We will let ht : B×B → N denote the height
function on this poset such that the minimal elements have height 1.
The following proposition gives another description of the equivalence relation on B ×B and a straight-
forward method to determine the size of an equivalence class of (I, J) ∈ B × B based on the size of the
symmetric difference (I ∪ J)\(I ∩ J).
Proposition 4.1. For all I, J,K, L ∈ B, we have the following:
(i) (I, J) ∼ (K,L) if and only if I ∪ J = K ∪ L and I ∩ J = K ∩ L.
(ii) 〈wt(I), wt(J)〉 = 2 − 12 |(I ∪ J)\(I ∩ J)|, which is equal to 0, 1, or 2 whenever the cardinality of the
equivalence class [(I, J)] is 8, 2, or 1 respectively.
We label the root vectors of U+q [w] by YI (for I ∈ B) and the root vectors of U+q [ŵ] by ZI and ZI+δ (for
I ∈ B). In order to succinctly write the defining relations of U+q [w] and U+q [ŵ], we first need to introduce
some notation. We define a function N : B → N ∪ {0} as follows: if I = {i1 > · · · > iℓ} ∈ B, then
N(I) =
∑
1≤j≤ℓ 10
j−1ij . We use the convention that N(∅) = 0. Define the lexicographic ordering ≤lexico.
on B by the rule I ≤lexico. J if and only if N(I) ≤ N(J). We define the following for every I, J ∈ B:
ǫ(I, J) :=
{
1, if I < J and 〈wt(I), wt(J)〉 = 0,
0, otherwise.
(4.4)
The following theorems give the defining relations of U+q [w] and U+q [ŵ].
Theorem 4.2. The algebra U+q [w] is generated by {YI : I ∈ B} and has defining relations
(4.5) YIYJ = q
〈wt(I),wt(J)〉YJYI + qˆ
∑
(I, J) ≺ (L,M),
M ≤lexico. L
(−q)ht(L,M)−ht(I,J)−1YLYM ,
for every I, J ∈ B such that I 6≥ J .
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Table 1. All pairs of sets (I, J) ∈ B × B such that the size of the equivalence class [(I, J)]
is 8. Each row is an equivalence class.
Height=1 Height=2 Height=3 Height=4 Height=4 Height=5 Height=6 Height=7
(1234,∅) (34,12) (24,13) (23,14) (14,23) (13,24) (12,34) (∅,1234)
(1235,∅) (35,12) (25,13) (23,15) (15,23) (13,25) (12,35) (∅,1235)
(1245,∅) (45,12) (25,14) (24,15) (15,24) (14,25) (12,45) (∅,1245)
(1345,∅) (45,13) (35,14) (34,15) (15,34) (14,35) (13,45) (∅,1345)
(2345,∅) (45,23) (35,24) (34,25) (25,34) (24,35) (23,45) (∅,2345)
(1345,12) (1245,13) (1235,14) (1234,15) (15,1234) (14,1235) (13,1245) (12,1345)
(2345,12) (1245,23) (1235,24) (1234,25) (25,1234) (24,1235) (23,1245) (12,2345)
(2345,13) (1345,23) (1235,34) (1234,35) (35,1234) (34,1235) (23,1345) (13,2345)
(2345,14) (1345,24) (1245,34) (1234,45) (45,1234) (34,1245) (24,1345) (14,2345)
(2345,15) (1345,25) (1245,35) (1235,45) (45,1235) (35,1245) (25,1345) (15,2345)
Theorem 4.3. The algebra U+q [ŵ] is generated by {ZI , ZI+δ : I ∈ B} and has defining relations
ZI+nδZJ+nδ = q
〈wt(I),wt(J)〉ZJ+nδZI+nδ + qˆ
∑
(I, J) ≺ (L,M),
M ≤lexico. L
(−q)ht(L,M)−ht(I,J)−1ZL+nδZM+nδ,(4.6)
ZIZJ+δ = q
〈wt(I),wt(J)〉ZJ+δZI + qˆ
 ∑
(I,J)≺(L,M)
(−q)ht(L,M)−ht(I,J)−1ZLZM+δ + q−1ǫ(I, J)ZJZI+δ
 ,(4.7)
for every I, J ∈ B and n ∈ {0, 1} (with I 6≥ J in Eqn. 4.6 above).
5. The Adjoint Action of Uq(gI′) on U+q [w] and U+q [ŵ]
In this section we identify certain highest weight vectors for the adjoint action of Uq(gI′) on the quantum
Schubert cell algebras U+q [w] and U+q [ŵ]. We will later see that these highest weight vectors will play an
important role in the main results of Section 7. We begin with the following theorem.
Theorem 5.1. The algebras U+q [w] and U+q [ŵ] are stable under the adjoint action of Uq(gI′). Moreover,
U+q [w] and U+q [ŵ] are left Uq(gI′)-module algebras with respect to this action.
Proof. For β ∈ Φw or Φŵ, let Xβ be the root vector (in U+q [w] or U+q [ŵ]) of degree β. One can verify
that
ad(Ej)Xβ =
{
−qXβ+αj , if β + αj ∈ Φw(or Φŵ),
0, otherwise,
ad(Fj)Xβ =
{
−q−1Xβ−αj , if β − αj ∈ Φw(or Φŵ),
0, otherwise,
(5.1)
for all j ∈ I′. Since Uq(gI0) is a left Uq(gI0)-module algebra with respect to the adjoint action, then the
equations above, together with the fact that the Ki’s act diagonally, prove the desired result. 
The adjoint action induces a Z{̟i}i∈I′ -grading on the algebras U+q [w] and U+q [ŵ]. For λ ∈ Z{̟i}i∈I′ ,
the homogeneous component of degree λ is given by
U+q [w]λ = {x ∈ U+q [w] : ad(Ki).x = q〈αi,λ〉x for all i ∈ I′},
U+q [ŵ]λ = {x ∈ U+q [ŵ] : ad(Ki).x = q〈αi,λ〉x for all i ∈ I′}.
We are interested in obtaining explicit decompositions of U+q [w] and U+q [ŵ] into irreducible submodules
because certain highest weight vectors play an important role in the main results of Section 7. Define the
subalgebras A[w] ⊆ U+q [w] and A[ŵ] ⊆ U+q [ŵ] as follows:
A[w] := {x ∈ U+q [w] : ad(Ei).x = 0 for all i ∈ I′},
A[ŵ] := {x ∈ U+q [ŵ] : ad(Ei).x = 0 for all i ∈ I′}.
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Table 2. A list of conjectured generators for the algebra A[ŵ].
Highest Weight Vector
degree w.r.t.
Z{̟i}i∈I′-grading
degree w.r.t.
Z≥0-grading
Ω1 := Z∅ ̟2 1
Ω2 := Z∅+δ ̟2 1
Ω3 := Z[1234]Z∅ − qZ[34]Z[12] + q2Z[24]Z[13] − q3Z[23]Z[14] ̟6 2
Ω4 :=
∑
(I,J)∼(1234,∅)(−q)ht(I,J)ZIZJ+δ ̟6 2
Ω5 := Z[1234]+δZ∅+δ − qZ[34]+δZ[12]+δ
+q2Z[24]+δZ[13]+δ − q3Z[23]+δZ[14]+δ ̟6 2
Ω6 := (ad(F2)Ω1) · Ω2 − qΩ1 · (ad(F2)Ω2) ̟4 2
Ω7 := (ad(F2F4F5F6)Ω3) · Ω2
−q(ad(F4F5F6)Ω3) · (ad(F2)Ω2)
+q2(ad(F5F6)Ω3) · (ad(F4F2)Ω2)
−q3(ad(F6)Ω3) · (ad(F5F4F2)Ω2)
+q4Ω3 · (ad(F6F5F4F2)Ω2)
̟3 3
Ω8 := Ω1 · (ad(F2F4F5F6)Ω5)
−q−1(ad(F2)Ω1) · (ad(F4F5F6)Ω5)
+q−2(ad(F4F2)Ω1) · (ad(F5F6)Ω5)
−q−3(ad(F5F4F2)Ω1) · (ad(F6)Ω5)
+q−4(ad(F6F5F4F2)Ω1) · Ω5
̟3 3
Ω9 := Ω3 · (ad(F6)Ω4)− q−1(ad(F6) · Ω3)Ω4 ̟5 4
Ω10 := Ω3 · (ad(F6)Ω5)− q−1(ad(F6)Ω3) · Ω5 ̟5 4
Ω11 := Ω4 · (ad(F6)Ω5)− q−1(ad(F6)Ω4) · Ω5 ̟5 4
Ω12 := (ad(F6F5F4F3F2F4F5F6)Ω3) · Ω5
−q(ad(F5F4F3F2F4F5F6)Ω3) · (ad(F6)Ω5)
+q2(ad(F4F3F2F4F5F6)Ω3) · (ad(F5F6)Ω5)
−q3(ad(F3F2F4F5F6)Ω3) · (ad(F4F5F6)Ω5)
+q4(ad(F2F4F5F6)Ω3) · (ad(F3F4F5F6)Ω5)
+q4(ad(F3F4F5F6)Ω3) · (ad(F2F4F5F6)Ω5)
−q5(ad(F4F5F6)Ω3) · (ad(F3F2F4F5F6)Ω5)
+q6(ad(F5F6)Ω3) · (ad(F4F3F2F4F5F6)Ω5)
−q7(ad(F6)Ω3) · (ad(F5F4F3F2F4F5F6)Ω5)
+q8Ω3 · (ad(F6F5F4F3F2F4F5F6)Ω5)
0 4
Ω13 := Ω3 · (ad(F6F5)Ω11)
−q−1(ad(F6)Ω3) · (ad(F55)Ω11)
+q−2(ad(F5F6)Ω3) · Ω11
̟4 6
We refer to a nonzero element x ∈ A[w] ∩ U+q [w]λ (or x ∈ A[ŵ] ∩ U+q [ŵ]λ) as a highest weight vector of
weight λ. We have the following.
Proposition 5.2. The vector
(5.2) Θ := Y[1234]Y∅ − qY[34]Y[12] + q2Y[24]Y[13] − q3Y[23]Y[14] ∈ U+q [w]
is a highest weight vector of weight ̟6.
As a Uq(gI′)-module, U+q [w] decomposes into a direct sum of finite-dimensional irreducible submodules.
In Theorem 5.4 below, we give an explicit description of this decomposition, but first we need the following
lemma.
Lemma 5.3. For all d ≥ 0,
(5.3)
∑
m,n ≥ 0
m + 2n = d
m+ 3
105
(
m+ 5
5
)(
n+ 4
4
)(
n+m+ 7
4
)
=
(
15 + d
15
)
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Proof. Viewing d as a formal variable allows us to view each side of the above identity as a polynomial
in Q[d]. Observe that the right-hand side
(
15+d
15
)
has degree 15. The left-hand side also has degree 15. This
follows from the fact that p(m,n) := m+3105
(
m+5
5
)(
n+4
4
)(
n+m+7
4
)
, as a polynomial in m and n, has total degree
14. Substituting m = d − 2n everywhere in the expression p(m,n) yields a polynomial in d and n of total
degree 14. Finally, summing n over the interval 0 ≤ n ≤ d/2 gives a polynomial in d of degree 15. Therefore
it is sufficient to verify the identity holds for 16 values of d. 
The following theorem highlights the role Θ plays in the adjoint action.
Theorem 5.4. As a Uq(gI′)-module, U+q [w] decomposes into a direct sum of submodules as follows:
(5.4) U+q [w] =
⊕
m,n≥0
ad(Uq(gI′)).(Y m∅ Θn).
Moreover, for every m,n ≥ 0, ad(Uq(gI′)).(Y m∅ Θn) is a finite-dimensional irreducible Uq(gI′)-module of
highest weight m̟2 + n̟6.
Proof. Since Y∅ and Θ are highest weight vectors, it follows that Y
m
∅ Θ
n is also a highest weight vector
for every m,n ≥ 0. The vector Y m∅ Θn has weight m̟2 + n̟6. The Weyl dimension formula implies
dimk
(
ad(Uq(gI′).(Y m∅ Θn)
)
=
∏
α∈(Φ
I′
)+
〈m̟2 + n̟6 + ρ, α〉∏
α∈(Φ
I′
)+
〈ρ, α〉
=
m+ 3
105
(
m+ 5
5
)(
n+ 4
4
)(
n+m+ 7
4
)
,
where ρ = 12
∑
α∈(ΦI′ )+
α. Observe that U+q [w] has a Z≥0-grading given by deg(YI) = 1 for all I ∈ B, and
the adjoint action of Uq(gI′) preserves this grading. The dimension (over k) of the degree d part of U+q [w] is(
15+d
15
)
, the same as an ordinary polynomial ring in 16 commuting variables. Thus, Lemma 5.3 implies that
counting the dimension on each homogeneous component (U+q [w])d (d = 0, 1, ...) gives the desired result. 
The highest weight vectors Y∅ ∈ U+q [w] and Θ ∈ U+q [w] commute. Therefore A[w] is isomorphic to a
polynomial ring in two commuting variables. We make the following conjecture concerning the algebra A[ŵ].
Conjecture 5.5.
(i) The vectors Ω1, ...,Ω13 listed in Table 2 are highest weight vectors. The set of monomials {Ωr11 · · ·Ωr1313 }
with r5r9 = 0 is a k-basis of A[ŵ].
(ii) As a Uq(gI′)-module, U+q [ŵ] decomposes into a direct sum of finite-dimensional irreducible submodules
as follows:
U+q [ŵ] =
⊕
r
ad(Uq(gI′)).(Ωr11 · · ·Ωr1313 ),
where the sum runs over all r1, ..., r13 ∈ Z≥0 such that r5r9 = 0.
We remark that the condition r5r9 = 0 in Conjecture 5.5 comes from a linear dependence relation
among ordered monomials. We conjecture that there are
(
13
2
)
+1 defining relations for the algebra A[ŵ]:(
13
2
)
commutation relations implying ordered monomials span A[ŵ] together with the linear dependence
relation Ω5Ω9 = −q−6Ω3Ω11 + q−2Ω4Ω10. Some evidence for the validity of part (ii) of Conjecture 5.5 can
be obtained by a dimension counting argument similar to the proof of Theorem 5.4.
The highest weight vectors Θ, Ω3, Ω4, Ω5 will play an important role in the main results of Section 7.
Before we present the main results it will be necessary to recall the details on universal R-matrices and the
universal bialgebra construction of Faddeev, Reshetikhin, and Takhtajan.
6. Universal R-Matrices and the Universal FRT-Bialgebra
In this section, we will construct the universal bialgebra of Faddeev, Reshetikhin, and Takhtajan [10]
associated to the braiding on the quantum half-spin representation of Uq(gI′). We begin with the reduced
expression
wI
′
0 = s6s5s4s3s6s5s4s6s5s6s2s4s5s6s3s4s5s2s4s3
for the longest element of WI′ . Using Lusztig’s action of the braid group on Uq(gI′) we obtain root vectors
(which depend on our choice of reduced expression for wI
′
0 ) for the algebra Uq(gI′). See, for instance, [6,
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Figure 2. The Poset B with the action of the negative root vectors Fi (i ∈ I′) indicated
by the arrows. The positive root vectors Ei (i ∈ I′) act in the opposite direction.
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I.6.7], [7, §9.1.B], or [16, Ch. 37]. We use the version of the braid group action given by the formulas
in [18, §2.3]. For brevity, label the root vector of degree −ei + ej (i 6= j) obtained from this construction
by Eij , the root vector of degree ei + ej (i < j) by E
′
ij , and the root vector of degree −ei − ej (i > j) by
E′ij . The quantized enveloping algebra Uq(gI′) is therefore generated by Eij , E′ij (i 6= j) together with K±1i
(i ∈ I′).
Let V be a vector space with basis {v1, ..., v5}, and define the quantum exterior algebra
Λq := T (V )/〈v2ℓ , vivj + qvjvi : 1 ≤ j < i ≤ 5 and 1 ≤ ℓ ≤ 5〉,
where T (V ) is the tensor algebra of V . Thus, {uI : I = {i1 < i2 < · · · < iℓ} ⊆ {1, ..., 5}} is a basis of Λq.
Let S denote the subalgebra of Λq generated by {uI : I ∈ B}.
Definition/Proposition 6.1. There is a k-algebra homomorphism ρ : Uq(gI′) → Endk(S) (called the
quantum half-spin representation) defined as follows:
ρ(Eij)(uIvj) = (−q)i−j−sign(i−j)uIvi, (i 6= j and j /∈ I),
ρ(Eij)(uI) = 0, (i 6= j and j /∈ I),
ρ(E′ij)(uIvivj) = (−q)c(i,j,I)uI , (i < j and i, j /∈ I),
ρ(E′ij)(uI) = (−q)c(i,j,I)uIvjvi, (i > j),
ρ(E′ij)(uI) = 0, (i < j and {i, j} 6⊆ I),
ρ(Ki)(uI) = q
〈αi,wt(I)〉uI , (i ∈ I′),
where c(i, j, I) = sign(i− j)(i+ j − 3− 2|I|).
The quantum half-spin representation is irreducible with highest weight ̟2. The vector u∅ is a highest
weight vector (c.f. Figure 2). Observe also that the set of weights for the representation S is exactly Φw. In
fact, the vector subspace of U+q [w] spanned by the root vectors YI (I ∈ B) is stable under the adjoint action
of Uq(gI′) and we have the following
Theorem 6.2. There is an isomorphism ϕ :
⊕
I∈B
kYI → S of Uq(gI′)-modules that sends Y∅ to the highest
weight vector u∅. Under this isomorphism, YI maps to (−q)ht(∅)−ht(I)uI , where ht : B → N is a height
function on the graded poset B.
We now recall the details on constructing the R-matrix for S. For every i, j with 1 ≤ i < j ≤ 5, define
ϕij := expq((1 − q−2)Eij ⊗ Eji) and ϕ′ij = expq((1 − q−2)E′ij ⊗ E′ji), where
expq(x) =
∞∑
n=0
qn(n+1)/2
[n]q!
xn, [n]q =
qn − q−n
q − q−1 , [n]q! = [n]q[n− 1]q · · · [1]q,
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and let
R = (ϕ45ϕ35ϕ25ϕ15)(ϕ34ϕ24ϕ14)(ϕ23ϕ13)ϕ12(ϕ′45ϕ′35ϕ′25ϕ′15)(ϕ′34ϕ′24ϕ′14)(ϕ′23ϕ′13)ϕ′12.
Since X2 (X = Eij , E
′
ij : i 6= j) acts trivially on S, only finitely many terms in (ρ⊗ρ)(R) act nontrivially
on S ⊗ S. Let B : S ⊗ S → S ⊗ S denote the linear map given by
B(uI ⊗ uJ) = q〈wt(I),wt(J)〉uI ⊗ uJ .
The universal R-matrix associated to S ⊗ S is
R̂ := τ ◦B ◦ ((ρ⊗ ρ)(R)) ∈ Endk(S ⊗ S),
where τ is the flip map τ(u ⊗ v) = v ⊗ u. One of the most important properties of universal R-matrices is
given in the following theorem (see, e.g., [7,15]).
Theorem 6.3. The universal R-matrix R̂ : S ⊗ S → S ⊗ S is an automorphism of Uq(gI′)-modules.
Moreover, R̂ satisfies the braid-version of the quantum Yang-Baxter equation
R̂12R̂23R̂12 = R̂23R̂12R̂23,
where R̂ij : S⊗3 → S⊗3 acts via R̂ on the i-th and j-th tensor components and the identity on the remaining
component.
Remark: In [5], Berenstein and Zwicknagl define a family of quadratic algebras called braided symmetric
algebras. The quantum Schubert cell algebra U+q [w] falls into this family. In [21, Thm. 5.4], Zwicknagl
proves that the quotient of the tensor algebra T (S) by the ideal generated by the −1-eigenspace of R̂ (which
is Uq(gI′).(u[12] ⊗ u∅ − qu∅ ⊗ u[12]) in our case) is isomorphic to U+q [w]. Moreover, YI 7→ [uI ] (for I ∈ B)
defines an algebra isomorphism from U+q [w] onto T (S)/〈Uq(gI′).(u[12] ⊗ u∅ − qu∅ ⊗ u[12])〉.
We wish to construct a bialgebra A so that S is a right A-comodule and R̂ : S ⊗ S → S ⊗ S is an
automorphism of right A-comodules. Among all bialgebras satisfying these conditions, we want A to satisfy
a universal property with respect to this condition. More precisely, we have the following definition and
proposition, due to Faddeev, Reshetikhin, and Takhtajan (for details see, e.g., [15, §9.1-9.2]).
Definition 6.4 (The FRT-Bialgebra A). If
(6.1) R̂(uI ⊗ uJ) =
∑
K,L∈B
RKLIJ uL ⊗ uK ,
where RKLIJ ∈ k and I, J,K, L ∈ B, then the FRT-bialgebra A is generated by {XIJ : I, J ∈ B} and has
defining relations
(6.2)
∑
K,L∈B
RTSKLXKIXLJ =
∑
K,L∈B
RKLIJ XSLXTK
for all S, T, I, J ∈ B. The comultiplication and counit are defined by ∆A(XIJ) =
∑
K∈BXIK ⊗ XKJ and
ǫA(XIJ ) = δIJ .
The following can be found in [15, Section 9.1.1, Proposition 2].
Proposition 6.5. The linear map ρA : S → S ⊗ A defined by ρA(uI) =
∑
J∈B uJ ⊗XJI gives S the
structure of a right A-comodule so that R̂ : S ⊗ S → S ⊗ S is a homomorphism of right A-comodules. If
A′ is another bialgebra such that S is a right A′-comodule (with structure map ρA′ : S → S ⊗ A′) and R̂ a
homomorphism of right A′-comodules, then there is a unique homomorphism of bialgebras ψ : A → A′ such
that (id⊗ ψ) ◦ ρA = ρA′ .
The partial ordering  on B × B defined in Section 4 is useful for determining when certain coefficients
of R̂ are nonzero. Observe first that R̂ is homogeneous with respect to the Q-grading on S ⊗ S. Thus, if
RKLIJ is nonzero, then wt(I) + wt(J) = wt(K) + wt(L). Secondly, each ϕij (and ϕ
′
ij) acts on a pure tensor
uI ⊗ uJ ∈ S ⊗ S by either sending it to itself or to something of the form uI ⊗ uJ + q−1qˆuK ⊗ uL, with
I < K. Thus, we have the following proposition.
Proposition 6.6. If RKLIJ ∈ k is nonzero, then (I, J)  (K,L).
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The formula giving the coefficient RKLIJ ∈ k of the R-matrix depends on the size of the equivalence class
of (I, J) as well as the difference in heights of (I, J) and (K,L) with respect to the partial ordering  on
B × B. The following theorem can be verified by checking each case listed below.
Theorem 6.7. If (I, J)  (K,L), then
(6.3) RKLIJ =

q〈wt(I),wt(J)〉, (K,L) = (I, J),
qˆ(q − (−q)ht(I,J)−ht(K,L)+1), (K,L) = (J, I) and |[(I, J)]| = 8,
qˆq, (K,L) = (J, I) and |[(I, J)]| = 2,
qˆ(−q)ht(I,J)−ht(K,L)+1, otherwise.
7. Main Results
The following theorem gives the defining relations among any “row” of generators of the FRT-bialgebra.
Theorem 7.1. For every S ∈ B, the subalgebra AS ⊆ A generated by {XSI : I ∈ B} has the following
defining relations:
(i) For every I 6≥ J ,
(7.1) XSIXSJ = q
〈wt(I),wt(J)〉XSJXSI + qˆ
∑
(I, J) ≺ (L,M),
M ≤lexico. L
(−q)ht(L,M)−ht(I,J)−1XSLXSM .
(ii) For every 1 ≤ i ≤ 10,
(7.2) XS,ai1XS,Ai1 − qXS,ai2XS,Ai2 + q2XS,ai3XS,Ai3 − q3XS,ai4XS,Ai4 = 0,
where (aij , Aij) ∈ B × B is in i-th row and j-th column of Table 1.
Proof. In the defining relations of Eqn. 6.2, the only instance where a product of variables, XSIXSJ ,
from the same “row” appears (with nonzero coefficients) are in the equations
q2XSIXSJ =
∑
L,M∈B
RMLIJ XSLXSM .
The types of relations involving a pair of variables, XSI and XSJ , depends on the size of the equivalence
class of (I, J), which could be 1, 2, or 8. We consider these three cases separately. First of all, if |[(I, J)]| = 1
then I = J and the only equation obtained involving the product XSIXSJ (= X
2
SJ) is q
2X2SJ = q
2X2SJ ,
which is superfluous. On the other hand, if I and J are chosen so that |[(I, J)]| = 2, then I and J are
comparable. Thus, without loss of generality suppose I < J . In this case, the only relations involving the
variables XSI and XSJ are q
2XSIXSJ = qXSJXSI + qqˆXSIXSJ and q
2XSJXSI = qXSIXSJ . However,
these two equations are equivalent to the single identity XSIXSJ = qXSJXSI . Finally, if I and J are chosen
so that |[(I, J)]| = 8, then there are potentially up to eight defining relations involving the variables XSI
and XSJ . Let {(a1, A1), ..., (a4, A4), (A1, a1), ..., (A4, a4)} denote of equivalence class of (I, J), where (ai, Ai)
(i = 1, ..., 4) has height i. Thus, (I, J) is among one of the eight elements listed. There are eight defining
relations involving the variables XS,a1, .., XS,a4 , XS,A1, ..., XS,A4, which can be summarized by the matrix
equation (A − SkewDiag(q2))Xt = 0, where SkewDiag(q2) is the 8 × 8 matrix with entry q2 everywhere
along the skew-diagonal and 0’s elsewhere,
X := (XS,A1XS,a1, ..., XS,A4XS,a4, XS,a4XS,A4 , ..., XS,a1XS,A1),
and
A :=

1 qˆ −qˆq−1 qˆq−2 qˆq−2 −qˆq−3 qˆq−4 qˆ(q − q−5)
0 1 qˆ −qˆq−1 −qˆq−1 qˆq−2 qˆ(q − q−3) qˆq−4
0 0 1 qˆ qˆ qˆ2 qˆq−2 −qˆq−3
0 0 0 1 0 1 −qˆq−1 qˆq−2
0 0 0 0 1 qˆ −qˆq−1 qˆq−2
0 0 0 0 0 1 qˆ −qˆq−1
0 0 0 0 0 0 1 qˆ
0 0 0 0 0 0 0 1

·
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The entries in A are obtained by reading off the appropriate coefficients of R̂, which are given in Thm.
6.7. The matrix A − SkewDiag(q2) has rank five. Hence, the system of eight equations given by (A −
SkewDiag(q2))Xt = 0 will reduce to an equivalent system of five equations. In our case, the five equations
are
XS,a1XS,A1 = XS,A1XS,a1 + qˆ(XS,a2XS,A2 − qXS,a3XS,A3 + q2XS,a4XS,A4),
XS,a2XS,A2 = XS,A2XS,a2 + qˆ(XS,a3XS,A3 − qXS,a4XS,A4),
XS,a3XS,A3 = XS,A3XS,a3 + qˆXS,a4XS,A4 ,
XS,a4XS,A4 = XS,A4XS,a4,
XS,a1XS,A1 − qXS,a2XS,A2 + q2XS,a3XS,A3 − q3XS,a4XS,A4 = 0.
The relations arising from the three cases considered account for all commutation relations and can be
succinctly written as they are in the statement of this theorem. 
Our first main result is the following corollary of Theorem 7.1. Each “row” of A is isomorphic to a
quotient of U+q [w].
Corollary 7.2. For every S ∈ B, there is a surjective algebra homomorphism
ψS : U+q [w] −→ AS
YI 7−→ XSI ,
with kernel 〈ad(Uq(gI′))Θ〉.
Proof. The defining relations of U+q [w] and AS show that ψS defines a surjective homomorphism.
The ten extra defining relations of AS given in Eqn. 7.2 imply that the ideal of U+q [w] generated by the
ten-dimensional vector space ad(Uq(gI′))Θ is the kernel of ψS . 
The following theorem gives the defining relations among certain pairs of rows of generators of A.
Theorem 7.3. For every S, T ∈ B such that |(S∪T )\(S∩T )| = 2 and S < T , the subalgebra A(S,T ) ⊆ A
generated by {XSI , XTI : I ∈ B} has the following defining relations.
(i) Commutation relations among variables in the same row: For every I, J ∈ B such that I 6≥ J ,
XSIXSJ = q
〈wt(I),wt(J)〉XSJXSI + qˆ
∑
(I, J) ≺ (L,M),
M ≤lexico. L
(−q)ht(L,M)−ht(I,J)−1XSLXSM ,(7.3)
XTIXTJ = q
〈wt(I),wt(J)〉XTJXTI + qˆ
∑
(I, J) ≺ (L,M),
M ≤lexico. L
(−q)ht(L,M)−ht(I,J)−1XTLXTM .(7.4)
(ii) Commutation relations among variables in different rows: For every I, J ∈ B,
(7.5)
XSIXTJ = q
〈wt(I),wt(J)〉−1XTJXSI + qˆ
 ∑
(I,J)≺(L,M)
(−q)ht(L,M)−ht(I,J)−1XSLXTM + q−1ǫ(I, J)XSJXTI
 ,
where ǫ(I, J) is defined in Eqn. 4.4.
(iii) Other relations: For every 1 ≤ i ≤ 10,
XS,ai1XS,Ai1 − qXS,ai2XS,Ai2 + q2XS,ai3XS,Ai3 − q3XS,ai4XS,Ai4 = 0,(7.6)
XT,ai1XT,Ai1 − qXT,ai2XT,Ai2 + q2XT,ai3XT,Ai3 − q3XT,ai4XT,Ai4 = 0,(7.7) ∑
1≤j≤8
(−q)ht(aij ,Aij)XS,aijXT,Aij = 0,(7.8)
where (aij , Aij) ∈ B × B is in i-th row and j-th column of Table 1.
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Proof. Theorem 7.1 gives the defining relations among any row of generators. Hence, it remains to
verify the relations involving a product of a variable in the S-th row with a variable in the T -th row. The
only instances such a product occurs with nonzero coefficient are in the equations
(7.9) qqˆXSIXTJ + qXTIXSJ =
∑
K,L
RKLIJ XSLXTK
and
(7.10) qXSIXTJ =
∑
K,L
RKLIJ XTLXSK
for I, J ∈ B. These equations simplify differently based on the size of the symmetric difference (I∪J)\(I∩J),
which could be 0, 2, or 4. We will consider these three cases separately.
First, if |(I ∪ J)\(I ∩J)| = 0, then I = J , and the above equations simplify to qqˆXSIXTI + qXTIXSI =
q2XSIXTI and qXSIXTI = q
2XTIXSI . However, one of these equations is superfluous. In fact they reduce
to the single relation XSIXTI = qXTIXSI .
If |(I ∪ J)\(I ∩ J)| = 2, then I and J are comparable. Without loss of generality suppose I < J . Thus,
Eqns. 7.9 and 7.10 simplify to qqˆXSIXTJ+qXTIXSJ = qXSJXTI+qqˆXSIXTJ and qXSIXTJ = qXTJXSI+
qqˆXTIXSJ respectively. These in turn reduce to XSJXTI = XTIXSJ and XSIXTJ = XTJXSI + qˆXSJXTI .
Finally, if |(I ∪ J)\(I ∩ J)| = 4, then |[(I, J)]| = 8. Let {(a1, A1), ..., (a4, A4), (A1, a1), ..., (A4, a4)}
denote of equivalence class of (I, J), where (ai, Ai) (i = 1, ..., 4) has height i. There are 16 defining relations
involving of product of a variable from the S-th row, XS,a1, .., XS,a4, XS,A1 , ..., XS,A4 with a variable from
the T -th row, XT,a1 , .., XT,a4 , XT,A1 , ..., XT,A4 . Half of these 16 defining relations come from Eqn. 7.9 and
the other half come from Eqn. 7.10. These 16 equations are summarized by the matrix equation(
A− SkewDiag(qqˆ) SkewDiag(−q)
SkewDiag(−q) A
)
(XST)
t = 0,
where SkewDiag(x) is the 8× 8 matrix with entry x everywhere along the skew-diagonal and 0’s elsewhere,
XST := (XS,A1XT,a1 , ..., XS,A4XT,a4 , XS,A4XT,a4 , ..., XS,A1XT,a1 , XT,A1XS,a1, ..., XT,A4XS,a4, XT,a4XS,A4 , ..., XT,a1XS,A1),
and A is the same matrix in the proof of Theorem 7.1. The matrix
(
A− SkewDiag(qqˆ) SkewDiag(−q)
SkewDiag(−q) A
)
has rank 9. Therefore the system of 16 equations reduces an equivalent system of 9 equations. In our case,
they reduce to the following:
(1) XT,a1XS,A1 = qXS,A1XT,a1 − qfST (A1, a1),
(2) XT,a2XS,A2 = qXS,A2XT,a2 − qfST (A2, a2),
(3) XT,a3XS,A3 = qXS,A3XT,a3 − qfST (A3, a3),
(4) XT,a4XS,A4 = qXS,A4XT,a4 − qfST (A4, a4),
(5) XT,A4XS,a4 = qXS,a4XT,A4 − qfST (a4, A4),
(6) XT,A3XS,a3 = qXS,a3XT,A3 − qfST (a3, A3)− qˆXS,A3XT,a3 ,
(7) XT,A2XS,a2 = qXS,a2XT,A2 − qfST (a2, A2)− qˆXS,A2XT,a2 ,
(8) XT,A1XS,a1 = qXS,a1XT,A1 − qfST (a1, A1)− qˆXS,A1XT,a1 ,
(9)
∑
(x,y)∼(I,J)(−q)ht(x,y)(x, y) = 0,
where fST (x, y) := qˆ
∑
(x,y)≺(L,M)(−q)ht(L,M)−ht(x,y)−1XSLXTM .
All of the relations arising from the three cases just considered can be succinctly written as the relations
stated in the theorem. 
The algebras U+q [ŵ] and A(S,T ) apparently have very similar defining relations. We remark that the
function on generators given by ZI 7→ XSI , ZI+δ 7→ XTI , for I ∈ B, does not lift to an algebra homomorphism
U+q [ŵ] → A(S,T ). However, if we replaced XTJXSI with qXTJXSI in Eqn. 7.5, this would indeed define
an algebra homomorphism. In other words, twisting the multiplication in A(S,T ) (or U+q [ŵ]) will yield a
homomorphism.
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We will use the Z{αi}i∈I0-grading on U+q [ŵ] to construct an algebra (U+q [ŵ])′ related to U+q [ŵ], but with
a slightly different multiplicative structure. Let c : Z{αi}i∈I0 ×Z{αi}i∈I0 → k be the bicharacter defined by
c(αi, αj) =
{
q, (i, j) = (0, 1),
1, otherwise.
(7.11)
As a set (U+q [ŵ])′ = {u′ : u ∈ U+q [ŵ]}. We require the map ζ : U+q [ŵ] → (U+q [ŵ])′ defined by u 7→ u′
(for u ∈ U+q [ŵ]) to be an isomorphism of k-modules. This map induces a Z{αi}i∈I0-grading on (U+q [ŵ])′.
Multiplication of homogeneous elements in (U+q [ŵ])′ is given by
x′y′ = c(deg(x), deg(y))(xy)′.
Our second main result is the following theorem which gives a description of certain pairs of rows of A.
Recall Ω1, . . . ,Ω13 from Table 2.
Theorem 7.4. For every S, T ∈ B with |(S ∪ T )\(S ∩ T )| = 2 and S < T , there is a surjective algebra
homomorphism ψ(S,T ) : (U+q [ŵ])′ → A(S,T ) given by
(ZI)
′ 7−→ XSI ,
(ZI+δ)
′ 7−→ XTI .
The kernel of ψ(S,T ) is the ideal generated by three 10-dimensional vector spaces: (ad(Uq(gI′))Ωj)′ for j =
3, 4, 5.
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