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Abstract
Conventional wisdom says that the simpler the Lagrangian of a theory the simpler
its perturbation theory. An ever-increasing understanding of the structure of scatter-
ing amplitudes has however been pointing to the opposite conclusion. At tree level,
the BCFW recursion relations that completely determine the S-matrix are valid not
for scalar theories but for gauge theories and gravity, with gravitational amplitudes
exhibiting the best UV behavior at infinite complex momentum. At 1-loop, amplitudes
in N = 4 SYM only have scalar box integrals, and it was recently conjectured that the
same property holds for N = 8 SUGRA, which plays an important role in the suspi-
cion that this theory may be finite. In this paper we explore and extend the S-matrix
paradigm, and suggest that N = 8 SUGRA has the simplest scattering amplitudes in
four dimensions. Labeling external states by supercharge eigenstates–Grassmann co-
herent states–allows the amplitudes to be exposed as completely smooth objects, with
the action of SUSY manifest. We show that under the natural supersymmetric exten-
sion of the BCFW deformation of momenta, all tree amplitudes in N = 4 SYM and
N = 8 SUGRA vanish at infinite complex momentum, and can therefore be determined
by recursion relations. An important difference between N = 8 SUGRA and N = 4
SYM is that the massless S-matrix is defined everywhere on moduli space, and is acted
on by a non-linearly realized E7(7) symmetry. We elucidate how non-linearly realized
symmetries are reflected in the more familiar setting of pion scattering amplitudes, and
go on to identify the action of E7(7) on amplitudes in N = 8 SUGRA. Moving beyond
tree level, we give a simple general discussion of the structure of 1-loop amplitudes in
any QFT, in close parallel to recent work of Forde, showing that the coefficients of scalar
“triangle” and “bubble” integrals are determined by the “pole at infinite momentum”
of products of tree amplitudes appearing in cuts. In N = 4 SYM and N = 8 SUGRA,
the on-shell superspace makes it easy to compute the multiplet sums that arise in these
cuts by relating them to the best behaved tree amplitudes of highest spin, leading to
a straightforward proof of the absence of triangles and bubbles at 1-loop. We also ar-
gue that rational terms are absent. This establishes that 1-loop amplitudes in N = 8
SUGRA only have scalar box integrals. We give an explicit expression for 1-loop ampli-
tudes for both N=4 SYM and N = 8 SUGRA in terms of tree amplitudes that can be
determined recursively. These amplitudes satisfy further relations in N = 8 SUGRA
that are absent in N = 4 SYM. Since both tree and 1-loop amplitudes for maximally
supersymmetric theories can be completely determined by their leading singularities,
it is natural to conjecture that this property holds to all orders of perturbation theory.
This is the nicest analytic structure amplitudes could possibly have, and if true, would
directly imply the perturbative finiteness of N = 8 SUGRA. All these remarkable prop-
erties of scattering amplitudes call for an explanation in terms of a “weak-weak” dual
formulation of QFT, a holographic dual of flat space.
1 Simple Lagrangians Versus Simple Amplitudes
Scattering amplitudes are defined by evaluating the S matrix between initial and final states
of positive energy. Thinking of them as functions of all incoming momenta, they can be
written in a way that is completely symmetric in external particles as
Ma1···an(p1, · · · , pn) (1)
where the ai are the little group indices for whatever spin is carried by particle i. Under
Lorentz transformations, we must have
Ma1···an(p1, · · · , pn) = D[W (Λ, p1)]a1b1 · · ·D[W (Λ, pn)]anbnM b1···bn(Λp1, · · · ,Λpn) (2)
where D[W (Λ, p)] represents the action of the little group [1].
It would naively appear that the field theories with the simplest amplitudes would be
theories of scalar fields. There are no spin indices, and the Lagrangians for these theories
take the simplest form. Indeed, in the usual formalism of field theory, there are additional
complications for massless particles of spin s ≥ 1. For instance in the case of spin 1 parti-
cles, Feynman diagrams compute not amplitudes labeled by little group indices, but instead
“amplitudes” with Lorentz indices Mµ1···µn . One would like to find polarization vectors aµ(p)
with both Lorentz and little group indices,transforming so that a1µ1 · · · anµnMµ1···µn has the
right transformation properties. However it is impossible to define such polarization vectors;
the best that can be done is to find polarizaton vectors that transform in the proper way
up to a shift proportional to pµ. For the amplitudes to be properly Lorentz covariant, this
additive piece must vanish when dotted intoMµ1···µn , which requires the theory to have gauge
redundancy. This already forces a relatively complicated Lagrangian structure with more in-
tricate Feynman rules than simple scalar theories. For gravity, the redundancy balloons into
diffeomorphism invariance, and perturbation theory becomes very complicated indeed–not
only are there an infinite number of vertices, but even the simplest cubic vertex has ∼ 100
terms!
Nevertheless, over the years, an increased understanding of scattering amplitudes in these
theories has yielded a wonderful surprise: the amplitudes for the naively most complicated
theories exhibit beautiful simplicity and structure that is not present for the naively simpler
theories [2]. To gather this data, it has been necessary to find ways of computing amplitudes
other than the hopeless direct evaluation of Feynman diagrams [3, 4]. The techniques for
doing so revive the central ideas from the S-matrix program [6]. A particularly important
fact is that amplitudes reveal their structure most transparently when studied for complex
momenta [7]. There is by now a well-developed industry for using these ideas to compute
amplitudes to high orders in perturbation theory [8]. But we will begin our discussion of
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the surprising inversion of what theories are simple in the simplest way, by considering tree
amplitudes.
1.1 BCFW Recursion Relations
Consider the n-point amplitude M(pi, hi) for massless particles with hi “helicities” in a
general number D of spacetime dimensions. When we consider gauge theory, we will define
M(pi, hi) such that the color factors are already stripped away. We will also suppress the
trivial overall multiplicative coupling constant dependence.
One would like to study the amplitude for complex on-shell momenta in the simplest pos-
sible way. It is impossible to have only one momentum complex by momentum conservation.
The key idea of BCFW [9] is then to pick two external momenta p1,p2, and to analytically
continue these momenta keeping them on-shell and maintaining momentum conservation.
Specifically, BCFW take
p1 → p1(z) = p1 + qz and p2 → p2(z) = p2 − qz (3)
where to keep p21(z) = p
2
2(z) = 0, we must have q · p1,2 = 0 , q2 = 0. This is impossible for
real q, but possible for complex q. To be explicit, choose a Lorentz frame where p1, p2 are
back to back with equal energy and use units where that energy is 1. Then, we can choose
p1 = (1, 1, 0, 0; 0.., 0), p2 = (1,−1, 0, 0; 0, ..0), q = (0, 0, 1, i; 0, ..0) (4)
We could keep all the momenta real but imagine that we are working in SO(D − 2, 2)
signature; however, this does not seem particularly fundamental, and it appears to be better
to get used to complexifying all momenta in general. Note that this deformation only makes
sense for D ≥ 4.
What about the polarization tensors? Note that for gauge theory in a covariant gauge,
q = +1 = 
−
2 . This makes it natural to use a +,−, T basis for spin 1 polarization vectors
where
+1 = 
−
2 = q, 
−
1 = 
+
2 = q
∗, T = (0, 0, 0, 0, ..., 1, ..., 0) (5)
with D− 4 different T forming a basis in the transverse directions. When the momenta are
deformed, the polarization vectors must also change to stay orthogonal to their associated
momenta and maintain their inner products. This requires
+1 (z) = 
−
2 (z) = q, 
−
1 (z) = q
∗ − zp2, +2 (z) = q∗ + zp1, T (z) = (0, 0, 0, 0, ..., 1, ..., 0) (6)
Graviton polarization tensors are simply symmetric, traceless products of these spin 1 polar-
ization vectors.
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With this deformation, M(pi, hi) → M(z) becomes a function of z. At tree level, M(z)
has an extremely simple analytic structure – it only has simple poles. This follows from a
straightforward consideration of Feynman diagrams, as all singularities come from propaga-
tors, which are simply
1
P (z)2
=
1(∑
i∈L pi
)2 (7)
where L is some subset of the n momenta. Since p1(z) + p2(z) is independent of z, this only
has non-trivial z dependence when only one of p1(z) or p2(z) are included in L. Without loss
of generality we take 1 ∈ L, in which case we have
1
P (0)2 + 2zq · P . (8)
This shows that all singularities are simple poles located at zP = −P (0)2/(2q · P ). Fur-
thermore, the residue at these poles has a very simple interpretation as a product of lower
amplitudes:
P 2(z)M(z)
z→zP−→
∑
h
ML({p1(zP ), h1}, {−P (zP ), h}, L)×MR({p2(zP ), h2}, {P (zP ),−h}, R) (9)
where we have a sum over helicities for the usual reason, guaranteed by unitarity, that the
numerator of the propagator can be replaced by the polarization sum on shell.
So far everything has been kinematical and true for an arbitrary theory. What is re-
markable is that for certain amplitudes in some theories, M(z → ∞) vanishes. Since
meromorphic functions that vanish at infinity are completely characterized by their poles;
0 = 1
2pii
∫
C
dz′
(z′−z)
M(z′) = M(z) + residues if C is a contour at infinity enclosing all the poles,
we find the BCFW recursion relation [10, 9] for computing M(z)
M(z) =
∑
L,h
ML({p1(zP ), h1}, {−P (zP ), h}, L) 1
P 2(z)
MR({p2(zP ), h2}, {P (zP ),−h}, R) (10)
where h indicates a possible internal helicity. These recursion relations produce a higher-
point amplitude by sewing together lower-point on shell amplitudes. The lower amplitudes
are on-shell (in complexified momentum space), because all the momenta are on shell though
evaluated at a complex z = zP . The original amplitude we are interested in is obtained by
evaluating M(z) at z = 0.
The vanishing of M(z) as z → ∞ is far from obvious from inspection of Feynman
diagrams-indeed it is naively never true! For instance, the amplitudes in φ4 theory go to
a constant as z → ∞. Naively, the situation is even worse for gauge theories and gravity,
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p1
p2
1 2 =
∑
L∪R=All,h h 1
P 2
−h
p1(zP )
p2(zP )
L R
Figure 1: The BCFW recursion relation computes an n-point amplitude by sewing together lower-
point amplitudes with complex on-shell momenta.
where momentum dependence in the vertices would make amplitudes blow up at infinite
momentum increasingly badly. Remarkably, however, certain amplitudes
Manything−YM →
1
z
, Manything−Grav →
1
z2
(11)
do vanish at infinity [11, 12]. This is enough to get recursion relations, because for any
amplitude, we can always adjust q to correspond to the − polarization of 2.
A physical understanding of the behavior of amplitudes in the z →∞ limit has recently
been given in [12]. The limit corresponds to a hard (complex) light-like particle blasting
through a soft background, and can be conveniently studied using background field method
and a background q−light-cone (or “space-cone”) gauge [13]. The particle spin plays an
important role since there is an enhanced “Spin-Lorentz” invariance at infinite momentum.
This is easy to see in the case of Yang-Mills theory. We can expand the gauge field Aµ =
Aµ + aµ where Aµ is the soft background; after standard gauge fixing the Lagrangian is
L = −1
4
tr ηabDµaaD
µab +
i
2
tr[aa, ab]F
ab. (12)
The first term has the derivative coupling and dominates the large z amplitude but is invariant
under a “Spin Lorentz” symmetry which only rotates the spin indices, while the second term
breaks the Lorentz symmetry as an antisymmetric tensor. This allows us to determine the
form of the amplitude in ab space, Mab, to be
Mabs=1 =
(
czηab + Aab +
Bab
z
+ · · ·
)
(13)
where Aab is antisymmetric just as F ab is. Contracting this form ofMab with the polarization
vectors and using the Ward identity gives the desired large z scaling of the amplitudes. The
same analysis can be done for gravity. The “Spin-Lorentz” symmetry is here twice as big,
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with the graviton fluctuation having two “Spin-Lorentz” indices a, a¯. The large z and tensor
structure of the amplitude is of the form
Maba¯b¯s=2 = M
ab
s=1 × M¯ a¯b¯s=1. (14)
This is a concrete form of the “Gravity = Gauge × Gauge” connection which is so ubiquitous
in perturbative gravity computations [14], and explains why the large z scaling of gravity
amplitudes is the square of the corresponding gauge amplitudes. This gives a physical un-
derstanding of why higher-spin amplitudes are better behaved at infinite momentum: they
are governed by larger kinematical symmetries.
For YM and gravity, the recursion relations can be used to systematically reduce the
number of external legs until we reach the three-point amplitude, which can’t be recursed
further. The three-point amplitude is a fundamental object in field theory. While it is
impossible to have three particles on-shell for real momenta, it is possible to do so for complex
momenta. Since p21 = p
2
2 = (p1 + p2)
2 = 0, all the kinematic invariants pi · pj = 0, so the
structure of the amplitude is completely fixed by the particle spins, (even non-perturbatively).
Thus armed with the recursion relations, all tree amplitudes for YM and gravity are seen to
be determined by Poincare invariance.
The analysis of the large z scaling of amplitudes has recently been extended by Cheung
[15] to include general spin 1 and spin 2 theories, including arbitrary matter fields with
minimal derivative couplings, finding that the pattern observed for pure Yang-Mills and
Gravity theories holds in general. For theories of spin s, the Manything,−s and M+s,anything
amplitudes vanish as z →∞.
We therefore see that tree amplitudes for gravity and gauge theory can be determined
by BCFW recursion relations but that those of scalar theories are not. This can be said
more invariantly as follows. An n−point tree amplitude has singularities–corresponding
to its residues on its factorization channels. Can one recover the full amplitude from the
knowledge of these singularities? The answer is no for scalar theories and yes for spin-1
and spin-2. In fact something stronger is true: note that the BCFW construction makes
factorization manifest for a subset of factorization channels, with 1, 2 on opposite sides. It
is highly non-trivial that ensuring that these channels factorize correctly guarantees that all
channels factorize correctly; this remarkable fact is encoded in the statement that M(z)→ 0
as z →∞.
The physical understanding of the large z behavior of scattering amplitudes in [12] relied
heavily on the structure of the two-derivative Lagrangian, as well as gauge redundancy. It
would be very enlightening to be able to derive this result directly from an amplitude-based
argument, without any reference to the Lagrangian description. One would then have to
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directly prove that for gauge theories and gravity, the BCFW ansatz for the tree scattering
amplitude automatically has the correct “non-obvious” factorizations.
Finally, note that already at tree-level we see hints of extra simplicity in gravitational
amplitudes that are absent in gauge amplitudes. The BCFW constructible amplitudes all
vanish manifestly as 1
z
as z → ∞. In Yang-Mills theory, [12] found that if the BCFW
deformed legs are adjacent in color, the amplitude indeed scales as 1
z
, while for non-adjacent
colors, it falls faster as 1
z2
. For gravity, there is no color and thus no difference between
different color orderings, and the amplitude vanishes as 1
z2
. Explicitly, the cancelation of the
1
z
term in M(z) implies a non-trivial relation between tree amplitudes
∑
L,h
ML({p1(zP ), h1}, {−P (zP ), h}, L) zP
P 2
MR({p2(zP ), h2}, {P (zP ),−h}, R) = 0. (15)
Another way of saying this is that 0 =
∫
C
dzM(z) where the contour C only encloses the point
at infinity.
1.2 Extra Kinematical Simplicity in 4D
In four dimensions, it is especially simple to both solve for the on-shell kinematics and
eschew any explicit reference to polarization vectors, by working with spinor helicity variables,
with very well-known nice properties we quickly review [16]. Since massless particles only
have helicity in 4D, the amplitudes are labeled by a string of helicities and the little group
action is just multiplication by a phase. Recall that the states are defined by picking a
reference light-like vector k, and for any other light-like vector p, choosing a particular Lorentz
transformation L(p) so that p = L(p)k. Then, states of momentum p and helicity h are
defined as |p, h〉 = U(L(p))|k, h〉. Having defined the states in this way, a general Lorentz
transformation on |p, h〉 is
U(Λ)|p, h〉 = eihθ(Λ,p)|Λp, h〉 (16)
where the phase is the little group rotation.
Now, the 2 × 2 matrix (σµpµ)αα˙ = pαα˙ associated with a massless 4-momentum has
vanishing determinant and so has rank one; it can thus be written as pαα˙ = λ
p
αλ¯
p
α˙. Note for
real momenta this is ill-defined up to a rephasing λp → eiθλp, λ¯p → e−iθλ¯p. We can choose
to write kαα˙ = λ
k
αλ¯
k
α˙ for some fixed λ
k, λ¯k, and define the spinors for other null momenta p
via λp = (L(p)λk), where L(p) is the SL(2, C) representation of the Lorentz transformation
L(p). Having now picked a particular way of assigning spinors to null momenta, it is easy to
see that
λΛp = e
i
2
θ(Λ,p) (Λλp) (17)
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In other words, under a Lorentz transformation of their defining momentum, the spinors
transform according to the corresponding SL(2, C) Lorentz transformation and multiplica-
tion by the little group phase associated with helicity 1
2
. Thus, SL(2, C) invariant objects
built out of these spinors with the appropriate powers are guaranteed to transform properly
as amplitudes under Lorentz transformation: in four dimensions, amplitudes are directly
functions of these spinors. We will henceforth drop the superscript “p” on the spinors λ.
The invariants are built out of spinor products 〈λ1λ2〉 = αβλα1λβ2 and [λ¯1λ¯2] = α˙β˙λ¯1α˙λ¯2β˙.
For instance, consider the 4-graviton scattering amplitude M−−++4grav . Lorentz covariance alone
fixes the structure of the amplitude to be
M−−++4grav = (〈12〉[34])4F (s, t, u) (18)
with no reference to an auxiliary “amplitude” Mµ1ν1,··· ,µ4ν4 or to polarization tensors µν . It
is also particularly convenient that the spinor helicities are two dimensional vectors. This
means that two generic spinors λ1, λ2 with 〈12〉 6= 0 give a basis for expanding any other
spinor
λ =
〈λ2〉λ1 − 〈λ1〉λ2
〈12〉 . (19)
This also means that if we look at differences of product of the form 〈aC〉〈bD〉 − 〈aD〉〈bC〉,
that it would vanish if either |a〉 is proportional to |b〉 or |C〉 is proportional to |D〉. Thus
we have
〈aC〉〈bD〉 − 〈aD〉〈bC〉 = 〈ab〉〈CD〉 (20)
which is known as the Schouten identity.
As we have emphasized, amplitudes in 4D QFT’s are directly a function of spinor helic-
ities. One can put this knowledge to good use even using usual Feynman diagrams. Here
polarization vectors are needed, and one can choose for spin 1
+αα˙ =
µαλ¯α˙
〈µλ〉 , 
−
αα˙ =
λαµ¯α˙
[λ¯µ¯]
(21)
where we have introduced arbitrary auxiliary spinors µ, µ¯. Changing µ shifts the polariza-
tion vector by something proportional to pαα˙, which make vanishing contributions to the
amplitude. Spin 2 polarization vectors are the obvious squares of the spin-1 ones.
A workable generalization of this formalism to higher dimensions is still lacking. However,
since the discussion in this paper will be about N = 4 SYM and N = 8 SUGRA in four
dimensions, we will make full use of the spinor helicity formalism. It is useful to state the
BCFW deformation of momenta directly as a deformation of spinor helicities
λ1(z) = λ1 + zλ2, λ¯1(z) = λ¯1; λ2(z) = λ2, λ¯2(z) = λ¯2 − zλ¯1. (22)
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Beyond tree-level, scattering amplitudes in four dimensions can have both UV and IR
divergences. The IR divergences in particular make a naive computation of “S-matrix ele-
ments” ill-defined, unless they are combined into “IR safe” observable quantities. This issue
is side-stepped by imagining that the computations are done in 4− 2 dimensions for  < 0,
with the external momenta fixed in 4D. This regulates the IR divergences, which appear as
1/ poles in the amplitudes.
1.3 Why are N=4 SYM and N = 8 SUGRA Special?
The obvious answer to the question posed above is “because they have so much symmetry”!
Indeed, investigations of amplitudes in N = 4 SYM and N = 8 SUGRA at loop level over the
past fifteen years have uncovered beautiful structures, with many of the computations made
possible by the powerful on-shell “unitarity based method” of Bern, Dixon and Kosower [17].
In N = 4 SYM, one loop amplitudes were found to contain only scalar “box” integrals. More
recently, a remarkable connection between scattering amplitudes and Wilson line expectation
values has been made, associated with a still mysterious “dual conformal symmetry”, begin-
ning with the work of Alday and Maldacena who used AdS/CFT [18] to study amplitudes at
strong coupling [19], with confirming evidence from perturbative calculations [20]. In parallel
with these developments, N = 8 SUGRA amplitudes have also been intensively explored at
loop level. The by now well-known surprise is that they are much better behaved in the
UV than one would expect from power-counting, precisely mirroring that of N = 4 SYM.
Explicit computations for up to six external gravitons [21] and for all MHV amplitudes [22]
showed that N = 8 SUGRA only has scalar box integrals just as N = 4 SYM, leading to the
“no-triangle” hypothesis for all amplitudes in N = 8 SUGRA [23]. For four external legs, a
remarkable computation of Bern et. al. [24] has shown the divergence structure of N = 8 to
be the same as N = 4 SYM up to three loops. This is in line with indirect string/M-theory
arguments suggesting that the divergence structure of N = 4 and N = 8 SUGRA should be
same to very high look order [26, 27, 28]. These results lead to the natural conjecture that
N = 8 SUGRA is perturbatively finite [25, 24, 26].
We wish to point out another elementary but important reason why the amplitudes in
these theories are likely to be simplest. As we have seen, even beginning at tree level,
amplitudes of particles with spin are more nicely behaved than those of scalar theories.
However, this comes at an expense: for many external particles, the amplitudes are labeled
by an annoying discrete string of +’s and −’s associated with the particle helicities. This
is because in Yang-Mills theory and Gravity, in order to have a CPT invariant spectrum,
one has to include separately positive and negative helicity states. (Theories with only
positive helicity particles have a trivial S-matrix). This doubling of degrees of freedom is un-
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natural and the discreteness adds significant complexity to the amplitudes. A theory with the
simplest amplitudes should somehow have high spin particles without the additional discrete
nature of the scattering amplitudes associated with spin.
Theories with maximal SUSY uniquely accomplish this goal. For representations with
maximum spin s =1 or 2, with N = 4s SUSY, the supersymmetries relate all the helicity
states to each other: the supermultiplet is CPT invariant all by itself, with no need for
doubling. This does not occur with less SUSY. This remarkable feature of maximally su-
persymmetric theories allows us to label the external states in a natural, smooth way, as
Grassmann coherent states |η〉 or |η¯〉, built from the “ground state” of highest spin states
| − s〉 and +s〉 respectively. The scattering amplitudes then involve the better behaved high-
spin particles, but are also completely smooth functions of the momenta and Grassmann
parameters; for instance if we choose to label all external states by |η〉 coherent states, the
amplitudes are of the form M({ηi, λi, λ¯i}).
Given that maximally supersymmetric theories likely have the simplest amplitudes, it
behooves us to understand them in the simplest possible way. That is our goal in this paper.
1.4 Outline of the Paper and Summary of Results
We begin with a description of the on-shell superspace that makes the action of SUSY
transparent. The states |η〉,|η¯〉 diagonalize not only the momenta but also the QI or Q¯I
supercharges, respectively; we can use one or other other to label external states. In this
basis, the action of SUSY on amplitudes is simple and manifest. As we will see, maximal
SUSY allows the good UV properties of the best-behaved high-spin amplitudes to be inherited
by normally badly behaved lower-spin amplitudes.
The BCFW deformation λ1(z) = λ1+zλ2, λ¯2(z) = λ¯2−zλ¯1 has a natural supersymmetric
counterpart in deforming the corresponding Grassmann parameters η1, η2, as η1(z) = η1+zη2.
Remarkably, with this SUSY generalization of the BCFW deformation of momenta, we show
that all amplitudes in maximally supersymmetric theories vanish at infinity
M({η1(z), λ1(z), λ¯1}, {η2, λ2, λ¯2(z)}, ηi)→ 1
zs
as z →∞ (23)
which implies that all tree amplitudes in these theories can be obtained by recursion relations
as [29]
M({η1(z), λ1(z), λ¯1}, {η2, λ2, λ¯2(z)}, ηi) =∑
L,R
∫
dNηML({η1(zP ), λ1(zP ), λ¯1}, η, ηL) 1P 2(z) MR({η2, λ2, λ¯2(zP )}, η, ηR) (24)
Note that this is not exactly a BCFW expression, since ML is evaluated at a shifted value
of η1(zP ). In components, this means that in general, a given amplitude is determined by a
recursion relation involving lower-point amplitudes with different external states.
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p1 η1
p2 η2
1 2 =
∑
L∪R=All
∫
dN η
η 1
P 2
η
p1(zP ) η1(zP )
p2(zP ) η2
L R
Figure 2: The BCFW recursion relations for N = 4 SYM and N = 8 Supergravity. Note that we
must analytically continue η1 → η1(zP ) = η1 + zP η2, but η2 is not continued.
An important difference between N = 4 SYM and N = 8 SUGRA is reflected in their
respective vacuum structures. Both theories have moduli spaces of vacua, but for N = 4,
a generic vacuum has mostly massive particles; the massless S-matrix with its beautiful
properties only exists at the origin of moduli space. By contrast, the massless spectrum of
N = 8 is unchanged along moduli space, and so the massless S-matrix is defined everywhere.
This makes is natural to try and relate the theories at different points of moduli space, and
as is well known, the theory enjoys a non-linearly realized E7(7) symmetry, which shifts the
70 scalar fields whose expectation values parametrize the moduli space. The scalars are
in the 4-index antisymmetric tensor of SU(8); the E7(7) algebra is obtained by appending
generators in this representation to the SU(8) algebra. It is natural to ask how the existence
of the moduli space and the E7(7) symmetry is reflected in the scattering amplitudes; not
surprisingly, it is seen in the behavior of amplitudes involving the emission of soft scalars.
However, the way this happens is interesting since the soft limit is generally singular and
must be taken with care. Working at tree level, we first show how this works for the more
elementary and familiar example of the spontaneous breaking of a global symmetry G to a
subgroup H ; the presence of the non-linearly realized G/H generators is inferred from the
“anomalous” behavior of amplitudes with double soft pion emission. We then move on to
N = 8 SUGRA, using the recursion relation to find the soft behavior for single and double
emission. We prove that the amplitude for single soft scalar emission vanishes – this is how
the existence of a moduli space is reflected in the scattering amplitudes. The E7(7) structure
– in particular the commutation relations for the 70 “broken” E7(7) generators XI1,··· ,I4, where
[X,X ] is an SU(8) rotation – is revealed in the soft limit for double scalar emission. We
prove that the amplitude for emitting two soft scalars of momenta p1, p2 has a universal form
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as p1,2 → 0 1
Mn+2(1, 2; η3, . . . ηn+2) −→
n+2∑
i=3
1
2
pi · (p2 − p1)
pi · (p1 + p2)R[X1,X2](ηi)Mn(ηi, . . .) (25)
where for a general SU(8) generator T JI ,
RTJ
I
(η) = T JI ηJ∂ηI (26)
represents the action of T JI on the |η〉 states. Said in words, the amplitude for double soft
emission is nothing but an SU(8) rotation of the amplitude with only hard momenta, where
each hard line is rotated by an amount dependent on its momentum. This can be translated
into a statement of the action of E7(7) on the on-shell Hilbert space. Note that this double
soft limit is “anomalous” in the sense that the result is proportional to pi·(p2−p1)
pi·(p1+p2)
and thus
depends on the directions in which the two momenta are sent to zero. Physically, one is
tempted to find a mapping between the external particle states at differing points in moduli
space; one can however take different “paths” between vacua, corresponding to taking the
soft momenta to zero in different ways, so there is no canonical identification between states,
but different paths can differ up to a non-trivial SU(8) rotation.
We then move on to discuss amplitudes at 1-loop. As a preamble, we give a simple general
discussion of the structure of 1-loop amplitudes in any QFT. Our presentation is very closely
related to the recent work of Forde [30] and its generalizations [31] (see also [32]), though our
perspective is somewhat different. The upshot is that the usual real phase space integrals
naturally become complex contour integrals, and the coefficients of scalar triangle and bubble
integrals that appear at 1-loop are all determined by the “pole at infinite momentum” of the
products of tree amplitudes that appear in these cuts. In N = 4 SYM and N = 8 SUGRA,
the on-shell superspace makes it straightforward to compute the multiplet sums that arise in
these cuts and relate them to the best behaved tree amplitudes with the highest spin, giving
a simple proof for the absence of triangles and bubbles. We also give an argument for the
absence of rational terms, thereby establishing the validity of “no-triangle” conjecture. This
conjecture has also recently been proven by Bjerrum-Bohr and Vanhove in [34], using very
different ideas. Having established that only boxes occur in both theories, we can write down
an explicit expression for all 1-loop amplitudes
M1-loopn ({ηi, λi, λ˜i}) =
∑
Lt,Rt,Lb,Rb
CLt,RtLb,Rb
({η1, λ1, λ¯1}, . . . , {ηn, λn, λ¯n}) I(PLt, PRt , PLb, PRb) (27)
1This result holds when the two soft scalars 1,2 do not form an SU(8) singlet. If they do form an SU(8)
singlet, they can produce a soft graviton, and the amplitude has the associated soft graviton singularity.
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where Lt, Rt, Lb, Rb label the sets of particles in the top left, top right, bottom left and
bottom right of the box respectively, the I’s are the standard scalar box integrals, and the
coefficients CLt,RtLb,Rb are determined as products of four tree amplitudes
CLt,RtLb,Rb
({η1, λ1, λ¯1}, . . . , {ηn, λn, λ¯n}) = (28)∑
`∗
∫
Πid
NηiMLt(`
∗
1, `
∗
2; η1, η2)MRt(`
∗
2, `
∗
3; η2, η3)MRb(`
∗
3; `
∗
4, η3, η4)MLb(`
∗
4, `
∗
1; η4, η1)
Here the `∗i are the complex on-shell loop momenta which put all four loop momenta on
shell, and the sum refers to the (in general) two solutions for the frozen momenta. Having
shown that all tree amplitudes with maximal SUSY can be computed via recursion relations,
this gives an algebraic procedure for determining all the 1-loop amplitudes in these theories.
Needless to say, these are the only theories for which such a simple and explicit form of 1-loop
amplitudes can be presented!
Given that both tree and 1-loop amplitudes for maximally supersymmetric theories can
be completely determined by their leading singularities, it is natural to conjecture that this
property holds to all orders of perturbation theory. This is the nicest analytic structure
field theory amplitudes could possibly have, and if true, would directly imply perturbative
finiteness for both N = 8 SUGRA (and of course N = 4 SYM).
Our investigations suggest that the amplitudes in N = 8 SUGRA may be even simpler
and better behaved than those in N = 4 SYM. Already at tree level SUGRA amplitudes
die off at infinity faster than in SYM, implying relations between tree amplitudes for N = 8
that are absent for N = 4. This is inherited at 1-loop, since the “box” scalar integral
coefficients are determined by tree amplitudes, and therefore also satisfy further relations
in N = 8 SUGRA that are absent in N = 4 SYM. The persistence of the massless S-
matrix everywhere on moduli space and the associated E7(7) symmetry is another hint in
this direction. We close with some further speculations about the existence and utility of a
“weak-weak” dual formulation of QFT, with N = 8 SUGRA as its simplest case.
2 On-Shell Supersymmetry
We have argued that amplitudes in maximally supersymmetric theories should be labeled
by smooth Grassmann parameters, since all the states in the supermultiplet are related by
SUSY and the mutiplets are self-CPT conjugate. In this section we will introduce and gain
some familiarity with a very natural formalism that makes this manifest, using Grassmann
coherent states labeled by Grasmann parameters |η〉 or |η¯〉. Just as it is convenient to work
with momentum eigenstates, these states are further eigenstates of the Q,Q¯ supercharges;
since Q, Q¯ have a non-vanishing anticommutator, we can diagonalize one or the other but not
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both. Using these variables allows us to diagonalize as many of the operators in the SUSY
algebra as we can. In this basis the amplitudes become completely smooth functions of the
spinor helicities λi, λ¯i, and ηi (or η¯i). The action of SUSY on the states and the amplitudes
is simple and manifest.
In much of the literature on N = 4 SYM and N = 8 to date, the consequences of SUSY
were derived in components, using SUSY Ward identities, for instance in the case of MHV
amplitudes where they relate pairs of amplitudes. However, this has had limitations; for
instance Ward identities are not very useful for more general amplitudes, including the next
simplest case, i.e. NMHV amplitudes, since there are not enough equations to get relations
between pairs of amplitudes.
On the other hand the η, η¯ variables furnish an on-shell superspace that allows us to
harness the power of supersymmetry in a more powerful and transparent way than previously
appreciated. The construction is very natural and appears in the early paper of Nair [36],
with a close relationship to the light-cone superspace of Mandelstam [37]. The η variables
were also used by Witten in [38] to give a compact form for MHV amplitudes in N = 4 SYM.
Similar ideas have recently been used in [39], and this basis was recently used in the last two
papers of [20] to study dual super-conformal invariance for N = 4 SYM.
This simple formalism will play an essential role in everything we do in the rest of this
paper. It will allow us to control the large BCFW deformations of general amplitudes,
showing that with a suitable supersymmetric generalization of the BCFW deformation of
momenta, all amplitudes in N = 4 SYM and N = 8 SUGRA vanish at infinity, and can
therefore be determined by recursion relations. It will let us easily study the soft limits of
amplitudes with the emission of one and two particles, allowing us to expose the action of
the E7(7) symmetry of N = 8 SUGRA on amplitudes in a transparent way. And it will allow
us to replace discrete multiplet sums by smooth Grasmann integrals, which will be critical
in allowing us to understand the multiplet sums that arise in cuts of loop diagrams, leading
to a proof of the “no-triangle” hypothesis.
2.1 Coherent States and SUSY Transformations
Our discussion will be completely parallel for N = 4 SYM and N = 8 SUGRA; we can write
N = 4s where s is the highest spin in the theory, s = 1 for SYM and s = 2 for SUGRA. Let
us denote the superchages by QIα and Q¯
Iα˙, where α and α˙ are right and left handed spinor
indices while I is the SU(N ) R-symmetry index. As usual, an object with an (upper) lower
I index is in the (anti-) fundamental representation of SU(N ).
As mentioned in the previous section, the main simplification with maximal SUSY arises
from the fact that all helicity states are related by supersymmetry. The nicest way to make
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this manifest is to introduce Grassmann variables ηI or η¯
I . Then, for a given massless
momentum pαα˙ = λαλ¯α˙, one can represent all states in the theory in terms of the analog of
coherent states as follows
|η¯, λ, λ¯〉 = eQ¯Iα˙w¯α˙η¯I |+ s, λ, λ¯〉, |η, λ, λ¯〉 = eQIαwαηI | − s, λ, λ¯〉 (29)
where wα and w˜a˙ are spinors such that 〈w, λ〉 = 1 and [w¯, λ¯] = 1. Here we have chosen a
convention for the helicities where Q|+〉 = Q¯|−〉 = 0, and e.g.
QαI | − s〉 = λα| − s+ 1
2
〉I , Qα˙I |+ s〉 = λ¯α˙|+ s− 1
2
〉I (30)
Note that e.g. wα is not uniquely defined, but is fixed up to an additive shift wα ∼ wα+ cλα;
however, the state |η〉 is the same for all these choices of wα since λαQαI |−〉 = 0. Indeed we
could have defined states somewhat more symmetrically, labeled by ηIα, identifying states
|ηIα〉 ∼ |ηIα + cIλα〉. We have fixed this redundancy by writing ηIα = wαηI .
Note that the η and η¯ representations are equally valid but complementary descriptions
of the same object; the complete supermultiplet. One diagonalizes Q, the other Q¯:
QIα|η¯〉 = η¯Iλα|η¯〉, Q¯Iα˙|η〉 = λ¯α˙ηI |η〉. (31)
Labeling the states by e.g. η’s and momenta then diagonalizes as many of the operators in
the SUSY algebra as we can. The η, η¯ representations are related via a Grassmann Fourier
transform
|η¯〉 =
∫
dNηeηη¯|η〉, |η〉 =
∫
dN η¯eη¯η|η¯〉 (32)
where here and in the rest of the paper, we will typically suppress the λ and λ¯ information
unless it is needed.
These states clearly transform nicely under SUSY. Under the Q supersymmetric trans-
formation with parameter ζIα one has
eQIαζ
Iα |η〉 = |η + 〈ζλ〉〉, eQIαζIα|η¯〉 = eη¯J 〈λζJ 〉|η¯〉 (33)
and analogously for the Q¯ supersymmetries. Note that Q shifts η and rephases the η¯ state,
while Q¯ does the opposite.
In general, a given external state can be labeled with η or η¯; scattering amplitudes are
smooth functions
M({ηi, λi, λ¯i}; {η¯i¯, λi¯, λ¯i¯}) (34)
The correct little group transformations require that
M({tiηi, tiλi, t−1i λ¯i}; {t−1i¯ ηi¯, t¯iλi¯, t−1i¯ λ¯i¯}) =
∏
i,¯i
t2si t
−2s
i¯
M({ηi, λi, λ¯i}; {η¯i¯, λi¯, λ¯i¯}) (35)
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SUSY is reflected in the scattering amplitudes following from the SUSY transformation
properties of the states:
M(ηi; η¯i¯) = e
∑
j [λ¯j ζ¯]ηj+
∑
j¯〈λj¯ζ〉η¯j¯M(ηi + 〈λiζ〉, η¯i¯ + [λi¯ζ¯]) (36)
where the index i (¯i) labels all external states expressed in term of the η (η¯) representation.
A special case which will be repeatedly useful in the next sections is to use the η basis
for all external states; the action of the Q SUSY’s alone reduces to a simple translation of
the η co-ordinate
M(ηi) =M(ηi + 〈λi, ζ〉) (37)
Another fact that we will use frequently is that, because ζIα has the extra α index, in general
we can use (37) to translate up to two η’s to zero. For instance, if we write
ζI = aIλ1 + bIλ2 (38)
then
η1 → η1 + 〈12〉b, η2 → η2 − 〈12〉a (39)
so by choosing
ζIα =
η2Iλ1α − η1Iλ2α
〈12〉 (40)
we can send η1,2 → 0. Note this can only be done if 〈12〉 6= 0. We can also use the Q¯ SUSY’s
to set two η¯’s to zero, so all in all, we can set two η’s and two η¯’s to zero using the full power
of Q, Q¯ SUSY’s.
Under the Q¯ SUSY’s alone, we have
M(ηi) = e
ζ¯
∑
j λ¯jηjM(ηi) (41)
This is in complete parallel to the action of translations M(pi) = e
ix·
∑
j pjM(pi) which tells
us that all amplitudes must be proportional to the momentum conserving delta function
M(pi) ∝ δ(
∑
i pi). For the Q¯ SUSY, this tell us that all amplitudes must be proportional to
M(ηi) = δ
2N
(∑
i
λ¯iηi
)
Mˆ(ηi) (42)
Indeed, the object
∆({ηi, λ¯i}) = δ2N
(∑
i
λ¯iηi
)
(43)
with a similar definition for ∆¯({η¯i¯, λi}), is supersymmetric. It is manifestly so under the Q¯
SUSY; under the Q SUSY the argument of the delta function shifts by
∑
i λ¯iλiζ which van-
ishes due to momentum conservation
∑
i λiλ¯i = 0. The function Mˆ(ηi) then only transforms
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under the Q SUSY by η translations. This form is useful when we wish to commit to using
only η’s or η¯’s to label the external states; in general we will find it useful to be able to label
the states by either η or η¯ as needs dictate. We will therefore work generally with M(ηi)
rather than Mˆ(ηi).
Finally, we note that while N = 4 SYM and N = 8 SUGRA are both C,P,T invariant
theories, our choice of labeling states by η’s or η¯’s makes either negative or positive helicities
special, and therefore does not make these discrete symmetries manifest. The PT invariance
of the theory is reflected in the fact that the amplitude in the {η¯, λ, λ¯} representation, is the
same function as if we worked with the η representation, but replaced η → η¯ and flipped
λ↔ λ¯. Explicitly, we have∫ ∏
i
dNηie
η¯iηiM({ηi, λi, λ¯i}) = M({η¯i, λ¯i, λi}) (44)
where on the RHS, M(η¯i) is not the amplitude in the η¯ representation, but rather the
amplitude in the η representation evaluated with ηi → η¯i.
2.2 Simple Applications
Let us see how we can use this formalism to reproduce classic results following from SUSY,
such as the vanishing of M++···+ and M++···+− for the highest spin s particles. Take the first
M++···+ =
∫
dNη1 · · · dNηnM(η1, · · · , ηn) (45)
This vanishes because we can do a Q SUSY translation to set e.g. η1 to zero; the rest of the
η’s translate but we are integrating over them, so we get
M++···+ =
∫
dNη1d
Nη2 · · · dNηnM(0, η2, · · · , ηn) = 0 (46)
because there are no η1’s to soak up the d
Nη1 integral. Similarly,
M++···+− =
∫
dNη1d
Nη2 · · · dNηn−1dN η¯nM(η1, η2, · · · , ηn−1, η¯n) (47)
Here we can use the Q SUSY transformation to the maximum, by translating both η1,2 → 0.
This translates the other η’s but again this is irrelevant since we integrate over them, and
also gives a phase involving η¯n:∫
dNη1d
Nη2 · · · dN η¯neη¯n(Aη1+Bη2)M(0, 0, η3, · · · , ηn−1, η¯n) = 0 (48)
because the only dependence on η1,2 is through Aη1 + Bη2 and we get 0 by the Grassmann
integral over the orthogonal combination. Here A and B can be explicitly computed using
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(40) but their form is not important for this argument except to note that we can do this
only when 〈12〉 6= 0; this is good, because as we will see in a moment, for the three-point
amplitude, when 〈12〉 = 0, M++− is indeed non-vanishing.
Next consider the case of the Maximally Helicity Violating (MHV) amplitude for spin s,
M++···+−−, which we choose to write as
M++···+−− =
∫
dNη1d
Nη2 . . . d
Nηn−2d
N η¯n−1d
N η¯nM(η1, η2, η3, . . . , ηn−2, η¯n−1, η¯n) (49)
and use the Q SUSY to translate, say, η1 and η2 to zero at the expense of picking up phases
and translating all other η’s,
M(η1, η2, η3, . . . , ηn−2, η¯n−1, η¯n) = e
∑n
i=n−1 η¯i(Aiη1+Biη2)M(0, 0, η′3, . . . , η
′
n−2, η¯n−1, η¯n) (50)
where Ai and Bi are computed using (40). Performing a change of variables from η1, η2 into
two new variables ηn−1 and ηn as ηn−1 = A1η1 + B1η2 and ηn = A2η1 + B2η2 one picks up a
jacobian which is given by
J =
(〈n1〉〈(n− 1)2〉 − 〈(n− 1)2〉〈n1〉
〈12〉2
)N
=
(〈(n− 1)n〉
〈12〉
)N
. (51)
where in the last equality we used the Schouten identity.
Using this in the equation one finds
M++···+−− =
(〈(n− 1)n〉
〈12〉
)N ∫
dNηn−1d
Nηnd
Nη3 . . . (52)∫
dNηn−2
∫
dN η¯n−1d
N η¯ne
η¯n−1ηn−1eη¯nηnM(0, 0, η3, . . . , ηn−2, η¯n−1, η¯n).
Now we can perform the η¯ integrations which simply produce the corresponding η state
representations for ηn−1 and ηn. This gives the η representation of the M
−−++...+ amplitude.
Therefore we conclude that
M++···+−− =
(〈(n− 1)n〉
〈12〉
)N
M−−++...+ (53)
This is the well known form of the Ward identities for MHV amplitudes. Note that this
implies
M+···−j ···−k···+ = 〈jk〉N MˆMHV (λi, λ¯i) (54)
where the function MˆMHV is independent of the − helicity states j, k. For N = 4 SYM, Mˆ
is the simply the denominator of the famous Parke-Taylor amplitude
MˆMHV =
1
〈12〉〈23〉 · · · 〈n1〉 (55)
and is only a function of the λi. For gravity there is no similarly explicit for of MˆMHV , and
it is not holomorphic, depending on both λi, λ¯i.
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2.3 The 3 and 4 Particle Amplitudes
As mentioned in the introduction, the three-point amplitude is a fundamental object. While
it is impossible to have three particles on-shell for real momenta, it is possible to do so for
complex momenta. Since p21 = p
2
2 = (p1 + p2)
2 = 0, all the kinematic invariants pi · pj = 0→
〈ij〉[ij] = 0. In fact one can easily see by momentum conservation that either 〈ij〉 = 0 or
[ij] = 0, so the 3-point amplitude is purely holomorphic or anti-holomorphic. Together with
the physical requirement that the amplitude vanish for real momenta, the 3-point amplitude
can be completely determined by the external particle spins. For instance, for particles of
spin s, the amplitudes for (−−+) and (+ +−) helicities must be of the form
M−−+3 =
( 〈12〉4
〈12〉〈23〉〈31〉
)s
, M++−3 =
(
[12]4
[12][23][31]
)s
(56)
while for the (+ + +) and (−−−) amplitudes are of the form
M+++3 = ([12][23][31])
s,M−−−3 = (〈12〉〈23〉〈31〉)s (57)
These forms are exact, even non-perturbatively, and are determined up to an overall coupling
constant, (which might be zero). The leading two-derivative terms in the action for Yang-
Mills and Gravity give the (−−+) and (++−) amplitudes, while the (+++) and (−−−) arise
from higher-derivative F 3 and R3 interactions that may be present in the low-energy effective
action, and in the case of gravity, can be generated as the classic leading counterterm at two
loops [40]. With maximal SUSY, we know that M+++ vanishes, and hence it is impossible
to supersymmetrize the R3 term as is well known.
Given the M++− and M−−+ amplitudes for gluons and gravitons, it is trivial to use
SUSY to determine the entire 3-point function. If [ij] = 0 but 〈ij〉 6= 0, expressing the
3-point amplitude as M(η1, η2, η¯3), we can use SUSY to send η1,2 and η¯3 to zero, relating it
to the (−−+) gluon and graviton amplitude for N = 4 and N = 8 respectively. We do the
opposite operation for the case with [ij] 6= 0. This fixes the amplitude to be, say in the η1,2,3
basis,
M3(ηi) =
∆(ηi)
([12][23][31])s
+
∆¯(ηi)
(〈12〉〈23〉〈31〉)s (58)
Note that the structure of the denominator is fixed by the required little group transformation
of the amplitude. Note also that here ∆¯ is in the η representation, i.e.
∆¯(ηi) =
∫
dN η¯eη¯η∆¯(η¯) =
∫
dN η¯eη¯ηδ2N (
∑
i
λiη¯i) (59)
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It is easy to verify this form is correct, for instance
M++−3 =
∫
dNη1d
Nη2M3(η1, η2, 0)
=
1
([12][23][31])s
∫
dNη1d
Nη2δ
2N (λ¯1η1 + λ¯2η2) =
1
([12][23][31])s
× [12]4s (60)
It is also easy to determine the structure of the full 4-pt amplitude by SUSY. Here we
can look at M(η1, η2, η¯3, η¯4), and use all the SUSY’s to translate all the η, η¯ to zero, yielding
the (+ + −−) amplitude whose form is fixed by Lorentz invariance. For gravity, it is given
by
M−−++ = (〈12〉[34])4 ×
(
1
s t u
+ polyn.(s, t, u)
)
(61)
where the 1/(s t u) term arises from graviton exchange in the two-derivative theory, and
higher polynomial terms arise from possible R4 corrections to the effective action. Restricting
purely to the two-derivative theory, this gives us the 4-particle amplitude for N = 8 SUGRA
M4(η1, η2; η¯3, η¯4) =
(〈12〉[34])4
s t u
exp
[(
η1 η2
)( 〈23〉
〈12〉
〈24〉
〈12〉
〈31〉
〈12〉
〈41〉
〈12〉
)(
η¯3
η¯4
)]
(62)
Note that in deriving this form, we first translated η1,2 to the origin picking up the phase
factor in the action on the η¯ states, and then shifted η¯3,4 to zero incurring no additional phase
(since the η’s have already been set to zero). This is the origin of the asymmetry between 〈〉
and [ ] brackets in this expression for M4; our form can be seen to be equivalent to the one
we would have obtained translating the η¯’s to zero first by using momentum conservation in
the form 〈12〉[24] + 〈13〉[34] = 0.
Another observation [38, 39] is that there is a simple generating function for all MHV
amplitudes:
MMHV (η¯1, · · · , η¯n) = MˆMHV δ2N
(∑
i
λiη¯i
)
(63)
where MˆMHV is as defined in eqn.(54). This can be seen from the fact that the delta function,
which has to be there in any amplitude, already gives the correct behavior to satisfy all Ward
identities.
2.4 Supermultiplet Sums
One last simple observation which will be useful when discussing recursion relations and loops
is that this formalism is especially well suited to compute sums over helicity in intermediate
states. Suppose one has a tree amplitude near a multi-particle singularity. Then one would
expect that the amplitude factorizes as the product of two amplitudes with a new physical
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state. One has to add contributions from all the particles in the spectrum of the theory. This
is usually written as ∑
h∈Multiplet
ML({h, `})MR({−h,−`}) (64)
where ML and MR are the Left and Right factors that come out of the limit. We will find it
very useful to write this in a manifestly supersymmetric manner as follows∫
dNηML({η, λ, λ¯})MR({η, λ,−λ¯}). (65)
Note the minus sign judiciously chosen on the λ¯, which ensures that the second momentum
has the opposite sign as the first. It also ensures that the amplitude is supersymmetric:
under Q SUSY, the η shifts equally in both terms since the λ’s are the same, while under the
Q¯ SUSY, the minus sign on the second λ¯ ensures that the phases cancel out in the product
of the two terms. The advantages of working with amplitudes labeled by continuous rather
than discrete parameters is very clear here, with smooth, translationally invariant integrals
replacing discrete sums.
3 Recursion Relation for General Tree Amplitudes
In this section we will see that maximally supersymmetric theories are special even at tree-
level. The main result of this section is to show that all amplitudes vanish at infinite complex
momentum, provided that “infinite momentum” is defined in a naturally supersymmetric way.
This immediately implies that BCFW recursion relations can be applied to any amplitude
and to any particles, regardless of their helicities, in N = 8 supergravity and N = 4 super
Yang-Mills.
Naively this is impossible, since e.g. in N = 8 SUGRA, the amplitudes involving spin
0,1, particles all diverge as z →∞. In other words, if we BCFW deform the momenta 1 and
2, then in general
M({η1, λ1(z), λ¯1}, {η2, λ2, λ¯2(z)}, ηi) does not vanish as z →∞ (66)
However, this deformation, which only changes the momenta without touching the η’s, is
clearly un-natural from a supersymmetric perspective. Indeed, recall that we are forced to
deform both λ1 and λ¯2 in order to conserve momentum. But recall also that e.g. for all η
labeled amplitudes, there is also the super-delta function δ2N (
∑
i λ¯iηi). Under the BCFW
shift of λ¯2 → λ¯2 − zλ¯1, the argument of the delta function changes, unless we also shift
η1 → η1(z) = η1 + zη2 (67)
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which can be seen as enforcing the supersymmetric counterpart of momentum conservation.
We will now prove that with this natural supersymmetric extension of the BCFW defor-
mation, all amplitudes in maximally supersymmetric theories vanish at infinity
M({η1(z), λ1(z), λ¯1}, {η2, λ2, λ¯2(z)}, ηi)→ 1
zs
as z →∞ (68)
The proof is very simple. We can use Q SUSY’s to send η1(z), η2 → 0, with translation
ζ =
λ2η1(z)− λ1(z)η2
〈1(z)2〉 =
λ2η1 − λ1η2
〈12〉 (69)
Note that ζ is manifestly z independent. We therefore find
M({η1(z), λ1(z), λ¯1}, {η2, λ2, λ¯2(z)}, ηi) = M({0, λ1(z), λ¯1}, {0, λ2, λ¯2(z)}, ηi + 〈ζi〉)
→ 1
zs
as z →∞ (70)
where we have used the fact that the translated amplitude is that of two (−s) particles in
some general (z-independent) background, which as we mentioned in our review of BCFW,
are known to vanish at large z as 1/zs.
We can therefore conclude that any amplitude can be determined by recursion as
M({η1(z), λ1(z), λ¯1}, {η2, λ2, λ¯2(z)}, ηi) =∑
L,R
∫
dNη ML({η1(zP ), λ1(zP ), λ¯1}, η, ηL) 1P 2(z) MR({η2, λ2, λ¯2(zP )}, η, ηR) (71)
Note again that this is not precisely a BCFW expression, since ML is evaluated at a shifted
value of η(zP ). In components, this means that a given amplitude is determined by a recursion
relation involving lower-point amplitudes with different external states.
We can also write our recursion relation by redefining η1(z)→ η1 as follows
M({η1, λ1(z), λ¯1}, {η2, λ2, λ¯2(z)}, ηi) =∑
L,R
∫
dNη ML({η1(zP − z), λ1(zP ), λ¯1}, η, ηL) 1P 2(z) MR({η2, λ2, λ¯2(zP )}, η, ηR) (72)
Note that, with η1(zp − z) = η1 + (zP − z)η2, as z → ∞, there can be large positive powers
of z in the expansion of the right hand side that can overwhelm the 1/z from the P 2(z)
factor. This is of course to be expected, since as we remarked, it is true that many individual
amplitudes diverge as z → ∞. Note, however, that with η2 = 0, the amplitude manifestly
vanishes at infinity; so the (anything -) amplitude vanishes as z → ∞, as also proven by
Cheung [15].
Our derivation shows very clearly how the notion of what amplitudes are “simplest” is
completely reversed relative to naive expectations. The way we succeeded in proving the
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good behavior at infinity was by using supersymmetry to relate general amplitudes to that
of gluons/gravitons and not to very naively “simpler” scalar amplitudes.
We also see vividly the extra simplicity of maximally supersymmetric theories. For pure
gauge theory and pure gravity, only some of the amplitudes vanish at infinity, while others do
not. By contrast, we see that all amplitudes vanish at infinity in maximally supersymmetric
theories, provided that “infinity” is approached in a naturally supersymmetric way.
Note that for the usual BCFW recursion relations in YM and Gravity, there is a natural
asymmetry between particles 1, 2, since e.g. 2, for which λ¯2 is deformed, has to have negative
helicity. On the other hand, with maximal SUSY, we can deform either λ1 or λ¯1 for particle
1, and we get a recursion relation either way; in the first case, η1 is deformed and η2 isn’t,
in the second case η2 is deformed and η1 isn’t. Working in components, this gives us two
different recursion relations for the same amplitude. For instance, consider an amplitude with
all gravitons (or all gluons), with particle 2 having − helicity. The first form of the recursion
relation corresponds to the “usual” BCFW formula, since η2 = 0 and η1 is undeformed, and
so we write an all-graviton or all-gluon amplitude in terms of lower-point all-graviton and
all-gluon amplitudes. But we can also do the “wrong” deformation, which does not have a
usual BCFW formula, but which is written in terms of a sum over lower-point amplitudes
involving all the particles in the multiplet. It is in fact easy to show that, starting with the
recursion relation in one form, applying the PT transformation as defined in eqn.(44) and
Fourier-transforming both sides, we end up with the recursion relation in the other form, so
that the two forms should be thought of as being related by PT invariance. However, the
equality of the two forms of the recursion relation for the same amplitude gives us a relation
between amplitudes
∑
L,R
∫
dNηML({η1(zPL), λ1(zPL), λ¯1}, η, ηL)
1
P 2L
MR({η2, λ2, λ¯2(zPL)}, η, ηR) =
∑
L,R
∫
dNηML({η1, λ1, λ¯1(zPR)}, η, ηL)
1
P 2R
MR({η2(zPR), λ2(zPR), λ¯2}, η, ηR) (73)
which is not directly a consequence of PT invariance. One can write the recursion relation
for the amplitude in a symmetrized form between deforming η1 and η2, to be manifestly PT
invariant, but then eqn.(73) must be taken as an additional non-trivial relation.
While the recursion relations have the same form for N = 8 SUGRA and N = 4 SYM,
just as for pure YM and gravity, the fact that N = 8 amplitudes vanish as 1
z2
rather than 1
z
at infinity implies a further non-trivial relation between tree-amplitudes for N = 8 SUGRA,
22
that is absent for N = 4 SYM:
0 =
∑
L
∫
d8ηML({p1(zP ), η1(zP )}, {−P (zP ), η}, L) zP
P 2
MR({p2(zP ), η2}, {P (zP ), η}, R)
(74)
Before closing this section, it is worth revisiting the relation between BCFW recursion
relations and the infrared singular behavior in the maximally supersymmetric theories. The
original BCF recursion relations for gluons were inspired by the IR singular behavior ofN = 4
SYM. The tree amplitude for the emission of a soft gluon from a given n particle process is
given by a universal soft factor multiplying Mn; the phase space integral over the emitted
soft gluon is IR divergent and this divergence is canceled by IR divergences from soft gluons
in the 1-loop correction toMn. This fixes the leading IR divergent part of the loop amplitude
to have the form
M1-loopIR = −
1
2
n∑
i=1
(−si,i+1)−M tree. (75)
It turns out that the left hand side of this equation can be computed in terms of linear
combinations of products of four tree level amplitudes. The four amplitudes are “connected”
by an internal on-shell line which carries all particles in the multiplet. For a particular
linear combination which was found in [41], one can simplify this further [10] to make it look
like a quadratic recursion relation. Given that our on-shell formalism is especially suited
to transform sums over the supermultiplet into smooth integrals over superspace, we re-
examined this problem. We have found that the IR equations directly imply the manifestly
PT invariant, supersymmetric form of the recursion relations, i.e. symmetrized between η1
and η2 deformations. A detailed derivation is given in appendix A. However, the IR equations
themselves do not tell us the additional equality eqn.(73), reflecting the remarkable fact that
each of the two terms in the symmetrized expression gives the correct amplitude by itself.
This is an additional non-trivial property not following from IR behavior or SUSY, but
instead following from the good large z behavior of the amplitudes that allowed a direct
derivation of the SUSY form of the recursion relations to begin with.
A natural question is whether the analogous IR equations for same N = 8 SUGRA imply
a PT symmetrized form of the SUSY recursion relations. Somewhat surprisingly, we have
found by explicitly studying the IR singular behavior of 1-loop five-particle amplitudes that
the recursion relation does not follow from it! This means that the IR equations and the
recursion relations are independent relations among tree-amplitudes which in turn translate
into relations among the coefficient of scalar boxes in N = 8 SUGRA. This is one more indi-
cation that N = 8 SUGRA amplitudes are more special than their N = 4 SYM counterparts.
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4 Vacuum Structure, Soft Emission and E7(7)
As already mentioned in the introduction, an important difference between N = 8 SUGRA
and N = 4 SYM is their respective vacuum structures. In both theories, there is a moduli
space of vacua, but there are massless states only at the origin of moduli space for N = 4,
while they are there in all the N = 8 vacua. We move around in moduli space by giving
expectation values to the 70 scalar fields of the theory, which transform under the SU(8)
symmetry as a four-index antisymmetric tensor. One might naively think that giving the
scalars a vev breaks the SU(8); but given that the spectrum and supersymmetries are exactly
the same, it must be that a different SU(8) is realized at a different point in moduli space.
This happens because the SU(8) sits inside a larger non-linearly realized symmetry, the
famous E7(7) symmetry of N = 8 SUGRA in four dimensions [42]. We can think of E7(7) as
the group that we get by taking SU(8) with generators T JI and adding generators XI1,··· ,I4
which transform as a four-index antisymmetric tensor representation under SU(8), associated
with shifting the 70 scalars. Two X ’s commute into an SU(8) rotation as
− i [XI1,··· ,I4, XI5,··· ,I8] = JI2···I8T JI1 + · · ·+ I1,··· ,I7JT JI8 (76)
and one can check that the Jacobi identity is satisfied (this is non-trivial, which is why such
constructions only work in exceptional cases associated with exceptional groups). As a matter
of nomenclature, the “(7)” in E7(7) refers to the fact that the X generators are multiplied by
an i relative to the analogous construction for E7, so that they are non-compact directions, as
they clearly must be since the scalar fields can take arbitrary values. The number in brackets
is the number of non-compact generators minus the number of compact generators, which in
this case is 7 = 70 non-compact - 63 compact generators of SU(8). The usual compact E7
would be E7(−133) in this funny notation.
This symmetry is realized in a highly non-trivial way in the Lagrangian ofN = 8 SUGRA;
indeed, its complete action on all the SUGRA fields was only found in [43] explicitly earlier
this year! It is therefore very natural to ask how this non-trivial structure–both the presence
of the moduli space as well as the non-linearly realized E7(7) symmetry–is reflected in the
scattering amplitudes. We aim to clarify this issue in this section.
4.1 Pion Preamble
It is useful to get some intuition from a more familiar example of non-linearly realized (com-
pact) symmetries associated with ordinary Goldstone bosons. Consider spontaneous sym-
metry breaking of a global symmetry G to a subgroup H . Let the unbroken symmetry
generators be Ti, and the broken generators be Xα; the Goldstone bosons (pions) are in
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one-to-one correspondence with the Xα. The G commutation relations are of the schematic
form
[T, T ] ∼ T, [X, T ] ∼ X, [X,X ] ∼ T (77)
When we have a Lagrangian description, the non-linear realization of G is manifest as an
action on the pion fields. But how does the presence of the other vacua and the non-linearly
realized G manifest itself in the structure of the scattering amplitudes? Clearly, since the
other vacua can be thought of as giving expectation values to the pions, we need to look at
the amplitude for soft emission. While this was an intensively explored subject in the 60’s
[44, 45],to our knowledge the precise question we are asking has not been addressed in the
literature, and as we will see, it has a very pretty but somewhat subtle answer.
Let us begin with what one might naively expect the answer to look like, which will
quickly be seen to be incorrect, but will guide us to the right answer. Given that the theories
at two different vacua are related by G, one is tempted to try and identify states in the
Hilbert spaces of the two vacua. For instance, giving an expectation value 〈piα〉 = θα, one
would be tempted to define
|ψ〉θ = eiQαθα|ψ〉 (78)
Of course the vacuum is not invariant, and so the |vac〉θ state–the θ vacuum–is a coherent
state of zero momentum goldstone bosons. But the symmetry should tell us that for scattering
amplitudes
Mψθ = Mψ (79)
and if we expand
|ψ〉θ = |ψ〉+ θα|ψ〉α + 1
2
θαθβ|ψ〉αβ + · · · = |ψ〉+ |ψ(1)〉+ |ψ(2)〉+ · · · (80)
the invariance tells us that
Mψ
(1)
= 0, Mψ
(2)
= 0, · · · (81)
Clearly, since the state ψα includes a part with one zero momentum pion, ψαβ contains two
zero-momentum pions, the structure of G is revealed in the behavior of scattering amplitudes
with additional pions of zero momentum. It is a famous fact that the amplitude for the
emission of a single soft pion vanishes–this “Adler zero” is the first-order reflection of the
presence of the other degenerate vacua [44]. The first non-trivial information about the group
structure should then involve amplitudes with two soft pions.
However, this picture is not quite correct, as can be seen in a number of ways. For
instance, it is clear that the amplitude for the soft emission of two pions α, β should know that
[Xα, Xβ] = f
j
αβTj. But there is a little paradox. Bose statistics tells us thatM
αβ(pα, pβ, · · · ) =
Mβα(pβ, pα, · · · ); as pα, pβ → 0, it seems that Mαβ(0, 0, · · · ) = Mβ,α(0, 0, · · · ). But then how
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Figure 3: There is an Adler zero when a single pion becomes soft.
can this object, symmetric in (α, β), know about [Xα, Xβ], which is antisymmetric in (α, β)?
Related to this, we have assumed that there is a canonical way to relate the states in the
theory expanded around 〈piα〉 = θα with those of 〈piα〉 = 0; but this is too much to expect
for non-Abelian G. Abstractly, we should expect that there can be different “paths” from
〈piα〉 = 0 to 〈piα〉 = θα, and that there is some G rotation associated with each path, but that
different paths can differ up to a G rotation; of course for infinitesimal paths at quadratic
order, this is how the G commutation relations arise. And yet we don’t seem to have the
required notion of a “path” connecting two different vacua.
There is a simple physical reason behind these difficulties that also points to their res-
olution. We have been pretending that we can think of the states of one theory expanded
around one vacuum as some excitation around another vacuum. Of course we know this is
formally incorrect– the charge operator Q for broken symmetries does not exist as it creates
states whose norm diverges with the volume of space. This may seem like a technicality:
after all, it just reflects the fact that Qα|vac〉 = |piα(q = 0)〉 creates a zero momentum pion.
While we should in principle carefully regulate zero momentum pions by giving them some
tiny momentum and take the momentum to zero, this seems physically irrelevant: by turning
on sufficiently long wavelength pion excitations in one vacuum, we can simulate another one
over an arbitrarily large region of space. For instance, suppose we want to give pions pointing
in two different directions α, β a tiny expectation value. We could probe what amplitudes in
this vacuum look like by considering amplitudes that contain in addition to some hard pions
of momenta pi, the two soft pions α, β with momenta qα, qβ and eventually send qα,β → 0.
As we will see, however, while this double soft limit is indeed non-singular, it is ambiguous:
the amplitude depends on ratios such as qα·pi
qβ ·pi
. This is how the natural notion of “taking
different paths from one vacuum to another” is physically realized, by taking the double soft
pion limit in different ways. This observation invalidates our naive paradoxes above: for
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instance, we will find that due to this “anomalous” ambiguity in the soft limit, the limit of
Mαβ···(qα, qβ) as qα,β → 0 is in fact completely antisymmetric in (αβ), and nicely encodes the
[X,X ] ∼ T commutation relations of G. We should find that the amplitude in the double
soft limit is the same as the amplitude without the soft pions, up to the H rotation on the
hard goldstones lines corresponding to the [Xα, Xβ] generator; in fact, we will see that the
hard goldstone states with momenta pi are H rotated in this way by an amount that depends
on pi as well as qα,β.
It is best to see this at work in a concrete example, working at tree level. Let us take the
most familiar case of pions arising from SU(2)× SU(2) → SU(2); we will actually think of
them more conveniently as being Goldstone bosons of SO(4)→ SO(3), and label them by a
vector SO(3) “flavor” index a. The four pion amplitude is
Mabcd = s12δ
abδcd + s13δ
acδbd + s14δ
adδbc (82)
where we define in general si1,··· ,in = (pi1+· · ·+pin)2. Clearly the single and double soft limits
vanish here; this is consistent because the amplitude with the two soft pions removed is a 2
point amplitude that vanishes manifestly. In order to see a non-trivial double soft limit, we
have to start with a 6 point amplitude Ma1···a6 . The are 15 different pairs that can be made
from the 6 external legs and hence 15 different flavor δ contractions for the amplitude, one
of which is e.g. δi1i2δi3i4δi5i6 , which is the only one that contributes to the Maabbcc amplitude
for a, b, c distinct. The six-point amplitude was first computed by Frye and Susskind [46],
with result
Maabbcc = s12s34
(
1
s125
+
1
s126
)
+ s12s56
(
1
s123
+
1
s124
)
+ s34s56
(
1
s341
+
1
s342
)
− (s12 + s34 + s56) (83)
It is easy to see that in the limit as any one pion becomes soft the amplitude vanishes as
expected. We can then examine the limit when two pions become soft. It is easy to see that
if the pions with the same flavor index are taken to be soft the amplitude vanishes. This is
consistent with our expectation, since the H rotation in this case is [Xa, Xa] = 0.
Consider then the case where e.g. p1, p3 → 0. Note that the pre-factors of the first three
terms vanish in this limit, so to get a finite result we need to get a singularity from the
denominators; since sabc = sab+ sbc+ sac, to find a singular term, we must have an (abc) that
contains both soft momenta 1, 3. We find
M → s56
(
s12
s12 + s32
+
s34
s34 + s14
− 1
)
(84)
Note that as advertised, this has a finite but ambiguous soft limit! Furthermore, writing the
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−1 as −1/2− 1/2 we can rewrite this as
M → 1
2
s56
(
s12 − s32
s12 + s32
− s14 − s34
s14 + s34
)
(85)
which is manifestly antisymmetric in p1, p3! Note that our original partial amplitude was
invariant only under under the exchange of e.g. (12) ↔ (34), with no special properties for
simply exchanging 1, 3. Of course, in the double soft limit, the amplitude is still symmetric
under (12)↔ (34), but it is also separately antisymmetric under 1↔ 3 and 2↔ 4.
lim
qα,qβ→0
qα
qβ
pin piα
piβ
pi1
=
1
2
∑
j
pj · (qα − qβ)
pj · (qα + qβ)
pi1 pin
(
[Xα, Xβ]pi
)
j
Figure 4: When we take the double soft limit of two pions, the result is a momentum-dependent
H rotation on each of the remaining hard states.
To complete the interpretation of this double soft limit as reflecting the [X,X ] ∼ T
commutation relations of G, note that s56 is nothing but the 4 point amplitude made out of
the hard momenta p2, p4, p5, p6 for some choice of flavors:
Mddcc(p2, p4, p5, p6) = s56 (86)
The action of [Xa, Xb] on any vector index is
([Xa, Xb]V )d = V aδbd − V bδda (87)
Stripping off the soft particles 1,3 from Maabbcc, and acting on the flavor index of particle 2
with [Xa, Xb] we get
M bbcc = s56 (88)
while acting on the flavor index of particle 4 we get
−Maacc = −s56 (89)
Acting on the flavor indices of 5, 6 gives zero. We conclude that the amplitude for emitting
two soft pions of flavors a, b and momenta p1, p3 is an [X
a, Xb] transformation of the amplitude
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with only hard pions, where a pion of momentum pi is rotated by an amount proportional
to θi given by
θi =
1
2
(p1 − p3) · pi
(p1 + p3) · pi (90)
Note that this result is consistent with the vanishing of the amplitude as any one of the soft
momentum p1, p3 are sent to zero: in this limit, θi → ±1, and so we have nothing but a
common H rotation on all the external particles, which vanishes by the H invariance of the
theory.
We can summarize what we have seen in the following way. There was something missing
from our attempt to construct states in the different vacua by simply acting with eiQθ; that
is, the understanding that this operator does not really exist, and that we instead have to
add soft pions and take the zero momentum limit carefully. This means that in expanding
|ψ〉θ = |ψ〉+ |ψ(1)〉+ |ψ(2)〉+ · · · (91)
there is more “data” labeling the variations |ψ(n)〉, associated with the directions of the n
soft momenta q1, · · · , qn; we will write explicitly
qi = tqˆi (92)
and take the soft limit as t→ 0. Lets take the state |ψ〉 to consist of many hard pions
|ψ〉 = |piσ1(p1) · · ·piσn(pn)〉 (93)
Then for the first order variation we have simply
|ψ〉(1) = limt→0|ψ + piα(tqα)〉 (94)
and the statement that single soft pion emission vanishes at zero momentum is just
Mψ
(1)
= 0 (95)
But for the second order variation, our expression for the double soft pion emission can be
interpreted as one of G invariance
Mψ
(2)
= 0 (96)
if we take the second order variation to include the addition of two soft pions together with
the momentum-dependent [Xα, Xβ] rotation on the hard pions:
|ψ〉(2) = limt→0 |ψ + piα(tqˆα) + piβ(tqˆβ)〉
+
∑
j
1
2
(qˆα − qˆβ) · pj
(qˆα + qˆβ) · pj |piσ1(p1) · · · ([X
α, Xβ]pi)σj (pj) · · ·piσn(pn)〉 (97)
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We have thus explicitly constructed the appropriately IR regulated action of the non-linearly
realized G on the states of the theory, up to the second order variation.
It should be clear that this is giving a very interesting representation of G! While we have
arrived at this result by a direct inspection of the six-point amplitude, it must be possible to
derive it in generality using current algebra techniques. It would also be very interesting to
push this further and understand how the finite transformation is properly built up, but we
will stop our discussion here and move on to see how this structure arises in N = 8 SUGRA
with G = E7(7) and H = SU(8).
4.2 Single Soft Emission in Gauge Theory and Gravity
In order to see the E7(7) structure in N = 8 SUGRA, we need to study the soft limit for
scalar emission. Unlike our analysis of the pion case, where we relied on the explicit form
of the 6 point scattering amplitude to infer the behavior of the soft limit, for N = 8 the
story is more systematic. Indeed, the amplitude for soft scalar emission should be related by
SUSY to that of soft gluon/graviton emission, and these have a famous universal form first
given by Weinberg [47]. We begin by recalling this form, as a warm-up to the problem we
are interested in.
Weinberg considered attaching a single soft particle to some amplitude, working at tree
level. In terms of Feynman diagrams, those diagrams where the soft particle of momentum
q is attached to an external line of momentum pj have a
1
pj ·q
singularity from the extra
nearly on-shell propagator, while those diagrams where the soft particle attaches to off-shell
intermediate lines will have no such singularity. The soft limit is then dominated by the
singular behavior as q → 0. The soft factor for photons is
∑
j
ej
pjµ
µ
j
pj · q (98)
The factor is the same for YM, except for a given color ordering there is only a single term
in the sum, with the soft gluon in the appropriate place according to its color. For gravity
the soft factor is ∑
j
pjµpjν
µν
pj · q (99)
Using the explicit form of polarization vectors written in terms of spinor helicities, we find
the YM soft factor for + polarization is
〈µj〉
〈µs〉〈sj〉 (100)
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while for a graviton with the same + polarization we have∑
j
(〈µj〉
〈µs〉 [sj]
)2
1
[sj]〈sj〉 (101)
here the soft momentum q = λsλ¯s, and µ is a reference spinor entering in the definition of
the polarization tensors. For − helicity particles, we simply interchange 〈〉 and [ ] brackets.
Can we re-derive this result using purely on-shell methods? Obviously this is not impor-
tant for gauge/gravity emission where we have long known the answer, but apart from its
intrinsic interest this will shortly help us understand the behavior of soft scalar emission in
N = 8 SUGRA. We are interested in isolating the leading singularity as some momentum
becomes soft; actually, for complex momentum, we could do this by examining what happens
when either λs or λ¯s are made small, and we can probe for each singularity separately.
∑
j
ps(zP )
pn(zP )
s
j
n
Figure 5: Here we consider the amplitude for emitting a single soft graviton at tree level. The figure
shows the only terms that contribute in the soft limit when we compute the amplitude using the
BCFW Recursion Relations, analytically continuing the soft graviton momentum and some other
hard leg. Terms with more than one hard leg associated with the soft graviton do not contribute
directly because they do not have a soft emission pole. They do not contribute through an additional
pole in the soft graviton sub-amplitude because in such a sub-amplitude, ps is analytically continued
to a value ps(zP ) that does not vanish as ps → 0.
Suppose we are considering the soft limit for an (n+1) point amplitude with a + helicity
graviton. We can compute this amplitude using BCFW recursion, by choosing this soft
particle, and one of the other hard particles, say particle n, as the ones undergoing BCFW
deformation, λ2(z) = λs + zλn, λ¯n(z) = λ¯n − zλ¯s. Now, of all the terms that appear in
the recursion relation, there is a special one, where the soft particle and a single other hard
particle j appear together in a a three-point vertex. By the BCFW shift of λs, we make
λs(z), λj and the internal line λI all proportional to put the three-point vertex on shell; we
can always choose λI = λj and using momentum conservation dotted into λn to solve for λ¯I
as
λ¯I = −〈ns〉〈nj〉 λ¯s − λ¯j (102)
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note that this of course goes to −λ¯j in the limit as the soft momentum goes to zero. Taking
j also to have positive helicity (the soft limit result is the same for negative helicity) the
three-point vertex is (
[sj]3
[sI][jI]
)2
=
(〈nj〉
〈ns〉 [sj]
)2
(103)
As the momentum is taken to zero, we get a singularity from the BCFW propagator; summing
over the allowed j’s (all the hard lines excepting the BCFW deformed line n) we find from
these special diagrams
Mn+1 →
∑
j 6=n
(〈nj〉
〈ns〉 [sj]
)2
× 1
[sj]〈sj〉 ×Mn (104)
But it is easy to see that these are the only terms in the recursion relation forMn+1 that have
any singularity in the soft limit. Any term with two or more lines with total momentum P
will have P 2 6= 0 and so combined together with s will clearly not have a singular propagator
factor. One might think that the presence of an amplitude with a soft line on one side might
itself give a singularity in the soft limit, but recall that the amplitudes are evaluated at the
BCFW shifted momentum, which is necessarily a hard momentum, since it must combine
with the remaining momentum P to become lightlike! Thus, there are no singularities in
any of these terms in the recursion relation in the limit as λs → 0; all the singularities are
isolated in the special case we first discussed.
This form of the soft limit agrees perfectly with Weinberg’s result; if we take the reference
spinor µ = λn, the term with j = n in Weinberg’s sum vanishes and we are left with our
form of the result. For the negative helicity soft graviton, repeat the argument using instead
the λn(z), λ¯s(z) BCFW shift.
4.3 Single Emission in N = 8 SUGRA
Turning to N = 8 SUGRA, what is the soft limit for the emission of any of the particles?
Following the basic logic we have been repeatedly using in this paper, our first instinct is to
use SUSY to relate the amplitude for emitting any soft particle to that of a graviton, and
indeed we can in principle do this. For instance, we can send the η of a soft particle ηs → 0
by using the SUSY translation ζα = −µαηs/〈µs〉. The problem is that this transformation
blows up in the soft limit λs → 0, so taking the soft limit is not transparent.
Let us instead start by seeing what the soft limit of the three-particle amplitude 123 looks
like. Say all the λ’s are parallel so that the amplitude is a function of the λ¯’s. Suppose we
keep λ1,2,3 large while making particle 3 soft by taking λ¯3 to zero. Concretely, let us put
λ1 = λ2 = λ3; then using momentum conservation we can solve for λ¯2 = −λ¯1 − λ¯3 and
M3 = [13]
2δ8(η1 − η2)δ8(η3 − η2) (105)
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which all vanish as λ¯3 → 0. Now suppose we instead keep λ¯3 large and make 3 soft by sending
λ3 → 0: λ1 = λ2 = λ, λ3 = λ. Then, by momentum conservation, λ¯2 = −λ¯1 − λ¯3, and we
find the 3 particle amplitude to be
M3 =
[13]2
2
δ8(η1 − η2)δ8(η3 − η2) (106)
We see from here that the soft limit  → 0 of a positive helicity graviton and gravitino is
singular, that of a positive helicity graviphoton goes to a constant, and of the rest, including
soft scalar emission, vanish. Making the opposite choice of λ¯’s be parallel, the behavior will
be conjugate to this one, but note that the 3 point amplitude with a soft scalar vanishes in
all cases.
It is very easy to see that this is a general result: the amplitude for the emission of a
single soft scalar vanishes in N = 8 SUGRA. Imagine computing the amplitude Mn+1 with
the additional soft scalar using BCFW, this time not deforming the soft momentum. Then
we can continue to recurse down to the three-point amplitude involving the soft scalar, which
vanishes. Thus, just as is very familiar for pions, this vanishing amplitude is the first-order
indication of the moduli space of vacua.
It is interesting that the single emission of a graviphoton of the appropriate helicity goes
to a constant in the soft limit. This hints at an enlarged symmetry which acting on the
vacuum would produce not a scalar but some graviphoton flux. Such a symmetry has very
recently been discussed by Berkovits and Maldacena [48], and it would be interesting to
pursue this possible connection further.
4.4 Double Soft Emission and E7(7)
By analogy to our discussion for pions, in order to see the E7(7) group structure, we have
to examine double scalar emission. Fortunately, given the vanishing of the soft limit for
the emission of a single scalar, it is straightforward to understand the double soft limit.
Consider the amplitude Mn+2 with two soft scalars. We would like to compute this via
BCFW deforming one of the soft legs λs1 ; one might think it most natural to deform the
other soft particle as the second BCFW leg but this will not be convenient for our purposes,
since in a typical term of the recursion relation the deformed s1, s2 will both be hard and we
can’t exploit the known vanishing of the amplitude for single soft emission easily. Thus we
need to choose one of the hard lines as the second BCFW line, but this unpleasantly breaks
the symmetry between all the hard particles. We are therefore motivated to use a useful
trick: we will add an additional negative helicity soft graviton g to the amplitude, and use it
as the second leg for the BCFW procedure. This is nice because it allows us to treat all of the
hard particles symmetrically, and also because it means that we do not need to analytically
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continue any of the η’s, for the simple reason that ηg = 0. We know that the addition of
a soft graviton simply multiplies the original amplitude by a universal factor. Furthermore,
because the soft scalar momenta are going to zero, the graviton soft factor is precisely the
same for the amplitude with and without the two soft scalars. Therefore after we perform
the calculation we can simply strip off this factor to obtain our result!
We therefore begin with the BCFW formula in the form
Mn+3(η1, . . . , ηn+2, g) =
∑
L,R
∫
d8ηML({η1, λ1(zP ), λ¯1}, η, ηL) 1
P 2
MR({0, λg, λ¯g(zP )}, η, ηR)
(107)
As usual, zP is found by requiring P (zP )
2 = 0, λ1(zP ) = λ1+zPλg, λ¯g(zP ) = λ¯g−zP λ¯1. Note
again that although generically we would have η1(zP ), in this case η1(zP ) = η1 + zPηg = η1.
We will take the soft limit p1, p2 → 0 before taking pg → 0, so until the end of the calculation
we will view g as a hard particle.
Now, there are terms in the recursion relation where s2 is not on the same side as s1. If
s1 is together with more than one hard momentum, then its deformation will make it hard
and there is no propagator singularity, while s2 remains soft on the other side, and since the
single soft scalar amplitude vanishes, these terms don’t contribute to the soft limit. This is
even true if s1 is together with a single hard line; while there is a propagator singularity, this
is overcompensated by the vanishing of the 3-vertex and again it vanishes. So we only have
to consider cases where s1, s2 are on the same side. But if they are together with 2 or more
hard lines, once again under the deformation the s1 becomes hard, and we are left with a
single soft scalar amplitude for s2 which vanishes. We are therefore left with the two cases
where s1, s2 and a single hard line j are joined to the intermediate line via the four-point
amplitude M4, and where s1, s2 join with a 3-point amplitude M3.
Note that the M3 term can only arise in the case where the two soft scalars can combine
into an SU(8) singlet; the intermediate state in this case is a graviton. This contribution will
have a soft singularity which is nothing other than the one associated with the emission of a
single graviton. There is a similar singular contribution when the two scalars form an SU(8)
singlet from M4. We will not consider these terms in detail here, since we are interested in
the SU(8) rotation associated with [X,X ] which vanishes when the X indices combine into
a singlet.
The interesting case that reveals the E7(7) structure is when the two soft scalars cannot
form a singlet (and therefore they cannot produce a graviton). In this case we expect N = 8
SUGRA to mirror the story for pions. Labeling the state with hard particles by |η1, · · · , ηn〉
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p1(zP )
pg(zP )
1
2
g
+
∑
i
p1(zP )
pg(zP )
1
i
2
g
Figure 6: The double scalar soft limit in N = 8 Supergravity can be obtained from the BCFW
Recursion Relations. In the figure we display all of the terms that contribute to this limit when
we analytically continue one of the soft scalar momenta and the auxiliary additional graviton. The
term on the left only contributes when the two scalars form an SU(8) singlet, and in the soft limit,
this term gives rise to graviton emission. The term on the right contributes when the two scalars
form an SU(8) singlet and also when their η’s share one index. In the former case, this term also
leads to graviton emission, while in the latter case it leads to a sum of terms giving a momentum
dependent SU(8) rotation on each of the hard states.
we should find for the second order variation under E7(7)
|{ηi}〉(2) = limt→0 |{ηi}+ φI1···I4(tqˆ1) + φI5···I8(tqˆ2)〉 (108)
+
∑
j
1
2
(qˆ1 − qˆ2) · pj
(qˆ1 + qˆ2) · pjR(ηj)(I1,··· ,I4),(I5,··· ,I8)|{ηi}〉,
here R is the differential operator
R(η)(I1,··· ,I4),(I5,··· ,I8) = ([XI1,··· ,I4, XI5,··· ,I8] η)J ∂ηJ (109)
that generates the SU(8) rotation on η associated with the [X,X ] commutator. This has
exactly the same structure as for the pion case: the addition of two soft scalars, together with
a momentum-dependent SU(8) rotation. Just as for the pion case, with this action of E7(7)
on the states, the behavior of the double soft scalar amplitude is equivalent to the statement
of E7(7) invariance of the amplitudes
Mψ
(2)
= 0 (110)
Let us see how the structure of equation (108) arises explicitly in the amplitudes of N = 8
SUGRA. Let particles 1 and 2 be the two scalars that become soft. The corresponding
SU(8) indices are φabcd1 and φ2;efgh; note that we have chosen to express the indices in the
second scalar as antifundamental indices. In the coherent state representation it is convenient
to introduce the notation η
(abcd)
1 and η¯2;(efgh) to denote η
a
1η
b
1η
c
1η
d
1 and (η¯2)e(η¯2)f (η¯2)g(η¯2)h
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respectively. Then we consider the amplitude∫
d8η1η
(abcd)
1
∫
d8η¯2η¯2;(efgh)Mn+3(η1, η¯2, η3, . . . , ηn+2, ηg = 0) (111)
We will analyze the behavior of this amplitude as p1, p2 vanish by taking the λ’s and λ¯’s of
the soft particles to be proportional to a parameter t and look at t → 0 limit. Recall that
the BCFW deformation is for the soft line 1 and the auxilliary graviton g. As we discussed
above, when we BCFW deform the particles 1 and g, the only terms that contribute in the
limit p1, p2 → 0 in the case where 1,2 do not form an SU(8) singlet, are those with particles
1 and 2 with a hard particle i. A single term from the sum will take the form∫
d8ηM4({η1, λ1(zP ), λ¯1}, η, η2, η¯i) 1
P 212i
Mn+1({0, λg, λ¯g(zP )}, . . .) (112)
Note that in this case, zP is of order t and so all of λ1(zP ) is of order t just as λ1 is.
Now let us use the explicit representation of the four particle amplitude from equation
(62). We will represent the spinor for the intermediate particle with Pˆ , and we will choose
to represent the hard particle i using the η¯ representation. Then the four particle amplitude
with two scalar emission is
M
(abcd)
4(efgh)(η, η¯i) =
(〈1ˆ Pˆ 〉[2 i])4
s1ˆ,Pˆ s1ˆ,2 s1ˆ,i
×
∫
d8η1η
(abcd)
1
∫
d8η¯2η¯2;(efgh)exp
[(
η1 η
)( 〈Pˆ2〉
〈1Pˆ 〉
〈Pˆ i〉
〈1Pˆ 〉
〈21〉
〈1Pˆ 〉
〈i1〉
〈1Pˆ 〉
)(
η¯2
η¯i
)]
(113)
where sij = (pi + pj)
2 and pˆ1 = p1(zP ).
The matrix in the exponential has a very interesting structure. In the double soft limit
t → 0, the off-diagonal terms are of order t while the diagonal components are of order t0.
Since the only source of divergences is the propagator 1/P 212i which scales as 1/t
2, any terms
in the integral which are of order t3 or higher are irrelevant.
Expanding out the exponential, the terms that depend on η1 and η¯2 are of the form(
〈Pˆ2〉
〈1ˆPˆ 〉η1η¯2
)m1 ( 〈21ˆ〉
〈1ˆPˆ 〉ηη¯2
)m2 ( 〈Pˆ i〉
〈1ˆPˆ 〉η1η¯i
)m3
. (114)
These terms are of order tm2+m3 and their contribution to (112) is∫
d8η
∫
d8η1 η
(abdc)
1
∫
d8η¯2 η¯2;(efgh)
(
m1∏
i=1
ηIi1 η¯2;Ii
)(
ηJ η¯2;J
)m2 (
ηK1 η¯i;K
)m3 × (115)
exp
(
〈i1ˆ〉
〈1ˆPˆ 〉ηη¯i
)
Mn+1({0, λg, λ¯g(zP )}, η, . . .).
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where we have stripped out a factor that contains the four-graviton amplitude in (113) and
the momentum factors from (114).
Note that the integrals over the η1 and η¯2 Grassmann variables can be non-zero only if
m1 + m2 = 4 and m1 + m3 = 4. Now, if (abcd) and (efgh) are the same, i.e., the scalars
can form an SU(8) singlet then (m1, m2, m3) = (4, 0, 0) contributes and it is of order t
0. in
this case, the divergence from the propagator is not canceled and reflects the presence of the
soft graviton factor mentioned above. Consider now the case when (abcd) and (efgh) differ
in two or more indices. This means that m1 ≤ 2. Therefore m2 +m3 ≥ 4 which means that
these terms vanish in the t → 0 limit. Therefore, the only case of interest is when (abcd)
and (efgh) differ in exactly one index. Therefore (m1, m2, m3) = (3, 1, 1). In this case the
contribution is non zero and finite as expected.
The argument of the exponential in eqn.(115) contains a factor 〈i1ˆ〉/〈1ˆPˆ 〉 which is equal
to 1 +O(t). Since the rest of the integral is finite, the O(t) terms can be dropped giving∫
d8η
∫
d8η1 η
(abdc)
1
∫
d8η¯2 η¯2;(efgh)
(
3∏
i=1
ηIi1 η¯2;Ii
)(
ηJ η¯2;J
) (
ηK1 η¯i;K
)
exp (ηη¯i)Mn+1(η, . . .).
(116)
We note that ηJ η¯i;K exp(ηη¯i) = η¯i;K∂η¯i;J exp(ηη¯i), so upon doing the η integral we get simply∫
d8η1 η
(abdc)
1
∫
d8η¯2 η¯2;(efgh)
(
3∏
i=1
ηIi1 η¯2;Ii
)(
ηK1 η¯i;K
)
(η¯2;J∂η¯i:J )Mn+1(η¯i, . . .) (117)
where the effect of the η integration is to switch from the η to the η¯ representation, i.e., from
Mn+1(η, . . .) to Mn+1(η¯i, . . .).
Further rewriting this we get∫
d8η1 η
(abdc)
1
∫
d8η¯2 η¯2;(efgh)
(
3∏
i=1
ηIi1 η¯2;Ii
)(
ηK1 η¯2;J
)× (η¯i;K∂η¯i:J )Mn+1(η¯i, . . .) (118)
Performing the integrals over η1 and η¯2 we get
abcdI1I2I3KefghI1I2I3J × (η¯i;K∂η¯i:J )Mn+1(η¯i, . . .) (119)
where there is a sum for each repeated index. This formulas has to be multiplied by all the
momentum factors we left out, i.e.,
(〈1ˆ Pˆ 〉[2 i])4
s1ˆ,Pˆ s1ˆ,2 s1ˆ,i
×
(
〈Pˆ2〉
〈1ˆPˆ 〉
)3 〈21ˆ〉
〈1ˆPˆ 〉
〈Pˆ i〉
〈1ˆPˆ 〉 ×
1
pi · (p1 + p2) (120)
where the last factor comes from the propagators 1/P 212i which in the soft limit can be written
as 1
2pi·(p1+p2)
. After a simple computation and recalling that 1ˆ means λ1(zP ) one finds
pi · p2
pi · (p1 + p2)
abcdI1I2I3KefghI1I2I3J × (η¯i;K∂η¯i:J )Mn+1(η¯i, . . .). (121)
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Since there is a sum over repeated indices one can replace the product of the two  tensors
by
pi · p2
pi · (p1 + p2)
abcdK
efghJ × (η¯i;K∂η¯i:J )Mn+1(η¯i, . . .) (122)
where abcdKefghJ vanishes if the set on top is not the same as the one on the bottom and it gives
±1 depending on the order of the permutation needed to bring one set to the other.
Let us define the operator
R(η¯i) = 
abcdK
efghJ × (η¯i;K∂η¯i:J ) . (123)
This operator is the one that implements an infinitesimal SU(8) rotation on the ith particle
associated with [X(abcd), X
(efgh)], which is non-vanishing only in the case at hand, where
(abcd) and (efgh) share a single common index.
We are now ready to add up all the contributions from the BCFW recursion relation,
Mn+3(1, 2, . . . , {0, λg, λ¯g}) −→
n+2∑
i=3
pi · p2
pi · (p1 + p2)R(η¯i)Mn+1(η¯i, . . . , {0, λg, λ¯g}) (124)
where on the right hand side we used that in the soft limit λ¯g(zP ) can be replaced by λ¯g up
to order t terms which do not contribute.
Both amplitudes depend on the auxiliary graviton {0, λg, λ¯g} we added in by hand. Using
that the soft graviton factor is universal and that the contribution from the scalars vanish
we conclude that the same factor is produced on both sides of the equation and hence it can
be removed leaving
Mn+2(1, 2, . . .) −→
n+2∑
i=3
pi · p2
pi · (p1 + p2)R(η¯i)Mn(η¯i, . . .). (125)
Finally, note that by simple rewriting p2 =
1
2
(p2 + p1)− 12(p2 − p1) the double soft limit
(125) becomes
Mn+2(1, 2, . . .) −→
n+2∑
i=3
1
2
pi · (p2 − p1)
pi · (p1 + p2)R(η¯i)Mn(η¯i, . . .) +
1
2
n+2∑
i=3
R(η¯i)Mn(η¯i, . . .). (126)
The second term is nothing but a global SU(8) rotation, where are states are rotated by the
same SU(8) operator, which vanishes by SU(8) invariance, leaving the result we wanted to
prove
Mn+2(1, 2, . . .) −→
n+2∑
i=3
1
2
pi · (p2 − p1)
pi · (p1 + p2)R(η¯i)Mn(η¯i, . . .) (127)
38
4.5 Discussion
Before concluding this section let us point out precisely where the difference with N = 4
SYM lies in this discussion. In SYM the 3-point amplitude vanishes with the momentum
of the soft scalar scalar, but it does so more weakly than in N = 8. This means that the
leading single soft emission behavior in N = 4 SYM is a constant, because the vanishing
3-point vertex is canceled by a vanishing propagator. This cancelation of the Adler zero is a
well-known phenomenon in theories with spontaneously broken global symmetries that have
3-pt vertices involving scalars. What was special in N = 8 is that the zero is of second order
in the soft momentum, so it was not canceled by the propagator.
The 4-point amplitude of N = 4 SYM can be related to the 4-point gluon amplitude by
SUSY. In N = 4 SYM, however, we have to consider color-ordered amplitudes, and each
partial amplitude has to be taken into account independently of the others. For the color
ordering where the two scalars are not color adjacent, this 4-gluon amplitude pre-factor is
〈1ˆPˆ 〉3
〈Pˆ2〉〈2i〉〈i1ˆ〉 ∼ t
0 (128)
which is finite in the double soft limit just as in the case of gravity. However, consider now the
case of the color-ordering where the two scalars are color adjacent; the same factor becomes
〈1ˆPˆ 〉4
〈Pˆ2〉〈21ˆ〉〈1ˆi〉〈iPˆ 〉 ∼ 1/t (129)
which diverges as t → 0. This divergence reflects the fact that for this color ordering of
scalars, the remaining two lines in M4 are becoming massive; the amplitudes with massless
external states will therefore necessarily be singular. Therefore the double soft limit is telling
us that the origin of the moduli space is special and there is no massless S-matrix away from
it. The fact that some color-orderings give a finite answer while others are divergent show
that once again the presence of the color structure obstructs the softer behavior that is seen
in gravity amplitudes.
We have clearly only begun the exploration of the implications of E7(7) for the scattering
amplitudes of N = 8. Just as for the story of pions, it is important to understand how
to exponentiate the state variations to the full finite group action on the Hilbert space; it
would also be illuminating to make precise the connection between the differing ways of
taking the soft pion limit and different paths connecting vacua in the moduli space. More
specifically for N = 8, we have already seen hints for more simplicity and structure in tree-
level scattering amplitudes, following from the fact that they vanish as 1/z2 rather than
1/z at infinity, and it would be interesting to see if this is connected to the presence of
E7(7) in any direct way. Another interesting question is related to the KLT-type “Gravity =
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Gauge×Gauge” relationship between N = 8 and N = 4 amplitudes. The “Gauge × Gauge”
part only has a manifest SU(4)× SU(4) invariance, while the “Gravity” side should have at
least an SU(8) invariance; the way this arises has recently been studied by [39]. But while
the SU(4) associated with N = 4 is “rigid”, in the sense that is well-defined and unbroken
only at the origin of moduli space, there is a different SU(8) embedded in different ways
inside E7(7) at different points in moduli space. This should be reflected in the nature of the
“Gravity = Gauge × Gauge” relationship in an interesting way. It is worth mentioning in this
connection an inspiring recent clarification of the KLT relations by Bern et. al. [49],which
relies on extra redundancy in the description of the scattering amplitude. Finally, while we
have focused here on the case of soft scalar emission, as we already mentioned, it is intriguing
that the amplitude for emission of a single soft graviphoton of appropriate helicity can go
to a constant, instead of diverging as for gravitons and vanishing as for scalars. It would be
interesting to see if this is related to any enlarged symmetry of the theory.
5 Structure of One Loop Amplitudes in any QFT
We now turn to an analysis of N = 4 SYM and N = 8 SUGRA at 1-loop. As pre-amble,
we will discuss the general structure of 1-loop amplitudes in any QFT, and its relation
to tree amplitudes. This discussion has very significant overlap with the beautiful recent
work of Forde [30] and others [31] (see also [32] and [33]); we arrived at these constructions
independently and our perspective is therefore somewhat different.
Beyond tree-level, scattering amplitudes possess singularities which can have branch cuts
in addition to poles. Unitarity imposes strong constraints on what the discontinuity across
the singularities must be in terms of lower loop and/or lower point on-shell amplitudes.
The textbook use of unitarity relates double cuts of 1-loop amplitudes, which are given by
the product of two tree amplitudes integrated over a Lorentz invariant phase space, to the
imaginary part of the loop amplitude. This in turn is the discontinuity across a branch cut
once the amplitude is considered an analytic function of the kinematical invariants. A notion
of generalized unitarity, where more propagators are cut, was developed in the 60’s in order to
deal with more intricate situations where singularities could be located away from the physical
region [6]. In the original literature most discussions were carried out for massive particles (at
the time QCD had not been established as the theory of strong interactions and photons were
considered peculiar objects!). More recently, the power of generalized unitarity for massless
particles has been employed forcefully by Bern, Dixon and Kosower under the name of the
“unitarity based method” [17]. In a nutshell, the idea is to start from an ansatz using a basis
of simple scalar integrals, in terms of which any amplitude can be expanded with coefficients
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which are rational functions of the external kinematical invariants. The appropriate basis can
be determined using techniques like the Passarino-Veltman reduction procedure [50]. The
coefficients are determined by using unitarity to write the integrand of cut amplitudes as tree
amplitudes and then expand the integrand to turn it into an expression that resembles the
cut of the basis of integrals. Sophisticated analysis to ensure that double counting does not
happen, to exclude pieces that integrate to zero and to incorporate dimensional regularization
in D = 4− 2 are all part of the impressive machinery.
Here we will follow a similar philosophy, but will emphasize that the phase space integrals
themselves turn into contour integrals naturally. These contour integrals give rise to a canon-
ical decomposition where pieces that integrate to zero never appear. Another byproduct of
our analysis is that recent techniques which rely on complexifying momenta, like quadruple
cuts [51] and BCFW [9], come out from completely standard (real momentum) phase space
integrals.
5.1 Brief Review of Unitarity and Discontinuity Arguments
At 1-loop it is known that any amplitude can be written as a linear combination of scalar inte-
grals. As mentioned above, this can be achieved using reduction procedures [50] (in appendix
F we review on such procedure, and define the corresponding integrals in four dimensions in
appendix C). Near d (integer) dimensions, we need to include up to d− gon scalar integrals
with d propagators–a “box” in four dimensions, a “pentagon” in five dimensions and so on.
Schematically, we write
M1-loop =
∑
i
C idI
i
d +
∑
j
Cjd−1I
j
d−1 + · · ·+
∑
k
Ck2 I
k
2 +R (130)
where Im denotes a scalar integral with m propagators that will be defined in dimensional
regularization, while C ′s and R are rational functions of the kinematical invariants which are
kept in d integer dimensions.
It is not entirely obvious that all 1-loop amplitudes can be decomposed in this way.
For instance, the Feynman diagrams contributing to a 1-loop amplitude with 100 external
particles in four dimensions will have 100 propagators, so how are they reduced to scalar
integrals with at most 4 propagators? Loosely speaking, the reduction procedures proceed
by using partial fractions to break apart the denominator factors, using the fact that with
enough external legs, the loop momentum can be expanded in a basis made from some a subset
of external momenta. This is a technical way of describing the decomposition eqn.(130); one
may wonder whether there is any physical meaning to using this basis of scalar integrals. As
we will mention, there is a simple reason that 1-loop amplitudes can be written in this way
that makes it clear that this decomposition has real physical significance.
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The left hand side of (130) is defined by the sum over all 1-loop Feynman diagrams de-
termined by the lagrangian of the theory. Using dimensional regularization to render the
integrals well defined, it is clear that the amplitude is an analytic function of the kinematical
invariants. The right hand side of (130) is obtained from Feynman diagrams by reduction
procedures which give rise to an alternative representation of the same analytic function.
Since the two sides of the equation represent the same analytic function (at least in the phys-
ical sheet) they must have the same analytic continuation. This means that when continued
as analytic functions of the kinematical invariants, which are allowed to be complex variables,
the two functions must have the same branch cuts and the same discontinuities across them.
The unitarity based method uses that the discontinuities across given cuts on both sides are
the same to get information about the coefficients Ci. Of course, for this method to be useful
one has to have a systematic way of computing discontinuities. As is well known, this method
was first provided by Cutkosky [5] and fully developed in [6].
Consider all integrals with measure dd` and split it as dd−1~`d`0. The `0 integral is then
taken to be a contour integral along the real axis in the complex `0 plane. The Feynman i
prescription for propagators splits all poles off the real axis sending half of them to the upper
half plane and the other half to the lower half plane. Deforming the contour integral in the
lower half plane gives rise to a sum of contour integrals enclosing each of the poles. The
residues of each of these poles (taking  to be infinitesimal) can also be computed by taking
the original integral and replacing the propagator, which contains the pole in consideration,
say, 1/(`2 + i), by δ+(`2), where the (+) indicates choosing the solution which has `0 > 0
(these are the ones that lie on the lower half plane). This replacement is what is called
cutting a propagator. Now we are left with a sum over “single cut” terms. Using the delta
functions to perform the `0 integral one finds integrals over dd−1~`. The radial part of these
integrals is of the form
I =
∫ ∞
0
dE~` F (E~`, θi) (131)
where θi are the angular variables. The function F has poles (the remaining propagators) in
the complex E~` space, whose location is a function of the external kinematical invariants (see
figure 7). If we choose the kinematical invariants to vary in such a way that a single pole
moves in the complex E~` plane, travels in a circle around the origin and back to its original
position, one finds that the pole drags the contour of integration of (131) with it. In order
to get something related to the original integral one has to force the contour back into its
original position but there is a price; as the contour goes back it leaves behind a contour
enclosing the pole. This means that under the operation we performed (a monodromy), the
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integral I transforms as
I −→ I +
∫
C
dE~` F (E~`, θi) (132)
where C is a small circle around the pole, see figure 7. This means that I is not a singled
valued function and has branch cuts. The particular branch cut under consideration has as
branch point the value of the kinematical invariants that make the pole coincide with the
origin E~` = 0. The discontinuity across the branch cut is given by this contour integral.
E E
Figure 7: On the left, complex E~` plane with the contour integral along the positive real axis and
a pole moving in a circle around the origin. On the right, the result after moving the pole back into
its original position. The contour is dragged by the pole which indicates the presence of a branch
cut. At the end, there is an additional contour integral around the pole which is the discontinuity
across the branch cut.
Once again, the contour integral that computes the residue can be computed by cutting
the corresponding propagator in the original integral if the pole is infinitesimally close to the
real positive axis. In other words, a second propagator has been cut. This means that this
discontinuity has the usual meaning of two physical tree-level amplitudes; one emitting two
on-shell particles with positive energy that become the in-states of the other. The leftover
integrations make up the Lorentz invariant phase space integral of two on-shell particles
satisfying a momentum conservation condition. If, on the other hand, the pole is not located
close to the real positive axis the discontinuity of the integral, which is still computed by the
residue on the pole, does not have such a physical meaning.
Consider for example the simple bubble integral in four dimensions
I(P 2) =
∫
d4`
1
(`2 + i)((`− P )2 + i) . (133)
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Following the steps outlined above one finds that the pole in the E~` complex plane is located
close to the real positive axis only if P 2 > 0 and hence the discontinuity (which is also in
this case the imaginary part) of the integral is computed by a double cut integral
∆I(P 2) =
∫
d4`δ+(`2)δ+((`− P )2). (134)
This is the same as the residue of the pole obtained by taking P 2 → exp(2pii)P 2 in a circle
around the origin and picking up the contour in figure 7. If P 2 < 0 then the integral
is real on the principal branch. On a different sheet, which is reached, e.g., by taking
P 2 → exp(2pii)P 2, the integral has an imaginary part coming from the pole contribution.
So, there is a discontinuity for both signs of P 2, but only for P 2 > 0 can it be expressed
as the double-cut phase space integral. Note also that to explicitly see the contour integrals
associated with a discontinuity we chose a frame, performed the l0 integration, deformed the
El contour an so on, but of course the final result is Lorentz-invariant; an advantage of being
able to intepret the discontinuity as a cut integral is that this Lorentz invariance is obvious
from the outset. We can then compute the discontinuity for P 2 > 0 in this convenient way,
and continue the result to P 2 < 0.
E E
Figure 8: In cases when the pole is infinitesimally close to the real axis then after almost completing
the rotations about the origin, it is easy to see that the computation of the residue is the same as
taking 1/((` − P )2 + i)− 1/((` − P )2 − i) which in the limit as → 0 becomes δ((`− P )2).
Thus, for kinematical invariants in an appropriate range, the discontinuity across branch
cuts (of lowest codimension in the space of kinematical invariants) is computed by cutting
two propagators, i.e., a double cut. In general the remaining angular integrals also possess
branch cuts (of higher codimension). One can continue the study of monodromies by making
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poles travel in a path that goes back to their original location but crosses the contour of
integration. This leads to triple cuts, etc. At some point, the location of the poles will
not be infinitesimally close to the real axis for kinematical invariants in the physical region.
This means that it is not possible to think about them as taking the original integral and
replacing propagators by delta functions, i.e. as cutting propagators. As we will see shortly,
this is what happens for the quadruple cut in four dimensions, where the four delta functions
localize the loop integral to a complex value. In the 60’s this problem was addressed by
analytically continuing masses to force all singularities into the physical region. In massless
theories this does not work and the singularities associated to “would-be” quadruple cuts do
not have an interpretation for real momenta. We will however shortly see how they arise by
studying real triple cuts, but we need first to establish our conventions.
P1 P2
Pj
l1
l2
ll
l n
j j−1
Figure 9: The structure of an n-cut in a general theory in any number of dimensions.
5.2 General Cut Analysis
Let us continue our analysis by defining a general n−cut 1-loop amplitude in the following
way. Let us divide the external states into n different groupings, {1}, {2}, · · · , {n}, where
we will cyclically define {n + 1} ≡ {1}. Let the sum of the momenta in these groupings be
P1, · · · , Pn. We denote the loop momentum flowing from {j} → {j + 1} as lj . Then, the n
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cut of the amplitude, associated with the grouping {1}, · · · , {n} is
[
Cut
(n)
{1},··· ,{n}
]
M =
∫ n∏
i=1
dDli
(2pi)D
δ+(l2i )
∑
species,spins
n∏
j=1
M
hj−1,−hj
tree (lj−1, {j},−lj)) δD(lj−1+Pj−lj)
(135)
Note that since cutting the loop momenta puts various internal lines on shell, the loop
ingtegrand directly becomes a product of the appropriate tree amplitudes. The numerators
of the propagators can be replaced by helicity sums on shell. Also note that there is no
need to talk about ghosts–their role is to cancel unphysical polarizations and they indeed
guarantee that the cut is reproduced by the physical helicity sum.
Note that since there is only a single free loop momentum, in d integer dimensions we
cannot put more than d lines on shell2, and hence the n cut manifestly vanishes unless n ≤ d.
As we have seen, these cut integrals correspond to discontinuities of the full 1-loop ampli-
tude, and therefore, we can equate then to the corresponding cut of the RHS of equation(130).
This relates the coefficients Cd, Cd−1, · · · , C2 to cuts as[
Cut
(n)
{1},··· ,{n}
]
M =
∑
i
C id
[
Cut
(n)
{1},··· ,{n}
]
I id + · · ·+
∑
i
Ck2
[
Cut
(n)
{1},··· ,{n}
]
I i2 (136)
Here, the n− cut of the scalar integrals replaces the appropriate propagators in the loop
integrand by δ+ functions, and are thus fixed known functions of the external momenta.
Since the LHS is determined by tree amplitudes, these “cut equations” can be used to try
and determine the coefficients Cd, · · · , C2 from tree amplitudes. Indeed as we will see, we can
explicitly determine the C’s, and find that they have a very nice physical interpretation: the
box coefficients are determined by products of four tree amplitudes at the frozen (complex)
value of the loop momenta determined by the quadruple cut, while the coefficients of the
triangles and bubbles are determined by the “pole at infinite” momentum of the product
of three and two amplitudes appearing in the triple and double cuts respectively. We will
return at the end to discuss the rational pieces.
5.3 Quadruple Cuts and Boxes
Let us specialize for simplicity to four dimensions. Then, the maximal cut we can consider
is the quadruple cut. It is easy to see that in general, the four lines can only be put on shell
for complex momenta, but the integral as defined is for real momenta. However, one is very
tempted to deform the contour of integration to capture these cuts. Alternately, if we work
in (2,2) signature, the momenta would be real and this would happen automatically; since
2For fixed external momenta. Also in the 60’s, more cuts were considered [6] which impose polynomial
relations among the external momenta and those computed the discontinuity across poles!
46
the scalar integral coefficients are rational functions, we can freely continue them from (2,2)
back to the physical (3,1) signature.
Now, of the box, triangle and bubble scalar integrals, obviously only the box has a non-
vanishing quadruple cut. Thus, the quadruple cut of the amplitude associated with a given
partition of the external momenta into four sets precisely determines the coefficient of the
corresponding scalar box integral as
CLt,RtLb,Rb =
∑
`∗
∑
species,spins
MLt(`
∗
1,−`2)MRt(`∗2,−`∗3)MRb(`∗3;−`∗4)MLb(`∗4,−`∗1) (137)
where Lt, Rt, Lb, and Rb are sets of momentum that partition the external states. We use
these labels because we think of the sets as the top-left, top-right, bottom-left, and bottom-
right corners of a scalar box integral. Also, since we are solving quadratic equations there
are two solutions for `∗, and we are adding the contribution from both of them.
One might naively hope that the coefficients of the triangle and the bubble are determined
by the triple and double cuts of the amplitude; however, note that the scalar box integrals
have non-vanishing triple and double cuts in addition to the non-vanishing quadruple cut.
The triangle and bubble coefficients are non-vanishing only if the triple and double cuts that
we inherit from the boxes do not exhaust all triple and double cuts.
5.4 Triple Cuts and Triangles
Let us then move on to consider the triple cut. To take a concrete example, suppose that we
have P 21 > 0. We can go to a frame and choose energy units so that P1 = (1, 1, 0, 0), P3 =
(E+, E−, 0, 0), where for convenience we are using light-cone co-ordinates for the first two
entries. Let us work out all the kinematics to determine the form of the on-shell cut momenta.
It is straightforward to solve the constraints l23 = 0, l
2
2 = (l3 − P3)2 = 0, l21 = (l3 + P1)2 = 0.
The three momenta li are then of the form
(σ · l)i =
(
α+i `
¯` α−i
)
(138)
with
`¯`= α+i α
−
i ≡ r2 =
−E+E−(1 + E+)(1 + E−)
(E+ − E−)2 (139)
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The precise form of the α±i will not be particularly important to us, we give them here for
completeness
α+1 =
E−(1 + E+)
E− − E+ , α
−
1 =
E+(1 + E−)
E+ − E−
α+2 =
E+(1 + E+)
E− − E+ , α
−
2 =
E−(1 + E−)
E+ − E−
α+3 =
E+(1 + E−)
E− − E+ , α
−
3 =
E−(1 + E+)
E+ − E− (140)
Note that there is in general a 1-parameter set of complex momentum solutions to these
equations, with ` = rt, ¯` = rt−1. The r = 0 case corresponds to a cut where P 23 = 0
and there is a unique solution, i.e., the integral localizes. For r2 > 0, we have that the
on-shell momentum lies on a circle with ` = eiθ, ¯` = re−iθ. Note that if r2 < 0 there are
no real solutions; this is precisely analagous to our the discussion of discontinuity of the
bubble integral, which only has a cut interpretation for P 2 > 0; for P 2 < 0 there is still a
discontinuity which can’t be computed as a cut integral, but can be obtained from continuing
the result from P 2 > 0. Similarly in what follows we will everywhere put r2 > 0; we will end
up with an expression for the coefficient of a triangle integral which is a rational function,
that can then be freely continues to other values for which r2 might not be positive.
The triple cut is [
Cut(3)
]
M =
∫
dθF3(rcosθ, rsinθ) (141)
here
F3 ∼M1M2M3 (142)
is the product of the tree amplitudes in the definition of the triple cut.
Since we know that the tree amplitudes are rational functions of the momenta, it is
convenient to write cos θ = z and
` = z + i
√
r2 − z2, ¯`= z − i
√
r2 − z2 (143)
Then we can re-write [
Cut(3)
]
M =
∫ r
−r
dz√
r2 − z2G(z) (144)
where
G(z) =
(
F3(z,
√
r2 − z2) + F3(z,−
√
r2 − z2)
)
(145)
We now view the integrand for complex z. The function
√
r2 − z2 has a branch cut that can
be taken to run on the real axis from (−r, r). Note that while each term in the definition
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z
− r r
z
Figure 10: The real phase space integral derived from a triple cut can be represented as a complex
contour integral. The contour of integration shown on the left is derived from the phase space
integral, but it can be deformed as shown on the right. The poles we pick up correspond to additional
propagators that can go on-shell – these are box contributions. A possible pole at infinity is due to
the presence of a genuine triangle.
of G(z) has a branch cut, G(z) itself is a rational function of z. We can therefore write the
triple cut as a contour integral[
Cut(3)
]
M =
∫
C
dz√
r2 − z2G(z) (146)
where the contour encircles the cut from [−r, r]. Now, the rational function G(z) has simple
poles in the complex z plane. Since G is a product of three tree amplitudes, the poles of
G correspond to another line going on shell at some complex momentum. This is precisely
the condition for fixing momentum in the quadruple cut, and the residue of G is nothing
but the product of the appropriate four tree amplitudes associated with that quadruple cut!
If we perform the contour integral for the triple cut by deforming the pole around infinity,
therefore, we get a contribution from poles which are nothing other than the triple cut of
scalar box integrals, whose coefficients are determined by the complex quadruple cut. The
remaining term comes from the pole of G(z) at infinity, and this determines the coefficient
of the scalar triangle integral associated with the triple cut!
Let us see this very explicitly, beginning with the derivation of the quadruple cut from the
triple cut. In the triple cut, we have a product of amplitudes that we will callMt(z)MLb(z)MRb(z);
as we approach a pole of Mt(z), it factorizes as
Mt(z)→MLt(z)
1
(PLt + `(z))
2
MRt(z) =MLt(z)
1
A +Bz + C
√
1− z2MRt(z) (147)
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where for brevity we have omitted the sum over helicites and species in this expression. If we
take MLt(z)MRt(z)MLb(z)MRb(z) = f(z,
√
1− z2) then we can write the triple cut integral
as [
Cut(3)
]
M =
∫
dz√
1− z2
(
f(z,
√
1− z2)
A+Bz + C
√
1− z2 +
f(z,−√1− z2)
A+Bz − C√1− z2
)
(148)
Here we only wish to evaluate the residues from the two propagators that we have explicitly
displayed, because we want to make contact with a particular box coefficient. If we call the
two poles z1 and z2, then the result is[
Cut(3)
]
M
∣∣∣
z1,z2
=
2piiC
(B2 + C2)(z1 − z2) [MLt(z1)MRt(z1)MLb(z1)MRb(z1)
+MLt(z2)MRt(z2)MLb(z2)MRb(z2)] (149)
As we know the sum of the product of the four tree amplitudes inside the square brackets is
the coefficient of the associated box function. Furthermore, the overall coefficient is nothing
but the value of the triple cut of the associated box integral! This can be seen trivially from
the fact that the triple cut of the box is the integral we would get by replacing MLt ,MRt
in the above with 1. Thus we see that the contribution to the triple cut coming from the
poles at finite z are simply the triplet cuts of the scalar box integrals whose coefficients have
already been fixed by the quadruplet cut.
If there is no pole at infinity, all triple cuts are determined by quadruple cuts – but if
there is a pole at infinity, then the scalar triangle coefficients are non-vanishing, and are
determined to be
C3 =
∫
C
dz√
r2 − z2
[
F3(z,
√
r2 − z2) + F3(z,−
√
r2 − z2)
]
(150)
where the contour C encircles the pole at infinity; equivalently we can change variables to
z = 1/w and encircle the pole at w = 0.
Note that this construction (146) has a smooth limit as r → 0. This is to be contrasted
with the original integral (141) which localizes and does not have a parameter to expand
in or to integrate over. In (146), as r → 0 and the branch cut shrinks to zero one can
keep the contour of integration unchanged. In this limit this construction has a very nice
interpretation, the complex loop momentum is l = (l+, l−, z, iz), while the real momentum
appearing in (141) is fixed at the value z = 0. Note that the complex momentum is nothing
but a BCFW deformation, and the contour integral reduces to the integral of a contour
surrounding the origin
∫
dzG(z)/z, which precisely evaluates the value of G(z) at the unique
real momentum z = 0.
It is remarkable that merely evaluating the real phase space integral associated with the
triple cut naturally exposes many of the new ingredients that have been used to shed light on
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amplitudes in recent years, including the quadruple cut and BCFW deformation of momenta!
It also gives us a lovely picture for the coefficient of the scalar triangle and box integrals.
The box integral coefficients are given by the species/helicity sum of the product of four
tree amplitudes with the internal momenta summed over the pair of points in momentum
space picked out by the quadruple cut. Similarly, we interpret the triangle coefficient as the
product of three tree amplitudes evaluated at infinite z – the pole at infinity after we perform
the triple cut – and summed over internal helicities.
5.5 Double Cuts and Bubbles
A similar argument relates the coefficient of the scalar bubble diagram to the pole at infinity
of the product of two tree amplitudes. The phase space integral can be deformed so that
poles at finite locations in the complex plane correspond precisely to phase space integrals of
triple cuts. Since scalar bubbles do not contribute to triple cuts and triple cuts account for all
contributions from triangles and boxes, then the pole at infinity gives the information of the
scalar bubble directly. The essential idea is exactly the same: the phase space integral in this
case involves an integration over a sphere, which we can parametrize with (θ, φ) variables,
and the integration over the φ circle can be complexified as above. The deformation to
complex momenta is here even easier to describe: the product of the two tree amplitudes is a
function of the cut loop momenta `1,2, F2(`1, `2). Since these are both lightlike, it is natural
to consider, for a fixed `1,2, the BCFW deformation under `1 → `1 + qz, `2 → `2 − qz, under
which F2(l1, l2) → F2(z); (note that q also depends on `1,2). Then, the bubble coefficients
are determined by the pole at infinity of F2(z). The details are somewhat are more involved
and we postpone its discussion to future work [53], but the result for the coefficient of the
bubble is very natural and can be written as
C2 =
∫
dLIPS[`1, `2]
∫
C
dz
z
ML(`1(z), `2(z))MR(`1(z), `2(z)) (151)
where the dLIPS[`1, `2] is the Lorentz-invariant phase space associated with the two cut
momenta `1, `2, and the contour C is taken to enclose the pole at infinity. This way of
obtaining bubble coefficients is very reminiscent of the discussion of Bjerrum-Bohr et.al.
in [21]. There is however, an important difference: in the argument of [21] the double-
cut integrand is studied and manipulations are done at the level of this integrand to try
and isolate the contribution from bubbles (this also applies to the technique by Forde [30]).
Whenever manipulations are done at the level of the integrand in such arguments, one has
to argue that pieces that integrate to zero do not affect the result. This was assumed in [21]
and proven by Forde [30]. Our analysis instead directly examines the full cut integral, and
so we don’t encounter issues having to do with terms that may or may not integrate to zero.
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In four dimensions, the bubble integrals have a special significance, as they are the only
ones with UV (logarithmic) divergences. Suppose we have a renormalizable theory like Yang-
Mills or Yang-Mills minimally coupled to matter, where there is only a single coupling con-
stant. Then, logarithmic divergences in an n− particle amplitude must either reflect the
logarithmic running of the coupling or IR divergences. This tells us that we can compute
b0, the coefficient of the one loop beta function, by summing over all the coefficients of the
scalar bubble integrals associated with a given n-point amplitude and subtracting off the
contribution from IR divergences3 [54]:
∑
bubbles
C2 − IR ∝ b0Mtree (152)
Since we now have an expression for the C2’s directly in terms of tree amplitudes, and since
IR divergences can also be determined in terms of tree amplitudes, this represents a highly
non-trivial relationship between tree amplitudes!
Let us see how this works in the case of pure Yang-Mills, which will also serve as a
consistency check on our expression for C2. Consider the amplitude M(1
−, 2−, 3+, 4+) at 1-
loop. We want to compute the coefficient of the bubble integral I2(s14), which by our formula
for C2 becomes
C =
∫
dLIPS
∫
C
dz
z
∑
h=±
M(`−h2 (z), 4
+, 1−, `h1(z))M(`
−h
1 (z), 2
−, 3+, `h2(z)) (153)
Consider first the case with h = +; it is easy to see that h = − will make the same
contribution so we will multiply the result for h = + by a factor of 2. The BCFW deformation
is λ`2(z) = λ`2 while λ`1(z) = λ`1 + zλ`2 . Then the product of the amplitudes is
〈`2 1〉4
〈1 `1(z)〉〈`1 `2〉〈`2 4〉〈4 1〉 ×
〈`1(z) 2〉3
〈2 3〉〈3 `2〉〈`2 `1〉 (154)
The rational function of z is then
(〈`1 2〉+ z〈`2 2〉)3
(〈`1 1〉+ z〈`2 1〉) (155)
Performing the z integral is the same as extracting the constant term in a Laurent series
around z =∞. Upon doing this, the coefficient of the bubble becomes
C2 = 2
∫
dLIPS
1
〈`1 `2〉2〈`2 4〉〈1 4〉〈2 3〉〈3 `2〉 ×
(3〈`1 2〉2〈`2 2〉〈`2 1〉3 − 3〈1 `1〉〈`1 2〉〈`2 2〉2〈`2 1〉2 + 〈1 `1〉2〈`2 2〉3〈`2 1〉) (156)
3In an earlier version we ignored the issue of IR divergences, and therefore got the sign of the beta function
wrong! We thank Lance Dixon for pointing out our mistake.
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where we have included the factor of 2 coming from adding the h = − term as well. There
are three different dLIPS integrals to be carried out here, and it is far from obvious that the
result will be proportional toMtree. The computation of the integrals is described in appendix
D. We indeed do find that the three integrals give us (1, 1/2, 1/3)×Mtree respectively. The
bubble coefficient is
C2 = 2× (1 + 1/2 + 1/3)×Mtree = 11
3
Mtree (157)
This seems to be the beta function coefficient, but in fact the sign is wrong. The reason
is that we have neglected the contributions from massless bubble integrals attached to the
external legs – although these diagrams are zero in dimensional regularization, they only
vanish due to a cancelation between UV and IR divergences.
We can account for these diagrams by computing the IR divergence from the collinear
limit of the five gluon amplitude
M(i−, j−, ...) =
〈ij〉4
〈12〉〈23〉〈34〉〈45〉〈51〉 (158)
and then subtracting them off. The computation is a bit subtle because of an overlap between
the soft and collinear divergences [54], but the final result is the usual beta function coefficient,
precisely as required on general grounds!
In this explicit computation, the correct result was arrived at in a highly non-trivial way.
It would be very interesting to see if there is a transparent general reason, using purely on-
shell reasoning, for these relationships to hold. Certainly, the Wilsonian understanding of
effective field theory and the renormalization group makes heavy use of off-shell information,
so it would be particularly interesting to try and understand these results from an on-shell
perspective.
Before closing this subsection, we state another observation without proof here, which we
will elaborate on elsewhere [53]. In a general theory, the behavior at infinity of the BCFW
continued product of the two tree amplitudes in the double cut F2(z), is directly related
to the full 1-loop structure of the theory, and not just to the bubble coefficients. Indeed,
consider a Laurent expansion of F2(z) about infinity
F2(z) = a0 + a1z + a2z
2 + · · ·
+
b
z
+
c2
z2
+
c3
z3
+
c4
z4
+ · · · (159)
Then, bubbles are present if and only if a0 6= 0, and triangles are present if and only if b 6= 0.
If only the ci 6= 0, the amplitudes only involve boxes. Indeed it is easy to motivate this
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observation: after all, the double cut of any one box integral contains two propagator factors
and hence scales as 1/z2 at large z, while the double cut of any one triangle integral scales
as 1/z as z →∞. In N = 4 SYM and N = 8 SUGRA, we will see that F2(z) scales as 1/z2s,
giving us another independent argument for the absence of triangles and bubbles.
5.6 Constructing M1−loop From Its Singularities
In our discussion in this section, we assumed the decomposition of the amplitude given by
eqn. (130) as a given, beginning with Feynman diagrams and invoking an integral reduction
procedure. By reversing the logic of this section, we can understand the physical meaning
of this decomposition more transparently. Indeed, suppose we never knew directly about
integral reduction procedures. We would know that amplitudes have discontinuities which
are associated with putting particles on shell, and by counting equations we would know that
at most four particles can go on shell. If we want to make an ansatz for an amplitude that
reproduces this leading singularity, we could take the quadruple cut of the amplitude and
multiply it by an object that has a non-vanishing quadruple cut; the simplest such object is
clearly a scalar box integral. Having reproduced the quadruple cut, we turn to the triple cut.
Our ansatz makes a prediction for the triple cut since the scalar box has a non-vanishing
triple cut; if this agrees with the triple cut of the amplitude we would be done. But as we
have seen, the product of three tree amplitudes in the triple cut can have a pole at infinity
that can not be reproduced with scalar boxes. Thus, if this pole at infinity is non-zero, we
have to correct our ansatz. Since we have already accounted for the quadruple cut, we would
like to correct it with an object that has a non-vanishing triple cut but a vanishing quadruple
cut. Once again, the scalar triangle integral is the most natural object with this property.
We can continue in the same way to see if our ansatz produces the correct answer for the
double cut, and the if product of two amplitudes has a pole at infinity, we have to correct the
ansatz by an object that has a non-vanishing double cut but vanishing triple and quadruple
cuts, which is naturally the scalar bubble integral.
This leaves us with rational terms, which do not have branch cuts and are invisible to
these cutting procedures in four dimensions. Ideally we would proceed in complete analogy
with the previous discussions, i.e. start with a single cut integral, study its phase space
integral and identify a contour integral which receives contributions from poles at finite
locations, corresponding to double cuts, and from a pole at infinity, corresponding to the
rational piece. The procedure in this case is more subtle and interesting, however, because
the “single” cut is not precisely a physical amplitude, and poles at finite locations have to
produce complete phase space integrals of double cuts; furthermore in this discussion the
subtleties of dimensional regularization must be properly dealt with. A related issue worthy
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of investigation is how anomalies are interpreted in this on-shell language; indeed, there are
indications that rational terms can be interpreted as anomalies in some sense. We postpone
the analysis using single-cut integrals, as well as a fuller exposition of the above discussion,
for a future study of general 1-loop amplitudes [53], where the whole machinery can be used
to compute rational terms in theories like QCD (see [31] for a recent discussion along similar
lines).
6 One-loop Amplitudes with Maximal SUSY
It has been known for a long time that N = 4 SYM is special in the sense that any 1-
loop amplitude can be written solely in terms of scalar boxes. This was proven using the
Bern-Kosower rules (string-based method) [52]. It has also been suspected since the work of
Bern et.al. [22] that the same behavior might be true for N = 8 SUGRA. The first explicit
assumption that this be true was made in [23] and very non-trivial evidence was presented in
[21]. Very recently, it was shown how the same string-based method when applied to theories
without color ordering gives rise to cancelations not present in SYM and imply in the case
of N = 8 SUGRA that only scalar boxes are present [34].
In this section we provide a proof of the scalar box expansion property which is identical
for both maximally supersymmetric theories. Since we have seen that the coefficients of
triangles and bubbles are given by the poles at infinity of the products of three and two
amplitudes appearing in triple and double cuts, in order to prove the absence of triangles in
any theory, it is sufficient to prove that the species/helicity sum of the product of three tree
amplitudes F3(z) vanishes as z →∞, while to show the absence of bubbles, it suffices to show
that species/helicity sum of the product of two tree amplitudes F2(z) vanishes at infinity.
This is not a necessary condition–it is in principle possible that the these functions diverge at
infinity with vanishing residue of the pole at infinity; for instance if F (z) = a0+a1z+ · · · , the
pole at infinity is only given by a0. But as we will show shortly it is the stronger statement
which is true for N = 4 SYM and N = 8 SUGRA. The strategy will precisely follow our
analysis of tree amplitudes. We will use SUSY to relate the sum over the supermultiplet of
a product of cut amplitude with some fixed external states, to the same sum with different
external states but only the highest spin states running in the cut loop. Then the excellent
UV behavior of the highest spin amplitudes can be used to prove that F2 and F3 vanish at
infinity, establishing the absence of triangles and bubbles.
We can see very clearly that SUSY is playing only a partial role in this : it allows us to
relate the sum over the supermultiplet appearing in the cuts, to another amplitude with in
general different external states, but with only gluons/gravitons in the loop. It is then the soft
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behavior of these tree amplitudes at infinity, which is already present for non-supersymmetric
pure Yang-Mills and Gravity theories and is related to the enhanced spin-Lorentz symmetry,
that is responsible for the absence of bubbles and triangles. The role of the excellent large
z scaling of tree amplitudes in allowing “non-SUSY” cancelations to take place even in
gravitational theories with no SUSY was observed in [35].
The absence of rational pieces is proven in a different manner. We will in fact prove
that in any theory where scalar triangles and scalar bubbles are absent, rational pieces must
satisfy collinear and multi-particle factorization limits by themselves. In the case of N = 4
SYM and N = 8 SUGRA, where rational pieces can relatively easily be shown to be absence
for n = 4, implies that they are absent for any n.
6.1 Absence of Bubbles
Let us begin with scalar bubble integrals, which are absent if F2(z)→ 0 as z →∞, where
F2(z) =
∫
dNη1d
Nη2
ML({η1, λ1(z), λ¯1}, {η2, λ2, λ¯2(z)}, ηLiL)
× MR({η1, λ1(z),−λ¯1}, {η2, λ2,−λ¯2(z)}, ηRiR) (160)
η 1 λ big
η 2 λ big
Figure 11: A double cut used to understand the contributions of bubbles in N = 4 SYM and N = 8
Supergravity. We use supersymmetry to rotate η1, η2 → 0, so that when we analytically continue
the cut loop momenta the double cut – which is just a product of two tree amplitudes – vanishes
as 1
z2s
as z → ∞. This loop-level reflection of the cancelations that make the BCFW Recursion
Relations possible proves the absence of bubbles in these theories.
We follow our usual strategy, and use the Q SUSY to translate η1,2 to zero; the required
ζ is z-dependent and we can write:
ζ(z) =
λ1(z)η2 − λ2η1
〈1(z)2〉 =
λ1η2 − λ2η1(−z)
〈12〉 (161)
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Note that η1(−z) now only enters through the shift of the other ηi via ηi → ηi + 〈λiζ(z)〉 =
η′i(η1(−z), η2) where
η′i(η1, η2) = ηi +
〈i1〉
〈12〉η2 −
〈i2〉
〈12〉η1 (162)
Note also that since η1(−z) = η1 − zη2, dNη1dNη2 = dNη1(−z)dNη2. Further re-defining
η1(−z)→ η1 in the integral we have
F2(z) =
∫
dNη1d
Nη2
ML({0, λ1(z), λ¯1}, {0, λ2, λ¯2(z)}, η′RiL (η1, η2))
× MR({0, λ1(z),−λ¯1}, {0, λ2,−λ¯2(z)}, η′RiR(η1, η2)) (163)
Now this is a sum over different soft backgrounds of the product of two −− graviton ampli-
tudes, with the only z dependence coming in the BCFW scaling of the two graviton momenta.
But we know that this amplitude dies as 1
zs
, and hence
F2(z)→ 1
z2s
as z →∞ (164)
and therefore there are no scalar bubble integrals at 1-loop. Note that given our claim about
the connection between the powers of z appearing in the Laurent expansion F2(z) at infinity
and the presence of bubbles and triangles in a general theory, the fact that F2(z) vanishes
at least as fast as 1
z2
demonstrates the absence of both triangles and bubbles. The fact that
F2(z) vanishes as
1
z4
in N = 8 implies further non-trivial cancellations at 1-loop that are
absent for N = 4. This is a mirror of the same phenomenon seen for the large z scaling of
tree amplitudes.
6.2 Absence of Triangles
To show the absence of triangles, we have to look at the behavior of the product of three
amplitudes at infinite momentum. It is important to note that even though the momenta
are becoming large, the large z limit is not exactly a BCFW deformation on each of the
amplitudes. In BCF, the momentum goes to infinity by having the λ of one line and the λ¯ of
the other line become large. Now, for each loop momentum, as z → ∞, we can take either
λ or λ¯ to be large. Explicitly, we can write
(σ · l)i(z) =
(
α+i `(z)
¯`(z) α−i
)
=
(
α+i
¯`(z)
)(
1 `(z)/α+i
)
=
(
`(z)
α−i
)(
¯`(z)/α−i 1
)
(165)
where in the first form, as z →∞ and so `→∞, it is λ¯ that is becoming large, while in the
second form, it is λ becoming large. It is possible to take e.g. λ¯3, λ¯1 large and λ2 large.
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η 1 λ big λ big
η 2 λ big
η 3
Figure 12: This is the structure of the triple cut in N = 4 SYM and N = 8 Supergravity. We use
supersymmetry to send η1, η¯2, η3 → 0, so that we the particles propagating in the loop are gluons
or gravitons. Then we analytically continue the loop momentum in the way indicated in the figure
to show that this product of three tree amplitudes vanishes as 1zs as z →∞, proving the absence of
triangles in these theories.
This makes the large momentum scaling of the tree amplitudes involving the external
states {1} and {2} correspond to a BCF deformation, and using the by now familiar SUSY
methods we will see that these do vanish very rapidly as z → ∞. However, the amplitude
involving {3} has two large momenta l1, l3, where λ¯1, λ¯3 are becoming large, which is not a
familiar BCF deformation, so we must understand how to characterize this. It is natural to
label the l3, l1 lines by η1, η3 and the l2 line by η¯2. Then there are no triangles if F3(z)→∞,
where
F3(z) =
∫
dNη1d
Nη3d
N η¯2
M3
(
{η3, λ3(z), λ¯3(z)}, {η1, λ1(z), λ¯1(z)}, η{3}i{3}
)
× M1
(
{η3, λ3(z),−λ¯3(z)}, {η¯2, λ2(z),−λ¯2(z)}, η{1}i{1}
)
× M2
(
{η¯2, λ2(z),−λ¯2(z)}, {η1, λ1(z),−λ¯1(z)}, η¯{2}i{2}
)
(166)
Let us first get some intuition for the problem by considering the simple case where the set
{3} has a single particle. Then the momentum P3 ≡ p is null; in our parametrizaton we can
choose E− = 0, so that
λ3,1(z) =
(
1
0
)
, λ¯1(z) =
( −1
z
)
, λ¯3(z) =
( −(1 + E+)
z
)
(167)
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Then, the three-point amplitude at the {3} vertex is
M3
({η3, λ3(z), λ¯3(z)}, {η1, λ1(z), λ¯1(z)}, ηp) = 1
(E+z)3s
δN (z(η1 + η3)) δ
N ((E+(η1 + ηp))
= (E+z)
sδ(η1 + η3)δ(η1 + ηp) (168)
which does grow as zs. We can use the delta functions to perform the integrals over η1,3.
We can also do a z independent Q¯ SUSY transformation to set η¯2 → 0. Then, the other
two amplitudes M1,2 are (+s anything) amplitudes, which each vanish as
1
zs
. Therefore, we
conclude in this case that
F3(z)→ 1
zs
(169)
In fact this result holds for the general case where P3 is not necessarily null. As usual,
we can use the Q SUSY to translate η1,3 → 0, with a z dependent ζ
ζ(z) =
λ1(z)η3 − λ3(z)η1
〈1(z)3(z)〉 =
λ1η3(z)− λ3η1(z)
〈13〉 (170)
In doing the integral over η1,3, we will change variables to η1,3(z); it is easy to compute the
Jacobian
dNη1d
Nη3 =
( 〈13〉
〈1(z)3(z)〉
)N
dNη1(z)d
Nη3(z)→ z4sdNη1(z)dNη3(z) (171)
where to get the first form we used the Schouten identity to simplify the Jacobian, and for
the large z scaling we use the fact that 〈1(z)3(z)〉 → 1
z
for large z.
Having shifted η1,3 → 0, the amplitude at the {3} vertex has two −s helicity particles,
and we have to determine its large z scaling. As we reviewed in the introduction, the large
momentum behavior of the amplitude is determined by the spin Lorentz invariance. We
choose q to be the O(z) piece of λ1,3λ¯1,3(z), ie q = (0, 1, i, 0). Using spin lorentz invariance,
we derive the ansatz
Mabs=1 =
(
czηab + Aab + qaKb +Kaqb +
Bab
z
+ · · ·
)
(172)
for a pair of helicity ±1 particles in N = 4 SYM. We then contract this ansatz with the
appropriate polarization vectors. Because the large z scaling of the gravity amplitude is the
square of the large z scaling of the gauge amplitude, it suffices to look at the large z scaling
of the gauge amplitude. The explicit polarization vectors are
a1 =
µ˜σaλ1[
λ¯1(z)µ˜
] = 1
z
(1, 0, 0, 1) (173)
b3 =
µ˜σbλ3[
λ¯3(z)µ˜
] = 1
z
(1, 0, 0, 1) (174)
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where we have chosen µ˜ = (1 0). When we contract these polarization vectors with zηab, the
anti-symmetric matrix Aab, and the qaKb + Kaqb term, the result vanishes, so we are left
with only the B
ab
z
term from the ansatz. Thus this amplitude scales as 1
z3s
. We can then
translate η¯2 → 0 to conclude that each of the other two amplitudes scale as 1zs . We then find
that in total
F3(z)→ z4s × 1
z3s
× 1
zs
× 1
zs
→ 1
zs
(175)
This completes the proof of the absence of triangles.
6.3 Absence of Rational Terms
Having proven thatN = 8 SUGRA 1-loop amplitudes do not contain scalar triangles or scalar
bubbles, the only missing ingredient is to prove the absence of rational pieces. As mentioned
at the end of our general discussion of 1-loop amplitudes, we should most naturally proceed by
studying the phase space integral associated with a “single cut” and identify a contour integral
which receives contributions from poles at finite locations, corresponding to double cuts, and
from a pole at infinity, corresponding to the rational piece. This procedure has subtleties that
we postpone to a future discussion [53]. In this section we instead present a very different
sort of argument, of a sort which is not usually encountered in the physics literature, which
not only has the advantage of being very compact, but highlights a remarkable mathematical
difference between rational terms and boxes, that certainly deserves further exploration. The
argument is based on the number theoretic properties of the scalar box functions and rational
terms when the kinematical invariants are taken to be algebraic numbers 4: rational terms
become algebraic while box functions are transcendental 5. The assertion that rational terms
give rise to algebraic numbers when kinematical invariants are algebraic is not obvious and
requires a proof which we give in appendix E.
The strategy is to use the fact that the behavior of boxes and rational terms at algebraic
kinematical points gives a sharp separation among them. This separation persists even
when special kinematical points corresponding to collinear or multiparticle singularities are
approached following a sequence of algebraic numbers. This is clear for the rational terms
but it is a nontrivial condition for the box functions which we prove in appendix E.
4We remind the reader that an algebraic number is a complex number that is a root of a polynomial with
rational (equivalently integer) coefficients. A transcendental number is a number that is not algebraic. The
sum, difference, product and ratio of algebraic numbers yield other algebraic numbers, and so they form a
field denoted by Q¯.
5The latter is based on the mathematical expectation that dilogarithms of algebraic numbers are tran-
scendental [60]. We could relax this and simply take the kinematical invariants to be in Q (rational) which
would imply that rational terms and boxes becomes rational and irrational respectively. This follows from
the results of Chudnovsky [59] and Li2 identities.
60
Actually, more needs to be said. Since the algebraic numbers form a field while transcen-
dental numbers do not, we also need the fact that linear combinations of dilogarithms, log2’s
and pi2’s with algebraic coefficients cannot give rise to (non-zero) algebraic numbers. This is
the number theoretic version of the fact proven in section 6 of the first reference in [17] where
it was shown that no linear combination of scalar box integrals with rational functions of the
kinematical invariants as coefficients can give rise to a rational function. The reason this is
not enough in our case is that in the singular limits numerical terms like st×pi2 are produced
and these are rational functions of the kinematical invariants. We therefore need a sharp
separation that continues to hold in all the singular limits of interest. The transcendentality
argument is such a separation as shown in appendix E.2.
Knowing that boxes and rational terms do not mix even when expanded around one of
the physical singularities we proceed to study the known singular behaviors in gravity in
collinear and multi-particle factorization channels [22].
The structure of the soft (also given in [22]) and collinear limits give additional evidence
for the extra simplicity of gravity compared to gauge theory: remarkably, the soft factors and
collinear splitting functions are not renormalized beyond tree level, as a direct consequence
of the dimensionful coupling constant in gravity! This is not true for Yang-Mills theories,
and so while our argument for the absence of triangles and bubbles worked for both N = 4
SYM and N = 8 SUGRA, the argument we give below for the absence of rational terms will
be restricted to N = 8 SUGRA.
We write the soft limit explicitly, although it is not used in the argument, only to illustrate
the point about the extra simplicity in gravity,
Mn(. . . , a, s
±, b, . . .)
ps→0−→ S(s±)×Mn−1(. . . , a, b, . . .) (176)
The collinear limit, pa → zP and pb → (1− z)P , is
Mn(. . . , a
ha, bhb , . . .)
a||b−→
∑
h
Split−h
(
z, aha , bhb
)×Mn−1(. . . , P h, . . .). (177)
These equations are true order by order in perturbation theory. In our argument only the
tree-level and 1-loop cases will be relevant. The universal soft function S(s±) is Weinberg’s
soft factor reviewed in section 4.2 while the split function Split−h is a simple rational function
of z, [ab] and 〈ab〉 with rational coefficients (in Q) given in eq. 5.4 of [22].
The multi-particle singular limit, P 2 = (pi + . . .+ pj)
2 → 0, is more complicated [13, 21]
and it is schematically given as follows
M1-loopn
P 2→0−→ M1-loopL
1
P 2
M treeR +M
tree
L
1
P 2
M1-loopR +M
tree
L
1
P 2
M treeR ×F (178)
where F is a helicity independent factorization function which depends in the so-called dis-
continuity functions d1 and d2 introduced in [56]. Now it is clear that on the right hand
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side of all the limits, the separation we mentioned of the boxes and rational terms is pre-
served provided z is algebraic (which is part of the original assumption) and provided the
discontinuity functions d1 and d2 do not mix terms. In appendix E.2 we show that d1 and
d2 produce, to order 
0, only transcendental numbers of the form Li2 and log
2 of algebraic
numbers! This means that rational terms do not participate in the third term of (178). If
there had been scalar bubbles this would not have been the case as a different discontinuity
function appears which can mix with the rational terms.
Given that in the collinear and multi-particle factorization limits the separation between
rational terms and boxes holds on both sides of the equations it must be the case that boxes
and rational terms satisfy the limit independently! In other words, if we write a general
1-loop amplitude as
M1-loopn =
∑
i
C i4I
i
4 +Rn (179)
where Rn are the rational terms, then in the collinear limit
Rn(. . . , aha , bhb, . . .) a||b−→
∑
h
Split−h
(
z, aha , bhb
)×Rn−1(. . . , P h, . . .) (180)
and in the multi-particle factorization limit one has
Rn P
2→0−→ RL 1
P 2
M treeR +M
tree
L
1
P 2
RR. (181)
Now we are ready to prove that Rn = 0 for all n. Consider the function
Hn =
Rn
M treen
. (182)
We now proceed by induction by assuming that all rational terms Rm with m < n are zero.
Note that it has been known for a long time that for n = 4 there are not rational terms [55]
(more recently the same result has been found for n = 5 in [22] and n = 6 in [21]).
Using that M treen is singular in the collinear and multi-particle factorization limits, we
can quickly see from (180) and (181) that Hn vanishes in all the limits. Obviously, Hn is
a rational function of the kinematical invariants 〈i j〉 and [i j] which is annihilated by the
helicity operator
λi
∂
∂λi
− λ˜i ∂
∂λ˜i
(183)
for all i.
The absence of singularities (including collinear limits where 〈i j〉 and [i j] can be taken
to zero independently in order to be sensitive to phase singularities) implies that Hn can only
be a polynomial in 〈i j〉 and [i j]. Dimensional analysis reveals that such a polynomial must
have degree two in the variables (〈i, j〉, [i, j]). The requirement that it be annihilated by the
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helicity operator implies that the only possible combinations are 〈i, j〉[i, j] = sij . Therefore
we have reduced the possibilities to
Hn =
∑
i<j
Aijsij (184)
where Aij are numerical coefficients. Taking collinear limits one can show that the only
combination which vanishes in all limits is Aij = 0.
In making this argument, it was important to have already proven the absence of triangles
and bubbles. This is because e.g. one can show that the three-mass triangle functions do
produce algebraic (and in fact rational) numbers in the singular limits under consideration,
and thus could in principle mix with rational terms. Also, since the argument is inductive,
it is important that the rational pieces vanish for n = 4. These conditions are violated
for other gravitational theories including pure gravity, so our argument for the absence of
rational terms only works for N = 8 SUGRA.
This concludes the proof of the “no-triangle” hypothesis, in other words, that all 1-loop
amplitudes in N = 8 SUGRA can be expanded (up to order O()) in terms of scalar boxes
defined in D = 4 − 2 with coefficients which are  independent and which are rational
functions of the kinematical invariants.
6.4 Explicit Solution for One Loop Amplitudes
We have shown that 1-loop amplitudes in theories with maximal supersymmetry only receive
contributions from box integrals. Thus it is possible to write down the explicit formula
M1-loopn ({ηi, λi, λ˜i}) =
∑
Lt,Rt,Lb,Rb
CLt,RtLb,Rb
({η1, λ1, λ¯1}, . . . , {ηn, λn, λ¯n}) I(PLt, PRt , PLb, PRb)(185)
for 1-loop amplitudes in these theories, where the coefficients CLt,RtLb,Rb are rational functions
of the external momenta labeled by the sets of momenta that form the corners of the box,
and the I’s are standard box integrals given in Appendix C. The sum runs over all partitions
of the external states into the four possible corners of the box. The C’s can be written as
products of four tree amplitudes
CLt,RtLb,Rb
({η1, λ1, λ¯1}, . . . , {ηn, λn, λ¯n}) = (186)∑
`∗
∫
Πid
NηiMLt(`
∗
1,−`∗2; η1, η2)MRt(`∗2,−`∗3; η2, η3)MRb(`∗3;−`∗4, η3, η4)MLb(`∗4,−`∗1; η4, η1)
where the `∗i are the complex on-shell loop momenta from the quadruple cut and the sum
refers to the (in general) two solutions for the frozen momenta.
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Lt Rt
Lb Rb
Figure 13: One-loop amplitudes in theories with maximal supersymmetry can be represented
entirely in terms of box integrals. Here we show a quadruple-cut box integral, emphasizing the
fact that in these theories, one-loop amplitudes are completely determined by tree amplitudes. As
discussed in the text, we also find further relations among the coefficients of these box integrals in
N = 8 SUGRA.
Furthermore, we now know that all tree amplitudes in N = 4 SYM and N = 8 SUGRA
can be computed using recursion relations, reducing all the way down to the three-point
amplitudes which are fixed by SUSY and Poincare invariance! We have therefore arrived
at a systematic, algebraic procedure for determining all 1-loop amplitudes in maximally
supersymmetric theories. This is a striking concrete illustration of the great simplicity in
these theories; no such expression is available for all 1-loop amplitudes in any other theory
we are aware of.
These formulas hold for both N = 4 SYM and N = 8 SUGRA, but in the N = 8
theory there are further relations between the 1-loop box coefficients. As we have seen a
number of times, one difference is that some color-orderings in Yang-Mills are different than
others, obstructing the nicer behavior that is seen in gravity amplitudes. For instance, the
well-known IR behavior of gravitational amplitudes
M1-loopIR = −
1
2
∑
i,j
(−sij)1−M tree. (187)
leads to relations among the box coefficients once we match the IR divergences on both sides.
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Unlike in Yang-Mills, the leading 1/2 term cancels since
∑
i,j sij = 0; this simple fact already
yields a relation between box coefficients that can arise due to the lack of color-ordering for
N = 8, which does not exist in N = 4. But there are many more such relations. For instance,
as alluded to in our discussion of the supersymmetric generalization of the BCFW recursion
relations, for N = 4 SYM, the PT symmetric form of the recursion relations are a direct
consequence of the IR relations. But in N = 8 SUGRA, we have found through explicit
analysis of the case with five external particles that the IR equations are independent of the
recursion relations, meaning that the box coefficients of the SUGRA theory are far more
constrained.
Some of these extra relations follow from the fact that in N = 8 theory, when we BCFW
deform a tree-level amplitude to M(z), we have M(z) ∝ 1
z2
as z → ∞, rather than the 1
z
scaling expected in N = 4 SYM when the BCF deformed legs are adjacent in color. This
implies further relations between tree amplitudes given in eqn. (15) that we reproduce here:
0 =
∑
L
∫
d8ηML({p1(zP ), η1(zP )}, {−P (zP ), η}, L) zP
P 2
MR({p2(zP ), η2}, {P (zP ), η}, R)
(188)
which allows us to derive a relation among tree amplitudes from every tree amplitude in
the theory. Since we have determined the 1-loop amplitudes explicitly in terms of the tree
amplitudes, these equations imply many non-trivial relations among box coefficients.
For instance, if we take the triple cut of a 1-loop amplitude, we get the product of three
tree amplitudes that we will suggestively represent by
Mt({η1, `1}, {η2, `2}), MLb({η2,−`2}, {η3, `3}), and MRb({η3,−`3}, {η1,−`1}).
If we consider the BCFW decomposition ofMt as we analytically continue the loop momenta
as `1(z) = `1 + zq, `2(z) = `2 − zq, then the relation above becomes
0 =
∑
Lt
∫
d8ηMLt({`1(zP ), η(zP )}, ...)
zP
P 2
MRt({`2(zP ), η2}, ...) (189)
where we have separated the external momenta in Mt into sets Lt and Rt. Unfortunately, for
general external momenta, an arbitrary BCFW deformation will not keep all of the `i on-shell
– it would lead to `1(zP ) and `2(zP ) that force `
2
3 6= 0. However, as we saw in section 5.4
when we analyzed the triple cut in detail, it is possible to deform the momenta `i in such a
way that `i → zq+O(1) as z →∞. We must choose the BCFW q so that q ·PLb = q ·PRb = 0
in order to keep the `i on-shell in this limit, and this uniquely determines q and therefore the
values of zP .
Thus if we take the above relation with this choice of q, multiply by MLb and MRb , and
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set the propagator 1
P 2
on-shell to get a quadruple cut, then we obtain the equation
0 =
∑
Lt,Rt
∫
d8η
CLt,RtLb,Rb
({η1, λ1, λ¯1}, . . . , {ηn, λn, λ¯n})
q · PLt
(190)
where Lb and Rb are held fixed. The 1-loop four-point amplitude provides a very simple
example – in that case we find
0 =
C1,23,4
q · p1 +
C2,13,4
q · p2 (191)
Since we must have q · p3 = q · p4 = 0, q · p1 = −q · p2 and so this relation is a very simple one
C1,23,4 = C
2,1
3,4 (192)
Despite first impressions this is a non-trivial fact! The only symmetry properties of the
Box integrals correspond to the rigid motions of the square, and do not include a (12) flip.
The new relation (192) implies that the coefficients do have such a symmetry and hence are
invariant under the full permutation group of four elements. An explicit evaluation reveals
that this is indeed the case since
C1,23,4 = stuM
tree
4 (193)
which is invariant under the permutation group given the absence of any color ordering in
M tree4 . For higher-point amplitudes there are many more non-trivial relations. We leave a
systematic exploration of their structure to future work [53].
Another question to explore is the nature of the E7(7) invariance of the theory at loop
level. This should be straightforward at one loop, given that we have determined the box
coefficients in terms of tree amplitudes, and that we know the behavior of the single- and
double- soft scalar emission for trees. We very naturally expect that the amplitude for single
soft emission continues to vanish and the amplitude for double soft emission has the same
form as eqn.(25). These results are almost obvious. Consider single scalar emission; the
cofficient of any box is M1M2M3M4, and the M for whichever corner contains the scalar
vanishes in the soft limit. For generic boxes, the box integral itself will be regular in the
soft limit, so these contributions vanish. One then only has to investigate the special case
where the soft scalar is alone in one corner of a box, where singularities in the box integral
can occur in the soft limit. Similarly, for generic boxes the double scalar emission is easily
seen to be of precisely the form eqn.(25), leaving only boxes whose associated integrals can
possibly become singular in the double soft limit. We will return to this issue in [53].
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7 Leading Singularity Conjecture for N = 8 SUGRA
The discussion in this section is mainly speculative and the purpose is to motivate further
research in this direction since its consequences might be far-reaching. As mentioned in the
introduction to the BCFW construction in section 1.1, one of its most surprising aspects
is that tree-level scattering amplitudes can be completely constructed by using only a very
small subset of the poles from non-vanishing factorization channels. As we discussed in detail
this is always true in N = 4 SYM and in N = 8 SUGRA.
One might wonder if this simplicity continues at loop level. At higher orders in pertur-
bation theory, scattering amplitudes develop, in addition to poles, branch cuts. At L-loop
order we expect functions at least as complicated as polylogarithms of (L + 1)th order, i.e.
LiL+1(z) and log
L+1(z). Here we have written the polylog as a function of a single complex
variable but in an actual amplitude the argument is a rational function of various kinematical
invariants. These functions possess branch cuts with discontinuities which are given in terms
of lower polylogs. This means that the discontinuities are not single valued functions and
have branch cuts themselves. The structure of multiple branch cuts in the multi complex di-
mensional space of kinematical invariants makes the problem of determining the amplitudes
quite formidable.
In the 60’s, detailed studies of the singularity structure of Feynman integrals were carried
out [6]. Each Feynman integral by itself provides a good laboratory for understanding the
intricate structure of branch cuts of multi-loop amplitudes. The location of branch cuts and
the corresponding discontinuities are nicely encoded in the Landau equations. Discontinu-
ities across the branch cuts were shown to be computable in terms of the original Feynman
integral by cutting propagators in the sense defined in the section 5. In other words, each
cut integral can be interpreted as the discontinuity across a given singularity. Using this
connection it is clear that a discontinuity computed by cutting two propagators will possess
higher codimension branch cuts if there are more propagators left uncut in the integral. Cut-
ting more propagators gives the corresponding discontinuities. This process cannot continue
indefinitely as it is bounded by the dimension of spacetime and the number of propagators in
the integral under consideration6. The end point of this process computed the discontinuity
across what was called the Leading Singularity of the corresponding integral.
Our interest in this section is the study of singularities of amplitudes, not individual
Feynman diagrams. Therefore, we make the following definition: the Leading Singularity
of an amplitude at a given loop level is the highest codimension singularity allowed by the
spacetime dimension. Here and in the following we will abuse terminology and refer to both
6One can go even further than the dimension of spacetime by imposing polynomial relations among the
external momenta (these discontinuities are related to poles not to branch cuts).
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the singularity and its discontinuity as “the leading singularity”.
At 1-loop in four dimensions the leading singularity corresponds to cutting four propaga-
tors (a quadruple cut). Clearly, in a general QFT the knowledge of the leading singularity
is necessary but not sufficient to fix a 1-loop amplitude. One might naively think that it is
impossible to determine a full amplitude by only computing such a restrictive set of singu-
larities. Note that the same naive expectation could have been stated at tree level! In fact,
much more is true. We already have two theories for which this surprising property holds,
i.e. 1-loop amplitudes in N = 4 SYM and in N = 8 SUGRA are determined entirely by
their leading singularities.
Let us amplify this point. In section 4 we gave the basic steps to determine to which
degree a general QFT is determined by its leading singularities. An amplitude is determined
by its leading singularities if all its subleading singularities are. Recall that a triple cut can
be computed in terms of quadruple cuts if and only if there is no contribution at infinity. If
there is a contribution at infinity them more information is needed. If the contribution at
infinity vanishes then one goes to the double cut and repeats the analysis. Absence of all
contributions at infinity is the statement that any 1-loop amplitude can be expressed as a
linear combination of only scalar boxes. Since each scalar box possesses a particular leading
singularity not shared by the others it follows that the amplitude can be determined only by
computing quadruple cuts.
At higher loops, one would naively think that if the number of external particles is not
large enough the leading singularity will always vanish. For example, a four-point two-loop
amplitude does not have eight propagators to cut. However, as shown in [61] there are hidden
singularities which always account for the missing propagators. Another problem might be
that since the structure at higher loops is more complicated (e.g. no simple basis is known)
then the leading singularity might not be enough to fix it. This is actually the case for
the leading singularity as defined in the 60’s [6] and used 7 in [51, 62], i.e. by replacing
propagators 1/P 2 by δ+(P 2). Recently [63], it was shown that one can roughly double the
amount of information (per loop) if one considers isolated “complex leading singularities”.
This has been shown to provide enough information to determine two-loop five-point, two-
loop six-point and three-loop five-point MHV amplitudes in N = 4 SYM [63, 64, 65].
The natural question is whether all amplitudes in N = 4 SYM and in N = 8 SUGRA are
determined by their leading singularities. There is a long way to go to answer this question.
At the moment the way the complex leading singularities have been used is manifestly four
7In [57], Bern et.al. have developed a systematic and efficient technique where lower codimension singu-
larities are also used in order to get sufficient information to determine the amplitudes. This is called the
“maximal cut method”, and has been used to determined the four-particle five-loop integrand in N = 4
SYM.
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dimensional and has no information about the way the theory has been regulated. It is
clear that in order to discuss issues such as the UV behavior of a theory it is important to
have a consistent regularization procedure in place. Therefore one has to extend the leading
singularity technique to, e.g., D = 4− 2 in the FDH scheme.
These problems are very interesting but beyond the scope of our discussion here. Let us
simply assume that all generalizations are indeed possible and furthermore that at every given
loop order all scattering amplitudes in N = 4 SYM and in N = 8 SUGRA are determined in
terms of the leading singularities. Let us explore some consequences of this assertion in order
to motivate further study. In a general non-asymptotically free field theory, renormalizble or
not, the presence of UV divergences in perturbation theory means that the classical theory
is only an effective description at low energies and that higher derivative terms appear in
the low-energy theory, reflecting the nature of the underlying UV completion. As mentioned
in section 2.3 the two-loop divergence in pure gravity implies the presence of a counterterm
that changes the structure of perturbation theory by introducing three-particle vertices which
were not present in the two-derivative lagrangian. A consequence of this is that at higher
orders in perturbation theory, scattering amplitudes cannot possibly be determined by only
the information of the original lagrangian since the new vertices generated at two loops need
to be included.
Thus these UV divergences make it impossible to determine the perturbative expansion of
the S-matrix of a theory in terms of the original lagrangian. On the other hand, if the full S-
matrix of a theory is completely determined by its leading singularities, which are themselves
computed only in terms of the tree-level S-matrix, then UV divergences cannot be present
and the theory must be finite. Therefore, it is tempting to make the statement that the well-
known UV finiteness of N = 4 SYM as well as the hypothetical finiteness of N = 8 SUGRA
both follow from their corresponding S-matrices being determined in terms of their leading
singularities. Note that this “leading singularity conjecture” is much stronger than finiteness;
for instance, one can easily imagine theories which are finite (such as non-supersymmetric
Banks-Zacks CFT’s [66]) which, already at 1-loop, have triangles and bubbles and rational
pieces in their amplitudes. However, since every amplitude must have a leading singularity,
the nicest possible analytic structure is for all the subleading singularities to be determined
by it. If N = 4 SYM and N = 8 SUGRA are indeed the simplest QFT’s, they are the best
candidates to have this amazing property. Of course, this means that if UV divergences are
eventually found in the increasingly heroic explicit higher-loop calculations of N = 8 SUGRA
amplitudes, the much stronger leading singularity conjecture is manifestly false!
It goes without saying that the perturbative finiteness of N = 8 SUGRA is by itself not
particularly important for physics. Apart from the well-known phenomenological difficulties
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with using this theory to describe the real world, there are fundamental reasons to believe
that the real difficulties with quantum gravity have little to do with the technical issue
of non-renormalizable divergences in Feynman graphs; rather, they have to do with the
breakdown of local field theory, most obviously at short distances, but also macroscopically in
certain situations. Indeed, even if the theory has no perturbative divergences, the expansion
parameter of perturbation theory is (E/MP l), which is large at super-Planckian energies and
so the finiteness of the perturbation theory is useless; related to this, since the expansion
is asymptotic, the un-determinable e−(MPl/E)
p
corrections to the amplitudes are also large.
Furthermore, as has been pointed out by many authors, the continuous E7(7) symmetry of
the theory must be broken to a discrete subgroup to reflect Dirac quantization of electrically
and magnetically charged black hole solutions. This dovetails nicely with the observation
that it is impossible to decouple wrapped brane states from the spectrum in attempting to
arrive at N = 8 from compactifications of M-theory [67]. Finally, everything we have learned
about the holographic properties of quantum gravity, from the qualitative lessons of black
hole complementarity [69] to the sharp lessons of the AdS/CFT correspondence [18] tells
us that because of non-perturbative gravitational effects, quantum gravity can not be an
ordinary quantum field theory.
The real interest in the possible finiteness of N = 8 SUGRA is that it is telling us about
unsuspected structures in the theory, perhaps a new sort of dual formulation. We end with
further speculations along these lines.
8 Towards the Holographic Theory of Flat Space
Why does the conventional formulation of field theory shroud the remarkable structures in
gauge and gravity amplitudes? Why does it mislead us into thinking that the theories with
the simplest amplitudes are most complicated and vice-versa? The culprit is locality. The
conventional formulation of field theory, based on a local Lagrangian, makes locality manifest.
Already even for scalar field theories, this involves a degree of redundancy – field refinitions
can change the Lagrangian while leaving scattering amplitudes invariant. But for describing
particles of higher spin, holding onto manifest locality forces the introduction of increas-
ingly tortured amounts of redundancy, from gauge invariance for spin 1 to diffeomorphism
invariance for spin 2. This leads directly to the enormous complexity of perturbation theory.
Perhaps the most complicated theories from this point of view are N = 4 SYM for spin 1
and N = 8 SUGRA for spin 2; the difficulty in formulating an off-shell superspace makes the
extra SUSY a hindrance rather than an aid in explicit computations. The fact that maxi-
mally supersymmetric theories seem to nonetheless have the simplest scattering amplitudes
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strongly suggests the existence of a “weak-weak” dual formulation of QFT, which will not be
obviously local, but will make manifest other properties, such as the simplicity of amplitudes.
It stands to reason that the simplest versions of such a theory should describe N = 4 SYM
and N = 8 SUGRA.
One of the things such a theory should clarify is an a priori understanding of what the
analytic structure of scattering amplitudes should be. This is a major missing piece in the
“bottom-up” approach to uncovering the properties of amplitudes that have been pursued so
far. The analytic structure is very easy to guess at tree-level, but already at 1-loop the rules
are not clear. In the usual view, the analytic structure of the amplitudes reflects causality
and unitarity in some way. However, given that the structure of the amplitudes are most
naturally given without any past-future distinction and for complex momenta, it seems likely
that, from the dual point of view, causality and unitarity will be derived consequences of
more fundamental rules, when specialized to in- an out- going real momenta with positive
energies.
Apart from the clear patterns in the structure of scattering amplitudes calling out for
an explanation, there is a perhaps deeper reason for suspecting that a dual formulation of
field theory exists. While Lorentz invariance is very likely an exact property of Nature, non-
perturbative gravitational effects make it impossible to define local observables sharply, and
therefore locality can not be an exact property including gravity [71]. The usual reaction to
this fact is to formulate a holographic theory living on the boundary of space-time, where
precise observables can be defined. The most successful formulation of quantum gravity we
have – the AdS/CFT correspondence – certainly has this character. But it has not yet given
us a way of understanding approximately local observables in the bulk, for instance, the fate
of an observer falling into a black hole. Perhaps the fact that there are no sharp observables
associated with such observers tells us that we shouldn’t ask such questions, however, the
situation becomes more dire in cosmology, where we clearly don’t live at the boundary of
space-time and are much more analogous to observers falling through a black hole horizon.
Since the “local” geometry in any space-time is flat space, an understanding of approximately
local observables is intimately tied up with understanding quantum gravity in flat space.
One might think that we already have an approximately local description of gravitational
physics – the long-distance effective theory of GR coupled to matter! However we know
that this description can be drastically misleading. For instance the long-distance theory
unambigously and incorrectly predicts information loss or remnants in the process of black
hole formation and evaporation; in an eternally inflating spacetime, the infinite volumes of
spatial slices are described with infinitely large Hilbert spaces that seem clearly unphysical.
What we are after is another way of describing approximately local observables that is also
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applicable to these situations.
There is a perhaps useful analogy to made here, between our attempts to jettison local-
ity to describe gravitational physics, and the jettisoning of causality in the transition from
classical to quantum mechanics. The usual formulation of classical mechanics in terms of
Newton’s laws or the equivalent differential equations in phase space, are manifestly deter-
ministic. One can formulate a rough guide to where quantum effects might be important,
invoking a fuzziness in phase space set by ~; but this is a very approximate notion missing
fundamental aspects of quantum kinematics; the idea of a wavefunction, interference and
entanglement. This formulation of classical mechanics does not allow a deformation with a
small parameter ~ to quantum mechanics. On the other hand, the least action principle is a
reformulation of classical mechanics in a way that is not manifestly deterministic. This makes
it a much more convenient jumping off point to quantum mechanics via the path integral.
In the analogy, our usual (local) approximation of the correct underlying gravitational
theory by effective field theory breaking down in the UV at the Planck scale is like the crude
approximation to quantum mechanics afforded by Newton’s laws with a fuzzy phase space.
What we are looking for is a reformulation of QFT that is not manifestly local, just as the
least action principle formulation of classical mechanics is not manifestly deterministic. Much
like the least action principle made other properties of classical mechanics manifest (such as
conservation laws), so the desired reformulation of QFT should make the counter-intuitive
simplicity of scattering amplitudes manifest. And much like the least action principle could
be naturally “deformed” to quantum mechanics, thereby destroying determinism, so the hope
is that this reformulation of QFT can be more naturally deformed to a theory incorporating
the non-perturbative gravitational effects that destroy locality.
It is very plausible that the theory we are after should be thought of as the holographic
theory of flat space. This is vacuously true in the sense that it should compute the S-
matrix, which is the only boundary data available in flat space, but there is a more specific
sense in which thinking in this way could be useful. The best attempt we currently have
at a dual formulation of QFT is the twistor string theory for N = 4 SYM [38]. It is
notable that the twistor variables are associated with light-like lines in Minkowski space
and are therefore holographic co-ordinates for its null boundary–indeed, Penrose’s orignial
motivations for introducing twistor variables [72] were essentially holographic.
Over the past decade, we have learned a huge number of fascinating things about quan-
tum field theories in general and N = 4 SYM in particular, stimulated by the AdS/CFT
correspondence [18]. It seems very hard to imagine that any theory could be nicer than
N = 4 SYM in the planar limit, given its amazing properties, from integrability determining
the spectrum of operator dimensions [70] to the growing understanding of dual conformal
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invariance in scattering amplitudes [19, 20]. But in this paper, we have suggested that N = 8
SUGRA has the simplest S-matrix of any theory. There are hints at tree-level and 1-loop
for extra simplicity in N = 8 compared to N = 4–the gravitational amplitudes die as 1
z2
rather than 1
z
at infinity under BCFW deformation, and thereby satisfy further relations that
are absent in N = 4. This tree-level fact extends to 1-loop level, since both theories only
have scalar box integrals and their coefficients are determined by the tree-amplitudes, so the
1-loop amplitudes in N = 8 also satisfy further relations that are absent for N = 4. There is
the observation that the massless S− matrix is defined in all the N = 8 vacua, transforming
non-trivially under an E7(7) symmetry, while the massless S-matrix is only defined at the
origin of moduli space for N = 4 SYM. Perhaps this compensates in simplicity for the fact
that N = 4 is superconformal and the planar limit appears to enjoy a dual superconformal
invariance!
There is a final moral reason why N = 8 should have the simplest scattering amplitudes.
As a non-gravitational theory, N = 4 SYM has a wealth of physical off-shell information
in addition to the S-matrix. However as a gravitational theory, N = 8 SUGRA has the S-
matrix as its only observable, and most deserves the nicest S-matrix! On a less jocular note
along these lines, the twistor string theory fails beyond tree-level, since it includes conformal
supergravity that can’t be decoupled at loop level 8.This could be a hint that any such dual
theory is gravitational, which would be very natural for the reason just mentioned, that it is
gravity that renders the S-matrix the only observable in flat space. Clearly a new physical
idea is needed to find a sensible version of such a theory for N = 8 SUGRA.
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8More recent twistor-space theories purporting to describe YM theories have been constructed [73] but
their status at loop level is not yet clear
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A One Loop IR Divergences and BCF Recursion Re-
lations
We closed section 3 by commenting on the relation between a manifestly PT invariant,
supersymmetric form of BCF recursion relations and the IR singular structure of 1-loop
amplitudes in N = 4 SYM and in N = 8 SUGRA. In this appendix we explain and derive the
claims made as well as discuss further issues related to the extra relations among coefficients
which appear in N = 8 SUGRA and are not present in N = 4 SYM.
As discussed in section 3, the IR divergent part of any 1-loop amplitude in N = 4 SYM
has the form
M1-loopIR = −
1
2
n∑
i=1
(−si,i+1)−M tree. (194)
At 1-loop, N = 4 super Yang-Mills amplitudes can be conveniently represented in terms of
scalar box integrals whose definition is not relevant for the present discussion. The coeffi-
cients of the box integrals are determined in terms of products of tree amplitudes using the
quadruple cut technique. Scalar box integrals contain IR singularities and one can show that
by combining the different constraints from the known IR behavior (210) the following must
hold
M treen = (195)
1
2
n+i−2∑
j=i+2
∑
S,h
M1(`2, i+ 2, . . . , j, `3)M2(`3, j + 1, . . . , i− 1, `4)M3(`4, i, `1)M4(`1, i+ 1, `2)
(ki + ki+1)2(ki+1 + ki+2 + . . .+ kj)2
for arbitrary but fixed i ∈ {1, . . . , n} and where the sum over h means a sum over all states
in the N = 4 supermultiplet for each internal line and the sum over S is over the solutions
to the equations `2i = 0 with
`1 := `, `2 := `− ki+1, `3 := `+ ki+1 + ki+2 . . .+ kj, `4 := `+ ki. (196)
There are two solutions to these equations. These are
` = zλiλ˜i+1, ` = zλi+1λ˜i (197)
with z determined from the condition `23 = 0. This equation was first presented in [41]. In
appendix B, we provide a proof of this relation starting from the set of IR equations.
It is clear that the main complication in (195) is the sum over all particles in the multiplet
since traditional approaches treat this computation state by state. Using the η representation
for all the amplitudes, one can easily compute the product of the two three-particle amplitudes
in (195) after all the sums over multiplets in lines `4,`1 and `2 are done. It turns out that
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each solution in S gives rise to one of the supersymmetric recursion relations that enter in
the equality (73). Knowing that each form gives independently the full tree amplitude, the
factor of half is there to cancel the factor of two coming from adding the two solutions.
We now show explicitly that (195) is the manifestly PT invariant supersymmetric recur-
sion relation. We choose to write all external states in the η representation. Our goal is
to explicitly compute the product of the two three-particle amplitudes in (195) after all the
sums over multiplets in lines `4,`1 and `2 are done.
Consider first the solution given by ` = zλiλ˜i+1. We choose to write the two three-particle
amplitudes in the η representation. The momentum configuration forM3(`4, i, `1) is such that
all λ’s are proportional. This means that only the anti-holomorphic term contributes and
gives
M3({`4, η4}, {i, ηi}, {`1, η1}) =
∫
d4η¯id
4η¯4d
4η¯1
δ8(λ˜i(η¯i − η¯4)− zλ˜i+1(η¯1 + η¯4))
[i, `4][`4, `1][`1, i]
eη¯1η1+η¯4η4+η¯iηi .
(198)
where we used that λ˜`1 = zλ˜i+1 and λ˜`4 = zλ˜i+1 − λ˜i.
Since by assumption [i, i+ 1] 6= 0, the delta function localizes η¯i = η¯4 and η¯1 = −η¯4. The
integrals over η¯1 and η¯i can be done at the expense of a Jacobian. Recalling that these are
Grassmann integrations on finds that the Jacobian is a factor of z4[i, i+ 1]4. The answer is
then
M3({`4, η4}, {i, ηi}, {`1, η1}) = z[i, i+ 1]
∫
d4η¯4e
η¯4(η4+ηi−η1) (199)
where we used that on the solution [i, `4][`4, `1][`1, i] = z
3[i, i+ 1]3
Consider now the second three-particle amplitude. In the solution under consideration
only the holomorphic term contributes and gives
M3({`1, η1}, {i+ 1, ηi+1}, {`2, η2}) = δ
8(λi(η1 + zη2) + λi+1(ηi+1 + η2))
〈i+ 1, `1〉〈`1, `2〉〈`2, i+ 1〉 . (200)
In the original formula (195) the sum over all helicity states is achieved by integrations over
ηi with i = 1, 2, 3, 4. Using the delta function in (200) one can do the η1 and η2 integrals. Once
again, since 〈i, i+1〉 6= 0, the delta function localizes η1 = −zη2 and η2 = −ηi+1. A Jacobian is
generated which is of the form 〈i, i+1〉4. Also note that 〈i+1, `1〉〈`1, `2〉〈`2, i+1〉 = z〈i, i+1〉3.
Writing this explicitly one finds
∫ 4∏
i=1
d4ηiM1(`2, i+ 2, . . . , j, `3)M2(`3, j + 1, . . . , i− 1, `4)M3(`4, i, `1)M4(`1, i+ 1, `2) =∫
d4η3M1(`2, i+ 2, . . . , j, `3)
∫
d4η4M2(`3, j + 1, . . . , i− 1, {`4, η4})
∫
d4η¯4e
η¯4(η4+ηi+zηi+1)(201)
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On the right hand side we have omitted the factor 〈i, i + 1〉[i, i + 1] which will cancel with
a similar factor in the denominator of (195). Also worth mentioning is the fact that the z
dependence completely canceled out.
Performing the η4 integral one goes from the η to the η¯ representation∫
d4η¯4e
η¯4(ηi+zηi+1)
∫
d4η4e
η¯4η4M2(`3, j + 1, . . . , i− 1, {`4, η4}) =
∫
d4η¯4e
η¯4(ηi+zηi+1)
×M2(`3, j + 1, . . . , i− 1, {`4, η¯4}) =M2(`3, j + 1, . . . , i− 1, {`4, ηi + zηi+1}) (202)
where in the last equation we performed the η¯4 integration to go back to the η representation
but in terms of the new variable ηi+zηi+1. Combining all these terms we find the contribution
from the first solution to be
1
2
n+i−2∑
j=i+2
∫
d4ηM1(`2, ηi+1}, i+ 2, . . . , j, {`3, η}) 1
P 2j
M2({`3, η}, j + 1, . . . , i− 1, {`4, ηi + zηi+1})
(203)
with P 2j = (ki+1 + ki+2 + . . . + ki−1)
2. Note that the factor P 2j is the original one in (195)
while the factor of (ki + ki+1)
2 in the denominator is canceled by the 〈i, i+ 1〉[i, i+ 1] factor
left over from the Jacobians.
A similar computation can be done for the second solution in S, i.e., ` = zλi+1λ˜i. This
would give us the “other” form of the recursion relation, with the roles of ηi,ηi+1 reversed.
Adding the two contributions gives the manifestly PT invariant supersymmetric form of the
recursion relations. It is important to mention that nothing in this argument can explain the
identity (73), i.e., that the two terms are equal to each other an hence equal to the original
tree amplitude. As mentioned in section 3, this is a remarkable fact which is a consequence
of the large z behavior and not of PT invariance. This shows that the proposal made in
section 5.1 of [10] to prove the recursion relations for gluons, i.e., to use supersymmetric
Ward identities to derive (73), cannot be carried out.
To conclude this appendix, we show some details on the way to prove that under a PT
transformation the contributions from the two solutions get exchanged. This is also a nice
consistency condition for the supersymmetric BCF recursion relations presented in section
3. In fact the computation we present now uses the notation in section 3, more explicitly, we
use the forms given in (73).
Consider the second form of the recursion relations in (73)∑
L,R
∫
d4ηML({η1, λ1, λ¯1(zPR)}, η, ηL)
1
P 2R
MR({η2(zPR), λ2(zPR), λ¯2}, η, ηR) (204)
PT invariance of each of the individual physical amplitudes gives
ML({η1, λ1, λ¯1 − zPR λ¯2}) =
∫
d4η¯1e
η¯1η1ML({η¯1, λ¯1 − zPRλ¯2, λ1}) (205)
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and
MR({η2+zPRη1, λ2+zPRλ1, λ¯2}, η, ηR) =
∫
d4η¯2e
η¯2(η2+zPRη1)MR({η¯2, λ¯2, λ2+zPRλ1}). (206)
Note that in both expressions we have suppressed the transformation on the remaining par-
ticles since it is straightforward how to write down the full expression.
Collecting the terms in the exponential that are proportional to η1 we find (η¯1+zPR η¯2)η1.
This suggest that it is natural to perform the following change of variables, η¯ → η¯1 − zPR η¯2,
in the η¯1 integration. The jacobian is unity and we find∑
L,R
∫
dNη
∫
d4η¯1d
4η¯2e
η¯1η1+η¯2η2ML({η¯1 − zPR η¯2, λ¯1 − zPR λ¯2, λ1})MR({η¯2, λ¯2, λ2 + zPRλ1})
(207)
Now it is important to use that the first form of the recursion relations by itself is equal to
the full physical amplitude, Mn, i.e,
M({η1, λ1, λ¯1}, {η2, λ2, λ¯2}) = (208)∑
L,R
∫
dNηML({η1 + zPLη2, λ1 + zPLλ2, λ¯1}, η, ηL) 1P 2
L
MR({η2, λ2, λ¯2 − zPLλ¯1}, η, ηR)
so that by writing
M({η1, λ1, λ¯1}, {η2, λ2, λ¯2}) =
∫
d4η¯1d
4η¯2e
η¯1η1+η¯2η2M({η¯1, λ¯1, λ1}, {η¯2, λ¯2, λ2}) (209)
which is true for any physical amplitude in N = 4, and using (208) for the amplitude on
the RHS one immediately finds (207). In making the identification one has to realize that
zPR(λ, λ¯) = −zPL(λ¯, λ) since PR = −PL.
A.1 N = 8 SUGRA
The IR behavior of gravitational amplitudes is also well-known:
M1-loopIR = −
1
2
∑
i,j
(−sij)1−M tree. (210)
Note that unlike Yang-Mills, the leading 1/2 term cancels since
∑
i,j sij = 0.
Just as in SYM, given that any one-loop amplitude can be written in terms of only scalar
box integrals, matching the IR divergences provides equations among the coefficients of the
scalar boxes.
We have studied the case of n = 5 external particles explicitly, to see if some combination
of the N = 8 IR equations is equivalent to our recursion relation. We have found that
no formula analogous to (195) can be derived from the IR equations. However, from our
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calculation in SYM and knowing that there exists recursion relations for N = 8 supergravity
it is natural to start with the following anzats which is a relation among coefficients of
one-mass and two-mass hard scalar box integrals
M treen =
1
2
∑
U,D
∑
S
∑
Multiplet
M1(`2, U, `3)M2(`3, D, `4)M3(`4, i, `1)M4(`1, j, `2)
s2ijtU,i
(211)
where U,D are two non-empty sets such that their union together with {i, j} gives all external
particle labels. sij = (ki + kj)
2 and tU,i = (ki +
∑
m∈U km)
2.
Following the same argument as before but this time using the formulas for the three-
particle amplitudes in gravity one finds that the first three particle amplitude gives a factor
of z2[i, j]2 while the second one gives 〈i, j〉2/z2. Combining the two factors gives s2i,j which
cancels the explicit factor in the denominator. The rest follows in complete analogy with the
Yang-Mills case and leads to manifestly PT invariant form of the recursion relation.
From our study of n = 5 we conclude that the relation among coefficients implied by the
recursion relations is in fact a new set of relations! For n = 5, there are 30 independent
scalar box coefficients possible. We have used the ten IR equations to determine ten out of
the thirty independent coefficients and then checked that the recursion relations provide nine
independent equations, allowing the computation of 19 coefficients. This difference between
SYM and SUGRA may not be surprising; recall that in SUGRA amplitudes fall off as 1
z2
which means that there are further relations among coefficients. We have found that these
extra relations further fix 18 of the remaining 19 coefficients, leaving only one free! We will
return to examine these very interesting relations at greater length elsewhere.
B Proof of IR Equation
In appendix A, we showed how the PT symmetric form of the BCF recursion relations can
be derived from the known IR behavior of 1-loop amplitudes in N = 4 super Yang-Mills. An
important ingredient in the proof is an equation derived from
M1-loop
∣∣
IR
= − 1
2
n∑
i=1
(−si,i+1)−M tree. (212)
by using that M1-loop is written as a linear combination of scalar box integrals whose coeffi-
cients are determined using quadruple cuts as the product of tree amplitudes.
Each box integral has a particular set of IR divergences and by imposing that the sum
matches (212) one finds many equations relating the coefficients of the boxes to the tree level
of the full amplitude. In [41] it was stated that by taking a particular linear combination
of the equations one can find an equation which relates Atree to a sum over only one-mass
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and two-mass-hard box integrals, all of them having an s-channel like singularity of the form
(−(ki + ki+1)2)−.
In this appendix we present explicitly the particular linear combination which gives rise
to the equation and the proof that indeed does so for any n.
Let us explain how the equations are obtained and then we turn to the particular linear
combination of interest. Denote each box integral by I(K1, K2, K3, K4) and the main kine-
matical invariants by s = (K1+K2)
2 and t = (K2+K3)
2. Each Ki is the sum of consecutive
external momenta. If Ki is equal to the momentum of a single particle then it is null, if it is
the sum of two or more then we say that it is massive. We denote null momenta by lower case
letters (p, q, r) while massive momenta by capital letters (P,Q,R). Clearly, integrals with
all four massive legs are completely finite and will not appear in our discussion. Integrals
with at least one massless leg are usually classified into four classes. These are known as:
One-mass, two-mass-easy, two-mass-hard and three-mass. This is according to the number
of massive legs and their relative location. Using our notation these are respectively given
by: I(p, q, r, P ), I(p, P, q, Q), I(p, q, P,Q), and I(p, P, R,Q).
We now list the IR divergent structure of each of the four classes:
I(p, q, r, P ) = − 1
2
(
(−s)− + (−t)− − (−P 2)−)
I(p, P, q, Q) = − 1
2
(
(−s)− + (−t)− − (−P 2)− − (−Q2)−)
I(p, q, P,Q) = − 1
2
(
1
2
(−s)− + (−t)− − 1
2
(−P 2)− − 1
2
(−Q2)−
)
I(p, P, R,Q) = − 1
2
(
1
2
(−s)− + 1
2
(−t)− − 1
2
(−P 2)− − 1
2
(−Q2)−
)
. (213)
Let us denote the coefficients of each integral I by B. For example, the coefficient of
I(p, q, r, P ) is B(p, q, r, P ). Now we use the fact that any 1-loop amplitude can be written as
M1-loop =
∑
i
BiIi (214)
where i runs over the set of all distinct scalar boxes that can be constructed with n momenta
and respecting the color ordering.
Imposing the condition (212) on (214) and using (213) one finds linear equations among
the coefficients Bi.
Consider for example the equation that comes from collecting all terms with − 1
2
(−(k1 +
k2)
2)−. Here we denote the momenta of external particles by ki. The equation one gets is
of the form
M tree = B(k1, k2, k3, k4 + . . .+ kn) +B(kn, k1, k2, k3 + . . .+ kn−1)
−B(kn, k1 + k2, k3, k4 + . . . kn−1) + . . . . (215)
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The first two coefficients are from the only two one-mass integrals which can have the corre-
sponding singularity while the third term is the only two-mass-easy which does. The ellipses
represent the many two-mass-hard and three-mass integrals that contribute.
One more example is the equation coming from − 1
2
(−(k1 + k2 + k3)2)−. This time the
lhs is zero,
0 = −B(k1, k2, k3, k4 + . . .+ kn) +B(kn, k1 + k2, k3, k4 + . . . kn−1) + . . . . (216)
Note that here two of the coefficients which appeared in the first equation also appear here
but with different signs. This is due to the fact that in (213) singular terms come with
different prefactors.
Now we are ready to state the result we want to prove.
Denote by [ki+ ki+1+ . . .+ kj] the equation obtained by collecting all terms proportional
to − 1
2
(−(ki + ki+1 + . . .+ kj)2)−. Then
n+(i−2)∑
j=i+1
[ki + ki+1 + . . .+ kj] (217)
gives
2M tree =
n+(i−2)∑
j=i+1
B(ki, ki+1, ki+2 + . . . kj, kj+1 + . . .+ ki−1). (218)
Clearly the coefficients appearing here are those of one-mass and two-mass-hard integrals
only.
The proof of (218) is extremely complicated if one tries to directly write down the explicit
equations entering in (217) and then find a pattern for adding them up as our attempt at
writing explicit equations in (215) demonstrated. There is something simple we can learn
though from straightforwardly adding the equations. This is the lhs of (218). Note that out
of all the equations entering (217) only two come from invariants in two-particle channels,
i.e, [ki, ki+1] and [ki + . . . + kn+(i−2)] = [ki−2 + ki−1] (where in the last equality we used
momentum conservation). According to (212) each of these two equations gives M tree while
the rest contributes zero to the lhs of (218) and hence the 2M tree term.
The strategy we will follow to prove the rhs of (218) is very simple. We will prove that
each two-mass-easy that can possibly contribute to one of the equations in (217) also appears
in a second equation but with a different sign. This directly means that no two-mass-easy
coefficient can appear in (218). The same will hold for three-mass coefficients. The proof
of these statements will show that they drop out since their IR behavior is “complete” in a
sense we will make clear below. One the other hand, one-mass and two-mass-hard integrals
are “incomplete” and this is why they contribute.
80
In order to keep the notation simple we set i = 1 without loss of generality since all
arguments are cyclically symmetric.
B.1 Absence of Two-Mass-Easy Coefficients
Consider a two-mass-easy coefficient B(p, P, q, Q). One way it can appear in (217) is if
P = k1+k2+ . . .. Then it gives a −1 contribution to the equation [P ] while a +1 contribution
to [P + q] and hence they cancel. The second way it can appear is if p = k1. Then it gives a
+1 contribution to [p+P ] while a −1 contribution to [p+ P + q]. This completes the proof.
B.2 Absence of Three-Mass Coefficients
Consider a three-mass coefficient B(p, P, R,Q). The first way it can appear is if P = k1 +
k2 + . . .. Then it gives −1/2 to [P ] while +1/2 to [P +R] and hence it cancels. The second
way is if p = k1. Then it gives +1/2 to [p+ P ] while −1/2 to [p+ P +R]. A third way is if
Q = k1+ k2+ . . .. Then it gives −1/2 to [Q] while +1/2 to [Q+ p]. Finally, there is a fourth
way; this is if R = k1 + k2 + . . .. Then it gives +1/2 to [R + Q] while −1/2 to R + Q + p.
Therefore there is no contribution to (217).
B.3 Contribution from One-Mass Integrals
Consider a one-mass coefficient B(p, q, r, P ). The first way it can appear is if p = k1. Then it
gives +1 to [p+q] and −1 to [p+q+r] and hence it cancels. The second way is if q = k1. Then
it gives +1 in [q+ r]. Clearly this integral cannot contribute to any other equation and hence
it is the first time we get a non-zero contribution. The third way it can appear is if r = k1.
Then it gives +1 to [r + P ]. This is also a non-zero contribution since it cannot appear in
any other equation. Finally, there is a fourth way it can appear. This is if P = k1 + k2 + . . .
Then it gives −1 to [P ] while +1 to [P + p] and hence it cancels.
Summarizing the one-mass contribution we have
B(kn, k1, k2, k3 + . . . kn−1) +B(kn−2, kn−1, k1, k2 + . . .+ kn−3).
These are precisely the contributions of one-mass integrals in (218).
B.4 Contributions from Two-Mass-Hard Integrals
Consider a two-mass-hard coefficient B(p, q, P,Q). The first way it can appear is if p = k1.
Then it gives +1/2 in [p+ q] and −1/2 in [p+ q+P ] and hence it cancels. The second way is
if q = k1. This gives +1 to [q + P ]. This integrals do not contribute to any other equations
and hence give a nonzero contribution. The third case is if P = k1 + k2 + . . .. Then it gives
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−1/2 to [P ] and 1/2 to [P +Q] and hence it cancels. Finally, there is fourth way and this is
if Q = k1 + k2 + . . .. Then it gives −1/2 to [Q], +1 to [Q + p] and −1/2 to [Q + p+ q] and
hence it cancels.
Summarizing the two-mass contributions we have
n−3∑
j=3
B(km, k1, k2 + . . .+ kj, kj+1 + . . .+ kn−1) (219)
and this is the final piece that gives (218).
This concludes the proof.
C Scalar Integrals
Throughout the paper we have referred to scalar box, triangle and bubble integrals. In
this appendix we list their expansion in  for the reader’s convenience. The expansions are
through O(0) and are taken from appendix IV of [56] with some rewriting of log terms.
Also, in section 4.2.3, we argued the absence of rational terms by using that scalar boxes
possess a particular property when expanded in . All those properties can be checked by
inspection of the formulas below.
In general a scalar integral is defined by
In = (−1)n+1i(4pi)2−
∫
d4−L
(2pi)4−2
1
L2
∏n−1
i (L− Pi)2
(220)
with Pi the sums of external momenta. If we label the momenta going out of the vertex where
the 1/L2 propagator ends by K1 and the next by K2 and so on then Pi = K1 + . . .+Ki.
Let us start giving the explicit form of the integrals in terms of logarithms and polyloga-
rithms. We start with the scalar bubble
I2(K
2) =
rΓ
(1− 2)(−K
2)−, (221)
where
rΓ =
Γ(1 + )Γ2(1− )
Γ(1− 2) . (222)
Triangle integrals are given by
I3m3 (K
2
1 , K
2
2 , K
3
3 ) =
i
∆
3∑
i=j
[
Li2
(
−1 + iδj
1− iδj
)
− Li2
(
−1− iδj
1 + iδj
)]
, (223)
I2m3 (K
2
1 , K
2
2) =
rΓ
2
(−K21 )− − (−K22 )−
(−K21 )− (−K22 )
, (224)
I1m3 (K
2) =
rΓ
2
(−K2)−1− (225)
82
where
δ1 =
K21 −K22 −K23
∆
, δ2 =
−K21 +K22 −K23
∆
, δ3 =
−K21 −K22 +K23
∆
, (226)
and
∆ = −(K21 )2 − (K22)2 − (K23)2 + 2K21K22 + 2K22K23 + 2K23K21 . (227)
Finally we have the box integrals. Since our main concern in the paper is with the
branch cuts and structure of logarithms and dilogarithms we have chosen to write scalar box
functions, F , which are related to the actual box integrals, I4, by a factor which turns out
to be the jacobian of the change of variables to evaluate a quadruple cut. In other words,
I4 = − rΓ
2
√
detS
F4 (228)
where S us a symmetric 4× 4 matrix with components
Sij = −1
2
(Ki + . . .+Kj−1)
2, i 6= j; Sii = 0. (229)
The box functions are then given by
F 4m(K1, K2, K3, K4) =
1
2
(−Li2((1− λ1 + λ2 + ρ)/2) + Li2((1− λ1 + λ2 − ρ)/2)
−Li2(−(1− λ1 − λ2 − ρ)/(2λ1)) + Li2(−(1 − λ1 − λ2 + ρ)/(2λ1))
−1
2
ln
(
λ1
λ22
)
ln
(
1 + λ1 − λ2 + ρ
1 + λ1 − λ2 − ρ
))
,
F 3m(k1, K2, K3, K4) = − 1
22
(
(−s)− + (−t)− − (−K22 )− − (−K24 )−
)
+Li2
(
1− K
2
2
s
)
+ Li2
(
1− K
2
4
t
)
− Li2
(
1− K
2
2K
2
4
st
)
+
1
2
ln2
(s
t
)
− 1
2
ln
(
K24
s
)
ln
(
K23
s
)
− 1
2
ln
(
K22
t
)
ln
(
K23
t
)
,
F 2mh(k1, k2, K3, K4) = − 1
22
(
(−s)− + 2(−t)− − (−K23 )− − (−K24 )−
)
+Li2
(
1− K
2
3
t
)
+ Li2
(
1− K
2
4
t
)
+
1
2
ln2
(s
t
)
− 1
2
ln
(
K24
s
)
ln
(
K23
s
)
,
F 2me(k1, K2, k3, K4) = − 1
2
(
(−s)− + (−t)− − (−K22 )− − (−K24 )−
)
+Li2
(
1− K
2
2
s
)
+ Li2
(
1− K
2
2
t
)
+ Li2
(
1− K
2
4
s
)
+ Li2
(
1− K
2
4
t
)
−Li2
(
1− K
2
2K
2
4
st
)
+
1
2
ln2
(s
t
)
,
F 1m(k1, k2, k3, K4) = − 1
2
(
(−s)− + (−t)− − (−K24 )−
)
+Li2
(
1− K
2
4
s
)
+ Li2
(
1− K
2
4
t
)
+
1
2
ln2
(s
t
)
+
pi2
6
. (230)
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where ki denotes the on-shell momenta and the Ki off-shell momenta. The definition of the
functions appearing in four-mass case is
ρ =
√
1− 2(λ1 + λ2) + (λ1 − λ2)2 with λ1 = K
2
1K
2
3
st
, and λ2 =
K22K
2
4
st
. (231)
For completeness let us write two equivalent definitions of the dilogarithm function
Li2(z) =
∞∑
k=1
zk
k2
, Li2(z) = −
∫ z
0
dt
t
ln(1− t). (232)
D Explicit Computation of a Bubble Coefficient
In section 5.5, we gave a general formula for the computation of bubble coefficients in any
theory. We also discussed an example in pure Yang-Mills where the coefficient of the bubble
was related to the beta function of the theory. In this appendix we give the details the
computation that led to the result.
Consider the four-gluon amplitude M(1−, 2−, 3+, 4+). We are interested in the coefficient
of the bubble integral I2(s14). Using the general formula for the coefficient of a bubble in
this case we find
C2 =
∫
dLIPS
∫
C
dz
z
∑
h=±
M(`−h2 (z), 4
+, 1−, `h1(z))M(`
−h
1 (z), 2
−, 3+, `h2(z)) (233)
where the sum if over the helicity configurations of the internal gluons which give non-
vanishing contributions. We will take the BCFW deformation with λ`2(z) = λ`2 while
λ`1(z) = λ`1 + zλ`2 .
Let us denote the contribution from h = + (h = −) by C+2 (C−2 ). Let us consider first
C+. It is straightforward to compute the amplitudes to get
C+2 =
∫
dLIPS
∫
C
dz
z
〈`2 1〉4
〈1 `1(z)〉〈`1 `2〉〈`2 4〉〈4 1〉 ×
〈`1(z) 2〉3
〈2 3〉〈3 `2〉〈`2 `1(z)〉 (234)
Performing the z integral is the same as extracting the constant term in a Laurent series
around z =∞ of the rational function of z coming from the product of the amplitudes. The
rational function of z is explicitly,
(〈`1 2〉+ z〈`2 2〉)3
(〈`1 1〉+ z〈`2 1〉) (235)
Extracting the constant term gives
C+2 =
∫
dLIPS
1
〈`1 `2〉2〈`2 4〉〈1 4〉〈2 3〉〈3 `2〉 ×
(3〈`1 2〉2〈`2 2〉〈`2 1〉3 − 3〈1 `1〉〈`1 2〉〈`2 2〉2〈`2 1〉2 + 〈1 `1〉2〈`2 2〉3〈`2 1〉). (236)
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In order to carry out the integration over dLIPS we will use a representation for it as a
contour integral in R+×CP1×CP1 [74, 75, 76]. This is obtained by parameterizing `2 = tλλ˜.
Here λ and λ˜ are homogenous coordinates of a different CP1 and the contour of integration
is the diagonal CP1, i.e, λ˜ = λ¯. More explicitly,∫
dLIPS =
∫
d4`1d
4`2δ
+(`21)δ
+(`22)δ
(4)(`1 + `2 − P ) = (237)∫ ∞
0
tdt
∫
λ˜=λ¯
〈λ, dλ〉[λ˜, dλ˜]θ((tλλ˜+ P )0)δ(t〈λ|P |λ˜]− P 2) = P 2
∫
λ˜=λ¯
〈λ, dλ〉[λ˜, dλ˜]
〈λ|P |λ˜]2
where P = p1 + p4 and in the last inequality the delta function was used to perform the
t integration. This localizes t = P 2/〈λ|P |λ˜]. Using this representation is useful because it
allows the evaluation of the phase space integral as a purely algebraic procedure. Using the
new parametrization we find that
C+ =
[1 4]
〈2 3〉
∫ 〈λ, dλ〉[λ˜, dλ˜]
〈λ|P |λ˜]4 × (238)(
3[λ˜ 3]2〈λ 2〉〈λ 1〉3〈3 2〉2 + 3[λ˜ 4][λ˜ 3]〈λ 2〉2〈λ 1〉2〈4 1〉〈3 2〉+ [λ˜ 4]2〈λ 2〉3〈λ 1〉〈4 1〉2
)
〈λ 4〉〈λ 3〉
All three terms have the same form,
I =
∫ 〈λ, dλ〉[λ˜, dλ˜]
〈λ|P |λ˜]4 [λ˜ µ][λ˜ ρ]g(λ) (239)
where g(λ) is a rational function of λ with only simple poles. In our case the simple poles
are 〈λ 4〉 and 〈λ 3〉. This integral can be done by noting first that
[λ˜, dλ˜]
[P˜ λ˜]2
g(λ) = −dλ˜c˙ ∂
∂λ˜c˙
(
[λ˜, η]
[P˜ λ˜][P˜ η]
g(λ)
)
(240)
where η is some auxiliary spinor and P˜α˙ = λ
αPαα˙. Using that
1
6
ρc˙µd˙
∂2
∂P˜ c˙∂P˜ d˙
(
1
[P˜ λ˜]2
)
=
[λ˜ µ][λ˜ ρ]
[P˜ λ˜]4
. (241)
one immediately finds that
[λ˜, dλ˜]
〈λ|P |λ˜]4 [λ˜ µ][λ˜ ρ]g(λ) = (242)
−dλ˜c˙ ∂
∂λ˜c˙
[
[λ˜ η]
(
1
3
[µ λ˜][ρ λ˜]
[P˜ λ˜]3[P˜ η]
+
1
6
[µ λ˜][ρ η]
[P˜ λ˜]2[P˜ η]2
+
1
6
[µ η][ρ λ˜]
[P˜ λ˜]2[P˜ η]2
+
1
3
[µ η][ρ η]
[P˜ λ˜][P˜ η]3
)
g(λ)
]
.
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If this equation was valid along the whole contour of integration we would find that the
integral is zero. A closer look at the formulas reveals that the only places where this formula
fails to be true is at the location of the poles of g(λ). This means that the integrals of the
form (239) localize on the poles.
To correct (242) one has to notice that if the pole is located at 〈λ, ζ〉 = 0 then
− dλ˜c˙ ∂
∂λ˜c˙
1
〈λ, ζ〉 = 2piδ¯(〈λ, ζ〉) (243)
where the delta function is defined such that∫
〈λ, dλ〉δ¯(〈λ, ζ〉)H(λ) = −iH(ζ) (244)
Applying these equations to the computation of C+ in (238) one finds that
[1 4]
〈2 3〉
∫ 〈λ, dλ〉[λ˜, dλ˜]
〈λ|P |λ˜]4
(
3[λ˜ 3]2〈λ 2〉〈λ 1〉3〈3 2〉2
)
〈λ 4〉〈λ 3〉 =M
tree (245)
while
[1 4]
〈2 3〉
∫ 〈λ, dλ〉[λ˜, dλ˜]
〈λ|P |λ˜]4
(
3[λ˜ 4][λ˜ 3]〈λ 2〉2〈λ 1〉2〈4 1〉〈3 2〉
)
〈λ 4〉〈λ 3〉 =
1
2
M tree (246)
and finally
[1 4]
〈2 3〉
∫ 〈λ, dλ〉[λ˜, dλ˜]
〈λ|P |λ˜]4
(
[λ˜ 4]2〈λ 2〉3〈λ 1〉〈4 1〉2
)
〈λ 4〉〈λ 3〉 =
1
3
M tree. (247)
where
M tree(1−, 2−, 3+, 4+) =
〈1 2〉3
〈2 3〉〈3 4〉〈4 1〉 . (248)
Combining all contributions we find that C+ = 11M tree/6. Further noticing that C+ and C−
are related by a relabeling of the external particles which is a symmetry of M tree one find
that
C = C+ + C− =
11
3
M tree. (249)
E Algebraic vs. Transcendental
In section 6 we discussed the general structure of 1-loop amplitudes in theories with max-
imal SUSY. At the end of the section we argued that rational terms are absence in 1-loop
amplitudes in N = 8 SUGRA. The argument relies on the fact that rational terms become
algebraic numbers when the kinematical invariants 〈i j〉 and [i j] are algebraic and that box
functions give rise to transcendental numbers. We remind the reader that algebraic numbers
are complex numbers which are roots of polynomials with rational coefficients. This means
that the field of algebraic numbers is the algebraic completion of Q and it is denoted by Q¯.
A complex number which is not in Q¯ is called transcendental.
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E.1 Algebraic Property of Rational Terms
In this appendix we prove the statement about the rational terms. Note that being rational
functions in the variables 〈i j〉 and [i j] does not means that if the variables are in Q¯ so is
the function. As simple counterexample is pi[1 2]3/〈4 7〉.
The goal is to prove that all rational terms that are produced as a consequence of reduction
procedures have the form
Rn = P1
Q1
+
(
P2
Q2
+ pi2
P2
Q2
)
+O(). (250)
where Pi and Qi are in Q[〈i j〉, [i j]], i.e., are polynomials with rational coefficients.
Rational terms come from two sources. One is tensor bubbles and the other is from the
“µ-integrals”. The definition of µ-integrals is given in the next appendix were we discuss a
particular reduction procedure. They are IR and UV finite and can easily be shown to give
rise to rational functions in the kinematical invariants with numerical coefficients which are
rational numbers, i.e., belong to Q (see the next appendix).
Let us discuss the tensor bubbles, which can be computed explicitly [57] and are given by
eγ
∫
d4−2`
`µ1 . . . `µn
`2(`− q)2 =
eγ
(q2)
[n/2]∑
r=0
A(n, r)
(
q2
2
)r
{[g]r[q]n−2r}µ1...µn (251)
with
A(n, r) =
Γ(− r)Γ(n+ 1− − r)Γ(1− + r)
Γ(2 + n− 2) (252)
and [g]r[q]n−2r represents tensor structures with r metric tensors and n−2r factors of q which
are symmetric in all indices9.
Note that for any (n, r) there is a single source of divergences when → 0, i.e, Γ(− r).
Now it is clear that this can be expanded as α(q2)/ + β(q2) log(q2) + ρ(q2) + O(). The
key observation is that α, β and ρ are polynomials in q2 with rational number coefficients,
i.e, the coefficients belong to Q. To see this note that by repeatedly using the identity
Γ(1 + z) = zΓ(z) one can show that
A(n, r) = R(n, r, )
Γ()Γ(1− )2
Γ(2− 2) (253)
where R(n, r, ) is the ratio of two polynomials in  with coefficients in Q. Finally, multiplying
by eγ and expanding in  one finds
eγA(n, r) = R(n, r, )
(
1

+ 2 +
(
4− pi
2
12
)
+O(2)
)
. (254)
9We are using conventions where an L-loop integral is multiplied by eLγ where γ is Euler’s constant.
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Note that the transcendental term, i.e. pi2/12 is pushed to O() since R(n, r, ) does not have
a pole at  = 0.
This means that the rational pieces in the amplitude which come from combinations of
tensor and scalar bubbles with coefficients which are rational functions of 〈i j〉 and [i j], arise
from combinations of such coefficients with rational numbers. The log(q2) term has a branch
cut and does not contribute to the rational terms and can be treated effectively as coming
from a scalar bubble (the same applies to the divergence 1/).
Combining the results for the tensor bubbles with that of the µ-integral we conclude that
the rational terms are of the form (250) as claimed.
E.2 Transcendental Properties of Box Functions
Now we turn to the properties of the box functions. Of course, we are not going to prove
that if x ∈ Q¯ then Li2(x) is transcendental! This is surely a very challenging mathematical
problem. However, it is believed to be a true statement [60]. Luckily, we need a weaker
form. All we need is that there exist sequences of algebraic numbers for which Li2’s are
transcendental (which is the generic case [60]) that lead to the singular kinematical points
we are interested in.
As mentioned in the footnote in section 5.2.3, if we want to relax this assumption, we
can restrict our attention to kinematical invariants that take values in Q. Using that Li2(x)
is irrational when x ∈ Q and 0 < x < 1/2 [59] and repeatedly using dilogarithm identities,
like Euler’s formula Li2(x) + Li2(1 − x) = pi2/6 − log(x)log(1 − x) and Landen’s formula
which relates Li2(1− x) to Li2(1− 1/x), one can extend this result to a range where the box
functions can be shown to be irrational.
In this part of the appendix we fill up the final gap in the argument of section 5.2.3.
We have to show two facts: one is that in the various limits when physical singularities are
approached the expansion of the box functions still preserves the property of being transcen-
dental and expressible in terms of Li2’s, log
2’s and pi2’s. This is crucial in order to be able to
compare both sides of the limits and conclude that the rational terms must satisfy equations
(180) and (181). The second fact is that combinations of Li2’s, log
2’s evaluated at algebraic
numbers and pi2’s cannot give rise to algebraic numbers.
Once again the statement we want to prove is by no means obvious since any function of
the form log2(1− z) or Li2(z) in the limit when z → 0 by taking algebraic values turns into
an algebraic number to leading order.
By inspection of the box functions in (230) it is easy to realize that all functions with
at least one massless leg do not posses any of the dangerous functions mentioned above. In
fact, in the collinear and multi-particle factorization limits, one only finds terms of the form
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log(z)2, Li2(1− z) and Li2(1−1/z). The first two terms are clearly transcendental to leading
order; the logarithms is always transcendental if z is algebraic while the leading order terms
of the dilogarithm in the limit is pi2/6. The third term can be related to the previous two by
using Landen’s identity
Li2(1− 1/z) + Li2(1− z) = −1
2
log(z)2. (255)
The four-mass box is more complicated to study. If a certain singularity does not make
any of the K2i or s or t vanish then there is nothing to show since the box remains in the
same form evaluated at algebraic values. If any of the K2i → 0 then we can use the formalism
of discontinuity functions developed in [56]. The idea is that all box integrals are related to
one another by certain limits provided one is allowed to add certain discontinuity functions.
These are given by
d1(P
2) =
1
2
(−K2)− (256)
d2(P
2
1 , P
2
2 , P
2
3 ) =
1
22
(−P 21 )− −
1
22
(−P 21 )−(−P 22 )−
(−P 23 )−
− Li2
(
1− P
2
2
P 23
)
. (257)
All relations needed are found in table 5 of [56]. We give as an example the one which relates
a four-mass box, F 4m = F 4m(K1, K2, K3, K4) to a three-mass integral,
F 4m − d2(K21 , K22 , (K1 +K2)2)− d2(K21 , K24 , (K4 +K1)2)
K21→0−→ F 3m(k1, K22 , K23 , K24 ). (258)
Noting that the discontinuity functions are such that when expanded up to finite order
in  one finds only functions which preserve the transcendentality property we have shown
what we wanted to prove.
Note in passing that the discontinuity functions d1 and d2 are also the ones that enter in
the factorization function F in section 5.2.3 and as we have already mentioned they satisfy
the properties needed to show the separation among rational terms and box functions.
Finally, as mentioned in the text, the fact that no combination of Li2’s, log
2’s evaluated
at algebraic numbers and pi2’s can give rise to algebraic numbers follows for combination that
arise from scalar box integrals from the result in section 6 of the first reference in [17]. These
combinations are the only ones of interest in our analysis. It might be worth mentioning that
even finding linear relations of Li2’s, log
2’s and pi2’s with rational coefficients which equal
zero (called dilogarithm ladders (see e.g. [60])) and which are not derivable from Landen or
Abel’s identities is a very challenging problem. An example is
Li2(ρ
20)− 2Li2(ρ10)− 15Li2(ρ4) + 10Li2(ρ2)− pi
2
15
= 0
with ρ = (
√
5− 1)/2.
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F Reduction Procedure
In this section we briefly describe the reduction procedure we apply to 1-loop Feynman
integrals in N = 8 SUGRA. More generally it can be applied in any massless theory in
D = 4− 2 and in the FDH scheme. The four dimensional helicity scheme simply instructs
us to keep all external kinematic in four dimensions, including the number of degrees of
freedom. As we will now show, the FDH scheme combined with the van Neerven-Vermaseren
method [50] give us the bases needed in appendix E to prove the absence of rational terms
in maximally supersymmetric theories.
Consider a general tensor integral
Iµ1...µmn =
∫
dDL
Lµ1 . . . Lµm∏n
i=1(L− Pi)2
. (259)
In a Feynman diagram, tensor integrals are contracted with some tensors made out of external
kinematical objects and the metric. If any two indices are contracted with a metric tensor
we write the corresponding L2 term in the numerator as (L − Pi)2 + 2L · Pi − P 2i for some
i. Canceling the first term with a propagator we conclude that all tensor structures can be
taken as contracted with external objects. Note that the case n = 2 is special, i.e. tensor
bubbles. We choose to keep all tensor bubbles in our basis explicitly and they have been
analyzed in detain the main text.
Having proven that all integrals can be written in terms of tensor integrals with contrac-
tions with external objects we use that such objects are kept in four dimensions. This means
that we can decompose the loop integration into the four dimensional part ` and the −2
dimensional part. Since nothing depends on the angular variables of the −2 integral this
can be performed and we are left with
Iµ1...µmn = −
i
(4pi)2−
1
Γ(1− )
∫ ∞
0
dµ2
(µ2)1+
∫
d4`
`µ1 . . . `µm∏n
i=1((`− Pi)2 − µ2)
. (260)
This is the moment where the procedure developed by van Neerven and Vermaseren
becomes applicable straightforwardly since the integral∫
d4`
`µ1 . . . `µm∏n
i=1((`− Pi)2 − µ2)
(261)
is precisely their object of study. In their reduction technique µ2 is a fixed mass term and
did not play a particularly special role. In our case, µ2 is very important as powers of it in
the numerator, which appear naturally in the procedure, can be interpreted as shifting the
dimension of the integral.
Before continuing with the general discussion let us illustrate the reduction with a simple
example. Consider the reduction of a scalar pentagon in D = 4 − 2. The procedure of van
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Neerven and Vermaseren directly gives rise to (borrowing formula (19) of their paper in [50])
E01234(w
2 − 4∆µ2) = D1234(2∆− w · (v1 + v2 + v3 + v4)) +D0234v1 · w
+D0134v2 · w +D0124v3 · w +D0123v4 · w. (262)
where
E01234 =
∫
d4`
N0N1N2N3N4
, Dijkl =
∫
d4`
NiNjNkNl
(263)
withN0 = `
2−µ2, N1 = (`−K1)2−µ2, N2 = (`−K1−K2)2−µ2 and so on. It is also convenient
to define pi as the sum of the external momenta appearing in Ni, e.g. p2 = K1 +K2. v
µ
i are
a basis of dual vectors
vµ1 = 
µp2p3p4, vµ2 = 
p1µp3p4, etc., (264)
and wµ =
∑4
i=1 p
2
i v
µ
i . Finally, ∆ is the Gram determinant of the system.
Using this decomposition of the D = 4 pentagon integral in the formula for the D = 4−2
pentagon integral
I5[1] = − i
(4pi)2−
1
Γ(1− )
∫ ∞
0
dµ2
(µ2)1+
∫
d4`
1
(`2 − µ2)∏4i=1((`− pi)2 − µ2) (265)
one finds a formula relating I5[1] (where [1] means numerator 1) to a sum of D = 4−2 boxes
and one more “mysterious” integral. This remaining integral comes from the term E01234×µ2
which ends up being I5[µ
2]. As mentioned before, this can also be interpreted as a pentagon
in D = 6− 2. This formula is equivalent to that found by using differential equations in the
last reference in the list [50].
Now we go back to the general case. From the example it is clear that we should keep
all factors of µ2 in the numerator as the procedure is applied. This is also natural from the
point of view of a Passarino-Veltman reduction of (261). The reason is that in our case, µ2
is really an integration variable!
Performing the reduction we end up with a basis on integrals which can be divided
naturally into two groups. The first is that of scalar boxes, scalar triangles, and scalar
bubbles with no powers of µ2 in the numerator. The second is that of scalar polygons with
(µ2)r terms in the numerator with r > 0.
Note that all integrals in the second group can be thought of as being integrals in D > 5
and therefore are IR finite. This means that the only divergences can be UV divergences and
manifest themselves as simple poles in . The pole terms are the only ones relevant to the
computation of (260) since they turn into O(0) terms due to the explicitly  factor coming
from the −2 angular integration. All higher order terms become irrelevant for our purposes.
Now it is clear that these integrals only contribute to the generation of rational terms.
For the purpose of the argument in appendix E.1 all we need is to compute the leading UV
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singular piece of those integrals. This can be done, following [77], by setting to zero all the
external momenta and introducing an auxiliary mass term λ2. Therefore all integrals become
In[µ
2r]→ − i
(4pi)2−
1
Γ(1− )
∫ ∞
0
dµ2
∫ ∞
0
d`2
`2(µ2)r−1−
(`2 + µ2 + λ2)n
(266)
where the angular integration over ` has been performed.
These integrals can easily be done and give
− i
(4pi)2−
1
Γ(1− )(λ
2)2−n+r−
Γ(r − )Γ(−2 + n− r + )
Γ(n)
. (267)
From this form it is clear that the expansion in  always gives something of the form
In[µ
2r]→ − i
(4pi)2−
(
(λ2)2−n+r
A

+O(0)
)
(268)
with A = Γ(n− r − 2)Γ(r)/Γ(n) a numerical factor which is a rational number, i.e., A ∈ Q.
The presence of the factor λ2 implies that a rational function of the kinematical invariant
which can be formed from the momenta Pi appearing in the propagators appears.
A well known example is the case of n = 4 and r = 2,
I4[µ
4]→ − i
(4pi)2−
(
− 1
6
+O(0)
)
. (269)
Note that here we have not included the pre-factor eγ since its effect is only sub-leading in
. Also worth mentioning is that the (4pi)2− factors are overall factors in the amplitude and
do not play any role in the discussion as can be absorbed in the definition of the coupling
constant.
As mentioned at the beginning of this appendix we keep all tensor bubbles explicitly in
the basis. A detailed analysis of their contribution to the rational terms in the amplitude is
given in appendix E.1. Once again we find that the contribution to the rational pieces is of
the form required in (250).
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