Many parallel computers use Tori interconnection networks. Machines from Cray, HP and IBM, among others, exploit these topologies. In order to maintain full network symmetry, 2D and 3D Tori (k-ary 2-cubes and k-ary 3-cubes) must have the same number of nodes (k) per dimension resulting in square or cubic topologies. Nevertheless, for practical reasons, computer engineers have designed and built 2D and 3D Tori having a different number of nodes per dimension. These mixed-radix topologies are not edge-symmetric which translates into poor performance provoked by an unbalanced use of the network links.
Introduction
Multiple parallel computers using different direct interconnection networks have been designed in last decades. Mesh, Torus and Hypercube have been the most popular topologies. Nowadays, Hypercubes seem to decline in favor of lower degree networks such as two-dimensional and three-dimensional Tori and Meshes. Different machines, such as the Alpha 21364-based HP GS1280 [10] and the Cray X1E vector computer [9] , have used 2D Tori. Others, such as the Cray T3D and T3E [19] , which preceded the Cray XT3 [8], have used 3D Tori. The IBM BlueGene is a notable example of a massively parallel computer that joins 26 x 25 x 25 nodes in a mixed-radix 3D Torus [1] , .
Typically, a 2D Torus arranges its N nodes in a square
Mesh with vN nodes on each side and adding 2VN
wraparound links. Above, more or less, a thousand nodes it has been shown that parallel computers should use 3D topologies, being a cubic 3D Torus of side N the most desirable solutions [2] . Each dimension of a Torus network may have a different number of nodes, leading to rectangular and prismatic topologies for two and three dimensions respectively. These topologies are denoted in [11] as mixed-radix networks. Mixed-radix Tori are often built for practical reasons of packaging and modularity. For example, the HP GS1280 [10] employs a 2D rectangular network and the IBM BlueGene a 3D prismatic one [1] . However, mixed-radix Tori have two important drawbacks: first, they are no longer edge-symmetric and second, the distance-related network parameters (diameter and average distance) are quite far from the optimum values of square and cubic topologies. The edge asymmetry introduces load imbalance in these networks, and for many traffic patterns the load on the longer dimensions is larger than the load on the shorter ones [11] . In addition, maximum and average packet delays are relatively long as they depend on the poor values of diameter and average distance exhibited by these networks.
In this paper, we propose and analyze alternative mixedradix 2D and 3D Torus topologies that avoid the two above mentioned problems by adequately twisting the wraparound links of one or two network dimensions. As we will see, the performance exhibited by these twisted Tori is notably higher than the one obtained when using their standard mixed-radix counterparts.
In general, a twist can be applied to the wraparound links of any rectangular or prismatic Tori with aspect ratios k: 1 (the longest dimension has k times the number of nodes of the shortest one) or k j 1, for any k > j > 1. However, it is clear that as the aspect ratio increases, the links in the longest dimensions become a more severe bottleneck. In this work, we will focus just on networks with 2: 1 and 2 1: 1 aspect ratios. These ratios have been previously used by manufacturers [10, 7] , allowing the number of nodes to be a power of two, which is sometimes a desired property. Even more, these ratios represent the simplest way to upgrade a square or cubic network, doubling their number of nodes by only rearranging some peripheral links. Anyway, the methodology we present here is applicable to any rectangular or prismatic network independently of the selected aspect ratio.
The main contributions of this research are:
* The proposal of twisted 2D and 3D Tori as alternative topologies to mitigate the performance flaws on existing rectangular and prismatic Tori.
* A detailed analysis of their topological properties.
* A novel and simple routing mechanism for the proposed topologies.
* A performance evaluation, both theoretical and by means of network simulations, showing performance increases up to 88%.
* A novel layout for the proposed networks that keeps link length under a bounded value, eliminating long peripheral wires and facilitating their implementation.
The rest of this paper is organized as follows. Section 2 considers related work. Section 3 is devoted to analyze 2D rectangular twisted Tori providing their distance-related properties and a minimal adaptive routing. In Section 4 we study 3D twisted Tori. Section 5 describes the simulation tools employed in our experiments and provides performance data for rectangular and prismatic networks. Section 6 deals with network folding and wireability and, finally, Section 7 concludes the paper summarizing the main findings of this research.
Related Work
The idea of twisting 2D square Tori in one of its two dimensions for obtaining architectural benefits is not new. A twist of 1 in the wraparound links of dimension X was employed in the Illiac IV in order to provide a Hamiltonian ring embedded on its topology which facilitated control operations. Doubly twisted Tori were introduced by Sequin at [ 18] looking for optimal mappings of binary trees onto a processor array. Other square meshes with twisted wraparound links were proposed in [5] to reduce maximum and average distance among their nodes.
Notwithstanding, including a twist in a square Torus gives little improvement in packet throughput and delay. Just a 4% gain in average distance can be obtained [5] . In addition, the natural symmetry of the network dimensions is broken when introducing the twist. Other options such as including two twists, one per dimension, is an interesting solution for pursuing better performance. However, it has collateral drawbacks, such as a higher asymmetry and lack of optimal adaptive routing algorithms.
Although rectangular Tori have worse relative performance than square ones, engineers have built them to satisfy node count limits and other practical reasons. In addition, as stated before, they are very easy to build by joining two square Tori. Some parallel machines have used a rectangular Torus for their interconnection network [10] . Notable supercomputer architectures using prismatic 3D Torus are the IBM BlueGene [1] and the Cray XT3 [8].
Not too much work has been done in order to improve the performance of rectangular Tori by twisting one of its two dimensions. The results introduced in [5] appear to be the first attempt in this direction. Similar topologies were used in [21] as a component of hierarchical networks denoted as Recursive Diagonal Tori. The work in [10] also empirically considers the use of a twist in 2D rectangular Tori. The study of 3D prismatic networks is an important extension of the 2D case. Up to our knowledge, no significative work has been published for optimizing network performance in prismatic 3D Tori by twisting one or two of the network dimensions.
Bi-dimensional Networks
In this Section we study Rectangular Twisted Tori (RTT) as an alternative to the standard 2 : 1 Rectangular Tori (RT). Note that RTT is obtained from RT by adding a twist of a columns to the vertical wraparound links. RTTs as the one depicted in Figure l (b) has been previously considered in [10, 21] . Nevertheless, the topological properties of these networks were not studied and no practicable routing algorithm neither implementability issues were considered for among all the possible twists in Rectangular Tori (RT) of size 2a x a. However, the proof of these statements is quite laborious and does not contribute to a better understanding of the work presented here. For that reason, we have omitted such proofs. Nevertheless, the interested reader could deduce these assertions from the results presented in [14] .
In the next Subsection, we present a more digestive analysis of the distance properties of RTTs based on the topological properties of their underlying rings.
Rectangular Twisted Tori
A standard RT of size 2a x a, as the one depicted in Fig The diameter of a network, k, is the length of the longest minimum path. The average distance, k, is the average length of all minimum paths from one node to any other different one. We also consider k, which represents the distance averaged among all of the nodes, including the source itself. Note that, in a network with N nodes, k k N 1 In order to study the distance properties of rectangular Tori, we first consider such properties in a ring.
Remark 1
The distance parameters k and k of a ring of n nodes are:
Note that in all of the calculations we consider n to be even; having n odd would only slightly modify the resulting val- It is interesting to note that in this 2: 1 Tori under uniform traffic the average number of hops on X will be twice as those on Y, so that if every X link is 100% busy, Y links will be at most 50% busy. Then, the maximum average link utilization will be 75%.
Next, we focus our attention on studying the distance properties of 2a x a RTT networks as the one depicted in Figure 1(b) . To obtain closed formulae for the diameter and average distance of the network, we describe its distance distribution Qa (d) , that is, the number of nodes at distance d from node (0, 0). As these networks are node symmetric all the nodes see the same distance distribution. Proposition 3 The distance distribution ofa RTTwith 2a x a nodes is:
This proposition is a direct consequence of the results introduced in [14] , where the distance distribution of a general family of networks denoted as Gaussian graphs is presented. From this distance distribution we can easily obtain the following result:
Corollary 4 The diameter k and the average distance k of a RTT with 2a x a nodes are:
Thus, just adding a twist to 2a links in a RT produces a significant reduction of the diameter and average distance. More in detail, diameter is reduced in 33.3% and average distance in 11.1%. Furthermore, a very important property is regained in the RTT: the symmetry in dimensions X and Y. As we will see in Section 5, the use of this twist removes the network bottleneck in the longer dimension. This means that under uniform traffic, both X and Y links can be fully utilized (100%), leading to a 33.3% increase in link utilization with respect to RT.
Routing in Rectangular Twisted Tori
Now, we introduce a routing algorithm which computes the shortest path between any pair of nodes by applying simple operations on their coordinates. Although we restrict our routing to 2a x a node networks, a generalization for other rectangular Tori can be straightforwardly obtained.
A routing record, (AX, AY), heading the packet will be generated by the source network interface. AX represents the number of links that the packet must traverse along the axis of the first coordinate and AY the number of links along the second coordinate's axis. Their signs indicate E/W and N/S directions. Routers will process the header information in the same way as in a Torus, decrementing the corresponding field header before sending the packet to the selected neighbor. A packet with AX = 0 and AY = 0, will have reached its destination and will be delivered. There are multiple implementations for generating routing records in RTT but we present in Algorithm 1 the mechanism that has lower temporal complexity. We will employ in our experiments an optimal fully adaptive routing mechanism built on this basis.
The correctness of this routing mechanism is proved with a geometrical approach. This kind of regular graphs can be fully represented by plane tessellations [20] . The graph is characterized by a tile of area 2a2 that tessellates the plane. Each tile is defined by its origin node (left-lower corner Algorithm 1: Routing Record Generator for RTl. nodes highlighted in each rectangle of Figure 3 for a RTT of 8 x 4 nodes). Nodes in the same position of different tiles represent the same node of the network. As the diameter of the network is a, any node reaches any other destination with no more than a jumps.
The shadowed areas of Figure 3 show the possible destinations for two given source nodes, (0, 2) and (7, 3) . Obviously, minimum paths from any node in the original tile will never go further than a jumps out of the tile, as shown in the figure with the black border that comprises the original tile and the six immediate neighbors. The next part of the proof is to show in terms of a that the eight segments of this border only comprise the seven tiles whose left-lower corners are the nodes {(0, 0), (a, a), (-a, a), (-2a, 0), (2a, 0), ( a, -a), (a, -a)} This implies that the minimal path within any pair of nodes can be found in that tile set. Details are omitted for their obviousness and for the sake of simplicity.
Our routing algorithm computes all the possible paths from a source node to the copy of the destination node in each one of the 7 possible tiles. After computing these paths' lengths in parallel, the algorithm returns the routing record having minimal length.
Three-dimensional Networks
The resource unbalance exhibited by mixed-radix 2D networks also happens in non-cubic 3D Tori, or Prismatic Tori (PT). In this section we focus our attention on building 3D networks derived from RTTs. We present two different approaches. The links, leading to a Prismatic Doubly Twisted Torus (PDTT).
As we want to compare PT against PTT and PDTT let us consider first its distance-related parameters. The following result is direct as the PT is the product of three rings: RTT, or in YZX order in 3D networks). In order to make a fair comparison, we have used these mappings on our simulated experiments.
Network evaluations is performed using FSIN, a detailed network simulator developed in the UPV/EHU [17] . It can manage ID, 2D and 3D routers. The router model is similar to the one implemented in the IBM BlueGene/L. Switching strategy is Virtual Cut-through [12] . Packet routing is fully adaptive and deadlock is avoided by means of Bubble flow control [16] . Packets are always 16 phits long (A phit is the amount of data bits that can be transmitted in parallel through a network link). The inter-injection interval at each node is random, chosen in such a way that injection can be modulated in terms of phits/cycle/node.
Performance data is shown in accepted load vs. provided load (throughput). Provided load is an input parameter, measured in phits/cycle/node. Accepted load is a measured value that indicates how many phits/cycle/node the network has been able to consume successfully. When the network is not saturated, both values are almost identical. However, when some of the routers (or all of them) saturate, actual throughput may be much smaller than applied load. In fact, under uniform traffic the theoretical limit of throughput is fixed by the network bisection bandwidth [11] . For a Torus with bidirectional links, this limit is 8/n, where n is the number of nodes in the longest dimension. We also provide latency data in the form of plots of average packet delay vs. provided load. We measure the number of cycles between the instant a packet is injected (stored in the input buffer of the source router) until it is consumed at its destination node.
We have evaluated the performance of both RT and RTT with 128 (16 x networks, RT and RTT. We just show the case of the 32 x 16 network as all the remaining figures are equivalent. Figure  5 (a) shows throughput for these topologies under uniform traffic. RTT arrives at saturation with a higher applied load and, therefore, the accepted load is significantly higher. As we introduced in Section 3, there are two factors behind this performance increase. On the one hand, the balance in the use of X and Y channels can contribute on a factor of 1.33. Figure 5 shows the link utilization for both RT and RTT on saturation. The bars on the left clearly show the limited use of Y channels on RT, while the bars on the right show their balanced use on RTT. On the other hand, the average distance is reduced in a factor of 1.11. This directly affects the base latency, which can be observed in Figure 5 (b). Overall, there is a theoretical factor of 1.111 x 1.333 = 1.481 improvement in throughput, which is reflected in the Figure 5(a) . This plot presents a throughput increase of 57% in saturation. Note that the result is slightly over the expected value because RT presents a throughput drop after reaching saturation. The speedup over the highest measured value is 46.4%.
However, this improvement under uniform traffic would be useless if the network performed poorly under other traffic patterns. Figures 8 show the network throughput for different random (hot-region [6] ) and some permutation patterns (bit-complement, bit-reversal and perfect shuffle [11] Next, we have estimated the reduction in execution time of programs running on these topologies using the synthetic traffic patterns previously introduced. This differs from latency data in that it analyzes the time to finish 5 "shots" of an application. Obviously, shorter times imply a higher network performance. The results are shown in Figure 5 . We have obtained an average improvement of 29.8%, which demonstrates the great interest of this topology in front of the Rectangular Torus.
In the case of the 3D network, we have followed the same set of experiments with networks sized 64 x 32 x 32. Note that these values correspond to the size of the Torus network of the largest configuration of the BlueGene [7] . Figure 9 compares PT, PTT and PDTT in terms of throughput and latency under uniform traffic. The figures for other sizes are equivalent.
The theoretical analysis of these topologies predicted an increase in throughput in a factor of 1.0833 x 1.25 = 1.354 in PTT and 1.143 x 1.50 = 1.714 in PDTT, both due to the reduction in average distance and the more balanced use of resources. Figure 9(a) shows that the maximum throughput is reached with higher applied load in PTT than in PT, and even higher in PDTT. The increases for the maximum injected load are respectively 33.3% and 59.8% compared with PT. However, note that these values are measured under heavy saturation, and the network performance decays after reaching maximum throughput, specially in networks with large rings [15] . Figure 10 shows the channel use under uniform traffic for these topologies. As in the 2D case, PT presents a bottleneck in X, as packets have to travel twice as many hops as in the other dimensions. In PTT the utilization of Y is similar to X, but Z still remains under-used. Finally, PDTT presents a balanced utilization of all dimensions, which explains the performance increase.
At last, Figure 11 shows throughput data for the same traffic permutations as in the 2D case. PTT always outperforms PT, with a speedup from 37.1% (in bit-reversal) to 53.2% (in perfect shuffle). PDTT [13] can be applied, which roughly corresponds to applying a shuffle once on Y and twice on X. The resulting layout leaves such pairs of cabinets together, as shown in Figure 13 (b) (most links are omitted for the sake of clarity), but increases the maximum link length to 4. Note that, as before, only links between cabinets have to be reconnected.
Conclusions
There are several commercial parallel computers that use rectangular or prismatic Tori as topologies for their interconnection networks. We have evidenced severe communication bottlenecks in such networks that negatively affect their performance. Basically, performance degradation is provoked by the asymmetry induced in a network that has dimensions of different size.
In this paper, we have proposed and analyzed Twisted Torus networks that remove these bottlenecks by equalizing the length of the paths traversed by packets on each dimension. We have evaluated the performance of Twisted Tori both theoretically and by means of simulation. The node model employed in our experiments incorporates all the architectural features of current packet routers and resembles the one employed in the BlueGene/L. Simulation results obtained for different network sizes report throughput gains between 33% and 88% for uniform traffic. The imputable added costs of twisted networks come from both their packet routing mechanisms and their wireability. We propose in this research scalable and practicable solutions for these important architectural issues. As a conclusion, the proposed topologies appear as a clear option to improve the overall network performance by just rearranging the peripheral links of the network.
