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Abstract—This paper derives a mapping between a close form
transient solution of a continuous time Markov chain (CTMC),
and a close form transient solution of one of its uniformized
discrete time Markov chains. This result is used to propose a
new method to compute the transient solution of CTMCs. The
method is simple to implement and has important benefits: (i)
It yields a closed-form solution. (ii) It can be used to compute
the transient solution for general CTMCs (even with absorbing
states, or defective matrices). (iii) It can be used even for chains
having a large number of states.
Index Terms—Markov chains, transient solution, Eigenvectors
method, Vandermonde system, Uniformization.
I. INTRODUCTION
Probabilistic modeling using Markov chains has been suc-
cessfully exploited in almost all fields of modern applied
mathematics, and particularly in computer communications.
The stationary solution of a Markov chain is easier to compute
than the transient solution, and it is enough in many cases.
However, some applications, as reliability modeling [1], mul-
tiprocessor load balancing [2], network survivability [3] and
others are primarily interested in the transient solution. Many
methods have been proposed to compute the transient solution
of Markov chains. Some examples are the approaches based
on Laplace transform techniques [1], [4], the exponential ma-
trix [5], finite-differencing [6], differential equation solvers [7],
Markov fluid models [8], etc. The chapter 8 of the classic book
of Stewart [9] is dedicated to this topic.
This paper focuses on the class of methods based on the
undetermined coefficients approach. This approach consists
on making an intelligent guess of a closed-form expression
with constant coefficients for the solution of an equation,
and solve for these coefficients using boundary conditions.
The undetermined coefficients approach has been successfully
used to find the solution of many difference and differential
equations (see e.g. [10]). The transient solution of a Discrete or
Continuous Time Markov Chain (DTMC and CTMC), is the
solution of a difference or differential equation respectively.
Therefore, they are suited to be computed using algorithms
based on the undetermined coefficients approach.
The well known Eigenvectors method [5], explained later in
this paper, belongs to the class of undetermined coefficients
approaches. Another possibility is applying the undetermined
coefficients approach directly to the solution of the Markov
chain, expressed in terms of its eigenvalues, as done e.g.
in [11]. By doing so, the undetermined coefficients are ob-
tained by solving a Vandermonde system of equations. For
this reason thorough the paper this method will be referred to
as the Vandermonde method. In this paper the pros and cons
of these techniques are analyzed. Furthermore, we derive the
mapping between the undetermined coefficients of a CTMC
and those of one of its uniformized DTMCs. This result is of
theoretical interest, and to the best of our knowledge, this is the
first time that such mapping is established. We use this result
to propose a novel approach to compute a close form transient
solution of a CTMC. Thorough the paper, this novel proposal
will be referred to as the Uniformized Vandermonde (UV)
method. Numerical results show that it yields a simple yet
powerful technique to compute a close form transient solution
of a CTMC.
Before introducing the Uniformized Vandermonde method
the paper dedicates sections II to V to review the solution
of DTMC and CTMC using the undetermined coefficients
approach. Most of the contents of these sections are not a con-
tribution of this paper. For instance, the Eigenvectors method
applied to Markov chains can be found in classic books as [12,
sec. 4.8]. The expression for the exponential matrix having
confluent eigenvalues (equation (14) in section IV) can be
found in previous works [13], [14], [15], [7]. Nevertheless,
to our best knowledge, the equivalent equation for a DTMC
(equation (2), section II), has been not previously reported
in the literature. The CTMC counterparts have been included
for the sake of completeness, because they are the basis of
Uniformized Vandermonde method presented in section VI,
and because they are used in the numerical results presented
in later sections. An additional reason is that, even if the
Vandermonde method is one of the simplest ways to compute
the transient solution of a Markov chain, it is not covered, or it
is done superficially, in the books found in the literature. This
paper tries to fill this gap, highlighting the striking parallelism
that exists when this method is used to compute the transient
solution of DTMCs and CTMCs.
The rest of the paper is organized as follows. First, the
function with constant coefficients for the transient solution
of a DTMC is presented in section II, and in section III
the coefficients are computed using the Eigenvectors and
Vandermonde methods. In sections IV and V, the same it is
done for a CTMC. The Uniformized Vandermonde method is
presented in section VI, in section VII numerical experiments
are carried out analyzing the different methods described in
this paper. Section VIII discuss the stability of the Uniformized
Vandermonde method. Finally, concluding remarks are given
in Section IX.
II. DISCRETE TIME MARKOV CHAINS
Let X(n) be a homogeneous finite-state discrete-time
Markov chain with k states, and one step transition probability
matrix of size k, Pk×k. The transient solution is given by the
powers of P [12]:
pi(n) = pi(0)Pn, n ≥ 0 (1)
where pi(0) is the initial distribution, and the components of
the row vector pi(n) are the probabilities
pij(n) = Prob
{
X(n) = j
∣∣ pi(0)} , 1 ≤ j ≤ k, n ≥ 0
If we are interested in computing pij(n) for only a reduced
number of states, the following expression may be more
efficient that computing the powers of the matrix P.
Theorem 1 Let λl, l = 1, · · ·L be the eigenvalues of P,
each with multiplicity kl (kl ≥ 1,
∑
l kl = k). Without loss
of generality, assume a possible eigenvalue λ1 = 0 with
multiplicity k1. Then:
pij(n) =
k1−1∑
m=0
a
(1,m)
j δn−m +
L∑
l=2
λnl
kl−1∑
m=0
a
(l,m)
j n
m,
1 ≤ j ≤ k, n ≥ 0 (2)
where a(l,m)j are constants that thorough the paper will
be referred to as undetermined coefficients, and δk is the
Kronecker’s delta (δk = 1 for k = 0 and 0 otherwise).
The proof of equation (2) is skipped for the sake of space.
Remark 1 Assume that the Markov chain has the eigenvalue
λ2 = 1 with multiplicity k2 > 1. Clearly, the polynomial in
equation (2) corresponding to this eigenvalue:
p
(2)
j (n) =
k2−1∑
m=0
a
(2,m)
j n
m (3)
must have the coefficients a(2,m)j = 0, for m = 1, · · · , k2− 1.
Otherwise, the equation (2) will be unbounded (the poly-
nomial (3) would diverge when n → ∞). Therefore, the
eigenvalue λ2 = 1 has only 1 undetermined coefficient (i.e. the
polynomial (3) corresponding to λ2 = 1 is p
(2)
j (n) = a
(2,0)
j ). A
consequence of this fact is that the geometric multiplicity of the
eigenvalue λ2 = 1 must be equal to its multiplicity1, k2. There
may be other eigenvalues with geometric multiplicity larger
than 1. However, it is not necessary to compute the geometric
multiplicity of the eigenvalues: if the geometric multiplicity
1The geometric multiplicity is defined as the number of linearly independent
eigenvectors associated with the eigenvalue. Thorough the paper we shall use
the term confluent to refer to eigenvalues having a multiplicity larger than
their geometric multiplicity.
of an eigenvalue λl is gl, when solving for a
(l,m)
j it will be
obtained that a(l,m)j = 0 for m > kl − gl.
III. UNDETERMINED COEFFICIENTS OF A DTMC
In equation (2) there are up to k undetermined coefficients
a
(l,m)
j of pij(n) to be determined. This paper focuses on the
computation of these coefficients. Thorough the paper the
sentence the UC of pij(n), or simply the UC, will be used
to refer to the undetermined coefficients a(l,m)j of pij(n).
Additionally, to denote the UC of pij(n) it will be used the
notation:
uj =
[
u
(1)
j · · · u(L)j
]T
, (4)
where uj is a column vector with u
(l)
j =[
a
(l,0)
j · · · a(l,kl−1)j
]
, l = 1, · · ·L (thorough the paper we
shall use ()T as the transpose operator). In the following two
methods to compute the UC of pij(n) are described.
A. Eigenvectors Method
If the matrix P is diagonalizable, the Jordan blocs are
reduced to scalars: Jl = λl, and the matrix P admits the
spectral decomposition: P = L−1 Λ L, where Λ is the
diagonal matrix Λ = diag(λ1, · · ·λk), and L is a matrix
whose rows, l1, · · · lk, are the left-hand eigenvectors of P.
Since Λn = diag(λn1 , · · ·λnk ), substituting into equation (1)
we have
pi(n) = pi(0)Pn = pi(0)L−1 Λn L =
k∑
i=1
ai λ
n
i li (5)
where we assume λni = δn for any λi = 0. Defining the row
vector a =
[
a1 · · · ak
]
, the constants ai can be obtained
solving the system of equations:
a L = pi(0) (6)
and, by (5), the UC of pij(n) (the vector uj) are given by the
element wise product of the vector a that solves the system (6),
and the j column of L.
If we want to use right eigenvectors, perhaps because our
numerical tool only computes them, then we can proceed as
follows. Let R be a matrix whose columns, r1, · · · rk, are the
right-hand eigenvectors of (P)T. Then, (P)T = R Λ R−1,
and:
(pi(n))T =
k∑
i=1
bi λ
n
i ri (7)
Defining the column vector b =
[
b1 · · · bk
]T
, the constants
bi can be obtained solving the system of equations:
R b = (pi(0))T (8)
and, by (7), the vector uj (see equation (4)) is given by the
element wise product of the vector b that solves the system (8),
and the j row of R.
Note that P is diagonalizable only if the geometric multi-
plicity of all its eigenvalues is equal to its multiplicity (the
2
matrix is said to be non-defective). This is an important
restriction of this method.
B. Vandermonde Method
The UC of pij(n), 1 ≤ j ≤ k can be obtained solving the
system of equations that results from imposing the boundary
conditions to equation (2):
pij(n) = (pi(0)P
n)j (9)
where the notation (x)j refers to the j component of the vector
x. Note that we need substituting in (9) for n = 0, 1, · · · , up to
the number of UC to be determined minus 1. If we do not use
the fact that the geometric multiplicity of some eigenvalues
may be larger that 1, then there will be k UC, where k is
the number of states of the Markov chain, i.e. the size of the
square matrix P (see remark 1). For the sake of simplicity, in
the rest of the paper, if not otherwise stated, we shall obviate
this fact and assume a Markov chain with k states, and k UC
to be determined. Using (2) and substituting in (9) we have
that the vector uj with the UC of pij(n), defined by (4), can
be obtained solving the system of equations:[
A1 · · · AL
]
uj = B (10)
where the sub-matrices Ak×kll , l = 1, · · ·L, (λ1 = 0, λl 6= 0)
are given by:
Ak×k11 =
 1 0 · · · 00 1 · · · 0
· · ·

Ak×kll =

1 0 · · · 0
λl λl · · · λl
λ2l 2λ
2
l · · · 2kl−1 λ2l
· · ·
λnl nλ
n
l · · · nkl−1 λnl
· · ·
 (11)
Notice that the elements of (11) are given by: (Ak×kll )ij =
(i − 1)j−1 λi−1l , 1 ≤ i ≤ k, 1 ≤ j ≤ kl. B is the column
vector:
B =
[
pij(0) (pi(0)P)j (pi(0)P
2)j · · · (pi(0)Pk−1)j
]T
(12)
Note that if the chain starts in state i with probability 1 (i.e.,
pi(0) is a probability vector with the probability 1 in the
component i), then B = [δij (P)ij (P2)ij · · · (Pk−1)ij ]T,
where δij is the Kronecker’s delta (δij = 1 for i = j, and 0
otherwise).
Using this approach, uj is obtained solving a confluent
Vandermonde system of equations, for which there exist
abundant literature and fast numerical methods. One example
is the method of Bjo¨r and Pereyra [16]. However, for large
matrices this method fails to give accurate results, due to
rounding errors. Therefore, in the numerical experiments given
in section VII it was found more convenient building the
Vandermonde matrix and solving the system using a QR
decomposition [17].
This approach has the advantage over the Eigenvectors
method that the matrix P can be defective. Therefore, this
approach gives a more general solution.
Remark 2 In order to compute the vector B it is not nec-
essary the computation of the powers of the matrix P, as it
may seem from equation (12). This would be costly for large
matrices. Note that equation (12) can be implemented as the
product of a row vector, r, k−1 times the matrix P, as shown
in the algorithm III.1. Note also that if we are interested in
pij(n) for j = {j1, · · · jn}, then it is convenient to solve the
system (10) for the matrix Bk×|j| that would be computed
using algorithm III.1 with the indexes j = {j1, · · · jn}. We use
the notation |j| for the cardinality of the set j = {j1, · · · jn}.
Algorithm III.1 Computation of matrix Bk×|j|. We use the
notation v[j] for a subvector of |j| elements of v indexed by
the set j = {j1, · · · jn}. B[i, ] denotes row i of matrix B.
1: B[1, ]← pi0[j]
2: r← pi0
3: for all i in 2 : k do
4: r← rP
5: B[i, ]← r[j]
6: end for
IV. CONTINUOUS TIME MARKOV CHAINS
Let X(t) be an homogeneous finite-state continuous-time
Markov Chain with k states, and infinitesimal generator (rate
matrix) of size k, Qk×k. The transient solution is given by
the exponential matrix eQ t [12]:
pi(t) = pi(0) eQ t, t ≥ 0 (13)
where pi(0) is the initial distribution and the components of
the row vector pi(t) are the probabilities
pij(t) = Prob
{
X(t) = j
∣∣ pi(0)} , 1 ≤ j ≤ k, t ≥ 0
An expression for pij(t) can be obtained analogously to the
discrete time case.
Theorem 2 Let λl, l = 1, · · ·L be the eigenvalues of Q, each
with multiplicity kl (kl ≥ 1,
∑
l kl = k), then:
pij(t) =
L∑
l=1
eλl t
kl−1∑
m=0
a
(l,m)
j t
m, 1 ≤ j ≤ k, t ≥ 0 (14)
Equation (14) has been previously used in the literature [13],
[14], [15], [7], and it will not be proved here.
Remark 3 Note that, in contrast to the case of a DTMC (see
theorem 1), now it is not necessary a special attention to the
eigenvalue λl = 0. In fact, since eλl t = 1 for λl = 0, the UC
associated with λl = 0 in a CTMC is the only one that do not
vanish in pij(t) when t → ∞. Thus, λl = 0 is for a CTMC
equivalent to what the eigenvalue λl = 1 is for a DTMC. In
the rest of the paper we shall refer to the eigenvalue equal
to 1 of a stochastic matrix P, and 0 of a rate matrix Q, as
the dominant eigenvalue. Additionally, the remark 1, regarding
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to the eigenvalue λ1 = 1 in a DTMC, has its counterpart for
the eigenvalue λ1 = 0 in a CTMC: assume that the Markov
chain has the eigenvalue λ1 = 0 with multiplicity k1 > 1.
Clearly, the polynomial corresponding to this eigenvalue:
p
(1)
j (t) =
k1−1∑
m=0
a
(1,m)
j t
m (15)
must have the coefficients a(1,m)j = 0, for m = 1, · · · , k1− 1.
Otherwise, the equation (14) will be unbounded (the polyno-
mial (15) would diverge when t → ∞). Therefore, for the
dominant eigenvalue of both DTMC and CTMC there will be
associated only 1 undetermined coefficient.
V. UNDETERMINED COEFFICIENTS OF A CTMC
In equation (14) there are up to k UCs a(l,m)j of pij(t) to be
determined. The two methods described in section III can be
applied to obtain the UC of pij(t). The Eigenvectors method
described in section III-A is almost identical for a CTMC,
thus, it will not be repeated here. The only difference is that
λni in equations (5) and (7), are now e
λi t, and, in contrast
to the DTMC, it is not necessary a special attention to the
eigenvalue λl = 0. Note that for CTMCs the Eigenvectors
method also requires the matrix matrix Q to be non-defective.
This property only holds in some special cases, as in M/M/c
queues. This fact has been exploited in [18] to obtain a close
form transient solution for these class of queues.
A. Vandermonde Method
The UC of pij(t), 1 ≤ j ≤ k can be obtained solving the
system of equations that results from imposing the boundary
conditions to equation (14):
∂npij(0)
∂tn
= (pi(0)Qn)j , 0 ≤ n ≤ k − 1 (16)
As in the discrete case, the vector uj with the UC of
pij(t), defined by (4), can be obtained solving the system of
equations:
[
A1 · · · AL
]
uj = B, where the sub-matrices
Ak×kll , l = 1, · · ·L are given by (see appendix A):
Ak×kll =

1 0 · · · 0
λl 1 · · · 0
λ2l 2λl · · · 0
· · ·
λnl nλ
n−1
l · · · nkl−1 λn−(kl−1)l
· · ·
 (17)
where nm = n (n − 1) · · · (n −m + 1), nm = 0 for n < m
and 00 = 1. Notice that the elements of (17) are given by:
(Ak×kll )ij = (i − 1)j−1 λi−jl , 1 ≤ i ≤ k, 1 ≤ j ≤ kl. B is
the column vector:
B =
[
pij(0) (pi(0)Q)j (pi(0)Q
2)j · · ·
]T
(18)
Note that if the chain starts in state i with probability 1 (i.e.,
pi(0) is a probability vector with the probability 1 in the
component i), then B = [δij (Q)ij (Q2)ij · · · ]T. Note also
that the vector B given by (18) has exactly the same form than
in the DTMC (equation (12)). Thus, the remark 2 regarding
the computation of the vector B for the DTMC, is applicable
now changing the matrix P by Q.
The method described above was proposed in [11] for a
CTMC having non confluent eigenvalues. In this case, the
UC are obtained solving a pure Vandermonde system of
equations. Using the approach described above we do not
have this limitation, thus, the method can be used to compute
the transient solution of any CTMC. The only limitation is
the numerical difficulties that appear in the solution of large
confluent Vandermonde system of equations. This will be
investigated in section VII.
VI. UNIFORMIZED VANDERMONDE
METHOD
Computational round off errors may lead the CTMC so-
lution methods described in section V to give inaccurate
results, especially for chains with a large number of states.
The Eigenvectors method fails, particularly for asymmetric
matrices, because the numerical tool may not be able to obtain
linearly independent eigenvectors (see [5]). In case of the
Vandermonde method, because the eigenvalues of the matrix
Q may be out of the unit circle, and thus, the matrix (17) used
to compute the undetermined coefficients may have a large
norm and be ill-conditioned. This problem can be alleviated
using the well known uniformization method (see e.g. [7], [9]).
This method consists of considering the uniformized matrix:
P = I +
1
q
Q (19)
where q is a constant such that maxi |(Q)ii| ≤ q < ∞, and
using the equation (conveniently truncated):
pi(t) = pi(0) eQ t =
∞∑
n=0
e−q t
(q t)n
n!
pi(0)Pn (20)
Note that the matrix P defined by (19) is stochastic, and
the equation (20) can be easily proved by direct substitution of
the definition of the matrix P (19). The problem of directly
applying the uniformization formula (20) is that computing
the vectors pi(0)Pn is costly for large number of states. Since
storing the these vectors will be infeasible for large matrices,
the whole series would need to be computed each time the
probability for a new value of t is desired.
To cope with the above mentioned problems we can use
the DTMC defined by P to compute the uniformized chain
probabilities pi(P )j (n) for each of the states j we are interested,
as described in section II. Thorough this section the indexes
(P ) and (Q) will be used to distinguish the uniformized
chain and the original CTMC chain with rate matrix Q,
respectively. Note that the initial conditions, pi(0), are the
same for both chains. So, (P ) (Q) will not be used with pi(0).
From equation (20) we have:
pi
(Q)
j (t) =
∞∑
n=0
e−q t
(q t)n
n!
pi
(P )
j (n) (21)
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Let λ(P )l , l = 1, · · ·L be the eigenvalues of the uniformized
matrix P given by equation (19), each with multiplicity kl.
Without loss of generality, let λ(P )1 a possible eigenvalue equal
to 0, and λ(P )2 be the eigenvalue equal to 1. Let b
(l,m)
j be
the UC of pi(P )j (n). Using equation (2) and remark 1, and
substituting into (21) we have:
pi
(Q)
j (t) =
∞∑
n=0
e−q t
(q t)n
n!
[
k1−1∑
m=0
b
(1,m)
j δn−m + b
(2,0)
j +
L∑
l=3
(λ
(P )
l )
n
kl−1∑
m=0
b
(l,m)
j n
m
]
=
e−q t
[
b
(1,0)
j +
k1−1∑
m=1
(q t)m
m!
b
(1,m)
j
]
+ b
(2,0)
j +
L∑
l=3
e−q t (1−λ
(P )
l )
[
b
(l,0)
j +
kl−1∑
m=1
b
(l,m)
j q
(l,m)(t)
]
(22)
where q(l,m)(t) are polynomials in t of degree m (see ap-
pendix A):
q(l,m)(t) =
m∑
i=1
q
(m)
i (q λ
(P )
l )
i ti, l = 3, · · ·L (23)
with the coefficients q(m)i given by the recurrence relation:
q
(m)
i =
{
1, i = 1∑m−1
k=i−1
(
m−1
k
)
q
(k)
i−1, i = 2, · · ·m
(24)
Let λ(Q)l , l = 1, · · ·L be the eigenvalues of the rate matrix
Q, and a(l,m)j the UC of pi
(Q)
j (t). Comparing equation (14)
and (22), it turns out that it must be:
λ
(Q)
l = −q (1− λ(P )l ), l = 1, · · ·L (25)
λ
(P )
l = 1 +
λ
(Q)
l
q
, l = 1, · · ·L (26)
a
(l,0)
j = b
(l,0)
j , l = 1, · · ·L. (27)
Equations (25) and (26) can be also derived directly from (19),
since the eigenvalues follow the same linear transformation.
From (27) we have that if there are not confluent eigenvalues,
the UC of pi(P )j (n) and pi
(Q)
j (t) are the same. In the confluent
case, and comparing again equations (14) and (22), and
using (23), we have:
a
(1,m)
j =
qm
m!
b
(1,m)
j , m = 1, · · · k1 − 1 (28)
a
(2,0)
j = b
(2,0)
j (29)
a
(l,m)
j = (q λ
(P )
l )
m
kl−1∑
k=m
q(k)m b
(l,k)
j ,
m = 1, · · · kl − 1,
l = 3, · · ·L
(30)
Note that (29) is the UC associated with the dominant
eigenvalue (being λ(P )2 = 1, using (25) it is λ
(Q)
2 = 0). Thus,
even if the dominant eigenvalue is not single, there is only
one UC associated with it (see remark 3).
The mapping established by equations (28), (29) and (30)
are of interest from a theoretical point of view. Note that
these equations establish an equality between the UC of a
CTMC, and the UC of one of its uniformized chains (which
is a DTMC). In another words, these equations establish a
mapping between a close form solution of a CTMC and a
close form solution of one of its uniformized DTMCs. To
the best of our knowledge, this is the first time that such
mapping is established. This mapping can be used to compute
the transient solution of a CTMC in terms of the solution of
one of its uniformized chains, which can be convenient from
a numerical point view, as explained in the following.
One could first think of using the eigenvectors method to
compute the transient solution of the uniformized DTMC.
However, using the definition of eigenvector it is easy to prove
that equations (25) and (26) imply that the eigenvectors of Q
and its uniformized matrix P given by (19), must be the same.
Therefore, if the system of equations (8) is ill-conditioned for
the eigenvectors of Q, so it will be for the eigenvectors of P.
Thus, there is no much advantage in using the Eigenvectors
method with the uniformized matrix P.
On the other hand, using the Vandermonde method with
the uniformized matrix P implies building the Vandermonde
matrix using λ(P )l . This makes a big difference with respect to
the Vandermonde matrix that would be obtained using λ(Q)l . In
the following the Vandermonde matrices obtained using λ(P )l
and λ(Q)l will be denoted as V
(P ) and V(Q), respectively.
Notice that λ(P )l must be inside the unit disk (|λ(P )l | ≤ 1),
thus, V(P ) will be possibly much better conditioned than
V(Q). Additionally, by choosing an appropriate value for q,
we can tune the condition number of V(P ). So, the idea of
the method is solving a CTMC by using the Vandermonde
method with one of its uniformized DTMCs: one having
a well conditioned matrix V(P ). Then, using the mapping
given by equations (28), (29) and (30) to derive a close form
solution for the original CTMC. Summing up, the Uniformized
Vandermonde Method proposed in this paper consists of the
following steps:
1) Compute the eigenvalues of Q, λ(Q)l .
2) Process the eigenvalues λ(Q)l < 0, merging those that
are near confluent, if any, and limiting the maximum
multiplicity (see remark 5).
3) Using Q and its eigenvalues, choose an appropriate
value for the uniformization parameter q (this point will
be discussed in section VI-A).
4) Compute the uniformized matrix P = I + 1qQ. To save
memory space, the matrix P can overwrite matrix Q in
this step, since Q is not needed anymore.
5) Using P and pi(0), compute the matrix B using the
algorithm III.1. Then, the matrix P can be removed,
since it is not needed anymore.
6) Compute the eigenvalues of P, λ(P )l , using equa-
tion (26).
7) Using λ(P )l , construct the Vandermonde matrix, as ex-
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plained in section III-B.
8) Solve the resulting Vandermonde system to obtain the
UC of pi(P )j (n). If there aren’t confluent eigenvalues,
these are the UC of pi(Q)j (t), and we are done. In case
of confluent eigenvalues, use equations (28) and (30)
to compute the UC of the corresponding confluent
eigenvalues of pi(Q)j (t).
9) Use UC of pi(Q)j (t) and the eigenvalues λ
(Q)
l in equa-
tion (14) to evaluate the desired transient solution.
Remark 4 It is interesting to note that if the uniformized
chain probabilities pi(P )j (n) given by the matrix P (19) have
a limiting distribution, they converge to pi(Q)j (t) at the points
n = [q t], where [x] stands for the integral value of x. This
comes from the fact:
lim
n→∞P
n = lim
n→∞
(
I +
1
q
Q
)n
= lim
n→∞
(
I +
tQ
n
)n
= eQ t
(31)
Remark 5 Having eigenvalues of P near confluent will make
the matrix V(P ) to have repeated rows (due to rounding er-
rors), and thus, be ill-conditioned. By near confluent we mean
eigenvalues λ(P )a and λ
(P )
b such that |<λ(P )a − <λ(P )b | < 
and |=λ(P )a − =λ(P )b | < , where < and = are the real
and imaginary part respectively, and  is a small positive
number. To solve this problem it has been proceed as follows:
first, all eigenvalues satisfying the above inequality, have been
merged (i.e. considered as the same eigenvalue, increasing
its multiplicity). For the same reason, all complex conju-
gate eigenvalues pairs having |=λ(P )b | <  have also been
merged, by removing their imaginary part. In the numerical
experiments of section VII it was found convenient to use
 = ((1 + m)
k − 1)0.5, where m is the smallest positive
floating-point number such that 1 + m > 1 and k is the
number of rows of V(P ).
Another problem may arise in case of having eigenvalues
with large multiplicity. Due to rounding errors, this may hap-
pen even if the exact eigenvalues of the matrix are all single.
This could produce huge elements in V(P ) (see equation (11)),
and the system would become ill-conditioned. To cope with this
problem, the multiplicity of the eigenvalues has been limited
to a maximum value M . In other words, if the multiplicity
kl of an eigenvalue λ
(P )
l is kl > M , then it is assumed that
the UC a(l,m)j = 0 for m = M, · · · kl − 1. Note that this
is equivalent to assume that the geometric multiplicity of the
eigenvalue is > kl −M (see remark 1), which in many cases
may be true. An additional advantage of doing so, is that the
size of the Vandermonde system to solve is reduced. In the
numerical experiments of section VII it has been set M = 5.
A. Choosing the uniformization parameter
A critical point in the UV method is the selection of the
uniformization parameter q. When the uniformization equa-
tion (20) is used, it is common to take the uniformization
parameter q = maxi |(Q)ii| [9]. This is the minimum value
that q can have for the matrix P to be stochastic. However,
in order improve the condition number of the Uniformized
Vandermonde matrix, V(P ), it may be better choosing a higher
value for q (note from (26) that taking q →∞, all eigenvalues
λ
(P )
l → 1). First, it has been observed in the numerical
experiments that V(P ) is better conditioned having all the
elements in the non negative x-plane. This can be explained
by the fact that the inaccuracies due rounding errors are lower
if the real part of all the elements of the matrix have the
same sign. From equation (26) we have that this goal can be
achieved if q ≥ |minl <λ(Q)l |, where minl <λ(Q)l is the most
negative real part of the eigenvalues of Q. Additionally, if all
the eigenvalues |λ(P )l | < 1 are close to the origin, then the
terms (λ(P )l )
n of V(P ) will vanish when increasing n, and
V(P ) will be ill-conditioned. To solve this problem we can
proceed as follows. Let k be the number of rows of V(P ),
and λ(P )m the second largest eigenvalue, in modulus (recall
that the largest is λ(P )1 = 1). A rule of thumb is choosing
q such that |λ(P )m |k > , for some small positive . In the
numerical experiments of section VII it was used  = m,
where m is the smallest positive floating-point number such
that 1 + m > 1. From (26) we have that λ
(P )
m = 1 +
λ(Q)m
q ,
where λ(Q)m is the second smallest eigenvalue of Q, in modulus
(the smallest is λ(Q) = 0). Thus, we have that it must be:
q > |λ(Q)m |/(1− 1/k). Putting all together, the uniformization
parameter used in the numerical experiments of section VII
has been chosen as:
q = max
{
max
i
|(Q)ii|, |min
l
<λ(Q)l |,
|λ(Q)m |
1− 1/k
}
(32)
VII. NUMERICAL EXPERIMENTS
In this section three different methods to compute the tran-
sient solution of a CTMC with rate matrix Q are compared.
The following notation is used:
• qevec: Eigenvectors method (see section V).
• qvand: Vandermonde method, (see section V-A).
• uvand: Uniformized Vandermonde method, (see sec-
tion VI).
The results have been computed using the R numerical
tool [19] version 2.11.1, with its internal lapack and blas
libraries. The experiments were done in a PC with a 64 bits
Intel Xeon Dual-Core 2.3 GHz, and 12 GB of RAM.
The experiments have been done using an M/M/1/N queue,
where N ≥ 1 is the system capacity. This queue has also been
used by other authors in similar numerical experiments [20],
[7]. Several reasons justify this choice. First, because it is one
of the few queues for which there exist close formulas for the
transient solution. Therefore, we can evaluate the accuracy of
the methods. Additionally, varying the system parameters we
can easily change the structure of the Q matrix, and thus,
analyze the generally of the method.
The state of the Markov chain is the number in the system
(so, thorough this section pij(t), 0 ≤ j ≤ N is the probability
of the queue having j customers in the system at time t),
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and we assume that the initial state is j = 0. The system
capacity (N ), has been varied between 10 and 104 (note that
the number of states of the Markov chain is N + 1). In the
interval [10, 100] the transient solution was computed for all
values of N , since each computation took few seconds. In the
interval (100, 104] there were taken 20 points evenly spaced
in log scale (10 per decade). The service rate has been set
to µ = 1 and the arrival rate have been set to three different
values: λ = 1, 10−3 and 10−6.
The methods are compared against the formula proposed
by Sharma and Tarabia in [21]. Due to the combinatorial co-
efficients of Sharma’s formula, its numerical evaluation gives
very accurate results for values of t up to 100 s approximately.
In order to estimate the error for each of the methods m =
{qevec, qvand, uvand} it has been proceed as follows. pi(m)0 (t)
have been evaluated at 60 values of t evenly spaced in log scale
in the range (10−1, 102] (20 points per decade). All values
pi
(m)
0 (t) < 0 and pi
(m)
0 (t) > 1 where considered as failed. If
the number of failed points was larger than 12 (more than 20%
of failed points), it was considered that the method failed. For
the non-failed points, n, it was computed:
error(m) =
1
n
n∑
i=1
(pi
(m)
0 (ti)− pi(sh)0 (ti))2
pi
(sh)
0 (ti)
(33)
where pi(sh)0 is the probability obtained with Sharma’s formula.
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Figure 1 shows the error obtained in each scenario. The
failed points, or those points where the solver failed to
compute the UC (because rounding errors made the numerical
tool finding the matrix singular), are marked with a dot at
error=1. Figure 2 shows the condition number of the matrix
used to computed the UC: the Eigenvectors matrix for qevec,
and the Vandermonde matrices V(Q) and V(P ) for qvand and
uvand respectively (see section VI). In figure 2 the points
located at y = 1 mark the scenarios where the solver failed to
compute the UC. Both figures are in log-log scale.
Figure 1 shows that qevec is very accurate for λ = 1. This
is because Q is symmetric for λ = 1, and it is known that
Eigenvectors method works very well in this case (see e.g. [5]).
In fact figure 2 shows that the condition number for λ = 1 in
qevec is constant and equal to 1. For λ 6= 1 figure 2 shows
that the condition number for qevec increases rapidly with
increasing N . In fact, the lower is λ, the less symmetric is Q,
and the smaller are the values of N for which qevec is able
to computed the UC. Regarding the method qvand, figure 2
shows that the condition number increases rapidly with N
for λ = 1 and 10−3, explaining the bad results observed for
this method in figure 1 for these values of λ. This is because
the eigenvalues of Q are out of the unit circle, and thus, the
norm of V(Q) increases rapidly with increasing N . This can
be observed in figure 3. This figure shows a complex-plane
plot of the eigenvalues obtained with the numerical tool for
the matrix Q, and the uniformized matrix P, for N = 1000.
Finally, figure 1 shows that uvand is the only method that
succeeds to compute the transient solution for all values of λ
and N . Figure 2 shows that the condition number of V(P ) is
between 1020 and 1025 for most of the values of N . This is a
large condition number, however, figure 1 shows that the error
for uvand is very low when λ 6= 1.
To explain what happens with uvand when λ = 1, figure 4
depicts the probabilities pi(m)j (t), j = 0, · · · 9 for the scenarios
m = {qevec, uvand} and λ = {1, 10−3, 10−6} when
N = 100. In the interval t ∈ [10−1, 102] the values obtained
with Sharma’s formula are plotted with dashed lines (note that
the error depicted in figure 1 was computed in this interval).
Figure 4 shows that pi(uvand)j (t) starts diverging when t is
approximately 100 s. In fact, the error observed in figure 1
in uvand method for N between 10 and 102.5, is because
there were taken some samples of pi(uvand)j (t) in the region
where it diverges. For N > 102.5 the error is negligible
because the divergence of pi(uvand)j (t) starts after the interval
considered in the error estimation. This instability is discussed
in section VIII.
Figure 5 shows the computation time in seconds for each
method in the scenario with λ = 1, for the points where the
numerical tool was able to compute the UC. It can be seen
that for values of N up to 102.5, approximately, qevec is the
fastest method. However, for larger values of N the methods
qvand and uvand are faster. This is motivated by the cost of
computing the eigenvectors in the qevec method.
An additional advantage of the uvand method is the
reduction of the required UC in some scenarios. This is
shown in figures 6 and 7, which respectively plot the mean
multiplicity of the eigenvalues computed by the numerical
tool, and the V(P ) matrix size (number of required UC, k,
in the uvand method). In the extreme case (λ = 10−6 and
N = 104) figure 6 shows that the numerical tool yielded a
mean multiplicity of the eigenvalues equal to 120.5. Figure 7
shows that only 155 different UC were needed to compute the
transient solution for this scenario. This result comes from the
fact that the maximum multiplicity was limited to M = 5 (see
remark 5),
VIII. DISCUSSION
The intuitive explanation of the divergence of pi(uvand)j (t)
when λ = 1 is the following. The Uniformized Vandermonde
method can be interpreted as a fitting of the points of the
uniformized probabilities, pi(P )j (n), to the samples P
n, for
n = 0, 1, · · · k − 1. In the interval where these samples are
taken, the corresponding probabilities obtained for pi(Q)j (t)
are very accurate (recall from 4 that pi(P )j (n) converges to
pi
(Q)
j (t) at the points n = q t). If pi
(P )
j (n) reaches the stationary
distribution within the sampling interval n = 0, 1, · · · k − 1,
then uvand is very accurate for all values of t. This comes
from the fact that the UC would have been computed taking
into account the evolution of the chain up to the stationary
regime. This fact holds for λ = {10−3, 10−6}, but for λ = 1
the probabilities pi(Q)j (t) converge to the stationary regime very
slowly. Note that this is an expected result, since an M/M/1
queue is null recurrent for ρ = λ/µ = 1. Thus, for N →∞ the
duration of the transient regime → ∞. We conclude that the
method is expected to give accurate results as far the duration
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of the transient regime of the chain is not much larger than
the interval used to compute the UCs.
In order to check this condition it can be proceed as
follows. The duration of the transient regime of pi(Q)j (t)
is related with the second smallest eigenvalue, in modulus:
λ∗l = minl,λl 6=0 |λ(Q)l |. If λ∗l is close to 0, then e−λ
∗
l t will
vanish for large t, thus, with a long transient regime. Define
n∗ = q t∗ =
α q
minl,λl 6=0 |λ(Q)l |
(34)
Note that e−λ
∗
l t
∗
= e−α. Thus, t∗ is an estimation of the
time where pi(Q)j (t) reaches the its stationary regime. Note that
at time t∗ all coefficients of pi(Q)j (t), but the stationary one,
have vanished by at least e−α. Figure 8 depicts the values of
n∗ = q t∗ given by equation (34), for α = 0.1, and k = N+1.
The figure confirms that pi(Q)j (t) converges very fast to its
stationary regime for λ = {10−3, 10−6}, but very slowly for
λ = 1. For instance, when N = 100, n∗ = {413, 0.26, 0.25}
for λ = {1, 10−3, 10−6}, respectively. In fact, figure 8 shows
that for λ = 1, the duration of the transient regime becomes
larger than k for around k = 25.
We conclude with the following rule to estimate the stability
of the method: Compute n∗ given by (34). If n∗ ≤ k (recall
the k is the number of UC to be determined), then method
is expected to give a very accurate close formula for pi(Q)j (t).
Otherwise, pi(Q)j (t) may diverge when for values of t k/q.
The divergence problem observed for the uvand method
claims for discussion. First note that, due to rounding errors,
none method is completely stable [5]. The best method de-
pends on the properties of the rate matrix. This comes clear
from the numerical results, where the eigenvectors method
was always stable for λ = 1, but failed rapidly otherwise.
Methods based on matrix series, as the uniformization method,
have shown to be very robust, and may be more general
than the method proposed in this paper. Nevertheless, the
close formula provided by the uvand method has important
advantages. For instance, once the eigenvalues and the UCs
have been computed, it can be evaluated much faster than a
matrix series. Additionally, it can save memory, since at most
2N values need to be stored (the eigenvalues and the UCs),
instead of the N2 values of the rate matrix.
IX. CONCLUSIONS
In this paper are investigated the class of methods based
on the undetermined coefficients approach to compute a close
form transient solution of continuous time Markov chains
(CTMCs). This approach consists on guessing the solution
in terms of a set of undetermined coefficients (UC), and
derive a system of equations that computes them. The well
known Eigenvectors method belongs to this class, but it has
the drawback that it cannot be used to solve defective matrices,
which are likely to occur in practice due to rounding errors.
Another approach consists of applying the undetermined
coefficients approach directly to the transient solution of a
Markov chain in terms of its eigenvalues. Doing this way it is
obtained a Vandermonde system of equations, and we refer to
it as the Vandermonde Method. This method has the advantage
that it can be used even for chains having a defective matrix.
However, the Vandermonde system of equations obtained for
CTMCs may be ill-conditioned for chains having a large
number of states.
To solve this problem, a mapping is derived between
a close form transient solution of a CTMC, and a close
form transient solution of one of its uniformized discrete
time Markov chains (DTMCs). We exploit this mapping by
proposing a new approach to compute the transient solution
of CTMCs by using the Vandermonde method with one of its
uniformized DTMCs: one having a well conditioned matrix.
We refer to this approach as the Uniformized Vandermonde
(UV) method. The benefits of this new method are analyzed
through extensive numerical results. The method is simple to
implement and numerical results show that it is rather general,
giving an accurate solution in most scenarios where it was
tested. Furthermore, a rule of thumb is given to estimate when
the method may diverge.
APPENDIX
A. DERIVATION OF ∂
npij(0)
∂tn
In order to solve the system of equations (16) we need to
compute the derivatives of functions of the type:
pik−1(t) = (a0 + a1 t+ · · ·+ ak−1 tk−1) eλ t (35)
In this appendix a general formula is obtained. This is neces-
sary to implement a script for solving the system of equations
given by (16). Start by noting that:
∂pik−1(t)
∂t
= [(λa0 + a1) + (λa1 + 2 a2) t + · · ·
(λak−2 + (k − 1) ak−1) tk−2 + λak−1 tk−1)
]
eλ t (36)
which is again a polynomial in t of degree (k − 1) times
an exponential. Let identify the coefficients of the polynomial
associated with ∂
npik−1(t)
∂tn by am(n), m = 0, · · · (k − 1), and
define the column vector a(n) =
[
a0(n) · · · ak−1(n)
]
.
Note that a(0) =
[
a0 · · · ak−1
]
. By induction it can be
easily obtained that a(n) obeys the systems of linear difference
equations a(n+ 1) = A a(n), where:
Ak×k =

λ 1 0 0 · · ·
0 λ 2 0 · · ·
0 0 λ 3 · · ·
· · ·
 (37)
This system has the solution a(n) = An a(0). Writing A =
λ I + U, where U is the matrix:
Uk×k =

0 1 0 0 · · ·
0 0 2 0 · · ·
0 0 0 3 · · ·
· · ·
 (38)
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we have that:
An =
n∑
m=0
(
n
m
)
λn−m Um (39)
where U0 = I and Um is a matrix with the m upper diagonal
equal to:
m!,
(m+ 1)!
1!
,
(m+ 2)!
2!
,
n−k· · · , (k − 1)!
(k −m− 1)! (40)
for m = 1, · · · k− 1, and Um = 0 for m ≥ k. Note now that:
∂npik−1(0)
∂tn
= a0(n) (41)
which is the first component of the vector a(n). Thus, us-
ing (39) and (40) we obtain:
∂npik−1(0)
∂tn
=
k−1∑
m=0
(
n
m
)
m!λn−m am =
k−1∑
m=0
nm λn−m am
(42)
where nm = n (n − 1) · · · (n −m + 1), i.e. m-permutations
of n, with nm = 0 for n < m, and 00 = 1.
Let c(l,m)j (n) be the coefficient of the equation n, 0 ≤ n ≤
k − 1 of the system of equations (16) that multiplies the UC
a
(l,m)
j of pij(t). Using (42) we conclude that:
c
(l,m)
j (n) = n
m λn−ml (43)
B. DERIVATION OF q(l,m)(t)
In equation (22) we need to compute the following summa-
tion for the eigenvalues with multiplicity higher than 1:
Sm =
∞∑
n=0
(q t)n
n!
(λ
(P )
l )
n nm =
∞∑
n=0
xn
n!
nm, m ≥ 1 (44)
where x = q t λ(P )l . Clearly, S0 = e
x (assuming nm = 1, ∀n
for m = 0) and,
Sm =
∞∑
n=0
xn
n!
nm = x
∞∑
n=1
(n− 1 + 1)m−1 x
n−1
(n− 1)!
= x
∞∑
n=1
m−1∑
i=0
(
m− 1
i
)
(n− 1)i x
n−1
(n− 1)! =
x
m−1∑
i=0
(
m− 1
i
)
Si, m ≥ 1 (45)
From (45) it can be easily derived that Sm are eq t λ
(P )
l times
polynomials in t of degree m: Sm = eq t λ
(P )
l q(l,m)(t), where:
q(l,m)(t) =
m∑
i=1
q
(m)
i (q λ
(P )
l )
i ti (46)
with coefficients q(m)i given by the recurrence relation:
q
(m)
i =
{
1, i = 1∑m−1
k=i−1
(
m−1
k
)
q
(k)
i−1, i = 2, · · ·m
(47)
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