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Abstract—The BASIS project is about the secure applica-
tion of transparent biometrics in the home environment.
Due to transparency and home-setting requirements there
is variance in appearance of the subject. An other prob-
lem which needs attention is the extraction of features. The
quality of the extracted features is not only depending on the
proper preprocessing of the input data but also on the suit-
ability of the extraction algorithm for this problem.
Possible approaches to address problems due to trans-
parency requirements are the use of active appearance mod-
els in face recognition, smart segmentation, multi-camera
solutions and tracking.
In this paper an inventory of problems and possible solu-
tion will be given.
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I. INTRODUCTION
User convenience, or ease of use, is an important issue
when considering the residential environment of 2010 . It
is a factor besides security and privacy protection that will
determine whether or not the possibilities offered by wide-
band access to the home will be appreciated and used. Bio-
metric authentication, i.e. verifying the claimed identity
of a person based on physiological characteristics or be-
havioural traits, has the potential to contribute to both se-
curity and user convenience.
From a user-convenience point of view, biometric au-
thentication has the advantage that it does not make use of
pin codes or passwords that can be forgotten or tokens that
can be lost. Another advantage that biometric authentica-
tion offers is the possibility of personalisation, because a
device or service can recognise a user and adapt its settings
to the users preferences. User convenience can be further
increased, when biometric recognition is made transpar-
ent. This means that it does not require any specific user
action, such as placing a finger on a sensor in order to
present a fingerprint.
From a security point of view, biometric authentication
offers the possibility to verify whether or not a user is
physically present. However, it must be noted that biomet-
ric authentication is intrinsically characterised by false-
acceptance and false rejection errors. Therefore, not all
biometric recognition methods will be able to achieve the
same level of security as for instance a pin code.
From a privacy point of view, the use of biometric au-
thentication also introduces a new problem and raises user
concerns. Namely, when used for privacy-sensitive appli-
cations, biometric data are a highly valuable asset. When
such data are available to unauthorised persons, these data
can potentially be used for impersonation purposes, de-
feating the security aspects that are supposed to be associ-
ated with biometric authentication. European privacy leg-
islation provides for various protection regimes that cover
biometric personal data, depending on their degree of vul-
nerability and the purpose of their processing. Initial re-
sults from studies, done in the context of the European
project BIOVISION, show that there is a variety of user
concerns, associated with loss of privacy, reuse of elec-
tronically stored fingerprints and written signatures and the
fear that biometric data might reveal medical conditions.
One of the most promising privacy enhancing solutions is
anonymous biometric authentication. Biometric data are
called anonymous when the data cannot be traced back
to the user. This means that privacy sensitive information
about physiological characteristics cannot be derived from
the data.
The home is a challenging environment for the introduc-
tion of biometric authentication. First of all, it is a place
where user convenience and personalisation are highly ap-
preciated or even demanded. Biometric authentication, in
particular transparent biometric authentication, seems the
security mechanism to achieve this. Secondly, electronic
banking and electronic voting will be typically done from
the home. These applications require the privacy protec-
tion that anonymous biometric authentication can offer.
Thirdly, the home environment poses some specific chal-
lenges that need to be addressed. For example, in con-
trast to access-control or banking applications, there is no
professional system manager, who can assist with the en-
rolment and withdrawal of users, or who can set up and
maintain biometric databases.
The goal of this project is to investigate the possibilities
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of biometric authentication for securing the access to in-
formation and services in the personal environment, with
a focus on user convenience and privacy protection. The
project will address (a) the problem of transparent biomet-
ric authentication as a means to enhance user convenience,
(b) the problem of anonymous biometric authentication
as a means to protect the users privacy, and (c) the spe-
cific problems of the use of biometric authentication in the
home environment.
In this paper the use of face recognition in the home en-
vironment will be discussed. An inventory of some prob-
lems and possible solutions will be given.
II. TRANSPARENT BIOMETRICS
As said, biometrics is a way to identify a person by body
characteristics or traits. Already a lot of biometric recog-
nition methods are known such as fingerprint, face, iris,
speaker, odour, gait, posture, grip recognition. Not all are
as suitable for the home environment, due to patent restric-
tions, costs, performance, transparency requirements and
others reasons.
Transparency means that in order to be recognised a per-
son does have to perform any explicit action. Thus any bio-
metric which does require user action such as fingerprint,
grip and iris recognition are, at least with current technol-
ogy, unsuitable because the person has to present an finger,
hand or eye to a sensor. Face, posture, gait recognition are
examples of biometrics which can be applied in a transpar-
ent way.
A. Face recognition
Currently our research focuses on face recognition. This
is because in our opinion it offers possibility to be adapted
to transparency and does not involve patented technology.
Face recognition lends itself well for transparent use be-
cause it is based on cameras that can in a later stage be
applied to an other biometric such as gait or posture recog-
nition.
III. PROBLEMS
In this section several of the problems arising in the ap-
plication of transparent face recognition in the home envi-
ronment and their causes will be discussed.
A. Variability
Variability is the fact that two images of a person taken
for identification can differ due to numerous reasons.
As a consequence of of the transparency users in the
house will not perform any action to be recognised but just
follow their daily routine. Also, in the house the environ-
mental conditions cannot be controlled as in a laboratory.
In most face-recognition systems there is a controlled sit-
uation whit controlled lighting conditions, a fixed frontal
pose, neutral expression. In a transparent environment this
is not the case and the conditions are far from ideal, which
leads to a high variability.
Pose The pose of a person is how the person is facing
the camera. This is often not in a frontal or prescribed
way. This means that the images on which the recognition
is to be based will be frontal, profile, from the back of the
head or from any other angle. Also it is obvious that the
distance to a camera will give big variability in scale.
Lightning Apart from pose there are also differences in
the lightning conditions. This is caused not only by the
difference in position of cameras in a multi camera sys-
tem. The conditions in the house itself may vary where
one can think of sunlight coming through the window or
the switching on or off the lights in the house.
Occlusion When an image of a person is a unobstructed
frontal shot all his facial features are visible. However,
part of the face can be hidden behind the head itself. Also,
parts could be hidden behind objects such as furniture or
other persons in the room. The fact that not all of the face
is visible means that certain features need to be guessed.
Expression People are living and interacting with emo-
tions showing from their faces. This makes that images
taken from person in the home environment will contain
images of people with different expressions. This can
cause problems if the system is not trained well enough
to be able to cope with the expressions. These variations
are in general fast and could change over seconds.
Slow changes ”People change” is a well known say-
ing. This is also true for their faces. It can be anything
from people starting to grow a beard of aging effects. In
face recognition this is not a good thing. When the system
is trained to recognise people and the people change the
recognition might start to fail or stop working properly.
The variability encountered can be roughly separated
into two groups; intrinsic and extrinsic variability. Intrin-
sic variability is variability coming from the person itself.
They can be fast, such as expression, or slow as aging.
Extrinsic variability are basically variabilities which are
caused by the position of the camera or other outside in-
fluences.
B. Face detection and image quality
When a face has to be identified it first has to be detected
in the image. In addition it is known that the performance
of the recognition depends for a large part on the registra-
tion method. In order to do proper registration features in
the face have to be found. In a home situation, the non-
uniform background, large subject-camera distances and
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variability in poses make the detection of a face and it’s
features more difficult and less reliable.
C. Limited enrollment
A recognition system has three basic phases in which it
processes images. The first is the training phase in which
it learns the differences between classes in a general way.
A face recognition system can be trained with a number
of pictures of a number of people. Only the general data
and parameters of the feature extraction are kept. The sec-
ond phase is the enrollment phase. Here the systems learn
the individuals it has to recognise later. Of these persons
the extracted data is kept. The final phase is the recogni-
tion. An image is compared to the data stored during the
enrollment phase. Because there is no professional system
manager the enrollment phase must be simple and mini-
mal. Only one or a few images taken in one session will
be stored in the database during enrollment. These im-
ages will be taken in the home environment and not in a
laboratory under well defined conditions. This will make
the images less suitable for enrollment and may reduce the
performance and it will make the problems discussed be-
fore even worse.
IV. SOLUTIONS
In this section solutions for the problems discussed in
the previous section will be proposed. Some solutions
might be suitable to handle more then one problem while
some problems are possible to solve with more than one of
the proposed solutions.
A. Multiple images
When the quality of the images is not good enough,
more images can be used to enhance the overall system
performance. There are two moments where the informa-
tion can be combined; before or after the classification.
First the images could be used to create a better image of
the person. After that the recognition takes place. An other
approach is to perform recognition on each of the captured
images and combine the scores into one final recognition
score.
There are several ways to use multiple images of the
same person to enhance the performance. The first, is to
use more than one image over time. This is making use of
image sequences which come from the camera. The other
one is to use multiple cameras to capture multiple images
at the same time at different angles. A combination is also
possible.
A.1 Image sequences
The knowledge of where a face was in the previous im-
age can provide important clues for where to look for it in
current image. It could be that special video tracking algo-
rithms could provide even more advantages to plain image
processing. The detection can be improved using tracking.
A.2 Multiple camera
The use of multiple camera’s shows advantages in even
simple recognition algorithms. More cameras means more
images. When a person is visible on multiple cameras at
the same time the chance of obtaining a good recognition
result will improve. Even in the very simple case where
identification is done in parallel and independent for each
camera. The probability that the right decision is made
increases. A challenge lies in combining the input of the
cameras before the recognition is done.
Using multiple cameras the deployment of 3D technol-
ogy becomes possible. It can be used to do 3D recognition
but also to remove obstructions in front of the face.
Expectations are that more can be gained using ad-
vances technologies to combine the cameras.
B. Invariance models
In order to cope with extrinsic variability and fast in-
trinsic variability in a face a possible approach is to take
the variance out of the face. Making a face free of vari-
ance in shape will make recognition more reliable. One
should however be aware that making faces shape free
reduces within-class as well as between-class variability.
This might lead to performance degeneration. Also find-
ing the shape of the face can help improve the recognition
compared to recognition purely on the texture.
B.1 Active Appearence Models
Promising work on the compensation for fast intrinsic
variability and some extrinsic variabilities such as pose and
small occlusions is done in the field of the Active Shape
Models and Active Appearance Models (AAM) [1]. Ac-
tive appearance models contain not only information on
the gray scale information of the model but also on the
shape.
When shape parameters are known the face can be
warped to an expression free patch. This means that the
face is now is free of variance as expression. This new tex-
ture can now be used to determine who the image belongs
to.
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C. Smart segmentation
A different approach to the problem of occlusion could
be to simply split the face in different areas like the right
eye, left eye, nose, mouth, left ear, right ear and perhaps
more. Then try to identify a person on each of these seg-
ments using the technology which also is used for ’whole
face’ recognition. The outcome of these identifications
should be combined into a reliable estimate of the identity.
D. Colour
Most face recognition systems use grayscale images to
work with. In black and white images there is only the in-
tensity on a 0-255 grayscale to work with. Working on
colour images may give a few advantages. There sim-
ply is more information available in a colour image which
could help improving the recognition [2]. Besides that the
colour information may help in locating suitable face can-
didates [3] but it depends more on lightning conditions.
In colour images a few problems arise which are not
present in black and white image processing. One of the
problems is how to handle the colour data. Once could
simply use the red, green and blue (RGB) values which
give the intensities three basic colours. When one looks
at the colour space as a three-dimensional space with red,
green and blue on the axis the colour space will be a cube
making the correct calculation of distances difficult. For
Hue Saturation and intensity (HSI) the space would look
like a cone. Again the distance between two colours is not
easily calculated and uniform throughout the colour space.
The Lab colour space [4] however is shaped like a sphere
and the difference between the calculated colour values is
equivalent to the visual distinctness between the colours.
E. Feature extraction enhancement
The feature extraction should be done with existing
technologies. There are of course still possibilities to im-
prove the recognition. Traditionally a person is judged
against n classes. It is however also possible to create n
feature extractors which separate one class from all other
classes. It should be investigated if n is small enough to
implement this and if this does improve the results.
An image of n pixels can be seen as a single point in a
n-dimensional space. Each dimension is a feature. Com-
puting the statistics of many points in the n-dimensional
space (or images) requires a lot of time. Due to time re-
strictions it is necessary to reduce the number of features.
This of course with out loosing (to much) relevant infor-
mation.
Traditional PCA and LDA systems have one transfor-
mation matrix for all the classes. It could be good idea to
use a class-depending transformation matrices.
Each feature extraction can address a two class prob-
lem; the person and all other persons. There is the class
for which extraction is optimised and all other classes (per-
sons) on one big heap, which we call the other-class. The
extraction maximises the distance between the class and
the other-class over the within class variance of the class.
A new image is processed using all feature extractions.
There it is tested to belong to the class or the other-class.
Ideally the outcome is only once ’class’ and ’other-class’
for all other occasions.
This is made possible by online training and online up-
dating.
E.1 recursive SVD
In BASIS the system is meant to update it self for two
reasons. First of all to keep the setup and enrollment pro-
cedure as simple as possible. In the beginning the system
will start to recognise a person with a less then optimal er-
ror rate. If the system can learn by itself the faces it has
to recognise better the performance will improve, yield-
ing better EER and therefore lower user frustration and
thus higher user convenience. Secondly the system has
to be able to adapt to slow intrinsic variability. To cope
with this it is necessary to do online recalculations of the
transformation matrix which is used to transform an im-
age onto the feature space. If the system takes an image
of a person which is good enough to be enrolled then the
new transformation matrix can be calculated using the old
transformation matrix and the new image alone. To calcu-
late the transformation matrix, SVDs are used. In order to
calculate the new transformation matrix a recursive SVD
(RSVD) algorithm [5] is to be used. How to apply a RSVD
is explained in appendix A.
The usefulness, in terms of speed and robustness of this
and other RSVD algorithms should be investigated.
F. Selflearning systems
Selflearning systems may solve problems caused by a
limited enrollment phase.
In order to cope with the slow variability the system
should be able to update enrolled data. After the recog-
nition is confirmed the image could be used to update the
system. This has of course advantages and risks, such as
stability of the system. How the proper operation of the
system can be ensured when a wrong image is enrolled or
how this can be prevented is to be investigated. Also there
is the risk of overtraining the system to a level where it
cannot detect if someone is enrolled or not. It will simply
assign the not enrolled person to a class increassing error
rates.
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V. PLANNING
We plan to realise a sequence of demos in which the
working of biometrics in the home environment are ex-
plored. The first demo is a simple recognition system
with controlled conditions. The second one will include
two cameras. It will find face and features by itself. Af-
ter that updating algorithms and automated enrollment of
users will be added. The final system should be able to
grow to a good working recognition system by using on-
line updating from only a few enrollment images. These
demos will serve as a guideline for the research to be done.
VI. CONCLUSIONS
In this paper the problems arising when deploying face
recognition in the home environment have been discussed.
Also have some possible solutions and technologies to im-
plement them been discussed defining research to be done.
Also a plan to implement this in demos has been made.
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APPENDIX
I. RECURSIVE SVD ALGORITHM
This theory is based on the updating of the SVD as de-
scribed by Gu and Eisenstat [5]. Let X be a matrix con-
taining measurement vectors. There are nm measurements
vectors each containing np values. The SVD of X looks
like:
X = USV T (1)
where X,U ∈ Rnp×nm and S ∈ Rnm×nm . Now assume
that a measurement is added to the matrix X
Xnew = [X x]. (2)
Without proof is stated how the result of an SVD on the
new matrix can be approximated as
Xnew ≈ Uˆ SˆVˆ T . (3)
where Uˆ , Sˆ and Vˆ are the estimates of U , S and V after
adding a measurement. First compute a
a =
x− U(UTx)
||x− U(UTx)|| (4)
and u,s and v by performing an SVD:[
S UTx
0 aTx
]
= usvT . (5)
Now the approximation of Uˆ ,Sˆ and Vˆ are given by:
Uˆ = [U a]u (6)
Sˆ = s (7)
Vˆ =
[
V 0
0 1
]
v (8)
(9)
This algorithm also works with Uˆ , Sˆ as inputs. After the
increment Xnew, Uˆ ∈ Rnp×nm+1 and Sˆ ∈ Rnm+1×nm+1.
Feature reduction works as on regular SVD, keeping the
relevant parts of Uˆ , Sˆ.
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