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Abstract 
Jegou, P. and M.-C. Vilarem, On some partial line graphs of a hypergraph and the associated 
matroid, Discrete Mathematics 111 (1993) 3333344. 
In this paper, we define for a hypergraph H =(X, G) a class of partial graphs of its line graph CR(H); 
these graphs are called intergraphs and verify the following property: 
for each intergraph G=(E, U) we have: YE,,E,E&]E~~E,#@, there exists in G a chain 
(E,=E,,E2,...,E,=Ej) such that Vk, l<k<q,E,nE,~E,nE,+,. 
We show that all the intergraphs minimal w.r.t. inclusion have the same number of edges. Moreover, 
we show that they are the bases of a matroid. These properties allow us to define a cyclomatic 
number for a hypergraph, and we show some connections with a previous work on hypergraph 
cyclicity [ Acharya and Las Vergnas (1982)]. 
In the last section we give an application of these results to constraint networks. 
0. Introduction 
In this paper, we study a class of partial graphs of the line graph of a hypergraph. 
We call these graphs intergraphs. They were first defined in the context of relational 
databases theory as ‘qua1 graphs’ and were used to define databases schemes having 
good properties [a]. Besides, they are also useful in the context of general constraint 
networks, as they provide an equivalent binary representation [l 11. 
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The main results of this paper deal with minimal intergraphs, that allow minimal 
representations. We show that all the minimal intergraphs of a hypergraph have the 
same number of edges, and that they are the bases of a matroid. 
We then give anew definition of the cyclomatic number of a hypergraph, followed 
by some remarks on the connections with previous definitions of a cyclomatic number 
for hypergraphs. 
In the last section, we give briefly the applications of these results to the resolution 
of general constraint networks. 
1. Intergraphs 
Definition 1.1 (Berge [3]). Let H =(X, 8) be a hypergraph; the labelled line graph ofH is 
the graph GR( H) = (8, F, I+), where vr is a labelling of the edges such that (see Fig. 1): 
l F=({Ei, Ej} c ali#j and EinEj#$}, 
l vF: F@‘(X), 
l VF({Ei, Ej})=EinEj. 
The labelled line graph allows the reconstruction of the original hypergraph, 
with the exception of vertices belonging to a unique edge of the hypergraph. In fact, 
we do not even need all the edges of the labelled line graph to reconstruct the 
original hypergraph: in the above example, {El, E2} is unnecessary, as the labelling 
of {E,, E3} and {Es, E2 > allows us to see that El n E2 contains (X,}. 
Intuitively, the intergraphs of H are all the partial graphs of its labelled line graph 
from which we can reconstruct H. 
Definition 1.2 (Bernstein and Goodman [S]). Let H =(X, 6) be a hypergraph; an 
intergraph ofH is a graph G(H) = (8, U, vu), where vu is a labelling of the edges, such that: 
l G(H)=(&, U, vu) is a partial graph of GR(H)=(I, F, vF) (i.e. U E F), 
l vu: U-+9”(X) is the restriction of vr to U, 
. VEi, Eje&, if Ei n Ej # 0, there exists in G(H) a chain (Ei = E 1, E2, . . . , E, = Ej) such 
that V.4, 1 <k < q, Ei n Ej s v”( (Ek, Ek + i }) (we denote this property as P). 
For a given hypergraph there can be several intergraphs (see Fig. 2); so, in the 
sequel, %Y( H) denotes the set of all intergraphs of the hypergraph H. The labelled line 
graph of H is the maximal element of V(H) under inclusion. 
2. Minimal intergraphs: definition and first properties 
Definition 2.1. Let H = (X, E) be a hypergraph; G,(H) is a minimal intergraph ofH if 
G,(H) = (8, U,, vum)&‘( H), and if U, is minimal w.r.t inclusion (i.e. no partial graph 
of G,(H) belongs to V(H)). 
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Fig. 1. A hypergraph and its labelled line graph. 
Fig. 2. A hypergraph and 2 of its 8 intergraphs. 
Notation. %Tm(H) denotes the class of minimal intergraphs (see Fig. 3) of the hyper- 
graph H; by definition, VH, %Ym(H) G %7(H). 
The main result of this section is that all minimal intergraphs of a hypergraph have 
the same number of edges. 
Notations. Given H = (X, 8) and G(H) = (67, U, vU)d( H), we introduce the follow- 
ing notation (see Figs. 4 and 5): 
. $={EinEj)EinEj#‘$}. 
l For AEY, ~~={EiE&IA GEi}. 
. Let A,,A2, . . . . A,, be a total order on 9 compatible with 2 (i.e. VAi, AjE 
YpIA,$ Aj-j<i). 
l Uk={eEUIvu(e)=Ai, i<k). 
As easy consequences of these definitions, 
l AjGAioSA,GSA,, 
0 i<j* U’G Uj. 
E2 (X21 E3 
we have: 
Fig. 3. A hypergraph and three of its intergraphs. Among them, two are minimal intergraphs 
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E,={l,2,3} Ai 
&=(1,2,3,4} AZ 
~,=(1,2,3,5) 4 
J%={l,2} 4 
E,={I,2,6) 
E,={1,2,7) sA1 
E,={7, g> SA, 
&={7,9) SAG 
E,={g, lo> SAd 
={1,2,3} 
={1,2) 
={7) 
={8) 
={EI. El, 
={EI, Ez, 
={E,, Ea) 
= {ET, E,) 
E3) 
E3, E47 E5, &I 
Fig. 4. Example for the notations A, and SA,. 
Fig. 5. Two minimal intergraphs of the hypergraph in Fig. 4. The labelling of each vertex E, is the 
associated set EC. 
In what follows, we consider, without loss of generality, a connected hypergraph H, 
along with a total order on Y compatible with 3. 
Lemma 2.2. Let G=(b, U, v~)E’X(H); if Ei,,Ei,Eb are .WC~ that Ei,nEi2=Ai, 
then there is a chain (Eo=Ei ,)...) Ek )...) Eq=Ei2) in G such that Vk, O<k<q, 
AiCvu({Ek,Ek+l});furthermore, Vk,Odk<q,{Ek,Ek+l}EUi. 
Proof. AiEv”({Ek,Ek+1})=Ar and, by definition of the order, r< i; therefore, we 
have (Ek, Ek+l}~Ui. 0 
In what follows, G’( SAj) denotes the subgraph of (&, Vi) induced by SAJ. 
Lemma 2.3. G=(&, U, v”)E%?(H)eVi, l<i<h, G’(SJ is connected (see Fig. 6). 
Proof. (a): VEi, > E~,ESA,, Ei, nEi, = Aj 2 Ai, and there is a chain (E, = 
Ei,r ...,Ek, . . . . E, = Ei,) in G such that: 
l Vk, Ogk~q, Aj~ E,; then E,ES~~ E SAi; 
. Vk, O<k<q, {Ekr Ek+l } E Uj (Lemma 2.2); as Aj 2 Ai, by definition of the order, 
j< i, then Uj c U ‘; therefore, this chain is a chain of Gi( SA,). 
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Fig. 6. One of the minimal intergraphs for the hypergraph in Fig. 4. The edges of G’( SAa,) are shown in 
bold. 
(=)I YEi,, Eiz 1 Eil n Ei2 = Ai, there is a chain (Ee = Eil, . . . , Ek, . . . , E, = E,,) in G’( SA,) 
such that vk, 0 d k < 4, Ai E vv( { E,, Ek+ 1 }); as G’( sA,) is a partial subgraph of G, this 
chain is also a chain of G. So, G&‘(H). 0 
Lemma 2.4. Zf G, G’EW(H), then Qi, 16 i < h, the connected components of G’( SAi+ ,) 
and G’i( SAi+ ,) induce the same partition of SA,+, (see Fig. 7). 
Proof. We need only to prove that Ei,, EiZ connected in Gi( sAi+ J* Ei,, Ei2 connected 
in G’i( sAi+,). If Ei, and EiZ are connected in Gi(sA,+l), there is a chain 
(Eo=Eil, ...,Ek,...,Eq=Ei2) such that Vk, 1 <k<q, +QiIv”({Ek, Ek+l})=&. Then 
Ek, Ek + 1 E SA,, and, by Lemma 2.3, Ek and E k+ 1 are connected in G”( sA,), and, as 
U”’ c U” and ZC*, c s*,+,, E, and E, + 1 are also connected in G’i( s,+ + ,). 0 
Corollary 2.5. Let G, G’&?(H); then G’( SAi+ ,) and Gli( ST_++ ,) have the same number of 
connected components. In the following lemma, p(i) denotes this number. 
Lemma 2.6. Let G=(B, U, v~)E’#~(H) and UA,={e~UIvv(e)=Ai}; then Vi,O<i<h, 
IU4+Il=p(+l. 
Proof. By Lemma 2.3, Gi”(Z5A,+,) is connected. If sAi+, is disconnected in G’, the 
edges connecting it in G’+ ’ belong to UAi + , . The minimal number of such edges is 
p(i)- 1 and each extra edge would be redundant (i.e. its suppression would not 
disconnect G’+ ’ (SA,+l)). As G is minimal, IU,++,I=p(i)-1. 0 
Theorem 2.7. Let H =(X, &) be a hypergraph; ifG = (8, U, vu) and G’ = (6, U’, vu,) are 
two minimal intergraphs of H, then I U I = I U’I. 
@($A$ G’ '($A$ 
Fig. 7. Illustration of Lemma 2.3 with the hypergraph in Fig. 4 by considering G’(SAz). 
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Proof. By Corollary 2.5 and Lemma 2.6, Vi, 1 d i<h, 1 UAiI = 1 U>J; then we have 
lUl=lU’l. 0 
3. Minimal intergraphs and matroids 
Let us recall the basic property of all intergraphs G(H) = (8, U, vc) of a hypergraph 
H=(X, 8): 
(p) VEi,EjEb ifEinEj#@, there exists in G(H) u &in (Ei=E,,E2, . . ..E.=E,) 
sUCh that Vk, ldk<q,Eir\EjEv”((Ek,Ek+1}). 
Property P for intergraphs can be seen as a special connectivity property. In fact, 
minimal intergraphs are rather similar, w.r.t property P, to spanning trees for graphs. 
This section links minimal intergraphs and matroids. 
Definition 3.1 (Whitney [14]). Let F be a finite set and 9 a family of subsets of F; 
A = [F, 91 is a matroid on F if and only if 
with: 
(I) 99#@ and no element of &? is strictly contained in another element of $8; 
(2) if B1eW,BZEg, and e,EB,, then there exists e,EB, s.t. (B,-{eI})u(ez}~9J 
(exchange axiom). 
Notations. We use here the same notations as in Section 2; similarly, we take a total 
order on 9 compatible with 3. Let G = (8, U, vu) be an intergraph; for ie[ 0, h - 11, ni 
denotes the partition of sAi+ 1 induced by the connected components of G’( sAi+, ). As 
usual, if G is a graph and rc is a partition of the vertex set of G, G/n denotes the 
quotient graph. 
Lemma 3.2. Let H = (X, CT’) be a hypergraph; ifG = (6, U, v~)E%~( H), then Vi, 0 < i < h, 
Git’(SAi+,)/zi is a tree; moreover, the edges of G i”( SA,+,)/zi are in bijection with 
U4+~, where, as in Lemma 2.6, UA,+l={e~UIvLi(e)=Ai+I} (see Fig. 8). 
Proof (by induction on i). For i=O, 7c,, is the trivial partition of sA, in isolated 
vertices; by Lemmas 2.3 and 2.6, G’(sA1) is a tree. Suppose property P holds for 
k<i-1. By Lemma2.3, Gi+‘(sA,+,) is connected. If G’( s,& + ,) is connected, Xi is the 
trivial partition with only one element. If s,& + 1 is disconnected in G’( sA, + ,), the edges 
connecting it in G’+ ’ ( sA, + ,) belong to UAi + 1. By Lemma 2.6, the number of edges 
connecting the different connected components of G’( s.++ ,) is exactly the number of 
connected components of Gi( s,&+ ,) minus 1; so, G’+ ‘( sAi+ ,)/TCi is a tree. 
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@PAZ) @($A~)/w 
Fig. 8. Lemma 3.2 applied to the hypergraph in Fig. 4. One can notice that G’+‘( SA,,I)/zi is a tree and 
that its edges correspond bijectively to the edges of VA, (these edges are shown in bold). 
TO each edge of G’ + ‘( sA, + ,)/YQ corresponds one edge of G’+ ‘( sA,+ ,), labelled 
Ai+r, connecting two connected components, and vice versa. Therefore, the edges of 
Gi’l(~~i+,)/~i and UAi+, are in bijection. 0 
Property 3.3 (Exchange). Let H = (X, &) be a hypergraph; if G =(8’, U, va) and 
G’=(c?, U’,vuS) s.t. G, G’EW~(H), then 
VeeU, 3e’EU’IG”=(b,(U-{e})u{e’})M,,,(H). 
Proof. VeeU, 3, 1 di<hle~U,,. By Lemma 3.2, G’(SJ/~C~_~ and G”(sAi)/Zi-l are 
trees; e corresponds to an edge E of Gi(~~j)/71i_1. So, there exists an edge E’ of 
G’i(sA,)/Zi_r such that the graph constructed from G’( sAi)/rr-r by suppressing 
E and adding E’ is a tree. By Lemma 3.2, the edge E’ corresponds to an edge e’ of Ua,. 
Therefore, by Lemma 2.3, G” constructed from G by suppressing e and adding e’ is an 
intergraph. Moreover, as G” has the same number of edges as the minimal intergraph 
G, G” is also minimal. 0 
In what follows for a given hypergraph H = (X, &), we take: 
. F: the edge set of the line graph of H, 
. 9 = { U 1 U E F such that (8, U, va) is a partial graph of a minimal intergraph}, 
l 6?={BIBcF and (cF,B,v&%?~(H)}. 
Theorem 3.4. AZ = [F, 91 is a matroid on F and B is the set of bases of A?. 
Proof. By using Definition 3.1 for matroids ~?8 is not empty and, by Theorem 2.7, two 
elements of 98 have the same cardinality. The proof of the second part is trivial by 
Property 3.3. 0 
It should be noted that Bernstein and Goodman [S] have established implicitly 
the connections between minimal intergraphs and matroids for a special class of 
hypergraphs (their minimal intergraphs are trees, which have been called ‘join trees’ in 
the terminology of relational databases theory). In fact, Bernstein and Goodman use 
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Prim’s algorithm to compute a join tree of maximal weight. This result is trivial when 
minimal intergraphs are trees. Theorem 3.4 allows us to extend it to any hypergraph. 
As a consequence, Janssen et al. [ 1 l] give a greedy algorithm to compute the minimal 
intergraphs of a hypergraph. 
Its complexity is O(n.f+f.a.log(h)+h.(m+e,)), where n is 1x1, m is l&l,f is the 
number of edges of the line graph of H, h is 191, a is max( IEil) for EiEb, and e, is the 
number of edges of a minimal intergraph of H. This algorithm relies on the matroid 
structure and is rather similar to Kruskal’s algorithm, which computes spanning trees. 
4. Minimal intergraphs and cyclicity 
For a given hypergraph H =( X, &), a labelled minimal intergraph allows us to 
reconstruct the hypergraph, with the exception of vertices belonging to only one edge. 
As the minimal intergraphs of H have the same number of vertices Ial, the same 
number of connected components p, and the same number of edges, we can take the 
cyclomatic number of any minimal intergraph as a cyclomatic number of H. 
Definition 4.1. Let H = (X, 8) be a hypergraph and let G = (8, U, vv)~%?~(H); the 
cyclomatic number v(H) of H is the usual cyclomatic number of G: 
v(H) = I U I - /&I + p (p is the number of connected components of G). 
We will now follow with some remarks about connections between this definition 
and previous works on hypergraph cyclicity, either in combinatorics [l, 41, or in the 
framework of relational databases theory [2,6,8]. 
Definition 4.2 (Berge [3]). A hypergraph H =(X, 8) is conformal if and only if the 
maximal edges of H are the maximal cliques of its two-section (H), (the two-section 
( H)2 of H is the graph with vertex set X, and {x, y} is an edge of(H), iff there exists an 
edge of H containing both x and y). 
Definition 4.3. Let H = (X, 8) be a hypergraph; the following properties are equiva- 
lent and define T-hypergraphs: 
(1) H is conformal and, in every cycle of H with length 2 3, there is an edge 
containing three vertices of this cycle [l, 31. 
(2) H is conformal and its 2-section (H)2 is chordal [2, 31. 
In the framework of relational databases, T-hypergraphs are known as cl-acyclic 
hypergraphs. 
Property 4.4 (Beeri et al. [Z]). Let H =(X, 8) be a hypergraph; ifG(H)&‘,,,(H), then 
we have 
G(H) acyclic o H T-hypergraph. 
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In fact, this property was expressed as ‘H a-acyclic o H has a join tree’. 
Corollary 4.5. H is a T-kypergrapk o v(H) = 0. 
Proof. Trivial by Definition 4.1 and Property 4.4. 0 
In another context, Acharya and Las Vergnas [l] introduce a parameter ,LJ general- 
izing the cyclomatic number of graphs to hypergraphs and characterize the hyper- 
graphs H with p(H) = 0 as T-hypergraphs. 
Definition 4.6. (Hansen and Las Vergnas [lo]). Let H = (X, 6) be a hypergraph; the 
weighted line graph of H is (see Fig. 9) G,(H)=(&, F, pF), with: 
. same vertices and same edges as GR( H) = (8, F, vF), the labelled line graph of H, 
. pF is such that V’CZF, pF(f)=IvF(f)(. 
p(H) denotes the weight of a maximum spanning forest of GP( H). 
Definition 4.7 (Acharya and Las Vergnas Cl]). Let H = (X, &) be a hypergraph; the 
cyclomatic number of H is the parameter p(H) defined as 
y(H)= C IELI- 
E,G& 
Property 4.8 ( Acharya and Las Vergnas [ 11). 
p(H) = 0 o H is a T-kypergrapk; 
Let H = (X, 8) be a kypergrapk; then 
Moreover, if H is a graph, p(H) is the usual cyclomatic number. 
Corollary 4.9. Let H =(X, 8’) be a kypergrapk; then p(H) =0 o v( H)=O. 
In the general case, v(H) #p(H) ( see Fig. 10). Nevertheless, there can be other 
classes of hypergraphs where the equality v(H)=p(H) holds. 
Property 4.10. If H = (X, 8) is a kypergrapk suck that VEi # Ej~b, / Ei n Ej I< 1, then 
v(W=/dW 
Fig. 9. A hypergraph, its labelled line graph and its weighted line graph. 
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El 
Fig. 10. A hypergraph H and its minimal intergraph G,,,(H) with v(H)= 1 and p(H)=2. 
Proof. Let G =(a, U, vu)&?,,,(H). Without loss of generality, we consider here con- 
nected hypergraphs. In such a case, the number of connected components of G is 1. 
SO, we have v(H)=(UI-III+~. We also have IUEie,EiI=IXI. AS IEinEjI~l, 
p(H)= I&‘[- 1. It is then sufficient o prove that 
1 IEil=lXl+l~l. 
E,G& 
Notations used are the same as in Section 2. For Y= { Al, A,, . ...&}, we have 
Vi, 1 Ail = 1 and Vi#j, Ain Aj=0. Therefore, the number of edges connecting sAi is 
IsAil- and, consequently, IUl=Ci<i<h(lsA,l-l). 
Moreover, if Ai= (xi} and if dH(Xi) denotes the degree of xi in H, we have 
I SA, I = dH( Xi) and, SO, 
l~~h(l~~i/-l)=l~<<h(dH(Xi)-l)=I~<<hdH(Xi)-h=lul~ 
. . . . 
The number of vertices which do not appear in any Ai, i.e. the number of vertices 
which belong to only one Ej is 1 XI - h; consequently, & < i6 n dH( Xi) = I XI - h. 
Therefore, 
1 dH(Xi)+ 1 dH(Xi)= C dH(Xi)=IUl+h+lXI-h=lUI+IXI. 
l<i<h h<iSn l$iQn 
Since 
1 dH(Xi) = C IEil, the equality 
l<i<n E,EJ 
IEiI=IUI+IX c 
E&6 
holds. 0 
Corollary 4.11. If H is a graph, then v(H)=p(H), and v(H) is the usual cyclomutic 
number. 
Proof. Trivial by Properties 4.8 and 4.10. 0 
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5. Minimal intergraphs and constraint networks 
Constraint networks (or constraint satisfaction problems) [7,9,12] involve finding 
values for variables subject to constraints on which combinations of values are 
allowed. Examples of constraint networks are map coloring, conjunctive queries in 
relational databases [2], and understanding line drawings [13]. 
More precisely, a constraint network is given by: 
. a set X of y1 variables, each variable Xi taking its values in a finite domain Di; 
. a set of m constraints, each constraint involving a subset of the variables Ei; the 
constraint relation Ri is a subset of the Cartesian products of the domains of the 
variables involved. 
In some AI applications such as line drawings understanding, the constraint 
relations are specified extensionally by the set of tuples satisfying the constraint. 
A solution is an assignment of values to variables such that all the constraints are 
satisfied. For a given constraint network, the problem is either to find all solutions or 
a solution, or to know if there exists any solution. All these problems are known to be 
NP-complete. 
The pair (X, 8) with B={Ei, i=l,..., m> defines a hypergraph which is the 
structural component of the constraint network. In binary constraint networks, each 
constraint involves 2 variables and (X, &) is a graph. 
Studies and algorithms on constraint networks deal mainly with binary constraint 
networks; due to this context, intergraphs can be useful for nonbinary constraint 
networks in the two following ways [Ill: 
(1) For a given constraint network CN, with structural part (X, CT), they provide an 
equivalent binary representation CN2 such that: 
l the structural component of CN2 (&, U) is an intergraph of (X, &), 
l the domain associated with Ei is Ri, 
l for each edge (Ei, Ej}, Ri and Rj are compatible if and only if they have the same 
projection on EL n Ej. 
(2) Intergraphs also allow to give polynomial instances for nonbinary constraint 
networks. Freuder [9] has shown that for acyclic binary constraint networks there is 
a greedy algorithm to find a solution. This property can then be extended to 
nonbinary constraint networks having acyclic minimal intergraphs. Roughly speak- 
ing, the tractability of a constraint network is linked to the cyclicity degree of its 
structural component. In this sense, the cyclomatic number v(H) may be used as an 
evaluation of this tractability. 
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