ABSTRACT Chronic obstructive pulmonary disease (COPD) is a chronic lung disease that causes a progressive decline in respiratory function. Diagnosing COPD in the early curable stages is very important and may even save the life of a patient. In this paper, we present an integrated model for diagnosing COPD based on a knowledge graph. First, we construct a knowledge graph of COPD to analyze the relationship between feature subsets and further discover the knowledge of implied diseases from the data. Second, we propose an algorithm for sorting features and an adaptive feature subset selection algorithm CMFS-η, which selects an optimal subset of features from the original high-dimensional set. Finally, the DSA-SVM integrated model is suggested to build the classifier for the diagnosis and prediction of COPD. We performed extensive experiments on the dataset from the hospital outpatient electronic medical record database. The classification accuracy of our method was 95.1%. It is superior to some state-of-the-art classification methods for this problem.
I. INTRODUCTION
Chronic obstructive pulmonary disease (COPD) is a disease that can lead to the gradual decline of respiratory function in patients. COPD has become the fourth leading global cause of death [1] , and there are currently more than 170 million COPD patients in the world. Deterioration of the human body due to COPD is a gradual process. Therefore, as the symptoms of COPD are not obvious and include only a slight cough or expectoration in the early stage, they are easy to overlook, and thus, the best treatment window is missed. However with the aggravation of the illness, patients may experience symptoms of dyspnea after activity, increased airway obstruction, or damage to lung tissue elasticity, thus making a variety of drugs ineffective and possibly causing the disease to reach an irreversible stage. Moreover, in the The associate editor coordinating the review of this manuscript and approving it for publication was Yu Zhang. later stage of COPD, patients often have comorbidities of pulmonary heart disease and respiratory failure, which significantly reduce the quality of life and seriously affect the physical and mental health of patients without timely treatment.
Therefore, both early detection and long-term stable management of COPD are very important. With the development of computer technology, these types of problems have become research hotspots. Currently, data mining technology is widely used in the research on COPD pathological analyses and clinical diagnosis [2] , mainly including two aspects. One aspect is applying data analysis methods to electronic cases to explore the impact of a single feature on the disease. The other aspect is assessing the prognostic risk of patients with COPD by a simple model. Thus, there are deficiencies in previous research studies. First, the impacts of multi-dimensional features on COPD have not been comprehensively considered. Second, there is no intergrated models of fusing multiple methods in the diagnosis and prognosis of COPD. Therefore, a COPD diagnosis method based on a knowledge graph and integrated model is proposed in this study for COPD.
The main contributions of this paper are as follows.
• This paper constructs a knowledge graph of COPD for mining the relationship between diseases, symptoms, causes, risk factors, drugs, side effects, and more, which makes it easier to understand the interactions between them.
• We innovatively present the adaptive feature subset selection algorithm called CMFS-η, which can select an optimal subset of features from the original highdimensional set.
• A novel integrated model, DSA-SVM, is proposed to construct a classifier for the diagnosis and prediction of COPD because this classifier can automatically adjust the optimal parameters.
II. RELATED WORK
In recent years, the analysis of COPD data to help assist doctor in diagnostic decision-making has become a research hotspot. This section summarizes some methods and techniques for the diagnosis of COPD diseases. Previous work has mainly improved the accuracy of COPD diagnosis from three aspects: feature selection, mining relationship and classification algorithm.
• Feature selection of COPD Guo et al. [3] built the autoregressive integrated moving average model (ARIMA) for COPD. He first analyzed a monthly hospitalization time series and then estimated the model parameters and further tested the model. The results showed that their ARIMA model had good performance for short-term predictions of COPD hospitalization. In [4] , experimental results proved that the proposed weighted ensemble classifier for COPD feature selection had a higher accuracy than the traditional ensemble models. Kanwade and Bairagi [5] presented the crackle detection methods based on time-frequency feature analysis and support vector machines (SVM). This method mainly comprised three steps: preprocessing, feature extraction and crackle detection based on SVM, which indicated that this method was an efficient way to detect crackles.
• Mining relationship As a method to describe entities and their connections, knowledge graphs [6] have gradually gained attention in the medical field, so a variety of medical knowledge graphs have emerged. Reference [7] explained knowledge graph construction through causality extraction from texts. References [8] , [9] explored the process of learning high-quality knowledge bases linking diseases and symptoms directly from electronic medical records. Medical concepts were extracted from deidentified patient records, and the maximum likelihood estimation of three probabilistic models was used to automatically construct knowledge graphs. However, this study did not offer a much wider range of relations about diseases, symptoms, causes, risk factors, drugs, side effects, and more.
• Classification algorithm-SVM Regarding classification systems, multilayer neural networks (MLNNs) have been successfully used instead of conventional pattern recognition methods for disease diagnosis [10] - [13] . Some classical techniques, such as naive Bayes, k-nearest neighbor [14] and the neural net [15] , have been applied to COPD disease diagnosis problems. SVM is one of the most well-known algorithms in disease diagnosis. Because of its high predictive power, SVM has also been widely used for designing COPD disease diagnosis systems [16] - [19] .
Ramirez and Yu [20] , [21] used the SVM algorithm to make a comprehensive evaluation of the patient's condition and sent the evaluation report to the clinician to determine the severity of the patient's illness. Reference [22] presented the classification results of patients with bronchopulmonary diseases based on an analysis of exhaled air samples. These results were obtained by some intellectual data analysis approaches, such as SVM. Moreover, error matrices for neural networks and sensitivity/specificity values of classification with SVM were obtained. Hakim et al. [23] predicted 30-day hospital readmission in COPD patients by SVM, with an experimental accuracy rate higher than 89%. In [24] , experimental results showed that ADO (alveolar gas-arterial blood oxygenation) appeared superior at predicting death due to COPD in primary care. In addition, hybridization between SVM and other methods was considered a novel method. FENWA [25] proposed an evolutionary-driven support vector machine for determining the degree of liver fibrosis in COPD.
Inspired by the previous works, in this study, we propose a novel COPD disease diagnosis method by using the hybridization between SVM and DSA called SVM-DSA (direct search simulated annealing-support vector machine) to achieve better effects. The obtained results of our SVM-DSA suggest this statement.
III. COPD MODEL
The main idea of the model framework of this paper is as follows: First, build a knowledge graph (KG) of raw data to explore a broader relationship between diseases, symptoms, causes, risk factors, drugs, side effects, and use weights to indicate the degree of association between symptoms. In this process, we analyze the connections and influences between the nodes. Second, we select the optimal subset of the symptoms from the original data. We use the weights between the symptoms in the knowledge graph as the eigenvalues of the matrix in the CMFS-η algorithm. To mine the optimal feature subset, the feature subset calculated by the CMFS-η algorithm is used as the input of the DSA-SVM to diagnose whether it is a COPD patient.
Step 1: construct a knowledge graph of COPD.
Step 2:select multi-dimensional features with the CMFS-η algorithm.
Step 3: build the hybrid decision model DSA-SVM A. CONSTRUCT A KNOWLEDGE GRAPH OF COPD knowledge graph(KG) contribute to advances in semantic searches, Web analytics, and smart recommendations. Prior work on biomedical ontologies has focused on molecular biology: genes, proteins, and pathways. In contrast, the method proposed in this paper can be used to mine a much wider range of relations about diseases, symptoms, causes, risk factors, drugs, side effects, and more. Moreover, this paper uses advanced information extraction methods to populate the relations in the KG. In this way, it learns patterns for relations, thus aiding users in ''speed-reading''. We demonstrate the value of the knowledge graph of COPD by various use cases, supporting both layman and professional users. Electronic medical records (EMR) [26] are an important source of knowledge for medical knowledge graphs because they cover a variety of patient information and have rich factual medical knowledge. Therefore, we construct the knowledge graph of COPD by combining the basic principles of the knowledge graph and giving the definition of a COPD knowledge graph.
Definition 1: Entity. An entity is a thing that is distinguishable and independent. This concept is expressed in a standardized form. The entity mainly includes Diseases D i , Drugs D r , Checks C, Symptoms S, Foods F, and Producers P.
Definition 2: COPD Medical Factual Relationship R. The COPD medical factual relationship indicates the factual medical relationship that occurs between different entities, denoted as R{E i , E j }, where {E i , E j } are COPD medical entities.
Combined with the EMR records of COPD and medical field knowledge, various types of COPD medical relationships have been compiled, including the following:
(1) Symptom relationship (SR): represents the affiliation between entity A and entity B.
(2) Diagnostic relationship: indicates the diagnostic relationship between the diagnosis conclusion entity A, and the patient entity B.
(3) Recommend_eat relationship: indicates the food that the patient is advised to eat.
(4) No_eat relationship: indicates the food that the patient is prohibited from eating.
(5) Drugs_of relationship: indicates the medicine the patient needs to take.
(6) Need_check relationship: indicates the examination the patient needs to do.
Definition 3: COPD knowledge graph G. The COPD knowledge graph is a labeled graph G = (C, E, W ), where each node is a feature, and C is a feature set. Each directed edge is an association between two features, and the directed edges are collectively E. In the feature c i ∈ C, c j ∈ C, if there is an association between c i and c j , then the triplet < c i , c j , w ij > is the directed edge of c i → c j , where w ij ∈ W is the directed association of c i and c j . Degree, calculation formula such as
Based on the concept mentioned above, the COPD knowledge graph is constructed. Figure 1 is a global view, and Figure 2 is a partial view. Among them, red means disease, purple means drug, blue means check, pink means symptoms, yellow means food, gray means producer. Figure 2 shows the symptoms that may occur in patients with COPD and further discovers the tests that need to be performed for a certain symptom in addition to the drugs and the recommended and avoided foods. There are various connections between symptoms. For example, the edge between chest tightness and cough means that chest tightness may lead to a symptom of cough. As another example, the link between chest tightness and pulmonary bullae or pneumonia indicates that the cause of chest tightness may involve problems with pulmonary bullae or pneumonia. Thus, through the knowledge graph, we can find connections between different symptoms and the cause of these symptoms.
B. FEATURE SELECTION OF COPD
Feature selection aims to extract a smaller feature subset from the original feature set, which makes the data mining algorithms have the same or even better results. Information-theoretic methods are suitable for measuring feature relevance and thus removing redundancy and finding the combined effect of all features. Therefore, we propose an adaptive feature subset selection algorithm, CMFS-η, based on the concept of correlation information entropy [27] .
1) CORRELATION INFORMATION ENTROPY
Suppose a multivariable system has n variables. The multivariate time series matrix of the system at time t(t = 1, 2, . . . , m) is P m×n , a matrix of real value, and y i (t) indicates the value of the i t hvariable at moment t. After normalizing the matrix P, we can obtain the multivariate time series Q m×n . Then, we obtain the correlation matrix of Q, denoted as Q T Q, R ∈ R m×n . Here, P and Q are calculated as formulas (2) and (3).
The correlation matrix for n sensors can be derived as formula (4):
In Eq. 4, I is the autocorrelation matrix, andR is a correlation matrix that indicates the overlapping information for multisensor systems. To describe the correlation information entropy, we calculate the eigenvalues of matrix R, I , andR, called λ R n , λ I n ,and λR n respectively. According to the principle of information theory, the correlation information entropy is calculated by formula (5) . Because all eigenvalues of unit array I are 1, we can compute HR according to formula (6) .
2) CMFS-η ALGORITHM THEORY
The original feature set as a multivariable system has n variables, where each feature x i is equivalent to a sensor. Different from the original sensor system, we do not use these n-dimensional features as the input and use the category information C = {c 1 , c 2 , . . . c m } as the system time series. We construct a measurable multivariate model F based on the correlation between the sample feature and the sample category. The element I ij in the matrix is the mutual information of each feature and its corresponding category, which is represented by formula (7)(8).
The correlation information measure focuses on the redundancy relationship between multiple variables. Therefore, in the space of high-dimensional multisamples, the construction of this model not only uses mutual information as the feature correlation of signal input metrics but also reduces the volume of multivariable models, which meets the basic requirements of feature selection tasks. We also normalize the data using formulas (9) and (10) and calculate the feature correlation matrix using formula (11) .
The correlation matrix Rel satisfies the symmetry, and each element in the matrix represents the similarity of two features under the same categorical information. After this process, the original data of k × n is compressed into a matrix of m × n(m ≤ n, n ≤ k). Then, we calculate the eigenvalue λ Rel n of the matrix Rel, compute the correlation information entropy H Rel of the matrix according to formula (5) , and judge the redundancy HR el . The smaller the feature redundancy is, the higher the independence; and, the more relevant the category is, the greater the associated information H Rel . In the same way, when λR el n =0,λ Rel n = 1, which means that each feature provides different information, the correlation information entropy of the entire feature space is H Rel = 1, and there is no redundant information in the system when HR el = 0. When λR el n = 0, there is redundant information in the feature space, HR el > 0, H Rel < 1.
Based on the correlation information entropy above, our CMFS-η algorithm finds the subset and searches the time sequences. Unlike the traditional sequence algorithm, CMFS-η first adopts the reverse deletion strategy to select the first feature. Then, it uses the forward addition strategy based on the first feature to expand and sort the feature set. In this paper, it starts from the change of information entropy between obtaining the feature as a whole and losing the feature as a whole. For the first feature, the algorithm selects the feature with the largest amount of redundant information after the feature is extracted. The feature selection method is shown in formula (12) . 
Assuming that the ordered feature set is S, the unsorted feature set is X − S. For x i ∈ X − S, add feature x to set S, then the expanded correlation matrix is denoted as Rel add , and the correlation information entropy of the extended set is calculated as formula (13) .
Lemma 2: A = B, feature X provides the most information for the current sort feature set.
Proof: argmax(H add
To adaptively form a feature subset of the corresponding scale, the threshold η is introduced to control the subset size. Unlike traditional feature number thresholds, introducing η serves a control measure from the perspective of information measurement:
As seen by formula (14), η is the control parameter of redundant information, which ensures redundant information caused by adding features. When the redundant information brought exceeds the limit of 1 − η, the algorithm terminates the iteration. At this point, the algorithm brings more redundant information than 1−η when adding any of the remaining features. Therefore, this process can adaptively form the subset size, without setting the number of features manually, and further ensure the reduction of redundant information. The process is described in Algorithm 1.
3) ALGORITHM PERFORMANCE ANALYSIS
For feature or subset selection methods, the efficiency of the calculation is also one of the important indicators for evaluating feature selection methods. The feature selection task itself is to reduce the data dimension and improve the speed of subsequent learning algorithms. If a large amount of time is consumed in the feature selection process, the meaning is lost. This paper assumes that the feature dimension is n, the number of samples is k, and the category type is m.
The time complexity of the calculation of mutual information matrix F is o(n × k).
The time complexity of matrix transformation is O log(m× m × n), and the time complexity of the calculation of eigenvectors of a matrix with size n × n is O(n 2 ); so, the time complexity of selecting the first feature S(1) is O(n 3 ), and the time complexity of the iterative sorting feature is O[n(n − 1) 2 /2 − 1] < O(n 3 ). In summary, the proposed time complexity of CMFS-η is O(n 3 ). Algorithm 1 Adaptive feature selection algorithm for correlation information entropy measure Require: dataset X , category information C Ensure: Sorted feature set S 1: S = ∅ 2: for each x i ∈ X , c i ∈ C do 3: Calculation of I ij according to formula (8) , get the matrix F 4: end for 5: Centralization and standardization according to formula (9)(10), and obtain a matrix Q F ; 6: Obtain a feature correlation matrix according to formula(11); 7: Calculation of the eigenvalue vector of the matrix Rel according to formula (5), calculate H all and Hã ll under the total feature according to formula (6) 8: for each x i ∈ X do 9: Calculation Info(i) according to formula (12) 10: end for 11: S(1) = argmaxâĄą(Info(i)), X = X −S; 12: for 1 ≤ |X | do 13: for each x i ∈ X do 14: Calculation H add(i) according to formula (13) 15: end for 16: if argmax(H add (i)) > η then 17 : The flow chart of the classifier model and method are constructed. The process outputs the optimal value of (c, γ ) and builds the classifier. After obtaining the best data pair (c, γ ), a learning classifier that estimates the probability of bidirectional coupling (PWC) is constructed. Bidirectional coupling is a popular multilevel classification method that combines all the comparisons for each class. PWC constructs a classifier with
This classification decision is made by the output of the aggregator classifier.
The binary classifier is used to estimate the probability u * ij = p(Y 0 = i|Y 0 = iorY 0 = j, x 0 ) of pairwise pairs, and the estimation of the pair r ij to Îĳ ij can be obtained by training the i th and j th classes of the training set.
Then, all r ij is used to achieve the goal, that is, to estimate
Therefore, during the testing phase, each classifier can estimate the probability of the ownership of its class, as shown in formula (15) .
DSA is an improvement over SA [28] (Simulated Annealing algorithm). The algorithm differs from SA in two aspects. First, in SA, the algorithm maintains only one current optimal point, and in the DSA process, the algorithm maintains a set of working points. Therefore, in SA, the algorithm searches only around one point, which makes it possible for SA to fall into local convergence. However, in DSA, the algorithm searches around a set of working point sets, effectively jumping out of the local optimum. The improved DSA algorithm is shown in Algorithm 2. The DSA parameters are initialized,
Algorithm 2 A Direct Search Variant of the Simulated Annealing Algorithm
Require:
P = P new 10: end if 11: if P new > P best then 12: G best = G new ; 13: P best = P new 14: end if 15: Compare ascategory main features 16 : G = G + g i 17: endwhile 18: k=k+1 19: return G best , P best 20: end and then, the SVM parameters (c, γ ) are randomly initialized. Given these values, the neighbors are chosen for them and are adjusted using the DSA search method. These different (c, γ ) values were obtained and compared by cross-validation techniques. Therefore, to continuously optimize the parameters (c, γ ), a better DSA search method is used to adjust the parameters. To further tune the kernel function parameters, a virtual window is constructed around the best local (c, γ ) until the parameter score is accepted. In other words, the cross-validation score is greater than a predetermined threshold. By adjusting the values of C and γ , the accuracy is continuously improved and stabilized. Finally, the optimal (c, γ ) is used to build the DSA-SVM model and test the data set. In this paper, the interval of parameters (c, γ ) is set to (2 −5 , 2 −15 ), (2 −15 , 2 −5 ) and the cross-validation method is used to calculate all of the possible parameter combinations (c, γ ). Next, the k-fold cross-validation algorithm is used to optimize the parameters.
The specific steps of the algorithm are as follows:
Step 1. Randomly divide sample set s into k independent subsets; the number of samples in each subset is m/k, and these subsets are recorded as s 1 , s 2 ..s k .
Step 2. In each model, for j = 1 to k, set s 1 ... ∪ s j−1 ... ∪ s j+1 ...∪s k as the training set, and train the model c i = A j β (s j \ s).
Step 3. According to equation (16), the averaged generalization error is calculated for each model, and the model with the smallest generalization error is chosen. According to the k-fold cross-validation method, the amount of data to be validated is 1 \ k of the total sample size for each set is as follows:
IV. EXPERIMENT A. EXPERIMENT DATASETS
The COPD dataset is extracted from the electronic medical records of the medical system of our partner hospital, which contains 1,200 samples in two different categories, 750 COPD patients (approximately 62.5%) and 450 non-COPD patients (approximately 37.5%). Twenty-eight features of various medical tests and patient symptoms are shown in Table 1 . 
B. FEATURE SELECTION RESULTS FOR COPD
Step 1: Feature clustering. In this paper, the k-means clustering algorithm is used. According to the characteristics of the original data, this experiment initializes k = 7 and aggregates the original data into 7 categories. The results are shown in Fig.3 ,the horizontal axis represents the sample number, and the vertical axis represents the coordinate value mapped to the two-dimensional space..
Step 2: Feature selection. The feature subsets are extracted from the 7 categories after clustering using the CMFS-η algorithm. As shown in Table 2 , the feature combination is composed of a feature subset of 9 to 20 dimensions, and 14 subfeature combinations (R1-R15) are obtained. After the features are normalized, the contribution of each feature to the diagnosis of COPD is shown in Table 3 , sorted according to the contribution degree as shown in Fig.4 ,wherein, the abscissa indicates the feature number, and the ordinate indicates the corresponding feature influence. The extracted optimal feature subset combination will be used as the input of the DSA-SVM model.
C. EXPERIMENTAL COMPARISON
We used four criteria for evaluating our methods, which are accuracy, recall, precision and F1, defined in Eq.17 to Eq.20. 
1) COMPARING THE INFLUENCE OF DIFFERENT PARAMETER SETS (C, γ ) ON THE CLASSIFIER
After selecting features with the MDF-RS algorithm, the DSA-SVM algorithm is used to classify the COPD data. To improve the model accuracy, the cross-validation method is used to optimize the parameters c and γ . The combination of parameters and the corresponding accuracy of the sum of this experiment are represented by a three-dimensional graph, as shown in Figure 5 . Among them, the point of the box is the optimal combination of parameters (14.5,0.352), and its accuracy rate is 95.1%. 
2) COMPARING THE IMPACT OF DIFFERENT FEATURE SUBSETS ON CLASSIFICATION
The high-dimensional feature extraction in the original data set is a key step in the model accuracy. Therefore, the original feature selection is of great significance to the classification model. In this paper, 15 kinds of feature combinations are extracted from the original data by the CMFS η algorithm, but the different combinations have different diagnostic effects on COPD. The results are shown in Table 4 , where k is the number of iterations.
3) ALGORITHM PERFORMANCE COMPARISON
Cofs [29] is a feature selection method based on a cooperative game method. This method fully considers the combined effect of features and achieves excellent performance. However, this method has a high time recombination and generates candidate feature subsets one at a time. The time complexity of the algorithm is exponential, which leads to more time consumption. The mRMR [30] method is close to the time complexity of the proposed algorithm. Therefore, these two methods were selected to compare the running time. The results are shown in Table 5 . VOLUME 7, 2019
4) COMPARING DIFFERENT METHODS
First, the proposed method is compared to the previous machine learning model, as shown in Table 6 . The DSA-SVM algorithm in this paper has achieved good results in three indicators: accuracy, recall, and F1. Second, we also compared it with Himes et al. [31] and Raja and Babu [32] . Himes used the Bayesian network model to predict COPD patients with an accuracy rate of 83.3%, while using parallel ensemble models to classify the disease with an accuracy rate of 91.5%, which shows that our method has achieved effective results shown in Fig.6, Fig.7, and Fig.8 .
V. CONCLUSIONS
Classification is an important tool for diagnosing diseases in clinical practice. In this study, integrated model for diagnosing COPD based on a knowledge graph is proposed.
To test the effectiveness of the proposed algorithm, first, constructs a knowledge graph of COPD for mining the relationship between diseases, symptoms, causes, risk factors, drugs, side effects, and more, second, it is observed that the multi-dimensional feature S15 combination extracted by the CMFS-η algorithm has an accuracy of 95.01% and that the specificity and sensitivity are also good. Compared with other machine learning algorithms, the DSA-SVM algorithm model also has distinct advantages. In addition, the DSA-SVM algorithm was found to be significantly better than the standard SVM algorithm. Experiments have shown that the DSA-SVM diagnostic algorithm for COPD achieved good results. Therefore, the proposed diagnosis method based on a knowledge map and integrated model is very helpful for assisting doctors to make final decisions for patients and can assist doctors reduce the misdiagnosis rate. In the future, the link between COPD and depression will continue to be explored to improve the accuracy of the diagnostic system. YONGQIANG SONG born in 1993. He received the bachelor's degrees from the School of Mathmatics, Shandon Normal University, Jinan, China, in 2017, where he is currently pursuing the master's degree in machine learning and data mining. His research interests include machine learning and bioinformatics. VOLUME 7, 2019 
