In this paper we develop a general and very simple construction for complete orthonormal bases for system identi cation. This construction provides a unifying formulation of all known orthonormal bases since the common FIR and recently popular Laguerre and Kautz model structures are restrictive special cases of our construction as is another construction method based on balanced realisations of all pass functions. However, in contrast to these special cases, the basis vectors in our unifying construction can have nearly arbitrary magnitude frequency response according to the prior information the user wishes to inject into the problem. We provide results characterising the completeness of our bases, and the accuracy properties of models estimated using our bases.
Introduction
This paper is concerned with the problem of estimating the dynamics of single input, single output linear time invariant systems on the basis of noisy sampled observations of their input-output response. One of the most popular existing methods for dealing with this problem involves modelling the system dynamics via a so-called ARX structure 12, 20] . A problem then is that it is di cult to evaluate the variance of the estimated model except in an asymptotic sense. Additionally, the model parameters generally do not appear linearly and so estimation of them involves numerical solution of a non-linear optimisation problem.
This latter di culty can be overcome by recasting the problem in a linear regression form, but in this case the parameters to be estimated a ect both the dynamic model and the noise model. This can cause estimates of them to be biased 27] .
An approach overcoming all these di culties involves choosing a model structure which is a-priori linear in the parameters. 
Here f n g are the parameters to be estimated, fu k g is an observed input, fy k g is an observed output, fB n (q)g is a set of transfer functions rational in the forward shift operator q, and p is the model order. Now since , 0 ; 1 ; ; p?1 ] T appears linearly, its least squares estimate b can be found in closed form and is linear in fy k g so that if fu k g is not noise corrupted then nite data variances for b can be calculated. Furthermore, parameterises only the model for the dynamics and so b is not biased by measurement noise.
The remaining di culty is that the estimate could be poor if the fB n (q)g have been chosen inappropriately with respect to the true underlying dynamics that have generated the observed data. For example, the simplest choice for fB n (q)g is B n (q) = q ?n so that (1) represents an FIR model structure. However, if the true dynamics have a slow mode, then the model order p will need to be very large for the model structure (1) to provide an accurate approximation to the true dynamics. The obvious strategy to overcome this is to instead choose B n (q) = 1 q ? n (2) where the poles f n g are chosen according to a-priori knowledge of the underlying dynamics; in the previous case of a known slow mode at least one of the f n g would be chosen near
1.
This idea of incorporating prior information into the model structure (1) has led to the popular use of the so-called Laguerre model where instead of (2) 
2 is made. Estimation using these models was rst proposed in 9, 1] and has been studied in detail in 23, 25] . ; n even (4) where j j < 1 and j j < 1 has been suggested and analysed in 22, 26, 24] .
However, with both the Laguerre and Kautz structures, the reader will notice that a restriction over the general fB n g in (2) has been made in that knowledge of only one mode and not a variety of modes can be incorporated; the magnitude frequency response of all the fB n (q)g are the same. This restriction is imposed to obtain the fB n (q)g as an orthonormal system. Orthonormality is important since it leads to Improved numerics in solving the least squares normal equations 23, 2] . 
preserves orthonormality, but also allows prior knowledge about a variety of modes at f 0 ; 1 ; ; p?1 g to be incorporated. Furthermore, the construction (5) provides a unifying formulation of all known system identi cation orthonormal systems since the well known FIR, Laguerre and Kautz models and a new method using balanced realisations of user chosen dynamics 4] are all special cases of (5) when only one and not a range of modes are incorporated. Since these known systems are only special cases, our unifying construction (5) allows richer and more useful systems to be developed. More speci cally, the exibility in our construction of allowing prior knowledge about more than one mode to be incorporated, while still preserving orthonormality, leads to more accurate estimation. Finally, our unifying construction has a very simple and physically motivated development which we believe clari es some earlier derivations for orthonormal systems.
A key tool in developing the model structure (5) is to consider the fB n g as basis functions for the system identi cation problem. Using this vector space idea we show that our construction (5) is in essence the Gram-Schmidt procedure and also show that under certain mild necessary and su cient conditions the basis functions in (5) are H 2 complete. We then go on to explore links between our orthonormal construction and bases formed from the classical orthogonal polynomials. This leads to a new basis, the`Legendre' basis, which like the already known Laguerre basis is a special case of our general construction. We nd that it is not possible to form any more bases from other classical orthogonal polynomials such as Chebychev and Hermite since non-rational in q discrete time transfer functions are necessary to implement the bases.
Having done this we show how using the model structure (1) our basis functions can be used for system identi cation. We continue by providing a result which quanti es the accuracy of the resultant estimate. This result generalises the variance expressions presented in 15] for FIR models, in 27] for Laguerre models and in 21] for balanced realization models with the important feature that in contrast to these known results, our result is not asymptotic in the model order.
We nish the paper with some simulation examples that illustrate the utility of using our generalised orthonormal basis functions instead of the more popular Laguerre and Kautz models.
Orthonormal Basis Construction
The idea with system identi cation is to estimate the impulse response fg k g of a system.
Most successful methods do not do this directly, but instead estimate some constrained representation of fg k g. For example, an ARX model of some xed order can be found, and this places some smoothness constraints on the estimated fg k g. Alternatively, as has been suggested in (1), a linear combination of known xed impulse responses can be estimated. The xed responses can then be considered as`basis functions' for the approximation of the true fg k g. This latter idea is the one we wish to pursue in this paper.
As mentioned in the introduction, the paradigm has already been analysed in a number of special cases by a number of authors. If prior knowledge of a rst order mode is available, then estimating fg k g as a linear combination of the impulse responses of the Laguerre transfer functions (3) seems appropriate while if knowledge of a resonant mode exists then the Kautz system (4) is preferable.
The de ciency with these existing ideas is that prior knowledge of only one mode can be incorporated. Furthermore, the basis function choices (3) and (4) seem strange; their derivations from the classical Laguerre and Kautz orthogonal polynomials are non-obvious and so the use of Laguerre and Kautz bases may seem obscure or not physically motivated.
In a series of ingenious works Heuberger, Van den Hof and others 4, 5, 6, 21] have addressed this issue by showing how the same and richer classes of orthogonal basis functions may be derived on`physical' grounds via balanced realisations of user chosen dynamics. In this paper we will refer to this construction method as the`balanced realisation construction'. Unfortunately, it retains the limitation of only allowing the incorporation of one set of modes.
The purpose of this section is to show how a unifying construction (5) may be trivially derived as an orthonormal basis, allows the incorporation of any number of modes, and gives the Laguerre, Kautz and balanced realisation bases as special cases.
Up to this point we have been discussing ideas rather loosely. To explain our construction clearly we need to become a little more precise by introducing some mathematical formalism. To begin with, we will assume that any impulse response fg k g we are interested in is causal so that g k = 0 for k < 0 and is in`2 so that P 1 k=0 jg k j 2 < 1. Although such time domain considerations are physically intuitive, it is often easier to work in the frequency domain by instead considering the Fourier Series (or DFT) G(e j! ) given by G(e j! ) = 1 X k=0 g k e ?j!k :
The essential link between these time and frequency domain characterisations is provided by Plancherel's relation which gives us that for fg k g; fh k g 2`2 B n (e j! )B m (e j! ) d!:
Let's see how we can use this formalism to design as set of orthonormal basis functions fB n g for system identi cation.
Suppose that we suspect a pole in the true dynamics near 0 . Then it makes sense to have a basis function B 0 in the model structure ( 
The choice of d corresponds to a simple time shift on the impulse response of B 0 and depends on whether the user feels that a causal or strictly causal model is most appropriate. It remains to choose the constant A to achieve the normalisation kB 0 k = 1.
The value for A is most easily calculated by writing the inner product (7) as a contour integral around the unit circle T by using the change of variable z = e j! , hB n ; B m i = 1
and then using 
Now, if we restrict ourselves to knowledge of only one real mode by choosing k = for every pole then the general construction (14) gives the Laguerre basis (3) as a special case when we also choose d = 0. If we go further and set = 0 then we have the FIR basis when we choose d = 1.
When we wish to incorporate a complex mode we need to rethink our strategy a little. This is so since as soon as we choose one pole, say n , complex then the impulse responses for the fB k g for k n become complex, and this is physically unreasonable in our system identi cation setting. The solution is to only include complex modes in conjugate pairs. This is achieved as follows.
Suppose n modes f 0 ; ; n?1 g have been included in fB 0 ; ; B n?1 g and we now wish to include a complex mode at n . Then two new basis functions B 0 n ; B 00
n with real impulse responses should be formed as linear combinations of B n ; B n+1 generated by (14) . These new functions then replace B n and B n+1 in the model structure ( 
Now it is obvious that we have preserved orthogonality in our construction in that < B 0 n ; B k >= 0 for k < n. Furthermore to hold. As predicted, there is one degree of freedom remaining and hence many solutions x and y to (17) and (18) exist. To formulate them, suppose we begin by choosing any x satisfying (17) . Then a y that also satis es (17) but also satis es (18) ?1 ?
To summarise this discussion, if we want to include complex modes in the model structure (1) then we obtain two basis vectors B 0 n and B 00 n from two linear combinations of B n and B n+1 that come from the unifying construction (14) . A special case of this construction is when we have only one xed complex mode k = to consider and where we make the following special choice satisfying (17) ( ; ) = 0; q (17) give an in nite number of second order bases other than the Kautz one. This is interesting, since despite this plentiful nature of second order bases, the particular case of the Kautz basis is the only instance we can nd in the literature save for the balanced realisation construction 4, 5, 6, 21] .
In fact, as we range through all possible choices of and that satisfy (17) we range through all possible second order orthonormal bases given by the balanced realisation construction. With this latter system this corresponds to ranging through all possible balanced realisations of the all pass function 1 ? 2Ref gz + j j The details of this equivalence between the balanced realisation construction and our construction are presented in section 5 and appendix B following.
Therefore, all the known orthonormal bases for system identi cation are special cases of our unifying construction in (14) under the restriction of xed modes. However, we suggest that once the simple construction (8)- (13) is recognised it is unnecessary to make xed mode restrictions, and as much prior information as possible should be incorporated into the estimation problem by using the basis choice (14) and a range of poles f 0 ; ; p?1 g.
To nish this derivation, our unifying construction, together with the model structure (1) is illustrated diagrammatically in gure 1. The reader can compare this illustration to the corresponding gures in 23, 26, 21] in order to gain a perhaps more intuitive impression of how our unifying construction embodies previously known ones, and also extends them.
Gram-Schmidt Interpretation
The derivation (8)-(13) of our general basis (14) has the avour of a Gram-Schmidt construction. With this latter scheme a set of basis vectors say fV n g are chosen and an orthonormal set fB n g that span the same space as fV n g are constructed via the well known recursion W n = V n ? n?1 X k=0 hV n ; B k i B k (20) B n = kW n k ?1=2 W n : (21) Indeed, any suspicion that a Gram-Schmidt construction has been performed in (8)- (13) is correct. Lemma 1. The general basis functions we arrived at in (14) can also be derived using the Gram-Schmidt procedure (20)- (21) with the initial basis vector choice fV n g as the ones we suggested in (2):
V n (q) = 1 q ? n Proof. See Appendix A.
4 Completeness
The question now arises as to whether the unifying basis functions suggested in (14) arè complete'. That is, do they span a comprehensive space of physically reasonable frequency responses? Intuitively one would expect SpanfB 0 ; ; B n ; g to be`rich' since each B k (e j! ) can be identi ed in a 1-1 fashion with the standard basis e ?j!k via a Fourier decomposition.
Unfortunately, intuition is often false in in nite dimensional spaces. Speci cally, a 1-1 map from an in nite dimensional space to itself is not necessarily onto so that the completeness question is not trivial.
Nevertheless, in this section we answer the completeness questions as follows. If there are in nitely many poles f k g selected strictly inside the stability boundary jzj = 1 then our basis functions (14) span all causal systems with square summable impulse responses. Furthermore, this is a necessary and su cient condition for completeness. In order to state and prove this precisely it is necessary to associate such causal`2 impulse responses with a Hardy Space of frequency responses since this lets us draw on known results on Blaschke products. The only di culty with this is that the de nition of a Hardy space is tied to the classical de nition of a Fourier series which is an expansion in terms of fe j!n g instead of the basis fe ?j!n g which spans the frequency responses of causal c k e j!k (22) where equality is in the sense of norm convergence. Since f can be written in terms of e j! , then f can also be considered as de ned on the circle T so that f 2 L 2 (T). Now, if the fc k g happen to be the impulse response co-e cients of a discrete time system, then f(?!) is the frequency response of the system and furthermore the Fourier co-e cients fc k g can Proof. See Appendix C.
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Of course, what we really require is completeness of the impulse responses of the fB n g in the signal space of causal`2 sequences which are also real valued. But Theorem 1 implies this since it proves completeness in a larger class.
To be speci c, by Theorem 1 any sequence in the signal space can be made up as a possibly complex linear combination of the impulse responses of the fB n g. If any of these impulse responses are complex valued, then they may be written as a complex linear combination of the real valued impulse responses of B 0 n and B 00 n introduced in the previous section. Therefore, by Theorem 1 equating real and imaginary parts shows that any signal space impulse response can be written as a real linear combination of the real impulse responses of our basis functions.
Relationship to Construction Methods using Balanced Realisations
The rst authors to generalise the construction of orthonormal bases were Heuberger, Van den Hof and co-workers 4, 5, 6, 21]. Here we provide our interpretation of their method in order to show how it is subsumed by the unifying construction (14) .
Suppose a basis with modes at f 0 ; ; n?1 g is desired. Then form an all pass prototype function G(z) which has poles at f 0 ; ; n?1 g and has state space description x k+1 = Ax k + Bu k y k = Cx k + Du k :
In this case, the Z transform X(z) of the state sequence fx k g is related to the Z transform U(z) of the input sequence fu k g as Therefore, by the properties of C esaro means 10], provided all the poles f k g satisfy j k j < 1 then P can be written as
which is better known as the controllability Grammian satisfying the Lyapanov equation APA T + BB T = P: (25) The observability Grammian Q may be similarly de ned as the solution of A T QA + C T C = Q: (26) The key to the balanced realisation scheme is to notice that if (A; B; C; D) is a balanced realisation of G then by de nition P = Q = diagonal. But since G(z) is all-pass, then it is also true that PQ = I so that in fact P = Q = I. In this case The question now arises of how this neat construction method relates to our uni ed formulation (14) . In fact it is a special case of (14) where the modes are restricted to a nite set f 0 ; ; n?1 g instead of being allowed to be extended inde nitely.
To see this, note that for the case of the all-pass prototype G(z) being rst order the balanced realisation method generates the Laguerre basis 4] which is a special case of our unifying construction (14) when one xed real mode k = is chosen. When G(z) is second order, then as detailed in appendix B the balanced realisation method is again a special case of our unifying construction method, this time when one xed complex mode is chosen.
For higher order G(z) the equivalence is in the sense of linear combinations. Take the third order case as an example. The balanced realisation method provides the rst three basis functions as all third order, whereas our unifying basis provides either a rst order and then two third order basis functions, or two second order functions and then a third order one. Either way, by a simple partial fraction argument, the rst three balanced realisation bases are a linear combination of the rst three basis vectors of the unifying construction (14) . Continuing in this fashion for higher order G(z) shows that the balanced realisation bases are subsumed by the unifying formulation (14).
Links to Classical Orthogonal Polynomials
The basis vectors fB k g given in (3), as we've already mentioned, have been extensively studied under the title of`Laguerre Models'. They inherit this name from the classical Laguerre orthonormal polynomials from which they are derived. This raises an obvious question. Can orthonormal bases suitable for system identi cation be generated from the other classical orthogonal polynomials such as Legendre, Chebychev and Hermite which are more commonly used for the solution of certain partial di erential equations?
In order to answer this question we need to chart the course of the Laguerre polynomial to discrete basis development in order to ascertain if the same template can be successfully applied to other polynomial systems.
This development seems to be shrouded in secrecy in the literature. Here we give our interpretation which we have not been able to nd elsewhere. To begin with, the classical 
where we have used the b notation to denote Fourier Transform. Now, using (27) , the Binomial Theorem and the fact that the Laplace Transform of x n e ?ax is given by n!(s which are the basis functions we arrived at much more simply in (14) with the special choice k = for every k. Actually, to be completely precise, the careful reader will notice that (33) does not come from (14) since the sign of the d.c. gain in (33) is negative for n odd, and this is not the case in (14) . Nevertheless, (14) with k = is the construction which has become known in the literature as the`Laguerre Basis'. The fact that it di ers slightly from (33) merely highlights that this accepted terminology is a trivial misnomer.
Having recognised this construction of discrete time bases from classical orthogonal polynomials we can use the same analysis as for the Laguerre case but begin with the use of Legendre polynomials which are useful in describing the solution of Laplace's equation in the sphere and are de ned as satisfying the Rodrigues formula 18]: P n (x) , 1 2 n n! 
which we could have obtained much more simply from the general construction (14) with the substitution for k given by (37). We can nd no reference to these Legendre functions being used for system identi cation even though they would intuitively seem more useful than the popular Laguerre basis functions since they have a progression of the pole position and hence allow approximation of a range of modes. They are used for continuous time system synthesis in the seminal work of Wiener and Lee 11] .
Having examined the method of passing from orthogonal polynomials to H 2 (T) basis functions, we now show that bases generated from other classical orthogonal polynomials will not be feasible since the orthonormal bases generated will not by rational in e j! . This is due to the nature of the kernel in the orthogonality representation.
To be more explicit, ) ?1=2 respectively, whose Laplace transforms are not rational in s. This will lead to bases not rational in q and hence not implementable with nite dimensional lters. Such basis functions are therefore, for practical intents, ruled out.
In fact, there seems to be no other classical orthogonal polynomials other than Laguerre and Legendre with appropriate kernels. Other non-classical polynomials such as Kautz can, of course, be generated with appropriate choice of K(t), but they will lead to basis functions that can be more directly derived by just using the unifying formulation (14).
System Identi cation using the General Basis
The original ambit of this paper was to attack a system identi cation problem. We are now nally ready to address this after having examined the choice of basis functions fB k g to be used in the model structure (1) that we intend to employ.
The problems we are interested in are ones in which N point data records of an input sequence fu k g and output sequence fy k g of a linear time invariant system are available.
We assume this data is generated as follows
Here G T (q) is a stable (unknown) transfer function describing the system dynamics that we wish to identify by using fu k g and fy k g. Unfortunately fy k g is possibly noise corrupted by a zero mean stationary white noise process f k g which has nite variance
In fact, this noise corruption may be coloured by the stable lter H(q). Finally we assume that fu k g is a quasi-stationary sequence 12] with spectral density u (!).
The method of estimating the dynamics G T (q) that we wish to examine is the least squares method that we mentioned in the introduction. To be speci c, we examine the use of the model structure G(q; ) given in (1) 
Therefore, if the basis function set fB k g is H 2 complete we can make the asymptotic in N estimation error as small as we like by making the model order p su ciently large.
Of course, in practice we never have the luxury of in nite data. Our nite data estimate b will therefore have a`variance' error component a ecting the accuracy of our estimate.
It is due to the noise corrupting process f k g and prevents us from making p arbitrarily large.
This phenomenon is part of the folk wisdom of system identi cation that the variance error component is inversely proportional to the data length N and proportional to the model order p. The net result is that for a given N there is an optimal p for which the variance error due to noise is balanced against the so called`bias error' that results from a parsimonious model structure. At this point the estimation error, by some measure, is a minimum. This is called the bias-variance tradeo .
Rigorous results have been obtained in this area for FIR models by Ljung and Yuan 15], for ARX models by Ljung 14] for Laguerre models by Wahlberg 23] and for the balanced realisation construction 21]. These results are all of the nature that asymptotically in both N and p the estimation error due to noise is proportional to p=N times a signal to noise ratio term.
In the following Theorem we provide the same results for our unifying basis. This encapsulates the previously known variance error results 15, 23, 21] as special cases. Furthermore, the result is not asymptotic in the model order p, although this is obtained at a cost of not providing strict convergence results except in special cases. Theorem 2. Using the model structure (1) Proof. See Appendix E.
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The bounds in (43) and (44) ?! jH(e j! )j 2 2 jF(e j! )j 2 u (!) as N; p ! 1:
Also, for fB n (e j! )g a Laguerre basis (43) In summary, Theorem 2 indicates that the variance error in the estimate at a particular frequency may be minimised by including as few basis functions as possible with signi cant response at that frequency. Of course, one should also keep in mind that this strategy could result in increased bias error. This tradeo will be illustrated in the next section.
9 Simulation Examples 20 9 Simulation Examples
We believe that our general construction (14) is useful for two reasons. Firstly, it provides a unifying construction embodying all known bases in a physically intuitive fashion. Secondly, the general construction (14) can provide bases that are richer than the known ones. They are richer in the sense that more prior information can be injected into the system identi cation problem by the incorporation of a variety of modes in the orthonormal basis functions. This is in contrast to the already known bases which only allow the inclusion of prior information about one mode.
In this section we will illustrate the utility of this richness by presenting some simulation examples. To begin with, suppose we have an underlying continuous time system 
Suppose also that our mission is to estimate the dynamics (50) on the basis of observing N = 500 samples of the output fy k g of G T when the input fu k g is a unit amplitude square wave of fundamental frequency 0.02Hz. Finally, suppose we have prior knowledge about the time constants in (49) that is accurate to within 30 per cent. That is, out prior knowledge is that the time constants are 7 seconds and 1:3 seconds. Now there are a range of options as to how we might complete our system identi cation mission, but let us investigate the use of least squares estimation (40),(41) using the model structure (1) and the unifying basis (14) so that we can take advantage of our prior information about the modes of the system.
To begin with we choose all the poles f k g the same and re ecting the prior information about a 7 second time constant. That is we put k = = e ?1=7 so that a Laguerre model structure is employed that incorporates prior information about the slowest mode. The results of these choices are shown in the left hand plot of gure 2 where we have chosen the model order p = 3. If we use our general basis (14) which allows the incorporation of the prior knowledge of both modes with the choice 0 = 1 = e ?1=7 ; 2 = e ?1=1:3 then the result is shown in the right hand plot of gure 2. As can be seen, using the general basis with a range of modes can result in much more accurate modelling when compared to the more common Laguerre basis. Now let us increase the di culty of the problem by corrupting the observed output data fy k g with stationary and white Gaussian distributed noise of variance The constant is chosen as 12:85 to give 99:5% con dence regions by recognising that ? T P ?1 ? is 2 distributed with p = 3 degrees of freedom. Notice that these con dence regions are signi cantly tighter for the right hand plot where our generalised basis with distributed modes is used than they are for the Laguerre model in the left hand plot.
This improved accuracy is commensurate with the results of Theorem 2 which tells us that the variability in the estimated frequency response is proportional to 2 P p?1 k=0 jB k (e j! )j 2 which we have plotted in in gure 4 for both the Laguerre basis and our multi-mode basis. From this plot Theorem 2 predicts the variance for our general basis model to be smaller than for the Laguerre model at all except high frequencies. Indeed, careful inspection of gure 3 shows negligibly larger con dence regions for the generalised basis estimate at high frequencies.
Together, gures 1 and 2 show that the two error components in system identi cation, namely`bias error' due to parsimonious model structure and`variance error' due to noise corruption of measurements can both be signi cantly reduced by taking advantage of the multi-modal nature of our unifying basis construction.
To complete this illustration, we close the simulation study by replacing the system under study in (49) 
If we drive this system with the unit amplitude, 0.02Hz fundamental frequency, 500 sample square wave that we used previously and then estimate the system dynamics using the model structure (1) and a least squares criterion, then the results for di erent basis function choices are shown in gures 5 and 6. No measurement noise was included in the simulation.
In the left hand plot of gure 5 we show the use of a 4th order Laguerre model with all modes at 3 seconds. Here the resonant and time delay nature of G T has been completely missed in the estimated model. In the right hand plot, a 4th order Kautz model with poles commensurate with the resonant mode ! c = 0:8; = 0:2 in G T is used. Again, the error is very large, this time due to the inability to capture the 3 second mode and the time delay.
To remedy this, we use a 4th order unifying basis model with mixed modes; two real ones with 3 second time constant as in the Laguerre model and 2 resonant ones as in the Kautz model. The result is shown in the left hand plot of gure 6. The results are much more accurate than for the previous cases with the only error component here resulting from approximation of the time delay nature of G T .
This illustrates that bias error can be signi cantly reduced in trying to estimate (51) by using our unifying basis with distributed modes. To see the e ect of our basis on the variance error, we appeal to Theorem 2 which indicates that this will be proportional to P p?1 k=0 jB k (e j! )j 2 , which we plot for the Laguerre, Kautz, and unifying basis choices of fB k g in the right hand diagram of gure 6.
The results are not so conclusive as they were for the previous simulation example. Depending on the frequency range of interest, gure 6 shows that any one of the three model structures could be expected to give an estimate least sensitive to measurement noise. However, the unifying basis model appears to be the least sensitive of the three models on average over all frequencies. Combined with the much improved bias error for the unifying basis model, this would appear to be the best choice for minimising the total error consisting of both a bias and variance component.
Conclusions
This paper has attempted to unify an area of recent interest in the system identi cation literature. Namely, the study of using orthogonal basis functions to estimate system dynamics. Towards this aim we showed how a very general orthonormal basis formulation may be trivially derived by a process that is essentially a Gram-Schmidt construction. This Figure 6 : Results of estimation on resonant plant when using our unifying basis with 2 real modes at 3 seconds and one resonant mode at 0.8 rad/s, damping factor = 0:2. On the left is a comparison of the true and approximate Nyquist plots. On the right is a plot of P 3 k=0 jB k (e j! )j 2 for all three model structures. This latter plot allows us to judge the size of the random error component.
general formulation achieves our uni cation aim since, as we showed, all other currently known orthonormal bases are simple special cases of our general construction.
More interestingly, the known bases are seen to be quite restrictive special cases in which prior knowledge about only one mode is incorporated. Our unifying construction therefore leads to an in nite number of new orthonormal basis systems that allow incorporation of prior knowledge of any number and type of mode. Taking advantage of this exibility results in more accurate estimation which we illustrated both by theoretical analysis of estimate variance and by simulation example.
Appendix B Correspondence with the Balanced Realisation Construction
Here we show that the second order basis vectors generated by the scheme of Heuberger, Van den Hof and others 4, 5, 6, 21] are identical to our construction under the restrictive special assumption of xed modes. That is k = for all k. As One then nds a balanced realisation of these dynamics. Here we use the algorithm of Moore 16 ] to nd this realisation. We begin by solving the appropriate Lyapanov equations (25) and (26) for the controllability and observability Grammians P and Q as P = (1 ? j j 
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