We give improved randomized algorithms for the undirected edge splitting and connectivity augmentation problems. Our algorithms are an approximately n(m/n) factor faster than the best known deterministic ones. Our runtimes of d(n2) are near-optimal in the sense that even for sparse input graphs the optimum output graph may require @(n2) edges.
Introduction
Edge splitting and edge augmentation problems are special network design problems [ 16, 171 in which a graph with prescribed connectivity properties has to be built while minimizing the total weight of edges used.
In the edge augmentation problem, one wants to add a (integer) weighted edge set of minimum total weight such that the input graph becomes k-connected (by weight). The value Ic is called the target connectivity. In the edge splitting problem a prescribed vertex s has to be isolated from the input graph by shortcutting, splitting pairs of edges us, us to a new edge uv. We require that this edge splitting procedure not decrease the connectivity of the graph (except at s).
Edge splitting is a tool widely used to solve connectivity-related problems. By arranging for the graph created by splitting-off to preserve the connectivity properties of the original graph, we can use the construction in inductive proofs of various connectivity theorems [ 121. These inductive proofs can be turned into efficient recursive algorithms via splitting algorithms based on flows [15] or the Nagamochi-Ibaraki algorithm [29] .
Unlike generic network design problems which are NP-complete, the fact that an edge's cost is equal to its weight makes edge augmentation tractable. This was first shown by Watanabe and Nakamura [3 l] for the unweighted case; the first strongly polynomial algorithm was given by 'computer and Automation Institute, Hungarian Academy of Sciences. Also supported at the Department of Operations Research, E6tv6s University, Budapest, from CYTKA grant no. T017580. email: benczurcs . elte. hu tMIT Laboratory for Computer Science, Cambridge, MA 02138. Supported by NSF contract CCR-9624239 and an Alfred F? Sloane Foundation Fellowship. email: kargerlcs.mit.edu. URL:http://theory.lcs.mit.edu/ karger Frank [ 111) . Edge splitting can also be solved in polynomial time. Progress has been made on improved time bounds for both problems, but prior to this paper the best bounds were roughly O(n3).
Our results
In this paper, we present new, faster algorithms for the edge augmentation and splitting off problems. We give randomized (Monte Carlo) algorithms that solve both of them problems in d(n2) time. Like many augmentation algorithms [31, 30, 13, 2] , ours manipulates the extreme sets of a graph. A set X is extreme if its degree (outgoing edge weight) d(X) < d(W) for all proper subsets W c X-it thus has the "dominant" demand for added outgoing edges in the augmentation or splitting process. Our improved running time arises from two contributions:
l We give a faster algorithm for finding extreme sets, l We give a faster algorithm for using the extreme sets to perform edge augmentation and splitting.
The extreme set algorithm is based on the Recursive Contraction Algorithm [22] for finding minimum cuts. The algorithm for augmentation given the extreme sets is based on work of [2] . Our algorithms run in randomized O(n2 log' n) time; in fact, the edge splitting and augmentation algorithms perform only an additional O(n2) work after computing the system of extreme sets.
With minor changes, our algorithms also solve (or show unsolvable) the degree constrained versions of both problems, in which there is an upper bound on the number of edges that may be added incident to each vertex. Due to space limitations, we reserve the discussion of this generalization to the full paper.
1.2 Related Work Algorithms for solving the edge augmentation problem traditionally take two different approaches, one using edge splitting [6, 11, 151 and another increasing connectivity one unit at a time [3 1,30, 131 . The idea of applying edge splitting in connectivity augmentation initiated with the paper of Cai and Sun [6] . Frank [ 1 l] used this approach in the first strongly polynomial augmentation algo-rithm, which solves the weighted case in O(n5) time. Gabow [ 151 improves Frank's running time to O(n2m log(n2/m)). In these algorithms, edge splitting was the computational bottleneck. Faster edge splitting algorithms were later given; the fastest previous_ algorithms for splitting run in 6(nm) time [29, 2] . Thus O(mn) remained the best bound achieved for splitting-based edge augmentation.
Edge augmentation is slightly easier than splittingaugmentation is relatively easy given a splitting algorithm but not vice versa. Several papers [3 1, 30, 131 devise augmentation algorithms that do not use splitting. These algoritms are not strongly polynomial and are therefore efficient for small connectivity values and unweighted gr_aphs only. The best known such algorithm, with runtime O(nkc) for target connectivity k, is due to Gabow [ 141. Although it uses splitting, our edge augmentation algorithm is based on ideas from another non-splitting augmentation algorithm [2] . That algorithm, in contrast to earlier alg-orithms of the same approach, has a strongly polynomial O(n3) running time.
Algorithms for finding extreme sets have been less well studied, perhaps because our augmentation algorithm is the first where finding extreme sets is the computational bottleneck. Gabow [ 141 describes an efficient algorithm for unweighted graphs. However the only previously known weighted graph algorithm, that of Naor et al. [30] , builds a Gomory:Hu tree [ 181 and thus runs in d(n2m) time. Ours runs in O(n2) time.
Problems and Definitions
In this section, we describe the problems that we will be solving and show how they are related to one another. We also provide various definition we will need later. For a vertex set U, let the degree d(U) be the number of edges of G with exactly one endpoint in U.
Edge augmentation: definition
Edge augmentation.
Let G = (V, E) be an undirected graph with connectivity c. Given a connectivity increment r (or a target connectivity k = c + r), the edge augmentation problem is to find an edge set of minimum total weight whose addition to G increases its connectivity to k.
For reasons that will shortly become clear, we also refer to this problem as internal edge augmentation, since all edges are added inside the graph.
Edge splitting: definition
Edge splitting. Let G be a weighted undirected graph with a distinguished vertex s. Given a pair of edges us and us incident on s, we say that we split edges us and us by weight w if we decrease the weights of these edges by w and increase that of edge uv by w. We say that we split s of if, by a sequence of splits, we isolate s from the graph.
In this paper we concentrate on the following theorem concerning edge splitting.
Theorem 2.1. (Lovkz [26, problem 6.531 ) Let G be a weighted undirected graph with a distinguished vertex s. Let c' be the minimum value among the cuts of G other than (slV -s). Then it is possible to split s ofi such that the resulting graph has connectivity at least c'. Furthermore if all edge weights are integers, c' 1 2, and the total weight of edges incident to s is even, then it is possible to give a sequence of splits by integer weights.
Edge splitting is possible under stronger requirements as well [27] ; however that stronger edge splitting task is algorihtmically much harder [ 151.
2.3 External Augmentation: An intermediate step Our algorithm (and others' [ 1 I]) for solving internal edge augmentation divides naturally into two stages. In the first, we aim to solve an easier "external" version of the edge augmentation problem, in which all the new edges all be incident to a special new vertex s. In the second stage, we use splitting off to transform this external solution into an internal one.
External edge augmentation. Let G = (V, E) be an undirected graph. Given a connectivity increment r (or a target connectiviry k = c + r), the external edge augmentation problem is to add an edge set of minimum total weight connecting vertices of G to some external vertex s, such that every cut in G other than (slV -s) has value at least k.
In other words, we want the connectivity of the new graph G U {s} to be k, with the possibly exception of the trivial cut around s.
We can also formulate the external augmentation problem as follows: given a graph G, give non-negative integer weights w to the vertices, minimizing the total weight, such that the weight w(U) of any set U satisfies d(U) + w(U) 2 k. Note that throughout this paper we use the notation 43 = C&r w(v). The weight of vertex v represents the number of edges between v and s.
The following lemma shows the close connection between the internal and external augmentation problems.
Lemma 2.2. Let w be the minimum weight of edges needed to solve the internal edge augmentation problem, and let w' be the minimum weight of edges needed to solve the external edge augmentation problem. Then w = rw'/21. Let a weight function w on the vertex set be such that w(X) 2 dem(X) for every X E 3, where 3 is the system of extreme sets in G. Then w satisfies the external augmentation problem.
Proof: For every U C V choose an extreme set X E 3 such that X C U and
which proves the claim. cl Remark. For convenience, we also declare the vertex set V to be extreme.
Thus, to solve the external augmentation problem, we
Extreme sets have a special structure that we will exploit need only assign weights that satisfy the demands of the frequently. To describe it, we need the following definitions. extreme sets. These demands are therefore a lower bound
We say that two sets meet if their intersection is nonempty. on the total weight of the optimal solution.
They nest if one is contained in the other. Two sets C and D are called overlapping if none of C n D, C n ?? and c n D 3.1 The Algorithm We now give an algorithm that optiis empty-that is, they meet but do not nest. A set system is mally solves the external augmentation problem.
lanzin~r if it contains no overlapping pair-in other words, if Algorithm 3.3. Initially let w(v) = 0 for all vertices v E V. any two sets that meet nest. Consider all sets X E 3, from the minimal sets of 3 up Lemma 2.4. No two extreme sets may overlap. to the extreme set tree root V. If when X is considered w(X) < dem(X), then choose any vertex in X and increase Proo$ Full paper, or see [2, 4] . 0 its weight until w(X) = dem(X).
Sets of the laminar extreme set system 3 can be viewed as nodes of a tree where X and Y E 3 are connected if X C Y but there is no 2 E 3 with X c 2 c Y. We will refer to this tree as the extreme set tree. In the tree representation, the maximal extreme subsets of Y are the children of Y. Note that children must have demand less than their parent (else they would make the parent non-extreme). Since all individual vertices are vacuously extreme, the individual vertices form the n leaves of the extreme set tree. Since the children of a set partition the set, no set of the tree has less than 2 children. Thus the tree has O(n) nodes and gives a size-O(n) representation for the extreme sets, even though explicitly listing them can take O(n2) space.
The above algorithm clearly assigns weights satisfying the demands of all extreme sets; we need only bound the total weight assigned.
Lemma 3.4. The total weight assigned by Algorithm 3.3 is minimal.
Prooj We show by induction up the extreme set tree that the amount of weight assigned to extreme set X just after we process it is the minimum necessary to satisfy the demands of X and all its descendants in 3. Suppose this is true for all the children Xi of X; we prove it holds for X as well. If we add weight to X when we process it, then we'must be increasing w(X) to dem(X)-clearly a lower bound on the weight incident to X in any solution. If we add no more weight to X, the amount of weight we added to X is just the sum of amounts added to the Xi, which by induction is the minimum amount needed to satisfy all its descendants Xi. El
It follows that Algorithm 3.3 yields an optimal solution. The algorithm can be implemented trivially in O(n) time by walking up the extreme set tree.
A Splitting Off Algorithm
As was discussed in Lemma 2.2, the optimal external augmentation just found can be turned into an optimal internal augmentation by splitting off all of our added edges from the external vertex s without reducing the connectivity of our graph (recall that the weight W(V) denotes the number of edges connecting IJ to s). Previously, the best splitting off algorithm ran in O(mn) time [29] . In this section, we show how the extreme set system can be used to solve the splitting off problem in O(n2) time. We take
to be the goal-connectivity of the split-off graph guaranteed in Lemma 2.1. Note that this turns splitting off into a kind of augmentation problem, but with the added constraint that each vertex w have added degree exactly W(W) at the end. Thus, we can continue to refer to the demand of a set U-it is the difference between k and the current degree of U in G-s. Note that G being k-connected means dem(U) + W(U) 2 k for every U. For any edge set E', we define dEt (U) to be number of edges of E' crossing U.
4.1 A partial split criterion Our algorithm works in phases. In each phase, it attempts to find a large set of edges that can be split off while preserving the property that will allow the remaining edges to be split off. In the next lemma we give a sufficient condition for such a "partial" splitting off to be continued to a valid solution.
Lemma 4.1. Let an edge set E' satisfy that 1. dE,(w) _< w(w)foraZlw E V; 2. there exists no edge e E E' and extreme set X such that both vertices of e are contained in X; and 3. any extreme set of G + E' is extreme in G as well.
Then there exists an edge set E" such that E' + E" is a legal splitting-ofSof s. Set E" can be obtained by edge splitting recursively, using the updated values w'(w) = w(w) -dEl(w) forw E V .
Proof Note that E' denotes a set of edges that, by assumption 1, can legally be split from the external vertex s. Thus, we need merely show that after splitting E' the criteria of the splitting lemma (2.1) remain true-that is, that for every set U c V, we have dGuEl (U) + w'(U) > k. As before, it suffices to prove this holds for every extreme set U of G U E', since every set contains an extreme set of no greater degree (by definition) and no greater total w' (since all w' are positive). By assumption 3 of the lemma, this extreme set is also an extreme set of G. So consider any extreme set U of G. The difference w(U) -w'(U) is equal to the number of endpoints of edges of E' in U. By assumption 2, no edge of E' has both endpoints in U. Thus w(U) -w'(U) is equal to the number of edges of E' with an endpoint in U. But since no edge of E' has both endpoints in U, this is equal to dE, (U). In other words, w(U) = w'(U) + dEf(U). By assumption we had w(U) + dG(U) 1 k. It follows that
4.2 A good partial split We now give a rule for selecting a particular set of edges E' satisfying the criteria of Lemma 4.1. This rule applies whenever some extreme set has demand at least 2. Select all (inclusion-wise) maximal extreme sets of the current graph with k-demand at least 2. Number these sets Vi for i 5 & so that VI and Ur have the smallest (and we will soon see equal) degrees: that is,
Connect each Vi to Ui+I by an edge, for i < e. To pick the particular edge, find vertices in Vi and Ui+l with positive weight (these are guaranteed to exist since W(Ui) 2 dem( Vi) 1 2). Note that E' is a collection of vertex-disjoint paths, so no dE' (w) > 2. We mention why the choice d(Ul) = d(Ut) is possible. Notice that the minimum value d(Ul) of an extreme set is equal to the (current) connectivity c of G. If we consider the two sides of a min-cut, both sides must contain c-extreme sets (which are clearly maximal) and hence we may choose these sets as VI and Ut.
Lemma4.2. The edge set E' just described satisfies the requirements of Lemma 4.1.
Proof (Sketch). Since w(Ui) 2 dem(Ui) 2 2 by choice of the Vi, the set satisfies Criterion 1. Since each edge connects two distinct maximal extreme sets, no edge has both of its vertices in the same extreme set, as required in Criterion 2. The proof that no new extreme sets are created is somewhat technical and appears in the full paper (or see [4] ). To convey some of its ideas, we make the simplifying assumption that each set Vi is actually a singleton vertex ui = vi. Then the edges of E' form a path from r.~ to UL. Thus they increase the degrees of ur and UL by 1 to c + 1, and of all other ui by 2. Now suppose that due to the addition of E' some new set U becomes extreme. We derive a contradiction. Since U was initially not extreme, it contained some extreme set X of no greater degree than its own. Suppose first that no ui is in U. Then no edges are added inside U, so the degree of X is unchanged, meaning that it continues to keep U nonextreme. So some ui is in U. Now suppose that ur E U. After adding E', d(u1) = c + 1. Thus for U to be extreme, we must have dGUEr (U) = dG(U) = c. This can only happen if no edge of E' crosses U. But since dG(v) = dG(U) = c, we know v contains (or is) a c-extreme set. But any c-extreme set is one of the maximal extreme sets that must be on the path E', implying that path E' does cross from U to 8, a contradiction. So ur $! U. By the same reasoning, UL $! U.
We therefore have the following situation: E' starts at ur outside U, enters U at some point, and then exits U to reach uf. Thus at least two edges of E' cross U, meaning that d(U) increases by at least 2. However, by choice of E' no extreme set X has its degree increase by more than 2. Thus, whichever X was keeping U from being extreme continues to do so. cl 4.3 An Algorithm We now give our splitting off algorithm. Our algorithm actually settles for reducing the maximum extreme set demand to 1. At this point the graph G -s must be (lc -1)-connected, so the remaining splitting off need only optimally increase the connectivity of G -s by one. This can be done using an algorithm of Naor et al [30] . Their algorithm is linear-time given the cactus representufion of G, which can be constructed in d(n2) time [22] . While the graph has demands exceeding 1, we move incrementally towards the optimal solution. Since some demands are at least 2, we can use edge sets E' of the kind described in the previous section. Such an edge set is easy to find using the extreme set tree. The children of the root form the maximal extreme sets, so we can easily find all maximal sets Vi with demand at least 2 in O(n) time. Within each Vi, any vertices with positive weight can serve as endpoints for the edges of E' (of course, if 2 edges of E' share a vertex, that vertex needs to have weight 2). Such vertices are guaranteed to exist since (as shown in the previous section) the splits we perform preserve the solvability of the problem. They can easily be found in O(n) time.
Once we have E', we can split it off. But in order to make the algorithm efficient, we try to avoid computing a new edge set by reusing the same one many times. The same edge set E' can be used again if after the split l the updated weights w' satisfy w'(v) 2 dEt (v) for all v E V (dp(v) denotes the number of edges of E' incident on v), l all Vi still have dem(Ui) > 1, and 0 all Vi remain extreme.
(The relation d(Ut) = d(Ul) 5 d(Uz), . . . , d(Uf-1) remains valid after the splitting of E' since VI and Ul start with the smallest degrees and have them increased more slowly than the other Vi). We compute the maximum number of times t that E' can be reused without violating these constraints.
As a first step, we compute the quantities dp(X) for every extreme set X. Since no edge has both endpoints in any one X, this is just the total number of endpoints of edges of E' in each extreme set. This can be computed for all X in O(n) time by working up the extreme set tree.
Given the quantities d',,+ to meet the first constraint, we simply compute tr = minv [w(v)/dEt (v)j, we can use tr copies of E' without dropping any w(v) below 0. The same approach works for the second constraint.
For the third constraint, we need to identify the smallest t for which splitting t copies of E' makes some Vi nonextreme. This happens when the demand of Vi drops to meet the demand of some (extreme) set X contained in Vi. Since no extreme sets are created as we add copies of E' (by induction on the number of copies), X must be a descendant of Vi in the starting extreme set tree. For each such X descended from Vi, it is easy to compute the number tx of copies at which dem(X) overtakes dem(Ui): it is simply
since for such at we know that after splitting E' t -1 times, X still has demand less than that of U.
Thus, in O(n) time, we can compute the maximum number of times it is safe to use E'. Once we have done so, we can split off t copies of E' in O(n) time by updating vertex weights and extreme set demands and removing all sets that become non-extreme as a result.
Finally, we bound the number of times we need to find a new set E'. It is the 3 constraints above that prevent us from splitting another copy of E', so one of the constraints must be "tight" for the t we used. If the first constraint is tight, it is because some '10(v) < djp(v) when we finish. Since max, dp (v) 5 2, this means that w(v) has dropped to 1 or to 0. Similarly, the second constrain is tight only when the demand of some Vi drops to 1 or 0. The third constraint is tight if one of our extreme sets is made non-extreme. Each of these events-a weight drop, a demand drop, or the disappearance of an extreme set-happens O(n) times. Thus we need 'compute a new set E' and corresponding t only O(n) times. Since identifying E' and updating the data after splitting it takes O(n) time, we have shown: Theorem 4.3. Given the extreme set system for G, in O(n2) time we can deterministically carry out edge splitting to reduce the maximum set demand in G to I, at which point we canfinish splitting in O(n2) time using the cactus algorithm of [30, 22] .
Extreme set algorithms
The two previous sections assumed that we had the extreme set system available. In this section, we show how to find this system. To present our techniques one by one, we describe three extreme set algorithms. The first algorithm (Section 5.4) is based solely on finding mitt-cuts and serves as an illustration of the main ideas in an extreme set algorithm. The second algorithm (Section 5.5) uses near-min-cuts: extreme sets are repeatedly extracted from all cuts of value between 8'-' . c and 6' -c, for i = 1,2, etc. The running time of this algorithm is thus dependent on log(U/c), where U is the largest edge weight in the input graph. Our final algorithm (Section 5.6) achieves a strongly polynomial a(n2) running time by dividing the edges according to their weight into windows in each of which U/c becomes polynomial in n. The d(n2) runtime follows from the fact that each edge occurs in only a constant number of windows. A similar windowing scheme is used in [5].
5.1
The Recursive Contraction Algorithm Our extreme set algorithms use the Recursive Contraction Algorithm (RCA) [22] . This is an algorithm for finding all minimum cuts in a graph. It is based on contraction of graph edges. Contracting an edge causes its two endpoints to be merged into a single "metavertex." At any time, each remaining metavertex represents a set of original graph vertices that have been contracted into it. If metavertex 21 represents a set of original vertices S, then the degree of v in the contracted graph is equal to the value of the cut (S, 3) in the original graph. In rough outline, the RCA has the following form:
Algorithm RCA(G, n) input: an n vertex graph G repeat twice Contract random edges of G to get G' with n/fi vertices RCA(G', n/a) The contractions at a given stage can be implemented in O(n2) time on an n-vertex graph, so the RCA satisfies the running time recurrence
In [22] , it is proven that the RCA "encounters" any minimum cut of G (by contracting all vertices on one side of it into a metavertex whose degree is the minimum cut) with probability 0(1/ logn). Thus O(log2 n) iterations of the above algorithm suffice to encounter all minimum cuts with high probability. Since we can track the degrees of sets we encounter [22], we can identify the minimum cut wheh we encounter it. Thus the time to find all minimum cuts is O(n2 log3 n).
Finding Extreme Sets-Basic
Approach We will modify the RCA to identify extreme sets rather than minimum cuts. A key observation is that, like minimum cuts, extreme sets are likely to be contracted to single metavertices by the RCA. Unfortunately, unlike minimum cuts, there is no trivial method (ie degree tests) for deciding whether a given metavertex represents an extreme set. We therefore need to add a "verification" step that decides which of our candidate extreme set is truly extreme. We use the following modification ES (Extreme Sets) of the RCA:
Algorithm ES(G, n) input: an n vertex graph G repeat twice (letting i = 1,2)
Contract random edges of G to get Gi with n/a vertices Fi tES(Gi, n/a) expand the extreme sets of Gi to G (by uncontracting the metavertices of Gi to vertex sets of G) F t 7.1 u F2 add to F all vertices of G as singleton sets cull from 7 all sets not extreme in G Return the resulting set system Since all singleton vertices are returned, if all extreme sets are "encountered" by the RCA (that is, contracted to single metavertices at some point), then they will all be returned by ES. The culling procedure will ensure that only the extreme sets are returned by the modified algorithm.
We will actually need to call ES O(log2 n) times, like the RCA, but we can cull the O(log2 n) resulting set systems by repeatedly merging pairs of them at an additional O(n2 log2 n) cost.
5.3 An Easy Case As a first demonstration of the above process, we find all c-extreme sets-that is, extreme sets which are also minimum cuts. We can use the fact that if U and X are (sides of) two different minimum cuts that overlap, then U II V is a minimum cut (this follows from the submodularity of the function d(U)). Thus, neither U nor V is c-extreme and both can be discarded. It follows that the c-extreme sets of G are actually disjoint, forming a subpartition of the vertex set.
Our culling procedure for the subpartitions 31 and 3s returned by the recursive calls is therefore quite simple. We represent a subpartition {Xi, . . . , X,.} by a vector (~1,~s) . . . ) where zi = j if the i-th vertex of G is contained in Xj. We use a special null symbol for a vertex not in any of the sets. By referring to the vector representing 32, we can in O(n) time decide if a given set C E 31 overlaps or contains some element of 3s. If it does, we can discard C since it is not extreme. Since 31 has O(n) sets, checking all C E 31 takes O(n2) time as desired. We then repeat the procedure, exchanging the roles of 31 and 32, to cull non-extreme sets from 3s.
Since the RCA (and thus ES) contracts all minimum cuts (and thus all c-extreme sets) to metavertices at some point in the recursion, all extreme sets will be introduced as singleton vertices at some point in the recursion. Clearly they will never be culled. Thus the algorithm will output all extreme sets.
In fact, the algorithm may also output certain nonextreme sets, but it is guaranteed that the output sets will be disjoint. Thus at the end in O(m) time we can check degrees and discard all non-c-extreme sets.
A First Algorithm
We now build upon the above idea. Suppose that we have found all d-extreme sets {Xi} for d' < d, and wish to find all d-extreme sets. Since extreme sets are laminar, no d-extreme set can contain or overlap any Xi. So define Mi to be the set of vertices contained in Xi but not in any child of (extreme set contained in) Xi. Then any d-extreme set is contained in some Mi. Note also that the Mi form a partition of the vertex set V. Thus, if for each Mi we find the set of d-extreme sets strictly contained in it in d (I Mi 12) time, then we will have found all d-extreme sets in d(x IMi12) = o(n2) time.
To process a single set Mi in d( IMi 12) time, we can contract V -Mi to a single vertex q. Any extreme set in Mi will still be extreme in the contracted graph. But all extreme sets not in Mi have been contracted. Thus, no set inside Mi is d'-extreme for any d' < d. We might therefore aim to apply our previous algorithm for finding c-extreme sets to Mi with c = d. One small problem is that potentially d(Mi) < d (this can happen if Mi is itself an extreme set). This would make the cut (Milq) into the unique minimum cut of the contracted graph. Fortunately, the existence of one such unusually small cut does not affect anything:
Lemma 5.1. Suppose that a graph G has a unique minimum cut and let c be the next smallest cut value in G. Then with high probability the RCA encounters (contracts to a metavertex) all cuts of value c in G, and algorithm ES$nds all c-extreme sets of G.
Proof (Sketch). The crucial fact used in proving the RCA we choose a! = 1 + l/ logn. Then the running time of Ignoring the culling issue for a moment, suppose that ._ correct is that an n-vertex graph with minimum cut c has at least 42 edges (since every vertex has degree at least c). If there is a unique cut of value less than c, then every vertex but one has degree at least c, implying that the graph has at least (n-l)c/2 edges. This suffices for the correctness proof of the RCA, and thus for ES. III
The above lemma shows that ES will still encounter (contract to a metavertex) all d-extreme sets; it remains to show how to cull them. It turns out that the argument in Section 5.3, that the intersection of two minimum cuts is a minimum cut, generalizes to the intersection of two "second minimum" cuts in the presence of a unique minimum cut. We can therefore use exactly the same culling procedure as was used above.
It follows that we will indeed encounter all d-extreme cuts in the contracted graph Mi U {q}. This gives a simple algorithm for finding extreme sets: starting with d = c and incrementing d by 1 each time, find all minimum-degree extreme sets in each set of the partition defined above. The running time of this algorithm can be bounded two ways. For augmentation by quantity r, we need only find extreme sets of degree up to c + r; thus we need only r iterations for an overall running time of 0( n2 r log3 n) . On the other hand, regardless of T, the fact that the extreme set system is laminar means that the depth of the extreme set "tree" is O(n). Since each iteration expands another layer of the tree, there will be O(n) iterations for a running time of O(n3 log3 n).
5.5 Geometric Growth The scheme described above will, in the worst case, add 1 to to the degree d of detected extreme sets in each iteration. We now show how instead we can multiply d by some constant exceeding 1 in each iteration. Thus will reduce the number of iterations needed from r to log(1 + r/c).
Lemma 5.2 ([22]
). Zf; instead of contracting to n/a vertices, the recursion in RCA contracts to n/21/2a vertices, then RCA runs in O(n2" log3 n) time and, with high probability, encounters all cuts of value less then QC in a graph with minimum cut c.
The above lemma generalizes in a straightforward fashion to the case where we are looking for extreme sets using ES and the graph has a unique minimum cut: Corollary 5.3. Zf; instead of contracting to n/fi vertices, the recursion in ES contracts to n/21/2" vertices, then (aside from culling) ES runs in O(n 2a log3 n) time and, with high probability, encounters all extreme sets of degree less than (YC in a graph with minimum cut c. The result holds even if there is a unique cut of value less than c.
ES is O(n2Q log3 n) = O(n2 log3 n). Once we have found all extreme sets of degree less than oc, we can partition the vertices into sets Mi as we did in the previous section and recursively find all extreme sets of size exceeding (YC separately in each Mi.
Since the second-minimum cut increases in value by a factor of at least (1 + l/ log n) when we recurse, the recursion will find all extreme sets of degree up to k and terminate after (log n) log(k/c) iterations.
In order to use this result, we need to devise a culling scheme. The scheme used previously only applies when all candidate extreme sets being examined have the same degree; in the new approach, we might simultaneously find sets with many different degrees.
The new algorithm for culling extreme sets relies once again on the RCA. Suppose first that we have a unique set U of degree less than ac that we wanted to verify was extreme. If the set is not extreme, then it contains an extreme set X of no greater degree. We know that if we run the RCA, it will contract X to a single metavertex with high probability. This can serve as a witness for the "non-extremeness" of U. With high probability, if we do not encounter such a witness, then U is extreme.
To search for the witness, we run the RCA and keep track of which metavertices are made up entirely of vertices of U and check their degrees. This is easy: whenever an edge's contraction merges two metavertices u and 21 to get a metavertex w, the new metavertex w will be contained in U if and only if u and v are both contained in U. The RCA can be modified to carry this extra information at no additional cost. Since the RCA also keeps track of the degrees of newly created metavertices, we can check if w is contained in U and, if so, compare its degree to that of U. This will identify the witness if it exists.
Of course, running the RCA once for each of the O(n) candidate extreme sets that we need to cull is prohibitively slow. But recall that our goal is to cull two laminar families of candidate extreme sets, one returned by each recursive call. We now show that the above scheme can be modified to cull an entire laminar family with a single call to the RCA. contained in.
So consider a metavertex containing a collection VI,... , Vk of graph vertices. Each vi is a leaf node of our laminar family (since all singleton vertices are extreme). An 3-set contains Vi if an only if it is an ancestor of Vi in the tree representation of the laminar family. Thus, the only sets that contain all the vi are the common ancestors of the vithat is, the least common ancestor of the vi in 3 and all of its ancestors.
Thus we maintain, for each metavertex, the least common ancestor in the laminar family 3 of the graph vertices it contains. When we merge two metavertices with least common ancestors X1 and X2 during a contraction, we compute the least common ancestor of all the vertices in the new metavertex-this is just the least common ancestor of Xi and X2. We then store the degree of the resulting metavertex into its least common ancestor. After the RCA completes, each set of the laminar family will record the smallest degree of a metavertex for which it was the least common ancestor.
To decide if a set should be culled, we see whether it or any of its descendants in the laminar family is recording a degree less than its own. This is easy to do in O(n) time by walking up the tree.
Given the laminar family we wish to cull, it can be processed in O(n log n) time so that least common ancestor queries can be performed in O(1) time per query [BV, SV] . Therefore, the least common ancestor 1ookuRs and the recording of the observed degrees adds negligible cost to the total execution of the RCA. 0
Lemma 5.4 gives us a culling algorithm that we can plug into the ES algorithm.
Lemma 5.5. All k-extreme sets of a graph with minimum cut c can be found in O(n2 log7 n log k/c) time.
Proofi The culling procedure has running time O(n 2a log3 n) = O(n2 log3 n), which dominates the other O(n2)-time elements of the RCA. ES therefore satisfies the recurrence Lemma 5.4. Given a graph with second-smallest cut c anda laminarfamily of sets of degree less than CW, we can discard all non-extreme sets of the laminar family in O(n2a log3 n) time with high probability.
Proof. Recall that a laminar family 3 can represented as a tree, with the parent of a given node (extreme set) being the smallest extreme set that strictly contains it. Our goal is to run the RCA and, for each set U in the family, detect the smallest degree of any resulting metavertex made up entirely of vertices of U. As before, our goal is to track, for each metavertex we create by merging two metavertices, whether or not its vertices are contained in each 3-set. Equivalently, we aim to track, for each metavertex, which 3-sets it is
We need to iterate this procedure R(log2 n) times to have a high probability of encountering all extreme sets in the range QC. To find all k-extreme sets, we need to iterate the process O(logn log(k/c)) ti mes for degree values c, (YC, 02c and so on (contracting out all higher demand extreme sets as before) for a total of O(n2 log7 n log k/c) time. 0
The d(n2)-time algorithm
In a final step, we eliminate the log(k/c) factor from the running time of our extreme sets algorithm. We use a windowing scheme (similar to one used in [5] ) that restricts the search for d-extreme sets only to a small "window" of relevant edge weights in the range d/n3 . . . d. Once all edge weights are in this range, the range of extreme set values that exist in the graph becomes polynomial so that we can replace log(k/c) be log n in the previous algorithm. The final running time of our algorithm thus becomes O(n2 log8 n).
We start with two observations. We say that a cut survives the contraction of a set of graph edges if no edge connecting the cut sides get contracted. Similarly we say that a set X survives the contraction if the same holds for the cut (X(w). If this occurs, then there is a set of metavertices Y containing exactly the vertices of X; we say that X is contrucred to Y; clearly d(X) = d(Y). The following two lemmas show that while looking for extreme sets of a given value, we can ignore many graph edges that do not contribute to such extreme sets. Proof By contradiction, we show that any d-extreme set X contains a spanning tree made up of edges with weight at least W/n3, so that removing edges below this weight cannot disconnect X. Suppose there is no such spanning tree. Then there is a partition of X into Xi and X2 which is crossed by no edge of weight at least W/n3. Thus, the total weight connecting Xi to X2 is less than (t) W/n3 < W/2n. At the same time, we know that the total degree of X is d, meaning that for at least one of X1 and X2, say Xi, there is weight at most d/2 crossing from Xr to x. Since all edges leaving Xr go to X2 or x, it follows that d(X1) 5 d/2 + W/2n < d. Since Xi c X, X cannot be d-extreme, a contradiction. El
The next theorem describes an efficient way to select a small subset of G's edges that contain each d-extreme set. This theorem is used in our final extreme sets algorithm.
Theorem 5.8. Let 'T be a maximum weight spanning tree of G. Obtain G' and T from graphs G and 7 by contracting all edges of 7 with weight at least W. Let a d-extreme set X with W/n I d < W be contracted to a subset Y of G'. In 7' delete all edges of weight less than W/n3. Form all vertex-induced subgraphs of G' spanned by the connected components of '7-l. Then Y is an extreme set in one of these components.
Proof The edge contraction and removal procedures of the theorem yield the same connected components in G as in 7. This follows since (i) the heaviest edge in each cut belongs to 7 and (ii) if an edge e has weight at least W, then no edge in the path of 'T connecting e's end-vertices may have weight less than W. Hence Y is a subset of one of the subgraphs by Theorem 5.7 and Claim 5.6. To show that Y is extreme, notice that for all Y' c Y we have d(Y') > d(Y) after adding back all removed edges. However, the total weight of edges removed that lead from Y to P is at most as much as that for any subset Y' of Y. Cl
We can use the above theorem in a strongly polynomial algorithm. For each value of i, we separately seek all dextreme sets for ni-l < d 5 ni. This clearly finds all extreme sets. By the above theorem, we can contract all tree edges of weight exceeding W = ni and delete all tree edges of weight less than W/n3 while looking for extreme sets of weight between W/n and W: The total size (in number of vertices) of the problems we solve for this value of W is proportional to the number of tree edges that remain after contraction and deletion-that is, the number of tree edges with weight between W and W/n3. A tree edge of weight w contributes to this count only when W/n3 5 w < W, which happens for at most 4 values of W. Thus, over all W, the total size of problems solved is O(n). It follows that the total time spent solving all the problems using the algorithm of the previous section is O(n2 log8 n) as claimed.
We remark that an extreme set Y of the components defined in Theorem 5.8 is not necessarily extreme after adding all small weight edges back: the total weight of edges added back to Y can be more than the total weight added back to a subset of Y. However, every extreme set in the original graph will be extreme in the components, so we can apply our culling procedure to remove the non-extreme sets that are returned from our subproblems and be left with all the extreme sets of G.
Conclusion
We have proposed randomized d(n")-time edge augmentation and extreme sets algorithms. Our edge augmentation algorithm mns faster than the best known deterministic one [29] by a factor of fi (m/n). While the previous best extreme sets algorithm [30] (in the weighted graph case) finds extreme sets as certain sets naturally defined by a GomoryHu tree [ 181, our results show that it is most likely easier to find extreme sets than the Gomory-Hu tree (and seems even be easier than finding a single max-flow).
An obvious question is whether our extreme sets algorithm, which is the bottleneck both computationally and in terms of complexity, can be simplified. Since the algorithm is basically calling itself to do the culling, it appears likely that the culling step can be better integrated into the algorithm, saving several logarithmic factors.
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While some logarithmic factors in the runtime of our algorithm are most likely unnecessary, it appeafs unlikely that major improvements are possible over the O(n2) time 1141 bound. For augmentation, there are cases where Q(n2) edges are needed in the optimum solution. However, it might be possible to find the extreme set lattice more quickly. WI Karger [21] describes an O(m) time algorithm for finding a min-cut, but it is not even guaranteed that this single min-cut is a c-extreme set. However, perhaps it might be modified.
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Another question is whether finding extreme sets can be done quickly and deterministically.
