Abstract. This paper provides convergence analysis of regularized time-stepping methods for the differential variational inequality (DVI), which consists of a system of ordinary differential equations and a parametric variational inequality (PVI) as the constraint. The PVI often has multiple solutions at each step of a time-stepping method and it is hard to choose an appropriate solution for guaranteeing the convergence. In [L. Han, A. Tiwari, M.K. Camlibel and J.-S. Pang, Convergence of time-stepping schemes for passive and extended linear complementarity systems, SIAM J. Numer. Anal., 47(2009) pp. 3768-3796], the authors proposed to use "least-norm solutions" of parametric linear complementarity problems at each step of the time-stepping method for the monotone linear complementarity system and showed the novelty and advantages of the use of the least-norm solutions. However, in numerical implementation, when the PVI is not monotone and its solution set is not convex, finding a least-norm solution is difficult. This paper extends the Tikhonov regularization approximation to the P 0 -function DVI, which ensures that the PVI has a unique solution at each step of the regularized time-stepping method. We show the convergence of the regularized time-stepping method to a weak solution of the DVI and present numerical examples to illustrate the convergence theorems.
Introduction. Let Ω ⊆ R
m be a nonempty closed and convex set, and H : Ω → R m be a continuous function. The (static) variational inequality, denoted by VI(Ω, H), is to find a vector y * ∈ Ω such that
We denote by SOL(Ω, H) the solution set of the VI(Ω, H). Let F : R 1+n+m → R n and G : R 1+n+m → R m be two continuous functions. In this paper we study the differential variational inequality (DVI), which consists of a system of ordinary differential equations and a parametric variational inequality as the constraint. Namely we consider   ẋ
(t) = F (t, x(t), y(t)) y(t) ∈ SOL(Ω, G(t, x(t), ·))
(1.1)
When Ω = R m
+ , F (t, x(t), y(t)) = Ax(t) + By(t) + f (t), and G(t, x(t), y(t)) = Qx(t) + M y(t) + g(t)
, the DVI (1.1) reduces to the following initial value linear complementarity system [17, 20]   ẋ
(t) = Ax(t) + By(t) + f (t) 0 ≤ y(t) ⊥ Qx(t) + M y(t) + g(t) ≥
where A ∈ R n×n , B ∈ R n×m , Q ∈ R m×n , M ∈ R m×m , f : [0, T ] → R n and g : [0, T ] → R m are two given functions. The notation ⊥ between two vectors means that they are perpendicular.
The DVI has many important applications in engineering and economics such as differential Nash games, electrical circuits, robotics, earthquake engineering and structural dynamics, see [3, 6, 9, 12, 17, 20, 24, 27] .
In this paper we focus our study on the P 0 -function DVI, in which the function G(t, x, ·) is a P 0 -function for any fixed t and x and the feasible set has the following form
where Ω ν ⊆ R mν is nonempty closed and convex, and
is called a P 0 -function [16] if for any y, v ∈ Ω we have
The class of P 0 -functions includes monotone functions as an important subclass. H is said to be monotone if for any y, v ∈ R m ,
(y − v) T (H(y) − H(v)) ≥ 0.
The P 0 -function DVI with the feasible set (1.3) includes the monotone linear complementarity system (1.2) as a special case and has many applications in engineering. A typical example is the (1.2) with M ≡ 0. See Example 4.11 in [1] , Example 10 in [28] , Examples 8-9 in [2] , Theorem 9.4 and Theorem 9.5 in [24] and subsection 7.3.2 in [18] . In section 4, we describe an example of the P 0 -function DVI in modeling the electrical circuits with (ideal) diodes [25] . The DVI is to find a weak solution of (1.1), which is a pair of trajectories (x(t), y(t)) where x is absolutely continuous and y is integrable on [0, T ] such that 
.4) and y(t) ∈ SOL(Ω, G(t, x(t), ·)) for almost all t ∈ [0, T ]. The latter implies y(t)
where h > 0 is the stepsize and σ ∈ [0, 1] is a scalar defining an implicit (σ = 0), an explicit (σ = 1), or a semi-implicit (σ ∈ (0, 1)) scheme.
For the P 0 -function DVI, the solution set SOL(Ω, G(t, x, ·)) is not necessarily bounded, convex or nonempty for any fixed t and x. When SOL(Ω, G(t h,i+1 , x h,i+1 , ·)) has more than one solution, selecting a "good" solution y h,i+1 is essential. A wrong selection can cause the numerical method unstable or make the DVI unsolvable in the next step. By "good" we mean that the following conditions
are fulfilled, where c 1 , c 2 , c 3 and c 4 are positive constants, independent of h. It was shown in [24] under condition (1.8) that the piecewise linear interpolant of {x h,i } and the piecewise constant interpolant of {y h,i } converge in a certain sense to the weak solution x and y respectively.
In [17] , Han et al proposed the following implicit time-stepping method using least-norm solutions for solving LCS (1.2)
An elegant theorem was given in [17] to show that {y h,i } and {x h,i } generated by (1.9) satisfy (1.8). This technique can be extended to solve DVI as follows
(1.10)
However, the minimization problems in (1.9) and (1.10) are not easy to be solved in general, since their feasible sets are not convex and the standard constraint qualifications are not fulfilled. To our knowledge, there is not yet a practical algorithm available for computing the least-norm solution for DVI. Moreover, convergence results of the implicit time-stepping method in [17, 24] are not applicable for a P 0 -matrix M as the positive semidefiniteness of M h is not guaranteed. In [2] , Acary et al proposed an extended Moreau's time-stepping (EMTS) scheme for certain types of DVIs under the framework of Moreau's sweeping process. Using the EMTS, one may transform a DVI to a new canonical state space representation, and then apply the time-stepping method for the new system. Acary et al [2] presented promising numerical results of the EMTS scheme for some examples of P 0 -matrix LCS, but did not derive convergence results.
In this paper we consider approximating the DVI (1.1) by the following regularized DVI: 11) where I stands for the identity mapping and µ > 0 is a regularization parameter. If G(t, x, ·) is a P 0 -function for any fixed t and x, and Ω has the form (1.3), then G(t, x, ·) + µI with µ > 0 is a uniform P-function for any fixed t and x and SOL(Ω, G(t, x(t), ·) + µI) has a unique solution y µ (t) for any fixed t and x which is Lipschitz continuous with respect to t and x(t) (see Theorem 3.5.15 in [16] and pp.255-p.256 of [14] ). Hence the regularized DVI (1.11) reduces to   ẋ 12) and the regularized implicit time-stepping scheme has a simple version
( h,i µ )} generated by the time-stepping method for (1.11). The remainder of this paper is organized as follows. In section 2, we study the convergence of the solution (x µ , y µ ) of (1.12) to a weak solution (x, y) of DVI (1.1). In section 3, we study the convergence of the regularized time-stepping scheme (1.13). In section 4, we use numerical examples to illustrate the convergence of the regularized time-stepping scheme. Numerical results show that the regularized time-stepping method is promising for the DVI. for y ∈ Y , where for any y, u ∈ Y ⟨y, u⟩ :=
We define the norm for (x, y) ∈ X × Y :
Let Z denote the space of the m-dimensional vector-valued continuous functions. We denote 
where Π Ω (·) denotes the projection onto the set Ω with respect to the norm ∥ · ∥ 2 . Define Similarly, we define the mapping for the regularized DVI (1.11):
Remind us that (1.11) locally has a unique classic solution (x µ , y µ ) ∈ X × Z with respect to the topology given by ∥ · ∥ X×Z . Then (x µ , y µ ) is the only minimizer of 5) and is a minimizer of
where we have
For investigating the convergence of {(x µ , y µ )} in U w.r.t. the norm ∥ · ∥ U , we need to show that the mapping ∥Φ µ ∥ U is epigraphically convergent to ∥Φ∥ U when µ ↓ 0, which is closely related to the convergence of the function family {(x µ , y µ )} µ>0 . The epigraph of a functional θ over U is defined as the set
be a given sequence of functionals over U . A sequence {θ k } ∞ k=1 is said to be epigraphically convergent to a functional θ, denoted by
if the epigraph sequence {epi θ k } converges to the epigraph epi θ in the sense of Kuratowski, or equivalently, if (a) for any sequence
Here the convergence ( 
On the other hand we know ∥Φ(
which implies the epigraphical convergence (2.9).
Now we study the convergence of {(x µ k , y µ k )} by using the epigraphical convergence (2.9). As stated before, (x µ k , y µ k ) is a minimizer of (2.5) and (2.6) where we take µ = µ k . However, in practice only a so-called ϵ-minimizer (x
), instead of a true minimizer, is available, for which we have
where ϵ > 0 can be regarded as an error tolerance. For a functional θ over U , we denote its set of ϵ-minimizers by
Then we have the following results, which are a direct consequence of Proposition 7.18 of [21] .
be a given sequence of functionals over U that is epigraphically convergent to θ. Then we have
where lim sup k→∞ (ϵ − argminθ k ) is the outer limit of the set sequence {ϵ − argminθ k } defined in the sense of Kuratowski [21, 26] 
be a given sequence of functionals over U that is epigraphically convergent to θ, and let (
has a cluster point (x, y), then it is a minimizer of θ in U , and
By using Lemma 2.1, Lemma 2.2 and Corollary 2.3, we have the following convergence result for the regularization approximation of the DVI.
↓ 0 be given, and let Φ µ k be defined as in (2.4) .
Hence by Corollary 2.3 we know that a cluster point (x * , y * ) must fulfill
which means that (x * , y * ) is a classic solution of the DVI (1.1). The second part of the theorem can be shown in a very similar way.
is a weak solution of (1.1).
Convergence analysis.
Now we study the existence of the cluster point of the function family {(x µ , y µ )} µ>0 . The following lemma is needed for showing the boundedness of {(x µ , y µ )} µ>0 .
Lemma 2.6. Let T > 0, α, γ ≥ 0 and β > 0, and let ψ :
Then we can write (2.10) as
This, with the well known Gronwall Inequality (see [13, pp.146 ], for example), implies
This yields (2.11) when we replaceψ(t) by ψ(t).
In the following theorem, we show that the uniform boundedness of {y µ } µ>0 implies the uniform boundedness of {x µ } µ>0 under the Lispchitz continuity of F . 
holds and assume that there is a positive constant α 2 independent of µ such that
Noting that
then from the Lipschitz condition (2.12) we have
This, together with Lemma 2.6, implies the conclusion. Now we show the convergence of the function family {x µ , y µ } µ>0 . 
Since Y is reflexive, and {y µ k } is uniformly bounded, by the Alaoglu theorem [23] , there is a subsequence of {y µ k } that is weakly convergent to y * ∈ Y . Statements (1) and (2) can be shown by a direct application of Lemma 2.2. Theorem 2.8 assumes the uniform boundedness of {y µ } for µ ∈ (0,μ]. The following theorem gives a sufficient condition to ensure that this assumption holds.
Let
)) is nonempty and bounded. If G(t, x, y) is Lipschitzian with respect to
Let S µ (t, x) ⊆ R m be the solution set of Ψ µ (t, x, y) = 0 for fixed µ, t, x. By Corollary 3.6.2 and Definition 3.6.3 of [16] , we know that the function Ψ(t, x, ·) and Ψ µ (t, x, ·) are weakly univalent since G(t, x, ·) is a continuous P 0 -function, which follows that there exists δ 1 > 0 such that for fixed t, x and µ, if
(2.13)
, and any y ∈ Ω ϵ , we have
Note that for any fixed µ > 0,
By taking δ 0 > 0 and T 0 > 0 such that δ 0 + ζT 0 <δ, we can see that F µ (·, ·) is continuous and maps [0,
. By applying the Peano existence theorem to
we know that (1.11) has a solution (x µ , y µ ) over [0, T 0 ] in which x µ is continuously differentiable and y µ is continuous. Noting 
Taking the sequence (x µ k , y µ k ) converging to (x * , y * ) with (2.14) fulfilled, from the Lipschitz continuity of G(t, ·, y), we have
Then we obtain
and then
which yields the conclusion (2.15) when we take k → ∞. This completes the proof.
Linear complementarity system.
In this subsection, we consider the LCS (1.2) with a P 0 -matrix M and global Lipschitz continuous functions f and g. In such case, the global Lipschitz property (2.12) of F (t, x(t), y(t)) = Ax(t)+By(t)+f (t) in Theorem 2.7 holds with κ 1 = ∥A∥ 2 and κ 2 = ∥B∥ 2 , and G(t, x(t), y(t)) = Qx(t) + M y(t) + g(t) is a globally Lipschitzian continuous function with respect to (t, x) in Theorem 2.9. Moreover, it is known that for any fixed µ > 0 and q ∈ R n , the P-matrix linear complementary problem
has a unique solution v(M + µI, q) and there is a constant c (M +µI) such that
See [10, 15] . Hence, the regularized LCS:
reduces to a standard ordinary differential equation with a globally Lipschitzian continuous right-hand function as the following G(0, η, ·) ), the following theorem shows the uniform boundedness of ∥y µ ∥ L 2 for µ → 0.
Theorem 2.11. Suppose that M is a P 0 -matrix and Z-matrix and the LCS (1.2) has a weak solution
Proof. If M is a Z-matrix and the solution set S of the linear complementarity problem (2.18) with µ = 0 is nonempty, then there is a unique least-element solution v in S which satisfiesv ≤ v for all v ∈ S [15] . Moreover, it is shown in [11] that if M is a P 0 -matrix and Z-matrix, then for any µ 1 > µ 2 > 0, the solutions of (2.18) satisfy 
-matrix. For Qx(t) + g(t) ≥ 0, any vector y(t) ≥ 0 with y i (t)(Qx(t) + g(t)) i = 0 is a solution of the LCP: 0 ≤ y(t) ⊥ Qx(t) + g(t)
≥ 0, and y µ (t) = 0 is the unique solution of its regularized problem. Hence, we can see that even the solution set of the LCP is unbounded, the sequence of the unique solution y µ (t) of the regularized LCP is uniformly bounded.
Example 2.1.
Consider the LCS (1.2) where
≡ 0, and M = 0. The LCS has infinitely many solutions (x(t), y(t)):
where y 2 ≥ 0 is an arbitrary constant. The solution set {(0, y 2 ) T : y 2 ∈ R, y 2 ≥ 0} of the LCS at t = 0 is unbounded.
It is easy to verify that the regularized LCS
has the unique solution (x µ (t), y µ (t)):
Obviously, {y µ } µ>0 is uniformly bounded. It is worth noting that the limit function (e t , (0, 0) T ) is a least-element solution of the LCS, and the limit function of x µ (t) is the so-called shortest path of the system.
Lemma 2.12. Let M be a P 0 -matrix and a Z-matrix and let
−1 is convergent when µ → 0. Proof. For the first statement of this lemma, we refer to [10, 15] . Let M be diagonalizable, that is, there are a nonsingular matrix P ∈ R m×m and a diagonal matrix Λ =diag(λ i ) such that M = P −1 ΛP . Hence, we have
The limit of µ(M + µI) −1 does not necessarily exist if M is not diagonalizable. Consider
It is clear that M is a P 0 matrix and a Z matrix, but not diagonalizable. We see that 
Considering moreover thatỹ(t) ≥ 0 holds for almost every t ∈ [0, T ], we have
The inequalities (2.26) and (2.27) yield
From Lemma 2.12 we know that
Consequently, from (2.28) it follows that
Taking a subsequence (x µ k , y µ k ) converging to (x * , y * ) with (2.14) fulfilled, namely
and so 
which has the unique solution (x µ (t), y µ (t)):
where 
and
Moreover, we have the following convergence order:
It is worth noting that the limit function (x * , y * ) is a least-element solution of the LCS, although the matrix M is not a Z-matrix.
3. Regularized time-stepping method. We study in this section a new numerical method for solving the DVI (1.1) by combining the regularization method and the time stepping method. ) is a solution of the variational inequality VI(R n × Ω, R), where
.
Under the assumption that G(t, x, ·) is a P 0 function for any x ∈ R m and the Lipschitz continuous condition (2.12), VI(R n × Ω, R) has a unique solution for any fixed µ > 0 and h small enough. Hence, there is no need to find the least-norm solution over the solution set in the regularized time-stepping method.
Define a piecewise linear function x h (t) and a piecewise constant function y h µ (t) as follows:
We give a result on the uniform boundedness of the function families x h µ (t) and y h µ (t) under the assumption that ∥y h,i µ ∥ 2 is uniformly bounded. Such assumption holds when the feasible set is bounded or G(t, x, y) = Qx(t) + M y(t) + g(t) with M being a P 0 -matrix and Z-matrix. Moreover, from Theorem 2.9, we can show that such assumption holds when the solution set SOL (Ω, G(0, η, ·) ) is nonempty and bounded.
Theorem 3.1. Assume that condition (2.12) holds. If there is an α 2 independent of h and µ such that ∥y
Proof. From (3.1) we can write
and so
where
Noting that ih ≤ N h h = T and c 1 ≤ 1 1−hκ2 , we can see
From inequality (3.3), by simple calculation, we derive the conclusion.
We have the following convergence result on the regularized time-stepping method.
Theorem 3.2. Suppose that (2.12) holds and
Assume that there is an α 2 independent of h and µ such that ∥y
is a weak solution of the DVI (1.1). Proof. From Theorem 3.1 it follows that the family of functions {x h µ (t)} is uniformly bounded. We show {x h µ (t)} is equicontinuous. By the similar way in the proof of Theorem 3.1 we have 
Hence, we obtain
This, together with x 6) and let {y Proof. It can be shown by the similar manner adopted in the proof of Theorem 2.10.
Numerical experiments.
In this section we illustrate the applicability and the numerical performance of the regularized time-stepping method proposed in this paper. We consider two examples of the linear DVI where the matrix M is a P 0 -matrix and the set Ω is bounded. Hence G(t, x(t), ·) is a P 0 -function for any t and x. Clearly, both conditions (2.12) and (3.4) are fulfilled. Moreover, the assumption that SOL(Ω, G(0, η, ·)) is nonempty and bounded holds since Ω is bounded. Set the initial point x(0) = 1. It is known that the parameterized VI(Ω,
A P
where mid(·) is the median operator [16] . It is easy to compute for any given 0 ≤ −q
) has the solution set:
We plot the solution set with −q T . This leads a difficulty of the implementation of (1.9). However, by the regularized time-stepping method we can find the finite families 
An Example from Electrical Circuit Model.
We illustrate the numerical performance of the regularized time-stepping method by a DVI arising from modeling the electrical circuits with (ideal) diodes [25] . The DVI has the following data:
and Ω = {y ∈ R 4 : −10 ≤ y 1 , y 2 ≤ 10, 0 ≤ y 3 , y 4 ≤ 20}.
For this example, we compute
in the implicit manner:
where µ > 0 is fixed. As stated in the last section, (x
) is a solution of the variational inequality VI(R n × Ω, R), where
Since this is a linear DVI, the regularized time-stepping method has a simple version for implementation
1) where
Hence, M h is a P 0 -matrix and thus the solution set SOL(Ω,
) has a unique solution for any µ > 0.
We use the semismooth Newton method in [22] 
We compute the numerical solution of x(t) and y(t) with the initial state x 0 = (−1, 0)
T for different values of µ. In Figure 4 .2 we plot the numerical results, where the solid line indicates the exact solution of the DVI. Here we take the stepsize h = 3 × 10 −4 . The components y 2 (t) and y 3 (t) of the exact solution fail to be continuous, however, are approximated by a family of continuous functions. We enlarge in Figure 4 .3 the curves near the discontinuity for illustrating the convergence.
The error bounds of the numerical solution e This example is a passive system, and the implicit time-stepping method (1.9) using least-norm solutions can be applied. For the passivity property and the convergence of (1.9) we refer to [17] . We compare our regularized time-stepping method with the one using least-norm solutions, abbreviated respectively by "Reg." and "LN." in the same computational settings as mentioned above. We use the Matlab optimization solver "fmincon.m" to compute the least norm solution of the linear complementarity problem at each step of (1.9). The numerical results are plotted in Figure 4 .5. The CPU time for the regularized time-stepping method (1.13) and the time-stepping method using least norm solutions (1.9) was about 0.8 (sec.) and 256 (sec.) respectively.
Preliminary numerical results indicate that the regularized time-stepping method is promising. 
