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3Kurzfassung
Im Rahmen der vorliegenden Diplomarbeit  werden Verfahren zur Clusteranalyse sowie 
deren  Anwendungsmöglichkeiten  zur  Optimierung  der  Rechercheergebnisse  von 
Information Retrievalsystemen untersucht. Die Grundlage der vergleichenden Evaluation 
erfolgversprechender  Ansätze  zur  Clusteranalyse  anhand  der  Domain  Specific 
Monolingual Tasks des Cross-Language Evaluation Forums 2006 bildet die systematische 
Analyse der in der Forschung etablierten Verfahren zur Clusteranalyse.
Die  Implementierung  ausgewählter  Clusterverfahren  wird  innerhalb  eines  bestehenden, 
Lucene-basierten  Retrievalsystems  durchgeführt.  Zusätzlich  wird  dieses  System  im 
Rahmen  dieser  Arbeit  mit  Komponenten  zur  Query  Expansion  und  zur  Datenfusion 
ausgestattet.  Diese  beiden  Ansätze  haben  sich  in  der  Forschung  zur  automatischen 
Optimierung  von  Retrievalergebnissen  durchgesetzt  und  bilden  daher  die  Bewertungs-
grundlage für die implementierten Konzepte zur Optimierung von Rechercheergebnissen 
auf Basis der Clusteranalyse.
Im  Ergebnis  erweist  sich  das  lokale  Dokument  Clustering  auf  Basis  des  k-means 
Clustering-Algorithmus in Kombination mit dem Pseudo-Relevanz-Feedback Ansatz zur 
Selektion  der  Dokumente  für  die  Query  Expansion  als  besonders  erfolgversprechend. 
Darüber  hinaus  wird  gezeigt,  dass  mit  Hilfe  der  Datenfusion  auf  Basis  des  Z-Score 
Operators  die  Ergebnisse  verschiedener  Indizierungsverfahren  so  kombiniert  werden 
können,  dass  sehr  gute  und  insbesondere  sehr  robuste  Rechercheergebnisse  erreicht 
werden.
4Abstract
Within the present diploma thesis, widely used Cluster Analysis approaches are studied in 
respect  to their  application to optimize the results  of Information Retrieval systems. A 
systematic  analysis  of  approved  methods  of  the  Cluster  Analysis  is  the  basis  of  the 
comparative evaluation of promising approaches to use the Cluster Analysis to optimize 
retrieval  results.  The  evaluation  is  accomplished  by  the  participation  at  the  Domain 
Specific Monolingual Tasks of the Cross-Language Evaluation Forum 2006.
The implementation of selected approaches for Clustering is realized within the framework 
of an existing Lucene-based retrieval system. Within the scope of work, this system will be 
supplemented with components for Query Expansion and Data Fusion. Both approaches 
have prevailed in the research of automatic optimization of retrieval results.  Therefore, 
they are the basis of assessment of the implemented methods, which aim at improving the 
results of retrieval and are based on Cluster Analysis.
The results show that selecting documents for Query Expansion with the help of local 
Document Clustering based on the k-means Clustering algorithm combined with the Blind 
Feedback approach is very promising. Furthermore, the Data Fusion approach based on the 
Z-Score operator proves to be very useful to combine retrieval results of different indexing 
methods. In fact, this approach achieves very good and in particular very robust results of 
retrieval.
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Kapitel 1 - Einleitung, Motivation, Ziele, Aufbau und Begriffe
1.1  Einleitung
Einer  der  wichtigsten Bestandteile  der  menschlichen Entwicklung ist  die  Fähigkeit  der 
Vermittlung,  des  Austauschs  und  vor  allem  der  Erhaltung  von  Wissen.  Dabei  ist  die 
Sprache  das  älteste  Mittel  zur  Übertragung  von  menschlichem  Wissen.  Wesentlich 
bedeutender für die Erhaltung von Wissen sind Schrift und Bild. Für die Verarbeitung von 
Information, sowie die Verbreitung von Wissen ist die Erfindung des Buchdrucks und die 
Einrichtung von Bibliotheken von entscheidender Bedeutung. Die Sammlung von Büchern 
in  Bibliotheken  erfordert  eine  zentrale  Organisation,  um  ein  spezielles 
Informationsbedürfnis in kurzer Zeit befriedigen zu können. Der wichtigste Begriff für die 
Organisation eines Datenbestandes ist der Katalog. In Bibliotheken existieren zahlreiche 
verschiedene Arten von Katalogen, beispielsweise der Band- und der Zettelkatalog. Mit 
Hilfe  der  elektronischen  Datenverarbeitung  ist  es  möglich  die  verschiedenen  Kataloge 
einer Bibliothek zusammenzufassen und damit den gezielten Zugriff auf Informationen zu 
vereinfachen und zu beschleunigen. Der rasante Anstieg wissenschaftlicher Publikationen 
erfordert  die  Entwicklung  von  Systemen,  die  einem  Nutzer  mit  speziellem 
Informationsbedürfnis  einfach  und  in  kurzer  Zeit  die  für  seine  Anfrage  relevanten 
Dokumente präsentieren. Die Forschung im Gebiet des Information Retrieval befasst sich 
mit der Entwicklung dieser Systeme.
Information  Retrieval  vereint  verschiedene  Teilgebiete  der  Informatik  und  Mathematik 
sowie der Sprach- und Informationswissenschaft. So werden beispielsweise Konzepte aus 
der Datenorganisation angewendet, um die Repräsentationen von Dokumenten möglichst 
effizient zu speichern. Die Abbildung der Dokumente wird durch verschiedene Modelle 
aus der Mathematik und mit Hilfe von Erkenntnissen aus der Sprachforschung realisiert. 
Bei der Suche nach relevanten Informationen werden wiederum unterschiedliche Konzepte 
aus der Mathematik und Informatik genutzt, um das Informationsbedürfnis eines Nutzers 
möglichst  optimal  zu  befriedigen.  Ein  spezielles  Konzept,  welches  häufig  in 
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Informationssystemen  verwendet  wird,  ist  die  Mustererkennung  oder  auch  Clustering 
genannt.  Mit  Hilfe  von  Clustering  können  im  Information  Retrieval  Dokumente  nach 
vorgegebenen  Kriterien  gruppiert  werden.  Diese  Gruppierungen  können  in 
Informationssystemen  unterschiedlich  verwendet  werden.  Einerseits  zur  direkten 
Repräsentation der Information im sogenannten Cluster-basierten Retrieval. Dabei wird die 
komplette  Dokumentsammlung  in  Cluster  aufgeteilt  und  der  Nutzer  erhält  auf  seine 
Anfrage diejenigen Cluster zurück, die der gestellten Anfrage am ähnlichsten sind. Ein 
völlig  anderer  Ansatz  ist  die  Nutzung  des  Clusterings  zur  Optimierung  der 
Rechercheergebnisse.  Dabei  werden  die  Ergebnisse  des  jeweiligen  Clusterverfahrens 
beispielsweise dazu genutzt, um die ursprüngliche Anfrage an das System zu erweitern und 
damit eine Verbesserung der Rechercheergebnisse zu erreichen.
1.2  Motivation
In  der  Forschung  im  Bereich  Information  Retrieval  haben  sich  in  den  letzten  Jahren 
verschiedene  Arbeitskreise  aus  den  Bereichen  Forschung,  Regierung  und  Industrie 
gebildet,  die  sich  zum  Ziel  gesetzt  haben,  eine  vergleichende  Evaluation  von 
Retrievalsystemen  zu  ermöglichen,  um  die  wissenschaftlichen  Fortschritte  auf  diesem 
Gebiet voranzutreiben. Die bekanntesten dieser Arbeitsgruppen sind TREC1, NTCIR2 und 
CLEF3. Die beiden letztgenannten Projekte sind aus TREC entstanden, wobei CLEF den 
Fokus  auf  europäische  Sprachen  legt  und  NTCIR  sich  auf  Japanisch  und  asiatische 
Sprachen konzentriert.
Im Rahmen des Seminars Cross-Language Retrieval wurde an der Technischen Universität 
Chemnitz  ein  Retrievalsystem  als  Applikation  auf  Basis  der  Apache  Lucene  API 
entwickelt. Mittels der durch die CLEF Kampagne zur Verfügung stehenden Daten, dem 
GIRT44 Korpus, den Topics5 und entsprechenden Relevanzbewertungen, ist es möglich, 
dieses System bezüglich der Qualität der Rechercheergebnisse zu bewerten. Im Hinblick 
auf die Teilnahme an den Domain-Specific Monolingual Tasks6 der CLEF 2006 Kampagne 
für Deutsch und Englisch soll das bestehende System verbessert und erweitert werden.
1 Text Retrieval Conference
2 NII (National Institute of Informatics in Japan) Test Collection for Information Retrieval Systems
3 Cross-Language Evaluation Forum
4 German Indexing and Retrieval Test database
5 Sammlung von spezifischen Anfragen
6 einsprachiges Retrieval auf Basis des GIRT4 Korpus
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1.3  Ziele
Neben der Vorstellung und detaillierten Erläuterung der heute in der Forschung etablierten 
Clusterverfahren  werden die  wichtigsten Anwendungsmöglichkeiten dieser  Ansätze  zur 
Optimierung  der  Rechercheergebnisse  von  Information  Retrievalsystemen  aufgezeigt. 
Dabei wird auf den generellen Aufbau eines Retrievalsystems und seiner Komponenten 
eingegangen.  Anschließend  wird  erläutert,  welche  Möglichkeiten  existieren,  einzelne 
Systembestandteile zur Verbesserung der Rechercheergebnisse mit Hilfe von Clustering zu 
erweitern.
Das Hauptziel der Arbeit ist es, einen systematischen Überblick über die in der Forschung 
bewährten Cluster-Algorithmen zu geben, sowie verschiedene Ansätze zur Optimierung 
der Ergebnisse von Text Retrievalsystemen zu erläutern, umzusetzen und diese anhand der 
CLEF 2006 Kampagne miteinander zu vergleichen.
1.4  Aufbau
Im  zweiten  Kapitel  der  Arbeit  werden  die  Clusterverfahren,  die  sich  zum  heutigen 
Zeitpunkt  in  der  Forschung  bewährt  haben,  systematisiert  und  erläutert.  Im  darauf 
folgenden Kapitel werden die Komponenten und der Aufbau des existierenden Lucene-
basierten Retrievalsystems dargelegt.  Dabei  wird insbesondere auf  die  Bestandteile  zur 
Optimierung der  Rechercheergebnisse eingegangen.  In  Kapitel  drei  wird außerdem die 
Implementation dieser Komponenten beschrieben. Die Systemkonfigurationen, die anhand 
der  CLEF  2006  Kampagne  miteinander  verglichen  werden,  sind  in  Kapitel  vier 
beschrieben.  Dabei  wird  insbesondere  auf  den  Einfluss  der  einzelnen  Komponenten 
eingegangen,  den sie  auf  das  Rechercheergebnis  ausüben.  Die  Analyse  der  Ergebnisse 
ermöglicht  anschließend  die  Bewertung  der  implementierten  Systembestandteile. 
Zusätzlich  werden  in  diesem  Abschnitt  weitere  erfolgversprechende  Konfigurationen 
dargestellt. Im abschließenden Kapitel werden die wesentlichen Ergebnisse der Arbeit kurz 
zusammengefasst.  Ebenso  werden  weitere  Verbesserungsvorschläge  und  Ziele  für 
zukünftige Forschungsaufgaben genannt.
Kapitel 1 - Einleitung, Motivation, Ziele, Aufbau und Begriffe 19
1.5  Grundlegende Begriffe
Im folgenden Abschnitt werden die zentralen Begriffe dieser Arbeit definiert und deren 
Zusammenhang erläutert.
1.5.1  Clusteranalyse
Clusteranalyse bezeichnet die unüberwachte Klassifikation von Objekten zu Gruppen, den 
sogenannten Clustern. Dabei wird eine Menge von Objekten, die üblicherweise als Vektor 
von Objekteigenschaften oder als Punkt in einem mehrdimensionalen Raum repräsentiert 
werden, auf Basis eines Ähnlichkeitsmaßes in verschiedene Gruppen zusammengefasst.7 
Das  Ziel  ist  sowohl  die  Maximierung  der  Ähnlichkeiten  von  Objekten  in  ein  und 
demselben Cluster (Homogenitätskriterium) als auch die Minimierung der Ähnlichkeiten 
von Objekten aus unterschiedlichen Clustern (Heterogenitätskriterium).
Die  Vielzahl  der  Anwendungsgebiete  der  Clusteranalyse,  wie  beispielsweise 
Objekterkennung,  Bildsegmentierung  und  Information  Retrieval,  macht  eine  genaue 
Definition  des  Begriffes  Clustering  schwierig,  da  sich  in  den  unterschiedlichen 
Anwendungsgebieten jeweils fachspezifische Termini herausgebildet haben.
1.5.2  Information Retrieval
In [Salton & McGill 1983] wird der Begriff des Information Retrieval wie folgt definiert:
Gegenstand des Information Retrieval (IR) ist die Repräsentation, Speicherung 
und Organisation von Informationen und der Zugriff zu Informationen. Dabei 
gibt es grundsätzlich keine Einschränkungen in der Art der Informationen, die 
in Retrievalsystemen gespeichert werden können.
Insbesondere sei aufgrund der vielseitigen Entwicklungen im Bereich der multimedialen 
Anwendungen darauf hingewiesen,  dass Retrievalsysteme heutzutage in vielen Bereichen 
eingesetzt werden. Dazu gehören unter anderem die Verwaltung von Texten, Bildern und 
Videos,  aber  auch  jegliche  andere  Art  von  kategorialen  Daten  (beispielsweise  DNA-
Sequenzen o.ä.).
7 Vgl. [Jain 1999] S. 265
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1.5.2.1  Vektorraummodell
Das  Vektorraummodell  ist  eine  mathematische  Modellierung  des  Retrievalprozesses. 
Dabei  werden  die  Objekte  in  einem  n-dimensionalen  Raum  repräsentiert.  Die  n 
Dimensionen werden aus  der  Anzahl  der  in  den  Objekten  der  Sammlung enthaltenen, 
unterschiedlichen  Eigenschaften  gebildet.  Demzufolge  werden  die  Objekte  durch 
Vektoren, die wiederum aus den Objekteigenschaften bestehen, in diesem n-dimensionalen 
Raum dargestellt. Mit Hilfe von Ähnlichkeitsfunktionen ist es möglich, den Abstand bzw. 
die Ähnlichkeit dieser Vektoren bzw. Objekte zu bestimmen.
1.5.2.2  Probabilistisches Retrieval Modell
Die  Grundlage  des  probabilistischen  Retrievals  ist  die  Wahrscheinlichkeitstheorie.  Im 
Gegensatz zu anderen Retrievalmodellen wird hier die Wahrscheinlichkeit dafür geschätzt, 
dass ein Objekt für eine bestimmte Anfrage relevant ist. Als Ergebnis auf eine Anfrage 
werden  die  Objekte  entsprechend  der  geschätzten  Wahrscheinlichkeiten  sortiert.  Eine 
formale Definition des  Modells  ist  beispielsweise  in  [Salton & McGill  1983] S.  101ff 
gegeben.
1.5.2.3  Cluster-basiertes Retrieval
Eine  der  häufigsten  Anwendungen  von  Clustering  im  Information  Retrieval  ist  das 
sogenannte Cluster-basierte Retrieval. Dabei wird die vollständige Dokumentmenge mit 
einem Clusterverfahren in thematisch unterscheidbare Gruppen unterteilt. Die Cluster an 
sich werden dann durch einen Repräsentanten,  der dem Durchschnitt  der Elemente des 
Clusters  entspricht,  dargestellt.  Mit  Hilfe  der  Clusterrepräsentanten  kann  eine 
Benutzeranfrage  mit  speziellem  Informationsbedürfnis  im  Idealfall  mit  den  Elementen 
eines  einzelnen  Clusters,  der  der  Benutzeranfrage  entspricht,  beantwortet  werden.  Die 
bekannteste Anwendung dieser Idee ist das sogenannte Scatter/Gather Browsing8. Dabei 
bekommt  der  Nutzer  die  Cluster  auszugsweise  präsentiert,  die  seiner  Anfrage  am 
ähnlichsten  sind  und  kann  somit  die  für  ihn  relevanten  Informationen  finden.  Das 
Hauptproblem des  Cluster-basierten  Retrievals  ist  die  Zeit,  die  benötigt  wird,  um die 
Clusterstruktur  für  die  gesamte Dokumentsammlung aufzubauen und dabei  gleichzeitig 
eine genaue und themenspezifische Einteilung der Dokumente zu erreichen.
8 Vgl. [Cutting 1992]
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Im  Folgenden  wird  zur  Verdeutlichung  der  Abläufe  beim  Clustering  eine  allgemeine 
Prozessbeschreibung  angegeben.9 Die  Clusteranalyse  kann  im  Wesentlichen  in  die 
Komponenten:
• Erzeugung  der  Repräsentationsstrukturen  der  Objekte  (beispielsweise  durch 
Extraktion und/oder Selektion von Merkmalen)
• Definition eines zur Art der Daten passenden Ähnlichkeitsmaßes
• Gruppierung (Cluster-Algorithmus)
aufgeteilt werden. 
Zusätzlich sind Datenabstraktion und Clusterbewertung möglich. Dies sind jedoch keine 
unbedingt notwendigen Elemente der Clusteranalyse. In Abbildung 1 sind die typischen 
Komponenten eines Clusterverfahrens schematisch dargestellt.10 
Abbildung 1: Komponenten der Clusteranalyse
Der Feedback-Pfad deutet  an,  dass das Ergebnis der  Gruppierung die  Bestimmung der 
Objektähnlichkeiten und die Datenrepräsentation in einem iterativen Prozess beeinflussen 
kann.  Unter  der  Selektion  von  Merkmalen  versteht  man  die  Auswahl  einer  Menge 
charakteristischer Attribute der zu gruppierenden Objekte, während mit der Extraktion von 
Merkmalen  die  Erzeugung  neuer  Attribute  gemeint  ist,  die  aus  den  tatsächlichen 
9 Vgl. [Jain 1999] S. 266
10 Vgl. [Jain 1999] S. 267
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Eigenschaften  der  Objekte  abgeleitet  werden.  Die  paarweise  Berechnung  der 
Objektähnlichkeiten, die in allen Cluster-Algorithmen die Grundlage zur Gruppierung der 
Objekte bildet, wird mit Hilfe einer Abstandsfunktion durchgeführt. Dabei ist die Art des 
zu verwendenden Abstandsmaßes genauso von dem jeweiligen Anwendungsgebiet und der 
verwendeten  Datenabstraktion  (Objektrepräsentation)  abhängig,  wie  der  eingesetzte 
Clustering-Algorithmus. Das heißt nicht jedes Maß ist für jede Datenabstraktion geeignet 
und nicht jeder Clustering-Algorithmus arbeitet mit jeder Datenrepräsentation gleich gut.
2.1  Datenrepräsentation
Wie  im  vorherigen  Abschnitt  erwähnt  wurde,  spielt  bei  der  Clusteranalyse  die 
Datenabstraktion  und  -repräsentation  eine  große  Rolle,  denn  sie  ist  einer  der 
entscheidenden Faktoren für die Qualität der zu erzeugenden Cluster. In Applikationen im 
Information Retrieval sind die Objekte, aus denen Cluster erzeugt werden sollen, entweder 
Dokumente oder Terme der Dokumente.11
2.1.1  Dokumente
Das  Vektorraummodell  ist  eine  der  am  meisten  genutzten  Repräsentationen  von 
Dokumenten in Retrievalsystemen. Dabei wird jedes Dokument durch einen Vektor von 
Deskriptoren  dargestellt.12 Die  Deskriptoren  sind  dabei  meist  die  inhaltlich  relevanten 
Terme  des  jeweiligen  Dokuments.  Sowohl  das  Clustering  als  auch  das  Retrieval  der 
Dokumente wird dann auf Basis der Ähnlichkeit der Dokumentvektoren durchgeführt.
Da  die  Dokumentsammlung  in  diesem  Fall  eine  Datenstruktur  bestehend  aus  den 
Dokumentvektoren ist,  kann für eine Anfrage relativ einfach mit Hilfe einer Abstands- 
bzw. Ähnlichkeitsfunktion eine Rangfolge von Dokumenten erzeugt werden.
2.1.2  Terme
Das  Vektorraummodell  kann  auch  leicht  abgewandelt  werden,  um  Terme  zu 
repräsentieren, so dass diese mit einem Cluster-Algorithmus gruppiert werden können. In 
diesem Fall werden sogenannte Termvektoren gebildet. Die Deskriptoren dieser Vektoren 
werden im einfachsten Fall aus den Dokumenten gebildet, in denen der jeweilige Term 
11 Vgl. [Rasmussen 1992] S. 420
12 Vgl. [Salton & McGill 1983] S. 128
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vorkommt.13 Hier  wird  das  Clustering  der  Terme  dann  auf  Basis  der  Ähnlichkeit  der 
Termvektoren  durchgeführt.  Für  eine  Retrieval  Anwendung  spielt  diese  Art  der 
Repräsentation keine Rolle, da im Normalfall als Ergebnis Dokumente und keine Terme 
zurückgeliefert werden sollen.
2.2  Ähnlichkeit und Unähnlichkeit
Zur Bestimmung der Ähnlichkeit zweier Objekte in einer Clustering-Anwendung wird eine 
Funktion benötigt, die den Abstand bzw. die Ähnlichkeit der Repräsentationen der Objekte 
mathematisch beschreibt. Es existieren vielfältige Abstands- oder Ähnlichkeitsmaße, die 
sich je nach Art des Anwendungsgebietes und des Repräsentationsmodells, beispielsweise 
Vektorraum-Retrieval oder probabilistisches Retrieval, unterscheiden. In [Anderberg 1973] 
Kapitel  4  und  5  werden  die  in  der  Clusteranalyse  üblichen  Ähnlichkeits-  und 
Abstandsmaße kategorisiert und erläutert.
2.2.1  Ähnlichkeitsmaße
In  den  folgenden  Abschnitten  werden  einige  Ähnlichkeitskoeffizienten  vorgestellt,  die 
sowohl im Information Retrieval als auch in der Clusteranalyse häufig angewendet werden. 
Dabei  werden  die  Formeln,  sofern  dies  möglich  ist,  basierend  auf  der  in  Tabelle  1 
dargestellten  Verteilungstabelle  für  die  Belegungen  zweier  binären  Variablen 
wiedergegeben.14
Belegung 1 0 Summe
1 a b a + b
0 c d c + d
Summe a + c b + d n
Tabelle 1: statistische Kontingenztabelle für zwei binäre Variablen
Die Tabelle  stellt  die  Belegungsmöglichkeiten zweier  Eigenschaften von Objekten dar. 
Beispielsweise könnten diese die Werte  „legt  Eier“ und „hat  Federkleid“ haben. Somit 
würden  alle  Vögel  (als  Objekte  betrachtet)  die  Belegung  (a)  erhalten,  da  sie  beide 
Eigenschaften  positiv  erfüllen.  Reptilien,  die  Eier  legen  aber  kein Federkleid  besitzen, 
13 Vgl. [Baeza-Yates & Ribeiro 2005] S. 124f
14 Vgl. [Anderberg 1973] S. 83
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würden  nach  Tabelle  1  in  Kategorie  (b)  bzw.  (c)  fallen.  Während  Säugetiere  in  die 
Kategorie (d) eingeordnet würden, da sie keine der Eigenschaften besitzen und deshalb 
beide Eigenschaften negativ erfüllen.  Damit sei darauf hingewiesen, dass zur Bestimmung 
der  Ähnlichkeiten  zweier  Objekte  nicht  nur  die  positive  Übereinstimmung  von 
Eigenschaften  herangezogen  werden  kann,  sondern  auch  negative  oder  teilweise 
Übereinstimmungen.
2.2.1.1  Einfacher Ähnlichkeitskoeffizient
Mit  dem  einfachen  Ähnlichkeitskoeffizient  wird  die  Summe  der  gemeinsamen 
Eigenschaften der  betrachteten Objekte  berechnet.  Formel  (1) gibt die  Berechnung des 
Koeffizienten  nach  den  in  Tabelle  1  dargestellten  Belegungsmöglichkeiten  der 
Eigenschaften an.15
sim d i , d j=
ad
abcd
=ad
n (1)
Die  Berechnung  der  einfachen  Ähnlichkeit  zweier  Dokumentvektoren  im  Sinne  des 
Vektorraummodells des Information Retrieval ist damit relativ einfach. Sie berechnet sich 
aus  der  Summe  der  gemeinsamen  Terme  beider  Dokumente.  Die  Berechnung  von 
Dokumentähnlichkeiten nach dem einfachen Ähnlichkeitskoeffizienten erfolgt  mit  Hilfe 
von  Formel  (2)16.  Der  Nachteil  dieses  Koeffizienten  liegt  auf  der  Hand,  denn  der 
Wertebereich ist  von der Länge der betrachteten Dokumente abhängig. Daher wird der 
einfache Ähnlichkeitskoeffizient meist nur zu Demonstrationszwecken eingesetzt. 
sim d i ,d j =∑
1
dim
w ik⋅w jk (2)
In den Formeln (2), (3), (5), sowie (7) bis (14) ist  dim die Summe der unterschiedlichen 
Terme  in  den  Dokumenten  di,  dj und  wik respektive  wjk sind  die  Komponenten  der 
Dokumentvektoren.
15 Vgl. [Anderberg 1973] S. 89
16 Vgl. [Ferber 2003]
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2.2.1.2  Cosinus-Koeffizient
Mit dem Cosinus-Koeffizient wird der Winkel zwischen zwei Vektoren berechnet. Aus 
diesem Grund lässt er sich nicht nach Tabelle 1 beschreiben. Der Cosinus-Koeffizient (3) 
wird  im  Information  Retrieval  häufig  zur  Berechnung  von  Dokumentähnlichkeiten 
herangezogen, denn der Wertebereich der Ergebnisse liegt immer zwischen 0 (inklusive) 
und 1 (inklusive),  wenn man davon ausgeht,  dass die Dokumentvektoren nicht negativ 
sind.
sim d i , d j=
∑
1
dim
wik⋅w jk
∑1
dim
wik 
2⋅∑
1
dim
w jk
2
(3)
Abbildung  2  zeigt  einen  Vektor,  der  in  Bezug  zu  einer  Reihe  weiterer  Vektoren 
(gepunktete  Linien)  in  einer  Ebene  dargestellt  ist.17 Diese  Darstellung  entspricht  einer 
Repräsentation der Dokumente mit insgesamt zwei Termen. Dabei stehen die Ordinate und 
die Abszisse für jeweils einen Term und die Einheiten geben an, wie häufig der Term in 
dem Dokument  vorkommt,  welches  der  Vektor  repräsentiert.  Der  Cosinus-Koeffizient 
entspricht dem Winkel zwischen den Vektoren. Dabei ist zu erkennen, dass die Länge der 
Vektoren durch die Ähnlichkeitsberechnung auf Basis des Winkels keine Rolle spielt.
Abbildung 2: Cosinus-Koeffizient
17 Vgl. [Ferber 2003] Abschnitt 1.3.6.5.2. und Abbildung 34
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2.2.1.3  Dice-Koeffizient
Der  Dice-Koeffizient  kann  durch  die  Belegungen  der  Verteilungstabelle  beschrieben 
werden.18 Formel (4) gibt die Berechnung mit Hilfe dieser Werte an.
sim d i , d j=
2a
2abc (4)
Die im Information Retrieval verwendete Berechnung des Dice-Koeffizienten wird durch 
Formel (5)19 dargestellt. Wie man sieht, werden hier die positiven Übereinstimmungen der 
Vektoren doppelt gewertet und anschließend auf Basis der Summe der Länge der Vektoren 
normiert.  Der  Wertebereich des Dice-Koeffizienten ist  identisch mit  dem des Cosinus-
Koeffizienten.
sim d i , d j=
2∑
1
dim
wik⋅w jk
∑
1
dim
w ik
2 ∑
1
dim
w jk
2
(5)
2.2.1.4  Jaccard-Koeffizient
Der Jaccard-Koeffizient zur Berechnung der Ähnlichkeit von Objekten verwendet gleiche 
Gewichte für übereinstimmende und nicht übereinstimmende Eigenschaften. Formel (6)20 
definiert dessen Berechnung nach den Kategorien aus Tabelle 1.
sim d i , d j=
a
abc (6)
Betrachtet man die Formeln (4) und (6), so erkennt man, dass zwischen dem Dice- und 
dem Jaccard-Koeffizienten eine  Relation besteht.  Sie  unterscheiden sich prinzipiell  nur 
durch das Gewicht, mit dem übereinstimmende Eigenschaften bewertet werden, und durch 
die unterschiedliche Normierung. Formel (7)21 zeigt die Berechnung der Ähnlichkeit von 
Dokumenten  im  Vektorraummodell  auf  Basis  des  Jaccard-Koeffizienten.  Auch  der 
18 Vgl. [Anderberg 1973] S. 89
19 Vgl. [Rasmussen 1992] S. 422
20 Vgl. [Anderberg 1973] S. 89
21 Vgl. [Rasmussen 1992] S. 422
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Jaccard-Koeffizient erzeugt Ähnlichkeitswerte, die von 0 (keine Ähnlichkeit) bis hin zu 1 
(absolute Übereinstimmung) reichen.
sim d i , d j=
∑
1
dim
wik⋅w jk
∑
1
dim
w ik
2 ∑
1
dim
w jk
2 −∑
1
dim
wik⋅w jk
(7)
2.2.1.5  Überschneidungskoeffizient
Der Überschneidungskoeffizient (auch Überlappungskoeffizient) nutzt, wie die meisten der 
bisher aufgeführten Ähnlichkeitsmaße, die positive Übereinstimmung von Eigenschaften. 
Zur Normierung werden jedoch nicht die Vektorlängen, sondern die minimalen Gewichte 
der Eigenschaften genutzt. Formel (8)22 beschreibt die Berechnung des Überschneidungs-
koeffizienten mathematisch.
sim d i , d j=
∑
1
dim
wik⋅w jk
min ∑
1
dim
wik ,∑
1
dim
w jk
(8)
2.2.1.6  Asymmetrischer Ähnlichkeitskoeffizient
Mit dem asymmetrischen Ähnlichkeitskoeffizienten ist es möglich, Inklusion von Vektoren 
zu berücksichtigen. Eine Inklusion liegt dann vor, wenn einer der Eigenschaftsvektoren 
eine  echte  Teilmenge  des  anderen  Eigenschaftsvektors  ist.  Der  asymmetrische 
Ähnlichkeitskoeffizient kann daher eingesetzt werden, um hierarchische Anordnungen zu 
erzeugen.  Die  Berechnung  des  asymmetrischen  Ähnlichkeitskoeffizienten  erfolgt  nach 
Formel (9)23.
sim d i , d j=
∑
1
dim
min w ik , w jk
∑
1
dim
w ik
(9)
22 Vgl. [Salton & McGill 1983] S. 216f
23 Vgl. [Salton & McGill 1983] S. 216f
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2.2.2  Distanzmaße
In  der  Clusteranalyse  werden  häufig  metrische  Maße  zur  Bestimmung  des  Abstandes 
zweier  Objekte  eingesetzt.  Die  meisten  dieser  Abstandsmaße  lassen  sich  in 
Ähnlichkeitsmaße  überführen,  da  sie  einen  beschränkten  Wertebereich  haben.  In 
Information  Retrieval  Anwendungen werden diese  Koeffizienten jedoch aufgrund ihrer 
geometrischen  Grundlage  eher  selten  verwendet.  In  diesem  Abschnitt  werden  die 
wichtigsten metrischen Distanzmaße vorgestellt. Eine formale Definition einer Metrik ist 
in [Anderberg 1973] S. 99f gegeben.
2.2.2.1  Minkowski-Koeffizient
Die Minkowski-Distanz ist eine allgemeine mathematische Metrik für den Abstand zweier 
Punkte bzw. Vektoren im Raum. Der Minkowski-Koeffizient wird durch Formel (10)24 
definiert. 
dist mink d i , d j=[∑1
dim
∣w ik−w jk∣
p]
1 / p
(10)
Wie zu erkennen ist, kann diese allgemeine Formel im Gegensatz zu den Spezialfällen in 
den beiden folgenden Abschnitten ohne eine Festlegung von p nicht zur Berechnung von 
Abständen angewendet werden. 
Abbildung 3: Manhattan- und Euklid'sche Distanz
24 Vgl. [Anderberg 1973] S. 101
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In Abbildung 3 sind die Distanzen auf Basis der Minkowski Metrik für p=1 (gestrichelt) 
und p=2 (durchgezogen) dargestellt. Analog zu Abbildung 2 werden die Distanzen, die als 
Ähnlichkeit interpretierbar sind, in der Ebene wiedergegeben. Hier werden die Dokumente 
als  Punkte  im  Raum  interpretiert.  Für  die  Berechnung  dieser  Distanzen  werden,  wie 
anhand der Graphik zu erkennen ist, auch die Dokumentlängen einbezogen.
2.2.2.2  Manhattan-Koeffizient
Die  Manhattan-Distanz,  die  auch  als  City-Block-Distanz  bezeichnet  wird,  ist  der 
Spezialfall der Minowski-Distanz für  p=1. Formel (11)25 gibt die Berechnungsvorschrift 
für den Manhattan-Koeffizient an.
dist man d i , d j=∑
1
dim
∣wik−w jk∣ (11)
2.2.2.3  Euklid'sche Distanz
Die Euklid'sche Distanz (12)26 und die quadratische Euklid'sche Distanz (13)27 sind die im 
Information  Retrieval  noch am häufigsten  verwendeten  Abstandsmaße.  Sie  stellen  den 
Spezialfall der Minkowski-Distanz für p=2 dar.
dist eucl d i , d j=∑1
dim
wik−w jk 
2 (12)
dist eucl 2d i , d j=∑
1
dim
wik−w jk 
2 (13)
2.2.2.4  Pearson's Übereinstimmungskoeffizient
Der Abstand zweier Objekte kann mit dem  Übereinstimmungskoeffizient nach Pearson, 
der auch als Sample Correlation Coefficient bezeichnet wird, berechnet werden. Formel 
(14)28 zeigt, wie die Berechnung der Distanz erfolgt. Der Wertebereich des Koeffizienten 
reicht von -1 bis +1. Dabei steht der Wert 1 für eine perfekte Übereinstimmung und der 
Wert -1 für absolut gegenteilige Objekte. 
25 Vgl. [Anderberg 1973] S. 101
26 Vgl. [Anderberg 1973] S. 101
27 Vgl. [Rasmussen 1992] S. 435
28 Vgl. [Anderberg 1973] S. 85
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dist pear d i , d j=1−
∑
1
dim
wik⋅w jk−
1
dim
(∑
1
dim
w ik ) (∑
1
dim
w jk )
[∑1dim w ik2 − 1dim (∑1dim w ik )2 ] [∑1dim w jk2 − 1dim (∑1dim w jk )2 ]
(14)
Für die Distanzberechnung wird der Wertebereich, wie in Formel (14) zu erkennen ist, um 
1  verschoben.  Somit  kann  dieser  Abstand  auch  als  Ähnlichkeit  zwischen  Objekten 
interpretiert werden.
2.3  Cluster-Algorithmen
Die Vielfalt der Anwendungsbereiche des Clusterings ist einer der Hauptgründe für die 
große  Zahl  unterschiedlicher  Algorithmen.  Die  Ansätze  werden in  Bezug auf  spezielle 
Probleme ständig weiterentwickelt  und demzufolge  steigt  auch die  Anzahl  verfügbarer 
Cluster-Algorithmen kontinuierlich an. In diesem Abschnitt wird nach der Klassifikation 
der Verfahren eine Auswahl der Algorithmen vorgestellt.
2.3.1  Klassifikation
In der Forschung haben sich unterschiedliche Konzepte zur Erzeugung einer Klassifikation 
der Vielzahl von Cluster-Algorithmen herausgebildet. Dabei kann man zwei grundlegende 
Methoden  unterscheiden.  Ein  Ansatz  zur  Klassifizierung  von  Algorithmen  zur 
Clusteranalyse wurde von van Rijsbergen vorgeschlagen.29 Demnach sollte ein Cluster-
Algorithmus  für  ein  spezielles  Problem  auf  die  theoretische  Zuverlässigkeit  des 
verwendeten Ansatzes mittels folgender Eigenschaften überprüft werden:
• Stabilität bei wachsender Anzahl von Objekten (nachträglich hinzugefügte Objekte 
beeinflussen das Ergebnis des Clusterings nur unwesentlich)
• Robustheit (kleine Fehler in der Beschreibung der Objekte haben keinen oder nur 
sehr geringfügigen Einfluss auf das Clustering-Ergebnis)
• Unabhängigkeit von der anfänglichen Reihenfolge der Objekte
Ein  weiteres  Klassifikationsmerkmal  für  einen  Cluster-Algorithmus  ist  nach  [van
Rijsbergen  1999] die  Effizienz  des  Verfahrens  bezüglich  Laufzeit  und Speicherbedarf. 
29 Vgl. [van Rijsbergen 1999] S. 47f
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Diese  Eigenschaft  ist  für  die  praktische  Anwendung  der  Clusteranalyse  vor  allem im 
Information  Retrieval  von  zentraler  Bedeutung,  da  die  Menge  der  zu  gruppierenden 
Objekte insbesondere im Cluster-basierten Dokument Retrieval sehr groß ist.
Die  meisten  Klassifikationen  der  Cluster  Techniken  werden  jedoch  mit  Hilfe  der 
Eigenschaften der Cluster-Algorithmen erzeugt. Das heißt es werden bestimmte Merkmale 
der Ansätze extrahiert und anschließend wird auf deren Grundlage eine Kategorisierung 
vorgenommen. In Abbildung 4 wird eine Klassifikation bestehender Clustering Ansätze 
angegeben. Sie basiert auf einer Taxonomie30 nach  [Jain 1999], die die Algorithmen im 
wesentlichen  in  hierarchische  und  partitionierende  Methoden  unterteilt.  Diese  beiden 
Hauptkategorien  sind  in  der  Literatur  am  häufigsten  zu  finden.  Die  Blätter  des  in 
Abbildung  4  dargestellten  Baumes  sind  Beispielalgorithmen  für  die  entsprechenden 
Ansätze. 
Abbildung 4: Klassifikation von Cluster-Algorithmen
Im Folgenden werden Eigenschaften  der  Cluster-Algorithmen aufgelistet,  die  zu  deren 
Klassifikation verwendet werden können:31
• aufhäufend (agglomerativ) vs. teilend (divisiv)
• monothetisch vs. polythetisch
• hard vs. fuzzy
30 Vgl. [Jain 1999] S. 275
31 Vgl. [Jain 1999] S. 274f
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• deterministisch vs. stochastisch
• inkrementell vs. nicht-inkrementell
Die aufhäufenden Algorithmen erzeugen die Gruppierung aus Clustern mit jeweils einem 
Element, den sogenannten Singletons. Dabei werden nach und nach die ähnlichsten Cluster 
vereinigt,  bis  ein  Abbruchkriterium  erfüllt  ist.  Dieser  Ansatz  wird  teilweise  auch  als 
bottom-up Methode bezeichnet. Die teilenden (auch: top-down) Algorithmen arbeiten nach 
dem gegensätzlichen Prinzip. Ein Cluster, in dem anfangs alle Objekte enthalten sind, wird 
schrittweise geteilt bis ebenfalls ein Abbruchkriterium erfüllt ist.
Ein polythetischer Algorithmus erzeugt simultan aus allen Eigenschaften eine Gruppierung 
der  Objekte,  während  bei  einer  monothetischen  Methode  die  Cluster  aus  einer 
sequentiellen  Abarbeitung  der  Eigenschaften  erzeugt  werden.  Das  Problem  des 
monothetischen  Ansatzes  ist,  dass  er  2d Cluster  generiert,  wobei  d die  Anzahl  der 
Objekteigenschaften ist. Dies ist bei Anwendungen im Information Retrieval ein Problem, 
da die Anzahl der Objekteigenschaften meist  sehr groß (d > 100)  ist.  Dann würde die 
Menge der zu gruppierenden Objekte in kleine fragmentierte Cluster aufgeteilt, die keine 
sinnvolle Interpretation mehr ermöglichen.
Ein harter (strenger) Cluster-Algorithmus ordnet jedes Objekt in genau einen Cluster ein. 
Während eine fuzzy (unscharfe) Methode für jedes Objekt einen Grad der Zugehörigkeit 
zu  jedem  Cluster  bestimmt.  Eine  unscharfe  Gruppierung  kann  in  eine  strenge 
Klassifikation überführt werden, in dem jedes Objekt dem Cluster zugeordnet wird, für den 
es die höchste graduelle Zugehörigkeit besitzt.
Die  meisten  partitionierenden  Algorithmen  basieren  auf  einer  Optimierung  eines 
Ähnlichkeitskriteriums.  Diese  Optimierung  kann  entweder  durch  stochastische  oder 
deterministische Ansätze erreicht werden.
Die  Gruppierung  in  inkrementelle  und  nicht-inkrementelle  Algorithmen  ist  mit  van 
Rijsbergen's Effizienz-Kriterium vergleichbar. Denn es geht dabei um die Art und Weise, 
wie ein spezieller Algorithmus mit Speicher- und Zeitbeschränkungen zurecht kommt. Die 
ersten  entwickelten  Cluster-Algorithmen  waren  nicht  geeignet,  große  Datenmengen  zu 
klassifizieren. Aber die Forschung im Bereich des Data Mining hat neue und verbesserte 
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Algorithmen hervorgebracht,  die die Anzahl der nötigen Läufe durch die Objektmenge 
reduzieren,  die  Anzahl  der  untersuchten  Objekte  verringern  oder  die  Größe  der 
Datenstrukturen  für  die  Objektrepräsentationen  verkleinern  (beispielsweise  durch 
Dimensionsreduktion).
2.3.2  Hierarchische Verfahren
Die hierarchischen Cluster-Algorithmen sind die in der Forschung mit Abstand am meisten 
untersuchten  Ansätze.  Ein  Grund  dafür  ist  beispielsweise  der  Einsatz  in  der 
Biowissenschaft, um existierende Taxonomien von Pflanzen- und Tierarten zu bestätigen. 
Die hierarchischen Algorithmen erzeugen einen Baum aller Objekte, der als Dendogramm 
bezeichnet  wird.  Abbildung  5  zeigt  ein  einfaches  Dendogramm für  fünf  Objekte.  Der 
Aufbau  der  Hierarchie  kann  mit  unterschiedlichen  Methoden  erfolgen.  Bei  dem 
agglomerativen  Ansatz  werden  schrittweise  die  paarweise  ähnlichsten  Cluster 
zusammengefasst, wobei die Cluster am Anfang aus den einzelnen Objekten bestehen. Der 
konträre  Ansatz  ist  die  Teilung  der  gesamten  Objektmenge  auf  Basis  einer 
Abstandsfunktion,  welcher  als  divisives  Clustering  bezeichnet  wird.  Der  letztgenannte 
Ansatz wird selten verwendet und demzufolge existieren nur wenige Algorithmen dafür.
Abbildung 5: Dendogramm für fünf Objekte
2.3.2.1  Ansätze zur Bestimmung der Clusterähnlichkeit
In  den  folgenden  Abschnitten  werden  neben  einem  allgemeinen  Algorithmus  die 
bekanntesten  Verfahren  für  hierarchisches  agglomeratives  Clustering  vorgestellt.  Das 
Hauptunterscheidungsmerkmal der Ansätze liegt in der Definition der beiden ähnlichsten 
Cluster für jeden Schritt der Zusammenfassung.
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2.3.2.1.1  Single-Link Verfahren
Das Single-Link Verfahren fusioniert in jedem Schritt die beiden Cluster, deren ähnlichste 
Objekte den geringsten Abstand haben (nächster Nachbar). Der Ansatz ist recht einfach zu 
implementieren und wird deshalb auch häufig verwendet. Der Nachteil dieser Methode ist 
die Tendenz der Erzeugung langer Cluster oder gar die Bildung von Clustern, die Ketten 
von  Objekten  enthalten.  Abbildung  6  veranschaulicht  die  Definition  der  ähnlichsten 
Objekte für das Single-Link Verfahren.
Abbildung 6: Single-Link Verfahren
2.3.2.1.2  Complete-Link Verfahren
Das  Complete-Link  Verfahren  nutzt  die  beiden  Objekte  aus  zwei  zu  fusionierenden 
Clustern, die die geringste Ähnlichkeit aufweisen, um den Abstand von zwei Clustern zu 
bestimmen.  Diese Methode erzeugt  kleine,  eng verbundene Cluster.  Abbildung 7 zeigt 
schematisch, wie die Unähnlichkeit zwischen zwei Clustern mit diesem Ansatz bestimmt 
wird.
Abbildung 7: Complete-Link Verfahren
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2.3.2.1.3  Group-Average-Link Verfahren
Bei dem Group-Average-Link Verfahren werden Durchschnittswerte aus den Abständen 
der Objekte zweier zu fusionierenden Cluster gebildet.  Mit  diesen Durchschnittswerten 
wird  dann  die  Unähnlichkeit  der  Cluster  bestimmt.  Das  Verfahren  erzeugt 
Clusterstrukturen, die nicht eng verbunden sind wie die Complete-Link Cluster, aber auch 
keine  zu  locker  verbundenen Strukturen,  wie  das  Single-Link  Verfahren.  Abbildung 8 
illustriert  das  Group-Average-Link  Verfahren  beispielhaft  für  die  durchschnittlichen 
Abstände, ausgehend von zwei Objekten. Aufgrund der Bestimmung der Abstände aller 
Elemente  der  Cluster  vor  jeder  Vereinigung  zweier  Cluster,  hat  dieses  Verfahren  den 
höchsten Berechnungsaufwand.
Abbildung 8: Group-Average-Link Verfahren
2.3.2.1.4  Verfahren nach Ward
Das Verfahren nach Ward,  welches auch als  Minimum-Varianz  Verfahren bekannt  ist, 
fusioniert  diejenigen  Cluster,  deren  Ergebniscluster  den  Zuwachs  der  Summe  des 
durchschnittlichen Fehlers innerhalb des Clusters minimiert. Die Basis der Berechnung der 
Unähnlichkeit  ist  der  Euklid'sche  Abstand  zwischen  den  Zentren  der  Cluster.  Das 
Verfahren erzeugt homogene Cluster und eine symmetrische Hierarchie, allerdings ist es 
sehr empfindlich in Bezug auf Ausreißer.32
2.3.2.1.5  Centroid Verfahren
Bei dem Centroid Verfahren werden die Abstände der Clusterzentren berechnet und die 
Cluster, deren Zentren den geringsten Abstand zueinander aufweisen, werden fusioniert. 
Die Methode hat den Nachteil, dass sie, aufgrund der Verwendung der Clusterzentren als 
32 Vgl. [Rasmussen 1992] S. 426
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Objektrepräsentanten,  Umkehrungen  in  der  Clusterhierarchie  erzeugen  kann,  was  einer 
mehrdeutigen Clusterhierarchie entspricht. Abbildung 9 zeigt die Definition des Abstandes 
zwischen zwei Clustern nach dem Centroid Ansatz. Die Berechnung der Clusterzentren 
erfordert hier, ähnlich wie beim Group-Average-Link Ansatz, zusätzliche Zeit.
Abbildung 9: Centroid Verfahren
2.3.2.1.6   Median Verfahren
Das Median Verfahren arbeitet nach dem gleichen Prinzip wie das Centroid Verfahren. 
Nur  wird  hierbei  anstelle  des  Clusterzentrums  der  Median  der  jeweiligen  Cluster 
verwendet. Der Hauptnachteil des Centroid Verfahrens kann auch mit diesem Ansatz nicht 
beseitigt werden.
Abbildung 10: Median Verfahren
2.3.2.2  Allgemeiner Algorithmus
Alle  hierarchischen  agglomerativen  Verfahren  lassen  sich  durch  den  folgenden 
Algorithmus beschreiben:33
33 Vgl. [Rasmussen 1992] S. 428
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1. Identifiziere die zwei  ähnlichsten Cluster und fasse diese zusammen (einzelne 
Objekte, die sogenannten Singletons, werden als Cluster behandelt).
2. Wenn mehr als ein Cluster übrig ist, gehe zu Schritt 1.
In  [Lance  &  Williams  1966] wurde  eine  allgemeine  kombinatorische  Formel  zur 
Berechnung des Abstands zwischen neuen und existierenden Clustern vorgeschlagen.34 Die 
Bestimmung der Unähnlichkeit erfolgt dabei vor der Erzeugung der neuen Cluster. Wenn 
die Cluster  Ci und  Cj zu Cluster  Ci,j zusammengefasst werden, kann die Unähnlichkeit  d 
zwischen dem neuen Cluster und allen existierenden Clustern mit Formel (15) bestimmt 
werden. Diese Formel kann verwendet werden, um eine Reihe der Cluster-Algorithmen 
mit Hilfe des allgemeinen Algorithmus zu implementieren.
d C i, jC k = i d C iC k   j d C j Ck  d C i C j  ∣d C i C k − d C j Ck∣ (15)
Algorithmus Lance-Williams
Parameter
Bestimmung der 
Clusterzentren
Single-Link i =
1
2 ,  = 0 ,
 = −1
2
nicht notwendig
Complete-Link i =
1
2 ,  = 0 ,
 = 1
2
nicht notwendig
Group-
Average-Link i =
mi
mi m j
,
 = 0 ,
 = 0
nicht notwendig
Median i =
1
2 ,
 = −1
4 ,  = 0 C i , j =
C i  C j
2
Centroid
i =
mi
mi m j
,
 = −
mi m j
mi  m j
2 ,
 = 0
C i , j =
mi C i  m j C j
mi  m j
Ward
i =
mi  mk
mi m j m k
,
 = −
mk
mi  m j mk
,
 = 0
C i , j =
mi C i  m j C j
mi  m j
Tabelle 2: Lance-Williams Parameter für hierarchische Cluster-Algorithmen
34 Vgl. [Lance & Williams 1966]
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Tabelle 2 gibt die Parameter der Lance-Williams Update-Formel für die gebräuchlichsten 
Clusterverfahren an. Dabei steht mi für die Anzahl der in Cluster Ci enthaltenen Objekte.
2.3.2.3  Implementierung des allgemeinen Algorithmus
Spezielle Algorithmen für hierarchisches Clustern unterscheiden sich hauptsächlich darin, 
wie die ähnlichsten Paare35 bestimmt werden und welcher Ansatz zur Implementation des 
Verfahrens  verwendet  wird.  Die  folgenden  drei  Methoden  unterscheiden  sich  im 
wesentlichen in der Laufzeit und dem Speicherbedarf:36
• Stored Matrix
• Stored Data
• Sorted Matrix
Beim Stored Matrix Ansatz werden alle paarweisen Ähnlichkeiten der Objekte in einer 
Ähnlichkeitsmatrix gespeichert und die Clusterzentren werden dynamisch aus den Werten 
dieser Matrix gebildet. Die Laufzeit des Verfahrens liegt bei O(N2), sie kann allerdings auf 
O(N3)  steigen,  wenn  die  Ähnlichkeitsmatrix  einfach  sequentiell  abgearbeitet  wird.  Der 
Speicherbedarf des Ansatzes liegt bei O(N2). 
Das Stored Data Verfahren hat ein Speicherbedarf von O(N), allerdings auf Kosten der 
Laufzeit. Sie liegt bei O(N3), weil in jedem Schritt zur Zusammenfassung von Clustern die 
paarweisen Ähnlichkeiten neu berechnet werden müssen.
Der  Sorted  Matrix  Ansatz  berechnet  zuerst  die  Ähnlichkeitsmatrix.  Anschließend wird 
diese in O(N2 log N2) sortiert und aus der sortierten Ähnlichkeitsmatrix wird schließlich in 
O(N2) die hierarchische Clusterstruktur aufgebaut. Der Stored Matrix Ansatz wird relativ 
häufig angewendet, da er relativ einfach zu implementieren ist und bei einer effizienten 
Verarbeitung der Ähnlichkeitsmatrix eine quadratische Laufzeit erreicht. 
35 siehe Abschnitt 2.3.2.1
36 Vgl. [Rasmussen 1992] S. 429
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2.3.2.4  Spezielle Algorithmen im Information Retrieval
In der Forschung im Bereich des Information Retrieval wurden spezielle Algorithmen für 
das hierarchische Clustering entwickelt,  die  entweder  keinen der  im vorigen Abschnitt 
erläuterten Ansätze zur Implementation verwenden oder auf Variationen der genannten 
Verfahren basieren.
2.3.2.4.1  Algorithmus nach van Rijsbergen
Ein Algorithmus auf Basis des Single-Link Ansatzes37 wurde in  [van Rijsbergen 1971] 
vorgeschlagen. Dabei können die Ähnlichkeitswerte der Cluster in beliebiger Reihenfolge 
vorliegen. Dadurch ist es möglich, das aufwendige Speichern der Ähnlichkeitsmatrix zu 
umgehen. Zusätzlich werden die von van Rijsbergen aufgestellten Kriterien für Cluster-
Algorithmen  beachtet,  denn  die  verwendete  Datenstruktur  ermöglicht  einfaches 
Hinzufügen zusätzlicher Objekte und sie kann außerdem sehr leicht durchsucht werden. 
Dieser Algorithmus war der Erste, der zum Clustern einer relativ großen Datensammlung 
verwendet wurde. Die Laufzeit des Algorithmus ist O(N2) und der Speicherbedarf liegt bei 
O(N).
2.3.2.4.2  Murtagh's RNN Algorithmus
Ein  anderer  Algorithmus,  der  auf  dem  Single-Link  Verfahren  beruht,  ist  der  RNN 
Algorithmus nach Murtagh.38 Der Name RNN leitet sich von reziproker nächster Nachbar 
ab. Der Algorithmus basiert auf der Bildung von Ketten nächster Nachbarn (NN-Kette: 
Dokumente, die sich jeweils am nächsten liegen). Diese Kette muss zwangsläufig mit zwei 
reziproken  Nachbarn  (RNN  Paar)  enden,  da  die  Ähnlichkeit  der  Objekte  mit  einem 
Schwellwert  beschränkt wird und somit die  letzten beiden Dokumente jeweils  nächster 
Nachbar  des  Anderen  sein  müssen.  Der  RNN  Algorithmus  lässt  sich  wie  folgt 
formulieren:39
1. Wähle einen beliebigen Cluster (anfangs: Singletons)
2. Folge der NN-Kette von diesem Cluster bis ein RNN Paar gefunden ist.
3. Fusioniere diese beiden Cluster und ersetze sie durch einen Cluster.
37 Siehe 3.4.2.1.1
38 Vgl. [Murtagh 1983]
39 Vgl. [Rasmussen 1992] S. 436
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4. Wenn  vor  dem  neu  erzeugten  Cluster  ein  anderer  Cluster  in  der  NN-Kette 
existiert, gehe zu Schritt 2, andernfalls beginne bei Schritt 1. Stoppe wenn nur 
noch ein Cluster übrig ist.
Die  Laufzeit  des  Algorithmus  ist  O(N2)  und  der  Speicherplatzbedarf  liegt  bei  O(N). 
Murtagh's RNN Algorithmus erzeugt eine eindeutige und exakte Clusterhierarchie.
2.3.2.4.3  Sibson's SLINK Algorithmus
Ebenfalls  auf dem Single-Link Ansatz  basiert  der  von Sibson entwickelte  Algorithmus 
SLINK40. Der Algorithmus arbeitet mit einer Pointer Repräsentation, aus der die Hierarchie 
der Gruppierung der Objekte erzeugt wird. Die verwendeten Pointer werden in den Arrays
 , und M gespeichert. Der Vorteil dieses Algorithmus ist seine Laufzeit, welche bei 
O(N) liegt. Die Umwandlung der Pointer Repräsentation in ein Dendogramm ist in der Zeit 
O(N2)  möglich.  Damit  kann  der  Single-Link  Clustering  Ansatz  auch  für  sehr  große 
Dokumentsammlungen, wie sie im Information Retrieval üblich sind, angewendet werden. 
Der SLINK Algorithmus kann durch den folgenden Pseudocode formuliert werden:
1. Setze n  1= n  1 und n 1 =∞
2. Für alle i von 1 bis n, setze M  i = d i , n  1
3. Für alle i von 1 bis n:
Wenn i  ≥ M  i :
Setze M  i= min{ M  i , i}
Setze i  = M  i
Setze  i = n 1
Wenn i   M  i
Setze M  i= min{ M  i , M  i}
4. Für alle i von 1 bis n:
Wenn i  ≥ i 
Setze  i = n 1
2.3.2.4.4  Defays' CLINK Algorithmus
Der bekannteste Algorithmus, der den Complete-Link Ansatz implementiert, ist der von 
Defays vorgeschlagene Algorithmus CLINK41. Dieser Algorithmus basiert, ebenso wie der 
SLINK Algorithmus von Sibson, auf einer Pointer Repräsentation, die anschließend in die 
Repräsentation eines Dendogramms konvertiert werden kann. Aufgrund dieser Tatsache 
hat der Algorithmus ebenfalls eine Gesamtlaufzeit von O(N2). Der folgende Pseudocode 
implementiert den CLINK Algorithmus nach Defays:
40 Vgl. [Sibson 1973]
41 Vgl. [Defays 1977]
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1. Setze n  1= n  1 und n 1 =∞
2. Für alle i von 1 bis n, setze M  i = d i , n  1
3. Für alle i von 1 bis n:
Wenn i  M  i :
Setze M  i = max{ M  i , M  i}
Setze M  i =∞
4. Setze a = n
5. Für alle i von 1 bis n:
Wenn n− i  1 ≥ M n− i  1 :
Wenn M n − i  1  M a  :
Setze a = n− i  1
Wenn n− i  1  M n− i  1 :
Setze M n − i  1 = ∞
6. Setze b =a , c = a  , a = n  1 und a = M a 
7. Wenn a  n :
Wenn b  n :
Setze d =b  und e = b
Setze b = n 1 und b = c
Setze b = d und c = e
Gehe zu 7.
Wenn b = n :
Setze b = n 1 und b = c
8. Für alle i von 1 bis n:
Wenn  i= n 1 :
Wenn i ≥ i  :
Setze  i = n 1
In einigen Information Retrieval Experimenten zeigte sich jedoch, dass die von diesem 
Algorithmus erzeugten Hierarchien nicht ganz exakt sind.42 Demzufolge wird der CLINK 
Algorithmus eher selten verwendet.
2.3.2.4.5  Voorhees' Group-Average-Link Algorithmus
Ein Algorithmus, der den Group-Average-Link Ansatz effizient implementiert, wurde von 
Voorhees entwickelt.43 Der Hauptnachteil  des Group-Average-Link Verfahrens ist,  dass 
durch die Verschmelzung von Clustern die Ähnlichkeiten des neu entstanden Clusters zu 
allen anderen Clustern beeinflusst werden. Dies macht eine unvorhersehbare Anzahl von 
Neuberechnungen der Clusterähnlichkeiten während der Erzeugung der Clusterhierarchie 
notwendig. Deshalb ist entweder die Speicherung der Clusterähnlichkeiten in einer Matrix 
notwendig (O(N2)  Speicherplatzbedarf)  oder die Clusterähnlichkeiten müssen,  wie eben 
beschrieben, immer wenn es notwendig ist, neu berechnet werden, womit die Laufzeit des 
Verfahrens größer als O(N2) wird. Der von Voorhees entwickelte Algorithmus benötigt 
42 Vgl. [Rasmussen 1992] S. 434
43 Vgl. [Voorhees 1986]
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eine Laufzeit von O(N2) und hat einen Speicherbedarf von O(N). Dies wird erreicht, indem 
die Ähnlichkeit zwischen zwei Dokumenten aus dem inneren Produkt zweier angemessen 
gewichteter  Vektoren  gebildet  wird.  Somit  ist  die  Ähnlichkeit  zwischen  einem 
Clusterzentrum  und  jedem  Dokument  aus  dem  entsprechenden  Cluster  gleich  dem 
Durchschnitt der Ähnlichkeiten zwischen dem Dokument und allen anderen Dokumenten 
des Clusters. Deshalb kann die Berechnung der Ähnlichkeiten der Cluster mit Hilfe der 
Clusterzentren ausgeführt werden, da ein Clusterzentrum genau dem Durchschnitt der im 
Cluster  enthaltenen  Dokumentvektoren  entspricht.  Somit  steigt  der  Speicherplatzbedarf 
nicht über O(N). Der Algorithmus ist in Voorhees' Artikel44 als Pseudocode enthalten.
2.3.2.4.6  Weitere Algorithmen
Neben  den  in  den  vorherigen  Abschnitten  vorgestellten  Algorithmen,  die  speziell  im 
Information  Retrieval  Kontext  zum  Einsatz  kommen,  existiert  zusätzlich  noch  eine 
Vielzahl  weiterer  hierarchischer  Cluster-Algorithmen.  Einige  der  Ansätze  werden  in 
[Anderberg  1973] S.  152ff  erläutert.  Zusätzlich  zu  den  agglomerativen  Verfahren,  zu 
denen  die  in  den  vorangegangen  Abschnitten  aufgeführten  Algorithmen  ausnahmslos 
gehören, soll abschließend noch einmal auf die Existenz des teilenden (divisiven) Ansatz 
zum hierarchischen Clustern hingewiesen sein. Einige dieser Verfahren werden ebenfalls 
in  [Anderberg  1973] S.  154f  vorgestellt.  Da  diese  aber  in  Information  Retrieval 
Anwendungen  keine  Rolle  spielen,  wird  hier  auf  eine  detaillierte  Erläuterung  dieser 
Ansätze verzichtet.
2.3.3  Partitionierende Verfahren
Die Clusterverfahren, die in diesem Abschnitt beschrieben werden, erzeugen im Gegensatz 
zu den hierarchischen Verfahren keine verschachtelte Baumstruktur der Cluster, sondern 
sie teilen die Objektmenge in k verschiedene Cluster ein. Diese Verfahren werden in der 
Literatur  auch  teilweise  als  nicht-hierarchische  Verfahren  bezeichnet.  Sie  können  im 
wesentlichen  in  die  Kategorien  Single-Pass  Verfahren  und  Reallocation  Verfahren 
aufgeteilt werden.
44 Vgl. [Voorhees 1986] S. 471f
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2.3.3.1  Single-Pass Ansatz
Der Single-Pass Ansatz ist  ein besonders schnelles Verfahren, da es die Menge der zu 
gruppierenden  Objekte  nur  einmal  verarbeitet.  Ein  allgemeiner  Algorithmus  für  das 
Verfahren kann wie folgt beschrieben werden:45
1. Wähle das erste Objekt als Repräsentant des ersten Clusters.
2. Berechne für alle Objekte die Ähnlichkeit S zu allen existierenden Clustern.
3. Wenn die maximale Ähnlichkeit Smax zu einem existierenden Cluster größer ist 
als  ein  vorher  festgelegter  Schwellwert  ST,  dann  füge  das  Objekt  zu  dem 
entsprechenden Cluster hinzu und berechne den Repräsentant des Clusters neu; 
andernfalls erzeuge einen neuen Cluster auf Basis des entsprechenden Objektes.
4. Wenn noch nicht alle Objekte einem Cluster zugeordnet wurden, gehe zu Schritt 
2.
An diesem  Algorithmus  lässt  sich  leicht  das  Hauptproblem  des  Single-Pass  Ansatzes 
ablesen.  Denn die  Erzeugung der  Cluster ist  von der  Reihenfolge der Abarbeitung der 
Objekte  abhängig.  Dennoch  wird  das  Verfahren  manchmal  zur  Bestimmung  der 
anfänglichen Objekte für einen Reallocation Algorithmus verwendet. Der Grund dafür ist 
die  geringe  Laufzeit  des  Algorithmus,  die  bei  O(N)  liegt,  da  die  Objektmenge  genau 
einmal  abgearbeitet  wird.  Ein  Beispiel  für  diesen  Ansatz  ist  der  Cover  Coefficient 
Algorithmus nach [Can & Ozkarahan 1984].
2.3.3.2  Reallocation Ansatz
Ein  ähnlicher  Ansatz  wie  bei  den  Single-Pass  Verfahren  wird  mit  den  Reallocation 
Methoden  verfolgt.  Der  gravierende  Unterschied  ist  jedoch,  dass  die  Objektmenge 
mehrfach verarbeitet wird und sich die Zuordnung der einzelnen Objekte zu den Clustern 
im Verlauf des Prozesses verändern kann.  Der  Reallocation Ansatz kann ebenfalls  mit 
einem allgemeinen Algorithmus beschrieben werden:46
1. Wähle k Clusterrepräsentanten bzw. Clusterzentren.
2. Weise alle Objekte dem ähnlichsten Clusterrepräsentanten zu.
3. Berechne die k Clusterrepräsentanten bzw. die Clusterzentren neu.
4. Wiederhole die Schritte 2 und 3 solange bis keine oder kaum Veränderungen in 
den Clusterzuordnungen auftreten.
Durch die wiederholte Zuordnung der Objekte zu den Clustern konvergieren die Verfahren 
meist  nach wenigen Durchläufen zu einem Optimum. Dieses Optimum kann allerdings 
45 Vgl. [Rasmussen 1992] S. 427
46 Vgl. [Rasmussen 1992] S. 428
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lokaler Natur sein, was auch einer der Nachteile dieser Methode ist. Ein weiteres Problem 
ist  die  Bestimmung  der  k  anfänglichen  Clusterrepräsentanten,  denn  das  Ergebnis  des 
Clusterings hängt von diesen ab.
2.3.3.2.1  Bestimmung der anfänglichen Clusterrepräsentanten
Die initialen Repräsentanten der Cluster können mit verschiedenen Ansätzen ausgewählt 
werden. In  [Anderberg 1973] S. 157f werden eine Reihe dieser Ideen vorgestellt. Diese 
Methoden können in zwei Gruppen eingeteilt werden. Einerseits sowohl vom Ansatz  als 
auch vom Berechnungsaufwand einfache Verfahren und andererseits  etwas komplexere 
Methoden mit vergleichsweise hohem Aufwand. Die erste Gruppe der Verfahren beruht 
auf  einer  willkürlichen  Auswahl  der  Repräsentanten.  Dabei  stehen  prinzipiell  die 
folgenden Möglichkeiten zur Verfügung:
• Verwende die ersten k Objekte der Menge.47
• Nach einer Kennzeichnung der Objekte von 1 bis m, wähle die mit m/k, 2m/k, ... 
(k-1)/m, m markierten Objekte.
• Verwende k willkürlich gewählte Objekte.
• Nach einer Kennzeichnung der Objekte von 1 bis m, wähle k Objekte auf Basis 
unterschiedlicher Zufallszahlen im Bereich 1 bis m aus.48
Der  Nachteil  dieser  Auswahlkriterien  ist  der  fehlende  Zusammenhang  mit  den 
Objektbeziehungen, der für die  Qualität  der  Reallocation Verfahren eine entscheidende 
Rolle  spielt.  Die  folgenden  komplexeren  Auswahlmethoden  lösen  dieses  Problem  auf 
Kosten des Berechnungsaufwandes:
• Teile  die  Gesamtmenge  der  Objekte  in  k  willkürliche  disjunkte  Untermengen, 
berechne deren Zentren und verwende diese als initiale Repräsentanten.49
• Bestimme die Dichte der Besetzung der Umgebung aller Objekte innerhalb eines 
Abstands  d1.  Ordne  die  Objekte  absteigend  nach  dieser  Dichte  und  wähle  das 
47 Vgl. [MacQueen 1967]
48 Vgl. [McRae 1971]
49 Vgl. [Forgy 1965]
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Objekt  mit  der  höchsten  Dichte  als  ersten  Repräsentant.  Wähle  die  weiteren 
Repräsentanten in absteigender Reihenfolge, wenn sie mindestens einen Abstand 
von d2 zu allen bisher  gewählten Repräsentanten haben. Setze die  Auswahl  der 
Repräsentanten fort, bis alle Objekte eine Dichte von Null aufweisen, was bedeutet, 
dass die restlichen Objekte einen Mindestabstand von d1 zueinander haben.50
• Bestimme das durchschnittliche Objekt aus der Menge und wähle dieses als ersten 
Repräsentant.  Arbeite  die  Objekte  der  Reihe  nach  ab  und wähle  diejenigen  als 
weitere  Clusterrepräsentanten,  die  mindestens  den  Abstand  d  zu  allen  bisher 
gefundenen  Repräsentanten  haben.  Setze  die  Auswahl  fort  bis  k 
Clusterrepräsentanten bestimmt sind oder die gesamte Objektmenge abgearbeitet 
ist.  Die  Methode  kann  mehrfach  für  verschiedene  Abstandswerte  d  ausgeführt 
werden,  wenn  der  erste  Durchlauf  durch  die  Objektmenge  zu  wenig 
Clusterrepräsentanten lieferte oder ein zu geringer Teil der Objekte zur Festlegung 
der Repräsentanten verwendet wurde.51
Neben den hier aufgeführten Ansätzen existiert eine Vielzahl weiterer Verfahren, die für 
spezielle Anwendungen des Clusterings entwickelt wurden.
2.3.3.2.2  Forgy's Algorithmus
Der erste bekannte Algorithmus, der auf dem Reallocation Ansatz basiert wurde von Forgy 
entwickelt.52 Der Algorithmus besteht aus den folgenden Schritten:
1. Beginne mit  irgendeiner  Anfangskonfiguration.  Gehe zu Schritt  2,  wenn eine 
Menge  von  anfänglichen  Clusterrepräsentanten  vorhanden  ist  oder  gehe  zu 
Schritt 3, wenn eine Partition der Objektmenge gegeben ist.
2. Weise  jedes  Objekt  seinem  nächsten  Clusterrepräsentanten  zu.  Die 
Repräsentanten  bleiben  dabei  unverändert,  während  die  Objektmenge  einmal 
komplett abgearbeitet wird.
3. Berechne  die  neuen  Clusterrepräsentanten  aus  den  Zentren  der  entstandenen 
Cluster.
4. Wiederhole  die  Schritte  2  und  3  bis  der  Prozess  konvergiert,  dass  bedeutet 
wiederhole den Prozess solange, bis sich die Clusterzuordnung in Schritt 2 nicht 
mehr ändert.
50 Vgl. [Astrahan 1970]
51 Vgl. [Ball & Hall 1967] S. 72ff
52 Vgl. [Forgy 1965]
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Experimente mit dem Algorithmus haben gezeigt, dass durchschnittlich nicht mehr als fünf 
Wiederholungen nötig sind, bis die Konvergenz für ein spezielles Problem erreicht ist.53 Es 
kann vereinzelt  auch vorkommen, dass  mehr  als  zehn Wiederholungen nötig  sind.  Die 
Laufzeit des Algorithmus ist O(MN), wobei M sehr klein gegen N ist. Heute existieren 
viele  Reallocation  Algorithmen,  die  diesen  Algorithmus  nutzen  und  teilweise  sogar 
fälschlicherweise  auf  MacQueen  zitiert  werden,  dessen  Algorithmus  im  folgenden 
Abschnitt beschrieben wird. Die Hauptgründe dafür dürften sein, dass die partitionierenden 
Reallocation  Algorithmen  nicht  so  klar  voneinander  unterscheidbar  sind,  wie 
beispielsweise die hierarchischen Algorithmen und dass die Forscher für ihre Algorithmen 
zusätzlich zahlreiche Variationen vorgeschlagen haben.
2.3.3.2.3  MacQueen's k-means Algorithmus
Der  wegen  seiner  Einfachheit  am meisten  verbreitete  Cluster-Algorithmus  ist  der  von 
MacQueen vorgeschlagene k-means Algorithmus54.  Der Terminus „k-means“ soll  dabei 
darauf hindeuten, dass jedes Objekt dem (der insgesamt k) Cluster zugeordnet wird, dessen 
Zentrum (mean) er am nächsten ist. Der gravierende Unterschied zu Forgy's Algorithmus 
ist, dass die Clusterzentren auf Basis der aktuellen Elemente des entsprechenden Clusters 
gebildet werden, anstatt  die Clusterzentren erst  nach der vollständigen Abarbeitung der 
Ausgangsmenge  zu  berechnen.  MacQueen's  Algorithmus  setzt  sich  aus  den  folgenden 
Schritten zusammen:
1. Verwende die k ersten Objekte als anfängliche einelementige Cluster.
2. Weise  jedes  der  verbliebenen  n-k  Objekte  dem  Cluster  mit  dem  nächsten 
Zentrum zu. Berechne nach jeder Zuweisung das Zentrum des entsprechenden 
Clusters neu.
3. Nachdem  alle  Objekte  zugeordnet  wurden,  verwende  die  berechneten 
Clusterzentren  als  initiale  Cluster  (siehe  Schritt  1)  und  arbeite  die  gesamte 
Objektmenge noch genau einmal ab, in dem wieder jedes Objekt dem nächsten 
Clusterzentrum zugeordnet wird.
Neben  der  schon  erwähnten  Einfachheit  des  Algorithmus  ist  auch  seine  sehr  geringe 
Laufzeit einer der Gründe dafür, dass dieser Algorithmus in der Clusteranalyse sehr häufig 
verwendet wird. Die Laufzeit liegt bei O(2N), da der Algorithmus die Ausgangsmenge nur 
zweimal  durchläuft,  um die  Partitionen zu  erstellen.  In  Schritt  1  lässt  sich  der  größte 
Nachteil des Algorithmus erkennen, denn durch die Auswahl der ersten k Objekte ist er 
53 Vgl. [Anderberg 1973] S. 161
54 Vgl. [MacQueen 1967]
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abhängig  von  der  Reihenfolge  der  Objekte  und  erfüllt  daher  nicht  van  Rijsbergen's 
Unabhängigkeitskriterium55. Daher wurden in der Forschung Verbesserungen des k-means 
Algorithmus entwickelt und untersucht, die sowohl unabhängig von der Reihenfolge der 
Objekte  sind,  als  auch  analog  zu  Forgy's  Algorithmus  auf  einem Konvergenzkriterium 
basieren.  Ein konvergierender  k-means Algorithmus kann durch die  folgenden Schritte 
implementiert werden:56
1. Beginne  mit  einer  anfänglichen  Partition  der  Ausgangsmenge  in  Cluster, 
beispielsweise erzeugt durch den originalen Algorithmus nach MacQueen oder 
aber durch jede andere Methode (siehe Abschnitt 2.3.3.2.1).
2. Arbeite alle Objekte der Reihe nach ab und berechne die Ähnlichkeit zu allen 
Clusterzentren. Wenn das nächste Clusterzentrum nicht dem entspricht, welchem 
das  Objekt  aktuell  zugeordnet  ist,  dann  ordne  das  Objekt  seinem  nächsten 
Clusterzentrum  zu  und  berechne  die  Clusterzentren  der  beiden  betroffenen 
Cluster neu.
3. Wiederhole Schritt  2 solange bis die Zuordnung der Cluster  konvergiert,  dass 
heißt bis eine vollständige Abarbeitung der Objektmenge keine Änderungen in 
der Clusterzuordnung verursacht.
Diese Variante des k-means Algorithmus wird heute am häufigsten verwendet. Obwohl 
auch sie einen nicht unbedeutenden Nachteil gegenüber den hierarchischen Verfahren hat, 
denn das Optimum, das mit  Hilfe der Konvergenz erreicht  wird,  muss keineswegs das 
globale Optimum sein, was die Objektmenge exakt klassifiziert. Dieser Algorithmus findet 
also nur lokale Optima, die im Idealfall den jeweiligen globalen Optima entsprechen. Da 
dies  aber  nicht  garantiert  ist,  wird  der  k-means  Algorithmus  in  einer  weiteren 
Verbesserung mehrfach ausgeführt. Auf der Basis dieses sogenannten inkrementellen k-
means Clustering  können durch unterschiedliche Wahl  der  anfänglichen Clusterzentren 
verschiedene  lokale  Optima  erzeugt  werden,  die  auf  der  Grundlage  von 
Bewertungsverfahren57 verglichen  werden,  um  aus  den  lokalen  Optima  das  beste 
Clustering zu bestimmen. Dies führt im Endeffekt dazu, dass die gefundene Gruppierung 
der Objekte, mit hoher Wahrscheinlichkeit dem globalen Optimum entspricht.
55 Vgl. Abschnitt 2.3.1
56 Vgl. [Anderberg 1973] S. 163
57 Vgl. Abschnitt 2.4
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2.3.4  Graphen-basierte Verfahren
Auch die Graphentheorie wird eingesetzt, um eine Menge von Objekten zu clustern. Dabei 
gibt es wiederum unterschiedliche Strukturen, auf deren Basis die Gruppierung gebildet 
wird. Diese Strukturen werden in den folgenden Abschnitten vorgestellt und erläutert.
2.3.4.1  MST
Der minimale Spannbaum (MST) ist eine der Strukturen, die zum Clustern angewendet 
werden.  Dabei  wird  eine Baumstruktur  aufgebaut,  die  n  Objekte  durch  n-1 Kanten so 
miteinander verbindet, dass innerhalb der Struktur keine Kreise existieren und zusätzlich 
die  Summe der  Gewichte  der  Kanten  minimiert  wird.  Die  Gewichte  repräsentieren  in 
dieser Anwendung die Abstände der Objekte zueinander. Es wurde gezeigt, dass der MST 
einer Objektmenge alle Informationen enthält, um eine Single-Link Hierarchie der Objekte 
zu erzeugen.58 Der bekannteste Algorithmus für die Erzeugung eines MST ist der Prim-
Dijkstra Algorithmus, der wie folgt abläuft:59
1. Wähle ein willkürliches Objekt und verbinde es mit seinem nächsten Nachbar.
2. Finde den Punkt, der nicht im MST-Fragment enthalten ist, der den geringsten 
Abstand zu irgendeinem Punkt innerhalb des MST-Fragments hat und füge ihn 
zum MST-Fragment hinzu.
3. Solange ein Objekt übrig ist, was nicht mit dem MST-Fragment verbunden ist, 
wiederhole Schritt 2.
Die Laufzeit des Algorithmus ist O(N2) und der Speicherplatzbedarf liegt bei O(N), weil 
keine Ähnlichkeitsmatrix benötigt wird, um die Struktur aufzubauen. Der MST kann außer 
zur Erzeugung einer Single-Link Struktur, die sich aus den Teilgraphen des MST bilden 
lässt, auch zur Erstellung von Partitionen der Ausgangsmenge verwendet werden. Dabei 
werden aus dem MST beispielsweise Kanten gelöscht, die größer als ein Schwellwert T 
sind.60 Dieser Schwellwert wird auf Basis der durchschnittlichen Länge der Kanten des 
jeweiligen Subgraphs berechnet. Die Knoten der resultierenden Subgraphen bilden dann 
die jeweiligen Partitionen.
58 Vgl. [Gower & Ross 1969]
59 Vgl. [Dijkstra 1976]
60 Vgl. [Zahn 1971]
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2.3.4.2  Cliquen
Cliquen  sind  Strukturen  innerhalb  von  Graphen,  die  wie  folgt  definiert  sind.  Eine 
Teilmenge C der Knotenmenge eines ungerichteten Graphen heißt Clique, falls der von C 
induzierte Untergraph vollständig ist.61 Die Definition deutet daraufhin, dass die auf Basis 
der Cliquen gebildeten Gruppen unscharfe Cluster62 sind, da theoretisch jedes Objekt zu 
mehr als einer Clique und damit auch zu mehr als einem Cluster gehören könnte. Diese 
unscharfen Cluster können in strenge Cluster umgewandelt werden, indem jedes Objekt 
dem Cluster zugeordnet wird, für den der Grad der Zugehörigkeit am höchsten ist. Die 
Bestimmung der Cliquen eines Graphen ist ein Problem mit exponentieller Laufzeit, was 
darauf hindeutet, dass der Einsatz in Information Retrieval Anwendungen ohne vorherige 
Dimensionsreduktion  keine  effiziente  Erzeugung  von  Clustern  ermöglicht.  In  [Haenelt
2006b] werden einige Algorithmen zur Bestimmung von Cliquen in Graphen angegeben 
und ausführlich erläutert.
2.3.4.3  Star Verfahren
Der Star Ansatz wird im Information Retrieval hauptsächlich zur automatischen Erzeugung 
von statistischen Thesauri genutzt.63 Diese Thesauri sollen die Beziehungen zwischen den 
Termen  abbilden.  Bei  der  Star  Technik  wird  jeder  Term einzeln  ausgewählt  und  alle 
anderen Terme, die mit diesem Term in Beziehung stehen, werden mit ihm verbunden. So 
entsteht ein Graph, dessen Knoten die Terme repräsentieren. Aufgrund der Abarbeitung 
aller Terme und ihrer Beziehungen zu allen anderen Termen ist die entstehende Einteilung 
der Terme in Cluster unscharf64. Das Verfahren kann aber auch so abgewandelt werden, 
dass jeder  Term nur  einmal  verlinkt werden kann,  um eine strenge Partitionierung der 
Terme zu erreichen. Dieser Ansatz wird im nächsten Abschnitt beschrieben. Mit dem Star 
Ansatz  können  unterschiedliche  Clusterstrukturen  erzeugt  werden,  da  die  erzeugten 
Termcluster von der Reihenfolge der Abarbeitung der Terme abhängig sind. Demzufolge 
wird van Rijsbergen's Unabhängigkeitskriterium nicht erfüllt.
61 Vgl. [Haenelt 2006b]
62 Vgl. Abschnitt 2.3.1
63 Vgl. [Kowalski & Maybury 2000] S. 148f
64 Vgl. Abschnitt 2.3.1
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2.3.4.4  String Verfahren
Das String Verfahren wird im Folgenden ebenfalls anhand des Clusterings von Termen 
beschrieben.65 Anfangs  wird  dabei  ein  Term  ausgewählt,  der  dann  mit  einem  Term 
verbunden wird, zu dem er in Beziehung steht. Dieser Term wird dann als aktueller Term 
gewählt  und  dieser  Prozess  setzt  sich  fort,  bis  für  einen  Term keine  weiteren  Terme 
existieren, die zu ihm in Beziehung stehen. Dann wird mit einem noch nicht klassifizierten 
Term ein neuer Cluster erzeugt und das Verfahren wird analog fortgesetzt. Der Prozess ist 
beendet, wenn alle Terme einem Cluster zugeordnet wurden. Auch dieses Verfahren erfüllt 
das Unabhängigkeitskriterium nach van Rijsbergen nicht, da die Terme in jedem Schritt 
willkürlich ausgewählt werden.
2.3.5  Probabilistische Verfahren
Die Wahrscheinlichkeitstheorie wird in der Clusteranalyse angewendet, um die Zuordnung 
der Objekte zu den Clustern zu schätzen. Grundlage der probabilistischen Ansätze ist das 
Bayes'sche Theorem, das durch Formel (16) definiert ist.
P a | b = P a ,b
P b
=
P b | a⋅P a 
Pb  (16)
Dieses Theorem kann für das Clustering von Objekten mit Hilfe folgender Definitionen 
angewendet werden.66 Seien C1 bis  Ck Cluster und die n zu gruppierenden Objekte durch 
ihren Merkmalsvektor  x = (x1, ..., xm) gegeben, wobei xi = 1 gilt, wenn das Merkmal im 
jeweiligen  Objekt  enthalten  ist  und  andernfalls  xi =  0 ist.  Außerdem  sei  P(Cj|x) die 
Wahrscheinlichkeit dafür, dass ein Objekt mit seinem Merkmalsvektor  x zum Cluster  Cj 
gehört. Dann lässt sich das Bayes'sche Theorem wie folgt schreiben:
P C j | x  = P x | C
j⋅P C j
∑
i = 1
k
P C i⋅P x | C i
(17)
Dabei ist  P(Cj) die Wahrscheinlichkeit dafür, dass ein beliebiges Objekt zum Cluster  Cj 
gehört.  Unter  der  Annahme  der  Unabhängigkeit  der  Merkmale  kann  die 
65 Vgl. [Kowalski & Maybury 2000] S. 149
66 Vgl. [Fuhr 2006] S. 16ff
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Wahrscheinlichkeit  P(x|Cj) nach  Formel  (18)  berechnet  werden,  wobei 
q i
j = P x i = 1 |C
j gilt.
P x | C j =∏
x i = 1
q i
j⋅∏
x i = 0
1 − q i
j (18)
Auf Basis dieser Theorie können Optimierungsalgorithmen die Zuordnung der Objekte zu 
den  Clustern  bestimmen.  Der  bekannteste  dieser  Algorithmen  ist  der  Expectation 
Maximization (EM) Algorithmus.
2.3.6  Expectation Maximization
Der EM Algorithmus wurde in  [Dempster 1977] erstmals vorgestellt. Er wird häufig zur 
Schätzung  von  Parametern  in  teilweise  unvollständigen  Messreihen  verwendet.  Der 
Algorithmus  lässt  sich  aber  genauso  zum  Schätzen  von  Parametern  für 
Objektgruppierungen  einsetzen.  Der  Expectation  Maximization  Algorithmus  lässt  sich 
durch die folgenden Schritte definieren:67
1. Bestimme die Anzahl k der zu bildenden Cluster.
2. Bestimme die k anfänglichen Clusterzentren (beispielsweise durch eine der in 
Abschnitt 2.3.3.2.1 vorgestellten Methoden) für die Cluster C1 bis Cj.
3. Initialisiere die Parameter: nj = 1, pj = 1/k und P(Cj|xm)=1, falls das Objekt m 
Clusterzentrum  ist  und  andernfalls  setze  P(Cj|xm)=0.  Berechne  aus  diesen 
Parametern die initialen Werte für qi
j .
4. Berechne P(Cj|xm) für alle Objekte Om und alle k Cluster.
5. Berechne neue Parameter für  nj, pj und qi
j .
6. Wiederhole die Schritte 4 und 5 solange, bis die Cluster stabil sind.
Die  im  Algorithmus  verwendeten  Parameter  nj (19)  und  pj (20)  lassen  sich  von  der 
Wahrscheinlichkeit  der  Clusterzuordnung  ableiten,  deren  Berechnung  im  vorigen 
Abschnitt dargelegt wurde.
n j =∑
1
m
P C j | x m (19)
p j = n
j
m
(20)
67 Vgl. [Fuhr 2006] S. 20
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Heutige  Retrievalsysteme  verwenden  anstelle  der  hier  beschriebenen  binären 
Merkmalsvektoren  jedoch  meist  numerische  Vektoren.  Die  Anwendung  des  EM 
Algorithmus für diese Systeme erfordert die Schätzung zweier Parameter pro Merkmal und 
Cluster  (anstelle  von bisher  nur  einem:  qi
j ).68 Das  liegt  daran,  dass  für  numerische 
Merkmalsvektoren eine andere Verteilungsfunktion verwendet werden muss. Anstelle der 
einfachen Verteilung aus Formel (18) kommt hier die Normalverteilung aus Formel (21) 
zum Einsatz. Die zu schätzenden Parameter sind dann i
j (22) und i
j (23).
P  xi | C
j  = 1
1i
e
x i− i
j2
2i
j2 (21)
i
j = 1
n j
∑
1
m
x mi⋅P C
j | xm  (22)
i
j = 1
n j
∑
1
m
 x mi − i
j 2⋅P C j | xm (23)
2.3.7  Weitere Ansätze
Neben den in den vorigen Abschnitten erläuterten Algorithmen zur Clusteranalyse und 
deren vielfältige Verfeinerungen für spezielle Probleme existieren noch weitere Ansätze, 
die  allesamt  auf  Techniken  der  Künstlichen  Intelligenz  beruhen.  Der  Vorteil  dieser 
Methoden ist die Qualität der erzeugten Cluster, die aber ganz klar auf Kosten der Laufzeit 
erreicht wird. Dies macht einen Einsatz der Verfahren in Information Retrievalsystemen 
nahezu unmöglich. Dennoch werden die verbreitetsten dieser Verfahren in den folgenden 
Abschnitten kurz vorgestellt.
2.3.7.1  Selbstorganisierende Karten
Die selbstorganisierenden Karten (SOM) wurden von [Kohonen 1989] erstmals vorgestellt. 
Es handelt sich dabei um eine spezielle Art der sogenannten künstlichen neuronalen Netze. 
Diese Netze werden vor allem im Bereich des unüberwachten Lernens eingesetzt, wozu 
auch das Clustering gehört.  Der Aufbau einer SOM ist  relativ einfach.  Sie  besteht  aus 
künstlichen Neuronen,  die  prinzipiell  in  zwei  Schichten angeordnet  sind.  Dies ist  zum 
68 Vgl. [Fuhr 2006] S. 21
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einen die Eingabeschicht, an die der Merkmalsvektor eines Objektes angelegt wird und 
zum anderen die Ausgabeschicht. Die Neuronen der Ausgabeschicht repräsentieren dabei 
im  Idealfall  nach  erfolgtem  Lernen  die  Cluster  der  angelegten  Eingabevektoren.  Zur 
Gruppierung  der  Eingabemenge  werden  sämtliche  Merkmalsvektoren  in  beliebiger 
Reihenfolge an die Eingabeschicht angelegt, welche demzufolge aus n Neuronen besteht, 
was wiederum der Länge der Merkmalsvektoren entspricht. Dabei werden die Gewichte 
der Neuronen in der Ausgabeschicht innerhalb eines iterativen Prozesses mit  Hilfe der 
allgemeinen  Lernfunktion  (24)  angepasst.69 Dabei  sei  xj die  Komponente  j des 
Merkmalsvektor x, mi(t) der Gewichtsvektor von Neuron i zum Zeitpunkt t, ik t  eine 
Nachbarschaftsfunktion mit Radius  r in  t und  t  eine zeitabhängige Lernkonstante. 
Für jeden angelegten Merkmalsvektor wird ein Gewinner-Neuron bestimmt, welches den 
entsprechenden Merkmalsvektor repräsentiert. Die Gruppierung der Merkmalsvektoren ist 
abgeschlossen, wenn kein Merkmalsvektor einer anderen Kategorie zugeordnet wird, was 
gleichbedeutend damit ist, dass für jeden Merkmalsvektor immer das gleiche Gewinner-
Neuron bestimmt wird.
mi t  1 = mi t   t ⋅ ik t ⋅ x j − mi t  (24)
SOM's erzeugen nicht immer die optimale Gruppierung der Eingabedaten. Dies tritt vor 
allem dann auf,  wenn die  initialen  Gewichte  für  die  Neuronen in  der  Ausgabeschicht 
unglücklich  gewählt  sind.  Außerdem  ist  es  möglich,  dass  ein  Eingabevektor 
unterschiedliche Neuronen abfeuert (entspricht der Bestimmung des Gewinner-Neurons), 
wenn er zu unterschiedlichen Zeitpunkten während des Lernprozesses angelegt wird. Das 
bedeutet,  dass  das  Unabhängigkeitskriterium70 nach  van  Rijsbergen  nicht  erfüllt  ist. 
Außerdem führt  die  Abbildung von hochdimensionalen  Daten,  wie sie  im Information 
Retrieval  üblich  sind,  auf  ein  zweidimensionales  Netz  unweigerlich  zu  einem 
Informationsverlust, der ebenso einen negativen Einfluss auf die Qualität der gefundenen 
Cluster haben kann.
2.3.7.2  Genetischer Algorithmus
Der genetische  Algorithmus gehört  zu den  evolutionären Algorithmen,  welche  auf  der 
biologischen Evolution basieren.  Die evolutionären Algorithmen nutzen die  Operatoren 
69 Vgl. [Kohonen 1989]
70 Vgl. Abschnitt 2.3.1
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Selektion, Kombination und Mutation, um auf Basis einer Population von Lösungen das 
globale Optimum aller  Lösungen zu finden. Ein allgemeiner evolutionärer Algorithmus 
zum Clustern kann wie folgt beschrieben werden:71
1. Wähle eine zufällige Population von Lösungen. Im Falle des Clusterings sind 
mögliche Einteilungen der Objektmenge in Partitionen Lösungen des Problems. 
Für jede Lösung wird ein Fitnesswert bestimmt, der umgekehrt proportional zum 
durchschnittlichen Fehler der Partitionen ist.  Demzufolge hat eine Lösung mit 
einem geringen durchschnittlichen Fehler einen großen Fitnesswert.
2. Erzeuge  die  nächste  Generation  der  Population  mit  Hilfe  der  Operatoren 
Selektion,  Kombination  und  Mutation  und  bestimme  die  Fitnesswerte  dieser 
Lösungen.
3. Wiederhole Schritt 2 solange bis ein Abbruchkriterium erfüllt ist.
Genetische Algorithmen sind die am häufigsten zum Clustern verwendeten evolutionären 
Algorithmen. Der Einsatz,  der in Schritt  2 erwähnten Operatoren zur Erzeugung neuer 
Populationen, hängt von der Fitness der Elternpopulation ab. Es werden also Lösungen mit 
geringerem Fitnesswert mit höherer Wahrscheinlichkeit verändert als Lösungen mit hohem 
Fitnesswert.  Der  genetische  Algorithmus  findet  im  Gegensatz  zu  vielen  anderen 
Clusterverfahren das globale Optimum der Lösungen. Seine Hauptprobleme sind aber die 
schwierige Repräsentation der Cluster als Population und die Sensibilität  bezüglich des 
Parameters  der  Populationsgröße  sowie  die  Umsetzung  der  Operatoren  zur  Erzeugung 
neuer Populationen.72
2.3.7.3  Simuliertes Ausglühen
Ein anderer Ansatz zur Bestimmung der Gruppierung einer Objektmenge, die das globale 
Optimum der Lösungen findet, ist das Clustering auf Basis von simuliertem Ausglühen. 
Dabei wird als Parameter eine Temperatur verwendet, um den Lösungsraum vollständig 
abzuarbeiten. Ein Algorithmus für dieses Verfahren könnte folgendermaßen lauten:73
1. Wähle  eine  zufällige  Partitionierung P0 der  Objektmenge und berechne deren 
durchschnittlichen Fehler  E P0 .  Wähle die  Werte  für  die  Kontrollparameter 
initiale Temperatur T0 und endgültige Temperatur Tf.
2. Wähle einen Nachbar P1 von P0 und berechne dessen durchschnittlichen Fehler 
E P1 .  Ist  E P1 größer  als  E P0 ,  dann  weise  P1 mit  einer 
temperaturabhängigen Wahrscheinlichkeit P0 zu. Andernfalls weise P1 direkt P0 
zu. Wiederhole diesen Schritt für eine bestimmte Anzahl Iterationen.
71 Vgl. [Jain 1999] S. 285
72 Vgl. [Jain 1999] S. 286f
73 Vgl. [Jain 1999] S. 288
Kapitel 2 - Verfahren zur Clusteranalyse 55
3. Reduziere den Wert von T0, so dass gilt T0 = cT0, wobei c eine vorher festgelegte 
Konstante ist. Wenn T0 größer als Tf ist gehe zu Schritt 2.
Das Problem dieses Ansatzes ist ebenso wie bei den genetischen Algorithmen die Laufzeit, 
die benötigt wird bis die Konvergenz zum globalen Optimum erreicht ist. Dies liegt vor 
allem  daran,  dass  die  Temperatur  zwischen  den  Iterationen  in  Schritt  2  nur  sehr 
geringfügig verringert werden sollten, wenn gute Ergebnisse erzielt werden sollen.
2.4  Bewertung der Clusterqualität
Die letzte Komponente der Clusteranalyse ist die Bewertung der erzeugten Clusterstruktur, 
um eine Einschätzung der Qualität der generierten Cluster zu ermöglichen. Dieses Konzept 
wird in der Forschung als Bestimmung der Clustergültigkeit (Cluster Validity)  bezeichnet. 
Die  Feststellung  der  Gültigkeit  der  Partitionen  kann  dabei  auf  Basis  verschiedener 
Kriterien erfolgen. In der Literatur werden hauptsächlich externe und interne sowie relative 
Bewertungskriterien  unterschieden.74 Das  Hauptproblem,  was  mit  Hilfe  der 
Clusterbewertung gelöst werden soll ist,  dass Clusterverfahren auch dann gut separierte 
Cluster erzeugen, wenn die eigentlichen Daten zufällig angeordnet sind und damit kaum 
eine  sinnvolle  Einteilung  der  Daten  möglich  ist.75 Deshalb  sollten  die  Daten  vor  der 
Anwendung eines Clusterverfahrens diesbezüglich überprüft werden. Sind die Daten nicht 
zufällig  angeordnet,  dann  kann  Clustering  zur  Klassifikation  eingesetzt  werden.  Ein 
zusätzliches Problem vieler Cluster-Algorithmen ist die a priori Festlegung der Anzahl der 
Cluster, die von der tatsächlichen Anzahl der Cluster in den Daten abweichen kann und 
deshalb ein optimales Clustering verhindert.
2.4.1  Externe Kriterien
Externe Kriterien zur Bewertung der Clusterqualität können dann eingesetzt werden, wenn 
neben der erzeugten Clusterhierarchie eine Struktur vorhanden ist, die die Objektmenge in 
ihre tatsächlichen Partitionen aufteilt. Eine solche Einteilung ist in Retrievalsystemen im 
Normalfall  nicht  vorhanden,  da  es  kaum  möglich  ist,  solch  eine  große  Menge  von 
Dokumenten  von  Hand  thematisch  zu  ordnen.  In  anderen  Anwendungsgebieten  der 
Clusteranalyse,  wie  beispielsweise  in  der  Medizin,  können  diese  Einteilungen  der 
Objektmenge aber durchaus vorhanden sein. Die Idee hinter diesem Konzept ist relativ 
74 Vgl. [Halkidi 2002a] S. 41
75 Vgl. [Dubes & Jain 1979]
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einfach. Aufgrund der Verfügbarkeit der realen Struktur der Daten kann durch statistisches 
Vergleichen die Qualität der neuen Clusterstruktur bestimmt werden. Dabei werden für 
jegliche Kombinationen von zwei Objekten deren Mitgliedschaften in den Clustern der 
erzeugten und der tatsächlichen Einteilung der Daten bestimmt. Für die Zugehörigkeit der 
Objekte ergeben sich daraus insgesamt vier Möglichkeiten: (a) beide Objekte gehören in 
beiden Clusterstrukturen zu ein und demselben Cluster, (b) beide Objekte gehören in der 
erzeugten  Clusterstruktur  zu  einem  Cluster,  aber  in  der  tatsächlichen  Struktur  zu 
unterschiedlichen  Clustern,  (c)  die  zwei  Objekte  gehören  in  der  erzeugten  Struktur  zu 
unterschiedlichen Clustern, aber in der tatsächlichen Struktur zu einem Cluster und (d) 
beide  Objekte  gehören  sowohl  in  der  erzeugten  als  auch  in  der  tatsächlichen 
Clusterstruktur zu unterschiedlichen Clustern.  Für diese vier möglichen Fälle lässt  sich 
eine  Kontingenztabelle  analog  zu  Abschnitt  2.2.1  erstellen,  auf  deren  Basis  sich  die 
Ähnlichkeitsmaße  anwenden  lassen,  die  mit  Hilfe  dieser  Kontingenztabelle  berechnet 
werden  können.76 Neben  den  eben  erwähnten  Möglichkeiten  zur  Berechnung  der 
Ähnlichkeiten der Clusterstruktur kann ebenso Formel (25)77 verwendet werden. Dieser 
Koeffizient wird als Huberts  Statistik bezeichnet. Dabei entspricht n der Summe der 
möglichen  Objektpaare,  N der  Summe  der  insgesamt  vorhandenen  Objekte  und  X,  Y 
entsprechen den beiden Partitionen, die verglichen werden.
 = 1
n ∑i = 1
N −1
∑
j = i + 1
N
X i , j  Y i , j (25)
Mit den externen Bewertungskriterien kann eine Clusterstruktur aufgebaut werden, die der 
vorgegebenen Struktur der Daten entspricht,  was der große Vorteil  dieser Strategie ist. 
Denn  Sie  kann  beispielsweise  während  einer  inkrementellen  Erzeugung  einer 
Clusterstruktur verwendet werden, um den weiteren Fortgang des Prozesses in die richtige 
Richtung  zu  beeinflussen.  Der  klare  Nachteil  der  Methode  ist  der  enorme  zusätzliche 
Rechenaufwand zur Bestimmung der Ähnlichkeit, die für alle Objektpaare durchgeführt 
werden muss, was einer zusätzlichen Laufzeit von O(N2) entspricht.
76 Vgl. Abschnitt 2.2.1.1, 2.2.1.3 und 2.2.1.4
77 Vgl. [Halkidi 2002a] S. 43
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2.4.2  Interne Kriterien
Unter  internen  Bewertungskriterien  der  Cluster  versteht  man  die  Verwendung  der 
vorhandenen  Merkmale  zur  Bestimmung  der  Clusterqualität.  Das  bedeutet,  dass 
Informationen, wie beispielsweise die Ähnlichkeitsmatrix, in Beziehung zur generierten 
Clusterstruktur  gestellt  werden.  Dazu  kann  beispielsweise  Pearson's 
Übereinstimmungskoeffizient eingesetzt werden.78 Auch die internen Bewertungskriterien 
erzeugen einen enormen Rechenaufwand, der auf den Vergleich der n(n-1) Objektpaare 
zurückzuführen ist.
2.4.3  Relative Kriterien
Die  relativen  Kriterien  werden  am  häufigsten  zur  Berechnung  der  Clustergültigkeit 
eingesetzt. Dies liegt vor allem an ihrer engen Verknüpfung mit dem tatsächlichen Ziel der 
Clusteranalyse. Alle Clusterverfahren versuchen Homogenität innerhalb der Cluster und 
Heterogenität  zwischen  den  Clustern  zu  erreichen.  Diese  beiden  Maße  lassen  sich 
mathematisch  formulieren  und  demzufolge  ist  es  möglich,  daraus  die  Qualität  einer 
Partitionierung  von  Daten  zu  bestimmen.  Dabei  wird  die  Heterogenität  meist  als 
Separation  oder  Trennung  bezeichnet,  was  ein  Maß  für  den  Abstand  der  Cluster 
untereinander  ist.  Mit  Formel  (26)  wird  die  mittlere  Trennung  der  Cluster  berechnet. 
Alternativ kann auch die minimale Trennung nach Formel (27) verwendet werden. Dabei 
entspricht i dem Zentrum des Clusters i.
Sep=
1
∑i≠ j∣C i∣∣C j∣
∑i≠ j∣C i∣∣C j∣dist i , j (26)
Sepmin = mini≠ j{dist i , j } (27)
Die mittlere Homogenität  eines Clusters kann nach Formel (28) berechnet werden. Die 
maximale Homogenität wird durch Formel (29) beschrieben. Dabei entspricht n der Anzahl 
der Elemente des jeweiligen Clusters.
Hom=
1
n∑1
n
dist  xi ,C (28)
78 Vgl. Abschnitt 2.2.2.4
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Hommax = max {dist  xi ,C } (29)
Der Vorteil der Homogenitäts- und Heterogenitätkriterien ist ihr vergleichsweise geringer 
Berechnungsaufwand. Ein Problem ist jedoch die vernünftige Kombination beider Werte, 
die zur Bestimmung der Clusterqualität erforderlich ist. Dies kann mit der Berechnung der 
minimalen Varianz (oder auch Streuung) nach Formel (30) oder der Clusterdichte nach 
Formel (31) umgangen werden. Dabei entspricht k der Anzahl der gebildeten Cluster.
Varmin =∑
1
k
∑
1
∣C i∣
dist  x i ,Ci  (30)
Den =∑
1
k
1
∣C i∣
∑
1
∣C i∣
dist  xi ,C i (31)
Am häufigsten wird eine Kombination der Homogenität mit Heterogenität der Cluster zur 
Bestimmung  der  Clusterqualität  verwendet.  Das  Streuungsmaß  und  die  Clusterdichte 
werden in experimentellen Systemen eher selten verwendet.
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Kapitel 3 - Systemaufbau und Implementierung
In diesem Kapitel wird das bestehende, Lucene-basierte Retrievalsystem vorgestellt. Dabei 
wird insbesondere auf Techniken zur Optimierung der Rechercheergebnisse eingegangen, 
die  im  Rahmen  dieser  Arbeit  umgesetzt  wurden.  Diese  sind  Query  Expansion  und 
Merging,  deren  positiver  Einfluss  auf  die  Effektivität  des  Retrievals  mit  Hilfe  einer 
Komponente zur Clusteranalyse weiter verbessert werden soll.
3.1  Aufbau des existierenden Retrievalsystems
Im  Rahmen  des  Seminars  Cross-Language  Retrieval  wurde  ein  System auf  Basis  der 
Apache Lucene API79 entwickelt, mit dem Ziel, das System durch eine Teilnahme an der 
CLEF 2006  Kampagne  mit  anderen  Systemen  aus  der  Forschung  zu  vergleichen.  Die 
grundlegenden Komponenten jedes Retrievalsystems werden in den folgenden Abschnitten 
beschrieben.
3.1.1  Datenaufbereitung
Die  Datenaufbereitung  kann  erfolgen,  nachdem  die  Dokumentsammlung  entsprechend 
ihres  Datenformates  verarbeitet  wurde.  Diese  Aufgabe  wird  durch  einen  spezifischen 
Parser  übernommen,  der  einen  entsprechenden  Dokumenttypus  in  strukturierten  Text 
umwandeln kann. Abbildung 11 stellt diesen Prozess schematisch dar.80 Die Aufbereitung 
der  Texte  zur  Speicherung  im Index  wird  durch  die  Analysefunktionen  übernommen. 
Diese Funktionen sind im System als  Filter  implementiert.  Eine Übersicht über die im 
System implementierten Filter ist in Tabelle 3 gegeben. Die Anwendung von Filtern ist 
möglich, weil der Text in einen Datenstrom (den sogenannten Tokenstream) umgewandelt 
wird. Dieser Datenstrom wird vor seiner Verarbeitung durch die verschiedenen Filter von 
einem in Lucene enthaltenen Tokenizer  in  einzelne Token zerlegt.  Die  Tokenizer  sind 
prinzipiell sehr einfach aufgebaut.  Sie trennen den Datenstrom immer dann, wenn eine 
bestimmte Art von Zeichen auftritt  (beispielsweise Leerzeichen).  Sie  können allerdings 
79 Vgl. [Lucene 1997-2006]
80 Vgl. [Gospodnetic & Hatcher 2005] S. 30
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auch etwas komplexer sein, um Strukturen wie E-Mail Adressen an den richtigen Stellen 
zu zerlegen, insofern es gewünscht ist. Dann wird, anstelle der einfachen Kontrolle auf 
bestimmte Zeichen, eine Regel definiert, die angibt, auf Basis welcher Zeichen, die seit der 
letzten  Zerlegung  vorgekommen  sind,  eine  erneute  Trennung  des  Datenstroms 
vorgenommen werden soll.
Name Funktion
Lowercase Filter Wandelt alle Buchstaben in Kleinbuchstaben um.
Stoppwort Filter Entfernt  alle  in  einer  externen  Datei  gespeicherten 
Stoppwörter.
Stem Filter Bildet einen oder mehrere Wortstämme des jeweiligen 
Terms.
Tabelle 3: Analysefilter zur Datenaufbereitung
Abbildung 11: Indizierung mit Lucene
Mit  unterschiedlichen  Versionen  der  einzelnen  Filter  aus  Tabelle  3  ist  es  möglich 
verschiedene  Indizes  zu erstellen.  Dabei  hat  der  Stem Filter  die  größte  Bedeutung,  da 
durch die Anwendung verschiedener Algorithmen unterschiedlich gute Retrievalergebnisse 
erreicht  werden  können.  Die  Filter  zur  Analyse  sind  sprachabhängig,  da  für 
unterschiedliche Sprachen die Anwendung spezifischer Stoppwortlisten und Algorithmen 
zur Wortstammerzeugung zu empfehlen ist.
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3.1.2  Datenrepräsentation und -speicherung
Nachdem der Datenstrom analysiert wurde, muss er gesichert werden, damit er später für 
Anfragen wieder zur Verfügung steht. Dabei spielt die Art und Weise der Speicherung und 
die Repräsentation der Daten eine entscheidende Rolle, denn es müssen zwei elementare 
Anforderungen erfüllt werden. Erstens sollte die Struktur der Daten erhalten bleiben, so 
dass  eine  Zuordnung  der  Dokumente  zu  den  einzelnen  Termen  ermöglicht  wird  und 
zweitens sollte ein schneller Zugriff auf die Daten möglich sein, um eine Nutzeranfrage, 
auch  in  sehr  großen  Datenbeständen,  schnell  beantworten  zu  können.  Beide  Probleme 
können mit der sogenannten invertierten Datei  gelöst  werden. Spezielle Techniken,  die 
diesen zentralen Ansatz verfolgen werden in der entsprechenden Fachliteratur81 detailliert 
erläutert.  Die Idee dahinter  ist,  dass  im Information Retrieval  Kontext  nicht  die  Frage 
„Welche Terme enthält ein bestimmtes Dokument?“ entscheidend ist, sondern es muss die 
Frage  „Welche  Dokumente  enthalten  einen  bestimmten Term?“  beantwortet  werden.82 
Demzufolge  wird  eine  invertierte  Datei  (auch  als  Index  bezeichnet)  für  alle  in  einer 
Dokumentsammlung auftretenden Terme aufgebaut. Im einfachsten Fall könnte für jeden 
Term eine Liste der Dokumente gespeichert werden, die diesen Term enthalten.
Abbildung 12: Struktureller Aufbau eines Lucene Index
Die Apache Lucene API erstellt ebenfalls einen invertierten Index, der entweder ad hoc 
oder inkrementell erzeugt werden kann. Inkrementelles Indizieren ist von Vorteil, wenn ein 
bestehender Index erweitert werden soll. Dies wird in der Lucene API durch die Erzeugung 
von Indexsegmenten erreicht. Die Struktur eines mit Lucene erzeugten Indexes, der in eine 
81 Vgl. [Harman 1992a], [Salton & McGill 1983] S. 19ff
82 Vgl. [Gospodnetic & Hatcher 2005] S. 31
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bestimmte Anzahl von Segmenten unterteilt sein kann, besteht im wesentlichen aus vier 
Komponenten, die durch interne Repräsentationsstrukturen miteinander verknüpft sind. In 
Abbildung  12  sind  die  Bestandteile  eines  Lucene  Index  dargestellt.  Eine  sehr  genaue 
Beschreibung der  Struktur  eines  Apache  Lucene  Index wird  in  Anhang B des  Buches 
[Gospodnetic & Hatcher 2005] angegeben.
3.1.3  Gewichtungsfunktionen zur Rangfolgebestimmung
Eine der zentralen Komponenten jedes Retrievalsystems ist die Gewichtungsfunktion, die 
in  der  Literatur  als  Rankingfunktion,  als  Scoringfunktion  oder  auch  als 
Rankingalgorithmus bezeichnet wird. Mit Hilfe der Gewichtung wird die Rangfolge der 
Dokumente  bestimmt,  die  für  eine  spezifische  Anfrage  relevant  sind.  Eine 
Gewichtungsfunktion  setzt  sich  nach  [Chisholm  &  Kolda  1999] aus  den  drei 
Komponenten, lokale (Lij) und globale (Gi) Gewichtung und Normierung (Nj), zusammen. 
Diese drei  Bestandteile  lassen sich durch  Multiplikation  zu einer  Gewichtungsfunktion 
zusammenfassen, wobei einzelne Komponenten durch den Faktor 1 ersetzt werden können, 
wenn  sie  in  einer  speziellen  Anwendung  nicht  eingesetzt  werden  sollen.  Eine  kurze 
Zusammenfassung verschiedener Techniken auf Basis der genannten Komponenten wird 
beispielsweise in [Harman 1992b] S. 373ff angegeben.
3.1.3.1  Lokale Gewichtung - Termfrequenz (TF)
Die Termfrequenz (TF) gibt die Häufigkeit  des Auftretens eines Terms innerhalb eines 
Dokumentes  an.  In  der  Literatur  wird  die  Termfrequenz  deshalb  auch  als  lokale 
Gewichtung bezeichnet. Die einfache Termfrequenz allein, die der Summe des Auftretens 
eines Terms innerhalb eines Dokumentes entspricht, ist aus mehreren Gründen kein gutes 
Maß  zur  Gewichtung  der  Dokumente  bezüglich  einer  Anfrage.  Zum  einen  werden 
Dokumente, die länger sind und damit eine höhere Wahrscheinlichkeit für das Auftreten 
eines bestimmten Terms haben, bevorzugt, weil sie höhere Termhäufigkeiten erreichen und 
zum  anderen  entsteht  ein  Problem  mit  der  Aussagekraft  von  Termen,  die  in  einer 
vorhandenen Dokumentsammlung allgemein sehr häufig auftreten. Denn ein Term, der in 
jedem Dokument einer Sammlung enthalten ist, hat meist eine geringere Bedeutung als ein 
Term, der nur in einer speziellen Untergruppe von Dokumenten der Sammlung auftritt. In 
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Tabelle 4 sind die bewährten lokalen Gewichtungsfunktionen83 zusammengefasst. In den 
angegeben Formeln  steht  fij für  die  Häufigkeit  des  Auftretens  eines  Terms  i in  einem 
Dokument j, aj gibt die durchschnittliche Häufigkeit aller Terme in Dokument j an und xj 
beschreibt die maximale Häufigkeit der Terme in Dokument j.
Bezeichnung Formel
Binäre Gewichtung Lij = 0, wenn gilt: fij = 0
Lij = 1, wenn gilt: fij > 0
Häufigkeit des Terms Lij = fij
Logarithmische Häufigkeit Lij = 0, wenn gilt: fij = 0
Lij = 1 + log2(fij), wenn gilt: fij > 0
Normierte Logarithmische 
Häufigkeit
Lij = 0, wenn gilt: fij = 0
Lij =
1  log2  f ij
1 log2a j
, wenn gilt: fij > 0
Erweiterte normierte 
Termfrequenz
Lij = 0, wenn gilt: fij = 0
Lij = 0.5 0.5⋅
f ij
x j
 , wenn gilt: fij > 0
Tabelle 4: etablierte lokale Gewichtungsfunktionen
3.1.3.2  Globale Gewichtung - Inverse Dokumentfrequenz (IDF)
Das  am  meisten  verbreitete  globale  Gewichtungskriterium  ist  die  inverse 
Dokumentfrequenz  (IDF),  während die  Entropie  als  globales  Gewichtungsmaß seltener 
zum Einsatz kommt. 
Bezeichnung Formel
Inverse Dokumentfrequenz Gi = log2
N
ni

Probabilistische IDF Gi = log2
N − ni
ni

Entropie
Gi = 1∑
j =1
N
f ij
F i
log2
f ij
F i
log2 N
Globale Häufigkeit Gi =
F i
ni
Tabelle 5: etablierte globale Gewichtungsfunktionen
83 Vgl. [Chisholm & Kolda 1999] S. 4
Kapitel 3 - Systemaufbau und Implementierung 64
Die globale Gewichtung wird verwendet, um die Verteilung der Terme in der gesamten 
Dokumentsammlung  zu  berücksichtigen.  Die  IDF  wurde  zur  globalen  Gewichtung 
erstmals  in  [Sparck  Jones  1972] vorgestellt.  Die  Nutzung  der  Entropie  als 
Gewichtungsmaß  geht  auf  [Lochbaum  &  Streeter  1989] zurück.  Tabelle  5  gibt  einen 
Überblick über probate globale Gewichtungsfunktionen. Dabei steht N für die Anzahl der 
Dokumente in der Sammlung, ni gibt die Anzahl der Dokumente an, in denen der Term i 
auftritt  und  Fi gibt  die  Häufigkeit  des  Vorkommens  eines  Terms  i in  der  gesamten 
Sammlung an.
3.1.3.3  Normierung
Die Normierung ist die letzte der möglichen Komponenten einer Gewichtungsfunktion. 
Damit  wird  versucht,  die  Diskrepanzen  der  Gewichtung  zu  beseitigen,  die  durch 
unterschiedliche  Dokumentlängen  entstehen  können.  Das  am  meisten  genutzte 
Normierungsmaß ist  der  Cosinus.  Formel  (32)  zeigt  die  Cosinus  Normierung für  eine 
Gewichtungsfunktion mit lokaler und globaler Gewichtungskomponente.
N j =
1
∑i =0
m
Gi⋅Lij 
2 (32)
Mit dem Cosinus wird der Winkel zwischen Dokumentvektoren berechnet.84 Durch die 
Cosinus Normierung erhalten die individuellen Terme eines längeren Dokumentes kleinere 
Gewichte als entsprechende Terme in einem kürzeren Dokument. Dies führt dazu, dass 
kürzere Dokumente im Retrieval leicht bevorzugt werden.85 Die Pivot Normierung (33) 
versucht das Problem der Präferenz der kürzeren Dokumente zu lösen.
N j =
1
1− slope⋅ pivot  slope⋅l ij
(33)
Dabei  entspricht  lij der  Anzahl  der  unterschiedlichen Terme in  Dokument  j.  Die  Pivot 
Normierung wurde in  [Singal 1995] vorgeschlagen. Dabei wurde für  slope der Wert 0.2 
bestimmt und  pivot entsprach der durchschnittlichen Anzahl unterschiedlicher Terme je 
Dokument über die gesamte Sammlung. Das Prinzip der Pivot Normierung ist, dass der 
84 Vgl. Abschnitt 2.2.1.2
85 Vgl. [Chisholm & Kolda 1999] S. 7
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Zusammenhang zwischen der Wahrscheinlichkeit, dass ein Dokument relevant ist und der 
Wahrscheinlichkeit, dass ein Dokument gefunden wird auf die Dokumentlängen abgebildet 
wird. Dabei werden die beiden Kurven für die genannten Wahrscheinlichkeiten berechnet 
und ihr Schnittpunkt bildet dann das Pivot Element. Dabei haben die Dokumente links des 
Pivots eine höhere Wahrscheinlichkeit  gefunden zu werden als ihre Wahrscheinlichkeit 
relevant  zu  sein.  Für  die  Elemente  rechts  des  Pivot  gilt  das  Gegenteil.  Mit  der  Pivot 
Normierung kann man die  Gewichtung also so beeinflussen,  dass eine möglichst  hohe 
Relevanz für das Retrieval erreicht wird.86
3.1.3.4  Kombinationen der Gewichtungskomponenten
In der Forschung wurden in experimentellen Systemen unterschiedliche Kombinationen 
der in den vorigen Abschnitten genannten Formeln für die Komponenten der Gewichtung 
verwendet.  Im  SMART87 System  wurde  beispielsweise  Formel  (34)88 zur  Gewichtung 
angewendet. Dort wird die normierte logarithmische Häufigkeit zur lokalen Gewichtung 
und die Pivot  Normierung eingesetzt.  Auf die Verwendung einer globalen Gewichtung 
wird verzichtet.
1  log2  f ij / 1  log2 a j
1− slope⋅ pivot  slope⋅l ij
(34)
In den meisten Retrievalsystemen auf Basis  des Vektorraummodells kommt heutzutage 
eine  Kombination  aus  der  Termfrequenz  (logarithmische  Häufigkeit),  der  inversen 
Dokumentfrequenz und der Normierung mit dem Cosinus zum Einsatz. In Formel (35) ist 
die Berechnung dieser Gewichtung dargestellt.
1 log2 f ij⋅ log2 
N
ni

∑i =0
m
[1  log2  f ij ⋅log2 
N
ni
]
2 (35)
86 Vgl. [Singal 1995]
87 Eines der ersten Retrievalsysteme, welches an der Cornell Universität in den 1960er Jahren unter der 
Führung von Gerard Salton zu Forschungszwecken aufgebaut wurde und viele der heutigen Techniken 
des Information Retrieval hervorgebracht hat.
88 Vgl. [Kowalski & Maybury 2000] S. 114
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3.1.3.5  Gewichtungsfunktion der Apache Lucene API
Neben  den  bisher  beschriebenen  Komponenten  der  Gewichtung  gibt  es  noch  weitere 
Möglichkeiten, die die Bestimmung der Rangfolge von Dokumenten im Retrieval positiv 
beeinflussen  können.89 Eine  Möglichkeit  ist  die  Nutzung  des  Wissens  über  die 
Dokumentstruktur,  so  dass  Terme,  die  in  wichtigen  Dokumentteilen  wie  dem  Titel 
vorkommen,  ein  höheres  Gewicht  zugewiesen  bekommen  können.  Eine  andere 
Möglichkeit ist der Einsatz von Termgewichten, die vom Nutzer festgelegt werden können, 
um die Bedeutung der einzelnen Terme in einer Anfrage festzulegen, die aus mehreren 
Termen besteht. Diese beiden zusätzlichen Ansätze zur Gewichtung werden in der Lucene 
Scoringfunktion  verwendet.  Formel  (36)90 gibt  die  Berechnung  der  Gewichte  für  die 
Dokumente an, die für eine Anfrage relevant sind. In Tabelle 6 wird die Bedeutung der 
einzelnen Komponenten der Lucene Gewichtung erläutert.91
∑
t in q
[ tf t ind ⋅idf t ⋅boost t.f in d ⋅lNormt.f ind ]⋅coord q ,d ⋅qNormq (36)
Komponente Beschreibung
tf t ind  Termhäufigkeit des Terms t in Dokument d.
idf t  Inverse Dokumentfrequenz des Terms t.
boost t.f in d  Bewertungsfaktor für Feld f, in dem Term t vorkommt.
lNorm t.f in d  Normierungswert für ein Feld f, bei gegebener Anzahl 
von Termen des Feldes. Dieser Wert wird während der 
Indizierung bestimmt und im Index gespeichert.
coord q , d  Koordinierungsfaktor,  der  auf  der  Anzahl  der  Terme 
der Anfrage q innerhalb des Dokumentes d beruht.
qNormq  Normierungswert für eine Anfrage  q, die sich aus der 
Summe  der  quadrierten  Gewichte  jedes  Terms  t der 
Anfrage q zusammensetzt:
qNormq  =∑
t in q
idf t ⋅boost t.f in d 
Tabelle 6: Faktoren der Lucene Gewichtung
89 Vgl. [Harman 1992b] S. 376
90 Vgl. [Gospodnetic & Hatcher 2005] S. 78
91 Vgl. [Gospodnetic & Hatcher 2005] S. 79
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3.2  Ansätze zur Optimierung der Rechercheergebnisse
In der Forschung werden hauptsächlich zwei Kategorien der Verfahren zu Optimierung 
von Retrievalsystemen unterschieden.92 Einerseits  die  Ansätze,  die  vor  der  eigentlichen 
Durchführung  der  Suche  angewendet  werden  und  andererseits  Methoden,  die  auf  den 
Ergebnissen eines ersten Suchlaufs aufsetzen. Zu den Verfahren der ersten Klasse gehört 
der  Einsatz  von  Vokabularlisten  und  Begriffshäufigkeiten,  die  meist  in  sogenannten 
statistischen  Thesauri  zusammengefasst  werden.  Selten  steht  ein  manuell  angelegter 
Thesaurus zur Verfügung, der dann verwendet wird, um die Suchanfrage zu erweitern und 
damit bestenfalls das Retrievalergebnis zu verbessern. Die statistischen Thesauri können 
beispielsweise mit Hilfe der Clusteranalyse erstellt werden. Dabei werden meist Cluster 
der Terme gebildet, die die Beziehungen der Terme untereinander abbilden. Der zentrale 
Begriff der Verfahren zur Optimierung der Rechercheergebnisse ist die Erweiterung der 
Suchanfrage, die in der Fachliteratur auch als Query Expansion oder Query Modification 
bezeichnet  wird.  In  der  Forschung  haben  sich  für  die  in  Abschnitt  3.1  beschrieben 
Komponenten eines Retrievalsystems verschiedene Ansätze durchgesetzt,  die prinzipiell 
eine  ähnliche  Qualität  der  Rechercheergebnisse  erreichen.  Dies  führte  zu  der  Idee  die 
verschiedenen Ergebnisse zu kombinieren, um ein qualitativ noch hochwertigeres Retrieval 
zu erreichen. Dieser Ansatz ist in der Forschung unter den Termini Merging (Mischen) 
oder Data Fusion (Datenfusion) bekannt. Ziel der folgenden Abschnitte ist die ausführliche 
Erläuterung  der  Techniken  Query  Expansion,  Merging  und  Clustering.  Dabei  wird 
insbesondere  auf  die  Möglichkeiten  zur  Verbesserung  von  Retrievalergebnissen 
eingegangen.
3.2.1  Query Expansion
Die Query Expansion basiert  auf  der  Theorie  des  Relevanz-Feedbacks.  Die Grundidee 
dabei  ist,  die  ursprüngliche Suchanfrage mit  Termen zu erweitern,  die  relevant  für die 
Anfrage  des  Benutzers  sind  und zusätzlich  das  Vokabular  der  Autoren  der  relevanten 
Dokumente enthalten. Damit wird es möglich, die Diskrepanz zwischen dem Vokabular 
des Benutzers des Systems und der Autoren der im Korpus enthaltenen Dokumente zu 
beseitigen oder wenigstens zu verringern. Für das Relevanz-Feedback werden Dokumente 
oder Terme der Dokumente benötigt, die als relevant oder irrelevant für eine bestimmte 
92 Vgl. [Salton & McGill 1983] S. 150
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Anfrage eingestuft sind. Diese Bewertung kann entweder durch den Nutzer des Systems 
(User Relevanz-Feedback) oder automatisch durch das System selbst (Pseudo-Relevanz-
Feedback oder auch Blind Feedback) erfolgen. In [Rocchio 1971] wurde das Konzept des 
Relevanz-Feedbacks  erstmals  dokumentiert.  In  dem  genannten  Buchauszug  wurde  die 
Formel  (37)93 erarbeitet.  Dabei  steht  Qn für  den  überarbeiteten  Anfragevektor,  Qo 
repräsentiert  den  originalen  Anfragevektor,  r bzw.  nr entsprechen  der  Anzahl  der 
relevanten respektive irrelevanten Dokumente und DRi bzw.  DNRi sind die Vektoren der 
relevanten respektive irrelevanten Dokumente. Zusätzlich wird mit Hilfe der Konstanten
 ,  und  das Gewicht der einzelnen Komponenten der Formel festgelegt.
Qn = Q o  ∑
i =1
r
DRi − ∑
j =1
nr
DNRi (37)
Mit  Hilfe  dieser  Formel  kann  sowohl  positives  als  auch  negatives  Feedback  zur 
Berechnung des neuen Anfragevektors verwendet werden. In der Anwendung lohnt sich 
der Einsatz des positiven Feedbacks mehr als die Verwendung des negativen Feedbacks. 
Der  Grund  ist,  dass  der  Anfragevektor  mit  dem  positiven  Feedback  in  Richtung  der 
relevanten Dokumente verschoben wird, während er beim negativen Feedback von den 
irrelevanten Dokumente weg bewegt wird.  Was aber nicht  zwangsläufig bedeutet,  dass 
diese Verschiebung dann in Richtung der relevanten Dokumente erfolgt.
Abbildung 13: Feedback im Retrievalprozess
93 Vgl. [Kowalski & Maybury 2000] S. 176
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In Abbildung 13 wird ein stark vereinfachter Retrievalprozess mit Query Expansion  auf 
Basis von positivem Relevanz-Feedback dargestellt. Dabei entsprechen die gestrichelten 
Linien  den  Feedbackpfaden für  User  Relevanz-Feedback (oben)  und Pseudo-Relevanz-
Feedback (unten).
3.2.2  Re-Ranking
Unter Re-Ranking versteht man die Veränderung der Rangfolge von Dokumenten in einem 
Rechercheergebnis  eines  Retrievalsystems.  Das  Ziel  dabei  ist  üblicherweise  die 
Verbesserung der Qualität des Gesamtergebnisses. Im Bereich der Re-Ranking Verfahren 
wird  im  Information  Retrieval  relativ  wenig  geforscht,  weil  das  Verfahren  von  der 
Grundidee her ein geringeres Potenzial zur Verbesserung der Rechercheergebnisse hat, als 
beispielsweise die Query Expansion. Die Ansätze zur Verbesserung der Rangfolge von 
Dokumenten sind unterschiedlich und deshalb kaum mit experimentellen Studien belegt. 
Im Rahmen dieser Arbeit wird versucht das Re-Ranking einer Ergebnisliste auf Basis von 
Clustering durchzuführen. Dabei wird die vorhandene Ergebnisliste in Cluster partitioniert 
und mit Hilfe dieser Gruppen von Dokumenten wird anschließend eine weitere Rangfolge 
der Dokumente erzeugt.
3.2.3  Merging
Der Einsatz von Merging Strategien im Information Retrieval kann mit der sogenannten 
Fusions  Hypothese  begründet  werden.  Dabei  wird  angenommen,  dass  Ergebnislisten 
unterschiedlicher  Retrievalsysteme  oder  Retrievalmodelle  eine  hohe  Überlappung 
relevanter Dokumente und gleichzeitig eine geringe Überlappung irrelevanter Dokumente 
aufweisen  und  es  demzufolge  möglich  ist,  mit  einer  Kombination  unterschiedlicher 
Ergebnislisten, die diese Annahme erfüllen, bessere Retrievalergebnisse zu erreichen. In 
der Forschung wurde das Fusions Problem anfangs zur Erzeugung einer Ergebnisliste aus 
mehreren  Ergebnissen  verwendet,  die  aus  verschiedenen  Formulierungen  einer 
Suchanfrage  entstanden.94 In  weiteren  Experimenten  ging  man  dazu  über,  die 
Anwendbarkeit  des  Merging  Ansatzes  für  die  Fusionierung  ganzer  Ergebnislisten  zu 
testen.95 Das Problem dieser Fusions Hypothese ist, dass zur Bestimmung der Überlappung 
von  Ergebnislisten  Relevanzbewertungen  benötigt  werden  und  dass  sie  nicht  in  allen 
94 Vgl. [Fox & Shaw 1994]
95 Vgl. [Voorhees 1995], [Craswell 1999], [Zhang 2001]
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Fällen gilt. Die Überlappung der relevanten Dokumente wird mit Formel (38) berechnet 
und die Überlappung der irrelevanten Dokumente kann analog nach Formel (39) erfolgen. 
Dabei stehen Ri und Ni für die Summe der relevanten (Ri) und irrelevanten (Ni) Dokumente 
in  einer  Ergebnisliste  i.  Die  Berechnung dieser  Überlappungsfaktoren wurde  von  [Lee
1997] auf der Basis einer ausführlichen Studie vorgeschlagen.
Roverlap =
2⋅Rcommon
R1  R2
(38)
N overlap =
2⋅N common
N 1  N 2
(39)
Unlängst  wurden  aber  auch  weitere  Experimente  zum  Merging  durchgeführt,  die  die 
Fusions Hypothese nach  [Lee 1997] teilweise widerlegen.96 Die Schlussfolgerung dieser 
Studie  ist,  dass  die  Ergebnislisten,  die  fusioniert  werden,  jeweils  viele  relevante 
Dokumente aufweisen müssen,  die  in der jeweils  anderen Ergebnisliste  nicht  enthalten 
sind.  Zusätzlich  sollten  diese  Dokumente  einen  hohen  Rang  in  der  entsprechenden 
Ergebnisliste  haben.  Leider  haben  die  Autoren  der  Studie  aber  auf  eine  genauere 
Formulierung  ihrer  Fusions  Hypothese  verzichtet.  Zusammenfassend  kann  festgehalten 
werden,  dass  die  Überlappungsfaktoren  der  Ergebnislisten  allein  keinen  überragenden 
Indikator für die Verbesserung von Retrievalergebnissen auf Basis von Merging bilden.
3.2.3.1  Merging auf Basis von Rang und Score
In  diesem  Abschnitt  werden  etablierte  Ansätze  zur  Umsetzung  der  Fusion  von 
Ergebnislisten  vorgestellt.  Es  gibt  verschiedene  Merkmale von Ergebnislisten,  die  zum 
Merging verwendet werden können. Das einfachste ist die Reihenfolge der Dokumente, 
der auch als Rang bezeichnet wird. Das sogenannte Round Robin Merging verwendet den 
Rang der Dokumente zum Erzeugen einer gemeinsamen Ergebnisliste. Das Verfahren wird 
beispielsweise  auch  in  der  Betriebssystemtheorie  zum  Scheduling  von  Prozessen 
verwendet. Bei diesem Ansatz wird jeder Ergebnisliste der Reihe nach jeweils ein Element 
entnommen und in der resultierenden Ergebnisliste platziert. Wenn jeder Ergebnisliste ein 
Element  entnommen  wurde,  beginnt  der  Vorgang  von  vorn,  bis  die  Elemente  aller 
Ergebnislisten in der gemischten Ergebnisliste enthalten sind. Dieses Verfahren ist sehr 
96 Vgl. [Beitzel 2003]
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einfach und robust, erreicht aber in der Anwendung beim Merging nur mäßige Ergebnisse. 
Mit einem anderen Merkmal der Ergebnislisten, dem sogenannten Retrieval Status Wert 
(RSV) oder auch Score können weitaus bessere Ergebnisse erzielt werden. Der einfachste 
Ansatz  auf  Basis  des  RSV ist  das  sogenannte  Raw Score  Merging.  Dabei  werden die 
Dokumente aller zu fusionierenden Ergebnislisten in eine Liste eingefügt, nach ihrem RSV 
sortiert und anschließend werden mehrfach enthaltene Dokumente eliminiert. Zusätzlich 
kann dabei noch für jede verwendete Ergebnisliste ein entsprechendes Gewicht vergeben 
werden,  um die  unterschiedliche  Qualität  der  jeweiligen Listen mit  in  die  Datenfusion 
einzubringen. Weitere in der Forschung entwickelte Operatoren auf RSV Basis sind in 
Tabelle 7 zusammengefasst.
Bezeichnung Fomel Erläuterungen
Sum RSV ∑
1
k
i⋅RSV k
RSVk Retrieval Status Wert von 
Dokument k in Liste i
i Bewertungsfaktor für
Liste i
Norm Max ∑
1
k
i⋅
RSV k
Max i
Maxi Maximaler Retrieval 
Status Wert in Liste i
Norm RSV ∑
1
k
i⋅
RSV k − Mini
Max i − Mini
Mini Minimaler Retrieval 
Status Wert in Liste i
Z-score ∑
1
k
i⋅
RSV k − Meani
StDev i
 i 
i =
Meani − Mini
StDevi
Meani
StDevi
Durchschnittlicher 
Retrieval Status Value in 
Liste i
Standardabweichung vom 
Durchschnitt in Liste i
Norm by top-k ∑
1
k
i⋅
RSV k
RSV top−k
RSVtop-k Mittlerer Retrieval Status 
Wert der top-k 
Dokumente in Liste i
Tabelle 7: Merging Operatoren auf RSV Basis
3.2.3.2  Merging auf Basis zusätzlicher Information
Neben den schon beschriebenen Ansätzen gibt es noch weiterführende Ideen, bei denen die 
Inhalte  der  Dokumente  zur  Fusionierung  verwendet  werden.  Diese  Verfahren  setzen 
voraus,  dass  die  Inhalte  der  Dokumente  zur  Verfügung  stehen.  In  [Zhang  2001] wird 
beispielsweise  ein  Ansatz  vorgestellt,  bei  dem  die  Fusion  auf  Basis  von  Dokument 
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Clustering durchgeführt wird. Die Ergebnisse dieser experimentellen Studie zeigen, dass 
dieses Verfahren den Ansätzen auf Basis des RSV leicht überlegen ist. Diesem Erfolg steht 
der  enorme  Aufwand  gegenüber,  der  zum  Clustern  der  vorhandenen  Ergebnislisten 
erforderlich ist.
3.2.4  Clustering
In  diesem  Abschnitt  werden  einige  Ansätze  der  Anwendung  der  Clusteranalyse  zur 
Optimierung  von  Retrievalergebnissen  vorgestellt.  Eine  ausführliche  Erläuterung  der 
Prozesse  der  Clusteranalyse  selbst  ist  in  Kapitel  zwei  gegeben.  Prinzipiell  wird  die 
Clusteranalyse zur Optimierung angewendet, weil man sich erhofft dadurch Beziehungen 
zwischen den Dokumenten oder Termen herstellen zu können, die dann eingesetzt werden, 
um die Anfrage oder die Ergebnisliste zu verbessern. Es gibt also praktisch zwei Ziele, die 
mit dem Clustering verfolgt werden können. Zum einen können mit der Erweiterung der 
Anfrage mehr und vor allem andere relevante Dokumente gefunden werden, als mit der 
ursprünglich formulierten Anfrage gefunden wurden und zum anderen soll die Verteilung 
der relevanten Dokumente in einer Ergebnisliste so optimiert werden, dass im Idealfall die 
relevanten Dokumente von den irrelevanten Dokumenten separiert sind und dem Nutzer 
nur die Menge der relevanten Dokumente präsentiert wird.
3.2.4.1  Term Clustering
Term Clustering wird am häufigsten zur Erzeugung statistischer Thesauri verwendet. Im 
Wesentlichen wird dabei auf Basis verschiedener Annahmen versucht, die Verteilung der 
Terme  in  der  Dokumentsammlung  zu  nutzen,  um Beziehungen  zwischen  den  Termen 
herzustellen. Zur Bildung dieser Thesauri ist die Betrachtung aller Dokumente nötig. Zur 
Query Expansion kann Term Clustering ebenso verwendet werden. Dabei wird aber nur 
eine  beschränkte  Menge  an  Dokumenten  betrachtet,  meist  die  Ergebnismenge  einer 
initialen Suche. Deshalb wird in diesem Zusammenhang von lokalem Clustern gesprochen. 
Diese Cluster enthalten Terme, die in Korrelation zu den Termen der Anfrage stehen und 
damit zu weiteren Dokumenten führen, die relevant für die ursprüngliche Anfrage sind. Im 
Wesentlichen  existieren  drei  unterscheidbare  Konzepte  für  die  Bildung  lokaler 
Termcluster97.  Die  Assoziationscluster98 basieren  auf  dem gemeinsamen  Auftreten  von 
97 Vgl. [Baeza-Yates & Ribeiro 2005] S. 124
98 Vgl. [Baeza-Yates & Ribeiro 2005] S. 125
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Termen innerhalb der Dokumente und bilden das einfachste Verfahren zum Clustern von 
Termen.  Die  Annahme  hinter  dieser  Idee  ist,  dass  Terme,  die  häufig  gemeinsam  in 
Dokumenten auftreten,  eine Synonymiebeziehung haben,  dass heißt  sie  sind mit  hoher 
Wahrscheinlichkeit  für ein bestimmtes Thema relevant.  Die Assoziationscluster  werden 
aufgrund der dahinter stehenden Annahme auf Basis der Termhäufigkeiten gebildet. Ein 
weiteres  Konzept  bilden  die  metrischen  Cluster99.  Mit  den  metrischen  Clustern  wird 
versucht das Konzept der Assoziationscluster zu erweitern, indem die Position der Terme 
innerhalb der Dokumente mit in die Bildung der Cluster einbezogen wird. Dabei wird der 
Abstand von gemeinsam auftretenden Termen bei  der Bestimmung der Korrelation der 
Terme berücksichtigt. Den letzten Ansatz bilden die sogenannten skalaren Cluster100. Bei 
diesem Konzept, was mit der lokalen Kontext Analyse101 verwandt ist, wird die Umgebung 
der Terme eingesetzt, um die Korrelation der Terme zu bestimmen. Bei diesem Ansatz 
werden die  Beziehungen der Terme zueinander  nicht  direkt aus den Eigenschaften der 
Terme selbst, sondern indirekt aus der Nachbarschaft der Terme abgeleitet. Dabei gilt, je 
höher der Grad der Übereinstimmung der Nachbarschaft der Terme ist, umso stärker ist die 
Beziehung, die zwischen beiden Termen besteht. In dieser Arbeit wurden die ersten beiden 
beschriebenen  Ansätze  mit  dem  Ziel  der  Verbesserung  der  Query  Expansion 
implementiert.
3.2.4.2  Dokument Clustering
Der konträre Ansatz zum Term Clustering ist das Dokument Clustering. Dabei werden die 
Dokumente auf Basis ihrer Terme in Klassen eingeteilt. Die Motivation der Anwendung 
des  Dokument  Clusterings  kann  mit  der  Cluster  Hypothese102 nach  van  Rijsbergen 
begründet  werden.  Die  Cluster  Hypothese  besagt,  dass  eng  verbundene  Dokumente 
tendenziell  für  die  gleichen  Anfragen  relevant  sind.  Das  Dokument  Clustering  wurde 
anfangs zur Verbesserung der Antwortzeit von Retrievalsystemen verwendet, indem die 
komplette Dokumentsammlung vor dem eigentlichen Retrieval in Klassen eingeteilt wird, 
um somit Anfragen nur noch mit den Clustern bzw. deren Repräsentanten vergleichen zu 
müssen und nicht mit allen Dokumenten einer Sammlung. Damals wurden Dokumente in 
Datenbanken  gespeichert  und  die  Dokumente  wurden  sequentiell  mit  der  Anfrage 
99 Vgl. [Baeza-Yates & Ribeiro 2005] S. 126
100 Vgl. [Baeza-Yates & Ribeiro 2005] S. 127
101 Vgl. [Xu 2000]
102 Vgl. [van Rijsbergen 1999] S. 45
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abgeglichen,  um  die  relevanten  Dokumente  zu  bestimmen.  Die  Hauptanwendung  des 
Dokument  Clustering  ist  deshalb  das  Cluster-basierte  Retrieval.  Dabei  kann  die 
Clusterstruktur ähnlich, wie eben beschrieben zur Verbesserung der Suche benutzt werden. 
In diesem Fall werden zusätzlich die Beziehungen zwischen den Dokumenten, die in einer 
hierarchischen Clusterstruktur abgebildet sein können, für die Suche verwendet, um damit 
ein  besseres  Rechercheergebnis  zu  erreichen.103 In  der  vorliegenden  Arbeit  wird  der 
Einsatz des Dokument Clustering zur Query Expansion untersucht. Auch hier ist das Ziel 
die Verbesserung der Retrievalergebnisse.
3.3  Implementierung der Komponenten zur Optimierung der Retrievalergebnisse
Die Umsetzung der  Komponenten  zur  Optimierung der  Retrievalergebnisse  erfolgte  in 
mehreren Schritten. Zuerst wurde die Query Expansion implementiert und getestet. Danach 
wurden  Merging  und  Clustering  als  separate  Bestandteile  des  Systems  entwickelt. 
Schließlich wurde die Komponente Query Expansion so erweitert, dass die Ergebnisse des 
lokalen Term bzw. Dokument Clusterings zusätzlich verwendet werden können. Alle im 
Rahmen dieser Arbeit  implementierten Klassen sind in Anhang A aufgelistet  und kurz 
beschrieben.
3.3.1  Query Expansion
Die Query Expansion wurde als zusätzliche Klasse für den Suchprozess im existierenden 
System  implementiert,  so  dass  sie  praktisch  in  jeder  der  vorhandenen  Suchmethoden 
aufgerufen werden kann. Der Suchprozess ist im System stark an den Aufbau der Lucene 
API gekoppelt. Im Grunde werden für die Suche in Lucene nur drei Objekte benötigt: der 
Index104,  die  Analyzer (Analysefilter)105 und das  Query (Suchanfrage).  Die Suchanfrage 
wird im System durch das Objekt  Topic gekapselt, welches die Anfrage in strukturierter 
Form enthält.  Die Suchfunktion verwendet diese Objekte und erzeugt das Objekt  Hits, 
welches aus einer nach Relevanz sortierten Dokumentliste besteht. Bevor der Aufruf der 
Suchfunktion  erfolgen  kann,  muss  sichergestellt  sein,  dass  die  Analyzer mit  denen 
übereinstimmen, die zur Erstellung des Index verwendet wurden. Im nächsten Schritt muss 
das Topic Objekt in ein Query Objekt gekapselt werden. Dieser Prozess wird als Anfrage 
103 Vgl. [Willett 1988] S. 578
104 Siehe Abschnitt 3.1.2
105 Siehe Abschnitt 3.1.1
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Konstruktion bezeichnet. In einer experimentellen Studie106 wurden einige Verfahren der 
Anfrage Konstruktion untersucht und verglichen, um den besten Ansatz zu bestimmen. Die 
implementierte Query Expansion Klasse verwendet die Objekte Analyzer,  Hits und Topic 
und erhält zusätzlich ein Feld mit  n Referenzen auf Elemente des  Hits Objektes, die zur 
Erweiterung der Anfrage verwendet werden sollen. In der Klasse selbst stehen zusätzlich 
weitere Parameter zur Verfügung. Der hierbei wichtigste Wert ist  num_min_term_occur 
(F),  mit dem festgelegt wird, mit welcher Häufigkeit ein Term in den zur Erweiterung 
genutzten  Dokumenten  mindestens  vorkommen  muss,  damit  er  zur  Erweiterung  der 
ursprünglichen Anfrage verwendet wird. Die  Query Expansion Klasse implementiert nur 
eine  Funktion,  welche  ein  Query Objekt  erzeugt,  das  dann  mit  einer  vorhandenen 
Suchfunktion verarbeitet werden kann. Zur Erzeugung des Query Objekts muss das Topic 
Objekt  mit  Hilfe  der  Analyzer so  aufbereitet  werden,  dass  es  mit  den  Inhalten  der 
Dokumente verglichen werden kann. Der Zugriff auf diese Inhalte erfolgt über das  Hits 
Objekt,  welches  praktisch  einen  Auszug  des  Index enthält.  Aus  den  per  Parameter 
übergebenen Referenzen werden nun die enthaltenen Terme extrahiert  und gespeichert. 
Alle  Terme,  die  mit  einer  Mindesthäufigkeit  von  num_min_term_occur  (F) auftreten, 
werden gesichert, wobei die Struktur der Dokumente berücksichtigt wird. Das heißt ein 
Term, muss innerhalb der Dokumente in dem gleichen Strukturelement  (beispielsweise 
dem Abstract) mit dieser Mindesthäufigkeit auftreten. Dies ermöglicht später die gezielte 
Suche dieses Terms in dem entsprechenden Strukturelement der Dokumente. Mit Hilfe der 
ausgewählten  Terme  und  der  zugrunde  liegenden  Dokumentstruktur  wird  dann  eine 
erweiterte Anfrage konstruiert.
3.3.2  Re-Ranking
Das Re-Ranking einer Ergebnisliste wird direkt bei der Erzeugung selbiger ausgeführt und 
kann über einen Parameter ein- und ausgeschaltet werden.  Dabei wird zu den RSV Werten 
der Dokumente, die in der Rangfolge oberhalb eines per Parameter festzulegenden Wertes 
liegen, zusätzlich ein Ähnlichkeitswert addiert, der für das entsprechende Dokument mit 
Hilfe  der  Clusteranalyse  bestimmt  wurde.  Somit  entsteht  eine  neue  Ergebnisliste,  die 
mittels Re-Ranking auf Basis von lokalem Dokument Clustering erzeugt wurde.
106 Vgl. [Kürsten & Eibl 2006] S. 2
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3.3.3  Merging
Das  Merging  wurde  in  einem eigenen  Paket  gleichen  Namens  implementiert.  Für  die 
Datenfusion ist  es  erforderlich die  Ergebnisse  einzelner  Systemkonfigurationen explizit 
auszuwählen. Dazu war die Implementierung einer kleinen Benutzeroberfläche (Merging 
Wizard)  nötig,  die  die  vorhandenen  Systemkonfigurationen  anzeigt  und  nach  einer 
entsprechenden Auswahl überprüft, ob die gewählten Konfigurationen fusioniert werden 
können. Dazu muss geprüft werden, ob die verwendeten Topics identisch sind. Nach dieser 
Überprüfung  werden  die  entsprechenden  Dokumentlisten  an  den  Merge  Wrapper 
übergeben.  Der  Merge  Wrapper ist  eine  abstrakte  Klasse,  in  der  die  Funktion  merge 
definiert wird. Die Implementierung der merge Funktion erfolgt in den von der abstrakten 
Klasse  Merge Wrapper abgeleiteten Klassen  Raw Score,  Round Robin,  Sum RSV,  Norm 
MaxRSV,  Norm  RSV,  Norm  Top-k und  Z-Score nach  den  entsprechenden 
Berechnungsvorschriften  aus  Abschnitt  3.2.2.1.  Der  positive  Einfluss  dieser  Merging 
Techniken  auf  das  Rechercheergebnis  bei  der  Vereinigung  zweier  unterschiedlicher 
Ansätze zur Indizierung wurde im Rahmen dieser Arbeit in einer experimentellen Studie 
untersucht und nachgewiesen.107 Außerdem wurde ein Merging Verfahren auf Basis von 
Clustering implementiert, welches in Abschnitt 3.3.4.7 beschrieben wird. Die Ergebnisliste 
eines Merging Prozesses wird im System als zusätzliche Konfiguration gesichert, damit sie 
später zu Vergleichszwecken zur Verfügung steht.
3.3.4  Clustering
Die  Implementierung  der  Clusteranalyse  erfordert  einige  Vorbetrachtungen.  Zur 
Umsetzung  der  Clusteranalyse  wurde  in  der  Entwurfsphase  auf  die  in  Kapitel  2.1 
beschriebenen,  elementaren  Bestandteile  der  Clusteranalyse  zurückgegriffen.  Deshalb 
lassen  sich  die  Komponenten  Datenabstraktion  und  -repräsentation,  Bestimmung  der 
Objektähnlichkeit  und  Cluster-Algorithmus  auch  in  der  im  Rahmen  dieser  Arbeit 
entwickelten Implementation wiederfinden.
Zur effektiven Anwendung von Clustering ist ein Zugriff sowohl auf die Dokumente als 
auch auf deren Inhalte  (die Terme) nötig.  Speziell  für  das  Dokument  Clustering ist  es 
erforderlich,  dass  über  einen  Dokumentidentifikator  auf  die  Terme  der  Dokumente 
107 Vgl. [Kürsten & Eibl 2006] S. 5
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zugegriffen werden kann. Unglücklicherweise bietet ein invertierter Index keine effektive 
Möglichkeit,  diese Zugriffsstruktur zu nutzen.  Demzufolge gab es für den Entwurf der 
Clustering Komponente zwei Möglichkeiten. Entweder die Erweiterung der Lucene API 
oder die Implementation einer separaten Datenstruktur mit entsprechenden Funktionen zur 
Erzeugung der Dokumentrepräsentation. Da die Erweiterung der Lucene API weitläufige 
Veränderungen in der Indexstruktur und damit in sämtlichen Funktionen der API zur Folge 
gehabt  hätte,  wurde  eine  separate  Datenstruktur  zum  Clustern  entwickelt  und 
implementiert.
3.3.4.1  Datenrepräsentation
Die  Umsetzung  der  Dokument-  bzw.  Termrepräsentation  erfolgt  in  der  Klasse  Data 
innerhalb des Clustering Paketes. Die Klasse Data verarbeitet die Objekte Hits,  Analyzer 
und  Topic und bildet daraus Dokumentvektoren auf Basis  der Terme selbst,  sowie auf 
Basis  der  Gewichtungsfunktionen  Termfrequenz,  inverse  Dokumentfrequenz  oder  dem 
Produkt  der  inversen  Dokumentfrequenz  und  der  Termfrequenz.  Zusätzlich  werden 
Termvektoren  auf Basis des Auftretens der Terme in den Dokumenten gebildet,  damit 
auch Termbeziehungen in Clustern abgebildet werden können. Die Klasse  Data erzeugt 
demzufolge eine Datenrepräsentation, wie sie in Abschnitt 2.1.1 beschrieben wurde.
3.3.4.2  Bestimmung der Objektähnlichkeit
Die Bestimmung der Objektähnlichkeiten erfolgt im Paket Similarity. Zur Ausführung der 
Berechnungen wird dabei auf die entsprechenden Datenstrukturen Dokumentvektor oder 
Termvektor  aus  der  Klasse  Data zurückgegriffen.  Die  Klasse  Similarity bereitet  die 
Datenstrukturen für die Bestimmung der Ähnlichkeit vor. Innerhalb der Klasse existieren 
drei  verschiedene  Funktionen  zur  Vorbereitung  der  Vektoren.  Diese  werden  für  die 
folgenden  unterschiedlichen  Arten  von  Ähnlichkeitsbestimmungen  benötigt,  wobei  die 
Objekte entweder Terme oder Dokumente sind:
• Bestimmung der Ähnlichkeit zweier Objektvektoren.
• Bestimmung  der  Ähnlichkeit  zwischen  einem  Objektvektor  und  einem 
Clusterzentrum.
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• Bestimmung der Ähnlichkeit zweier Clusterzentren.
Dabei  sind  die  Ähnlichkeitsbestimmungen  mit  Clusterzentren  nur  für  Verfahren 
erforderlich,  die  die  Clusterzentren  zur  Bildung  der  Cluster  benötigen.  Dies  trifft 
beispielsweise  auf  das  k-means  Clustering  und seine  Variationen zu.  Neben  den  eben 
beschriebenen  Funktionen  enthält  die  Klasse  Similarity eine  abstrakte  Funktion  zur 
tatsächlichen Berechnung der Ähnlichkeiten. Diese kann in einer von der Klasse Similarity 
abgeleiteten  Klasse  implementiert  werden.  Im Rahmen  dieser  Arbeit  wurden dazu  die 
Klassen  Cosine Coefficient,  Dice Coefficient,  Jaccard Coefficient und  Ward Coefficient 
implementiert.  Der  mathematische  Hintergrund  dieser  Funktionen  zur  Berechnung  der 
Ähnlichkeit  wurde  in  den entsprechenden Abschnitten in  Kapitel  zwei  behandelt.  Eine 
Ausnahme bildet  hier  der  Ward Coefficient,  der  anstelle  der  Ähnlichkeit  den  Abstand 
zweier Vektoren auf Basis der Euklid'schen Distanz berechnet.
3.3.4.3  Cluster-Algorithmen
In den folgenden Abschnitten werden die implementierten Algorithmen zur Gruppierung 
der Daten vorgestellt. Hauptsächlich wurden die zwei am weitesten verbreiteten Ansätze 
umgesetzt. Zum einen das hierarchische Clustering und zum anderen das partitionierende 
Clustering  auf  Basis  von  MacQueen's  k-means  Algorithmus.  Auch  für  die  Cluster-
Algorithmen wurde ein eigenständiges Paket namens Algorithms angelegt. Innerhalb dieses 
Paketes  existiert  eine  gleichnamige  abstrakte  Klasse,  die  alle  wichtigen  Funktionen 
definiert:
• cluster:  Zur  Implementierung  eines  speziellen  Cluster-Algorithmus  in  einer 
abgeleiteten Klasse.
• get_cluster_weigth: Zur Bewertung der erzeugten Cluster bezüglich der Anfrage.
• get_cluster_homogenity: Zur Bewertung der Qualität der Cluster.
• set_similarity_measure:  Zur  Festlegung  des  zu  verwendenden  Ähnlichkeits-
koeffizienten.
• get_similarity_measure: Zur Rückgabe des verwendeten Ähnlichkeitskoeffizienten.
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Neben diesen Funktionen, die ein spezieller  Cluster-Algorithmus implementieren muss, 
sind in der Klasse Algorithms zwei Funktionen zur Normierung der Cluster-Gewichte und 
der  Homogenität  der  Cluster  implementiert,  mit  deren  Hilfe  die  Werte  dieser  beiden 
Qualitätsmaße in den einheitlichen Wertebereich von 0 bis 1 gebracht werden.
3.3.4.3.1  Hierarchische Cluster-Algorithmen
Die Umsetzung der hierarchischen Cluster-Algorithmen erfolgte mit Hilfe des in Abschnitt 
2.3.2.2  erläuterten  allgemeinen  Algorithmus.  Dieser  ist  in  der  abstrakten  Klasse  Hac 
implementiert, die von der im vorigen Abschnitt eingeführten Klasse Algorithms abgeleitet 
ist.  Die Klasse  Hac implementiert  die  Funktion  cluster.  Dabei  wird eine  hierarchische 
Baumstruktur  aufgebaut,  die  die  Cluster  repräsentiert.  Diese  wird  jedoch  nachträglich 
wieder in eine normale Partitionierung der Objektmenge überführt, damit die Ergebnisse 
aller Cluster-Algorithmen direkt miteinander verglichen werden können. Der Aufbau der 
hierarchischen  Clusterstruktur  erfolgt  in  dieser  Implementierung  auf  Basis  der  Lance-
Williams  Update  Formel,  die  ebenfalls  Abschnitt  2.3.2.2  vorgestellt  wurde.  Zusätzlich 
enthält die Klasse  Hac neben zwei abstrakten Funktionen zur Festlegung und Rückgabe 
des  verwendeten  Ähnlichkeitskoeffizienten  eine  ebenfalls  abstrakte  Funktion,  die  die 
Parameter der Lance-Williams Update Formel beinhaltet. Deshalb erfolgt die tatsächliche 
Implementierung  der  hierarchischen  Cluster-Algorithmen  in  den  von  der  Klasse  Hac 
abgeleiteten Klassen  Hac Centroid,  Hac Complete Link,  Hac Group Average Link,  Hac 
Single Link,  Hac Median und  Hac Ward. Diese abgeleiteten Klassen implementieren die 
abstrakten Funktionen zum Setzen und zur Rückgabe des Ähnlichkeitskoeffizienten und 
die Funktion  lance_williams_uf, die die Parameter für die entsprechenden hierarchischen 
Verfahren108 setzt. Die aufgeführten hierarchischen Clusterverfahren sind mit Ausnahme 
des Verfahrens nach Ward, was nur mit dem Ward Coefficient verwendet werden kann, mit 
jedem der implementierten Ähnlichkeitskoeffizienten109 kompatibel.
3.3.4.3.2  Partitionierende Cluster-Algorithmen
Die partitionierenden Algorithmen, die für die vergleichende Studie der Clusterverfahren 
implementiert wurden, basieren auf dem in Abschnitt 2.3.3.2.3 beschriebenen Algorithmus 
nach MacQueen. Beim Entwurf der Implementation wurde insbesondere darauf geachtet, 
108 Vgl. Abschnitt 2.3.3.2, Tabelle 2
109 Vgl. Abschnitt 3.3.4.2
Kapitel 3 - Systemaufbau und Implementierung 80
dass existierende Probleme, für die bereits Verbesserungsvorschläge aus der Forschung 
existieren, mit Hilfe von variabel ersetzbaren Programmteilen umgangen werden können 
bzw. verschiedene Ansätze zur Verbesserung angewendet werden können. Somit  ist  es 
möglich, die unterschiedlichen Vorschläge aus der Forschung zu testen.
Der  essentielle  Begriff  des  k-means  Algorithmus,  aber  auch  vieler  anderer 
partitionierender Algorithmen, ist das Clusterzentrum. Das Clusterzentrum wird in der im 
Rahmen dieser Arbeit durchgeführten Implementation durch die Elemente des Clusters und 
damit  durch  deren  Vektoren  gebildet.  Es  entspricht  also  dem  durchschnittlichen 
Objektvektor.  Zur  Umsetzung  der  Clusterzentren  wurde  eine  eigene  Klasse  namens 
Kmeans  Centroid erzeugt,  die  ein  solches  Clusterzentrum  repräsentiert.  Diese  Klasse 
besteht  im wesentlichen  Kern  aus  einer  Funktion  zur  Berechnung des  Zentrums einer 
Menge von Objektvektoren. Die Kmeans Centroid Klasse enthält neben dieser elementaren 
Funktion  weitere  Funktionen  zum Hinzufügen  und  Löschen  von  Objektvektoren  bzw. 
deren  Repräsentanten  sowie  zur  Rückgabe,  der  im  Cluster  enthaltenen 
Objektrepräsentationen sowie eine Funktion, die jenes Objekt zurück gibt,  welches den 
größten Abstand zum Clusterzentrum besitzt.
Die  implementierten  k-means  ähnlichen  Cluster-Algorithmen  unterscheiden  sich  vom 
originalen k-means Algorithmus nach MacQueen in zwei wesentlichen Punkten. Einerseits 
erfolgt  die  Bestimmung  der  initialen  Clusterzentren  nicht  nach  der  von  MacQueen 
vorgeschlagenen  willkürlichen  Auswahl  der  ersten  k  Objekte.  Denn  die  anfänglichen 
Clusterzentren werden nach verschiedenen Ansätzen110 bestimmt, die sich in der Forschung 
bewährt  haben. Des weiteren wird der Reallocation-Schritt  nicht nur einmal ausgeführt 
sondern solange bis entweder das Konvergenzkriterium erfüllt ist, dass heißt das sich die 
Clusterzuordnung  vom vorletzten  zum letzten  Durchlauf  durch  die  Objektmenge  nicht 
mehr verändert  hat,  oder eine vorgegebene maximale Anzahl von Durchläufen erreicht 
wurde. Im Rahmen dieser Arbeit wurden die Klassen Kmeans Standard,  Kmeans Revised 
und  Kmeans MacQueen  implementiert. All diese Klassen implementieren die Grundidee 
des  k-means  Algorithmus  innerhalb  der  cluster Funktion.  Die  Klasse  Kmeans  Revised 
wurde aber so verändert,  dass die Cluster möglichst  die gleiche Anzahl an enthaltenen 
Objekten aufweisen, vor allem zur Vermeidung von leeren oder überbelegten Clustern. 
110 Vgl. Abschnitt 2.3.3.2.1
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Zusätzlich  werden  die  Varianten  der  Algorithmen,  bei  denen  die  anfänglichen 
Clusterzentren willkürlich per Zufall gewählt werden, mehrmals iterativ ausgeführt,  um 
aus den so erhaltenen Lösungen das Optimum zu bestimmen. Neben der cluster Funktion 
implementieren  die  beiden  genannten  Klassen  auch  alle  anderen  in  Abschnitt  3.3.3.3 
aufgeführten  Funktionen.  In  der  Klasse  Kmeans  MacQueen wird  der  ursprüngliche  k-
means Algorithmus von MacQueen implementiert.  Dessen Hauptmerkmal  ist,  dass  das 
Clustering mit insgesamt nur zwei Iterationen über die Ausgangsmenge ausgeführt wird. 
Analog zur Klasse Kmeans Revised verfügt auch diese Klasse über einen Parameter, der es 
ermöglicht, die Cluster nachträglich in Cluster gleicher Größe zu überführen. Das heißt sie 
enthalten danach jeweils die gleiche Anzahl an Elementen.
3.3.4.4  Bestimmung der Clusterqualität
Die Bewertung der Qualität der Cluster erfolgt auf Basis der Homogenität der Cluster und 
der Ähnlichkeit der Clusterrepräsentanten in Bezug auf die Anfrage. Somit können für die 
Query Expansion Dokumente oder Terme aus den besten Clustern selektiert werden. Auch 
für  das  Merging  und  das  Re-Ranking  wird  die  Qualität  der  Cluster  verwendet.  Die 
tatsächliche  Berechnung  der  Clusterqualität  erfolgt  in  den  jeweiligen  Klassen  für  die 
entsprechenden  Optimierungsansätze,  die  in  den  nächsten  Abschnitten  beschrieben 
werden.
3.3.4.5  Query Expansion auf Basis von Clustering
Der Pseudo-Relevanz-Feedback Ansatz, der in dieser Arbeit implementiert wurde, hat wie 
die meisten dieser Verfahren den entscheidenden Nachteil, dass dabei davon ausgegangen 
wird, dass die ersten n Dokumente einer vorherigen Suche mit hoher Wahrscheinlichkeit 
relevant sind. Praktisch kann es aber vorkommen, dass nur ein sehr geringer Anteil dieser 
n Dokumente tatsächlich für die Anfrage relevant sind. In diesem Fall würde die Anfrage 
mit  Termen  aus  irrelevanten  Dokumenten  erweitert,  was  zu  einer  zusätzlichen 
Verfälschung  des  Anfragevektors  führt,  mit  der  eine  Verschlechterung  des 
Rechercheergebnisses  einhergeht.  Der  hier  verwendete  Ansatz  zur  Umgehung  dieses 
Problems ist,  anstelle  der  blinden Verwendung der  ersten  n Dokumente,  mit  Hilfe  der 
Clusteranalyse  relevante  Dokumente  zu  identifizieren  und  diese  zur  Erweiterung  der 
ursprünglichen  Anfrage  zu  verwenden.  Dabei  werden  nur  die  als  Ergebnis  der  ersten 
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Anfrage erhaltenen Dokumente analysiert. Die von der Clusteranalyse als wahrscheinlich 
relevant erkannten Dokumente können dann an die Klasse  Query Expansion übergeben 
werden  und,  wie  in  Abschnitt  3.3.3.1  beschrieben  wurde,  zur  Erweiterung  der 
ursprünglichen  Anfrage  eingesetzt  werden.  Anstelle  der  Clusteranalyse  auf  Basis  der 
Dokumente  können  auch  die  Beziehungen  zwischen  den  Termen  durch  Clustering 
hergestellt  werden.  Diese  Termbeziehungen  können  ebenfalls  zur  Erweiterung  der 
Suchanfrage verwendet werden. Dazu werden bei der Term-basierten Clusteranalyse, die 
Terme bestimmt,  die zu den Termen der Anfrage in Bezug stehen.  Sind solche Terme 
vorhanden, können diese an die Klasse Query Expansion übergeben werden. Der Nachteil 
dieser Variante ist, dass der Bezug zwischen den Termen und der Struktur der Dokumente 
durch die Clusteranalyse verloren geht. Somit kann die Suchanfrage nur allgemein für alle 
Strukturelemente der Dokumente und nicht wie bei der Dokument-basierten Clusteranalyse 
für  spezifische  Strukturelemente  der  Dokumente  (beispielsweise  Titel  oder  Abstract) 
erweitert werden.
In den Klassen Document Clustering 4QE und Term Clustering 4QE erfolgt die Festlegung 
der  Parameter  für  die  Clusterverfahren.  Beide  Klassen  enthalten  Funktionen  zur 
Aufbereitung der Ergebnisse der Clusteranalyse. Der Aufruf der genannten Klassen erfolgt 
in einer entsprechenden Klasse für die Suche, die jeweils ein bestimmtes Clusterverfahren 
verwendet. Die Klassen  Document Clustering 4QE und  Term Clustering 4QE übergeben 
dann die als relevant identifizierten Dokumente an die Klasse Query Expansion.
3.3.4.6  Re-Ranking auf Basis von Clustering
Die  Festlegung  der  Parameter  für  das  Clustering  zum  Re-Ranking  einer  Ergebnisliste 
erfolgt  in  der  Klasse  Document  Clustering  4RR.  Dabei  werden  die  implementierten 
Clusterverfahren eingesetzt,  um eine neue Rangfolge von  n Dokumenten auf Basis der 
Clusteranalyse  zu  bilden.  Diese  zusätzliche  Rangfolge  von  Dokumenten  wird  dann 
verwendet, um die ursprüngliche Reihenfolge der Dokumente zu verbessern. Im Rahmen 
dieser Arbeit wird der RSV eines Dokumentes der neuen Rangfolge nach dem Sum-RSV 
Merging  Ansatz  auf  den  RSV  des  entsprechenden  Dokumentes  der  ursprünglichen 
Rangfolge addiert.
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3.3.4.7  Merging auf Basis von Clustering und Re-Ranking
In der Klasse  Document Clustering 4 Merging werden die Parameter zum Merging mit 
Hilfe  von Clustering und Re-Ranking festgelegt.  Diese beinhalten die  Auswahl  des zu 
verwendenden  Cluster-Algorithmus,  sowie  die  Festlegung  der  Größe  der  Cluster.  Bei 
diesem  Ansatz  zur  Optimierung  der  Ergebnislisten  werden  die  schon  im  einzelnen 
vorgestellten Verfahren Dokument Clustering, Re-Ranking und Merging kombiniert. Das 
Verfahren wurde in [Zhang 2001] vorgestellt und von den Autoren des Artikels entwickelt. 
Der im Rahmen dieser Arbeit implementierte Ansatz basiert vollständig auf den Ideen der 
genannten  experimentellen  Studie.  Die  Fusion  der  vorhandenen  Ergebnislisten  nach 
diesem Ansatz lässt sich demnach in die drei folgenden wesentlichen Schritte unterteilen.
3.3.4.7.1  Clustering
In diesem Schritt werden die übergebenen Ergebnislisten vollständig in Cluster unterteilt. 
Da die  Ergebnislisten im Normalfall  1000 Dokumente enthalten,  ist  es  in  diesem Fall 
erforderlich,  zum  Clustern  die  weniger  rechenintensiven,  partitionierenden  Cluster-
Algorithmen zu verwenden. Das bedeutet, dass für diese Clustering Anwendung nur die 
Klassen Kmeans MacQueen und Kmeans Revised zur Auswahl stehen.
3.3.4.7.2  Re-Ranking
Wenn die vorliegenden Ergebnislisten in Cluster partitioniert wurden, werden mit Hilfe der 
Formel (40)111 sogenannte zuverlässige Cluster bestimmt. Dabei steht  sim_Qc(q, CA,i) für 
den durchschnittlichen RSV der Elemente im Cluster  CA,i und  sim_CC(CA,i,  CB,j) ist  die 
Summe  der  gemeinsamen  Elemente  der  Cluster  CA,i und  CB,j.  Diese  Definition  der 
Zuverlässigkeit ist stark an die Fusions Hypothese112 angelehnt. Denn für die Bestimmung 
des Wertes für die Zuverlässigkeit eines Clusters steht die Überlappung des Clusters mit 
anderen  Clustern  im  Vordergrund.  Zusätzlich  wird  der  durchschnittliche  RSV  der 
Elemente des Clusters zur Bestimmung der Cluster-Zuverlässigkeit herangezogen.
r C A ,i =∑
j
[
sim_ Qcq ,C B , j
∑
t
sim_ Qcq ,C B ,t 
⋅sim_ CC C A,i ,CB , j ] (40)
111 Vgl. [Zhang 2001] S. 5
112 Vgl. Abschnitt 3.2.3
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Wenn die Zuverlässigkeit der einzelnen Cluster mit Hilfe von Formel (40) bestimmt ist, 
werden  die  Cluster  mit  der  größten  Zuverlässigkeit  ausgewählt,  um  den  RSV  deren 
Elemente auf Basis  von Formel  (41)113 anzupassen.  Dabei  entspricht  rsvA(d) respektive 
relA(d)  dem RSV des Dokumentes d nach bzw. vor dem Re-Ranking.
rsvA d  = rel Ad ⋅[1 r C A ,t] (41)
Mit  dieser  Re-Ranking  Formel  werden die  Dokumente  innerhalb  der  Ergebnisliste  auf 
Basis ihres ursprünglichen RSV und der Zuverlässigkeit des Clusters, zu dem sie gehören, 
in  eine  neue  Rangfolge  gebracht.  Die  kritischen  Punkte  des  Verfahrens  sind  die 
Bestimmung der Zuverlässigkeit der Cluster und die Auswahl der zuverlässigsten Cluster, 
die zum Re-Ranking verwendet werden. In [Zhang 2001] werden keine genauen Angaben 
über  die  Auswahl  der  Cluster  mit  der  höchsten  Zuverlässigkeit  gemacht.  Die  Autoren 
weisen aber darauf hin,  dass die Erzeugung gleich großer Cluster bei ihrer Studie von 
hoher Bedeutung für das Auffinden der zuverlässigen Cluster war.
Der Hauptunterschied des eben beschriebenen Re-Ranking Verfahrens im Vergleich zu 
dem Ansatz aus Abschnitt 3.3.4.6 ist die Art und Weise der Selektion der Cluster für das 
Re-Ranking. Während dort nur die gefundenen Cluster und deren Qualität als Maßstäbe, 
sowie die ursprünglichen RSV Werte der Dokumente zur Selektion vorhanden waren, kann 
bei  dem hier  beschriebenen  Verfahren  die  Überlappung  der  zur  Verfügung  stehenden 
Ergebnislisten zusätzlich eingesetzt werden.
3.3.4.7.3  Merging
Der  letzte  Schritt  des  Ansatzes  ist  die  Kombination  der  durch  das  Re-Ranking 
überarbeiteten Ergebnislisten. Das Verfahren wurde so implementiert, dass an dieser Stelle 
jeder der in Abschnitt 3.2.3.1 vorgestellten Merging Operatoren eingesetzt werden kann. In 
[Zhang 2001] wird hierfür der Sum-RSV Operator vorgeschlagen.
113 Vgl. [Zhang 2001] S. 6
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Kapitel 4 - Evaluation
In diesem Kapitel werden die Ergebnisse der Experimente zur vergleichenden Evaluation 
der  im  Rahmen  dieser  Arbeit  implementierten  Ansätze  zur  Optimierung  von 
Rechercheergebnissen im Information Retrieval vorgestellt  und ausgewertet.  Dazu wird 
zuerst  das  Evaluationsforum  CLEF,  sowie  die  verwendete  Testkollektion  mit  den 
zugehörigen Anfragen und Relevanzbewertungen beschrieben. Nach der Erläuterung der 
verwendeten  Evaluationsmetriken  werden  schließlich  die  detaillierten  Ergebnisse  der 
durchgeführten Experimente präsentiert  und in  Bezug zur  Aufgabenstellung der  Arbeit 
miteinander verglichen.
4.1  Das Cross-Language Evaluationsforum CLEF
Die CLEF Kampagne ist aus der Text Retrieval Conference TREC hervorgegangen. Im 
Jahr  2000  wurde  CLEF  zum  ersten  Mal  eigenständig  und  abgekoppelt  von  TREC 
durchgeführt.  Dabei  konzentriert  sich  CLEF  auf  die  experimentelle  Auswertung  von 
Cross-Language Information Retrievalsystemen (CLIR),  die  mit  europäischen Sprachen 
arbeiten. Das Gegenstück der CLEF Kampagne ist die NTCIR, bei der die traditionellen 
asiatischen Sprachen Chinesisch, Koreanisch und Japanisch im Vordergrund stehen. Das 
Ziel  all  dieser  Evaluationsforen  ist  die  Bereitstellung  einer  Infrastruktur  zum  Testen, 
Optimieren und Auswerten von mono- und cross-lingualen Information Retrievalsystemen, 
sowie die Bildung eines Diskussionsforums zur Bewertung der unterschiedlichen Ansätze 
der verglichenen Systeme.
Die im Rahmen der CLEF Kampagne angebotenen Aufgabenstellungen, die als  Tracks 
bezeichnet werden, haben sich über die Jahre stetig weiterentwickelt. In den letzten Jahren 
ist  der  Anteil  der  multimedialen  Retrieval  Tracks stark  angestiegen  und  hat  das 
traditionelle Text Retrieval etwas in den Hintergrund gedrängt. Trotzdem ist die Teilnahme 
an diesen traditionellen Retrieval Aufgaben noch immer hoch. Der Kern dieser Teilnehmer 
besteht  dabei  im Wesentlichen  aus  den  weltweit  führenden  Forschern  der  Information 
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Retrieval  Community.  Die  angebotenen  Tracks werden  noch  einmal  in  verschiedene 
Unteraufgaben, die sogenannten Tasks, eingeteilt, die unterschiedliche Schwierigkeitsgrade 
aufweisen. Damit soll Neueinsteigern die erstmalige Teilnahme erleichtert werden.
Track Task Sprachen Beschreibung
Ad Hoc Monolingual
Bilingual
Multilingual
Robust
Nicht-
Europäisch
PT, FR, BG, 
HU, EN, ES, 
IT, DE
Reines  Text  Retrieval  basierend  auf 
einem  Korpus  bestehend  aus 
Nachrichtensammlungen.  Zusätzlich 
wurde der Robust Task eingeführt. Für 
den  non-European  Task wurde 
Anfragen  in  speziellen  Sprachen 
gestellt,  die  auf  einen  englischen 
Korpus angewendet werden sollten.
Domain-
Specific
Monolingual
Bilingual
Multilingual
DE, EN, RU Text  Retrieval  basierend  auf  den 
sozialwissenschaftlichen  Korpora 
GIRT4  (für  Deutsch  und  Englisch) 
und RSSC (für Russisch).
iCLEF Interactive 
Task
nicht 
bekannt
Interaktives Image Retrieval auf Basis 
von Flickr114 .
QA@CLEF Monolingual
Bilingual
WiQA
AVE
BG, NL, 
EN, FR, DE, 
IT, PT, ES
Question  Answering  auf 
verschiedenen  Grundlagen  mit  und 
ohne  Einschränkungen  (bspw. 
Wikipedia  als  Basis  ohne 
Beschränkung  der  Domäne,  AVE 
(Answer Validation Exercise).
ImageCLEF Photographic
Medical 
Images
EN, FR, DE Bild  Retrieval  auf  Basis  von 
touristischen  und  medizinischen 
Fotos.
CL-SR Speech 
Retrieval
CZ, EN, FR, 
DE, ES
Spracherkennung  und  -Retrieval  in 
spontanen englischen Konversationen.
WebCLEF Web Retrieval 20 
europäische 
Sprachen
Web  Retrieval  auf  Basis  der 
EuroGOV  Sammlung,  die  die 
Webseiten  der  Regierungen  von 
verschiedenen  europäischen  Ländern 
enthalten.
GeoCLEF Spatial 
Retrieval
EN, DE, PT, 
ES, JP
Geographisches  Retrieval  auf  Basis 
von  Text Retrieval oder räumlichem 
Retrieval  oder  auf  Basis  einer 
Kombination beider Konzepte.
Tabelle 8: Übersicht über die Aufgabenstellungen der CLEF 2006 Kampagne
114 http://www.flickr.com
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Ein Überblick über die in der CLEF 2006 Kampagne angebotenen Aufgaben ist in Tabelle 
8 gegeben115. Die vergleichende Evaluation der im Rahmen dieser Arbeit entwickelten und 
implementierten  Konzepte  erfolgt  durch  die  Teilnahme am  Domain-Specific  Track der 
CLEF 2006 Kampagne. Im Speziellen wurde am Domain-Specific Monolingual German 
Task und  am  Domain-Specific  Monolingual  English  Task teilgenommen.  Die 
Dokumentsammlung,  die  für  diese  beiden  Tasks  verwendet  wird,  bildet  der  GIRT4 
Korpus.
4.1.1  Struktur der Testkollektion – Der GIRT4 Korpus
Der GIRT4 Korpus ist eine Sammlung von 151,319 sozialwissenschaftlichen Dokumenten, 
die aus  den Datenbanken SOLIS (sozialwissenschaftliches Literaturinformationssystem) 
und FORIS (Forschungsinformationssystem Sozialwissenschaften) extrahiert wurde.116
Der GIRT4 Korpus liegt für die CLEF Kampagne in pseudo-paralleler Form auf Deutsch 
und Englisch vor. In Tabelle 9 ist  die Struktur des GIRT4 Korpus dargestellt.117 Dabei 
bedeutet  die Abkürzung  XX im Feldname, dass das  Feld jeweils  im deutschen und im 
englischen Teil des Korpus vorhanden ist, während ein explizit genanntes Länderkürzel 
darauf hinweist, dass dieses Feld nur in der entsprechenden Sprache vorhanden ist.  Der 
GIRT4 Korpus ist im strukturierten Datenformat SGML118 gespeichert. Dabei enthält der 
deutschsprachige Teil für alle Dokumente jeweils das Feld  TITLE-DE und ein Feld mit 
kontrolliertem  Vokabular  (CONTROLLED-TERM-DE)  sowie  für  96  Prozent  der 
Dokumente  die  Kurzfassung  (ABSTRACT-DE).  Für  die  englische  Version  des  Korpus 
wurden für alle Dokumente die Titel intellektuell ins Englische übersetzt. Ebenso ist das 
kontrollierte  Vokabular  für  alle  Dokumente  vorhanden.  Die  Kurzfassungen  der 
Dokumentinhalte liegen aber nur für gut 15 Prozent der englischen Dokumente vor, von 
denen  ein  beachtlicher  Teil  mit  Hilfe  maschineller  Übersetzung  (MT)  erzeugt  wurde. 
Demzufolge ist die Qualität dieser Kurzfassungen relativ schlecht und kann teilweise sogar 
nicht übersetzte, deutsche Termini enthalten.
115 Vgl. [Peters 2006]
116 Vgl. [Kluck 2004] S. 250
117 Vgl. [Kluck 2004] S. 255-256
118 Standard Generalized Markup Language
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Feldname Beschreibung
DOCNO Urspüngliche  Dokumentnummer  in  den  zugrunde 
liegenden  Datenbanken  SOLIS  und  FORIS.  Für  die 
englische  Variante  des  Korpus  wurden  hier  künstlich 
erzeugte Nummern vergeben.
DOCID Eindeutige Identifikationsnummer (entspricht DOCNO).
AUTHOR Verfasser des Dokuments.
TITLE-XX Titel  des  Dokuments.  Im  Allgemeinen  der  Originaltitel 
des  Dokuments,  wenn  er  nicht  in  der  entsprechenden 
Sprache vorlag, wurde er intellektuell übersetzt.
PUBLICATION-YEAR Veröffentlichungsjahr des Dokuments.
LANGUAGE-CODE Sprachcode (entweder DE oder EN).
COUNTRY-CODE Erscheinungsland.
CONTROLLED-
TERM-XX
Kontrollierter  Deskriptor  aus  dem  Thesaurus  der 
Sozialwissenschaften  für  das  Dokument.  Für  jedes 
Dokument wurde zumindest ein Deskriptor vergeben.
METHOD-TERM-XX Kontrollierter Deskriptor für die verwendete Methode.
METHOD-TEXT-DE Deutscher  Text  der  Klassifikation  der  eingesetzten 
Methode.
CLASSIFICATION-
TEXT-XX
Text  der  Klassifikation,  die  dem Dokument  zugeordnet 
worden ist.
FREE-TERM-DE Zusätzliche  freie  Terme  oder  Deskriptoren  für  das 
Dokument,  die  keine  kontrollierten  Thesaurusbegriffe 
sind.
ABSTRACT-XX Beschreibung  oder  Kurzfassung  (Abstract)  des 
Dokuments.
Tabelle 9: Struktur des GIRT4 Korpus
4.1.2  Struktur der Systemanfragen (Topics)
Die Anfragen für die an der CLEF Kampagne teilnehmenden Systeme werden als Topics 
bezeichnet.  Diese  Topics  repräsentieren  im  Fall  des  Domain-Specific  Track ein 
spezifisches  Informationsbedürfnis  aus  dem  Bereich  der  Sozialwissenschaften.  Die 
Struktur der Anfragen, die für nahezu alle Aufgaben der CLEF Kampagne Gültigkeit hat, 
wird in Tabelle 10 erläutert. In der unten stehenden Tabelle ist zu erkennen, dass auch die 
Systemanfragen  in  einem  strukturierten  Datenformat  vorliegen.  Bei  den  angegebenen 
Feldnamen steht die Abkürzung  XX für den jeweiligen Sprachcode, in denen die Topics 
erzeugt wurden.
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Feldname Beschreibung
num Eindeutiger, numerischer Identifikator.
XX-title Kurze Charakterisierung des Themas (zwei bis drei Wörter)
XX-desc Ein Satz, der das Thema genau bezeichnet. 
XX-narr Ausführliche  Beschreibung  des  Themas  mit  Erläuterungen, 
welche  Inhalte  relevant  sind  und  welche  möglicherweise 
ausgeschlossen werden können.
Tabelle 10: Struktur der CLEF Topics
Für  die  vergleichende  Evaluation  der  teilnehmenden  Systeme  werden  für  die  jährlich 
stattfindende CLEF Kampagne 25 solcher Topics generiert, für die die Teilnehmer jeweils 
eine Rangfolge von 1000 Dokumenten als  Antwort  an die jeweiligen Verantwortlichen 
schicken. Für den Domain-Specific Track der CLEF 2006 Kampagne wurden von Experten 
auf dem Gebiet der Sozialwissenschaften, die mit dem GIRT4 Korpus vertraut sind, 42 
Topics  zur  Evaluation  vorgeschlagen.119 Aus  diesen  Topics  wurden  unter  der 
Berücksichtigung möglichst  geringer Ähnlichkeit  zu den Anfragen der zurückliegenden 
CLEF Evaluationen die endgültigen 25 Topics ausgewählt.  Darüber hinaus bleibt  noch 
festzuhalten, dass das für die Topic Erstellung verantwortliche Team im Jahr 2006 neu 
besetzt wurde und somit der Prozess zur Erzeugung der Topics anders gestaltet wurde, als 
bei den vergangenen CLEF Kampganen.
4.1.3  Erzeugung und Struktur der Relevanzbewertungen
Mit  Hilfe  der  Relevanzbewertungen  ist  es  möglich,  die  teilnehmenden  Systeme 
untereinander zu vergleichen. Zur Generierung der Relevanzen werden die Dokumente, die 
von den teilnehmenden Systemen zurückgeliefert wurden und gleichzeitig eine sehr gute 
Position in der entsprechenden Rangfolge hatten, zusammengeführt und von den Juroren 
einzeln  auf  ihre  Relevanz  zur  jeweiligen  Anfrage  untersucht.120 Dabei  kann  es  zu 
Unstimmigkeiten kommen, wenn sich die  Juroren bei einer Relevanzbewertung für ein 
spezifisches Dokument uneinig sind. Für diese Dokumente wurde nach einer Diskussion 
zwischen  den  Juroren  eine  erneute  Bewertung  durchgeführt.  Zusätzlich  wurde  eine 
Neubewertung der Relevanzen auf der Ebene der Topics vorgenommen, wenn der Anteil 
119 Vgl. [Stempfhuber 2006] S. 2-3
120 Vgl. [Stempfhuber 2006] S. 2
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der  relevanten  Dokumente  zwischen  den  englischen  und  deutschen  Dokumenten  sehr 
unterschiedlich war.
Deskriptor Beschreibung
NUM Eindeutige Nummer des Topics.
DOCNO Eindeutiger Identifikator des Dokuments.
BOOLEAN Relevanz  des  Dokuments  DOCNO  in  Bezug  auf  Topic 
NUM. 
Tabelle 11: Struktur der Relevanzbewertungen
Die  hier  eingesetzte  binäre  Relevanzbewertung  wird  unter  anderem  von  den  Juroren 
kritisiert, da sie bei komplexeren Themen die Bewertung erschwert und die Relevanz kein 
strenges  sondern  eher  ein  vielschichtiges  Kriterium  ist.  Aus  Gründen  der  besseren 
Auswertbarkeit  wird  die  binäre  Relevanzbewertung dennoch  bei  der  CLEF Kampagne 
eingesetzt.  Nach  der  Bewertung  werden  die  Relevanzen  an  die  Teilnehmer  der 
entsprechenden Tasks  ausgeliefert.  Die  Bewertungen werden in  Form von Textdateien 
gespeichert. Die Struktur dieser Dateien, die prinzipiell einer Liste ähnelt, gibt Tabelle 11 
wieder.
4.1.4  Evaluationsmetriken
In  der  Forschung  im  Bereich  des  Information  Retrieval  existieren  viele  Ansätze  zur 
Evaluation von Rechercheergebnissen. In diesem Abschnitt werden die gebräuchlichsten 
Metriken vorgestellt, erläutert und deren Stärken und Schwächen diskutiert. Dabei wird 
speziell  auf  die  Verfahren  eingegangen,  die  bei  den  bekannten  Evaluationskampagnen 
CLEF, TREC und NTCIR angewendet werden.
Für  den  Domain  Specific  Track der  CLEF  2006  Kampgane  kommt  zur  Verwaltung, 
Bewertung und Auswertung der Experimente das System DIRECT121 zum Einsatz. Diese 
Applikation bietet eine zentrale Zugriffsstruktur auf Informationen über Experimente und 
deren Ergebnisse in Evaluationskampagnen im Information Retrieval. DIRECT wurde als 
Prototyp für die CLEF 2005 Kampgane entworfen und implementiert und wird seither im 
Rahmen von CLEF weiterentwickelt. Das System DIRECT ist nur eine Komponente der 
121 Distributed Information Retrieval Evaluation Campaign Tool
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Applikationsschicht  eines  Komplettsystems,  welches in  [Agosti  2006] genauer erläutert 
wird.
4.1.4.1  Precision und Recall
Precision  und  Recall  sind  die  im  Information  Retrieval  am  häufigsten  genutzten 
Maßzahlen  zur  vergleichenden  Evaluation  von  Systemen  oder  deren  unterschiedlicher 
Konfigurationen.  Beide  Kennzahlen  sind  prozentuale  Größen,  die  auf  Basis  von 
vorhandenen Relevanzbewertungen und Ergebnislisten  berechnet  werden.  Precision  (P) 
und Recall (R) lassen sich mit Hilfe der Formeln (42) und (43) bestimmen. Die Funktion 
docs(r) liefert dabei das Dokument mit dem Rang r in der Ergebnisliste zurück, während 
die binäre Funktion  rel(doc) die Relevanzbewertung für das übergebene Dokument  doc 
ausgibt.
P i =
∑
r =1
i
rel docs r
i
(42)
 
R i =
∑
r =1
i
rel docs r
Anzahl relevanter Dokumente
(43)
Anhand  der  beiden  Formeln  lässt  sich  erkennen,  dass  die  Werte  für  beliebige 
Dokumentpositionen (i) in der Ergebnisliste berechnet werden können. Diese Positionen 
werden in der Literatur als Dokument Cut-Off bezeichnet und werden hauptsächlich zur 
statistischen  Auswertung  verwendet.  Damit  können  die  Systeme  anhand  spezifischer 
Punkte (z. B. nach den ersten 10 gefundenen Dokumenten) verglichen werden. In diesem 
Zusammenhang ist zusätzlich die sogenannte R-Precision zu erwähnen. Die R-Precision 
entspricht der Precision an dem Dokument Cut-Off R, für den gilt:
R= ∑
r =1
N = # docs ∈ Corpus
rel docsr (44)
Eine  R-Precision  von  1  würde  demzufolge  bedeuten,  dass  alle  Dokumente  bis  zum 
Dokument R in der Ergebnisliste relevant sind. Daraus lässt sich ableiten, dass für ein sehr 
gutes Rechercheergebnis möglichst hohe Werte für die R-Precision erzielt werden sollten.
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4.1.4.2  Statistische Kennziffern
Zum Vergleich verschiedener Retrievalsysteme oder  deren Konfigurationen werden die 
Precision  Werte  über  die  gestellten  Anfragen  statistisch  gemittelt.  In  den  folgenden 
Abschnitten werden die dazu verwendeten Metriken vorgestellt.
Im Rahmen von Evaluationskampganen wie CLEF werden die Ergebnisse der Systeme zur 
besseren  Vergleichbarkeit  zusammengefasst.  Dabei  wird  für  jede  gestellte  Anfrage  die 
Average Precision (AP) nach Formel (45) bestimmt. Dabei kommen die schon erwähnten 
Funktionen docs(r), rel(doc) und P(r) aus Formel (42) zum Einsatz. 
AP =
∑
r =1
N = # docs
P  r⋅rel docsr 
Anzahl relevanter Dokumente
(45)
4.1.4.2.1  Mean Average Precision (MAP)
Um  die  an  einer  Evaluationskampgane  teilnehmenden  Systeme  anhand  eines  Wertes 
vergleichen zu können, werden die Werte für die Average Precision (AP), die für jede 
Anfrage vorliegen, nochmals gemittelt. Die Mean Average Precision ist das arithmetische 
Mittel der erreichten Ergebnisse für alle Anfragen. Sie gibt die durchschnittliche Qualität 
(Präzision) einer Menge von Rechercheergebnissen an.
MAP = 1
∣Q∣
⋅∑
q∈Q
APq (46)
Die Berechnung der Mean Average Precision erfolgt nach Formel (46). Dabei steht Q für 
die Menge der gestellten Anfragen und  q steht für ein Element aus dieser Menge. Die 
arithmetische Mittelung der Rechercheergebnisse mit Hilfe der MAP wird teilweise wegen 
ihrer geringen Aussagekraft für den Nutzer eines Information Retrievalsystems kritisiert. 
Zusätzlich wird  bemängelt,  dass schlechte Ergebnisse für einzelne Topics (sogenannte 
Ausreißer) durch die Mittelung kaum ins Gewicht fallen.
4.1.4.2.2  Geometric Mean Average Precision (GMAP)
Die geometrische Mittelung der Average Precision wird vor allem zur Auswertung der 
robusten Retrievalaufgaben in Evaluationskampagnen eingesetzt. Bei der Geometric Mean 
Kapitel 4 - Evaluation 93
Average  Precision  (GMAP)  fallen  besonders  schlechte  oder  besonders  gute 
Retrievalergebnisse für einzelne Anfragen mehr ins Gewicht als bei der einfachen MAP 
Berechnung, weil die GMAP empfindlicher in Bezug auf Ausreißer ist. Die GMAP wird 
mit Hilfe der Formel (47) berechnet.
GMAP =[∏
q∈Q
APq]
1 /∣Q∣
(47)
4.1.4.3  Graphische Darstellungen
Die  Rechercheergebnisse  von  Information  Retrievalsystemen  werden  teilweise  auch 
visualisiert. Dies soll vor allem den Vergleich von unterschiedlichen Systemen erleichtern. 
Durch die graphischen Darstellungen der Ergebnisse lassen sich schnell die Stärken und 
Schwächen  der  einzelnen  Systeme  finden.  In  den  beiden  nachfolgenden  Abschnitten 
werden  die  bei  der  CLEF  Kampagne  eingesetzten  Visualisierungsvarianten  kurz 
vorgestellt.
4.1.4.3.1  Interpolierter Recall vs. Average Precision
Die  am  meisten  verbreitete  Art  und  Weise  Retrievalergebnisse  darzustellen,  ist  der 
sogenannte Precision-Recall Graph. Dabei werden in einem zweidimensionalen Diagramm 
die Wertepaare für Precision und Recall  eingetragen. Dabei müssen die Werte für den 
Recall  interpoliert  werden,  wenn  das  Mittel  mehrerer  Rechercheergebnisse  in  einem 
Precision-Recall Graph abgebildet werden soll. Der Grund dafür ist, dass der Recall der 
Anzahl der für eine Anfrage relevanten Dokumente entspricht. Diese Anzahl ist selten für 
mehrere Anfragen identisch und wird daher meist auf die interpolierten Werte in Zehntel-
Schritten des Recalls reduziert.
4.1.4.3.2  Gefundene Dokumente vs. Average Precision
Eine  weitere  Möglichkeit  der  Darstellung  der  Rechercheergebnisse  im  Information 
Retrieval ist der Graph für die durchschnittliche Precision an speziellen Dokument Cut-Off 
Punkten. Auch diese Visualisierung erfolgt in einem zweidimensionalen Diagramm, wobei 
hier aber für den Dokument Cut-Off eine logarithmische Skala verwendet wird. Der Grund 
dafür ist, dass die Precision besonders im oberen Teil einer Ergebnisliste interessant ist und 
daher dort mehr Werte abgebildet werden sollen als im unteren Bereich einer Ergebnisliste. 
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4.2  Auswertung getesteter Systemkonfigurationen
In  den  folgenden  Abschnitten  werden  die  Retrievalergebnisse  für  die  implementierten 
Konzepte  zur  Verbesserung  der  Rechercheergebnisse  vorgestellt,  ausgewertet  und 
diskutiert. Die Grundlage der Evaluation bilden die Anfragen und Relevanzbewertungen 
für den CLEF 2006 Domain-Specific Monolingual German Track. Zusätzlich wurden die 
Anfragen und die entsprechenden Relevanzbewertungen der CLEF Kampagnen der Jahre 
2003 bis 2005 verwendet, um die Grundkonfigurationen des Systems vor der Teilnahme an 
CLEF 2006 zu testen. Dazu wurden vor der letztendlichen Teilnahme an der CLEF 2006 
Kampagne alle Komponenten des Systems anhand der CLEF Topics der Jahre 2003 bis 
2005  getestet,  um Erwartungswerte  für  die  Ergebnisse  der  CLEF  2006  Kampagne  zu 
erhalten. Die Evaluation der implementierten Konzepte zur Optimierung der Effektivität 
des  Retrievals  werden  für  nahezu  alle  Komponenten  und  deren  unterschiedliche 
Konfigurationsparameter  aufgeführt.  Zusätzlich  wird  ihr  Einfluss  auf  das 
Rechercheergebnis  erläutert.  Diese  Auswertungen  werden  auf  Basis  der  Anfragen  und 
Relevanzbewertungen der CLEF 2006 Kampagne durchgeführt, wobei die Relevanzen erst 
nach  der  Teilnahme  verfügbar  waren,  da  sie  erst  im  Rahmen  der  Kampagne  erzeugt 
wurden.
4.2.1  Grundkonfigurationen
Um  die  Ergebnisse  der  Optimierung  und  die  Schritte  der  Entwicklung  des 
Retrievalsystems  nachvollziehen  zu  können,  werden  in  diesem  Abschnitt  die 
Grundkonfigurationen ohne jegliche Optimierung anhand der CLEF Daten von 2003 bis 
2006 verglichen. Dabei kommen drei verschiedene Indizierungsverfahren zum Einsatz. Bei 
der  jeweils  ersten  Konfiguration  wird  zur  Indizierung auf  ein  Stemmer  verzichtet,  um 
nachzuweisen, ob der Einsatz eines Stemmers für diese Aufgabe sinnvoll ist oder nicht. 
Der zweite Ansatz verwendet das in der Forschung weit verbreitete Stemming auf Basis 
von  Suffix  Stripping  nach  Porter122,  während  die  dritte  Methode  das  Konzept  des 
Decompounding nutzt.123 Bei allen getesteten Konfigurationen sind alle anderen Parameter 
gleich. Das bedeutet, es wird eine einfache Multi-Feld Suche unter Verwendung der Topic 
Titel und der Topic Description mit Hilfe der Lucene API durchgeführt. Die Details der 
122 Vgl. [Porter 2001]
123 Vgl. [Wagner 2005] S. 5
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jeweiligen Konfigurationen können über  die  Run IDs,  die  in  Tabelle  36  in  Anhang B 
aufgelistet sind, bestimmt werden. Die Ergebnisse für die genannten Konfigurationen sind 
in Tabelle 12 zusammengefasst.
Run 
ID
Stemmer MAP GMAP AR CLEF 
Topics
1 kein 0.2687 0.1748 0.5928 2003
2 Snowball – German2 0.3301 0.2430 0.6670 2003
3 Decompounder 0.3227 0.2264 0.7312 2003
4 kein 0.2494 0 0.5400 2004
5 Snowball – German2 0.2723 0 0.6091 2004
6 Decompounder 0.2776 0 0.6813 2004
7 kein 0.2571 0.1492 0.5906 2005
8 Snowball – German2 0.3273 0.2187 0.6480 2005
9 Decompounder 0.3055 0.2008 0.7263 2005
10 kein 0.2410 0.1517 0.6326 2006
11 Snowball – German2 0.3491 0.2367 0.7233 2006
12 Decompounder 0.3017 0.2319 0.7260 2006
Tabelle 12: Evaluation der Grundkonfigurationen
 Abbildung 14: PR-Graph Run 1-3   Abbildung 15: PR-Graph Run 4-6
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 Abbildung 16: PR-Graph Run 7-9  Abbildung 17: PR-Graph Run 10-12
Die in Tabelle 12 und den Abbildungen 14 bis 17 dargestellten Ergebnisse zeigen deutlich, 
dass beide Stemming Verfahren erheblich bessere Resultate liefern als die Konfiguration, 
bei  der  kein  Stemmer  verwendet  wurde.  Außerdem  ist  das  Verhältnis  der 
Rechercheergebnisse für alle Konfigurationen über die unterschiedlichen Topic-Mengen, 
die für die jeweiligen CLEF Kampganen erstellt wurden, sehr stabil. Das betrifft sowohl 
das  Verhältnis  der  Ergebnisse  der  beiden  Stemming Ansätze  zueinander,  als  auch  das 
Verhältnis  der  jeweiligen  Stemming  Verfahren  zu  der  Konfiguration  ohne  Stemming. 
Weiterhin  ist  festzustellen,  dass  der  durchschnittliche  Recall  (AR),  der  mit  dem 
Decompounder  erreicht  wird  durchweg  über  dem  des  Suffix  Stripping  Ansatz  liegt. 
Während für die durchschnittliche Precision (MAP) der beiden Konfigurationen stets das 
umgekehrte Verhältnis gilt. Dies entspricht dem im Information Retrieval weit verbreiteten 
Paradigma, dass eine verbesserte Precision meist  auf Kosten eines verringerten Recalls 
erreicht  wird  oder  dass  ein  verbesserter  Recall  mit  einer  verschlechterten  Precision 
einhergeht. Die Begründung für die GMAP Werte von 0 der Rechercheergebnisse für die 
CLEF  2004  Topics  ist,  dass  innerhalb  dieser  Topic  Menge  eine  fehlerhafte  Anfrage 
existiert und somit für diese keine befriedigenden Ergebnisse gefunden werden können.
Die Stabilität der Ergebnisse über die unterschiedlichen Topic-Mengen ermöglicht es, zwei 
wesentliche Schlüsse zu ziehen. Zum einen spricht dies für die Qualität des Verfahrens zur 
Erzeugung der  Relevanzbewertungen und zum anderen zeigt  es,  dass  die  verwendeten 
Ansätze robust sind.
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4.2.2  Einfache Erweiterungen zur Verbesserung der Grundkonfigurationen
Zur  Verbesserung  der  Grundkonfigurationen  wurden  einerseits  die  Topics  genauer 
analysiert  und  andererseits  erfolgte  die  Umsetzung  verschiedener  Ansätze  zur 
Konstruktion  der  Suchanfragen  für  die  Lucene  API.  In  den  nachfolgenden 
Unterabschnitten werden die Ergebnisse dieser Optimierungen für die Grundkonfiguration 
des  Systems  vorgestellt.  Die  in  Abschnitt  4.2.2.2  beschriebenen  Verfahren  und  deren 
Umsetzung  sind  bereits  im  bestehenden  System  vorhanden  und  werden  hier  nur  aus 
Gründen  der  Vollständigkeit  und  zur  Dokumentation  des  Entwicklungsprozesses  des 
Gesamtsystems mit evaluiert.
4.2.2.1  Automatische Aufbereitung der Topics (AAT)
Eine genaue Betrachtung der Topics zeigt ein für den Rechercheerfolg nicht unerhebliches 
Problem, was in den Topics selbst bzw. in dem Prozess ihrer Erzeugung verankert ist. Die 
Description der Topics enthält aufgrund der Anforderung, das Thema in einem Satz zu 
charakterisieren, Formulierungen, die für den Erfolg der Suche nicht zuträglich sind. Diese 
speziellen  Terme  oder  Phrasen  müssen  daher  vor  der  Konstruktion  der  eigentlichen 
Suchanfrage  entfernt  werden.  Dazu  sind  prinzipiell  zwei  Ansätze  denkbar.  Die 
Formulierungen  können  beispielsweise  manuell  selektiert  und  zusätzlich  in  die 
Stoppwortliste eingetragen werden, so dass sie für die zu stellenden Suchanfragen keine 
Rolle mehr spielen. Das Problem dabei ist, dass man dadurch den Korpus verändert und 
dabei  Terme  entfernt,  die  ursprünglich  keine  Stoppwörter  sind.  Ein  weiteres  Problem 
dieses trivialen Lösungsansatzes ist die Kategorisierung des verwendeten Verfahrens durch 
Evaluationskampagnen wie CLEF. Man unterscheidet dort  prinzipiell  voll  automatische 
Ansätze von manuellen Verfahren, bei denen eine Intervention eines Benutzers möglich 
oder  gar  notwendig  ist.  Da  alle  weiteren  Optimierungsverfahren,  die  in  dem  hier 
verwendeten System zum Einsatz kommen, automatisch sind, empfiehlt es sich auch dieses 
Problem automatisch zu lösen. Daher werden die Topics vor der Konstruktion der Queries 
automatisch analysiert. Dabei wird eine Häufigkeitsanalyse durchgeführt, die mit Hilfe von 
Vergleichen  auf  Termebene  (zwischen  den  einzelnen  Teilen  der  Topics)  die  für  das 
eigentliche Thema irrelevanten Terme entfernt. Mit Hilfe dieses Verfahrens ist es möglich, 
die  Effektivität  der  Rechercheergebnisse  in  der  Grundkonfiguration  zu  erhöhen.  Die 
Ergebnisse sind für die CLEF Topics von 2003 bis 2006 in Tabelle 13 zusammengefasst. 
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Dabei wird das Suffix Stripping Verfahren (Snowball German2 Stemmer) zur Indizierung 
verwendet.
Run ID MAP GMAP AR CLEF Topics
13 0.3380 0.2522 0.6708 2003
14 0.2818 0 0.6176 2004
15 0.3347 0.2327 0.6603 2005
16 0.3625 0.2523 0.7276 2006
Tabelle 13: Evaluation der Grundkonfiguration mit AAT
In  Abbildung  18  und  19  werden  die  Ergebnisse  der  Runs  14  und  16  mit  den 
entsprechenden Referenzkonfigurationen aus 4.2.1 verglichen. Generell kann anhand des 
Vergleichs  der  Konfigurationen  festgestellt  werden,  dass  sich  sowohl  beide  Arten  der 
durchschnittlichen Precision (MAP, GMAP) als auch der durchschnittliche Recall (AR) 
durch den Einsatz der automatischen Topic Aufbereitung (AAT) leicht verbessert haben.
Abbildung 18: PR-Graph Run 5 u. 14  Abbildung 19: PR-Graph Run 11 u. 16
4.2.2.2  Optimierte Anfragekonstruktion (OAK)
Die  Konzepte  zur  Konstruktion  verbesserter  Anfragen  wurden,  wie  schon  im 
übergeordneten  Abschnitt  angedeutet,  nicht  im  Rahmen  dieser  Arbeit  entwickelt.  Zur 
Optimierung der Anfragekonstruktion hat sich in Experimenten der Span Query (SPQ) 
Ansatz  als  am  effektivsten  herausgestellt.  Dabei  werden  die  Terme  aus  den  Topics 
zusammengefasst  und die  Anfrage wird so formuliert,  dass  alle Terme innerhalb eines 
bestimmten Abstands oder Bereichs (Span) auftreten müssen. Dazu wurde von meinem 
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Kommilitonen Thomas Wilhelm die Klasse  SpanQueryTUC implementiert, die diese Art 
von Anfragen erzeugt. Im Rahmen dieser Arbeit wurde diese Klasse leicht verändert, damit 
sie  für  die  unterschiedlichen  Stemming  Verfahren  angewendet  werden  kann.  Die  so 
erzeugten Span Queries werden während der Konstruktion der eigentlichen Anfrage mit 
Hilfe einer Oder-Verknüpfung mit den ursprünglichen Multi-Feld Anfragen kombiniert. 
Run ID MAP GMAP AR CLEF Topics
17 0.3822 0.2921 0.6920 2003
18 0.3445 0 0.6302 2004
19 0.3811 0.2739 0.6674 2005
20 0.4169 0.3168 0.7361 2006
Tabelle 14: Evaluation der Grundkonfiguration mit OAK und AAT (1)
Run ID MAP GMAP AR CLEF Topics
21 0.4173 0.3089 0.7950 2003
22 0.3440 0.2206 0.7054 2004
23 0.4048 0.3048 0.7923 2005
24 0.3820 0.3253 0.7651 2006
Tabelle 15: Evaluation der Grundkonfigurationen mit OAK und AAT (2)
Die Ergebnisse für die CLEF Topics der Jahre 2003 bis 2006 auf Basis der optimierten 
Anfragekonstruktion (OAK) und unter Verwendung des in Abschnitt 4.2.2.1 vorgestellten 
Verfahrens zur automatischen Aufbereitung der Topics (AAT) sind in den Tabellen 14 und 
15 zusammengefasst. Dabei wird für die in Tabelle 14 aufgelisteten Konfigurationen der 
Suffix Stripping Ansatz zur Indizierung verwendet und bei den in Tabelle 15 enthaltenen 
Konfigurationen kommt das Decompounding Verfahren zum Einsatz. Die Ergebnisse von 
Run 20 und Run 24 dienen als  Referenzkonfigurationen für  die  in  den nachfolgenden 
Abschnitten durchgeführten Evaluationen, um die verwendeten Ansätze zur Optimierung 
der Rechercheergebnisse bewerten zu können.
In den Abbildungen 20 und 21 werden die Ergebnisse der einfachen und der verbesserten 
Grundkonfigurationen  unter  Anwendung  der  beiden  schon  vorgestellten  Stemming 
Verfahren verglichen (Abbildung 20: Suffix Stripping, Abbildung 21: Decompounding). 
Dabei  ist  deutlich  zu  erkennen,  dass  mit  den  in  diesen  Abschnitten  untersuchten 
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Optimierungen der  Grundkonfigurationen deutliche  Verbesserungen in  der  Qualität  der 
Rechercheergebnisse  erzielt  werden.  Diese  Verbesserungen  zeigen  sich  sowohl  in  den 
Werten für die durchschnittliche Precision (MAP, GMAP) als auch in den Werten des 
durchschnittlichen Recalls (AR).
Abbildung 20: PR-Graph Run 11 u. 20  Abbildung 21: PR-Graph Run 12 u. 24
4.2.3  Query Expansion auf Basis von PRF
Das erste Verfahren zur Optimierung der Retrieval  Ergebnisse,  was im Rahmen dieser 
Arbeit  entwickelt  wurde,  ist  die  sogenannte  Query  Expansion.  Bei  dem  hier 
implementierten Verfahren wird der weit  verbreitete Pseudo-Relevanz-Feedback Ansatz 
(PRF)124 verwendet. Für diesen Ansatz sind die zwei Parameter N (Anzahl der verwendeten 
Dokumente) und  F (minimale Häufigkeit eines Terms innerhalb der  N Dokumente) von 
zentraler Bedeutung. Aus diesem Grund wird das Query Expansion Verfahren jeweils auf 
Basis der beiden Parameter sowie auf Basis der Kombination beider Parameter untersucht.
4.2.3.1  Anzahl der verwendeten Dokumente
Der wichtigere der beiden Parameter ist zweifelsfrei die Anzahl der zur Query Expansion 
verwendeten  Dokumente.  Daher  wird  dessen  Einfluss  auf  das  Rechercheergebnis  hier 
zuerst analysiert. Zur Evaluation wird als Ausgangspunkt die Grundkonfiguration aus Run 
20 mit dem Snowball Stemmer und den Topics der CLEF 2006 Kampagne verwendet. In 
Tabelle 16 sind die Ergebnisse dieser Parameter-Analyse zusammengefasst.
124 Vgl. Abschnitt 3.2.1
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Run 
ID
MAP GMAP AR N = Anzahl  
Docs für PRF
F = min. lokale
Termhäufigkeit
25 0.5000 0.3967 0.8271 5 2
26 0.5118 0.4217 0.8327 10 2
27 0.5167 0.4318 0.8462 25 2
28 0.5082 0.4047 0.8430 50 2
Tabelle 16: Evaluation der QE mit unterschiedlicher Anzahl von Dokumenten
Abbildung 22: QE Parameteranalyse (1)    Abbildung 23: QE Parameteranalyse (2)
In den Abbildungen 22 und 23 sind jeweils die MAP- und die AR-Werte in Abhängigkeit 
von Parameter  N dargestellt.  Es ist  dabei deutlich zu erkennen, dass das Optimum der 
getesteten Parameter-Werte sowohl für die MAP als auch für den AR bei N=25 liegt. Dies 
ist in sofern überraschend, da die gleichen Tests mit den Topics der Trainingsdaten aus den 
Jahren  2003 bis  2005 ebenfalls  durchgeführt  wurden und dabei  die  Resultate  deutlich 
darauf  hinwiesen,  dass  eine  Verwendung  von  mehr  als  N=10 Dokumenten  zur  Query 
Expansion  sowohl  die  MAP  als  auch  den  AR  verschlechterte.125 Der  Grund  für  die 
Veränderung des Optimums für den Parameter liegt in der CLEF 2006 Topic-Menge, bei 
der mit der bereits vorgestellten Grundkonfiguration schon wesentlich bessere Ergebnisse 
erzielt  werden.  Dies  lässt  den  Schluss  zu,  dass  durch  die  höhere  MAP  der 
Grundkonfiguration besonders die Precision der Dokumente mit  hohem Ranking in der 
Ergebnisliste im Vergleich zu den Topic-Mengen der Vorjahre gestiegen ist.  Das führt 
dann dazu, dass bei der Verwendung einer größeren Menge von Dokumenten zur Query 
Expansion ein sehr großer Anteil relevanter Dokumente enthalten ist, was wiederum die 
125 Vgl. [Kürsten & Eibl 2006] Abschnitt 3.1
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Effektivität der Query Expansion positiv beeinflusst.  Dennoch ist  es aus zwei Gründen 
sinnvoll,  den Default-Wert für diesen Parameter bei  N=10 zu belassen. Der wichtigere 
Punkt  ist,  dass  der  Pseudo-Relevanz-Feedback  Ansatz  möglichst  viele  relevante 
Dokumente zur Query Expansion benötigt. Wird die Anzahl der verwendeten Dokumente 
erhöht, steigt damit ebenso das Risiko, dass irrelevante Dokumente verwendet werden und 
somit das Verfahren an Effektivität einbüßt. Der zweite, ebenso beachtliche Grund ist, dass 
eine  erhöhte  Anzahl  der  zur  Query  Expansion  verwendeten  Dokumente  ebenfalls  eine 
erhöhte  Laufzeit  des  Verfahrens  zur  Folge  hat.  Vor  allem aber  wird  die  Laufzeit  des 
Suchalgorithmus  innerhalb  der  verwendeten  Suchmaschine  dadurch  erhöht,  dass  mehr 
Dokumente deutlich mehr Terme enthalten, die zur Query Expansion verwendet werden 
können. Somit steigt die Laufzeit für die zweite Suchanfrage nicht linear mit der Anzahl N 
der verwendeten Dokumente, sondern mit der Anzahl der in den Dokumenten enthaltenen 
Terme. Dies ist zwar für geschickt implementierte Suchmaschinen, wie die Apache Lucene 
API,  kein  wirkliches  Problem,  aber  dennoch  wird  die  Gesamtlaufzeit  einer  Anfrage 
dadurch entscheidend vergrößert.
4.2.3.2  Lokale Termhäufigkeit
In einem Query Expansion Verfahren wird ein Ansatz benötigt,  um die Anzahl der zu 
verwendenden  Terme  zu  beschränken.  Dies  wird  durch  den  Einsatz  größerer 
Dokumentenmengen  zur  Query  Expansion  notwendig.  Entgegen  der  in  der  Forschung 
etablierten Verfahren, bei denen die Anzahl der Terme einfach numerisch beschränkt wird, 
findet bei dem hier entwickelten Verfahren die lokale Termhäufigkeit Verwendung. Dabei 
ist  die  Beschränkung,  der zur Query Expansion verwendeten Terme nur ein nützlicher 
Nebeneffekt. Der entscheidendere Punkt ist, dass durch die Beschränkung auf Basis eines 
Wertes für die minimale lokale Termhäufigkeit, Terme aussortiert werden können, die im 
weitesten Sinne als Rauschen bezeichnet werden könnten. Des weiteren kann man dadurch 
im Idealfall  auch  Terme  aus  irrelevanten  Dokumenten  aussortieren,  wenn  man  davon 
ausgeht,  dass  der  Anteil  der  irrelevanten  Dokumente  innerhalb  der  betroffenen 
Dokumentmenge geringer ist als der für die minimale lokale Termhäufigkeit verwendete 
Wert. Der Einfluss des Parameters F soll nachfolgend untersucht werden. Dazu wird N=10 
fixiert.  In  Tabelle  17  werden  die  Ergebnisse  der  getesteten  Konfigurationen 
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zusammengefasst.  Hier wird ebenfalls die Grundkonfiguration (Run ID = 20) als Basis 
verwendet.
Run 
ID
MAP GMAP AR N = Anzahl  
Docs für PRF
F = min. lokale
Termhäufigkeit
29 0.4933 0.3928 0.8236 10 1
26 0.5118 0.4217 0.8327 10 2
30 0.5072 0.4158 0.8289 10 3
31 0.4919 0.4005 0.8125 10 4
32 0.4915 0.3993 0.8071 10 5
Tabelle 17: Evaluation der QE mit unterschiedlichen lokalen Termhäufigkeiten
Abbildung 24: QE Parameteranalyse (3)  Abbildung 25: QE Parameteranalyse (4)
In  den  Abbildungen  24  und  25  ist  der  Zusammenhang  zwischen  der  minimalen 
Termhäufigkeit  (F)  bei  der  Query Expansion  und der  MAP bzw.  dem AR dargestellt. 
Dabei ist  klar  zu erkennen, dass für  F=2 die besten Ergebnisse erzielt  werden. In den 
Experimenten mit den CLEF Trainingsdaten aus den Jahren 2003 bis 2005 wurde F=3 als 
optimale  Belegung bestimmt.126 Diese  Abweichung ist,  wie  schon in  Abschnitt  4.2.3.1 
begründet  wurde,  auf  die  spezifischen  Eigenschaften  der  CLEF  2006  Topcis 
zurückzuführen. In den obigen Abbildungen ist außerdem zu erkennen, dass die Belegung 
F=3 hier ähnlich gute Ergebnisse erzielt wie der optimale Wert des Parameters (F=2).
In allen nachfolgenden Experimenten, bei denen die Query Expansion verwendet wird, gilt 
für die Belegungen der Parameter des Verfahrens: N=10 und F=3.
126 Vgl. [Kürsten & Eibl 2006] Abschnitt 3.1
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4.2.3.3  Zweistufige Query Expansion
Der  zweistufige  Query  Expansion  Ansatz  ist  eine  einfache  Erweiterung  des  schon 
untersuchten Verfahrens. Die Motivation hinter dieser Idee ist, dass durch die Erweiterung 
der  ursprünglichen  Anfrage  der  Anfragevektor  in  Richtung  der  relevanten  Dokumente 
verschoben  wird.  Durch  die  zweite  Anwendung  der  Query  Expansion  soll  der 
Anfragevektor  noch  weiter  in  Richtung  der  möglicherweise  relevanten  Dokumente 
verschoben werden. Dieser Ansatz verschärft das Problem des Pseudo-Relevanz-Feedback 
Ansatzes  allerdings  enorm.  Denn  wenn  mehrfach  irrelevante  Dokumente  zur  Query 
Expansion herangezogen werden, wird der ursprünglich noch gute Anfragevektor extrem 
verfälscht und das Rechercheergebnis fällt dementsprechend schlecht aus. In Tabelle 18 
wird  das  Ergebnis  dieses  Verfahrens  mit  den  entsprechenden  Referenzkonfigurationen 
(Run 20 und 30) verglichen.
Run ID MAP GMAP AR Query 
Expansion
20 0.4169 0.3168 0.7361 keine
30 0.5072 0.4158 0.8289 einfach
33 0.5122 0.4193 0.8316 zweistufig
Tabelle 18: Evaluation der zweistufigen Query Expansion
Abbildung 26: Vergleich der QE Verfahren auf Basis von PRF
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In Abbildung 26 wird der Einfluss des Pseudo-Relevanz-Feedback Ansatzes zur Query 
Expansion  dargestellt.  Dabei  wird  deutlich,  dass  dieses  Verfahren  die  Qualität  der 
Rechercheergebnisse  eklatant  verbessert.  Der  positive  Einfluss  der  zweistufigen 
Anwendung der Query Expansion macht sich dagegen kaum bemerkbar, ist aber dennoch 
vorhanden.
4.2.4  Query Expansion mit lokalem Dokument Clustering (LDC)
Die Motivation hinter dem Einsatz von lokalem Dokument Clustering ist, dass anstelle der 
blinden Verwendung der ersten  N Dokumente zur Query Expansion (PRF Ansatz), eine 
größere  Menge  von  Dokumenten  mit  den  besten  Positionen  im  Ranking  mittels 
Clusterverfahren  in  Gruppen  aufgeteilt  wird,  um  die  relevanten  Dokumente  von  den 
irrelevanten Dokumenten zu trennen und dann nur die relevanten Dokumente zur Query 
Expansion  zu  verwenden.  Diese  Trennung  in  relevante  und  irrelevante  Dokumente 
funktioniert mit den verschiedenen Clusterverfahren unterschiedlich gut.
Ziel  des  Vergleichs  ist  die  Bestimmung  der  Verfahren,  die  sich  am  ehesten  für  die 
genannte  Anwendung  eignen.  Dabei  sind  sehr  viele  unterschiedliche  Faktoren  von 
Bedeutung, da alle Clusterverfahren unterschiedliche Stärken und Schwächen haben. Einer 
dieser  Faktoren  ist  die  Struktur  der  Cluster,  die  von  den  unterschiedlichen  Verfahren 
zurückgeliefert  wird.  Hier  unterscheiden  sich  im  Wesentlichen  nur  die  hierarchischen 
Ansätze,  die  eine  Clusterhierarchie  erzeugen,  von den  partitionierenden Verfahren,  bei 
denen eine flache Partition der Ausgangsmenge erstellt wird. Bei der Implementation hat 
sich gezeigt, dass die flache Einteilung in Partitionen hier von Vorteil ist, da sich aus einer 
Clusterhierarchie  nur  schwer  eine  Einteilung  in  relevante  und  irrelevante  Dokumente 
ableiten lässt. Weiterhin ist für den Erfolg der Verfahren neben deren eigener Qualität sehr 
entscheidend, wie viele Dokumente N zum Clustern verwendet werden und wie viele der 
als relevant vermuteten Dokumente R dann zur Query Expansion benutzt werden. In einer 
experimentellen Studie mit  den CLEF Topics der Jahre 2003 bis  2005 wurden für die 
genannten  Parameter  N und  R optimale  Wertbelegungen  bestimmt,  die  in  der  hier 
durchgeführten  vergleichenden  Evaluation  verwendet  werden.127 Die  Parameter  für  die 
Query Expansion, die auf Basis der durch das lokale Clustering ausgewählten Dokumente 
127 Vgl. [Kürsten & Eibl 2006] Abschnitt 3.2
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ausgeführt  wird,  werden  dabei  auf  die  in  Abschnitt  4.2.3  festgelegten  Default-Werte 
gesetzt.
In Tabelle 19 sind die Ergebnisse der getesteten Konfigurationen zusammengefasst und 
werden dabei  mit  den  entsprechenden  Referenzkonfigurationen  ohne  Query  Expansion 
(Run 20) und der PRF Query Expansion (Run 33)  verglichen.
Run ID MAP GMAP AR Clusterverfahren
20 0.4169 0.3168 0.7361 -
33 0.5122 0.4193 0.8316 -
34128 0.5137 0.4028 0.8215 Single-Link (SL)
34 0.5040 0.3862 0.8247 Complete-Link (CL)
34 0.5051 0.3917 0.8254 Group-Average-
Link (GAL)
34 0.5157 0.4034 0.8226 Centroid (C)
34 0.5036 0.3865 0.8215 Median (M)
34 0.4523 0.3633 0.7978 Ward (W)
34 0.5120 0.3953 0.8273 k-means (KM)
Tabelle 19: Evaluation von Dokument-Clusterverfahren zur QE
Abbildung 27: QE mit LDC (1)  Abbildung 28: QE mit LDC (2)
In den Abbildungen 27 und 28 werden die Ergebnisse der getesteten Clusterverfahren in 
Bezug auf MAP und AR miteinander verglichen. Dabei fällt  auf, dass alle Ansätze mit 
128 Die verschiedenen Clusterverfahren sind in der Funktion zur Query Expansion fest verankert und nicht 
als  separate  Konfigurationen  einstellbar.  Deshalb  wurde  die  Auswertung  unter  Veränderung  des 
Quellcodes vorgenommen.
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Ausnahme  des  Verfahrens  nach  Ward  ähnlich  gute  Resultate  erreichen.  Die  besten 
Rechercheergebnisse werden mit dem Single-Link Ansatz, dem hierarchischen Centroid 
Ansatz  und  dem  partitionierenden  k-means  Clustering  erzielt.  Die  Resultate  dieser 
Verfahren sind auf dem gleichen Niveau wie die Ergebnisse des PRF Ansatzes,  wobei 
jedoch bemerkenswert ist, dass dies nicht für die GMAP zutrifft, denn für diese Kennziffer 
liegen  die  Werte  der  Clusterverfahren  deutlich  unter  dem  Ergebnis  der 
Referenzkonfiguration (Run 33). Im Klartext bedeutet dies, dass die Rechercheergebnisse 
von Retrievalsystemen mit dem LDC Ansatz zwar verbessert  werden können, aber die 
Resultate  nur  teilweise  und  nur  geringfügig  besser  sind  als  bei  dem einfachen  Query 
Expansion Ansatz mit PRF.
4.2.5  Query Expansion auf Basis der Kombination von LDC und PRF
Die  beiden  in  den  vorangegangenen  Abschnitten  evaluierten  Ansätze  können  auf 
verschiedene  Art  kombiniert  werden.  Eine  dieser  Kombinationsoptionen  wird  hier 
ausgewertet. Bei dem implementierten Ansatz werden die Dokumente, die mit Hilfe von 
LDC als relevant identifiziert wurden, mit den Dokumenten zusammengefasst, die durch 
das PRF Verfahren als relevant vermutet werden. Diese erweiterte Dokumentmenge wird 
dann zur Query Expansion verwendet. Dabei ist zu bemerken, dass durch diese Art der 
Dokumentselektion, die Anzahl der zur Query Expansion verwendeten Dokumente nicht 
konstant sondern dynamisch ist. Diese Dynamik entsteht durch die mögliche Überlappung 
der durch die beiden unterschiedlichen Verfahren erzeugten Dokumentmengen. Je nach 
Grad  der  Überlappung  dieser  Mengen  werden  entsprechend  der  Default-Parameter  der 
Query Expansion zwischen N=10 (bei vollständiger Übereinstimmung der beiden Mengen) 
und  N=20 (bei  keiner  Überlappung der  beiden  Mengen)  verschiedene  Dokumente  zur 
Query  Expansion  verwendet.  Die  Parameter  für  dieses  Verfahren  wurden  in  einer 
experimentellen  Studie  bestimmt.129 Tabelle  20  enthält  die  Ergebnisse  der  getesteten 
Konfigurationen.
Run ID MAP GMAP AR Clusterverfahren
20 0.4169 0.3168 0.7361 -
33 0.5122 0.4193 0.8316 -
35130 0.5296 0.4305 0.8446 Single-Link (SL)
129 Vgl. [Kürsten & Eibl 2006] Abschnitt 3.2
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Run ID MAP GMAP AR Clusterverfahren
35 0.5187 0.4129 0.8364 Complete-Link (CL)
35 0.5176 0.4112 0.8329 Group-Average-
Link (GAL)
35 0.5011 0 0.8130 Centroid (C)
35 0.5215 0.4116 0.8356 Median (M)
35 0.5064 0.4048 0.8303 Ward (W)
35 0.5278 0.4242 0.8356 k-means (KM)
Tabelle 20: Evaluation von Dokument-Clusterverfahren mit PRF zur QE
Abbildung 29: QE mit LDC u. PRF (1)   Abbildung 30: QE mit LDC u. PRF (2)
Die  Abbildungen  29  und  30  zeigen  die  MAP  bzw.  den  AR  in  Abhängigkeit  vom 
eingesetzten  Clusterverfahren.  Es  ist  deutlich  zu  erkennen,  dass  die  verwendeten 
Clusterverfahren,  mit  Ausnahme  des  Centroid-  und  des  Ward-Ansatzes,  ähnlich  gute 
Resultate erreichen. Dabei liegen die erzielten Werte für die MAP und den AR leicht über 
den Ergebnissen (siehe Tabelle 20), die mit dem PRF Query Expansion Ansatz, erzielt 
wurden. Aufgrund der Qualität der erzielten Ergebnisse empfiehlt es sich, das vorgestellte 
Verfahren  zur  Query  Expansion  weiter  zu  untersuchen,  um  die  hier  aufgeführten 
Ergebnisse  zu  bestätigen  und  eventuell  noch  zu  verbessern.  Dabei  sollte  das  k-means 
Verfahren zum Clustern verwendet  werden,  da es sowohl  bei  den hier dokumentierten 
Experimenten,  als  auch  bei  zusätzlich  durchgeführten  Analysen  mit  den  CLEF 
Trainingsdaten die stabilsten Ergebnisse lieferte. Dies war bei dem hierarchischen Single-
130 Die verschiedenen Clusterverfahren sind in der Funktion zur Query Expansion fest verankert und nicht 
als  separate  Konfigurationen  einstellbar.  Deshalb  wurde  die  Auswertung  unter  Veränderung  des 
Quellcodes vorgenommen.
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Link Verfahren, der für die hier verwendete Topic-Menge (CLEF Domain-Specific 2006) 
die besten Rechercheergebnisse erreichte, nicht der Fall.
4.2.6  Query Expansion auf Basis von lokalem Term Clustering (LTC)
In diesem Abschnitt werden die Ergebnisse der verschiedenen Term Clustering Ansätze 
verglichen.  Dabei  werden  die  als  relevant  identifizierten  Terme  zur  Query  Expansion 
verwendet. Das Ziel des Einsatzes dieser Verfahren ist ebenfalls die Verbesserung der mit 
dem PRF Ansatz erreichten Ergebnisse. Deshalb werden diese Verfahren in Tabelle 21 mit 
den entsprechenden Referenzkonfigurationen (Run 20 und Run 33) verglichen.
Run ID MAP GMAP AR Term-Cluster-
verfahren
20 0.4169 0.3168 0.7361 -
33 0.5122 0.4193 0.8316 -
36131 0.4798 0.3767 0.8223 Assoziationscluster 
36 0.4798 0.3794 0.8183 Assoziationscluster 
mit Erhalt der 
Termklassen
36 0.4831 0.3760 0.8268 metrische Cluster 
Tabelle 21: Evaluation von Term-Clusterverfahren zur QE
Die  Ergebnisse  zeigen,  dass  die  implementierten  Term Clustering  Verfahren  nicht  zur 
Query Expansion geeignet sind. Die Resultate liegen für die MAP deutlich unterhalb der 
Ergebnisse, die mit Hilfe des einfachen PRF Ansatzes erreicht werden. Der Hauptgrund für 
die  vergleichsweise  schlechten  Resultate  ist  das  Anwendungsgebiet  der  verwendeten 
Ansätze für das Term Clustering. Diese Verfahren werden normalerweise bei der Suche in 
Volltexten angewendet. Die dort erzielbaren positiven Effekte lassen sich bei der Suche in 
Textauszügen offensichtlich nicht erfolgreich reproduzieren.
4.2.7  Re-Ranking auf Basis von lokalem Dokument Clustering
Ein  weiteres  Verfahren,  bei  dem  Clusterverfahren  als  Grundlage  zur  Optimierung 
eingesetzt werden können, ist das Re-Ranking. Auch hier wird ein Teil oder die komplette 
131 Die verschiedenen Clusterverfahren sind in der Funktion zur Query Expansion fest verankert und nicht 
als  separate  Konfigurationen  einstellbar.  Deshalb  wurde  die  Auswertung  unter  Veränderung  des 
Quellcodes vorgenommen.
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Ergebnisliste  geclustert.  Dann werden mit  Hilfe  der  erhaltenen Cluster  die  Dokumente 
bestimmt, die für die Anfrage als relevant vermutet werden. Für diese Dokumente wird zu 
dem  RSV  in  der  ursprünglichen  Dokumentliste  der  Grad  der  Wahrscheinlichkeit  der 
Relevanz addiert, die mittels Clustering bestimmt wurde. Anhand dieser Grundidee lässt 
sich  schon  erkennen,  dass  das  Potenzial  zur  Verbesserung  im  Vergleich  zur  Query 
Expansion eher gering ist. Denn hier werden ausschließlich die Dokumente, die schon mit 
der initialen Suche gefunden wurden zur Optimierung verwendet. In Tabelle 22 werden die 
Ergebnisse zweier Konfigurationen des Systems verglichen, die jeweils einmal mit (Zeilen 
3 und 4) und einmal ohne Re-Ranking (Zeilen 1 und 2) erzielt wurden.
Run ID MAP GMAP AR Re-Ranking 
mit LDC
20 0.4169 0.3168 0.7361 nein
33 0.5122 0.4193 0.8316 nein
20 0.4156 0.3181 0.7361 ja
33 0.5058 0.4180 0.8316 ja
Tabelle 22: Evaluation von Re-Ranking mit LDC
Die  Ergebnisse  der  Evaluation  zeigen,  dass  das  Re-Ranking  keine  Verbesserung  der 
Resultate  ermöglicht.  Faktisch verschlechtert  sich die  Qualität  der  Rechercheergebnisse 
sogar. Der Grund dafür dürfte sein, dass die initiale Ergebnisliste für nahezu alle Anfragen 
schon eine fast optimale Verteilung der relevanten Dokumente enthält. Eine Verbesserung 
der  Ergebnisse  mit  Re-Ranking  kann nur  erreicht  werden,  wenn  für  eine  Anfrage  die 
relevanten  Dokumente  in  der  Ergebnisliste  zwar  enthalten,  aber  nicht  an  den  Top-
Positionen gelistet wären. Dies ist für die hier getesteten Konfigurationen in der Mehrheit 
der  Anfragen  nicht  der  Fall,  was  auch  an  den  sehr  guten  Retrievalergebnissen  der 
Referenzkonfigurationen ablesbar ist.
4.2.8  Merging auf Basis verschiedener Fusionsoperatoren
In diesem Abschnitt werden die Ergebnisse der getesteten Merging Verfahren vorgestellt. 
Dabei  kamen  die  aus  der  Forschung  des  Information  Retrieval  bekannten 
Fusionsoperatoren  zum  Einsatz.  Die  mathematischen  Grundlagen  hinter  den 
unterschiedlichen  Ansätzen  zur  Datenfusion  werden  in  Abschnitt  3.2.3.1  erläutert.  Die 
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Operatoren werden verwendet, um die Ergebnislisten der beiden im vorhandenen System 
implementierten  Stemming Ansätze  (Suffix  Stripping und  Decompounding)  zu 
fusionieren.  Dabei  werden  die  Ergebnislisten  der  verschiedenen  Konfigurationen 
herangezogen, nachdem diese separat erzeugt wurden. Um den Effekt der Datenfusion zu 
verdeutlichen werden in Tabelle 23 sowohl die Ergebnisse der zum Merging verwendeten 
Referenzkonfigurationen (Run 33 und Run 37), als auch die Ergebnisse aufgeführt, die mit 
den jeweiligen Merging-Operatoren (Run 38 bis 43) erzielt wurden.
Run ID MAP GMAP AR Merging-Operator
33 0.5122 0.4193 0.8316 -
37 0.4670 0.3847 0.8372 -
38 0.5344 0.4591 0.8800 Round Robin (RR)
39 0.5117 0.4349 0.8516 Raw Score (RS)
40 0.5454 0.4673 0.8534 Sum-RSV (SUM)
41 0.5403 0.4689 0.8776 Norm-RSV (N)
42 0.5387 0.4644 0.8545 Norm-Max-RSV 
(NM)
43 0.5452 0.4735 0.8665 Norm-by-top-k 
(NTK)
44 0.5460 0.4769 0.8790 Z-Score (ZS)
Tabelle 23: Evaluation verschiedener Ansätze zur Datenfusion
In  den  Abbildungen  31  und  32  sind  die  Ergebnisse  für  die  Werte  MAP  und  AR  in 
Abhängigkeit von dem jeweils verwendeten Merging-Operator dargestellt. Für die MAP 
zeigt sich, dass der Z-Score, der Norm-by-top-k und der Sum-RSV Operator die besten 
Ergebnisse liefern. Das einzige Verfahren, was deutlich schlechter ist als alle Anderen, ist 
der  Raw Score  Ansatz.  Alle  anderen Verfahren  erzielen ähnliche  Ergebnisse.  Die hier 
erhaltenen Resultate bestätigen die Ergebnisse, die in einer experimentellen Studie mit den 
CLEF DS-Topics aus 2005 bestimmt wurden.132 Für den durchschnittlichen Recall (AR) 
erreichen der Round Robin Ansatz, das Norm-RSV und das Z-Score Verfahren die besten 
Ergebnisse.  In  Abbildung  33  sind  die  Werte  für  die  GMAP  dargestellt.  Bei  genauer 
Betrachtung  der  Ergebnisse  in  Tabelle  23  ist  zu  erkennen,  dass  die  GMAP  für  die 
fusionierten Ergebnislisten einen Zuwachs von maximal 13,7 Prozent erreicht, während die 
132 Vgl. [Kürsten & Eibl 2006] Abschnitt 3.3 Tabelle 8
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MAP  Werte  um  maximal  6,6  Prozent  steigen.  Da  die  GMAP  bei  aktuellen 
Evaluationskampagnen als Maß für robustes Retrieval verwendet wird, lässt sich anhand 
der  Ergebnisse  der  Schluss  ziehen,  dass  die  Fusion  der  beiden  genannten  Stemming 
Verfahren sehr robuste Retrievalergebnisse liefert. In Abbildung 34 lässt sich dies auch an 
den Precision-Recall Graphen ablesen.
Abbildung 31: Merging Operatoren (1)  Abbildung 32: Merging Operatoren (2)
Abbildung 33: Merging Operatoren (3)  Abbildung 34: PR-Graph Run 33, 37 u. 44
4.2.9  Merging auf Basis von lokalem Dokument Clustering und Re-Ranking
In  diesem  Abschnitt  erfolgt  die  Darstellung  der  Ergebnisse,  die  mit  dem  Merging-
Verfahren auf Basis von LDC und Re-Ranking erreicht werden. Das Verfahren und dessen 
Implementierung ist in Abschnitt 3.3.4.7 beschrieben.
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Run ID MAP GMAP AR Merging-Operator
40 0.5454 0.4673 0.8534 Sum-RSV
46 0.5387 0.4644 0.8545 Clustering und 
Fusion mit Sum-
RSV
Tabelle 24: Evaluation von Merging auf Basis von LDC und Re-Ranking
Das Rechercheergebnis, was mit diesem Ansatz erzielt wurde, wird in Tabelle 24 mit der 
entsprechenden Referenzkonfiguration aus Abschnitt 4.2.8 verglichen. Der Vergleich der 
Ergebnisse zeigt, dass das Verfahren zur Datenfusion auf Basis von LDC und Re-Ranking 
für  die  hier  verwendeten  Konfigurationen  kein  zufriedenstellendes  Resultat  produziert. 
Eine genaue Analyse der Zwischenschritte des Verfahrens hat ergeben, dass das Clustering 
selbst nicht die Ursache für die schlechten Ergebnisse ist. Die relevanten und irrelevanten 
Dokumente werden sogar ziemlich gut in verschiedene Cluster separiert. Das Problem des 
Verfahrens ist die Grundidee, bei der die Überlappung der Cluster zur Bestimmung der 
Zuverlässigkeit derselben genutzt wird. Im Artikel von [Zhang 2001] wird gezeigt, dass die 
Zuverlässigkeit der Cluster auf Basis ihrer Überlappung gebildet wird und die Grundidee 
auf der der Ansatz beruht ist,  dass die Cluster mit einem hohen Anteil  von relevanten 
Dokumenten  eine  hohe  Überlappung  aufweisen  und  sich  demzufolge  als  zuverlässige 
Cluster  identifizieren  lassen.  Bei  den  hier  verwendeten  Ergebnislisten  ist  aber  die 
Überlappung der Cluster mit einem hohen Anteil relevanter Dokumente statistisch nicht 
von der Überlappung der anderen Cluster unterscheidbar. Dies resultiert im Endeffekt in 
einer Verschlechterung der anschließend durch das Re-Ranking und Merging erzeugten 
Ergebnisliste.
4.3  Auswertung der Konfigurationen für die CLEF 2006  Teilnahme
In diesem Abschnitt werden die Ergebnisse der offiziellen Konfigurationen zur Teilnahme 
an der CLEF 2006 Kampagne vorgestellt. Für die offizielle Evaluation von CLEF wurden 
vier Konfigurationen für den Domain-Specific Monolingual Task jeweils für Deutsch und 
Englisch  an  die  entsprechenden  Verantwortlichen  geschickt.  Die  Auswertung  der 
Ergebnisse  erfolgt  auf  Basis  der  Informationen,  die  CLEF  mittels  DIRECT  und  den 
entsprechenden Artikeln für die Evaluation zur Verfügung stellt.
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4.3.1  Konfigurationen für den Domain-Specific Monolingual German Task
Für  die  Teilnahme  an  dieser  Aufgabe  der  CLEF  2006  Kampagne  wurden  die 
Retrievalergebnisse der in Tabelle 25 beschriebenen Konfigurationen eingeschickt. Zu den 
eingeschickten Konfigurationen sind die folgenden Bemerkungen zu beachten. Das Ziel 
war der Vergleich der unterschiedlichen Clustering Strategien Dokument Clustering und 
Term  Clustering,  sowie  die  Klärung  des  Einflusses  der  Datenfusion  der  beiden 
vorhandenen  Stemming  Verfahren.  Für  das  Clustering  wurde  der  hierarchische 
Algorithmus  Group-Average-Link  verwendet,  weil  er  in  der  Literatur  als  sehr  robust 
bezeichnet  wird.133 Ein  weiterer  Grund  war,  dass  für  den  k-means  Algorithmus,  der 
ebenfalls in Frage kam, zum Zeitpunkt der Abgabe der Rechercheergebnisse noch keine 
Lösung des in Abschnitt 2.3.3.2.1 beschriebenen Problems implementiert war. Denn in der 
ursprünglichen Form produzierte  der  Algorithmus  instabile  Ergebnisse  aufgrund der  in 
jedem  Aufruf  unterschiedlichen  anfänglichen  Repräsentanten  der  Cluster.  Zusätzlich 
bestand zum Zeitpunkt der Einsendung der Ergebnisse das Problem, dass die Routine zur 
Bestimmung der Qualität der Cluster noch sehr einfach war und demzufolge auch eher 
mäßige Ergebnisse lieferte. Für die Datenfusion (Merging) wurde der Sum-RSV Operator 
verwendet,  weil  er  in  den  entsprechenden  Forschungsberichten  die  besten  Ergebnisse 
erzeugte.134 In  Tabelle  26  werden  die  offiziellen  Resultate  der  eingeschickten 
Konfigurationen verglichen.135
Run Identifikator Indizierung Beschreibung der Konfiguration
TUCMIgirtde1 Lowercasefilter
Stoppwortfilter
Snowball-German2
Stemmer
Feedback: zweistufige QE mit PRF
Lokales Clustering: Nein
Query Konstr.: Autom. aus Title und Desc.
Merging: Nein
TUCMIgirtde2 Lowercasefilter
Stoppwortfilter
Snowball-German2
Stemmer
Feedback: zweistufige QE mit PRF + LDC
Lokales Clustering: Ja, LDC
Query Konstr.: Autom. aus Title und Desc.
Merging: Nein
TUCMIgirtde3 Lowercasefilter
Stoppwortfilter
Snowball-German2
Stemmer
Feedback: zweistufige QE mit PRF + LTC
Lokales Clustering: Ja, LTC
Query Konstr.: Autom. aus Title und Desc.
Merging: Nein
133 Vgl. [Rasmussen 1992] S. 426
134 Vgl. [Fox & Shaw 1994]
135 Vgl. [Di Nunzio & Ferro 2006] S. 101-108
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Run Identifikator Indizierung Beschreibung der Konfiguration
TUCMIgirtde4 Lowercasefilter
Stoppwortfilter
Snowball-German2 
und Decompounding 
Stemmer
Feedback: zweistufige QE mit PRF
Lokales Clustering: Nein
Query Konstr.: Autom. aus Title und Desc.
Merging: Ja, Sum-RSV
Tabelle 25: Beschreibung der Konfigurationen für die CLEF 2006 Teilnahme (DE)
Run Identifikator MAP GMAP AR
TUCMIgirtde1 (R1) 0.5122 0.4193 0.8316
TUCMIgirtde2 (R2) 0.5202 0.4138 0.8351
TUCMIgirtde3 (R3) 0.5136 0.4132 0.8348
TUCMIgirtde4 (R4) 0.5454 0.4673 0.8534
Tabelle 26: Evaluation der Konfigurationen für die CLEF 2006 Teilnahme (DE)
Abbildung 35: MAP der offiz. Runs (DE)  Abbildung 36: AR der offiz. Runs (DE)
Anhand der Abbildungen 35 und 36 ist deutlich zu erkennen, dass nur die Konfiguration, 
bei  der  die  Datenfusion  verwendet  wurde,  klar  bessere  Ergebnisse  erzielt,  als  die 
Referenzkonfiguration (R1). Die Konfigurationen, bei denen Query Expansion mit LDC 
bzw. LTC und PRF eingesetzt wurde, erreichen zwar auch etwas bessere Resultate, aber 
der  Abstand zur  Referenzkonfiguration (R1)  ist  dabei  relativ  gering.  Allerdings  sei  an 
dieser Stelle darauf hingewiesen, dass die Verbesserung von Konfigurationen, die schon 
sehr gute Ergebnisse liefern, relativ schwierig ist und die erzielbaren Erfolge demzufolge 
meist  eher  gering  sind.  In  Abbildung  37  sind  die  Ergebnisse  der  offiziellen 
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Konfigurationen  der  CLEF  2006  Teilnahme  in  Form  von  Precision-Recall  Graphen 
zusammengefasst.
Abbildung 37: PR-Graph offiz. Runs (DE)
4.3.2  Konfigurationen für den Domain-Specific Monolingual English Task
Für  die  Teilnahme  an  dieser  Aufgabe  der  CLEF  2006  Kampagne  wurden  die 
Retrievalergebnisse der in Tabelle 27 beschriebenen Konfigurationen eingeschickt. Auch 
für  die  hier  aufgeführten  Konfigurationen  gelten  die  in  Abschnitt  4.3.1  erwähnten 
Nachteile für die Clusteranalyse. Die Verbesserung der einzelnen Komponenten erfolgte, 
wie  schon  erwähnt,  erst  nach  der  Versendung  der  Ergebnisse  für  die  CLEF  2006 
Kampagne.  Für  den  Domain-Specific  Monolingual  English Task  wurden  ebenfalls  die 
Verfahren zur Query Expansion mit PRF und LDC bzw. LTC mit der einfacheren Query 
Expansion verglichen. Zusätzlich wurde die letzte Konfiguration (R4) eingeschickt, um zu 
prüfen, ob die Ergebnisse für die einfache und zweistufige Query Expansion im gleichen 
Verhältnis zueinander stehen, wie bei dem deutschen Korpus.
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Run Identifikator Indizierung Beschreibung der Konfiguration
TUCMIgirten2 Lowercasefilter
Stoppwortfilter
Snowball-Porter 
Stemmer
Feedback: zweistufige QE mit PRF + LDC
Lokales Clustering: Ja, LDC
Query Konstr.: Autom. aus Title und Desc.
Merging: Nein
TUCMIgirten3 Lowercasefilter
Stoppwortfilter
Snowball-Porter 
Stemmer
Feedback: zweistufige QE mit PRF + LTC
Lokales Clustering: Ja, LTC
Query Konstr.: Autom. aus Title und Desc.
Merging: Nein
TUCMIgirten4 Lowercasefilter
Stoppwortfilter
Snowball-Porter 
Stemmer
Feedback: einfache QE mit PRF
Lokales Clustering: Nein
Query Konstr.: Autom. aus Title und Desc.
Merging: Nein
Tabelle 27: Beschreibung der Konfigurationen für die CLEF 2006 Teilnahme (EN)
Run Identifikator MAP GMAP AR
TUCMIgirten1 (R1) 0.3510 0.2667 0.7506
TUCMIgirten2 (R2) 0.3553 0.2716 0.7542
TUCMIgirten3 (R3) 0.3450 0.2611 0.7481
TUCMIgirten4 (R4) 0.3538 0.2695 0.7483
Tabelle 28: Evaluation der Konfigurationen für die CLEF 2006 Teilnahme (EN)
Abbildung 38: MAP der offiz. Runs (EN)  Abbildung 39: AR der offiz. Runs (EN)
In Tabelle 28 sowie in den Abbildungen 38 und 39 werden die offiziellen Resultate der 
eingeschickten  Konfigurationen  verglichen.136 Die  Evaluation  zeigt,  dass  alle 
Konfigurationen Ergebnisse ähnlicher Qualität liefern. Auch hier ist die Konfiguration mit 
136 Vgl. [Di Nunzio & Ferro 2006] S. 75-82
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der Query Expansion auf Basis von PRF und LDC den Anderen leicht überlegen. Wenn 
die  Ergebnisse  jedoch  mit  denen  des  Domain-Specific  Monolingual  German Tasks 
verglichen werden, fällt  auf,  dass die  hier  gezeigten Resultate  deutlich schlechter sind, 
obwohl mit dem pseudo-bilingualen Korpus GIRT4 gearbeitet wurde. Diese Feststellung 
lässt zwei wesentliche Schlüsse zu. Zum einen legt es die Vermutung nahe, dass die hier 
vorgestellten Konzepte auf dem englischen Korpus weniger gut funktionieren also sprach- 
oder korpusabhängig sind. Andererseits kann auch die Struktur des englischen Korpus eine 
Rolle spielen, bei dem, wie in Abschnitt 4.1.1 erläutert wurde, im Vergleich zum deutschen 
Korpus  nur  für  sehr  wenige  Dokumente  Abstracts  vorhanden  sind.  Letzlich  wird  die 
Kombination der beiden genannten Punkte den Unterschied in der Qualität der Ergebnisse 
ausmachen.  Auf  eine  vergleichende  Darstellung  der  Ergebnisse  mit  Precision-Recall 
Graphen wird hier aufgrund der sehr geringen Differenzen der Rechercheergebnisse der 
Konfigurationen verzichtet.
4.3.3  Vergleich der offiziellen Evaluationsergebnisse 
In diesem Abschnitt werden die offiziellen Ergebnisse der CLEF 2006 Kampagne für die 
Domain-Specific Monolingual Tasks für Deutsch und Englisch vorgestellt. Dabei werden 
die jeweils besten Konfigurationen aller Teilnehmer verglichen.
4.3.3.1  Domain-Specific Monolingual German Task
Die offiziellen Ergebnisse der Teilnehmer dieser speziellen Aufgabe bei CLEF 2006 sind 
in Tabelle 29 und in Abbildung 40 dargestellt.137 Der Vergleich der besten Konfigurationen 
zeigt, dass die im Rahmen dieser Arbeit entwickelten und implementierten Konzepte sehr 
gute  Resultate  liefern.  Diese  sind  den  Ergebnissen  der  anderen  Teilnehmer,  wie  der 
Berkeley,  University  of  California  oder  der  Universität  Neuchatel,  die  aufgrund  ihrer 
Erfahrung und der erzielten Ergebnisse bei vorangegangenen Evaluationskampagnen als 
Veteranen in dem Fachgebiet bezeichnet werden können, teilweise klar überlegen. Einzig 
für den durchschnittlichen Recall (AR) erzielt die beste Konfiguration der Uni Neuchatel 
bessere  Ergebnisse  als  die  beste  Konfiguration  der  im  Rahmen  dieser  Arbeit 
implementierten Konzepte.
137 Vgl. [Di Nunzio & Ferro 2006] S. 21-27
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Teilnehmer MAP GMAP AR
FU Hagen (FUH) 0.3539 0.2869 0.7768
UC Berkeley (UCB) 0.3917 0.1440 0.7627
Uni Neuchatel (UNE) 0.5051 0.4336 0.8939
TU Chemnitz (TUC) 0.5454 0.4673 0.8534
Tabelle 29: Vergleich der offiziellen Ergebnisse bei CLEF 2006 (DE)
Abbildung 40: Offizielle Ergebnisse CLEF 2006 (DS-Mono DE)
4.3.3.2  Domain-Specific Monolingual English Task
Die offiziellen Ergebnisse der Teilnehmer dieser speziellen Aufgabe bei CLEF 2006 sind 
in  Tabelle  30  und  in  Abbildung  41  dargestellt.138 Dabei  werden  die  jeweils  besten 
Konfigurationen der Teilnehmer verglichen. Der Vergleich der besten Konfigurationen für 
diese Aufgabe zeigt, dass die im Rahmen dieser Arbeit entwickelten und implementierten 
Ansätze  brauchbare  Ergebnisse  liefern.  Es  ist  klar  zu  erkennen,  dass  die  Systeme  der 
anderen Teilnehmer bessere Resultate erzielen. Der Unterschied der Ergebnisse für diesen 
Task im Vergleich zu denen in Abschnitt  4.3.3.1  entsteht  einerseits  dadurch,  dass hier 
keine Datenfusion unterschiedlicher Konfigurationen vorgenommen wurde. Andererseits 
weicht  die  Struktur  des  hier  verwendeten  Korpus  leicht  von  der  des  Korpus  für  den 
138 Vgl. [Di Nunzio & Ferro 2006] S. 13-19
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Domain-Specific Monolingual German Task ab, was dazu führt,  dass die Konzepte zur 
Optimierung der Ergebnisse hier schlechter greifen.
Teilnehmer MAP GMAP AR
TU Chemnitz (TUC) 0.3553 0.2716 0.7542
UC Berkeley (UCB) 0.4136 0.3399 0.7924
Uni Neuchatel (UNE) 0.4303 0.3248 0.7844
Tabelle 30: Vergleich der offiziellen Ergebnisse bei CLEF 2006 (EN)
Abbildung 41: Offizielle Ergebnisse CLEF 2006 (DS-Mono EN)
4.4  Vergleichende Analyse erfolgversprechender Konfigurationen
In diesem Abschnitt der Evaluation werden die Resultate verschiedener Konfigurationen 
genauer  betrachtet.  Dazu  wird  eine  Analyse  der  Rechercheergebnisse  der  zentralen 
Konzepte dieser Arbeit auf der Ebene der einzelnen Topics durchgeführt. Dabei werden 
die Topics und Relevanzbewertungen der CLEF 2006 Kampagne verwendet.  Mit Hilfe 
dieser  Analyse  werden  Vorschläge  für  weitere  Verbesserungen  der  implementierten 
Konzepte  erarbeitet.  Im  letzten  Unterabschnitt  werden  die  Konfigurationen  des 
Retrievalsystems verglichen, die die besten Resultate erzielen.
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4.4.1  Einfluss von QE mit PRF und LDC auf das Rechercheergebnis
Der Einfluss dieses Verfahrens auf das Rechercheergebnis wird anhand eines Vergleichs 
mit dem Query Expansion Ansatz mit PRF verdeutlicht. Dazu werden alle Werte für die 
durchschnittliche Precision (AP) für  beide Verfahren anhand der  CLEF 2006 Domain-
Specific Topics aufgelistet.
Topic 
Nummer
AP für QE-PRF
(Run 33)
AP für QE-PRF+LDC 
(Run 35)
Differenz
151 0.5735 0.5580 -0.0155
152 0.6139 0.4578 -0.1561
153 0.7631 0.7951 +0.0320
154 0.6928 0.7041 +0.0113
155 0.4345 0.5573 +0.1228
156 0.6792 0.6967 +0.0175
157 0.4380 0.4230 -0.0150
158 0.5201 0.5844 +0.0643
159 0.6628 0.6715 +0.0087
160 0.5431 0.6327 +0.0897
161 0.7532 0.7639 +0.0107
162 0.5232 0.5452 +0.0220
163 0.2978 0.3298 +0.0320
164 0.0067 0.0038 -0.0029
165 0.8447 0.8696 +0.0249
166 0.5773 0.6165 +0.0392
167 0.5025 0.4975 -0.0050
168 0.4517 0.5267 +0.0750
169 0.1584 0.1435 -0.0149
170 0.5882 0.5895 +0.0013
171 0.4377 0.4529 +0.0152
172 0.5005 0.4183 -0.0822
173 0.5981 0.6048 +0.0067
174 0.4873 0.5331 +0.0458
175 0.1571 0.2193 +0.0622
Tabelle 31: Vergleich der QE Ansätze anhand der CLEF 2006 Topics
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Die Differenzen dieser Werte werden für jede Anfrage berechnet. Die Werte in Tabelle 31 
lassen sich wie folgt zusammenfassen. Mit Hilfe des lokalen Dokument Clustering wird 
das Rechercheergebnis für gut zwei Drittel der Anfragen (18 von 25) verbessert. In den 
Fällen,  bei  denen  es  zu  einer  Verschlechterung  des  Ergebnisses  kommt,  liegen  diese 
Verschlechterungen  bei  fünf  von  sieben  Anfragen  bei  maximal  1,55  Prozent  der 
durchschnittlichen Precision (AP). Für lediglich zwei Topics (152 und 172), was weniger 
als  10  Prozent  der  gesamten  Topic-Menge  entspricht,  verringert  sich  die  Qualität  des 
Rechercheergebnisses deutlich. Bei der genauen Analyse der Ergebnislisten mit Hilfe der 
Relenvanzbewertungen  konnte  eine  Gemeinsamkeit  dieser  beiden  Topics  festgestellt 
werden. Denn für das Rechercheergebnis beider Anfragen gilt, dass die Precision für die 
ersten ca. 10 bis 20 Dokumente bei 1 liegt und danach schlagartig gegen 0 geht. Dies hat 
zur Folge, dass die Query Expansion mit PRF hier enorm gut funktioniert, während alle 
anderen Ansätze zu einer Verschlechterung des Ergebnisse führen. Denn bei den Verfahren 
mit LDC oder LTC werden in dieser speziellen Situation mit hoher Wahrscheinlichkeit 
auch irrelevante Dokumente zur Query Expansion verwendet. 
4.4.2  Einfluss der Datenfusion auf das Rechercheergebnis
Zur  Darstellung  des  Einflusses  der  Datenfusion  der  unterschiedlichen 
Indizierungsverfahren, einerseits mit dem Snowball-German2 Stemmer nach Porter139 und 
andererseits  mit  dem  Decompounder  nach  Wagner140,  werden  die  Ergebnisse  der 
jeweiligen Konfigurationen mit den Resultaten der Konfiguration verglichen, deren Basis 
die Datenfusion ist. In Tabelle 32 werden die Ergebnisse der genannten Konfigurationen 
verglichen. Zusätzlich wird die Differenz der Konfiguration mit Datenfusion zu der jeweils 
besseren Grundkonfiguration gebildet.
Topic 
Nummer
Suffix Stripping
AP für Run 33
Decompounder
AP für Run 37
Datenfusion
AP für Run 44
Differenz
151 0.5735 0.6520 0.7435 +0.0915
152 0.6139 0.6135 0.7466 +0.1327
153 0.7631 0.5692 0.6984 -0.0647
154 0.6928 0.7996 0.8244 +0.0248
155 0.4345 0.4527 0.4817 +0.0290
139 Vgl. [Porter 2001]
140 Vgl. [Wagner 2005]
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Topic 
Nummer
Suffix Stripping
AP für Run 33
Decompounder
AP für Run 37
Datenfusion
AP für Run 44
Differenz
156 0.6792 0.6166 0.6693 -0.0099
157 0.4380 0.3703 0.5092 +0.0712
158 0.5201 0.1438 0.4165 -0.1036
159 0.6628 0.4170 0.6080 -0.0548
160 0.5431 0.5844 0.6332 +0.0488
161 0.7532 0.4808 0.7006 -0.0526
162 0.5232 0.5463 0.6167 +0.0704
163 0.2978 0.0554 0.1544 -0.1434
164 0.0067 0.0492 0.0462 -0.0030
165 0.8447 0.8214 0.8775 +0.0328
166 0.5773 0.6152 0.6214 +0.0062
167 0.5025 0.4183 0.5025 0
168 0.4517 0.4555 0.4798 +0.0243
169 0.1584 0.1220 0.2359 +0.0775
170 0.5882 0.6005 0.6189 +0.0184
171 0.4377 0.5769 0.5713 -0.0056
172 0.5005 0.5201 0.5820 +0.0619
173 0.5981 0.6496 0.6816 +0.0320
174 0.4873 0.3639 0.4496 -0.0377
175 0.1571 0.1804 0.1796 -0.0008
Tabelle 32: Einfluss der Datenfusion auf das Rechercheergebnis
Für  die  Qualität  der  Ergebnisse  der  Datenfusion  im  Vergleich  zu  den 
Ausgangskonfigurationen lässt sich feststellen, dass gut 40 Prozent der Ergebnisse (10 von 
25) schlechter sind, als die jeweils bessere der beiden Grundkonfigurationen. Dabei liegt 
die  Verschlechterung bei  wiederum 40 Prozent  dieser  Topics  (4  von 10)  bei  maximal 
einem Prozent. Dies reduziert die Menge der Topics, bei denen sich das Ergebnis drastisch 
verschlechtert auf knapp ein Viertel der gesamten Anfragen (6 von 25). Wenn wiederum 
die  Ergebnisse  dieser  Anfragen  genauer  betrachtet  werden,  fällt  auf,  dass  dabei 
ausnahmslos die Resultate des Suffix Stripping Ansatz die besten Werte erzielen (Topics: 
153,  158,  159,  161,  163  und  174).  Aufgrund  dieser  Tatsache  lässt  sich  mit  einer 
geschickten  Wahl  der  Gewichtungsfaktoren  der  Ergebnislisten  das  Rechercheergebnis 
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weiter  verbessern.141 Dabei  sollte  das  Gewicht  für  die  Ergebnisliste  bei  der  der  Suffix 
Stripping Ansatz angewendet wurde höher sein, als das Gewicht für die Ergebnisliste des 
Decompounding Verfahrens. So sollte es möglich sein den beobachteten Effekt für das 
Rechercheergebnis  nach  dem  Merging  abzuschwächen  und  damit  gleichzeitig  dessen 
Qualität zu verbessern.
4.4.3  Auswertung erfolgversprechender Konfigurationen
In  diesem  Abschnitt  werden  die  Ergebnisse  der  bestmöglichen  Kombinationen  der 
einzelnen  Systemkonfigurationen  anhand  der  CLEF 2006  DS-Topics  ausgewertet.  Um 
festzustellen, ob die verwendeten Konfigurationen zu sehr an diese spezielle Topic-Menge 
angepasst  sind,  werden  auch  die  CLEF  2005  DS-Topics  mit  den  entsprechenden 
Konfigurationen evaluiert.  Zusätzlich werden die  Ergebnisse mit  den besten offiziellen 
Resultaten der CLEF 2006 Kampagne verglichen.
4.4.3.1  CLEF 2006 Domain-Specific Topics
In Tabelle 33 werden die Referenzkonfiguration (Run 33, 37 und 40) mit den auf Basis von 
LDC  verbesserten  Konfigurationen  (Run  35  und  47)  und  zwei  Konfigurationen  mit 
Datenfusion  (Run  48  und  49)  verglichen.  Dabei  werden  bei  einer  Datenfusion  die 
Gewichte  für  die  Ergebnislisten  gleich  gesetzt  (Run  48)  während  bei  der  anderen 
Datenfusion  die  Gewichte  manuell  angepasst  werden  (Run  49),  so  dass  sie  den 
Anforderungen genügen, die in Abschnitt 4.4.2 vorgeschlagen wurden. 
Run ID MAP GMAP AR
33 0.5122 0.4193 0.8316
35 0.5278 0.4242 0.8356
37 0.4670 0.3847 0.8372
47 0.4862 0.4054 0.8492
40 0.5454 0.4673 0.8534
48 0.5632 0.4920 0.8912
49 0.5704 0.4952 0.8917
Tabelle 33: Evaluation erfolgversprechender Konfigurationen (CLEF 2006)
141 Vgl. Abschnitt 3.2.3.1 Tabelle 7
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Die Konfigurationen 33 und 40 haben an der offiziellen Evaluation durch CLEF 2006 
teilgenommen,  wobei  die  Konfiguration  40  mit  klarem  Abstand  die  besten  Resultate 
lieferte.142
Abbildung 42: MAP der Top-Runs (2006)  Abbildung 43: AR der Top-Runs (2006)
In den Abbildungen 42 und 43 ist jeweils die MAP bzw. der AR in Abhängigkeit von der 
jeweiligen  Konfiguration  dargestellt.  In  Abbildung  42  ist  klar  zu  erkennen,  dass  die 
durchschnittliche  Precision  (MAP)  für  die  Konfigurationen  mit  dem  Decompounding 
Ansatz zur Indizierung die schlechtesten Werte erzielen (R37 und R47). Erheblich bessere 
Resultate erreichen die Konfigurationen mit dem Suffix Stripping Ansatz zur Indizierung 
(R33 und R35). Außerdem ist bei diesen Grundkonfigurationen klar zu erkennen, dass die 
mit LDC verbesserten Konfigurationen jeweils bessere Ergebnisse erzielen (R47 und R35). 
Dies  wirkt  sich  auch auf  die  Konfigurationen aus,  bei  denen Datenfusion  angewendet 
wurde.  Schon  die  Datenfusion  auf  Basis  der  Verfahren  ohne  LDC  (R40)  erreicht 
wesentlich bessere Resultate, als irgendeine der Grundkonfigurationen. Wenn jedoch die 
Datenfusion  auf  Basis  der  Verfahren  mit  LDC  durchgeführt  wird,  erzielen  die 
Rechercheergebnisse noch bessere Werte für die MAP (R48 und R49). Für die GMAP ist 
ein identisches Verhältnis der Werte untereinander festzustellen, wie für alle Werte der 
MAP.  Für  den  durchschnittlichen  Recall  (AR)  sind  bis  auf  eine  Ausnahme  analoge 
Beobachtungen  zu  machen.  Der  einzige  Unterschied  ist,  dass  der  AR  für  die 
Konfigurationen mit dem Decompounder zur Indizierung einen besseren Recall erreicht als 
die Konfigurationen mit dem Suffix Stripping Ansatz.
142 Vgl. Abschnitt 4.3.3.1
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4.4.3.2  CLEF 2005 Domain-Specific Topics
Die im vorigen Abschnitt ausgewerteten Konfigurationen werden hier anhand der CLEF 
2005 DS-Topics getestet, um die beobachteten Einflüsse auf die Rechercheergebnisse zu 
bestätigen  oder  zu  widerlegen.  In  Tabelle  34  werden  daher  analog  zu  Tabelle  33  die 
entsprechenden  Ergebnisse  der  Konfigurationen  zusammengefasst.  Hier  werden  die 
Ergebnisse der Referenzkonfigurationen (Run 50, 51 und x) mit den Resultaten für die 
Konfigurationen mit Query Expansion auf Basis  von LDC (Run 52 und 53) sowie die 
Ergebnisse der Konfigurationen verglichen, bei denen die Datenfusion eingesetzt wurde 
(Run 54,  55 und 56). Bei den Konfigurationen für die Datenfusion wurden einmal die 
Referenzkonfigurationen  Run  50  und  51  fusioniert  (Run  54)  und  einmal  erfolgte  die 
Datenfusion der Konfigurationen von Run 52 und 53, bei denen LDC verwendet wurde 
(Run 55). Für die Konfiguration von Run 56 wurden die Gewichte der Ergebnislisten der 
Runs 52 und 53 auf die in Abschnitt 4.4.3.1 verwendeten Werte gesetzt.
Run ID MAP GMAP AR
50 0.4603 0.3266 0.8154
52 0.4695 0.3231 0.8192
51 0.4718 0.2995 0.8572
53 0.4603 0.2809 0.8587
54 0.5087 0.3636 0.8822
55 0.5147 0.3498 0.8833
56 0.5123 0.3509 0.8822
x143 0.4936 k.A. k.A.
Tabelle 34: Evaluation erfolgversprechender Konfigurationen (CLEF 2005)
In  den  Abbildungen  44  und  45  ist  die  MAP  und  der  AR  in  Abhängigkeit  von  der 
jeweiligen  Konfiguration  dargestellt.  Dabei  ist  die  Reihenfolge  der  unterschiedlichen 
Konfigurationen  identisch  mit  der  in  den  Abbildungen  42  und  43  verwendeten 
Reihenfolge.  Dies  soll  einen  Vergleich  der  Einflüsse  der  unterschiedlichen 
Konfigurationen ermöglichen und im optimalen Fall verdeutlichen, dass die Ergebnisse für 
verschiedene Topic-Mengen reproduzierbar sind. Die genaue Analyse der Graphen wird 
im Folgenden durchgeführt.
143 bestes Ergebnis bei CLEF 2005: Vgl. [Di Nunzio & Ferro 2005] S. 77
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Abbildung 44: MAP der Top-Runs (2005)  Abbildung 45: AR der Top-Runs (2005)
Beim  Vergleich  des  Verlaufs  der  jeweiligen  Graphen  in  Abbildung  42  und  44  wird 
deutlich, dass der Einfluss der einzelnen Konfigurationen auf das Rechercheergebnis leider 
nicht identisch ist. Der wesentliche Unterschied besteht in dem Verhältnis der MAP der 
Konfigurationen mit  dem Decompounder  zur  Indizierung.  Denn hier  verschlechtert  die 
Query  Expansion  auf  Basis  von  LDC  das  Rechercheergebnis.  Zur  Lokalisierung  der 
Ursache  für  dieses  unerwartete  Ergebnis,  wurden  die  Rechercheergebnisse  für  die 
einzelnen  Topics  analysiert.  Dabei  war  festzustellen,  dass  ein  Topic  das  gesamte 
Rechercheergebnis  negativ  beeinflusst,  weil  sich  dessen  Resultat  durch  die  Query 
Expansion  mit  LDC um fast  30  Prozent  der  AP  verschlechterte.  Dies  muss  in  einem 
ungeklärten Zusammenhang mit dem Decompounding Stemmer stehen, da für das gleiche 
Topic beim Einsatz des Suffix Stripping Stemmers und der Query Expansion auf Basis von 
LDC das Rechercheergebnis klar verbessert wird. Dieser negative Effekt wirkt sich dann 
ebenfalls  auf  die  Ergebnisse  der  Datenfusion  aus,  die  dadurch  keine  so  klaren 
Verbesserungen erzielen können, wie es für die CLEF 2006 Topics der Fall ist. Auffällig 
ist zudem, dass das Rechercheergebnis mit dem Decompounding Stemmer allein die beste 
Retrievalperformance der Grundkonfigurationen liefert. Dies ist bei den Ergebnissen für 
die CLEF 2006 Topics auch nicht der Fall. Ein weiterer Punkt ist, dass die Werte für die 
GMAP hier keineswegs analoge Ergebnisse liefern, wie es bei den CLEF 2006 Topics zu 
beobachten war. Nur für die Werte des durchschnittlichen Recall (AR) ergibt sich eine 
ähnliche Verteilung wie bei den CLEF 2006 Topics. Aber auch hier fällt  die Differenz 
zwischen der einfachen Query Expansion mit PRF und der Query Expansion mit LDC und 
PRF deutlich geringer aus. Trotz dieser teilweise unerwarteten Resultate ist zu erkennen, 
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dass der Ansatz der Datenfusion das Rechercheergebnis klar verbessert. Zusätzlich führt 
die Datenfusion der Ansätze mit Query Expansion auf Basis von LDC und PRF zu einer 
weiteren  Verbesserung  der  Retrievalergebnisse.  Doch  auch  die  mit  der  Datenfusion 
erreichte  Verbesserung  durch  die  Anpassung  der  Gewichte  für  die  einzelnen 
Ergebnislisten,  kann in  dieser  Auswertung nicht  bestätigt  werden.  Dabei  ist  jedoch zu 
bemerken, dass die manuelle Festlegung dieser Gewichte keinesfalls optimal gewesen sein 
muss. Wenn die in Tabelle 34 aufgeführten Ergebnisse der getesteten Konfigurationen mit 
dem Resultat  der  besten  offiziellen  Konfiguration  bei  CLEF 2005  (Run x)  verglichen 
werden, so ist auch hier zu erkennen, dass die in dieser Arbeit  umgesetzten Konzepte sehr 
gute Retrievalergebnisse erzielen. Abschließend kann demnach festgehalten werden, dass 
die Ergebnisse dieser Evaluation die Erwartungen mit den aufgeführten Einschränkungen 
erfüllt haben.
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Kapitel 5 - Zusammenfassung und Ausblick
In  diesem  abschließenden  Kapitel  werden  die  Ergebnisse  der  Analyse  der  Konzepte 
verglichen, die für diese Arbeit entwickelt und implementiert wurden. Dabei werden in 
Bezug  zur  Aufgabenstellung  die  Vor-  und  Nachteile  der  einzelnen  Verfahren  zur 
Clusteranalyse  und  deren  Anwendung  zur  Optimierung  der  Rechercheergebnisse  in 
Information Retrievalsystemen aufgezeigt.
5.1  Zusammenfassung
Für  die  Anwendung der  Clusteranalyse  im Information  Retrieval  existieren  die  beiden 
wesentlichen  Grundkonzepte  Term  Clustering  und  Dokument  Clustering.  Im  Rahmen 
dieser Arbeit wurden diese Ansätze implementiert und evaluiert, um deren Möglichkeiten 
zur  Optimierung  der  Rechercheergebnisse  zu  untersuchen.  Um  eine  vergleichende 
Evaluation  der  Konzepte  zu  ermöglichen,  wurden  die  im  Forschungsbereich  des 
Information  Retrieval  weit  verbreiteten  Optimierungsansätze  Query  Expansion  und 
Merging implementiert.
Bei der Evaluation der Verfahren zeigte sich, dass das Term Clustering allgemein, sowie 
dessen Unterkategorien Assoziationscluster und metrische Distanzcluster zur Verbesserung 
der Rechercheergebnisse generell ungeeignet sind. Die implementierten Verfahren sind vor 
allem für die Volltext-Suche geeignet. In der hier durchgeführten Evaluation konnten nur 
Abstracts verwendet werden, was letztendlich zu den schlechten Ergebnissen für dieses 
Grundkonzept führte.
Das Dokument Clustering erzielte in dem experimentellen Vergleich der Verfahren die 
besten Ergebnisse.  Dabei wurden verschiedene Algorithmen zur Erzeugung der Cluster 
verwendet.  Diese  lassen sich in  die  Hauptkategorien hierarchische und partitionierende 
Algorithmen  unterteilen.  Für  die  Gruppe  der  hierarchischen  Algorithmen  wurden 
wiederum  viele  verschiedene  Algorithmen  implementiert,  die  die  Cluster  auf  Basis 
unterschiedlicher  Interpretationen  der  Eigenschaften  der  Dokumente  bilden.  Für  die 
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partitionierenden  Algorithmen  wurde  nur  der  k-means  Algorithmus  implementiert.  Für 
diesen existieren in der Forschung jedoch zahlreiche Variationen, die teilweise auch im 
Rahmen dieser Arbeit implementiert und evaluiert wurden. Bei der Implementierung der 
Algorithmen zeigte sich, dass für die Anwendung zur Query Expansion keinerlei Vorteil 
aus der hierarchischen Clusterstruktur gezogen werden konnte, die die Algorithmen der 
gleichnamigen Kategorie erzeugen. Von den implementierten hierarchischen Algorithmen 
erzeugten der Single-Link Ansatz und der Group-Average-Link Ansatz in Bezug auf die 
Clusterstruktur gute und robuste Resultate. Dies ist im Grunde eine Bestätigung bisheriger 
Forschungsergebnisse im Bereich des Dokument Clustering. Erstaunlich gute Ergebnisse 
konnten aber ebenfalls mit dem partitionierenden k-means Algorithmus nach MacQueen 
erzielt  werden.  Dabei  wurden  einige  Erweiterungen  des  Algorithmus  eingesetzt,  die 
letztlich zu stabilen und qualitativ wertvollen Ergebnissen führten. Die beiden wichtigsten 
Erweiterungen sind die Auswahl der initialen Clusterrepräsentanten auf Basis maximaler 
Abstände und die Erzeugung von Clustern identischer Größe. Durch die einheitliche Größe 
der Cluster wird die Bestimmung der Gewichte für die Cluster wesentlich vereinfacht und 
damit gleichzeitig verbessert. Der größte Vorteil der partitionierenden Algorithmen ist die 
im Vergleich zu den hierarchischen Verfahren geringe Laufzeit und die Erzeugung einer 
planaren Clusterstruktur, die für die Anwendung zur Query Expansion besser nutzbar ist.
Zur Bewertung der Ergebnisse der Query Expansion mit lokalem Dokument Clustering 
wurde  das  Konzept  der  Query  Expansion  auf  Basis  von  Pseudo-Relevanz-Feedback 
implementiert. Die Resultate dieses relativ einfachen Ansatzes sind jedoch so gut, dass sie 
von der  Query Expansion mit  lokalem Dokument  Clustering kaum übertroffen werden 
können.  Um  dennoch  weiter  verbesserte  Rechercheergebnisse  zu  erzielen,  wurde  ein 
Konzept  zur  Kombination  der  beiden  genannten  Verfahren  zur  Query  Expansion 
entwickelt, implementiert und evaluiert. Bei der Auswertung zeigte sich, dass mit Hilfe 
dieses  Ansatzes  die  Qualität  der  Retrievalergebnisse  weiter  verbessert  werden  kann. 
Allerdings wurde bei der Evaluation festgestellt,  dass das Verfahren noch nicht  robust 
genug ist, um für alle Anfragen bessere Rechercheergebnisse zu erzielen.
Für  die  vergleichende  Analyse  eines  weiteren  Verfahrens  zum  Clustering  wurde  das 
Konzept der Datenfusion (Merging) implementiert.  Dabei wurden die in der Forschung 
gängigen Fusionsoperatoren umgesetzt. Die Ergebnisse dieser unterschiedlichen Konzepte 
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zur  Datenfusion  wurden  verwendet,  um ein  Verfahren  zur  Datenfusion  auf  Basis  von 
Clustering und Re-Ranking zu bewerten. Dabei stellte sich heraus, dass die Ergebnisse der 
einfachen  Operatoren  zur  Datenfusion  besser  waren  als  die,  die  mit  dem  sehr 
kostenintensiven Ansatz auf Basis von Clustering und Re-Ranking erzielt werden konnten. 
Bei der Evaluation dieser Verfahren wurde zusätzlich nachgewiesen, dass die durch die 
Query  Expansion  auf  Basis  von  Dokument  Clustering  und  Pseudo-Relevanz-Feedback 
erzielten Verbesserungen der Rechercheergebnisse auch nach dem Merging verschiedener 
Indizierungsverfahren erhalten bleiben.
Mit  der  Teilnahme  an  der  CLEF  2006  Kampagne  wurde  die  Evaluation  der 
implementierten Konzepte möglich. Die offiziellen Ergebnisse zeigen dabei eindrucksvoll, 
welche Qualität die mit Hilfe dieser Verfahren erzielten Rechercheergebnisse besitzen.
5.2  Ausblick
Viele der im Rahmen dieser Arbeit implementierten Konzepte besitzen Parameter, die für 
die Evaluation manuell nach dem Trial and Error Prinzip mit unterschiedlichen Werten 
getestet wurden. Dies betrifft beispielsweise die allgemeine Klasse zur Query Expansion 
oder die Klasse zur Datenfusion. In den entsprechenden Abschnitten dieser Arbeit wurden 
die Einflüsse der Parameter dieser Klassen bereits untersucht. In weiteren Experimenten 
könnten für diese Parameter anhand der verfügbaren Topic-Mengen mit den zugehörigen 
Relevanzbewertungen  optimale  Belegungen  bestimmt  werden,  um  die 
Rechercheergebnisse weiter zu verbessern.
Das verwendete  Konzept  zur  Kombination  der  Dokumente  aus  dem Pseudo-Relevanz-
Feedback und dem lokalen Dokument Clustering zur Query Expansion hat eine Schwäche. 
Sollte der unwahrscheinliche Fall eintreten, dass sowohl das Pseudo-Relevanz-Feedback 
als auch das lokale Dokument Clustering jeweils einen übermäßig hohen Anteil irrelevante 
Dokumente zurück liefern, führt dies unweigerlich zu einer enormen Verschlechterung des 
Rechercheergebnisses. Dies könnte mit der Implementierung und Evaluation eines anderen 
Ansatzes zur Kombination umgangen werden. Das Verfahren könnte so aussehen, dass nur 
Dokumente zur Query Expansion verwendet werden, die sowohl vom Pseudo-Relevanz-
Feedback als auch vom lokalen Dokument Clustering als relevant eingestuft werden. Dazu 
müsste die für das Clustering verwendete Grundmenge an Dokumenten, sowie die Anzahl 
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der Dokumente aus dem Pseudo-Relevanz-Feedback erhöht werden. Dann würde die für 
die Query Expansion verwendete Dokumentmenge dynamisch an jede Anfrage angepasst 
werden.  Dieses  Konzept  könnte  sowohl  das  hier  verwendete  Verfahren  als  auch  die 
einfache Query Expansion auf Basis des Pseudo-Relevanz-Feedbacks verbessern.
Aus statistischen Thesauri lassen sich ebenfalls Informationen gewinnen, die zur Query 
Expansion  verwendet  werden  können.  Hierfür  existieren  in  der  Forschung  bereits 
verschiedene  Ansätze,  die  in  einer  vergleichenden  Studie  mit  den  in  dieser  Arbeit 
entwickelten Konzepten verglichen werden könnten. Ebenso ist eine Kombination dieser 
Verfahren mit den im Rahmen dieser Arbeit vorgestellten Ansätze denkbar.
Eine weitere Möglichkeit besteht in der Erweiterung des Systems mit Komponenten zur 
maschinellen Übersetzung (MT), die die hier implementierten Verfahren zur Datenfusion 
nutzen.  Die  maschinelle  Übersetzung  ist  ein  eigenes  Forschungsgebiet,  welches  die 
Fachgebiete Künstliche Intelligenz und Computer Linguistik vereint. Für die Anwendung 
in einem multilingualen Information Retrievalsystem (MLIR) werden dazu die Ergebnisse, 
die  in  jeweils  einer  Sprache  für  eine  Anfrage  gefunden  wurden,  zu  einer  einzigen 
mehrsprachigen Ergebnisliste zusammengefasst, die möglichst nur relevante Dokumente 
aus den entsprechenden Sprachen enthält. Somit bestünde die Möglichkeit das System mit 
den  implementierten  Übersetzungskomponenten  im  Rahmen  der  bekannten 
Evaluationskampagnen bewerten zu lassen.
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Package Datei (*.java) Beschreibung
clustering Data
DocInfo
DocSimQueue
DocumentClustering4-
Merging
DocumentClustering4QE
DocumentClustering4RR
TermClustering4QE
Klasse  zur  Erzeugung,  Verwaltung  und 
Manipulation  der  Datenstrukturen  für  das 
Clustering.
Hilfsklasse,  die  Dokumentinformationen 
speichert.
Hilfsklasse,  zur  Erzeugung  eines  Dokument-
Rankings.
Klasse zum Einlesen der Hits (Dokumentliste) 
und  des  Queries  (Topic),  sowie  zum Aufruf 
und zur Verarbeitung der Cluster-Algorithmen 
zur Verwendung für Merging.
Klasse zum Einlesen der Hits (Dokumentliste) 
und  des  Queries  (Topic),  sowie  zum Aufruf 
und zur Verarbeitung der Cluster-Algorithmen 
zur Verwendung bei Query Expansion.
Klasse zum Einlesen der Hits (Dokumentliste) 
und  des  Queries  (Topic),  sowie  zum Aufruf 
und zur Verarbeitung der Cluster-Algorithmen 
zum Re-Ranking von Dokumenten.
Klasse  zur  Implementation  von  Term 
Clustering Verfahren.
clustering
   - algorithms
Algorithms
Hac
HacCentroid
HacCompleteLink
HacGroupAverageLink
HacMedian
HacSingleLink
HacWard
Abstrakte  Klasse  für  die  verschiedenen 
Clustering Algorithmen.
Klasse  zur  Implementation  des  allgemeinen 
hierarchischen,  agglomerativen  Cluster-
Algorithmus.
Klasse  zur  Implementation  des  Centroid 
Verfahrens.
Klasse zur Implementation des Complete-Link 
Verfahrens.
Klasse  zur  Implementation  des  Group-
Average-Link Verfahrens.
Klasse  zur  Implementation  des  Median 
Verfahrens.
Klasse  zur  Implementation  des  Single-Link 
Verfahrens.
Klasse  zur  Implementation  des  Verfahrens 
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Package Datei (*.java) Beschreibung
KmeansCentroid
KmeansMacQueen
KmeansRevised
KmeansStandard
nach Ward.
Klasse  zur  Implementation  der  Centroid 
Objekte für das Kmeans Clustering.
Klasse  zur  Implementation  des  Kmeans 
Clustering  Algorithmus  nach  [MacQueen
1967].
Überarbeitete  Klasse  zur  Implementation des 
Kmeans Clustering Algorithmus.
Klasse zur Implementation einer allgemeinen 
Version des Kmeans Clustering Algorithmus.
clustering
   - similarity
CosineCoefficient
DiceCoefficient
JaccardCoefficient
Similarity
WardCoefficient
Klasse  zur  Implementation  des  Cosinus 
Ähnlichkeitskoeffizienten.
Klasse  zur  Implementation  des  Dice 
Ähnlichkeitskoeffizienten.
Klasse  zur  Implementation  des  Jaccard 
Ähnlichkeitskoeffizienten.
Abstrakte  Klasse  zur  Definition  der 
Funktionen  zur  Ähnlichkeitsbestimmung  von 
Objekten.
Klasse zur Implementation des  Ähnlichkeits-
koeffizienten nach Ward.
merging ClusteringAndFusion
MergeWrapper
NormMaxRSV
NormRSV
NormTopk
RawScore
RoundRobin
SumRSV
Zscore
Klasse  zur  Implementation  des  Algorithmus 
zur Datenfusion nach [Zhang 2001].
Abstrakte  Klasse  zur  Definition  der 
Funktionen zur Datenfusion.
Klasse  zur  Implementation  des  NormMax-
RSV Operators zur Datenfusion.
Klasse  zur  Implementation  des  NormRSV 
Operators zur Datenfusion.
Klasse zur Implementation des Norm-by-Top-
k Operators zur Datenfusion.
Klasse  zur  Implementation  des  Raw  Score 
Operators zur Datenfusion.
Klasse zur Implementation des Round Bobin 
Operators zur Datenfusion.
Klasse  zur  Implementation  des  Sum-RSV 
Operators zur Datenfusion.
Klasse  zur  Implementation  des  Z-Score 
Operators zur Datenfusion.
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Package Datei (*.java) Beschreibung
search CLEF2006_SPQ_MFQ-
_QE_BF_DC
CLEF2006_SPQ_MFQ-
_QE_BF_DC2
CLEF2006_SPQ_MFQ-
_QE_BF_TC
CLEF2006_SPQ_MFQ-
_QE_BF
CLEF2006_SPQ_MFQ-
_QE_DC
CLEF2006_SPQ_MFQ-
_QE_TC
QueryExpansion
Klasse  zur  Ausführung  der  Suche  auf  Basis 
von QE mit PRF und LDC.
Klasse  zur  Ausführung  der  Suche  auf  Basis 
von QE mit PRF und LDC (Variante 2).
Klasse  zur  Ausführung  der  Suche  auf  Basis 
von QE mit PRF und LTC.
Klasse  zur  Ausführung  der  Suche  auf  Basis 
von QE mit PRF.
Klasse  zur  Ausführung  der  Suche  auf  Basis 
von QE mit LDC.
Klasse  zur  Ausführung  der  Suche  auf  Basis 
von QE mit LTC.
Klasse  zur  Implementation  der  Query 
Expansion.
search
   - qe-
     parameter- 
     analysis
QE_Analysis_N*_F*
QE_F*
Klassen  für  die  Parameteranalyse  der  Query 
Expansion  (*  steht  für  entsprechende 
Wertbelegung).
Klassen  für  die  Parameteranalyse  der  Query 
Expansion  (*  steht  für  entsprechende 
Wertbelegung).
wizards MergingWizard Klasse zur Auswahl der Ergebnislisten für die 
Datenfusion und Übergabe der entsprechenden 
Parameter an die Klassen im Paket merging.
Tabelle 35: Übersicht im Rahmen dieser Arbeit implementierter Klassen
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Anhang B - Übersicht der getesteten Systemkonfigurationen
Run 
ID
Art der Indizierung Query 
Konstruktion
QE 
144
CL145 SC146 Beschreibung
1 Lowercasefilter
Stoppwortfilter
kein Stemmer
TD147 -> 
TACT148
MFQ149
nein nein DE Baseline  Run  in  der 
Standardkonfiguration
Topics: CLEF 2003 
2 Lowercasefilter
Stoppwortfilter
Snowball-Stemmer
TD -> TACT
MFQ
nein nein DE Baseline  Run  in  der 
Standardkonfiguration
Topics: CLEF 2003 
3 Lowercasefilter
Stoppwortfilter
Decompounder
TD -> TACT
MFQ
nein nein DE Baseline  Run  in  der 
Standardkonfiguration 
Topics: CLEF 2003
4 Lowercasefilter
Stoppwortfilter
kein Stemmer
TD -> TACT
MFQ
nein nein DE Baseline  Run  in  der 
Standardkonfiguration
Topics: CLEF 2004 
5 Lowercasefilter
Stoppwortfilter
Snowball-Stemmer
TD -> TACT
MFQ
nein nein DE Baseline  Run  in  der 
Standardkonfiguration 
Topics: CLEF 2004
6 Lowercasefilter
Stoppwortfilter
Decompounder
TD -> TACT
MFQ
nein nein DE Baseline  Run  in  der 
Standardkonfiguration 
Topics: CLEF 2004
7 Lowercasefilter
Stoppwortfilter
kein Stemmer
TD -> TACT
MFQ
nein nein DE Baseline  Run  in  der 
Standardkonfiguration
Topics: CLEF 2005
8 Lowercasefilter
Stoppwortfilter
Snowball-Stemmer
TD -> TACT
MFQ
nein nein DE Baseline  Run  in  der 
Standardkonfiguration 
Topics: CLEF 2005
9 Lowercasefilter
Stoppwortfilter
Decompounder
TD -> TACT
MFQ
nein nein DE Baseline  Run  in  der 
Standardkonfiguration 
Topics: CLEF 2005
10 Lowercasefilter
Stoppwortfilter
kein Stemmer
TD -> TACT
MFQ
nein nein DE Baseline  Run  in  der 
Standardkonfiguration
Topics: CLEF 2006
144 Query Expansion
145 Clustering
146 Sprachcode
147 Topic: Title, Description
148 Korpus: Title, Abstract, Controlled-Term
149 Multi Field Query
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Run 
ID
Art der Indizierung Query 
Konstruktion
QE CL SC Beschreibung
11 Lowercasefilter
Stoppwortfilter
Snowball-Stemmer
TD -> TACT
MFQ
nein nein DE Baseline  Run  in  der 
Standardkonfiguration 
Topics: CLEF 2006
12 Lowercasefilter
Stoppwortfilter
Decompounder
TD -> TACT
MFQ
nein nein DE Baseline  Run  in  der 
Standardkonfiguration 
Topics: CLEF 2006
13 Lowercasefilter
Stoppwortfilter
Snowball-Stemmer
AAT150
TD -> TACT
MFQ
nein nein DE Baseline Run mit AAT. 
Topics: CLEF 2003
14 Lowercasefilter
Stoppwortfilter
Snowball-Stemmer
AAT
TD -> TACT
MFQ
nein nein DE Baseline Run mit AAT.
Topics: CLEF 2004
15 Lowercasefilter
Stoppwortfilter
Snowball-Stemmer
AAT
TD -> TACT
MFQ
nein nein DE Baseline Run mit AAT. 
Topics: CLEF 2005
16 Lowercasefilter
Stoppwortfilter
Snowball-Stemmer
AAT
TD -> TACT
MFQ
nein nein DE Baseline Run mit AAT. 
Topics: CLEF 2006
17 Lowercasefilter
Stoppwortfilter
Snowball-Stemmer
AAT, 
OAK151
TD -> TACT
MFQ, SPQ152
nein nein DE Baseline  Run mit  AAT 
und OAK. 
Topics: CLEF 2003
18 Lowercasefilter
Stoppwortfilter
Snowball-Stemmer
AAT, OAK
TD -> TACT
MFQ, SPQ
nein nein DE Baseline  Run mit  AAT 
und OAK. 
Topics: CLEF 2004
19 Lowercasefilter
Stoppwortfilter
Snowball-Stemmer
AAT, OAK
TD -> TACT
MFQ, SPQ
nein nein DE Baseline  Run mit  AAT 
und OAK. 
Topics: CLEF 2005
20 Lowercasefilter
Stoppwortfilter
Snowball-Stemmer
AAT, OAK
TD -> TACT
MFQ, SPQ
nein nein DE Baseline  Run mit  AAT 
und OAK. 
Topics: CLEF 2006
21 Lowercasefilter
Stoppwortfilter
Decompounder
AAT, OAK
TD -> TACT
MFQ, SPQ
nein nein DE Baseline  Run mit  AAT 
und OAK. 
Topics: CLEF 2003
22 Lowercasefilter
Stoppwortfilter
Decompounder
AAT, OAK
TD -> TACT
MFQ, SPQ
nein nein DE Baseline  Run mit  AAT 
und OAK. 
Topics: CLEF 2004
150 Automatische Aufbereitung der Topics (Vgl. Abschnitt 4.2.2.1)
151 optimierte Anfragekonstruktion (Vgl. Abschnitt 4.2.2.2)
152 Span Query
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Run 
ID
Art der Indizierung Query 
Konstruktion
QE CL SC Beschreibung
23 Lowercasefilter
Stoppwortfilter
Decompounder
AAT, OAK
TD -> TACT
MFQ, SPQ
nein nein DE Baseline  Run mit  AAT 
und OAK. 
Topics: CLEF 2005
24 Lowercasefilter
Stoppwortfilter
Decompounder
AAT, OAK
TD -> TACT
MFQ, SPQ
nein nein DE Baseline  Run mit  AAT 
und OAK. 
Topics: CLEF 2006
25 Lowercasefilter
Stoppwortfilter
Snowball-Stemmer
AAT, OAK
TD -> TACT
MFQ, SPQ
ja
N=5
F=2
nein DE Run  mit  AAT  und 
OAK, sowie QE .
Topics: CLEF 2006
26 Lowercasefilter
Stoppwortfilter
Snowball-Stemmer
AAT, OAK
TD -> TACT
MFQ, SPQ
ja
N=10
F=2
nein DE Run  mit  AAT  und 
OAK, sowie QE.
Topics: CLEF 2006
27 Lowercasefilter
Stoppwortfilter
Snowball-Stemmer
AAT, OAK
TD -> TACT
MFQ, SPQ
ja
N=25
F=2
nein DE Run  mit  AAT  und 
OAK, sowie QE. 
Topics: CLEF 2006
28 Lowercasefilter
Stoppwortfilter
Snowball-Stemmer
AAT, OAK
TD -> TACT
MFQ, SPQ
ja
N=50
F=2
nein DE Run  mit  AAT  und 
OAK, sowie QE.
Topics: CLEF 2006
29 Lowercasefilter
Stoppwortfilter
Snowball-Stemmer
AAT, OAK
TD -> TACT
MFQ, SPQ
ja
N=10
F=1
nein DE Run  mit  AAT  und 
OAK, sowie QE.
Topics: CLEF 2006
30 Lowercasefilter
Stoppwortfilter
Snowball-Stemmer
AAT, OAK
TD -> TACT
MFQ, SPQ
ja
N=10
F=3
nein DE Run  mit  AAT  und 
OAK, sowie QE.
Topics: CLEF 2006
31 Lowercasefilter
Stoppwortfilter
Snowball-Stemmer
AAT, OAK
TD -> TACT
MFQ, SPQ
ja
N=10
F=4
nein DE Run  mit  AAT  und 
OAK, sowie QE.
Topics: CLEF 2006
32 Lowercasefilter
Stoppwortfilter
Snowball-Stemmer
AAT, OAK
TD -> TACT
MFQ, SPQ
ja
N=10
F=5
nein DE Run  mit  AAT  und 
OAK, sowie QE.
Topics: CLEF 2006
33 Lowercasefilter
Stoppwortfilter
Snowball-Stemmer
AAT, OAK
TD -> TACT
MFQ, SPQ
ja
N=10
F=3
nein DE Run  mit  AAT  und 
OAK, sowie QE-2153.
Topics: CLEF 2006
34 Lowercasefilter
Stoppwortfilter
Snowball-Stemmer
AAT, OAK
TD -> TACT
MFQ, SPQ
ja
N=10
F=3
ja
LDC
DE Run  mit  AAT,  OAK, 
QE-2 mit LDC.
Topics: CLEF 2006
35 Lowercasefilter
Stoppwortfilter
Snowball-Stemmer
AAT, OAK
TD -> TACT
MFQ, SPQ
ja
N=10
F=3
ja
LDC
+PRF
DE Run  mit  AAT,  OAK, 
QE-2 mit LDC+PRF.
Topics: CLEF 2006
153 zweistufige Query Expansion (Vgl. Abschnitt 4.2.3.3)
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Run 
ID
Art der Indizierung Query 
Konstruktion
QE CL SC Beschreibung
36 Lowercasefilter
Stoppwortfilter
Snowball-Stemmer
AAT, OAK
TD -> TACT
MFQ, SPQ
ja
N=10
F=3
ja
LTC
DE Run  mit  AAT,  OAK, 
QE-2 mit LTC.
Topics: CLEF 2006
37 Lowercasefilter
Stoppwortfilter
Decompounder
AAT, OAK
TD -> TACT
MFQ, SPQ
ja
N=10
F=3
nein DE Run  mit  AAT  und 
OAK, sowie QE-2.
Topics: CLEF 2006
38 Merging  (Snowball 
+ Decompounder)
Round Robin
AAT, OAK
TD -> TACT
MFQ, SPQ
ja
N=10
F=3
nein DE Datenfusion von Run 33 
und 37.
Topics: CLEF 2006
39 Merging  (Snowball 
+ Decompounder)
Raw Score
AAT, OAK
TD -> TACT
MFQ, SPQ
ja
N=10
F=3
nein DE Datenfusion von Run 33 
und 37.
Topics: CLEF 2006
40 Merging  (Snowball 
+ Decompounder)
Sum-RSV
AAT, OAK
TD -> TACT
MFQ, SPQ
ja
N=10
F=3
nein DE Datenfusion von Run 33 
und 37.
Topics: CLEF 2006
41 Merging  (Snowball 
+ Decompounder)
Norm-RSV
AAT, OAK
TD -> TACT
MFQ, SPQ
ja
N=10
F=3
nein DE Datenfusion von Run 33 
und 37.
Topics: CLEF 2006
42 Merging  (Snowball 
+ Decompounder)
Norm-Max-RSV
AAT, OAK
TD -> TACT
MFQ, SPQ
ja
N=10
F=3
nein DE Datenfusion von Run 33 
und 37.
Topics: CLEF 2006
43 Merging  (Snowball 
+ Decompounder)
Norm-by-top-.k
AAT, OAK
TD -> TACT
MFQ, SPQ
ja
N=10
F=3
nein DE Datenfusion von Run 33 
und 37.
Topics: CLEF 2006
44 Merging  (Snowball 
+ Decompounder)
Z-Score
AAT, OAK
TD -> TACT
MFQ, SPQ
ja
N=10
F=3
nein DE Datenfusion von Run 33 
und 37.
Topics: CLEF 2006
45 Merging  (Snowball 
+ Decompounder)
Clustering+Fusion 
Z-Score
AAT, OAK
TD -> TACT
MFQ, SPQ
ja
N=10
F=3
nein DE Datenfusion von Run 33 
und 37.
Topics: CLEF 2006
46 Merging  (Snowball 
+ Decompounder)
Clustering+Fusion 
Sum-RSV
AAT, OAK
TD -> TACT
MFQ, SPQ
ja
N=10
F=3
nein DE Datenfusion von Run 33 
und 37.
Topics: CLEF 2006
47 Lowercasefilter
Stoppwortfilter
Decompounder
AAT, OAK
TD -> TACT
MFQ, SPQ
ja
N=10
F=3
ja
LDC
+PRF
DE Run  mit  AAT,  OAK, 
QE-2 mit LDC+PRF.
Topics: CLEF 2006
48 Merging  (Snowball 
+ Decompounder)
Z-Score
AAT, OAK
TD -> TACT
MFQ, SPQ
ja
N=10
F=3
ja
LDC
+PRF
DE Datenfusion von Run 35 
und 47.
Topics: CLEF 2006
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Run 
ID
Art der Indizierung Query 
Konstruktion
QE CL SC Beschreibung
49 Merging  (Snowball 
+ Decompounder)
Z-Score+Gewichte
AAT, OAK
TD -> TACT
MFQ, SPQ
ja
N=10
F=3
ja
LDC
+PRF
DE Datenfusion von Run 35 
und 47.
Topics: CLEF 2006
50 Lowercasefilter
Stoppwortfilter
Snowball-Stemmer
AAT, OAK
TD -> TACT
MFQ, SPQ
ja
N=10
F=3
nein DE Run  mit  AAT,  OAK, 
QE-2 mit LDC+PRF.
Topics: CLEF 2005
51 Lowercasefilter
Stoppwortfilter
Decompounder
AAT, OAK
TD -> TACT
MFQ, SPQ
ja
N=10
F=3
nein DE Run  mit  AAT,  OAK, 
QE-2 mit LDC+PRF.
Topics: CLEF 2005
52 Lowercasefilter
Stoppwortfilter
Snowball-Stemmer
AAT, OAK
TD -> TACT
MFQ, SPQ
ja
N=10
F=3
ja
LDC
+PRF
DE Run  mit  AAT,  OAK, 
QE-2 mit LDC+PRF.
Topics: CLEF 2005
53 Lowercasefilter
Stoppwortfilter
Decompounder
AAT, OAK
TD -> TACT
MFQ, SPQ
ja
N=10
F=3
ja
LDC
+PRF
DE Run  mit  AAT,  OAK, 
QE-2 mit LDC+PRF.
Topics: CLEF 2005
54 Merging  (Snowball 
+ Decompounder)
Z-Score
AAT, OAK
TD -> TACT
MFQ, SPQ
ja
N=10
F=3
ja
LDC
+PRF
DE Datenfusion von Run 50 
und 51.
Topics: CLEF 2005
55 Merging  (Snowball 
+ Decompounder)
Z-Score
AAT, OAK
TD -> TACT
MFQ, SPQ
ja
N=10
F=3
ja
LDC
+PRF
DE Datenfusion von Run 52 
und 53.
Topics: CLEF 2005
56 Merging  (Snowball 
+ Decompounder)
Z-Score+Gewichte
AAT, OAK
TD -> TACT
MFQ, SPQ
ja
N=10
F=3
ja
LDC
+PRF
DE Datenfusion von Run 52 
und 53.
Topics: CLEF 2005
Tabelle 36: Übersicht der getesteten Systemkonfigurationen
Anhang C - Inhalt des beigelegten Datenträgers 148
Anhang C - Inhalt des beigelegten Datenträgers
Datei / Verzeichnis Beschreibung
Diplomarbeit/Diplomarbeit.pdf Vorliegende Arbeit im Portable Document Format 
(PDF).
Diplomarbeit/Diplomarbeit.odt Vorliegende  Arbeit  im  Open  Document  Text 
(ODT) Format.
Diplomarbeit/Literatur.odb Verwendete  Quellen  im  Open  Database  (ODB) 
Format.
Diplomarbeit/Bilder Verwendete Bilder.
Diplomarbeit/Diagramme Verwendete Daten und Diagramme.
Diplomarbeit/Literatur Verwendete  und  weiterführende  Literatur  zu  den 
Themen dieser Arbeit.
Quellcode/eclipse Eclipse IDE mit Workspace für den Quellcode des 
Gesamtprojekts.
Quellcode/project Verzeichnis für die Daten des Gesamtprojekts.
Tabelle 37: Inhalt des beigelegten Datenträgers
