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MULTIPLE ORTHOGONAL GEODESIC CHORDS
AND A PROOF OF SEIFERT’S CONJECTURE ON BRAKE ORBITS
ROBERTO GIAMBO`1,2, FABIO GIANNONI1, AND PAOLO PICCIONE3
ABSTRACT. Using nonsmooth critical point theory, we prove the existence of at least
N orthogonal geodesic chords in a class of Riemannian N-disk with strongly concave
boundary. This yields a proof of a celebrated conjecture by Seifert [24] on the number of
brake orbits in a potential well of a natural Lagrangian/Hamiltonian system.
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1. INTRODUCTION AND STATEMENT OF THE RESULTS
Let (M,g) be a Riemannian manifold with dim(M) = N > 2 and let Ω ⊂ M be
an open subset with smooth boundary ∂Ω; Ω = Ω
⋃
∂Ω will denote its closure. The
main objects of interest here are orthogonal geodesic chords in Ω, OGCs for short, i.e.
noncostant geodesics γ : [a, b]→ Ω that start and arrive orthogonally to ∂Ω and such that
γ(]a, b[) ⊂ Ω. Our aim is to determine a lower bound on the number of OGCs whenΩ is
homemorphic to anN-disk and to use it to prove a conjecture due to H. Seifert (cf. [24]).
The case when Ω is convex is studied in a classical paper by Bos, see [1]. Bos’ result
says that, when Ω is homeomorphic to an N-disk and convex, then there are at least N
distinct OGCs inΩ. Such a result is a generalization of a classical result by Lusternik and
Schnirelman (see [20]), where the same estimate was proven for convex subsets of RN
endowed with the Euclidean metric. Recently, Bos’ result has been extended to cases with
weaker convexity assumptions, see [14].
Note that convexity is an essential assumption for the use of curve shortening meth-
ods. Namely, in this situation, geodesics in Ω can touch ∂Ω only at their endpoints (or
lie entirely on ∂Ω), and shortening a curve in Ω by broken geodesics produces a curve
that remains inside Ω. When studying the non-convex case, a new phenomenon to take
into account is the existence of geodesics in Ω that may touch (tangentially) ∂Ω. We de-
fine weak orthogonal geodesic chord, WOGC for short, any nonconstant geodesic chord
γ : [a, b] → Ω starting from and arriving to ∂Ω orthogonally, and such that γ(s) ∈ ∂Ω
for some s ∈ ]a, b[.
Besides the obvious geometrical appeal, the main interest in orthogonal geodesics chords
in the non-convex case comes from classical dynamical systems. Maupertuis principle
gives a bridge between solutions of a natural Lagrangian/Hamiltonian system having a
fixed total energy value, with geodesics in configuration space endowed with a suitable
conformal metric. In particular, the brake orbits of the system, which form a special class
of periodic solutions, correspond via Maupertuis principle to OGCs of the conformal met-
ric in suitable open sets Ωδ, whose closure is contained in the interior of the potential
well and ∂Ωδ is nearby to the boundary. Such conformal metric is non degenerate in Ωδ
and makes it strongly concave, i.e., with positive-definite second fundamental form in the
tangent directions.
Let us illustrate briefly a Lagrangian formulation of the brake orbits problem (more
details in subsection 2.3). An equivalent formulation can be given for Hamiltonian systems,
via Legendre transform. Let (M̂, ĝ) be a Riemannian N-dimensional manifold with M̂
of class C3 and ĝ of class C2 representing the configuration space of some dynamical
systems. Let V : M̂ → R be a C2–function, representing the potential energy of some
conservative force acting on the system. One looks for periodic solutions x : [0, T ] → M̂
of the Lagrangian systems:
(1.1) D
dt
x˙ = −∇V(x),
where D
dt
denotes the covariant derivative of the Levi–Civita connection of ĝ for vector
fields along x, and ∇V is the gradient of V . Solutions of (1.1) satisfy the conservation
of energy law 1
2
g(x˙, x˙) + V(x) = E, where E is a real constant called the energy of the
solution x. It is a classical problem to give estimate of the number of periodic solutions
of (1.1) having a fixed value of the energy E. This problem has been, and still is, the
main topic of a large amount of literature, also for more general autonomous Hamiltonian
systems, see for instance [15, 16, 17, 19, 23] an the references therein. Among all periodic
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solutions of (1.1), historical importance is given to a special class called brake orbits; these
are “pendulum-like” solutions, that oscillate with constant frequency along a trajectory that
joins two distinct endpoints lying in V−1(E).
A very famous conjecture due to Seifert, see [24], originally formulated under analytic
regularity assumptions, asserts that, given a Lagrangian system as in (1.1), if the sublevel
V−1
(
]−∞, E] ) is homeomorphic to an N-disc and E is a regular value for V , then there
should exist at least N distinct brake orbits. This estimate is known to be sharp, i.e., there
are examples of analytic Lagrangian systems having energy sublevels homeomorphic to
an N-disk and admitting exactly N distinct brake orbits.1 To the present days, Seifert’s
conjecture has been solved affirmatively in some cases, see for instance [13, 14, 16, 18, 26,
27, 28]. In particular, [16] contains a proof of the Seifert conjecture for Euclidean metrics,
when the potential is assumed even and convex. In [13], Seifert’s conjecture is proved
in the case N = 2. In [14], the conjecture is proved for perturbations of radial potentials.
When the E-sublevelV−1
(
]−∞, E] ) has the topology of the annulus, multiplicity of brake
orbits is studied in [9] and [10].
The central result of the present paper (Theorem 3.7) gives a lower bound on the number
of orthogonal geodesics in Riemannian disks with strongly concave boundary, and satis-
fying a suitable additional assumption called non-saturation. Roughly speaking, a Rie-
mannian manifold with boundary Ω is non-saturated if the set of points that are crossed
by either a tangent-tangent or a tangent-orthogonal geodesic2 does not coincide with the
wholeΩ (Definition 3.6). Theorem 3.7, together with the results in [7, 11], yields a proof
of Seifert’s conjecture:
THEOREM (SEIFERT’S CONJECTURE ON BRAKE ORBITS). Let E be a regular value
of the potential V , and assume that the sublevel V−1
(
]−∞, E] ) is homeomorphic to the
N–dimensional disk. Then, the Lagrangian system (1.1) admits at least N geometrically
distinct brake orbits of energy E.
Recall that two brake orbits q1 and q2 are called geometrically distinct if the sets q1(R)
and q2(R) are distinct.
The above is the final result which came from a series of papers on the multiplicity of
brake orbits in a potential well homeomorphic to a disk, see for instance [12, 13, 14]. Some
of the main ideas in the proof of our result, mostly on the nonsmooth minimax theory, were
developed in [13, 14], and they still stand as the central core of the theory discussed here.
The nonsmoothness of the variational problem, which ultimately depends on the noncon-
vexity of the boundary of the potential well, needs to be dealt with using an appropriate
class of homotopies for the set of trial paths. The trial paths are curves with endpoints on
the boundary ofΩ, that may go outside ofΩ, remaining ”near”Ω, see (3.3). In particular,
this entails thatΩmust be replaced by a suitable neighborhood ofΩ, typically denoted by
Ωσ, with σ > 0 a small number (see (4.1) and Remark 4.12). As to the families of homo-
topies, they play the role of the gradient flow in standard variational theories. In order to
1For instance, given constants λ1, . . . , λN ∈ R
+ \{0}, with λi/λj 6∈ Q when i 6= j, if one considers the
potential V =
N∑
i=1
λ2ix
2
i in R
N, for every value E > 0 there are exactly N-distinct periodic solutions having
energy E of the corresponding Lagrangian system, and they are brake orbits.
2A geodesic in a manifold with boundary with endpoints on the boundary is tangent-tangent if it has both
endpoints tangent to the boundary, and tangent-orthogonal if it starts tangentially to the boundary and it ends
orthogonally to the boundary.
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shorten length of paths along the flow, one has to consider two classes of homotopies: in-
ward pointing and outward pointing homotopies. Inward pointing homotopies are obtained
as integral flows of vector fields that point insideΩ. Differently from the convex case, the
set of fixed points for inward pointing flows consists of two distinct classes: either OGCs,
or another type of special paths called OGCs with obstacle, described in Section 4.1, that
are not true OGCs. In order to determine OGCs, this type of paths clearly must be avoided.
Outward pointing homotopies may carry portions of the trial paths outside of Ω; they
are typically employed in order to get rid of those trial paths that are contained in a suitable
neighborhood of OGCs with obstacle, and that stay away from true OGCs. The desired
final result is obtained by using these two types of homotopies appropriately. The tech-
niques developed in the recent paper [14] suggested a useful change of perspective (com-
pared to [13]) to attack the general problem. Namely, we use inward pointing homotopies
everywhere, except in the neighborhood of those paths that are critical for inward pointing
homotopies but that are not OGCs; for the latter class, we resort to outward pointing homo-
topies. The multiplicity result is obtained via minimax and relative Lusternik–Schnirelman
theory, see Section 8 while the corresponding Deformation Lemmas are discussed in Sec-
tion 7 and formulated using integral flows of suitable vector fields and their corresponding
notions of criticality. Roughly speaking, an admissible path is critical with respect to a
given family of vector fields, if the derivative of the geodesic action functional at the given
path, in the infinitesimal directions of the vector fields of the family is nonnegative, see Def-
initions 4.1, and 5.1. Moreover one needs an analogous notion of Palais–Smale sequences
adapted to the used notions of criticality. The technical part of the paper consists in: (a)
giving a geometric characterization of paths that are critical, and a characterization of the
related Palais–Smale sequences; (b) constructing vector fields whose flows will be used
to obtain deformation results (Sections 4 and 5); (c) determining a set which is invariant
by the flows above, and that contains the critical curves which are not OGCs (Section 6),
and (d) showing that such invariant set can be deformed on a set of curves lying in ∂Ω.
The non-saturation property is the key element in this last step. Note that, from the point
of view of Lusternik–Schnirelman relative category, curves lying on the boundary of Ω
are topologically inessential, i.e., they do not produce ”relevant” critical paths. Once this
setup has been established, the multiplicity result for OGCs follows from a suitable formu-
lation of the classical deformation lemmas (Section 7) and a minimax approach based on
Lusternik–Schnirelman relative category theory (Section 8).
The paper is organized as follows. In Section 2 we recall the notion of strong concavity,
and we also describe the relations between OGCs for Jacobi metric and brake orbits.
In Section 3 we give the topological/functional framework, consisting of an infinite di-
mensional manifold, a compact set of paths and an energy functional. We then give a
statement of our main result (Theorem 3.7) concerning the multiplicity of orthogonal geo-
desic chords under strong concavity assumption and the so called non-saturation property.
In this section we also show how to reduce Theorem 3.7 to the case without WOGCs.
In Section 4 we study the critical curves of the energy functional with respect to inwards
pointing flows and the related Palais-Smale sequences. In Section 5 we study critical curves
of the energy functional with respect to vector fields that, nearby ∂Ω, point outwards and
some properties of such vector fields. In section 6 we define an invariant set with respect
to the flows moving outsideΩ, and the functional for our minimax arguments. Finally, in
Section 7 we state and prove the needed Deformation Lemmas, and the proof of Theorem
3.7 is finalized in Section 8.
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2. PRELIMINARIES: NOTATIONS, TERMINOLOGY AND SOME BASIC FACTS
2.1. Riemannian preliminaries. Let us assume that M is an N–dimensional differen-
tiable manifold of class C3, and that M is endowed with a Riemannian metric tensor g
which is of class C2 (this regularity guarantees the uniqueness of solutions for the Cauchy
problem of geodesics).
Remark 2.1. Observe that if γ : [0, 1] → Ω is a non-constant orthogonal geodesic chord,
then γ(0) 6= γ(1), by the uniqueness of the solution for the geodesic Cauchy problem.
Indeed if γ(0) = γ(1), γ(t) = γ(1− t) for all t, hence γ˙(1
2
) = 0.
The symbol ∇ will denote the covariant derivative of the Levi-Civita connection of
g, as well as the gradient differential operator with respect to g on M. The Hessian
Hf(q) of a smooth map f : M → R at a point q ∈ M is the symmetric bilinear form
Hf(q)(v,w) = g
(
(∇v∇f)(q), w
)
for all v,w ∈ TqM; equivalently, Hf(q)(v, v) =
d2
ds2
∣∣
s=0
f(γ(s)), where γ : ]−ε, ε[ → M is the unique (affinely parameterized) geodesic
inM with γ(0) = q and γ˙(0) = v. We will denote by D
ds
the covariant derivative along a
curve, in such a way that D
ds
x˙ = 0 is the equation of the geodesics. A basic reference on
the background material for Riemannian geometry is [4].
As to the set Ω, we will assume that ∂Ω is of class C2. This implies the existence of a
C2–function φ : M → R with the property that Ω = φ−1( ]−∞, 0[ ) and ∂Ω = φ−1(0),
with ∇φ 6= 0 on ∂Ω. For example one can choose φ such that, in a neighborhood U of
∂Ω
(2.1) φ(x) =
{
−d(q, ∂Ω), if x ∈ U ∩Ω;
d(q, ∂Ω), if x ∈ U \Ω,
where d denotes the distance function onM induced by g. A function φ : M → R satis-
fying (2.1) will be called a normal boundary map forΩ. A normal boundary map φ forΩ
will be fixed throughout.
2.2. Strong concavity. The multiplicity result of Bos ([1]) is proved assumingΩ to have
a smooth boundary and to be convex and homeomorphic to the N–dimensional disk. In
this case, the convexity of Ω means that the Hessian of some normal boundary map φ is
positive definite on ∂Ω along the tangent directions to ∂Ω:
Hφ(x)(v, v) > 0 for any x ∈ ∂Ω, v ∈ Tx∂Ω.
In this paper we assume a strong concavity condition of Ω whose definition can be
again given in terms of the normal boundary map φ.
Definition 2.2. The domainΩ is called strongly concave if
Hφ(x)(v, v) < 0 for any x ∈ ∂Ω, v ∈ Tx∂Ω, v 6= 0.
Note that ifΩ is strongly concave, then geodesics starting on ∂Ω tangentially to ∂Ω locally
move insideΩ.
Remark 2.3. Strong concavity is evidently a C2-open condition. Then, if Ω is compact,
as in our case, there exists δ0 > 0 such that H
φ(q)[v, v] < 0 for any q such that φ(q) ∈
[−δ0, δ0] and any v 6= 0 such that g(∇φ(q), v) = 0.
Clearly if Ω is compact, then δ0 can be chosen small enough so that the sublevel
φ−1
(
]−∞, δ0] ) is also compact, and in fact homeomorphic toΩ. Indeed we can assume
(2.2) ∇φ(x) 6= 0 for any x ∈ φ−1( − [δ0, δ0]).
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We choose δ0 such that the neighborhoodU in (2.1) contains φ
−1
(
[−δ0, δ0]
)
.
Remark 2.4. The existence of an homeomorphism between φ−1
(
] −∞, δ0]) and Ω can
be obtained using the gradient flow of the normal boundary map φ. In this paper we will
consider the flows Π+(τ, x) and Π−(τ, x) on the manifoldM defined by the solutions of
the Cauchy problems
(2.3)


d
dτ
Π±(τ, x) =
±∇φ(Π±)∥∥∇φ(Π±)∥∥2
Π±(0, x) = x ∈ φ−1([−δ0, δ0]),
where ‖ · ‖ denotes the norm induced by g.
The flow Π− is employed in the proof of Lemma 3.4, and Proposition 7.4, while the
flow Π+ will be used in Remark 3.5 and Proposition 7.4.
Remark 2.5. The strong concavity condition gives us the following property, that will be
systematically used throughout the paper. Let δ0 be as in Remark 2.3; then:
(2.4)
for any non constant geodesic γ : [a, b]→ Ω with φ(γ(a)) = φ(γ(b)) = δ ∈ [0, δ0]
and φ
(
γ(s)
)
< δ ∀s ∈ ]a, b[, there exists s ∈ ]a, b[ such that φ(γ(s)) < −δ0.
Such property is proved easily by a contradiction argument, looking at the minimum point
of the map s 7→ φ(γ(s)).
Remark 2.6. Using the fact that∇φ 6= 0 on ∂Ω, one obtains easily that, for δ0 > 0 small
enough, an open neighborhood of φ−1
(
[0, δ0]
)
is diffeomorphic to the product I × ∂Ω,
with I ⊂ R a neighborhood of [0, δ0], and with {σ} × ∂Ω corresponding to φ−1(σ) for
all σ ∈ [0, δ0]. Choosing a product metric on I × ∂Ω, one obtains a metric g (defined
on an open neighborhood of φ−1
(
[0, δ0]
)
, and then extended to M) such that φ−1(σ) is
g-totally geodesic for all σ ∈ [0, δ0]. Denoting by exp the exponential map of g, the totally
geodesic property implies that there exists a sufficiently small neighborhoodN of the zero
section of TM such that, setting Np = N ∩ TpM for all p ∈ ∂Ωσ, it is:
(2.5) Np ∩ exp−1p (∂Ωσ) ⊂ Tp(∂Ωσ) for all p ∈ ∂Ωσ.
This construction is made using a partition of the unity argument; more precisely, the
metric g is obtained using the Euclidean structure on local charts having the function φ
as last coordinate. Using the smoothness of the Euclidean exponential map, and the C3-
regularity ofM, the corresponding exponential map exp is also of class C3.
2.3. Brake orbits and OGCs. We will give here a very short account of a geometric
approach to periodic solutions of (1.1), and at the end of Section 3 we will show how to
obtain a proof of Seifert conjecture using the multiplicity of OGCs.
Let (M̂, ĝ) be a Riemannian N–dimensional manifold representing the configurations
space (1.1). By the classical Maupertuis principle, solutions of (1.1) having energy E are,
up to a parameterization, geodesics in the conformal metric gE, the Jacobi metric:
(2.6) gE =
(
E− V(p)
) · ĝ,
defined in the open E-sublevel ME = V−1
(
]−∞, E[ ) of V . Observe that, in fact, gE
degenerates on the boundary ∂ME = V−1(E).
Thus, brake orbits correspond to gE-geodesics inM
E with endpoints in ∂ME, or, more
precisely, to gE-geodesics γ : ]0, T [→ V−1
(
]−∞, E[ ), with lim
t→0+
γ(t) and lim
t→T−
γ(t) in
∂ME.
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For such degenerate situation, it is proved in [7, 11] that, if E is a regular value of the
function V (which implies in particular that ∂ME is a smooth hypersurface of M̂), then gE
defines a distance-to-the-boundary function
distE : M
E −→ [0,+∞[
which is smooth inME, near ∂ME, and which extends continuously to 0 on the boundary
∂ME.
Proposition 2.7. There exists δ̂ such that for any δ ∈
]
0, δ̂
]
, any OGC in the Riemannian
manifold with boundary MEδ = dist
−1
E
(
[δ,+∞[ )⋂V−1( ]−∞, E[ ) endowed with the
metric gE (which is now non-singular) can be extended uniquely to a gE-geodesic γ in
ME with endpoints in ∂ME, andMEδ is homeomorphic to the potential well.
Moreover, (when ME is endowed with the metric gE) M
E
δ is strongly concave. More
precisely, the Hessian of the distance-to-the-boundary function distE satisfies:
(2.7) HdistE(x)(v, v) > 0 for every x ∈ME,
such that 0 < distE(x) 6 δ̂, and every v 6= 0 such that gE
(∇distE(x), v) = 0.
Proof. See [7, Proposition 5.8 and Theorem 5.9]. 
In order to prove Seifert’s conjecture by multiplicity of OGCs, we will need also the
following result, whose proof is obtained fromMaupertuis Principle and from the property
that, on the boundary of the potential well, the gradient of the potential function is nowhere
vanishing.
Lemma 2.8. Assume that γn : [0, 1]→ V−1
(
]−∞, E[ ) is a sequence of Jacobi geodesics
and L > 0 such that
(a) γn(0)→ P ∈ V−1(E);
(b) distE
(
γn(1)
)
= distE
(
γn(0)
)
, and distE
(
γn(s)
)
> distE
(
γn(0)
)
for all s ∈
]0, 1[;
(c) 0 <
∫1
0
gE(γ˙n, γ˙n) ds 6 L
2, for all n.
Then there exists a brake orbit q starting from P, such that
(2.8) lim
n→∞ sups∈[0,1] d̂
(
γn(s), q(R)
)
= 0,
where d̂ is the distance function relative to the metric ĝ of the configuration space.
Proof. First note that, by the strong concavity condition in (2.7), there existsn0 and ε∗ > 0
such that
(2.9) max
{
E− V
(
γn(s)
)
: s ∈ [0, 1]
}
> ε∗, for every n > n0,
see Remark 2.5. Set cn =
∫1
0
gE
(
γ˙n(s), γ˙n(s)
)
ds; by assumption (c), cn 6 L
2 for all n.
Set also
(2.10) tn(s) =
∫s
0
√
cn
E− V(γn(τ))
dτ.
Denote by σn(t) the inverse of tn, and consider qn(t) = γn
(
σn(t)
)
. Since cn > 0, a
straightforward computation shows that qn is a solution of the ODE:
(2.11) D
dt
q˙n(t) +∇V
(
qn(t)
)
= 0,
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where D
dt
and∇ denote the covariant derivative and the gradient relatively to the metric ĝ,
while
1
2
ĝ(q˙n, q˙n) + V
(
qn(t)
)
= E, and qn(0) = γn(0) −→ P ∈ V−1(E).
Note that the gE-length of qn, denoted by L(qn), coincides with that of γn, and therefore,
by assumption (c):
(2.12) L(qn) 6 L, ∀n.
In order to conclude the proof, it suffices to show that tn(1) is bounded. Indeed, if this
is true, the proof is immediately concluded by passing to the limit in (2.11), because, by
(2.9), the limit curve q must then be a (noncostant) brake orbit. To prove that tn(1) is
bounded, let us set ρn(t) = E− V
(
qn(t)
)
; we have
(2.13) ρ˙n(t) = −ĝ
(∇V(qn(t)), q˙n(t))
and:
(2.14) ρ¨n(t) = −ĝ
(
HV(qn(t)[q˙n(t)], q˙n(t)
)
+ ĝ
(∇V(qn(t)),∇V(qn(t))).
where HV is the Hessian of V with respect to the Riemann structure ĝ. Note that, from
(2.13) and the equality 1
2
ĝ(q˙n, q˙n) = E−V(qn), we obtain that ρ˙n is uniformly bounded.
Now, set
C = inf
{
− ĝ
(
HV (x)[v], v
)
: x ∈ V−1( ]−∞, E] ), v ∈ TxM, g(v, v) = 1}.
Fix ν0 > 0 and ε0 ∈ ]0, ε∗[ such that
2C
(
E− V(x)
)
+ ĝ
(∇V(x),∇V(x)) > ν0, for every x such that 0 6 E− V(x) 6 ε0.
From (2.14), we obtain:
ρ¨n(t) > C · ĝ(q˙n, q˙n) + ĝ
(∇V(qn),∇V(qn))
= 2C
(
E− V(qn)
)
+ ĝ
(∇V(qn),∇V(qn)),
and therefore:
(2.15) ρ¨n(t) > ν0 > 0, when qn(t) belongs to set Aε0 :=
{
x : E− V(x) 6 ε0
}
.
Recalling that ρ˙n is uniformly bounded, such lower bound on ρ¨n implies that there exists
a uniform bound on the length of any interval of time t for which qn(t) belongs to Aε0 .
Let us call of type 1 every interval [a, b] ⊂ [0, tn(1)] such that qn([a, b]) ⊂ Aε0
(this notion clearly depends on n). Similarly, let us call of type 2 every interval [a, b] ⊂[
0, tn(1)
]
such that qn
(
[a, b]
) ⊂ B1
2
ε0
:=
{
x : E − V(x) > 1
2
ε0
}
, which is maximal
with respect to this property. Clearly,
[
0, tn(1)
]
can be written (not uniquely!) as union of
intervals that are either of type 1 or of type 2.
From (2.15) it follows that, if [a, b] is an interval of type 2, the maximum on [a, b] of
the map s 7→ E − V(qn(s)) is attained at some instant s¯ such that qn(s¯) 6∈ Aε0 . Thus,
an interval of type 2 cannot be also of type 1. It also follows that, given an interval [a, b]
of type 2, the gE-length of qn
∣∣
[a,b]
is at least twice the Jacobi distance between the level
hypersurfaces Σε0 and Σ 1
2
ε0
, where Σa =
{
x : E− V(x) = a
}
.
This shows that there exists a uniform upper bound on the number of distinct intervals of
type 2. For each n, the complement in
[
0, tn(1)
]
of the union of all intervals of type 2 must
then consist of a (uniformly bounded) finite number of intervals, which are necessarily
of type 1, and therefore they have uniformly bounded length. In conclusion, tn(1) is
bounded. 
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The result of Lemma 2.8 will be employed in Proposition 3.11 to establish the non-
saturation property described in Definition 3.6. It will be satisfied by Jacobi metric when-
ever the number of brake orbits is assumed to be finite.
3. THE FUNCTIONAL FRAMEWORK
3.1. Hilbert structure and distance function. Let (M,g) be a Riemannian manifold (M
of class C3 and g of class C2), and let Ω ⊂ M be an open subset ofM whose boundary
∂Ω is a hypersurface of class C2. For any [a, b] ⊂ [0, 1], H1([a, b],M) will denote the
Sobolev space of all absolutely continuous curves x : [a, b] → M whose weak derivative
is square integrable in any local chart of the manifoldM.
For S ⊂M define:
H1
(
[a, b], S
)
=
{
x ∈ H1([a, b],M) : x(s) ∈ S for all s ∈ [a, b]},
while
H10
(
[a, b], S
)
= {x ∈ H1([a, b], S) : x(a) = x(b) = 0}.
It will be useful to have a background linear structure, and for this we appeal to the
classical Whitney Embedding Theorem ([25]). Thus, we will assume thatM is embedded3
inRm, withm = 2N. Once such an embedding has been chosen, we can define a distance
dist∗ on H
1
(
[0, 1],M
)
setting:
(3.1) dist∗(x2, x1) =
( ∫1
0
∥∥x˙2(s) − x˙1(s)∥∥2mds) 12
+max
{∥∥x2(0) − x1(0)∥∥m, ∥∥x2(1) − x1(1)∥∥m}.
where ‖ · ‖m is the Euclidean norm inRm. Moreover, in TxH1
(
[0, 1],M
)
we consider the
norm
(3.2) ‖V‖∗ = max
{∥∥V(0)∥∥
m
,
∥∥V(1)∥∥
m
}
+
( ∫1
0
∥∥V ′∥∥2
m
ds
)1
2
,
where V ′ is the usual derivative of V as a map from [0, 1] to Rm.
Using the exponential map in Remark 2.6, one proves that H1
(
[a, b],M
)
is an in-
finite dimensional Hilbert manifold of class C2 (more precisely a C2–submanifold of
H1,2([0, 1],Rm)), modeled on the Hilbert space H1
(
[a, b],RN
)
. For x ∈ H1([0, 1],M),
the tangent spave TxH
1
(
[0, 1],M
)
is given by
TxH
1
(
[a, b],M
)
=
{
ξ ∈ H1([a, b], TM) : ξ(s) ∈ Tx(s)M for all s ∈ [a, b]},
where TM denotes the tangent bundle ofM.
3.2. The set of trial paths and the energy functional. Let δ0 be as in Remark 2.3. Let
us consider the following set of trial paths:
(3.3) M =
{
x ∈ H1([0, 1], φ−1( ]−∞, δ0[ )) : φ(x(0)) = 0, φ(x(1)) = 0}.
This set has a well known infinite dimensional C2–Hilbert manifold structure; for x ∈M,
the tangent space TxM is identified with the Hilbert space:
TxM =
{
V ∈ TxH1([0, 1],M) : V(0) ∈ Tx(0)∂Ω,V(1) ∈ Tx(1)∂Ω
}
.
3Among other things, considering M embedded in Rm will give us a notion of weak H1-convergence of
sequences of curves inM.
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We will use the geodesic action functional F onM, defined by:
(3.4) F(x) =
∫1
0
g(x˙, x˙) ds.
The differential dF is easily computed as:
(3.5) dF(x)V = 2
∫1
0
g
(
x˙, D
ds
V
)
ds,
for all x ∈M and all x ∈ TxM.
Define the constant:
(3.6) K0 = sup
x∈φ−1(]−∞δ0]) ‖∇φ(x)‖.
The following result will be systematically used in the rest of the paper:
Lemma 3.1. Let x ∈M and let [a, b] ⊂ [0, 1] be such that x(a) ∈ ∂Ω. Then
(3.7) max
s∈[a,b]
∣∣φ(x(s))∣∣ 6 K0((b − a) ∫b
a
g(x˙, x˙) dσ
) 1
2
.
Proof. Since φ(x(a)) = 0 and ‖∇φ(x)‖ 6 K0 for any x ∈ φ−1(] − ∞δ0]), for any
s ∈ [a, b] we have∣∣φ(x(s))∣∣ = ∣∣φ(x(s))− φ(x(a))∣∣ 6 ∫s
a
∣∣g(∇φ(x(σ)), x˙(σ))∣∣ dσ 6
6 K0
∫s
a
g(x˙, x˙)
1
2 dσ 6 K0
√
s − a
(∫s
a
g(x˙, x˙) dσ
) 1
2
,
from which inequality (3.7) follows. 
Corollary 3.2. Let δ > 0. Let x ∈ M be such that φ(x(a)) = 0 for some a ∈ [0, 1[, and
assume that for some b ∈ ]a, 1]: ∫b
a
g(x˙, x˙) dσ 6
δ2
K20
.
Then φ
(
x(s)
)
> −δ for all s ∈ [a, b]. 
3.3. Z2-equivariance. Consider the diffeomorphismR : M→M:
(3.8) Rx(t) = x(1− t).
We say that N ⊂ M is R–invariant if R(N) = N; note that M is R-invariant. If N is
R-invariant, a homotopy h : [0, 1] ×N→M is called R–equivariant if
(3.9) h(τ,Rx) = Rh(τ, x), ∀x ∈ N, ∀τ ∈ [0, 1].
Remark 3.3. Note that if γ : [0, 1]→ Ω is aC1–curve such that γ˙(s) 6= 0 for any s ∈ [0, 1],
then4 Rγ 6= γ. Indeed if by contradiction Rγ = γ, then γ(1 − t) = γ(t) for any t, from
which we deduce γ˙(1
2
) = 0.
The following Lemma allows to describe an R–invariant subset C of M which carries
the main topological properties ofM.
Lemma 3.4. There exists a continuous map γ : ∂Ω× ∂Ω→ H1([0, 1],Ω) such that
4γ 6= Rγ as a point ofM. On the other hand, ifγ is an OCG, then γ andRγ are not geometrically distinct
as OGCs.
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(1) γ(A,B)(0) = A, γ(A,B)(1) = B.
(2) γ(A,A)(s) = A, for all s ∈ [0, 1].
(3) Rγ(A,B) = γ(B,A), namely γ(A,B)(1 − s) = γ(B,A)(s) for all s, and for all
A,B.
Proof. Let Ψ : Ω→ DN be an homeomorphism. Define
γ(A,B)(s) = Ψ−1
(
(1− s)Ψ(A) + sΨ(B)
)
, A, B ∈ Ω.
If Ψ is of class C1, the above formula gives the desired map γ. In general, if Ω is only
homeomorphic (and not diffeomorphic) to the diskDN, and the map Ψ is only continuous,
the above definition produces curves may not have H1-regularity. However, starting from
the above map γ it is not difficult to obtain a map taking values in H1
(
[0, 1],Rm
)
and
satisfying (1)–(3) using a broken geodesic approximation argument. Moreover, applying
the flow Π− defined in (2.3) to the new map, we obtain also a map with values in Ω and
satisfying (1)–(3) (see [8, Lemma 2.2] for details). 
3.4. Non-saturation property. Our goal is to give a lower bound on the number of OGCs
in a Riemannian disk with strongly convex boundary, and satisfying a further technical
assumption, called non-saturation property, that we will describe as follows.
Recalling the definition of the functional F in (3.4), we set
(3.10) M(γ)2 = sup
{
F
(
γ(A,B)
)
: A,B ∈ ∂Ω, γ satisfies (1)–(3) of Lemma 3.4},
and
(3.11) M(Ω)2 = inf
{
M(γ)2 : γ satisfies (1)–(3) of Lemma 3.4
}
.
Remark 3.5. Note that
M(Ω)2 >
δ20
K20
.
Indeed, if M(Ω)2 < δ20/K
2
0, then there would exist a map γ as in Lemma 3.4 such that
M(γ)2 < δ20/K
2
0. In this case, using Corollary 3.2 and the flowΠ
+ defined in (2.3), the set{
γ(A,B) : A,B ∈ ∂Ω} could be deformed continuously onto a set consisting of curves
with image in ∂Ω, which is not possible.
Let us introduce a suitable class of geodesics in Ω with endpoints in ∂Ω. We will say
that a geodesic γ : [0, 1]→ Ω with γ( ]0, 1[ ) ⊂ Ω and γ(0), γ(1) ∈ ∂Ω is:
(a) of type TT, if γ is tangent to ∂Ω at both endpoints;
(b) of type TO, if γ is tangent to ∂Ω at one endpoint, and orthogonal to ∂Ω at the
other endpoint;
(c) of special type, if γ is either of TT or of TO type.
For L > 0 fixed, we set
(3.12) GL =
{
γ : [0, 1] → Ω : γ is a geodesic of special type, with 0 < F(γ) 6 L2
}
.
For every x ∈ Ω and ρ > 0, set
Bρ(x) =
{
y ∈ Ω : d(x, y) < ρ},
where d is the distance induced by the metric g.
Definition 3.6. We say thatΩ satisfies the non-saturation property if there exist constants
M20 > M(Ω)
2, ρ0 > 0, and a point x0 ∈ Ω such that:
• Bρ0(x0) ⊂ Ω;
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• γ([0, 1]) ∩ Bρ0(x0) = ∅, for all γ ∈ GM20 .
With a view to the brake orbit problem, we will prove the following result:
Theorem 3.7. Let Ω be an open subset of M with boundary ∂Ω of class C2. Suppose
thatΩ satisfies the non-saturation property andΩ is strongly concave and homeomorphic
to an N–dimensional disk. Then, there are at least N geometrically distinct5orthogonal
geodesic chords γ : [0, 1]→ Ω.
Convention. We will henceforth fix a constant M20 > M(Ω)
2 for which the non-
saturation property holds.
The main topological information about such a multiplicity results is embodied in the
following sets:
(3.13)
C =
{
γ(A,B) : A,B ∈ ∂Ω, γ satisfies (1)–(3) of Lemma 3.4
}
,
C0 =
{
γ(A,B) ∈ C : A = B
}
,
where γ can be chosen so that
(3.14) F
(
γ(A,B)
)
< M20, ∀A,B ∈ ∂Ω
becauseM20 > M(Ω)
2.
Remark 3.8. Note thatC is homeomorphic to SN−1×SN−1 by a homeomorphismmapping
C0 onto {(A,A) : A ∈ SN−1}, and that R induces an action S on SN−1 × SN−1 given by
(3.15) S(A,B) = (B,A).
3.5. Reduction to the case without WOGCs. Our variational framework works well un-
der the assumption that Ω does not contain any weak orthogonal geodesic chord. The
remainder of the paper will be devoted to the proof of the following result.
Theorem 3.9. Let Ω be an open subset of M with C2-boundary ∂Ω, such that Ω is
homeomorphic to an N–dimensional disk and strictly concave. Assume that there are
no WOGCs in Ω. If Ω satisfies the non-saturation property then there are at least N
geometrically distinct orthogonal geodesic chords inΩ.
Analogously to the situation described in [7], Theorem 3.7 can be deduced from Theo-
rem 3.9. The argument is based on the following elementary fact:
Proposition 3.10. Let Λ be an open subset in a Riemannian manifold (M,g) with Λ
compact and ∂Λ hypersurface of class C2. Let φ : M → R be a normal boundary map
for Λ (see (2.1)). Then, there exists δ > 0 such that, for all δ ∈ ]0, δ], setting Λδ =
φ−1
(
]−∞,−δ[ ), every unit speed OGC in Λδ parameterized in the interval [0, L] can be
extended (uniquely) to a curve γ : [−δ, L + δ] → Λ which is a unit speed OGC in Λ, and
with γ
(
]−δ, L+ δ[
) ⊂ Λ. 
Using this result, a simple contradiction argument shows that if the number of OGCs in Λ
is finite, then there exists δ˜ ∈ ]0, δ] such that there are no WOGCs in Λδ for any δ ∈]0, δ˜]
and the number of OGCs in Λδ is less than or equal to to the number of OGCs in Λ.
5Two orthogonal geodesic chords γ1,γ2 : [0,1] → Ω are geometrically distinct if γ1
(
[0,1]
)
6=
γ2
(
[0,1]
)
.
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Moreover Λδ is homeomorphic to Λ and δ˜ can be chosen so small that if Λ satisfies the
non-saturation property, then also Λδ satisfies it for any δ ∈
]
0, δ˜
]
.
Now let us see as Theorem 3.7 can be used to prove Seifert conjecture. For this, use
the notation of Section 2.3 and denote byΩδ the interior ofM
E
δ , with δ ∈
]
0, δ̂
]
, and δ̂ is
given in Proposition 2.7. For any δ ∈ ]0, δ̂] consider the correspondingM(Ωδ)2. It is not
difficult to show that
(3.16) sup
{
M(Ωδ)
2 : δ ∈ ]0, δ̂]} < +∞.
From Lemma 2.8, we obtain easily:
Proposition 3.11. Suppose that the number of brake orbits is finite. Then, there exists
δ ∈ ]0, δ̂] such thatΩδ satisfies the non-saturation property. 
We are now ready to show how to obtain a proof of Seifert’s conjecture from Theo-
rem 3.7 and Proposition 3.11.
Proof of Seifert’s Conjecture from Theorem 3.7. Let us assume that the number of brake
orbits of energy E is finite. From Proposition 3.11, there exists δ ∈ ]0, δ̂] such that Ωδ
satisfies the non-saturation property. From Proposition 2.7, Ωδ is a Riemannian N-disk
with strictly concave boundary. In addition, every OGC in Ωδ can be uniquely extended
to a reparameterized brake orbit of energy E. Therefore, using Theorem 3.7 (applied to
M = ME, g = gE and Ω = Ωδ), we have at least N distinct brake orbits of energy E,
proving Seifert’s Conjecture. 
4. V−–CRITICAL CURVES AND V−–PALAIS-SMALE SEQUENCES
Fix σ ∈ [0, δ0[; set
(4.1) Ωσ =
{
x ∈M : φ(x) < σ},
and
Mσ =
{
x ∈M : φ(x(s)) 6 σ, ∀ s ∈ [0, 1]}.
Given x ∈M, let us define the notion of inward pointing infinitesimal variation of x in
M as a vector field V ∈ TxH1
(
[0, 1],M
)
satisfying:
(4.2) g
(∇φ(x(0)), V(0)) = g(∇φ(x(1)), V(1)) = 0,
and
(4.3) g
(∇φ(x(s)), V(s)) 6 0 for any s ∈ ]0, 1[ such that x(s) ∈ ∂Ωσ.
We also set
(4.4) V−σ (x) =
{
V ∈ TxH1
(
[0, 1],M
)
satisfying (4.2)− (4.3)
}
and
φσ(x) = φ(x) − σ.
Since∇φσ(p) points outside ofΩσ for p ∈ ∂Ω, then condition (4.3) says that V(s) does
not point outsideΩσ when x(s) ∈ ∂Ωσ.
Following the weak slope theory developed in [2, 3], we then give the following:
Definition 4.1. We say that x is a V−σ -critical curve for F onMσ if
(4.5)
∫1
0
g
(
x˙, D
ds
V
)
ds > 0, for all V ∈ V−σ (x).
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Note that the setF−1(0) consists entirely of minimumpoints inMσ (the constant curves
in ∂Ω) which are obviously V−σ -critical curves.
4.1. Orthogonal geodesic chords with obstacle. In order to describe the V−σ -critical
curves of F corresponding to positive critical levels, let us recall the following result from
[14, 21].
Lemma 4.2. Let z ∈ H1([0, 1],Ωσ) be a V−σ -critical curve for F in Mσ. Then Dds z˙ ∈
L∞([0, 1],Rm) and, in particular, z is of class C1. 
Let νσ be a C
1–vector field onM such that
(4.6) νσ(p) =
∇φσ(p)∥∥∇φσ(p)∥∥ , ∀p ∈ ∂Ωσ.
We have also (cf. [14, 21]):
Lemma 4.3. Let z ∈ H1([0, 1],Ωσ) be a V−σ -critical curve for F inMσ. Then:
(4.7) g(z˙, z˙) is constant,
and
(4.8) − D
ds
z˙ = λ(s)νσ
(
z(s)
)
, a.e. on [0, 1],,
where λ ∈ L∞([0, 1],R), and λ(s) = 0 if φσ(z(s)) < 0. Moreover, denoting by Hφσ the
Hessian of the function φσ:
(4.9) λ =
g
(
Hφσ(z)[z˙], z˙
)√
g
(∇φσ(z),∇φσ(z)) a.e. in Cσz
where
(4.10) Cσz =
{
s ∈ ]0, 1[ : φσ
(
z(s)
)
= σ
}
,
and we have
(4.11) λ(s) 6 0 a.e. 
Remark 4.4. Let [a, b] ⊂ [0, 1], 0 6 δ1 < δ2 6 σ, and z ∈Mσ be such that:∫b
a
g
(
z˙, D
ds
V
)
ds > 0
for all V ∈ TzH1
(
[0, 1],M
)
satisfying:
• V(a) = V(b) = 0;
• g(∇φ(z(s)), V(s)) > 0 for all s ∈ ]a, b[ such that φ(z(s)) = δ1;
• g(∇φ(z(s)), V(s)) 6 0 for all s ∈ ]a, b[ such that φ(z(s)) = δ2.
The result of Lemma 4.3 can obviously be extended to curves in φ−1
(
[δ1, δ2]
)
, hence the
regularity result of Lemma 4.2, as well as all the equalities in the statement of Lemma 4.3
hold for such a path z|[a,b]. Since {φ 6 δ1} is strongly concave, z is a free geodesic on
each interval where φ(z(s)) ∈ [δ1, δ2[.
As to the endpoints of V−σ -critical curves, an easy partial integration argument (cf. e.g.
[14]) gives:
Lemma 4.5. If z ∈ H1([0, 1],Ωσ) is a non-constant V−σ -critical curve of F in M then
z˙(0) and z˙(1) are orthogonal to ∂Ω. 
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Curves z as in Lemma 4.5 (i.e., V−σ -critical curves) are called orthogonal geodesic
chords with obstacles in Ωσ; they satisfy the geodesic equation in [0, 1] \ C
σ
z , and the
constrained geodesic equation (4.8) in Cσz .
4.2. Geometry of the geodesics with obstacle. In this section we will describe some
properties of the set of geodesics with obstacle, needed for the proof of Theorem 3.9. In
particular, in Remark 4.13 below we will clarify the role of the non-saturation property.
Remark 4.6. If x is a noncostant V−σ–critical curve, since it is of class C
1, if s ∈ Cσx then
x˙(s) ∈ Tx(s)∂Ωσ.
Remark 4.7. If x is a noncostant V−σ–critical curve, its velocity x˙ is orthogonal to ∂Ω
at both s = 0 and s = 1. Since we use a normal boundary map φ satisfying (2.1) in
φ−1
(
[−δ0, δ0]
)
(cfr. Remark 2.3), as long as x(s) remains in φ−1
(
[−δ0, δ0]
)
, x˙ is a mul-
tiple of ∇φ. Namely, for y ∈ φ−1([−δ0, δ0]), ∇φ(y) is parallel to the velocity of the
minimal geodesic joining y with ∂Ω.
We then deduce that x˙(0)must have the direction of−∇φ(x(0)), and x˙(1) the direction
of∇φ(x(1)).
Remark 4.8. By the strong concavity and Lemma 3.1, for any x noncostant V−σ–critical
curve the set Cσx consists of a finite number of intervals (possibly isolated instants) called
contact intervals. Such a number is uniformly bounded (independently on σ ∈ [0, δ0[) on
the V−σ -critical curves x such that F(x) 6M
2
0.
Remark 4.9. From Remark 2.5, every free geodesic in Ωσ starting at ∂Ωσ must cross
φ−1(−δ0) before arriving on ∂Ωσ again. Moreover, from Lemma 3.1, if x ∈ M, F(x) 6
M20, and [a, b] ⊂ [0, 1] is such that x(a) ∈ φ−1(σ), x(b) ∈ φ−1(−δ0), then b − a >
δ20/K
2
0M
2
0.
Now for any σ ∈ [0, δ0[ set
(4.12)
Z−σ =
{
x ∈Mσ : x is a V−σ –critical curve with 0 < F(x) 6M20
and ∃ s ∈ ]0, 1[ such that x(s) ∈ ∂Ωσ
}
.
Proposition 4.10. For any σ ∈ [0, δ0[, the set Z−σ is compact.
Proof. Let xn be a sequence in Z
−
σ . Each xn satisfies equation (4.8), with λ given in (4.9).
Since xn ∈ Z−σ , then the integral
∫1
0
g(x˙n, x˙n) ds is bounded, and therefore by (4.7), (4.8)
and (4.9) D
ds
x˙n is uniformly bounded. This implies that, up to taking a subsequence, xn is
C1-convergent to some curve x.
Let us prove that x ∈ Z−σ , namely that x is a V−σ–critical curve. Toward this goal fix
V ∈ V−σ (x) and consider
Vn(xn)(s) =
(
d expxn(s)(v(s))
)−1(
V(s)
)
,
where exp is described at Remark 2.6 and v(s) is defined by the relation:
expxn(s)
(
v(s)
)
= x(s), ∀ s.
Note that Vn is well defined for any n sufficiently large, because of the uniform conver-
gence. Since Vn ∈ V−σ (xn) we have∫1
0
g
(
x˙n,
D
ds
Vn
)
ds > 0
and taking the limit for n→∞ gives x ∈ V−(x). 
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We also have
Proposition 4.11. lim
σ→0
[
sup
γ∈Z−σ
dist∗(γ, Z
−
0 )
]
= 0.
Proof. Assume by contradiction that the conclusion is false, so that there exists ρ0 > 0,
a sequence (σn)n of positive numbers, with lim
n→∞σn = 0, and a sequence (xn)n, with
xn ∈ Z−σn , such that:
(4.13) dist∗(xn, Z
−
0 ) > ρ0, for all n.
Each xn satisfies equation (4.8), with λ given in (4.9). Since xn ∈ Z−σn , then the inte-
gral
∫1
0
g(x˙n, x˙n) ds is bounded, and therefore by (4.8) and (4.9),
D
ds
x˙n is also uniformly
bounded. This implies that some subsequence of xn is C
1-convergent to a curve x. Us-
ing Remark 2.6 as in the proof of Proposition 4.10, we obtain that x ∈ Z−0 , which is a
contradiction. This concludes the proof. 
Remark 4.12. With the assumption that there are no WOGCs, using Proposition 4.11 and
Remark 4.7, we see that we can choose σ ∈ ]0, δ0[ small enough so that, for all σ ∈ ]0, σ]:
(4.14) if x is a V−σ–critical curve such that x 6∈ Z−σ , then x is an OGC inΩ.
Moreover, since there are no WOGCs in Ω, we can choose σ sufficiently small so that
there are no WOGCs also inΩσ for all σ ∈ ]0, σ].
When the set Z−σ is empty for some σ ∈ [0, σ¯], then a proof of the Deformation Lemmas
for our minimax setup (Section 7) can be obtained by classical arguments. The interesting,
and more involved, case is when Z−σ 6= ∅ for all σ ∈ ]0, σ]. Under these circumstances, our
proof of the deformation lemmas requires the construction of a certain invariant set Λ∗,
see Section 6.
Remark 4.13. Let x ∈ Z−0 and [a, b] ⊂ [0, 1] be such that x||a,b] is a free geodesic with
x
(
]a, b[
) ⊂ Ω, and with x(a), x(b) ∈ ∂Ω. Since x is a V−0 –critical curve touching the
boundary, if [a, b] ⊂ ]0, 1[, the derivative x˙ is tangent to ∂Ω both at s = a and at s = b. If
a = 0 or b = 1, the derivative x˙ is tangent to ∂Ω at one endpoint, and orthogonal to ∂Ω
at the other endpoint. Now, if x˜ is the affine reparameterization of x|[a,b] in [0, 1], we have
F(x˜) = (b − a)
∫b
a
g(x˙, x˙) ds 6M20
because
∫b
a
g(x˙, x˙)ds 6 M20. Therefore, x˜ belongs to GM20 (cf. (3.12)), and so x
(
[a, b]
)
does not meet Bρ0(x0) by the non–saturation property (cfr. Definition 3.6). Then
(4.15) x
(
[0, 1]
) ∩ Bρ0(x0) = ∅, ∀ x ∈ Z−0 .
and we can choose σ∗ ∈ ]0, σ¯] such that
(4.16) x
(
[0, 1]
) ∩ B3ρ0/4(x0) = ∅, ∀ x ∈ Z−σ∗
Now, choose δ1 ∈ ]0, δ0[ such that
(4.17)
{
y ∈M : φ(y) > −δ1
} ∩ Bρ0(x0) = ∅.
Remark 4.14. Note that, by Corollary 3.2, we have:
(4.18) F(x) 6
δ21
K20
=⇒ x([0, 1]) ∩ Bρ0(x0) = ∅.
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4.3. Some properties of the contact intervals. Fix σ ∈ [0, δ0[. Given x ∈ Z−σ , let us call
non-trivial the connected components [a, b] ofCσx with b > a. Thanks to strong concavity
we have the following important continuity results for non trivial connected components
of the contact set of curves x ∈ Z−σ .
Proposition 4.15. Fix σ ∈ [0, δ0[. The number of non–trivial connected components of
Cσx is a locally constant function in Z
−
σ . Each one of these connected components depends
continuously on x ∈ Z−σ with respect to the H1-convergence.6
Proof. Let xn ∈ Z−σ sich that xn → x in H1. By Proposition 4.10 x ∈ Z−σ . Fix [a, b]
non-trivial connected component od Cσx . Consider the sequence of maps fn : [a, b] → R
defined by fn = φ ◦ xn. For n sufficiently large, fn satisfies the following properties:
(i) fn 6 σ; this is obvious, because xn
(
[a, b]
) ⊂ Ωσ.
(ii) lim
n→∞ maxs∈[a,b]
∣∣f ′n(s)∣∣ = 0. This follows from g(∇φ, x˙) = 0 on [a, b], (since
φ ◦ x = 0 on [a, b]), and from the C1 convergence of xn to x.
(iii) There exists ω > 0 such that f ′′n(s) 6 −ω when fn(s) < σ. This follows from
the fact that the Hessian Hφ is negative definite in the directions orthogonal to
∇φ, from the fact that g(x˙, x˙) is a positive constant, and from theC1-convergence
of xn to x.
From (i), (ii) and (iii), it now follows that, given any [α,β] ⊂ ]a, b[, for n sufficiently
large φ ◦ xn − σ vanishes on [α,β]. This means that, for all n sufficiently large, there is a
(unique) connected component of Cσxn that contains [α,β]. In turn, this implies that for n
sufficiently large, there is a connected component [an, bn] of C
σ
xn
with:
lim sup
n→∞ an 6 a, and lim infn→∞ bn > b.
Using the fact that [a, b] is a connected component of Cσx , and the C
1-convergence, an
immediate contradiction argument shows that, in fact, lim
n→∞an = a and limn→∞bn = b.
Since the sequence xn is arbitrary the proof is complete. 
Now, let σ∗ be as in (4.16). Note that, since there are no WOGC’s in Ωσ∗ , there exist
∆∗ > 0 such that
(4.19)
∀ x ∈ Z−σ∗ , Cσ∗x has at least one connected component [ax, bx] with bx − ax > ∆∗,
and this is the key point where we benefit of the nonexistence of WOGC’s. The continuity
property of Proposition 4.15 and property (4.19) are the essential ingredients in the con-
struction below, where we define a continuous way of choosing special contact intervals
for curves in Z−σ∗ . The definition of the invariant set of Section 6.2 will depend crucially
on this construction.
For every x ∈ Z−σ∗ , denote by
[
aix, b
i
x
]
, i = 1 . . . , kx, kx > 1, the non-trivial connected
component of Cσ∗x such that b
i
x − a
i
x > ∆∗ (ordered from left to right) and set
(4.20) mix =
1
2
(aix + b
i
x)
By Proposition 4.15, the maps Z−σ∗ ∋ x 7→ mix ∈ R+ are continuous, while kx is only
lower semicontinuos since may exist intervals [aix, b
i
x] such that b
i
x − a
i
x = ∆∗.
6Observe that, in Z−σ theH
1-topology and the C1-topology coincide.
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If x ∈ Z−σ∗ then x˙ 6= 0 everywhere, and so there exists d∗ > 0 and c∗ ∈
]
0, 1
2
∆∗
[
such
that
(4.21) x
(
[mix − c∗,m
i
x + c∗]
) ⊂ ∂Ω, d(x(mix − c∗), x(mix + c∗)) > d∗
for any i = 1, . . . , kx. We set
(4.22) αi(x) = m
i
x − c∗, and βi(x) = m
i
x + c∗.
By our construction we have:
(4.23) x
([
αi(x), βi(x)
]) ⊂ ∂Ω, and d(x(αi(x)), x(βi(x))) > d∗.
The intervals
[
αi(x), βi(x)
]
are contained in distinct connected components of Cσ∗x , and
by Lemma 3.1 and the strong concavity assumption, we have
(4.24) min
i
[
αi+1(x) − βi(x)
]
>
2δ20
K20M
2
0
, for any x ∈ Z−σ∗ .
From Proposition 4.15 it follows that the maps x 7→ αi(x) and x 7→ βi(x) are continuous
for x ∈ Z−σ∗ . Moreover since Rx(s) = x(1− s), we have kRx = kx and
(4.25) αi(Rx) = 1− βkx+1−i, βi(Rx) = 1− αkx+1−i.
4.4. V−–Palais-Smale sequences. Fix σ ∈ ]0, δ0[. Let us define the notion ofV−σ–Palais-
Smale sequences for the functional F at any level c > 0.
Definition 4.16. Let c > 0. We say that (xn)n ⊂Mσ is a V−σ -Palais-Smale sequence for
F at the level c if
(4.26) lim
n→∞F(xn) = c,
and if for all n ∈ N and for all Vn ∈ V−σ (xn) such that ‖Vn‖∗ = 1, the following holds:
(4.27) dF(xn)[Vn] > −εn,
where εn is a sequence of positive numbers with lim
n→∞ εn = 0.
Remark 4.17. Note that if xn ∈Mσ is a sequence such that F(xn) is bounded, then there
exists a subsequence xnk and a curve x ∈ Mσ such that xnk converges H1-weakly to x,
and uniformly.
Proposition 4.18. Let (xn)n ∈ Mσ be a V−σ–Palais-Smale sequence at the level c > 0
which is weakly H1-convergent to a curve x ∈Mσ. Then xn is strongly H1-convergent to
x.
Proof. Let g be a metric as in Remark 2.6, with exp the relative exponential map.
For all n sufficiently large, define the following vector field Vn along the curve xn:
Vn(s) = (expxn(s))
−1
(
x(s)
)
.
This is well defined for n sufficiently large, because xn tends to x uniformly. Also, ‖Vn‖∗
is bounded, because (xn) is bounded inH
1. It is also easy to check that, using the fact that
∂Ωσ and ∂Ω are totally geodesic relatively to g, Vn ∈ V−σ (xn) for all n.
Indeed if xn(s) ∈ ∂Ωσ, since x(s) ∈ Ωσ, then Vn(s) points insideΩσ. Similarly, for
s = 0, 1, both xn(s) and x(s) are in ∂Ω, and thus Vn(s) is tangent to ∂Ω. Since (xn) is a
V−σ -Palais-Smale sequence, by (4.27) we have:
(4.28) lim inf
n→∞
∫1
0
g
(
x˙n,
D
ds
Vn
)
ds > 0.
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Let U1, . . . , Uv be the domains of local charts covering x
(
[0, 1]
)
, and let [ai, bi] (i =
1, . . . , k) intervals covering [0, 1] such that x
(
[ai, bi]
) ⊂ Ui for all i. Using the fact that
Vn tends to 0 uniformly, xn tends to x uniformly as n→∞, and ‖x˙n‖L2 is bounded, one
sees easily that, using the above local charts, in any interval [ai, bi] the covariant derivative
D
ds
Vn is given by an expression of the form:
(4.29) D
ds
Vn = x˙− x˙n +w
i
n,
where win is L
2-convergent to 0. Moreover, by the weak L2–convergence of x˙n to x˙, we
have (in any local chart): ∫bi
ai
g(x˙, x˙− x˙n) ds→ 0.
Then, from (4.28) and (4.29) one obtains the H1-convergence of xn to x. 
4.5. Extension of V−–fields. Let us use the following notation: for any σ ∈ [0, δ0[, for
all x ∈Mσ and all ρ > 0 set
B(x, ρ, σ) ≡ B(x, ρ) = {z ∈Mσ : dist∗(z, x) < ρ}
and
(4.30) Uρ(x) = B(x, ρ)
⋃
B(Rx, ρ),
which is clearly R–invariant.
Let us also use the following terminology: let x ∈Mσ and µ > 0 be fixed. We say that
F has V−σ–steepness greater than or equal to µ at x if there exists Vx ∈ V−σ (x) with:
(a) ‖Vx‖∗ = 1,
(b)
∫1
0
g
(
x˙, D
ds
Vx
)
ds 6 −µ.
In this situation, Vx is a direction of µ-steep V
−
σ–descent for F at x.
We set:
(4.31) W−σ (x) =
{
V ∈ V−σ (x) : g
(∇φ(x(s)), V(s)) < 0 if φ(x(s)) = σ}.
We have the following property at points where F has V−σ–steepness greater than or
equal to µ:
Proposition 4.19. Let x ∈ Mσ and let µ > 0 be fixed; assume that F has V−σ–steepness
greater than or equal to µ at x. Then, there exist ρx > 0, and a C
1-vector field V defined
in Uρx(x), such that:
(i) V(Rz) = RV(z);
(ii) V(z) ∈W−σ (z);
(iii) ‖V(z)‖∗ = 1;
(iv)
∫1
0
g
(
z˙, D
ds
V(z)
)
ds 6 −µ
2
,
for all z ∈ Uρx(x).
Proof. Assume first x 6= Rx. Let Vx be a direction of µ–steep V−σ–descent for F at x.
Let g be a metric as in Remark 2.6, with exp the relative exponential map, which satisfies
(2.5).
For ρ > 0 sufficiently small and z ∈ B(x, ρ), set:
(4.32) W(z)(s) =
(
d expz(s)(w(s))
)−1(
Vx(s)
)
,
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wherew(s) is defined by the relation:
(4.33) expz(s)
(
w(s)
)
= x(s), ∀ s,
and we have:
(4.34) g
(
W(z)(0),∇φ(z(0))) = g(W(z)(1),∇φ(z(1))) = 0.
Let ν the unit vector field in φ−1
(
[−δ0, δ0]
)
defined by:
ν(y) =
∇φ(y)√
g
(∇φ(y),∇φ(y))
and for t ∈ R set t+ = max{t, 0}:
t+ = 1
2
(|t|+ t).
Fix ξ ∈]0, 1
2
[ such that
x
(
[0, ξ]
) ∪ x([1− ξ]) ⊂ Ωσ
and define the map χξ : [0, 1]→ [0, 1] such that
χξ =


s/ξ, if s ∈ [0, ξ];
1, if s ∈ [0, ξ]) ∪ [1− ξ];
1− s
ξ
, if s ∈ [1− ξ, 1].
Now define
λ = λ(ρ) = sup
{
g
(
W(z)(s), ν(z(s))
)+
: s ∈ [0, 1], z ∈ B(x, ρ), φ(z(s)) = σ}.
Since Vx ∈ V−σ (x) we have
lim
ρ→0
λ(ρ) = 0.
Now, let us consider a continuous piecewise affine map θ : R→ [0, 1] satisfying:
θ ≡ 0 on ]−∞,−δ0]⋃ [δ0,+∞[ , and θ ≡ 1 on [− δ02 , δ02 ].
Finally, let us define
(4.35) Wλ(z)(s) = W(z)(s) − λ
(
χξ(s) + sin(πs)
)
θ
(
φ(z(s)
)
ν
(
z(s)
)
.
Chose ρ sufficiently small so that
z
(
[0, ξ]
) ∪ z([1− ξ]) ⊂ Ωσ, ∀ z ∈ B(x, ρ).
Then we have
g
(
Wλ(z)(s), ν(z(s)
)
< 0, ∀ z ∈ B(x, ρ), and for all s with φ(z(s)) = σ,
while
g
(
Wλ(z)(0), ν(z(0)
)
= g
(
Wλ(z)(1), ν(z(1)
)
= 0,
which says thatWλ(z) ∈W−σ (z) for all z ∈ B(x, ρ). Moreover
(4.36) lim
ρ→0
[
sup
z∈B(x,ρ)
‖Wλ(z) − Vx‖∗
]
= 0,
that implies, in particular,Wλ(z) 6≡ 0 for all ρ sufficiently small. Then we can define
Vλ(z)(s) =
Wλ(z)(s)
‖Wλ(z)‖∗ .
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But ‖Vx‖∗ = 1, so by (4.36):
(4.37) lim
ρ→0
[
sup
z∈B(x,ρ)
‖Vλ(z) − Vx‖∗
]
= 0,
and property (iv) is satisfied for any ρ sufficiently small. Now, recalling that we are assum-
ing x 6= Rx, we extend Vλ to R(B(x, ρ)) by setting:
Vλ(Rz) = RVλ(z).
Then, the desired vector field V is obtained by setting V = Vλ, where λ = λ(ρ), and ρ is
chosen sufficiently small. This proves the theorem whenever Rx 6= x.
Let us now consider the case x = Rx. If Vx is a direction of µ–steep descent, we can
define:
V˜x =
Vx + RVx
‖Vx + RVx‖∗ .
Since ∫1
0
g
(
x˙, D
ds
Vx
)
ds =
∫1
0
g
(
x˙, D
ds
RVx
)
ds
we see thatVx+RVx 6≡ 0, and V˜x is a direction of µ–steep descent for F. We can therefore
assume that the direction Vx of µ–steep descent for F at x is such that
Vx = RVx.
IfWλ(z) is the vector field as in (4.35), we can finally choose
V(z)(s) =
Wλ(z)(s) +Wλ(Rz)(s)∥∥Wλ(z) +Wλ(Rz)(s)∥∥∗ . 
Remark 4.20. Using Propositions 4.18 and 4.19 we see that if xn is a V
−
σ –Palais-Smale
sequence at the level c > 0, then xn has a subsequence which is strongly convergent to a
V−σ–critical curve.
Proposition 4.19 is the bridge between the notion of V−σ –critical curve and the notion
of weak slope developed in [2, 3]. Differently from [14] where the weak slope theory is
directly applied to the multiplicity of orthogonal geodesic chords with obstacle, here we
do not repeat the same procedure. In order to avoid further technicalities, for the following
result we use the Palais approach, called Pseudo Gradient Vector Field Theory (cf. [22]).
Proposition 4.21. Let C ⊂ Mσ be an R–invariant closed set that does not contain V−σ–
critical curves and such that F(C) ⊂ [0,M20+1]. Then, there exists µC > 0 and a locally
Lipschitz continuous mapW defined on C such that, for any z ∈ C,
(i) W(Rz) = RW(z);
(ii) W(z) ∈W−σ (z);
(iii) ‖W(z)‖∗ 6 1;
(iv)
∫1
0
g
(
z˙, D
ds
W(z)
)
ds 6 −µC.
Proof. As C does not contain V−σ –critical curves and F(C) ⊂ [0,M20 + 1], from Re-
mark 4.20 we deduce the existence of µC > 0 such that every x ∈ C has V−σ–steepness
greater then or equal to 2µC. Then, for all x ∈ C, we can take ρx and Vx as in Proposi-
tion 4.19, and consider the vector field Vx, defined in Uρx(x), and satisfying (i)—(iv) of
Proposition 4.19 (where
µ
2
is replaced by µC).
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Consider the open covering
{
Uρx(x)
}
x∈C
of C. Since C is (a metric space, hence)
paracompact, there exists a locally finite open refinement (Ai)i∈J, with Ai ⊂ Uρxi (xi)
for all i, and
⋃
i∈J
Ai = C. We can assume Ai = R-invariant for all i (otherwise, replace
Ai with Ai ∪ RAi). Define, for any z ∈ C and i ∈ J:
ρxi(z) = dist∗
(
z, C \ Ai
)
Since C and Ai are R–invariant, and R ◦ R is the identity map, we get
ρxi(Rz) = ρxi(z).
Finally set, for any i ∈ J,
βxi(z) =
ρxi(z)∑
j∈J
ρxj(z)
,
which satisfies:
βxi(Rz) = βxi(z)
and ∑
j∈J
βxj(z) = 1.
The desired vector field is defined as
W(z) =
∑
j∈J
βxj(z)Vxj(z).
Note that this is well defined vector field, since for all j, Vxj(z) is a vector in TzM. 
5. V+–FIELDS AND SOME THEIR PROPERTIES
5.1. V+–criticality. In order to construct the invariant set in the next section, we will now
introduce a suitable notion of criticality with respect to variations driving away from Ω.
To some extent, such notion is the counterpart of the notion of V−–criticality above.
Let σ∗ given by (4.16). To our aim, given x ∈ Mσ∗ , 0 < δ < σ∗, and [a, b] ⊂ [0, 1],
we introduce the set V+
[a,b],δ,σ
(x), which is the closed convex cone of H1
(
[0, 1],R2N
)
defined by:
(5.1) V+
[a,b],δ
(x) =
{
V ∈ TxH1
(
[0, 1],M
)
: V(s) = 0 if s 6∈ ]a, b[ ,
g
(
V(s),∇φ(x(s))) > 0 if φ(x(s)) = δ,
and g
(∇φ(x(s)), V(s))) < 0 if φ(x(s)) = σ∗}.
Vector fields inV+
[a,b],δ,σ
(x) can be interpreted as infinitesimal variations of x by curves
stretching “outwards” from the setsΩδ. The relative criticality notion goes as follows.
Definition 5.1. Let x ∈Mσ∗ and [a, b] ⊂ [0, 1]. We say that x is a V+[a,b],δ–critical curve
for F if
(5.2)
∫b
a
g
(
x˙, D
dt
V
)
dt > 0, ∀V ∈ V+
[a,b],δ
(x).
Remark 5.2. From Remark 4.4 it follows readily that if x ∈ Mσ∗ is a V+[a,b],δ–critical
curve such that
φ(x(s) > δ for all s ∈ [a, b]
we have
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(1) if φx(s) < σ∗ for any s ∈ [a, b] ⊂ Ωσ∗ , then x
∣∣
[a,b]
is a free geodesic;
(2) is φ(x(s)) = δ, then s = a or s = b;
Let d > 0, δ ∈ ]0, σ∗[ and x ∈Mσ∗ .
Definition 5.3. We say that an interval [α,β] ⊂ ]0, 1[ is a (d, δ)–interval (for x) if
• d(x(α), x(β)) > d;
• φ(x(s)) > δ, for every s ∈ [α,β].
We have the following basic result:
Lemma 5.4. Fix d > 0 Then there exists δ = δ(d) ∈ ]0, σ∗[ such that if x ∈ Mσ∗ ,
F(x) 6 M20 and [α,β] is a (d, δ)–interval for x such that x is a V
+
[α,β],δ
–critical curve,
then there exists s ∈ [α,β] such that φ(x(s)) = σ∗.
Proof. We argue by contradiction assuming the existence of sequences δn → σ∗, xn ∈
Mσ∗ with F(xn) 6M
2
0 and (d, δn)–intervals [αn, βn] such that for any n
(5.3) xn
(
[αn, βn]
) ⊂ Ωσ∗
and xn is a V
+
[αn,βn],δn
–critical curve. Moreover, by the definition of (d, δ)–interval, for
any n it is
(5.4) φ(xn(s)) > δn for any s ∈ [αn, βn], d(xn(αn), xn(βn)) > d.
Up to consider a subsequnce, we can assume αn → α and βn → β with α < β
because
d(xn(αn, )xn(βn)) > d and F(xn) 6M
2
0
for any n. Moreover, by (5.3) and Remark 5.2 xn is a free geodesic in [αn, βn]. Then,
up to consider a subsequence, the affine reparameterization of xn to the interval [α,β]
converges to a free geodesic x with respect to the C2-norm. Since δn → σ∗ the geodesic
x touches ∂Ωσ∗ and this happens in a single instant because of the strong concavity. But
this is in contradiction with properties (5.4) (because δn → σ∗). 
5.2. V+–Palais-Smale sequences. It is convenient to give the related Palais–Smale con-
dition with respect to the V+–criticality in the following way:
Lemma 5.5. Fix d > 0 and let δ = δ(d) be as in Lemma 5.4. Set
(5.5) Σ = Σ(d) =
δ(d) + σ∗
2
.
There exists µ+ = µ+(d) such that for any x ∈ Mσ∗ with F(x) 6 M20 and (d, δ(d))–
intervals [α,β] for which
(5.6) φ(x(s)) 6 Σ(d), for all s ∈ [α,β],
there exists a vector field V along x having the following properties
(a) V ∈ V+
[α,β],δ(d)
(x);
(b) ‖V‖∗ = 1;
(c)
∫β
α g
(
x˙, D
ds
V
)
ds 6 −µ+.
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Proof. We argue by contradiction assuming the existence of xn ∈Mσ∗ with F(xn) 6M20
and (d, δ(d))–intervals [αn, βn] satisfying (5.6) such that for anyVn ∈ V+[αn,βn],δ(d)(xn)
it is
(5.7)
∫βn
αn
g
(
x˙n,
D
ds
Vn
)
ds > − 1
n
‖Vn‖∗.
First note that, up to taking a subsequence, there exists 0 6 α and β 6 1 with
αn → α,βn → β,
while by F(xn) 6M
2
0 and
d
(
xn(αn), xn(βn)
)
> d
it must be
α < β.
Then , after reparameterizing affinely each xn on the interval [α,β], we can assume that
αn = α, βn = β, for all n.
Up to taking a subsequence, we can also assume the existence of x ∈ Mσ∗ such that
F(x) 6M20,
xn is weakly convergent to x in H
1
(
[0, 1],M
)
,
and
xn → x uniformly in [0, 1].
Our goal is now to prove that x is a V+
[α,β],δ,σ
–critical curve, getting a contradiction with
Lemma 5.4 and condition (5.6).
Arguing as in the proof of Proposition (4.18) we first obtain the strongH1-convergence
of xn to x in the interval [α,β].
To conclude the proof, since xn → x in H1([α,β], using the same techniques as
in the proof of Proposition 4.19, for any V ∈ V+
[α,β],δ(d)
(x) we can construct Vn ∈
V+
[α,β],δ(d)
(xn) with ‖Vn − V‖∗ → 0 starting from
Wn(s) =
(
d expxn(s)(wn(s))
)−1(
V(s)
)
,
wherewn(s) is defined by the relation:
expxn(s)
(
wn(s)
)
= x(s), ∀ s.
Taking the limit in (5.7) gives that x is a V+
[α,β],δ(d)
–critical curve, which concludes the
proof. 
5.3. Extension of V+-fields. Fix d > 0 and consider δ = δ(d) given by Lemma 5.4 and
Σ(d) given by (5.5). In order to construct the dynamics of the flows associated to vector
flied in V+ for any x ∈ Mσ∗ , it will be useful define also the following class of vector
fields in V+
[a,b],δ(d)
(x) for any ǫ ∈ ]0, σ∗ − δ(d)[:
(5.8)
W+
[a,b],δ(d),ǫ
(x) =
{
V ∈V+
[a,b],δ(d)
(x) :
g
(∇φ(x(s)), V(s))) > 0 if φ(x(s)) ∈ [δ(d) − ǫ, δ(d) + ǫ],
g
(∇φ(x(s)), V(s))) 6 0 if φ(x(s)) ∈ [σ∗ − ǫ, σ∗]}.
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Let Uρ(x) be defined as in (4.30). We have the following result concerning the local
extension of vector fields in V+
[a,b],δ(d)
(x).
Proposition 5.6. Let µ+ = µ+(d) given by Lemma 5.5 and δ = δ(d) by Lemma 5.4.
There exist ρ = ρ(d) > 0, ǫ = ǫ(d) ∈]0, σ∗ − δ(d)[ and θ(d) ∈]0,min( δ
2
0
K20M
2
0
, d
2
2M20
)[
such that for any x ∈Mσ∗ , x ∈ F−1([0,M20] and [a, b] (d, δ(d))–interval for x such that
φ(x(s) 6 Σ(d) for any s ∈ [a, b],
there exist a C1-vector field V = Vx defined in Uρ(d)(x), having the following properties
for all z ∈ Uρ(d)(x):
(i) V(Rz) = RV(z);
(ii) V(z) ∈W+
[a+θ(d),b−θ(d)],δ(d),ǫ(d)
(z);
(iii) ‖V(z)‖∗ = 1;
(iv)
∫b
a g
(
z˙, D
ds
V(z)
)
ds 6 −µ+
2
.
Proof. A strightforward computation in local coordinates shows that there exists a constant
C > 0 such that∣∣∣∣∫1
0
g
(
z˙, D
ds
W
)
ds−
∫1
0
g
(
x˙, D
ds
V
)
ds
∣∣∣∣ 6 C(ρ+ ‖‖W − V‖∗)
for any x, z ∈ F−1([0,M20]) with dist∗(x, z) 6 ρ, for anyW ∈ Tz(H1([0, 1],M), for any
V ∈ Tx(H1([0, 1],M).
Now denote by χθ the piecewise affine real map such that
χθ(s) = 0, if s 6 θ; χθ(s) = s, if s > θ +
√
θ.
Since the difference χθ(s) − s converges to 0 in H
1
(
[0, 1],R
)
as θ → 0, there exists
θ(d) ∈
]
0,min(
δ20
K20M
2
0
, d
2
2M20
)
[
such that, for every x ∈ F−1([0,M20]), and every V ∈
TxH
1
(
[0, 1],M
)
with ‖V‖∗ 6 1 satisfying∫1
0
g
(
x˙, D
ds
V
)
ds 6 −µ+
we have ∫1
0
g
(
x˙, D
ds
(χθV
)
ds 6 −
3
4
µ+.
At this point, since F−1([0,M20]) is compact with respct to the uniform convergence, using
the same techniques as of the proof of Proposition 4.19, one proves that it is possible to
extend V ∈ V+
[a,b],δ(d)
(x) in the neighborhood Uρ(d)(x) in such a way the C
1–estension
V(z) satisfies (i)–(iv) where ρ(d) and ǫ(d) can be chosen independent from x. 
6. THE INVARIANT SET AND THE FUNCTIONAL FOR THE MINIMAX ARGUMENT
Let σ∗ be as in (4.16). In this section we will construct a set Λ∗ which contains in
its interior an R–invariant open neighborhood U of Z−σ∗ and a flow h∗ along which F is
deacreasing ouside U and such that Λ∗ is invariant with respect to h∗. Such a constraction
is necessary only if Z−σ∗ 6= ∅: otherwise the proof is quite classical.
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6.1. Global constructions. Let d∗ > 0 be as in in (4.21) and (4.23); set δ∗ = δ(d∗)
(Lemma 5.4) and ǫ∗ = ǫ(δ∗) (Proposition 5.6). Taking the flow h∗ given by Proposition
6.2, the set Λ∗ will be defined considering the curves x in h∗(R
+ × U) (where U is an
R–invariant neighborhood of Z−σ∗ ) such thatφ(x(s)) > δ∗+
ǫ∗
2
for some s ∈ [0, 1]. Using
the continuity of the connected components of the set of contact instants for z ∈ Z−σ∗
(Proposition 4.15) and Tietze Extension Theorem, we can make a continuous selection
of a class of (d∗, δ∗)–intervals for each z ∈ U (Proposition 6.1). We then construct a
continuous flow defined in U, which deforms each curve in U only along the its selected
(d∗, δ∗)–interval. In such a way the flow will not affect those portions of the curves that
lie insideΩ. Since the curves in U do not intersect a fixed ball insideΩ, the same property
will remain true along the flow h∗.
Now by Proposition 5.6 any curve having a (d∗, δ∗)–interval contained inφ
−1
(
[δ∗, δ∗+
ǫ∗]
)
can not be a V+–critical curve. Therefore the functional F will be strictly decreasing
in a neighborhood of ∂Λ∗. Moreover, by the definition of V
+, the flow h∗ will deform
portions of curves that lie in φ−1
(
[δ∗,+∞[) into other curves inside in φ−1([δ∗,+∞[).
For this reason,Λ∗ will be invariant with respect to h∗. Details are given in Proposition 6.1
below.
It is also worth noting that we will introduce a suitable modification of the geodesic
action functional, denoted by G, which is defined so as to vanish onΛ∗ Its minimax critical
levels ci are given in (8.3).
Let d∗ be as in (4.21) and (4.23), and let δ∗ ∈
]
σ∗
4
, σ∗
2
[
and θ∗ be as in Proposition 5.6.
Let κ be the maximal number of connected component of Cσ∗x as x varies in Z
−
σ∗
. Since
Z−σ∗ is compact, applying Tietze Extension Theorem to the continuous maps in (4.20) we
can obtain the following:
Proposition 6.1. The maps Z−σ∗ ∋ x 7→ αi(x) ∈ [0, 1], and Z−σ∗ ∋ x 7→ βi(x) ∈ [0, 1],
i = 1, . . . , kx, (defined in Section 4.3) can be continuously extended to maps defined on
the neighborhood U2ρ¯(Z
−
σ∗), with ρ¯ > 0 sufficiently small. These extensions satisfy the
following properties for all z ∈ U2ρ¯(Z−σ∗) and for all i = 1, . . . , kz 6 κ:
(1) d(z(αi(z)), z(βi(z))) > d∗ and any interval
[
αi(z), βi(z)
]
has the (d∗, δ∗)-
property w.r. to z;
(2) equivariance: kRz = kz, αi(Rz) = 1− βkz+1−i, βi(Rz) = 1− αkz+1−i.
Moreover, ρ¯ can be chosen small enough so that, for z ∈ U2ρ¯(Z−σ∗), we have
(6.1) z
(
[0, 1]
) ∩ Bρ0/2(x0) = ∅,
and
(6.2) if x ∈ Z−σ∗ is such that dist∗(z, x) 6 2ρ¯ then
|αi(z) − αi(x)
∣∣ < 1
4
θ∗,
∣∣βi(z) − βi(x)∣∣ < 14θ∗, ∀ i = 1, . . . , kx.
Proof. Let ∆∗ > 0 be as in (4.19). For any fixed l > 1 set
Zl =
{
x ∈ Z−σ∗ : Cσ∗x has exactly l connected component [α,β] with β − α > ∆∗
}
.
Clearly l 6 κ, and ⋃
l>1
Zl = Z
−
σ∗
,
and
Zi ∩ Zj = ∅, for i 6= j.
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NowZl is compact while x 6= Rx for any x ∈ Z−σ∗ (recall Remark 3.3, and the conservation
law of the energy in Lemma 4.3). Then by the Tiezte Extension Theorem there exists a
finite covering {Uρj(xj)}j=1,...,kl of Zl such that, for any j,
• Uρj(xj) = B(xj, ρj) ∪ B(Rxj, ρj) and B(xj, ρj) ∩ B(Rxj, ρj) = ∅,
• anymapmix in (4.20) (i = 1, . . . , l) restricted toZ−σ∗∩Uρj(xj) can be continuosly
extended to a continuos map mij defined in Uρj(xj) and satisfying m
i
j(Rz) =
ml+1−ij (z).
Now using a continuous partition of the unity, built starting from the above Uρj(xj), gives
the existence of ρ¯ > 0 such that the continuos map mix defined in Z
−
σ∗
are continuously
extended to continuous mapsmi defined on U2ρ¯(Z
−
σ∗) and such that
mi(Rz) = mkz+1−i(z).
Then setting
αi(z) = m
i(z) − c∗, βi(z) = m
i(z) + c∗,
with c∗ given in (4.21), ρ¯ can be chosen so that (1)-(2), and (6.1) and (6.2) are satisfied
(recall the compactness of Z−σ∗ and property (4.15)). 
Consider the continuous map f : Mσ∗ → R:
(6.3) f(x) = max
{
φ
(
x(s)
)
: s ∈ [0, 1]
}
.
The invariant set will be construct starting from the integral flow described in the fol-
lowing
Proposition 6.2. Let µ+ = µ+(d∗, δ∗) be as in Lemma 5.5, and let ρ¯ be as in Proposi-
tion 6.1.
There exist h∗ ∈ C0
(
R
+ ×U2ρ¯(Z−σ∗),Mσ∗
)
such that ∂h∗
∂τ
is locally Lipschitz contin-
uous, and such for all z ∈Mσ∗ the following properties hold:
(1) h∗(0, z) = z;
(2) R-equivariance: h∗(τ,Rz) = Rh∗(τ, z) for any τ1, τ2;
(3) dist∗(h∗(τ2, z), h∗(τ1, z)) 6 |τ2 − τ1| for any τ;
(4) h∗(τ, z) ∩ Bρ0/2(x0) = ∅, for any τ > 0;
(5) if f
(
h∗(τ0, z)
)
> δ∗ then f(h∗(τ, z)) > δ∗ for any τ > τ0;
(6) if F(h∗(τ, z) 6M
2
0 and f(h∗(τ, z)) 6 δ∗ for any τ ∈ [τ1, τ2], then
F
(
h∗(τ2, z)
)
6 F
(
h∗(τ1, z)
)
−
µ+
2
(τ2 − τ1);
(7) if F(h∗(τ, z) 6M
2
0 for any τ ∈ [τ1, τ2], then
F
(
h∗(τ2, z)
)
6 F
(
h∗(τ1, z)
)
;
(8) h∗(τ, z) 6∈ C0 for any τ > 0, where C0 is given in (3.13).
Proof. Let ρ∗ be given as in Proposition 5.6 (note that this choice does not depend on
x ∈ F−1([0,M20])). Using Proposition 5.6 and a partition of the unity argument, we first
construct a vector field and the related integral flow h∗ defined on [0,
ρ∗
2
] × U2ρ¯(Z−σ∗)
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which satisfies (1)–(8). Then, applying Proposition 5.6 on h∗(
ρ∗
2
,U2ρ¯(Z
−
σ∗) and a par-
tition of the unity argument, we extend the integral flow h∗ on [0, ρ∗] × U2ρ¯(Z−σ∗) and
iterating we obtain h∗ defined for any τ > 0.
To this goal, consider ρ∗, ǫ∗ and θ∗ given by Proposition 5.6 with d = d∗. For any
x ∈ U2ρ¯(Z−σ∗) consider all the (d∗, δ∗)–intervals [αi(x), βi(x)] with respect to x given in
Proposition 6.1, observing that, because of (6.2) and (4.24) they are disjoint.
Then by Proposition 5.6 and a convex conbination with the null vector field in a small
R–invariant neighborhood of {f(z) > δ∗ + ǫ∗} we deduce the existence of a Lipchitz
continuous vector fieldWx defined in Uρ∗(x) such that, for all z ∈ Uρ∗(x) it is
(i) Wx(Rz) = RWx(z);
(ii) Wx(z) ∈W+[αi(x)+θ∗,βi(x)−θ∗(x)],δ∗,ǫ∗(z) for any i = 1, ..., kx ;
(iii) ‖Wx(z)‖∗ = 1;
(iv) if F(x) 6M20 and there exists i such that
x([αi(x), βi(x)] ⊂ φ−1(] −∞, δ∗)] then ∫10 g(z˙, DdsWx(z)) ds 6 −µ+2 ;
(v)
∫1
0 g
(
z˙, D
ds
Wx(z)
)
ds 6 0 if F(x) 6M20.
Consider now the open covering
{
Uρ∗(x)
}
x∈U2ρ¯(Z
−
σ∗ )
of U2ρ¯(Z
−
σ∗). Since U2ρ¯(Z
−
σ∗) is
(a metric space, hence) paracompact, there exists a locally finite open refinement (Ai)i∈J,
with Ai ⊂ Uρ∗(xi) for all i, with
⋃
i∈J
Ai = U2ρ¯(Z
−
σ∗). We can assume that Ai is R-
invariant for all i (otherwise, replaceAi with Ai ∪ RAi).
Define, for any z ∈ U2ρ¯(Z−σ∗) and i ∈ J:
ρxi(z) = dist∗
(
z,U2ρ¯(Z
−
σ∗) \ Ai
)
Since U2ρ¯(Z
−
σ∗) and Uρ∗(xi) are R–invariant, and R ◦ R is the identity map, we get
ρxi(Rz) = ρxi(z).
Finally set, for any i ∈ J,
βxi(z) =
ρxi(z)∑
j∈J
ρxj(z)
,
which satisfies:
βxi(Rz) = βxi(z)
and ∑
j∈J
βxj(z) = 1.
Consider the vector field
W(z) =
∑
j∈J
βxj(z)Wxj(z),
and its integral flow {
∂h∗
∂τ
= W(h∗)
h∗(0, z) = z ∈
⋃
i∈J Uρ∗/2(xi)
which is clearly defined for all τ ∈ [0, ρ∗
2
]. Note that h∗ is continuos,
∂h∗
∂τ
is locally
Lipchits continuos and h∗ satisfies (1)–(8).
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Now applying Proposition 5.6 on h∗([0,
ρ∗
2
]×U2ρ¯(Z−σ∗)) and using the partition of the
unity as above, allows to extend h∗ to h∗([0, ρ∗]×U2ρ¯(Z−σ∗)). Arguing inductively allows
to obtain the existence of h∗ defined on all R
+. 
6.2. Description of the invariant sets. We set
(6.4) C∗ = h∗(R
+ × Uρ¯(Z−σ∗)),
and using σ(d∗, δ∗) we define our invariant set as follows:
(6.5) Λ∗ =
{
x ∈ C∗ : f(x) > δ∗ + ǫ∗
2
}
.
Our next result will be the construction of a global flow that plays the same role as the
gradient flow in the classical smooth case. Let δ1 be as in (4.17) and denote by O the set
of the OGCs. We have the following
Proposition 6.3. There exist η∗ ∈ C0
(
R
+ ×Mσ∗ ,Mσ∗
)
such that for all z ∈ Mσ∗ , the
following properties hold:
(1) η∗(0, z) = z;
(2) R-equivariance: η∗(τ,Rz) = Rη∗(τ, z);
(3) dist∗(η∗(τ2, z), η∗(τ1, z)) 6 |τ2 − τ1|;
(4) η∗(τ0, z) ∈ Λ∗ then η∗(τ, z) ∈ Λ∗ for any τ > τ0;
(5) for any r > 0 there exists µ∗(r) > 0 such that if η∗(τ, z) ∈ F−1([0,M20]) \
(
Λ∗ ∪
F−1([0,
δ21
2K20
]) ∪ Ur(O)
)
for any τ ∈ [τ1, τ2], then
F
(
η∗(τ2, z)
)
6 F
(
η∗(τ1, z)
)
− µ∗(r)(τ2 − τ1);
(6) if F(η∗(τ, z)) 6M
2
0 for any τ ∈ [τ1, τ2], then
F
(
η∗(τ2, z)
)
6 F
(
η∗(τ1, z)
)
;
(7) η∗(τ, x) = x for any x ∈ C0;
(8) if η∗(τ, x) ∈ C0 for some τ > 0 then x ∈ C0.
Proof. For any r > 0 apply Proposition 4.21 with
C = F−1
(
[0,M20]
)
\ (U ρ¯
2
(Z−σ∗) ∪ Ur(O)),
and denote by W−r the vector field that appears in its statement. Using a partition of the
unity argument we can extend W−r to a locally Lipschitz continuous map V
− defined on
allMσ∗ and satisfying:
• V−(Rz) = RV−(z) ;
• V−(z) ∈W−σ∗(z);
• ‖V−(z)‖∗ 6 1;
• ∫1
0
g
(
z˙, D
ds
V−(z)
)
ds 6 −µ(r) for every z ∈ F−1([0,M20)])\
(
U ρ¯
2
(Z−σ∗)∪Ur(O)
)
,
where µ(r) > 0 is given as in Proposition 4.21;
• ∫10 g(z˙, DdsV−(z)) ds 6 0 for every z ∈ F−1([0,M20])].
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Consider the R–invariant open subset ofMσ∗ given by
V = h∗(R
+ × U3ρ¯
2
(Z−σ∗)) ∩ {f < δ∗ −
ǫ∗
2
}, U = h∗(R
+ × U2ρ¯(Z−σ∗)).
Clearly
Λ∗ ⊂ V ⊂ V ⊂ U ⊂ U.
Now choose a Lipchitz continuous map χ : M→ [0, 1] such that
χ(x) = 1 for any x ∈ V, χ(x) = 0 for any x 6∈ U
Consider the homotpy h∗ in Proposition 6.2 and denote byW
+ the locally Lipchitx con-
tinuos vector field in U given by ∂h∗
∂τ
. Finally consider the vector field V∗ defined as
follows:
V∗(z) = Θ(F(z))
(
χ(z)W+(z) + (1− χ(z))V−(z)
)
where Θ is the real continuos piecewice affine map such that
Θ(s) = 0 if s 6 0, Θ(s) = 1 if s >
δ21
2K20
.
The homotopy η∗ is defined as the flow of V∗:

∂η∗
∂τ
= V∗(η),
η∗(0, z) = z ∈M.
By Propositions 4.21 and 6.2 η∗ satisfies (1)—(8) with µ
∗(r) = min
{
µ(r), µ
+
2
}
. 
Remark 6.4. Note that by property (4) of Proposition 6.3 the set Λ∗ defined at (6.5) is
invariant with respect to the flow η∗.
Finally we define the functional G that will be used for our minimax argument.
(6.6) G(x) =
{
0, if x ∈ Λ∗
F(x), if x 6∈ Λ∗.
Note that G(x) > 0 implies G(x) = F(x).
7. DEFORMATION LEMMAS
In this section we will give the deformation lemmas needed for the minimax theory for
the functional G. We start with the following:
Definition 7.1. Given c > 0 we say that c is a regular value for G if there is no OGCs x in
Ω such that G(x) = c. If c is not a regular value for G, we will say that c is a critical value
for G.
Let δ1 be as in (4.17). Let η∗ given by Proposition 6.3.
Proposition 7.2. Let c ∈
[
δ21
K20
,M20
]
be a regular value. Then, there exists ε ∈]0, δ21
2K20
[
such that
η∗(1,G
c+ε) ⊂ Gc−ǫ
Proof. Fix ε ∈
]
0,
δ21
2K20
[
such that F−1
(
[c− ε, c+ ε]
)
does not contain OGCs. Fix r > 0
such that F−1
(
[c− ε, c+ ε]
)
does not contain Ur(O).
Now let η∗ and µ∗(r) given by Proposition 6.3. Then by Remark 6.4 and (6) of Propo-
sition 6.3 we obtain the proof choosing ε = min(ε¯,
µ(r)
2
). 
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Let us assume from now on that the number of geometrically distinct OGCs is finite,
say γ1, . . . , γk, and fix r∗ > 0 such that
• B(γi, r∗) ∩ B(γj, r∗) = ∅ for every i 6= j;
• B(γi, r∗) ∩ B(Rγi, r∗)) = ∅ for every i,
•
(
B(γi, r∗) ∪ B(Rγi, r∗)
)
∩ C∗ = ∅ for any i,
•
(
B(γi, r∗) ∪ B(Rγi, r∗)
)
∩ C0 = ∅ for any i,
• Any B(γi, r∗) is contracticle in itself and therefore in Mσ∗ \ C0.
For every r ∈ ]0, r∗] set
Or =
⋃
i=1,...,k
B(γi, r) ∪ B(Rγi, r).
Recalling property (4.14) and using again the flow η∗ and Porposition 6.3 allows to obtain
the following
Proposition 7.3. Let c ∈ [ δ21
K20
,M20] be a critical value for G (Definition 7.1). Then there
exists ε(r∗) > 0 such that
η∗(1,G
c+ǫ \ Or∗) ⊂ Gc−ǫ
where eta∗ is given by Proposition 6.3.
Let δ1 be as in (4.17). We conclude the present section with the following result, whose
proof uses the non-saturation property.
Proposition 7.4. Let D ∈ D and h ∈ H be such that
G
(
h(1, γ)
)
6
δ21
K20
.
Then there exists a continuous map H : [0, 1] × h(1,D) → Mσ∗ such that, for all γ ∈ D
and τ ∈ [0, 1], the following properties hold:
• H(1, γ) = γ,
• H(τ, γ0) = γ0 for all τ and for all γ0 ∈ C0,
• H(τ,Rγ) = RH(τ, γ),
• H(1, γ)(s) ∈ ∂Ω, for all s ∈ [0, 1].
Proof. Choose a homeomorphismΨ : Ω→ DN and a homotopy
h0 : [0, 1] ×DN \ y0 −→ DN \ y0
satisfying:
• h0(0, z) = 0 for all z,
• h0(1, z) ∈ SN−1 for any z ∈ DN \ {y0}.
If h ∈ H, γ ∈ D and G(h(1, γ)) 6 δ21/K20, then either h(1, γ) ∈ Λ∗, or F(h(1, γ)) 6
δ21/K
2
0. In both cases (cf. (4.18)) the curve h(1, γ) does not intersect Bρ0(x0). Thus, we
can consider the homotopy K defined in G−1
(
[0, δ21/K
2
0]
)
defined by:
K(τ, γ)(s) = Ψ−1
(
h0(τ, Ψ(γ(s))
)
.
Finally, one obtains the desired homotopyH by regularizing K, using piecewise geodesics
and the flows (2.3). 
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8. PROOF OF THEOREM 3.9
Our proof of Theorem 3.9 will be now finalized using minimax theory and a suitable
version of Lusternik-Schnirelman relative category, as defined in [6, Definition 3.1]. For
all standard definitions of the relative category and other relative cohomological indexes
see for instance [5] and references therein.
8.1. Relative category.
Definition 8.1. Let X be a topological space and let Y be a closed subset of X. A closed
subset F of X has relative category equal to k ∈ N, and we write catX,Y(F) = k, if k is the
minimal positive integer such that there exists a family (Ai)
k
i=0 of open subsets of X such
that F ⊂
k⋃
i=0
Ai, F ∩ Y ⊂ A0, and such that for all i = 0, . . . , k there exists continuous
maps hi : [0, 1] ×Ai → X with the following properties:
(1) hi(0, x) = x, ∀x ∈ Ai, ∀i = 0, . . . , k;
(2) for every i = 1, . . . , k:
(a) there exists xi ∈ X \ Y such that hi(1,Ai) = {xi};
(b) hi
(
[0, 1] ×Ai
) ⊂ X \ Y;
(3) if i = 0:
(a) h0(1,A0) ⊂ Y;
(b) h0(τ,A0 ∩ Y) ⊂ Y, ∀ τ ∈ [0, 1].
For any R-invariant subset X ⊂ M, we denote by X˜ the quotient space with respect
to the equivalence relation induced by R. In particular, we will consider the sets C˜ and
C˜0, where C and C0 are defined in (3.13). For our minimax argument we will use, as
topological invariant, the relative category cat
M˜σ∗ ,C˜0
(C˜). Since C ⊂Mσ∗ clearly we have
cat
M˜σ∗ ,C˜0
(C˜) > cat
C˜,C˜0
(C˜).
In [8] it has been shown that
(8.1) cat
C˜,C˜0
(C˜) > N,
using the topological properties of the (N− 1)–dimensional real projective space.
8.2. Minimax. Let us denote byD the class of closedR–invariant subset ofMσ∗ . Define,
for any i = 1, . . . , N,
(8.2) Γi =
{
D ∈ D : cat
M˜σ∗ ,C˜0
(D˜) > i
}
,
and
(8.3) ci = inf
D∈Γi
sup
x∈D
G(x).
Remark 8.2. Formula (8.3) gives a well defined real number ci for all i. Indeed, G > 0 so
ci > 0 for any i. Moreover C ∈ Γi for any i. Then ifM20 is as in Definition 3.6,
(8.4) ci 6M
2
0, ∀ i.
We have the following lemmas involving the real numbers ci.
Lemma 8.3. The following statements hold:
(1) c1 >
δ21
K20
;
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(2) c1 6 c2 6 · · · 6 cN.
Proof. Let us prove (1). Assume by contradiction c1 <
δ21
K20
, and fix ǫ so that c1+ ε <
δ21
K20
.
By (8.2) and (8.3) there exists Dε ∈ Γ1, such that
G(x) < c1 + ǫ <
δ21
K20
, ∀ x ∈ Dε.
Let H be as in Proposition 7.4. Then
H(1, x)(s) ∈ ∂Ω, ∀ s ∈ [0, 1], x ∈ Dε.
Now define the homotopy
K(τ, x)(s) = x
(
(1− τ)s+ τ
2
)
that we apply to the curves of H(1,Dε) obtaining catM˜σ∗ ,C˜0
(D˜ε) = 0. This is in contra-
diction with the definition of Γ1.
To prove (2), fix i ∈ {1, . . . , N − 1} and consider ci and ci+1. By (8.3) for any ε > 0
there exists D ∈ Γi+1 such that
G(x)
)
6 ci+1 + ε, ∀ x ∈ D.
Since Γi+1 ⊂ Γi by definition of ci we deduce ci 6 ci+1 + ε, and (2) is proved, since ε is
arbitrary. 
Lemma 8.4. For all i = 1, . . . , N, the number ci is a critical value (cf. Definition 7.1).
Proof. Assume that ci is not a critical value for some i. Take ε as in Proposition 7.2 and
Dε ∈ Γi such that
G(x) 6 ci + ε, ∀ x ∈ Dε.
Let η∗ be given by Proposition 6.3. WE have η∗(1,Dε) ∈ Γi , while by Proposition 7.2
G(x) 6 c− ε, ∀ x ∈ η∗(1,Dε)
obtaininig a contradiction with the definition of ci, see (8.3). 
Lemma 8.5. Assume that the number of OGCs inΩ is finite. Then, for all 1 6 i 6 N− 1
(8.5) ci < ci+1.
Proof. Assume that (8.5) does not hold. Then, there exists i ∈ {1, . . . , N− 1} such that
c ≡ ci = ci+1.
Take ε∗ = ε(r∗) as in Proposition 7.3 andDi+1 ∈ Γi+1 such that
G(x) 6 c+ ε∗, ∀ x ∈ Di+1.
Now O˜r∗ si contractible in M˜σ∗ \ C˜0, therefore by the definition of Γi, and using simple
properties of the relative category, we obtain
Di ≡ Di+1 \ Or∗ ∈ Γi.
Let η∗ given by Proposition 6.3. By Proposition 7.3 we have
G(η∗(1, x) 6 c− ε∗, ∀ x ∈ Di,
in contradiction with the definition of ci, because η∗(1,Di) ∈ Γi. 
We are now ready for the proof of our main result.
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Proof of Theorem 3.9. Using Proposition 7.4 , we have obtained that the first minimax
level c1 for the functional G is strictly positive. Then, by Lemmas 8.4 and 8.5, it will be
sufficient to prove that if x1 and x2 are OGCs with the same image, then they lie in the
same critical level of F:
(8.6) x1
(
[0, 1]
)
= x2
(
[0, 1]
)
=⇒ F(x1) = F(x2).
Since the derivatives x˙1 and x˙2 never vanish, if x1
(
[0, 1]
)
= x2
(
[0, 1]
)
we have
(8.7) x2(s) = x1
(
θ(s)
)
, ∀ s ∈ [0, 1],
where θ ∈ C2([0, 1],R) satisfies
θ˙(s) 6= 0, ∀ s ∈ [0, 1],
and
(8.8) θ(0) = 0, θ(1) = 1, or θ(0) = 1, θ(1) = 0.
Now, both x1 and x2 satisfy the differential equation
D
ds
x˙ = 0.
Moreover x˙2(s) = θ˙(s) x˙1
(
θ(s)
)
and
D
ds
x˙2 = θ¨(s) x˙1(θ(s)) + θ˙(s)
2 D
ds
x˙1(θ(s)) = θ¨(s) x˙1(θ(s)).
Therefore, it must be θ¨(s) x˙1
(
θ(s)
)
= 0 and since x˙1
(
θ(s)
) 6= 0 for all s, we have
θ¨(s) = 0 for all s. From (8.8) we then deduce θ(s) = s or θ(s) = 1− s; in both the cases
F(x2) = F(x1), proving (8.6). 
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