Deep Learning frameworks are widely being used because they have presented a variety of applications, robustness, efficiency, performance and accuracy better than traditional ML techniques. Although they are on the rise, the papers related to DL remains without expression in the vast and diversified scientific databases.
INTRODUCTION
Data collection is paramount to investigate and understand a given research subject. In Biomedical Engineering (BE) the data collected from physiological signals assist in the detection of diseases, treatment and rehabilitation [1] [2]. These data collections can come from a variety of characteristics, performed in short and/or long periods, medical imaging, genome mapping, monitoring of various symptoms, Brain Machine Interfaces (BMI), etc., and contribute to an increasing and complex volume of information [3] [4].
The devices used to examine biosignals in BE can help to understand the symptoms of PD, like electrocardiography (ECG), electroencephalography (EEG), electromyography (EMG), etc. To analyze the volume of data produced the use of computational tools to process data, extract characteristics, classify or group are complex and essential tasks to aid in quality decision making.
There is a growing demand for efficient methods that can handle with a large volume of data and extract valuable information. Deep Learning (DL) is an area within Machine Learning (ML) that has been applied in the automated tasks of speech recognition, imaging, biosignal, natural language processing, and so on [3] . This paper shows that there are several successful studies using DL in situations in which there are complex data to be analyzed.
MATERIALS AND METHODS
In order to understand the basic concepts and the state of the art of the investigated theme, it was sought the answers to the following questions:
• There are some DL architectures that have been used extensively: CNN -it is a kind of multi-layer feed-forward network widely used in digital image processing and analysis; Autoenconder -used to learn representations, dimensionality reduction, and data compression; Deep Generative Models (DGM) -used to learn data distribution using unsupervised learning; Recurrent Neural Network (RNN) -these networks maintain previous hidden layer processing memories, and used to process sequences and text mining 
