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En este trabajo se extiende el teorema de la envolvente en dos 
direcciones: a) Cierto tipo de funciones objetivo compuestas, que aparecen habitualmente 
en Optimización. b) EnrU¡ueciendo los resultados del teorema con infonnación procedente 
del programa dual minimax del problema original Se presentan también aplicaciones de 
los resultados obtenidos a programación lineal, programación geométrica y programación 
dinámica, donde se ve que el teorema de la envolvente puede servir para hacer análisis de 
sensibilidad y también para el cálculo de la solución óptima. 
Agradezco a AAbadía, e.carrera, M.E. Mera, M. Morán, A Novales, J.M. Rey, A Rodrigo y M. 
Vázquez sus comentarios y sugerencias. La responsabilidad de los errores que puedan persistir es 
exclusivamente mía. 
1. INTRODUCCION 
Viner (1932), al analizar el comportamiento de empresas, 
consider6 diferentes curvas de coste a corto plazo, cuyos puntos 
minimos decrecian al principio y luego crecian, para factores de 
capital cada vez mayores. Razon6 que si ambos inputs fueran 
variables, entonces la curva de coste medio a largo plazo seria 
siempre menor o igual que la de las correspondientes curvas a 
corto plazo. Concluy6 que la curva de coste medio a largo plazo 
deberla ser dibujada como la envolvente de las curvas a corto 
plazo, aunque le extrañ6 el hecho de que la envolvente que habla 
considerado no pasara por los puntos mlnimos de las curvas a 
corto plazo. Posteriormente, Viner encarg6 a su delineante Wong 
que le representara una curva de costes a largo plazo que fuera 
envolvente de las de corto plazo y, a la vez, pasara por los 
puntos mlnimos de dichas curvas. Wong respondi6 que era 
imposible, a ralz de lo cual Viner decidi6 representar la curva 
de coste medio a largo plazo pasando por los puntos mlnimos de 
las curvas de coste a corto plazo y no como la curva envolvente. 
Samuelson (1947) analiz6 el problema matemAticamente, 
demostrando que la curva a largo plazo era tangente (o sea 
envolvente) a las curvas a corto plazo. El anAlisis de Samuelson 
no se refiere, en particular, a curvas de coste sino que trata 
con funciones generales que dependen de variables y parAmetros. 
Se trata del teorema de la envolvente. 
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Silberberg (1971, 1974, 1978, 1990) utiliza la metodolog1a 
primal-dual, obteniendo resultados de estática comparativa. Para 
un problema de optimizaci6n con parámetros, define una funci6n 
auxiliar a la que llama funci6n objetivo primal-dual, cuyas 
condiciones de primer orden constituyen un sistema formado por 
las condiciones de primer orden de la funci6n original y las del 
teorema de la envolvente. Utiliza también las condiciones de 
segundo orden de la funci6n primal-dual, que le permiten obtener 
resultados interesantes de estática comparativa. Como señala el 
mismo Silberberg en el pr610go de su libro de 1990, todos los 
resul tados de dual idad que obtiene son derivaciones o 
aplicaciones del teorema de la envolvente. 
Caputo (1990) extiende la metodologia primal-dual de 
Silberberg al caso dinámico. Considera un problema de control 
6ptimo en tiempo continuo, donde todas las funciones del problema 
dependen de un vector de parámetros, y en el que establece un 
número considerable de hip6tesis, a cuya justificaci6n dedica 
bastante espacio. Enuncia y demuestra un teorema de la 
envolvente dinámico, fundamento de su metodologia. 
La France y Barney (1991) establecen el teorema de la 
envolvente en optimizaci6n dinámica, que es más general que el 
de Caputo. Consideran un problema de control 6ptimo en tiempo 
cont inuo, con hor izonte temporal f ini to, en el que todas las 
funciones del problema dependen de un vector de parámetros y en 
el que, además de la ecuaci6n de estado y condici6n inicial, 
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considera restricciones de igualdad y de desigualdad. Demuestra 
el teorema, estudia el caso convexo y otros casos particulares. 
Finalmente, una aplicación a un problema intertemporal de un 
consumidor le permite obtener las versiones dinAmicas del Lema 
de Hoteling, la Identidad de Roy y la Ecuación de Slutsky. 
En este trabajo se recogen los primeros resultados de una 
investigación iniciada hace unos meses sobre el teorema de la 
envolvente, como instrumento en optimización estAtica y dinAmica. 
El apartado 2 contiene los resultados previos: las versiones del 
teorema de la envolvente en diferentes programas matemAticos con 
parAmetros. El apartado 3 contiene los resultados y 
aplicaciones: en primer lugar se estudia el problema de 
optimización diferenciable de una función compuesta Que depende 
de parAmetros¡ en segundo lugar se estudian conjuntamente los 
programas pr imal y dual minimax, dependientes de parAmetros, 
establec i endo un teorema Que permi te añad ir información 
procedente del dual a la Que nos da el teorema de la envolvente 
en el primal. El teorema demostrado se aplica a continuación a 
la programación lineal, lo Que nos permite obtener unos 
resultados Que tienen clara interpretación intuitiva en anAlisis 
de sensibilidad. También se aplica a la programación geométrica 
y, en particular, a un problema de minimización de costes en 
donde el teorema demostrado anteriormente nos sirve no sólo para 
hacer anAlisis de sensibilidad, sino también para calcular la 
solución óptima. Por último nos planteamos el problema de 
control óptimo lineal-cuadrAtico en tiempo discreto, con 
horizonte temporal infinito (cuya solución es conocida en la 
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literatura de teoria de control) y lo resolvemos por otro método, 
utilizando el teorema de la envolvente, lo que nos permite llegar 
a la solución conocida de una forma més corta y sencilla. El 
apartado 4 recoge las conclusiones del trabajo. 
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2. RESULTADOS PREVIOS 
El teorema de la envolvente en optimización sin restricciones. 
Sea el problema: 
, siendo f de clase C2, en donde 
x = (X1, ••• ,Xn) es un vector de variables de decisión 
« = («1, .•. ,<<m) es un vector de parámetros. 
Supongamos que para todo «0 E A (abierto), existe xo, único, 
que resuelve el problema dado, verificando condiciones necesarias 
y suficientes de optimalidad local. 
del problema. 
indirecta. 
Entonces se verifica que: 
a~ af 
El teorema de la envolvente en optimización diferenciable con 
restricciones de igualdad. 
Sea el problema: 
HIN f(x,«) 
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, siendo f, g~, ••• , gt funciones de clase C~, en donde 
x = (x~, .•• ,Xn) es un vector de variables de decisión; 
a = (a~, ... ,am) es un vector de parámetros. 
Supongamos que para todo a" E A (abierto),.existe X", único, 
con multiplicador de Lagrange asociado 1", único, que resuelve 
el problema dado, verificando condiciones necesarias y 
suficientes de optimalidad local. 
Sea x = xW(a), 1 = l W(a) la solución del problema. 
t Sea L(x,l;a) = f(x,a) + I: 1. gdx,a) la función Lagrangiana. 
Sea ~(a) = f(x~W(ct), ••• ,XnW(ct),ct) función objetivo indirecta 




Una aplicación inmediata del teorema anterior, conocida en 
cierta literatura económica, la encontramos en la interpretación 
del valor del multiplicador de Lagrange en el óptimo, asociado 
a una restricción. En efecto: 
Consideramos el programa matemático: 
que cumple todas las condiciones para que sea aplicable el método 
de Lagrange. 
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Consideramos ahora el siguiente programa, dependiente del 
parámetro alOa. 
MIN f(X1, ••• ,Xn) 
sujeto a g(X1, ••• ,Xn) = a 
Sea L(x,l¡a) = f(X1'''''Xn ) + 1 [g(X1, ... ,Xn) - a) 
Para a = O, sean xo = x-(O)¡ 1° = 1-(0) la soluci6n 6ptima 
del problema original. 
Sea ~(a) = f(x1-(al, ••• ,xn-(a» que, en este caso, se llama 
funci6n de perturbaci6n. 
Aplicando el teorema de la envolvente obtenemos que: 
~. (O) = (xO¡10¡0) = 
iJf 
iJa 
(XO) = -1° • 
El teorema de la envolvente en optimizaci6n diferenciable con 
restricciones de desigualdad. 
Sea el problema: 
MIN f(x,a) 
sujeto a: g1(x,a) S O 
, siendo f, g1, ••• , gt funciones de clase C2, en donde 
x = (X1, .•• ,Xn) es un vector de variables de decisi6n; 
a = (a1, ••• ,am) es un vector de parámetros. 
Supongamos que para todo aO 10 A (abierto), existe xo, único, 
con multiplicador de Lagrange asociado 1°, único, que resuelve 
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el problema dado, verificando condiciones necesarias y 
suficientes de optimalidad local. 
Sea x = x·(a), 1 = 1-(a) la soluci6n del problema. 
Sea L(x,1,a) = f(x,a) + ~ 1. g.(x,a) la funci6n Lagrangiana. 
Sea 9S(a) = f(x,.-(a), ••• ,Xn-(a),a) funci6n objetivo indirecta 
Entonces se verifica que: 
3. RESULTADOS Y APLICACIONES 
3.1. El teorema de la envolvente para una funci6n objetivo 
compuesta 
Un recurso utilizado en Teoria de la Optimizaci6n consiste 
en expresar la funci6n objetivo como composici6n de funciones 
más manejables y deducir a partir de ellas la soluci6n 6ptima 
del problema original. En otras ocasiones lo que se hace es 
transformar la funci6n objetivo dada en otra que resulte más 
manejable (por ejemplo, tomándo logaritmos) y deducir a partir 
de ella la soluci6n al problema original. El problema que 
abordamos a continuaci6n contempla las dos posibilidades, cuando 
la funci6n objetivo depende de parámetros. En la siguiente 




Sea el programa matemático 
(1) OPT h [f (Xl., ... , xn;al., ..• ,am») = g (Xl., ... , xn;al., •.. ,am) 
, siendo h, f funciones de clase C2, h estrictamente creciente, 
en donde X = (Xl.' .•• ,xn ) es un vector de variables de decisi6n; 
a = (al., ..• ,am) es un vector de parámetros. 
Supongamos que para todo a c € A (abierto), existe xc, 
único, que resuelve el programa: 
( 2 ) 
verificando las condiciones necesarias y suficientes de 
optimalidad local. 
Entonces se verifica: 
(i) Xl. = xl.R(a), •.. , Xn = XnR(a) es soluci6n del problema (1) 
( ii ) 
si y s610 si es soluci6n del problema (2). 
af 
(xC,aC) = h'[f(xC,a C») { __ (xC,aC)} = 
aa. 
en donde. es la funci6n objetivo indirecta del programa (1) 
Y ~ es la funci6n objetivo indirecta del programa (2). 
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Demostración: 
Por ser h estrictamente creciente, se verifica que 
h'(c) ~ 0, para todo c perteneciente al dominio de definici6n 
de h. 
Las condiciones de primer orden son las mismas para los 
programas (1) Y (2). 
En efecto: 
ef 
= h' [ f (x) ] = O I para 1 = 1, ... , n 
ex. -..,--- ex. 
Como por hip6tesis, dado a E A, existe soluci6n única x al 
problema (2), verificándose las condiciones suficientes de 
segundo orden de optimalidad local, resulta que Hf(x,a) ~ 0, por 
lo que en el sistema de condiciones de primer orden aplicamos el 
teorema de la funci6n imp11cita en un entorno de (x,a), 
funciones diferenciab1es. 
También sabemos que x es un punto 6ptimo de f si y s610 si 
10 es de g. (Véase Barbo11a, Cerdá, Sanz (1991), páginas 229 y 
siguientes). 
Por tanto (i) queda demostrado. 
Por definici6n de funci6n objetivo indirecta del programa 
(1) : 
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Aplicando el teorema de la envolvente al programa (1) 
obtenemos: 
Por ser g(x,otl = h[f(x,ot) J, aplicando la regla de la cadena, 
obtenemos: 
Aplicando el teorema de la envolvente al programa (2), 
obtenemos: 
, teniendo en cuenta gue f(x",ot") = ~(ot"), gueda finalmente: 
B, Bg Bf (otO) = (x",ot°) = h' [f(xO,ot°) J (XO,ot°) = 
Bot o Boto Boto 
B~ 
= h'[~(ot°)J (ot ° ) 
Boto 
como guerlamos demostrar, 
tiQte..: 
Hemos estudiado el caso h estrictamente creciente porgue es 
el gue m~s se utiliza por resultar m~s pr~ctico. Se pueden 
estudiar de manera an~loga otros casos como h estrictamente 
decreciente, h creciente, h decreciente, etc. 
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Eiemplo (procedente del libro de Alpha chiang) 
Supongamos que cierto comerciante posee determinada cantidad 
de vino que puede vender ahora (t = O) por una suma de K unidades 
monetarias, o almacenarla por un periodo de tiempo y entonces 
venderla por un valor superior. El valor V (creciente) del vino 
se obtiene mediante la siguiente función del tiempo: 
V=Ke'Ít (definida en t ~ O) 
de modo que si t = O, entonces V = K. Se supone que el coste de 
almacenamiento es nulo y que el tipo de interés anual es r. El 
problema es determinar cuándo debe vender el vino para maximizar 
el beneficio. 
Se trata de resolver el programa: 
MAX A(t) = K e~ e-"" = K e {t-"" (definido en t ~ O) 
Consideramos B(t) = h[A(t») = ln A( t) = ln K +{t - rt 
Condiciones de primer orden: 
1 -1 1 
B' (t ) = O = 
2ft 
- r .. = 2r .. t" = (que es > O) (f 4r 2 
Condiciones de segundo orden: 
1 
B"(t) = - < O, V t > O, luego es máximo. 
4t .¡t 
1 
La solución óptima al problema es t" = 
4r 2 
Hasta aqul el ejemplo tal como lo enuncia y resuelve Chiang. 
Se sirve de la función B(t) = h[A(t»), siendo h monótona 
creciente, para que los cálculos resulten más sencillos. 
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Supongamos ahora que K = 30 Y r = 0.1. Queremos saber 
cuál es en ese caso el momento de venta 6ptimo y el beneficio 
6ptimo. ¿Cuál es el ritmo de variaci6n del beneficio 6ptimo al 
variar K? ¿Y al variar r? 
Si K = 30 Y r = 0.1, entonces t- = 
momento de venta 6ptimo. 
1 
0.04 
= 25 es el 
B(t-) = 5.90, de donde A(t-) = e&"o = 365.04, es el 
beneficio 6ptimo. 
Consideremos el problema con funci6n objetivo B(t). La 
funci6n objetivo indirecta es: 
1 
,(K,r) = ln K + 
4r 
Aplicando el teorema de la envolvente a dicho problema: 
B, BB 1 B, Bs 1 
= = .. (30,0.1) = (t-) = 
BK BK K BK BK 30 
Aplicando la proposici6n anterior: 
BS 1 1 BA 
(30,0.1) = (t-) = = (t-) = 
BK BK 30 365.04 BK 
1 B~ 
= (30,0.1) .. 
365.04 BK 
BA B~ 365.04 
.. (t-) = (30,0.1) = = 12.17, es el ritmo 
BK BK 30 
de variaci6n del beneficio 6ptimo al variar K, desde el valor 3O. 
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Análogamente: 









ar ar 4r 2 ar ar 
Aplicando la proposición anterior: 
a, aB 1 aA 
(30,0.1) 
" 
(t") = -25 = (t") = 






.. (t") = (30,0.1) = - 9126, que es el ritmo de 
ar ar 
variación del beneficio óptimo al variar r desde el valor 0.1. 
Nota: 
En la segunda parte del ejercicio hemos utilizado el 
procedimiento que nos da la proposición anterior para simplificar 
los cálculos, en la linea de lo que hace Chiang en la primera 
parte del ejemplo. En este caso tan sencillo se pueden hacer 
todos los cálculos directamente con la función A(t) (tanto en la 
primera parte como en la segunda), pero en otros casos más 
complicados estos procedimientos pueden ser imprescindibles. 
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3.2. El teorema de la envolvente en dualidad minimax. 
Consideramos el programa matemático: 
HIN f(x,a) 
(P) sujeto a: g,..{x,a):> O 
g~ (x, a) :> O 
siendo S e In el dominio de las funciones f, g1, ••• , g.t' 
En dicho programa, al que llamaremos programa primal, 
x = (X1, .•. ,Xn) es el vector de las variables de decisi6n 
del problema ya = (a:L, ••• ,am) es un vector de parámetros. 
Para este problema se considera el Lagrangiano: 
t L(x,l,a) = f(x,a) + ~ 1. g.(x,a), para cada x E S, 
siendo 1. ~ O, para todo j = l, .•• ,t. 




(l,a) E O 
, en donde h(l,a) = HIN L(x,l,a) 
..... 
O = {(l,a) E I~ .. Jm I 1 ~ O, existe ~: L(x¡l¡ot)} 
Para el programa dual, el Lagrangiano será L:L(l,u,ot), en 
donde u serán las variables duales del dual. 
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La teoria de dualidad minimax Que parte de los programas 
primal y dual Que acabamos de introducir tiene mucho interés en 
Teoria de Optimizaci6n. Hemos considerado en los programas (P) 
y (O) Que las funciones dependen del vector de parámetros a. 
Nos proponemos, a continuaci6n, enriquecer la informaci6n Que da 
el teorema de la envolvente con más informaci6n procedente del 
programa dual. ·Un resul tado interesante, Que habrá Que completar 
posteriormente, nos lo da el siguiente teorema. 
TEOREMA: 
Consideremos los programas primal (P) y dual (O), para 
a E A, conjunto abierto en 1m • Suponemos Que todas las funciones 
Que aparecen en ambos programas son de clase C2. 
Si para cada a E A, existen x = x-la), 1 = l-(a), siendo x-, 
1- funciones continuamente diferenciables tales Que (x,l) es 
¡iunto de silla del Lagrangiano del programa primal dado, entonces 
se verifica Que: 
i) La funci6n objetivo indirecta del programa primal ~(a) 
es igual a la funci6n objetivo indirecta del programa 
dual W(a). 
ii) Supongamos Que Xo = x-(aO), l° = l-(aO). Entonces se 
ver if ica Que 
aW aL 
(aO) = (a O) = (xO,lO,aO) = (lo,uO,aO). 
aak aak aak aak 
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Demostrac1ón: 
i) Sea a E A. Por ser (x = x-la), 1 = l-(a» punto de silla 
del Lagrangiano del programa dado, sabemos que se cumple 
que: 
Entonces: 
x = x-la) es la solución óptima del primal 
1 = l-(a) es la solución óptima del dual 
f(x,a) = h(l,a) 
~(a) = f(x-(a),a) = f(x,a) = h(l,a) = h 11-(a),a) = W(a) 
con lo que queda demostrado i). 
ii) Aplicando el teorema de la envolvente al primal: 
a~ aL (a a) = (x a,la ,aO) • 
aak aak 
Aplicando el teorema de la envolvente al dual: 
aW aL1 (otO) = (l°,uo,ot a ) 
aotk aotk 
Pero, por ser ~(ot) = W(ot), VotE A, resulta que 
a~ aW 
= , 'lotE A 
aotk aotk 
De donde: 
a~ aL aw aL1 (ot a) = (xa ,l°,ot a ) = (ot a ) = (la,ua,ota ) 
aotk aotk aotk aotk 
como se querla demostrar. 
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En el teorema anterior partimos de la hip6tesis de que para 
<X € A, (x,l) es punto de silla del Lagrangiano del programa dado, 
cuya definici6n no resulta muy manejable, por lo que necesitamos 
aqul algunas condiciones de punto de silla del Lagranglano. 
Condiciones de punto de silla del Lagrangiano 
Sea <x 0 € A. Sean Xo € S, 1° ~ O. 
Consideremos el programa (P), con <X = <x 0 • 
(1) (xO,lO) es un punto de silla del Lagrangiano del programa 
( 2 ) 
dado si y s610 si: 
a) XO minimiza L(x,lo,<x0), para todo x € S. 
b) g~(xo,<x0) S O, para j = 1, ••• ,t. 
e) l.o.g.(xo,<x0) = O, para j = 1, ••• ,t. 
(véase Wismer y Chattergy). 
(xO,lO) es un punto de silla del Lagrangiano del programa 
dado si y s610 sl: 
a) XO resuelve el problema pr imal. 
b) 1° resuelve el problema dual. 
e) f(xo,<x0) = h(lo,<x0). 
(véase Wismer y Chattergy). 
(3) Si el programa primal es convexo se verifica que: 
(xo,lO) es un punto de silla del Lagrangiano del 




3.3. Aplicación a Programación Lineal 
, en donde 
Consideremos el programa lineal: 
HIN cx 
sujeto a: Ax = b 
x 2: I'! 
x es un vector columna n-dimensional. 
c es un vector fila n-dimensional. 
A es una matriz m M n, con m < n. 
b es un vector columna m-dimensional, con b > O. 
I'! es un vector columna de parámetros n-dimensional 
Para I'! = O, se trata de un programa lineal en forma estándar. 
El programa dual es, en este caso: 
MAX wb + vI'! 
sujeto a: wA + v = C 
v 2: O 
Para I'! = O, es decir para el programa lineal en forma 
estándar, sea XC la única solución óptima, que suponemos es no 
degenerada. 
Sea XC = (XaC,XNC) = (B- 1b,0) 
A = (B,N) 
c = (Ca,CN) 
El valor objetivo óptimo es c.B-1b = wCb, siendo 
WC = C.B-1; v. c = O; v .. a = CN - c.B-1N 
(véase Bazaraa y Jarvis) 
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Vamos a hacer análisis de sensibilidad del problema lineal 
estándar, al variar el parámetro 6. Para ello vamos a utilizar 
el teorema que hemos demostrado en el apartado anterior. 
Para 6 = O, tenemos la soluci6n unica X". 
Para 6 variando alrededor de O, supongamos que obtenemos 
como soluci6n: 
x = xR (6), 
w = wR (6), 
v .. v R (6), 
con x" .. xR(O) 
con w .. = wR(O) 
con v" = vR(O). 
Sea ~(6) = c xR(6) = wR(6) b + vR(O) 6 " W(O) 
L(x,w,v,6) = cx + w[b - Axl + v[6 - xl, con v ~ O 
L1 (w,v,x,y,6) " wb + v6 + x[c - wA - vl + yv, con y ~ O. 
Aplicamos el teorema de la envolvente ampliando con el dual, 
tal como hemos demostrado anteriormente: 
8~ n ax .. R(6) m 6w. R(6) 
= E c .. = E b. + v. R(6) + 
86. .. _1 80. .-1 80 • 
n av .... (6) aw aL aL1 
+ E o .. = = " = v. 
.. -1 86. 86. 86. 86 • 
Particularizando en 6 
" 
O, queda: 
n 6x,,"(0) m 6w." (O) 
(O) = E c .. = v.o + E b. = v .. o 
.-1 
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De ah1 se deduce: 
lQ) v.o = (O), que es la expresión que interpreta el valor 
en el óptimo del mUltiplicador asociado a la i-ésima restricción 
desigualdad del problema dado. 
2Q) O = L: 
---- b. = (O) b. 
.-:. 80. 
Como esto se cumple para cualquier vector b > O, de ah1 se 
8wW 
deduce que (O) = O para cada 1, por lo que (O) = O, lo 
80 
que quiere decir que al modificar ligeramente O desde O, las 
variables duales w, que son los multiplicadores asociados a las 
restricciones de igualdad no se modifican. 
n ax~W(O) 
3Q) v.o = L: c~ 
---- = c (O), para cada i = 1, ••• ,n. 
8x W 
De donde: v o = c -- (O) 
80 
Descomponiendo entre partes básicas y no básicas, queda: 
8x w 8x w 
v.o = c ___ (O) = O - -- (O) = O. Este resultado también 
80. 80. 
resulta intuitivamente claro. Como la solución óptima es no 
degenerada, los valores óptimos de todas las variables básicas 
son estrictamente positivos, por lo que una variación 
infinitesimal alrededor de cero de las exigencias de restricción 
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en las variables básicas no influirá en la soluci6n del problema, 
por lo que la variaci6n de la soluci6n 6ptima será cero. 
8x" 8x .... 8x .... 
VN O = e ( O ) = c. ( O ) + c .. ( O ) = c .. - c.B-l.N, 
80 .. 80 .. 8c5 .. 
de donde se deduce que: 
8x .... 8x .... 
(O) = I Y ( O ) = - B-l.N. 
8c5 .. 80 .. 
Interpretamos dichos resultados: 
(O) = l. La variaci6n en el valor de c5~ alrededor de 
de O, para j variable no básica influirá en el cambio de esa 
variable no básica pero en ninguna más. 
Si se modifica ligeramente c5~, el valor 6ptimo de dicha variable 
será dicho valor c5~, para satisfacer la restricci6n si c5~ > O, 
Y para seguir siendo n"o básica si c5~ < O. 
8x." 
(O) = - B-~N. También tiene una clara interpretaci6n. 
Veamos: 
Ax = b, de donde Bx. + Nx.. = b - x. = B-l.b - B-l.Nx .. 
Sabemos que x.o = B-l.b Y que x .. o = O. 
Pero si se modifica ligeramente c5w, correspondiente a las 
variables no básicas, desde O, hemos visto que entonces x .. se 
modificará pasando de O, al valor que tome c5w, por 10 que 
entonces x. se modificará y, será 
8x.. 8xa 
= = - B-1 N. 
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Observación: 
De manera análoga al caso estudiado se pueden hacer análisis 
de sensibilidad para otros casos como: variación del vector de 
coeficientes de la función objetivo alrededor de c, variación del 
vector del lado derecho de las restricciones de igualdad 
alrededor de c, o variación del vector de coeficientes de la 
restricción s de igualdad alrededor del vector fila s de la 
matriz A. 
3.4. Aplicación a Programación Geométrica 
La Programación Geométrica fue introducida por Duffin, 
Peterson y Zener en 1967. 
Un programa geométrico es aquel en el que la función 
objetivo es una suma de "posinomios" y en el que hay 
restricciones de desigualdad, cada una de las cuales es de la 
forma: suma de posinomios S 1, siendo x > O. 
Un posinomio es una expresión de la forma: 
. c x .. -, X2-' ••••• x,,-.. , siendo c positivo. 
La Programación Geométrica nos interesa porque normalmente 
trabaja con el programa dual. 
Se llama grado de dificultad de un programa geométrico a 
N-n - 1, en donde N es el nQ de posinomios que aparecen en el 
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programa y n es el número de variables. Los programas geométricos 
con grado de dificultad cero resultan muy sencillos de resolver, 
ya que en ese caso el programa dual sólo tiene una solución 
factible que es por tanto su solución óptima, de donde se puede 
deducir la solución óptima del primal. Algunos problemas de 
interés tienen grado de dificultad cero. 
El teorema fundamental de programación geométrica dice: 
Supongamos que algún vector x satisface las restricciones 
primales x > O, P.(x) < 1, para i = 1,2, ••. ,m. 
Supongamos que el problema primal tiene solución. Entonces 
el problema dual tiene solución y se verifica que: 
MIN valor objetivo 
óptimo del primal = 
(véase Franklin). 
Ejemplo: 
MAX valor objetivo 
óptimo del dual 
Consideremos una función de producción de CObb-Douglas: 
n 
f(x:L,x:a, ••• ,x n ) = A X:L'" x,."Z .... xn - , con 1: «. = 1, A > O 
'-:L 
Sean W:L, w,., .•• , Wn los precios respectivos de los factores 
de producción. 
Resolver el problema de minimización de costes, si la 
cantidad producida debe ser mayor o igual que una cantidad dada 
Q. (siendo Q > O). 
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El problema es: 
[ HIN W:l.X1 + W2X2 + . . . + WnXn ... sujeto a: A X1-" x 2 -a ... Xn-'" ~ Q, con ¡: oto = 1 
'_1 
Además por los datos del problema x > O. 
El problema lo podemos expresar: 
+ ••• + WnXn 
o ... 
sujeto a : X1 -~, X2 -~ •••• x ... -- S 1, con ¡: ot. = 1 
A .~ 
X1 > O, •••••• , x ... > O 
Es un programa geométrico y su grado de dificultad es cero. 
Su dual es: 
sujeto a: 
11 + 12 + •••• + ln = 1 
1. ~ O, para i = 1, .•• ,n+1 
Como ot1 + ••• + otn = 1, sumando las n primeras ecuaciones, 
obtenemos: 
2S 
1:a. + ...... 
1:a. + ...... + 1n = 1 
De donde: 1n.:a. = 1, 1:a. = u:a., ... , 1n = Un, ~:a. = 1 
Aplicamos el teorema fundamental de Programación Geométrica 
y a continuación el teorema que hemos establecido en 3.2. 
De donde: 
= = X:a. = u:a.(W:a.)".-1 =- (W2)"'z .... (Wn) .... (~) = 
«1 «1 «2 Un A 
= (~)(::r -:a. (::)~ .... (:: r~ 
, 
= 
_ _ (w:a.)",. (W2)",2 -1 1 (W3)",' (Wn) .... (0) _ 
- Xa - (l2 - _ _ ••• _ __ 
(11 (12 (l2 (13 Un A 
= (~)(::~ ~ (::)"'l-:a.(::fJ•• ·(::r~ 
• 
PrObl e 
= (0) (W. 1)."4~2) "Z(W3).' (w ..n-1.)~-1 .(.W .. ·•... ~.) ....... ",,-1 == X n = - - _ _ . . . - _A (11 (l2 (13 (1n-1, Un V( 
3.5. Aplicación a Programación Dinámica 
En el ejemplo anterior el teorema de la envolvente junto con 
la información procedente del programa dual no.s serv1a para 
resolver el problema, a diferencia de los casos anteriores en que 
utilizábamos el teorema para hacer análisis de sensibilidad. 
De la misma forma en la siguiente aplicación utilizaremos el 
teorema de la envolvente (sin complemento de programa dual) para 
resolver un problema básico de Programación Dinámica. 
Consideramos el problema de control óptimo lineal cuadrático 
en tiempo discreto, con horizonte temporal infinito: 
-HIN , siendo ex > O 
, con Xk.1 = AXk + BUk, para k = 0,1,2, ... 
! 
, ~n donde, para cada k : 
Xk es un vector de estado (n-dimensional) 
Uk es un vector de controles (m-dimensional) 
Q es una matriz simétrica semidefinida positiva, 
R es matriz simétrica definida positiva, 
A Y B son matrices dadas. 
Sabemos por Programación Dinámica que la solución del 
problema dado se reduce a la de la siguiente ecuación funcional: 
V(X) = HIN {x'Q x + u'R u + ex V(Ax + Bu)} 
.. 
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Este problema está resuelto y la soluci6n aparece en los 
libros de Teor1a de Control. Nosotros vamos a resolver el 
problema por otro método, utilizando el teorema de la envolvente. 
Consideramos laecuaci6n funcional dada: 
Condici6n necesaria de m1nimo respecto a u: derivada de lo 
que hay dentro"de la llave, igual a cero: 
2 Ru + uB' VV(Ax + Bu) = O 
Condici6n dada por el teorema de la envolvente: 
VV(x) = 2 Ox + uA' VV(Ax + Bu) 
Suponemos ahora que, para cierta matriz simétrica K, es 
V(x) = x'K x, • VV(x) = 2Kx 
• 1 
'\ 
Entonces la primera ecuaci6n queda: 
2 Ru + 2 uB'K(Ax + Bu) = O 
Ru + uB'KAx + uB'KBu = O 
(R + uB'KB)u = - uB'KAx 
• u = - u (R + uB'KB)-1 B'KAx 
que nos da el control 6ptimo. 
Operando en la segunda ecuaci6n: 
2 Kx = 2 Ox + 2 uA'K(Ax + Bu) 
Kx = Ox + uA'KAx + uA'KB {-u(R + uB'KB)-1 B'KAx} 
Kx = (O + uA'KA - uZA'KB (R + uB'KB)-1 B'KAlx 
28 
'. 
• x = Q + A'[aX - a 2 XB (R + aB'XB)-1 B'K] A 
que es una ecuación de Riccati. 




El teorema de la envolvente se conoce en la literatura 
económica desde hace cerca de cincuenta años y todav1a siguen 
apareciendo nuevas aplicaciones as1 como otras generalizaciones, 
como hemos señalado en la introducción, lo que da idea de su 
potencia e interés. En la literatura sobre Matem~ticas y sobre 
Teor1a de la Optimización para matem~ticos e ingenieros este 
teorema no es utilizado, probablemente porque sea desconocido. 
En este trabajo se extiende el teorema de la envolvente en 
dos direcciones: al El caso de cierto tipo bastante utilizado de 
funciones objetivo compuestas. bl Aprovechando la información que 
proporciona el programa dual minimax del programa dado. A 
continuación se aplican los resultados a Programación Lineal y 
Programación Geométrica, lo que sirve para comprobar que el 
i 
71 
te'orema puede servir tanto para hacer análisis de sensibilidad 
como para facilitar el c~lculo de soluciones óptimas. Esta 
segunda faceta del teorema de la envolvente se confirma también 
en un problema de control óptimo en tiempo discreto, con 
horizonte temporal infinito. 
Señalamos finalmente algunas ideas y preguntas referentes 
a distintas posibilidades sobre la continuación de la 
investigación comenzada. 
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- Análisis de sensibilidad en programaci6n no lineal. 
- Optimizaci6n dinámica en tiempo discreto. Análisis de 
sensibilidad. ¿Puede desarrollarse una metodologia para el caso 
discreto similar a la de Caputo y La France-Barney? 
- Profundizar en el caso de problemas con incertidumbre 
(en la literatura hay ya algunos resultados). 
- En Optimizaci6n hay muchos algoritmos que utilizan el 
programa dual para resolver el primal. ¿Puede aportar algo en 
dichos algoritmos el resultado que hemos obtenido en la secci6n 
3.2.? 
- Profundizaci6n y continuaci6n de los trabajos de caputo 
y La France-Barney. ¿Qué pasa si se cambian algunos de sus 
supuestos por otros? 
31 
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