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統計系配位の深層学習による相転移温度推定
Estimation of phase transition temperature through deep learning of




Deep learning has developed in the eld of machine learning and articial intelli-
gence. The technology has been applied in various elds. It is inuenced also in the
eld of physics and various applications are applied regardless of particle physics and
condensed matter.
Deep learning has been successful but it is not well understood why it works. But
information reduction of deep learning is very similar to the renormalization group. As
a deep learning method similar to the renormalization group, there is a method called
a convolution neural network used in image recognition. In the previous study, image
data was replaced with spin ensemble of the two-dimensional long range ising model,
and the phase transition temperature was detected. Although there are similarities in
the renormalization group, it remains uncertain why the phase transition temperature
is detected.
We design a convolutional neural network and studies estimation of phase transition
temperature. Train data is ensemble of statistical system of one-dimensional long
range ising model. Our results show that the optimized machine constructs the energy
function in the process of estimating temperature from ensemble of statistical system.
In other words, machines are learning energy. The weight of the softmax function
has information on temperature and bias has information on free energy. Information
on phase transition can be judged from the specic heat. The specic heat can be
obtained by dierentiate the bias to the second order the weight. Therefore, if the
temperature is estimated from ensemble of statistical system and the phase transition
temperature is detected, it is necessary to judge from the optimized machine based on




































































離イジングモデルの配位を、K = 0:2からK = 0:5ま






デルの配位 から温度 Kを推定する関数 F



























と記述でき l は層の数であり、l = 0のとき z(0)j = xjとした。f は活性化関数であり b
はバイアス 、!は重みと呼ばれる。太字W、b、xは成分 !、b、xを行列で表現した





f(x) = maxf0; xg =
8><>:
x (x  0)










縮約された zを用いて、入力データ xのクラス kに属する確率を求める。
P (CkjW;b;x) = softmax
k








































マシン (Exact RBM)と呼ぶ。Exact RBMの結果を用いることで正答率の理論的上限
値を求めることができる。正規分布近似は図 (3)であり、Exact RBMは図 (4)となる。
混合サンプルにおける配位 fgの生成確率は、カノニカル分布を用いて












Q (fg ; j = Kj) = P (fg ;Kj)P
l P (fg ;Kl)
(0.0.10)
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図 3: 正規分布近似 図 4: Exact RBM
と表る。したがってその配位の尤もらしいKjmaxは
Kjmax (fg) = arg max
j
Q (fg ; j) (0.0.11)
となる。最大正答率A (fg)は



















q (Kj;x) = P (CjjW;b;x) = softmax
j
(u1; u2; : : : ; uNclass) (0.0.14)
とする。混合サンプルの場合を考えると機械学習における誤差関数は、ある配位 に
おいて、対数尤度関数は
Ci;fg =   log q (fg ;Ki) (0.0.15)
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Q (fg ;Ki) log Q (fg ;Ki)
q (fg ;Ki)  
X
i
















Q (fg ;Ki) logQ (fg ;Ki) (0.0.18)
となる。Cminは正規分布近似および Exact RBMから求めることができ計算すること
ができる。正規分布近似における最小値は
Cmin = 1:2697 (0.0.19)
であり Exact RBMおける最小値は






ソフトマックス関数に入力される値 xは x / Eとなると期待できる。よって
exp (!jx+ bj)R(E) = exp ( KjE +W (Kj))
!jx+ bj + logR(E) =  KjE +W (Kj)
(0.0.21)




bj = W (Kj) + !ja0   c0
(0.0.22)




1(bj+1   2bj + bj 1)





図 5: バイアス・自由エネルギーと重み 図 6: 重みと温度の関係
図 5は、!jとKjをプロットしたものである。また図 6は bj  W (Kj)とKjをプロット
したものである。これらから !jはKjの１次式であり、bj  W (Kj)はKjの１次式で
あることがわかる。図 7はバイアスをプロットしたものであり、図 8はバイアスを重み
で 1階微分を行なったものである。重みの 1階微分では不定性が残るので、K = 0:36
の値が BDRGの結果と一致するように平行移動したのもを図 9に表す。図 10は、式
(0.0.23)をプロットしたものである。
ヘルムホルツの自由エネルギーを










yj = !jx+ bj
=  Kj + c1
a1




=  KjE + F (Kj) +O(E1) + const
=  S(Kj) +O(E1) + const
(0.0.25)
となる。図 11は、式 (0.0.25)をプロットしたものであり、図 11の包絡線はエントロ
ピーを示している。
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図 7: バイアス 図 8: バイアスの 1階差分
図 9: バイアスの 1階差分を平行移動 図 10: バイアスの 2階差分
図 11: yと xの関係
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