Diffusion MRI can be used to study the structural connectivity within the brain. Brain connectivity is often represented by a binary network whose topology can be studied using graph theory. We present a framework for the construction of weighted structural brain networks, containing information about connectivity, which can be effectively analyzed using statistical methods. Network nodes are defined by segmentation of subcortical structures and by cortical parcellation. Connectivity is established using a minimum cost path (mcp) method with an anisotropic local cost function based directly on diffusion weighted images. We refer to this framework as Statistical Analysis of Minimum cost path based Structural Connectivity (SAMSCo) and the weighted structural connectivity networks as mcp-networks. In a proof of principle study we investigated the information contained in mcp-networks by predicting subject age based on the mcp-networks of a group of 974 middle-aged and elderly subjects. Using SAMSCo, age was predicted with an average error of 3.7 years. This was significantly better than predictions based on fractional anisotropy or mean diffusivity averaged over the whole white matter or over the corpus callosum, which showed average prediction errors of at least 4.8 years. Additionally, we classified subjects, based on the mcp-networks, into groups with low and high white matter lesion load, while correcting for age, sex and white matter atrophy. The SAMSCo classification outperformed the classification based on the diffusion measures with a classification accuracy of 76.0% versus 63.2%. We also performed a classification in groups with mild and severe atrophy, correcting for age, sex and white matter lesion load. In this case, mcp-networks and diffusion measures yielded similar classification accuracies of 68.3% and 67.8% respectively. The SAMSCo prediction and classification experiments indicate that the mcp-networks contain information regarding age, white matter lesion load and white matter atrophy, and that in case of age and white matter lesion load the mcp-network based models outperformed the predictions based on diffusion measures.
Introduction
Structural or anatomical connectivity is a concept that aims to describe the white matter connection between brain regions. Structural connectivity can be studied with diffusion MRI and is of great interest when studying brain physiology or pathology. The first connectivity related studies using diffusion MRI looked for a relation between region of interest averaged diffusion MRI based measures such as fractional anisotropy (FA) and mean diffusivity (MD) with age (O'Sullivan et al., 2001; Salat et al., 2005; Vernooij et al., 2008) .
More recently, structural brain connectivity has been modeled by a network whose nodes represent brain regions and connections are obtained with tractography. Streamline tractography establishes tracts along the principal direction of a second order diffusion tensor model that is fitted to the diffusion MRI data. This type of tractography is often incapable of finding a connection in regions of direction ambiguity due to, for example, mixed fiber populations or noise. Probabilistic tractography has been proposed to overcome this problem. In probabilistic tractography, multiple flow vectors are chosen from a distribution of directions to account for the uncertainty in the principal diffusion direction (e.g., Behrens et al., 2003; Parker et al., 2003) . In High Angular Resolution Diffusion Imaging (HARDI) higher order models of diffusion, such as the orientation diffusion function, are used to overcome problems due to direction ambiguity. Both streamline and probabilistic tractography methods have been introduced for these diffusion models (Descoteaux et al., 2009) .
Tractography based connectivity networks have been analyzed using graph theoretical approaches (Bullmore and Sporns, 2009) . Network measures like clustering coefficient, path length and efficiency are defined to study the topology of the network. Hagmann et al. (2007) were the first to propose a method for the construction of structural networks based on diffusion MRI and analyze their topology with graph theoretical approaches. Since then, structural brain networks and their topology measures have been used in multiple studies Shu et al., 2009; Iturria-Medina et al., 2010; Yan et al., in press) . Usually the structural brain networks analyzed with graph theoretical analysis are binary, i.e. there either does or does not exist a connection between two nodes. Sometimes connection weights are assigned based on the number of tracts between two nodes (e.g., Li et al., 2009; Iturria-Medina et al., 2010; Yan et al., in press) . Recently, Robinson et al. (2010) proposed machine learning as an alternative to graph theoretical analysis of connectivity networks. They express the 'strength' of a connection by the mean diffusion anisotropy over the corresponding tract and classify subjects into two age groups based on the resulting weighted networks.
We present an alternative framework to study connectivity based on a minimum cost path method with a local anisotropic cost function based directly on diffusion weighted imaging (DWI) data. Such a minimum cost path method can establish connections without being hindered by uncertainty in the directionality (Jackowski et al., 2005; Pichon et al., 2005; Fletcher et al., 2007; Melonakos et al., 2008) . Minimum cost path methods are designed to find globally optimal paths given a cost function. Probabilistic tractography is more likely to end at a local optimum because of limited flow vector sampling in a modeled distribution. Also, minimum cost path methods contain no random factor and will therefore give reproducible results.
Minimum cost path methods have been used before to obtain a brain connectivity matrix in a single subject (Jbabdi et al., 2008) . Tuch et al. also constructed a brain connectivity matrix, using a simulated annealing algorithm (Tuch et al., 2001; Tuch, 2002) , but this algorithm is not guaranteed to find the global optimum of the objective function. The main difference of our work with the work by Jbabdi et al. and Tuch et al. is that we establish correspondence between subjects, thereby enabling group analysis.
The proposed framework extracts connectivity information, derived from the minimum cost paths, and stores it in networks referred to as minimum cost path (mcp)-networks. These mcp-networks may encode valuable information about brain physiology or pathology such as differences due to normal aging, neurodegenerative disease or psychiatric disorders. As minimum cost path methods will always find a connection between two regions, the mcp-networks cannot be analyzed with conventional graph theory. They are, however, very suitable for analysis with statistical methods such as multivariate regression or classification. The proposed framework employs these statistical methods to examine the information encoded in the mcpnetworks. We refer to the framework as Statistical Analysis of Minimum cost path based Structural Connectivity (SAMSCo).
In this proof of principle study, we investigate the added value of the mcp-networks over other diffusion measures regarding age, white matter atrophy and white matter lesion load information. We do so by predicting age and classifying subjects into groups of low or high white matter lesion load and groups of mild or severe white matter atrophy, based on mcp-networks. We compare the results to predictions and classifications based on regional averaged FA or MD.
Framework: statistical analysis of minimum cost path based structural connectivity Fig. 1 shows a schematic overview of the SAMSCo framework discussed in the following sections.
Connectivity

Minimum cost paths
Connectivity between two brain regions is established using minimum cost paths with a local anisotropic cost function. Γ : 0; L ½ →R 3 is a path with Euclidean length L that runs between start region R and point p. The connection between R and p is defined by the pathΓ having minimum cumulative cost u(R,p) given by
where s is the arc length along Γ; Γ′(s) is the unit local direction of the path; and ψ(x, v) is the local anisotropic cost function, defining the cost at position x in direction v.
In case of a local isotropic cost function ψ(x), independent of local direction, Eq. (1) satisfies the Eikonal equation. In this case, Eq. (1) can be solved using the single-pass Fast Marching method (Sethian, 1999) . Diffusion MRI data does, however, contain directionality information that can be exploited, in which case a local anisotropic cost function is required and conventional Fast Marching cannot be used. Jbabdi et al. (2008) proposed an alternative Fast Marching algorithm that is capable of handling a local anisotropic cost function. We use, however, the Fast Sweeping algorithm, originally proposed in Kao et al. (2004) , to numerically solve Eq. (1) for local anisotropic cost functions based on DWI (Melonakos et al., 2008) . We restrict the minimum cost paths to the brain by constraining the algorithm within a gray and white matter mask. The Fast Sweeping algorithm iteratively updates for each voxel in the mask the cumulative cost u(R, p) by choosing the optimal direction v from a discrete set of directions. In this work, we use 100 (interpolated) directions distributed uniformly over a sphere.
Local cost function
For the minimum cost paths to run through white matter bundles, the local cost function should be low both on and in the direction of these white matter bundles. To this end, different cost functions have been proposed, of which some are based on the second order diffusion tensor model (Jackowski et al., 2005; Fletcher et al., 2007) . These second order diffusion tensor models are, however, not suitable for modeling regions of multiple fiber populations, e.g. in the event of crossing fibers. Pichon et al. (2005) and Melonakos et al. (2008) proposed local cost functions based on DWI data rather than the diffusion tensor. We use the local cost function proposed in Melonakos et al. (2008) :
where S x; v ð Þis the signal intensity of the diffusion weighted image at position x and interpolated (diffusion gradient) direction v; and S x; 0 ð Þis the signal intensity of the image without diffusion weighting, i.e. the b0 intensity, at position x. Due to diffusion-related signal loss, S x; v ð Þ is low if the diffusion at position x in direction v is high. The costs are therefore small if the diffusion in direction v is high compared to directions perpendicular to v.
Quantifying connectivity
A weight, representing the strength of the connection, is assigned to every connection in the mcp-network. Connectivity can be represented by different measures. While constructing the minimum cost pathΓ, defined by ψ x; v ð Þ, it is possible to integrate a local measure g x; v ð Þfrom the start region R to point p. Dividing the resulting cumulative measure by the Euclidean path length L yields a mean measure over the minimum cost path, gΓ:
The local measure can either be dependent or independent of direction. It is therefore possible to use Eq. (3) to average the (direction-independent) measures FA and MD over the minimum cost path. Both these measures are, however, based on the tensor model, which has shortcomings as discussed before. We prefer a measure that is not based on a tensor model and use in this proof of principle study g x; v ð Þ = ψ x; v ð Þ. Our connectivity measure is the mean cost uΓ which equals:
The local cost function depends on both local anisotropy and diffusivity and its average over the minimum cost path is therefore a suitable connectivity measure. We chose to normalize by the length of the minimum cost path in order to correct for differences in head size and/or brain atrophy. Fig. 2 shows, for three example slices, the cumulative costs, path length, and average costs over the minimum cost paths starting in the right amygdala.
Construction of the mcp-network
To enable statistical analysis of mcp-networks, corresponding brain regions should be defined in all subjects. We use the publicly available FreeSurfer software package, which is capable of segmenting subcortical structures (Fischl et al., 2004b) and parcellating the cortex (Fischl et al., 2004a ) based on T1-weighted (T1w) images. The T1w scan is rigidly registered to the b0 diffusion image using Elastix (Klein et al., 2010) . The FreeSurfer segmentation and parcellation are transformed to DWI space according to the resulting transformation. The gray and white matter mask, used to restrict the Fast Sweeping algorithm to the brain, is defined by the FreeSurfer segmentation.
Additionally, the FreeSurfer segmentation of the subcortical structures and cortical parcellation define the start and target regions. In this paper, we use the term connection to refer to an mcp-network connection between two nodes, or (the trajectory of) the corresponding minimum cost path. This does not necessarily correspond to a direct anatomical connection between the two brain regions. Moreover, in an anatomical connection the minimum cost path runs from start region to target region, which is not necessarily the same direction as signals are transported along the white matter path.
An mcp-network consists of n connections that are weighted by uΓ. As every voxel in the target region has a different uΓ,one value needs to be defined to represent the connection between the start and target region. We use the value of uΓ of the voxel with minimum cumulative cost uðR; pÞ. All the minimum cost paths running to the target region most probably run through the same white matter bundle. Of these paths, the minimum cost path running to the voxel with minimum cumulative cost is the most optimal.
Using the uΓ at the representing voxels, mcp-networks are obtained for the m subjects. All of these mcp-networks are combined into an m × n matrix of connectivity features for statistical analysis.
Statistical analysis
SAMSCo uses statistical analysis to investigate whether the matrix of connectivity features contains information regarding connectivity changes e.g. due to normal aging or neurodegenerative disease. Based on this matrix, we investigated the prediction of variables such as subject age using regression, and the classification of subjects into groups defined by markers of brain tissue degeneration.
Regression
Multivariate regression can be used to predict a particular variable y, e.g. a disease severity index or subject age, based on the matrix of connectivity features. In linear regression, the predicted valueŷ depends on the vector of input variables f = f 1 ; f 2 ; :::; f N ð Þ T :
with β j the regression coefficients, and β 0 the intercept. When the matrix of connectivity features is used as regression input, the length of the input vector, N, is equal to the number of connections n. In this case, it is often necessary to perform some sort of regularization to prevent overfitting, as there generally will be more features than subjects (n N m). We perform regression based on two types of shrinkage methods, namely ridge regression and lasso (Hastie et al., 2009) . Furthermore two regression methods that use derived input, namely principal component regression (PCR) and partial least squares regression (PLS) (Hastie et al., 2009) , will be considered. Shrinkage methods impose a penalty on the magnitude of the regression coefficients. Ridge regression uses an L 2 -norm penalty, while lasso uses an L 1 -norm penalty. In PCR, regression is performed using the principal components of the input data. PLS also constructs a new space for regression, but does so based on both the input variables and the dependent variable(s). Ridge regression and lasso have a shrinkage parameter that needs to be optimized. In PCR and PLS the number of components requires optimization.
SAMSCo regression can for example be used to study the possibility of predicting dementia. It is also possible to use SAMSCo regression to relate a certain variable, e.g. age, to the mcp-network and corresponding minimum cost paths. Even though the minimum cost paths do not necessarily correspond to direct anatomical connections, they contain information about the brain regions they pass through. It can therefore be of interest to study the minimum cost paths related to this variable in more detail.
In a regression model, a positive β j expresses an increase in the mean cost uΓ of the corresponding connection with an increase of the outcome variable. An increase in uΓ indicates a decrease in diffusivity in the path direction compared to the diffusivity in the perpendicular directions, which could be due to the deterioration of white matter at these locations. The connections with high absolute β j have the largest influence on the prediction. Permutation tests allow for testing of significance of the contributions of these connections.
Classification
If it is possible to classify subjects into two or more groups based on their mcp-network, the mcp-networks contain information regarding the variable used to separate the groups. Groups can, for example, consist of patients versus control subjects. Similar to regression, overfitting should be prevented in classification. We perform classifications using support vector machines (SVMs) (Joachims, 1999 ) with a linear kernel. SVMs find the best separating hyperplane with the largest margin between two classes, and are less sensitive to overfitting.
It is straightforward to compute the separating hyperplane of an SVM with a linear kernel. For a vector of input variables f = f 1 ; f 2 ; :::; f N ð Þ T , a two-class linear SVM classification satisfies:
with w = w 1 ; w 2 ; :::; w N ð Þ T the normal of the separating hyperplane; b jjw jj the offset of the separating hyperplane from the origin along w;
and N the length of the input vector, in our case N = n. For c equal to zero, the equation describes the separating hyperplane. Input is classified according to a negative or positive c value. Similar to regression, it can be of interest to study the connections with large influence on the classification. Connections with a positive weight w j have higher uΓ in the positive class, and connections with a negative weight w j have higher uΓ in the negative class. Again, higher uΓ, compared to other subjects, can indicate a region of deteriorated white matter along the minimum cost path. 
Experiments
Data
Imaging data from the population-based Rotterdam Scan Study (Vernooij et al., ), acquired in 2005 (Vernooij et al., -2006 , was used for the proof of principle experiments. Of the 1094 subjects with completed MRI examinations, 120 subjects had to be excluded because of (motion) artifacts, cortical infarcts or FreeSurfer errors. The remaining 974 subjects consisted of 468 men and 506 women. Median age was 65.9 with an interquartile range of 62.9-72.9 years. All subjects were nondemented.
Scans were obtained on a 1.5 T GE scanner using an 8-channel head coil. All subjects were scanned on the same scanner and no software or hardware upgrades were performed during the study period. DWI images were acquired with a single shot, diffusion-weighted spin echo echo-planar imaging sequence (TR = 8000 ms, TE = 68.7 ms, FOV= 21 × 21 cm 2 , matrix = 96× 64, zero-padded in the frequency domain to 256 × 256), 36 contiguous slices with slice thickness 3.5 mm, applying parallel imaging with acceleration factor = 2. Maximum b-value was 1000 s/mm 2 in 25 non-collinear directions (NEX = 1), and one volume was acquired without diffusion weighting (b0). The final voxel size used for analysis was 0.8 × 0.8 × 3.5 mm.
Additionally we performed a T1-weighted 3D Fast RF Spoiled Gradient Recalled Acquisition in Steady State with an inversion recovery pre-pulse (FASTSPGR-IR) sequence (TR = 13.8 ms, TE = 2.8 ms, TI=400 ms, FOV=25×25 cm 
Age prediction
We used the regression techniques explained in Regression to predict subject age. We compared the results of the different methods to those of age prediction based on linear regressions with mean FA or mean MD as input. FA and MD were averaged over the entire white matter (WM) and additionally over the corpus callosum (CC), which should be less affected by possible registration errors than the WM. Subjects were randomly divided over a test set, containing 30% of the subjects, and a training set. Regression parameters were optimized in a 5-fold cross validation on the training set. The optimal regression parameters were used for training of the models on the entire training set. The resulting models were tested on the holdout test set. The same subdivision of subjects into test set, training set and folds, was used for every regression method. Prediction accuracy was evaluated by mean absolute difference (|Δ|) between predicted and actual subject age. A two-tailed Wilcoxon signed rank test was used to test for significant differences between the mean absolute difference of the prediction models. All models were also compared to a model assuming the median age of the training set for each subject.
In population studies of the elderly, gender can be distributed unevenly over all ages. As gender is related to the matrix of connectivity features (de Boer et al., 2010) , it should be corrected for when predicting age. Gender correction was performed by multiple linear regression of the training set with gender as input variable and the mcp-network connection weights as outcome variables. The residuals of the connection weights were used as input for the age regression. A similar correction was performed for the FA and MD variables.
Classification of white matter lesion load and white matter atrophy Vernooij et al. (2008) previously showed that age related FA changes on the major white matter tracts can be in large part explained by existence of white matter lesions (WMLs) and white matter atrophy. With the classification technique explained before, we classified our subjects into two classes based on either white matter lesion load or white matter atrophy. As FreeSurfer does not provide an accurate white matter lesion segmentation, we used a conventional k-nearest neighbor based brain tissue segmentation method (Vrooman et al., 2007) extended with a white matter lesion segmentation method (de Boer et al., 2009 ). All brain tissue and WML segmentations were inspected and corrected when necessary. Twelve segmentations were not corrected because the required corrections were too extensive and the corresponding subjects were excluded. The remaining subjects had a median WM volume of 35.0% of the intracranial volume (ICV) (the sum of the cerebrospinal fluid, gray matter, white matter and white matter lesion volumes) and an interquartile range of 32.6-37.1% of the ICV. Their median WML volume was 0.35% of the ICV and the interquartile range was 0.21-0.68% of the ICV.
White matter lesion load was expressed as the natural log transformed percentage of ICV. White matter atrophy was defined by normal appearing white matter volume as percentage of ICV. Both variables were corrected for age and sex. Additionally white matter lesion load was corrected for white matter atrophy and vice versa. The correction was performed by linear regression with the confounding variables as input and the classification variable as output. The residuals of this regression were used to obtain two classes defined as the upper quartile and the lower quartile. The resulting classes consisted of 241 subjects for both white matter lesion load and white matter atrophy.
The matrix of connectivity features was normalized to zero mean and unit variance. Half of the subjects were used for optimizing the SVM parameter that determines the trade-off between training error and margin, in a 5-fold cross validation. Subsequently this set of samples was used to determine the separating hyperplane, which was then tested on the remaining 50% of the samples. Classification accuracy was defined as the percentage of correctly classified subjects. Classification was also performed with an SVM given the following four diffusion measures as input: WM averaged FA and MD, and corpus callosum averaged FA and MD. The diffusion measures based classification used the same subdivision of subjects as the classification based on the matrix of connectivity features. The classification experiment was repeated 50 times with new training and test sets. The resulting classification accuracies of the connectivity based model and the diffusion measures based model were compared using a twotailed paired t-test.
Results
Age prediction
Mean absolute difference between predicted age and actual age of the holdout test set for all models is reported in Table 1 . The prediction errors of all models were compared to a model assuming the median age of the training set (66.1 years) for each subject resulting in a mean absolute difference of 5.3 years. Both FA based models performed slightly worse than the median age model. Bonferroni correction adapts the threshold for significance for multiple comparisons by dividing the significance level by the number of tests performed. In this case, this results in a significance threshold of 0.006. The difference between the WM averaged FA model and the median age model was therefore significant after Bonferroni correction (pvalue b 0.001). The WM averaged MD based model resulted in a mean absolute difference of 4.9 years, which is better than the median age model but the difference was not significant (p-value= 0.09). The models based on the matrix of connectivity features resulted in the best age predictions, which differed significantly from the median age model (p-values ≤ 0.002). The ridge regression model yielded the lowest mean absolute difference of 3.7 years. Table 2 shows the p-values of the Wilcoxon signed rank tests comparing the results of the eight prediction models. The four diffusion measure based models differed significantly from the four connectivity based models, with the exception of the lasso and WM averaged MD models. The four connectivity based models constructed from different multivariate regression methods did not differ significantly when compared to each other, except for the lasso model differing from the ridge regression model. Fig. 3 shows the predicted age versus the actual age of all subjects in the holdout test set. Predictions are obtained using the ridge regression model. Scatterplots of the predictions from the other models based on the matrix of connectivity features versus the actual age were comparable. For all the four models, the correlation between the predicted and actual age was significantly different from zero (p-valuesb 10 − 46 ). The correlation coefficients were 0.70 (lasso and PCR), 0.71 (PLS), and 0.74 (ridge regression).
The regression models are still related to the original minimum cost paths. As an example, we describe the mcp-connections with maximum positive and minimum negative regression coefficients. These connections were not tested for significance of their contribution to the age prediction. Table 3 lists these connections and their corresponding regression coefficients per regression model. The positive regression coefficients were in all cases higher than the absolute value of the negative regression coefficients, but the differences were small, especially for the lasso model. The models showed similarities in that the connection with the maximum coefficient was the same in the PCR and PLS models, and the connection with the minimum coefficient was the same in the ridge regression and lasso models. Additionally, the connections with the minimum coefficients in the PCR and PLS models have the same start and target regions but differ in hemisphere. As in SAMSCo the strength of the connection between regions is of primary interest, it is not required to extract the actual trajectory of the path running between the start and target region. However, it is of course possible to obtain this trajectory, by following the local minimum cost path directions, for visualization purposes. Fig. 4(a) shows the minimum cost paths associated with the maximum and minimum regression coefficients in the PCR model in an example subject.
Classification of white matter lesion load and white matter atrophy
Over the 50 white matter lesion load classification experiments, the connectivity based classifier had a mean (±sd) of 76.0 ± 2.2% correctly classified subjects. The diffusion measures based classifier classified 63.2 ± 3.7% of the subjects correctly. Fig. 5(a) shows the percentages of correctly classified subjects of both classifiers for the 50 experiments. The classifier based on connectivity features outperformed the classifier based on the four diffusion measures in every experiment. The difference between the two classifiers was significant (p-value ≪ 0.0001).
The white matter atrophy classification based on connectivity had a mean (±sd) of 68.3 ± 2.5% correctly classified subjects over the 50 experiments. The classifier based on the four diffusion measures had a mean (±sd) correctly classified subjects of 67.8 ± 2.3%. Fig. 5(b) shows the results for the 50 WM atrophy classifications. The results of both classifiers were comparable and did not differ significantly according to the paired t-test (p-value= 0.17).
As an example, Table 4 lists the connections that were most frequently associated with the maximum positive or minimum negative SVM weights in the 50 experiments. As white matter atrophy was expressed as white matter volume, a negative SVM weight indicates an increase in costs with an increase in white matter atrophy. Figs. 4(b) and (c) show the connections in an example subject. The minimum negative connection in WM atrophy classification between the right hippocampus and the right temporal pole is not shown.
Conclusion and discussion
We proposed a framework, referred to as SAMSCo, for the construction and analysis of weighted structural connectivity networks. Connectivity is established using a minimum cost path method with a local anisotropic cost function based on diffusion weighted data. Network nodes are defined by FreeSurfer segmentation and parcellation based on T1w images. The resulting mcp-networks can be analyzed by statistical methods such as regression or classification.
Contrary to binary tractography based networks, mcp-networks contain connection weights representing the structural integrity of the white matter along the minimum cost paths. In this proof of principle study, we used the mean cost over the minimum cost path. It is, however, also possible to use other parameters in the SAMSCo framework. Any local DWI parameter (dependent or independent of direction) can be integrated over the minimum cost path. Alternatively, the information along the path can be represented by, for example, the path length below a certain threshold or the maximum of a parameter over the path. The use of connection weights in mcp-networks allows for studying more than topology. Statistical methods can be applied to the connectivity features, similar to the experiments in this study, or to network measures derived from the mcp-networks. Topological analysis is possible if a binary mcp-network is created, for example, by thresholding the maximum cost on the minimum cost path.
Both streamline and probabilistic tractography may yield connections in some subjects that are not found in others. Minimum cost path methods will always find a connection between two regions. This allows for analysis of all connections in the mcp-network instead of only a subset. The disadvantage is, however, that it might include biologically implausible connections. Connections obtained with the proposed framework may also include indirect connections, connecting two regions through a third.
We tested SAMSCo in several proof of principle experiments. Firstly, we predicted subject age based on the mcp-networks of 974 middle-aged and elderly subjects with an average error of 3.7 years. In a narrow age distribution, median age can be quite an accurate estimate. Our age prediction based on mcp-networks was, however, better than assuming the median age of the training set for each subject.
Additionally, predicted age versus actual age showed high correlation coefficients. Our predictions on the mcp-networks outperformed predictions based on global WM or corpus callosum averaged FA or MD. We tested several regression techniques on the mcp-networks, which resulted in similar age prediction accuracies. Only the model obtained with lasso performed slightly worse than the ridge regression model. Secondly, we classified subjects based on their mcp-network into two groups defined by white matter lesion load, while correcting for age, sex and white matter atrophy. And lastly, we used SAMSCo to perform classification of groups defined by white matter atrophy, while correcting for age, sex and white matter lesion load. Both classification results were better than random classification (50% correct), indicating that the mcp-networks contain information regarding white matter lesion load and white matter atrophy.
The SAMSCo classification of white matter lesion load clearly outperformed classification based on WM and corpus callosum averaged FA and MD, demonstrating the additional information encoded in the mcp-networks. We hypothesize that the regional information encoded in the mcp-networks leads to better classification results. White matter lesions can occur everywhere in the white matter. There are however some locations that are more prone to exhibit white matter lesions, for example the areas adjacent to the ventricles. Although areas affected by WMLs show differences in FA and MD, it is likely that these differences disappear when FA and MD are averaged over the entire white matter. Even though the corpus callosum is a small region compared to the global white matter, it is not likely to be affected by WMLs and is therefore not beneficial in the classification.
The regional information encoded in the mcp-networks did not improve the white matter atrophy classification. White matter atrophy is a more global effect than WMLs, affecting a larger portion of the white matter (Vernooij et al., 2008) . It is therefore not surprising that global WM and corpus callosum averaged FA and MD yielded similar WM atrophy classification results as mcp-networks.
The regression and classification models can be translated back to minimum cost paths. As an example, we reported the minimum cost paths with maximum positive or minimum negative regression coefficients or SVM weights. The contributions of these minimum cost paths to the regression or classification were, however, not tested for significance. If one wants to study which minimum cost paths have a relevant contribution to the regression or classification, permutation testing is necessary to test the significance of these contributions.
In the experiments, we use rigid registration to transform T1w images to diffusion space. This kind of co-registration may not be sufficient due to Eddy current effects and susceptibility artifacts. It has, however, successfully been used before on this data, at which time it was visually checked (Vernooij et al., 2008) . Due to the limited Eddy currents and the relatively low field strength of the scanner, we experienced little problems with this registration. If there was misregistration of the T1w image to the b0 image, this would affect the global white matter averaged FA and MD. Therefore, all analyses were also performed with the corpus callosum averaged FA and MD, as these measures should be less affected by possible misregistrations.
When interpolating, the Fast Sweeping algorithm takes the size of the voxel in all three dimensions into account. Anisotropic voxel sizes are therefore not an issue for the computation of the minimum cost paths. Tests show that the cumulative cost and Euclidean path length of the minimum cost path running from region A to region B are very similar, but not identical, to those of the minimum cost path running from region B to region A. The difference is due to spatial and directional discretization. Especially on short minimum cost paths, this can have a significant effect. Removing short connections might therefore be considered.
The time required for the minimum cost path computation differs between start regions and subjects. This is due to differences in local anatomy, because the number of iterations of the Fast Sweeping algorithm depends on the number of turns in the minimum cost path trajectory (Melonakos et al., 2008) . In this study, the majority of the minimum cost path computations, for a single start region and subject, took approximately half an hour. About 10% took more than an hour.
Because these computation times can add up to large amounts for a large number of start regions, we included only the subcortical structures as start regions for this proof of principle study. As the cortico-cortical connections might also hold valuable information, it might be beneficial to include these connections in the mcp-networks by adding the cortical regions as start regions. For efficient calculation this would require computation optimization. As Fast Sweeping can be efficiently implemented in a parallel fashion, we believe a significant speed-up can be obtained by implementing it on a parallel processing architecture such as a modern graphics processing unit (GPU) (see, for example, Jeong and Whitaker (2007) for related work).
Including cortico-cortical connections yields a tenfold increase of the number of connections. Because, in most studies, the number of subjects will most likely be considerably smaller, care should be taken to prevent overfitting. Alternatively, only a subset of all connections can be used. Tractography or fMRI can, for example, indicate connections or brain regions that are more likely to be associated with the variable at interest.
In conclusion, we presented SAMSCo, a framework for construction and analysis of mcp-networks. The mcp-network connections represent connectivity based on DWI data. These brain networks can be used to study connectivity changes related to, for example, aging or neurodegenerative disease. In a proof of principle study, we demonstrated that the mcp-networks contain information regarding age, white matter lesion load and white matter atrophy.
