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the functions that minimize the ratio of source inputs to target outputs. We show that
these optimal functions are efficiently computable. In the second case, we prove that it
is impossible to construct an optimal tree algorithm recursively, using algebraic decision
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CHAPTER 1
Introduction
Anyone who considers arithmetical methods of producing random
digits is, of course, living in a state of sin.
— VON NEUMANN (1951)
1.1 Motivation
When we toss a coin, we expect it to land heads up with probability 0.5 and tails with
probability 0.5. According to Diaconis et al. [5, 8, 17], however, a coin toss that starts
with heads up results in heads with probability more than 0.51, even if the coin is perfect.
The results of Diaconis et al. remind us that physical sources of randomness are often
biased, and the biases can be unknown. But many applications require random variables
with particular probability distributions.
We consider the general problem of simulating a target discrete probability distribu-
tion by using a biased source of randomness. For example, we wish to simulate the effect
of a fair coin (the target) by tossing a biased coin (the source). More precisely, we say a
coin has bias p if a coin flip produces heads with probability p and tails with probability
q = 1 − p. A coin is fair if its bias is 1/2. Write H and T for the outcomes heads and
tails of a source coin flip, and 0 and 1 for the outcomes of the simulated target coin.
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Figure 1.1 Simulating an unbiased coin using a coin of bias 1/3.
Von Neumann [35] presented a simple method for simulating a fair coin using a
biased coin: flip the biased coin twice; if the result is HT (respectively TH), then output
0 (1), otherwise repeat the process. Suppose that the bias of the source coin is p. Von
Neumann’s method simulates a fair coin because Pr[HT ] = Pr[TH ] = pq.
An important observation is that von Neumann’s method works regardless of the bias
p of the source coin because Pr[HT ] = Pr[TH ] = pq. In other words, von Neumann’s
algorithm addresses the case where the bias of random source is unknown.
What if we know the bias p? For example, suppose that p = 1/3. Figure 1.1 shows a
binary tree that describes an algorithm for simulating an unbiased coin using a coin of
bias 1/3; starting from the root node, follow an edge according to the result of the coin
flip, and if a terminal node is reached, output the label 0 or 1. It takes 15/7 coin flips
for this algorithm on average to simulate one fair coin flip. Note that von Neumann’s
method takes 1/(pq) coin flips on average to simulate one fair coin flip when the bais
of the source coin is p. In this case where p = 1/3, 1/(pq) = 9/2. So the algorithm in
Figure 1.1 takes much less coin flips on average than von Neumann’s simulation in this
case (p = 1/3). However, if the source bias p is not 1/3, then the algorithm in Figure 1.1
does not simulate an unbiased coin.
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In 1976 Knuth and Yao addressed the problem of simulating a discrete probability
distribution using an unbiased coin [20]. Their algorithm is based on binary expansions
of the target distribution. Despite its simplicity, their algorithm is optimal in the sense
that it uses a minimum average number of coin flips. Knuth and Yao posed a question
on the case where the source coin is biased. In this thesis, we address the question in
two different cases: first, when the bias of the source is unknown, and second, when the
bias of the source is known. In the next sections, we summarize our results and explain
their significance in relation to previous work.
1.2 Summary
In Chapter 2, we study the simulation of a given discrete probability distribution using
a discrete source of unknown distribution. We study the problem using the concept of
randomizing functions. Randomizing functions were defined by Elias [10] to study the
generation of the uniform distribution. We generalized the concept to the generation of
an arbitrary discrete distribution. We define the efficiency of randomizing functions to
be the average number of output per input of the corresponding simulation of the ran-
domizing function, and the average cost to be the reciprocal of the efficiency. It is known
that the average cost is bounded below by H(r)/H(p), where the source distribution
is p = 〈p1, . . . , pn〉 and the target distribution r = 〈r1, . . . , rm〉, and H is the Shannon
entropy [31]. We call this bound the entropy bound. By characterizing randomizing func-
tions, we provide a means to understand such simulations and their optimality in terms of
the average cost. Our characterization of randomizing functions allows us to give a better
lower bound for the average cost of randomizing functions than the entropy bound. We
show that this lower bound is actually tight by constructing randomizing functions that
meet the lower bound. So we obtain optimal randomizing functions. In Section 2.4, we
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show that the optimal randomizing functions can be computed efficiently. In Section 2.5,
we discuss randomizing functions on exhaustive prefix-free sets. We show that the key
characterization (Theorem 2.3) does not hold for every exhaustive prefix-free set, and
we give a condition on the prefix-free sets for which the optimal randomizing function
discussed in the previous sections can be generalized.
In Chapter 3, we study random number generation using a source of known distribu-
tion. Our main purpose is to establish a difficulty of finding an optimal simulation. Since
we want to show the hardness of the problem, we focus on the simplest case: simulating
a coin of bias r using a coin of bias p. Inspired by the work of Knuth and Yao [20],
some researchers addressed this problem [1, 13, 29]. However, the optimality question
remained open. Knuth and Yao represented their algorithms by binary trees called dis-
crete distribution generation trees (DDG-trees). We generalize the DDG-tree so that we
can represent algorithms for biased sources. We call a DDG-tree is optimal if its average
depth is the smallest among DDG-trees for the given source bias and target bias. We
define a model of recursive construction of DDG-trees based on algebraic computations.
This model of computation captures all previously known algorithms [1, 13, 20] for this
problem. For this model of computation, we use a topological argument to prove that
constructing an optimal DDG-tree for a source of known bias is impossible. We also
introduce a new method of recursive construction of DDG-trees based on the algebraic
computations, which generalizes the Knuth-Yao method. In Section 3.3 we prove that
the new method produces optimal DDG-trees in special cases.
DDG-trees can be generalized to simulate the target distribution r = 〈r1, . . . , rm〉
using the source distribution is p = 〈p1, . . . , pn〉. In Chapter 4, we give an elementary
proof of the entropy bound H(r)/H(p) for the average depth of a DDG-tree.
The results in Chapter 2 and Chapter 3 were presented at the ACM-SIAM Symposium
on Discrete Algorithms in January 2005 [27].
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1.3 Related Work
Many previous papers addressed the problem of simulating a discrete probability distri-
bution using another source of randomness. Von Neumann’s method may be the earliest
known solution for this problem. Hoeffding and Simons [14] and Stout and Warren [33]
presented algorithms whose efficiencies are better than von Neumann’s [35] for simulating
a fair coin from a biased coin.
Elias [10] gave a formal definition of a randomizing procedure for a uniform target
distribution, and he designed an infinite sequence of (increasingly complicated) functions
whose efficiencies approach arbitrarily close to the entropy bound. Our work in Chapter 2
follows Elias’s work, and in fact, the optimal randomizing functions in Section 2.2 are
Elias’s functions. We prove that Elias’s functions are not only nearly optimal in the sense
that their efficiencies approach the entropy bound, but also optimal among randomizing
functions that accept a fixed length input. We generalize the notion of randomizing
function to simulate arbitrary rational distributions, and we address the optimality of
such functions. We also demonstrate that Elias’s functions can be computed efficiently.
Peres [28] also devised procedures whose efficiencies approach the entropy bound. But
unlike Elias’s functions, Peres’s procedures are not optimal: in particular, his procedure
Ψ3 can be seen as a randomizing function that accepts inputs of length 8, but its efficiency
is not optimal. Interestingly, Peres’s procedures are defined recursively, and thus they are
easily implementable. Although he did not analyze the running time of his procedures,
it can be shown that his procedures run in O(n logn) time with respect to the input
size n. This fact inspired us to consider the efficient computability of Elias’s functions.
Elias did not specify how to compute his functions, and his functions become increasingly
complicated as they take longer inputs.
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To analyze his procedures, Peres defined a notion of extracting functions. We show
that extracting functions are special cases of randomizing functions.
Recently, Juels et al. [15] presented optimal algorithms for simulating a fair coin using
a source of unknown distribution. Although they did not explicitly say so, their algo-
rithms implement Elias’s functions. They proved that their functions are optimal among
extracting functions. In contrast, we prove the stronger result that Elias’s functions are
optimal among randomizing functions. Our proof method differs from the method of
Jules et al. Furthermore, unlike Jules et al., we generalize the results to arbitrary target
distributions and to functions on prefix-free sets.
Dijkstra [9] presented an elegant algorithm that simulates an m-faced (uniform)
roulette from m flips of biased coins, where m is a prime number. His algorithm takes
advantage of the fact that m divides 2m − 2 when m is a prime number (little Fermat’s
theorem: xm = x mod m), and it generalizes von Neumann’s method; note that 2 is
a prime! Of course, his method is an example of the randomizing functions that we
consider.
Blum [4] considered the problem of simulating an unbiased coin where the source of
randomness is a Markov chain whose structure is known, but whose transition probabili-
ties are unknown. This case can be regarded as many sources with unknown distributions
(coins with unknown biases in Blum’s case), in which the next source to sample is deter-
mined by the output value of the current source. Therefore, Blum’s problem generalizes
our problem for a single source of unknown distribution. If the Markov chain is in the
stationary state, then we can regard it as a single source whose outputs are independent
of each other. Therefore, randomizing functions can covert the Markov chain source into
a particular distribution. Elias [10] discusses the Markov chain source and assumes that
the Markov chain is in the stationary state. Blum’s algorithm handles a Markov chain
source that is not necessarily in the stationary state.
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Although von Neumann’s algorithm is more than fifty years old, it is still used in a
modern computing device, an Intel chipset for random number generation [16]. In that
Intel chipset, the bits sampled from an electric source are not independent of each other.
Nevertheless, von Neumann’s algorithm is used to correct the bias.
We will review the details of the method of Knuth and Yao [20] and the method of
Han and Hoshi [13] in Section 3.1.3.
Note that the problem we discuss is only remotely related to pseudorandom number
generation. Classical pseudorandom generation [19] is about producing a sequence of bits
using a deterministic algorithm using very small amount of true randomness, usually
called random seed , exactly as in the quote in the beginning of this chapter. So the
entropy of the resulting sequence is exactly the entropy of the seed, however long the
sequence is.
In the modern theory of pseudorandom generation, the focus is on the power of
randomness as a resource of computation [12, 24]. Roughly speaking, a bit sequence is
pseudorandom if efficient algorithms cannot distinguish from true random bits. Therefore,
a pseudorandom sequence does not have to be pure independent coin flips. On the other
hand, our problem is about generation of pure random numbers of a given distribution.
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CHAPTER 2
Simulation of Discrete Probability Distribution
Using a Source of Unknown Distribution
2.1 Motivation
As introduced in Chapter 1, a coin has bias p if a coin flip turns heads with probability
p and tails with probability q = 1− p. A coin is unbiased if its bias is 1/2. We write H
and T for the outcomes heads and tails of a source coin flip, and 0 and 1 for the outcomes
of the simulated target coin. We assume that the bias of source coin is p.
Let us consider the function fvN : {H, T}2 → {0, 1} defined by fvN(HT ) = 0, fvN(TH) =
1, fvN(HH) = fvN(TT ) = λ, where λ is an empty string. Von Neumann’s method is ab-
stracted by the function fvN; applying fvN repeatedly is equivalent to von Neumann’s
method. Again, note that Pr[fvN(x) = 0] = Pr[fvN(x) = 1] regardless of the source bias
p. We will call such a function a randomizing function. Intuitively, a randomizing func-
tion simulates a discrete probability distribution from a source of unknown distribution,
and it is immune to the bias of the source as long as the bias is fixed.
As another example, let us consider the function defined in Table 2.1. The function f
takes input from {H, T}3 (three coin flips) and simulates a binary distribution 〈1/3, 2/3〉.
The target distribution does not depend on the source bias because Pr[f(x) = 0] =
8
Input x Output f(x)
HHH λ
HHT 0
HTH 1
THH 1
HTT 0
THT 1
TTH 1
TTT λ
Table 2.1 A Randomizing function for 〈1/3, 2/3〉
p2q + pq2 and Pr[f(x) = 1] = 2(p2q + pq2), and thus 2 · Pr[f(x) = 0] = Pr[f(x) = 1]
regardless of the source bias p.
We define the efficiency of randomizing functions to be the average number of output
per input of the corresponding simulation of the randomizing function, and the average
cost to be the reciprocal of the efficiency. The efficiency of the function fvN is pq, and its
average cost is 1/(pq). We can show that von Neumann’s method is the best—in fact the
only way—to simulate a fair coin using two flips of a biased coin. When more coin flips
are used, the efficiency can be improved. Consider the function shown in Table 2.2; it is
a restriction of Peres’s function Ψ2 on {H, T}4 [28]. The output of Ψ2 can be regarded
as a fair coin flip, if the output length is 1, or as two independent fair coin flips, if the
output length is 2. The average cost of Ψ2 is
4
2 · 4p3q + 1 · 2p2q2 + 2 · 4p2q2 + 2 · 4pq3 .
That is, Ψ2 requires approximately two fewer flips of biased coin on average than von
Neumann’s method, for each p. (See Figure 2.1 on page 18.) Later we will show that
this is the best efficiency we can get using four coin flips.
Notice that, for some inputs x, the output length |Ψ2(x)| is greater than 1. In other
words, Ψ2 maps {H, T}4 to {0, 1}∗. So in our study of randomizing functions, we will
9
Input x Output Ψ2(x)
HHHH λ
HHHT 11
HHTH 01
HTHH 10
THHH 00
HHTT 1
HTHT 11
HTTH 10
THHT 01
THTH 00
TTHH 0
HTTT 10
THTT 00
TTHT 11
TTTH 01
TTTT λ
Table 2.2 Peres’s function Ψ2
consider functions of the form f : {H, T}n → {0, 1}∗. In general, we will consider
functions of the form f : {0, 1, . . . , s − 1}n → {0, 1, . . . , t − 1}∗ for an s-ary source
distribution and a t-ary target distribution.
We will give a formal definition of randomizing functions and study the properties of
them. For example, Theorem 2.4 gives a relationship between the output length |f(x)|
and the input length |x| of a randomizing function f .
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2.2 Randomizing Functions and Optimality: Binary
Case
2.2.1 Randomizing Functions
As introduced in Chapter 1, H and T denote heads and tails from a coin flip of unknown
bias; p = Pr[H ], and q = 1 − p. When we consider a function f : {H, T}n → {0, 1}∗,
x denotes an input and z denotes an output. An output z = f(x) may be an empty
string λ. Assume that n is fixed throughout this section. For a string z in {0, 1}∗, let
z[l] denote the lth bit of z if l ≤ |z|, or an empty string λ otherwise; let z[1, l] denote the
length-l prefix of z.
We want the output of a function f : {H, T}n → {0, 1}∗ to be regarded as a sequence
of independent fair coin flips. So f must satisfy (2.1) in the following definition.
Definition 2.1 (Elias [10]). A function f : {H, T}n → {0, 1}∗ is randomizing if for each
l and for each w in {0, 1}l−1,
Pr [z[l] = 0 | z[1, l− 1] = w] = Pr [z[l] = 1 | z[1, l− 1] = w] (2.1)
for each bias p.
Lemma 2.2. A function f is randomizing if and only if Pr[z[1, l] = w0] = Pr[z[1, l] =
w1], for every w in {0, 1}∗.
Proof. Clearly,
Pr[z[l] = i | z[1, l − 1] = w]
= Pr[z[1, l − 1] = w and z[l] = i]/Pr[z[1, l − 1] = w]
= Pr[z[1, l] = wi]/Pr[z[1, l − 1] = w]
for i = 0, 1. The statement of the lemma follows.
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Let Bw be the set of x such that w is a prefix of f(x), and let Cw be f
−1(w):
Bw = {x ∈ {H, T}n | f(x)[1, |w|] = w}
Cw = {x ∈ {H, T}n | f(x) = w}
Then we have a disjoint union
{H, T}n = B0 ∪ B1 ∪ Cλ, (2.2)
and for each w in {0, 1}∗, we have a disjoint union
Bw = Bw0 ∪Bw1 ∪ Cw. (2.3)
By convention, let us write Bλ = {H, T}n. If we restrict f to be randomizing, then we
can say much more than (2.3). According to Lemma 2.2, f is randomizing if and only if
for each w ∈ {0, 1}∗,
Pr[x ∈ Bw0] = Pr[x ∈ Bw1]. (2.4)
Let S(n,k) be the set of all strings x in {H, T}n such that the number of T ’s in x is k. We
write Sk for S(n,k), when the context is clear.
Theorem 2.3. If a function f is randomizing, then for each w in {0, 1}∗, |Bw0| = |Bw1|.
Moreover, for each k, |Bw0 ∩ Sk| = |Bw1 ∩ Sk|.
Proof. By Lemma 2.2, Pr[x ∈ Bw0] = Pr[x ∈ Bw1], for each w in {0, 1}∗. Note that, for
u in {0, 1}∗, Pr[x ∈ Bu] = ∑ni=0 |Bu ∩ Si|pn−iqi. So the equality is written as
n∑
i=0
(|Bw0 ∩ Si| − |Bw1 ∩ Si|) pn−iqi = 0. (2.5)
We can show that the set of polynomials {yn, yn−1(1 − y), . . . , (1 − y)n} is linearly in-
dependent in the vector space of functions on [0, 1]. (See Proposition 2.19.) Since (2.5)
holds for each p in [0, 1] and q = 1− p, we conclude that |Bw0∩Si| = |Bw1 ∩Si|, for each
i, and thus |Bw0| = |Bw1|.
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In the proof of Theorem 2.3, we used the fact that a randomizing function needs to
satisfy condition (2.1) for each bias p; if there is k such that |Bw0 ∩ Sk| 6= |Bw1 ∩ Sk|,
then there are only finitely many values of p that satisfy equation (2.5).
In Table 2.2, {H, T}4 is partitioned into subsets S(4,k), where k = 0, 1, 2, 3, 4. We can
see that Theorem 2.3 holds for the function defined by the table.
As an application of the characterization of randomizing function given in Theo-
rem 2.3, we can prove a relationship between the output length and the input length for
randomizing functions.
Theorem 2.4. Let f : {H, T}n → {0, 1}∗ be n-randomizing. If x ∈ Sk, then |f(x)| ≤
⌊log2
(
n
k
)
⌋.
Proof. Fix k. Let B′w = Bw ∩ Sk and C ′w = Cw ∩ Sk. From (2.2) and (2.3),
Sk = B
′
0 ∪ B′1 ∪ C ′λ, (2.6)
and
B′w = B
′
w0 ∪B′w1 ∪ C ′w, (2.7)
for each w ∈ {0, 1}∗. Suppose that B′u0 is nonempty. By Theorem 2.3 we have |B′u0| =
|B′u1|. So by (2.7), we conclude that
|B′u| ≥ 2|B′u0| = 2|B′u1|.
Again, since B′u is not empty, using induction, we conclude that
(
n
k
)
= |Sk| = |B′λ| ≥
2|u0||Bu0| = 2|u1||Bu1|, and thus
2|u0| = 2|u1| ≤
(
n
k
)
/|Bu0| =
(
n
k
)
/|Bu1|. (2.8)
Let v be an output of f on Sk of maximum length. Then (2.8) is rewritten for v as
2|v| ≤
(
n
k
)
/|Bv|.
Since Bv is nonempty, |Bv| ≥ 1. Therefore, if x ∈ Sk, then |f(x)| ≤ |v| ≤ | log2
(
n
k
)
|.
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Corollary 2.5. Let f be an n-randomizing function, then for every x ∈ {H, T}n,
|f(x)| ≤ ⌊log2
(
n
⌊n/2⌋
)
⌋.
This corollary gives an upper bound of effciency of randomizing functions.
2.2.2 Extracting Functions
Before we discuss the optimality of randomizing functions, let us introduce extracting
functions as a special case. Extracting functions are a natural subclass of randomizing
functions. In fact, most functions considered in the literature (including [10, 15, 28])
are extracting functions. Not every randomizing function is extracting, however; see the
example after Lemma 2.7.
Definition 2.6 (Peres [28]). A function f : {H, T}n → {0, 1}∗ is extracting if for each
bias p and each pair z1, z2 in {0, 1}∗ such that |z1| = |z2|, Pr[f(x) = z1] = Pr[f(x) = z2].
In other words, f is uniformly distributed in {0, 1}l whenever f has a value in {0, 1}l,
for each l and for each bias p.
Von Neumann’s function and Peres’s function Ψ2 are extracting functions.
Lemma 2.7. Every extracting function is randomizing.
Proof. If f is extracting, then Pr[z = w0u] = Pr[z = w1u′] for every w, u, u′ in {0, 1}∗
such that |u| = |u′|. Therefore an extracting function satisfies the condition
Pr[z[1, l] = w0] = Pr[z[1, l] = w1]. (2.9)
So we have
Pr[z[l] = 0 | z[1, l − 1] = w] = Pr[z[1, l] = w0]/Pr[z[1, l − 1] = w]
= Pr[z[1, l] = w1]/Pr[z[1, l − 1] = w]
= Pr[z[l] = 1 | z[1, l− 1] = w].
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Therefore an extracting function is randomizing.
Example The converse of Lemma 2.7 is not true. Consider the function f on {H, T}4
such that
S(4,1) 7→ 00 01 10 11
S(4,2) 7→ 00 01 10 11 0 1
S(4,3) 7→ 10 11 0 0.
This function f is not extracting since its restriction on S(4,3) is not uniformly distributed
in {0, 1}1 and {0, 1}2. However, f is randomizing.
A function f : {H, T}n → {0, 1}∗ is perfectly extracting if f |Sk, the restriction of f to
Sk, is uniformly distributed in {0, 1}l whenever f |Sk has a value in {0, 1}l, for each l. In
Table 2.2, Peres’s function Ψ2 is perfectly extracting.
Lemma 2.8. A function f : {H, T}n → {0, 1}∗ is extracting if and only if f is perfectly
extracting.
Proof. It is clear that every perfectly extracting function is extracting. We will prove
the other direction. If f is extracting, then Pr[f(x) = z1] = Pr[f(x) = z2] for all p.
Equivalently,
n∑
i=0
(
|f−1(z1) ∩ Si| − |f−1(z2) ∩ Si|
)
pn−iqi = 0. (2.10)
As in the proof of Theorem 2.3, using the linear independence of {yn, yn−1(1−y), . . . , (1−
y)n} (Proposition 2.19), we conclude that |f−1(z1) ∩ Sk| = |f−1(z2) ∩ Sk| for each k.
2.2.3 Optimal Randomizing Functions
Using the characterization of randomizing functions in Theorem 2.3, we can now identify
the optimal randomizing functions.
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Elias [10] defined the function En on {H, T}n as follows. Let ad2d+ad−12d−1+ · · ·+a0
be the binary expansion of |Sk|. Partition Sk into subsets Ski of size 2i, for i such that
ai = 1. If ai = 0, then Ski = ∅. The function En maps each string in Ski to a unique
string in {0, 1}i. So En(Ski) = {0, 1}i, and En(Sk) = ⋃i,ai=1{0, 1}i. If a0 = 1, that is, if
|Sk| is odd, then there is one string in Sk for which En outputs a null string. Note that
Elias did not specify how to partition Sk nor how to map a string in Ski to a string in
{0, 1}i. Peres’s function shown in Table 2.2 can serve as E4.
Restricted to Sk, according to Theorem 2.3, a randomizing function generates w0
and w1 on the same number of inputs. This strong constraint on randomizing functions
enables us to prove that En is optimal. Define α(N) =
∑
nk2
nk, where
∑
2nk is the
standard binary expansion of N . Since En outputs i bits for each string in Ski, and there
are 2i strings in Ski, the sum of output lengths over Ski is α(|Ski|). The average output
length of En is therefore 1
n
∑n
k=0 α(|Ski|)pn−kqk. The function α is monotone increasing,
and 2α(N) ≤ α(2N); in fact, α(2N)−2α(N) = 2N . We prove a more general statement,
Lemma 2.15 below.
Lemma 2.9. Let g : S → {0, 1}∗ satisfy the condition |Dw0| = |Dw1|, for each w ∈
{0, 1}∗, where Du = {x ∈ S | g(x)[1, |u|] = u}. Then
∑
x∈S
|g(x)| ≤ α(|S|). (2.11)
Proof. We proceed by induction on |S|. Note that |D0| = |D1| ≤ |S|/2. When |S| = 1,
|D0| = |D1| = 0, and α(1) = 0. So the inequality (2.11) holds.
When |S| > 1, since |D0| = |D1| < |S|. Note that g|D0 and g|D1 satisfy the condition
of the lemma. Hence, by induction hypothesis,
∑
x∈D0
|g(x)| = ∑
x∈D1
|g(x)| ≤ α(|D0|).
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Thus,
∑
x∈S |g(x)| =
∑
x∈D0 |g(x)|+
∑
x∈D1 |g(x)| ≤ 2α(|D0|) ≤ α(2|D0|) ≤ α(|S|).
Theorem 2.10. The function En is optimal among all randomizing functions on {H, T}n.
Also En is optimal among all extracting functions on {H, T}n.
Proof. By definition, En is perfectly extracting. Therefore, En is extracting, and thus,
randomizing.
By Theorem 2.3 and Lemma 2.9, if f is randomizing, then
∑
x∈Sk |f(x)| ≤ α(|Sk|).
The average output length of f is, therefore,
1
n
n∑
k=0
∑
x∈Sk
|f(x)|pn−kqk ≤ 1
n
n∑
k=0
α(|Sk|)pn−kqk.
So we have completed the proof of the theorem.
By Theorem 2.10, von Neumann’s function is 2-optimal, and Ψ2 is 4-optimal.
Figure 2.1 shows the average costs of optimal n-randomizing functions for a few values
of n and the entropy bound.
2.3 From s-Faced Dice to t-Faced Dice
As we noted earlier, Dijkstra [9] presented an elegant generalization of von Neumann’s
method that simulates an m-faced (uniform) die from m flips of biased coins, where m is
a prime number. Although Dijkstra’s method is elegant and easy to compute, its usage
of the random source is rather inefficient. It takes more than m coin flips to obtain
one output, or about log2 m bits, on average. Fortunately, our discussion in Section 2.2
generalizes to this case, and the function En generalizes to simulate a uniform distribution
over {0, 1, . . . , m−1}, where m is any positive integer. It will be clear that the generalized
function is optimal and efficiently computable.
In fact, the generalization does not stop there. The characterization of randomizing
functions generalizes to the problem of simulating an arbitrary rational distribution, not
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Figure 2.1 Average Cost of Optimal Randomizing Functions and Entropy Bound
necessarily uniform, using a many-faced die of unknown distribution as a random source.
Note that our generalization is twofold: With respect to the target, we generalize from a
fair coin to an arbitrary rational distribution. With respect to the source, we generalized
from a coin to a many-faced die. The optimal randomizing function for a binary source
and a binary target that we discussed in Section 2.2 will generalize so that we obtain
an optimal function that simulates an arbitrary rational distribution from a many-faced
die. We will show that no randomizing function can simulate an irrational distribution
(such that the probability of an output symbol is an irrational number). So our result is
the best that we can obtain to simulate a discrete distribution from a source of unknown
distribution.
Let us say that we want to simulate a t-faced die using an s-faced die. Let 〈r0, . . . , rt−1〉
be the target distribution, where each ri is a rational number, and let 〈p0, . . . , ps−1〉 be
the unknown source distribution. We will call a function from {0, 1, . . . , s − 1}n to
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{0, 1, . . . , t− 1}∗ whose output simulates the target distribution a randomizing function
for 〈r0, . . . , rt−1〉. The optimal function for the simulation that we will describe is a
generalization of En. First, let m be a fixed integer no less than 2. Then we construct a
function Ens : {0, 1, . . . , s − 1}n → {0, 1, . . . , m − 1}∗, such that Ens simulates a uniform
m-faced die. The function Ens is optimal. Then, for positive integers m0, m1, . . . , mt−1
such that m0 +m1 + · · ·+mt−1 = m, consider
h(x) =


0 if 0 ≤ x < m0
1 if m0 ≤ x < m0 +m1
· · ·
t− 1 if m0 + · · ·+mt−2 ≤ x < m
Then consider E˜ns = h˜ ◦ Ens , where h˜ : {0, . . . , m − 1}∗ → {0, . . . , t − 1}∗ is defined
h˜(u1 · · ·uk) = h(u1) · · ·h(uk). The function E˜Us , then, simulates a rational distribution
〈m0/m, . . . ,mt−1/m〉. By taking m as a common denominator of r0, . . . , rt−1, we can
choose mi such that ri = mi/m for each i. In Section 2.3.2, we prove that E˜
n
s is optimal
among the randomizing functions for 〈r0, . . . , rt−1〉.
2.3.1 The Function Ens
Let S(d0,...,ds−1) be the subset of {0, 1, . . . , s− 1}n such that the number of 0, 1, . . . , s− 1
in its elements are d0, d1, . . . , ds−1, respectively. For the sake of notational convenience,
for nonnegative integers d0, . . . , ds−1, let us write d = (d0, . . . , ds−1), |d| = d0+ · · ·+ds−1,
and Sd = S(d0,...,ds−1). Let akm
k + ak−1m
k−1 + · · ·+ a0 be the m-ary expansion of |Sd|.
Partition Sd into subsets Sdi of size aim
i, where 0 < ai ≤ m. Then Ens outputs ai copies
of {0, 1, . . . , m−1}i on Sdi. We will show that Ens is efficiently computable in Section 2.4.
19
Let us call f : {0, 1, . . . , s−1}n → {0, 1, . . . , m−1}∗ a uniformly randomizing function
over {0, 1, . . . , m− 1} if
Pr[z[l] = i | z[1, l − 1] = w] = Pr[z[l] = j | z[1, l − 1] = w] (2.12)
for each l and each w in {0, 1, . . . , m−1}l−1. Define αm(N) = ∑niaimni , where ∑ aimni
is the m-ary expansion of N . (Note that the function α in Section 2.2 is α2.) Then the
average number of output digits of Ens is
1
n
∑
|d|=n
αm(|Sd|)pd00 · · · pds−1s−1 .
In Section 2.3.2, we generalize Theorem 2.3 and Lemma 2.9 to {0, 1, . . . , m− 1}, and we
show that Ens is optimal among uniformly randomizing functions over {0, 1, . . . , m− 1}.
2.3.2 Randomizing Functions and Optimality of E˜ns
Now let us discuss the generation of an arbitrary rational distribution. We generalize
Definition 2.1 as follows.
Definition 2.11. A function f : {0, . . . , s− 1}n → {0, . . . , t − 1}∗ is randomizing for a
distribution 〈r0, . . . , rt−1〉 if for each l and for each w in {0, . . . , t− 1}l−1,
Pr[z[l] = i|z[1, l − 1] = w] = ri. (2.13)
Lemma 2.12. A function f : {0, . . . , s − 1}n → {0, . . . , t − 1}∗ is randomizing for a
distribution 〈r0, . . . , rt−1〉 if and only if
Pr[z[1, l] = wi]
Pr[z[1, l] = wj]
=
ri
rj
. (2.14)
Let Bw = {x ∈ {0, . . . , s− 1}n | f(x)[1, |w|] = w} as earlier. Then we have
{0, . . . , s− 1}n = B0 ∪ B1 ∪ · · · ∪Bt−1 ∪ Cλ,
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and
Bw = Bw0 ∪ Bw1 ∪ · · · ∪Bw(t−1) ∪ Cw.
Like Theorem 2.3, the following theorem characterizes randomizing functions for rational
distributions: Restricted to Sd, a randomizing function generates wi, for each w and
i = 0, . . . , t− 1, with respect to the proportion 〈r0, . . . , rt−1〉.
Theorem 2.13. If f is randomizing, then for each i and j, and for each w,
|Bwi ∩ Sd|
|Bwj ∩ Sd| =
ri
rj
. (2.15)
Proof. As in the proof of Theorem 2.3, the condition (2.14) gives the equation
∑
|d|=n
(rj|Bwi ∩ Sd| − ri|Bwj ∩ Sd|) pd00 · · · pds−1s−1 = 0. (2.16)
The equation holds regardless of p0, . . . , ps−1 such that p0 + · · · + ps−1 = 1. The set of
polynomials that we obtain by substituting yi for pi, 0 ≤ i ≤ s− 2, and by substituting
1 − y0 − y1 − · · · − ys−2 for ps−1, is linearly independent (Proposition 2.20). Therefore
the coefficients rj|Bwi ∩ Sd| − ri|Bwj ∩ Sd| in (2.16) are zero.
Note that, for each i, the set Bwi ∩ Sd is finite. Therefore, as a corollary, we obtain
the following.
Corollary 2.14. There is no randomizing function for an irrational target distribution.
In order to prove the optimality of E˜ns , we need to use some properties of αm. The
function αm is clearly increasing.
Lemma 2.15. For positive integers N1 and N2, we have
αm(N1) + αm(N2) ≤ αm(N1 +N2). (2.17)
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Proof. It is easy to show that αm(
∑
i dim
i) =
∑
i αm(dim
i), if 0 ≤ di < m for each i. If
a+ b ≥ m so that a+ b = m+ c, where a, b and c are integers such that 0 ≤ a, b, c < m,
then
αm(am
i + bmi) = αm(m
i+1 + cmi)
= (i+ 1)mi+1 + icmi
= mi+1 + αm(am
i) + αm(bm
i).
So if a+ b ≥ m, then αm(ami + bmi)−αm(ami)−αm(bmi) = mi+1. Let N1 = ∑ki=0 aimi
and N2 =
∑l
i=0 bim
i be m-ary expansions. Therefore, αm(N1+N2)−αm(N1)−αm(N2) =∑
i∈C m
i+1, where C = {i | ai + bi ≥ m}, and the lemma holds.
Lemma 2.16. Let g : S → {0, 1, . . . , t− 1}∗ satisfy the condition |Dwi|/|Dwj| = mi/mj ,
for each w ∈ {0, 1, . . . , t− 1}∗, where Du = {x ∈ S | g(x)[1, |u|] = u}, i = 0, 1, . . . , t− 1.
Then ∑
x∈S
|g(x)| ≤ αm(|S|). (2.18)
Proof. We proceed by induction on |S|. When |S| = 1, |Di| = 0, for each i. So the
inequality (2.18) holds.
When |S| > 1, we have |D0| + · · · + |Dt−1| ≤ |S|. Note that each |Di| is positive,
since each mi is positive. So |Di| < |S|, for each i. Since g|Di satisfies the condition of
the lemma, by the induction hypothesis,
∑
x∈Di
|g(x)| ≤ αm(|Di|),
for each i. Thus
∑
x∈S
|g(x)| = ∑
x∈D0
|g(x)|+ · · ·+ ∑
x∈Dt−1
|g(x)|
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≤ αm(|D0|) + · · ·+ αm(|Dt−1|)
≤ αm(|D0|+ · · ·+ |Dt−1|)
≤ αm(|S|).
So, if f is randomizing for 〈m0/m, . . . ,mt−1/m〉, then
∑
x∈Sd
|f(x)| ≤ αm(|Sd|).
The average output length of f is, therefore,
1
n
∑
|d|=n
∑
x∈Sd
|f(x)|pd00 · · · pds−1s−1
≤ 1
n
∑
|d|=n
αm(|Sd|)pd00 · · · pds−1s−1 ,
which is the average output length of E˜ns . We conclude that E˜
n
s has the largest average
output length among randomizing functions for this target distribution.
Theorem 2.17. The function E˜ns is optimal among randomizing functions for 〈m0/m, . . . ,mt−1/m〉.
The function f defined by Table 2.1 is an optimal randomizing function for the target
distribution 〈1/3, 2/3〉 for which n = 3, s = 2, t = 2.
2.4 Computation of Optimal Randomizing Functions
As we have seen in the previous sections, a randomizing function is characterized by
its behavior on the sets S(n,k) or Sd. Naturally, these sets play a critical role in the
computation of optimal randomizing functions. We first discuss the computation of
optimal randomizing functions on the sets of fixed-length inputs; we show that En and
Ens are computable in polynomial time in n.
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2.4.1 Computation of En
Theorem 2.18. Elias’s function En is computable in polynomial time.
Proof. The idea is the following:
1. Given an input x in {H, T}n, count the number of T ’s in x. Let k be the
number of T ’s. So x is in S(n,k).
2. Compute the rank r(x) of x in S(n,k), with respect to the lexicographical order.
3. Using the rank r(x), determine the output string: Suppose that |S(n,k)| =
2n1 + 2n2 + · · · + 2nj + a0, where n1 > n2 > · · · > nj and a0 = 1 if |S(n,k)|
is odd, a0 = 0 otherwise. If r(x) ≤ 2n1 , then f(x) is the n1-digit binary
representation of x. If 2n1 + · · ·+ 2ni < r(x) ≤ 2n1 + · · ·+ 2ni+1, then f(x) is
ni+1-digit binary representation of r(x)− 2n1 + · · ·+ 2ni.
The first and third steps can be computed efficiently. The second step, the problem of
computing rank in S(n,k), was also considered in a different context of enumerative source
coding [6, 30], and in the context of generation of all combinations [18] implicitly. Using
the recursive structure of S(n,k), it is not hard to prove the following. Let c1, c2, . . . , ck
be the positions of T ’s in x, counted from the right and regarding the rightmost digit as
0th, such that 0 ≤ c1 < c2 < . . . < ck < n. Then
r(x) =
(
ck
k
)
+
(
ck−1
k − 1
)
+ · · ·+
(
c1
1
)
. (2.19)
Since the binomial coefficients in (2.19) are computable in O(nµ(log2 n)) time, where
µ(t) is the time complexity of multiplication of t-digit binary numbers, r is computable
in O(knµ(log2 n)) time.
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Input x Rank r(x)
0 · · ·0
k︷ ︸︸ ︷
1 · · ·1 0
0 · · · 010
k−1︷ ︸︸ ︷
1 · · ·1 1
0 · · ·0110
k−2︷ ︸︸ ︷
1 · · ·1 2
...
0 · · ·0
k︷ ︸︸ ︷
1 · · ·1 0
(
k
1
)
0 · · ·0100
k−1︷ ︸︸ ︷
1 · · ·1
(
k
1
)
+ 1
...
0 · · ·0
k︷ ︸︸ ︷
1 · · ·1 00
(
k
1
)
+
(
k+1
2
)
...
10 · · ·0
k−1︷ ︸︸ ︷
1 · · ·1
(
k
1
)
+
(
k+1
2
)
+ · · ·+
(
n−2
n−k−1
)
+ 1
...
k︷ ︸︸ ︷
1 · · ·1 0 · · ·0
(
k
1
)
+
(
k+1
2
)
+ · · ·+
(
n−2
n−k−1
)
+
(
n−1
n−k
)
Table 2.3 Rank table of S(n,k)
Computation of Ranking We can compute the ranking without using the formula (2.19).
Table 2.3 shows the ranks of strings in S(n,k). Note that, in this table and the following
discussion, we use 0 and 1, instead of H and T . The table is divided into n − k + 1
categories. The lth category has (l − 1) 0’s after the first 1 in the string, and it has
one-to-one correspondence to the set S(l+k−2,k−1) of strings with (l − 1) 0’s and (k − 1)
1’s. So there are
(
k+l−2
k−1
)
strings in the lth category. Since the sum of the strings in each
category is the same as the strings in S(n,k), we have the identity
(
n
k
)
=
(
k − 1
0
)
+
(
k
1
)
+
(
k + 1
2
)
+ · · ·+
(
n− 1
n− k
)
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=(
k − 1
k − 1
)
+
(
k
k − 1
)
+
(
k + 1
k − 1
)
+ · · ·+
(
n− 1
k − 1
)
.
The structure of the table is recursive; we noted that the lth category has a one-to-one
correspondence with S(l+k−2,k−1). Now the lth category is again divided into subcategories
in the same way, as S(n,k) was divided, according to the number of 0’s after the second 1.
The rank function r can be computed in a similar pattern. Suppose that x is a string in
lth category. Then the rank r(x) is the rank of the first string in the category plus the
rank of corresponding substring in S(l+k−2,k−1).
The following example illustrates the idea of computing the rank function.
r(010010100) = r(10010100)
= r(10000011) + r(10100)
= r(10000011) + r(10001) + r(100)
=
(
7
3
)
+
(
4
2
)
+
(
2
1
)
= 35 + 6 + 2 = 43.
Note that the rank of the first string in the lth category is
(
k+l−2
k
)
, the number of
combinations with l−2 0’s and k 1’s. As shown above, the computation of r(x) is reduced
to the computation of the rank of the first substring in each subcategory, and the first
substring is exactly the substring starting with 1. Since there are k such substrings, and
their rank is a binomial coefficient, which is computable in polynomial time, the function
r is polynomial-time computable.
Knuth [18] discusses generation of all combinations. In [18], his algorithm (Algo-
rithm T) generates S(n,k) in the lexicographical order and his Theorem L states that x
is generated after exactly r(x) other strings are generated. The above discussion on the
computation of the rank function r(x) solves an inverse problem, and also gives another
proof of (2.19).
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2.4.2 Computation of E˜ns
Since the computation of the function h˜ is easy, we only need to show how to compute
Ens . Like E
n, we can compute Ens as follows:
1. Given an input x in {0, . . . , s − 1}n, count the number di of i in x, for each
i = 0, . . . , s− 1. Then x is in Sd, where d = (d0, . . . , ds−1).
2. Compute r(x), where r : Sd → {0, 1, . . . , |Sd| − 1}, is a one-to-one function.
3. Using r(x), determine the output string: Suppose that |Sd| = akmk +
ak−1m
k−1 + · · · + a0 is the m-ary expansion. If r(x) ≤ akmk, then Ens (x)
is k-digit m-ary representation of r(x) mod mk. If akm
k + · · ·+ ai+1mi+1 <
r(x) ≤ akmk+· · ·+aimi and ai 6= 0, then Ens (x) is i-digitm-ary representation
of r(x)− akmk + · · ·+ ai+1mi+1 mod mi.
We only need to show that the rank function is efficiently computable. Although it is
possible to compute the lexicographic rank (as in [6] and [30]), we will consider a different
order; in order to compute Ens , we only need a unique value in {0, 1, . . . , |Sd| − 1} for
each string in Sd.
We partition Sd recursively. The number of the digit s−1 in the strings of Sd is ds−1.
Partition Sd into
(
n
ds−1
)
distinct subsets S(c1, . . . , cds−1) with respect to the positions
of s − 1: S(c1, . . . , cds−1) is the set of strings whose positions of the digit s − 1 are
c1, c2, . . . , cds−1 counted from the right and regarding the rightmost digit as 0th, such
that 0 ≤ c1 < c2 < . . . < cds−1 < n. Note that for each (c1, c2, . . . , cds−1),
|S(c1, c2, . . . , cds−1)| =
(
n− ds−1
d0 d1 · · · ds−2
)
.
Now each S(c1, c2, . . . , cds−1) is isomorphic to the set S(d0,d1,...,ds−2) ⊂ {0, 1, . . . , s−2}n−ds−1 .
So the same argument applies to S(c1, c2, . . . , cds−1), and we can partition it into
(
n−ds−1
ds−2
)
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disjoint subsets according to the positions of the digit s− 2. By proceeding this way we
obtain the well-known formula
(
n
d0 d1 · · · ds−1
)
=
(
n
ds−1
)(
n− ds−1
ds−2
)
· · ·
(
d0 + d1
d0
)
.
Now we consider a natural order that reflects this recursive structure of Sd. For a
given x in {0, 1, . . . , s − 1}n, let βi(x) be the string obtained by deleting digits greater
than i in x. Then let bi(x) be the binary string whose positions of 1 are the positions of
the digit i in βi(x). For example, b3(231130321) = 010010100, and b1(231130321) = 1101.
Let us consider the mapping
ρ : Sd →
[(
n
ds−1
)]
×
[(
n− ds−1
ds−2
)]
× · · · ×
[(
d0 + d1
d0
)]
defined by ρ(x) = (r(bs−1(x)), r(bs−2(x)), . . . , r(b1(x))) , where [N ] = {0, 1, . . . , N − 1},
and r is the rank function defined on the binary sequences. Define x ≺ y if ρ(x) precedes
ρ(y) in the lexicographical order. Note that ≺ is not the lexicographical order on Sd.
Via the natural correspondence (which is order-preserving)
γ :
[(
n
ds−1
)]
×
[(
n− ds−1
ds−2
)]
× · · · ×
[(
d0 + d1
d0
)]
→
[(
n
d0 d1 · · · ds−1
)]
,
we define the rank function r(x) = γ(ρ(x)). Now keeping the above correspondence in
mind, we can compute r(x) recursively as follows:
r(x) = r(bs−1(x))
(
n
d0 · · · ds−2
)
+ r(βs−1(x)).
For example,
r(231130321) = r(010010100)
(
6
1 3 2
)
+ r(211021)
= r(010010100)
(
6
1 3 2
)
+ r(100010)
(
4
1 3
)
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+r(1101)
= 43
(
6
1 3 2
)
+ 11
(
4
1 3
)
+ 3 = 2627.
2.5 Randomizing Functions on a Prefix-Free Domain
The process of coin flipping is well represented by a complete binary tree; by the result
of each coin flip we decide whether to flip another coin or to stop and output. In this
section, we study the functions defined on exhaustive prefix-free sets over {H, T} or,
more generally over {0, 1, . . . , s− 1}. Since {H, T}n or {0, 1, . . . , s− 1}n are exhaustive
prefix-free sets, the discussions in the previous sections are special cases. As an example,
consider a function f that is represented by the following tree:
0
1
0
1
...
H
H
H
H
T
T
T
T
(2.20)
Let U = B0 ∪B1, where B0 = {H}∪ {TH2k+1T | k = 0, 1, 2, . . .} and B1 = {TH2kT | k =
0, 1, 2, . . .}, and f outputs 0 and 1 on B0 and B1, respectively. If p = Pr[H ] = 1/3, then
it is easy to verify that the probability that f outputs 0 is 1/2. Hence f converts the
probability distribution 〈1/3, 2/3〉 to 〈1/2, 1/2〉. However, if the bias p is not 1/3, then
the probability that f outputs 0 is not 1/2.
Let U be an exhaustive prefix-free set over {0, 1, . . . , s − 1}. Let us call function
f : U → {0, 1, . . . , t − 1}∗ a tree function. If the set U is computable, then we can
compute the corresponding function f . In this case, we may call such an algorithm tree
algorithm. For example, in (2.20), f is computable using a finite automaton. In general,
a prefix-free set may not be computable.
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Call the probability distribution of the output of a tree function the target distribution.
When the probability distribution of the source and the target of f are p = 〈p0, . . . , ps−1〉
and r = 〈r0, . . . , rt−1〉, respectively, let us say f is a tree function for (p, r). As in previous
sections, the efficiency of a tree function is the average number of output target symbols
per source symbol, and the average cost is its reciprocal. Then the efficiency of f is
bounded above by the entropy bound H(r)/H(p).
The target distribution of a randomizing function does not depend on the source
distribution. We can formally define randomizing tree functions as in Section 2.3. By
replacing {0, 1, . . . , s − 1}n by an exhaustive prefix-free set U over {0, 1, . . . , s − 1} we
obtain the formal definition. Also we can generalize Ens and E˜
n
s : Define S
U
d = U∩Sd. Let
akm
k+ak−1m
k−1+ · · ·+a0 be the m-ary expansion of |SUd |. Partition SUd into subsets Ai
of size aim
i, where 0 < ai ≤ m. Let EUs output ai copies of {0, 1, . . . , m−1}i on Ai. Then
we can obtain E˜Us as we obtained E˜
n
s from E
n
s . Clearly, E
U
s and E˜
U
s are randomizing.
However, Theorem 2.16 does not generalize. (See the example (2.25) below.) Therefore,
we cannot conclude that EUs and E˜
U
s are optimal randomizing functions. Interestingly, we
can see that the optimality of EUs and E˜
U
s completely depends on U . We will give a precise
condition that makes them optimal below. The discussion will be mostly restricted to
binary case, and its generalization is straightforward.
In contrast to the randomizing tree functions, the optimality of tree functions for
known bias are discussed in [26].
2.5.1 Linear Independence of Leaf Polynomials and Their Di-
mension
Let U be an exhaustive prefix-free set over {H, T}, and let T be the corresponding binary
tree. The depth of the tree T is denoted by depth(T ). For x in U , define P(x) = yk(1−y)l,
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where k and l are the number of the occurrences of H and T in x, respectively. Let us
call P(x) the leaf polynomial of x. Also let us define P(T ) = {P(x) | x ∈ U}. A leaf
polynomial can be seen as a real-valued function on [0, 1]. Let dim(P(T )) denote the
dimension of the subspace spanned by P(T ) of the vector space of real-valued functions
on [0, 1]. We are interested in |P(T )| and dim(P(T )).
In the case of U = {H, T}n, all the leaves of the corresponding tree T is of depth n,
and clearly, |P(T )| = n+ 1.
Proposition 2.19. If U = {H, T}n, then P(T ) is linearly independent.
Proof. Note that P(T ) = {yn, yn−1(1 − y), . . . , (1 − y)n}. We need to show that if
any
n + an−1y
n−1(1− y) + · · ·+ a0(1− y)n = 0, then an = an−1 = · · · = a0 = 0. We will
use the fact that {1, y, y2, . . . , yn} is linearly independent.
Note that
P (y) = any
n + an−1y
n−1(1− y) + · · ·+ a0(1− y)n
= [an − an−1 + an−2 − · · ·+ (−1)na0]yn
+ [an−1 − 2an−2 + 3an−3 − · · ·+ (−1)n−1na0]yn−1
+ · · ·
+ a0
=
n∑
l=0
(
n∑
k=0
µlkan−k
)
yl,
where
µlk =


0 if l < k
(−1)k−l−n
(
k
k−l−n
)
otherwise.
The coefficients a0, . . . , an map to the coefficients for {1, y, y2, . . . , yn} by a nonsingu-
lar linear mapping, whose matrix representation is M = [µij ]. Note that M is upper
triangular. Hence, P(T ) is linearly independent, and dim(P(T )) = n + 1.
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s σ(s, n), n = 0, · · · , 7
0 1 1 1 1 1 1 1 1
1 1 2 3 4 5 6 7 8
2 1 3 6 10 15 21 28 36
3 1 4 10 20 35 56 84 120
4 1 5 15 35 70 126 210 330
5 1 6 21 56 126 252 462 792
Table 2.4 Table of σ(s, n)
As a corollary of Proposition 2.19, if U = {H, T}n, then |P(T )| = dim(P(T )) = n+1.
Let σ(s, n) be the number of the points v = (v1, v2, . . . , vs) in N
s such that v1 +
v2 + · · · + vs = n, where N = {0, 1, 2, . . .} is the set of natural numbers. If U =
{0, 1, . . . , s − 1}n, then |P(T )| = σ(s, n). The function σ(s, n) is defined recursively by
σ(s, n) =
∑n
k=0 σ(s− 1, k) and σ(0, n) = 1. Table 2.4 is the table of first a few values of
σ(s, n). We can see that σ(s, n) =
(
n+s
s
)
.
The linear independence of P(T ) is most easily illustrated by a simple example.
Example Consider the case where n = 2, s = 3.
P (x, y) = ax2 + by2 + cxy + dx(1− x− y) + ey(1− x− y) + f(1− x− y)2
= [a− d+ f ]x2
+ [b− e+ f ]y2
+ [c− d− e+ 2f ]xy
+ [d− 2f ]x
+ [e− 2f ]y
+ f · 1
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Let a′, b′, c′, d′, e′, and f ′ are the coefficients for the monomials x2, y2, xy, x, y, and 1,
respectively. Then, in a matrix form, the two sets of coefficients are related as follows:

a′
b′
c′
d′
e′
f ′


=


1 0 0 −1 0 −1
0 1 0 0 −1 1
0 0 1 −1 −1 2
0 0 0 1 0 −2
0 0 0 0 1 −2
0 0 0 0 0 1




a
b
c
d
e
f


(2.21)
Since the set of monomials {x2, y2, xy, x, y, 1} is linearly independent, if P (x, y) = 0,
then a′ = b′ = c′ = d′ = e′ = f ′ = 0. Since the matrix in (2.21) is upper triangular,
we conclude that a = b = c = d = e = f = 0. Hence the set of leaf polynomials for
U = {0, 1, 2}2 is linearly independent. The proof of the following proposition is essentially
a formalization of the argument in this example.
Proposition 2.20. If U = {0, 1, . . . , s− 1}n, then P(T ) is linearly independent.
Proof. We use the linear independence of the set of monomials in y1, . . . , ys−1 of degree
at most n,
Q = {yk11 yk22 · · · yks−1s−1 | 0 ≤ k1 + · · ·+ ks ≤ n}.
There are σ(s, n) = σ(s− 1, 0) + · · ·+ σ(s− 1, n) such monomials; there are σ(s− 1, k)
monomials of degree k in Q. A polynomial in y1, . . . , ys−1 of degree at most n is a linear
combination of elements in Q. Now consider a canonical correspondence β : Q→ P(T )
given by
yk11 · · · yks−1s−1 7→ yk11 · · · yks−1s−1 (1− y1 − · · · − ys−1)n−k1−···−ks−1 .
For the sake of a notational convenience, let us write yk11 · · · yks−1s−1 as yk, where y denotes
(y1, . . . , ys−1) and k denotes (k1, . . . , ks−1). We need to show that if
∑
k akβ(y
k) = 0,
then ak = 0 for every k.
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Consider the mapping µ : a 7→ b defined by the equation
∑
k
bky
k =
∑
j
ajβ(y
j), (2.22)
where a and b are the vectors of coefficients in (2.22). The mapping is, in fact, linear.
With an appropriate ordering of Q, or equivalently, an ordering on the set
K = {(k1, . . . , ks−1) | 0 ≤ k1 + · · ·+ ks−1 ≤ n},
we will show that the matrix representation of the mapping µ is upper triangular.
Let us consider the counter-lexicographical order on the setK. That is, k = (k1, . . . , ks−1) ≺
k′ = (k′1, . . . , k
′
s−1) if kl > k
′
l, where l is the smallest index such that kl 6= k′l.
Note that β(yj) is the sum of monomials yi such that i  j. Define βij by β(yj) =∑
i βijy
i. Then
βij = 0 if j ≺ i. (2.23)
For a given k, from the equation (2.22), we have bky
k =
∑
j ajβkjy
k. So we have bk =∑
j βkjaj, and the matrix for the linear map µ is [βij]. Because of (2.23), [βij] is upper
triangular.
As a corollary of Proposition 2.20, if U = {0, 1, . . . , s−1}n, then |P(T )| = dim(P(T )) =
σ(s, n).
Lemma 2.21. For an exhaustive prefix-free set U over {H, T}, dim(P(T )) ≤ depth(T )+
1.
Proof. Let d = depth(T ) and let Td be the tree corresponding to the set {H, T}d. Then
T can be obtained from Td by applying a sequence of merging operations that merges
two leaves that are siblings to each other. We will see that the merging operation on a
tree does not increase the dimension of the set of leaf polynomials. This observation and
Proposition 2.19 together imply the lemma.
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Suppose that we have a binary tree T1. Let yg and (1− y)g be the leaf polynomials
corresponding to two leaf siblings, and let T ′1 be the tree we obtain after merging the two
leaf siblings. By merging them, we obtain the polynomial g. Note that {yg, (1− y)g}
and {g} are linearly dependent because
yg + (1− y)g = g. (2.24)
If g is linearly dependent on the other leaf polynomials of T ′1 , then {yg, (1 − y)g}
is linearly dependent on the other leaf polynomials of T1 because of (2.24). So the
dim(P(T1)) = dim(P(T ′1 )) in this case. If, otherwise, g is linearly independent of the
other leaf polynomials of T ′1 , then {yg, (1 − y)g} is linearly independent on the other
leaf polynomials of T1, again because of (2.24). So in this case, the merging operation
decreases the dimension be 1, that is, dim(P(T1)) = dim(P(T ′1 )) + 1.
Lemma 2.22. Let U = UH ∪ UT , where UH (UT , respectively) is the subset of strings
with prefix H (T ). Let TL and TR the trees corresponding to L and R, respectively. Then
dim(P(T )) = max{dim(P(TL)), dim(P(TR))}+ 1.
Proof. Note that P(T ) = yP(TL) ∪ (1 − y)P(TR), where yP(TL) = {yg | g ∈ P(TL)}
and (1 − y)P(TR) = {(1 − y)g | g ∈ P(TR)}. Without loss of generality, assume that
dim(P(TL)) ≥ dim(P(TR)). If g ∈ yP(TL), then g(0) = 0. There is at least one polyno-
mial h in (1− y)P(TR) such that h(0) = 1: the rightmost path of TR yields (1− y)k for
some k. Since yP(TL) ∪ {h} is linearly independent, the lemma follows.
By Lemma 2.21 and Lemma 2.22, we obtain the following theorem.
Theorem 2.23. For an exhaustive prefix-free set over {H, T}, dim(P(T )) = depth(T )+
1.
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2.5.2 Optimality of EUs and E˜
U
s
If |P(T )| = dim(P(T )), then the set of leaf polynomials is linearly independent. Since
the proof of Theorem 2.3 depends on the linear independence of the leaf polynomials of
{H, T}n, if |P(T )| = dim(P(T )), then Theorem 2.3 holds for exhaustive prefix-free sets.
As a consequence, the arguments in Section 2.2.3 generalize. So we have the following
theorem.
Theorem 2.24. Tree functions EUs and E˜
U
s are optimal if |P(T )| = dim(P(T )).
However, when |P(T )| > dim(P(T )), EUs may not be optimal. Consider the function
f represented by the following tree.
λ 0 λ
1 1
H
H H
H
T
T T
T
(2.25)
The function f is randomizing on the corresponding prefix-free set
U = {HH,HT, THH, THT, TT}.
However, EU2 does not generate a single output since |SUd | ≤ 1 for every d. Therefore,
EU2 is not optimal. Now note that the depth of the tree (2.25) is 3. Hence the dimension
of the corresponding set of leaf polynomials is 4. However, the tree has 5 different leaf
polynomials.
Table 2.5 lists the number of binary trees that satisfy the condition |P(T )| = dim(P(T )).
A good tree means the tree that satisfies the condition in Table 2.5. The table was com-
puted using Theorem 2.23.
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n All complete binary trees Good trees
2 1 1
3 2 2
4 5 5
5 14 12
6 42 29
7 132 70
8 429 169
9 1430 404
10 4862 969
11 16796 2318
12 58786 5544
13 208012 13246
14 742900 31660
15 2674440 75626
Table 2.5 The number of good trees
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CHAPTER 3
The Optimality of Random Number Generation
Using a Source of Known Distribution
In his doctoral thesis, Gauss showed that every algebraic equation has at least one root
(Fundamental Theorem of Algebra). Abel, in 1828, went on to consider the same problem in a
restricted model of computation. He asked whether a root of every algebraic equation could be
obtained using only arithmetic operations and the extraction of nth roots, and proved that the
answer was negative. While all constructible numbers were known to be algebraic, this
demonstrated that not all algebraic numbers are constructible. Shortly thereafter, he characterized
those algebraic equations which can be solved by means of radicals, and this enabled him to
discuss the feasibility of specific geometric problems, such as the trisection of the angle.
— PREPARATA and SHAMOS, in Computational Geometry, An Introduction (1985)
It is difficult to say what is impossible, for the dream of yesterday is the hope of today and the
reality of tomorrow.
— Robert H. Goddard
Since our main purpose is to establish the difficulty of simulation of a discrete probability
distribution using a source of known distribution, in this chapter, we focus on the simplest
case: simulating a coin of bias r using a coin of bias p.
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3.1 DDG-Trees
3.1.1 DDG-trees and Random Number Generation
Knuth and Yao [20] represented their algorithms by binary trees. Consider a (possibly
infinite) binary tree whose terminal nodes are labeled with 0 or 1. Starting from the
root node we perform a random walk based on coin flips. At each internal node, we
take the left edge with heads (with probability p) and the right edge with tails (with
probability q). If the random walk reaches a terminal node, then the associated label (0
or 1) is output. Suppose that r is the probability that 0 is output. If the random walk
terminates with probability 1, then we can consider the binary tree as a description of an
algorithm that converts coin flips (as a random source) with bias p to flips of another coin
(as a target distribution) with bias r. We call such a binary tree a discrete distribution
generation tree (DDG-tree) for a configuration (p, r). The target distribution generated
by a DDG-tree algorithm will be written 〈r, s〉, where s = 1− r.
The average depth of a DDG-tree T equals the average stopping time of the random
walk on T , hence equals the average running time of the algorithm corresponding to T .
But more important, it is also the average number of source coin flips to generate one
target coin flip. A DDG-tree is optimal for a configuration (p, r), if there is no DDG-tree
for (p, r) with a smaller average depth.
Figure 3.1 shows a DDG-tree for the configuration (1/3, 1/2). Note that each subtree
of a DDG-tree is a DDG-tree itself. We will often label an internal node of a DDG-tree
with the target distribution of the subtree rooted at the node. The average depth of the
DDG-tree is 15/7. In fact, this DDG-tree is optimal for (p, r) = (1/3, 1/2). (This fact
will be proved in Section 3.3.3.) Can we construct an optimal DDG-tree for every (p, r)?
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01
0
1
〈 1
2
, 1
2
〉
〈 1
4
, 3
4
〉
〈 3
4
, 1
4
〉
〈 1
4
, 3
4
〉
〈 3
4
, 1
4
〉
...
Figure 3.1 Simulating an unbiased coin using a coin of bias 1/3.
Throughout this paper, we assume that p ≤ 1/2 is fixed and q = 1− p, hence p ≤ q.
A left edge of a DDG-tree will always be associated with the heads of the source coin,
which occurs with the probability p. For a DDG-tree T , let E(T ) denote the average
depth of T . The root node is at level 0, and for a node v at level i, the children of v are
at level i+ 1.
3.1.2 Recursive Construction of DDG-Trees
In general, a DDG-tree is infinite. The target bias r of a DDG-tree is the sum of the
terms of the form piqj, and most values of r cannot be expressed by a finite sum of the
terms piqj. For example, there is no finite DDG-tree for configuration (1/3, 1/2) because
no finite sum of the terms (1/3)i(2/3)j can be equal to 1/2. Therefore, we propose a
model of recursive construction of DDG-trees.
Definition 3.1. Let us call 0 and 1 trivial DDG-trees with target distributions 〈1, 0〉
and 〈0, 1〉, respectively. A DDG-tree T is either a trivial DDG-tree or a pair (T1, T2) with
the target distribution 〈r, s〉 = 〈pr1 + qr2, ps1 + qs2〉, where T1 and T2 are DDG-trees,
and 〈r1, s1〉 and 〈r2, s2〉 are target distributions of T1 and T2, respectively. We call T1
and T2 the left subtree and the right subtree of T , respectively.
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There are four possible branchings from an internal node:
(3.1)
An empty square denotes a trivial DDG-tree, which is a terminal node, and a triangle
denotes a non-trivial DDG-tree. Let us call the four possible branchings S, L, R, and B,
respectively, for stop, left, right, and both. The type of a DDG-tree is the branching at
the root node, namely, S, L, R, or B. We say that an internal node takes a branching b if
the branching at the internal node is b.
In the case of S, L, and R, the branching includes a terminal node. By specifying
the label for terminal node, we have the branchings shown below; let us call them
S0, S1, L0, L1, R0, and R1, respectively.
0 1 1 0 0 1 0 1
(3.2)
When branching L or R is taken, one of the subtrees is trivial. Since, by definition,
the target distribution of a DDG-tree T is the weighted sum of the target distributions of
the subtrees, 〈r, s〉 = 〈pr1 + qr2, ps1 + qs2〉, and the target distribution of trivial subtree
is constant, the target distribution of the non-trivial subtree is uniquely determined by
the target distribution of T .
A DDG-branching function is a function of the form
F : (0, 1/2]× (0, 1) −→ {S0, S1, L0, L1, R0, R1, B} × (0, 1).
A DDG-branching function F induces a unique DDG-tree for a given configuration (p, r)
as follows. Suppose that F (p, r) = (b, r′). The branching at the internal node v with
target bias r is specified by the value of b in {S0, S1, L0, L1, R0, R1, B}. The target biases
of subtrees of v are determined by r′ in (0, 1). If the branching b is L or R, then the target
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bias of the nontrivial subtree is r′. If b = B, then there are two non-trivial subtrees,
and the target biases for them are r1 = r
′ and r2 = (r − pr1)/q, respectively. Then
the subtrees are determined by F recursively. For example, if F (p, r) = (L1, r′), and
F (p, r′) = (R0, r′′), then the induced tree is the following.
1
0
r
r′
r′′
Call a DDG-tree defined in this manner an F -tree, and call this procedure a recursive
construction of DDG-tree.
3.1.3 Examples of Recursive Constructions of DDG-trees
The Knuth-Yao method [20] is based on the binary expansions of the target bias r and
s = 1 − r: the Knuth-Yao DDG-tree has a depth-k terminal node with label 0 (1,
respectively) if and only if the kth coefficient of the expansion of r (s) is 1. For example,
suppose that we want to simulate the binary distribution 〈1/3, 2/3〉. Based on the binary
expansions 1/3 = (0.010101 · · ·)2, 2/3 = (0.101010 · · ·)2, the Knuth-Yao method results
in the following DDG-tree for the configuration (1/2, 1/3).
1
0
1
0
...
〈 1
3
, 2
3
〉
〈 2
3
, 1
3
〉
〈 1
3
, 2
3
〉
〈 2
3
, 1
3
〉
〈 1
3
, 2
3
〉
(3.3)
Although this DDG-tree has only branching L at each internal node, branching R can
replace it because the source is unbiased. A Knuth-Yao DDG-tree is optimal because the
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truncated tree of each finite depth gives the best approximation of the target distribu-
tion, as the binary expansion is the best possible approximation by finite sum of powers
of 1/2. Although Knuth and Yao did not mention in their paper, thier method has a
straightforward generalization for m-ary uniform source, for m ≥ 2, and the generaliza-
tion results in optimal simulations. The DDG-trees generated by Knuth-Yao method are
induced recursively by the following DDG-branching function
FKY (r) =


(S0,−) if r = 1
2
(L0, 2r) if r < 1
2
(L1, 2r − 1) if r > 1
2
(3.4)
Since the source bias is fixed at 1/2, FKY takes only r as an argument. The recursive
construction by FKY is essentially the same as the recursive computation of the standard
binary expansion.
The Han-Hoshi method [13] handles an arbitrary source distribution. In the following
discussion, we deal with the special case of Han-Hoshi method, where the source and the
target are coins. The target distribution is represented as a partition of the unit interval,
and the partition is approximated by a union of subintervals of the size pkql. For example,
Figure 3.2 shows the subdivision process for configuration (1/3, 1/2). The dot on 1/2
divides the unit interval into two subintervals, [0, 1/2) and [1/2, 1], corresponding to
the target distribution 〈1/2, 1/2〉. We call the subintervals target subintervals. Now
we consider another subdivision into [0, 1/3) and [1/3, 1], which we call approximating
subintervals. The ratio of approximating subintervals is always p : q. Since [0, 1/3) is
included in [0, 1/2), we cross it out. At the second step, we do the same thing with the
remaining interval [1/3, 1], and now the target subintervals are [1/3, 1/2) and [1/2, 1].
The approximating subintervals are [1/3, 5/9) and [5/9, 1]. Since [5/9, 1] is included in
the target subinterval [1/2, 1], we cross out [5/9, 1]. So at the third step, the target
subintervals are [1/3, 1/2) and [1/2, 5/9), and we proceed in this manner. Note that
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Figure 3.2 Han-Hoshi interval subdivisions
original target intervals are approximated by approximating intervals: [0, 1/2) = [0, 1/3)∪
[1/3, 11/27) ∪ [11/27, 37/81)∪ [37/81, 119/243)∪ · · ·, and [1/2, 1] = [5/9) ∪ · · ·.
This process corresponds to a DDG-tree. A crossed-out approximating subinterval
corresponds to a terminal node: if it is in the left (right, respectively) target subinterval,
then the output label is 0 (1). And the size of the crossed out approximating subinterval is
the probability that the random walk reaches the corresponding terminal node. The sum
of the sizes of the target intervals (the sizes of solid parts) over all steps is the average
depth of the corresponding DGG-tree. The interval subdivision process in Figure 3.2
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corresponds to the following DDG-tree.
0
1
0
0
0
〈 1
2
, 1
2
〉
〈 1
4
, 3
4
〉
〈 3
4
, 1
4
〉
〈 5
8
, 3
8
〉
〈 7
16
, 9
16
〉
〈 5
32
, 27
32
〉
...
(3.5)
The average depth of the DDG-tree is greater than 2.2, which is larger than the aver-
age depth of the DDG-tree in Figure 3.1 for the same configuration. So the DDG-tree
(3.5) is not optimal. The DDG-trees generated by the Han-Hoshi algorithm are induced
recursively by the DDG-branching function:
FHH(p, r) =


(S0,−) if r − p = 0
(L1, r/p) if r − p < 0
(R0, (r − p)/q) if r − p > 0.
(3.6)
Now we introduce a new method that we call A1. The DDG-tree in Figure 3.1 is
constructed by A1. This method is based on the intuition that it is best to take branch-
ing S if possible, and it is likely better to take branching L than R because a right edge
is heavier than a left edge at the same level. This idea can be explained in terms of
interval subdivision. Figure 3.3 shows the interval subdivisions of A1 for the configu-
ration (1/3, 1/2). Note that, in the Han-Hoshi method, the lengths of approximating
subintervals are always in ratio p : q. In A1, the ratio of approximating subintervals can
be either in ratio p : q or in ratio q : p. Compare Figure 3.2 and Figure 3.3. The first two
steps are identical. But the third step of A1 divides the interval in the ratio q : p. By
doing so, the interval in the fourth step is now smaller than the interval of Han-Hoshi.
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Figure 3.3 A1 interval subdivisions
For simplicity, call a DDG-tree constructed by A1 an A1-tree. The algorithm is
described by the following DDG-branching function:
FA1(p, r) =


(S0,−) if r − p = 0
(S1,−) if s− p = 0
(L1, r/p) if r − p < 0
(L0, (r − q)/p) if s− p < 0
(R0, (r − p)/q) if r − p > 0 and r < s
(R1, r/q) if s− p > 0 and r ≥ s.
(3.7)
Both the Han-Hoshi method and A1 generalize the Knuth-Yao method: When p = 1/2,
both methods generate essentially the same tree as the Knuth-Yao method. Therefore,
both methods generate optimal DDG-trees for p = 1/2. But in general DDG-trees
constructed by the methods are not optimal; we have seen that a Han-Hoshi DDG-tree
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is not optimal earlier. Consider the DDG-trees (3.8) for p = 0.1 and r = 2pq = 0.18.
The tree on the left has the average depth 2. The tree on the right is generated by A1,
and its average depth is at least 2.071. Hence it is not an optimal DDG-tree.
1 0 0 1
0
1
1
...
(3.8)
In Section 3.3.3, we will prove that A1-trees are optimal for some configurations. As a
corollary, we will obtain the optimality of the DDG-tree in Figure 3.1.
3.2 Impossibility of Recursive Construction of Opti-
mal DDG-Trees
In this section, we address the computability of the recursive construction of an optimal
DDG-tree. In order to argue about computability, we need a computation model.
3.2.1 Algebraic Computation Models and DDG-branching Func-
tions
In Section 3.1.3, we showed that previously known methods for our problem can be seen
as recursive constructions based on DDG-branching functions. Also we introduced a new
method called A1 that is defined by a DDG-branching function. Observe that all the
DDG-branching functions are expressed by simple algebraic expressions and decisions
based on the values of simple algebraic formulas; whether r − p is greater than 0, etc.
Such a computaion is well-modeled by classical algebraic computation models.
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The computational complexity of decision problems involving computations of real
numbers is studied using computation models such as the algebraic decision tree [32],
the algebraic computation tree [2] and the real-RAM. Let A be a subset of Rn. A
decision problem P on a domain A is a mapping from A to a finite set, say, {0, 1, . . . , k}.
Suppose that P is computed by an algebraic computation model. Then, for each i in
{0, 1, . . . , k}, P−1(i) is a set of solutions in A of a system of polynomial equations and
inequalities that are derived by the corresponding computation path. A set of solutions
of a system of polynomial equations and inequalities is called a semi-algebraic set. The
number of connected components of a semi-algebraic set is finite [23, 25, 34]. The number
of connected components of P−1(i) is used to determine the computational complexity
of the decision problem P in terms of algebraic computation models (for example, the
depth of an algebraic decision tree). More sophisticated topological invariants like Betti
numbers are also used [36].
We prove that our problem requires an infinite number of connected components.
Therefore, the problem is not solvable using classical algebraic computation models.
Given a DDG-branching function F , let F˜ : (0, 1/2]×(0, 1) −→ {S0, S1, L0, L1, R0, R1, B}
be the projection of F such that F˜ (p, r) = b, where F (p, r) = (b, r′). The function F˜
makes a decision about the kind of branching of the DDG-tree that F induces. For all
DDG-braching functions that we considered in Section 3.1.3, the corresponding projec-
tions can be computed by classical algebraic computation models. For example, Fig-
ure 3.4 shows F˜HH , the projection of Han-Hoshi DDG-branching function.
3.2.2 Case r = 2pq
Consider the case where the target bias r = 2pq. Let C2pq = {(p, r) | r = 2pq, 0 < p ≤
1/2}. The following tree is a DDG-tree for all configurations in C2pq. Call this DDG-tree
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Input (p, r) r − p
Output L1
> 0
Output S0
= 0
Output R0
< 0
Figure 3.4 Projection of Han-Hoshi DDG-branching function.
T2pq.
1 0 0 1
(3.9)
We will show that T2pq is the unique optimal tree for configurations in a dense subset of
C2pq.
Suppose that F ∗ is a DDG-branching function that induces optimal DDG-trees. So, if
(p, r) is a configuration in this subset, then F ∗ must induce T2pq for (p, r) and F˜ ∗(p, r) = B.
But we will also show that there are infinitely many configurations (p, r) in C2pq for
which T2pq is not optimal, and that for those configurations F˜ ∗ takes R. Our main result,
Theorem 3.3, is based on these facts.
Note that E(T2pq) = 2 for every p in (0, 1/2]. Therefore if there is a DDG-tree
T 6= T2pq for (p, 2pq), for a fixed p ∈ (0, 1/2], with an average depth at most 2, then T2pq
is not the unique optimal DDG-tree for the configuration (p, 2pq). Let us define
A = {p ∈ (0, 1/2] | T2pq is the unique optimal DDG-tree for (p, 2pq).}
B = {p ∈ (0, 1/2] |There is an infinite DDG-tree T for (p, 2pq), and E(T ) = 2.}
C = {p ∈ (0, 1/2] |There is a DDG-tree T for (p, 2pq), and E(T ) < 2.}
D = {p ∈ (0, 1/2] |There is a finite DDG-tree T for (p, 2pq), T 6= T2pq and E(T ) = 2.}
Theorem 3.2. The following hold for A, B, C, and D.
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(0.5, 0.5)(0.3, 0.5)
p
r
Figure 3.5 The set C2pq, the configurations (p, r) such that r = 2pq. The small circles
on the curve correspond to the configurations (p, 2pq) for some samples of p in C. The
DDG-trees corresponding to the configurations are presented in Section 3.4.3.
(i) A is a dense subset of (0, 1/2].
(ii) B is uncountable and nowhere dense.
(iii) C ∪ D is countable, and C is infinite.
(iv) If a DDG-tree T for the configuration (p, 2pq) is not T2pq, and E(T ) ≤ 2, then T
takes branching R at the root.
Note that T2pq is not the unique optimal DDG-tree for (p, 2pq) if and only if there is
a DDG-tree T for (p, 2pq) such that T 6= T2pq and E(T ) ≤ 2. Therefore A = (0, 1/2] \
(B∪C ∪D). Therefore, parts (ii) and (iii) of Theorem 3.2 together imply that A is dense
in (0, 1/2]. The proofs of parts (ii), (iii) and (iv) of Theorem 3.2 are given in Section 3.4.
Theorem 3.3. No algebraic computation tree can decide the branchings for a recursive
construction of an optimal DDG-tree for all (p, r).
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Proof. Suppose to the contrary that there is a DDG-branching function F ∗ such that F ∗-
trees are optimal, and suppose F˜ ∗ can be computed by an algebraic computation tree.
Let us consider the behavior of F˜ ∗ on C2pq, the curve shown in Figure 3.5. If p ∈ A, then
F˜ ∗(p, 2pq) = B because for such p, T2pq is the unique optimal DDG-tree and it takes the
branching B at the root. Similarly, if p ∈ C, then T2pq is not optimal and F˜ ∗(p, 2pq) = R
by (iv) of Theorem 3.2. If p ∈ (B∪D)\C, then a DDG-tree of average depth 2 is optimal,
and it can be either T2pq or a DDG-tree of type R. So in this case, F˜ ∗(p, 2pq) may be
either B or R. Therefore, we can conclude that
A ⊂ {p | F˜ ∗(p, 2pq) = B} ⊂ A ∪ ((B ∪ D) \ C) = (0, 1/2] \ C. (3.10)
The last equality in (3.10) holds because A ∩ C = ∅, and A ∪ B ∪ C ∪ D = (0, 1/2].
Let C = F˜ ∗
−1
(B) ∩ C2pq. Since F ∗ is computed by an algebraic computation tree,
F˜ ∗
−1
(B) is a semi-algebraic set. Clearly C2pq is a semi-algebraic set too. Therefore, C
has a finite number of connected components.
Consider the projection C ′ = {p | (p, r) ∈ C}, which is a homeomorphic image of C.
Note that C ′ = {p | F˜ ∗(p, 2pq) = B}, and by (3.10) we have A ⊂ C ′ ⊂ (0, 1/2] \ C. By
Theorem 3.2, A is dense, and therefore C ′ is a dense subset of (0, 1/2]. Also C ′ does not
contain any point in C, and C is an infinite set by (iv) of Theorem 3.2. Therefore C ′ has
an infinite number of connected components, a contradiction.
3.3 Optimal Infinite DDG-Trees
We show that A1-trees are optimal for the configurations for which no finite DDG-tree
exists and the source bias is close to 1/2. First, we prove some upper bounds for A1-trees
and lower bounds for general DDG-trees.
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Remember that the type of a DDG-tree is the branching at the root node. We say
that an internal node takes a branching b if the branching at the internal node is b. We
also say that a DDG-tree T takes a branching b at level i, if an internal node ith level
takes branching b. Since an A1-tree takes only branchings S, L or R, there is a unique
internal node at each level.
3.3.1 Upper Bounds for A1-Trees
We analyze the average depth of A1-trees. Call a path on a DDG-tree that is obtained
by taking consecutive right branchings a right branching path. Define K(p, r) to be
the length of the first right branching path starting at the root of the A1-tree for the
configuration (p, r). By definition, if the type of A1-tree for the configuration (p, r) is
not R, then K(p, r) = 0.
Lemma 3.4. For a configuration (p, r), K(p, r) = ⌈logqmax(r, s)⌉ − 1.
Proof. Let T be the A1-tree for (p, r). We proceed by induction on the value of K(p, r).
Suppose that K(p, r) = 0. By definition, the type of T is not R. Hence max(r, s) ≥ q.
(See the definition of A1 (3.7).) So ⌈logqmax(r, s)⌉ − 1 = 0, and the lemma holds for
K(p, r) = 0.
Suppose that K(p, r) = n ≥ 1. Since the type of T is R, the target distribution for the
internal node at level 1 is 〈r′, s′〉 = 〈(min(r, s)−p)/q,max(r, s)/q〉. In the subtree with the
target distribution 〈r′, s′〉, the length of the first right branching path of length is n− 1.
By the induction hypothesis, K(p, (min(r, s)− p)/q) = ⌈logq(max(r, s)/q)⌉ − 1 = n− 1.
Therefore, ⌈logqmax(r, s)⌉ − 1 = n, which completes the proof.
Note that K(p, r) is the minimum k such that max(r, s) > qk+1. Lemma 3.4 implies
that a right branching path of an A1-tree cannot be infinite. LetK∗(p) = K(p, 1/2). For a
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fixed p, K(p, r) is bounded above by K∗(p) = ⌈logq 12⌉−1. Therefore, the length of a right
branching path, not necessarily the first one, in an A1-tree is at most K∗(p). Let us write
K and K∗, respectively, for K(p, r) and K∗(p) where the context is clear. Let U(p, r) be
the average depth of the A1-tree for configuration (p, r) and U∗(p) = sup0≤r≤1/2 U(p, r).
Then
U∗(p) ≤ p + 2pq + 3pq2 + · · ·+K∗pqK∗−1 + (K∗ + 1)qK∗+1 + pqK∗ (K∗ + 1 + U∗(p))
= p + 2pq + 3pq2 + · · ·+K∗pqK∗−1 + (K∗ + 1)pqK∗ + (K∗ + 1)qK∗+1 + pqK∗U∗(p)
=
1− qK∗+1
p
− (K∗ + 1)qK∗+1 + (K∗ + 1)qK∗+1 + pqK∗U∗(p)
=
(
1 + q + · · ·+ qK∗
)/
(1− pqK∗).
Theorem 3.5. The average depth of an A1-tree is at most
(
1 + q + · · ·+ qK∗(p)
)/
(1− pqK∗(p)).
This upper bound is sharp for p such that K∗(p) = 1, 2, · · ·. When K∗(p) = 1, or
equivalently, when 1− 1/√2 ≤ p < 1/2, we have U∗(p) ≤ (1 + q)/(1− pq).
Observe that the bound in Theorem 3.5 is independent of the target distribution
〈r, s〉.
Lemma 3.6. Let TL and TR be DDG-trees of types L and R, respectively. The following
statements about the average depth of DDG-trees hold.
(UB1) If TL is an A1-tree, then E(TL) < 2.
(UB2) If TR is an A1-tree, and p ≥ 0.32, then E(TR) ≤ U∗(p) ≤ (1 + q)/(1−
pq).
Proof. (UB1) Let T ′ be the subtree rooted at the internal node at the level 1. Since T ′
is an A1-tree, E(T ′) ≤ U∗(p). Note that U∗(p) < 1/p. Hence E(TL) = 1 + pE(T ′) < 2.
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(UB2) Since p ≥ 0.32 > 1 − 1/√2, K∗(p) = 1. Since TR is an A1-tree, E(TR) ≤
U∗(p) ≤ (1 + q)/(1− pq).
3.3.2 Lower Bounds
The following lemma states lower bounds on the average depth of a DDG-tree depending
on the branching at the root.
Lemma 3.7. Let TS, TL, TR and TB be DDG-trees of types S, L, R and B, respectively.
The following statements about the average depth of DDG-trees hold.
(LB1) E(TS) = 1, E(TL) ≥ 1 + p, E(TR) ≥ 1 + q, and E(TB) ≥ 2.
(LB2) If T is an infinite DDG-tree, then E(T ) ≥ 1/q. If p 6= 1/2 and T is an
infinite DDG-tree of average depth 1/q, then every internal node of T takes
branching L.
(LB3) If TR is infinite, then E(TR) ≥ 2. If p 6= 1/2 and TR is an infinite
DDG-tree of average depth 2, then every internal node of TR, except the root
node, takes branching L.
(LB4) If TB is infinite, then E(TB) ≥ 2 + p2/q.
Proof. (LB1) It is clear that E(TS) = 1. The following are the DDG-trees with the
smallest average depths of type L, R, and B, and their average depths are 1+p, 1+ q, and
2, respectively.
(LB2) Let T ∗ be a DDG-tree that takes a left branching at every internal node. Then
E(T ∗) = 1 + p + p2 + · · · = 1/q. Suppose that T is an infinite DDG-tree such that
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E(T ) ≤ 1/q. We will show that every internal node takes branching L. Hence, 1/q is the
tight lower bound, and T = T ∗.
First, we show that any internal node of T cannot take branching B. Suppose that
T takes a first branching B at level k; T takes only L or R at each node at ith level,
for i < k. Let T ′ be the subtree rooted at the kth internal node. Note that E(T ) =
1 +
∑k−1
i=1 p
diqi−di + pdkqk−dkE(T ′), where {di} is monotonically increasing sequence such
that ei = di+1 − di is 0 or 1. The ith internal node takes branching L if and only if
ei = 1. By (LB1), E(T
′) ≥ 2. Since p ≤ q, we have pi ≤ pdiqi−di, hence E(T ) ≥
1 + p + · · ·+ pkE(T ′) ≥ 1 + p + · · ·+ 2pk > 1/q, a contradiction. Hence we can assume
that each internal node of T takes only L or R. For some monotonically increasing
sequence {di} as above, E(T ) = 1 +∑∞i=1 pdiqi−di ≥ 1 +∑∞i=1 pi = 1/q, where {di} is as
above. Note that if an internal node of T takes branching R, then E(T ) is strictly greater
than 1/q, unless p = q = 1/2.
(LB3) Let T ′ be the subtree rooted at the internal node at level 1. Then, by (LB2),
E(TR) = 1 + qE(T
′) ≥ 2.
(LB4) Consider the following DDG-tree in which the DDG-tree T ∗ takes branching L
at every internal node, as in the proof of (LB2).
T ∗
Then the shown DDG-tree is an infinite DDG-tree of the smallest average depth with
branching B at the root.
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3.3.3 Optimality for Infinite Trees
There are configurations (p, r) for which the only DDG-trees are infinite. For example, if
p and r are rational, and p = a/b, r = c/d, in their lowest terms, and gcd(b, d) = 1, then
a DDG-tree for the configuration must be infinite because any finite tree will result in a
rational target whose denominator is not prime to b. Also, if p is an irrational number
(like Abrahams’s algebraic coin [1]), and the target bias r is a rational number, then
every DDG-tree for (p, r) is infinite.
Theorem 3.8. If there is no finite DDG-tree for a configuration (p, r), and if p ≥ 0.32,
then the A1-tree for (p, r) is optimal.
Proof. Let T be the A1-tree for (p, r), and let T ′ be a different DDG-tree for the same
configuration. Suppose that the internal node of T at level m is the first to take a
different branching from T ′. Let Tm and T
′
m are subtrees rooted at mth nodes of T and
T ′, respectively. We will show that E(Tm) ≤ E(T ′m), which implies that E(T ) ≤ E(T ′).
Let 〈rm, sm〉 be the target distribution for Tm. Evidently, 〈rm, sm〉 is also the target
distribution for T ′m. Note that Tm and T
′
m are infinite trees, and Tm is an A1-tree.
Case p = rm or p = sm: Then E(Tm) = 1 ≤ E(T ′m) by (LB1) of Lemma 3.7.
Case rm < p or sm < p: In this case, L, R, and B can be chosen. Since Tm is A1-tree,
it takes L at the root node and thus E(Tm) < 2 by (UB1) of Lemma 3.6. By (LB1) and
(LB3), E(T ′m) ≥ 2. Hence E(Tm) ≤ E(T ′m).
Case p < min(rm, sm): In this case, R and B can be chosen. Since Tm is A1-tree,
it takes R at the root node; if rm < sm, then R0, otherwise, R1. By (UB2), E(Tm) ≤
(1 + q)/(1 − pq). Without loss of generality suppose that rm < sm; so Tm takes R0.
There are two choices for T ′m. If it takes B, then by (LB4), E(T
′
m) ≥ 2 + p2/q. Since
(1 + q)/(1 − pq) ≤ 2 + p2/q for p ≥ 0.32, we have E(Tm) ≤ (T ′m). So we only need to
consider the case where T ′m chooses R1. We can assume that T
′
m does not have branching B
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by the above discussion. By Lemma 3.9, the first right branching path of Tm is not longer
than that of T ′m. So Tm takes branching L no later than T
′
m, hence E(Tm) ≤ E(T ′m).
Lemma 3.9. Suppose that T is an infinite DDG-tree for a configuration (p, r) that does
not have branching B. Then the length of the first right branching path is at least K(p, r).
Proof. Suppose that the length k of the first right branching path of T is less than
K(p, r) = ⌈logqmax(r, s)⌉ − 1. Then the internal node at level k takes L. Let 〈rk, sk〉
be the target distribution at this node. Let ℓi, i = 1, . . . , k be the labels at the terminal
nodes at level i. Then we have
rk =
1
qk
(
r −
k∑
i=1
χ0(ℓi)pq
i−1
)
sk =
1
qk
(
s−
k∑
i=1
χ1(ℓi)pq
i−1
)
where χ0 (respectively χ1) is the characteristic function of 0 (1). Since the internal
node at level k takes L, we have max(rk, sk) > q. So either r−∑ki=1 χ0(ℓi)pqi−1 > qk+1 or
s−∑ki=1 χ1(ℓi)pqi−1 > qk+1 holds. However, max(r, s) < qK(p,r) < qk, a contradiction.
The DDG-tree shown in Figure 3.1 is an A1-tree. There is no finite DDG-tree for
the configuration (1/3, 1/2) because the denominators 3 and 2 are relatively prime, and
p = 1/3 > 0.32. Hence the tree in Figure 3.1 is optimal.
For a fixed p, at most countably many values of r allow finite trees. Therefore, for a
fixed p ≥ 0.32, algorithm A1 constructs an optimal DDG-tree for almost every r.
3.4 Proof of Theorem 3.2
In this section, we prove Theorem 3.2 by characterizing the optimal DDG-trees for the
configurations in C2pq = {(p, r) | r = 2pq, 0 < p ≤ 1/2}. First we prove the assertion (iv).
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Consider the possible branchings for the target r = 2pq, and consider the DDG-trees with
average depth at most 2. When p = 1/2, of course, r = 2pq = 1/2, and the two trees
of type S, whose average depths are 1, are optimal. We exclude this case and assume
p < 1/2. Since p < r < s, the branchings S and L are not possible. The average depth of
the trees of type B is at least 2 (Lemma 3.7, (LB1)), and the only tree of this type with
average depth at most 2 is T2pq. Therefore we proved assertion (iv) of Theorem 3.2 and
put it as a lemma.
Lemma 3.10. If a DDG-tree T for the configuration (p, 2pq) is not T2pq, and E(T ) ≤ 2,
then T takes branching R at the root.
Now suppose that T is a DDG-tree of type R for the configuration (p, 2pq) with average
depth at most 2. If T is an infinite DDG-tree, then by Lemma 3.7, (LB3), E(T ) ≥ 2. So
we conclude:
Lemma 3.11. If T is an infinite DDG-tree for (p, 2pq) and E(T ) ≤ 2, then E(T ) = 2.
Therefore, if E(T ) < 2, then T must be a finite DDG-tree.
Lemma 3.12. If T is DDG-tree for (p, 2pq) and E(T ) < 2, then T is finite.
We first discuss the case where T is infinite. In order to do so, we discuss a special
class of infinite DDG-trees in Section 3.4.1. Then we give a complete characterization
of the case where T is infinite in Section 3.4.2. It seems rather difficult to give a full
description of the case where T is finite, about which we will discuss in Section 3.4.3.
However, we do not need a complete characterization of the case to prove our main result
Theorem 3.3.
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3.4.1 Preliminaries
In this section we discuss a class of infinite DDG-trees which has a one-to-one correspon-
dence with the set of infinite binary sequences {0, 1}ω.
Given a sequence ǫ = ǫ0ǫ1ǫ2 · · · in {0, 1}ω, let Tǫ be the infinite DDG-tree such that
every internal node takes branching L, and ǫi−1 is the label for ith terminal node:
ǫ0
ǫ1
ǫ2
ǫk
kth branch
(3.11)
Let A0(ǫ) = {i | ǫi = 0}, and let A1(ǫ) = {i | ǫi = 1}. Then the target distribution of Tǫ
is 〈fǫ(p), 1− fǫ(p)〉, where fǫ(p) = ∑i∈A0(ǫ) qpi.
Let fǫ(t) =
∑
i∈A0(ǫ)(1−t)ti, where 0 ≤ t ≤ 1/2. Each summand is monotone; if i = 0,
then decreasing, otherwise increasing. Because of the monotonicity of the summands, the
derivative of fǫ is the sum of the derivatives of the summands of the sum that defines
fǫ. It is straightforward to show that if ǫ0 = 0, then f
′
ǫ(t) ≤ 0 for 0 ≤ t ≤ 1/2, hence fǫ
is decreasing. If ǫ0 = 1, then each summand (1 − t)ti is increasing and so is fǫ. So we
conclude the following.
Lemma 3.13. If ǫ0 = 0, then fǫ(0) = 1, and fǫ is monotone decreasing. If ǫ0 = 1, then
fǫ(0) = 0, and fǫ is monotone increasing.
Let us consider the strict lexicographical order ≺ on {0, 1}ω based on the relation
0 ≺ 1. For example, 01ω ≺ 10ω. If ǫ ≺ ǫ′ and there is no sequence strictly between ǫ and
ǫ′, then we call ǫ the immediate predecessor of ǫ′ and ǫ′ the immediate successor of ǫ.
Lemma 3.14. A sequence ǫ is an immediate predecessor if and only if ǫ = δ01ω for some
δ ∈ {0, 1}∗. In this case, the immediate successor of ǫ is δ10ω.
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Lemma 3.15. If ǫ ≺ ǫ′, then fǫ(t) > fǫ′(t) for 0 < t < 1/2.
Proof. Suppose that ǫ = ǫ0ǫ1 · · ·, ǫ′ = ǫ′0ǫ′1 · · ·, and that ǫk and ǫ′k are the first symbols at
which ǫ and ǫ′ differ so that ǫk = 0 and ǫ
′
k = 1. Let
f(t) =
∑
i∈A0(ǫ),i≤k
(1− t)ti.
Since each (1− t)tj is positive, for 0 < t < 1/2, and fǫ(t) contains all the summands of
f(t), we have fǫ(t) ≥ f(t) for 0 < t < 1/2. Note that
tk >
∞∑
i=k+1
ti =
tk+1
1− t
for 0 < t < 1/2, since 1− t > t. Also note that
fǫ′(t) = f(t)− (1− t)tk +
∑
i∈A0(ǫ′),i≥k+1
(1− t)ti.
So
f(t)− fǫ′(t) = (1− t)tk −
∑
i∈A0(ǫ′),i≥k+1
(1− t)ti
> (1− t)tk −
∞∑
i=k+1
(1− t)ti
= (1− t)

tk − ∞∑
i=k+1
ti

 > 0
for 0 < t < 1/2. Hence fǫ(t) ≥ f(t) > fǫ′(t) for 0 < t < 1/2.
Note that Lemma 3.15 does not hold for t = 1/2, in which case fǫ(1/2) = fǫ′(1/2) if
ǫ is the immediate predecessor of ǫ′. See Figure 3.6.
Let S(p) = {fǫ(p) | ǫ ∈ {0, 1}ω}. By Lemma 3.15, fǫ(p) 6= fǫ′(p), if ǫ 6= ǫ′ and
0 < p < 1/2. Therefore the mapping γp : {0, 1}ω → [0, 1], defined by ǫ 7→ fǫ(p) is one-to-
one for 0 < p < 1/2, and thus S(p) = γp({0, 1}ω) is uncountable. However, the mapping
is not onto; there are gaps on the image, namely, the open intervals (γp(ǫ), γp(ǫ
′)), where
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Figure 3.6 Plots of fǫ for fourteen sequences: 001
ω, 010ω, 0101ω, 0110ω, 01101ω, 01110ω,
01
ω, 10ω, 101ω, 110ω, 1101ω, 1110ω, 11101ω, and 11110ω, in an increasing order. They
correspond to the functions q+qp, q+p2, q+qp2, q+p3, q+qp3, q+p4, q, p, qp, p2, qp2, p3, qp3,
and p4, respectively. Note that the pairs of sequences whose corresponding functions are
equal at 1/2 are the pairs of immediate predecessors and successors.
ǫ is the immediate predecessor of ǫ′. These gaps correspond exactly to the middle sets
that are cut off in the construction of the Cantor sets. The Hausdorff dimension of S(p)
is − log 2/ log p. So we have a class of uncountably many Cantor sets such that for each
real number h between 0 and 1, the class contains a Cantor set of Hausdorff dimension
h. (See [11] for Hausdorff dimension.)
Proposition 3.16. For 0 < p < 1/2, S(p) is a Cantor set. The set S(1/3) is the Cantor
middle-third set. The Hausdoff dimension of S(p) is − log 2/ log p.
When p = 1/2, γp is not one-to-one anymore, but it is onto, and S(1/2) = [0, 1].
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3.4.2 Infinite Trees: Set B
Suppose that T is an infinite DDG-tree for the configuration (p, 2pq) and E(T ) = 2.
By Lemma 3.7, (LB3), T takes branching L at every internal node from level 1. Since
p < 2pq < q, both 0 and 1 are possible for the label at level 1. Let TA and TB be the
DDG-trees with label 0 and 1 at level 1, respectively. Then the target distribution for
the sub-DDG-tree rooted at the node at level 1 is 〈(2pq − p)/q, (p2 + q2)/q〉 for TA, and
〈2p, 1− 2p〉 for TB. Since (2pq − p)/q < p, TA must take label 1 at the terminal node at
level 2. Since 1− 2p < q, TB must take label 0 at the terminal node at level 2. So T is
either of the following forms:
TA =
0
1
〈r, s〉 = 〈2pq, p2 + q2〉
〈r′, s′〉 = 〈 2pq−p
q
,
p2+q2
q
〉
〈1− p
q
,
p
q
〉 = 〈r′′, s′′〉
T ′
TB =
1
0
〈r, s〉 = 〈2pq, p2 + q2〉
〈r′, s′〉 = 〈2p, 1− 2p〉
〈2− q
p
,
q
p
− 1〉 = 〈r′′, s′′〉
T ′
(3.12)
where T ′ is an infinite tree such that every internal node takes branching L, whose target
bias is 1−p/q in the case of TA, and 2−q/p in the case of TB. Note that T ′ is Tǫ for some
ǫ ∈ {0, 1}ω. The target bias of Tǫ is fǫ(p). Therefore, for a given p, TA is a DDG-tree for
the configuration (p, 2pq) if and only if fǫ(p) = 1 − p/q, and TB is a DDG-tree for the
configuration (p, 2pq) if and only if fǫ(p) = 2− q/p.
Lemma 3.17. If target distribution of Tǫ is 〈1 − p/q, p/q〉 for some p in (0, 1/2), then
ǫ0 = 1. Moreover, for every ǫ such that ǫ0 = 1, there is a unique p such that Tǫ is a
DDG-tree for the configuration (p, 1− p/q).
Proof. The largest element ǫ in {0, 1}ω such that ǫ0 = 0 is 01ω. For 0 < p ≤ 1/2,
f01ω(p) = q > 1− p/q. Therefore, by Lemma 3.15 for every ǫ in {0, 1}ω such that ǫ0 = 0,
fǫ(p) > f01ω(p) > 1 − p/q. So there is no p ∈ (0, 1/2] such that fǫ(p) = 1 − p/q. (See
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Figure 3.7 Plots of fǫ for some ǫ  10ω and g(p) = 1− p/q.
Figure 3.6.) Now consider ǫ in {0, 1}ω such that ǫ0 = 1. Then by Lemma 3.13, fǫ(0) = 0
and fǫ is monotone increasing. Let us define g(p) = 1 − p/q. Note that g is monotone
decreasing, g(0) = 1 and g(1/2) = 0. Hence, the equation fǫ(p) = g(p) has a unique root
in (0, 1/2). See Figure 3.7.
Let 1{0, 1}ω = {ǫ ∈ {0, 1}ω | ǫ0 = 1}, and consider a mapping α : 1{0, 1}ω → (0, 1/2)
such that α(ǫ) is the root of the equation fǫ(p) = g(p). That is, α(ǫ) is the unique source
bias p for which Tǫ is the DDG-tree for the configuration (p, 1 − p/q). The mapping α
is strictly increasing with respect to the orders ≺ and <, and therefore α is one-to-one.
Let BA = α(1{0, 1}ω).
With Lemma 3.17, we established a one-to-one correspondence between 1{0, 1}ω and
the set of DDG-trees of the form TA of (3.12). A statement similar to Lemma 3.17
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holds for the target distribution 〈2 − q/p, q/p − 1〉, and in this case there is a one-to-
one correspondence between {0, 1}ω and the set of DDG-trees of the form TB of (3.12).
Let BB be the set of unique source biases corresponding to each ǫ ∈ {0, 1}ω. Then
B = BA ∪ BB. Since there are uncountably many ǫ ∈ {0, 1}ω, we conclude the following.
Theorem 3.18. There are uncountably many infinite DDG-trees for r = 2pq, whose
average depth is 2. Moreover, each DDG-tree is of the forms shown in (3.12).
Now we are going to study the structure of the set BA. For E , E ′ ⊂ {0, 1}ω, let us
write E ≺ E ′ if ǫ ≺ ǫ′ for each ǫ ∈ E and ǫ′ ∈ E ′. Similarly, for sets of real numbers A
and B, let us write A < B if a < b for each a ∈ A and b ∈ B. Let us define
Ek = {ǫ | 1k0ω  ǫ ≺ 1k+10ω}
and let
BAk = α(Ek).
for k = 1, 2, . . .. Then we have 1{0, 1}ω \{1ω} = E1∪E2∪· · · , and E1 ≺ E2 ≺ · · · . Because
α is strictly increasing BA \ {1/2} = BA1 ∪ BA2 ∪ · · · , and BA1 < BA2 < · · · .
Now note that each Ek has a least element and a maximal element, namely, 1k0ω and
1
k
01
ω, respectively. Let us call them λk and µk, respectively. Then Ek = {ǫ | λk  ǫ 
µk}, α(λk) = minBAk , and α(µk) = maxBAk . Let Ik be the closed interval [α(λk), α(µk)],
for k = 1, 2, . . .. Hence, for each k, BAk ⊂ Ik. Note that
λ1 ≺ µ1 ≺ λ2 ≺ · · · ≺ λk ≺ µk ≺ λk+1 ≺ · · · ,
and, for each k, µk is the immediate predecessor of λk+1. That is, there is no element
between µk and λk+1. However, although α preserves the order, α(µk) is not an imme-
diate predecessor of α(λk+1); for any two real numbers a, b such that a < b, there are
uncountably many real numbers!
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Let J0 be the open interval (0, α(λ1)), and let Jk = (α(µk), α(λk+1)), for k = 1, 2, . . ..
Then we have
(0, 1/2) = J0 ∪ I1 ∪ J1 ∪ I2 ∪ J2 ∪ · · · .
Note that each Jk is a nonempty open interval and is excluded from BA. So,
BA \ {1/2} ⊂ (0, 1/2) \ (∪∞k=0Jk).
Now we will show that an infinite number of open subintervals of Ik are not included in
BAk , for each k = 1, 2, . . .. Let ek = 1k−10. Then Ek = {ǫ | 1ek0ω  ǫ ≺ 1ek+10ω}. For
each k, we can partition Ek into an infinite number of disjoint subsets, Ek1, Ek2, . . ., where
Ekl = {ǫ | 1ekel0ω  ǫ ≺ 1ekel+10ω}.
More generally, let us define
Ek1···km = {ǫ | 1ek1ek2 · · · ekm0ω  ǫ ≺ 1ek1ek2 · · · ekm−1ekm+10ω},
for positive integers k1, k2, . . . , km. Then
Ek1···km =
∞⋃
l=1
Ek1···km−1l,
and
Ek1···km−11 ≺ Ek1···km−12 ≺ · · · .
The set Ek1···km has the minimal element λk1k2···km = 1ek1 · · · ekm0ω and the maximal
element ωk1k2···km = 1ek1 · · · ekm1ω. Let BAk1···km = α(Ek1···km), and
Ik1k2···km = [α(λk1k2···km), α(ωk1k2···km)], Jk1k2···km = (α(ωk1k2···km), α(λk1k2···km+1)).
Then
BAk1···km−1 ⊂ Ik1···km−1 \ ∪∞l=1Jk1···km−1l.
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For each m, 1{0, 1}ω is a disjoint union of the subsets Ek1···km , for all possible positive
integers k1, k2, · · · , km. Therefore, given ǫ ∈ 1{0, 1}ω, there is a unique sequence of
positive integers k1, k2, · · · such that ǫ is in Ek1···km, for each m ≥ 1. Suppose that ǫ ≺ ǫ′,
and let (k′1, k
′
2, · · ·) be the corresponding sequence for ǫ′. So there is the smallest l such
that kl < k
′
l. Hence ǫ ∈ Ek1···kl, and Ek1···kl ≺ ǫ′, and α(ǫ) ∈ Ik1···kl < Jk1···kl < α(ǫ′).
Therefore we conclude that for any two points in BA, there is a open interval between
them that is not contained in BA. Hence BA is nowhere dense. Similarly, we can show
that BB is nowhere dense. We have proved part (ii) of Theorem 3.2.
3.4.3 Finite Trees: Sets C and D
In this section we prove part (iii) of Theorem 3.2. Suppose that T is a finite DDG-tree
whose average depth is at most 2, and suppose that T is not T2pq. Since the target bias
r(p) of T is not identically equal to 2pq, and r(p) is a polynomial function of p, there
can be only finitely many values of p that satisfy the equation r(p) = 2pq. Note that
there are only countably many finite DDG-trees. Therefore, we conclude that C ∪ D is
countable. Now let us consider the following family of DDG-trees as candidates for the
subtree T ′ of TA in (3.12).
0 1
〈1− p
q
,
p
q
〉
1
0 1
1
1
1
0 1
kth branch
(3.13)
Let Tk be the DDG-tree of depth k in (3.13). Then E(Tk) = 1 + p + p
2 + · · ·+ pk−1 =
(1− pk)/q < 1/q. Therefore, E(TA) = 1 + qE(T ′) is strictly less than 2, when T ′ = Tk,
for k = 1, 2, . . ..
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The target bias of Tk is p
k, for k = 1, 2, . . .. Therefore, for a given p, the DDG-tree
TA with T
′ = Tk is a DDG-tree for the configuration (p, 2pq) if and only if
1− p/q = pk. (3.14)
As in the proof of Lemma 3.17, there is a unique root for equation (3.14) for each k, for
0 < p ≤ 1/2. Moreover, for each k, the roots are distinct. (Actually, the root is α(µk)
since fµk(p) = p
k. Note that α is one-to-one. The roots for first several k’s correspond to
the small circles on the curve in Figure 3.5.) Therefore, there are infinitely many values
of p for which there is a finite DDG-tree for the configuration (p, 2pq) whose average
depth less is than 2. So we completed the proof of part (iii) of Theorem 3.2.
3.5 Remarks
3.5.1 Shape of C2pq
The proof of Theorem 3.3 relies on the topological property of F˜ ∗
−1
(B) near p = 1/2, or
the fact that there are infinitely many holes in C2pq. In fact, the shape of C2pq is much
more complicated than shown in Figure 3.5. Consider the following family of trees:
0 1
〈1− p
q
,
p
q
〉
1
1 0
1
0
0
1 0
kth branch
(3.15)
When each tree in (3.15) replaces T ′ of TA in (3.12), the average depths of the resulting
trees are less than 2, and the corresponding values of p have an accumulation point near
0.382. Moreover, there are infinitely many such families of trees.
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3.5.2 Model of Recursive Construction of DDG-tree
We considered the DDG-branching function based on seven bases cases of branching.
Instead of seven cases, we can use a model of recursive construction of DDG-trees based
on three base cases of branching: stop with output 0 or 1, or branch. We will show that
two models have the same expressive power. The same impossibility result holds for his
model using essentially the same proof. I will refer the two models as the new model and
the old model.
Let G be a DDG-branching function based on the new model, and it takes a config-
uration (source bias and target bias) (p, r) as input and outputs 0 , 1 or a tuple (r1, r2),
where r1 and r2 are target biases of the subtrees. Using this function, a DDG-tree can
be constructed in a similar manner as with the old model. For example, Knuth-Yao
construction can be expressed by the following function:
GKY (1/2, r) =


1 if r = 0
0 if r = 1
(0, 1) if r = 1
2
(2r, 0) if r < 1
2
(2r − 1, 1) if r > 1
2
(3.16)
Compare this with the DDG-branching function FKY for Knuth-Yao method with respect
to the old model on page 43.
FKY (1/2, r) =


(S0,−) if r = 1
2
(L0, 2r) if r < 1
2
(L1, 2r − 1) if r > 1
2
(3.17)
Note that a DDG-branching function G with respect to the new model must satisfy
the condition that G(p, 0) = 1 and G(p, 1) = 0 . Otherwise, G would not induce a legit-
imate DDG-tree. Then we have a one-to-one correspondence between DDG-branching
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functions based on the new model and DDG-branching functions based on the old model
by substituting the values of the functions by the following correspondence:
(0, 1) ↔ (S0,−)
(1, 0) ↔ (S1,−)
(r1, 0) ↔ (L0, r1)
(r1, 1) ↔ (L1, r1)
(0, r2) ↔ (R0, r2)
(1, r2) ↔ (R1, r2)
(r1, r2) ↔ (B, r1).
The branch part of the functions (such as “if r < 1
2
”) does not change in this correspon-
dence.
So the expressive powers of the two models are identical. Although the seven cases
of the old model seem to be more complicated, it is just a different way of expressing
the branchings with respect to the new (simpler-looking) model. In other words, the
DDG-branching function using the new model needs to specify both the target biases r1
and r2 of the subtrees instead of not specifying L and R. Since the expressive powers are
identical, if recursive construction using algebraic decisions (the “if” part of the DDG-
branching functions) of optimal DDG-tree is impossible with respect to the old model,
then it is impossible with respect to the new model, and vice versa.
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CHAPTER 4
Entropy Bound
In this chapter we give an elementary proof of the entropy bound for the average depth
of DDG-tree algorithms. Consider an n-ary DDG-tree for an m-ary target distribution.
The DDG-tree induces a function f : T → {0, . . . , m − 1}, where T is an exhaustive
prefix-free set over {0, . . . , n − 1} corresponding to the DDG-tree. In this chapter, we
call such a function a tree function. We call a tree function is for the configuration (p, r)
if the corresponding DDG-tree simulates the target distribution r = 〈r1, . . . , rm〉 using
the source distribution p = 〈p1, . . . , pn〉. The average depth of a tree function is the
average depth of the corresponding DDG-tree.
Theorem 4.1. For the source distribution p = 〈p1, . . . , pn〉 and the target distribution
r = 〈r1, . . . , rm〉, the average depth of a tree function for (p, r) is at least H(r)/H(p),
where H is the entropy function.
Several versions of this theorem appear in literature: Elias [10] and Peres [28] for
the generation of a fair coin from a biased coin, Knuth and Yao [20] and Cover and
Thomas [7, Section 5.12] for the generation of a general discrete distribution from a fair
coin, and Roche [29] and Han and Hoshi [13] for the generation of a general discrete
distribution from another general discrete distribution, as in our case.
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We can see Theorem 4.1 as a corollary of Theorem 4.2 below. The main purpose
of this chapter is to give an elementary proof of Theorem 4.2. The theorem is known
as “leaf entropy” theorem in a more general form [22]. Cover and Thomas [7, Theorem
5.12.1] prove a special case of Theorem 4.2, in which the source distribution is two-valued
and uniform. Our proof is interesting because it is purely algebraic.
Entropy of an Induced Random Variable Let X be a random variable that takes
values over Σ = {x1, . . . , xn} such that Pr[X = xi] = pi for each i = 1, . . . , n. Consider
a random variable Y over an exhaustive prefix-free subset T of Σ∗ such that for σ =
xi1 · · ·xik in T , Pr[Y = σ] = pi1 · · · pik . Since T is exhaustive,
∑
σ∈T Pr[Y = σ] = 1. We
say that Y is induced from X via T .
An induced random variable can be represented as a complete n-ary tree. Conversely,
a complete n-ary tree defines an induced random variable. As an example, let Σ = {0, 1}
with probabilities 〈p, q〉. The following tree represents an induced random variable over
{1, 00, 010, 011}, whose probability distribution is 〈q, p2, p2q, pq2〉.
p q
1
00
010 011
Now let D = |Y |. Then D is the random variable representing the length of a word
in T . So E(D), the expected value of D, is the average length of the words in T , or
equivalently, the average depth of the tree corresponding to the induced random variable
Y . We will show that the entropy of the induced random variable Y equals the entropy
of the random variable X multiplied by E(D).
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Theorem 4.2. Let Y be a random variable induced from X and let D = |Y |. Then
H(Y ) = E(D)H(X).
Proof. We first present a proof in the case n = 2. Because the probabilities for the words
in T sum to 1, with a slight abuse of notation we can write
1 =
∑
T
pkql,
where k is the number of left edges taken in the path from the root to a terminal node
of the tree (or the number of 0’s in the corresponding word in T ), and l is the number
right edges, hence the probability pkql for a terminal node. The average length of the
words in T is
E(D) =
∑
T
(k + l)pkql.
Consequently,
−E(D)H(X) =∑(k + l)pkqlp log p+∑(k + l)pkqlq log q.
Now the entropy of Y is
H(Y ) = −∑ pkql log(pkql)
= −∑ kpkql log p−∑ lpkql log q
To prove Theorem 4.2 for n = 2, it suffices to prove the following equalities.
p
∑
(k + l)pkql =
∑
kpkql (4.1)
q
∑
(k + l)pkql =
∑
lpkql (4.2)
We will prove the equality (4.1). Consider the function
F (x) =
∑
T
xk(1− x)l.
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The function F (x) is a polynomial in the case T is finite, and a power series when T
is infinite. By definition, F is identically 1 on [0, 1]. (Actually, it does not have to be
restricted on the interval [0, 1].) Therefore, the first derivative of F is identically zero:
F ′(x) =
∑
T
[
kxk−1(1− x)l − lxk(1− x)l−1
]
≡ 0.
Hence for every p in [0, 1], we obtain an identity
∑
T
kpk−1ql =
∑
T
lpkql−1. (4.3)
The identity (4.3) is used in the following manipulation of equations, which proves the
identity (4.1).
p
∑
(k + l)pkql = pq
∑
kpkql−1 + pq
∑
lpkql−1
= pq
∑
kpkql−1 + pq
∑
kpk−1ql
=
∑
kpkql(p+ q)
=
∑
kpkql
The equation (4.2) is proved similarly.
For a general n-valued distribution 〈p1, . . . , pn〉, we consider the function of the form
F (x1, . . . , xn) =
∑
T
xk11 · · ·xknn ,
which is identically 1 on the hyperplane defined by the equation x1 + · · ·+ xn = 1. Then
by taking a partial derivative at a point (p1, . . . , pn) on the same hyperplane, we have
∂F
∂xi
(p1, . . . , pn) =
∑
kip
k1
1 · · · pki−1i · · ·pknn
−∑ knpk11 · · · pkn−1n = 0.
As a result, we obtain the following identity:
∑
k1p
k1−1
1 · · · pknn = · · · =
∑
kip
k1
1 · · · pki−1i · · · pknn
= · · · =∑ knpk11 · · · pkn−1n .
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With this identity, the proof follows for an n-valued distribution as in the 2-valued
case.
Proof of Theorem 4.1 Theorem 4.1 follows from Theorem 4.2. Let X be a random
variable with alphabet Σ = {x1, . . . , xn} with distribution p. If f : T → {y1, . . . , ym} is a
tree function for (p, r), then f(Y ) is a random variable over {y1, . . . , ym} with probability
distribution r, where Y is induced from X via T . Note that the average cost of a tree
function is the average depth of the corresponding tree. Since H(f(Y )) ≤ H(Y ), we have
proved Theorem 4.1.
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CHAPTER 5
Conclusions and Future Work
5.1 Conclusions
We defined randomizing functions to study the simulation of a target discrete probability
distribution using a source of unknown distribution. A randomizing function is immune
to the source distribution. A key observation is that a randomizing function should
exploit the fact that certain inputs are equally likely (Theorem 2.9 and Theorem 2.13).
We proved that among randomizing functions that take source inputs of a fixed length
and simulate a uniform target distribution, Elias’s functions are optimal. We generalized
Elias’s functions to obtain optimal randomizing functions that simulate arbitrary rational
target distributions.
We studied randomizing functions on exhaustive prefix-free sets and observed that
the generalizations of Elias’s functions are not always optimal. We stated a condition on
exhaustive prefix-free sets for which Elias’s functions are optimal.
We showed that the optimal randomizing functions are efficiently computable.
On the other hand, in the case of known source distribution, we established a diffi-
culty of optimal simulation. We considered a recursive construction based on algebraic
computations that deals with the simplest instance of the problem: the simulation of
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a coin of bias r using a coin of bias p. The model is almost the only sensible way of
computing the simulation because the simulation tree is infinite in most cases, and the
previously known methods can be carried out with this model. We used a topological ar-
gument to show that it is impossible to obtain an optimal simulation using the recursive
construction based on classical algebraic computations.
5.2 Future Work and Open Questions
Randomizing Functions and Universal Coding The idea of a randomizing func-
tion is closely related to the idea of universal source coding, an encoding scheme indepen-
dent of the source distribution. In fact, the procedure we considered in this paper can be
modified to obtain a universal source coding. In the binary case, for example, consider
the mapping x 7→ (k, r(x)), where k is the number of T ’s in x and r(x) is the rank of x
in Sk. Clearly, this mapping gives a uniquely decodable code, and we have seen that it is
efficiently computable. Also the inverse mapping (decoding) is efficiently computable. It
is not hard to show that the average code length approaches H(p) = −p log2 p− q log2 q
as the block size n increases regardless of the parameter p. So this code is asymptotically
optimal. It is not accidental that the computation of ranking we considered in Section 2.4
was considered in the context of source coding [6, 21, 30].
Impossibility and the Computation Model Blum et al. [3] consider a more pow-
erful model of real number computation that allows loops as well as primitive algebraic
operations and tests. If a function is computable with their model, then the inverse
image of a finite set is a countable union of semi-algebraic sets. One open question is
whether an optimal DDG-branching function can be computed with the Blum-Shub-
Smale model. The key argument in the proof of Theorem 3.3 is that the set C has an
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infinite number of connected components. If we can show, for example, that the set C has
an uncountable number of connected components, then we can conclude that an optimal
DDG-branching function cannot be computed with the Blum-Shub-Smale model, which
is a stronger result than Theorem 3.3.
Although we do not know the answer to the question, we know that the set B has
uncountably many connected components (in fact, BA and BB in Section 3.4 are home-
omorphic to the Cantor ternary set), and therefore it is undecidable with respect to the
Blum-Shub-Smale model. Note that the average depth an infinite tree for configuration
(p, 2pq) is at least 2 (Lemma 3.11). So the set B corresponds exactly to optimal infi-
nite DDG-trees for configuration (p, 2pq). As a consequence, for example, the following
question is undecidable with respect to this model:
Given a configuration (p, r), is there an optimal infinite DDG-tree for the
configuration?
As another question regarding our model of computation, we could ask what if a DDG-
tree is allowed to output more than one bit. (In Chapter 2, we considered functions that
output more than one bit.) We conjecture that we can obtain a similar impossibility
result.
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