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By using variational wave functions and quantum Monte Carlo techniques, we investigate the inter-
play between electron-electron and electron-phonon interactions in the two-dimensional Hubbard-
Holstein model. Here, the ground-state phase diagram is triggered by several energy scales, i.e.,
the electron hopping t, the on-site electron-electron interaction U , the phonon energy ω0, and
the electron-phonon coupling g. At half filling, the ground state is an antiferromagnetic insula-
tor for U & 2g2/ω0, while it is a charge-density-wave (or bi-polaronic) insulator for U . 2g2/ω0.
In addition to these phases, we find a superconducting phase that intrudes between them. For
ω0/t = 1, superconductivity emerges when both U/t and 2g
2/tω0 are small; then, by increasing
the value of the phonon energy ω0, it extends along the transition line between antiferromagnetic
and charge-density-wave insulators. Away from half filling, phase separation occurs when doping
the charge-density-wave insulator, while a uniform (superconducting) ground state is found when
doping the superconducting phase. In the analysis of finite-size effects, it is extremely important to
average over twisted boundary conditions, especially in the weak-coupling limit and in the doped
case.
PACS numbers: 71.10.Fd,71.27.+a,74.20.-z,63.20.Kr
I. INTRODUCTION
The challenge of understanding the interplay between
electron-electron and electron-phonon interactions has
stimulated an intense work in the condensed-matter com-
munity, since the early developments of many-body ap-
proaches to describe metals, insulators, and supercon-
ductors [1]. Indeed, the low-temperature properties of
several materials are controlled by the competition, or
sometimes the cooperation, between these interaction
terms. For example, in high-temperature superconduc-
tors, where the presence of a strong electron-electron cor-
relation is irrefutable, the role of phonons could be not
entirely negligible, as suggested by the kinks in the elec-
tron dispersion [2] or by the signatures of the isotope
effect [3, 4]. In alkali-metal-doped fullerides, a supercon-
ducting phase appears close to a Mott transition [5, 6],
even though they are often considered as phononic super-
conductors. This particular feature suggests that both
the Coulomb repulsion and the electron-phonon cou-
pling are strong and cooperate to establish a strongly-
correlated superconductor. Similarly, in pnictide super-
conductors [7], such as LaOFeAs, and in aromatic su-
perconductors, such as potassium-intercalated picene [8],
there are evidences that, apart from a moderately strong
electron correlation, there is also a non-negligible cou-
pling between electrons and lattice degrees of freedom.
In a nutshell, the interplay between electron-electron
repulsion and electron-phonon coupling is due to the fact
that the former one generates spin fluctuations, which in
turn mediate a non-local pairing among electrons that
may give rise to d-wave superconductivity, while the lat-
ter one directly mediates a local attraction among elec-
trons, leading to an s-wave superconductor. In addition,
a strong electron correlation may also lead to spin-density
waves and a magnetically ordered state, which competes
with superconductivity; instead, a local attraction may
also generate charge localization, i.e., charge-density-
wave (CDW) or dimerized (Peierls) states. Therefore,
it is a highly nontrivial task to obtain the properties of a
system in which both interactions are relatively strong.
In this respect, the Hubbard-Holstein model represents a
prototypical example that includes these features. This
model incorporates both an on-site Coulomb repulsion U
(the Hubbard term) [9] and a coupling g between elec-
trons and dispersionless Einstein phonons with energy
ω0 (the Holstein terms) [10], as well as a kinetic term for
electrons:
H = −t
∑
〈i,j〉,σ
c†i,σcj,σ + H.c.+ U
∑
i
ni,↑ni,↓
+ω0
∑
i
b†i bi + g
∑
i
ni(b
†
i + bi ), (1)
where 〈i, j〉 indicates nearest-neighbor sites (on a square
lattice); moreover, on a given site i, c†i,σ (ci,σ) creates (de-
stroys) an electron with spin σ, b†i (bi ) creates (destroys)
a phonon, and ni =
∑
σ ni,σ =
∑
σ c
†
i,σci,σ is the electron
density. In analogy, we also define the phonon density on
the site i by mi = b
†
i bi . Of course, this model gives a sim-
plified description of real solids, since both the Coulomb
repulsion and the electron-phonon interaction are as-
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2sumed to be local. In addition, the latter term is mod-
eled by coupling the lattice displacement xi ∝ (b†i +bi ) to
the electron density ni. A different way to introduce the
electron-phonon coupling has been considered within the
Su-Schrieffer-Heeger model [11], where lattice displace-
ments are coupled to the hopping term rather than to
the density. While the latter case is more suited to de-
scribe materials with delocalized phonons, the Holstein
model can be used as a good approximation for molec-
ular solids in which there are local phonon modes (like,
for example, fullerene doped with alkali-metal atoms).
Although the properties of the Hubbard-Holstein
model depend upon ω0/t and g/t independently, it is use-
ful to define the quantity λ = 2g2/ω0, which is often con-
sidered to measure the strength of the electron-phonon
coupling. This dimensionless coupling emerges naturally
in the antiadiabatic limit where the phonons have a large
energy (i.e., ω0/t → ∞). In this case, the retarded in-
teraction mediated by phonons becomes instantaneous.
In fact, for ω0  t there is an exact mapping from the
Holstein model to the negative-U Hubbard model with
Uatt = −λ. Therefore, the Hubbard-Holstein model re-
duces to the Hubbard model with a renormalized on-site
interaction, i.e., Ueff = U − λ. In the general case with
a finite phonon energy, the multidimensional parameter
space of the Hubbard-Holstein model (i.e., U/t, g/t, ω0/t,
as well as the electron density n) leads to an extremely
rich physics and various approaches have been used to
understand its ground-state properties.
In one spatial dimension, early works, based upon
perturbation theory and Monte Carlo calculations, sug-
gested that the ground state of the Holstein model dis-
plays CDW order for any non-zero electron-phonon cou-
pling and ω0/t < ∞ [12, 13]. Instead, subsequent stud-
ies, using density-matrix renormalization group (DMRG)
and Monte Carlo techniques, have highlighted the exis-
tence of a gapless phase (with dominant superconducting
pair correlations) for small values of the electron-phonon
coupling and finite phonon energies, which persists also
for finite values of U/t [14–19]. In the opposite limit of in-
finite dimensions, dynamical mean-field theory (DMFT)
has been employed to assess various aspects of the phase
diagram, including the competition between supercon-
ductivity and CDW order [20–23], the role of phonons
in the vicinity of the Mott transition [24, 25], the verifi-
cation of the Migdal-Eliashberg theory [26], the polaron
formation, and the existence of the isotope effect [27–
29]. The two-dimensional case has been relatively little
investigated in the past. Indeed, quantum Monte Carlo
techniques suffer from the sign problem and stable sim-
ulations can be accomplished only in few cases [30–32].
Therefore, the Hubbard-Holstein model has been mainly
considered within mean-field approaches [33–36] or by
using perturbative methods [37, 38]. Variational Monte
Carlo (VMC) has been also employed to assess the inter-
play between electron-electron and electron-phonon in-
teractions in the Su-Schrieffer-Heeger model [39]. More
recently, Ohgoe and Imada used the VMC approach to
assess the ground-state phase diagram of the Hubbard-
Holstein model at half filling and in its vicinity [40].
The same variational wave functions have been imple-
mented to study the electron-phonon coupling in multi-
band models [41].
One important aspect in the phase diagram of the
Hubbard-Holstein model is the nature of the tran-
sition between CDW (bi-polaronic) and Mott insula-
tors at half filling and the possibility that a metal-
lic/superconducting phase may intrude in between [42,
43]. In the antiadiabatic limit ω0/t→∞, given the map-
ping from the Holstein model to the negative-U Hubbard
model, one should expect a direct transition between
an antiferromagnetic (Mott) insulator, that is stable for
U > λ, and a CDW insulator, that is stable for U < λ.
However, in this limit, the CDW state is degenerate with
an s-wave superconductor, because of the SU(2) pseudo-
spin symmetry of the negative-U Hubbard model (this
fact leads to peculiar ground-state properties, with both
broken translational symmetries, i.e., CDW order, and
gapless excitations). By contrast, for any finite values
of the phonon energy ω0, there is no reason for having
a direct transition between the two insulating states and
an intermediate phase may emerge. In one dimension,
the existence of a metallic phase, with strong supercon-
ducting correlations, has been reported by DMRG stud-
ies [16–18], with a clear evidence that the intermediate
region broadens with increasing the phonon energy (up
to ω0/t ≈ 5). Instead, DMFT calculations showed con-
tradictory results, with either a direct transition between
CDW and Mott insulators [22] or the presence of a small
intermediate phase [23]. Also in two dimensions the sit-
uation is not conclusive, since only few calculations have
been afforded [31, 32], where some evidence for the emer-
gence of an intermediate metallic phase has been sug-
gested at finite temperatures. In addition, away from half
filling, the sign problem is so strong that it prevents one
from performing any stable simulation. Therefore, alter-
native approaches are highly desirable. One possibility
is to define suitable wave functions that can be treated
within the VMC technique. In this spirit, Ohgoe and
Imada have recently extended the “many-variable” VMC
method to include phonon degrees of freedom [40, 44],
showing evidence in favor of a metallic (with weak su-
perconducting correlations) phase between the CDW and
Mott insulators at half filling. In addition, they high-
lighted the presence of phase separation when doping
the CDW insulator. Instead, the ground state is uniform
when doping the metallic phase.
In this paper, we present further VMC calculations
that are based upon different wave functions and smart
average over twisted boundary conditions (denoted by
TABC) in order to reduce size effects. Indeed, when
imposing periodic or antiperiodic boundary conditions,
there are very large size effects, especially for small values
of ω0/t and in the doped case, preventing us from reach-
ing definitive conclusions in the thermodynamic limit.
Thanks to TABC, we give a clear evidence that a super-
3conducting phase is present between the CDW and the
antiferromagnetic insulators and that its stability region
broadens when increasing the phonon energy. Finally,
phase separation is found when doping the CDW state,
while a uniform (superconducting) phase is observed by
doping the uniform ground state.
The paper is organized as follows: in Sec. II, we show
the variational wave function and briefly discuss the
Monte Carlo methods that have been used; in Sec. III,
we present the numerical results; finally, in Sec. IV, we
draw our conclusions.
II. WAVE FUNCTIONS AND METHODS
In this section, we first describe the variational wave
function that has been used in the numerical calcula-
tions. Then, we briefly discuss the updating scheme that
has been implemented within the VMC method for the
phononic degrees of freedom (for the electrons, we use
standard updating schemes [45]). Finally, we show the
TABC procedure to reduce size effects and we highlight
advantages and disadvantages of the VMC method.
The wave function is given by the so-called Jastrow-
Slater state that is defined by:
|Ψ〉 = JeeJppJepPNe |Φe〉 ⊗ |Φp〉. (2)
Here, |Φe〉 is the ground state of an auxiliary (quadratic)
Hamiltonian that contains electron hopping and (singlet)
pairing:
Haux = −t
∑
〈i,j〉,σ
c†i,σcj,σ + H.c.− µ
∑
i,σ
c†i,σci,σ
+
∑
i,σ
(−1)Xi+Yi [∆CDW + ∆AF(−1)σ¯] c†i,σci,σ
+∆SC
∑
i
c†i,↑c
†
i,↓ + H.c., (3)
where µ, ∆CDW, ∆AF, and ∆SC are parameters that
are optimized in order to minimize the variational en-
ergy [46], Ri = (Xi, Yi) indicates the coordinates of the
site i in the square lattice, and σ¯ = +1 (−1) for up (down)
electrons. The auxiliary Hamiltonian of Eq. (3) is rather
flexible to describe states with (i) CDW order (when
∆CDW 6= 0 and ∆AF = ∆SC = 0), (ii) antiferromagnetic
Ne´el order (when ∆AF 6= 0 and ∆CDW = ∆SC = 0),
and (iii) superconducting order (when ∆SC 6= 0 and
∆CDW = ∆AF = 0). Moreover, states with coexisting
orders are also possible. This Hamiltonian can be easily
diagonalized to define the uncorrelated electronic state
|Φe〉, which has the following form:
|Φe〉 = exp
∑
i,j
fi,jc
†
i,↑c
†
j,↓
 |0〉, (4)
where the pairing function fi,j depends upon the vari-
ational parameters of the auxiliary Hamiltonian. The
total number of electrons is fixed to Ne by the projector
PNe .
The uncorrelated phononic part is then given by:
|Φp〉 =
∑
Nb
(
eζ b†k=0
)Nb
Nb!
|0〉, (5)
where b†k=0 = 1/
√
N
∑
i b
†
i creates a phonon in the k = 0
momentum state (N is the number of sites). Here, Nb
denotes the total number of phonons. Since the num-
ber of phonons is not conserved by the Hubbard-Holstein
Hamiltonian of Eq. (1), |Φp〉 has components on sub-
spaces with any value of Nb; then, ζ is a variational
parameter that plays the role of a fugacity. Denoting
by |m1, . . . ,mN 〉 the (normalized) configuration with mi
phonons on the site i, the uncorrelated phononic wave
function can be written as:
|Φp〉 =
∑
m1,...,mN
eζ
∑
imi√
m1! . . .mN !
|m1, . . . ,mN 〉. (6)
Finally, Jee, Jpp, and Jep are density-density Jas-
trow factors for the electron-electron, phonon-phonon,
and electron-phonon correlations, respectively:
Jee = exp
−1
2
∑
i,j
veei,jninj
 , (7)
Jpp = exp
−1
2
∑
i,j
vppi,jmimj
 , (8)
Jep = exp
−∑
i,j
vepi,jnimj
 , (9)
where veei,j , v
pp
i,j , and v
ep
i,j are pseudo-potentials, including
the on site terms, that are taken to be translationally
invariant, i.e., they depend only upon the Euclidean dis-
tance |Ri −Rj |. They can be optimized (each one inde-
pendently) to reach the optimal variational Ansatz [46].
Here, all the pseudo-potentials are taken to be symmet-
ric in the exchange i ↔ j. By a full optimization of the
Jastrow factors, we find that the phonon-phonon corre-
lations only give a marginal improvement in the energy
and, therefore, they are not employed. By contrast, the
electron-phonon term is fundamental to obtain an accu-
rate description when g/t and ω0 are finite. As for the
Hubbard model, the electron-electron Jastrow factor is
crucial to reproduce the correct low-energy behavior of
the ground state [47, 48].
The configuration space that is sampled along the
Markov chain is defined by specifying both electron and
phonon occupations on each site (i.e., we work in a ba-
sis in which the number of phonons mi is specified on
each lattice site, as well as the number of up- and down-
spin electrons ni,σ). In our case, where the uncorrelated
phononic part is given by Eq. (6) and contains a single
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variational parameter ζ, we do not need to include any
cutoff in the number of phonons. By contrast, Ohgoe
and Imada [40, 44] used a more involved parametriza-
tion of the phonon wave function, with several param-
eters (i.e., one for each boson number); therefore, they
considered a cutoff in the maximum number of phonons.
Moreover, along the Markov chain, they sampled the dis-
placement xi, using a different electron-phonon Jastrow
factor, which couples the electron density nj to xi (rather
than to the phonon number mi). Finally, also the elec-
tronic part used in Refs. [40, 44] is slightly different from
the one that is employed here: they do not obtain |Φe〉
from the auxiliary Hamiltonian (3), but perform a full op-
timization of the pairing function fi,j of Eq. (4). In our
opinion, this procedure may be problematic, especially
for large sizes, since one must deal with several varia-
tional parameters (i.e., O(N) for a translationally invari-
ant case) and the optimization of the long-range tail of
the pairing function can be difficult within a stochastic
approach. An advantage of our parametrization is that
the nature of the wave function is transparent from the
optimized values of the parameters, e.g., obtaining a fi-
nite ∆CDW immediately implies that the state displays
CDW order. We also mention that the present approach
allows us to easily detect metastable phases, with given
physical properties: for example, by fixing ∆AF = 0, we
are able to obtain the best paramagnetic state, even in
a region where the ground state is antiferromagnetically
ordered.
When using the wave function of Eq. (2), the Metropo-
lis algorithm can be easily implemented to propose a
change in the phononic configuration. Indeed, let us con-
sider the case in which one phonon is created/destroyed
at site l, i.e., mi → mi ± δil. Then, in order to compute
the Metropolis acceptance probability, it is necessary to
evaluate the following ratio:
R±l =
〈m1, . . . ,ml ± 1, . . . ,mN |JppJep|Ψp〉
〈m1, . . . ,ml, . . . ,mN |JppJep|Ψp〉 , (10)
which can be explicitly given by the expressions of the un-
correlated phononic state (6) and the Jastrow factors (8)
and (9):
R+l =
eζ√
ml + 1
exp
[
−
∑
i
(vepi,lni + v
pp
i,lmi)− vppl,l
]
,(11)
R−l =
√
ml e
−ζ exp
[
+
∑
i
(vepi,lni + v
pp
i,lmi)− vppl,l
]
.(12)
Finally, let us discuss the TABC method to reduce the
size effects. Our calculations are performed on square
clusters with N = L × L sites. In most cases, periodic
(or anti-periodic) boundary conditions are employed on
both the Hamiltonian and the variational wave function
(i.e., the auxiliary Hamiltonian defined above). However,
strong size effects may be present, due to a large corre-
lation length. It has been proposed that a selected twist
in the boundary condition, or an average over different
boundary conditions, may improve the convergence to
the thermodynamic limit [49, 50]. On the lattice, by ex-
plicitly indicating the coordinates of the site in the cre-
ation operators (i.e., c†i,σ → c†Ri,σ, where Ri = (Xi, Yi)
denotes the coordinates of the site i in the lattice),
twisted boundary conditions correspond to impose:
c†Ri+Lx,σ = e
iθσx c†Ri,σ, (13)
c†Ri+Ly,σ = e
iθσy c†Ri,σ, (14)
where Lx = (L, 0) and Ly = (0, L) are the vectors that
define the periodicity of the cluster; θσx and θ
σ
y are two
phases in [0, 2pi) that determine the twists along x and y
directions. In order to preserve time-reversal invariance,
we must impose that θ↑x = −θ↓x, and similarly for the y
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FIG. 3: Ground-state phase diagram in the (λ/t, U/t) plane
for the Hubbard-Holstein model at ω0/t = 1 (upper panel),
ω0/t = 5 (middle panel), and ω0/t = 15 (lower panel). An-
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term. Then, for each choice of θ ≡ (θ↑x, θ↓x, θ↑y, θ↓y), we de-
fine the many-body wave function |Ψθ〉, which is obtained
from the auxiliary Hamiltonian (3) with twisted bound-
ary conditions (notice that the Jastrow factors are not
affected by the twist, since they contain density-density
correlations).
 0
 0.08
 0.16
 0.24
 0.32
 0.4
 0.48
 0.8  1  1.2  1.4  1.6  1.8  2  2.2
U/t
ω0/t=1
λ/t=2
∆CDW
∆AF
 0
 0.2
 0.4
 0.6
 0.8
 1
 1.2
 1.4
 3.6  3.8  4  4.2  4.4  4.6  4.8
ω0/t=1
λ/t=4.5
Va
ria
tio
na
l P
ar
am
et
er
s
∆CDW
∆AF
FIG. 4: Antiferromagnetic (red circles) and charge-density-
wave (blue squares) parameters for the case with ω0/t = 1.
The cases with λ/t = 4.5 (upper panel), where a first-order
phase transition between these two insulators is present, and
with λ/t = 2 (lower panel), where a continuous phase tran-
sition takes place, are reported. The calculations have been
performed on the 12 × 12 cluster with TABC and error bars
are smaller than the size of the symbols.
In TABC, an average over a large number Nθ of phases
(typically Nθ = 576 points in the Brillouin zone) is con-
sidered in order to evaluate the expectation value of the
Hamiltonian or any other operator Oθ, which in general
depends upon the twist through Eq. (13) and (14):
〈O〉 = 1
Nθ
∑
θ
〈Ψθ|Oθ|Ψθ〉
〈Ψθ|Ψθ〉 . (15)
By imposing that all the twists share the same varia-
tional parameters, we can reach much faster the ther-
modynamic limit. For example, by considering uncorre-
lated (i.e., mean-field) wave functions, we verified that
this procedure allows us to get the thermodynamic re-
sults even when using a small cluster. Moreover, within
a Monte Carlo optimization, the average of Eq. (15) is
very conveniently implemented, since the statistical error
decreases with 1/
√
Nθ and, therefore, several boundary
conditions can be considered without any extra compu-
tational cost. In Fig. 1, we show the size scaling of the
energy per site when applying the TABC procedure at
6half filling (for U = 0, λ/t = 0.98, and ω0/t = 1),
in comparison with the standard cases with periodic-
periodic and periodic-antiperiodic boundary conditions.
In all three cases, the optimized variational wave func-
tions have ∆SC 6= 0 (and ∆CDW = ∆AF = 0) and the
extrapolated values are all consistent (within few error-
bars), giving E/t = −2.1725(1). Away from half filling,
size effects become even more pronounced and TABC
are crucial to extract an accurate value in the thermody-
namic limit. In Fig. 2, we report the case at quarter filling
(with U = 0, λ/t = 2, and ω0/t = 1). Here, periodic-
periodic boundary conditions give scattered results, while
averaging over twisted boundary conditions gives rise to
a rather smooth extrapolation to E/t = −1.652(1). The
important message is that, while the cases with fixed
boundary conditions possess huge size effects and require
large clusters to reach accurate results in the thermody-
namic limit, a remarkable flat size scaling is obtained by
using TABC, thus allowing us to consider relatively small
clusters in our numerical simulation, with small finite-size
errors.
We would also like to briefly discuss the advantages
and disadvantages of computing ground-state properties
by means of a Monte Carlo sampling over variational
wave functions. The main advantage is that strongly-
correlated states may be treated beyond perturbative ap-
proaches. For example, the physical properties (e.g., en-
ergy and correlations functions) of the simple Gutzwiller
wave function can be assessed without considering the
Gutzwiller approximation [51, 52]. In order to compute
expectation values over variational states, a Monte Carlo
sampling is necessary, thus leading to statistical errors,
which, however, can be safely kept under control (i.e.,
they scale to zero by increasing the length of the sim-
ulation). The energy computed with variational Monte
Carlo gives an upper bound to the exact value, thus pro-
viding a criterion to judge the quality of the variational
states. Moreover, it is possible to assess quite large clus-
ters, with all relevant spatial symmetries (translations,
rotations, and reflections) preserved. The main disad-
vantage is that it is difficult to quantify the systematic
errors, which are introduced by the choice of the trial
state.
III. RESULTS
In this section, we start by showing our numerical re-
sults for the half-filled case n = Ne/N = 1 and then move
to the doped region with n < 1.
A. Half-filled case
In Fig. 3, we show the ground-state phase diagram for
three values of ω0/t, i.e., ω0/t = 1, 5, and 15, at half
filling. Here, we identify three different phases. For large
electron-electron interaction, the lowest-energy state has
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FIG. 5: Antiferromagnetic (red circles), charge-density-wave
(blue squares), and superconducting (black diamonds) param-
eters for the case with ω0/t = 5. The cases with λ/t = 4.5
(upper panel) and λ/t = 2 (lower panel) are reported. In
both cases, there is a small region where the ground state
is superconducting with no charge-density-wave order. The
calculations have been performed on the 12× 12 cluster with
TABC and error bars are smaller than the size of the symbols.
long-range antiferromagnetic order (namely the uncorre-
lated part of the electronic wave function has ∆AF 6=
0). The stability region of this phase is approximately
bounded (from below) by the line U = λ, for all the val-
ues of the phonon energies. This is a remarkable feature,
which has been already obtained by different approaches,
especially in one dimension by DMRG [16–18] and in
two dimensions by VMC [40]. In fact, this is expected
in the antiadiabatic limit where ω0/t → ∞, but there
are no simple reasons that it should also hold for finite
(and relatively small) values of ω0. For large electron-
phonon coupling, the ground state is a CDW insulator,
where doubly-occupied sites (doublons) and empty sites
(holons) form a checkerboard pattern; this charge mod-
ulation is accompanied by a considerable phonon “dress-
ing”, namely a large number of phonons are present on
top of doublons, while no phonons are present on empty
sites. This phonon cloud gives a drastic reduction of the
kinetic energy of electrons, which hardly hop around in
the lattice. Finally, there is an intermediate supercon-
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FIG. 6: Antiferromagnetic (red circles), charge-density-wave
(blue squares), and superconducting (black diamonds) param-
eters for the case with ω0/t = 15. The cases with λ/t = 4.5
(upper panel) and λ/t = 2 (lower panel) are reported. In this
cases, there is a substantial region where the ground state
is superconducting with no charge-density-wave order. The
calculations have been performed on the 12× 12 cluster with
TABC and error bars are smaller than the size of the symbols.
ducting phase (with pairing correlations that increase by
increasing ω0/t) that intrudes between the previous insu-
lators. For small values of the phonon energy, it is limited
to a narrow region for small couplings, while for interme-
diate values of ω0/t, it expands inside the region where
U < λ. By further increasing ω0/t, the superconducting
correlations get stronger and stronger, eventually pervad-
ing the whole CDW region. It should be mentioned that,
when ω0/t→∞, the CDW state returns into the game,
being degenerate with the superconducting one (due to
the emerging SU(2) pseudo-spin symmetry that connects
the superconducting and the CDW states). In practice,
we cannot recover an exact degeneracy between these two
states, since the density-density Jastrow factor favors the
superconducting one for very large phonon energies.
For ω0/t = 1 and large λ/t, the transition between the
CDW and the antiferromagnetic insulators is first order,
since both wave functions can be stabilized also when the
competitor gives the lowest variational energy. For exam-
ple, the variational parameters ∆AF and ∆CDW across
the transition for λ/t = 4.5 are reported in Fig. 4. By
decreasing λ/t, the local minima disappear and the tran-
sition appears to be continuous. For λ/t = 2, which ap-
proximately corresponds to the tip of the superconduct-
ing region, CDW and antiferromagnetic parameters van-
ish for U/t ≈ 1.2, see Fig. 4. For smaller values of λ/t, a
superconducting phase can be stabilized for small enough
electron-electron repulsions, with a small but clearly fi-
nite pairing term ∆SC. We would like to remark that
for U = 0, within our variational approach (implemented
with TABC), we obtain a finite value of the electron-
phonon coupling λ/t ≈ 1, separating superconducting
and CDW phases. In the non-interacting limit, at the
density where the Van Hove singularity occurs (i.e., at
half filling, when only the nearest-neighbor hopping t is
present), both the particle-hole and the particle-particle
susceptibilities diverge as ln2(t/Λ) [53], where Λ is an in-
frared cutoff. The former one has a larger prefactor with
respect to the superconducting one, thus implying that,
within the mean-field approach, an infinitesimal inter-
action will lead to CDW. However, bare susceptibilities
may lead to an incorrect prediction and it is important
to go beyond this approximation. Our variational cal-
culations should capture the correct qualitative picture,
i.e., the presence of an extended superconducting region
below a given λ/t, even though we cannot exclude sub-
tle finite-size effects that could be particularly difficult
to control even by using TABC. In this respect, our re-
sults contrast with recent calculations obtained by using
a finite-temperature quantum Monte Carlo method [54].
When increasing the phonon energy, the region of sta-
bility for the superconducting phase broadens, intruding
between the two insulators also when λ/t is large. In
Figs. 5 and 6, we report the behavior of the variational
parameters ∆AF, ∆CDW, and ∆SC for ω0/t = 5 and 15.
In the intermediate region, both ∆AF and ∆CDW are van-
ishing, while ∆SC is finite. Notice that ∆SC is also finite
inside the insulating CDW region. This fact does not
lead to a super-solid ground state (i.e., a superconduct-
ing state with CDW order), since the presence of a finite
∆CDW is associated with a gap in the excitation spec-
trum (we determine whether the system is metallic or
insulating by looking at the density-density correlations,
see for instance Ref. 55). By contrast, this result may be
ascribed to the fact that superconducting and CDW so-
lutions become degenerate for ω0/t→∞, and, therefore,
at the variational level, some energy gain can be obtained
by mixing superconductivity and CDW order, even when
the phonon energy is large but finite. Finally, we remark
that the transition between the antiferromagnetic insu-
lator and the superconductor appears to be continuous,
i.e., both ∆AF and ∆SC vanish (approximately) at the
same point. This is a particularly remarkable and unex-
pected feature, since s-wave superconductivity and local
moments are not compatible.
8B. Doped case
Let us now move to the doped case, for which we
want to assess the stability toward phase separation.
When doping an antiferromagnet, phase separation could
appear for small hole concentrations, as found in the
repulsive-U Hubbard model, whenever the loss in the
magnetic contribution to the total energy is larger than
the gain due to the kinetic part. The presence of phase
separation in the repulsive-U Hubbard model has been
confirmed by different methods, even if its extension as
a function of U is still controversial [56–62]. In order to
highlight the possible presence of phase separation in the
Hubbard-Holstein model, it is very useful to consider the
so-called energy per hole [63]:
(δ) =
E(δ)− E(0)
δ
, (16)
where E(δ) is the energy per site at hole doping δ = 1−n.
For a uniform phase, (δ) has a monotonically increasing
behavior with increasing δ from 0 to 1; by contrast, phase
separation is marked by the presence of a minimum of
(δ) on any finite-size clusters and a flat behavior (up
to δc) in the thermodynamic limit. These facts can be
easily understood by considering that (δ) represents the
slope of the line joining (0, E(0)) to (δ, E(δ)) and that, in
a stable uniform phase E(δ) is a convex function, while
phase separation implies (after Maxwell construction) a
linear behavior of E(δ) up to δc.
The results of the energy per hole are shown in Fig. 7.
First of all, we discuss the case with U = 0, ω0/t = 1,
and finite λ (lower panel). Here, the system does not
phase separate for small values of the electron-phonon
coupling, i.e., when doping the superconducting phase at
half filling. Most importantly, the ground state remains
superconducting also when the electron density is n < 1.
This fact is most evident when ω0/t is large enough, since
the superconducting signal is rather small in the adia-
batic limit and increases with ω0/t. In order to show this
feature, we present the results for ω0/t = 15 in Fig. 8.
As for the half-filled case, in order to get smooth re-
sults when the electron density is varied, it is fundamen-
tal to consider TABC, since fixed boundary conditions
(here, periodic-antiperiodic ones) give rise to a strongly
scattered behavior. By contrast, when entering into the
CDW phase for large values of λ/t, a small hole doping
leads to a charge instability, with the region where phase
separation is obtained increasing with λ. We remark
that, within TABC, the results show a smooth behavior
that is not obtained by using fixed boundary conditions.
As for the case of an antiferromagnetic phase, also in the
presence of CDW order the injection of few mobile holes
that damage the charge periodicity is not compensated
by a kinetic energy gain. Thus, phase separation appears
for sufficiently small hole doping. In Fig. 7, we also show
the results for λ/t = 2 and various values of U/t (upper
panel). Here, the electron-electron repulsion opposes to
the electron-phonon coupling, leading to a reduction of
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FIG. 7: Energy per hole of Eq. (16) for λ/t = 2 and various
values of U/t (upper panel) and for U = 0 and various values
of λ/t (lower panel). In both cases ω0/t = 1 and calculations
are performed on the 12 × 12 cluster with TABC. Errorbars
are smaller than the size of the symbols.
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phase separation until it eventually disappears above a
critical value of U/t (by further increasing the electron-
electron repulsion, antiferromagnetism settles down at
half filling, thus leading again to phase separation, as
discussed in the positive-U Hubbard model).
In Fig. 9, we further show that, at finite values of the
phonon energy, the extent of phase separation depends
upon the actual values of both U and λ. Indeed, we
observe that, for ω0/t = 1, phase separation is more pro-
nounced for U/t = 1.38 and λ/t = 3.38 than for U = 0
and λ/t = 2, even if both cases would give the same
effective interaction Ueff = U − λ. This fact can be ex-
plained by the presence, at half filling, of a larger CDW
parameter in the former case with respect to the latter
one.
Finally, we compare the energy per hole for U = 0
and λ/t = 2 for different values of ω0/t, see Fig. 10. In
all these cases, the ground state at half filling has CDW
order (see Fig. 3) and, therefore, phase separation is ex-
pected to appear away from half filling. However, in the
antiadiabatic limit ω0/t → ∞, there is no phase sepa-
ration, since the Holstein model maps to the negative-U
Hubbard model, which has a uniform ground state away
from half filling. In fact, we find that phase separation
reduces when increasing ω0/t, i.e., the position of the
minimum in the energy per hole shifts toward δ = 0,
indicating that our variational approach correctly repro-
duces the expected physical behavior.
IV. CONCLUSIONS
In conclusion, we have performed accurate VMC cal-
culations to extract thermodynamic properties of the
Hubbard-Holstein model, where finite-size effects have
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FIG. 10: Energy per hole of Eq. (16) for U = 0 and λ/t = 2
for ω0/t = 1 (red squares), 5 (black circles), and 15 (blue
diamonds). Calculations are performed on the 12 × 12 clus-
ter with TABC. Errorbars are smaller than the size of the
symbols.
been strongly reduced by implementing an average over
twisted boundary conditions. At half filling, our results
confirm the existence of a gapless phase between the
CDW and the antiferromagnetic insulators, as recently
obtained by different VMC calculations [40]. Moreover,
within our approach, which is based upon a transparent
parametrization of the variational wave functions, we are
able to observe the presence of superconducting correla-
tions in the intermediate phase. When the phonon en-
ergy becomes large, pairing correlations strengthen and
the superconducting region broadens to the detriment
of CDW order. The emergence of superconductivity in
the half-filled Hubbard-Holstein model is an example on
how two competing tendencies (i.e., antiferromagnetism,
favored by electron-electron interaction, and CDW or-
der, favored by electron-phonon coupling) may lead to a
third stable phase. In addition, we studied the effect of
hole doping for both regimes where the half-filled ground
state has either CDW or superconducting order. In the
former case, a substantial phase separation is present at
small dopings, resembling the case of a doped repulsive-U
Hubbard [56–62]. In the latter case, instead, the ground
state remains uniform with superconducting order. How-
ever, superconductivity is found to monotonically de-
crease upon doping. We remark that, away from half
filling, TABCs are fundamental to reduce finite-size ef-
fects.
From general grounds, within the Hubbard-Holstein
model, superconductivity is rather fragile against
electron-electron repulsion and also against electron dop-
ing. Indeed, since phonons are coupled to the local elec-
tronic density in the Hubbard-Holstein model, there is
a direct competition between the formation of supercon-
ducting pairs and the local Coulomb repulsion U . In ad-
dition, superconducting pairing is maximum at half filling
and strongly reduces in the presence of hole doping. In
10
this respect, a different scenario is expected within the
Su-Schrieffer-Heeger model [11], where lattice displace-
ments are coupled to the hopping term: here, no super-
conductivity is expected at half filling, since a Peierls
insulator should take place for any electron-phonon cou-
pling at U = 0 (similarly to what happens in one di-
mension [64–66]). On the contrary, superconductivity is
expected to emerge upon doping, being also more robust
against Coulomb repulsion than in the Hubbard-Holstein
model. Therefore, the Su-Schrieffer-Heeger model would
provide a different mechanism for electron pairing, more
pertinent for cuprate and iron-pnictide superconductors.
Further variational investigations in this direction could
benefit from the use of backflow terms, as introduced to
improve the quality of the wave functions in the Hubbard
model [55, 67].
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