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We analyze the translocation of a charged particle across an α-Hemolysin (αHL) pore in the
framework of a driven diffusion over an extended energy barrier generated by the electrical charges
of the αHL. A one-dimensional electrostatic potential is extracted from the full 3D solution of
the Poisson’s equation. We characterize the particle transport under the action of a constant
forcing by studying the statistics of the translocation time. We derive an analytical expression of
translocation time average that compares well with the results from Brownian dynamic simulations
of driven particles over the electrostatic potential. Moreover, we show that the translocation time
distributions can be perfectly described by a simple theory which replaces the true barrier by an
equivalent structureless square barrier. Remarkably our approach maintains its accuracy also for
low-applied voltage regimes where the usual inverse-Gaussian approximation fails. Finally we discuss
how the comparison between the simulated time distributions and their theoretical prediction results
to be greatly simplified when using the notion of the empirical Laplace transform technique.
I. INTRODUCTION
Theoretical and computational approaches to driven or
spontaneous migration of molecules through a biological
pore are often based on idealized models whereby pores
are represented as passive channels imposing a spatial
confinement [1–5] that basically results into the presence
of an entropic barrier [6, 7]. While this raw geometri-
cal picture may be appropriate to investigate a general
principles of the transport of neutral species across solid
state nano-channels, it turns out to be drastic for bi-
ological pores whose chemical composition is known to
affect the translocation mechanism of charged molecules.
Both experiments and simulations have, indeed, revealed
that pore charges strongly influence the translocation
under the effect of driving forces [8–13] Therefore, the
electrostatic interaction between a pore and the charged
molecules cannot be neglected in reasonably realistic phe-
nomenological models of translocation.
From a theoretical perspective, the passage of
molecules through a nanopore can be viewed as the over-
coming a free-energy barrier determined by the physical
properties of the pore and molecule system. This prob-
lem is commonly tackled as a driven-diffusion process in
the presence of a given free-energy landscape [14–18] ,
which under suitable approximations, leads to solving a
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one-dimensional driven diffusion Smoluchowski equation
[19], with appropriate initial and boundary conditions.
The main purpose of this paper is to analyze the driven
diffusion of a charged particle in the presence of realis-
tic electrostatic potential. As a relevant example we se-
lected the αHL pore, a biological pore widely employed
in nanopore technology [20–28] that spontaneously self
assembles into an heptameric channel that inserts itself
into a lipid bilayer. First, we compute numerically the
3D electrostatic potential generated by the αHL then we
interpolate the effective one-dimensional profile along the
pore channel. In the Smoluchowski driven-diffusion pic-
ture such a 1D-potential corresponds to an energy barrier
that a charged particle has to overcome in order to cross
the pore, with the simplified assumption that the translo-
cating particle does not perturb the charge distribution
and does not affect the electrostatics of the αHL. In this
context, the translocation of a charged monomer is assim-
ilated to a first passage process of a Brownian charged
particle entering the pore in one side and reaching the op-
posite one. The statistical properties of the translocation
are then obtained either by direct numerical integration
of the Langevin equation or via the, computational or
analytical solution of the Smoluchowski equation [19].
In this study we derive an analytical expression for the
average passage-time as a function of the external load
for generic 1D barrier. In addition, for the specific case
of a square barrier we find a closed expression for the
Laplace transform of the passage time distribution. In-
terestingly, the distributions numerically obtained, with
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2the 1D potential are well matched by the theoretical one
with an equivalent square barrier. As a final remark,
our results suggest that the fitting procedure of theoret-
ical first passage-time distributions to numerical or ex-
perimental data can be conveniently carried out via the
empirical Laplace technique [29].
The present paper is organized as follows. Section
II describes the electrostatic model adopted in a ideal
free salt environment. In section III, we briefly intro-
duce the Smoluchowski description for driven diffusion,
we derive the analytical solution for the average passage
time for a generic free-energy profile, and we obtain the
Laplace transform of the translocation time distribution
for the square barrier. Numerical results for the first
passage time distributions are reported and discussed in
section IV.
II. ELECTROSTATIC POTENTIAL BARRIER
This section presents the computation of the electro-
static potential inside and outside the (αHL) pore in a
free salt medium. The αHL length is approximatively
L = 100A˚, and it is subdivided in several regions, figure
1. The β-barrel region (it is embedded in the lipid mem-
brane) has a diameter of ' 20A˚ (based on backbone),
the vestibule is 46A˚ in diameter, and the narrowest sec-
tion, located between the vestibule and the β-barrel, is
approximatively 14A˚ wide. The pore is embedded in a
lipid membrane approximatively of 40A˚ thickness. In
this study αHL is aligned along the x-axis. The Poisson
and Laplace equations are numerically solved in order to
calculate the electrostatic potential V (r).
∇2V = 0 in ΩH2O,Ωm ⊂ R3
∇2V = −
Nq∑
i=1
qi
εpε0
δ(r− ri) in Ωp ⊂ R3 . (1)
Here, ΩH2O is the solvent region occupied by the wa-
ter, Ωm is the lipid membrane region and Ωp is the re-
gion occupied by αHL, while ε0 and εp are the vacuum
and pore dielectric constants, respectively. The Nq point
charges qi in Eq. (1) are obtained from the PDB struc-
ture of αHL (pdb code: 7AHL) [20], the protonation
state for residues are determined at pH 7.0 employing
the PDB2PQR pipeline [30] and the AMBER99 force
field [31]. Briefly in order to simulate the entire system
we carried out a dummy calculations with APBS-FETK
software libraries [32] to create 3D dielectric environment
and the geometry of a previously equilibrated lipid mem-
brane. The dielectric constant of each region of the struc-
ture is homogeneous, the values are chosen as follows: in
ΩH2O the standard relative dielectric is εH2O = 78.54.
For the pore εp = 4 and εm = 2 for the lipid mem-
brane region. The system of equations is solved using
the APBS-FETK [32–34]. The simulation is run assum-
ing a bounding box equal to 321A˚ × 321A˚ × 321A˚ with
a fine grid of 1 grid nodes/A˚. The eq. (1) is numerically
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Figure 1. The mushroom-shaped protein ↵-Hemolysin consists of a vestibule with
a diameter ⇡ 30A˚ at its widest section and 50A˚ in length. It is linked to a  -barrel
transmembrane whose diameter is ⇡ 25A˚ and 50A˚ in length. The interface between
the vestibule and the  -barrel domains shows a bottleneck; in this region the pore is
⇡ 14A˚ wide at its narrowest point.
condition and continuity of the potential and normal electric displacement across the
i terfaces among solvent, lipid membrane and ↵-Hemolysin pore regions. We assessed
the convergence of the numerical solution of eq.1, performing a series of numerical tests
with respect to grid coarsening and box dimensions, in order to keep within a certain
error of the computed values of the polar solvation energy. This procedure requires two
calculations performed with identical meshes and no conformational changes in order
to ensure appropriate cancellation of self-energy terms and grid artifacts. To obtain
a 1D profile of the electrostatic potential as a function of the x-coordinate from the
3D electrostatic potential, we used the following procedure. We chose nine lines of
sight, labelled by !i in figure 2, at a distance of 1A˚ from the x-axis of the pore, and
we interpolated the electrostatic potential for each one of them. Since the potential
appears to be only slightly dependent on the position of the lines inside the pore, we
take their average value as the e↵ective potential experienced by a charged particle
translocating through the pore (inset of figure 2). Finally the average electrostatic
potential hU(x)i is found by fitting the discrete data with a Multi-Gaussian function.
Figure 2 shows the behavior of the electrostatic potentials along the x-axis of the ↵-
Hemolysin pore. The largest electrostatic energy barrier faced by a translocating charged
particle, with the ↵-Hemolysin, is due to the Lys147 residues (positively charged). The
peak in the electrostatic potential is mostly localized between the seven Lys147, Lys110,
these residues form a ring around the narrowest part of the  -barrel region. In contrast,
the electrostatic e↵ects arising from Asp127 and Asp128 (negatively charged) are partially
compensated by Lys131 (positively charged), these residues flatten the peak of the
electrostatic potential at the end of the  -barrel region (x ⇡ 100A˚).
Figure . he mushr om-shaped protein αHL consists of a
vestibule with a diameter ≈ 46A˚ at its widest section and 50A˚
in length. The vestibule is linked to a β-barrel transmembrane
whose diameter is ≈ 25A˚ and 50A˚ in length. The interface
between the vestibule and the β-barrel domains shows a bot-
tleneck; in this region the pore is ≈ 14A˚ wide at its narrowest
point.
solved enforcing Dirichlet boundary condition and conti-
nuity of the potential and normal electric displacement
across the interfaces among solvent, lipid membrane and
αHL regions. To obtain a 1D profile of the electrostatic
potential as a function of the x-coordinate from the 3D
electrostatic potential, w use the f llowing procedure.
Firstly we chose nine directions of sight, labelle by ωi
in figure 2, at a distance of 1A˚ from the x-axis of the
pore, then we interpolate the electrostatic potential for
each one of them. Since the potential appears to be only
slightly dependent on the position ωi, inside the pore, we
take the average as electrostatic barrier experienced by
a charged particle translocating through the pore (inset
of figure 2). Finally the average electrostatic potential
U¯(x) is fitt d with a multi-Ga ssian function. The figure
2 shows the behavior of the electrostatic potentials along
the x-axis of the αHL pore. The peak in the electrostatic
potential is mostly localized between the seven Lys147,
these residues form a ring around the narrowest part
of the β-barrel region. In contrast, the electrostatic ef-
fects arising from Asp127 and Asp128 (negatively charged)
are p rtially compensated by Lys131 (positively charg d),
these residues flatten the peak of the electrostatic poten-
tial at the end of the β-barrel region (x ≈ 100A˚). These
results are in agreement with previous studies.[35]
III. SMOLUCHOWSKI DRIVEN DIFFUSION
Here, we describe the one-dimensional Smoluchowski
equation for a positively charged particle q driven by a
constant electrical field Ex along the x-axis, F = qEx in
the presence of a generic energy barrier. The probability
P (x, t) for a particle to be in the position x at time t
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F igure 2. Dimensionless electrostatic potential along the x-axis of the ↵-Hemolysin.
The behavior of the electrostatic potential is plotted taking into account nine di↵erent
lines of sight, each at a 1A˚ distance from the x-axis. The highest value in the
electrostatic potential is located approximately 40A˚ from the origin of the reference
frame (i.e. the cap of the ↵-Hemolysin). It corresponds to the location of a group of
Lys147 and Lys110 residues. The average of the electrostatic potential is shown the the
top right corner.
Figure 2. Dimensionless unit kBTe
−1 of the electrostatic po-
tential along the x-axis of the αHL. The behavior of the elec-
trostatic potential is plotted taking into account nine different
lines of sight, each one at a 1A˚ distance from the x-axis. The
highest value in the electrostatic potential is located approx-
imately 40A˚ from the origin of the reference frame (i.e. the
cap of the αHL). It corresponds to the location of a group of
Lys147 residues. The average of the electrostatic potential is
shown in the inset. The grey shaded area corresponds to the
pore region.
satisfies the conservation equation
∂P
∂t
= −∂J
∂x
, (2)
where J(x, t) is the flux of probability density. In the
present case, Eq.(2) takes the form
J(x, t) = −D∂P
∂x
− µP ∂U¯(x)
∂x
+ µPF , (3)
where µ and D = µkBT are the particle mobility and
diffusion coefficient respectively, with T the temperature
and kB the Boltzmann constant. The function U¯(x) de-
notes the barrier profile due to the pore as defined in the
previous section and F is the applied bias electric force
acting over the whole domain [−∞, L]. The pore occu-
pies the region x ∈ (0, L). Particles are emitted at the
pore entrance, x = 0, at time t = 0, and are later ad-
sorbed at x = L, which implies the boundary condition
P (L, t) = 0, see Fig. 3. In the following, unless differ-
ently specified, we use the natural dimensionless vari-
ables: x˜ = L−1x, t˜ = DL−2t, F˜ = LF/kBT . In these
coordinates, the pore region [0, L] is rescaled to the in-
terval [0, 1]. For sake of notation simplicity, we omit the
tilde, so that the dimensionless Smoluchowski equation
reads:
∂P
∂t
=
∂
∂x
[
∂P
∂x
+ P
∂U¯(x)
∂x
− FP
]
. (4)
Integrating the solution P (x, t) of Eq. (4), we obtain the
probability S(t) that at time t the particle has not yet
translocated
S(t) =
∫ 1
−∞
P (x, t)dx . (5)
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Figure 3. Sketch of the 1-D driven-diffusion model. Particles
are emitted at the pore entrance x = 0 and are adsorbed at
the pore exit (x = 1). Translocation requires the overcoming
of the free-energy barrier with the help of an external force F
acting along the x direction.
This is also called the survival probability, as in our
model, it is the probability that the particle has not
been absorbed at x = 1. Accordingly, the probability
to be absorbed, i.e. to exit the pore after the time t, is
Pout(t) = 1 − S(t). Therefore the distribution of first
passage times ψ(t) is simply obtained as
ψ(t) =
dPout(t)
dt
= −dS(t)
dt
. (6)
Using the Smoluchowski Eq. (4), we can express ψ(t) in
terms of the probability current at the absorbing bound-
ary
ψ(t) = J(1, t) = −∂P
∂x
∣∣∣∣
1
− P (1, t) ∂U¯(x)
∂x
∣∣∣∣
1
+ FP (1, t) ,
(7)
thus the probability current, through the solution of
Eq. (4), determines ψ(t). The knowledge of ψ(t) allows
us to derive all moments of the distribution and, in par-
ticular, the average translocation time:
τ =
∫ ∞
0
dt t ψ(t) =
∫ 1
−∞
dx
∫ ∞
0
dtP (x, t) (8)
where the second equality follows from Eqs. (6,5) and
from an integration by parts. Appendix A shows that,
for a generic barrier of shape U¯(x), the Smoluchowski
equation in the domain [−∞, 1] with initial condition
P (x, 0) = δ(x) provides the expression:
τ =
M+(F )
F
+M0(F ) , (9)
where the functions M+(F ) and M0(F ) are given by
M+(F ) =
∫ 1
0
dx eG(x)
M0(F ) =
∫ 1
0
dx e−G(x)
∫ 1
x
dy eG(y) ,
(10)
withG(x) = U¯(x)−Fx. Interestingly, in the limit F → 0,
the second term of eq. (9) becomes negligible and
τ ' M+(0)
F
, (11)
4as we will see in the following, this allows an equivalent
square barrier to be defined with height
φ = logM+(0) . (12)
While the explicit value of τ can be obtained numeri-
cally, at least, computing the relevant integrals, the ex-
plicit expression of ψ(t) for an arbitrary barrier cannot
be given. Indeed, Eq. (7) requires the full solution of the
(4) which, in general, cannot be worked out analytically.
Consequently, one must either resort to direct numerical
simulations or introduce simplifying approximations.
A simple but meaningful approximation, amounts to
replacing the actual potential barrier with a square pro-
file which allows us to derive a closed analytical form for
the Laplace transform ψˆ(s) of ψ(t), and which appears to
be “equivalent” to the real barrier for calculations of our
concern. Indeed, as detailed in A, the Laplace transform
of the Smoluchowski equation yields the result:
ψˆφ(s) =
2eF/2A(F, s)
[2eφA(F, s) + F (1− eφ)] sinh[A(F, s)] + 2A(F, s) cosh[A(F, s)] (13)
where 2A(F, s) =
√
F 2 + 4s, and φ is the barrier height,
i.e. U¯(x) = φ for x ∈ [0, 1] and U¯(x) = 0, x ∈ [−∞, 0]. As
we shall see in Section IV, the expression of ψˆ(s) is very
useful in the analysis of the Empirical Laplace transform
[29] of the translocation times obtained from direct simu-
lations, even without explicit inversion. Eq. (13) reduces
to the well known Inverse Gaussian (IG) distribution ob-
tained in the vanishing barrier limit, φ = 0:
ψˆIG(s) = exp
{
1
2
(
F −
√
F 2 + 4s
)}
, (14)
which can be easily inverted to give
ψIG(t) =
1√
4pit3
exp
{
− (1− Ft)
2
4t
}
, (15)
customarily considered a useful guide to interpret data of
voltage-driven translocation experiments in high-voltage
regimes [36]. At the end of Appendix B, we show that,
though the inversion of Eq.(13) leads to a quite involved
expression, the large-time behaviour of the arrival time
PdF can be easily worked out via a saddle-point method
(see Eq.(B12)) and reads
ψφ(t) ∼ exp
{
− F
2eφ
(1 + eφ)2
t
}
. (16)
Interestingly, the exponential decay rate is controlled by
the height of the equivalent barrier and, when φ → 0,
it is consistent with the Inverse Gaussian behaviour
exp(−F 2t/4).
Using the relation between the derivatives of the
Laplace transform calculated at s = 0 with the momenta
of the function, (−1)nψˆ(n)(0) = ∫∞
0
dt tnψ(t), where
(n) indicates the n-th derivative, we can obtain all the
momenta of ψ, in particular, the average residence time
reads
τ =
F +
(
eφ − 1) (1− e−F )
F 2
. (17)
Notice that Eq.(17) can be also directly derived by
Eq.(9). Interestingly, in the limit of F → 0 (17) reduces
to
τ =
eφ
F
, (18)
i.e. again a 1/F behavior as in the F → ∞ limit. By
comparison of eq. (18) and eq. (11) it results that, in
the limit F → 0, any barrier can be described by an
equivalent square barrier the correspondence being set
via the following relation
exp(φ) = M+(0) =
∫ 1
0
dx eU(x) . (19)
IV. NUMERICAL RESULTS
The electrostatic barrier derived in Section II is used
to study numerically the translocation of a positive unit
charge across the αHL under the action of a constant
electric field E. We generate a continuous version of 1D
average electrostatic potential by a multi Gaussian fit.
U¯(x) =
7∑
k=0
U¯k exp
[
−
(
x− xk
ck
)2]
. (20)
The set of coefficients is reported in table I. The dynamics
of the charged particle is described by the overdamped
Langevin equation:
x˙ = F − ∂U¯(x)
∂x
+
√
2η(t) (21)
with η(t) a Gaussian noise, with 〈η(t)〉 = 0 and
〈η(t)η(t′)〉 = δ(t − t′). After ensemble averaging, this
Langevin approach is equivalent to the Smoluchowski for-
mulation (4).[19] In the Langevin formulation (21), we
assume the friction exerted by the solvent large enough
to overwhelm the inertial terms (overdamped regime).
We integrated Equation (21) numerically via a second
5Table I. multi-Gaussian fit coefficients, eq. (20), with a 95%
confidence intervals. U¯k and in kBTe
−1 while xk and ck are
in A˚.
k U¯k xk ck
0 -0.547 -50.000 20.260
1 -4.000 1.000 29.230
2 2.510 18.940 11.110
3 0.729 49.243 0.003
4 1.047 50.432 4.396
5 8.340 52.766 35.590
6 1.112 68.610 125.000
7 0.598 92.130 7.732
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Figure 4. Behavior of the average translocation time τ versus
F . The solid line is the analytic result Eq. (9) while the points
refer to numerical simulations. For high forcing (F > Fc) the
curve collapses on the ballistic (inverse Gaussian) prediction
τ = 1/F . The higher dashed line indicates the F = 0 limit,
Eq.(18). The vertical line marks the stability threshold Fc =
maxx U
′(x) at which the profile G(x) = U¯(x)−Fcx looses its
stable minimum given by the solution U ′(x) = F .
order stochastic Runge-Kutta algorithm [37], for an en-
semble of M = 105 independent particles emitted at the
pore entrance (x = 0) at t = 0 and adsorbed at x = 1.
We notice that particles are allowed to explore the whole
domain [−∞, 1]. As it is customary the translocation
time in our simulations is the time of first arrival at the
absorbing boundary tTr = min{t ∈ [0, Tw] : x(t) = 1}.
Figure 4 illustrates the average translocation time τ
over the M trajectories as a function of the external
load F (cf. Section III). The points are the results of
the Brownian dynamic simulations and for comparison,
the analytical curve Eq. (9) is also plotted, demonstrat-
ing the agreement with the numerical data. Different
regimes are apparent in the behavior of τ(F ). For high
forcing, the typical Inverse Gaussian behavior, τ = F−1,
is recovered (lower horizontal dashed line). The stabil-
ity threshold Fc for the onset of this ballistic-like regime
can be roughly estimated as Fc = maxx U¯
′(x) ' 64.5,
that is the minimal F -value after which the barrier of
the tilted profile G(x) = U¯(x) − Fx disappears [38–40].
Below Fc, τ abruptly increases as the barrier crossing
turns to be mainly thermally activated. The vertical line
in Fig. 4 represents the threshold Fc separating a ther-
mally activated from a ballistic-like regime. Moreover,
it is apparent that for low forcing the exit-time goes as
Eq.(18).
Further analysis on translocation statistics can be car-
ried out by collecting histograms of the first exit time
from the x = 1 boundary. Since no analytical expres-
sions are available for the ψ(t) in the presence of the
generic potential, we need to resort to the equivalent
square-barrier approximation, that however provides ex-
plicit formulas only in Laplace transform space. There-
fore a direct comparison of the normalized histograms
with the approximated results (13) requires the Laplace-
inversion ψ(t) = L−1[ψ(s)]t, which should be numerically
performed via standard algorithm. To avoid the iteration
of a boring fitting procedure made of a step of numeri-
cal inversion followed by a step of parameter tuning in
Eq. (13), it is convenient to employ the so called empiri-
cal Laplace transform [29] which for a set of M measured
exit times {tk}Mk=1 is defined as
ψe(s) =
1
M
M∑
k=1
e−stk . (22)
In this way, instead of comparing the distributions we
compare their Laplace transform, in other words the com-
parison between data and theory is not done in the time-
argument, as natural, but in the s-argument. In Fig. 5,
the symbols represent the ψe(s) associated to four sets of
exit times at different values of F . The solid lines corre-
spond to Eq. (13) with the barrier height φ estimated by
inverting Eq. (17),
φ = ln
{
1 +
F (Fτ − 1)
1− e−F
}
, (23)
where τ is the numerical value obtained from formula
(9). The agreement between ψe(s) and Eq. (13) is strik-
ing and indicates that the shape of the time distribution
can be well captured by adjusting a step-like barrier, re-
gardless of the details of the true potential. The dashed
lines from the left to the right refer to the inverse Gaus-
sian computed at fields F = 15, 45, 75, 150 respectively.
We see that at low and moderate fields F = 15, 45 the
Inverse Gaussian yields a bad representation of the exit
time process. This comparison between data and the-
ory via the Laplace transform, suggests that even the
simplest correction to the Inverse Gaussian model is just
able to drastically improve the description of the translo-
cation time distribution in the regimes of small fields
where the Inverse Gaussian is known to be not appli-
cable. To confirm the above scenario, we numerically
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Figure 5. Empirical Laplace transform for electrostatic bar-
rier data, at F = 15 (circle), F = 45 (squares), F = 75
(up-triangle), F = 150 (diamonds). The solid lines are
the Laplace transforms of ψˆ(s) for the square barrier. For
each F , the equivalent barrier height φ is estimated by for-
mula (23): φ(15) ' 8.13, φ(45) ' 4.21, φ(75) ' 3.14 and
φ(150) ' 2.365. The dashed curves labelled by a,b,c and d
indicate the Laplace Transform of the Inverse Gaussian com-
puted at fields F = 15, 45, 75, 150 respectively. Clearly, the
Inverse Gaussian becomes a reasonable approximations only
for high enough force.
inverted Eq. (13) via the fixed Talbot algorithm [41] im-
plemented in Mathematica Wolfram 8.0 by Abate and
Valko´ [42] (package FixedTalbotNumericalLaplaceInver-
sion.m) using the equivalent φ from Eq. (23).
The distributions of t for three different forcing are
reported in Fig. 6 where the normalized histograms are
represented by the shaded areas, whereas the solid curve
indicates the theoretical distribution from the equivalent
square barrier model. The first panel refers to the very
low forcing regime (F  Fc) where the distribution is ba-
sically dominated by the exponential tail. At low forcing,
F < Fc, the distribution of panel b) is strongly skewed
and develops a long tail for large t that yet differs from
the Inverse Gaussian as the waiting time before the bar-
rier jumps cannot be neglected. Finally panel c illus-
trates a case with F > Fc, ψ(t) does not differ qual-
itatively from the corresponding Inverse Gaussian with
the same value of F , at strong fields indeed, the barrier
height is drastically reduced and the jump process be-
comes irrelevant. The insets of Fig. 6 report the lin-log
plot of the main panel data, showing the good agreement
between histograms and theoretical PdF also in the long-
time tails. Moreover, the dashed straight lines represent
the exponential decay of the tails as predicted by the for-
mula (16) and derived in Appendix B. The perfect align-
ment of the dashed line with the numerical inversion of
Eq.(13) (solid line) in all the force regimes indicates that
the behaviour predicted by Eq.(16) is an exact asymp-
totic result. The agreement between theoretical predic-
tions and simulation data is remarkable suggesting the
general applicability of the square barrier model to ob-
tain a first reasonable correction to the Inverse Gaussian
distribution.
V. CONCLUSIONS
Translocation of molecules through narrow nanopores
is often described as one-dimensional driven diffusion
over a energy or free-energy profile. This approach is jus-
tified as long as a single reaction coordinate is capable of
characterizing the transport dynamics while the motion
along any other direction can be considered to be much
faster [43]. Although this assumption may not be true
in general, one-dimensional models are considered useful
mathematical tools to describe the qualitative features of
the transport phenomenology across narrow pores.
In this paper, we investigated the diffusion of a sin-
gle particle driven by an external constant field along
a realistic energy profile. We worked out an analytical
expression of the average translocation time for generic
energy profiles, and of the Laplace transform of the
translocation-time distribution over a square barrier. As
a representative case to compare with our theoretical re-
sults, we selected the transport of a positive charged par-
ticle through an αHL pore, whose electrostatic potential
has been computed via the Poisson equation.
In order to collect the statistics of the translocation
time at different values of the forcing, we performed nu-
merical simulations of the barrier crossing process by
solving a Langevin equation. The average translocation
time has been found to be in good agreement with the
our analytical prediction. The energy landscape strongly
affects the transport at low forcing, determining a non-
trivial behavior of the average translocation time with
the force intensity F . At high forcing the role of the
energy landscape can be neglected, thus the transloca-
tion process is equivalent to a driven-diffusion mechanism
without barriers. As a consequence the average translo-
cation time shows the quasi-ballistic F−1-dependence.
Also, translocation time distributions clearly reflect
the presence of these two forcing regimes. At low forc-
ing, where the effects of the energy profile are particularly
relevant, we were unable to derive the exact expression
of such distributions, so we resorted to the simplest yet
still meaningful approximation by replacing the actual
potential barrier with an appropriate square profile. In
this way, the true Laplace transform of the translocation-
time distribution over the αHL electrostatic barrier is
well approximated by the corresponding distribution in
the model with the “equivalent” square barrier.
Working with the Laplace transform is convenient as
it maps a differential equation problem into an algebraic
one. However the main difficulty relies in the inversion of
the transformation, a step that is often done numerically.
In this respect, we have shown that by employing the
empirical Laplace transform (22) of translocation-time
raw data, the inversion procedure can be skipped, as the
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Figure 6. Translocation time distributions over the electrostatic barrier, for three different external loads F = 15 a), F = 75
b) and F = 150 c). The shaded areas represent the histograms collected from the arrival time at L = 1 of the trajectories
generated by the numerical integration of Eq.(21). The black solid lines are the distribution computed with the model of
equivalent-square barrier, with φ = 8.13 a), φ = 3.14 b) and φ = 2.365 c) set from Eq.(23); consider that no further parameter
adjustment is required to fit perfectly the data. The insets are the lin-log plots of the main figures showing the exponential tail
of the distributions predicted by Eq.(16) (dashed line)
.
comparison between theoretical and numerical distribu-
tions is equivalent to comparing their respective trans-
formations. We expect these observations to help the
development of new methods based on empirical Laplace
transforms for the analysis of experimental translocation
data. Finally, we obtained the analytical decay law of the
arrival-time distributions at large times for any square-
barrier height and any explored forcing. This exponential
behaviour ψφ(t) ∼ exp(−γt) is controlled by the coeffi-
cient γ = F 2eφ/(1+eφ)2 that depends both on the barrier
height φ and the drive F .
Appendix A: Derivation of analytical expression
In this appendix we derive the formulas (9) and (13)
from the Smoluchowski equation for a particle in a po-
tential G(x) = U¯(x) − Fx, where U¯(x) is significantly
non-zero only in the region [0, 1], Fig. 3 while F acts over
]−∞, 1]. We use natural variables to get a dimensionless
equation and we consider the Laplace transform
Y (x, s) =
∫ ∞
0
dtP (x, t)e−st , (A1)
of the probability distribution, which satisfies the equa-
tion
sY (x, s)− δ(x) = ∂
∂x
{
∂Y (x, s)
∂x
+G
′
(x)Y (x, s)
}
(A2)
with initial condition P (x, 0) = δ(x). This problem can-
not be solved in a closed form except for some special
choice of G(x), yet, according to (8), the exact expres-
sion of the average translocation time derives from the
solution of the simplified problem with s = 0,
τ =
∫ 1
−∞
dxY (x, 0) . (A3)
As it is customary, the presence of the term δ(x) in (A2)
requires to solve the homogeneous equation
∂
∂x
{
∂Y (x, 0)
∂x
+G
′
(x)Y (x, 0)
}
= 0 (A4)
in each of the two domains R1 =]−∞, 0[ and R2 = [0, 1]:
Y (x) =
{
a0e
Fx if x < 0
e−G(x)[a1 + b1
∫ x
0
dξeG(ξ)] if 0 ≤ x ≤ 1
where we omit writing s = 0 for simplicity. The co-
efficients are determined by the boundary conditions
Y (−∞) = Y (1) = 0 and by the two matching conditions
at x = 0, resulting from the continuity, Y (0+) = Y (0−),
and from integrating both members of Eq. (A4) over the
interval [−, ] then taking  → 0 (see ref. [44] pp.112-
116). The latter leads to the following current jump
−1 = [Y ′(x)+G′(x)Y (x)]x=0+−[Y ′(x)+G
′
(x)Y (x)]x=0−
(A5)
which, assuming the continuity of U¯
′
(x) and Y (x) in x =
0, reduces to −1 = Y ′(0+)−Y ′(0−). In other words, the
derivative ∂xY presents a discontinuity of magnitude 1
in x = 0. These three conditions determine univocally
the coefficients a0, a1, b1, which read:
a0 = −a1 =
∫ 1
0
dqeU¯(q)−Fq , b1 = −1 .
8Then according to formula (A3), the direct integration
of Y (x) over ]−∞, 1] yields the result (9),
τ =
a0
F
+
∫ 1
0
dxeU¯(x)−Fx
∫ 1
x
dye−U¯(y)+Fy .
The case with a square barrier in [0, 1], U¯(x) =
φΘ[x(1− x)], Θ(s) being the unitary step function, has
the advantage of being fully tractable even for s 6= 0. In
this case, Eq. (A2) reduces to
Y
′′
(x, s)− FY ′(x, s)− sY (x, s) = 0 , (A6)
whose solutions in R1 and R2 are linear combinations of
exp(Fx/2±√F 2 + 4s/2), i.e.:
Y (x, s) =
{
eFx/2(A1e
qx +A2e
−qx) x < 0
eFx/2(B1e
qx +B2e
−qx) 0 ≤ x ≤ 1 (A7)
with q =
√
F 2 + 4s/2. As before, the four coefficients
A1, A2, B1, B2 are determined by the boundary condi-
tions: Y (−∞, s) = 0, Y (1, s) = 0 and by the matching at
the discontinuity of the potential, Y (0+, s)eφ = Y (0−, s),
in which the barrier height φ appears [45]. Again, the
presence of the δ-function imposes the constraint (A5):
−1 = Y ′(0+, s)− FY (0+, s)− [Y ′(0−, s)− FY (0−, s)] .
After simple but tedious algebra, we obtain the following
solution
Y (x, s) =
{
h1(s) e
Fx/2 exp(qx) x < 0
h2(s) e
Fx/2 sinh[q(1− x)] 0 ≤ x <≤ 1
(A8)
where the coefficients h1, h2 read
h1(s) =
2eφ sinh(q)
2q cosh(q) + [2eφq − F (eφ − 1)] sinh(q)
h2(s) =
2
2q cosh(q) + [2eφq − F (eφ − 1)] sinh(q) .(A9)
Thus after Laplace transforming Eq. (7), which yields
ψˆ(s) = J(1, s), we have:
ψˆφ(s) =
eF/2
√
F 2 + 4s√
F 2 + 4s cosh
(
1
2
√
F 2 + 4s
)
+
[
eφ
√
F 2 + 4s− F (eφ − 1)] sinh ( 12√F 2 + 4s) (A10)
that is the equation (13) reported in the sectionIII. When
φ = 0, we simply recover the Laplace Transform of the
Inverse Gaussian (14)
ψˆφ(s) = e
1
2 (F−
√
F 2+4s) . (A11)
Appendix B: Laplace inversion
For the sake of completeness we report additional ex-
plicit calculations concerning the inversion of the Laplace
transform. Using the shift property of the Laplace trans-
formation, such that s → s − F 2/4, equation (A10) can
be recast into the following form
ψφ(t) = exp
{
− F
2t
4
+
F
2
}
L−1[Qˆ(√s)]t , (B1)
hereafter, L−1[...]u the inverse Laplace transform of ar-
gument u. Thus, we are left with the simpler function to
be inverted
Qˆ(
√
s) =
2
√
s
2
√
s cosh(
√
s) + [2eφ
√
s− F (eφ − 1)] sinh(√s) .
(B2)
that can be recast in the form
Qˆ(
√
s) =
2
√
s
e
√
s[(eφ + 1)
√
s− w]− e−√s[(eφ − 1)√s− w]
where w = F (eφ − 1)/2. In order to use Laplace trans-
form tables of elementary functions, Qˆ(
√
s) can be con-
veniently re-written as a geometric series
Qˆ(
√
s) =
2
√
s e−
√
s
a
√
s− w
∞∑
n=0
e−2n
√
s
(
1− 2
√
s
a
√
s− w
)n
.
(B3)
with a = eφ + 1.
It is immediate to treat the case F = 0(w = 0), i.e.
barrier without drift, that reduces to invert
Qˆ(
√
s) =
2
a
∞∑
n=0
e−(2n+1)
√
s
(
1− 2
a
)n
(B4)
leading to the formula
ψ
(0)
φ (t) =
2
1 + eφ
∞∑
n=0
(
eφ − 1
eφ + 1
)n
2n+ 1√
4pit3
e−
(2n+1)2
4t (B5)
When t is large, the sum (B5) is dominated by the n = 0
term, thus we obtain the asymptotic approximation
ψ
(0)
φ (t) '
2
1 + eφ
exp{−1/(4t)}√
4pit3
.
For the case F > 0, we perform a further binomial
9expansion of the term raised to the n-power in Eq.(B3)
Qˆ(
√
s) =
∞∑
n=0
n∑
k=0
(−1)k
(
n
k
)(
2
√
s
a
√
s− w
)k+1
e−tn
√
s,
(B6)
for shortness sake, we set tn = 2n+ 1 and
Qˆn,k(
√
s) =
(
2
√
s
a
√
s− w
)k+1
e−tn
√
s .
Applying the Schouten-Van der Pol Theorem (see [46]
and pag.77 of Ref. [47]) we can invert each term of the
sum (B6) with
√
s replaced by s at the price of solving
the integral
L−1[Qˆn,k(
√
s)]t =
∫ ∞
0
duu√
4pit3
e−u
2/4tL−1[Qˆn,k(s)]u .
(B7)
It can be shown that
L−1[Qˆn,k(s)]u =
(
2
a
)k+1 [
δ(u− tn) + (k + 1)w
a
Θ(u− tn)M
(
k + 2, 2,
w(u− tn)
a
)]
(B8)
where Θ(u − tn) is the unitary step function and
M(α, β, u) indicates the Kummer’s confluent Hyperge-
ometric function [48] which for α = k + 2 and β = 2 is
known to assume the form M(k + 2, 2, x) = exPk(x) of
a product between an exponential and a polynomial of
degree k, such that P0(x) = Pk(0) = 1.
The above expression plugged into the integral (B7)
yields
L−1
[
Qˆn,k(
√
s)
]
t
=
(
2
a
)k+1[
tn e
−t2n/(4t)√
4pit3
+ (k+1)
w
a
In,k(t)
]
(B9)
where Ip,q(t) represents the integral
Ip,q(t) =
∞∫
0
du(u+ tp)√
4pit3
exp
{
− (u+ tp)
2
4t
+
wu
a
}
Pq
(wu
a
)
.
Combining all the above expressions together and con-
sidering that the first term of Eq.(B9) reconstructs the
function (B5), we obtain the final result as a sum
Q(t) = ψ(0)n (t) +
w
a
∞∑
(n,k)=0
g(n+ k, k)In+k,k(t) (B10)
with coefficients
g(p, q) = (−1)q
(
p
q
)(
2
a
)q+1
(q + 1)
The substitution of Eq.(B10) into (A10) yields the first
arrival time distribution, which, despite the simplicity of
the problem, remains quite involved as it amounts to a
double series in the k, n indexes. However one can easily
derive the simplest nontrivial correction to Eq.(B5) (F =
0 case) by retaining only the k = 0 terms in Eq.(B10)
ψφ(t) ' e−F 2t/4+F/2
[
ψ
(0)
φ (t) + F
eφ − 1
(eφ + 1)2
∞∑
n=0
In,0(t)
]
(B11)
As a final remark, we stress that asymptotic behaviour
of ψφ(t) at large times is fully determined, term by term,
by the explicit structure of the integrals Ip,q(t). The
large-t behaviour of Ip,q(t) thus can be estimated by eval-
uating the integrand at the saddle point u∗ = 2tw/a− tp
of its exponent. The direct substitution shows that
Ip,q(t) ∼ exp[t(w/a)2] which combined with the exponent
−F 2t/4 from Eq.(B1), and recalling that ψ(0)φ (t) ∼ t−3/2
is subleading, yields the large-time behaviour of the dis-
tribution
ψφ(t) ∼ exp
{
− e
φF 2
(eφ + 1)2
t
}
. (B12)
where, we substituted w = F/2(eφ − 1), a = eφ + 1. The
analytical result (B12) is an exact asymptotic property of
the arrival-time distribution of the driven-diffusion over
a square barrier, as it verified with great accuracy in the
explored range of F by the numerical inversion of Eq.(13),
in Fig.6.
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