To be considered for the 2017 IEEE Jack Keil Wolf ISIT Student Paper Award." We provide a sphere-packing lower bound for the optimal error probability in finite blocklengths when coding over a symmetric classical-quantum channel. Our result shows that the pre-factor can be significantly improved from the order of the subexponential to the polynomial, This established pre-factor is arguably optimal because it matches the best known random coding upper bound in the classical case. Our approaches rely on a sharp concentration inequality in strong large deviation theory and crucial properties of the error-exponent function.
I. INTRODUCTION
The probability of decoding error is one of the fundamental criteria for evaluating the performance of a communication system. In Shannon's seminal work [1] , he pioneered the study of the noisy coding theorem, which states that the error probability can be made arbitrarily small as the coding blocklength grows when the coding rate R is below the channel capacity C. Later, Shannon [2] made a further step in exploring the exponential dependency of the optimal error probability * (n, R) on the blocklength n and rate R, and defined the reliability function as follows: given a fixed coding rate R < C, E(R) := lim n→+∞ − 1 n log * (n, R). The quantity E(R) then provides a measure of how rapidly the error probability approaches zero with an increase in blocklength. This asymptotic characterization of the optimal error probability under a fixed rate is hence called the error exponent analysis. For a classical channel, the upper bounds of the optimal error can be established using a random coding argument [3] . On the other hand, the lower bound was first developed by Shannon, Gallager, and Berlekamp [4] and was called the sphere-packing bound. Alternative approaches by Haroutunian [5] and Blahut [6] were subsequently proposed.
Recently, much attention has been paid to the finite blocklength regime [7] , [8] . Altug and Wagner employed strong large deviation techniques [9] to prove a sphere-packing bound with a finite blocklength. Further, the pre-factor of the bound was refined from the order of the subexponential e −O( √ n) [4] to the polynomial [11] . This refinement is substantial especially at rates near capacity, where the error-exponent is close to zero; hence, the pre-factor dominants the bound [12] .
Error exponent analysis in classical-quantum (c-q) channels is much more difficult because of the noncommutative nature of quantum mechanics. Burnashev and Holevo [13] , [14] investigated reliability functions in c-q channels and proved the random coding upper bound for pure-state channels. Winter [15] adopted Haroutunian's method to derive a sphere-packing bound for c-q channels in the form of relative entropy functions [5] . Dalai [16] employed Shannon-Gallager-Berlekamp's approach to establish a sphere-packing bound with Gallager's expression [4] . It was later pointed out that these two spherepacking exponents are not equal for general c-q channels [17] . In this work, we initiate the study of the refined spherepacking bound in the quantum scenario. In particular, we consider a "symmetric c-q channel" (see Sec. II for a detailed definition), which is an important class of covariant channels (e.g. [18] ), and establish a sphere-packing bound with the prefactor improved from the order of the subexponential in Dalai's result [16] to the polynomial. Our result recovers Altug and Wagner's work [10] for classical symmetric channels including the binary symmetric channel and binary erasure channel. Furthermore, the proved pre-factor matches that of the best known random coding upper bound [19] in the classical case. Hence, our result yields the exact asymptotics for the sphere-packing bound in symmetric c-q channels. The main ingredients in our proof are a tight concentration inequality from Bahadur and Ranga Rao [9] , [12] (see Appendix A) and the major properties of the sphere-packing exponent [20] . Moreover, the established refinement might lead to substantial applications since a polynomial pre-factor suffices for the analysis of coding performance in the medium error probability regime, where coding rates approach capacity slowly [12] . We leave the case for general c-q channels as future work [21] . This paper is organized as follows. We introduce the notation and state our main result in Sec. II. Sec. III includes properties of the error-exponent function. We provide the proof of the main result in Sec. IV. Sec. V concludes this paper.
II. NOTATION AND MAIN RESULT A. Notation
Throughout this paper, we consider a finite-dimensional Hilbert space H. The set of density operators (i.e. positive semi-definite operators with unit trace) on H are defined as S(H). We write ρ σ if supp(ρ) ⊂ supp(σ), where supp(ρ) denotes the support of ρ. The identity operator on H is denoted by 1 H . When there is no possibility of confusion, we skip the subscript H. Let N, R, and R >0 denote the set of integers, real numbers, and positive real numbers, respectively. Define [n] := {1, 2, . . . , n} for n ∈ N. Given a pair of positive semi-definite operators ρ, σ ∈ S(H), we define the (quantum) relative entropy as D(ρ σ) := Tr [ρ (logρ − logσ)], when ρ σ, and +∞ otherwise. For every α ∈ [0, 1), we define the (Petz) quantum
. Let X be a finite alphabet, and let P(X ) be the set of probability distributions on X . In particular, we denote by U X the uniform distribution on X . A classical-quantum (c-q) channel W maps elements of the finite set X to the density operators in S(H), i.e., W : X → S(H). Let M be a finite alphabetical set with size M = |M|. An (n-block) encoder is a map f n : M → X n that encodes each message m ∈ M to a codeword x n (m) ∈ X n . The codeword x n (m) is then mapped to a state W ⊗n
We define the following conditional entropic quantities:
where we denote by E 0 (s, P ) := − log Tr P W 1/(1+s) 1+s an auxiliary function [14] , [20] . The sphere-packing exponent is defined by 
It follows that E sp (R) = +∞ for any R ≤ R ∞ (see also [4, . There is a trade-off between these two errors. Thus, we can define the minimum type-I error, when the type-II error is below μ ∈ (0, 1), as
(3)
B. Main Result
Let us now consider any symmetric c-q channel with capacity C.
where
From the definition of the symmetric channels, it is not hard to verify that 
Further, Jensen's inequality implies that E
The following holds (i) For any P ∈ P(X ), F R,P (·, ·) has a saddle-point with the saddle-value:
sp (R, W, P ). (ii) The saddle-point is unique for P ∈ P R (X ). 
Lemma 4 (Representation). For any
Proof. Since Lemma 2 implies that U X attains E (2) sp (R, ·), one observes from the definition of E (2) sp that all the quantities D α R (W x σ R ), x ∈ X are equal. By item (iii) of Lemma 3, we obtain a representation of σ R in Eq. (6) . The optimal α R follows from [20, Eq. (42) ].
Lemma 5 (Invariance). For any R ∈ (R ∞ , C), we have
where α R and σ R are defined in Eq. (6) .
Proof. Following the argument in Lemma 2 and recalling Eq. (6) in Lemma 4, one can verify that 
IV. PROOF OF THE MAIN RESULT
For rates in the range R ≤ R ∞ , we have E sp (R) = +∞. The bound in Eq. (4) obviously holds. Hence, we consider the case of R ∈ (R ∞ , C) and fix the rate throughout the proof.
We first pose the channel coding problem into a binary hypothesis testing through Lemma 6, which originates from Blahut [6] for the classical case.
Lemma 6 (Hypothesis Testing Reduction). For any code C n with message size e nr , then
We provide the proof in the full version [24, Appendix B.2].
Let us now commence with the proof of Theorem 1. Fix arbitrary x, ξ > 0. Let γ n := log n 2n + x n and R n := R − γ n . The choice of the rate back-off term γ n and x will become evident later. Choose
Let σ R be defined in Eq. (6), and from Lemma 6, we have
In the following, we provide a lower bound for the type-I error α exp{−nRn} W ⊗n x n σ ⊗n R . Let p n := n i=1 p xi and q n := n i=1 q xi , where (p xi , q xi ) are Nussbaum-Szkoła distributions [25] of (W xi , σ R ) for every i ∈ [n]. Since D α (W xi σ R ) = D α (p xi q xi ), for all α ∈ (0, 1], we shorthand φ n (R n ) := sup α∈(0,1] F Rn,P x n (α, σ R ), where P x n is the empirical distribution of x n . Moreover, item (iii) in Lemma 3 implies that the state σ R dominates all the channel outputs: σ R W x , for all x ∈ supp(P x n ), Hence, we have p n q n .
Subsequently, for every i ∈ [n], we let q xi (ω) = 0, for all ω ∈ supp(p xi ). We apply Nagaoka's argument [26] by choosing δ = exp{nR n − nφ n (R n )} to yield, for any 0 ≤ Q n ≤ 1,
where α (U; p n ) := ω∈U c p n (ω), β (U; q n ) := ω∈U q n (ω), and U := ω : p n (ω)e nφn(Rn) > q n (ω)e nRn . Next, we employ Bahadur-Ranga Rao's concentration inequality, Theorem 9 in Appendix A, to further lower bound α (U; p n ) and β (U; q n ). Before proceeding, we need to introduce some notation. We define the tilted distributions, for every i ∈ [n], ω ∈ supp(p xi ), and t ∈ [0, 1] bŷ
Since p n and q n are mutually absolutely continuous, the maps
One can immediately verify the following partial derivatives with respect to t:
With Λ j,xi (t) in Eq. (12), we can define
where Λ * j,P x n (z) in Eq. (15) is the Fenchel-Legendre transform of Λ j,P x n (t). The quantities Λ * j,P x n (z) would appear in the lower bounds of α (U; p n ) and β (U; q n ) obtained by Bahadur-Randga Rao's inequality as shown later.
In the following, we relate the Fenchel-Legendre transform Λ * j,P x n (z) to the desired error-exponent function φ n (R n ). Such a relationship is stated in Lemma 7; the proof is provided in the full version [24, Appendix B.3].
Lemma 7. Under the prevailing assumptions and for all R n ∈ (R ∞ , C), the following holds:
There exists a unique t = s 1+s ∈ (0, 1), such that Λ 0,P x n (t ) = φ n (R n ) − R n , where s := ∂φn(r) ∂r | r=Rn .
Item (iii) in Lemma 7 shows that the optimizer t in Eq. (15) always lies in the compact set [0, 1]. Further, Eqs. (12) and (13) ensure that Λ 0,xi (t) = Λ 1,xi (1 − t), Λ 0,xi (t) = −Λ 1,xi (1 − t), Λ 0,xi (t) = Λ 1,xi (1 − t). We define the following quantities:
V min := min
T 1,x (t) := T 0,x (1 − t); and K max := 15 √ 2πT max /V min . Note that for every x ∈ X, Λ 0,x (·) and T 0,x (·) are continuous functions on [0, 1] from the definitions in Eqs. (13) , (19) (see also [10, Lemma 9] ). The maximization and minimization in the above definitions are well-defined and finite. Moreover, Lemma 8 guarantees that V min is bounded away from zero. 1] . This is equivalent to where we use the fact that R n > R ∞ = − x∈X P x n (x) log Tr p 0
x q x ; see Eq. (2)). However, Lemma 5 implies that φ n (R n ) = E sp (R n ) > 0, which leads to a contradiction. Now, we are ready to derive the lower bounds to α (U; p n ) and β (U; q n ). Let N 2 ∈ N be sufficiently large such that for all n ≥ N 2 ,
Applying Bahadur-Randga Rao's inequality (Theorem 9) to Z i = log q i − log p i with the probability measure λ i = p i , and
where A := e −Kmax √ 4πVmax . Similarly, applying Theorem 9 to Z i = log p i − log q i with the probability measure λ i = q i , and z = φ n (R n ) − R n yields
Continuing from Eq. (23) and item (i) in Lemma 7 gives
Eq. (25) together with item (iii) in Lemma 7 yields
where we choose x = − log A. Let N 3 ∈ N such that An γ > 1, for all n ≥ N 3 . Then Eq. (27) implies that β (U; q n ) > 2 exp{−nR}. Thus, we can bound the left-hand side of Eq. (10) from below by A √ n e −nφn (Rn) . For any test
where the last equality follows from Lemma 5. Finally, it remains to remove the back-off term R n = R−γ n in Eq. (28) . By Taylor's theorem, we have
for someR ∈ (R − ξ, R) and E sp (R) :=
Further, one can calculate that
. From item (iii) in Lemma 3, it follows that boths and |E sp (R)| = s are both positive and finite for R ∈ (R ∞ , C) and R ∈ (R ∞ , C). Together with the fact that V min > 0, we have Υ ∈ R >0 .
Finally, by combining Eqs. (9), (28), (29) and (31), we obtain the desired Eq. (4) for sufficiently large n ≥ N 0 := max {N 1 , N 2 , N 3 }.
V. DISCUSSION
In this work, we establish a sphere-packing bound with a refined polynomial pre-factor that coincides with the best classical results [10, Theorem 1] to date. As discussed by Altug and Wagner [10, Sec. VII], the pre-factor is correct for binary symmetric channels but slightly worse for binary erasure channels (in the order of 1/ √ n). On the other hand, our pre-factor matches the recent result of the random coding upper bound [19, Theorem 2] , where the pre-factor has been shown to be exact. Hence, we conjecture that the established result is optimal for general symmetric c-q channels.
This work admits variety of potential extensions. First, the symmetric c-q channel studied in this paper is a covariant channel with a cyclic group: W Uin(g)xUin(g) † = U out (g)W x U out (g) † , ∀g, x ∈ X , (32) where U in and U out are the unitary representations on X and S(H) such that U in (g) x U in (g) † = (x + g) mod |X | and U out (g) = V g . It would be interesting to investigate whether the refined sphere-packing bound can be extended to covariant quantum channels N : S(H in ) → S(H out ) with arbitrary compact groups. Second, the random coding bound in the quantum case has been proved only for pure-state channels [14] . It is promising to prove the bound for this class of cq channels by employing the symmetry property. Finally, the refinement provides a new possibility for moderate deviation analysis in c-q channels [12] , which is left as future work [27] .
