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THE PICARD GROUP OF THE UNIVERSAL MODULI STACK OF
PRINCIPAL BUNDLES ON POINTED SMOOTH CURVES II
ROBERTO FRINGUELLI AND FILIPPO VIVIANI
Abstract. In this paper, which is a sequel of [FVc], we investigate, for any reductive group
G over an algebraically closed field k, the Picard group of the universal moduli stack BunG,g,n
of G-bundles over n-pointed smooth projective curves of genus g. In particular: we give new
functorial presentations of the Picard group of BunG,g,n; we study the restriction homomor-
phism onto the Picard group of the moduli stack of principal G-bundles over a fixed smooth
curve; we determine the Picard group of the rigidification of BunG,g,n by the center of G as
well as the image of the obstruction homomorphism of the associated gerbe. As a consequence,
we compute the divisor class group of the moduli space of semistable G-bundles over n-pointed
smooth projective curves of genus g.
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1. Introduction
The aim of this paper, which is a sequel of the paper [FVc], is to study the Picard group
of the universal moduli stack of (principal) G-bundles BunG,g,n over n-marked curves of genus
g, which parametrizes G-bundles, where G is a connected and smooth linear algebraic group
k = k, over families of (connected, smooth and projective) k-curves of genus g ≥ 0 endowed
with n ≥ 0 pairwise disjoint ordered sections. We refer the reader to [FVc] for the motivation
behind this investigation as well as for its relationship with previous results in the literature.
Recall (see Theorem 3.0.1) that the stack BunG,g,n is an algebraic stack, locally of finite type
and smooth over Mg,n and its connected components (which are integral and smooth over k)
2010 Mathematics Subject Classification. 14H60, 14D20, 14C22, 20G07, 14H10.
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are in functorial bijection with the fundamental group π1(G). We will denote the connected
components and the restriction of the forgetful morphism by
ΦδG : Bun
δ
G,g,n →Mg,n for any δ ∈ π1(G).
We proved in [FVc, Thm. A] that if red : G ։ Gred is the reductive quotient of G, i.e. the
quotient of G by its unipotent radical, then for any δ ∈ π1(G)
π1(red)
−−−−→
∼=
π1(G
red) the pull-back
homomorphism
red∗# : Pic(Bun
δ
Gred,g,n)
∼=
−→ Pic(BunδG,g,n)
is an isomorphism. Hence, throughout this paper, we will restrict to the case of a reductive
group G. We fix a maximal torus ι : TG →֒ G and let WG be the Weyl group of G.
Since that the Picard group of Mg,n is well-known up to torsion (and completely known if
char(k) 6= 2 by [FVb]) and the pull-back morphism
(ΦδG)
∗ : Pic(Mg,n)→ Pic(Bun
δ
G,g,n)
is injective since ΦδG is fpqc and cohomologically flat in degree zero (see Theorem 3.0.1), we can
focus our attention onto the relative Picard group
RPic(BunδG,g,n) := Pic(Bun
δ
G,g,n)/(Φ
δ
G)
∗(Pic(Mg,n)).
Throughout this paper, we will mainly restrict to the case of positive genus; the case g = 0
is easier, see Remarks 4.0.7 and 5.0.10.
The relative Picard group RPic(BunδG,g,n) was described in [FVc, Thm. C]: it is generated
by the image of a functorial transgression homomorphism
τG,g,n : Sym
2(Λ∗(TG))
WG →֒ RPic
(
BunδG,g,n
)
and by the image of the pull-back homomorphism
ab∗# : RPic
(
Bunδ
ab
Gab,g,n
)
→֒ RPic
(
BunδG,g,n
)
,
where ab : G։ Gab is the maximal abelian quotient and δab := π1(ab)(δ) ∈ π1(G
ab). Moreover,
the image of ab∗# coincides with the subgroup generated by the tautological line bundles, see
[FVc, Thm. B].
The first result of this paper is a new description of RPic(BunδG,g,n) in terms of three functorial
exact sequences.
Theorem A. (see Corollary 3.1.3, Theorem 3.2.2, Theorem 3.2.7) Assume that g ≥ 1. Let G
be a reductive group and fix δ ∈ π1(G). Then the relative Picard group of Bun
δ
G,g,n sits into the
following functorial commutative diagram with exact rows
(1.0.1)
0 // Λ∗(Gab)⊗Hg,n
jδ
G //
 _

RPic(BunδG,g,n)
ωδ
G
⊕γδ
G // NS(BunδG,g,n)
resNS
G

0 // Λ∗(Gab)⊗ Ĥg,n
iδG //
 _

RPic(BunδG,g,n)
γδG // Bils,D−ev(Λ(TG))
WG //
resD

0
0 // RPic(Bunδ
ab
Gab,g,n)
ab∗#
// RPic(BunδG,g,n)
υδ
G // Bils,ev(Λ(TD(G))|Λ(TGss ))
WG // 0,
where the left vertical morphism are injective and the right vertical morphisms are surjective.
Moreover, the image of ωδG ⊕ γ
δ
G is equal to
Im(ωδG⊕γ
δ
G) =

NS(BunδG,g,n) if n ≥ 1,{
([χ], b) ∈ NS(BunδG,g,n) :
2g − 2| [χ(x)− b(δ ⊗ x)] + (g − 1)b(x⊗ x)
for any x ∈ Λ(TG)
}
if n = 0.
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In the above diagram:
• Λ∗(Gab) is the lattice of characters of Gab;
• the groups Ĥg,n and Hg,n are defined by
Ĥg,n :=
{
Z⊕ Zn if g ≥ 2,
Zn if g = 1.
and Hg,n :=
{
{(m, ζ) ∈ Z⊕ Zn : (2g − 2)m+ |ζ| = 0} if g ≥ 2,
{ζ ∈ Zn : |ζ| = 0} if g = 1.
• Bils,D−ev(Λ(TG))
WG is the lattice of WG-invariant symmetric bilinear forms on Λ(TG)
which are even on Λ(TD(G))⊗Λ(TD(G)), where TD(G) is the maximal torus of the derived
subgroup D(G) of G, see Corollary 2.2.3;
• Bils,ev(Λ(TD(G))|Λ(TGss))
WG is the lattice of WG-invariant even symmetric bilinear forms
on Λ(TD(G)) which are integral on Λ(TD(G))⊗Λ(TGss), where TGss is the maximal torus
of the semisimplification Gss of G, see Proposition 2.2.1;
• NS(BunδG,g,n) is introduced in Definition 3.2.4 and further studied in Definition/Lemma
3.2.5 and Proposition 3.2.6.
The second result of this paper is a description of the restriction homomorphism
(1.0.2) resδG(C) : RPic(Bun
δ
G,g,n)→ Pic(Bun
δ
G(C))
for any (C, p1, . . . , pn) ∈ Mg,n(k), where BunG(C) is the k-stack of G-bundles on C, i.e. the
stack over k whose S-points BunG(C)(S) is the groupoid of G-bundles on CS := C ×k S for
any k-scheme S, and it is canonically identified with the fiber of ΦδG,g,n over (C, p1, . . . , pn) ∈
Mg,n(k). The Picard group Pic(Bun
δ
G(C)) has been described by Biswas-Hoffman in [BH10a],
see Theorem 4.0.1 and Proposition 4.0.2.
Theorem B. (see Theorem 4.0.3, Theorem 4.0.5, Corollary 4.0.6) Assume that g ≥ 1 and let
(C, p1, . . . , pn) ∈ Mg,n(k) be a geometric point. Let G be a reductive group and fix δ ∈ π1(G).
(1) The restriction homomorphism (1.0.2) sits into the following functorial commutative
diagram with exact rows
(1.0.3) 0 // Λ∗(Gab)⊗Hg,n
jδG //
resδG(C)
o

RPic(BunδG,g,n)
ωδG⊕γ
δ
G //
resδG(C)

NS(BunδG,g,n)
resδG(C)
NS

0 // Hom(π1(G), JC (k))
jδ
G
(C)
// Pic(BunδG(C))
cδ
G
(C)
// NS(BunδG(C))
// 0,
(2) The composition resδG(C) := c
δ
G(C) ◦ res
δ
G(C) sits into the following functorial commu-
tative diagram with exact rows
(1.0.4)
0 // RPic
(
Bunδ
ab
Gab,g,n
) ab∗#
//
resδ
ab
Gab
(C)

RPic
(
BunδG,g,n
) υδ
G //
resδ
G
(C)

Bils,ev(Λ(TD(G))|Λ(TGss))
WG
 _
rG

// 0,
0 // NS(Bunδ
ab
Gab(C))
ab∗,NS(C)
// NS(BunδG(C))
p
// Bils,sc−ev(Λ(TD(G))|Λ(TGss ))
WG // 0
In particular, if idJC : Z
∼=
−→ End(JC) is an isomorphism (which is true if k is uncountable
and (C, p1, . . . , pn) ∈ Mg,n(k) is very general), then coker(resδG(C)) sits into a canonical
short exact sequence
0→ coker(ωδ
ab
Gab ⊕ γ
δab
Gab)→ coker(res
δ
G(C))→ coker(rG)→ 0,
where
coker(ωδ
ab
Gab ⊕ γ
δab
Gab) =
0 if n > 0,( Z
(2g−2)Z
)dimGab
if n = 0.
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The group Bils,ev(Λ(TD(G))|Λ(TGss))
WG has been defined after Theorem A while
• Bils,sc−ev(Λ(TD(G))|Λ(TGss))
WG is the lattice of WG-invariant symmetric bilinear forms on
Λ(TD(G)) which are integral on Λ(TD(G))⊗Λ(TGss) and even on Λ(TGsc)⊗Λ(TGsc), where
TGsc is the maximal torus of the simply connected cover G
sc of the semisimplification
Gsc of G, see Definition-Lemma 2.2.8.
It follows that the cokernel of rG is a 2-elementary abelian group of rank bounded by the number
of the simple factors of the semisimple part gss of the Lie algebra g of G (see Definition/Lemma
2.2.8 and Corollary 2.2.4). In Section 7, we compute coker(rG) for all reductive groups G such
that gss is a simple Lie algebra.
The third result of this paper is the computation of the relative Picard group of the rigidifi-
cation
νδG : Bun
δ
G,g,n → Bun
δ
G,g,n ( Z (G) := Bun
δ
G,g,n,
of the stack BunδG,g,n by the center Z (G) of G, which acts functorially on any G-bundle. This
is also closely related to the divisor class group of the adequate moduli spaceM δ,ssG,g,n of the locus
Bunδ,ssG,g,n ⊆ Bun
δ
G,g,n parametrizing semistable G-bundles over n-marked curves of genus g, or
equivalently of its image Bunδ,ssG,g,n in the Z (G)-rigidification Bun
δ
G,g,n. See §6 for a discussion
of the properties of the loci Bunδ,ssG,g,n and Bun
δ,ss
G,g,n, as well as for the state of the art on the
existence of the adequate moduli space M δ,ssG,g,n.
Theorem C. (see Theorems 5.0.5 and 6.0.6) Assume that g ≥ 1. Let G be a reductive group
and fix δ ∈ π1(G).
(1) The relative Picard group of the rigidification BunδG,g,n := Bun
δ
G,g,n ( Z (G) sits into
the following exact sequence
(1.0.5) 0→ Λ∗(Gab)⊗Hg,n
jδ
G−→ RPic(BunδG,g,n)
γδ
G−−→ NS(BunδG,g,n),
and the image of γδG is equal to
(1.0.6) Im(γδG) =

NS(BunδG,g,n) if n ≥ 1,{
b ∈ NS(BunδG,g,n) :
2g − 2|b(δ ⊗ x) + (g − 1)b(x ⊗ x)
for any x ∈ Λ(TG)
}
if n = 0.
(2) Assume that there exists an adequate moduli space π : Bunδ,ssG,g,n →M
δ,ss
G,g,n (e.g. char(k) =
0 and n = 0 or n > 2g+2). Suppose that g+n ≥ 3 (i.e. Mg,n is generically a variety)
and that one of the following conditions hold
(i) G is a torus,
(ii) G is not a torus, char(k) > 0, g ≥ 4,
(iii) G is not a torus, char(k) = 0, g ≥ 2, with the exception of the case g = 2 and G
having a non-trivial homomorphism into PGL2.
Then there are isomorphisms
Cl(M δ,ssG,g,n)
∼=
−→ Pic(Bunδ,ssG,g,n)
∼=
−−−→
res−1
Pic(BunδG,g,n),
where res is the restriction homomorphism and first isomorphism is obtained by pull-back
along π.
The group NS(BunδG,g,n) is introduced in Definition 5.0.3 and further studied in Proposition
5.0.4. From the above Theorem C, one easily recovers [MV14, Thm. B(i) and 1.5] (see also
[Kou91]) if G = Gm, n = 0, g ≥ 2 and char(k) = 0; [Fri18, Thm. B(i) and Thm. A.2] (see also
[Kou93]) if G = GLr, n = 0, g ≥ 2 and char(k) = 0.
The final result of the paper deals with the triviality of the Z (G)-gerbe νδG. From the Leray
spectral sequence associated to the Z (G)-gerbe νδG and the multiplicative group Gm, we get
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the exact sequence
(1.0.7)
Pic(BunδG,g,n)
(νδ
G
)∗
→֒ Pic(BunδG,g,n)
wtδG−−→ Λ∗(Z (G))
obsδG−−−→ H2(BunδG,g,n,Gm)
(νδG)
∗
−−−→ H2(BunδG,g,n,Gm).
For a geometric interpretation of the weight homomorphism wtδG and of the obstruction homo-
morphism obsδG, see §5. In particular, Im(obs
δ
G) = coker(wt
δ
G) is an obstruction to the triviality
of the Z (G)-gerbe νδG.
Theorem D. (see Theorem 5.0.7) Assume that g ≥ 1. Let G be a reductive group and fix
δ ∈ π1(G).
(1) If n > 0 then
coker(wtδG)
∼=
−→ coker(evδ
D(G)).
(2) If n = 0 then the cokernel of wtδG sits in an exact sequence
0→ coker(γδG)
∂δ
G−−→ Hom
(
Λ(Gab),
Z
(2g − 2)Z
)
Λ˜∗ab−−→ coker(wtδG)
Λ˜∗
D−−→ coker(evδ
D(G))→ 0.
For a definition of the homomorphism evδ
D(G), see §2.2. In Section 7, we compute coker(ev
δ
D(G))
for all reductive groups G such that gss is a simple Lie algebra, together with its quotient
coker(e˜vδ
D(G)) (see Definition/Lemma 2.2.8(ii)), which is an obstruction to the triviality of the
Z (G)-gerbe
νδG(C) : Bun
δ
G(C)→ Bun
δ
G(C) := Bun
δ
G(C) ( Z (G),
for any (C, p1, . . . , pn) ∈Mg,n(k), as shown by Biswas-Hoffmann [BH12], see Theorem 5.0.1.
From Theorem D, one easily recovers [MV14, Thm. 6.4] if G = Gm, n = 0, g ≥ 3 and
char(k) = 0; [Fri18, Cor. 3.3.2(i)] if G = GLr, n = 0, g ≥ 3 and char(k) = 0; [FP19, Thm. B(i)]
if G = GLr, g ≥ 3 and char(k) = 0.
The computation of the image of the obstruction homomoprhism obsδG carried over in The-
orem D will be a crucial ingredient in our upcoming work [FVa], where we will compute the
(cohomological) Brauer groups of BunδG,g,n, Bun
δ
G,g,n and M
δ,ss
G,g,n, extending the work of Pirisi
and the first author [FP19] from G = GLr to an arbitrary reductive group G. This is also
closely related to the works of Biswas-Hogadi [BH10b] and Biswas-Holla [BH13a], where the
(cohomological) Brauer group of BunG(C) (and of its good moduli space) has been computed
for a fixed curve C and a complex semisimple group G.
Notations.
1.0.1. We denote by k = k an algebraically closed field of arbitrary characteristic. All the
schemes and algebraic stacks that we will appear in this paper will be locally of finite type over
k (hence locally Noetherian).
1.0.2. A curve is a connected, smooth and projective scheme of dimension one over k. The
genus of a curve C is g(C) := dimH0(C,ωC).
A family of curves π : C → S is a proper and flat morphism of stacks whose geometric fibers
are curves. If all the geometric fibers of π have the same genus g, then we say that π : C → S is a
family of curves of genus g (or a family of curves with relative genus g) and we set g(C/S) := g.
Note that any family of curves π : C → S with S connected is a family of genus g curves for
some g ≥ 0.
1.0.3. Given two integers g, n ≥ 0, we will denote byMg,n the stack (over k) whose fiber over a
scheme S is the groupoid of families (π : C → S, σ = {σ1, . . . , σn}) of n-pointed curves of genus
g over S, i.e. π : C → S is a family of curves of genus g and {σ1, . . . , σn} are (ordered) sections
of π that are fiberwise disjoint.
It is well known that the stack Mg,n is an irreducible algebraic stack, smooth and separated
over k, and of dimension 3g− 3+n. Moreover, Mg,n is a DM(=Deligne-Mumford) stack if and
only if 3g − 3 + n > 0.
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We will denote by (πg,n = π : Cg,n →Mg,n, σ) the universal n-pointed curve over Mg,n.
1.0.4. A linear algebraic group over k is a group scheme of finite type over k that can be realized
as a closed algebraic subgroup of GLn, or equivalently it is an affine group scheme of finite type
over k. We will be dealing almost always with linear algebraic groups that are smooth (which
is always the case if char(k) = 0) and connected.
Given a linear algebraic group G, a principal G-bundle over an algebraic stack S is a G-torsor
over S, where G acts on the right.
2. Preliminaries
2.1. Reductive groups. In this subsection, we will collect some result on the structure of
reductive groups, that will be used in what follows.
A reductive group (over k = k) is a smooth and connected linear algebraic group (over
k) which does not contain non-trivial connected normal unipotent algebraic subgroups. To any
reductive group G, we can associate a cross-like diagram of reductive groups
(2.1.1) D(G) _
D
 "" ""❊
❊
❊
❊
❊
❊
❊
❊
R(G) 

R
//
$$ $$❍
❍
❍
❍
❍
❍
❍
❍
❍
G
ab

ss
// // Gss
Gab
where
• D(G) := [G,G] is the derived subgroup of G;
• Gab := G/D(G) is called the abelianization of G;
• R(G) is the radical subgroup of G, which is equal (since G is reductive) to the connected
component Z (G)o of the center Z (G);
• Gss := G/R(G) is called the semisimplification of G.
In the above diagram, the horizontal and vertical lines are short exact sequences of reductive
groups, the morphisms D(G) ։ Gss and R(G) ։ Gab are central isogenies of, respectively,
semisimple groups and tori with the same kernel which is equal to the finite multiplicative
(algebraic) group
(2.1.2) µ := D(G) ∩R(G) ⊂ G.
Since the two semisimple groups D(G) and Gss are isogenous, they share the same simply
connected cover, that we will denote by Gsc, and the same adjoint quotient, that we will denote
by Gad. Hence we have the following tower of central isogenies of semisimple groups
(2.1.3) Gsc ։ D(G)։ Gss ։ Gad.
The Lie algebra g of G splits as
(2.1.4) g = gab ⊕ gss,
where gab is the abelian Lie algebra of the tori R(G) and Gab, whose dimension is called the
abelian rank of G, and gss is the semisimple Lie algebra of each of the semisimple groups
in (2.1.3), whose rank is called the semisimple rank of G. The semisimple Lie algebra gss
decomposes as a direct sum of simple Lie algebras of classical type (i.e. type An, Bn, Cn, Dn,
E6, E7, E8, F4 or G2). If G is a semisimple group such that its Lie algebra g = g
ss is simple,
then G is said to be almost-simple.
Remark 2.1.1. It follows from the universal property of the maximal abelian quotient Gab and
from the universal property of the universal cover Gsc that the morphisms
Gsc ։ D(G)
D
→֒ G
ab
։ Gab,
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are covariantly functorial with respect to homomorphisms of reductive groups.
On the other hand, the morphisms
R(G)
R
→֒ G
ss
։ Gss ։ Gad
are not functorial with respect to arbitrary homomorphisms of reductive groups, e.g. the in-
clusion of a maximal torus T →֒ G does not factor, in general, through R(G) or, equivalently,
does not map to zero in Gss or Gad.
Recall now that all maximal tori of G are conjugate and let us fix one such maximal torus,
that we call TG. We will denote by BG a Borel subgroup of G that contains TG and by N (TG)
the normalizer of TG in G, so that
(2.1.5) WG := N (TG)/TG
is the Weyl group of G.
The maximal torus TG induces compatible maximal tori of every semisimple group appearing
in (2.1.3), that we will call, respectively, TGsc , TD(G), TGss and TGad . These tori fit into the
following commutative diagram:
(2.1.6) TGsc
$$ $$❍
❍
❍
❍
❍
❍
❍
❍
❍
TD(G) _
 ## ##❋
❋
❋
❋
❋
❋
❋
❋
R(G) 

//
## ##❍
❍
❍
❍
❍
❍
❍
❍
❍
TG

// // TGss
"" ""❊
❊
❊
❊
❊
❊
❊
❊
❊
Gab TGad
where the horizontal and vertical lines are short exact sequences of tori, and the diagonal
arrows are (central) isogenies of tori. Using the canonical realization (2.1.5) of the Weyl group
(and the similar ones for the semisimple groups in (2.1.3)), diagram (2.1.6) induces canonical
isomorphisms of Weyl groups
(2.1.7) WGsc ∼= WD(G) ∼= WG ∼= WGss ∼= WGad .
By taking the cocharacter lattices Λ(−) := Hom(Gm,−) of the tori in the diagram (2.1.6),
we get the following WG-equivariant commutative diagram of lattices
(2.1.8) Λ(TGsc) s
&&▼
▼
▼
▼
▼
▼
▼
▼
▼
▼
Λ(TD(G)) _
ΛD

 s
%%▲
▲
▲
▲
▲
▲
▲
▲
▲
Λ(R(G)) 

ΛR
//
 s
&&▼
▼
▼
▼
▼
▼
▼
▼
▼
▼
Λ(TG)
Λab

Λss
// // Λ(TGss) s
%%❑
❑
❑
❑
❑
❑
❑
❑
❑
❑
Λ(Gab) Λ(TGad),
where the horizontal and vertical lines are short exact sequences and the diagonal arrows are
finite index inclusions. The above diagram induces a canonical splitting
(2.1.9) Λ(TG)Q = Λ(TG)
ab
Q ⊕ Λ(TG)
ss
Q ,
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with the property that
(2.1.10)
Λ(R(G)) = Λ(TG) ∩ Λ(TG)
ab
Q and Λ(TD(G)) = Λ(TG) ∩ Λ(TG)
ss
Q ,
Λ(Gab) = p1(Λ(TG)) and Λ(TGss) = p2(Λ(TG)),
where p1 and p2 are the two projections onto the two factors of (2.1.9).
In a similar way, by taking the character lattices Λ∗(−) := Hom(−,Gm) (which we will inter-
pret as spaces of integral functionals on Λ(−)), we get the following WG-equivariant commutative
diagram of lattices
(2.1.11) Λ∗(TGsc)
Λ∗(TD(G))
4 T
ff◆
◆
◆◆
◆◆
◆◆
◆
◆◆
Λ∗(R(G)) Λ∗(TG)
Λ∗
D
OOOO
Λ∗
R
oooo Λ∗(TGss)
3 S
ff▼
▼
▼
▼
▼
▼
▼
▼
▼
▼
? _
Λ∗ss
oo
Λ∗(Gab)
4 T
ff◆
◆
◆
◆
◆
◆
◆
◆
◆
◆
?
Λ∗ab
OO
Λ∗(TGad)
3 S
ff▲
▲
▲
▲
▲
▲
▲
▲
▲
▲
where the horizontal and vertical lines are short exact sequences and the diagonal arrows are
finite index inclusions. The above diagram induces a canonical splitting
(2.1.12) Λ∗(TG)Q = Λ
∗(TG)
ab
Q ⊕ Λ
∗(TG)
ss
Q ,
with the property that
(2.1.13)
Λ∗(Gab) = Λ∗(TG) ∩ Λ
∗(TG)
ab
Q and Λ
∗(TGss) = Λ
∗(TG) ∩ Λ
∗(TG)
ss
Q ,
Λ∗(R(G)) = p1(Λ
∗(TG)) and Λ
∗(TD(G)) = p2(Λ
∗(TG)),
where p1 and p2 are the two projections onto the two factors of (2.1.12).
Remark 2.1.2. There are natural identifications
Λ(TGsc) ∼= Λcoroots(g
ss) and Λ(TGad)
∼= Λcoweights(g
ss),
Λ∗(TGsc) ∼= Λweights(g
ss) and Λ∗(TGad)
∼= Λroots(g
ss),
where Λroots(g
ss) (resp. Λcoroots(g
ss)) is the lattice of roots (resp. coroots) of the semisimple Lie
algebra gss, and Λweights(g
ss) (resp. Λcoweights(g
ss)) is the lattice of weights (resp. coweights) of
gss. The two diagrams (2.1.8) and (2.1.11), together with the root system of the semisimple Lie
algebra gss, are equivalent to the root data of the reductive group G (see [Mil, §19]), and hence
they determine completely the reductive group G.
Remark 2.1.3. It follows from Remark 2.1.1 that the morphism of lattices
(2.1.14)
Λ(TGsc) →֒ Λ(TD(G))
ΛD
→֒ Λ(TG)
Λab
։ Λ(Gab)
(
resp. Λ∗(Gab)
Λ∗ab
→֒ Λ∗(TG)
Λ∗
D
։ Λ∗(TD(G)) →֒ Λ
∗(TGsc)
)
are covariantly (resp. contravariantly) functorial with respect to homomorphisms of reductive
groups φ : G → H provided that we choose (and this is always possible) the maximal tori TG
and TH of, respectively, G and H in such a way that φ(TG) ⊆ TH .
On the other hand, the morphisms of lattices appearing in (2.1.8) and in (2.1.11) and different
from the ones in (2.1.14) are not functorial.
The fundamental group π1(G) of G is canonically isomorphic to Λ(TG)/Λ(TGsc) and it
fits into the following (covariantly functorial) short exact sequence of finitely generated abelian
groups
(2.1.15) π1(D(G)) =
Λ(TD(G))
Λ(TGsc)
→֒ π1(G) =
Λ(TG)
Λ(TGsc)
։ π1(G
ab) = Λ(Gab),
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where the first term is the torsion subgroup of π1(G) and the last term is the torsion-free
quotient of π1(G).
Let us now describe the center Z (G) of G, which is a multiplicative (algebraic) group. By
taking the centers of the algebraic groups appearing in the cross-like diagram (2.1.1), we obtain
the following (non functorial) cross-like diagram of multiplicative groups
(2.1.16) Z (D(G)) _
 )) ))❘
❘❘
❘❘
❘❘
❘❘
❘❘
❘❘
R(G) = Z (G)o 

//
(( ((◗
◗◗
◗◗
◗◗
◗◗
◗◗
◗◗
◗
Z (G)

// // Z (Gss) = π0(Z (G))
Gab
where the horizontal and vertical lines are short exact sequences, the upper right diagonal
morphism is an isogeny of finite multiplicative groups and the lower left diagonal arrow is an
isogeny of tori. By passing to the character groups Λ∗(−) = Hom(−,Gm) of the multiplicative
groups appearing in (2.1.16), we get the following (non functorial) diagram of finitely generated
abelian groups
(2.1.17) Λ∗(Z (D(G))) =
Λ∗(TD(G))
Λ∗(T
Gad
))
Λ∗(R(G)) Λ∗(Z (G)) = Λ
∗(TG)
Λ∗(T
Gad
)
Λ∗
D
OOOO
oooo Λ∗(Z (Gss)) = Λ
∗(TGss )
Λ∗(T
Gad
)
7 W
jj❚❚❚❚❚❚❚❚❚❚❚❚❚❚❚❚
? _oo
Λ∗(Gab)
6 V
ii❘❘❘❘❘❘❘❘❘❘❘❘❘❘❘❘ ?
Λ∗ab
OO
,
where the horizontal line is the canonical decomposition of Λ∗(Z (G)) into its torsion subgroup
and torsion-free quotient, the vertical line is exact, the lower left diagonal arrow is a finite
inclusion of lattices, the upper right diagonal arrow is an inclusion of finite abelian groups.
2.2. Integral bilinear (even) symmetric forms on Λ(TG). In this subsection, we will prove
some results on (WG-invariant) integral bilinear (even) symmetric forms on the lattice Λ(TG).
Given a lattice Λ of rank r (i.e. Λ ∼= Zr), we denote the lattice of integral bilinear (resp.
even) symmetric forms on Λ by
(2.2.1)
Bils(Λ) := {b : Λ⊗ Λ→ Z such that b is symmetric} ,
Bils,ev(Λ) := {b ∈ Bils(Λ) : b(x, x) is even for any x ∈ Λ}.
Given b ∈ Bils,(ev)(Λ), we will denote by bQ : ΛQ ⊗ ΛQ → Q the rational extension of b to the
Q-vector space ΛQ := Λ⊗Z Q.
The above lattices (2.2.1), which are contravariantly functorial with respect to morphisms of
lattices, can be described in terms of the dual lattice Λ∗ := Hom(Λ,Z) in the following way.
Consider the following lattices (of rank
(r+1
2
)
)
(2.2.2) (Λ∗ ⊗ Λ∗)s ⊂ Λ∗ ⊗ Λ∗ and Sym2(Λ∗) :=
Λ∗ ⊗ Λ∗
〈χ⊗ µ− µ⊗ χ〉
,
where (Λ∗⊗Λ∗)s is the subspace of symmetric tensors of Λ∗⊗Λ∗, i.e. tensors that are invariant
under the involution χ⊗µ 7→ µ⊗χ. We will denote the elements of Sym2(Λ∗) by χ ·µ := [χ⊗µ].
The lattices in (2.2.1) are isomorphic to the ones in (2.2.2) via the following isomorphisms
(2.2.3)
(Λ∗ ⊗ Λ∗)s
∼=
−→ Bils(Λ)
χ⊗ µ 7→ (χ⊗ µ)(x⊗ y) := χ(x)µ(y),
and
Sym2 Λ∗
∼=
−→ Bils,ev(Λ)
χ · µ 7→ (χ · µ)(x⊗ y) := χ(x)µ(y) + µ(x)χ(y).
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In terms of the isomorphisms (2.2.3), the inclusion Bils,ev(Λ) ⊂ Bils(Λ) corresponds to the
injective morphism
(2.2.4)
ψ : Sym2(Λ∗) →֒ (Λ∗ ⊗ Λ∗)s,
χ · µ 7→ χ⊗ µ+ µ⊗ χ.
If we fix a basis {χi}
r
i=1 of Λ
∗, then
(2.2.5)
{{χi ⊗ χi}i ∪ {χi ⊗ χj + χj ⊗ χi}i<j} is a basis of (Λ
∗ ⊗ Λ∗)s,
{χi · χj}i≤j is a basis of Sym
2(Λ∗).
Using the above basis, it follows that
(2.2.6) coker(ψ) = (Z/2Z)r.
We now come back to the setting of §2.1. Let G be a reductive group with maximal torus
TG ⊂ G and consider the natural action of the Weyl group WG on Λ(TG) and on Λ
∗(TG). We
now want to describe the lattices
Bils(Λ(TG))
WG ∼= ((Λ∗(TG)⊗ Λ
∗(TG))
s)WG and Bils,ev(Λ(TG))
WG ∼= Sym2(Λ∗(TG))
WG
of WG-invariant integral bilinear (resp. even) symmetric forms on Λ(TG).
Proposition 2.2.1. With the above notation, we have an exact sequence of lattices
(2.2.7)
0→ Bils,(ev)(Λ(Gab))
B∗ab−−→ Bils,(ev)(Λ(TG))
WG
resD−−−→ Bils,(ev)(Λ(TD(G))|Λ(TGss ))
WG → 0,
b(−⊗−) 7→ b(Λab(−)⊗ Λab(−))
b 7→ b|Λ(TD(G))⊗Λ(TD(G))
where
Bils,(ev)(Λ(TD(G))|Λ(TGss))
WG =
{
b ∈ Bils,(ev)(Λ(TD(G)))
WG : bQ|Λ(TD(G))⊗Λ(TGss )
is integral.
}
Moreover, the exact sequence (2.2.7) is contravariant with respect to homomorphisms of reduc-
tive groups φ : H → G such that φ(TH) ⊆ TG.
In the proof of the above Proposition, we will use the following
Lemma 2.2.2. Let G be a reductive group with maximal torus TG ⊂ G and consider the natural
action of the Weyl group WG on Λ(TG) and on Λ
∗(TG). Then we have isomorphisms
ΛR : Λ(R(G))
∼=
−→ Λ(TG)
WG and Λ∗ab : Λ
∗(Gab)
∼=
−→ Λ∗(TG)
WG .
Proof. The second isomorphism is proved in [FVc, Lemma 2.1.1]. The proof of the first isomor-
phism is similar. 
Proof of Proposition 2.2.1. Clearly, the morphism B∗ab is injective and resD ◦B
∗
ab = 0.
In order to complete the proof, we will need the following
Claim: If b ∈ Bils(Λ(TG))
WG then b|Λ(R(G))⊗Λ(TD(G)) ≡ 0. In particular, b
Q
|Λ(TG)
ab
Q
⊗Λ(TG)
ss
Q
≡ 0.
Indeed, for any x ∈ Λ(R(G)), the restriction b(x ⊗ −) : Λ(TG) → Z is WG-invariant since b
is WG-invariant and x is fixed by WG (because the action of WG is trivial on Λ(R(G))). Hence,
Lemma 2.2.2 implies that b(x ⊗ −) is the pull-back of an integral functional on Λ(Gab), or in
other words that b(x ⊗ −)|Λ(TD(G)) ≡ 0. Since this is true for any x ∈ Λ(R(G)), we get that
b|Λ(R(G))⊗Λ(TD(G)) ≡ 0. The last assertion follows from the fact that Λ(R(G))Q = Λ(TG)
ab
Q and
Λ(TD(G))Q = Λ(TG)
ss
Q .
We now go back to proof of the Proposition. Let us first prove that the sequence (2.2.7) is
exact in the middle, i.e. ker(resD ) ⊆ Im(B
∗
ab). Consider a form b ∈ Bil
s,(ev)(Λ(TG))
WG such that
resD (b) = 0. This assumption, together with the above Claim, implies that b|Λ(TD(G))⊗Λ(TG) ≡ 0,
which implies that b is the pull-back of an integral bilinear (resp. even) symmetric form on
Λ(Gab).
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Let us now prove that the morphism resD is well-defined, i.e. that resD (b) is integral on
Λ(TD(G)) ⊗ Λ(TGss) for every b ∈ Bil
s,(ev)(Λ(TG))
WG . For any element y ∈ Λ(TD(G)), consider
the integral functional b(y⊗−) : Λ(TG)→ Z. By the Claim, we have that b(y⊗−)|Λ(TR(G)) ≡ 0,
which implies that b(y ⊗−) is the restriction of an integral functional on Λ(TGss). Since this is
true for any y ∈ Λ(TD(G)), we deduce that resD (b) is integral on Λ(TD(G))⊗ Λ(TGss).
In order to show that the sequence (2.2.7) is exact, it remains to prove that resD is surjective.
Let b˜ ∈ Bils,(ev)(Λ(TD(G))|Λ(TGss))
WG . Since b˜Q is integral on Λ(TD(G))⊗Λ(TGss), by composing
b˜Q with the surjection Λ(TG)։ Λ(TGss) we get a WG-invariant (resp. even) symmetric integral
form
(2.2.8) b̂ : Λ(TD(G))⊗ Λ(TG) + Λ(TG)⊗ Λ(TD(G))→ Z.
Now consider the WG-equivariant short exact sequence of lattices
(2.2.9)
Bils,(ev)(Λ(Gab)) →֒ Bils,(ev)(Λ(TG))։ Hom
s,(ev)(Λ(TD(G))⊗ Λ(TG) + Λ(TG)⊗ Λ(TD(G)),Z)
b 7→ b|Λ(TD(G))⊗Λ(TG)+Λ(TG)⊗Λ(TD(G))
where Homs,(ev)(Λ(TD(G))⊗Λ(TG)+Λ(TG)⊗Λ(TD(G)),Z) is the lattice of (resp. even) symmetric
integral forms on Λ(TD(G))⊗Λ(TG) + Λ(TG)⊗Λ(TD(G)) ⊆ Λ(TG)⊗Λ(TG). Since the action of
WG is trivial, we have that
(2.2.10) H1(WG,Bil
s,(ev)(Λ(Gab)) = Hom(WG,Bil
s,(ev)(Λ(Gab)) = 0,
where in the last equality we have used the fact that WG is a finite group and Bil
s,(ev)(Λ(Gab))
is torsion-free. By taking the long exact sequence in WG-cohomology associated to the exact
sequence (2.2.9) and using the vanishing (2.2.10), we get a surjection
Bils,(ev)(Λ(TG))
WG ։ Homs,(ev)(Λ(TD(G))⊗ Λ(TG) + Λ(TG)⊗ Λ(TD(G)),Z)
WG .
Hence, the form b̂ of (2.2.8) is the restriction of a form b ∈ Bils,(ev)(Λ(TG))
WG . By construction
we have that resD (b) = b˜, which concludes the proof of the surjectivity of resD .
Finally, the (contravariant) functoriality of the exact sequence (2.2.7) follows from the fact
that Bils,(ev)(Λ(TG))
WG is functorial by [BH10a, Lemma 4.3.1] (and the discussion that follows)
while Bils,(ev)(Λ(Gab)) and the morphism B∗ab are functorial by Remark 2.1.3. 
By interpolating between the two exact sequences of Proposition 2.2.1, we get a new exact
sequence
Corollary 2.2.3. With the above notation, we have an exact sequence of lattices
(2.2.11) 0→ Bils(Λ(Gab))
B∗ab−−→ Bils,D−ev(Λ(TG))
WG
resD−−−→ Bils,ev(Λ(TD(G))|Λ(TGss))
WG → 0,
where
Bils,D−ev(Λ(TG))
WG =
{
b ∈ Bils(Λ(TG))
WG : resD (b) is even.
}
Moreover, the exact sequence (2.2.11) is contravariant with respect to homomorphisms of reduc-
tive groups φ : H → G such that φ(TH) ⊆ TG.
Corollary 2.2.4. The ranks of Bils,(ev)(Λ(TG))
WG and of Bils,D−ev(Λ(TG))
WG are equal to(
dimGab + 1
2
)
+ | {simple factors of gss} |.
Proof. Since Bils,ev(Λ(TG))
WG ⊆ Bils,D−ev(Λ(TG))
WG ⊆ Bils(Λ(TG))
WG are finite index inclu-
sions, it is enough to prove the result for Bils,ev(Λ(TG))
WG . Proposition 2.2.1 implies that
rkBils,ev(Λ(TG))
WG = rkBils,ev(Λ(Gab)) + rkBils,ev(Λ(TD(G))|Λ(TGss))
WG =
11
=(
dimGab + 1
2
)
+ rkBils,ev(Λ(TD(G))|Λ(TGss))
WG .
We conclude observing that we have finite index inclusions
Bils,ev(Λ(TD(G))|Λ(TGss))
WG ⊆ Bils,ev(Λ(TD(G)))
WG ⊆ Bils,ev(Λ(TGsc))
WG
and that the last lattice has rank equal to the number of simple factors of gss (see e.g. [FVc,
Lemma 2.2.1]). 
We now define evaluation homomorphisms from the exact sequence (2.2.11) onto the vertical
exact sequence in (2.1.17).
Definition/Lemma 2.2.5. Fix the same notation as above. Let δ ∈ π1(G) and set δ
ss :=
π1(ss)(δ) ∈ π1(G
ss) and δab := π1(ab)(δ) ∈ π1(G
ab). There is a (non functorial) commutative
diagram with exact rows
0 // Bils(Λ(Gab))
B∗ab //
evδ
ab
Gab

Bils,D−ev(Λ(TG))
WG
resD //
evδ
G

Bils,ev(Λ(TD(G))|Λ(TGss))
WG //
evδ
D(G)

0,
0 // Λ∗(Gab)
Λ∗ab
// Λ
∗(TG)
Λ∗(T
Gad
) Λ∗
D
//
Λ∗(TD(G))
Λ∗(T
Gad
)
// 0
where the vertical arrows, called evaluation homomorphisms, are defined as follows:
(i) evδ
ab
Gab
(b) = b(δab ⊗−);
(ii) evδG(b) = b(δ ⊗−) := [b(d⊗−)], for some lifting d ∈ Λ(TG) of δ ∈ π1(G).
(iii) evδ
D(G)(b) = b(δ
ss ⊗ −) := [bQ(dss ⊗ −)|Λ(TD(G))], for some lifting d
ss ∈ Λ(TGss) of δ
ss ∈
π1(G
ss).
Note that the notation in the above Definition/Lemma is coherent since if G is a torus then
evδG = ev
δab
Gab
and if G is semisimple then evδG = ev
δ
D(G).
In order to prove that the last two evaluation homomorphisms are well-defined, we will need
the following
Lemma 2.2.6. If b ∈ Bils,ev(Λ(TGsc))
WG , then its rational extension bQ is integral on Λ(TGsc)⊗
Λ(TGad) + Λ(TGad)⊗ Λ(TGsc) ⊆ Λ(TGsc)Q ⊗ Λ(TGsc)Q.
Proof. See [BH10a, Lemma 4.3.4]. 
Proof of Definition/Lemma 2.2.5. The fact that the evaluation homomorphism evδG (resp. ev
δ
D(G))
is well-defined follows from the fact that any two lifts of δ (resp. of δss) differ by an element
e ∈ Λ(TGsc), together with Lemma 2.2.6 which implies that b
Q(e⊗−) is integral on Λ(TGad).
The commutativity of the left square follows from the fact that if b ∈ Bils(Λ(Gab)) then
evδG(B
∗
ab(b)) = [B
∗
ab(b)(d⊗−)] = [b(δ
ab ⊗ Λab(−))] = Λ
∗
ab(b(δ
ab ⊗−)) = Λ∗ab(ev
δab
Gab(b)),
where we have used that any lift d ∈ Λ(TG) of δ satisfies Λab(d) = δ
ab.
Next, observe that, by (2.1.10), any lift d ∈ Λ(TG) of δ ∈ π1(G) decomposes as d = δ
ab+ dss,
where dss := p2(d) ∈ Λ(TGss) has the property that its class in π1(G
ss) coincides with δss.
Therefore, the commutativity of the right square follows since for any b ∈ Bils,D−ev(Λ(TG))
WG
we have that
Λ∗
D
(evδG(b)) = [b(d⊗−)|Λ(TD(G))] = [b
Q(dss ⊗−)|Λ(TD(G))] = ev
δ
D(G)(resD(b)),
where we have used that bQ(δab ⊗ −)|Λ(TD(G)) = 0 by the Claim in the proof of Proposition
2.2.1. 
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Remark 2.2.7. The last evaluation homomorphism evδ
D(G) can be compared with the evaluation
homomorphisms of the semisimple groups D(G) and Gss in the following way. First all, note
that we have injective restriction homomorphisms
Bils,(ev)(Λ(TGss))
WG →֒ Bils,(ev)(Λ(TD(G))|Λ(TGss))
WG →֒ Bils,(ev)(Λ(TD(G)))
WG .
Then we have that:
(1) For any δ ∈ π1(G), the following diagram is commutative
Bils,ev(Λ(TGss))
WG 

//
evδ
ss
Gss

Bils,ev(Λ(TD(G))|Λ(TGss ))
WG
evδ
D(G)

Λ∗(TGss )
Λ∗(T
Gad
)
  //
Λ∗(TD(G))
Λ∗(T
Gad
)
where δss is the image of δ in π1(G
ss).
(2) For any δ ∈ π1(G) with is the image of a (necessarily unique) element δ
D ∈ π1(D(G))
(which happens precisely when δ is a torsion element of π1(G), see (2.1.15)), then we
have the following commutative diagram
Bils,ev(Λ(TD(G))|Λ(TGss))
WG 

//
evδ
D(G)

Bils,ev(Λ(TGss))
WG
evδ
D
D(G)

Λ∗(TD(G))
Λ∗(T
Gad
)
Λ∗(TD(G))
Λ∗(T
Gad
)
The homomorphism evδ
D(G) of Definition/Lemma 2.2.5 can be extended to a slightly larger
lattice, as we now show.
Definition/Lemma 2.2.8. Fix the same notation as above. Consider the lattice
Bils,sc−ev(Λ(TD(G))|Λ(TGss))
WG := {b ∈ Bils(Λ(TD(G))|Λ(TGss))
WG : bΛ(TGsc )⊗Λ(TGsc ) is even}.
(i) The natural inclusion rG : Bil
s,ev(Λ(TD(G))|Λ(TGss))
WG →֒ Bils,sc−ev(Λ(TD(G))|Λ(TGss))
WG
has an elementary 2-abelian cokernel.
(ii) For any δ ∈ π1(G), the evaluation homomorphism ev
δ
D(G) : Bil
s,ev(Λ(TD(G))|Λ(TGss ))
WG →
Λ∗(TD(G))
Λ∗(T
Gad
) of Definition/Lemma 2.2.8 can be extended to a homomorphism
e˜vδ
D(G) : Bil
s,sc−ev(Λ(TD(G))|Λ(TGss))
WG −→
Λ∗(TD(G))
Λ∗(TGad)
,
b 7→ b(δss ⊗−) := [bQ(dss ⊗−)|Λ(TD(G))],
where dss ∈ Λ(TGss) is any lifting of δ
ss ∈ π1(G
ss).
Proof. Part (i) follows from the inclusions
Bils,ev(Λ(TD(G))|Λ(TGss))
WG
rG
→֒ Bils,sc−ev(Λ(TD(G))|Λ(TGss))
WG ⊆ Bils(Λ(TD(G))|Λ(TGss ))
WG
together with (2.2.6).
Part (ii): the fact that e˜vδG is well-defined follows from the fact that any two lifts of δ
ss differ
by an element e ∈ Λ(TGsc), together with Lemma 2.2.6 which implies that b
Q(e⊗−) is integral
on Λ(TGad). The fact that e˜v
δ
D(G) ◦ rG = ev
δ
D(G) is obvious from the definitions. 
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3. The universal moduli stack BunG,g,n and its Picard group
Let G be a reductive group over k = k. We denote by BunG,g,n the universal moduli stack
of G-bundles over n-marked curves of genus g. More precisely, for any scheme S, BunG,g,n(S)
is the groupoid of triples (C → S, σ,E), where (π : C → S, σ = {σ1, . . . , σn}) is a family of
n-pointed curves of genus g over S and E is a G-bundle on C. We will denote by (π : CG,g,n →
BunG,g,n, σ, E) the universal family of G-bundles.
By definition, we have a forgetful surjective morphism
(3.0.1)
ΦG(= ΦG,g,n) : BunG,g,n −→Mg,n
(C → S, σ,E) 7→ (C → S, σ)
onto the moduli stack Mg,n of n-marked curves of genus g. Note that the universal n-marked
curve (CG,g,n → BunG,g,n, σ) over BunG,g,n is the pull-back of the universal n-marked curve
(Cg,n →Mg,n, σ) over Mg,n.
Any morphism of reductive groups φ : G→ H determines a morphism of stacks over Mg,n
(3.0.2)
φ#(= φ#,g,n) : BunG,g,n −→ BunH,g,n(
C → S, σ,E
)
7−→
(
C → S, σ, (E ×H)/G
)
where the (right) action of G on E ×H is (p, h).g := (p.g, φ(g)−1h).
The fiber of ΦG,g,n over a n-pointed curve (C, p1, . . . , pn) ∈ Mg,n(k) is equal to the k-stack
BunG(C) of G-bundles on C, i.e. the stack over k whose S-points BunG(C)(S) is the groupoid
of G-bundles on CS := C ×k S for any k-scheme S. For any morphism of reductive groups
φ : G → H, the restriction of the morphism φ#,g,n to the fiber over (C, p1, . . . , pn) ∈ Mg,n(k)
gives rise to a morphism
φ#(C) : BunG(C)→ BunH(C).
We collect in the following Theorem the geometric properties of BunG,g,n and of the forgetful
morphism ΦG,g,n.
Theorem 3.0.1. Let G be a reductive group.
(1) The morphism ΦG,g,n is locally of finite presentation, smooth, with affine and finitely
presented relative diagonal.
(2) There is a functorial decomposition into connected components
(3.0.3) ΦG,g,n :
∐
δ∈π1(G)
BunδG,g,n
ΦδG,g,n
−→ Mg,n.
Similarly, the fiber BunG(C) of ΦG,g,n over (C, p1, . . . , pn) ∈ Mg,n(k) admits a functorial
decomposition into connected components
BunG(C) =
∐
δ∈π1(G)
BunδG(C).
(3) For each δ ∈ π1(G), the stack Bun
δ
G,g,n is smooth and integral of relative dimension over
Mg,n equal to (g − 1) dimG.
(4) ΦδG : Bun
δ
G,g,n → Mg,n is of finite type (or equivalently quasi-compact) for any (or
equivalently for some) δ ∈ π1(G) if and only if G is a torus.
(5) For any δ ∈ π1(G) the morphism Φ
δ
G : Bun
δ
G,g,n →Mg,n is fpqc and cohomologically flat
in degree zero, i.e. such that the natural morphism (ΦδG)
♯ : OMg,n → (Φ
δ
G)∗(OBunδG,g,n
)
is a universal isomorphism.
Proof. See [FVc, Sec. 3]. 
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3.1. The Picard group of BunδG,g,n. The aim of this subsection is to recall the results on the
Picard group of BunδG,g,n obtained in [FVc]. We will focus on the case g ≥ 1; the case g = 0 is
easier to dealt with and it is completely described in [FVc, Thm. D].
Note that the Picard group of Mg,n is well-known up to torsion (and completely known if
char(k) 6= 2 by [FVb]) and the pull-back morphism
(ΦδG)
∗ : Pic(Mg,n)→ Pic(Bun
δ
G,g,n)
is injective since ΦδG is fpqc and cohomologically flat in degree zero by Theorem 3.0.1(5). There-
fore, we can focus our attention onto the relative Picard group
(3.1.1) RPic(BunδG,g,n) := Pic(Bun
δ
G,g,n)/(Φ
δ
G)
∗(Pic(Mg,n)).
A first source of line bundles on BunG,g,n comes from the determinant of cohomology dπ(−)
and the Deligne pairing 〈−,−〉π of line bundles on the universal curve π : CG,g,n → BunG,g,n. To
be more precise, any character χ : G→ Gm ∈ Λ∗(G) := Hom(G,Gm) gives rise to a morphism
of stacks
χ# : BunG,g,n → BunGm,g,n
and, by pulling back via χ# the universal Gm-bundle (i.e. line bundle) on the universal curve
over BunGm,g,n, we get a line bundle Lχ on CG,g,n. Then, using these line bundles Lχ and
the sections σ1, . . . , σn of π, we define the following line bundles, that we call tautological line
bundles, on BunG,g,n (and hence, by restriction, also on Bun
δ
G,g,n)
L (χ, ζ) := dπ
(
Lχ(ζ1 · σ1 + . . . + ζn · σn)
)
,
〈(χ, ζ), (χ′, ζ ′)〉 := 〈Lχ(ζ1 · σ1 + . . .+ ζn · σn),Lχ′(ζ
′
1 · σ1 + . . .+ ζ
′
n · σn)〉π,
for χ, χ′ ∈ Hom(G,Gm) and ζ = (ζ1, . . . , ζn), ζ ′ = (ζ ′1, . . . , ζ
′
n) ∈ Z
n. From the standard relations
between the Deligne pairing and the determinant of cohomology, we deduce that
(3.1.2) 〈(χ, ζ), (χ′, ζ ′)〉 = L (χ+ χ′, ζ + ζ ′)⊗L (χ, ζ)−1 ⊗L (χ′, ζ ′)−1 ⊗L (0, 0).
See [FVc, Sec. 3.5] for more details.
In the case of a torus G = T , the relative Picard group RPic(BunδT,g,n) is generated by
tautological line bundles and the following Theorem also clarifies the dependence relations
among the tautological line bundles.
Theorem 3.1.1. [FVc, Thm. B] Assume that g ≥ 1. Let T be an algebraic torus and let
d ∈ π1(T ). The relative Picard group RPic(Bun
d
T,g,n) is a free abelian group of finite rank
generated by the tautological line bundles and sitting in the following exact sequences
(3.1.3) 0→ Sym2 (Λ∗(T ))⊕ (Λ∗(T )⊗ Zn)
τd
T
+σd
T−−−−→ RPic
(
BundT,g,n
)
ρd
T−→ Λ∗(T )→ 0 if g ≥ 2,
(3.1.4) 0→ Sym2 (Λ∗(T ))⊕ (Λ∗(T )⊗ Zn)
τd
T
+σd
T−−−−→ RPic
(
BundT,1,n
)
ρd
T−→
Λ∗(T )
2Λ∗(T )
→ 0 if g = 1,
where τdT (called transgression map) and σ
d
T are defined by
τdT (χ · χ
′) = 〈(χ, 0), (χ′, 0)〉, for any χ, χ′ ∈ Λ∗(T ),
σdT (χ⊗ ζ) = 〈(χ, 0), (0, ζ)〉, for any χ ∈ Λ
∗(T ) and ζ ∈ Zn,
and ρdT is the unique homomorphism such that
ρdT (L (χ, ζ)) =
{
χ ∈ Λ∗(T ) if g ≥ 2,
[χ] ∈ Λ
∗(T )
2Λ∗(T ) if g = 1,
for any χ ∈ Λ∗(T ) and ζ ∈ Zn.
Furthermore, the exact sequences (3.1.3) and (3.1.4) are controvariant with respect to homo-
morphisms of tori.
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Now consider the case of an arbitrary reductive group G. Note that any character of G
factors through its maximal abelian quotient ab : G։ Gab, i.e. the quotient of G by its derived
subgroup. Hence, the tautological line bundles on BunδG,g,n are all pull-backs of line bundles
via the morphism (induced by ab)
ab# : Bun
δ
G,g,n → Bun
δab
Gab,g,n
where δab := π1(ab)(δ) ∈ π1(G
ab). Moreover, Theorem 3.1.1 implies that the subgroup
of RPic(BunδG,g,n) generated by the tautological line bundles coincides with the pull-back of
RPic(Bunδ
ab
Gab,g,n) via ab#.
The next result says that, for an arbitrary reductive group G, the relative Picard group of
BunδG,g,n is generated by the image of the pull-back ab
∗
# together with the image of a functorial
transgression map τ δG (which coincides with the transgression map τ
d
T in Theorem 3.1.1 if G = T
is a torus).
Theorem 3.1.2. [FVc, Thm. C] Assume that g ≥ 1. Let G be a reductive group and let
ab : G→ Gab be its maximal abelian quotient. Choose a maximal torus ι : TG →֒ G and let WG
be the Weyl group of G. Fix δ ∈ π1(G) and denote by δ
ab its image in π1(G
ab).
(1) There exists a unique injective homomorphism (called transgression map for G)
(3.1.5) τ δG : Sym
2(Λ∗(TG))
WG →֒ RPic
(
BunδG,g,n
)
,
such that, for any lift d ∈ π1(TG) of δ ∈ π1(G), the composition of τ
δ
G with
ι∗# : RPic(Bun
δ
G,g,n)→ RPic(Bun
d
TG,g,n)
is equal to the WG-invariant part of the transgression homomorphism τ
d
TG
defined in
Theorem 3.1.1.
(2) There is a push-out diagram of injective homomorphisms of abelian groups
(3.1.6) Sym2(Λ∗(Gab)) 
 Sym2 Λ∗ab //
 _
τδ
ab
Gab
Sym2(Λ∗(TG))
WG
 _
τδ
G

RPic
(
Bunδ
ab
Gab,g,n
)
 
ab∗#
// RPic
(
BunδG,g,n
)
where Sym2Λ∗ab is the homomorphism induced by morphism of tori TG
ι
−→ G
ab
−→ Gab.
Furthermore, the transgression homomorphism (3.1.5) and the diagram (3.1.6) are controvari-
ant with respect to homomorphisms of reductive groups φ : H → G such that φ(TH) ⊆ TG.
Corollary 3.1.3. With the notation of Theorem 3.1.2, there is an exact sequence of lattices
(3.1.7) 0→ RPic
(
Bunδ
ab
Gab,g,n
) ab∗#
−−→ RPic
(
BunδG,g,n
)
υδ
G−−→ Bils,ev(Λ(TD(G))|Λ(TGss))
WG → 0,
such that υδG ◦ τ
δ
G is equal to the restriction homomorphism
resD : Sym
2 Λ∗(TG)
WG ∼= Bils,ev(Λ(TG))
WG ։ Bils,ev(Λ(TD(G))|Λ(TGss))
WG .
Furthermore, the above exact sequence (3.1.7) is controvariant with respect to homomorphisms
of reductive groups φ : H → G such that φ(TH) ⊆ TG.
Proof. This follows from the push-out diagram (3.1.6) together with Proposition 2.2.1. 
For an analogue of the above exact sequence for g = 0, see (4.0.18).
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3.2. Two alternative presentations of RPic(BunδG,g,n). The aim of this subsection is to give
two alternative presentations of RPic(BunδG,g,n), for G a reductive group and g ≥ 1. We will
freely use the notation §2.1 and §2.2 with respect to a fixed maximal tours ι : TG →֒ G.
The first presentation of RPic(BunδG,g,n) is based on the following homomorphism.
Definition/Lemma 3.2.1. Assume that g ≥ 1. Let G be a reductive group with maximal torus
TG and Weyl group WG, and fix δ ∈ π1(G). There exists a well-defined homomorphism
γδG : RPic(Bun
δ
G,g,n)→ Bil
s,D−ev(Λ(TG))
WG
uniquely determined by:
(i) The composition γδG ◦ τ
δ
G is equal to
α : Sym2Λ∗(TG)
WG ∼= Bils,ev(Λ(TG))
WG →֒ Bils,D−ev(Λ(TG))
WG ,
where the first isomorphism follows from (2.2.3), and the second injective homomorphism
is the obvious inclusion.
(ii) The composition γδG ◦ ab
∗
# is equal to the following composition
RPic(Bunδ
ab
Gab,g,n)
γδ
ab
Gab−−−→ (Λ∗(Gab)⊗ Λ∗(Gab))s ∼= Bils(Λ(Gab))
B∗ab−−→ Bils,D−ev(Λ(TG))
WG
L (χ, ζ) 7→ χ⊗ χ,
〈(χ, ζ), (χ′, ζ ′)〉 7→ χ⊗ χ′ + χ′ ⊗ χ,
where the second isomorphism follows from (2.2.3) and B∗ab is the homomorphism defined
in Corollary 2.2.3.
Moreover, the homomorphism γδG is contravariant with respect to homomorphisms of reductive
groups φ : H → G such that φ(TH) ⊆ TG.
Proof. The fact that γδ
ab
Gab
is a well-defined homomorphism has been shown in [FVc, Prop. 4.1.2,
Eq. (4.1.3)].
In order to show that there exists a unique homomorphism satisfying (i) and (ii), using that
RPic(BunδG,g,n) is the pushout (3.1.6), it is enough to show that
(3.2.1) B∗ab ◦ γ
δab
Gab ◦ τ
δab
Gab = α ◦ Sym
2Λ∗ab : Sym
2 Λ∗(Gab)→ Bils,D−ev(Λ(TG))
WG
Given χ, χ′ ∈ Λ∗(Gab) and x, y ∈ Λ(TG), we compute using the isomorphisms (2.2.3):
(B∗ab◦γ
δab
Gab◦τ
δab
Gab)(χ·χ
′)(x⊗y) = (B∗ab◦γ
δab
Gab)(〈(χ, 0), (χ
′ , 0)〉)(x⊗y) = B∗ab(χ⊗χ
′+χ′⊗χ)(x⊗y) =
(3.2.2)
= (Λ∗ab(χ)⊗Λ
∗
ab(χ
′) +Λ∗ab(χ
′)⊗Λ∗ab(χ))(x⊗ y) = Λ
∗
ab(χ)(x)Λ
∗
ab(χ
′)(y) +Λ∗ab(χ
′)(x)Λ∗ab(χ)(y),
(α ◦ Sym2 Λ∗ab)(χ · χ
′)(x⊗ y) = α(Λ∗ab(χ) · Λ
∗
ab(χ
′))(x⊗ y) =
(3.2.3) = Λ∗ab(χ)(x)Λ
∗
ab(χ
′)(y) + Λ∗ab(χ
′)(x)Λ∗ab(χ)(y).
Hence, we conclude that the equality (3.2.1) holds and we are done.
Finally, the (contravariant) functoriality of γδG follows from the functoriality of B
∗
ab (see
Corollary 2.2.3) and of α and γδ
ab
Gab
(which are obvious). 
Using the homomorphism γδG, we get the required new presentation of RPic(Bun
δ
G,g,n).
Theorem 3.2.2. Assume that g ≥ 1. Let G be a reductive group with maximal torus TG and
Weyl group WG, and fix δ ∈ π1(G). Consider the following group
Ĥg,n :=
{
Z⊕ Zn if g ≥ 2,
Zn if g = 1.
There is an exact sequence
(3.2.4) 0→ Λ∗(Gab)⊗ Ĥg,n
iδG−→ RPic(BunδG,g,n)
γδG−−→ Bils,D−ev(Λ(TG))
WG → 0,
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where the morphism iδG is defined as
(3.2.5)
iδG(χ⊗ (m, ζ)) = ab
∗
#
(
〈Lχ, ω
m
π (
n∑
i=1
ζiσi)〉
)
if g ≥ 2,
iδG(χ⊗ ζ) = ab
∗
#
(
〈Lχ,O(
n∑
i=1
ζiσi)〉
)
if g = 1.
Moreover, the exact sequence (3.2.4) is contravariant with respect to homomorphisms of reduc-
tive groups φ : H → G such that φ(TH) ⊆ TG.
Proof. Consider the following diagram
(3.2.6)
0 // RPic
(
Bunδ
ab
Gab,g,n
) ab∗#
//
γδ
ab
Gab

RPic
(
BunδG,g,n
) υδG //
γδ
G

Bils,ev(Λ(TD(G))|Λ(TGss))
WG // 0
0 // Bils(Λ(Gab))
B∗ab // Bils,D−ev(Λ(TG))
WG
resD // Bils,ev(Λ(TD(G))|Λ(TGss))
WG // 0.
Claim: The diagram (3.2.6) is commutative with exact rows.
Indeed, the first row is exact by Corollary 3.1.3 while the second row is exact by Corollary
2.2.3. The commutativity of the left square follows from Definition/Lemma 3.2.1(ii). In order to
prove the commutativity of the right square, using that RPic(BunδG,g,n) is the pushout (3.1.6),
it is enough to show that
(3.2.7) vδG ◦ ab
∗
# = resD ◦γ
δ
G ◦ ab
∗
#,
(3.2.8) vδG ◦ τ
δ
G = resD ◦γ
δ
G ◦ τ
δ
G,
Equality (3.2.7) holds since, by what observed above, we have that
vδG ◦ ab
∗
# = 0 and resD ◦γ
δ
G ◦ ab
∗
# = resD ◦B
∗
ab ◦ γ
δab
Gab = 0.
Equality (3.2.8) holds since, by Corollary 2.2.3 and Definition/Lemma 3.2.1(i), both sides are
equal to the restriction homomorphism
Sym2Λ∗(TG)
WG ∼= Bils,ev(Λ(TG))
WG → Bils,ev(Λ(TD(G))|Λ(TGss))
WG .
By the above Claim, we can apply the snake lemma to (3.2.6) and we obtain the two isomor-
phisms
(3.2.9)
ab∗# : ker(γ
δab
Gab)
∼=
−→ ker(γδG),
B∗ab : coker(γ
δab
Gab)
∼=
−→ coker(γδG).
From the definition of γδ
ab
Gab
(see Definition/Lemma 3.2.1(ii)) together with (2.2.5), it follows
that γδ
ab
Gab
is surjective. Therefore, the second isomorphism in (3.2.9) implies that also γδG is
surjective.
It remains to prove that the kernel morphism of γδG is equal to i
δ
G. Using the first isomorphism
in (3.2.9) and the fact that iδG = ab
∗
# ◦ i
δab
Gab
by definition, it is enough to prove that
(3.2.10) the kernel morphism of γδ
ab
Gab is equal to i
δab
Gab .
With the aim of proving (3.2.10), let us recall some results from [FVc]. Fix an isomorphism
Gab ∼= Grm which induces an isomorphism Λ
∗(Gab) ∼= Λ∗(Grm) = Z
r. Denote by {ei}
r
i=1 the
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canonical basis of Zr and by {fj}nj=1 the canonical basis of Z
n. By [FVc, Thm. 4.0.1(2)], the
relative Picard group of Bunδ
ab
Gab,g,n is freely generated by
〈(ei, 0), (0, fj)〉 , for i = 1, . . . , r, and j = 1, . . . , n,
〈(ei, 0), (ek , 0)〉 = 〈Lei ,Lek〉, for
{
1 ≤ i ≤ k ≤ r if g ≥ 2,
1 ≤ i < k ≤ r if g = 1,
L (ei, 0) = dπ(Lei), for i = 1, . . . , r.
Take now an element M ∈ RPic(Bunδ
ab
Gab,g,n) and write it as
M =
∑
1≤i≤j≤r
aij〈(ei, 0), (ej , 0)〉 +
∑
1≤k≤r
〈(ek, 0), (0, ζ
k)〉+
∑
1≤l≤r
blL (el, 0),
for some unique aij, bl ∈ Z, ζk ∈ Zn, with the property that aii = 0 if g = 1. From the definition
of γδ
ab
Gab
(see Definition/Lemma 3.2.1(ii)), we compute
γδ
ab
Gab(M) =
∑
1≤i≤j≤r
aij(ei ⊗ ej + ej ⊗ ei) +
∑
1≤l≤r
blel ⊗ el.
Hence, we have that
M∈ ker(γδ
ab
Gab)⇔
{
aij = 0 for i < j,
2aii + bi = 0,
⇔

aij = 0 for i < j,
bi = −2aii,
(aii, ζ
i) ∈ Ĥg,n.
In other words, M belongs to the kernel of γδ
ab
Gab
if and only if M has the following form
M =
∑
1≤i≤r
(aii,ζi)∈Ĥg,n
[
aii〈Lei ,Lei〉 − 2aiidπ(Lei) +
〈
Lei,O
(∑
k
(ζ i)kσk
)〉]
=
=
∑
1≤i≤r
(aii,ζi)∈Ĥg,n
〈
Lei , ω
aii
π
(∑
k
(ζ i)kσk
)〉
,
where the second equality follows from [FVc, Rmk. 3.5.1]. This shows that iδ
ab
Gab
is an injective
homomorphism whose image is equal to the kernel of γδ
ab
Gab
, which proves (3.2.10). 
We now want to get a second presentation of RPic(BunδG,g,n). With this aim, we introduce
the following homomorphism.
Definition/Lemma 3.2.3. Assume that g ≥ 1. Let G be a reductive group with maximal
torus TG and Weyl group WG, and fix δ ∈ π1(G). There exists a well-defined (non functorial)
homomorphism
ωδG : RPic(Bun
δ
G,g,n)→
Λ∗(TG)
Λ∗(TGad)
uniquely determined by:
(i) The composition ωδG ◦ τ
δ
G is equal to the following composition
Sym2Λ∗(TG)
WG
∼=
−→ Bils,ev(Λ(TG))
WG ⊆ Bils,D−ev(Λ(TG))
WG
evδG−−→
Λ∗(TG)
Λ∗(TGad)
where the first isomorphism is induced by (2.2.3) and evδG is the homomorphism in Defi-
nition/Lemma 2.2.5.
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(ii) The composition ωδG ◦ ab
∗
# is equal to the following composition
RPic(Bunδ
ab
Gab,g,n)
ωδ
ab
Gab−−−→ Λ∗(Gab)
Λ∗ab−→
Λ∗(TG)
Λ∗(TGad)
,
L (χ, ζ) 7→ [χ(δab) + |ζ|+ 1− g]χ,
〈(χ, ζ), (χ′, ζ ′)〉 7→ [χ′(δab) + |ζ ′|]χ+ [χ(δab) + |ζ|]χ′,
where |ζ| =
∑
i ζi ∈ Z and similarly for |ζ
′|, and Λ∗ab is the homomorphism in (2.1.17).
Proof. The fact that ωδ
ab
Gab
is well-defined has been proved in [FVc, Prop. 4.1.2(i)].
In order to show that there exists a unique homomorphism ωδG satisfying properties (i) and
(ii), using that RPic(BunδG,g,n) is the pushout (3.1.6), it is enough to show that
(3.2.11) Λ∗ab ◦ ω
δab
Gab ◦ τ
δab
Gab = ev
δ
G ◦Sym
2Λ∗ab : Sym
2 Λ∗(Gab)→
Λ∗(TG)
Λ∗(TGad)
.
Given χ, χ′ ∈ Λ∗(Gab), we compute
(Λ∗ab ◦ ω
δab
Gab ◦ τ
δab
Gab)(χ · χ
′) = (Λ∗ab ◦ ω
δab
Gab)(〈(χ, 0), (χ
′, 0)〉) = Λ∗ab
(
χ(δab)χ′ + χ′(δab)χ
)
=
(3.2.12) = χ(δab)Λ∗ab(χ
′) + χ′(δab)Λ∗ab(χ),
(evδG ◦Sym
2 Λ∗ab)(χ · χ
′) = evδG(Λ
∗
ab(χ) · Λ
∗
ab(χ
′)) = Λ∗ab(χ)(d)Λ
∗
ab(χ
′) + Λ∗ab(χ
′)(d)Λ∗ab(χ) =
(3.2.13) = χ(Λab(d))Λ
∗
ab(χ
′) + χ′(Λab(d))Λ
∗
ab(χ).
The expressions (3.2.12) and (3.2.13) coincide since Λab(d) = π1(ab)(δ) = δ
ab for any lift
d ∈ Λ(TG) of δ ∈ π1(G); hence, the equality (3.2.11) holds and we are done. 
By putting together the homomorphisms of Definition/Lemmas 3.2.1 and 3.2.3, we get the
following homomorphism
ωδG ⊕ γ
δ
G : RPic(Bun
δ
G,g,n)→
Λ∗(TG)
Λ∗(TGad)
⊕ Bils,D−ev(Λ(TG))
WG .
With the aim of describing its image, we give the following
Definition 3.2.4. Let G be a reductive group with maximal torus TG and Weyl group WG,
and fix δ ∈ π1(G). Denote by
NS(BunδG,g,n) ⊆
Λ∗(TG)
Λ∗(TGad)
⊕ Bils,D−ev(Λ(TG))
WG
the subgroup consisting of all the elements ([χ], b) such that
(3.2.14)[
χ|Λ(TD(G))
]
= Λ∗
D
([χ]) = (Λ∗
D
◦evδG)(b) = b(δ⊗−)|Λ(TD(G)) :=
[
b(d⊗−)|Λ(TD(G))
]
∈
Λ∗(TD(G))
Λ∗(TGad)
,
where d ∈ Λ(TG) is any lift of δ, and Λ∗D and ev
δ
G are the homomorphisms of Definition/Lemma
2.2.5.
The group NS(BunδG,g,n) is contravariant with respect to homomorphisms of reductive groups
φ : H → G such that φ(TH) ⊆ TG.
Definition/Lemma 3.2.5. Let φ : H → G be a homomorphism of reductive groups, and choose
maximal tori TG ⊆ G and TH ⊆ H in such a way that φ(TH) ⊆ TG. Let ǫ ∈ π1(H) and set
δ := π1(φ)(ǫ) ∈ π1(G). Pick a lift e ∈ Λ(TH) of ǫ ∈ π1(H). Then there exists a well-defined
homomorphism
(3.2.15)
φ∗,NS : NS(BunδG,g,n) −→ NS(Bun
ǫ
H,g,n),
([χ], b) 7→ ([Λ∗φ(χ
b(Λφ(e)⊗−))], B∗φ(b)),
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where Λφ : Λ(TH) → Λ(TG), Λ
∗
φ : Λ
∗(TG) → Λ(TH) and B
∗
φ : Bil
s(Λ(TG)) → Bil
s(Λ(TH)) are
the natural morphisms induced by φ : TH → TG, and χ
b(Λφ(e)⊗−) ∈ Λ∗(TG) is the unique lift of
[χ] ∈ Λ
∗(TG)
Λ∗(T
Gad
) such that
(χb(Λφ(e)⊗−))|Λ(TD(G)) = b(Λφ(e)⊗−)|Λ(TD(G)).
Moreover, if ψ : L → H is another homomorphism of reductive groups and we choose a
maximal torus TL ⊆ L in such a way that ψ(TL) ⊆ TH , then (φ ◦ ψ)
∗ = ψ∗ ◦ φ∗.
Proof. Let us first consider the following two special cases:
Special case I: φ : T ′ → T is a morphism of tori.
Choose d′ ∈ Λ(T ′) and set d := Λφ(d
′) ∈ Λ(T ). The definition (3.2.15) reduces in this special
case to
(3.2.16)
φ∗,NS : NS(BundT,g,n) −→ NS(Bun
d′
T ′,g,n),
(χ, b) 7→ (Λ∗φ(χ), B
∗
φ(b)),
which is clearly a well-defined homomorphism. Moreover, the association φ 7→ φ∗,NS is compat-
ible with the composition of morphisms of tori.
Special case II: φ = ι : TG → G is the inclusion of a maximal torus inside a reductive group
G.
Choose a lift d ∈ Λ(TG) of δ ∈ π1(G). Pick an element ([χ], b) ∈ NS(Bun
δ
G,g,n). Consider the
following commutative diagram with surjective arrows
(3.2.17) Λ∗(TG)
Λ∗
D // //

Λ∗(TD(G))

Λ∗(TG)
Λ∗(T
Gad
)
Λ∗
D // //
Λ∗(TD(G))
Λ∗(T
Gad
)
The diagram (3.2.17) is a pull-back diagram since the kernels of the vertical surjections are
both equal to Λ∗(TGad) while the kernels of the horizontal surjections are both equal to Λ
∗(Gab)
and Λ∗(TGad) ∩ Λ
∗(Gab) = {0}. From this and condition (3.2.14), it follows that there exists a
unique lift of [χ] ∈ Λ
∗(TG)
Λ∗(T
Gad
) , that we denote by χ
b(d⊗−) ∈ Λ∗(TG), with the property that
(3.2.18) (χb(d⊗−))|Λ(TD(G)) = b(d⊗−)|Λ(TD(G)).
The definition (3.2.15) reduces in this special case to
(3.2.19)
ι∗,NS : NS(BunδG,g,n) −→ NS(Bun
d
TG,g,n),
([χ], b) 7→ (χb(d⊗−), b),
which is a well-defined and injective homomorphism whose image is equal to
(3.2.20) Im(ι∗,NS) = {(χ, b) : χ|Λ(TD(G)) = b(d⊗−)|Λ(TD(G)) and b ∈ Bil
s,D−ev(Λ(TG))
WG}.
We now go back to the general case. Denote the inclusions of the maximal tori in G and
H by, respectively, ιG : TG →֒ G and ιH : TH →֒ H and set φT := φ|TH : TH → TG. Set also
d := Λφ(e) ∈ Λ(TG), which is a lift of δ ∈ π1(G). Consider the composition
(3.2.21)
φ∗,NST ◦ ι
∗,NS
G : NS(Bun
δ
G,g,n) −→ NS(Bun
e
TH ,g,n
)
([χ], b) 7→ (Λ∗φ(χ
b(d⊗−)), B∗φ(b))
which is a well-defined homomorphism by the special cases already treated. Moreover, for any
([χ], b) ∈ NS(BunδG,g,n) and for every x ∈ Λ(TD(H)), we have that
Λ∗φ(χ
b(d⊗−))(x) = χb(d⊗−)(Λφ(x)) = b(d⊗ Λφ(x)) = b(Λφ(e)⊗ ΛφT (x)) = (B
∗
φ(b))(e ⊗ x),
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where in the second equality we have used (3.2.18). This computation, together with (3.2.20),
implies that the image of φ∗,NST ◦ ι
∗,NS
G is contained in the image of ι
∗,NS
H : NS(Bun
ǫ
H,g,n) →
NS(BuneTH ,g,n) and, hence, that it factors as
(3.2.22)
φ∗,NST ◦ι
∗,NS
G = ι
∗,NS
H ◦φ
∗,NS for some (unique) homomorphism φ∗,NS : NS(BunδG,g,n)→ NS(Bun
ǫ
H,g,n).
From the expression (3.2.21), we conclude that φ∗,NS is given by the formula (3.2.15).
Finally, the compatibility of the association φ 7→ φ∗,NS with the composition of morphisms is
due to the factorization (3.2.22) together with the Special Case I. 
The group NS(BunδG,g,n) admits a functorial two-step filtration, that we describe in the
following
Proposition 3.2.6. Let G be a reductive group with maximal torus TG and Weyl group WG,
and fix δ ∈ π1(G). We have the following commutative diagram, with exact rows and columns
(3.2.23)
Bils(Λ(Gab)) _
B∗ab

Λ∗(Gab) 
 Λ∗ab⊕0 //
 _
i1

NS(BunδG,g,n)
resNSG // // Bils,D−ev(Λ(TG))
WG
resD

Λ∗(Gab)⊕ Bils(Λ(Gab)) = NS(Bunδ
ab
Gab,g,n)
 ab∗,NS //
p2

NS(BunδG,g,n)
resNS
D // // Bils,ev(Λ(TD(G))|Λ(TGss))
WG
Bils(Λ(Gab)
where the identification NS(Bunδ
ab
Gab,g,n) = Λ
∗(Gab)⊕Bils(Λ(Gab)) follows from Definition 3.2.4,
i1 is the inclusion of the first factor and p2 is the projection onto the second factor, the right ver-
tical column is (2.2.11), resNSG is the projection onto the second factor and res
NS
D
:= resD ◦ res
NS
G .
Moreover, the diagram (3.2.23) is contravariant with respect to homomorphisms of reductive
groups φ : H → G such that φ(TH) ⊆ TG.
Proof. The commutativity of the right square of the diagram is clear, while the commutativ-
ity of the left square follows from the fact ab∗,NS = Λ∗ab ⊕ B
∗
ab, as it is easily deduced from
Definition/Lemma 3.2.5.
The exactness of the left and central columns is clear, while the exactness of the right column
follows from Corollary 2.2.3.
The exactness of the upper row follows from the definition of NS(BunδG,g,n) together with the
exactness of the column in (2.1.17).
It remains to prove the exactness of the lower row. The injectivity of ab∗,NS = Λ∗ab ⊕ B
∗
ab
and the fact that resNS
D
◦ab∗,NS = 0 are obvious. The surjectivity of resNS
D
follows from the
surjectivity of resNSG and of resD . Let us now prove that ker(res
NS
D
) ⊆ Im(Λ∗ab ⊕ B
∗
ab). Pick
an element ([χ], b) ∈ NS(BunδG,g,n) such that 0 = res
NS
D
(([χ], b)) = resD (b). By Corollary 2.2.3,
there exists bab ∈ Bils(Λ(Gab)) such that b = B∗ab(b
ab). Moreover, from (3.2.14) it follows
that
[
χ|Λ(TD(G))
]
= 0 ∈
Λ∗(TD(G))
Λ∗(T
Gad
) . Hence, by (2.1.17), there exists χ
ab ∈ Λ∗(Gab) such that
Λ∗ab(χ
ab) = [χ]. Therefore, (χab, bab) ∈ NS(Bunδ
ab
Gab,g,n) and Λ
∗
ab ⊕B
∗
ab((χ
ab, bab)) = ([χ], b) and
we are done.
Finally, the functoriality of the diagram (3.2.23) follows straightforwardly from the definition
of the pull-back morphism (3.2.15). 
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Using the above homomorphisms ωδG and γ
δ
G, we can now give the following new presentation
of RPic(BunδG,g,n).
Theorem 3.2.7. Assume that g ≥ 1. Let G be a reductive group with maximal torus TG and
Weyl group WG, and fix δ ∈ π1(G). Consider the following group
Hg,n :=
{
{(m, ζ) ∈ Z⊕ Zn : (2g − 2)m+ |ζ| = 0} if g ≥ 2,
{ζ ∈ Zn : |ζ| = 0} if g = 1.
(1) There is an exact sequence
(3.2.24) 0→ Λ∗(Gab)⊗Hg,n
jδG−→ RPic(BunδG,g,n)
ωδG⊕γ
δ
G−−−−−→ NS(BunδG,g,n),
where the morphism jδG is defined as
jδG(χ⊗ (m, ζ)) = ab
∗
#
(
〈Lχ, ω
m
π (
n∑
i=1
ζiσi)〉
)
if g ≥ 2,
jδG(χ⊗ ζ) = ab
∗
#
(
〈Lχ,O(
n∑
i=1
ζiσi)〉
)
if g = 1.
Moreover, the exact sequence (3.2.24) is contravariant with respect to homomorphisms
of reductive groups φ : H → G such that φ(TH) ⊆ TG.
(2) The image of ωδG ⊕ γ
δ
G is equal to
(3.2.25)
Im(ωδG⊕γ
δ
G) =

NS(BunδG,g,n) if n ≥ 1,{
([χ], b) ∈ NS(BunδG,g,n) :
2g − 2| [χ(x)− b(δ ⊗ x)] + (g − 1)b(x⊗ x)
for any x ∈ Λ(TG)
}
if n = 0.
Moreover, if n = 0 then the invariant factors of Im(ωδG ⊕ γ
δ
G) ⊆ NS(Bun
δ
G,g,n) are2g − 2, . . . , 2g − 2︸ ︷︷ ︸
dimGab
, 1, . . . , 1
 .
Remark 3.2.8.
(i) For n = 0, the subgroup on the right hand side (3.2.25) is well-defined. Indeed, by (3.2.14),
[χ(x)− b(δ ⊗ x)] is well-defined for any x ∈ Λ(TG) and it is equal to
[
χ(xab)− b(δ ⊗ xab)
]
,
where xab is the image of x in Λ(Gab).
(ii) If either n = 0 or g = n = 1 then Hg,n = 0, which implies that the map ω
δ
G ⊕ γ
δ
G is
injective.
Proof. The Theorem has been proved for a torus in [FVc, Prop. 4.3.1], and we are going to
apply this result for Gab in order to prove the case of a general reductive group G.
Let us first prove (1) by dividing the proof in two steps.
Step I: The image of
ωδG ⊕ γ
δ
G : RPic(Bun
δ
G,g,n)→
Λ∗(TG)
Λ∗(TGad)
⊕ Bils(Λ(TG))
WG
is contained in NS(BunδG,g,n).
In order to prove this, it is enough to show, using that RPic(BunδG,g,n) is the pushout (3.1.6),
that
(3.2.26)
(
(ωδG ⊕ γ
δ
G) ◦ ab
∗
#
)
(RPic(Bunδ
ab
Gab,g,n)) ⊆ NS(Bun
δ
G,g,n),(
(ωδG ⊕ γ
δ
G) ◦ τ
δ
G
)
(Sym2Λ∗(TG)
WG) ⊆ NS(BunδG,g,n).
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The first containment in (3.2.26) follows since Definition/Lemma 3.2.3(ii) and Definition/Lemma
3.2.1(ii) imply that (ωδG ⊕ γ
δ
G) ◦ ab
∗
# factorizes as the composition
(3.2.27)
RPic(Bunδ
ab
Gab,g,n)
ωδ
ab
Gab
⊕γδ
ab
Gab−−−−−−−→ Λ∗(Gab)⊕ Bils(Λ(Gab))
Λ∗ab⊕B
∗
ab
−֒→
Λ∗(TG)
Λ∗(TGad)
⊕ Bils(Λ(TG))
WG ,
and Im(Λ∗ab ⊕B
∗
ab) ⊆ NS(Bun
δ
G,g,n) as observed in Proposition 3.2.6.
Take now an element b ∈ Sym2 Λ∗(TG)
WG ∼= Bils,ev(Λ(TG))
WG . Using Definition/Lemma
3.2.3(i) and Definition/Lemma 3.2.1(i), we compute
(3.2.28)
(
(ωδG ⊕ γ
δ
G) ◦ τ
δ
G
)
(b) = (evδG(b), b) = (b(δ ⊗−), b) ∈
Λ∗(TG)
Λ∗(TGad)
⊕ Bils(Λ(TG))
WG .
From Definition 3.2.4, it follows easily that the element (b(δ ⊗−), b) belongs to NS(BunδG,g,n),
and this proves the second containment in (3.2.26).
Step II: The kernel of ωδG ⊕ γ
δ
G is equal to
jδG : Λ
∗(Gab)⊗Hg,n →֒ RPic(Bun
δ
G,g,n).
Consider the following diagram
(3.2.29)
RPic
(
Bunδ
ab
Gab,g,n
)
 
ab∗#
//
ωδ
ab
Gab
⊕γδ
ab
Gab

RPic
(
BunδG,g,n
) υδG // //
ωδ
G
⊕γδ
G

Bils,ev(Λ(TD(G))|Λ(TGss))
WG
NS(Bunδ
ab
Gab,g,n) = Λ
∗(Gab)⊕ Bils(Λ(Gab)) 
Λ∗ab⊕B
∗
ab// NS(BunδG,g,n)
resNS
D // // Bils,ev(Λ(TD(G))|Λ(TGss))
WG
whose rows are exact by Corollary 3.1.3 and Proposition 3.2.6, and whose commutativity follows
from (3.2.27) and (3.2.28). By applying the snake lemma to (3.2.29), we get that
(3.2.30) ker(ωδ
ab
Gab ⊕ γ
δab
Gab)
ab∗#
−−→
∼=
ker(ωδG ⊕ γ
δ
G),
(3.2.31) coker(ωδ
ab
Gab ⊕ γ
δab
Gab)
Λ∗ab⊕B
∗
ab−−−−−−→
∼=
coker(ωδG ⊕ γ
δ
G).
By applying [FVc, Prop. 4.3.1] to Gab, we get that the kernel of ωδ
ab
Gab
⊕ γδ
ab
Gab
is equal to
jδ
ab
Gab : Λ
∗(Gab)⊗Hg,n →֒ RPic(Bun
δab
Gab,g,n).
By combining this with (3.2.30) and the fact that jδG = ab
∗
# ◦ j
δab
Gab
, Step II follows.
Finally, the functoriality of the morphism ωδG⊕γ
δ
G (and hence of the sequence (3.2.24)) follows
straightforwardly from (3.2.27) and (3.2.28).
Let us now prove (2). If n > 0 then ωδ
ab
Gab
⊕ γδ
ab
Gab
is surjective by [FVc, Prop. 4.3.1], which,
combined with (3.2.31), implies that ωδG ⊕ γ
δ
G is also surjective.
Assume now that n = 0 and call IδG the subgroup of NS(Bun
δ
G,g,n) defined on the right hand
side of (3.2.25). By [FVc, Prop. 4.3.1], we know that Im(ωδ
ab
Gab
⊕ γδ
ab
Gab
) = Iδ
ab
Gab
. Using this and
(3.2.31), in order to prove that Im(ωδG ⊕ γ
δ
G) = I
δ
G, it is enough to prove that
(3.2.32)
{
Im(ωδG ⊕ γ
δ
G) ⊆ I
δ
G,
(Λ∗ab ⊕B
∗
ab)
−1(IδG) ⊆ I
δab
Gab .
Furthermore, using that RPic(BunδG,g,n) is the pushout (3.1.6), the inclusions (3.2.32) are equiv-
alent to the following two conditions
(3.2.33)
(
(ωδG ⊕ γ
δ
G) ◦ τ
δ
G
)
(Sym2Λ∗(TG)
WG) ⊆ IδG,
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(3.2.34) (Λ∗ab ⊕B
∗
ab)
−1(IδG) = I
δab
Gab .
Now, inclusions (3.2.33) follows from (3.2.28) together with the fact that b is even. Furthermore,
if (χ, b) ∈ NS(Bunδ
ab
Gab,g,n) = Λ
∗(Gab)⊕ Bils(Λ(Gab)), then we have for every x ∈ Λ(TG)
Λ∗ab(χ)(x)−B
∗
ab(b)(δ, x) + (g − 1)B
∗
ab(b)(x, x) = χ(x
ab)− b(δab, xab) + (g − 1)b(xab, xab),
where xab is the image of x into Λ(Gab). Since Λ(TG) surjects onto Λ(TGab), we deduce that
(χ, b) ∈ Iδ
ab
Gab ⇔ (Λ
∗
ab, B
∗
ab)(χ, b) ∈ I
δ
G,
which shows (3.2.34) and concludes the first assertion of (2).
The last assertion follows from (3.2.31) and the analogous result for Gab, see [FVc, Rmk.
4.3.2]. 
4. The restriction homomorphism
The aim of this section is to describe the restriction homomorphism
(4.0.1) resδG(C) : RPic(Bun
δ
G,g,n)→ Pic(Bun
δ
G(C))
for any (C, p1, . . . , pn) ∈Mg,n(k).
Before doing this, we need to recall the description of Pic(BunδG(C)) obtained in [BH10a].
Theorem 4.0.1. [BH10a, Thm. 5.3.1] Let C be a (irreducible, projective, smooth) curve of
genus g ≥ 0 over k = k and denote by JC its Jacobian. Let G be a reductive group over k and
fix δ ∈ π1(G). Then there exists a (contravariantly) functorial exact sequence of abelian groups
(4.0.2) 0→ Hom(π1(G), JC (k))
jδ
G
(C)
−−−−→ Pic(BunδG(C))
cδ
G
(C)
−−−−→ NS(BunδG(C))→ 0,
where the Neron-Severi group NS(BunδG(C)) is the group of all triples (lR , bR , b) consisting of
(i) lR ∈ Λ
∗(R(G));
(ii) bR ∈ Hom
s(Λ(R(G)) ⊗ Λ(R(G)),End(JC)), i.e. bR : Λ(R(G)) ⊗ Λ(R(G)) → End(JC)
with the property that bR(x1 ⊗ x2)
† = bR(x2 ⊗ x1) where † : End(JC) → End(JC) is the
Rosati involution associated to the canonical polarization on JC ;
(iii) b ∈ Bils,ev(Λ(TGsc))
WG ∼= Sym2Λ∗(TGsc)
WG ;
subject to the following compatibility conditions
(a) for some (equivalently any) lift dss ∈ Λ(TG) of the image δ
ss of δ in π1(G
ss), the direct sum
lR ⊕ b(d
ss ⊗−) : Λ(R(G)) ⊕ Λ(TGsc)→ Z
is integral on Λ(TG);
(b) the orthogonal direct sum
bR ⊥ (idJC ◦b) : (Λ(R(G)) ⊕ Λ(TGsc))⊗ (Λ(R(G)) ⊕ Λ(TGsc))→ End(JC),
is integral on Λ(TG)⊗Λ(TG), where idJC : Z→ End(JC) is the canonical map given by the
addition on the abelian variety JC .
The (contravariant) functoriality of the exact sequence is described in [BH10a, Thm. 5.3.1(iv)].
Note that if T is a torus then
NS(BunδT (C)) = Λ
∗(T )⊕Homs(Λ(T )⊗ Λ(T ),End(JC)).
and hence the elements of NS(BunδT (C)) are pairs (lT , bT ) ∈ Λ
∗(T )⊕Homs(Λ(T )⊗Λ(T ),End(JC)).
The Neron-Severi group NS(BunδG(C)) can be described as it follows.
Proposition 4.0.2. [BH10a, Prop. 5.2.11] With the above notation, there is an exact sequence
(4.0.3)
0→ NS(Bunδ
ab
Gab,g,n(C))
ab∗,NS(C)
−−−−−−→ NS(BunδG,g,n(C))
p
−→ Bils,ev(Λ(TGsc))
WG ,
(lR , bR , b) 7→ b
(lGab , bGab) 7→ ((lGab)|R(G), (bGab)|Λ(R(G))⊗Λ(R(G))) , 0)
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and the image of p is equal to
Im(p) =
{
Bils,sc−ev(Λ(TD(G))|Λ(TGss))
WG if g ≥ 1,
{b ∈ Bils,ev(Λ(TGsc))
WG : bQ(dss ⊗−) is integral on Λ(TD(G))} if g = 0,
where Bils,sc−ev(Λ(TD(G))|Λ(TGss))
WG is defined in Definition/Lemma 2.2.8 and dss is some
(equivalently any) lift to Λ(TGss) of δ
ss ∈ π1(G
ss).
We now describe the restriction homomorphism (4.0.1), using the description of RPic(BunδG,g,n)
of Theorem 3.2.7 and the description of Pic(BunδG(C)) of Theorem 4.0.1.
Theorem 4.0.3. Assume that g ≥ 1 and let (C, p1, . . . , pn) ∈ Mg,n(k) be a geometric point.
Let G be a reductive group and fix δ ∈ π1(G). Then the restriction homomorphism (4.0.1) sits
into the following functorial commutative diagram with exact rows
(4.0.4) 0 // Λ∗(Gab)⊗Hg,n
jδ
G //
resδ
G
(C)o

RPic(BunδG,g,n)
ωδ
G
⊕γδ
G //
resδ
G
(C)

NS(BunδG,g,n)
resδ
G
(C)NS

0 // Hom(π1(G), JC (k))
jδG(C) // Pic(BunδG(C))
cδG(C) // NS(BunδG(C))
// 0,
where
• resδG(C)
o sends an element [Λ(Gab)
f
−→ Hg.n] ∈ Hom(Λ(G
ab),Hg,n) = Λ
∗(Gab) ⊗ Hg,n
into the element
[π1(G)
π1(ab)
։ π1(G
ab) = Λ(Gab)
f
−→ Hg,n
ιC−→ JC(k)] ∈ Hom(π1(G), JC (k)),
where
ιC = ι(C,p1,...,pn) : Hg,n → JC(k)
(m, ζ) 7→ ωmC
(
n∑
i=1
ζipi
)
if g ≥ 2,
ζ 7→ OC
(
n∑
i=1
ζipi
)
if g = 1.
• resδG(C)
NS([χ], b) = (χ|Λ(R(G)), idJC ◦b|Λ(R(G))⊗Λ(R(G)) , b|Λ(TGsc )⊗Λ(TGsc )).
Proof. The Theorem has been proved for a torus in [FVc, Prop. 4.3.3]; and, in order to prove
the case of a general reductive group G, we are going to use this result for Gab and for a (fixed)
maximal torus ι : TG →֒ G.
Observe that the two rows of (4.0.4) are exact by Theorems 3.2.7 and 4.0.1. Moreover, the
two outer vertical arrows are well-defined: for resδG(C)
o it is clear; for resδG(C)
NS it follows from:
(i) given a lift d ∈ Λ(TG) of δ ∈ π1(G), we can choose a representative χ
b(d⊗−) ∈ Λ∗(TG) of
[χ] such that (χb(d⊗−))|Λ(TD(G)) = b(d,−)|Λ(TD(G)) by (3.2.18) and this implies that
χ|Λ(R(G)) ⊕ b(d⊗−)|Λ(TGsc ) : Λ(R(G)) ⊕ Λ(TGsc)→ Z
is integral on Λ(TG), namely it is the restriction of the chosen χ : Λ(TG)→ Z;
(ii) the orthogonal direct sum
idJC ◦(b|Λ(R(G))⊗Λ(R(G)) ⊥ b|Λ(TGsc )⊗Λ(TGsc )) : (Λ(R(G))⊕Λ(TGsc ))⊗(Λ(R(G))⊕Λ(TGsc ))→ End(JC),
is integral on Λ(TG)⊗Λ(TG), since it is the restriction of idJC ◦b by the Claim in the proof
of Proposition 2.2.1.
Hence it remains to prove the commutativity of the two squares in (4.0.4).
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In order to prove the commutativity of the left square in (4.0.4), consider the following
diagram
(4.0.5) Λ∗(Gab)⊗Hg,n
jδ
ab
Gab //
jδ
G
**
resδ
ab
Gab
(C)o

resδG(C)
o
((
RPic(Bunδ
ab
Gab,g,n)
ab∗#
//
resδ
ab
Gab
(C)

RPic(BunδG,g,n)
resδG(C)

Hom(π1(G
ab), JC(k))
Hom(π1(ab),−)

jδ
ab
Gab
(C)
// Pic(Bunδ
ab
Gab(C))
ab∗,NS(C)
// Pic(BunδG(C))
Hom(π1(G), JC (k))
jδG(C)
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In the above diagram, every simple subdiagram commutes: the curved triangles commutes by
the definition of jδG and of res
δ
G(C)
o; the left square commutes by [FVc, Prop. 4.3.3] applied to
Gab; the right square commutes by the obvious functoriality of the restriction homomorphism;
the lower triangle commutes by the functoriality of the morphism jδG (see Theorem 4.0.1). By
using all the above commutativity results, we deduce that resδG(C) ◦ j
δ
G = j
δ
G(C) ◦ res
δ
G(C)
o, i.e.
that the left square of (4.0.4) commutes.
In order to prove the commutativity of the right square in (4.0.4), choose a lift d ∈ Λ(TG) of
δ ∈ π1(G) and consider the following diagram
(4.0.6) RPic(BunδG,g,n)
ωδG⊕γ
δ
G //
resδG(C)

ι∗#
((◗
◗◗
◗◗
◗◗
◗◗
◗◗
◗◗
NS(BunδG,g,n)
resδ
G
(C)NS

ι∗,NS
((◗
◗◗
◗◗
◗◗
◗◗
◗◗
◗
RPic(BundTG,g,n)
ωdTG
⊕γdTG //
resdTG
(C)

NS(BundTG,g,n)
resdTG
(C)NS

Pic(BunδG(C))
cδ
G
(C)
//
ι#(C)
∗
((❘
❘❘
❘❘
❘❘
❘❘
❘❘
❘❘
NS(BunδG(C))
ι∗,NS(C)
((◗
◗◗
◗◗
◗◗
◗◗
◗◗
◗◗
Pic(BundTG(C))
cd
TG
(C)
// NS(BundTG(C))
where ι∗,NS is the morphism of Definition/Lemma 3.2.5 and ι∗,NS(C) is the morphism of [BH10a,
Def. 5.2.5], and they are given by the following formulas
• ι∗,NS([χ], b) = (χb(d⊗−), b) ∈ NS(BundTG,g,n), see (3.2.19);
• ι∗,NS(C)(lR , bR , b) = (lR ⊕ b(d
ss ⊗ −), bR ⊥ idJC ◦b) ∈ NS(Bun
d
TG
(C)), where dss is
the image of d ∈ Λ(TG) in Λ(TGss), which is well-defined by conditions (a) and (b) of
Theorem 4.0.1.
We have the following commutativity properties in the above diagram (4.0.6):
(a) resdTG(C) ◦ ι
∗
# = ι#(C)
∗ ◦ resδG, which follows from the functoriality of the restriction homo-
morphism;
(b) resdTG(C)
NS ◦ ι∗,NS = ι∗,NS(C) ◦ resδG(C)
NS. In fact, for any ([χ], b) ∈ NS(BunδG,g,n) we
compute
(resdTG(C)
NS ◦ ι∗,NS)([χ], b) = resdTG(C)
NS(χb(d⊗−), b) = (χb(d⊗−), idJC ◦b),
(ι∗,NS(C) ◦ resδG(C)
NS)([χ], b) = ι∗,NS(C)(χ|Λ(R(G)), idJC ◦b|Λ(R(G))⊗Λ(R(G)) , b|Λ(TGsc )⊗Λ(TGsc )) =
= (χ|Λ(R(G)) ⊕ b(d
ss ⊗−)|Λ(TGsc ), idJC ◦(b|Λ(R(G))⊗Λ(R(G)) ⊥ b|Λ(TGsc )⊗Λ(TGsc ))),
and the two results coincide by the fact that b(d ⊗ −)|Λ(TGsc ) = b(d
ss ⊗ −)|Λ(TGsc ) by the
Claim in the proof of Proposition 2.2.1, together with condition (ii).
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(c) cdTG(C) ◦ res
d
TG
(C) = resdTG(C)
NS ◦ (ωdTG ⊕ γ
d
TG
), which follows from Proposition [FVc, Prop.
4.3.3] applied to TG.
(d) ι∗,NS(C)◦cδG(C) = c
d
TG
(C)◦ι#(C)
∗, which follows from the functoriality of the exact sequence
(4.0.2) together with [BH10a, Def. 5.2.5, 5.2.7].
(e) ι∗,NS ◦ (ωδG ⊕ γ
δ
G) = (ω
d
TG
⊕ γdTG) ◦ ι
∗
#.
In order to prove this, it is enough to show, using that RPic(BunδG,g,n) is the pushout
(3.1.6), that
(4.0.7) ι∗,NS ◦ (ωδG ⊕ γ
δ
G) ◦ ab
∗
# = (ω
d
TG
⊕ γdTG) ◦ ι
∗
# ◦ ab
∗
#,
(4.0.8) ι∗,NS ◦ (ωδG ⊕ γ
δ
G) ◦ τ
δ
G = (ω
d
TG
⊕ γdTG) ◦ ι
∗
# ◦ τ
δ
G.
The equality (4.0.7) follows from the functoriality of the homomorphism ωδG ⊕ γ
δ
G (see
Theorem 3.2.7(1)).
We now compute for any b ∈ Sym2 Λ∗(TG)
WG ∼= Bils,ev(Λ(TG))
WG , using formulas (3.2.28),
(3.2.18) and Theorem 3.1.2(1):{
(ι∗,NS ◦ (ωδG ⊕ γ
δ
G) ◦ τ
δ
G)(b) = ι
∗,NS(b(δ ⊗−), b) = (b(d⊗−), b),
((ωdTG ⊕ γ
d
TG) ◦ ι
∗
# ◦ τ
δ
G)(b) = ((ω
d
TG ⊕ γ
d
TG) ◦ τ
d
TG)(b) = (b(d ⊗−), b),
which proves the equality (4.0.8).
Using the above commutativity relations together with a diagram chase in (4.0.6), we conclude
that
ι∗,NS(C) ◦ cδG(C) ◦ res
δ
G(C) = ι
∗,NS(C) ◦ resδG(C)
NS ◦ (ωδG ⊕ γ
δ
G).
Since ι∗,NS(C) is injective (using that idJC is injective since g ≥ 1), we can simplify ι
∗,NS(C)
from the above expression, and we get
cδG(C) ◦ res
δ
G(C) = res
δ
G(C)
NS ◦ (ωδG ⊕ γ
δ
G),
which is exactly the commutativity of the right square in (4.0.4), and this concludes the proof.

Corollary 4.0.4. Keep the notation of Theorem 4.0.3. The kernel of the restriction homomor-
phism resδG(C) is equal to
ker
(
resδG(C)
)
= Λ∗(Gab)⊗ ker ιC ⊆ Λ
∗(Gab)⊗Hg,n.
Proof. This follows from the snake Lemma applied to the exact sequence (4.0.4), using that
resδG(C)
NS is injective and the explicit description of resδG(C)
o. 
We now give an alternative description of the restriction homomorphism onto the Neron-
Severi group
(4.0.9) resδG(C) : RPic(Bun
δ
G,g,n)
resδ
G
(C)
−−−−−→ Pic(BunδG(C))
cδ
G
(C)
−−−−→ NS(BunδG(C)),
for any (C, p1, . . . , pn) ∈ Mg,n(k), using the description of RPic(Bun
δ
G,g,n) in Corollary 3.1.3
and the description of NS(BunδG(C)) in Proposition 4.0.2.
Theorem 4.0.5. Assume that g ≥ 1 and let (C, p1, . . . , pn) ∈ Mg,n(k) be a geometric point.
Let G be a reductive group and fix δ ∈ π1(G). The homomorphism (4.0.9) sits into the following
functorial commutative diagram with exact rows
(4.0.10)
0 // RPic
(
Bunδ
ab
Gab,g,n
) ab∗#
//
resδ
ab
Gab
(C)

RPic
(
BunδG,g,n
) υδ
G // //
resδ
G
(C)

Bils,ev(Λ(TD(G))|Λ(TGss))
WG
rG

// 0,
0 // NS(Bunδ
ab
Gab(C))
ab∗,NS(C)
// NS(BunδG(C))
p
// Bils,sc−ev(Λ(TD(G))|Λ(TGss ))
WG // 0
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where rG is the injective homomorphism in Definition/Lemma 2.2.8.
Proof. The rows of (4.0.10) are exact by Corollary 3.1.3 and Proposition 4.0.2. We need to
show the commutativity of the diagram (4.0.10).
The commutativity of the left square of (4.0.10) follows from the functoriality of the restriction
homomorphism resδG(C) and the functoriality of the homomorphism c
δ
G(C) (see Theorem 4.0.1).
Consider now the following diagram
(4.0.11) RPic(BunδG,g,n)
υδG //
ωδ
G
⊕γδ
G

resδ
G
(C)
""
Bils,ev(Λ(TD(G))|Λ(TGss))
WG
NS(BunδG,g,n)
resNS
D //
resδG(C)
NS

Bils,ev(Λ(TD(G))|Λ(TGss))
WG
rG

NS(BunδG(C))
p
// Bils(Λ(TD(G))|Λ(TGss))
WG ∩ Bils,ev(Λ(TGsc))
WG
The commutativity of the right square of (4.0.10) follows from the following commutativity
results:
(a) The left triangle commutes because of the definition (4.0.9) of resδG(C) and of the commu-
tativity of the diagram (4.0.4).
(b) The upper square commutes, i.e. υδG = res
NS
D
◦(ωδG ⊕ γ
δ
G).
In order to prove this, it is enough to show, using that RPic(BunδG,g,n) is the pushout
(3.1.6), that
(4.0.12) υδG ◦ ab
∗
# = res
NS
D ◦(ω
δ
G ⊕ γ
δ
G) ◦ ab
∗
#,
(4.0.13) υδG ◦ τ
δ
G = res
NS
D ◦(ω
δ
G ⊕ γ
δ
G) ◦ τ
δ
G.
Condition (4.0.12) holds since υδG ◦ab
∗
# = 0 by (3.1.7) and res
NS
D
◦(ωδG⊕γ
δ
G)◦ab
∗
# = 0 which
follows from the fact that (ωδG ⊕ γ
δ
G) ◦ ab
∗
# = ab
∗,NS ◦ (ωδ
ab
Gab
⊕ γδ
ab
Gab
) (by the functoriality
of the morphism ωδG⊕ γ
δ
G, see Theorem 3.2.7(1)) together with (3.2.23). Condition (4.0.13)
follows from{
(resNSD ◦(ω
δ
G ⊕ γ
δ
G) ◦ τ
δ
G)(b) = res
NS
D (b(δ ⊗−), b) = b|Λ(TD(G))⊗Λ(TD(G)) by (3.2.28),
(υδG ◦ τ
δ
G)(b) = b|Λ(TD(G))⊗Λ(TD(G)) by Corollary 3.1.3.
(c) The lower square commutes because, using the definitions of the maps involved, we have
(rG ◦ res
NS
D )([χ], b) = b|Λ(TGsc )⊗Λ(TGsc ) = (p ◦ res
δ
G(C)
NS)([χ], b).

Corollary 4.0.6. Keep the notation of Theorem 4.0.5 and assume furthermore that idJC : Z
∼=
−→
End(JC) is an isomorphism. Then there exists a canonical short exact sequence
(4.0.14) 0→ coker(ωδ
ab
Gab ⊕ γ
δab
Gab)→ coker(res
δ
G(C))→ coker(rG)→ 0.
In particular, if n > 0 then we have the canonical isomorphism
coker(resδG(C))
∼=
−→ coker(rG).
Note that if k is uncountable and C is very general in Mg(k), then idJC : Z
∼=
−→ End(JC) is
an isomorphism, as it follows easily from [Koi76].
Proof. By applying the snake lemma to (4.0.10) and using that rG is injective, we get the exact
sequence
(4.0.15) 0→ coker(resδ
ab
Gab
(C)))→ coker(resδG(C))→ coker(rG)→ 0.
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By Theorem 4.0.3, the morphism resδ
ab
Gab
(C)) admits the following factorization
resδ
ab
Gab
(C) : RPic(Bunδ
ab
Gab,g,n)
ωδ
ab
Gab
⊕γδ
ab
Gab−−−−−−−→ NS(Bunδ
ab
Gab,g,n)
resδ
ab
Gab
(C)NS
−−−−−−−−→ NS(Bunδ
ab
Gab(C)).
By the assumption that idJC is an isomorphism together with the explicit description of res
δab
Gab
(C)NS
in Theorem 4.0.3, we deduce that resδ
ab
Gab
(C)NS is an isomorphism. Hence, we get a canonical
isomorphism
(4.0.16) coker(ωδ
ab
Gab ⊕ γ
δab
Gab)
∼=
−→ coker(resδ
ab
Gab
(C))).
By combining the short exact sequence (4.0.15) with the isomorphism (4.0.16), we conclude. 
We end this section by describing the restriction homomorphism (4.0.1) in genus 0.
Remark 4.0.7. It follows from the proof of [FVc, Prop. 5.4.1] that, in genus 0, the restriction
homomorphism
resδG(C) : RPic(Bun
δ
G,0,n)→ Pic(Bun
δ
G(C))
is an isomorphism if n > 0 and injective if n = 0, for any (C ∼= P1, p1, . . . , pn) ∈ M0,n(k).
Using Theorem 4.0.1, it follows that if n > 0 then we have
(4.0.17)
RPic(BunδG,0,n) =
{
(lR , b) ∈ Λ
∗(R(G)) × Bils,ev(Λ(TGsc))
WG : lR ⊕ b(d
ss ⊗−) ∈ Λ∗(TG)
}
,
for some (equivalently any) lift dss ∈ Λ(TG) of the image δ
ss of δ in π1(G
ss).
Moreover, using Proposition 4.0.2, we have the following exact sequence for n > 0
(4.0.18)
0→ RPic(Bunδ
ab
Gab,0,n)
ab∗#
−−→ RPic(BunδG,0,n)
υδ
G−−→
{
b ∈ Bils,ev(Λ(TGsc))
WG :
bQ(dss ⊗−) is integral on Λ(TD(G))
}
→ 0,
(lR , b) 7→ b
lGab 7→ ((lGab)|R(G), 0)
5. The rigidification BunδG,g,n ( Z (G) and its Picard group
Since the center Z (G) of a reductive group G acts functorially on any G-bundle, we have
that Z (G) sits functorially inside the automorphism group of any S-point (C → S, σ,E) of
BunδG,g,n for any δ ∈ π1(G). Hence we can form the rigidification
(5.0.1) νδG : Bun
δ
G,g,n → Bun
δ
G,g,n ( Z (G) := Bun
δ
G,g,n,
which turns out to be a Z (G)-gerbe, i.e. a gerbe banded by Z (G). The aim of this section is
to study the Picard group of BunδG,g,n and the class of the Z (G)-gerbe ν
δ
G.
From the Leray spectral sequence
E2p,q = H
p(BunδG,g,n, R
q(νδG)∗(Gm))⇒ H
p+q(BunδG,g,n,Gm),
and using that (νδG)∗(Gm) = Gm and that R
1(νδG)∗(Gm) is the constant sheaf Λ
∗(Z (G)) =
Hom(Z (G),Gm), we get the exact sequence
(5.0.2)
Pic(BunδG,g,n)
(νδ
G
)∗
→֒ Pic(BunδG,g,n)
wtδ
G−−→ Λ∗(Z (G))
obsδG−−−→ H2(BunδG,g,n,Gm)
(νδ
G
)∗
−−−→ H2(BunδG,g,n,Gm).
The homomorphism wtδG (called the weight homomorphism) has the following geometric inter-
pretation: given a line bundle L on BunδG,g,n, the character wt
δ
G(L) ∈ Hom(Z (G),Gm) is such
that, for any E := (C → S, σ,E) ∈ BunδG,g,n(S), we have the factorization
wtδG(S) : Z (G)(S) →֒ AutBunδG,g,n(S)
(E)
Aut(LS)
−−−−−→ AutOS (LS(E)) = Gm(S),
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where the first homomorphism is given by the canonical action of Z (G) on every G-gerbe, and
the second homomorphism is induced by the functor of groupoids
LS : Bun
δ
G,g,n(S)→ {Line bundles on S}
determined by L.
The homomorphism obsδG (called the obstruction homomorphism) has the following geometric
interpretation: given any character λ ∈ Hom(Z (G),Gm), the element obsδG(λ) is the class in
H2(BunδG,g,n,Gm) of the Gm-gerbe λ∗(ν
δ
G) obtained by pushing forward the Z (G)-gerbe ν
δ
G
along λ.
If we take the fiber of (5.0.1) over a geometric point (C, p1, . . . , pn) ∈ Mg,n(k), we get the
Z (G)-gerbe
(5.0.3) νδG(C) : Bun
δ
G(C)→ Bun
δ
G(C) := Bun
δ
G(C) ( Z (G).
The Leray spectral sequence for Gm relative to the Z (G)-gerbe gives the exact sequence (anal-
ogously to (5.0.2))
(5.0.4) Pic(BunδG(C))
νδ
G
(C)∗
→֒ Pic(BunδG(C))
wtδ
G
(C)
−−−−−→ Λ∗(Z (G))
obsδG(C)−−−−−→ H2(BunδG(C),Gm).
The weight homomorphism wtδG(C) and its cokernel, which coincides with the image of obs
δ
G(C)
by (5.0.3), have been determined by Biswas-Hoffmann [BH12, Prop. 7.2], as we now recall (in
a form which is slightly different from [BH12]).
Theorem 5.0.1. ([BH12]) Let C be a (irreducible, projective, smooth) curve of genus g ≥ 1
over k = k. Let G be a reductive group G and fix δ ∈ π1(G).
(1) The weight homomorphism wtδG(C) factors as
(5.0.5)
wtδG(C) : Pic(Bun
δ
G(C))
cδG(C)−−−−→ NS(BunδG(C))
wt
δ
G(C)−−−−−→
Λ∗(TG)
Λ∗(TGad)
(lR , bR , b) 7→ [lR ⊕ b(d
ss ⊗−)],
where cδG(C) is the homomorphism of Theorem 4.0.1 and d
ss ∈ Λ(TGss) is any lift of the
image δss of δ in π1(G
ss).
(2) The homomorphism Λ∗
D
of (2.1.17) induces an isomorphism
(5.0.6) Λ˜∗
D
: coker(wtδG(C))
∼=
−→ coker(e˜vδ
D(G)),
where e˜vδ
D(G) is the homomorphism of Definition/Lemma 2.2.8.
Proof. Part (1): note that wt
δ
G(C) is well-defined since lR ⊕ b(d
ss ⊗−) is integral on Λ(TG) by
condition (a) of Theorem 4.0.1 and its class in Λ
∗(TG)
Λ∗(T
Gad
) is independent of the choice of the lift
dss by Lemma 2.2.6. The fact that wtδG(C) = wt
δ
G(C) ◦ c
δ
G(C) follows from the factorization of
[BH12, Eq. (5)]
(5.0.7)
wtδG(C) : Pic(Bun
δ
G(C))
cδ
G
(C)
−−−−→ NS(BunδG(C))
ι∗,NS(C)
−−−−−→ NS(BundTG(C))
p1
−→ Λ∗(TG)։
Λ∗(TG)
Λ∗(TGad)
where cδG(C) is the homomorphism of Theorem 4.0.1, d ∈ Λ(TG) is any lift of δ ∈ π1(G), ι
∗,NS(C)
is the homomorphism defined in (4.0.6), p1 : NS(Bun
d
TG
(C)) → Λ∗(TG) is the projection onto
the first factor.
Part (2): from part (1) and using that cδG(C) is surjective by Theorem 4.0.1, we get that
coker(wtδG(C)) = coker(wt
δ
G(C)). From the definition of wt
δ
G(C), using Proposition 4.0.2 and
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the vertical exact sequence of (2.1.17), we get the commutative diagram with exact rows
(5.0.8)
0 // NS(Bunδ
ab
Gab,g,n(C))
ab∗,NS(C)
//
wt
δab
Gab
(C)

NS(BunδG,g,n(C))
p
//
wt
δ
G(C)

Bils,sc−ev(Λ(TD(G))|Λ(TGss))
WG //
e˜vδ
D(G)

0
0 // Λ∗(Gab)
Λ∗ab // Λ
∗(TG)
Λ∗(T
Gad
)
Λ∗
D //
Λ∗(TD(G))
Λ∗(T
Gad
)
// 0
From the definition, it follows that wt
δab
Gab is the projection onto the first factor of NS(Bun
δab
Gab,g,n(C)),
and hence it is surjective. Therefore the snake lemma applied to (5.0.8) gives the conclusion. 
Using the above result, we can now give an explicit expression for the weight homomorphism
wtδG.
Proposition 5.0.2. Assume that g ≥ 1. Fix a maximal torus ι : TG →֒ G of the reductive group
G and let δ ∈ π1(G). The weight homomorphism wt
δ
G is equal to the following composition
wtδG : Pic(Bun
δ
G,g,n)։ RPic(Bun
δ
G,g,n)
ωδ
G−−→ Λ∗(Z (G)) =
Λ∗(TG)
Λ∗(TGad)
,
ωδG is the homomorphism of Definition/Lemma 3.2.3.
Proof. From the geometric description of the weight homomorphism, it follows that wtδG can be
computed on any fiber of ΦδG over a geometric point (C, p1, . . . , pn) ∈ Mg,n(k), i.e. wt
δ
G factors
as the composition
(5.0.9) wtδG : Pic(Bun
δ
G,g,n)։ RPic(Bun
δ
G,g,n)
resδ
G
(C)
−−−−−→ Pic(BunδG(C))
wtδ
G
(C)
−−−−−→ Λ∗(Z (G)),
where resδG(C) is the restriction homomorphism (4.0.1) and wt
δ
G(C) is the weight homomorphism
of (5.0.4).
From Theorems 4.0.3 and 5.0.1, it follows that the composition wtδG(C) ◦ res
δ
G(C) is equal to
the morphism ωδG ⊕ γ
δ
G : RPic(Bun
δ
G,g,n)→ NS(Bun
δ
G,g,n) followed the composition
(5.0.10) NS(BunδG,g,n)
resδG(C)
NS
−−−−−−→ NS(BunδG(C))
wt
δ
G(C)−−−−−→
Λ∗(TG)
Λ∗(TGad)
,
which sends an element ([χ], b) ∈ NS(BunδG,g,n) into[
χ|R(G) ⊕ b(d⊗−)|Λ(TGsc )
]
= [χ] ∈
Λ∗(TG)
Λ∗(TGad)
.
Therefore, the composition wtδG(C) ◦ res
δ
G(C) is equal to the morphism ω
δ
G, and we conclude by
(5.0.9). 
Note that the forgetful morphism ΦδG : Bun
δ
G,g,n →Mg,n factors as
ΦδG : Bun
δ
G,g,n
νδG−→ BunδG,g,n
ΨδG−−→Mg,n,
with the morphism ΨδG which is also flat and cohomologically flat in degree zero. Hence, the pull-
back morphism ΨδG in injective on Picard groups and we have an injective pull-back morphism
on the relative Picard groups
(5.0.11)
(νδG)
∗ : RPic(BunδG,g,n) :=
Pic(BunδG,g,n)
(ΨδG)
∗(Pic(Mg,n))
→֒ RPic(BunδG,g,n) :=
Pic(BunδG,g,n)
(ΦδG)
∗(Pic(Mg,n))
.
Therefore, combining (5.0.2) with Proposition 5.0.2, we get the new exact sequence
(5.0.12)
RPic(BunδG,g,n)
(νδ
G
)∗
→֒ RPic(BunδG,g,n)
ωδG−−→ Λ∗(Z (G))
obsδG−−−→ H2(BunδG,g,n,Gm)
(νδG)
∗
−−−→ H2(BunδG,g,n,Gm).
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We now want to compute the kernel of ωδG, which can be identified with the Picard group of
BunδG,g,n, and the cokernel of ω
δ
G, which is an obstruction to the vanishing of the obstruction
morphism. With this aim, we introduce the following group.
Definition 5.0.3. Let G be a reductive group with fixed maximal torus TG and Weyl group
WG, and fix δ ∈ π1(G). Denote by
NS(BunδG,g,n) ⊂ Bil
s,D−ev(Λ(TG))
WG
the subgroup consisting of those b ∈ Bils,D−ev(Λ(TG))
WG such that
(5.0.13) 0 = (evδ
D(G) ◦ resD )(b) = b(δ ⊗−)|Λ(TD(G)) :=
[
b(d⊗−)|Λ(TD(G))
]
∈
Λ∗(TD(G))
Λ∗(TGad)
,
where d ∈ Λ(TG) is any lift of δ, and ev
δ
D(G) and resD are the homomorphisms of Defini-
tion/Lemma 2.2.5.
The relation between the groups NS(BunδG,g,n) and NS(Bun
δ
G,g,n) is explained in the following
Proposition 5.0.4. Let G be a reductive group with maximal torus TG and Weyl group WG,
and fix δ ∈ π1(G). We have the following commutative diagram, with exact rows and columns
(5.0.14)
Bils(Λ(Gab)) = NS(Bunδ
ab
Gab,g,n)
  a˜b∗,NS //
 _
νδ
ab,NS
Gab

NS(BunδG,g,n) _
νδ,NS
G

r˜esNS
D // // ker((evδ
D(G))) _

Λ∗(Gab)⊕ Bils(Λ(Gab)) = NS(Bunδ
ab
Gab,g,n)
  ab∗,NS//
ωδ
ab,NS
Gab

NS(BunδG,g,n)
resNS
D // //
ωδ,NS
G

Bils,ev(Λ(TD(G))|Λ(TGss))
WG
evδ
D(G)

Λ∗(Gab) 
 Λ∗ab // Λ
∗(TG)
Λ∗(T
Gad
)
Λ∗
D // //

Λ∗(TD(G))
Λ∗(T
Gad
)

coker(ωδ,NSG )
∼= // coker(evδ
D(G))
where the identification NS(Bunδ
ab
Gab,g,n) = Bil
s(Λ(Gab)) follows from Definition 5.0.3, the mor-
phisms a˜b∗,NS and r˜esNS
D
are the restrictions of, respectively, the morphisms ab∗,NS and resNS
D
(which are defined in Proposition 3.2.6), the morphisms νδ
ab,NS
Gab
and νδ,NSG are induced by the in-
clusions onto the second factors, the morphisms ωδ
ab,NS
Gab
and ωδ,NSG are induced by the projections
onto the first factors.
Proof. The second row is exact by Proposition 3.2.6, and the third row is exact by (2.1.17).
Moreover, the second and third rows commute: the equality ωδ,NSG ◦ab
∗,NS = Λ∗ab◦ω
δab,NS
Gab
follows
from the fact that ab∗,NS = Λ∗ab ⊕ B
∗
ab (see the proof of Proposition 3.2.6), while the equality
(evδ
D(G) ◦ res
NS
D
= Λ∗
D
◦ ωδ,NSG follows from condition (3.2.14). We now conclude by applying the
snake lemma, and using that the kernel of ωδ,NSG (resp. ω
δab,NS
Gab
) is equal to the image of νδ,NSG
(resp. νδ
ab,NS
Gab
) and that ωδ
ab,NS
Gab
is surjective. 
We can now give an explicit description of RPic(BunδG,g,n), which, via the morphism (ν
δ
G)
∗,
can be identified with ker(ωδG) ⊆ RPic(Bun
δ
G,g,n), see (5.0.12).
Theorem 5.0.5. Assume that g ≥ 1. Let G be a reductive group with maximal torus TG and
Weyl group WG, and fix δ ∈ π1(G).
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(1) There is an exact sequence
(5.0.15) 0→ Λ∗(Gab)⊗Hg,n
jδ
G−→ RPic(BunδG,g,n)
γδ
G−−→ NS(BunδG,g,n),
where jδG and γ
δ
G are uniquely determined by
(νδG)
∗ ◦ jδG = j
δ
G and ν
δ,NS
G ◦ γ
δ
G = (ω
δ
G ⊕ γ
δ
G) ◦ (ν
δ
G)
∗,
see Theorem 3.2.7(1) and Proposition 5.0.4.
(2) The image of γδG is equal to
(5.0.16) Im(γδG) =

NS(BunδG,g,n) if n ≥ 1,{
b ∈ NS(BunδG,g,n) :
2g − 2|b(δ ⊗ x) + (g − 1)b(x⊗ x)
for any x ∈ Λ(TG)
}
if n = 0.
Remark 5.0.6. For n = 0, the divisibility condition in the right hand side (5.0.16) depends only
on the image xab of x ∈ Λ(TG) in Λ(G
ab). Indeed, b(δ ⊗ x) = bQ(δ ⊗ xab) by (5.0.13), while
the parity of b(x ⊗ x) depends solely on xab since b|Λ(TD(G))⊗Λ(TD(G)) is even by definition and
bQ
|Λ(TD(G))⊗Λ(Gab)
≡ 0 by the Claim in the proof of Proposition 2.2.1.
Proof. Consider the following commutative diagram
(5.0.17) RPic(BunδG,g,n) _
(νδ
G
)∗

NS(BunδG,g,n) _
νδ,NS
G

Λ∗(Gab)⊗Hg,n
  j
δ
G // RPic(BunδG,g,n)
ωδ
G
⊕γδ
G //
ωδ
G

NS(BunδG,g,n)
ωδ,NS
G

Λ∗(Z (G)) Λ
∗(TG)
Λ∗(T
Gad
)
where the horizontal row is exact by Theorem 3.2.7(1), the left column is exact by (5.0.12) and
the right column is exact by Proposition 5.0.4.
The above diagram implies that the existence of the exact sequence (5.0.15) and that, more-
over, we have
νδ,NSG (Im(γ
δ
G)) = Im(ω
δ
G ⊕ γ
δ
G).
We now conclude using the description of Im(ωδG ⊕ γ
δ
G) in Theorem 3.2.7(2). 
We now describe the cokernel of the homomorphism ωδG, which, via the obstruction morphism
obsδG, can be identified with the kernel of the homomorphism
(νδG)
∗ : H2(BunδG,g,n,Gm)→ H
2(BunδG,g,n,Gm),
see (5.0.2).
Theorem 5.0.7. Assume that g ≥ 1. Let G be a reductive group with maximal torus TG and
Weyl group WG, and fix δ ∈ π1(G).
(1) If n > 0 then the homomorphism Λ∗
D
of (2.1.17) induces an isomorphism
(5.0.18) Λ˜∗
D
: coker(ωδG)
∼=
−→ coker(evδ
D(G)),
where evδ
D(G) is the homomorphism of Definition/Lemma 2.2.5.
(2) If n = 0 then there exists an exact sequence
(5.0.19)
0→ coker(γδG)
∂δ
G−−→ Hom
(
Λ(Gab),
Z
(2g − 2)Z
)
Λ˜∗ab−−→ coker(ωδG)
Λ˜∗
D−−→ coker(evδ
D(G))→ 0,
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where Λ˜∗ab and Λ˜
∗
D
are the homomorphisms induced by, respectively, Λ∗ab and Λ
∗
D
of
(2.1.17), and ∂δG is defined as it follows
(5.0.20)
∂δG : coker(γ
δ
G) −→ Hom
(
Λ(Gab),
Z
(2g − 2)Z
)
[b] 7→ {x 7→ [b(δ ⊗ x˜) + (1− g)b(x˜ ⊗ x˜)]} ,
where x˜ ∈ Λ(TG) is any lift of x ∈ Λ(G
ab).
Proof. Consider the diagram
(5.0.21) Λ∗(Gab)⊗ Ĥg,n
  i
δ
G //
ω̂:=ωδ
ab
Gab
◦iδ
ab
Gab

RPic(BunδG,g,n)
γδG // //
ωδ
G

Bils,D−ev(Λ(TG))
WG
evδ
D(G)
◦ resD

Λ∗(Gab) 
 Λ∗ab // Λ
∗(TG)
Λ∗(T
Gad
)
Λ∗
D // //
Λ∗(TD(G))
Λ∗(T
Gad
)
which has exact rows by (2.1.17) and (3.2.4), and it is commutative by the functoriality of
ωδG ⊕ γ
δ
G and (5.0.14).
Using (3.2.5), [FVc, Rmk. 3.5.1] and Definition/Lemma 3.2.3(ii), we compute
ω̂(χ⊗(m, ζ)) = ωδ
ab
Gab
(
〈Lχ, ω
m
π (
∑
ζiσi)
)
= ωδ
ab
Gab (〈(χ, 0), (0, ζ)〉 +m〈(χ, 0), (χ, 0)〉 − 2mL (χ, 0)) =
(5.0.22) = |ζ| · χ+ 2mχ(δab)χ− 2m(χ(δab) + 1− g)χ = (|ζ|+m(2g − 2))χ if g ≥ 2.
And similarly we get
(5.0.23) ω̂(χ⊗ ζ) = |ζ| · χ if g = 1.
Therefore, combining (5.0.22) and (5.0.23), we deduce that
(5.0.24) coker(ω̂) =
{
0 if n ≥ 1,
Λ∗(Gab)
(2g−2)Λ∗(Gab)
= Hom
(
Λ(Gab), Z(2g−2)Z
)
if n = 0.
Using this, and applying the snake lemma to (5.0.21), we get that:
• if n ≥ 1 then
Λ˜∗
D
: coker(ωδG)
∼=
−→ coker((evδ
D(G)) is an isomorphism,
which proves (1);
• if n = 0 then we have an exact sequence
(5.0.25)
Pic(BunδG,g,n)
γδ
G−−→ NS(BunδG,g,n)
∂˜δ
G−−→ Hom
(
Λ(Gab),
Z
(2g − 2)Z
)
Λ˜∗ab−−→ coker(ωδG)
Λ˜∗
D
։ coker((evδ
D(G)),
where ∂˜δG is the boundary homomorphism.
Part (2) follows from the exact sequence (5.0.25) together with the following
Claim: The boundary homomorphism ∂˜δG is given by
(5.0.26)
∂˜δG : NS(Bun
δ
G,g,n) −→ Hom
(
Λ(Gab),
Z
(2g − 2)Z
)
b 7→ {x 7→ [b(δ ⊗ x˜) + (1− g)b(x˜ ⊗ x˜)]} ,
where x˜ ∈ Λ(TG) is any lift of x ∈ Λ(G
ab).
Let us first check that ∂˜δG is a well-defined homomorphism. Indeed, the class
[b(δ ⊗ x˜) + (1− g)b(x˜ ⊗ x˜)] ∈
Z
(2g − 2)Z
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is independent from the chosen lift x˜ of x since b(δ ⊗ −)|Λ(TD(G)) ≡ 0 by (5.0.13), while the
parity of b(x˜ ⊗ x˜) depends solely on x since b|Λ(TD(G))⊗Λ(TD(G)) is even by Definition 5.0.3 and
bQ
|Λ(TD(G))⊗Λ(Gab)
≡ 0 by the Claim in the proof of Proposition 2.2.1. Moreover, the map
x 7→ [b(δ ⊗ x˜) + (1− g)b(x˜ ⊗ x˜)]
is linear since b(δ ⊗ −) is linear and b((x˜ + y˜) ⊗ (x˜ + y˜)) ≡ b(x˜ ⊗ x˜) + b(y˜ ⊗ y˜) mod 2. And
clearly the map ∂˜δG is a homomorphism.
It remains to check that the boundary homomorphism is given by the above formula (5.0.26).
By Proposition 5.0.4, Definition/Lemma 3.2.1(i) and Proposition 2.2.1, the group NS(BunδG,g,n)
is generated by a˜b∗,NS(NS(Bunδ
ab
Gab,g,n)) and (γ
δ
G ◦ τ
δ
G)(Bil
s,ev(Λ(TG))
WG ∩ ker((evδ
D(G) ◦ resD )).
Therefore, our conclusion follows from the following computations:
(a) If b ∈ Bils,ev(Λ(TG))
WG ∩ ker((evδ
D(G) ◦ resD ) then
ωδG(τ
δ
G(b)) = b(δ ⊗−) = Λ
∗
ab(b
Q(δ ⊗−)|Λ(Gab)),
as it follows from Definition/Lemma 3.2.3(i) and the hypothesis that b(δ ⊗−)|Λ(TD(G)) ≡ 0.
(b) If χ, χ′ ∈ Λ∗(Gab) and x ∈ Λ(Gab) then, using Definitions/Lemmas 3.2.1(ii) and 3.2.3(ii):
γδ
ab
Gab(〈χ, χ
′〉)(δab, x)+ (1− g)γδ
ab
Gab(〈χ, χ
′〉)(x, x) = χ(δab)χ′(x)+χ(δab)χ′(x)+ (1− g)2χ(x)χ′(x)
≡ χ(δab)χ′(x) + χ(δab)χ′(x) = ωδ
ab
Gab(〈χ, χ
′〉)(x) mod (2g − 2).
(c) If χ ∈ Λ∗(Gab) and x ∈ Λ(Gab) then, using Definitions/Lemmas 3.2.1(ii) and 3.2.3(ii):
γδ
ab
Gab(L (χ))(δ
ab, x) + (1− g)γδ
ab
Gab(L (χ))(x, x) = χ(δ
ab)χ(x) + (1− g)χ(x)2
≡ χ(δab)χ(x) + (1− g)χ(x) = ωδ
ab
Gab(L (χ))(x) mod (2g − 2).

Remark 5.0.8. The exact sequence (5.0.19) (if n = 0) is canonically isomorphic to the exact
sequence
(5.0.27) 0→ coker(γδG)
ν˜δ,NS
G−−−→ coker(ωδG ⊕ γ
δ
G)
ω˜δ,NS
G−−−→ coker(ωδG) −→ coker(ω
δ,NS
G )→ 0.
which is obtained by quotienting out the exact sequence (see Proposition 5.0.4)
0→ NS(BunδG,g,n)
νδ,NS
G−−−→ NS(BunδG,g,n)
ωδ,NS
G−−−→
Λ∗(TG)
Λ∗(TGad)
−→ coker(ωδ,NSG )→ 0.
by the short exact sequence
0→ Im(γδG) −→ Im(ω
δ
G ⊕ γ
δ
G) −→ Im(ω
δ
G) −→ 0.
Indeed, Proposition 5.0.4 provides a canonical isomorphism coker(ωδ,NSG )
∼=
−→ coker(evδ
D(G))
which commutes with the two surjections from coker(ωδG) in (5.0.19) and (5.0.27).
Moreover, consider the following diagram
(5.0.28) Λ∗(Gab)⊗ Ĥg,n
 
iδ
ab
Gab //
ω̂

RPic(Bunδ
ab
Gab,g,n)
ab∗#
//
ωδ
ab
Gab
⊕γδ
ab
Gab

RPic(BunδG,g,n)
ωδ
G
⊕γδ
G

RPic(BunδG,g,n)
ωδ
G

Λ∗(Gab) 
 i1 // NS(Bunδ
ab
Gab,g,n)
ab∗,NS // NS(BunδG,g,n)
ωδ,NS
G // Λ
∗(TG)
Λ∗(Gab)
which is commutative: the left square commutes since Im(iδ
ab
Gab
) = ker(γδ
ab
Gab
) by Theorem 3.2.2;
the middle square is commutative by the functoriality of ωδG ⊕ γ
δ
G (see Theorem 3.2.7(1)) and
the right square commutes by the definition of ωδ,NSG .
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From the commutativity of (5.0.28), we get the following homomorphisms
(5.0.29)
Hom
(
Λ(Gab),
Z
(2g − 2)Z
)
= coker(ω̂)
i˜1−→
∼=
coker(ωδ
ab
Gab⊕γ
δab
Gab)
a˜b∗,NS
−−−−→
∼=
coker(ωδG⊕γ
δ
G)
ω˜δ,NS
G−−−→ coker(ωδG)
where a˜b∗,NS is an isomorphism by (3.2.31) and i˜1 is an isomorphism since ω
δab
Gab
⊕ γδ
ab
Gab
induces
an isomorphism between the cokernerls of iδ
ab
Gab
and of i1 which are both canonically isomorphic
to Bils(Λ(Gab)) (see Theorem 3.2.2). Moreover, the composition of all the homomorphisms of
(5.0.29) coincides with the homomorphism Λ˜∗ab since the composition of all the homomorphisms
in the bottom row of (5.0.28) is equal to Λ∗ab.
Therefore, we deduce that there exists an isomorphism φ = a˜b∗,NS ◦ i˜1 from the second term
of (5.0.19) into the second term of (5.0.27), which commutes with their homomorphisms Λ˜∗ab
and ω˜δ,NSG onto coker(ω
δ
G). This implies that φ also commutes with the kernel homomorphisms
of Λ˜∗ab and ω˜
δ,NS
G , which are, respectively, ∂
δ
G and ν˜
δ,NS
G , and this completes the proof.
Remark 5.0.9. Assume that g ≥ 1. Let G = T be a torus and let d ∈ Λ(T ). Then clearly
coker(evd
D(T )) = 0, which implies that coker(ω
d
T ) = 0 if n > 0. On the other hand, if n = 0,
then, using the explicit basis of RPic(BundT,g,n) given in [FVc, Thm. 4.0.1(2)], it is possible to
check that
coker(γdT )
∼=
Z
2g−2
gcd(2g−2,div(d)+1−g)Z
⊕
[
Z
2g−2
gcd(g−1,div(d))Z
]⊕(dim(T )−1)
coker(ωdT )
∼=
Z
gcd(2g − 2,div(d) + 1− g)Z
⊕
[
Z
gcd(g − 1,div(d))Z
]⊕(dim(T )−1)
,
where div(d) is the divisibility of d in the lattice Λ(T ), with the convention that coker(γdT ) = {0}
if g = 1 and d = 0 (when the above expression for coker(γdT ) is not well-defined).
We end this section by describing the relative Picard group of the rigidifcation BunδG,g,n and
the cokernel of the weight homomorphism wtδG, in genus g = 0.
Remark 5.0.10. Assume that g = 0 and n ≥ 1. Using (4.0.17), it can be proved that the weight
homomorphism wtδG is equal to the following composition
(5.0.30)
wtδG : Pic(Bun
δ
G,0,n)։ RPic(Bun
δ
G,0,n)
ωδ
G−−→ Λ∗(Z (G)) =
Λ∗(TG)
Λ∗(TGad)
,
(lR , b) 7→ [lR ⊕ b(d
ss ⊗−)]
Therefore, using the exact sequences (4.0.18) and (2.1.17) and the fact that ωδ
Gab
is an isomor-
phism, it follows that (for some, or equivalently any, lift dss ∈ Λ(TG) of the image δ
ss of δ in
π1(G
ss)):
(i) the homomorphism vδG induces an isomorphism
RPic(BunδG,0,n)
∼=
−→
{
b ∈ Bils,ev(Λ(TGsc))
WG : b(dss ⊗−) ∈ Λ∗(TGad)
}
;
(ii) the cokernel of ωδG (and hence of the weight homomorphism wt
δ
G) is equal to the cokernel
of the homomorphism{
b ∈ Bils,ev(Λ(TGsc))
WG :
bQ(dss ⊗−) is integral on Λ(TD(G))
}
→
Λ∗(TD(G))
Λ∗(TGad)
,
b 7→ [b(dss ⊗−)].
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6. The universal moduli space M ssG,g,n and its divisor class group
In this section, we will describe the divisor class group of the universal moduli space M δ,ssG,g,n
of semistable G-bundles (over n-marked smooth curves of genus g) in terms of the Picard group
of BunG,g,n. Before presenting the results, we need some preparation.
Definition 6.0.1.
(i) Let P → C be a G-bundle over a k-curve C. We say that P is (semi)stable if for any
reduction F to any parabolic subgroup P ⊆ G, we have
deg(ad(F)) <
(≤)
0,
where ad(F ) := (F × p)/P is the adjoint bundle of F , i.e. the vector bundle on C induced
by F via the adjoint representation P → GL(p). We say that P is regularly stable, if either
G is a torus or P is stable and Aut(P ) = Z (G).
(ii) Denote by Bunδ,ssG,g,n, resp. Bun
δ,rs
G,g,n, the locus in Bun
δ
G,g,n consisting of G-bundles over
families of n-marked curves of genus g whose geometric fibers are semistable, resp. regu-
larly stable, and by Bunδ,ssG,g,n, resp. Bun
δ,rs
G,g,n, its image in Bun
δ
G,g,n.
We collect in the following Proposition the properties of the loci Bunδ,ssG,g,n and Bun
δ,rs
G,g,n (resp.
Bun
δ,ss
G,g,n and Bun
δ,rs
G,g,n).
Proposition 6.0.2.
(i) The loci Bunδ,ssG,g,n ⊆ Bun
δ
G,g,n and Bun
δ,ss
G,g,n ⊆ Bun
δ
G,g,n are open (smooth) substacks of
finite type over Mg,n.
(ii) If G is a torus then Bunδ,rsG,g,n = Bun
δ,ss
G,g,n = Bun
δ
G,g,n and Bun
δ,rs
G,g,n = Bun
δ,ss
G,g,n = Bun
δ
G,g,n.
(iii) If G is not a torus then the complements BunδG,g,n \Bun
δ,ss
G,g,n and Bun
δ
G,g,n \Bun
δ,ss
G,g,n have
codimension at least g.
(iv) If G is not a torus and one of the following holds
(a) char(k) > 0 and g ≥ 4,
(b) char(k) = 0 and g ≥ 2, with the exception of the case g = 2 and G having a non-trivial
homomorphism into PGL2,
then the complements Bunδ,ssG,g,n \ Bun
δ,rs
G,g,n and Bun
δ,ss
G,g,n \Bun
δ,rs
G,g,n have codimension at
least two.
Proof. The properties for Bunδ,ssG,g,n have been proved in [FVc, Prop. 3.2.3, 3.2.5]. The properties
for Bunδ,rsG,g,n have been proved in [BH12, Theorem 2.5] for char(k) > 0 and in [Fal93, Theorem
II.6] for char(k) = 0. The properties for Bunδ,ssG,g,n and Bun
δ,rs
G,g,n follow since ν
δ
G : Bun
δ
G,g,n →
BunδG,g,n is a Z (G)-gerbe. 
Corollary 6.0.3.
(i) If either G is a torus or g ≥ 2, the restriction homomorphisms
Pic(BunδG,g,n)→ Pic(Bun
δ,ss
G,g,n) and Pic(Bun
δ
G,g,n)→ Pic(Bun
δ,ss
G,g,n)
are bijective.
(ii) If one of the following holds
(a) G is a torus,
(b) G is not a torus, char(k) > 0 and g ≥ 4,
(c) G is not a torus, char(k) = 0 and g ≥ 2, with the exception of the case g = 2 and G
having a non-trivial homomorphism into PGL2,
then the restriction homomorphisms
Pic(Bunδ,ssG,g,n)→ Pic(Bun
δ,rs
G,g,n) and Pic(Bun
δ,ss
G,g,n)→ Pic(Bun
δ,rs
G,g,n)
are bijective.
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Proof. Under the assumptions in (i), Proposition 6.0.2 implies that the complements BunδG,g,n \
Bunδ,ssG,g,n and Bun
δ
G,g,n \Bun
δ,ss
G,g,n are either empty or they have codimension at least two. Then
the conclusion follows since BunδG,g,n (and hence Bun
δ
G,g,n) is smooth by Theorem 3.0.1(3), see
e.g. [FVc, Lemma 2.3.1]. The same argument applies to point (ii). 
We now make the following
Assumption 6.0.4. There exists an adequate moduli space
(6.0.1) π : Bunδ,ssG,g,n →M
δ,ss
G,g,n
in the sense of Alper [Alp14] (which is the same as a good moduli space if char(k) = 0, see
[Alp14, Prop. 5.1.4]).
Although we expect that Assumption 6.0.4 should always hold true, we do not know of a
reference in the literature where this is proved in full generality. As far as we know, the cases
covered in the literature are the following:
• G = T torus, in which case π is a coarse moduli space in the sense of Keel-Mori;
• G = GLr, by [Pan96];
• char(k) = 0, g ≥ 2 and n = 0, by [MnCn];
• char(k) = 0 andMg,n is a variety (which happens if and only if n > 2g+2), by [Lan13].
Furthermore, in these cases, the adequate moduli space is a quasi-projective variety.
Remark 6.0.5. In characteristic zero and g ≥ 2, the remaining cases should follow by a slight
modification of the argument in [MnCn]. In positive characteristic over a fixed curve, the
problem has been solved in [GLSS08], [GLSS10]. We are not aware, if the same results hold in
the universal setting.
We are now ready to compare the divisor class group Cl(M δ,ssG,g,n) of the algebraic spaceM
δ,ss
G,g,n
(see [Sta18, Tag 0EDQ]) with the Picard group Pic(BunδG,g,n).
We denote by M δ,rsG,g,n the (open) subset π(Bun
δ,rs
G,g,n) ⊂ M
δ,ss
G,g,n. Since Bun
δ
G,g,n is smooth,
the algebraic space M δ,rsG,g,n is normal, see [Alp14, Prop. 5.4.1]. Then, the complement of the
smooth locus (M δ,rsG,g,n)sm of M
δ,rs
G,g,n has codimension at least two. In particular, the restriction
homomorphism gives an isomorphism
Cl(M δ,rsG,g,n)
∼=
−→ Cl((M δ,rsG,g,n)sm) = Pic((M
δ,rs
G,g,n)sm).
By definition, the pull-back along the adequate moduli space π gives an injective homomorphism
Pic((M δ,rsG,g,n)sm) →֒ Pic(π
−1((M δ,rsG,g,n)sm))
∼=
−−−→
res−1
Pic(Bunδ,rsG,g,n).
The last isomorphism is the inverse of the restriction morphism res, which is an isomorphism
since Bunδ,rsG,g,n is smooth and that the complement of π
−1((M δ,rsG,g,n)sm) has codimension at
least two (since Bunδ,rsG,g,n has finite inertia and, so, the inverse image along π preserves the
codimension). Putting all together, we get an injective homomorphism
(6.0.2) π˜∗ : Cl(M δ,rsG,g,n) →֒ Pic(Bun
rs
G,g,n).
Theorem 6.0.6. Let g + n ≥ 3 (i.e. Mg,n is generically a variety). Suppose that Assumption
6.0.4 holds true and that one of the followings hold
(i) G is a torus,
(ii) G is not a torus, char(k) > 0, g ≥ 4,
(iii) G is not a torus, char(k) = 0, g ≥ 2, with the exception of the case g = 2 and G having a
non-trivial homomorphism into PGL2,
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then we have the following isomorphisms
Cl(M δ,ssG,g,n)
∼=
−−→
res
Cl(M δ,rsG,g,n)
∼=
−→
π˜∗
Pic(Bunδ,rsG,g,n)
∼=
−−−→
res−1
Pic(Bunδ,ssG,g,n)
∼=
−−−→
res−1
Pic(BunδG,g,n)
where res are the obvious restriction homomorphisms and π˜∗ is the homomorphism (6.0.2).
Proof. The last two isomorphisms follow by Corollary 6.0.3. Observe that
cod
Mδ,ss
G,g,n
(
M δ,ssG,g,n \M
δ,rs
G,g,n
)
≥ cod
Bunδ,ss
G,g,n
(
Bunδ,ssG,g,n \ Bun
δ,rs
G,g,n
)
≥ 2
where the last inequality follows by Proposition 6.0.2. In particular, the first homomorphism
res is bijective.
In order to prove that π˜∗ is an isomorphism, let Bunδ,o−rsG,g,n ⊂ Bun
δ,rs
G,g,n be the open substack
whose k-points are triples (C, σ, P ) ∈ BunδG,g,n(k) such that
• Aut(C, σ) = {1},
• Aut(P ) = Z (G).
We denote by M δ,o−rsG,g,n the open subset π(Bun
δ,o−rs
G,g,n ) ⊂ M
δ,rs
G,g,n and by Bun
δ,o−rs
G,g,n the open
substack νδG(Bun
δ,o−rs
G,g,n ) ⊂ Bun
δ,rs
G,g,n.
We now assume g + n > 3. In this range, the locus of n-marked curves without non-trivial
automorphism has codimension at least two in Mg,n (see [ACG11, Chap. XII, Prop. (2.5)]),
we deduce that
(6.0.3) cod
Bun
δ,rs
G,g,n
(
Bun
δ,rs
G,g,n \Bun
δ,o−rs
G,g,n
)
≥ 2 and cod
Mδ,rs
G,g,n
(
M δ,rsG,g,n \M
δ,o−rs
G,g,n
)
≥ 2.
In particular, the restriction homomorphisms
(6.0.4) Pic(Bunδ,rsG,g,n)→ Pic(Bun
δ,o−rs
G,g,n ) and Cl(M
δ,rs
G,g,n)→ Cl(M
δ,o−rs
G,g,n )
are bijective. Hence, it is enough to show that the restriction
π˜∗
|Cl(Mδ,o−rs
G,g,n
)
: Cl(M δ,o−rsG,g,n ) →֒ Pic(Bun
δ,o−rs
G,g,n )
is an isomorphism. This follows from the fact that the adequate moduli space (6.0.1) restricted
to those open substacks
(6.0.5) π|
Bun
δ,o−rs
G,g,n
: Bunδ,o−rsG,g,n →M
δ,o−rs
G,g,n
is an isomorphism. Indeed, by definition Bunδ,o−rsG,g,n is an algebraic space. In particular, the
adequate moduli space (6.0.5) is a coarse moduli space in the sense of Keel-Mori, see [Alp14,
Theorem 8.3.2]. Since the coarse moduli space is universal for maps to algebraic spaces, we
must have that π|
Bun
δ,o−rs
G,g,n
is an isomorphism.
It remains the case g + n = 3, i.e. (g, n) = (3, 0), (2, 1). Under these assumptions, the locus
of n-marked curves with non-trivial automorphisms has one (irreducible) divisor component D
(see [ACG11, Chap. XII, Prop. (2.5)]). Since the morphism ΦδG : Bun
δ,rs
G,g,n →Mg,n is smooth
with irreducible fibers, we deduce that the restriction homomorphisms (6.0.4) are surjective
and their kernels are freely generated by the irreducible divisors (ΦδG)
−1(D) and π((ΦδG)
−1(D)),
respectively. With this in mind, the theorem follows by repeating the argument of the previous
case. 
7. Examples
The aim of this section is to make explicit the results of this paper for the reductive groups
G such that the semisimple factor gss of the Lie algebra g of G (see (2.1.4)) is simple. We will
therefore distinguish several cases according to the type of the simple Lie algebra gss. For each
of these cases, we will first compute the lattices of WG-symmetric bilinear forms appearing in
Proposition 2.2.1 and Definition/Lemma 2.2.8
(7.0.1) Bils,ev(Λ(TD(G))|Λ(TGss))
WG
rG
→֒ Bils,sc−ev(Λ(TD(G))|Λ(TGss ))
WG ⊆ Bils,ev(Λ(TGsc))
WG ,
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which have rank one by Corollary 2.2.4. Then we will compute, for any δ ∈ π1(G), the cokernels
of the morphisms
evδ
D(G) : Bil
s,ev(Λ(TD(G))|Λ(TGss))
WG −→ Λ∗(Z (D(G))) =
Λ∗(TD(G))
Λ∗(TGad)
,
e˜vδ
D(G) : Bil
s,sc−ev(Λ(TD(G))|Λ(TGss))
WG −→ Λ∗(Z (D(G))) =
Λ∗(TD(G))
Λ∗(TGad)
.
appearing in Definition/Lemmas 2.2.5 and 2.2.8. Note that, since evδ
D(G) is the restriction of
e˜vδ
D(G), there is a surjection
coker(evδ
D(G))։ coker(e˜v
δ
D(G)),
whose kernel is either trivial or isomorphic to Z/2Z by Definition/Lemma 2.2.8(i) and the fact
that the lattices (7.0.1) have rank one.
7.1. Type An−1 (n ≥ 2). Let us first recall some properties of the root system An−1.
Consider the vector space Rn endowed with the standard scalar product (−,−) and with the
canonical bases {ǫ1, . . . , ǫn}. Consider the subvector space
V (An−1) := {ξ = (ξ1, . . . , ξn) ∈ Rn :
∑
i
ξi = 0} ⊂ Rn.
We will freely identify V (An−1) with its dual vector space by mean of the (restriction of the)
standard scalar product (−,−). The root (resp. coroot) lattice Q(An−1) (resp. Q(A
∨
n−1)) and
the weight (resp. coweight) lattice P (An−1) (resp. P (A
∨
n−1)) of An−1 are given by
Q(An−1) = Q(A
∨
n−1) = V (An−1)∩Z
n ⊂ P (An−1) = P (A
∨
n−1) = V (An−1)∩Z
n+
〈
ω1 := ǫ1 −
∑
i ǫi
n
〉
.
It follows that group P (An−1)/Q(An−1) is cyclic of order n and it is generated by ω1. The
Weyl group W (An−1) of An−1 is equal to Sn and it acts on the above lattices by permuting the
coordinates of V (An−1) ⊂ Rn.
A semisimple group H which is almost-simple of type An−1 is isomorphic to SLn /µr, for
some (unique) r ∈ N such that r|n. In particular, Hsc = SLn and Had = PSLn. By choosing
the standard maximal tours TH of H consisting of diagonal matrices, we get the canonical
identifications
(7.1.1)
Λ(TSLn) = Q(A
∨
n−1) ⊆ Λ(TSLn /µr) = Q(A
∨
n−1) +
〈n
r
ω1
〉
⊆ Λ(TPSLn) = P (A
∨
n−1),
Λ∗(TSLn) = P (An−1) ⊇ Λ
∗(TSLn /µr) = Q(An−1) + 〈rω1〉 ⊇ Λ
∗(TPSLn) = Q(An−1).
It follows that the fundamental group of SLn /µr is equal to
(7.1.2) π1(H) =
Λ(TSLn /µr )
Λ(TSLn)
=
〈n
r
ω1
〉
∼= Z/rZ,
while the character group of the center Z (SLn /µr) = µn/µr ∼= µn/r is equal to
(7.1.3) Λ∗(Z (SLn /µr)) =
Λ∗(TSLn /µr)
Λ∗(TPSLn)
= 〈rω1〉 ∼= Z/
n
r
Z,
From now on, we will consider the following
Set-up: Let G be a reductive group such that D(G) = SLn /µr and G
ss = SLn /µs, with
1 ≤ r|s|n. Equivalently, G is the product of a torus and one of the following reductive groups
(see [BLS98, (2.1)]) 
SLn /µr if r = s,
Cµs/µr (SLn /µr) :=
SLn /µr ×Gm
µs/µr
if r 6= s,
where µs/µr ∼= µs/r is embedded diagonally in SLn /µr ×Gm.
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Lemma 7.1.1. Let G be a reductive group as in the above set-up. Then we have that
(i) Bils,ev(Λ(TGsc))
WG = 〈(−,−)〉;
(ii) Bils,sc−ev(Λ(TD(G))|Λ(TGss))
WG =
〈
lcm(rs,n)
n (−,−)
〉
;
(iii) Bils,ev(Λ(TD(G))|Λ(TGss))
WG =

〈
2 lcm(rs,n)n (−,−)
〉
if v2(r) = v2(s) ≥
v2(n)
2 > 0,〈
lcm(rs,n)
n (−,−)
〉
otherwise.
where v2(N) is the 2-adic valuation of a number N ∈ N, i.e. 2v2(N)|N but 2v2(N)+1 6 |N .
In particular,
coker(rG) =
{
Z/2Z if v2(r) = v2(s) ≥
v2(n)
2 > 0,
0 otherwise.
Part (ii), combined with [LS97], recovers [BLS98, §3] if G = SLn or PGLn and [Las97, Thm.
5.7] if G = SLn /µr for some 1 ≤ r | n.
Proof. First of all, the three lattices have dimension one by Corollary 2.2.4.
Part (i): the symmetric bilinear form (−,−) ∈ Bils(Λ(TGsc)) is W (An−1) = Sn-invariant and
it generates Bils,ev(Λ(TGsc))
WG since Λ(TGsc) = Q(A
∨
n−1) is generated by the elements ǫi − ǫj
(for 1 ≤ i 6= j ≤ n) and we have that
(ǫi − ǫj, ǫi − ǫj) = 2.
Part (ii): using (7.1.1), we compute that an element α(−,−) ∈ Bils,ev(Λ(TGsc))
WG belongs to
Bils,sc−ev(Λ(TD(G))|Λ(TGss))
WG if and only if
Z ∋ α
(n
r
ω1,
n
s
ω1
)
= α
n2
rs
(ω1, ω1) = α
n2
rs
n− 1
n
⇐⇒ α
n
rs
∈ Z⇐⇒
lcm(rs, n)
n
|α,
where in the second equivalence we have used that r and s are coprime with n − 1 since they
divide n by assumption.
Part (iii): since Bils,sc−ev(Λ(TD(G))|Λ(TGss ))
WG has rank one, by Definition/Lemma 2.2.8(i)
we have that the inclusion rG has index at most two. Using (7.1.1) and part (ii), we get that
rG has index two if and only if
2Z 6∋
lcm(rs, n)
n
(n
r
ω1,
n
r
ω1
)
=
lcm(rs, n)
r2
(n− 1)⇐⇒
{
n is even,
v2(lcm(rs, n)) ≤ 2v2(r).
The second condition is equivalent to (using that r|s)
max(v2(rs), v2(n)) = v2(lcm(rs, n)) ≤ 2v2(r)⇐⇒
{
v2(r) + v2(s) ≤ 2v2(r),
v2(n) ≤ 2v2(r),
⇐⇒
{
v2(s) = v2(r),
v2(n) ≤ 2v2(r),
and this concludes the proof. 
Lemma 7.1.2. Let G be a reductive group as in the above set-up. Consider an element δ ∈
π1(G) and denote by ∆
ss ∈ Z/sZ the element corresponding to δss ∈ π1(Gss) = π1(SLn /µs)
under the isomorphism π1(SLn /µs) ∼= Z/sZ of (7.1.2). Then we have that
(i) coker(e˜vδ
D(G))
∼= Z
gcd
(
∆ss lcm(rs,n)
rs
,n
r
)
Z
;
(ii) coker(evδ
D(G))
∼=

Z
gcd
(
2∆ss lcm(rs,n)
rs
,n
r
)
Z
if v2(r) = v2(s) ≥
v2(n)
2 > 0,
Z
gcd
(
∆ss lcm(rs,n)
rs
,n
r
)
Z
otherwise.
In particular,
| coker(evδ
D(G))| =

| coker(e˜vδ
D(G))|+ 1 if
 v2(r) = v2(s) ≥
v2(n)
2
> 0,
v2(∆
ss) < v2(n)− v2(r),
| coker(e˜vδ
D(G))| otherwise.
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Proof. Let us first prove part (i). Lemma 7.1.1(ii) implies that Bils,sc−ev(Λ(TD(G))|Λ(TGss))
WG
is freely generated by lcm(rs,n)n (−,−). Therefore part (i) follows from the following
Claim: We have that
e˜vδ
D(G)
(
lcm(rs, n)
n
(−,−)
)
=
∆ss lcm(rs, n)
rs
∈ Z/
n
r
Z ∼= Λ∗(Z (D(G))),
where the last isomorphism follows from (7.1.3) together with our assumption that D(G) =
SLn /µr.
Indeed, using that π1(G
ss) = π1(SLn /µs) is generated by
n
sω1 by (7.1.2) and Λ
∗(Z (D(G))) =
Λ∗(Z (SLn /µr)) is generated by rω1 by (7.1.3), the Claim follows from the obvious identity
lcm(rs, n)
n
(
∆ss
n
s
ω1,−
)
= ∆ss
lcm(rs, n)
rs
(rω1,−) ∈ Λ
∗(TSLn /µr ).
Part (ii) is proved in the same way using the description of Bils,ev(Λ(TD(G))|Λ(TGss))
WG
contained in Lemma 7.1.1(iii).
The last assertion is straightforward. 
7.2. Types Bl and Cl (with l ≥ 2). Let us first recall some properties of the dual root systems
Bl and Cl.
Consider the vector space V (Bl) = V (Cl) = Rl endowed with the standard scalar product
(−,−) and with the canonical bases {ǫ1, . . . , ǫl}. We will freely identify Rl with its dual vector
space by mean of the (restriction of the) standard scalar product (−,−). The (co)root and
(co)weight lattices of Bl and Cl are given by
Q(Bl) = Q(C
∨
l ) = Z
l ⊂ P (Bl) = P (C
∨
l ) = Z
l +
〈
ωl :=
∑
i ǫi
2
〉
,
Q(Cl) = Q(B
∨
l ) = {ξ ∈ Z
l : (ξ, ξ) is even} ⊂ P (Cl) = P (B
∨
l ) = Z
l.
It follows that group P (Bl)/Q(Bl) is cyclic of order 2 generated by ωl, while P (Cl)/Q(Cl) is
cyclic of order two generated by, say, ǫ1. The Weyl group of Bl and Cl is equal to W (Bl) =
W (Cl) = (Z/2Z)l ⋊ Sl and it acts on the above lattices in such a way that Sl permutes the
coordinates of Rl while (Z/2Z)l changes the signs of all the coordinates.
A semisimple group H which is almost-simple of type Bl (resp. Cl) is isomorphic to either the
(simply connected) spin group Spin2l+1 (resp. the symplectic group Sp2l) or the (adjoint) or-
thogonal group SO2l+1 (resp. the projective symplectic group PSp2l). By choosing the standard
maximal tours TH of H consisting of diagonal matrices, we get the canonical identifications
(7.2.1)
Λ(TSpin2l+1) = Λ
∗(TPSp2l) = {ξ ∈ Z
l : (ξ, ξ) is even} ⊂ Λ(TSO2l+1) = Λ
∗(TSp2l) = Z
l,
Λ∗(TSpin2l+1) = Λ(TPSp2l) = Z
l +
〈
ωl :=
∑
i ǫi
2
〉
⊃ Λ∗(TSO2l+1) = Λ(TSp2l) = Z
l.
It follows that the fundamental group of H is equal to
(7.2.2) π1(H) =

{0} if H = Spin2l+1,Sp2l,
Λ(TSO2l+1 )
Λ(TSpin2l+1 )
= 〈ǫ1〉 ∼= Z/2Z if H = SO2l+1,
Λ(TPSp2l)
Λ(TSp2l )
= 〈ωl〉 ∼= Z/2Z if H = PSp2l,
while the character group of the center Z (H) is equal to
(7.2.3) Λ∗(Z (H)) =

{0} if H = SO2l+1,PSp2l,
Λ∗(TSpin2l+1 )
Λ∗(TSO2l+1 )
= 〈ωl〉 ∼= Z/2Z if H = Spin2l+1,
Λ∗(TSp2l )
Λ∗(TPSp2l )
= 〈ǫ1〉 ∼= Z/2Z if H = Sp2l,
From now on, we will consider the following
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Set-up: Let G be a reductive group such that D(G) (or equivalently Gss) is almost simple
of type Bl or Cl. Equivalently, G is the product of a torus and one of the following reductive
groups (see [BLS98, Example 2.3])
Spin2l+1,SO2l+1, Cµ2(Spin2l+1) = CSpin2l+1,Sp2l,PSp2l, Cµ2(Sp2l) = CSp2l .
Lemma 7.2.1. Let G be a reductive group as in the above set-up. Then we have that
(i) Bils,ev(Λ(TGsc))
WG =
{
〈(−,−)〉 if Gsc = Spin2l+1,
〈2(−,−)〉 if Gsc = Sp2l .
(ii) Bils,sc−ev(Λ(TD(G))|Λ(TGss))
WG =

〈(−,−)〉 if D(G) = Spin2l+1 or SO2l+1,
〈2(−,−)〉 if either D(G) = Sp2l
or D(G) = PSp2l and l is even,
〈4(−,−)〉 if D(G) = PSp2l and l is odd.
(iii) Bils,ev(Λ(TD(G))|Λ(TGss))
WG =

〈(−,−)〉 if D(G) = Spin2l+1,
〈2(−,−)〉 if either D(G) = SO2l+1 or D(G) = Sp2l
or D(G) = PSp2l and 4 | l,
〈4(−,−)〉 if D(G) = PSp2l and l ≡ 2 mod 4,
〈8(−,−)〉 if D(G) = PSp2l and l is odd.
In particular,
coker(rG) =
{
Z/2Z if either D(G) = SO2l+1 or D(G) = PSp2l and 4 ∤ l,
0 otherwise.
Part (ii), combined with [LS97], recovers [BLS98, §4] if G = Sp2l or PSp2l and [BLS98, (5.1)]
if G = Spin2l+1 or SO2l+1.
Proof. First of all, the three lattices have dimension one by Corollary 2.2.4.
Part (i): the symmetric bilinear form (−,−) ∈ Bils(Λ(TGsc)) is W (Bl) = W (Cl)-invariant.
From (7.2.1), it follows that ifGsc = Spin2l+1 then (−,−) is even and it generates Bil
s,ev(Λ(TSpin2l+1))
W (Bl);
while if Gsc = Sp2l then 2(−,−) is even and it generates Bil
s,ev(Λ(TSp2l))
W (Cl).
Part (ii): if D(G) is almost simple of typeBl, then from (7.2.1) it follows that (−,−) is integral
on Λ(TSO2l+1) ⊗ Λ(TSO2l+1) = Z
l ⊗ Zl, which implies that Bils,sc−ev(Λ(TD(G))|Λ(TGss))WG =
Bils,ev(Λ(TGsc))
WG = 〈(−,−)〉 by part (i).
If, instead, D(G) is almost simple of type Cl, then from (7.2.1) it follows that 2(−,−) is always
integral on Λ(TSp2l)⊗Λ(TPSp2l) while 2α(−,−) (for α ∈ Z) it is integral on Λ(TPSp2l)⊗Λ(TPSp2l)
if and only if
Z ∋ 2α
(∑
i ǫi
2
,
∑
i ǫi
2
)
= 2α
l
4
⇐⇒ 2 | α · l,
from which the conclusion follows.
Part (iii): from (7.2.1), it follows that (−,−) is even on Λ(TSpin2l+1) while α(−,−) is even
on Λ(TSO2l+1) if and only if α is even, which gives the conclusion if if D(G) is almost simple of
type Bl.
Again from (7.2.1) it follows that 2(−,−) is even on Λ(TSp2l), while α2(−,−) is even on
Λ(TPSp2l) if and only if
2Z ∋ 2α
(∑
i ǫi
2
,
∑
i ǫi
2
)
= 2α
l
4
⇐⇒ 4 | α · l⇐⇒

1 | α if 4 | l,
2 | α if l ≡ 2 mod 4,
4 | α if 2 ∤ l,
from which the conclusion follows in the case when D(G) is almost simple of type Cl. 
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Lemma 7.2.2. Let G be a reductive group as in the above set-up. Consider an element δ ∈
π1(G) with image δ
ss ∈ π1(G
ss). Then we have that
coker(e˜vδ
D(G)) = coker(ev
δ
D(G)) =

0 if either D(G) = SO2l+1 or D(G) = PSp2l,
or D(G) = Sp2l and δ
ss 6= 0 and 2 ∤ l,
Z/2Z otherwise.
The computation of coker(e˜vδ
D(G)) for G = Sp2l or PSp2l can be found in [BH13b, §8.2] and
for G = Spin2l+1 or SO2l+1 in [BH13b, §8.3].
Proof. If D(G) is of type Bl, then e˜v
δ
D(G) ≡ 0 since Bil
s,sc−ev(Λ(TD(G))|Λ(TGss))
WG = 〈(−,−)〉
by Lemma 7.2.1(ii) and (−,−) is integral on Λ(TSO2l+1)⊗Λ(TSO2l+1) by (7.2.1). Therefore, the
conclusion follows from (7.2.3).
Assume now that D(G) is of type Cl. The map e˜v
δ
D(G) (and hence also ev
δ
D(G)) is obviously
zero if either δss = 0 (which is always the case if Gss = Sp2l by (7.2.2)) or D(G) = PSp2l. In
the remaining cases, Bils,sc−ev(Λ(TD(G))|Λ(TGss))
WG = Bils,ev(Λ(TD(G)) = 〈2(−,−)〉 by Lemma
7.2.1 and hence
e˜vδ
D(G) = ev
δ
D(G) ≡ 0⇐⇒ Z ∋ 2
(∑
i ǫi
2
,
∑
i ǫi
2
)
= 2
l
4
⇐⇒ l is even.
We conclude using (7.2.3). 
7.3. Type Dl (with l ≥ 3). Let us first recall some properties of the root system Dl.
Consider the vector space Rl endowed with the standard scalar product (−,−) and with the
canonical bases {ǫ1, . . . , ǫl}. We will freely identify Rl with its dual vector space by mean of
the (restriction of the) standard scalar product (−,−). The root (resp. coroot) lattices and the
weight (resp. coweight) lattices of Dl are given by
Q(Dl) = Q(D
∨
l ) = {ξ ∈ Z
l : (ξ, ξ) is even} ⊂ P (Dl) = P (D
∨
l ) = Z
l +
〈∑
i ǫi
2
〉
.
We set
ωl :=
ǫ1 + . . .+ ǫl
2
and ωl−1 :=
ǫ1 + . . . + ǫl−1 − ǫl
2
.
The group P (Dl)/Q(Dl) is equal to
P (Dl)/Q(Dl) = {2ǫ1 = 0, ǫ1, ωl, ωl−1} ∼=
{
Z/4Z = 〈ωl〉 = 〈ωl−1〉 if l is odd.
Z/2Z× Z/2Z if l is even.
The Weyl group of Dl is equal to
W (Dl) = (Z/2Z)
l−1 ⋊ Sl = {(ξ = (ξ1, . . . , ξl), σ) ∈ (Z/2Z)
l ⋊ Sl :
∏
i
ξi = 1},
and it acts on the above lattices in such a way that Sl permutes the coordinates of Rl while
(Z/2Z)l−1 ≤ (Z/2Z)l changes the signs of all the coordinates.
A semisimple group H which is almost-simple of type Dl is isomorphic to either the (sim-
ply connected) spin group Spin2l, or the orthogonal group SO2l, or the (adjoint) projective
orthogonal group PSO2l or, if l is even, to the one of the two semisimple groups
Ω±12l := Spin2l /〈ωl+ 12±
1
2
〉.
Note that the two groups Ω±12l are (abstractly) isomorphic; the isomorphism is induced by the
automorphism of the Dynkin diagram Dl that exchanges the last two nodes.
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By choosing the standard maximal tours TH of H consisting of diagonal matrices, we get the
canonical identifications
(7.3.1)
Λ(TSpin2l) = {ξ ∈ Z
l : (ξ, ξ) is even} ⊂ Λ(TSO2l) = Z
l ⊂ Λ(TPSO2l) = Z
l +
〈∑
i ǫi
2
〉
,
Λ∗(TSpin2l) = Z
l +
〈∑
i ǫi
2
〉
⊃ Λ∗(TSO2l) = Z
l ⊃ Λ∗(TSO2l) = {ξ ∈ Z
l : (ξ, ξ) is even},
Λ(TΩ±2l
) = Λ∗(TΩ±2l
) = {ξ ∈ Zl : (ξ, ξ) is even}+ 〈ωl+ 1
2
± 1
2
〉.
It follows that the fundamental group of H is equal to
(7.3.2) π1(H) =

{0} if H = Spin2l,
Λ(TSO2l )
Λ(TSpin2l)
= 〈ǫ1〉 ∼= Z/2Z if H = SO2l,
Λ(T
Ω±
2l
)
Λ(TSpin2l)
= 〈ωl+ 1
2
± 1
2
〉 ∼= Z/2Z if H = Ω±2l,
Λ(TPSO2l )
Λ(TSpin2l )
= {0, ǫ1, ωl, ωl−1} if H = PSO2l .
while the character group of the center Z (H) is equal to
(7.3.3) Λ∗(Z (H)) =

{0} if H = PSO2l,
Λ∗(TSO2l )
Λ∗(TPSO2l )
= 〈ǫ1〉 ∼= Z/2Z if H = SO2l,
Λ∗(T
Ω±
2l
)
Λ∗(TPSO2l )
= 〈ωl+ 1
2
± 1
2
〉 ∼= Z/2Z if H = Ω±2l,
Λ∗(TSpin2l)
Λ∗(TPSO2l )
= {0, ǫ1, ωl, ωl−1} if H = Spin2l,
From now on, we will consider the following
Set-up: Let G be a reductive group such that D(G) (or equivalently Gss) is almost simple of
type Dl. Equivalently, G is the product of a torus and one of the following reductive groups
(see [BLS98, Example 2.3]){
Spin2l,SO2l,PSO2l, C〈ǫ1〉(Spin2l) = CSpin2l, Cµ2(SO2l) = CSO2l, CZ (Spin2l)(Spin2l),
Ω±2l, C〈ωl+12±12
〉(Spin2l), Cµ2(Ω
±
2l) if l is even.
Lemma 7.3.1. Let G be a reductive group as in the above set-up. Then we have that
(i) Bils,ev(Λ(TGsc))
WG = 〈(−,−)〉.
(ii) Bils,sc−ev(Λ(TD(G))|Λ(TGss))
WG =

〈(−,−)〉 if either D(G) = Spin2l,
or D(G) = Gss = SO2l,
or D(G) = Gss = Ω±2l and 4 | l,
〈2(−,−)〉 if either D(G) = SO2l and G
ss = PSO2l,
or D(G) = PSO2l and 2 | l,
or D(G) = Gss = Ω±2l and l ≡ 2 mod 4,
or D(G) = Ω±2l and G
ss = PSO2l,
〈4(−,−)〉 if D(G) = PSO2l and 2 ∤ l.
(iii) Bils,ev(Λ(TD(G))|Λ(TGss))
WG =

〈(−,−)〉 if D(G) = Spin2l,
〈2(−,−)〉 if either D(G) = SO2l
or D(G) = PSO2l and 4 | l,
or D(G) = Ω±2l and 4 | l,
〈4(−,−)〉 if D(G) = PSO2l and l ≡ 2 mod 4,
or D(G) = Ω±2l and l ≡ 2 mod 4,
〈8(−,−)〉 if if D(G) = PSO2l and 2 ∤ l.
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In particular,
coker(rG) =

Z/2Z if either D(G) = Gss = SO2l,
or D(G) = Gss = Ω±2l and 4 | l,
or D(G) = Ω±2l and l ≡ 2 mod 4,
or D(G) = PSO2l and 4 ∤ l,
0 otherwise.
Part (ii), combined with [LS97], recovers [BLS98, §5] if G = Spin2l or SO2l or PSO2l.
Proof. First of all, the three lattices have dimension one by Corollary 2.2.4.
Part (i): the symmetric bilinear form (−,−) ∈ Bils(Λ(TSpin2l)) is W (Dl)-invariant and, from
(7.2.1), it follows that (−,−) is even and it generates Bils,ev(Λ(TSpin2l))
W (Dl).
Part (ii): from (7.2.1), we get that (for any α):
• (−,−) is integral on Λ(TSpin2l)⊗ Λ(TPSO2l) and on Λ(TSO2l)⊗ Λ(TSO2l);
• α(−,−) is integral on Λ(TSO2l)⊗ Λ(TPSO2l) if and only 2 | α;
• α(−,−) is integral on Λ(TPSO2l)⊗ Λ(TPSO2l) if and only if
Z ∋ α
(
ǫ1,
∑
i ǫi
2
)
=
α
2
and Z ∋ α
(∑
i ǫi
2
,
∑
i ǫi
2
)
=
α · l
4
⇐⇒
{
2 | α if 2 | l,
4 | α if 2 ∤ l;
• α(−,−) is integral on Λ(TΩ±2l
)⊗ Λ(TΩ±2l
) if and only if
Z ∋ α
(
ωl+ 1
2
± 1
2
, ωl+ 1
2
± 1
2
)
=
α · l
4
⇐⇒
{
1 | α if 4 | l,
2 | α if l ≡ 2 mod 4;
• α(−,−) is integral on Λ(TΩ±2l
)⊗ Λ(TPSO2l) if and only if
Z ∋ α
(
ǫ1, ωl+ 1
2
± 1
2
)
=
α
2
and Z ∋ α
(
ωl+ 1
2
± 1
2
, ωl+ 1
2
± 1
2
)
=
α · l
4
⇐⇒ 2 | α.
Combining the above equivalences, part (ii) follows.
Part (iii): from (7.2.1), we get that (for any α):
• (−,−) is even on Λ(TSpin2l)⊗ Λ(TPSO2l);
• α(−,−) is even on Λ(TSO2l)⊗ Λ(TSO2l) if and only if 2 | α;
• α(−,−) is even on Λ(TPSO2l)⊗ Λ(TPSO2l) if and only
2Z ∋ α(ǫ1, ǫ1) = α and 2Z ∋ α
(∑
i ǫi
2
,
∑
i ǫi
2
)
=
α · l
4
⇐⇒

2 | α if 4 | l,
4 | α if l ≡ 2 mod 4,
8 | α if 2 ∤ l;
• α(−,−) is even on on Λ(TΩ±2l
)⊗ Λ(TΩ±2l
) if and only if
2Z ∋ α
(∑
i ǫi
2
,
∑
i ǫi
2
)
=
α · l
4
⇐⇒
{
2 | α if 4 | l,
4 | α if l ≡ 2 mod 4.
Combining the above equivalences with part (ii), we get (iii). 
Lemma 7.3.2. Let G be a reductive group as in the above set-up. Consider an element δ ∈
π1(G) and denote by δ
ss its image in π1(G
ss). Then we have that
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(i) coker(e˜vδ
D(G))
∼=

Z/4Z if D(G) = Spin2l, 2 ∤ l, δ
ss = 0,
Z/2Z× Z/2Z if D(G) = Spin2l, 2 | l, δ
ss = 0,
Z/2Z if D(G) = Spin2l, ord(δ
ss) = 2,
or D(G) = Gss = SO2l, δ
ss = 0,
or D(G) = SO2l, G
ss = PSO2l, ord(δ
ss) 6= 4,
or D(G) = Gss = Ω±2l, δ
ss = 0,
or D(G) = Ω±2l, G
ss = PSO2l,
0 otherwise,
where ord(δss) is the order of δss inside the group π1(G
ss).
(ii) coker(evδ
D(G))
∼=

Z/4Z if D(G) = Spin2l, 2 ∤ l, δ
ss = 0,
Z/2Z× Z/2Z if D(G) = Spin2l, 2 | l, δ
ss = 0,
Z/2Z if D(G) = Spin2l, ord(δ
ss) = 2,
or D(G) = Gss = SO2l,
or D(G) = SO2l, G
ss = PSO2l, ord(δ
ss) 6= 4,
or D(G) = Gss = Ω±2l,
or D(G) = Ω±2l, G
ss = PSO2l,
0 otherwise.
In particular,
| coker(evδ
D(G))| =

| coker(e˜vδ
D(G))|+ 1 if D(G) = G
ss = SO2l and δ
ss 6= 0,
or D(G) = Gss = Ω±2l and δ
ss 6= 0,
| coker(e˜vδ
D(G))| otherwise.
The computation of coker(e˜vδ
D(G)) for G = Spin2l or SO2l or PSO2l or Ω
±
2l can be found in
[BH13b, §8.3].
Proof. We will distinguish several cases according to D(G) and Gss. We will freely use (7.3.2)
and (7.3.3).
(a) D(G) = PSO2l. In this case, the codomains of e˜v
δ
D(G) and of ev
δ
D(G) are zero, hence their
cokernels are zero.
(b) D(G) = Gss = SO2l. In this case, we have that
Λ∗(Z (D(G))) = {0, ǫ1} ∼= Z/2Z and π1(Gss) = {0, ǫ1} ∼= Z/2Z.
Since Bils,sc−ev(Λ(TD(G))|Λ(TGss))
W (G) is generated by (−,−) by Lemma 7.3.1(ii), we have
that
e˜vδ
D(G)((−,−)) =
{
ǫ1 if δ
ss = ǫ1,
0 if δss = 0,
=⇒ coker(e˜vδ
D(G)) =
{
0 if δss 6= 0,
Z/2Z if δss = 0.
On the other hand, since Bils,ev(Λ(TD(G))|Λ(TGss))
W (G) is generated by 2(−,−) by Lemma
7.3.1(iii), the map evδ
D(G) is zero for any δ, which implies that coker(ev
δ
D(G)) = Z/2Z.
(c) D(G) = SO2l and G
ss = PSO2l. In this case, we have that
Λ∗(Z (D(G))) = {0, ǫ1} ∼= Z/2Z and π1(Gss) = {0, ǫ1, ωl, ωl−1} ∼=
{
Z/4Z if l is odd,
Z/2Z × Z/2Z if l is even.
Since Bils,ev(Λ(TD(G))|Λ(TGss ))
W (G) = Bils,sc−ev(Λ(TD(G))|Λ(TGss))
W (G) is generated by
2(−,−) by Lemma 7.3.1, we have that
e˜vδ
D(G)(2(−,−)) = ev
δ
D(G)(2(−,−)) = 2δ
ss =
{
0 if ord(δss) 6= 4,
ǫ1 if ord(δ
ss) = 4.
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Hence we get that
coker(e˜vδ
D(G)) = coker(ev
δ
D(G)) =
{
0 if ord(δss) = 4,
Z/2Z if ord(δss) 6= 4.
(d) D(G) = Gss = Ω±2l (and l is even). In this case, we have that
Λ∗(Z (D(G))) = {0, ωl+ 1
2
± 1
2
} ∼= Z/2Z and π1(Gss) = {0, ωl+ 1
2
± 1
2
} ∼= Z/2Z.
Since Bils,sc−ev(Λ(TD(G))|Λ(TGss))
W (G) is generated by (−,−) by Lemma 7.3.1(ii), we have
that
e˜vδ
D(G)((−,−)) =
{
ωl+ 1
2
± 1
2
if δss = ωl+ 1
2
± 1
2
,
0 if δss = 0,
=⇒ coker(e˜vδ
D(G)) =
{
0 if δss 6= 0,
Z/2Z if δss = 0.
On the other hand, since Bils,ev(Λ(TD(G))|Λ(TGss))
W (G) is generated by 2(−,−) by Lemma
7.3.1(iii), the map evδ
D(G) is zero for any δ, which implies that coker(ev
δ
D(G)) = Z/2Z.
(e) D(G) = Ω±2l and G
ss = PSO2l (and l is even). In this case, we have that
Λ∗(Z (D(G))) = {0, ωl+ 1
2
± 1
2
} ∼= Z/2Z and π1(Gss) = {0, ǫ1, ωl, ωl−1}.
Since Bils,sc−ev(Λ(TD(G))|Λ(TGss))
W (G) is generated by 2(−,−) by Lemma 7.3.1(ii), we have
that e˜vδ
D(G) ≡ 0, which implies that
coker(e˜vδ
D(G)) = coker(ev
δ
D(G))
∼= Z/2Z.
(f) D(G) = Spin2l. In this case we have that
Λ∗(Z (D(G))) = Λ∗(Z (Spin2l)) = {0, ǫ1, ωl, ωl−1}
∼=
{
Z/4Z if l is odd,
Z/2Z × Z/2Z if l is even,
where π1(G
ss) is a subgroup of π1(G
ad) = π1(PSO2l), which is canonically isomorphic to
Λ∗(Z (Spin2l)) via the standard scalar product (−,−). Since Bil
s,ev(Λ(TD(G))|Λ(TGss))
W (G) =
Bils,sc−ev(Λ(TD(G))|Λ(TGss))
W (G) is generated by (−,−) by Lemma 7.3.1, we have that
e˜vδ
D(G)((−,−)) = ev
δ
D(G)((−,−)) = δ
ss ∈ π1(G
ss) ⊆ π1(PSO2l) ∼= Λ
∗(Z (Spin2l)).
Hence we deduce that
coker(e˜vδ
D(G)) = coker(ev
δ
D(G)) =

Z/4Z if 2 ∤ l, δss = 0,
Z/2Z× Z/2Z if 2 | l, δss = 0,
Z/2Z if ord(δss) = 2,
0 if ord(δss) = 4 (which can occur only if 2 ∤ l).

7.4. Types E6, E7 and E8. Let us first recall some properties of the root systems E6, E7 and
E8.
Consider the vector space R8 endowed with the standard scalar product (−,−) and with the
canonical bases {ǫ1, . . . , ǫl}. Inside R8, we will consider the following subvector spaces
V (E7) := {ξ = (ξ1, . . . , ξ8) ∈ R8 : ξ8 = −ξ7},
V (E6) := {ξ = (ξ1, . . . , ξ8) ∈ R8 : ξ8 = −ξ6, ξ7 = ξ6}.
We will freely identify R8, V (E7) and V (E6) with its dual vector spaces by mean of the (re-
striction of the) standard scalar product (−,−). The root (resp. coroot) lattices and the weight
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(resp. coweight) lattices of E8, E7 and E6 are given by
(7.4.1)
Q(E8) = Q(E
∨
8 ) = {ξ ∈ Z
l : (ξ, ξ) is even}+
〈∑
i ǫi
2
〉
= P (E8) = P (E
∨
8 ),
Q(E7) = Q(E
∨
7 ) = Q(E8) ∩ V (E7) ⊂ P (E7) = P (E
∨
7 ) = Q(E7) +
〈
ω7 :=
2ǫ6 + ǫ7 − ǫ8
2
〉
,
Q(E6) = Q(E
∨
6 ) = Q(E8) ∩ V (E6) ⊂ P (E6) = P (E
∨
6 ) = Q(E6) +
〈
ω1 :=
2
3
(ǫ8 − ǫ7 − ǫ6)
〉
,
In particular, the group P (E∗)/Q(E∗) is equal to
P (E8)/Q(E8) = {0},
P (E7)/Q(E7) = 〈ω7〉 ∼= Z/2Z,
P (E6)/Q(E6) = 〈ω1〉 ∼= Z/3Z.
An explicit bases of the lattices Q(E8), Q(E7) and Q(E6) is given by
(7.4.2)
Q(E8) = 〈α1, α2, α3, α4, α5, α6, α7, α8〉,
Q(E7) = 〈α1, α2, α3, α4, α5, α6, α7〉,
Q(E6) = 〈α1, α2, α3, α4, α5, α6〉,
where the elements αi are given by
α1 =
ǫ1 − ǫ2 − ǫ3 − ǫ4 − ǫ5 − ǫ6 − ǫ7 + ǫ8
2
, α2 = ǫ1 + ǫ2, α3 = ǫ2 − ǫ1, α4 = ǫ3 − ǫ2,
α5 = ǫ4 − ǫ3, α6 = ǫ5 − ǫ4, α7 = ǫ6 − ǫ5, α8 = ǫ7 − ǫ6.
From (7.4.1), it follows that there the following semisimple algebraic groups which are almost-
simple of type E∗: a simply connected and adjoint group E8 = Esc8 = E
ad
8 of type E8, a simply
connected group Esc7 (resp. E
sc
6 ) of type E7 (resp. E6), an adjoint group E
ad
7 (resp. E
ad
6 ) of type
E7 (resp. E6). The (co)character lattices of the maximal tori of the above semisimple groups
are therefore equal to
(7.4.3)
Λ(TE8) = Λ
∗(TE8) = Q(E8),
Λ(TEsc7 ) = Λ
∗(TEad7
) = Q(E7) ⊂ Λ(TEad7
) = Λ∗(TEsc7 ) = P (E7) = Q(E7) +
〈
ω7 :=
2ǫ6 + ǫ7 − ǫ8
2
〉
,
Λ(TEsc6 ) = Λ
∗(TEad6
) = Q(E6) ⊂ Λ(TEad6
) = Λ∗(TEsc6 ) = P (E6) +
〈
ω1 :=
2
3
(ǫ8 − ǫ7 − ǫ6)
〉
.
It follows that the fundamental group of a semisimple group H as above is equal to
(7.4.4) π1(H) =

{0} if H = E8,Esc7 ,E
sc
6 ,
Λ(T
Ead
7
)
Λ(TEsc
7
) =
〈
ω7 :=
2ǫ6+ǫ7−ǫ8
2
〉
∼= Z/2Z if H = Ead7 ,
Λ(T
Ead6
)
Λ(TEsc6
) =
〈
ω1 :=
2
3(ǫ8 − ǫ7 − ǫ6)
〉
∼= Z/3Z if H = Ead6 ,
while the character group of the center Z (H) is equal to
(7.4.5) Λ∗(Z (H)) =

{0} if H = E8,Ead7 ,E
ad
6 ,
Λ∗(TEsc
7
)
Λ∗(T
Ead
7
) =
〈
ω7 :=
2ǫ6+ǫ7−ǫ8
2
〉
∼= Z/2Z if H = Esc7 ,
Λ∗(TEsc
6
)
Λ∗(T
Ead6
) =
〈
ω1 :=
2
3(ǫ8 − ǫ7 − ǫ6)
〉
∼= Z/3Z if H = Esc6 .
From now on, we will consider the following
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Set-up: Let G be a reductive group such that D(G) (or equivalently Gss) is almost simple of
type E∗. Equivalently, G is the product of a torus and one of the following reductive groups
(see [BLS98, Example 2.3])
E8,Esc7 ,E
ad
7 , Cµ2(E
sc
7 ),E
sc
6 ,E
ad
6 , Cµ3(E
sc
6 ).
Lemma 7.4.1. Let G be a reductive group as in the above set-up. Then we have that
(i) Bils,ev(Λ(TGsc))
WG = 〈(−,−)〉.
(ii) Bils,sc−ev(Λ(TD(G))|Λ(TGss))
WG =

〈(−,−)〉 if D(G) = E8 or D(G) = Esc7 or D(G) = E
sc
6 ,
〈2(−,−)〉 if D(G) = Ead7 ,
〈3(−,−)〉 if D(G) = Ead6 .
(iii) Bils,ev(Λ(TD(G))|Λ(TGss))
WG =

〈(−,−)〉 if D(G) = E8 or D(G) = Esc7 or D(G) = E
sc
6 ,
〈4(−,−)〉 if D(G) = Ead7 ,
〈3(−,−)〉 if D(G) = Ead6 .
In particular,
coker(rG) =
{
Z/2Z if D(G) = Ead7 ,
0 otherwise.
Proof. First of all, the three lattices have dimension one by Corollary 2.2.4.
Part (i): the symmetric bilinear form (−,−) ∈ Bils(Λ(TEsc∗ )) is W (E∗)-invariant and, from
(7.4.2), it follows that (−,−) is even and it generates Bils(Λ(TEsc∗ ))
W (E∗).
Parts (ii) and (iii) for D(G) = E8,Esc7 ,E
sc
6 follow from part (i) and Lemma 2.2.6.
Parts (ii) and (iii) for D(G) = Ead7 follows, using (7.4.3), from
α(−,−) is integral on Λ(TEad7
)⊗ Λ(TEad7
)⇐⇒ Z ∋ α〈ω7, ω7〉 =
3α
2
⇐⇒ 2 | α,
α(−,−) is even on Λ(TEad7
)⊗ Λ(TEad7
)⇐⇒ Z ∋ α〈ω7, ω7〉 =
3α
2
⇐⇒ 4 | α,
Parts (ii) and (iii) for D(G) = Ead6 follows, using (7.4.3), from
α(−,−) is integral on Λ(TEad6
)⊗ Λ(TEad6
)⇐⇒ Z ∋ α〈ω1, ω1〉 =
4α
3
⇐⇒ 3 | α,
α(−,−) is even on Λ(TEad6
)⊗ Λ(TEad6
)⇐⇒ Z ∋ α〈ω1, ω1〉 =
4α
3
⇐⇒ 3 | α.

Lemma 7.4.2. Let G be a reductive group as in the above set-up. Consider an element δ ∈
π1(G) with image δ
ss ∈ π1(G
ss). Then we have that
coker(e˜vδ
D(G)) = coker(ev
δ
D(G)) =

Z/2Z if either Gss = Esc7 ,
or D(G) = Esc7 and G
ss = Ead7 and δ
ss = 0,
Z/3Z if either Gss = Esc6 ,
or D(G) = Esc6 and G
ss = Ead6 and δ
ss = 0,
0 otherwise.
Proof. If D(G) is of type E8, then the conclusion is obviouos since D(G) = G
ad by (7.4.3).
Assume that D(G) is of type E7 or E6. The map e˜v
δ
D(G) (and hence also ev
δ
D(G)) is obviously
zero if either δss = 0 (which is always the case if Gss = Esc7 or E
sc
6 by (7.4.4)) or D(G) is
equal to Ead7 or E
ad
6 . In the remaining cases, i.e. (D(G), G
ss) = (Esc7 ,E
ad
7 ) or (E
sc
6 ,E
ad
6 ) and
δss = ω7 ∈ π1(Ead7 ) or δ
ss = mω1 ∈ π1(Ead6 ) with 1 ≤ m ≤ 2 (by (7.4.4)), Lemma 7.4.1
implies that Bils,sc−ev(Λ(TD(G))|Λ(TGss ))
WG = Bils,ev(Λ(TD(G)) = 〈(−,−)〉 and hence we get
that e˜vδ
D(G) = ev
δ
D(G) is non-zero (and hence surjective), because
evδ
D(G)((−,−))(ω7) = (ω7, ω7) =
(
2ǫ6 + ǫ7 − ǫ8
2
,
2ǫ6 + ǫ7 − ǫ8
2
)
=
6
4
6∈ Z,
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evδ
D(G)((−,−))(ω1) = (mω1, ω1) = m
(
2
3
(ǫ8 − ǫ7 − ǫ6),
2
3
(ǫ8 − ǫ7 − ǫ6)
)
= m
4
3
6∈ Z.
We conclude using (7.4.5). 
7.5. Types G2, F4. For the root systems of type G2 and F4, the (co)root and (co)weight
lattices (whose explicit definition we will not need to recall) satisfy
(7.5.1)
Q(F4) = P (F4) and Q(F
∨
4 ) = P (F
∨
4 ),
Q(G2) = P (G2) and Q(G
∨
2 ) = P (G
∨
2 ).
This implies that there is a unique semisimple group F4 (resp. G2) which is almost symple of
type F4 (resp. G2), and these two groups are both simply connected and adjoint. In particular,
we have that
(7.5.2)
Λ(TF4) = Q(F
∨
4 ) = P (F
∨
4 ) and Λ
∗(TF4) = Q(F4) = P (F4),
Λ(TG2) = Q(G
∨
2 ) = P (G
∨
2 ) and Λ
∗(TG2) = Q(G2) = P (G2).
From now on, we will consider the following
Set-up: Let G be a reductive group such that D(G) = F4 or G2, or equivalently G is the
product of a torus and either F4 or G2.
Lemma 7.5.1. Let G be a reductive group as in the above set-up. Then we have that
(i) Bils,ev(Λ(TD(G))|Λ(TGss))
WG = Bils,sc−ev(Λ(TD(G))|Λ(TGss))
WG = Bils,ev(Λ(TGsc))
WG ∼= Z.
In particular, coker(rG) = 0.
(ii) coker(e˜vδ
D(G)) = coker(ev
δ
D(G)) = 0 for any δ ∈ π1(G).
Proof. Part (i): the equality of the three lattices follows from (7.5.2) and Lemma 2.2.6, while
the fact that they are of rank one follows from Corollary 2.2.4.
Part (ii) follows from the fact that D(G) = Gad by (7.5.2). 
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