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Abstrakt
Tato práce je zameˇrˇená na vytvorˇení detektoru˚ chodcu˚ v obraze s využitím prˇíznakového
rozpoznávání renomovaných prˇíznaku˚. Nejprve jsou uvedený základní principy prˇízna-
kových metod, kterými jsou histogramy orientovaných gradientu˚, Haarovy prˇíznaky a
metoda lokálních binárních vzoru˚. V další cˇásti jsou prˇedstaveny klasifikátory Support
Vector Machines a Adaptive Boost. Výstupem této práce je implementace teˇchto metod s
pomocí knihovny OpenCV a experimentálneˇ oveˇrˇit a porovnat jejich funkcˇnost.
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Abstract
This thesis is focused on creating pedestrians detectors in image using pattern recog-
nition renowned features. At first are introduced the basic principles of feature-based
methods, which are histograms of oriented gradients, Haar-like features and method of
Local Binary Patterns. The next part are introduced classifiers Support Vector Machines
and Adaptive Boost. The result of this thesis is the implementation these methods using
the OpenCV library and experimentally verify and compare their functionality.
Keywords: feature extraction, object recognition, HOG, Haar, LBP, SVM, AdaBoost
Seznam použitých zkratek a symbolu˚
HOG – Histogramy orientovaných gradientu˚
Haar – Haarovy prˇíznaky
LBP – Local Binary Pattern
SVM – Support Vector Machines
AdaBoost – Adaptive Boost
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41 Úvod
S rozvojem kamerových systému˚ se v posledních letech zvýšilo i jejich využití v oblasti
detekce lidí (chodcu˚). Detekce za pomocí kamerových systému˚ je využívána naprˇíklad
na letištích a na dalších místech, kde je du˚ležitá kontrola nebezpecˇného pohybu chodcu˚.
Neméneˇ du˚ležité je i využití takového detektoru v automobilech, které jsou v posled-
ních letech hojneˇ vybavovány kamerovými systémy pro detekci chodcu˚ v okolí automo-
bilu˚. Cílem této práce je vytvorˇení a otestování renomovaných metod pro detekci objektu˚
práveˇ v aplikaci detekci lidí v obrazech. První polovina této práce je zameˇrˇená na po-
pisem prˇíznakových metod a jejich klasifikací. Metoda založena na histogramech orien-
tovaných gradientu˚ je první prˇíznakovou metodou, která je poté využita v klasifikátoru
SVM. Dalšími metody jsou lokální binární vzory a Haarovy prˇíznaky, kde výbeˇr jednotli-
vých prˇíznaku˚ je realizován algoritmem AdaBoost, u kterých zvýšení detekcˇní rychlosti
a snížení pocˇtu falešných detekci je zaveden koncept kaskády klasifikátoru˚. V druhé po-
lovineˇ práce, jsou popsány procesy trénování jednotlivých prˇíznakových metod a jejich
aplikováni na sadeˇ testovacích snímku˚. Výsledky experimentu˚ jednotlivých metod jsou
zdokumentovány a porovnány.
52 Prˇíznakové rozpoznávání
Obrazy obsahují objekty, které lze zarˇadit do jednotlivých trˇíd (chodec, oblicˇej, automobil,
jablko atd.). Úcˇelem prˇíznakového rozpoznávání je pro popis teˇchto objektu˚ extrahovat
prˇíznaky, které vykazují urcˇité hodnoty. Tyto hodnoty se musí natolik lišit, aby klasifi-
kátor dokázal správneˇ rozlišit do jaké trˇídy je objekt zarˇazen. V této práci pro extrakci
prˇíznaku˚ a jejích klasifikaci je použito neˇkolik metod.
2.1 Histogramy orientovaných gradientu˚
HOG prˇíznaky zavedli Navneed Dalal a Bill Triggs[1], kterˇí vyvinuli a otestovali neˇkolik
variant HOG deskriptoru˚. Ve své práci vyzkoušeli ru˚zné druhy gradientních operátoru˚,
ru˚zné normalizacˇní metody a ukázali jak správneˇ nastavit další parametry této detekcˇní
metody v aplikaci detekování chodcu˚.
Základní myšlenka metody HOG je, že objekt v obraze mu˚že být pomocí vzhledu a
tvaru charakterizován intenzitou gradientu˚, nebo smeˇrem hran. Obraz se rozdeˇlí na malé
prostorové oblasti (bunˇky) a pro každou bunˇku se sestaví histogram orientovaných gra-
dientu˚, který je vypocˇítán ze všech pixelu˚ z bunˇky. Je vhodné obraz prˇed zapocˇetím vý-
pocˇtu˚ normalizovat, naprˇíklad kontrastní normalizací, nebo normalizací osveˇtlení. Toho
lze docílit shromažd’ováním informací do histogramu nejen z jedné konkrétní bunˇky, ale
z veˇtší oblasti z okolních buneˇk. Teˇchto neˇkolik buneˇk dá dohromady tzv. blok.
Obrázek 1: Algoritmus metody HOG.
2.1.1 Histogram
Histogram je sloupcové zobrazení intervalových cˇetností, kdy šírˇka sloupce je šírˇkou in-
tervalu a výška sloupce prˇedstavuje cˇetnost výskytu dané trˇídy. Histogram digitálního
obrazu s úrovni šedi v rozsahu [0, L− 1] je diskrétní funkce[5]:
h(rk) = nk, (2.1)
kde rk je k-tá úrovenˇ šedi a nk je pocˇet pixelu˚ v obraze s intenzitou šedi rk.[5] Beˇžneˇ se
používá normalizace histogramu pomocí vydeˇlení jednotlivé složky celkovým pocˇtem
obrazových bodu˚ v obraze n. Normalizovaný histogram je tedy dán[5]:
p(rk) =
nk
n
, (2.2)
pro k = [0, 1, ..., L − 1]. Volneˇ rˇecˇeno, p(nk) je tedy odhad pravdeˇpodobnosti výskytu
úrovneˇ šedi rk v obraze. Soucˇet všech prvku˚ normalizovaného histogramu je 1. Histo-
gram obrazu s úrovneˇmi šedé intenzity má cˇtyrˇi základní charakteristiky: Tmavé, sveˇtlé,
s nízkým kontrastem a s vysokým kontrastem. Ukázka na obrázku [2].
6Obrázek 2: Cˇtyrˇi základní typy histogramu.[5]
2.1.2 Detekce hrany
Každý objekt je v obraze reprezentován souvislou oblastí. Každá oblast je obklopena hra-
nicí. Hranice se skládá z hran (prˇípadneˇ též z jediné zakrˇivené hrany). Hrana se skládá
z jednotlivých hranových bodu˚. Za bod hrany se nejcˇasteˇji považuje místo, kde pru˚beˇh
jasu vykazuje náhlou zmeˇnu, prˇípadneˇ inflexní bod. Po nalezení jsou jednotlivé nalezené
body hran spojovány ru˚znými technikami do hran a celých hranic.
Významným problémem v analýze obrazu˚ je nalezení hran a celých hranic. Prˇi rˇešení
se cˇasto ale postupuje tak, že se nejprve naleznou jednotlivé body hran. Uvažujme pro
jednoduchost obrazy ve stupních šedi. (I v praxi se prˇed analýzou, a tedy i prˇed hledá-
ním hran, barevné obrazy velmi cˇasto prˇevádí na obrazy ve stupních šedi.) Pro existenci
bodu hrany se nejcˇasteˇjší využívá hledáni maxima prvních derivací nebo hledání pru˚-
chodu druhých derivací nulou. Na obrázku [3]: (a) je znázorneˇn typický pru˚beˇh jasu na-
prˇícˇ hranou, (b) první derivace a (c) pru˚chod druhé derivace nulou, kterou si nebudeme
popisovat.[6]
Obrázek 3: Pru˚beˇh jasu a jeho první a druhé derivace ve smeˇru naprˇícˇ hranou.[6]
72.1.3 Výpocˇet gradientu˚
Prvním krokem algoritmu je výpocˇet gradientu˚. Gradient se v oblasti zpracování obrazu
používá pro detekci hran objektu˚ a smeˇru v místeˇ (x, y). Gradient f , v bodeˇ (x, y) ozna-
cˇený ▽f , je definován jako vektor[11]:
▽f = grad(f) =

Gx
Gy

=
∂f∂x∂f
∂y
 (2.3)
Smeˇr, kde je zmeˇna jasu nejveˇtší je gradient obrazové funkce. Smeˇr hrany je pak
kolmý ke smeˇru gradientu (Ukázka na obrázku [4]). Za velikost hrany lze vzít velikost
gradientu. Obrázek [3] ukazuje typický pru˚beˇh jasu ve smeˇru naprˇícˇ hranou a jeho první,
i druhou derivací tohoto pru˚beˇhu.[5][6] Gradientní metody využívají skutecˇnosti, že v
místeˇ hrany má absolutní hodnota první derivace pru˚beˇhu jasu vysokou hodnotu. Hod-
nota derivace popisuje intenzitu kontury v daném bodeˇ, tedy velikost hrany. Hranové
operátory stanovují velikost hrany. Nejjednoduššími hranovými operátory jsou zrˇejmeˇ
derivace ∂f/∂x a ∂f/∂y, které popisují zmeˇnu úrovneˇ jasu ve smeˇru os x a y. Tyto ope-
rátory je možné použit v prˇípadeˇ, že hrany jsou rovnobeˇžné s osami, ale prˇi hledání hran
obecného smeˇru je potrˇeba vyšetrˇovat pru˚beˇh jasu v kolmém smeˇru na smeˇr potenciální
hrany. Použitím derivace a vektoru, popisující smeˇr kolmý k potenciální hrany, lze oveˇrˇit
zda v daném bodeˇ existuje hrana. Takovýto vektor je n = (cos θ, sin θ) a pro derivaci ve
smeˇru kolmo k hraneˇ je vzorec[6]:
∂f
∂ξ
= grad(f) · n = ∂f
∂x
cos θ +
∂f
∂y
sin θ, (2.4)
kde |∂f/∂ξ| je velikost hrany v daném bodeˇ a ξ je sourˇadnice meˇrˇená v tomto smeˇru.
Obrázek 4: Stanovení velikosti a smeˇru hrany na základeˇ gradientu.[6]
Protože už víme, že smeˇr gradientu je kolmý ke smeˇru hrany a za velikost hrany,
oznacˇený e(x, y), lze vzít velikost gradientu, tak na základeˇ rovnice (2.4) lze urcˇit smeˇr
potenciální hrany. Pro strucˇnost je zavedeno oznacˇení fx(x, y) = ∂f(x, y)/∂x, fy(x, y) =
8∂f(x, y)/∂y. S tímto oznacˇením jsou dány vzorce[6]:
e(x, y) =

f2x(x, y) + f
2
y (x, y), (2.5)
ϕ(x, y) = arctan

fy(x, y)
fx(x, y)

, ψ(x, y) = ϕ(x, y) +
π
2
, (2.6)
kde ϕ(x, y) je smeˇr gradientu a ψ(x, y) je smeˇr hrany v bodeˇ (x, y).
Nejjednodušším rozhodnutím, zda vyšetrˇovaný bod leží na hranici neˇjakého objektu,
je prˇípad, kdy hodnota e(x, y) je veˇtší než prˇedem zvolena prahová hodnota. Tento po-
stup má své nedostatky, kde hranice objektu vyjde širší než jeden bod a nerˇeší problémy
nespojité funkce. Jelikož tento postup prˇedpokládá, že obrazová funkce je spojitá. Nej-
prakticˇteˇjším využitím je pracovat s diskrétní funkcí. Nahrazení derivace diferencemi,
lze vztahy (2.5) a (2.6) použít pro diskrétní prˇípad. Diference lze napsat[6]:
fx(x, y) = f(x+ 1, y)− f(x, y), (2.7)
fy(x, y) = f(x, y + 1)− f(x, y). (2.8)
Praktická realizace výpocˇtu je hodnota e(x, y) stanovována a porovnávána s hodno-
tou prahu ve všech bodech obrazu. Prˇi stanovení délky gradientu lze použít i jiných
metrik, než je metrika uvedená ve vztahu (2.5). Lze použít naprˇ. následujících vztahu˚[6]:
e(x, y) = |fx(x, y)|+ |fy(x, y)|, e(x, y) = max{|fx(x, y)|, |fy(x, y)|}. (2.9)
V minulosti bylo realizováno mnoho praktických metod pro detekci hran, jejichž spo-
lecˇným teoretickým základem je výpocˇet velikosti gradientu. Prˇíklady hranových operá-
toru˚: Roberts, Prewitt, Sobel, Robinson, Kirsch, Laplacián. Zmíneˇné operátory se odlišují
prˇedevším v citlivosti na šum a vhodnosti pro detekci odlišných typu˚ hran. Autorˇi cˇlánku
[1] prˇi testování teˇchto hranových operátoru˚ nakonec zjistili, že nejlepší metodou je po-
užít 1-D masku, strˇed bodu diskrétní derivace v obou smeˇrech, horizontální i vertikální.
Tato metoda vyžaduje filtrování ve stupních šedi s teˇmito jádrovými filtry[11]:
DX =
−1 0 1 and DY =
 10
−1
 (2.10)
Jestliže, je dán obrázek I dostaneme X-horizontální a Y-vertikální deriváty použitím kon-
voluce: IX = I ∗DX a IY = I ∗DY , tak výpocˇet gradientu je |G| =

I2X + I
2
Y a orientace
gradientu je dána: θ = arctan IYIX
92.1.4 Rozdeˇlení obrazu na bunˇky
Dalším krokem metody HOG je rozdeˇlení obrazu na bunˇky. Autorˇi v cˇlánku [1] dosáhli
nejlepších výsledku˚ s použitím buneˇk o velikosti 8 × 8 pixelu˚. Nyní máme obraz roz-
deˇlený na bunˇky a je potrˇeba pro každou bunˇku zvlášt’ urcˇit histogram orientovaných
gradientu˚. Kanály histogramu každé bunˇky jsou dány smeˇrem gradientu˚ a velikost ka-
nálu je dána velikosti gradientu˚. V cˇlánku [1] autorˇi rozdeˇlili bunˇku na 9 kanálu˚, ale
bunˇka mu˚že být rozdeˇlená na libovolný pocˇet kanálu˚. Rozsah kanálu˚ je 0◦ − 180◦, nebo
0◦ − 360◦. Po prozkoumání orientace každého gradientu v bunˇce se zarˇadí do urcˇitého
kanálu. Výsledná velikost kanálu je dána soucˇtem gradientu˚ zarˇazených do stejného ka-
nálu. Ukázka kanálu˚ je na obrázku [5].
Obrázek 5: Histogram orientovaných gradientu˚ pro každou bunˇku.
2.1.5 Bloky deskriptoru a jejich normalizace
HOG Deskriptor je vektor normalizovaných histogramu˚ získaný z bloku. Z každého
bloku je získán jeden deskriptor. Bloky se obvykle prˇekrývají, což znamená, že každá
bunˇka se mu˚že podílet na více deskriptorech. Deskriptory jsou prˇedány neˇjakému klasi-
fikátoru.
Nerovnomeˇrným osveˇtlením a ru˚zným kontrastem se liší velikost gradientu˚ v celém
obraze. Normalizace je založená na odstraneˇní teˇchto vlivu˚. Autorˇi [1] zkoušeli ru˚zná
normalizacˇní schémata. Veˇtšina z nich je založená na normalizaci každého bloku zvlášt’.
Prˇekrývání jednotlivých bloku˚ je výhodneˇjší, protože jednotlivé bunˇky budou zpraco-
vávány vícekrát. Bloky existují obdélníkové (R-HOG) a kruhové (C-HOG). R-HOG bloky
jsou obecneˇ cˇtvercové. Taktéž normalizace mu˚že být provedená cˇtvercová, nebo kruhová.
Dalal a Triggs testováním zjistili, že nejvýhodneˇjší velikost buneˇk cˇtvercových bloku˚,
které prˇevážneˇ používali, je 2 × 2, nebo 3 × 3. Existuje mnoho metod pro normalizaci,
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neˇkteré si uvedeme. Necht’ v je nenormalizovaný vektor obsahující všechny histogramy
v daném bloku. ||vk|| bude jeho k-normou pro k = 1, 2 a e bude malá konstanta, která
neovlivní výsledek. Potom normalizacˇní výsledek mu˚že být jeden z následujících[1]:
L2-norm: f =
v
||v||22 + e2
(2.11)
L1-norm: f =
v
||v||1 + e (2.12)
L1-sqrt: f =

v
||v||1 + e (2.13)
2.1.6 Detekcˇní okno
V cˇlánku [1] autorˇi zjistili, že detekcˇní okno o velikosti 64× 128 zahrnuje okraj o velikosti
asi 16 pixelu˚ na každé straneˇ od postavy. Tato hranice poskytuje znacˇné množství kon-
textu, která pomáhá detekci. Snížením velikosti okraje na každé straneˇ z 16 na 8 pixelu˚
(detekcˇní okno o velikosti 48 × 112) zhoršilo výsledky o 6%. Zachováním velikosti okna
64× 128, ale zvýšením velikosti postavy (opeˇt snížení hranice) zpu˚sobí podobnou ztrátu
výkonu.
Na obrázku [6] je ukázka HOG detektoru˚ z publikace [1], který znázornˇuje prˇedevším
obrys postavy. Nejaktivneˇjší bloky se soustrˇedí na pozadí obrazu teˇsneˇ mimo obrys. (a)
Pru˚meˇr obrazového gradientu prˇes trénovací prˇíklady. (b) Každý "pixel"znázornˇuje ma-
ximální pozitivní váhu SVM v bloku se strˇedem v pixelu. (c) Stejneˇ tak pro negativní
váhu SVM. (d) Testovací snímek. (e) Vypocˇítán R-HOG deskriptor. (f,g) Vážený R-HOG
deskriptor, resp. pozitivní a negativní váhy SVM.
Obrázek 6: HOG detektory.
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2.2 Haarovy prˇíznaky
Detektor s Haarovými prˇíznaky prvneˇ prˇedstavili autorˇi cˇlánku [2] Paul Viola a Michael
Jones. Tento prˇíznakový systém pracuje mnohem rychleji a prˇesneˇji, a je založený na
rozdílu jasu mezi obdélníkovými oblastmi. Konkrétneˇ používá neˇkolik druhu prˇíznaku˚:
Prˇíznaky dvou obdélníku˚, kde hodnota prˇíznaku je rozdíl mezi soucˇtem pixelu˚ dvou ob-
délníkových oblasti. Tyto oblasti mají stejnou velikost a tvar a jsou horizontálneˇ, nebo
vertikálneˇ sousedící. Ukázka na obrázku [7]. Druhým prˇíznakem je prˇíznak trˇí obdélníku˚,
která pocˇítá soucˇet dvou vneˇjších obdélníku˚ a odecˇte od soucˇtu strˇedového obdélníku.
Další prˇíznak pocˇítá rozdíl mezi diagonálními páry obdélníku˚, tento prˇíznak je prˇíznak
cˇtyrˇ obdélníku˚. Autorˇi cˇlánku použili výše zmíneˇné prˇíznaky, ale existuje ješteˇ prˇíznak
strˇedového obdélníku. Ukázka na obrázku [7].
Obrázek 7: Haarovy prˇíznaky prˇímé
Tyto prˇíznaky jsou tzv. základní set (Basic Haar Set), ten byl následneˇ rozšírˇen o prˇí-
znaky natocˇené o 45 stupnˇu˚. Viz. obrázek [8].
Obrázek 8: Haarovy prˇíznaky natocˇené
Proces generování prˇíznaku˚ nejprve nastaví nejmenší možný rozmeˇr prˇíznaku a ná-
sledneˇ je prˇíznak posouván oknem horizontálneˇ, nebo vertikálneˇ o jeden pixel. Poté je
prˇíznak prˇidán do seznamu všech prˇíznaku˚. Prˇi posunu do konce okna je prˇíznak zveˇtšen
a proces se opakuje, dokud prˇíznak není veˇtší než velikost okna. Základní rˇešení detek-
toru v cˇlánku [2], je velikost detekcˇního okna 24×24 pixelu˚. Autorˇi zde detekují oblicˇej.
V jejich prˇípadeˇ je celkový pocˇet vygenerovaných prˇíznaku˚ prˇes 180 000. V této práci de-
tekujeme chodce a optimální velikost detekcˇního okna je 24×48 pixelu˚. Tedy v naší práci
bude celkový pocˇet prˇíznaku˚ více než dvakrát tak veˇtší. Pro rychlou funkci a natrénováni
detektoru slouží integrální obraz, který je popsán v následující cˇásti a metody kaskáda
klasifikátoru˚ a AdaBoost, které jsou podrobneˇ popsány v kapitole [3].
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2.2.1 Integrální obraz
Obdélníkové prˇíznaky lze pocˇítat velmi rychle pomocí zprostrˇedkující reprezentace pro
obraz, který se nazývá integrální obraz. Integrální obraz na sourˇadnicích x a y, obsahuje
soucˇet pixelu˚ nad a vlevo od x a y vcˇetneˇ[2]:
ii(x, y) =

x′≤x,y′≤y
i(x′, y′), (2.14)
kde ii(x, y) je integrální obraz a i(x, y) je originální obraz. Pomocí následující dvojce
vzorcu˚[2]:
s(x, y) = s(x, y − 1) + i(x, y), (2.15)
ii(x, y) = ii(x− 1, y) + s(x, y), (2.16)
kde s(x, y) je kumulativní soucˇet hodnot rˇádku s(x,−1) = 0 a ii(−1, y) = 0. Integrální
obraz mu˚že být vypocˇítán v jednom pru˚chodu prˇes pu˚vodní obrázek.
Obrázek 9: Výpocˇet hodnoty integrálního obrazu.[2]
Soucˇet pixelu˚ v obdélníku D, lze pocˇítat se cˇtyrˇmi odkazy pole. Hodnota integrálního
obrazu v místeˇ 1 je soucˇet pixelu˚ v obdélníku A. Hodnota v místeˇ 2 je A + B, na místeˇ 3 je
A + C a na místeˇ 4 je A + B + C + D. Soucˇet D mu˚že být pocˇítán jako 4 + 1 - (2 + 3). Pomocí
integrálního obrazu suma neˇjakého obdélníku mu˚že být vypocˇtena cˇtyrˇmi odkazy pole
(viz obrázek [9]). Je zrˇejmé, že rozdíl mezi sumy dvou obdélníku˚ lze vypocˇítat v osmi od-
kazech. Vzhledem k tomu, že prˇíznaky dvou obdélníku˚ definované výše zahrnují sumy
prˇilehlých obdélníku˚, lze rozdíl vypocˇítat v šesti odkazech pole, osm v prˇípadeˇ funkcí trˇí
obdélníku˚ a deveˇt pro funkcí cˇtyrˇ obdélníku˚.[2]
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2.3 Local Binary Pattern
Local Binary Pattern, neboli lokální binární vzory, zavedl Timo Ojala.[3] Standardní verze
LBP jednoho pixelu je tvorˇen prahováním každého pixelu s hodnotou strˇedového pixelu
na okolí pole o velikosti 3×3. Necht’ gc je strˇedový pixel šedého odstínu a gi(i = 0, 1, ..7),
je šedá úrovenˇ každého okolního pixelu. Obrázek [10] znázornˇují základní operace LBP.
V prˇípadeˇ, že gi je menší než gc, je binární výsledek pixelu nastavena na 0 jinak je na-
staven na 1. Všechny výsledky jsou kombinovány k dostání 8 bitové hodnoty. Binární
hodnota desítkové soustavy je LBP prˇíznak.
Obrázek 10: Základní LBP operátor.
Obrázek 11: LBP operátor kruhového charakteru.
Metoda bilineární interpolace se používá pro vzorkování bodu, který nepatrˇí do strˇe-
dového pixelu. Necht’ LBPp,r znacˇí LBP prˇíznak kruhového charakteru, kde r je polomeˇr
a p je pocˇet sousedních bodu˚ na kruhu. Z obrázku [11] lze napsat vzorec[3]:
LBPp,r =
p−1
p=0
s(gi − gc)2i, S(x) =

1 jestliže x ≤ 0
0 v opacˇném prˇípadeˇ
(2.17)
LBP je v odstínech šedé nemeˇnný a rotacˇneˇ nemeˇnný. Tato vlastnost je vhodná i pro
mnoho aplikací. LBP je vhodné pro detekci základních obrazových primitiv jako jsou
špicˇky, konce cˇar, hrany, rohy. Typ detekované primitivy je závislý na konfiguraci LBP
vzoru. Pro zajišteˇní rotacˇní nemeˇnnosti je nutné prˇíznaky normalizovat. Normalizace vy-
chází z prˇedpokladu, že okolní body lze (po prahování a váhování) vyjádrˇit jako binární
vzor, který je možné rotovat (nejcˇasteˇji doprava).[11]
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3 Klasifikace prˇíznaku˚
3.1 Support Vector Machines
Zásadní soucˇástí strojového ucˇení SVM je jádrová transformace (angl. kernel transfor-
mation) prostoru prˇíznaku˚ dat do prostoru transformovaných prˇíznaku˚ typicky vyšší di-
menze. Tato jádrová transformace umožnˇuje prˇevést pu˚vodneˇ lineárneˇ neseparovatelnou
úlohu na úlohu lineárneˇ separovatelnou, na kterou lze dále aplikovat optimalizacˇní algo-
ritmus pro nalezení rozdeˇlující nadroviny. SVM byl pu˚vodneˇ diskriminacˇní klasifikátor.
V úloze binární klasifikace SVM hledá nadrovinu, která v prostoru prˇíznaku˚ optimálneˇ
rozdeˇluje trénovací data do dvou trˇíd (pozitivní a negativní vzorky). Pozdeˇji SVM byla
rozšírˇena o regresní a clustering problémy.[7]
3.1.1 Lineárneˇ oddeˇlitelná data
Optimální nadrovina (angl. optimal hyperplane) je taková, že body leží v opacˇných po-
loprostorech a minimální hodnota vzdálenosti bodu˚ od roviny je co nejveˇtší. Taky by se
dalo rˇíct, že okolo nadroviny je na obeˇ strany co nejširší oblast bez bodu˚ tzv. maximální
odstup (angl. maximal margin). Na popis nadroviny stacˇí pouze nejbližší body, kterých
je obvykle málo. Tyto body se nazývají podpu˚rné vektory (angl. support vectors) a odtud
název metody. Optimální nadrovina je dána vztahem[7]:
f(x) = βTx+ β0, (3.1)
kde β je váhový vektor a β0 je práh. Optimální nadrovina je dána ve 2D prostoru prˇím-
kou. Tato prˇímka je získaná, na základeˇ optimalizacˇního algoritmu, z možnosti existence
neˇkolika rozdeˇlovacích prˇímek, které jsou ukázaný na obrázku [12]. Optimalizacˇní al-
goritmus rˇíká, že optimální nadrovina má nejveˇtší minimální vzdálenost od trénovacích
dat, protože rozdeˇlovací prˇímky probíhající prˇíliš blízko bodu˚ jsou náchylné na šum a
nebudou správneˇ fungovat. Ve 3D prostoru je rozdeˇlovacˇem rovina.
Obrázek 12: Rozdeˇlení dvou trˇíd prˇímkou.[7]
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Optimální nadrovina mu˚že být reprezentována v nekonecˇném pocˇtu ru˚zných zpu˚-
sobu˚, zmeˇna velikosti zvyšováním váhového vektoru β a prahu β0. Proto, mezi všemi
možnými reprezentacemi nadroviny, byl vybrán základní prˇedpis[7]:
|βTx+ β0| = 1, (3.2)
kde x symbolizuje podpu˚rné vektory. Na obrázku [13] jsou tyto podpu˚rné vektory ozna-
cˇeny plnými cˇtverci a plným kruhem. Tato reprezentace je známa jako kanonická nadro-
vina. S využitím kanonické nadroviny je možné vypocˇítat vzdálenost podpu˚rných vek-
toru˚ od nadroviny vztahem[7]:
vzdálenost =
|βTx+ β0|
||β|| =
1
||β|| , (3.3)
kde dvojnásobek této vzdálenosti je maximální odstup a tvorˇí pásmo znázorneˇno v ob-
rázku [13].
M =
2
||β|| (3.4)
Obrázek 13: Rozdeˇlovací nadrovina a odstup.
Konecˇný, problém maximalizace M je ekvivalentní problému minimalizace funkce
L(β)podléhající neˇkterým omezením. Omezení modelu je požadavek na nadrovinu správneˇ
klasifikovat všechny podpu˚rné vektory xi. Formálneˇ[7]:
minβ,β0
1
2
||β||2 v závislosti na yi(βTxi + β0) ≥ 1∀i, (3.5)
kde yi prˇedstavuje oznacˇení všech bodu trénovacích dat. To je problém Lagrangeovy
optimalizace, která lze rˇešit pomocí Lagrangeových multiplikátoru˚ k získaní hmotnosti
vektoru β a vychýlení β0 optimální nadroviny.[8]
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3.1.2 Nelineárneˇ oddeˇlitelná data
Problémem optimálního rozdeˇlovacˇe je skutecˇnost, že trénovací data mu˚žou být jen zrˇídka
lineárneˇ oddeˇlitelná. Je nutné si prˇipustit, že bude nalezena nadrovina se špatnou klasi-
fikací. Tato špatná klasifikace je nová promeˇna v optimalizaci, která musí být brána v
úvahu. Nový model zahrnuje obeˇ úlohy, jak nalezení optimální nadroviny, která dává
maximální odstup, tak generalizaci správných trénovacích dat s umožneˇním prˇíliš mnoho
klasifikacˇních chyb. Vycházíme z formulace problému optimalizace pro vyhledávání nadro-
viny, která maximalizuje odstup. Tato formulace je zmíneˇná ve vzorci (3.5). Model mu˚že
být neˇkolika zpu˚soby upraven tak, že bere v úvahu chybnou klasifikaci. Dobrým rˇešením
je vzít v úvahu vzdálenosti od chybných vzorku˚ ke správné rozhodující oblasti, tedy[9]:
min||β||2 + C (3.6)
Parametr C je regulacˇní parametr, který reguluje velikost maximálního odstupu a
množství klasifikacˇních chyb. Jestliže, pro parametr C je zvolena vysoká hodnota, tak
bude výsledkem menší pocˇet klasifikacˇních chyb, ale získaný odstup bude menší. V prˇí-
padeˇ zvolení nízké hodnoty bude získaný odstup veˇtší, ale také bude veˇtší množství
klasifikacˇních chyb. Jak je ukázáno na obrázku [14], který ukazuje nelineárneˇ oddeˇlitelné
trénovací data ze dvou trˇíd, oddeˇlovací nadroviny a vzdálenosti správné oblasti, které
jsou chybneˇ, tak u každého vzorku trénovacích dat je definován nový parametr ξi. Každý
z teˇchto parametru˚ obsahuje vzdálenost odpovídající natrénovaného vzorku se správnou
rozhodující oblasti.[9]
Obrázek 14: Nelineárneˇ oddeˇlitelné trénovací data.
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3.2 Kaskáda klasifikátoru˚
Algoritmus pro konstrukci kaskády klasifikátoru˚, který zajistí zvýšenou výkonnost de-
tekce a zárovenˇ výrazneˇ snižuje výpocˇetní cˇas. Klícˇovou myšlenkou je, že menší, a tedy
úcˇinneˇjší, posílené klasifikátory mohou být zkonstruovány tak, aby odmítly mnoho ne-
gativních pod-oken prˇi detekci, témeˇrˇ všechny pozitivní prˇípady (tj. prahová hodnota
posíleného klasifikátoru mu˚že být nastavena tak, aby se pocˇet falešneˇ negativních vý-
sledku˚ blížil nule). Jednodušší klasifikátory se používají k odmítnutí veˇtšiny pod-oken
prˇed složiteˇjšími klasifikátory, které jsou vyvolány po dosažení nízkých falešneˇ pozitiv-
ních hodnot. Celková podoba procesu detekce je degenerovaný rozhodovací strom, který
nazýváme "kaskáda". Ukázka na obrázku [15]. Pozitivní výsledek z prvního klasifikátoru
spouští vyhodnocení druhého klasifikátoru, který byl také upraven pro dosažení velmi
vysoké míry detekce. Pozitivní výsledek z druhého klasifikátoru spouští trˇetí klasifiká-
tor, a tak dále. Negativní výsledek v libovolném místeˇ vede k okamžitému odmítnutí
pod-okna.
Fáze v kaskádeˇ jsou konstruovány pro trénování klasifikátoru˚ pomocí metody Ada-
boost a poté nastavení prahové hodnoty, k minimalizaci chybneˇ negativních hodnot. Vý-
chozí práh AdaBoost je navržen tak, aby získal nízkou míru chyb v trénovacích datech.
Obecneˇ nižší práh prˇináší vyšší míru detekce a vyšší pocˇet falešneˇ pozitivních hodnot.
Obrázek 15: Kaskáda klasifikátoru˚.
Rˇada klasifikátoru˚ je aplikována na každé pod-okno. Pocˇátecˇní klasifikátor eliminuje
velké množství negativních prˇíkladu˚ s velmi malým zpracováním. Následné vrstvy od-
straní další negativa, ale vyžadují další výpocˇty. Po mnoha zpracovaných fází pocˇet pod-
oken bylo postupneˇ sníženo. Další zpracování mu˚že mít jakoukoli formu, jako jsou do-
datecˇné fáze kaskády, nebo alternativní systém detekce.[2]
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3.3 Adaptive Boost
AdaBoost je nejvýznamneˇjší zástupce algoritmu˚ založených na principu boostingu. Me-
toda, která vytvárˇí vysoce prˇesný nelineární klasifikátor kombinací zvyšováním mnoho
relativneˇ slabých a neprˇesných lineárních klasifikátoru˚.[11] Ukázka na obrázku[16]. Ada-
Boost je použitelný s širokým spektrem prˇíznaku˚ a není náchylný k prˇetrénování jako
neuronové síteˇ. Pu˚sobí jako meta-algoritmus. Takovýto výsledný klasifikátor je daný
vzorcem[12]:
H(x) = sign(
T
t=1
αtht(x)) (3.7)
kde ht(x) jsou slabé klasifikátory a H(x) je silný klasifikátor. Trénovací data pro tento al-
goritmus jsou definována jako usporˇádaná dvojce ucˇebního vzoru a zarˇazená do klasifi-
kacˇní trˇídy. Formální definice mu˚že vypadat naprˇíklad následovneˇ: (x1, y1), ..., (xm, ym),
xi ∈ X, yi ∈ Y . Klasifikátor je matematický stroj, který vzoru ze vstupní množiny prˇi-
rˇazuje prvek z výstupní množiny h : X → Y . Pokud je uvažována binární kombinace,
obsahuje výstupní množina pouze dva prvky. Y = {−1,+1}
Obrázek 16: Výsledný klasifikátor vytvorˇený kombinací slabých klasifikátoru˚.
3.3.1 Slabý klasifikátor
Slabý klasifikátor bývá cˇasto reprezentován jednoduše a rychle získatelnou hodnotou.
Prˇíkladem mu˚že být prahová hodnota prˇíznaku, ale dá se použit i výstup neuronové síteˇ,
nebo rozhodovací strom. Množství výbeˇru klasifikátoru jsou rozsáhle. Jediným omezu-
jícím kriteriem je, aby chyba slabého klasifikátoru byla na trénovací množineˇ menší než
50%. Necht’{Di, i = 1, ..., N} je tréninkový rozdíl prˇíkladové sady, kde N je pocˇet trénin-
kových vzorku˚. Každý prˇíklad je spojen s oznacˇením {li, i = 1, ..., N} a li = 1 v prˇípadeˇ,
že výnˇatek se zjišt’uje z prˇíchozích snímku˚ s jednou osobou, jinak li = 0. Každý rozdílný
prˇíklad i je reprezentován jako d-rozmeˇrný funkcˇní vektor, který se skládá z neˇjaké glo-
bální a lokální informace. Váhy, 12Np ,
1
2Nn
, jsou zprvu nastaveny k trénování pozitivních a
negativních vzorku˚, resp. kde Np je pocˇet pozitivních vzorku˚, a Nn je pocˇet negativních
vzorku˚. Obecná forma slabého klasifikátoru AdaBoostu je diskriminantní funkce, která
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je definována jako[12]:
h(Di) =

1 hT ·Di ≥ 0
−1 jinak (3.8)
kde h prˇedstavuje diskriminacˇní nadrovinu trénovanou zpu˚sobem nejmenších cˇtvercu˚.
Cˇasová koherence objevených osob je využívána k udržování seznamu T klasifiká-
toru˚, které jsou natrénované v pru˚beˇhu cˇasu. Jakmile je prˇíchozí slabý klasifikátor dete-
kován, a následneˇ posouzen jako objevená osoba, vyrˇadí se nejstarší slabý klasifikátor
a natrénuje se nový slabý klasifikátor na datech prˇidaných z nejnoveˇji dostupných prˇí-
kladu˚, a rekonstruuje se silný slabý klasifikátor. To znamená, že osoba v další cˇasové
periodeˇ bude brána jako objevená a nebude znovu objevována. Specifická osoba, která
bude objevená, mu˚že být zacˇleneˇná a nastavená do množiny trénovacích dat jako jeden,
nebo více prˇíkladu˚, které se podílejí na trénování slabého klasifikátoru, ale nemu˚že být
odstraneˇna ve fázi výsledné aktualizace pro silný klasifikátor. Konkrétní algoritmus je
dán: (Vypis [1])
Vstup : Vstupní sekvence chodcu˚ {P1, ..., Pm}
Prˇedem stanovený klasifikátor C(x)
Výstup : Výsledek sekvencí znovu detekovaných chodcu˚ {r1, ..., rn}
Inicializace (Opakujte v 1..)
1. Shromažd’ování souboru dat {Di}Ni=1, {li}Ni=1.
2. Inicializace vah {wi}Ni=1za 12Np , 12Nn .
3. For t = 1, ..., T
(a) Trénování slabého klasifikátoru ht
(b) Nastavení err =
N
i=1 wi|ht(Di)− li|
(c) Nastavení váhy slabého klasifikátoru αt = 12 log
1−err
err
(d) Aktualizace vah prˇíkladu wi = wie(αt|ht(Dt)−lt)|
4. Silný klasifik átor znacˇený H(x) je dán: H(x) =
T
t=1 αtht(x)
5. Opakujte, dokud Hi nedosáhne lepších výsledku, než prˇedem stanovený klasifikátor.
Foreach nový vložený chodec Pj deˇlej:
1. Výnˇatek {Di}Nji=1 prˇíkladu˚
2. Testování prˇíkladu˚ použit ím silného klasifik átoru H(x),oznacˇený jako {li}Nji=1
3. Výstup rj ∈ [0, ..., j − 1], 0 neprˇedstavuje shodu
4. Odstraneˇní K nejstarší ze slabých klasifikátor
5. Revidování váhy wi = wi(1− Njj
k=1
Nk
), i ∈ |1,j−1k=1Nk|
6. Inicializace vah wi = 1− Njj
k=1
Nk
pro nové prˇíklady
7. For l = K + 1...T , (Aktualizace vah)
(a) Výbeˇr ht(x) s minimální chybou err
(b) Aktualizace αta wi, potom odstraneˇní ht(x) z {hK+1(x), ..., hT (x)}
8. For t = 1...K,(Prˇidaní nových slabých klasifikátoru˚)
(a) Trénování slabých klasifik átoru˚ ht
(b) Pocˇítáni err a αt, Aktualizace vah {wi}
9. Aktualizovaný silný klasifik átor znacˇený H(x) je dán: H(x) =
T
t=1 αtht(x)
Výpis 1: AdaBoost algoritmus - Funkce Silného klasifikátoru.[12]
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3.3.2 Aktualizace funkce pro silný klasifikátor
V aktualizacˇním stavu, algoritmus odstraní K staré slabé klasifikátory k vytvorˇení pro-
storu pro K nových slabých klasifikátoru˚. Nicméneˇ, prˇed prˇidáním nového slabého kla-
sifikátoru je potrˇeba aktualizovat váhu zbývajících slabých klasifikátoru˚. Krok (7) z algo-
ritmu: (Vypis [1]), aktualizacˇní stav aktualizuje váhy zbývajícího slabého klasifikátoru,
místo trénování nového slabého klasifikátoru na celé množineˇ trénovacích dat. Slabý
klasifikátor trénuje jednoduše dáním starých prˇíkladu˚ a nového rozdeˇlení založeno na
pu˚vodních vahách, takže není trˇeba váhy vypocˇítávat znovu, jako v kroku (5). To šetrˇí
cˇas prˇi trénování a vytvárˇí silný klasifikátor, stejneˇ jako vzor rozdeˇlení, které mohou být
použity pro trénink nového slabého klasifikátoru, jako se provádí v kroku (8).[12]
Pu˚vodní verze Adaboost provádeˇla pouze binární klasifikaci, v soucˇasnosti existují mo-
difikované varianty umožnující klasifikaci reálným výstupem. Reálný výstup vykazuje
míru prˇíslušnosti do dané trˇídy, tato vlastnost vede veˇtšinou ke konstrukci prˇesneˇjších
klasifikátoru˚. Ru˚zné varianty boostingu jsou známe jako Discrete AdaBoost, Real Ada-
Boost LogitBoost, a Gentle Adaboost, který byl použitý v této práci. Všechny z nich jsou
velmi podobné ve své celkové strukturˇe.[10]
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4 Procesy trénování a detekce
4.1 Proces trénování metod LBP a Haar s použitím AdaBoostu
Proces trénování se skládá ze trˇí kroku˚:
1. Obrázková akvizice
2. Vytvárˇení vzorku˚
3. Trénování
4.1.1 Obrázková akvizice
Získávání snímku˚ lze odkudkoli, kde si mu˚žeme najít chodce pomoci kamerového sys-
tému, digitálního fotoaparátu nebo videa. Sbírka datového souboru se skládá ze sbírky
pozitivních vzorku˚ a sbírky negativních vzorku˚. Obrázek [17] je ukázkou teˇchto vzorku˚.
Pozitivní a negativní vzorky jsou z du˚vodu jednoduchosti umísteˇné v ru˚zných složkách.
Trénování detektoru pro chodce není jednoduché, protože chodci meˇní svojí pózu. Proto
je lepší získat vzorky v nejru˚zneˇjších pózách.
Obrázek 17: Nahorˇe pozitivní a dole negativní vzorky.[18][19]
4.1.2 Vytvárˇení vzorku˚
Za úcˇelem dobré funkce má OpenCV vytvorˇený program k trénování klasifikátoru. Ne-
zbytné k trénování klasifikátoru je použití pozitivních vzorku˚, které byly získané beˇ-
hem prvního kroku, ale nemu˚žeme prˇivádeˇt pozitivní snímky prˇímo do trénovacího pro-
gramu, protože program jen uznává cˇíselné hodnoty, které urcˇují umísteˇní chodce v ob-
rázku. Pro získání teˇchto potrˇebných hodnot (x-sourˇadnice, y-sourˇadnice, šírˇka, výška)
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má OpenCV program opencv_createsamples.exe, který slouží k vytvárˇení vzorku˚. Tento
program z pozitivních snímku˚ vytvorˇí vzorky do vektorového souboru typu .vec, naprˇ.
Pos.vec. Tento vektorový soubor bude použitý prˇi trénování klasifikátoru.
Použití opencv_createsamples pro vytvorˇení vzorku˚[13]:
Pro spušteˇní programu opencv_cratesamples se používá prˇíkazový rˇádek, pomocí
prˇíkazového rˇádku se prˇejde na místo, kde je OpenCV nainstalován, do složky kde je
umísteˇný .exe soubor programu. Následneˇ se použije prˇíkaz s parametry pro spušteˇní.
Ukázka prˇíkazu:
opencv_createsamples.exe -info pos.txt -vec samples.vec -w 24 -h 48 -num 23000
Parametry:
• -info <kolekce souboru˚>, soubor obsahující umísteˇní obrázku˚ chodcu˚ ukázka na
obrázku [18]
• -vec <název vektorového souboru>, pocˇet pozitivních vzorku˚ k trénování
• -w <šírˇka vzorku>, šírˇka obrázku výsledných vzorku˚ používané pro trénování
• -h <výška vzorku>, výsledná výška obrázku
• -num <pocˇet vzorku˚>, binární soubor v souladu s pocˇtem vzorku˚
Obrázek 18: Ukázka souboru s umísteˇním pozitivních vzorku˚.
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4.1.3 Trénování
Prˇedchozími kroky jsme v našem prˇípadeˇ, pro proces trénování klasifikátoru rozpozná-
vajícího postavy, použili sbírku dat, která obsahuje 2300 pozitivních obrázku˚ postavy o
rozmeˇrech 24×48 pixelu˚ (šírˇka a výška)[18][17][19]. Poprˇedí je tvorˇeno postavou z fron-
tálního pohledu. Pozadí obsahuje artefakty netypické pro postavy. Sada pro trénink byla
kvu˚li usnadneˇní výpocˇtu prˇevedena do šedotónové reprezentace. Sada negativních ob-
rázku˚ obsahující prostrˇedí meˇsta, prˇírody, atd. bez prˇítomnosti osob. Tato sada obsahuje
11000 negativních obrázku˚ také o rozmeˇrech 24×48, které jsou použity pro samostatné
trénování. Jak už bylo zmíneˇno, tak OpenCV má pro trénování klasifikátoru zabudované
programy. Jedním z nich byl opencv_createsamples, tím dalším je opencv_traincascade.exe.
Tento program je použit pro trénování kaskád klasifikátoru. Trénování použitím OpenCV
je založená na prˇístupu AdaBoostu. Hlavním cílem AdaBoost algoritmu je natrénovat
silný klasifikátor lineární kombinací silných vlastnosti slabého klasifikátoru a vlastnosti,
které prˇedstavují postavu (chodce) z trénovací sady. Ukázka na obrázku [19].
Obrázek 19: Trénování s AdaBoostem.
Použití opencv_traincascade pro trénování klasifikátoru˚[13]:
Program opencv_traincascade se stejneˇ jako program pro vytvárˇení vzorku˚ spouští
prˇíkazovým rˇádkem.
Ukázka prˇíkazu:
opencv_traincascade.exe -data classifier_lbp_03 -vec samples.vec -bg neg.txt -numStages 25
-minHitRate 0.999 -maxFalseAlarmRate 0.5 -bt GAB -numPos 2300 -numNeg 11000 -w 24 -h
48 -mode ALL -featureType LBP > lbp_03.txt
Parametry:
• -vec <název vektorového souboru>, soubor s pozitivními vzorky vytvorˇené nástro-
jem opencv_createsamples
• -bg <název souboru>, soubor s umísteˇním negativních vzorku˚
• -numStages <pocˇet etap>, pocˇet kaskádových etap
• -minHitRate <minimání HitRate>, minimální požadována hodnota míry pro všechny
etapy klasifikátoru
• -maxFalseAlarmRate <maximální FalseAlarmRate>, maximální požadována hod-
nota falešných poplachu˚ pro všechny etapy klasifikátoru˚
• -bt <{DAB, RAB, LB, GAB}>, Typ posílených klasifikátoru˚: GAB -Gentle AdaBoost
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• -numPos <pocˇet pozitivních vzorku˚>,
• -numNeg <pocˇet negativních vzorku˚>, pocˇet pozitivních/negativních vzorku˚ v ob-
lasti trénováni pro všechny etapy klasifikátoru
• -w <šírˇka vzorku>,
• -h <výška vzorku>, Velikosti vzorku˚ odborné prˇípravy (v pixelech), které musí mít
prˇesné hodnoty jako prˇi vytvárˇení vzorku˚ pomoci nástroje opencv_createsamples
• -mode <BASIC, CORE, ALL>, Basic je výchozí nastavení, které obsluhuje pouze
svisle prvky, zatímco ALL využívá úplnou sadu svislé prvky a pootocˇené prvky o
45 stupnˇu˚
• -featureType <typ funkce>, Haar a LBP
• > <název souboru>, textový soubor s informacemi o pru˚beˇhu trénování
Jakmile dokoncˇí opencv_traincascade program svou práci, je natrénovaná kaskáda
uložená do cascade.xml souboru ve složce, který byl zadán jako -data parametr. Ostatní
soubory v této složce jsou vytvorˇeny pro prˇípad prˇerušení tréninku, kde program zacˇne
od naposledy vytvorˇené etapy. Z textových souboru, který jsme dostali posledním pa-
rametrem, jsme zjistili, že metoda LBP natrénovala klasifikátor s 256 prˇíznaky a metoda
Haar s pocˇtem 687 prˇíznaku˚.
4.2 Proces trénování metody HOG s použitím SVM klasifikátoru
V této cˇásti jsme nepoužili, žádné vytvorˇené aplikace k trénování klasifikátoru z knihovny
OpenCV, ale detektor jsme natrénovali za použití programu Microsoft Visual Studio 2012
s pomocí knihovny OpenCV. Pro trénování, tak jako u procesu trénování metod LBP a
Haar, i tady je zapotrˇebí obrázková akvizice. Byla použitá stejná sada trénovacích snímku
a to 2300 pozitivních a 11000 negativních. U teˇchto snímku˚ bylo potrˇeba zmeˇnit velikost
na 64×128 pixelu˚. HOG deskriptor byl nastaven na velikost okna 64×128, velikost bloku˚
16×16 a jejich krok 8×8. Velikost buneˇk 8×8, které jsou rozdeˇlený na 9 kanálu˚. Pro tyto
parametry bylo nastaveno pocˇet prˇíznaku˚, získaného z detekcˇního okna, na 3780. SVM je
použit z knihovny OpenCV. Parametr C je nastaven na hodnotu 0,01, kde tento parametr
reguluje velikost pásma a množství klasifikacˇních chyb. Tato hodnota byla nastavena z
informací dosažené z cˇlánku [1], kde autorˇi touto hodnotou dosáhli nejlepších výsledku˚.
Typ jádra (kernel type) je typu linear.
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4.3 Proces detekování chodcu˚
Pro aplikování natrénovaných klasifikátoru˚ byl v této práci použit software Microsoft
Visual Studio 2012 s knihovnou OpenCV. Prvním krokem procesu, je nacˇtení snímku, ve
kterém bude detektor hledat chodce. Dalším krokem je nacˇtení natrénovaných kaskád
klasifikátoru˚. Následuje krok, kdy je prˇeveden snímek do šedotónové reprezentace, ale
prˇed tímto krokem, lze v prˇípadeˇ potrˇeby aplikovat vyhlazovací filtr. Poté je na snímek
aplikován klasifikátor pro detekci chodcu˚. Posledními kroky je ohranicˇení detekovaných
chodcu˚ obdélníkem a uložení obrázku do urcˇeného adresárˇe.
Ukázka prˇíkazu pro aplikování klasifikátoru [15]:
pedestrian_cascade.detectMultiScale(frame_gray, pedestrians, 1.10, 2,
0|CASCADE_SCALE_IMAGE, cv::Size(8,8), cv::Size(640,800));
Parametry:
• pedestrian_cascade, cascade - nacˇtená kaskáda ze souboru pomocí prˇíkazu Load()
• frame_gray, image - matice obsahující snímek, kde jsou zjišt’ovány objekty
• pedestrians, objects - vektor obdélníku˚, kde každý obdélník obsahuje detekovaný
objekte
• 1.10, scaleFactor - parametr urcˇující, jak moc je obrazová velikost snižována u kaž-
dého obrazového meˇrˇítku.
• 2, minNeighbors - parametr urcˇující, kolik sousedících kandidátu˚ na obdélník musí
zachovat
• 0|CASCADE_SCALE_IMAGE, flags - režim provozu, který má cˇtyrˇmi platné na-
stavení kombinované s operátorem OR, CASCADE_SCALE_IMAGE je jedním na-
stavením a v algoritmu se používá pro škálování obrazu, který prˇináší výkonnostní
výhody pro pomeˇt a vyrovnávací pameˇt’
• cv::Size(8,8), minSize - minimální možná velikost objektu. Menší objekty jsou igno-
rovány
• cv::Size(640,800), maxSize - maximální možná velikost objektu. Veˇtší objekty jsou
ignorovány
4.3.1 Vyhlazování
Prˇi použití metod pro detekci v obraze je potrˇeba rˇešit problémy s citlivostí na šum, tato
citlivost vede k detekování neprˇehlédnutelného pocˇtu neexistujících hran i prˇi malém
zašumeˇní v obraze. Tyto problémy je možné do jisté míry snížit pomocí metod vyhlazo-
vání, nebo také rozmazání obrázku˚, která je aplikována na obraz prˇed tím, než je zapocˇat
proces detekování. Existuje mnoho ru˚zných druhu˚ filtru˚, v této práci jsme použili pouze
dva filtry, Gaussián filtr a Median filtr, které si následneˇ popíšeme.[14]
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4.3.1.1 Medián filtr Tento filtr projde každý pixel obrazu a nahradí každý pixel s
mediánem ze sousedních pixelu˚ (umísteˇné ve cˇtvercovém sousedství kolem hodnoce-
ného pixel). Ukázka urcˇení mediánu je na obrázku [20]. Tento filtr zajišt’uje funkce medi-
anBlur(src, dst, i), který používá trˇi argumenty:
• src - zdrojový obrázek
• dst - místo urcˇení, musí být stejného typu jako src
• i - velikost jádra, hodnota musí být lichá a pouze jedna, protože používá cˇtvercová
okna
Obrázek 20: Medián setrˇídeˇných hodnot.
4.3.1.2 Gaussián filtr Pravdeˇpodobneˇ nejvíce užitecˇný filtr (i když ne nejrychlejší).
Gaussián filtr provádí konvoluci každého bodu do vstupního pole s Gaussiánovým já-
drem a následneˇ všechno secˇte k vytvorˇení výstupního pole. Ukázka tohoto filtru je na
obrázku [22]a a na obrázku [22]b je Medián filtr. Pro jasneˇjší obraz si stacˇí vzpomenout
jak vypadá 1D Gaussiánovo jádro. Ukázka na obrázku [21]. Za prˇedpokladu, že obraz
je 1D, tak pixel, který se nachází ve strˇedu bude mít nejveˇtší váhu. Váha jeho sousedu˚
snižuje prostorovou vzdálenost mezi nimi a zvyšuje strˇedový pixel. 2D Gaussián je re-
prezentován jako[14]:
G0(x, y) = Ae
−(x− µx)2
2σ2x
+
−(y − µy)2
2σ2y
(4.1)
Tento filtr zajišt’uje funkce GaussianBlur (src, dst, Size(i ,i), 0, 0), který používá tyto argu-
menty:
• src - zdrojový obrázek
• dst - místo urcˇení
• Size(w, h) - Velikost jádra, kde w a h musí být kladná a lichá cˇísla. Jinak velikost
bude pocˇítána pomocí σx a σy.
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• σx - standardní odchylka x, psáni 0 znamená, že σx se pocˇítá s použitím velikosti
jádra
• σy - standardní odchylka y, psáni 0 znamená, že σy se pocˇítá s použitím velikosti
jádra
Obrázek 21: Gaussiánovo 1D jádro.[14]
Obrázek 22: Rozdíl Gaussián filtru a Medián filtru.
28
4.4 Hodnocení kvality modelu˚
Výstupem celého testovacího procesu je zjišteˇní v kolika prˇípadech klasifikátor data za-
rˇadil do správné trˇídy a kolikrát selhal. Správneˇ pozitivní klasifikace je znacˇena jako TP
a obdobneˇ správneˇ negativní je znacˇena TN. Chybneˇ pozitivní klasifikace je oznacˇena FP
a chybneˇ negativní klasifikace je FN. Ukázka teˇchto klasifikací je na obrázku [23], kde ze-
lené obdélníky jsou TP klasifikace, a tedy správneˇ klasifikovali chodce. Oranžová šipka
ukazuje na místo, kde se vyskytuje chodec, ale toto místo nebylo správneˇ klasifikováno,
a proto klasifikace tohoto místa je oznacˇeno jako FN. Cˇervený obdélník je FP klasifikace,
který v cˇásti fotografie klasifikoval chodce, i když reálneˇ tam není. Tato FP klasifikace je
vykreslená, protože v blízkém okolí jsou takovéto chybné klasifikace, nebo také obdél-
níky, asponˇ dva, a tedy splnˇuje nastavenou hodnotu parametru minNeighbors u prˇíkazu
detectMultiScale, který je vysveˇtlený v prˇedchozí kapitole. Všechny ostatní cˇásti obrázku
jsou klasifikována jako TN, takovýchto cˇásti je obrovské množství, a pro naší práci expe-
rimentálního porovnání jsou tyto cˇásti nepotrˇebné. Z práveˇ zmíneˇných hodnot klasifikací
lze vypocˇítat charakteristiky, které dávají jasneˇjší prˇedstavu o chování modelu. Tyto pa-
rametry jsou blíže prˇedstaveny v následujících rˇádcích[16]:
Obrázek 23: Ukázka klasifikace.
Citlivost (angl. Sensitivity)
Citlivost, také známá jako správneˇ pozitivní míra, je meˇrˇítkem toho, jak dobrˇe je kla-
sifikátor schopný správneˇ prˇedpoveˇdeˇt skutecˇné pozitivní vzorky. Jeho formulace je:
Sensitivity =
TP
TP + FN
(4.2)
Prˇesnost (angl. Precision)
Prˇesnost, také známa jako pozitivneˇ prˇedpokládaná hodnota, což je míra správneˇ po-
zitivní hodnoty s ohledem na všechny prˇedpokládané pozitiva a F1-skóre. Formulace
prˇesnosti je:
Precision =
TP
TP + FP
(4.3)
F1-Score
F1-skóre, nebo také F-míra, je všeobecné opatrˇení prˇesnosti klasifikátoru, který kom-
binuje prˇesnost a citlivost. Formulace F1-Score je:
F1-Score = 2 · precision · sensitivity
precision + sensitivity
= 2 · TP
(2 · TP + FP + FN) (4.4)
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5 Experimety
Všechny experimenty, byly provádeˇny na sadeˇ testovacích datech, která obsahovala 60
snímku˚. Tyto snímky se liší ve velikosti okna i pocˇtem chodcu˚. Pro experimenty byly na-
trénované metody pro prˇíznakové rozpoznávání. Mezi teˇmito metody jsou renomované
prˇíznaky HOG, LBP a Haar. Dále pro porovnání byly použité metody, které byly natréno-
vané v rámci knihovny OpenCV. Mezi tyto metody patrˇí kaskády HOG (OpenCV_HOG)
a Haar (OpenCV_Haar), a metoda HOG s SVM klasifikací (OpenCV_HOG+SVM). U
teˇchto metod neznáme trénovací sadu pro natrénováni, nebo cˇas trénování. Doba tré-
nování metod pro náš experiment je znázorneˇna na obrázku [24]. Metody Haar a LBP
byly natrénovány na školním zarˇízeni s procesorem Xeon obsahující 16 fyzických jader.
Metoda HOG byla natrénována na osobním notebooku HP ProBook 4530s s proceso-
rem Intel(R) Core(TM) i5-2430M CPU 2.40GHz. Tato metoda byla na osobním notebooku,
oproti metodám trénovaných na výkonném zarˇízení, natrénována velmi rychle. V násle-
dující cˇásti jsou popsány experimenty, které byli rozdeˇleny na základeˇ použití vyhlazení.
Obrázek 24: Graf znázornˇující dobu trénování metod
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5.1 Použití prˇíznakových metod
Prvním experimentem pro detekci osob bylo použití prˇíznakových metod bez použití
vyhlazení. Získaná data jsou v tabulce [1] v prˇíloze [B]. Na základeˇ teˇchto dat byl vy-
tvorˇen graf, který je zobrazen níže na obrázku [25]. Z údaju˚ lze vyhodnotit, že metoda
OpenCV_HOG+SVM je znatelneˇ prˇesneˇjší než ostatní metody, a to s prˇesností 81,553%
F1-Skóre (Míra prˇesnosti). Naproti tomu metoda OpenCV_Haar s 58,768% je nejméneˇ
prˇesná. Detekcˇní metody, které byly natrénovány jsou srovnatelné. Tyto metody se liší
nepatrneˇ, i když se dá rˇíct, že metoda Haar je prˇesneˇjší. Metody z knihovny OpenCV jsou
od sebe velmi odlišné, a vu˚cˇi natrénovaným metodám jsou méneˇ prˇesné, s výjimkou nej-
prˇesneˇjší metody OpenCV_HOG+SVM. Ukázka, jednotlivých prˇíznakových metod pro
detekovaní objektu˚, je v prˇíloze [C.1] na obrázku [29].
Obrázek 25: Graf s charakteristikami pro porovnání metod.
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5.2 Použití prˇíznakových metod s Medián filtrem
Dalším experimentem bylo použití prˇíznakových metod s použitím vyhlazení. Prvním
vyhlazovacím filtrem byl použit Medián filtr. Z tabulky [2] v prˇíloze [B] byl vytvorˇen
graf [26]. Z tohoto grafu lze vyhodnotit, že u metod LBP a Haar je prˇesnost, oproti ex-
perimentu bez vyhlazení, nepatrneˇ zvýšená. Také u metod z knihovny OpenCV, a to
OpenCV_HOG a OpenCV_HOG+SVM, je prˇesnost nepatrneˇ zvýšená, ale OpenCV_Haar
metoda je nižší. Nejvýrazneˇjší zmeˇnu má natrénována metoda HOG, která je snížena
oproti experimentu bez vyhlazení na 30,058%. Prˇícˇina této extrémní sníženosti prˇesnosti
je zvýšen pocˇet chybneˇ pozitivních hodnot, které bylo zpu˚sobeno použitím vyhlazení. V
tomto prˇípadeˇ vyhlazení snížilo pocˇet hran, které klasifikátor následneˇ špatneˇ vyhodnotil
a vyskytly se chybneˇ pozitivní hodnoty tam kde nejsou. Ukázka, jednotlivých prˇíznako-
vých metod s použitím Medián filtru, je v prˇíloze [C.2] na obrázku [30].
Obrázek 26: Graf s charakteristikami pro porovnání metod s použitím Medián filtru.
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5.3 Použití prˇíznakových metod s Gaussián filtrem
Další použití vyhlazení a posledním experimentem bylo použití prˇíznakových metod s
použitím Gaussián filtru. Z tabulky [3] v prˇíloze [B] byl vytvorˇen graf [27]. Z tohoto grafu
lze vyhodnotit, že metoda HOG, která vu˚cˇi použití Medián filtru, je o neˇco prˇesneˇjší, ale
stále je prˇesnost extrémneˇ snížena, a to na 37,908%. Prˇesnost metod LBP, OpenCV_Haar
a OpenCV_HOG+SVM, v prˇípadeˇ srovnání s prvním experimentem bez vyhlazení, je
zvýšená. Metoda OpenCV_HOG+SVM s Gaussián filtrem je nejprˇesneˇjší ze všech expe-
rimentovaných metod. Zbývající metody Haar a OpenCV_HOG, mají prˇesnost nepatrneˇ
sníženou. Ukázka, jednotlivých prˇíznakových metod s použitím Gaussián filtru, je v prˇí-
loze [C.3] na obrázku [31].
Obrázek 27: Graf s charakteristikami pro porovnání metod s použitím Gaussián filtru.
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5.4 Cˇas detekce
Na základeˇ údaju˚ všech tabulek v prˇíloze [B] je zrˇejmé, že metody s využitím Medián
filtru jsou pomalejší. Metoda s nejpomalejší detekci je HOG s použití Medián filtru. Tato
metoda trvala 39,587 vterˇin. Nejrychlejší detekcˇní metoda je LBP s použitím Gaussián
filtru, která trvala 8,496 vterˇin. Tato metoda je nejrychlejší s použitím i bez použití jaké-
hokoliv filtru. Meˇrˇený cˇas detekce byl provádeˇn na celé testovací sadeˇ o 60 snímcích.
Obrázek 28: Graf s detekcˇními cˇasy.
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6 Záveˇr
Práce se zabývala detekci chodcu˚ v obrazech. Cílem práce bylo seznámit se s metodami
prˇíznakového rozpoznávání objektu˚ pomocí renomovaných prˇíznaku˚. Vybranými me-
todami byly histogramy orientovaných gradientu˚ s klasifikacˇním algoritmem Support
Vector Machine. Další metody byly Haarovy prˇíznaky a lokální binární vzory s algorit-
mem AdaBoost. S pomocí knihovny OpenCV tyto detektory meˇly být vytvorˇeny a meˇla
být oveˇrˇená funkcˇnost, prˇesnost a rychlost teˇchto detektoru˚.
V práci bylo úspeˇšneˇ dosaženo natrénování prˇíznakových metod z renomovaných
prˇíznaku˚ pomocí vytvorˇené trénovací sady. Tyto natrénované metody byly pro zajíma-
vost oveˇrˇený spolu s prˇedem natrénovanými metodami z knihovny OpenCV. V prostrˇedí
C++ byly tyto detektory implementovány. Metody, bez použití vyhlazení, dosahovaly
velmi prˇíznivých výsledku˚, kde tyto metody byly mnohem prˇesneˇjší a mnohem rychlejší
prˇi detekci, než kaskády metod z knihovny OpenCV. Metoda HOG s klasifikací SVM z
této knihovny, ale byla nejprˇesneˇjší. Metoda Haar byla z natrénovaných metod nejprˇes-
neˇjší a to s prˇesností prˇesahující 79%, ale cˇas detekce byl skoro dvojnásobný než metoda
LBP, která dosahovala velmi dobrou prˇesnost skoro 74%. Také metoda HOG dosahovala
slušných výsledku˚ 69%. Ale tato metoda s použitím obou vyhlazovacích filtru˚ rapidneˇ
klesla pravdeˇpodobneˇ z du˚vodu˚, že použitím vyhlazení zaniklo mnoho hran a tréno-
vací data nebyly prˇed procesem trénování vyhlazeny. Klasifikátor tedy vyhodnotil prˇí-
liš mnoho chybneˇ pozitivních klasifikací. Použitím Medián filtru rychlost detekce velmi
klesla, ale prˇesnost LBP a Haar metod se zvýšila. Gaussián filtr s teˇmito metody vykazuje
nepatrneˇ zanedbatelné zmeˇny v prˇesnosti a mírné zrychlení detekce.
V porovnání všech trénovaných metod se dá rˇíct, že metoda LBP s použitím Gaus-
sián filtru je v pomeˇru prˇesnosti a rychlosti detekce nejlepší, vcˇetneˇ toho, že cˇas tréno-
vání metody je skoro cˇtyrˇikrát kratší. Acˇkoli doba trénování metody HOG s klasifikací
SVM je nesmírneˇ krátká, tak doba detekce a prˇesnost jsou velmi neprˇíznivé. Tato práce
lze do budoucna zdokonalit naprˇíklad rozšírˇením trénovací sady, prˇidáním jiných typu˚
prˇíznaku˚ pro trénování detektoru, nebo vyhlazovacích filtru˚.
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A Obsah CD
Soucˇástí prˇiloženého CD je:
• Elektronická verze této práce ve formátu PDF.
• Zdrojové kódy aplikace pro trénování metody HOG+SVM.
• Zdrojové kódy aplikace pro detekci osob.
• Natrénované klasifikátory.
• Sada trénovacích obrázku˚.
• Sada testovacích obrázku˚.
• Testovací obrázky po aplikovaní detekcˇních metod.
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B Tabulky
Metody TP FP FN Prˇesnost
(%)
Citlivost
(%)
F1-Skóre
(%)
Cˇas de-
tekce (s)
LBP 85 26 34 76,577 71,429 73,913 8,897
Haar 93 23 26 80,172 78,151 79,149 15,611
HOG 87 45 32 65,909 73,109 69,323 24,178
OpenCV Haar 62 30 57 67,391 52,101 58,768 17,51
OpenCV HOG 90 93 29 49,18 75,63 59,603 12,947
OpenCV HOG+SVM 84 3 35 96,552 70,588 81,553 22,394
Tabulka 1: Tabulka metod a jejich charakteristik
Metody TP FP FN Prˇesnost
(%)
Citlivost
(%)
F1-Skóre
(%)
Cˇas de-
tekce (s)
LBP 83 22 36 79,048 69,748 74,107 11,182
Haar 95 19 24 83,333 79,832 81,545 19,499
HOG 78 322 41 19,5 65,546 30,058 39,587
OpenCV Haar 57 22 62 72,152 47,899 57,576 22,501
OpenCV HOG 90 90 29 50 75,63 60,201 19,075
OpenCV HOG+SVM 83 1 36 98,81 69,748 81,773 25,13
Tabulka 2: Tabulka metod a jejich charakteristik s použitím Medián filtru
Metody TP FP FN Prˇesnost
(%)
Citlivost
(%)
F1-Skóre
(%)
Cˇas de-
tekce (s)
LBP 86 26 33 76,786 72,269 74,459 8,496
Haar 92 22 27 80,702 77,311 78,97 11,822
HOG 87 253 32 25,588 73,109 37,908 26,465
OpenCV Haar 57 24 62 70,37 47,899 57 17,029
OpenCV HOG 97 109 22 47,087 81,513 59,692 22,279
OpenCV HOG+SVM 92 3 27 96,842 77,311 85,981 21,529
Tabulka 3: Tabulka metod a jejich charakteristik s použitím Gaussián filtru
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C Ukázka detekovaných objektu˚
(a) LBP
(b) Haar
(c) HOG
(d) OpenCV_Haar
(e) OpenCV_HOG
(f) OpenCV_HOG+SVM
C.1 Porovnání prˇíznakových metod
Obrázek 29: Ukázka porovnání metod.
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C.2 Porovnání prˇíznakových metod s použitím Medián filtru
Obrázek 30: Ukázka porovnání metod s použitím Medián filtru.
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C.3 Porovnání prˇíznakových metod s použitím Gaussián filtru
Obrázek 31: Ukázka porovnání metod s použitím Gaussián filtru.
