Abstract. The principles of self-organizing the neural networks of optimal complexity is considered under the unrepresentative learning set. The method of self-organizing the multi-layered neural networks is offered and used to train the logical neural networks which were applied to the medical diagnostics.
Introduction
The well-known principles of self-organization are used to synthesize the neural networks on the unrepresentative learning sets and eliminate a priori uncertainty into their structures [1] . The self-organization can be realized under next conditions: firstly, if the various structures of the neural network can be generated and, secondly, if the best of them can be selected by a criterion of their efficiency. The variety or the number of the training neural network states must be adequate in accordance with the general principle of W. Ashby [2] . The complexity of the learned neural network will be optimal if its variety will be adequate under the minimal number of its nodes and their synaptic connections.
For known F. Rosenblatt's perceptron consisting of the input (sensor), associative and adjustable layers of the nodes, the complexity is not optimal because of the synaptic links between the its layers are randomly, redundantly defined. It is stated that the supplement of the new layers into its structure improves its recognition capability [3] .
The redundancy of the neural network structure can be reduced by the random search methods in which are selected such ones that can decrease the value of a lost function. Within these methods, the search of the desired structure consisting of one associative layer with a priori defined number of the neurons is completed when the defined number of the unsuccessful attempts aimed to decrease the value of lost function is achieved [4] [5] [6] . These limitations that without introduced cause to that desired neural network structure can be conditionally optimal.
Within the heuristic self-organization methods, the neural network structure is evolutionary one. The complexity of the neural network is incrementally increased with each new layer until the value of the lost function is decreased. In each layer, a variety of the neural network candidate-structures is generated, and the defined number of the best of them is selected. By using the principle of exterior addition in the selection criteria, the lost function has a minimum that points to the desired neural network function [7] [8] [9] . However, the complexity of the synthesized neural network can not be optimal because the results of the heuristic self-organization depend on the defined configure of the selection criterion and the freedom of the candidate-structures selection [5, 10] . Below, we analyze the possibility for self-organizing the multi-layered neural network of the optimal complexity with the suggested approach [11] [12] [13] .
Criteria of Efficiency
The behavior of the neural network that has the m input variables x 1 , ..., x m and one output y a function f(x 1 , ..., x m ) describes. The self-organization of the neural network is made on the unrepresentative learning set composed of the small number n of the independent instances classified as y 0 i ∈ {0, 1}, i = 1, ..., n, that belong to the k= 2 classes of the distinguished states or the objects. Note that in the case k> 2, a sequence of the dichotomy classifications may be used.
Within the heuristic self-organization, the desired neural network is described as the F. Rosenblatt scheme that consists of the sensor and associative layers. The synthesis of the associative layers is made with reference function g(u 1 , ..., u p ) of the p arguments u 1 , ..., u p , typically p= 2. The reference function g() can belong to the arbitrary class of the function (e.g., the Golmogorov-Gabor polynomials, the logical functions).
In each layer r, all the variants of the neural network candidate-structures f i whose value is called as z i are generated
(1)
One of the possible algorithms of self-organization is the case
where F is the freedom of the selecting the candidate-structures for which the criterion CR value in the layer r is minimal. The number of the combination by 2 from m variables in first layer is L 1 = C m 2 , in second and next ones is L 1 = mF. Typically, the number F ranges from 0.4L 1 to L 1 .
The configure of the criterion CR supposes that the learning set to be separated into the several non-conjunctive subset A, B, ..., which are used for self-organizing the neural network. Typically, these subsets have the same length and their number equals two. Within the known approach, the heuristic is realized which supposes that the true function f* according to the desire neural network do not depend on the subset A or B that has been chose to synthesize one [8, 9] .
For evaluating the efficiency of the neural network candidate-structure f i (W/I) synthesized on the subset I= A, B, the instances of whole set W= A +B are used. This heuristic may be formalized as the criteria of unbias b u and regularity ∆
where Y 0 = (y 0 1 , ..., y 0 n ) is vector of instruction. These criteria are called exterior, since for evaluating the function f i efficiency, the exterior instances from the subset J≠ I= A, B are used. By using the similar configure of the criteria, the principle of S. Beer's exterior addition is realized that allowed to eliminate the contradictories the Godel's theorem about incompleteness of the axiomatic systems does condition [7] .
The unbias and regularity values depend on the undetermined component caused due to measurement errors of the input variables as well as the influence of the uncontrolled variables. Because, to increase the robustness of the desired neural network, a convolution CR of criteria (3) and (4) are computed
where α, β ≥ 0 are the coefficients the user defined without.
As we can see, the minimum of this criterion corresponds to the best, desired neural network in the layer r. While number r of the layers is increased, the complexity of the neural network candidate-structures is also done, and the value criterion CR r comes through a minimum pointed to the desired neural network f*. However, due to the above-mentioned undetermined component, the minimum of this criterion can be local. For eliminating the possible bias of the desired neural network structure, the positive variable δ was introduced in the stopping rule 
If this condition is carried out in layer r*, the algorithm of self-organization is completed, and the neural network whose value of the criterion equals to CR r-1 min is assigned as desirable. Note that the several of neural network structure can have the minimal value of the criterion. Within the known method, for final choosing one of the structures, it is used a subsidiary criterion, the new instances, etc. Since the resulted neural network is found under the minimal number of layers r*, the structure of the features is also minimal.
As we can see, for self-organizing the neural network of optimal complexity, the influence of the settings the user without defines has to be excluded. The results of selforganization depend on the settings and variants because of the next reasons.
(1) The user arbitrarily chooses one of the several variants of dividing the learning set into subsets A and B.
(2) The number F of best candidate-structures can not always be maximal due to the large computational expenses, because it has to be chose less. Below an algorithm suggested to decide the stated task is discussed [10] [11] [12] [13] .
Criteria of Self-Organization
For self-organizing the neural network of optimal complexity, we suggest the exterior criteria whose above-mentioned drawbacks were eliminated. These criteria are realized with computing the value µ of an empirical function introduced to evaluate the neural network accuracy loss that occurs on the whole learning set. Statement 1. Let the values µ i , µ j and µ k of the loss are known correspondingly to the neural networks f i r , fj r-1 and the feature x k which are used to decide the task of dichotomy classification. Note that function f j 0 = x j , j≠ k= 1, ..., m. Then for selecting the best neural networks generated in the layer r, sufficiently the next condition to compute
This condition is carried out when the structural modifications the reference function g(fj r-1 , x k ) brings into neural network of the layer r are new ones which do not yet belong to the previous neural network fj r-1 . By the definition, these modifications are able to form the exterior addition to the neural network fj r-1 the feature x k brings. Indeed, if the structural modification is no new, that is, the similar modification has been brought into neural network fj r-1 , the condition (7) is not carried out. Consequently, for selecting the best neural networks, this condition is sufficient one.
The number r of the layers is increased until the value µ i is decreased and while all the combinations that potentially possess the property of the exterior addition will not be depleted. Therefore, with condition (6), the next rule of stopping can be formulated. Statement 2. Let L r be the number of the neural networks in layer r the condition (7) is carried out. Then the algorithm of self-organization can be completed in layer r* if one of two next conditions is carried out
Obviously, that if second condition to be, i.e. L r+ 1 = 0, then value µ i r > 0. In this case, the structure of input variables has to be expanded. If the expanding is not possible or does not bring the results, the learning set must be modified.
When the first condition is carried out, then number L r may be more than 1. In this case, the neural networks f 1 *, ..., f L * that have the same efficiency compose the collective. Note that the number L r of neural networks into this collective is proportioned to the complexity of the decided task [4, 5] . One of the reasons for appearing collective is the learning set has represented the strongly restricted field of the input variable values.
We can modify the algorithm (2) for generating the neural network candidatestructures in according to the rule (8) , if the number F will be equaled to L r-1 .
When L r > 0, the possibility for evaluating the coherence of the collective decision is appeared. For evaluating the coherence, we can introduce the coefficient χ χ= l 1 /L,
where l 1 is the number of the neural network voted for the taken decision; L is total number of the neurons in layer r.
Obviously, than the value χ is close to 1, than the power of coherence is more. The value χ is maximal on the learning instances, and it is less on another input values.
When the coefficient χ is less than a value χ 0 the user has without defined, the decision is non-plausible. Typically, the value χ 0 is defined more than 0.8. Analyzing the ration of values χ and χ 0 , the efficiency of learning can be evaluated. In case when χ< χ 0 , either the structure of input variables or the learning set has to be reconstructed.
Synthesized neural network can be clearly represented as the training Steinbuch's matrix [14] . Figure 1 shows an example of the logical neural network using the reference function of two Boolean variables. With the rule (9), only two connections have to be placed on the horizontal lines of the first layer. When the horizontal lines are below intersected with vertical ones, the next layers are formed. Starting at second layer, the rule (9) allows only one connection in the points of intersections. Additionally, the horizontal lines can be split as for second one on Figure 1 . Finally, the horizontal lines of second layer do form the variables y 1 , ..., y 9 which are outputs of the collective consisting of the 9 equal efficiency neural networks.
As we can see, the results of self-organization are the connections between the horizontal and vertical lines as well as the number i of the reference functions g i (u 1 , u 2 ). Table 1 represents the logical reference functions used to describe the trained neural network.
Variables
Function values  u1  u2  g0  g1  g2  g3 g4  g5  0  0  0  0  0  1  1  1  0  1  0  1  1  0  1  1  1  0  0  0  1  1  0  1  1  1  1  0  1  1  1  0  Table 1 : Truth tables for used functions g0, ..., g5 of two variables.
Thus, the trained neural networks can be concisely represented in easily interpreted form.
Conclusion
We developed the method of self-organization, which is able to synthesize the multilayered neural networks of optimal complexity on the unrepresentative learning set. The results of self-organization are not depend on the settings the user defined without. The final decision is taken with value of the coefficient that was introduced to evaluate the coherence of the collective consisted of the neural networks, which have the same efficiency. In particular case, the neural network can be logical one. The developed method was successfully applied to medical diagnostics. In general, the suggested method can use to decide the wide class tasks of the knowledge extraction, making decisions, etc.
