Abstract. Let G = (N,A) be an undirected graph with n nodes and m arcs, a designated source node s and a sink node t. This paper addresses sensitivity analysis questions concerning the shortest s-t path (SP) problem in G and the maximum capacity s-t path (MCP) problem in G. Suppose that P* is a shortest s-t path in G with respect to a nonnegative distance vector c. For each arc e ∈ A, the lower SP tolerance of an arc e is the minimum non-negative value that the length of arc e can take (with all other lengths staying fixed) so that P* remains an optimal path. Similarly, the upper SP tolerance of an arc e is the maximum value that the length of arc e can take so that P* remains an optimal path. We show that the problem of finding all upper and lower tolerances of arcs in A can be solved in O(min(n 2 , m log n)) time. Moreover, the problem of finding all tolerances is computationally equivalent to the "Minimum Cost Interval Problem" which we describe as follows. Let Q* be the maximum capacity s-t path in G with respect to capacity vector u. For each arc e ∈ A, the lower MCP (resp., upper) tolerance of the arc e is the minimum (resp., maximum) value that the capacity that arc e can take so that Q* remains a maximum capacity path. We show that the problem of finding all upper and lower tolerances of arcs in A can be solved in O(min(n 2 , m log n)) time. Moreover, the problem of finding all tolerances nearly reduces to the "Minimum Cost Interval Problem."
Introduction.
Let G = (N,A) be an undirected graph with n nodes and m arcs. Suppose that there is a designated source node s and sink node t. This paper addresses sensitivity analysis questions concerning the shortest s-t path (SP) problem in G and the maximum capacity s-t path (MCP) problem in G. Suppose that P* is a shortest s-t path in G with respect to a non-negative distance vector c. For each arc A e ∈ , the lower SP tolerance of arc e is the minimum non-negative value that the length of arc e can take (with all other lengths staying fixed) so that P* remains an optimal path. Similarly, the upper SP tolerance of arc e is the maximum value that the length of arc e can take so that P* remains an optimal path. We show that the problem of finding all upper and lower tolerances of arcs in A can be solved in O(min(n 2 , m log n)) time. Moreover, the problem of finding all tolerances is computationally equivalent to the "Minimum Cost Interval problem" which we describe as follows. A distinction must be made between the SA problem and the reoptimization problem. The input to the latter consists of the optimal solution as well as a fixed (i.e., a priori) perturbation to one or more arc costs, and the output is the new optimal solution. With the SP and MCP problems, it is a conceptually simple matter to solve the SA problem by solving several reoptimization problems. This naive approach is usually rather inefficient. We will refer to any SA procedure that is superior, in terms of worst-case computational complexity, to finding all tolerances through repeated reoptimization as being an efficient SA procedure. Efficient SA algorithms for the SP and MCP problems have, to our knowledge, not appeared in the literature so far. However, sensitivity analysis for the basis trees in the LP formulations of the shortest path and minimumcost flow problems has been considered, initially by Shier and Witzgall (1980) . This corresponds to SA of the shortest path tree (SPT) rooted at s, which is of course not the same as SA of a single s-t path. Examples of subsequent research in the same direction include an O(mα (m,n)) algorithm for sensitivity analysis of the SPT by Tarjan (1984) and an O(m) algorithm for sensitivity analysis of minimum spanning trees and shortest path trees in planar graphs by Booth and Westbrook (1994) . We refer the reader to Greenberg (1998) for a comprehensive bibliography of SA in combinatorial optimization.
We further consider the sensitivity analysis problem for the maximum capacity path problem. Let Q* be the maximum capacity s-t path in G with respect to capacity vector u. (The capacity of a path is the minimum capacity of an arc on the path.) For each arc A e ∈ , the lower MCP (resp., upper) tolerance of the arc e is the minimum (resp., maximum) value of the capacity that arc e can take so that Q* remains a maximum capacity path. We show that the problem of finding all upper and lower tolerances of arcs in A can be solved in O(min(n 2 , m log n)) time. Moreover, here again the problem of finding all tolerances is nearly computationally equivalent to the "Minimum Cost Interval problem." This paper is based primarily on the unpublished work of Ramaswamy (1994) . In Sections 2, 3, and 4, we consider sensitivity analysis for the shortest path problem. In Section 5, we address the Minimum Cost Interval problem; we show its equivalence to the sensitivity analysis problem for SP and evaluate its computational complexity. In Sections 6 and 7, we consider the maximum capacity path problem. We offer a summary and conclusions in Section 8.
The Shortest Path Problem.
Let c be the vector of arc lengths for the shortest path problem. For We let P* denote a shortest path from node s to node t.
For each arc
A e ∈ , we define the lower tolerance α e to be the least non-negative value that the cost of arc e can take so that P* remains a shortest s-t path. In terms of our notation, 
, it follows that P* is a shortest s-t path in G′ . However, for all Proof. The fact that ∞ = e β follows from the fact that P* remains a shortest s-t path if costs in arcs not on P* are increased, and arc costs on P* remain the same. We now consider e α .
Let P′ be a shortest s-t path in By Theorem 1, the lower tolerance of an arc * P e ∈ is 0, and the upper tolerance can be calculated by solving a single shortest path problem. By Theorem 2, the upper tolerance of an arc * P e ∉ is infinity, and the lower tolerance can be calculated by solving a single shortest path problem. Thus, we could find all of the arc tolerances by solving at most m shortest path problems. This would be the reoptimization approach.
In fact, we can find all arc tolerances in O(m log n) time, which is nearly a factor of m faster than solving m shortest path problems. We address this speed-up in Section 3 of this paper.
Speedups in the calculation of lower tolerances
For an arc e not on P*, the lower tolerance of arc e can be determined from the value ,0 ( , ) .)
The proof of Theorem 3 will rely on two lemmas. 
But ij P is a shortest path from s to t in ,0 e G containing arc (i,j) with i preceding j It follows that
completing the proof of the lemma. (The proof of the second part is exactly similar.)
Having already observed that the shortest path in for all nodes j. This requires only two shortest path computations on undirected networks. This can be accomplished in O(m) time using the algorithm by Thorup (1997) .
Upper tolerances and the Minimum Cost Interval Problem
Let K be the number of arcs in P*. Recall that the problem of computing upper tolerances is nontrivial only for arcs of P*. In this section, we show that the problem of computing these upper tolerances is computationally equivalent to solving the Minimum Cost Interval Problem in which the instance has m-K intervals defined over the integers {1, ..., K}.
In the following Theorem, we need some additional assumptions on the cost vector.
Assumptions. For each node j on the path P*, there is a unique shortest path from node s to j in G, and a unique shortest path from j to t in G. These paths are, respectively, the s-j segment of P* and the j-t segment of P*. We also assume that all arc costs are strictly positive.
We note that these assumptions are without loss of generality. We can satisfy these assumptions by perturbing the cost vector by adding n / ε to all arcs in P* and adding ε to all arcs in G/P* for some sufficiently small positive ε . We note that any shortest path from i to j in G with respect to the perturbed costs is also a shortest path with respect to the original costs. Thus, solving the tolerance problem with respect to the perturbed costs will also solve the tolerance problem with respect to the original costs.
As in the proof of Theorem 3, we let ) , ( j i W be the walk obtained by concatenating the shortest path ) , ( i s P in G from node s to node i, arc e, and the shortest path ) , ( t j P from node j to node t.
Theorem 4.
Suppose that all arc costs of G are strictly positive. Let e be an arc of P*, and suppose that there is some path from s to t in G/e. Then,
Proof. The proof of Theorem 4 will rely on the following Lemma.
for some node j, and that e c > 0. Then j is not on any shortest s-t path in G/e.
Proof of Lemma. We observe that
, and
. Let A′ be the set of arcs that belong either to the path ) , ( j s P or to ) , ( t j P but not both. By assumption, A e ′ ∉ . Then subgraph A′ has one arc incident to s, one arc incident to t, and an even number of arcs incident to all other nodes. It follows there is some s-t path P′ whose arcs are all in A′ . Moreover, 
. Let i denote the last node on e P that is also in S, and let j be the subsequent node on e P . We know that node i exists because e P is an s-t path, S s ∈ , and S t ∉ . By assumption, S i ∈ and S j ∉ . By Lemma 3, and the fact that j is on a shortest s-t path in G/e, T j ∈ . Path e P is a concatenation of a path from s to i, arc (i,j), and a path from j to t. Therefore,
is a walk from s to t that does not include arc e. The length of ) ,
is a walk from s to t, it also includes a path P' from s to t. If 
, then there is no interval corresponding to arc (i,j).
is the minimum cost of an interval that covers k. 
, completing the proof. ♦ Let t TOL (n,m) denote the time to find the upper and lower tolerances for a shortest path problem on an undirected graph with n nodes and m arcs. Let t BI (n,m) denote the time to solve the Minimum Cost Interval problem over m intervals with endpoints in {1, ..., n}. By the result of Thorup (1997) , the time to solve the shortest path problem on an undirected graph with n nodes and m arcs is O(m).
Theorem 5. Suppose that m ≥ n. Then t TOL (n,m) = O(t BI (n,m)), and t BI (n,m) = O(t TOL (n,m)).
Proof. Theorems 2 and 3 show that computing the tolerances of arcs not on P* requires the computation of two shortest path problems, and this takes O(m) time. 
We create a tolerance problem as follows. We create a graph G = (N,A), with n + 1 nodes, where the source node is node 1, and the sink node is node n+1. Let P be a path 1, 2, ..., n+1, and suppose that each arc of the path has a cost of 0. Let i e denote the arc (i, i+1).
we call it a zero length interval. We do not create arcs in G corresponding to zerolength intervals.)
Let j β denote the upper tolerance of j e in G. We now claim that the cost of a minimum cost interval covering j is min { j β , j z }. The cost of a minimum cost interval covering j is
, and so
. So, j is contained in a nonzero
By Theorem 4, the cost of a minimum cost nonzero length interval covering j is the upper tolerance of e j in G. This establishes that t BI (n,m) = O(t TOL (n+1,m+n)). However, since the tolerance problem can be solved in polynomial time and since n ≤ m, it follows t TOL (n+1, m+n) = O(t TOL (n, m)), and accordingly t BI (n,m) = O(t TOL (n, m)). ♦
Solving the Minimum Cost Interval Problem.
We provide two algorithms in this section for the Minimum Cost Interval Problem. The first is a straightforward dynamic programming algorithm that runs in O(n 2 ) time. The second is a straightforward greedy algorithm that relies on sorting the interval costs and on a union find algorithm. It runs in time O(m log n) time.
For the dynamic programming algorithm, we let ij c be the cost of interval [i,j] . We can let ij c = ∞ if no such interval exists. If multiple intervals exist with the same endpoints but differing costs, we let ij c denote the cost of the smallest such interval.
Thus f(i,j) is the minimum cost of an interval whose right end point is j and whose left endpoint is at most i. Using this notation, the minimum cost of an interval containing } :
In other words, once f(i,j) is calculated for all i and j, it takes an additional O(n 2 ) steps to compute the minimum cost of an interval containing j for all j. is a minimum cost interval covering j, then the first i-1 intervals do not cover j. When the ith iteration of the do-loop is run, at that point Covered(j) will be set to true, and Best(j) will be set to ] , [
The running time for the do loop is O(nm) if implemented naively. However, one can implement it efficiently using a union-find algorithm (see, e.g., (Cormen et. al., 1990 ) for a discussion of union-find algorithms and (Tarjan, 1984) for an advanced implementation). We say that i and i+1 are connected if element i+1 is covered, and we maintain subsets of elements that are connected. At the beginning of the algorithm, we have n sets, and the ith set is {i}. We keep track of these connected subsets using a union-find algorithm. Moreover, for each connected subset we keep track of the lowest index element in the subset. For example, if 3 and 7 are not covered, and if 4, 5, and 6 are covered, then Least(3) = Least(4) = Least(5) = Least(6) = 3, and Least(7) = 7.
Let S(i) denote the set containing element i;
A union-find algorithm supports the following operations. Union(i,j) : this replaces the sets S(i) and S(j) by the single set )
Typically, a union-find algorithm is implemented in a slightly different manner, but we may without loss of generality assume that the algorithm keeps track of Least(i). Notice that Least(i) is the maximal uncovered element that is less than or equal to i. For the sake of boundary conditions in the algorithm, we also create an element 0 that does not ever get covered. Each time the algorithm calls the do-loop, it covers one more element, and it also performs a union find. So, the time for the do loop is the time to perform at most n union-finds. Proof. The dynamic program takes O(n 2 ) time. The greedy algorithm relies on sorting the arc costs and then performing at most n unions. The running time for the sorting is m log n, which dominates the time taken for the union-find algorithm. ♦
The Maximum Capacity Path Problem.
In this section, we address sensitivity analysis questions for the maximum capacity path problem on an undirected graph. Our definitions and solution procedure closely parallel our definitions and solution procedure given in Sections 2 to 5. We have tried to highlight this similarity by using similar terminology and notation where possible.
Let G = (N, A) be an undirected graph as in the previous sections. In this section, we assume that each arc A e ∈ has a non-negative capacity e u . The capacity of an s-t path P is e P e u ∈ min , which we denote as ) ( min P u . The maximum capacity s-t path problem is to determine an s-t path whose capacity is maximum. With the MCP, the presence of negative capacity arcs can be worked around by merely adding a sufficiently large positive quantity to all arc capacities so as to make them nonnegative. Thus the theory also extends to negative capacities as well, but for convenience we will assume here that capacities are non-negative.
The MCP problem arises in several domains. For example, one method for implementing the augmenting path algorithm for the maximum flow problem is to send flow along a path with maximum capacity. This was first analyzed by (Edmonds and Karp, 1972) . Additional details can be found in (Ahuja et. al., 1993) . The maximum augmenting path problem is mathematically equivalent to the bottleneck shortest path problem. An example of the bottleneck shortest path problem is the problem of finding a path from s to t such that the minimum reliability of an arc is maximized.
We will be interested in how the maximum capacity s-t path changes as we change the capacities of exactly one arc. To this end, for every arc A e ∈ , we let G indicated that the cost of e was set to k, and in this section it indicates that the capacity of e is set to k.
We let P* denote a maximum capacity path from s to t.
For each arc
A e ∈ we define the capacity lower tolerance e λ to be the least non-negative value that the capacity of arc e can take so that P* remains a maximum capacity s-t path. In terms of our notation, e λ = min{ k : k ≥ 0 and P* is a maximum capacity s-t path in
It will be evident shortly that if P* is optimal in
. This allows us to write e λ = min{ k : k ≥ 0 and P* is a maximum capacity s-t path in , e k G }.
Similarly, for each arc
A e ∈ , we define the capacity upper tolerance e γ to be the maximum value that the capacity of arc e can take so that P* remains a maximum capacity s-t path. In terms of our notation, The main contribution of this section and of Section 7 of this paper is as follows. One can compute all upper tolerances in O(m) time. The time to compute lower tolerances of arcs in P* reduces to the time to solve the Minimum Cost Interval Problem plus the time required to find a minimum cost spanning tree.
For each arc
A e ∈ , for each value 0 ≥ k , and for each pair of nodes i and j, we let ,
e k b i j denote the maximum capacity of a path from node i to node j in , e k G . We also let, b(i, j) denote the maximum capacity length of a path from node i to node j in G. (The notation b was selected since the maximum capacity of a path is the capacity of its "bottleneck" arc.)
Our next results rely on some elementary results connecting the maximum augmenting path in undirected graphs to minimum (or maximum) cost spanning trees. To this end, let T* denote the spanning tree that maximizes the sum of the capacities in the tree. The tree T* can be calculated via a randomized algorithm in linear time as per the technique of (Karger et. al., , 1995) . The best deterministic algorithm for computing the minimum cost spanning tree is due to (Gabow et.al., 1984) , and the running time is
The following lemma is easily established, and is well known.
Lemma 5. Let T* denote the maximum capacity spanning tree of G = (N,A). For any pair of nodes u and v, the path in T* from u to v is a maximum capacity path from u to v in G. ♦
Theorem 7.
Suppose that e is a bottleneck arc of P*. Let T* be the maximum spanning tree in G, and let P′ be the path from s to t in T*. Let k* be the second smallest capacity of an arc of P*, and let k′ be the second smallest capacity of an arc of P′ . If e ∈ P′ and k* < k′ , then the upper tolerance of e is k*.
, then the upper tolerance of e is infinity.
Proof. Suppose first that k* < k′ . If P e ′ ∈ , then if we increase e u to a number greater than k*, it will follow that P′ is a greater capacity path that P*. We conclude that
, if there were any path P ′ ′ in t e G , with capacity strictly greater than that of P*, then P ′ ′ would have a greater capacity in G than P*, contrary to assumption. We conclude that if k* < k′ , then e γ = k*.
We now consider the case that
, and we will show that this implies that k* < k′ and P e ′ ∈ , thus reducing to the first case considered. Let P ′ ′ be a path in t e G , such that P ′ ′ has a higher capacity than does P* for some value of e u t ≥ . If P ′ ′ does not contain e, then P ′ ′ is a higher capacity path than P* in G, contrary to assumption. So
, then P* and P ′ ′ must have the same capacity t, so we assume that t > k*. Thus the capacity of P* in t e G , is k*, and by assumption, the capacity of P ′ ′ in t e G , is k ′ ′ > k*. Suppose that e = (i, j) and that i precedes j on the path P ′ ′ from s to t. Let P 1 denote the subpath of P ′ ′ from s to i and let P 2 denote the subpath of P ′ ′ from j to t. Then the capacity of P 1 is at least k ′ ′ , and so by Lemma 6 there is a path P(s,i)
from s to i in T* with capacity at least k ′ ′ . Similarly, by Lemma 5, there is a path P(j,t) from j to t in T* with capacity at least k ′ ′ . Concatenating P(s, i), e, and P(j, t) yields a path in T* from s to t such that the second highest capacity arc in the path is . If the capacity of e is increased any further, then the capacity of P′ will exceed *) ( min P u , and so P* will not be a maximum capacity path. We conclude in this case that *) ( min P u e = γ . ♦ 7. 7. 7. 7. Speedups in the calculation of tolerances for the maximum capacity path problem.
In this section, we show how to calculate tolerances quickly. We first address the calculation of e γ for arcs e not on P*. To this end, we let S = {i : b(s,i) > *) ( min P u }, and we let T = {j :
One can determine S and T in O(m) time by letting A′ be the set of all arcs with capacity strictly greater than *) ( min P u , and let
. Then S consists of all nodes in N reachable from s in G′ , and T consists of all nodes in N reachable from t in G′ . We note that there is no path from s to t in G′ , and so φ = ∩T S . . Suppose without loss of generality that i precedes j on the path P′ . Then i ∈S and j ∈ T, and the Lemma is correct.
Suppose instead that i ∈S and j ∈ T . Let G′ be defined as above. Then there is a path P 1 from s to i in G′ , and there is also a path P 2 from j to t in G′ . Let P′ be the path obtained from concatenating P 1 , e, and P 2 . Let P (u,v) denote the path in T* from u to v. For each arc (i,j), let ) , ( j i W ′ be the walk obtained by concatenating P(s,i), (i,j), and P(j,t) .
is a maximum capacity walk from s to t that includes arc (i, j).
is a walk from s to t including arc (i,j). Its capacity is
Let P′ be any other path from s to t that includes arc (i, j). Then P′ includes a subpath from s to i, it contains arc (i, j), and it also contains a subpath from j to t. Accordingly, ) 
completing the proof. ♦
We now use Theorem 10 to transform the problem of computing tolerances for arcs in P* to the Maximum Cost Interval Problem. This is equivalent to the minimum cost interval problem except that we want to determine the maximum cost interval containing i for each i = 1 to n.
We assume that the arcs of A are ordered so that P* consists of the arcs Proof. Essentially the same as the proof of Lemma 4.
We let t TOLCAP (n,m) denote the time to find tolerances for the maximum capacity path problem. Let t MST (n,m) be the time to solve a spanning tree problem on n nodes and m arcs.
Theorem 11. Suppose that m ≥ n. Then t TOLCAP (n,m) = O(t BI (n,m) + t MST (n,m)). Moreover, t BI (n,m) = O(t TOLCAP (n,m)).
Proof. The proof that t TOLCAP (n,m) = O(t BI (n,m) + t MST (n,m)) relies on the fact that one can compute tolerances by solving a maximum cost interval problem and by finding a maximum cost spanning tree. The other details are the same as in the proof of Theorem 5. .) We create a tolerance problem for the maximum augmenting path problem as follows. We create a graph G = (N,A), with n + 1 nodes, where the source node is node 1, and the sink node is node n+1. Let P* be a path 1, 2, ..., n+1, and suppose that each arc of the path has a capacity of M for some large value of M. Let i e denote the arc (i, i+1). 
Summary and conclusion
In this paper we have considered sensitivity analysis questions for the shortest s-t path (SP) and maximum capacity s-t path (MCP) problems and presented algorithms for answering these questions that are far superior to successive reoptimization. Table 1 summarizes our contribution.
To the best of our knowledge, Ramaswamy (1994) , and this paper are the first to address sensitivity analysis questions for the SP and MCP problems in which the shortest s-t path is fixed, but not the shortest path from s to other nodes.
<<Table 1 about here>>
Some open questions include the following.
(1) What is the computational complexity for the sensitivity analysis questions addressed in this paper if one permits negative cost arcs in the SP, but no negative cost cycle? (2), What is the computational complexity for the sensitivity analysis questions addressed in this paper if considers directed rather than undirected graphs? and (3) Are there superior algorithms for solving the minimum cost interval problem? 
