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Résumé
On démontre que le système de Navier–Stokes axisymétrique admet une unique solution globale lorsque
la donnée initiale v0 ∈ H
1
2 (R3), et la force extérieure f ∈ L2loc(R+; Hλ(R3)) avec λ > 14 . Ce résultat
améliore un travail de S. Leonardi, J. Málek, J. Necaˇs et M. Pokorný [S. Leonardi, J. Málek, J. Necaˇs,
M. Pokorný, On axially symmetric flows in R3, Zeitschrift für analysis und ihre anwendungen, J. Anal.
Appl. 18 (3) (1999) 639–649] où la régularité H 2(R3) (resp. L2loc(R+;H 1(R3))) était exigée pour la don-
née initiale (resp. pour la force). Dans la seconde partie de cet article, on montre l’existence globale et
l’unicité pour le même système lorsque v0 ∈ W2,p(R3) et f ∈ L1loc(R+;W2,p(R3)) pour 1 < p < 2. Ceci
permet d’étendre le résultat de [S. Leonardi, J. Málek, J. Necaˇs, M. Pokorný, On axially symmetric flows
in R3, Zeitschrift für analysis und ihre anwendungen, J. Anal. Appl. 18 (3) (1999) 639–649] à un cas où
l’on impose des conditions d’intégrabilité plus faibles tout en gardant la même régularité.
© 2007 Elsevier Masson SAS. Tous droits réservés.
Abstract
In the first part of the paper, we prove the existence of a unique global solution to the axisymmet-
ric Navier–Stokes system with initial data v0 ∈ H
1
2 (R3) and external force f ∈ L2loc(R+;Hλ(R3)) with
λ > 14 . This improves the result obtained by S. Leonardi, J. Málek, J. Necaˇs and M. Pokorný [S. Leonardi,
J. Málek, J. Necaˇs, M. Pokorný, On axially symmetric flows in R3, Zeitschrift für analysis und ihre an-
wendungen, J. Anal. Appl. 18 (3) (1999) 639–649], where H 2(R3) regularity was required. In the second
part, we state global existence and uniqueness for the axisymmetric Navier–Stokes system with initial data
in W2,p(R3) and external force in L1loc(R+;W2,p(R3)) with 1 < p < 2. This also improves [S. Leonardi,
J. Málek, J. Necaˇs, M. Pokorný, On axially symmetric flows in R3, Zeitschrift für analysis und ihre anwen-
dungen, J. Anal. Appl. 18 (3) (1999) 639–649] because less integrability is required on v0 and on f .
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1. Introduction
L’écoulement tridimensionnel d’un fluide homogène visqueux incompressible est régi par les
équations de Navier–Stokes que nous rappelons ici :
(NS)
⎧⎨⎩
∂tv + v ·Dv −μv = −Dp + f,
divv = 0,
v|t=0 = v0.
Ci-dessus f est une force extérieure donnée, la vitesse v est un champ de vecteurs inconnu dé-
pendant du temps t et de la variable d’espace x ∈ R3 et Dp correspond au gradient de la pression
et peut être interprété comme le multiplicateur de Lagrange associé à la contrainte d’incom-
pressibilité divv = 0. Dans cet article on ne s’intéressera pas à la dépendance par rapport à la
viscosité μ des quantités à mesurer, et l’on supposera donc pour simplifier que μ = 1.
La théorie mathématique de ce système a débuté avec les travaux fondateurs de J. Leray
[23], qui montrent l’existence d’une solution faible globale en dimension 3. La méthode qu’il
développe est loin de nous donner l’unicité des solutions.
Depuis, de nombreux auteurs ont cherché des critères supplémentaires permettant d’assu-
rer l’existence et l’unicité de solutions globales. Ainsi, dans un article célèbre, H. Fujita et
T. Kato [13] ont démontré que si la donnée initiale v0 était petite dans H
1
2 et f, petite dans
L2(R+;H− 12 ), alors (NS) admettait une unique solution globale. Puis T. Kato [18] a montré
un résultat analogue pour des données L3 petites en l’absence de forces extérieures. Récem-
ment F. Planchon [24] a montré qu’il était possible de généraliser le résultat de Kato au cas
où v0 ∈ Lp ∩ B˙
3
2p −1
2p,∞ (concernant la définition de l’espace de Besov voir la définition 2.2) avec
p > 32 si de plus ‖v0‖
B˙
3
2p −1
2p,∞
est petite et f = 0. Dans le même esprit et toujours dans le cas
f = 0, M. Cannone, Y. Meyer et F. Planchon [7] ont obtenu un résultat similaire en travaillant
dans un espace de Besov de type B˙
−1+ 3
p
p,∞ avec p < ∞. Récemment, H. Koch et D. Tataru [19]
sont parvenus à généraliser ce type de résultats en travaillant dans l’espace BMO−1 (l’espace des
fonctions dérivées des fonctions de BMO := {u telle que supR>0, x∈R3 1|B(x,R)|
∫
B(x,R)
|u(y) −
1
|B(x,R)|
∫
B(x,R)
u|dy < ∞}).
Tous les résultats d’existence globale qu’on vient de mentionner exigent une contrainte de
petitesse pour la donnée initiale. Est-il possible d’obtenir encore des résultats globaux en rem-
plaçant cette condition de petitesse par une contrainte de nature géométrique ? Il est bien connu
que la réponse est positive si le fluide considéré est bidimensionnel. Mais l’on sait également
depuis les travaux de M. Ukhovskii et V. Yudovitch dans [27] que des résultats globaux peuvent
être obtenus pour des données axisymétriques suffisamment régulières.
Avant de donner plus de détails, il convient de préciser ce que nous entendons par données et
solutions axisymétriques.
594 H. Abidi / Bull. Sci. math. 132 (2008) 592–624Définition 1.1. On dit qu’un champ de vecteurs v est axisymétrique si
v = vr(r, z)er + vz(r, z)ez
où
(
er , eθ , ez
)
est la base cylindrique.
Dans le cas axisymétrique le rotationnel de v (que l’on note rotv) peut être identifié à un
vecteur avec une seule composante portée par eθ :
rotv = ωeθ avec ω = ∂zvr − ∂rvz.
De plus, si v est solution de (NS) alors ω vérifie l’équation
∂tω + vr∂rω + vz∂zω − vr
r
ω −
[
∂2r ω + ∂2z ω +
1
r
∂rω − ω
r2
]
= g
où g = ∂zfr − ∂rfz est la composante de rotf suivant eθ .
Autrement dit, dans le cas axisymétrique, (NS) se ramène à un problème d’évolution bidi-
mensionnel. Rappelons qu’en dimension 2, la quantité Ω = rotv vérifie l’équation de transport-
diffusion suivante :
∂tΩ + v · ∇Ω −Ω = rotf.
En dimension 3 dans le cas axisymétrique le scalaire α := ω
r
joue un rôle similaire puisque
∂tα + vr∂rα + vz∂zα −
[
∂2r α + ∂2z α +
3
r
∂rα
]
= g
r
.
Il est alors possible de montrer par une méthode d’énergie que pour tout p ∈ [1,∞] la norme
de α dans Lp est contrôlée par celle de α0 (du moins si g = 0). En exploitant cette propriété
remarquable, M. Ukhovskii et V. Yudovitch [27] et indépendamment O.A. Ladyzhenskaya [20]
ont démontré l’existence et l’unicité globales pour des données initiales axisymétriques dans
H 2 sous l’hypothèse que α0 soit dans L∞ et que le terme de force f soit axisymétrique, ap-
partienne à L1loc(R+;H 1) et que r−1 rotf ∈ L1loc(R+;L∞). Si de plus on impose au tourbillon
initial d’avoir une régularité stratifiée et f = 0, alors on peut établir que la vitesse est lipschit-
zienne uniformément par rapport à la viscosité et que les solutions du système de Navier–Stokes
convergent vers celles d’Euler en un sens qui préserve la régularité stratifiée (voir [2]).
Dans un article récent de S. Leonardi, J. Málek, J. Necaˇs et M. Pokorný [22], il est montré
que si la donnée initiale v0 ∈ H 2 et f ∈ L2loc(R+;H 1) sont axisymétriques, alors (NS) admet une
unique solution globale. Enfin, pour des données initiales axisymétriques avec swirl qui sont de
plus petites dans l’espace
L20 :=
{
f ∈ S ′(R3), f = (fr(r, z), fθ (r, z), fz(r, z)) ∣∣∣ ∫
R3
∣∣f (x, y, z)∣∣2 dx dy dz√
x2 + y2 < ∞
}
,
on a également existence globale (voir [15]).
En résumé, on sait donc que (NS) est globalement bien posé pour des données initiales sans
structure particulière mais petites dans H 12 (R3) ou pour des données initiales axisymétriques
appartenant à H 2(R3). Il est donc naturel de se demander si le système (NS) est globalement
bien posé pour des données axisymétriques dans Hs avec s ∈ [ 12 ,2]. En reprenant une méthode
introduite par C.P. Calderón [5] et développe par I. Gallagher et F. Planchon [16], nous avons
réussi à obtenir le résultat suivant :
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cients dans H 12 (R3) et f une fonction axisymétrique à coefficients dans L2loc(R+;Hβ(R3)) avec
β > 14 . Alors le système (NS) admet une unique solution globale axisymétrique satisfaisant
v ∈ C(R+;H 12 )∩L2loc(R+;H
3
2 ).
On peut également se demander si (NS) est globalement bien posé lorsque la donnée initiale
est axisymétrique à coefficients dans l’espace de Sobolev W 2,p(R3). L’étude du cas p = 2 est
l’objet de [22]. Dans le présent article, nous sommes parvenus à abaisser les hypothèses d’inté-
grabilité et nous avons obtenu le résultat suivant :
Théorème 1.2. Soit 1 <p < 2. Soit v0 un champ de vecteurs axisymétrique à divergence nulle et
à coefficients dans W 2,p(R3) et f axisymétrique à coefficients dans L1loc(R+;W 2,p(R3)). Alors
le système (NS) admet une unique solution globale axisymétrique satisfaisant
v ∈ C(R+;W 2,p).
Remarque 1.1. Ce second résultat est presque optimal en terme de scaling. En effet, l’espace
W 2,1 est critique pour le scaling de (NS).
Nous avons adopté le plan suivant : dans la deuxième section, nous rappelons quelques défini-
tions et inégalités utiles pour la suite. La troisième partie est dédiée à l’existence globale dans Hs.
Dans la dernière section, on démontre l’existence locale de (NS) dans W 2,p puis l’existence glo-
bale dans le cas axisymétrique.
2. Outils de base
Dans le cas axisymétrique, v vérifie le système suivant :
(NSax)
⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
∂tvr + vr∂rvr + vz∂zvr −
[ 1
r
∂r (r∂rvr )+ ∂2z vr − vrr2
]= −∂rp + fr,
∂tvz + vr∂rvz + vz∂zvz −
[ 1
r
∂r (r∂rvz)+ ∂2z vz
]= −∂zp + fz,
∂rvr + vrr + ∂zvz = 0,
v|t=0 = v0.
Signalons que l’existence d’une unique solution locale pour (NS) lorsque v0 ∈ Hs(R3) et
f ∈ L2(0, T ;Hs−1(R3)) dans C([0, T ];Hs) ∩ L2([0, T ];Hs+1) pour s  12 a été établie par
H. Fujita et T. Kato [13]. Pour prouver que la solution associée à toute donnée initiale v0 et force
f axisymétriques et suffisamment réguliere, est axisymétrique, il suffit d’utiliser une méthode
due à X. Saint-Raymond (voir [25]).
Dans le cas axisymétrique, le tourbillon rotv vaut ωeθ , avec ω = ∂zvr − ∂rvz, de même
rotf = geθ avec g = ∂zfr − ∂rfz. En revenant au système (NSax) on peut observer que la com-
posante ω du rotationnel vérifie le système suivant
(Tax)
{
∂tω + vr∂rω + vz∂zω − vrr ω −
[
∂2r ω + ∂2z ω + 1r ∂rω − ωr2
]= g,
ω|t=0 = ω0.
Avant d’entamer les preuves, on commence par rappeler quelques notations, résultats et défini-
tions dont nous aurons besoin par la suite.
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cB, A ≈ B si A  B et B  A. On pose ∇ = (∂r , ∂z), D = (∂x1 , ∂x2 , ∂x3), P est l’opérateur
de Leray c’est-à-dire le projecteur orthogonal sur les champs de vecteurs à divergence nulle et
I (π,R,R+) = (0,2π) × R × R+. Soient X un espace de Banach et p ∈ [1,∞], on désigne
par Lp(0, T ;X) l’ensemble des fonctions f mesurables sur (0, T ) à valeurs dans X, telles que
t 	−→ ‖f ‖X appartient à Lp(0, T ).
Pour r ∈ R (resp. |r| < 32 ), on désigne par Hr (resp. H˙ r ) l’espace de Sobolev inhomogène
(resp. homogène) d’indice r. C’est l’ensemble des distributions f ∈ S ′(R3) telles que
Ff ∈ L2loc(R3) et
(
1 + |ξ |2) r2 Ff ∈ L2(R3),
où Ff désigne la transformée de Fourier de f (resp. c’est l’ensemble des distributions f ∈
S ′(R3) telles que
Ff ∈ L2loc(R3) et
∫
R3
|ξ |2r |Ff |2 < ∞)
Hr est un espace de Hilbert muni du produit scalaire
(f |g)Hr =
∫
R3
(
1 + |ξ |2)rF(f )F(g) dξ.
(resp. H˙ r est un espace de Hilbert muni du produit scalaire
(f |g)H˙ r =
∫
R3
|ξ |2rF (f )F(g) dξ).
Pour p ∈ [1,+∞] et m ∈ N, on définit l’espace de Sobolev Wm,p(R3) par
Wm,p(R3) = {f ∈ S ′(R3) | ∂αf ∈ Lp, ∀|α|m}.
L’espace Wm,p(R3) est muni de la norme
‖f ‖Wm,p =
∑
0|α|m
‖∂αf ‖Lp .
Rappelons l’inégalité de Sobolev (voir par exemple [4])
∀g ∈ W 1,p(R3), ‖g‖Lp∗  ‖Dg‖Lp, avec
1
p∗
= 1
p
− 1
3
pour 1 p < 3. (2.1)
Nous allons maintenant introduire un lemme relatif à la loi de produit dans les espaces de
Sobolev (voir par exemple [9]).
Lemme 2.1. Soit (s, t) un couple de réels tels que s, t < 32 et s + t > 0. Il existe alors une
constante C telle que
‖uv‖
H˙
s+t− 32
 ‖u‖H˙ s‖v‖H˙ t , (2.2)
‖uv‖H˙ s 
(‖u‖H˙ s‖v‖L∞ + ‖v‖H˙ s‖u‖L∞) ∀s > 0, (2.3)
‖uv‖
H
s1+s2− 32
 ‖u‖Hs1 ‖v‖Hs2 si s1 + s2 > 0 et s1, s2 < 32 , (2.4)
‖uv‖Hs 
(‖u‖Hs‖v‖L∞ + ‖v‖Hs‖u‖L∞) ∀s  0. (2.5)
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caractériser ses espaces on présente les bases de la la théorie de Littlewood–Paley (voir par
exemple [9]). Pour cela on fixe φ ∈ C∞c (R3) telle que son support soit inclus dans la couronne
de centre 0, de petit rayon 34 et de grand rayon
8
3 avec∑
q∈Z
φ(2−qξ) = 1 ∀ξ = 0,
on lui associe
ϕ(ξ) = 1 −
∑
q0
φ(2−qξ).
Définition 2.1. On note Sq l’opérateur ϕ(2−qD), q = Sq+1 − Sq et
˙qu = φ(2−qD)u pour q ∈ Z.
De plus, on a :
f = Skf +
∑
qk
qf ∀u ∈ S ′(R3) et f =
∑
q∈Z
˙qu ∀u ∈ S ′(R3)/P[R3].
Définition 2.2. Soient (p, r) ∈ [1,∞]2 et s ∈ R. On désigne par Bsp,r (R3) (resp. B˙sp,r (R3))
l’ensemble des fonctions u ∈ S ′(R3) telles que
‖u‖Bsp,r :=
( ∑
q−1
2qrs‖qu‖rLp
) 1
r
< ∞
(
resp. ‖u‖B˙sp,r :=
(∑
q∈Z
2qrs‖˙qu‖rLp
) 1
r
< ∞
)
et pour p = ∞ par F sp,r (R3) l’espace de Triebel
F sp,r (R
3) :=
{
u ∈ S ′(R3)
∣∣∣ ( ∫
R3
( ∑
q−1
2qrs |qu|r
) p
r
dx
) 1
p
< ∞
}
.
Remarque 2.1. Nous n’avons pas inclus le cas p = ∞ dans la définition des espaces de Triebel,
car dans ce cas, la norme L∞ devrait être remplacée par une mesure de Carleson [12].
Définition 2.3. Pour (ρ,p, r) ∈ [1,∞]3, s un réel et T ∈ ]0,∞], on définit alors la famille de
normes
‖u‖L˜ρT (Bsp,r ) :=
( ∑
q−1
2qrs‖qu‖rLρT (Lp)
) 1
r
(
resp. ‖u‖L˜ρT (B˙sp,r ) :=
(∑
q∈Z
2qrs‖˙qu‖rLρT (Lp)
) 1
r
)
et
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ρ
T (B
s
p,r ) :=
{
u ∈ S ′(R3) | ‖u‖L˜ρT (Bsp,r ) < ∞
}
(
resp. L˜ρT (B˙
s
p,r ) :=
{
u ∈ S ′(R3) | ‖u‖L˜ρT (B˙sp,r ) < ∞
})
.
Remarquons que par définition de l’espace L˜ρT (Bsp,r ) (resp. L˜ρT (B˙sp,r )) et l’inégalité de Min-
kowski, on a
‖u‖L˜ρT (Bsp,r )  ‖u‖LρT (Bsp,r ) si ρ  r
(
resp. ‖u‖L˜ρT (B˙sp,r )  ‖u‖LρT (B˙sp,r ) si ρ  r
)
et
‖u‖LρT (Bsp,r )  ‖u‖L˜ρT (Bsp,r ) si r  ρ
(
resp. ‖u‖LρT (B˙sp,r )  ‖u‖L˜ρT (B˙sp,r ) si r  ρ
)
.
Dans le axisymétrique les normes de la vitesse et son rotationnel sont équivalentes. Plus
exactement en utilisant les équivalences suivantes |Ω(x)| = |ω(x)| (avec Ω = rotv = ωeθ ) et
|DΩ(x)| ≈ |∂rω(x)| + |∂zω(x)| + |ω(x)r | pour presque tout x ∈ R3, avec r =
√
x21 + x22 > 0
(voir [22]) et le fait que ‖Ω‖Lp ≈ ‖Dv‖Lp pour tout p ∈ ]1,∞[ (voir par exemple [9]) alors on
obtient le lemme suivant.
Lemme 2.2. Soit v un champ de vecteurs régulier, de divergence nulle, axisymétrique. Alors :
(i) ‖ω‖Lp ≈ ‖Dv‖Lp ;
(ii) ‖∇ω‖Lp +
∥∥∥∥ωr
∥∥∥∥
Lp
≈ ‖D2v‖Lp ;
(iii) ‖∇2ω‖L2 +
∥∥∥∥∇(ωr
)∥∥∥∥
L2
 ‖D3v‖L2
pour 1 <p < +∞.
3. Existence globale dans Hs
3.1. Principe de la preuve
La preuve du théorème 1.1 s’effectue en deux étapes, la première est basée sur l’équation
vérifiée par la composante de rot v et une méthode introduite par C.P. Calderón [5] pour montrer
que le système de Navier–Stokes admet une solution dans Lp(RN) pour N = 3,4 et 2 <p <N,
et développe par I. Gallagher et F. Planchon [16] pour étudier l’existence globale de l’équation
des ondes. Pour l’adapter à notre situation, on divise la donnée initiale v0 en deux parties l’une
régulière, notée w0 localisée spectralement dans la boule de rayon N0 où N0 un réel assez grand
et l’autre moins régulière mais petite notée u0. De même pour la force f = fw + fu, avec
fw ∈ L2loc(R+;H∞) et fu ∈ L2loc(R+;Hs). Plus précisement, on pose
w0 = 1
(2π)3
∫
|ξ |N0
eix·ξ Fv0 dξ et fw = 1
(2π)3
∫
|ξ |N0
eix·ξ Ff dξ.
Il est clair que les fonctions w0, u0, fw et fu sont axisymétriques, car v0 et f le sont et l’opéra-
teur de troncature ne perturbe pas cette structure. De plus elles vérifient les estimations suivantes :
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λ−s+1
0 ‖f ‖L2t (H s−1) pour tout λ s − 1,
(3.1)
‖w0‖Hλ 
{
Nλ−s0 ‖v0‖Hs pour tout s  λ,‖v0‖Hs pour tout λ s,
et
‖fw‖L2t (Hλ) 
{
Nλ−s+10 ‖f ‖L2t (H s−1) pour tout s − 1 λ,‖f ‖L2t (H s−1) pour tout λ s − 1.
Après on suit la même démarche que I. Gallagher et F. Planchon [16], c’est-à-dire, on commence
par résoudre le système de Navier–Stokes à donnée initiale petite u0 et force fu qui est aussi
petite.1 La conclusion qu’on peut retirer de la première étape est que (NS) est globalement bien
posé dans Hs(R3) pour s  32 . De plus on prouve une majoration de la solution.
Théorème 3.1. Soient s  32 , v0 un champ de vecteurs axisymétrique à divergence nulle et à co-
efficients dans l’espace de Sobolev Hs(R3) et une fonction f à coefficients dans L2loc(R+;Hs−1)
axisymétrique. Alors le système (NS) ayant f comme terme source admet une unique solution
globale axisymétrique satisfaisant
v ∈ C(R+;Hs(R3))∩L2loc(R+;Hs+1(R3)).
De plus pour s = 32 , on a∥∥v(t)∥∥
H
3
2
+ ‖Dv‖
L2t (H
3
2 )

(‖v0‖
H
3
2
+ ‖f ‖
L2t (H
1
2 )
)4 + √t ‖f ‖L2t (H−1). (3.2)
La deuxième étape est basée sur l’inégalité (3.2) qu’on applique à (NSaxm) avec terme de force
F = fw − u · Dw − w · Du. De nouveau on suit la même démarche que [16]. Pour cela, on fixe
T ∈ R∗+ et on démontre que F est majoré dans L2T (H
1
2 ) par T 2N3−2s0 + N2(1−s)0 (‖w‖L∞T (H 1) +
‖Dw‖L2T (H 1))
2
. Alors grâce à un lemme démontré par H. Bahouri et P. Gérard [1], on peut
déterminer s qui assure que pour tout T fixé on peut choisir N0 en fonction de T de telle sorte
qu’on ait une majoration de la solution du (NS) en fonction des données initiales et de T .
3.2. Démonstration du théorème 3.1
D’après [13] et (3.1) si N0 est assez grand, alors le système
(NSax1)
⎧⎨⎩
∂tu + u ·Du −u +Dpu = fu,
divu = 0,
u|t=0 = u0
admet une unique solution axisymétrique u ∈ L∞loc(R+;Hs) ∩ L2loc(R+;Hs+1). On démontre
ensuite que le système de Navier–Stokes modifié
1 Remarquons que cette technique ressemble à celle utilisée par J. Bourgain [3], qui consiste à faire le contraire, on
résout d’abord la bonne équation avec données régulières, puis l’équation modifiée avec données peu régulières mais
petites
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⎧⎨⎩
∂tw + w ·Dw − w +Dpw = −w · Du − u ·Dw + fw,
divw = 0,
w|t=0 = w0,
admet une unique solution dans L∞T1 (H
2) ∩ L2T1(H 3) lorsque s  1 avec T1 est le temps
d’existence dans H 1. Ensuite grâce à des estimations d’énergie on démontre que ‖w(t)‖H 1 +
‖Dw‖L2t (H 1) est contrôlée par (‖w(t)‖H 1 + ‖Dw‖L2t (H 1))
2
3 pour s  32 . Pour tout T fixé, ainsi
on peut choisir N0 en fonction de T de telle sorte qu’on ait une majoration de la solution w de
(NSaxm) en fonction des données initiales et de T .
3.2.1. Etude de la partie avec données initiales petites
Le résultat de H. Fujita et T. Kato montre que le système de Navier–Stokes avec données
u0 et fu petites dans H˙
1
2 et L2(R+; H˙− 12 ) admet une unique solution u ∈ L∞T (H˙
1
2 ) ∩ L2T (H˙
3
2 )
pour tout T ∈ R+, mais comme u0 ∈ Hs et fu ∈ L2T (Hs−1), on en déduit facilement que u ∈
L∞T (Hs)∩L2T (Hs+1). Nous donnons dans la proposition suivante une estimation de u dans Hλ
pour λ ∈ [ 12 , s].
Proposition 3.1. Soient 12 < s et T ∈ R+. Il existe une constante ε strictement positive telle que
si
N
1
2 −s
0
(‖v0‖Hs + ‖f ‖L2T (Hs−1)) ε,
alors le système (NSax1) admet une unique solution u vérifiant
u ∈ C([0, T ]Hs) et Du ∈ L2T (Hs).
Si de plus 1 + √T N
1
2
0 , alors pour tout λ ∈ [ 12 , s] et t ∈ [0, T ]∥∥u(t)∥∥
Hλ
+ ‖Du‖L2t (Hλ) N
λ−s
0
(‖v0‖Hs + ‖f ‖L2t (H s−1)). (3.3)
Preuve. Rappelons l’inégalité d’énergie2∥∥u(t)∥∥2
L2 + ‖Du‖2L2t (L2)  2
(‖u0‖2L2 + (1 + t)‖fu‖2L2t (H−1)).
Mais comme on a ‖u0‖L2  N−s0 ‖v0‖Hs et ‖fu‖L2t (H−1)  N
−s
0 ‖f ‖L2t (H s−1), alors pour tout
t ∈ [0, T ]
∥∥u(t)∥∥
L2 +
( t∫
0
∥∥Du(τ)∥∥2
L2 dτ
) 1
2
N−s0 (1 +
√
t )
(‖v0‖Hs + ‖f ‖L2t (H s−1)),
et par suite lorsque T vérifie
(1 + √T )N
1
2
0 et N
1
2 −s
0
(‖v0‖Hs + ‖f ‖L2T (Hs−1)) ε, (3.4)
on trouve pour tout t ∈ [0, T ]
2 Remarquons que l’on peut obtenir une inégalité sans croissance linéaire en t si l’on suppose que fu appartient à
L2 (R+; H˙−1).loc
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L2 +
( t∫
0
∥∥Du(τ)∥∥2
L2 dτ
) 1
2
 ε.
Par définition du produit scalaire dans l’espace de Sobolev homogène et l’inégalité (2.2), on
trouve la majoration suivante
d
dt
∥∥u(t)∥∥2
H˙
1
2
+ 2∥∥Du(t)∥∥2
H˙
1
2
 ‖u‖
H˙
1
2
‖Du‖2
H˙
1
2
+ (‖Du‖L2 + ‖Du‖
H˙
1
2
)‖fu‖
H
− 12
,
et par suite l’inégalité de Young implique que
d
dt
∥∥u(t)∥∥2
H˙
1
2
+ ∥∥Du(t)∥∥2
H˙
1
2
 ‖u‖
H˙
1
2
‖Du‖2
H˙
1
2
+ ‖Du‖L2‖fu‖
H
− 12
+ ‖fu‖2
H
− 12
.
Mais comme t ∈ [0, T ], alors
‖u0‖
H
1
2
+ ‖fu‖
L2t (H
− 12 )
+ ‖Du‖
1
2
L2t (L
2)
‖fu‖
1
2
L2t (H
− 12 )
N
1
2 −s
0
(‖v0‖Hs + ‖f ‖L2T (Hs−1)) ε.
Ainsi pour ε petit (par rapport à la constante de loi du produit dans l’espace de Sobolev) et T
vérifie (3.4), on obtient par continuité l’inégalité suivante∥∥u(t)∥∥
H
1
2
+ ‖Du‖
L2t (H
1
2 )
 ε pour tout t ∈ [0, T ].
Par estimation d’énergie dans l’epace de Sobolev H˙ λ avec λ > 12 , on a
d
dt
∥∥u(t)∥∥2
H˙ λ
+ 2∥∥Du(t)∥∥2
H˙ λ
 2
∣∣(P(u ·Du)|u)
H˙ λ
∣∣+ 2∣∣(Pfu|u)H˙λ ∣∣,
où P désigne le projecteur de Leray sur les champs à divergence nulle.
Les lois de produit dans les espaces de Sobolev homogènes, la définition du produit scalaire
dans H˙ λ et la continuité de l’operateur P impliquent
d
dt
∥∥u(t)∥∥2
H˙ λ
+ 2∥∥Du(t)∥∥2
H˙ λ

{‖u‖
H˙
1
2
‖Du‖2
H˙ λ
+ (‖Du‖L2 + ‖Du‖H˙ λ)‖fu‖Hλ−1 si λ < 1,
‖u‖
H˙
1
2
‖Du‖2
H˙ λ
+ ‖Du‖H˙ λ‖fu‖Hλ−1 si λ 1.
Donc pour ε petit par rapport à une constante universelle et pour tout t ∈ [0, T ] avec T vérifie
(3.4), on obtient grâce aux inégalités de Young et de Cauchy–Schwarz la majoration suivante∥∥u(t)∥∥
H˙ λ
+ ∥∥Du(t)∥∥
L2t (H˙
λ)

⎧⎨⎩‖u0‖H˙ λ + ‖Du‖
1
2
L2t (L
2)
‖fu‖
1
2
L2t (H
λ−1) + ‖fu‖L2t (Hλ−1) si λ < 1,
‖u0‖H˙ λ + ‖fu‖L2t (Hλ−1) si λ 1.
Enfin grâce à l’inégalité d’énergie, on obtient∥∥u(t)∥∥
Hλ
+ ‖Du‖L2t (Hλ) N
λ−s
0
(‖v0‖Hs + ‖f ‖L2t (H s−1)).
D’où la proposition. 
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Rappelons que la différence w = v − u ∈ L∞t (H s)∩L2t (H s+1) et vérifie l’estimation d’éner-
gie ∥∥w(τ)∥∥
L2 + ‖Dw‖L2τ (L2)  ‖v0‖L2 + (1 +
√
τ )‖f ‖L2τ (H−1) (3.5)
car v et u vérifent l’inégalité d’énergie. De plus après trois itérations et grâce à la proposition 2.1
[10] applique sur
∂tw −w = Pfw − P(w · Du)− P(u ·Dw)− P(w ·Dw).
et des lois de produit, on en déduit le corollaire suivant.
Corollaire 3.1. Si 1 s  2, alors (NSaxm) admette une unique solution
w ∈ L∞T1 (H 2)∩ L2T1(H 3),
avec T1 est le temps d’existence dans H 1.
Le corollaire précédent implique que la composante de rot w divisé par r est dans L2(R3), ce
qui nous permettra dans la section suivante de contrôler w dans H 1(R3).
Soit T ∗ le temps maximal d’existence d’une solution w dans L∞([0, T ∗[;H 1) ∩ L2loc([0,
T ∗[;H 2). Supposons que T ∗ < ∞. En utilisant l’équation vérifiée par la composante de rot w,
on démontre une majoration de w dans L∞T ∗(H 1)∩L2T ∗(H 2) en fonction des données initiales et
T ∗. Plus exactement, on a la proposition suivante.
Proposition 3.2. Soient s = 32 et 0 < T0  T . Si T0 vérifie
N−10
(‖v0‖
H
3
2
+ ‖f ‖
L2T0
(H
1
2 )
)
 ε et 1 + T0 N0,
alors on a l’inégalité suivante
‖w‖L∞T0 (H 1) + ‖Dw‖L2T0 (H 1)
 ‖v0‖H 1 + ‖f ‖L2T0 (L2) +
√
T0‖f ‖L2T0 (H−1) + T0
1
3 N0β(T0)
× (‖v0‖
H
3
2
+ ‖f ‖
L2T0
(H
1
2 )
) 2
3 + (β(T0))3(‖v0‖
H
3
2
+ ‖f ‖
L2T0
(H
1
2 )
)2
, (3.6)
avec β(T0) := ‖v0‖L2 + (1 +
√
T0 )‖f ‖L2T0 (H−1).
Preuve. On note ω la composante de rot u qui est portée par eθ et Γ la composante de rot w qui
est portée par eθ qui vérifie l’équation suivante
∂tΓ + vr∂rΓ + vz∂zΓ − vr
r
Γ −
[
∂2r Γ + ∂2z Γ +
1
r
∂rΓ − Γ
r2
]
= gw −wr∂rω −wz∂zω + wr
r
ω,
avec gw est la composante de rotfw qui est portée par eθ .
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intégrations par parties combinées avec le fait que divv = ∂rvr + vrr + ∂zvz = divw = ∂rwr +
wr
r
+ ∂zwz = 0,
1
2
d
dt
‖Γ ‖2
L2 + ‖∇Γ ‖2L2 +
∥∥∥Γ
r
∥∥∥2
L2
=
∫
I (π,R,R+)
(
gwΓ + vr
r
Γ 2 + (wr∂rΓ + wz∂zΓ )ω + wr
r
ωΓ
)
r dr dz dθ.
Après on utilise les inégalités de Cauchy–Schwarz et de Hölder, on obtient
1
2
d
dt
‖Γ ‖2
L2 + ‖∇Γ ‖2L2 +
∥∥∥∥Γr
∥∥∥∥2
L2
 ‖gw‖H˙−1‖Γ ‖H˙ 1 +
∥∥∥∥Γr
∥∥∥∥
L2
‖vr‖L6‖Γ ‖L3 + ‖w‖L6‖∇Γ ‖L2‖ω‖L3
+
∥∥∥∥Γr
∥∥∥∥
L2
‖ω‖L3‖w‖L6 .
Or ‖gw‖H˙−1  ‖fw‖L2, ‖Γ ‖H˙ 1 ≈ ‖∇Γ ‖L2 , ‖h‖L6  ‖Dh‖L2, pour tout fonction h ∈ H 1(R3)
et par interpolation et grâce à l’inégalité de Sobolev, on a
‖Γ ‖L3  ‖Γ ‖
1
2
L2
‖∇Γ ‖
1
2
L2
.
Par suite l’inégalité de Young implique que
d
dt
‖Γ ‖2
L2 + ‖∇Γ ‖2L2 +
∥∥∥∥Γr
∥∥∥∥2
L2
 ‖fw‖2L2 +
∥∥∥∥Γr
∥∥∥∥ 43
L2
‖Dv‖
4
3
L2
‖Γ ‖
2
3
L2
+ ‖Dw‖2
L2‖ω‖2L3 .
Puis en intégrant par rapport au temps et en utilisant l’inégalité de Hölder et le (i) du lemme 2.2,
on trouve∥∥Γ (t)∥∥2
L2 + ‖∇Γ ‖2L2t (L2) +
∥∥∥∥Γr
∥∥∥∥2
L2t (L
2)
 ‖Γ0‖2L2 + ‖fw‖2L2t (L2) +
t∫
0
∥∥Dw(τ)∥∥2
L2
∥∥ω(τ)∥∥2
L3 dτ
+
∥∥∥∥Γr
∥∥∥∥ 43
L∞t (L2)
‖Dv‖
4
3
L2t (L
2)
‖Dw‖
2
3
L2t (L
2)
. (3.7)
Maintenant on va étudier l’équation vérifiée par α:=Γ
r
qui est la suivante
∂tα + vr∂rα + vz∂zα −
[
∂2r α + ∂2z α +
3
r
∂rα
]
= gw
r
− wr
r
∂rω − wz
r
∂zω + wr
r
ω
r
.
Tout d’abord le corollaire 3.1 et le (iii) du lemme 2.2 impliquent α ∈ L∞t (L2) et Dα ∈ L2t (L2)
pour tout t ∈ [0, T ∗]. En prenant le produit scalaire au sens L2 de l’équation vérifiée par α avec α,
on trouve
1
2
d
dt
‖α‖2
L2 + ‖Dα‖2L2 
∫ (
gw
r
− wr
r
∂rω − wz
r
∂zω + wr
r
ω
r
)
αr dr dz dθ, (3.8)I (π,R,R+)
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−
∫
R3
(
∂2r α + ∂2z α +
3
r
∂rα
)
α dx = −
∫
R3
αα dx −
∫
R3
2
r
∂rαα dx
= ‖Dα‖2
L2 + 2π
∫
R
α2(0, z) dr dz ‖Dα‖2
L2
et ∫
I (π,R,R+)
(vr∂rα + vz∂zα)αr dr dz dθ = −π
∫
R×R+
(
∂rvr + vr
r
+ ∂zvz
)
α2r dr dz = 0
car divv = ∂rvr + vrr + ∂zvz = 0 et vr(0, ·) = 0 puisque v est axisymétrique.
Par ailleurs,
−wr
r
∂rω − wz
r
∂zω + wr
r
ω
r
= −wr∂r
(
ω
r
)
− wz∂z
(
ω
r
)
,
ainsi par intégration par partie combinées avec le fait que divw = ∂rwr + wrr + ∂zwz = 0 et
wr(0, ·) = 0, on obtient
−
∫
I (π,R,R+)
(
wr∂r
(
ω
r
)
+ wz∂z
(
ω
r
)
− wr
r
ω
r
)
αr dr dz dθ
=
∫
I (π,R,R+)
(wr∂rα +wz∂zα)ω
r
r dr dz dθ.
En revenant à (3.8), les inégalités de Cauchy–Schwarz et de Hölder impliquent donc que
1
2
d
dt
‖α‖2
L2 + ‖Dα‖2L2 
∥∥∥∥gwr
∥∥∥∥
L2
‖α‖L2 + ‖Dα‖L2
∥∥∥∥wr
∥∥∥∥
L6
‖ω‖L3,
puis l’inégalité de Young suivie d’une intégration en temps impliquent∥∥α(t)∥∥
L2 + ‖Dα‖L2t (L2)  ‖α0‖L2 +
∥∥∥∥gwr
∥∥∥∥
L1t (L
2)
∥∥∥∥∥∥∥∥wr
∥∥∥∥
L6
‖ω‖L3
∥∥∥∥
L2t
.
Mais d’après les inégalités de Hardy [17], de Sobolev et grâce au (ii) du lemme 2.2, on obtient∥∥∥∥wr
∥∥∥∥
L6
 ‖∂rw‖L6  ‖∇Γ ‖L2 +
∥∥∥∥Γr
∥∥∥∥
L2
et pour le terme gw, on a ‖ gwr ‖L1t (L2)  ‖DGw‖L1t (L2), car
gw
r
est une composante de DGw avec
Gw = rotfw. En conséquence, les trois inégalités précédentes impliquent∥∥α(t)∥∥
L2 + ‖Dα‖L2t (L2)  ‖α0‖L2 + ‖fw‖L1t (H 2)
+
( t∫
0
(
‖∇Γ ‖L2 +
∥∥∥∥Γr
∥∥∥∥
L2
)2∥∥ω(τ)∥∥2
L3 dτ
) 1
2
. (3.9)
En injectant l’inégalité (3.9) dans (3.7) et en posant
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t∈[0,T0]
∥∥Γ (t)∥∥
L2 + ‖∇Γ ‖L2T0 (L2) +
∥∥∥∥Γr
∥∥∥∥
L2T0
(L2)
,
alors l’inégalité de Sobolev et le (i) du lemme 2.2 impliquent
λ(T0) ‖Γ0‖L2 + ‖fw‖L2T0 (L2) + ‖α‖
2
3
L∞T0 (L
2)
‖Dv‖
2
3
L2T0
(L2)
‖Dw‖
1
3
L2T0
(L2)
+ ∥∥‖Dw‖L2‖ω‖L3∥∥L2T0
 ‖Γ0‖L2 + ‖fw‖L2T0 (L2) + λ(T0)‖ω‖L2T0 (L3)
+ (‖α0‖L2 + ‖fw‖L1T0 (H 2) + λ(T0)‖ω‖L∞T0 (L3)) 23 ‖Dv‖ 23L2T0 (L2)‖Dw‖
1
3
L2T0
(L2)
.
Ainsi pour T0, N0 et ε vérifiant la proposition 3.1, les inégalités de Young, (3.5) et le lemme 2.2
impliquent pour s  32 (on a besoin de prendre s  32 pour que u ∈ L∞T0 (H
3
2 )) impliquent
λ(T0) C
{‖w0‖H˙ 1 + ‖fw‖L2T0 (L2) + (‖w0‖ 23H˙ 2 + T0 13 ‖fw‖ 23L2T0 (H 2))β(T0)
+N2(
3
2 −s)
0 β
3(T0)
(‖v0‖Hs + ‖f ‖L2T0 (Hs−1))2 + ελ(T0)},
avec
β(t) := ‖v0‖L2 + (1 +
√
t )‖f ‖L2t (H−1).
Donc pour Cε  12 et N
−2
0  T0, on trouve
λ(T0) ‖v0‖H˙ 1 + ‖f ‖L2T0 (L2) + T0
1
3 N
6−2s
3
0 β(T0)
(‖v0‖Hs + ‖f ‖L2T0 (Hs−1)) 23
+N3−2s0 β3(T0)
(‖v0‖Hs + ‖f ‖L2T0 (Hs−1))2.
Pour conclure il suffit d’utiliser l’inégalité d’énergie de w et de remplacer s par 32 . Donc pour
s  32 et 0 < T0  T ∗ la solution w vérifie l’inégalité (3.6). En effet, pour cela il suffit de prendre
N0 ≈ T0 + ε 21−2s
(‖v0‖Hs + ‖f ‖L2T0 (Hs−1)) 22s−1 . (3.10)
D’où la proposition. 
3.2.3. Conclusion
L’inégalité (3.6) est on contradiction avec le fait que T ∗ < ∞ car si w ∈ L∞T ∗(H 1) avec
T ∗ < ∞, on peut alors prolonger w au-delà de T ∗ en une solution H 1 de (NSaxm). D’où le
système (NSaxm) est globalement bien posé dans H 1. Et par suite le système de Navier–Stokes
axisymétrique est globalement bien posé dans Hs pour s  32 . De plus, lorsque on remplace N0
par sa valeur (3.10) dans l’inégalité (3.6) et on utilise l’inégalité de Young, on trouve
‖v‖L∞T0 (H 1) + ‖Dv‖L2T0 (H 1)  ‖v0‖H 1 + ‖f ‖L2T0 (L2) + (1 +
√
T0 )‖f ‖L2T0 (H−1) + T0
2
+ (1 + β(T0))3(‖v0‖
H
3
2
+ ‖f ‖
L2T0
(H
1
2 )
)2
. (3.11)
De la majoration dans H 1 et la proposition (2.1) on peut déduire une majoration linéaire de v
dans Hs. Plus exactement on a le corollaire suivant.
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(i) Si λ ∈ [1, s]∥∥v(t)∥∥
Hλ
+ ‖Dv‖L2t (Hλ)
 C
{‖v0‖Hλ + ζ(t)‖v‖
L∞t (H˙
λ− 12 )
+ ‖f ‖L2t (Hλ−1) + β(t)
}
si λ < 2. (3.12)
(ii) Si λ ∈ [ 12 ,1[∥∥v(t)∥∥
Hλ
+ ‖Dv‖L2t (Hλ)
 C
{‖v0‖Hλ + ζ(t)‖v‖
L∞t (H˙
λ− 12 )
+ t 14 ‖f ‖
L2t (H
λ− 12 )
+ β(t)} (3.13)
avec
ζ(t) := ‖v0‖H 1 + ‖f ‖L2t (L2) + (1 +
√
t )‖f ‖L2t (H−1) + t2
+ (1 + β(t))3(‖v0‖
H
3
2
+ ‖f ‖
L2t (H
1
2 )
)2
. (3.14)
3.3. Démonstration du théorème 1.1
Le théorème 3.1 montre que le système de Navier–Stokes axisymétrique avec donnée initiale
v0 ∈ H 32 et terme de force extérieure f ∈ L2loc(R+;H
1
2 ), admet une unique solution globale dans
H
3
2 . Il s’agit maintenant d’affaiblir les hypothèses de régularité. On suppose donc que v0 ∈ Hs
et f ∈ L2loc(R+;Hs−1) avec 12 < s < 32 . On suit la même technique que dans la démonstration
du théorème 3.1 c’est-à-dire qu’on divise la donnée initiale v0 en deux parties l’une régulière
notée w0 et l’autre petite u0, de même pour f. Donc le système (NSax1) avec donnée initiale u0
et force fu est globalement bien posé dans Hs et la proposition 3.1 s’applique et on applique
l’inégalité (3.11) au système vérifié par w qui est le suivant
(NSaxm)
⎧⎨⎩
∂tw + w ·Dw − w +Dw = fw −w · Du− u · Dw,
divw = 0,
w|t=0 = w0,
en considérant le membre de droite F = fw − w · Du − u · Dw, comme un terme de force
extérieure donné. Tout d’abord le système (NSaxm) est localement bien posé dans H 1 pour s  1
d’après [13] puisque (NS) et (NSax1) le sont. Soit T ∗ le temps maximal d’existence de w dans
Cb([0, T ∗[;H 1) ∩ L2loc([0, T ∗[;H 2). Supposons que T ∗ < ∞. D’après l’inégalité (3.11) on a
pour tout t  T ∗,∥∥w(t)∥∥
H 1 + ‖Dw‖L2t (H 1)  ‖w0‖H 1 + ‖F‖L2t (L2) + (1 +
√
t )‖F‖L2t (H−1) + t2
+ (1 + ‖w0‖L2 + (1 + √t )‖F‖L2t (H−1))3
× (‖w0‖
H
3
2
+ ‖F‖
L2t (H
1
2 )
)2
.
Soit
λ(t) := ‖w‖L∞t (H 1) + ‖Dw‖L2t (H 1) et β(t) := ‖v0‖L2 + (1 +
√
t )‖f ‖L2t (H−1).
Alors d’après l’inégalité (2.4) et pour ε petit (voir proposition 3.1), on aura
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√
t )β(t)+ (1 + (1 + √t )β(t))3
× (‖w0‖
H
3
2
+ ‖fw‖
L2t (H
1
2 )
+ λ(t)(‖u‖L∞t (H 1) + ‖Du‖L2t (H 1)))2.
Ainsi pour 1 < s < 32 et N0 grand, on obtient
λ(t)
(
1 + (1 + √t )β(t))3(1 + ‖v0‖Hs + ‖f ‖L2t (H s−1))2
× ((1 + t2)N3−2s0 + N2(1−s)0 λ(t)2).
L’inégalité précédente montre que λ(t) est majoré par un polynôme en λ(t). Pour pouvoir majorer
λ(t) en fonction de N0 et t, il suffit d’utilise un lemme de H. Bahouri et P. Gérard [1]. On vérifie
facilement que si s > 54 le lemme s’appliquer de plus on peut choisir N0, tel que
(1 + √t )N
1
2
0 et ‖v0‖Hs + ‖f ‖L2t (H s−1)  εN
s− 12
0 .
Et par suite on en déduit pour tout t  T ∗ que w vérifie l’estimation suivante∥∥w(t)∥∥
H 1 + ‖Dw‖L2t (H 1)  ‖v0‖H 1 + ‖f ‖L2t (L2) + (1 + t2)
2(s−1)
4s−5
(
1 + (1 + √t )β(t)) 34s−5
×(1 + ‖v0‖Hs + ‖f ‖L2t (H s−1)) 24s−5 .
Ainsi l’inégalité précédente montre que T ∗ = ∞. Par suite le système de Navier–Stokes axisy-
métrique est globalement bien posé dans Hs pour s > 54 , de plus v vérifie l’inégalité précédente.
Pour conclure la démonstration du théorème 1.1, il suffit d’utiliser le résultat de [13] qui montre
qui (NS) admet une unique solution v ∈ L∞T (H
1
2 )∩L2T (H
3
2 ), que est axisymétrique. Par consé-
quent il existe un T0 ∈ [0, T ] tel que v(T0) ∈ Hζ avec ζ > 54 et axisymétrique. Et par suite (NS)
admet une unique solution v˜ axisymétrique sur l’intervalle du temps [T0,∞[ avec donnée initiale
v(T0). Mais par unicité de la solution, on a v ≡ v˜ sur [T0, T ]. D’où le théorème 1.1. 
4. Existence dans W 2,p
Dans la première partie de ce article nous avons fixé p = 2 dans l’espace de Sobolev W 2,p
et nous avons diminué l’indice de régularite s. Dans la deuxième partie nous allons fixer s = 2
et diminuer p. Avant d’entamer la preuve du théorème 1.2, on montre un résultat d’existence
locale et unicité des solutions pour l’équation de Navier–Stokes dans W 2,p(R3) avec force ex-
térieure. Rappelons que M. Cannone [6] a montré que (NS) est localement bien posé lorsque
v0 ∈ Wβ,p(R3) avec β > 3p − 1 lorsque p  2 et β > 3p lorsque 1 < p < 2 donc en particulier
dans W 2,p si p > 32 . Dans le même esprit, citons un résultat démontré par P.-G. Lemarié-
Rieusset [21] (théorème 19.2). Plus exactement il démontre que si ‖v0‖Wβ,p est majoré par une
constante (bien déterminée) pour 1 <p < ∞ et β  3
p
−1, alors (NS) admet une unique solution
v ∈ L∞((0,1);Wβ,p). Rappelons enfin que F.B. Weissler [28] a étudié cette question dans le cas
d’un ouvert borné régulier avec condition de Dirichlet. Nous n’avons pas trouvé de référence
traitant de l’existence locale dans W 2,p avec p  32 .
4.1. Existence locale
Théorème 4.1. Soient p ∈ ]1,∞], v0 un champ de vecteurs à divergence nulle à coefficients
dans W 2,p(R3) et f à coefficients dans L1 (R+;W 2,p(R3)) un terme de force extérieure. Alorsloc
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solution dans C([0, T ];W 2,p(R3)).
Preuve. Nous allons montrer que le système standard de Navier–Stokes (NS) avec terme de
force extérieure f est localement bien posé dans l’espace W 2,p(R3) pour tout p ∈ ]1,∞]. Pour
p > 32 M. Cannone [6] (lemme 1.3.17) a montré que (NS) est localement bien posé lorsque
f = 0, dans notre cas il suffit d’ajouter le terme de force au terme de la donnée initiale. Lorsque
p ∈ ]1, 32 ], la preuve repose sur la méthode du point fixe de Picard, les inégalités de convolution
et les injections de Sobolev.
L’espace de Banach X dans lequel on fera le point fixe dépend de p. Lorsque p ∈ [ 65 , 32 ] on
prend X = C([0, T ];W 2,p) et si p ∈ ]1, 65 ], on prend
X = C([0, T ];W 2,p)∩ {v | ‖v‖L2T (W 3−ε,p) < ∞} avec ε > 0 petit fixé.
Le cas p ∈ [ 65 , 32 ].
Il s’agit de montrer que l’operateur
T :
{
X −→ X,
v 	−→ etv0 +B(v, v),
est bien défini et réalise une contraction de X sur lui-même. Rappelons que l’opérateur bilinéaire
B est du type
B(g,h)(t, .) =
t∫
0
(t − s)−2G
(
.√
t − s
)
∗ g(s, .)h(s, .) ds
pour toutes fonctions réelles g et h avec G ∈ L1 ∩ L∞ (voir par exemple [6]).
Comme S(t)v0 est une convolution avec L1 où S(t) est le semi-groupe de la chaleur,
S(t, x) =
{
1
(4πt)3/2
e−
|x|2
4t si t > 0,
0 sinon,
alors l’inégalité de Young implique
∥∥S(t)v0∥∥W 2,p  ‖v0‖W 2,p et
∥∥∥∥∥
t∫
0
S(t − τ)f (τ) dτ
∥∥∥∥∥
W 2,p
 ‖f ‖L1t (W 2,p).
Pour évaluer ‖B(g,h)‖W 1,p , on utilise les inégalités de Young, de Hölder et l’injection de Sobo-
lev, on trouve∥∥B(g,h)(t)∥∥
Lp
 t 12 ‖g‖L∞t (W 2,p)‖h‖L∞t (W 2,p)
et ∥∥∂jB(g,h)(t)∥∥Lp  t 12 ‖g‖L∞t (W 2,p)‖h‖L∞t (W 2,p).
Pour majorer ‖∂j ∂kB(g,h)(t)‖Lp , on utilise la décomposition
∂j ∂kB(g,h)(t) =
t∫
(t − s)−2G
(
.√
t − s
)
(h∂j ∂kg + ∂kg∂jh + ∂jg∂kh+ g∂j ∂kh)ds.0
H. Abidi / Bull. Sci. math. 132 (2008) 592–624 609Soit q ∈ [1,∞] tel que 1
p
+ 1
q
 1 et W 2,p ↪→ Lq. Alors les inégalités de Hölder et de Young
impliquent∥∥∥∥∥
t∫
0
(t − s)−2G
(
.√
t − s
)
h∂k∂jg ds
∥∥∥∥∥
Lp

t∫
0
(t − s)−2
∥∥∥∥G( .√t − s
)∥∥∥∥
L
q
q−1
‖∂k∂jg‖Lp‖h‖Lq ds
 t
q−3
2q ‖g‖L∞t (W 2,p)‖h‖L∞t (W 2,p).
Pour p < 32 (resp. p = 32 ) on prend q = 3p3−2p (resp. q = 4). Mais comme on doit avoir 1p + 1q  1,
ceci n’est possible que si 65  p. Concernant l’estimation de l’autre partie, on a∥∥∥∥∥
t∫
0
(t − s)−2G
(
.√
t − s
)
∂kg∂jhds
∥∥∥∥∥
Lp

t∫
0
(t − s)−2
∥∥∥∥G( .√t − s
)∥∥∥∥
Lq
‖∂kg‖Lλ‖∂jh‖Lα ds
 t−1+
3
2q ‖g‖W 2,p‖h‖W 2,p ,
avec (q,α,λ) ∈ [1,∞]3 tels que 1 + 1
p
= 1
q
+ 1
α
+ 1
λ
, 1
α
+ 1
λ
 1, W 1,p ↪→ Lα et W 1,p ↪→ Lλ.
On peut prendre par exemple α = λ = 3p3−p et q = 3p5p−3 .
Et par suite pour p ∈ [ 65 , 32 ] il existe un réel strictement positif β tel que
sup
τt
∥∥B(g,h)(τ )∥∥
W 2,p  c t
β sup
τt
∥∥g(τ)∥∥
W 2,p sup
τt
∥∥h(τ)∥∥
W 2,p pour tout t ∈ R+.
En vertu du théorème de point fixe (voir par exemple [8]), on en déduit le théorème 4.1 dans le
cas 65  p 
3
2 .
Le cas p ∈ ]1, 65 [.
Rappelons l’espace X dans lequel on va utiliser le théorème du point fixe
X = C([0, T ];W 2,p)∩ {v | ‖v‖L2T (W 3−ε,p) < ∞} avec ε > 0.
Pour montrer que S(t)v0 ∈ L2T (W 3−ε,p) pour ε ∈ ]0,1[, on va utiliser le fait que l’espace de
Sobolev Ws,p(R3) coïncide avec celui de Besov Bsp,p(R3) pour 1 < p < ∞ et s ∈ R \ Z (voir
[26]).
De plus, d’après [10], pour les hautes fréquences, on a∥∥qS(t)v0∥∥Lp  1c e−ct22q‖qv0‖Lp (4.1)
et pour les basses fréquences, on obtient grâce à la continuite de l’opérateur −1 dans Lp et à
l’inégalité de Young la majoration suivante∥∥−1S(t)v0∥∥ p  ‖v0‖LpL
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∥∥S(t)v0∥∥W 3−ε,p  ‖v0‖B2p,2
{
1 +
(∑
q0
2q(1−ε)
2p
2−p e−ct22q
) 2−p
2p
}
 ‖v0‖B2p,2
{
1 +
( ∑
0qN
2q(1−ε)
2p
2−p
) 2−p
2p + t− 12
( ∑
qN+1
2−qε
2p
p−2
) 2−p
2p
}
 ‖v0‖B2p,2
(
1 + 2N(1−ε) + 2−Nεt− 12 ),
ainsi pour N = [− log t2 log 2 ] + 1, on trouve∥∥S(t)v0∥∥W 3−ε,p  ‖v0‖B2p,2(1 + t− 1−ε2 ).
Mais l’espace de Triebel F sp,2(R
3) coïncide avec celui de Sobolev Ws,p(R3) pour 1 <p < ∞ et
s ∈ Z (voir [26]). Or par définition des Fsp,2(R3), Bsp,2(R3) et l’inégalité de Minkowski, l’espace
F sp,2(R
3) est inclus dans l’espace de Besov Bsp,2 pour p  2 et par suite∥∥S(t)v0∥∥L2T (W 3−ε,p)  ‖v0‖W 2,p (T 12 + ε− 12 T ε2 ).
Pour majorer B(g,h) et ∂jB(g,h) dans L∞t (Lp) il suffit tout simplement de reprendre mot à mot
la preuve du premier cas. Par contre pour la dérivée seconde de l’operateur B on va introduire la
norme L2t (W
3−ε,p). D’après les inégalités de Young, on a
∥∥∂j ∂kB(g,h)(t)∥∥Lp 
t∫
0
(t − s)−2
∥∥∥∥G( .√t − s
)∥∥∥∥
Lp
{‖∂k∂jg‖Lp‖h‖
L
p
p−1
+ ‖∂k∂jh‖Lp‖g‖
L
p
p−1 + ‖∂g‖
L
3p
3−p
‖∂h‖
L
3p
4p−3
}
ds.
Comme p > 1, alors par interpolation et injection de Sobolev, on obtient
‖h‖
L
p
p−1  ‖h‖
3(p−1)
3−2p
L
3p
3−2p
‖h‖
6−5p
3−2p
L∞
 ‖h‖
3(p−1)
3−2p
W 2,p
‖h‖
6−5p
3−2p
W 3−ε,p , avec ε > 0 tel que W
3−ε,p ↪→ L∞.
De même, on a
‖∂h‖
L
3p
4p−3
 ‖∂h‖
p(6−ε)−6
p(1−ε)
L
3p
3−p
‖∂h‖
6−5p
p(1−ε)
L
3p
3+εp−2p
 ‖h‖
p(6−ε)−6
p(1−ε)
W 2,p
‖h‖
6−5p
p(1−ε)
W 3−ε,p .
Alors pour ε ∈ ]0,1[ tel que p > 33−ε , on a
∥∥∂j ∂kB(g,h)(t)∥∥Lp 
t∫
(t − s) 3−4p2p {‖g‖W 2,p‖h‖ 3(p−1)3−2pW 2,p ‖h‖ 6−5p3−2pW 3−ε,p0
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3(p−1)
3−2p
W 2,p
‖g‖
6−5p
3−2p
W 3−ε,p
+ ‖g‖W 2,p‖h‖
p(6−ε)−6
p(1−ε)
W 2,p
‖h‖
6−5p
p(1−ε)
W 3−ε,p
}
ds. (4.2)
Et par suite les inégalités (4.2) et de Young, impliquent
∥∥∂j ∂kB(g,h)∥∥L∞T (Lp)  (T 9(p−1)22p(3−2p) + T p(3+2ε)−3(1+ε)2p(1−ε) )‖g‖X‖h‖X.
Pour estimer la quantité B(g,h) dans L2T (W 3−ε,p), l’inégalité de Bernstein implique qu’il suffit
de contrôler
∫ t
0 S(t − τ)ghdτ dans L2T (B4−εp,p ). Ainsi
∥∥B(g,h)∥∥
L2T (W
3−ε,p) 
∥∥∥∥∥2q(4−ε)
t∫
0
e−c′(t−τ)22q
∥∥q(gh)∥∥Lp dτ
∥∥∥∥∥
L2T (l
p)
,
avec
c′ =
{
c si q  0,
0 si q = −1,
et par suite grâce à l’inégalité de Minkowski, on obtient
∥∥B(g,h)∥∥
B3−εp,p 
t∫
0
( ∑
−1qN
2q(4−ε)p
∥∥q(gh(τ))∥∥pLp) 1p dτ
+
t∫
0
( ∑
qN+1
2q(4−ε)pe−c(t−τ)22q
∥∥q(gh(τ))∥∥pLp) 1p dτ

t∫
0
(
2N(4−ε)
∥∥gh(τ)∥∥
Lp
+ ∥∥gh(τ)∥∥
B2p,2
( ∑
qN+1
2q(2−ε)
2p
2−p e−c(t−τ)22q
) 2−p
2p
)
dτ

t∫
0
(
2N(4−ε)
∥∥gh(τ)∥∥
Lp
+ 1
t − τ 2
−Nε∥∥gh(τ)∥∥
B2p,2
)
dτ,
alors pour N = [ 14 log 2 log(
‖gh‖
B2
p,2
‖gh‖Lp (t−τ) )] + 1, on trouve
∥∥B(g,h)∥∥
B3−εp,p 
t∫
0
1
(t − τ)1− ε4 ‖gh‖
ε
4
Lp‖gh‖
1− ε4
B2p,2
dτ.
Grâce à l’inégalité de Hölder, l’injection de Sobolev et les lois de produit dans l’espace de Besov
(voir par exemple [11] proposition 1.4), on en déduit que
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B3−εp,p 
t∫
0
1
(t − τ)1− ε4 ‖g‖
ε
4
L∞‖h‖
ε
4
Lp
(‖g‖1− ε4L∞ ‖h‖1− ε4B2p,2 + ‖h‖1− ε4L∞ ‖g‖1− ε4B2p,2 )dτ

t∫
0
1
(t − τ)1− ε4 ‖g‖
ε
4
W 3−ε,p‖h‖
ε
4
W 2,p
× (‖g‖1− ε4
W 3−ε,p‖h‖
1− ε4
B2p,2
+ ‖h‖1−
ε
4
W 3−ε,p‖g‖
1− ε4
B2p,2
)
dτ.
Mais par définition de l’espace de Besov, le fait que l’espace de Sobolev W 2,p coïncide avec
celui de Triebel F 2p,2 et l’inégalité de Minkowski, on obtient
‖u‖B2p,2  ‖u‖W 2,p .
Ainsi
∥∥B(g,h)∥∥
B3−εp,p 
t∫
0
1
(t − τ)1− ε4 ‖g‖
ε
4
W 3−ε,p‖h‖
ε
4
W 2,p
× (‖g‖1− ε4
W 3−ε,p‖h‖
1− ε4
W 2,p
+ ‖h‖1−
ε
4
W 3−ε,p‖g‖
1− ε4
W 2,p
)
dτ
et par suite l’inégalité de Young implique que∥∥B(g,h)∥∥
L2T (W
3−ε,p) 
4
ε
T
ε
4 ‖g‖X‖h‖X.
Il reste à étudier le terme qui contient la force f. Pour cela on va utiliser un résultat démontré par
J.-Y. Chemin (dans [10] proposition 2.1), l’inégalité de Minkowski et le fait que B2p,2 ↪→ W 2,p,
on trouve pour tout t ∈ [0, T ]∥∥∥∥∥
t∫
0
S(t − τ)f (τ) dτ
∥∥∥∥∥
L˜2T (B
3
p,2)
 ‖f ‖L1T (W 2,p),
mais d’après l’inégalité de Minkowski, on a L˜2T (B
3
p,2) ↪→ L2T (W 3−ε,p), et par suite∥∥∥∥∥
t∫
0
S(t − τ)f (τ) dτ
∥∥∥∥∥
L2T (W
3−ε,p)
 ‖f ‖L1T (W 2,p).
Grâce au théorème du point fixe, on peut alors conclure que (NS) est localement bien posé
dans X. En fait, le système (NS) est localement bien posé dans C([0, T ];W 2,p(R3)) pour
p ∈ ]1, 32 ] même pour p ∈ ]1, 65 [. En effet dans [14] l’unicité dans C([0, T ];L3(R3)) est montrée
et l’injection de Sobolev assure que W 2,p ↪→ L3. Ceci achève la preuve du théorème 4.1. 
D’après le théorème 4.1 et la transformation de X. Saint Raymond [25], on obtient le corollaire
suivant.
Corollaire 4.1. Soient p ∈ ]1,∞], v0 à coefficients dans ∈ W 2,p axisymétrique tel que divv0 = 0
et f à coefficients dans L1loc(R+;W 2,p) un terme de force extérieure axisymétrique. Alors il
existe un T strictement positif dépendant de v0 et f tel que le système (NSax) admette une
unique solution dans C([0, T ];W 2,p).
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L2 + ‖Dv‖L2t (L2)  ‖v0‖L2 + ‖f ‖L1t (L2)  ‖v0‖W 2,p + ‖f ‖L1t (W 2,p) ∀t ∈ [0, T ].
Preuve. Pour p ∈]1,2], par injection de Sobolev et interpolation, on a W 2,p ↪→ L2 pour tout
p ∈ [1,2] et par suite le système (NS) admet une solution faible globale “à la Leray” notée vL
qui vérifie l’inégalité d’énergie∥∥vL(t)∥∥L2 + ‖DvL‖L2t (L2)  ‖v0‖L2 + ‖f ‖L1t (L2)
 ‖v0‖W 2,p + ‖f ‖L1t (W 2,p).
Pour prouver la proposition, il suffit d’établir que v ∈ L∞T (H
1
2 )∩L2T (H
3
2 ). Un classique résultat
d’unicité fort-faible permettra de conclure que v = vL sur [0, T ] et par conséquent v vérifie
l’inégalité d’énergie.
Lorsque p ∈]1, 65 [, l’injection de Sobolev et le choix de ε ( 3p − 3 < −ε) montrent que X ↪→
L∞T (H
1
2 )∩ L2T (H
3
2 ).
Pour p  65 , on utilise le fait que L2T (B
s
p,2) = L2T (B˙sp,2 ∩ Lp) pour tout s > 0. Tout d’abord
l’inégalité de Minkowski implique que v0 ∈ W 2,p(R3) ≡ F 2p,2(R3) ↪→ B2p,2(R3) de même f ∈
L1loc(R+;B2p,2). Rappelons que
∂tv −v = Pf − P(v ·Dv).
D’après la proposition 1.4 [11], l’inégalité de Bernstein et la continuité de l’opérateur P, on a∥∥P(v ·Dv)∥∥
L2T (B
1
2
p,2)
 ‖v‖
L
ρ1
T (B
3
p − 12
p,2 )
‖v‖
L
ρ2
T (B
2
p,2)
,
avec 12 = 1ρ1 + 1ρ2 . Or 3p − 12  2 pour p  65 , et par suite∥∥P(v ·Dv)∥∥
L2T (B
1
2
p,2)
 T 12 ‖v‖2
L∞T (W 2,p)
.
Et par suite la proposition 2.1 [10] implique que v ∈ L2T (B
5
2
p,2) puisque pour les basses fré-
quences, on a v ∈ L∞T (Lp), et
∫ t
0 S(t − τ)Pf (τ) dτ a des coefficients dans l’espace L2T (B3p,2),
ainsi P(v ·Dv) ∈ L2T (B1p,2) puisque∥∥P(v ·Dv)∥∥
L2T (B
1
p,2)
 ‖v‖L∞T (B2p,2)‖v‖L2T (B
5
2
p,2)
.
De nouveau la proposition 2.1 [10] montre que v ∈ L2T (B3p,2), et par suite l’injection de Sobolev
implique que v ∈ C([0, T ];H 12 )∩ L2T (H
3
2 ). D’où la proposition. 
4.2. Existence globale
Maintenant on va étudier dans quel cas (NSax) est globalement bien posé. Soit T ∗ le temps
d’existence maximal de v solution du système (NSax) dans C([0, T ∗[;W 2,p(R3)). Supposons
que T ∗ < ∞.
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Pour parvenir à un résultat global (T ∗ = ∞) nous allons montrer que ‖ω‖L∞t (Lp) est contrôlé
par ‖ω
r
‖L∞t (Lp) où ω est la composante de rotv portée par le vecteur eθ . De même on trouve que‖D rotv‖L∞t (Lp) est contrôlé par ‖ω‖L4t (L2) et ‖rotv‖L1t (L∞). Mais grâce a l’inégalité de Hardy
‖h
r
‖Lp(r dr)  p2−p‖∂rh‖Lp(r dr), on peut contrôler ωr dans L∞t (Lp) en fonction des données
initiales. Ainsi on peut majorer ω dans L4t (L2) et rotv dans L1t (L∞) grâce à l’effet régularisant
de l’équation de la chaleur.
Premièrement on démontre la proposition suivante.
Proposition 4.2. Soient 1 <p < 2, v0 ∈ Lp(R3)∩L2(R3) et f ∈ L1loc(R+;L2(R3)∩Lp(R3)).
Alors pour tout t  T ∗ la solution du système (NS) vérifie l’inégalité suivante
‖v‖L∞t (Lp) +
∥∥D|v| p2 ∥∥ 2p
L2t (L
2)

⎧⎪⎨⎪⎩
‖v0‖Lp + (‖v0‖L2 + ‖f ‖L1t (L2))2t
3−2p
2p + ‖f ‖L1t (Lp) si p  32 ,
‖v0‖Lp +
∫ t
0 ‖Dv(τ)‖
3(p−1)
p
Lp ‖D2v(τ)‖
3−p
p
Lp dτ + ‖f ‖L1t (Lp) si p > 32 .
Preuve. Rappelons que v vérifie l’équation suivante
∂tv −v = −P(v · Dv)+ Pf.
Supposons p > 1, on obtient après multiplication de la nouvelle équation par |v|p−1 signv où
signv est le signe de chaque composante, puis par intégration par parties combinées avec le fait
que P est continue dans Lq pour 1 < q < +∞ et l’inégalité de Hölder que
1
p
d
dt
‖v‖pLp +
4(p − 1)
p2
∥∥D|v| p2 ∥∥2
L2  ‖v‖
L
2p
2−p
‖Dv‖L2‖v‖p−1Lp + ‖f ‖Lp‖v‖p−1Lp .
À ce stade, si p  32 on obtient grâce à l’inégalité (2.1) et par interpolation la majoration suivante
‖v‖
L
2p
2−p
 ‖v‖
3−2p
p
L2
‖v‖
3(p−1)
p
L6
 ‖v‖
3−2p
p
L2
‖Dv‖
3(p−1)
p
L2
,
d’où
1
p
d
dt
‖v‖pLp +
4(p − 1)
p2
∥∥D|v| p2 ∥∥2
L2  ‖v‖p−1Lp
(‖v‖ 3−2pp
L2
‖Dv‖
4p−3
p
L2
+ ‖f ‖Lp
)
.
Et par suite on obtient grâce à l’inégalité d’énergie et intégration en temps la majoration suivante∥∥v(t)∥∥
Lp
+ ∥∥D|v| p2 ∥∥ 2p
L2t (L
2)
 ‖v0‖Lp +
(‖v0‖L2 + ‖f ‖L1t (L2)) 3−2pp
t∫
0
‖Dv‖
4p−3
p
L2
ds + ‖f ‖L1t (Lp).
Comme p  32 , alors
4p−3
p
 2 et par suite grâce aux inégalités de Hölder et d’énergie on en
déduit la première partie de la proposition.
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pose un problème est
∫
R3 P(v · Dv)|v|p−1 signv dx. Mais pour p  32 , l’inégalité de Hölder
assure que∣∣∣∣ ∫
R3
P(v · Dv)|v|p−1 signv dx
∣∣∣∣ ‖v‖L∞‖Dv‖Lp‖v‖p−1Lp .
Le fait que p > 32 , implique que W
2,p(R3) ↪→ L∞(R3). De plus comme p < 3, alors
‖v‖L∞  ‖Dv‖
2p−3
p
Lp ‖D2v‖
3−p
p
Lp . (4.3)
Donc
1
p
d
dt
‖v‖pLp +
4(p − 1)
p2
∥∥D|v| p2 ∥∥2
L2  ‖v‖p−1Lp
(‖Dv‖ 3(p−1)pLp ‖D2v‖ 3−ppLp + ‖f ‖Lp).
Pour conclure la démonstration de la proposition il suffit d’intègre par rapport au temps. 
Le second point est de contrôler Ω = rotv. Rappelons que dans le cas axisymétrique, on a
Ω = ωeθ avec ω = (∂zvr − ∂rvz) et rotf = geθ = (∂zfr − ∂rfz)eθ .
Théorème 4.2. Soit v0 ∈ W 2,p un champ de vecteurs axisymétrique à divergence nulle et
f ∈ L1loc(R+;W 2,p). Alors pour tout t  T ∗ la composante ω du rotationnel de la solution
du système (NSax) vérifie l’inégalité suivante :
(i) Si 65  p < 2
‖ω‖L∞t (Lp) +
∥∥∇|ω| p2 ∥∥ 2p
L2t (L
2)
+
∥∥∥∥ |ω| p2r
∥∥∥∥ 2p
L2t (L
2)
 ‖ω0‖Lp + ‖g‖L1t (Lp) + λ(t, v0, f ). (4.4)
(ii) Si 1 <p < 65
‖ω‖L∞t (Lp) +
∥∥∇|ω| p2 ∥∥ 2p
L2t (L
2)
+
∥∥∥∥ |ω| p2r
∥∥∥∥ 2p
L2t (L
2)
 ‖ω0‖Lp + ‖g‖L1t (Lp) + β(t, v0, f ) (4.5)
avec λ et β dépendent de t et des données initiales.
Preuve. Dans le cas axisymétrique, on a
∂tω + vr∂rω + vz∂zω − vr
r
ω −
[
∂2r ω + ∂2z ω +
1
r
∂rω − ω
r2
]
= g, (4.6)
avec g = (∂zfr − ∂rfz) et ω = (∂zvr − ∂rvz).
Soit 1 < λ, on multiplie cette dernière équation par |ω|λ−1 signω, puis on intègre sur R3. On
obtient après intégrations par parties combinées avec le fait que divv = ∂rvr + vrr + ∂zvz = 0
1
λ
d
dt
‖ω‖λ
Lλ
+ ∥∥∇|ω| λ2 ∥∥2
L2 +
∥∥∥∥ |ω| λ2r
∥∥∥∥2
L2
= 2π
∫
vr
r
|ω|λr dr dz + 2π
∫
g|ω|λ−1 signωr dr dz, (4.7)R×R+ R×R+
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1
λ
d
dt
‖ω‖λ
Lλ
+ ∥∥∇|ω| λ2 ∥∥2
L2 +
∥∥∥∥ |ω| λ2r
∥∥∥∥2
L2

∥∥∥∥ωr
∥∥∥∥
Lp
‖ω‖λ−1
L
p(λ−1)
p−1
‖v‖L∞ + ‖g‖Lλ‖ω‖λ−1Lλ .
(4.8)
Pour p  65 par injection de Sobolev, on a W 1,p ↪→ L2. Par ailleurs, une méthode d’énergie va
nous permettre de contrôler ω
r
dans L∞t (Lp). Ainsi grâce à l’inégalité (4.8) on peut majorer ω
dans L∞t (L2)∩L2t (H 1) (faire λ = 2 dans (4.8)). Et par suite, on peut contrôler v dans L4t (L∞),
grâce à l’inégalité d’Agmon et au lemme 2.2. Puis grâce à l’inégalité (4.8), avec λ = p on en
déduit une majoration de ω dans L∞t (Lp).
Dans le cas 1 < p < 65 , on remplace la norme L
2 par Lp∗ avec p∗ = 3p3−p ∈ ] 32 ,2[. De même
grâce à la méthode d’énergie on peut majorer ω dans L∞t (Lp

) ∩ L2t (W 1,p∗). Ainsi on peut
déduire une majoration de v dans L
2p∗
3−p∗
t (L
∞), de nouveau grâce à l’inégalité (4.8) (avec λ = p)
on peut contrôler ω dans L∞t (Lp).
(i) Pour p  65 les inégalités (4.8) (avec λ = p), d’Agmon et lemme 2.2 impliquent
1
p
d
dt
‖ω‖pLp +
∥∥∇|ω| p2 ∥∥2
L2 +
∥∥∥∥ |ω| p2r
∥∥∥∥2
L2

∥∥∥∥ωr
∥∥∥∥
Lp
‖ω‖p−1Lp ‖Dv‖
1
2
L2
‖D2v‖
1
2
L2
+ ‖g‖Lp‖ω‖p−1Lp
 ‖ω‖p−1Lp
(∥∥∥∥ωr
∥∥∥∥
Lp
‖ω‖
1
2
L2
(
‖∇ω‖L2 +
∥∥∥∥ωr
∥∥∥∥
L2
) 1
2 + ‖g‖Lp
)
.
On intègre par rapport au temps on obtient la majoration suivante
∥∥ω(t)∥∥
Lp
+ ∥∥∇|ω| p2 ∥∥ 2p
L2t (L
2)
+
∥∥∥∥ |ω| p2r
∥∥∥∥ 2p
L2t (L
2)
 ‖ω0‖Lp + ‖g‖L1t (Lp) +
t∫
0
∥∥∥∥ωr
∥∥∥∥
Lp
‖ω‖
1
2
L2
(
‖∇ω‖L2 +
∥∥∥∥ωr
∥∥∥∥
L2
) 1
2
dτ. (4.9)
De même d’après l’inégalité (4.8) pour λ = 2, on a
1
2
d
dt
‖ω‖2
L2 + ‖∇ω‖2L2 +
∥∥∥∥ωr
∥∥∥∥2
L2

∥∥∥∥ωr
∥∥∥∥
Lp
‖v‖L∞‖ω‖
L
p
p−1 + ‖g‖L2‖ω‖L2

∥∥∥∥ωr
∥∥∥∥
Lp
‖Dv‖
1
2
L2
∥∥D2v∥∥ 12
L2
‖ω‖
L
p
p−1 + ‖g‖L2‖ω‖L2 .
Comme par hypothèse 65  p, alors 2
p
p−1  6, et par suite on obtient par interpolation, l’in-
égalité (2.1) et le (ii) du lemme 2.2
‖ω‖
L
p
p−1  ‖ω‖
5p−6
2p
L2
‖Dω‖
3(2−p)
2p
L2
 ‖ω‖
5p−6
2p
L2
(
‖∇ω‖L2 +
∥∥∥∥ωr
∥∥∥∥
L2
) 3(2−p)
2p
,
et par suite l’inégalité de Young, donne
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dt
‖ω‖2
L2 + ‖∇ω‖2L2 +
∥∥∥∥ωr
∥∥∥∥2
L2

∥∥∥∥ωr
∥∥∥∥
2p
3(p−1)
Lp
‖ω‖2
L2 + ‖g‖L2‖ω‖L2 .
Donc le lemme de Gronwall, implique que
‖ω‖L∞t (L2) + ‖∇ω‖L2t (L2) +
∥∥∥∥ωr
∥∥∥∥
L2t (L
2)

√
2‖ω0‖L2 exp
(
c
t∫
0
∥∥∥∥ωr
∥∥∥∥
2p
3(p−1)
Lp
ds
)
+ c
t∫
0
∥∥g(s)∥∥
L2 exp
(
c
t∫
s
∥∥∥∥ωr (τ)
∥∥∥∥
2p
3(p−1)
Lp
dτ
)
ds.
(4.10)
Maintenant on va étudier le terme ω
r
. Plus exactement, on démontre que si 1 < p, ω
r
est majoré
dans L∞t (Lp) en fonction des données initiales. En effet, rappelons que α := ωr vérifie l’équation
suivante
∂tα + v · ∇α −
(
∂2r α + ∂2z α +
3
r
∂rα
)
= g
r
. (4.11)
On multiplie l’égalité (4.11) par |α|p−1 signα et on intègre sur R3. On trouve grâce à vr(0, ·) = 0,
divv = ∂rvr + vrr +∂zvz = 0 et  = ∂2r +∂2z + 1r ∂r dans le cas axisymétrique, l’inégalité suivante
−
∫
R3
(
∂2r α + ∂2z α +
3
r
∂rα
)
|α|p−1 signα dx
= 4(p − 1)
p2
∥∥D|α| p2 ∥∥2
L2 −
2π
p
∫
R×R+
∂r |α|p dr dz
= 4(p − 1)
p2
∥∥D|α| p2 ∥∥2
L2 +
2π
p
∫
R
|α|p(0, z) dr dz
 4(p − 1)
p2
∥∥D|α| p2 ∥∥2
L2
et ∫
I (π,R,R+)
(vr∂rα + vz∂zα)|α|p−1 signαr dr dz dθ
= −2π
p
∫
R×R+
(
∂rvr + vr
r
+ ∂zvz
)
|α|pr dr dz = 0.
Après grâce à l’inégalité de Hölder, lemme 2.2 et on intégre par rapport au temps, on obtient
l’estimation suivante
‖α‖L∞t (Lp) +
∥∥D|α| p2 ∥∥ 2p
L2t (L
2)
 ‖α0‖Lp +
∥∥∥∥gr
∥∥∥∥
L1t (L
p)
 ‖v0‖W 2,p + ‖f ‖L1t (W 2,p). (4.12)
Par conséquent les inégalités (4.10) et (4.12) donnent l’inégalité suivante dans le cas 6  p < 2 :5
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∥∥∥∥ωr
∥∥∥∥
L2t (L
2)
 c
(‖ω0‖L2 + ‖g‖L1t (L2))
× exp(ct(‖v0‖W 2,p + ‖f ‖L1t (W 2,p)) 2p3(p−1) ).
(4.13)
Et par suite les inégalités (4.9), de Hölder, (4.13) et (4.12) impliquent
‖ω‖L∞t (Lp) +
∥∥∇|ω| p2 ∥∥ 2p
L2t (L
2)
+
∥∥∥∥ |ω| p2r
∥∥∥∥ 2p
L2t (L
2)
 ‖ω0‖Lp + ‖g‖L1t (Lp) + t
3
4
(‖ω0‖L2 + ‖g‖L1t (L2))
× (‖v0‖W 2,p + ‖f ‖L1t (W 2,p)) exp(ct(‖v0‖W 2,p + ‖f ‖L1t (W 2,p)) 2p3(p−1) ).
(ii) Pour 1 <p < 65 , tout d’abord on va démontrer le lemme suivant.
Lemme 4.1. Soit v un champ de vecteurs axisymétrique à divergence nulle, ω la composante de
rotv et 1 <p  65 .
‖v‖L∞(R3)  ‖ω‖
2p∗−3
p∗
Lp
∗
(R3)
(∥∥D|α| p2 ∥∥
L2(R3)‖α‖
2−p
2
Lp(R3)
+ ∥∥∇|ω| p∗2 ∥∥
L2(R3)‖ω‖
2−p∗
2
Lp
∗
(R3)
) 3−p∗
p∗
(4.14)
avec α = ω
r
et p∗ = 3p3−p .
Prueve. Comme 32 <p
∗ < 3 l’inégalité (4.3) assure que
‖v‖L∞  ‖Dv‖
2p∗−3
p∗
Lp
∗ ‖D2v‖
3−p∗
p∗
Lp
∗ ,
et par suite dans le cas axisymétrique, le lemme 2.2 implique que
‖v‖L∞  ‖ω‖
2p∗−3
p∗
Lp
∗
(
‖∇ω‖Lp∗ +
∥∥∥∥ωr
∥∥∥∥
Lp
∗
) 3−p∗
p∗
.
Mais d’après l’inégalité (2.1), on a∥∥∥∥ωr
∥∥∥∥
Lp
∗
 ‖Dα‖Lp .
D’autre part si β  2, on a ‖∂iu‖Lβ  ‖∂i |u|
β
2 ‖L2‖u‖
2−β
2
Lβ
, en effet :
‖∂iu‖βLβ =
∫
R3
∣∣∂i[|u| β2 ] 2β ∣∣β dx

∫
R3
∣∣∂i |u| β2 ∣∣β |u| β(2−β)2 dx
ainsi l’inégalité de Hölder implique que
H. Abidi / Bull. Sci. math. 132 (2008) 592–624 619‖∂iu‖Lβ 
∥∥∂i |u| β2 ∥∥L2‖u‖ 2−β2Lβ . (4.15)
Comme application on prend β = p et β = p∗, on trouve∥∥∥∥ωr
∥∥∥∥
Lp
∗
 ‖Dα‖Lp

∥∥D|α| p2 ∥∥
L2‖α‖
2−p
2
Lp (4.16)
et
‖∇ω‖Lp∗ 
∥∥∇|ω| p∗2 ∥∥
L2‖ω‖
2−p∗
2
Lp
∗ , (4.17)
d’où le lemme. 
Par suite les inégalités (4.8), (4.14) et (4.16), impliquent
1
p∗
d
dt
‖ω‖p∗
Lp
∗ +
∥∥∇|ω| p∗2 ∥∥2
L2 +
∥∥∥∥ |ω| p
∗
2
r
∥∥∥∥2
L2

∥∥∥∥ωr
∥∥∥∥
Lp
∗
‖ω‖p∗−1
Lp
∗ ‖v‖L∞ + ‖g‖Lp∗ ‖ω‖p
∗−1
Lp
∗

(∥∥D|α| p2 ∥∥
L2‖α‖
2−p
2
Lp +
∥∥∇|ω| p∗2 ∥∥
L2‖ω‖
2−p∗
2
Lp
∗
) 3−p∗
p∗
× ∥∥D|α| p2 ∥∥
L2‖α‖
2−p
2
Lp ‖ω‖
p∗+1− 3
p∗
Lp
∗ + ‖g‖Lp∗ ‖ω‖p
∗−1
Lp
∗ ,
alors l’inégalité de Young implique que
1
p∗
d
dt
‖ω‖p∗
Lp
∗ +
∥∥∇|ω| p∗2 ∥∥2
L2 +
∥∥∥∥ |ω| p
∗
2
r
∥∥∥∥2
L2

∥∥D|α| p2 ∥∥ 3p∗
L2
‖α‖
2−p
2
3
p∗
Lp ‖ω‖
p∗+1− 3
p∗
Lp
∗
+ ∥∥D|α| p2 ∥∥ 2p∗3(p∗−1)
L2
‖α‖
p∗(2−p)
3(p∗−1)
Lp ‖ω‖p
∗
Lp
∗ + ‖g‖Lp∗ ‖ω‖p
∗−1
Lp
∗ ,
et comme 32  p∗  2, alors ‖ω‖
p∗+1− 3
p∗
Lp
∗  ‖ω‖p∗
Lp
∗ + ‖ω‖p∗−1
Lp
∗ , d’où
1
p∗
d
dt
‖ω‖p∗
Lp
∗ +
∥∥∇|ω| p∗2 ∥∥2
L2 +
∥∥∥∥ |ω| p
∗
2
r
∥∥∥∥2
L2

(∥∥D|α| p2 ∥∥ 3p∗
L2
‖α‖
2−p
2
3
p∗
Lp + ‖g‖Lp∗
)‖ω‖p∗−1
Lp
∗
+ (∥∥D|α| p2 ∥∥ 3p∗
L2
‖α‖
2−p
2
3
p∗
Lp +
∥∥D|α| p2 ∥∥ 2p∗3(p∗−1)
L2
‖α‖
p∗(2−p)
3(p∗−1)
Lp
)‖ω‖p∗
Lp
∗ .
Ainsi le lemme de Gronwall entraîne que
‖ω‖L∞t (Lp∗ ) +
∥∥∇|ω| p∗2 ∥∥ 2p∗
L2t (L
2)
+
∥∥∥∥ |ω| p
∗
2
r
∥∥∥∥ 2p∗
L2t (L
2)

(‖ω0‖ p∗ + ‖g‖ 1 p∗ )L Lt (L )
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(
c
t∫
0
(∥∥D|α| p2 ∥∥ 3p∗
L2
‖α‖
2−p
2
3
p∗
Lp +
∥∥D|α| p2 ∥∥ 2p∗3(p∗−1)
L2
‖α‖
p∗(2−p)
3(p∗−1)
Lp
)
dτ
)
.
Grâce aux inégalités de Hölder et à (4.12), on en déduit que
‖ω‖L∞t (Lp∗ ) +
∥∥∇|ω| p∗2 ∥∥ 2p∗
L2t (L
2)
+
∥∥∥∥ |ω| p
∗
2
r
∥∥∥∥ 2p∗
L2t (L
2)

(‖ω0‖Lp∗ + ‖g‖L1t (Lp∗ )) exp(c(t 2p∗−32p∗ (‖v0‖W 2,p + ‖f ‖L1t (W 2,p)) 3p∗
+ t 2p
∗−3
3(p∗−1)
(‖v0‖W 2,p + ‖f ‖L1t (W 2,p)) 2p∗3(p∗−1) )), (4.18)
d’où les inégalités (4.14) et (4.18) impliquent
‖v‖
L
2p∗
3−p∗
t (L
∞)
 (t)
2p∗−3
p∗
((‖v0‖W 2,p + ‖f ‖L1t (W 2,p)) p(3−p∗)2p∗ + (t) 5−2p∗2 ), (4.19)
avec
(t) := exp(c(t 2p∗−32p∗ (‖v0‖W 2,p + ‖f ‖L1t (W 2,p)) 3p∗
+ t 2p
∗−3
3(p∗−1)
(‖v0‖W 2,p + ‖f ‖L1t (W 2,p)) 2p∗3(p∗−1) ))(‖ω0‖Lp∗ + ‖g‖L1t (Lp∗ )).
Pour terminer, on utilise l’inégalité (4.8) (avec λ = p), les inégalités de Hölder, (4.12), (4.19) et
on intègre par rapport au temps. On trouve
‖ω‖L∞t (Lp) +
∥∥∇|ω| p2 ∥∥ 2p
L2t (L
2)
+
∥∥∥∥ |ω| p2r
∥∥∥∥ 2p
L2t (L
2)
 ‖ω0‖Lp + ‖g‖L1t (Lp) + (t)
2p∗−3
p∗
(‖v0‖W 2,p + ‖f ‖L1t (W 2,p))
× ((‖v0‖W 2,p + ‖f ‖L1t (W 2,p)) p(3−p∗)2p∗ + (t) 5−2p∗2 )t 3(p∗−1)2p∗ .
D’où le théorème 4.2. 
Pour conclure la démonstration de théorème 1.2 il reste à estimer D2v dans Lp. Notons que
‖D2v‖Lp ≈ ‖DΩ‖Lp . Rappelons que le terme ∂jΩ vérifie l’équation suivante
∂t ∂jΩ + (∂j v · D)Ω + (v ·D)∂jΩ − (∂jΩ · D)v − (Ω ·D)∂jv
−∂jΩ = ∂jG, où G = rotf.
Une méthode d’énergie classique donne
1
p
d
dt
‖∂jΩ‖pLp +
4(p − 1)
p2
∥∥D|∂jΩ| p2 ∥∥2L2
=
∫
R3
(∂j v · D)Ω|∂jΩ|p−1 · sign(∂jΩ)dx
+
∫
3
(∂jΩ ·D)v|∂jΩ|p−1 · sign(∂jΩ)dx +
∫
3
(Ω ·D)∂jv|∂jΩ|p−1 · sign(∂jΩ)dx
R R
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∫
R3
(v ·D)∂jΩ|∂jΩ|p−1 · sign(∂jΩ)dx +
∫
R3
∂jG|∂jΩ|p−1 · sign(∂jΩ)dx
:= ζ + β + γ + λ + η, (4.20)
où sign(DΩ) est le signe de chaque composante de DΩ.
Tout d’abord, l’inégalité de Hölder implique
η ‖∂jG‖Lp‖∂jΩ‖p−1Lp .
Par intégrations par parties, on obtient
λ = − 1
p
∫
R3
(v ·D)|∂jΩ|p dx = 1
p
∫
R3
divv|∂jΩ|p dx = 0.
Les inégalités de Cauchy–Schwarz, (2.1) et de Young, impliquent
ζ,β 
∥∥|DΩ|p∥∥
L2‖Dv‖L2 =
∥∥|DΩ| p2 ∥∥2
L4‖Dv‖L2

∥∥D|DΩ| p2 ∥∥ 32
L2
∥∥|DΩ| p2 ∥∥ 12
L2
‖Dv‖L2
 c1
∥∥D|DΩ| p2 ∥∥2
L2 + c2‖DΩ‖pLp‖Dv‖4L2
et en utilisant l’inégalité de Hölder, on trouve (sachant que ‖DΩ‖Lp ≈ ‖D2v‖Lp pour p ∈
]1,∞[)
γ  ‖DΩ‖pLp‖Ω‖L∞ .
D’où après sommation sur j dans (4.20)
d
dt
‖DΩ‖pLp +
∥∥D|DΩ| p2 ∥∥2
L2  ‖DΩ‖pLp
(‖Dv‖4
L2 + ‖Ω‖L∞
)+ ‖DG‖Lp‖DΩ‖p−1Lp .
Et par suite le lemme de Gronwall implique que
‖DΩ‖L∞t (Lp) +
∥∥D|DΩ| p2 ∥∥ 2p
L2t (L
2)

(‖DΩ0‖Lp + ‖f ‖L1t (W 2,p))
× exp
(
c
t∫
0
(∥∥Ω(τ)∥∥4
L2 +
∥∥Ω(τ)∥∥
L∞
)
dτ
)
. (4.21)
Pour conclure il suffit de contrôler Ω dans L1t (L∞). En effet, il est clair que l’on peut majorer Ω
dans L4t (L2). Si p  65 c’est évident car on a une majoration de ω dans L∞t (L2). Si 1 < p < 65 ,
on a une majoration de ω dans L2t (W 1,p
∗
) ↪→ L2t (L
3p
3−2p ), et par suite par interpolation, on a
‖ω‖L2  ‖ω‖
7p−6
2p
Lp
∗ ‖ω‖
6−5p
2p
L
3p
3−2p
,
ainsi ω ∈ L
4p
6−5p
t (L
2) ↪→ L4t (L2).
Pour contrôler Ω dans L1t (L∞), on utilise le fait que
∂tΩ −Ω = −v ·DΩ −Ω ·Dv + G.
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DΩ + Ω · Dv + G à coefficients dans l’espace L˜1t (B˙0q,∞) et Ω0 ∈ B˙0q,∞ pour q ∈ [1,∞]. De
plus on utilise le fait que L˜1t (Bsq,∞) = L˜1t (B˙sq,∞) ∩ L1t (Lq) pour s > 0. Pour contrôler Ω dans
L1t (L
∞), on a besoin d’utiliser la norme L∞ de v. On procède différemment suivant que 65 < p
ou 1 <p  65 .
(i) Si p > 65 .
On prend q = p. Tout d’abord Ω0 et G vérifient ces conditions car W 1,p ↪→ B1p,2 ↪→ Lp ↪→
B˙0p,∞ et L1t (W 1,p) ↪→ L1t (B1p,2) ↪→ L1t (Lp) ↪→ L˜1t (B˙0p,∞). Il reste à montrer que v · DΩ +
Ω · Dv est à coefficients dans l’espace L˜1t (B˙0p,∞). D’après les inégalités d’Agmon et (4.13),
v est majoré dans L4t (L∞) en fonction du temps et des données initiales. Pour DΩ d’après le
(ii) du lemme 2.2, on a ‖DΩ‖Lp ≈ ‖∇ω‖Lp + ‖ωr ‖Lp . Or l’inégalité (4.12) prouve que ωr est
contrôlé dans L∞t (Lp) en fonction des données initiales, et l’inégalité (4.15) et le théorème 4.2
montrent que ∇ω dans L2t (Lp) est majoré en fonction du temps et des données initiales. Par suite
l’inégalité de Hölder montre que v · DΩ est contrôlé dans L
4
3
t (L
p) en fonction de temps et des
données initiales. De même Ω · Dv est borné dans L
4
3
t (L
p). En effet : les inégalités de Hölder,
(2.1), le (i) du lemme 2.2 et par interpolation, on obtient
‖Ω ·Dv‖Lp  ‖Ω‖
L
3p
3−p
‖Dv‖L3
 ‖DΩ‖Lp‖Ω‖L3
 ‖DΩ‖Lp‖Ω‖
1
2
L2
‖Ω‖
1
2
L6
 ‖DΩ‖Lp‖ω‖
1
2
L2
‖DΩ‖
1
2
L2
.
D’après le (ii) du lemme 2.2, ‖DΩ‖L2 ≈ ‖∇ω‖L2 + ‖ωr ‖L2 qui est bien contrôlé dans L2t . De
même (4.13) assure que ω dans L∞t (L2). D’après l’étude du terme v · DΩ, on a DΩ majoré
dans L2t (Lp). Ainsi Ω · Dv est borné dans L
4
3
t (L
p). Donc v · DΩ + Ω · Dv est bien contrôlé
dans L1t (Lp). L’inégalité de Minkowski donne L1t (Lp) ↪→ L˜1t (B˙0p,∞). Donc la proposition 2.1
de [10] implique que Ω est majoré dans L˜1t (B˙2p,∞). Comme Ω bien contrôlé dans L∞t (Lp)
grâce au (i) du lemme 2.2 et au théorème 4.2, on conclut que Ω est majorer dans L˜1t (B2p,∞) en
fonction de temps et des données initiales. Et par suite par interpolation, on démontre que Ω est
bien contrôlé dans L˜
4
3
t (B
3
2
p,∞). Après grâce à la proposition 1.4 [11] et l’inégalité de Bernstein,
on a les majorations suivantes
‖v ·DΩ‖
L˜1t (B
1
2 − 3p∞,∞ )
 ‖v‖L4t (L∞)‖Ω‖
L˜
4
3
t (B
3
2
p,∞)
et
‖Ω ·Dv‖
L˜1t (B
1
2 − 3p∞,∞ )
 ‖v‖L4t (L∞)‖Ω‖
L˜
4
3
t (B
3
2
p,∞)
.
Ainsi −v ·DΩ +Ω ·Dv+G est bien contrôlé dans L˜1t (B˙
1
2 − 3p∞,∞), puisque l’inégalité de Bernstein
montre que L˜1t (B
1
2 − 3p∞,∞) ∩ L1t (Lp) ↪→ L˜1t (B˙
1
2 − 3p∞,∞). Alors la proposition 2.1 de [10] implique que
Ω est borné dans L˜1t (B˙
5
2 − 3p∞,∞) et par suite dans L˜1t (B
5
2 − 3p∞,∞) puisque pour les basses fréquences, on
a Ω bornée dans L∞(Lp). D’où par injection de Sobolev Ω est contrôlé dans L1(L∞).t t
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On prend q = p∗. D’après l’inégalité (4.19), v est majoré dans L
2p∗
3−p∗
t (L
∞) en fonction du
temps et les données initiales (pour p = 65 , on a p∗ = 2 et 2p
∗
3−p∗ = 4). Pour DΩ d’après le (ii) du
lemme 2.2, on a ‖DΩ‖Lp∗ ≈ ‖∇ω‖Lp∗ + ‖ωr ‖Lp∗ . Or les inégalités (4.16), (4.17) et l’inégalité
(4.18) impliquent ω
r
et ∇ω bien contrôlé dans L2t (Lp∗). Par suite l’inégalité de Hölder montre
que v ·DΩ est majoré dans L
2p∗
3
t (L
p∗). Pour Ω ·Dv, grâce aux inégalités de Hölder, (2.1) et au
(i) du lemme 2.2, on obtient
‖Ω ·Dv‖Lp∗  ‖Ω‖
L
3p∗
3−p∗
‖Dv‖L3
 ‖DΩ‖Lp∗ ‖Ω‖L3,
mais par interpolation, on a
‖Ω‖L3  ‖Ω‖
3−p∗
p∗
L
3p∗
3−p∗
‖Ω‖
2p∗−3
p∗
Lp
∗
 ‖DΩ‖
3−p∗
p∗
Lp
∗ ‖Ω‖
2p∗−3
p∗
Lp
∗ ,
d’où
‖Ω ·Dv‖Lp∗  ‖DΩ‖
3
p∗
Lp
∗ ‖Ω‖
2p∗−3
p∗
Lp
∗ .
Comme DΩ est majoré dans L2t (Lp
∗
) et Ω dans L∞t (Lp
∗
) en fonction des données intiales et t,
alors l’inégalité de Hölder implique que Ω ·Dv est bien contrôlé dans L
2p∗
3
t (L
p∗) ↪→ L˜1t (B˙0p∗,∞).
Pour G et Ω0 l’injection de Sobolev et l’inégalité de Minkowski impliquent G ∈ L˜1t (B˙0p∗,∞) et
Ω0 ∈ B˙0p∗,∞.
Alors la proposition 2.1 de [10] implique que Ω est bien contrôlé dans L˜1t (B˙2p∗,∞) et pour
les basses fréquences le (i) du lemme 2.2 et le théorème 4.2 montrent Ω est bien contrôlé dans
L∞t (Lp
∗
). Ainsi Ω est bien contrôlé dans L˜1t (B2p∗,∞). Les inégalités de Hölder et de Bernstein
montrent L˜1t (B
2
p∗,∞) ↪→ L1t (L∞) car p∗ > 32 .
Enfin grâce à la proposition 4.2, au théorème 4.2 et à l’inégalité (4.21), on a une contradiction
avec le fait que T ∗ < ∞. D’où le théorème 1.2.
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