Abstract. A brain-computer interface (BCI) is a system for communication between humans or animals and computers, which sends messages or commands from brain activities to the external devices without peripheral nerves and muscles activities. Feature extraction is crucial in a BCI system, for it determines whether the user's intent can be interpreted as an accurate command. We examined the performance of the representative algorithms including Fast Fourier transform (FFT), Wavelet transform (WT) and Independent component analysis (ICA). Experimental results show that these algorithms are effective to identify the target characteristics. Improvements of these methods or their integrations can contribute to enhance the efficiency of the BCI systems.
Introduction
A brain-computer interface (BCI) is a communication control system which does not depend on the normal output channels of peripheral nerves and muscles. BCI establishes direct communication channels between our brain and outside world by acquiring and analyzing brain biological electrical signal to control external devices [1] . At present, four kinds of brain-computer interfaces (BCIs) are widely researched in laboratories: (1) P300 event related potential. P300 is a positive peak value in EEG signals after visual or auditory stimulating, and P300 is called so as it appears roughly 300ms following stimulus' onset. The subjects need not to be trained to induce P300 potential and the time of single experiment can be very short due to the delay of the P300 is very short. But, the information conversion speed of P300-BCI is not high enough to realize real-time control [2] . (2) Event-Related Synchronizations or Desynchronizations (ERS/ERD). Studies have shown that the single side of the body movement or imaginary movement can generate ERD in contralateral brain and ERS in ipsilateral brain [3] . (3) Slow Cortical Potential (SCP). SCP is the potential for a slow change in the scalp recorded EEG signal, and the frequency is 0.1Hz to 2Hz, which lasts for a second or a few seconds [4] . (4) Visual evoked potential (VEP). VEPs are brain activity modulations that occur in the visual cortex after receiving a visual stimulus. According to the frequency, VEPs can also be classified as transient VEPs (TVEPs) and as steady-state VEPs (SSVEPs). TVEPs occur when the frequency of visual stimulation is below 6 Hz, while SSVEPs are periodic electroencephalogram (EEG) activities elicited by flickering stimulus which frequency is higher than 6Hz [5] . Recently, frequency-coded SSVEP has been commonly adopted for functioning brain-computer interfaces.
The most important and difficult part in BCIs design is feature extraction. There are so many kinds of algorithms for feature extraction, for example, fast Fourier transform (FFT), independent component analysis (ICA) and wavelet transform (WT). These methods belong to three different categories. FFT is a frequency method, WT and ICA are time-frequency and dimension reduction method respectively [6] . This study mainly introduced these three algorithms used for feature extraction in BCIs.
Methods

Fast Fourier Transform (FFT)
FFT is an efficient signal analysis method in frequency domain, which is improved from discrete Fourier transform (DFT) algorithm. It is commonly used in signal processing including physiological signal such as EEG [7] . The mathematical foundation of DFT is explained in Eq. (1).
This Eq. has N outputs, and every output is obtained by multiplying the N time domain values. FFT decreases the calculation complexity to by using the periodicity and symmetry of DFT. As the result, the whole DFT can be calculated as a series of iterative operations, which greatly improve the operation process and computation efficiency.
All the frequency components can be observed from spectrum, but it is impossible to catch the frequency information in different time [8] . Therefore time order of the frequencies can't be deduced.
Wavelet Transform (WT)
Wavelet analysis is a time-frequency analysis method, which has the characteristic of multiresolution. It's convenient to observe the local characteristics of the signals, and get their temporal and frequency information at the same time. It is suitable for detecting the abnormal phenomena of inclusion in normal signal, and it can effectively distinguish the mutation part and noise [9] .
Wavelet is a function or signal which meets the specific requirement in the function space
The requirement is shown in Eq. (2):
where * R represents the entire non zero real number, ()   is the Fourier transform of () x  , and correspondingly, () x  is the mother wavelet. A series of continuous wavelet functions can be generated by the translations and dilatations of the wavelet elementary function. Eq. (3) interprets this process:
where a is dilatation factor and b is translation factor. The translation factor makes the wavelet transform achieve the ergodic analysis along the time axis of the signal, and the dilatation factor can contract and expand the wavelet, so as to obtain the approximation of different frequency signals.
The basis of Discrete Wavelet Transform (DWT) and the inverse transform are separately given by Eq. (4) and (5).
WT is a powerful tool for the decomposition of transient brain signals into their constituent parts, based on a combination of criteria such as frequency and temporal position. Signals of identical frequency ranges can be distinguished by means of the temporal position. WT is preferred to reveal the non-stationary time variations of brain signals. The resolution of WT varies with frequency. Time resolution is better than frequency resolution at high frequencies, and when the frequency is low, the frequency resolution is better.
Independent Component Analysis (ICA)
ICA is a method of searching for potential factors or components from multivariate (multidimensional) statistical data. The purpose of the method is to deal with the observed data by linear decomposition, after which the data is decomposed into statistical independent components. The definition of ICA is from a hidden statistical variable model [10] . This model is expressed in Eq.(6) as follows:
where x is the observed signal vector; A is the mixing matrix and s is the source signal vector.
A and s are unknown, and what can be observed is just the random vector x, thus the solution to Eq. (6) is not unique. ICA is to find a matrix W , which satisfies the following condition:
where y is an estimation of s , and W should make sure that y is as independent as possible.
As applying in BCIs for feature extraction, ICA assumes that the observed EEG signal is a mixture of several independent source signals as expressed in Eq. (10): ( ) ( ) ( ) x t As t n t 
where () xt is the observed EEG signal; () st is the source EEG signal; and () nt is the noise. If the observed EEG signal was noiseless or the noise was too weak, Eq. (8) could equal to Eq. (6).
Experiments Experiments Environment and Material
MATLAB is considered to be a state-of-the-art platform to do algorithm development and numerical analysis. The experiment platform was MATLAB R2013a and the realization environment was in Windows 7 system. In addition, a plug-in named EEGLAB was used for ICA analysis with graphical interface.
SSVEP based BCI system was selected to verify the performance of the various algorithms. 66 channels (including reference) of EEG signals evoked by visual flicking stimulations were acquired from brain scalp with the stimulation at 10Hz, and the sample rate is 250Hz. The analyzed channels were different in the experiments due to the properties of the algorithms vary greatly.
Experiment and Results
FFT.
The data for FFT analysis was one channel (O2 or 63) from the data set, and the original signal is shown in Figure 1 , Figure 2 is the corresponding bandpass filtered spectrum, with the bandwidth is from 6Hz to 50 Hz. From Figure 2 , the SSVEP can be easily identified for the peak value is at 10 Hz. This special frequency is generated by the stimulus. Usually, the peak value in spectrum is considered as SSVEP. But if the peak appears before 6Hz, it would not be SSVEP because stimuli below 6Hz are not high enough to evoke SSVEP. Wavelet. The data for WT analysis was also from channel O2. The highest frequency in EEG signal is 125Hz according to the sampling theory. Db4 wavelet was selected as the mother wavelet to decompose the EEG signal into three layers and the decomposition coefficients were acquired. Figure  3 is the three-layer decomposition result. The coefficient form a1 to a3 are low frequency coefficients and d1 to d3 are high frequency coefficients. Usually, the noises are contained in high frequency segments. On the contrary, the low frequency is useful. Therefore a threshold limitation is needed in dealing with high frequency coefficients to eliminate noises. Moreover, the bottom layer of low frequency coefficient is necessary for the signal reconstruction. In this experiment, we set the high frequency coefficients of each individual or their combinations to zero, and then reconstructed the signal along with the bottom layer of low frequency coefficient (a3). As shown in Figure 4 , OriSig is for the original signal, and SigNum (Num equals to 1, 2……) represents the reconstructed signal with the dNum (Num equals to 1, 2……) forced to zero. For example, Sig1 results from the reconstruction of a3, dd1 (set d1 to zero), d2, and d3. Similarly, Sig12 is reconstructed by a3, dd1, dd2 and d3.
After wavelet decomposition and reconstruction, the spike and the mutation sections of the useful signal were preserved, while the noises in high frequency segments were removed. Then, frequency domain analysis was done for SSVEP detection, and the results are shown in Figure 5 . Obviously, the results indicate that Sig123 is the best approximation to the original signal with least high frequency noises. The frequency characteristics of SSVEP can be easily extracted from its spectrum. ICA. The analyzed signals were from the whole channels (66 channels in total). In order to reduce the complexity of ICA analysis, some preprocessing technologies were adopted. (1) Low pass filter with a 1 Hz lower edge was used to remove the linear trends, and high pass filter with a 50 Hz higher edge was used to remove slow drifts. (2) Auto-detection of noisy channels. As shown in Figure 6 , seven channels (red) were considered as noises or bad channels. The auto-detected channels were removed from the data set. (3) Reject the continuous data manually. Figure 7 explains the method to reject the large muscle and otherwise strange events while keep stereotyped artifacts (like eye blink). Figure 6 . Auto channel rejection (59 channels remained). Figure 7 . Big noises rejection manually.
After preprocessing, ICA algorithm was run to decompose the EEG signal into independent components. In the experiment, we removed components of 3, 22 and 41. When component rejection had been done, we normalized the components' activities to obtain the higher quality of signals. Figure 8 is for components' activities, and Figure 9 exhibits the normalized components. When the ICA analysis was done, we did the time-frequency transform using FFT to examine whether the SSVEP related frequency exists or not. The analysis results of channel O1 and O2 are exhibited from Figure 10 to Figure 11 . The dominant frequency (10Hz) can be extracted obviously. 
Summary
Experimental results clearly suggest that algorithms of FFT, WT and ICA actually function well in feature extraction. FFT is simple in implementation and intuitive in recognition results, so features could be extracted easily by this frequency method if temporal information is unnecessary. Accordingly, the drawback of FFT is obvious: loss of time information, which leads to the disability to analyze the corresponding frequency information of a certain time period or the time information of a certain frequency band.
WT can eliminate the high frequency noise and keep the useful information. It is a kind of analysis method providing time information and frequency information at the same time. But the large redundancy is an obviously defect for the complexity of wavelet function composition. Using different wavelet decompositions, the results may vary greatly. The most difficult part in WT is no decomposition method can be predicted as the most effective one before all means are tested.
ICA can effectively eliminate noise and blink artifacts. In addition, ICA can remove the useless components, thus simplify the process of feature extraction. However, recognizing the types of independent components may require experience. The main difficulty is to determine whether a component is 1) cognitively related 2) a muscle artifact or 3) some other type of artifact or not.
