In lifetime bioassays, trichloroethylene (TCE, causes liver tumors in mice following gavage, liver and lung tumors in mice following inhalation, and kidney tumors in rats following gavage or inhalation. Recently developed pharmacokinetic models provide estimates of internal, target-organ doses of the TCE metabolites thought responsible for these tumor responses. Dose-response analyses following recently proposed methods for carcinogen risk assessment from the U.S. Environmental Protection Agency (U.S. EPA) are conducted on the animal tumor data using the pharmacokinetic dosimeters to derive a series of alternative projections of the potential carcinogenic potency of TCE in humans exposed to low environmental concentrations. Although mechanistic considerations suggest action of possibly nonlinear processes, dose-response shapes in the observable range of tumor incidence evince little sign of such patterns. Results depend on which of several alternative pharmacokinetic analyses are used to define target-organ doses. Human potency projections under the U.S. EPA linear method based on mouse liver tumors and internal dosimetry equal or somewhat exceed calculations based on administered dose, and projections based on mouse liver tumors exceed those from mouse lung or rat kidney tumors. Estimates of the carcinogenic potency of the two primary oxidative metabolites of TCEtrichloroacetic acid and dichloroacetic acid, which are mouse liver carcinogens in their own rightare also made, but it is not clear whether the carcinogenic potency of TCE can be quantitatively ascribed to metabolic generation of these metabolites. Key words: carcinogenic potency, crossspecies extrapolation, dichloroacetic acid, internal dose, low-dose extrapolation, trichloroacetic acid, trichloroethylene. - Although several alternatives for selecting the PoD are provided in the new guidelines proposal, the "standard point of departure, adopted as a matter of science policy" is the LEDIO (lower [95%] statistical bound on effective dose to 10% of the population), the lower 95% confidence limit on a dose associated with 10% extra risk (10). Unless otherwise stated, this method ofselecting the PoD is used herein. These lower limits have been calculated as provided for in GLOBAL86 (25) and MULTI-WEIB (23), i.e., they are risk-specific calculations based on reoptimizing model parameters at the 10% extra risk level. In addition, the central estimate of the dose associated with 10% extra risk, i.e., the ED1o (effective dose to 10% of the population), calculated based on the maximum likelihood curve, is provided. Typically, the EDIo is higher (and its associated low-dose slope is lower) by about a factor of2 compared to the LED10.
The U.S. Environmental Protection Agency (U.S. EPA) has in recent years produced two documents presenting its quantitative risk assessment of the carcinogenic potency of trichloroethylene (TCE) for human environmental exposures (1, 2) . Since the completion of these documents, several developments make it appropriate to revisit the question of the carcinogenic potency ofTCE: * New animal bioassays have been conducted on TCE-in particular, two gavage studies were conducted by the National Toxicology Program (NTP) (3, 4) . * TCE pharmacokinetics and metabolism are now much better elucidated, and a good deal ofwork has been done on physiologically based pharmacokinetic modeling of TCE and its major metabolites in experimental animals and humans (5-9). * Some of the principal metabolites of TCE are carcinogenic in their own right when directly administered to experimental animals-in particular, trichloroacetic acid (TCA) and dichloroacetic acid (DCA) cause liver tumors in mice when administered in drinking water (10) (11) (12) (13) (14) (15) . * The understanding of the mechanisms of carcinogenic action of TCE has improved. * The U.S. EPA has issued proposed revisions to its preferred methodology for conducting carcinogen risk assessment (10) , which include procedures somewhat different than those used in previous agency analyses of TCE. Many of these developments are discussed more thoroughly in the accompanying stateof-the-science articles (6, 9, (16) (17) (18) (19) (20) Together they raise a number of possibilities for new, more rigorous, and more biologically insightful analyses of whether and how much TCE may increase cancer risks in humans exposed to environmental concentrations.
The present article examines a number of possible approaches to dose-response analysis of the observed carcinogenicity of TCE in experimental animals together with the implications of these analyses for estimation of the low-dose potency of TCE in humans.
The collection of alternative methods should be regarded as an exploration of our basis for knowing about the potential carcinogenic potency of TCE, and the credibility of each result should be influenced by informed scientific judgment, while considering the whole body of our knowledge (and the remaining uncertainties) regarding the biology and toxicology of TCE.
The end points considered for quantitative analysis are mouse liver tumors, mouse lung tumors, and rat kidney tumors. Other tumor end points have been elevated in occasional studies [e.g., lymphomas in NMRI mice (21) , Leydig cell tumors in Sprague-Dawley rats (22) ], but these other results have not generally been repeated and have been discussed in earlier U.S. EPA reports (1, 2) .
The proposed revision of the U.S. EPA guidelines for carcinogen risk assessment (10) states that biologically based dose-response models are to be preferred when sufficient data are available with which to construct reliable analyses. Although some relevant data are available, particularly in the case of mouse liver tumors, at present no such model has been developed and validated for TCE. This approach will not be considered here.
In (16) (17) (18) (19) . Pharmacokinetic modeling of TCE has been developing, but only recently have physiologically based models been proposed to describe the disposition and target-organ-level exposures of key metabolites (5, 6, 8, 9) . These models are used herein as a means for conducting the dose-response analyses (and projection of potential human risks from environmental exposures) on the basis of internal dosimetry. The approach employs modeled estimates of the exposure of the target organs to the metabolites that have been proposed to be responsible for their toxic reactions.
Methods
As described in the proposed revision of the U.S. EPA guidelines (10) (24) . For studies not reporting such time-to-tumor information, I use the multistage model [GLOBAL86 (25) ] fitted to observed lifetime tumor incidence rates among bioassay animals. One rationale for the two-phase dose-response analysis in the new guidelines is that the empirical characterization of the observed dose-response patterns will not be highly model dependent within the range of observation. Nonetheless, exact calculations show minor dependencies on certain particulars of the implementation. (Studies subjected to time-to-tumor analysis were reanalyzed using the multistage model and lifetime incidences corrected for early mortality by removing data from all individuals who died before the first appearance of a tumor of interest. This cruder method for accounting for intercurrent mortality often leads to slightly higher PoD than time-totumor analysis, but the results do not differ appreciably.)
Although several alternatives for selecting the PoD are provided in the new guidelines proposal, the "standard point of departure, adopted as a matter of science policy" is the LEDIO (lower [95%] statistical bound on effective dose to 10% of the population), the lower 95% confidence limit on a dose associated with 10% extra risk (10) . Unless otherwise stated, this method ofselecting the PoD is used herein. These lower limits have been calculated as provided for in GLOBAL86 (25) and MULTI-WEIB (23), i.e., they are risk-specific calculations based on reoptimizing model parameters at the 10% extra risk level. In addition, the central estimate of the dose associated with 10% extra risk, i.e., the ED1o (effective dose to 10% of the population), calculated based on the maximum likelihood curve, is provided. Typically, the EDIo is higher (and its associated low-dose slope is lower) by about a factor of2 compared to the LED10. For (26) (27) (28) . This applies a fortiori when analyses employ estimates of internal doses provided by pharmacokinetic modeling; far from obviating assumptions about toxicological equivalence across species, the use of pharmacokinetics moves the issue of toxicological equivalency to the unfamiliar ground of internal dosimetry.
The second step is partly a matter of convenience, rendering potencies measured in unusual or difficult-to-calculate units (such as those of pharmacokinetically defined targetorgan doses) into units more readily compared with measured human exposures. Nevertheless, the reexpression of units can involve key assumptions that should be noted explicitly. For instance, this step may involve using human pharmacokinetic models to "back calculate" from internal doses (on which the dose-response analysis may have been based) to the human exposure scenarios that would lead to them. Such calculations hinge on uncertainties in the human pharmacokinetic model and may involve consequential assumptions about dose-rate effects and route-to-route equivalency. Importantly, it is typically assumed that human pharmacokinetics are essentially linear (i.e., that external exposures as measured are proportional to internal dose) over the range of human exposure levels of interest. This assumption may fail for certain episodic exposures to high levels or when the internal dose measure refers to peak concentrations. For low environmental exposures, however, tissue levels will be far below those leading to saturation of metabolic processes (6, 9) , and all model equations will be essentially linear.
Pharmacokinetic Models and Internal Doses
Target-organ exposures to specific TCE metabolites are hypothesized to be appropriate internal dosimeters (16, 17, 19) ; therefore, pharmacokinetic models useful to the risk assessment process must describe the metabolic generation and disposition of these moieties in experimental rats and mice and in humans. At present, two models have such capability, one formulated by Fisher (9) and one by Clewell et al. (6) . The models are similar, representing separate elaborations and extensions of a model published by Allen and Fisher (5) and Fisher and Allen (8) . They nonetheless predict some different pharmacokinetic behavior, chiefly in the exposure levels leading to saturation of oxidative metabolism, in the internal doses achieved by inhalation versus gavage in mice, and in the levels of key metabolites to be expected.
Evaluation and comparison of the performance of these models are beyond the scope of the present artide, but it is of interest to examine their consequences for the quantitative analysis of the carcinogenicity of TCE. Accordingly, estimates of internal dosimeters calculated from these models by their authors were employed as described below, and references herein to Fisher or Clewell doses refer to these calculations. Development of these models is an ongoing process, and the estimates used here should be regarded as provisional. Bois (29, 30) has subjected both the Fisher and Clewell models to a process of uncertainty analysis that includes Bayesian updating of uncertainty distributions of the parameters of the models in view of the performances of the models in explaining various pharmacokinetic data sets. As described in these reports, this results in output distributions of the modeled estimates of internal doses resulting from specified exposure regimes; the distributions represent uncertainty about the value of the internal dose estimates that results from uncertainty about the values of the input parameters. I have used the medians of these (10, 31) , which varies with the nature of the compound. For TCE, the inhalation method used is that for a partly water-soluble gas limited in uptake by lung perfusion (i.e., a category 3 gas) that has chronic systemic toxic effects (31) . Because the animal:human ratio of blood:air partition coefficients exceeds unity (6), the daily concentration x time product, when suffered for a full lifetime, is presumed to yield equal carcinogenic effects in experimental animals and humans.
The scaling of administered doses discussed above is intended to define exposures that are toxicologically equivalent (i.e., producing equal lifetime cancer risks) in experimental rodents and in humans. As such, the scaling method must presume to address systematic species differences in pharmacokinetics (affecting the relative levels of target-organ exposure that result from each daily dose) as well as species differences in pharmacodynamics (affecting the degree of lifetime cancer risk engendered by ongoing daily exposure of the target organ).
Compound-specific pharmacokinetic models address the first of these components, replacing general default principles with compound-and species-specific analysis, but they do not address the second pharmacodynamic aspect. How to express target-organ exposures that emerge from pharmacokinetic analysis so as to be presumed of equivalent lifetime cancer risk in experimental rodents and humans has proved to be a complex and controversial question (26) (27) (28) (32) (33) (34) (19) , and kidney exposures to this compound are reported by Clewell et al. (6) and Bois (30) (38) .
It is noteworthy that three of the principal metabolites of TCE-TCA, DCA, and chloral (CH)-are stable compounds that have been shown to cause mouse liver tumors in their own right when administered in drinking water or (in the case of CH) by gastric intubation (11) (12) (13) (14) (15) [reviewed by Bull (16) ]. These are three metabolites of the oxidative pathway of TCE metabolism (as opposed to the conjugative pathway hypothesized to be responsible for the rat kidney tumors). The question is raised whether metabolic generation of these compounds in animals dosed with TCE is sufficient to explain the observed induction of liver tumors in these animals. It is also of interest to seek evidence regarding whether the effects of TCE can be ascribed mainly to one or another metabolite, forming the basis for internal-dose analyses and extrapolation to humans. At present, no pharmacokinetic model allows estimation of internal doses of metabolically generated chloral.
Neither TCE nor TCA appears to be genotoxic, and the evidence on CH is debated, as there is some evidence that it can act as a clastogen (16, 39) . In an article in this monograph, DCA is characterized as genotoxic only at high dose levels well above those expected at environmental exposure levels (39) . Several hypotheses regarding the mechanism of carcinogenic action of TCE suggest underlying processes that might be markedly nonlinear. It is therefore of particular interest to examine the shapes of observed dose-response relationships, seeking evidence of such nonlinear behavior and information regarding the dose ranges in which they may appear.
The data for the mouse bioassays showing liver tumors are presented in Table 1 . Administered doses (lifetime average daily doses in mg/kg/day intake) and internal doses based on the pharmacokinetic modeling of Fisher (9), Clewell et al. (6) , and Bois (29, 30) are also shown. These bioassays have been reviewed and their suitability for risk assessment commented on in more detail by Bull (16) and the U.S. EPA (1, 2) . It The pharmacokinetic dose measures (except those from the Fisher model) show similar internal doses at the low and high gavage levels, explaining the similarity in tumor response. In essence, there is a single high internal dose that has been tested 3 times with similar outcome, but these data give little information about the shape of the dose-response relationship. In contrast, the inhalation studies have a series of lower doses of increasing magnitude, and these studies evince a more-or-less gradually increasing response with internal dose that shows no signs of pronounced nonlinearity in the observable range.
Dose-Response Analysis
Dose-response curves were fitted to the data sets in Table 1 using administered dose (mg/kg/day intake), ppm-hours of exposure (for the inhalation studies), and the various proposed internal dose metrics based on the pharmacokinetic modeling of Fisher (9), Clewell et al. (6) , and Bois (29, 30) . In essence, basing an analysis on estimates of TCA-auc or DCA-auc represents an examination of the consequences of ascribing the observed tumorigenicity ofTCE entirely to the actions of the one or of the other metabolite.
For nearly all the inhalation studies using any dose metric, the maximum likelihood curve is linear [the exceptions being the Bell et al. females (43) Table 2 . Since,the NTP study (4) had but one positive dose level, the estimated curves are, of mathematical necessity, linear in dose, although a substantial power of time is estimated in the time-to-tumor analyses. For the NCI data (40), owing to the points being nearly superimposed (Figure 1) Fisher TCA-auc (10) .
For each source of internal dosimetry estimates, Table 3 shows the internal dose in humans that would result from ongoing exposure to one conventional unit of external environmental concentration. These human internal doses can then be multiplied by the corresponding linear-method slope (which is in terms of risk per unit of internal exposure), to generate the incremental human risk per unit of conventional exposure, that is, a unit risk of the conventional sort except that it is derived based on dose-response analysis and cross-species extrapolation using the internal dosimetry, as described by the relevant pharmacokinetic model. (This method assumes that, at relevant human exposure levels, human internal doses are proportional to external exposures, which is true in the present case.) Table 4 presents human incremental risks per unit of mg/kg/day intake calculated in this way. Each tabulated value is an alternative estimate based on the data set of the row and using the dose metric of the column for dose-response analysis and animal-to-human extrapolation. Table 5 gives incremental risk per jig/L of drinking water contamination, on the assumption of lifetime consumption of 2 L/day. (11) (12) (13) (14) (15) (16) . For neither compound has a full lifetime bioassay of the usual design been conducted, but a number of studies have examined mice for various durations of exposure to a variety of drinking water concentrations (Table 7) . It is largely due to these observations that DCA and TCA are candidates for the ultimate cause of the liver carcinogenicity of TCE. It is therefore of interest to examine the carcinogenic potency of DCA and TCA as a means of asking whether the tumors engendered by TCE can be quantitatively explained on the basis of the DCA and TCA (measured as their areas under the curve metabolically generated as a consequence of TCE dosing. In addition, evidence of nonlinear tumor response curves as a function of either DCA or TCA exposure could provide insight into the low-dose shape (Table 7) were obtained from a version of the Fisher pharmacokinetic model modified to accommodate uptake of these compounds from drinking water (9, 30) . In the case of DCA, a single dosetime-response relationship could describe all the liver tumor results among male mice, but the inclusion of the single female data set (15) led to a poor fit. For TCA, a single equation fit all of the responses well, but females were excluded (with little change in estimated potency) for consistency with the DCA analysis and for comparison with the male mouse TCE gavage studies. Figure 2 shows the resulting dose-response curves for the expected frequency ofliver carcinomas after 90 and 104 weeks (the durations of the NCI and NTP studies, respectively) as a function of increasing internal dose. Also plotted are the actual TCE gavage responses among NCI and NTP males, plotted as a function of their metabolically generated internal doses. For the Fisher estimates ofTCA-auc (Figure 2a) , these responses are much higher than would be expected if they were solely due to metabolically generated TCA, judging from the apparent potency of TCA when administered directly. According to the TCA bioassay curves, responses of about 60% would be expected at daily TCA-auc levels of around 6,000 (mg-hr)/L, some 3-to 4-fold higher than the estimated exposure to metabolically generated TCA in the TCE gavage studies. In contrast, the Bois-F estimates (Figure 2b) show the TCE gavage results to be very dose to what would be expected if they were due solely to metabolically generated TCA. (Figure 2d) , however, the amount of metabolically generated DCA in the TCE gavage studies is more than enough to account for the observed tumors; indeed, a third as much would seem to be sufficient, and under this dosimetry it is not clear why the TCE studies did not have nearly 100% response, given the DCA estimated to have been metabolically produced.
As with previous analyses, the outcome depends markedly on which set of pharmacokinetic results one employs. The dose dependence of the fitted time-to-tumor relationships is linear for directly administered TCA (as is the time dependence), whereas that for DCA is linear-quadratic with a substantial linear contribution, although the time dependence is about the third power of time.
Mouse Lung Tumors
Trichloroethylene has been shown to cause increases in lung tumors in mice chronically exposed by inhalation (22, 37) , although increases are not found in all experiments, despite similar exposures. Lung tumors have not been seen to increase in gavage experiments (4, 40) , and no lung tumor effect has been seen in rats (3, 4) . Although lung tumors appear in mice solely by inhalation exposure, lung tumors are not the only tumors found to be elevated in inhalation experiments; hepatocellular carcinomas have been seen in mice exposed to TCE by inhalation (22, 43) , and rats have been found to have increases in (22) but not in others (37) .
The toxicology of TCE in the lung is discussed by Green (17) . Attention has focused on the role of cytotoxicity to mouse lung Clara cells, which are highly metabolically active compared to most cell types in the lung. These cells evince a pattern of cytotoxicity following initial exposure, with a subsequent recovery even upon continued exposure. In a regime of inhalation exposure such as is practiced in cancer bioassays, however, a renewed bout of cytotoxic response can be engendered on each Monday following the cessation of exposure over each weekend. It has been proposed that this toxicity, and the regenerative cell replication that it induces may be responsible for the lung tumors in mice and that the particular susceptibility of mice is attributable to the fact that mouse Clara cells generate a good deal of the metabolite CH by oxidative metabolism of TCE, but they are relatively deficient in chloral metabolic clearance (44) . Chloral has shown dastogenic activity in some tests (16, 39) . It Table 8 along with relevant dose measures. The Maltoni experiments are the same ones in which liver tumors were observed, but no information on co-occurrence of liver and lung tumors among mice was presented.
The tumor data are plotted in Figure 3 Table 9 . For administered doses, attention should be focused on the calculations assuming equivalence of lifetime averaged pg/m3 (10) . The human potencies extrapolated from mouse lung tumors are lower than for the other two prominent end points, even when one considers extrapolations based on administered dose. These are lowered further when internal doses are examined, although more so for the Bois doses than for the Clewell doses. This reflects the relatively lower doses in humans versus mice for a given level of exposure (and appears little affected by high-to-low dose nonlinearity in CH internal dose versus exposure concentration).
Unit risks for ingestion and drinking water exposures based on route extrapolation of the lung tumor risks were calculated but are not shown in Table 9, since they are invariably   2,000 4,000 6,000
Bois-F TCA-auc Bois-F DCA-auc 
Rat Kidney Tumors
The toxicity and carcinogenicity ofTCE to the kidney is reviewed by Lash et al. (19) . TCE causes a low incidence of renal tubular cell adenomas and carcinomas in rats exposed via corn oil gavage (3, 4) . Although the tumors are few, this is a repeatable finding (Tables 10 and 11 ). Such tumors are historically rare in rats (0.4% among corn oil gavage controls), and their appearance among dosed animals is seen as biologically significant. Maltoni et al. (22) observed similar tumors in Sprague-Dawley rats exposed to TCE by inhalation, although Fukuda (37) found no renal tumors in female Sprague-Dawley rats exposed to up to 425 ppm. The rat tumor incidence data are tabulated in Tables 10 and 11 . TCE does not appear to cause kidney tumors in either mice or hamsters. In particular, the extensive bioassay testing of mice has not revealed any increase in kidney tumors, despite the fact that mice produce as much if not more of the key conjugative TCE metabolite implicated for renal toxicity, S-(1,2-dichlorovinyl)-L-cysteine (DCVC), and they have as much chronic kidney toxicity in lifetime bioassays as do rats. Although several epidemiologic studies show no effect, one study found increased kidney cancer in a retrospective study of cardboard factory workers (45 Although questions remain, it is generally felt that toxic effects in the kidney are caused by the reactive products of the further metabolism in the kidney of the products of the conjugative metabolism of TCE by the liver. Specifically, the metabolite DCVC can either be detoxified by formation of an N-acetyl derivative or it can produce a highly reactive thiol, S-(1,2-dichlorovinyl)thiol (DCVSH) as a result of DCVC metabolism in the kidney mediated by ,-lyase (19) . These reactions are known to take place in mice, rats, and humans, although the quantitative extent of their relative activity is difficult to characterize (19) . The thiol appears to be able to cause a number of immediate toxic effects, including alkylation of DNA and proteins, oxidative stress, and mitochondrial dysfunction, which in turn lead to genotoxicity, cytotoxicity, and altered gene expression in renal tubular cells (19) . In some combination, these effects in turn lead to the observed acute toxicity, chronic toxicity, and tumorigenicity of TCE in the kidney. According to current evidence, it does not appear that either the induction of peroxisome proliferation or the syndrome of a2p.-globulin protein-droplet nephropathy, mechanisms that have been proposed as 300,000 40,000 600,000 600,000 700,000
Lifetime Avg. Air Conc., ug/ni Figure 3 . Mouse lung tumor responses from TCE inhalation bioassays (Table 8) (6) estimates from his Table 7 are multiplied by 104/78 to account for 104-week rather than 78-week duration of the Maltoni et al. (22) to the outcomes of the NTP (4) study on F344 rats, which are also tabulated. "Malignant" tumors are renal tubular cell adenocarcinomas; "benign" tumors are adenomas. Clewell (6) estimates from his (19) .
Clewell et al. (6) and Bois (29) in his reanalysis of the Clewell pharmacokinetic model have produced estimates of the reactive thiol production in rat and human kidneys at relevant dose levels (Table 10) , and these are used in the following quantitative analysis. The Clewell and Bois-C estimates are quite different, almost exactly 100-fold different. The reason for this discrepancy is not apparent without detailed examination of the models. The wide discrepancy is repeated in the human kidney thiol dose estimates (Table 3) and so the relative doses in rats and humans-the key to the impact on TCE carcinogenicity projection-are similar for the Clewell and Bois estimates. It is also of interest to note that the thiol doses estimated for the inhalation exposures of the Maltoni et al. (22) study evince a good deal of nonlinearity with exposure level.
The key data for rat kidney tumors are those from the male F344 rats in the 1990 NTP gavage bioassay (4) (Table 10 Table 12 .
The unit risks resulting from applying the U.S. EPA linear dose-response method to these values are shown in Tables 13 and 14. (Incremental risks per lig/L of contaminated drinking water can be obtained by dividing the entries of Table 13 by 35,000.) As administered dose defaults, the gavage doses use mg/kg314/day scaling of intake, while the inhalation data are projected to humans on the basis of equal risk per pg/m3 of air concentration. As discussed in "Methods" (under "Cross-Species Equivalency of Doses"), two approaches have been used regarding how to project risks across species on the basis of amounts of metabolites generated in target tissues: to assume equal carcinogenic effect from equal lifetime average daily production per unit of tissue, and to assume equal effect when daily production is proportional to the 3/4-power of body mass. These are the internal dose versions of the external-dose alternative scaling methods commonly termed body-weight scaling and surface-area scaling, respectively. The issues surrounding cross-species dose scaling for internal and external doses have been extensively discussed elsewhere (26) (27) (28) (32) (33) (34) (35) (36) 41) . For the present article, it is sufficient to present the consequences of both approaches. Following prior U.S. EPA practice (32, 33) , the unit risk values tabulated in Tables 13 and  14 are calculated on the assumption that daily production of reactive thiol in the kidney gives equal risk in humans and rats when amounts are in proportion to the 3/4-power of body weight. [ Bois (29) reports separate uncertainty distributions for each experimental exposure using an independent set of iterations that draw values for the various parameters from their respective uncertainty distributions. But since the animals are drawn from the same pool, the same true parameter values apply to all experimental groups, and the variations in estimated internal dose should be largely parallel among dose groups, shifting the entire curve of response versus internal dose up or down along the dose axis as parameters yielding higher or lower target-organ doses are considered. In practice, I use the uncertainty distribution of the internal dose at the lowest experimental exposure as an adequate approximation of the uncertainty in low internaldose potency. The placement of the lowest response on the internal dose scale is the prime determinant of the ED10, on which the dose-response analysis is based.
The human internal dose is also uncertain, and Bois (29) has estimated uncertainties in the dosimeter estimates for human environmental exposures as well. These tend to be larger than the animal uncertainties because of the more indirect means that are necessary for developing the human models.
The low-dose potency in humans (when projected from animals based on toxic equivalency of the internal dose) ultimately depends on the ratio of internal doses in animals and humans. Thus, the uncertainty (3) declared this study to be "inadequate" because of problems in data reporting. The results are presented here for comparison to the outcomes of the NTP (4) study on F344 rats, which are also tabulated. "Malignant" tumors are renal tubular cell adenocarcinomas; "benign" tumors are adenomas. Clewell (6) estimates from his Table 7 (30) . Table 15 shows the application of this principle to extrapolations based on the Bois-C internal dose estimates. For a log-normal distribution, approximately 95% of the values are contained in the span defined by multiplying or dividing the geometric mean by the square of the GSD. It is evident from the approximate uncertainty propagation undertaken here that the human unit risks based on kidney cancer and the reactive thiol tissue doses are quite uncertain, being reasonably placed within a factor of 74 higher or lower than the central estimate. The projections of lung tumor risk based on CH production are yet more uncertain. The uncertainty in human risks based on analysis of mouse liver tumors and using either TCA or DCA as an internal dosimeter is moderate; the analysis implies a range of about a factor of 10 higher or lower.
Discussion and Conclusions
The foregoing analyses have provided a large number of potential bases for an estimate of the carcinogenic potency of TCE in humans. The aim has been to examine the alternative approaches and to explore the consequences of assumptions and methodological choices. The alternatives are not all equally compelling; the present artide has laid out an array of analytical paths for further careful interpretation in the context of our knowledge of the biological processes underlying the disposition ofTCE in the body and toxic actions in the tissues. A second objective of the present artide is to examine the patterns of dose and tumor response for evidence bearing on nonlinear modes of carcinogenic action. Ultimately, the decision to follow the linear or nonlinear approach in the proposed new U.S. EPA guidelines (10) depends on understanding of underlying biological mechanisms, but information on nonlinear behavior in the range of observable tumor response can inform the interpretation and judgments ofsuch mechanistic data.
The most recent U.S. EPA analysis of TCE potency (2) recommended a unit risk for lifetime inhalation of contaminated air of 1.7 x 10-per gg/m3 on the basis of mouse lung tumors and an estimate of the fraction of inhaled TCE that is metabolized. Some of the linear method analyses presented herein based on administered dose suggest a similar, although in some cases slightly higher, value.
[The most sensitive administered dose basis, for example, is that for combined liver adenomas and adenocarcinomas in male mice from the NTP (4) gavage bioassay ( The major change since the previous U.S. EPA analysis, however, is the advent of pharmacokinetic models that estimate the target-tissue exposures of key metabolites thought to be responsible for the carcinogenic actions ofTCE in animals. These models are evolving, and a major task of the present artide is to examine their potential consequences as currently formulated, recognizing that internal dose estimation will improve with further work.
The most striking conclusion is that the alternative models sometimes estimate substantially different values for internal doses corresponding to exposure regimes of interest to the risk analysis. Patterns of nonlinearity of metabolic activity and relative internal doses arising from different routes of administration can also differ substantially among model implementations. The fact that the Bayesian updating conducted by Bois (29, 30) , which is based on assessment of the performance of the models in simulating data on pharmacokinetic outcomes, can substantially alter model characteristics and predictions is cause for concern regarding the robustness of estimation of key metabolic parameters.
The immediate consequence of these differences is that it is necessary to run a number of parallel analyses using the different estimates from each model. This makes it difficult to draw firm conclusions when phenomena of interest are inconsistent among models. For instance, the question of whether metabolically generated TCA or DCA can account for the mouse liver tumors observed from TCE gavage is difficult to address, since the compatibility of outcomes of TCA and DCA drinking water bioassays with the TCE gavage assays depends on which set of internal dose estimates is being considered.
In view of these differences among models, it is perhaps surprising that employing internal dosimeters in the risk analysis does not make more difference to the final outcome. Although there are some substantial impacts (and model-dependent differences in impacts) to consider, the differences among models in description of animal and human pharmacokinetics tend to vary in parallel, and they are often in approximate agreement regarding projected human risks.
Nonlinear pharmacokinetics are most pronounced in the activity of the oxidative pathway in mouse gavage studies in which liver tumors were observed, and the pattern is in the direction of less efficient generation of TCA and DCA at bioassay doses than at lower exposure levels. The effect on high-tolow-dose extrapolation (all else being equal) is to raise the risk associated with lower doses compared to an administered dose analysis that does not account for this nonlinearity. Within the range of observation of rat kidney tumors, there is evidence of substantial nonlinearity of reactive thiol production. This is of the opposite pattern, with higher doses yielding proportionally more thiol exposure to the kidneys. To the extent that this nonlinearity extends below the observed range, it will tend to render lower exposures less risky, and the low estimates of human risk projected from rat kidney tumors on the basis of thiol doses are in part a reflection of this.
The second aspect of the impact of internal dosimetry is that ofdifferences between experimental animals and humans in the relative internal doses produced by TCE exposures. Interpretation of these results is hampered by uncertainty regarding the levels of internal dose that are expected to be equally carcinogenic in different species, and the results presented here are contingent on the assumptions about such equivalence. To a large degree, the pharmacokinetic analyses show humans and animals not to be radically different in internal dose levels for a given administered amount of TCE. Human risk projections based on mouse liver tumors and either TCA-auc or DCA-auc as a dose measure tend to lead to higher risk levels by a few fold, reflecting that humans have as high or higher areas-under-the-curve or these stable metabolites than mice after similar exposures. For instance, the linear method inhalation unit risk based on the male mouse liver adenomas and adenocarcinomas, when based on the Fisher estimates of TCA-auc, is 5.8 x 10-5 per gg/m3, which is 6.5-fold higher than that based on administered doses, while that based on the Clewell TCA-auc estimates is 1.6 x 104 per g/m3, or 18-fold higher than that based on administered dose (Table 6 ). On the other hand, projections of liver tumor risk based on DCA-auc are similar to or slightly lower than those based on administered dose; that based on the Clewell DCA-auc estimates is 1.0 x 10-6 per pg/m3, nearly an order of magnitude less.
Examination of the dose-response curves with respect to TCA and DCA attempts to compare bioassays by similar and different routes of administration, and consideration of the apparent potency of TCA and DCA when administered to mice all failed to provide a basis for preferring one metabolite over the other as a basis for the mouse liver tumors. This matter will have to be addressed on mechanistic grounds (16) . On the other hand, the analysis shows that, at least according to current pharmacokinetic modeling of these metabolites, the choice makes relatively little practical difference in the ultimate risk estimation, as TCA and DCA levels are highly correlated with one another. Changes in the view of the relative amounts of these metabolites produced in humans would have considerable potential impact however. Interpretation of the projection of mouse liver tumor risk to humans should be tempered by the dependence on source of pharmacokinetic doses and on the analysis of uncertainty within models described in Table  15 . As with all risk analyses based on targetorgan doses, the projection to humans implicitly assumes cross-species site concordance, an assumption that has proven to have limited utility in carcinogen risk assessment. It is the projection to humans of mouse liver tumor risks, however, that poses the most concern. The projected risk levels are higher than those from the mouse lung or rat kidney tumors, and the added consideration of internal dosimetry tends to raise the risk projections for mouse liver tumors while lowering them (by an order of magnitude or more) for the mouse lung and rat kidney tumors. One must note the uncertainty in the impact of internal dosimetry for the lung and kidney tumors, however (Table 15) . Moreover, if a nonlinear approach is taken to the liver tumors but not to the rat kidney tumors (on the grounds of genotoxicity of DCVC), then the relative importance to low human doses could change.
It may appear that the analysis herein focuses on the EPA linear method of dose-response analysis, but in fact both the linear and nonlinear methods, when based on observations of tumor risk, share the same PoD, and the calculations herein of EDIO values can be used to determine margins of exposures against 10% elevation in tumor risk as well as for linear low-dose extrapolation. It is more accurate to say that the emphasis has been on analysis of the observations regarding tumor response, while questions of underlying mechanisms, their potential nonlinearity in dose-response patterns, and the determination of dose levels associated with precursor biological responses that may be without appreciable effect on secondary carcinogenesis are not considered. These important questions must be addressed in a full risk analysis of TCE carcinogenicity, however, of which the present article addresses only one aspect.
Nonetheless, the rationale behind the nonlinear method is that certain underlying mechanisms should generate steep dose-response curves and that a "break" between dose ranges that are acting to elevate cancer risk and those that are not can be identified. The steepness of the dose-response curve in the observable range is among the criteria used in determining the size of the acceptable Margin of Exposure (1J). It is noteworthy, then, that the observable parts of the dose-response relationships for the tumors engendered in experimental animals by TCE exposure show little sign of nonlinearity and evince little basis to identify dose ranges in which basic shifts in underlying biological processes are at work. Any invocation of nonlinearity in the TCE tumor responses, and any identification of the dose levels at which mechanisms operate at a level insufficient to raise carcinogenicity concerns will have to be based on studies of mechanisms of carcinogenic action, and such points will fall somewhere below the range that is observed in current animal bioassays. From this point of view, it is unfortunate that the mouse liver tumor studies, which are key to estimates of human risk, include only rather high doses with high responses and lack the series of doses that would allow better characterization of the shape ofthis critical dose-response curve.
