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With any permutation o in S, , the symmetric group on {I, 2,..., nj, a fraction 
in the variables xO , x1 ,..., x,, is associated in such a way that the length of the 
bar between x~-~ and xle is u(k). This fraction is evaluated in the free commutative 
group generated by x0 , x1 ,..., x,, . The evaluated value of this fraction is denoted 
by V,(O). Two permutations o, 7 E S, are defined to be equivalent if V,(u) = V,(T). 
The cardinality of the largest class under this equivalence relation is denoted by 
M, . The values of M, are investigated in this paper. The result is Mzn = E,, 
and Mzn-l = [2”“(2*” - 1)/2n]B,, , where Ez,, and & denote Euler and 
Bernoulli numbers. The asymptotic behavior of M,, is also studied. The result is 
lim,,m(M,/nM,-,) = 2/7r. 
“What is 1 divided by 2 divided by 3 ?” Two answers to this question 
are possible according as we interpret it as “(1 divided by 2) divided by 3” 
or “1 divided by (2 divided by 3).” The ambiguity of the question of this 
sort increases as the number of “divided by” in the question gets larger. 
The value of “x0 divided by x1 divided by xZ divided by -.* divided by ~2% 
can be uniquely determined provided the precedence (i.e., total order) 
between these n “divided by” is given. Thus, by assigning the precedence 
in all possible ways (n! ways), we shall study how the value of “x0 divided 
by 0.. divided by xn” behaves as the precedence varies. We formalize this 
argument in the following way. 
Let x0, x1, x2 ,... be distinct denumerable formal variables. Let G be 
the free commutative group generated by these variables. Let S, be the set 
of all permutations on {1,2,..., n}, i.e., the symmetric group of degree n. 
(We put S,, = {l}.) As is customary, we denote the elements of S, by 
( 
1 2 *-a Iz 
u = 1 (r(l)a(2) *a- a(n) . 
For any u ES, and K C (1, 2,..., n} whose cardinality j K 1 = k, we define 
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‘TV E Sk as follows. Letfbe the order isomorphism from K to {I, 2,..., k), 
and g be the order isomorphism from a(K) to { 1,2,..., k}. We put cK = 
g o D of-l, where o denotes the composition of mappings. 
We now define the mapping Vnz S, -+ G as follows. 
(9 Vo(l) = x0, where 1 is the sole element of So . 
(ii> For n > 0, V,(Q) = vk-l(~cl,...,k-l))(vn-k((S(k+l,...,,}))-l, where 
k = c-l(n). 
It is easily seen that the above defined mapping gives the evaluation of 
the fraction 
x0 
Xl 
41) 
___ 4) 
x2 
xk-l 
Xk 
o(k) = n 
where u(j) denotes the length of the bar between xjel and xj . We call 
this fraction the fraction associated with G. For example, if u = (,’ T i 3, 
V,(O) is calculated thus: 
V,(a) = - Zg= @)i:‘T 
-4 
x32 __ 
x4 
= (xo(xl/x2>-‘)(x2~,‘)-1 
= (xo(x,x,1)-1)(x,1x4) 
-1 -1 
= x,x, x2x3 x4 . 
Evidently, I/,(O) can be written in the form 
VJO) = fi x;i, 
i=O 
where ~~ = f 1. Hence, instead of V, , we may consider the mapping 
yn: sn -+ {il)“+l, 
defined by ~~(0) = (co, c1 ,..., E,) = EKES *a* E, . 
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For any E E { -J-jn+r (instead of + 1 (- 1) we simply write $ (-)), we put 
Namely, N,(E) is the number of permutations cr such that ~~(a) = E. We 
also put 
M, = max{N,(E) 1 E E (*}‘“+“}. 
The meanings of N, and M, might be interpreted as follows. Let us 
fix some ~1, and consider the set of all fractions associated with 0’s in S, . 
We call it the fraction language of degree n. Each element of the fraction 
language is said to be a sentence. Then V, may be considered as giving a 
semantical interpretation (in G) of each sentence. Thus, the fact that 
~~(a) = T&T) means that the sentences u and T are talking about the 
(semantically) same thing though they may be syntactically distinct. 
Hence, for any CJ f S, , iV,(~~(a)) g ives the cardinality of the class seman- 
tically equivalent to (J. M, denotes the cardinality of the largest class in 
this sense. 
In the following, we investigate the values of M, . First note that for any 
u E S, (n 2 l), we have EKES = + -, where ~~(a) = E = E&l **. En . 
Later it is also proved that Nn(c) # 0 if EKES = + -. For small II, M, is 
easily calculated directly as follows. 
MO = Ml = M, = 1, MS = 2, M4 = 5, M5 = 16. 
We also list the values of N5: 
%+-----) = N,(+-+++++) = 1, 
Ndf----+) = N,(+-+++-) = 4, 
Nd+---+-) = N,(+-++-+$) = 9, 
Nd+---++) = N,(+-++--) = 6, 
N,(+--+--) = N,(+-+-++$) = 9, 
Nd+--+-+) = N,(+-+-+-) = 16, 
N,(+--++-) = N,(+-+---+) = 11, 
MS--+++) = N,(+-+---I = 4, 
N5(e) = 0 (otherwise). 
Since y1 is dependent on the length of E (n = \ E 1 - 1, where / E 1 is the 
length of l ), we henceforth write simply N(E) in place of N,(E). We shall 
FRACTIONS ASSOCIATED WITH SYMMETRIC GROUPS 127 
deduce two recursive equations for N(E). To do so, we define two sets of 
indices. Let E = l Oel *.* E, (n 3 l), where ei E(&}. We put 
I(E) = {i / E&+l = -+, i < n} u {i = n / E, = -1. (1) 
J(E) = (j I E$-~ = CJ, wheret = - and= = +. (2) 
Now, let us consider the fraction associated with some u E Y;‘(C). Let 
k = C+(M); then by definition of V,(u), we must have Ed = - and, if 
k f n, ++1 = f. This means k E I(E). Hence, we have the first recursive 
equation for N(E): 
The second recursive equation for N(E) can be deduced by paying 
attention to the index k = o-l(l). Then, again by definition of V, , we 
must have ck-i = E, , that is, k E J(E). Thus, we have the second recursive 
equation for N(E): 
N(E) = c N(E,E, **. Ej-lEj+l .** En). (4) 
iaJ(c) 
For any 6 E { &)” (n > 0), we define 8 E { i}n+z by 8 = + -S. Then the 
following lemma holds. 
LEMMA 1. N(8) = N(i), for any 8. 
Proof. By induction on n, where n = / 6 1 + 1. Suppose that n > 2 
and that the lemma holds for smaller ~1. Let 6 = S,S, .*. 6, (Si E i-&t>, ___-__ 
n > 2) so that 8 = f--6,6, *.a 6, and $ = +-S6,S, ... 6, . Without 
losing generality, we may assume that 6, = +. Then we see that J(S) = 
J(i) u (2) and 2 $ J(i). Let us compare J(8) and J(g) by using (4). If e, 
j > 2 thenj E J(S) if and only ifj E J(S) and N(+ -S, a*. Sj--1SJ+1 a=* 6,) = ---- 
N(+-s, --* Sj~,S~,, -** S,) by induction hypothesis. If j = 2, then 
2 E J(S)), but 2 6 J(i) and the term N@J(S) = N(+ -S&S, =*. S,) contributes 
to N(S). Ifj = 1, then 1 E J(S) and 1 E J(g). In this case the contribution 
of the corresponding term to N(S) is N(+S,S, *I. 6,) = 0, since 6, = +. -- -- 
The contribution to N(i) is N(+S,S, *** S,) = N(+--6, .** 6,) = N(2)(S), 
by induction hypothesis. By appealing to (4), we see that the lemma holds 
for 12. 
Equation (3) together with this lemma, enables us to calculate N(ol”) 
and NW), where @ and /P are defined thus: 
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Let a0 = PO = f and a1 = ,& = -. For i 2 1, we put azi = 
f$yl- a”p” Q+~ = & = -. We then define an = 01~01~ a.* 01, and 
. . . 
By Lldrna l:for IZ Z 0, we have N(@) = N(p”). By the definition of an 
and j?“, we have 
I(@) = {i j 1 < i < n, i: odd} (if n > I), (5) 
I(p”) = (i 1 1 < i < n, i: even} (if n >, 2). (6) 
Note that for n = 1 we have l(pl) = (1). Now, we calculate 
(7) 
Np”) = 1 (‘I 5 :, WPOPl ... Pi-3 WPiPi+1 ... Bn> itI 
= ie;n) (‘:: 1;) ww W@-9* (f-9 
Let us assume y1 2 2. Then, by adding (7) and (8), we have, using (5) 
and (6.h 
2N(a”) = i (n 1:) N(0V) N(d-i) (if n > 2). (9) 
i=l 
Or, equivalently, 
2N(ce) = %go (Y) N(d) AyIP-“) (if n > 1). (10) 
Now, we can prove the following theorem. 
THEOREM 2. Ifc # a.%, /cl”, then Nn(c) < IV(@) = N(fir”). 
Proof. By induction on n. 
(I) If II = 0, 1, 2, the theorem is vacuously true. 
(II) Suppose that IZ > 3, and that the theorem holds for any 
smaller n. Let E = •~6~ *.. E, be any element in (&p+l other than an or p”. 
We want to show that N(E) < N(a”). If EKES # +-, then we have 
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iv(E) = 0 < N(dq. s o we assume that EKES = + -. We put 6 = 
E‘y+ -** E, ) so that we have 
N(e) = N(8) = N(i). 
It is easy to see that 1(g) n 1(x) = @. Since n 2 3 and E # 01” or ,@, there 
must be some k 3 2 such that Ek = ck+r . Then, clearly, k $ I(8) u I(S). 
Hence, 
I(8) u I(i) $ (1, 2 )...) n>. 
We calculate IN = N(8) + N(8), by using (3): 
-c fl (y 1;) N(a”-1) N(cP) 
= 2fv(@?). 
In the above calculation, the first inequality (<) is derived by the induction 
hypothesis, and the second one (<) follows, since (::i) N(&l) N(D+) > 0 
for any i (1 < i < n). Hence, we conclude that the theorem holds for 
this n. 
By this theorem, Eq. (10) becomes 
We put 
Then we have 
Q,, = Mm/n ! (n > 0). (12) 
Q,=Ql=L 
2(n + 1) Qn,l = to QiQn--i (n 3 1). (13) 
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We consider the generating function of Qn: 
q(x) = t QnP. 
?b=O 
From (13) and (14) we obtain the differential equation 
q(O) = 1, 
2q’(x) = 42(x) + 1. 
The solution of (15) is 
(14) 
(1% 
q(x) = tan[&x + (n/4)] 
= [l + tan(x/2)]/[1 - tan(x/2)] 
= [cos(x/2) + sin(x/2)]/[cos(x/2) - sin(x/2)] 
= [l + 2 cos(x/Z) sin(x/2)]/[cos2(x/2) - sin2(x/2)] 
= (1 + sin x)/cos x 
= set x + tan x. (16) 
Now, for 1 x j < x/2, we have 
set x = 5 [&J(2n)!] xzn, 
TL=O 
(17) 
and 
tan x = $J [22n(22n - 1) B,,/(2n)!] x2+l, 
n=l 
(18) 
where E2, and B,, denote Euler and Bernoulli numbers, respectively 
(see, e.g., PI). 
From (12) and (15)-(18), we finally obtain 
THEOREM 3. 
Mm = Em (if n > 0), 
M _ = 22n(22” - 1) B 
292 1 2n 2n (if y1 > 1). 
The values of M, for n < 10 are as follows: 
MO = Ml = M, = 1, MS = 2, n/i,= 5, MS = 16, M, = 61, 
M, = 272, MS = 1385, Mg = 7936, Ml0 = 50521. 
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We now consider the asymptotic behavior of M, . First, we quote the 
following theorem due to KGnig (see [l]). 
THEOREM 4. Let h(z) = CE, cizi (cu # 0) be meromorphicjk j z 1 < R. 
Suppose that h has only one singular point z = z, in / z 1 < R, and that 
z, is a simple pole. Then, for any p such that 1 z, j < p < R, we have 
Since the singular points of q(z) are (z-/2) + 2nrr (n: integer), and they 
are all simple poles, we have by the above theorem that 
lim n-02 -&=+. 
In other words: 
THEOREM 5. 
ACKNOWLEDGMENTS 
The author expresses his sincerest thanks to Professor S. Hitotumatu and to 
Mr. C. Hosono for their valuable suggestions. The author also expresses his hearty 
thanks to the referee for his careful reading of the manuscript and his helpful sugges- 
tions. 
REFERENCES 
1. A. S. HOUSEHOLDER, “The Numerical Treatment of a Single Nonlinear Equation,” 
McGraw-Hill, New York, 1970. 
2. H. RADEMACHER, “Topics in Analytic Number Theory,” Springer, Berlin/Heidelberg/ 
New York, 1973. 
Printed in Belgium 
