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We report on the dynamics of collective alignment in groups of the cichlid fish, Etroplus suratensis. Focusing
on small-to-intermediate sized groups (10 . N . 100), we demonstrate that schooling (highly polarised and
coherent motion) is noise-induced, arising from the intrinsic stochasticity associated with finite numbers of in-
teracting fish. The fewer the fish, the greater the (multiplicative) noise and therefore the likelihood of alignment.
Such rare empirical evidence tightly constrains the possible underlying interactions that govern fish alignment,
suggesting that E. suratensis either spontaneously change their direction or copy the direction of another fish,
without any local averaging (the otherwise canonical mechanism of collective alignment). Our study therefore
highlights the importance of stochasticity in behavioural inference. Furthermore, rather than simply obscur-
ing otherwise deterministic dynamics, noise can be fundamental to the characterisation of emergent collective
behaviours.
Over the past decade, modern methods of image analysis9
and tracking have been used extensively to study the col-10
lective motion of animal groups, and by proxy the social11
interactions between their constituent individuals. Using a12
variety of techniques, a broad range of taxa have been in-13
vestigated so far, including flocks of starlings [1–3], shoals14
of fish [4–8], marching locusts [9, 10], mice [11] and red15
deer [12]. However, aside from [13]— a theoretical follow-16
up to the pioneering study of direction-switching in locust17
nymphs [10]— such empirical studies have overlooked the18
intrinsic noise that arises in any finite collective, or group,19
whose underlying individuals interact in an inherently prob-20
abilistic way.21
We argue that this is a significant oversight; system-size22
expansions of Master equations [14] readily demonstrate23
that probabilistic individual behaviours can conspire to pro-24
duce collective features that are wholly surprising. Such25
approaches are typically referred to as mesoscopic, since26
they describe the properties of large-but-finite sized groups,27
where the stochastic behaviour of the individuals cannot be28
completely ‘averaged-out’. Notably, such residual stochas-29
ticity often manifests as a multiplicative, or state-dependent30
noise at the collective level. In many cases, this can give31
rise to ‘finite-size noise-induced’ behaviour [15, 16] where32
the probability of finding the system in a partiular state is33
concentrated away from the deterministic (N → ∞) fixed34
point(s). For example, in a toy model of binary choice (be-35
tween two food sources, say) where individuals can either36
copy each other at random or spontaneously change their37
mind, no consensus is ever reached in the N→ ∞ limit. By38
contrast, at finite group sizes, noise-induced effects imply a39
clear consensus, with the group choosing either one of the40
options with equally high probability [17].41
Such ideas are particularly relevant for the inference of42
individual behaviours from collective-level data. The im-43
portant point being that, rather than simply obscuring the44
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signature of otherwise deterministic dynamics, collective-45
level noise can actually encode important information about46
individual interactions [18]. Therefore, not only should fluc-47
tuations be extracted from data with care, but they are also48
pertinent to a major challenge of modern behavioural infer-49
ence: how to distinguish between multiple mechanisms that50
ostensibly reproduce the same qualitative features of collec-51
tive motion.52
It is in this context that we report on the stochastic dy-53
namics of directional alignment in freshwater fish (Etroplus54
suratensis) under controlled laboratory conditions. We use55
a data-driven approach, formally extracting a stochastic dif-56
ferential equation (SDE) that describes the dynamics of col-57
lective alignment. We find that schooling in such fish— i.e.,58
highly polarised and coherent motion— bears all the hall-59
marks of a finite-size noise-induced effect, resulting from60
finite sized groups of individuals that interact according to61
probabilistic rules. Put simply, the smaller the number of62
fish in a group, the larger the stochastic fluctuations and sur-63
prisingly, the greater the ordering. This counter-intuitive re-64
sult can be traced-back to an O(1/
√
N) noise term that is65
multiplicative— i.e., where the strength of noise depends on66
the collective state of the group.67
Significantly, the type of finite-size noise-induced school-68
ing that we observe tightly constrains the possible interac-69
tions between fish that might underpin it. Using both analy-70
sis and computer simulations, we find that all the salient fea-71
tures of our data are captured by a simple stochastic protocol72
for pairwise interactions, whereby a given fish interacts and73
aligns with other (single) fish, one at a time. Such features74
are not present if ternary, or higher-order aligning interac-75
tions are dominant, including local directional averaging, as76
used in the Vicsek-like family of approaches [19, 20]— the77
de facto standard for modelling collective motion.78
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FIG. 1. Capturing the stochastic dynamics of ordering in small-to-medium sized groups of fish. Schools of juvenile Etroplus suratensis
were filmed in a large shallow tank (180 cm diameter, 10 cm height), under controlled laboratory conditions (panel a). Using particle tracking
methods, we obtained two-dimensional trajectories for each individual fish (panel b). This permits the construction of a stochastic time-series
for the group alignment, or polarisation M(t) [see Eq. (1)]. For |M | ≈ 1 the fish are moving in a coherent direction, whereas for |M | ≈ 0,
there is no prevailing direction and the shoal is effectively isotropic (panel c).
I. EXPERIMENTAL SETUP79
Our experiments involved filming schools of freshwater80
juvenile E. suratensis in a large laboratory tank that was suf-81
ficiently shallow as to constrain motion to two dimensions82
[Fig. 1 and Supplementary Section I]. We focussed on small-83
to-medium sized groups— N = 15, N = 30, and N = 60—84
which ensured that schools were localised, with a spatial85
extent that was only a fraction of the overall tank size (see86
Supplementary Sections II and III, respectively, for details87
concerning larger schools and controls for the effects of the88
tank boundary).89
Each group size was recorded for approximately 3.5 hours90
in total, across four separate trials for N = 15, 30, and91
three separate trials for N = 60. The temporal resolu-92
tion was one frame every 0.04s. However, at this time-93
scale, movement is intermittent and the fish frequently94
stop and start, making it hard to discern a direction of95
motion. We therefore consider only one frame in every96
three— that is, every δ t = 0.12s. Using particle track-97
ing, we extract the two-dimensional velocities vi(tn) =98
[xi(tn+δ t)− xi(tn)]/δ t, where the index i = 1,2, . . . ,N la-99
bels fish, and the time increments are given by tn = nδ t, for100
n= 0,1,2, . . . etc.101
At the individual level, the direction of motion of the i-th102
fish (at time tn) is just vˆi(tn) = vi(tn)/ |vi(tn)|. At the group103
level, both the direction and degree of the fish alignment are104
encapsulated by a vector order parameter, often referred to105
as the group polarisation106
M(tn) =
1
N
N
∑
i=1
vˆi(tn). (1)
When |M | is close to 1, the fish are moving in a coherent107
direction, whereas when |M | is close to zero, there is no108
prevailing direction and individual motion is isotropic (see109
Fig. 1).110
II. SCHOOLING INCREASES AS GROUP SIZE111
DECREASES112
At each group size, the steady-state statistics of the113
school’s polarisation are well represented by constructing114
histograms over the entire time-series (Fig. 2, panels a-f).115
For N = 60, the most likely configuration is around M =116
0, which corresponds to motion that is isotropic and dis-117
ordered (Fig. 2, panel f). For N = 30, this isotropic peak118
is still present in the histogram, but reduced, and an annu-119
lus of high frequencies can be seen where |M | ≈ 1, which120
corresponds to highly aligned motion (Fig. 2, panel e). For121
N = 15, the highest frequency values are near the highly-122
aligned |M | ≈ 1 annulus, with only a small isotropic bump123
at the centre (Fig. 2, panel d).124
Regardless of group size, the statistics have angular sym-125
metry, indicating that there is no preferred direction of126
schooling, as expected. Considering only the magnitude of127
the polarisation (Fig. 2, panels g-i), the likelihood of ob-128
serving isotropic motion relative to that of ordered motion129
is revealed to be almost negligible, despite the central peaks130
observed in panels d-f. More importantly, the relative likeli-131
hood of observing fish with highly aligned motion increases132
as N decreases, which is also supported by visual inspection133
of the underlying trajectories (Fig. 2, panels a-c).134
In the following, via analyses of stochastic dynamics as135
well as controls for confounding effects of boundaries of136
the tank (Supplementary Section III), we find that both the137
likelihood of schooling, and its group-size dependence, bear138
all the features of a finite-size noise-induced phenomenon.139
III. SCHOOLING IS A FINITE-SIZE NOISE-INDUCED140
EFFECT141
To understand the dynamical context of our observations,142
it is helpful to extract autocorrelation functions for the group143
polarisation components Mx and My (Methods Section I A &144
Extended Data Figure 1). The results are qualitatively simi-145
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FIG. 2. Steady-state statistics demonstrate high degree of schooling. A visual inspection of representative trajectories |M(t)| indicates
that, as group size decreases, fish motion becomes increasingly ordered (panels a-c). Histograms of M reveal there is no preferred direction
of motion (panels d-f). Taking account of this angular symmetry, panels g-i confirm that schooling is indeed the most likely behaviour, and
that the smaller the group’s size the greater the relative likelihood of such highly ordered motion. Results are independent of the time-interval
over which the histograms are constructed, so long as it is substantially larger than the correlation time.
lar to exponentially-damped cosines, indicating the presence146
of two characteristic time-scales: one for the short-time de-147
cay of correlations to zero, and the other for the decaying148
envelope of longer-time oscillatory behaviour. The latter ap-149
pears to be consistent with the effects of finite tank size—150
on average, the speed of the fish is ≈ 6cms−1 which, given151
a tank diameter of 180cm, implies a time-scale of approxi-152
mately 30s, in-line with the observed range of 20-50s. We153
therefore focus on the shorter time-scale, whose mean value154
(across all experiments) is ∆t ≈ 5.9s. This, we assert, cap-155
tures correlations (and their decay) due to any underlying156
local interactions that result in the alignment of fish.157
On the time-scale ∆t, we further assume (and later con-158
firm) that the dynamics of alignment is well-approximated159
by a stochastic differential equation (SDE), of the type160
that arises from system-size expansions of transition rates161
[14] and is synonymous with steady-state statistics that are162
N-dependent. Usually, such mesoscopic SDEs are con-163
structed formally by coarse-graining known ‘microscopic’164
rules. However, in the context of collective animal motion,165
the rules describing individual behavioural interactions are166
typically unknown. We therefore quantify the mesoscopic167
dynamics directly from the data, and then later infer micro-168
scopic rules by comparison with both theory and computer169
simulations.170
Consigning the details to Methods Section I B, we con-171
struct an Itoˆ-sense SDE from our data, which is of the gen-172
eral form173
dm
dt
= A (m)+B(m) ·η (t), (2)
where m(t)∈R2, bold typeface is used for two-dimensional174
vectors and sans-serif for a rank-2 tensor. The elements175
of the vector η are independent sources of Gaussian white176
noise, such that 〈η j(t)〉= 0 and 〈η j(t)ηk(t ′)〉= δ jk δ (t− t ′)177
for j,k = 1,2 (angle brackets indicates an average over178
stochastic realisations).179
In principle, the components of the deterministic part of180
Eq. (2) can be found by numerically extracting the first jump181
moment(s) from the data. Similarly, the components of the182
stochastic part can also be obtained by extracting the second183
jump moment(s), which are given by ∑kB jkBlk (where B jk184
are the components of B). In practice, however, this requires185
smooth interpolations, or ‘best fits’. Guided by exactly solv-186
able one-dimensional toy models ([13, 17] and Supplemen-187
tary Section IV) we propose and test different functional188
forms, each dependent on N, m, and other unspecified pa-189
rameters. Using a simple least-squares procedure to fit the190
free parameters, we then choose expressions with the great-191
est adjusted-R2, being careful to avoid over-fitting (Fig. 3).192
Substituting the resulting functions into Eq. (2), we ob-193
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FIG. 3. Empirical fitting of the first and second jump-moments reveals that schooling is noise induced. The first and second jump-
moments are extracted systematically from the data. The first jump-moments (panels a and b) correspond to the components Ai that char-
acterise the school’s deterministic behaviour in the N → ∞ limit [cf. Eq. (2)]. Both A1 and A2 display a shallow linear slope with gradient
≈−0.1 and zero intercept, the former in the mx direction, and the latter in the my direction. This corresponds to a weak pull towards isotropic,
disordered motion (i.e., m = 0), irrespective of group size. The second jump-moments (panels c and d) are related to the multiplicative pre-
factors, Bi j [cf. Eq. (2)]. Both B11 and B22 are symmetric around, and maximal at, m = 0, decreasing towards zero for values |m| & 1. The
magnitude of the noise is therefore largest at the stable fixed point (m = 0) of the deterministic dynamics, which gives rise to noise-induced
behaviour. Moreover, the the second jump moments scale as O(1/
√
N)— i.e., they increase as group size decreases— which is a signature of
intrinsic noise. The cross-correlations B12 and B21 (not shown) are distributed randomly around zero with no trend.
tain194
dm
dt
=−αm+
β
(
1−|m|2
)
+α
N
1/2 1 ·η (t), (3)
where 1 is the two-dimensional identity matrix, and the con-195
stants α = 0.1 and β = 4.0 have been determined by the196
fitting procedure. Reassuringly, direct Milstein-method nu-197
merical integration of Eq. (3) recovers steady-state statistics198
that retain the key features of our experimental observations199
(Methods Section III A & Extended Data Figure 2).200
Of note, we see that B is O(1/
√
N), whilst A is201
O(constant), which confirms our earlier assumption and im-202
plies that the noise is likely intrinsic, due to probabilistic in-203
teractions between a finite number of individuals. Moreover,204
in the deterministic N→∞ limit, the single stable fixed point205
of Eq. (3) is at m = 0, which corresponds to isotropic dis-206
ordered motion. This further implies that the observed high207
levels of ordering are in fact noise-induced, arising from the208
interplay between the deterministic and multiplicative-noise209
terms.210
Informally, Eq. (3) can be understood in terms of the211
following heuristic; although the deterministic dynamics212
‘pulls’ the system towards isotropic motion, the closer it213
gets, the larger the noise becomes, therefore ‘kicking’ the214
system away, towards more aligned motion. Conversely, the215
more aligned the motion, the smaller the fluctuations, and216
the longer the system is able to reside there.217
IV. A PAIRWISE COPYING MODEL CAPTURES KEY218
FEATURES OF DATA219
Our analysis implies behaviour that is reminiscent of220
individual-based binary-choice models that appear in the lit-221
erature (e.g. [17]). By introducing continuous degrees of222
freedom, we invoke a simple two-dimensional extension of223
such models— similar to [21]— which extends voter model224
of opinion dynamics and makes notional contact with the225
mean-field XY model.226
We assume that at each instant in time, t, the direction of227
each fish228
dˆ i(t) =
(
cosθi(t)
sinθi(t)
)
, (4)
is, itself, prescribed by a stochastic protocol for the dynam-229
ics of the angles θi(t) (i = 1, . . . ,N). Using the notation of230
chemical reaction kinetics, we write down two competing231
types of underlying behaviour.232
First, at a constant rate per unit time, s, every fish can233
spontaneously change its direction (angle). That is234
θi
s−→ θi+Ntrunc (0,ε,−pi,pi) , (5)
where Ntrunc
(
µ,σ2,a,b
)
is a truncated normal distribution235
with mean µ and variance σ2, normalised over the interval236
(a,b).237
Second, at a different rate, c, a given fish ‘i’ chooses an-238
other fish ‘ j’ randomly and copies it— i.e., it turns to move239
in the same direction:240
θi+θ j 6=i
c−→ 2θ j. (6)
This second equation describes a pairwise interaction, and241
assumes that the system is ‘mean-field’ or ‘fully-connected’;242
an assumption that we revisit in the Discussion.243
Leaving the details of analytical calculations to Meth-244
ods Section II, a Fourier-space system-size expansion can245
be used to demonstrate that, for finite N, such microscopic246
rules result in a stochastic dynamics for m that is described247
precisely by Eq. (3), so long as we make the identifications248
α = s
(
1− e−ε/2) and β = c.249
At the microscopic scale, the implication is that fish copy250
the orientation of other fish, one at a time, at a rate c = 4251
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FIG. 4. Pairwise vs. ternary interactions: theory and stohastic simulations. Illustrative comparison between a pairwise model [i.e.,
Eqs. (5) and (6) with s = 0.25,ε = pi/3 and c = 4] and a ternary model [including the extra reaction defined by Eqs. (7) and (8), where
s= 0.25, c= 0.01 and h= 0.3]. Data points in panels a, b, d and e, and histograms in panels c and f, are generated by Gillespie simulation.
Surfaces and their sections (inset) in panels a, b, d and e, and lines in panels c and f, are taken from theory (Methods Section II). Whilst
in both cases, theory agrees with simulations, only the pairwise model (panels a and b) reproduces the observed deterministic pull towards
isotropic motion— i.e., m = 0 (cf. Fig. 3, panels a and b). For the ternary model, isotropic motion is an unstable fixed point, and a new line of
(Lyapounov-)stable fixed points is introduced at finite |m| (panels d and e). As a result, the N-dependence of the steady-state PDFs generated
from the pairwise model closely resembles that derived from the data, whilst the ternary model does not (panels c and f). The stochastic
part of both the pairwise and the ternary models are qualitatively similar in the functional forms as predicted by theory (see Extended Data
Figure 3).
times a second. From the value of α (= 0.1) per second,252
however, we cannot disentangle the rate of spontaneous di-253
rectional switching (s) and the amplitude of the resulting di-254
rectional change (ε). We remark that, often, copying in-255
teractions may only lead to a micro-adjustment of a fish’s256
direction of motion, since schools are most likely found257
in a highly polarised state where any two fish are already258
broadly aligned. To put these into context, similar interac-259
tion rates were observed in free-swimming golden shiners260
(Notemigonus crysoleucas) [22].261
At the mesoscopic scale [i.e. Eq. (3)], this suggests that262
the non-trivial alignment-driving part of the multiplicative263
noise in the data arises solely from the voter-like copying264
behaviour [Eq. (6)], whilst the deterministic pull towards265
isotropic motion is due to spontaneous direction switching266
[Eq. (5)].267
V. HIGHER-ORDER INTERACTIONS ARE268
SUB-DOMINANT269
Although the agreement between data and aforemen-270
tioned analysis makes a strong case for a pairwise copying271
model [Eqs. (5) and (6)], it is important to rule out the pos-272
sible role of higher-order interactions. Again drawing in-273
spiration from simple models (see e.g., [13, 23] and Sup-274
plementary Section IV), we propose the following ternary275
extension, to be included alongside interactions defined by276
Eqs. (5) and (6):277
θi+θ j 6=i+θk 6=i
6= j
h−→
{
2θ`+θ`′
2θm+θ`′
, (7)
where278 {
`,`′
}
= argmin
{{p,q}⊂{i, j,k}}
(
min
(
2pi− ∣∣θp−θq∣∣ , ∣∣θp−θq∣∣)) .
(8)
That is, with a specific rate h, three individuals are picked at279
random and their directions are compared in order to find280
which pair have the minimum (acute) angular difference.281
The remaining individual then turns to copy either of the282
two others with equal probability.283
As with the pairwise case, the finite-N SDE that corre-284
sponds to this ternary extension can also be derived using285
a system-size expansion of the relevant Master equation in286
Fourier-space, although in this case, the calculation requires287
an additional assumption to ensure moment-closure.288
The differences between the two cases (pairwise and289
ternary) are very clear (Fig. 4 and Methods Section II):290
6ternary interactions add a term h(1− |m|)m to the deter-291
ministic (N → ∞) dynamics, significantly altering the N-292
dependence of the steady-state PDF. In particular, if h is suf-293
ficiently high, then the isotropic m = 0 fixed point switches294
from being stable to unstable, and a line of new (Lyapunov-295
)stable fixed points appears at finite |m|, meaning ordering is296
not lost as N increases. Instead, the steady-state probability297
distribution simply becomes increasingly peaked around the298
finite-|m| stable fixed point(s) associated with ternary inter-299
actions.300
By contrast, if h is sufficiently low that the fixed points of301
the deterministic dynamics remain unchanged, then ternary302
interactions are sub-dominant and the group-level behaviour303
essentially replicates that described for the pairwise only304
case. That is, we cannot unambiguously rule out weak305
ternary, or indeed higher order interactions of any other type.306
Nevertheless, the observed N-dependent ordering does ap-307
pear to be clear evidence that the dominant mode of interac-308
tion is pairwise; involving only two fish, to the exclusion of309
all others (including local averaging).310
The intuition provided by the above comparison is311
backed-up by more systematic simulations and model fit-312
ting to the data. Specifically, we simulated both generali-313
sations of Eqs. (7) and (8) and a mean-field Vicsek model314
(the latter to explicitly rule out any effects arising from315
averaging), each of which included up to five-body inter-316
actions. Then, using a Genetic Algorithm in the context317
of repeated Gillespie simulations, we optimised the rates318
of such many-body interaction models against the exper-319
imental data (Methods Section III B-D). Specifically, we320
minimized the Kullback-Leibler divergence between the321
simulation-generated steady state PDFs, and those extracted322
from the experimental data— i.e., by normalising the his-323
tograms in Fig. 2, panels g, h & i. In all cases, we found324
that the model most consistent with the data had a dominant325
mode of interaction that was pairwise— i.e., the rates cor-326
responding to higher-order interactions were negligible (see327
Extended Data Tables 1 & 2).328
VI. DISCUSSION329
In summary, we report rare empirical evidence of noise-330
induced schooling in fish due to finite-size effects— serving331
to underline not only the importance of intrinsic noise, but332
also how it can manifest at the collective level as a mul-333
tiplicative noise pre-factor. In particular, our results have334
implications for the possible modes of interaction between335
fish, and what features these must have in order to give rise336
to such behaviour.337
We put forward a microscopic model which, although338
simple, convincingly reproduces our data. Both analytical339
work and stochastic simulations match not only the emer-340
gent finite-N steady-state statistics, but also the nature of341
the jump-moments, and therefore the aforementioned noise-342
induced character. The model involves two types of be-343
haviour: individuals can either spontaneously change direc-344
tion, or copy another individual, chosen at random. Im-345
portantly, this requires, at most, pairwise alignment inter-346
actions, where a given fish only interacts with other fish,347
one at a time. Models with dominant higher-order interac-348
tions, including local-averaging, do not represent the data349
well. The reasons for this can be seen in the provided ex-350
ample of a ternary interaction1 whereby the deterministic351
dynamics is changed in a way reminiscent of the difference352
between quadratic and quartic potentials: a previously sta-353
ble isotropic fixed point becomes unstable, and a line of354
new fixed points emerges at large polarisations, resulting in355
dynamical behaviour that is dramatically different from the356
data.357
Notably, the conclusion of a pairwise interaction is358
broadly in-line with Refs. [5, 8] which concern very small359
groups of fish (N ≤ 5), characterising correlations in turning360
angles, implied forces, and directions, respectively. How-361
ever, in those studies, the pairwise interactions are highly362
likely to be between nearest neighbours, suggesting an ap-363
parent conflict with our mean-field approach. Reassuringly,364
for schools such as those in our experiments— i.e., small,365
localised, and with high levels of alignment— both the data366
and explicitly spatial simulations indicate that, in fact, there367
is sufficient ‘configuration space’ mixing that a mean-field368
description is indeed a good approximation. That is, over369
time, repeatedly sampling the directions of fish in a given370
local neighbourhood is well-approximated, statistically, by371
sampling at random from the entire school (see Supplemen-372
tary Section V A and B, respectively).373
Moreover, there is evidence to suggest that any putative374
interplay between alignment, individual speed and other fac-375
tors, such as the boundary, are neither in conflict with, nor376
offer an alternative explanation for, our observations. Cru-377
cially, we find that i) the structure of the jump-moments—378
and hence the intrinsic-noise-induced character— are very379
robust to the removal of data pertaining to the boundary380
(Supplementary Section III A), and ii) there is no apprecia-381
ble change with group size in the overall statistics of either382
individual speeds (Supplementary Section III B) or nearest-383
neighbour separations. Taken together, and barring patho-384
logical cases, this counters the possibility of any straight-385
forward leading-order mechanism for the alignment of E.386
Suratensis, other than that induced by intrinsic noise.387
In the context of analysing jump-moments, we draw com-388
parisons with Ref. [13], which relates to the only other ex-389
ample where these techniques have been used in relation to390
collective motion: a study of locust nymphs moving around391
a quasi-1D track [10]. In that case, the interplay between392
the deterministic and multiplicative parts does not result in393
noise-induced ordering (i.e., peaks in the probability distru-394
bution that are away from the deterministic fixed points).395
The authors of [13] therefore describe the data by employ-396
ing a ternary interaction whose behaviour, albeit in one di-397
mension, is akin to Eqs. (7) and (8), which are described398
in Fig. 4. In this light, the two studies can be seen as evi-399
dence in support of a point alluded-to in the introduction; the400
proper analysis of jump-moments can act as an important401
1 We stress that we have simulated up to five-body interactions.
7discriminating factor between different classes of behaviour402
and/or types of animal.403
In conclusion, our study demonstrates the importance404
of noise due to probabilistic interactions between a finite405
number of individuals. This emphasises the need for a re-406
appraisal of traditional approaches to understanding collec-407
tive motion. Looking forwards, the dual issues of space and408
density are the clear challenges ahead. In this article, we409
have begun to understand how the total number of individu-410
als, N, in localised schools, and therefore perhaps density in411
de-localised schools, non-trivially impacts on the ordering412
dynamics. However, it is not clear a priori how the den-413
sity within groups itself fluctuates, and to what extent those414
statistics are coupled to alignment. More generally, how can415
the rigorous derivation of multiplicative noise terms be in-416
corporated into broader (spatial) active-hydrodynamic de-417
scriptions of collective motion [20, 24]? Some tentative the-418
oretical steps have been made, notably in the context of the419
Vicsek model [25], active nematics [26] (extending previ-420
ous work concerning passive Brownian particles [27]) and421
in one-dimensional models of direction-switching [28, 29].422
However, approaches vary, and the techniques used are far423
from ‘off the shelf’ solutions. Crucially, no such empirical424
studies exist at present. From a biological perspective, it425
is well known that collective behaviour offers many advan-426
tages to organisms, with implications to their survival and427
fitness [30, 31]. Consequently, we are led to ask whether428
the simple pairwise copying interactions, and the resulting429
noise-induced schooling, may have novel evolutionary ram-430
ifications. We therefore welcome further work in these ar-431
eas.432
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METHODS555
I. EXTRACTION OF SDE FROM DATA556
From the time series of group polarisation data, we first557
compute autocorrelation time and then extract the first and558
second jump moments. We refer the readers to [32] for a559
less technical presentation and justification of the method560
using numerical simulations; there, we also discuss how the561
structure of jump-moments can be used to infer local in-562
teractions, providing a complementary approach to existing563
methods such as those described in [6, 33–36].564
A. Autocorrelation time565
For each group size (N = 15, 30 and 60) we calculate566
the auto-correlation of the time-indexed quantities Mx(tn),567
My(tn) and |M(tn)|2, where tn = nδ t, for all n = 1, . . . ,N .568
We use the generic form569
R(X ,∆t) := ρX ,X (∆t) =
〈(Xt −µ)(Xt+∆t −µ)〉
σ2
, (9)
where X represents a set of N time-indexed measure-570
ments with mean µ = ∑t Xt/N , and variance σ2 =571
∑t (Xt −µ)2 /N . The results are shown in Extended Data572
Figure 1.573
For the case of Mx and My, the auto-correlation decays574
in an oscillatory manner (panels a-f). We are therefore able575
to extract two characteristic times. As argued-for in Sec-576
tion III, the time-scale of behavioural interactions is approx-577
imated by fitting exp(−∆t/τ) to the initial decay of the auto-578
correlation function, truncated where it first crosses zero.579
We also fitted the envelope of the decay [exp(−∆t/τenv)]580
which we associate with the long-time correlations induced581
by finite tank size.582
For the case of |M |2, the auto-correlation function is only583
weakly oscillatory, but appears to decay to a finite value as584
δ t becomes large. We again attribute this to finite tank-size585
induced correlations, and find a characteristic decay time by586
fitting exp
(
−∆t/τ|M |2
)
+C , where both τ|M |2 and C are587
now fit-parameters.588
B. Extracting jump-moments589
With a formal basis in the system-size expansion of Mas-590
ter equations [14, 37], our basic assumption is that the data591
is well represented by an SDE of the form592
dmi
dt
= Ai (m)+
2
∑
j=1
Bi j (m) η j, ∀ i= 1,2, (10)
which is just a component-wise version of Eq. (2). The coef-593
ficients Ai and Bi j are related to the first- and second-jump-594
moments— a(1)i and a
(2)
i j , respectively— via:595
a(1)i = Ai and a
(2)
i j =
2
∑
k=1
BikB jk, (11)
9where the η j are sources of delta-correlated Gaussian white596
noise with zero mean and unit variance [i.e.,
〈
η j
〉
= 0, and597 〈
ηi(t)η j(t ′)
〉
= δi j δ (t − t ′)]. More precisely, we assume598
that the data {M(tn) ∈ R2 : |M(tn)| ≤ 1, tn = nδ t, ∀ n =599
1, . . . ,N } satisfies a discretised version of Eq. (10). Us-600
ing the semi-formal notation prevalent within the physical601
sciences literature, we have602
Mi(tn+∆t)−Mi(tn) =Ai (M(tn)) ∆t
+
√
∆t
2
∑
j=1
Bi j (M(tn)) η j(tn),
(12)
where ∆t = λ δ t, for λ ∈ Z+ such that 1≤ λ ≤N . At this603
stage, we may ask: what is the most appropriate value of λ604
over which to cleanly extract jump-moments? Dividing by605
∆t and taking an average over theN independent instances606
of the noise (one for each data point in the time-series) gives607 〈
Mi(tn+∆t)−Mi(tn)
∆t
〉
N
= Ai (M(tn))+
1√
∆t
2
∑
j=1
Bi j (M(tn))
〈
η j
〉
N
.
(13)
Importantly, we note that, sinceN is finite, then the average608
indicated by angle brackets, 〈·〉N , is only a sample mean.609
That is, it is a stochastic variable itself, with a finite variance610
of O(N ). However, we may also see that δ t = T/N —611
i.e., the smallest time-step in the system is just the total time612
period divided by the number of data points,N . Therefore613
∆t = λT/N and so614
Var
[〈
Mi(tn+∆t)−Mi(tn)
∆t
〉
N
]
∼ 1
λ T
, (14)
which simply shows that the variance of the stochastic vari-615
able given by the right-hand side of Eq. (13) is just inversely616
proportional to λ , and hence the size of the time-step ∆t.617
Therefore, in order to obtain a good estimate for the func-618
tion(s) Ai, the procedure is to use619
Ai (m) =
1
∆t
〈Mi (tn+∆t)−Mi (tn)〉M(tn)=m , (15)
but choose a value of λ that is large enough to minimise the620
noise arising from finite data whilst, at the same time, small621
enough to ensure ∆t is less than the correlation time, τ (see622
Methods Section I A). We use ∆t = τ¯ , the average decay623
time, across all trials, associated with the first zero of the624
autocorrelation function of polarisation components Mx and625
My.626
By contrast, extracting the coefficients Bi j is relatively627
straightforward, and we may use the small size of ∆t to our628
advantage. Multiplying two copies of Eq. (12) together and629
dividing by ∆t gives630
(Mi(tn+∆t)−Mi(tn))(M j(tn′ +∆t)−M j(tn′))
∆t
=
2
∑
k=1
Bik (M(tn)) ηk
2
∑`
=1
Bi` (M(tn′)) η`+O
(√
∆t
)
.
(16)
Using the property that
〈
ηi(t)η j(t ′)
〉
= δi j δ (t− t ′) then im-631
plies that632
2
∑
k=1
B jkB`k (m) =
1
∆t
〈
[M j (tn+∆t)−M j (tn)]
× [M` (tn+∆t)−M` (tn)]〉M(tn)=m .
(17)
Here, in contrast to Eq. (15), which requires the effect of633
the variance of the sample mean
〈
η j
〉
to be countered, the634
optimal value of ∆t is just that which ensures the cleanest635
O(
√
∆t) cut-off, given the fixed sampling rate of the data.636
This is given by λ = 1, and corresponds to setting ∆t = δ t,637
where δ t = 0.12s.638
Finally, we note that there are two practical considerations639
which must also be taken into account. First, not all values640
M are present in the dataset, and hence the averages on the641
right-hand sides of the above expressions should be taken642
with respect to L small intervals: mΓ ≤ M(tn) ≤ mΓ + ε ,643
where {mΓ = Γε : |ε |  1, Γ= 0,1, . . . ,L}. Secondly, the644
extracted jump-moments are likely noisy and it is typically645
necessary to find smooth interpolations, or ‘best fits’, by646
proposing and testing different functional forms, each de-647
pendent on N, m, and other unspecified parameters.648
II. DERIVATION OF MESOSCOPIC SDE IN TWO649
DIMENSIONS650
A. Pairwise-interaction model651
In contrast to the one-dimensional models described in652
the literature [17, 38, 39], analogous two-dimensional mod-653
els pose a more significant challenge analytically, owing to654
their continuous degrees of freedom. Consider therefore, the655
stochastic protocol, or model, defined by Eqs. (5) and (6).656
Mindful of the calculation to come and without loss of gen-657
erality, we i) replace the truncated Gaussian that appears658
in Eq. (5) with a wrapped Gaussian, and ii) permit self-659
copying. The resultant ‘rules’ are now660
θi→ θi+µ (mod 2pi), with rate r(ε) = s√
2piε
e−µ
2/2ε ,
and
θi→ θ j, with rate c,
(18)
where θi ∈ [0,2pi) for i= 1 . . .N. Write661
ϕ(x) =
1
N∑i
δ (x−θi) (19)
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for the number density of fish as a function of their direction.662
The Master equation for the time evolution of the probability663
density P(ϕ, t) is then given by664
d
dt
P(ϕ, t) = N
∫ pi
−pi
dx
∫ pi
−pi
dyQ(ϕ;x,y)P(ϕ, t) , (20)
where665
Q(ϕ;x,y) =
(
∆+x ∆
−
y −1
)
ϕ(x) [r(x− y)+ cϕ(y)] , (21)
such that ∆±x are creation/anihilation operators (acting on666
any expression that right-multiplies them). Next, we exploit667
the angular degrees-of-freedom and expand in Fourier series668
using the following conventions669
f (x) =
1
2pi ∑k∈Z
fkeikx , fk =
∫ pi
−pi
e−ikx f (x)dx . (22)
In Fourier space, the step operators can be expanded in large670
N [40], giving671
∆±x = 1±
1
N∑k
e−ikx
∂
∂ϕk
+
1
2N2 ∑k,`
e−i(k+`)x
∂
∂ϕk
∂
∂ϕ`
+O
(
1
N3
)
.
(23)
Ignoring O
(
1/N3
)
terms, it follows that672
(
∆+x ∆
−
y −1
)
=
1
N∑k
(
e−ikx− e−iky
) ∂
∂ϕk
+
1
2N2 ∑k,`
(
e−i(k+`)x+ e−i(k+`)y−2e−ikx−i`y
) ∂
∂ϕk
∂
∂ϕ`
,
(24)
and therefore
ϕ(x) [r(x− y)+ cϕ(y)] =(
1
2pi
)2
∑
n,m
(
ϕn rm einx+im(x−y)+ cϕnϕm einx+imy
)
.
(25)
Putting these together, and introducing ak = s(1− e−k2ε/2),673
gives674
d
dt
P(ϕ , t) =
∑
k,n,m
∂
∂ϕk
(
1
2pi
)2 ∫ pi
−pi
dx
∫ pi
−pi
dy
(
e−ikx− e−iky
)
(
ϕn rm einx+im(x−y)+ cϕnϕm einx+imy
)
P(ϕ , t)
+
1
2N ∑k,`,n,m
∂
∂ϕk
∂
∂ϕ`
(
1
2pi
)2 ∫ pi
−pi
dx
∫ pi
−pi
dy(
e−i(k+`)x+ e−i(k+`)y−2e−ikx−i`y
)
×
(
ϕn rm einx+im(x−y)+ cϕnϕm einx+imy
)
P(ϕ , t)
=∑
k
∂
∂ϕk
akϕkP(ϕ , t)+
1
N∑k,`
∂
∂ϕk
∂
∂ϕ`[1
2
(ak+a`−ak+`)ϕk+`+ c(ϕk+`−ϕkϕ`)
]
P(ϕ , t) .
(26)
Recognising that |m|2 = ϕ1ϕ−1 = |ϕ1|2, we proceed by fo-675
cussing on the dynamics of the first moment676
〈|m|2〉= ∫ ∞∏
k=1
dukdvk |ϕ1|2P(ϕ, t) , (27)
where we use the notation that uk, vk ∈ R are just the677
real and imaginary parts of ϕk, respectively, and P(ϕ, t) =678
P(ϕ1,ϕ2, . . . ,ϕn, t) by virtue of the aforementioned Fourier679
series. Using Eq. (26) and the fact that680
∂ |m|2
∂ϕk
= ϕ1δk,−1+ϕ−1δk,1
and
∂ 2|m|2
∂ϕk∂ϕ`
= δk,−1δ`,1+δ`,−1δk,1 ,
(28)
integration-by-parts may be used to show that681
d
dt
〈|m|2〉=
〈
∑
k
|m|2 ∂
∂ϕk
akϕk
+
1
N∑k,`
|m|2 ∂
∂ϕk
∂
∂ϕ`
[1
2
(ak+a`−ak+`)ϕk+`
+ c(ϕk+`−ϕkϕ`)
]〉
=−2a〈|m|2〉+ 2
N
[
a+ c
(
1−〈|m|2〉)] .
(29)
where the shorthand a = a1 = a−1 has been used. Here, in682
contrast to solvable one-dimensional models, we resort to683
an ansatz: motivated by our data, we require that m obeys684
an autonomous and rotationally symmetric SDE of the form685
11
of Eq. (3), which was initially obtained by fitting the empir-686
ically extracted jump moments from our experimental time-687
series data. That is,688
dm
dt
= A(m)+
[
C(|m|2)
N
]1/2
1 ·η (t) . (30)
Using Itoˆ’s lemma and taking averages then implies that689
d
dt
〈|m|2〉= 2〈m ·A〉+ 2
N
〈C〉 , (31)
and therefore, comparing with Eq. (29), we must have A =690
−am and C = a+ c
(
1−|m|2
)
, and hence691
dm
dt
=−am+
√
a+ c(1−|m|2)
N
1 ·η (t) . (32)
If we make the identifications α = a = s
(
1− e−ε/2) and692
β = c, this is nothing other than Eq. (3), which was moti-693
vated by solvable one-dimensional models [see Eq. (8) of694
Supplementary Section IV].695
Here, although the match between our model and the696
data cannot distinguish between fish that make small-and-697
frequent changes in direction and those that make large-698
and-infrequent changes, we suggest that such issues might699
be resolved by additional analyses of the type presented in700
[5, 8, 34], which consider correlations between individual701
trajectories in very small groups of fish (N ≤ 5).702
Furthermore, on the correspondence between one- and703
two-dimensional models, we remark that the extra pre-704
factors present in (Supplementary Eq. (8)) can be informally705
accounted for by i) setting ε = pi , and ii) noticing that a one-706
dimensional equivalent of two independent Gaussian noise707
sources with unit variance must carry an extra factor of
√
2708
in the multiplicative noise term.709
Finally, for completeness, the stationary distribution for710
|m| is, via recourse to the associated Fokker-Planck equa-711
tion:712
P(|m|) ∝ |m|[a+ c(1−|m|2)]aN/c−1 . (33)
B. Ternary-interaction model713
Consider adding ternary interactions, as described in714
Eqs. (7) and (8) of the main manuscript, to Eqs. (18). The715
resulting Master equation is716
d
dt
P(ϕ, t) = N
∫ pi
−pi
dx
∫ pi
−pi
dyQ(ϕ;x,y)P(ϕ, t)
+N
∫ pi
−pi
dx
∫ pi
−pi
dy
∫ pi
−pi
dzW (ϕ;x,y,z)P(ϕ, t) ,
(34)
whereQ is given by (21), and717
W (ϕ;x,y,z) =3h
(
∆+z ∆−x −1
)
ϕ(x)ϕ(y)ϕ(z)
if ‖x− y‖<
min
{‖x− z‖,‖y− z‖}
0 otherwise.
(35)
Here, ‖q‖ = min{|q|,2pi − |q|} denotes acute angluar dis-718
tance. The rate function W represents choosing z from the719
distribution ϕ and having z 7→ x in the event that z is further720
from both x and y than they are from each other. We there-721
fore compute the following integral over the support of W ,722
such that `,m,n ∈ Z:723
3
8pi3
∫∫∫
W >0
ei`x+imy+inzdzdydx=
3
8pi3
∫ pi
−pi
dx
∫ x
x−2pi/3
dy
∫ 2y−x+2pi
2x−y
dzei`x+imy+inz
+
3
8pi3
∫ pi
−pi
dx
∫ x+2pi/3
x
dy
∫ 2x−y+2pi
2y−x
dzei`x+imy+inz
= δn,0 δm+`,0Γ`,
(36)
where724
Γ` =

1 if `= 0
0 if ` is non-zero and divides by 3
27/4pi2`2 else.
(37)
Using (36) in the context of (34) then gives725
d
dt
P(ϕ , t) =∑
k
∂
∂ϕk
akϕkP(ϕ , t)
+h∑
k
∂
∂ϕk
(
ϕk ∑`Γ`|ϕ`|2−∑`Γ`ϕ`ϕk−`
)
P(ϕ , t)
+
1
N ∑k,k′
∂
∂ϕk
∂
∂ϕk′
(1
2
(ak+ak′ −ak+k′)ϕk+k′
+ c(ϕk+k′ −ϕkϕk′)
)
P(ϕ , t)
+
h
2N ∑k,k′
∂
∂ϕk
∂
∂ϕk′
∑`Γ`
(
ϕk+k′ |ϕ`|2
+ϕ`ϕk+k′−`−2ϕkϕ`ϕk′−`
)
P(ϕ , t) .
(38)
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Again, we compute the dynamics of 〈|m|2〉; in this case726
d
dt
〈|m|2〉=−2a〈|m|2〉+ 2
N
[
a+ c
(
1−〈|m|2〉)]
+
〈
h |m|2∑
k
∂
∂ϕk
(
ϕk ∑`Γ`|ϕ`|2
−∑`Γ`ϕ`ϕk−`
)〉
+
〈
|m|2 h
2N ∑k,k′
∂
∂ϕk
∂
∂ϕk′
∑`Γ`
(
ϕk+k′ |ϕ`|2
+ϕ`ϕk+k′−`−2ϕkϕ`ϕk′−`
)〉
=−2a〈|m|2〉+ 2
N
[
a+ c
(
1−〈|m|2〉)]
+
〈
−2h |m|2 ∑`Γ`|ϕ`|2
+h∑`Γ`ϕ` (ϕ1ϕ−1−`+ϕ−1ϕ1−`)
〉
+
〈
2h
N ∑`Γ`|ϕ`|
2
− h
N ∑`Γ`ϕ` (ϕ1ϕ−1−`+ϕ−1ϕ1−`)
〉
.
(39)
In order to proceed, it is necessary to invoke a relationship727
between |m|2 and the higher-order Fourier modes. Moti-728
vated by symmetry considerations, we impose the closure729
ϕ`ϕ− jϕ j−` = |ϕ1|2ϕ0 for all l ∈Z and j ∈ {−1,0,1}, which730
is exact in both the |m|2 → 0 and |m|2 → 1 limits. In this731
regime, using the fact that ∑`Γ` = 3, Eq. (39) then simpli-732
fies to733
d
dt
〈|m|2〉=〈−2a |m|2+2h |m|2(1−|m|2)
+
2
N
[
a+(c+h)
(
1−|m|2
)]〉
.
(40)
As a result, using the ansatz (30), the SDE for m becomes734
dm
dt
=−am+hm (1−|m|2)
+
√
a+(c+h)(1−|m|2)
N
1 ·η (t) ,
(41)
and the stationary distribution for the norm is735
P(|m|) ∝ |m| [a+(c+h)(1−|m|2)]Na(c+2h)(c+h)2 −1 e |m|2 hNc+h .
(42)
III. MEAN-FIELD STOCHASTIC SIMULATIONS736
A. Numerical solutions of the extracted SDE737
After extracting Eq. (3) from the data by fitting jump-738
moments, we used the Milstein-method implemented by the739
commercial software Mathematica [41] to numerically gen-740
erate solutions in order to ensure that it gives rise to the cor-741
rect governing statistics (see Extended Data Figure 2).742
As a technical aside, we remark that these PDFs all suffer743
from the same deficiency. They are defined on an open do-744
main (R2) rather than the unit disk, which is the case for the745
experimental data. The reason for this is that there is no sys-746
tematic way to extract the necessary ‘reflecting-SDE’ from747
either the data, or indeed a given Fokker-Planck equation.748
To our knowledge, this issue arises in all such studies, in-749
cluding exactly solvable toy models, such as [13, 17], which750
we discuss in Supplementary Section IV.751
B. Gillespie simulations752
The data presented in Fig. 4 was generated via753
continuous-time stochastic Gillespie [42, 43] simulations of754
the relevant microscopic models (both pairwise and ternary).755
For brevity, only the first jump moments and the steady-756
state PDFs are shown. For completeness, the non-zero co-757
efficients of the second jump-moments are included in Ex-758
tended Data Figure 3.759
C. Higher-order copying interactions760
In Section V, we describe an explicit example of a ternary761
copying interaction, which can be shown to poorly repre-762
sent the data when the parameters take certain values. More763
systematically, we considered a range of such individual-764
based n-body copying models, and used extensive computer765
simulations to optimise their parameters against the data.766
Specifically, we considered mean-field n-body interactions767
that were of the form768
θi1 +θi2 6=i1 + . . .+θ in 6=i16=i2
...
6=in−1
rn−→

2θ j1 +θ j2 + . . .+θ jn−1
θ j1 +2θ j2 + . . .+θ jn−1
...
...
θ j1 +θ j2 + . . .+2θ jn−1
,
(43)
where769
{ j1, j2, . . . , jn−1}= argmax
{X⊂{i1,i2,...,in}:|X |=n−1}
∣∣∣∣∣∑k∈X
(
cosθk
sinθk
)∣∣∣∣∣ .
(44)
This is a straightforward extension of the ternary interaction770
described in Section V. With a specific rate rn, n individuals771
are picked at random and their directions are compared in772
order to find the (n− 1) individuals that are most aligned.773
The remaining individual then turns to copy the direction774
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of any of the others with equal probability. In this context,775
we used the Gillespie algorithm [42, 43] to simulate indi-776
viduals subject to both spontaneous changes in direction [cf.777
Eq. (5)] and n-body copying interactions of the above form778
[Eqs. (43) and (44)]. We characterised each model by the779
integer n, such that copying interactions were included up780
to n-body. That is, if n= 4, the model contained 2-, 3-, and781
4-body interactions etc. (Self-interactions have no meaning782
here). As a result, each simulation required n specific rates,783
r1, . . . ,rn (with r1 corresponding to spontaneous direction784
change s, r2 corresponds to pairwise copying rate c, and r3785
to ternary interaction rate h). Employing a Genetic Algo-786
rithm (GA) [44], Gillespie runs were then used to generate787
steady-state PDFs PN,r1, ...,rp,ε (|m|), which were optimised788
against the data, for a given N, by minimising the Kullback-789
Leibler (KL) divergence DKL
[
PN,r1, ...,rp,ε (|m|) ||PN (|M |)
]
.790
Once the optimal rates had been found, we re-computed the791
KL divergence many times in order to obtain statistics that792
further account for the inherent variation associated with793
different Gillespie runs (using the same parameters).794
The results are shown in Extended Data Table 1, where795
it is clear that, in each instance, the GA returns mod-796
els whose fit with the steady-state statistics of the data is797
very good and the DKL values (taken along with its respec-798
tive σ2{DKL}) are comparable across the different models799
for a given N. From the optimised rates corresponding800
to each of the model, it is clear that all n- body interac-801
tions above pairwise (i.e., n > 2) are negligible. That is,802
the data (and its underlying noise-induced character) can be803
viewed as strong evidence for underlying interactions that804
are pairwise-dominant.805
As a technical aside, we note that, in practice, the KL di-806
vergence differs slightly with each Gillespie ‘run’. However,807
repeated runs using the GA-optimised rates indicate that the808
small differences in KL divergence that appear in Extended809
Data Table 1 for different models— i.e., different n— are810
well within this expected statistical variation.811
Further, we note that the pairwise copying rate (r2 ≈ 8812
in Extended Data Table 1) is comparable but almost double813
the value of the copying rate we reported in the main text814
(c = β ≈ 4). This is because the above optimum rates for815
each of the higher-order interaction model was obtained by816
fitting the 1D histogram of the group polarisation (scalar817
|M |) of the data to that of simulations. In contrast, the pair-818
wise copying rate in the main text was found by the best-fit819
function of jump-moments of the group polarisation (vector820
M) of the data. We may modify the optimisation proce-821
dure if the objective function is defined accounting for jump822
moments. However, this is computationally demanding be-823
cause of a very large time series of the data that is required824
to compute the jump moments. Despite the difference in the825
methods used, it is striking that the estimated rates are com-826
parable. Importantly, these estimated parameters for each827
of the above models suggest that the dominant interaction828
always corresponds to pairwise copying.829
D. Higher-order Vicsek-like interactions830
Given its prevalence in the collective motion literature, we831
wanted to explicitly compare our results with any Vicsek-832
like behaviour, where alignment results from individuals av-833
eraging the directions of a number of neighbours. For com-834
parison with our existing results, we consider an individual-835
based analogue of the Vicsek model that is mean-field—836
i.e., it does not describe spatially distributed collectives, and837
all individuals are technically ‘neighbours’. Here, individ-838
uals can perform one of two actions. Specifically, they can839
change their direction at random [cf. Eq. (5)], or they choose840
n− 1 ≤ N other individuals, and turn to move towards the841
average direction of those individuals . That is842
θi1 +θi2 6=i1 + . . .+θin 6=i16=i2
...
6=in
rn−→ 1
n−1
( n
∑
j=2
θi j
)
+θi2 + . . .+θin .
(45)
This has the benefit that, for n = 2, we recover the pair-843
wise copying interaction used throughout our study, and yet844
higher order terms follow the canonical direction-averaging845
protocol of the Vicsek model in the limit of no error.846
Once again using a GA to scan the relevant parameter847
space, repeated Gillespie simulations indicate that the KL-848
divergence between the PDF extracted from the data and849
that generated from simulations is minimised by pairwise850
interactions— i.e., n= 2— and that any kind of higher-order851
direction averaging (n≥ 3) results in considerable mismatch852
(large values of DKL) that cannot be attributed to the inher-853
ent fluctuations associated with Gillespie simulations (see854
Extended Data Table 2).855
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Extended Data Figure 1. Autocorrelation of group polarisation. Blue, yellow and green solid lines represent the data for
N = 15, 30, and 60, respectively. Two characteristic time-scales are apparent; τ , which encapsulates the rate of initial decay
of correlations to zero (solid black lines) and τenv, which is rate of decay of the envelope of quasi-periodic correlations (dotted
grey lines).
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Extended Data Figure 2. Numerical check of the extracted SDE. Milstein-method simulations of the SDE that was
extracted from the data [Eq. (3) of the main manuscript]. The results are qualitatively in-line with experimental observations.
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Extended Data Figure 3. Second jump-moments: pairwise vs. ternary. In agreement with theoretically derived expres-
sions, the simulation-generated diagonal (non-zero) second jump-moments take a similar form for both pairwise and ternary
models. Data points are generated by Gillespie simulation (using the stated parameter values), whilst both surfaces and the
analytical expressions to which they correspond are taken from theory (Methods Sections II A & B).
1Extended Data Table 1. Optimisation of higher-order copying interaction models. Using a Genetic Algorithm in
the context of repeated Gillespie simulations (Methods Section III C), we optimise a given model’s specific rates against the
experimental data. The results – specifically, large values of r2 and negligible values of ri where i > 2 – imply that pairwise
copying is the dominant mode of interaction and that higher order interactions are likely negligible.
N p Rates DKL
[
PN, r1, ..., rp, ε (|m|) ||PN (|M |)
]
σ2
{
DKL
[
PN, r1, ..., rp, ε (|m|) ||PN (|M |)
]}
15
2 r1 = 0.48 0.0504 0.0012
r2 = 7.99
3 r1 = 0.47 0.0503 0.0012
r2 = 7.40
r3 = 0.01
4 r1 = 0.48 0.0498 0.0013
r2 = 7.69
r3 = 0.00
r4 = 0.00
5 r1 = 0.48 0.0500 0.0012
r2 = 7.19
r3 = 0.00
r4 = 0.00
r5 = 0.00
30
2 r1 = 0.32 0.0314 0.0018
r2 = 8.41
3 r1 = 0.32 0.0312 0.0016
r2 = 8.59
r3 = 0.00
4 r1 = 0.35 0.0322 0.0016
r2 = 8.46
r3 = 0.04
r4 = 0.02
5 r1 = 0.33 0.0320 0.0017
r2 = 8.41
r3 = 0.01
r4 = 0.00
r5 = 0.02
60
2 r1 = 0.23 0.0460 0.0042
r2 = 8.49
3 r1 = 0.24 0.0478 0.0044
r2 = 8.41
r3 = 0.01
4 r1 = 0.24 0.0475 0.0039
r2 = 8.65
r3 = 0.00
r4 = 0.01
5 r1 = 0.25 0.0478 0.0047
r2 = 8.72
r3 = 0.02
r4 = 0.01
r5 = 0.00
1Extended Data Table 2. Optimisation of higher-order Vicsek-like interaction models. Using a Genetic Algorithm
in the context of repeated Gillespie simulations for higher-order Vicsek-like interaction models (Methods section III D), we
optimise a given model’s specific rates against the experimental data. The results confirm that direction-averaging (represented
by ri where i > 2) is not represented by the data; this can be inferred from the values of the DKL corresponding to the
optimized rates of interaction.
N n Rates DKL [PN, r1, rn, ε (|m|) ||PN (|M |)] σ2 {DKL [PN, r1, rn, ε (|m|) ||PN (|M |)]}
15
2 r1 = 0.48 0.0504 0.0014
r2 = 7.99
3 r1 = 0.85 0.2250 0.0022
r3 = 7.16
4 r1 = 1.07 0.3228 0.0024
r4 = 6.28
5 r1 = 1.22 0.3821 0.0018
r5 = 6.87
30
2 r1 = 0.32 0.0314 0.0018
r2 = 8.41
3 r1 = 1.45 0.4062 0.0047
r3 = 9.20
4 r1 = 1.95 0.5967 0.0042
r4 = 7.21
5 r1 = 2.47 0.7179 0.0045
r5 = 8.44
60
2 r1 = 0.23 0.0460 0.0042
r2 = 8.49
3 r1 = 2.31 0.5710 0.0068
r3 = 8.36
4 r1 = 3.94 0.7408 0.0065
r4 = 8.71
5 r1 = 5.58 0.8545 0.0065
r5 = 9.29
