Abstract. Given a topological graph E, we give a complete description of tracial states on the C * -algebra C * (E) which are invariant under the gauge action; there is an affine homeomorphism between the space of gauge invariant tracial states on C * (E) and Radon probability measures on the vertex space E 0 which are, in a suitable sense, invariant under the action of the edge space E 1 . It is shown that if E has no cycles, then every tracial state on C * (E) is gauge invariant. When E 0 is totally disconnected, the gauge invariant tracial states on C * (E) are in bijection with the states on K0(C * (E)).
Introduction
The class of topological graph algebras was introduced by Katsura in [8] and further developed in [9, 10, 11] . These C * -algebras provide a simultaneous generalization of both homeomorphism algebras and the Cuntz-Kreiger graph algebras. This class of algebras contains a large class of nuclear C * -algebras including all AF-algebras, Kirchberg algebras satisfying the Universal Coefficient Theorem (UCT), and separable, simple, unital, real rank zero AT-algebras. A large collection of examples is given in [9] . In fact, there is currently no example of a nuclear C * -algebra satisfying the UCT which is known not to be defined by a topological graph, although Rørdam's examples of simple, nuclear, C * -algebras with finite and infinite projections constructed in [15] are likely candidates.
In this paper, we consider the tracial states on topological graph algebras. Given a homeomorphism σ of a compact metric space X, it is a standard fact that every Radon probability measure µ on X which is invariant under σ induces a tracial state on the crossed product C(X) ⋊ σ Z. For the Cuntz-Krieger graph algebras generated by a discrete graph, this problem was studied by Tomforde in [16] . Tomforde introduced the notion a graph trace which is a probability measure on the vertex set E 0 of the graph E which is, in a suitable sense, invariant under the action of the edges E 1 . We provide a simultaneous generalization of these two theorems. Below is a summary of our results.
Theorem. Let E be a topological graph.
(1) There is an affine homeomorphism between the space of invariant measures on E and the space of gauge invariant tracial states on C * (E). (2) If E 0 is totally disconnected, there is a affine homeomorphism between the space of invariant measures on E and the space of states on K 0 (C * (E)). (3) If E is has no cycles, every tracial state on C * (E) is gauge invariant.
Given a tracial state τ on C * (E), the composition
is a state on C 0 (E 0 ) and hence is given by integration against a Radon probability measure µ on E 0 . The invariance of µ can be verified directly using the Cuntz-Krieger relations in C * (E).
Most of the work involved is in proving the converse. The key observation is that given a tracial state τ on C * (E), the GNS space L 2 (C * (E), τ ) decomposes as a direct integral over the boundary path space ∂E developed by Yeend in [17] and [18] . The fibres of the direct integral and the measure on the base space ∂E can be described explicitly in terms of the graph E and the invariant measure µ on E. Hence it is possible to build the GNS representation of the desired tracial state using only the invariant measure on the graph and then the trace is constructed as a vector state on this space.
More precisely, given a topological graph E, we define a Hilbert module L 2 (E) over the algebra C 0 (∂E) and a representation π : C * (E) → B(L 2 (E)). Given an invariant measure µ on the graph E, there is an induced measureμ on ∂E and extending scalars yields a Hilbert space
and a representation π µ of C * (E) on the space L 2 (E, µ). Moreover, the representation π µ admits a cyclic vectorû ∈ L 2 (E, µ) such that τ := û, π(·)û is a tracial state on C * (E). This trace is indeed invariant under the gauge action and recovers the given measure µ when restricted to C 0 (E 0 ). Describing all tracial states on C * (E) would be a difficult task in general. However, it appears that every tracial state on C * (E) will be gauge invariant in many important cases. For homeomorphism algebras, this is the case whenever the action is free and for discrete graphs, this is the case when the graph satisfies condition (K). In [10] , Katsura introduced a freeness condition for topological graphs which yields a simultaneous generalization of both these notions. It is probably true that every tracial state on a topological graph algebra C * (E) is gauge invariant whenever E is free and, in particular, whenever C * (E) is simple. We were not able to prove this in full generality, but the result holds in the special case when E has no cycles.
In the case when E is a totally disconnected topological graph, the gauge invariant tracial states on C * (E) are precisely those which can be detected by the ordered group K 0 (C * (E)). As an abelian group, K 0 (C * (E)) can be described explicitly via the PimsnerVoiculescu sequence for topological graph algebras, but very little is known about the order structure in general. When E is a minimal, totally disconnected graph and E 0 is compact, our results on traces can be used, at least in principle, to describe the positive cone in K 0 (C * (E)) up to perforation. It is likely that K 0 (C * (E)) is weakly unperforated for minimal, totally disconnected graphs E which would then give a complete description of the positive cone on K 0 (C * (E)).
The paper is structured as follows. Section 2 recalls a few definitions and fundamental results on topological graphs in order to standardize notation. Section 3 is devoted to the boundary path space ∂E of E. Invariant measures on topological graphs are introduced in Section 4 and it is shown that invariant measures on E extend to invariant measures on ∂E. In section 5, the representations of C * (E) on the Hilbert module L 2 (E) and the Hilbert spaces L 2 (E, µ) mentioned above are constructed. Section 6 contains most of our main results and the final section is devoted to totally disconnected graphs and K-theoretic calculations.
We end this introduction with some remarks on notation. On Hilbert modules and Hilbert spaces, inner products are always linear in the second variable and conjugate linear in the first. For graph algebras, there are two competing conventions in the literature. We follow the conventions in Raeburn's book [13] , which agrees with the notation used by Katsura in [8] where topological graphs were introduced; in particular, an edge represents a partial isometry from the projection at the source of the edge into the projection at the range of the edge.
We do not assume our spaces are second countable. Because of this, there are some measure theoretic technicalities which occur. The following extension of the Monotone Convergence Theorem (see Proposition 7.12 in [5] ) allows us to work around these issues in the non-separable case. It will be used implicitly throughout the paper.
Monotone Convergence Theorem. Suppose X is a locally compact Hausdorff space and µ is a Radon measure on X. If (f n ) ⊆ C c (X) is an increasing net of positive functions converging pointwise to a (necessarily Borel) function f :
Topological Graph Algebras
We recall briefly the definition of topological graphs and the C * -algebras they generate in order to standardize notation. The reader is referred to Katsura's paper [8] for details. Definition 2.1. A topological graph E = (E 0 , E 1 , r, s) consists of locally compact Hausdorff spaces E 0 and E 1 , a continuous function r : E 1 → E 0 , and a local homeomorphism s : E 1 → E 0 . Elements of E 0 and E 1 are called vertices and edges respectively.
There are two subsets of the vertex space E 0 which have a special role in the theory. Definition 2.2. There is a maximal open set E 0 reg ⊆ E 0 such that r restricts to a proper surjection r −1 (E 0 reg ) → E 0 reg . Define E 0 sng = E 0 \ E 0 reg . The elements of E 0 reg and E 0 sng are called regular and singular vertices, respectively. Definition 2.3. A path of length n in E consists of a word α 1 · · · α n such that α i ∈ E 1 and s(α i ) = r(α i+1 ) for each i = 1, . . . , n − 1. Let E n denote the path of lengths n. Define the finite path space of E by E * = ∞ n=0 E n . We endow E n with relative product topology and E * with the topology generated by the E n . Extend the range and source maps to r, s : E * → E 0 by r(α 1 · · · α n ) = r(α 1 ) and s(α 1 · · · α n ) = s(α n ).
Then r : E * → E 0 is continuous and s : E * → E 0 is a local homeomorphism.
Define the infinite path space by
Extend the range map to r :
Given a path α ∈ E * ∪ E ∞ , we write |α| for the length of α. That is, |α| = n if α ∈ E n for n ∈ N and |α| = ∞ if α ∈ E ∞ .
The most obvious choice of topology on E ∞ is the product topology. The defect is that the product topology on E ∞ need not be locally compact. Yeend introduced a larger space ∂E containing E ∞ and showed there is a natural locally compact topology on ∂E. See Section 3 below.
For our purposes, it will be useful to partition the finite path space E * into two subsets: paths starting at regular vertices and paths starting at singular vertices. We introduce the following notation.
The sets E * sng and E * reg are defined similarly.
We now define a C * -algebra C * (E) associated to a topological graph E. First we recall a simple fact which will be need throughout the paper. The proof follows as in Lemmas 1.4 and 1.5 of [8] .
Lemma 2.5. Suppose X and Y are locally compact Hausdorff spaces and ϕ : X → Y is a local homoeomorphism. If f ∈ C c (X), the function
is defined and is compactly supported and continuous. In fact, the sum occurring on the right is always finite.
Given a topological graph E, the space C c (E 1 ) is a bimodule over C 0 (E 0 ) with the left and right actions given by a·ξ = (a•r)ξ and ξ ·a = ξ(a•s) for a ∈ C 0 (E 0 ) and ξ ∈ C c (E 1 ). Moreover, there is a C 0 (E 0 )-valued inner product on C c (E 1 ) given by
for each ξ, η ∈ C c (E 1 ) and v ∈ E 0 . Definition 2.6. Let H(E) denote the C * -correspondence obtained as the completion of C c (E 1 ) with respect to the inner product given above.
The topological graph algebra C * (E) is defined as the Cuntz-Pimsner algebra of the C * -correspondence (H(E), C 0 (E 0 )). We recall briefly how this is defined. Definition 2.7. A Toeplitz representation (π 0 , π 1 ) of E on a C * -algebra A consists of a * -homomorphism π 0 : C 0 (E 0 ) → A and a linear map π 1 : H(E) → A such that
for all a ∈ C 0 (E 0 ) and ξ, η ∈ H(E).
Given a Toeplitz representation (π 0 , π 1 ) of E on A, for each k ≥ 2, there is an induced linear map π k : H(E) ⊗k → A given by
For any k ∈ N, C c (E k ) is a dense submodule of the tensor power H(E) ⊗k ; given functions ξ 1 , . . . , ξ k ∈ C c (E 1 ), the elementary tensor
For any locally compact Hausdorff space X, C b (X) denotes the C * -algebra of continuous bounded functions on X.
Proposition 2.8. There is a * -homomorphism λ :
For any Hilbert module H and ξ, η ∈ H, let ξ ⊗ η * denote the rank one operator on H defined by (ξ ⊗ η * )(ζ) = ξ η, ζ for ζ ∈ H. Proposition 2.9. Given a Toeplitz representation (π 0 , π 1 ) of a topological graph E on a C * -algebra A, there is an induced * -homomorphism ϕ :
The topological graph algebra C * (E) is defined as the universal C * -algebra generated by a covariant representation of E.
For a topological graph E, there is a natural action γ : T C * (E) which we now describe. If π 0 : C 0 (E 0 ) → C * (E) and π 1 : H(E) → C * (E) are the canonical maps, the action γ is determined by
for each a ∈ C 0 (E 0 ), ξ ∈ H(E), and z ∈ T. The action γ is called the gauge action. We end this section with two technical lemmas which will be needed later. The first follows by combining Lemmas 1.15 and 1.16 in [8] .
i , and (3) if e, e ′ ∈ E 1 are distinct edges with s(e) = s(e ′ ), then ξ i (e)η i (e ′ ) = 0. Lemma 2.12. Let (π 0 , π 1 ) be a Toeplitz representation of a topological graph E and let ϕ denote the induced representation of K(H(E)). If ζ ∈ C c (E 1 ) and a ∈ C c (E 0 ) with
Proof. Let H denote the Fock space associated to H(E). The Toeplitz representation
is the universal Toeplitz representation of E. Hence it is enough to verify the lemma for this representation.
It follows that ϕ(λ(ζ))φ, φ ≤ π 0 (a)φ, φ for all φ ∈ H and hence ϕ(λ(ζ)) ≤ π 0 (a).
The Boundary Path Space
In [17] and [18] , Yeend introduced a locally compact Hausdorff space ∂E associated to a (higher rank) topological graph E called the boundary path space. In the case of a rank one topological graph E with E 0 reg = E 0 , ∂E is exactly the infinite path space E ∞ with the product topology. In general, the product topology on E ∞ will not be locally compact and the space ∂E is the appropriate replacement.
Kumjian and Li gave a simpler description of ∂E for rank one topological graphs in [12] (see also [19] for the case when E is discrete). We follow their approach. For our purposes, it will be useful to have approximate versions ∂E n of the boundary path space whose projective limit is ∂E (see Proposition 3.3).
Recall from Definition 2.4, E * sng and E * reg denote the set of paths whose source is a singular or regular vertex, respectively. Define
For S ⊆ E * and n ∈ N, define
The spaces ∂E and ∂E n carry natural locally compact Hausdorff topologies (Proposition 3.2). This was shown by Yeend in [17] for higher rank topological graphs using a different description of ∂E. That our definition agrees with Yeend's is Lemma 4.5 in [12] . The result for ∂E n has an identical proof. We give a careful description of these topologies and a proof that they are locally compact and Hausdorff since the proof is not easy to extract from [17] and the details are omitted in [12] .
First we need a topological lemma. The proof is an easy exercise in constructing subnets.
Lemma 3.1. Suppose X is a topological space, (x i ) i∈I is a net in X, and x ∈ X. If for every neighborhood U of x, the set {i ∈ I : x i ∈ U } is cofinal in I, then (x i ) has a subnet converging to x.
Proposition 3.2. For n ∈ N, the sets of the form
for open sets U ⊆ E * and compact sets K ⊆ E * form a basis for a locally compact Hausdorff topology on ∂E n (resp. ∂E). Moreover, for any compact set K ⊆ E * , Z n (K) is compact in ∂E n and Z(K) is compact in ∂E.
Proof. For notational convenience, we write ∂E ∞ := ∂E and Z ∞ (S) := Z(S) for S ⊆ E * . Fix n ∈ N ∪ {∞}.
First we show the sets described above form a basis for ∂E n . Suppose U, V ⊆ E * are open and K, L ⊆ E * are compact and assume
Then there are k, ℓ ∈ N such that k, ℓ ≤ |α|, α 1 · · · α k ∈ U and α 1 · · · α ℓ ∈ V (if k = 0 or ℓ = 0, these expressions are interpreted as r(α)). Without loss of generality, assume k ≤ ℓ. Note that the set
the sets described in the statement of the proposition form a basis for ∂E n .
To see the topology is Hausdorff, fix distinct paths α, β ∈ ∂E n . Let k = |α| and ℓ = |β|, and assume, without loss of generality,
we can proceed as above. The case that remains is when k < ℓ and
are disjoint open sets containing β and α, respectively. Hence ∂E n is Hausdorff.
Next we show Z n (K) is compact for every compact set K ⊆ E * . We may assume K ⊆ E k for some k ∈ N with k ≤ n. Let (α i ) be a net in Z n (K). We first show there is an α ∈ ∂E n such that for every that for every ℓ ∈ N with ℓ ≤ |α|, there is a subnet of (α i 1 · · · α i ℓ ) converging to α 1 · · · α ℓ . Note in particular that the choice of subnet may depend on ℓ, but α does not.
Consider the net (
there is a subnet of α j k+1 converging to some α k+1 . Then s(α k+1 ) = r(α k ) by the continuity of r and s and hence
Continuing by induction yields the desired path α ∈ ∂E n .
Having constructed α, we now show the net (α i ) has a subnet converging to α. Fix an open set U ⊆ E * and a compact set L ⊆ E * with α ∈ Z n (U ) \ Z n (L). We may assume U ∩ E p and L ∩ E p are empty for p > n. Then for some ℓ ∈ N, α 1 · · · α ℓ ∈ U . As L is compact, there is an integer m with ℓ ≤ m ≤ n such that E p ∩ L = ∅ for p > m. By the construction of α, there is a subnet (α j ) of (α i ) such that α 
for large j and hence
is cofinal in I. By Lemma 3.1, the net (α i ) has a subnet converging to α. Hence Z n (K) is compact.
In only remains to show ∂E n is locally compact. Given any α ∈ ∂E n , choose a relatively compact open set U ⊆ E 0 containing r(α). Then Z n (U ) is an open set containing α. By the work above, Z n (Ū ) is compact and α ∈ Z n (U ) ⊆ Z n (Ū ). This completes the proof.
For each n ≥ 1, define maps ρ n : ∂E n → ∂E n−1 by
and define ρ n,∞ : ∂E → ∂E n similarly.
Proposition 3.3. The maps ρ n and ρ n,∞ are proper, continuous, and surjective. Moreover, the maps ρ ∞,n induce a homeomorphism
Proof. It is easy to see the maps ρ n are surjective. Indeed, if α ∈ ∂E n−1 with s(α) ∈ E 0 sng , then α is in the range of ρ n . Otherwise, |α| = n − 1 and s(α) ∈ E 0 reg . By the definition of E 0 reg , there is an e ∈ E 1 with r(e) = s(α). Hence αe ∈ E n ⊆ ∂E n and ρ n (αe) = α. Applying this argument by induction shows ρ n,∞ is surjective.
To see continuity, note that if S ⊆ E * and
As each Z(Ū i ) is compact by Proposition 3.2 and ρ −1 n (K) is closed by the continuity of ρ n , ρ −1 n (K) is compact. Hence ρ n is proper. Nearly identical arguments show ρ n,∞ is continuous and proper for each n.
It remains to show ∂E is the projective limit of the ∂E n . Suppose X is a topological space and f n : X → ∂E n are continuous maps such that ρ n+1 f n+1 = f n for each n ≥ 0. There is a unique function f : X → ∂E such that ρ n,∞ f = f n for each n ∈ N. It suffices to verify f is continuous. Fix a relatively compact open set U ⊆ E * and a compact set K ⊆ E * . There is an n ∈ N such that U ∩ E m and K ∩ E m are empty for each m > n.
is open by the continuity of f n . So f is continuous.
and define σ : ∂E \ E 0 → ∂E similarly.
Note that the maps σ n and ρ n satisfy the following compatibility conditions:
on ∂E n \ E 0 and ∂E \ E 0 , respectively.
Proposition 3.5. The maps σ n : ∂E n \ E 0 → ∂E n−1 and σ : ∂E \ E 0 → ∂E are local homeomorphisms.
Proof. As in the proof of Proposition 3.2, we let ∂E ∞ := ∂E, σ ∞ := σ, and 
Since s is a local homeomorphism, s(V ) is open and hence r(β i ) ∈ s(V ) for large i. Hence, for large i, there is an e i ∈ V with s(e i ) = r(β i ). As s|V is a homeomorphism and s(e i ) → s(α 1 ), we have e i → α 1 . Hence e i β i → α. So for sufficiently large i, e i β i ∈ U and
n is open and continuous. Let σ ′ : E * \ E 0 → E * denote the map induced by the σ ′ n , n ≥ 1. Then σ ′ is open and continuous. Given an open set U ⊆ E * and a compact set K ⊆ E * , and n ∈ N ∪ {∞}, we have
To show continuity, suppose α i ∈ ∂E \ E 0 is a net converging to α ∈ ∂E \ E 0 . Let U ⊆ E * be an open set and K ⊆ E * be a compact set with σ n (α) ∈ Z n−1 (U ) \ Z n−1 (K). For some m ≥ 1, |α| ≥ m and α 2 · · · α m ∈ U (where this expression is interpreted as s(α 1 ) when m = 1). It follows that |α i | ≥ m for all large i and
for sufficiently large i and hence σ n (α i ) → σ n (α) and σ is continuous. Having shown σ n is open and continuous, it only remains to show σ is locally injective.
Invariant Measures on Topological Graphs
Our goal is to describe the tracial states on a topological graph algebra C * (E). Note that any tracial state on C * (E) yields a Radon probability measure on E 0 by composing the tracial state with the canonical map π 0 : C 0 (E 0 ) → C * (E) and applying the Reisz Representation Theorem. Definition 4.1 below describes all measures on E 0 which arise in this way (see Theorem 6.3). We first introduce some notation.
Suppose X and Y are locally compact Hausdorff spaces and ϕ : X → Y is a local homeomorphism. Given f ∈ C c (X), the function
is continuous and has compact support by Lemma 2.5. Given a Radon measure µ on Y , let ϕ * µ denote the unique Radon measure on X satisfying
In particular, note that if E is a topological graph, then s : E 1 → E 0 is a local homeomorphism. Thus a Radon measure µ on E 0 induces a Radon measure s * µ on E 1 . Definition 4.1. An invariant measure µ on E is a Radon probability measure µ on E 0 such that for all positive functions f ∈ C c (E 0 ),
with equality when supp(f ) ⊆ E 0 reg . Let T (E) denote the set of invariant measures on E.
Remark 4.2. If µ is an invariant measure on E, then s * µ has mass at most 1. To see this, note that (1) holds for all positive f ∈ C b (E 0 ) by the Monotone Convergence Theorem. Then taking f = 1 in (1) shows (s * µ)(E 1 ) ≤ µ(E 0 ) = 1. The measure s * µ will not have mass 1 in general. It is easy to construct examples of this even with finite graphs.
We end this section by showing invariant measures on a topological graph E induce measures on the boundary path space ∂E satisfying a natural invariance condition. First we need a measure theoretic lemma.
and for any positive function f ∈ C c (E 0 sng ),
Proof. We first prove (2) . For any positive function f ∈ C c (E 0 reg ), this is an immediate consequence of Definition 4.1. The result follows by the Monotone Convergence Theorem and the linearity of the integral using that E 0
reg is an open subset of E 0 . Now suppose f ∈ C c (E 0 sng ) is positive. By the Tietze Extension Theorem, we may extend f to a positive function, still denoted f , in C c (E 0 ). As f |E 0 reg is a bounded, continuous function on E 0 reg , (3) follows by subtracting (2) from (1).
Proposition 4.4. Suppose E is a topological graph and µ is an invariant measure on E.
There is a Radon probability measureμ on ∂E such that
Proof. For n ∈ N, we define measureμ n on ∂E n inductively as follows. Setμ 0 = µ and givenμ n , letμ n+1 denote the Radon measure on ∂E n+1 determined by
sng is closed in ∂E n+1 and henceμ n+1 is positive by (3). Next we show
So (7) holds when n = 0. Suppose n ≥ 1 and (7) holds for n − 1. Let f ∈ C c (∂E n \ E 0 ) be given. Since σ n : ∂E n \ E 0 → ∂E n−1 is a local homeomorphism, the function g : ∂E n−1 → C defined by
is continuous and has compact support by Lemma 2.5. Now we compute
This shows (8)
for all f ∈ C c (∂E n \ E 0 ) and hence for all f ∈ C b (∂E n \ E 0 ) by the Monotone Converge Theorem using that ∂E n \ E 0 is an open subset of ∂E n . Now, assuming n ≥ 1 and (7) holds for n − 1, let f ∈ C c (∂E n ). Using (8) and the fact that ρ n+1 restricts to the identity map on E 0 sng , we have
which verifies (7). Note that (7) holds for all continuous bounded functions f on ∂E n+1 , and in particular, taking f = 1 in (7) showsμ n is a probability measure for each n ≥ 0 sinceμ 0 = µ is. Now, using (7), Proposition 3.3, and Gelfand Duality, the measuresμ n on ∂E n induce a Radon probability measureμ on ∂E such that
It is immediate from the construction that (4) holds. To show (5) , it suffices to show (10)
for each n ≥ 1 and f ∈ C c (∂E n \ E 0 ). Calculations similar to those above yield
The last two equalities verify (10) and hence (5) holds.
For
The Boundary Representation
In this section, we construct a Hilbert C 0 (∂E)-module L 2 (E) and a faithful representation π : C * (E) → B(L 2 (E)). Roughly, this can be thought of as the left regular representation of the graph on it's boundary path space. Moreover, if µ is an invariant measure on E, there is an induced representation π µ of C * (E) on a Hilbert space L 2 (E, µ) (see Definition 5.11) . This representation will be used in the next section to show µ induces a tracial state on C * (E).
The following is a standard construction in the groupoid literature (see, for example Definition 2.4 in [14] ). Define the subset X ⊆ ∂E × Z × ∂E by
Since σ : ∂E \ E 0 → ∂E is a local homeomorphism, the sets
are open, and σ k (resp. σ ℓ ) is a homeomorphisms on U (resp. V ) form a basis for a locally compact Hausdorff topology on X. Moreover, the map d : X → ∂E given by d(α, n, β) = β is a local homeomorphism.
Remark 5.1. After identifying ∂E with the subspace {(β, 0, β) : β ∈ ∂E} ⊆ X, the space X forms a locally compact, Hausdorff, amenable,ètale groupoid with unit space ∂E. Moreover the C * -algebra generated by X is precisely C * (E) as was shown by Yeend in [18] (see also [12] where the twisted analogue of this result is proven).
We recall the from Definition 6.4 in [12] the characterization of convergent nets in X.
Lemma 5.2. Consider a net (α i , n i , β i ) ⊆ X and a point (α, n, β) ∈ X. Find integers k, ℓ ≥ 0 such that (1) n = k − ℓ, |α| ≥ k, |β| ≥ ℓ, and σ k (α) = σ ℓ (β), and
Then (α i , n i , β i ) converges to (α, n, β) if and only if α i → α, β i → β, and for all sufficiently large i, we have n i = n, |α i | ≥ k, |β i | ≥ ℓ, and σ k (α i ) = σ ℓ (β i ).
Definition 5.3. The space C c (X) is a right C 0 (∂E)-module with the action
for f ∈ C c (X), b ∈ C 0 (∂E), and (α, n, β) ∈ X. Define a C 0 (∂E)-valued inner product on
for each f, g ∈ C c (X) and β ∈ ∂E. Let L 2 (E) denote the Hilbert C 0 (∂E)-module obtained by completing C c (X) with respect to the inner product above.
We will construct a covariant Toeplitz representation of E on L 2 (E). First we isolate a few technical lemmas which will be used throughout the section. Define
, and s(e) = r(α)}
In particular, given a funtion f : X 0 → C and β ∈ ∂E,
whenever one (and hence both) sums exist.
Lemma 5.5. The mapσ : X 0 → X given bỹ
is a local homeomorphism.
Proof. Given a net (α i , n i , β i ) ∈ X 0 converging to (α, n, β) ∈ X 0 , it is easy to show (σ(α i ), n − 1, β i ) converges to (σ(α), n − 1, β) using Lemma 5.2. Henceσ is continuous.
Given a basic open set Z(U, k, ℓ, V ) in X 0 as in the definition of the topology on X, we haveσ
As σ is open, this showsσ is open. Thatσ is locally injective follows follows from the fact that σ is locally injective.
Lemma 5.6. Given f ∈ C c (X) and ξ ∈ C c (E 1 ), the function g : X → C given by
is continuous and supp(g) ⊆ X 0 is compact.
Proof. First we show g : X → C is continuous. Suppose (α i , n i , β i ) → (α, n, β) in X. Then, in particular, α i → α in ∂E. Assuming |α| ≥ 1, we have |α i | ≥ 1 for sufficiently large i since ∂E \ E 0 is open in ∂E. By the continuity ofσ (Lemma 5.5), (σ(α i ),
This proves the continuity of g. Note that this also shows supp(g) ⊆ X 1 .
To show g has compact support, suppose ((α i , n i , β i )) i∈I is a net in the support of g.
Hence there is a subnet ((α i(j) , n i(j) , β i(j) )) j∈J and points e ∈ supp(ξ) and (α ′ , n, β) ∈ supp(f ) such that α
Using the characterization of convergent nets in X given in Lemma 5.2, it is easy to show (α i(j) , n i(j) , β i(j) ) converges to (eα ′ , n + 1, β) ∈ X. Hence g has compact support.
We now construct the desired representation of C * (E). Recall from Definition 2.6, H(E) is the completion of C c (E 1 ) with respect to the C 0 (E 0 )-valued inner product induced by the local homeomorphism s : E 1 → E 0 . It is easily verified that there is a * -homomorphism
for each a ∈ C 0 (E 0 ), f ∈ C c (X), and (α, n, β) ∈ X. The following proposition described the linear map π 1 :
The covariance is checked in Proposition 5.8. The representation is shown to be faithful and gauge invariant in Theorem 5.10.
Proposition 5.7. There is a contractive, linear map π 1 :
for each ξ ∈ C c (E 1 ), f ∈ C c (X), and (α, n, β) ∈ X. Moreover, we have
ξ(e)f (eα, n + 1, β)
for each ξ ∈ C c (E 1 ), f ∈ C c (X), and (α, n, β) ∈ X.
Proof. Lemma 5.6 shows π 1 (ξ)(f ) ∈ C c (X). It is clear that π 1 (ξ) : C c (X) → C c (X) is linear. To show π 1 (ξ) is bounded, let f ∈ C c (X) be given and note that
= sup
Hence π 1 (ξ) is contractive and extends to a contractive linear map
It remains to show π 1 (ξ) is adjointable with the adjoint given as above. To this end, fix ξ ∈ C c (E 1 ) and define T : C c (X) → C c (X) by
ξ(e)f (eα, n + 1, β).
we claim T (f ) ∈ C c (X). Define g : X 1 → C by g(α, n, β) = ξ(e)f (σ(α), n − 1, β) and note that g ∈ C c (X 1 ) by Lemma 5.6. Now, for x ∈ X,
and T (f ) ∈ C c (X 1 ) by Lemma 2.5 sinceσ : X 1 → X is a local homeomorphism by Lemma 5.5.
It is clear that T (f ) is linear. We show T (f ) is bounded and hence extends to a linear map
So T is contractive as claimed. Finally, note that for each f, g ∈ C c (X) and β ∈ ∂E,
= (α,n,β) s(e)=r(α)
ξ(e)f (α, n, β)g(eα, n + 1, β)
ξ(e)g(eα, n + 1, β)
So π 1 (ξ) is adjointable and the adjoint is as claimed in the statement of the proposition. It is clear that π 1 :
) is linear and π 1 is contractive by the calculations above. So π 1 extends to a linear contractive map on H(E) completing the proof.
Proposition 5.8. The pair (π 0 , π 1 ) constructed above is a covariant representation of E and hence induces a * -homomorphisms π : C * (E) → B(L 2 (E)).
Proof. First note that if a ∈ C c (E 0 ), ξ ∈ C c (E 1 ), and f ∈ C c (X), then
for all (α, n, β) ∈ X with |α| ≥ 1. Also, when (α, n, β) ∈ X with |α| = 0,
Hence π 0 (a)π 1 (ξ) = π 1 (aξ) for all a ∈ C 0 (E 0 ) and ξ ∈ H(E). Now, for ξ, η ∈ C c (E 0 ), f ∈ C c (E 1 ), and (α, n, β) ∈ X, we have
ξ(e)η(e)f (α, n, β)
It remains to verify covariance. The pair (π 0 , π 1 ) induces a map ϕ :
) denote the map given by pointwise multiplication; that is, λ(ξ)(η)(x) = ξ(x)η(x). We need to show ϕ(λ(a • r)) = π 0 (a) for each a ∈ C 0 (E 0 reg ). Suppose a ∈ C c (E 0 reg ). Then a • r ∈ C c (E 1 ) and by Lemma 2.11, there are n ∈ N and
and if e, e ′ ∈ E 1 are distinct edges with s(e) = s(e ′ ), then ξ i (e)η i (e ′ ) = 0. For f ∈ C c (X) and (α, n, β) ∈ X with |α| ≥ 1,
When |α| = 0, ϕ(λ(a • r))(f )(α, n, β) = 0. Also, if |α| = 0, then α = r(α) ∈ E 0 sng and hence a(r(α)) = 0. So π 0 (a)(f )(α, n, β) = 0. Therefore, ϕ(λ(a)) = π 0 (a).
This shows the pair (π 0 , π 1 ) is covariant and hence induces a representation π :
We next show π is faithful. There is a natural Z-grading on L 2 (E) which induces an action of T on B(L 2 (E)). From here, the faithfulness of π will follow from the Gauge Invariant Uniqueness Theorem. We first describe the action on B(L 2 (E)).
for f ∈ C c (X) and (α, n, β) ∈ X. Now define a strongly continuous action
) and z ∈ T. The action γ ′ will be called the gauge action on B(L 2 (E)).
Theorem 5.10. The representation π : C * (E) → B(L 2 (E)) constructed above is a faithful and preserves the gauge actions.
Proof. The gauge invariance is easily verified. Now, by the Gauge Invariance Uniqueness Theorem, to show π is faithful, it's enough to show π 0 is faithful. Fix a non-zero a ∈ C 0 (E 0 ) and fix a vertex v ∈ E 0 with a(v) = 0. There is an α ∈ ∂E such that r(α) = v. Let f ∈ C c (X) be such that f (α, 0, α) = 0. Then
In particular, π 0 (a) = 0. So π 0 is injective and hence π is injective.
For each invariant measure µ on E, we construct a Hilbert space L 2 (E, µ) and a representation π µ on C * (E) on L 2 (E, µ). This representation is the key to lifting the measure µ to a tracial state on C * (E).
Definition 5.11. Let µ denote an invariant measure on E. Letμ denote the probability measure on ∂E given by Proposition 4.4. There is a representation C 0 (∂E) → L 2 (∂E,μ) given by multiplication. Now define
Then π induces a representation π µ :
Note that the gauge action γ ′ of T on B(L 2 (E)) induces an action, also denoted γ ′ of T on B (L 2 (E, µ) ). Also, the representation π µ is gauge invariant. Remark 5.12. As mentioned in the introduction, the spaces L 2 (E) and L 2 (E, µ) can be viewed as fibred objects over ∂E. This will not be needed in the paper, but we give an outline of how this can be done.
For each β ∈ ∂E, define H(β) := ℓ 2 (d −1 (β)) and let β∈∂E H(β) denote the ℓ ∞ -product of the spaces H(β). The map
is linear and isometric. Hence it extends to a linear isometry on L 2 (E). There is a unique continuous field of Hilbert spaces H over ∂E in the sense of Chapter 10 of [4] such that the fibre over β is H(β) for every β ∈ ∂E. Moreover, given a vector field ξ ∈ H, ξ ∈ L 2 (E) if and only if the function β → ξ(β) vanishes at infinity. If µ is an invariant measure on E andμ is the induced measure on ∂E, there is a unique measurable field of Hilbert spaces β → H(β) containing H. Moreover, there is a unitary
given by restricting f ∈ L 2 (E, µ) to the fibres of d : X → ∂E as above. Conjugating π µ by the unitary also yields a direct integral decomposition for the representation π µ .
Traces on Topological Graph Algebras
We now show every invariant measure µ on a topological graph E induces a gauge invariant tracial state on C * (E). The strategy is to construct of vectorû ∈ L 2 (E, µ) such that û, π µ (·)û is a tracial state on C * (E).
Define a function ι : ∂E → X by ι(α) = (α, 0, α) and note that ι is a homeomorphism onto a closed and open subset of X, as follows easily from the characterization of convergent nets in ∂E given in Lemma 5.2. We will identify ∂E as a subset of X through the map ι.
Fix an increasing net of compact sets
Fix ε > 0. Sinceμ is a Radon measure on ∂E, there is i 0 such thatμ(∂E \ K i 0 ) < ε. Now, for i, j ≥ i 0 , we have
Soû i is a Cauchy net in L 2 (E, µ) and hence converges toû ∈ L 2 (E, µ). Note thatû is a unit vector. Hence composing the vector state defined byû with the representation π µ : C * (E) → B(L 2 (E, µ)) yields a state on C * (E) given by (13) û, π µ (x)û = lim
for any x ∈ C * (E), for any net (f i ) ⊆ C c (∂E) increasing pointwise to 1. We will show that this state is tracial in Theorem 6.3. First we need a couple lemmas.
Lemma 6.1. Let H be a C*-correspondence over a C*-algebra A. Let (π 0 , π 1 ) denote the universal covariant representation on the Cuntz-Pimsner algebra O A (H), and let π k denote the induced maps
Proof. The elements of the form π k (ξ)π ℓ (η) * for k, ℓ ∈ N, ξ ∈ H ⊗k and η ∈ H ⊗ℓ span a dense subset of O A (H). Hence to show τ is a tracial state on O A (H), it's enough to show
for all x ∈ O A (H) and ζ ∈ H. In fact, the second equation follows from the first by taking adjoints. So it's enough to verify the first equation. Fix ζ ∈ H. Suppose k, ℓ ∈ N, ξ ∈ H ⊗k , and η ∈ H ⊗ℓ . If ℓ = k + 1, then
since τ is gauge invariant. Hence to verify τ is a tracial state, it's enough to show
for all k ∈ N, ξ, η ′ ∈ H ⊗k , and η ∈ H. We now verify this equality.
Hence τ is a tracial state. Proof. The forward implication is trivial. Assume
If k ∈ N and ξ, η ∈ H ⊗k , then
Since the elements of the form π k (ξ)π ℓ (η) * for k, ℓ ∈ N, ξ ∈ H ⊗k , and η ∈ H ⊗ℓ , span a dense subset of O A (H), it follows that τ i → τ weak*.
Let T (C * (E)) denote the space of tracial states on C * (E) equipped with the weak* topology and let T (C * (E) γ denote the subspace consisting of tracial states invariant under the gauge action γ : T C * (E). Also, let T (E) denote the space of invariant measures on E equipped with the weak* topology. Theorem 6.3. Given τ ∈ T (C * (E)), there is a unique µ ∈ T (E) such that
for each x ∈ C * (E). These maps define inverse affine homeomorphisms between T (E) and T (C * (E)) γ .
Proof. Let (π 0 u , π 1 u ) denote the universal covariant representation of E on C * (E). Given τ ∈ T (C * (E)), the composition C 0 (E 0 )
and hence there is a unique Radon probability measure µ on E 0 satisfying (14) . We need to show the invariance of µ.
Note that since τ is a tracial state, for all ξ, η ∈ H(E) we have (16) τ
Suppose a ∈ C c (E 0 ) and fix ζ ∈ C c (E 1 ) with 0 ≤ ζ ≤ a•r and let λ : C b (E 1 ) → B(H(E)) be the multiplication map as in Proposition 2.8. By Lemma 2.11, there are ξ i , η i ∈ C c (E 1 ) for i = 1, . . . , n with i ξ i ⊗ η * i = λ(ζ) and i ξ i η i = ζ. By Lemma 2.12, ϕ(λ(ζ)) ≤ π 0 u (a) and now we compute
Now the Monotone Convergence Theorem implies
Moreover, when a ∈ C c (E 0 reg ), we may take ζ = a • r in the calculation above. Then ϕ(λ(ζ)) = π 0 u (a) by the covariance condition in the definition of C * (E). Repeating the calculation above yields
which proves µ is an invariant measure on E. Conversely, suppose µ ∈ T (E) is an invariant measure. Then µ defines a state τ on C * (E) via the formula given in (15) . The representation π : C * (E) → B(L 2 (E)) is gauge invariant by Theorem 5.10. Moreover, with the unitaries U z on L 2 (E) as in Definition 5.9, for every f ∈ C c (∂E), U z f = f . Hence for x ∈ C * (E), z ∈ T, and f ∈ C c (∂E),
It follows from (13) that τ (γ z (x)) = τ (x) for every x ∈ C * (E) and z ∈ T; that is, τ is gauge invariant.
We prove τ is tracial. Fix an integer k ≥ 1 and suppose ξ, η ∈ C c (E k ). Define
and note that K is compact by Proposition 3.3. Let f 0 ∈ C c (∂E) be such that 0 ≤ f 0 ≤ 1 and f 0 |K = 1 and fix f ∈ C c (∂E) with
Now, by the invariance of the measureμ given in Corollary 4.5, we have
) and Lemma 6.1 implies τ is a tracial state. Hence τ ∈ T (C * (E)) γ .
We now show the maps constructed above are inverses. Starting with an invariant measure µ on E, let τ denote the tracial state on C * (E) defined by (15) and let µ ′ denote the invariant measure induced by τ as in (14) . Fix a ∈ C c (E 0 ) and let f ∈ C c (∂E) be such that 0 ≤ f ≤ 1 and f (β) = 1 for all β ∈ ∂E with r(β) ∈ supp(a). Then
Hence µ = µ ′ . Now suppose τ is a gauge invariant tracial state on C * (E). Let µ be the invariant measure on E defined by (14) and let τ ′ be the tracial state on C * (E) defined by (15) . Arguing as in the previous paragraph, we have τ
since τ and τ ′ are both tracial states. Moreover, since τ and τ ′ are both gauge invariant, if k, ℓ ∈ N are distinct integers, ξ ∈ C c (E k ) and η ∈ C c (E ℓ ),
Hence τ = τ ′ . It is clear from the construction that the map T (C * (E)) γ → T (E) is affine and hence the inverse map is affine. Suppose τ i , τ are gauge invariant tracial states on C * (E) and µ i , µ are the corresponding invariant measure on C * (E)
The following result shows the representation associated to an invariant measure µ on E constructed in 5.11 is precisely the GNS representation of the gauge invariant trace τ on C * (E) corresponding to µ. Theorem 6.4. If τ is a gauge invariant trace on C * (E) and µ is the corresponding invariant measure on E given by (14) , the then representations
are unitarily equivalent.
Proof. Fix an increasing net K i of compact subsets of ∂E ⊆ X whose interiors cover ∂E.
is eventually constant. Abusing notation slightly, we let π k (ξ)π ℓ (η) * (χ ∂E ) denote the limit in C c (X). Consider the set
We will show A is uniformly dense in C c (X). Fix k, ℓ ∈ N, ξ ∈ C c (E k ), η ∈ C c (E ℓ ), and (α, n, β) ∈ X. If k − ℓ = n and there are α ′ ∈ E k , β ′ ∈ E ℓ , and ω ∈ ∂E with α ′ ω = α and
Hence A is a * -subalgebra of C c (X). Given (α, n, β) ∈ X, there are k, ℓ ∈ N, α ′ ∈ E k , β ′ ∈ E ℓ , and ω ∈ ∂E such that k − ℓ = n, α = α ′ ω, and β = β ′ ω. Fix ξ ∈ C c (E k ) and η ∈ C c (E ℓ ) such that ξ(α ′ ) = 1 and
So the algebra A does not vanish at any point in X. Similar considerations show A separates points in X. Hence the Stone-Weierstrass Theorem implies A is uniformly dense in C c (X). Since C c (X) is dense in L 2 (E), we have A is dense in L 2 (E) and in particular, the vectors π k µ (ξ)π ℓ µ (η) * û span a dense set of subspace of L 2 (E, µ). This showsû is a cyclic vector for the representation π µ . The result follows from (15) and the uniqueness of the GNS representation.
We would like to mention two special cases of Theorem 6.3. If X is a locally compact Hausdorff space and σ is a homeomorphisms of X, Theorem 6.3 reduces to the classical result that every invariant probability measure on (X, σ) induces a tracial state on the crossed product C 0 (X)⋊ σ Z. When E is a discrete graph, our notion of invariant measures on E agrees with Tomforde's notion of graph traces on E introduced in [16] and we recover the results of Section 3.3 in [16] .
For crossed products, if σ is a free action of Z on a locally compact Hausdorff space X, then every tracial state on C 0 (X) ⋊ Z is gauge invariant. If E is a discrete graph satisfying condition (K), then every tracial state on C * (E) is gauge invariant as noted in Section 3.3 of [16] . It is very likely that these results have have an analogue for topological graphs, but we were unable to prove this. Freeness of topological graphs was defined by Katsura in [10, Definition 7.2] and gives a simultaneous generalization of the notions of freeness for homeomorphisms and condition (K) for discrete graphs.
Conjecture 6.5. If E is a free topological graph, then every tracial on C * (E) is gauge invariant.
In particular, if E is a topological graph such that C * (E) is simple, then E is free by [10, Theorem 8.12] . Hence if the conjecture above holds, Theorem 6.3 would yield a complete description of the tracial state simplex for simple topological graph C * -algebras. We prove a special case of Conjecture 6.5 in Corollary 6.8 below.
Lemma 6.6. Let H be a C*-correspondence over a C*-algebra A, and let π k : H ⊗k → C * (E) denote the canonical map for k ≥ 0. If τ is a tracial state on O A (H) and τ (π k (ξ)) = 0 for all ξ ∈ H ⊗k and k ≥ 1, then τ is gauge invariant.
Proof. Suppose k, ℓ ∈ N with k > ℓ. Let ξ, η ∈ H ⊗k and ξ ′ ∈ H ⊗(k−ℓ) be given. Then
It follows that if k, ℓ ∈ N are distinct, ξ ∈ H ⊗k and η ∈ H ⊗ℓ , then τ (π k (ξ)π ℓ (η) * ) = 0. Indeed, when k > ℓ, this is an immediate consequence of the calculation above, and when ℓ > k, the result follows since by taking adjoints. Now let γ : T O A (H) denote the gauge action. For k, ℓ ∈ N, ξ ∈ H ⊗k , and η ∈ H ⊗ℓ , and z ∈ T,
Since the elements of the form π k (ξ)π ℓ (η) * span a dense subspace of O A (H), τ is gauge invariant.
A path α ∈ E * is called a cycle if |α| ≥ 1 and s(α) = r(α).
Proposition 6.7. Suppose τ is a tracial state on a topological graph algebra C * (E) and µ is the invariant measure on E induced by τ as in (14) . If for every cycle α ∈ E * , s(α) / ∈ supp(µ), then τ is gauge invariant.
Proof. Let τ be a tracial state on C * (E). Fix k ≥ 1 and let ξ ∈ C c (E k ) be given. By Lemma 6.6, it's enough to show τ (π k (ξ)) = 0. If α ∈ E k with s(α) = r(α), then there are disjoint open neighborhoods U α , V α ⊆ E 0 of s(α) and r(α), respectively. Now,
is an open neighborhood of α and hence contains a compact neighborhood K α of α. If α ∈ E k and s(α) = r(α), then s(α) / ∈ supp(µ). As supp(µ) is closed, there is a compact neighborhood
The interiors of the sets K α , α ∈ E k , form an open cover of E k . Fix α (1), . . . , α(n) ∈ E k such that the interiors of the K α(i) form an open cover of the compact set supp(ξ) ⊆ E k . There are functions ξ i ∈ C c (E k ) such that i ξ i = ξ and each ξ i is supported in the interior on K α(i) . To show τ (π k (ξ)) = 0, it's enough to show τ (π k (ξ i )) = 0 for all i.
If s(α(i)) = r(α(i)), the sets s(K α(i) ) and r(K β(i) ) are disjoint compact subsets of E 0 . Hence there is an a ∈ C c (E 0 ) with a i |s(K α(i) ) = 1 and a|r(K α(i) ) = 0. Now, ξ i a = ξ i and aξ i = 0. Thus
) is a compact subset of E 0 disjoint from supp(µ). There is a positive function a ∈ C c (E 0 ) with a i |s(K α(i) ) = 1 and a| supp(µ) = 0. Then ξ i a 1/2 = ξ i and τ (π 0 (a)) = a dµ = 0. Now by the Cauchy-Schwartz inequality,
Hence τ (π k (ξ i )) = 0. We have shown τ (π k (ξ i )) = 0 for all i = 1, . . . , n. Hence τ (π k (ξ)) = 0. By Lemma 6.6, τ is gauge invariant.
Corollary 6.8. If E has no cycles, every tracial state on C * (E) is gauge invariant.
To prove Conjecture 6.5, it is enough to show if µ is an invariant measure on E, α is a cycle in E, and s(α) ∈ supp(µ), then s(α) is periodic in the sense of [10, Definition 7.1]. Indeed, by definition, a free topological graph has no periodic vertices and hence there would be no cycles with source in supp(µ). Then Proposition 6.7 would prove Conjecture 6.5. For a discrete graphs, there is an easy direct proof of this is given below in Corollary 6.10. For topological graphs, a similar approach should work, but we could not overcome the topological technicalities.
Using our result Proposition 6.7, we can recover the two special cases of Conjecture 6.5 mentioned above. Recall a cycle α = α 1 . . . α n ∈ E n is called simple if α i = α n for each 1 ≤ i < n. A discrete graph E satisfies condition (K), if there is no vertex v ∈ E 0 which is the source of a unique simple cycle.
Corollary 6.9. If σ : Z X is a free action on a locally compact Hausdorff space X, then every tracial state on C 0 (X) ⋊ σ Z is gauge invariant.
Proof. Viewing (X, σ) as a topological graph E with E 0 = E 1 = X, s = σ, and r = id, a vertex v ∈ E 0 is the source of a cycle if and only if v is a periodic point for the action σ. Since the action is free, E has no cycles.
Corollary 6.10. If E is a discrete graph satisfying condition (K), then every tracial state on C * (E) is gauge invariant.
Proof. For α ∈ E k , k ≥ 1, let δ α ∈ C c (E k ) denote the indicator function of {α} and let
Suppose τ is a tracial state on C * (E) and let µ denote the induced invariant measure on E. Assume v ∈ E 0 is the source of a cycle. We claim there is an n ≥ 1 and distinct cycles α, β ∈ E n with s(α) = s(β) = v. There are distinct simple cycles α ′ ∈ E k and β ′ ∈ E ℓ with s(α ′ ) = s(β ′ ). If k = ℓ, set n = k = ℓ, α = α ′ , and β = β ′ . Otherwise, if k = ℓ, define n := kℓ, α := (α ′ ) ℓ ∈ E n and β := (β ′ ) k ∈ E n . If α n = β n , then α and β are distinct. If α n = β n , then the edge α n = α ′ k = β ′ ℓ occurs exactly ℓ times in the path α and k times in the path β since α ′ and β ′ are simple. As k = ℓ, we have α = β. Now since α, β ∈ E n are distinct cycles, s * α s β = 0. It follows that
∈ supp(µ) and the result follows Proposition 6.7.
Totally Disconnected Graphs and K-Theory
In this section, we will show the gauge invariant tracial states on C * (E) can be detected in the K-theory of C * (E) when E 0 is totally disconnected. First we recall the PimsnerVoiculescu sequence for topological graphs given in [8] . For a topological graph E, view the Hilbert module H(E) as a C 0 (E 0 reg )-C 0 (E 0 ) C * -correspondence by restricting scalars on the left. Then taking the Kasparov product with the C * -correspondence H(E) induces a morphism [E] : K * (E 0 reg ) → K * (E 0 ) on topological K-theory. There is a natural six term exact sequence (17)
When E is a totally disconnected topological graph, the six term exact sequence takes a simpler form (Proposition 7.1). First we introduce some notation. For a totally disconnected space X, we view K 0 (X) as the Grothendieck group of the finitely generated Hilbert modules over C 0 (X). Given a compact open set U ⊆ X, the ideal C(U ) C 0 (X) is a finitely generated Hilbert module over C 0 (X). The Hilbert modules of the form C(U ) generate K 0 (X) as an abelian group. Moreover, there is an isomorphism ρ X : K 0 (X) → C 0 (X, Z) given by C(U ) → χ U for each compact open set U ⊆ X, where χ U is the indicator function of the set U .
If X and Y are totally disconnected spaces, H is a Hilbert C 0 (X)-module, and a rep-
Specializing to a totally disconnected topological graph E, there is an faithful represen-
is the morphism induced by the C * -correspondence H(E).
Proposition 7.1. For a totally disconnected topological graph E, there is an exact sequence
where the map ψ :
for all f ∈ C 0 (E 0 reg , Z) and v ∈ E 0 .
Proof. Since E 0 and E 0 reg are totally disconnected, K 1 (E 0 reg ) = K 1 (E 0 ) = 0. Hence in view of (17) , it is enough to show
Fix a compact open set U ⊆ E 0 reg . Then C(U ) is a singly generated Hilbert C 0 (E 0 reg )-module with generator 1 C(U ) . Moreover, r −1 (U ) is a compact open subset of E 1 and hence is a Hilbert submodule of H(E). The map
and the map
. . , V n ⊆ E 1 be a partition of U into compact open sets such that s|V i is a homeomorphism onto s(V i ) for each i = 1, . . . , n, and let σ i : V i → s(V i ) denote the homeomorphism obtained by restricting s. Then the map
are inverse isomorphisms of Hilbert C 0 (E 0 )-modules.
Combining the last two paragraphs, we have
where #S denotes the cardinality of a set S. Similarly, for v ∈ E 0 ,
χ U (r(e)) = #(r −1 (U ) ∩ s −1 (v)).
Hence the diagram (18) commutes and this completes the proof.
Given any C * -algebra A, the group K 0 (A) has a natural order structure determined by the semigroup K 0 (A) + ⊆ K 0 (A) consisting of all elements in K 0 (A) defined by a matrix projection over A. There is also a distinguished subset Σ(A) ⊆ K 0 (A) + called the scale consisting of all elements in K 0 (A) defined by projections in A. If A has an approximate unit consisting a projections, a state on K 0 (A) is a group morphism τ : K 0 (A) → R such that τ (x) ≥ 0 for all x ∈ K 0 (A) + and sup x∈Σ(A) τ (x) = 1. The collection of states on K 0 (A) is denoted S(K 0 (A)). Note that S(K 0 (A)) is convex and weak* compact.
For any C * -algebra A with an approximate unit consisting of projections, there is a natural continuous affine map T (A) → S(K 0 (A)) induced by restricting a tracial state to the set of projections. Moreover, when A is unital, Blackadar and Rørdam have shown every state on T (A) → S(K 0 (A)) is induced by a quasitrace on A (see [3] ). This result also holds when A has an approximate unit consisting of projections as can be shown by applying the unital result to the corners defined by these projections. Moreover, when A is exact, every quasitrace on C * (E) is a trace as was shown by Haagerup in [6] in the unital case and was extended to non-unital C * -algebras by Kirchberg in [7] . Combining these results, when A is a exact C * -algebra with an approximate unit consisting of projections, the canonical map T (A) → S(K 0 (A)) is always surjective. In particular this holds for A = C * (E) when E is a totally disconnected topological graph.
There is no known method for computing the order structure of K 0 (C * (E)) for a topological graph E, even when E 0 is totally disconnected. However, there are special cases. When E 0 is discrete, the ordered K 0 -group is computed in [16] , and when C * (E) is given by a dynamical system σ : Z X with X totally disconnected, the ordered K 0 -group is described in Theorem 5.2 of [1] . In both cases, the order structure on K 0 is determined by the Pimsner-Voiculescu sequence above. It may be posible to give a similar description of the order structure for general topological graph algebras in the totally disconnected setting. Computing the states on K-theory can be viewed as a first step towards such a result. Indeed, for a simple, unital C * -algebra A, the order structure on the K 0 -group is completely determined, at least up to perforation, by the states.
Composting the map T (C * (E)) → S(K 0 (C * (E))) with the map obtained in 6.3 yields a continuous affine map T (E) → S(K 0 (C * (E))). We will show this map is in fact bijective. Theorem 7.2. Let E be a topological graph with E 0 totally disconnected. The canonical map T (C * (E)) → S(K 0 (C * (E))) restricts to an affine homeomorphism on T (C * (E)) γ .
Proof. It is clear that the map is continuous and affine. As noted above, every state f on S(K 0 (C * (E))) lifts to a tracial state τ on C * (E). Define a tracial state τ 0 on C * (E) by τ 0 (a) = T τ (γ z (a)) dz and note that τ 0 is gauge invariant. Fix a projection p ∈ M n (C * (E)). For each z ∈ T, there is a path of projections in M n (C * (E)) connecting p and γ z (p) since γ is a strongly continuous action and T is connected. Hence p and γ z (p) are unitarily equivalent in the unitization of M n (C * (E)) (see Proposition 4.3.3 in [2] , for example) and in particular, τ (p) = τ (γ z (p)). It follows that τ (p) = τ 0 (p) for every projection p ∈ M n (C * (E)). In particular, τ 0 also induces the state f on K 0 (C * (E)). Now suppose τ 1 and τ 2 are two gauge invariant tracial states on C * (E) which agree on K 0 (C * (E)). Then the tracial states τ 1 • π 0 and τ 2 • π 0 induce the same state K 0 (C 0 (E 0 )). Since E 0 is totally disconnected, C 0 (E 0 ) is spanned by projections and hence τ 1 • π 0 = τ 2 • π 0 . Now for k ∈ N and ξ, η ∈ C c (E k ),
since both τ 1 and τ 2 are tracial states. For distinct k, ℓ ∈ N, ξ ∈ C c (E k ), and η ∈ C c (E ℓ ),
since both τ 1 and τ 2 are gauge invariant. So τ 1 = τ 2 . We have shown the canonical map T (C * (E)) γ → S(K 0 (C * (E))) is continuous, affine, and bijective. To show the inverse in continuous, suppose (τ i ) is a net of gauge invariant tracial states on C * (E) and τ is a gauge invariant tracial state on C * (E). Let f i and f denote the states on K 0 (C * (E)) induced by the τ i and τ . If f i → f , then f i • π 0 * → f • π 0 * on K 0 (C 0 (E 0 )). Since C 0 (E 0 ) is spanned by its projections, τ i • π 0 → τ • π 0 weak*. By Lemma 6.2, τ i → τ weak* and this completes the proof.
For an simple, weakly unperforated ordered group K with a distinguished order unit, positive cone is determined by the states on K; for x ∈ K, x > 0 if and only if f (x) > 0 for each f ∈ S(K) (see Theorem 6.8.5 in [2] ). We were not able to determine when K 0 (C * (E)) is weakly unperforated for a minimal, totally disconnected topological graph E. However, we can still describe the positive cone in K-theory up to perforation. Corollary 7.3. Suppose a minimal topological graph in the sense of [10, Definition 8.8] such that E 0 is totally disconnected and compact. Let x ∈ K 0 (C * (E)) be given and let a ∈ C 0 (E 0 , Z) be such that π 0 (a) = x. Then nx ≥ 0 for some n ≥ 1 if and only if a dµ ≥ 0 for all µ ∈ T (E).
Proof. Since E 0 is compact, C * (E) is unital. By Theorem 8.12 in [10] , either C * (E) is simple or E is generated by a cycle. If E is generated by a cycle, then C * (E) is Morita equivalent to C(T). In either case, the ordered abelian group K 0 (C * (E)) is simple. Theorem 7.2 implies f (x) ≥ 0 for all f ∈ S(K 0 (C * (E))) if and only if a dµ ≥ 0 for all µ ∈ T (E). The result follows from (the proof of) Theorem 6.8.5 in [2] .
