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Abstract
Kim, McNaughton and McCloskey have produced a polynomial time algorithm in order to test
if a deterministic automaton recognizes a locally testable language. We provide a characterization
in terms of automata for the strictly locally testable languages and for the strongly locally testable
languages, two subclasses of locally testable languages. These two characterizations lead us to
polynomial time algorithms for testing these families of languages. c© 2000 Elsevier Science
B.V. All rights reserved.
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1. Introduction
The local testability concept can be illustrated owing to a window and three sets. The
window is slided on the input word without considering number nor order of factors
appearing in it. This window is equipped with a set of prexes, a set of suxes, and
a set of factors. Prexes and suxes are smaller than the size of the window. Factors
have exactly the same size as the window. This mechanism allows us to dene three
families of languages. The rst one, the family of strictly locally testable languages, is
dened as follows: whether or not a word is in the language depends on the fact that its
prexes, suxes and factors belong to the sets previously dened. The second one, the
family of locally testable languages, is dened owing to a set of sliding windows. The
last one, the family of strongly locally testable languages, is dened as the previous
family without considering the set of prexes and the set of suxes. The locally
testable languages have been discovered independently by Brzozowski and Simon [5]
and McNaughton [12]. Kim et al. [9] have given a polynomial time algorithm to
recognize locally testable automata. Beauquier and Pin [3] have provided an algebraic
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property of strongly locally testable languages. This paper studies a characterization of
these languages in terms of automata. We also generalize the notion of local automaton
which has been introduced by Berstel and Pin [4] and we show the equivalence between
languages recognized by such an automaton and the strictly locally testable languages.
This paper has ve sections including this one. The second section introduces no-
tations and usual denitions on the various families of locally testable languages, on
semigroups and on automata. The following two sections are devoted to the charac-
terization in terms of automata of both strictly locally testable languages and strongly
locally testable languages. The last section presents new algorithms deduced from these
characterizations as well as their complexity. The paper closes with a discussion on a
new problem.
2. Notation and terminology
In this section we recall some denitions and establish notation. For a nite set A,
jAj denotes the cardinality of A. Let  be a nite non-empty alphabet.  denotes the
set of all words over  and + the set of all non-empty words over . Elements of
+ will be denoted by a1 : : : an; ai 2. For w2+; jwj will denote the length of w.
An interior factor of a word w is a factor which is neither a prex nor a sux of w.
A language is any subset of . Throughout this paper, L will denote a non-empty
regular language.
2.1. Automata
Notation used in this paper follows the book of Hopcroft and Ullman [8]. Our two
characterizations are described on the state transition graph of a deterministic minimal
automaton M=(;Q; i; F; ). We shall use the term connected component (CC) to
refer to any subgraph whose underlying undirected graph is connected. By SCC we
mean a strongly connected component. A SCC C1 is an ancestor (resp. descendant)
of an SCC C2 if there is a path from C1 to C2 (resp. from C2 to C1). The reaching
component from C1 to C2 denoted by C1;2 is the connected component including C1
and C2 as well as all the paths beginning in C1 and terminating in C2.
2.2. Semigroups
We introduce here some needful denitions for a good understanding of the paper.
The reader can refer usefully to the books of Lallement [10] and Pin [17] for an
overview of this domain.
Recall that a semigroup S is a set equipped with an associative multiplication. All
semigroups considered in this paper are nite semigroups except for the free semigroup.
An element e of a semigroup is an idempotent if e2 = e. We denote by E(S) the set
of idempotents of the semigroup S. A monoid is a semigroup with an identity. Let
S be a semigroup. We denote by S1 the monoid equal to S if S has an identity and
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S [f1g otherwise. Let S and T be two semigroups. A semigroup morphism ’ : S!T
is a function from S into T such that, for every s; s0 in S; ’(s)’(s0)=’(ss0). Recall
the denition of Green relations R; L and D:
sRt if and only if there exists a; b2 S1 such that sa= t and tb= s.
sLt if and only if there exists a; b2 S1 such that as= t and bt= s.
sDt if and only if there exists a2 S1 such that sRa and aLt.
We will use the following lemma in the characterization of strongly locally testable
languages.
Lemma 2.1 (Beauquier and Pin [3]). Let S and T be two nite semigroups. Let
 : S!T be a surjective morphism. Let t and t0 be two elements of T such that
tRt0 (respectively tLt0; tDt0). Then there exist s and s0 such that (s)= t; (s0)= t0
and sRs0 (respectively sLs0; sDs0).
2.3. Languages
2.3.1. Strictly locally testable languages
The concept of strict local testability can be seen as a computational mechanism on
three sets of words. A window of size k scans the input word to verify whether its
prex is in the rst set, its factors are in the second set and its sux is in the third set.
We recall here the denition of strictly k-testable languages. This denition is used by
Pin in his Ph.D. thesis [16] and by De Luca and Restivo [11].
Denition 2.2. A language L+ is strictly k-testable if there exist a positive integer
k and four sets U; V;W; F with F;U; V [2 [3    [k−1 and W k such that
L= [(U \V )nW][F:
There exists another denition of strictly k-testable languages. This one is given by
McNaughton and Papert [13].
Denition 2.3. Let k be a positive integer. For w2+ of length >k; let Lk(w); Rk(w)
and Ik(w) be respectively the prex of length k, the sux of length k and the
set of interior factors of length k of the word w. A language L is strictly
k-testable if and only if there exist three sets X; Y; Z of words on  such that for
all w2+; jwj>k; w2L if and only if Lk(w)2X; Rk(w)2Y and Ik(w)Z .
If jwj= k then Lk(w)=Rk(w)=w. If jwj= k or jwj= k + 1, then Ik(w)= ;.
Notice that these two denitions are not equivalent, the language ab is strictly 2-
testable according to Denition 2.3 and not according to Denition 2.2, but they lead to
the same denition of strictly locally testable languages. A language is strictly locally
testable if it is strictly k-testable for some k>0. In order to give the syntaxic character-
ization of strictly locally testable languages, we need to introduce the notion of constant
dened by Schutzenberger [18]. Let S be the syntaxic semigroup of a language L. An
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element c of S is a constant for L if for all p; q; r; s2 S1, pcq; rcs2L)pcs2L. This
notion of constant allows us to state the characterization theorem due to De Luca and
Restivo [11].
Theorem 2.4. A language L is strictly locally testable if and only if there exists a
positive integer k such that every word of length >k is a constant for L.
2.3.2. Locally testable languages
A language L is locally testable if, taking two words having the same prex, sux
and factors, both are in L or neither is in L. A more formal denition is proposed by
Zalcstein [19]. A k-testable language is a boolean combination of strictly k-testable
languages. A language is locally testable if it is k-testable for some k>0.
The proposition we state here is taken as a denition in [13]. It is also used in [15].
Let L be a k-testable language. Let u and v be two words of  such that u and v
have the same prexes of length k, the same suxes of length k and the same set of
interior factors of length k. Then we have: u2L, v2L
The characterization given by Brzozowski, Simon [5] and McNaughton [12] for
locally testable languages is formulated in terms of semigroups.
Theorem 2.5. Let L be a recognizable language on +. The following conditions are
equivalent:
1. L is locally testable.
2. The syntaxic semigroup S of L is locally idempotent and commutative, i.e. for all
e2E(S); eSe is idempotent and commutative.
This rst characterisation leads to an exponential polynomial time algorithm. Kim
et al. [9] describe a polynomial time algorithm allowing us to decide, having a deter-
ministic minimal automaton, whether it recognizes a locally testable language.
Recall here the set of denitions and the theorem on which this algorithm is based.
Let M=(;Q; i; F; ) be an automaton. A strongly connected component (SCC) C1 of
the state transition graph of M is s-local if and only if there do not exist two distinct
states p and q in C1 and a word w in + such that (p;w)=p and (q; w)= q. Let C1
and C2 be two disjoint SCC; then C1 and C2 are pairwise s-local if and only if there
do not exist two distinct states p and q, respectively, in C1 and C2 and a word w2+
such that (p;w)=p and (q; w)= q. Let C be a CC of the state transition graph of
M. The transition span in C of a state p2Q is the set TS(C;p)= fx; x2 j for
every prex w of x; (p;w) is in Cg. The states p and q are TS-equivalent in C
if and only if TS(C;p)=TS(C; q). Let Cj be an SCC of the state transition graph of
a deterministic automaton. The graph is TS-local w.r.t. Cj if and only if it has the
following property, for every SCC Ci which is an ancestor of Cj, either: (1) Ci and Cj
are pairwise s-local, or otherwise (2) there exists a pair of states p and q, respectively,
in Ci and Cj such that p and q are TS-equivalent in Cij (the reaching component from
Ci to Cj). The state transition graph of an automaton is TS-local if and only if for
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every SCC Cj of the graph, it is TS-local w.r.t. Cj. We give here a lemma which will
be useful in the proofs of the next section
Lemma 2.6 (Kim et al. [9]). Let C1 and C2 be SCCs such that C1 is an ancestor
of C2 and C2 is s-local. Let r and s be states, respectively, in C1 and C2 such that
(r; x)= r and (s; x)= s for some x2+. If there are states p and q; respectively, in
C1 and C2; that are TS-equivalent in C1;2; then r and s are also TS-equivalent in C1;2.
We can now state the characterization theorem du to Kim et al. [9].
Theorem 2.7 (Characterisation). A minimal deterministic automaton is locally testable
if and only if it satises the following conditions:
1. All SCCs of the state transition graph are s-local.
2. The state transition graph is TS-local.
The polynomial time algorithm for testing if an automaton recognizes a locally
testable language is based on the previous theorem. It is implemented in AGL, a
set of Maple packages for manipulating automata, semigroups and languages. AGL is
the last version of the software AG [6, 7].
2.3.3. Strongly locally testable languages
Strongly locally testable languages constitute a subclass of locally testable languages.
Membership in a strongly locally testable language is determined only by factors of a
xed length k.
A strongly k-testable language L is a boolean combination languages such that, for
w2+; Ik(w) the set of factors of length k of w, there exists a set X of words on 
such that w2L if and only if Ik(w)X . A language is strongly locally testable if it
is strongly k-testable for some k>0.
Proposition 2.8. Let L be a strongly k-testable language. Let u and v be two words
such that u and v have the same factors of length k. Then we have
u2L, v2L:
Strongly locally testable languages are often dened in an equivalent way as follows
(see, e.g. [3]): L is strongly locally testable if it is a nite boolean combination of
languages of the form w where w2. Let us recall here an algebraic property
of these languages which is given by Beauquier and Pin [3]. Denote by S(L) the
syntaxic semigroup of the recognizable language L on + and by  :+! S(L) the
syntaxic morphism of L. P(L)=(L) is the syntaxic image of L.
Theorem 2.9. A language L is strongly locally testable if and only if its syntaxic
semigroup S(L) is locally idempotent and commutative and if P(L) is a union of
D-classes of S(L).
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3. Characterization of strictly locally testable languages
Local languages were studied in some detail in [14]. In [4] Berstel and Pin give
denitions for local languages, which is exactly the denition of strictly 2-testable
languages (see 2.2), and for local automata. They show that these automata recognize
these languages.
Beal gives in [1] a more general denition for local automata. We make use of an
equivalent denition in order to generalize the result stated by Berstel and Pin, that is
to say, a strictly locally testable language is recognized by a local automaton.
Denition 3.1 (Local automaton). LetM=(;Q; i; F; ) be a deterministic automaton
and let k be a positive interger. The automaton M is k-local if for every w in k ,
the set f(q; w) j q2Qg contains at most one element. An automaton is local if it is
k-local for some k>0.
Proposition 3.2. A language is strictly locally testable if and only if it is recognized
by a trimmed minimal local automaton.
Proof. Let M=(;Q; i; F; ) be a k-local trimmed minimal automaton which recog-
nizes L. Let us dene the sets
X = fw j (i; w)= q2Q and jwj= k + 1g;
Y = fw j (q; w)2F and jwj= k + 1g;
Z = fw j (p;w)= q and p; q2Q;p 6= i; q =2F; jwj= k + 1g:
Let u= a1 : : : an be a word of L of length >k + 1. The word u is the label of a
successful path c : i a1−! q1 : : : qn−1 an−! qn. We have a1 : : : ak+1 2X , an−k : : : an 2Y and
aj : : : aj+k 2Z , 8j; 1<j<n − k. Consequently, a word of L satises the property of
test sets of Denition 2.3.
Suppose now that u= a1 : : : an is a word generated by these sets. Let us show that
i= q0
a1−! q1 a2−!    an−! qn is a successful path. Seeing that a1 : : : ak+1 2X , (i; a1 : : :
ak+1) is dened and equal to qk+1. Since aj : : : aj+k 2Z , aj : : : aj+k is the label of a
path p
aj−!    q aj+k−! r. SinceM is k-local (p; aj : : : aj+k−1)= (qj−1; aj : : : aj+k−1), so
q= qj+k−1 and then r= qj+k . Finally, since an−k : : : an 2Y , qn 2F , and then i! q1   
! qn is a successful path in M.
Conversely, suppose that L is strictly locally testable and suppose that M, the
trimmed minimal automaton recognizing L is not local. Then there exist two pairs
of distinct states p;p0 and q; q0 and a word w of length k such that (p;w)= q and
(p0; w)= q0. Let u= a1 : : : an be a word of L such that w is a factor of u and such
that p and q are on the path labeled u. Let u0= a01 : : : a
0
n be a word of L such that w
is a factor of u0 and such that p0 and q0 are on the path labeled u0. Since L is strictly
locally testable, all words having a1 : : : al  w or a01 : : : a0l0  w for prex have exactly
the same set of suxes. It implies that (q; v)2F , (q0; v)2F , and then q and q0
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are equivalent (for the Nerode equivalence). Therefore the automaton is not minimal.
Contradiction.
Proposition 3.3. An automaton M is local if and only if there do not exist two
distinct states p and q and a word w such that (p;w)=p and (q; w)= q.
Proof. Suppose that M is not local. For every k, from a given rank, there exist a word
w= a1 : : : ak of length k, and two sequences of states p0 : : : pk and q0 : : : qk such that
(pl; al)=pl+1 and (ql; al)= ql+1. Let the rank be n2 where n is the number of states
of M. We consider now the product automaton which states are pairs of states of M
and where the transition function is dened as follows: 0((r; r0); a)= (s; s0) if (r; a)= s
and (r0; a)= s0, for a2. Then consider the sequence of pairs ((pl; ql))06l6n. Since
jwj>n2, there exists a pair of states which is matched twice on the path from (p0; q0)
to (pk; qk). Let (pi; qj) be this pair. It implies that there exists a word u such that
(pi; u)=pi and (qj; u)= qj.
Conversely if there exist two distinct states p and q and a word u such that
(p; u)=p and (q; u)= q then we have, for every l2N+, (p; ul)=p and (q; ul)=
q. It implies that there exists an arbitrarily long word w such that f(q; w) j q2Qg
contains more than one element and hence M is not local.
Proposition 3.4. A language is strictly locally testable if and only if the state tran-
sition graph of its trimmed minimal automaton has the following properties:
1. All SCCs of the state transition graph are s-local.
2. All SCCs of the state transition graph are pairwise s-local.
Proof. This proposition is a direct corollary of Proposition 3.3. Our polynomial time
algorithm to decide whether a language is strictly locally testable is based on this
property and is described in Section 5.
4. Characterization of strongly locally testable languages
Strongly locally testable languages are characterized by a property of the strongly
connected components of the state transition graph of their minimal automaton. This
property leads us to a new polynomial time algorithm which is considered in the next
section.
Denition 4.1. Let M=(;Q; i; F; ) be an automaton and let C be an SCC of the
state transition graph of M. Let LkC be the languages relative to the strongly connected
component C and to the positive integer k:
LkC = fu j juj>k;9x2C such that (x; u)2Cg:
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The prex language of the SCC C denoted by PC is dened as follows:
PC = fu j 9v2 such that (i; u  v)2Cg:
Lemma 4.2. Let L be a locally testable language and let M=(;Q; i; F; ) be its
minimal automaton. Let C be an SCC of the state transition graph of M. If for
every k from a given rank; LkC \PC 6=0 then there exists a word w of LkC and a state
q in C such that (i; w)= (q; w).
Proof. Every word of LkC can be written y ul z, y; u; z 2; l2N, where there exists
r 2C such that (r; u)= r. By assumption we can choose y ul 2PC . Let p= (i; y ul).
We can choose l large enough to have (p; ul)=p. There exists an SCC C0 such
that p2C0. If C =C0 then, because the SCCs are s-local, we have p= r and then
there exists a state q such that (i; y  ul)= (q; y  ul). Otherwise, if C and C0 are
dictinct SCCs, then C and C0 are not pairwise s-local. Since the language is locally
testable, the graph is TS-local. Because C0 and C are successive SCCs, there exist two
states p1 2C0 and q1 2C such that for every word v2, (p1; v) is in the reaching
component from C0 to C if and only if (q1; v) is (p1 and q1 are TS-equivalent in
the reaching component from C0 to C). Now using Lemma 2.6, we have p and q
are TS-equivalent in the reaching component from C0 to C. Because ul is in PC there
exists a word z such that (p; z)2C and then we have (q; z)2C. Because of the
TS-equivalence, there exists a word v such that (q; z  vl0)2C and (p; z  vl0)2C
and so because C is s-local (q; z)= (p; z) which lead us to conclude that there exists
w=y  ul  z such that (i; w)= (q; w).
Proposition 4.3. Let L be a locally testable language. Let M=(;Q; i; F; ) be its
minimal automaton and let S be its syntaxic semigroup. The two following properties
are equivalent.
1. For every SCC C of the state transition graph of M; there exists k such that
LkC PC or LkC \PC = ;.
2. 8x; y2+; (x)D(y))9C an SCC of the state transition graph of M such
that (i; x)2C and (i; y)2C.
In the following, we will write LC for LkC whenever it is not ambiguous.
Proof. 1) 2.
Let x and y be two words such that (x)D(y) and (i; x)= qx, (i; y)= qy, qx 2C1,
qy 2C2 and C1 and C2 are two distinct SCCs. It is obvious that two words having the
same -image act the same on the states of M. For s2 S and q2Q we shall write
(q; s) to designate the value (q; u) for any word u such that (u)= s. There does
not exist a pair of words u and v such that (qx; u)= qy and (qy; v)= qx. It implies
that there does not exist both elements of S; s and t such that (u)= s and (v)= t
and such that (x)  s=(y) and (y)  t=(x), so we have :((x)R(y)). Since
(x) and (y) are in the same D-class, we have Fig. 1 as shown below.
P. Caron / Theoretical Computer Science 242 (2000) 361{376 369
Fig. 1.
It follows that there exists x0 2+ such that (x)R(x0) and (x0)L(y). Let qx0 =
(i; x0). As (x) and (x0) are in the same R-class, there exists d and d0 in S such that
(x)  d=(x0) and (x0)  d0=(x). It comes that (qx; d)= qx0 and (qx0 ; d0)= qx
and so qx0 2C1. The fact that (x0) and (y) are in the same L-class is equivalent
to say that there exist s and t in S such that s  (x0)=(y) and t  (y)=(x0). It
implies (t  s)k  (x0)=(x0). Put u and v such that (u)= s and (v)= t. Only the
two following cases hold:
1. Consider the case where (i; (v  u)l)2C1.
Put p= (i; (v  u)l). By assumption we have (p; x0)2C1. Since (v  u)2l  x0 has
also the same -image as x0, it follows that (p; (v  u)l  x0)2C1. It implies that
(v  u)l 2LC1 ; now (v  u)l 2PC1 , therefore LC1 \PC1 6= ;.
Suppose that LC1 PC1 . We have (v u)l 2LC1 . As (x0)=((v u)l+1 x0) and (p;
(v  u)l+1  x0)2C1, we have also (v  u)l+1 2LC1 . Then we have (v  u)l  v2LC1 and
u  (v  u)l 2LC1 . For every state q2C1, there exists a word w2 such that
(q; w u (v u)l x0)= qx0 . As (u (v u)l x0)=(y) then we have (q; w y)= qx0 .
Thus y2LC1 . By assumption y2PC1 . Following the denition of PC1 , y is such that
there exists z 2 and (i; y  z)2C1 which implies (qy; z)2C1 and so we have
shown the existence of a path from qy to qx0 . We show similarly the existence of
a path from qx0 to qy, which contradicts the hypothesis. Thus we have LC1*PC1 .
2. Consider the case where (i; (v  u)l) =2C1.
There exists an SCC C0 such that (i; (v u)l+j)2C0 for all j2N. Let us now dene
the two states p= (i; (v u)l v) and q= (i; (u v)l). It is obvious that p2C0. Dene
C00 the SCC of q. We have (i; (u  v)l  (u  v)l)2C00 and so (u  v)l 2LC00 \PC00 .
We have also (v  u)l  v2LC0 \PC0 . As (u  v)l 2LC0 and (v  u)l  v2LC00 , we have
LC00*PC00 or LC0*PC0 or C0=C00. We now have to show that C0 and C00 cannot
be the same SCC. We have to distinguish the two following cases:
(a) p 6= q.
We show easily by the same proof as Proposition 3.3 that there exist two
states p0 and q0 in the SCC C0 and a word w such that (p0; w)=p0 and
(q0; w)= q0 due to the fact that for all integer l0, (p; (u  v)l0)2C0 and
(q; (u  v)l0)2C0. It implies that L(M) is not locally testable, contradicting
the assumption.
370 P. Caron / Theoretical Computer Science 242 (2000) 361{376
(b) p= q.
We have (q; y)= qy and (p; y)= (i; (v  u)l  v  y)= (i; (v  u)l  x0)= qx0 .
It implies qx0 = qy, contradicting the assumption.
In order to prove the converse part of the proposition, we will use a result stated by
Beauquier and Pin [3]. Recall the denition of the congruence k . We have u k v if:
1. u and v have the same prex of length <k.
2. u and v have the same sux of length <k.
3. u and v have the same factors of length k.
If L is locally testable then L is a union of k -classes for some k. Put Sk =+= k .
Then there exists a surjective morphism k : Sk! S and a subset Q of S such that
L= −1k (Q) and Q= k(L);
Q= −1(P) and P= (Q);
with P=P(L) the syntaxic image of L.
Let Fk(u) be the set of factors of length k of a word u. The following lemma is
proved in [3].
Lemma 4.4. Let u and v be two words of +. Then k(u)Dk(v) if and only if u= v
or Fk(u)=Fk(v) 6= ;.
Now we close the proof of the converse part of Proposition 4.3. Let C be an SCC
and w; w0 be two words such that w2LC \PC , w0 2LC and w0 =2PC . Put qw = (i; w).
Because w0 2LC , there exists a word z such that (i; w  z  w0)2C. As w2LC , there
exist a state q0 and a word z0 such that (i; w  z w0  z0)= q0 and (q0; w)2C. Using
Lemma 4.2, we can choose w such that (i; w)= (q0; w). Hence for all integers l,
(i; (w  z  w0  z0)l)2C. Because (i; w0) =2C we have (i; (w0  z0  w  z)l) =2C. Let
u=(w  z w0  z0)l and let v=(w0  z0 w  z)l. It is easy to notice that u and v have the
same factors of length k for some k. It implies that k(u)Dk(v) and then (u)D(v).
In conclusion, if we have both LC \PC 6= ; and LC*PC then there exist two words u
and v such that (u)D(v) and u; v are not in the same SCC.
Proposition 4.5. Let L be a strongly locally testable language and let M be the
minimal automaton recognizing L. Let x and y be two words on +. If (x)D(y)
then there exists a strongly connected component C of M such that (i; x) and (i; y)
are in C.
Proof. As (x)D(y), there exist three words x0; a; b such that (x  a)=(x0) and
(x0)L(y). By Lemma 2.1, we have (x0)D(y)) k(x0)Dk(y). Since L is locally
testable x0 and y have the same factors of length k (Lemma 4.4). It is just the same for
x a (b a)l and y (b a)l. It follows that u= x a (b a)l z and v=y (b a)l z have
the same factors of length k, 8z 2 (as far as l is great enough). Since L is strongly
locally testable, u2L, v2L (Proposition 2.8). Moreover, since M is minimal we
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have (i; x  a  (b  a)l)= (i; y  (b  a)l), which implies (i; x0)= (i; y). Then (i; x)
and (i; y) are in the same SCC.
Theorem 4.6. Let L be a language and let M=(;Q; i; F; ) be its minimal automa-
ton. L is strongly locally testable if and only if the following conditions are veried:
1. L is locally testable.
2. For every SCC C; 8p; q2C;p2F, q2F .
3. For every SCC C; there exists k such that LkC PC or LkC \PC = ;.
Proof. (1) and (3) imply that for all x; y belonging to the same D-class, qx = (i; x)
and qy = (i; y) belong to the same SCC (Proposition 4.3). Condition (2) tells us that
qx and qy are both terminal states or both non-terminal states. It implies that D-classes
of S are saturated. So L is strongly locally testable.
Conversely (1) L is strongly locally testable implies that L is locally testable. (2)
Suppose that there exist two states qx and qy of C such that qx 2F and qy =2F . There
exist two words u and v such that (qx; u)= qy and (qy; v)= qx. Let x be a word
such that (i; x)= qx. The word x  (u  v)n is recognized and the word x  (u  v)n  u is
not recognized. Since these two words have the same factors of length k and since the
language is strongly locally testable, we have x  (u  v)n 2L, x  (u  v)n  u2L. It leads
us to a contradiction. (3) From Proposition 4.5, L being strongly locally testable, for
two words x and y of the same D-class, (i; x) and (i; y) are in the same SCC. By
Proposition 4.3, it follows that LC PC or LC \PC = ; for every SCC C.
5. Algorithms and complexity
5.1. Local automaton
In [9] we nd the denition of the pair-graph of an automaton, as well as a lemma
from which we deduce an algorithm to decide whether an automaton recognizes a
strictly locally testable language.
Denition 5.1 (Pair-graph). Let M=(;Q; i; F; ) be an automaton. Let Q1 and Q2
be two subsets of Q. Let  be a symbol not in Q. The pair-graph on Q1Q2 is the
edge-labeled directed graph G(V; E); where V =(Q1 [fg) (Q2 [fg)−f(; )g and
E is dened as follows:
Dene i :Qi!Qi [fg; i=1; 2, such that for all p2Qi and a2,
i(p; a)=

q if (p; a)= q2Qi;
 if (p; a) =2Qi:
Then E= f((p; q); a; (r; s)) jp2Q1; q2Q2; p 6= q; r 2Q1 [fg; s2Q2 [fg; (r; s) 6=
(; ); 1(p; a)= r; and 2(q; a)= sg.
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Notice that there is no out-going edge from a node (p; ) or (; q) of the pair-graph
and that a pair-graph is not necessarily connected.
Lemma 5.2. Let Ci and Cj be two distinct SCCs of the state transition graph of an
automaton M=(;Q; i; F; ). Let Qi and Qj be; respectively; the set of states in Ci
and Cj.
1. The component Ci is s-local if and only if the pair-graph on QiQi has no cycle.
2. The components Ci and Cj are pairwise s-local if and only if the pair-graph on
QiQj has no cycle.
Our algorithm proceeds from this lemma. Let G be the state transition graph of the
automaton M=(;Q; i; F; ) and let n= jQj; s= jj; m is the numbers of edges. For
every strongly connected component Ci, let us call Qi the set of its states. We can test
the two conditions of Lemma 5.2 by running the following algorithm:
(1) Find all SCCs by performing a classical algorithm [2].
(2) Let jSCCj be the number of SCCs.
(3) for i from 1 to jSCCj do
(4) for j from i to jSCCj do
(5) Build the pair-graph Gi; j on QiQj.
(6) Verify that it has no cycle. Lemma 5.2
(* otherwise exit, the language is not strictly locally testable *)
(7) endfor
(8) endfor
Let us study the complexity of this algorithm. SCCs research (1) can be done in
O(max(m; n))6O(n2). Suppose that G has r SCCs and that nj is the number of states
of the SCC Cj. Computation of (5) and (6) is achieved in O(sninj). Thus we can






5.2. Strongly locally testable automaton
We now introduce two new denitions and a theorem that lead us to an algorithm
for testing whether an automaton recognizes a strongly locally testable language.
Denition 5.3 (Product-graph of an SCC). Let M=(;Q; i; F; ) be an automaton.
Let C Q be an SCC of M. The product-graph of the SCC C is the directed graph
G(V; E) where V = f(p; q)= ((i; w); (r; w)) j r 2C; (r; w)2C; w2g and E=
f((p; q); a; (p0; q0)) j a2; (p; a)=p0; (q; a)= q0g.
Denition 5.4 (Attracting point). Let G=(X;U ) be a directed graph. An attracting
point is an SCC that has no descendant.
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Theorem 5.5. Let L be a locally testable language and let M=(;Q; i; F; ) be its
minimal complete automaton. The following two properties are equivalent:
1. For every SCC C of M; the product-graph of C has exactly one attracting point.
2. For every SCC C of M; there exists k such that LkC PC or LkC \PC = ;.
Proof. 1) 2:
By assumption, for every SCC C of M, the product graph has only one attracting
point. Suppose that property 2 is not veried. Then there exists an SCC C such that
LkC \PC 6= ; and LkC 6PC for all k from a given rank. Using Lemma 4.2, there exists
a word w of LkC and a state q2C such that (i; w)= (q; w). Following the deni-
tion of the product-graph, we have ((i; w); (q; w)) is a vertex of the product-graph
and then (p;p); p2C forms an SCC of the product-graph which is an attracting
point. Let us now show the existence of a second attracting point. There exists a word
w0 such that w0 2LC and w0 =2PC . Consider the pair (p2; q2) such that p2 = (i; w0)
and q2 = (r; w0), with r 2C. The vertex (p2; q2) is in the product-graph. Let us no-
tice that there exists no path from p2 to p1 because w0 =2PC , and consequently, that
there exists no path from (p2; q2) to the rst attracting point. Then there exists nec-
essarily a second attracting point and a path from (p2; q2) to this attracting point.
Contradiction.
Conversely 2) 1. By assumption we have, for every SCC C; LC \PC = ; or LC PC .
Suppose we have an SCC C0 such that the product-graph of C0 has two attracting
points. Let C1 and C2 be the two corresponding SCCs in M.
1. Suppose C1 =C2. Then we have 9p;p0 2C1; q2C; w2+ with p 6=p0 such that
(p;w)=p; (p0; w)=p0 and (q; w)2C. It implies that the SCC C1 is not s-local.
Contradiction.
2. Suppose that C1 6=C2. Then we have LC LC1 ; LC LC2 ; and there exist w; w0 2LC
such that (i; w)2C1; (i; w0)2C2. We have w2PC1 . Since w0 2LC , we have
w0 2LC2 and then w0 2LC2 \PC2 . So by assumption we have LC2 PC2 . It implies
that 8w2LC , w2PC1 \PC2 . We can conclude that the two SCCs C1 and C2 are
successive ones. In the product-graph SCCs C1C and C2C lead to the same
attracting point. Contradiction.
Let G be the state transition graph of the automaton M=(;Q; i; F; ) and let
n= jQj, s= jj. For every strongly connected component Cj, let Qj be the set of
its states. We verify that the automaton recognizes a locally testable language with the
algorithm described in [9]. Then we check the strong locality by using the following
algorithm:
(1) Find all the SCCs of the state transition graph.
(2) for j from 1 to jSCCj do
(3) Build the product-graph of the SCC Cj.
(4) Verify that this graph has only one attracting point.
(5) endfor
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Fig. 2. Automaton M1.
Fig. 3. Product-graph of the SCC C = f5; 7; 8g of the automaton M1.
The complexity of local testability test is in O(sn2). The computation of steps (3)
and (4) is achieved in O(
Pr
i=1 sjQj  jQij)6O(sn2) where r is the number of SCCs.
Fig. 3 allows us to verify that M1 is not strongly locally testable. Indeed in the
product-graph there are two attracting points P1 = f5:5; 7:7; 8:8g and P2 = f10:7; 10:8;
10:5g.
The automaton M2 recognizes a strongly locally testable language. The product-
graph of the SCC C = f3; 4g has only one attracting point P3 = f5:4; 5:3g (See Figs.
4, 5).
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Fig. 4. Automaton M2.
Fig. 5. Product-graph of the SCC C = f3; 4g of the automaton M2.
In their paper [3], Beauquier and Pin introduce the notion of threshold locally testable
languages. They give an algebraic characterization of this family of languages. The
question is: is there an automaton characterization for these languages?
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