We introduce a new model capable to parametrize the joint asymmetry in duration and length of cycles in US macroeconomic time series by using particular generalization of the logistic function. The so Generalized STAR nests the traditional symmetric and linear models as peculiar cases. A test for the null hypothesis of dynamic symmetry is discussed. Two cases studies on the index of industrial production and the unemployment rate indicate that dynamic asymmetry is a key feature of the US business cycle. Our model beats its competitors in point forecasting, while this superiority becomes less evident in density forecasting also in uncertain forecasting environments.
Introduction
The US business cycle is characterized by asymmetric fluctuations, as confirmed by a consolidated literature; see, inter alia, Milas et al. (2006) and therein mentioned references. Anyway, defining asymmetry is a non-trivial issue. In fact, Sichel (1993) classifies two types of asymmetry, namely (i) the steepness, when contractions in the levels are steeper than expansions (that is, asymmetry in the level axis) and (ii) the deepness, when the series undergoes at an accelerating time until a minimum after which it starts to recover with high, decreasing acceleration, until to smoothly recover the peak (that is, asymmetry in time axis). When these two definitions are combined, we say there is dynamic asymmetry. McQueen and Thorley (1993) use the expression sharpness as a consequence of the sharpness of business cycle path in recession against the more roundness in expansions.
The primary interest of this paper is in out-of-sample forecasting for the US index of industrial production (IIP) and unemployment rate (UN). We consider samples either at quarterly and at monthly frequency for each of these variables 1 . These data are displayed in Figure 1 and Figure 2 . Several facts arise: (i) in both the series the dynamic asymmetry in the form of steepness is dominant during the the oil-crisis in 1975-76, 1981 and and 2001; in the fifties, sixties and 1973, and 1981-82 the cycle seems to be more characterized by deepness.
(ii) The dynamic asymmetry in form of sharpness is in all its dramatic strength in the Great Recession of 2007-9:
a dozen of observations are sufficient to bring the series at the levels of mid 90s
while, for the recovery phase more than four times are required in the case of IIP;
in the case of UN, this finding is so enforced to make the increase of the variance of the full sample evident. (iii) Different measure of growth rates conveys a different types of asymmetries. In particular, monthly growth rates amplifies the sharpness of recession periods while roundness is partially sacrificed due to a large number of short-run cycles; on the other side, yearly growth rates emphasize the deepness in with a pre-specified number of unobserved states (generally two, corresponding to the phases of Recession and Expansion); eventually, the more asymmetric is the process, the higher is the number of states in the MSAR model. This approach has been particularly appreciated for its easy implementation and close connections with algorithmic rules for dating, see Harding and Pagan (2006) for recent developments. In this paper, we adopt the alternative strategy to treat the process as a continuum of observable states oscillating between two extremes and fit a general, flexible nonlinear function over the observables. This is possible by using smooth transition autoregression (STAR) models introduced by (Haggan and Ozaki, 1981; Chan and Tong, 1986) and developed by Teräsvirta (1994) . These are represented by a sum of a linear part and a nonlinear autoregressive part constituted by a function of the transition variable and a location parameter. In particular, a logistic transition is commonly postulated when the series under consideration is assumed having asymmetric oscillations from its conditional mean.
We argue that, being the logistic function reflectively symmetric by construction, the resulting logistic STAR does not match the theoretical definition of dynamic asymmetry. In other words, the available models for time series allow the econometrician, at the best, to answer to the question: Does the series return to its original regime and when? Here, our objective is to answer to another, more challenging question: Does the rate of change (if any) in the left tail of the logistic transition differ from the right tail and how much? As we will show, an appropriate solution to this methodological question, per se interesting for descriptive aims, improves the forecasting ability of STAR models family.
Two different solutions are nowadays available: the first, proposed by Sollis et al.
(1999) (SLN1) and Lundbergh and Teräsvirta (2006) (LT) is to raise the STAR's transition function to an exponent; the second, suggested by Sollis et al. (2002) (SLN2) is to add a parameter inside the transition function in such a way to control for the asymmetry of both the tails of the transition function by simply using a Heaviside indicator. Unfortunately, both of these solutions present some criticality: In the next Section 2 we contribute to this strand of literature by applying to the autoregressive (AR) model a generalized version of the logistic transition function with two parameters governing the two tails of the logistic sigmoid and a logarithmic/exponential rescaling able to preserve the smoothness of the transition. The resulting Generalized STAR (GSTAR) model encloses the symmetric STAR -and thus, AR -as special cases. An LM-type test for the null hypothesis that the two tails of the transition function are reflexively symmetric is discussed in Section 3.
Section 4, the forecasting properties of the GSTAR model for the U.S. data, jointly with a discussion on the relevance of the empirical finding. Finally, Section 5 summarizes and concludes. A Supplement provides details on alternative asymmetry test and diagnostics, simulations, mathematical derivations and additional examples.
2 Forecasting Models
This section provides a brief description of the non-linear and dynamic asymmetric models implemented in our analysis. For details in statistical inference, model specification and parameter estimation we refer readers to Teräsvirta et al. (2010) , and to Canepa and Zanetti Chini (2016) for what concerns dynamic asymmetric
specification. In what follows, we adopt " . =" to mean "equal by definition" and "≡"
to indicate an equivalence; bold is used for matrix notation; y t is a realization of a (univariate) time series observed at t = 1 − p, 1 − (p − 1), . . . , −1, 0, 1, . . . , T − 1, T .
All of the estimated models for quarterly (monthly) samples include four (eight)
lags; however, all the below written formulas refer to general autoregressive order p. Finally, in our application all the transition variables are assume to be a lag of the dependent variable; thus, none of the models treated in this section requires exogenous variables.
GSTAR Models
The process {y t } T t follows a GSTAR(p) model if
where the T × 1 vector y t is a dependent variable, z t = (1,
is a transition function of the vector of nonlinear parameters ξ = [γ, h(c k , s t )], which in turn is formed by the vector γ = (γ 1 , γ 2 )) and a function of the K location parameter c k , the transition variable s t = y t−d , with d > 0 denoting 5 the delay, and defining η t ≡ (s t − c) for ease of notation,
for η t ≥ 0 (µ > 1/2) and
3) (equation (4)) models the higher (lower) tail of the probability function, so allowing for the asymmetric behaviour introduced by the slope parameter γ 1 (γ 2 ) which controls the velocity of the transition. When
an exponential (logarithmic) rescaling which increases more quickly (more slowly) than a standard logistic function. This parametrization in h(·) is necessary in order to build a test for the null of linearity against of dynamic asymmetry but is not the only possible. In particular, (1)-(4) assumes K = 1 and can be generalized to other distributions of exponential family 2 . The Generalized Logistic is plotted in Figure 3 : the resulting sigmoid is clearly consistent with the Sichel (1993) definition of dynamic asymmetry (see, e.g., the case in which γ 1 = −2 and γ 2 = 4) and maintains the global slope of the transition function unchanged with respect to the traditional symmetric model. notice the straight line aroung 0.5 which corresponds to linear AR model in the case of γ = 0. There a are three particular cases: first, when h(η t ) = η t implies that the function nests a one-parameter symmetric logistic STAR model with slope γ 1 = γ 2 = γ. Second, when γ → +∞, G(·, ·) nest an indicator function I (st>c) . Third, when γ = 0, G(·, ·) nest a straight line around 1/2 for each s t . Each case is described in the course of this section.
An important assumption is that Q(z) = z p − φ 1 z p−1 − · · · − φ p = 0 has its roots inside the unit circle if the process is characterized by G(0, h(η t )); this implies that the model is stationary and ergodic under the null hypothesis of linearity 3 . Finally,
is assumed to be a martingale difference sequence with respect to the history of the time series up to time t−1, denoted as
This is sufficient to built up tests based on artificial regressions as demonstrated in Davidson and McKinnon (1990) and has important consequence for applied aims, in what the test discussed in Section 3 and the three diagnostic tests discussed in Supplement can still be meaningful if the normality hypothesis is rejected.
We remark that the above described GSTAR is the time series variant of the original generalized logistic model proposed by Stukel (1988) , which differs for the definition of h(· · · ) in the case of γ 1 = 0 and
being N exogenous regressors, and consequently, η t = φ z .
STAR Models
When γ 1 = γ 2 in (1)-(4), the GSTAR model nests a traditional (possibly, Multiple
Regime)-STAR model (MRSTAR, henceforth):
where y t is the dependent variable, When K = 1, equations (6) and (5) define the first-order (Multiple-Regime) Logistic
where conditions on γ and c in equation (7) are identifying restrictions. This make the symmetric (MR)STAR fundamentally different to GSTAR in (1), where no additional identification restriction is needed. Under logistic specification, φ + θG(γ, c, s t ) change monotonically as a function of s t from φ to φ + θ. The STAR model is capable to produce accurate forecasts of the process and allows to mimic the business cycle, see Anderson and Teräsvirta (1992) ; Rothman (1998), inter alia.
(SE)TAR Models
When γ 1 = γ 2 → ∞ in (1)-(4) (or, equivalently γ m → ∞ the model (5), the (G)STAR nests a SETAR model (Tong, 1983) :
where φ, z t are defined as in previous models, s t is a continuous switching random 
AR Models
The linear Auto-regressive model (AR)
where z t = (1, y t−1 , . . . , y t−p ) , and φ = (φ 0 , φ 1 , . . . , φ p ) , is a peculiar case of model (1)- (4) with γ 1 = γ 2 = 0 (or equivalently, of model (5) with γ = 0) and M = 1. In a such situation, the transition function is G(γ m , c, s t ) ≡ 1/2, exactly as shown in 
Testing for Dynamic Symmetry
Consider (1) with G(γ, h(η t ))| γ=0 and define τ = (τ 1 , τ 2 ) , where
, where the partition conforms to that of τ . Then the general form of LM statistic is:
whereû is previously defined, under the null hypothesis, the same LST approach can be used. The linearized GLSTAR model leads to the following auxiliary regression for testing linearity and 9 symmetry: 
previous section. The null hypothesis is
The test statistic:
with SSR 0 and SSR denoting the sum of squared estimated residuals from the estimated auxiliary regression (11) and under the null and alternative, respectively and
with different definitions ofû t ,β 1 , β 1 , H 0 , holds for the exponential and double exponential cases; see Canepa and Zanetti Chini (2016) .
Illustrations

Set-up
In this section the GSTAR model is applied to the US data introduced in previous Section 1. The peculiar logarithmic/exponential rescaling property of the generalized logistic transition function makes our parametrization particularly useful to fit the variables in growth rates. In order to control for the possible dominance of deepness against sharpness while considering (infra-)yearly growth rates, we repeat our investigation for both yearly and infra-yearly growth rates. Thus we estimate eight different models, labeled as q∆ q log(·) with q = {1; 4} denoting the quarterly/yearly difference when using sample with quarterly frequency and m∆ m log(·) with m = {1; 12} the equivalent measure when the frequency is monthly 4 .
The literature point forecasting and on evaluation of individual density forecasts under linear models is nowadays established, see Timmermann (2006) 
The multi-step ahead forecast is not available in closed form and requires numerical integration. Hence at t+1, we generate, 1, . . . , m, . . . , M draws, for example, from model (1) - (4) conditionally on the estimated nonlinear parameters ξ and obtain the forecast
t+1 ; ξ|I t ), which is called skeleton forecast of y t ; in turn, this is collected to draw, at t + 2, the forecast
t+1 ), and so on until, at t + h,the forecast
t+h−1 ) is obtained and then evaluated as:
The Monte-Carlo approach requires to make assumptions on the distribution of random numbers t . As we will see in the course of the section, assuming a distribution in random number generation has severe implications in our examples, in particular when density forecasting is required. This problem can be partially avoided by block-bootstrapping the original sample series. Namely, the series is divided in blocks of magnitude b > 1, which then are sampled with replacement and this for every possible contiguous element in the original sample; thus the sampled blocks are attached obtaining the new bootstrap series (ỹ
t ) from the same model; finally, we sequentially compute the M b B forecasts forỹ t+1 ,ỹ t+2 , . . . ,ỹ t+h as before described up to arrive at the skeletonỹ t+h = g(ỹ t+h +˜ (i)
t+h |I t+h−1 ) and evaluating:ỹ
In our application we adopt a moving block-bootstrap algorithm with b = 10 and B = 10, 000 draws. This allows to avoid to make assumptions on the distribution of estimated residuals, and thus to have a forecast robust to model parameter uncertainty, see Efron and Tibshirani (1993) , CH. 8.
Once the forecasts from different models, it is interesting to ask if our model performs better than their linear and symetric competitor(s). This is done by using the Diebold and Mariano (1995) 6 , the Giacomini and White (2006) 
The U.S. Industrial Production
According to the p-values reported in Table 1 the majority of the others are never upper 0.7. Indeed, the slope function is highly asymmetric so that sigmoid does never reach 1. The situation for m∆logIIP is almost specular: the majority of the observation are almost uniformly in the range [0.5, 0.9] with recessions characterized by few observations near the state 0; this produces a slope near to a pure logistic sigmoid. Notice that models for monthly data requires at least two transition functions in the symmetric specification. Table 2 reports the predictive performances of GSTAR for quarterly data jointly with the results for a linear autoregression and the symmetric STAR models. Our parametrization is significantly preferable to both the alternatives for three measures of point forecasting and two density measures on a total of four measures considered. Interestingly, if considering LogS, the linear specification in the short-run while nonlinear symmetric model is preferred for medium term forecasts (2-and 4-ahead quarters). The forecasting performances of monthly series are reported in Table   3 . Almost specularly to what previously written for quarterly models, the GSTAR model is preferred in three point measures on four and just one density measure (the LogS) on four, while the quadratic and quantile scores (QS and qS, respectively) support the symmetric nonlinear parametrization; the linear model wins in CRPS. The hypothesis of no equal predictive ability is investigated in Table 6 for models of quarterly samples and Table 7 for models of monthly data samples. The DieboldMariano test is not able to reject the null hypothesis of no improvement in forecasting ability for a nonlinear and dynamically asymmetric specifications with respect to linear (and symmetric) ones. This result appears counterintuitive, since the linearity and asymmetry tests suggest the converse. But since the Dyabold-Mariano statistics is though for non-nested models, we consider it as a preliminary control. In facts, the (more general) Giacomini-White test does allows for improvements in forecasting ability of GSTAR model in short-run horizons, albeit the p−values blows up as horizons increase and thus the evidence of an improvement decays rapidly in long-run.
The Amisano-Giacomini test supports the GSTAR model only under CRPS, while in the choice between nonlinear symmetric model and linear specification, the first one is supported also by the quantile measure. In monthly samples the gain in forecasting ability of asymmetric models is considerably higher for both asymmetric and nonlinear symmetric specifications; the Amisano-Giacomini test supports nonlinear specification and, again, restricts the preference for GSTAR model to LogS.
The US. Unemployment Rate
According to the graphical inspection in Section 1, UN is strongly countercyclical and, with respect to IIP, the phases of the business cycle are exacerbated. This finding is confirmed by Coherently with the counter-cyclical nature of this indicator, the estimated slopes are opposite in sign with respect on IIP in all the series: γ 1 positive and γ 2 negative; the magnitude is higher in γ 1 with only exception of q∆ 4 logU N , where these parmeters are 1 and -1.
The GSTAR transitions of q∆ 4 logU N and q∆logU N are displayed in Figure 6 .
Both of them concentrate in the lower part of the of the space of continuum of states (around 0.1 and 0.3, respectively); just few observations are above 0.5, and when this happen, these go directly to 1. Indeed, the corresponding sigmoid are nicely steep and deep but with opposite to the ones of quarterly IIP: round and smooth in the lower part, abrupt in the upper one. Figure 7 displays the transition functions corresponding to series in monthly frequency and confirms the previous findings for quarterly series.
According to the comparison of predictive accuracy in Table 2 , the GSTAR parametrization is significantly preferable to both AR and STAR models for three measures of point forecasting and almost all leads of all density measures. Such a supremacy of the dynamically asymmetric specification is confirmed by monthly series (Table   3) for point measures, with some exception for short-run and very long-run leads.
On the opposite side, in density measures the better performance of GSTAR is an exception (namely, in the long-run horizons): while the QS supports the symmetric
This changes all the results, indicating a nonlinear asymmetric behavior only in q∆ 4 logU N and m∆nonlinear parametrization, in CRPS and qS the linear model is preferred.
Uncertainty annihilates all predictive performances of asymmetric model. According to Table 4 , the MRSTAR beats GSTAR in two point measures (MFE and mRAE) and two density measures (QS and qS) and the linear autoregression wins in other cases. Between models for monthly samples (Table 5) GSTAR wins for almost two leads of MFE and almost all leads of mRAE and in quadratic measure for density.
As for the case of quarterly IIP, the Diebold-Mariano test in Table 6 (Table 7) , both Diebold Mariano and Giacomini-White reject the null hypothesis considerably more strongly than in quarterly data; the Amisano-Giacomini test allows for improvements in forecasting ability for the case of MRSTAR models against linear only under QS. Instead, in the same test, the better GSTAR performances enlarge to long-run horizons of LogS and qS and long-run of CRPS; the MRSTAR prevails in short-run forecasts of almost all measures. In secundis, such a superior descriptive accuracy is generally associated to an improvement in point forecasting ability. This finding is not trivial. In fact, the forecasting ability of nonlinear models has been recently checked by Ferrara et al. (2015) . These authors consider more families of models than us (MSARs and timevarying ARs) in their empirical exercise and a larger dataset and concludes that predictive gain as arising from non-linear models is not systematic and when existing, it is small 10 . They explains this evidence by Stock and Watson (2012) sequence of unusually large shocks hypothesis and concludes that using exogenous variables in time series models is globally preferable. Despite the differences in the number of models and in the dataset, our evidence confirms their conclusions only when observing that the gain in terms of forecasting performances of dynamic asymmetric models is low (albeit existent). But this holds almost exclusively when considering density measures. In particular, we confirm the evidence by Kascha and Ravazzolo (2010) that the relation between highest LogS and lower RMSFE is not one-to-one, as instead commonly (and implicitly) though 11 . Differently to Ferrara et al., however, we observe that the Great Recession provides a important motivation for the use of dynamic asymmetric models, and, in general, for the STAR family: in fact, controlling for the inclusion of data after 2007, leads to an important increase in the 10 "Indeed, the results are rather mixed and depend strongly on the evaluation period. However, predictive gains that stem from nonlinear models may arise from variables that experienced clear regime changes over the sample, such as interest rates, for instance. When comparing the performances of non-linear models, the TVAR model seems to be very similar to the AR model [· · · ] and the MSAR model often leads to the poorest results. On the other hand, the TAR and LSTAR models occasionally perform quite well" (Ferrara et al., 2015, page 678) .
Discussion
11 We underline that this result is confirmed by our additive examples in Supplement, where other (non only economic) datasets has been analyzed. and Teräsvirta (2013) . We underline that the role of the dynamic asymmetry and, in particular, its intersection with stochastic/time-varying volatility has never been investigated.
Fourth, dissectangling the role of parameter uncertainty is not easy. A very simplistic scheme can be set as follows: pro-cyclical variables seem not be influenced more than a small part of the measures adopted. On the opposite side, uncertainty downgrades the majority of dynamic asymmetric models of anti-cyclical proxies, so that the STARs return often preferable.
Finally, our forecast comparisons are based on statistical tests originally developed for linear models. Very little is known about the inference on uncertain environment if dynamic asymmetry is assumed. The fluctuation test by Giacomini and Rossi (2010) was supposed clarify our findings. Unfortunately, according to our preliminary results (not shown), the fluctuation tests seems to over-reject the null hypothesis, also when linear autoregression is a reasonable hypothesis; thus, we prefer to postpone this important issue for further methodological investigation.
Conclusions
The Generalized Logistic function is applied to STAR family of models as simple, statistically feasible way to capture the dynamic asymmetry in the conditional mean 12 We do not show the results due to space limits. Further results can be provided under request. Tables and Graphs Table ? ?. In the Amisano-Giacomini test, the GSTAR has the role ofS f and the benchmark (MR-ST)AR density forecast the role ofS g . Since here LogS has positive orientation, if t-statistic is positive, f is preferred; the weight is assumed 1. 
