Semantic relation extraction aims to extract relation instances from natural language texts. In this paper, we propose a semantic relation extraction approach based on simple relation templates that determine relation types and their arguments. We attempt to reduce semantic drift of the arguments by using named entity models as semantic constraints. Experimental results indicate that our approach is very promising. We successfully apply our approach to a cultural database and discover more than 18,000 relation instances with expected high accuracy.
Introduction
In this paper, we are interested in extracting certain basic facts from a cultural database derived from the Thai Cultural Information Center website 1 . The size of this cultural database has gradually increased to around 80,000 records (from November 2010 to October 2012). Each record contains a number of fields describing a specific cultural object. Figure 1 shows an excerpt of the front-end web page of the record no. 35860, which is about the Mid-River Pagoda. The content includes four main components: (1) cover image and thumbnails, (2) title, (3) description and (4) domain. We need to extract facts (hereafter referred to as relation instances) from the description. One can view relation instances as formal meaning representations of corresponding texts. These relation instances are useful for question answering and other applications. Using this record as an example, we could extract a relation instance ISLOCATEDAT Recent research in semantic relation extraction has shown the possibility to automatically find such relation instances. Some approaches rely on high-quality syntactic parsers. For example, DIRT (Lin and Pantel, 2001 ) and USP (Poon and Domingos, 2009 ) discover relation instances based on the outputs from dependency parsers. Such parsers and annotated training corpora are difficult to obtain in non-English languages. Pattern-based approaches (Agichtein and Gravano, 2000; Pantel and Pennacchiotti, 2006; Banko et al., 2007) seem to be more practical for languages with limited NLP resources. For example, TEXTRUNNER (Banko et al., 2007) can efficiently extract relation instances from a large-scale Web corpus with minimal supervision. It only requires a lightweight noun phrase chunker to identify relation arguments. More advanced approaches like SNE (Kok and Domingos, 2008) , RESOLVER (Yates and Etzioni, 2009 ) and SHERLOCK (Schoenmackers et al., 2010) exploit the outputs of TEXTRUNNER for learning.
Our cultural database allows us to make two assumptions:
(A1) Each record belongs to only one main cultural domain. (A2) Each record has only one subject of relations.
The assumption (A1) seems to hold for most of records. We adopt the assumption (A2) from (Hoffmann et al., 2010 ) that try to extract infobox-like relations from Wikipedia. Also, the assumption (A2) seems to hold for our data since the description provides the details about one cultural object whose name is expressed in the record title.
Based on the above two assumptions, we propose our strategy to semi-automatically extract relation instances from the cultural database. We focus on unary relation extraction similar to (Hoffmann et al., 2010; Chen et al., 2011) . We assume that the subject of the relation is the record title. Each relation remains only one argument to be extracted. We describe our relation templates (Section 2.1) and how to effectively find relation texts in a large database (Section 2.2). We use named entities to reduce semantic drift of the target arguments (Section 2.3). We examine the effect of the distances between the relation surfaces and the target arguments (Section 3.1) and provide preliminary results of our experiments (Section 3.2). The results indicate that our strategy of semantic relation extraction is very promising for real-world applications. 2 Approach 2.1 Designing relation templates Table 1 shows our relation templates. There are five main cultural domains in the database, and each main cultural domain has several sub-domains. In our work, we focus on three cultural domains, including attraction, person and artifact, as shown in the first column. Based on these cultural domains, we expect that the subject of relations in each record (i.e., the record title) should be a place, a human or a man-made object, respectively. As a consequence, we can design a set of relations that correspond to the subject. For example, if the subject is a place, we may need to know where it is, when it was built and who built it. We can formally write these expressions by ISLOCATEDAT, ISBUILTIN and ISBUILTBY. The second column shows our relations that are associated with the subject domains. The third column shows relation surfaces used for searching relation texts in which arguments may co-occur. The word in parentheses with an asterisk indicates that it may or may not appear in the surface.
พระเจดี ย์ กลางนำ ้ า
The answers to where, when and who questions are typically short and expressed in the form of noun phrases. Using noun phrases as relation arguments can lead to high recall but low precision. For example, the noun phrase occurring after the relation ISBUILTIN could be a place (is built in the area of . . .) or an expression of time (is built in the year of . . .). In our case, we expect the answer to be the expression of time, and hence returning the place is irrelevant. This issue can be thought of as semantic drift. Here, we attempt to reduce semantic drift of the target arguments by using named entities as semantic constraints. The forth column shows named entity types 3 associated with the subject domains and their relations.
Searching relation texts
Searching text segments containing a given relation surface (e.g., "สร้ างโดย" (is built by)) in a large database is not a trivial task. Here, we use Apache Solr 4 for indexing and searching the database. Apache Solr works well with English and also has extensions for handling non-English languages. To process Thai text, one just enables ThaiWordFilterFactory module in schema.xml. This module invokes the Java BreakIterator and specifies the locale to Thai (TH). The Java BreakIterator uses a simple dictionary-based method, which does not tolerate word boundary ambiguities and unknown words. For example, the words "สร้ าง" and "ก่ อสร้ าง" occur in the Java's system dictionary. Both convey the same meaning (to build). We can see that the first word is a part of the second word.
However, these two words are indexed differently. This means if our query is "สร้ าง", we cannot retrieve the records containing "ก่ อสร้ าง". In other words, the dictionary-based search returns results with high precision but low recall.
In our work, we process Thai text in lower units called character clusters. A character cluster functions as an inseparable unit which is larger than (or equal to) a character and smaller than (or equal to) a word. Once the character cluster is produced, it cannot be further divided into smaller units.
For example, we can divide the word "ก่ อสร้ าง" into 5 character clusters like "ก่ -อ-ส-ร้ า-ง". As a result, if our query is "สร้ าง", we can retrieve the records containing "ก่ อสร้ าง". We refer to (Theeramunkong et al., 2000) for more details about character cluster based indexing. In our work, we implement our own ThaiWordTokinizeFactory module and plug it into Apache Solr by replacing the default WhitespaceTokenizerFactory. Our character cluster generator class is based on the spelling rules described in (Kruengkrai et al., 2009 ).
In Thai, sentence boundary markers (e.g., a full stop) are not explicitly written. The white spaces placing among text segments can function as word, phrase, clause or sentence boundaries (see the "รายละเอี ยด" section in Figure 1 for example). To obtain a relation text, which is not too short (one text segment) or too long (a whole paragraph), we proceed as follows. After finding the position of the target relation surface, we look up at most ± 4 text segments to generate relation texts. This length should be enough for morphological analyzer and named entity recognizer.
Learning named entities
We control semantic drift of the target arguments using named entities. We build our named entity (NE) recognizer from an annotated corpus developed by (Theeramunkong et al., 2010) . The origi-(I): word 1,2 grams + label bigrams (III): (II) + POS 3 grams nal contents are from several news websites. The corpus consists of 7 NE types. We focus on 4 NE types according to our relation templates in Table 1 . Once we obtained the NE corpus, we checked it and found several issues as follows:
1. Each NE tag contains nested NE tags. For example, the person name tag contains the forename and surename tags. 2. The corpus does not provide gold word boundaries and POS tags. 3. Each NE type is annotated separately.
For the first issue, we ignored the nested NE tags and trained our model with top NE tags (PER, ORG, LOC, DATE). For the second issue, we used a state-of-the-art Thai morphological analyzer (Kruengkrai et al., 2009 ) to obtain word boundaries and POS tags. In this work, we trained the morphological analyzer using ORCHID corpus (Sornlertlamvanich et al., 1997 ) and TCL's lexicon 5 (Charoenporn et al., 2004) . We then converted the corpus format into the IOB tagging style for NE tags. Thus, the final form of our corpus contains three columns (word, POS tag, NE tag), where the first two columns are automatically generated and of course contain a number of errors. For the third issue, we trained the model separately for each NE type. We obtained 33231, 20398, 8585, 2783 samples for PER, ORG, LOC, DATE, respectively.
To ensure that our NE models work properly, we split samples into 90%/10% training/test sets and conducted some experiments. We trained our NE models using k-best MIRA (Margin Infused Relaxed Algorithm) (Crammer et al., 2005) . We set k = 5 and the number of training iterations to 10. We denote the word by w, the k-character prefix and suffix of the word by P k (w) and S k (w), the POS tag by p and the NE tag by y. Table 2 summarizes all feature combinations used in our experiments. Our baseline features (I) include word unigrams/bigrams and NE tag bigrams. Since we obtained the word boundaries and POS tags automatically, we introduced them gradually to our features (II, III, IV) to observe their effects. Figure 2 shows F1 results for our NE models. We used the conlleval script 6 for evaluation. We observe that PER is easy to identify, while ORG is difficult. Prefix/suffix features dramatically improve performance on ORG. Using all features (IV) gives best performance on PER (93.24%), ORG (68.75%) and LOC (83.78%), while slightly drops performance on DATE (85.06%). Thus, our final NE models used in relation extraction are based on all features (IV). Although these results are from the news domain, we could expect similar performance when applying the NE models to our cultural domains.
Summary
We summarize our strategy as follows. After selecting the subject domain, we send its relation surfaces (shown in the 3rd column of Table 1 ) to Apache Solr. We then trim the resulting record descriptions to obtain the relation texts (described in Section 2.2). Next, we perform word segmentation and POS tagging simultaneously using our morphological analyzer and feed the results into our NE models (described in Section 2.3). We invoke the appropriate NE model based on our relation templates (described in Section 2.1). Finally, our system produces outputs in the form of  RELATION(a, b) , where a is a record title, and b is an argument specified by its NE type in the templates. Table 5 : Relation instances produced by our system. extracted if its argument exactly matches the fact. For example, if our system only extracts the first name while the fact is the whole name, then we consider this instance to be incorrect. Finally, we set the maximum distance between the relation surface and its argument to 5. Table 4 shows the performance of our relation extraction. The overall results are surprisingly good, except those of HASOLDNAME and ISMADEBY. Table 5 shows some samples of relation instances produced by our system.
Related work
Named entity recognition has been applied to relation extraction. Hasegawa et al. (2004) propose an approach that discovers relations between two named entity types. Their approach clusters pairs of named entities using the similarity of context words intervening between them and assigns labels using frequent context words. In the Thai writing style, sentence boundary markers are absent, and subjects are often omitted. These two issues make it difficult to obtain two named entities in the same sentence. Our approach only considers one named entity and its preceding context words and uses simple templates to determine relation types.
Relation extraction can be simplified by focusing on unary relations. Hoffmann et al. (2010) present LUCHS, a self-supervised system that learns a large number of relation-specific extractors. Each extractor is trained according to an attribute of Wikipedia's infoboxes. Training data are created by matching attribute values with corresponding sentences. Their approach requires an article classifier to reduce the number of extractors to be invoked for prediction. The overall strategy fits well with Wikipedia data. Unfortunately, resources like infoboxes are not available in our data. Chen et al. (2011) propose an approach that learns relation types by using declarative constraints. The constraints capture regularities of relation expressions at various levels of linguistic structure, including lexical, syntactic, and discourse levels. To learn a model, their approach requires a constituent-parsed corpus, which is generated automatically using the Stanford parser (de Marneffe and Manning, 2008) . Such a high-quality parser is difficult to obtain in languages with limited NLP corpora and tools like Thai.
Conclusion
We successfully applied our approach to a cultural database and could discover more than 18,000 relation instances with expected high accuracy. The outputs of our relation extraction can be useful for other applications such as question answering or suggesting related topics based on semantic relations.
In future work, we plan to extract more relations, especially in the cultural artifact domain. We are interested in some relations like ISMADEOF which requires the NE type like materials. However, this NE type is not available in the current NE corpus. We will explore other techniques to constrain the noun phrases to prevent the semantic drift problem.
