Introduction.
The aim of this paper is to show that the two classes of recognizable (or regular) languages of the title are actually the same. But a title has to be short and ours does not mention two other important characterizations given in this paper: an algebraic characterization, on which our proofs rely, and a more algorithmic one in terms of nite automata. This gives four possible points of view to look at our class and so, the reader may choose between combinatorics, topology, algebra or automata according to her or his preferences. We present the language perspective, the topological aspects, the algebraic characterization and the connections with automata in this order.
The polynomial closure of a class of languages L of A is the set of languages that are nite unions of languages of the form L 0 a 1 L 1 a n L n , where the a i 's are letters and the L i 's are elements of L. The fact that letters are inserted between the L i 's is a technical facility that makes life easier. The terminology polynomial closure, rst introduced by Sch utzenberger 23], comes from the algebraic notation for the rational expressions, in which union is denoted by +. This closure operation leads to natural hierarchies among recognizable languages. De ne a boolean algebra as a set of languages of A closed under nite union and complement. Now, start with a given boolean algebra of recognizable languages, and call it the level 0. Then de ne recursively the higher levels as follows: the level n + 1=2 is the polynomial closure of the level n and the level n + 1 is the boolean closure of the level n + 1=2. Note that a set of level m is also a set of level n for every n m. The main problems concerning these hierarchies is to know whether they are in nite and whether each level is decidable.
At least three di erent hierarchies of this type were proposed in the literature and the three of them were proved to be in nite. If one starts with nite or co nite languages ( ) , one gets the famous \dot-depth hierarchy". This hierarchy was presented for instance in the invited lecture of I. Simon at the ICALP 1993 24] . If one starts with the trivial boolean algebra (A and ;) one gets the Straubing-Th erien concatenation hierarchy. These hierarchies have some nice connections with quanti ers hierarchies in formal logic 25, 17] . The third hierarchy, called the group languages hierarchy 10], is obtained by taking the group languages as level 0. A group language is simply a recognizable language accepted by a permutation automaton, that is, a complete deterministic nite automaton in which each letter induces a permutation on the set of states. Thus our class, the polynomial closure of group languages, is exactly the level 1=2 of this hierarchy. It may seem a little disappointing to stay below level 1 of a hierarchy, but the reader should be aware that the decidability problem is an open problem (for the three hierarchies) for all levels > 1: : : The decidability of level 1 is now proved for the three hierarchies, but it is an extremely di cult result for ( ) A simple characterization can also be given in terms of syntactic monoids. Recall that a monoid is a set equipped with an associative multiplication and an identity (denoted by 1) for this multiplication. An ordered monoid (M; ) is a monoid M equipped with a (partial) stable order relation : for every u; v; x 2 M, u v implies ux vx and xu xv. An order ideal of (M; ) is a subset I of M such that, if x y and y 2 I, then x 2 I.
Let (M; ) be an ordered monoid and let be a surjective semigroup morphism from A onto M, which can be considered as a morphism of ordered monoid from (A ; =) onto (M; ). In this paper, the post x notation x (resp. x ?1 ) will be used in place of the more standard notation (x) (resp. ?1 (x)). A language of A is said to be recognized by if L = P ?1 for some order ideal P of M. By Finally, we show that a recognizable language belongs to the polynomial closure of the group languages if and only if the graph which is the direct product of two copies of the re exive and transitive closure of its minimal automaton contains no con guration of the form where q 1 is a nal state and q 2 is a non nal state. This result leads to a polynomial time algorithm for testing, given an n-state deterministic automaton A, whether the language accepted by A belongs to the polynomial closure of the group languages, or, equivalently, is open in the Hall topology.
We tried to keep the paper self-contained. The techniques of semigroup theory required in the proofs are introduced in section 2. The Hall topology is de ned in section 3, the main result is presented in section 4 and the algorithms are discussed in section 5. The separation property is presented in section 6 . Some open problems are discussed in section 7.
Useful facts about monoids
In this section, we state without proof three results of semigroup theory that are needed in this paper. Notice that nothing is said about the size of the group G, which can actually be rather large.
The Hall topology
We de ne in this section the Hall topology. It follows from a well known result of algebra (the free group is residually nite 6]) that two distinct words u and v of A can always be separated by a nite group in the following sense: there exists a nite group G and a monoid morphism ' : A ! G such that u' 6 = v'. We give here a self-contained proof of this fact. Consider the minimal deterministic (but non complete) automaton recognizing the language fu; vg. For instance, if u = abbab and v = ababb, this automaton is drawn in gure 3.1. The resulting automaton is a permutation automaton, which recognizes a group language 
Proof. It su ces to prove that for every s; t 2 M, st 2 P implies sD(M)t P. We now prove 3.2. Let N be the set of all n 2 M such that st 2 P implies snt 2 P.
Then N is a submonoid of M which contains E(M) by Theorem 3.5. Now if a aa = a and n 2 N, then st 2 P implies sa at 2 P and s aat 2 P since a a and aa are idempotents (because (a a)(a a) = (a aa) a = a a and ( aa)( aa) = a(a aa) = aa). Now the condition (sa)( at) 2 P implies (sa)n( at) 2 P and thus an a 2 N. Similarly, (s a)(at) 2 P implies (s a)n(at) 2 P whence ana 2 N. Therefore N is closed under weak conjugation and thus contains D(M).
Theorem 3.5 also has some strong consequences on the algebraic structure of M. Recall that an element x of a monoid M is an inverse of an element x if x xx = x and xx x = x. A block group is a monoid such that every element has at most one inverse. to prove that Y is contained in P. Let a 1 a n 2 X, with n N. Then (a 1 a n ) 2
It follows, by Corollary 3.7, that (Ra 1 Ra 2 Ra n R) is contained in P and thus Y is contained in P.
We now prove the inclusion X Y . Let u 2 X. We show by induction on the length of u that u 2 Y . If juj N, then u = a 1 a n with n N. Since the empty word belongs to R, one also has u 2 Ra 1 R a n R and thus u 2 Y . Assume that juj > N. Then Therefore, there exists a word a 1 a n 2 X (with n N) and words r 0 ; r 1 ; : : : ; r n 2 R such that u 0 = r 0 a 1 r 1 a n r n . Thus u 0 , u 1 and u 3 can be factorized as follows u 0 = r 0 a 1 r 1 a i r 0 i u 1 = r 00 i a i+1 a j r 0 j u 3 = r 00 j a j+1 a n r n with r 0 i r 00 i = r i and r 0 j r 00 j = r j for some i; j such that 0 i j n. Now r 0 j u 2 r 00 j 2 R since (r 0 j u 2 r 00 j ) = (r 0 j )(u 2 )(r 00 j ) = (r 0 j )1(r 00 j ) = (r 0 j r 00 j ) = r j = 1. It follows that u = u 0 u 1 u 2 u 3 = r 0 a 1 r 1 a j (r 0 j u 2 r 00 j )a j+1 a n r n whence u 2 Ra 1 R a n R and u 2 Y .
It is interesting to note that the integer N occurring in the proof of Theorem 4.2 depends on the cardinality of the group G. Although we didn't give any explicit bound on the size of G, it su ces to know that G is nite to prove the existence of the bound N.
Another surprising consequence of the proof is the polynomial expression of X given by the formula 4. where E is the set of words a 1 a k such that (a 1 a k ) = g and the k+1 elements 1 , a 1 , (a 
Algorithms
In this section, we give a polynomial time algorithm for testing, given an n-state deterministic automaton A, whether the language L accepted by A belongs to Pol(A G), or, equivalently, whether L is open in the Hall topology. First we may assume that A is a complete, minimal, deterministic automaton, since completion and minimalization can be achieved in polynomial time and do not increase the number of states by more than one. Before giving the details of our algorithms, let us x some convenient notations. Given a nite (complete) deterministic automaton A = (Q; A; ), we denote by A 2 = (Q 2 ; A; ) the direct product of two copies of A, where the action of A on Q 2 is given by (q 1 ; q 2 ) a = (q 1 a; q 2 a)
We also denote by G(A) (resp. G 2 (A)) the re exive and transitive closure of the transition graph of A (resp. A 2 ). For instance, if A is the automaton represented below 2 F. Proof. Suppose that L is open, and consider a con guration in A of the form above. Then there exist two words u and y such that, in A, p u = q u = q, p y = q 1 and q y = q 2 . Since A is minimal, every state of A is accessible and in particular, there exists a word x 2 A such that i x = p. On the one hand, i xy = p y = q 1 2 F and thus xy 2 L. On the other hand, for every n > 0, i xu n y = p u n y = q y = q 2 = 2.1, there exists an integer n such that q u n = q u 2n for all q 2 Q. Set v = u n , p = i x, q = p v, q 1 = p y and q 2 = q y. Then Let M be an ordered monoid satisfying 1. and we have derived some topological consequences of this result. The Hall topology, as de ned in this article, is actually a special case of the topologies de ned by Hall in his seminal paper 6]. Indeed, one can attach a topology to each class of nite groups closed under taking subgroups, quotients and nite direct products. For instance, one may consider the p-groups (for some prime p), the solvable groups or the nilpotent groups. To have the de nition of the corresponding topology, just replace in the de nition every occurrence of \group" by \p-group" (resp. solvable group, nilpotent group). One can show, in these three examples, that the topology can be de ned by a distance. The question is now to characterize the recognizable open sets with respect to these topologies and the polynomial closure of the corresponding group languages. There is some hope to solve both questions in the case of p-groups since Ribes and Zalesskii have recently proved an analogous of their result for p-groups 22] , but the problem seems to be more di cult for the two other classes: : :
