We address the problem of designing and analyzing the performance of a coded modulation scheme for the fading channel when space diversity is used. Under fairly general conditions a channel a ected by fading can be turned into an additive white Gaussian noise (AWGN) channel by increasing the number of diversity branches. Consequently, it can be expected (and is indeed veri ed by our analyses and simulations) that a coded modulation scheme designed to be optimal for the AWGN channel will perform asymptotically well also on a fading channel with diversity. Thus, we can argue that \fading codes" are not essential when diversity is introduced. This paper contains the following results:
Introduction and motivation of this work
The severe performance degradation e ects associated with at fading in radio channels are well known. Similarly well known is the fact that, when coping with fading, an alternative option to increased power is the use of multiple-receiver techniques categorized under the name of diversity. Space, frequency, direction-of-arrival, polarization, time, and multipath diversity have been considered for a long time (see, e.g., 14]). More recently, coded modulation has been regarded as a way of introducing time diversity 16] . Actually, the e ect of increasing the Hamming distance between pairs of possible symbol sequences transmitted over the at Rayleigh-fading channel is the same as induced by increasing the number of branches in space diversity. One problem with this approach is that the design criteria for coded modulation schemes in fading channels di er from the standard minimum-Euclideandistance criterion valid for the AWGN case. Consequently, a code optimal for the AWGN channel may perform poorly on a fading channel and vice versa. (Attempts at nding signal constellations that perform well on both channels have recently been reported in 2].)
It is the authors' opinion that the synergy of coded modulation with space diversity has not yet been given the attention it deserves. This paper attempts to ll this gap by providing a fairly complete and detailed analysis of coding with diversity, for the case of time-and space-correlated at Rician fading. The standard approach to diversity is based on the fact that, with several diversity branches, the probability that the signal will be simultaneously faded on all branches can be made small. Here we take a di erent approach, by basing our analysis upon the observation that, under fairly general conditions, a channel a ected by fading can be turned into an additive white Gaussian noise (AWGN) channel by increasing the number of diversity branches. Consequently, it can be expected (and is indeed veri ed by our analyses and simulations) that a coded modulation scheme designed to be optimal for the AWGN channel will perform asymptotically well also on a fading channel with diversity. This allows us to argue that \fading codes" are not essential when diversity is introduced: use of \Gaussian" codes along with diversity reception may be a better proposition.
To show the individual impact of antenna diversity on making the channel \more Gaussian," in our analysis we disregard the SNR increase that actually occurs when multiple receive elements are used. This is obtained by assuming that the transmit power is lowered by a factor equal to the diversity order 1 . The paper is organized as follows. In Section 2 we describe the channel model under consideration. In Section 3 we derive bounds on the error probability of a system with coded modulation and diversity, in the general case of time-and space-correlated at Rician fading. A new method for computing the pairwise error probability in a simple way and within any desired accuracy is proposed. This allows us to obtain a very tight upper bound even with Rician fading, a case in which the Cherno bound is loose and multiple poles and essential singularities make the method of residues 5] di cult to apply. In Section 4 we study the convergence of a fading channel with independent diversity to an AWGN channel. Section 5 is devoted to channel cut-o rate and capacity for the q-PSK channel with correlated diversity and in nite interleaving. In Section 6 we show some performance examples, and study the impact of diversity on the total delay (interleaver depth) of the system. This paper is entirely devoted to coherent detection. Part II 20] deals with di erential demodulation and multi-symbol detection. A paper now in preparation will study the e ect of antenna diversity on interference rejection.
2 System model denote a binary information sequence. As the information bits enter the coded modulator, the encoded sequence x = (: : :; x k?1 ; x k ; : : :) is generated. We examine q-ary PSK modulation, so we have x k 2 fe j2n =q g q?1 n=0 . The sequence x is then interleaved before entering the modulator. Since transmission takes place on a faded channel with additive white Gaussian noise, the e ect of the interleaver/deinterleaver pair can be accounted for by suitably modifying the time-correlation function of the fading process. Thus, from now on, we do not distinguish between the original sequence and its interleaved version, and focus instead on this correlation function. The x-sequence is fed to the shaping lter, whose impulse response is p E p(t). Here E is the energy per symbol, and p(t) is a unit-energy pulse chosen in such a way that, when passed through the matched lter p (?t), the synchronously-sampled output is intersymbol-interference free.
(T the symbol interval) is sent through M di erent faded channels (diversity branches). We assume here the general case of stationary slow Rician fading (see, e.g., 7]), represented for branch i by a multiplicative complex Gaussian random process g i (t) with
Var(g i (t)) = 1 2(1 + K) (4) where K is the Rician parameter, de ned as the ratio of the energy of the line-of-sight component to the energy of the di use multipath component. Two limiting cases are for K = 0 and K = 1, which give the Rayleigh-fading and the AWGN channel, respectively.
In the following we assume that the fading process is wide-sense stationary both in time and in space. Speci cally, de ne the following quantities. F is the normalized Doppler bandwidth, i.e., the ratio between the maximum Doppler shift and the symbol rate 1=T, N is the interleaver depth (in symbol intervals) and D is the normalized \antenna distance" D = d a = 0 , with d a the physical minimum distance between two receiving antenna elements, the angle subtended by the scattering volume, and 0 the carrier wavelength 14]. With these de nitions, our assumption on the fading process is that its auto-covariance function admits the following expression:
for some real, positive-de nite function f( ) with f(0) = 1 (e.g., f( ) = J 0 (2 ) For each diversity branch, the signal at the receiver's input takes the form y i (t) = g i (t)x(t) + n i (t);
with n i (t) a white Gaussian complex noise process with two-sided power spectral density N 0 =2. In our performance analyses we assume that the additive noises associated with signals in the various diversity branches are independent. After demodulation, matched ltering, and synchronous sampling with ideal timing (which provides intersymbol-interference-free samples), the diversity channel is modeled by a discrete-time channel with scalar input x k and vector output y k such that y k = p g k x k + n k : (6) The meaning of symbols is as follows:
n k is a random M-vector whose components n i k are i.i.d. complex Gaussian random variables with zero mean and variance 1=2. Our assumption of perfect channel state information (CSI) implies that g k is known at the receiver. Given g k and x k , the received vector y k is conditionally Gaussian, with mean p g k x k and independent components. By observing that the modulated symbols have constant magnitude, maximum-likelihood (ML) coherent detection consists of maximizing the additive metric X k 2 < g y k y k b
over all the possible coded sequences b
x (here the dagger y denotes Hermitian transpose).
Consequently, for ML detection we should rst form the combined diversity-channel output r k = g y k y k ; (8) and then use the sequence r k to generate the metric to be associated with the branch of the code trellis labeled by coded symbol b x k : m(r k ; b
In practice, the scalar product (8) may be computed before deinterleaving, so that only one deinterleaver is needed. Notice also that (8) is equivalent to maximal-ratio combining 6, 14].
3 Error-probability analysis
The standard approach to the calculation of bit-error probability for trellis-coded modulation is based on a union bound in the form of an in nite summation over error events including pairwise error probabilities 1] P(x ! b x), where x and b x are symbol sequences. The actual computation of this bound may be complex. Moreover, the in nite summation can only be computed if transfer-function techniques are used. Otherwise, it must be truncated by considering error events up to a certain maximum span, which provides an approximation, rather than a bound, to bit error probability.
Recalling (7), in an error event the di erence between the metrics of two sequences x and b
x whose Hamming distance is L, i.e., which di er in positions j 1 < j 2 < < j L , is given by
where we have de ned
The smallest such L is usually referred to as the \code diversity." In the following we shall examine the interaction between the antenna diversity M and this code diversity.
If the code is not catastrophic, when L is nite the span of the error event is also nite, and the pairwise error probability is given by
The right-hand side of (12) can be computed as follows. Evaluate rst the Laplace transform (s) = E e ?s ] of the probability density function of . Then, use the inversion formula 12]
c?j1 1 s (s) ds (13) where c > 0 is chosen so that (13) (14) (here 1 denotes a vector all whose components are 1). Denote by R a matrix such that the covariance matrix of g can be written in the form
(use (5) 
The latter can be diagonalized by the unitary matrix of its eigenvectors, say Q. (20) where
and q k;i is the eigenvector (column of Q) corresponding to the eigenvalue k;i .
Computing the pairwise error probability
Several techniques can be employed to obtain numerical results from (13) . The simplest one, known as Cherno bound, consists of bounding from above P( 0) as follows. Take s = (a real variable), and write
where is the set of non-negative values of for which ( ) converges.
Since (20) is minimized for = p =2, the Cherno bound on the pairwise error probability yields
The exponent of the Cherno bound is exponentially tight as the signal-to-noise ratio grows to in nity. However, it may be just too loose to be useful in practice. With Rayleigh fading, a useful technique for exact computation of the pairwise error probability consists of evaluating the integral in (13) as 5, 7] P(x ! b x) = ?
where the summation runs over the poles in the half-plane <s > 0. In principle, this technique could be used for Rician-fading channels as well. However, the exponential term in (20) originates essential singularities, and, for independent diversity, the multiplicity of the eigenvalues k;i is a multiple of the diversity order M, which gives origin to multiple poles. All this makes the computation of (24) quite complicated. Here we advocate numerical evaluation of the integral in (13) after suitable choice of the integration path. Speci cally, by choosing s = p =2 + j!, after some algebra we get
which can be approximated to any degree of accuracy by using a quadrature rule as described in Appendix A.
Pairwise error probability for factorable correlation
Two important special cases of the above occur when interleaving has in nite depth, which makes fading independent in time, and when the diversity branches are a ected by independent fading processes, which makes fading independent in space. In these two cases the matrix R which provides the covariance of g according to (15) can be written as the product R = I L R s or R = R t I M , respectively, where R t and R s are L L and M M, and have diagonal elements equal to 1. These, in turn, may be considered as special cases of a situation in which the fading covariance matrix is \factorable," i.e., has the form R = R t R s 
From the above decomposition, the terms k;i and k;i in (20) can be given the form
where we have de ned 
This shows that the e ect of branch correlation is to modify the code distances by factors equal to the eigenvalues i of R s . Yet, provided that none of the i is zero, the code diversity is still increased by a factor M.
Asymptotic behavior of the diversity channel
In this section we analyze the asymptotic behavior of the independent-diversity channel as M ! 1. The following general result can be proved (the proof is omitted here for brevity's sake).
Proposition 1. As the number M of diversity branches grows to in nity, coded-modulation schemes in the Rician fading channel with independent diversity approach the AWGN performance, irrespective of the fading time-correlation.
2
A stronger result on convergence can be derived directly from the combined channel output r k , as given in (8), under the assumption that the fading is uncorrelated in space. Divide r k by p M to obtain the equivalent channel output
where, as M ! 1, by Khinchine's strong law of large numbers 17], u k ! 1 with probability one, and, by the central limit theorem, z k converges in distribution to a complex Gaussian zero-mean random variable with variance 1=2. Then, since the performance of any code depends only on the statistics of the channel output, the error probability will be asymptotically the same of an AWGN with SNR= ?.
Speed of convergence
We now examine how fast the fading channel tends to the AWGN channel as M increases. Our analysis refers here to Rayleigh fading only (K = 0). Although we do not prove this explicitly, it is reasonable to expect that the Rician channel (0 < K < 1), being naturally closer to the AWGN channel, would exhibit a convergence faster than the Rayleigh channel.
Since g k is known by the receiver, and since dividing the received signal by a known constant does not change the probability of error, we may consider the equivalent channel output We have the following: Proposition 2. For M > 1, k de ned in (35) can be written as k = 2 ?1=2 (t (1) k + jt (2) k ), where t (1) k and t (2) k are real, i.i.d. random variables distributed according to a Student t-distribution with 2M degrees of freedom. We should observe that both (36) and (37) do not depend on ?, but only on M. Thus, the speed of convergence is the same irrespective of SNR. Table 1 5 Cut-o rate and channel capacity.
In order to compare di erent channels when coding is used we can make use of randomcoding bound parameters like the channel cut-o rate R 0 22] or we can look at the channel capacity C q of the resulting q-PSK diversity channel. An analysis of achievable performances over the exponentially correlated Rician fading channel is available in 13]. Here we consider only the case of in nite interleaving, which makes the channel memoryless. 
In order to obtain an expression for the channel capacity C q , consider the vector channel model (6) . This yields I(x; y;g) = I(x; y) + I(x; g j y) = I(x; g) + I(x; y j g)
From the last equality, since I(x; g) = 0 and I(x; g j y) 0 we get I(x; y) I(x; y j g):
Thus, the capacity C q is obtained when g is known by the receiver (perfect CSI). Moreover, after some algebra and by exploiting the geometrical uniformity 4] of the q-PSK signal set, where z runs among the q-PSK symbols, and g, n are Gaussian M-vectors distributed as the g k and n k of our model, respectively. The last expression in (42) can be evaluated numerically by Montecarlo integration.
We may also prove that, if we consider the channel with input x k and output r k given by (8) (i.e., the diversity channel including the linear combiner), we have I(x; y j g) = I(x; r j g), which shows an aspect of the optimality of linear combining: in fact, (8) is an optimal processing of the received vector y in the sense that it is a su cient statistics for y given g).
Computation of R 0 and/or C q enables us to evaluate the bene ts to be expected from diversity applied to random codes and to compare them with the gains which can be obtained when diversity is applied to actual nite-complexity codes (see Section 6). Fig. 2 shows C q for q = 4 and q = 8, K = 0, and di erent values of the diversity order M. We see that, for rate-1=2 coded 4-PSK, diversity can provide no gain in excess of 2 dB, while for rate-2=3 coded 8-PSK diversity can achieve no more than 3 dB when random codes are used. However, in the next section we show through some examples that diversity can provide much larger gains if applied to practical, low-complexity coding schemes, while it provides moderate gains (in accordance to the capacity curves) if applied to high-complexity codes.
Results
In this section we illustrate our analysis with some computational results. Here by U4 and U8 we denote Ungerboeck's rate-2=3 coded 8-PSK schemes 18] with 4 and 8 states, respectively, while J4 denotes the 4-state, rate 2=3 coded 8-PSK scheme optimized for the Rayleigh fading described in 7], and Q64 denotes a \classical" coded scheme formed by concatenating the binary rate-1=2 64-state convolutional code with generators 171; 133 (octal notation) with a 4-PSK modulator with Gray mapping 21].
For time-correlated fading, as noted in 5], we cannot exploit transfer-function techniques to evaluate to error probability bound. This is because the pairwise error probability (25) of an error event with squared Euclidean distance pro le jd j 1 j 2 ; jd j 2 j 2 ; : : : ; jd j L j 2 depends also on the positions j 1 ; j 2 ; : : :; j L and not only on total Hamming distance L and on the values of jd j k j 2 . The common approach here is to use an approximation obtained by considering only a small number of \dominant" error events, as obtained by computer search through the code trellis. We refer to the resulting approximation as the \truncated" union bound (TUB), although strictly speaking this may not be a bound anymore due to the removal of terms from the union bound. In our computations the truncation was taken under control by validating it with the aid of some computer simulations. The pairwise error probabilities were computed as described in the Appendix.
Example 3: E ectiveness of diversity. Fig. 3 shows the TUB on the bit-error probability P b of Q64 and U8, for independent diversity with M = 1; 2 and 1 branches (the latter case corresponds to AWGN). We note that the diversity gain for U8 at P b = 10 ?5 is 8 dB for M = 2 and up to 14 dB for M = 1, while the diversity gain for Q64 does not exceed 5 dB. This shows that diversity is e ective in improving the performance of weak codes (up to uncoded modulation), while it has a reduced e ect on powerful codes.
Example 4: Code optimization. Fig. 4 shows the TUB on P b of U4 and J4, for di erent diversity orders, independent diversity, and in nite interleaving. To make sure that the truncation of the union bound is done properly we use the fact that simulations (denoted by SIM) show perfect accordance with TUB for both codes. From Fig. 4 we observe that for an increasing diversity order, as the channel becomes Gaussian, a code optimized for the fading channel may perform worse than a code designed for the AWGN. This is even more remarkable for time-correlated fading: Fig. 5 shows the TUB for U4 and J4 with correlated fading (J 0 -type auto-covariance function with F = :01) and interleaving depth N = 1 (i.e., no interleaving). We note that in this situation even without diversity (i.e., with M = 1) there is no point in using a fading-optimized code. Moreover, note that for M = 16 the performance approach that of AWGN even with no interleaving.
Example 5: Impact on system delay. The main cause of delay in a coded system a ected by correlated fading comes from long interleaver-deinterleaver pairs. This may be a problem in speech-transmission applications, as in mobile or personal communications. Here we show that diversity can actually reduce the interleaver depth needed to meet a preassigned performance level. Fig. 6 shows the TUB on P b for U8 with time-correlated fading (same auto-covariance function as in previous example). We note that at P b = 10 ?5 the system with M = 1 and interleaver depth N = 16 (corresponding to a total delay of 2 256 symbols, if a block row-column interleaver is employed) performs exactly the same of a system with M = 2 and no interleaving. Moreover, a system with M = 2 and N = 16 outperforms a system with M = 1 and in nite interleaving by more than 5 dB.
Example 6: Correlated diversity. Fig. 7 shows the TUB on P b for U8 for M = 1; 2 and 16 in the case of a space auto-covariance matrix R s in the form of an M M rightcirculant matrix whose rst row is (1; r; r; : : :; r) (with 0 r 1). In nite-depth interleaving was assumed here. We can see that even with r as high as 0:5 the diversity gain is close to the value corresponding to independent diversity. Only for r = 0:9 this is substantially reduced. This robustness of diversity to branch correlation is practically relevant, since space constraints may make it impossible to design a system whose antenna spacing is large enough to obtain zero branch correlation.
Conclusions
We have addressed the problem of designing a coded-modulation scheme for the fading channel when diversity is used. The emphasis in our analysis was on the fact that a channel a ected by fading can be turned into an additive white Gaussian noise (AWGN) channel by increasing the number of diversity branches while keeping constant the total gain of the receiver. Hence, a coded modulation designed to be optimal for the AWGN channel will perform asymptotically well also on a fading channel at the only cost of an increased receiver complexity.
We have derived bounds on the bit-error probability of a system with coded modulation with diversity for space-and time-correlated Rician at fading. The asymptotic behavior of the diversity channel as the number of diversity branches increases was examined. The results of our analysis were applied to show the e ects of diversity on coded-modulation design, including the e ect on interleaver depth (which a ects the total delay of the system).
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APPENDIX
A Evaluation of the pairwise error probability
We consider here the numerical calculation of (25). The expression contains an integral over the in nite interval 0; 1) and can be evaluated numerically to any degree of accuracy by several integration methods (e.g., Gauss-Laguerre quadrature). Here we observe that the change of variables x = 1= q 1 + 4! 2 = maps the in nite interval into 0; 1), and the interval singularity into a function singularity. This change of variable enables us to use the GaussChebyshev quadrature rules, which are very simple to apply because their nodes and weights admit a closed-form expression. After some algebraic manipulations, we obtain
Application of the Gauss-Chebyshev quadrature rule yields
for any even integer n, with the remainder R n ! 0 as n ! 1. In practice it was found that a value of n not exceeding 16 was su cient to achieve a good degree of accuracy. While this numerical method needs about the same computational load as the Cherno bound, it gives far more accurate results (often around 2 dB below that bound). 
