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Re´sume´
L’e´tude des classes polynomiales, pour les proble`mes
de satisfaction de contraintes (CSP), constitue de-
puis longtemps un domaine de recherche important qui
s’ave`re aujourd’hui tre`s actif. Cependant, les travaux
re´alise´s jusqu’a` pre´sent se sont re´ve´le´s pour l’essentiel
the´oriques. En effet, ils se cantonnent en ge´ne´ral a` la
de´finition de classes d’instances pour lesquelles des al-
gorithmes polynomiaux ad hoc, a` la fois pour la recon-
naissance et pour la re´solution, sont propose´s. Ces al-
gorithmes ne peuvent eˆtre, en fait, utilise´s que pour le
traitement d’une classe d’instances donne´e. Ils s’ave`rent
ainsi difficilement exploitables en pratique, et ne sont
donc pas exploite´s au sein de solveurs ge´ne´raux. L’inte´reˆt
pratique des classes polynomiales est ainsi tre`s limite´e.
Dans cet article, nous abordons la question des
classes polynomiales CSP d’un point de vue diffe´rent de
l’approche classique, en nous inte´ressant aux algorithmes
que l’on peut retrouver dans les syste`mes de re´solution
ope´rationnels. Pour cela, nous e´tudions d’abord la com-
plexite´ d’algorithmes ge´ne´riques de re´solution de CSP
tels que le Forward-Checking par exemple. Cette e´tude
s’appuie sur l’exploitation d’un parame`tre issu de la the´o-
rie des graphes, et qui permet de proposer de nouvelles
bornes de complexite´. La mise en relation de ces nou-
velles bornes avec certains re´sultats issus de la the´orie
des graphes nous permet d’exhiber de nouvelles classes
polynomiales. De cette fac¸on, nous montrons comment
des algorithmes classiques de re´solution de CSP peuvent
∗Ce travail est soutenu par l’Agence Nationale de la Re-
cherche dans le cadre du projet TUPLES (ANR-2010-BLAN-
0210).
traiter efficacement en pratique ainsi qu’en the´orie, des
instances de CSP, sans devoir reconnaˆıtre au pre´alable
leur appartenance a` d’e´ventuelles classes polynomiales.
Abstract
The question of tractable classes of constraint sa-
tisfaction problems (CSPs) has been studied for a long
time, and is now a very active research domain. However,
studies of tractable classes are typically very theoretical.
They usually introduce classes of instances together with
polynomial time algorithms for recognizing and solving
them, and the algorithms can be used only for the new
class.
In this paper, we address the issue of tractable
classes of CSPs from a different perspective. We in-
vestigate the complexity of classical, generic algorithms
for solving CSPs (such as Forward Checking). We in-
troduce a new parameter for measuring their complexity
and derive new complexity bounds. By relating the com-
plexity of CSP algorithms to graph-theoretic parameters,
our analysis allows us to point at new tractable classes,
which can be solved directly by the usual CSP algorithms
in polynomial time, and without the need to recognize
the classes in advance.
1 Introduction
Les Proble`mes de Satisfaction de Contraintes (CSP,
[18]) constituent un formalisme important de l’Intel-
ligence Artificielle pour exprimer et re´soudre efficace-
ment un large e´ventail de proble`mes re´els. Un re´seau
de contraintes (ou CSP) est constitue´ d’un ensemble
de variables X, dont chacune doit eˆtre affecte´e a` une
valeur issue de son domaine (fini) associe´, de sorte que
ces affectations satisfassent tout un ensemble fini C de
contraintes.
De´cider si un CSP donne´ posse`de une solution est
un proble`me NP-complet. Aussi, les approches clas-
siques propose´es pour la re´solution de ce proble`me
sont base´es sur des algorithmes de recherche, dont
la complexite´ temporelle, dans le pire des cas est de
l’ordre de O(min(n, e).dn) ou` n est le nombre de va-
riables, e le nombre de contraintes et d la taille du
plus grand domaine. L’ame´lioration de l’efficacite´ de
ce type d’algorithmes s’appuie ge´ne´ralement sur des
techniques de filtrages ope´re´s lors de la recherche (en
plus d’autres techniques telles que les heuristiques de
choix de variables). Avec l’aide de ces techniques, en
de´pit de leur complexite´ the´orique exponentielle, des
algorithmes tels que Forward-Checking [11] (note´ FC),
RFL (pour Real Full Look-ahead, [14] ) ou MAC (pour
“Maintaining Arc-Consistency”, [19]) pour les CSP bi-
naires, ou nFCi pour le cas de versions non-binaires
[1] s’ave`rent tre`s efficaces dans la pratique sur un large
e´ventail de proble`mes re´els.
Dans une direction orthogonale, d’autres travaux
portent sur l’efficacite´ de la re´solutions des CSP en
de´finissant des classes polynomiales. Une classe po-
lynomiale est un sous-ensemble d’instances de CSP
qui peuvent eˆtre reconnues, puis re´solues en utilisant
des algorithmes de complexite´ polynomiale. Diffe´rents
types de classes polynomiales ont e´te´ introduites. Cer-
taines d’entre elles sont base´es sur la structure du
re´seau de contraintes, par exemple l’acyclicite´ du re´-
seau [8] ou plus ge´ne´ralement, les re´seaux dont la lar-
geur arborescente est borne´e par une constante [10].
D’autres classes sont base´es sur des restrictions de
contraintes (on parle alors de langage de contraintes).
Par exemple, les contraintes Zero-One-All (ZOA) re-
streignent les relations de compatibilite´ a` certaines
formes [4]. Plus re´cemment, des classes dites hybrides
ont e´te´ propose´es. On peut citer notamment la classe
des instances ve´rifiant la Broken-Triangle Property [5].
Malheureusement, la plupart des classes polyno-
miales se pre´sentent rarement en pratique, ce qui dimi-
nue d’autant leur inte´reˆt. En revanche, comme e´voque´
ci-dessus, des algorithmes tels que FC, RFL, MAC, ou
nFCi, dont la complexite´ the´orique est exponentielle,
sont a` la base de syste`mes pratiques pour la re´solution
de contraintes, et leurs re´sultats pratiques sont sou-
vent impressionnants en termes de temps de calcul,
alors meˆme qu’ils n’exploitent a priori aucune classe
polynomiale.
Dans cet article, nous essayons d’amoindrir le fosse´
existant entre les travaux the´oriques sur les classes
polynomiales et l’efficacite´ pratique des me´thodes
usuelles, cela en tentant de fournir des e´le´ments de
re´ponse a` la question portant sur les raisons de l’effi-
cacite´ observe´e pour des algorithmes tels que (n)FC ou
(n)RFL. Nous le faisons en re´e´valuant leur complexite´
en temps en utilisant un nouveau parame`tre, a` savoir le
nombre de cliques maximales dans la micro-structure
[12] d’une instance ou dans la micro-structure ge´ne´-
ralise´e pour le cas non-binaire. Pour le cas binaire, si
ω#(µ(P )) exprime le nombre de cliques maximales fi-
gurant dans la micro-structure d’un CSP P , nous mon-
trons que la complexite´ d’un algorithme tel que FC est
en O(n2d · ω#(µ(P ))). Cela fournit une nouvelle pers-
pective pour l’e´tude de l’efficacite´ des algorithmes de
type backtracking en l’associant a` un parame`tre bien
connu en the´orie des graphes. En particulier, en re´uti-
lisant des re´sultats connus de la the´orie des graphes,
nous proposons de nouvelles classes polynomiales de
CSP. Le trait saillant de ces classes est qu’elles sont
re´solues en temps polynomial par des algorithmes a` la
fois tre`s ge´ne´raux et largement utilise´s, sans reque´rir la
ne´cessite´ de disposer d’algorithmes de reconnaissance
de classes. A` cet e´gard, notre e´tude est tre`s proche
dans l’esprit de l’e´tude mene´e par Rauzy dans le cadre
la satisfiabilite´ de formules propositionnelles et le com-
portement de l’algorithme DPLL sur les cas connus de
classes polynomiales SAT [15].
Cet article est organise´ comme suit. Nous pre´sentons
d’abord les notations classiques de CSP et les de´fini-
tions et proprie´te´s de base de la micro-structure. En-
suite, nous pre´sentons notre analyse de la complexite´
de BT, FC, et RFL sur les CSPs binaires, puis nous
introduisons la notion de micro-structure ge´ne´ralise´e
de sorte a` e´tendre notre e´tude aux CSP non-binaires
et donc a` des algorithmes de la classe nFCi. Nous met-
tons ensuite en e´vidence de nouvelles classes polyno-
miales issues de la the´orie des graphes, qui peuvent
ainsi eˆtre exploite´es dans le domaine des CSP. Enfin,
nous e´voquons les perspectives offertes pour l’exten-
sion de ce travail qui nous apparaˆıt a` ce jour comme
pre´liminaire
2 Preliminaries
2.1 Notions de base
Avant d’examiner l’analyse classique de la com-
plexite´ des algorithmes usuels, nous rappelons
quelques notions de base sur les CSP et leur micro-
structure.
De´finition 1 (CSP) Un proble`me de satisfaction de
contraintes fini (CSP) est un triplet (X,D,C), ou`
X = {x1, . . . , xn} est un ensemble de variables,
D = {D(x1), . . . , D(xn)} est un ensemble de do-
maines finis de valeurs, un pour chaque variable, et
C = {c1, . . . , ce} est un ensemble fini de contraintes.
Chaque contrainte ci est un couple (S(ci), R(ci)), ou`
S(ci) = {xi1 , . . . , xik} ⊆ X est la porte´e ou scope de
ci, et R(ci) ⊆ d(xi1) × · · · × d(xik) est sa relation de
compatibilite´. L’arite´ de ci est |S(ci)|.
Une contrainte binaire de porte´e {xi, xj} sera note´e
cij . Un CSP binaire est un CSP pour lequel toutes les
contraintes sont binaires. Sinon (cas ge´ne´ral), le CSP
est dit n-aire.
Nous supposons que toutes les variables figurent
dans la porte´e d’au moins une contrainte et que pour
une porte´e donne´e, il existe au plus une contrainte.
Cela ne pose pas de proble`me dans le contexte de ce
travail puisque deux contraintes portant sur le meˆme
ensemble de variables peuvent eˆtre fusionne´es en une
seule en prenant l’intersection de leurs relations.
De´finition 2 (affectation, solution) E´tant donne´
un CSP (X,D,C), une affectation de valeurs a` Y ⊆ X
est un ensemble de paires t = {(xi, vi) | xi ∈ Y } (que
l’on e´crira t = (v1, . . . , vk) quand aucune confusion ne
se pre´sente), avec vi ∈ D(xi) pour tout i. Une affecta-
tion de Y ⊆ X est dite cohe´rente (ou consistante ou
bien encore solution partielle) si toutes les contraintes
c ∈ C dont la porte´e S(c) ⊆ Y sont satisfaites, i.e.,
t[S(c)] ∈ R(c) ou` t[S(c)] est la restriction de t a` S(c).
Une solution est une affectation cohe´rente de X.
Notation 1 (parame`tres) Afin d’exprimer la com-
plexite´ des algorithmes, nous utiliserons les notations
suivantes :
– n exprime le nombre de variables d’un CSP
– d est la cardinalite´ du plus grand domaine
– e est le nombre de contraintes
– a est l’arite´ maximale pour toutes les contraintes
– r est le nombre de tuples de la plus grande relation
E´tant donne´ un CSP, la question fondamentale est
de de´cider s’il posse`de une solution, proble`me bien
connu comme e´tant NP-complet. Afin d’e´tudier les
CSP et essayer de contourner cette difficulte´, diffe´-
rents points de vue peuvent eˆtre adopte´s. Concernant
les CSP binaires, l’un d’eux s’appuie sur la notion de
micro-structure d’une instance, qui correspond a` son
graphe de compatibilite´ et dont nous rappelons la de´fi-
nition. Intuitivement, les sommets de ce graphe codent
les valeurs et ses areˆtes codent leur compatibilite´.
De´finition 3 (micro-structure) E´tant donne´ un
CSP P = (X,D,C), la micro-structure de P est un
graphe non oriente´ µ(P ) = (V,E) avec :
– V = {(xi, vi) : xi ∈ X, vi ∈ D(xi)},
– E = { {(xi, vi), (xj , vj)} | i 6= j, cij /∈ C ou cij ∈
C, (vi, vj) ∈ R(cij)}
En d’autres termes, la micro-structure d’un CSP
binaire P contient une areˆte pour toutes les paires
de sommets, sauf pour les sommets issus d’un meˆme
domaine et pour les sommets correspondant a` des
paires qui sont interdites par certaines contraintes. On
peut constater que la micro-structure d’un CSP est
un graphe n-parti, car il n’existe pas d’areˆte reliant
les sommets issus d’un meˆme domaine. Dans cet ar-
ticle, nous allons e´tudier la complexite´ des algorithmes
de re´solution de CSP classiques en s’appuyant sur les
cliques qui figurent dans la micro-structure.
De´finition 4 (clique) Un graphe complet est un
graphe simple dans lequel chaque paire de sommets dis-
tincts est relie´e par une areˆte. Une k-clique dans un
graphe non oriente´ est un sous-ensemble de k som-
mets induisant un graphe complet (tous les sommets
sont deux a` deux adjacents). Une clique maximale est
une clique qui n’est pas un sous-ensemble propre d’une
autre clique. Nous noterons par ω#(G) le nombre de
cliques maximales dans un graphe G.
Le re´sultat suivant se de´duit directement du fait que
dans une micro-structure, les sommets d’une clique
correspondent a` des valeurs compatibles issues de do-
maines diffe´rents.
Proposition 1 E´tant donne´ un CSP binaire P et sa
micro-structure µ(P ), une affectation (v1, ..., vn) de X
est une solution de P ssi {(x1, v1), ..., (xn, vn)} est une
n-clique de µ(P ).
On peut facilement constater que la transformation
d’un CSP P en sa micro-structure µ(P ) peut eˆtre re´a-
lise´e en temps polynomial. On en de´duit directement
l’existence d’une re´duction polynomiale du proble`me
de de´cision lie´ a` l’existence de solution d’un CSP bi-
naire donne´ vers le proble`me d’existence d’une clique
de taille donne´e dans un graphe non-oriente´ (appele´
ge´ne´ralement proble`me de la clique). Cette transfor-
mation qui offre un point de vue nouveau pour l’e´tude
des CSP en fournissant un lien avec des notions issues
de la The´orie des Graphes a d’abord e´te´ exploite´e par
[12] qui a propose´ des classes polynomiales de CSPs
base´es sur l’existence de classes polynomiales pour le
proble`me de la clique (graphes chordaux [9]). Une ap-
proche identique a e´te´ conside´re´e pour le cas des classes
polynomiales hybrides [3].
2.2 Complexite´ des Algorithmes de Backtracking
Nous passons maintenant brie`vement en revue la
complexite´ des algorithmes qui nous inte´ressent ici :
BT, FC, RFL pour les CSP binaires, et nFCi pour
le cas non-binaire. Ces algorithmes couvrent toutes les
approches qui utilisent le backtracking et les approches
de type prospectif au sens lookahead (la question des
choix d’ordres de variables et de valeurs ne sera pas
conside´re´e ici).
L’algorithme de Backtracking (note´ BT et e´gale-
ment appele´ Backtracking chronologique) est une pro-
ce´dure d’e´nume´ration re´cursive. Il commence par une
affectation vide et dans le cas ge´ne´ral, e´tant donne´e
une solution partielle courante (v1, v2, . . . , vi), il choi-
sit une nouvelle variable xi+1 et cherche a` affecter
des valeurs de D(xi+1) a` xi+1. Le seul controˆle effec-
tue´ consiste alors a` ve´rifier que l’affectation re´sultante
(v1, v2, . . . , vi, vi+1) est cohe´rente. Dans l’affirmative,
BT continue avec cette nouvelle solution partielle en
l’e´tendant a` une nouvelle variable non encore affecte´e
(appele´e variable future). Sinon (si (v1, v2, . . . , vi, vi+1)
n’est pas compatible), BT essaie une autre valeur de
D(xi+1). S’il n’y a plus de valeur inexplore´e, BT se
trouve dans une impasse, et il de´sinstancie xi (il effec-
tue un backtrack).
Il est facile de voir que la recherche effectue´e par BT
correspond a` un parcours en profondeur d’abord d’un
arbre se´mantique appele´ arbre de recherche, et dont la
racine est un tuple vide, tandis que les nœuds situe´s
au ie`me niveau sont des i-uplets qui repre´sentent les
affectations des variables le long du chemin correspon-
dant dans l’arbre. Les nœuds de cet arbre qui corres-
pondent a` des solutions partielles sont appele´s nœuds
consistants, tandis que les autres nœuds sont appe-
le´s nœuds inconsistants. Le nombre de nœuds dans
l’arbre de recherche est au plus Σ0≤i≤ndi = d
n+1−1
d−1 ,
par conse´quent, il est en O(dn). Ainsi, la complexite´
de BT est borne´e par le nombre de nœuds multiplie´
par le couˆt a` chaque nœud. En supposant qu’un test
de contrainte peut eˆtre re´alise´ en O(a), la complexite´
de BT est de O(min(n, e)adn).
BT peut eˆtre conside´re´ comme un algorithme ge´-
ne´rique. Des algorithmes base´s sur BT et utilise´s en
pratique re´alisent un certain travail supple´mentaire a`
chaque nœud de l’arbre de recherche, a` savoir, ils sup-
priment des valeurs incompatibles dans le domaine des
variables futures (proce´de´ appele´ filtrage). Dans le cas
des CSP binaires, FC supprime les valeurs incompa-
tibles avec la dernie`re affectation re´alise´e, tandis que
RFL applique la consistance d’arc (AC) sur les va-
riables futures. La complexite´ de FC peut eˆtre bor-
ne´e par O(ndn). En utilisant un algorithme en O(ed2)
pour re´aliser AC, la complexite´ de la RFL est en
O(ed2dn−1) = O(edn+1). Dans le cas des CSP n-aires,
les algorithmes de la classe nFCi (i = 0, 1 . . . 5) re-
couvrent l’application partielle ou totale de la consis-
tance d’arc ge´ne´ralise´e (GAC) sur un sous-ensemble
de contraintes impliquant a` la fois les variables affec-
te´es et les variables futures. Dans chaque cas, le filtrage
est re´alise´ apre`s chaque affectation de variable. Ainsi,
la complexite´ des techniques de type nFCi de´pend du
couˆt du filtrage. Pour nFC5 qui re´alise le filtrage le plus
puissant, la complexite´ est alors en O(neard). C’est la
me`me chose si l’on conside`re la version n-aire de RFL
qui maintient GAC a` chaque nœud. Dans ce qui suit,
nous noterons par nBT et nRFL les versions n-aires
de BT et de RFL 1.
Nous tenons a` souligner ici que les algorithmes
(n)BT, FC, (n)RLF ou nFCi peuvent utiliser un ordre
dynamique sur les variables, c’est-a`-dire que le choix
de la future variable (xi+1) a` explorer peut eˆtre de´cide´
apre`s chaque nouvelle affectation. Notons cependant
qu’ici, lorsque l’affectation de la valeur vi+1 conduit
a` une impasse, nous ne conside´rons pas la possibi-
lite´ de remplacer xi+1 par une autre variable future
(quand bien meˆme il resterait encore des valeurs a` ex-
plorer pour xi+1) comme le fait par exemple MAC. Au
contraire, nous nous en tenons ici aux algorithmes qui
changent la variable courante seulement apre`s avoir
e´puise´ son domaine.
3 Une Nouvelle Analyse de la Complexite´
pour les CSP binaires
Nous arrivons maintenant au cœur de notre contri-
bution, a` savoir une analyse de la complexite´ des al-
gorithmes classiques en termes de parame`tres lie´s a` la
micro-structure. Dans ce qui suit, nous disons qu’un
nœud de l’arbre de recherche est un nœud consistant
maximalement profond s’il est cohe´rent et s’il ne pos-
se`de pas de nœud fils cohe´rent (sur la variable suivante
dans l’ordre). Ainsi, un tel nœud correspond soit a` une
solution, soit a` une solution partielle qui ne peut eˆtre
e´tendue de fac¸on cohe´rente sur la variable suivante.
Le re´sultat suivant peut-eˆtre conside´re´ comme cen-
tral pour notre e´tude.
Proposition 2 E´tant donne´ un CSP binaire P =
(X,D,C), il existe une application injective de l’en-
semble des nœuds consistants maximalement profonds
explore´s par BT vers l’ensemble des cliques maximales
de µ(P ).
Preuve : Soit (v1, v2, . . . , vi) un nœud consistant
maximalement profond explore´ par BT. Par de´finition,
(v1, v2, . . . , vi) est une solution partielle, et donc pour
tout 1 ≤ j, k ≤ i, soit il n’existe pas de contrainte
cjk dans C dont la porte´e est {xj , xk}, soit (vj , vk)
figure dans la relation R(cjk). Dans les deux cas,
{(xj , vj), (xk, vk)} constitue une areˆte de µ(P ). Donc
{(x1, v1), . . . , (xi, vi)} est une clique de µ(P ) et donc,
1. Notons que nBT correspond exactement au meˆme algo-
rithme que BT, ce qui n’est pas le cas de nRFL puisqu’il faut
alors conside`rer la consistance d’arc ge´ne´ralise´e GAC
elle est incluse dans au moins une clique maximale de
µ(P ). Nous la noterons Cl(v1, v2, . . . , vi).
Nous montrons maintenant que Cl constitue
une application injective de l’ensemble des nœuds
consistants maximalement profonds vers l’ensemble
des cliques maximales. Par construction de BT, si
(v1, v2, . . . , vi) et (v
′
1, v
′
2, . . . , v
′
i′) sont deux nœuds
maximalement profonds explore´s, ils doivent diffe´rer
d’au moins une valeur sur une variable. Pre´cise´ment,
ils doivent diffe´rer au moins sur le nœud ou` les
chemins correspondants se diffe`rencient dans l’arbre
de recherche, et donc sur les nœuds correspondant a`
une certaine variable xj affecte´e a` une certaine valeur
sur un chemin, et a` une autre valeur sur l’autre 2.
Comme il n’y a pas d”areˆte de µ(P ) connectant deux
valeurs d’une meˆme variable, il ne peut pas y avoir
de clique maximale contenant a` la fois (v1, v2, . . . , vi)
et (v′1, v
′
2, . . . , v
′
i′), donc Cl est ne´cessairement une
application injective. 
En utilisant cette proprie´te´, nous pouvons facile-
ment borner le nombre de nœuds figurant dans un
arbre de recherche induit par une recherche de type
backtracking, et donc aussi sa complexite´ en temps, en
termes de proprie´te´ lie´e a` sa micro-structure. Comme
il est d’usage, nous supposons qu’un test de contrainte
(ve´rifier si (vi, vj) ∈ R(cij)) est re´alisable en temps
constant.
Proposition 3 Le nombre de nœuds NBT (P ) figu-
rant dans l’arbre de recherche de´veloppe´ par BT pour
re´soudre un CSP binaire P = (X,D,C), ve´rifie
NBT (P ) ≤ nd · ω#(µ(P )). Sa complexite´ en temps est
en O(n2d · ω#(µ(P ))).
Preuve : Conside´rons d’abord le nombre de nœuds
consistants. Parce que n’importe quel nœud de l’arbre
de recherche figure a` une profondeur au plus e´gale a` n
et que le chemin de la racine a` un nœud consistant
contient uniquement des nœuds consistants, comme
corollaire direct de la Proposition 2, nous obtenons
que l’arbre de recherche contient au plus n ·ω#(µ(P ))
nœuds consistants. Maintenant, par de´finition de BT,
un nœud consistant posse`de au plus d fils (un par va-
leur candidate pour la variable suivante), et les nœuds
incompatibles n’en ont pas. Il s’ensuit que l’arbre de
recherche a au plus nd ·ω#(µ(P )) nœuds de toute na-
ture.
La complexite´ en temps se de´duit directement
puisque chaque nœud correspond a` l’extension de
l’affectation partielle a` une variable supple´mentaire
xi+1, ce qui implique au plus un test de contrainte
2. Nous utilisons ici l’hypothe`se selon laquelle l’algo-
rithme explore toutes les valeurs d’une variable avant le re´-
ordonnancement des variables futures
par autre variable de´ja` affecte´e (ve´rifier la satisfaction
de cj(i+1) pour chaque xj de´ja` affecte´), et comme il
n’en existe ne´cessairement moins de n, on obtient le
re´sultat.
On peut constater dans l’e´nonce´ de la Proposition 3
ainsi que dans les suivantes, que le nombre de cliques
maximales ω#(µ(P )) pourrait eˆtre remplace´ par le
nombre de cliques maximales de taille au plus n − 1.
Ceci parce que de`s qu’un chemin explore´ est contenu
dans une n-clique, c’est-a`-dire, dans une solution, au-
cun retour arrie`re ne se produira ulte´rieurement sur ce
chemin.
Nous analysons maintenant FC et RFL. Il apparaˆıt
clairement que la Proposition 2 vaut e´galement pour
chacun de ces algorithmes. Le nombre de nœuds ex-
plore´s de´coule du fait que seuls les nœuds consistants
sont explore´s. La complexite´ en temps se de´duit du
fait qu’au plus n domaines futurs sont filtre´s par FC
et que AC est re´alisable en un temps O(ed2) par RFL.
Proposition 4 Le nombre de nœuds NFC(P ) figu-
rant dans l’arbre de recherche de´veloppe´ par FC ou par
RFL pour re´soudre un CSP binaire P = (X,D,C), ve´-
rifie NFC(P ) ≤ n · ω#(µ(P )). La complexite´ en temps
de FC est en O(n2d · ω#(µ(P ))), et celle de RFL est
en O(ned2 · ω#(µ(P ))).
Il est important de constater que la taille relative des
arbres de recherche de BT et FC fournie par l’analyse
classique et celle obtenue par l’approche que nous pro-
posons sont les meˆmes. Notamment, dans le pire des
cas, l’arbre de recherche de BT est d fois plus grand
en nombre de nœuds que celui de FC sur la meˆme
instance.
4 Une Nouvelle Analyse pour les CSP
Non-Binaires
4.1 Micro-structure Ge´ne´ralise´e
Nous passons maintenant a` l’e´tude des CSP n-aires.
Dans un premier temps, nous e´tendons la notion de
micro-structure a` ce cas ge´ne´ral, puis nous analysons
la complexite´ des techniques de type nFCi en termes
de nombre de cliques maximales.
Notons que la ge´ne´ralisation de la notion de la
micro-structure a d’abord e´te´ propose´e dans [3]. Tou-
tefois, cette notion est base´e sur les hypergraphes et
n’a pas vraiment e´te´ exploite´e jusqu’a` pre´sent. En re-
vanche, notre notion se situe toujours dans le cadre
des graphes. Notre micro-structure ge´ne´ralise´e est ob-
tenue en conside´rant comme sommets les tuples figu-
rant dans les relations du CSP plutoˆt que les valeurs
(xi, vi) utilise´es dans le cas binaire.
De´finition 5 (micro-structure ge´ne´ralise´e)
E´tant donne´ un CSP P = (X,D,C) (pas ne´cessaire-
ment binaire), la micro-structure ge´ne´ralise´e de P est
un graphe non-oriente´ µG(P ) = (V,E) avec :
– V = {(ci, ti) : ci ∈ C, ti ∈ R(ci)},
– E = { {(ci, ti), (cj , tj)} | i 6= j, ti[S(ci)∩S(cj)] =
tj [S(ci) ∩ S(cj)]}
Comme pour la micro-structure des CSP binaires, il
existe une relation directe entre cliques et solutions de
CSP :
Proposition 5 Un CSP P posse`de une solution ssi
µG(P ) posse`de une clique de taille e.
Preuve : Par construction, µG(P ) est e-parti et
chaque clique contient au plus un sommet (ci, ti) par
contrainte ci ∈ C. Donc, les e-cliques de µG(P ) corres-
pondent exactement a` des cliques ne posse´dant qu’un
sommet (ci, ti) par contrainte ci ∈ C. De plus, et
encore par construction de µG(P ), tout couple de
sommets (ci, ti), (cj , tj) joints par une areˆte ve´rifie
ti[S(ci) ∩ S(cj)] = tj [S(ci) ∩ S(cj)]. Donc tous les
ti d’une clique sont connecte´s ensemble, et il s’ensuit
que les e-cliques de µG(P ) correspondent exactement
a` des ensembles de tuples t qui sont connecte´s avec
d’autres tuples permis par les contraintes, c’est-a`-dire
qu’ils correspondent a` des solutions de P . 
On peut observer que la ge´ne´ralisation de la micro-
structure correspond a` la micro-structure de la re-
pre´sentation duale d’un CSP [6]. A` ce titre, on peut
aussi constater que notre ge´ne´ralisation correspond en
fait au line-graph ou graphe des intersections (c’est le
graphe dual) de l’hypergraphe propose´ dans [3], au-
quel nous aurions rajoute´ des areˆtes pour le cas ou`
deux porte´es de contraintes ne s’intersecteraient pas.
Enfin, et dans le meˆme esprit que celui de notre ap-
proche, nous pourrions proposer d’autres ge´ne´ralisa-
tions de micro-structure en conside´rant toute repre´sen-
tation graphique de CSP n-aire, de`s que la repre´senta-
tion a le meˆme ensemble de solutions - a` une bijection
pre`s - que l’instance d’origine (par exemple le codage
par variables cache´es [17]). Toutefois, par manque de
place, nous ne traitons pas ces questions ici.
4.2 Complexite´ de nBT et nFC
Nous e´tudions maintenant la complexite´ des algo-
rithmes de re´solution des CSP n-aires. Dans un pre-
mier temps, nous posons une hypothe`se sur l’ordre
dans lequel ces algorithmes explorent les variables,
puis nous discutons de cette restriction.
De´finition 6 (ordre compatible) Soit P un CSP.
Un ordre total (x1, x2, . . . xn) sur X est dit compa-
tible avec les contraintes de C s’il y a k contraintes
ci1 , ci2 , . . . cik dans C (1 ≤ k ≤ e) qui ve´rifient :
–
⋃
1≤l≤k S(cil) = X
– il y a k variables xi1 , xi2 , . . . xik telles que
pour tout ` dans {1, . . . , k}, x` ∈ S(ci`) et⋃
1≤j≤` S(cij ) = {xi | i = 1, . . . , i`}.
En d’autres termes, l’ordre est tel que les variables
figurant dans la porte´e d’une premie`re contrainte ci1
apparaissent toutes d’abord, puis toutes les variables
figurant dans la porte´e d’une certaine contrainte Ci2
apparaissent ensuite (sauf pour celles qui figurent de´ja`
dans ci1), etc. Les variables xi1 , . . . , xik dans la de´fini-
tion sont telles que xij est la dernie`re variable affecte´e
dans la porte´e de cij . Nous nous conside`rerons ces va-
riables comme e´tant des jalons dans l’ordre.
Par exemple, avec la notation de la de´finition, nous
devons avoir S(ci1) = {x1, x2, . . . xi1} et S(ci1) ∪
S(ci2) = {x1, x2, . . . xi1 , xi1+1, . . . xi2}. La variable xi1
est un jalon (dernie`re variable affecte´e dans la porte´e
de ci1) de meˆme que xi2 pour ci2 .
Dans l’hypothe`se ou` un tel ordre sur les variables
est utilise´, nous pouvons donner une ge´ne´ralisation de
la Proposition 2.
Proposition 6 Soit P un CSP n-aire. Supposons que
nBT explore les variables dans un ordre compatible
avec les contraintes de C. Alors, il existe une appli-
cation injective de l’ensemble des nœuds consistants
maximalement profonds (xi, vi) de l’arbre de recherche
tels que xi est un jalon, vers l’ensemble des cliques
maximales de µG(P ).
Preuve : Soit t une affectation correspondant
a` un nœud tel que de´fini, et notons xij pour la
dernie`re variable affecte´e dans t (xij est un jalon
par hypothe`se). De meˆme, soit t′ une autre af-
fectation maximale compatible avec le jalon xij′
comme dernie`re variable. Notons T l’ensemble
{t[S(c)] | c ∈ C, S(c) ⊆ {x1, . . . , xij}}, c’est-a`-dire,
l’ensemble de toutes les projections de t sur les porte´es
de toutes les contraintes totalement affecte´es t, et idem
pour T ′. Alors T (resp. T ′) est inclus dans une clique
maximale Cl(t) (resp. Cl(t′)) de µG(P )). Maintenant,
supposons j′ ≥ j (sans manque de ge´ne´ralite´). Avec
t 6= t′, le fait que t soit maximalement consistant, et
le fait que t′ soit consistant, permet d’affirmer que t′
diffe`re de t d’au moins une variable x` avec ` ≤ ij .
Ainsi, cette variable est affecte´e diffe´remment dans
chaque cas, et il existe une certaine contrainte ci` telle
que t[S(ci`)] est diffe´rent de t
′[S(ci`)], et donc, t et t
′
ne peuvent eˆtre inclus dans une meˆme clique. Donc,
Cl de´finit une application injective de l’ensemble des
affectations conside´re´es vers l’ensembles des cliques
maximales de µG(P ). 
En utilisant cette proprie´te´, nous pouvons borner le
nombre de nœuds dans un arbre de recherche induit
par une recherche de type backtracking, ainsi que sa
complexite´ en temps, relativement a` la micro-structure
ge´ne´ralise´e.
Proposition 7 Soit P = (X,D,C) un CSP n-aire.
Supposons que nBT utilise un ordre sur les variables
qui est compatible avec les contraintes de C. Le nombre
de nœuds NnBT (P ) dans l’arbre de recherche de nBT
sur P ve´rifie NnBT (P ) ≤ nda · ω#(µG(P )). Sa com-
plexite´ en temps est en O(nea · da · ω#(µG(P ))).
Preuve : Du fait de la Proposition 6, le sous-arbre in-
duit par l’arbre de recherche sur les jalons contient au
plus ω#(µG(P )) nœuds. Pour atteindre un jalon a` par-
tir du pre´ce´dent, c’est-a`-dire, pour e´tendre une affecta-
tion de x1, . . . , xij a` l’affectation de x1, . . . , xij+1 (avec
les notations de la de´finition 6), nBT explore au plus
a variables (ceci par de´finition d’un ordre compatible
avec les contraintes). Par conse´quent, il explore au
plus da combinaisons de valeurs (nBT n’a aucune rai-
son pour exclure une affectation avant d’affecter toutes
les variables figurant dans la porte´e d’une contrainte).
Puisqu’une branche contient au plus n nœuds, et donc
finalement n jalons, on obtient le re´sultat.
La complexite´ en temps se de´duit directement
puisque chaque nœud ne´cessite au plus e tests de
contraintes, chacun en O(a) avec une structure de
donne´es approprie´e. 
Un re´sultat similaire est valable pour nFCi (i ≥ 2).
Ne´anmoins, nous devons tenir compte du couˆt supple´-
mentaire duˆ a` l’application de GAC, qui est O(e ·a · r)
a` chaque nœud.
Toutefois, on peut noter que, contrairement a` nBT,
et en raison de l’utilisation de GAC, nFCi explore
seulement les r tuples autorise´s par c lors de l’explora-
tion des variables dans S(c), plutoˆt que toutes les da
combinaisons de valeurs.
Proposition 8 Soit P = (X,D,C) un CSP n-aire.
Supposons que nFCi (i ≥ 2) utilise un ordre sur les va-
riables qui est compatible avec les contraintes de C. Le
nombre de nœuds NnFCi(P ) dans l’arbre de recherche
de nFCi sur P ve´rifie NnFCi(P ) ≤ nr ·ω#(µG(P )). Sa
complexite´ en temps est en O(nea · r2 · ω#(µG(P ))).
Ce re´sultat est e´galement valable pour nRFL.
4.3 Complexite´ sans hypothe`se sur l’ordre
On pourrait estimer que notre restriction pose´e sur
les ordres d’affectation des variables en termes de com-
patibilite´ avec les contraintes n’est pas respecte´e par
tous les ordres raisonnables. Par exemple, il n’y a au-
cune raison en ge´ne´ral, pour qu’une heuristique tre`s
usite´e telle que dom / deg respecte ce type d’ordres.
Nous montrons donc ici que ce type de restriction
s’ave`re ne´cessaire.
Pour montrer cela, nous construisons une famille
d’instances qui posse`dent un nombre line´aire de cliques
dans leur micro-structure ge´ne´ralise´e (line´aire en son
nombre de sommets), mais pour lesquelles nFC5 ex-
plore un arbre de recherche de taille exponentielle
(dans le nombre de sommets) pour un certain ordre
sur variable.
Les instances (X,D,C) de cette famille sont
construites comme suit. Avec e le nombre de
contraintes, nous conside´rons deux variables distinctes
x0 et x
′
0 de X qui seront communes a` toutes les
contraintes, et nous aurons X \ {x0, x′0} qui est par-
titionne´ en e ensembles X1, . . . , Xe (Xi sera associe´
a` ci). Ainsi, chaque contrainte ci ∈ C posse`de une
porte´e S(ci) = {x0, x′0} ∪Xi. Maintenant, le domaine
est {v0, . . . , ve−1} pour toutes les variables (d = e).
Enfin, les tuples permis pour une contrainte ci sont
pre´cise´ment de la forme {(x0, vj), (x′0, vi+j), . . .}, pour
j = 1, . . . , e (les indices sont pris modulo e) et sans res-
triction pour les affectations de Xi. On note que pour
i 6= i′, les restrictions pour les tuples permis par ci
et ci′ sur {x0, x′0} ne co¨ıncident jamais, de sorte qu’il
n’existe aucune areˆte dans µG(P ). Ainsi, le nombre
de cliques dans µG(P ) exactement e´gal au nombre de
sommets |V | = e2+(n−2)/e.
D’autre part, supposons que nFC5 explore toutes
les variables dans les ensembles Xi et explore seule-
ment x0 et x
′
0 apre`s elles. Ainsi, puisque que toutes les
valeurs pour x0 posse`dent un support dans toutes les
contraintes, et de meˆme pour x′0, aucune valeur ne sera
retire´e avant d’atteindre x0 ou x
′
0, et donc toutes les
en−2 ∼ |V |e combinaisons de valeurs seront explore´es,
c’est-a`-dire exponentiellement plus que le nombre de
cliques figurant dans µG(P ).
5 Quelques Classes Classes Polynomiales
pour le Backtracking
Le nombre de cliques dans un graphe peut croˆıtre
de fac¸on exponentielle avec la taille du graphe [20] et
il en est de meˆme du nombre ω#(G) de cliques maxi-
males dans un graphe G [13]. Toutefois, pour certaines
classes de graphes, le nombre de cliques maximales
peut eˆtre borne´ par un polynoˆme en la taille du graphe.
Si la micro-structure (ge´ne´ralise´e) d’un (d’une famille
de) CSP P appartient a` l’une de ces classes, l’analyse
que nous avons pre´sente´e dans les sections pre´ce´dentes
permet de conclure que P est re´soluble en temps poly-
nomial par des algorithmes classiques d’e´nume´ration,
et ce, sans avoir a` reconnaˆıtre l’appartenance de l’ins-
tance a` cette classe.
Dans cette section, nous e´tudions plusieurs classes
de graphes ve´rifiant cette proprie´te´ et nous commen-
tons leur pertinence en termes de proble`mes de satis-
faction de contraintes.
5.1 Graphes ”Triangle-Free” ou Bipartis
Nous rappelons qu’un k-cycle dans un graphe G =
(V,E) est une se´quence (v1, v2, . . . vk+1) de sommets
distincts, sauf pour v1 = vk+1, ve´rifiant ∀i, 1 ≤ i ≤
k, {vi, vi+1} ∈ E.
Un graphe triangle-free est un graphe non-oriente´
sans 3-cycle. Il est facile de voir que le nombre de
cliques maximales dans un graphe triangle-free est
exactement e´gal au nombre de ses areˆtes. En effet,
chaque areˆte est une clique, et par de´finition, il ne peut
pas exister de plus grande clique. Avec notre analyse,
nous pouvons affirmer que pour la classe des CSP dont
la micro-structure (ge´ne´ralise´e) est triangle-free, les al-
gorithmes (n)BT, (n)FC et (n)RFL sont des proce´-
dures de re´solution fonctionnant en temps polynomial.
Notons cependant que cette classe de CSP constitue
d’une certaine fac¸on un cas de´ge´ne´re´, puisque excepte´
pour les instances ayant au plus deux variables (cas
binaire) ou deux contraintes (cas n-aire), les instances
avec micro-structure (ge´ne´ralise´e) triangle-free sont in-
cohe´rentes.
Un autre cas de´ge´ne´re´ est constitue´ par la classe
des graphes bipartis. Un graphe est dit biparti s’il
ne contient pas de cycle impair. Encore une fois, un
graphe biparti ne peut contenir de clique de plus de
deux sommets, et donc aucune affectation partielle de
plus de trois variables ne sera conside´re´e par BT (dont
la complexite´ sera ainsi en O(d3)).
Nous passons maintenant a` des classes plus inte´res-
santes, qui aussi, contiennent pour l’essentiel des CSP
incohe´rents, mais pour lesquelles notre analyse fournit
une meilleure complexite´ en temps que celle offerte par
l’analyse classique.
5.2 Graphes Planaires, Toro¨ıdaux, et ”Embedded”
De´finition 7 (planaire) Un graphe planaire est un
graphe qui peut eˆtre dessine´ dans le plan sans que deux
areˆtes ne se chevauchent.
[20] a prouve´ que le nombre cliques d’un graphe pla-
naire G = (V,E) est au plus 8(|V | − 2).
De´finition 8 (toro¨ıdal) Un graphe toro¨ıdal est un
graphe qui peut eˆtre dessine´ sur un tore sans que deux
areˆtes ne se chevauchent.
[7] ont montre´ que tout graphe toro¨ıdal posse`de au
plus 8(|V | + 9) cliques et que tout graphe inte´grable
(”Embedded”) dans une surface posse`de un nombre li-
ne´aire de cliques puisque majore´ par 8(|V | + 27) au
pire. Puisque la micro-structure µ(P ) (resp. µG(P ))
d’un CSP P contient nd sommets (resp. er sommets),
alors si µ(P ) (resp. µG(P )) appartient a` l’une de ces
classes de graphes, alors ω#(µ(P )) (resp. ω#(µG(P )))
posse`de au plus O(nd) cliques (resp. O(er)).
Graˆce aux Propositions 3-4 et 7-8, nous obtenons
imme´diatement le re´sultat suivant.
The´ore`me 1 Soit Em qui de´signe la classe de tous
les CSP dont les micro-structure sont planaires, toro¨ı-
dales, ou inte´grables dans une surface. Alors les ins-
tances de Em sont re´solues en un temps
– O(n2d · ω#(µ(P ))) = O(n3d2) par BT or FC,
– O(ned2 · ω#(µ(P ))) = O(n2ed3) par RFL,
– O(neada · ω#(µG(P ))) = O(ne2arda) par nBT,
– O(near2 · ω#(µG(P ))) = O(ne2ar3) par nFCi ou
nRFL.
Rappelons que cette famille de graphes ne peut
contenir en tant que mineur ni une 8-clique (pour les
graphes toro¨ıdaux), ou ni une 5-clique ou K3,3 (pour
les graphes planaires). Cela a pour conse´quence, en
particulier, que tous les CSP binaires (resp. n-aires)
dans Em sur au moins 8 variables (resp. contraintes)
sont incohe´rents. On peut donc dire raisonnablement
que cette classe est pour le moins de´ge´ne´re´e. Ne´an-
moins, si l’on se re´fe´re a` l’analyse classiques de la
complexite´, on constate que, par exemple, BT re´sout
ces instances en un temps O(d8), pour le cas ou` d
est grand, ce temps est significativement supe´rieur a`
O(n3d2).
5.3 Graphes CSG
Nous e´tudions maintenant la classe des Graphes
CSG qui a e´te´ introduite par [2] et qui ge´ne´ralise la
classe des graphes chordaux (dits aussi triangule´s).
E´tant donne´ un graphe (V,E) et un ordre
v1, . . . , v|V | sur ses sommets, nous noterons N+(vi)
pour le voisinage ulte´rieur de vi, c’est-a`-dire,
N+(vi) = {vj ∈ V |{vi, vj} ∈ E, i < j}. Pour V ′ ⊆ V ,
nous notons G(V ′) le sous-graphe induit par E sur
V ′, soit, G(V ′) = (V ′, E′) ou` E′ = {{x, y} | x, y ∈
V ′ et {x, y} ∈ E}.
De´finition 9 (Graphes CSG) La classe de graphes
CSGk est de´finie inductivement comme suit.
– CSG0 est la classe des graphes complets.
– E´tant donne´ k > 0, CSGk est la classe des
graphes G = (V,E) tels qu’il existe un ordre
σ = (v1, ..., v|V |) sur V ve´rifiant que pour i =
1, . . . , |V |, le graphe G(N+(vi)) est un graphe
CSGk−1.
La classe de graphes CSG ge´ne´ralise la classe des
graphes complets (graphes CSG0) et surtout la classe
des graphes chordaux (graphes CSG1). Comme les
graphes chordaux, les graphes CSG posse`dent des pro-
prie´te´s inte´ressantes. Par exemple, ils peuvent eˆtre re-
connus en temps polynomial. De plus il a e´te´ de´montre´
dans [2] que les graphes CSGk posse`dent au plus |V |k
cliques maximales, et un algorithme de complexite´ po-
lynomiale enO(|V |2(k−1)(|V |+|E|)) a e´te´ propose´ pour
les e´nume´rer.
L’existence de ces deux algorithmes confe`re a` la
classe des CSP qui ont une micro-structure (ge´ne´ra-
lise´e) CSGk le statut de classe polynomiale pour toute
valeur k fixe´e. Nous sommes cependant en mesure
de montrer que des algorithmes ge´ne´riques tels que
(n)BT, FC, nFCi ou (n)RFL s’exe´cutent en temps po-
lynomial sur de tels CSP, sans meˆme qu’il soit ne´ces-
saire de reconnaˆıtre l’appartenance des instances trai-
te´es a` cette classe (et donc sans avoir besoin de calcu-
ler la micro-structure). A` nouveau, ce re´sultat est issu
du nombre de cliques maximales par l’application des
Propositions 4 et 7-8.
The´ore`me 2 Pour tout entier k fixe´, la classe des
CSP dont la micro-structure (ge´ne´ralise´e) est CSGk
peut eˆtre re´solue en un temps
– O(n2d ·ω#(µ(P ))) = O(nk+2dk+1) par BT et FC,
– O(ned2 · ω#(µ(P ))) = O(nk+1edk+2) par RFL,
– O(neada · ω#(µG(P ))) = O(nek+1arkda) par
nBT,
– O(near2 · ω#(µG(P ))) = O(nek+1ark+2) par
nFCi ou nRFL.
Nous pouvons constater de plus que les complexi-
te´s temps sont meˆme meilleures que celles issues de
l’algorithme de´die´. Par exemple, celui-ci calcule la
micro-structure d’un CSP binaire et e´nume`re toutes
les cliques maximales ou bien s’arreˆte de`s qu’une n-
clique est trouve´e. Ainsi, la complexite´ en temps est
en O((nd)2(k−1)(nd+n2d2)) = O((nd)2k). Ne´anmoins,
nous pouvons noter que l’algorithme est de´fini pour
des graphes CSGk quelconques, alors que les micro-
structures (ge´ne´ralise´es) de CSP sont des graphes tre`s
particuliers.
Il semble, en termes de CSP, que les graphes CSG
soient ge´ne´ralement moins restrictifs que les classes
pre´ce´dentes de graphes. Par exemple, il est possible
d’avoir des graphes CSG posse´dant des n-cliques (resp.
des e-cliques) pour toute valeur de n (resp. e), contrai-
rement notamment au cas des graphes planaires. En
particulier, il existe des CSP cohe´rents posse´dant
une micro-structure (ge´ne´ralise´e) qui est un graphe
CSGk. C’est le cas notamment pour la classe CSG0
qui sont exactement les CSPs binaires cohe´rents de
domaines monovalents (une valeur par domaine) ou
les CSP n-aires cohe´rents avec exactement un tuple
autorise´ par relation. Ne´anmoins, les CSP qui ont
une micro-structure (ge´ne´ralise´e) qui est un graphe
CSG1 peuvent eˆtre cohe´rents ou non et il est facile
de construire un CSP avec plusieurs solutions, ce qui
correspond a` une collection de cliques de taille n (cas
binaire) ou e (cas n-aire). En outre, contrairement
aux classes des sections pre´ce´dentes, dans les graphes
CSGk (avec k ≥ 1), il n’y a pas de restriction sur les
valeurs de n, d, e, a ou r. Toutefois, cet ensemble de
classes de CSP doit encore eˆtre e´tudie´ en de´tail pour
e´valuer son inte´reˆt pratique.
6 Discussion et Perspectives
Cet article portait sur l’analyse de la complexite´
temporelle des algorithmes ge´ne´riques classiques de
re´solution de CSP dans une perspective nouvelle et
surtout diffe´rente des e´tudes mene´es jusque’a` pre´sent.
Notre analyse exprime la complexite´ en termes de
nombre de cliques maximales dans la micro-structure
(ge´ne´ralise´e) du CSP a` re´soudre. Cette analyse re´-
ve`le que pour l’essentiel, le backtracking et le forward
checking visitent chaque clique maximale de la micro-
structure (ge´ne´ralise´e) au plus une fois.
A partir de cette analyse, nous de´duisons des classes
polynomiales de CSP qui peuvent eˆtre re´solues par
des algorithmes classiques en temps polynomial, sans
avoir a` reconnaˆıtre que l’instance figure dans la classe.
Aussi, les re´sultats obtenus apportent un e´clairage
nouveau sur l’analyse de la complexite´ des CSP.
La premie`re perspective de ce travail est constitue´e
par l’e´tude de classes de graphes posse´dant un nombre
polynomial de cliques maximales. L’e´tude de [16] reveˆt
ici un inte´reˆt particulier car elle a permis de caracte´-
riser pre´cise´ment ces classes de graphes sur la base de
graphes d’intersection.
Une autre perspective importante consiste a` mettre
en e´vidence des liens qui pourraient exister entre notre
analyse et les classes polynomiales obtenues par des
approches diffe´rentes. Il devrait eˆtre assez clair no-
tamment que nos classes sont orthogonales aux classes
polynomiales base´es sur la structure. Par exemple, il
n’existe aucune raison pour qu’un CSP arborescent ne
posse`de pas un nombre exponentiel de cliques. Plus
ge´ne´ralement, les classes base´es sur la structure ne´ces-
sitent ge´ne´ralement des algorithmes de´die´s, et les algo-
rithmes de backtracking ge´ne´riques sont de complexite´
polynomiales sur elles uniquement s’ils proce`dent, par
exemple, via l’exploitation d’un ordre d’affectation des
variables spe´cifique. Par contre, pour les classes de´fi-
nies par un langage de contraintes, il serait possible
que certaines soient capture´es par notre analyse, tout
comme c’est le cas pour le proble`me de satisfiabilite´
dans les travaux de [15]. Enfin, les classes hybrides sont
beaucoup plus proches dans l’esprit de notre approche
et l’e´tude en profondeur des liens entre ces classes et
notre analyse constitue donc une perspective naturelle
a` court terme.
En ce qui concerne les solveurs, la complexite´ d’al-
gorithmes tels que MAC, dont le comportement est
diffe´rent de ceux qui sont analyse´s ici, doit e´galement
eˆtre e´tudie´e, car cette complexite´ ne s’inscrit pas natu-
rellement dans l’e´valuation que nous avons propose´e.
Enfin, une perspective importante porte sur l’exten-
sion de notre e´tude aux autres ge´ne´ralisations possibles
de la micro-structure pour le cas des proble`mes de sa-
tisfaction de contraintes non-binaires.
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