It is suggested by plausible reasoning and confirmed by experience that the error of an nth degree polynomial approximation, in the Chebyshev sense of least maximum error, to an analytic function, is roughly a multiple of the n + 1st Chebyshev polynomial, Tn+1(x), on the interval of approximation. Therefore if the nth degree polynomial /*(x) is equal to the function, /(x), on the roots of 7'"+i(x), we expect that f*(x) will be a satisfactory approach to a Chebyshev approximation of/(x).
Because /(x) is analytic, it may be represented with negligible error in the interval of approximation by a polynomial p(x) of sufficiently high degree; e.g., a truncated Taylor's or Maelaurin's series. Applying the division algorithm for polynomials,
where the degrees of the r, form a strictly decreasing sequence. From these equations we may write r,(
where a, and 6, are defined recursively by
It may be proven that the sum of the degrees of <x¿(x) and r,(x) is at most n. The first set of equations may be written
is a rational approximation to p(x), exact wherever Tn+x(x) vanishes. Since T,¡+l(.c) ^ I in the interval of approximation, 6,(x)/as(x) provides a bound for the error of the approximation. If i>,(x)/a,(x) is nearly constant on the interval of approximation, the error oscillates between n + 2 extrema of nearly equal magnitude, and the method of approximation is justified, for Chebyshev approximation is characterized by an error which oscillates at least n + 1 times between positive and negative extrema of equal magnitude. For the particular case * = 0, a, = 1, and r0(x) is a polynomial approximation to/(x) of degree at most n. where the error is bounded by ±(3 X 10-7 -f-8.1 X 10-7) = ±1.1 X 10~6.
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