We describe an approach to managing the use of approximate models in optimization. This approach combines the idea of approximation models from engineering design optimization with the model trust region approach from nonlinear programming. The trust region framework regulates the amount of optimization done with the approximate models before one needs to appeal to a detailed model to check the validity of the design generated using the approximate models. This regulation is based on the ability of the approximations to predict the true behavior of the system being optimized. The method we propose inherits all the convergence analysis and robustness of classical trust region algorithms for nonlinear optimization.
Introduction
We describe an approach to managing the use of approximate models in optimization. Our approach combines the idea of approximation models from engineering design optimization 1] with the model trust region approach from nonlinear programming 2]. The use of approximate models reduces the computational cost incurred when running a numerical optimization procedure. The trust region framework gives an adaptive method for managing the amount of optimization done with the approximate models before one needs to use a detailed model to check the validity of the design generated using the approximate models. This regulation is based on the ability of the approximations to predict the true behavior of the system being optimized. By comparing the improvement predicted by the approximation model to the improvement realized for the true system being optimized, we obtain useful information suggesting when a new or updated model may be more e ective. The type of approximation can be changed to re ect the current region of the design space. Finally, the method we propose inherits all the robustness of classical trust region algorithms for nonlinear optimization.
Let x denote the design parameters, and suppose that one has a model of high physical delity but high computational cost, as well as an approximate model of lower physical delity but lower computational cost. Let the associated performance measures be f(x) and a(x):
For instance, one might have a complex CFD code and a panel code, or a detailed nite element structural model and an equivalent plate model.
Because of the computational cost associated with the high-delity model f, one would wish to use the approximate, lower-delity model a to produce steps in an iterative optimization of f. The approach we propose addresses the following questions in managing the use of lower-delity models in an optimization scheme:
How can one regulate the amount of optimization done using the approximate model before one must have recourse to the high-delity model? When might it be appropriate to either change or re ne the approximate model to improve the progress of the optimization? What does one do when the design derived from optimization using the approximate model fail to produce improvement in the true objective?
The trust region mechanism we introduce provides a systematic response to both poor and incorrect prediction on the part of the approximate model while not being so conservative as to retard progress when the approximate models do a good job of predicting the behavior of the high-delity model. Furthermore, by monitoring how well the approximations are predicting the behavior of the system, the trust region mechanism suggest guidelines for changing or updating the model based on the predictive abilities of the model.
For clarity in presenting the trust region approach, in this note we will consider only unconstrained minimization: minimize f(x) However, the ideas we present here can be applied to constrained problems as well.
A trust region approach with generalized approximation models The classical model trust region approach in nonlinear optimization 2, 3], regulates the length of the steps we try in an iterative optimization process by monitoring how well the current quadratic Taylor series model of f is found to approximate f. This gives us an adaptive method for adjusting the size of the steps we take based on information determined during the optimization iteration.
The method we propose extends the model trust region idea to general, non-quadratic approximations. If at each iteration one chooses a quadratic quasiNewton approximation, then the method reduces to the classical trust region approach. However, more general approximations o er the hope that longer optimization steps can be taken before one needs to appeal to expensive, high-delity models.
We require the approximation model a i and its rst derivatives at the iterate x i to agree with those of the actual objective f:
ra i (x i ) = rf(x i ):
(2) Examples of approximation models that satisfy these conditions include algebraic approximation models such as the reciprocal, reciprocal quadratic, conservative, and and posynomial approximations 1]. Another approximation technique satisfying these requirements is the -correlation method 4] that allows one to correct an arbitrary lower-delity model by scaling. The conditions (1) and (2) su ce to prove convergence of the trust region algorithm. It is also possible to develop a model management framework for approximations that only satisfy (1); see 5].
An approximation model is assumed to be valid only in a neighborhood of x i . Consequently, we restrict the step we take to a region in which we trust the approximation to model f well, whence the name \model trust region". This is done by adding a constraint on the length of the step allowed, rather as is done when setting move limits 6]; however, the mechanism for updating the step length control is very di erent.
This leads us, at each optimization iteration, to approximately solve the subproblem minimize a i (x i + s) subject to k s k i :
We use here the notation s to denote the prospective step x in the design variables. In practice, one need not solve this problem exactly; we can give precise conditions on well one must solve this subproblem in order to be assured of robust behavior 7] . We accept the step s if it leads to improvement in f:
The trust radius i functions as a move limit, but is updated in an adaptive way based on the predictive quality of the approximation used to generate steps. The trust radius i is updated after each optimization iteration i according to the following principles:
1. If the model did a very good job of predicting the actual behavior of f, then we will increase i and allow longer steps at the next optimization iteration i + 1, since the model has proven itself to be good over the current trust region. In this situation, we also face an interesting choice in terms of the model: if the model is doing an exceptionally good job of predicting the behavior of the system, than we may be able to use an even simpler model. 2. However, if the model did a bad job of predicting the behavior of f, either because f actually increased with the step s, or because f did decrease but not nearly as much as predicted by the approximation, we decrease the size of the trust region used in the next optimization iteration. We know from the conditions (1) and (2) (4) and updates the trust radius as follows: A trust region algorithm using general approximation models.
Note that the approximation need not be xed across all iterations; it can be a i . This allows one to change the approximation model to re ect the current region of the design space. Furthermore, though only a single level of approximation is described in Figure  1 , there is nothing that precludes additional levels of approximation. The framework we propose can accommodate many levels of approximation which vary in delity but also, presumably, in computational cost.
Concluding Remarks
The convergence and robustness results for the approach discussed here can be found in the companion paper 7] . We are currently working towards testing the trust region framework for the problem described in 4].
