We present a new combinatorial algorithm for Boolean matrix multiplication that runs in O(n 3 (log log n) 3 / log 3 n) time. This improves the previous combinatorial algorithm by Bansal and Williams [FOCS'09] that runs in O(n 3 (log log n) 2 / log 9/4 n) time. Whereas Bansal and Williams' algorithm uses regularity lemmas for graphs, the new algorithm is simple and uses entirely elementary techniques: table lookup, word operations, plus a deceptively straightforward divide-and-conquer.
Introduction
In this paper, we examine the well-known problem of multiplying two (dense) n × n Boolean matrices, and study "combinatorial" algorithms-in contrast to "algebraic" algorithms, like Strassen's and its successors [16, 18, 11] , which work in some ring structure and exploit clever cancellations. The "Four Russians" algorithm, by Arlazarov, Dinic, Kronrod, and Faradzhev [2] , is the earliest and most famous combinatorial algorithm for Boolean matrix multiplication. The time bound was originally stated as O(n 3 / log n), but as noted subsequently, it can be made O(n 3 / log 2 n) when implemented on the standard (log n)-bit RAM model. On a RAM model with a larger word size w > log n with standard word operations, the time bound is O(n 3 /(w log n)).
The "Four Russians technique" has since become synonymous with logarithmic-factor speedups, a phenomenon that has spread to numerous other algorithmic problems. It was believed by some researchers (the present author included, embarrassingly) that the speedup of the two logarithmic factors was the best possible among combinatorial algorithms; indeed, the Four Russians algorithm was shown to be optimal for Boolean matrix multiplication under some restricted model of computation [1, 15] .
That is why Bansal and Williams' FOCS'09 paper [3] came as a shock-they presented combinatorial algorithms for Boolean matrix multiplication that run in time O(n 3 (log log n) 2 / log 9/4 n) for w = log n, and O(n 3 (log log n) 2 /(w log 7/6 n)) for w > log n. Their algorithms require advanced techniques, notably, regularity lemmas for graphs. Random sampling is also used, although the algorithms were later derandomized [19] .
We present a still faster combinatorial algorithm for Boolean matrix multiplication that runs in time O(n 3 (log log n) 3 / log 3 n) for w = log n, 1 and O(n 3 log 3 w/(w log 2 n)) for w > log n. In contrast to Bansal and Williams', our algorithm is simple and our analysis is completely elementary.
Our work is indirectly inspired by a recent manuscript of Impagliazzo, Lovett, Paturi, and Schneider [13] . Motivated by a different problem, namely, 0-1 integer linear programming, they analyzed a simple divide-and-conquer algorithm for a computational geometry problem called offline dominance range reporting: given n red points and n blue points in d dimensions, report all K pairs (p, q) of a red point p dominating a blue point q, i.e., p having larger value than q in all d coordinates. In a previous work, the author [5] has shown the relevance of dominance range reporting to logarithmic-factor speedups in min-plus matrix multiplication and all-pairs shortest paths. Geometric divide-and-conquer that inductively reduces the dimension by 1 tends not to do well when the dimension exceeds log n, because of exponential dependence on d-the so-called "curse of dimensionality". Impagliazzo et al.'s analysis shows surprisingly that their algorithm performs well even when the dimension goes slightly beyond log n: they got about n 2−Ω(1/(c 15 log c)) + K time for d = c log n; for example, this means subquadratic time for dimensions as high as log 1+1/15−ε n. (They probably did not try to optimize the exponent 15.) In the appendix, we give a finer analysis by a more straightforward induction proof, to show that the same algorithm has subquadratic complexity for dimensions as high as (log 2 n)/(log log n) 3 . This immediately implies a new combinatorial algorithm for all-pairs shortest paths in dense real-weighted graph with running time O(n 3 (log log n) 3 / log 2 n). This is simpler than the author's previous algorithm [6] with the same running time, in that we completely avoid any explicit use of "word tricks", although it is slower than Han and Takaoka's improved O(n 3 log log n/ log 2 n)-time algorithm [12] and Williams' [17] (the latter requires algebraic techniques for rectangular matrix multiplication).
But what does all this have to do with Boolean matrix multiplication, where the goal is to get beyond speedup of two logarithmic factors? Following a similar line of thought, we propose and analyze a simple divide-and-conquer algorithm for multiplying an n×d and a d×n Boolean matrix. We show that our algorithm works well even when d is moderately large (e.g., polylogarithmic in n), provided that there is a subroutine to directly handle the case when one of the matrices is sparser by about a log factor. The overall running time is then determined by this sparser case, which can be solved by a variant of the Four Russians algorithm: to summarize, one log factor speedup comes from table lookup, another log from using word operations, and about one more log from sparseness as a result of the divide-and-conquer.
Boolean Matrix Multiplication
Preliminaries. We focus on the problem of computing the product of an n × d and a d × n Boolean matrix. We can just multiply by n/d to upper-bound the complexity of multiplying two n × n Boolean matrices.
We consider a slight generalization of this rectangular Boolean matrix multiplication problem, where the first matrix is m × d and the second is d × n. We find it convenient to rephrase the problem as a d-dimensional "geometric" problem as follows: given a set A of m Boolean d-vectors and a set B of n Boolean d-vectors, report all pairs in A × B that have Boolean inner product equal to 1. (More precisely, we want to output the labels to the vectors in each such pair; each pair is to be reported exactly once.)
We first describe a subroutine to solve the problem when one of the input sets is not fully dense. Incidentally, this gives us an opportunity to review the techniques behind the Four Russians algorithm, as our subroutine is a modification of that algorithm, using table lookup and bit packing. 2 This subroutine is the only place where we explicitly use word operations (bitwise-or).
Lemma 2.1. In the case when B has a total of βdn 1's for some β ≤ 1, the problem can be solved in O dn + dmn 0.01 + βdmn log d w log n + mn time.
Proof. The Algorithm. Let β 0 be a fixed parameter to be set later. Our algorithm is based on divideand-conquer and is deceptively simple: 0. If B has at most β 0 dn 1's, then directly solve the problem by Lemma 2.1 and return.
1. Otherwise, find a coordinate position that has at least β 0 n 1's among the vectors of B. We may assume that it is the first coordinate, by swapping coordinates in all vectors. Step 4 takes O(αβmn) time. To summarize, we get the recurrence
Solving the Recurrence. The solution to the recurrence is not obvious. We resort to a "guessand-check" approach: for a certain choice of parameters β 0 , δ, and ε to be set later, we claim that
and confirm the guess by induction.
If the maximum in (1) is attained by the bottom case, the claim is trivial. Otherwise, suppose that the maximum in the top case is attained by α and β ≥ β 0 . Assume inductively that (2) 
The key lies in the following inequality:
To prove (3), split into two cases. If α ≤ δ 2 , then the left-hand side of (3) is at most 1 + α 1−ε ≤ 1 + δ, assuming that ε < 1/2. If α > δ 2 , then the left-hand side is at most
by setting β 0 = ε(1 + 3 ln(1/δ)), assuming that ε ln(1/δ) < 0.1. Continuing the earlier chain of inequalities, we obtain from (3):
Conclusion. Putting δ = 1/d, ε = 2 log d/ log n, β 0 = ε(1 + 3 ln(1/δ)) = Θ(log 2 d/ log n), and d = w log 2 n/ log 3 w into (2) yields a time bound of T d (n, n) = O(n 2 ). This is assuming that ε ln(1/δ) = o(1), i.e., log 2 w = o(log n). (Note that if log 2 w = Ω(log n), we would have d = o(w log n) and can switch to the original Four Russians algorithm.) We have thus shown: Theorem 2.2. For d = w log 2 n/ log 3 w, there is a combinatorial algorithm to multiply any n × d and any d × n Boolean matrix in O(n 2 ) time.
Corollary 2.3. There is a combinatorial algorithm to multiply any two n × n Boolean matrices in time O(n 3 log 3 w/(w log 2 n)) ≤ O(n 3 (log log n) 3 / log 3 n).
Many applications follow. For example, we immediately obtain a combinatorial algorithm with the same time bound for the problem of detecting triangles in a (dense) graph with n vertices.
Final Remarks
Our algorithm is still substantially slower, in theory, than "algebraic" algorithms with running time O(n ω ) for ω < 2.373 [18, 11] . Formally we still lack a precise, natural definition of a model that includes algorithms like the Four Russians and the one from this paper but excludes Strassen's and its successors. On the other hand, the result from Theorem 2.2 on multiplying rectangular Boolean matrix multiplication is new, regardless of the distinction between combinatorial and algebraic algorithms (according to the current best algebraic results, we can multiply an n × n 0.302 and n 0.302 × n matrix in O(n 2+o(1) ) arithmetic operations [10] , or an n × n 0.172 and n 0.172 × n matrix in O(n 2 log 2 n) operations [8] , or an n × log n and log n × n matrix in O(n 2 ) operations [4] ). Our work undermines the main message from Bansal and Williams' paper [3] , that advanced graph-theoretic techniques such as regularity lemmas provide a fruitful avenue to obtain new results for Boolean matrix multiplication. To be fair, better time bounds such as n 3 /2 Ω( √ log n) might still be possible if there is further progress on regularity lemmas, as remarked in their paper (although no such improvements have been reported in the intervening few years).
Our approach and Bansal and Williams' exploit the special nature of the Boolean matrix multiplication problem; for example, they currently do not extend to matrix multiplication in the field F 2 . However, they at least raise the possibility for improvements beyond two logarithmic factors in combinatorial algorithms for other problems, such as all-pairs shortest paths.
1. Find a value x such that [the number of red points with first coordinate at most x]/m is equal to [the number of blue points with first coordinate at least x]/n. (The existence of x is guaranteed by the intermediate value theorem; we allow a point with first coordinate exactly x to contribute a fraction to either count.)
2. Recursively solve the problem for the red and blue points with first coordinate at least x.
3. Recursively solve the problem for the red and blue points with first coordinate at most x.
4. Recursively solve the problem for the red points with first coordinate at least x and the blue points with first coordinate at most x; the first coordinates can be dropped from all the points.
The Recurrence. Let T d (m, n) denote the running time of the algorithm, excluding the O(K) cost for reporting the K output pairs.
Step 1 can be done in linear time by applying a weighted median algorithm (by assigning each red point a weight of 1/m and each blue point a weight of 1/n). Let α be the equal value in step 1. Then step 2 takes T d ((1 − α)m, αn) time, step 3 takes T d (αm, (1 − α)n) time, and step 4 takes
cost to form the input to these subproblems. 3 To summarize, we get the recurrence
ignoring constant factors and the trivial base cases
Solving the Recurrence. For a certain choice of parameters δ and ε to be set later, we claim that 
To prove (6), split into three cases. If α ≤ δ 2 , then the left-hand side of (6) is at most δ 2 + δ 2(1−ε) + 1/(1 + δ) < 1, assuming that δ, ε < 0.1. If α ≥ 2/3, then the left-hand side is at most (1/3) 1−ε + (1/3) + (1/3) 2−ε /(1 + δ) < 1, assuming that δ, ε < 0.1. If δ 2 < α < 2/3, then the left-hand side is at most
assuming that ε ln(1/δ) < 0.1. If α ≥ ε(1 + 3 ln(1/δ)), the above expression is less than 1. On the other hand, if α < ε(1 + 3 ln(1/δ)), it is less than 1 + ε 2 (1 + 3 ln(1/δ)) 2 − δ/18 = 1, by setting ε = δ/18/(1 + 3 ln(1/δ)).
Continuing the earlier chain of inequalities, we obtain from (6):
Conclusion. Putting δ = 1/(c 2 log 2 c), ε = δ/18/(1 + 3 ln(1/δ)) = Θ(1/(c log 2 c)), and d = c log n into (5) yields
. We thus have the following theorem; the second sentence follows by setting c a small constant times log n/(log log n) 3 .
Theorem A.1. There is a combinatorial algorithm to solve the offline dominance range reporting problem for two sets of n points in d = c log n dimensions with K output pairs in time O(n 2−Ω(1/(c log 2 c)) (c log n) O(1) +K). For d being a sufficiently small constant times log 2 n/(log log n) 3 , the time bound can be made O(n 2 / log 100 n + K).
Many applications in computational geometry follow. For offline dominance range counting (counting the number of red points dominating each blue point), we obtain the same result but without the K term. We obtain similar results for general offline orthogonal range searching (which reduces to dominance range searching after doubling the dimension), offline exact L ∞ -nearest neighbor search (which reduces to orthogonal range searching by binary search), and exact L ∞ -minimum spanning tree (which reduces to offline nearest neighbor search by Boruvka's algorithm).
The result has implications beyond computational geometry. The author [5] has shown how to reduce the problem in the following corollary to d instances of the d-dimensional dominance range reporting problem, where the total number of output pairs in the d instances is O(n 2 ).
Corollary A.2. For d being a sufficiently small constant times log 2 n/(log log n) 3 , there is a combinatorial algorithm to compute the min-plus product of any n × d and d × n real-valued matrix in O(n 2 ) time.
Corollary A.3. There is a combinatorial algorithm for computing the min-plus product of any two n × n real-valued matrices, and for solving the all-pairs shortest paths problem in any real-weighted graph, in O(n 3 (log log n) 3 / log 2 n) time.
As noted in the introduction, the above result is not new, but the algorithm is simpler.
