We report three-dimensional simulations of the reversible reaction AϩB↔C for a single static A molecule and a uniform initial concentration of noninteracting B-molecules. The results are compared with various analytic approximations for the time-dependence of the binding probability. They are in excellent agreement with a recent theory of Sung and Lee ͓J. Chem. Phys. 111, 796 ͑1999͔͒ for all times and rate parameters. The second-order term in the long-time expansion of this theory is incorrect, yet it explains an apparent kinetic transition observed when the B-concentration increases. We also investigate the concentration profiles near the reversible trap.
I. INTRODUCTION
Bimolecular reactivity is a many-body problem. This has been recognized early on by Smoluchowski, 1 who has obtained the survival probability, S irr (t), of a static target molecule, A, surrounded by a uniform concentration of diffusing B-molecules which annihilate A on contact. In the target limit, Smoluchowski's S irr (t) is the rigorous solution for an irreversible AϩB → C reaction. [2] [3] [4] [5] This theory has been applied over the years predominantly to fluorescence quenching, 6 but a convincing experimental demonstration for its initial nonexponential phase has been produced only recently, for excited-state proton transfer reactions. 7, 8 When the reaction is reversible
͑1.1͒ such a simple analytic solution is not possible, because the process does not end upon the first binding event. Subsequent dissociation ͑with a rate coefficient k d ) regenerates the A-B partners at the contact distance, and modifies the B-particle concentration around A. In the last 15 years, extensive theoretical effort was devoted toward understanding this inherent complexity. [9] [10] [11] [12] [13] [14] [15] [16] [17] [18] [19] [20] [21] [22] [23] [24] [25] [26] [27] [28] The theoretical endeavor has yielded an exact asymptotic solution 20, 26, 27 for the A-particle survival probability, S(t), as well as a host of approximate theories for its complete time behavior.
Thus far, the analytic theories were tested against onedimensional Brownian simulations. [29] [30] [31] [32] [33] These were used to verify the long-time asymptotics 20 and, more recently, to test the various approximations. [23] [24] [25] The so-called multiparticle kernal ͑MPK1͒ theory by Sung and Lee 23 was found to be in close correspondence with the numerical data. Missing were three dimensional simulations to compare with. Following recent preliminary work, 34, 35 we now report extensive simulation results for the reversible target problem in three dimensions ͑3D͒, both survival probabilities and concentration profiles ͓the latter have not been calculated before, even in one dimension ͑1D͔͒. We find that MPK1 reproduces our calculations for all times and all kinetic parameters.
II. THEORY
In the simple reversible target problem one considers a single static A-particle of radius a, surrounded by a uniform concentration, c 0 , of noninteracting point particles, B. The latter diffuse with a diffusion constant D. Upon reaching the contact distance, a, they can associate ͑with rate coefficient k a ) if A is free ͑else, rϭa is reflective͒. A bound A-B pair may, in turn, dissociate to contact ͑with a rate coefficient k d ). We are interested in the probability that A is unbound by time t, denoted S(t), and in the overall concentration profile, c(r,t), of the B-particles surrounding it. As t→ϱ, S(t) approaches the equilibrium limit since the different theories assume a particularly revealing form in terms of the function F (s). This function factors out the diffusion effects in the sense that it contains all the D-dependence and that the simple kinetic limit is obtained when F (s)ϭ1. Therefore, we suggest to call it the ''diffusion factor function. '' In addition, Eq. ͑2.3͒ is independent of the initial condition, which enters through ⌬S(0) as follows:
for an A-particle which is initially bound or free, respectively.
A. Models
The various theories discussed below are summarized, for clarity, in Table I: ͑a͒ The simplest theory is conventional chemical kinetics, 36 where the decay is exponential, exp(Ϫt), implying that
͑2.5͒
This solution is expected to be exact in the reactioncontrolled limit, when D→ϱ; ͑b͒ for a geminate pair (c 0 ϭ0) the problem can be solved exactly 11, 37, 38 ͑even for finite lifetimes for A and B
39
͒
Here g (a,s͉a) is the Green function for free diffusion, starting and ending at the contact radius where a reflective boundary is imposed. In 1D, this function is given by g (a,s͉a) Ϫ1 ϭͱsD, whereas in 3D it is
where the diffusion-control rate-constant and time-constant are defined by
͑c͒ the ''linearized superposition approximation'' ͑LSA͒ 10,14,18 assumes the same form for F (s) even when c 0 Ͼ0
͑2.7͒
This model evidently reduces correctly in the geminate limit, and also in the reaction-controlled limit ͓when k D →ϱ and g (a,s͉a)→0͔, but not in the irreversible limit or at longtimes; ͑d͒ in the irreversible case (k d ϭ0, ⌬S(0)ϭ1), one may use Eq. ͑2.3͒ to write
The irreversible survival probability is given by the Smoluchowski theory
which is exact for a static target molecule. The ubiquitous time-dependent rate coefficient is
where we have defined
Following Szabo, 5 primed quantities designate the case of partial reactivity
where ␣ϵk a /(k a ϩk D ). In the diffusion-control limit, k D /k a →0, ␣→1 and the primed quantities become unprimed. In the opposite, reaction-control limit (k D /k a →ϱ), one finds ͑as expected͒ that S irr (t;c 0 )→exp(Ϫc 0 k a t) and F irr (s;c 0 )→1.
This model also reduces correctly in the geminate limit, c 0 →0. Indeed, in this limit we can Taylor-expand the 
͑2.9͒
Thus conceptually, the CA relates to the irreversible solution like the LSA relates to the geminate solution. The CA reduces correctly in the irreversible and diffusion-control limits. Since we have seen that F irr (s;c 0 )→F gem (s) as c 0 →0, the CA reduces correctly also in the geminate limit, but it does not reproduce correctly the long-time limit when c 0 Ͼ0; ͑f͒ the linearized ''enhanced superposition approximation'' ͑LESA͒ is the first theory on our list to produce the correct long-time asymptotics ͑see below͒. 20, 21 It may be written as a linear combination of two geminate solutions 
where the second one is shifted by and the coefficients sum up to unity. It agrees with exact results in all limits ͑reaction-control, geminate, long-times͒, except the irreversible limit. As a result it disagrees with the simulations at intermediate times.
B. The Sung-Lee theory
The outcome of the ''Multiparticle kernel'' ͑MPK͒ theories of Sung and Lee [23] [24] [25] is best appreciated on the background of the above exposition. The best theory is MPK1, 23 which may be rationalized as follows. Since the irreversible solution and the CA exhibit better agreement with the simulations at intermediate times, it makes sense to perform a linear combination of the geminate and irreversible solutions, rather than of two geminate solutions as in the LESA. Keeping the first term, which accounts for the correct longtime asymptotics, the MPK1 result may be written as
͑2.11a͒
The modified concentration appearing in the irreversible part is given, according to MPK1, by
It is easy to check that Eq. ͑2.11a͒ reduces correctly in all known limits. When c 0 ϭ0 ͑and, subsequently, ϭk d ) one obtains F MPK1 (s)ϭF gem (s). When k d ϭ0 ͑and, subsequently, ϭc 0 k a and c 0 Јϭc 0 ) one obtains F MPK1 (s) ϭF irr (s;c 0 ). In the reaction-control limit, F irr (s;c 0 Ј)→1 and
A second theory, MPK2, 24, 25 which was found to be identical ͑in 3D͒ with the elaborate kinetic theory of Yang, Lee, and Shin, 22 can be viewed as yet another modification to the LESA result in Eq. ͑2.10͒. Instead of shifting one of the geminate solutions by , it is shifted by /F , yielding the transcendental equation
͑2.12͒
Note that the modified argument can be written also as ⌬S(0)/⌬S MPK2 (s), see Eq. ͑2.3͒. This theory appears to be correct at all limits, except that it gives a slightly upward shifted asymptotic amplitude. In addition to the survival probability, the MPK theories provide an expression for the total B-particle concentration at contact. Summing Eqs. ͑14͒ and ͑27͒ in Ref. 23 , one obtains for an initially unbound A c͑a,s͉eq͒ϭ c 0 s
Clearly, c(a,t͉eq) starts at c 0 , develops a dip and eventually rises back to its initial value. Indeed, the quantity sc (a,s͉eq) tends to the same value, c 0 , as s goes to either zero or infinity (t→ϱ and t→0, respectively͒.
C. True versus apparent asymptotic behavior
It is interesting to consider the asymptotic behavior of ⌬S(t)/⌬S(0), up to second order. The exact results ͑the ''true asymptotics''͒ in one-and three-dimensions are 26, 27 
ϩ¯.
͑2.14b͒
The 1D result for diffusion on half the line has been obtained from Eq. 
͑2.15b͒
with u n and v n given in Eq. ͑A8͒ there. Thus the leading term of the MPK1 asymptotics is exact. The next term is exact in the geminate limit, obtained upon setting c 0 ϭ0 in Eq. ͑A8͒. One finds in this limit that u 0 ϭ1,
The situation in 1D is peculiar, because ͑for c 0 Ͼ0͒ the true asymptotics of Eq. ͑2.14a͒ has the additional 1/t term which is absent in Eq. ͑2.15a͒. Its coefficient is always positive, so that approach to the t Ϫ1/2 behavior is always from above. The coefficient of the second-order, t Ϫ(2ϩd)/2 term, may be either positive or negative in Eq. ͑2.15͒. It thus may change sign as a function of c 0 , leading to an apparent transition in the approach to equilibrium. For example, in 3D this transition occurs when
͑2.16͒
On one side of the transition the approach is from above, whereas on the other it is from below the t Ϫ3/2 line.
III. NUMERICAL METHODS
This section summarizes the numerical algorithm for simulating the reversible target problem in 3D, as described briefly in our preliminary report.
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A. Initial conditions
Consider an immovable trap ͑spherical particle A of radius a) placed at the origin and surrounded by a large sphere of radius R(0)ӷa which defines the simulation volume, V(0)ϭ4͓R (0) 3 Ϫa 3 ͔/3. Given the desired simulation time, t max , R(0) is chosen sufficiently large so that B-particles placed on the sphere cannot reach their target, A, during t max . Thus, to obtain the desired bulk concentration c 0 , N(0) point-like particles B are initially uniformly distributed within
The target molecule, A, may be initially either bound or unbound to one B molecule. Theoretically, this is immaterial, because of the ''generalized detailed balance condition'' 11 1ϪS͑t͉eq͒ϭcK eq S͑t͉ * ͒,
͑3.1͒
which provides a rigorous connection between these two initial conditions. 17 In practice, we expect better convergence of trajectory averaging in the asymptotic tail of ⌬S(t) when this quantity is large. Since, by Eq. ͑2.3͒, ⌬S(t) is proportional to ⌬S(0) given in Eq. ͑2.4͒, it is advantageous to start from the initially bound state when c 0 K eq Ͻ1 and from the unbound state when c 0 K eq Ͼ1. We have tested this for c 0 K eq ϭ0.25 with two different initial states of the trap. It was found that to obtain the same statistical noise for ⌬S(t) one should gather about 17 times more trajectories in the case of the initially free trap than for the other initial condition.
B. Dynamic geometry
Clearly, when long simulation times are desired, R(0) will have to increase ͑approximately as t max 1/2 ) and with it the number of particles ͑approximately as t max 3/2 ). [30] [31] [32] [33] Hence getting an additional order of magnitude in simulation time, requires a factor of about 10 3/2 Ϫ1Ϸ30 in computation time. This problem clearly prevented the first 3D simulations from reaching the asymptotic regime. 34 In order to speed-up the calculation, we shrink the outer sphere with time, according to R͑t ͒Ϫaϭb ͱ2D ͑ t max Ϫt ͒,
͑3.2͒
where b has an optimal value around 8. 33, 35 This condition ensures that particles located at rϾR(t) have a negligible chance to reach the reaction surface during the remaining time, t max Ϫt. Hence we reduce N(t) by terminating the trajectory of any particle residing outside the shrinking sphere. In practice, since particle i is propagated with its own ''inner time'' ͓t in (i), see below͔, we compare its distance with R(t in (i)). If this cutoff distance is exceeded, the index of particle i is eliminated from the active-particle index list.
C. Particle motion
The motion of each B particle should mimic threedimensional diffusion, under the influence of the reversible trap that can bind only one B-particle at a time. A particle that reaches this target can bind with a rate coefficient k a . Subsequently, the trap remains inert (k a ϭ0) until the bound B-particle dissociates with a rate constant k d . Following this event, either the same ͑geminate͒ or another ͑bulk͒ particle may recombine, and the process continues.
In our algorithm, each particle is moved over a time step from its old position, r ͑the problem is spherical symmetric, so the azimuthal angle plays no role͒, to its new position, rЈ. ͑In the present algorithm, it makes no difference whether particles are moved sequentially or at random͒. At our disposal are ͑pseudo͒ random numbers, , evenly distributed in the interval ͓0,1͔. We wish to make the most efficient use of these numbers in executing elementary particle moves, without sacrificing the computation accuracy. This is achieved by ͑a͒ increasing the elementary time step, , as a function of the distance, r, from the target, and ͑b͒ simplifying the ''Brownian propagator'' namely, the manipulation of the random number, with increasing r. These two elements of the algorithm are described below.
Dynamic time step
It is clear that the further a particle is from the center of A, the larger its time step may be, provided that it will not reach the target in one step. Hence its time step, , cannot exceed the value found from the condition rϪaϭb ͱ2D.
͑3.3͒
͑As above, bϷ8). Consequently, may increase ͑continu-ously͒ with the particle distance, r. In order to implement this idea, we choose a minimal time step, 0 , and allocate a spherical shell of radius r 0 around the spherical target-the reaction zone-according to Eq. ͑3.3͒. It is convenient to define as a whole multiple of 0 , according to
where ͓x͔ denotes the integer part of x. Since the particles migrate independently outside of the reaction zone, particle B i is assigned its own internal time, t in (i), which is incremented ͓by (r)͔ after its move independently of the other particles. After N(t) single-particle moves, the ''real time,'' t, is incremented by 0 . As a result of this disengaged motion, we have an aggregate of particles each of them moving in its own space-time until entering into the reaction zone. When this occurs, we compare t in (i) with t ͓since 0 Ͻ(r), t in (i)рt͔. If they are equal, the particle is moved within the reaction zone; else it waits until t ϭt in (i). This part of the algorithm is demonstrated by the flow-chart in Fig. 1. 
Brownian propagators
We adopt the strategy of the earlier 1D simulation work, [29] [30] [31] [32] [33] of moving particles with random numbers from the exact single-particle solution near a reversible trap ͑our ''Brownian propagator''͒. This allows for continuous steps ͑no spatial grid is used in our simulations͒ of varying duration. A computer-generated uniform random number, , is converted to a random number from the Brownian propagator by appropriate integration ͑see below͒. For a particle at r ͓with its time step (r)͔, the new location, rЈϭr , is uniquely determined by the choice of the Brownian propagator and of .
The choice of the Brownian propagator depends on the distance from the reversible trap. Particles outside the reaction zone are not really affected by the possibility of binding to A during the time epoch (r). Thus there is no point in investing excessive computation time in propagating their trajectory. As they are essentially freely diffusing particles, the simple Gaussian solution of free diffusion may be used to generate their motion. We use three 1D Gaussian numbers 41 to move such a remote particle along the three canonical directions.
In the reaction zone the Brownian propagator is the exact spherically symmetric, 3D analytical solution of reversible geminate recombination obtained by Kim and Shin, 42 and first invoked in simulation work in Ref. 34 . This Green function has four components: Two probability densities p(rЈ,t͉r) and p(rЈ,t͉ * ) and two probabilities, p( * ,t͉r)ϭ 1ϪS(t͉r) and p( * ,t͉ * )ϭ1ϪS(t͉ * ). Here r and rЈ denote the initial and final positions, respectively, whereas * denotes a bound particle. We set tϭ 0 , the time step in the inner zone. In terms of the dimensionless position variables 
͑3.6d͒
The i, j, and k are different numbers from the set ͕1,2,3͖, and we have defined W͑x,y ͒ϵexp͑ 2xyϩy 2 ͒ erfc͑xϩy ͒.
͑3.7͒
Thus ⌽(y)ϭW(0,y). The ␥ i 's are the roots of the cubic equation
As in the 1D case, 29, 30 the ͑indefinite͒ integrals of the functions in Eq. ͑3.6͒ are used to move the particles. It is convenient that these integrals can be performed analytically. 34 Suppose a given particle is to be moved for a duration 0 using a uniform random number, 0ϽϽ1. The required integral depends on whether this particle is bound or free.
͑a͒ The particle is bound. The particle remains bound if Ͻp( * , 0 ͉ * ). Otherwise it is released to distance r , which
͑3.9͒
where ϭ(r Ϫa)/ͱ4D 0 ; ͑b͒ the particle is free, and at distance rуa from the center of A. If A is unoccupied, the particle becomes bound if Ͻp( * , 0 ͉r). Otherwise it is moved to distance r , which is determined from ϭ4 ͵ a r p͑rЈ, 0 ͉r ͒rЈ 2 drЈϩ p͑ * , 0 ͉r ͒
͑3.10͒
where the function H(r ,t͉r) is given by
͑3.11a͒
If, however, the target has another B-particle bound to it, then the k a ϭ0 limit of Eq. ͑3.10͒ is utilized ͑reflective boundary condition at rϭa). This means that p( * , 0 ͉r) ϭ0, and H͑r ,t͉r ͒ϭ r Ϫa
͑3.11b͒
with ⌽ defined in Eq. ͑2.8d͒.
Lookup tables
In order to obtain r from , one needs to invert Eqs. ͑3.9͒ or ͑3.10͒. This is a costly operation, if to be performed every time step. To avoid this, we follow the procedure of Edelstein 29, 30 of constructing ''lookup tables.'' These are one-dimensional vectors for the functions occurring in these equations, such as erf(z), W(z,Ϫ␥ i ͱDt), etc. They are calculated once when initiating the program. We typically use 20 000 bins for aрrрr 0 within the reaction zone to represent these vectors. At any given time step, is compared with the appropriate linear combination of these vectors ͓cor-responding to either Eqs. ͑3.9͒ or ͑3.10͔͒ to yield the two flanking values of r . To further enhance the accuracy, we perform linear interpolation between these two values, to yield our final estimate for r .
IV. RESULTS
The purpose of the present work is to perform detailed three-dimensional simulations of reversible binding in the simple target limit and compare with the available theories discussed in Sec. II. To achieve this, in addition to enhancing the numerical algorithm ͑Sec. III͒, we have constructed a dedicated dual-processor PC cluster. On a 8-PC ͑16 processors running at 800 MHz͒ cluster each simulation takes about two weeks, requiring the averaging of 5-30 million trajectories ͑10 000-300 000 particles each͒. Since the algorithm demands nearly no communication between the processors ͑each runs a different bunch of trajectories͒, we find the PCcluster a cost-effective means for obtaining the desired results. We typically apply a filter to smooth the white noise in the data which otherwise obscures the long-time behavior ͑cf. inset in Fig. 2 
of Ref. 35͒.
A. One-dimension
As a test of the present ''shrinking sphere'' strategy, we have repeated the 1D simulations of Fig. 6 in Ref. 32 . ͑Natu-rally, the 3D Brownian propagator was first replaced by the 1D one͒. Figure 2 shows our recalculated data, compared ͑for c 0 ϭ0.2͒ with the previous calculation. 32 The agreement between the two calculations is very good, except that the present data are smoother. In addition, we show the true and apparent asymptotic behavior, Eqs. ͑2.14a͒ with B 1D ϭ0 and ͑2.15a͒, respectively. The triangular inset enlarges a portion of the c 0 ϭ0.02 calculation. At low magnification, approach to the limiting t Ϫ1/2 behavior appears to be from below. The enlarged inset shows that the calculation actually crosses the t Ϫ1/2 line, and converges to it from above, in agreement with the added positive 1/t term in Eq. ͑2.14a͒.
B. Three-dimensions
The main effort in the present computational work is to generate 3D simulation results spanning a sizeable range in parameter space. The 3D problem involves five elementary parameters: a, k d , k a , D, and c 0 . Of these, two can be chosen arbitrarily, as they set the time and length scales. Fig. 6 we vary the contact distance, a. The choice of elementary parameters is summarized in Table II , which also gives various derived parameters, as defined in terms of the elementary parameters in Sec. II. The cases with aϭ1, c 0 ϭ1, and k d ϭ5 and 50 were already reported in Ref. 34 . We have previously recalculated these over a wider time-range, 35 and showed that ͑over the more limited time range accessed in Ref. 34͒ the two calculations are essentially identical. This agreement provided an encouraging test for the simulation results. Here we have added seven new simulations that together provide a more extensive sampling of the parameter space.
The upper panel in Figs. 3-6 shows the normalized deviation from equilibrium, ⌬S(t)/⌬S(0), on a log-log scale. This quantity starts from unity and decays to zero at equilibrium. The bottom panel shows its logarithmic derivative, ␤(t)ϵϪd log ⌬S(t)/d log t. This is the power characterizing a t Ϫ␤ decay. ␤(t) thus begins from zero and converges, at long-times, to 3/2. Since numerical differentiation of noisy data is problematic, we have first fitted the results of the upper panels to a high order polynomial which was then differentiated analytically. This gave the dashed lines in Fig.  5 , which are probably reliable up to the minimum in ␤(t). The full curves in the bottom panels of all four figures were obtained from MPK1.
A comparison with the analytical approximations is shown, for example, in Fig. 3 , where c 0 K eq spans two orders of magnitude. The various approximations were evaluated numerically. MPK1 was evaluated by first numerically Laplace transforming S irr (t), then substituting Eq. ͑2.11a͒ in Eq. ͑2.3͒ and inverting the Laplace transform numerically. This procedure is not always stable. MPK2 was evaluated by solving the transcendental equation ͑2.12͒ before numerically Laplace inverting Eq. ͑2.3͒.
The relative merit of the various models can now be judged in comparison with the precise 3D simulations. As expected, the CA is valid only for short-intermediate times.
As in 1D, 20 the LESA deteriorates at intermediate times with increasing c 0 K eq . Concomitantly, MPK2 becomes worse at long times, since it misses the correct asymptotic amplitude. In contrast, MPK1 appears to agree with our data at all times. Figure 4 shows how MPK1 and our data converge to the correct t Ϫ3/2 asymptotics, the 1st term in Eq. ͑2.14b͒, depicted by the thin dashed lines. It is interesting that, in this case, a ''false asymptotics'' of 1/t develops ͑thin line͒ prior to the final approach to equilibrium. 35 The lower panels in Figs. 3 and 6 exemplify the transition in ␤(t) suggested by Eq. ͑2.16͒. It converges to 3/2 from above when D Ͻ2v 0 and from below when D Ͼ2v 0 ͑compare the values in the last two columns of Table II͒ . v 0 was calculated by numerical integration of S irr (t), Eq. ͑A3͒, and we checked that the solution of the transcendental equation ͑A5b͒ gives very close results over a wide range of   FIG. 3 . Three-dimensional simulations for reversible binding in the target limit for various bulk concentrations. Upper panel: The approach to equilibrium ͑bold lines-simulation͒ as compared with four models in Eq. ͑2.3͒. Here Dϭ1, k a ϭ125 and other parameters are detailed in Table II . Bottom panel: The corresponding logarithmic derivative, ␤(t) ϵϪd log ⌬S(t)/d log t, evaluated from the MPK1 approximation. Dashed curves represent the asymptotic behavior of Eq. ͑2.15b͒. Fig. 3 for a larger value of k d .
FIG. 4. Same as
concentrations, see Fig. 7 . The long-time behavior could be obtained only from MPK1 ͑the simulation becomes too noisy͒, and it agrees with the long-time asymptotics given in Eq. ͑2.15b͒, see dashed lines. A similar transition has been observed in recent experimental data concerning the pH effect on excited-state proton-transfer to solvent. 43, 44 
C. Concentration profiles
For the first time in this line of studies, we consider the concentration profiles, c(r,t). The circles in Fig. 8 depict  c(a,t) as a function of t, using the parameters of Fig. 4 , as obtained from our simulations by summing up the number of particles residing, at time t, in a narrow spherical shell between rϭa and 1.001a. The MPK1 result, Eq. ͑2.13͒, are shown as bold lines. The agreement with the simulation is, again, within the statistical noise.
For one of the three cases depicted in the figure (c 0 ϭ1) we show, in Fig. 9 , the time dependence of c(r,t) at different distances r from the reversible trap. This case is interesting because of the intermediate 1/t behavior ͑cf. straight line in Fig. 4͒ . The true t Ϫ3/2 asymptotics is approached only in the last 0.1% of the data. On a similar time scale as the 1/t decay of ⌬S(t), c(r,t) appears to approach its limiting value, c 0 , with the same ''false asymptotics'' of 1/t ͑dashed lines in Fig. 9͒ . The minimal values of the concentration at fixed r, c(r,t min ), correspond to the maxima of 1Ϫc(r,t min )/c 0 shown by the circles, and these also decay as 1/t. Finally, we show in Fig. 10 the dependence of t min on r. Except for very short times, we find that rϪaϭͱ4Dt min ϩconst. The factor 4 characterizes 2D diffusion, as does the 1/t decay. At present we have no indication why the preasymptotic behavior should appear two-dimensional nor how general this phenomenon is. 
V. CONCLUSION
The present work fills an important gap in the study of reversible diffusion-influenced reactions, by finally producing extensive simulation data in 3D for the simple target problem. Although representing the simplest case for reversible bimolecular reactions in solution ͑pseudo-unimolecular, static reversible trap, point particles͒ there are ample examples for this scenario, from the reversible dissociation/ recombination of protons with excited aromatic dye molecules 43, 44 and up to large-scale biological systems such as transmitter binding to receptor arrays. 45 Since the earlier 1D simulations, [29] [30] [31] [32] [33] analytic approximations with everincreasing sophistication have been developed, 9-28 which we set to test in the present work.
As the exact problem involves an infinite set of coupled partial differential ͑Smoluchowski͒ equations, 17 only limiting cases could be solved exactly. These involve special limits for rate coefficients ͑reaction control, 36 irreversible 1-5 ͒, concentration ͑the geminate limit 11, 37, 38 ͒ and time ͑the long-time asymptotics 20, 26, 27 ͒. We have discussed these limits as a means of assessing the range of validity of the various approximate models. It is interesting that, in spite of the complexity of this many-body problem and the intricate theoretical derivations involved, 9-28 the final approximate solutions assume a simple form in terms of the so-called ''diffusion factor function,'' F (s). The useful approximations, which produce correctly both the short-and long-time behavior, can be written as a linear combination of two limiting solutions. In comparison with earlier 1D simulations, [29] [30] [31] [32] [33] MPK1 was found to be the most accurate approximation. [23] [24] [25] We have found here that the same holds also in 3D. The agreement with our simulations is almost within the statistical noise, even for rather large values of c 0 K eq . MPK1 works so well because it reproduces correctly all known limits and thanks to the judicious choice of c 0 Ј . Nevertheless, it is not exact. We know this because the 1/t term in the long-time expansion of the exact 1D solution 26 does not appear in the corresponding expansion of the MPK1 solution.
Nevertheless, the ''apparent'' asymptotic behavior of the MPK1 theory ͑which neglects the 1/t term, and possibly also additional terms͒ appears to describe well the observed timedependence. It is probably better in 3D, where there is no 1/t 2 term which was neglected by MPK1. In particular, the transition observed as a function of concentration, where approach to the t Ϫ3/2 dependency may be either from below or from above, should be a real effect. Indeed, similar behavior has been noted in a recent experimental study of the pH effect on excited-state proton transfer to solvent. 43, 44 Based on this experience, we expect that more accurate upcoming experimentation would demonstrate even more clearly the utility of the present results.
Finally, we note that the onset of the t Ϫd/2 behavior may be rather slow, particularly in three-dimensions. Prior to this behavior there may appear a ''false'' asymptotic regime with a different power. This is particularly true for large c 0 K eq , where the ␤-function goes through a maximum. We find evidence for such false asymptotics not only in the binding probability, but also in the concentration profiles ͑calculated here for the first time͒. Thus, amusingly, in practical experimental work the apparent transition and ''false'' asymptotics may prove more useful than the mathematically rigorous asymptotic expansion. 
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APPENDIX: LONG-TIME ASYMPTOTICS FOR MPK1
One can obtain the long-time asymptotic behavior of the MPK1 survival probability from the small s limit of Eq. ͑2.11a͒. We present the derivation in one-and threedimensions. Consider first the geminate case. For diffusion on the half-line in 1D In 3D, one finds from Eq. ͑2.6a͒ that the first few terms in the small-s expansion are
ϩ¯͔.
͑A1b͒
For the irreversible case one can write for both dimensions that S irr ͑ s;c 0 Ј͒ϳS irr ͑ 0;c 0 Ј͒ϪQsϩ¯.
͑A2͒
The first term on the right-hand-side ͑rhs͒ is related to the concentration-dependent ''steady-state ͑SS͒ rate constant,'' k SS (c), customarily defined as k SS ͑ c ͒ Ϫ1 ϭc S irr ͑ 0;c ͒, ͑A3͒
and evaluated here at cϭc 0 Ј . The second-term on the rhs of Eq. ͑A2͒ is the integral,
͑A4͒
The SS rate constant has been discussed extensively in the literature. Thus, in 1D for k a →ϱ one finds 5 
ϩ¯. ͑A9b͒
Upon inversion, only the noninteger powers of the Laplace variable s contribute, and one obtains the long-time expansion given in Eqs. ͑2.15͒.
