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THE GBC MASS FOR ASYMPTOTICALLY HYPERBOLIC MANIFOLDS
YUXIN GE, GUOFANG WANG, AND JIE WU
Abstract. The paper consists of two parts. In the first part, by using the Gauss-Bonnet curva-
ture, which is a natural generalization of the scalar curvature, we introduce a higher order mass,
the Gauss-Bonnet-Chern mass mHk , for asymptotically hyperbolic manifolds and show that it is
a geometric invariant. Moreover, we prove a positive mass theorem for this new mass for asymp-
totically hyperbolic graphs and establish a relationship between the corresponding Penrose type
inequality for this mass and weighted Alexandrov-Fenchel inequalities in the hyperbolic space
Hn. In the second part, we establish these weighted Alexandrov-Fenchel inequalities in Hn for
any horospherical convex hypersurface Σ∫
Σ
V σ2k−1dµ ≥ C
2k−1
n−1 ωn−1
((
|Σ|
ωn−1
) n
k(n−1)
+
(
|Σ|
ωn−1
) n−2k
k(n−1)
)k
,
where σj is the j-th mean curvature of Σ ⊂ H
n, V = cosh r and |Σ| is the area of Σ. As an
application, we obtain an optimal Penrose type inequality for the new mass defined in the first
part
m
H
k ≥
1
2k
((
|Σ|
ωn−1
) n
k(n−1)
+
(
|Σ|
ωn−1
) n−2k
k(n−1)
)k
,
for asymptotically hyperbolic graphs with a horizon type boundary Σ, provided that a dominant
energy condition L˜k ≥ 0 holds. Both inequalities are optimal.
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Part 1. The GBC mass for asymptotically hyperbolic manifolds
1. Introduction
The study of the scalar curvature plays an important role in differential geometry. There are
many beautiful results on manifolds with positive or non-negative scalar curvature. One of them
is the Riemannian positive mass theorem (PMT): Any asymptotically flat Riemannian manifold
Mn with a suitable decay order and with nonnegative scalar curvature has the nonnegative ADM
mass. Moreover, equality holds if and only if the manifold Mn is isometric to the Euclidean
space Rn with the standard metric. This theorem was first proved by Schoen and Yau [67] for
manifolds of dimension n ≤ 7 by using a minimal hypersurface argument, and later for spin
manifolds by Witten [75]. See also [58]. For locally conformally flat manifolds the proof was
given in [68] using the developing map. Very recently, for the special case of asymptotically flat
Riemannian manifoldsMn which can be represented by graphs over Rn, Lam [47] gave a proof by
observing that the scalar curvature of these asymptotically flat graphs can be expressed exactly
as a divergence term. For general higher dimensional manifolds, the proof of the positive mass
theorem was announced by Schoen [66] and Lohkamp [52] by an argument extending the minimal
hypersurface argument of Schoen and Yau. There are many generalizations and applications of
the positive mass theorem. See [4, 23, 70, 55] for instance.
A refinement of the PMT is the Riemannian Penrose inequality
m1 = mADM ≥ 1
2
( |Σ|
ωn−1
)n−2
n−1
,(1.1)
where mADM is the ADM mass of the asymptotically flat Riemannian manifold with a horizon
Σ and |Σ| denotes the area of Σ. (1.1) was proved by Huisken-Ilmanen [45] and Bray [8] for
n = 3. Later, Bray and Lee [10] generalized Bray’s proof to the case n ≤ 7. See also the
excellent surveys of Bray [9] and Mars [54]. Recently, Lam [47] gave an elegant proof of (1.1) in
all dimensions for an asymptotically flat manifold which is a graph. His idea was extended by
Huang-Wu in [41] and de Lima-Gira˜o in [24, 25] to submanifolds of Rn+1 and of general ambient
spaces.
The ADM mass, together with the positive mass theorem, was generalized to asymptotically
hyperbolic manifolds in [2, 7, 20, 19, 72, 77]. For this asymptotically hyperbolic mass, the
corresponding Penrose conjecture is: For asymptotically hyperbolic manifold (Mn, g) with an
outermost horizon Σ, its mass satisfies
(1.2) mH1 = m
H ≥ 1
2
{( |Σ|
ωn−1
)n−2
n−1
+
( |Σ|
ωn−1
) n
n−1
}
,
provided that the dominant energy condition
Rg ≥ −n(n− 1),(1.3)
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holds. Here Rg denotes the scalar curvature of g. Neves [57] showed that the powerful inverse
mean curvature flow of Huisken-Ilmanen [45] alone could not be used to prove (1.2). (However,
very recently Lee and Neves have a new development in this direction [49].) Recently, motivated
by the work of Lam [47], Dahl-Gicquaud-Sakovich [22] and de Lima and Gira˜o [26] proved the
Penrose inequality (1.2) for asymptotically hyperbolic graphs over Hn. More precisely, Dahl-
Gicquaud-Sakovich [22] proved for asymptotically hyperbolic graphs generated by a function
f : Hn\Ω → R, the hyperbolic mass satisfies a crucial estimate in terms of a weighted mean
curvature integral
(1.4) mH1 ≥
1
2(n − 1)ωn−1
∫
Σ
V Hdµ,
where Σ = ∂Ω, H is the mean curvature of Σ induced by the hyperbolic metric b, ωn−1 is
the area of the unit sphere, dµ is the volume element induced by b, V = cosh r and r is the
hyperbolic distance from an arbitrary fixed point on Hn. They also gave an almost sharp
estimate for
∫
Σ V Hdµ, and hence an almost sharp estimate for the hyperbolic mass. The sharp
estimate for
∫
Σ V Hdµ is a weighted hyperbolic Minkowski inequality, or a weighted hyperbolic
Alexandrov-Fenchel inequality
(1.5)
∫
Σ
V Hdµ ≥ (n− 1)ωn−1
{( |Σ|
ωn−1
)n−2
n−1
+
( |Σ|
ωn−1
) n
n−1
}
,
if Σ is star-shaped and mean-convex (i.e. H > 0). This result was proved by de Lima and Gira˜o
[26]. A closely related Minkowski type inequality was proved by Brendle-Hung-Wang [12], which
is not only true for the hyperbolic space, but also for anti-de Sitter Schwarzschild manifolds. For
the proof of (1.5), a Heintze-Karcher type inequality proved by Brendle in [11] and an inverse
curvature flow studied by Gerhardt [34] play an important role.
Recently motivated by the Gauss-Bonnet gravity [27, 28], we have introduced the Gauss-
Bonnet-Chern massmGBC for asymptotically flat manifolds by using the following Gauss-Bonnet
curvature
(1.6) Lk :=
1
2k
δ
i1i2···i2k−1i2k
j1j2···j2k−1j2k
Ri1i2
j1j2 · · ·Ri2k−1i2k j2k−1j2k .
Here δ
i1i2···i2k−1i2k
j1j2···j2k−1j2k
is the generalized delta defined by (2.9) below and Rij
sl is the Riemannian
curvature tensor. One can check that L1 is just the scalar curvature R. When k = 2, it is the
(second) Gauss-Bonnet curvature
L2 = ‖Rm‖2 − 4‖Ric‖2 +R2,
which appeared at the first time in the paper of Lanczos [48] in 1938. For general k, it is just the
Euler integrand in the Gauss-Bonnet-Chern theorem [17, 18] if n = 2k and is therefore called
the dimensional continued Euler density in physics if k < n/2. A systematic study of Lk was
first given by Lovelock [53]. See also [59], [74] and [46]. The Gauss-Bonnet-Chern mass mGBC
for the asymptotically flat manifolds is defined in [30] by
(1.7) mk = mGBC = c(n, k) lim
r→∞
∫
Sr
P ijls(k) ∂sgjlνidµ,
with
(1.8) c(n, k) =
(n− 2k)!
2k−1(n − 1)! ωn−1 ,
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where ωn−1 is the volume of (n − 1)-dimensional standard unit sphere and Sr is the Euclidean
coordinate sphere, dµ is the volume element on Sr induced by the Euclidean metric and ν is the
outward unit normal to Sr in R
n. Here the (0, 4)-tensor P(k) is defined in (2.11) below. This
(0, 4)-tensor has a crucial property that it is divergence-free. See Section 2 below. For a similar
definition see also [50]. In [30] and [31], we prove a positive mass theorem in the case that M
is an asymptotically flat graph over Rn or M is conformal to Rn respectively. For our mass
mGBC , a corresponding Penrose conjecture was proposed in [30]
(1.9) mk = mGBC ≥ 1
2k
( |Σ|
ωn−1
)n−2k
n−1
.
Moreover we proved in [30] that this conjecture is true for asymptotically flat graphs over
Rn\Ω by using classical Alexandrov-Fenchel inequalities, if Σ = ∂Ω is convex. For the clas-
sical Alexandrov-Fenchel inequalities see excellent books [13, 63, 65]. The Alexandrov-Fenchel
inequalities also hold for certain classes of non-convex hypersurfaces. See for example [15, 36, 44].
In this paper, motivated by our previous work, by using the Gauss-Bonnet curvature we intro-
duce a higher order mass for asymptotically hyperbolic manifolds, which is a generalization of
the mass introduced by Wang [72] and Crus´ciel-Herzlich [19]. See also [20, 40, 56, 77]. However,
if we use directly the Gauss-Bonnet curvature Lk, we can only obtain a mass proportional to
the the usual hyperbolic mass, rather than a new one. This phenomenon is different from the
Euclidean case. In order to define a higher order mass for asymptotically hyperbolic manifolds,
the crucial observation is a slight modification of the Gauss-Bonnet curvature. More precisely,
on a Riemannian manifold (Mn, g), we consider a modified Riemann curvature tensor
(1.10) R˜iemijls(g) = R˜ijls(g) := Rijls(g) + gilgjs − gisgjl.
Clearly, the modified Riemann curvature tensor R˜iem has the same symmetry as the ordinary
Riemann curvature tensor Riem and also satisfies the first and second Bianchi identities. We
define a new Gauss-Bonnet curvature with respect to this tensor R˜iem
(1.11) L˜k :=
1
2k
δ
i1i2···i2k−1i2k
j1j2···j2k−1j2k
R˜ j1j2i1i2 · · · R˜
j2k−1j2k
i2k−1i2k
= R˜ijlsP˜
ijls
(k) ,
where
(1.12) P˜ ijls(k) :=
1
2k
δ
i1i2···i2k−3i2k−2ij
j1j2···j2k−3j2k−2j2k−1j2k
R˜ j1j2i1i2 · · · R˜
j2k−3j2k−2
i2k−3i2k−2
gj2k−1lgj2ks.
The tensor P˜(k) has also the crucial property of divergence-free which enables us to define a new
mass.
Let us assume now that 2 ≤ k < n2 . Remark that the case k = 1 was studied in [72, 19, 77,
2, 20, 22, 24, 26, 42, 12, 51] mentioned above and we will not repeat this remark again later.
Let us first give the definition of asymptotically hyperbolic manifolds. Throughout this paper,
we denote the hyperbolic metric by (Hn, b = dr2+sinh2 rdΘ2), where dΘ2 is the standard round
metric on Sn−1.
A Riemannian manifold (Mn, g) is called asymptotically hyperbolic of decay order τ if there
exists a compact subset K and a diffeomorphism at infinity Φ :M\K → Hn \B, where B is a
closed ball in Hn, such that (Φ−1)∗g and b are uniformally equivalent on Hn \B and
(1.13) ‖(Φ−1)∗g − b‖b + ‖∇¯
(
(Φ−1)∗g
) ‖b + ‖∇¯2 ((Φ−1)∗g) ‖b = O(e−τr),
where ∇¯ denotes the covariant derivative with respect to the hyperbolic metric b.
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In the first part of this paper we first introduce a “higher order” mass for asymptotically
hyperbolic manifolds with slower decay.
Definition 1.1. Assume that (Mn, g) is an asymptotically hyperbolic manifold of decay order
τ >
n
k + 1
,
and V L˜k is integrable on (Mn, g) for V ∈ Nb := {V ∈ C∞(Hn)|Hess bV = V b}. We define the
Gauss-Bonnet-Chern mass integral with respect to the diffeomorphism Φ by
(1.14) HΦk (V ) = lim
r→∞
∫
Sr
((
V ∇¯sejl − ejl∇¯sV
)
P˜ ijls(k)
)
νidµ,
where eij := ((Φ
−1)∗g)ij − bij .
Remark that the hyperbolic mass mH1 defined by Wang [72] and Crus´ciel-Herzlich [19] can in
principle be defined for asymptotically hyperbolic manifolds of decay order
τ >
n
2
.
For a discussion about the range of τ , see Remark 3.4 below.
The above definition of the asymptotically hyperbolic mass involves the choice of coordinates
at infinity. Hence one needs to ask if it is a geometric invariant, namely if it does not depend
on the choice of coordinates at infinity. This is true.
Theorem 1.2. Suppose that (Mn, g) is an asymptotically hyperbolic manifold of decay order
τ > n
k+1 and for V ∈ Nb, V L˜k is integrable on (Mn, g), then the mass functional HΦk (V ) is well-
defined and does not depend on the choice of the coordinates at infinity used in the definition.
The proof is motivated by [19] and [56] and certainly also by [4]. From the mass functional
HΦk on Nb we define a higher order mass, the Gauss-Bonnet-Chern mass for asymptotically
hyperbolic manifolds as follows
(1.15) mHk := c(n, k) inf
Nb∩{V >0,η(V,V )=1}
HΦk (V ),
where c(n, k) is the normalization constant given in (1.8) and η is a Lorentz inner product
defined in (2.3) below. A more precise definition will be given in Definition 3.3. As discussed in
(3.25) below, one may assume that the infimum in (1.15) is achieved by
V = V(0) = cosh r,
where r is the hyperbolic distance to a fixed point x0 ∈ Hn. Therefore, in the rest of the
introduction, we fix V = V(0) = cosh r.
Theorem 1.3 (Positive Mass Theorem). Let (Mn, g) = (Hn, b + V 2df ⊗ df) be the graph of
a smooth function f : Hn → R which satisfies V L˜k is integrable and (Mn, g) is asymptotically
hyperbolic of decay order τ > n
k+1 . Then we have
mHk = c(n, k)
∫
Mn
1
2
V L˜k√
1 + V 2|∇¯f |2dVg.(1.16)
In particular, L˜k ≥ 0 implies mHk ≥ 0.
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The condition
(1.17) L˜k ≥ 0,
is a dominant energy condition like (1.3). In fact, one can check when k = 1, L˜1 = R+n(n−1).
When k = 2, L˜2 = L2 + 2(n− 2)(n− 3)R+ n(n− 1)(n− 2)(n− 3). By the definition of L˜k (see
(1.11) and (1.10)) it is trivial to see that L˜k(b) of the standard hyperbolic metric b vanishes for
all k. Hence (1.17) is the same as L˜k ≥ L˜k(b).
Such a beautiful expression (1.16) was found first by Lam for the ADMmass for asymptotically
flat graphs over Rn, and was generalized for the Gauss-Bonnet-Chern mass in [30]. Dahl-
Gicquaud-Sakovich [22] obtained this formula for mH1 for asymptotically hyperbolic graphs in
Hn. See also the work of de Lima-Gira˜o [26] and Huang-Wu [41].
Furthermore, if the manifold is an asymptotically hyperbolic graph with a horizon boundary,
we establish a relationship between our new mass and a weighted higher order mean curvature
in the following.
Theorem 1.4. Let Ω be a bounded open set in Hn with boundary Σ = ∂Ω, and let (Mn, g) =
(Hn\Ω, b+V 2df ⊗ df) an asymptotically hyperbolic graph of decay order τ > n
k+1 with a horizon
boundary Σ satisfying that V L˜k is integrable over Mn. Assume that each connected component
of Σ is in a level set of f and |∇¯f(x)| → ∞ as x→ Σ. Then
mHk = c(n, k)
(
1
2
∫
Mn
V L˜k√
1 + V 2|∇¯f |2dVg +
(2k − 1)!
2
∫
Σ
V σ2k−1dµ
)
,
where σk denotes k-th mean curvature of Σ induced by the hyperbolic metric b.
For the precise definition of asymptotically hyperbolic graphs with a horizon boundary, see
Section 5 below.
In order to obtain a Penrose type inequality for the hyperbolic mass mHk for asymptotically
hyperbolic graphs with a horizon, we need to establish a “weighted” hyperbolic Alexandrov-
Fenchel inequality. This is the objective of the second part of this paper. To state this inequality,
let us first introduce a definition. A hypersurface in Hn is horospherical convex if all principal
curvatures are larger than or equal to 1. The horospherical convexity is a natural geometric
concept, which is equivalent to the geometric convexity in the hyperbolic space.
Theorem 1.5. Let Σ be a horospherical convex hypersurface in the hyperbolic space Hn. We
have
(1.18)
∫
Σ
V σ2k−1dµ ≥ C2k−1n−1 ωn−1
(( |Σ|
ωn−1
) n
k(n−1)
+
( |Σ|
ωn−1
) n−2k
k(n−1)
)k
.
Equality holds if and only if Σ is a geodesic sphere centered at x0 in H
n.
When k = 1, inequality (1.18) is just (1.5), which was proved by de Lima and Gira˜o in [26].
These inequalities have their own interest in integral geometry as well as in differential geometry.
Recently, another type of Alexandrov-Fenchel inequalities in Hn without the weighted V has
been established in [51, 32, 33, 73]. We will give a short introduction about Alexandrov-Fenchel
inequalities in Section 6 below.
As a consequence of Theorem 1.4 and Theorem 1.5, the Penrose inequality for the Gauss-
Bonnet-Chern mass mHk for asymptotically hyperbolic graphs with horizon boundaries follows.
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Theorem 1.6 (Penrose Inequality). Assume that all conditions given in Theorem 1.4 hold. If
each connected component of Σ is horospherical convex, then
mHk ≥
1
2k
(( |Σ|
ωn−1
) n
k(n−1)
+
( |Σ|
ωn−1
) n−2k
k(n−1)
)k
,(1.19)
provided that
L˜k ≥ 0.
Moreover, equality is achieved by the anti-de Sitter Schwarzschild type metric
(1.20) gadS−Sch = (1 + ρ
2 − 2m
ρ
n
k
−2
)−1dρ2 + ρ2dΘ2, ρ = sinh r.
Remark that metric (1.20) can be represented as a graph in Hn+1. See Section 5 below.
Motivated by the previous results, it is natural to propose the following conjecture.
Conjecture 1.7. Let k < n2 and let Mn be a complete asymptotically hyperbolic manifold of
decay order τ > n
k+1 and with finite integral
∫
M V |L˜k|dµ. Assume that the dominant energy
condition
L˜k ≥ 0,
holds, then the new mass for asymptotically hyperbolic manifolds
(1.21) mHk ≥ 0.
Moreover, if M has a horizon type boundary Σ, then the Penrose inequality
mHk ≥
1
2k
(( |Σ|
ωn−1
) n
k(n−1)
+
( |Σ|
ωn−1
) n−2k
k(n−1)
)k
,(1.22)
holds. Furthermore, the rigidity theorem holds. More precisely, equality in (1.21) implies that
M is isometric to the standard hyperbolic space Hn and equality in (1.22) implies that M is
isometric to the anti de-Sitter Schwarzschild type metric (1.20) outside its corresponding horizon.
The rest of this paper is organized as follows. In Section 2, some preliminaries are reviewed.
This section is divided into two subsections. In Subsection 2.1, we recall the mass of asymp-
totically hyperbolic manifolds defined in [19, 20]. In Subsection 2.2, some basic facts of the
Gauss-Bonnet curvature as well as some basic properties of the k-th mean curvature are out-
lined. In Section 3, we introduce the higher order mass for asymptotically hyperbolic manifolds
with slower decay by using the Gauss-Bonnet curvature. Its geometric invariance is also proved
in Section 3. For this new defined mass, we show a positive mass theorem for asymptotically hy-
perbolic graphs in Section 4 and establish a relationship between the corresponding Penrose type
inequality and “weighted” Alexandrov-Fenchel inequalities in the hyperbolic space in Section 5.
Moreover, an interesting example, a Schwarzschild type metric, is also given in this section. In
Section 6, we give a short introduction for the Alexandrov-Fenchel inequalities with or without
weight in the hyperbolic space. As a preparation to establish these Alexandrov-Fenchel inequal-
ities, several important Minkowski integral formulas between integrals involving σk are proved
in Section 7. Section 8 is devoted to discuss our crucial Minkowski integral formulas between
integrals involving σk with the weight (see (8.5) below) by using a “conformal” flow. We es-
tablish “weighted” Alexandrov-Fenchel inequalities in Section 9, which implies optimal Penrose
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type inequalities for the new mass for asymptotically hyperbolic graphs with a horizon type
boundary. We include calculations of the modified Gauss-Bonnet curvature L˜k for the anti-de
Sitter-Schwarzschild type metric (1.20) as well as its Gauss-Bonnet-Chern mass mHk in Appendix
A. We show formula (3.21) in Appendix B.
2. Preliminaries
2.1. Asymptotically hyperbolic manifolds and the mass for k = 1. In this subsection, we
recall the mass of asymptotically hyperbolic manifolds from Chrus´ciel and Herzlich [19] which
coincides with the one defined by Wang [72] for the special case of conformally compact mani-
folds. Throughout this paper, we denote the hyperbolic metric by (Hn, b = dr2 + sinh2 rdΘ2),
where dΘ2 is the standard round metric on Sn−1. We recall the definition of asymptotically
hyperbolic manifolds.
Definition 2.1. A Riemannian manifold (Mn, g) is called asymptotically hyperbolic of decay
order τ if there exists a compact subset K and a diffeomorphism at infinity Φ :M\K → Hn \B,
where B is a closed ball in Hn, such that (Φ−1)∗g and b are uniformly equivalent on Hn \B and
(2.1) ‖(Φ−1)∗g − b‖b + ‖∇¯
(
(Φ−1)∗g
) ‖b + ‖∇¯2 ((Φ−1)∗g) ‖b = O(e−τr).
Note that when k = 1, one needs no decay condition on the second derivatives of (Φ−1)∗g,
see [19]. Set
(2.2) Nb := {V ∈ C∞(Hn)|Hess bV = V b}.
Any element V in Nb has a nice property that the Lorentzian metric γ = −V 2dt2 + b is a static
solution of the Einstein equation Ric(γ) + nγ = 0. Nb is an (n + 1)-dimensional vector space
spanned by an orthonormal basis of the following functions
V(0) = cosh r, V(1) = x
1 sinh r, · · · , V(n) = xn sinh r,
where r is the hyperbolic distance from an arbitrary fixed point on Hn and x1, x2, · · · , xn are
the coordinate functions restricted to Sn−1 ⊂ Rn. We equip the vector space Nb with a Lorentz
inner product η with signature (+,−, · · · ,−) such that
(2.3) η(V(0), V(0)) = 1, and η(V(i), V(i)) = −1 for i = 1, · · · , n.
It is clear that the subset N+b of positive functions is just the interior of the future lightcone.
Let N1b be the subset of N
+
b of functions V with η(V, V ) = 1. One can check easily that every
function V in N1b has the following form
V = cosh distb(x0, ·),
for some x0 ∈ Hn, where distb is the distance function with respect to the metric b.
Let (Mn, g) be an asymptotically hyperbolic manifold of decay order τ > n2 and
(2.4)
∫
M
cosh r |R+ n(n− 1)|dµ <∞,
where R is the scalar curvature with respect to the metric g. Then the mass functional of
(Mn, g) with respect to Φ on Nb is defined by
(2.5) HΦ(V ) = lim
r→∞
∫
Sr
(
V (div be− dtrbe) + (trbe)dV − e(∇bV, ·)
)
νdµ,
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where e := Φ∗g − b, Sr is a geodesic sphere with radius r, ν is the outer normal of Sr and dµ
is the area element with respect to the induced metric on Sr. From[19], the limit in (2.5) exists
and is finite, provided that the decay condition τ > n2 and the integrable condition (2.4) holds.
If A is an isometry of the hyperbolic metric b and Φ a chart as defined in Definition 2.1, then
one can easily check that A ◦ Φ is also such a chart and
(2.6) HA◦Φ(V ) = HΦ(V ◦ A−1),
holds. Moreover, if Ψ is another chart satisfying conditions in Definition 2.1, there is an isometry
A of b such that Ψ = A◦Φ modulo lower order terms [19, 40] such that the mass functional is not
changed. It follows that the defined limit (2.5) is a geometric invariant independent of the choice
of coordinates at infinity. See also Theorem 3.3 in [56]. If the mass functional HΦ : Nb → R is
timelike future directed, i.e., HΦ(V ) > 0 for all V ∈ N+, then we can define the asymptotically
hyperbolic mass mH for asymptotically hyperbolic manifold of decay order τ > n2 as follows:
(2.7) mH1 :=
1
2(n − 1)ωn−1 infN1b
HΦ(V ).
From above discussion we know that
mH1 =
1
2(n− 1)ωn−1 infΦ HΦ(V(0)),
where the infimum takes over of asymptotically hyperbolic charts Φ as above. Hence to estimate
mH we only need to estimate HΦ(V(0)) for a fixed V(0) and for all Φ and V(0) is a fixed function
in N1b . This strategy will also be used to estimate our new mass defined in Section 3 below.
2.2. Gauss-Bonnet curvature and the k-th mean curvature. Recall that
(2.8) Lk :=
1
2k
δ
i1i2···i2k−1i2k
j1j2···j2k−1j2k
Ri1i2
j1j2 · · ·Ri2k−1i2k j2k−1j2k ,
is the k-th Gauss-Bonnet curvature, or simply the Gauss-Bonnet curvature. Here the generalized
Kronecker delta is defined by
(2.9) δj1j2···jri1i2···ir = det

δj1i1 δ
j2
i1
· · · δjri1
δj1i2 δ
j2
i2
· · · δjri2
...
...
...
...
δj1ir δ
j2
ir
· · · δjrir
 .
This curvature was first appeared in the paper of Lanczos [48] in 1938 for n = 4 and k = 2
and has been intensively studied in the Gauss-Bonnet gravity, which is a generalization of the
Einstein gravity. L1 is just the scalar curvature. One could check that Lk = 0 if 2k > n. When
2k = n, Lk is in fact the Euler density, which was studied by Chern [17, 18] in his proof of the
Gauss-Bonnet-Chern theorem. See also a nice survey [76] on the proof of the Gauss-Bonnet-
Chern theorem. For k < n/2, Lk is therefore called the dimensional continued Euler density in
physics. One can decompose the Gauss-Bonnet curvature in the following way
(2.10) Lk = P
stjl
(k) Rstjl,
where
(2.11) P stlj(k) :=
1
2k
δ
i1i2···i2k−3i2k−2st
j1j2···j2k−3j2k−2j2k−1j2k
Ri1i2
j1j2 · · ·Ri2k−3i2k−2 j2k−3j2k−2gj2k−1lgj2kj .
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(Throughout this paper, we adopt the Einstein summation convention.) For example, for the
case k = 1,
(2.12) L1 = R = RstjlP
stjl
(1) ,
where
(2.13) P stjl(1) =
1
2
(gsjgtl − gslgtj).
For the case k = 2, we have
(2.14) L2 =
1
4
δi1i2i3i4j1j2j3j4R
j1j2
i1i2R
j3j4
i3i4 = ‖Rm‖2 − 4‖Ric‖2 +R2
and
(2.15) P stjl(2) = R
stjl +Rtjgsl −Rtlgsj −Rsjgtl +Rslgtj + 1
2
R(gsjgtl − gslgtj).
We collect important properties of the four-tensor P(k) in the following lemma.
Lemma 2.2. (1) P(k) shares the same symmetry and antisymmetry with the Riemann curvature
tensor that
(2.16) P stjl(k) = −P tsjl(k) = −P stlj(k) = P jlst(k) .
(2) P(k) satisfies the first Bianchi identity, i.e., P
stjl + P tjsl + P jstl = 0.
(3) P(k) is divergence-free,
(2.17) ∇sP stjl(k) = 0.
Proof. (1) is easy to check. For (2), one can also calculate it directly, or see page 26 in [74]. Here
we provide a proof for (3), since this property is crucial. To show (2.17), we use the differential
Bianchi identity
∇sRi1i2 j1j2 = −∇i1Ri2sj1j2 −∇i2Rsi1j1j2 ,
and the fact of the symmetry property of the generalized Kronecker delta and the curvature
tensor. From (2.11), we compute
∇sP stjl(k)
=
k − 1
2k
δ
i1i2···i2k−3i2k−2st
j1j2···j2k−3j2k−2j2k−1j2k
(∇sRi1i2 j1j2) · · ·Ri2k−3i2k−2 j2k−3j2k−2gj2k−1jgj2kl
=
k − 1
2k
δ
i1i2···i2k−3i2k−2st
j1j2···j2k−3j2k−2j2k−1j2k
(−∇i1Ri2sj1j2 −∇i2Rsi1 j1j2) · · ·Ri2k−3i2k−2 j2k−3j2k−2gj2k−1jgj2kl
=
k − 1
2k
δ
i1i2···i2k−3i2k−2st
j1j2···j2k−3j2k−2j2k−1j2k
(− 2∇i1Ri2sj1j2) · · ·Ri2k−3i2k−2 j2k−3j2k−2gj2k−1jgj2kl
=
k − 1
2k
δ
i1i2···i2k−3i2k−2st
j1j2···j2k−3j2k−2j2k−1j2k
(− 2∇sRi1i2 j1j2) · · ·Ri2k−3i2k−2 j2k−3j2k−2gj2k−1jgj2kl
= −2∇sP stjl(k) ,
which implies
∇sP stjl(k) = 0.
Thus we complete the proof. 
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This Lemma, in particular, the divergence-free property (2.17), plays a crucial role in this
paper.
In the following, we recall several basic properties of the k-th mean curvature. Let σk be the
k-th elementary symmetry function σk : R
n−1 → R defined by
σk(Λ) =
∑
i1<···<ik
λi1 · · ·λik for Λ = (λ1, · · · , λn−1) ∈ Rn−1.
This definition can be easily extended to symmetric matrices. For a symmetric matrix B, denote
λ(B) = (λ1(B), · · · , λn−1(B)) be the eigenvalues of B. We set
σk(B) := σk(λ(B)).
Here we make a convention that σ0(B) = 1. Let I be the identity matrix. Then we have for any
t ∈ R,
σn−1(I + tB) = det(I + tB) =
n−1∑
i=0
σi(B)t
i.
The Garding cone Γ+k is defined as
Γ+k = {Λ ∈ Rn−1 |σj(Λ) > 0, ∀j ≤ k}.
A symmetric matrix B is called belong to Γ+k if λ(B) ∈ Γ+k . We collect the basic facts about σk,
which will be directly used in this paper. For further details, we refer to a survey of Guan [35].
The k-th Newton transformation is defined as follows
(2.18) (Tk)
i
j(B) :=
∂σk+1
∂Bji
(B),
where B = (Bij). If there is no confusion, we may omit the index k. We recall basic formulas
about σk and T .
σk(B) =
1
k!
δi1···ikj1···jkB
j1
i1
· · ·Bjkik =
1
k
tr(Tk−1(B)B),(2.19)
(Tk)
i
j(B) =
1
k!
δii1···ikjj1···jkB
j1
i1
· · ·Bjkik .(2.20)
Let (Σ, γ) be a hypersurface in Hn with γ the induces metric and B its second fundamental
form. The k-th mean curvature of Σ is defined
(2.21) σk = σk(B).
When k = 1, σ1 is just the ordinary mean curvature.
3. A new mass for asymptotically hyperbolic manifolds
In this section, we will introduce a higher order mass for asymptotically hyperbolic manifolds
which extends the mass defined in Subsection 2.1. Inspired by our recent work about a new mass
on asymptotically flat manifolds [30], which was in turn motivated by the Gauss-Bonnet gravity
[27, 28], we define it by using the Gauss-Bonnet curvature Lk. As indicated in Introduction, we
need to modify the Gauss-Bonnet curvature Lk a little bit in order to obtain a new one. More
precisely, on a Riemannian manifold (Mn, g), we define a new four-tensor
(3.1) R˜iemijsl(g) = R˜ijsl(g) := Rijsl(g) + gisgjl − gilgjs.
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Let us apply the same argument in Subsection 2.2 to define a new Gauss-Bonnet curvature with
respect to this tensor R˜iem
(3.2) L˜k :=
1
2k
δ
i1i2···i2k−1i2k
j1j2···j2k−1j2k
R˜ j1j2i1i2 · · · R˜
j2k−1j2k
i2k−1i2k
= R˜stjlP˜
stjl
(k) ,
where
(3.3) P˜ stjl(k) :=
1
2k
δ
i1i2···i2k−3i2k−2st
j1j2···j2k−3j2k−2j2k−1j2k
R˜ j1j2i1i2 · · · R˜
j2k−3j2k−2
i2k−3i2k−2
gj2k−1jgj2kl.
It is easy to see that
L˜1 = L1 + n(n− 1) = R+ n(n− 1)
and
L˜2 = L2 + 2(n− 2)(n − 3)R + n(n− 1)(n − 2)(n − 3).
Moreover, we have
(3.4) P˜ stjl(1) = P
stjl
(1) =
1
2
(gsjgtl − gslgtj),
and
(3.5) P˜ stjl(2) = R˜
stjl + R˜tjgsl − R˜sjgtl − R˜tlgsj + R˜slgtj + 1
2
R˜(gsjgtl − gslgtj).
where
R˜sj = gtlR˜
stjl, R˜ = gsjR˜
sj.
By a direct calculation, one gets that
(3.6) P˜ stjl(2) = P
stjl
(2) + (n− 2)(n − 3)P stjl(1) ,
where P2 and P1 are defined in (2.15) and (2.13) respectively. Remark that P˜(k) is a “good”
linear combination of P(i), i = 1, · · · , k with constant coefficients only depending on n and k.
It is clear that the tensor P˜(k) satisfies the same properties as P(k), namely,
(3.7) P˜ stjl(k) = −P˜ tsjl(k) = −P˜ stlj(k) = P˜ jlst(k) ,
(3.8) P˜ stjl(k) + P˜
tjsl
(k) + P˜
jstl
(k) = 0
and
(3.9) ∇sP˜ stjl(k) = 0.
In the following, if there is no confusion, we just write P˜ = P˜(k) for brief and denote the tensors
associated with the hyperbolic metric b with a bar. In view of (3.7) and (3.9), we observe that for
asymptotically hyperbolic manifolds of decay order τ , the Gauss-Bonnet curvature multiplying
with a function V ∈ {Nb}, i.e., V L˜k, can be expressed as a divergence term together with a term
of faster decay.
First, since the difference of two Christoffel symbols is a tensor, we have the following formula
Γsij − Γ¯sij =
1
2
gsl(∇¯iglj + ∇¯jgli − ∇¯lgij)
=
1
2
gsl(∇¯ielj + ∇¯jeli − ∇¯leij),(3.10)
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where eij := gij − bij in local coordinates. And the difference of two curvature tensors in local
coordinates is
(3.11)
R tij l − R¯ tij l = ∇i(Γtjl − Γ¯tjl)−∇j(Γtil − Γ¯til)
+(Γmis − Γ¯mis)(Γsjl − Γ¯sjl)− (Γmjs − Γ¯mjs)(Γsil − Γ¯sil).
We emphasize again that ∇¯ is the covariant derivative w.r.t to b and ∇ the covariant derivative
w.r.t to g. By the divergence-free property of P˜ and the fact that the quadratic terms of
Christoffel symbols have a faster decay, we have from (3.7), (3.9) and (3.10) that
V L˜k = V P˜
ijslR˜ijsl = V P˜
ijsl
(
Rijsl + gisgjl − gilgjs
)
= V P˜ ijsl
(
gst(R
t
ij l − R¯ tij l) + gisgjl − gilgjs + gstR¯ tij l
)
= V P˜ ijsl
(
gst(R
t
ij l − R¯ tij l) + gis(gjl − bjl)− gjs(gil − bil)
)
= 2V P˜ ijsl
(
gst∇i(Γtjl − Γ¯tjl) + gisejl
)
+O(e(−(k+1)τ+1)r)
= V∇i
(
(∇¯lejs + ∇¯jesl − ∇¯sejl)P˜ ijsl
)
+ 2V P˜ ijslbisejl +O(e
(−(k+1)τ+1)r)
= 2V ∇¯i(∇¯lejsP˜ ijsl)− 2V P˜ ijslbilejs +O(e(−(k+1)τ+1)r)
= 2∇¯i(V (∇¯lejs)P˜ ijsl)− 2∇¯iV (∇¯lejs)P˜ ijsl − 2V P˜ ijslbilejs +O(e(−(k+1)τ+1)r)
= 2∇¯i(V (∇¯lejs)P˜ ijsl)− 2∇¯lV (∇¯iejs)P˜ ijsl − 2V P˜ ijslbilejs +O(e(−(k+1)τ+1)r)
= 2∇¯i
(
(V ∇¯lejs − ejs∇¯lV )P˜ ijsl
)
+ 2(∇¯i∇¯lV − V bil)ejsP˜ ijsl +O(e(−(k+1)τ+1)r).(3.12)
Here we have used the fact for any tensor field T
(3.13) ∇¯T −∇T = O(e−τr|T |),
which follows from (3.10). Since V ∈ Nb, which is defined in (2.2), the second term in (3.12)
vanishes, and hence we conclude
V L˜k = 2∇¯i
(
(V ∇¯lejs − ∇¯lV ejs)P˜ ijsl
)
+O(e(−(k+1)τ+1)r).(3.14)
With this crucial expression, one can check that the limit
(3.15) HΦk (V ) = lim
r→∞
∫
Sr
((
V ∇¯lejs − ejs∇¯lV
)
P˜ ijsl(k)
)
νidµ,
exists and is finite provided that V L˜k is integrable and the decay order τ >
n
k+1 . Here Φ is any
diffeomorphism used in Definition 2.1. We remark that by (3.4), one can check that 2HΦ1 (V )
coincides with (2.5) defined by Chrus´ciel and Herzlich [19]. Now we have
Theorem 3.1. Suppose (Mn, g)(2k < n) is an asymptotically hyperbolic manifold of decay order
τ > n
k+1 and for V ∈ Nb defined in (2.2), V L˜k is integrable in (Mn, g), then the mass functional
HΦk (V ) defined in (3.15) is well-defined.
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Proof. This follows from (3.14) easily. 
The above definition of an asymptotically hyperbolic mass functional involves the choice of
coordinates at infinity. We need to show that it is a geometric invariant which does not depend
on the choice of coordinates at infinity.
Theorem 3.2. Assume (Mn, g) is asymptotically hyperbolic manifold of decay order
(3.16) τ >
n
k + 1
,
and satisfies the integrable condition
(3.17)
∫
M
V |L˜k| <∞,
then HΦk (V ) does not depend on the choice of coordinates at infinity in the sense that if there
are two maps Φ1,Φ2 satisfying (3.16), (3.17), then there exists an isometry A of b, such that
HΦ2k (V ) = H
Φ1
k (V ◦ A−1).
Proof. The argument follows closely from the one given by Chrus´ciel and Herzlich in the proof
of hyperbolic mass [19]. See also [20, 40, 56]. The key point is to realize that when changing the
coordinates at infinity, extra terms which do not decay fast enough to have vanishing integral
can be collected in a divergence of some alternative 2-vector field.
First assume Φ1 and Φ2 are two coordinates at infinity satisfying (1.13) with τ >
n
k+1 , then
there exists an isometry A of the background metric b such that
Φ2 − Φ1 ◦ A = o(e−
n
k+1
r).
Hence it suffices to prove
(3.18) HΦ1◦Ak (V ) = H
Φ2
k (V ).
As in [19] (see (2.17) there), we know that there is a well-defined vector field
(3.19) ζ = o(e−
n
k+1
r),
such that
(3.20) (Φ2
−1)∗g = (Φ1
−1)∗g + Lζ(Φ1
−1)∗g + o(e−
2n
k+1
r) = (Φ1
−1)∗g +Lζb+ o(e
− 2n
k+1
r),
where L is the Lie derivative.
For p = 1, 2, set
Uip = (V ∇¯l(ep)js − (ep)js∇¯lV )P˜ ijsl(gp),
where gp = (Φp
−1)∗g, and ep = gp − b. It follows from (3.20) that
Ui2 − Ui1 = δUi + o(e−(n−1)r),
where δUi is a first-order term by linearizing U at g1 and the remaining terms decay sufficiently
fast so that they do not contribute when integrated at infinity. It remains to compute δUi. It is
crucial to realize from (3.20) that
(3.21) P˜ ijsl(g2)− P˜ ijsl(g1) = o(e−
kn
k+1
r).
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When k = 1 it is easy to prove, since P˜ ijsl1 (g) =
1
2(g
isgjl − gilgjs). For the general k, the proof
of (3.21) is not obvious. We provide a detailed computation in Appendix B for the convenience
of the reader. In the following computation, we write P˜ = P˜ (g1) for short. Hence we have
δUi =
(
V ∇¯l(∇¯jζs + ∇¯sζj)− (∇¯jζs + ∇¯sζj)∇¯lV
)
P˜ ijsl + o(e−(n−1)r)
=
(
V ∇¯l∇¯jζs + V ∇¯l∇¯sζj − ∇¯jζs∇¯lV + ∇¯lζj∇¯sV
)
P˜ ijsl + o(e−(n−1)r).(3.22)
Here in the second equality we have used the antisymmetry (3.7) to exchange the indices s and l
in the fourth term. We apply the Ricci identity to deal with the second term in (3.22) as follows:
(∇¯l∇¯sζj − ∇¯s∇¯lζj)P˜ ijsl = (R¯ tlsj ζt)P˜ ijsl
= −(bljδts − δtl bsj)ζtP˜ ijsl
= −bljζsP˜ ijsl + bsjζlP˜ ijsl
= −2bljζsP˜ ijsl,(3.23)
where in the last equality, (3.7) is used again. In view of (3.9), (3.22) and (3.23), we derive
δUi =
(
V ∇¯l∇¯jζs + V ∇¯s∇¯lζj − 2bljζsV − ∇¯jζs∇¯lV + ∇¯lζj∇¯sV
)
P˜ ijsl + o(e−(n−1)r)
= V ∇¯l∇¯j(ζsP˜ ijsl) + V ∇¯s∇¯l(ζjP˜ ijsl)− 2bljζsV P˜ ijsl − ∇¯j(ζsP˜ ijsl)∇¯lV
+∇¯l(ζjP˜ ijsl)∇¯sV + o(e−(n−1)r)
= ∇¯l
(
V ∇¯j(ζsP˜ ijsl)
) − 2∇¯j(ζsP˜ ijsl)∇¯lV − 2bljζsV P˜ ijsl + ∇¯s(V ∇¯l(ζjP˜ ijsl))+ o(e−(n−1)r)
= ∇¯l
(
V ∇¯j(ζsP˜ ijsl)
) − 2∇¯j(ζsP˜ ijsl∇¯lV ) + 2ζsP˜ ijsl∇¯j∇¯lV − 2bljζsV P˜ ijsl
+∇¯s
(
V ∇¯l(ζjP˜ ijsl)
)
+ o(e−(n−1)r)
= ∇¯l
(
V ∇¯j(ζsP˜ ijsl)
) − 2∇¯j(ζsP˜ ijsl∇¯lV ) + ∇¯s(V ∇¯l(ζjP˜ ijsl)) + o(e−(n−1)r).
In the last equality, we have used again V ∈ Nb. By the first Bianchi identity (3.8) of P˜ , we
have
∇¯l
(
V ∇¯j(ζsP˜ ijsl)
)
= −∇¯l
(
V ∇¯j(ζsP˜ jsil)
) − ∇¯l(V ∇¯j(ζsP˜ sijl)).
On the other hand, together with an exchange of a cycle s, j, l and the symmetry, one has
∇¯l
(
V ∇¯j(ζsP˜ sijl)
)
= ∇¯s
(
V ∇¯l(ζjP˜ ijsl)
)
.
Hence we have
(3.24)
δUi = −∇¯l
(
V ∇¯j(ζsP˜ jsil)
)− 2∇¯j(ζsP˜ ijsl∇¯lV ) + o(e−(n−1)r)
= −∇¯l
(
V ∇¯j(ζsP˜ jsil) + 2ζsP˜ ilsj∇¯jV
)
+ o(e−(n−1)r)
= −∇¯lαil + o(e−(n−1)r),
where
αil = V ∇¯j(ζsP˜ jsil) + 2ζsP˜ ilsj∇¯jV,
is anti-symmetric. Therefore we conclude that
Ui2 − Ui1 = −∇¯lαil + o(e−(n−1)r),
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that is, up to the parts decay sufficiently fast which will not contribute to the integral at infinity,
Ui2−Ui1 is a divergence of some alternative 2-vector field. We consider U2−U1 as a term of one
form. Let ∗ be the Hodge operator with respect to the hyperbolic metric b. We have
∗(U2 −U1) = dα˜+ o(e−(n−1)r),
where α˜ is a (n − 2)-form obtained from α. This implies the geometric invariance of the mass
functional (see also [19, 40, 56]). 
We now give the precise definition of the Gauss-Bonnet-Chern mass (1.15) for asymptotically
hyperbolic manifolds in the following definition.
Definition 3.3. If the mass functional HΦk : Nb → R is timelike future directed, i.e., HΦk (V ) > 0
for all V ∈ N+, then the higher order mass, the Gauss-Bonnet-Chern mass (1.15) for asymp-
totically hyperbolic manifolds, is defined by
(3.25) mHk := c(n, k) inf
V ∈N1
b
HΦk (V ).
Here c(n, k) is the normalization constant given in (1.8).
The above results show that mHk is an invariant for asymptotically hyperbolic manifolds. A
similar discussion as in subsection 2.1 implies
mHk = c(n, k) inf
Φ
HΦk (V(0)),
where the infimum takes over all asymptotically hyperbolic coordinate Φ satisfying (3.16) and
(3.17) and V(0) is a fixed element in N
1
b . In the following we fix
V = V(0) = cosh r.
We end this section by a discussion on the range of τ .
Remark 3.4. From (3.15), one can check directly that mHk vanishes if τ >
n
k
, and hence the
well-defined and the non-trivial range for the Gauss-Bonnet-Chern mass mHk is τ ∈ ( nk+1 , nk ].
The decay order of the anti-de Sitter Schwarzschild type metric (1.20) is just n
k
. Its new mass
equals to mk. See Appendix A for more details.
4. Positive mass theorem for asymptotically hyperbolic graphs
In this section, we investigate a special case that asymptotically hyperbolic manifolds are
given as graphs of asymptotically constant functions over hyperbolic space Hn. For the new
asymptotically hyperbolic mass, we can show that the corresponding Riemannian positive mass
theorem holds for graphs when the modified Gauss-Bonnet curvature is nonnegative.
Following the notation in [22], we identify Hn+1 with (Hn×R, b+V 2ds⊗ds). Let f : Hn → R
be a smooth function, then the induced metric on the graph
M := {(x, s) ∈ Hn × R|f(x) = s},
is (Mn, g) = (Hn, b + V 2df ⊗ df). Suppose that the graph (M, g) is asymptotically hyperbolic
of decay order τ > n
k+1 and V L˜k(g) is integrable.
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Remark 4.1. If f : Hn → R satisfies
‖V ∇¯f‖b + ‖V ∇¯2f‖b + ‖V ∇¯3f‖b = O(e−
τ
2
r), τ >
n
k + 1
,
then the corresponding graph (Mn, g) = (Hn, b+V 2df ⊗df) is asymptotically hyperbolic of decay
order τ > n
k+1 .
In local coordinates,
(4.1) gij = bij + V
2∇¯if∇¯jf,
and the inverse of gij is
(4.2) gij = bij − V
2∇¯if∇¯jf
1 + V 2|∇¯f |2 ,
where the norm is taken with respect to the hyperbolic metric b.
Proposition 4.2. Suppose (Mn, g) = (Hn, b+ V 2∇¯f ⊗ ∇¯f), then we have
(4.3) ∇¯s
((
V ∇¯letj − etj∇¯lV
)
P˜ stjl(k)
)
=
V
2
L˜k,
where eij := gij − bij = V 2∇¯if∇¯jf.
Proof. First note that the induced second fundamental form of Mn is given by (cf.[22])
(4.4) hij =
V√
1 + V 2|∇¯f |2
(
∇¯i∇¯jf + ∇¯if∇¯jV + ∇¯iV ∇¯jf
V
+ V 〈∇¯f, ∇¯V 〉∇¯if∇¯jf
)
.
Thus the shape operator is
(4.5)
hij := g
ishsj
=
V√
1 + V 2|∇¯f |2
(
∇¯i∇¯jf + ∇¯
if∇¯jV
V (1 + V 2|∇¯f |2) +
∇¯iV ∇¯jf
V
− V
2∇¯if∇¯sf∇¯s∇¯jf
1 + V 2|∇¯f |2
)
.
It follows from (3.10), (4.1) and (4.2) that
Γlij − Γ¯lij =
∇¯lf
1 + V 2|∇¯f |2
(
V 2∇¯i∇¯jf + V ∇¯iV ∇¯jf + V ∇¯jV ∇¯if
)
−V ∇¯if∇¯jf
(
∇¯lV − V
2∇¯lf〈∇¯f, ∇¯V 〉
1 + V 2|∇¯f |2
)
.(4.6)
In particular,
(4.7) Γsis − Γ¯sis =
∇¯sf
1 + V 2|∇¯f |2 (V
2∇¯i∇¯sf + V ∇¯iV ∇¯sf).
Recalling (3.1), by the Gauss formula we have
(4.8) R˜ slij = h
s
ih
l
j − hlihsj .
Substituting (4.8) into (3.2), (3.3), we infer from (2.19) that
L˜k = δ
i1i2···i2k−1i2k
j1j2···j2k−1j2k
hj1i1 · · · h
j2k
i2k
= (2k)! σ2k(h)(4.9)
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and
P˜ stjl
(k)
=
1
2
δ
i1i2···i2k−3i2k−2st
j1j2···j2k−3j2k−2j2k−1j2k
hj1i1h
j2
i2
· · · hj2k−2i2k−2 gj2k−1jgj2kl,
which implies by (2.20) that
(4.10) 2P˜ stjl(k) hsj = (2k − 1)! (T(2k−1))tpgpl.
Here h = (hij) is the second fundamental form given by (4.4). We derive from (3.7), (4.4) and
(4.10) that
(
V ∇¯letj − etj∇¯lV
)
P˜ stjl(k) =
(
V ∇¯l(V 2∇¯tf∇¯jf)− V 2∇¯tf∇¯jf∇¯lV
)
P˜ stjl(k)
=
(
V 3∇¯l∇¯tf∇¯jf + V 2∇¯lV ∇¯tf∇¯jf
)
P˜ stjl(k)
= V
(
∇¯l∇¯tf + ∇¯lV ∇¯tf
V
)
P˜ stjl(k) (V
2∇¯jf)
= hlt
√
1 + V 2|∇¯f |2P˜ stjl(k) (V 2∇¯jf)
=
(2k − 1)!
2
(T(2k−1))
s
pg
pjV 2∇¯jf
√
1 + V 2|∇¯f |2
=
(2k − 1)!
2
(T(2k−1))
s
p
V 2∇¯pf√
1 + V 2|∇¯f |2
,(4.11)
where the fourth equality follows from (4.4) and (3.7). Since the ambient space is the hyperbolic
space Hn with constant curvature −1, the Newton tensor is divergence-free with the induced
metric g. (For the proof see [1] for instance.)
It follows that
(∇¯s(T(2k−1))sp)∇¯pf
= (∇s(T(2k−1))sp)∇¯pf + (T(2k−1))sq(Γqps − Γ¯qps)∇¯pf − (T(2k−1))qp(Γssq − Γ¯ssq)∇¯pf
= (T(2k−1))
s
q(Γ
q
ps − Γ¯qps)∇¯pf − (T(2k−1))qp(Γssq − Γ¯ssq)∇¯pf.
Thus from (4.6) and (4.7), we have
(∇¯s(T(2k−1))sp)∇¯pf = (T(2k−1))sq
{ ∇¯qf
1 + V 2|∇¯f |2
(
V 2∇¯p∇¯sf + V ∇¯pV ∇¯sf + V ∇¯sV ∇¯pf
)
−V ∇¯pf∇¯sf
(
∇¯qV − V
2∇¯qf〈∇¯f, ∇¯V 〉
1 + V 2|∇¯f |2
)}
∇¯pf
−(T(2k−1))qp
∇¯sf
1 + V 2|∇¯f |2 (V
2∇¯q∇¯sf + V ∇¯qV ∇¯sf)∇¯pf
= (T(2k−1))
s
q
(
V 〈∇¯V, ∇¯f〉∇¯qf∇¯sf − V |∇¯f |2∇¯sf∇¯qV
)
.
HYPERBOLIC GAUSS-BONNET-CHERN MASS 19
Therefore by above, we derive
∇¯s
(
(T(2k−1))
s
p
V 2∇¯pf√
1 + V 2|∇¯f |2
)
=
V 2√
1 + V 2|∇¯f |2 ∇¯s(T(2k−1))
s
p∇¯pf + (T(2k−1))sp∇¯s
(
V 2∇¯pf√
1 + V 2|∇¯f |2
)
=
V 2√
1 + V 2|∇¯f |2 (T(2k−1))
s
q
(
V 〈∇¯V, ∇¯f〉∇¯qf∇¯sf − V |∇¯f |2∇¯sf∇¯qV
)
+(T(2k−1))
s
p
(
V 2∇¯s∇¯pf + 2V ∇¯sV ∇¯pf√
1 + V 2|∇¯f |2 −
V 2∇¯pf(V |∇¯f |2∇¯sV + V 2∇¯s∇¯qf∇¯qf)
(1 + V 2|∇¯f |2) 32
)
=
V (T(2k−1))
s
p√
1 + V 2|∇¯f |2
{(
V 2〈∇¯V, ∇¯f〉∇¯pf∇¯sf − V 2|∇¯f |2∇¯sf∇¯pV
)
+V ∇¯s∇¯pf + ∇¯sV ∇¯pf + ∇¯sV ∇¯
pf
1 + V 2|∇¯f |2 −
V 3∇¯pf∇¯s∇¯qf∇¯qf
1 + V 2|∇¯f |2
}
=
V (T(2k−1))
s
p√
1 + V 2|∇¯f |2
(
V 2〈∇¯V, ∇¯f〉∇¯pf∇¯sf − V 2|∇¯f |2∇¯sf∇¯pV + ∇¯sV ∇¯pf − ∇¯sf∇¯pV
)
+V (T(2k−1))
s
ph
p
s.
We claim that the first term in the last equality of the above equation indeed vanishes. We
define a new (1, 1) tensor by
Aps := V
2〈∇¯V, ∇¯f〉∇¯pf∇¯sf − V 2|∇¯f |2∇¯sf∇¯pV + ∇¯sV ∇¯pf − ∇¯sf∇¯pV.
Then we have
V (T(2k−1))
s
p√
1 + V 2|∇¯f |2
(
V 2〈∇¯V, ∇¯f〉∇¯pf∇¯sf − V 2|∇¯f |2∇¯sf∇¯pV + ∇¯sV ∇¯pf − ∇¯sf∇¯pV
)
=
V (T(2k−1))
s
p√
1 + V 2|∇¯f |2A
p
s =
V (T(2k−1))
sq√
1 + V 2|∇¯f |2 gpqA
p
s.
We only need to show that gpqA
p
s is anti-symmetric, which is in fact easy to check
gpqA
p
s = (bpq + V
2∇¯pf∇¯qf)Aps
= V 2〈∇¯V, ∇¯f〉∇¯qf∇¯sf − V 2|∇¯f |2∇¯sf∇¯qV + ∇¯sV ∇¯qf − ∇¯sf∇¯qV
+V 4〈∇¯V, ∇¯f〉|∇¯f |2∇¯qf∇¯sf − V 4|∇¯f |2〈∇¯f, ∇¯V 〉∇¯sf∇¯qf
+V 2|∇¯f |2∇¯sV ∇¯qf − V 2〈∇¯f, ∇¯V 〉∇¯qf∇¯sf
= (1 + V 2|∇¯f |2)(∇¯sV ∇¯qf − ∇¯sf∇¯qV ).
Since (T(2k−1))
sq is symmetric, we get the desired result that
V (T(2k−1))
s
p√
1 + V 2|∇¯f |2
(
V 2〈∇¯V, ∇¯f〉∇¯pf∇¯sf − V 2|∇¯f |2∇¯sf∇¯pV + ∇¯sV ∇¯pf − ∇¯sf∇¯pV
)
= 0,
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which yields from (2.19) that
(4.12) ∇¯s
(
(T(2k−1))
s
p
V 2∇¯pf√
1 + V 2|∇¯f |2
)
= V (T(2k−1))
s
ph
p
s = 2kV σ2k(h).
Finally, (4.3) follows from (4.9), (4.11) and (4.12). 
Lemma 4.3. From (4.11), we have the following equivalent form of hyperbolic mass integral
(3.15) for asymptotically hyperbolic graphs
(4.13) mHk = c(n, k)
(2k − 1)!
2
lim
r→∞
∫
Sr
(T(2k−1))
s
p
V 2∇¯pf√
1 + V 2|∇¯f |2
νsdµ.
Remark 4.4. The method to show Proposition 4.2 is motivated by a classical paper of Reilly [60].
The method gives a simpler proof even for k = 1 case (cf. [22]). A similar argument works for
the Gauss-Bonnet-Chern mass for asymptotically flat manifolds, which provides a simply proof
for the corresponding results in [30]. Moreover, it also provides a brief proof of the corresponding
Penrose inequality. See the next Section.
Now we are ready to prove our main Theorem 1.3.
Proof of Theorem 1.3. Applying divergence theorem with Proposition 4.2, we have
mHk = c(n, k)
∫
M
∇¯s
((
V ∇¯letj − etj∇¯lV
)
P˜ stjl(k)
)
dVb
=
c(n, k)
2
∫
M
V L˜kdVb
=
c(n, k)
2
∫
M
V L˜k√
1 + V 2|∇¯f |2dVg,
where the last equality holds due to the fact
dVg =
√
detg dVb =
√
1 + V 2|∇¯f |2 dVb.

5. Penrose inequality for graphs over Hn with a horizon type boundary
Now we investigate the Penrose inequality related to the new mass for the asymptotically
hyperbolic manifolds which can be realized as graphs. Let Ω be a bounded open set in Hn and
Σ = ∂Ω. If f : Hn \Ω→ R is a smooth function such that each connected component of Σ is in
a level set of f and
(5.1) |∇¯f(x)| → ∞ as x→ Σ,
then the graph of f , (Mn, g) = (Hn \Ω, b+V 2df ⊗df), is an asymptotically hyperbolic manifold
with a horizon Σ. Without loss of generality we may assume that {(x, f(x)) |x ∈ Σ} is included
in f−1(0). In this case we can identify {(x, f(x)) |x ∈ Σ} with Σ.
On Σ, the outer unit normal vector induced by the hyperbolic metric b is
ν := νi
∂
∂xi
= − ∇¯f|∇¯f | .
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Then
νi = −b
ij∇¯jf
|∇¯f | = −
∇¯if
|∇¯f | and νi := bijν
j = − ∇¯if|∇¯f | .
Remark 5.1. One can easily check that the second fundamental forms of Σ induced by g and b
respectively differ by a multiple 1√
1+V 2|∇¯f |2
. Hence we have the following equivalent statements,
provided Σ ⊂ Hn is strictly mean convex:
• |∇¯f | =∞ on Σ;
• Σ is minimal, i.e., the induced mean curvature by the metric g vanishes;
• Σ is totally geodesic, i.e., the induced second fundamental form by the metric g vanishes.
Therefore, in this case Σ is an area-minimizing horizon if and only if |∇¯f | = ∞ on Σ. Hence
|∇¯f | =∞ is a natural assumption for horizons.
Proof of Theorem 1.4. In view of (4.13), integrating by parts now gives an extra boundary term,
1
c(n, k)
mHk =
(2k − 1)!
2
lim
r→∞
∫
Sr
(T(2k−1))
s
p
V 2∇¯pf√
1 + V 2|∇¯f |2 νsdµ
=
1
2
∫
Hn\Ω
V L˜k√
1 + V 2|∇¯f |2dVg −
(2k − 1)!
2
∫
Σ
(T(2k−1))
s
p
V 2∇¯pf√
1 + V 2|∇¯f |2 νsdµ.
We may choose the coordinates such that { ∂
∂x2
, · · · , ∂
∂xn
} span the tangential space of Σ and
∂
∂x1
denotes the normal direction of Σ. To clarify the notations, in the following we will use the
convention that the Latin letters stand for the index: 1, 2, · · · , n and the Greek letters stand
for the index: 2, · · · , n. Due to the assumption that Σ is in a level set of f , at any given point
p ∈ Σ, we have
(5.2) ∇¯αf = 0 and ∇¯α∇¯βf = |∇¯f |Bαβ,
where B is the second fundamental form with respect to the inward normal vector of (Σ, γ)
induced by the metric b. Therefore we infer from (2.19) and (2.20) that
1
c(n, k)
mHk =
1
2
∫
Hn\Ω
V L˜k√
1 + V 2|∇¯f |2dVg +
(2k − 1)!
2
∫
Σ
(T(2k−1))
1
1
V 2|∇¯f |√
1 + V 2|∇¯f |2dµ
=
1
2
∫
Mn
V L˜k√
1 + V 2|∇¯f |2
dVg +
(2k − 1)!
2
∫
Σ
σ2k−1V
(
V 2|∇¯f |2
1 + V 2|∇¯f |2
)k
dµ
=
1
2
∫
Mn
V L˜k√
1 + V 2|∇¯f |2dVg +
(2k − 1)!
2
∫
Σ
V σ2k−1dµ.
Here we have used the simple fact in the second equality
(T(2k−1))
1
1 =
1
(2k − 1)!δ
1j1j2···j2k−1
1i1i2···i2k−1
hi1j1 · · · h
i2k−1
j2k−1
=
(
V |∇¯f |√
1 + V 2|∇¯f |2
)2k−1
σ2k−1,
which follows from
hαβ =
V |∇¯f |√
1 + V 2|∇¯f |2 b
αδBδβ =
V |∇¯f |√
1 + V 2|∇¯f |2B
α
β ,
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by (4.5) and (5.2) (where Bαβ := γ
αδBδβ = b
αδBδβ ) and the last equality holds by the assumption
(5.1). This finishes the proof of the Theorem. 
Using the Alexandrov-Fenchel inequality (6.9) proved in the second part below, we have the
following Penrose inequality, which is slightly stronger than Theorem 1.6.
Theorem 5.2 (Penrose Inequality). Let Ω be a bounded open set in Hn and Σ = ∂Ω. If f :
Hn \ Ω → R is a smooth function such that the graph (Mn, g) = (Hn \ Ω, b + V 2df ⊗ df) is
asymptotically hyperbolic of decay order τ > n
k+1 and V L˜k is integrable. Assume that each
connected component of Σ is in a level set of f and |∇¯f(x)| → ∞ as x→ Σ. Let Ωi be connected
components of Ω, i = 1, · · · , l and let Σi = ∂Ωi and suppose that each Ωi is horospherical convex,
then
mHk ≥ c(n, k)
∫
Mn
1
2
V L˜k√
1 + V 2|∇¯f |2dVg +
l∑
i=1
1
2k
(( |Σi|
ωn−1
) n
k(n−1)
+
( |Σi|
ωn−1
) n−2k
k(n−1)
)k
.
In particular, L˜k ≥ 0 implies
mHk ≥
l∑
i=1
1
2k
(( |Σi|
ωn−1
) n
k(n−1)
+
( |Σi|
ωn−1
) n−2k
k(n−1)
)k
.
Moreover, equality is achieved by the anti-de Sitter Schwarzschild type metric (1.20).
Proof. The Penrose inequality follows from Theorem 1.4 and the Alexandrov-Fenchel inequality,
Theorem 6.2 below. The last statement is proved in the following example. 
We end this section with an interesting example.
Example 5.3. The generalized anti-de Sitter Schwarzschild space-time is given by
− (1 + ρ2 − 2m
ρ
n
k
−2
)dt2 + (1 + ρ2 − 2m
ρ
n
k
−2
)−1dρ2 + ρ2dΘ2,(5.3)
where dΘ2 is the round metric on Sn−1. When k = 1 we recover anti-de Sitter Schwarzschild
space-time of the Einstein gravity.
See also [21] or example 2.8 in [14]. Restricting to the time slice t = 0, we obtain the anti-de
Sitter Schwarzschild metric
(5.4) gadS−Sch = (1 + ρ
2 − 2m
ρ
n
k
−2
)−1dρ2 + ρ2dΘ2.
One can realizes metric (5.4) as a graph over the hyperbolic metric Hn. In the transformation
of coordinates ρ = sinh r, the hyperbolic metric b = dr2 + sinh2 rdΘ2 can be rewritten as
b =
dρ2
1 + ρ2
+ ρ2dΘ2.
Hence to explicitly express the metric (5.4) as a graph over Hn, we need to find a function
f = f(ρ) satisfying
V 2
(
∂f
∂ρ
)2
=
1
1 + ρ2 − 2m
ρ
n
k
−2
− 1
1 + ρ2
.
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Note that the function V is now equal to
√
1 + ρ2. Let ρ0 be the solution of
1 + ρ2 − 2m
ρ
n
k
−2
= 0.
Then when ρ approaches ρ0, we have
∂f
∂ρ
= O((ρ− ρ0)− 12 ), so that we can solve
f(ρ) =
∫ ρ
ρ0
1√
1 + s2
√
1
1 + s2 − 2m
s
n
k
−2
− 1
1 + s2
ds.
One may compare with the Euclidean case where the Schwarzschild metric can be written as a
graph over Rn [47]. This example is a generalization of the one considered in [22], where is in
fact the case k = 1.
One can check that the metric g = gadS−Sch satisfies
(5.5) L˜k(g) = 0,
and
(5.6) mHk = m
k.
For the convenience of the reader, we include the computations of (5.5) and (5.6) in Appendix
A.
In this example, the horizon is given by the surface ρ = ρ0 with ρ0 being the solution of
1 + ρ2 − 2m
ρ
n
k
−2
= 0.
Then the horizon is {Sρ0 : ρ
n
k
0 + ρ
n
k
−2
0 = 2m} which implies the right hand side of inequality
(1.19) is
RHS =
1
2k
(ωn−1ρn−10
ωn−1
) n
k(n−1)
+
(
ωn−1ρ
n−1
0
ωn−1
) n−2k
k(n−1)
k
=
1
2k
(
ρ
n
k
0 + ρ
n
k
−2
0
)k
=
1
2k
(2m)k
= mk = mHk .
This means that equality in (1.19) is achieved by the adS Schwarzschild type metric (1.20). 
Appendix A. The anti-de Sitter Schwarzschild type metric
In this Appendix, we first compute the modified Gauss-Bonnet curvature L˜k for the following
Riemannian metric which was discussed in Section 5
(A.1) gadS−Sch = (1 + ρ
2 − 2m
ρ
n
k
−2
)−1dρ2 + ρ2dΘ2.
Let us denote
ϕ(ρ) =
√
1 + ρ2 − 2m
ρ
n
k
−2
.
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We have for any vectors X, Y tangential to the sphere Sρ
R(X ∧ ∂ρ) +X ∧ ∂ρ = −
( n
2k
− 1
) 2m
ρ
n
k
X ∧ ∂ρ,(A.2)
R(X ∧ Y ) +X ∧ Y = 2m
ρ
n
k
X ∧ Y,(A.3)
where R is the curvature operator. This follows from a directly computation. Inserting (A.2)
and (A.3) into the (3.2), one can check that
L˜k = (2k)!
(
C2kn−1 − C2k−1n−1
( n
2k
− 1
))(2m
ρ
n
k
)k
= 0.
In the following, we compute the new mass of metric (A.1) . Let ∂
∂x1
denotes the ∂
∂ρ
direction
and { ∂
∂x2
, · · · ∂
∂xn
} be an orthogonal basis on Sn−1. We will use the convention that the Latin
letters stand for the index: 1, 2, · · · , n and the Greek letters stand for the index: 2, · · · , n. Since
the hyperbolic metric
b =
1
1 + ρ2
dρ2 + ρ2dΘ2,
the only non-vanishing term is
e11 = g11 − b11 = 1
1 + ρ2 − 2m
ρ
n
k
−2
− 1
1 + ρ2
=
2m
ρ
n
k
+2
+ lower order terms.
On the other hand, from (A.2) and (A.3), we know that for the curvature term R˜ j1j2i1i2 , the
indices {j1, j2} should be a permutation of {i1, i2}, otherwise R˜ j1j2i1i2 vanishes. Consequently,
by the definition of P˜ stlm(k) we compute by using (A.2), (A.3) that for fixed α, β,
P˜ 1α1β(k) =
1
2k
δ
i1i2···i2k−3i2k−21α
j1j2···j2k−3j2k−2j2k−1j2k
R˜ j1j2i1i2 · · · R˜
j2k−3j2k−2
i2k−3i2k−2
gj2k−11gj2kβ
=
1
2k
δ
i1i2···i2k−3i2k−21α
j1j2···j2k−3j2k−21α
R˜ j1j2i1i2 · · · R˜
j2k−3j2k−2
i2k−3i2k−2
g11gαβ
=
1
2k
2k−1(2k − 2)! C2k−2n−2
(
2m
ρ
n
k
)k−1
g11gαβ
= 2k−2(2k − 2)! C2k−2n−2
(
m
ρ
n
k
)k−1
(1 + ρ2 − 2m
ρ
n
k
−2
)gαβ .(A.4)
Moreover, from above calculations, one can check that this kind of term P˜ 1αβδ(k) = 0. And a direct
computation gives
∇¯t(eαβ) = 0.
Noticing the fact
να = 0,
we derive from above that
(V ∇¯t(ejs)− ejs∇¯tV )P˜ ijst(k) νi = V ∇¯β(e1α)P˜ 1α1β(k) ν1.
Using
Γ¯1αβ = −ρ(1 + ρ2)δαβ ,
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and recalling V =
√
1 + ρ2, we compute further from above that
(V ∇¯t(ejs)− ejs∇¯tV )P˜ ijst(k) νi =
2m
ρ
n
k
−2
δαβP˜
1α1β
(k) ν1 + lower order terms.(A.5)
Hence we infer from (A.4) and (A.5) that
(V ∇¯t(ejs)− ejs∇¯tV )P˜ ijst(k) νi = 2k−1(2k − 2)! C2k−2n−2
mk
ρn−2
(n− 1)ν1 + lower order terms
= 2k−1(2k − 2)! C2k−2n−2
mk
ρn−1
(n− 1) + lower order terms,
where in the second equality we have used the fact ν1 =
1√
1+ρ2
. Therefore we conclude
mHk =
(n− 2k)!
2k−1(n− 1)! ωn−1 limρ→∞
∫
Sρ
(V ∇¯t(ejs)− ejs∇¯tV )P˜ ijst(k) νidµ
=
(n− 2k)!
2k−1(n− 1)! ωn−1 2
k−1(2k − 2)! C2k−2n−2
mk
ρn−1
(n− 1)ρn−1ωn−1
= mk.
Appendix B. Proof of (3.21)
In this Appendix, we give the proof of (3.21).
Proof of (3.21). Denote g1 = (Φ1
−1)∗g and g2 = (Φ2
−1)∗g. Recall from (3.20) that we have
(B.1) g2 − g1 = Lζb+ o(e−
2n
k+1
r), with ζ = o(e−
n
k+1
r).
It follows easily that
(B.2) R˜ spij (g1) = o(e
− n
k+1
r), R˜ spij (g2) = o(e
− n
k+1
r).
In order to prove (3.21), in view of (B.1) and (3.3), it suffices to show that
(B.3) R˜ spij (g2)− R˜ spij (g1) = o(e−
2n
k+1
r).
In the proof, what we need to take care of is why the linear terms involving ζ cancel.
First by (3.1), we compute
R˜ spij (g2)− R˜ spij (g1)
= (Rij
sp(g2) + δ
s
i δ
p
j − δpi δsj )− (Rijsp(g1) + δsi δpj − δpi δsj )
= gpq2 R
s
ij q(g2)− gpq1 R sij q(g1) = (gpq2 − gpq1 )R sij q(g2) + gpq1 (R sij q(g2)−R sij q(g1))
= −(Lζb)pq
(−(δsi (g2)jq − δsj (g2)iq)) + gpq1 (R sij q(g2)−R sij q(g1)) + o(e− 2nk+1 r)
=: I + II + o(e−
2n
k+1
r),
where in the third equality, we have used the fact (B.2) and expression (B.1).
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We begin with the simpler term I. We have from (B.1) that
I := −(Lζb)pq
(−(δsi (g2)jq − δsj (g2)iq))
= −(∇¯pζq + ∇¯qζp) (−(δsi bjq − δsj biq))+ o(e− 2nk+1 r)
= δsi (∇¯pζj + ∇¯jζp)− δsj (∇¯pζi + ∇¯iζp) + o(e−
2n
k+1
r).(B.4)
In the following, we deal with the second term II. In view of (3.10), we have
Γsij(g2)− Γsij(g1) =
1
2
(g2)
sl
(
∇g1i (g2 − g1)lj +∇g1j (g2 − g1)li −∇g1l (g2 − g1)ij
)
=
1
2
bsl
(∇¯i(g2 − g1)lj + ∇¯j(g2 − g1)li − ∇¯l(g2 − g1)ij)+ o(e− 2nk+1 r).
Substituting above into (3.11) and noting that the quadratic terms of Christoffel symbols having
faster decay, we calculate
R sij q(g2)−R sij q(g1) = ∇¯i(Γsjq(g2)− Γsjq(g1))− ∇¯j(Γsiq(g2)− Γsiq(g1)) + o(e−
2n
k+1
r)
=
1
2
bsl
(∇¯i∇¯j(g2 − g1)lq + ∇¯i∇¯q(g2 − g1)lj − ∇¯i∇¯l(g2 − g1)jq
−∇¯j∇¯i(g2 − g1)lq − ∇¯j∇¯q(g2 − g1)li + ∇¯j∇¯l(g2 − g1)iq
)
+ o(e−
2n
k+1
r)
=
1
2
bsl
[
(∇¯i∇¯j(g2 − g1)lq − ∇¯j∇¯i(g2 − g1)lq) + (∇¯i∇¯q∇¯jζl − ∇¯j∇¯q∇¯iζl)
+(∇¯i∇¯q∇¯lζj − ∇¯i∇¯l∇¯qζj) + (∇¯j∇¯l∇¯iζq − ∇¯i∇¯l∇¯jζq)
+(∇¯j∇¯l∇¯qζi − ∇¯j∇¯q∇¯lζi)] + o(e−
2n
k+1
r)
=
1
2
bsl(II1 + II2 + II3 + II4 + II5) + o(e
− 2n
k+1
r),
where in the third equality, we have used (B.1) and rearranged these terms.
In the following computations, we mainly rely on the Ricci identity to calculate each term
carefully. Applying the Ricci identity, we have
II1 := ∇¯i∇¯j(g2 − g1)lq − ∇¯j∇¯i(g2 − g1)lq
= (g2 − g1)lt(−R¯ tij q) + (g2 − g1)tq(−R¯ tij l)
= (g2 − g1)lt(δtibjq − δtjbiq) + (g2 − g1)tq(δtibjl − δtjbil)
= (g2 − g1)ilbjq − (g2 − g1)ljbiq + (g2 − g1)iqbjl − (g2 − g1)jqbil.
Using the Ricci identity three times, we obtain,
II2 := ∇¯i∇¯q∇¯jζl − ∇¯j∇¯q∇¯iζl
= (∇¯i∇¯q∇¯jζl − ∇¯q∇¯i∇¯jζl) + (∇¯q∇¯i∇¯jζl − ∇¯q∇¯j∇¯iζl) + (∇¯q∇¯j∇¯iζl − ∇¯j∇¯q∇¯iζl)
= ∇¯jζt(−R¯ tiq l) + ∇¯tζl(−R¯ tiq j) + ∇¯qζt(−R¯ tij l) + ∇¯tζl(−R¯ tqj i) + ∇¯iζt(−R¯ tqj l)
= bql(∇¯jζi − ∇¯iζj)− bil(∇¯qζj + ∇¯jζq) + bjl(∇¯qζi + ∇¯iζq) + bqj∇¯iζl − bqi∇¯jζl.
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Similarly, we get
II3 := ∇¯i∇¯q∇¯lζj − ∇¯i∇¯l∇¯qζj = −bqj∇¯iζl + blj∇¯iζq,
II4 := ∇¯j∇¯l∇¯iζq − ∇¯i∇¯l∇¯jζq
= bql(∇¯iζj − ∇¯jζi)− bjq(∇¯lζi + ∇¯iζl) + biq(∇¯lζj + ∇¯jζl) + bli∇¯jζq − blj∇¯iζq,
II5 := ∇¯j∇¯l∇¯qζi − ∇¯j∇¯q∇¯lζi = −bli∇¯jζq + bqi∇¯jζl.
By a simplification, we infer by (B.1) that
II1 + (II2 + II3 + II4 + II5)
= (g2 − g1)ilbjq − (g2 − g1)ljbiq + (g2 − g1)iqbjl − (g2 − g1)jqbil
−bjq(∇¯iζl + ∇¯lζi) + bjl(∇¯qζi + ∇¯iζq)− bil(∇¯jζq + ∇¯qζj) + biq(∇¯lζj + ∇¯jζl)
= −2bil(∇¯jζq + ∇¯qζj) + 2bjl(∇¯iζq + ∇¯qζi) + o(e−
2n
k+1
r).
Hence we conclude
II := gpq1 (R
s
ij q(g2)−R sij q(g1))
= gpq1 (
1
2
bsl)
(−2bil(∇¯jζq + ∇¯qζj) + 2bjl(∇¯iζq + ∇¯qζi)) + o(e− 2nk+1 r)
= bpq(
1
2
bsl)
(−2bil(∇¯jζq + ∇¯qζj) + 2bjl(∇¯iζq + ∇¯qζi))+ o(e− 2nk+1 r)
= −δsi (∇¯jζp + ∇¯pζj) + δsj (∇¯iζp + ∇¯pζi) + o(e−
2n
k+1
r).(B.5)
Finally, the desired result (B.3) follows from (B.4) and (B.5). 
Part 2. Alexandrov-Fenchel inequalites in Hn
6. Introduction
The second part of this paper is about weighted Alexandrov-Fenchel inequalities in Hn, which
is used to prove the Penrose inequality for asymptotically hyperbolic graphs in the last Section.
This part has its own and independent interest. For the convenience of the reader we give an
introduction on the Alexandrov-Fenchel inequalities.
The classical isoperimetric inequality and its generalization, the Alexandrov-Fenchel inequali-
ties, play an important role in integral geometry, convex geometry and differential geometry. Let
Ω be a smooth bounded domain in Rn with boundary Σ. The classical isoperimetric inequality
is
Area(Σ) ≥ nn−1n ω
1
n
n−1V ol(Ω)
n−1
n .(6.1)
Equality holds if and only if Ω is a geodesic ball. When n = 2, (6.1) is
L2 ≥ 4πA,(6.2)
where L is the length of a curve ζ in R2 and A is the area of the enclosed domain by ζ. The
Alexandrov-Fenchel inequalities (in fact, its special class) are
(6.3)
∫
Σ
σkdµ ≥ Ckn−1ωn−1
(
1
Cjn−1
1
ωn−1
∫
Σ
σjdµ
)n−1−k
n−1−j
, 0 ≤ j < k ≤ n− 1,
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for any convex hypersurface Σ. These inequalities are optimal, in the sense that equality holds if
and only if Σ is a geodesic sphere. The Alexandrov-Fenchel inequalities have been also extended
to certain class of non-convex hypersurfaces. See [15, 36, 44] for instance.
It is natural to ask if the isoperimetric inequality and the Alexandrov-Fenchel inequalities hold
in the hyperbolic space. The motivations to study this problem come from integral geometry and
also from the recent study of the Penrose inequality for various mass. The classical isoperimetric
problem between volume and area was solved by Schmidt [64] 70 years ago. When n = 2 the
corresponding isoperimetric inequality is
L2 ≥ 4πA+A2,
where L is the length of a curve ζ in H2 and A is the area of the enclosed domain by ζ. However,
unlike the Euclidean space, for general n there is no such explicit form.
There are many attempts to establish Alexandrov-Fenchel type inequalities in the hyperbolic
space Hn. See, for example, [6, 29, 62]. In [29], Gallego-Solanes proved by using integral
geometry the following interesting inequality for convex domains in Hn,
(6.4)
∫
Σ
σkdµ > cC
k
n−1|Σ|,
where c = 1 if k > 1 and |Σ| is the area of Σ. Here dµ is the area element of the induced metric
γ from the hyperbolic space and σk is defined in (2.21). The above inequality (6.4) (k > 1) is
sharp in the sense that the constant c could not be improved. However, this inequality is far
away from being optimal, especially when |Σ| is small. One may compare it with the optimal
inequalities given below.
There are two classes of the Alexandrov-Fenchel inequalities: One is without a weight V and
another with a weight V . The weight V is an element in N1b considered in Part I. Here as before
we fix it
V = cosh r,
in Hn = R+ × Sn−1 with the hyperbolic metric b = dr2 + sinh2 rgSn−1 . Here r is the hyperbolic
distance to a fixed point x0.
The Alexandrov-Fenchel inequalities without weight are closely related to integral geometry
in Hn.
Theorem 6.1 ([51, 32, 33, 73]). Let 1 ≤ k ≤ n − 1. Any horospherical convex hypersurface Σ
in Hn satisfies
(6.5)
∫
Σ
σkdµ ≥ Ckn−1ωn−1
{( |Σ|
ωn−1
) 2
k
+
( |Σ|
ωn−1
) 2
k
(n−k−1)
n−1
}k
2
.
Equality holds if and only if Σ is a geodesic sphere.
Inequality (6.5) was called as a hyperbolic Alexandrov-Fenchel inequality in [32]. (6.5) was
proved in [51] for k = 2 under a weaker condition that Σ is star-shaped and 2-convex, in [32] for
k = 4 and in [33] for general even k. For k = 1, (6.5) was proved in [33] with a help of a result
of Cheng and Xu [16]. For general odd integer k, inequality (6.5) was proved very recently in
[73]. Inequality (6.5) with odd k will be used in this paper.
The proof of inequality (6.5) with even k in [51, 32, 33] uses various inverse curvature flows
studied by Gerhardt [34]. One of the crucial step is to show the monotonicity of a geometric
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integral under some inverse curvature flow. This geometric integral is in fact the integral of the
Gauss-Bonnet curvature Lk(g) of the induced metric g on the embedded hypersurface Σ ⊂ Hn
(6.6)
∫
Σ
Lk(g)dµ(g).
Hence, by using this method one in fact obtains an optimal Sobolev type inequality for (6.6),
which then implies the Alexandrov-Fenchel inequality (6.5). The proof of inequality (6.5) in
[73] works for all k. In the proof, a quermassintegral preserving curvature flow was used. The
quermassintegral will also be used in this paper. For its definition see at the end of this Section.
Theorem 6.1 was also proved by Guan-Li under a condition that the hypersurface is star-shaped,
together with a technical condition, by using a modified inverse curvature flow [37].
The Alexandrov-Fenchel inequalities with weight for k = 1 was studied in [12] and [26], where
they were called Minkowski type inequalities. Motivated by the study of the quasi-local mass
and the Penrose inequality, Brendle-Hung-Wang [12] established the following Minkowski type
inequalities (i.e., k = 1)
(6.7)
∫
Σ
(
V σ1 − (n− 1)〈∇¯V, ν〉
)
dµ ≥ (n− 1)ω
1
n−1
n−1 |Σ|
n−2
n−1 ,
and de Lima and Gira˜o [26] proved the following related inequality
(6.8)
∫
Σ
V σ1dµ ≥ (n− 1)ωn−1
(( |Σ|
ωn−1
)n−2
n−1
+
( |Σ|
ωn−1
) n
n−1
)
,
if Σ is star-shaped and mean convex (i.e. σ1 > 0). The method to prove (6.7) is still the use of
an inverse curvature flow and also works for anti-de Sitter Schwarzschild manifolds. Moreover
this method motivates the work of [51] and [32, 33]. Inequality (6.8) was mentioned in Part I.
It is natural to ask if general weighted Alexandrov-Fenchel inequalities hold. In this part of
the paper, we give an affirmative answer, at least for horospherical convex hypersurfaces.
Theorem 6.2. Let Σ be a horospherical convex hypersurface in the hyperbolic space Hn. We
have
(6.9)
∫
Σ
V p2k+1dµ ≥ ωn−1
(( |Σ|
ωn−1
) n
(k+1)(n−1)
+
( |Σ|
ωn−1
) n−2k−2
(k+1)(n−1)
)k+1
.
Equality holds if and only if Σ is a centered geodesic sphere in Hn.
By a centered geodesic sphere in Hn we mean {r = r0}, a geodesic sphere centered at the
fixed point x0, for some constant r0 > 0. Here and in the following, for the simplicity of notation
we denote by
(6.10) pj =
1
Cjn−1
σj,
the normalized j-th mean curvature.
For the proof of this Theorem, we first need several refined Minkowski integral formulas, which
will be given in Section 7. (In fact, unlike the usual Minowski identity (7.4) below, what we have
are inequalities. In order to distinguish with the Minkowski type inequalities obtained in [12]
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and [26], we call them Minkowski integral formulas.) A crucial point is to show the following
inequality
(6.11) E(Σ) :=
∫
Σ
V pk+1dµ−
∫
Σ
(
V pk−1 +
pk+1
V
)
dµ ≥ 0.
To show this inequality we use the following “conformal flow”
d
dt
Σ(t) = −V ν,
which was used first by Brendle [11] to prove his generalized Heintze-Karcher inequality. With
the Minkowski integral formulas given in Section 7 below, we prove that E is non-increasing
along this conformal flow. Using the monotonicity of the quermassintegral we prove that E(Σ(t))
tends to 0, when hypersurfaces Σ(t) shrink to a point along the conformal flow. Therefore we
have E(Σ) ≥ 0 for any horospherical convex hypersurface. Inequality (6.11) enables us to use
an iteration argument as follows. When k = 0, (6.9) is just (6.8), which was proved in [26].
Assume that (6.9) holds for k− 1, we then use (6.11) and Theorem 6.1 to show that (6.9) holds
for k.
It is an interesting question if Theorem 6.2 holds under the weaker condition that the hy-
persurface is convex, or even that the hypersurface is just so-called k-convex. In our proof of
Theorem 6.2, the horospherical condition is used just in the proof of Theorem 8.2, which we
believe is unnecessary, and in the use of Theorem 6.1. For Theorem 6.1 there are evidence that
the convexity should be enough in [37].
We end this section by recalling the definition of the quermassintegrals [63, 65, 71]. For
a (geodesically) convex domain K ⊂ Hn with boundary ∂K = Σ, the quermassintegrals are
defined by
Wk(K) :=
(n− k)ωk−1 · · ·ω0
nωn−2 · · ·ωn−k−1
∫
Lk
χ(Lk ∩K)dLk, k = 1, · · · , n− 1;(6.12)
where Lk is the space of k-dimensional totally geodesic subspaces Lk in Hn and dLk is the
natural (invariant) measure on Lk. The function χ is given by χ(K) = 1 if K 6= ∅ and χ(∅) = 0.
For simplicity, we also use the convention
W0(K) = Vol(K), Wn(K) =
ωn−1
n
.
Remark that by definition we know
W1(K) =
1
n
|∂K|.
From integral geometry we know that the quermassintegrals and the curvature integrals in Hn
do not coincide. Nevertheless they are closely related (see e.g. [71], Proposition 7):
(6.13)
∫
Σ
pkdµ = n
(
Wk+1(K) +
k
n− k + 1Wk−1(K)
)
, k = 1, · · · , n− 1,
7. Minkowski integral formulas
Let u = 〈∇¯V, ν〉 > 0 be the support function, where ν is the outer normal vector. Here
and in the following, we denote the connections on Hn and Σ by ∇¯ and ∇ respectively. In
the following, for a hypersurface (Σn−1, g) embedded in the hyperbolic space Hn, we denote
the second fundamental form by hij and the shape operator h
j
i := hikg
jk. The k-th Newton
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transformation is defined in (2.18). Before stating the main results, let us collect some basic
facts with the weight.
Lemma 7.1. (1) The gradient vector field ∇¯V of the weight function V is a conformal
vector field, i.e.,
(7.1) ∇¯X∇¯V = V X,
for any vector field X.
(2) We have the following Minkowski identity with weight V
(7.2) ∇j(T ijk ∇iV ) = −(k + 1)uσk+1 + (n− (k + 1))σkV.
(3) There is a relation between the weight V and the support function u
(7.3) V 2 = 1 + u2 + |∇V |2.
Proof. (7.1) is well-known. For (7.2), one can calculate it directly with the help of (7.1) or see
(8.4) in [1]. To prove (7.3), first note that the orthogonal composition
∇¯V = ∇V + uν
implies
|∇¯V |2 = |∇V |2 + u2.
Recalling V = cosh r and the simple fact |∇¯r| = 1, we have
V 2 − 1 = sinh2 r = |∇¯V |2.
Thus we complete the proof. 
In view of (6.10), it follows from (7.2) that we have the following well-known Minkowski
integral formula between pk and pk+1,
(7.4)
∫
Σ
upk+1dµ =
∫
Σ
V pkdµ.
This is the classical Minkowski integral identity in Hn.
In order to prove our optimal inequalities, we need to generalize the Minkowski type identity
between pk and pk+1, which are now only inequalities. See (7.6), (7.8), Proposition 7.4 and (8.5)
below. To distinguish between such inequalities and the Minkowski type inequality (see (6.7)
and (6.8)), we call them Minkowski integral formulas, between integrals involving σk and σk+1.
Proposition 7.2. Let Σ be a convex hypersurface in the hyperbolic space Hn and for any integer
1 ≤ k ≤ n− 1. We have
(7.5)
∫
Σ
uV pkdµ =
∫
Σ
V 2pk−1dµ+
1
Ckn−1
∫
Σ
1
k
(Tk−1)
ij∇iV∇jV dµ.
Moreover, we have
(7.6)
∫
Σ
uV pkdµ ≥
∫
Σ
V 2pk−1dµ.
Equality holds if and only if Σ is a centered geodesic sphere in Hn.
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Proof. In view of (7.2), we have
(7.7)
1
kCkn−1
∇j(T ijk−1∇iV ) = −upk + pk−1V.
Multiplying the above equation by the function V and integrating by parts, we obtain the desired
result (7.5). The convexity of Σ implies that (Tk−1)
ij is positively definite (for the proof see [35]
for instance), namely,
(Tk−1)
ij∇iV∇jV ≥ 0.
Hence (7.6) holds. When equality in (7.6) holds, we have ∇V = 0 which implies that Σ is a
centered geodesic sphere in Hn. 
Proposition 7.3. Let Σ be a convex hypersurface in the hyperbolic space Hn and for any integer
1 ≤ k ≤ n− 1. We have
(7.8)
∫
Σ
(u2pk − uV pk−1)dµ = 1
kCkn−1
∫
Σ
(Tk−1)
ij∇iV∇judµ ≥ 0.
Equality holds if and only if Σ is a centered geodesic sphere in Hn.
Proof. Multiplying (7.7) by the support function u and integrating by parts, we have
(7.9)
∫
Σ
(u2pk − uV pk−1)dµ =
∫
Σ
1
kCkn−1
(Tk−1)
ij∇iV∇judµ.
Next we compute
∇iu = ∇¯iu = 〈∇¯i∇¯V, ν〉+ 〈∇¯V, ∇¯iν〉 = 〈∇V,∇iν〉 = ∇lV hli,
where hij is the second fundamental form of Σ in H
n. Here we have used the fact (7.1) that the
vector filed ∇¯V is conformal, and ∇¯iν has only tangential part and thus the tangential part of
∇¯V is ∇V . Going back into (7.9), we obtain∫
Σ
(u2pkdµ − uV pk−1)dµ = 1
Ckn−1
∫
Σ
1
k
(Tk−1)
ijhlj∇lV∇iV dµ.
We note that (Tk−1)
ij and hli are both positive-definite and the multiplication is commutative.
Thus, by a simple fact of linear algebra, we know that the product of matrices (Tk−1)
ijhli is still
positive-definite, and hence
(7.10)
∫
Σ
(Tk−1)
ijhlj∇lV∇iV dµ ≥ 0.
As a consequence, we have ∫
Σ
u2pkdµ ≥
∫
Σ
uV pk−1dµ.
When equality holds, we have ∇V ≡ 0. Hence, Σ is a centered geodesic sphere. 
For the later use, we need the following inequalities.
Proposition 7.4. Let Σ be a convex hypersurface in the hyperbolic space Hn and for any integer
1 ≤ k ≤ n− 2. We have
(7.11)
∫
Σ
V 2pk+1dµ ≥
∫
Σ
V 2pk−1dµ+
∫
Σ
pk+1dµ,
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and
(7.12)
∫
Σ
uV pk+1dµ ≥
∫
Σ
uV pk−1dµ+
∫
Σ
u
V
pk+1dµ.
Equality in the above inequalities holds if and only if Σ is a centered geodesic sphere in Hn.
Proof. Applying (7.3), we obtain∫
Σ
V 2pk+1dµ =
∫
Σ
u2pk+1dµ+
∫
Σ
pk+1dµ+
∫
Σ
|∇V |2pk+1dµ.
From Proposition 7.2 and Proposition 7.3,∫
Σ
u2pk+1dµ ≥
∫
Σ
uV pkdµ ≥
∫
Σ
V 2pk−1dµ.
Therefore, the desired inequality (7.11) follows. To prove (7.12), using (7.3) and Proposition
7.2, Proposition 7.3 again, we have∫
Σ
uV pk+1dµ ≥
∫
Σ
V 2pk =
∫
Σ
pkdµ +
∫
Σ
u2pkdµ +
∫
Σ
|∇V |2pkdµ ≥
∫
Σ
pkdµ+
∫
Σ
uV pk−1dµ.
Multiplying (7.7) by the function 1
V
and integrating by parts, we have∫
Σ
pkdµ =
∫
Σ
u
V
pk+1dµ+
1
(k + 1)Ck+1n−1
∫
Σ
1
V 2
(Tk)
ij∇iV∇jV dµ
≥
∫
Σ
u
V
pk+1dµ.(7.13)
Here in the last inequality, we have used the fact that (Tk)
ij is positive-definite. Hence we prove
(7.12). The equality cases follow readily. 
8. A crucial Minkowski integral formula
In this section, we consider the following functional
(8.1) E :=
∫
Σ
(
V pk+1 − V pk−1 − pk+1
V
)
dµ.
Before discussing further, let us recall some basic facts of the general evolution equations. Pre-
cisely, consider a one-parameter family X(t, .) : Σn−1 → Hn, t ∈ [0, ǫ) of closed, isometrically
embedded hypersurfaces evolving by
(8.2)
∂X
∂t
= Fν,
where ν is the outward unit normal to Σt = X(t, .) and F is a general speed function. For the
convenience of the reader, we collect some evolution formulas in the following lemma.
Lemma 8.1. Along flow (8.2), we have
(1) ∂
∂t
dµ = Fσ1dµ,
(2) ∂V
∂t
= uF,
(3) ∂σk
∂t
= −T ijk−1∇i∇jF − F (σ1σk − (k + 1)σk+1) + (n− k)Fσk−1,
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(4)
∂
∂t
∫
Σ
V pkdµ =
∫
Σ
((k + 1)upk + (n − k − 1)V pk+1)Fdµ,
(5) For l ≥ 0, we have
∂
∂t
∫
Σ
pk
V l
dµ = −l(k+1)
∫
Σ
pk
V l+1
uFdµ− l(l+1)
Ckn−1
∫
Σ
(∇iV )(∇jV )
V l+2
T ijk−1Fdµ
+k(l+1)
∫
Σ
pk−1
V l
Fdµ+
∫
Σ
(n− k − 1)pk+1
V l
Fdµ.
In particular, under flow F = −V we have the following simple form
∂
∂t
∫
Σ
pk
V l
dµ =
∫
Σ
(l − k)upk − (n − k − 1)V pk+1
V l
dµ.
Proof. (1) and (2) are included in [43], and (3) follows from [61]. Here we provide a proof for
(4). In view of (7.2), we have along flow (8.2) that
∂
∂t
∫
Σ
V σkdµ =
∫
Σ
∂V
∂t
σkdµ+
∫
Σ
V
∂σk
∂t
dµ+
∫
Σ
V σk(Fσ1)dµ
=
∫
Σ
{
uFσk+V
(−T ijk−1∇i∇jF−F (σ1σk−(k+1)σk+1)+(n−k)Fσk−1 +Fσ1σk)}dµ
=
∫
Σ
(
uFσk − V (T ijk−1∇i∇jF − F (n− k)σk−1) + (k + 1)V σk+1F
)
dµ
=
∫
Σ
(
uFσk −
(
∇j(T ijk−1∇iV )− (n− k)σk−1V − (k + 1)V σk+1
)
F
)
dµ
=
∫
Σ
(k + 1)(uσk + V σk+1)Fdµ,
here we used the fact Tk−1 is divergence-free and in the fifth equality we used (7.2). Thus
(8.3)
∂
∂t
∫
Σ
V pkdµ =
∫
Σ
(
(k + 1)upk + (n − k − 1)V pk+1
)
Fdµ.
The proof of (5) follows from a similar computation. 
In order to show that E is non-negative, we use the following flow
(8.4)
∂X
∂t
= −V ν,
which was first used in [11].
Theorem 8.2. Let 1 ≤ k < n − 1. Any horospherical convex hypersurface in the hyperbolic
space Hn satisfies
(8.5)
∫
Σ
V pk+1 ≥
∫
Σ
(
V pk−1 +
pk+1
V
)
dµ.
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By Lemma 8.1, one immediately obtains the evolution equation of E along flow (8.4),
dE
dt
=
∫
Σ
{(
(k + 2)upk+1 + (n − k − 2)V pk+2
)
(−V )− (kupk−1 + (n − k)V pk)(−V )}dµ
+
∫
Σ
(
k
upk+1
V
+ (n− k − 2)pk+2
)
dµ
= −(n− k − 2)
∫
Σ
(
V 2pk+2 − V 2pk − pk+2
)
dµ− 2
∫
Σ
(
uV pk+1 − V 2pk
)
dµ
−k
∫
Σ
(
uV pk+1 − uV pk−1 − upk+1
V
)
dµ.(8.6)
It follows, together with (7.6) and Proposition 7.4 that the monotonicity of the functional E
dE
dt
≤ 0,
along the flow (8.4). That is, we have showed that
Proposition 8.3. The functional E defined in (8.1) is non-increasing under flow (8.4).
For the proof Theorem 8.2, we need the following two more lemmas.
Lemma 8.4. Flow (8.4) preserves the horospherical convexity.
Proof. A direct computation gives (or see [43] for instance)
∂th
i
j = ∇i∇jV + V ((h2)ij − δij).
Set
h˜ij := h
i
j − δij ,
Noting that the fact
∇i∇jV = V δij − uhij ,
which follows from (7.1), one has
∂th˜
i
j = (V − u)δij + V ((h˜2)ij + 2(h˜)ij)− uh˜ij .
Let a be a unit vector such that
h˜ija
j = 0.
Then we have (
(V − u)δij + V ((h˜2)ij + 2(h˜)ij)− uh˜ij
)
aia
j = V − u > 0.
The Lemma follows easily. 
Lemma 8.5. The quermassintegrals are monotone under the set inclusion, i.e.
(8.7) Wk(K1) ≤Wk(K2), if K1 ⊂ K2.
As a consequence,
(8.8)
∫
∂K1
σkdµ ≤
∫
∂K2
σkdµ, if K1 ⊂ K2.
Proof. (8.7) follows easily from the definition of the quermassintegral, see (6.12). (8.8) follows
from (8.7) and (6.13) 
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Proof Theorem 8.2. For any horospherical convex hypersurface Σ we consider the flow with
F = −V . Let T ∗ ∈ (0,∞) be the maximal time of existence of the flow. It is clear that T ∗ is
finite. Let Σt be the evolved hypersurface for t ∈ [0, T ∗) and define r(t) and R(t) the inner radius
and outer radius of Σt respectively. It is clear that r(t) → 0 when t → T ∗. By Lemma 8.4, we
know that every Σt is horospherical convex. As a feature of horospherical convex hypersurface,
R(t) is controlled by 3
√
r(t) from above when r(t) is sufficiently small, and hence we have that
R(t) also converges to 0, as t→ T ∗. See [6]. From the monotonicity (8.8), we have∫
Σt
σkdµ ≤
∫
∂BR(t)
σkdµ,
where BR(t) and ∂BR(t) are the geodesic ball, the geodesic sphere of radius R(t) respectively, for
Σt ⊂ BR(t). It is easy to check that∫
Σt
σkdµ ≤
∫
∂BR(t)
σkdµ→ 0, as R(t)→ 0.
It follows readily that ∫
Σt
V lσkdµ→ 0,
which implies that E(Σt)→ 0. By Proposition 8.3 we have E(Σ) ≥ 0. 
We remark that here we have used the horospherical convexity. We believe that in the
argument the convexity should be enough, if we use a more precise information about the
conformal flow (8.4).
9. Weighted Alexandrov-Fenchel inequalities
Now we begin to prove Theorem 6.2.
Proof of Theorem 6.2. Due to Theorem 8.2, we are able to use the induction argument to prove
this theorem. When k = 0, (6.9) is just (6.8), which was proved in [26]. Assume (6.9) holds for
k − 1, namely the following holds,
(9.1)
∫
Σ
V p2k−1dµ ≥ ωn−1
{( |Σ|
ωn−1
) n
k(n−1)
+
( |Σ|
ωn−1
) n−2k
k(n−1)
}k
.
We need to show that (6.9) holds for k. For the simplicity of notation we denote
‖Σ‖ = |Σ|
ωn−1
.
First recall (6.5) that∫
Σ
p2k+1dµ ≥ ωn−1
(
‖Σ‖ 22k+1 + ‖Σ‖
2(n−2k−2)
(2k+1)(n−1)
) 2k+1
2
.
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It follows, together with the Ho¨lder inequality, that(∫
Σ
V p2k+1dµ
)(∫
Σ
p2k+1
V
dµ
)
≥
(∫
Σ
p2k+1dµ
)2
≥ ω2n−1
(
‖Σ‖ 22k+1 + ‖Σ‖
2(n−2k−2)
(2k+1)(n−1)
)2k+1
= ω2n−1‖Σ‖2
(
1 + ‖Σ‖− 2n−1
)2k+1
.
Set
α := ω2n−1‖Σ‖2
(
1 + ‖Σ‖− 2n−1
)2k+1
.
From above we have
(9.2)
∫
Σ
V p2k+1dµ−
∫
Σ
p2k+1
V
dµ ≤
∫
Σ
V p2k+1dµ− α∫
Σ V p2k+1dµ
.
From our crucial Minkowski integral formula (8.5) and the induction assumption (9.1), we have
(9.3)
∫
Σ
V p2k+1dµ−
∫
Σ
p2k+1
V
dµ ≥
∫
Σ
V p2k−1dµ
≥ ωn−1‖Σ‖
n
n−1
(
1 + ‖Σ‖− 2n−1
)k
.
We introduce an auxiliary function f(t) := t− α
t
. Then (9.2) and (9.3) imply
f
(∫
Σ
V p2k+1dµ
)
≥ ωn−1‖Σ‖
n
n−1
(
1 + ‖Σ‖− 2n−1
)k
.(9.4)
On the other hand, one can easily check that
f
(
ωn−1
(
‖Σ‖ n(k+1)(n−1) + ‖Σ‖ n−2k−2(k+1)(n−1)
)k+1)
= ωn−1‖Σ‖
n
n−1
(
1 + ‖Σ‖− 2n−1
)k+1 − ωn−1‖Σ‖n−2n−1 (1 + ‖Σ‖− 2n−1)k
= ωn−1‖Σ‖
n
n−1
(
1 + ‖Σ‖− 2n−1
)k
≤ f
(∫
Σ
V p2k+1dµ
)
.
The last inequality follows from (9.4). Since f is increasing on the interval [0,+∞), we have∫
Σ
V p2k+1dµ ≥ ωn−1
(
‖Σ‖ n(k+1)(n−1) + ‖Σ‖ n−2k−2(k+1)(n−1)
)k+1
,
the desired result (6.9). When equality holds, it follows from the equality in Ho¨lder inequality
that V is constant on Σ, which yields Σ is a centered geodesic sphere. Hence we complete the
proof. 
We end this section with a conjecture of “weighted” Alexandrov-Fenchel inequalities for even
k.
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Conjecture 9.1. Let k ≤ n − 1 be even. Any horospherical convex hypersurface Σ in the
hyperbolic space Hn satisfies
(9.5)
∫
Σ
V σkdµ ≥ Ckn−1ωn−1
( |Σ|
ωn−1
) 2n
(k+1)(n−1)
+
( |Σ|
ωn−1
) 2(n−k−1)
(k+1)(n−1)

k+1
2
.
Equality holds if and only if Σ is a centered geodesic sphere in Hn.
We have proved inequality (9.5) for odd k. For even k our argument presented in this paper
still works if the induction argument could start, i.e., if the following inequality
(9.6)
∫
Σ
V dµ ≥ ωn−1
(( |Σ|
ωn−1
) 2n
n−1
+
( |Σ|
ωn−1
)2) 12
,
holds. We believe that (9.6) is true. However, we could not prove it yet. Instead, we have a
weaker version of (9.5) for even k, which is also optimal.
Theorem 9.2. Any horospherical convex hypersurface Σ in the hyperbolic space Hn satisfies
(9.7)
∫
Σ
V σ2kdµ ≥ C2kn−1ωn−1
(∫Σ udµ
ωn−1
) 2
2k+1
+
(∫
Σ udµ
ωn−1
) 2(n−2k−1)
(2k+1)n

2k+1
2
.
Here u = 〈∇¯V, ν〉 > 0 is the support function, where ν is the outer normal vector. Equality holds
if and only if Σ is a centered geodesic sphere in Hn.
Proof. As in the proof of Theorem 6.2, we adopt the induction argument. First when k = 0, it
follows from (7.3) and Ho¨lder’s inequality that(∫
Σ
V dµ
)2
≥
(∫
Σ
V dµ
)(∫
Σ
1
V
dµ+
∫
Σ
u2
V
dµ
)
≥
(∫
Σ
1 dµ
)2
+
(∫
Σ
udµ
)2
.
Using the fact
(9.8)
( |Σ|
ωn−1
) n
n−1
≥
∫
Σ
udµ
ωn−1
,
which has been proved in [26] (see Proposition 3.3), we obtain the desired result for k = 0 that(∫
Σ
V dµ
)2
≥ ω2n−1
(∫Σ udµ
ωn−1
)2
+
(∫
Σ udµ
ωn−1
) 2(n−1)
n
 .
Now we can start the induction argument. Noting that by (6.5) and (9.8), we have∫
Σ
σkdµ ≥ Ckn−1ωn−1
{(∫
Σ udµ
ωn−1
) 2(n−1)
kn
+
(∫
Σ udµ
ωn−1
)2(n−k−1)
kn
}k
2
= Ckn−1ωn−1
(∫
Σ udµ
ωn−1
)n−1
n
{
1 +
(∫
Σ udµ
ωn−1
)− 2
n
}k
2
.
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The rest of the proof is essentially the same as in the one of Theorem 6.2 and we skip it. 
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