The problem with the temperature dependence of the Casimir force is investigated. We analyse high-temperature limit analytically making calculations at real frequencies. The purpose is to answer the question why there is no continuous transition between real and ideal metals and why the result does not depend on the relaxation frequency. It is found that the contribution of evanescent s polarized fields is finite even for an infinitely small relaxation frequency (plasma model) and exactly cancels the contribution of propagating fields. For the ideal metal the evanescent fields do not contribute at all. The lowtemperature limit is analysed to establish behaviour of the entropy at T → 0. It is stressed that the nonlocal effects are important in this limit because the mean free path for electrons becomes larger than the field penetration depth. In this limit v F /a plays the role of the relaxation frequency, where v F is the Fermi velocity and a is the distance between plates. It is indicated that the Leontovich approximate impedance cannot be used for calculations because it is good for the description of propagating but not evanescent fields. It is found that due to nonlocality the Casimir entropy approaches zero at T → 0 when s polarization does not contribute to the classical part of the Casimir force.
force became a subject of systematic experimental investigation [4] [5] [6] [7] [8] [9] [10] [11] . The force between ideal metals at zero temperature [1] ,
depends only on the separation a and fundamental constants. In reality the force is measured at a finite temperature between deposited metallic films, which have finite conductivity and roughness. Correction to equation (1) due to a finite conductivity can be as large as 50% for small separations a ∼ 100 nm. Contribution of the finite temperature to this correction is not large but caused a lot of controversy in the literature (see [12] for a recent review). The essence of the problem lies in the classic contribution to the Casimir force, which dominates at large distances between plates or at a high-temperature. Calculations made for ideal metals at a finite temperature [13, 14] showed that s and p polarized modes of electromagnetic field gave equal contributions to the force. At the same time the Lifshitz theory of fluctuating fields [15, 16] predicted zero contribution for s polarization. The problem was recognized for the first time many years ago. For reconciliation of the results Schwinger, DeRaad, and Milton (SDM) [17] proposed a special prescription to be used with the Lifshitz formula: one must take first the limit ε → ∞ for the metal permittivity and only then allow the frequency ω to go to zero. Modern calculations concerned with nonideal metals were confronted with the problem again. Different approaches to resolve the problem have been proposed in the literature, which resulted in different temperature corrections to the Casimir force. Boström and Sernelius [18] used the Lifshitz formula with the Drude dielectric function (4) and found that s polarization did not contribute. In this approach there is no continuous transition to the ideal metal case and the predicted temperature correction is in contradiction with the Lamoreaux experiment [4] . However, physically this approach is well motivated. Bordag et al [19] used the plasma model dielectric function, for which the dielectric function ε at low frequencies increases faster (ω −2 ) than for the Drude model (ω −1 ). They found that s polarization gives finite contribution in the classical limit, which coincides with the ideal metal result when the plasma frequency ω p is going to infinity. The temperature correction in this approach is very close to that for the ideal metal and negligible at small separations between plates. A weak point of this approach is that no known material behaves at a low frequency according to the plasma model. Svetovoy and Lokhanin [20] proposed to use SDM prescription for the n = 0 term in the Lifshitz formula for real metals also. Later it was shown [21] that this prescription follows from a very general dimensional analysis of the classical contribution to the force if one demands continuous transition to the ideal metal case. The temperature correction happened to be small but observable at small separations between bodies. A reasonable objection [22] against the last approach was that maybe we should not demand a continuous transition to the ideal metal because it does not exist. However, one has to be cautious here because absence of the continuous transition is an exceptional physical situation.
According to the Nernst heat theorem the entropy has to go to zero in the limit of zero temperature. It was noted [23] that the Drude relaxation frequency ω τ vanishes with T and, therefore, the plasma dielectric function is realized at T → 0. In this case the leading term in the temperature correction is ∼ T 3 [19] and the entropy is safely going to zero as S ∼ T 2 . Two other approaches predict the leading term in the correction ∼ T and finite entropy at T = 0, positive and negative for the approaches [20] and [18] , respectively. However, the following analysis revealed that the situation is not as simple. It was indicated [22, 24] that any real material contains a number of defects, which are responsible for the residual resistivity at T = 0. Equivalently it means that ω τ becomes very small but finite at T = 0. In this case, the entropy disappears at a sufficiently low-temperature [22, 24] .
We would like to emphasize that at low-temperatures the anomalous skin effect plays an important role [25] and must be taken into account in any reasonable calculations. Because ω τ decreases fast with the temperature, at a sufficiently low-temperature inevitably the mean free path l = v F /ω τ (T ) for electrons becomes much larger than the field penetration depth δ. When this happens the relaxation frequency no longer plays a physical role. Physical significance gets the other frequency v F k, where k is the wave number. Appropriate procedures taking into account nonlocal effects in the calculation of the Casimir force were developed independently in two recent studies [26, 27] .
The force in the high-temperature limit
The Casimir force at nonzero temperature between plates made of real materials is given by the Lifshitz formula [16] . For the free energy F(a, T ) this formula can be presented in the following form,
where the sum is running over the Matsubara frequencies ζ n = 2πkT n/h, k 0 = ζ 2 n c 2 + q 2 , and q is the momentum along the plates. In equation (2) r s and r p are the Fresnel reflection coefficients depending on the material dielectric function ε = ε(iζ ) at imaginary frequencies.
The problem with the thermal correction comes from the n = 0 term in equation (2), which will be denoted as F 0 (a, T ). For the ideal metal r s = r p = 1 and both polarizations contribute equally to the free energy:
where units explicitly show equal contributions from s and p polarizations. Real metals can be described at low frequencies by the Drude dielectric function
where the parameters ω p and ω τ are the plasma and relaxation frequencies for a given metal respectively. This formula is working especially well in the zero-frequency limit ζ ω τ where it expresses Ohm's law. Using function (4) we can see that r s = 0 and r p = 1. In this case s polarization does not contribute to F 0 (a, T ). Note that this conclusion does not depend on the material parameters. Thus, there is no continuous transition between real and ideal metals that is puzzling.
The Lifshitz formula in the form (2) does not tell us too much about the origin of the problem since it is written for imaginary frequencies and significant physical information is lost. Here we would like to analyse the classical contribution to the Casimir free energy at real frequencies. Our approach is analytical but some work in this direction was already done using numerical calculations [28] .
The classical contribution to the free energy written as the integral over real frequencies ω and momenta along the plates q is
where k 0 = ω 2 /c 2 − q 2 . In the classical limit we changed coth(hω/2kT ) → 2kT /hω. We would like to understand why the classical term does not depend on the parameters of the metal and why s polarization does not contribute. The Drude function (4) is used for calculations. This function is working especially well at low frequencies, which are the main range of our concern. As the source of controversy only s polarization will be discussed. To make calculations at real frequencies one has to separate contributions of propagating, ω/c > q, and evanescent, ω/c < q, fields. Let us consider first the evanescent fields. Introducing a new variable
the contribution of s polarization can be written as
With the Drude dielectric function the reflection coefficient will be
where ω c is very small in the range of interest (classical limit). For this reason the ratio R is very large. In the case of ideal metal, r s = 1, the evanescent contribution to the free energy is zero because the integrand in (7) is real. It seems that one can neglect x 2 ∼ 1 in comparison with large R 2 in equation (8) but this is not true. Even very small relaxation frequency ω τ plays an important role in integral (7) . The smaller ω τ the lower frequencies give significant contribution to the integral but the contribution itself does not depend on ω τ . The only thing which matters is that ω τ exists. It becomes obvious if one introduces the dimensionless frequency = ω/ω τ . After this substitute the integral does not depend on ω τ at all. Note that this is true only in the classical limit. To calculate the integral we integrate first over frequencies and for that introduce a new complex variable
After that the integral over ω becomes
In the complex plane t the integral is running over the half of the circle (see figure 1 ) from t = 0 to t = 1. The pole at t = 0 is actually absent since r s (0, x) = 0. Closing the contour with the real axis one finds that the integral is reduced to the residue at the pole t = 1. This is because the integrand is a real function at real t. Since R is large the reflection coefficient at t = 1 with a high precision is r s (1, x) = 1. Integrating finally over x one finds
This way of calculations, however, does not reveal information on the frequencies which contribute significantly to the free energy. To find these frequencies one can close the contour earlier as shown in figure 1 with the dashed line. It is equivalent to the upper limit cutoff ω 0 in integration over ω. The result will be the same as (11) while r s (t 0 , x) 1, where t 0 is connected with the cutoff frequency by equation (9) . The integral becomes sensitive to the value of the cutoff frequency only at
which can be considered as a frequency giving the most important contribution to the free energy. This frequency is extremely small in the classical limit. This fact was already discovered by Torgerson and Lamoreaux [28] in numerical calculations. The case of propagating fields is more complicated technically but the idea is essentially the same. We omit technical details and present here only the final result:
There is no need of special analysis of important frequencies since the propagating fields have resonance character and these frequencies are ω ∼ ω c . It is clear that absence of the continuous transition between real and ideal metals happens due to evanescent fields. The contribution of propagating fields (13) coincides with that for the ideal metal (3). The evanescent fields cancel it precisely. The exact value of the relaxation frequency is absolutely not important. Even an infinitely small relaxation frequency would give the same result (11) . In this sense the correct use of the plasma model would give the same result as the Drude model. We cannot keep the relaxation frequency in the plasma model precisely zero because the dispersion relations will be broken, but ω τ can be arbitrarily small. In all physical limiting cases the transition to zero frequency must be the last.
Entropy in the low-temperature limit
As was explained in the introduction at low-temperatures the nonlocal effects become important. Nonlocal interaction between a material and an electromagnetic field is described by two material dielectric functions ε t (k, ω) and ε l (k, ω). They give response of the material to transverse (t) or longitudinal (l) electric field. For metals these functions can be found, for example, by solving the Boltzmann kinetic equation [29] . An important parameter characterizing the nonlocality at imaginary frequencies, ω = iζ , is
The range of the anomalous skin effect corresponds to large values of v. When the Casimir force is calculated, k = k 2 z + q 2 is restricted by the condition k q ∼ 1/2a. On the other hand, the denominator in equation (14) is small and the condition v 1 will be fulfilled at a sufficiently low frequency (temperature). In this limit the dielectric functions behave as [30] 
One can immediately see that the relaxation frequency falls out from the dielectric functions. The longitudinal function, ε l , does not depend on frequency at all; its k dependence describes the Thomas-Fermi screening of the longitudinal electric field. In the transverse function, ε t , the product v F k plays a role of the relaxation frequency.
Reflection properties of metals can be described with the surface impedances Z s (ω, q) and Z p (ω, q) [31, 32] , which can be expressed via the nonlocal dielectric functions. For the anomalous skin effect these impedances were found in [30] (see also [27] ). When q → 0 (propagating field) both impedances coincide and reproduce the Leontovich impedance for the anomalous skin effect [33] . However, for the Casimir problem q ∼ 1/2a is always finite and at some low-temperature the Leontovich approximation will fail. This temperature is defined by the condition
which follows from the condition of nonlocality v 1. In the low-temperature limit the impedances are [27, 30] 
These impedances differ from the Leontovich impedance that indicates significant influence of the evanescent fields. For this reason the results based on the Leontovich approximation [25, 34] must be reconsidered. The impedance Z s at a low-temperature approaches its local limit, for which s polarization does not contribute to the n = 0 term in (2) . In contrast with the high-temperature (large-distance) limit the n = 0 terms are also important and they cancel linear in T term in the free energy at T → 0. Calculations made in [27] gave for the temperature-dependent part of the free energy
This asymptotic behaviour is realized at temperatures much smaller than the limit (16) . In contrast with [27] we presented here also the next-to-leading term in the expansion in A. This term is important because the leading one does not depend on distance between bodies a and does not contribute to the force. For this reason, it has no relation to the Casimir free energy and can be omitted. This moment was missed in [27] . At very low-temperatures the free energy behaves as T 2 and the entropy S = −∂ F/∂T is going to zero at T → 0 as T, so the Nernst heat theorem is satisfied. Moreover, the entropy approaches zero from the positive side.
Discussion
The zero contribution of s polarization to the n = 0 term has solid physical grounds. In the local case the 1/ω behaviour of the dielectric function, responsible for the vanishing of the reflection coefficient r s , is the direct result of Ohm's law. Our analysis revealed that discontinuity between real and ideal metals appears due to contribution of the evanescent fields for real metals. This contribution depends only on the existence of the relaxation frequency but not on its value. Even an infinitely small ω τ will result in zero contribution of s polarization. When ω τ → 0 the Drude model turns to the plasma model. Therefore, one must use correctly the plasma model: ω τ can be infinitely small but finite. It is similar to the situation with the free-space propagator when infinitely small absorption of vacuum is important for right definition of the propagator. Nonzero ω τ is also important for the dispersion relation in the plasma model.
There is an additional very simple physical explanation why s polarization should not contribute to the force in the low-frequency limit. If z is the normal direction to the metal surface, then s-polarized field can be chosen as having the following nonzero components of magnetic and electric fields: H x , H z and E y . When ω → 0 the magnetic field can be found from the Maxwell equation ∇ × H = 4π j/c, where j is the external current density responsible for the fluctuating fields [16] . The electric field, which is described by the equation ∇ × E = iωH/c, will be suppressed in comparison with H because ω is small. So in the limit ω → 0 s-polarized field degenerates to a pure magnetic field. But the magnetic field penetrates freely via nonmagnetic metals which means that the reflection coefficient is going to zero. Similarly the p-polarized field degenerates to a pure electric field in the ω → 0 limit. The electric field is screened by the metal and the reflection coefficient is 1.
The low-temperature behaviour of the Casimir entropy is an additional point of controversy. It was argued [23] that S is going to zero with T only if the plasma model is used for the n = 0 term. We stressed [25, 27] that to analyse the low-temperature behaviour one has to take into consideration the anomalous skin effect. Description of nonlocal metals can be done with two nonlocal dielectric functions [26] or equivalently with two impedances [30] , which are known in the theory of metals. It was demonstrated that the Leontovich impedance, which is used for the description of propagating fields, cannot be applied for the Casimir problem because evanescent fields are important in this case. The relaxation frequency decreases fast with T but its role takes the nonlocal frequency v F k. It was shown numerically [26] and analytically [27] that the entropy disappears with T. In contrast, for the plasma model the entropy will stay constant at T = 0. In this paper we refined our previous analytical result and showed that at very low-temperatures S ∼ T .
Although there is a physical understanding why s polarization does not contribute to the n = 0 term, the experimental situation, to all appearance, is not in its favour. Absence of s polarization contradicts to Lamoreaux experiment [4] . Recently Decca et al [10] refined their measurements reducing the surface roughness and increasing precision of determination of the absolute separation. They did not measure the optical properties of the used gold films and for this reason the theoretical force was, probably, overestimated. Nevertheless, even with the use of the handbook optical data one can conclude that absence of s polarization, probably, is not supported by this experiment. Therefore, the thermal Casimir problem is still an open question.
