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Colorings and Sudoku Puzzles
By Katelyn Danielle May
Abstract. Map colorings refer to assigning colors to different regions of a map. In par-
ticular, a typical application is to assign colors so that no two adjacent regions are the
same color. Map colorings are easily converted to graph coloring problems: regions
correspond to vertices and edges between two vertices exist for adjacent regions. We
extend these notions to 4x4 Sudoku puzzles, known as Shidoku puzzles, and standard
9x9 Sudoku puzzles by demanding unique entries in rows, columns, and regions. Mo-
tivated by our study of ring and field theory, we expand upon the standard division
algorithm to study Gröbner bases in multivariate polynomial rings. We utilize Gröbner
bases of an ideal of a multivariate polynomial ring over a finite field to solve coloring,
Shidoku, and Sudoku problems. In the last section, we note Gröbner bases are also
well-suited to hypergraph coloring problems.
1 Introduction
We implement the theory of Gröbner bases of ideals of multivariate polynomial rings
over finite fields to determine permissible colorings of maps and various Sudoku puzzles.
Section 2 delineates the principal notions of abstract algebra necessary to investigate
our propositions. We begin this investigation in Section 3, by examining map and graph
colorings. Regarding maps, we examine permissible colorings such that no two adjacent
regions share identical colorings. There has been an extensive amount of work done in
relation to this problem. In particular, the Four Color Theorem states that the regions of
any simple planar map can be colored with only four colors in such a way that any two
adjacent regions have different colors [3]. However, for this paper we will be concerned
with exploring maps that can be colored with three colors.
We transform our maps to graphs in the canonical manner by associating each region
with a node and connecting two adjacent regions with an edge. We are then able to
show that the map of the counties of West Kentucky cannot be colored with only three
colors. We accomplish this through considering a sequence of quadratic polynomials
with coefficients in Z3.
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2 Colorings and Sudoku Puzzles
We then extend these algebraic notions to study small Sudoku-type puzzles in Section
4. Elaborating on the idea of colorings, we consider n by n grids with unique entries
1,2, ...,n in each row and column. We generalize the quadratic polynomial studied in the
3-color problem to a sequence of polynomials of degree n −1. Using these polynomials
we consider Shidoku and Sudoku puzzles in Sections 5 and 6, with the added condition
that unique entries must also occur in each region. For both of these cases, our Sage
code successfully solves various puzzles that we implement. Previous work done to
solve Sudoku puzzles by equations was not successful in that the calculations were not
feasible on the computer [5]. However, our success is due to the use of a finite field, but
unfortunately still has some limits on feasibility of computation. Finally, in Section 7, we
note Gröbner bases are also well-suited to hypergraph coloring problems.
2 Terminology and Background
In this section, we establish and review the basic notions of abstract algebra necessary
to study our coloring problems.
Recall that a field is a commutative ring with unity so that every nonzero element
has a multiplicative inverse. Familiar examples include Q, R, and C. Note that Zp =
{0, ..., p −1} with addition and multiplication modulo p, where p is a prime, is a finite
field of order p. More generally, for every prime p and n ≥ 1 there is a unique finite field,
up to isomorphism, of order pn .
For our intended purpose, we utilize a finite field of order four and a finite field of
order nine. We will determine these explicitly but need to utilize the following definitions
and theorems which can be found in Gallian [6].
Recall that an integral domain is a commutative ring with unity for which ab = 0
implies a = 0 or b = 0 for all a,b in the ring. In particular, fields are integral domains. We
consider multivariate polynomial rings over fields.
Definition 2.1. Let R be a commutative ring with unity. We denote R[x1, ..., xn] to be the
polynomial ring of n indeterminants with coefficients in R.
Within polynomial rings there exist reducible and irreducible polynomials. In partic-
ular, we concern ourselves with irreducible polynomials.
Definition 2.2. [6] Let D be an integral domain. A polynomial f (x) from D[x] that is
neither the zero polynomial nor a unit in D[x] is said to be irreducible over D if, whenever
f (x) is expressed as a product f (x) = g (x)h(x), with g (x) and h(x) from D[x], then g (x)
or h(x) is a unit in D[x].
The theory of irreducible polynomials is rich. For our purposes, we note that a
polynomial p(x) of degree two or three in F[x] where F is a field is irreducible over F
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if and only if there is no a ∈ F for which p(a) = 0. Whether a polynomial is irreducible
gives insight into the structure of ideals within the polynomial ring. In particular, the
following definitions and theorems will allow us to construct a field as a factor ring.
Definition 2.3. [6] A maximal ideal A of a commutative ring R is a proper ideal of R such
that, whenever B is an ideal of R and A ⊆ B ⊆ R, then B = A or B = R.
In particular, R is a principal ideal domain if every ideal has the form < a >= {r a|r ∈ R}
for some a in R.
A field is trivially a principal ideal domain and a univariate polynomial ring over a
field is a principal ideal domain as well. We state the following theorem below and note
its proof is an application of the Division Algorithm in F[x].
Theorem 2.4. [6] Let F be a field. Then F[x] is a principal ideal domain. Indeed, any
nonzero proper ideal is generated by any polynomial of minimal degree in the ideal. Let
p(x) ∈ F[x]. Then < p(x) > is a maximal ideal in F[x] if and only if p(x) is irreducible over
F.
We can now construct a field as a factor ring by the following theorem.
Theorem 2.5. [6] Let R be a commutative ring with unity and let A be an ideal of R. Then
R/A is a field if and only if A is maximal.
With the above tools, we are in a position to explicitly construct two fields we will be
using.
Example 2.6. We determine a finite field of order four by first constructing an irreducible
quadratic polynomial in Z2[x]. To be irreducible, we need only check that there are no
roots inZ2. It is readily verified that x2+x+1 is such a polynomial. Therefore, < x2+x+1 >
is a maximal ideal in Z2[x] and hence Z2[x]/ < x2 +x +1 > is a field of order four. To be
explicit, we may write the elements of this field as {0,1, a, a +1}. The addition operation
is obvious; the multiplication is given by a2 = a +1, a(a +1) = 1, and (a +1)2 = a.
Example 2.7. In a similar manner, we determine a finite field of order 9 to be Z3[x]/ <
x2 +1 >, as x2 +1 is an irreducible polynomial over Z3. We explicitly list its elements
as {0,1,2, a, a +1, a +2,2a,2a +1,2a +2}. Again, the addition operation is obvious. We
note the following multiplication to show the nonzero elements are units: 2 ·2 = a ·2a =
(a +1)(a +2) = (2a +1)(2a +2) = 1.
We now adjust our focus to generalizing familiar notions to multivariate polyno-
mial rings over fields. Gröbner basis computation is a generalization of three familiar
techniques: Gaussian elimination for solving linear systems of equations, the Euclidean
algorithm for computing the greatest common divisor of two univariate polynomials,
and the Simplex Algorithm for linear programming [11].
As mentioned Gröbner bases generalize the division algorithm for F[x] which we
briefly recall with the following example.
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Example 2.8. Let f = 3x4 −5x3 +7x2 +x +1 and g = x2 +x +2 be inQ[x]. We divide f by
g to get the quotient 3x2 −8x +9 and the remainder 8x −17 as follows:
3x2 −8x +9
x2 +x +2)3x4 −5x3 +7x2 +x +1
3x4 +3x3 +6x2





and so we have f = (3x2 −8x +9)g + (8x −17).
In general, given two polynomials f = an xn + an−1xn−1 + ... + a1x + a0 and g =
bm xm + bm−1xm−1 + ... + b1x + b0, such that n = deg( f ) ≥ m = deg(g ), the objective
is to multiply g by a term, anbm x
n−m , such that the product of the leading term of g and this
term cancels the leading term of f in subtraction. This results in a remainder, expressed
as h. We call h a reduction of f by g and denote the process of computing h by
f
g−→ h
Note that, in the reduction f
g−→ h, the degree of the polynomial h is strictly less than the
degree of f . We continue this process until the degree of g is greater than the degree of
the remainder or the remainder is zero. The succeeding theorem follows.
Theorem 2.9. [6] Let g be a non-zero polynomial in F[x]. Then for any f ∈ F[x], there
exists q and r in F[x] such that
f = qg + r , with r = 0 or deg (r ) < deg (g ).
Moreover, r and q are unique (q is called the quotient and r the remainder).
We note that multivariate polynomial division is not as straightforward. Firstly, we
need to create an order for the terms within polynomials. Although ordering single vari-
able polynomials is obviously done by degree, there are many ways to order multivariate
polynomials.
First recall that the set of power products is denoted by
Tn = {xβ11 ...x
βn
n |βi ∈N, i = 1, ..,n}
Definition 2.10. A term ordering is a total order < on Tn such that the following condi-
tions are satisfied:
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• 1< xα for all xα ∈Tn , xα 6= 1
• If xα < xβ, then xαxγ < xβxγ, for all xγ ∈Tn .
Definition 2.11. We define the lexicographical order on Tn with x1 > x2 > ... > xn as
follows: For




the first coordinates αi and βi in α and β from
the left, which are different, satisfy αi < βi
So in the case of two variables x1 and x2, we have
1 < x2 < x22 < x32 < ... < x1 < x1x2 < x1x22 < ... < x21 < ...
Definition 2.12. We define the degree lexicographical order (deglex) on Tn with x1 >
x2 > ... > xn as follows: For












α < xβ with respect to lex
So, with this order, we first order by total degree and we break ties by the lex order. In the
case of two variables, we have:
1 < x2 < x1 < x22 < x1x2 < x21 < x32 < x1x22 < x21 x2 < x31 < ...
We are now prepared to extend the Division Algorithm to multivariate polynomials
and illustrate with an example.
Example 2.13. Let f = y2x +4y x −3x2, g = 2y + x +1 ∈ Q[x, y]. Also let the order be
deglex with y > x. Then the reduction process in long division format is
1
2 y x − 14 x2 + 74 x
2y +x +1)y2x +4y x −3x2
y2x + 12 y x2 + 12 y x
−12 y x2 + 72 y x −3x2
−12 y x2 − 14 x3 − 14 x2
1
4 x
3 + 72 y x − 114 x2
7
2 y x + 74 x2 + 74 x
1
4 x
3 − 92 x2 − 74 x
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Note that in the last polynomial, namely 14 x
3 − 92 x2 − 74 x, no term is divisible by the
leading term of g and so this procedure cannot continue.
This gives rise to a “long division" or reduction of one polynomial by a list of polyno-
mials by applying long division successively. Note that the order in the list matters.
Let I be the ideal generated by { f1, ..., fk }. An important aspect to note of a Gröbner
basis is that it gives membership into the ideal such that f ∈ I if and only if the polynomial
f reduced by the Gröbner basis of the ideal I produces 0. This extends the Division
Algorithm for a single variable where we can use the generator of the ideal to long divide
and the remainder determines membership into the ideal.
Buchberger’s Algorithm [1] states that given any generating set for I, we can construct
a Gröbner basis. This is typically done on a computer as it is computationally expensive.
Theorem 2.14. [1] For a system of polynomials, { f1, ..., fk }, in F[x1, ..., xn] if I is the ideal
generated by { f1, ..., fk } and G is the Gröbner basis of I, then a solution to the system fi = 0
for all 1 ≤ i ≤ k is a solution to the system gi = 0 for every gi ∈ G.
We note that if {1} is the Gröbner basis then there is no solution to the system. In
particular, we refer to this as Hilbert’s Weak Nullstellensatz [1].
3 Colorings
We implement the theory of Gröbner bases to determine permissible colorings of graphs.
Permissible colorings occur when no two adjacent nodes, i.e. nodes that are connected
by an edge, within the graph share identical colorings. The intention of the following
coloring examples is to determine if the graphs can be colored with three colors under
this condition. Working with the theory of Gröbner bases, the following notation will be
utilized:
• The colors are labeled 0, 1, and 2.
– Note that these colors are identified with the elements in Z3.
• Suppose there are n nodes. For i = 1,2, ...,n, we choose an indeterminate xi and
create the polynomial ring R =Z3[x1, ..., xn].
• Colorings of the graph are identified with a point ofZn3 such that the i
th coordinate
of the point corresponds to the color of the i th node.
Additionally, we provide the following lemmas which are adapted from exercises in
Kreuzer and Robbiano [7].
Lemma 3.1. For a 3-coloring, the set of zeros of the ideal (x31 −x1, ..., x3n −xn) is the set of
all possible colorings disregarding the defined condition that adjacent nodes cannot share
identical colorings.
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Proof. Note that xi = 0, xi = 1, or xi = 2 for i = 1,2, ...,n.
Case 1: Suppose xi = 0. Then x3i −xi = 0−0 = 0 ∈Z3.
Case 2: Suppose xi = 1 Then x3i −xi = 1−1 = 0 ∈Z3.
Case 3: Suppose xi = 2 Then x3i −xi = 2−2 = 0 ∈Z3.
Thus the set of all possible colorings is the set of zeros of the ideal (x31−x1, ..., x3n−xn).
Lemma 3.2. For a 3-coloring, the colors of the i th and j th node in the graph are different
if and only if the coloring is a zero of the polynomial x2i +xi x j +x2j +2.
Proof. Assume the i th and j th node in the graph have different colors. Thus, xi 6= x j . We
then consider the cases this generates to see that in each case, the coloring is a zero of
the polynomial x2i +xi x j +x2j +2:
Case 1: Suppose xi = 0 and x j = 1. Then x2i +xi x j +x2j +2 = 0+0+1+2 = 0 ∈Z3.
Case 2: Suppose xi = 0 and x j = 2. Then x2i +xi x j +x2j +2 = 0+0+1+2 = 0 ∈Z3.
Case 3: Suppose xi = 1 and x j = 2. Then x2i +xi x j +x2j +2 = 1+2+1+2 = 0 ∈Z3.
Conversely, we assume the coloring is a zero of the polynomial x2i + xi x j + x2j +2.
Thus x2i + xi x j + x2j +2 = 0. Suppose the i th and j th node in the graph have the same
color and consider the cases this generates.
Case 1: Suppose xi = 0 and x j = 0. Then x2i +xi x j +x2j +2 = 0+0+0+2 = 2 6= 0 ∈Z3.
Case 2: Suppose xi = 1 and x j = 1. Then x2i +xi x j +x2j +2 = 1+1+1+2 = 2 6= 0 ∈Z3.
Case 3: Suppose xi = 2 and x j = 2. Then x2i +xi x j +x2j +2 = 1+1+1+2 = 2 6= 0 ∈Z3.
Hence, a contradiction occurs. Thus, the colors of the i th and j th node in the graph are
different.
For the following examples, to determine all the permissible 3-colorings,we imple-
ment the condition which states that an edge cannot connect nodes of identical colorings
in accordance to the given graphs in Sage [10].
Example 3.3. [7] We are interested in the various possible colorings of the following
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We begin by establishing that we are working within the realm of polynomial ring
of seven indeterminants with coefficients in a finite field of order 3. We create a list of
all edges of the graph so that if {i , j } is an edge, we put the polynomial x2i +xi x j +x2j +2
in the list L. Next, we attach the association of the first node being of color “0" and the
second node being of color “1" to list L by appending x1 and x2 −1 to the list L. Lastly,
we define the ideal I to be generated by L and compute B to be the Gröbner bases with




























From this code we find that the graph has two permissible colorings
• x1 = 0, x2 = 1, x3 = 0, x4 = 2, x5 = 2, x6 = 0, x7 = 0
• x1 = 0, x2 = 1, x3 = 0, x4 = 2, x5 = 2, x6 = 0, x7 = 1
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with the specified conditions.
Example 3.4. [7] We now consider the graph constructed by joining a center point of a









As in the preceding example, we are interested in finding all possible colorings
with three different colors. In this case, our code tells us that the Gröbner basis is {1}
which implies the ideal is the full polynomial ring. By Hilbert’s Weak Nullstellensatz, we
conclude this graph cannot be colored with three colors. This conclusion can be readily
confirmed visually. The center vertex, labeled 0, receives one of the colors. Then the
outside vertices would need to alternate the remaining two colors. However, since there
is an odd number of such vertices, one of the edges would connect nodes of identical
colors.
Example 3.5. We now construct a graph that represents the connections between the
































There are thirty-seven nodes, each representing a different county, and seventy-seven
edges. We start labeling the counties with node 1 representing Fulton county through
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node 37 representing Hart county. Again we are interested in determining whether it is
possible to color this graph with three colors and, if so, whether this coloring is unique.
Thus, we implement coding in Sage with the conditions noted above. We again see the
Gröbner basis is {1} and apply the Weak Nullstellensatz to conclude that this graph has
no possible colorings with such conditions.
4 Small Sudoku-type puzzles
We consider a 3 by 3 grid in which a permissible coloring occurs where each row and
each column consists of three distinct “colors”, or numbers. Firstly, we examine how
many total permissible 3-colorings a 3 by 3 grid generates.
Theorem 4.1. There are twelve permissible 3-colorings of the 3 by 3 grid.
Proof. The first row is determined by a permutation of three objects. Hence, there are
six distinct colorings of the first row. The second row must be a derangement of the top
row. Therefore, there are two choices for a permissible coloring of the second row. Lastly,
once the first two rows are determined, the bottom row is fixed. Thus, there are a total of
twelve permissible colorings.
Next, we investigate the conditions of 3 by 3 Sudoku puzzles which produce unique
colorings.
Theorem 4.2. Once three entries that are not on a diagonal nor existing on a common
row or column are given, the 3-coloring is uniquely determined.
Proof. Since any three entries not on a diagonal nor existing on a common row or
column implies at least two of the entries are on a row or column together, we may
assume, without loss of generality, that the first and second entry of the 3 by 3 grid are
given. By utilizing Sage, we see the Gröbner basis is given by {x29 −x9, x1, x2−1, x3+1, x4+
x9 +1, x5 + x9, x6 + x9 −1, x7 − x9 −1, x8 − x9 +1}. From this, it is known that any other
element, not on the first row will uniquely determine the coloring.
The 3 by 3 grid can be generalized to a pn by pn grid for any prime p by utilizing
Gröbner bases to study the different colorings. We note that it is necessary to have a
finite field for the coefficient ring and thus restrict ourselves to powers of primes. Thus,
we generalize our polynomial from the three color setting to a more general setting.
Theorem 4.3. Consider a graph with pn colors with p a prime and let F be a field of order
pn . The colors of the i th and j th node in the graph are different if and only if the coloring
is a zero of the polynomial
∏
α∈F\{0}(xi −x j −α).
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Similar to above, we investigate the conditions of p by p Sudoku puzzles which
produce unique colorings. One may conjecture that if p(p−1)2 entries are given with no p
entries given in one row, column, or diagonal, then there is a unique permissible coloring
of the p by p grid. However, we can provide ten entries in a 5 by 5 grid which yield more
than one permissible coloring:
Example 4.4. We consider the following 5 by 5 puzzle:




Note that there is not a unique permissible coloring for the above puzzle with ten
entries as determined by running Sage and calculating a Gröbner basis, which is given
by
x215 −2x15 −x20 −x25 −1
x15x19 −x15 −2x19 +2
x219 −x19
x15x20 +2x15 +x20 −2x25 −1
x19x20 +2x19 +2x20 +2x25 +2
x220 −x20 −2x25 +1
x15x25 −x15 −2x20 +x25
x19x25 −x19 +2x20 +2x25 +2










x9 −x15 −x20 −x25 −1
x10 +x15 +x20 +x25 −1
x11 +2
x12 +1
x13 −x19 −x20 −x25 −1
x14 +x15 +x19 +x20 +x25 −2
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x16 +1
x17 −2





However, adding a color to the x25 position yields a unique permissible coloring, also
demonstrated by our Sage code.
Observe that the general coloring problem is applicable for any natural number n as
well. Similarly to Theorem 4.1, we examine the number of permissible n-colorings that
exist in a basic n by n grid.
Definition 4.5. For a natural number n, a derangement of n is a permutation of n which
has no fixed point. We denote D(n) to be the number of derangements of n. It is known
that D(n) = n!∑ni=0 (−1)ii ! .
Theorem 4.6. The number of permissible n-colorings of the n by n grid, denoted C(n), is
strictly less than n!
∏n−3
i=0 [D(n)− i ] for n > 3.
Remark 4.7. In the case where n = 3, C(n) is equal to the formula. See Theorem 4.1.
Proof. The first row is determined by a permutation of n objects. Hence, there are n!
distinct colorings of the first row. Subsequent rows must be distinct derangements of the
first row. However, when n > 3, these derangements result in an occurrence of identical
colorings within one or more more columns in the following rows. Note, this formula
precisely calculates the number of possible derangements for the second row, since a
derangement has no fixed points. However, when moving on in the calculation, this
formula calculates these same derangements, only discarding the exact derangement(s)
above it. Although these derangements do not coincide in the positioning of any object
with the first row, repetition amongst some derangements occur in subsequent rows.
When n > 3, there are at least (n−1)(n−2) derangements that coincide in the positioning
of an object within the first column. Note, the object in the second position cannot be
the same as the object in the first position or the object located in the second position
in the first row. Thus, the total number of permissible colorings is strictly less than
n!
∏n−3
i=0 [D(n)− i ] when n > 3.
5 Shidoku
Next, we consider 4 by 4 Shidoku puzzles in which we additionally require each 2 by 2
region to have unique entries. We will denote each “color", or number, by an element
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from Z2[x]/〈x2 + x +1〉. Since we are switching from a 3-coloring to a 4-coloring it is
important to redefine our equations. We note that two vertices xi and x j have different
colors if and only if
E(i , j ) = ∏
α∈F\{0}
(xi −x j −α) = 0.
As with the p by p puzzles, we investigate the conditions of Shidoku puzzles which
produce unique colorings.
Theorem 5.1. If every element is represented and there is at least one entry in each region,
column, and row, then the Shidoku puzzle has a unique solution.
Proof. These conditions generate sixteen particular cases within the Shidoku grid. With-
out loss of generality, we consider the case in which x1, x7, x10, x16 are given. Computing
a Gröbner basis gives way to a system of linear equations. Thus, the puzzle is uniquely
determined. Any other case is merely a renumbering.





Note that this puzzle meets the conditions in theorem 5.1. Logically, one can conclude
that the solution to the puzzle is:
1 2 4 3
3 4 2 1
4 3 1 2
2 1 3 4
Nevertheless, it is important to note that our Sage code confirms these results. One
may conjecture that a Shidoku puzzle only has unique solution with such conditions
defined in Theorem 5.1. However, we can provide a Shidoku puzzle with different initial
conditions that produces a unique solution.
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As in example 5.2, one can solve this Shidoku puzzle with logic. However, our Sage
code works quickly to solve puzzles like this one, and exemplifies the application of an

















Thus, confirming the solution to the given puzzle is
4 1 3 2
2 3 4 1
3 2 1 4
1 4 2 3
Next, we examine how many total permissible 4-colorings a Shidoku puzzle generates.
We provide an explicit, straightforward argument using a Gröbner basis. Another proof
can be found in Arnold [2].
Theorem 5.4. There are 288 permissible 4-colorings of Shidoku.
Proof. The first row is determined by a permutation of four objects. Hence, there are
twenty-four distinct colorings of the first row. We then fix the first row as {1,2,3,4} and
the second row beginning with a 3 and calculate the Gröbner basis which is a collection
of polynomials:
x214 +ax14
x212 +x12 + (a +1)x14
x14x16 +ax14 +ax16 + (a +1)
x215 + (a +1)x14 +ax15 + (a +1)x16 + (a)
x12x15 +x15x16 + (a +1)x12 + (a +1)x14 +ax15
x14x15 +x15x16 +ax15
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x12x14 +ax14
x12x16 +ax12 +ax16 + (a +1)




x4 + (a +1)
x5 +a
x6 + (a +1)
x7 +x12 +x16 +a
x8 +x12 +x16 +a +1
x9 +x14 +x15 +x16 +a
x10 +x14 +a
x11 +x12 +x15 +x16
x13 +x14 +x15 +x16
We are interested in setting these polynomials equal to zero and solving the system
of equations.
First we consider x214 + ax14 = 0, we see that x14 is either 0 or a. Then since x212 +
x12 + (a +1)x14 = 0, we consider our possible cases when x14 is 0 or a. If x14 = 0, then
x12 = 0 or x12 = 1. If x14 = a, then x12 = a or x12 = a +1. Next we consider the equation
x14x16 + ax14 + ax16 + a + 1 = 0 with the possible values of x14 again. If x14 = 0, this
equation yields x16 = a. If x14 = a, then x16 = 0. Finally we consider x215 + (a +1)x14 +
ax15 + (a +1)x16 + (a) = 0 with our possible values for x14 and x16. We conclude that x15
is either 1 or a +1.
We now have eight combinations that are possibles for x12, x14, x15, x16, as shown in
Table 1. However, by considering the equation
Table 1:
x12 x14 x15 x16
0 0 1 a
0 0 a+1 a
a a 1 0
a a a+1 0
a+1 a 1 0
a+1 a a+1 0
1 0 1 a
1 0 a+1 a
x12x15 +x15x16 + (a +1)x12 + (a +1)x14 +ax15 = 0
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we may may eliminate the cases in Table 2 since they are not solutions.
Table 2: Not solutions
x12 x14 x15 x16
1 0 1 a
1 0 a+1 a
In a similar fashion, we have six solutions possible when the first row is fixed at
{1,2,3,4} and the first entry of the second row is 4. We now count to see that there are
4! ·2 ·6 = 288 possible Shidoku puzzles.
6 Sudoku
Classical Sudoku puzzles consist of a 9 by 9 grids with nine regions. We want to have
unique entries within each row, column, and 3 by 3 region. We will be working over
a finite field of order nine as discussed earlier. Recall the field will be isomorphic to
Z3[x]/〈x2 +1〉, and we denote the elements by {0,1,2, a, a +1, a +2,2a,2a +1,2a +2}. As
in Shidoku, we note that two vertices xi and x j have different colors if and only if
E(i , j ) = ∏
α∈F\{0}
(xi −x j −α) = 0.
Continuing work with Gröbner bases, we want to conclude if our code in Sage is applica-
ble to these 9 by 9 Sudoku puzzles.
Example 6.1. We first consider a randomly generated Sudoku puzzle
5 3 7
6 1 9 5
9 8 6
8 6 3
4 8 3 1
7 2 6
6 2 8
4 1 9 5
8 7 9
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Using our code, we obtain a unique solution as follows:
5 3 4 6 7 8 9 1 2
6 7 2 1 9 5 3 4 8
1 9 8 3 4 2 5 6 7
8 5 9 7 6 1 4 2 3
4 2 6 8 5 3 7 9 1
7 1 3 9 2 4 8 5 6
9 6 1 5 3 7 2 8 4
2 8 7 4 1 9 6 3 5
3 4 5 2 8 6 1 7 9
Example 6.2. It has been shown in McGuire [8] that the minimal number of clues
possible to yield a unique solution is seventeen. We found such a Sudoku puzzle and
tried it in our Sage code. However, due to computational constraints, we were not able










We then considered another type of question. What is the maximum number of clues
that can be given which yield a unique solution but that removing any one of the clues
results in multiple solutions to the Sudoku puzzle?
Example 6.3. It has been shown possible to provide forty clues for a Sudoku puzzle
which yields a unique solution but that removing any one of the clues results in more
than one solution to the puzzle in the High Clue Tamagotchis forum [4]. One such puzzle
is:
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1 2 3 4 5 6 7
3 4 5 6 1 8 2
1 5 8 2 6
8 6 1
2 7 5
3 7 5 2 8
8 6 7
2 7 8 3 6 1 5
We consider this puzzle and our Sage code verifies there is a unique solution. More-
over, removing any of these clues results in more than one solution to the puzzle as can
be seen by looking at the Gröbner basis provided by the Sage output.
7 Further Studies
There are various higher dimensional Sudoku-style puzzles, for example 8 by 8 and 27 by
27 boards. Theoretically, the Gröbner basis technique would work on any of these types
of boards. In particular, the 8 by 8 board would be more manageable than the standard 9
by 9 board.
We may also apply our techniques to hypergraph colorings.
Definition 7.1. A hypergraph is a pair (V,E) where V is a set of vertices and E is a set of
nonempty subsets of V called hyperedges.
A hypergraph coloring is assigning {1,2, . . . ,k} to each vertex of a hypergraph so
that each hyperedge contains at least two vertices of distinct colors. In this case, the
hypergraph is k-colorable.
Of particular interest are 2-colorable hypergraphs, first introduced in Miller [9]. To
illustrate the effectiveness of our technique we consider the Fano plane and show it is
not 2-colorable in the following example.
Example 7.2. In simplest terms, the Fano plane is the hypergraph on seven vertices
{1,2, . . . ,7} with the seven hyperedges given by
{{1,2,3}, {1,6,5}, {3,4,5}, {1,7,4}, {2,7,5}, {3,7,6}, {2,4,6}}.
For each hyperedge {i , j ,k} we know the following: (xi −x j −1)(xi −xk −1)(x j −xk −1) = 0
if and only if there are at least two colors in {i , j ,k}. By programming these seven
polynomials into Sage and computing the Gröbner basis of {1}, we see that there is no
solution; hence, there is no 2-coloring of the Fano plane.
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