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I. INTRODUCTION 
In [I, 21 Moore’ showed that the concept of the inverse of an n x n 
nonsingular matrix can be generalized to an m x n (with m # n) matrix. 
Later the concept of the generalized inverse of an arbitrary matrix was again 
and independently reintroduced and studied, from an algebraic point of 
view, by Penrose [3] and Bjerhammer [4]. It turned out [5, 6, 7, 8, 9, lo] 
that the generalized inverse possesses properties which make it an important 
concept not only in matrix theory and numerical analysis but also a very 
useful device in its applications to statistics, prediction theory, control 
system analysis, curve fitting, etc. Consequently, in recent years a number 
of authors2 [II, 12, 13, 14, 15, 16, 17, 18, 191 have published their papers 
in which new definitions of generalized inverses were given and their prop- 
erties and applications were further investigated. In particular, in view 
of its practical importance, a number of computational methods were dis- 
cussed by various authors [20, 21, 12, 22, 23, 24, 9, 191. 
The rather illuminating geometrical approach to the concept of the 
generalized inverse of a bounded linear operator in a Hilbert space with 
closed range was recently considered by Desoer and Whalen [15]. A some- 
what similar function-theoretic approach was also considered by Beutler 
[13], Votruba [19], and others. 
The purpose of this paper is threefold: First, using the approach similar 
to [15] we first introduce the concept of the generalized inverse A+ of a 
linear bounded transformation A between two Hilbert spaces, derive the 
* For the exposition of the theory of Moore’s generalized inverse A+ of an arbitrary 
matrix A, based on the row and column spaces of A, see the paper of Greville [16]. 
* For an extensive survey of the literature on generalized inverses of matrices and 
operators, as well as for the original contribution to the subject, see the paper of 
Ben-Israel and Chames [I 11. 
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necessary and sufficient conditions for the existence of A+, and then show 
(see Theorem 1 below) that all the definitions of the generalized inverse 4-f 
of a matrix or an operator A of the above authors as well as some new ones, 
though approached from different points of view, are in fact equivalent. Let 
us remark that these different but equivalent characterizations of A+ should 
prove to be useful both in the investigation and the computation of A+. 
Second, using quite elementary arguments we derive (see Theorem 2 
below) the necessary and suficient conditions for the uniform convergence of 
the sequence of iterants {(I - /X) “> with K being an arbitrary selfadjoint 
bounded operator and p a positive parameter. Theorem 2 plays an essential 
role in the iterative calculation of A+ for matrices and operators with 
K = A*A. Moreover, from it we derive the necessary and sufficient con- 
ditions for the existence of A*. Let us also add that Theorem 2 possesses an 
interest independent of its application to the calculation of A+ since, as is 
known [25,26,27, 28, 291, the study of many of the iterative methods for the 
solution of linear equations are reducible to the investigation of the iterants 
of the form discussed in Theorem 2 and its corollaries. 
Third, we show in Section 4 that the pth order iterative method (including 
its error estimates) for the determination of inverses of nonsingular matrices 
and continuously invertible operators studied by the author in [28] can be 
generalized to the determination of the generalized inverse A+ and the ortho- 
gonal projection AA+. Let us note that the recent results for finite matrices 
of Ben-Israel [20, 211 and Ben-Israel and Cohen [ 121 follow from our method 
for p = 2. Using the results obtained in Section 3 WC derive also some impro- 
vements of the results in [25, 281 concerning the computation of the inverse 
A-l of a continuously invertible operator A. 
2. REMARKS iN GENERALIZED INVERZZS 
Let HI and H, be two Hilbert spaces with the same scalar field and let A 
be a bounded linear transformation with domain D(A) = HI , range R(A) in 
H, , and null space N(A) in Hr . Th e a d joint of A is a linear transformation 
A* from H, to HI defined by 
(Ax, Y) = 6, A *r) for all x in H, and all y in H,. (1) 
If N(A)* denotes the orthogonal complement of N(A) in HI and R(A) the 
closure of R(A) in H, , then it is known [31] that 
HI = N(A) @ N(A)I, N(A)* = R(A*); (2) 
H, = N(A*) %, N(A*)l, N(A*)l = R(A). (3) 
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The operator A is usually called normally solvable [30] if for a given y in 
H2 the necessary and the sufficient condition for the equation 
Ax =y, YE%, (4) 
to be solvable is that y E N(A*)l. In view of (3), the last condition is obviously 
equivalent to the requirement that R(A) be closed. Let A, denote the restric- 
tion of A to N(A)l, i.e., A, is a mapping from N(A)l to N(A*)‘- defined by 
the equation A,x = Ax for x in N(A)L. Let y=y(A) be the nonnegative 
real number defined by 
y = g.1.b. ” Ax ” ___, x E N(A)l, x + 01 . 
IIX I’ 
In later discussion we shall utilize the assertion of the following simple 
emma. 
LEMMA 1. The following three assertions are equivalent: 
(a) A, has a bounded inverse. 
(b) A is normally solvable. 
(4 Y > 0. 
PROOF. We prove Lemma 1 by showing that (a) => (b) + (c) G- (a). 
(a) 3 (b). Since A, is continuous, as a mapping from the Hilbert space 
N(A)* to the Hilbert space N(A*)I, and A;’ exists and is bounded, AT’ is 
also closed and therefore [31] its domain D(A;‘) = R(A,) = R(A) is closed. 
Consequently, A is normally solvable. 
(b) 3 (c). Let A b e normally solvable. Then R(A) is closed and A, 
is a one-to-one continuous mapping of N(A)-‘ = R(A*) onto 
R(A,) = R(A) = N(A*)l. 
Hence the closed-graph theorem implies that A;’ is bounded, i.e., there 
exists a constant C > 0 such that 11 Ay’y 11 < C 11 y 11 for ally in R(A). This 
implies that 
II Ax II II 4x II > 1 -=-I I! x II IIX’I c 
for each nonzero x in N(A)l. 
From this and the definition of y we deduce the validity of (c). 
(c) == (a). The definitions of y and of A, imply that ]I A,x [I > y  11 x 11 
for each x in N(A)l, which shows that A, has a bounded inverse. 
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REMARK 1. The equivalence of (a) and (b) can be derived from a much 
more general result of Gohberg and Krcin [30]. 
Lemma 1 shows that in order to define a gcncralizcd inverse of ‘-1, as ;I 
bounded linear mapping from H, to ffI, , we need to assume that r(~1) .m 0 
or equivalently that H(A) is a closed space. If this is the case, then, as is 
well known, R(A*) is closed, R(A*) .-: N(A)-, and thus A, is a one-to-one 
mapping of R(A*) onto R(A). Now it appears to be natural to define the 
generalized inverse (g.i.) A-1 of a normally solvable operator A as the bounded 
linear transformation from Ha to Hi given by 
\A? 
*-I- = io 
on R(A) 
on H(A)l. 
It is obvious that A+ so defined is unique and is equivalent to the definition 
A+Ax = x for each s in RCA*) 
A+y = 0 for all y in :V(A*) (7) 
of il+ proposed and discussed in [13]. Let r(A+) be the real number, defined 
by 
/ A7y /i 
F(A+)=l.u.h.j ‘,!y,, ,yd&,y#O;. (8) 
Our next lemma extends to normally solvable operators the result which is 
known for invertible operators. 
LEMMA 2. Zf y(A) :> 0, then y(A) and r(A+) satisfy the equation 
y(A) r(A+) = 1. (9) 
PROOF. Since r(A) 3 0, it fol1ov.s from Lemma 1 that for each y #= 0 
in R(A) there exists a unique J # 0 in @A*) such that y = Alx; further- 
more, since A+y 7 0 for y in N(A*), T(A+) is not changed when in (8) the 
1.u.b. is taken only over R(A). Hence, since y > 0, the definitions (5), (6), 
and (8) imply that 
WI+) = 1.u.b. ] Ii ;;, ,’ ,y E R(A), y # 01 
= . . 
I I 
g.1 b i’lp;;;” , x E R(A*), x #o/l-1 = -& 
from which Lemma 2 follows. 
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As we already noted in the Introduction, Theorem 1 below shows that 
a number of definitions of A+ of various authors as well as some new ones, 
though approached from different points of view, are equivalent. This fact 
will be used in the iterative calculation of A+. Let us add that the equivalence 
of some of the definitions, at least in a finite dimensional case, were already 
observed by some of the above authors. 
THEOREM 1. I f  A is a bounded linear transformation from HI to H, with 
closed range R(A), then the generalized inverse A+ of A is characterized as the 
unique solution X of anyone of the following equivalent equations: 
(I) XAX = X, (XA)* = XA, AXA = A, (AX)* = AX. 
(II) AX = PRLI) , N(X*) = N(A), where PR(A) denotes the orthogonal 
projection of Hz onto R(A). 
(III) AX = PR(A) , XA = PR(“*) , XAX = X. 
(IV) XAA* = A*, XX*A* = X 
(V) XAx = f  11 x ora xinR(A*)andXy =OforallyinN(A*). 
(VI) XA = PR(“*) , N(X) = N(A*). 
(VII) AX = PR(,# , XA = pR(X) . 
PROOF. We prove Theorem 1 by showing that (I) G- (II) =z- (III) * 
(IV) 3 (V) * (VI) 5 (VII) z- (I). 
(I) G- (II). It follows from (I) that AX and XA are orthogonal projections 
in H, and H, , respectively. Hence to prove that AX = PR(A) we need only 
to show that R(AX) = R(A). Suppose that y E R(A). Then there exists a 
unique x in R(A*) such that y = Ax. Hence, AXy = AXAx = Ax = y 
showing that R(A) C R(AX). Suppose now that y E R(AX). Then, 
since AX is a projection, AXy = y, i.e., R(AX) C R(A). Consequently, 
R(AX) = R(A). To show that N(X*) = N(A) note that if x E N(X*), then 
0 = A*X*x = XAx and hence 0 = AXAx = Ax, i.e., N(X*) C N(A). On 
the other hand, if x E N(A), then 0 = XAx = A*X*x = X*A*X*x = X*X, 
i.e., N(A) C N(X*). Thus, N(X*) 2 N(A). 
(II) G- (III). It follows from AX = Pa(A) that AXA = A and that XA 
’ a projection in H, . Furthermore, XAX = X. Indeed, since 
i(AX) = R(A), it follows that R(A) 1 R(X*). To see this note that, if 
y E R(A), then y = AXy = X*A*y implying that R(A) C R(X*); on the 
other hand, if y E R(X*), then since N(X*) = N(A) there exists a unique x 
in R(A*) such that y = X*x = X*A*z for some z in H, and, therefore, 
J z A.Y,z whence we derive the equality H(,4) --I R(X*). sow, since 
H(.4) : R(X*) and R(,l,Y) 7 R(A), for any s in H, WC have 
X*A*X*.v ..- AXX*x = X*.x, 
i.e., X*A*X* - X* or XAX -: .Y. Finally, XA -= PRtA.) . To see this 
note first that ;V(A) = N(Xi4) for .\‘(A) L .Y(X.4) is obvious while, if 
.v E N(XA), then XAx : 0 and AXAx : As = 0 which shows that 
N(XA) C N(A). Our proof will be complete once we show that 
R(XA) J R(A*). To do this we first show that R(X) : R(XA). In fact, if 
.Y E R(X), then there exists y such that x = Xy and, therefore, 
XAx = XAXy = Xy = x, 
i.e., R(X) C R(XA). If now x E R(XA), then there exists y such that x = XAy 
and, therefore, x E R(X). Thus, Z?(X) = R(XA). Since R(X) is closed and 
N(X*) = N(A), (3) implies that 
R(XA) = R(X) = :\;(X*)l = N(A)l 7 R(A*). 
(III) + (IV). XA = PRtaaj implies that XAA* : A* while the equali- 
ties X*A* = AX and XAX = X imply that XX*A* = X. 
(IV) * ( V). Clearly XAA * 7 A* implies that XAx = x for all x in 
R(A*) while XX*A* = X shows that Xy = 0 for all in N(A*). 
(V) + (VI). For any x in H, consider the orthogonal decomposition 
x : xi + xp with xi in R(A*) and .x3 in N(A). Then XAx = XAx, = .x1 
which shows that XA is a projection of ZZ, onto R(A*). To show that 
XA = PRfRL) we need still to show that N(XA) := iv(A). It is obvious that 
N(A) C N(XA). Moreover, since XAx = x1 implies that AXAx = Ax, = Ax 
(i.e., AXA = A) we see that if, x E N(XA), then XAx 7 0 and, therefore, 
0 = AXAx = Ax. Consequently, N(XA) = N(A) and thus XA = PR(Aq . 
The fact that N(X) = N(A*) is obvious. 
(VI) j (VIII). It is easy to see that AXA = A and that AX is a projection 
in H,. Moreover, AX = PRcA) . Indeed, if y E R(A) then there exists a 
unique x in R(A*) such that y : Ax; hence, AXy = AXAx = Ax = y 
implying that R(A) C R(AX). Conversely, if y E R(AX) then, since AX is 
a projection, AXy = y and hence y E R(A). Thus, R(A) = R(AX). Further- 
more, N(AX) = N(A*). In fact, since N(X) = iV(A*) we see that for y in 
N(A*) we have 0 -= Xy = AXy, i.e., N(A*) C N(AX); conversely, for y 
in N(AX) we have AXy = 0 or XAXy = Xy = 0 since, as will be shown 
below, XAX = X. Hence, N(AX) = N(A*). To see that XAX = X note 
first that R(XA) = R(A*) implies the equality R(A*) = R(X). Indeed, if 
x E R(A*), then JI = XAz for some z in H1 and, therefore, s E R(X). 
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Conversely, if x E R(X), then since N(X) = N(A*) there exists a unique y 
in R(A) such that x = XJJ = XAz =.= A*X*z for some z in Hi. Thus, 
R(X) C R(A*) and consequently R(X) = R(A*). Now, since R(A*) = R(X) 
and R(XA) = R(A*), it follows that, for any y in kfa , XAXy --: Xy . 
Note that we have not only proved that AX = PR(,,) but also that 
XA : PRtx). 
(VII) - (I). This follows from the fact that AX and XA, being ortho- 
gonal projections, are Hermitian, and that since H(AX) = R(A) and 
R(XA) -2 R(X) it follows that AXA = A and XAX = X, which is (I). 
This completes the proof of Theorem 1. 
3. ON THE UNIFORM CONVERGENCE OF THE SEQUENCE ((I - /3K)“} 
Our next problem is to derive the necessary and sufficient conditions for 
the convergence in the operator norm of iterants of an operator which appears 
frequently in various iteration methods that are used in numerical functional 
analysis. Theorem 2 proved below is of interest in its own right. We first 
give an elementary proof of a lemma which is essential in our discussion. 
LEMMA 3. Let K be a seljadjoint bounded linear operator in a Hilbert space 
H and let /3 > 0 be any given real number. If  T = Z - /lK, then I, T ii < 1 
if and only if K is positive definite and /3 satisfies the inequality 
o<p<2. 
‘! K II (10) 
PROOF. Suppose that 11 T 11 = b < 1. Let E > 0 be so small that 
11 T I/ < b + E < 1. Since T is selfadjoint and 
it follows that 
-(b+r)<~<b+r, x#O, XEH, 
, 
whence, in view of the fact that /l > 0, T = Z - BK adn b f  6 < 1, we 
derive the inequality 
1 +b+c 
B 
> (Kx, 4 > 1 - (b -I- 6) > o 
‘(x,’ B ’ 
x # 0, XEH 
which implies that K is positive definite and that B satisfies (10). 
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To prove the converse, suppose that K is positive definite and that /I 
satisfies (10). Then there exists two unique positive numbers M 3 m > 0 
such that 
m(x, 4 < (Kx, 4 < M(x, 4, x E II, and 11 K jl = M. (11) 
Define the nonnegative real numbers m(T) and M(T) by 
Then, in view of (1 I), it is not hard to see that 
m(T) = 1 - /3M and M(T) = 1 - /3m. (13) 
Since, as is known [31], 1 T II = max { i m(T) I , I M(T) I} it follows that 
I] T I] < 1 if and only if I m(T) I < 1 and I M(T) I < 1. The last two in- 
equalities show that I! T I] < 1 if /3 satisfies (10). 
REMARK 2. The sufficiency part of Lemma 3 was apparently first proved 
by Altman [25]. Th e necessity part of Lemma 3 is new. 
An immediate consequence of Lemma 3 is the following useful corollary. 
COROLLARY 1. T” -+ 0 in the operator norm if and only if K is positive 
definite and /3 satisjk the inequality (IO). 
PROOF. Clearly, if K is positive definite and /3 satisfies (10) then, by 
Lemma 3, 1: T iI < 1 and, therefore, II Tn II < II T 1”’ -* 0, as n -• co. On 
the other hand, if I] Tn I! + 0, as n -+ co, then obviously 
II T‘J”’ 11 = /I T II’Zm --f 0, 
as m + 00; consequently, I] T 1: < 1 and therefore, again by Lemma 3, K is 
positive definite and /3 satisfies (10). 
Another consequence of Lemma 3, though not an immediate one, is the 
following theorem which, as we shall see below, will play an essential role 
in the iterative computation of generalized inverses of operators and matrices. 
THEOREM 2. Let K be a serfadjoint bounded linear operator in H with the 
null space N(K) # (01 in H and let /3 > 0 be any given real number. If 
T = Z - flK, then T is asymptotically and uniformly convergent (i.e., {T”} 
converges in the operator norm) if and only if the restriction KI of K to N(K)l 
is positive definite and /3 satisfies the inequality (10). 
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Furthermore, in case of convergence, Tn --f PNtK) uniformly and the error 
estimate of 11 T” - PNtK) 11 isgiven by 
II T” - Pm II < II Tl I?, n = I, 2, 3 ,... . (14) 
The convergence is best when /? is given by 
with the error estimate for this choice of /3 given b 
’ T” - PNCK) 11 < 
( 
&I, - m, n 
M, i m, 1 ’ 
where 
ml = ,9;‘,.~i (Klx, x, P 
(16) 
PROOF. Since T is selfadjoint and Tnx -+ Px uniformly, it follows that 
11 Tn 11 < 1 and that P is a nonexpansive bounded linear operator in H. 
Furthermore, the passage to the limit in 
( T2”x, y) = (T”x, T”y) = (x, Tzny), X,Y EH, 
implies that P = P* and p2 = P, i.e., P is an orthogonal projection in H. 
Since PTx = lim,, Tn71x = Px = TPx, i.e., P = PT == TP, it is easy to 
see that R(P) = N(Z - T) = N(K) and N(P) = N(K)l. 
Suppose now that K, denotes the restriction of K to N(K)l(2 R(K)). It 
follows easily that for any element x in H we have the unique representation 
x = Plx + Px, with PL denoting the orthogonal projection of ZZ onto 
N(K)l, N(K)l reduces T, and the restriction Tl( = Z - /3K,) of T to N(K)l 
is self-adjoint as an operator in the Hilbert space N(K)l. If T2 denotes the 
restriction of T to N(K), then T, := Z and for each x in H we have 
T”x = T,“P’x -!- T,“P.r = T,“Plx +- Px. 
Hence for each x in H and each y = Pl in N(K)l we have 
11 T”x - Px II = II Tiny 11 . (17) 
Since, by assumption, Tnx -+ Px uniformly, (17) implies that {Tiny} con- 
verges uniformly to 0. Hence, by Corollary 1 to Lemma 3, Kr is positive 
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definite, as a mapping from YV(K)-~ to N(K)‘-, and /? satisfies the inequality (10) 
(for, as is easily seen, i K, /i .- ‘i K ). 
To prove the converse, note that if K, is positive definite and /3 satisfies (lo), 
then by Lemma 3 we have II ‘f’, :I .:: 1. Let P be the orthogonal projection 
of N onto N(K). Then, as before, for each .Y in H we have 
11 Tnx - Px iI = 1, TlfiP-‘-x ii < ,j 1;” /I /j Plx II < II TI :In 11 x jl . 
Since I] 1; ,I < 1, the latter inequality implies that T is asymptotically and 
uniformly convergent; in fact, Tn converges uniformly to P. 
Finally, note that (14) follows from (17) while (16) follows from 
the fact that, in case of convergence, m, > 0 and, as is well known 
(see for example [l]), in this case ‘1 TI :, attains its smallest value equal to 
(MI - m,) (MI + ml)-’ for fi given by (15). This establishes the validity of 
Theorem 2. 
An immediate consequence of Theorem 2 is the following corollary. 
COROLLARY 2. For T to be asymptotically and uniformly convergent it is 
necessary that the range R(K) be closed. 
A practically important corollary of Theorem 2 which we shall use directly 
in the iterative calculation of the generalized inverse A+ of a given operator 
or matrix A is the following: 
COROLLARY 3. Let A be a bounded linear transformation from HI to H, 
with the null space N(A) # (0) in HI and let /I > 0 be any real number. If 
T = I - /3A*A, then T”-+ PNcA) in the operator norm tf and only zf R(A) 
is closed and /3 satisfies the inequality 
2 
o<B<IA12. (18) 
Furthermore, the convergence is best when /3 is given by 
fj= 2 
y2 + II A 1” 
(19) 
with the error estimate for this /3 given by 
PROOF. Suppose that in Theorem 2 we let K = A*A and let KI denote 
the restriction of A*A to N(A)*. Since K = A*A is a self-adjoint mapping 
in HI , 11 K II = 11 A*A jl == II A (12, and N(K) = N(A) = N(I - T), Theo- 
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rem 2 implies that T” = (I - /3A*A) + PNtA) in the operator norm if and 
only if Ki is positive definite on N(A)I and /I satisfies the inequality (18). On 
the other hand, the definitions of m(K,) and of r(A) show that 
m(K,) = g.1.b. {(Kix, x), 11 x 11 = 1, x E N(A)‘} 
= g.1.b. {\I Ax 112, 1: x I] = 1, x E N(A)l} = y2, (21) 
whence we deduce that m(K,) > 0 if and only if y(A) > 0. In virtue of 
Lemma 1, the latter assertion is equivalent to the statement that Ki is positive 
definite on N(A)l if and only if R(A) is closed. Furthermore, in virtue of (21) 
and the fact that Ml = M(K) = 11 A [12, the estimate (20) for #? given by (19) 
follows from ( 16). 
Let us observe that in virtue of our definition of the g.i. A+ and Lemma I 
as well as of the fact that R(A*) is closed if and only if A(A) is closed and 
that 11 A iI2 = 11 A* II2 = 11 A*A II = II AA* )I, Theorem 2 implies also 
the validity of the following variant of Corollary 3 to be used below. 
COROLLARY 4. If A satisjies the conditions of Corollary 3, then 
(I- PA*@ + I’MA) and (I - ,‘3AA*)” ---f PNtAe) (22) 
as n + 03 in the operator norm if and only ij A+ exists and /3 sattijies (18). 
4. THEPTH ORDER ITERATIVE METHOD IN THE COMPUTATION OF A+ 
The purpose of this section is to show that the pth order iterative method 
with p > 2 for the determination of inverses of nonsingular matrices and 
linear operators discussed by the author in [28] (see also [25]) can be gene- 
ralized to the determination of the g.i. A+ of an arbitrary matrix or a bounded 
linear operator with closed range and of the orthogonal projection AA+. 
Let A be a bounded linear transformation from Hl to H2 . If p is a positive 
integer with p >, 2, then starting with the initial approximation X,, = /3A* 
we construct a sequence {Xn} of approximations to the g.i. A+ of A by the 
following procedure. If X,, is the iterant constructed at the nth step of the 
process, then the succeeding iterant X,,,, is determined by 
ifn = X,,(I + T,, + T,,2 + ... + Tr2) (23) 
X n+l = Xn + XnTn, (24) 
where the operators T,, are defined by 
T,=I-AX,,, X0 = PA*, n = 0, 1, 2,... (25) 
409lr8/3-3 
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It follows from (23) that 
T n,* -= I -. AX,,, - I .- .4.Y,, rlx,,1; 
-L Tl, (I - ‘I’,) (I .r 7;‘ -. . . . + yp,-2) ‘I;, (26) 
Since for any integer T .J> 0 and any bounded linear operator (’ 
(I .- q (I .:. c . . c” + . . . .+ q = 1 - pI I, (27) 
the relation (26) implies that Tn.,1 determined by the process (23)-(24) is 
such that 
I 1 1 n+, -- T,,“, n 1. 0, 1, 2 ,... . (28) 
Let us further remark that if we define the operator T,, by 
To ---I X,,A I -/3A*A, 
then for any integer T ‘2 0 
T,,‘A = AT,,b’ 
and for X,, +, determined by (23)-(24) one easily shows that 
(29) 
Tn+, = (I - X,-,A) = T,,‘,p = (I -- X,A)p, n = 0, 1, 2 ,... . (30) 
Furthermore, since by (III) of Theorem 1 the g.i. A*, if it exists, satisfies the 
equations AA+ = PRtA) and A+A = PR(,,*) and the projections PR(,,) and 
PRcA.) satisfy the equalities P,(,)A = A and PRtA.)A* = A*, it follows 
from (28) and (30) that for each n the residuals R,,,, 7 AA+ - AX,,,, and 
R,,,, E A+A - X,,,A satisfy the relations 
R ?I+1 R?lP, R,,,, = R,P. (31) 
Consequently, the process (23)-(24) is of order p and is indeed the generaliza- 
tion of the hyperpower method studied in [28]. 
THEOREM 3. Let the initial approximation be the operator X,, =/3A* 
with /3 > 0. Then the sequence of successive approximations X,,, determined 
by the pth order iteration process (23)- (24) cormerges in the operator norm if 
and only if A+ exists and p is a fixed real number such that 
2 
OcP<m. (32) 
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In the latter case X,,, + A+ in the operator norm and the following error 
estimates are valid: 
/I A+ - X,+1 iI d il -%+&+I II 1 - I! R,,, I! 
i/ A+ - Xn,, II d 
1; A+ - X,,, ‘1 < (1 R !I”-1 ‘I K& I; ’ R 1 - I! R, !I 
‘I A+ - &+I II d Ii 4, IIp”+’ , “7:’ :, , 
I OS 
(33) 
(34) 
(35) 
whose degree of precision decreases in the given order but whose degree of prac- 
ticality increases in the same order. 
PROOF (Sulky). Suppose that A+ exists and that /I satisfies the 
inequality (32). Then, since by Theorem 1, A+ is characterized as theunique 
solution of the operator equations (III), to prove the uniform convergence 
X nJ1 -+ A+ it suffices to establish the uniform convergence: 
A&+, - PRL4) 9 -%+,A - PR(.4*) 1 X+,AXn+, -+ X. 
Now it follows from (28) and (30) that for each n 
.4x,.-1 = I - T;“-l, X,,,.,A = I - Fgn+‘, 
(37) 
xn+lAxn+l = Xn, 1 - Tr+‘x?l+l * 
Since the existence of A+ implies the validity of the equations 
1 - P~(I-Too) = PR(A) and 1 -- h-To, = PR(,4*) 
(38) 
and the easily verifiable equalities 
A+AX, = X,, , X,,AA+ = X,, , n = 0, 1, 2 ,..., (39) 
Corollary 4 to Theorem 2 and Theorem 1 imply that, under the conditions of 
the sufficiency part of Theorem 3, the passage to the limit in (38) yields the 
validity of (37). 
(Necessity). Suppose now that X,,,, converges uniformly. Then it 
follows from (38) that 
,;.” = (I - jlAA*)p”+’ and y+= = (1 - /jA*A)p”” 
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also converge uniformly (in fact, to PNcA.) and PNtAj , respectively). Hence, 
by Corollary 4, At exists and g satisfies the inequality (32). 
Suppose now that A+ exists and that p satisfies (32). Then Xnyn,i -+ A+ 
in the operator norm and the restriction 7’,,i of 
7’0 = (I - AX,) = (I - BAA*) 
to R(A) = N(A*)’ is such that /I 7’ai 1; < 1. To obtain the estimate (33) note 
first that R,,+i = P~a)~1’,-, = PRca) --- AX,,.., for each n and, therefore, 
in view of (31) 
11 R,+, jl < 1, R, :IP < II R, jl”“+l = II 7’0, lip”+’ < 1. (W 
If we denote the error by E,,,, = A+ - X,,,, then, in virtue of 
A+AA+ = A+ and (39), we derive the identity 
E n+1 - E,,+,R,+, = AL - K,,, - [A+ - -G,AA+ - X,,,, + &+,A&+,1 
= Xn+,(AA+ - A&+,) = &+I%+, - (41) 
Consequently, (40) and (41) and the properties of the norm yield the 
inequality 
(1 - II %+1 II)- I, E,,, II < II -G+,Rn,, II 
from which the estimate (33) follows. 
To obtain (34) from (33) note that in virtue of (31), (39), (23), and (24) 
a simple manipulation shows that 
Xn+,Rn+, = &+,K’) Rn 
= {Xn+l(PR(A) $ R,, -t 1.. -t RF’) 
- X,+~~R(A + 4, + *.a + C2)) 8, 
= {Xn(PR(~) + R, + 1.0 i- R:-‘1 
- (xn + x,zT,J @‘R(A) + 4, + ... + RR2Wn 
= Kl,, - -%a) (J’R(A) + 4, + 4,’ + -a* + RF’) 4, . 
This and the properties of the operator norm imply that 
II X,+&,+, II < II 4, II{1 + II R, :I + II K, !I2 + .** + II 4, llpl> 
x II XI+, - -%I Il. (42) 
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On the other hand, (40) shows that 
1 - II &,+I II >, 1 - II 4, IP’ = (1 - II 4, II) (1 + II 4, II + .‘. + II R, II”‘). 
(43) 
Thus, using (42) and (43), we derive from (33) the estimate (34): 
The estimate (35) follows immediately from (34). In fact, by (23), (24), (27) 
and the equality X,,Pm = X,, valid for each m, 
II xl,, - 9, II = II XI + R(L - 4 II 
so that in virtue of (34,) we have for each n the inequality 
II xI+1R*+1 II II Rn I’ 
1 - 11 R,,, II ’ 1 - II R, II II XnTl - xn II < II R, IV-l I’l-“;p$ WI 
from which (35) follows. 
The final estimate (36) is then derived from (35) or (44) since by mathema- 
tical induction we obtain from (44) the inequality 
11 x7L+lR7L+l 11 < 11 R, Jlp-1 II -LIL II 
1 - II &,+I II II xnR, II < II 4, lP1 II &,+I lP’-’ 1 _ ,, k-I ll 1 - II Rn II 
< {II R, II II 4,-, I’ *.a II R, II)“’ ,“-“9;;“,, . 
0 
(45) 
Since, as in [28], we prove that 
{II 4, II II &a-, !I ..* II 4, II)“-’ = II 4, Il(p”+l--l), 
the inequality (45) implies the validity of the estimate (36) and the fact that 
the degree of precision of the estimates for the hypower methods (23)-(24) 
decreases as we go from (33) to (36) in the given order. Thus the proof of 
Theorem 3 is complete. 
REMARKON~PTIMUM P-R. It follows from the form of the estimate 
derived in Theorem 3, the relations (31) and (40), and the equality 
II A II2 = II A* II2 = II A*A II = II AA* II 
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that the optimum parameter ,8 - ,8,, is one for which the norm 
11 R, 11 .: !: T,, 1: is smallest. Since H(A) is closed if and only if R(A*) is 
closed, Lemma I implies that y(A*)” >, 0. Consequently, as in the second 
part of Corollary 3, one easily shows that 
po, -- 2(y(A”)2 1 i, A y-1, 
and that for /3 given by (46) 
(46) 
II R. I; 1 (:; A L2 - y(A)‘) (II A I? T Ye)-‘. (47) 
Thus if /3 = rS,, , the simplest error estimate (36) takes a rather convenient 
form 
ij A+ - X,,, II < I: A II I@*)-~ I(!’ A II2 - I@*)~) (II A II2 + r(A*)2F’P “+: 
(48) 
REMARK 3. If H = ZZ1 = ZZ, and the operator A is self-adjoint and non- 
negative, i.e., A = A* and A > 0, then the method (23)-(24) is applicable 
for the construction of A+ with the initial approximation X,, = PZ, where 6 
is any fixed real number satisfying the inequality (10). 
SPECIALIZATION TO FINITE DIMENSIONAL SPACES. Let ZZ1 = E,, and 
H, = Em be Euclidean vector spaces of finite dimension n and m, respectively. 
Then the operator A from Z$, to E, is simply an m x n matrix A = (Q) 
whose range R(A) is always a closed subspace of E,,, with its dimension equal 
to the rank I = r(A) of A. Consequently, in this case A+ always exists. Fur- 
thermore, as is well known, when T is a square matrix then T”x -+O for 
each x if and only if Tn + 0 in the matrix norm. Let the nonzero eigenvalues 
h,(A*A) of A*A be ordered so that 
h,(A*A) 2 X,(A*A) > 7.. > h,(A*A) > 0. (49) 
Then the spectrum U( ‘I’,) of the matrix To = Z -. A& = Z - BAA* consists 
only of eigenvalues &(T,-,) of 7; , which in our case are given by 
&(T,,) = 1 - &(A*A) for i = I, 2,..., I and h,+,(T,,) = 0.. = &(T,,) .= 1. 
In view of the above-mentioned properties possessed by finite matrices 
and the fact that 11 A II2 = h,(A*A), the following practically useful lemma, 
which is analogous to the corollaries of Theorem 2, is valid. 
LEMMA 4. The following assertions are equivalent: 
(a) TO is asymptotically convergent in Em . 
(b) 11 T, (( < 1 and X = - 1 is not an etgenvalue of T,, . 
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(c) /3 satisjies the inequality 
2 
O < I3 < h,(A*A) w 
(d) 11 T,, 11 :: 1; Z - /3A*A [I < 1 and h = - 1 is not an eigemalue of ?“,, . 
(e) To U asymptotically convergent in E, . 
We omit the proof of Lemma 4 since some of its equivalent properties 
follows directly from Corollaries 3 and 4, while the others are obtained by 
using the same arguments and the above-mentioned properties of matrices. 
An immediate consequence of Lemma 4 and Theorem 3 is the following 
result for finite dimensional matrices. 
THEOREM 4. Let the initial approximation be the n x m matrix X0 = /?A* 
with /3 > 0. Then the sequence of successive approximations X,,,, determined 
by the pth order iteration process (23)- (24) converges in the matrix norm to 
the g.i. A+ if and only ;f  X,, satisjies anyone of the five equivalent conditions of 
Lemma 4. In case of convergence we have also the error estimates analogous 
to (33) - (36). 
REMARK 4. Let us observe that if the smallest h, and the largest X, 
eigenvalues of A*A are known, then for any fixed /I in (0,2/h,) the error 
estimates derived in Theorem 4 can actually be computed since 11 X0 11 = /?h:” 
and 11 R, 11 = 1 1 - /3& lp” for each n. Furthermore, some of the error 
estimates become particularly simple and useful when we observe that for 
any fixed /I in (0, a), where a = min (UT’, X;‘), II R, II = 1 - /3A, > 0. 
Thus, for example, in this case the estimate (36) becomes 
11 A+ - X,,, II < F (1 - &)P”+‘, n = 0, 1, 2 ,... . (51) r 
Furthermore, Remark on optimum parameter shows that 
POP = WI t w (52) 
and 11 R, I/ attains at pas,, its smallest value given by 
II 4 it = (4 - 4) (4 + h>-l. (53) 
Consequently, (48) shows that in this case the error estimate is given by 
1 
p”+* 
, n = 0, 1, 2 ,... . (54) 
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SPECIAL CASES. (i) If p = 3, then 2% = X,(1 -+ T,) = X,(21 - AX,) 
and X,,, = X, + &T, or, equivalently, the sequence {Xn+i} is determined 
by the cubically convergent method 
X,, = X,(31 - 3AX, + (AX?), X0 = aA*, n = 0, 1, 2 ,..., (i) 
which for the computation of inverses was discussed in [25, 281. 
(ii) If p = 2, then 2, = X, for each 71 and the process (23)-(24) reduces 
in this case to the quadratically convergent method 
X,,,, = X, + X,(1 - AX,) = X,(21 - AX,) x,, = /??A*, n = 0, 1,2 ,... . 
(ii) 
for which the corresponding four error estimates are valid. For finite matrices 
the method (ii) was discussed in the recent papers of Ben-Israel [20,21] and 
Ben-Israel and Cohen [12] under the assumption that X,, satisfies condition 
(c) of Lemma 4. The latter paper contains also the error estimate (54) 
derived, however, by a different argument. 
I&MARK 5. Let us observe in passing that the generalized inverse A+ 
cannot be characterized as the unique solution of matrix equations 
AX = pR(A, , XA = PR(AI) . (4 
Indeed, when for example 
1 --I 
A= -1 ( 1)’ 
then it is not hard to verify that for any real parameter p the matrices 
satisfy Eqs. (a). However, if in addition to (a) we require from X to satisfy 
also the equation 
XAX = X, (a”) 
then indeed, as was shown in Theorem 1, the three equations (a) and (a”) 
characterize the g.i. A+ as their unique solution. In the case of our example 
(b), the additional condition (a”) determines j3 to be /3 = - 2. 
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(iii) Let us compare here our method (23)-(24) with a simple linearly 
convergent method given by 
Y - Yn +(I - YA)X,, n+1 - Yo=xo=/3A*, n = 0, 1, 2 ,... . 
(iii) 
It is not hard to see that (iii) can be written in the form 
n+1 
Y ,,+I = go &To', n = 0, 1, Z-9 (55) 
Since A+AA* = A* and AX, = I - T,, , it follows from (55), (27), (28), 
and (39) that the relation between the iterants X, and Yk is given by 
X n+l = A+(1 - Tin+l) = Ypn+zml , n = 0, 1, 2 ,..., (56) 
i.e., (pn+l - 1) iteration by the method (iii) corresponds to (n + 1) iteration 
by the method (23)-(24). 
Finally let us observe that if Hi = H, = H and the operator A is self- 
adjoint, then the following modification of the process (iii) can be used for 
the computation of A+: 
Y - Yn + (- l>“W - AY,), n+1 yll = PI, n = 0, 1, 2 ,... . (iv) 
It is not hard to see that for Y,+l determined by (iv) we have 
I-AYn+, = (1 - PA*) (I - AY,-,), n = 1, 2, 3 ,..., 
and, consequently, 
I-AY,,+,= (1 - pA*)n+l/* (I - #lA) if n is odd (59) 
I- AY,,,, = (1 - ,PA*)n/* (1 - ,BA)* if n is even. (0) 
Since A2 > 0, N(A) = N(A*) and Y,+i satisfies either (59) or (60) depending 
whether n is odd or even, Theorem 2 implies that the process (iv) converges 
in the operator norm if and only if R(A) is closed and /3 satisfies the inequality 
5. IMPROVEMENTS OF CERTAIN RESULTS CONCERNING A-l 
(61) 
When A is continuously invertible, the process (23)-(24) reduces to the 
hyperpower method for the construction of A-l as an operator in a Banach 
space studied in [28] (see also [251). Let us point out that, in virtue of our 
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results obtained in Section 3, for operators acting in Hilbert spaces we can 
derive certain results concerning -4-l and the convergence of the process 
(23)-(24) which constitute an improvement over the corresponding results 
deducible from Theorem 1 and 2 in [28] as well as of those in [25]. 
First note that, by Lemma 3 and Corollaries 1 and 4, we have 
COROLLARY 4A. If A is a linear bounded operator from II1 to Hz, then 
(I- flAXA)” + 0 and (I -- PAA *y --, 0, as n-co, (62) 
in the operator norm ij and only if A *A and AA * are both positive de$nite and p 
satisfies (16) or, equivalently, if and only if A is continuously invertible and /3 
satisfies (18). 
Since, by (28) and (30), for each n the iterant X,, , t determined by (23)-(24) 
satisfies the equality 
.-l-u,+, = I - (1 - /3AA*)p”“, X,+,A : I - (I .- /3A*A)p”“, (63) 
Corollary 4A implies the following useful result. 
COROLLARY 5. AX,,+1 + I and X,r,IA --+ I in the operator norm, as 
n + S, if and only if A is continuously invertible and fl satisfies the inequality 
(18). 
In virtue of the above discussion, Theorem 3 yields the validity of the 
following theorem which is an improvement over the corresponding theorem 
deducible from Theorem 1 in [25]. 
THEOREM 3A. I f  A is continuously invertible and X,, = PA*, then the 
sequence {X,,+l} determined by the pth order process (U)-(24) converges in 
the operator norm to A+ = A-l if and only if j3 sattijes the inequality (18). In 
case of convergence the error estimates (33)- (36) remain valid. 
We shall now apply our results to the problem of inverting a nonsingular 
matrix or a continuously invertible operator of a K-symmetric and K-positive 
definite (K-p.d.) type in a finite or infinite dimensional Hilbert space Hcon- 
sidered in [28]. 
Let A be a continuously invertible bounded linear operator in H of the 
form A = D 1. Q, where D is K-symmetric and K-p.d. and Q is K-sym- 
metric, i.e., there exists a positive definite Hermitian operator K and a con- 
stant 77 > 0 such that 
(Du, Kv) = (Ku, Dv), @, Jw = (Ku, Q4 v, v  E H, (64) 
(W Ku) 3 TV4 4, u E H. (65) 
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Let X0 = D-1 be the initial approximation to A-’ and in analogy to 
(23)-(24) (see [28]) compute the successive iterants {X,,+i} by 
Ip,=(Zj- T,+ .** + T;-2)xn, n = 0, 1, 2,... (230) 
X ?I+1 = X, + T,,&, T,, = Z --. X,A, n e-0, 1, 2 )... . (240) 
Then as before we have 
1 - -%&‘I = ‘Z-J’ = . . . = ‘f” = (1 - D-~A)P”+I , n = 0, 1, 2,... 
W) 
A-’ - X,,,, = (1 - D-lA)p”+l A-‘, n = 0, 1, 2 ,... . 
(67) 
THEOREM 5. Zf A = D + Q is a continuously invertible operator in H, 
D andQ are K-symmetric and D is K-p.d., and X,, = D-l, then {Xn+l} deter- 
mined by (230)-(24O) converges to A-l in the operator norm if and only if both 
A = D + Q and G = D - Q are K-p.d. Furthermore, in case of convergence, 
the error estimates analogous to (33)-(36) are valid with respect to the nezx 
norm (68) introduced below. 
hOOF. Let us first note that, as was pointed out in [28], D is continuously 
invertible so that the choice X0 = D-l is always possible. Furthermore, if in 
H we introduce a new inner product and norm by 
[II, v] = (Du, Kv), I 24 I2 = 1% 4, u, v  E H, (68) 
and denote the resulting space by Ho , then the norms 11 1 and I I are equivalent 
and To = Z - D-‘A is Hermitian as an operator in H,, . Thus, by Lemma 3, 
1 To ( < 1 if and only if I D-‘A 1 < 2 and D-‘A is positive definite as an 
operator in Ho. Now D-‘A is positive definite in Ho if and only if A is K-p.d. 
Furthermore, ) D-l A ) < 2 implies that G = D - Q is K-p.d., while, as 
is not hard to verify, the K-p.d. of both A and G = D -Q implies that 
1 D-‘A I < 2. Consequently, 1 To I < 1 if and only if both A = D + Q and 
G = D - Q are K-p.d. In view of (67), this and Theorem 3 imply the validity 
of Theorem 5. 
6. ON THE COMPUTATION OF THE PROJECTION AA+ 
Finally let us note that the justification of the pth order iterative method 
for the computation of the projection AA+ which is based on the method 
(23)-(24) is given by the following corollary to Theorem 3. 
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COROLLARY 6. If/l satisfies (18) then the sequence {.Zn+l} determined by 
the process 
;r, = qz .: T,, j ... + Trip-“), Z,, = BAA”, ((33) 
z n+l = 2, -t .%nT,, 9 Tn = I - 2, ) (69) 
converges in the operator norm to AA+ and the error estimate tS given by 
II AA-’ - Gi.1 I! < II R, IIP”“, n = 0, 1, 2 ,... . (70) 
Furthermore, ;f/3 = /3,,, , then 
II AA’ - .&, I: ,< {(II A II2 - y(A*j2) (II A II2 + r(A*)aYY+‘. (71) 
PROOF. The first part of Corollary 6 follows from Theorem 3 since 
& := AX, for each n while the estimates (70) and (71) follow from (31) and 
(47), respectively. 
REMARK 6. Let us note that (Zn+l} can also be computed by the equiva- 
lent process 
z n+l = z -- (I - Zn)P, 2, = ,BAA*, n = 0, 1, 2 ,... . (72) 
For the application and usefulness of AA+ at least in case of matrix com- 
putations see [12]. 
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