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Resumo
Neste trabalho, analisamos a controlabilidade exata interna para o seguinte modelo de equac¸o˜es
dinaˆmicas de elasticidade para materiais incompress´ıveis com um termo de pressa˜o,
φ′′ −∆φ = −∇p,
e tambe´m e´ dedicado ao estudo das taxas de decaimento uniforme da energia associada ao
mesmo modelo, sujeito a uma dissipac¸a˜o na˜o linear localmente distribu´ıda
φ′′ −∆φ+ a(x)g(φ′) = −∇p.
Ale´m disso, estudamos os seguintes sistemas acoplados semilineares da onda sujeitos a uma
dissipac¸a˜o na˜o linear localmente distribu´ıda{
ρ(x)utt − div[K(x)∇u] + f(u) + a(x)g(ut)− γ(x)vt = 0,
ρ(x)vtt − div[K(x)∇v] + h(v) + b(x)g(vt) + γ(x)ut = 0,
e {
ρ(x)utt − div[K(x)∇u] + f(u) + a(x)g(ut) + δv = 0,
ρ(x)vtt − div[K(x)∇v] + h(v) + b(x)g(vt) + δu = 0.
Mostramos a existeˆncia de taxas de decaimento uniforme para a soluc¸a˜o global dos respectivos
sistemas.
Palavras chave: controlabilidade exata interna, materiais incompress´ıveis, dis-
sipac¸a˜o na˜o linear, taxa de decaimento uniforme, sistema acoplado.
Abstract
In this work, we analyze the internal exact controllability of the following model of dynamical
elasticity equations for incompressible materials with a pressure term,
φ′′ −∆φ = −∇p,
and it is also devoted to the study of the uniform decay rates of the energy associated with
the same model subject to a locally distributed nonlinear damping
φ′′ −∆φ+ a(x)g(φ′) = −∇p.
Furthermore, we study the following coupled semilinear wave systems subject to a locally
distributed nonlinear damping{
ρ(x)utt − div[K(x)∇u] + f(u) + a(x)g(ut)− γ(x)vt = 0,
ρ(x)vtt − div[K(x)∇v] + h(v) + b(x)g(vt) + γ(x)ut = 0,
and {
ρ(x)utt − div[K(x)∇u] + f(u) + a(x)g(ut) + δv = 0,
ρ(x)vtt − div[K(x)∇v] + h(v) + b(x)g(vt) + δu = 0.
We prove the existence of uniform decay rates for the global solution of the respective systems.
Key words: internal exact controllability, incompressible materials, non linear
damping, uniform decay rates, coupled system.
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Introduc¸a˜o
O presente trabalho aborda equac¸o˜es dinaˆmicas de elasticidade para materiais incompress´ıveis
com um termo de pressa˜o e aborda dois sistemas acoplados semilineares de equac¸o˜es da
onda postos em um meio na˜o homogeˆneo e sujeitos a uma dissipac¸a˜o na˜o linear localmente
distribu´ıda. No primeiro problema estudamos a controlabilidade exata interna e, ale´m disso,
estudamos a existeˆncia de soluc¸a˜o e taxa de decaimento uniforme da energia associada ao
mesmo problema sujeito a uma dissipac¸a˜o na˜o linear localmente distribu´ıda. No segundo
problema, estudamos a existeˆncia de soluc¸a˜o e taxa de decaimento uniforme da energia
associada.
O primeiro problema considerado, e´ descrito por
φ′′ −∆φ = −∇p em Ω×]0, T [,
div φ = 0 em Ω×]0, T [,
φ = ψ sobre Γ×]0, T [,
φ(0) = φ0, φ′(0) = φ1 em Ω,
(0.0.1)
onde Ω e´ um subconjunto aberto, limitado e conexo do Rn (n ≥ 2) com fronteira regular
Γ. Ale´m disso, φ = (φ1(x, t), · · · , φn(x, t)), x = (x1, · · · , xn) sa˜o vetores de dimensa˜o n,
p = p(x, t) e´ uma func¸a˜o nume´rica definida em Ω×]0, T [ e div φ = ∑ni=1 ∂φi∂xi . Com ∆ e ∇
denota-se o operador de Laplace e o gradiente, respectivamente nas, coordenadas espaciais x.
Convenciona-se que ∆φ = (∆φ1, · · · ,∆φn), φ′′ = (φ′′1, · · · , φ′′n), onde o s´ımbolo′ denota ∂t.
O sistema (0.0.1) foi estudado por J.L. Lions em [43], motivado por equac¸o˜es
dinaˆmicas de elasticidade para materiais incompress´ıveis. Assumindo que Ω e´ estritamente
estrelado com respeito a` origem, J.L. Lions em [43] provou que a derivada normal da soluc¸a˜o
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φ de (0.0.1) pertence a (L2(Σ))n enquanto A. R. Santos em [51] estabeleceu a controlabilidade
exata na fronteira para o problema (0.0.1). Nesta direc¸a˜o, mencionamos tambe´m o trabalho
devido a Cavalcanti et al. em [20], cuja controlabilidade exata na fronteira da equac¸a˜o
viscoela´stica
φ′′ −∆φ−
∫ t
0
g(t− s)∆φ(s) ds = −∇p,
foi estudada.
O sistema (0.0.1) pode ser obtido da segunda lei de Newton considerando pe-
quenas deflexo˜es de Ω, onde Ω e´ um so´lido composto de ela´stico, isotro´pico e de material
incompress´ıvel, (como algum tipo de borracha). Para mais informac¸o˜es sobre uma inter-
pretac¸a˜o f´ısica para este modelo veja A.R. Santos em [51] e Cavalcanti et al. em [20].
Inspirados nos trabalhos mencionados acima, estudamos no Cap´ıtulo 2 a contro-
labilidade exata interna para o sistema
φ′′ −∆φ = −∇p+ hχω em Ω×]0, T [,
div φ = 0 em Ω×]0, T [,
φ = 0 sobre Γ×]0, T [,
φ(0) = φ0, φ′(0) = φ1 em Ω,
(0.0.2)
onde ω ⊂ Ω e χω e´ a func¸a˜o caracter´ıstica de ω e ω e´ uma vizinhanc¸a da fronteira Γ
satisfazendo a condic¸a˜o geome´trica de controle.
Como formalizado por J. L. Lions em HUM (Hilbert Uniqueness Method) em
[42], temos que a controlabilidade exata interna para o sistema (0.0.2), e´ obtida explorando
a desigualdade de observabilidade, (veja (0.0.4)), para o seguinte sistema
φ′′ −∆φ = −∇p em Ω×]0, T [,
div φ = 0 em Ω×]0, T [,
φ = 0 sobre Γ×]0, T [,
φ(0) = φ0, φ′(0) = φ1 em Ω.
(0.0.3)
Dessa forma, provamos que para todo T > T0 existe C > 0 tal que
Eφ(0) ≤ C
∫ T
0
∫
ω
|φ′(x, t)|2 dxdt, (0.0.4)
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vale para toda soluc¸a˜o fraca φ do problema associado (0.0.3), onde
Eφ(t) =
1
2
‖φ(t)‖2V +
1
2
|φ′(t)|2H
e´ a energia associada ao problema (0.0.3). Neste cap´ıtulo, combinamos multiplicadores ade-
quados para estabelecer (0.0.4). Seguimos os mesmos passos de como e´ feito para a equac¸a˜o
da onda em J.L. Lions [42].
Ainda no Cap´ıtulo 2, provamos a existeˆncia e unicidade de soluc¸o˜es fracas e
investigamos a taxa de decaimento uniforme da energia associada ao problema (0.0.1) sujeito
a uma dissipac¸a˜o na˜o linear localmente distribu´ıda como segue
φ′′ −∆φ+ a(x)g(φ′) = −∇p em Ω×]0,∞[,
div φ = 0 em Ω×]0,∞[,
φ = 0 sobre Γ×]0,∞[,
φ(0) = φ0, φ′(0) = φ1 em Ω.
(0.0.5)
A saber, considerando a energia associada ao problema (0.0.5):
Eφ(t) =
1
2
‖φ(t)‖2V +
1
2
|φ′(t)|2H ,
provamos que
Eφ(t) ≤ S
(
t
T0
− 1
)
, ∀t > T0, (0.0.6)
com lim
t→∞
S(t) = 0, onde o semigrupo de contrac¸a˜o S(t) e´ a soluc¸a˜o da equac¸a˜o diferencial
d
dt
S(t) + q(S(t)) = 0, S(0) = E(0), (0.0.7)
e q e´ dado em (2.2.147) para toda soluc¸a˜o fraca do problema (0.0.5).
Para obter este resultado, observamos que a soluc¸a˜o φ do problema (0.0.5) pode
ser reescrita como uma soma φ = v+w onde v e w sa˜o, respectivamente, soluc¸o˜es fracas dos
seguintes problemas:
v′′ −∆v = −∇p em Ω×]0, T [,
div v = 0 em Ω×]0, T [,
v = 0 sobre Γ×]0, T [,
v(0) = φ0, v′(0) = φ1 em Ω,
e

w′′ −∆w = −a(x)g(φ′) em Ω×]0, T [,
divw = 0 em Ω×]0, T [,
w = 0 sobre Γ×]0, T [,
w(0) = w′(0) = 0 em Ω.
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Consequentemente, explorando a desigualdade de observabilidade (0.0.4) e a de-
composic¸a˜o acima φ = v + w somos capazes de provar a seguinte desigualdade
Eφ(T ) ≤ C
∫ T
0
∫
Ω
a(x)
(|φ′(x, t)|2 + |g(φ′(x, t))|2) dxdt, para todo T > T0, (0.0.8)
onde C e´ uma constante positiva. A desigualdade acima e´ o ponto chave para obter a taxa de
decaimento uniforme dado em (0.0.6). Considerando o me´todo desenvolvido primeiramente
por Lasiecka e Tataru em [39], e´ poss´ıvel derivar taxa de decaimento uniforme expl´ıcita da
fo´rmula geral (0.0.6) (veja por exemplo, [1], [2], [21] e [25]).
No Cap´ıtulo 3, vamos generalizar os resultados obtidos no Cap´ıtulo 2. Neste
cap´ıtulo, para provar a desigualdade de observabilidade (0.0.4), fazemos uso de argumentos
de ana´lise microlocal devido a N. Burq e P. Ge´rard em [17]. No presente trabalho, provamos
que na˜o ha´ necessidade de considerar a hipo´tese do Ω ser estritamente estrelado quando
considera controle interno em volta de uma vizinhanc¸a de ω da fronteira Γ := ∂Ω de Ω
satisfazendo a condic¸a˜o geome´trica de controle, no sentido a ser precisado adiante.
Para provar (0.0.4), argumentamos por contradic¸a˜o e encontramos uma sequeˆncia
{vm}m∈N de soluc¸o˜es fracas para o problema (0.0.3) tal que
Evm(0) = 1, para todo m ∈ N.
Para obter uma contradic¸a˜o, precisamos provar que Evm(0) converge para zero quando m→
+∞. Devemos provar isso, usando uma equipartic¸a˜o adequada da energia e um princ´ıpio de
continuac¸a˜o u´nica, tal que∫ T
0
∫
ω
(
∣∣v′mi(x, t)∣∣2 + |∇vmi(x, t)|2) dxdt→ 0, ∀i = 1, · · · , n. (0.0.9)
quando m→ +∞.
Nosso desejo e´ propagar a convergeˆncia (0.0.9) de ω×]0, T [ para todo o conjunto
Ω×]0, T [. Para tal, fazemos uso de ana´lise microlocal. Consideramos a medida de defeito
microlocal µi, ( m.d.m.), primeiramente introduzida por P. Ge´rard [32], associada a {v′mi}.
Observamos uma vez que
∂tPvmi → 0 fortemente em H−1loc (Ω×]0, T [),
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onde Pvmi =: v
′′
mi
− ∆vmi , enta˜o, usando propriedades associadas a µi somos capazes de
provar que µi se propaga ao longo do fluxo bicaracter´ıstico do operador de ondas ∂tPvmi
provando a convergeˆncia desejada.
No Cap´ıtulo 4, voltamos nossa atenc¸a˜o para o pro´ximo problema abordado, va-
mos investigar a estabilidade assinto´tica de dois sistemas acoplados semilineares da onda
postos em um meio na˜o homogeˆneo e sujeitos a uma dissipac¸a˜o na˜o linear localmente dis-
tribu´ıda. A saber,
ρ(x)utt − div[K(x)∇u] + f(u) + a(x)g(ut)− γ(x)vt = 0 em Ω×]0,∞[,
ρ(x)vtt − div[K(x)∇v] + h(v) + b(x)g(vt) + γ(x)ut = 0 em Ω×]0,∞[,
u = v = 0 sobre ∂Ω×]0,∞[,
u(0) = u0, ut(0) = u
1 em Ω,
v(0) = v0, vt(0) = v
1 em Ω,
(0.0.10)
e 
ρ(x)utt − div[K(x)∇u] + f(u) + a(x)g(ut) + δv = 0 em Ω×]0,∞[,
ρ(x)vtt − div[K(x)∇v] + h(v) + b(x)g(vt) + δu = 0 em Ω×]0,∞[,
u = v = 0 sobre ∂Ω×]0,∞[,
u(0) = u0, ut(0) = u
1 em Ω,
v(0) = v0, vt(0) = v
1 em Ω,
(0.0.11)
onde Ω e´ um domı´nio do Rn para n ≥ 2, com fronteira suave ∂Ω, ρ : Ω→ R+, kij : Ω→ R,
1 ≤ i, j ≤ d sa˜o func¸o˜es C∞(Ω) tais que para todo x ∈ Ω e ξ ∈ Rn,
α0 ≤ ρ(x) ≤ β0, kij(x) = kji(x), α|ξ|2 ≤ ξ> ·K(x) · ξ ≤ β|ξ|2, (0.0.12)
onde α0, β0, α, β sa˜o constantes positivas e K(x) = (kij)i,j e´ uma matriz sime´trica positiva-
definida. Vamos denotar por ω ⊂ Ω um conjunto aberto dado pela intersec¸a˜o de uma
vizinhanc¸a aberta da fronteira ∂Ω em Rn e que controla geometricamente a equac¸a˜o (0.0.10)
e (0.0.11), em um sentido a ser precisado adiante.
O principal objetivo deste cap´ıtulo e´ provar a existeˆncia e unicidade de soluc¸o˜es
fracas para os problemas (0.0.10) e (0.0.11) e, ale´m disso, que estas soluc¸o˜es decaem unifor-
memente para zero, isto e´, denotando E(t) = Eu,v(t) a energia associada ao problema (0.0.10)
ou (0.0.11) tem-se
E(t) ≤ S
(
t
T0
− 1
)
, ∀t > T0, (0.0.13)
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com lim
t→∞
S(t) = 0, onde o semigrupo de contrac¸a˜o S(t) e´ a soluc¸a˜o da equac¸a˜o diferencial
d
dt
S(t) + q(S(t)) = 0, S(0) = E(0), (0.0.14)
onde q e´ dado em (4.1.177) para toda soluc¸a˜o fraca do problema (0.0.10) ou (0.0.11) desde
que {u0, v0, u1, v1} sejam tomados em conjuntos limitados de (H10 (Ω))2 × (L2(Ω))2.
Onde
E(t) :=
∫
Ω
ρ(x)|ut(x, t)|2 + ρ(x)|vt(x, t)|2 +∇u(x, t)> ·K(x) · ∇u(x, t)
+∇v(x, t)> ·K(x) · ∇v(x, t) + F (u(x, t)) +H(v(x, t))dx
(0.0.15)
e
E(t) :=
∫
Ω
ρ(x)|ut(x, t)|2 + ρ(x)|vt(x, t)|2 +∇u(x, t)> ·K(x) · ∇u(x, t)
+∇v(x, t)> ·K(x) · ∇v(x, t) + F (u(x, t)) +H(v(x, t))dx+ δ
∫
Ω
u(x, t)v(x, t)dx
(0.0.16)
sa˜o as energias associadas aos problemas (0.0.10) e (0.0.11), respectivamente.
Este resultado e´ um resultado de estabilizac¸a˜o local. De fato, as taxas de decai-
mento dadas em (0.0.13) sa˜o uniformes sobre cada bola (H10 (Ω))
2× (L2(Ω))2 com raio R > 0
no espac¸o da energia, mas este resultado na˜o garante que a taxa decai globalmente, isto e´,
que (0.0.13) vale independente dos dados iniciais.
A fim de obter a taxa de decaimento dada em (0.0.13) e´ suficiente obter a de-
sigualdade inversa para os problemas (0.0.10) ou (0.0.11), isto e´, dado T > T0 existe uma
constante positiva C tal que
E(0) ≤ C
∫ T
0
∫
Ω
(
a(x)(|g(ut)|2 + |ut|2) + b(x)(|g(vt)|2 + |vt|2)
)
dxdt, (0.0.17)
desde que os dados iniciais sejam tomados em conjuntos limitados de (H10 (Ω))
2 × (L2(Ω))2.
Combinando a abordagem dada por Dehman, Ge´rard e Lebeau em [29] ou Dehman, G.
Lebeau e Zuazua em [30] com o princ´ıpio de continuac¸a˜o u´nica provado em [59], as imerso˜es
de Sobolev e as estimativas de Strichartz provadas [11] e [18] obtemos a prova da desigualdade
inversa (0.0.17) para o sistema (0.0.10). No sistema (0.0.11) combinamos a abordagem dada
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[29] ou [30] com o princ´ıpio de continuac¸a˜o u´nica provado em [26] com as imerso˜es de Sobolev
para provar (0.0.17).
Consta tambe´m neste trabalho, um cap´ıtulo (Cap´ıtulo 1) com os principais re-
sultados utilizados nas demonstrac¸o˜es feitas nos cap´ıtulos 2, 3 e 4 e, consta um cap´ıtulo
(Cap´ıtulo 5), com as considerac¸o˜es finais e perspectivas de trabalhos futuros.
Capı´tulo1
Resultados Preliminares
1.1 Distribuic¸o˜es e Espac¸os Funcionais
Sejam x = (x1, x2, ..., xn) pontos do Rn e α = (α1, α2..., αn), n−uplas de nu´meros inteiros na˜o
negativos. Considerando |α| = α1 + α2... + αn e α! = α1!α2!...αn! denotaremos o operador
derivac¸a˜o em Rn por
Dα =
∂|α|
∂xα11 ∂x
α2
2 ...∂x
αn
n
.
Seja Ω um aberto do Rn e ϕ : Ω → R. Definimos o suporte da func¸a˜o ϕ em Ω
e denotamos por supp(ϕ) o fecho em Ω do conjunto {x ∈ Ω;ϕ(x) 6= 0}. Quando supp(ϕ) e´
compacto, dizemos que ϕ tem suporte compacto em Ω. Denotaremos por C∞0 (Ω) o conjunto
das func¸o˜es ϕ : Ω → R que sa˜o infinitamente diferencia´veis em Ω e que possuem suporte
compacto.
O espac¸o das func¸o˜es testes de Ω, D(Ω), e´ o espac¸o C∞0 (Ω) munido da seguinte
noc¸a˜o de convergeˆncia: Dada uma sucessa˜o {ϕν} de func¸o˜es de C∞0 (Ω) e ϕ ∈ C∞0 (Ω) dizemos
que
ϕν → ϕ em D(Ω) (1.1.1)
se, e somente se, existe um subconjunto compacto K de Ω tal que
(i) supp(ϕν) ⊂ K, ∀ν e supp(ϕ) ⊂ K;
(ii) Dαϕν → Dαϕ uniformemente sobre K, ∀α ∈ Nn.
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Uma distribuic¸a˜o sobre Ω e´ uma forma linear sobre D(Ω) que e´ cont´ınua no sentido
da convergeˆncia dada em (1.1.1). Chamaremos por D′(Ω) o espac¸o vetorial das distribuic¸o˜es
sobre Ω. Diremos que {Tν}, uma sucessa˜o de elementos de D′(Ω) converge para T ∈ D′(Ω)
e escreveremos
Tν → T em D′(Ω)
quando
〈Tν , ϕ〉 → 〈T, ϕ〉 , ∀ϕ ∈ D(Ω).
Dada uma distribuic¸a˜o T sobre Ω e α ∈ Nn, a derivada distribucional de ordem
α da distribuic¸a˜o T , denotada por DαT , e´ dada por
〈DαT, ϕ〉 = (−1)|α| 〈T,Dαϕ〉 , ∀ϕ ∈ D(Ω).
Com essa definic¸a˜o, uma distribuic¸a˜o T ∈ D′(Ω) possui derivada distribucional
de todas as ordens e DαT ∈ D′(Ω) e ale´m disso a aplicac¸a˜o
Dα : D′(Ω) → D′(Ω)
T 7→ DαT
e´ linear e cont´ınua.
1.2 Espac¸os Lp(Ω)
Sejam Ω um subconjunto do Rn e p um nu´mero real tal que 1 ≤ p < ∞. Denotaremos por
Lp(Ω) o espac¸o vetorial das (classes de) func¸o˜es mensura´veis u, definidas em Ω tais que |u|p
e´ Lebesgue integra´vel sobre Ω.
O espac¸o Lp(Ω) munido da norma
||u||Lp(Ω) =
(∫
Ω
|u(x)|pdx
) 1
p
e´ um espac¸o de Banach.
Se define por L∞(Ω) o conjunto das func¸o˜es u : Ω→ R tais que u e´ mensura´vel e
existe uma constante C tal que |u(x)| ≤ C para quase todo x ∈ Ω. Uma norma em L∞(Ω) e´
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dada por
||u||L∞(Ω) = inf{C; |u(x)| ≤ C q.s. em Ω}
a qual o torna um espac¸o de Banach.
Em particular, L2(Ω), com o produto interno
(u, v) =
∫
Ω
u(x)v(x)dx
e a norma |u|2 = (u, u), e´ um espac¸o de Hilbert.
Seja 1 ≤ p ≤ ∞. Diz-se que p′ e´ o ı´ndice conjugado de p se 1
p
+
1
p′
= 1.
Proposic¸a˜o 1.1 (Desigualdade de Young) Se a e b sa˜o nu´meros reais na˜o negativos
enta˜o
ab ≤ a
q
q
+
bp
′
p′
sempre que 1 < q <∞ e 1
q
+
1
p′
= 1.
A desigualdade de Young tambe´m pode tomar a seguinte forma
ab ≤ εaq + C(ε)bp′ .
Demonstrac¸a˜o: Ver [14].
Proposic¸a˜o 1.2 (Desigualdade de Ho¨lder) Sejam u ∈ Lp(Ω) e v ∈ Lp′(Ω) com 1 ≤ p ≤
∞. Enta˜o uv ∈ L1(Ω) e ∫
Ω
|uv| ≤ ||u||Lp(Ω)||v||Lp′ (Ω).
Demonstrac¸a˜o: Ver [14].
Proposic¸a˜o 1.3 (Desigualdade de Ho¨lder Generalizada) Se f1, f2, · · · , fk sa˜o func¸o˜es
tais que fi ∈ Lpi , 1 ≤ i ≤ k com 1p = 1p1 + 1p2 +· · ·+ 1pk ≤ 1. Enta˜o o produto f = f1f2 · · · fk ∈ Lp
e
‖f‖Lp ≤ ‖f1‖Lp1‖f2‖Lp2 · · · ‖fk‖Lpk .
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Demonstrac¸a˜o: Ver [14].
Proposic¸a˜o 1.4 (Desigualdade de Interpolac¸a˜o) Se u ∈ Lq′(Ω) ∩ Lq(Ω) com 1 ≤ q′ ≤
q ≤ ∞ enta˜o u ∈ Lr(Ω) para todo q′ ≤ r ≤ q e verifica a desigualdade
‖u‖Lr ≤ ‖u‖αLq′‖u‖1−αLq
onde
1
r
=
α
q′
+
1− α
q
, (0 ≤ α ≤ 1).
Demonstrac¸a˜o: Ver [14].
Proposic¸a˜o 1.5 (Desigualdade de Minkowski) Sejam u, v ∈ Lp(Ω) e 1 ≤ p <∞ enta˜o
||u+ v||Lp(Ω) ≤ ||u||Lp(Ω) + ||v||Lp(Ω).
Demonstrac¸a˜o: Ver [47].
Teorema 1.6 (Convergeˆncia Dominada de Lebesgue) Se uma sequeˆncia {fk} de func¸o˜es
integra´veis a Lebesgue num conjunto Ω converge quase sempre em Ω para um func¸a˜o f, e se
|fk| ≤ ψ, quase sempre em Ω, ∀k ∈ N, para um certa func¸a˜o ψ ∈ L1(Ω), enta˜o a integral∫
Ω
f existe e ∫
Ω
fdx = lim
k→∞
∫
Ω
fk dx
Demonstrac¸a˜o: Ver [47].
Denota-se por Lploc(Ω), 1 ≤ p < ∞, o espac¸o das (classes de) func¸o˜es u : Ω → R
tais que |u|p e´ lebesgue integra´vel sobre cada subconjunto compacto de Ω.
Proposic¸a˜o 1.7 (Du Bois Raymond) Seja u ∈ L1loc(Ω) tal que∫
Ω
u(x)ϕ(x) dx = 0,∀ϕ ∈ C∞0 (Ω)
enta˜o u = 0 quase sempre em Ω.
Demonstrac¸a˜o: Ver [22].
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1.3 Espac¸os de Sobolev
Sejam Ω um aberto do Rn, 1 ≤ p ≤ ∞ e m ≥ 1. O espac¸o de Sobolev Wm,p(Ω) e´ o
espac¸o vetorial de todas as func¸o˜es de Lp(Ω) tais que Dαu ∈ Lp(Ω), para todo α ≤ m.
Simbolicamente,
Wm,p(Ω) = {u ∈ Lp(Ω); Dαu ∈ Lp(Ω), ∀|α| ≤ m} .
Uma norma em Wm,p(Ω) e´ dada por
||u||pWm,p(Ω) =
∑
|α|≤m
∫
Ω
|Dαu(x)|p dx, se 1 ≤ p <∞,
e
||u||pWm,∞(Ω) =
∑
|α|≤m
sup
x∈Ω
ess |Dαu(x)|p dx, se p =∞,
a qual o torna um espac¸o de Banach. No caso p = 2, escreve-se Wm,2(Ω) = Hm(Ω) e
munindo-o com o produto interno
(u, v)Hm(Ω) =
∑
|α|≤m
∫
Ω
Dαu(x)Dαv(x) dx
temos um espac¸o de Hilbert.
Define-se o espac¸o Wm,p0 (Ω) como sendo fecho de C
∞
0 (Ω) em W
m,p(Ω), ou seja,
C∞0 (Ω)
Wm,p(Ω)
= Wm,p0 (Ω).
Quando Ω e´ limitado em alguma direc¸a˜o xi de Rn e 1 ≤ p < ∞ enta˜o a norma
em Wm,p0 (Ω) dada por
||u||p =
∑
|α|=m
∫
Ω
|Dαu(x)|p dx
e´ equivalente a norma induzida por Wm,p(Ω).
Representa-se por W−m,p
′
(Ω) o dual topolo´gico de Wm,p0 (Ω), onde 1 ≤ p < ∞ e
p′ e´ o ı´ndice conjugado de p. Por H−m(Ω) denota-se o dual topolo´gico de Hm0 (Ω).
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Teorema 1.8 Sejam Ω um conjunto aberto do Rn, de classe Cm, com fronteira limitada e
m um inteiro tal que m ≥ 1, e 1 ≤ p <∞. Enta˜o temos as seguintes imerso˜es cont´ınuas:
(i) se
1
p
− m
n
> 0 enta˜o Wm,p(Ω) ↪→ Lq(Ω), onde 1
q
= 1
p
− m
n
;
(ii) se
1
p
− m
n
= 0 enta˜o Wm,p(Ω) ↪→ Lq(Ω), ∀ q ∈ [p,+∞[;
(iii) se
1
p
− m
n
< 0 enta˜o Wm,p(Ω) ↪→ L∞(Ω).
Demonstrac¸a˜o: Ver [14]
Teorema 1.9 (Teorema de Rellich-Kondrachov) Seja Ω um aberto limitado bem regu-
lar do Rn, para n ≥ 2. Enta˜o as seguintes imerso˜es sa˜o compactas:
(i) se p < n enta˜o W 1,p(Ω)
c
↪→ Lq(Ω), ∀ 1 ≤ q < np
n−p ;
(ii) se p = n enta˜o W 1,p(Ω)
c
↪→ Lq(Ω), ∀ q ∈ [1,+∞[;
(iii) se p > n enta˜o W 1,p(Ω)
c
↪→ C0(Ω).
Demonstrac¸a˜o: Ver [14]
1.4 Topologias Fracas, Espac¸os Reflexivos e Separa´veis
Nesta sec¸a˜o temos algumas propriedades das topologias fraca e fraca ∗, assim como resultados
de convergeˆncia nestas topologias envolvendo a reflexividade e a separabilidade dos espac¸os.
Considerando E um espac¸o de Banach, a topologia fraca σ(E,E ′) sobre E e´ a
topologia menos fina sobre E que torna cont´ınuas todas as aplicac¸o˜es f ∈ E ′.
Seja {xn} uma sucessa˜o convergente para x na topologia fraca σ(E,E ′). Quando
na˜o houver possibilidade de confusa˜o diremos apenas que {xn} converge fraco para x e
denotaremos por
xn ⇀ x em E.
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Proposic¸a˜o 1.10 Seja {xn}n∈N uma sucessa˜o em E, enta˜o
(i) xn ⇀ x em E se, e somente se, 〈f, xn〉 → 〈f, x〉 , ∀f ∈ E ′;
(ii) Se xn → x em E, enta˜o xn ⇀ x em E;
(iii) Se xn ⇀ x em E, enta˜o ||x||E e´ limitada e ||x||E ≤ lim inf ||xn||E;
(iv) Se xn ⇀ x em E e fn → f em E ′, enta˜o 〈fn, xn〉 → 〈f, x〉.
Demonstrac¸a˜o: Ver [14].
Sejam E um espac¸o de Banach e x ∈ E fixo. Considere a aplicac¸a˜o
Jx : E
′ −→ R
f 7→ 〈Jx, f〉 = 〈f, x〉
que e´ linear e cont´ınua e portanto Jx ∈ E ′′, ∀x ∈ E. Deste modo, definamos a aplicac¸a˜o
J : E → E ′′ tal que J(x) = Jx, a qual e´ chamada de injec¸a˜o canoˆnica de E em E ′′.
A topologia fraca ∗, ou σ(E ′, E), e´ a topologia menos fina sobre E ′ que faz
cont´ınuas todas as aplicac¸o˜es Jx.
Seja {fn} uma sucessa˜o convergente para f na topologia fraca ∗ σ(E,E ′). Com
vistas a simplificac¸a˜o das notac¸o˜es escreveremos apenas que {fn} converge fraco ∗ para f ,
ou simbolicamente
fn
∗
⇀ f em E ′
quando na˜o houver possibilidade de confusa˜o.
Proposic¸a˜o 1.11 Seja {fn}n∈N uma sucessa˜o em E ′, enta˜o
(i) fn
∗
⇀ f em E ′ se, e somente se, 〈fn, x〉 → 〈f, x〉 ∀x ∈ E;
(ii) Se fn → f forte, enta˜o fn ⇀ f em σ(E ′, E ′′);
(iii) Se fn ⇀ f em σ(E
′, E ′′), enta˜o fn
∗
⇀ f em E ′;
(iv) Se fn
∗
⇀ f em E ′, enta˜o ||fn||E′ e´ limitada e ||f ||E′ ≤ lim inf ||fn||E′;
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(v) Se fn
∗
⇀ f em E ′ e xn → x em E, enta˜o 〈fn, xn〉 → 〈f, x〉.
Demonstrac¸a˜o: Ver [14].
Dizemos que um espac¸o de Banach e´ reflexivo quando a injec¸a˜o canoˆnica J : E →
E ′′ e´ sobrejetora. Um espac¸o me´trico E e´ dito separa´vel quando existe um subconjunto
M ⊂ E enumera´vel e denso em E.
Teorema 1.12 Seja E um espac¸o de Banach tal que E ′ e´ separa´vel. Enta˜o E e´ separa´vel.
Demonstrac¸a˜o: Ver [14].
Teorema 1.13 Seja E um espac¸o de Banach separa´vel e seja {fn} uma sequeˆncia
limitada em E ′. Enta˜o existe uma subsequeˆncia {fnk} que converge na topologia fraca ∗
(σ(E ′, E)).
Demonstrac¸a˜o: Ver [14].
Teorema 1.14 Seja E um espac¸o de Banach reflexivo e seja {xn} um sequeˆncia limitada
em E. Enta˜o existe uma subsequeˆncia {xnk} que converge na topologia fraca (σ(E,E ′)).
Demonstrac¸a˜o: Ver [14].
1.5 Espac¸os Funcionais a Valores Vetoriais
Nesta sec¸a˜o iremos determinar espac¸os envolvendo as varia´veis temporal e espacial, os quais
sa˜o necessa´rios para dar sentido a problemas de evoluc¸a˜o.
Para t ∈]0, T [ fixo, interpretamos a func¸a˜o x 7→ u(x, t) como um elemento do
espac¸o X. Denotaremos este elemento como u(t) ∈ X com valores no espac¸o X.
Sejam X um espac¸o de Banach e a, b ∈ R.
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O espac¸o Lp(a, b;X, ) 1 ≤ p < +∞, consiste das func¸o˜es (classes) mensura´veis
sobre [a, b] com imagem em X, ou seja, as func¸o˜es u : (a, b)→ X tais que
‖u‖Lp(a,b;X) :=
(∫ b
a
‖u(t)‖pX dt
) 1
p
<∞.
O espac¸o L∞(a, b;X) consiste das func¸o˜es (classes) mensura´veis sobre [a, b] com
imagem em X, as func¸o˜es u : (a, b) → X limitadas quase sempre em (a, b). A norma neste
espac¸o e´ dada por
‖u‖L∞(a,b;X) := sup ess ‖u(t)‖X .
O espac¸o Cm(a, b;X),m = 0, 1, · · · , consiste de todas as func¸o˜es cont´ınuas u :
[a, b]→ X que possuem derivadas cont´ınuas ate´ a ordem m sobre [a, b]. A norma e´ dada por
‖u‖ :=
m∑
i=0
max
t∈[a,b]
∣∣u(i)(t)∣∣ .
Proposic¸a˜o 1.15 Sejam m = 0, 1, · · · , e 1 ≤ p < +∞, X e Y espac¸os de Banach.
(a) Cm(a, b;X) e´ um espac¸o de Banach sobre K.
(b) Lp(a, b;X), 1 ≤ p < +∞ e L∞(a, b;X) sa˜o espac¸os de Banach sobre K.
(c) C(a, b;X) e´ denso Lp(a, b;X) e a imersa˜o C(a, b;X) ↪→ Lp(a, b;X) e´ cont´ınua.
(d) Se X e´ um espac¸o de Hilbert com produto interno (., .)X enta˜o L
2(a, b;X) e´ tambe´m um
espac¸o de Hilbert com produto interno
(u, v)L2(a,b;X) :=
∫
Ω
(u(t), v(t))Xdt.
(e) Lp(a, b;X) e´ separa´vel, se X for separa´vel e 1 ≤ p < +∞.
(f) O espac¸o Lp(a; b;X) e´ reflexivo se 1 < p <∞.
(g) Se X ↪→ Y, enta˜o Lr(a, b;X) ↪→ Lq(a, b;Y ), 1 ≤ q ≤ r ≤ +∞.
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Demonstrac¸a˜o: Ver [63]
Proposic¸a˜o 1.16 Sejam X um espac¸o de Banach e 1 ≤ p ≤ +∞. Se f ∈ L1(0, T ;X) e
‖f‖X ∈ Lp(0, T ) enta˜o f ∈ Lp(0, T ;X) e ‖f‖Lp(0,T ;X) = ‖f‖Lp(0,T ).
Demonstrac¸a˜o: Ver [55].
Proposic¸a˜o 1.17 Sejam X um espac¸o de Banach e 1 ≤ p ≤ +∞. Se g ∈ Ls0(0, T ;X) e
ϕ ∈ Ls1(0, T ), 1 ≤ si ≤ ∞, enta˜o gϕ ∈ Ls(0, T ;X) e
‖gϕ‖Ls(0,T ;X) ≤ ‖g‖Ls0 (0,T ;X)‖ϕ‖Ls1 (0, T )
onde 1
s
= 1
s0
+ 1
s1
.
Particularmente, se ϕ = 1 e g ∈ Ls0(0, T ;X), 1 ≤ s0 ≤ ∞ enta˜o g ∈ Ls(0, t;X) e
‖g‖Ls(0,T ;X) ≤ T
1
s
− 1
s0 ‖g‖Ls0 (0,T ;X)
com 1 ≤ s ≤ s0.
Demonstrac¸a˜o: Ver [55].
O espac¸o dual de Lp(a, b;X). Consideremos Y = Lp(a, b;X). Temos a seguinte
relac¸a˜o de dualidade Y ′ = Lq(a, b;X ′), com 1
p
+ 1
q
= 1, devido ao seguinte teorema:
Teorema 1.18 Seja X um espac¸o de Banach reflexivo e separa´vel, 1 < p < +∞, 1
p
+ 1
q
= 1.
Enta˜o cada func¸a˜o v ∈ Lq(a, b,X ′) corresponde a um u´nico funcional v¯ ∈ Y ′ dada por
〈v¯, u〉 =
∫ b
a
〈v(t), u(t)〉X dt ∀u ∈ Y. (1.5.2)
Reciprocamente, para cada v¯ ∈ Y ′ corresponde exatamente uma func¸a˜o v ∈ Lq(a, b;X ′) dada
por (1.5.2). Ale´m disso,
‖v¯‖Y ′ = ‖v‖Lq(a,b;X′)
Demonstrac¸a˜o: Ver [63].
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Seja X um espac¸o de Banach. Denotaremos por D(a, b;X) o espac¸o localmente
convexo e completo das func¸o˜es vetoriais ϕ : (a, b) → X infinitamente diferencia´veis com
suporte compacto em (a,b). Dizemos que uma sucessa˜o
ϕν −→ ϕ em D(a, b;X)
se
(i) Existe um compacto K de (a,b) tal que supp(ϕν) e supp(ϕ) esta˜o contidos em K, para
todo ν;
(ii) Para cada k ∈ N, d
k
dtk
ϕν(t)→ d
k
dtk
ϕ em X, uniformemente em t ∈ (a, b).
O espac¸o das aplicac¸o˜es lineares cont´ınuas de D(a, b) = D(a, b;R) em X sera´
denotado por D′(a, b;X), ou seja, S ∈ D′(a, b;X) se S : D(a, b)→ X e´ linear e se θν → θ em
D(a, b) implicar que 〈S, θν〉 → 〈S, θ〉 em X. Diremos que
Sν −→ S em D′(a, b;X)
se
〈Sν , θ〉 → 〈S, θ〉 em , ∀θ ∈ D(a, b).
O espac¸o D(a, b;X) munido da convergeˆncia acima e´ denominado espac¸o das distruibuic¸o˜es
vetoriais de (a, b) com valores em X.
Denotaremos por H10 (a, b;X) o espac¸o de Hilbert
H10 (a, b;X) := {v ∈ L2(a, b;X); v′ ∈ L2(a, b;X); v(a) = v(b) = 0}
munido com o produto interno
((w, v)) =
∫ b
a
(w(t), v(t))Xdt+
∫ b
a
(w′(t), v′(t))Xdt.
Identificando L2(a, b;X) com o seu dual [L2(a, b;X)]′, via Teorema de Riez obte-
mos
D(a, b;X) ↪→ H10 (a, b;X) ↪→ L2(a, b;X) ↪→ H−1(a, b;X) ↪→ D′(a, b;X),
onde H−1(a, b;X) = [H10 (a, b;X)]
′.
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Proposic¸a˜o 1.19 Seja u ∈ L2(a, b;X). Enta˜o existe um u´nico f ∈ H−1(a, b;X) que verifica
〈f, θξ〉 = (〈u′, θ〉 , ξ)X ∀ θ ∈ D(a, b); ∀ ξ ∈ X.
Demonstrac¸a˜o: Ver [48].
Observac¸a˜o 1.20 Da proposic¸a˜o anterior podemos identificar f com u′, de posse disso, di-
remos que se u ∈ L2(a, b;X) enta˜o u′ ∈ H−1(a, b;X).
Demonstrac¸a˜o: Ver [48].
Proposic¸a˜o 1.21 A aplicac¸a˜o
g : L2(a, b;X) −→ H−1(a, b;X)
u 7−→ g(u) = u′
onde X e´ um espac¸o de Hilbert e´ linear e cont´ınua.
Demonstrac¸a˜o: Ver [48].
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Teorema 1.22 (Fo´rmulas de Green)
(1) Se γ ∈ H2(Ω), enta˜o∫
Ω
∇γ · ∇udx = −
∫
Ω
u∆γdx+
∫
Γ
∂γ
∂ν
uds, ∀u ∈ H1(Ω).
(2) Se u, γ ∈ H2(Ω), enta˜o ∫
Ω
u∆γ − γ∆udx =
∫
∂Ω
u
∂γ
∂ν
− γ ∂v
∂ν
ds.
Demonstrac¸a˜o: Ver [14] p.316.
Teorema 1.23 (Teorema da Compacidade de Aubin-Lions) Sejam B0, B e B1 espac¸os
de Banach tais que B0 ↪→ B ↪→ B1 e
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(i) B0 e B1 sa˜o reflexivos;
(ii) A imersa˜o B0 ↪→ B e´ compacta;
(iii) A imersa˜o B ↪→ B1 e´ cont´ınua.
Definamos
W = {u ∈ Lp0(0, T ;B0);u′ ∈ Lp1(0, T ;B1)},
onde 1 < p0; p1 < 1. Consideremos W munido da norma
‖u‖W = ‖u‖Lp0 (0,T ;B0) + ‖u′‖Lp1 (0,T ;B1)
a qual o torna um espac¸o de Banach. Enta˜o a imersa˜o de W em Lp0(0, T ;B) e´ compacta.
Demonstrac¸a˜o: Ver [41] p. 57.
Teorema 1.24 (Lema de Lions) Seja (uµ) uma sucessa˜o de func¸o˜es pertencentes a L
q(Q)
com 1 < q <∞. Se
(i) uµ → u quase sempre em Q;
(ii) ‖uµ‖Lq(Q) ≤ C, ∀µ ∈ N;
enta˜o uµ ⇀ u fraco em L
q(Q).
Demonstrac¸a˜o: Ver [41] p. 12.
Proposic¸a˜o 1.25 (Lema de Gronwall) Sejam z ∈ L∞(0, T ) e ϕ ∈ L1(0, T ) tais que
z(x) ≥ 0, ϕ(t) ≥ 0 e seja c ≥ 0 uma constante. Se
ϕ(t) ≤ c+
∫ t
0
z(s)ϕ(s)ds, ∀t ∈]0, T [,
enta˜o
ϕ(t) ≤ c.e
∫ t
0 z(s)ds, ∀t ∈]0, T [.
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Demonstrac¸a˜o: Ver [46].
Proposic¸a˜o 1.26 Sejam m ∈ L1(0, T ;R) tal que m ≥ 0 quase sempre em ]0, T [ e b ≥ 0
constante real. Suponhamos h ∈ L∞(0, T ), h ≥ 0 sobre ]0, T [ verificando a desigualdade
1
2
h2(t) ≤ 2b2 + 2
∫ t
0
m(s)h(s)ds
para todo t ∈]0, T [. Enta˜o
h(t) ≤ 2b+ 2
∫ t
0
m(s)ds.
Demonstrac¸a˜o: Ver [13].
Definic¸a˜o 1.27 Seja H um espac¸o de Hilbert. Se diz que uma forma bilinear a(u, v) :
H ×H → R e´
(i) cont´ınua se existe uma constante C tal que
|a(u, v)| ≤ C|u||v|, ∀u, v ∈ H e
(ii) coerciva se existe uma constante α > 0 tal que
a(v, v) ≥ α|v|2, ∀v ∈ H.
Teorema 1.28 (Lax-Milgram) Seja a(u, v) uma forma bilinear, cont´ınua e coerciva. Enta˜o
para toda ϕ ∈ H ′ existe um u´nico u ∈ H tal que
a(u, v) = 〈ϕ, v〉 , ∀v ∈ H.
Ale´m disso, se a e´ sime´trica enta˜o u se caracteriza pela propriedade
u ∈ H e 1
2
a(u, v)− 〈ϕ, v〉 = min
v∈H
{
1
2
a(v, v)− 〈ϕ, v〉
}
.
Demonstrac¸a˜o: Ver [14].
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Teorema 1.29 (Teorema de Holmgren). Seja P um operador diferencial com coefici-
entes constantes em Rn. Seja u soluc¸a˜o de Pu = 0 em Q1, onde Q1 e´ um aberto de R
n.
Suponha u = 0 em Q2, onde Q2 e´ um subconjunto aberto e na˜o vazio de Q1. Enta˜o u = 0
em Q3, onde Q3 e´ um subconjunto aberto de Q1 que conte´m Q2 e tal que qualquer hiperplano
caracter´ıstico do operador P que intersecta Q3 tambe´m intersecta Q2.
Demonstrac¸a˜o: Ver [42] p. 87.
Proposic¸a˜o 1.30 (Desigualdade de Jensen) Seja B um hipercubo do Rn, enta˜o para
toda func¸a˜o coˆncava F e toda func¸a˜o integra´vel g ∈ L1(B), teremos
F
(
1
medB
∫
B
g(x)dx
)
≥ 1
medB
∫
B
F (g(x))dx.
Demonstrac¸a˜o: Ver [50].
Teorema 1.31 (Teorema da Projec¸a˜o) Um operador linear limitado P : H → H sobre
um espac¸o de Hilbert H e´ uma projec¸a˜o se, e somente se, P e´ autoadjunto e idempotente.
Demonstrac¸a˜o: Ver [38] p. 481.
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Seja X um espac¸o de Banach e X ′ o seu espac¸o dual.
Definic¸a˜o 1.32 Um conjunto A ⊂ X ×X ′ e´ chamado mono´tono se
(x1 − x2, y1 − y2) ≥ 0 para cada [xi, yi] ∈ A, i = 1, 2.
Um subconjunto mono´tono de X × X ′ e´ dito ser maximal mono´tono se ele na˜o tem a
propriedade de conter qualquer outro subconjunto mono´tono de X ×X ′.
Se A e´ um operador un´ıvoco de X em X ′, enta˜o a condic¸a˜o de monotonia se transforma em
(x1 − x2, Ax1 − Ax2) ≥ 0, ∀x1, x2 ∈ D(A).
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Demonstrac¸a˜o: Ver [8] p. 34.
Definic¸a˜o 1.33 H : X → X e´ dito hemicont´ınuo se e´ un´ıvoco e para todo x, y ∈ X tem-
se H(x + ty)
∗
⇀ Hx quando t → 0, isto e´, lim
t→0
〈H(x+ ty), z〉X,X′ = 〈Hx, z〉X,X′ , para todo
z ∈ X ′.
Demonstrac¸a˜o: Ver [8] p. 34.
Definic¸a˜o 1.34 O operador R : X → X ′ e´ chamado coercivo se
lim
m→∞
(xm, x
′
m)
‖xm‖ =∞ ∀ [xm, x
′
m] ∈ R tal que lim
m→∞
‖xm‖ =∞.
Demonstrac¸a˜o: Ver [8] p. 34.
Proposic¸a˜o 1.35 Seja X um espac¸o reflexivo e seja R mono´tono, hemicont´ınuo e limitado
de X em X ′. Seja S um operador maximal mono´tono. Enta˜o R + S e´ maximal mono´tono.
Demonstrac¸a˜o: Ver [8] p. 39.
Proposic¸a˜o 1.36 Seja X um espac¸o reflexivo e seja R um operador de X em X ′ mono´tono
e hemicont´ınuo. Seja S um operador maximal mono´tono de X em X ′. Enta˜o R+S e´ maximal
mono´tono de X em X ′. Ale´m disso, se R + S e´ coercivo, enta˜o Im(R + S) = X ′.
Demonstrac¸a˜o: Ver [8] p. 48.
Teorema 1.37 Sejam H um espac¸o de Hilbert e A um operador maximal mono´tono de H.
Para todo U0 ∈ D(A), existe uma u´nica func¸a˜o U(t) : [0,∞[→ H tal que
(i) U(t) ∈ D(A) ∀t > 0;
(ii) U(t) e´ lispschitiziana em [0,∞[, isto e´, dU
dt
∈ L∞(0,∞;H);
(iii) dU
dt
+ Au(t) 3 0, isto e´, dU
dt
∈ AU(t) q.t.p. [0,∞[;
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(iv) U(0) = U0.
Demonstrac¸a˜o: Ver [13] p. 54.
Teorema 1.38 Seja A um operador maximal mono´tono em H. Para todo f ∈ L1(0, T ;H) e
todo U0 ∈ D(A), existe uma u´nica soluc¸a˜o fraca da equac¸a˜o dUdt +Au 3 f tal que U(0) = U0.
Demonstrac¸a˜o: Ver [13] p. 85.
Seja A : D(A) ⊂ H → H um operador em um espac¸o de Hilbert H. Considere o
seguinte problema de valor inicial {
dU
dt
+ AU + BU 3 f
U(0) = U0 ∈ H
(1.7.3)
onde B : H → H e´ localmente lipschitz, isto e´,
‖BU − BV ‖ ≤ L(K)‖U − V ‖, desde que ‖U‖ ≤ K, ‖V ‖ ≤ K. (1.7.4)
Teorema 1.39 Suponha que A e´ maximal mono´tono e que 0 ∈ A0. Se U0 ∈ D(A), f ∈
W 11 (0, t,H) ∀t > 0 e a aplicac¸a˜o localmente Lipschitz satisfaz (1.7.4), enta˜o existe t ≤ +∞
tal que a equac¸a˜o (1.7.3) tem uma u´nica soluc¸a˜o forte no intervalo [0, tmax[. Ale´m disso, se
U0 ∈ D(A) e f ∈ L1(0, t,H) ∀t > 0 obtemos uma soluc¸a˜o generalizada U ∈ C([0, tmax[;H)
para a equac¸a˜o (1.7.3). Em ambos os casos, se tmax < +∞, enta˜o lim
t↗tmax
‖U(t)‖H = +∞.
Demonstrac¸a˜o: Ver [28] Teorema 7.2.
Teorema 1.40 Seja X um espac¸o de Banach reflexivo e A um subconjunto maximal mono´tono
de X ×X ′. Seja (un, vn) ∈ A tal que un ⇀ u, vn ⇀ v e, tambe´m,
lim sup
n,m→∞
(un − um, vn − vm) ≤ 0
ou
lim sup
n→∞
(un − u, vn − v) ≤ 0.
Enta˜o (u, v) ∈ A e (un, vn)→ (u, v) quando n→∞.
Demonstrac¸a˜o: Ver [9] Lema 2.3 p. 38.
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1.8 Caracterizac¸a˜o dos Espac¸os H e V
Esta sec¸a˜o e´ destinada a` fixac¸a˜o da notac¸a˜o e da terminologia a serem utilizadas nos Cap´ıtulos
2 e 3. Ale´m disso, demonstraremos alguns resultados relativos a` caracterizac¸a˜o dos espac¸os
de Hilbert considerados e ao trac¸o das func¸o˜es nesses espac¸os.
Para maiores informac¸o˜es a respeito dos resultados enunciados, consulte Lions
[40] e [41], Lions-Mage`nes [44], Tartar [61] e Teman [62].
Seja
V = {ϕ ∈ (D(Ω))n, divϕ = 0}. (1.8.5)
Considere-se em V duas topologias definidas pelos produtos internos
((u, v)) =
n∑
i=1
((ui, vi))H10 (Ω), (1.8.6)
(u, v) =
n∑
i=1
(ui, vi)L2(Ω), (1.8.7)
e respectivas normas
‖u‖2 =
n∑
i=1
‖ui‖2H10 (Ω) , (1.8.8)
|u|2 =
n∑
i=1
|ui|2L2(Ω) . (1.8.9)
Sejam V e H as adereˆncias de V com as normas ‖·‖ e |·| respectivamente, isto e´,
V = V(H10 (Ω))n , (1.8.10)
H = V(L2(Ω))n . (1.8.11)
Note-se que V e H sa˜o espac¸os de Hilbert munidos com as topologias de (H10 (Ω))
n
e (L2(Ω))n, respectivamente.
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Definic¸a˜o 1.41 Seja Ω um conjunto aberto, limitado e conexo do Rn. Definimos o espac¸o
quociente
L20(Ω) = L
2(Ω)/R
das classes de func¸o˜es de L2(Ω) que diferem por uma constante. Munimos este espac¸o quo-
ciente com a norma ‖u‖L20 = infα∈R ‖u+ α‖L2 .
Ver [12] p. 239.
Lema 1.42 Seja Ω ⊂ Rn, aberto, limitado com fronteira regular. Se f e´ uma forma linear
e cont´ınua em (H10 (Ω))
n tal que 〈f, ϕ〉H−1,H10 = 0, ∀ ϕ ∈ (H10 (Ω))n que satisfaz divϕ = 0,
enta˜o existe p ∈ L20(Ω) tal que f = −∇p.
Demonstrac¸a˜o: Ver [12] p. 242.
Lema 1.43 (de Rham) Seja Ω um conjunto aberto do Rn e f ∈ (D′(Ω))n tal que para todo
ϕ ∈ V tem-se 〈f, ϕ〉D′,D = 0, enta˜o existe p ∈ D′(Ω) tal que f = −∇p.
Demonstrac¸a˜o: Ver [12] p. 245.
Lema 1.44 Existe uma func¸a˜o p ∈ H−1(0, T ;L20(Ω)) tal que o problema (2.1.1) e´ satisfeito
em D′(Q). Ale´m disso, existe C > 0 tal que
‖p‖2H−1(0,T ;L20(Ω)) ≤ C(|φ
1|2H + ‖φ0‖2V + ‖hχω‖2L2(0,T ;H)). (1.8.12)
Demonstrac¸a˜o: Argumentando como no cap´ıtulo 2 de [62] ou cap´ıtulo 5 de [12].
Lema 1.45 Para todo domı´nio conexo e limitado do Rn existe C > 0 tal que para todo
p ∈ L20(Ω) temos
1
C
‖p‖L20 ≤ ‖∇p‖H−1 ≤ C‖p‖L20 .
Demonstrac¸a˜o: Ver [12] p. 240.
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Lema 1.46 (Caracterizac¸a˜o do espac¸o V )
V = {u | u ∈ (H10 (Ω))n; div u = 0}. (1.8.13)
Demonstrac¸a˜o: Seja Vˆ = {u | u ∈ (H10 (Ω))n; div u = 0}. Vamos mostrar que V = Vˆ .
`: V ⊂ Vˆ
Seja v ∈ V, enta˜o existe uma sequeˆncia de func¸o˜es ϕm ∈ (D(Ω))n tal que
ϕm → v em (H10 (Ω))n e divϕm = 0.
Dessa forma,
divϕm → div v em L2(Ω).
Como divϕm = 0,∀m, segue que
v ∈ (H10 (Ω))n e div v = 0,
isto e´, v ∈ Vˆ .
`: V = Vˆ
Observe que, como V e´ fechado, a afirmac¸a˜o implica que V = Vˆ . Para demonstrar
a afirmac¸a˜o acima, basta mostrar que se f ∈ (Vˆ )′, isto e´, se f e´ uma forma linear e cont´ınua
de Vˆ em R tal que
〈f, v〉 = 0, ∀v ∈ V,
enta˜o tem-se que f ≡ 0.
De fato, seja f ∈ (Vˆ )′. Como Vˆ e´ um subespac¸o de (H10 (Ω))n, tem-se que toda
forma linear e cont´ınua em Vˆ pode ser estendida a (H10 (Ω))
n. Seja f˜ esta extensa˜o. Logo,
f˜ ∈ (H−1(Ω))n,
〈
f˜ , v
〉
= 0,∀v ∈ V ⊂ V.
Da´ı, pelo Lema 1.42, conclui-se que existe p ∈ L2(Ω)/R tal que
f˜ = −∇p,
ou seja,
f˜i =
∂p
∂xi
,
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e da´ı 〈
f˜i, vi
〉
=
〈
− ∂p
∂xi
, vi
〉
=
(
p,
∂vi
∂xi
)
, ∀ v ∈ (H10 (Ω))n.
Em particular, tomando-se v em Vˆ , obte´m-se
〈f, v〉 = 0 ∀ v ∈ Vˆ ,
o que implica que f ≡ 0.
Lema 1.47 (Caracterizac¸a˜o do espac¸o H)
H = {u | u ∈ (L2(Ω))n; div u = 0, u · ν = 0 em Γ}. (1.8.14)
Demonstrac¸a˜o: Ver [61] p. 32.
Observac¸a˜o 1.48 Se u ∈ (L2(Ω))n e div u ∈ L2(Ω) pode-se definir o trac¸o da func¸a˜o u · ν
como um funcional de H−1/2(Γ), isto e´,
u · ν =
n∑
i=1
ui · νi ∈ H−1/2(Γ).
Este resultado pode ser encontrado em [61] p. 25.
No que segue, por V ′ representa-se o dual topolo´gico de V, munido com a norma
‖f‖V ′ = sup
u∈V
‖u‖V ≤1
∑
i
〈fi, ui〉H−1,H10 .
Lema 1.49 (Caracterizac¸a˜o do espac¸o V ′)
V ′ = {(H−1(Ω))n/{∇p; p ∈ L2(Ω)/R}}. (1.8.15)
Demonstrac¸a˜o: Seja f ∈ V ′, isto e´, f : V → R, linear e cont´ınua e V ⊂ (H10 (Ω))n. Seja
f˜ : (H10 (Ω))
n → R a extensa˜o linear e cont´ınua de f. Enta˜o existe fi ∈ H−1(Ω) tal que〈
f˜ , v
〉
=
∑
i
〈fi, vi〉 , ∀ v ∈ (H10 (Ω))n e f˜ |V = f.
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Considere-se uma outra expressa˜o para f˜ dada por〈
f˜1, v
〉
=
∑
i
〈gi, vi〉 ; gi ∈ H−1(Ω),
tem-se que
f˜1|V = f˜ |V = f ⇔ fi − gi = ∂p
∂xi
, p ∈ L20(Ω),
isto e´, f − g = ∇p, p ∈ L2(Ω)/R.
De fato, tem-se que〈
f˜ , v
〉
=
∑
i
〈fi, vi〉 =
∑
i
〈
gi +
∂p
∂xi
, vi
〉
=
∑
i
〈gi, vi〉 −
∑
i
〈
p,
∂vi
∂xi
〉
=
∑
i
〈gi, vi〉
=
∑
i
〈
f˜1, vi
〉
∀v ∈ V.
Reciprocamente, suponha
∑
i
〈fi, vi〉 =
∑
i
〈gi, vi〉 ∀v ∈ V.
Enta˜o tem-se
∑
i
〈gi − fi, vi〉 = 0, ∀v ∈ V, ou que 〈g − f, v〉 = 0, ∀ v ∈ V.
Em particular, 〈g − f, v〉 = 0, ∀ v ∈ V . Enta˜o pelo Lema 1.42 tem-se que
g − f = −∇p, p ∈ L2(Ω)/R, isto e´,
fi − gi = ∂p
∂xi
.
Prova-se ainda que V e´ denso em H e que a imersa˜o de V em H e´ cont´ınua e
compacta, (ver [61] p. 34). Logo, identificando-se H ao seu dual, obte´m-se
V ⊂ H ∼= H ′ ⊂ V ′. (1.8.16)
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Considere-se ainda o espac¸o
W = V ∩ (H2(Ω))n (1.8.17)
munido da topologia de (H10 (Ω)∩H2(Ω))n. Note-se que como Γ e´ regular, pode-se considerar
em H10 (Ω) ∩ H2(Ω) a norma definida pelo operador Laplaciano, que e´ equivalente a` norma
usual daquele espac¸o.
Lema 1.50 (Cattabriga)
w ∈ D(∆), isto e´, w ∈ V e ∆w ∈ H se, e somente se, w ∈ (H2(Ω) ∩H10 (Ω))n e divw = 0.
Demonstrac¸a˜o: Ver [61] p. 69.
Observac¸a˜o 1.51 O Lema de Cattabriga diz que
D(∆) = V ∩ (H2(Ω))n.
Este lema conjugado com o Lema 1.42 diz que se u ∈ D(∆) enta˜o existe p ∈
L2(Ω)/R tal que
−∆ui = hi − ∂p
∂xi
,∀ hi ∈ L2(Ω).
Neste caso, ui ∈ H2(Ω) e p ∈ H1(Ω), (ver [61] p. 71).
Lema 1.52 (Teorema do Trac¸o)
Seja Γ regular e g ∈ (Hm−1/2(Γ))n, para m ≥ 1 com ∫
Γ
g · νdΓ = 0. Enta˜o existe u em
(Hm(Ω))n tal que div u = 0 e γ0u = g.
Demonstrac¸a˜o: Ver [62] ou [19].
Observac¸a˜o 1.53 Note-se que se u ∈ (Hm(Ω))n com div u = 0 enta˜o ui|Γ ∈ Hm−1/2(Γ) e∫
Ω
div udx = 0⇒
n∑
i=1
∫
Γ
uiνidΓ = 0.
O lema acima estabelece a rec´ıproca deste resultado.
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Observac¸a˜o 1.54 Note-se tambe´m que se g ∈ (L2(Γ))n, tem-se que g · ν ∈ L2(Γ) e que a
condic¸a˜o
∫
Γ
g · νdΓ = 0 significa que (g · ν, 1)L2(Γ) = 0.
Teorema 1.55 (Caracterizac¸a˜o do espac¸o H⊥)
O ortogonal de H em (L2(Ω))n caracterizado em (1.8.14) satisfaz
H⊥ = {u ∈ (L2(Ω))n;∃ p ∈ H1(Ω);u = ∇p}.
Demonstrac¸a˜o: Ver [12] p. 249.
Definic¸a˜o 1.56 (Decomposic¸a˜o Leray)
A decomposic¸a˜o
(L2(Ω))n = H ⊕H⊥,
e´ chamada Decomposic¸a˜o Leray do espac¸o (L2(Ω))n. A projec¸a˜o ortogonal de (L2(Ω))n em
H e´ conhecida como a projec¸a˜o Leray e denotada por P .
Demonstrac¸a˜o: Ver [12] p. 251.
1.9 O Operador de Stokes em Ω ⊂ Rn
Considere a forma bilinear
a(u, v) =
∫
Ω
∇u : ∇vdx, ∀ u, v ∈ V
(onde A : B = tr(A · B>)). Esta e´ uma forma bilinear, cont´ınua e coerciva em V. (Pela
desigualdade de Poincare´ v 7→ a(u, v) e´ uma norma em (H10 (Ω))n.
Como a forma a definida acima e´ cont´ınua em V ×V , podemos definir o operador
A de V em V ′ por
〈Au, v〉V ′,V =
∫
Ω
∇u : ∇vdx, ∀ u, v ∈ V. (1.9.18)
O operador A e´ chamado Operador de Stokes.
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Pelo Teorema de Lax-Milgran este operador e´ um isomorfismo de V em V ′. Pode-
mos considerar A como um operador na˜o limitado em H com domı´nio D(A) = {u ∈ V,Au ∈
H}.
Observac¸a˜o 1.57 Para u ∈ V ∩ (H2(Ω))n, tem-se∫
Ω
∇u : ∇vdx =
n∑
i=1
∫
Ω
∇ui∇vidx =
n∑
i=1
[ ∫
Ω
−∆uividx+
∫
Γ
∂ui
∂νi
vidΓ
]
,
entretanto
∫
Γ
∂ui
∂νi
vidΓ = 0, pois vi ∈ H10 (Ω).
Portanto, para u ∈ V ∩ (H2(Ω))n, temos que
〈Au, v〉V ′,V =
∫
Ω
∇u : ∇vdx =
n∑
i=1
〈−∆ui, vi〉H−1,H10 . (1.9.19)
Teorema 1.58 (Domı´nio do operador de Stokes)
Seja Ω um domı´nio limitado de Rn de classe C1,1 enta˜o temos que
D(A) = V ∩ (H2(Ω))n.
Ale´m disso,
Au = P(−∆u) ∀ u ∈ D(A),
onde P e´ a projec¸a˜o ortogonal de (L2(Ω))n em H da Definic¸a˜o 1.56.
Demonstrac¸a˜o: Ver [12] p. 281.
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Seja Ω um subconjunto aberto, limitado e conexo do Rn (n ≥ 2) com fronteira regular Γ.
Seja Q = Ω×]0, T [ um cilindro cuja fronteira lateral e´ dada por Σ = Γ×]0, T [.
Considere o seguinte problema
φ′′ −∆φ = f −∇p em Q,
div φ = 0 em Q,
φ = 0 sobre Σ,
φ(0) = φ0, φ′(0) = φ1 em Ω,
(1.10.20)
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onde φ = (φ1(x, t), · · · , φn(x, t)), x = (x1, · · · , xn) sa˜o vetores de dimensa˜o n, div φ =∑n
i=1
∂φi
∂xi
e p(x, t) denota o termo de pressa˜o.
Os Teoremas abaixo sa˜o de existeˆncia e unicidade de soluc¸o˜es regulares e fracas
para o problema (1.10.20), a demonstrac¸a˜o deles podem ser encontradas em Cavalcanti et al.
em [20] ou A. Rocha em [51].
Teorema 1.59 Dados φ0 ∈ W = V ∩ (H2(Ω))n, φ1 ∈ V, f, f ′ ∈ L1(0, T ;H) existe uma u´nica
func¸a˜o φ : Q→ Rn satisfazendo as condic¸o˜es:
φ ∈ L∞(0, T ;W ), φ′ ∈ L∞(0, T ;V ) e φ′′ ∈ L∞(0, T ;H)
φ′′ −∆φ = f −∇p em (D′(Q))n
φ(0) = φ0, φ′(0) = φ1.
Teorema 1.60 A soluc¸a˜o φ = φ(x, t) tem a regularidade
φ ∈ C([0, T ];W ) ∩ C1([0, T ];V ).
Teorema 1.61 Dados φ0 ∈ V, φ1 ∈ H, f ∈ L1(0, T ;H) enta˜o
(i) Existe uma u´nica soluc¸a˜o φ do problema (1.10.20) tal que
φ ∈ C([0, T ];V ) ∩ C1([0, T ];H).
(ii) A aplicac¸a˜o linear
V ×H × L1(0, T ;H) −→ C([0, T ];V ) ∩ C1([0, T ];H)
{φ0, φ1, f} 7−→ φ
e´ cont´ınua, onde φ e´ a soluc¸a˜o de (1.10.20) obtida em (i).
(iii) A soluc¸a˜o φ achada em (i) satisfaz
1
2
|φ′(t)|2H +
1
2
‖φ(t)‖2V =
1
2
|φ1|2H +
1
2
‖φ0‖2V +
∫ t
0
(f(s), φ′(s))ds
quase sempre em [0, T ].
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(iv) A soluc¸a˜o φ achada em (i) e´ tal que
φ′′ −∆φ = f −∇p em (D′(Q))n
onde p ∈ D′(Q).
Observac¸a˜o 1.62 Nas condic¸o˜es do Teorema 1.61, φ′′ ∈ L1(0, T ;V ′).
Corola´rio 1.63 Se φ e´ soluc¸a˜o do problema (1.10.20) obtida pelo Teorema 1.61, tem-se a
desigualdade
Eφ(t) ≤ C(Eφ(0) + ‖f‖2L1(0,T ;H)),
onde C = C(T ) > 0 e
Eφ(t) =
1
2
|φ′(t)|2H +
1
2
‖φ(t)‖2V
e´ a energia associada ao problema (1.10.20).
Observac¸a˜o 1.64 Do Corola´rio 1.63 obte´m-se
‖φ′‖2L∞(0,T ;H) + ‖φ‖2L∞(0,T ;V ) ≤ C(|φ1|2H + ‖φ0‖2V + ‖f‖2L1(0,T ;H)).
Sejam x0 ∈ Rn,m(x) = x− x0, x ∈ Rn e R0 = max{‖m(x)‖;x ∈ Ω}. (1.10.21)
No Teorema a seguir, assume-se que Ω e´ estritamente estrelado com respeito
a` origem, isto e´, escolhendo x0 = 0 temos
m · ν ≥ γ > 0, ∀ x sobre Γ, Γ(x0) = Γ, (1.10.22)
onde
Γ0 = Γ(x0) = {x ∈ Γ;m(x) · ν(x) > 0}. (1.10.23)
(Ver J.L. Lions [42] p. 129).
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Considerando-se a translac¸a˜o ξ = x− x0 tem-se que se Ω e´ estritamente estrelado
em relac¸a˜o a um ponto x0, x0 ∈ Ω, enta˜o Ω e´ estritamente estrelado em relac¸a˜o a` origem.
Neste sentido, qualquer conjunto convexo de Rn de interior na˜o vazio satisfaz
(1.10.22). Em particular as bolas do Rn sa˜o estritamente estreladas.
Teorema 1.65 (Desigualdade Inversa) Suponha que f = 0. Seja Eφ a energia associada
ao problema (1.10.20). Para todo T > T0 e para toda soluc¸a˜o fraca φ de (1.10.20) temos a
seguinte desigualdade
Eφ(0) ≤ R0
2(T − T0)
∫ T
0
∫
Γ0
∣∣∣∣∂φ∂ν
∣∣∣∣dΣ, (1.10.24)
onde T0 = 2R0 e R0 e´ definido em (1.10.21).
Na demostrac¸a˜o do Teorema 1.65 usou-se a te´cnica de multiplicadores. A dificul-
dade neste caso, foi escolher um multiplicador hk com a propriedade especial que
−
∫
Q
∂p
∂xi
hkdxdt = 0. (1.10.25)
A escolha especial do campo hk verificando a propriedade (1.10.25) e´ que acarreta a necessi-
dade do aberto Ω satisfazer (1.10.22).
Considere o seguinte problema
z′′ −∆z = −∇p em Q,
div z = 0 em Q,
z = v sobre Σ,
z(0) = z0, z′(0) = z1 em Ω.
(1.10.26)
Definic¸a˜o 1.66 (Soluc¸a˜o ultrafraca) Sejam z0 ∈ H, z1 ∈ V ′, v ∈ Z onde Z = {v ∈
(L2(Σ))n;
∫
Σ
v · ν = 0}. Chama-se soluc¸a˜o ultrafraca do problema misto (1.10.26) a` func¸a˜o
z ∈ L∞(0, T ;H) que satisfaz a` condic¸a˜o:∫ T
0
(z, f)dt = −(z0, θ′(0)) + 〈z′ , θ(0)〉 −
∫ T
0
(
∂θ
∂ν
, v
)
(L2(Γ))n
dt (1.10.27)
para todo f ∈ L1(0, T ;H) com θ soluc¸a˜o do problema retro´grado
θ′′ −∆θ = f −∇p em Q,
div θ = 0 em Q,
θ = 0 sobre Σ,
θ(T ) = θ′(T ) = 0 em Ω.
(1.10.28)
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Diz-se que a soluc¸a˜o ultrafraca de (1.10.26) e´ definida por transposic¸a˜o.
Teorema 1.67 (Existeˆncia e Unicidade de Soluc¸a˜o Ultrafraca) Existe uma e so´
uma soluc¸a˜o ultrafraca z para o problema (1.10.26). Ale´m disso, z satisfaz
‖z‖L∞(0,T ;H) ≤ C(|z0|H + ‖z1‖V ′ + ‖v‖(L2(Σ))n).
Teorema 1.68 (Regularidade da Soluc¸a˜o Ultrafraca) A soluc¸a˜o ultrafraca z de (1.10.26)
satisfaz
z ∈ C([0, T ];H) ∩ C1([0, T ];V ′)
‖z‖L∞(0,T ;H) + ‖z′‖L∞(0,T ;V ′) ≤ C(|z0|H + ‖z1‖V ′ + ‖v‖(L2(Σ))n)
onde C > 0 e´ uma constante que so´ depende de T.
As propriedades de soluc¸a˜o ultrafraca para problemas lineares podem ser encontradas tambe´m
em Lions [45] Cap. III sec¸. 9.
1.11 Ana´lise Microlocal
Iniciamos esta sec¸a˜o anunciando alguns resultados devido a Burq e Ge´rard em [17] e Ge´rard
em [32].
Seja Ω um subconjunto aberto do Rn.
Definic¸a˜o 1.69 Seja m ∈ R. Definimos um s´ımbolo de ordem m em Ω como uma func¸a˜o
a : Ω×Rn → C de classe C∞, com suporte em K ×Rn, onde K e´ um subconjunto compacto
de Ω, que satisfaz a seguinte estimativa: para todo α ∈ Nn, β ∈ Nn, exite uma constante
Cα,β > 0 tal que
|∂αx∂βξ a(x, ξ)| ≤ Cα,β(1 + |ξ|)m−|β|.
Denotamos por Smc (Ω) o espac¸o vetorial dos s´ımbolos de ordem no ma´ximo m em Ω.
1.11 Ana´lise Microlocal 40
Proposic¸a˜o 1.70 Se a ∈ Smc (Ω), a fo´rmula
Au(x) =
∫
Rn
e2piix.ξa(x, ξ)û(ξ)dξ, (1.11.29)
define, para todo u ∈ C∞0 (Ω), um elemento Au de C∞0 (Ω).
A fo´rmula (1.11.29) define uma aplicac¸a˜o linear A : C∞0 (Ω) → C∞0 (Ω), a qual
chamaremos de operador pseudodiferencial de s´ımbolo a. Dizemos que o operador pseu-
dodiferencial A admite um s´ımbolo principal, denotado por σm(A), se existe uma func¸a˜o
am = σm(A) ∈ C∞(Ω × (Rn \ {0})) com suporte, na primeira varia´vel, compacto em
K × (Rn \ {0}) e homogeˆnea de ordem m, na segunda varia´vel, tal que se χ ∈ C∞(Rn)
valendo 0 em uma vizinhanc¸a da origem e 1 fora de um compacto suficientemente grande,
segue que,
a(x, ξ) = am(x, ξ)χ(ξ) + r(x, ξ)
onde r ∈ Sm−1c (Ω × Rn). Nestas condic¸o˜es, am = σm(A) e´ chamado de s´ımbolo principal de
A.
Observe que, no caso em que Ω 6= Rn a aplicac¸a˜o a 7→ A na˜o e´ injetora, isto e´,
um operador pseudodiferencial na˜o e´ definido unicamente por um s´ımbolo, por outro lado e´
poss´ıvel provar a unicidade do s´ımbolo principal.
Apesar de termos definido operadores pseudodiferenciais sobre o espac¸o C∞0 (Ω),
e´ poss´ıvel estender a ac¸a˜o de operadores pseudodiferenciais a espac¸os de Sobolev.
• Considerando K um subconjunto compacto contido em Ω e s ∈ R, denotamos por
HsK(Ω) o espac¸o das distribuic¸o˜es com suporte compacto em K, onde o prolongamento
como 0 fora de Ω esta´ em Hs(Rn). Denotamos por Hscomp(Ω) =
⋃
K
HsK(Ω), onde K e´
tomado sobre todos os compactos de Ω.
• H−1loc (Ω) representa o dual topolo´gico de H1comp(Ω).
Teorema 1.71 Seja a ∈ Smc (Ω × Rd) e seja K a projec¸a˜o sobre Ω do suporte de a. Enta˜o,
para todo real s, o operador definido em (1.11.29) se prolonga de forma u´nica em uma
aplicac¸a˜o linear e cont´ınua de Hscomp(Ω) em H
s−m
K (Ω).
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Vamos introduzir, agora, o conceito de medida microlocal de defeito, para tal, seja
{uk}k∈N uma sequeˆncia limitada em L2loc(Ω), i.e.,
sup
k∈N
∫
K
|uk(x)|2 dx < +∞,
para todo subconjunto compacto K contido em Ω.
Dizemos que uk converge fracamente para u ∈ L2loc(Ω) quando para todo f ∈
L2comp(Ω), tem-se ∫
Ω
uk(x) f(x) dx −→
k→∞
∫
Ω
u(x) f(x) dx.
Teorema 1.72 Seja {uk}k∈N uma sequeˆncia limitada em L2loc(Ω) que converge fracamente
para zero em L2loc(Ω). Enta˜o existe uma subsequeˆncia {uϕ(k)} e uma medida positiva de Radon
µ sobre T 1Ω := Ω × Sn−1 tal que para todo operador pseudodiferencial A de ordem 0 sobre
Ω que admite um s´ımbolo principal σ0(A) e para todo χ ∈ C∞0 (Ω) tal que χσ0(A) = σ0(A),
tem-se (
A(χuϕ(k)), χuϕk
)
L2
−→
k→+∞
∫
Ω×Sn−1
σ0(A)(x, ξ) dµ(x, ξ). (1.11.30)
Definic¸a˜o 1.73 Sob as circunstaˆncias do Teorema 1.72, µ e´ chamada a
medida de defeito microlocal (m.d.m.) da sequeˆncia {uϕ(k)}k∈N.
Observac¸a˜o 1.74 O Teorema 1.72 assegura, que para toda a sequeˆncia limitada {uk}k∈N em
L2loc(Ω) que converge fracamente para zero, a existeˆncia de uma subsequeˆncia admitindo uma
medida de defeito microlocal. Observamos que de (1.11.30), em particular quando A = f ∈
C∞0 (Ω), ∫
Ω
f(x)|uϕ(k)(x)|2 dx→
∫
Ω×Sd−1
f(x) dµ(x, ξ), (1.11.31)
assim uϕ(k) converge fortemente para 0 se, e somente se, µ = 0.
Observac¸a˜o 1.75 Observe que dadas duas sequeˆncias (yk) e (xk) limitadas em L2loc(Ω)
convergindo fraco para zero, podemos associar a estas sequeˆncias, mesmo passando a uma
subsequeˆncia, medidas de defeito microlocais µy e µx, respectivamente. Afirmamos que, se
yk − xk → 0 em L2loc(Ω) enta˜o µy = µx.
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Demonstrac¸a˜o: De fato, dado A um operador pseudodiferencial de ordem zero e χ ∈ C∞0 (Ω)
uma func¸a˜o nas condic¸o˜es do Teorema 1.72 temos
(A(χxk), χxk)→
∫
Ω×Sd−1
σ0(A)dµx
(A(χyk), χyk)→
∫
Ω×Sd−1
σ0(A)dµy
com σ0(A) sendo o s´ımbolo principal de A, isto nos leva a
(A(χxk), χxk)− (A(χyk), χyk) −→
∫
Ω×Sd−1
σ0(A)d(µx − µy). (1.11.32)
Por hipo´tese temos que xk−yk → 0 em L2loc(Ω) e como Aχ e´ um operador cont´ınuo
em L2loc(Ω) pelo Teorema 1.71 temos
A(χ(xk − yk))→ 0 em L2(Ω).
Assim,
(A(χxk), χxk)− (A(χyk), χyk) = (A(χxk), χxk)− (A(χyk), χxk)
+ (A(χyk), χxk)− (A(χyk), χyk)
= (A(χ(xk − yk)), χxk) + (A(χyk), χ(xk − yk))
−→ 0.
(1.11.33)
Assim, pela unicidade do limite, de (1.11.32) e (1.11.33) temos que∫
Ω×Sd−1
σ0(A)d(µx − µy) = 0 para todo A
o que nos leva a concluir que µx − µy = 0 e, portanto, µx = µy.
Teorema 1.76 Seja P um operador diferencial de ordem m sobre Ω e seja {uk} uma sequeˆncia
limitada em L2loc(Ω) que converge fracamente para 0 e admite uma m.d.m. µ. As seguintes
afirmac¸o˜es sa˜o equivalentes:
(i) Puk −→
k→+∞
0 fortemente em H−mloc (Ω) (m > 0).
(ii) supp(µ) ⊂ {(x, ξ) ∈ Ω× Sn−1 : σm(P )(x, ξ) = 0}.
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Teorema 1.77 Seja P um operador diferencial de ordem m sobre Ω, verificando P ∗ = P , e
seja {uk} uma sequeˆncia limitada em L2loc(Ω) que converge fracamente para 0 e admite uma
m.d.m. µ. Vamos assumir que Puk −→
k→+∞
0 fortemente em H1−mloc (Ω). Enta˜o, para toda
func¸a˜o a ∈ C∞(Ω × (Rn)\{0}) de grau 1 −m que e´ homogeˆnia na segunda varia´vel e com
suporte compacto na primeira varia´vel, tem-se∫
Ω×sd−1
{a, p}(x, ξ) dµ(x, ξ) = 0. (1.11.34)
A seguir, apresentaremos algumas ferramentas cla´ssicas referentes ao campo ve-
torial hamiltoniano e suas curvas bicaracter´ısticas no (x, ξ)−espac¸o cotangente para func¸o˜es
reais p(x, ξ).
Definic¸a˜o 1.78 Seja p ∈ C∞(Ω × Rn\{0}) uma func¸a˜o real. Chamamos Hp um campo
Hamiltoniano de p, o seguinte campo de vetores definido em Ω× Rn\{0}:
Hp(x, ξ) =
(
∂p
∂ξ1
(x, ξ), · · · , ∂p
∂ξn
(x, ξ);− ∂p
∂x1
(x, ξ), · · · ,− ∂p
∂xn
(x, ξ)
)
.
A derivada de Lie de uma func¸a˜o f com respeito ao compo Hamiltoniano Hp e´
dado por Hp(f) = {p, f}, onde
{p, f}(x, ξ) =
n∑
j=1
(
∂p
∂ξj
∂f
∂xj
− ∂p
∂xj
∂f
∂ξj
)
.
Uma curva Hamiltoniana de p e´ uma curva integra´vel do campo de vetores
Hp, isto e´, e´ uma soluc¸a˜o maximal s ∈ I 7→ (x(s), ξ(s)) para equac¸o˜es Hamilton-Jacobi{
x˙ = pξ(x, ξ) =
∂p
∂ξ
(x, ξ), ξ˙ = −px(x, ξ) = −∂p
∂x
}
(1.11.35)
onde I e´ um intervalo aberto de R.
Observac¸a˜o 1.79 Da identidade Hpp = 0 segue que a func¸a˜o p mante´m um valor constante
em cada uma de suas curvas Hamiltonianas. Dizemos que tal curva e´ bicaracter´ıstica de
p se esse valor for nulo.
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Observac¸a˜o 1.80 Seja λ uma func¸a˜o C∞ em T 0Ω com valores reais diferentes de zero.
Como
Hλp = λHp + pHλ = λHp se p = 0,
resulta que as bicaracter´ısticas de λp e p concidem (mo´dulo uma reparametrizac¸a˜o).
Podemos agora traduzir os Teoremas (1.76) e (1.77) em termos mais geome´tricos.
Teorema 1.81 Seja P um operador diferencial autoadjunto de ordem m sobre Ω que admite
um s´ımbolo principal p. Seja {uk}k uma sequeˆncia limitada em L2loc(Ω) que converge fraca-
mente para zero, com uma m.d.m. µ. Vamos assumir que Puk converge para 0 em H
−(m−1)
loc .
Enta˜o o suporte de µ, supp(µ), e´ uma unia˜o de curvas do tipo s ∈ I 7→
(
x(s), ξ(s)|ξ(s)|
)
, onde
s ∈ I 7→ (x(s), ξ(s)) e´ uma bicaracter´ıstica de p.
Proposic¸a˜o 1.82 A menos de uma mudanc¸a de varia´veis, as bicaracter´ısticas do s´ımbolo
principal do operador de ondas
p(t, x, τ, ξ) = −ρ(x)τ 2 +K(x) ξ · ξ, ξ = (ξ1, · · · , ξn), (1.11.36)
sa˜o curvas da seguinte forma
t 7→
(
t, x(t), τ,−τ
(
K(x(t))
ρ(x(t))
)−1
x˙(t)
)
,
onde t 7→ x(t) e´ uma geode´sica de me´trica G =
(
K
ρ
)−1
sobre Ω, parametrizado pela abscissa
curvil´ınea.
1.12 Resultados Ba´sicos Acerca da Equac¸a˜o da Onda
Na˜o Linear
Nesta sec¸a˜o enunciamos alguns resultados com relac¸a˜o a` equac¸a˜o da onda sobre variedades
Riemannianas.
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Teorema 1.83 (Estimativas de Strichartz) Seja M uma variedade Riemanniana com-
pacta com bordo de dimensa˜o n ≥ 1. Suponha que (p, q, λ) e (r′, s′, 1 − λ) satisfazem as
condic¸o˜es
1
p
+
n
q
=
n
2
− λ (1.12.37)
tal que
3
p
+
n− 1
q
≤ n− 1
2
, se n ≤ 4 e 1
p
+
1
q
≤ 1
2
se n ≥ 4, (1.12.38)
enta˜o existe uma u´nica soluc¸a˜o u ∈ Lp(0, T ;Lq(Ω))∩C([0, T ];H10 (Ω))∩C1([0, T ];L2(Ω)) para
o problema 
utt −∆gu = G, em Ω×]0, T [,
u = 0 sobre ∂Ω×]0, T [,
u(0) = u0, ut(0) = u1 em Ω.
(1.12.39)
com (r′, s′) sendo o expoente de Ho¨lder dual a (r, s), ale´m disso, temos a seguinte estimativa,
‖u‖Lp([−T,T ];Lq(M)) ≤ C
(‖u0‖Hλ + ‖u1‖Hλ−1 + ‖G‖Lr([−T,T ];Ls(M))) (1.12.40)
com C > 0 uma constante dependendo de M e T e, onde Hλ denota o espac¸o de Sobolev L2
sobre M de ordem λ.
Demonstrac¸a˜o: Ver [11].
No que segue, seja f ∈ C1(R) uma func¸a˜o a valores reais tal que
f(0) = 0, sf(s) ≥ 0, |f(s)| ≤ C(1 + |s|)p, |f ′(s)| ≤ C(1 + |s|)p−1 (1.12.41)
com 1 ≤ p < 5.
Considere o seguinte sistema da onda semilinear posto em um domı´nio limitado
Ω ⊂ R3 com fronteira ∂Ω.
utt −∆gu+ a(x)ut + f(u) = 0, em Ω×]0,∞[,
u = 0, sobre ∂Ω×]0,∞[,
u(0) = u0, ut(0) = u1 em Ω.
(1.12.42)
No que concerne a` boa colocac¸a˜o para o problema (1.12.42) observamos que, consi-
derando (u0, u1) ∈ H10 (Ω)×L2(Ω) a existeˆncia e unicidade de soluc¸o˜es em C([0,∞[;H10 (Ω))∩
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C1([0,∞[;L2(Ω)) segue combinando as estimativas de Strichartz no Teorema 1.83, assim
como podemos encontrar em [34] e [35]. Observe que para o caso da equac¸a˜o da onda com a
na˜o linearidade cr´ıtica, isto e´, p = 5, o resultado provando a existeˆncia e´ devido a [18].
Associado ao problema (1.12.42) consideremos o funcional de energia
Eu(t) =
1
2
(‖ut(t)‖2L2(Ω) + ‖∇gu(t)‖2L2(Ω)) +
∫
Ω
V (u)dx (1.12.43)
onde V (u) =
∫ u
0
f(s)ds ≥ 0, assim e´ simples observar que Eu e´ na˜o crescente.
Lema 1.84 Dados T > 0, (u0, u1) ∈ H10 (Ω)× L2(Ω) e F ∈ L1(0, T ;L2(Ω)) existe uma u´nica
soluc¸a˜o para o problema 
utt −∆gu+ f(u) = F em Ω×]0, T [,
u = 0 sobre ∂Ω×]0, T [,
u(0) = u0, ut(0) = u1 em Ω
(1.12.44)
tal que u ∈ Lq(0, T ;Lr(Ω)) ∩ C([0, T ];H10 (Ω)) ∩ C1([0, T ];L2(Ω)). Ale´m disso, considerando
E0,M1 > 0 duas constantes, para todo (u0, u1) e F tais que Eu(0) ≤ E0 e ‖F‖L1(0,T ;L2(Ω)) ≤
M1, temos a seguinte estimativa
‖u‖Lq(0,T ;Lr(Ω)) ≤ C
(
‖u0‖H10 + ‖u1‖L2 + ‖F‖L1(0,T ;L2(Ω))
)
(1.12.45)
com C = C(T,Ω) > 0, q ∈
[
7
2
,∞
]
e
1
q
+
3
r
=
1
2
. (1.12.46)
Demonstrac¸a˜o: Primeiro, considere (q, r) = (5, 10) e defina
XT ′ = {v ∈ L5(0, T ′;L10(Ω)); ‖v‖L5(0,T ′;L10(Ω)) ≤ CXT ′} (1.12.47)
onde CXT ′ = C
(‖u0‖H10 (Ω) + ‖u1‖L2 + ‖F‖L1(0,T ;L2(Ω)) + 1) > 0 e T ′ > 0 suficientemente
pequeno, a ser determinado. Considerando a topologia induzida por L5(0, T ′;L10(Ω)), temos
que XT ′ e´ um espac¸o me´trico completo. Defina a seguinte aplicac¸a˜o S : v ∈ XT ′ 7→ u =
S(v) ∈ L5(0, T ′;L10(Ω)), onde u e´ a soluc¸a˜o para o problema
utt −∆gu = F − f(v) em Ω×]0, T ′[,
u = 0 sobre ∂Ω×]0, T ′[,
u(0) = u0, ut(0) = u1 em Ω.
(1.12.48)
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Vamos provar que S esta´ bem definida, S : XT ′ → XT ′ e, ale´m disso, S e´ uma
contrac¸a˜o.
Observe que v ∈ L5(0, T ′;L10(Ω)) garante que f(v) ∈ L1(0, T ′;L2(Ω)) e, ale´m
disso,
‖f(v)‖L1(0,T ′;L2(Ω)) ≤ CT ′ 45‖v‖L5tL10x + CT
′ 5
5−pCp−1XT ′ ‖v‖L5tL10x . (1.12.49)
De fato, por hipo´tese, |f(v)| ≤ C(1 + |v|p−1)|v| assim, usando a desigualdade de Ho¨lder e o
fato que p−1
4
< 1 temos,
‖f(v)‖L1(0,T ′;L2(Ω)) ≤ C‖v‖L1tL2x + C‖|v|p−1v‖L1tL2x
≤ CT ′ 45‖v‖L5tL10x + C
∫ T ′
0
‖v‖p−1
L10
p−1
4
‖v‖L10dt
≤ CT ′ 45‖v‖L5tL10x + CT
′ 5
5−p‖v‖p−1
L5tL
10
x
‖v‖L5tL10x
≤ CT ′ 45‖v‖L5tL10x + CT
′ 5
5−pCp−1XT ′ ‖v‖
p−1
L5tL
10
x
o que prova (1.12.49).
Da afirmac¸a˜o acima e tomando T ′ < T temos que F − f(v) ∈ L1(0, T ′;L2(Ω)) e,
enta˜o, pelo Teorema 1.83 segue que u ∈ L5(0, T ′;L10(Ω)) e, ale´m disso,
‖u‖L5(0,T ′;L10(Ω)) ≤ C
(‖u0‖H10 + ‖u1‖L2 + ‖F − f(v)‖L1tL2x)
≤ CXT ′
onde, esta u´ltima desigualdade e´ va´lida considerando T ′ = T ′(‖u0‖H10 , ‖u1‖L2‖F‖L1(0,T ;L2(Ω)) >
0 suficientemente pequeno. O que nos leva a concluir que u ∈ XT ′ . Considerando v, v˜ ∈
XT ′ , u = S(v), u˜ = S(v˜) e pondo U = u− u˜, temos que U e´ soluc¸a˜o de
Utt −∆gU = f(v˜)− f(v) em Ω×]0, T ′[,
U = 0 sobre ∂Ω×]0, T ′[,
U(0) = 0, Ut(0) = 0 em Ω.
Aplicando o Teorema 1.83 junto com a desigualdade de Ho¨lder e a hipo´tese assumida sobre
f,
‖S(v)− S(v˜)‖L5(0,T ′;L10(Ω)) ≤ C‖f(v)− f(v˜)‖L1tL2x
≤ C(T ′ 45 + T ′ 55−p‖v‖L5tL10x + T
′ 5
5−p‖v˜‖L5tL10x )‖v − v˜‖L5tL10x
≤ 1
2
‖v − v˜‖L5tL10x
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para T ′ > 0 suficientemente pequeno. Portanto, podemos concluir que S e´ uma contrac¸a˜o
logo, possui um u´nico ponto fixo u ∈ L5(0, T ′;L10(Ω)) que e´ soluc¸a˜o de (1.12.44), ale´m disso,
‖u‖L5(0,T ′;L10(Ω)) ≤ C
∥∥u0‖H10 + ‖u1‖L2 + ‖F‖L1tL2x + ‖f(u)‖L1tL2x)
≤ C∥∥u0‖H10 + ‖u1‖L2 + ‖F‖L1tL2x)
+ C
(
T
4
5‖u‖L5tL2x + C
p−1
XT ′
T
5
5−p‖u‖L1tL2x
) (1.12.50)
como temos um limitante uniforme, em t, para as normas de u0, u1 e F em H
1
0 (Ω), L
2(Ω)
e L1(0, T ;L2(Ω)), respectivamente, podemos tomar T ′ > 0 suficientemente pequeno, depen-
dendo apenas de E0 e M1 de modo que os termos em (1.12.50) podem ser absorvidos no lado
direito de (1.12.50) donde segue que:
‖u‖L5(0,T ′;L10(Ω)) ≤ C
(‖u0‖H10 + ‖u1‖L2 + ‖F‖L1(0,T ′;L2(Ω))). (1.12.51)
Agora, observe que, argumentando via desigualdade de Gronwall, podemos concluir que esta
soluc¸a˜o e´ u´nica em L5(0, T ′;L10(Ω)), ale´m disso, para todo t ∈ [0, T ′] temos
‖ut(t)‖L2 + ‖u(t)‖H10 ≤ C
(‖u1‖L2 + ‖u0‖H10 + ‖F‖L1(0,T ;L2(Ω))),
isto e´, a norma da soluc¸a˜o na˜o explode em tempo infinito, o que nos permite expandir a
soluc¸a˜o para [0, T ], ale´m disso, supondo F ∈ L1(R;L2(Ω)) temos a soluc¸a˜o pode ser definida
globalmente e, ainda, iterando o processo para obtenc¸a˜o de (1.12.51) podemos obter esta
estimativa para a norma L5L10 no intervalo [0, T ].
Considerando agora (q, r) 6= (5, 10) tal que q ∈ [7
2
,∞] e satisfazendo (1.12.46),
observando primeiro que u ∈ L5(0, T ;L10(Ω)) garante que f(u) ∈ L1(0, T ;L2(Ω)), podemos
aplicar o Teorema 1.83 para obter que u ∈ Lq(0, T ;Lr(Ω)), ale´m disso, para T ′ < T temos
que
‖u‖Lq(0,T ;Lr(Ω)) ≤ C
(‖u0‖H10 + ‖u1‖L2 + ‖F − f(u)‖L1(0,T ′;L2(Ω)))
≤ C(‖u0‖H10 + ‖u1‖L2 + ‖F‖L1(0,T ′;L2(Ω)))
+ CT ′
4
5‖u‖L5(0,T ′;L10(Ω)) + CT ′
5
5−pCp−1XT ′ ‖u‖L5(0,T ′;L10(Ω))
somando esta u´ltima desigualdade, com a desigualdade provada no caso (5, 10) obtemos, para
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uma constante C > 0, possivelmente maior, pore´m que dependa apenas de f, E0,M1 > 0 e Ω
‖u‖Lq(0,T ′;Lr(Ω)) + ‖u‖L5(0,T ′;L10(Ω)) ≤ C
(‖u0‖H10 + ‖u1‖L2 + ‖F‖L1(0,T ′;L2(Ω)))
+ CT ′
4
5‖u‖L5(0,T ′;L10(Ω)) + CT ′
5
5−pCp−1XT ′ ‖u‖L5(0,T ′;L10(Ω))
assim, tomando T ′ > 0 suficientemente pequeno, podemos absorver os termos envolvendo a
norma ‖u‖L5L10 no lado esquerdo desta desigualdade no lado direito, obtendo assim
‖u‖Lq(0,T ′;Lr(Ω)) ≤ ‖u‖Lq(0,T ′;Lr(Ω)) + ‖u‖L5(0,T ′;L10(Ω))
≤ C(‖u0‖H10 + ‖u1‖L2 + ‖F‖L1(0,T ′;L2(Ω)))
provando o resultado para T ′ > 0 suficientemente pequeno, pore´m dependendo somente de
f,M1, E0 > 0 e Ω, podemos iterar este processo para obter (1.12.45) para T > 0.
Vamos ver agora o conceito de sequeˆncia lineariza´vel introduzido por P. Ge´rard
em [33]. Considere (um) uma sequeˆncia de soluc¸o˜es para o problema
umtt −∆gum + f(um) = Fm em Ω×]0,∞[,
um = 0 sobre ∂Ω×]0,∞[,
um(0) = um0 , ut(0) = u
m
1 , em ∈ Ω,
(1.12.52)
com (Ω,g) uma variedade Riemanniana compacta com ou sem bordo e Fm ∈ L1(R+;L2(Ω))
tal que ‖Fm‖L1(R+;L2(Ω)) ≤ C, para algum C > 0, e supondo va´lido a limitac¸a˜o Eum(t) ≤ E0,
para todo m ∈ N. Tal limitac¸a˜o implica que (umt ), (∇gum) sa˜o uniformemente limitadas em
L∞(R+;L2(Ω)). Denote por wm a soluc¸a˜o da equac¸a˜o da onda linear com os mesmos dados
iniciais, isto e´, 
wmtt −∆gwm = 0 em Ω×]0,∞[,
wm = 0 sobre ∂Ω×]0,∞[,
wm(0) = um0 , w
m
t (0) = u
m
1 , em Ω,
(1.12.53)
assim temos que Ewm(t) =
1
2
∫
Ω
|wmt |2 + |∇gwm|2dx e satisfaz Ewm ≤ E0, para todo m ∈ N.
Consequentemente, (wmt ) e (∇gwm) sa˜o limitadas em L∞(R+;L2(Ω)).
Definic¸a˜o 1.85 Sejam (um), (wm) sequeˆncias nas condic¸o˜es acima. Dizemos que (um) e´
lineariza´vel sobre um intervalo compacto I se
sup
t∈I
[ ∫
Ω
|∂t(um − wm)|2dx+
∫
Ω
|∇g(um − wm)|2dx
]
→ 0 (1.12.54)
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quando m→∞.
Observac¸a˜o 1.86 Observe que podemos associar a`s sequeˆncias (umt ), (∇gum) e (wmt ), (∇gwm)
medidas de defeito microlocal µ1, µ2, as quais chamamos de medida de defeito microlocal H
1
associadas a` equac¸a˜o da onda semilinear e linear, respectivamente. De acordo com a Ob-
servac¸a˜o 1.75 temos que µ1 = µ2.
Observac¸a˜o 1.87 Nas condic¸o˜es acima, se
Gm = Fm − f(um)→ 0 (forte) em L1(0, T ;L2(Ω)) (1.12.55)
para algum T > 0, enta˜o a sequeˆncia um e´ lineariza´vel no sentido da Definic¸a˜o 1.85.
Demonstrac¸a˜o: De fato, considere wm uma sequeˆncia de soluc¸o˜es para a equac¸a˜o da onda
linear com os mesmos dados iniciais, isto e´,
wmtt −∆gwm = 0 em Ω×]0, T [,
wm = 0 sobre ∂Ω×]0, T [,
wm(0) = um0 , w
m
t (0) = u
m
1 , em Ω,
assim 
(um − wm)tt −∆g(um − wm) = Gm em Ω×]0, T [,
um − wm = 0 sobre ∂Ω×]0, T [,
(um − wm)(0) = 0, (um − wm)t(0) = 0
e, enta˜o, pela desigualdade de Gronwall obtemos que,
‖∂t(um − wm)(t)‖L2(Ω) + ‖∇g(um − wm)(t)‖L2(Ω) ≤ C
∫
Ω
Gm(t)dt
para todo t ∈ [0, T ], assim, por (1.12.55), temos que
sup
t∈[0,T ]
(
‖∂t(um − wm)‖2L2(Ω) + ‖∇g(um − wm)‖2L2(Ω)
) 1
2
≤ C sup
t∈[0,T ]
(
‖∂t(um − wm)‖L2(Ω)
+ ‖∇g(um − wm)‖L2(Ω)
)
= C
∫ T
0
Gmdt→ 0.
Logo, a sequeˆncia (um) e´ lineariza´vel no sentido da Definic¸a˜o 1.85.
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1.13 Princ´ıpio de Continuac¸a˜o U´nica
Defina
C1(R) = {f ∈ C1(R);∃C > 0 e p ∈ [1, 5[ tal que (1.12.41) e´ verificado} (1.13.56)
e induzimos neste espac¸o a topologia Whitney gerada pela seguinte famı´lia de vizinhanc¸as
Nf,δ = {l ∈ C1(R); max{|f(s)− l(s)|, |f ′(s)− l′(s)|} < δ(s),∀s ∈ R}
onde f e´ qualquer func¸a˜o em C1(R) e δ e´ qualquer func¸a˜o positiva e cont´ınua. Munido com
essa topologia, C1(R) e´ um espac¸o de Baire (veja [36] para a prova deste fato).
Proposic¸a˜o 1.88 Dado E0 ≥ 0, existe B ⊂ C1(R) um conjunto gene´rico tal que, se ω ⊂ Ω
e´ um aberto satisfazendo a condic¸a˜o geome´trica de controle, enta˜o existe T > 0 tal que a
u´nica soluc¸a˜o de ∂
2
t u−∆gu+ f(u) = 0 em Ω× [0, T ],
∂tu = 0 em ω × [0, T ],
(1.13.57)
com Eu(0) ≤ E0 e´ u ≡ 0.
Demonstrac¸a˜o: Ver [36], Teorema 1.2 e Corola´rio 6.2.
A seguir, veremos um resultado de continuac¸a˜o u´nica para sistemas hiperbo´licos
acoplados de segunda ordem com coeficientes e potenciais em L
n+1
2 . Este resultado e´ devido
a Cavalcanti et al. em [26].
Vamos lembrar alguns resultados de propriedade de continuac¸a˜o u´nica para opera-
dores diferenciais. Para tal, usamos as notac¸o˜es de Dos Santos Ferreira em [31] e Koch-Tataru
em [59].
Seja P (x,D) um operador diferencial de segunda ordem do tipo principal real com
coeficientes C∞ e u a soluc¸a˜o da equac¸a˜o diferencial
P (x,D)u+ V (x)u = 0, x ∈ Ω ⊂ Rn (1.13.58)
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onde V ∈ L
n
2
loc e seja S uma hipersuperf´ıcie C
∞ em Rn localmente definida por
S+ = {x ∈ Ω : ψ(x) > ψ(x0)}
S− = {x ∈ Ω : ψ(x) < ψ(x0)}. (1.13.59)
Dizemos que a soluc¸a˜o de (1.13.58) tem continuac¸a˜o u´nica atrave´s da hipersuperf´ıcie S se
quando u se anula sobre um lado S− enta˜o u se anula em toda uma vizinhanc¸a de x0.
Definic¸a˜o 1.89 A hipersuperf´ıcie S = {x ∈ Ω : φ(x) = φ(x0)} e´ dita ser (estritamente)
pseudo-convexa em x0 ∈ Ω com respeito ao operador diferencial do tipo principal real P de
ordem 2 cujo s´ımbolo principal real e´ p sempre que
p(x0, ξ) = Hpφ(x0, ξ) = 0⇒ H2p (x0, ξ) < 0 para todo ξ ∈ Rn.
Usando (Lp − Lp′) estimativas de Carleman, o seguinte resultado e´ provado por
Dos Santos Ferreira em [31].
Proposic¸a˜o 1.90 Seja P (x,D) um operador diferencial de ordem 2, definido em um con-
junto aberto Ω ⊂ Rn, n ≥ 2. Suponha que existe M ≥ 1, uma vizinhanc¸a Ω0 de x0 e uma
func¸a˜o φ ∈ C∞ verificando {x ∈ Ω0 : x 6= x0, φ(x) ≤ φ(x0)} ⊂ S− tal que a estimativa de
Carleman
‖e−τφv‖
L
2n
n−2 ≤ C‖e−τφP (x,D)v‖L 2nn+2 (1.13.60)
vale para todo u ∈ C∞0 (Ω0) e τ ≥M . Enta˜o, se u ∈ H1(Ω) e´ a soluc¸a˜o da equac¸a˜o (1.13.58)
sobre Ω onde V ∈ L
n
2
loc e u se anula sobre S−, enta˜o existe uma vizinhanc¸a de x0 na qual u
se anula.
Inspirado nesta proposic¸a˜o, obtem-se o seguinte resultado:
Proposic¸a˜o 1.91 Sejam P1(x,D) e P2(x,D) dois operadores diferenciais de ordem 2, defi-
nidos sobre um conjunto aberto Ω ⊂ Rn, n ≥ 2. Suponha que existe M ≥ 1, uma vizinhanc¸a
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Ω0 de x0 e uma func¸a˜o φ ∈ C∞ verificando {x ∈ Ω0 : x 6= x0, φ(x) ≤ φ(x0)} ⊂ S− tal que as
seguintes estimativas de Calerman
‖e−τφu‖
L
2n
n−2 ≤ C‖e−τφP1(x,D)u‖L 2nn+2 (1.13.61)
e
‖e−τφv‖
L
2n
n−2 ≤ C‖e−τφP2(x,D)v‖L 2nn+2 (1.13.62)
valem para todo u, v ∈ C∞0 (Ω0) e τ ≥ M . Enta˜o a propriedade de continuac¸a˜o u´nica vale
para a soluc¸a˜o do sistema acoplado{
P1(x,D)u+ V1u = V3v
P2(x,D)v + V2v = V3u,
(1.13.63)
onde V1, V2 e V3 sa˜o elementos de L
n
2
loc.
Demonstrac¸a˜o: Suponha que x0 = 0 e ψ(0) = 0 e seja χ ∈ C∞0 (Ω0) igual a 1 sobre uma
vizinhanc¸a Ω1 de 0. Aplicando a desigualdade de Calerman para a func¸a˜o w1 = χu, w2 = χv
e observando que L
n
2 · L 2nn−2 ⊂ L 2nn+2 , obtemos que
‖e−τφw1‖
L
2n
n−2 . ‖e−τφP1(x,D)w1‖L 2nn+2
. ‖e−τφP1(x,D)(χu)‖
L
2n
n+2
. ‖e−τφ(χP1(x,D)u+ [P1, χ]u)‖
L
2n
n+2
. ‖V3e−τφχv − V1e−τφχu+ e−τφ[P1, χ]u‖
L
2n
n+2
. ‖V3‖Ln2 (K)‖e−τφχv‖L 2nn−2 + ‖V1‖Ln2 (K)‖e
−τφχu‖
L
2n
n−2
+‖e−τφ[P1, χ]u‖
L
2n
n+2
.
onde K = supp(χ) e [P1, χ] = P1χ− χP1. Isto e´,
‖e−τφw1‖
L
2n
n−2 . ‖V3‖Ln2 (K)‖e−τφχv‖L 2nn−2 + ‖V1‖Ln2 (K)‖e
−τφχu‖
L
2n
n−2
+ ‖e−τφ[P1, χ]u‖
L
2n
n+2
.
(1.13.64)
Analogamente,
‖e−τφw2‖
L
2n
n−2 . ‖V3‖Ln2 (K)‖e−τφχu‖L 2nn−2 + ‖V2‖Ln2 (K)‖e
−τφχv‖
L
2n
n−2
+ ‖e−τφ[P2, χ]v‖
L
2n
n+2
.
(1.13.65)
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Somando as desigualdades (1.13.64) e (1.13.65) e organizando os termos, obtemos
‖e−τφχu‖
L
2n
n−2 + ‖e−τφχv‖L 2nn−2 . (‖V1‖Ln2 (K) + ‖V3‖Ln2 (K))‖e
−τφχu‖
L
2n
n−2
+ (‖V2‖Ln2 (K) + ‖V3‖Ln2 (K))‖e−τφχv‖L 2nn−2
+ ‖e−τφ[P1, χ]u‖
L
2n
n+2
+ ‖e−τφ[P2, χ]v‖
L
2n
n+2
.
(1.13.66)
Enta˜o escolhemos χ com suporte suficientemente pequeno tal que os dois primeiros termos
do lado direito de (1.13.66) podem ser absorvidos no lado esquerdo. Assim
‖e−τφχu‖
L
2n
n−2 + ‖e−τφχv‖L 2nn−2 . ‖e
−τφ[P1, χ]u‖
L
2n
n+2
+ ‖e−τφ[P2, χ]v‖
L
2n
n+2
. (1.13.67)
Mas [P1(x,D), χ]u e [P2(x,D), χ]v sa˜o operadores diferenciais cla´ssicos de ordem
1 suportados em suppu ∩ Ω0 \ Ω1 ⊂ {φ > 0} e supp v ∩ Ω0 \ Ω1 ⊂ {φ > 0} onde φ > c > 0,
que implica que
‖e−τφχu‖
L
2n
n−2 + ‖e−τφχv‖L 2nn−2 . e
−τc(‖[P1(x,D), χ]u‖
L
2n
n+2
+ ‖[P2(x,D), χ]v‖
L
2n
n+2
)
. e−τc(‖u‖H1 + ‖v‖H1).
Portanto,
‖e−τ(φ−c)χu‖
L
2n
n−2 + ‖e−τ(φ−c)χv‖L 2nn−2 . ‖u‖H1 + ‖v‖H1 ,
isto e´, ‖e−τ(φ−c)χu‖
L
2n
n−2 +‖e−τ(φ−c)χv‖L 2nn−2 e´ limitado, que imposs´ıvel, a menos que u = v = 0
quando φ < c. Isto completa a prova da continuac¸a˜o u´nica.
Argumentos ana´logos podem ser aplicados para provar a propriedade de con-
tinuac¸a˜o u´nica para sistemas hiperbo´licos acoplados de segunda ordem com coeficientes e
potenciais em L
n+1
2 . De fato, em Koch-Tataru em [59] encontramos o seguinte resultado:
Teorema 1.92 Seja P um operador hiperbo´lico com coeficientes C2. Seja φ uma func¸a˜o
estritamente pseudo-convexa com respeito a P . Enta˜o para toda u compactamente suportada,
temos
‖eτφu‖
L
2(n+1)
n−1 ∩τ− 14H
1
2
τ
. ‖eτφP (x,D)u‖
L
2(n+1)
n+3 +τ
1
4H
− 12
τ
, τ > τ0. (1.13.68)
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Seja X = L
2(n+1)
n−1 e Y = τ−
1
4H
1
2
τ , enta˜o a desigualdade (1.13.68) pode ser reescrita
como
‖eτφu‖X∩Y . ‖eτφP (x,D)u‖X∗+Y ∗ , τ > τ0. (1.13.69)
Note que X∩Y ↪→ X, que implica que X∗ ↪→ X∗+Y ∗. Da desigualdade (1.13.69) deduzimos
que,
‖eτφu‖X . ‖eτφP (x,D)u‖X∗ , τ > τ0. (1.13.70)
Enta˜o, notando que L
n+1
2 · L 2(n+1)n−1 ⊂ L 2(n+1)n+3 , deduzimos o seguinte resultado:
Proposic¸a˜o 1.93 Sejam P1(x,D) e P2(x,D) dois operadores hiperbo´licos de segunda ordem
com coeficientes C2. Seja φ uma func¸a˜o estritamente pseudoconvexa com respeito a P1 e P2.
Enta˜o a propriedade de continuac¸a˜o u´nica vale para toda soluc¸a˜o do sistema acoplado{
P1(x,D)u+ V1u = V3v
P2(x,D)v + V2v = V3u,
(1.13.71)
onde V1, V2 e V3 sa˜o elementos de L
n+1
2 .
Capı´tulo2
Equac¸o˜es Dinaˆmicas de Elasticidade
para Materiais Incompressı´veis com
um Termo de Pressa˜o
Este cap´ıtulo, realizado em parceria com Maria Astudillo, Marcelo Moreira Cavalcanti e
Janaina Pedroso Zanchetta foi publicado em [6].
2.1 Controlabilidade Exata Interna
Seja Ω um subconjunto aberto, limitado e conexo do Rn (n ≥ 2) com fronteira regular Γ.
Seja Q = Ω×]0, T [ um cilindro cuja fronteira lateral e´ dada por Σ = Γ×]0, T [. Neste cap´ıtulo
vamos obter a controlabilidade exata interna para o seguinte sistema:
φ′′ −∆φ = −∇p+ hχω em Q,
div φ = 0 em Q,
φ = 0 sobre Σ,
φ(0) = φ0, φ′(0) = φ1 em Ω,
(2.1.1)
onde ∆φ = (∆φ1, · · · ,∆φn), φ′′ = (φ′′1, · · · , φ′′n), div φ =
∑n
i=1
∂φi
∂xi
e p = p(x, t) e´ o termo de
pressa˜o. Ale´m disso, ω ⊂ Ω e χω e´ a func¸a˜o caracter´ıstica de ω onde ω e´ uma vizinhanc¸a da
fronteira Γ satisfazendo a condic¸a˜o geome´trica de controle.
Observac¸a˜o 2.1 Neste cap´ıtulo vamos trabalhar com os espac¸os V e H caracterizados na
Sec¸a˜o 1.8.
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Observac¸a˜o 2.2 Repetidos ı´ndices indicam o somato´rio de 1 a n.
Vamos assumir que ω e´ um subconjunto na˜o vazio de Ω tal que existe um aberto
O ⊂ Rn, O sendo uma vizinhanc¸a de Γ e ω = Ω ∩ O.
Assumiremos tambe´m que Ω e´ estrelado com relac¸a˜o a` origem, isto e´, existe γ > 0
tal que escolhendo x0 = 0 temos
m · ν ≥ γ > 0, ∀ x sobre Γ, Γ(x0) = Γ. (2.1.2)
(Ver Sec¸a˜o 1.10 para mais detalhes).
Sabemos que para obter a controlabilidade exata interna para o problema (2.1.1)
e´ suficiente obter as desigualdades direta e inversa para o problema
φ′′ −∆φ = −∇p em Q,
div φ = 0 em Q,
φ = 0 sobre Σ,
φ(0) = φ0, φ′(0) = φ1 em Ω.
(2.1.3)
Observac¸a˜o 2.3 Como observado em Simon [56], para dados iniciais regulares o problema
(2.1.3) e´ equivalente ao problema{
φ′′ + Aφ = 0 em Q,
φ(0) = φ0, φ′(0) = φ1 em Ω,
(2.1.4)
onde A e´ o operador de Stokes definido em (1.9.18).
Demonstrac¸a˜o: De fato, para v ∈ V, temos que
〈φ′′, v〉V ′,V + 〈Aφ, v〉V ′,V = 0.
Como v ∈ V ⊂ H, obtemos como em (1.9.19),
〈Aφ, v〉V ′,V =
n∑
i=1
〈−∆φi, vi〉H−1,H10 .
Segue enta˜o que
0 =
n∑
i=1
〈
φ′′i (t)−∆φi(t), vi
〉
H−1,H10
.
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Seja
Li = φ
′′
i (t)−∆φi(t),
enta˜o Li ∈ H−1(Ω).
Seja
L(v) =
n∑
i=1
〈Li, vi〉H−1,H10 ,
enta˜o L ∈ (H−1(Ω))n e, ale´m disso, L(v) = 0, ∀ v ∈ V q.s. em ]0, T [. Assim, pelo Lema
1.42 existe p(t) ∈ L20(Ω) tal que
L = φ′′(t)−∆φ(t) = −∇p.
2.1.1 Desigualdades Direta e Inversa
Nesta subsec¸a˜o vamos obter as desigualdades direta e inversa para o problema (2.1.3) que
e´ suficiente para aplicar o me´todo HUM (Hilbert Uniqueness Method) a fim de obter a
controlabilidade exata interna para o problema (2.1.1). Para isto, usaremos a te´cnica de
multiplicadores.
Definic¸a˜o 2.4 A energia associada ao problema (2.1.3) e´ definida por
E(t) =
1
2
|φ′(t)|2H +
1
2
‖φ(t)‖2V , ∀ t ∈ [0, T ]. (2.1.5)
Teorema 2.5 Sejam {φ0, φ1} ∈ H×V ′ e φ a soluc¸a˜o ultra fraca do problema (2.1.3). Enta˜o
existe uma constante C > 0 tal que∫ T
0
∫
ω
|φ|2dxdt ≤ C
[
|φ0|2H + ‖φ1‖2V ′
]
. (2.1.6)
Demonstrac¸a˜o: Como φ e´ a soluc¸a˜o ultrafraca para o problema (2.1.3), enta˜o pelas
propriedades de soluc¸a˜o ultrafraca para problemas lineares, (veja Teorema 1.68), existe C > 0
tal que
‖φ‖2L∞(0,T ;H) + ‖φ′‖2L∞(0,T ;V ′) ≤ C
[
|φ0|2H + ‖φ1‖2V ′
]
. (2.1.7)
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Pela imersa˜o L∞(0, T ;H) ↪→ L2(0, T ;H) e de (2.1.7) obtemos∫ T
0
∫
ω
|φ|2 dxdt ≤
∫ T
0
∫
Ω
|φ|2 dxdt
= ‖φ‖2L2(0,T ;H)
≤ C ‖φ‖2L∞(0,T ;H)
≤ C(‖φ‖2L∞(0,T ;H) + ‖φ′‖2L∞(0,T ;V ′))
≤ C(∥∥φ0∥∥2
H
+
∥∥φ1∥∥2
V ′).
Observac¸a˜o 2.6 Como estabelecido em J.L.Lions [42], (Cap. I, Lema 3.7), se φ ∈ (H10 (Ω)∩
H2(Ω))n, enta˜o
∂φi
∂xk
= νk
∂φi
∂ν
sobre Γ; ∀i, k ∈ {1, · · · , n}. (2.1.8)
Ale´m disso, se div φ = 0 em Ω, enta˜o como em J.L.Lions [42] (Cap. II, sec¸. 5) temos
∂φ
∂ν
· ν = 0 sobre Γ (2.1.9)
e, consequentemente,
νi
∂φi
∂xk
= νiνk
∂φi
∂ν
= 0 sobre Γ. (2.1.10)
Teorema 2.7 Sejam {φ0, φ1} ∈ H × V ′ e φ a soluc¸a˜o ultra fraca do problema (2.1.3). Con-
sidere T > T0, onde T0 = 2R0. Enta˜o, existe uma constante C = C(T0) > 0 tal que
|φ0|2H + ‖φ1‖2V ′ ≤ C
∫ T
0
∫
ω
|φ|2dxdt. (2.1.11)
Demonstrac¸a˜o: Suponha que se tenha a seguinte estimativa
‖θ0‖2V + |θ1|2H ≤ C
∫ T
0
∫
ω
|θ′|2dxdt, (2.1.12)
onde θ e´ a soluc¸a˜o do problema (2.1.3) com dados iniciais {θ0, θ1} ∈ V × H. Enta˜o temos
o resultado desejado. De fato, tome {φ0, φ1} ∈ H × V ′. Desde que −φ1 ∈ V ′ e o operador
−∆ : V −→ V ′ e´ um isomorfismo isome´trico, existe η ∈ V tal que
−∆η = −φ1. (2.1.13)
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Defina
ψ(t) =
∫ t
0
φ(s)ds+ η, (2.1.14)
onde η satisfaz (2.1.13) e φ e´ a soluc¸a˜o do problema
φ′′ −∆φ = −∇( ∂
∂t
p) em Q,
div φ = 0 em Q,
φ = 0 sobre Σ,
φ(0) = φ0, φ′(0) = φ1 em Ω.
(2.1.15)
Enta˜o temos que ψ e´ a soluc¸a˜o para o problema
ψ′′ −∆ψ = −∇p em Q,
divψ = 0 em Q,
ψ = 0 sobre Σ,
ψ(0) = η, ψ′(0) = φ0 em Ω.
(2.1.16)
De fato, integrando (2.1.15)1 de 0 a t, obtemos
−∇p =
∫ t
0
φ′′(s)ds−
∫ t
0
∆φ(s)ds (2.1.17)
= φ′(t)− φ′(0)−∆
∫ t
0
φ(s)ds
= φ′(t)− φ1 −∆
∫ t
0
φ(s)ds
= ψ′′(t)−∆η −∆
∫ t
0
φ(s)ds
= ψ′′(t)−∆
(∫ t
0
φ(s)ds+ η
)
= ψ′′(t)−∆ψ(t).
As demais condic¸o˜es sa˜o verificadas trivialmente.
De (2.1.12) e (2.1.16) temos que
‖η‖2V + |φ0|2H ≤ C
∫ T
0
∫
ω
|ψ′|2dxdt,
ou, equivalentemente,
‖φ1‖2V ′ + |φ0|2H ≤ C
∫ T
0
∫
ω
|φ|2dxdt.
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Dessa forma, basta provar a estimativa (2.1.12). Faremos isso em va´rios passos.
Seguiremos os mesmos passos de como e´ feito para a equac¸a˜o da onda em J.L. Lions [42],
(Cap. I).
Lema 2.8 Seja m ∈ (C1(Ω))n. Enta˜o, para toda soluc¸a˜o regular de (2.1.3), a seguinte iden-
tidade e´ verificada
〈∇p,m · ∇φ〉L2(Q)n = 〈∇p, φ · ∇m〉L2(Q)n − 〈∇p, φ(divm)〉L2(Q)n .
Demonstrac¸a˜o: Considere
X = −
∫ T
0
∫
Ω
∂p
∂xi
mk
∂φi
∂xk
dxdt.
Integrando por partes com respeito a xk e usando o fato que φ = 0 sobre Σ,
obtemos
X =
∫ T
0
∫
Ω
∂
∂xk
(
∂p
∂xi
·mk
)
· φidxdt
=
∫ T
0
∫
Ω
∂2p
∂xi∂xk
mkφidxdt+
∫ T
0
∫
Ω
∂p
∂xi
∂mk
∂xk
φidxdt.
Integrando por partes a primeira integral, com respeito a xi, obtemos∫ T
0
∫
Ω
∂2p
∂xi∂xk
mkφidxdt = −
∫ T
0
∫
Ω
∂p
∂xk
∂mk
∂xi
φidxdt−
∫ T
0
∫
Ω
∂p
∂xk
mk
∂φi
∂xi
dxdt.
Como div φ = 0 sobre Q, conclu´ımos que∫ T
0
∫
Ω
∂2p
∂xi∂xk
mkφidxdt = −
∫ T
0
∫
Ω
∂p
∂xk
∂mk
∂xi
φidxdt.
Portanto,
X = −
∫ T
0
∫
Ω
∂p
∂xk
∂mk
∂xi
φidxdt+
∫ T
0
∫
Ω
∂p
∂xi
∂mk
∂xk
φidxdt,
como quer´ıamos.
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Observac¸a˜o 2.9 Para T > T0 = 2R0, pelo Teorema 1.65, existe uma constante C =
C(T0) > 0 tal que a seguinte desigualdade e´ verificada
Eθ(0) ≤ C
∫ T
0
∫
Γ0
∣∣∣∣∂θ∂ν
∣∣∣∣2dΓdt, (2.1.18)
onde θ e´ soluc¸a˜o fraca do problema (2.1.3) sujeita aos dados iniciais {θ0, θ1} ∈ V × H e
Γ0 = Γ(x0) definido em (1.10.23).
Observamos ainda que no Teorema 1.65 e´ preciso ter a hipo´tese (2.1.2) que diz
que Ω deve ser estritamente estrelado em relac¸a˜o a` origem. Aqui e´ onde dependemos desta
hipo´tese.
Lema 2.10 Sejam T > T0 e ε > 0 tais que T − 2ε > T0. Seja θ a soluc¸a˜o do problema
(2.1.3) sujeita aos dados iniciais {θ0, θ1} ∈ V ×H. Enta˜o, existe C = C(T0) > 0 tal que
Eθ(0) ≤ C
∫ T−ε
ε
∫
Γ0
∣∣∣∣∂θ∂ν
∣∣∣∣2dΓdt. (2.1.19)
Demonstrac¸a˜o: Como θ e´ a soluc¸a˜o fraca do problema (2.1.3), θ ∈ C([0, T ], V ) ∩
C1([0, T ], H) ∩ C2([0, T ], V ′). Em particular,
θ′′ −∆θ = −∇p em C([0, T − 2ε], V ′),
div θ = 0 em Ω×]0, T − 2ε[,
θ = 0 sobre Γ×]0, T − 2ε[,
θ(0) = θ0, θ′(0) = θ1 em Ω.
(2.1.20)
Pela Observac¸a˜o 2.9 e (2.1.20) temos que
Eθ(0) ≤ C
∫ T−2ε
0
∫
Γ0
∣∣∣∣∂θ∂ν
∣∣∣∣2dΓdt. (2.1.21)
Seja 0 ≤ t ≤ T − 2ε enta˜o ε ≤ t + ε ≤ T − ε < T e definamos η(t) = θ(t + ε) e
∇q = ∇p(x, t+ ε). Enta˜o,
η′′ −∆η = −∇q em C([0, T − 2ε], V ′),
div η = 0 em Ω×]0, T − 2ε[,
η = 0 sobre Γ×]0, T − 2ε[,
η(0) = θ(ε), η′(0) = θ′(ε) em Ω,
(2.1.22)
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assim, analogamente a (2.1.21), obtemos
Eη(0) ≤ C
∫ T−2ε
0
∫
Γ0
∣∣∣∣∂η∂ν
∣∣∣∣2dΓdt. (2.1.23)
Como Eη(0) = Eθ(ε) = Eθ(0) obtemos
Eθ(0) ≤ C
∫ T−2ε
0
∫
Γ0
∣∣∣∣∂η∂ν (x, t)
∣∣∣∣2 dΓdt, (2.1.24)
enta˜o fazendo mudanc¸a de varia´veis s = t+ ε em (2.1.24),
Eθ(0) ≤ C
∫ T−ε
ε
∫
Γ0
∣∣∣∣∂η∂ν (x, s− ε)
∣∣∣∣2 dΓds.
Portanto,
Eθ(0) ≤ C
∫ T−ε
ε
∫
Γ0
∣∣∣∣∂θ∂ν (x, s)
∣∣∣∣2dΓds.
Fixe T > T0 e ε > 0 tais que T − 2ε > T0. Considere h ∈ (C1(Ω))n tal que
h · ν ≥ 0 para cada x ∈ Γ,
h = ν sobre Γ0,
h = 0 em Ω \ ω.
Seja η ∈ C1(0, T ) tal que η(0) = η(T ) = 0 e η(t) = 1 em ]ε, T − ε[.
Defina r(x, t) = η(t)h(x) o qual pertence a [W 1,∞(Q)]n e satisfaz
r(x, t) = ν(x), para cada (x, t) ∈ Γ0×]ε, T − ε[,
r(x, t) · ν(x) ≥ 0, para cada (x, t) ∈ Γ×]0, T [,
r(x, 0) = r(x, T ) = 0, para cada x ∈ Ω,
r(x, t) = 0, para cada (x, t) ∈ (Ω \ ω)×]0, T [.
(2.1.25)
Lema 2.11 Sejam T > T0 e ε > 0 tais que T−2ε > T0. Seja θ a soluc¸a˜o do problema (2.1.3)
sujeita aos dados iniciais {θ0, θ1} ∈ V ×H. Enta˜o, existe C = C(T0) > 0 tal que
Eθ(0) ≤ C
∫ T−ε
ε
∫
ω
|θ|2 + |θ′|2 + |∇θ|2dxdt, (2.1.26)
onde ∇θ significa  ∂θ1∂x1 · · · ∂θn∂x1· · · · ·
∂θ1
∂xn
· · · ∂θn
∂x1
 . (2.1.27)
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Demonstrac¸a˜o: Inicialmente consideramos dados regulares, e obtemos o resultado geral
usando argumentos de densidade. Compondo a equac¸a˜o θ′′ − ∆θ = −∇p com r · ∇θ e
integrando em [0, T ], obtemos
1
2
∫ T
0
∫
Γ
r · ν
∣∣∣∣∂θ∂ν
∣∣∣∣2dΓdt = 12
∫ T
0
∫
Ω
(div r)(|θ′|2 − |∇θ|2)dxdt+
∫ T
0
∫
Ω
∂θi
∂xj
∂rk
∂xj
∂θi
∂xk
dxdt
−
∫ T
0
∫
Ω
θ′ir
′
k
∂θi
∂xk
dxdt+
∫ T
0
∫
Ω
∂p
∂xi
rk
∂θi
∂xk
dxdt. (2.1.28)
De fato, note que∫ T
0
(θ′′, r · ∇θ)dt−
∫ T
0
(∆θ, r · ∇θ)dt = −
∫ T
0
(∇p, r · ∇θ)dt. (2.1.29)
Denotando
J1 :=
∫ T
0
(θ′′, r · ∇θ)dt.
J2 := −
∫ T
0
(∆θ, r · ∇θ)dt.
J3 := −
∫ T
0
(∇p, r · ∇θ)dt.
A seguir, vamos estimar estes termos.
Usando integrac¸a˜o por partes e as propriedades da func¸a˜o r(x, t) definida em
(2.1.25), deduzimos sobre J1,
J1 =
∫ T
0
(θ′′, r · ∇θ)dt = (θ′i, rk∇θi)|T0︸ ︷︷ ︸
=0
−
∫ T
0
∫
Ω
θ′i
(
rk
∂θi
∂xk
)′
dxdt
= −
∫ T
0
∫
Ω
θ′ir
′
k
∂θi
∂xk
dxdt−
∫ T
0
∫
Ω
θ′irk
∂θ′i
∂xk
dxdt︸ ︷︷ ︸
J˜1
.
Pelo Lema de Gauss segue que∫
Ω
∂
∂xk
(
θ
′2
i rk
)
dx =
∫
Γ
θ
′2
i rkνkdΓ.
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Observe que θ′i(x, t) = lim
h→0
1
h
[θi(x, t + h) − θi(x, t)] e θi(x, t) = 0 sobre Σ. Assim, para
0 < t+ h < T, tem-se que θi(x, t+ h) = 0 o que implica que θ
′
i(x, t) = 0 sobre Σ.
Portanto, deduzimos que
J˜1 := −1
2
∫ T
0
∫
Ω
θ
′2
i
∂rk
∂xk
dxdt.
Dessa forma,
J1 = −
∫ T
0
∫
Ω
r′k
∂θi
∂xk
θ′idxdt+
1
2
∫ T
0
∫
Ω
θ
′2
i
∂rk
∂xk
dxdt
= −
∫ T
0
(θ′, r′ · ∇θ)dt+ 1
2
∫ T
0
∫
Ω
|θ′|2 div r dxdt.
(2.1.30)
Sobre o termo J2, temos
J2 = −
∫ T
0
(∆θ, r · ∇θ)dt = −
∫ T
0
∫
Ω
∂2θi
∂x2j
rk
∂θi
∂xk
dxdt.
Do Lema de Gauss, tem-se∫
Ω
∂
∂xj
(
∂θi
∂xj
rk
∂θi
∂xk
)
dx =
∫
Γ
rk
∂θi
∂xk
∂θi
∂xj
νjdΓ.
Dessa forma, usando (2.1.8), temos
J2 =
∫ T
0
∫
Ω
∂θi
∂xj
∂
∂xj
(
rk
∂θi
∂xk
)
dxdt︸ ︷︷ ︸
J˜2
−
∫ T
0
∫
Γ
rk
∂θi
∂xk
∂θi
∂ν
dΓdt. (2.1.31)
Observe que
J˜2 :=
∫ T
0
∫
Ω
∂θi
∂xj
∂rk
∂xj
∂θi
xk
dxdt+
1
2
∫ T
0
∫
Ω
rk
∂
∂xk
[(
∂θi
∂xj
)2]
dxdt︸ ︷︷ ︸
J˜2
. (2.1.32)
Novamente pelo Lema de Gauss, tem-se∫
Ω
∂
∂xk
(
rk
(
∂θi
∂xj
)2)
dx =
∫
Γ
rkνk
(
∂θi
∂xj
)2
dΓ. (2.1.33)
Por (2.1.8) e (2.1.33), deduzimos que
˜˜
J2 :=
1
2
∫ T
0
∫
Γ
rkνk
(
∂θi
∂ν
)2
dΓdt− 1
2
∫ T
0
∫
Ω
∂rk
∂xk
(
∂θi
∂xj
)2
dxdt. (2.1.34)
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Portanto, de (2.1.31), (2.1.32), (2.1.34), temos que
J2 =
∫ T
0
∫
Ω
∂θi
∂xj
∂rk
∂xj
∂θi
xk
dxdt+
1
2
∫ T
0
∫
Γ
rkνk
(
∂θi
∂ν
)2
dΓdt
− 1
2
∫ T
0
∫
Ω
∂rk
∂xk
(
∂θi
∂xj
)2
dxdt−
∫ T
0
∫
Γ
rk
∂θi
∂xk
∂θi
∂ν
dΓdt.
(2.1.35)
Note que por (2.1.8)∫
Γ
rk
∂θi
∂xk
∂θi
∂ν
dΓdt =
∫
Γ
rkνk
∂θi
∂ν
∂θi
∂ν
dΓ =
∫
Γ
r · ν
∣∣∣∣∂θ∂ν
∣∣∣∣2dΓ.
Portanto,
J2 =
∫ T
0
∫
Ω
∂θi
∂xj
∂rk
∂xj
∂θi
xk
dxdt− 1
2
∫ T
0
∫
Γ
rν
∣∣∣∣∂θi∂ν
∣∣∣∣2dΓdt
− 1
2
∫ T
0
∫
Ω
div r |∇θ|2 dxdt.
(2.1.36)
Para o termo J3, temos
J3 = −
∫ T
0
(∇p, r · ∇θ)dt = −
∫ T
0
∫
Ω
∂p
∂xi
rk
∂θi
∂xk
dxdt. (2.1.37)
Portanto, de (2.1.29), (2.1.30), (2.1.36) e (2.1.37) conclu´ımos que
1
2
∫ T
0
∫
Γ
(r · ν)
∣∣∣∣∂θ∂ν
∣∣∣∣2dΓdt = 12
∫ T
0
∫
Ω
(div r)(|θ′|2 − |∇θ|2)dxdt−
∫ T
0
(θ′, r′ · ∇θ)dt
+
∫ T
0
∫
Ω
∂θi
∂xj
∂rk
∂xj
∂θi
∂xk
dxdt+
∫ T
0
∫
Ω
∂p
∂xi
rk
∂θi
∂xk
dxdt. (2.1.38)
Note que pelo Lema 2.8, temos que∫ T
0
∫
Ω
∂p
∂xi
rk
∂θi
∂xk
dxdt = 〈∇p, θ · ∇r − θ(div r)〉H−1(Q)n,H10 (Q)n . (2.1.39)
Portanto, pelas propriedades de r(x, t), majorac¸o˜es apropriadas e pela desigual-
dade de Young, obtemos∣∣∣∣ ∫ T
0
∫
Ω
∂p
∂xi
rk
∂θi
∂xk
dxdt
∣∣∣∣ ≤ δ‖∇p‖2H−1(Q)n + Cδ ∫ T
0
∫
ω
|θ|2 + |θ′|2 + |∇θ|2dxdt.
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Da mesma forma, utilizando novamente as propriedades de r(x, t), obtemos de
(2.1.38)
1
2
∫ T
0
∫
Γ
(r · ν)
∣∣∣∣∂θ∂ν
∣∣∣∣2dΓdt ≤ [δ‖∇p‖2H−1(Q)n
+ C
∫ T
0
∫
ω
|θ|2 + |θ′|2 + |∇θ|2dxdt
]
.
(2.1.40)
Portanto, pelo Lema 2.10 e (2.1.40) temos
Eθ(0) ≤ 1
2
∫ T−ε
ε
∫
Γ0
∣∣∣∣∂θ∂ν
∣∣∣∣2dΓdt = 12
∫ T−ε
ε
∫
Γ0
(r · ν)
∣∣∣∣∂θ∂ν
∣∣∣∣2dΓdt
≤ 1
2
∫ T
0
∫
Γ
(r · ν)
∣∣∣∣∂θ∂ν
∣∣∣∣2dΓdt (2.1.41)
≤ δ‖∇p‖2H−1(Q)n + C
∫ T
0
∫
ω
|θ|2 + |θ′|2 + |∇θ|2dxdt.
Usando o fato de que ‖∇p‖2H−1(Q)n ≤ CEθ(0), por (2.1.41) e escolhendo δ sufici-
entemente pequeno, temos
Eθ(0) ≤ C
∫ T
0
∫
ω
|θ|2 + |θ′|2 + |∇θ|2dxdt.
Como a desigualdade acima e´ va´lida para todo T > T0, em particular vale para
T − 2ε, procendendo como na demonstrac¸a˜o do Lema 2.10, temos o resultado desejado.
Observac¸a˜o 2.12 De acordo com o Lema 2.3 em J.L Lions [42], podemos construir uma
vizinhanc¸a ωˆ de Γ0 tal que Ω ∩ ωˆ ⊂ ω e podemos construir um campo vetorial rˆ para wˆ.
Enta˜o, obtemos analogamente, que
Eθ(0) ≤ C
∫ T−ε
ε
∫
ωˆ
|θ|2 + |θ′|2 + |∇θ|2dxdt.
Consideremos agora, uma func¸a˜o r = r(x, t) ∈ W 1,∞(Q) que satisfaz
r(x, t) ≥ 0, para cada (x, t) ∈ Ω×]0, T [,
r(x, t) = 1, para cada (x, t) ∈ ωˆ×]ε, T − ε[,
r(x, t) = 0, para cada (x, t) ∈ (Ω \ ω)×]0, T [,
0 < r(x, t) < 1, para cada (x, t) ∈ (ω \ ωˆ)×]0, T [ e ωˆ × (]0, ε] ∪ [T − ε, T [),
r(x, 0) = r(x, T ) = 0, para cada x ∈ Ω,
|∇r|2
r
∈ L∞(ω×]0, T [ ).
(2.1.42)
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A func¸a˜o r pode ser escolhida como segue r(x, t) = ρ2(x)η(t) onde η ∈ C1(0, T ) e
satisfaz 
η(0) = η(T ) = 0,
η(t) = 1, em ]ε, T − ε[,
0 < η(t) < 1, em ]0, ε[ ∪ ]T − ε, T [,
e ρ ∈ C1(Ω) satisfaz 
ρ(x) = 1, para cada x ∈ ωˆ,
ρ(x) = 0, para cada x ∈ Ω \ ω,
0 < ρ(x) < 1, para cada x ∈ ω \ ωˆ.
Proposic¸a˜o 2.13 Considere T > T0 e ε > 0 tais que T − 2ε > T0 e θ a soluc¸a˜o do problema
(2.1.3) sujeita aos dados iniciais {θ0, θ1} ∈ V ×H. Enta˜o, existe uma constante C = C(T0) >
0 tal que
Eθ(0) ≤ C
∫ T
0
∫
ω
|θ′|2 + |θ|2dxdt. (2.1.43)
Demonstrac¸a˜o: Inicialmente consideramos dados iniciais regulares e obtemos o caso geral
usando argumentos de densidade. Compondo a equac¸a˜o θ′′−∆θ = −∇p com rθ e integrando
por partes em [0, T ], obtemos∫ T
0
∫
Ω
θ′′i rθidxdt−
∫ T
0
∫
Ω
∆θirθidxdt = −
∫ T
0
∫
Ω
∂p
∂xi
rθidxdt. (2.1.44)
Denote por
I1 :=
∫ T
0
∫
Ω
θ′′i rθidxdt.
I2 := −
∫ T
0
∫
Ω
∆θirθidxdt.
I3 := −
∫ T
0
∫
Ω
∂p
∂xi
rθidxdt.
Usando as propriedades da func¸a˜o r(x, t) definida em (2.1.42) e fazendo uso da
igualdade (θ′i, rθi)
′ = (θ′′i , rθi) + (θ
′
i, r
′θi) + (θ′i, rθ
′
i), temos que I1 pode ser estimado como
2.1 Controlabilidade Exata Interna 69
segue
I1 =
∫ T
0
∫
Ω
θ′′i rθidxdt
=
∫ T
0
(θ′i, rθi)
′dt︸ ︷︷ ︸
=0
−
∫ T
0
∫
Ω
θ′ir
′θidxdt−
∫ T
0
∫
Ω
θ′irθ
′
idxdt
= −
∫ T
0
∫
Ω
θ′ir
′θidxdt−
∫ T
0
∫
Ω
θ′irθ
′
idxdt. (2.1.45)
Observe que usando o Lema de Gauss tem-se
I2 = −
∫ T
0
∫
Ω
∆θirθidxdt
=
∫ T
0
∫
Ω
∇θi∇(rθi)dxdt−
∫ T
0
∫
Γ
r
∂θi
∂ν
θidΓdt
= (∗).
(2.1.46)
Mas ∫ T
0
∫
Γ
r
∂θi
∂ν
θidΓdt = 0,
pois θ = 0 em Σ assim,
(∗) =
∫ T
0
∫
Ω
∇θi∇(rθi)dxdt
=
∫ T
0
∫
Ω
∇θi[(∇r)θi + r∇θi]dxdt
=
∫ T
0
∫
Ω
∇θi(∇r)θi + r|∇θi|2dxdt.
(2.1.47)
Dessa forma, por (2.1.46) e (2.1.47) conclu´ımos que I2 verifica
I2 =
∫ T
0
∫
Ω
∇θi(∇r)θi + r|∇θi|2dxdt. (2.1.48)
Substituindo (2.1.45), (2.1.48) em (2.1.44), obtemos∫ T
0
∫
Ω
r|∇θi|2dxdt =
∫ T
0
∫
Ω
r|θ′i|2dxdt+
∫ T
0
∫
Ω
r′θ′iθidxdt (2.1.49)
−
∫ T
0
∫
Ω
∇θi(∇r)θidxdt−
∫ T
0
∫
Ω
∂p
∂xi
rθidxdt.
Vamos estimar cada um dos termos separadamente.
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Pelas propriedades de r(x, t), majorac¸o˜es apropriadas e pela desigualdade de
Young, obtemos que ∫ T
0
∫
Ω
r′θ′iθidxdt ≤ C
∫ T
0
∫
Ω
(|θ′i|2 + |θi|2)dxdt. (2.1.50)
Fazendo uso da desigualdade ab ≤ 1
2
a2 + 1
2
b2, podemos escrever∣∣∣∣ ∫ T
0
∫
Ω
∇θi(∇r)θidxdt
∣∣∣∣ = ∣∣∣∣ ∫ T
0
∫
Ω
r
1
2∇θi∇r
r
1
2
θidxdt
∣∣∣∣ (2.1.51)
≤ 1
2
∫ T
0
∫
Ω
r|∇θi|2dxdt+ 1
2
∫ T
0
∫
Ω
|∇r|2
r
|θi|2dxdt.
Pela desigualdade de Cauchy-Schwarz e pela desigualdade de Young temos que∫ T
0
∫
Ω
∂p
∂xi
rθidxdt ≤ δ‖p‖2H−1(0,T ;L2(Ω)n) + Cδ‖rθ‖2H10 (0,T ;L2(Ω)n) (2.1.52)
para cada δ > 0.
Combinando (2.1.50), (2.1.51) e (2.1.52), obtemos∫ T
0
∫
ω
r|∇θi|2dxdt ≤ C
∫ T
0
∫
ω
|θ′i|2 + |θi|2dxdt + δ‖p‖2H−1(0,T ;L2(Ω)n). (2.1.53)
Entretanto,∫ T−ε
ε
∫
ωˆ
|∇θi|2dxdt =
∫ T−ε
ε
∫
ωˆ
r|∇θi|2dxdt ≤
∫ T
0
∫
ω
r|∇θi|2dxdt. (2.1.54)
Dessa forma, de (2.1.53) e (2.1.54), obtemos∫ T−ε
ε
∫
ωˆ
|∇θi|2dxdt ≤ C
∫ T
0
∫
ω
|θ′i|2 + |θi|2dxdt+ δ‖p‖2H−1(0,T ;L2(Ω)n). (2.1.55)
Da Observac¸a˜o 2.12 e por (2.1.55), obtemos
Eθ(0) ≤ C
∫ T
0
∫
ω
|θ′|2 + |θ|2dxdt+ δ‖p‖2H−1(0,T ;L2(Ω)n). (2.1.56)
Por (2.1.56) e escolhendo δ suficientemente pequeno temos
Eθ(0) ≤ C
∫ T
0
∫
ω
|θ′|2 + |θ|2dxdt. (2.1.57)
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Nosso objetivo e´ estimar o u´ltimo termo no lado direito de (2.1.43). A fim de
obter isto, vamos considerar a seguinte Proposic¸a˜o:
Proposic¸a˜o 2.14 Sejam T > T0 e ε > 0 tais que T − 2ε > T0, ω uma vizinhanc¸a de Γ0
citada anteriormente e θ a soluc¸a˜o de (2.1.3) sujeita aos dados iniciais {θ0, θ1} ∈ V × H.
Enta˜o, existe uma constante C = C(T0) > 0 tal que∫ T
0
∫
ω
|θ|2dxdt ≤ C
∫ T
0
∫
ω
|θ′|2dxdt. (2.1.58)
Demonstrac¸a˜o: Vamos argumentar por contradic¸a˜o. Suponha que (2.1.58) na˜o seja ver-
dadeira, enta˜o existe uma sequeˆncia {θm} de soluc¸o˜es fracas para o problema (2.1.3), tal
que
lim
m→∞
∫ T
0
∫
ω
|θm|2dxdt∫ T
0
∫
ω
|θ′m|2dxdt
= +∞. (2.1.59)
ou, equivalentemente,
lim
m→∞
∫ T
0
∫
ω
|θ′m|2dxdt∫ T
0
∫
ω
|θm|2dxdt
= 0. (2.1.60)
Considere a seguinte sequeˆncia de problemas
θ′′m −∆θm = −∇pm em Q,
div θm = 0 em Q,
θm = 0 sobre Σ,
θm(0) = θ
0
m, θ
′
m(0) = θ
1
m em Ω.
(2.1.61)
Definindo
αm =
√
‖θm‖L2(0,T ;Hω) e ψm =
θm
αm
, (2.1.62)
onde Hω = {u; u ∈ (L2(ω))n; div u = 0 e u · ν = 0 sobre Γ}, enta˜o obtemos
‖ψm‖L2(0,T ;Hω) = 1. (2.1.63)
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Considere agora, a seguinte sequeˆncia de problemas normalizados
ψ′′m −∆ψm = − 1αm∇pm em Q,
divψm = 0 em Q,
ψm = 0 sobre Σ,
ψm(0) = ψ
0
m =
θ0m
αm
, ψ′m(0) = ψ
1
m =
θ1m
αm
em Ω.
(2.1.64)
Dessa forma, temos que
Eψm =
1
α2m
Eθm . (2.1.65)
De fato, note que
Eψm(t) =
1
2
‖ψm(t)‖2V +
1
2
|ψ′m(t)|2H
=
1
2
n∑
i=1
‖ψmi(t)‖2H10 (Ω) +
1
2
n∑
i=1
∥∥ψ′mi(t)∥∥2L2(Ω)
=
1
2
n∑
i=1
∫
Ω
∣∣∣∣∇(θmi(t)αm
)∣∣∣∣2 dx+ 12
n∑
i=1
∫
Ω
∣∣∣∣θ′mi(t)αm
∣∣∣∣2 dx
=
1
2
n∑
i=1
∫
Ω
1
α2m
(
|∇θmi(t)|2 +
∣∣θ′mi(t)∣∣2)dx
=
1
α2m
(
1
2
‖θm(t)‖2V +
1
2
|θ′m(t)|2H
)
=
1
α2m
Eθm(t).
E, pela Proposic¸a˜o 2.13, temos que
Eψm(0) ≤ C
∫ T
0
∫
ω
|ψ′m|2 + |ψm|2dxdt,
enta˜o, por (2.1.60), (2.1.62) e (2.1.63)
Eψm(0) ≤ L. (2.1.66)
Portanto, existem subsequeˆncias de {ψ0m}, {ψ1m}, denotadas do mesmo modo, tais
que
ψ0m ⇀ ψ
0 (fraco) em V,
ψ1m ⇀ ψ
1 (fraco) em H.
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Desde que ψm e´ soluc¸a˜o do problema (2.1.64) associado aos dados iniciais {ψ0m, ψ1m} ∈
V ×H, temos que Eψm(t) = Eψm(0) ≤ L. Portanto, temos que existe uma subsequeˆncia de
{ψm}, denotada do mesmo modo, tal que
{ψm} e´ limitada em L∞(0, T ;V ), (2.1.67)
{ψ′m} e´ limitada em L∞(0, T ;H). (2.1.68)
De (2.1.67) e (2.1.68), conclu´ımos que existem subsequeˆncias, denotadas do mesmo
modo, tais que
ψm
∗
⇀ ψ (fraco estrela) em L∞(0, T ;V ), (2.1.69)
ψ′m
∗
⇀ ψ′ (fraco estrela) em L∞(0, T ;H). (2.1.70)
Como V ↪→ H = H ′ ↪→ H e a imersa˜o V ↪→ H e´ compacta, e pondo
W = {u ∈ L2(0, T ;V ), u′ ∈ L2(0, T ;H)}
munido da topologia
‖u‖W = ‖u‖L2(0,T ;V ) + ‖u′‖L2(0,T ;H) ,
resulta que ψm e´ limitada em W. Logo, pelo Teorema da Compacidade de Aubin-Lions, ver
Teorema 1.23, temos que
ψm → ψ (forte) em L2(0, T,H). (2.1.71)
Ale´m disso, por (2.1.60) e (2.1.62) temos
lim
m→∞
∫ T
0
∫
ω
|ψ′m(x, t)|2 dxdt = 0. (2.1.72)
Dessa forma, por (2.1.70) e (2.1.72) temos que
ψ′(x, t) = 0 em ω×]0, T [ (2.1.73)
e ψ e´ independente de t em ω.
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Das convergeˆncias acima, temos que ψ e´ soluc¸a˜o do problema (2.1.4) sujeita aos
dados iniciais {ψ0, ψ1} ∈ V × H. Observe que a fim de obter uma contradic¸a˜o, e´ suficente
provar que Eψ(0) = 0. De fato, pois desde que Eψ(t) = Eψ(0), temos que |ψ′|2H + ‖ψ‖2V = 0
consequentemente, ψ = 0 em Q contradizendo (2.1.63) e (2.1.71). Sendo assim, considere o
seguinte sistema {
ξ′′ + Aξ = 0 em Q,
ξ(0) = −ψ1, ξ′(0) = Aψ0 em Ω, (2.1.74)
com {−ψ1, Aψ0} ∈ H × V ′, onde A e´ o operador de Stokes.
Tomando v(x, t) = ψ0(x) − ∫ T
0
ξ(x, s)ds, enta˜o v e´ soluc¸a˜o de (2.1.4) com dados
iniciais {ψ0, ψ1} ∈ V ×H.
De fato, observe que
v′′(x, t) + Av = −ξ′(x, t) + A(ψ0(x)−
∫ t
0
ξ(x, s)ds)
= −ξ′(x, t) + Aψ0(x)−
∫ t
0
Aξ(x, s)ds
= −ξ′(x, t) + Aψ0(x) +
∫ t
0
ξ′′(x, s)ds
= −ξ′(x, t) + ξ′(x, 0) + ξ′(x, t)− ξ′(x, 0)
= 0.
Ale´m disso,
v(x, 0) = ψ0 e v′(x, 0) = −ξ(0) = ψ1.
Portanto, da unicidade de soluc¸o˜es de (2.1.4), temos que
v = ψ (2.1.75)
e, por (2.1.73), segue que
ξ ≡ 0 em ω×]0, T [. (2.1.76)
Vamos mostrar que ξ ≡ 0 em Ω×]0, T [. De fato, aplicando o operador rot em
(2.1.74), temos que u = rot ξ satisfaz{
u′′ −∆u = 0 em Q,
u = 0 em ω×]0, T [. (2.1.77)
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Enta˜o pelo Teorema de Holmgren (Teorema 1.29), deduzimos que u = 0 em
Ω×]0, T [, isto e´, rot ξ = 0, portanto existe um funcional ϕ = ϕ(x, t) tal que
ξ = ∇ϕ em Q. (2.1.78)
Por (2.1.74) temos que div ξ = 0 donde, por (2.1.78),
∆ϕ = 0 em Q. (2.1.79)
Por (2.1.76) e (2.1.78), temos que
ϕ = f(t) em ω×]0, T [. (2.1.80)
Enta˜o, por (2.1.79), (2.1.80) e pelo princ´ıpio de continuac¸a˜o para o operador de
Laplace, conclu´ımos que
ϕ = f(t) em Q.
Portanto,
ξ = ∇ϕ = 0 em Q.
Consequentemente, temos que ψ0 = ψ1 = 0. Assim, Eψ(0) = 0 como desejado.
Observac¸a˜o 2.15 Pela Proposic¸a˜o 2.13 e pela Proposic¸a˜o 2.14 obtemos a desigualdade
Eθ(0) ≤ C
∫ T
0
∫
ω
|θ′|2dxdt
com C = C(T0) > 0, o que prova (2.1.12).
Com isso, finalizamos a prova do Teorema 2.7.
2.1.2 O Me´todo HUM - Hilbert Uniqueness Method
No que segue, mostraremos que o me´todo H.U.M. e´ aplica´vel para resolver o problema de
controlabilidade exata interna. Este me´todo foi formalizado por J.L. Lions em [42]. Consi-
deremos o seguinte problema:
y′′ −∆y = −∇p+ hχω em Q,
div y = 0 em Q,
y = 0 sobre Σ,
y(0) = y0, y′(0) = y1 em Ω.
(2.1.81)
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O problema de controlabilidade exata para o sistema (2.1.81) consiste no seguinte:
Encontrar T0 > 0 e um espac¸o de Hilbert H, convenientes, de modo que para todo {y0, y1} ∈
H, exista um controle h tal que a soluc¸a˜o de (2.1.81) satisfac¸a a condic¸a˜o
y(x, T ) = y′(x, T ) = 0 para algum T > T0. (2.1.82)
Esse tipo de problema e´ chamado de Controlabilidade Exata Interna pois cada
ac¸a˜o e´ realizada no cilindro ω×]0, T [.
Desenvolveremos o me´todo por etapas.
Etapa 1: Dados {φ0, φ1} ∈ V × V , consideremos o problema
φ′′ −∆φ = −∇p em Q,
div φ = 0 em Q,
φ = 0 sobre Σ,
φ(0) = φ0, φ′(0) = φ1 em Ω.
(2.1.83)
Pelos resultados dados na sec¸a˜o 1.10, o problema (2.1.83) admite soluc¸a˜o φ na classe
C([0, T ];W ) ∩ C1([0, T ];V ). (2.1.84)
Etapa 2: Com a soluc¸a˜o φ do problem (2.1.83) resolvemos o problema retro´grado

ψ′′ −∆ψ = −∇p− φχω em Q,
divψ = 0 em Q,
ψ = 0 sobre Σ,
ψ(T ) = ψ′(T ) = 0 em Ω.
(2.1.85)
Pelos resultados dados na sec¸a˜o 1.10, o problema (2.1.85) admite uma u´nica soluc¸a˜o na classe
C([0, T ];V ) ∩ C1([0, T ];H). (2.1.86)
Etapa 3: Compondo-se a equac¸a˜o (2.1.83) com a soluc¸a˜o ψ do problema (2.1.85)
obtemos ∫ T
0
(φ′′, ψ)dt+
∫ T
0
(−∆φ, ψ)dt =
∫ T
0
(−∇p, ψ)dt, (2.1.87)
ou ainda, ∫ T
0
(φ′′i , ψi)dt+
∫ T
0
(−∆φi, ψi)dt =
∫ T
0
(− ∂p
∂xi
, ψi)dt. (2.1.88)
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Como ∫ T
0
(φ′i, ψi)
′dt =
∫ T
0
(φ′′i , ψi)dt+
∫ T
0
(φ′i, ψ
′
i)dt,
segue que
(φ′i(T ), ψi(T )︸ ︷︷ ︸
=0
)− (φ′i(0), ψi(0)) =
∫ T
0
(φ′′i , ψi)dt+
∫ T
0
(φ′i, ψ
′
i)dt.
Enta˜o ∫ T
0
(φ′′i , ψi)dt = −(φ′i(0), ψi(0))−
∫ T
0
(φ′i, ψ
′
i)dt. (2.1.89)
Tambe´m como∫ T
0
(φi, ψ
′
i)
′dt =
∫ T
0
(φ′i, ψ
′
i)dt+
∫ T
0
(φi, ψ
′′
i )dt,
segue que
(φi(T ), ψ
′
i(T )︸ ︷︷ ︸
=0
)− (φi(0), ψ′i(0)) =
∫ T
0
(φ′i, ψ
′
i)dt+
∫ T
0
(φi, ψ
′′
i )dt.
Logo,
−
∫ T
0
(φ′i, ψ
′
i)dt = (φi(0), ψ
′
i(0)) +
∫ T
0
(φi, ψ
′′
i )dt. (2.1.90)
Substituindo (2.1.90) em (2.1.89), temos que∫ T
0
(φ′′i , ψi)dt = −(φ′i(0), ψi(0)) + (φi(0), ψ′i(0)) +
∫ T
0
(φi, ψ
′′
i )dt.
Ou ainda,∫ T
0
(φ′′i , ψi)dt = −〈ψi(0), φ′i(0)〉+ (ψ′i(0), φi(0)) +
∫ T
0
〈φi, ψ′′i 〉 dt. (2.1.91)
Segue tambe´m, pelo Teorema de Green, como ψ ∈ V∫ T
0
(−∆φi, ψi)dt =
∫ T
0
(∇φi,∇ψi)dt =
∫ T
0
〈φi,−∆ψi〉 dt. (2.1.92)
Ale´m disso, pela Fo´rmula de Gauss, e como ψ ∈ V , temos que∫ T
0
(
∂p
∂xi
, ψi)dt = −
∫ T
0
∫
Ω
p
∂ψi
∂xi
dxdt+
∫ T
0
∫
Γ
pψiνidΓdt = 0. (2.1.93)
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Substituindo (2.1.91), (2.1.92) e (2.1.93) em (2.1.88), obtemos
− 〈ψ(0), φ1〉+ (ψ′(0), φ0) + ∫ T
0
〈φ, ψ′′ −∆ψ〉 dt = 0.
Como ψ′′ −∆ψ = −∇p− φχω temos que
− 〈ψ(0), φ1〉+ (ψ′(0), φ0) + ∫ T
0
〈φ,−φχω〉 dt = 0. (2.1.94)
Enta˜o, ∫ T
0
∫
ω
φ2dxdt = − 〈ψ(0), φ1〉+ (ψ′(0), φ0) (2.1.95)
para cada {φ0, φ1} ∈ V × V .
Definamos
Λ : V × V −→ H × V ′
{φ0, φ1} 7−→ {ψ′(0),−ψ(0)} (2.1.96)
onde ψ e´ soluc¸a˜o de (2.1.85) e φ e´ soluc¸a˜o de (2.1.83).
A seguir, vamos obter uma relac¸a˜o entre a aplicac¸a˜o Λ definida em (2.1.96) e a
soluc¸a˜o φ do problema (2.1.83).
Como C(0, T ;V ) e´ denso em C(0, T ;H) e −φ(.)χω ∈ C(0, T ;H), enta˜o existe
(fm)m∈N ⊂ C(0, T ;V ) tal que
fm → −φ(.)χω em C(0, T ;H). (2.1.97)
Consideremos a sequeˆncia de problemas
ψ′′m −∆ψm = −∇pm + fm em Q,
div φm = 0 em Q,
ψm = 0 sobre Σ,
ψm(T ) = ψ
′
m(T ) = 0 em Ω.
(2.1.98)
Fazendo uma mudanc¸a de varia´veis adequada, resulta que o problema (2.1.98)
admite uma u´nica soluc¸a˜o na classe C(0, T ;W ) ∩ C1(0, T ;V ).
Resulta da´ı que (ψm − ψ) e´ a u´nica soluc¸a˜o na classe (2.1.86) de
(ψ′′m − ψ′′)−∆(ψm − ψ) = −∇(pm − p) + (fm − (−φχω)) em Q,
div(ψm − ψ) = 0 em Q,
(ψm − ψ) = 0 sobre Σ,
(ψm − ψ)(T ) = (ψm − ψ)′(T ) = 0 em Ω.
(2.1.99)
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Como fm − (−φχω) ∈ L1(0, T ;H) enta˜o pelo Corola´rio 1.63
|ψ′m(t)− ψ′(t)|2H + ‖ψm(t)− ψ(t)‖2V ≤ C ‖fm − (−φχω)‖2L1(0,T ;H) ,
e, portanto,
ψ′m(t)→ ψ′(t) em H (2.1.100)
ψm(t)→ ψ(t) em V. (2.1.101)
Por outro lado, dado {ζ0, ζ1} ∈ V × V existe uma u´nica soluc¸a˜o ζ de (2.1.83) na
classe (2.1.84) com dados iniciais {ζ0, ζ1}.
Compondo-se o problema
ζ ′′ −∆ζ = −∇p em Q,
div ζ = 0 em Q,
ζ = 0 sobre Σ,
ζ(0) = ζ0, ζ ′(0) = ζ1 em Ω,
(2.1.102)
com a soluc¸a˜o ψm do problema (2.1.98) e integrando de 0 a T, obtemos∫ T
0
(ζ ′′, ψm)dt+
∫ T
0
(−∆ζ, ψm)dt =
∫ T
0
(−∇p, ψm)dt. (2.1.103)
Similar ao que fizemos anteriormente para obter (2.1.94) e integrando-se por par-
tes, obtemos que ∫ T
0
∫
Ω
ζ(t)(−fm(t))dxdt = −
〈
ψm(0), ζ
1
〉
+
(
ψ′m(0), ζ
0
)
. (2.1.104)
Pelas convergeˆncias (2.1.97), (2.1.100) e (2.1.101) obtemos∫ T
0
∫
Ω
ζ(t)φ(t)χωdxdt = −
〈
ψ(0), ζ1
〉
+
(
ψ′(0), ζ0
)
,
ou seja, ∫ T
0
∫
ω
ζ(t)φ(t)dxdt = − 〈ψ(0), ζ1〉+ (ψ′(0), ζ0) , (2.1.105)
onde ζ e´ a u´nica soluc¸a˜o de (2.1.83) com dados {ζ0, ζ1} ∈ V × V e φ e´ a u´nica soluc¸a˜o de
(2.1.83) com dados {φ0, φ1} ∈ V × V .
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Notemos que a expressa˜o em (2.1.105) pode ser reescrita como∫ T
0
∫
ω
ζ(t)φ(t)dxdt =
〈{ψ′(0),−ψ(0)}, {ζ0, ζ1}〉 ,
ou ainda, de (2.1.96), ∫ T
0
∫
ω
ζ(t)φ(t)dxdt =
〈
Λ{φ0, φ1}, {ζ0, ζ1}〉 . (2.1.106)
Definamos
(·, ·)∗ : V2 × V2 −→ R
{{φ0, φ1}, {ξ0, ξ1}} 7−→ ∫ T
0
∫
ω
φ · ξdxdt (2.1.107)
onde φ e ξ sa˜o soluc¸o˜es de (2.1.83) associados aos dados iniciais {φ0, φ1}, {ξ0, ξ1} ∈ V × V .
Observe que a aplicac¸a˜o definida em (2.1.107) define um produto interno. E´
evidente que (·, ·)∗ e´ uma aplicac¸a˜o bilinear positiva. Resta-nos provar que e´ uma aplicac¸a˜o
estritamente positiva. Mais precisamente, provaremos que
({φ0, φ1}, {φ0, φ1})∗ = 0⇐⇒ φ0 = φ1 = 0.
Pelo Teorema 2.5 a implicac¸a˜o (⇐) e´ trivial.
Provemos a outra implicac¸a˜o, para tal, suponhamos que
({φ0, φ1}, {φ0, φ1})∗ =
∫ T
0
∫
ω
|φ|2 dxdt = 0. (2.1.108)
Pelo Teorema 2.7 temos que para T > T0, onde T0 = 2R0 e´ va´lida a seguinte
desigualdade
0 ≤ {∣∣φ0∣∣2
H
+
∥∥φ1∥∥2
V ′} ≤ C
∫ T
0
∫
ω
|φ|2 dxdt. (2.1.109)
De (2.1.108) e (2.1.109) conclu´ımos que φ0 = φ1 = 0, o que prova o desejado.
Dessa forma, temos que a aplicac¸a˜o
‖·, ·‖∗ : V2 −→ R
{φ0, φ1} 7−→
(∫ T
0
∫
ω
|φ|2 dxdt
) 1
2 (2.1.110)
define uma norma em V2.
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Consideremos F o espac¸o de Hilbert obtido completando-se V2 com a norma
‖·, ·‖∗ , isto e´,
F = V × V‖·,·‖∗ . (2.1.111)
Contudo, pelos Teoremas 2.5 e 2.7 existem C1, C2 > 0 tais que
C1
∥∥{φ0, φ1}∥∥
H×V ′ ≤
(∫ T
0
∫
ω
|φ|2 dxdt
) 1
2
≤ C2
∥∥{φ0, φ1}∥∥
H×V ′ (2.1.112)
onde {φ0, φ1} ∈ V × V .
Resulta de (2.1.112) que a norma ‖·, ·‖∗ e´ equivalente a` norma ‖·, ·‖H×V ′ em V×V .
Consequentemente, de (2.1.111) obtemos que
F = V × V‖·,·‖∗ = V × V‖·,·‖H×V ′ = H × V ′. (2.1.113)
Mostra-se facilmente que a aplicac¸a˜o Λ definida em (2.1.96) e´ cont´ınua quando
induzimos sobre V × V a topologia dada pela norma ‖·, ·‖∗ . Ale´m disso, tal aplicac¸a˜o se
estende por continuidade a uma aplicac¸a˜o
Λ˜ : H × V ′ −→ H × V
{φ0, φ1} 7−→ {ψ′(0),−ψ(0)} (2.1.114)
onde ψ e´ soluc¸a˜o de (2.1.85) e φ e´ soluc¸a˜o ultrafraca de (2.1.83).
Analogamente, definindo
b({φ0, φ1}, {ζ0, ζ1}) =
〈
Λ˜{φ0, φ1}, {ζ0, ζ1}
〉
∀ {φ0, φ1}, {ζ0, ζ1} ∈ H × V ′ (2.1.115)
segue que a aplicac¸a˜o b(·, ·) e´ bilinear, cont´ınua e coerciva. Desta forma, pelo Teorema de
Lax-Milgran, dado {Y 0, Y 1} ∈ F ′ = (H × V ′)′ = H × V existe um u´nico {φ0, φ1} ∈ H × V ′
tal que 〈{Y 0, Y 1}, {ζ0, ζ1}〉 = b({φ0, φ1}, {ζ0, ζ1}) ∀ {ζ0, ζ1} ∈ F
o que implica, em func¸a˜o da definic¸a˜o de b(·, ·), que{
dado {Y 0, Y 1} ∈ F ′, existe um u´nico {φ0, φ1} ∈ F tal que
{Y 0, Y 1} = Λ˜{φ0, φ1},
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ou ainda, por (2.1.114), conclu´ımos que{
dado {Y 0, Y 1} ∈ F ′, existe um u´nico {φ0, φ1} ∈ F tal que
Y 0 = ψ′(0) e Y 1 = −ψ(0), (2.1.116)
onde ψ e´ a u´nica soluc¸a˜o de
ψ′′ −∆ψ = −∇p− φχω em Q,
divψ = 0 em Q,
ψ = 0 sobre Σ,
ψ(T ) = ψ′(T ) = 0 em Ω,
(2.1.117)
e φ e´ a u´nica soluc¸a˜o, por transposic¸a˜o, de
φ′′ −∆φ = −∇p em Q,
div φ = 0 em Q,
φ = 0 sobre Σ,
φ(0) = φ0, φ′(0) = φ1 em Ω.
(2.1.118)
Lembremos que F = H × V ′ e F ′ = H × V. Assim, elegendo-se T0 = 2R0, H =
V ×H, enta˜o dado
{y0, y1} ∈ H (2.1.119)
tem-se que o par {Y 0, Y 1} = {y1,−y0} ∈ F ′ e de (2.1.116) existe um u´nico {φ0, φ1} ∈ F tal
que
ψ(0) = y0 e ψ′(0) = y1. (2.1.120)
Considerando h a restric¸a˜o de −φ a ω×]0, T [ a regularidade da soluc¸a˜o fraca
nos permite dizer que h ∈ (L2(ω×]0, T [))n no problema (2.1.81) sujeita aos dados iniciais
conforme (2.1.119), temos que tal problema possui u´nica soluc¸a˜o y. Observemos que de
(2.1.117) e (2.1.120) resulta que ψ e´ soluc¸a˜o do problema (2.1.81). Logo, pela unicidade de
soluc¸a˜o, vem que y = ψ e, consequentemente, de (2.1.117)4 conclu´ımos que y(T ) = y
′(T ) = 0
desde que T > T0.
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2.2 Resultado de Estabilidade
2.2.1 Boa Colocac¸a˜o
Nesta sec¸a˜o, vamos mostrar a existeˆncia e unicidade de soluc¸a˜o para o problema
u′′ −∆u+ a(x)g(u′) = −∇p em Ω×]0,∞[,
div u = 0 em Ω×]0,∞[,
u = 0 sobre Γ×]0,∞[,
u(0) = u0, u′(0) = u1 em Ω,
(2.2.121)
onde a ∈ L∞(Ω) e´ uma func¸a˜o na˜o negativa tal que
a(x) ≥ a0 > 0 em ω ⊂ Ω (2.2.122)
e
g : Rn −→ Rn
s 7−→ g(s) = [gi(si)]i=1,··· ,n (2.2.123)
onde, para todo i = 1, · · · , n, gi : R −→ R e´ uma func¸a˜o tal que
gi e´ cont´ınua, mono´tona crescente e gi(0) = 0,
gi(si)si > 0 ∀ si 6= 0,
ki|si|2 ≤ gi(si)si ≤ Ki|si|2 ∀ |si| ≥ 1,
onde ki e Ki sa˜o constantes positivas.
(2.2.124)
Seja P a projec¸a˜o ortogonal de (L2(Ω))n em H e considere o operador de Stokes,
definido em (1.9.18), ou seja,
A : D(A) ⊂ V −→ V ′
u 7−→ Au = P(−∆u) (2.2.125)
que e´ definido por
〈Au, v〉V ′,V =
∫
Ω
∇u : ∇vdx, ∀ v ∈ V.
Pelo Teorema 1.58 temos que D(A) = V ∩ (H2(Ω))n e pela Observac¸a˜o 1.57, seque que
〈Au, v〉V ′,V =
∫
Ω
∇u : ∇vdx =
n∑
i=1
〈−∆ui, vi〉H−1,H10 . (2.2.126)
Considere tambe´m, o operador B definido por
B : V −→ V ′
u 7−→ Bu = P(a(x)g(u(x))) (2.2.127)
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Observac¸a˜o 2.16 Para na˜o sobrecarregar a notac¸a˜o, vamos denotar por ‖u‖V = ‖u‖ e
|u|H = |u| as normas de V e H respectivamente.
Observac¸a˜o 2.17 Se v ∈ (L2(Ω))n enta˜o ag(v) ∈ (L2(Ω))n. De fato, dado v ∈ (L2(Ω))n,
enta˜o vi ∈ L2(Ω). Dessa forma,
• Se |vi| ≥ 1 enta˜o de (2.2.124) tem-se |gi(vi)| ≤ Ki |vi| , enta˜o como vi ∈ L2(Ω), tem-se∫
Ω
|gi(vi)|2 dx ≤ K˜
∫
Ω
|vi|2 dx <∞.
Como a ∈ L∞(Ω), tem-se
∫
Ω
|agi(vi)|2 dx ≤ ‖a‖∞ K˜
∫
Ω
|gi(vi)|2 dx <∞.
• Se |vi| < 1, o resultado segue do fato de que gi e´ cont´ınua e a ∈ L∞(Ω). Portanto,
ag(v) ∈ (L2(Ω))n.
Note que se v ∈ V ⊂ H, enta˜o v ∈ (L2(Ω))n. Assim, pela Observac¸a˜o 2.17,
ag(v) ∈ (L2(Ω))n donde P(ag(v)) ∈ H e, portanto, D(B) = {v ∈ V ;Bv ∈ H}.
Ale´m disso, como a projec¸a˜o e´ autoadjunta (ver Teorema 1.31) e v ∈ V ⊂ H,
temos que
〈Bu, v〉V ′,V = (Bu, v) = (P(ag(u)), v) = (ag(u),P(v)) = (ag(u), v) (2.2.128)
e, portanto, o operador B esta´ bem definido. Sobre os operadores A e B definidos acima,
temos os seguintes resultados:
Proposic¸a˜o 2.18 O operador A e´ linear e maximal mono´tono.
Demonstrac¸a˜o: De fato, a linearidade e´ trivial. Vamos ver que e´ maximal mono´tono.
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Sejam u, v ∈ D(A), enta˜o u− v ∈ V ⊂ H e como P e´ linear e autoadjunta, temos que
(Au− Av, u− v) = (P(−∆u)− P(−∆v), u− v)
= (P(−∆u− (−∆v)), u− v)
= (−∆u− (−∆v),P(u− v))
= (−∆u− (−∆v), u− v)
= (−∆(u− v), u− v)
=
∫
Ω
|∇(u− v)|2dx ≥ 0.
(2.2.129)
Vamos mostrar que A e´ maximal, isto e´, Im(I + A) = V ′, onde I e´ o operador
identidade. Observe que Im(I + A) = V ′ se, e somente se, para todo f ∈ V ′ o problema
u+ Au = f e´ satisfeito para algum u ∈ D(A).
Dessa forma, defina
b(u, v) =
∫
Ω
∇u : ∇v + u · vdx para todo u, v ∈ V.
Temos que b e´ uma forma bilinear, cont´ınua e coerciva em V × V. De fato, nova-
mente a bilinearidade e´ trivial.
`: b e´ cont´ınua
Para u, v ∈ V, usando a desigualdade de Ho¨lder temos
|b(u, v)| =
∣∣∣∣∫
Ω
∇u : ∇v + u · vdx
∣∣∣∣
=
∣∣∣∣∣
n∑
i=1
∫
Ω
∇ui∇vi + uividx
∣∣∣∣∣
≤
n∑
i=1
∫
Ω
|∇ui| |∇vi| dx+
n∑
i=1
∫
Ω
|ui| |vi| dx
≤
n∑
i=1
‖∇ui‖L2(Ω) ‖∇vi‖L2(Ω) +
n∑
i=1
‖ui‖L2(Ω) ‖vi‖L2(Ω) = (∗)
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pela desigualdade de Ho¨lder nume´rica, segue que
(∗) ≤
[( n∑
i=1
‖∇ui‖2L2(Ω)
)1/2( n∑
i=1
‖∇vi‖2L2(Ω)
)1/2
+
( n∑
i=1
‖ui‖2L2(Ω)
)1/2( n∑
i=1
‖vi‖2L2(Ω)
)1/2]
= |∇u| |∇v|+ |u| |v|
= ‖u‖ ‖v‖+ |u| |v| = (∗∗)
e como V ↪→ H temos que
(∗∗) ≤ ‖u‖ ‖v‖+ C ‖u‖ ‖v‖
= C˜ ‖u‖ ‖v‖ .
Assim, |b(u, v)| ≤ C˜ ‖u‖ ‖v‖ e, portanto, b(u, v) e´ cont´ınua.
`: b e´ coerciva
Note que
b(u, u) =
∫
Ω
|∇u|2 dx+
∫
Ω
|u|2 dx
≥
∫
Ω
|∇u|2 dx
=
n∑
i=1
∫
Ω
|∇ui|2 dx
=
n∑
i=1
‖∇ui‖2L2(Ω) dx
= |∇u|2
= ‖u‖2 .
Assim, b(u, u) ≥ ‖u‖2 para todo u ∈ V e, portanto, b(u, v) e´ coerciva.
Dessa forma, sendo b(u, v) bilinear, cont´ınua e coerciva, sabendo que V ↪→ H, V
e´ denso em H, enta˜o I + A : D(I + A) ⊂ V → H e´ definido pela terna {V,H, b(u, v)}. Ale´m
disso, pelo Teorema de Lax- Milgran podemos estender I + A : V → V ′ e tal extensa˜o e´
um isomorfismo de V em V ′. Dessa forma, para todo f ∈ V ′ existe um u´nico u ∈ V tal que
2.2 Resultado de Estabilidade 87
(I + A)u = f, ou seja, u+ Au = f. Dessa forma, Im(I + A) = V ′ e, portanto, A e´ maximal
mono´tono.
Proposic¸a˜o 2.19 O operador I + A e´ maximal mono´tono em V × V ′.
Demonstrac¸a˜o: Como I e´ um operador cont´ınuo e mono´tono e, pela Proposic¸a˜o 2.18, A e´
maximal mono´tono, enta˜o pela Proposic¸a˜o 1.36, I + A e´ maximal mono´tono em V × V ′.
Proposic¸a˜o 2.20 O operador B e´ mono´tono e hemicont´ınuo .
Demonstrac¸a˜o: Vamos provar primeiramente que B e´ mono´tono, para tal, sejam u, v ∈
D(B). Como P e´ linear e autoadjunto, temos que
〈Bu−Bv, u− v〉V ′,V = (Bu−Bv, u− v)
= (P(ag(u))− P(ag(v)), u− v)
= (P(ag(u)− ag(v)), u− v)
= (ag(u)− ag(v),P(u− v))
= (ag(u)− ag(v), u− v)
=
n∑
i=1
∫
Ω
a(x)(gi(ui(x))− gi(vi(x)))(ui(x)− vi(x))dx ≥ 0,
(2.2.130)
pois a e´ na˜o negativa e gi e´ uma func¸a˜o mono´tona por hipo´tese. Portanto, B e´ mono´tono.
Provemos agora que B e´ hemicont´ınuo. De fato, sejam u, v ∈ D(B), tm ⊂ R uma
sequeˆncia tal que tm → 0 quando m→∞. Note que para todo w ∈ V ⊂ H
lim
m→∞
〈B(u+ tmv), w〉V ′,V = lim
m→∞
(P(ag(u+ tmv)), w)
= lim
m→∞
(ag(u+ tmv)),P(w))
= lim
m→∞
(ag(u+ tmv)), w)
=
n∑
i=1
lim
m→∞
∫
Ω
a(x)(gi(ui(x) + tmvi(x))wi(x)dx.
(2.2.131)
Seja fmi = a(x)gi(ui(x) + tmvi(x))wi(x).
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Assim se |ui(x) + tmvi(x)| ≥ 1 temos por (2.2.124) que
|fmi(x)| = |a(x)gi(ui(x) + tmvi(x))||wi(x)|
≤ ‖a‖∞|gi(ui(x) + tmvi(x))||ui(x) + tmvi(x)||wi(x)| 1|ui(x) + tmvi(x)|
≤ Ki‖a‖∞|ui(x) + tmvi(x)|2|wi(x)| 1|ui(x) + tmvi(x)|
≤ K˜|ui(x) + tmvi(x)||wi(x)|
≤ K˜[|ui(x)||wi(x)|+ ˜˜K|vi(x)||wi(x)|]
≤ C|ui(x)||wi(x)|+ C˜|vi(x)||wi(x)|
quase sempre em Ω, onde ˜˜K e´ tal que |tm| ≤ ˜˜K. Como ui(x), vi(x), wi(x) ∈ L2(Ω), enta˜o
fmi ∈ L1(Ω), para todo m ∈ N.
Ale´m disso, definindo
h := C|ui(x)||wi(x)|+ C˜|vi(x)||wi(x)|
segue que h ∈ L1(Ω) e |fmi | ≤ h(x) quase sempre em Ω.
Na sequeˆnica, pela continuidade de gi, temos que
lim
m→∞
gi(ui(x) + tmvi(x))wi(x) = gi(ui(x))wi(x).
Dessa forma, pelo Teorema da Convergeˆncia Dominada de Lebesgue, conclu´ımos
que
lim
m→∞
∫
Ω
a(x)gi(ui(x) + tmvi(x))wi(x)dx =
∫
Ω
a(x)gi(ui(x))wi(x)dx.
Portanto, desde que w ∈ V ⊂ H, temos que
n∑
i=1
lim
m→∞
∫
Ω
a(x)gi(ui(x) + tmvi(x))wi(x)dx =
n∑
i=1
∫
Ω
a(x)gi(ui(x))wi(x)dx
=
n∑
i=1
(agi(ui), wi)L2(Ω).
(2.2.132)
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Por outro lado,
n∑
i=1
(agi(ui), wi)L2(Ω) = (ag(u), w)
= (ag(u),P(w))
= (P(ag(u)), w)
= 〈Bu,w〉V ′,V .
(2.2.133)
Enta˜o por (2.2.131), (2.2.132) e (2.2.133) obtemos que
lim
m→∞
〈B(u+ tmv), w〉V ′,V = 〈Bu,w〉V ′,V
e, portanto, B e´ hemicont´ınuo.
Proposic¸a˜o 2.21 O operdor I + A+B e´ coercivo.
Demonstrac¸a˜o: De fato, seja um ∈ D(I + A+B). Temos que
〈um + Aum +Bum, um〉V ′,V = 〈um, um〉V ′,V + 〈Aum, um〉V ′,V + 〈Bum, um〉V ′,V
≥ 〈um, um〉V ′,V + 〈Aum, um〉V ′,V
≥ (um, um) +
n∑
i=1
∫
Ω
|∇umi |2dx
= |um|2 + |∇um|2
= |um|2 + ‖um‖2
≥ ‖um‖2.
Portanto, I + A+B e´ coercivo.
Teorema 2.22 (Existeˆncia e Unicidade de soluc¸a˜o regular)
Sejam u0 ∈ W = V ∩ (H2(Ω))n, u1 ∈ V e suponha que as hipo´teses (2.2.122), (2.2.123) e
(2.2.124) sejam satisfeitas. Enta˜o, existe uma u´nica func¸a˜o u : Q→ Rn tal que
u ∈ L∞(0,∞;W ), u′ ∈ L∞(0,∞;V ) e u′′ ∈ L∞(0,∞;H)
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de modo que u resolve o seguinte problema
u′′ −∆u+ a(x)g(u′) = −∇p em (D′(Q))n;
div u = 0;
u(0) = u0, u′(0) = u1 em Ω.
Demonstrac¸a˜o: Seja P a projec¸a˜o ortogonal de (L2(Ω))n em H e considere o seguinte
problema {
u′′ + Au+Bu′ = 0
u(0) = u0, u′(0) = u1
(2.2.134)
onde os operadores A e B sa˜o os operadores definidos acima em (2.2.125) e (2.2.127).
Vamos reformular o problema (2.2.134) para obter
d
dt
[
u
ut
]
+
[
0 −I
A B
]
︸ ︷︷ ︸
A
[
u
ut
]
=
[
0
0
]
em
V
×
H.
(2.2.135)
Enta˜o temos o operador matriz A : H → H, onde H = V ×H, definido por
A
(
v
h
)
=
( −h
Av +Bh
)
cujo domı´nio e´ D(A) = {(v, h) ∈ H; h ∈ V e Av + Bh ∈ H}. Temos que A e´ maximal
mono´tono em H.
De fato, A e´ mono´tono pois
(
A
[
v1
h1
]
− A
[
v2
h2
]
,
[
v1
h1
]
−
[
v2
h2
])
H
=
([ −h1 + h2
A(v1 − v2) +Bh1 −Bh2)
]
,
[
v1 − v2
h1 − h2
])
H
= −((h1 − h2, v1 − v2))V + (A(v1 − v2), h1 − h2)H + (Bh1 −Bh2, h1 − h2)H .
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Observe que por (2.2.126), temos
〈A(v1 − v2), h1 − h2〉V ′,V =
n∑
i=1
〈−∆(v1i − v2i), h1i − h2i〉H−1,H10
=
n∑
i=1
(−∆(v1i − v2i), h1i − h2i)L2(Ω)
=
n∑
i=1
(∇(v1i − v2i),∇(h1i − h2i))L2(Ω)
=
n∑
i=1
(v1i − v2i , h1i − h2i)H10 (Ω)
= ((v1 − v2, h1 − h2))V .
Dessa forma,(
A
[
v1
h1
]
− A
[
v2
h2
]
,
[
v1
h1
]
−
[
v2
h2
])
H
= (Bh1 −Bh2, h1 − h2)H ≥ 0,
pois pela Proposic¸a˜o 2.20, B e´ mono´tono. Portanto, A e´ mono´tono.
A fim de obter a maximalidade de A, e´ suficiente provar que Im(I +A) = H, isto
e´, dado (v0, h0) ∈ H, temos que mostrar que existe (v, h) ∈ D(A) tal que
(I + A)
[
v
h
]
=
[
v0
h0
]
, (2.2.136)
ou seja, {
v − h = v0,
h+ Av +Bh = h0.
Combinando as identidades acima deduzimos que
h+ Ah+Bh = h0 − Av0. (2.2.137)
Portanto, e´ suficiente provar que I +A+B e´ maximal mono´tono em V × V ′, isto
e´, temos que mostrar que Im(I + A+B) = V ′.
Note que pela Proposic¸a˜o 2.20 temos que B e´ mono´tono e hemicont´ınuo, pela
Proposic¸a˜o 2.19 temos que I + A e´ maximal mono´tono em V × V ′ e pela Proposic¸a˜o 2.21
temos que I+A+B e´ coercivo assim, pela Proposic¸a˜o 1.36, temos que (I+A)+B e´ maximal
mono´tono.
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Dessa forma, (2.2.137) possui uma u´nica soluc¸a˜o h ∈ V.
Como v = v0 + h e Av +Bh = h0 − h, conclu´ımos que v ∈ V e Av +Bh ∈ H.
Consequentemente, o sistema (2.2.136) tem uma u´nica soluc¸a˜o (v, h) ∈ D(A), e,
portanto, A e´ maximal mono´tono em H.
Finalmente, do que foi visto e fazendo uso do Teorema 1.37 e dados {u0, u1} ∈
D(A) = D(A)× V existe uma u´nica u(t) soluc¸a˜o regular do problema (2.2.134) na classe
u ∈ L∞(0,∞;V ∩ (H2(Ω))n), u′ ∈ L∞(0,∞;V ), u′′ ∈ L∞(0,∞;H). (2.2.138)
Recuperac¸a˜o da Pressa˜o
Seja v ∈ V. Para todo t > 0 temos
0 = (u′′(t) + Au(t) +Bu′(t), v) = (u′′(t), v) + 〈Au(t), v〉V ′,V + 〈Bu′(t), v〉V ′,V .
Como v ∈ V ⊂ H, obtemos como em (2.2.126)
〈Au(t), v〉V ′,V =
n∑
i=1
〈−∆ui, vi〉H−1,H10
e por (2.2.128) temos que
〈Bu′(t), v〉V ′,V =
n∑
i=1
〈agi(u′i), vi〉H−1,H10 .
Segue enta˜o que
0 =
n∑
i=1
〈
u′′i (t)−∆ui(t) + agi(u′i(t)), vi
〉
H−1,H10
.
Seja
Li = u
′′
i (t)−∆ui(t) + agi(u′i(t)),
enta˜o Li ∈ H−1(Ω).
Seja
L(v) =
n∑
i=1
〈Li, vi〉H−1,H10 ,
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enta˜o L ∈ (H−1(Ω))n e ale´m disso, L(v) = 0 ∀ v ∈ V q.s. em ]0, T [. Assim, pelo Lema 1.42,
existe p(t) ∈ L20(Ω) tal que
L = u′′(t)−∆u(t) + ag(u′(t)) = −∇p,
isto e´,
Li = − ∂p
∂xi
q.s. em ]0, T [.
Portanto,
Li(vi) =
〈
− ∂p
∂xi
, vi
〉
para todo vi ∈ H10 (Ω) q.s. ]0, T [,
enta˜o
〈Li(vi), θi〉 =
〈
〈− ∂p
∂xi
, vi〉, θi
〉
para todo θi ∈ D(0, T ), para todo vi ∈ H10 (Ω).
Em particular,
〈〈u′′i (t)−∆ui(t) + a(x)gi(u′i(t)), vi〉, θi〉 =
〈
〈− ∂p
∂xi
, vi〉, θi
〉
para todo θi ∈ D(0, T ) e para todo vi ∈ D(Ω).
Como ψi = viθi ∈ D(Ω); θi ∈ D(0, T ) e´ denso em D(Q) temos que
u′′i −∆ui + a(x)gi(u′i) = −
∂p
∂xi
em D′(Q),
onde p(t) ∈ L2(Ω) q.s. em ]0, T [ e, portanto,
u′′ −∆u+ a(x)g(u′) = −∇p em (D′(Q))n.
Ale´m disso, como u(t) ∈ V ∩ (H2(Ω))n enta˜o ∆u(t) ∈ H ⊂ (L2(Ω))n, ag(u′) ∈
(L2(Ω))n e u′′(t) ∈ H ⊂ (L2(Ω))n enta˜o, pelo Lema 1.50 de Cattabriga, temos que p(t) ∈
H1(Ω).
Teorema 2.23 (Existeˆncia e Unicidade de Soluc¸a˜o Fraca) Sejam u0 ∈ V, u1 ∈ H e suponha
que as hipo´teses (2.2.122), (2.2.123) e (2.2.124) sejam satisfeitas. Enta˜o existe uma u´nica
soluc¸a˜o fraca u do problema (2.2.121) tal que
u ∈ C(0,∞;V ) ∩ C1(0,∞;H).
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Demonstrac¸a˜o: Procedendo analogamente ao Teorema 2.22, provamos que A e´ maximal
mono´tono em H = V × H. Enta˜o dado {u0, u1} ∈ V × H, pelo Teorema 1.38 existe uma
u´nica soluc¸a˜o fraca u(t) do problema (2.2.134) na classe
u ∈ C(0,∞;V ) ∩ C1(0,∞;H). (2.2.139)
Para recuperar o termo de pressa˜o da soluc¸a˜o fraca, observe que u′′ ∈ L1(0, T ;V ′).
Enta˜o
|〈u′′(t), v〉| ≤ ‖u′′(t)‖V ′‖v‖V .
Considere {ϕm}m∈N uma sequeˆncia de func¸o˜es em V tal que ϕm → 0 em (D(Ω))n.
Enta˜o temos que |〈u′′(t), ϕm〉| → 0.
Enta˜o, u′′(t) e´ uma forma linear e cont´ınua em V com a norma de (D(Ω))n.
Enta˜o pelo Teorema de Hahn-Banach u′′(t) pode ser estendida continuamente a (D(Ω))n,
continuaremos a denotar por u′′(t). Neste sentido, L = u′′(t) − ∆u(t) + a(x)g(u′(t)) e´ uma
forma linear e cont´ınua em D(Ω) q.s. em [0, T ]. Analogamente ao feito anteriormente, temos
que L ∈ (D′(Q))n e L(ϕ) = 0 in (D′(0, T ))n ∀ϕ ∈ V . Dessa forma, pelo Lema 1.43, temos
que
L = −∇p, p ∈ D′(Q),
isto e´,
u′′ −∆u+ a(x)g(u′) = −∇p, p ∈ D′(Q).
2.2.2 Taxa de Decaimento Uniforme
Definic¸a˜o 2.24 A energia associada ao problema (2.2.121) e´ definida por
E(t) =
1
2
|u′(t)|2H +
1
2
‖u(t)‖2V , ∀ t ∈ [0, T ]. (2.2.140)
Multiplicando a soluc¸a˜o regular da equac¸a˜o (2.2.121) por u′ ∈ V e integrando-se
em Ω tem-se∫
Ω
u′′i (t)u
′
idx−
∫
Ω
∆ui(t)u
′
idx+
∫
a(x)gi(u
′
i(t))u
′
idx =
∫
Ω
∂p
∂xi
u′idx.
2.2 Resultado de Estabilidade 95
i = 1, · · ·n. Note que pelo Lema de Gauss∫
Ω
∂
∂xi
(pu′i)dx =
∫
Γ
pu′iνi
e esta u´ltima integral e´ nula pois u′i ∈ H10 (Ω). Disto e pela Fo´rmula de Green segue que∫
Ω
u′′i u
′
idx+
∫
Ω
∇ui∇u′idx+
∫
Ω
a(x)gi(u
′
i)u
′
idx =
∫
Ω
p
∂u′i
∂xi
dx.
Somando-se em i, tem-se
n∑
i=1
∫
Ω
u′′i u
′
idx+
n∑
i=1
∫
Ω
∇ui∇u′idx+
n∑
i=1
∫
Ω
a(x)gi(u
′
i)u
′
idx =
n∑
i=1
∫
Ω
p
∂u′i
∂xi
dx. (2.2.141)
Observe que
n∑
i=1
∫
Ω
p
∂u′i
∂xi
dx =
∫
Ω
p div u′ = 0,
pois u′ ∈ V. Observe tambe´m que
(a(x)g(u′), u′) =
n∑
i=1
∫
Ω
a(x)gi(u
′
i)u
′
idx ≥ 0,
por (2.2.122)-(2.2.124). Sendo assim, em (2.2.141) temos
(u′′, u′) + (∇u,∇u′) = −(a(x)g(u′), u′).
Dessa forma,
(u′′, u′) + ((u, u′)) = −(a(x)g(u′), u′),
e, portanto,
1
2
d
dt
(|u′(t)|2 + ‖u(t)‖2) = −(a(x)g(u′), u′).
Sendo assim,
d
dt
E(t) ≤ 0
e, ale´m disso, obtemos a seguinte identidade da energia
E(t2)− E(t1) = −
∫ t2
t1
∫
Ω
a(x)g(u′) · u′ dxdt, 0 ≤ t1 ≤ t2 <∞. (2.2.142)
2.2 Resultado de Estabilidade 96
Por argumentos de densidade, a identidade acima (2.2.142), permanece va´lida
para toda soluc¸a˜o fraca de (2.2.121).
Antes de iniciar nosso resultado de estabilidade, definiremos algumas func¸o˜es ne-
cessa´rias. Para este propo´sito, vamos seguir as ideias introduzidas primeiramente por Lasiecka
e Tataru em [39]. Defina uma func¸a˜o h por h(x) =
n∑
i=1
hi(x)
hi(0) = 0
(2.2.143)
onde hi : R→ R sa˜o func¸o˜es coˆncavas, estritamente crescentes tais que
hi(sigi(si)) ≥ |si|2 + |gi(si)|2 para |si| < 1, , i = 1, · · · , n. (2.2.144)
Note que hi pode ser constru´ıda diretamente, dadas as hipo´teses de gi em (2.2.123)
e (2.2.124). A seguir, definimos
r(·) = h
( ·
med(QT )
)
, QT = Ω×]0, T [ associado com o problema (2.2.121). (2.2.145)
Observe que r e´ mono´tona crescente, enta˜o cI + r e´ invert´ıvel para todo c ≥ 0.
Para L uma constante positiva, colocamos
z(x) = (cI + r)−1(Lx), L := (c˜med(QT )(1 + ‖a‖∞))−1, (2.2.146)
onde c e´ uma constante positiva que sera´ estabelecida posteriormente.
Desta forma, a func¸a˜o z e´ positiva, cont´ınua e estritamente crescente com z(0) = 0.
Finalmente, seja
q(x) = x− (I + z)−1(x). (2.2.147)
Podemos agora enunciar nosso resultado de estabilidade.
Teorema 2.25 (Taxa de Decaimento Uniforme) Suponha que as hipo´teses (2.2.122)-(2.2.124)
e (2.2.144) sejam satisfeitas. Seja u a soluc¸a˜o fraca do problema (2.2.121) com a energia
E(t) definida como em (2.2.140). Enta˜o existe um T0 > 0 tal que
E(t) ≤ S
(
t
T0
− 1
)
∀ t > T0 (2.2.148)
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com limt→∞ S(t) = 0, onde o semigrupo de contrac¸a˜o S(t) e´ a soluc¸a˜o da equac¸a˜o diferencial
d
dt
S(t) + q(S(t)) = 0, S(0) = E(0), (2.2.149)
onde q e´ dado em (2.2.147). Aqui a constante c (da definic¸a˜o (2.2.146)) e´ c ≡
∑n
i=1 k
−1
i +Ki
med(QT )(1+‖a‖∞) .
Demonstrac¸a˜o: Observe que como u′ ∈ H, enta˜o a(x)g(u′) ∈ L1(0, T ;H). Dessa forma, a
soluc¸a˜o u do problema (2.2.121) pode ser escrita como a soma u = v + w onde v e w sa˜o,
respectivamente, soluc¸o˜es fracas dos problemas
v′′ −∆v = −∇p em QT ,
div v = 0 em QT ,
v = 0 sobre Σ,
v(0) = u0, v′(0) = u1 em Ω,
e

w′′ −∆w = −a(x)g(u′) em QT ,
divw = 0 em QT ,
w = 0 sobre Σ,
w(0) = w′(0) = 0 em Ω.
(2.2.150)
Pelo fato que Eu e´ decrescente e pela Observac¸a˜o 2.15 temos que
E(T ) = Eu(T ) ≤ Eu(0) = Ev(0) ≤ c1
∫ T
0
∫
ω
|v′|2dxdt
≤ c2
∫ T
0
∫
ω
|u′|2dxdt+ c3
∫ T
0
∫
ω
|w′|2dxdt. (2.2.151)
Observe que por (2.2.122) temos que∫ T
0
∫
ω
|u′|2dxdt ≤ c4
∫ T
0
∫
ω
a(x)|u′|2dxdt. (2.2.152)
Ale´m disso, pela Observac¸a˜o 1.64 temos que∫ T
0
∫
Ω
|w′|2dxdt ≤ c5
∫ T
0
∫
Ω
a(x)|g(u′)|2dxdt. (2.2.153)
Dessa forma, por (2.2.151), (2.2.152) e (2.2.153) temos que
E(T ) ≤ c6
∫ T
0
∫
Ω
a(x)|u′|2dxdt+ c7
∫ T
0
∫
Ω
a(x)|g(u′)|2dxdt
≤ c˜
∫ T
0
∫
Ω
a(x)
(
|u′|2 + |g(u′)|2
)
dxdt, (2.2.154)
onde c˜ depende de T.
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Sejam
Σαi = {(t, x) ∈ QT ; |u′i| > 1 q.s.},
Σβi = QT \ Σαi .
Observe que∫
QT
a(x)(|u′|2 + |g(u′)|2)dQT =
n∑
i=1
∫
QT
a(x)(|u′i|2 + |gi(u′i)|2)dQT
=
n∑
i=1
(∫
Σαi
a(x)(|u′i|2 + |gi(u′i)|2)dΣαi +
∫
Σβi
a(x)(|u′i|2 + |gi(u′i)|2)dΣβi
)
=
n∑
i=1
∫
Σαi
a(x)(|u′i|2 + |gi(u′i)|2)dΣαi +
n∑
i=1
∫
Σβi
a(x)(|u′i|2 + |gi(u′i)|2)dΣβi .
(2.2.155)
Enta˜o, por (2.2.124), obtemos que∫
Σαi
a(x)(|gi(u′i)|2 + |u′i|2)dΣαi ≤
∫
Σαi
a(x)(Ki |gi(u′i)u′i|+ k−1i |gi(u′i)u′i|)dΣαi
≤ (k−1i +Ki)
∫
Σαi
a(x)gi(u
′
i)u
′
idΣαi
= Ni
∫
Σαi
a(x)gi(u
′
i)u
′
idΣαi
(2.2.156)
onde Ni = k
−1
i +Ki.
Logo,
n∑
i=1
∫
Σαi
a(x)(|gi(u′i)|2 + |u′i|2)dΣαi =
n∑
i=1
Ni
∫
Σαi
a(x)gi(u
′
i)u
′
idΣαi
≤ N
n∑
i=1
∫
Σαi
a(x)gi(u
′
i)u
′
idΣαi
≤ N
n∑
i=1
∫
QT
a(x)gi(u
′
i)u
′
idQT
= N
∫
QT
a(x)g(u′)u′dQT
(2.2.157)
onde N =
∑n
i=1(k
−1
i +Ki).
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Ale´m disso, de (2.2.144) obtemos∫
Σβi
a(x)(|g(u′i)|2 + |u′i|2)dΣβi ≤
∫
Σβi
a(x)hi(gi(u
′
i)u
′
i)dΣβi
= (1 + ‖a‖∞)
∫
Σβi
a(x)
1 + ‖a‖∞hi(gi(u
′
i)u
′
i)dΣβi .
(2.2.158)
Como hi e´ coˆncava, hi(0) = 0 e a(x) ≤ (‖a‖∞ + 1) e como hi e´ crescente e
a(x)
1+‖a‖∞ < a(x) deduzimos, respectivamente, que∫
Σβi
a(x)
1 + ‖a‖∞hi(gi(u
′
i)u
′
i)dΣβi ≤
∫
Σβi
hi
(
a(x)
1 + ‖a‖∞ gi(u
′
i)u
′
i
)
dΣβi
≤
∫
Σβi
hi(a(x)gi(u
′
i)u
′
i)dΣβi .
(2.2.159)
Pela desigualdade de Jensen, temos que∫
Σβi
hi(a(x)gi(u
′
i)u
′
i)dΣβi ≤ med(QT )hi
(
1
med(QT )
∫
QT
a(x)gi(u
′
i)u
′
idQT
)
.
Ale´m disso, como hi e´ crescente, enta˜o
hi
(
1
med(QT )
∫
QT
a(x)gi(u
′
i)u
′
idQT
)
≤ hi
(
1
med(QT )
n∑
i=1
∫
QT
a(x)gi(u
′
i)u
′
idQT
)
= hi
(
1
med(QT )
∫
QT
a(x)g(u′) · u′dQT
)
.
Dessa forma,∫
Σβi
a(x)(|g(u′i)|2 + |u′i|2)dΣβi ≤ (1 + ‖a‖∞)med(QT )hi
(
1
med(QT )
∫
QT
a(x)g(u′) · u′dQT
)
.
Portanto, de (2.2.143) e (2.2.145) temos que
n∑
i=1
∫
Σβi
a(x)(|gi(u′i)|2 + |u′i|2)dΣβi
≤ (1 + ‖a‖∞)med(QT )
n∑
i=1
hi
(
1
med(QT )
∫
QT
a(x)g(u′) · u′dQT
)
= (1 + ‖a‖∞)med(QT )h
(
1
med(QT )
∫
QT
a(x)g(u′) · u′dQT
)
= (1 + ‖a‖∞)med(QT )r
(∫
QT
a(x)g(u′) · u′dQT
)
.
(2.2.160)
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Dessa forma, por (2.2.155), (2.2.157) e (2.2.160) temos que∫
QT
a(x)
(
|g(u′)|2 + |u′|2
)
dQT
≤ N
∫
QT
a(x)g(u′) · u′dQT + (1 + ‖a‖∞)med(QT )r
(∫
QT
a(x)g(u′) · u′dQT
)
.
(2.2.161)
Por (2.2.154) e (2.2.161), temos que
E(T ) ≤ c˜(1 + ‖a‖∞)
[
N
(1 + ‖a‖∞)
∫
QT
a(x)g(u′) · u′dQT
+ med(QT )r
(∫
QT
a(x)g(u′) · u′dQT
)]
. (2.2.162)
Definindo
L =
1
c˜med(QT )(1 + ‖a‖∞) ,
c =
N
med(QT )(1 + ‖a‖∞) ,
obtemos que
z[E(T )] ≤
∫
QT
a(x)g(u′) · u′dQT = E(0)− E(T ), (2.2.163)
onde a func¸a˜o z e´ definida em (2.2.146).
De fato, aplicando z em ambos lados de (2.2.162) temos que
z(E(T )) ≤ z
(
1
L
(cI + r)
(∫
QT
a(x)g(u′) · u′dQT
))
= (cI + r)−1
[
L
(
1
L
(cI + r)
)(∫
QT
a(x)g(u′) · u′dQT
)]
=
∫
QT
a(x)g(u′) · u′dQT
= E(0)− E(T ).
Lembramos que a desigualdade acima e´ va´lida para T fixo suficientemente grande,
isto e´, para todo T > T0, para algum T0 > 0.
Para finalizar a prova do Teorema 2.25, vamos invocar o seguinte resultado devido
a Lasiecka e Tataru [39].
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Lema A Seja z uma constante positiva e crescente tal que z(0) = 0. Como z e´ crescente,
podemos definir uma func¸a˜o crescente q, q(x) = x− (I + z)−1(x). Considere a sequeˆncia sm
de nu´meros positivos que satisfaz
sm+1 + z(sm+1) ≤ sm.
Enta˜o sm ≤ S(m), onde S(t) e´ a soluc¸a˜o da equac¸a˜o diferencial
d
dt
S(t) + q(S(t)) = 0, S(0) = s0.
Ale´m disso, se z(x) > 0 para x > 0, enta˜o lim
t→∞
S(t) = 0.
Com este resultado em mente, no´s substitu´ımos T (respectivamente 0) em (2.2.163)
por m(T + 1) (respectivamente mT ) para obter
E(m(T + 1)) + z(E(m(T + 1))) ≤ E(mT ) para m = 0, 1, .... (2.2.164)
Aplicando o Lema A com sm = E(mT ), resulta em
E(mT ) ≤ S(m), para m = 0, 1, .... (2.2.165)
Finalmente, usando a dissipatividade de E(t), temos para t = mT + τ, 0 ≤ τ ≤ T ,
E(t) ≤ E(mT ) ≤ S(m) = S
(
t− τ
T
)
≤ S
(
t
T
− 1
)
para t > T, (2.2.166)
onde usamos acima o fato que S(·) e´ dissipativo. Com isto, esta´ completa a prova do Teorema
2.25.
2.2.3 Exemplos
Daremos alguns exemplos da taxa de decaimento.
Exemplo 1 Assumindo que k |si| ≤ |gi(si)| ≤ K |si| para todo si ∈ R, onde k e K sa˜o
constantes positivas ou, se gi(si) = c si, temos a taxa de decaimento exponencial. De fato,
de (2.2.154) deduzimos que
E(T ) ≤ c
∫ T
0
∫
Ω
a(x)|u′|2 dxdt, para todo T > T0. (2.2.167)
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Pela identidade da energia em (2.2.142) e de (2.2.167) temos que
E(T )− E(0) = −
∫ T
0
∫
Ω
a(x)|u′|2dxdt ≤ −E(T )
c
(2.2.168)
logo,
E(T ) ≤
(
c
1 + c
)
E(0) para todo T > T0
e, portanto, como estamos com um sistema autoˆnomo, E(2T ) ≤ ( c
1+c
)
E(T ) ≤ ( c
1+c
)2
E(0)
e, por iterac¸a˜o, E(nT ) ≤ ( c
1+c
)n
E(0) para todo n ∈ N e T > T0.
Dessa forma, pelo algoritmo de Euclides temos que dado t > 0 existe δ ∈ [0, T ]
tal que t = nT + δ da´ı nT ≤ nT + δ = t.
Como a energia e´ decrescente, segue que
E(t) ≤ E(nT ) ≤
(
c
1 + c
)n
E(0).
Agora, como n = t
T
− δ
T
, obtemos
E(t) ≤
(
c
1 + c
) t
T
− δ
T
E(0)
≤
(
c
1 + c
) t
T
−1
E(0)
≤
(
1 + c
c
)(
1 + c
c
)− t
T
E(0)
=
(
1 +
1
c
)
eln(
1+c
c
)
−t
T E(0)
=
(
1 +
1
c
)
e−
1
T
ln( 1+c
c
)tE(0).
Fazendo c˜ = 1 + 1
c
e γ = 1
T
ln(1+c
c
), temos
E(t) ≤ c˜e−γt
com c˜ > 1 e γ > 0 ∀t > T, como t´ınhamos afirmado.
Observe que se a pressa˜o p e´ constante em todo Ω, podemos dar uma grande vari-
edade de exemplos emprestados de [21] (veja sec¸a˜o 8, Corola´rio 8.1 e Corola´rio 8.2) seguindo
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as ideias introduzidas primeiramente em [1], [2]. A saber:
Corola´rio 8.1 Suponha que g′(0) = 0 (isto e´, a dissipac¸a˜o e´ ”fraca”e superlinear na origem)
e a func¸a˜o
√
sg(
√
s) e´ convexa para ∈ [0, s0], onde s0 pode ser arbitrariamente pequeno, a
equac¸a˜o diferencial a ser resolvida torna-se
St +
√
Sg(
√
S) = 0, S(0) = E(0) = S0,
e E(t) ≤ C(E(0))S(t). Mais especificamente, integrando a equac¸a˜o diferencial, no´s obtemos
com G(S, S0) =
∫ √S0√
S
1
g(u)
du, S(t) = G−1(− t
2
, S0).
Corola´rio 8.2 Suponha que g(s) decai para zero perto da origem mais lento do que qualquer
func¸a˜o linear, isto e´,
lim
s→0
s
g(s)
= 0,
e, ale´m disso, a func¸a˜o
√
sg−1(
√
s) e´ convexa para s ∈ [0, s0], onde s0 pode ser arbitrariamente
pequeno, a equac¸a˜o diferencial a ser resolvida torna-se
St +
√
Sg−1(
√
S) = 0, S(0) = E(0) = S0,
e E(t) ≤ C(E(0))S(t). Mais especificamente, integrando a equac¸a˜o diferencial obtemos com
G(S, S0) =
∫ √S0√
S
1
g−1(u)du, S(t) = G
−1(− t
2
, S0).
De fato, neste caso espec´ıfico, denotando
Ei(t) :=
1
2
(
||ui(t)||2H10 (Ω) + ||u
′
i(t)||2L2(Ω)
)
, i = 1, · · · , n
cada porc¸a˜o da energia cheia verifica a identidade da energia
Ei(t2)− Ei(t1) = −
∫ t2
t1
∫
Ω
a(x)gi(u
′
i)u
′
i dxdt, i = 1, · · · , n,
e, ale´m disso, para cada i = 1, · · · , n temos a equac¸a˜o da onda, ou seja,
u′′i −∆ui + a(x)gi(u′i) =
∂p
∂xi
= 0 em Ω×]0,∞[,
ui = 0 sobre Γ×]0,∞[,
ui(0) = u
0
i , u
′
i(0) = u
1
i .
(2.2.169)
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Como consequeˆncia, deduzimos, para a equac¸a˜o da onda pura, que
Ei(T ) ≤ c
∫ T
0
∫
Ω
(|u′i|2 + |gi(u′i)|2) dxdt,
que implica que o decaimento de cada Ei(T ) e´ dado pelo Corola´rio 8.1 e Corola´rio 8.2 devido
a [21] e o decaimento associado com a energia cheia e´ dado por
E(t) :=
n∑
i=1
Ei(t) ≤
n∑
i=1
Si(
t
T0
− 1),∀t > T0. (2.2.170)
Vejamos alguns exemplos:
Exemplo 2 Considere gi(si) = s
c
i , c > 1 na origem. Observe que
√
sig(
√
si) = s
c+1
2
i e e´
convexa para c ≥ 1, enta˜o resolvemos
dSi
dt
+ S
c+1
2
i = 0. (2.2.171)
Esta equac¸a˜o pode ser integrada diretamente. Entretanto para ilustrar a fo´rmula
geral, no´s encontramos
G(si, Si0) =
∫ √si
√
Si0
u−cdu =
1
1− c [s
−c+1
2
i − S
−c+1
2
i0
].
Tem-se que G−1(t) = [S
−c+1
2
i0
− t(1− c)] 2−c+1 e como Ei(0) = Si(0) = Si0 segue que
Ei(t) ≤ C(Ei(0))Si(t) = C(Ei(0))[Ei(0)−c+12 + t(c− 1)] 2−c+1 .
Se gi(si) = s
c
i para todo i = 1, · · · , n, o decaimento de E(t) e´ a soma dos decaimentos do
mesmo tipo. Entretanto, se gi(si) = s
ci
i o decaimento e´ o pior dado pelo maior ci.
Exemplo 3 Tome gi(si) = s
3
i e
− 1
s2
i para si perto da origem. Como a func¸a˜o s
2
i e
− 1
si e´ convexa
numa vizinhanc¸a da origem, resolvemos
dSi
dt
+ S2i e
− 1
Si = 0. (2.2.172)
Neste caso G(si, Si0) = −1/2[e−
1
si − e−
1
Si0 ] e G−1(t, Si0)) = [ln(e
1
Si0 − 2t)]−1. Consequente-
mente
Ei(t) ≤ C(Ei(0))[ln(e
1
Ei(0) + t)]−1.
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Exemplo 4 Considere gi(si) = si|si|e−
1
|si| para si perto do zero . Como a func¸a˜o s
3/2
i e
− 1√
si
e´ convexa sobre [0, p0] para algum p0 pequeno, somos conduzidos a` equac¸a˜o diferencial
Si
dt
+ S
3/2
i e
− 1√
Si = 0. (2.2.173)
A func¸a˜o G(si, Si0) e´ dada por G(si, Si0) = −[e
1√
si−e
1√
Si0 ]. Consequentemente, G−1(t, Si0) =
1
ln2[e
1√
Si0 −t]
e
Ei(t) ≤ C(Ei(0)) 1
ln2[e
1√
Ei(0) + 1
2
t]
.
Exemplo 5 Tome gi(si) = |si|θ−1si, 0 < θ < 1. Neste caso, a ana´lise e´ ideˆntica ao caso
do exemplo 1 como g−1i (si) = s
1
θ
i , si > 0 e
1
θ
> 1. Assim, a taxa de decaimento neste caso
torna-se
Ei(t) ≤ C(Ei(0))
[
Ei(0)
−1+θ
2θ + t
1− θ
θ
] 2θ
θ−1
.
Capı´tulo3
Desigualdade de Observabilidade
Usando Teoria de Ana´lise Microlocal
Este cap´ıtulo foi realizado em parceria com Maria Astudillo, Marcelo Moreira Cavalcanti e
Janaina Pedroso Zanchetta.
3.1 Descric¸a˜o do Problema
Neste cap´ıtulo vamos generalizar os resultados obtidos no cap´ıtulo anterior, isto e´, queremos
obter a controlabilidade exata interna para o seguinte problema
φ′′ −∆φ = −∇p+ hχω em Q,
div φ = 0 em Q,
φ = 0 sobre Σ,
φ(0) = φ0, φ′(0) = φ1 em Ω,
(3.1.1)
onde ∆φ = (∆φ1, · · · ,∆φn), φ′′ = (φ′′1, · · · , φ′′n), div φ =
∑n
i=1
∂φi
∂xi
e p = p(x, t) e´ o termo de
pressa˜o. Ale´m disso, Ω e´ um subconjunto aberto, limitado do Rn (n ≥ 2) com fronteira
regular Γ e ω ⊂ Ω um conjunto aberto dado pela intersec¸a˜o de uma vizinhanc¸a aberta da
fronteira Γ = ∂Ω e χω e´ a func¸a˜o caracter´ıstica de ω.
Como ja´ visto anteriormente, para obter a controlabilidade exata interna, e´ sufi-
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ciente obter a desigualdade de observabilidade para o problema
φ′′ −∆φ = −∇p em Q,
div φ = 0 em Q,
φ = 0 sobre Σ,
φ(0) = φ0, φ′(0) = φ1 em Ω,
(3.1.2)
a saber
Eφ(0) ≤ C
∫ T
0
∫
ω
|φ′(x, t)|2 dxdt, (3.1.3)
onde Eφ e´ a energia associada ao problema (3.1.2). Para obtermos (3.1.3) faremos uso de
argumentos de ana´lise microlocal devido a N. Burq e P. Ge´rard em [17]. E´ importante
salientar que no cap´ıtulo anterior, foi fortemente usado a hipo´tese que Ω e´ estritamente
estrelado em relac¸a˜o a` origem. Precisamos desta hipo´tese, mais precisamente no Lema 2.10 e,
consequentemente, nas proposic¸o˜es seguintes que dependem deste Lema. O principal objetivo
deste cap´ıtulo e´ remover esta hipo´tese.
Definic¸a˜o 3.1 (Condic¸a˜o Geome´trica de Controle): Dizemos ω controla geometricamente
Ω, quando existe T0 > 0, tal que toda geode´sica de Ω viajando com velocidade constante igual
a 1 no tempo t = 0, encontra o conjunto ω em um tempo t < T0.
Hipo´tese 3.2 Assuma que ω satisfaz a condic¸a˜o geome´trica de controle conforme Definic¸a˜o
3.1.
Podemos ver em [42] um exemplo de domı´nio Ω satisfazendo a hipo´tese acima,
embora exista uma ampla variedade de exemplos interessantes como aqueles considerados em
Bardos, Lebeau e Rauch [10].
3.2 Desigualdade de Observabilidade
Considere
Eφ(t) =
1
2
‖φ(t)‖2V +
1
2
|φ′(t)|2H (3.2.4)
a energia associada ao problema (3.1.2). O pro´ximo resultado, e´ o principal resultado desta
sec¸a˜o.
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Teorema 3.3 Suponha que os dados iniciais satisfazem Eφ(0) ≤ L. Enta˜o para todo T > T0
e L > 0 existe C = C(T, L) > 0 tal que a desigualdade
Eφ(0) ≤ C
∫ T
0
∫
ω
|φ′(x, t)|2 dxdt, (3.2.5)
e´ verificada para toda soluc¸a˜o fraca φ do problema (3.1.2).
Demonstrac¸a˜o: Observe primeiramente que se a estimativa (3.2.5) vale para o seguinte
problema 
φ′′ −∆φ = 0 em Q,
div φ = 0 em Q,
φ = 0 sobre Σ,
φ(0) = φ0, φ′(0) = φ1 em Ω,
(3.2.6)
enta˜o, temos o resultado desejado. De fato, considere os seguintes problemas sujeitos aos
mesmos dados iniciais, mas um com o termo de pressa˜o e o outro na˜o, isto e´,
φ′′ −∆φ = −∇p em Q,
div φ = 0 em Q,
φ = 0 sobre Σ,
φ(0) = φ0, φ′(0) = φ1 em Ω,
e

θ′′ −∆θ = 0 em Q,
div θ = 0 em Q,
θ = 0 sobre Σ,
θ(0) = φ0, θ′(0) = φ1 em Ω.
Como Eφ(0) = Eθ(0), pois estamos considerando os mesmos dados iniciais, temos
que
Eφ(0) = Eθ(0) ≤ C
∫ T
0
∫
ω
|θ′(x, t)|2 dxdt. (3.2.7)
Por outro lado, considere w := φ− θ. Enta˜o w satisfaz:
w′′ −∆w = −∇p em Q,
divw = 0 em Q,
w = 0 sobre Σ,
w(0) = w′(0) = 0 em Ω.
(3.2.8)
Contudo, vemos que Ew(t) = Ew(0) = 0 e, portanto, φ = θ q.s. em Q. Con-
sequentemente, a presenc¸a da pressa˜o na˜o influencia na observabilidade, assim em (3.2.7)
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temos que
Eφ(0) ≤ C
∫ T
0
∫
ω
|φ′(x, t)|2 dxdt.
Sendo assim, provemos (3.2.5) para o problema (3.2.6). Vamos trabalhar com
soluc¸o˜es regulares e reestabelecer (3.2.5) por argumentos de densidade. Argumentemos por
contradic¸a˜o. Suponha, por absurdo, que (3.2.5) na˜o vale. Enta˜o existe uma sequeˆncia {φm}
de soluc¸o˜es para o problema (3.2.6), tal que
lim
m→∞
Eφm(0)∫ T
0
∫
ω
|φ′m(x, t)|2 dxdt
= +∞. (3.2.9)
De (3.2.9) temos que
lim
m→∞
∫ T
0
∫
ω
|φ′m(x, t)|2 dxdt
Eφm(0)
= 0. (3.2.10)
Considere a seguinte sequeˆncia de problemas
φ′′m −∆φm = 0 em Q,
div φm = 0 em Q,
φm = 0 sobre Σ,
φm(0) = φ
0
m, φ
′
m(0) = φ
1
m em Ω.
(3.2.11)
Agora, defina:
αm := [Eφm(0)]
1/2, vm :=
φm
αm
. (3.2.12)
Considere agora, a seguinte sequeˆncia de problemas normalizados
v′′m −∆vm = 0 em Q,
div vm = 0 em Q,
vm = 0 sobre Σ,
vm(0) = v
0
m =
φ0m
αm
, v′m(0) = v
1
m =
φ1m
αm
em Ω.
(3.2.13)
Dessa forma, temos que
Evm(t) =
1
α2m
Eφm(t). (3.2.14)
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De fato, pois
Evm(t) =
1
2
‖vm(t)‖2V +
1
2
|v′m(t)|2H
=
1
2
n∑
i=1
‖vmi(t)‖2H10 (Ω) +
1
2
n∑
i=1
∥∥v′mi(t)∥∥2L2(Ω)
=
1
2
n∑
i=1
∫
Ω
∣∣∣∣∇(φmi(t)αm
)∣∣∣∣2 dx+ 12
n∑
i=1
∫
Ω
∣∣∣∣φ′mi(t)αm
∣∣∣∣2 dx
=
1
2
n∑
i=1
∫
Ω
1
α2m
(
|∇φmi(t)|2 +
∣∣φ′mi(t)∣∣2)dx
=
1
α2m
(
1
2
‖φm(t)‖2V +
1
2
|φ′m(t)|2H
)
=
1
α2m
Eφm(t).
Portanto, em particular, temos
Evm(0) = 1 para todo m ∈ N. (3.2.15)
A fim de obter uma contradic¸a˜o, vamos mostrar que Evm(0) converge para zero.
De (3.2.15), obtemos que Evm(0) ≤ L enta˜o, para uma poss´ıvel subsequeˆncia de {vm}, temos
que
v0m ⇀ v
0 (fraco) em V, (3.2.16)
v1m ⇀ v
1 (fraco) em H. (3.2.17)
Como {vm} e´ soluc¸a˜o do problema (3.2.13) associado aos dados inciais {v0m, v1m} ∈
V × H, temos que Evm(t) = Evm(0) ≤ L. Portanto, temos que existe uma subsequeˆncia de
{vm}, denotada do mesmo modo, tal que
{vm} e´ limitada em L∞(0, T ;V ), (3.2.18)
{v′m} e´ limitada em L∞(0, T ;H). (3.2.19)
De (3.2.18) e (3.2.19), conclu´ımos que existem subsequeˆncias, denotadas do mesmo
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modo, tais que
vm
∗
⇀ v (fraco estrela) em L∞(0, T ;V ), (3.2.20)
v′m
∗
⇀ v′ (fraco estrela) em L∞(0, T ;H). (3.2.21)
Ale´m disso, como V ↪→ H = H ′ ↪→ H e a imersa˜o V ↪→ H e´ compacta, e pondo
W = {u ∈ L2(0, T ;V ), u′ ∈ L2(0, T ;H)}
munido da topologia
‖u‖W = ‖u‖L2(0,T ;V ) + ‖u′‖L2(0,T ;H) ,
resulta que {vm} e´ limitada em W. Logo, pelo Teorema da Compacidade de Aubin-Lions, ver
Teorema 1.23, temos que
vm → v (forte) em L2(0, T,H). (3.2.22)
Note que por (3.2.10) e (3.2.12), temos que
lim
m→∞
∫ T
0
∫
ω
|v′m(x, t)|2 dxdt = 0. (3.2.23)
Assim de (3.2.21) e (3.2.23), segue que
v′(x, t) = 0 em ω×]0, T [ (3.2.24)
e v e´ independente de t em ω.
Das convergeˆncias acima, temos que v e´ soluc¸a˜o do problema (3.2.6) sujeito aos
dados iniciais {v0, v1} ∈ V ×H.
Passando o limite em (3.2.13) obtemos, no sentido distribucional que{
v′′ −∆v = 0 em Q,
v′(x, t) = 0 em ω×]0, T [, (3.2.25)
e para w = v′, de (3.2.25) conclu´ımos que{
w′′ −∆w = 0 em Q,
w(x, t) = 0 em ω×]0, T [, (3.2.26)
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que implica pelo Teorema de Holmgren que w = v′ = 0 em Ω×]0, T [. Assim, voltando em
(3.2.25) temos que ‖v‖2 = 0 donde v = 0.
Das convergeˆncias obtidas acima, temos que
v′mi ⇀ 0 (fraco) em L
2(Ω×]0, T [), (3.2.27)
tendo sentido considerar a medida µi, a medida de defeito microlocal (m.d.m.) associada a
{v′mi}, (garantida pelo Teorema 1.72 conforme Observac¸a˜o 1.74).
Considere
Pvmi := v
′′
mi
−∆vmi = 0 em Q, (3.2.28)
onde P e´ operador D’Alambertiano. Portanto,
Pvmi → 0 em L2(Ω×]0, T [), ∀ i = 1, · · · , n (3.2.29)
consequentemente,
∂tPvmi → 0 em H−1loc (Ω×]0, T [), ∀ i = 1, · · · , n. (3.2.30)
Vamos provar a convergeˆncia (3.2.30) mais adiante.
Da convergeˆncia (3.2.30) conclu´ımos dois fatos:
(i) O supp(µi) esta´ contido no conjunto caracter´ıstico do operador de ondas
{(t, x, τ, ξ) ∈ R × Ω × R × Rn : σ2(P ) = 0} onde σ2(P ) = p(t, x, τ, ξ) denota o s´ımbolo
principal de P = , (pelo Teorema 1.76).
(ii) O supp(µi) e´, para cada i ∈ {1, · · · , n}, uma unia˜o de curvas do tipo
t ∈ I 7−→ m± (t) =
(
t, x(t),± 1√
1 + (x′(t))2
,± x
′(t)√
1 + (x′(t))2
)
(3.2.31)
onde t ∈ I 7−→ x(t) ∈ Ω e´ uma geode´sica associada a` me´trica, (pelo Teorema 1.81 e Pro-
posic¸a˜o 1.82).
Dessa forma, tem-se que µi se propaga ao longo do fluxo bicaracter´ıstico do opera-
dor P de ondas, isto significa que se algum ponto ω0 = (t0, x0, τ0, ξ0) na˜o pertence a supp(µi)
enta˜o toda bicaracter´ıstica comec¸ando por ω0 esta´ fora do supp(µi).
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Note que de (3.2.23) temos que v′mi → 0 em L2(ω×]0, T [) o que implica (pela
Observac¸a˜o 1.74) que µi = 0 em ω×]0, T [ ∀i = 1, · · · , n de modo que µi na˜o apresenta
medida de defeito em ω×]0, T [ e, desta forma, supp(µi) ⊂ (Ω\ω)×]0, T [.
Contudo, como as geode´sicas de Ω sa˜o linhas retas que tocam a fronteira ∂Ω de
Ω e se refletem de acordo com as leis da o´tica geome´trica, enta˜o as bicaracter´ısticas m± (t),
acima mencionadas, tocam a fronteira lateral ∂Ω×]0, T [ do cilindro Ω×]0, T [. Dessa forma,
m± (t) /∈ supp(µϕ). Assim, supp(µi) = ∅, isto e´, µi = 0 em todo Ω×]0, T [.
Assim, por propagac¸a˜o, (pela Observac¸a˜o 1.74)
v′mi → 0 (forte) em L2loc(Ω×]0, T [) (3.2.32)
e, como v′mi → 0 (forte) em L2(ω×]0, T [), deduzimos que
v′mi → 0 (forte) em L2(0, T ;L2(Ω)), ∀i = 1, · · · , n. (3.2.33)
Seja ψ ∈ C∞0 (0, T ); 0 ≤ ψ ≤ 1 e ψ = 1 em ], T − [.
Para concluir a demonstrac¸a˜o, vamos multiplicar a equac¸a˜o (3.2.13)1 por vmψ(t)
e integrando de zero a T , temos que∫ T
0
ψ(t)(v′′m(t), vm(t))dt−
∫ T
0
ψ(t)(∆vm(t), vm(t))dt = 0. (3.2.34)
Observe que
d
dt
[
ψ(t)(v′mi(t), vmi(t))L2(Ω)
]
= ψ(t)(v′′mi(t), vmi(t))L2(Ω) + ψ(t)(v
′
mi
(t), v′mi(t))L2(Ω)
+ (v′mi(t), vmi(t))ψ
′(t)L2(Ω).
Integrando de 0 a T, temos∫ T
0
ψ(t)(v′′mi(t), vmi(t))L2(Ω)dt = −
∫ T
0
ψ(t)
∫
Ω
∣∣v′mi(x, t)∣∣2 dxdt
−
∫ T
0
ψ′(t)(v′mi(t), vmi(t))L2(Ω)dt,
somando-se em i, temos∫ T
0
ψ(t)(v′′m(t), vm(t))dt = −
∫ T
0
ψ(t) |v′m(t)|2H dt−
∫ T
0
ψ′(t)(v′m(t), vm(t))dt. (3.2.35)
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Ale´m disso, pela Fo´rmula de Green e como vm ∈ V, segue que
−
∫ T
0
ψ(t)(∆vm(t), vm(t))dt =
∫ T
0
ψ(t)(∇vm(t),∇vm(t))dt =
∫ T
0
ψ(t) ‖vm(t)‖2V dt.(3.2.36)
Dessa forma, por (3.2.35) e (3.2.36), conclu´ımos que
−
∫ T
0
ψ(t)|v′m(t)|2Hdt−
∫ T
0
ψ′(t)(v′m(t), vm(t))dt+
∫ T
0
ψ(t) ‖vm(t)‖2V dt = 0.(3.2.37)
Por (3.2.22) e (3.2.37) (v = 0) e de (3.2.33), temos que∫ T−

‖vm(t)‖2V dt→ 0 ∀  > 0. (3.2.38)
Portanto, por (3.2.33) e (3.2.38) e com  > 0 arbitra´rio, temos que∫ T−

|v′m(t)|2H dt+
∫ T−

‖vm(t)‖2V dt→ 0.
Consequentemente, ∫ T−

Evm(t)dt→ 0 ∀ t. (3.2.39)
Como vm e´ soluc¸a˜o do problema (3.2.13) sujeito aos dados inciais {v0m, v1m} ∈
V ×H, temos que Evm(t) = Evm(0). Enta˜o
(T − 2)Evm(0) =
∫ T−

Evm(0)dt =
∫ T−

Evm(t)dt→ 0
que implica que Evm(0)→ 0 quando m→ +∞ como deseja´vamos provar.
Vamos demonstrar agora a convergeˆncia (3.2.30), isto e´, mostraremos que
∂tPvmi → 0 (forte) em H−1loc (Ω×]0, T [). (3.2.40)
Para tal, tome y ∈ H10 (Ω×]0, T [) ≡ H10 (0, T ;H10 (Ω)). Temos que∣∣∣〈∂tPvmi , y〉H−1(0,T ;H−1(Ω)), H10 (0,T ;H10 (Ω))∣∣∣
=
∣∣∣〈Pvmi , ∂ty〉L2(0,T ;H−1(Ω)),L2(0,T ;H10 (Ω))∣∣∣
≤ ||Pvmi ||L2(0,T ;H−1(Ω)) ||∂ty||L2(0,T ;H10 (Ω))
≤ ||Pvmi ||L2(0,T ;H−1(Ω)) ||y||H10 (0,T ;H10 (Ω))
(3.2.41)
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onde a u´ltima desigualdade usamos que
||y||H10 (0,T ;H10 (Ω)) := ||y||L2(0,T ;H10 (Ω)) + ||∂ty||L2(0,T ;H10 (Ω)).
Assim, combinando (3.2.41) com o fato de Pvmi → 0 (forte) em L2(0, T ;L2(Ω)) e
L2(Ω) ↪→ H−1(Ω), deduzimos que
lim
n→+∞
||∂tPvmi ||H−1(0,T ;H−1(Ω)) = 0. (3.2.42)
Por outro lado, como H−1loc (Q) representa o dual topolo´gico de H
1
comp(Q) e como
H1comp(Q) ↪→ H10 (Q) ⇒ H−1(Q) ↪→ H−1loc (Q). (3.2.43)
Dessa forma, por (3.2.42) e (3.2.43) conclu´ımos que
∂tPvmi → 0 forte em H−1loc (Q), (3.2.44)
e, portanto, ∂tPvmi → 0 (forte) em H−1loc (Ω×]0, T [).
Capı´tulo4
Taxa de Decaimento Uniforme para
Dois Sistemas Acoplados
Semilineares da Onda
Este cap´ıtulo foi realizado em parceria com Marcelo Moreira Cavalcanti, Victor Hugo Gon-
zalez Martinez e Janaina Pedroso Zanchetta.
Neste cap´ıtulo vamos investigar a estabilidade assinto´tica de dois sistemas aco-
plados semilineares da onda postos em um meio na˜o homogeˆneo e sujeitos a uma dissipac¸a˜o
na˜o linear localmente distribu´ıda. A saber
ρ(x)utt − div[K(x)∇u] + f(u) + a(x)g(ut)− γ(x)vt = 0 em Ω×]0,∞[,
ρ(x)vtt − div[K(x)∇v] + h(v) + b(x)g(vt) + γ(x)ut = 0 em Ω×]0,∞[,
u = v = 0 sobre ∂Ω×]0,∞[,
u(0) = u0, ut(0) = u
1 em Ω,
v(0) = v0, vt(0) = v
1 em Ω,
e 
ρ(x)utt − div[K(x)∇u] + f(u) + a(x)g(ut) + δv = 0 em Ω×]0,∞[,
ρ(x)vtt − div[K(x)∇v] + h(v) + b(x)g(vt) + δu = 0 em Ω×]0,∞[,
u = v = 0 sobre ∂Ω×]0,∞[,
u(0) = u0, ut(0) = u
1 em Ω,
v(0) = v0, vt(0) = v
1 em Ω,
onde Ω e´ um domı´nio do Rn para n ≥ 2, com fronteira suave ∂Ω.
O problema de estabilizac¸a˜o de sistemas acoplados tem sido estudado por va´rios
autores, como [3], [4], [5], [27] e [58]. Alabau et al. [4] estudaram a estabilizac¸a˜o interna
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indireta do sistema fracamente acoplado onde a dissipac¸a˜o e´ efetiva em todo o domı´nio. Em
[5] foi considerado o decaimento da energia do sistema hiperbo´lico com acoplamento atrave´s
das velocidades com dissipac¸a˜o, o interesse dos autores estava nas propriedades assinto´ticas
das soluc¸o˜es deste sistema no caso quando a dissipac¸a˜o e´ na˜o-linear indireta, isto e´, quando
apenas uma equac¸a˜o do sistema tem uma dissipac¸a˜o na˜o linear. Charles [27] considerou um
sistema acoplado da onda em um domı´nio limitado unidimensional com dissipac¸a˜o na˜o linear
localmente localizada em ambas equac¸o˜es. Sob certas condic¸o˜es impostas sobre o subcon-
junto onde termo de dissipac¸a˜o e´ efetiva, Kapitonov [58] provou a estabilizac¸a˜o uniforme das
soluc¸o˜es de um par de sistemas acoplados por suas velocidades.
O modelo proposto neste trabalho, e´ uma extensa˜o para sistemas da equac¸a˜o
introduzida por Cavalcanti et al. em [7], dada por
ρ(x)utt − div[K(x)∇u] + f(u) + a(x)g(ut) = 0 em Ω× (0,∞),
em uma variedade Riemanniana (Ω,g) compacta conexa orienta´vel n-dimensional com fron-
teira suave. Os autores contribu´ıram para extensa˜o do entendimento acerca do comporta-
mento assinto´tico da energia associado a` equac¸a˜o da onda na presenc¸a do termo na˜o linear
f(u) e da dissipac¸a˜o na˜o linear g(ut) efetiva em uma regia˜o satisfazendo a condic¸a˜o geome´trica
de controle e uma pequena vizinhanc¸a da fronteira. Inspirados nos trabalhos de [10] e [54]
os autores provaram que a energia do problema decai uniformemente para zero desde que os
dados iniciais sejam tomados em conjuntos limitados no espac¸o fase.
4.1 Sistema I
Considere o seguinte sistema acoplado
ρ(x)utt − div[K(x)∇u] + f(u) + a(x)g(ut)− γ(x)vt = 0 em Ω×]0,∞[,
ρ(x)vtt − div[K(x)∇v] + h(v) + b(x)g(vt) + γ(x)ut = 0 em Ω×]0,∞[,
u = v = 0 sobre ∂Ω×]0,∞[,
u(0) = u0, ut(0) = u
1 em Ω,
v(0) = v0, vt(0) = v
1 em Ω,
(4.1.1)
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onde Ω e´ um domı´nio limitado do Rn, com fronteira suave ∂Ω, ρ : Ω → R+, kij : Ω → R,
1 ≤ i, j ≤ d sa˜o func¸o˜es C∞(Ω) tais que para todo x ∈ Ω e ξ ∈ Rn,
α0 ≤ ρ(x) ≤ β0, kij(x) = kji(x), α|ξ|2 ≤ ξ> ·K(x) · ξ ≤ β|ξ|2, (4.1.2)
onde α0, β0, α, β sa˜o constantes positivas e K(x) = (kij)i,j e´ uma matriz sime´trica positiva
definida. Vamos denotar por ω ⊂ Ω um conjunto aberto dado pela intersec¸a˜o de uma
vizinhanc¸a aberta da fronteira ∂Ω em Rn e que controla geometricamente a equac¸a˜o (4.1.1),
em um sentido a ser precisado adiante.
Hipo´tese 4.1 • Os termos na˜o lineares f, h ∈ C2(R) sa˜o func¸o˜es reais e satisfazem
f(0) = 0, |f j(s)| ≤ k0(1 + |s|)p−j, j = 1, 2, ∀s ∈ R,
h(0) = 0, |hj(s)| ≤ k0(1 + |s|)p−j, j = 1, 2, ∀s ∈ R,
(4.1.3)
que implica, em particular, que para algum C > 0,
|f(r)− f(s)| ≤ C (1 + |r|p−1 + |s|p−1) |r − s|, ∀r, s ∈ R,
|h(r)− h(s)| ≤ C (1 + |r|p−1 + |s|p−1) |r − s|, ∀r, s ∈ R. (4.1.4)
• Com respectivas primitivas F (s) = ∫ s
0
f(τ)dτ e H(s) =
∫ s
0
h(τ)dτ verificando
−β
2
|s|2 ≤ F (s) ≤ f(s)s+ β
2
|s|2, ∀s ∈ R,
−β
2
|s|2 ≤ H(s) ≤ h(s)s+ β
2
|s|2, ∀s ∈ R,
(4.1.5)
onde k0 > 0, β ∈ [0, λ1), onde λ1 > 0 e´ um autovalor principal positivo do correspon-
dente problema linear {
−div (K(x)∇w) = λw em Ω
w|∂Ω = 0
(4.1.6)
e
p ≥ 1 para n = 2, e 1 ≤ p < n+ 2
n− 2 para n ≥ 3.
Hipo´tese 4.2 A func¸a˜o g : R → R e´ cont´ınua, mono´tona crescente e satisfaz as seguintes
condic¸o˜es {
g(s)s > 0 para todo s 6= 0;
k|s| ≤ |g(s)| ≤ K|s| para todo |s| ≥ 1 (4.1.7)
onde k,K sa˜o constantes positivas.
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Hipo´tese 4.3 As func¸o˜es reais na˜o negativas a = a(·) e b = b(·), responsa´veis pelo efeito
dissipativo localizado, satisfazem as seguintes condic¸o˜es respectivamente:
a ∈ L∞(Ω) ∩ C0(Ω); a(x) ≥ a0 > 0 em ω ⊂ Ω. (4.1.8)
b ∈ L∞(Ω) ∩ C0(Ω); b(x) ≥ b0 > 0 em ω ⊂ Ω. (4.1.9)
Hipo´tese 4.4 A func¸a˜o γ ∈ W 1,∞(Ω) e satisfaz
0 ≤ γ(x) ≤ a(x) e 0 ≤ γ(x) ≤ b(x) q.s. em Ω. (4.1.10)
Vamos assumir a Condic¸a˜o Geome´trica de Controle:
Hipo´tese 4.5 ω controla geometricamente Ω, isto e´, existe T0 > 0, tal que, para toda
geode´sica da me´trica definida pela matriz G(x) =
(
K(x)
ρ(x)
)−1
viajando com velocidade constante
igual a 1 e com in´ıcio em t = 0, entra na regia˜o ω em um tempo t < T0.
Hipo´tese 4.6 Para todo T > 0, a u´nica soluc¸a˜o v pertencente ao espac¸o C(]0, T [;L2(Ω)) ∩
C(]0, T [, H−1(Ω)), para o sistemavtt − div[(K/ρ)∇v] + V (x, t)v = 0 em Ω× (0, T ),v = 0 sobre ω, (4.1.11)
onde V (x, t) ∈ Ln+12 (]0, T [, Ln+12 (Ω)), e´ a trivial v ≡ 0.
Observac¸a˜o 4.7 E´ importante observar que a Hipo´tese 4.5 na˜o e´ obviamente cumprida
para todas as matrizes G = (K/ρ)−1. Podemos ver em [7] exemplos em que esta situac¸a˜o
ocorre. Acontece facilmente quando G(x) = Id, neste caso as geode´sicas sa˜o linhas retas e,
necessariamente, elas va˜o encontrar a regia˜o ω.
A Hipo´tese 4.5 e´ a chamada de Condic¸a˜o Geome´trica de Controle (C.G.C.). E´
sabido que a C.G.C e´ uma condic¸a˜o necessa´ria e suficiente para a estabilizac¸a˜o e controle da
equac¸a˜o da onda linear (veja [10], [15], [24], [23], [30], [49]).
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Observac¸a˜o 4.8 Observe que para V (t, x) ∈ L∞(]0, T [, Ln(Ω)) e considerando G(x) = Id,
a Hipo´tese 4.6 e´ satisfeita pelo trabalho de Ruiz [53]. De acordo com Koch e Tataru [59]
(veja Teorema 15), no caso mais geral onde V ∈ Ln+12 (]0, T [, Ln+12 (Ω)) e G pode na˜o ser a
identidade, o princ´ıpio de continuac¸a˜o vale. Consequentemente, sob condic¸o˜es espec´ıficas em
[59], a Hipo´tese 4.6 cumpre-se.
Vamos provar a existeˆncia e unicidade de soluc¸o˜es fracas para o problema (4.1.1)
e, ale´m disso, que estas soluc¸o˜es decaem uniformemente para zero, isto e´, denotando E(t) =
Eu,v(t) a energia associada ao problema (4.1.1), onde
E(t) :=
∫
Ω
ρ(x)|ut(x, t)|2 + ρ(x)|vt(x, t)|2 +∇u(x, t)> ·K(x) · ∇u(x, t)
+∇v(x, t)> ·K(x) · ∇v(x, t) + F (u(x, t)) +H(v(x, t))dx
(4.1.12)
F (λ) =
∫ λ
0
f(s) ds e H(λ) =
∫ λ
0
h(s) ds, tem-se
E(t) ≤ S
(
t
T0
− 1
)
, ∀t > T0, (4.1.13)
com lim
t→∞
S(t) = 0, onde o semigrupo de contrac¸a˜o S(t) e´ a soluc¸a˜o da equac¸a˜o diferencial
d
dt
S(t) + q(S(t)) = 0, S(0) = E(0), (4.1.14)
e q e´ dado em (4.1.177) para toda soluc¸a˜o fraca do problema (4.1.1) desde que {u0, v0, u1, v1}
sejam tomados em conjuntos limitados de (H10 (Ω))
2 × (L2(Ω))2.
4.1.1 Resultados Pre´vios
Em vez de estudar o problema espec´ıfico (4.1.1), vamos considerar o problema auxiliar, que
sera´ descrito na sequeˆncia. Para este propo´sito, vamos induzir em Ω uma me´trica Riemanni-
ana g tal que (Ω,g) e´ uma variedade conexa, compacta, orienta´vel n-dimensional com me´trica
g de classe C∞ e fronteira suave ∂Ω.
Vamos denotar ∆g o operador Laplace-Beltrami em (Ω,g) e ∇g sua conexa˜o
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Riemanniana. Consideremos o seguinte sistema acoplado:
utt −∆gu+ f(u) + a(x)g(ut)− γ(x)vt = 0 em Ω×]0,∞[,
vtt −∆gv + h(v) + b(x)g(vt) + γ(x)ut = 0 em Ω×]0,∞[,
u = v = 0 sobre ∂Ω×]0,∞[,
u(0) = u0, ut(0) = u
1 em Ω,
v(0) = v0, vt(0) = v
1 em Ω.
(4.1.15)
A energia associada ao problema (4.1.15) e´ dada por
E(t) :=
∫
Ω
1
2
|ut(x, t)|2 + 1
2
|vt(x, t)|2 + 1
2
|∇gu(x, t)|2 + 1
2
|∇gv(x, t)|2dx
+
∫
Ω
F (u(x, t))dx+
∫
Ω
H(v(x, t))dx.
(4.1.16)
Procederemos formalmente. Multiplicando a primeira equac¸a˜o do problema (4.1.15)
por ut e a segunda equac¸a˜o de (4.1.15) por vt, tem-se{
(utt, ut) + ((u, ut)) + (f(u), ut) + (a(x)g(ut), ut)− (γ(x)vt, ut) = 0
(vtt, vt) + ((v, vt)) + (h(v), vt) + (b(x)g(vt), vt) + (γ(x)ut, vt) = 0,
donde
1
2
d
dt
[‖ut(t)‖2L2 + ‖∇gu(t)‖2L2]+ ∫
Ω
f(u)utdx−
∫
Ω
γ(x)vtutdx = −
∫
Ω
a(x)g(ut)utdx.
1
2
d
dt
[‖vt(t)‖2L2 + ‖∇gv(t)‖2L2]+ ∫
Ω
h(v)vtdx+
∫
Ω
γ(x)utvtdx = −
∫
Ω
b(x)g(vt)vtdx.
(4.1.17)
Como [− ∫
Ω
γ(x)vt.utdx+
∫
Ω
γ(x)ut.vtdx] = 0, enta˜o somando as equac¸o˜es em (4.1.17) temos
1
2
d
dt
[
‖ut(t)‖2L2 + ‖∇gu(t)‖2L2 + ‖vt(t)‖2L2 + ‖∇gv(t)‖2L2 + 2
∫
Ω
F (u)dx+ 2
∫
Ω
H(v)dx
]
= −
∫
Ω
a(x)g(ut)utdx−
∫
Ω
b(x)g(vt)vtdx
(4.1.18)
onde F (λ) =
∫ λ
0
f(τ)dτ e H(λ) =
∫ λ
0
h(τ)dτ
Segue de (4.1.18), do fato de a(x) e b(x) serem func¸o˜es na˜o negativas e, pela
Hipo´tese 4.2, que
d
dt
E(t) ≤ 0. (4.1.19)
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Ale´m disso, obtemos a seguinte identidade da energia:
E(t2)− E(t1) = −
∫ t2
t1
∫
Ω
a(x)g(ut)ut + b(x)g(vt)vtdxdt, ∀ 0 ≤ t1 ≤ t2 <∞. (4.1.20)
Inspirados em [7], voltamos ao nosso problema original (4.1.1) tendo em mente
que ρ ∈ C∞(Ω) e α0 ≤ ρ(x) ≤ β0. Fixe um sistema de coordenadas (x1, · · · , xn) sobre
(Ω,g), com g sendo a me´trica Riemanniana definida pela matriz gij =
(K(x)
ρ(x)
)−1
cuja inversa
e´ denotada por (gij)
−1 = gij e defina
ρ =
√
det(gij).
O operador Laplace-Beltrami neste sistema de coordenadas e´ dado por
∆gu =
1√
det gij
n∑
i,j=1
∂
∂xi
(√
det gijg
ij ∂u
∂xj
)
=
1
ρ(x)
div(K(x)∇u)
onde ∇ e´ o gradiente usual corresponde a` me´trica Euclidiana.
Consequentemente,
ρ(x)∂2t u− div[K(x)∇u] = 0 ⇔ ∂2t u−∆gu = 0.
Assim, analisar o problema (4.1.1) e´ equivalente a analisar o problema (4.1.15).
4.1.2 Boa Colocac¸a˜o
Observe primeiramente, que pelos Teoremas de Imersa˜o (ver Teorema 1.8) temos
H10 (Ω) ↪→ Lq(Ω) ∀ q ∈
[
2,
2n
n− 2
]
para n ≥ 3.
H10 (Ω) ↪→ Lq(Ω) ∀ q ∈ [2,+∞[ para n = 2.
(4.1.21)
Considere o espac¸o de Hilbert
H = (H10 (Ω))2 × (L2(Ω))2
munido do produto interno
〈U, V 〉H =
∫
Ω
(∇gu1∇gv1 +∇gu2∇gv2 + u3v3 + u4v4)dx
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onde U = (u1, u2, u3, u4)
> e V = (v1, v2, v3, v4)> e > denota o transposto.
Denotando u˜ = ut, v˜ = vt, enta˜o para W (t) = (u, v, u˜, v˜)
> o problema (4.1.15)
pode ser reescrito como um problema de primeira ordem como segue:
dW
dt
(t) +AW (t) = F(W (t))
W (0) = W 0
(4.1.22)
onde W 0 = (u0, v0, u1, v1) e o operador A : D(A) ⊂ H → H e´ dado por A = A + B com
operadores componentes definidos por
A =

0 0 −I 0
0 0 0 −I
−∆g 0 0 −γ(x)I(·)
0 −∆g γ(x)I(·) 0
 (4.1.23)
onde D(A) = {(l, w, z, y) ∈ H; ∆gl,∆gw ∈ L2(Ω)} = (H10 (Ω) ∩ H2(Ω))2 × (H10 (Ω))2 e o
operador B : H → H dado por
B =

0 0 0 0
0 0 0 0
0 0 a(x)g(·) 0
0 0 0 b(x)g(·)
 . (4.1.24)
Como D(A) = (H10 (Ω) ∩H2(Ω))2 × (H10 (Ω))2, D(B) = H segue que D(A) = D(A).
O operador F : H → H e´ dado por
F =

0 0 0 0
0 0 0 0
−f(·) 0 0 0
0 −h(·) 0 0
 . (4.1.25)
Vamos provar agora, a boa colocac¸a˜o do problema (4.1.22) que assegura a boa
colocac¸a˜o para o problema (4.1.1) . Primeiramente provaremos para o caso 1 ≤ p ≤ n
n−2 .
Depois provaremos para o caso n
n−2 < p <
n+2
n−2 .
4.1.3 Caso Semilinear (1 ≤ p ≤ nn−2)
Teorema 4.9 Suponha que as hipo´teses dos termos na˜o lineares f, h, especificados em 4.1,
sejam satisfeitas com a restric¸a˜o p ≥ 1 se p = 2 e 1 ≤ p ≤ n
n−2 se n ≥ 3 e os dados
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iniciais (u0, v0, u1, v1) ∈ H. Enta˜o o problema (4.1.22) possui uma u´nica soluc¸a˜o generalizada
(u, v, u˜, v˜) ∈ C([0, T ];H). Ale´m disso, se (u0, v0, u1, v1) ∈ D(A), enta˜o a soluc¸a˜o e´ regular.
Demonstrac¸a˜o: A fim de mostrar a existeˆncia e unicidade, vamos usar o Teorema 1.39,
para tal, temos que mostrar que A = A + B e´ um operador maximal mono´tono e que
F e´ um operador cont´ınuo localmente Lipschitz. Primeiramente observe que o operador
A : D(A) ⊂ H → H definido por (4.1.23) e´ linear e e´ maximal mono´tono. Que A e´ linear, e´
trivial. Mostremos que:
`: A e´ mono´tono
Seja U = (u1, u2, u3, u4) ∈ D(A). Enta˜o u1, u2 ∈ H10 (Ω) ∩H2(Ω) e u3, u4 ∈ H10 (Ω). Note que
〈U,AU〉 = (U,AU)H
= ((u1, u2, u3, u4), (−u3,−u4,−∆gu1 − γ(x)u4,−∆gu2 + γ(x)u3)H
= −
∫
Ω
∇gu1∇gu3dx−
∫
Ω
∇gu2∇gu4dx+
∫
Ω
u3(−∆gu1)dx+
∫
Ω
u4(−∆gu2)dx
−
∫
Ω
u3γ(x)u4dx+
∫
Ω
u4γ(x)u3dx
= 0.
Logo, A e´ mono´tono.
`: A e´ maximal
A fim de provar a maximalidade de A, e´ suficiente provar que Im(I + A) = H, isto e´, dado
V = (l0, w0, z0, y0) ∈ H, temos que mostrar que existe W = (l, w, z, y) ∈ D(A) tal que
W + AW = V, ou seja, 
l − z = l0 ∈ H10 (Ω),
w − y = w0 ∈ H10 (Ω),
z −∆gl − γ(x)y = z0 ∈ L2(Ω),
y −∆gw + γ(x)z = y0 ∈ L2(Ω).
(4.1.26)
De (4.1.26) obtemos
z = l − l0 e y = w − w0. (4.1.27)
Assim, substituindo (4.1.27) nas duas u´ltimas equac¸o˜es de (4.1.26), obtemos{
l −∆gl − γ(x)w = −γ(x)w0 + l0 + z0 = M0 ∈ L2(Ω)
w −∆gw + γ(x)l = γ(x)l0 + w0 + y0 = M1 ∈ L2(Ω).
(4.1.28)
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Defina
b : (H10 (Ω)×H10 (Ω))2 −→ R
((l, w), (ϕ, ψ)) 7−→ b((l, w), (ϕ, ψ))
onde b e´ dada por
b((l, w), (ϕ, ψ)) =
∫
Ω
∇gl∇gϕdx+
∫
Ω
∇gw∇gψdx+
∫
Ω
lϕdx+
∫
Ω
wψdx
−
∫
Ω
γ(x)wϕdx+
∫
Ω
γ(x)lψdx.
Observe que b e´ uma forma bilinear, cont´ınua e coerciva em (H10 (Ω) × H10 (Ω))2.
De fato, que b e´ bilinear e´ trivial. Vejamos que b e´ cont´ınua e coerciva.
Pela desigualdade de Ho¨lder, temos que
|b((l, w), (ϕ, ψ))| ≤
∫
Ω
|∇gl||∇gϕ|dx+
∫
Ω
|∇gw||∇gψ|dx+
∫
Ω
|l||ϕ|dx+
∫
Ω
|w||ψ|dx
+
∫
Ω
|γ(x)|w||ϕ|dx+
∫
Ω
|γ(x)|l||ψ|dx
≤‖∇gl‖L2‖∇gϕ‖L2 + ‖∇gw‖L2‖∇gψ‖L2 + ‖l‖L2‖ϕ‖L2 + ‖w‖L2‖ψ‖L2
+‖γ‖∞‖w‖L2‖ϕ‖L2 + ‖γ‖∞‖l‖L2‖ψ‖L2
=(∗).
Assim, pela imersa˜o de H10 (Ω) ↪→ L2(Ω), temos que
(∗) ≤ C(‖l‖H10‖ϕ‖H10 + ‖w‖H10‖ψ‖H10 + ‖l‖H10‖ϕ‖H10 + ‖w‖H10‖ψ‖H10
+ ‖w‖H10‖ϕ‖H10 + ‖l‖H10‖ψ‖H10
)
≤ C(‖(l, w)‖(H10 )2 · ‖(ϕ, ψ)‖(H10 )2).
(4.1.29)
Portanto,
|b((l, w), (ϕ, ψ))| ≤ C(‖(l, w)‖(H10 )2 · ‖(ϕ, ψ)‖(H10 )2)
donde b e´ cont´ınua.
4.1 Sistema I 126
Ale´m disso, temos que
b((l, w), (l, w)) =
∫
Ω
|∇gl|2dx+
∫
Ω
|∇gw|2dx+
∫
Ω
|l|2dx+
∫
Ω
|w|2dx
−
∫
Ω
γ(x)wldx+
∫
Ω
γ(x)lwdx︸ ︷︷ ︸
=0
≥
∫
Ω
|∇gl|2dx+
∫
Ω
|∇gw|2dx
= ‖∇gl‖2L2 + ‖∇gw‖2L2
= ‖l‖2H10 + ‖w‖
2
H10
= ‖(l, w)‖2(H10 )2
(4.1.30)
e, portanto, b e´ coerciva.
Dessa forma, b e´ uma forma bilinear, cont´ınua e coerciva em (H10 (Ω) × H10 (Ω))2
assim, pela imersa˜o (H10 (Ω))
2 ↪→ (L2(Ω))2 e como (H10 (Ω))2 e´ denso em (L2(Ω))2 segue que
o operador
B : D(B) ⊂ (H10 (Ω))2 −→ (L2(Ω))2
(l, w) 7−→ (l −∆gl − γ(x)w,w −∆gw + γ(x)l)
onde D(B) = (H10 (Ω)∩H2(Ω))2, e´ definido pela terna {(H10 (Ω))2, (L2(Ω))2, b((l, w), (ϕ, ψ))}.
Ale´m disso, pelo Teorema de Lax-Milgran, podemos estender B : (H10 (Ω))2 → (H−1(Ω))2 e
tal extensa˜o e´ um isomorfismo. Dessa forma, dado (M0,M1) ∈ (L2(Ω))2 ⊂ (H−1(Ω))2 existe
um u´nico (l, w) ∈ (H10 (Ω))2 tal que B(l, w) = (M0,M1). Assim, (4.1.28) possui u´nica soluc¸a˜o
(l, w) ∈ (H10 (Ω))2 ⊂ (L2(Ω))2. Ou seja,{
l −∆gl − γ(x)w = M0 em D′(Ω)
w −∆gw + γ(x)l = M1 em D′(Ω).
Como l,M0, γ(x)w ∈ L2(Ω) segue que ∆gl ∈ L2(Ω) donde, pela regularidade
el´ıptica, l ∈ H2(Ω). Da mesma forma, como w,M1, γ(x)l ∈ L2(Ω) segue que ∆gw ∈ L2(Ω)
donde, pela regularidade el´ıptica, w ∈ H2(Ω). Ale´m disso, em (4.1.27) z = l − l0 ∈ L2(Ω) e,
da mesma forma, y = w − w0 ∈ L2(Ω).
Sendo assim, o sistema (4.1.26) tem soluc¸a˜o u´nica (l, w, z, y) ∈ D(A) e, portanto,
A e´ maximal mono´tono em H.
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Mostremos agora que o operador B e´ mono´tono, hemicont´ınuo e limitado. Para
tal, sejam U = (u1, u2, u3, u4), V = (v1, v2, v3, v4) ∈ D(B).
`: B e´ mono´tono
〈BU −BV,U − V 〉 = (BU −BV,U − V )H
= ((0, 0, a(x)(g(u3)− g(v3)), b(x)(g(u4)− g(v4))), (u1 − v1, u2 − v2, u3 − v3, u4 − v4))H
=
∫
Ω
a(x)(g(u3)− g(v3))(u3 − v3)dx+
∫
Ω
b(x)(g(u4)− g(v4))(u4 − v4)dx ≥ 0,
pois a(x) e b(x) sa˜o na˜o negativas e g e´ uma func¸a˜o mono´tona crescente, por hipo´tese.
Portanto, B e´ mono´tono.
`: B e´ hemicont´ınuo
Seja tm ⊂ R uma sequeˆncia tal que tm → 0 quando m → ∞. Note que para todo W =
(w1, w2, w3, w4) ∈ H temos
lim
m→∞
〈B(U + tmV ),W 〉 = lim
m→∞
(B(U + tmV ),W )H
= lim
m→∞
((0, 0, a(x)g(u3 + tmv3), b(x)g(u4 + tmv4)), (w1, w2, w3, w4))H
= lim
m→∞
[ ∫
Ω
a(x)(g(u3(x) + tmv3(x))w3(x)dx+
∫
Ω
b(x)(g(u4(x) + tmv4(x))w4(x)dx
]
.
Seja fm = a(x)g(u3(x) + tmv3(x))w3(x).
Assim se |u3(x) + tmv3(x)| ≥ 1 temos pela Hipo´tese 4.2 que
|fm(x)| = |a(x)g(u3(x) + tmv3(x))||w3(x)|
≤ K‖a‖∞|u3(x) + tmv3(x)||w3(x)|
≤ K˜[|u3(x)||w3(x)|+ ˜˜K|v3(x)||w3(x)|]
≤ C|u3(x)||w3(x)|+ C˜|v3(x)||w3(x)|
quase sempre em Ω, onde ˜˜K e´ tal que |tm| ≤ ˜˜K. Como u3(x), v3(x), w3(x) ∈ L2(Ω), enta˜o
fm ∈ L1(Ω), para todo m ∈ N.
Ale´m disso, definindo
h := C|u3(x)||w3(x)|+ C˜|v3(x)||w3(x)|
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segue que h ∈ L1(Ω) e |fm| ≤ h(x) quase sempre em Ω.
Na sequeˆncia, devido a continuidade da g temos que
lim
m→∞
g(u3(x) + tmv3(x))w3(x) = g(u3(x))w3(x).
Dessa forma, pelo Teorema da Convergeˆncia Dominada de Lebesgue, conclu´ımos
que
lim
m→∞
∫
Ω
a(x)g(u3(x) + tmv3(x))w3(x)dx =
∫
Ω
a(x)g(u3(x))w3(x)dx.
Analogamente obtemos
lim
m→∞
∫
Ω
b(x)g(u4(x) + tmv4(x))w4(x)dx =
∫
Ω
b(x)g(u4(x))w4(x)dx.
Dessa forma,
lim
m→∞
〈B(U + tmV ),W 〉 =
∫
Ω
a(x)g(u3(x))w3(x)dx+
∫
Ω
b(x)g(u4(x))w4(x)dx
= 〈BU,W 〉
(4.1.31)
e, portanto, B e´ hemicont´ınuo.
E´ evidente que o operador B transforma subconjuntos limitados em subconjuntos
limitados, concluindo-se a prova da afirmac¸a˜o.
Dessa forma, sendo A linear e maximal mono´tono, B mono´tono, hemicont´ınuo e
leva conjuntos limitados em conjuntos limitados, segue da Proposic¸a˜o 1.35 que A = A+B e´
maximal mono´tono.
Vamos mostrar agora que o operador na˜o linear F : H → H dado em (4.1.25) e´
um operador cont´ınuo e localmente Lipschitz.
`: F esta´ bem definida.
Com efeito, note que se v ∈ H10 (Ω) enta˜o f(v), h(v) ∈ L2(Ω). De fato, por (4.1.4) e como
f(0) = 0 temos que ∫
Ω
|f(v)|2dx ≤ C
∫
Ω
[(1 + |v|p−1)|v|]2dx
≤ C
(∫
Ω
|v|2dx+
∫
Ω
(|v|2(p−1)|v|2dx
)
.
(4.1.32)
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Pela imersa˜o H10 (Ω) ↪→ L2(Ω) temos que∫
Ω
|v|2dx = ‖v‖2L2 ≤ C‖v‖2H10 < +∞. (4.1.33)
Por outro lado, como 1 ≤ p ≤ n
n−2 enta˜o 2 ≤ 2p ≤ 2nn−2 , enta˜o por (4.1.21) temos
que vale a imersa˜o H10 (Ω) ↪→ L2p(Ω) donde segue que∫
Ω
(|v|2(p−1)|v|2dx =
∫
Ω
|v|2pdx = ‖v‖2pL2p ≤ C‖v‖2pH10 < +∞. (4.1.34)
Portanto, por (4.1.32), (4.1.33) e (4.1.34) temos que f(v) ∈ L2(Ω). Analogamente, h(v) ∈
L2(Ω).
Dessa forma, dado U = (u1, u2, u3, u4) ∈ H temos
‖FU‖2H =
∫
Ω
|f(u1)|2dx+
∫
Ω
|h(u2)|2dx < +∞.
Mostraremos agora que F e´ localmente Lipschitz, para tal, considere D um con-
junto limitado em H tal que
U = (u1, u2, u3, u4), V = (v1, v2, v3, v4) ∈ D. (4.1.35)
Temos que
FU −FV = (0, 0,−f(u1) + f(v1),−h(u2) + h(v2))>,
assim
‖FU −FV ‖2H ≤ ‖f(u1)− f(v1)‖2L2 + ‖h(u2)− h(v2)‖2L2 . (4.1.36)
Observe que por (4.1.4) temos que
‖f(u1)− f(v1)‖2L2 =
∫
Ω
|f(u1)− f(v1)|2dx
≤ C
∫
Ω
[(1 + |u1|p−1 + |v1|p−1)|u1 − v1|]2dx
≤ C
∫
Ω
(1 + |u1|2(p−1) + |v1|2(p−1))|u1 − v1|2dx
= C
(∫
Ω
|u1 − v1|2dx+
∫
Ω
|u1|2(p−1)|u1 − v1|2dx+
∫
Ω
|v1|2(p−1)|u1 − v1|2dx
)
= C
(
‖u1 − v1‖2L2 +
∫
Ω
|u1|2(p−1)|u1 − v1|2dx+
∫
Ω
|v1|2(p−1)|u1 − v1|2dx
)
.
(4.1.37)
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Usando a desigualdade de Ho¨lder para os conjugados 1p
p−1
e 1
p
e pela imersa˜o
H10 (Ω) ↪→ L2p(Ω) temos que∫
Ω
|u1|2(p−1)|u1 − v1|2dx ≤
(∫
Ω
[
|u1|2(p−1)
] p
p−1
dx
) p−1
p
·
(∫
Ω
|u1 − v1|2pdx
) 1
p
= ‖u1‖2(p−1)L2p ‖u1 − v1‖2L2p
≤ C‖u1‖2(p−1)H10 ‖u1 − v1‖
2
H10
.
(4.1.38)
Ale´m disso, de (4.1.35) temos que ‖u1‖2H10 ≤ ‖U‖
2
H ≤ R, (R > 0), enta˜o segue que∫
Ω
|u1|2(p−1)|u1 − v1|2dx ≤ C˜R2(p−1)‖u1 − v1‖2H10 . (4.1.39)
Analogamente, temos que∫
Ω
|v1|2(p−1)|u1 − v1|2dx ≤ C˜R2(p−1)‖u1 − v1‖2H10 . (4.1.40)
Portanto, de (4.1.37), (4.1.39) e (4.1.40) temos que
‖f(u1)− f(v1)‖2L2 ≤ C(R)‖u1 − v1‖2H10 . (4.1.41)
Da mesma forma, tem-se
‖h(u2)− h(v2)‖2L2 ≤ C(R)‖u2 − v2‖2H10 . (4.1.42)
Assim, voltando em (4.1.36), temos que
‖FU −FV ‖2H ≤ C˜(‖u1 − v1‖2H1 + ‖u2 − v2‖2H1)
≤ C˜‖U − V ‖2H.
Dessa forma, sendo A um operador maximal mono´tono, F um operador cont´ınuo
localmente Lipschitz, enta˜o pelo Teorema 1.39, o problema de Cauchy (4.1.22) tem uma u´nica
soluc¸a˜o generalizada W = (u, v, ut, vt) no intervalo [0, Tmax[. Ale´m disso, se W
0 ∈ D(A), a
soluc¸a˜o e´ regular.
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Vejamos agora que Tmax = +∞. De fato, se, por absurdo, Tmax < +∞, enta˜o,
pelo Teorema 1.39,
lim
t↗Tmax
‖W (t)‖H = +∞. (4.1.43)
Como a energia E(t) definida em (4.1.16) e´ na˜o crescente, temos que E(t) ≤
E(0) ∀ t ∈ [0, Tmax[. Por outro lado, por (4.1.5), deduzimos que
E(t) ≥ 1
2
‖ut(t)‖2L2 +
1
2
‖vt(t)‖2L2 +
1
2
‖∇gu(t)‖2L2 +
1
2
‖∇gv(t)‖2L2
− β
2
‖u(t)‖2L2 −
β
2
‖v(t)‖2L2
≥ 1
2
‖ut(t)‖2L2 +
1
2
‖vt(t)‖2L2 +
1
2
‖∇gu(t)‖2L2 +
1
2
‖∇gv(t)‖2L2
− β
2λ1
‖∇gu(t)‖2L2 −
β
2λ1
‖∇gv(t)‖2L2
=
1
2
‖ut(t)‖2L2 +
1
2
‖vt(t)‖2L2 +
1
2
(
1− β
λ1
)
‖∇gu(t)‖2L2 +
1
2
(
1− β
λ1
)
‖∇gv(t)‖2L2
≥ β1
2
‖(u, v, ut, vt)‖2H.
onde β1 = 1− βλ1 . Assim,
β1
2
‖W‖2H ≤ E(t) ≤ E(0) ∀t ∈ [0, Tmax[,
contrariando (4.1.43). Portanto Tmax = +∞.
4.1.4 Caso Semilinear ( nn−2 < p <
n+2
n−2)
Provaremos agora, a boa colocac¸a˜o quando n
n−2 < p <
n+2
n−2 . Neste caso, vamos considerar
3 < p < 5, isto e´, com n = 3 e, observamos, que por argumentos ana´logos, vale para o caso
n
n−2 < p <
n+2
n−2 com n > 3, como argumentado em [7]. Para provar a boa colocac¸a˜o neste
caso, faremos uso das estimativas de Strichartz (enunciadas pelo Teorema 1.83).
Considere os seguintes truncamentos
fk(u) = f(u)ηk(u)
hk(v) = h(v)ηk(v)
(4.1.44)
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onde ηk ∈ C∞0 (R) e´ uma func¸a˜o cut-off suave tal que 0 ≤ ηk ≤ 1, ηk(w) = 1 se |w| ≤ k,
ηk(w) = 0 se |w| ≥ 2k e η′k ≤ Ck . (Este tipo de truncamento foi usado primeiramente em
[52]).
Proposic¸a˜o 4.10 Para cada k ∈ N, as func¸o˜es fk, hk, definidas em (4.1.44) definem um
operador cont´ınuo globalmente Lipschitz fk, hk : H
1
0 (Ω)→ L2(Ω) com constante de Lipschitz
dependendo de k.
Demonstrac¸a˜o: Ver [60].
Teorema 4.11 Sejam (u0, v0, u1, v1) ∈ (H10 (Ω))2 × (L2(Ω))2 e (Ω,g) uma variedade Rie-
manniana tri-dimensional como introduzida na Subsec¸a˜o 4.1.1. Enta˜o, considerando E0 > 0
e E(0) ≤ E0 existe uma u´nica soluc¸a˜o (u, v, ut, vt) ∈ C([0,∞[; (H10 (Ω))2 × (L2(Ω))2) para o
problema 
utt −∆gu+ f(u) + a(x)g(ut)− γ(x)vt = 0 em Ω×]0,∞[,
vtt −∆gv + h(v) + b(x)g(vt) + γ(x)ut = 0 em Ω×]0,∞[,
u = v = 0 sobre ∂Ω×]0,∞[,
u(0) = u0, ut(0) = u
1 em Ω,
v(0) = v0, vt(0) = v
1 em Ω.
(4.1.45)
Demonstrac¸a˜o: Considere as func¸o˜es truncadas fk, hk definidas em (4.1.44) e tome
{(uk0, vk0 , uk1, vk1)} uma sequeˆncia de dados iniciais regulares tais que
(uk0, u
k
1)→ (u0, u1) (forte) em H10 (Ω)× L2(Ω).
(vk0 , v
k
1)→ (v0, v1) (forte) em H10 (Ω)× L2(Ω).
(4.1.46)
Considere o seguinte problema
uktt −∆guk + fk(uk) + a(x)g(ukt )− γ(x)vkt = 0 em Ω×]0, Tk[,
vktt −∆gvk + hk(vk) + b(x)g(vkt ) + γ(x)ukt = 0 em Ω×]0, Tk[,
uk = vk = 0 sobre ∂Ω×]0, Tk[,
uk(0) = uk0, u
k
t (0) = u
k
1 em Ω,
vk(0) = vk0 , v
k
t (0) = v
k
1 em Ω.
(4.1.47)
4.1 Sistema I 133
Pela Proposic¸a˜o 4.10, fk, hk definem operadores globalmente cont´ınuos Lipschitz. Assim,
analogamente ao que fizemos anteriormente, usando teoria de semigrupos, provamos pelo Te-
orema 1.7.3 que, para cada k ∈ N, existe (uk, vk) ∈ C([0, Tk]; (H10 (Ω))2)∩C1([0, Tk]; (L2(Ω))2)
soluc¸a˜o para o problema (4.1.47).
Ale´m disso, definindo
Ek(t) := Euk,vk(t) =
1
2
‖ukt (t)‖2L2 +
1
2
‖vkt (t)‖2L2 +
1
2
‖∇guk(t)‖2L2 +
1
2
‖∇gvk(t)‖2L2
+
∫
Ω
Fk(u
k)dx+
∫
Ω
Hk(v
k)dx
(4.1.48)
onde Fk(u
k) =
∫ uk
0
ηk(s)f(s)ds e Hk(v
k) =
∫ vk
0
ηk(s)h(s)ds, temos que
Ek(t) ≤ Ek(0) ≤ E0, ∀t e ∀k ∈ N. (4.1.49)
Como Ek(t) controla a norma ‖(uk, vk, ukt , vkt )(t)‖(H10 )2×(L2)2 conclu´ımos que, podemos esten-
der a soluc¸a˜o globalmente no tempo, isto e´,
(uk, vk) ∈ C([0,∞[; (H10 (Ω))2) ∩ C1([0,∞[; (L2(Ω))2).
Ale´m disso, de (4.1.49) temos que,
para cada T > 0 fixado, (uk, vk) e (ukt , v
k
t ) sa˜o sequeˆncias limitadas em
(L∞(0, T ;H10 (Ω)))
2 e (L∞(0, T ;L2(Ω)))2, respectivamente.
(4.1.50)
Dessa forma, existem subsequeˆncias, ainda denotadas por (uk, vk), (ukt , v
k
t ), e uma func¸a˜o
(u, v) ∈ (L∞(0, T ;H10 (Ω)))2 tais que
(uk, vk)
∗
⇀ (u, v) (fraco estrela) em (L∞(0, T ;H10 (Ω)))
2 (4.1.51)
(ukt , v
k
t )
∗
⇀ (ut, vt) (fraco estrela) em (L
∞(0, T ;L2(Ω)))2 (4.1.52)
e, pelo Lema de Aubin-Lions,
(uk, vk)→ (u, v) (forte) em (L2(0, T ;L2(Ω)))2. (4.1.53)
Pela Hipo´tese 4.2 e por (4.1.50),
‖g(ukt )‖L2(0,T ;L2(Ω)) ≤ k0med(Ω) +K0‖ukt ‖L2(0,T ;L2(Ω)) ≤ C0 = C0(E0, T,Ω),
‖g(vkt )‖L2(0,T ;L2(Ω)) ≤ k1med(Ω) +K1‖vkt ‖L2(0,T ;L2(Ω)) ≤ C1 = C1(E0, T,Ω)
(4.1.54)
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e, assim, existem (g∗0, g
∗
1) ∈ (L2(0, T ;L2(Ω)))2 tais que
(g(ukt ), g(v
k
t )) ⇀ (g
∗
0, g
∗
1) (fraco) em (L
2(0, T ;L2(Ω)))2.
Como a ∈ L∞(Ω) segue que o operador S : L2(]0, T [×Ω) → L2]0, T [×Ω) tal que
S(w) = a(x)w e´ linear e limitado, enta˜o
ag(ukt ) ⇀ ag
∗
0 (fraco) em L
2(0, T ;L2(Ω)).
Analogamente, desde que b ∈ L∞(Ω), temos que
bg(vkt ) ⇀ bg
∗
1 (fraco) em L
2(0, T ;L2(Ω)).
Ale´m disso, como γ ∈ L∞(Ω) temos que
γvkt ⇀ γvt (fraco) em L
2(0, T ;L2(Ω)),
γukt ⇀ γut (fraco) em L
2(0, T ;L2(Ω)).
Afirmac¸a˜o (1): fk(u
k), hk(v
k) ∈ L1(0, T ;L2(Ω)) para todo k ∈ N e T > 0 fixado e, elas
podem ser estimadas por uma constante que na˜o depende de k.
`: F0 = −a(x)g(ukt ) + γ(x)vkt ∈ L1(0, T ;L2(Ω)).
De fato, por (4.1.50) e por 4.2 temos que
‖a(·)g(ukt ) + γ(·)vkt ‖2L2(0,T ;L2(Ω)) ≤
∫ T
0
∫
Ω
|a(x)g(ukt )|2dxdt+
∫ T
0
∫
Ω
|γ(x)vkt |2dxdt
≤ K2‖a‖2∞
∫ T
0
∫
Ω
|ukt |2dxdt+ ‖γ‖2∞
∫ T
0
∫
Ω
|vkt |2dxdt
≤ C(‖ukt ‖2L2(0,T ;L2(Ω)) + ‖vkt ‖2L2(0,T ;L2(Ω)))
≤ C(E0, T,Ω).
(4.1.55)
Assim, podemos usar as estimativas de Strichartz como no Lema 1.84 para a primeira equac¸a˜o
do problema (4.1.47) e, enta˜o obtemos a limitac¸a˜o
‖uk‖L5(0,T ;L10(Ω)) ≤ C
(
‖uk0‖H1 + ‖uk1‖L2 + ‖a(·)g(ukt )‖L1(0,T ;L2(Ω)) + ‖γ(·)vkt ‖L1(0,T ;L2(Ω))
)
≤ C(E0 + C(E0, T,Ω))
≤ C.
(4.1.56)
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Como ‖uk‖L5(0,T ;L10(Ω)) controla a norma de fk(uk) em L2(0, T ;L2(Ω)), temos que, para cada
k ∈ N,
‖fk(uk)‖L1(0,T ;L2(Ω)) ≤ T 12‖fk(uk)‖L2(0,T ;L2(Ω)) ≤ C = C(T,E0).
Do mesmo modo, pela Hipo´tese 4.2 e por (4.1.50) temos que F1 := −b(x)g(vkt )−
γ(x)ukt ∈ L1(0, T ;L2(Ω)), enta˜o fazemos uso das estimativas de Strichartz como no Lema
1.84 para a segunda equac¸a˜o do problema (4.1.47), e obtemos a limitac¸a˜o
‖vk‖L5(0,T ;L10(Ω)) ≤ C
(
‖vk0‖H1 + ‖vk1‖L2 + ‖b(·)g(vkt )‖L1(0,T ;L2(Ω)) + ‖γ(·)ukt ‖L1(0,T ;L2(Ω))
)
≤ C(E0 + C(E0, T,Ω))
≤ C.
(4.1.57)
Analogamente, como ‖vk‖L5(0,T ;L10(Ω)) controla a norma de hk(vk) em L2(0, T ;L2(Ω)), con-
clu´ımos que, para cada k ∈ N,
‖hk(vk)‖L1(0,T ;L2(Ω)) ≤ T 12‖hk(vk)‖L2(0,T ;L2(Ω)) ≤ C = C(T,E0).
Assim, provamos a Afirmac¸a˜o (1).
Observe que, como fk(u
k), hk(v
k) sa˜o uniformemente limitadas em L2(0, T ;L2(Ω)),
existem subsequeˆncias, denotadas da mesma maneira, e func¸o˜es f ∗, h∗ ∈ L2(0, T ;L2(Ω)) tais
que,
fk(u
k) ⇀ f ∗ (fraco) em L2(0, T, L2(Ω)) (4.1.58)
e
hk(v
k) ⇀ h∗ (fraco) em L2(0, T, L2(Ω)) (4.1.59)
respectivamente.
Passando o limite em (4.1.47), obtemos
utt −∆gu = −f ∗ − ag∗0 + γvt em Ω×]0, T [,
vtt −∆gv = −h∗ − bg∗1 − γut em Ω×]0, T [,
u = v = 0 sobre ∂Ω×]0, T [,
u(0) = u0, ut(0) = u
1 em Ω,
v(0) = v0, vt(0) = v
1 em Ω,
(4.1.60)
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com G0 = −f ∗ − ag∗0 + γvt, G1 = −h∗ − bg∗1 − γut ∈ L2(0, T ;L2(Ω)) ⊂ L1(0, T ;L2(Ω)) e,
enta˜o, usando as estimativas de Strichartz separadamente para cada equac¸a˜o do problema
(4.1.60) temos que, u, v ∈ L5(0, T ;L10(Ω)) e, ale´m disso, temos as limitac¸o˜es
‖u‖L5(0,T ;L10(Ω)) ≤ C
(
‖(u0, u1)‖H10×L2(Ω) + ‖f ∗‖L1(0,T ;L2(Ω))
+ ‖a‖L∞‖g∗0‖L1(0,T ;L2(Ω)) + ‖γ‖L∞‖vt‖L1(0,T ;L2(Ω))
) (4.1.61)
e
‖v‖L5(0,T ;L10(Ω)) ≤ C
(
‖(v0, v1)‖H10×L2(Ω) + ‖h∗‖L1(0,T ;L2(Ω))
+ ‖b‖L∞‖g∗1‖L1(0,T ;L2(Ω)) + ‖γ‖L∞‖ut‖L1(0,T ;L2(Ω))
)
.
(4.1.62)
Afirmac¸a˜o (2): ‖fk(uk)− fm(um)‖L1(0,T ;L2(Ω)) −→ 0 quando k,m→∞.
Observe que,
‖fk(uk)− fm(um)‖L1(0,T ;L2(Ω)) ≤ ‖fk(uk)− fk(u)‖L1(0,T ;L2(Ω)) + ‖fk(u)− fm(u)‖L1(0,T ;L2(Ω))
+ ‖fm(u)− fm(um)‖L1(0,T ;L2(Ω)).
Vamos provar primeiro que,
‖fk(u)− fm(u)‖L1(0,T ;L2(Ω)) → 0 quando k,m→∞. (4.1.63)
De fato, note que
fk(u)− fm(u) = [ηk(u)− ηm(u)] f(u) (4.1.64)
como ηk(u) = ηm(u) = 1 para k,m suficientemente grandes, temos que fk(u) − fm(u) → 0
para quase todo (t, x) ∈ [0, T ]× Ω e
|fk(u)− fm(u)| ≤ |fk(u)|+ |fm(u)|
= |ηk(u)||f(u)|+ |ηk(u)||f(u)|
≤ 2|f(u)|
= z(t, x)
(4.1.65)
com z ∈ L2((0, T )× Ω), assim ‖fk(u)− fm(u)‖L2(0,T ;L2(Ω)) → 0 e, consequentemente,
‖fk(u)− fm(u)‖L1(0,T ;L2(Ω)) → 0. (4.1.66)
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Para provar que
‖fk(uk)− fk(u)‖L1(0,T ;L2(Ω)) → 0
primeiro observamos que, como |ηk(u)| ≤ 1 para cada k ∈ N,
|fk(uk)− fk(u)| = |ηk(u)
[
f(uk)− f(u)] |
≤ C(1 + |uk|p−1 + |u|p−1)|uk − u|
= C(|uk − u|+ |uk|p−1|uk − u|+ |u|p−1|uk − u|).
(4.1.67)
Observe que
‖|uk|p−1|uk − u|‖L1(0,T ;L2(Ω)) =
∫ T
0
‖|uk|p−1|uk − u|‖L2(Ω)dt
=
∫ T
0
[ ∫
Ω
(|uk|p−1|uk − u|)2dx
] 1
2
dt
=
∫ T
0
[ ∫
Ω
|uk|2(p−1)|uk − u|2dx
] 1
2
dt.
= (∗).
(4.1.68)
Aplicando a desigualdade de Ho¨lder para 1
p
e 1p
p−1
temos que
(∗) ≤
∫ T
0
[ ∫
Ω
(
|uk|2(p−1)) pp−1dx
) p−1
p
∫
Ω
(
|uk − u|2p
) 1
p
dx
] 1
2
dt
=
∫ T
0
[ ∫
Ω
(
|uk|2pdx
) p−1
p
∫
Ω
(
|uk − u|2p
) 1
p
dx
] 1
2
dt
=
∫ T
0
‖uk‖p−1L2p ‖uk − u‖L2pdt.
(4.1.69)
Usando a desigualdade de interpolac¸a˜o (ver Proposic¸a˜o 1.4) com θ = 5−p
4p
, θ ∈ [0, 1], temos
que ∫ T
0
‖uk‖p−1L2p ‖uk − u‖L2pdt ≤
∫ T
0
‖uk‖p−1L2p ‖uk − u‖θL2‖uk − u‖1−θL10 dt
= (∗∗).
(4.1.70)
Agora, usando a desigualdade de Ho¨lder generalizada (ver Proposic¸a˜o 1.3) com q1 =
5
p−1 ,
q2 =
8p
5−p e q3 =
4p
p−1 , temos que
(∗∗) ≤ T λ‖uk‖p−1L5(0,T ;L10(Ω))‖uk − u‖θL2(0,T ;L2(Ω))‖uk − u‖1−θL5(0,T ;L10(Ω)) (4.1.71)
4.1 Sistema I 138
e, portanto, de (4.1.68)-(4.1.71) temos que
‖|uk|p−1|uk − u|‖L1(0,T ;L2(Ω)) ≤ T λ‖uk‖p−1L5(0,T ;L10(Ω))‖uk − u‖θL2(0,T ;L2(Ω))‖uk − u‖1−θL5(0,T ;L10(Ω))
−→ 0 as k,m→∞
(4.1.72)
pois, de (4.1.56) e (4.1.61), ‖uk‖L5(0,T ;L10(Ω)), ‖uk − u‖L5(0,T ;L10(Ω)) ≤ C para cada T > 0
fixado e, por (4.1.53), tem-se ‖uk−u‖L2(0,T ;L2(Ω)) → 0. Procedendo com os outros termos em
(4.1.67) da mesma maneira, conclu´ımos que
‖fk(uk)− fk(u)‖L1(0,T ;L2(Ω)) → 0.
O mesmo argumento mostra que
‖fm(um)− fm(u)‖L1(0,T ;L2(Ω)) → 0
e, portanto,
‖fm(um)− fk(uk)‖L1(0,T ;L2(Ω)) → 0 quando k,m→∞. (4.1.73)
Assim, (fk(u
k)) e´ uma sequeˆncia de Cauchy L1(0, T ;L2(Ω)), disto segue que
fk(u
k)→ f(u) em L1(0, T ;L2(Ω)). (4.1.74)
Da mesma forma, temos que
‖hm(vm)− hk(vk)‖L1(0,T ;L2(Ω)) → 0 quando k,m→∞, (4.1.75)
e, portanto, (hk(v
k)) e´ uma sequeˆncia de Cauchy em L1(0, T ;L2(Ω)) e, consequentemente,
hk(v
k)→ h(v) em L1(0, T ;L2(Ω)). (4.1.76)
Segue de (4.1.47) para yk,m = uk − um e zk,m = vk − vm que
yk,mtt −∆gyk,m + (fk(uk)− fm(um)) + a(x)(g(ukt )− g(umt ))− γ(x)zk,mt = 0 em Ω×]0, T [,
zk,mtt −∆gzk,m + (hk(vk)− hm(vm)) + b(x)(g(vtk)− g(vmt )) + γ(x)yk,mt = 0 em Ω×]0, T [,
yk,m = zk,m = 0 sobre ∂Ω×]0, T [,
yk,m(0) = yk,m0 , y
k,m
t (0) = y
k,m
1 em Ω,
zk,m(0) = zk,m0 , z
k,m
t (0) = z
k,m
1 em Ω.
(4.1.77)
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Multiplicando a primeira equac¸a˜o de (4.1.77) por (ukt − umt ) e a segunda equac¸a˜o
de (4.1.77) por (vkt − vmt ) e, somando as duas equac¸o˜es, temos que
d
dt
1
2
(
‖ukt − umt ‖2L2 + ‖vkt − vmt ‖2L2 + ‖∇g(uk − um)‖2L2 + ‖∇g(vk − vm)‖2L2
)
+
∫
Ω
a(x)(g(ukt )− g(umt ))(ukt − umt )dx+
∫
Ω
b(x)(g(vkt )− g(vmt ))(vkt − vmt )dx
+
∫
Ω
(fk(u
k)− fm(um))(ukt − umt )dx+
∫
Ω
(hk(v
k)− hm(vm))(vkt − vmt )dx = 0.
Integrando de 0 a T temos
1
2
(
‖ukt − umt ‖2L2 + ‖vkt − vmt ‖2L2 + ‖∇g(uk − um)‖2L2 + ‖∇g(vk − vm)‖2L2
)
+
∫ T
0
∫
Ω
a(x)(g(ukt )− g(umt ))(ukt − umt )dxdt+
∫ T
0
∫
Ω
b(x)(g(vkt )− g(vmt ))(vkt − vmt )dxdt
≤
∫ T
0
‖fk(uk)− fm(um)‖L2‖ukt − umt ‖L2dt+
∫ T
0
‖hk(vk)− hm(vm)‖L2‖vkt − vmt ‖L2dt
+
1
2
‖(uk0 − um0 , vk0 − vm0 , uk1 − um1 , vk1 − vm1 )‖2(H10 )2×(L2)2 .
Como a, b sa˜o func¸o˜es na˜o negativas e, por 4.2, g e´ uma func¸a˜o mo´notona crescente,
enta˜o∫ T
0
∫
Ω
a(x)(g(ukt )− g(umt ))(ukt − umt )dxdt+
∫ T
0
∫
Ω
b(x)(g(vkt )− g(vmt ))(vkt − vmt )dxdt ≥ 0.
Assim, temos
‖ukt − umt ‖2L2 + ‖vkt − vmt ‖2L2 + ‖∇g(uk − um)‖2L2 + ‖∇g(vk − vm)‖2L2
≤ C
(∫ T
0
‖fk(uk)− fm(um)‖L2‖ukt − umt ‖L2dt+
∫ T
0
‖hk(vk)− hm(vm)‖L2‖vkt − vmt ‖L2dt
+‖(uk0 − um0 , vk0 − vm0 , uk1 − um1 , vk1 − vm1 )‖2(H10 )2×(L2)2
)
.
Definindo
(φk,m(t))
2 = ‖(ukt −umt )(t)‖2L2 + ‖(vkt − vmt )(t)‖2L2 + ‖∇g(uk−um)(t)‖2L2 + ‖∇g(vk− vm)(t)‖2L2
temos que
(φk,m(t))
2 ≤ C
(
(φk,m(0))
2 +
∫ t
0
‖fk(uk − fm(um)‖L2φk,m(s)ds
+
∫ t
0
‖hk(vk)− hm(vm)‖L2φk,m(s)ds
)
4.1 Sistema I 140
ou ainda,
(φk,m(t))
2 ≤ C
[
(φk,m(0))
2 +
∫ t
0
(
‖fk(uk)− fm(um)‖L2 + ‖hk(vk)− hm(vm)‖L2
)
φk,m(s)ds
]
assim, pela desigualdade de Gronwall, temos que
φk,m(t) ≤ C
(
‖(uk0 − um0 , vk0 − vm0 , uk1 − um1 , vk1 − vm1 )‖H10×L2(Ω)
+
∫ T
0
(‖fk(uk)− fm(um)‖L2 + ‖hk(vk)− hm(vm)‖L2)ds
)
.
Agora, observando as convergeˆncias (4.1.46), (4.1.74) e (4.1.75) temos que
‖uk − um‖L∞(0,T ;H10 (Ω)) + ‖vk − vm‖L∞(0,T ;H10 (Ω)) + ‖ukt − umt ‖L∞(0,T ;L2(Ω)) + ‖vkt − vmt ‖L∞(0,T ;L2(Ω))
≤ C
(
‖(uk0 − um0 , vk0 − vm0 , uk1 − um1 , vk1 − vm1 )‖(H10 )2×(L2)2
+
∫ T
0
‖fk(uk)− fm(um)‖L2ds+
∫ T
0
‖hk(vk)− hm(vm)‖L2
)
ds −→ 0.
(4.1.78)
Este u´ltimo limite permite-nos concluir que g∗0 = g(ut) e g
∗
1 = g(vt). De fato,
primeiramente observe que
(g(ukt ), g(v
k
t )) ⇀ (g
∗
0, g
∗
1) (fraco) em (L
2((0, T )× Ω))2 (4.1.79)
e g e´ uma func¸a˜o crescente, enta˜o g(·) : L2(Ω) → L2(Ω) e´ um operador mono´tono e hemi-
cont´ınuo e assim e´ maximal mono´tono. Assim, por (4.1.78) temos, para cada T > 0 fixo
que ∫
(0,T )×Ω
(g(ukt )− g(umt ))(ukt − umt )dxdt→ 0 (4.1.80)
e ∫
(0,T )×Ω
(g(vkt )− g(vmt ))(vkt − vmt )dxdt→ 0 (4.1.81)
enta˜o usando o Teorema 1.40, podemos concluir que g∗0 = g(ut) e g
∗
1 = g(vt).
Observe que, (uk, vk, ukt , v
k
t ) ∈ C([0, T ]; (H10 (Ω))2 × (L2(Ω))2) para cada k ∈ N
e enta˜o a convergeˆncia uniforme em (4.1.78) implica em (u, v, ut, vt) ∈ C([0, T ]; (H10 (Ω))2 ×
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(L2(Ω))2) assim, passando o limite em (4.1.47), obtemos
utt −∆gu+ f(u) + a(x)g(ut)− γ(x)vt = 0 em Ω× [0, T ],
vtt −∆gv + h(v) + b(x)g(vt) + γ(x)ut = 0 em Ω× [0, T ],
u = v = 0 sobre ∂Ω×]0, T [
u(0) = u0, ut(0) = u
1 em Ω,
v(0) = v0, vt(0) = v
1 em Ω.
(4.1.82)
Ale´m disso, considerando a energia
E(t) := Eu,v(t) =
1
2
(
‖ut(t)‖2L2 + ‖vt(t)‖2L2 + ‖∇gu(t)‖2L2 + ‖∇gv(t)‖2L2
)
+
∫
Ω
F (u)dx+
∫
Ω
H(v)dx
associada ao problema (4.1.82) temos que, d
dt
Eu(t) ≤ 0 e, portanto, E(t) ≤ E(0), para todo
t ∈ [0, T ], isto e´, a soluc¸a˜o na˜o explode no tempo infinito, disto segue que podemos estender
a soluc¸a˜o globalmente no tempo.
Unicidade: Vamos supor que existe (u˜, v˜) ∈ (C([0, T ]; (H10 (Ω))2)∩C1([0, T ]; (L2(Ω))2) outra
soluc¸a˜o para o problema (4.1.82), enta˜o denotando ϕ = u− u˜, ψ = v − v˜ temos que
ϕtt −∆gϕ+ (f(u)− f(u˜)) + a(x)(g(ut)− g(u˜t))− γ(x)ψt = 0 em Ω× [0, T ],
ψtt −∆gψ + (h(v)− h(v˜)) + b(x)(g(vt)− g(v˜t)) + γ(x)ϕt = 0 em Ω× [0, T ],
ϕ = ψ = 0 sobre ∂Ω× (0, T ),
ϕ(0) = ϕt(0) = 0 em Ω,
ψ(0) = ψt(0) = 0 em Ω.
(4.1.83)
analogamente ao que fizemos anteriormente, temos que
d
dt
[
1
2
(
‖ut − u˜t‖2L2 + ‖vt − v˜t‖2L2 + ‖∇g(u− u˜)‖2L2 + ‖∇g(v − v˜)‖2L2
)
+
∫
Ω
a(x)(g(ut)− g(u˜t))(ut − u˜t)dx+
∫
Ω
b(x)(g(vt)− g(v˜t))(vt − v˜t)dx
≤
∫
Ω
|f(u)− f(u˜)||ut − u˜t|dx+
∫
Ω
|h(v)− h(v˜)||vt − v˜t|dx.
Por outro lado, por (4.1.4), pela desigualdade de Ho¨lder generalizada para q1 =
3(p− 1), q2 = 6 e q3 = 2, pela imersa˜o H10 (Ω) ↪→ L6(Ω) e, pela desigualdade de Young, temos
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que∫
Ω
|f(u)− f(u˜)||ut − u˜t|dx ≤ C
∫
Ω
(1 + |u|p−1 + |u˜|p−1)|u− u˜||ut − u˜t|dx
≤ C(1 + ‖u‖p−1
L3(p−1) + ‖u˜‖p−1L3(p−1))‖u− u˜‖L6‖ut − u˜t‖L2
≤ C(1 + ‖u‖p−1
L3(p−1) + ‖u˜‖p−1L3(p−1))‖u− u˜‖2H10 + ‖ut − u˜t‖
2
L2).
Como 3 < p < 5 enta˜o 6 < 3p− 3 < 12 logo, L12(Ω) ↪→ L3(p−1)(Ω) e assim,
‖u‖p−1
L3(p−1) + ‖u˜‖p−1L3(p−1) ≤ C(‖u‖p−1L12 + ‖u˜‖p−1L12 )
e, portanto,∫
Ω
|f(u)− f(u˜)||ut − u˜t|dx ≤ C
(
(1 + ‖u‖p−1L12 + ‖u˜‖p−1L12 )(‖u− u˜‖2H10 + ‖ut − u˜t‖
2
L2)
)
.
Da mesma forma tem-se∫
Ω
|h(v)− h(v˜)||vt − v˜t|dx ≤ C
(
(1 + ‖v‖p−1L12 + ‖v˜‖p−1L12 )(‖v − v˜‖2H10 + ‖vt − v˜t‖
2
L2)
)
.
Portanto, temos que
d
dt
[
1
2
(
‖ut − u˜t‖2L2 + ‖vt − v˜t‖2L2 + ‖∇g(u− u˜)‖2L2 + ‖∇g(v − v˜)‖2L2
)
+
∫
Ω
a(x)(g(ut)− g(u˜t))(ut − u˜t)dx+
∫
Ω
b(x)(g(vt)− g(v˜t))(vt − v˜t)dx
≤ C
(
(1 + ‖u‖p−1L12 + ‖u˜‖p−1L12 )(‖u− u˜‖2H10 + ‖ut − u˜t‖
2
L2)
+(1 + ‖v‖p−1L12 + ‖v˜‖p−1L12 )(‖v − v˜‖2H10 + ‖vt − v˜t‖
2
L2)
)
.
Enta˜o, integrando de 0 a t, t ∈ [0, T ], tendo em vista que ϕ(0) = ϕt(0) = ψ(0) =
ψt(0) = 0, segue que
1
2
(
‖ut − u˜t‖2L2 + ‖vt − v˜t‖2L2 + ‖∇g(u− u˜)‖2L2 + ‖∇g(v − v˜)‖2L2
)
+
∫ t
0
∫
Ω
a(x)(g(ut)− g(u˜t))(ut − u˜t)dxdt+
∫ t
0
∫
Ω
b(x)(g(vt)− g(v˜t))(vt − v˜t)dxdt
≤ C
(∫ t
0
(1 + ‖u‖p−1L12 + ‖u˜‖p−1L12 )(‖u− u˜‖2H10dt+ ‖ut − u˜t‖
2
L2)dt
+
∫ t
0
(1 + ‖v‖p−1L12 + ‖v˜‖p−1L12 )(‖v − v˜‖2H10 + ‖vt − v˜t‖
2
L2)dt
)
.
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Da mesma forma como fizemos anteriormente, como as func¸o˜es a e b sa˜o na˜o
negativas e g e´ mono´tona crescente, enta˜o temos que
‖ut − u˜t‖2L2 + ‖vt − v˜t‖2L2 + ‖∇g(u− u˜)‖2L2 + ‖∇g(v − v˜)‖2L2
≤ C
(∫ t
0
(1 + ‖u‖p−1L12 + ‖u˜‖p−1L12 )(‖u− u˜‖2H10dt+ ‖ut − u˜t‖
2
L2)dt
+
∫ t
0
(1 + ‖v‖p−1L12 + ‖v˜‖p−1L12 )(‖v − v˜‖2H10 + ‖vt − v˜t‖
2
L2)dt
)
.
Assim, definindo
φϕ,ψ(t) = ‖(ut − u˜t)(t)‖2L2 + ‖(vt − v˜t)(t)‖2L2 + ‖∇g(u− u˜)(t)‖2L2 + ‖∇g(v − v˜)(t)‖2L2 ,
temos que
φϕ,ψ(t) ≤ C
∫ t
0
(
(1 + ‖u‖p−1L12 + ‖u˜‖p−1L12 ) + (1 + ‖v‖p−1L12 + ‖v˜‖p−1L12 )
)
φϕ,ψ(s)ds
e, pela desigualdade de Gronwall, conclu´ımos que u = u˜, v = v˜ o que conclui a prova.
4.1.5 Desigualdade de Observabilidade
4.1.6 Caso Semilinear (1 ≤ p ≤ nn−2)
Para provar nosso resultado de estabilidade assinto´tica, precisamos do seguinte Lema:
Lema 4.12 Suponha que os dados iniciais satisfazem E(0) ≤ R. Enta˜o para T > 0 e R > 0,
existe uma constante C = C(T,R) > 0 tal que a desigualdade
E(0) ≤ C
∫ T
0
∫
Ω
a(x)(|g(ut)|2 + |ut|2) + b(x)(|g(vt)|2 + |vt|2)dxdt (4.1.84)
vale para toda soluc¸a˜o fraca {u, v} do problema (4.1.15).
Demonstrac¸a˜o: Por argumentos cla´ssicos, e´ suficiente trabalhar com soluc¸o˜es regulares. No
entanto, o resultado permanece va´lido para soluc¸o˜es fracas usando argumentos de densidade.
Vamos argumentar por contradic¸a˜o. Suponha, por absurdo, que (4.1.84) na˜o seja verdadeira.
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Enta˜o considere {um0 , vm0 , um1 , vm1 } uma sequeˆncia de dados iniciais onde a correspondente
soluc¸a˜o {um, vm} com Em(0) uniformemente limitada em m, verifica
lim
m→∞
Em(0)∫ T
0
∫
Ω
a(x)(|g(ut)|2 + |ut|2) + b(x)(|g(vt)|2 + |vt|2)dxdt
= +∞. (4.1.85)
De onde tem-se
lim
m→∞
∫ T
0
∫
Ω
a(x)(|g(ut)|2 + |ut|2) + b(x)(|g(vt)|2 + |vt|2)dxdt
Em(0)
= 0. (4.1.86)
Como Em(t) e´ na˜o crescente e Em(0) e´ limitada enta˜o, obtemos uma subsequeˆncia
de {um, vm}, denotada da mesma forma, que verifica
(um, vm)
∗
⇀ (u, v) (fraco estrela) em (L∞(0, T ; H10 (Ω)))
2, (4.1.87)
(umt , v
m
t )
∗
⇀ (ut, vt) (fraco estrela) em (L
∞(0, T ;L2(Ω)))2. (4.1.88)
Ale´m disso, por argumentos de compacidade cla´ssicos, (veja [41],[55]), deduzimos
para uma eventual subsequeˆncia, que
(um, vm)→ (u, v) (forte) em (L2(0, T ;Lq(Ω)))2 ∀ q ∈ [2, 2∗[, (4.1.89)
onde 2∗ = 2n
n−2 e, consequentemente, de (4.1.89)
(f(um), h(vm))→ (f(u), h(v)) (q.s.) em (Ω×]0, T [)2. (4.1.90)
Da convergeˆncia acima e desde que {f(um), h(vm)} e´ limitada em (L2(0, T ;L2(Ω)))2
segue pelo Lema de Lions em 1.24 que
(f(um), h(vm)) ⇀ (f(u), h(v)) (fraco) em (L2(0, T ;L2(Ω)))2. (4.1.91)
Note que por (4.1.86) temos que
lim
m→∞
∫ T
0
∫
Ω
a(x)|g(umt (x, t))|2 dxdt = 0,
lim
m→∞
∫ T
0
∫
Ω
b(x)|g(vmt (x, t))|2 dxdt = 0
(4.1.92)
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e
lim
m→∞
∫ T
0
∫
Ω
a(x)|umt (x, t)|2 dxdt = 0,
lim
m→∞
∫ T
0
∫
Ω
b(x)|vmt (x, t)|2 dxdt = 0.
(4.1.93)
Como a(x) ≥ a0 > 0 em ω ⊂ Ω, temos que
lim
m→∞
∫ T
0
∫
ω
|umt (x, t)|2 dxdt = 0 (4.1.94)
e como b(x) ≥ b0 > 0 em ω ⊂ Ω, temos que
lim
m→∞
∫ T
0
∫
ω
|vmt (x, t)|2 dxdt = 0. (4.1.95)
De (4.1.88), (4.1.94) e (4.1.95) temos, respectivamente,
ut(x, t) = 0, vt(x, t) = 0 em ω×]0, T [. (4.1.96)
Ale´m disso, pelo fato de que 0 ≤ γ(x) ≤ a(x) e 0 ≤ γ(x) ≤ b(x) e, por (4.1.93),
temos, respectivamente,
lim
m→∞
∫ T
0
∫
Ω
γ(x)|umt (x, t)|2 dxdt = 0
lim
m→∞
∫ T
0
∫
Ω
γ(x)|vmt (x, t)|2 dxdt = 0.
(4.1.97)
Agora vamos dividir nossa prova em dois casos:
Caso (i): u 6= 0
Considere a seguinte sequeˆncia de problemas
umtt −∆gum + f(um) + a(x)g(umt )− γ(x)vmt = 0 em Ω×]0, T [,
vmtt −∆gvm + h(vm) + b(x)g(vmt ) + γ(x)umt = 0 em Ω×]0, T [,
um = vm = 0 sobre ∂Ω×]0, T [,
um(0) = um0 , u
m
t (0) = u
m
1 em Ω,
vm(0) = vm0 , v
m
t (0) = v
m
1 em Ω,
(4.1.98)
com Em(t) a energia associada ao sistema (4.1.98).
Passando o limite quando m→ +∞ em (4.1.98), pelas convergeˆncias acima segue
que 
utt −∆gu+ f(u) = 0 em Ω×]0, T [,
vtt −∆gv + h(v) = 0 em Ω×]0, T [,
ut = 0, vt = 0 em ω×]0, T [.
(4.1.99)
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Se v 6= 0, enta˜o para y = ut e z = vt, temos que
ytt −∆gy + V1(x, t)y = 0 em Ω×]0, T [,
ztt −∆gz + V2(x, t)z = 0 em Ω×]0, T [,
y = 0, z = 0 em ω×]0, T [,
(4.1.100)
onde V1 = f
′(u) e V2 = h′(v).
Temos que
V1 ∈ L∞(0, T ;Ln+12 (Ω)). (4.1.101)
De fato, pois
|f ′(u)|n+12 ≤ C(1 + |u|) (p−1)(n+1)2 .
Se n ≥ 3 enta˜o como p ≤ n
n−2 , segue que p − 1 ≤ 2n−2 logo, (p−1)(n+1)2 ≤ n+1n−2 < 2nn−2 e, por
(4.1.21), temos o desejado.
Se n = 2 entao V1 ∈ L 32 (Ω).
De fato, temos que
|f ′(u)| 32 ≤ (1 + |u|) (p−1)32 .
Como p− 1 ≥ 0 enta˜o (p−1)3
2
≥ 0.
Assim se (p−1)3
2
< 2 temos que L2(Ω) ↪→ L (p−1)32 (Ω) e, portanto,∫
Ω
(1 + |u|) (p−1)32 < +∞.
Se (p−1)3
2
≥ 2, enta˜o por (4.1.21) temos o desejado. Ana´lise similar e´ feita para V2. Dessa
forma, usando a Hipo´tese 4.6 em cada equac¸a˜o de (4.1.100), conclu´ımos que y = z = 0, donde
ut = vt = 0.
Voltando em (4.1.99) temos que{
−∆gu+ f(u) = 0
−∆gv + h(v) = 0
(4.1.102)
donde 
∫
Ω
(−∆gu)udx+
∫
Ω
f(u)udx = 0
∫
Ω
(−∆gv)vdx+
∫
Ω
h(v)vdx = 0.
(4.1.103)
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Observe que por (4.1.5) e (4.1.6) temos que
0 =
∫
Ω
(−∆gu)u+ f(u)udx
≥
∫
Ω
(λu2 − βu2)dx
=
∫
Ω
(λ− β)︸ ︷︷ ︸
>0
u2dx ≥ 0
(4.1.104)
pois β ∈ [0, λ1). Portanto, segue que∫
Ω
(λ− β)u2dx = 0
e, consequentemente, u = 0, que e´ uma contradic¸a˜o. Analogamente obtemos que v = 0.
Se v = 0 e, como h(0) = 0, enta˜o em (4.1.99) obtemos{
utt −∆gu+ f(u) = 0 em Ω×]0, T [,
ut = 0, em ω×]0, T [,
(4.1.105)
donde pela Hipo´tese 4.6 u = 0, que e´ uma contradic¸a˜o. Analogamente chegamos numa
contradic¸a˜o se u = 0 e v 6= 0.
Caso (ii): u = 0 e v = 0
Defina agora:
cm = [Em(0)]
1/2 (4.1.106)
ϕm =
um
cm
, ψm =
vm
cm
(4.1.107)
Considere a seguinte sequeˆncia de problemas normalizados:
ϕmtt −∆gϕm + 1cmf(um) + 1cma(x)g(umt )− γ(x)ψmt = 0 em Ω×]0, T [,
ψmtt −∆gψm + 1cmh(vm) + 1cm b(x)g(vmt ) + γ(x)ϕmt = 0 em Ω×]0, T [,
ϕm = ψm = 0 sobre ∂Ω×]0, T [,
ϕm(0) = ϕm0 , ϕ
m
t (0) = ϕ
m
1 em Ω,
ψm(0) = ψm0 , ψt(0) = ψ
m
1 em Ω.
(4.1.108)
Observe que
Êm(t) =
1
c2m
Em(t), (4.1.109)
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onde Êm(t) e´ a energia associada ao sistema (4.1.108). De fato, pois
Êm(t) =
1
2
[
‖ϕmt (t)‖2L2 + ‖ψmt (t)‖2L2 + ‖∇gϕm(t)‖2L2 + ‖∇gψm(t)‖2L2
]
+
1
c2m
∫
Ω
F (um)dx+
1
c2m
∫
Ω
H(vm)dx
=
1
c2m
Em(t).
Portanto, em particular, temos que
Êm(0) = 1. (4.1.110)
A fim de obter uma contradic¸a˜o vamos provar que Êm(0) converge para zero quando m →
+∞.
De (4.1.110) obtemos Êm(0) ≤ L enta˜o, para uma eventual subsequeˆncia de
{ϕm, ψm}, temos que
(ϕm, ψm)
∗
⇀ (ϕ, ψ) (fraco estrela) em (L∞(0, T ; H10 (Ω)))
2, (4.1.111)
(ϕmt , ψ
m
t )
∗
⇀ (ϕt, ψt) (fraco estrela) em (L
∞(0, T ;L2(Ω)))2. (4.1.112)
Ale´m disso, por argumentos cla´ssicos de compacidade, (veja [41],[55]), deduzimos
para uma eventual subsequeˆncia de {ϕm, ψm} que
(ϕm, ψm)→ (ϕ, ψ) (forte) em (L2(0, T ;Lq(Ω)))2 ∀ q ∈ [2, 2∗[, (4.1.113)
onde 2∗ = 2n
n−2 .
Ale´m disso, note que por (4.1.86) e (4.1.106) temos que
lim
m→∞
∫ T
0
∫
Ω
a(x)
1
c2m
|g(umt )|2 dxdt = 0
lim
m→∞
∫ T
0
∫
Ω
b(x)
1
c2m
|g(vmt )|2 dxdt = 0.
(4.1.114)
e
lim
m→∞
∫ T
0
∫
Ω
a(x)|ϕmt |2 dxdt = 0
lim
m→∞
∫ T
0
∫
Ω
b(x)|ψmt |2 dxdt = 0.
(4.1.115)
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Como a(x) ≥ a0 > 0 em ω ⊂ Ω segue que
lim
m→∞
∫ T
0
∫
ω
|ϕmt (x, t)|2 dxdt = 0 (4.1.116)
e como b(x) ≥ b0 > 0 em ω ⊂ Ω, segue que
lim
m→∞
∫ T
0
∫
ω
|ψmt (x, t)|2 dxdt = 0. (4.1.117)
De (4.1.112), (4.1.116) e (4.1.117) temos que
ϕt(x, t) = 0, ψt(x, t) = 0 em ω×]0, T [. (4.1.118)
Ale´m disso, como 0 ≤ γ(x) ≤ a(x) e 0 ≤ γ(x) ≤ b(x), temos por (4.1.115)
lim
m→∞
∫ T
0
∫
Ω
γ(x)|ϕmt |2 dxdt = 0
lim
m→∞
∫ T
0
∫
Ω
γ(x)|ψmt |2 dxdt = 0,
(4.1.119)
respectivamente.
Note que cm → λ ∈ [0,+∞[. Se λ > 0 e como
cmϕ
m = um → 0 (forte) em L2(0, T ;L2(Ω)),
cmψ
m = vm → 0 (forte) em L2(0, T ;L2(Ω)),
passando o limite em (4.1.108) conclu´ımos que
ϕtt −∆gϕ = 0 em Ω×]0, T [,
ψtt −∆gψ = 0 em Ω×]0, T [,
ϕt = 0, ψt = 0 em ω×]0, T [,
(4.1.120)
e para y = ϕt, z = ψt de (4.1.120) conclu´ımos que
ytt −∆gy = 0 em Ω×]0, T [,
ztt −∆gz = 0 em Ω×]0, T [,
y = 0, z = 0 em ω×]0, T [,
(4.1.121)
que implica, pela Hipo´tese 4.6, que y = z = 0 e, consequentemente, ϕt = ψt = 0. Dessa
forma, voltando em (4.1.120), deduzimos que ϕ = ψ = 0.
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Agora, vamos considerar λ = 0, isto e´, cm → 0. Note que podemos escrever
f(s) = f ′(0)s+R(s), onde |R(s)| ≤ C(|s|2 + |s|p).
Enta˜o
1
cm
f(cmϕ
m) = f ′(0)ϕm +
R(cmϕ
m)
cm
.
|R(cmϕm)|
cm
≤ C(cm|ϕm|2 + |cm|p−1|ϕm|p).
(4.1.122)
Observe que
cm|ϕm|2 + |cm|p−1|ϕm|p → 0 em L2(0, T ;L2(Ω)). (4.1.123)
De fato, como ϕm e´ limitada em L∞(0, T ;H10 (Ω)) e como 1 ≤ p ≤ nn−2 enta˜oH10 (Ω) ↪→ L2p(Ω),
assim segue que ϕm e´ limitada em L∞(0, T ;L2p(Ω)), donde ϕm e´ limitada em L2p(0, T ;L2p(Ω)).
Por outro lado,
‖|ϕm|p‖2L2L2 =
∫ T
0
‖|ϕm|p‖2L2dt =
∫ T
0
∫
Ω
|ϕm|2p =
∫ T
0
‖ϕm‖2pL2p = ‖ϕm‖2pL2pL2p . (4.1.124)
Assim, temos que |ϕm|p e´ limitada em L2(0, T ;L2(Ω)) e, como cm → 0, segue (4.1.123).
Assim, por (4.1.122) e (4.1.123) temos que
1
cm
f(cmϕ
m)→ f ′(0)ϕ (forte) em L2(0, T ;L2(Ω)). (4.1.125)
Analogamente, temos que
1
cm
h(cmψ
m)→ h′(0)ψ (forte) em L2(0, T ;L2(Ω)). (4.1.126)
Assim, passando o limite em (4.1.108), conclu´ımos que
ϕtt −∆gϕ+ f ′(0)ϕ = 0 em Ω×]0, T [,
ψtt −∆gψ + h′(0)ψ = 0 em Ω×]0, T [,
ϕt = 0, ψt = 0 em ω×]0, T [,
(4.1.127)
e para y = ϕt, z = ψt, conclu´ımos que
ytt −∆gy + f ′(0)y = 0 em Ω×]0, T [,
ztt −∆gz + h′(0)z = 0 em Ω×]0, T [,
y = 0, z = 0 em ω×]0, T [,
(4.1.128)
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que implica pela Hipo´tese 4.6, que y = z = 0 e, consequentemente, ϕt = ψt = 0.
Dessa forma, voltando em (4.1.126) temos que{
−∆gϕ+ f ′(0)ϕ = 0
−∆gψ + h′(0)ψ = 0
donde 
∫
Ω
(−∆gϕ)ϕdx+
∫
Ω
f ′(0)ϕ2dx = 0
∫
Ω
(−∆gψ)ψdx+
∫
Ω
h′(0)ψ2dx = 0.
Analogamente ao feito em (4.1.104) deduzimos que ϕ = ψ = 0.
Lembre-se que nosso objetivo e´ provar que Êm(0) converge para zero, onde
Êm(t) =
1
2
(
‖ϕmt (t)‖2L2 + ‖ψmt (t)‖2L2 + ‖∇gϕm(t)‖2L2 + ‖∇gψm(t)‖2L2
)
+
1
c2m
∫
Ω
F (um(x, t))dx+
1
c2m
∫
Ω
H(vm(x, t))dx
(4.1.129)
e´ a energia associada ao sistema (4.1.108).
Para este propo´sito, considere
P := ∂2t −∆g.
Primeiramente, provaremos que
ϕmt → 0 (forte) em L2(Ω×]0, T [).
Observe que pelas convergeˆncias obtidas acima, temos que
ϕmt ⇀ 0 (fraco) em L
2(Ω×]0, T [). (4.1.130)
Enta˜o considere µϕ a medida de defeito microlocal (m.d.m.) associada a {ϕmt }, (garantida
pelo Teorema 1.72 conforme Observac¸a˜o 1.74). Assim pelas convergeˆncias em (4.1.114),
(4.1.119) e (4.1.125) e, tendo em mente que ϕ = 0 = ψ, conclu´ımos que
Pϕm = − 1
cm
f(cmϕ
m)− 1
cm
a(x)g(cmϕ
m
t ) + γ(x)ψ
m
t → 0 (forte) em L2(0, T ;L2(Ω)).
(4.1.131)
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Analogamente ao feito em (3.2.40) deduzimos que
∂tPϕ
m → 0 (forte) em H−1loc (Ω×]0, T [). (4.1.132)
Da convergeˆncia (4.1.132) conclu´ımos dois fatos:
(i) O supp(µϕ) esta´ contido no conjunto caracter´ıstico do operador de ondas {τ 2 =
K(x)
ρ(x)
‖ξ‖2} (pelo Teorema 1.76).
(ii) O supp(µϕ) e´ uma unia˜o de curvas do tipo
t ∈ I∩]0,∞[ 7−→ m± (t) =
(
t, x(t),± 1√
1 + |G(x)x˙|2 ,±
G(x)x˙√
1 + |G(x)x˙|2
)
(4.1.133)
onde t ∈ I 7−→ x(t) ∈ Ω e´ uma geode´sica para a me´trica G =
(
K(x)
ρ(x)
)−1
. (Pelo Teorema 1.81
e Proposic¸a˜o 1.82).
Dessa forma, tem-se que µϕ se propaga ao longo do fluxo bicaracter´ıstico do
operador P de ondas, isto significa que se algum ponto ω0 = (t0, x0, τ0, ξ0) na˜o pertence a
supp(µϕ) enta˜o toda bicaracter´ıstica comec¸ando por ω0 esta´ fora do supp(µϕ).
Como por (4.1.116) temos que ϕmt → 0 fortemente em L2(ω×]0, T [) deduzi-
mos (pela Observac¸a˜o 1.74) que µϕ = 0 em ω×]0, T [ e, consequentemente, supp(µϕ) ⊂
(Ω\ω)×]0, T [.
Por outro lado, sejam t0 ∈ (0,+∞) e x uma geode´sica definida perto de t0. Como
estamos assumindo por hipo´tese, que as geode´sicas no interior de Ω\ω entram necessariamente
na regia˜o ω, enta˜o para cada geode´sica de me´trica G, com 0 ∈ I existe t > 0 tal que m± (t)
na˜o pertence ao supp(µϕ), de modo que m± (t0) tambe´m na˜o pertence ao supp(µϕ). Como
o tempo t0 e a geode´sica x sa˜o tomadas arbitrariamente, conclu´ımos que supp(µϕ) e´ vazio.
Isto e´, µϕ = 0 em todo Ω×]0, T [.
Assim, por propagac¸a˜o, (pela Observac¸a˜o 1.74), tem-se que
ϕmt → 0 (forte) em L2loc(Ω×]0, T [) (4.1.134)
e, como ϕmt → 0 (forte) em L2(ω×]0, T [), deduzimos que
ϕmt → 0 (forte) em L2(0, T ;L2(Ω)). (4.1.135)
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Da mesma forma, como
ψmt ⇀ 0 (fraco) em L
2(Ω×]0, T [),
enta˜o podemos considerar µψ a medida de defeito microlocal (m.d.m.) associada a {ψmt }.
Pelas convergeˆncias em (4.1.114), (4.1.119) e (4.1.126) e, tendo em mente que ϕ = 0 = ψ,
conclu´ımos que
Pψm = − 1
cm
h(cmψ
m)− 1
cm
b(x)g(cmψ
m
t )− γ(x)ϕmt → 0 (forte) em L2(0, T ;L2(Ω)).
De onde deduzimos que
∂tPψ
m → 0 (forte) em H−1loc (Ω×]0, T [). (4.1.136)
Assim, analogamente ao feito anteriormente, conclu´ımos que
ψmt → 0 (forte) em L2(Ω×]0, T [). (4.1.137)
Agora, vamos fazer uso de uma equipartic¸a˜o de energia, para tal, considere θ ∈
C∞0 (0, T ); 0 ≤ θ ≤ 1 e θ = 1 em ], T − [ e multiplique a primeira equac¸a˜o de (4.1.108) por
ϕmθ(t) e a segunda equac¸a˜o de (4.1.108) por ψmθ(t) enta˜o temos, respectivamente,∫ T
0
θ(t)(ϕmtt (t), ϕ
m(t))dt−
∫ T
0
θ(t)(∆gϕ
m(t), ϕm(t))dt+
1
cm
∫ T
0
θ(t)(f(cmϕ
m(t)), ϕm(t))dt
−
∫ T
0
θ(t)(γ(x)ψmt (t), ϕ
m(t))dt+
1
cm
∫ T
0
θ(t)(a(x)g(umt (t)), ϕ
m(t))dt = 0
(4.1.138)
e ∫ T
0
θ(t)(ψmtt (t), ψ
m(t))dt−
∫ T
0
θ(t)(∆gψ
m(t), ψm(t))dt+
1
cm
∫ T
0
θ(t)(h(cmψ
m(t)), ψm(t))dt
+
∫ T
0
θ(t)(γ(x)ϕmt (t), ψ
m(t))dt+
1
cm
∫ T
0
θ(t)(b(x)g(vmt (t)), ψ
m(t))dt = 0.
(4.1.139)
Integrando por partes (4.1.138), conclu´ımos que
−
∫ T
0
θ(t)
∫
Ω
|ϕmt (x, t)|2dxdt−
∫ T
0
θt(t)
∫
Ω
ϕmt (x, t)ϕ
m(x, t)dxdt
+
∫ T
0
θ(t)
∫
Ω
|∇gϕm(x, t)|2dxdt+ 1
cm
∫ T
0
θ(t)
∫
Ω
f(cmϕ
m(x, t))ϕm(x, t)dxdt
−
∫ T
0
θ(t)
∫
Ω
γ(x)ψmt (x, t)ϕ
m(x, t)dxdt+
1
cm
∫ T
0
θ(t)
∫
Ω
a(x)g(umt (x, t))ϕ
m(x, t)dt = 0
(4.1.140)
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Por (4.1.113), (4.1.114), (4.1.119), (4.1.125) e (4.1.134) e tendo em mente que
ϕ = ψ = 0, de (4.1.140) deduzimos que
lim
m→+∞
∫ T−

∫
Ω
|∇gϕm(x, t)|2dxdt = 0. (4.1.141)
Ale´m disso, como
lim
m→+∞
1
cm
∫ T−

∫
Ω
f(cmϕ
m(x, t))ϕm(x, t)dxdt
= lim
m→+∞
1
c2m
∫ T−

∫
Ω
f(um(x, t))um(x, t)dxdt = 0,
(4.1.142)
enta˜o por (4.1.142) e (4.1.5) conclu´ımos que
lim
m→+∞
1
c2m
∫ T−

∫
Ω
F (um(x, t))dxdt = 0. (4.1.143)
Analogamente, por (4.1.113), (4.1.114), (4.1.119), (4.1.126), (4.1.137) e (4.1.139),
conclu´ımos que
lim
m→+∞
∫ T−

∫
Ω
|∇gψm(x, t)|2dxdt = 0 (4.1.144)
lim
m→+∞
1
c2m
∫ T−

∫
Ω
H(vm(x, t))dxdt = 0 (4.1.145)
que implica, juntamente com as convergeˆncias acima, que∫ T−

Êm(t)→ 0 quando m→ +∞. (4.1.146)
Como Êm(t) e´ na˜o crescente, enta˜o para todo t ∈ [, T − ] temos que∫ T−

Êm(T − )dt ≤
∫ T−

Êm(t)dt −→ 0.
Logo,
(T − 2)Êm(T − )→ 0. (4.1.147)
Dessa forma, combinando a identidade da energia
Êm(T − )− Êm() = − 1
c2m
∫ T−

∫
Ω
a(x)g(umt )u
m
t + b(x)g(v
m
t )v
m
t dxdt,
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com (4.1.147), (4.1.114) e (4.1.135) segue que
Êm()→ 0. (4.1.148)
Assim, pela identidade da energia novamente, por (4.1.114), (4.1.148) e (4.1.135)
temos que
Êm(0) = −[Êm()− Êm(0)] + Êm()
=
1
c2m
∫ 
0
∫
Ω
a(x)g(umt )u
m
t + b(x)g(v
m
t )v
m
t dxdt+ Êm() −→ 0.
(4.1.149)
Portanto, Êm(0)→ 0 quando m→ +∞, como quer´ıamos demonstrar.
4.1.7 Caso Semilinear ( nn−2 < p <
n+2
n−2)
Nesta subsec¸a˜o vamos estudar o caso n
n−2 < p <
n+2
n−2 para n ≥ 3. Por simplicidade, assim
como fizemos na existeˆncia, vamos assumir n = 3, para n > 3 o resultado pode ser provado
analogamente. Da subsec¸a˜o anterior, e´ suficiente provar a desigualdade de observabilidade,
a saber:
E(0) ≤ C
∫ T
0
∫
Ω
a(x)(|g(ut)|2 + |ut|2) + b(x)(|g(vt)|2 + |vt|2) dxdt, para todo T > T0,
(4.1.150)
onde T e C sa˜o constantes positivas e dado que E(0) ≤ R. Para provar isto, vamos combinar
as estimativas de Strichartz para equac¸a˜o da onda com o princ´ıpio de continuac¸a˜o u´nica,
como enunciado na Proposic¸a˜o 1.88.
Vamos mostrar (4.1.150) por contradic¸a˜o. Suponha que (4.1.150) na˜o seja verda-
deira, enta˜o existe uma sequeˆncia {uk, vk} de soluc¸o˜es fracas para o problema (4.1.15), tal
que Ek(0) ≤ R e
lim
k→∞
Ek(0)∫ T
0
∫
Ω
a(x)(|g(ukt )|2 + |ukt |2) + b(x)(|g(vkt )|2 + |vkt |2) dxdt
= +∞. (4.1.151)
De (4.1.151) tem-se
lim
k→∞
∫ T
0
∫
Ω
a(x)(|g(ukt )|2 + |ukt |2) + b(x)(|g(vkt )|2 + |vkt |2) dxdt
Ek(0)
= 0. (4.1.152)
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Considere a seguinte sequeˆncia de problemas
uktt −∆guk + f(uk) + a(x)g(ukt )− γ(x)vkt = 0 em Ω×]0, T [,
vktt −∆gvk + h(vk) + b(x)g(vkt ) + γ(x)ukt = 0 em Ω×]0, T [,
uk = vk = 0 sobre ∂Ω×]0, T [,
uk(0) = uk0, u
k
t (0) = u
k
1 em Ω,
vkt (0) = v
k
0 , v
k
t (0) = v
k
1 em Ω.
(4.1.153)
Agora, defina:
ck := [Ek(0)]
1/2, ϕk :=
uk
ck
, ψk :=
vk
ck
. (4.1.154)
Analogamente ao que fizemos anteriormente, temos que existe C > 0 tal que
1/C ≤ E(ϕk,ψk)(0) ≤ C para todo k ∈ N e a sequeˆncia ck e´ limitada. Para obter uma
contradic¸a˜o, precisamos provar que Êk(0) := E(ϕk,ψk)(0) converge para zero.
De fato, por (4.1.152) e (4.1.154) conclu´ımos que
lim
k→∞
∫ T
0
∫
Ω
a(x)(|ϕkt |2 +
1
c2k
|g(ukt )|2) + b(x)(|ψkt |2 +
1
c2k
|g(vkt )|2) dxdt = 0. (4.1.155)
Dessa forma, de (4.1.155) e como 0 ≤ γ(x) ≤ a(x) e 0 ≤ γ(x) ≤ b(x) temos,
respectivamente que
lim
k→∞
∫ T
0
∫
Ω
γ(x)|ϕkt |2dxdt = 0
lim
k→∞
∫ T
0
∫
Ω
γ(x)|ψkt |2dxdt = 0.
(4.1.156)
Ale´m disso, como Êk(0) ≤ C temos que
para cada T > 0 fixado, {ϕk, ψk}, {ϕkt , ψkt } sa˜o sequeˆncias limitadas em
(L∞(0, T ;H10 (Ω)))
2 e (L∞(0, T ;L2(Ω)))2, respectivamente.
(4.1.157)
Dessa forma, deduzimos para uma eventual subsequeˆncia de {ϕk, ψk} que
(ϕk, ψk)
∗
⇀ (ϕ, ψ) (fraco estrela) em (L∞(0, T ;H10 (Ω)))
2, (4.1.158)
(ϕkt , ψ
k
t )
∗
⇀ (ϕt, ψt) (fraco estrela) em (L
∞(0, T ;L2(Ω)))2, (4.1.159)
(ϕk, ψk)→ (ϕ, ψ) (forte) em (L2(0, T ;Lq(Ω)))2 ∀ q ∈ [2, 2∗[, (4.1.160)
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onde 2∗ = 2n
n−2 .
Considere a seguinte sequeˆncia de problemas normalizados
ϕktt −∆gϕk + 1ck f(uk) + 1cka(x)g(ukt )− γ(x)ψkt = 0 em Ω×]0, T [,
ψktt −∆gψk + 1ckh(vk) + 1ck b(x)g(vkt ) + γ(x)ϕkt = 0 em Ω×]0, T [,
ϕk = ψk = 0 sobre ∂Ω×]0, T [,
ϕk(0) = ϕk0, ϕ
k
t (0) = ϕ
k
1 em Ω,
ψk(0) = ψk0 , ψ
k
t (0) = ψ
k
1 em Ω.
(4.1.161)
Observe que ck → λ ∈ [0,∞[. Vamos dividir nosssa prova em dois casos: λ > 0
ou λ = 0.
Caso (i): λ > 0.
Passando o limite em (4.1.161) temos que
ϕtt −∆gϕ+ 1λf(λϕ) = 0 em Ω×]0, T [,
ψtt −∆gψ + 1λh(λψ) = 0 em Ω×]0, T [,
ϕt = ψt = 0 sobre ω×]0, T [,
(4.1.162)
e enta˜o, usando a Proposic¸a˜o 1.88 em cada equac¸a˜o de (4.1.162) separadamente, temos que
ϕ = ψ ≡ 0.
Caso (ii): λ = 0.
Agora, vamos considerar λ = 0, isto e´, se ck → 0. Note que podemos escrever
f(s) = f ′(0)s+R(s), onde |R(s)| ≤ C(|s|2 + |s|p).
Enta˜o
1
ck
f(ckϕ
k) = f ′(0)ϕk +
R(ckϕ
k)
ck
,
R(ckϕ
k)
ck
≤ C(ck|ϕk|2 + |ck|p−1|ϕk|p).
Afirmac¸a˜o:
|ck|p−1‖|ϕk|p‖L1(0,T ;L2(Ω)) → 0 quando k →∞. (4.1.163)
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De fato, temos que F0 = −a(x)g(ukt )+γ(x)vkt ∈ L2(0, T ;L2(Ω)) enta˜o podemos fazer uso das
estimativas de Strichartz como no Lema 1.84 para a primeira equac¸a˜o do problema (4.1.153),
para obter a limitac¸a˜o
‖uk‖L5L10 ≤ C((Ek(0)) 12 + ‖F0‖L1L2) ≤ C
para cada k ∈ N, disto conclu´ımos que f(uk) ∈ L1(0, T ;L2(Ω)) e a norma ‖f(uk)‖L1(0,T ;L2(Ω))
pode ser controlada pela norma ‖uk‖L5(0,T ;L10(Ω)) que e´ uniformemente limitada, em k ∈ N.
Ale´m disso, como G0 = −a(x)g(ukt ) + γ(x)ψkt − f(uk) ∈ L1(0, T ;L2(Ω)) enta˜o,
usando as estimativas de Strichartz para a primeira equac¸a˜o do problema (4.1.161) temos
que
‖ϕk‖L5L10 ≤ C
(
[Êk(0)]
1
2 + ‖G0‖L1L2
)
≤ C (4.1.164)
onde a constante C > 0 na˜o depende de k.
Consequentemente, como ‖|ϕk|p‖L1(0,T ;L2(Ω)) pode ser controlado pela norma ‖ϕk‖L5L10 ,
podemos concluir que (|ϕk|p) e´ uma sequeˆncia limitada em L1(0, T ;L2(Ω)) e, portanto, como
ck → 0 provamos (4.1.163), o que nos leva a
1
ck
f(ckϕ
k)→ f ′(0)ϕ (forte) em L1(0, T ;L2(Ω)). (4.1.165)
Analogamente temos que
1
ck
h(ckψ
k)→ h′(0)ψ (forte) em L1(0, T ;L2(Ω)). (4.1.166)
Assim, passando o limite em (4.1.161) temos que
ϕtt −∆gϕ+ f ′(0)ϕ = 0 em Ω×]0, T [,
ψtt −∆gψ + h′(0)ψ = 0 em Ω×]0, T [,
ϕt = ψt = 0 em ω×]0, T [,
(4.1.167)
e para y = ϕt, z = ψt de (4.1.167) conclu´ımos que
ytt −∆gy + V1y = 0 em Ω×]0, T [,
ztt −∆gz + V2z = 0 em Ω×]0, T [,
y = z = 0 em ω×]0, T [,
(4.1.168)
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que implica pela Hipo´tese 4.6, que y = z = 0 e, consequentemente, ϕ = ψ = 0. Assim
em ambos os casos ϕ = ψ = 0. Lembre-se que nosso principal objetivo e´ provar que Êk(0)
converge para zero. Para este propo´sito, considere
P :=  = ∂2t −∆g.
Primeiramente, provaremos que
ϕkt → 0 (forte) em L2(Ω×]0, T [).
Das convergeˆncias acima sabemos que
ϕk ⇀ 0 (fraco) em H1(Ω×]0, T [).
Assim, considere µϕ a medida de defeito microlocal associada a (ϕ
k) em H1(Ω×]0, T [), isto
e´, µϕ e´ a m.d.m associada com (ϕ
k
t ) e (∇gϕk) em L2loc(Ω×]0, T [).
Observe agora, que a sequeˆncia (ϕk) e´ lineariza´vel no sentido da Definic¸a˜o 1.85.
De fato, temos que (ϕk, ψk) e´ uma sequeˆncia de soluc¸o˜es para o problema (4.1.161), considere
o seguinte problema da onda linear com dados iniciais (ϕk0, ϕ
k
1)
wk −∆gwk = 0 em Ω×]0, T [,
wk = 0 sobre ∂Ω×]0, T [,
wk(0) = ϕk0, w
k
t (0) = ϕ
k
1 em Ω.
(4.1.169)
Assim, para zk = ϕk − wk temos que
(ϕk − wk)tt −∆g(ϕk − wk) = − 1ck f(uk) + γ(x)ψkt − 1cka(x)g(ukt ) = Gk em Ω×]0, T [,
ϕk − wk = 0 sobre ∂Ω×]0, T [,
(ϕk − wk)(0) = (ϕk − wk)t(0) = 0 em Ω.
Temos que Gk = − 1
ck
f(uk) + γ(x)ψkt − 1cka(x)g(ukt ) ∈ L1(0, T ;L2(Ω)). Ale´m disso,
dos casos (i) e (ii) temos que ∥∥∥∥ 1ck f(uk)
∥∥∥∥2
L1L2
→ 0,
e, pela hipo´tese de contradic¸a˜o,∫ T
0
‖γ(x)ψkt ‖2L2 ≤ ‖γ‖∞
∫ T
0
∫
Ω
γ(x)|ψkt |2 → 0,
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e ∫ T
0
∥∥∥∥ 1ck a(x)g(ukt )
∥∥∥∥2
L2
≤ ‖a‖∞
∫ T
0
∫
Ω
a(x)
1
c2k
|g(ukt )|2 → 0.
Portanto, Gk → 0 (forte) em L1(0, T ;L2(Ω)) e assim, pela Observac¸a˜o 1.87, a sequeˆncia ϕk
e´ lineariza´vel no sentido da Definic¸a˜o 1.85 e, enta˜o, conclu´ımos que µϕ se propaga como uma
H1−m.d.m. associada a equac¸a˜o da onda linear com os mesmos dados iniciais. Assim, pelo
exposto no Cap´ıtulo 1, Sec¸a˜o 1.11 segue que
supp(µϕ) ⊂ {τ 2 = (gij)−1|ξ|2}
e que µϕ se propaga ao longo do fluxo bicaracter´ıstico do operador de ondas.
Por outro lado,
ϕkt → 0 (forte) em L2(ω×]0, T [), (4.1.170)
o que implica (pela Observac¸a˜o 1.74) que µϕ = 0 em ω×]0, T [ de modo que µϕ na˜o apresenta
medida de defeito em ω×]0, T [ e, assim, supp(µϕ) ⊂ (Ω\ω)×]0, T [. Como ω controla geo-
metricamente Ω, enta˜o as geode´sicas no interior de Ω\ω, entram necessariamente na regia˜o
ω, para toda geode´sica de me´trica G =
(
K(x)
ρ(x)
)−1
. Logo, supp(µϕ) e´ vazio e, dessa forma,
µϕ ≡ 0 em todo Ω×]0, T [. Portanto, ϕk → 0 (forte) em H1(Ω×]0, T [) donde conclu´ımos que
que
ϕkt → 0 (forte) em L2(Ω×]0, T [). (4.1.171)
Analogamente, como
ψk ⇀ 0 (fraco) em H1(Ω×]0, T [),
enta˜o podemos considerar µψ a medida de defeito microlocal associada a (ψ
k) emH1(Ω×]0, T [),
isto e´, µψ e´ a m.d.m associada com (ψ
k
t ) e (∇gψk) em L2loc(Ω×]0, T [).
Da mesma forma, a sequeˆncia (ψk) e´ lineariza´vel no sentido da Definic¸a˜o 1.85. De
fato, basta considerar agora, o problema da onda linear com dados iniciais (ψk0 , ψ
k
1)
wk −∆gwk = 0 em Ω×]0, T [,
wk = 0 sobre ∂Ω×]0, T [,
wk(0) = ψk0 , w
k
t (0) = ψ
k
1 em Ω.
(4.1.172)
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Assim, para yk = ψk − wk temos que
(ψk − wk)tt −∆g(ψk − wk) = − 1ckh(vk)− γ(x)ϕkt − 1ck b(x)g(vkt ) = Gk1 em Ω×]0, T [,
ψk − wk = 0 sobre ∂Ω×]0, T [,
(ψk − wk)(0) = (ψk − wk)t(0) = 0 em Ω.
Temos que Gk1 = − 1ck f(vk)−γ(x)ϕkt − 1ck b(x)g(vkt ) ∈ L1(0, T ;L2(Ω)) e, ale´m disso,
dos casos (i), (ii) e pela hipo´tese de contradic¸a˜o, temos queGk1 → 0 (forte) em L1(0, T ;L2(Ω)).
Assim, pela Observac¸a˜o 1.87, a sequeˆncia ψk e´ lineariza´vel no sentido da Definic¸a˜o 1.85 e,
enta˜o, conclu´ımos que µψ se propaga como uma H
1−m.d.m. associada a equac¸a˜o da onda
linear com os mesmos dados iniciais.
Assim, analogamente ao feito anteriormente, conclu´ımos que
ψkt → 0 (forte) em L2(Ω×]0, T [). (4.1.173)
Dessa forma, usando uma equipartic¸a˜o da energia, como fizemos anteriormente,
conclu´ımos que Êk(0)→ 0, como deseja´vamos provar.
4.1.8 Taxa de Decaimento Uniforme
Antes de iniciar nosso resultado de estabilidade, definiremos algumas func¸o˜es necessa´rias.
Para este propo´sito, vamos seguir as ideias introduzidas primeiramente por Lasiecka e Tataru
em [39]. Seja uma func¸a˜o φ coˆncava, estritamente crescente tal que φ(0) = 0 e
φ(yg(y)) ≥ |y|2 + |g(y)|2 para |y| < 1. (4.1.174)
A seguir, definimos
r(·) = φ
( ·
med(QT )
)
, QT = Ω×]0, T [ associado com o problema (4.1.15). (4.1.175)
Observe que r e´ mono´tona crescente, enta˜o cI + r e´ invert´ıvel para todo c ≥ 0.
Para L uma constante positiva, colocamos
z(x) = (cI + r)−1(Lx), L := (Cmed(QT )((1 + ‖a‖∞) + (1 + ‖b‖∞))−1, (4.1.176)
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onde c e´ uma constante positiva que sera´ estabelecida posteriormente.
Desta forma, a func¸a˜o z e´ positiva, cont´ınua e estritamente crescente com z(0) = 0.
Finalmente, seja
q(x) = x− (I + z)−1(x). (4.1.177)
Podemos agora enunciar nosso resultado de estabilidade.
Teorema 4.13 Suponha que as hipo´teses 4.1-4.5 sejam satisfeitas. Seja {u, v} a soluc¸a˜o
fraca do problema (4.1.15) com a energia E(t) definida como em (4.1.16). Enta˜o existe um
T0 > 0 tal que
E(t) ≤ S
(
t
T0
− 1
)
∀ t > T0 (4.1.178)
com limt→∞ S(t) = 0, onde o semigrupo de contrac¸a˜o S(t) e´ a soluc¸a˜o da equac¸a˜o diferencial
d
dt
S(t) + q(S(t)) = 0, S(0) = E(0), (4.1.179)
onde q e´ dado em (4.1.177). Aqui a constante c (da Definic¸a˜o (4.1.176)) e´
c ≡ (k−1+K)
med(QT )((1+‖a‖∞)+(1+‖b‖∞)) .
Demonstrac¸a˜o: Analogamente ao que fizemos no Cap´ıtulo 2 para provar o Teorema 2.25,
mostramos o Teorema 4.13.
4.2 Sistema II
O segundo problema deste cap´ıtulo consiste em estudar a estabilidade uniforme do seguinte
sistema
ρ(x)utt − div[K(x)∇u] + f(u) + a(x)g(ut) + δv = 0 em Ω×]0,∞[,
ρ(x)vtt − div[K(x)∇v] + h(v) + b(x)g(vt) + δu = 0 em Ω×]0,∞[,
u = v = 0 sobre ∂Ω×]0,∞[,
u(0) = u0, ut(0) = u
1 em Ω,
v(0) = v0, vt(0) = v
1 em Ω,
(4.2.180)
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onde Ω e´ um domı´nio limitado do Rn para n ≥ 2, com fronteira suave ∂Ω, ρ : Ω → R+,
kij : Ω→ R, 1 ≤ i, j ≤ d sa˜o func¸o˜es C∞(Ω) tais que para todo x ∈ Ω e ξ ∈ Rn,
α0 ≤ ρ(x) ≤ β0, kij(x) = kji(x), α|ξ|2 ≤ ξ> ·K(x) · ξ ≤ β|ξ|2, (4.2.181)
onde α0, β0, α, β sa˜o constantes positivas e K(x) = (kij)i,j e´ uma matriz sime´trica positiva
definida. Vamos denotar por ω ⊂ Ω um conjunto aberto dado pela intersec¸a˜o de uma
vizinhanc¸a aberta da fronteira ∂Ω em Rn e que controla geometricamente a equac¸a˜o (4.2.180).
Hipo´tese 4.14 • f e h satisfazem a Hipo´tese 4.1 com
p ≥ 1 para n = 2, e 1 ≤ p ≤ n
n− 2 para n ≥ 3.
• g satisfaz a Hipo´tese 4.2.
• As func¸o˜es a = a(x), b = b(x) ∈ L∞(Ω) ∩C0(Ω) sa˜o reais na˜o negativas e satisfazem a
Hipo´tese 4.3.
Hipo´tese 4.15 δ e´ um nu´mero real positivo suficientemente pequeno tal que δ < λ1 − β,
onde λ1 e β sa˜o dados em (4.1.5).
Hipo´tese 4.16 Assumiremos a Condic¸a˜o Geome´trica de Controle dada na Hipo´tese 4.5.
Hipo´tese 4.17 Para todo T > 0, a u´nica soluc¸a˜o u, v ∈ C(]0, T [;L2(Ω))∩C(]0, T [;H−1(Ω))
para o sistema
utt − div[(K/ρ)∇u] + V1(x, t)u = V3(x, t)v em Ω× (0, T ),
vtt − div[(K/ρ)∇v] + V2(x, t)v = V3(x, t)u em Ω× (0, T ),
u = v = 0 sobre ω,
(4.2.182)
onde V1(x, t), V2(x, t) e V3(x, t) sa˜o elementos de L
∞(]0, T [, L
n+1
2 ), e´ a trivial, isto e´, u = v =
0.
Observac¸a˜o 4.18 Em [26] devido a Cavalcanti et al., foi provado um princ´ıpio de conti-
nuac¸a˜o u´nica para sistemas hiperbo´licos acoplados de segunda ordem com coeficientes e po-
tenciais em L
n+1
2 . Os autores se inspiraram em Dos Santos Ferreira em [31] e Koch-Tataru
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em [59] e usaram as estimativas de Lp−Lq-Calerman . Este resultado nos da´ certas situac¸o˜es
em que a propriedade de continuac¸a˜o u´nica dada na Hipo´tese 4.17 vale. Este resultado esta´
enunciado e provado na Sec¸a˜o 1.13.
4.2.1 Resultados Pre´vios
Assim como fizemos anteriormente, em vez de estudar o problema espec´ıfico (4.2.180), vamos
considerar o problema auxiliar, que sera´ descrito na sequeˆncia. Da mesma forma, induzire-
mos em Ω uma me´trica Riemanniana g tal que (Ω,g) e´ uma variedade conexa, compacta,
orienta´vel n-dimensional com me´trica g de classe C∞ e fronteira suave ∂Ω.
Vamos denotar ∆g o operador Laplace-Beltrami em (Ω,g) e ∇g sua conexa˜o
Riemanniana. Consideremos o seguinte sistema acoplado:
utt −∆gu+ f(u) + a(x)g(ut) + δv = 0 em Ω×]0,∞[,
vtt −∆gv + h(v) + b(x)g(vt) + δu = 0 em Ω×]0,∞[,
u = v = 0 sobre ∂Ω×]0,∞[,
u(0) = u0, ut(0) = u
1 em Ω,
v(0) = v0, vt(x, 0) = v
1(x) em Ω.
(4.2.183)
A energia associada ao problema (4.2.183) e´ dada por
E(t) :=
∫
Ω
1
2
|ut(x, t)|2 + 1
2
|vt(x, t)|2 + 1
2
|∇gu(x, t)|2 + 1
2
|∇gv(x, t)|2dx
+
∫
Ω
F (u(x, t))dx+
∫
Ω
H(v(x, t))dx+ δ
∫
Ω
u(x, t)v(x, t)dx.
(4.2.184)
Observac¸a˜o 4.19 E(t) ≥ 0.
Demonstrac¸a˜o: De fato, observe que
δ
∫
Ω
uvdx = −(−δ)
∫
Ω
uvdx.
4.2 Sistema II 165
Pela desigualdade de Ho¨lder e pela desigualdade de Young, temos
−δ
∫
Ω
uvdx ≤
∣∣∣∣− δ ∫
Ω
uvdx
∣∣∣∣
≤ |δ|
∫
Ω
|u||v|dx
≤ |δ|(‖u(t)‖L2‖v(t)‖L2)
≤ |δ|
(
1
2
‖u(t)‖2L2 +
1
2
‖v(t)‖2L2
)
=
|δ|
2
‖u(t)‖2L2 +
|δ|
2
‖v(t)‖2L2
≤ |δ|
2λ1
‖∇gu(t)‖2L2 +
|δ|
2λ1
‖∇gv(t)‖2L2 .
(4.2.185)
Dessa forma,
−(−δ)
∫
Ω
uvdx ≥ − |δ|
2λ1
‖∇gu(t)‖2L2 −
|δ|
2λ1
‖∇gv(t)‖2L2 ,
e, portanto,
δ
∫
Ω
uvdx ≥ − |δ|
2λ1
‖∇gu(t)‖2L2 −
|δ|
2λ1
‖∇gv(t)‖2L2 . (4.2.186)
Dessa forma, por (4.1.5) e (4.2.186), deduzimos que
E(t) ≥ 1
2
‖ut(t)‖2L2 +
1
2
‖vt(t)‖2L2 +
(
1
2
− |δ|
2λ1
)
‖∇gu(t)‖2L2 +
(
1
2
− |δ|
2λ1
)
‖∇gv(t)‖2L2
− β
2
‖u(t)‖2L2 −
β
2
‖v(t)‖2L2
≥ 1
2
‖ut(t)‖2L2 +
1
2
‖vt(t)‖2L2 +
(
1
2
− |δ|
2λ1
)
‖∇gu(t)‖2L2 +
(
1
2
− |δ|
2λ1
)
‖∇gv(t)‖2L2
− β
2λ1
‖∇gu(t)‖2L2 −
β
2λ1
‖∇gv(t)‖2L2
=
1
2
‖ut(t)‖2L2 +
1
2
‖vt(t)‖2L2 +
1
2
(
1− |δ|
λ1
− β
λ1
)
‖∇gu(t)‖2L2 +
1
2
(
1− |δ|
λ1
− β
λ1
)
‖∇gv(t)‖2L2
≥ β1
2
‖(u, v, ut, vt)‖2H
≥ 0,
(4.2.187)
onde β1 = 1− |δ|λ1 −
β
λ1
> 0⇔ |δ| < λ1 − β.
Ou seja, E(t) ≥ 0, como quer´ıamos demonstrar.
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Procederemos formalmente. Multiplicando a primeira equac¸a˜o do problema (4.2.183)
por ut e a segunda equac¸a˜o de (4.2.183) por vt, tem-se{
(utt, ut) + ((u, ut)) + (f(u), ut) + (δv, ut) + (a(x)g(ut), ut) = 0
(vtt, vt) + ((v, vt)) + (h(v), vt) + (δu, vt) + (b(x)g(vt), vt) = 0
donde
1
2
d
dt
[‖ut(t)‖2L2 + ‖∇gu(t)‖2L2]+ ∫
Ω
f(u)utdx+ δ
∫
Ω
vutdx = −
∫
Ω
a(x)g(ut)utdx.
1
2
d
dt
[‖vt(t)‖2L2 + ‖∇gv(t)‖2L2]+ ∫
Ω
h(v)vtdx+ δ
∫
Ω
uvtdx = −
∫
Ω
b(x)g(vt)vtdx.
(4.2.188)
Note que
δ
∫
Ω
(vut + uvt)dx = δ
∫
Ω
(uv)tdx = δ
d
dt
∫
Ω
uvdx,
pois 〈
d
dt
∫
Ω
uvdx, θ
〉
=
〈∫
Ω
(uv)tdx, θ
〉
, ∀ θ ∈ D(0, T ).
Dessa forma, somando as equac¸o˜es em (4.2.188) temos
1
2
d
dt
[
‖ut(t)‖2L2 + ‖∇gu(t)‖2L2 + ‖vt(t)‖2L2 + ‖∇gv(t)‖2L2
+2
∫
Ω
F (u)dx+ 2
∫
Ω
H(v)dx+ 2δ
∫
Ω
uvdx
]
= −
∫
Ω
a(x)g(ut)utdx−
∫
Ω
b(x)g(vt)vtdx
(4.2.189)
onde F (w) =
∫ w
0
f(τ)dτ.
Pelo fato que a(x), b(x) sa˜o func¸o˜es na˜o negativas e pela Hipo´tese 4.2, segue de
(4.2.189) que
d
dt
E(t) ≤ 0. (4.2.190)
Ale´m disso, obtemos a identidade da energia:
E(t2)− E(t1) = −
∫ t2
t1
∫
Ω
a(x)g(ut)ut + b(x)g(vt)vtdxdt, ∀ 0 ≤ t1 ≤ t2 <∞. (4.2.191)
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Como no problema anterior, inspirados em [7], voltamos ao nosso problema ori-
ginal (4.2.180) tendo em mente que ρ ∈ C∞(Ω) e α0 ≤ ρ(x) ≤ β0. Fixe um sistema de
coordenadas (x1, · · · , xn) sobre (Ω,g), com g sendo a me´trica Riemanniana definida pela
matriz gij =
(K(x)
ρ(x)
)−1
cuja inversa e´ denotada por (gij)
−1 = gij e defina
ρ =
√
det(gij).
O operador Laplace-Beltrami neste sistema de coordenadas e´ dado por
∆gu =
1√
det gij
n∑
i,j=1
∂
∂xi
(√
det gijg
ij ∂u
∂xj
)
=
1
ρ(x)
div(K(x)∇u)
onde ∇ e´ o gradiente usual correspondente a` me´trica Euclidiana.
Consequentemente,
ρ(x)∂2t u− div[K(x)∇u] = 0 ⇔ ∂2t u−∆gu = 0.
Assim, analisar o problema (4.2.180) e´ equivalente a analisar o problema (4.2.183).
4.2.2 Boa Colocac¸a˜o
Para mostrar a existeˆncia, vamos considerar o espac¸o de Hilbert
H = (H10 (Ω))2 × (L2(Ω))2
munido do produto interno
〈U, V 〉H =
∫
Ω
(∇gu1∇gv1 +∇gu2∇gv2 + u3v3 + u4v4)dx
onde U = (u1, u2, u3, u4)
> e V = (v1, v2, v3, v4)> e > denota o transposto.
Denotando u˜ = ut, v˜ = vt, enta˜o para W (t) = (u, v, u˜, v˜)
> o problema (4.2.183)
pode ser reescrito como um problema de primeria ordem como segue:
dW
dt
(t) +AW (t) = F(W (t))
W (0) = W 0
(4.2.192)
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onde W 0 = (u0, v0, u1, v1) e o operador A : D(A) ⊂ H → H e´ dado por A = A + B com
operadores componentes definidos por
A =

0 0 −I 0
0 0 0 −I
−∆g 0 0 0
0 −∆g 0 0
 (4.2.193)
onde D(A) = {(h,w, z, y) ∈ H; ∆gh,∆gw ∈ L2(Ω)} = (H10 (Ω) ∩ H2(Ω))2 × (H10 (Ω))2 e o
operador B : H → H dado por
B =

0 0 0 0
0 0 0 0
0 0 a(x)g(·) 0
0 0 0 b(x)g(·)
 . (4.2.194)
Como D(A) = (H10 (Ω) ∩H2(Ω))2 × (H10 (Ω))2, D(B) = H segue que D(A) = D(A).
O operador F : H → H e´ dado por
F =

0 0 0 0
0 0 0 0
−f(·) −δI 0 0
−δI −h(·) 0 0
 . (4.2.195)
Teorema 4.20 Suponha que as hipo´teses dos termos na˜o lineares f e h especificadas na
Hipo´tese 4.1 sejam satisfeitas, com a restric¸a˜o p ≥ 1 se n = 2 e 1 ≤ p ≤ n
n−2 se n ≥ 3 e
os dados iniciais (u0, v0, u1, v1) ∈ H. Enta˜o o problema (4.2.192) possui uma u´nica soluc¸a˜o
generalizada (u, v, u˜, v˜) ∈ C([0, T ];H). Ale´m disso, se (u0, v0, u1, v1) ∈ D(A), enta˜o a soluc¸a˜o
e´ regular.
Demonstrac¸a˜o: Tal como fizemos anteriormente, podemos mostrar que A = A + B e´
um operador maximal mono´tono no espac¸o da energia H, ale´m disso, se 1 ≤ p ≤ n
n−2 como
consequeˆncia da desigualdade de Ho¨lder e de imerso˜es de Sobolev, prova-se que F define
um operador cont´ınuo localmente Lipschitz. Dessa forma, pelo Teorema 1.39, o problema de
Cauchy (4.2.192) tem uma u´nica soluc¸a˜o generalizada W = (u, v, ut, vt) no intervalo [0, Tmax[.
Ale´m disso, se W 0 ∈ D(A), a soluc¸a˜o e´ regular.
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Vejamos agora que Tmax = +∞. De fato, se, por absurdo, Tmax < +∞, enta˜o,
pelo Teorema 1.39,
lim
t↗Tmax
‖W (t)‖H = +∞. (4.2.196)
Como a energia E(t) definida em (4.2.184) e´ na˜o crescente, temos que E(t) ≤
E(0) ∀ t ∈ [0, Tmax[.
Por outro lado, em (4.2.187) temos que
E(t) ≥ β1
2
‖(u, v, ut, vt)‖2H.
Assim,
β1
2
‖W‖2H ≤ E(t) ≤ E(0) ∀t ∈ [0, Tmax),
contrariando (4.2.196). Portanto Tmax = +∞.
4.2.3 Desigualdade de Observabilidade
Lema 4.21 Suponha que os dados iniciais satisfazem E(0) ≤ R. Enta˜o para T > 0 e R > 0,
existe uma constante C = C(T,R) > 0 tal que a desigualdade
E(0) ≤ C
∫ T
0
∫
Ω
a(x)(|g(ut)|2 + |ut|2) + b(x)(|g(vt)|2 + |vt|2)dxdt (4.2.197)
vale para toda soluc¸a˜o fraca {u, v} do problema (4.2.183).
Demonstrac¸a˜o: Por argumentos cla´ssicos, e´ suficiente trabalhar com soluc¸o˜es regulares. No
entanto, o resultado permanece va´lido para soluc¸o˜es fracas usando argumentos de densidade.
Vamos argumentar por contradic¸a˜o. Suponha, por absurdo, que (4.2.197) na˜o seja verdadeira.
Enta˜o considere {um0 , vm0 , um1 , vm1 } uma sequeˆncia de dados iniciais onde a correspondente
soluc¸a˜o {um, vm} com Em(0) uniformemente limitada em m, verifica
lim
m→∞
Em(0)∫ T
0
∫
Ω
a(x)(|g(ut)|2 + |ut|2) + b(x)(|g(vt)|2 + |vt|2)dxdt
= +∞. (4.2.198)
De onde tem-se
lim
m→∞
∫ T
0
∫
Ω
a(x)(|g(ut)|2 + |ut|2) + b(x)(|g(vt)|2 + |vt|2)dxdt
Em(0)
= 0. (4.2.199)
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Como Em(t) e´ na˜o crescente e Em(0) e´ limitada enta˜o, obtemos uma subsequeˆncia
de {um, vm}, denotada da mesma forma, que verifica
(um, vm)
∗
⇀ (u, v) (fraco estrela) em (L∞(0, T ; H10 (Ω)))
2, (4.2.200)
(umt , v
m
t )
∗
⇀ (ut, vt) (fraco estrela) em (L
∞(0, T ;L2(Ω)))2. (4.2.201)
Ale´m disso, por argumentos de compacidade cla´ssicos, (veja [41],[55]), deduzimos
para uma eventual subsequeˆncia, que
(um, vm)→ (u, v) (forte) em (L2(0, T ;Lq(Ω)))2, ∀ q ∈ [2, 2∗[, (4.2.202)
onde 2∗ = 2n
n−2 e, consequentemente, de (4.2.202)
(f(um), h(vm))→ (f(u), h(v)) (q.s.) em (Ω×]0, T [)2. (4.2.203)
Da convergeˆncia acima e desde que {f(um), h(vm)} e´ limitada em (L2(0, T ;L2(Ω)))2
segue pelo Lema de Lions em 1.24 que
(f(um), h(vm)) ⇀ (f(u), h(v)) (fraco) em (L2(0, T ;L2(Ω)))2. (4.2.204)
Note que por (4.2.199) temos que
lim
m→∞
∫ T
0
∫
Ω
a(x)|g(umt (x, t))|2 dxdt = 0,
lim
m→∞
∫ T
0
∫
Ω
b(x)|g(vmt (x, t))|2 dxdt = 0
(4.2.205)
e
lim
m→∞
∫ T
0
∫
Ω
a(x)|umt (x, t)|2 dxdt = 0,
lim
m→∞
∫ T
0
∫
Ω
b(x)|vmt (x, t)|2 dxdt = 0.
(4.2.206)
Como a(x) ≥ a0 > 0 em ω ⊂ Ω, temos que
lim
m→∞
∫ T
0
∫
ω
|umt (x, t)|2 dxdt = 0 (4.2.207)
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e como b(x) ≥ b0 > 0 em ω ⊂ Ω, temos que
lim
m→∞
∫ T
0
∫
ω
|vmt (x, t)|2 dxdt = 0. (4.2.208)
De (4.2.201), (4.2.207) e (4.2.208) temos, respectivamente,
ut(x, t) = 0, vt(x, t) = 0 em ω×]0, T [. (4.2.209)
Agora vamos dividir nossa prova em dois casos:
Caso (i): u 6= 0
Considere a seguinte sequeˆncia de problemas
umtt −∆gum + f(um) + a(x)g(umt ) + δvm = 0 em Ω×]0, T [,
vmtt −∆gvm + h(vm) + b(x)g(vmt ) + δum = 0 em Ω×]0, T [,
um = vm = 0 sobre ∂Ω×]0, T [,
um(0) = um0 , u
m
t (0) = u
m
1 em Ω,
vm(0) = vm0 , v
m
t (0) = v
m
1 em Ω,
(4.2.210)
com Em(t) a energia associada ao sistema (4.2.210).
Passando o limite quando m → +∞ em (4.2.210), pelas convergeˆncias acima
segue que 
utt −∆gu+ f(u) + δv = 0 em Ω×]0, T [,
vtt −∆gv + h(v) + δu = 0 em Ω×]0, T [,
ut = 0, vt = 0 em ω×]0, T [.
(4.2.211)
Se v 6= 0, enta˜o para y = ut e z = vt, temos que
ytt −∆gy + V1(x, t)y + δz = 0 em Ω×]0, T [,
ztt −∆gz + V2(x, t)z + δy = 0 em Ω×]0, T [,
y = 0, z = 0 em ω×]0, T [,
(4.2.212)
onde, de forma ana´loga a (4.1.104), V1 = f
′(u), V2 = h′(v) ∈ L∞(0, T ;Ln+12 (Ω)).
Dessa forma, pela Hipo´tese 4.17, conclu´ımos que y = z = 0, donde ut = vt = 0.
Voltando em (4.2.211) temos que{
−∆gu+ f(u) + δv = 0
−∆gv + h(v) + δu = 0
(4.2.213)
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donde 
∫
Ω
(−∆gu)udx+
∫
Ω
f(u)udx+ δ
∫
Ω
vudx = 0
∫
Ω
(−∆gv)vdx+
∫
Ω
h(v)vdx+ δ
∫
Ω
vudx = 0.
(4.2.214)
Somando as duas equac¸o˜es e usando a identidade de Green, obtemos
I := ‖∇gu(t)‖2L2 + ‖∇gv(t)‖2L2 + 2δ
∫
Ω
uv +
∫
Ω
f(u)udx+
∫
Ω
h(v)vdx = 0.
Por (4.2.186) e por (4.1.5) temos que
0 = I ≥ (1− |δ|
λ1
)‖∇gu(t)‖2L2 + (1− |δ|λ1 )‖∇gv(t)‖2L2 − β
∫
Ω
u2dx− β
∫
Ω
v2dx
=
(
1− |δ|
λ1
)‖∇gu(t)‖2L2 + (1− |δ|λ1 )‖∇gv(t)‖2L2 − β‖u(t)‖2L2 − β‖v(t)‖2L2
≥ (1− |δ|
λ1
)‖∇gu(t)‖2L2 + (1− |δ|λ1 )‖∇gv(t)‖2L2 − βλ1‖∇gu(t)‖2L2 − βλ1‖∇gv(t)‖2L2
=
(
1− |δ|
λ1
− β
λ1
)‖∇gu(t)‖2L2 + (1− |δ|λ1 − βλ1 )‖∇gv(t)‖2L2
≥ 0.
(4.2.215)
Portanto, como
(
1− |δ|
λ1
− β
λ1
)
> 0, segue que
‖∇gu(t)‖2L2 + ‖∇gv(t)‖2L2 = 0
e, consequentemente, u = v = 0, que e´ uma contradic¸a˜o.
Se v = 0 e como f(0) = 0, obtemos
utt −∆gu+ f(u) = 0 em Ω×]0, T [,
δu = 0 em Ω×]0, T [,
ut = 0, vt = 0 em ω×]0, T [,
(4.2.216)
donde u = 0, que e´ uma contradic¸a˜o. Analogamente chegamos numa contradic¸a˜o se u = 0 e
v 6= 0.
Caso (ii): u = 0 e v = 0
Defina agora:
cm = [Em(0)]
1/2 (4.2.217)
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ϕm =
um
cm
, ψm =
vm
cm
(4.2.218)
Considere a seguinte sequeˆncia de problemas normalizados:
ϕmtt −∆gϕm + 1cmf(um) + 1cma(x)g(umt ) + δψm = 0 em Ω×]0, T [,
ψmtt −∆gψm + 1cmh(vm) + 1cm b(x)g(vmt ) + δϕm = 0 em Ω×]0, T [,
ϕm = ψm = 0 sobre ∂Ω×]0, T [,
ϕm(0) = ϕm0 , ϕ
m
t (0) = ϕ
m
1 em Ω,
ψm(0) = ψm0 , ψt(0) = ψ
m
1 em Ω.
(4.2.219)
Observe que
Êm(t) =
1
c2m
Em(t), (4.2.220)
onde Êm(t) e´ a energia associada ao sistema (4.2.219). De fato, pois
Êm(t) =
1
2
[
‖ϕmt (t)‖2L2 + ‖ψmt (t)‖2L2 + ‖∇gϕm(t)‖2L2 + ‖∇gψm(t)‖2L2
]
+
1
c2m
∫
Ω
F (um)dx+
1
c2m
∫
Ω
H(vm)dx+ δ
∫
Ω
ϕmψmdx
=
1
c2m
Em(t).
Portanto, em particular, temos que
Êm(0) = 1. (4.2.221)
A fim de obter uma contradic¸a˜o vamos provar que Êm(0) converge para zero quando m →
+∞.
De (4.2.221) obtemos Êm(0) ≤ L enta˜o, para uma eventual subsequeˆncia de
{ϕm, ψm}, temos que
(ϕm, ψm)
∗
⇀ (ϕ, ψ) (fraco estrela) em (L∞(0, T ; H10 (Ω)))
2, (4.2.222)
(ϕmt , ψ
m
t )
∗
⇀ (ϕt, ψt) (fraco estrela) em (L
∞(0, T ;L2(Ω)))2. (4.2.223)
Ale´m disso, por argumentos cla´ssicos de compacidade, (veja [41],[55]), deduzimos
para uma eventual subsequeˆncia de {ϕm, ψm} que
(ϕm, ψm)→ (ϕ, ψ) (forte) em (L2(0, T ;Lq(Ω)))2 ∀ q ∈ [2, 2∗[. (4.2.224)
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onde 2∗ = 2n
n−2 .
Ale´m disso, note que por (4.2.199) e (4.2.218) temos que
lim
m→∞
∫ T
0
∫
Ω
a(x)
1
c2m
|g(umt )|2 dxdt = 0
lim
m→∞
∫ T
0
∫
Ω
b(x)
1
c2m
|g(vmt )|2 dxdt = 0.
(4.2.225)
e
lim
m→∞
∫ T
0
∫
Ω
a(x)|ϕmt |2 dxdt = 0
lim
m→∞
∫ T
0
∫
Ω
b(x)|ψmt |2 dxdt = 0.
(4.2.226)
Como a(x) ≥ a0 > 0 em ω ⊂ Ω segue que
lim
m→∞
∫ T
0
∫
ω
|ϕmt (x, t)|2 dxdt = 0 (4.2.227)
e como b(x) ≥ b0 > 0 em ω ⊂ Ω, segue que
lim
m→∞
∫ T
0
∫
ω
|ψmt (x, t)|2 dxdt = 0. (4.2.228)
De (4.2.223), (4.2.227) e (4.2.228) temos que
ϕt(x, t) = 0, ψt(x, t) = 0 em ω×]0, T [. (4.2.229)
Note que cm → λ ∈ [0,+∞[. Se λ > 0 e como
cmϕ
m = um → 0 (forte) em L2(0, T ;L2(Ω)),
cmψ
m = vm → 0 (forte) em L2(0, T ;L2(Ω)),
passando o limite em (4.2.219) conclu´ımos que
ϕtt −∆gϕ = 0 em Ω×]0, T [,
ψtt −∆gψ = 0 em Ω×]0, T [,
ϕt = 0, ψt = 0 em ω×]0, T [,
(4.2.230)
e para y = ϕt, z = ψt de (4.2.230) conclu´ımos que
ytt −∆gy = 0 em Ω×]0, T [,
ztt −∆gz = 0 em Ω×]0, T [,
y = 0, z = 0 em ω×]0, T [,
(4.2.231)
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que implica pela Hipo´tese 4.6 que y = z = 0 e, consequentemente, ϕt = ψt = 0. Assim,
voltando em (4.2.230), deduzimos que ϕ = ψ = 0.
Agora, vamos considerar λ = 0, isto e´, cm → 0. Note que podemos escrever
f(s) = f ′(0)s+R(s), onde |R(s)| ≤ C(|s|2 + |s|p).
Enta˜o
1
cm
f(cmϕ
m) = f ′(0)ϕm +
R(cmϕ
m)
cm
.
|R(cmϕm)|
cm
≤ C(cm|ϕm|2 + |cm|p−1|ϕm|p).
(4.2.232)
como |ϕm|p e´ limitada em L2(0, T ;L2(Ω)) e cm → 0, segue em (4.2.232) que
1
cm
f(cmϕ
m)→ f ′(0)ϕ (forte) em L2(0, T ;L2(Ω)). (4.2.233)
Analogamente, temos que
1
cm
h(cmψ
m)→ h′(0)ψ (forte) em L2(0, T ;L2(Ω)). (4.2.234)
Assim, passando o limite em (4.2.219), conclu´ımos que
ϕtt −∆gϕ+ f ′(0)ϕ+ δψ = 0 em Ω×]0, T [,
ψtt −∆gψ + h′(0)ψ + δϕ = 0 em Ω×]0, T [,
ϕt = 0, ψt = 0 em ω×]0, T [,
(4.2.235)
e para y = ϕt, z = ψt, conclu´ımos que
ytt −∆gy + f ′(0)y + δz = 0 em Ω×]0, T [,
ztt −∆gz + h′(0)z + δy = 0 em Ω×]0, T [,
y = 0, z = 0 em ω×]0, T [,
(4.2.236)
que implica pela Hipo´tese 4.17 que y = z = 0 e, consequentemente, ϕt = ψt = 0.
Dessa forma, voltando em (4.2.234) temos que{
−∆gϕ+ f ′(0)ϕ+ δψ = 0
−∆gψ + h′(0)ψ + δϕ = 0
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donde 
∫
Ω
(−∆gϕ)ϕdx+
∫
Ω
f ′(0)ϕϕdx+ δ
∫
Ω
ψϕdx = 0
∫
Ω
(−∆gψ)ψdx+
∫
Ω
h′(0)ψψdx+ δ
∫
Ω
ψϕdx = 0.
Somando as duas equac¸o˜es e usando a identidade de Green, obtemos
I := ‖∇gϕ(t)‖2L2 + ‖∇gψ(t)‖2L2 + 2δ
∫
Ω
ϕψ +
∫
Ω
f ′(0)(ϕ)2dx+
∫
Ω
h′(0)(ψ)2dx = 0.
Assim, analogamente ao que fizemos em (4.2.215), deduzimos que ϕ = ψ = 0.
Lembre-se que nosso objetivo e´ provar que Êm(0) converge para zero, onde
Êm(t) =
1
2
(
‖ϕmt (t)‖2L2 + ‖ψmt (t)‖2L2 + ‖∇gϕm(t)‖2L2 + ‖∇gψm(t)‖2L2
)
+
1
c2m
∫
Ω
F (um(x, t))dx+
1
c2m
∫
Ω
H(vm(x, t))dx+ δ
∫
Ω
ϕm(x, t)ψm(x, t)dx
(4.2.237)
e´ a energia associada ao sistema (4.2.219).
Para este propo´sito, considere
P := ∂2t −∆g.
Observe que pelas convergeˆncias obtidas acima, temos que
ϕm ⇀ 0 (fraco) em L2(Ω×]0, T [),
ψm ⇀ 0 (fraco) em L2(Ω×]0, T [).
(4.2.238)
Enta˜o, considere µϕ a medida de defeito microlocal (m.d.m.) associada a {ϕmt }, µψ a medida
de defeito microlocal (m.d.m.) associada a {ψmt } (garantida pelo Teorema 1.72 conforme
observado em 1.74). Assim por (4.2.224), (4.2.225), (4.2.233) e (4.2.234) e, tendo em mente
que ϕ = 0 = ψ, conclu´ımos que
Pϕm = − 1
cm
f(cmϕ
m)− 1
cm
a(x)g(umt )− δψm → 0 (forte) em L2(Ω×]0, T [),
Pψm − 1
cm
h(cmψ
m)− 1
cm
a(x)g(vmt )− δϕm → 0 (forte) em L2(Ω×]0, T [).
(4.2.239)
disto deduzimos, respectivamente, que
∂tPϕ
m → 0 (forte) em H−1loc (Ω×]0, T [).
∂tPψ
m → 0 (forte) em H−1loc (Ω×]0, T [).
(4.2.240)
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Levando em conta que ω controla geometricamente Ω, da mesma forma como feito
no sistema anterior, usando ana´lise microlocal, conclu´ımos que
ϕmt → 0 (forte) em L2(Ω×]0, T [),
ψmt → 0 (forte) em L2(Ω×]0, T [).
(4.2.241)
Assim, usando uma equipartic¸a˜o da energia, como usado anteriormente, podemos concluir
que Êm(0)→ 0 quando m→ +∞, como quer´ıamos demonstrar.
4.2.4 Taxa de Decaimento Uniforme
Analogamente ao feito na subsec¸a˜o 4.1.8 provamos o teorema
Teorema 4.22 Suponha que as hipo´teses 4.14-4.17 sejam satisfeitas. Seja {u, v} a soluc¸a˜o
fraca do problema (4.2.183) com a energia E(t) definida como em (4.2.184). Enta˜o existe
um T0 > 0 tal que
E(t) ≤ S
(
t
T0
− 1
)
∀ t > T0 (4.2.242)
com limt→∞ S(t) = 0, onde o semigrupo de contrac¸a˜o S(t) e´ a soluc¸a˜o da equac¸a˜o diferencial
d
dt
S(t) + q(S(t)) = 0, S(0) = E(0), (4.2.243)
onde q e´ dado em (4.1.177). Aqui a constante c (da Definic¸a˜o (4.1.176)) e´
c ≡ (k−1+K)
med(QT )((1+‖a‖∞)+(1+‖b‖∞)) .
Capı´tulo5
Considerac¸o˜es Finais
Observamos que, diferentemente do sistema I abordado no Cap´ıtulo 4, no sistema II, quando
passamos o limite na sequeˆncia de problemas em (4.2.210), ainda continuamos com um sis-
tema acoplado conforme visto em (4.2.211) . Nossa dificuldade foi encontrar um princ´ıpio
de continuac¸a˜o u´nica adequado que satisfizesse as hipo´teses do sistema II. Para o caso
1 ≤ p ≤ n
n−2 esse problema foi solucionado devido a Cavalcanti et al. em [26] que pode
ser visto na Sec¸a˜o 1.13. Para o caso n
n−2 < p <
n−2
n+2
, assim como no sistema I, podemos
provar a boa colocac¸a˜o usando as estimativas de Strichartz, pore´m na desigualdade de obser-
vabilidade, na˜o temos um princ´ıpio de continuac¸a˜o u´nica que satisfac¸a as hipo´teses. Dessa
forma, nossa meta para o futuro e´, inspirados na Proposic¸a˜o 1.88, estabelecer um resultado
de continuac¸a˜o u´nica para sistemas acoplados que satisfac¸a as nossas hipo´teses para assim
poder provar a desigualdade de observabilidade para o sistema II no caso n
n−2 < p <
n−2
n+2
.
Isso significa que esta tese e´ so´ o in´ıcio de trabalho de uma pesquisa.
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