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Abstract
The recently developed photon-by-photon approach [H. Yang, X.S. Xie, J. Chem. Phys., 2002 (in press)] for single-
molecule ﬂuorescence experiments allows measurements of conformational ﬂuctuation with time resolution on a vast
range of time scales. In that method, each photon represents a data point, thereby aﬀording better statistics. Here, we
utilize the information carried by each detected photon to better diﬀerentiate theoretical models for the underlying
dynamical processes – including two- and three-state models, and a diﬀusive model. We introduce a three-time cor-
relation analysis, which is based on time series analyses, and the Kullback–Liebler distance, which is based on infor-
mation theory principles [Elements of Information Theory, Wiley, New York, 1991]. The feasibility of and general
procedures for applying these methods to single-molecule experiments are examined via computer simulations.
 2002 Elsevier Science B.V. All rights reserved.
1. Background
In recent years, optical single-molecule spec-
troscopy has been proving instrumental in access-
ing information that is otherwise concealed in
ensemble-averaged experiments [4–7]. Since mole-
cules are studied one at a time, the distribution of
molecular properties can be directly measured. In
addition, by following the molecular process in real
time and observing the reaction intermediates, the
mechanism of complex biochemical reactions can
be elucidated [8–10]. A less obvious, yet very im-
portant advantage of single-molecule spectroscopy
is its capability of extracting dynamic information
through statistical analyses of trajectories [11–15].
For example, Lu et al. [12] reported the obser-
vation of enzymatic turnovers of a single choles-
terol oxidase (COx) molecule, which catalyzes the
oxidation of cholesterol by oxygen. It was found
that the enzymatic reaction rate of COx ﬂuctuates
with time. This observation is pertinent to the idea
of ‘‘dynamic disorder’’ of a chemical reaction [16],
which arises when the time scale of molecular
structure change is comparable to or slower than
that of the reaction. As such, the reaction rate is
regulated by molecular conformational changes.
Indeed, slow conformational ﬂuctuations of single
biomolecules have been observed for COx [12] and
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PII: S0301-0104(02)00672-9other enzymes [15], tRNA
Phe [17], and DNA [18–
21]. In those experiments, spectroscopic observ-
ables that reﬂect the microscopic environment of a
ﬂuorescent probe are used to study the structural
ﬂuctuations of a single biomolecule.
Typically, an optical experimental observable of
a single molecule is recorded as a function of time.
Such a time trajectory often exhibits stochastic
ﬂuctuations. To gain insight about the underlying
dynamics, statistical treatment and theoretical
modeling of experimental data are indispensable
[22–33]. One common approach is the two-time
correlation method (autocorrelation), which com-
putes the correlation in the ﬂuctuations of ob-
servables that have been recorded at two separate
times. Such a correlation function for a stationary
process depends only on one variable t, the tem-
poral separation of the two points in time. The
autocorrelation function from experimental data is
then compared to those obtained from theoretical
models.
Two kinds of theoretical models have been used
to describe dynamic disorder or conformational
changes. The ﬁrst kind assumes that the molecule
can switch among discrete conformational states
that yield diﬀerent molecular observables
[23,25,28], whereas the second kind assumes a
continuous distribution of molecular conforma-
tion such that the observables also vary continu-
ously [23,26,28]. Due to limited trajectory length,
however, it is often diﬃcult to ascribe a suitable
theoretical model, even qualitatively, to single-
molecule data based on the one-dimensional (1D)
autocorrelation alone. For instance, Schenter et al.
[23] analyzed the single-molecule enzymatic reac-
tion experiment by Lu et al. [12] via the correla-
tion-function approach and compared the
experimental data to various theoretical models. It
was found that both a continuous-diﬀusive model
and a discrete two-state model ﬁt equally well the
single-molecule enzymatic turnover trajectories.
While higher-order correlation functions in prin-
ciple can improve the discrimination power of
diﬀerent models, such analyses often demand a
great number of data points of observables. Evi-
dently, experimental and theoretical strategies that
aﬀord better discriminating power over diﬀerent
theoretical models are needed.
Anew strategy: probing single-molecule confor-
mational changes photon-by-photon. Among the
observables that have been successfully applied to
single-molecule studies – including the eﬃciency of
F€ o orster resonance energy transfer (FRET), the
lifetime of excited-state, or the emission spectrum
– of particular interest is the excited-state lifetime
of a ﬂuorescent molecule. Many of the ensemble-
averaged measurements for natural chromophores
have shown ﬂuorescence lifetime decays that are
multi-exponential. Ensemble-averaged experi-
ments, however, could not distinguish whether the
said multi-exponential ﬂuorescence lifetime decay
is static or dynamic in nature. The dynamical as-
pect can be studied by single-molecule spectros-
copy. Considering a ﬂuorescent probe embedded
in a biomolecule, the chromophore is subjected to
ﬂuorescence quenching by quenchers Q, which, for
instance, can be a peptide residue such as trypto-
phan or tyrosine. The ﬂuorescence decay rate of
the chromophore can be represented by c ¼
c0 þ cq, where c0 is the ﬂuorescence decay rate in
the absence of the quencher and cq is the quench-
ing rate. In the case where the quenching rate cq is
a constant, the ﬂuorescence intensity decay is a
single-exponential. Due to structural ﬂuctuations,
however, the quenching rate becomes a function of
time cqðtÞ and reﬂects the changes in the immediate
chemical environment of the ﬂuorescent probe. As
a result, single-molecule ﬂuorescence decay can no
longer be described by a single-exponential func-
tion. The ﬂuctuations of the single-molecule life-
time contain detailed dynamic information. In this
light, single-molecule ﬂuorescence lifetime holds
the promise of serving as a sensitive measure for
conformational dynamics.
Photon statistics, however, demands that a
number of photons be obtained, or ‘‘binned’’, in
order to reach a statistically reasonable estimate of
the lifetime [34]. Therefore, single-molecule life-
time measurement using binned time-correlated
single-photon counting (TCSPC) is oblivious to
events that occur on a time scale faster than or
comparable to the bin time ( ms). To improve the
time resolution and statistics for single-molecule
studies, we have recently introduced a new strat-
egy for studying biomolecular conformational
dynamics [1,35]. Instead of solely building a
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photon relative to its excitation pulse (Fig. 1) as in
the earlier single-molecule lifetime measurements
[36–38], we record in real time both s and the
chronological time tp of each detected photon. The
sequence of such ‘‘time stamped’’ photons,
fs1ðt1Þ;...;snðtnÞg, is then subjected to statistical
analysis. Such a scheme allows for measurements
of fast dynamics or for measurements of dynamics
over a broad range of time scales. Within the
context of the time-stamped photon sequence de-
tection scheme, the remainder of this paper dis-
cusses two approaches that oﬀer improved
discriminating power for various theoretical
models.
The ﬁrst approach analyzes experimental data
with higher-order correlation functions [39]. In the
case of three-time correlation functions, one cal-
culates the correlation in the ﬂuctuation of ob-
servables that are collected at three diﬀerent times.
The correlation function depends on two vari-
ables: t1, the time separation between the ﬁrst and
the second event; and t2 the time separation be-
tween the second and the third event. Since there
are two variables in this three-time correlation
function, one can construct a two-dimensional
(2D) correlation surface based on the three-time
correlation analysis [2]. The 2D correlation surface
potentially provides more information over the 1D
autocorrelation function. As will be discussed in
Section 3, the 1D correlation function cannot de-
termine whether a simulated trajectory is based
upon a continuous model or a discrete model,
whereas the three-time correlation method dem-
onstrates a superior discrimination power over the
1D approach. In particular, we show that the
three-time correlation analysis allows distinct dif-
ferentiation of a two-state model from a degener-
ate three-state model, where the system switches
among three discrete states but two of the states
exhibit a nearly identical value in the experimental
observable.
The second approach analyzes the probability
structure of the observable sequence directly. Lu
et al. [12] used 2D joint probability histograms to
visualize the subtle diﬀerences between correlated
and uncorrelated reaction steps (events) in an
enzymatic cycle. To quantify the dissimilarity,
Cao [27,28] deﬁned diﬀerence distribution function
as dð1;m þ 1Þ¼pð1;m þ 1Þ pð1Þpðm þ 1Þ, where
pð1;m þ 1Þ is the joint probability of two events
separated by m events and pðmÞ is the probability
of the mth event. In a new eﬀort to quantify the 2D
joint probability histogram employed by Lu et al.,
we introduce the use of the Kullback–Leibler en-
tropy deﬁciency functional to compute the mutual
information content between a correlated and
uncorrelated probability map [3,40]. It is impor-
tant to note that our approach, based on infor-
mation theory principles, can potentially provide
more information about the underlying molecular
process. In particular, we explore the mutual in-
formation approach from information theory and
compare it to the correlation methods.
The merits of the two statistical approaches are
discussed by examples of three theoretical models:
(1) discrete two-state model; (2) discrete three-state
Fig. 1. (a) A schematic representation of a train of excitation
pulses and detected emission photons. The delay time sp and
chronological time tp for each detected photon are sequentially
recorded in a computer for data analysis. (b) A schematic
representation of the time-stamped photon sequence. Note that
the two s and t axes are not on the same scale. To the right is the
histogram of sp, corresponding to the conventional TCSPC
result.
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Section 2 deﬁnes the functional form of various
correlation functions and average mutual infor-
mation, followed by analytical expressions of the
three models. As an illustration of applying the
theoretical analyses to time-stamped observables,
Section 3 compares the analytical solutions to
numerical simulations.
2. Theoretical considerations
Consider a biomolecule that undergoes slow
interconversion among diﬀerent conformational
states with diﬀerent ﬂuorescence lifetimes. Given a
kinetic scheme of interconversion, all the dynamic
information is contained in the time-dependent
state propagator Gðf;tfji;tiÞ, which describes the
conditional probability of the system arriving at
state f at time tf given the system being at state i at
time ti. The structure of Gðf;tfji;tiÞ is determined
by the rate constants that characterize the kinetic
scheme. One goal of statistical analyses of single-
molecule trajectories is therefore to determine the
interconversion rates from experimental observ-
ables – which, in the present case, are the time-
stamped photon sequences fspðtpÞg from TCSPC.
This section discusses two approaches that allow
classiﬁcation of the underlying reaction scheme
and determination of the interconversion rate
constants.
Correlation methods. The ﬁrst approach utilizes
correlation analyses of the observables. Speciﬁ-
cally, we calculate the two-time ﬂuctuation-corre-
lation function, or autocorrelation, of two events
separated by period t
C2ðtÞ¼ dcðtÞ
 1dcð0Þ
 1
DE
¼ dc
 2    ~ C C2ðtÞ; ð1aÞ
where dcðtÞ
 1 ¼ cðtÞ
 1  h c 1i, and ~ C C2ðtÞ is the
normalized autocorrelation function, deﬁned as
~ C C2ðtÞ¼
cðtÞ
 1cð0Þ
 1
DE
  c 1 hi
2
lim
t!0
cðtÞ
 1cð0Þ
 1
DE
  c
 1    2 : ð1bÞ
Similarly, we deﬁne a three-time ﬂuctuation-cor-
relation function of three events separated by pe-
riods t1 and t2
C3ðt1;t2Þ¼ dcðt1
D
þ t2Þ
 1dcðt1Þ
 1dcð0Þ
 1
E
¼ dc
 3    ~ C C3ðtÞ; ð2aÞ
where the normalized three-time correlation func-
tion is
~ C C3ðt2;t1Þ
¼
dcðt1 þt2Þ
 1dcðt1Þ
 1dcð0Þ
 1
DE
lim
t1!0
lim
t2!0
dcðt1 þt2Þ
 1dcðt1Þ
 1dcð0Þ
 1
DE ;
ð2bÞ
where
dcðt1
D
þ t2Þ
 1dcðt1Þ
 1dcð0Þ
 1
E
¼ cðt1
D
þ t2Þ
 1cðt1Þ
 1cð0Þ
 1
E
  cðt2Þ
 1cð0Þ
 1
DE  
þ cðt1Þ
 1cð0Þ
 1
DE
þ cðt1
D
þ t2Þ
 1cð0Þ
 1
E 
c
 1   
þ 2 c
 1    3
:
ð2cÞ
The temporal correlation comes from either the
hcðtÞ
 1cð0Þ
 1i or the hcðt2 þ t1Þ
 1cðt1Þ
 1cð0Þ
 1i
terms. They can be expressed in terms of the
propagator Gðf;tfji;tiÞ as
cðtÞ
 1cð0Þ
 1
DE
¼
X
f;i
c
 1
f GfiðtÞc
 1
i q
eq
i ð3Þ
and
cðt2
D
þ t1Þ
 1cðt1Þ
 1cð0Þ
 1
E
¼
X
f;k;i
c
 1
f Gfkðt2Þc
 1
k Gkiðt1Þc
 1
i q
eq
i ; ð4Þ
whereGfiðtÞ¼Gðf;tfji;tiÞatt ¼ tf   ti,andc 1
i and
q
eq
i are the ﬂuorescence lifetime and equilibrium
probability for ﬁnding the system at state i, respec-
tively. In practice, the correlation function is cal-
culatedfromexperimentaldatautilizingthegeneral
expressions for higher lifetime moments [35]:
cðtÞ
 z hi ¼
1
TA0
X
p fg
sz 1
p
CðzÞ
; ð5Þ
cðtÞ
 z1cð0Þ
 z2 hi ¼
1
T   t ðÞ A2
0D
X
q>p fg ; p fg
sz1 1
q
Cðz1Þ
  ^ u ut q
 
  tp   t
  sz2 1
q
Cðz2Þ
; ð6Þ
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 z1cðt1Þ
 z2cð0Þ
 z3i
¼
1
T   t ðÞ A3
0D
2
X
s>q>p fg ; q>p fg ; p fg
sz1 1
q
Cðz1Þ
^ u ut s
 
  tq   t2
 
 
sz2 1
q
Cðz2Þ
^ u ut q
 
  tp   t1
  sz3 1
q
Cðz3Þ
; ð7Þ
where T is the total length of the single-molecule
trajectory; A0 ¼   I I=c 1 is the proportionality con-
stant that compensates for lifetime-dependent
ﬂuorescence intensity I, or sampling rate;
CðzÞ¼
R 1
0 yz 1e y dy; D is the chronological time
increment along a single-molecule trajectory such
that there is no more than one photon within each
D interval; and ^ u u is deﬁned as: ^ u uðtp   tsÞ¼1 for
ð 1
2DÞ6tp   ts 6ð1
2DÞ and ^ u uðtp   tsÞ¼0 otherwise.
Eqs. (5)–(7) allow direct calculation of the dy-
namical quantities on the left-hand of the equation
via the experimentally realizable expressions on
the right-hand side.
Information theory methods. Qualitatively, the
correlation-function approach describes how fast
the molecule loses its conformational memory.
Higher-order correlations would be required in
order to determine the dynamic variables for
kinetic schemes involving more than two con-
formational states. On the other hand, statistical
analyses based on information theory allow di-
rect examination of the probability structure of
an observable sequence. The information theory
approach computes the diﬀerence in the infor-
mation content between correlated and uncorre-
lated events along a time series [3]. Speciﬁcally, if
p½spðtÞ  and p½sqð0Þ  are probabilities for sto-
chastic delay time stamps being sq and sp at time
t and 0, respectively, and p½spðtÞ;sqð0Þ  is the
joint probability. The mutual information is de-
ﬁned as
Mi½sqðtÞ;spð0Þ  ¼ p½sqðtÞ;spð0Þ 
  log
p½sqðtÞ;spð0Þ 
p½sqðtÞ p½spð0Þ 
; ð8aÞ
where p½spð0Þ  (or p½sqðtÞ ) can be calculated by
summing over all conformational states i (or f):
p½spð0Þ  ¼
X
i
Pi½spð0Þ Pð1jIi;DÞq
eq
i ð8bÞ
and
p½sqðtÞ;spð0Þ  ¼
X
f;i
Pf½sqðtÞ Pð1jIf;DÞGfiðtÞ
  Pi½spð0Þ Pð1jIi;DÞq
eq
i ; ð8cÞ
where PiðsÞ¼ci expð cisÞds (or Pf) is the proba-
bility of obtaining a s event given the system is at
state i (or f), and PðnjIi;DÞ¼ð IiDÞ
n exp½ IiD =n!
(or PðnjIf;DÞ) is the probability of obtaining n
photons within a time interval of D from the i (or f)
state the emission intensity of which is Ii (or If).
Eqs. (8a) and (8c) is essentially the reduction in the
uncertainty of event sqðtÞ due to the knowledge of
event spð0Þ. In the case of the continuously diﬀu-
sive model (Section 2.2), the summations in Eq.
(8c) are replaced by integrations.
If a summation is carried out over the p and q
indices in Eq. (8a), we have the relative entropy
between the joint distribution p½sðtÞ;sð0Þ  and the
product distribution p½sðtÞ p½sð0Þ , or Kullback–
Leibler distance, D for two delay times sðtÞ and
sð0Þ separated by chronological time
Dðp½sðtÞ;sð0Þ jp½sðtÞ p½sð0Þ Þ
¼
X
sq
X
sp
p½sqðtÞ;spð0Þ log
p½sqðtÞ;spð0Þ 
p½sqðtÞ p½spð0Þ 
: ð9Þ
The relative entropy is a measure of the ineﬀec-
tiveness of assuming the distribution being
p½sðtÞ p½sð0Þ  while the true distribution is
p½sðtÞ;sð0Þ . Not withstanding D is not a true
measure of the distance between two distributions,
it is often useful to think of D as a ‘‘distance’’
between distributions [3]. For example, D ¼ 0
means that there is no loss of eﬀectiveness (or in-
formation) when assuming the two conditions sðtÞ
and sð0Þ being independent. This is seen in the
cases where there are no correlations in ﬂuores-
cence lifetime ﬂuctuations.
2.1. Discrete state models
For these models, the molecule in question is
considered to interconvert between discrete con-
formational states Xi in its electronic ground state.
The molecule can be brought to the excited-state
manifold via pulsed laser excitation. The observ-
able in the experiment is the ﬂuorescence lifetime,
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photon delay time fspðtpÞg, the delay time between
the excitation pulse and the arrival of the detected
photon. The time scale of structural ﬂuctuation is
assumed to be much longer than the ﬂuorescence
lifetime that is associated with each discrete con-
formational state. The following derivation as-
sumes ergodic conditions, i.e., the trajectory length
of a single-molecule observation is much longer
than the time scales of relevant dynamic processes.
Formal treatment. Within the context of dis-
crete-state models, the molecular dynamics are
considered to follow the master equations:
d
dt
piðtÞ¼
X
f;i
kifpfðtÞ kfipiðtÞ; ð10Þ
where pi and pf denote the probability densities of
the molecule being in the electronic-ground con-
formational state i and f, respectively, and kfi is the
macroscopic rate constant for interconversion
from state i to state f. PðtÞ can be solved readily by
recasting Eq. (10) into a matrix form
d
dt
PðtÞ¼K   PðtÞ; ð11Þ
where Kij ¼ kij and Kii ¼ 
P
i6¼j kji.
In order to quantify the time-dependent ﬂuc-
tuation in ﬂuorescence lifetime, we need to know
the conditional probability pðf;t1ji;t0Þ given that
the probability density of the molecule being in
state i at time t0 is piðt0Þ. To calculate the proba-
bility density Pðt1Þ at time t1 when the probability
density is Pðt0Þ at time t0, we deﬁne the conditional
probability density matrix
Gðt1;t0Þ¼Gðt1   t0;0Þ GðtÞ; ð12Þ
which satisﬁes the condition
Gðt2 þ t1Þ¼Gðt2Þ Gðt1Þ: ð13Þ
Then PðtÞ can be expressed as
PðtÞ¼GðtÞ Pð0Þ: ð14Þ
GðtÞ is therefore governed by the same master
equations that govern PðtÞ
d
dt
GðtÞ¼K   GðtÞð 15Þ
Eq. (15) can be solved formally by Laplace trans-
form methods
~ G GðzÞ¼ zI ð  KÞ
 1; ð16Þ
and
GðtÞ¼L
 1 ~ G GðzÞ
hi
: ð17Þ
The above-outlined formal treatment is general to
multiple discrete state models. Two- and three-
state models will be discussed below.
Two conformational states in the electronic
ground state. In this case, the single molecule
ﬂuctuates between X1 and X2 states:
X1  
k21
k12
X2 ð18Þ
in which k12 and k21 are the interconversion rates
betweenthetwoconformers,andc 1
1 andc 1
2 arethe
eﬀective lifetimes of the excited states, respectively.
Under ergodic conditions, the time-dependent
probability density PðtÞ of the single-molecule is
PðtÞ¼
p1ðtÞ
p2ðtÞ
 !
; ð19Þ
where p1 and p2 denote the probability density of
the molecule being in states X1 and X2, respectively.
The master equations that describe the dynamics
of the kinetic scheme are:
d
dt
p1ðtÞ¼  k12p1ðtÞþk21p2ðtÞ; ð20Þ
d
dt
p2ðtÞ¼k12p1ðtÞ k21p2ðtÞ: ð21Þ
The master equations can be expressed in a matrix
form:
d
dt
PðtÞ¼K   PðtÞ; ð22Þ
where
K ¼
 k21 k12
k21  k12
 !
: ð23Þ
The time-domain GðtÞ matrix (cf. Eq. (15)) is re-
covered by inverse Laplace transformation of ~ G GðzÞ
and reads
GðtÞ¼
1
k12 þ k21
e
 ðk12þk21ÞtG
neq  
þ G
eq 
; ð24Þ
where the conditional probability density matrix
elements are
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neq ¼
k21  k12
 k21 k12
  
;
G
eq ¼
k12 k12
k21 k21
  
:
ð25Þ
They conform to condition Eq. (13) and conser-
vation of probability density,
P
i G
eq
ii ¼ 1.
The correlation functions Eqs. (3) and (4) can
then be readily calculated to be
C2ðtÞ¼
ðc 1
1   c 1
2 Þ
2k12k21
ðk12 þ k21Þ
2 e
 ðk12þk21Þt ð26Þ
and
C3ðt1;t2Þ¼
ðc 1
1   c 1
2 Þ
3ðk12   k21Þk12k21
ðk12 þ k21Þ
3 e
 ðk12þk21Þðt1þt2Þ:
ð27Þ
Eqs. (26) and (27) suggest that both the autocor-
relation function and the three-time correlation
function regress to zero eventually with a time
constant of ðk12 þ k21Þ.
We next consider the signal strength of C2ðtÞ for
the two-state model. It is clear from Eqs. (1a) and
(1b) that the signal strength is determined by the
magnitude of the lifetime variance hdc 2i. In Fig. 2,
the lifetime variance hdc 2i is plotted as a function
of the equilibrium constant Keq (¼ k12=k21) and the
ratio of two lifetimes c 1
1 =c 1
2 . The plot suggests
that, given a two-state system with a lifetime ratio
c 1
1 =c 1
2 , the greatest signal amplitude is given by a
Keq ¼ 1 condition.
Alternatively, one could directly analyze the
structure of the propagator GfiðtÞ using Eqs. (8a)
and (8c). A mutual information map of events
separated by Tc ¼ð mean count rateÞ
 1 is shown in
Fig. 3. For a stationary process, the map is sym-
metric with respect to the diagonal axis. When the
events are correlated – that is, there is dynamic
disorder – the map shows that a short delay time is
less likely to be followed by another short delay
time, as indicated by the dark area around the
origin. On the other hand, a long delay time is
more likely to be followed by another long delay
time as indicated by the lighter area along the di-
agonal axis. Indeed, the diagonal line Mi½sðTcÞ;
sð0Þ  carries the information of the occurrence of
same-length delay times separated by Tc. Fig. 4(A)
displays plots of Mi½sðTcÞ;sð0Þ  against delay time
length s at various Keq values. For a given
/ ¼ c 1
1 =c 1
2 , Mi½sðTcÞ;sð0Þ  rises sharply from
negative values at short delay times, then crosses 0
at an equivocal delay time se, reaches a local
maximum smax, and ﬁnally declines asymptotically
to 0. At the equivocal delay time se, the joint
Fig. 2. Dependence of the amplitude of the autocorrelation
function, C2ðt ! 0Þ, in the / ¼ c 1
1 =c 1
2 and Keq ¼ k21=k12 pa-
rameter space for the two-state model. The dark dashed line
denotes the Keq ¼ 1 cross-section, where the signal strength is
maximum at a given /.
Fig. 3. Mutual information map Mi½s2ðTcÞ;s1ð0Þ  of delay times
that are separated by Tc ¼ð mean count rateÞ 1 for a two-
state model. The parameters used in this plot are: k12 ¼ 2s  1,
k21 ¼ 5s  1, Tc ¼ 1:4 ms, c 1
1 ¼ 100 ps, and c 1
1 ¼ 40 ps.
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arrival time length se is identical to the probability
of independently obtaining two photons of arrival
time se. The magnitude of Mi½smaxðTcÞ;smaxð0Þ  is
dependent of Keq: a greater Mi½smaxðTcÞ;smaxð0Þ  is
favored by a two-state system with equal popula-
tion in either state. This trend is also observed in
Fig. 4(B), which shows diﬀerent / ratios for
Keq ¼ 1.
Three conformational states in the electronic ground
state. In this case, there are three conformational
states X1, X2, and X3 with respective ﬂuorescence
lifetimes c 1
1 , c 1
2 , and c 1
3 (cf. Fig. 5). The rate
constant matrix for this system is
K ¼
  k21 þ k31 ðÞ k12 k13
k21   k12 þ k32 ðÞ k23
k31 k32   k13 þ k23 ðÞ
0
B @
1
C A:
ð28Þ
In equilibrium, the six rate constants, k12, k21, k23,
k32, k13, k31 are related by
k12
k21
 
k13
k31
 
k32
k23
¼ 1: ð29Þ
The solution to the master equations Eq. (15),
GfiðtÞ, can be obtained as outlined earlier. With
GfiðtÞ, the correlation functions C2ðtÞ and C3ðt2;t1Þ
can be calculated accordingly. Due to the com-
plexity of the solution (not shown here), however,
it is not apparent from the expressions of C2ðtÞ and
C3ðt2;t1Þ how the interconversion rate constants
are related to the correlation functions. Therefore,
the following discussion will proceed with numer-
ical examples illustrating the characteristics of the
three-state model. Consider, among the three
conformational states, the X1 state being either the
most stable or the least stable one. In addition, the
eﬀective lifetime of X1 can be either the longest or
the shortest. With these considerations, four sets
of control variables are chosen and the corre-
sponding autocorrelation functions C2ðtÞ are
shown in Fig. 6(A). All of the four C2ðtÞ traces
decay to zero monotonically in a none-single-ex-
ponential manner. Without the added oﬀset, it
would be diﬃcult to tell apart the four C2ðtÞ traces
in Fig. 6(A). Further, they bear close resemblance
to the C2ðtÞ functions in the two-state case. This
observation indicates that it would be very diﬃ-
cult, if not impossible, to distinguish a two-state
model from a two-state one based on the
Fig. 5. A discrete three-state model. The molecule is assumed
to thermally ﬂuctuate among three conformational states in its
electronic ground state. Each of the conformational states Xi
has a ﬂuorescent lifetime of c 1
i . The rate constants kfi are as-
sociated with conformational changes from state i to state f.
Fig. 4. Diagonal plots Mi½sðTcÞ;sð0Þ  for mutual information of
same-length delay time stamps separated by Tc for the two-state
model with Tc ¼ 5 ms, k12 ¼ 2, c 1
1 ¼ 100 ps, and c 1
1 ¼ 40 ps:
(A) at various Keq ¼ k21=k12 values with / ¼ 2; (B) at various
/ ¼ c 1
1 =c 1
2 values with Keq ¼ 1.
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of the correlation-function approach is greatly
improved as higher-order terms are considered.
Fig. 6(B) shows plots for the diagonal terms (for
t1 ¼ t2) of the three-time correlation function
C3ðt1;t2Þ. The C3ðt;tÞ plots clearly show that the
four (a)–(d) curves belong to four diﬀerent sets of
control variables. In fact, a 3D plot of C3ðt1;t2Þ
reveals subtle structures (Fig. 7) that would allow
quantitative determination of the control variables
of a three-state model. The above four cases can
also be distinguished from their mutual informa-
tion plots (Fig. 8).
2.2. Continuous distribution: a diﬀusive model
Oftentimes the ﬂuorescence lifetime of a chro-
mophore in biomolecules is dominated by
quenching through excited-state electron transfer.
The electron transfer rate, in turn, depends expo-
nentially on the ﬂuorophore-quencher distance r.
Therefore, we have for the eﬀective radiative decay
rate c ! c0e brðtÞ, where c0 is the rate constant
(A)
(B)
Fig. 6. Plots of (A) autocorrelation C2ðtÞ and (B) three-time
correlation C3ðt;tÞ for the discrete three-state model. The units
for the interconversion rate constants kfi and ﬂuorescence life-
time si are s 1 and ps, respectively. For clarity, the (a), (b), and
(c) traces in (A) are oﬀset by 0.15, 0.1, and 0.05 units, respec-
tively.
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Fig. 7. Two-dimensional three-time correlation function
C3ðt1;t2Þ for a discrete three-state model. The dynamical control
parameters are: k12 ¼ 2s  1, k21 ¼ 7s  1, k13 ¼ 3s  1, k31 ¼ 8s  1,
k23 ¼ 4:5s  1, c 1
1 ¼ 30 ps, c 1
2 ¼ 60 ps, and c 1
3 ¼ 100 ps.
Fig. 8. Diagonal plots of Mi½sðTcÞ;sð0Þ  for the discrete three-
state model. The dynamical control parameters of plots (a–d)
are the same as those of the corresponding plots in Fig. 7.
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b is a constant characterizing the eﬃciency of
electron transfer and its value lies between 1.1 and
1.4   A A
 1
for proteins [42]. In the discussion that
follows, we assume that the ﬂuorophore-quencher
distance r is a stochastic variable, which can be
described by a Langevin equation. As the molec-
ular conformation ﬂuctuates, the eﬀective radiative
decay rate c ﬂuctuates continuously through the
dependence rðtÞ. For the sake of discussion, we
deﬁne a dimensionless variable xðtÞ¼b½rðtÞ r0 ,
where r0 is the equilibrium ﬂuorophore-quencher
distance. We then rewrite the eﬀective radiative
decay rate as
cðtÞ¼c0e
 xðtÞ: ð30Þ
The dynamics of xðtÞ, which is also a stochastic
variable, then follows the Langevin equation of
Brownian motion [43]
d
dt
xðtÞ¼  kxðtÞþfxðtÞ; ð31Þ
where k is the drift coeﬃcient that characterizes
the correlation time of the stochastic variable xðtÞ.
In Eq. (31), fxðtÞ is a Gaussian random variable
with mean hfxðtÞi ¼ 0 and variance hfxðtÞfxðt0Þi ¼
2khdðt   t0Þ where h characterizes the magnitude
of the ﬂuctuation. The conditional probability
density Gðx1;t1jx0;t0Þ that gives the probability of
ﬁnding xðt1Þ¼x1 given xðt0Þ¼x0, can be shown to
follow the well-studied Fokker–Planck equation
for an Ornstein–Uhlenbeck process
o
ot
Gðx;tjx0;t0Þ¼
o
ox
½kxGðx;tjx0;t0Þ 
þ kh
o2
ox2 Gðx;tjx0;t0Þ: ð32Þ
The solution to Eq. (32) is [44],
Gðx;tjx0;t0Þ¼ 2ph 1
   
  e
 2kðt t0Þ   1=2
  exp
"
 
x   x0e kðt t0Þ    2
2h 1   e 2kðt t0Þ ðÞ
#
ð33Þ
and the equilibrium distribution of x is
q
eq
x ¼
1
ﬃﬃﬃﬃﬃﬃﬃﬃ
2ph
p e
 x2=2h: ð34Þ
With the equilibrium distribution of Eq. (34)
and the conditional probability of Eq. (33), the
autocorrelation function of Eqs. (1a) and (1b) and
the three-time correlation function of Eqs. (2a),
(2b) and (2c) for the continuous-diﬀusive model
are, respectively
C2ðtÞ¼c
 2
0 expðhÞ
 
  1 þ expðhe
 ktÞ
 
ð35Þ
and
C3ðtÞ¼c
 3
0 expð3h=2Þ 2
 
þ exp hð1
 
þ e
kt1 þ e
kt2Þ
  e
 kðt1þt2Þ 
  exp he
 kt1   
  exp he
 kt2   
  exp he
 kðt1þt2Þ     
ð36Þ
By analogy to the two-state case, it is also possible
to completely determine h and k in the continuous-
diﬀusive model from C2ðtÞ alone. However, we
stress that, given a certain single-molecule trajec-
tory, higher-order correlation functions are nec-
essary for discriminating a diﬀusive model from a
two-state model, as will be discussed in the next
section.
The mutual information content of the diﬀusive
model can also be calculated using Eq. (33). Fig. 9
shows plots of Mi½sðTcÞ;sð0Þ  at various h values.
As shown in the ﬁgure, the Mi½sðTcÞ;sð0Þ  function
persists longer at greater h values. This can be
understood by the fact that h is a measure of the
heterogeneity of the system such that a greater h
translates to increased probability of detecting
longer delay time stamps s.
Fig. 9. Diagonal plots of Mi½sðTcÞ;sð0Þ  for the diﬀusive model
with the dynamic parameter h at 1, 3, 5, and 7 when the drifting
coeﬃcient k is held at 2. These results are obtained by numerical
integration of Eqs. (8a) and (8c).
432 H. Yang, X.S. Xie / Chemical Physics 284 (2002) 423–4373. A case discussion
It is important to assess the feasibility of sta-
tistical approaches for treating single-molecule
data. In the following discussion, we show how the
two new approaches are utilized by applying them
to computer-simulated data. General procedures
are as follows: given a single-molecule trajectory,
we ﬁrst construct a delay time histogram and cal-
culate its autocorrelation function using Eqs. (1a),
(1b), (5), and (6). Then we ﬁt various models (two-
state, three-state, and diﬀusive) to those two plots
simultaneously. The resultant parameters are used
to calculate three-time correlation surfaces and
mutual information maps using analytical expres-
sions of Eqs. (2a), (2b), (2c), (8a) and (8c). The
analytical curves are compared with those com-
puted from data to assess the viability of assigning
a certain model to the single-molecule trajectory.
We discuss the relative merits of diﬀerent methods
by example of a degenerate system, in which two
conformational states exhibit a commensurable
ﬂuorescence lifetime in the three-state model.
Computer simulations for discrete state models.
The computer simulations for single-molecule
trajectories have been carried out in a similar way
to a recent paper by Schenter et al. [23]. Brieﬂy, the
probability for the molecule to ‘‘jump’’ out of state
i during time interval dt was Cidt, where
Ci ¼
P
f6¼i kfi. The various states are molecular
conformational states in the electronic ground
state, or the excited states. The interconversion
time scale is assumed to be much greater than that
of ﬂuorescence lifetime. In the two-state model
simulation, the ground-state conformational ki-
netics follows Eq. (18). The excitation rate is
4   104 s 1. The radiative decay rate c0 is set to
2:5   108 s 1. The quenching rates for the ex-
cited states X1 and X2 are 9:75   109 and
2:475   1010 s 1, respectively. The interconversion
rates k21 and k12 are 4.9and 4 :3s  1, respectively.
By virtue of separation of time scale for confor-
mational interconversion and ﬂuorescence lifetime,
we accelerate the simulation using a multiple-time
step method; the time step dt for propagating
conformational changes was much greater than
that for simulating excited-state lifetime. A ran-
dom number y 2½ 0;...;1  was drawn from a
uniform distribution. The molecule was considered
to escape successfully if the random number y was
less than Cidt. Once the molecule had escaped, it
could arrive at one of the states f 6¼ i. Another
random number z 2½ 0;...;1  was drawn to de-
termine which state the molecule would reach by
comparing z with the probability of landing on
state f was kfi=Ci. If a transition occurred from a
ground conformational state to its excited-state,
the chronological time tp is recorded. At this time,
the simulation time step dt was switched from 1 ls
per step for conformational propagation to 1 ps
per step for excited-state lifetime simulation. If a
transition occurred from an excited-state to a
ground state, the time that the molecule spent in
the excited-state was recorded as a delay time
stamp sp, and the ðtp;spÞ pair was written to a
storage device for analysis. This process was re-
peated until the desired number of photons was
collected.
Comparison of the eﬀectiveness of the correlation
method and mutual information approach. Given an
experimental trajectory of observables, in the
current case the photon delay time stamp, one
typically constructs a histogram to obtain the
static distribution of events. The scrambled histo-
gram, however, does not oﬀer information about
the dynamics, such as the interconversion rates
among states. The correlation-function approach
provides a means to obtain such information.
Shown in Fig. 10(A) is a histogram of 106 simu-
lated delay time stamps from a two-state model.
The corresponding C2ðtÞ plot is shown in Fig.
10(B). In both ﬁgures and hereafter, plots that are
generated from simulated data are represented by
open circles, and those that are generated from
analytical expressions are represented by smooth
curves. Both Figs. 11(A) and (B) are overlaid with
ﬁts to the previously discussed discrete two-state,
three-state, and the continuously diﬀusive models.
The ﬁtted curves are obtained by simultaneously
ﬁtting the three models to lifetime histogram in
Fig. 10(A) and the autocorrelation curve in Fig.
10(B). Evidently, based on the autocorrelation
function alone, it is diﬃcult to ascribe an appro-
priate model to the data. In Fig. 10(C), we extend
the correlation analysis to the three-time correla-
tion method. Again, the three-time correlation
H. Yang, X.S. Xie / Chemical Physics 284 (2002) 423–437 433function calculated from simulated data is shown
as open circles. The parameters obtained from
ﬁtting of Figs. 11(A) and (B) are used to generate
the smooth curves for the three models from their
respective analytical expression. It is evident that
both the three-state and the diﬀusive models dis-
play signiﬁcant deviation from the correct two-
state model. On the other hand, the diagonal
Mi½sðTcÞ;sð0Þ  plot on Fig. 10(D) does not show
improved discrimination power over the autocor-
relation method. This is because the state observ-
able s-based Mi½sðTcÞ;sð0Þ  measures the mutual
information of two probability maps separated by
only one chronological time Tc. When two or more
states exhibit a similar state observable (degener-
acy), Mi½sðTcÞ;sð0Þ  could not distinguish it from a
model that involves fewer states. Its diﬀerentiation
power, nevertheless, can be improved by calculat-
ing mutual information maps that utilize multiple
chronological time separations as in the case of a
three-time correlation function. Therefore, ana-
lyses utilizing multiple chronological times will be
necessary to extract the molecular dynamics em-
bedded in a single-molecule trajectory. In practice,
however, the statistics degrades from the lower-
order correlation analysis C2ðtÞ to the higher-order
ones such as C3ðt1;t2Þ. A great number of photon
counting events will be necessary in order to dis-
criminate with statistical conﬁdence diﬀerent the-
oretical models. This point is illustrated in the
following discussion using the same simulation
parameters.
Number of data points and eﬀectiveness. While
1000 data points is a suﬃcient number to provide
a glimpse of the autocorrelation decay rate (data
not shown), the three-time correlation function
constructed from a 1000-event trajectory is
swamped by statistical noise. As more data
points are taken into account, the statistics
gradually improve. Shown in Figs. 11(A)–(C) are
various analyses from 104 photons, whereas in
Figs. 11(D)–(F) are those from 105 photons. Al-
though the mutual information analysis of one
chronological time is not as discriminative as the
(A) (B)
(C) (D)
Fig. 10. Application of the statistical data analyses to a computer simulated two-state single-molecule trajectory (106 photons). (A)
Photon delay time histogram overlaid by ﬁts to the two-state, and three-state models as well as the diﬀusive model. (B) Autocorrelation
function and ﬁts to the theoretical models. (C) Diagonal plots of the three-time correlation curve from simulated data and analytical
curves for the theoretical models using the ﬁtted parameters from simultaneous ﬁts to (A) and (B). (D) Diagonal plots of the mutual
information function. The resulting parameters are: k21 ¼ 4:9s  1, k12 ¼ 4:3s  1, c 1
1 ¼ 100 ps, and c 1
2 ¼ 40 ps for the two-state model;
k12 ¼ 7:56 s 1, k21 ¼ 2:97s  1, k13 ¼ 3:09s  1, k31 ¼ 4:90s  1, k23 ¼ 1:21 s 1, c 1
1 ¼ 100:01 ps, c 1
2 ¼ 99:97 ps, and c 1
3 ¼ 40 ps for the
three-state model; and c0 ¼ 1:62   1010 s 1 (61.7 ps), h ¼ 0:1798, and k ¼ 8:818 s 1 for the continuously diﬀusive model. The three-
state model in this example served as a degenerate system in which two of the three ﬁtted lifetimes are nearly identical. The smooth,
analytical curves are also calculated using ﬁtted parameters from simultaneous ﬁts to (A) and (B).
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the Mi½sðTcÞ;sð0Þ  plots are also shown in Figs.
11(C) and (F). We see in Fig. 11(B) that 104
photons are suﬃcient to diﬀerentiate a continu-
ously diﬀusive model from discrete switching
models, despite the fact that it is still diﬃcult to
distinguish a two-state model from a three-state
one. With 105 photons, as in Fig. 11(E), it be-
comes evident that the simulated data can be
ascribed to a two-state model.
The above discussion suggests that it is possible
to establish, in a coarse-grained sense, a theoretical
model that describes the dynamics of single-mol-
ecule conformational ﬂuctuations. This can be
achieved by progressively applying higher-order
correlation methods to experimental trajectories.
Only a moderate number of events are necessary to
distinguish a discrete model from a continuously
diﬀusive one. For example, only 105 photons are
needed in the present case, and it is within the limit
of current experimental capability to obtain that
many photons in a single-molecule trajectory.
4. Summary
In this paper, we introduce new statistical
methods that utilize the recently developed pho-
ton-by-photon strategy in single-molecule spec-
troscopy. In this detection scheme, the delay time s
of each detected photon relative to its excitation
pulse in TCSPC is recorded in real time to give a
delay time sequence fspðtpÞg. The delay time se-
quence is then subjected to statistical analyses
without further averaging, or binning. This meth-
od oﬀers higher time resolution and improved
statistics over other means that are based on bin-
ned single-molecule trajectory. The feasibility of
this approach to resolving conformational dy-
namics models has been examined via statistical
(A) (D)
(E)
(F) (C)
(B)
Fig. 11. Comparison of (A) autocorrelation function, (B) diagonal three-time correlation curve, and (C) diagonal mutual information
plot of 104 simulated photons with diﬀerent models in the inset of (F). (D)–(F): Same as (A)–(C) except for 105 simulated photons. The
smooth, analytical curves are calculated using parameters from simultaneously ﬁtting various theoretical models to delay time his-
togram and autocorrelation function of the 106-photon data.
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tions. In particular, we have derived analytical
solutions to various theoretical models – including
the discrete two-state and three-state models as
well as a continuous-diﬀusive model. The analyti-
cal solutions and statistical methods presented in
this paper are general and are expected to be ap-
plicable to other observables, such as ﬂuorescence
wavelength, to examine spectral diﬀusion accom-
panying chemical or physical processes. They
provide a basis for comparison of various statis-
tical methods used in data processing. In some
cases, the 1D two-point autocorrelation approach
is unable to distinguish one kinetic model from
another. To improve the discriminative power of
the correlation approach, a 2D, three-time corre-
lation method has been introduced. The three-time
correlation analysis shows superior performance
over the autocorrelation approach. We have also
shown that three-time correlation analysis is ca-
pable of handling models of degenerate state ob-
servables. Furthermore, for such an analysis, only
a moderate number of photons ( 105) is required,
which is experimentally feasible.
An alternative method based on information
theory principles has also been proposed. An im-
plementation of the qualitative joint-probability
histograms used by Lu et al. has been quantiﬁed by
measuring the mutual information, or the Kull-
back–Leibler distance, between the correlated and
uncorrelated histograms. This novel approach al-
lows a direct and quantitative analysis of the
probability structure of event series from a single-
molecule trajectory. Since this paper is intended to
introduce improved yet data-demanding statistical
approaches that aﬀord better discrimination power
over various kinetic models, in-depth discussion of
extension of the mutual information method is
omitted here. We note, however, that this ap-
proach can potentially oﬀer a wealth of informa-
tion regarding the underlying molecular processes.
For example, it can be readily extended to include
two chronological times in the data analysis to
improve its discriminative power, as in the case of
the three-time correlation analysis. We expect that
such powerful information theory-based methods
when further developed will facilitate studies of
single-molecule chemical physics and biophysics.
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