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Abstract
This paper looks at the L-function of the k-th symmetric power of the Q`-sheaf Aif over the affine line
A1Fq associated to the generalized Airy family of exponential sums. Using `-adic techniques, we compute the
degree of this rational function as well as the local factors at infinity. Using p-adic techniques, we study the
q-adic Newton polygon of these L-function.
1 Introduction
In this paper we study the L-function attached to the k-th symmetric power of the Q`-sheaf Aif associated to
the generalized Airy family of exponential sums. Symmetric powers appear in the proofs of many arithmetic
problems. For instance, Deligne’s proof [6] of the Ramanujan-Petersson conjecture relies on the construction of
a Galois module coming from the k-th symmetric power of a certain `-adic sheaf. The Sato-Tate conjecture [5]
[16] [27] relies on the analytic continuation of the L-function attached to the k-th symmetric power of an `-adic
representation coming from an elliptic curve. Another equidistribution result concerning Kloosterman angles was
proven by Adolphson [4] using results of Robba’s [23] on the L-function of the k-th symmetric power of the `-adic
Kloosterman sheaf Kl2. Symmetric powers also arise in the proof of Dwork’s conjecture [29] [30] [31]. To begin,
let us recall the general setup of an L-function of an `-adic representation.
Let Fq be the finite field of q elements and characteristic p. Let Y be a smooth, geometrically connected, open
variety defined over Fq; for instance, take Y to be affine s-space AsFq or the torus G
s
m. Denote its function field
by K, and its corresponding absolute Galois group by GK := Gal(Ksep/K). Let V be a finite dimensional vector
space over a finite extension field of Q`, where ` 6= p. Let ρ : GK → GL(V ) be a continuous `-adic representation
unramified on Y , and let F be the corresponding lisse sheaf on Y . Define the L-function of ρ on Y by
L(Y, ρ, T ) :=
∏
x∈|Y |
1
det(1− ρ(Frobx)T deg(x)) . (1)
By the Lefschetz trace formula, this is a rational function whose zeros and poles may be described using e´tale
cohomology with compact support:
L(Y, ρ, T ) =
2dim(Y )∏
i=0
det(1− FrobqT |Hic(Y ⊗ Fq,F))(−1)
i+1
Given such a representation, we may construct new L-functions via operations such as tensor, symmetric, or
exterior products. Natural questions about these new L-functions concern the determination of their degrees
(Euler characteristic) and describing various properties about their zeros and poles. In this paper, we will focus
on the symmetric powers of a particular family of exponential sums called the generalized Airy family. Other
families whose symmetric powers have been investigated are the Legendre family of elliptic curves [3] [10] and
the hyperKloosterman family [12] [13] [23]. We note that the former seems to have been motivated by Dwork’s
p-adic interest in the Ramanujan-Petersson conjecture.
The generalized Airy family is defined as follows. Let f be a polynomial over Fq of degree d with p - d. Let
ψ be a nontrivial additive character on Fq. For each t¯ ∈ Fq define its degree by deg(t¯) := [Fq(t¯) : Fq]. It is
well-known that the associated L-function of the sequence of exponential sums
Sm(t¯) :=
∑
x∈F
qm deg(t¯)
ψ ◦ TrF
qm deg(t¯)
/Fq (f(x) + t¯x) for m = 1, 2, 3, . . .
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is a polynomial of degree d− 1:
L(f,A1, t¯;T ) := exp
( ∞∑
m=1
Sm(t¯)
Tm
m
)
= (1− pi1(t¯)T ) · · · (1− pid−1(t¯)T ).
As we will describe later, the relative cohomology of this family may be represented `-adically as a lisse sheaf of
rank d− 1 over A1 via Fourier transform. Let us denote this sheaf by Aif . The L-function of the k-th symmetric
power of Aif takes the form:
Mk(f, T ) := L(A1,Symk(Aif ), T ) :=
∏
t∈|A1|
∏
a1+···+ad−1=k
(1− pi1(t)a1 · · ·pid−1(t)ad−1T deg(t))−1,
where |A1| denotes the set of closed points on A1. By the Lefschetz trace formula, Mk(f, T ) is a rational function.
The `-adic sheaf Aif was extensively studied by N. Katz in [18], where its monodromy group is determined and,
as a consequence, an equidistribution result is obtained for the exponential sums in the family ([18, Corollary
20]). From these results it follows that, for p > 2d − 1, Mk(f, T ) is in fact a polynomial. For d = 3, a study of
the monodromy group may be avoided using Adolphson’s method [4].
Our first main result is the computation of the degree of Mk(f, T ) for p > d. The degree of the rational
function Mk(f, T ) equals the k-th coefficient of a generating series which is explicitly given in Corollary 3.4.
Simplified formulas are given in section 5 for some particularly nice values of f and p.
As an example of this theorem, consider the family generated by f(x) = xd. Then the degree ofMk(xd, T ) may
be described as follows. Let ζ be a primitive (d−1)-th root of unity in Fq. Denote by Nd−1,k the number of (d−1)-
tuples (a0, a1, . . . , ad−2) of nonnegative integers such that a0+a1+· · ·+ad−2 = k and a0+a1ζ+· · ·+ad−2ζd−2 = 0
in Fq.
Theorem 1.1. With the notation defined above, we have
degMk(xd, T ) =
1
d− 1
[(
k + d− 2
d− 2
)
− dNd−1,k
]
.
It was conjectured in [15] that Mk(x3, T ) is a polynomial for all p > 3 since it was shown, in that paper, that
Mk(x3, T ) is a polynomial for every odd integer k, and also for every k even with k < 2p. Surprisingly, for p = 5,
Mk(x3, T ) is not a polynomial for infinitely many k. This was communicated to the first author by N. Katz and
is a consequence of the geometric monodromy group of Aix3 being finite.
Theorem 1.2. Suppose p > 2d − 1. Then Mk(f, T ) is a polynomial which may be factored into a product
Qk(f, T )Pk(f, T ), where Pk(f, T ) satisfies the functional equation
Pk(f, T ) = cT deg(Pk)Pk(f, 1/qk+1T ) with |c| = qdeg(Pk)(k+1)/2
and Qk(f, T ) has reciprocal roots of weight ≤ k. Furthermore, writing f(x) =
∑d
i=0 cix
i, if we assume Fq contains
the 2(d− 1)-th roots of −dcd then an explicit description of Qk(f, T ) may be given; see Corollary 4.3.
Lastly, we wish to describe the p-adic behavior of the reciprocal roots ofMk(f, T ). Motivation for such a study
comes from Wan’s reciprocity theorem [28] of the Gouveˆa-Mazur conjecture [14] on the slopes of modular forms;
see [3] for the connection between symmetric powers of the Legendre crystal with Hecke polynomials. Now, while
we study in Section 6 the q-adic Newton polygon of the L-function for general f and k, our most precise results
occur in the cubic case f(x) = x3:
Theorem 1.3. Assume p ≥ 7, k is odd, and k < p. Write
Mk(x3, T ) = 1 + c1T + · · ·+ crT r.
Then
ordq(cm) ≥ 13(m
2 +m+ km) for m = 0, 1, 2, . . . , r. (2)
Furthermore, as a consequence of the functional equation, the endpoints of the q-adic Newton polygon ofMk(x3, T )
coincide with the lower bound (2). If p = 5, then the numerator of Mk(x3, T ) satisfies (2).
We are hopeful that the restrictions k odd and k < p may be removed from the theorem (see [15] for details).
There is also reason to believe that the lower bound (2) may be optimal in the sense that the q-adic Newton
polygon will in fact equal this lower bound under certain conditions on p and k. As supporting evidence we note
two facts. First, as mentioned in the above theorem, the endpoints of the q-adic Newton polygon of Mk(x3, T )
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and the lower bound coincide. Secondly, the lower bound has the following symmetric property. Consider the
points Pm ∈ R2 defined by the lower bound:
Pm := (m,
1
3
(m2 +m+ km)).
The slope of the line segment joining Pm and Pm+1 is given by sm := 13 (2m+ 2 + k). If we set m
′ := k−12 −m,
then we have the symmetry
(k + 1)− sm = sm′ .
In other words, for every slope sm there is a corresponding slope sm′ . This is precisely a consequence of the
functional equation for Mk(x3, T ). That is, if α is a reciprocal root of Mk(x3, T ) of slope s, then pk+1/α is
another reciprocal root whose slope is (k + 1)− s.
Acknowledgments. We would like to thank Nicholas Katz and Steven Sperber for their very helpful comments.
2 Cohomological interpretation of Mk(f, T )
In this section we will study the generalized Airy family of exponential sums from the point of view of `-adic
cohomology. We will do so by studying the sheaf Aif that represents this family on the affine line A1 over the
given finite field Fq. We begin by observing that the map Fq → C given by t 7→
∑
x∈Fq ψ(f(x) + tx) is the
Fourier transform with respect to ψ, in the classical sense, of the map t 7→ ψ(f(t)). This will translate, in the
cohomological sense, to the fact that Aif is the Fourier transform, in the sheaf-theoretical sense, of the Q`-sheaf
that represents the latter map, which is just the pull-back of the Artin-Schreier sheaf associated to ψ via the map
given by f . Let us be more precise.
The polynomial f naturally defines a morphism, also denoted by f : A1Fq → A1Fq . Let Lψ be the Artin-Schreier
sheaf on A1Fq associated to ψ (cf. [7, 1.7]). For every finite extension Fqm of Fq, every t ∈ A1(Fqm) = Fqm and
every geometric point t¯ over t, we have Trace(Frobt|Lψ,t¯) = ψ(TraceFqm/Fq (t)), where Frobt denotes a geometric
Frobenius element at t. Consider the pullback Lψ(f) := f?Lψ.
By [18, Theorem 17], for d ≥ 2 the Fourier transform with respect to ψ of Lψ(f) (which, in principle, is an
element of the derived category Dbc(A1,Q`)) is in fact a (shifted) lisse sheaf on A1, of rank d−1 and with d/(d−1)
as its single slope at infinity. Its Swan conductor is therefore d. Let us denote this sheaf by Aif = R1pit!Lψ(f(x)+tx),
where pit : A2 → A1 is the projection (x, t) 7→ t. For every finite extension Fqm of Fq, every t ∈ Fqm and every
geometric point t¯ over t we have, denoting ψm = ψ ◦ TraceFqm/Fq :
Trace(Frobt|(Aif )t¯) = −
∑
x∈Fqm
ψm(f(x) + tx).
The characteristic polynomial of the action of a geometric Frobenius element Frobt at t on the stalk of Aif at a
geometric point over t has the form
L(Aif , t, T ) = (1− pi1(t)T ) · · · (1− pid−1(t)T )
where pii(t) is a Weil algebraic number of weight 1 (i.e. all its complex conjugates have absolute value q1/2) and∑
x∈Fqm ψm(f(x) + tx) = −
∑
i pii(t)
m for all m ≥ 1. Its k-th “symmetric power” is given by
L(k; Aif , t, T ) :=
∏
a1+···+ad−1=k
(1− pi1(t)a1 · · ·pid−1(t)ad−1T ).
These are the local factors of the L-function of the k-th symmetric power of Aif , which is given by the infinite
product
Mk(f, T ) :=
∏
t∈|A1|
L(k; Aif , t, T deg(t))−1
The Lefschetz trace formula demonstrates that the zeros and poles of Mk(f, T ) may be described in terms of
cohomology:
Mk(f, T ) =
2∏
i=0
det(1− Frob T |Hic(A1Fq ,Sym
kAif ))(−1)
i+1
.
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Since SymkAif is a lisse sheaf on the affine line, we have H0c(A1Fq ,Sym
kAif ) = 0, and the previous formula
simplifies to
Mk(f, T ) =
det(1− Frob T |H1c(A1Fq ,Sym
kAif ))
det(1− Frob T |H2c(A1Fq ,Sym
kAif ))
.
On the other hand, H2c(A1Fq ,Sym
kAif ) is just the space of co-invariants of the sheaf SymkAif , regarded as
a representation of the fundamental group pi1(A1Fq ), which is the k-th symmetric power of Aif regarded as a
representation of the same group. This is the same as the space of co-invariants for its monodromy group,
which is defined to be the Zariski closure of its image in the group of automorphisms of the generic stalk of
Aif , isomorphic to GL(d− 1) := GL(d− 1,Q`). By [18, Theorem 19], for p > 2d− 1 the geometric monodromy
group of Aif is either SL(d − 1) for d even, or Sp(d − 1) for d odd if cd−1 = 0 and µp · SL(d − 1) for d even or
µp · Sp(d− 1) for d odd if cd−1 6= 0 (where f(x) =
∑d
i=0 cix
i). In either case, its k-th symmetric power is still an
irreducible representation of rank
(
d+k−2
d−2
)
of the monodromy group (because it is an irreducible representation
of its subgroup SL(d− 1) or Sp(d− 1)), and in particular the space of co-invariants vanishes. More generally, it
was proven by O. Sˇuch ([26, Proposition 1.6]) that, for p > 2, either Aif has finite monodromy or its monodromy
group contains SL(d − 1) or Sp(d − 1). In order to rule out the finite monodromy case for p ≤ 2d − 1 one may
use for instance [20, Proposition 8.14.3], which implies that Aif has finite monodromy if and only if for every
element t ∈ Fq the Newton polygon of the L-function associated to the exponential sum
∑
ψ(f(x) + tx) has a
single slope.
Consequently, we have the following:
Theorem 2.1. If Aif does not have finite monodromy (e.g. if p > 2d− 1), the L-function of the k-th symmetric
power of Aif is a polynomial:
Mk(f, T ) = det(1− Frob T |H1c(A1Fq ,Sym
kAif ))
While it is tempting to believe that Mk(f, T ) is always a polynomial, this is not true, as mentioned in the
introduction. In fact, the monodromy group can be finite in certain cases; for instance when p = 5 and f(x) = x3,
as proven in [21]. In such cases, H2c(A1Fq ,Sym
kAif ) will be non-trivial for infinitely many values of k, and
consequently Mk(f, T ) will have a denominator.
Remark 2.2. Arithmetic difficulties often arise when the characteristic p is small compared to d, as demonstrated
above by the link between the finiteness of the monodromy group when p ≤ 2d− 1 and the Newton polygons of
the fibres of the family. By the functional equation, if we denote by NP1(t) the slope of the first line segment
of the Newton polygon of the fibre t then NP1(t) ≤ 1/2 with equality if and only if the Newton polygon is a
single line segment. If p ≡ 1 modulo d, and in particular when p = d+1, then by [25, Theorem 3.11] the Newton
polygon of every fibre equals the q-adic Newton polygon of the polynomial
∏d−1
i=1 (1− qi/dT ). Thus, NP1(t) = 1/d
and so the monodromy group is infinite when p = d+ 1 > 3.
Let [f(x)]xN denote the coefficient of xN in f(x). Suppose d2 + 1 < p ≤ 2d− 1 and f has coefficients over Fp.
By [24, Theorem 2], if [(f(x) + tx)d
p−1
d e]xp−1 6≡ 0 modulo p for some 0 ≤ t ≤ p− 1, then NP1(t) ≤
⌈
p−1
d
⌉
/(p− 1)
for those t. By the assumption on d and p, notice that
⌈
p−1
d
⌉
/(p− 1) equals either 1/(p− 1) or 2/(p− 1). Hence,
the mondromy group is infinite when such a t exists and p ≥ 7. Their argument may be extended as follows.
Let d > p − 1. For a polynomial h(x), define (h(x))s := h(x)(h(x) − 1) · · · (h(x) − s + 1). Define the linear
operator U : Fp[x] → Fp by linearly extending the map which sends monomials xn to 0 if (p − 1) - n and 1
otherwise. Let cs := U((f(x) + tx)s) ∈ Fp. Suppose c1 ≡ · · · ≡ ck−1 ≡ 0 modulo p and ck 6≡ 0 mod p for some
t, then NP1(t) ≤ kp−1 . Hence, if this happens for some k < (p − 1)/2 then the mondromy group is infinite. For
example, for d > p− 1 and f(x) = xd + xp−1 then c1 = 1 and hence the monodromy group is infinite for p ≥ 5.
Lastly, we mention the case when d = 4, p = 7 and f ∈ Fq[x] is not of the form (x + a)4 + bx + c. Then by
[17, Theorem 4.6] the monodromy of Aif is infinite.
3 Computation of the degree of the L-function
We will now study the degree of Mk(f, T ) when p > d. From the formula above we have
deg(Mk(f, T )) = dim(H1c(A1Fq ,Sym
kAif ))− dim(H2c(A1Fq ,Sym
kAif )) = −χc(A1Fq ,Sym
kAif ),
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where χc denotes the Euler characteristic with compact supports. Using the Grothendieck-Ne´ron-Ogg-Shafarevic
formula, we have then
deg(Mk(f, T )) = Swan∞(SymkAif )− rank(SymkAif )
= Swan∞(SymkAif )−
(
k + d− 2
d− 2
)
. (3)
In order to compute the Swan conductor of SymkAif we have to study the sheaf Aif as a representation of the
inertia group I∞ of A1Fq at infinity. Since Lψ(f) is lisse on A
1, as a representation of the decomposition group at
infinity we have Aif ∼= F∞,∞(Lψ(f)), where F∞,∞ is the local Fourier transform as defined in [22].
Recently, Fu [11] and, independently, Abbes and Saito [1] have given an explicit description of the different
local Fourier transforms for a wide class of `-adic sheaves. We will mainly be using the description given in
[1], which works over an arbitrary (not necessarily algebraically closed) perfect base field, and therefore gives an
explicit formula for Aif as a representation of the decomposition group D∞.
If S(∞) is the henselization of the local ring of P1Fq at infinity with uniformizer 1/t, the triple (Lψ(f(t)), t,−f ′(t))
is a Legendre triple in the sense of [1, Definition 2.16]. Therefore by [1, Theorem 3.9] we conclude that, as a
representation of D∞, Aif is isomorphic to
(−f ′)?(Lψ(f(t)) ⊗ Lψ(−tf ′(t)) ⊗ Lρ( 12 f ′′(t)) ⊗Q) = (−f
′)?(Lψ(f(t)−tf ′(t)) ⊗ Lρ( 12 f ′′(t)) ⊗Q)
where ρ is the unique character I∞ → Q?` of order 2, Lρ the corresponding Kummer sheaf and Q is the pull-back
of the character Gal(Fq/Fq) → Q` mapping the geometric Frobenius to the quadratic Gauss sum g(ψ, ρ) :=
−∑t∈F?q ψ(t)ρ(t).
Write f(t) =
∑d
i=0 cit
i. For simplicity, from now on we will assume that Fq contains the 2(d− 1)-th roots of
−dcd (which can always be achieved by a finite extension of the base field). Following [11, Proposition 3.1] we
can find an invertible power series
∑
i≥0 rit
−i ∈ Fq[[t−1]] with rd−10 = −dcd such that u(t) := t
∑
i≥0 rit
−i is a
solution to f ′(t) + u(t)d−1 = 0 (the other solutions being ζu(t) for every (d − 1)-th root of unity ζ). The map
φ : 1/t 7→ 1/u(t) defines an automorphism S(∞) → S(∞), and by construction −f ′ = [d− 1] ◦ φ, where [d− 1] is
the (d− 1)-th power map. So Aif is isomorphic to
[d− 1]?φ?(Lψ(f(t)−tf ′(t)) ⊗ Lρ( 12 f ′′(t)) ⊗Q) = [d− 1]?(φ
−1)?(Lψ(f(t)−tf ′(t)) ⊗ Lρ( 12 f ′′(t)) ⊗Q)
= [d− 1]?(Lψ(f(v(t))+v(t)td−1) ⊗ Lρ( 12 f ′′(v(t))) ⊗Q)
= [d− 1]?(Lψ(f(v(t))+v(t)td−1) ⊗ Lρ( 12 f ′′(v(t))))⊗Q
since [d− 1]?Q = Q, where v(t) := φ−1(t) = t∑i≥0 sit−i.
Let g(t) be the polynomial of degree d obtained from f(v(t)) + v(t)td−1 by removing the terms with neg-
ative powers of t. It is important to notice that the coefficients of g are polynomials in the coefficients of f .
More precisely, if we write g(t) =
∑
bit
i, the coefficient bi is a polynomial in the coeficients ai, ai+1, . . . , ad
of f . Since Lψ(h(t)) is trivial as a representation of D∞ for any h(t) ∈ t−1Fq[[t−1]], we have an isomorphism
Lψ(f(v(t))+v(t)td−1) ∼= Lψ(g(t)) as representations of D∞.
On the other hand, from f ′(v(t)) + td−1 = 0 we get f ′′(v(t))v′(t) + (d − 1)td−2 = 0, so Lρ( 12 f ′′(v(t))) =
Lρ(− d−12 v′(t)td−2) . Since v
′(t) =
∑
i≥0(1− i)sit−i = s0(1+
∑
i≥2(1− i) sis0 t−i) and 1+
∑
i≥2(1− i) sis0 t−i is a square
in Fq[[t−1]], we have Lρ(− d−12 v′(t)td−2) = Lρ(− d−12 s0td−2) = Lρ( d(d−1)2 cd(s0t)d−2) (since s
d−1
0 = −1/dcd). So we finally
get
Aif ∼= [d− 1]?(Lψ(g(t)) ⊗ Lρd(s0t))⊗ Lρ(d(d−1)cd/2) ⊗Q. (4)
We can now easily compute the Swan conductor at infinity of its symmetric powers. By [19, 1.13.1],
Swan∞SymkAif =
1
d− 1Swan∞[d− 1]
?SymkAif =
1
d− 1Swan∞Sym
k[d− 1]?Aif
Lemma 3.1. Let ζ be a primitive (d− 1)-th root of unity if Fq, Id−1∞ the unique closed subgroup of I∞ of index
d− 1. As a representation of Id−1∞ , the restriction [d− 1]?Aif of Aif is isomorphic to the direct sum
d−2⊕
i=0
Lψ(g(ζit)) ⊗ Lρd(s0ζit) ∼=
d−2⊕
i=0
Lψ(g(ζit)) ⊗ Lρd(t)
.
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Proof. Since (ζi)?Lψ(g) = Lψ(g(ζit)), (ζi)?Lρd(s0t) = Lρd(s0ζit) and [d − 1] ◦ ζi = [d − 1] for every i, we have
[d−1]?(Lψ(g(ζit))⊗Lρd(s0ζit)) = [d−1]?(Lψ(g(t))⊗Lρd(s0t)), and therefore by Frobenius reciprocity HomId−1∞ ([d−
1]?Aif ,Lψ(g(ζit)) ⊗ Lρd(s0ζit)) = HomI∞(Aif , [d − 1]?(Lψ(g(ζit)) ⊗ Lρd(s0ζit))) = HomI∞(Aif ,Aif ) ∼= Q` since
the latter is an irreducible representation of I∞. So for every i, Lψ(g(ζit)) ⊗ Lρd(s0ζit) is a subrepresentation of
[d− 1]?Aif .
Now Lψ(g(ζit))⊗Lρd(s0ζit) and Lψ(g(ζjt))⊗Lρd(s0ζjt) are isomorphic if and only if Lψ(g(ζit)) and Lψ(g(ζjt)) are,
if and only if g(ζit) − g(ζjt) = hp − h for some h ∈ Fq[t]. Since p > d, this can only happen if g(ζit) = g(ζjt).
Comparing the highest degree coefficients we conclude that ζi and ζj must be equal. Therefore the direct sum of
the Lψ(g(ζit)) ⊗Lρd(s0ζit) for i = 0, . . . , d− 2 injects into [d− 1]?Aif and we conclude that it must be isomorphic
to it, since they have the same rank.
Consequently, we have an isomorphism of Q`[I∞]-modules
Symk[d− 1]?Aif ∼=
⊕
a0+a1+···+ad−2=k
Lψ(Pd−2i=0 aig(ζit)) ⊗ Lρdk(t).
For every finite subset I ⊂ Z and every integer k ≥ 0 define
Sd−1(k, I) := {(a0, . . . , ad−2) ∈ Zd−1≥0 |a0 + a1 + · · ·+ ad−2 = k, a0 + a1ζi + · · ·+ ad−2ζi(d−2) = 0 for every i ∈ I}
It is clear from the definition that Sd−1(k, I) = Sd−1(k, I ′) if φ(I) = φ(I ′), where φ : Z → Z/(d − 1)Z is
reduction modulo d−1. Also, Sd−1(k, I) = ∅ if p does not divide k and I ∩ (d−1)Z 6= ∅. The number of elements
in Sd−1(k, I) can be conveniently expressed in terms of a generating function:
Lemma 3.2. Let Fd−1(I;T ) :=
∑∞
k=0#Sd−1(k, I)T
k. Then
Fd−1(I;T ) =
1
q#I
∑
γ∈(Fq)I
d−2∏
j=0
(1− ψ(
∑
i∈I
γiζ
ji)T )−1
where ψ is any non-trivial additive character of Fq.
Proof. From the definition,
Fd−1(I;T ) =
∑
(a0,...,ad−2)∈Zd−1≥0
∏
i∈I
δ(a0 + a1ζi + · · ·+ ad−2ζi(d−2))T a0+a1+···+ad−2
where δ(a) = 1 if a = 0, 0 otherwise. Equivalently, δ(a) = 1q
∑
γ∈Fq ψ(γa). So we get
Fd−1(I;T ) =
∑
(a0,...,ad−2)∈Zd−1≥0
∏
i∈I
1
q
∑
γi∈Fq
ψ(γi(a0 + a1ζi + · · ·+ ad−2ζi(d−2)))T a0+a1+···+ad−2
=
∑
(a0,...,ad−2)∈Zd−1≥0
∑
γ∈(Fq)I
1
q#I
(∏
i∈I
ψ(γia0)
)
T a0
(∏
i∈I
ψ(γia1ζi)
)
T a1 · · ·
(∏
i∈I
ψ(γiad−2ζ(d−2)i)
)
T ad−2
=
1
q#I
∑
γ∈(Fq)I
∑
(a0,...,ad−2)∈Zd−1≥0
ψ(
∑
i∈I
γi)a0T a0ψ(
∑
i∈I
γiζ
i)a1T a1 · · ·ψ(
∑
i∈I
γiζ
(d−2)i)ad−2T ad−2
=
1
q#I
∑
γ∈(Fq)I
 ∑
a0∈Z≥0
ψ(
∑
i∈I
γi)a0T a0
 ∑
a1∈Z≥0
ψ(
∑
i∈I
γiζ
i)a1T a1
 · · ·
 ∑
ad−2∈Z≥0
ψ(
∑
i∈I
γiζ
(d−2)i)ad−2T ad−2

=
1
q#I
∑
γ∈(Fq)I
d−2∏
j=0
(1− ψ(
∑
i∈I
γiζ
ji)T )−1.
Write g(t) =
∑d
j=0 bjt
j , and let J = {1 ≤ j ≤ d|bj 6= 0} and J≥j := J ∩ {j, j + 1, . . . , d} for every j ∈
{1, . . . , d, d+ 1}. We have
Swan∞Symk[d− 1]?Aif =
∑
a0+a1+···+ad−2=k
Swan∞Lψ(Pd−2i=0 aig(ζit)) ⊗ Lρdk(t)
=
∑
a0+a1+···+ad−2=k
deg(
d−2∑
i=0
aig(ζit))
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and
d−2∑
i=0
aig(ζit) =
d−2∑
i=0
ai
d∑
j=0
bjζ
ijtj =
d∑
j=0
(bj
d−2∑
i=0
ζij)tj
so its degree is the greatest j such that bj
∑d−2
i=0 ζ
ij 6= 0. Therefore we get
(d− 1)Swan∞SymkAif = Swan∞Symk[d− 1]?Aif
=
∑
j∈J
j · (#Sd−1(k, J≥j+1)−#Sd−1(k, J≥j))
= d
(
k + d− 2
d− 2
)
−
∑
j∈J
h(j) ·#Sd−1(k, J≥j)
where h(j) := j − sup(J − J≥j) is the “gap” between the tj term and the next lower degree term in g(t). Taking
the corresponding generating function we get the formula
Corollary 3.3. Let G(f ;T ) :=
∑∞
k=0(Swan∞Sym
kAif )T k, then
G(f ;T ) =
d
(d− 1)(1− T )d−1 −
1
d− 1
∑
j∈J
h(j) · Fd−1(J≥j ;T )
Using the previous formula for the degree, we deduce
Corollary 3.4. The degree of Mk(f ;T ) is the k-th coefficient of the power series expansion of
1
(d− 1)(1− T )d−1 −
1
d− 1
∑
j∈J
h(j) · Fd−1(J≥j ;T ).
Corollary 3.5. For every J ⊂ {1, . . . , d− 1}, let Pd(J) be the subspace of the affine space Pd of polynomials of
degree d over k such that bj = 0 if and only if j ∈ J . The sets {Pd(J)|J ⊆ {1, . . . , d− 1}} define a stratification
of Pd such that the degree of Mk(f ;T ) is constant in each stratum.
4 The trivial factor
Suppose p > d and the monodromy of Aif is not finite. We will now study the weights of the (reciprocal) roots
of the polynomial Mk(f, T ). Let us first consider the easier case where d is even, and therefore Aif is isomorphic
to [d − 1]?Lψ(g(t)) ⊗ Lρ(d(d−1)cd/2) ⊗Q as a representation of D∞. Let Dd−1∞ = Gal(Fq((1/t))/Fq((1/t1/(d−1)))),
denote by α : Dd−1∞ → Q
?
` the character corresponding to the sheaf Lψ(g), and let b ∈ I∞ be a generator of
the cyclic group D∞/Dd−1∞ ∼= I∞/Id−1∞ . By the explicit description of induced representations, there is a basis
{v0, . . . , vd−2} of the underlying vector space V such that a · v0 = α(a)v0 for every a ∈ Id−1∞ and b · vi = vi+1 for
i = 0, . . . , d− 3. Then b · vd−2 = bd−1 · v0 = α(bd−1)v0. Replacing b by a−1b, where a ∈ Id−1∞ is an element such
that α(a)d−1 = α(bd−1) (which is always possible since the values of α are the p-th roots of unity and d − 1 is
prime to p since p > d) we may assume without loss of generality that α(bd−1) = 1.
Furthermore, for any a ∈ Id−1∞ we have a · vi = (abi) · v0 = (bib−iabi) · v0 = bi · α(b−iabi)v0 = α(b−iabi)vi. So
the restriction of Aif to Dd−1∞ is the direct sum of the characters a 7→ αi(a) := α(b−iabi). But we already know
that it is the direct sum of the characters associated to the sheaves Lψ(g(ζit)) ⊗ Lρ(d(d−1)cd/2) ⊗Q, so these two
sets of characters are identical. Replacing b by a suitable power of itself we may assume that αi is the character
associated to Lψ(g(ζit)) ⊗ Lρ(d(d−1)cd/2) ⊗ Q. In particular,
∏d−2
i=0 α
ai
i is geometricaly trivial (that is, trivial on
Id−1∞ ) if and only if
∑
aig(ζit) is a constant in Fq[t], that is, if and only if
∑
aiζ
ij = 0 for every j ∈ J .
We turn now to the case d odd. Let χ be a multiplicative character of Fq of order 2(d − 1) (which exists,
since we are assuming that Fq contains the 2(d − 1)-th roots of unity). Then by the projection formula Aif is
isomorphic to [d− 1]?(Lψ(g(t)) ⊗ Lρ(s0t))⊗ Lρ(d(d−1)cd/2) ⊗Q ∼= ([d− 1]?Lψ(g(t)))⊗ Lχ(s0t) ⊗ Lρ(d(d−1)cd/2) ⊗Q.
Let αi : Dd−1∞ → Q
?
` (respectively β : D∞ → Q
?
` ) be the character corresponding to the sheaf Lψ(g(ζit)) (resp.
Lχ(s0t)). Proceeding as in the d even case, we find a generator b ∈ I∞ of D∞/Dd−1∞ and a basis {v0, . . . , vd−2} of
V such that a · vi = αi(a)β(a)vi for a ∈ Dd−1∞ and b · vi = β(b)vi+1 for i = 0, . . . , d− 3, b · vd−2 = β(b)v0. In this
case,
∏d−2
i=0 α
ai
i β
ai is trivial on Id−1∞ if and only if
∑
aig(ζit) is a constant in Fq[t] and
∑
ai is even (since αi has
order p and β restricted to Id−1∞ has order 2).
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We can now compute the dimension of the invariant subspace of the action of I∞ on SymkAif , in very much
the same way it is done for the Kloosterman sheaf in [12, Lemma 2.1]. Its underlying vector space is SymkV . An
element w is given by a linear combination
w =
∑
a0+···+ad−2=k
ca0···ad−2v
a0
0 · · · vad−2d−2 .
In the d even case we have
a ·
∑
a0+···+ad−2=k
ca0···ad−2v
a0
0 · · · vad−2d−2 =
∑
a0+···+ad−2=k
ca0···ad−2(α
a0
0 · · ·αad−2d−2 )(a)va00 · · · vad−2d−2
for a ∈ Id−1∞ and
b ·
∑
a0+···+ad−2=k
ca0···ad−2v
a0
0 · · · vad−2d−2 =
∑
a0+···+ad−2=k
ca0···ad−2v
a0
1 v
a1
2 · · · vad−20 .
So w is fixed by I∞ if and only if the character αa00 · · ·αad−2d−2 is trivial whenever ca0···ad−2 6= 0 and ca0···ad−2 =
cad−2a0···ad−3 for all a0, . . . , ad−2. A basis for the invariant subspace is thus given by all distinct sums of the form
(setting vd−1+l := vl for all l ≥ 0):
d−2∑
j=0
va0j v
a1
j+1 · · · vad−2j+d−2
for all a0, . . . , ad−2 such that αa00 · · ·αad−2d−2 is trivial, that is, such that
∑
aiζ
ij = 0 in Fq for every j ∈ J .
In the d odd case we get
g ·
∑
a0+···+ad−2=k
ca0···ad−2v
a0
0 · · · vad−2d−2 =
∑
a0+···+ad−2=k
ca0···ad−2(α
a0
0 · · ·αad−2d−2 )(g)βk(g)va00 · · · vad−2d−2
for g ∈ Id−1∞ and
h ·
∑
a0+···+ad−2=k
ca0···ad−2v
a0
0 · · · vad−2d−2 =
∑
a0+···+ad−2=k
ca0···ad−2β(h)
kva01 v
a1
2 · · · vad−20 .
So w is fixed by I∞ if and only if the character αa00 · · ·αad−2d−2 βk of Id−1∞ is trivial whenever ca0···ad−2 6= 0 and
ca0···ad−2 = cad−2a0···ad−3β(h)
k for all a0, . . . , ad−2. Since all αi’s have order p and the restriction of β to Id−1∞ has
order 2, αa00 · · ·αad−2d−2 βk is trivial if and only if both αa00 · · ·αad−2d−2 and βk are trivial as characters of Id−1∞ , that is,
if and only if
∑
aiζ
ij = 0 in Fq for every j ∈ J and k is even. In particular, there are no non-zero invariants for
I∞ if k is odd. If k is even, a generating set for the invariant subspace is given by all distinct sums of the form
d−2∑
j=0
β(h)jkva0j v
a1
j+1 · · · vad−2j+d−2
for all a0, . . . , ad−2 such that
∑
aiζ
ij = 0 in Fq for every j ∈ J . Let r be the size of the orbit of (a0, . . . , ad−2)
under the action of Z/(d− 1)Z by cyclic permutations. If r 6= d− 1, we can write
d−2∑
j=0
β(h)jkva0j v
a1
j+1 · · · vad−2j+d−2 =
r−1∑
j=0
β(h)jk(1 + β(h)rk + · · ·+ β(h)( d−1r −1)rk)va0j va1j+1 · · · vad−2j+d−2.
Notice that k must be a multiple of d−1r , since k =
∑d−2
i=0 ai =
d−1
r
∑r−1
i=0 ai. If
rk
d−1 is odd we have
1 + β(h)rk + · · ·+ β(h)( d−1r −1)rk = 1− β(h)
(d−1)k
1− β(h)rk = 0,
so the above sum vanishes. On the other hand, if rkd−1 is even it is clear that the element
d−2∑
j=0
β(h)jkva0j v
a1
j+1 · · · vad−2j+d−2 =
d− 1
r
r−1∑
j=0
β(h)jkva0j v
a1
j+1 · · · vad−2j+d−2
is non-zero, and to different orbits correspond different elements. To summarize, we have
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Proposition 4.1. Let Td−1(k, J) be the set of orbits of the action of Z/(d− 1)Z on the set Sd−1(k, J) by cyclic
permutations, and let Ud−1(k, J) be the subset of orbits such that rkd−1 is even, where r is their cardinality. If d is
even, the invariant subspace of the representation SymkAif of I∞ has dimension #Td−1(k, J). If d is odd and k
is even, it has dimension #Ud−1(k, J). If d and k are odd, the representation has no non-zero invariants.
The sequences #Td−1(k, J) and #Ud−1(k, J) can also be described by means of generating functions. By
Burnside’s lemma, the dimension of the invariant subspace for d even is given by
#Td−1(k, J) =
1
d− 1
d−1∑
r=1
#{(a0, a1, . . . , ad−2)|ai = ai+r mod d−1} =
1
d− 1
∑
r|d−1
φ(
d− 1
r
)#Sr(
kr
d− 1 , J)
where Sr(k, J) = ∅ if k is not an integer and φ is Euler’s totient function. So the generating function for the
sequence {#Td−1(k, J)|k ≥ 0} is
Gd−1(J ;T ) : =
∞∑
k=0
#Td−1(k, J)T k
=
∞∑
k=0
1
d− 1T
k
∑
r|d−1
φ(
d− 1
r
)#Sr(
kr
d− 1 , J)
=
1
d− 1
∑
r|d−1
φ(
d− 1
r
)
∑
d−1
r |k
#Sr(
kr
d− 1 , J)T
k
=
1
d− 1
∑
r|d−1
φ(
d− 1
r
)
∞∑
s=0
#Sr(s, J)T
d−1
r s
=
1
d− 1
∑
r|d−1
φ(
d− 1
r
)Fr(J ;T
d−1
r )
Next, suppose that d is odd, and let (a0, . . . , ad−2) ∈ Sd−1(k, J). Let r be the number of elements in its orbit.
Then
∑r−1
i=0 ai =
kr
d−1 . We want to count the number of orbits such that this value is even. Since k =
kr
d−1 · d−1r ,
if the largest power of 2 that divides d− 1 is smaller than the largest power of 2 dividing k, krd−1 must always be
even. Suppose that the largest power of 2 that divides k, 2α(k), divides d−1. Then krd−1 is odd if and only if 2α(k)
divides d−1r , if and only if r divides
d−1
2α(k)
. Therefore #Ud−1(k, J) = #Td−1(k, J) if 2α(k) does not divide d − 1
and #Td−1(k, J)−#T d−1
2α(k)
( k
2α(k)
, J) if it does. The generating function is then
∞∑
k=0
#Ud−1(k, J)T k =
∞∑
k=0
#Td−1(k, J)T k −
∑
j≥1;2j |d−1
∑
l odd
#T d−1
2j
(l, J)T 2
j l
= Gd−1(J ;T )−
∑
j≥1;2j |d−1
H d−1
2j
(J ;T 2
j
)
where
Hr(J ;T ) :=
1
2
(Gr(J ;T )−Gr(J ;−T )).
Let F ∈ Dd−1∞ ⊂ D∞ be a geometric Frobenius element, and w =
∑d−2
j=0 v
a0
j v
a1
j+1 · · · vad−2j+d−2 (resp. w =∑d−2
j=0 β(h)
jkva0j v
a1
j+1 · · · vad−2j+d−2) a generator of the I∞-invariant subspace of SymkV . F acts on va0j va1j+1 · · · vad−2j+d−2
via the character corresponding to Lψ(P aig(ζj+it))⊗L⊗kρ(d(d−1)cd/2)⊗Q⊗k (resp. Lψ(P aig(ζj+it))⊗Lρ(Q(s0ζj+it)ai )⊗
L⊗kρ(d(d−1)cd/2) ⊗ Q⊗k). Since
∑
aig(ζj+it) must be a constant polynomial, we have Lψ(P aig(ζj+it)) ∼= Lψ(kb0).
Additionally, if d is odd and k even, Lρ(Q(s0t)ai ) = Lρ(s0t)k is trivial. We conclude:
Proposition 4.2. A Frobenius geometric element at infinity acts on the I∞-invariant subspace of SymkAif by
multiplication by ψ(kb0)ρ(d(d− 1)cd/2)kg(ψ, ρ)k.
As an immediate consequence we get
Corollary 4.3. The local L-function of SymkAif at infinity det(1 − Frob T |(SymkAif )I∞) is given by (1 −
ψ(kb0)ρ(d(d − 1)cd/2)kg(ψ, ρ)kT )#Td−1(k,J) if d is even, (1 − ψ(kb0)ρ(d(d − 1)cd/2)kg(ψ, ρ)kT )#Ud−1(k,J) if d is
odd and k is even, and 1 if d and k are odd.
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Theorem 4.4. The polynomial Mk(f, T ) decomposes as a product Pk(f, T )Qk(f, T ), where Qk(f, T ) is given by
the formula in Corollary 4.3 and Pk(d, T ) satisfies a functional equation
P (T ) = cT rP (1/qk+1T )
where |c| = qr(k+1)/2 and r is its degree.
Proof. Let j : A1 → P1 be the inclusion. From the exact sequence
0→ SymkAif → j?SymkAif → (j?SymkAif )∞ → 0
we get an exact sequence of Gal(Fq/Fq)-modules
0→ (j?SymkAif )I∞ → H1c(A1,SymkAif )→ H1(P1, j?SymkAif )→ 0
and therefore a decomposition
Mk(f, T ) = det(1− Frob T |H1c(A1,SymkAif ))
= det(1− Frob T |(j?SymkAif )I∞) det(1− Frob T |H1(P1, j?SymkAif )).
The first factor is described by the previous corollary. On the other hand, by [8, The´ore`me 1.3] we have a perfect
pairing
H1(P1, j?SymkAif )×H1(P1, j?SymkÂif )→ Q`(−k − 1)
where Âif is the dual of Aif , which is constructed in the same way as Aif using the complex conjugate character
ψ¯ instead of ψ. If the eigenvalues of the action of Frobenius on H1(P1, j?SymkAif ) are α1, · · · , αr, so that
Pk(f, T ) =
∏
(1−αiT ), it follows that Pk(f, T ) =
∏
(1− (qk+1/αi)T ) and therefore the functional equation holds.
Applying the functional equation twice we get |c| = qr(k+1)/2.
5 Some special cases
We will now see how the previous results apply to some special values of f . First, consider the case f(t) = td.
In this case the equation f ′(t) + u(t)d−1 = 0 gives u(t) = r0t, where rd−10 = −d. Then v(t) = t/r0, and
g(t) = f(v(t)) + v(t)td−1 = td(1/rd0 + 1/r0) =
d−1
dr0
td. By corollary 3.4, we get that the degree of Mk(f ;T ) is the
k-th coefficient in the power series expansion of
1
d− 1
(
1
(1− T )d−1 − dFd−1({1};T )
)
where
Fd−1({1};T ) = 1
q
∑
γ∈Fq
d−2∏
j=0
(1− ψ(γζj)T )−1.
Explicitly,
degMk(f, T ) =
1
d− 1
((
k + d− 2
d− 2
)
− d ·#Sd−1(k, {1})
)
.
In particular, for d = 3
F2({1};T ) = 1
q
∑
γ∈Fq
(1− ψ(γ)T )−1(1− ψ(−γ)T )−1 = 1
p
p−1∑
m=0
(1− exp(2piim
p
)T )−1(1− exp(−2piim
p
)T )−1.
It is easily checked that S2(k, {1}) := {(a, b)|a+ b = k, a ≡ b( mod p)} has bkp c+ δ elements, where δ = 0 (resp.
δ = 1) if k − bkp c is odd (resp. even). So in this case we get an explicit formula for the degree:
degMk(f(t) = t3;T ) =
1
2
(
k + 1− 3
(⌊
k
p
⌋
+ δ
))
If p > k this gives (k + 1)/2 for k odd and (k − 2)/2 for k even.
Corollary 4.3 states for f(t) = td that the local L-function of SymkAif at infinity is (1−ρ(d(d−1)/2)kg(ψ, ρ)kT )#Td−1(k,J)
if d is even, (1− ρ(d(d− 1)/2)kg(ψ, ρ)kT )#Ud−1(k,J) if d is odd and k is even and 1 if d and k are odd. For d = 3,
we can again provide a more explicit expression.
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Since 3 is odd, the local L-function is 1 for k odd. For k even, we can write #S2(k, {1}) = bkp c+δ = 2b k2pc+1.
Every orbit of Z/2Z acting on S2(k, {1}) has two elements except for {(k/2, k/2)}, so #T2(k, {1}) = b k2pc + 1.
U2(k, {1}) contains the orbits such that rk is a multiple of 4. If k ≡ 0(mod 4) this includes all orbits. If
k ≡ 2(mod 4) the orbit {(k2 , k2 )} must be excluded. So the trivial factor for k even is
(1− g(ψ, ρ)kT )b k2p c for k ≡ 2(mod 4)
(1− g(ψ, ρ)kT )b k2p c+1 for k ≡ 0(mod 4)
In particular, for p > k2 the trivial factor of Mk(t
3, T ) is 1 if k ≡ 2(mod 4) and (1− g(ψ, ρ)kT ) if k ≡ 0(mod 4).
We will now consider the case where g(t) =
∑
bit
i has bi 6= 0 for i = 1, . . . , d − 2. This includes the generic
case where all coefficients of g(t) are non-zero as a special case. Suppose first that bd−1 = 0 (or, equivalently,
that cd−1 = 0). Sd−1(k, J) is the set of all (a0, . . . , ad−2) ∈ Zd−1≥0 such that
∑
ai = k and
∑
aiζ
ji = 0 for all
j = 1, . . . , d−2. The system of equations {∑i ζijxi = 0|j = 1, . . . , d−2} has rank d−2 (since the (d−2)× (d−2)
minors are Vandermonde determinants) and has (1, 1, . . . , 1) as a solution, so all solutions must be of the form
(a, a, . . . , a) modulo p for some a. Therefore
Fd−1(J ;T ) : =
∞∑
k=0
#Sd−1(k, J)T k
=
p−1∑
a=0
∞∑
s0,...,sd−2=0
T (a+s0p)+···+(a+sd−2p)
=
p−1∑
a=0
T (d−1)a
∞∑
s0,...,sd−2=0
T p(s0+···+sd−2)
=
1− T (d−1)p
(1− T p)d−1(1− T d−1)
Suppose now that bd−1 6= 0 (or, equivalently, that cd−1 6= 0). Making the change of variable fˆ(t) = f(t− cd−1dcd )
we eliminate the degree d − 1 term. Moreover, Aifˆ = R1pit!Lψ(f(x− cd−1dcd )+tx) = R
1pit!Lψ(f(x)+t(x+ cd−1dcd )) = Aif ⊗
L
ψ(
cd−1
dcd
t)
and thus SymkAif = (SymkAifˆ ) ⊗ L⊗kψ(− cd−1dcd t)
. As a representation of D∞, we have then Aif = [d −
1]?(Lψ(gˆ(t))⊗Lρd(s0t))⊗Lρ(d(d−1)cd/2)⊗Q⊗Lψ(− cd−1dcd t) = [d−1]?(Lψ(gˆ(t)−
cd−1
dcd
td−1)⊗Lρd(s0t))⊗Lρ(d(d−1)cd/2)⊗Q.
In other words, g(t) = gˆ(t)− cd−1dcd td−1.
If p divides k, the condition
∑
i aiζ
ij for j = d− 1 is void, so both the dimension of Mk(f ;T ) and the trivial
factor at infinity behave as in the bd−1 = 0 case. If p does not divide k, the condition
∑
i aiζ
ij does never hold for
j = d− 1, so Sd−1(k, J≥j) = ∅ for j = 1, . . . , d− 1. In particular, the trivial factor of Mk(f ;T ) is 1. Furthermore,
applying the formula for the degree, we get
degMk(f, T ) =
1
d− 1
((
k + d− 2
d− 2
)
−#Sd−1(k, {1})
)
.
As a final example, suppose that d − 1 is prime and p is a multiplicative generator of Fd−1. In this case,
all non-trivial (d − 1)-th roots of unity are conjugate over Fp, so a0 + a1ζ + · · · + ad−2ζd−2 = 0 if and only if
a0+ a1ζj + · · ·+ ad−2ζ(d−2)j = 0 for any j = 1, 2, . . . , d− 2. Therefore Sd−1(k, {1}) = Sd−1(k, J) for every J ⊂ Z
such that J ∩ (d− 1)Z = ∅. As in the previous example, we conclude that, if cd−1 = 0,
Fd−1(J≥j ;T ) =
1− T (d−1)p
(1− T p)d−1(1− T d−1)
for every j ∈ J . By corollary 3.4, the degree of Mk(f ;T ) is the k-th coefficient of the power series expansion of
1
(d− 1)(1− T )d−1 −
1
d− 1 ·
1− T (d−1)p
(1− T p)d−1(1− T d−1)
∑
j∈J
h(j) =
1
(d− 1)(1− T )d−1 −
d
d− 1 ·
1− T (d−1)p
(1− T p)d−1(1− T d−1) .
If cd−1 6= 0 we have, as in the previous example, the same formula for the degree if k is a multiple of p, and
the k-th coefficient in the power series expansion of
1
(d− 1)(1− T )d−1 −
1
d− 1 ·
1− T (d−1)p
(1− T p)d−1(1− T d−1)
if k is prime to p.
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6 The p-adic point-of-view
In the previous section, we considered the rational function
Mk(f, T ) =
det(1− Frob T |H1c(A1Fq ,Sym
kAif ))
det(1− Frob T |H2c(A1Fq ,Sym
kAif ))
from the `-adic point-of-view. In this section, we use techniques in Dwork theory to describe and analyzeMk(f, T )
p-adically. The motivation for this approach is to provide estimates for the p-adic absolute values of the zeros
and poles of Mk(f, T ).
6.1 p-adic interpretation of Mk(f, T )
Let Fq be the finite field with q = pa elements. Abusing notation, we will write f(t, x) for the polynomial f(x)+tx.
Dwork’s theory provides a way to represent the function Mk(f, T ) p-adic homologically. This is accomplished
by defining “Frobenius” operators, both denoted by β¯, which act on certain homology spaces H1,k and H0,k, so
that
Mk(f, T ) =
det(1− β¯T | H1,k)
det(1− qβ¯T | H0,k)
.
In this form, estimates for the p-adic absolute values of the zeros and poles of Mk(f, T ) may be derived from an
analysis of β¯ on the homology spaces H0,k and H1,k. This analysis is carried out in section 6.2. For now, let us
demonstrate how Dwork’s theory may be used to derive the above homological description of Mk(f, T ).
p-adic Spaces. We begin by fixing some notation. Let Cp be the completion of an algebraic closure of Qp. The
valuation on Qp is normalized such that ordp(p) = 1. Let Qq denote the unramified extension of Qp of degree
a. Let pi ∈ Cp be a root of the Artin-Hasse series
∑∞
i=0
tp
i
pi with ordp(pi) =
1
p−1 . Notice that Qp(pi) is a totally
ramified extension of Qp of degree p−1. Let Qq(pi) denote the compositum in Cp of the fields Qq and Qp(pi), and
denote its ring of integers by Zq[pi]. Note that the residue class field of Zq[pi] is Fq. Let τ ∈ Gal(Qq(pi)/Qp(pi))
be a lifting of the Frobenius map x 7→ xp in Gal(Fq/Fp) such that τ(pi) = pi.
Dwork’s “splitting function” provides a bridge between the finite field Fq and the p-adic field Cp, by describing
exponential sums over finite fields p-adic analytically. Let E(t) := exp
(∑∞
i=0
tp
i
pi
)
. Define pil :=
∑l
i=0
pip
i
pi and
note that ordp(pil) ≥ p
l+1
p−1 − l − 1. Dwork’s infinite splitting function is defined as θ(t) := E(pit) =
∑∞
i=0 λit
i.
Observe that each coefficient satisfies ordp(λi) ≥ ip−1 .
Next, we need to describe the function spaces that our “Frobenius” operators will act upon. In order to
obtain the best possible estimates for the zeros and poles of the L-function, the functions in these spaces will
have specific growth conditions that fit our particular polynomial f(t, x). These are described as follows. Let b
and b′ be two positive real numbers. Define functions w0, w1 : Z≥0 → 1dZ by
w0(n) :=
n
d
and w1(n) :=
(
d− 1
d
)
n.
With ρ ∈ R, define the p-adic spaces
L(b; ρ) :=
{ ∞∑
n=0
Bnt
n | Bn ∈ Zq[pi], ordp(Bn) ≥ bw1(n) + ρ for all n ≥ 0
}
L(b) :=
⋃
ρ∈R
L(b; ρ)
K(b′, b; ρ) :=
{ ∞∑
m=0
Bmx
m | Bm ∈ L(b′; bw0(m) + ρ) for all m ≥ 0
}
K(b′, b) :=
⋃
ρ∈R
K(b′, b; ρ)
K(b′, b)• := xK(b′, b).
Notice that the space K(b′, b) is indeed suited for our polynomial as follows. Let fˆ(t, x) ∈ Zq[t, x] denote the
Teichmu¨ller lifting of f(t, x) ∈ Fq[t, x]. Then fˆ ∈ K( pp−1 , pp−1 ;− pp−1 ).
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Relative homology. In order to define relative homology we need to define a twisted differential operator on
K(b′, b). The twisting is necessary since it allows the differential operator to commute with the Frobenius operator
α, as seen below. Writing fˆ(t, x) = xd +
∑d−1
n=0 aˆnx
n + tx, define
F (t, x) := θ(xd)θ(tx)
d−1∏
n=0
θ(aˆnxn) ∈ Zq[pi][[t, x]]
Fa(t, x) :=
a−1∏
i=0
F τ
i
(tp
i
, xp
i
) ∈ Zq[pi][[t, x]].
Observe that
F (t, x) ∈ K(b′/p, b/p; 0) and Fa(t, x) ∈ K(b′/q, b/q; 0)
for all real numbers b′ ≤ b ≤ p/(p− 1). Next, we define a function G(t, x) such that
F (t, x) =
G(t, x)
Gτ (tp, xp)
.
Using this equation recursively, we see that G(t, x) must be defined by
G(t, x) :=
∞∏
j=0
F τ
j
(tp
j
, xp
j
) ∈ Zp[pi][[t, x]].
Set fˆx := x ∂∂x fˆ(t, x). Define a (twisted) differential operator on K(b′, b) by
D(t) : =
1
G(t, x)
◦ x ∂
∂x
◦G(t, x)
= x
∂
∂x
+H(t, x) (5)
where
H(t, x) :=
∞∑
j=0
pijp
j fˆτ
j
x (t
pj , xp
j
).
Note, H acts by multiplication and H ∈ K( pp−1 , pp−1 ;−1), thus D(t) is an endomorphism of K(b′, b). Using this
operator, we may define the relative homology spaces
H0 := ker(D(t) | K(b′, b)) and H1 := K(b′, b)•/D(t)K(b′, b).
In the introduction of this paper, the space H1 was denoted by Aif . Now, the above notation can be a bit
ambiguous at times. That is, there are times when we will need to keep track of both t and the constants b′ and b
in the homology spaces H1 and H0. Thus, we will often denote H1 by H1,t(b′, b). In general, H1,tn(b1, b2) means
K(b1, b2)•/D(tn)K(b1, b2) where D(tn) := x ∂∂x +H(tn, x).
Symmetric powers of relative homology. (cf. Robba [23]) The eigenvalues of the Frobenius operators
which act on the relative homology spacesH1 andH0 consist of power series in the variable t that, when specialized
to some Teichmu¨ller representative of t¯ ∈ Fp, produce the reciprocal roots pi1(t¯), . . . , pid−1(t¯) of the L-function
attached to f over A1, as mentioned in the introduction. Now, in the definition of Mk(f, T ), a type of symmetric
product of these roots is presented. A homological description of this symmetric product is obtained by taking
the symmetric power of relative homology. This we will now do. Let H(k)1 := SymkH1 denote the k-th symmetric
power of H1 over L(b′). As we shall see in Theorem 6.4 below, H1 is a free L(b′)-module with basis {xi}d−1i=1 while
H0 = 0. Thus, H(k)1 is a free L(b′)-module with basis {ei11 · · · eid−1d−1 }i1+···+id−1=k where ei := xi. For notational
convenience, we will denote ei11 · · · eid−1d−1 by ei with i := (i1, . . . , id−1). For ρ ∈ R, define
H(k)1 (b′, b; ρ) :=

∑
i:=(i1,...,id−1)∈Zd−1≥0
i1+···+id−1=k
Bie
i | Bi ∈ L(b′; bw0(i) + ρ)
 (6)
where w0(i) is defined by
w0(i) := w0(i1, . . . , id−1) :=
d−1∑
j=1
ijw0(j).
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Note that
H(k)1 = H(k)1 (b′, b) :=
⋃
ρ∈R
H(k)1 (b′, b; ρ).
Next, we define a differential operator on H(k)1 as follows. With fˆt(t, x) := t ∂∂t fˆ(t, x), define
∂ : =
1
G(t, x)
◦ t ∂
∂t
◦G(t, x)
= t
∂
∂t
+W (t, x)
where
W (t, x) :=
∞∑
j=0
pijp
j fˆτ
j
t (t
pj , xp
j
).
Note, W (t, x) ∈ K( pp−1 , pp−1 ;−1) and so ∂ is an endomorphism of K(b′, b). Now, since ∂ commutes with D(t) as
endomorphisms of K(b′, b), and its image lies in xK(b′, b), it induces an operator on relative homology ∂ : H1 → H1.
We may extend ∂ to H(k)1 by extending linearly the following action: for the product u1 · · ·uk ∈ H(k)1 define
∂(u1 · · ·uk) :=
k∑
j=1
u1 · · · uˆj · · ·uk∂(uj).
We will sometimes denote ∂ by ∂t to indicate that it is an endomorphism of H(k)1,t . Define the homology spaces
H0,k := ker(∂ | H(k)1 ) and H1,k := tH(k)1 /∂H(k)1 .
In terms of `-adic theory, these are the p-adic versions of H2c(A1Fq ,Sym
kAif ) and H1c(A1Fq ,Sym
kAif ), respectively.
Frobenius map. Now that we have created the appropriate spaces, let us define the Frobenius operators. There
will be two Frobenius operators involved, α¯(t) which is defined on relative homology whose eigenvalues are power
series in t and equal pij(t¯) when t is specialized, and another β¯ which will give the homological description of
Mk(f, T ). We begin with the definition of α¯.
Define the Cartier operator
ψx : K(b′, b/p)→ K(b′, b) by
∞∑
m=0
Bmx
m 7−→
∞∑
m=0
Bpmx
m.
Next, define the Dwork operator, which so far we have been calling the “Frobenius operator”, by (recall, q = pa)
α(t) := ψax ◦ Fa(t, x) : K(b′, b)→ K(b′/q, b).
Since α(t) ◦D(t) = qD(tq) ◦ α(t), α(t) induces a map on relative homology
α¯(t) : H1,t(b′, b)→ H1,tq (b′/q, b).
We may extend this map to the symmetric powers of relative homology, which we will denote by α¯(k)(t) :
H(k)1,t (b′, b)→ H(k)1,tq (b′/q, b). Next, define the Cartier operator ψt : H(k)1,tp(b′/p, b)→ H(k)1,t (b′, b) by( ∞∑
n=0
Bi,nt
n
)
ei 7→
( ∞∑
n=0
Bi,pnt
n
)
ei,
where we have used the fixed basis in (6) to describe the elements of H(k)1 . Finally, define the Dwork operator
β := ψat ◦ α¯(k)(t) : H(k)1,t (b′, b)→ H(k)1,t (b′, b).
Since β ◦ ∂ = q∂ ◦ β, β induces linear maps
β¯ : H0,k → H0,k and β¯ : H1,k → H1,k.
Using Dwork’s trace formula twice, precisely as in [23], we have
Mk(f, T ) =
det(1− β¯T | H1,k)
det(1− qβ¯T | H0,k)
.
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6.2 Estimates for p-adic absolute values of Mk(f, T )
We now have a p-adic homological representation of the L-function Mk(f, T ) as a quotient of characteristic poly-
nomials of the Frobenius β¯ acting on H1,k and H0,k. In this section, we will focus our attention on understanding
the roots of these polynomials, and since H0,k is often trivial, we will focus on β¯ acting on H1,k. The approach
we will take in finding estimates for the p-adic absolute values of the roots lies in the following key idea. On the
chain level, β acts on H(k)1 , a space consisting of functions with specific growth conditions. Since these growth
conditions are estimates on the p-adic absolute values of the coefficients of the power series of these functions, if
one knows how functions in H(k)1 reduce to elements in homology H1,k, perhaps the growth rates of these functions
transcends to p-adic estimates of the reduced elements in homology. This is Dwork’s decomposition theory, and
it is demonstrated in equation (7) below. As we will see in this section, once this is assumed we may apply the
theory to obtain estimates for the p-adic absolute values of Mk(f, T ).
Define W : Z≥0 × Zd−1≥0 → 1dZ≥0 by
W (n, i) := w1(n) + w0(i)
where w1 and w0 were defined in the previous section. For notational convenience, define M := H(k)1,t and
M(b′, b; ρ) := H(k)1,t (b′, b; ρ), and N := tH(k)1,t and N (b′, b; ρ) := (tH(k)1,t ) ∩ H(k)1,t (b′, b; ρ). In general, if V is a subset
of M define V (b′, b; ρ) := V ∩M(b′, b; ρ).
Theorem 6.1 below, the main theorem of this section, provides estimates for the p-adic absolute values of the
roots of Mk(f, T ). Define the q-adic valuation ordq(·) := 1aordp(·).
Theorem 6.1. Let p be a prime number such that (p, d) = 1. Suppose there exists a free, finite rank Zq[pi]-
submodule V of N with basis Γ := {tnei}(n,i)∈A for some index A such that, with b := p/(p− 1),
N (b, b; 0) ⊂ V (b, b; 0)⊕ ∂M(b, b; ) (7)
for some  ∈ R>0. Then, writing detQq(pi)(1− β¯T | H1,k) =
∑dimQq(pi)(H1,k)
m=0 cmT
m, we have
ordq(cm) ≥ min{
m∑
j=1
W (n(j), i(j))}
where the minimum runs over all sets consisting of m distinct elements of the form (n, i) ∈ A. Equivalently, the
q-adic Newton polygon of detQq(pi)(1− β¯T | H1,k) lies on or above the lower convex hull of the points(
R∑
N=0
rN ,
1
d
R∑
N=0
NrN
)
R = 0, 1, . . . , dimQq(pi)(H1,k),
where rN := #{(n, i) ∈ A |W (n, i) = N/d}.
Before proceeding to the proof of this theorem, let us give an example of it. In [15], the function Mk(f, T )
was studied for the cubic family f(t, x) = x3 + tx. In particular, N = tH(k)1 was essentially shown to satisfy (7)
for some V . Consequently, using Theorem 6.1, we have the following result, which was conjectured in loc.cit..
Corollary 6.2. Let p ≥ 5 be a prime number. For the cubic family f(t, x) := x3+ tx, when the symmetric power
k is odd and k < p, then Mk(x3, T ) is a polynomial. Furthermore, writing Mk(x3, T ) = detQq(pi)(1− β¯T | H1,k) =∑dimQq(pi)(H1,k)
m=0 cmT
m, we have
ordq(cm) ≥ 13(m
2 +m+ km).
Proof of Corollary. By Corollary 6.15 below and [15, Section 6.2], the Zq[pi]-submodule V defined by the Zq[pi]-
span of the set {tek−2i1 e2i2 }
k−1
2
i=0 ⊂ N satisfies (7) when k is odd and k < p. Thus, A = {(1, (k − 2i, 2i))}
k−1
2
i=0 , and
so by Theorem 6.1,
ordq(cm) ≥
m−1∑
j=0
(w1(1) + w0(k − 2i, 2i))
= mw1(1) + kmw0(1) + (w0(2)− w0(1))m(m− 1).
The result follows since w1(n) := 2n/3 and w0(n) := n/3.
15
The main result in Section 6.4 below will be to reduce the hypothesis (7) to a similar hypothesis which we
believe is attainable. It is expected that this similar hypothesis will hold under rather general conditions on the
prime p, the degree d, and the symmetric power k. However, it is also expected that this similar hypothesis will
fail just as often, yet (7) will still hold. The conditions under which the weaker hypothesis is valid is currently
under investigation.
The rest of this section is devoted to the proof of Theorem 6.1, whose argument closely follows that of Dwork’s
[9, §7] and Adolphson-Sperber’s [2]. The proof rests on relating the Newton polygon of β¯ to another operator,
β¯1, whose Newton polygon is much easier to estimate due to the Dwork decomposition of N given in (7). The
reason is that Dwork decomposition allows us to work on the chain level, where the operator β1 acts in an easily
understood way. Once estimates on β1 are found on the chain level Dwork decomposition provides estimates in
homology of β¯1.
For b′ ≤ b and b ≤ p/(p− 1), define α1 : K(b′, b)→ K(b′/p, b) by
α1 : = τ−1 ◦ ψx ◦ F (t, x)
=
1
G(tp, x)
◦ τ−1 ◦ ψx ◦G(t, x).
Notice that α1 ◦D(t) = pD(tp) ◦ α1, and so α1 induces a map
α¯1(t) : H1,t(b′, b)→ H1,tp(b′/p, b).
On K(b′, b), since
α(t) = ψax ◦ Fa(t, x)
= ψax ◦ F τ
a−1
(tp
a−1
, xp
a−1
) · · ·F τ (tp, xp)F (t, x)
=
(
τ−1 ◦ ψx ◦ F (tpa−1 , x)
)
◦ · · · ◦ (τ−1 ◦ ψx ◦ F (tp, x)) ◦ (τ−1 ◦ ψx ◦ F (t, x))
= α1(tp
a−1
) ◦ · · · ◦ α1(tp) ◦ α1(t),
it follows that
α¯(t) = α¯1(tp
a−1
) ◦ · · · ◦ α¯1(tp) ◦ α¯1(t). (8)
We also have the property that
ψt ◦ α¯1(tp) = α¯1(t) ◦ ψt. (9)
Consequently, with β1 := ψt ◦ Symk(α¯1(t)) : H(k)1,t (b′, b)→ H(k)1,t (b′, b), we have the relation
βa1 = ψ
a
t ◦ Symk
(
α¯1(tp
a−1
) ◦ · · · ◦ α¯1(tp) ◦ α¯1(t)
)
= ψat ◦ Symk(α¯(t))
= β
where we have used (9) for the first equality and (8) for the second. Since detQq(pi)(1 − β¯T | H1,k) ∈ Qp(pi), we
have that (
detQq(pi)(1− β¯T | H1,k)
)a = NormQq(pi)/Qp(pi)detQq(pi)(1− β¯T | H1,k)
= detQp(pi)(1− β¯T | H1,k).
Thus, (
detQq(pi)(1− β¯T a | H1,k)
)a = detQp(pi)(1− β¯T a | H1,k)
= detQp(pi)(1− β¯a1T a | H1,k)
=
∏
ζa=1
detQp(pi)(1− ζβ¯1T | H1,k). (10)
Counting multiplicities, let mi denote the number of reciprocal roots of detQp(pi)(1 − β¯1T | H1,k) which have
slope si; note, we say λ has slope si if ordp(λ) = si. Then, from (10),
(
detQq(pi)(1− β¯T a | H1,k)
)a has ami
reciprocal roots of slope si, and so detQq(pi)(1 − β¯T a | H1,k) has mi reciprocal roots with slope si. We conclude
that detQq(pi)(1− β¯T | H1,k) has mi/a reciprocal roots of slope asi.
Next, for the q-adic valuation ordq(·) := 1aordp(·), we will say a root λ has q-adic slope si if ordq(λ) = si.
Observe that the above paragraph has demonstrated that detQq(pi)(1 − β¯T | H1,k) has mi reciprocal roots with
16
q-adic slope si if and only if detQp(pi)(1 − β¯1T | H1,k) has ami reciprocal roots with p-adic slope si. In terms of
Newton polygons, this means the vertices of the q-adic Newton polygon of detQq(pi)(1− β¯T | H1,k) are
(0, 0) and
(
n∑
i=1
mi,
n∑
i=1
misi
)
n = 1, 2, . . . , dimQq(pi)(H1,k)
if and only if the vertices of the p-adic Newton polygon of detQp(pi)(1− β¯1T | H1,k) are
(0, 0) and
(
n∑
i=1
ami,
n∑
i=1
amisi
)
n = 1, 2, . . . , dimQp(pi)(H1,k).
Using this relation, any lower bound for the p-adic Newton polygon of the latter may be transformed to a lower
bound of the q-adic Newton polygon of the former by dividing the coordinates of the vertices by a. Let us now
concentrate on a lower bound for the p-adic Newton polygon of detQp(pi)(1− β¯1T | H1,k).
Define K(b′, b)• := xK(b′, b), and let V be the L(b′)-span of the set {x, x2, . . . , xd−1} in K(b′, b)•. Define
K(b′, b; ρ)• := K(b′, b)• ∩ K(b′, b; ρ) and V(b′, b; ρ) := V ∩ K(b′, b; ρ). By our hypothesis on the prime p, we will
prove in the following section the Dwork decomposition
K(b′, b; 0)• ⊂ V(b′, b; 0)⊕D(t)K(b′, b; e), (11)
where e := b− 1p−1 . Consequently, K(b′, b)• = V⊕D(t)K(b′, b), so we may identify H1 with V, a free L(b′)-module
of rank d−1 with basis {x, x2, . . . , xd−1}. Consequently, H(k)1 is a free L(b′)-module with basis {ei11 · · · eid−1d−1 := ei},
where i = (i1, . . . , id−1), each ij is a nonnegative integer satisfying i1 + · · ·+ id−1 = k, and ej := xj .
Set b = pp−1 . For i = 1, . . . , d − 1, xi ∈ K( bp , bp ;− bpw0(i))• and so F (t, x)xi ∈ K( bp , bp ;− bpw0(i))•. Thus,
α1(xi) ∈ K( bp , b;− bpw0(i))•. By (11) we may write this as
α1(xi) = Ai,1x+ · · ·+Ai,d−1xd−1 mod(D(tp)K( b
p
, b)) (12)
where Ai,j ∈ L( bp ; bp (pw0(j)− w0(i))).
Let S(i1, . . . , id−1) denote the set of nonnegative integers (l
(r)
s )1≤s,r≤d−1 that satisfy the system
l
(1)
1 + · · ·+ l(1)d−1 = i1
...
...
l
(d−1)
1 + · · ·+ l(d−1)d−1 = id−1.
and T (j1, . . . , jd−1) denote the set of nonnegative integers (l
(r)
s )1≤s,r≤d−1 that satisfy the system
l
(1)
1 + · · ·+ l(d−1)1 = j1
...
...
l
(1)
d−1 + · · ·+ l(d−1)d−1 = jd−1.
The k-th symmetric power of α¯1 acts on the basis {ei} as follows:
Symk(α¯1(t))ei11 · · · eid−1d−1
= (α¯1(t)e1)
i1 · · · (α¯1(t)ed−1)id−1
=
 r∑
j=1
A1,jej
i1 · · ·
 r∑
j=1
Ad−1,jej
id−1
=
∑
(l
(r)
s )∈S(i1,...,id−1)
Z>0
(
A
l
(1)
1
1,1 · · ·A
l
(1)
d−1
1,d−1
)
· · ·
(
A
l
(d−1)
1
d−1,1 · · ·A
l
(d−1)
d−1
d−1,d−1
)
e
l
(1)
1 +···+l(d−1)1
1 · · · e
l
(1)
d−1+···+l
(d−1)
d−1
d−1
=
∑
j:=(j1,...,jd−1)∈Zd−1≥0
j1+···+jd−1=k
B(i, j)ej11 · · · ejd−1d−1 ,
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where
B(i; j) :=
∑
(l
(r)
s )∈S(i1,...,id−1)∩T (j1,...,jd−1)
(Z>0)
(
A
l
(1)
1
1,1 · · ·A
l
(1)
d−1
1,d−1
)
· · ·
(
A
l
(d−1)
1
d−1,1 · · ·A
l
(d−1)
d−1
d−1,d−1
)
and “Z>0” is some determinable nonzero positive integer. It follows that B(i; j) ∈ L( bp ; bp (pw0(j) − w0(i))), and
so
Symk(α¯1(t)) : H(k)1 (
b
p
,
b
p
; 0)→ H(k)1 (
b
p
, b; 0). (13)
Recall, M := H(k)1,t and N := tH(k)1,t . We are supposing that there exists a free Zq[pi]-submodule V of N with
basis Γ := {tnei | (n; i) ∈ A} such that
N (b, b; 0) ⊂ V(b, b; 0)⊕ ∂M(b, b; ) (14)
for some  ∈ R. Now, Γ represents a basis ofH1,k overQq(pi), but we need to understand the Fredholm determinant
of β¯1 on H1,k viewed as a vector space over Qp(pi). To do this recall that Qq(pi) is an unramified extension field
of Qp(pi). We have denoted by Zq[pi] the ring of integers of Qq(pi) with uniformizer pi and residue field Fq, and
Zp[pi] the ring of integers of Qp(pi) with uniformizer pi and residue field Fp. Let {η¯1, . . . , η¯a} be a basis of Fq over
Fp, and let {η1, . . . , ηa} be a lifting of this basis to an integral basis of Qq(pi) over Qp(pi).
Lemma 6.3 (Dwork). The basis {ηi} has the property of p-adic directness; that is, for any g ∈ Qq(pi), writing
g = h1η1 + · · ·+ haηa with hi ∈ Qp(pi), then
ordp(g) = min
i=1,...,a
{ordp(hi)}.
Proof. Without loss of generality, we may assume that ordp(g) = 0. Set −c := (p − 1)min{ordp(hi)} ∈ Z.
Suppose c > 0. For any ξ ∈ Zq[pi], denote by ξ¯ its image in the residue field Fq. Using this notation, we see that
0 = (picg) = (pich1)η¯1 + · · ·+ (picha)η¯a mod(pi).
Since {η¯i} is a basis of Fq, we must have pichi = 0 in Fq for every i. Hence, pichi ∈ piZq[pi], and so hi ∈ pi1−cZq[pi]
for every i. Thus, for each i we have
ordp(hi) ≥ 1− c
p− 1 =
1
p− 1 + minj=1,...,a{ordp(hj)}.
However, since this is not possible we must have c nonnegative. Thus, −c ≥ 0 which means min{ordp(hi)} ≥ 0 =
ordp(g). Since we easily have ordp(g) ≥ min{ordp(hi)}, we must have equality, proving the lemma.
Since tnei ∈ M( bp , bp ;− bpW (n, i)), we have by (13) that Symk(α1(t))(tnei) ∈ N ( bp , b;− bpW (n, i)) and so
β1(tnei) ∈ N (b, b;− bpW (n, i)). By Dwork decomposition (14), this means
β1(tnei) =
∑
(m,j)∈Γ
C(n, i;m, j)tmej mod(∂M)
with
ordp(C(n, i;m, j)) ≥ b
p
(pW (m, j)−W (n, i)).
From the lemma above, if B ∈ Zq[pi] satisfies ordp(B) ≥ ρ, then writing B = B1η1 + · · · + Baηa the coefficients
satisfy ordp(Bi) ≥ ρ. Thus, we may write
C(n, i;m, j) =
a∑
r=1
C(n, i;m, j)rηr
with C(n, i;m, j)r ∈ Zp[pi] and ordp(C(n, i;m, j)r) ≥ bp (pW (m, j) −W (n, i)). Now, a basis of H1,k over the field
Qp(pi) is given by Γ′ := {ηjtnei | j = 1, . . . , a, (n, i) ∈ A}. Thus, for ηjtnei ∈ Γ′, we have
β1(ηjtnei) = τ−1(ηj)
∑
(m,j)∈Γ
C(n, i;m, j)tmej mod(∂M)
= τ−1(ηj)
∑
(m,j)∈Γ
a∑
r=1
C(n, i;m, j)rηrej (15)
18
Writing
τ−1(ηj)ηr =
a∑
s=1
bs,j,rηs with bs,j,r ∈ Zp[pi],
then (15) becomes
β¯1(ηjtnei) =
∑
(m,j)∈Γ
a∑
s=1
D(j, n, i; s,m, j)ηstmej
where
D(j, n, i; s,m, j) :=
a∑
r=1
C(n, i;m, j)rbs,j,r.
It follows that
ordp(D(j, n, i; s,m, j)) ≥ b
p
(pW (m, j)−W (n, i)).
Writing detQp(pi)(1− β¯1T | H1,k) =
∑∞
m=0 cmT
m then
cm = (−1)m
∑ ∑
σ∈Sm
sgn(σ)
m∏
l=1
D(jl, nl, i(l); jσ(l), nσ(l), i(σ(l))),
where Sm is the permutation group on {1, . . . ,m} and the outer summation runs over all sets consisting of m
distinct elements of the form (j, n, i) where ηjtnei ∈ Γ′. It follows that
ordp(cm) ≥ min
{
m∑
l=1
W (nl, i(l))
}
where the minimum runs over all sets consisting of m distinct elements of the form (j, n, i) where ηjtnei ∈ Γ′.
Let rN := #{tnei ∈ Γ | W (n, i) = N/d}. Then there are arN number of elements ηjtnei ∈ Γ′ with weight
W (n, i) = N/d. Thus, if
m =
R∑
N=0
arN
then
ordp(cm) ≥
R∑
N=0
arN
(
N
d
)
.
In other words, the p-adic Newton polygon of detQp(pi)(1 − β¯1T | H1,k) lies on or above the lower convex hull of
the points (
R∑
N=0
arN ,
R∑
N=0
arN
N
d
)
R = 0, 1, . . . , dimQp(pi) H1,k
Thus, the q-adic Newton polygon of detQq(pi)(1− βT | H1,k) lies on or above the lower convex hull of the points(
R∑
N=0
rN ,
R∑
N=0
rN
N
d
)
R = 0, 1, . . . , dimQq(pi) H1,k.
This finishes the proof of Theorem 6.1.
6.3 Relative Dwork homology
Integral to the proof of Theorem 6.1 was the Dwork decomposition of relative homology given on (11). The main
result of this section is to provide a proof of this result. This proof will closely follow arguments of Dwork’s [9,
§7] and Adolphson-Sperber’s [2]. We begin by recalling that
V(b′, b; ρ) := (L(b′)x⊕ · · · ⊕ L(b′)xd−1) ∩ K(b′, b; ρ)
V(b′, b) :=
⋃
ρ∈R
V(b′, b; ρ).
Theorem 6.4. Suppose (p, d) = 1. Let b and b′ be real numbers satisfying b′ ≤ b and 1p−1 ≤ b ≤ pp−1 . Set
e := b− 1p−1 . Then
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1. K(b′, b)• = V(b′, b)⊕D(t)K(b′, b),
2. K(b′, b; 0)• ⊂ V(b′, b; 0)⊕D(t)K(b′, b; e),
3. D(t) is injective if b > 1p−1 ,
4. if g ∈ K(b′, b)• is divisible by tn and we write g = ξ + D(t)ζ with ξ ∈ V(b′, b) and ζ ∈ K(b′, b), then tn
divides ξ and ζ.
The proof of this theorem will consist of a series of lemmas which will comprise the rest of this section.
Lemma 6.5. Suppose b′ ≤ b. Then
K(b′, b; 0)• ⊂ V(b′, b; 0) + pifˆxK(b′, b; e).
Furthermore, if ξ ∈ K(b′, b)• is divisible by tn then when we write ξ = ζ+(pifˆx)ν with ζ ∈ V(b′, b) and ν ∈ K(b′, b),
then tn divides both ζ and ν.
Proof. Write fˆ(t, x) = xd +
∑d−1
j=0 aˆjx
j + tx. Now, with
pifˆx(t, x) = pi(dxd +
d−1∑
j=1
jaˆjx
j + tx)
we may write, for m ≥ d,
xm = pidxd
(
1
pid
xm−d
)
+ pi
d−1∑
j=1
jaˆjx
j + tx
( 1
pid
xm−d − 1
pid
xm−d
)
= pifˆx(t, x)
(
1
pid
xm−d
)
−
d−1∑
j=1
j
d
aˆjx
m+j−d − 1
d
txm+1−d.
Notice that the last right-hand sum consists of terms in x of degree strictly smaller than xm. This is our reduction
formula for xm, reducing all monomials xm to some linear combination of {x, x2, . . . , xd−1}.
Next, consider Bnmtnxm ∈ K(b′, b; 0) with Bnm ∈ Zq[pi]. The reduction formula takes the form
Bnmt
nxm = pifˆx(t, x)
(
Bnm
pid
tnxm−d
)
−
d−1∑
j=1
jBnm
d
aˆjt
nxm+j−d − Bnm
d
tn+1xm+1−d. (16)
Observe that, since m ≥ d, it is immediate that Bnmpid tnxm−d ∈ K(b′, b; e) while the other terms jBnmd aˆjtnxm+j−d
and Bnmd t
n+1xm+1−d lie in K(b′, b; 0) since b ≥ b′. Iterating the recursive equation (16), we obtain
Bnmt
nxm ∈ V(b′, b; 0) + pifˆx(t, x)K(b′, b; e). (17)
Next, let ξ =
∑
n,m≥0Bnmt
nxm ∈ K(b′, b; 0)•. For each N ∈ Z≥0 we may write ξ = ζ(N)+
∑
n≥0 η
(n,N) where
η(n,N) :=
N∑
m=0
Bnmt
nxm and ζ(N) :=
∑
n≥0
∑
m≥N+1
Bnmt
nxm.
Observe that xN+1 | ζ(N) for every N , and tn | η(n,N). By (17), we may write η(n,N) = ν(n,N)1 + (pifˆx)ν(n,N)2
with ν(n,N)1 ∈ V (b′, b; 0) and ν(n,N)2 ∈ K(b′, b; e), both with the property that they are divisible by tn. Hence,∑
n≥0 ν
(n,N)
1 and
∑
n≥0 ν
(n,N)
2 produce well-defined elements of V (b
′, b; 0) and K(b′, b; e), respectively. Let us
denote these elements by ν(N)1 and ν
(N)
2 . We have thus constructed sequences of elements {ν(N)1 }N≥1 in V (b′, b; 0)
and {ν(N)2 }N≥1 in K(b′, b; e) which satisfy
ξ = ζ(N) + ν(N)1 + (pifˆx)ν
(N)
2
Now, in the topology of coefficient-wise convergence (i.e. the (pi, t, x)-adic topology), Zq[pi][[t, x]] is compact.
Thus, K(b′, b; ρ) is compact for each ρ in the induced topology. Hence, we may restrict ourselves to convergent
subsequences of {ν(N)1 }N≥1 and {ν(N)2 }N≥1 with limits ν1 ∈ V (b′, b; 0) and ν2 ∈ K(b′, b; e), respectively. Thus,
ξ = lim
N→∞
(
ζ(N) + ν(N)1 + (pifˆx)ν
(N)
2
)
= ν1 + (pifˆx)ν2,
where limN→∞ ζ(N) = 0 since xN+1 | ζ(N) for each N . This proves the lemma.
20
Lemma 6.6. Let b and b′ be real numbers. Then V(b′, b) ∩ pifˆxK(b′, b) = {0}.
Proof. Suppose η := c1x+ · · ·+cd−1xd−1 ∈ V(b′, b)∩pifˆxK(b′, b). Let ζ :=
∑∞
j=0Bjx
j ∈ K(b′, b) satisfy η = pifˆxζ.
Now,
pifˆx
∞∑
j=0
Bjx
j = c1x+ c2x2 + · · ·+ cd−1xd−1.
Writing pifˆx(t, x) = pi(dxd +
∑d−1
j=1 jaˆjx
j + tx), we have
∞∑
j=0
pidBjx
d+j +
∞∑
r=0
d−1∑
j=1
piBraˆjx
j+r +
∞∑
j=0
piBjtx
j=1 = c1x+ · · ·+ cd−1xd−1.
For j ≥ 0, since the coefficient of xd+j in this equation must vanish, we have
pidBj +
d+j−2∑
r=j+1
piBraˆd+j−r + piBd+j−1t = 0
and so
Bj = −1
d
d+j−2∑
r=j+1
Braˆd+j−r − 1
d
Bd+j−1t. (18)
Using (18) recursively, we see that Bj → 0 (p, t)-adically. Hence, Bj = 0 for all j ≥ 0 as desired.
Lemma 6.7. Let ξ ∈ K(b′, b) and suppose pifˆxξ ∈ K(b′, b; ρ). Then ξ ∈ K(b′, b; ρ+ e).
Proof. Let ξ =
∑∞
j=0Bjx
j ∈ K(b′, b) and pifˆxξ =
∑∞
j=0 Cjx
j ∈ K(b′, b; ρ). Writing pifˆx(t, x) = pi(dxd +∑d−1
j=1 jaˆj(t)x
j), where aˆ1(t) := t, we have
∞∑
j=0
pidBjx
d+j +
∞∑
r=0
d−1∑
j=1
piBraˆjx
j+r =
∞∑
j=0
Cjx
j .
From this, the coefficient of xd+j satisfies
pidBj +
d+j−1∑
r=j+1
piBraˆd+j−r = Cd+j
for all j ≥ 0. Rewriting this, we have
Bj =
1
pid
Cd+j − 1
d
d+j−1∑
r=j+1
Braˆd+j−r.
Iterating this n-times produces
Bj = ζ(j)n +
(
ξ
(j)
1 + ξ
(j)
2 + · · ·+ ξ(j)n
)
where
ζ(j)n := ±
d+j−1∑
r1=j+1
d+r1−1∑
r2=r1+1
· · ·
d+rn−1−1∑
rn=rn−1+1
1
dn
Brn aˆd+j−r1 aˆd+r1−r2 · · · aˆd+rn−1−rn
and
ξ
(j)
1 :=
1
pid
Cd+j
ξ
(j)
2 :=
1
d2pi
d+j−1∑
r1=j+1
Cd+r1 aˆd+j−r1
ξ
(j)
3 :=
1
d3pi
d+j−1∑
r1=j+1
d+r1−1∑
r2=r1+1
Cd+r2 aˆd+j−r1 aˆd+r1−r2
...
ξ(j)n :=
1
dnpi
d+j−1∑
r1=j+1
d+r1−1∑
r2=r1+1
· · ·
d+rn−2−1∑
rn−1=rn−2+1
Cd+rn−1 aˆd+j−r1 aˆd+r1−r2 · · · aˆd+rn−2−rn−1 .
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Since Brn ∈ L(b′; bw0(rn)), ζ(j)n → 0 as n tends to infinity. Thus, to complete the lemma, let us show
∑∞
n=1 ξ
(j)
n ∈
L(b′; bw0(j) + e).
We know Cd+rn−1 ∈ L(b′; bw0(d+ rn−1) + ρ). We wish to show
1
dn−1pi
Cd+rn−1 aˆd+j−r1 aˆd+r1−r2 · · · aˆd+rn−2−rn−1 ∈ L(b′; bw0(j) + e+ ρ). (19)
Notice that (19) typically has many aˆ terms equal to 1. These aˆ will not affect the L(b′;σ) space that (19) lies in.
It is only when the aˆ equals t that things change. The worse case is when all aˆ equal t. In this case, ri = id+ j− i
for i = 1, 2, . . . , n− 1 making (19) take the form
1
dn−1pi
Cd+(n−1)d+j−(n−1)tn−1,
which may easily be shown to lie in L(b′; bw0(j) + e + ρ). The general case is similar. This concludes the proof
of the lemma.
Lemma 6.8. Let b′ ≤ b and 1p−1 ≤ b ≤ pp−1 . With e := b− 1p−1 we have
K(b′, b; 0)• ⊂ V(b′, b; 0) +D(t)K(b′, b; e).
Furthermore, if ξ ∈ K(b′, b)• is divisible by tn, then when we write ξ = η+D(t)ζ with η ∈ V(b′, b) and ζ ∈ K(b′, b),
then η and ζ are also divisible by tn.
Proof. Recall, D(t) = x ∂∂x +H(t, x) with H(t, x) :=
∑∞
j=0 pijp
j fˆτ
j
x (t
pj , xp
j
). Now, observe that
fˆτ
j
x (t
pj , xp
j
) = fˆx(t, x)p
j
+ phj(t, x)
for some polynomial hj with coefficients in Zq[pi]. Write
H(t, x) = pifˆx(t, x)Q1(t, x) +K1(t, x)
where
Q1(t, x) :=
∞∑
j=0
pijpi
−1pj fˆx(t, x)p
j−1
K1(t, x) :=
∞∑
j=1
pijp
j+1hj(t, x).
We claim that Q1, 1Q1 ,K1 ∈ K(
p
p−1 ,
p
p−1 ; 0). To see this, note that since fˆ ∈ K( pp−1 , pp−1 ;− pp−1 ), we have
fˆp
j−1
x ∈ K(
p
p− 1 ,
p
p− 1 ;−
(
p
p− 1
)
(pj − 1)).
Thus,
pijpi
−1pj fˆp
j−1
x ∈ K(
p
p− 1 ,
p
p− 1 ; 0)
proving the result for Q1 and 1/Q1. Next, since hj consists of terms coming from the expansion of fˆp
j
x , we see
that hj ∈ K( pp−1 , pp−1 ;−
(
p
p−1
)
pj). Thus pijpj+1hj ∈ K( pp−1 , pp−1 ; 0) proving the result for K1.
We will first suppose b > 1p−1 . Let ξ ∈ K(b′, b; 0)•. By Lemma 6.5, there exists η1 ∈ V(b′, b; 0) and ζ1 ∈
K(b′, b; e) such that ξ = η1 + (pifˆx)ζ1. Thus,
ξ = η1 + (H −K1)Q−11 ζ1
= η1 + (Q−11 K1ζ1 − x
∂
∂x
Q−11 ζ1︸ ︷︷ ︸
=:ν1
) +D(t)(Q−11 ζ1︸ ︷︷ ︸
=:ζ′1
).
Notice that ν1 ∈ K(b′, b; e)• and ζ ′1 ∈ K(b′, b; e). Continuing this same process, but now with ν1 instead of ξ, we
are lead to
ξ = (η1 + · · ·+ ηN ) + νN +D(t)(ζ ′1 + · · ·+ ζ ′N )
22
where ηi ∈ V(b′, b; (i − 1)e), νN ∈ K(b′, b;Ne)•, and ζ ′i ∈ K(b′, b; ie). Thus, η :=
∑∞
i=1 ηi ∈ V(b′, b; 0) and
ζ ′ :=
∑∞
i=1 ζ
′
i ∈ K(b′, b; e). Upon taking the limit in the coefficientwise convergence topology we see that
ξ = η +D(t)ζ ′
as desired.
We now consider the case when b = 1p−1 . Let ξ ∈ K(b′, b; 0)•. For each N ∈ Z≥0, we may write
ξ =
N∑
n=1
Bnx
n +
∑
n≥N+1
Bnx
n.
Let  > 0. For 1 ≤ n ≤ N , since bw0(n) ≥ (b+ w0(N) )w0(n)−  we see that
N∑
n=1
Bnx
n ∈ K(b′, b+ 
w0(N)
;−)•.
Since b + w0(N) >
1
p−1 , there exists η
(,N) ∈ V(b′, b + w0(N) ;−) and ζ(,N) ∈ K(b′, b + w0(N) ;− + w0(N) ) such
that
N∑
n=1
Bnx
n = η(,N) +D(t)ζ(,N).
We have just constructed sequences {η(,N)}∞N=1 ⊂ V(b′, b;−) and {ζ(,N)}∞N=1 ⊂ K(b′, b;−). Since K(b′, b; ρ)
and V(b′, b; ρ) are compact in the coefficientwise convergence topology for each ρ, we may restrict ourselves to
convergent subsequences with limits η() ∈ V(b′, b;−) and ζ() ∈ K(b′, b;−) which satisfy
ξ = η() +D(t)ζ().
In the coefficientwise convergence topology, letting → 0+, there exists η ∈ V(b′, b; 0) and ζ ∈ K(b′, b; 0) such that
ξ = lim
→0+
η() +D(t)ζ() = η +D(t)ζ.
This proves the first part of the lemma.
The second part follows from the divisibility result in Lemma 6.5 and running through the above argument.
Lemma 6.9. Let b′ ≤ b and 1p−1 ≤ b ≤ pp−1 . Then
V(b′, b) ∩D(t)K(b′, b).
Proof. Let us first assume b > 1p−1 . Let η ∈ V (b′, b) ∩D(t)K(b′, b) be non-zero, and let ξ ∈ K(b′, b) be such that
D(t)ξ = η. Find a real number c such that ξ ∈ K(b′, b; c) but ξ 6∈ K(b′, b; c + e). We will prove that no such c
exists, contradicting the existence of η.
Since D(t) = x ∂∂x + (pifˆx)Q1 +K1, we have
η = D(t)ξ = (pifˆx)Q1ξ +
(
x
∂
∂x
ξ +K1ξ
)
.
Since x ∂∂xξ +K1ξ ∈ K(b′, b; c)•, by Lemma 6.8 there exists ν1 ∈ V(b′, b; c) and ζ1 ∈ K(b′, b; c+ e) such that
x
∂
∂x
ξ +K1ξ = ν1 +D(t)ζ1.
Hence,
η = (pifˆx)Q1ξ + ν1 +D(t)ζ1
= (pifˆx)Q1(ξ + ζ1) + ν1 +K1ζ1.
Since K1ζ1 ∈ K(b′, b; c+ e), applying Lemma 6.8 again produces ν2 ∈ V(b′, b; c+ e) and ζ2 ∈ K(b′, b; c+ 2e) such
that K1ζ1 = ν2 +D(t)ζ2. Thus,
η = (pifˆx)Q1(ξ + ζ1 + ζ2) + (ν1 + ν2) +K1ζ2.
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Iterating this via induction, and taking the limit in the coefficient-wise convergence topology, we obtain
η = (pifˆx)Q1(ξ +
∞∑
i=1
ζi) +
∞∑
i=1
νi.
This means (pifˆx)Q1(ξ+
∑∞
i=1 ζi) ∈ V(b′, b), and so by Lemma 6.6, ξ = −
∑∞
i=1 ζi ∈ K(b′, b; c) which is impossible.
Suppose now that b = 1p−1 and η ∈ V(b′, b) ∩D(t)K(b′, b). With this choice of b, α1 := τ−1 ◦ ψx ◦ F (t, x) is a
map from K(b′, b) to K(b′, pb). Therefore, since α1 ◦D(t) = pD(tp) ◦ α1, we see that
α1(η) ∈ D(tp)K(b′, pb).
Thus, the reduction of α1(η) equals zero in H1,tp(b′, pb). Now, we may also view α1 as an endomorphism of
K(b′, pb) and so, abusing notation, we obtain a map on homology α¯1 : H1,t(b′, pb) → H1,tp(b′, pb). By Lemma
6.10 below, this map α¯1 is invertible. Therefore, since the reduction of α1(η) is zero in H1,tp(b′, pb), we must have
the reduction of η in H1,t(b′, pb) equal to zero as well. Hence, η ∈ D(t)K(b′, pb). Since D(t)K(b′, pb) ⊂ K(b′, pb),
we see that η ∈ V (b′, pb) ∩ D(t)K(b′, pb). However, this intersection equals {0} by the argument above since
bp > 1/(p− 1), proving η = 0 as desired.
Lemma 6.10. Let b′ ≤ 1/(p− 1). Then α¯1 : H1,t(b′, p/(p− 1))→ H1,tp(b′, p/(p− 1)) is an isomorphism.
Proof. Since b′ ≤ 1/(p − 1), it follows from definition that α1 is a map from K(b′, 1/(p − 1)) to K(b′, p/(p − 1)).
Now, define a map α′1 : K(b′, p/(p− 1))→ K(b′, 1/(p− 1)) by
α′1 := F (t, x)
−1 ◦ Φx ◦ τ
where Φx is the map x 7→ xp. Clearly, α1 ◦ α′1 = id, the identity map on K(b′, p/(p− 1)). Hence, we have
K(b′, p/(p− 1)) = α1α′1K(b′, p/(p− 1)) ⊂ α1K(b′, 1/(p− 1)) ⊂ K(b′, p/(p− 1)).
Hence, α1 maps K(b′, 1/(p − 1)) isomorphically onto K(b′, p/(p − 1)). A similar argument shows α1 maps
K(b′, 1/(p− 1))• isomorphically onto K(b′, p/(p− 1))•.
By Lemma 6.8, we know
K(b′, 1/(p− 1))• ⊂ V(b′, 1/(p− 1)) +D(t)K(b′, 1/(p− 1)).
Applying α1 to this we obtain
K(b′, p/(p− 1))• = α1K(b′, 1/(p− 1)) ⊂ α1V(b′, 1/(p− 1)) +D(tp)K(b′, p/(p− 1)).
Since V(b′, p/(p− 1)) ⊂ K(b′, p/(p− 1))•, we have
V(b′, p/(p− 1)) ⊂ α1V(b′, 1/(p− 1)) +D(tp)K(b′, p/(p− 1)).
Now, it follows from the definition that V(b′, b1) = V(b′, b2) for any positive real numbers b1 and b2. Thus,
V(b′, p/(p− 1)) ⊂ α1V(b′, p/(p− 1)) +D(tp)K(b′, p/(p− 1)).
Viewing α1 as an endomorphism of K(b′, p/(p− 1))•, this shows α¯1 : H1,t(b′, p/(p− 1)) → H1,tp(b′, p/(p− 1)) is
surjective. Since both of these spaces are free L(b′)-modules of finite rank, α¯1 must also be injective. This finishes
the lemma.
Lemma 6.11. Suppose b > 1p−1 . If ξ ∈ K(b′, b) and D(t)ξ ∈ K(b′, b; ρ), then ξ ∈ K(b′, b; ρ+ e).
Proof. Suppose ξ 6= 0. Choose c ∈ R such that ξ ∈ K(b′, b; c) but ξ 6∈ K(b′, b; c+ e). Then
(pifˆx)Q1ξ = D(t)ξ − x ∂
∂x
ξ −K1ξ ∈ K(b′, b;min{ρ, c}).
Thus, (pifˆx)ξ ∈ K(b′, b;min{ρ, c}) which, by Lemma 6.7, implies ξ ∈ K(b′, b;min{ρ, c}+ e). By our choice of c the
lemma follows.
Corollary 6.12. Suppose b > 1p−1 . Then D(t) is injective.
Proof. Suppose there exists nonzero ξ ∈ K(b′, b) such that D(t)ξ = 0. Then, by Lemma 6.11, since 0 ∈ K(b′, b; ρ)
for every ρ, we have ξ ∈ K(b′, b; ρ+ e) for every ρ. Hence, ξ must be zero.
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6.4 Dwork decomposition for the symmetric powers of relative homology
Theorem 6.1 demonstrated one consequence of Dwork decomposition with the operator ∂. In this section, we
wish to take the hypothesis of Dwork decomposition in that theorem and reduce it to a similar hypothesis which
replaces the differential operator ∂ with an easier operator LΦ described below. We expect that this similar
hypothesis may be demonstrated for a large class of f(t, x). However, we also expect that it will fail just as often.
New ideas will be required to handle the latter case.
It is easiest to see the main obstructions to the theory if we generalize a bit. Let d be a positive integer. We
call a function w : Zs≥0 → 1dZ≥0 a weight function if it satisfies the following three properties:
1. w(0) = 0,
2. w(cu) = cw(u) for every c ∈ Q≥0, and
3. w(u+ v) ≤ w(u) + w(v) for all u, v ∈ Zs≥0.
Let w1 : Zs≥0 → 1d1Z≥0 be a weight function. Let b and b′ be positive real numbers. For each ρ ∈ R define
L(b′; ρ) :=
 ∑
j∈Zs≥0
Ajt
j | Aj ∈ Zq[pi], ordp(Aj) ≥ b′w1(j) + ρ
 .
This is a p-adic Banach space with norm given by ‖∑Ajtj‖ := minj ordp(Aj). Define
L(b′) :=
⋃
ρ∈R
L(b′; ρ).
Let M be a free L(b′)-module with basis {e1, . . . , er}. We place a weight on each basis element ei as follows: fix
a positive integer d0 and let w0 : {1, . . . , r} → 1d0Z≥0 be any function. Note, w0 is not a weight function since the
set {1, . . . , r} is finite. Define
M(b′, b; ρ) :=
{
r∑
i=1
Biei | Bi ∈ L(b′; bw0(i) + ρ)
}
(20)
and
M(b′, b) :=M =
⋃
ρ∈R
M(b′, b; ρ).
For any subset U of M, we may define U(b′, b; ρ) := U ∩M(b′, b; ρ) and U(b′, b) := U ∩M(b′, b).
Denote by M(k) := SymkM the k-th symmetric power of M over L(b′). Similar to (20) define
M(k)(b′, b; ρ) :=

∑
i:=(i1,...,ir)∈Zr≥0
i1+···+ir=k
Bie
i | Bi ∈ L(b′; bw0(i) + ρ)

where ei := ei11 · · · eirr and
w0(i) := w0(i1, . . . , ir) :=
r∑
j=1
ijw0(j).
Let N be a free, finite rank L(b′)-module, and denote by N (k) the k-th symmetric power of N over L(b′). Let
Φ : M→ N be an L(b′)-module morphism. Define the Leibnitz operator of Φ to be the operator LΦ : M(k) →
N (k) defined by
LΦ(ei11 · · · eirr ) :=
r∑
m=1
ime
i1
1 · · · eim−1m · · · eirr Φ(em).
Next, we mention a short technical lemma which will be useful.
Lemma 6.13. Suppose Φ :M(b′, b; 0)→ N (b′, b; ρ). Then LΦ :M(k)(b′, b; 0)→ N (k)(b′, b; ρ).
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Proof. Since ei ∈ M(b′, b;−bw0(i)) we have Φ(ei) = ai,1e1 + · · · + ai,rer ∈ N (b′, b; ρ − bw0(i)). Thus, ai,j ∈
L(b′; ρ+ bw0(j)− bw0(i)). Similarly, since ei11 · · · eirr ∈M(b′, b;−bw0(i1, . . . , ir)) we see that
LΦ(ei11 · · · eirr ) =
r∑
l=1
ile
i1
1 · · · eil−1l · · · eirr Φ(eil)
=
r∑
l=1
(∑
j<l
ilal,je
i1
1 · · · eij+1j · · · eil−1l · · · eirr
+
∑
j>l
ilal,je
i1
1 · · · eij−1j · · · eil+1l · · · eirr
+ ilal,lei11 · · · eirr
)
.
Let us consider one of these terms, say ilal,jei11 · · · eij+1j · · · eil−1l · · · eirr with j < l. Observe
ordp(al,j) ≥ ρ+ bw0(j)− bw0(l)
= ρ+ bw0(i1, . . . , ij + 1, . . . , il − 1, . . . , ir)− bw0(i1, . . . , ir).
The other terms are similar, proving LΦ(ei) ∈ N (k)(b′, b; ρ− bw0(i)) as desired.
Let us now return to our particular family. With fˆt := t ∂∂t fˆ(t, x), since pifˆt ∈ K( pp−1 , pp−1 ;−1), by Theorem
6.4 we have for each i = 1, . . . , d− 1,
pifˆt(t, x)xi = Ai,1x+ · · ·+Ai,d−1xd−1 +D(t)(hi(t, x))
for some Ai,j ∈ L( pp−1 ) and hi ∈ K( pp−1 , pp−1 ). This defines a morphism
pifˆt : H1,t( p
p− 1 ,
p
p− 1 ; 0)→ H1,t(
p
p− 1 ,
p
p− 1 ;−1)
via the matrix (Ai,j)1≤i,j≤d−1 which acts on the right. With b′ ≤ b and b ≤ p/(p−1), this defines an endomorphism
Lpifˆt on H
(k)
1,t (b
′, b). Set N (b′, b) := tH(k)1,t (b′, b) and M(b′, b) := H(k)1,t (b′, b).
Theorem 6.14. Let p be a prime number such that (p, d) = 1. Suppose Lpifˆt satisfies the following: there exists
a free, finite rank Zq[pi]-submodule Vk of N (p/(p − 1), p/(p − 1)) such that for any pp−1 ≥ b ≥ b′ ≥ 1p−1 , with
e′ := b′ − 1p−1 ,
1. N (b′, b; 0) ⊂ Vk(b′, b; 0) + LpifˆtM(b′, b; e′)
2. Vk(b′, b) ∩ LpifˆtM(b′, b) = {0}
Then ∂ satisfies:
1. N (b′, b; 0) ⊂ Vk(b′, b; 0) + ∂M(b′, b; e′)
2. Vk(b′, b) ∩ ∂M(b′, b) = {0} for 1p−1 < b′ ≤ pp−1 and 1p−1 ≤ b ≤ pp−1 .
As an example of the theorem, consider the cubic family f(t, x) = x3 + tx. In [15] it was shown that Lpifˆt
satisfied the hypothesis in the theorem when k is odd and k < p. Consequently, we have the following result.
Corollary 6.15. Let f(t, x) = x3 + tx and p ≥ 5 be a prime number. Suppose k is an odd positive integer
satisfying k < p. Let Vk denote the Zq[pi]-span of the set {tek−2i1 e2i2 }
k−1
2
i=0 ⊂ N Then
N (b′, b; 0) ⊂ Vk(b′, b; 0) + ∂M(b′, b; e′).
The proof of Theorem 6.14 will consist of a series of lemmas which will comprise the rest of this section.
Lemma 6.16. Suppose 1/(p− 1) ≤ b′ ≤ b ≤ p/(p− 1). Set e′ := b′ − 1p−1 . If
N (b′, b; 0) ⊂ V (b′, b; 0) + LpifˆtM(b′, b; e′)
then
N (b′, b; 0) ⊂ V (b′, b; 0) + ∂M(b′, b; e′).
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Proof. On K(b′, b) we may write ∂ := t ∂∂t +W (t, x) where
W (t, x) :=
∞∑
j=0
pijp
j fˆτ
j
t (t
pj , xp
j
).
For each j ∈ Z≥0 write
fˆτ
j
t (t
pj , xp
j
) = fˆt(t, x)p
j
+ pgj(t, x)
for some polynomial gj whose coefficients lie in Zq[pi]. This allows us to write
W (t, x) = pifˆt(t, x)Q2(t, x) +K2(t, x) (21)
where
Q2(t, x) :=
∞∑
j=0
pijpi
−1pj fˆt(t, x)p
j−1
K2(t, x) :=
∞∑
j=1
pijp
j+1gj(t, x).
Using a similar argument as that in Lemma 6.5, one may show Q2, 1Q2 ,K2 ∈ K(
p
p−1 ,
p
p−1 ; 0).
Since tx | fˆt, we may write Q2(t, x) = 1 + (tx)p−1ν(t, x) for some ν, making Q2(t, x)x = x + tp−1xpν(t, x) ∈
K( pp−1 , pp−1 ;−
(
p
p−1
)
w0(1)). By Lemma 6.5, we may write
tp−1xpν(t, x) = B1x+ · · ·+Bd−1xd−1 + pifˆx(t, x)h(t, x),
where Bjxj ∈ K( pp−1 , pp−1 ;−
(
p
p−1
)
w0(1)) and h ∈ K( pp−1 , pp−1 ;−
(
p
p−1
)
w0(1) + 1). Furthermore, since tp−1
divides the left-hand side, by Lemma 6.5 each Bj for j = 1, . . . , d− 1 is also divisible by tp−1, as well as h.
From (21), since
Q2(t, x)x = (1 +B1)x+B2x2 + · · ·+Bd−1xd−1 + pifˆx(t, x)h(t, x),
we may write for each i = 1, . . . , d− 1
W (t, x)xi = (1 +B1)pifˆt(t, x)xi + Si(t, x) + Ti(t, x), (22)
where
Si := pifˆt
(
B2x
2 + · · ·+Bd−1xd−1
)
xi−1
Ti := K2xi +D(t)(Q−11 pifˆthx
i−1)− x ∂
∂x
(Q−11 pifˆthx
i−1)−K1Q−11 pifˆthxi−1.
From the estimates above one may show Ti ∈ K( pp−1 , pp−1 ;−
(
p
p−1
)
w0(i)), and so Ti ∈ K(b′, b;−bw0(i)). Fur-
thermore, tpx divides each Si since t divides ft and tp−1 divides each Bj . Thus, Si ∈ K(b′, b;−e′ + % − bw0(i))
where
% :=
(
p
p− 1 − b
′
)
(w1(p)− 1) +
(
p
p− 1 − b
)
w0(1). (23)
By Theorem 6.4 we may write
Si = Ci,1x+ · · ·+ Ci,d−1xd−1 +D(t)zi (24)
Ti = Ai,1x+ · · ·+Ai,d−1xd−1 +D(t)wi
where
Ci,j ∈ L(b′; b(w0(j)− w0(i))− e′ + %) and Ai,j ∈ L(b′; b(w0(j)− w0(i))). (25)
These define (d − 1) × (d − 1) matrices C := (Ci,j) and A := (Ai,j). It follows from (25) that C and A define
morphisms
C : H1,t(b′, b; e′)→ H1,t(b′, b; %)
A : H1,t(b′, b; 0)→ H1,t(b′, b; 0).
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By Lemma 6.13 below this means
LC : H(k)1,t (b′, b; e′)→ H(k)1,t (b′, b; %)
LA : H(k)1,t (b′, b; 0)→ H(k)1,t (b′, b; 0).
Finally, with µ := 1 +B1, from (22) and (24) we see that
LW = µLpifˆt + LC + LA.
We will first suppose 1p−1 < b
′ < pp−1 . Let ξ ∈ N (b′, b; 0). By the hypothesis on Lpifˆt , there exists η1 ∈
V (b′, b; 0) and ζ1 ∈M(b′, b; e′) so that ξ = η1 + Lpifˆtζ1. Hence,
ξ = η1 + (LC + LA)(−µ−1ζ1) + LW (µ−1ζ1)
= η1 + (LC + LA + t d
dt
)(−µ−1ζ1)︸ ︷︷ ︸
=:ν1
+∂(µ−1ζ1︸ ︷︷ ︸
=:ζ′1
),
and so ξ = η1 + ν1 + ∂ζ ′1. By our assumptions on b
′ we have % > 0. Let  := min{%, e′} > 0. Notice that
ν1 ∈ H(k)1,t (b′, b; ) and ζ ′1 ∈ H(k)1,t (b′, b; e′). We have just taken ξ and written it as the sum η1 + ν1 + ∂ζ ′1. We may
now do the same procedure but now with ν1, which means
ξ = (η1 + η2) + ν2 + ∂(ζ ′1 + ζ
′
2).
Continuing this process, we are led to an equation of the form
ξ = (η1 + · · ·+ ηN ) + νN + ∂(ζ ′1 + · · ·+ ζ ′N )
where ηi ∈ V (b′, b; (i − 1)), ζ ′i ∈ H(k)1,t (b′, b; (i − 1) + e′), and νN ∈ N (b′, b;N). Letting N tend to infinity, we
see that
ξ = η + ∂ζ ′
where η :=
∑∞
i=1 ηi ∈ V (b′, b; 0) and ζ ′ :=
∑∞
i=1 ζ
′
i ∈M(b′, b; e′) as desired.
Suppose now that b = b′ = pp−1 . Let ξ ∈ N (b′, b; 0). Let 0 <  < 1. Then ξ ∈ N (b′ − , b; 0). By the above
argument, there exists η() ∈ V (b′ − , b; 0) and ζ() ∈ M(b′ − , b; 1 − ) such that ξ = η() + ∂ζ(). Restricting
ourselves to a strictly decreasing sequence of  which tend to zero constructs sequences {η()} ⊂ V ( 1p−1 , b; 0) and
{ζ()} ⊂M( 1p−1 , b; 0). These two spaces are compact in the topology of coefficientwise convergence, and so the
sequences have accumulation points η and ζ, respectively. By construction, η belongs to each V (b′ − , b; 0) for
every  > 0, which forces η ∈ V (b′, b; 0). A similar argument holds for ζ, showing ζ is an element of M(b′, b; 1).
This proves the result for the case b′ = b = pp−1 .
Lastly, suppose b′ = 1p−1 . For each N ∈ Z≥0, we may write
ξ =
∑
i
(
N∑
n=1
Bn,it
n
)
ei +
∑
i
( ∞∑
n=N+1
Bn,it
n
)
ei.
Let  > 0. For each 1 ≤ n ≤ N , since b′w1(n) + bw0(i) ≥ (b′ + w1(N) )w1(n) + bw0(i)− , we see that
∑
i
(
N∑
n=1
Bn,it
n
)
ei ∈ N (b′ + 
w1(N)
, b;−).
Suppose b ≥ b′ + w1(N) > 1p−1 . It follows from the argument above that there exists η(,N) ∈ V (b′ + w1(N) , b;−)
and ζ(,N) ∈M(b′ + w1(N) , b;−+ w1(N) ) such that
∑
i
(
N∑
n=1
Bn,it
n
)
ei = η(,N) + ∂ζ(,N).
We have just constructed sequences {η(,N)}∞N=1 ⊂ V (b′, b;−) and {ζ(,N)}∞N=1 ⊂ M(b′, b;−). Since both of
these spaces are compact in the topology of coefficientwise convergence we may restrict ourselves to convergent
subsequences with limits η() ∈ V (b′, b;−) and ζ() ∈M(b′, b;−) which satisfy
ξ = η() + ∂ζ().
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In the coefficientwise convergence topology, letting  → 0+, there exists η ∈ V (b′, b; 0) and ζ ∈ M(b′, b; 0) such
that
ξ = lim
→0+
η() + ∂ζ() = η + ∂ζ.
This finishes the case when b > b′ = 1p−1 . The case when b = b
′ = 1p−1 is similar.
Lemma 6.17. Suppose 1p−1 < b
′ ≤ pp−1 , and 1/(p− 1) ≤ b ≤ p/(p− 1). Suppose
V (b′, b) ∩ LpifˆtM(b′, b) = {0}.
Then
V (b′, b) ∩ ∂M(b′, b) = {0}.
Proof. We will first assume pp−1 > b
′ > 1p−1 . Let η ∈ V (b′, b) ∩ ∂M(b′, b) be non-zero, and let ξ ∈ M(b′, b) be
such that ∂ξ = η. Let c be a real number such that ξ ∈ M(b′, b; c) but ξ 6∈ M(b′, b; c+ ) for any  > 0. We will
prove that no such c exists, contradicting the existence of a non-zero η.
Using notation from the proof of Lemma 6.16, we have ∂ = t ddt + µLpifˆt + LC + LA, and so
η = ∂ξ = µLpifˆtξ + (t
d
dt
+ LC + LA)ξ︸ ︷︷ ︸
=:ζ′1
.
Letting  := min{%, e′} > 0, where % comes from (23), we see that ζ ′1 ∈ M(b′, b; c − e′ + ). From Lemma 6.16,
there exists η1 ∈ V (b′, b; c− e′ + ) and ζ1 ∈M(b′, b; c+ ) such that
ζ ′1 = η1 + ∂ζ1
= η1 + Lpifˆt(µζ1) + (t
d
dt
+ LC + LA)ζ1︸ ︷︷ ︸
=:ζ′2
.
Observe that ζ ′2 ∈M(b′, b; c+ 2− e′), and
η = Lpifˆt(µξ + µζ1) + ζ ′2 + η1.
Iterating this process, but now starting with ζ ′2, we are led to the equation
η = Lpifˆt(µ(ξ + ζ1 + · · ·+ ζN )) + ζ ′N+1 + (η1 + · · ·+ ηN )
with ζi ∈M(b′, b; c+ i), ζ ′N+1 ∈M(b′, b; c+ (N + 1)− e′), and ηi ∈ V (b′, b; c− e′ + i). Hence,
η −
∞∑
i=1
ηi = Lpifˆt(µ(ξ +
∞∑
i=1
ζi)).
It follows from the hypothesis on Lpifˆt that ξ = −
∑∞
i=1 ζi ∈M(b′, b; c+ ), contradicting out choice of c.
The result follows for b′ = pp−1 since
V (b′, b) ∩ ∂M(b′, b) ⊂ V (b′ − , b) ∩ ∂M(b′ − , b) = {0},
where the last equality follows for any  > 0 by the preceding argument.
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