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1. INTRODUCTION 
In the study of nonlinear differential or difference equations, an important 
application of quasilinearization is that it leads to an explicit analytic repre- 
sentation for their solutions in terms of quadratures and the extremum 
operation. From this representation, bounds for the solutions can be deduced 
which are solutions of linear equations; and these bounds have been used 
fruitfully in the study of asymptotic and convergence behavior of solutions 
to nonlinear equations [l-2]. Detailed discussions of the method of quasiline- 
arization and its associated solution representation theorems are given in 
L3-41. 
In this paper, we indicate that this representation via quasilinearization 
permits us to obtain stability results for a class of nonlinear stochastic dif- 
ferential or difference equations. We show this by considering a nonlinear 
differential equation of the Riccati type. 
2. QUASILINEARIZATION AND A STOCHASTIC RICCATI EQUATION 
Let us consider a stochastic version of the Riccati equation 
wheref(t) and g(t) are sample functions of well-behaved stochastic processes. 
This equation is of considerable practical importance not only because it 
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arises in the study of a number of physical problems, but also because it is 
associated with the second-order differential equation 
$0 + f(t) i)(t) + g(t) v(t) = 0, t 3 0, (2) 
through 
u(t) = ti(t)/v(t). (3) 
We are interested in the stability behavior of (1) in some stochastic sense. 
Let us assume that the processesf(t) andg(t) are measurable and continuous 
on [0, co) with probability one. This condition implies that the sample 
differential Eq. (1) exists as a deterministic differential equation. The sample 
solution exists and is unique on [0, cc). 
The application of quasilinearization leads to the representation for u(t) 
where x[r(t), t] satisfies the linear differential equation 
W(t), tl = r2(t) - 2r(t) x[y(t), tl -f(t) x[r(t), tl - g(t), 
t 2 0, x[r(O), O] = u() . 
(5) 
Hence, the solution x[r(t), t] provides an upper bound for u(t). It holds for 
all well-behaved r(t) on [0, co). The minimum is achieved when r(t) = u(t). 
A bound in the other direction can also be obtained. Consider the case 
where the sample functions of g(t) take only nonpositive values, we can show 
that [2] 
u(t) = y(yY[sw, 4, (6) 
where x[s(t), t] = l/y[s(t), t] satisfies 
4s(t), tl = g(t) cw) mq, tl - s2(t)> + f(t) 4s(t>, tl + 1 
t 30, z[s(O), O] = l/U, . 
(7) 
The lower bound y[s(t), t] holds for all well-behaved s(t) and is valid in an 
interval of t in which u(t) does not vanish. The maximum is achieved when 
s(t) = l/u(t). 
We thus see that, under certain conditions, the technique of quasilineariza- 
tion permits us to write 
II Wll G II W)ll > t >, 0, (8) 
where U(t) is obtained by solving appropriate linear differential equations in 
specified intervals of t. In Eq. (8), the norm 11 u(t)11 can be taken as the Eucli- 
dean norm. 
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Since a great deal of research has been devoted to the stability study of 
linear equations, the inequality (8) immediately suggests that stability prop- 
erties of u(t) can be deduced from that associated with linear equations. In 
this particular case, the linear equations are simple first-order equations and 
can be solved explicitly. 
3. STOCHASTIC STABILITY 
Before proceeding further, it is necessary that we choose a specific stability 
criterion for analysis. For our purposes, it suffices to study the stability 
questions based upon the following definitions. 
DEFINITION 1. Exponential stability of the mean norm: Consider a homo- 
geneous equation whose equilibrium solution is u = 0. We denote the solution 
with initial state u0 at to by u(t; u 0 , to). The equilibrium solution is said to 
possess exponential stability of the mean norm if there exists 6 > 0 and 
constants 01, /3 > 0, such that 11 z+, j/ < 6 implies 
E II u(t, no , to)ll < 01 IIu. II expel-& - Gil (9) 
for all t 3 to. 
DEFINITION 2. Forced stability of the mean norm: Let us add a nonhomo- 
geneous term g(t) to the homogeneous equation and denote the complete 
solution by u,(t; u o , to). The complete solution is said to possess forced 
stability of the mean norm if there exist 6, p > 0, such that 11 u. II < 6 and 
IIg(t)jl is bounded by p in some stochastic sense implies 
for all t > to . The positive quantity D is finite and independent of t. 
The first definition was first used by Bertram and Sarachik [5]. While it 
is a moment stability concept, it does have, under certain circumstances, 
significant ties with sample stability concepts [6]. The second definition is a 
convenient stochastic analog of its deterministic counterpart, namely, the 
concept of bounded inputs imply bounded outputs. 
Let us now use these concepts to consider the stability of (1) with the aid 
of quasilinearization. In order to carry out the explicit steps, let us consider 
the case where 
uo > 0, 
In this case, we have 
g(t) < 0 with probability one. (11) 
II Ml d II XW>, ai 7 .t 3 0, (12) 
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for all r(t), where x[r(t), t] satisfies the linear Eq. (5) and we have the follow- 
ing result. 
THEOREM. Let conditions (I 1) be satisfied. The solution of (1) is forced stable 
of the mean norm if E IIf”(t)~l and E 11 g(t)11 exist und arejnite. 
Proof. It is clear from (12) that we only need to show that x[r(t), t] is 
forced stable of the mean norm for some r(t). Let us rewrite (5) in the form 
2 = u(t) x + b(t), 40) = *o , (13) 
then 
a(t) = -P(t) + f (91 
b(t) = y2(t) -g(t). (14) 
Since the choice of r(t) is at our disposal, let 
y(t) = cl - f(t)/& (15) 
with probability one, where 01 is a positive constant. This choice renders the 
homogeneous part of (13) deterministic, and the equilibrium solution is 
exponentially asymptotically stable in the deterministic sense for all bounded 
uo . 
Let us write the complete solution of (13) in the form 
x(t) = C(t, 0) uo + St $(t, 7) b(7) dT 
0 
= $(t, 0) uo + Jf $(t, 7) ([a - f(+21” + g(T)> dT, 
0 
(16) 
where +(t, T) is the (deterministic) one-sided Green’s function of (13). We 
have 
E II WI < ll4(4 ON II u. II + if II 4(4 ~111 {E lib - f(7)/212 II + E II Eli) dT. 
0 
(17) 
Since the equilibrium solution is exponentially stable, it follows that 
II$(tl w < Cl and J t E II +(t, T)II dT < ~2 (18) 0 
uniformly in t. Hence, E/I x(t)11 is bounded if 11 u. jj is bounded and if 
E I\[N - f(7)/212 // and E 11 g(T)11 are bounded. The latter conditions hold if 
E )I f 2(t)ll and E jj g(t)lj are bounded. 
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4. FURTHER REMARKS 
It is clear that other modes of stability can be discussed in a similar fashion. 
The stability of moments of higher order, for example, can be examined 
following the same procedure. It is easy to see from (16) that stability of 
higher order moments for the solution process a(t) can be insured by bound- 
edness of the higher order moments and correlations of g(t) andf(t). 
By virtue of our assumption that all solutions exist in the sample sense, the 
inequality (8) implies that, for every u,, , every sample solution 11 u(t)11 is 
bounded by the corresponding sample solution 11 U(t)([ , which is the solution 
of the associated linear differential equations. Hence, under certain conditions, 
almost sure sample stability properties of nonlinear equations can also be 
discussed based upon almost sure sample stability properties of their 
associated linear equations. This is constructive because almost sure sample 
stability for linear systems has been studied extensively (see [6]). Almost sure 
sample stability is perhaps the most desirable property that one could ask 
for since it is the closest stochastic counterpart of deterministic stability. 
Finally, we wish to point out that our methods and results can be extended 
to the consideration of nonlinear vector and matrix equations. A direct 
generalization is to consider the general matrix Riccati equation 
~~=A+Bu+~B~+ucu, U(O) = u, 9 (19) 
where A, C, and U, are symmetric matrices and the coefficient matrices 
contain stochastic elements. The matrix B' denotes the transpose of B. 
It has been shown [7] that, under certain conditions, the upper and lower 
bounds of the matrix solution U(t) can be determined and these bounds are 
solutions of linear matrix equations. Hence, stochastic stability of (19) can 
again be discussed based upon stability results for linear systems. 
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