We consider local smoothing of datasets where the design space is the d-dimensional (d ≥ 1) torus and the response variable is real-valued. Our purpose is to extend least squares local polynomial fitting to this situation. We give both theoretical and empirical results.
Introduction
A circular observation can be regarded as a point on the unit circle, or a direction in the plane. Once an initial direction and an orientation of the unit circle have been chosen, any circular observation may be represented by an angle θ ∈ [0, 2π). Typical examples include flight direction of birds from a point of release, wind and ocean current direction, energy demand over a period of 24 hours when the measurements are taken over a time interval much longer than the day and when the times of the day are recorded. A circular observation is periodic, i.e., θ = θ + 2mπ for m ∈ . This periodicity sets apart circular statistical analysis from standard real-line methods. Recent accounts are given by Jammalamadaka & SenGupta (2001) and Mardia & Jupp (1999) .
A much less studied subject is local regression in the case of circular predictors and real-valued responses. Its practical relevance is easily seen when considering the analysis of meteorological data, or more generally in earth and environmental sciences. Silverman (1986, sec. 2.10) suggests fitting data replicated along the interval [−2π, 4π) , with a smoothing degree depending on the original sample size. The only alternative approach appears to be periodic smoothing splines, introduced by Cogburn & Davis (1974) . Nothing specific and reasonably simple appears to exist for the high-dimensional case, although this seems needed in new fields of applications such as the study of protein structure. For example, it could be of interest to predict toxicity from the sequence of conformational angles in a pesticide. In this example, the number of observations will be about 10, but sample sizes are also large in bioinformatics.
In this paper we extend least squares local polynomial fitting (Ruppert & Wand 1994, for example) to the case when a design point θ is a vector of angles (θ 1 , · · · , θ d )
T ∈ [0, 2π) d , and the response is real-valued. Geometrically, θ identifies a point of a d-dimensional torus made of the cartesian product of d unit circles. Our strategy is twofold. We i) introduce a class of circular weight functions (or kernels), and ii) locally approximate the design density and the regression function by the pth degree polynomial
Point ii) is motivated by the fact that the difference between two angular observations needs to be maximal at (2m+1)π, and minimal at 2mπ. Also consider that sin(θ) ⋍ θ, and consequently the polynomial (1) satisfies a Taylor series interpretation.
In Section 2 we define the kernels suitable for our polynomial fitting, and explore their efficiency properties. In Section 3 we consider the local linear (p = 1) regression estimator, along with conditional mean squared error and optimal smoothing. We also extend the analysis, for univariate predictors, to general p. Finally, Section 4 contains a small simulation study to illustrate the finite sample behaviour of the results.
Circular kernels

Definitions
We introduce our kernels in the one-dimensional setting. Such an approach seems adequate in that we will use as weight functions products of univariate kernels, as the torus geometry allows for.
Definition 1. (Circular kernels of order r) A circular kernel, of order r and concentration (smoothing) parameter
iii) as κ increases
Condition i) specifies that the kernel is symmetric around the null mean direction. The quantity η j (K κ ) in ii) plays a similar rôle as the jth moment of a symmetric kernel in the linear theory, being zero if j is odd. 
are both circular kernels. In particular, D κ has order κ + 1 if κ is odd, and κ + 2 otherwise, while F κ has order 2.
Remark 2. Our order definition is consistent with the techniques used for obtaining higher order kernels starting from second-order ones. As an instance, we apply a technique of Lejeune & Sarda (1992) , to get a result useful in Theorem 4. Given a second-order circular kernel K κ , let E ℓ be a matrix of order ℓ + 1 with (i, j)-th entry given by η i+ j−2 (K κ ), and U ℓ be the same as E ℓ with the first column replaced by {1,
is a circular kernel of order ℓ + 1 when ℓ is odd, and of order ℓ + 2 otherwise.
Remark 3. The univariate setting allows for a comparison with previous work. Our kernels include kernels on the sphere which are functions of κ{1 − cos(θ)} studied by Beran (1979) , Hall et al. (1987) , Bai et al. (1988) and Klemelä (2000) . However, the kernels D κ , F κ and the wrapped Cauchy are not of this latter form, yet fulfil the conditions of Definition 1.
Kernel efficiency
We discuss the efficiency of our kernels in the density estimation setting to allow easy comparisons with the standard theory.
Definition 2. (Kernel circular density estimator) Let Θ 1 , · · · , Θ n be a random sample from a bounded, continuous circular density f . Given a circular kernel K κ , the kernel estimator of f at θ ∈ [0, 2π) is defined aŝ
The efficiency theory of euclidean kernels (p. 42 Silverman 1986 , for example) is based on the fact that the bandwidth and the kernel have separable contributions to the mean integrated squared error
, whereĝ gives the kernel estimate of the curve g at a point of the domain. Unfortunately, this is not the case for the MISE of (2). In fact, we have Theorem 1. Given a random sample Θ 1 , · · · , Θ n drawn from a density f , letf (· ; κ) be the kernel circular density estimator equipped with the second-order kernel K κ , if
ii) lim n→∞ n
Proof. See Appendix.
Remark 4. The MISE of Hall et al. (1987) is very similar to that above. For example, consider the von Mises kernel, for which γ j (κ) := I j (κ)/I 0 (κ), I j (·) being the modified Bessel function of the first kind and order j. Using the notation of (3.7) in Hall et al. (1987) , we have: c
consequently their asymptotic MISE differs from the leading terms in the above MISE of an order of O(κ −4 ) .
In our efficiency analysis we need
be a random sample from a circular density f having Fourier series expansion f
Without loss of generality we can suppose that the mean direction is 0, and we consider only densities and kernels which are fully specified by their concentration parameters, respectively denoted as ρ and κ. For the above decomposition, when considering the (relative) efficiency of two circular kernels, the smoothing parameters do not "cancel" and so their equivalence needs first to be established as follows. For fixed ρ and n, we can obtain κ to minimize MISE for a given kernel function. The efficiency of one kernel relative to another may then be measured by taking the ratio of the minimized MISEs.
As the Dirichlet kernel (γ j (κ) = ½ { j≤κ} ) is of higher order for κ > 1 -and so expected to be asymptotically more efficient -we have measured the efficiency of other kernels relative to this one. In Figure 1 we show the relative efficiency of the von Miseswrapped normal (γ j (κ) = κ j 2 ), and Fejér (γ j (κ) = ½ { j≤κ} (κ + 1 − j)/(κ + 1)) kernels for n = 5, 25, 125, 625 for the von Mises and wrapped Cauchy (α j = ρ j ; δ j = 0) distributions. Not surprisingly, the wrapped Normal and von Mises kernels are very similar, and both are better than the Fejér kernel. For small n, the von Mises kernel is more efficient that the Dirichlet kernel; markedly so for the Cauchy distribution, or for data with low concentration.
Local polynomial regression
Linear fitting with von Mises based kernels
Consider the dataset 
is the weight function, (a symmetric, continuous function integrating to 1) which, if strictly positive, decreases with some distance between Θ i and θ. Now we provide an explicit expression forβ 0 together with its L 2 properties.
Let y := (Y 1 , · · · , Y n ) T be the response vector,
the design matrix, and
the weight matrix, where C := κI, I denoting the identity matrix of order d, and
The local linear kernel estimator of m(θ) is given by the first entry of the vector
Assuming the non-singularity of Θ T WΘ, standard weighted least squares theory yieldŝ
4 where e j is a (d + 1) × 1 vector having 1 as the jth entry and 0 elsewhere.
Given its efficiency, as well as its prevalence in kernel smoothing of circular data, we firstly give results when the von Mises kernel V κ (·) := exp{κ cos(·)}/{2πI 0 (κ)} is used to define the d-dimensional weight function. 
Theorem 2. Given the dataset {(Θ
i , Y i ), i = 1, · · · ,(Θ i − θ) := d j=1 V κ (Θ i j − θ j ). Assume that i) lim n→∞ κ −1 = 0; ii) lim n→∞ n −1 κ d/2 = 0; iii) the conditional variance σ 2
is continuous, and the density f is continuously differentiable; iv) all second-order derivatives of the regression function m are continuous.
Then at θ ∈ [0, 2π) d the conditional mean squared error ofm(θ ; C) is given by
where H m (θ) denotes the Hessian matrix of m at θ.
Once more, in the proof of the above theorem a major technical issue is that the concentration parameter κ cannot be "separated" from the kernel. Ruppert & Wand (1994) .
Remark 5. Since κ corresponds to the inverse of the squared bandwidth of the euclidean smoother, the remainder term in (5) is consistent with that obtained by
Finally, the optimal smoothing degree is given by
Corollary 1. The concentration parameter which minimizes the asymptotic mean squared error, i.e. the first two summands in RHS of formula (5), is
Generalizations and extensions
The results of Theorem 2 can be generalized to the class of second-order circular kernels K κ . Given the squareintegrable function g, define R(g) := g 2 , then 
It would be of interest to determine the optimal smoothing degree in this case, but since the coefficients γ j s depend on κ in a specific way for each kernel, the result in Corollary 1 is hard to generalize. Concerning the extension to higher-degree polynomials and whatever second-order circular kernel, we have 
Then, for any θ ∈ [0, 2π),
and
Simulation results
We briefly explore the asymptotic result given by Theorem 2 in a simulation study. We first investigate the dependence of the mean squared error on θ, n and κ when d = 1 and choose a sharp-peaked response
, and Θ i , i = 1, · · · , n coming from a von Mises density with mean π and concentration parameter 1. We estimate m(θ) at θ = 0, 2, 3 and compare the average squared error of (4) with the asymptotic mean squared error given in Theorem 2 over κ for n = 50 and n = 500. The results are displayed in Figure 2 , and the asymptotic nature of the result is clear. Note that the values of the second derivative of m at θ = 0, 2, 3 are −0.59, 0.98, 140.89, respectively, which explains the poorer performance at θ = 3.
Secondly, we explore the dependence on d. In this case we use the model
and f is a product of (independent) von Mises densities with mean zero and concentration parameter 1. We estimate m(θ) at θ = (0, · · · , 0)
T and (π/2, · · · , π/2) T for a range of κ, for n = 500. Figure 3 shows good agreement for d = 2 between the average squared error and the asymptotic mean squared error. However, we note increasingly poor behaviour as d increases, indicating that the asymptotic nature of the result also depends on d, and again illustrating the well-known phenomenon of the curse of dimensionality.
Appendix
Proof of Theorem 1. Express K κ (θ) in terms of a Fourier series, and, recalling that sin(u) ≃ u, use the expansion
Then, starting from (2), make a change of variable use assumption i) 
Now, recalling assumptions i) and ii), we have
Proof of Theorem 2. Put
and use D g (θ) to denote the first-order partial derivatives vector of the function g at θ. To derive the conditional bias, we firstly note that (4) yields
where
where R m (θ) denotes the remainder, we have that the first term in the expansion of (6) is m(θ). Thus
Observe that
then, using the expansion
, a change of variables leads to these approximations
where 1 is the unit vector of length d. Hence, recalling assumption i) we have where Σ := diag {σ 2 (Θ 1 ), · · · , σ 2 (Θ n )}. Consider that
and approximate the components of the above matrix using the following relationships
4π{I 0 (κ)} 2 I 0 (2κ) 2π{I 0 (κ)} 2
