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Abstract: Klotz (1972,1973) develops a model for Bernoulli trials 
with dependence of Markov chain type. The present paper generalizes 
this model to the multinomial case. The model studied involves the 
usual frequency parameters p1 , ... ,pr and a dependence parameter 
c. We assume that p1 , .•• ,piTY~ are unknown, while are 
apriori known (O<m<r). The paper gives a system of equations for 
,.. 
determining the maximum likelihood estimator 8 of 
8 = Cp1 , ... ,pm_1 ,c). Asymptotic normality is verified and the 
asymptotic covariance matrix is derived. An easily computed esti-
is proposed, where 
,.. 
P· J are relative 
frequencies. This estimator is compared with 8, and it is shown 
that e is efficient if and only if r = m = 2. However, we conclude 
that the relative frequency estimator Cp1 , ... ,pm_1 ) of (p1 ,. '. ,pm-1 ) 
is rather robust against a reasonable dependence among the trials. 
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1. Introduction and model 
Klotz (1972,1973) develops a model for Bernoulli trials with 
dependence, the dependence being of Markov chain type. Some com-
ments to Klotz's papers are given by Devore (1976) and Lindqvist 
(1978). The present paper generalizes the ideas and some of the 
results of Klotz (1972,1973) to the multinomial case. 
Consider a sequence of n trials, each of them resulting in 
one of the r 
respectively. 
outcomes A1 , •.. ,A with probabilities r 
We assume that p. > 0 Ci=1, ... ,r) and l-
p1, ••• ,pr, 
II=1pi = 1 • 
Let y = i k if the k-th trial results in A .• l We shall assume 
that Y1 ,Y 2 , ... ,Yn is a stationary Markov chain on {1 ,2, ••• ,r} 
with stationary distribution p = Cp1 , ..• ,pr) and with transition 
matrix 
T = (1-c)P+ci ( 1 • 1 ) 
where P 1s the r xr matrix with each row equal to p and I 
is the r xr identity matrix. In order that all entries of T are 
nonnegative, vJe must require 
max [ 1 - ( 1 -p . ) - 1 ] < c < 1 
1<i<r 1 
( 1 • 2) 
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We shall 1n this paper assume that pm+1 , .•• ,pr are apriori known 
and that p 1 , .•. ,pm,c are unknown parameters, where O<m<r. (Note 
that m=1 is impossible.) We shall let (an empty 
sum will be defined as 0). Hence qm is known, and since 
it follows that are free to vary. 
The natural parameter set of our model is thus the set of m-tuples 
\m-1 e = Cp1 , ... ,pm_ 1 ,c) such that pi~ O(i=·J, .... ,m-1), Li= 1pi:;: qm and 
such that (1.2) is satisfied. 
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It is seen that c > 0 and c < 0 correspond to, respectively, 
clustering and lack of clustering among the outcomes. If c=O, 
then we have independent trials and hence c=O corresponds to the 
usual multinomial case. It is well known that in this case we will 
still have a multinomial situation if some of the outcomes 
A1 , ••• ,Ar are lumped together. It follows from Theorem 3 of Burke 
& Rosenblatt (1958) that in the model defined by (1.1) the Markov 
chain property of Y1 ,Y 2 , ... will also be preserved if outcomes 
are lumped together. In fact it follows that T given in (1.1) 
1s the only r x r transition matrix having stationary distribution 
p and having the property that any lumping of outcomes results in 
a Markov chain. 
If we put r = m = 2, then the model ( 1 .1 ) coincides with the one 
studied by Lindqvist (1978) and which is essentially the model 
given by Klotz (1973). 
Lindqvist (1978) notes that when r=2 we have 
( 1 • 3) 
giving a simple interpretation of the parameter c. A direct 
computation, using the fact that n n n T = ( 1-c ) P + c I shows that 
this result is valid also in the general case. 
The eigenvalues of T may be shown to be 1 and c. Hence it 
follows from Lindqvist (1977) that the information (in the sense 
defined in that paper) that Yk gives about Yj (j<k) is pro-
portional to lclk-j. This provides another interpretation of c, 
relating to the memory of the sequence Y1 ,Y 2 , ..•. 
We will finally, as a curiosity, mention a simple process 
z1 ,z 2 , •.• for which the probabilities zij = Pr(Zk+1 = j !Zk = i) 
are also given by (1 .1). Let x1 ,x2 , ••. be i.i.d. with 
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PrCX1 =i) =pi (i=1, ••• ,r). Let further u1 ,u2 , .•• be i.i.d. with 
Pr(U1 =1) = 1 - PrCU1 =0) = o where 0<6<1 and assume that the X' s 
and the U's are independent. We define for k=1 ,2, .•• 
zk = ukxk + C1-Uk)Xk+ 1 . The 
c = o ( 1 - o ) . The process 
z .. 's 
1] are now given by (1 .1) with 
is, however, not a Markov 
chain, since clearly z. 
J 
and are independent if lj-kl~2. 
2. Maximum likelihood estimation 
We shall derive the maximum likelihood estimator (MLE) of 
Cp1 , •.. ,pm_1 ,c) using the theory in Section 2 of Billingsley 
(1961a). 
Let Y1 , •.. ,Yn be given as in Section 1. Define the transi-
tion frequences N .. 
1] as the number of integers 
Let further t .. 
1] 
denote the entries of T. Then the likelihood is given by 
r oCY1 ,i) N •. II l] p. IT t .. 
i=1 l i,j 1 ] 
where 6 is the Kronecker function. Taking the logarithm and 
ignoring the terms corresponding to the first product sign (see 
note on p.4 in Billingsley, 1961a) we get 
L Cp1 , .•. ,p _1 ,c)= I [ ~ N .. ln (p.(1-c)) n m . 1 . . 1] J 
. 1= J 1 
( 2. 1 ) 
+ N .. ln ( p. ( 1 -c) +c)] 
11 :t 
Differentiating with respect to p 1 , .•. ,pm_1 ,c and putting 
the derivatives equal to 0, we get the following m equations to 
determine the MLE Cp1 , •.. ,pm_1 ,c): 
m N .. r 
r ll + I X X X 
i=1 p. ( 1-c) +c i=m+1 l 
M. N .. 
l + ll 
... ..... A ..... A 
p. ( 1 -c) 
l 
p.(1-c)+c 
l 
A m-1 A 
where pm = qm- I p 1. 
i=1 
= 
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N .. 
ll 1 A A = n -
p.(1-c)+c 
l ( 2 . 2 ) 
M N 
m mm + 
' 
A A ,... A ,.. 
p (1-c) Pm (1-c)+c m 
(i=1, •.. ,m-1) 
The equations (2.2) are easily solved when r= 2 (see Lindqvist, 
1 9 78). If r _:: 3, however, a closed form expression seems difficult 
to obtain. We will then have to solve (2.2) by some numerical 
method, e.g. Newton-Raphson's process. A useful set of initial 
values for numerical iteration is given by the estimator 6 con-
sidered in Section 4. It is believed that the system ( 2. 2) has a 
unique solution at least when all N .. > 0. ll 
We shall study in some detail the case m= D. This occurs in 
~ractice if the distribution of each Yk is well known and the 
dependence parameter c is of interest. It also occurs when tes-
ting the hypothesis that Cp1 , ... ,pm_ 1 ) equals some vector 
0 0 ) ( p1 , •.. ,pm_ 1 ) (see Section 5 • 
The system (2.2) is now reduced to 
r N .. 
\ ll L --~,..::...---,..- = n - 1 • 
i=1 p.(1-c)+c 
l 
( 2. 3) 
We may without loss of generality assume that p1= ... =pu < Pu+1 ~. · ·~r 
where 1<u<r. Put 
_ ... 
S.: 1-(1-p.) I 
l l 
Ci=1, ••. ,r). The restriction 
(1. 2) may now be written s 1 ~ c:: 1. 
Let the function f(c) be given by the left hand side of (2.3) 
with c replaced by c. f is well defined for c > s 1 and is 
strictly decreasing if and only if N .. > 0 ll for some l. If all 
N . . = 0 , then f (c) = 0 • 
ll 
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Assume first that N11 = ••• =Nuu= 0. Then f(s 1 ) exists and 
two cases may occur: 
(i) fCs 1 )~n-1. Since f(1) = 
ly decreasing, it follows that (2.3) 
c € [ s1 '1]. 
r I N .. < n-1 and f is strict-
i=1 ll-
has a unique solution 
( ii) f( s 1 ) < n-1 • Since f is decreasing, ( 2. 3) has no solu-
tion in [ s 1 , 1]. But clearly 3Ln/ ac < 0 for all c ~ s 1 , which 
implies that Ln is maximized by c = s 1 and hence that c = s 1 . 
Assume finally that N .. > 0 
ll 
for some i < u. Then f(c) t co 
as c + s 1 and since f( 1) ~ n-1 it follovlS that ( 2. 3) has a 
A 
unique solution c € <s 1 , 1]. 
We have thus proved that equation (2.3) has at most one solu-
tion c € <s 1 , 1]. The MLE c is given. by this solution if it 
exists and is otherwise equal to s 1 • 
Multiplying each term of (2.3) by 
r A .... 
II [p.(1-c)+c], the equation 
. 1 l l= A 
{2.3) is transformed to a polynomial equation h( c) = 0, where h 
is a polynomial of degree r. When r=2 it follows from Theorem 3 
in Klotz (1972) that c in any case is given by the largest solu-
tion of the resulting quadratic equation. It 1s not difficult to 
see from what we already have proved that c also in the general 
A 
case is always given by the largest solution of h(c) = 0. 
3. Asymptotic distribution of the MLE 
We shall assume that the parameter e = Cp1 , .•. ,pm_1 ,c) is 
contained in the interior of the natural parameter set defined in 
Section 1. The Markov chain with transition matrix T given in 
(1.1) clearly satisfies ConditioD S.1 of Billingsley (1961a). 
~ 
I 
! 
I 
I 
I 
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For notational convenience, let 8. = p. ; i=1 ' ••. ,m-1 l l 
Then e = (8 1 , •.. ,em) is the parameter of our model. 
and 8 = c. 
m 
By Theorem 5.1 in Billingsley (1961a) there is a consistent 
.... 1 .... 
solution e of the equations (2.2). Moreover, if A(n) = n 2 (8-8), 
D -1 then by Theorem 2.2 1n Billingsley (1961a) An~ N(O,cr (8)), 
where cr(8) = (cr .. (e)) 
l] is a m x m matrix given by 
a ln ty y 
a . . (e) = EA( _1 2 0 
lJ v ae. 
l 
A computation shows that 
a -a 1 m 
a -a 2 m 
cr(6) = 
b 
m bm-1+bm am-1-am 
a -a 2 m 'ln-1-am h 
where 
-1 -1 b. = ( p. - ct. . ) ( 1-c) 
l l ll 
(i=1, ..• ,m) 
-1 ,r -1 h = (1-c) £· 1p.(1-p.)t .. l= l l ll 
That cr(8) 1.s non-singular, follows from p.24 i Billingsley 
(1961a). The inverse matrix cr-1 (8), which will be denoted 
S = (s ), may be computed e.g. by the cofactor method. 
uv 
For F c_ {1, 2, •.. ,m} let b( F) denote the product IT b. i 1. 
where the index 1. runs through the set {1,2, •.. ,m},F. Let 
b(0) = 1. Then we have 
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det a(8) 
m 
- d = h L b(i) - L b(i,j)(a.-a.) 2 
i=1 i<j l J 
and for 1 ~u,v~ m we get 
s = d /d 
uv uv 
where 
d = h I b(u,i)- I b(u,i,j)(a.-a. ) 2 for u=1,2, ••• ,m-1 
UU ifU l<J l J 
d = nun I b c i> i 
i,jfU 
d = uv L b(u,v,i)(a -a.)(a -a.)-hb(u,v) •.!. u l v l lrU,V 
far ufv, 1~u,v~m-1 
d = d = ~ b(u,i)(a.-a ) urn rnu . l u 
l u 
for u=1 ,2, .•. , m-1 
As an example, if 
s = (rn-1 )rn-1r-1 (1-c)-1 [1+(r-1 )c] [1+(r-2)c]-1 
uu 
s = (r-1 )-1 (1-c)[1+{r-1 )c] 
rnm 
for u=1, ••• ,rn-1 
s --uv 
-1 -1 -1 -1 
rn r (1-c) [1+{r-1)c][1+(r-2)c] 
s = s = 0 
urn rnu 
for u=1, ... ,rnr1 
If rn=O, i.e. p1 , ••• ,pr are all known, then it is seen that 
D 
-+ 
-1 N(O,h ) 
( 3. 1 ) 
i-
( 3. 2) 
(3.3) 
(3.4) 
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4. Easily computed estimator 
For i=1 , .•• ,r define N. 
l 
as the number of Yk such that 
Yk = i. If c= 0, then CN1 , •.. ,Nr) has the usual multinomial distri-
bution. It 1s easily verified that in this case the MLE of 
(p1 , .•. ,pm_ 1 ) is given by (p1 , ••• ,pm_1 ) where 
,.... 
P· l 
m -1 
= q N.( IN.) 
m 1 i= 1 1 
(i=1, ••• ,m-1) ( 4. 1 ) 
If r=m=2, Klotz (1973) (see also Lindqvist, 1978) proves 
that this P· l is asymptotically equivalent to P· l also if c t 0. 
As will be seen from the present section, this result will not 
remain valid for r > 3. 
We shall consider the estimator 
,.... 
(p1 ' •.. ,pm-1 'c) e = where 
given by ( 4.1 ) P· lS l and 
,.... 
c lS defined by 
,.... -1 ~ -1 
c = ( r-1 ) ( L. N . . N . -1 ) 
i=1 ll l 
(4.2) 
If r = m = 2, then this 1s the MLE for c derived 1n Lindqvist 
(1978). 
If m = 0 and -1 P· = r l for all 1, then the solution of (2.2) 
lS 
c = 
r 
-1 \ -1 (r-1) ( L. N .. r(n-1) -1) 
. 1 ll l= 
Comparing this with (4.2), it is seen that c is obtained from 
by replacing N. by (n-1}r-1 = (1-n-1 )EN .• Hence it may seem 
l l 
reasonable that one should replace the N. 's 
l 
in (4.2) correspon-
ding to known p. 's, by EN. = np., which gives the estimator 
l l l 
,..., 
c 
.,. 10 -
c* = (r-1>-1( IN .. N:1 + I N .. (np.)-1-1) 
i= 1 11 1 i=m+1 11 1 
A computation shows, however, that in the case c=O we have 
,,... 
as var n 2 c = 
-1 (r-1) 
1 
as var n 2 c*= 
-1 -1 ( r-1 ) [ 1 + ( r-1 ) q ( 1-q ) ]. 
·m m 
Thus c and c* are equivalent only if q = 0 or 1 , i. e. if 
m 
m=O or r, and c is the better estimator otherwise. 
That c is to be preferred to c* may also seem reasonable 
from the following intuitive considerations. We have for 
-1 -1 i=m+1, ... ,r a choice between using N .. N. and N .. (np.) · 
ll l ll l 
Assume now that some N. happens to be too large (small). It 
l 
seems reasonable that the same will happen to N ..• 
ll 
Hence the 
-1 N .. ( np. ) • 
ll l value of 
-1 N .. N. 
ll l 
will not be influenced as much as 
If m=O, then intuitively such deviations will add to 0, which 
may not happen if 0< m<r . 
The ergodic theorem (see 
a.s. -1 
-+ p., N .. N. 
l ll l 
as 
e.g. Billingsley, 1965,p.13) implies 
a.s. ( ) 
-+ t .. = p. 1-c + c 
ll l 
and that 
This implies by (4.1) and (4.2) that 
e is a consistent estimator of e. 
1 ...... 
Let now B(n) = n 2 (8-e). We shall prove that B(n) converges 
in distribution to a certain multinormal distribution. 
-1 
Define for 1 ~i,j~ r, z .. (n) = n 2 (N .. -t .. N.). From Theorem 
l] l] 1] l 
3.1 in Billingsley (1961b) follows that the r 2-dimensional vector 
(Z .. (n)) converges to the multinormal distribution N(O,A) where 
l] 
A = (Aijokl) is given by 
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A .. kl = p.t .. o.k<o.l-t.l) 1] 0 1 1] l J l 
(o is the Kronecker function). 
-l 
Define for j=1, .•. ,r, ~vj (n) = n 2 ( N. -np.). Using 
r r J J 
that P· = I pktk. and that N. = L Nk. + I ( y 1 = j) we J k=1 J J k=1 J 
W.(n) = 
J 
= 
= 
r 
Clearly L Wk(n) = O. Hence it follows that 
k=1 
(1-c)W.(n) = 
J 
which implies that 
a 1 r 
w.(n) = (1-c)- l zk.(n) 
J k=1 J 
p 
(where shall mean U - V + 0) • n n 
Now for i=1, ... ,m, 
l ..... -l 
n 2 ( p . -p . ) = n 2 
l 1 
m 
q N.-p. L N. 
m 1 1j=1 J = 
m 1 L N.n-
j = 1 J 
(4.3) 
the facts 
get 
(4.4) 
Since 
m 1 I N.n-
j = 1 J 
p m 
+ L p. = qm it follows (e.g. from Theorem 4.4 
j =1 J 
in Billingsley, 1968) that 
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l - a -1 m 
n 2 (p.-p.) = W.(n)- p.q L W.(n) 
1 1 1 l m j=1 J 
Next, by the definition of we get 
l ~ -1 r -1 
n 2 (c-c) = (r-1) L nN. z .. (n) 
l ll 
and hence i=1 
since -1 N.n 
l 
l - a -1 ~ -1 
n 2 (c-c) = (r-1) 1.. p. Z .• (n) 
p 
-+ p .• 
l 
i=1 l ll 
a 
(4.5) 
(4.6) 
We have thus proved that B(n) = C(n) = CC1 (n), .•• ,Cm(n)) 
where Ci(n) for i=1, ••. ,m-1 are given by the right hand side 
of (4.5) and Cm(n) is given by the right hand side of (4.6). 
z .. (n), it follows from lJ By (4.4) and the property of the 
Theorem 4.4 in Billingsley (1968) that C(n) converges in distri-
bution to a multinormal distribution N(O,E) and that B(n) 
converges to the same limit. E is easily computed from (4.3-4.6) 
and we get 
Emm 
-2 r -1 
= (r-1) (1-c) L t .. (1-p.)p. 
i=1 ll l l 
= - q-1p p (1+c)(1-c)-1 
m u v 
for u=1,2, •.. ,m-1 
for UfV, 1~u,v~m-1 
E urn = Emu = c(r-1) -1 [ 1-rpu +pu (rqm-m)q~1] 
Putting -1 P· = r l 
for u=1,2, •.. ,m-1 
for all i, we get 
( Ji .• 7 ) 
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r -1 -1 -1 = r m (m-1)(1+c)(1-c) uu 
for u=1,2, •.• ,m-1 
-1 r = [1+(r-1)c](r-1) (1-c) mm (4.8) 
I: -1 -1 -1 = r m (1+c)(1-c) 
uv 
rum = I: = 0 mu for u=1,2, .•. ,m-1 
Assume now that m > 2 and The relative asymptotic 
efficiency of w.r.t. is given by (see (3.3) and (4.8)) 
-1 -1 
e (c) = [1+(r-1)c][1+(r-2)c] (1+c) • 
r 
and e (c) < 1 
r for c :f 0 if 
r > 3. This proves that 8 is not an efficient estimator in our 
model if r > 3 and m > 2. That it is when r = m = 2 is shown in 
-
Lindqvist (1978.) 
Consider finally the case m = 0. By ( 3. 4) we have 
as var n 2 c = h = (1-c) l p.(1-p.)t.. and by (4.7) 1 "' -1 [ ~ -J -1 
i=1 1 1 11 
as var n~c = (r-1)- 2 (1-c) It .. (1-p.)p:1 . 
. 1 11 1 1 1= 
Application of Schwarz' inequality gives 
1-" l...,. 
as var n 2 c:::. as var n 2 c 
where equality holds if and only if -1 P· = r 1 
Hence c is (asymptotically) better than 
for all 1 or c = 0. 
when m = 0. 
We have thus proved that 8 is asymptotically efficient if and 
only if r = m = 2. However, a computation shows that in any case, 
I: = S + O(c 2 ) as c + 0. Hence we may conclude that the "natural" 
estimators are rather robust against the dependence 
of trials considered in this paper. 
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5. Testing hypotheses 
Assume that m 2: 2 and let 1 < k < m. We consider first the 
hypothesis H0 
0 
P· = P· 1 1 (i=k+1, ••• ,m). Let * * * p1 ' ••• ,pk-1 ,c 
0 denote the MLE of p1 , ... ,pk_1 ,c when pi= pi for i=k+1, ••• ,m. 
From the theory on pp. 17-18 in Billingsley (1961a) it follows 
" " " * *o o * that under H0 ,Rn = 2[Ln(p1 , .•. ,pm_1 ,c)-Ln(p1 , .•• ,pk,pk+1 , •. ,pm-1 'c)] 
converges in distribution to x2 This enables us to derive a 
m-k· 
test with approximate level £, rejecting when Rn 1s large. 
Finally, consider the hypothesis of independence, H1 : c = O. 
The MLE of under H1 is clearly p1 , ..• ,pm_1 . 
Hence from Billingsley (1961a, pp.17-18) it follows that under H1 , 
converges in distribution to vJe reject H1 if u n 1s large. 
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