Introduction
! Input/Output of a unit 
Introduction ♦ Normalized exponential unit (softmax)
!Used to compute the probability of an event with n possible outcomes. 
Multilayer Perceptrons as Universal Approximators Universal Approximation Properties
• Consider the approximation of y = f(x) where both x and y are one-dimensional.
• Since f is continuous, there exists an integer n such that
• It is sufficient to approximate f with a function g such that 
Bayesian Learning:
Priors and Likelihoods ! Given a data set which consists of a set of independent input-output pairs
! Maximum a posteriori (MAP) approach (partially Bayesian): y ! The likelihood error function is essentially the relative entropy between the predicted distribution and the target distribution. ! The derivative of E w.r.t. the total input activity x into the output unit, for each example, has the simple expression, -(t -y). ♦ The output transfer function should be normalized exponentials.
Multinomial Classification
♦ The likelihood error function is essentially the relative entropy between the predicted distribution and the target distribution. ♦ The derivative of E w.r.t., the total input activity x into the output layer, for each example, has the simple expression, -(t jy j ) 
Summary

