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This paper mainly presents some global and local asymptotic estimates for the tail
probabilities of the supremum and overshoot of a random walk in “the intermediate case”,
where the related distributions of the increments of the random walk may not belong
to the convolution equivalent distribution class. Some of the obtained results can include
the classical results. For this, the paper ﬁrst introduces some new distribution classes
using the γ -transform of distributions, and investigates their properties and relations
with some other existing distribution classes. Based on the above results, some equivalent
conditions for the global and local asymptotics of the γ -transform of the distribution of
the supremum of the above random walk are given. Applying these results to risk theory
and inﬁnitely divisible laws, the paper obtains some asymptotic estimates for the ruin
probability and the local ruin probability of the renewal risk model with non-convolution
equivalent claims, and the global and local asymptotics of an inﬁnitely divisible law with a
non-convolution equivalent Lévy measure.
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1. Introduction
It is well known that for the supremum of a random walk, there are some perfect equivalent conditions for the asymp-
totics of its tail probability. One of the equivalent conditions is that the integrated tail distribution of the increment of
a random walk belongs to the convolution equivalent distribution class, see Pakes [24], Veraverbeke [35], Embrechts and
Veraverbeke [15], Bertoin and Doney [4], Korshunov [22], Wang et al. [39] and Watanabe [40], among others. On the other
hand, Asmussen et al. [1,3] began to investigate the local asymptotics for the supremum of a random walk. And the local
asymptotics for the overshoot of a random walk have also been discussed by Chen et al. [6], Wang et al. [36] and Cui et
al. [10], among others. The above obtained results have also been given in the form of a series of equivalent conditions,
which have a close relation with the convolution equivalent distribution class. Then a natural question is that, when these
related distributions do not belong to the convolution equivalent distribution class, how to estimate the tail probability and
local probability of the supremum and overshoot of a random walk. Of course, one cannot deal with this problem for all
non-convolution equivalent distribution classes. So in which range can we get some results for the above problem? And can
the obtained results include the classical results? These questions will be very interesting.
In this paper, motivated by the work of Embrechts and Goldie [13] and Asmussen et al. [3], we will give some investi-
gations on the above problems for “the intermediate case” (see, e.g. Embrechts and Veraverbeke [15] and Korshunov [22])
by means of the γ -transform of a distribution and the localization of a tail distribution. When Embrechts and Goldie [13]
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ever used the γ -transform of a distribution to estimate the tail distribution of the supremum of a random walk. Bertoin
and Doney [4] solved the above mistake using other ways. Recently, Wang et al. [39] once used the γ -transform of distri-
butions to discuss the relations between the global and local asymptotics for the distribution of the supremum of a random
walk. Although the main objects of Wang et al. [39] are still conﬁned to the convolution equivalent distribution class, their
results make us believe that we can investigate the above problem raised in this paper by combining the γ -transform of a
distribution with the localization of a tail distribution.
In order to better illuminate our motivation and results, we ﬁrst introduce some notions and notation about some
distribution classes, the γ -transform of distributions and random walks, and then give the main results of this paper.
1.1. Distribution classes and γ -transform of distributions
For a distribution V on D , where D = [0,∞) or (−∞,∞), denote the tail of V by V = V (∞)− V . We say V is proper if
V (∞) = 1; V is defective if V (∞) < 1; otherwise, say V is excessive. Let V (n) be the n-fold convolution of V , n = 0,1,2, . . . ,
where V (1) = V , V (0) is the distribution degenerate at zero. Let
gV (γ ) =
∞∫
−∞
e−γ y dV (y), γ ∈ (−∞,∞),
be the Laplace–Stieltjes (L–S) transform of V . For each γ ∈ (−∞,∞), let
E(γ ) = {V : V is a distribution on D satisfying gV (−γ ) < ∞}.
If gV (−γ ) < ∞, then deﬁne
Vγ (x) =
(
gV (−γ )
)−1 x∫
−∞
eγ y dV (y), x ∈ (−∞,∞),
to be the Esscher transform (or the exponential tilting) of V . For simplicity, in this paper we call Vγ the γ -transform of V .
Clearly, Vγ is proper,
(Vγ )−γ = V and gVγ (γ ) =
(
gV (−γ )
)−1
. (1.1)
Now we introduce some existing distribution classes. For this, we ﬁrst give some notation and conventions. Without
special statement, in this paper a limit is taken as x → ∞. Let β = limsupa(x)/b(x), where a(x) and b(x) are nonnegative
functions on (−∞,∞). We write a(x) = O (b(x)), if β < ∞; a(x)  b(x) or b(x)  a(x), if β  1; a(x) = o(b(x)), if β = 0;
a(x) ∼ b(x), if a(x) b(x) and b(x) a(x).
Say that a distribution V belongs to L(γ ) for some γ  0, if
V (x− t) ∼ eγ t V (x) for all t ∈ (−∞,∞),
where, when γ > 0 and V is a lattice distribution, x and t are both taken as a multiple of the lattice step. Say that a
proper distribution V belongs to the convolution equivalent distribution class with the index γ  0, denoted by V ∈ S(γ ),
if V ∈ L(γ ), gV (−γ ) < ∞ and
V (2)(x) ∼ 2gV (−γ )V (x).
If V is not proper then Vc(x) = V (x)V (∞) , x ∈ (−∞,∞), is proper and we still say that V ∈ S(γ ) for some 0  γ < ∞ if
Vc ∈ S(γ ). Note that when V is on [0,∞) and γ = 0, the assumption that V ∈ L(γ ) in the above deﬁnition is not needed.
The class S(γ ) was introduced by Chistyakov [7] and Chover et al. [8,9] for D = [0,∞), and by Pakes [25] for D = (−∞,∞).
Especially, we call S(0) and L(0) the subexponential distribution class and the long-tailed distribution class, denoted by S
and L, respectively. These classes have been extensively investigated by many researchers and have been applied to many
ﬁelds of probability theory. The reader is referred to Teugels [34], Veraverbeke [35], Embrechts et al. [14], Embrechts and
Goldie [13], Korshunov [22], Rogozin and Sgibnev [26], Tang [32], Zachary and Foss [46], Foss and Korshunov [18], Watanabe
[40], Watanabe and Yamamuro [42,43] and Yu et al. [44,45] among others.
The class L forms a well-known class of heavy-tailed distributions in the sense that gV (−γ ) = ∞ for every 0 < γ < ∞.
Now we introduce another subclass of the heavy-tailed distribution class. By deﬁnition, a distribution V belongs to the
dominatedly varying distribution class, denoted by V ∈ D, if
V (xt) = O (V (x)) for all t ∈ (0,1).
The class D was introduced by Feller [16].
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ties. For further properties and applications of these local distribution classes, besides the above mentioned papers, one can
also see Ng and Tang [23], Wang et al. [38], Denisov and Shneer [11], Wang et al. [39], Denisov et al. [12], Watanabe and
Yamamuro [41], Gao and Wang [19], Wang and Wang [37] and Yu et al. [44,45], among others. For some 0 < T ∞, set
 = (0, T ] and x+ = (x, x+ T ], if T = ∞ then let  = (0,∞) and x+ = (x,∞). Say that a distribution V on D belongs
to the local long-tailed distribution class, denoted by V ∈ L , if V (x+ ) > 0 eventually and
V (x+ t + ) ∼ V (x+ ) uniformly for |t| 1.
Say that a proper distribution V on [0,∞) belongs to the local subexponential distribution class, denoted by V ∈ S , if
V ∈ L for 0 < T < ∞ and
V (2)(x+ ) ∼ 2V (x+ ).
In this paper, we will extend the class S introduced by Asmussen et al. [3] to the case D = (−∞,∞). For a proper
distribution V on (−∞,∞), let q = V [0,∞) and deﬁne
dV+(x) = q−11[0,∞) dV (x) in case q > 0 and V+ = 0 in case q = 0,
dV−(x) = (1− q)−11(−∞,0) dV (x) in case q < 1 and V− = 0 in case q = 1,
where 1A is the indicator function of the event A. If V+ ∈ S for some 0 < T ∞, then we say that V ∈ S . For a proper
distribution V on (−∞,∞), one may wonder whether or not V ∈ S for some 0 < T < ∞ implies V (2)(x+) ∼ 2V (x+).
In Remark 6.2 below, we will note that under some conditions, the above formula still holds. But we do not know whether
or not these conditions can be cancelled.
Clearly, when T = ∞, L = L and S = S . In addition, when 0 < T < ∞, we will investigate the characteristic structures
between L and L \ L and between S and S \ S , and then concretely state that the inclusions L ⊂ L and S ⊂ S
are proper (see the proof of Proposition 2.3, 2◦).
Using the γ -transform of distributions, a related distribution class has been introduced. By deﬁnition, a distribution V
on D belongs to T S(γ ) for some 0 γ < ∞ if
V ∈ E(γ ) and Vγ ∈ S.
Teugels [34] and Embrechts and Goldie [13] used the symbol T (γ ) to denote this distribution class. But, in order to indicate
the corresponding distribution class, here we use the symbol T S(γ ). Theorem 3.1 of Embrechts and Goldie [13] pointed
out that the inclusion S(γ ) ⊂ T S(γ ) is proper for each 0 < γ < ∞. In this paper, we will explain this from the structures
of these distribution classes (see Proposition 2.3, 1◦).
It is well known that in the deﬁnition and studies of the class S(γ ) for γ > 0, the class L(γ ) plays a key role. So we
think that, in order to better investigate the class T S(γ ), it is necessary to introduce a new distribution class, which covers
the class T S(γ ).
Deﬁnition 1.1. Say that a distribution V on D belongs to T L(γ ) for some 0 γ < ∞, if
V ∈ E(γ ) and Vγ ∈ L.
When γ = 0, Vγ = (V (∞))−1V . Thus, T S(0) = S and T L(0) = L. Since the inclusion S ⊂ L is proper, we know that
T S(γ ) ⊂ T L(γ ) is proper too for each 0  γ < ∞. Parallelly, according to the classes L and S , we introduce the
following new distribution classes, which are the main objects of this paper.
Deﬁnition 1.2. For some 0 γ < ∞ and 0 < T ∞, say that a distribution V on D belongs to T L(γ ), if
V ∈ E(γ ) and Vγ ∈ L.
Say that a proper distribution V on [0,∞) belongs to T S(γ ), if
V ∈ E(γ ) and Vγ ∈ S.
Clearly, T S(γ ) ⊂ T L(γ ) is proper for any 0  γ < ∞ and any 0 < T  ∞. When γ = 0, T L(0) = L and
T S(0) = S; when T = ∞, T L(γ ) = T L(γ ) and T S(γ ) = T S(γ ); when 0 < γ < ∞ and 0 < T < ∞, by Proposi-
tions 2.1, 2.2 and Remark 6.1 below, we know that the inclusions E(γ ) ∩ L(γ ) ⊂ T L(γ ) and S(γ ) ⊂ T S(γ ) are also
proper. So the classes T L(γ ), T L(γ ) and T S(γ ) are not trivial. From the following Theorems 1.1, 1.2, 4.1 and 4.2, one
can ﬁnd the signiﬁcance of these new distribution classes.
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Let Zi , i  1, be independent, identically distributed (i.i.d.) random variables (r.v.s) with common distribution K on
(−∞,∞) and ﬁnite mean μK . Deﬁne the random walk {Sn: n  0} by S0 = 0, Sn =∑ni=1 Zi , n  1. Let M = supn0 Sn be
the supremum of the random walk. It is well known (see, e.g. Asmussen [2], Theorems 2.2 and 2.4 in Chap. VIII) that, when
μK < 0 the distribution of M , say W , is proper on [0,∞).
Denote by
τ (x) = inf{n 1: Sn > x}, x 0,
the ﬁrst passage time over x with the convention inf∅ = ∞, and Sτ (x) − x is the overshoot of the random walk at the level x.
When x= 0, τ+ = τ (0) is the ﬁrst ascending ladder epoch of the above random walk and let Sτ+ be the corresponding ﬁrst
ascending ladder height with a distribution K+ . Correspondingly, let
τ− = inf{n 1: Sn  0}
be the ﬁrst (weak) descending ladder epoch and Sτ− be the ﬁrst (weak) descending ladder height with a distribution K− .
Set g+ and g− to be the L–S transform of Sτ+ and Sτ− , respectively. Write
A =
∞∑
n=1
n−1P (Sn  0) and B =
∞∑
n=1
n−1P (Sn > 0).
Obviously, A + B = ∞. By Theorem 2.4 and Corollary 4.4 in Chap. VIII of Asmussen [2], we know that when μK < 0 then
B < ∞, K+ is defective (K+(∞) = 1− e−B) and K− is proper. It is well known (see, e.g. Veraverbeke [35]) that
W (x) = e−B
∞∑
n=0
K (n)+ (x), x 0. (1.2)
If gK (−γ ) < 1, then we say that the distribution K and the corresponding random walk belong to “the intermediate
case”.
1.3. Main results
Now we give the global and local asymptotics of the supremum and overshoot of a random walk, whose increments
may not belong to the convolution equivalent distribution class. Firstly, we give the asymptotic estimates for W (x+) and
W (x).
Theorem 1.1. Suppose that μK < 0 and K ∈ T S(γ ) for some 0 < γ < ∞ and some 0 < T < ∞. Also let gK (−γ ) < 1. Then
C1e
−γ T K (x+ )W (x+ ) C1eγ T K (x+ ) (1.3)
and
C1e
−γ T K (x)W (x) C1eγ T K (x), (1.4)
where C1 = e−B(1− g+(−γ ))−1(1− gK (−γ ))−1 .
Remark 1.1. For this theorem, we will give three points of explanation below.
The ﬁrst is that if K ∈ S(γ ) for some 0 < γ < ∞ then by Proposition 2.2 below we know that K ∈ T S(γ ) for all
0 < T < ∞. Thus (1.4) holds for all 0 < T < ∞. Therefore, ﬁrst letting x → ∞ and then letting T → 0, we can obtain a
suﬃciency result of a classical result of a random walk (see, e.g. Theorem 1(A)(iii) of Veraverbeke [35]). That is to say,
Theorem 1.1 can include the classical result of a random walk.
The second is that since the results of Theorem 1.1 are weakly asymptotic equivalent formulae, one may wonder whether
or not the exact asymptotic equivalent formulae can be obtained. For this we cannot give a complete answer.
Finally, we note that in this paper we will use W (x + ) to estimate W (x). This is the method of localization of this
paper, which shows that the local distribution classes introduced by Asmussen et al. [3] and this paper really have some
important signiﬁcance.
Now we give the local asymptotic estimates for Sτ (x) , which are equipped with certain uniformity.
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lim inf
x→∞ infy0
P (Sτ (x) ∈ x+ y + ,τ(x) < ∞)
K (x+ y + ) 
(
1− gK (−γ )
)−1
e−γ T , (1.5)
and for any positive function f (x) → ∞,
limsup
x→∞
sup
y f (x)
P (Sτ (x) ∈ x+ y + ,τ(x) < ∞)
K (x+ y + ) 
(
1− gK (−γ )
)−1
eγ T . (1.6)
Furthermore,
limsup
x→∞
sup
y0
P (Sτ (x) ∈ x+ y + ,τ(x) < ∞)
K (x+ y + ) 
(
1− gK (−γ )
)−1(
1− g+(−γ )
)−1
eγ T . (1.7)
Therefore by Theorem 1.2, we can have
lim inf
x→∞ infy0
P (Sτ (x) > x+ y, τ (x) < ∞)
K (x+ y) 
(
1− gK (−γ )
)−1
e−γ T , (1.8)
and for any positive function f (x) → ∞,
limsup
x→∞
sup
y f (x)
P (Sτ (x) > x+ y, τ (x) < ∞)
K (x+ y) 
(
1− gK (−γ )
)−1
eγ T . (1.9)
Furthermore,
limsup
x→∞
sup
y0
P (Sτ (x) > x+ y, τ (x) < ∞)
K (x+ y) 
(
1− gK (−γ )
)−1(
1− g+(−γ )
)−1
eγ T . (1.10)
In fact, since for any x 0 and y  0,
P
(
Sτ (x) > x+ y, τ (x) < ∞
)= ∞∑
k=0
P
(
Sτ (x) ∈ x+ y + kT + ,τ(x) < ∞
)
and
K (x+ y) =
∞∑
k=0
K (x+ y + kT + ),
by (1.5)–(1.7), we can obtain that (1.8)–(1.10) hold.
Remark 1.2. If K ∈ S(γ ) for some 0 < γ < ∞, then using Proposition 2.2 below we know that K ∈ T S(γ ) for all
0 < T < ∞. Thus, (1.8) and (1.9) hold for all 0 < T < ∞, then letting T → 0 in (1.8) and (1.9), we can obtain for any
positive function f (x) → ∞,
lim
x→∞ supy f (x)
∣∣∣∣ P (Sτ (x) > x+ y, τ (x) < ∞)K (x+ y) −
1
1− gK (−γ )
∣∣∣∣= 0.
Since K ∈ S(γ ) for some 0 < γ < ∞, we have K (x) ∼ γ ∫∞x K (u)du, which combining with the above equation yields that
lim
x→∞ supy f (x)
∣∣∣∣ P (Sτ (x) > x+ y, τ (x) < ∞)∫∞
x+y K (u)du
− γ
1− gK (−γ )
∣∣∣∣= 0,
which corresponds to Theorem 2.1(1) of Tang [33] with γ > 0.
The paper is organized as follows. In Section 3, we will give the proofs of Theorems 1.1 and 1.2. For this, in Section 2,
we present some equivalent conditions for the global and local asymptotics of the γ -transform of the distribution of the
supremum of a random walk. To do this, we ﬁrst investigate the properties of T S(γ ), T L(γ ), T S(γ ) and T L(γ ),
and their relations with some other existing distribution classes. In Section 4, we apply the main results to the renewal
risk model and obtain the asymptotic estimates for the ruin probability and the local ruin probability. The global and local
asymptotics of an inﬁnitely divisible law will be presented in Section 5. In Section 6, some remarks will be given.
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2.1. Results
In this subsection we give some equivalent conditions for the global and local asymptotics of the γ -transform of the
distribution of the supremum of a random walk. The latter is the main result of this section. The obtained results of this
section are not only useful for the proofs of Theorems 1.1 and 1.2, but also of interest in their own right.
Theorem 2.1. Suppose that μK < 0 and gK (−γ ) < 1 for 0 < γ < ∞. Then the following assertions are equivalent:
1◦ K ∈ T S(γ );
2◦ K+ ∈ T S(γ );
3◦ W ∈ T S(γ ); and
4◦ Wγ (x) ∼ g+(−γ )(1− g+(−γ ))−1K+γ (x).
And each of them implies that
5◦ Wγ (x) ∼ gK (−γ )(1− gK (−γ ))−1Kγ (x).
Furthermore, if K ∈ T L(γ ) then 1◦ ⇔ 2◦ ⇔ 3◦ ⇔ 4◦ ⇔ 5◦ .
We note that, in Theorem 2.1 the equivalences 2◦ ⇔ 3◦ ⇔ 4◦ are due to Corollary 5.1 of Embrechts and Goldie [13].
Now we give the local asymptotics for the γ -transform of the distribution of the supremum of the random walk, which
extends Theorem 4.1 of Wang et al. [39]. The study of the latter is under the condition that K ∈ S(γ ). But in the following
theorem, we only need K ∈ T S(γ ).
Theorem 2.2. Suppose that μK < 0, K ∈ T L(γ ) for some 0 < γ < ∞ and some 0 < T < ∞ and gK (−γ ) < 1. Then the following
assertions are equivalent:
1◦ K ∈ T S(γ );
2◦ K+ ∈ T S(γ );
3◦ W ∈ T S(γ ); and
4◦ Wγ (x+ ) ∼ gK (−γ )(1− gK (−γ ))−1Kγ (x+ ).
These theorems will been shown in Sections 2.3 and 2.4. To this end, some properties for the γ -transform of distributions
will be given in Section 2.2.
2.2. Some properties of the γ -transform of distributions
We ﬁrst discuss the relations between L(γ ) and T L(γ ), that is, try to ﬁnd the position and role of L(γ ) in the class
T L(γ ). Before giving the results, we ﬁrst present a lemma.
Lemma 2.1. For a distribution V on (−∞,∞), denote t = (0, t] for 0 < t < ∞ and  = (0, T ] for some 0 < T < ∞. Then
V ∈ Lt for all 0 < t < ∞ ⇐⇒ V (x+ t) ∼ tT−1V (x+ ) for all 0 < t < ∞. (2.1)
Proof. We ﬁrst prove ⇒. For (2.1), it is suﬃcient to prove that for any z ∈ (0,∞),
V (x) − V (x+ zT ) ∼ zV (x+ ). (2.2)
Since V ∈ L and
V (x) − V (x+ nT ) =
n−1∑
k=0
V (x+ kT + ),
we know that (2.2) holds for any positive integer z = n. Thus, by V ∈ Lt for all 0 < t < ∞, we get that for any positive
integer n, (2.2) holds for z = n−1. Hence, (2.2) holds for any rational number z. For any ﬁxed z ∈ (0,∞), there exist rational
numbers z1 and z2 such that z1 < z < z2. Hence,
V (x) − V (x+ zT ) V (x) − V (x+ z2T ) ∼ z2V (x+ )
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V (x) − V (x+ zT ) V (x) − V (x+ z1T ) ∼ z1V (x+ ).
Letting z1 ↑ z, z2 ↓ z, we know that (2.2) holds for any z ∈ (0,∞).
Now we prove ⇐. For any max{1, T } < t < ∞ and 0 < a < t ,
V (x+ t) − V (x+ a) = V (x+ a+ t−a),
which combining with (2.1) yields that
V (x+ ) ∼ V (x+ a+ ).
Thus, V ∈ L . Since (2.1) holds for any 0 < t < ∞, by V ∈ L we know that V ∈ Lt for all 0 < t < ∞. 
Proposition 2.1. For a distribution V on (−∞,∞), suppose that gV (−γ ) < ∞ for some 0 < γ < ∞. Then the following assertions
are equivalent:
1◦ V ∈ L(γ );
2◦ Vγ ∈ L for all 0 < T < ∞.
And each of them implies that
Vγ (x+ ) ∼
(
gV (−γ )
)−1
γ T eγ xV (x). (2.3)
Hence, for each 0 < γ < ∞, the inclusion E(γ ) ∩ L(γ ) ⊂ T L(γ ) is proper.
Proof. The proof of 1◦ ⇒ 2◦ and (2.3) is due to Lemma 4.1 of Wang et al. [39]. Now we prove 2◦ ⇒ 1◦ and (2.3).
By (1.1) and partial integration, we have
V (x) = gV (−γ )
(
e−γ xVγ (x) − γ
∞∫
x
e−γ yVγ (y)dy
)
.
Thus, for any 0 < T < ∞,
V (x+ ) = gV (−γ )e−γ x
(
Vγ (x) − e−γ T Vγ (x+ T ) − γ
T∫
0
e−γ yVγ (x+ y)dy
)
= gV (−γ )e−γ xVγ (x+ )
(
1− γ
T∫
0
e−γ y
Vγ (x+ y) − Vγ (x+ T )
Vγ (x+ ) dy
)
. (2.4)
We note that the formula (2.4) will play a key role in this paper. Using (2.4), (2.1) and the dominated convergence
theorem, we have
V (x+ ) ∼ gV (−γ )(Tγ )−1
(
1− e−γ T )e−γ xVγ (x+ ). (2.5)
It follows from (2.5) and V (x) =∑∞k=1 V (x+ (k − 1)T + ) that V ∈ L(γ ). Thus, (2.3) can be obtained by 1◦ ⇒ (2.3).
Finally, since the inclusion L ⊂ L is proper for any 0 < T < ∞, we know that for each 0 < γ < ∞, the inclusion
E(γ ) ∩ L(γ ) ⊂ T L(γ ) is still proper. 
Using Proposition 2.1, we can get the following result, which improves Theorem 3.1 of Embrechts and Goldie [13].
The latter has pointed out that the inclusion S(γ ) ⊂ T S(γ ) is proper for each 0 < γ < ∞. And we will try to ﬁnd the
position and role of S(γ ) in the class T S(γ ). First we give some notation. For a nonnegative function v on (−∞,∞),
say that v belongs to Ld, if v(x) > 0 eventually and for any t ∈ (−∞,∞), v(x − t) ∼ v(x); say that v belongs to Sd, if
v ∈ Ld, ∫∞0 v(x)dx < ∞ and ∫ x0 v(x − y)v(y)dy ∼ 2v(x) ∫∞0 v(x)dx. For more details about these deﬁnitions, one can refer
to Klüppelberg [21].
Proposition 2.2. For a distribution V on (−∞,∞), suppose that gV (−γ ) < ∞ for some 0 < γ < ∞, and v(x) = eγ xV (x), x ∈
(−∞,∞). Then the following assertions are equivalent:
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2◦ V ∈ S(γ );
3◦ Vγ ∈ S for all 0 < T < ∞.
Hence, the inclusion S(γ ) ⊂ T S(γ ) is proper for each 0 < γ < ∞.
Proof. Theorem 2.1 of Klüppelberg [21] yields that 1◦ ⇔ 2◦ . It follows from Proposition 2.1 and (2.3) that 2◦ ⇔ 3◦ .
Finally, since the inclusion S ⊂ S is proper for any 0 < T < ∞, the inclusion S(γ ) ⊂ T S(γ ) is still proper for each
0 < γ < ∞. 
From the following proposition, it can be found that there are many examples which are similar to the example in
Theorem 3.1 of Embrechts and Goldie [13]. Thus, the class T S(γ ) is much larger than the class S(γ ) for each 0 < γ < ∞.
Proposition 2.3. 1◦ Let V be a proper distribution on [0,∞) with ﬁnite mean μV . Suppose that V ∈ D \ L. For any 0 < γ < ∞, let
U (x) = e−γ xV (x), x ∈ [0,∞); U (x) = 1, x ∈ (−∞,0). Then Uγ ∈ L ∩ D. Hence, U ∈ T S(γ ), but U /∈ L(γ ).
2◦ Let sn = n−n, an = nn−2 , x0 = 0, xn =∑ni=1 ai , n = 1,2, . . . . Deﬁne V (x) = sn for x ∈ [xn−1, xn), n = 1,2, . . . . Then V /∈ D ∪ L
and has a ﬁnite mean μV . For any 0 < γ < ∞, let U (x) = e−γ xV (x), x ∈ [0,∞); U (x) = 1, x ∈ (−∞,0). Then U ∈ T S(γ ), but
U /∈ L(γ ).
Proof. 1◦ By the deﬁnition of U , partial integration and μV < ∞, we have
Uγ (x) = (1+ γμV )−1
(
V (x) + γ V I (x)), (2.6)
where V I (x) = min{1, ∫∞x V (y)dy}, x  0, is the integrated tail distribution of V . Since V ∈ D, it is easy to know that
V (x) = o(V I (x)), i.e. V I ∈ L. Hence,
Uγ (x) ∼ γ (1+ γμV )−1V I (x). (2.7)
It follows from V ∈ D that V I ∈ L ∩ D ⊂ S . So by (2.7) we have Uγ ∈ L ∩ D ⊂ S . Thus U ∈ T S(γ ). But since V /∈ L then
U /∈ L(γ ).
2◦ From Example 4.1 of Klüppelberg [20], we have that V I ∈ S , V /∈ D ∪ L and has a ﬁnite mean μV . Since V I ∈ S ⊂ L,
we know that V (x) = o(V I (x)). It follows from (2.6) that (2.7) still holds. Hence, by V I ∈ S we get Uγ ∈ S , i.e. U ∈ T S(γ ).
Now we prove Uγ /∈ L for any 0 < T < ∞. For any ﬁxed 0 < T < ∞,
V I (xn + )
V I (xn − T + ) =
sn+1
sn
→ 0 as n → ∞.
Hence, V I /∈ L for any 0 < T < ∞. It follows from (2.7) that Uγ /∈ L for any 0 < T < ∞. Using Proposition 2.1, we know
that U /∈ L(γ ). 
Now we give some properties for T L(γ ) and T S(γ ).
Proposition 2.4. Let V i , i = 1,2, be distributions on D. If V i ∈ T L(γ ), i = 1,2, for some 0 γ < ∞ and some 0 < T ∞, then
V1 ∗ V2 ∈ T L(γ ). In particular, if a distribution V ∈ T L(γ ) on D, then V (n) ∈ T L(γ ).
Furthermore, if a distribution V ∈ T S(γ ) on [0,∞), then V (n) ∈ T S(γ ).
Proposition 2.5. Let V i, i = 1,2, be distributions on D. Assume that V1 ∈ T S(γ ) and V2 ∈ T L(γ ) for some 0  γ < ∞ and
some 0 < T ∞. If V2(x+ ) ≈ V1(x+ ), that is,
0 < lim inf
V1(x+ )
V2(x+ )  limsup
V1(x+ )
V2(x+ ) < ∞,
then V2 ∈ T S(γ ).
The above two propositions can be obtained by using (2.4) and Proposition 1 and Lemma 1 of Asmussen et al. [3]. We
omit the details.
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In this subsection, we will prove Theorem 2.1. For this, we will need two lemmas to investigate the relations between
K+γ and Kγ , which extend and improve Corollary 5.4 of Embrechts and Goldie [13].
Lemma 2.2. Suppose that gK (−γ ) < 1 for some 0 < γ < ∞, then the following assertions are equivalent:
1◦ K ∈ T L(γ );
2◦ K+ ∈ T L(γ );
3◦ K+γ (x) ∼ gK (−γ )((1− g−(−γ ))g+(−γ ))−1Kγ (x).
Proof. We ﬁrst prove 1◦ ⇒ 2◦ and 3◦ . By (18) in Veraverbeke [35] or (20) in Embrechts and Goldie [13], we know that
K+γ (x) = gK (−γ )
((
1− g−(−γ )
)
g+(−γ )
)−1 0∫
−∞
Kγ (x− y)dL(y), (2.8)
where L(x) = (1− g−(−γ ))∑∞n=0(g−(−γ ))n(K−)(n)γ (x), x ∈ (−∞,0]. Since Kγ ∈ L, using the dominated convergence theo-
rem in (2.8), we know that 3◦ holds. Thus K+γ ∈ L, i.e. K+ ∈ T L(γ ).
Next we prove 2◦ ⇒ 1◦ and 3◦ . On the one hand, from (2.8) we get that for any x 0,
K+γ (x) gK (−γ )
((
1− g−(−γ )
)
g+(−γ )
)−1
Kγ (x).
On the other hand, by K+γ ∈ L and (2.8), we get that for any N > 0,
K+γ (x) ∼ K+γ (x− N) gK (−γ )
((
1− g−(−γ )
)
g+(−γ )
)−1
Kγ (x)L(−N).
First letting x→ ∞ and then letting N → ∞, we have
K+γ (x) gK (−γ )
((
1− g−(−γ )
)
g+(−γ )
)−1
Kγ (x).
Thus, 3◦ holds and Kγ ∈ L, i.e. K ∈ T L(γ ).
Finally, we prove 3◦ ⇒ 1◦ . By (2.8), for any x > 0,
K+γ (x)
Kγ (x)
 gK (−γ )
((
1− g−(−γ )
)
g+(−γ )
)−1( Kγ (x+ 1)
Kγ (x)
L(−1) + L(−1)
)
,
which combining with 3◦ yields that
lim inf
Kγ (x+ 1)
Kγ (x)
 1.
Thus, Kγ ∈ L, i.e. K ∈ T L(γ ). 
The following lemma can be obtained by Lemma 2.2 immediately.
Lemma 2.3. Under the conditions of Lemma 2.2, the following assertions are equivalent:
1◦ K ∈ T S(γ );
2◦ K+ ∈ T S(γ ).
Proof of Theorem 2.1. Since gK (−γ ) < 1, by Wiener–Hopf factorization, we obtain g+(−γ ) < 1. Hence, by Fubini’s theorem
and (1.2) we have
gW (−γ ) = e−B
(
1− g+(−γ )
)−1
. (2.9)
Thus, it follows from (2.9) and (1.2) that
Wγ (x) =
(
1− g+(−γ )
) ∞∑
n=1
(
g+(−γ )
)n
K (n)+γ (x), x ∈ (−∞,∞). (2.10)
From (2.10), by Corollary 5.1 of Embrechts and Goldie [13], we get 2◦ ⇔ 3◦ ⇔ 4◦ . We only need to prove 1◦ ⇔ 2◦ , which
can be obtained immediately by Lemma 2.3.
Now we prove 1◦ ⇒ 5◦ . Since 1◦ ⇔ 4◦ , by Lemma 2.2 we know that 5◦ holds.
Furthermore, if K ∈ T L(γ ), then it follows from Lemma 2.2 that 5◦ ⇒ 4◦ . Thus, 1◦ ⇔ 2◦ ⇔ 3◦ ⇔ 4◦ ⇔ 5◦ . 
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Before giving the proof of Theorem 2.2, we ﬁrst present two lemmas. The ﬁrst lemma can be shown by Theorem 1.5.3 of
Bingham et al. [5]. We omit the details.
Lemma 2.4. For a distribution V on (−∞,∞), suppose that V ∈ L for some 0 < T < ∞. Then for any 0 < α < ∞,
sup
{
e−αyV (y + ): y  x}∼ e−αxV (x+ ).
Lemma 2.5. Under the conditions of Theorem 2.2, then K+ ∈ T L(γ ) and
K+γ (x+ ) ∼ gK (−γ )
((
1− g−(−γ )
)
g+(−γ )
)−1
Kγ (x+ ). (2.11)
In particular, if Kγ has a continuous density kγ , such that eγ xkγ (x) is non-increasing, then the assertion (2.11) and the following
assertions are equivalent:
1◦ K ∈ T L(γ );
2◦ K+ ∈ T L(γ ).
Proof. By (2.8), for any x 0,
K+γ (x+ ) = gK (−γ )
((
1− g−(−γ )
)
g+(−γ )
)−1 0∫
−∞
Kγ (x− y + )dL(y), (2.12)
where L(x) = (1− g−(−γ ))∑∞n=0(g−(−γ ))n(K−)(n)γ (x), x ∈ (−∞,0].
By Lemma 2.4, for any 0 < α < γ , there exists a constant C > 1 such that for suﬃciently large x,
0∫
−∞
Kγ (x− y + )dL(y) =
0∫
−∞
e−α(x−y)Kγ (x− y + )eα(x−y) dL(y)
 CKγ (x+ )
0∫
−∞
e−αy dL(y)
= C(1− g−(−γ ))Kγ (x+ ) ∞∑
n=0
(
g−(α − γ )
)n
< ∞.
Hence, by Kγ ∈ L , (2.12) and the dominated convergence theorem, we know that (2.11) holds. Thus, K+γ ∈ L , i.e.
K+ ∈ T L(γ ).
If Kγ has a continuous density kγ and eγ xkγ (x) is non-increasing, then Kγ (x+ ) is non-increasing. Thus, by the way
of the proof of Lemma 2.2, we can prove 2◦ ⇒ 1◦ and (2.11) ⇒ 1◦ , which combining with the ﬁrst part of this lemma
yields 1◦ ⇔ 2◦ ⇔ (2.11). 
Proof of Theorem 2.2. It follows from Lemma 2.5 that 1◦ ⇔ 2◦ . By (2.10), we get that for any x 0,
Wγ (x+ ) =
(
1− g+(−γ )
) ∞∑
n=1
(
g+(−γ )
)n
K (n)+γ (x+ ).
Note that 2◦ ⇔ K+γ ∈ S and 3◦ ⇔ Wγ ∈ S . Thus, using Corollary 3.2 of Wang et al. [39] and Lemma 2.5, we know that
2◦ ⇔ 3◦ ⇔ 4◦ . This completes the proof of Theorem 2.2. 
3. Proofs of main results
In this section, we will prove Theorems 1.1 and 1.2.
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We ﬁrst prove (1.3). It follows from (2.4) that
W (x+ ) = gW (−γ )e−γ xWγ (x+ )
(
1− γ
T∫
0
e−γ u
Wγ (x+ u) − Wγ (x+ T )
Wγ (x+ ) du
)
.
Hence, by 4◦ of Theorem 2.2, we get
gW (−γ )
(
1− gK (−γ )
)−1
gK (−γ )e−γ (x+T )Kγ (x+ )
W (x+ )
 gW (−γ )
(
1− gK (−γ )
)−1
gK (−γ )e−γ xKγ (x+ ). (3.1)
Since
e−γ xKγ (x+ ) eγ T
x+T∫
x
e−γ u dKγ (u) = eγ T
(
gK (−γ )
)−1
K (x+ ) (3.2)
and
e−γ xKγ (x+ )
x+T∫
x
e−γ udKγ (u) =
(
gK (−γ )
)−1
K (x+ ), (3.3)
it follows from (3.1)–(3.3) and (2.9) that (1.3) holds.
For (1.4), since W (x) =∑∞k=0 W (x+ kT + ), by (1.3) we get (1.4) holds. This completes the proof of Theorem 1.1.
3.2. Proof of Theorem 1.2
Before giving the proof of Theorem 1.2, we ﬁrst introduce two lemmas, which are Lemmas 2.1 and 2.2 of Chen et al. [6],
respectively.
Lemma 3.1. Let V1 be a distribution (possibly defective) on [0,∞). Assume that V1 ∈ L for some 0 < T ∞ and V2 is a proper
distribution on [0,∞). Then
lim inf
x→∞ infy0
x∫
0
V1(x+ y − u + )
V1(x+ y + ) dV2(u) 1.
Lemma 3.2. Assume that the distribution V on [0,∞) belongs to S for some 0 < T ∞. V1 and V2 are distributions (possibly
defective) on [0,∞) satisfying
V i(x+ ) ∼ ki V (x+ ),
where 0 < ki < ∞, i = 1,2. Then for any positive function f (x) → ∞,
limsup
x→∞
sup
y f (x)
x∫
0
V1(x+ y − u + )
V1(x+ y + ) dV2(u) 1.
Proof of Theorem 1.2. By copying the proof of Lemma 3.1 of Tang [30] (see also (4.1) of Tang [33]), we can obtain that for
any x 0 and y  0,
P
(
Sτ (x) ∈ x+ y + ,τ(x) < ∞
)= eB
x∫
0
K+(x+ y − u + )dW (u),
which combining with (2.4) yields that
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(
Sτ (x) ∈ x+ y + ,τ(x) < ∞
)
= eB
x∫
0
g+(−γ )e−γ (x+y−u)K+γ (x+ y − u + )
·
(
1− γ
T∫
0
e−γ t
K+γ (x+ y − u + t) − K+γ (x+ y − u + T )
K+γ (x+ y − u + ) dt
)
dW (u). (3.4)
Hence, by (3.4) we have that for any x 0 and y  0,
eB g+(−γ )e−γ T e−γ (x+y)
x∫
0
eγ u K+γ (x+ y − u + )dW (u)
 P
(
Sτ (x) ∈ x+ y + ,τ(x) < ∞
)
 eB g+(−γ )e−γ (x+y)
x∫
0
eγ u K+γ (x+ y − u + )dW (u). (3.5)
In addition, we note that
x∫
0
eγ u K+γ (x+ y − u + )dW (u) = gW (−γ )
x∫
0
K+γ (x+ y − u + )dWγ (u). (3.6)
Since K ∈ T S(γ ), by Theorem 2.2 and Lemma 2.5, we get K+ ∈ T S(γ ) and
Wγ (x+ ) ∼ g+(−γ )
(
1− g+(−γ )
)−1
K+γ (x+ ). (3.7)
Hence, by K+ ∈ T S(γ ) and (3.7), using Lemmas 3.1 and 3.2 we have
lim inf
x→∞ infy0
x∫
0
K+γ (x+ y − u + )
K+γ (x+ y + ) dWγ (u) 1, (3.8)
and for any positive function f (x) → ∞,
limsup
x→∞
sup
y f (x)
x∫
0
K+γ (x+ y − u + )
K+γ (x+ y + ) dWγ (u) 1. (3.9)
Thus by (3.5), (3.6), (3.8), (3.9) and Lemma 2.5, we get
lim inf
x→∞ infy0
P (Sτ (x) ∈ x+ y + ,τ(x) < ∞)
e−γ (x+y)Kγ (x+ y + )  gK (−γ )
(
1− gK (−γ )
)−1
e−γ T , (3.10)
and for any positive function f (x) → ∞,
limsup
x→∞
sup
y f (x)
P (Sτ (x) ∈ x+ y + ,τ(x) < ∞)
e−γ (x+y)Kγ (x+ y + )  gK (−γ )
(
1− gK (−γ )
)−1
. (3.11)
From (3.10) and (3.11), by using (3.2) and (3.3), we know that (1.5) and (1.6) hold.
Now we prove (1.7). Since for any y  0,
x∫
0
K+γ (x+ y − u + )dWγ (u)
x+y∫
0
K+γ (x+ y − u + )dWγ (u)
 K+γ ∗ Wγ (x+ y + ). (3.12)
By K+ ∈ T S(γ ), (3.7), Proposition 3 of Asmussen et al. [3] and Lemma 2.5, it holds uniformly for y  0 that
K+γ ∗ Wγ (x+ y + ) ∼
(
1− g+(−γ )
)−1
K+γ (x+ y + )
∼ gK (−γ )
((
1− gK (−γ )
)
g+(−γ )
)−1
Kγ (x+ y + ). (3.13)
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limsup
x→∞
sup
y0
P (Sτ (x) ∈ x+ y + ,τ(x) < ∞)
e−γ (x+y)Kγ (x+ y + )  gK (−γ )
((
1− gK (−γ )
)(
1− g+(−γ )
))−1
. (3.14)
From (3.14), using (3.2), we obtain that (1.7) holds. 
4. Ruin probability and local ruin probability
In this section we will apply Theorems 1.1 and 1.2 to the renewal risk model and give some asymptotic estimates for
the ruin probability and the local ruin probability in “the intermediate case”, where the claim sizes may not belong to the
convolution equivalent distribution class. We ﬁrst introduce some notions and notation about the renewal risk model, then
present the main results of this section and give their proofs.
4.1. Renewal risk model and results
Suppose that the claims of an insurance company, Xi, i  1, are i.i.d. and nonnegative r.v.s with common distribution
F and positive ﬁnite mean μF , and the claim inter-arrival times, Yi , i  1, are also i.i.d. and nonnegative r.v.s, which are
independent of the r.v.s, Xi , i  1, with common distribution G and positive ﬁnite mean μG . The locations of the successive
claims, Ti =∑ik=1 Yk , i  1, constitute a counting process
N(t) = sup{n 1: Tn  t}, t > 0,
where, by convention, the cardinality of the empty set is 0 and N(0) ≡ 0. Let x > 0 be the initial capital of this insurance
company, and c > 0 be the premium rate. Assume that the net proﬁt condition is satisﬁed, that is to say,
cμG − μF > 0. (4.1)
If let Zi = Xi − cYi , i  1, with common distribution K on (−∞,∞), then it follows from (1.2) that the (inﬁnite time) ruin
probability
ψ(x) = P
(
sup
n0
Sn > x
)
= W (x) = e−B
∞∑
n=1
K (n)+ (x). (4.2)
And the local ruin probability is denoted by
ψ T (x) = P(Sτ (x) ∈ x+ ,τ(x) < ∞) for some 0 < T < ∞. (4.3)
We note that, the local ruin probability ψ T (x) = P (Sτ (x) ∈ x+ ,τ(x) < ∞) is different from the local probability of the
supremum of the corresponding random walk P (supn0 Sn ∈ x + ) and the ﬁnite time probability P (sup0<nN(t) Sn > x)
for some ﬁxed t  0.
The above model is called the renewal risk model or the Sparre Andersen model. Particularly, if G is an exponential
distribution, this model is called the Cramér–Lundberg model.
Now we give the asymptotic estimates for ψ(x) and ψ T (x), respectively.
Theorem 4.1. Suppose that (4.1) holds and F ∈ T S(γ ) for some 0 < γ < ∞ and some 0 < T < ∞. Also let gK (−γ ) < 1. Then
C2e
−γ T F (x)ψ(x) C2eγ T F (x), (4.4)
where C2 = C1gK (−γ )(gF (−γ ))−1 .
Theorem 4.2. Under the conditions of Theorem 4.1, we have
C3e
−γ T F (x+ )ψ T (x) C3
(
1− g+(−γ )
)−1
eγ T F (x+ ), (4.5)
where C3 = (1− gK (−γ ))−1gK (−γ )(gF (−γ ))−1 .
Here we note that, in the GI/G/1 queuing system, 1 − ψ(x) is the stationary waiting time distribution. Thus, using
Theorems 4.1 and 4.2, some asymptotic behaviors for the tail probability of the above quantity can also be given in a larger
scope than before.
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In order to prove Theorems 4.1 and 4.2, we will need some lemmas to investigate the relations between Fγ and Kγ for
any 0 < γ < ∞.
Lemma 4.1. For any 0 < γ < ∞, the following assertions are equivalent:
1◦ F ∈ T L(γ );
2◦ K ∈ T L(γ );
3◦ Fγ (x) ∼ Kγ (x).
Proof. It follows from partial integration and Fubini’s theorem that for any x 0,
Kγ (x) =
(
gK (−γ )
)−1(
eγ xK (x) + γ
∞∫
0
∞∫
x
F (y + ct)eγ y dy dG(t)
)
=
∞∫
0
Fγ (x+ ct)dG−cγ (t). (4.6)
Hence, by (4.6) and Lemma 4.2 of Tang [31], we know that the results of Lemma 4.1 are correct. 
Using Lemma 4.1 we can get the following lemma immediately.
Lemma 4.2. For any 0 < γ < ∞, the following assertions are equivalent:
1◦ F ∈ T S(γ );
2◦ K ∈ T S(γ ).
Similar to Lemmas 4.1 and 4.2, we can get the following results.
Lemma 4.3. If F ∈ T L(γ ) for some 0 < γ < ∞ and some 0 < T < ∞, then K ∈ T L(γ ) and
Kγ (x+ ) ∼ Fγ (x+ ). (4.7)
In particular, if F has a continuous density f , such that eγ x f (x) is non-increasing, then the assertion (4.7) and the following assertions
are equivalent:
1◦ F ∈ T L(γ );
2◦ K ∈ T L(γ ).
Proof. By (4.6), we get
gK (−γ )Kγ (x+ ) = gF (−γ )
∞∫
0
e−cγ t Fγ (x+ ct + )dG(t). (4.8)
Since F ∈ T L(γ ), i.e. Fγ ∈ L , by (4.8), Lemma 2.4 and the dominated convergence theorem, we have (4.7) holds and
Kγ ∈ L , i.e. K ∈ T L(γ ).
If F has a continuous density f and eγ x f (x) is non-increasing, then Fγ (x + ) is non-increasing. Thus, by the way of
the proof of Lemma 2.2, we can prove 2◦ ⇒ 1◦ and (4.7) ⇒ 1◦ , which combining with the ﬁrst part of this lemma yields
1◦ ⇔ 2◦ ⇔ (4.7). 
Using Lemma 4.3, we can obtain the following lemma immediately.
Lemma 4.4. If F ∈ T L(γ ) for some 0 < γ < ∞ and some 0 < T < ∞, then the following assertions are equivalent:
1◦ F ∈ T S(γ );
2◦ K ∈ T S(γ ).
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Proof of Theorem 4.1. By (4.2), (3.1) and Lemma 4.3, we have that
C1gK (−γ )e−γ (x+T )Fγ (x+ )W (x+ ) C1gK (−γ )e−γ x Fγ (x+ ). (4.9)
Since ψ(x) = W (x) =∑∞k=0 W (x+ kT + ), by (4.9), we get
ψ(x) C1gK (−γ )
∞∑
k=0
e−γ (x+kT )Fγ (x+ kT + )
 C1gK (−γ )eγ T
∞∫
x
e−γ y dFγ (y)
= C2eγ T F (x)
and
ψ(x) C1gK (−γ )e−γ T
∞∑
k=0
e−γ (x+kT )Fγ (x+ kT + )
 C1gK (−γ )e−γ T
∞∫
x
e−γ y dFγ (y)
= C2e−γ T F (x).
Thus, (4.4) holds. 
Proof of Theorem 4.2. From (4.3), by using (3.10) and (3.14) for y = 0 and Lemma 4.3, we have that
C3gF (−γ )e−γ (x+T )Fγ (x+ )ψ T (x) C3gF (−γ )
(
1− g+(−γ )
)−1
e−γ x Fγ (x+ ). (4.10)
Then, by (4.10) and the similar estimates of (3.2) and (3.3), we know that (4.5) holds. 
5. Inﬁnitely divisible laws
In this section, we will give the global and local asymptotics of an inﬁnitely divisible law, where the corresponding Lévy
measure may not belong to the convolution equivalent distribution class. We ﬁrst introduce some notions and notation
about inﬁnitely divisible laws.
Let H be an inﬁnitely divisible law on [0,∞), whose L–S transform can be expressed as
gH (s) = exp
{
−as−
∞∫
0
(
1− e−su)dν(u)
}
(see, e.g. Feller [17, p. 450]). Here, a  0 is a constant and the Lévy measure ν is a Borel measure on (0,∞) with the
properties λ = ν((1,∞)) < ∞ and ∫ 10 ydν(y) < ∞. Put Q (x) = λ−1ν((1, x)), x > 1. It is pointed out in Embrechts et al. [14]
that H = H1 ∗ H2, where, Hi, i = 1,2, are proper distributions satisfying
H1(x) = o
(
e−εx
)
for all ε > 0
and
H2(x) = e−λ
∞∑
n=0
λn
n! Q
(n)(x), x > 1.
The asymptotics of an inﬁnitely divisible law have been investigated by many researchers. For example, Embrechts
et al. [14], Embrechts and Goldie [13], Sato [27], Asmussen et al. [3], Shimura and Watanabe [29], Wang et al. [39], Watan-
abe [40], Watanabe and Yamamuro [41], and references therein. Many of the above results are obtained under the condition
that the Lévy measure belongs to the convolution equivalent class. In the following, we will consider the asymptotics of an
inﬁnitely divisible law, where the Lévy measure may not belong the convolution equivalent distribution class.
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1◦ Q ∈ T S(γ );
2◦ H2 ∈ T L(γ ) and Hγ (x+ ) ∼ λgQ (−γ )Q γ (x+ );
3◦ H ∈ T S(γ ) and H2 ∈ T L(γ ).
Particularly, if Q ∈ T S(γ ) for some 0 < γ < ∞ and some 0 < T < ∞ then
λgH (−γ )e−γ T Q (x+ ) H(x+ ) λgH (−γ )eγ T Q (x+ ) (5.1)
and
λgH (−γ )e−γ T Q (x) H(x) λgH (−γ )eγ T Q (x). (5.2)
Remark 5.1. If Q ∈ S(γ ) for some 0 < γ < ∞, then using Proposition 2.2 we know that Q ∈ T S(γ ) for all 0 < T < ∞.
Thus, (5.2) holds for all 0 < T < ∞. Letting T → 0 in (5.2), we can get that
H(x) ∼ λgH (−γ )Q (x),
which is the classical result for inﬁnitely divisible laws (see, e.g. Sgibnev [28]).
Proof of Theorem 5.1. Since gH1(−ε) < ∞ for all ε > 0, we have that Hγ (x) = H1γ ∗ H2γ (x), x 0 and for any ε > 0,
eεxH1γ (x)
(
gH1(−γ )
)−1 ∞∫
x
e(γ+ε)u dH1(u) → 0,
H2γ (x) = e−λgQ (−γ )
∞∑
n=0
(λgQ (−γ ))n
n! Q
(n)
γ (x), x > 1.
Hence, using Theorem 5.2 of Wang et al. [39] we know that 1◦ ⇔ 2◦ ⇔ 3◦ .
Now we prove (5.1) and (5.2). It follows from (2.4) that
H(x+ ) = gH (−γ )e−γ xHγ (x+ )
(
1− γ
T∫
0
e−γ u
Hγ (x+ u) − Hγ (x+ T )
Hγ (x+ ) du
)
.
Thus for any x 0,
gH (−γ )e−γ (x+T )Hγ (x+ ) H(x+ ) gH (−γ )e−γ xHγ (x+ ). (5.3)
By (5.3) and 1◦ ⇒ 2◦ , we get
gH (−γ )gQ (−γ )λe−γ (x+T )Q γ (x+ ) H(x+ ) gH (−γ )gQ (−γ )λe−γ xQ γ (x+ ),
which combining with (3.2) and (3.3) yields that (5.1) holds.
Since for any x 0, H(x) =∑∞k=0 H(x+ kT + ), we can obtain (5.2) immediately from (5.1). 
6. Remarks
In this section, we give some remarks on the above results.
Remark 6.1. We note once more that for each 0 < γ < ∞ and 0 < T < ∞, the inclusions E(γ ) ∩ L(γ ) ⊂ T L(γ ) and
S(γ ) ⊂ T S(γ ) are proper. For example, let V be a lattice distribution on [0,∞) with the step 0 < T < ∞. By (1.1),
we know that if V ∈ S then for any 0 < γ < ∞, V−γ ∈ T S(γ ) ⊂ T L(γ ), but V−γ /∈ L(γ ). In fact, suppose that
V−γ ∈ L(γ ), by Proposition 2.1, we know that V = (V−γ )γ ∈ Lt for all 0 < t < ∞, here t = (0, t], which is conﬂictive
with the fact that V is lattice with the step T .
We can also give an example for a non-lattice distribution. Suppose that the r.v. X has the masses P (X = 2n − 1) =
c(2n − 1)−2, P (X = 2n − 0.1) = c(2n)−2, n  1, here c = (∑∞n=1 n−2)−1. Let V be the distribution of the r.v. X and V is a
non-lattice distribution. Taking T = 2, we have
V (x+ ) = c(2n)−2 + c(2n+ 1)−2 or V (x+ ) = c(2n)−2 + c(2n− 1)−2,
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(2n)−2 + (2n+ 1)−2 ∼ (2n)−2 + (2n− 1)−2 ∼ (2n)−2 as n → ∞.
Thus, V ∈ S . But for any 0 < t  0.8, V /∈ Lt . This is because of V (x+ t) is not greater than zero eventually. Hence, for
any 0 < γ < ∞, V−γ ∈ T S(γ ) ⊂ T L(γ ), but V−γ /∈ L(γ ).
From the above, we know that for each 0 < γ < ∞, the class ⋃0<T<∞ T S(γ ) is much larger than the class S(γ ).
Remark 6.2. In this remark, we will note that for a proper distribution V on (−∞,∞), if V ∈ S for some 0 < T < ∞, then
under some conditions, the asymptotic behavior V (2)(x+ ) ∼ 2V (x+ ) still holds.
Proposition 6.1. For a proper distribution V on (−∞,∞), assume that V ∈ S for some 0 < T < ∞ and 0 < q = V [0,∞) < 1. If
one of the following conditions is satisﬁed:
Condition 6.1. There exist x0 > 0 and C > 0 such that for any x2 > x1 > x0 ,
V (x2 + ) CV (x1 + ).
Condition 6.2. V− is light-tailed, that is, there exists 0 < α < ∞ such that ∫ 0−∞ e−αy dV−(y) < ∞, then
V (2)(x+ ) ∼ 2V (x+ ). (6.1)
Proof. Since V = qV+ + (1− q)V− , we have
V (2)(x+ ) = q2V+(2)(x+ ) + 2q(1− q)V+ ∗ V−(x+ ) + (1− q)2V−(2)(x+ )
= q2V+(2)(x+ ) + 2q(1− q)V+ ∗ V−(x+ ). (6.2)
By V ∈ S , i.e. V+ ∈ S , we get
V+(2)(x+ ) ∼ 2V+(x+ ) = 2q−1V (x+ ). (6.3)
Now we deal with V+ ∗ V−(x+ ). If Condition 6.1 is satisﬁed, then by the dominated convergence theorem,
V+ ∗ V−(x+ ) =
0∫
−∞
V+(x− y + )dV−(y) ∼ V+(x+ ) = q−1V (x+ ). (6.4)
If Condition 6.2 is satisﬁed, then by Lemma 2.4, we have
0∫
−∞
V+(x− y + )
V (x+ ) dV
−(y) =
0∫
−∞
e−α(x−y)V+(x− y + )
e−αxV (x+ ) e
−αy dV−(y)

0∫
−∞
supzx e−αzV (z + )
e−αxV (x+ ) e
−αy dV−(y)
∼
0∫
−∞
e−αy dV (y) < ∞.
Thus still using the dominated convergence theorem, we know that (6.4) holds.
By (6.2)–(6.4), we get (6.1) holds. 
Remark 6.3. Combining with Theorem 1.5(ii) of Watanabe [40], we give an application of Propositions 2.1 and 2.2. Let τ be
a nonnegative integer-valued random variable with P (τ = n) = pn , n  0. For a proper distribution U on [0,∞), we deﬁne
a compound distribution H by H =∑∞n=0 pnU (n) . By Theorem 1.5(ii) of Watanabe [40], we know that for any 0 < γ < ∞,
there exist a light-tailed τ and a distribution U such that for some 0 < δ < ∞, U ∈ L(γ + δ) and H ∈ S(γ ). Hence, by
Propositions 2.1 and 2.2, we get that Hγ ∈ St for all 0 < t < ∞ and Uγ /∈ L for some 0 < T < ∞. Thus, in the compound
distribution
Hγ =
∞∑
n=0
pn
(
gU (−γ )
)n(
gH (−γ )
)−1
U (n)γ ,
for the above 0 < T < ∞, Hγ ∈ S and Uγ /∈ S . Thus, generally the local subexponential class is not closed under convo-
lution roots.
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