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ABSTRACT 7 
This paper reports on the validation of a simplified discharge prediction model that is suitable for 8 
implementation on a resourced constrained system such as a wireless sensor network, which will allow their 9 
operation to become more proactive rather than reactive. The data-driven model, utilising an M5 decision tree 10 
modelling technique, is validated using a 12-month training data set derived from published measured data. 11 
Daily runoff and drainage is predicted, and the results are compared with existing data-driven models developed 12 
in this domain. Results for the model give an R2 of 0.82 and Root Relative Mean Square Error (RRMSE) of 13 
35.9%. 80% of the residuals for the predicted test values fall within a +2 mm discharge depth/day error range. 14 
The main significance is that the proposed model gives comparable results with fewer samples and simpler 15 
parameters when compared to previous published research, which offers the potential for implementation in 16 
resource constrained monitoring and control systems.  17 
Keyword:  Wireless Sensor Networks, discharge prediction, environmental modelling, machine learning, 18 
M5 trees 19 
1. Introduction 20 
Over recent years, wireless sensor networks (WSNs), with their attractions of low cost and real time data 21 
availability, have received considerable attention in automating agricultural processes for economic benefits, 22 
e.g. in precision irrigation, pest control, and animal farming. However, a research gap still exists for 23 
mechanizing reutilization of resources (water and nutrients) among farms in order to additionally maximise 24 
environmental benefits. There is huge potential for leveraging existing networked agricultural activities into an 25 
integrated mechanism by sharing information about discharges (Zia et al., 2013). To illustrate this consider that 26 
the most commonly used irrigation method, surface irrigation, results in 40 to 60% of water losses in the form of 27 
runoff (Eisenhauer, 2011, Tindula et al., 2013). This runoff can transport up to 30-50% of applied nutrients to 28 
stream water and rivers (Liu et al., 2003) In the light of these figures, the motivation for this work is to develop 29 
a system that can potentially reduce water consumption and reduce outflows from farms, by predicting and 30 
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monitoring discharge from local areas. This will enable the development of systems that can then proactively 31 
control irrigation strategies and also implement drainage reuse. This will also lead to improved water quality as 32 
it will allow nutrients to be kept in the place where they can be useful where previously they would have been 33 
discharged with no control into the local environment, eventually ending up in the streams and rivers. While 34 
drainage reuse has been advocated and adopted in farming (Adelman, 2000, Willardson et al., 1997, Harper, 35 
2012), various resource constraints and farmer’s concerns regarding real time availability of information on 36 
volumes, timings, and quality of discharges that will be delivered to the farms (Carr et al., 2011, Oster and 37 
Grattan, 2002), currently restricts wide adoption of this mechanism in agriculture. 38 
To address some of these issues, we have previously proposed a framework for water quality monitoring 39 
control and management (WQMCM) using collaborative WSNs in a catchment to investigate and enable such a 40 
mechanism (Zia et al., 2014a). The basic system architecture comprises various modules, one of which is a 41 
discharge prediction module (Q-predictive model). The validation of this model using field data from an 42 
instrumented catchment is the subject of this paper. Although previous work on the Q-predictive model has 43 
shown that it works well with simulated data (Zia et al., 2014b), this paper extends this by reporting on the 44 
validation of the model with field data from an instrumented catchment, and comparing its performance with 45 
other published models.  46 
To date, numerous physically-based hydrological models have been developed for the prediction of 47 
discharges, either measured as surface runoff, groundwater leaching or stream-flow. Although these models are 48 
popular in academic research and are very useful in evaluating different scenarios, their dependence on 49 
acquiring numerous parameters, the need for calibrating models to individual areas, and the tremendous 50 
computational burden involved in running the models makes wide-spread application complicated and difficult 51 
(Basha et al., 2008, Galelli and Castelletti, 2013). In contrast, data-driven models have good prediction 52 
capability and require fewer parameters, which is consistent with the requirement for a reduction in the 53 
computational burden of decision making (Castelletti et al., 2010). Thus data-driven modelling, using machine 54 
learning algorithms, has been widely used in hydrological modelling (Wilby et al., 2003, Rasouli et al., 2012, 55 
Solomatine and Ostfeld, 2008) with artificial neural networks (ANN) being a popular choice (Dawson and 56 
Wilby, 1998, Minns and Hall, 1996, Wilby et al., 2003). Recently, decision tree modelling has been investigated 57 
(Galelli and Castelletti, 2013, Villa-Vialaneix et al., 2012, Fortin et al., 2014, Piñeros Garcet et al., 2006, 58 
Kuzmanovski, 2012) and an interesting example of this class are M5 model trees (Quinlan, 1992). The 59 
advantage of M5 model trees over ANNs are that they are faster to train and have guaranteed convergence 60 
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(Solomatine and Dulal, 2003). However, there are two limitations in the existing work; either the existing 61 
models use simpler parameters but years of historical data with thousands of training samples to learn the 62 
heterogeneity of large areas (>1000ha) (Galelli and Castelletti, 2013, Solomatine and Xue, 2004a), or they use 63 
more complex models with a significant number of parameters (Bhattacharya et al., 2005, Kuzmanovski, 2012). 64 
Additionally none of these approaches have been specifically targeted at sensor network applications, and the 65 
data used was obtained through traditional sampling methods in gauged catchments.   66 
This highlights one of the main issues in that the historical data sets needed to develop these predictive 67 
models do not exist for every farm, and even for most catchments. In addition, the strengths of a WSN 68 
deployment (fine spatial and temporal measurements of dynamic parameters) requires a simplified underlying 69 
physical model, and a simple machine learning model based on fewer and, ideally, real-time field parameters 70 
acquired autonomously and shareable across neighbouring farms. Thus there is a requirement for a discharge 71 
predictive model, which takes into account field conditions (soil moisture, vegetation cover) of the farms and 72 
the drainage networks, and which could be generated with adequate performance using fewer training samples. 73 
Such a model, once implemented in the network, can adaptively learn and further improve its accuracy over the 74 
course of time. 75 
In this paper, we recap the model simplification for the predictive model for completeness, as already 76 
proposed by Zia et.al. (Zia et al., 2013), which is based on (but not restricted to) the popular National Resource 77 
Conservation Method (NRCS curve number model). Furthermore, we explore the applicability of M5 decision 78 
trees, for discharge modelling based on the proposed parameters. A year-long dataset (200 event samples) 79 
consisting of daily values for precipitation, field conditions (soil moisture, vegetation cover) and discharges, 80 
obtained from a grassland catchment in Ireland is used for training and testing the model. Speciﬁcally, an 81 
assessment procedure with the following steps is used (i) evaluation of optimized input parameter combinations 82 
with optimal performance; (ii) random sampling of the observational dataset to ensure a robust evaluation of the 83 
model performance, and the use of 10-fold cross validation to avoid over fitting of the model; (iii) assessment of 84 
the model performance against selected criteria; (iv) uncertainty analysis on the model residuals; and (v) 85 
comparative assessment of the prediction accuracy against other similar research developed using M5 decision 86 
trees. 87 
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2. Experimental Method 88 
2.1 Specification of Catchment Data  89 
The University of Cork carried out a study on the Dripsey catchment in the south of Ireland. The one-year study 90 
(2002) was aimed at understanding the underlying processes of nutrient loss from soil to water bodies within the 91 
catchment (Lewis, 2003) and thus fits the requirement for validating the Q-predictive model. This catchment 92 
consists of smaller nested sub-catchments. Figure 1 (a) shows the location of various data collection points in 93 
the stream network such as site1, site3 and site4, which collect water drained from their associated sub-94 
catchments. For the development of the Q-predictive model, data available for site1 of the stream network is 95 
used. The sub-catchment which drains into this stream location is identified as ‘catchment 1’ (as shown in 96 
Figure 1 (a)) consisting of 17 ha of farmland.  Precipitation (mm) and stream flow (mm) data, collected every 30 97 
minutes for the year 2002 is used. The data is publically available for research and education purposes via the 98 
Environmental Protection Agency (EPA) website (Keily, 2003). The remainder of the data regarding field 99 
conditions is extracted from catchment descriptors available in the associated documentation (Lewis, 2003). 100 
   101 
Figure 1: (a) Location and map of the Dripsey catchment (Khandokar, 2003); (b) precipitation and stream flow (mm) at 102 
site1; (c) cumulative precipitation and stream flow depth for site 1; (c)  rate of stream flow, runoff, & base flow for site 1 103 
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For catchment 1, the cumulative rainfall for the year 2002 was 1812mm. The cumulative stream flow depth 104 
measured, at site1, was 1206mm of the rainfall (as shown in Figure 1 (c)). Stream flow here consists of water 105 
passing this point that originated as any surface runoff, sub-surface drainage or  deeper groundwater 106 
contributions by catchment 1 (Khandokar, 2003). The monthly rainfall value ranges from less than 50 mm in the 107 
summer months to more than 250 mm in the winter months. The mean monthly temperature is 5oC in the winter 108 
and 15oC in the summer. The concentrations of total oxidised nitrate losses range from 0.5 to 6.5 mgl-1. Land 109 
cover in the sub-catchment is dominated by agricultural grassland of high quality pasture and meadows. The 110 
growing season in Ireland is weather-dependant but generally summer-dominant, starting in early March and 111 
finishing in October. Grass is also cut as silage once or twice a year, typically at the end of May and at the end 112 
of July.  113 
2.2 Modelling Technique – M5 decision Tree 114 
With WSNs, it is now possible to obtain real time field data, which presents an opportunity for the development 115 
of simpler and more accurate data-driven models. These methods are based on the analysis of the data (of some 116 
simplified parameters) which characterises the system under study, thereby building models of physical 117 
processes. These models can complement or replace the knowledge-driven models describing behaviour of 118 
physical systems, and therefore can yield low computational complexity, making them well-suited for 119 
implementation on a resource constrained network.  120 
As discussed in the introduction, decision tree modelling, specifically, is receiving increasing attention in 121 
the hydrological literature, in comparison to other learning models. Decision tree modelling is a method of 122 
approximating a target variable (output), with discrete values, from a given data set and represents the learned 123 
function in form of a decision tree (Mitchell, 1999), where each leaf contains the target values. Decision trees 124 
have been shown to perform well when compared to other model types (Galelli and Castelletti, 2013, Zhao and 125 
Zhang, 2008) but they do have one disadvantage. In decision trees, the predicted output is composed of discrete 126 
values and is reconstructed as a piecewise constant function. To ensure good prediction accuracy, the number of 127 
output classes (tree leaves) should be high; however, this increases the risk of over-fitting the observed data 128 
(Breiman, 1996). This can be resolved by replacing averaging in the tree leaves by fitting a linear regression 129 
function to the data and obtaining a continuous representation of the output (Galelli and Castelletti, 2013).  This 130 
is known as M5 tree modelling, and was first introduced by Quinlan (Quinlan, 1992) and applied to hydrological 131 
modelling by Solomatine (Solomatine and Dulal, 2003, Solomatine and Xue, 2004b). The M5 tree is a 132 
piecewise linear model, so it takes an intermediate position between the linear models and truly nonlinear 133 
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models such as ANNs. Model trees have higher predictive accuracy and are able to make better predictions for 134 
values outside the training data range, when compared with regression trees (Kuzmanovski, 2012).  135 
 136 
Figure 2: A generic M5 model tree, Models1-6 are linear regression models (Solomatine and Xue, 2004b) 137 
The M5 model tree is a numerical prediction algorithm, and its splitting criterion is based on the standard 138 
deviation of the values in the subset of the training data that reaches a particular node. The construction of a 139 
model tree is similar to that of a decision tree. Figure 2 illustrates how the splitting of space is done in a generic 140 
M5 tree. Firstly, an initial tree is built and then is pruned (reduced) to overcome the over-fitting problem (that is 141 
a problem when a model fits the training data set very accurately, but fails on the test set). Finally, a smoothing 142 
process is employed to compensate for sharp discontinuities between adjacent linear models at the leaves of the 143 
pruned tree (this operation is not needed in building a decision tree) (Solomatine and Xue, 2004b). To implement 144 
the M5 model trees in this paper, MatLab toolbox M5PrimeLab (Jekabsons, 2010) is used. 145 
2.3 Model Evaluation Criteria 146 
The quantitative assessment of M5 tree modelling for prediction of Q based on the proposed model parameters 147 
is performed using a four-step procedure (as suggested in (Galelli and Castelletti, 2013)): 148 
2.3.1 Random Sampling & Cross-Validation 149 
To ensure a robust evaluation of the model performance, the data set was randomly partitioned into two groups: 150 
75% of the observations were used for training the model while the remaining 25% are used for validation. 151 
When the available training data set is small, in order to overcome the problem of over-fitting (meaning the 152 
model fits the training data but not unseen test data) and reduce the sensitivity of the model to the selected 153 
training set, a cross-validation technique allows reliable model validation (Kohavi, 1995). Data is partitioned 154 
into subsets; one subset is used for training the model while the other is used for testing. Multiple rounds (folds) 155 
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of training and testing are performed using different partitions, and the validation results are averaged over the 156 
number of rounds. 10-fold is the most commonly used cross validation, which is used in this paper, where data 157 
is partitioned into 10 subsets.  158 
2.3.2 Performance Measuring Parameters 159 
To determine the performance (predictive accuracy) of the learned models, a multi-assessment criterion is used 160 
(Galelli and Castelletti, 2013). The performance parameters are: 161 
• Root mean square error (RMSE)  162 
• Mean absolute error (MAE) 163 
• Coefficient of determination (R2)  164 
• Root relative mean square error (RRMSE) 165 
RMSE and MAE can vary between 0 and infinity, with lower numbers indicating higher accuracy. R2 ranges 166 
between 1 and 0. It is equal to 1 if the predictions are perfect, i.e. a linear relationship exists between the 167 
predicted and measured values represented by a straight line. RRMSE is the ratio of the variance of the residuals 168 
to the variance of the target values themselves. Values of RRMSE can range between 0 and 1, where 0 means 169 
perfect forecasting. For comparing the performance of models developed using different datasets, R2 and 170 
RRMSE are generally used. The definition of a good value for R2 and RRMSE depends on the requirements of 171 
any specific application. For example, models developed for medical sciences generally need higher accuracy, 172 
whereas others might not. In this study, we compare these performance measures with those achieved by 173 
previous work in this area.  174 
2.3.3 Uncertainty Analysis 175 
As in any prediction there is a potential error which needs to be accounted for (Computing, 2004). The 176 
uncertainty of the predicted variable is investigated by the quantification of the residuals.  Residuals represent 177 
the deviation of the predicted response from the observed or measured response obtained by subtracting the two. 178 
Since residuals are error, therefore, they are expected to be independently distributed. Ideally, the overall pattern 179 
of the residuals should be similar to the bell-shaped pattern observed when plotting a histogram of normally 180 
distributed values (Natrella, 2010). Through the analysis, we; 181 
1. Find if residuals show any trend along the days of the year 182 
2. Determine confidence intervals for residual errors 183 
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2.3.4 Comparative Assessment of Q-predictive model with other similar models 184 
In order to evaluate the accuracy of the proposed Q-predictive model, we compare its performance with recent 185 
and relevant research efforts in the same area. Hydrologic models developed using M5 trees by Solomatine et al. 186 
(Solomatine and Xue, 2004b), Kuzmanovski (Kuzmanovski, 2012), Corzo et al. (Corzo et al., 2007) and Galelli et al. 187 
(Galelli and Castelletti, 2013), have been used for comparison. These works used various input parameters and 188 
thousands of training samples for developing the models. They were developed for daily or hourly predictions of 189 
discharges measured either as flow rates in a stream (for large catchments) or drainage volumes in field drainage 190 
collectors (for crop lands). For the first case, input parameters included precipitation, temperature and flow 191 
values for the previous several days. Whereas for the latter, parameters related to field condition were also 192 
included in the model. Most of these models did not use cross validation for performance evaluation. 193 
Furthermore, not all the performance metrics were used to show the performance accuracy of the models.  194 
3. Development of Q-Predictive Model  195 
3.1 Model Simplification 196 
A simplified Q-predictive model was proposed by Zia et.al.(Zia et al., 2014b) based on the simplification of the 197 
most popular and simplest physically-based hydrological model: the NRCS method. This simplification is 198 
briefly explained here. For the prediction of discharges, the NRCS model uses rainfall, initial abstraction ratio 199 
(Ia) and curve number (CN) as input parameter where Ia is the volume of rainfall either retained in surface 200 
depressions or lost through evaporation or infiltration. CN is a coefficient reducing the total precipitation to 201 
runoff potential after surface absorption, and is computed considering the type of land use, land treatment, 202 
hydrological condition, hydrological soil group, and last 5-day rainfall ( as a proxy for antecedent soil moisture 203 
condition). Although, the use of last 5-day rainfall to represent soil moisture conditions has been questioned 204 
(Vellidis et al., 2011) (Zia et al., 2014b), at the time the NRCS model was developed, proxy parameters and 205 
manual measurements were used to represent land conditions due to the absence of inexpensive sensing 206 
measures.  207 
This simplification for the Q-predictive model is based on two steps: In the first stage, the transient parameters 208 
from the NRCS model parameters are selected because learning models are trained only on transient values. 209 
These parameters include rainfall value expected and land cover on the day of prediction as well as last 5-day 210 
rainfall value. In the second stage, the transient parameters are analysed for likely improvements made possible 211 
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by using WSNs. For example, methods such as field imaging and signal attenuation methods have been used to 212 
determine the plant biomass autonomously (Vellidis et al., 2011). This can be used to generate a crop stage (CS) 213 
parameter that can replace the land cover aspects of the NRCS model. Similarly, various applications have used 214 
sensors to monitor soil moisture conditions of the field for precision irrigation (Vellidis et al., 2008, Zia et al., 215 
2013). Therefore, it has been proposed to use actual soil moisture values instead of the 5-day rainfall index. The 216 
model simplification is shown in Figure 3. The proposed model was developed by training it on simulated data 217 
and using M5 decision trees for learning. 10-fold cross validated results gave 90% accuracy when trained on 218 
100 samples. 219 
In order to validate the Q-predictive model further, it needs to be trained using real data acquired from a 220 
catchment. Although the increasing adoption of WSNs in agriculture means that it is now possible to extract real 221 
field conditions for some parameters, free and wide access to such long-term data required for model 222 
development is still not available. Therefore, for model validation, long-term soil moisture data was not 223 
available. Hence, we use the last-5-day rainfall value as a proxy. Nevertheless, this is the best available at 224 
present, and so offers a worst case performance baseline. When real, high frequency soil moisture readings 225 
become available to the model, performance should improve. The final mode includes precipitation (P), last-5-226 
day rainfall (L5PPT) and crop stage (CS) data. This is still simpler than the NRCS model and also a comparable 227 
work (Kuzmanovski, 2012) for drainage discharge prediction which used M5 trees (This used 10 parameters). 228 
Later sections will demonstrate that the proposed model still gives comparable performance with the existing 229 
models developed for discharge prediction with the advantage of using far fewer training samples.  230 
 231 
Figure 3: Simplification of model parameters for the Q-predictive model  232 
3.2 Data Pre-processing & Sensitivity Analysis 233 
The set of observations required for training the Q-predictive model was developed after implementing some 234 
pre-processing on the available dataset from the Dripsey catchment in Ireland  (Keily). This is the only dataset 235 
that could be found with high temporal resolution data for an entire year. From the available dataset we used 236 
data related to 30 minute precipitation (mm) and stream flow (lsec-1) for the year 2002. The remaining 237 
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parameters required for the Q-predictive model were either obtained using a proxy value or were extracted from 238 
the information available in the documentation for this study (Lewis, 2003). 239 
 240 
Figure 4: Sensitivity analysis of Q output with the input parameters, (a) P, (b) L5PPT, and (c) CS 241 
Since the model is aimed at facilitating management decisions regarding drainage and nutrients reuse, we 242 
convert the 30-minute values of precipitation (P) into daily depths in mm. For each of the daily P values, the 243 
L5PPT value is computed by aggregating the depths of rainfall received in the last 5 days. For obtaining CS 244 
data, information regarding growing stages of grass in catchment 1 was assessed to obtain estimates for crop 245 
coverage throughout the year. According to crop coverage values, crop levels are assigned such that fallow land 246 
is referred to as stage 1, coverage less than 20% is termed as stage 2, and coverage greater than 20% is assigned 247 
stage 3.  248 
For measures of output of the model, discharges from the catchment, runoff and stream flow rates were all 249 
available. We select stream flow as an output for our model for various reasons;  250 
(i) runoff value is available as a single measurement per day, which does not provide complete 251 
information for the daily runoff depths, 252 
(ii) due to the presence of high base flows, as shown in Figure 1 (c), stream flow better represents the 253 
discharges from the grass land 254 
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(iii) Pearson correlation coefficient (r) (which explains the strength and direction of the linear 255 
relationship between parameters) gives better values for stream flow as compared to runoff with 256 
the input parameters. 257 
 For stream flow, the values of ‘r’ for P, L5PPT and CS are 0.53, 0.32, and -0.38 respectively, while for 258 
runoff, the values of ‘r’ with P, L5PPT and CS are 0.52, 0.11, and -0.16 respectively. Positive ‘r’ values for P 259 
and L5PPT indicate that higher rainfall produces higher discharges. On the other hand, CS has a negative 260 
correlation, which indicates that higher vegetation cover absorbs more available water and also inhibits 261 
discharge flows.  262 
Daily stream flow depth (mm), (Q) , is computed from 30 minute stream flow rates, as the model need 263 
daily depths for the decision making process. The values for ‘r’ show even stronger correlation of Q with the 264 
input parameters (0.57 for P, 0.61 for L5PPT, and -0.54 for CS). Figure 4 illustrate the sensitivity analysis of the 265 
input model parameters with Q. All the three plots indicate visible correlation with all input parameters. 266 
4. Results and Discussion 267 
In order to generate the Q-predictive model, training data of 200 event instances (75% of the total event dataset) 268 
are sampled randomly from the dataset which was generated as a result of the pre-processing discussed in the 269 
previous section. M5 decision trees were then used to generate the tree. The average value for Q in the training 270 
data is 3.80 mm, 25th percentile is 1.01, 75th percentile is 5.29, and 90th percentile is 9.22. The standard 271 
deviation of Q is 3.8.  272 
Table 1: Performance measure for the Q-predictive model 273 
 Performance Measure for Q-predictive Model 
R2 MAE RMSE RRMSE (%) 
Without cross validation 0.87 0.81 1.34 35.9 
10-fold cross validated 0.64 1.30 1.95 55.9 
 274 
Performance parameters for the generated M5 decision tree indicate a high value for R2 of 0.823 as listed in 275 
Table 1. In addition to this, the RMSE value for the model is 1.335. An accepted adequate value for RMSE in 276 
hydrological modelling is normally half of the standard deviation of the training data (Singh et al., 2005), which 277 
for this data is 1.9. The obtained RMSE of the trained model is well within this limit. Furthermore, the RRMSE 278 
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is 35.9%. Moreover, after 10-fold cross validation of the Q-predictive model, the results give R2 as 0.63 and 279 
RRMSE as 55%. These results are comparable and in some cases even better than the performance of the 280 
existing models, which will be discussed in detail in the later section. However, when compared with our 281 
previous work on this model in Zia et.al.(Zia et al., 2014b), which was developed using simulated data (from 282 
NRCS simulator), R2 was 0.99 and RRMSE was 7.5%. This is possibly because simulated data, though 283 
randomly sampled, is generated on the basis of an underlying mathematical model with obvious relationships 284 
between input and output, which is picked up by a learning model. Hence, models trained on simulated data, 285 
even if only few parameters of the actual mathematical model are selected, have higher predictive performance. 286 
 287 
Figure 5: (a) Scatter plot of the predicted Q using the proposed model against measured Q, (b) Curve plot 288 
for predicted and measured Q plotted against days of the year 289 
Furthermore, test data was used to predict Q values using the generated model. The predicted values are 290 
plotted against the known measured values and against days of the year in Figure 5. The model illustrates a good 291 
fit with R2 of 0.868 as shown in Figure 5 (a). The predicted values for test data and measured values are also 292 
plotted against days of the year in Figure 5 (b) to represent the difference between the two curves. As is evident 293 
both curves almost overlap 50-60% of the time (covered more in section 4.2); however in the first 50 days of the 294 
year, the model seems to under-predict the stream values by about 25%. Also, it is evident in Figure 5 (a) that 295 
the prediction results flatten out for higher Q values. The reason is possibly because of the sparse training 296 
samples available above that threshold. Further work on verifying this with either more training samples or with 297 
classifying events with respect to their intensity (lower, medium and higher flows) would be able to explain 298 
these variations. 299 
In the later section, we evaluate if subsets of the proposed model, i.e. any further simplification to the 300 
model parameters, impacts the model performance in any way. This would validate that using field condition 301 
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parameters in the proposed model is a better approach for prediction of outflows from smaller field plots, 302 
compared to relying only on the climatic conditions (Solomatine and Xue, 2004b, Corzo et al., 2007, Galelli and 303 
Castelletti, 2013).  304 
4.1 Further Model Simplification – Viable or not? 305 
In this section two models are developed using ‘P plus L5PPT’ and only ‘P’ as input parameters. These models 306 
are called ‘model 2’ and ‘model 3’ respectively. The full model previously discussed is referred to as ‘model 1’. 307 
The performance parameters of the generated models are compared with the performance of the proposed model 308 
(as shown in Table 2). It is clear from the table that, model 1 show the best performance in comparison to the 309 
other models, although it is quite close to the performance of model 2. For instance, model 1 has 35.9% RRMSE 310 
value while model 2 has a 39.2% RRMSE value, although the R2 values are almost similar. This shows that 311 
L5PPT (not included in model 2) is very significant for predicting outflows. Also, it is consistent with the 312 
correlation values of L5PPT with Q (0.609) as discussed in section 3.2. However, by using only P as an input in 313 
model 3, a very weak model is generated with 70% RRMSE value and 0.5 for R2. This means that the predicted 314 
results using model 3 will have only 30% accuracy. 315 
Table 2: Comparison of Q-predictive models developed using different combination of input parameters 316 
Model No. 
Features for Q-
predictive model 
Performance Metrics 
10-fold cross validated 
Performance Metrics 
R2 MAE RMSE RRMSE 
(%) 
R2 MAE RMSE RRMSE 
(%) 
1 (Proposed 
model) 
P, L5PPT, CS 0.87 0.81 1.34 35.9 0.64 1.30 1.95 55.9 
2 P, L5PPT 0.84 0.97 1.51 39.2 0.58 1.52 2.17 61.4 
3 P 0.51 1.86 2.66 70.1 0.09 2.30 3.05 91.4 
 317 
To illustrate the comparison among models further, test data is used to predict Q values for model 2 and 318 
model 3. The predicted values are plotted against the known measured values and against days of the year in 319 
Figure 6 and Figure 7. Model 2 show a good fit (as shown in Figure 6 (a) with R2 of 0.844. The predicted values 320 
for test data and measured values are also plotted against days of the year in Figure 6 (b) to represent the 321 
difference between the two curves. Figure 6 (b) indicates that model 2 under-predicts during the initial 50 days 322 
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as well as last 50 days of the year during which highest discharges were observed (as shown in Figure 1 (b)). 323 
Furthermore, the predicted Q for test data using Model 3 is plotted in Figure 7 (a), which shows a poor fit, with 324 
an R2 value of 0.505. This validates that reliance on only precipitation values, as an input for developing the Q-325 
predictive model, will result in weak learning of the model hence poor prediction. Figure 7 (b) further illustrates 326 
a plot of the deviation of predicted Q compared to measured Q. The model seems to over-predict during summer 327 
and under-predict during winters leading to an unreliable system. To compare the prediction accuracy for these 328 
three models, we plot the results on a single graph as shown in Figure 8. This clearly illustrates the deviation of 329 
predicted results of these models from the measured results; model 1 has the closest similarity with the 330 
measured values as compared to other models. Hence, it is concluded that the proposed model parameters 331 
cannot be further simplified without degrading the performance. 332 
 333 
Figure 6: (a) Scatter plot of predicted Q using Model-2 against measured Q, (b) Curve plot for predicted and measured 334 
Q plotted against days of the year 335 
 336 
 337 
Figure 7: (a) Scatter plot of predicted Q using Model-3 against measured Q, (b) Curve plot for predicted and measured 338 
Q plotted against day of the year 339 
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 340 
Figure 8: Comparison of predicted and measured Q for model 1, 2 & 3 in a (a) scatter plot and (b) curve plot 341 
4.2 Uncertainty Analysis 342 
To determine if any time dependency exists for the prediction error over summer and winter, residuals are 343 
plotted against day of the year. This provides us with a time-dependent confidence interval for the predicted 344 
values. Figure 9 (a) shows that 83% of the residuals for the predicted test values fall within a range of +2 mm. A 345 
prediction error of this scale is not significant because this does not yield substantial outflows for this small 346 
catchment (17 ha). Therefore, incorrect estimates at this scale will not adversely impact decision making based 347 
on modelled results. Furthermore, as already pointed out in the earlier discussion of the results, there is a 348 
seasonal variation in the predicted data. This is linked to the performance of the model for predicting high Q 349 
events, and these high Q events tend to occur in winter, thus concentrating the uncertainty in this period. This is 350 
a feature of the current model structure that will be investigated in more detail in future work, but is currently 351 
limited by the availability of real data.  352 
 353 
Figure 9: (a) Trend of residual error of predicted Q, (b) relative frequency of the residual error  354 
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A frequency plot for the residual error illustrates an approximately normal distribution of residuals 355 
produced by the model with highest frequency corresponding to 0 and 1 mm errors (Figure 9 (b)). To explain 356 
this further, Figure 10 (a) shows the residuals percentile of predicted Q against days of the year. This illustrates 357 
that 80% of the predicted values are within +40% residual errors. A histogram for this shows a normal 358 
distribution having maximum number of values with 0% residual error (Figure 10 (b)). 359 
 360 
Figure 10: (a) Trend of percentile value of residual error versus, (b) relative frequency of per cent residual error 361 
5. Comparative Assessment – Q-Predictive Model versus similar models 362 
In order to evaluate if the proposed model has acceptable (or comparable) performance, we compare its 363 
results with the results of the most relevant existing models. For this, work by Kuzmanovski (Kuzmanovski, 2012), 364 
Solomatine et al. (Solomatine and Xue, 2004b), Corzo et al.(Corzo et al., 2007) and Galelli et.al. (Galelli and 365 
Castelletti, 2013) has been selected. All of these models use M5 decision trees. Although, all of these works were 366 
aimed at predicting discharges either in the form of drainage from a small field plot, or flow volumes and rates 367 
in a river or stream drained by large catchments, it is important to note that none of these works are entirely 368 
similar, in objective and methodology with the proposed Q-predictive model. Table 3 lists the experimental 369 
details and performance metrics for all the models including the Q-predictive model. The model listed first in 370 
the table is the Q-predictive model proposed in this paper.  371 
Overall, it is clear that the Q-predictive model has a comparable performance compared to other models. 372 
More specifically, work done by Kuzmanovski (Kuzmanovski, 2012) is closer in objective to the Q-predictive 373 
model, hence provides better comparison. In this work, the aim was to measure drainage discharges from fields, 374 
ranging from 0.83 ha to 1ha, in order to control pollutant outflows. The model uses 10 parameters related to 375 
crop stage, day of the season, slope of the field, rainfall, temperature, runoff, drainage etc., and used 22 years of 376 
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daily data to train the model. Without cross validation, the performance measures for the models developed for 377 
various field plots was calculated; R2 ranges between 0.75 and 0.89, and RMSE is between 45% and 65.9%. The 378 
performance (without cross validation) of the Q-predictive model is acceptable when compared with the best 379 
performing model by Kuzmanovski, although the former model is developed with only 3 input parameters. The 380 
reason for good performance of the Q-predictive model can be possibly attributed to the use of the most relevant 381 
parameters, especially the 5-day rainfall value. It is believed that results would further improve if actual soil 382 
moisture measurements are used. However, the models developed by Kuzmanovski use only 2 – day rainfall 383 
value, which may not accurately represent soil moisture conditions. The performance of the Q-predictive model 384 
would need to be validated with more data samples.  385 
The models developed by Solomatine et al. Corzo et al. and Galelli et al., were all predicting discharges in 386 
a river and stream draining very large catchments, and hence used only 2 to 3 parameters related to climate and 387 
flow. This is because field conditions (soil moisture, vegetation cover) for such large heterogeneous catchments 388 
can vary tremendously; hence a single average value may not represent the field conditions for the whole 389 
catchment. Furthermore, these models are developed for hourly predictions; field conditions do not change in an 390 
hourly manner, however previous flow and rainfall intensity do. Hence, these models rely only on climatic and 391 
flow parameters for predictions and use thousands of samples so that the model could learn all possible samples 392 
over many years (decades in some cases). These models have slightly better performance when compared with 393 
the Q-predictive model for obvious difference in the training set size. For instance, the R2 values of the model 394 
proposed by Solomatine et al. and Corzo et al. are 0.97 and 0.89 respectively as compared to the 0.86 for the Q-395 
predictive model. Similarly, RRMSE of the model proposed by Galelli et al. is 48% as compared to 55% 396 
RRMSE of the Q-predictive model. 397 
 The proposed Q-predictive model is between the models developed by Kuzmanovski (Kuzmanovski, 2012) 398 
and the others (Solomatine and Xue, 2004b, Corzo et al., 2007, Galelli and Castelletti, 2013) in terms of the 399 
number of parameters used. The Q-predictive model has climatic conditions as used in the latter models. 400 
However it also uses field conditions but keeps the number of parameters simpler and fewer compared to 401 
Kuzmanovski.  402 
 403 
Table 3: Performance comparison of Q-predictive models with the existing models developed using M5 trees 404 
S. No. Predictive Output No of Input No of Drainage Cross RRMSE R2 
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Models Value variables Training 
samples 
area Validation 
for training 
(%) 
1 Proposed Q-
predictive 
Model 
Daily 
Discharge
s from a 
farm 
3 ( rainfall, 
last 5-day 
rainfall, crop 
stage) 
200 samples 
(2002) 
17 ha 10- fold 55 0.63 
Not done 35 0.86 
2 Kuzmanovski 
(Kuzmanovski, 
2012) 
Daily 
Drainage 
volume 
from 
farms 
10 parameters 7000 
samples (22 
years data, 
1987-2011) 
0.83-1 ha 
field plots 
Not done 45 - 65.9 0.75-0.89 
3 Solomatine et 
al. (Solomatine 
and Xue, 
2004b) 
Flood 
discharge 
3 parameters 
(11 sub 
values) 
Rainfall, Past 
rainfalls, 
Discharges 
5000 
samples (> 
13 years 
data, 1976-
1989) 
106 ha Not done - 0.97 
3 Corzo et al. 
(Corzo et al., 
2007) 
Hourly 
discharge 
in a stream 
Previous 
runoff, 
effective 
rainfall 
2000 
(8 years 
data, 1988-
1996) 
37,000 ha Not done - 0.89 
4 Galelli et al. 
(Galelli and 
Castelletti, 
2013) 
Hourly 
Stream 
flow 
2 (rainfall & 
inflow value), 
3 time lag sets 
24120 
(2.5 years 
data, 2009-
2011) 
10,000 ha 10-fold 48 - 
 405 
Conclusions 406 
In this paper, we have successfully validated a discharge (Q) predictive model for the proposed simplified 407 
parameters by employing M5 decision tree learning algorithms. The input parameters included daily 408 
precipitation, vegetation cover, and last-5-day rainfall value. The model is assessed for its prediction accuracy in 409 
comparison to major data-driven hydrological models. The Q-predictive model was evaluated by training it on a 410 
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year-long discharge dataset measured for a sub-catchment in Ireland. The significance of the proposed Q-411 
predictive model is in the fact that it uses just a year-long training sample set which includes climatic as well as 412 
field parameters to develop accurate predictive model, and that it can adequately predict flows for smaller sub-413 
catchments with simpler parameters and acceptable (comparable) prediction accuracy. 414 
Results for the Q-predictive model show that: 415 
i) Performance measures for the proposed Q-predictive model provide good performance; R2 is 0.823, 416 
RMSE is 1.33, and RRMSE value is 35.9%. 10-fold cross-validated results yield R2 of 0.63, RMSE of 417 
1.95, and RRMSE of 55.7%.  418 
ii) 83% of the residuals for the predicted test values fall within +2 mm range. It has been argued here that 419 
prediction errors of this scale are not significant, and a plot of the residuals percentile values illustrates 420 
that 80% of the predicted values are within +40% residual errors. 421 
iii) Investigation for further simplification of model parameters results in poor performance. 10-fold cross 422 
validated results for model developed using rainfall and last-5-day rainfall value as input parameters 423 
(and omitting the crop cover) result in RRMSE of 61.4%. For the model developed using only rainfall 424 
as the input parameter, RRMSE is 91.4%. 425 
iv) In comparison to the existing models developed for discharge predictions using M5 decision trees, the 426 
proposed model presents great promise and comparable performance by only using a year-long dataset 427 
and simplifying the model parameters tremendously for small-scale land areas.  428 
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