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Resumen
El presente trabajo constituye una revisio´n de la construccio´n del
a´lgebra de ve´rtices universal envolvente de un a´lgebra de Lie conforme.
Comenzamos dando los resultados ba´sicos relacionados con las a´lgebras
conformes y de ve´rtices, hasta llegar a la caracterizacio´n de las a´lgebras de
ve´rtices como a´lgebras de Lie conformes con una estructura
compatible de a´lgebra diferencial unitaria. Luego construimos el a´lgebra
de ve´rtices universal en este caso (que llamamos lineal), y posteriormente
retomamos esta construccio´n para el caso de las a´lgebras de Lie conformes
no lineales, la cual fue realizada por primera vez por De Sole y Kac (2005).
Para finalizar, presentamos una versio´n generalizada del teorema PBW dada
por dichos autores.
Abstract
The present work constitutes a review on the construction of the
universal enveloping vertex algebra of a Lie conformal algebra. We start
by giving the basic results related to conformal and vertex algebras, up
to the characterization of vertex algebras as Lie conformal algebras with a
compatible structure of unitary differential algebra. Then we build the
universal vertex algebra in this case (which we call linear), and subsequently
we resume this task for the case of non-linear Lie conformal algebras, which
was made firstly by De Sole and Kac (2005). In order to finish, we introduce
a generalized version of the PBW theorem given by these authors.
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1. Introduccio´n
En este trabajo estudiamos la relacio´n existente entre las a´lgebras de
Lie conformes y las a´lgebras de ve´rtices, revisando los trabajos de Kac1,
Bakalov2 y De Sole3.
Las a´lgebras de ve´rtices juegan con respecto a las a´lgebras de Lie
conformes un rol similar al que tiene el a´lgebra universal de un a´lgebra de Lie
con el a´lgebra de Lie, en el sentido de que permiten dar un
cubrimiento asociativo universal de las mismas y vale el teorema PBW. Esto
se cumple incluso si extendemos la definicio´n de a´lgebra de Lie conforme para
permitir que el λ-corchete, nombre por el cual se conoce la operacio´n en esta
clase de a´lgebras, admita coeficientes tensoriales (en este caso hablaremos
de a´lgebras de Lie conformes no lineales).
En su libro Chiral Algebras4, Beillinson y Drinfeld muestran que, vistas
en el contexto de las categor´ıas pseudo-tensoriales, las a´lgebras de ve´rtices
son catego´ricamente a´lgebras asociativas, y las a´lgebras de Lie conformes,
a´lgebras de Lie, hecho que sustenta la relacio´n que nos proponemos estudiar.
Para poder mostrar esta relacio´n, presentaremos la nocio´n de a´lgebra de
ve´rtices universal envolvente de un a´lgebra de Lie conforme R, la cual sera´
denotada por U(R). Recordemos que dada un a´lgebra de Lie g, su a´lgebra
(asociativa) universal envolvente esta´ dada por U(g) = T (g)/M(g), donde
M(g) = spanC
{
A⊗ (b⊗ c− c⊗ b− [b, c])⊗D : A,D ∈ T (g), b, c ∈ g}.
Un gran problema que surge al intentar realizar este mismo abordaje
para un a´lgebra de Lie conforme no lineal R es que en este caso M(R) no
es un ideal bila´tero de T (R), haciendo que la prueba del teorema PBW sea
mucho ma´s dif´ıcil. Esto exige desarrollar nuevas herramientas para estudiar
este caso.
1Ver [K]
2Ver [BK]
3Ver [DSK]
4Ver [BD]
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2. Preliminares
En este cap´ıtulo realizaremos una presentacio´n de los principales
conceptos relacionados con las a´lgebras conformes y con las a´lgebras de
ve´rtices. Asimismo, enunciaremos y demostraremos los resultados ba´sicos
que se conocen en esta a´rea, hasta llegar a contar con las herramientas
suficientes como para abocarnos a la construccio´n del a´lgebra de ve´rtices
universal envolvente de un a´lgebra de Lie conforme (que haremos en el
cap´ıtulo 3).
2.1. Distribuciones formales
Comenzaremos definiendo un objeto matema´tico que sera´ utilizado de
forma constante a lo largo de todo este trabajo. De aqu´ı en adelante, haremos
uso de la notacio´n Z+ = N ∪ {0}.
Definicio´n 2.1.1. Dado un espacio vectorial U , una distribucio´n formal
con coeficientes en U es una expresio´n formal de la forma∑
m,n,...∈Z
am,n,...z
mwn...
con am,n,... ∈ U para todo m,n, ... ∈ Z. El conjunto de todas las distribucio-
nes formales con coeficientes en U posee una estructura de espacio vectorial
y se denota por U [[z, z−1, w, w−1, ...]].
En particular, U [[z, z−1]] denota al espacio de todas las series formales
de potencias en z con coeficientes en U .
Dada una distribucio´n formal a(z) =
∑
n∈Z anz
n, definimos su
residuo como Resza(z) = a−1. Adema´s, definimos su derivada (formal) como
∂a(z) =
∑
n∈Z nanz
n−1. De esta manera, queda definido un operador lineal
∂ en el espacio vectorial U [[z, z−1]], y similarmente definimos operadores ∂z,
∂w,... en U [[z, z
−1, w, w−1, ...]], los cuales representara´n las derivadas parcia-
les de esas distribuciones formales respecto de las variables correspondientes.
Observacio´n 2.1.2. Resz∂a(z) = 0 para toda a(z) ∈ U [[z, z−1]].
En particular, si U cuenta con un producto, vale la siguiente fo´rmula de
integracio´n por partes:
Resz(∂a(z))b(z) = −Resza(z)(∂b(z)). (2.1.1)
Existe una distribucio´n formal muy utilizada, llamada distribucio´n delta
o delta de Dirac, dada por δ(z − w) = ∑n∈Z z−n−1wn ∈ C[[z, z−1, w, w−1]].
La notacio´n puede resultar engan˜osa, ya que en realidad δ(z − w) depende
de z y de w, no de z − w, pero es la notacio´n ma´s difundida.
La distribucio´n delta esta´ caracterizada por la siguiente propiedad:
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Proposicio´n 2.1.3. Si f(z) ∈ U [[z, z−1]], entonces se cumple que
Reszf(z)δ(z − w) = f(w).
Demostracio´n: Basta probarlo para f(z) = azn con a ∈ U y n ∈ Z, y en
este caso tenemos que
Reszf(z)δ(z − w) = Resz
∑
m∈Z
azn−m−1wm = awn = f(w).

En general, dado un operador A, denotaremos siempre por A(j) al opera-
dor 1j!A
j . Es fa´cil verificar por induccio´n que las derivadas de la distribucio´n
delta vienen dadas por
∂(j)w δ(z − w) =
∑
m∈Z
(
m
j
)
z−m−1wm−j , (2.1.2)
donde
(
m
j
)
= m·(m−1)···(m−j+1)j! para m ∈ Z, j ∈ N y
(
m
0
)
= 1.
Por otro lado, si realizamos la expansio´n en series de potencias de la fun-
cio´n 1z−w en el dominio |z| > |w|, obtenemos
∑∞
m=0 z
−m−1wm, y derivando
j veces con respecto a w llegamos a lo siguiente:
iz,w
1
(z − w)j+1 =
∞∑
m=0
(
m
j
)
z−m−1wm−j . (2.1.3)
De aqu´ı en ma´s, dada una funcio´n racional f(z, w), la expresio´n iz,wf(z, w)
representara´ la expansio´n en series de potencias de f(z, w) en el dominio
|z| > |w|. Similarmente, denotaremos por iw,zf(z, w) a su expansio´n en el
dominio |z| < |w|. En el caso anterior, procediendo de manera ana´loga se
llega a:
iw,z
1
(z − w)j+1 = −
−∞∑
m=−1
(
m
j
)
z−m−1wm−j . (2.1.4)
De esta manera, obtenemos una fo´rmula que resultara´ muy u´til:
∂(j)w δ(z − w) = iz,w
1
(z − w)j+1 − iw,z
1
(z − w)j+1 . (2.1.5)
Algunas de las propiedades ma´s utilizadas de la distribucio´n delta son
las siguientes:
Proposicio´n 2.1.4.
(a) δ(z − w) = δ(w − z)
(b) ∂zδ(z − w) = −∂wδ(z − w)
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(c) (z − w)∂(j+1)w δ(z − w) = ∂(j)w δ(z − w) ∀j ∈ N
(d) (z − w)j+1∂(j)w δ(z − w) = 0 ∀j ∈ N
Demostracio´n. Tanto (a) como (b) son inmediatos. Para ver (c), utiliza-
mos (2.1.2):
(z − w)∂(j+1)w δ(z − w) = (z − w)
∑
m∈Z
(
m
j + 1
)
z−m−1wm−j−1 =
=
∑
m∈Z
((
m+ 1
j + 1
)
−
(
m
j + 1
))
z−m−1wm−j =
∑
m∈Z
(
m
j
)
z−m−1wm−j =
= ∂
(j)
w δ(z − w)
Finalmente, (d) se sigue de (c) por induccio´n. 
Dada a(z, w) ∈ U [[z, z−1, w, w−1]], definimos (si es que tal expresio´n con-
verge) pia(z, w) =
∞∑
j=0
(
Resza(z, w)(z − w)j
)
∂(j)w δ(z − w). Denotamos por
U [[z, z−1, w, w−1]]0 al espacio de todas las a(z, w) ∈ U [[z, z−1, w, w−1]] tales
que pia(z, w) converge. Adema´s, definimos a(z, w)+(z) =
∞∑
m=0
∑
n∈Z
am,nz
mwn,
y diremos que a(z, w) es holomorfa en z si se cumple que a(z, w) = a(z, w)+(z).
Lema 2.1.5.
(a) pi es una proyeccio´n en U [[z, z−1, w, w−1]]0 (es decir, pi2 = pi).
(b) Ker pi = {a(z, w) ∈ U [[z, z−1, w, w−1]]0 holomorfas en z}.
(c) Toda distribucio´n formal a(z, w) ∈ U [[z, z−1, w, w−1]]0 se representa
de manera u´nica como
a(z, w) =
∞∑
j=0
cj(w)∂(j)w δ(z − w) + b(z, w),
donde b(z, w) es una distribucio´n formal holomorfa en z con
cn(w) = Resza(z, w)(z − w)n para todo n ∈ Z+.
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Demostracio´n.
(a) Sea a(z, w) ∈ U [[z, z−1, w, w−1]]0. Escribimos b(z, w) = pia(z, w) =
∞∑
j=0
cj(w)∂(j)w δ(z − w), donde cj(w) = Resza(z, w)(z − w)j . Luego
pib(z, w) =
∞∑
j=0
dj(w)∂(j)w δ(z − w), donde
dn(w) =Reszb(z, w)(z − w)n
=Resz
 ∞∑
j=0
cj(w)∂(j)w δ(z − w)
 (z − w)n
=cn(w).
Pero entonces pib(z, w) = b(z, w), con lo cual vale que pi2 = pi.
(b) Si a(z, w) es holomorfa en z, es fa´cil ver que Resza(z, w)(z − w)j = 0
para todo j ∈ Z+. Rec´ıprocamente, si vale esto u´ltimo, escribimos
a(z, w) =
∑
n∈Z an(w)z
n, y puede probarse por induccio´n fuerte que
a−n(w) = 0 ∀n ∈ N. De esta manera a(z, w) = a(z, w)+(z).
(c) Sea a(z, w) ∈ U [[z, z−1, w, w−1]]0. Tomando b(z, w) = a(z, w)−pia(z, w),
resulta por (a) que pib(z, w) = 0, as´ı que gracias a (b) llegamos a que
b(z, w) es holomorfa en z, y por lo tanto a(z, w) se escribe como que-
remos. La unicidad es inmediata. 
Corolario 2.1.6. Sea N ≥ 1. El nu´cleo del operador multiplicacio´n por
(z − w)N en U [[z, z−1, w, w−1]] es
N−1∑
j=0
∂(j)w δ(z − w) · U [[w,w−1]].
Adema´s, todo elemento de este conjunto se escribe de manera u´nica como
a(z, w) =
N−1∑
j=0
cj(w)∂(j)w δ(z − w), (2.1.6)
donde los cj(w) vienen dados por cj(w) = Resza(z, w)(z − w)j para todo
j ∈ Z+.
Demostracio´n. Por la Proposicio´n 2.1.3.e es claro que todo elemento
de ese conjunto se encuentra en el nu´cleo del operador multiplicacio´n por
(z − w)N .
Rec´ıprocamente, si (z−w)Na(z, w) = 0, entonces Resza(z, w)(z−w)j =
0 si j ≥ N , y en particular a(z, w) ∈ U [[z, z−1, w, w−1]]0. Por el Lema
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anterior, podemos escribir a(z, w) =
∞∑
j=0
cj(w)∂(j)w δ(z − w) + b(z, w) con
b(z, w) holomorfa en z.
Ahora 0 = (z−w)Na(z, w) =
∞∑
j=0
cj+N (w)∂(j)w δ(z−w)+(z−w)Nb(z, w).
Aplicando la unicidad de (c) en el Lema anterior (ya que (z − w)Nb(z, w)
sigue siendo holomorfa en z), llegamos a que cj(w) = 0 ∀j ≥ N y a que
(z − w)Nb(z, w) = 0.
Escribiendo b(z, w) =
∞∑
n=0
bn(w)z
n y comparando los coeficientes de zk a
ambos lados de (z − w)Nb(z, w) = 0, llegamos a las siguientes ecuaciones
k∑
j=0
(
N
j
)
bk−j(w)wN−j = 0, para k = 0, ..., N.
N∑
j=0
(
N
j
)
bk−j(w)wN−j = 0, para k > N.
Inductivamente, estas ecuaciones muestran que bn(w) = 0 para todo
n ∈ Z+, y as´ı b(z, w) = 0. 
Definicio´n 2.1.7. Una distribucio´n formal a(z, w) se dice local si existe
N ∈ N tal que
(z − w)Na(z, w) = 0.
Adema´s, si U es un a´lgebra, dos distribuciones formales a(z), b(z) ∈ U [[z, z−1]]
se dicen mutuamente locales (o simplemente locales) si la distribucio´n formal
a(z, w) = a(z)b(w) es local.
Por el Corolario 2.1.5., toda distribucio´n formal local posee una expan-
sio´n de la forma (2.1.6), la cual se denomina expansio´n OPE de a(z, w). Los
coeficientes cj(w) de dicha expansio´n se llaman coeficientes OPE de a(z, w).
Dada a(z) ∈ U [[z, z−1]], utilizaremos la notacio´n a(z) =
∑
n∈Z
a(n)z
−n−1.
Similarmente dada a(z, w) ∈ U [[z, z−1, w, w−1]], la escribiremos como
a(z, w) =
∑
m∈Z
∑
n∈Z
a(m,n)z
−m−1w−n−1, y as´ı sucesivamente.
Observacio´n 2.1.8. Si a(z, w) =
N−1∑
j=0
cj(w)∂(j)w δ(z−w), entonces comparando
los coeficientes de z−m−1w−n−1 a ambos lados de esa expresio´n obtenemos
las siguientes relaciones:
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a(m,n) =
N−1∑
j=0
(
m
j
)
cj(m+n−j) ∀m,n ∈ Z. (2.1.7)
Rec´ıprocamente, si a(z, w) es una distribucio´n formal para la cual existen
distribuciones formales {cj(w) : j = 0, ..., N − 1} tales que vale (2.1.7),
entonces se cumple que a(z, w) =
N−1∑
j=0
cj(w)∂(j)w δ(z − w), y en particular
a(z, w) es local.
2.2. A´lgebras conformes
A partir de este momento necesitaremos trabajar sobre espacios vecto-
riales con ma´s estructura. En general, asumiremos que U es un a´lgebra sobre
C, es decir que posee una forma C-bilineal · : U × U → U , (a, b) 7→ ab, a
la cual llamamos producto. Sin embargo, algunas veces necesitaremos pedir
ma´s que esto.
Definicio´n 2.2.1. Sea U un a´lgebra sobre C con producto [ , ] : U×U → U ,
(a, b) 7→ [a, b].
1. Diremos que (U, [ , ]) es un a´lgebra de Leibniz si se cumple lo siguiente
(condicio´n de Jacobi):
[a, [b, c]] = [[a, b], c] + [b, [a, c]] ∀a, b, c ∈ U. (2.2.1)
2. Diremos que (U, [ , ]) es un a´lgebra de Lie si es un a´lgebra de Leibniz
y adema´s cumple lo siguiente (antisimetr´ıa):
[a, b] = −[b, a] ∀a, b ∈ U. (2.2.2)
Observemos que (2.2.2) es equivalente a [a, a] = 0 para todo a ∈ U . De
aqu´ı en adelante, la letra g denotara´ un a´lgebra de Lie, y su producto [ , ] se
denominara´ corchete de Lie.
Es claro que si U es un a´lgebra sobre C, su producto se puede extender
a U [[z, z−1, w, w−1, ...]] de manera natural.
Definicio´n 2.2.2. Sea U un a´lgebra sobre C. Definimos para cada n ∈ Z+
el producto n-e´simo en U [[w,w−1]] como
a(w)(n)b(w) = Resza(z)b(w)(z − w)n. (2.2.3)
Muchas veces suele ser u´til considerar todos los productos n-e´simos
juntos, lo cual motiva la siguiente definicio´n:
19
Definicio´n 2.2.3. Sea U un a´lgebra sobre C. Definimos el λ-producto de
distribuciones formales en U [[w,w−1]] como
a(w)λb(w) =
∞∑
n=0
λ(n)
(
a(w)(n)b(w)
)
. (2.2.4)
Observacio´n 2.2.4. El λ-producto de dos distribuciones formales en U [[w,w−1]]
es una nueva distribucio´n formal en U [[w,w−1]][[λ]], y puede ser definido de
manera equivalente como a(w)λb(w) = Resze
λ(z−w)a(z)b(w).
Si U es un a´lgebra de Leibniz con producto [ , ], el λ-producto se suele
denotar como [a(w)λb(w)], y se denomina λ-corchete.
Las propiedades de los λ-productos y λ-corchetes pueden resumirse de
la siguiente forma:
Teorema 2.2.5. 1. Sea U un a´lgebra sobre C. Si a(w) y b(w) son
distribuciones formales en U [[w,w−1]], entonces
(∂wa(w))λ b(w) = −λa(w)λb(w), (2.2.5)
a(w)λ∂wb(w) = (λ+ ∂w) a(w)λb(w). (2.2.6)
En particular, ∂w es una derivacio´n del λ-producto.
2. Sea U un a´lgebra de Leibniz. Si a(w), b(w) y c(w) son distribuciones
formales en U [[w,w−1]], entonces
[a(w)λ[b(w)µc(w)]] = [[a(w)λb(w)]λ+µc(w)] + [b(w)µ[a(w)λc(w)]].
(2.2.7)
3. Sea g un a´lgebra de Lie. Si a(w) y b(w) son distribuciones formales
locales en g[[w,w−1]], entonces
[b(w)λa(w)] = −[a(w)−λ−∂wb(w)]. (2.2.8)
Demostracio´n.
1. Por un lado
∂wa(w)λb(w) =
∞∑
n=0
λ(n)Resz∂za(z)b(w)(z − w)n
=
∞∑
n=0
λ(n) (−Resza(z)∂z (b(w)(z − w)n))
=
∞∑
n=0
λ(n)
(−Resza(z)b(w)n(z − w)n−1)
=− λ
∞∑
m=0
λ(m)Resza(z)b(w)(z − w)m
=− λa(w)λb(w).
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Por otro lado
a(w)λ∂wb(w) =
∞∑
n=0
λ(n)Resza(z)∂wb(w)(z − w)n
=
∞∑
n=0
λ(n)Resza(z) (−b(w)∂w(z − w)n + ∂w (b(w)(z − w)n))
=
∞∑
n=0
λ(n)Resza(z)b(w)n(z − w)n−1
+ ∂w
( ∞∑
n=0
λ(n)Resza(z)b(w)(z − w)n
)
=λa(w)λb(w) + ∂w (a(w)λb(w))
= (λ+ ∂w) (a(w)λb(w)) .
2. Para probar esto utilizaremos la observacio´n 2.2.4.
[a(w)λ[b(w)µc(w)]] =[a(w)λResxe
µ(x−w)[b(x), c(w)]]
=ReszResxe
λ(z−w)eµ(x−w)[a(z), [b(x), c(w)]]
=ReszResxe
λ(z−w)eµ(x−w) ([[a(z), b(x)], c(w)] + [b(x), [a(z), c(w)]])
=ReszResxe
λ(z−x)e(λ+µ)(x−w)[[a(z), b(x)], c(w)]
+ ReszResxe
λ(z−w)eµ(x−w)[b(x), [a(z), c(w)]]
=Resxe
(λ+µ)(x−w)[[a(x)λb(x)], c(w)]
+ Resxe
µ(x−w)[b(x), [a(w)λc(w)]]
=[[a(w)λb(w)]λ+µc(w)] + [b(w)µ[a(w)λc(w)]].
3. Debido a la localidad, vale que [a(z), b(w)] =
N−1∑
j=0
cj(w)∂(j)w δ(z − w),
donde cj(w) = a(w)(j)b(w) para todo j ∈ Z+ y cj(w) = 0 para j ≥ N .
Luego
[b(w)λa(w)] =Resze
λ(z−w)[b(z), a(w)]
=− Reszeλ(z−w)[a(w), b(z)]
=− Reszeλ(z−w)
N−1∑
j=0
cj(z)∂(j)z δ(w − z)
=− Resz
N−1∑
j=0
cj(z)
∞∑
n=0
λ(n)(z − w)n (−∂w)(j) δ(w − z)
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=− Resz
N−1∑
j=0
cj(z)(−1)j
(
j∑
n=0
1
n!
λn∂(j−n)w δ(z − w)
)
=− Resz
N−1∑
j=0
cj(z)(−1)j
(
1
j!
j∑
n=0
(
j
n
)
λn∂j−nw δ(z − w)
)
=− Resz
N−1∑
j=0
cj(z)(−1)j (λ+ ∂w)(j) δ(z − w)
=−
N−1∑
j=0
(−λ− ∂w)(j)Reszcj(z)δ(z − w)
=−
N−1∑
j=0
(−λ− ∂w)(j)cj(w)
=− [a(w)−λ−∂wb(w)].

Observemos que si U es un a´lgebra sobre C, entonces la accio´n de ∂w en
U [[w,w−1]] le confiere una estructura de C[T ]-mo´dulo a izquierda, donde la
accio´n de un polinomio p(T ) ∈ C[T ] en una distribucio´n formal a(w) esta´
dada por p(T )a(w) = p(∂w)a(w).
Definicio´n 2.2.6. Sea F un subconjunto de U [[w,w−1]] tal que todos los
pares de distribuciones formales en F son mutuamente locales. Definimos la
clausura de F como el C[T ]-submo´dulo minimal de U [[w,w−1]] cerrado bajo
todos los productos n-e´simos. La denotaremos como F .
Es importante destacar que los pares de distribuciones formales en F
siguen siendo locales, debido al siguiente lema (cuya demostracio´n se puede
leer sin dificultad en [K]).
Lema 2.2.7. (Lema de Dong) Si a(w), b(w) y c(w) son distribuciones
formales mutuamente locales de a pares, entonces a(w)(n)b(w) y c(w) son
distribuciones formales locales para todo n ∈ Z+.
Observemos que si F ⊆ U [[w,w−1]], entonces el λ-producto de dos distri-
buciones formales a(w), b(w) ∈ F es un polinomio en λ (por la localidad de
a(w) y b(w)) cuyos coeficientes vuelven a estar en F ya que es cerrado bajo
los productos n-e´simos. De esta manera, el λ-corchete en F define una apli-
cacio´n C-lineal F ⊗F → C[λ]⊗F , la cual sigue cumpliendo las propiedades
del Teorema 2.2.5.
Todo lo visto anteriormente motiva las siguientes definiciones:
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Definicio´n 2.2.8. Un a´lgebra conforme es un C[T ]-mo´dulo a izquierda R
junto con una aplicacio´n C-lineal R⊗R→ C[λ]⊗R, a⊗ b 7→ aλb, llamada
λ-producto, tal que se cumplen los siguientes axiomas:
(Ta)λb = −λaλb ∀a, b ∈ R, (2.2.9)
aλ(Tb) = (λ+ T )(aλb) ∀a, b ∈ R. (2.2.10)
Definicio´n 2.2.9. Un a´lgebra de Leibniz conforme es un a´lgebra conforme
R con λ-producto dado por R ⊗ R → C[λ] ⊗ R, a ⊗ b 7→ [aλb], tal que se
cumple la siguiente condicio´n de Jacobi :
[aλ[bµc]] = [[aλb]λ+µc] + [bµ[aλc]] ∀a, b, c ∈ R. (2.2.11)
Si adema´s de esto se cumple la relacio´n de antisimetr´ıa dada por
[bλa] = −[a−λ−T b] ∀a, b ∈ R, (2.2.12)
entonces decimos que R es un a´lgebra de Lie conforme.
Observacio´n 2.2.10. Gracias al Teorema 2.2.5, tenemos que si U es un a´lge-
bra sobre C y F es un subconjunto de U [[w,w−1]] formado por distribuciones
formales mutuamente locales de a pares, entonces su clausura F es un a´lge-
bra conforme con el λ-producto dado por (2.2.4). Ma´s au´n, tambie´n nos
permite afirmar que si U es un a´lgebra de Leibniz (resp. de Lie), entonces
F es un a´lgebra de Leibnitz (resp. de Lie) conforme.
Si R es un a´lgebra conforme y a, b ∈ R, el λ-producto entre a y b es un
polinomio en λ con coeficientes en R, y lo denotaremos como
aλb =
∞∑
n=0
λ(n)a(n)b.
Adema´s, para cada n ∈ Z+, a(n)b se llama producto n-e´simo entre a y b.
Es importante observar que como aλb es un polinomio en λ, vale que
para todos a, b ∈ R existe un N ∈ Z+ tal que a(n)b = 0 para todo n ≥ N .
Proposicio´n 2.2.11. Los axiomas expresados anteriomente para el λ-producto
de un a´lgebra conforme R pueden ser reformulados en te´rminos de los
productos n-e´simos, de la siguiente forma:
1. Las igualdades (2.2.9) y (2.2.10) se traducen como
(Ta)(n)b = −na(n−1)b, (2.2.13)
a(n)(Tb) = T (a(n)b) + na(n−1)b, (2.2.14)
para todos a, b ∈ R y n ∈ N.
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2. La igualdad (2.2.11) significa
a(m)(b(n)c) =
m∑
j=0
(
m
j
)
(a(j)b)(m+n−j)c+ b(n)(a(m)c), (2.2.15)
para todos a, b, c ∈ R, m,n ∈ Z+.
3. La igualdad (2.2.12) significa
b(n)a = −
∞∑
j=0
(−1)j+nT (j)(a(n+j)b), (2.2.16)
para todos a, b ∈ R y n ∈ Z+.
Demostracio´n. Todas las equivalencias se obtienen al comparar los coefi-
cientes de λ(n) (o bien de λ(m)µ(n)) a ambos lados de las igualdades origina-
les. Por ejemplo, tenemos por un lado que
[bλa] =
∞∑
n=0
λ(n)(b(n)a).
Por otro lado, vale que
−[a−λ−T b] =−
∞∑
k=0
(−λ− t)(k)(a(k)b)
=−
∞∑
k=0
1
k!
k∑
n=0
(
k
n
)
(−λ)n(−T )k−n(a(k)b)
=−
∞∑
k=0
k∑
n=0
1
n!(k − n)! (−1)
kλnT k−n(a(k)b)
=−
∞∑
n=0
∞∑
k=n
(−1)kλ(n)T (k−n)(a(k)b)
=
∞∑
n=0
λ(n)
− ∞∑
j=0
(−1)j+nT (j)(a(j+n)b)
 .
Esto prueba 3, y las dema´s afirmaciones se tratan de manera ana´loga. 
Si R es un a´lgebra conforme, entonces sumando (2.2.9) y (2.2.10)
obtenemos que
T (aλb) = (Ta)λb+ aλ(Tb) ∀a, b ∈ R. (2.2.17)
Comparando coeficientes de λ(n) en esta igualdad, llegamos a que el
operador T ∈ End(R) inducido por la accio´n de C[T ] en R es una derivacio´n
de todos los productos n-e´simos con n ∈ Z+.
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Definicio´n 2.2.12. Un homomorfismo de a´lgebras conformes es una
aplicacio´n f : R → R′ entre dos a´lgebras conformes R y R′ que es un
homomorfismo de C[T ]-mo´dulos a izquierda, y que tambie´n cumple que
f(a(n)b) = f(a)(n)f(b) ∀a, b ∈ R, ∀n ∈ Z+.
Si f es adema´s biyectiva, entonces f−1 tambie´n resulta un homomorfismo
de a´lgebras conformes. En este caso f se dice isomorfismo, y R y R′ se dicen
isomorfas. Denotaremos esto por R ' R′.
Definicio´n 2.2.13. Si R es un a´lgebra conforme, diremos que I ⊆ R es un
ideal a izquierda de R si para todos a ∈ R, b ∈ I y n ∈ Z+ vale que a(n)b ∈ I.
Similarmente, I es un ideal a derecha si cumple lo mismo pero para todo
a ∈ I y b ∈ R. Finalmente, I se dice ideal (o ideal bila´tero) si es un ideal
tanto a izquierda como a derecha.
Ejemplo 2.2.14. Sea g un a´lgebra de Lie. Definimos el a´lgebra loop asociada
a g como g˜ = g[t, t−1] = g⊗ C[t, t−1].
Dados a ∈ g y n ∈ Z, denotamos an = atn = a⊗ tn ∈ g˜. Ahora definimos
un corchete de Lie en g˜ mediante
[an, bm] = [a, b]n+m
para todo a, b ∈ g y m,n ∈ Z.
Consideremos las distribuciones formales g˜-valuadas definidas por
a(z) =
∑
n∈Z
anz
−n−1 para cada a ∈ g. Es fa´cil corroborar que
[a(z), b(w)] = [a, b](w)δ(z − w) ∀a, b ∈ g.
Resulta as´ı que la familia F = {a(z) : a ∈ g} ⊆ g˜[[z, z−1]] esta´ compues-
ta por distribuciones formales locales de a pares, por lo cual su clausura F
es un a´lgebra de Lie conforme. Esta a´lgebra de Lie conforme se suele llamar
a´lgebra de corrientes y se denota Cur(g). Adema´s las distribuciones formales
a(z) con a ∈ g se denominan corrientes.
Notemos que Cur(g) ' C[T ]⊗g, donde la estructura de a´lgebra conforme
de la segunda viene dada por
a(0)b = [a, b], a(m)b = 0 ∀m ≥ 1,
para todos a, b ∈ g (aqu´ı estamos identificando g ' 1⊗ g ⊆ C[T ]⊗ g).
Ejemplo 2.2.15. Consideremos el a´lgebra de Lie de Virasoro g, cuya
base es {Lm : m ∈ Z}, y cuyo corchete de Lie viene dado por:
[Lm, Ln] = (m− n)Lm+n ∀m,n ∈ Z.
Sea L(z) =
∑
m∈Z
Lmz
−m−2 ∈ g[[z, z−1]]. Puede probarse que
25
[L(z), L(w)] = (∂wL(w))δ(z − w) + 2L(w)∂wδ(z − w).
Esto dice que L(z) es local consigo misma, por lo cual a partir de la
familia F = {L(z)} obtenemos un a´lgebra de Lie conforme F que se
denomina a´lgebra conforme de Virasoro, y se denota por Vir.
Observemos que Vir ' C[T ]L, donde la estructura de a´lgebra conforme
de C[T ]L se define mediante
[LλL] = TL+ 2λL.
Si tomamos una extensio´n central g ⊕ CC de g con relaciones de
conmutacio´n
[Lm, Ln] = (m− n)Lm+n + m
3 −m
12
Cδm,−n ∀m,n ∈ Z,
[C,Lm] = 0 ∀m ∈ Z.
y consideramos la misma distribucio´n L(z) de recie´n, puede verse que
[L(z), L(w)] = (∂wL(w))δ(z − w) + 2L(w)∂wδ(z − w) + 1
2
C∂(2)w δ(z − w).
De esta manera obtenemos una nueva a´lgebra de Lie conforme, llamada
a´lgebra conforme de Virasoro con carga central C. E´sta es isomorfa al a´lgebra
de Lie conforme C[T ]⊗ L⊕ C[T ]⊗ C, cuyo λ-corchete esta´ dado por
[LλL] = TL+ 2λL+
1
2
λ2C, [LλC] = [CλC] = 0.
Los dos ejemplos anteriores indican que ciertas a´lgebras de Lie poseen
una estrecha relacio´n con las a´lgebras de Lie conformes, y esto motiva la
siguiente definicio´n:
Definicio´n 2.2.16. Un a´lgebra de Lie de distribuciones formales es un par
(g, F ), donde g es un a´lgebra de Lie, F ⊆ g[[z, z−1]], y se cumple que los
coeficientes de las distribuciones formales en F generan todo g.
Definimos ahora un homomorfismo de a´lgebras de Lie de distribuciones
formales f : (g, F ) → (g′, F ′) como un homomorfismo de a´lgebras de Lie
f : g → g′ tal que f(F ) ⊆ F ′ (donde f(a(z)) se define aplicando f en cada
coeficiente de a(z) para toda a(z) ∈ F ).
Con esta definicio´n, las a´lgebras de Lie de distribuciones formales forman
una categor´ıa. Tambie´n las a´lgebras de Lie conformes forman una categor´ıa,
cuyos morfismos son los homomorfismos de a´lgebras conformes.
Como hemos visto, a cada a´lgebra de Lie de distribuciones formales
(g, F ) le podemos asignar un a´lgebra de Lie conforme F . Llevando esto al
lenguaje catego´rico, resulta que hemos definido un funtor de la categor´ıa de
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a´lgebras de Lie de distribuciones formales en la categor´ıa de a´lgebras de Lie
conformes, el cual denominaremos Conf.
Es posible tambie´n realizar la construccio´n inversa, como veremos a
continuacio´n. Si R es un a´lgebra de Lie conforme, definimos su afinizacio´n
como R˜ = R[t, t−1] = R⊗C[t, t−1]. Definimos una estructura de C[T ]-mo´du-
lo a izquierda sobre R˜ mediante T (a⊗ f) = Ta⊗ f + a⊗ ∂tf para a ∈ R y
f ∈ C[t, t−1].
Proposicio´n 2.2.17. Sea R un a´lgebra de Lie conforme y sea R˜ su
afinizacio´n. Definimos los productos n-e´simos en R˜ para n ∈ Z+ como
(a⊗ f)(n)(b⊗ g) =
∞∑
j=0
(a(n+j)b)⊗ ((∂(j)t f)g) ∀a, b ∈ R, ∀f, g ∈ C[t, t−1].
Entonces R˜ munido del λ-corchete definido por estos productos n-e´simos
es un a´lgebra de Lie conforme.
Demostracio´n. Primero observemos que el λ-corchete en R˜ esta´ dado por
[(a⊗ f)λ(b⊗ g)] = [aλ+∂tb]⊗ f(t)g(t′)
∣∣
t′=t ∀a, b ∈ R, ∀f, g ∈ C[t, t−1].
Esto es as´ı por lo siguiente:
[aλ+∂tb]⊗ f(t)g(t′)
∣∣
t′=t =
∞∑
k=0
(λ+ ∂t)
(k)(a(k)b)⊗ f(t)g(t′)
∣∣
t′=t
=
∞∑
k=0
1
k!
k∑
j=0
(
k
j
)
λk−j(a(k)b)⊗ (∂jt f(t)g(t′))
∣∣
t′=t
=
∞∑
k=0
k∑
j=0
λ(k−j)(a(k)b)⊗ ((∂(j)t f)g)
=
∞∑
j=0
∞∑
n=0
λ(n)(a(n+j)b)⊗ ((∂(j)t f)g)
=[(a⊗ f)λ(b⊗ g)].
Ahora resta verificar los axiomas.
[(T (a⊗ f))λ(b⊗ g)] =[(Ta⊗ f)λ(b⊗ g)] + [(a⊗ (∂tf))λ(b⊗ g)]
=[Taλ+∂tb]⊗ f(t)g(t′)
∣∣
t′=t + [aλ+∂tb]⊗ (∂tf(t))g(t′)
∣∣
t′=t
=(−λ− ∂t)[aλ+∂tb]⊗ f(t)g(t′)
∣∣
t′=t + ∂t
(
[aλ+∂tb]⊗ f(t)g(t′)
) ∣∣
t′=t
=− λ[aλ+∂tb]⊗ f(t)g(t′)
∣∣
t′=t
=− λ[(a⊗ f)λ(b⊗ g)].
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[(a⊗ f)λ(T (b⊗ g))] =[(a⊗ f)λ(Tb⊗ g)] + [(a⊗ f)λ(b⊗ ∂tg)]
=[aλ+∂tTb]⊗ f(t)g(t′)
∣∣
t′=t + [aλ+∂tb]⊗ f(t)∂t′g(t′)
∣∣
t′=t
=(λ+ ∂t + T )[aλ+∂tb]⊗ f(t)g(t′)
∣∣
t′=t
+ [aλ+∂tb]⊗ f(t)∂t′g(t′)
∣∣
t′=t
=(λ+ T )[aλ+∂tb]⊗ f(t)g(t′)
∣∣
t′=t
+ [aλ+∂tb]⊗ (∂tf(t)g(t′) + f(t)∂t′g(t′))
∣∣
t′=t
=λ[(a⊗ f)λ(b⊗ g)] + (T [aλ+∂tb])⊗ f(t)g(t′)
∣∣
t′=t
+ [aλ+∂tb]⊗ (∂t(f(t)g(t′)
∣∣
t′=t))
=(λ+ T )[(a⊗ f)λ(b⊗ g)].
Esto muestra que R˜ es un a´lgebra conforme. Las propiedades (2.2.11) y
(2.2.12) pueden probarse de forma ana´loga. 
Ahora realizaremos una construccio´n ma´s general, que nos servira´ en
este caso para construir el a´lgebra de Lie de distribuciones formales que
asociaremos a R.
Proposicio´n 2.2.18. Sea R un a´lgebra conforme. Entonces TR es un ideal
bila´tero de R con respecto al producto 0-e´simo, por lo cual el producto
0-e´simo define un producto en R/TR. Con respecto a este producto, R/TR
es un a´lgebra de Lie.
Demostracio´n. Debido a (2.2.13) y (2.2.14), vale que (TR)(0)R = 0 y
R(0)TR ⊆ TR, con lo cual TR es en efecto un ideal bila´tero de R con
respecto al producto 0-e´simo.
Gracias a esto, el producto [ , ] : R/TR ⊗ R/TR → R/TR dado por
[a+ TR, b+ TR] = a(0)b+ TR para todos a, b ∈ R esta´ bien definido.
Ahora observemos que (2.2.15) para m = n = 0 se convierte en
a(0)(b(0)c) = (a(0)b)(0)c+ b(0)(a(0)c).
Esto llevado al cociente significa que (R/TR, [ , ]) es un a´lgebra de
Leibniz. Por u´ltimo, (2.2.16) para n = 0 dice que
b(0)a = −
∞∑
j=0
(−1)jT (j)(a(j)b).
Como todos los sumandos en el miembro derecho pertenecen a TR sal-
vo el correspondiente a j = 0, cocientando esta expresio´n obtenemos que
(R/TR, [ , ]) es un a´lgebra de Lie. 
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Volvamos a considerar ahora la afinizacio´n R˜ de un a´lgebra conforme R.
Aplicando la Proposicio´n anterior a R˜, obtenemos que R˜/T R˜ es un a´lgebra
de Lie cuyo corchete viene dado por
[a(m), b(n)] =
∞∑
j=0
(
m
j
)
(a(j)b)(m+n−j) ∀a, b ∈ R, ∀m,n ∈ Z. (2.2.18)
En esta expresio´n, a(m) denota a a⊗ tm+TR˜ para todos a ∈ R y m ∈ Z.
El a´lgebra de Lie (R˜/T R˜, [, ]) se denota LieR.
Definimos ahora una familia de distribuciones formales LieR-valuadas
mediante
F (R) =
{
a(z) =
∑
n∈Z
a(m)z
−m−1 : a ∈ R
}
. (2.2.19)
Ahora gracias a (2.2.18), podemos aplicar la Observacio´n 2.1.8 (la rec´ıpro-
ca, puesto que a(j)b = 0 para j  0), y resulta que
[a(z), b(w)] =
∞∑
j=0
(a(j)b)(w)∂
(j)
w δ(z − w) (2.2.20)
para todos a, b ∈ R. Por lo tanto, F resulta ser una familia de distribuciones
formales mutuamente locales de a pares, y esto dice que (LieR,F ) es un
a´lgebra de Lie de distribuciones formales.
De esta manera, as´ı como hab´ıamos definido un funtor Conf de la
categor´ıa de a´lgebras de Lie de distribuciones formales en la categor´ıa de
a´lgebras de Lie conformes, dado por Conf(g, F ) = F , ahora hemos
construido un funtor que llamaremos Lie en la direccio´n opuesta, definido
por Lie(R) = (LieR,F (R)).
Lema 2.2.19. Si R es un a´lgebra de Lie conforme, entonces F (R) tambie´n
lo es.
Demostracio´n. Basta ver que F (R) = F (R), es decir que F (R) es cerrada
bajo ∂z y bajo todos los productos n-e´simos con n ∈ Z+.
Primero observemos que
(Ta)(m) = Ta⊗ tm + TR˜ = −a⊗ ∂ttm + TR˜ = −ma(m−1).
Pero entonces F (R) es cerrada bajo ∂z, ya que
∂za(z) =
∑
m∈Z
−ma(m−1)z−m−1 =
∑
m∈Z
(Ta)(m)z
−m−1 = (Ta)(z).
Por otro lado, debido a (2.2.20) tenemos que
a(z)(n)b(z) = (a(n)b)(z) ∀a, b ∈ R, ∀n ∈ Z+. (2.2.21)
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Esto muestra que F (R) tambie´n es cerrada bajo los productos n-e´simos con
n ∈ Z+, y ya esta´. 
Dada un a´lgebra de Lie conforme R, (Lie(R), F (R)) es el a´lgebra de Lie
de distribuciones formales maximal asociada a R.
Proposicio´n 2.2.20. Sea R un a´lgebra de Lie conforme. Sea ϕ : R→ F (R)
definida como ϕ(a) = a(z) para todo a ∈ R.
Entonces ϕ es un isomorfismo de a´lgebras de Lie conformes.
Demostracio´n. Es claro que ϕ es C-lineal y sobreyectiva. Adema´s, en
la demostracio´n del Lema anterior vimos que ∂za(z) = (Ta)(z) para todo
a ∈ R, lo cual dice que ϕ es un homomorfismo de C[T ]-mo´dulos a izquierda.
Como adema´s vale (2.2.21), resulta que ϕ es un epimorfismo de a´lgebras de
Lie conformes.
Para ver la inyectividad, supongamos que a(z) = 0 para algu´n a ∈ R.
En particular, a(−1) = 0. Consideremos ahora la funcio´n ψ˜ : R˜ → R dada
por ψ˜(a⊗ tj) = T (−j−1)a para j < 0 y ψ˜(a⊗ tj) = 0 para j ≥ 0.
Puede chequearse de forma inmediata que ψ˜(TR˜) = 0, por lo que ψ˜
induce una transformacio´n C-lineal ψ : LieR→ R, y e´sta cumple lo siguiente:
0 = ψ(a(−1)) = ψ˜(a⊗ t−1) = T (0)a = a.
Por lo tanto, ϕ resulta tambie´n inyectiva, es decir que es un isomorfismo
de a´lgebras conformes. 
La Proposicio´n anterior muestra que Conf(Lie(R)) ' R. Por otro lado,
tenemos que Lie(Conf(g, F )) = (LieF , F ).
Debido a la maximalidad de (Lie(R), F (R)), cualquier otra a´lgebra de
distribuciones formales (g, F ) con F¯ = R es imagen de (Lie(R), F (R)) por
un homomorfismo de a´lgebras de Lie de distribuciones formales. El nu´cleo
de este homomorfismo de Lie(R) a g es un ideal I, llamado ideal irregular. Si
un a´lgebra de Lie de distribuciones formales es obtenida como el cociente del
a´lgebra de Lie de distribuciones formales maximal por un ideal irregular, se
dice que es equivalente al a´lgebra de Lie de distribuciones formales maximal.
As´ı, tenemos una equivalencia de categor´ıas entre la categor´ıa de a´lgebras
de Lie conformes y la categor´ıa de clases de equivalencia de a´lgebras de Lie
de distribuciones formales.
Definicio´n 2.2.21. Un a´lgebra de Lie conforme R se dice finita si es
finitamente generada como C[T ]-mo´dulo a izquierda.
Definicio´n 2.2.22. Un a´lgebra de Lie conforme R se dice simple si no es
conmutativa y no contiene ideales no triviales (cf. definicio´n 2.2.13).
Las a´lgebras de Lie conformes finitas simples han sido clasificadas por
D’Andrea y Kac [1998], llegando al siguiente resultado:
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Teorema 2.2.23. Toda a´lgebra de Lie conforme finita simple es isomorfa o
bien a Vir o bien a Cur(g) para algu´n a´lgebra de Lie g simple de dimensio´n
finita.
2.3. Correspondencias estado-campo
De aqu´ı en adelante, la letra V denotara´ un espacio vectorial sobre C.
Definicio´n 2.3.1. Un campo en V es una distribucio´n formal End(V )-
valuada a(z) =
∑
n∈Z
a(n)z
−n−1 tal que para cada v ∈ V existe un N ∈ Z+
tal que a(n)v = 0 para todo n ≥ N . Es decir, para cada v ∈ V vale que
a(z)v ∈ V [[z]][z−1] para n  0. El conjunto de todos los campos en V
vuelve a ser un espacio vectorial, que denotaremos por glf(V ).
Dada una distribucio´n formal a(z) =
∑
n∈Z
a(n)z
−n−1 con coeficientes en
cualquier espacio vectorial U , denotaremos
a(z)+ =
∑
n<0
a(n)z
−n−1 , a(z) =
∑
n≥0
a(n)z
−n−1.
De esta forma, obtenemos una descomposicio´n a(z) = a(z)+ + a(z) en
la cual se cumple que ∂(a(z)±) = (∂a(z))±.
Definicio´n 2.3.2. Dados dos campos a(z), b(z) ∈ glf(V ), definimos su
producto normalmente ordenado como
: a(z)b(z) : = a(z)+b(z) + b(z)a(z) (2.3.1)
Observacio´n 2.3.3. Para ver que el producto normalmente ordenado de dos
campos a(z) y b(z) en V esta´ bien definido, observemos primero que para
todo n ∈ Z vale que
: a(z)b(z) :(n)=
∑
j<0
a(j)b(n−j−1) +
∑
j≥0
b(n−j−1)a(j).
Ahora dado v ∈ V , cada una de estas sumas aplicadas a v resulta en
una cantidad finita de sumandos, por lo cual : a(z)b(z) : es una distribucio´n
formal bien definida.
Ma´s au´n, es fa´cil ver que : a(z)b(z) : es un campo, con lo cual el producto
normalmente ordenado le otorga a glf(V ) una estructura de a´lgebra sobre
C (la cual en general no es ni asociativa ni conmutativa).
La derivada de un campo a(z) es nuevamente un campo. Adema´s, gracias
a que ∂(a(z)±) = (∂a(z))±, es inmediato ver que
∂(: a(z)b(z) :) = : ∂a(z)b(z) : + : a(z)∂b(z) : ,
es decir que ∂ es una derivacio´n del producto normalmente ordenado.
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Definicio´n 2.3.4. Dados dos campos a(z) y b(z) en V y n ∈ Z tal que
n < 0, definimos el producto n-e´simo entre a(z) y b(z) como
a(z)(n)b(z) = : ∂
(−n−1)a(z)b(z) : . (2.3.2)
As´ı, en glf(V ) se encuentran definidos no so´lo los productos n-e´simos
para n ∈ Z+ (cf. definicio´n 2.2.2), sino para todo n ∈ Z.
Es posible dar una fo´rmula general para a(z)(n)b(z), va´lida tanto para
los n positivos como para los negativos.
Proposicio´n 2.3.5. Sean a(z) y b(z) campos en V , y sea n ∈ Z. Entonces
a(w)(n)b(w) = Resz(a(z)b(w)iz,w(z − w)n − b(w)a(z)iw,z(z − w)n). (2.3.3)
Demostracio´n. Es claro que esta fo´rmula es va´lida para el caso n ≥ 0,
ya que entonces iz,w(z − w)n = (z − w)n = iw,z(z − w)n.
El caso n < 0 se sigue de las siguientes fo´rmulas de Cauchy formales:
para toda distribucio´n formal c(z) y todo k ∈ Z+ vale que
Reszc(z)iz,w
1
(z − w)k+1 =∂
(k)
w c(w)+ ,
Reszc(z)iw,z
1
(z − w)k+1 =− ∂
(k)
w c(w) .
Ambas fo´rmulas pueden probarse por induccio´n sobre k. Por ejemplo,
para ver la primera tenemos que
Reszc(z)iz,w
1
z − w =Reszc(z)
∞∑
m=0
z−m−1wm
=
∑
j∈Z
c(j)Resz
∞∑
m=0
z−j−m−2wm
=
∑
j<0
c(j)w
−j−1
=c(w)+.
Esto muestra que la primer fo´rmula vale para k = 0. Si suponemos que
vale para cierto k ∈ Z+, entonces usando (2.1.3) resulta que
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∂(k+1)w a(w)+ =
k!
(k + 1)!
∂w(∂
(k)
w a(w))
=
1
k + 1
∂w
(
Resza(z)iz,w
1
(z − w)k+1
)
=
1
k + 1
Resza(z)∂w
( ∞∑
m=0
(
m
k
)
z−m−1wm−k
)
=Resza(z)
∞∑
m=0
m!
(k + 1)!(m− k − 1)!z
−m−1wm−k−1
=Resza(z)iz,w
1
(z − w)(k+1)+1 .
Por lo tanto vale la primer fo´rmula para todo k ∈ Z+, y de manera
ana´loga se prueba la segunda.
Ahora las utilizaremos para probar (2.3.3) para todo n < 0:
a(w)(n)b(w) = : ∂
(−n−1)
w a(w)b(w) :
=∂(−n−1)w a(w)+b(w) + b(w)∂
(−n−1)
w a(w)
=
(
Resza(z)iz,w
1
(z − w)(−n−1)+1
)
b(w)
− b(w)
(
Resza(z)iw,z
1
(z − w)(−n−1)+1
)
=Resz(a(z)b(w)iz,w(z − w)n − b(w)a(z)iw,z(z − w)n).

Definicio´n 2.3.6. Un subespacio F de glf(V ) que contiene al operador
identidad IV y es cerrado bajo todos los productos n-e´simos con n ∈ Z es
llamado un a´lgebra de campos lineal. Adema´s, glf(V ) se denomina a´lgebra
de campos lineal general.
Observemos que si F es un a´lgebra de campos lineal, entonces automa´ti-
camente vale que ∂zF ⊆ F , puesto que si a(z) ∈ F , entonces
a(z)(−2)IV = : (∂za(z))IV : = (∂za(z))+IV + IV (∂za(z)) = ∂za(z). (2.3.4)
De hecho vale lo siguiente:
Proposicio´n 2.3.7. Sea F un subespacio de glf(V ). Entonces F es un
a´lgebra de campos lineal si y so´lo si IV ∈ F , ∂zF ⊆ F , F es cerrado bajo el
producto normalmente ordenado y F es cerrado bajo los productos n-e´simos
con n ∈ Z+.
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Demostracio´n. Si F es un a´lgebra de campos lineal, vimos que ∂zF ⊆ F .
Adema´s, F es cerrada bajo el producto normalmente ordenado dado que
e´ste coincide con el producto (−1)-e´simo.
Rec´ıprocamente, si IV ∈ F y F es cerrada bajo derivacio´n, producto
normalmente ordenado y productos n-e´simos no negativos, entonces tambie´n
es cerrada bajo los productos n-e´simos negativos, puesto que si n < 0,
entonces
a(z)(n)b(z) = : ∂
(−n−1)
z a(z)b(z) :∈ F
para todos a(z), b(z) ∈ F , por lo que F es un a´lgebra de campos lineal. 
Si F es un a´lgebra de campos lineal, a cada a(z) ∈ F podemos asociarle
una distribucio´n formal con valores en End(F ) dada por
Y (a(z), x) =
∑
n∈Z
a(z)(n)x
−n−1, (2.3.5)
donde a(z)(n) : F → F se define como b(z) 7→ a(z)(n)b(z) para todo n ∈ Z.
La correspondencia F → End(F )[[x, x−1]], a(z) 7→ Y (a(z), x) cumple las
siguientes propiedades:
Proposicio´n 2.3.8. Sea F un a´lgebra de campos lineal. Entonces vale que:
(a) Y (IV , z) = IF , Y (a(z), x)IV = a(z) + ∂za(z)x+ · · · ∈ F [[x]].
(b) [∂z, Y (a(z), x)] = Y (∂za(z), x) = ∂xY (a(z), x).
Demostracio´n.
(a) Para ver lo primero, simplemente tomamos b(z) ∈ F y observamos que
· Si n < −1, entonces IV (n)b(z) = : (∂(−n−1)z IV )b(z) : = 0.
· Si n ≥ 0, entonces IV (n)b(z) = Resw[IV , b(z)](w − z)n = 0.
Por lo tanto, resulta que
Y (IV , z)b(z) =
∑
n∈Z
IV (n)b(z)x
−n−1 = IV (−1)b(z) =: IV b(z) := b(z).
Por otro lado, para ver lo segundo tenemos que probar que para todo
a(z) ∈ F vale que a(z)(n)IV = 0 para n ∈ Z+, que a(z)(−1)IV = a(z),
y que a(z)(−2)IV = ∂za(z).
Pero si n ∈ Z+, entonces a(z)(n)IV = Resw[a(w), IV ](w − z)(n) = 0,
a(z)(−1)IV = : a(z)IV : = a(z), y la u´ltima igualdad es (2.3.4).
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(b) Para probar estas igualdades, primero veamos que las fo´rmulas
(∂za(z))(n)b(z) =− na(z)(n−1)b(z),
a(z)(n)(∂zb(z)) = ∂z(a(z)(n)b(z)) + na(z)(n−1)b(z),
valen para todo n ∈ Z y todos a(z), b(z) ∈ F . Ya sab´ıamos por la
Proposicio´n (2.2.11) que val´ıan para n ∈ Z+. Para ver su validez en el
caso n < 0, calculamos por un lado que
(∂za(z))(n)b(z) = : ∂
(−n−1)
z (∂za(z))b(z) :
=
(−n)!
(−n− 1)! : (∂
(−n)
z a(z))b(z) :
=− na(z)(n−1)b(z).
y por otro lado
∂z(a(z)(n)b(z)) =∂z(: (∂
(−n−1)
z a(z))b(z) :)
=∂z(∂
(−n−1)
z a(z)+b(z)) + ∂z(b(z)∂
(−n−1)
z a(z) )
=− n∂(−n)z a(z)+b(z) + ∂(−n−1)z a(z)+∂zb(z)
+ ∂zb(z)∂
(−n−1)
z a(z) − nb(z)∂(−n)z a(z)
= : (∂(−n−1)z a(z))∂zb(z) : −n : (∂(−n)z a(z))b(z) :
=a(z)(n)(∂zb(z))− na(z)(n−1)b(z).
Ahora usamos esto para probar las igualdades. Primero tenemos que
[∂z, Y (a(z), x)]b(z) =∂z
(∑
n∈Z
a(z)(n)b(z)x
−n−1
)
−
∑
n∈Z
a(z)(n)∂zb(z)x
−n−1
=
∑
n∈Z
(∂z(a(z)(n)b(z))− a(z)(n)(∂zb(z)))x−n−1
=
∑
n∈Z
(∂za(z))(n)b(z)x
−n−1
=Y (∂za(z), x)b(z).
Finalmente, la segunda igualdad vale porque
∂xY (a(z), x)b(z) =
∑
n∈Z
−na(z)(n−1)b(z)x−n−1
=
∑
n∈Z
(∂za(z))(n)b(z)x
−n−1
=Y (∂za(z), x)b(z).

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La proposicio´n anterior motiva la siguiente definicio´n:
Definicio´n 2.3.9. Sea (V, |0〉) un espacio vectorial punteado (es decir, un
espacio vectorial V junto con un elemento distinguido |0〉 ∈ V , al cual de-
nominaremos vector vac´ıo). Una correspodencia estado-campo es una apli-
cacio´n C-lineal
Y : V → glf(V ), a 7→ Y (a, z) =
∑
n∈Z
a(n)z
−n−1,
tal que valen los siguientes axiomas:
1. (Axiomas del vac´ıo)
Y (|0〉, z) = IV , (2.3.6)
Y (a, z)|0〉 = a+ T (a)z + · · · ∈ V [[z]] ∀a ∈ V, (2.3.7)
donde IV es el operador identidad, y T ∈ End(V ) es un operador que
llamaremos operador de traslacio´n.
2. (Invariancia de la traslacio´n)
[T, Y (a, z)] = Y (Ta, z) = ∂zY (a, z) ∀a ∈ V. (2.3.8)
Ejemplo 2.3.10. Sea F un a´lgebra de campos tal que
a(z)(n)b(z) = 0 para n 0 (2.3.9)
para todo a(z), b(z) ∈ F . Entonces las distribuciones formales Y (a(z), x) son
en realidad campos en F , por lo cual podemos definir un mapa
Y : V → glf(V ), a(z) 7→ Y (a(z), x), el cual resulta ser una correspondencia
estado-campo gracias a la Proposicio´n (2.3.8).
Observemos adema´s que (2.3.9) se cumple en el caso en que los campos
en F son todos locales de a pares.
Ejemplo 2.3.11. Sea V un a´lgebra unitaria con producto (a, b) 7→ ab y
unidad |0〉, y sea T una derivacio´n de V . Definimos
Y : V → glf(v), Y (a, z)b = (ezTa)b ∀a, b ∈ V.
Entonces Y es una correspondencia estado-campo en (V, |0〉). Para ver
esto, so´lo debemos chequear los axiomas. Tenemos que
Y (|0〉, z)b = (ezT |0〉) b = ∞∑
n=0
1
n!
(Tn|0〉) bzn = |0〉b = b.
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Y (a, z)|0〉 = (ezTa) |0〉 = ezTa = ∞∑
n=0
1
n!
Tna zn
=a+ Ta z +
∞∑
n=2
1
n!
Tna zn ∈ V [[z]].
Por lo tanto, se cumplen los axiomas del vac´ıo.
Adema´s vale que
[T, Y (a, z)]b =T
(
ezTa
)
b− (ezTa) (Tb)
=T
( ∞∑
n=0
1
n!
(Tna)b zn
)
−
∞∑
n=0
1
n!
(Tna)(Tb)zn
=
∞∑
n=0
1
n!
(T ((Tna)b)− (Tna)(Tb))zn
=
∞∑
n=0
1
n!
(T (Tna))b zn
=
(
TezTa
)
b
=
(
∂ze
zTa
)
b
=∂zY (a, z)b.
Y (Ta, z)b =
(
ezTTa
)
b =
(
TezTa
)
b = ∂zY (a, z)b.
Esto muestra que se cumple la invariancia de la traslacio´n.
Observemos que si Y es una correspondencia estado-campo en (V, |0〉),
entonces tenemos definidos un producto en V para cada n ∈ Z, dado por
(a, b) 7→ a(n)b = ReszznY (a, z)b. (2.3.10)
Estos productos sera´n llamados productos n-e´simos en V .
Los axiomas del vac´ıo y de invariancia de la traslacio´n que definen a una
correspondencia estado campo pueden ser reformulados en te´rminos de los
productos n-e´simos, de la siguiente forma:
Proposicio´n 2.3.12. Sea (V, |0〉) un espacio vectorial punteado, y
sea Y : V → (End(V ))[[z, z−1]] una aplicacio´n C-lineal. Definimos los
productos n-e´simos en V mediante (2.3.10) para todo n ∈ Z. Entonces
vale que Y es una correspondencia estado-campo en (V, |0〉) si y so´lo si
los productos n-e´simos en V satisfacen las siguientes propiedades para todos
a, b ∈ V :
1. a(n)b = 0 para n 0.
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2. a(−1)|0〉 = |0〉(−1)a = a.
3. [T, a(n)] = (Ta)(n) = −na(n−1) para todo n ∈ Z.
Demostracio´n: Primero observemos que la primer condicio´n enunciada
es equivalente a que Y (a, z) ∈ glf(V ) para todo a ∈ V .
Por otro lado, comparando los coeficientes de zn a ambos lados de (2.3.6),
(2.3.7) y (2.3.8) vemos que estos axiomas son equivalentes a las otras dos
condiciones del enunciado, junto con |0〉(n)a = 0 para n 6= −1, Ta = a(−2)|0〉
y a(n)|0〉 = 0 para n ≥ 0, para todo a ∈ V .
Ahora asumiremos 2. y 3. del enunciado, y probaremos los restantes
axiomas que debe satisfacer una correspondencia estado-campo. En primer
lugar, tenemos que Ta = (Ta)(−1)|0〉 = a(−2)|0〉, y adema´s vale que
T |0〉 =T (|0〉(−1)|0〉)
=[T, |0〉(−1)]|0〉+ |0〉(−1)(T |0〉)
=(T |0〉)(−1)|0〉+ |0〉(−1)(T |0〉)
=2T |0〉,
por lo que T |0〉 = 0. Aplicando esto a (T |0〉)(n) = −n|0〉(n−1), resulta que
|0〉(n−1) = 0 para todo n 6= 0.
Finalmente, como T (a(n)|0〉) = −na(n−1)|0〉 y a(N)b = 0 para N  0,
llegamos a a(n)|0〉 = 0 para n ≥ 0. 
El siguiente lema respecto a la unicidad de ecuaciones diferenciales
formales sera´ muy u´til para establecer identidades.
Lema 2.3.13. Sea U un espacio vectorial y sea R(z) ∈ (End(U))[[z]].
Entonces la ecuacio´n diferencial
∂zf(z) = R(z)f(z) (2.3.11)
tiene una u´nica solucio´n de la forma f(z) =
∞∑
n=0
fnz
n con fn ∈ U para todo
n ∈ Z+, con la condicio´n inicial f(0) = f0.
Demostracio´n: Sustituyendo f(z) y R(z) por sus expansiones como
series de potencias en z en (2.3.11) y comparando los coeficientes de zn
a ambos lados, obtenemos las relaciones
(n+ 1)fn+1 =
n∑
j=0
Rjfn−j ∀n ∈ Z+.
Mediante estas ecuaciones podemos calcular recursivamente los fn a par-
tir de los Rj y f0. 
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Proposicio´n 2.3.14. Sea Y una correspondencia estado-campo en (V, |0〉).
Entonces vale que
1. Y (a, z)|0〉 = ezTa para todo a ∈ V .
2. ewTY (a, z)e−wT = Y (ewTa, z) = iz,wY (a, z + w) para todo a ∈ V .
3. (Y (a, z)(n)Y (b, z))|0〉 = Y (a(n)b, z)|0〉 para todos a, b ∈ V , n ∈ Z.
Demostracio´n: Todas las afirmaciones se pueden probar utilizando el
Lema (2.3.13).
Las afirmaciones 1. y 3. pueden verificarse sin dificultad aplicando el
Lema con U = V y R = R0 = T , puesto que en cada caso los miembros
izquierdo y derecho de la igualdad son soluciones de (2.3.11).
Por otro lado, la expresio´n 2. es una igualdad en End(V )[[z, z−1]][[w]]
(pues recordemos que iz,w(z + w)
n ∈ C[[z, z−1]][[w]]). Entonces, tomando
U = End(V )[[z, z−1]] y R = R0 = ad T ∈ End(U), tenemos lo siguiente:
∂w(e
wTY (a, z)e−wT ) =(∂wewT )Y (a, z)e−wT + ewT∂w(Y (a, z)e−wT )
=TewTY (a, z)e−wT − ewTY (a, z)e−wTT
=[T, ewTY (a, z)e−wT ]
=(ad T )(ewTY (a, z)e−wT )
=R(ewTY (a, z)e−wT ).
Adema´s,
∂w(Y (e
wTa, z)) =Y (∂we
wTa, z)
=Y (TewTa, z)
=[T, Y (ewTa, z)]
=R(Y (ewTa, z)).
Por otro lado, tenemos que para todo n ≥ 0 vale que
∂w(iz,w(z + w)
−n−1) =∂w
( ∞∑
m=0
(
m
n
)
z−m−1(−w)m−n
)
=−
∞∑
m=0
(
m
n
)
z−m−1(m− n)(−w)m−n−1
=(−n− 1)
∞∑
m=0
(
m
n+ 1
)
z−m−1(−w)m−n−1
=(−n− 1)iz,w(z + w)−n−2.
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Por lo tanto tenemos que ∂w(iz,w(z+w)
−n−1) = (−n−1)iz,w(z+w)−n−2
vale para todo n ∈ Z (pues es claro que tambie´n vale para n < 0). Usando
esto junto con la Proposicio´n (2.3.12), resulta que
∂w(iz,wY (a, z + w)) =
∑
n∈Z
a(n)∂w(iz,w(z + w)
−n−1)
=
∑
n∈Z
(−n− 1)a(n)iz,w(z + w)−n−2
=
∑
n∈Z
(−n)a(n−1)iz,w(z + w)−n−1
=
∑
n∈Z
[T, a(n)]iz,w(z + w)
−n−1
=R(iz,wY (a, z + w)).
Esto concluye la demostracio´n de 2. 
La demostracio´n del siguiente resultado no requiere ma´s que un sencillo
chequeo de los axiomas correspondientes.
Proposicio´n 2.3.15. Sea Y una correspondencia estado-campo en (V, |0〉).
Entonces
Y op(a, z)b = ezTY (b,−z)a
define otra correspondencia estado-campo Y op en (V, |0〉), que llamaremos
opuesta a Y .
Adema´s, se cumple que (Y op)op = Y .
A partir de este momento necesitaremos contar con nociones ma´s sofis-
ticadas de localidad que la que ten´ıamos hasta ahora (cf. definicio´n 2.1.7).
Definicio´n 2.3.16. Sean a(z) y b(z) dos campos en V . Diremos que el par
(a(z), b(z)) es:
1. Local : Si existe N ∈ Z+ tal que
(z − w)N [a(z), b(w)] = 0.
2. Local en v ∈ V : Si existe N ∈ Z+ tal que
(z − w)N [a(z), b(w)]v = 0.
3. De´bilmente local : Si existe N ∈ Z+ tal que
Resz(z − w)N [a(z), b(w)] = 0.
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Observemos que si (a(z), b(z)) es local, entonces es de´bilmente local. Sin
embargo, no siempre es cierto que (a(z), b(z)) es local si y so´lo si es local en
v para todo v ∈ V (puesto que en el segundo caso hay un N para cada v,
mientras que en el primer caso es el mismo N para todos los v ∈ V ).
La siguiente proposicio´n nos brinda una caracterizacio´n muy u´til de Y op.
Proposicio´n 2.3.17. Sean X e Y dos correspondencias estado-campo.
Entonces X = Y op si y so´lo si todos los pares (Y (a, z), X(b, z)) con a, b ∈ V
son locales en |0〉.
Demostracio´n: Sean a, b ∈ V fijos, y supongamos que (Y (a, z), X(b, z))
es local en |0〉. Es decir:
(z − w)NY (a, z)X(b, w)|0〉 = (z − w)NX(b, w)Y (a, z)|0〉, N  0.
Por la Proposicio´n 2.3.14, esto es equivalente a
(z − w)NewT iz,wY (a, z − w)b = (z − w)NezT iw,zX(b, w − z)a, N  0.
Tomando un N lo suficientemente grande, en ambos lados de esta u´ltima
igualdad so´lo ocurren potencias no negativas de z − w, y por lo tanto so´lo
hay potencias no negativas de z y de w.
Por lo tanto, para un tal N podemos evaluar esta expresio´n en z = 0, y
luego de cancelar (−w)N a ambos lados, llegamos aX(b, w)a = ewTY (a,−w)b.
Como esto ocurre para todos a, b ∈ V , resulta que X = Y op.
Rec´ıprocamente, si X = Y op, entonces para todos a, b ∈ V y para N  0
vale que
(z − w)N [Y (a, z), X(b, w)]|0〉 =
=(z − w)N (Y (a, z)ewTY (|0〉,−w)b− Y op(b, w)ezTa)
=(z − w)NY (a, z)ewT b− ezT iw,z(z − w)NY op(b, w − z)a
=(z − w)NY (a, z)ewT b− ezT (z − w)NY op(b, w − z)a
=(z − w)NY (a, z)ewT b− ezT e(w−z)T iz,w(z − w)NY (a, z − w)b
=(z − w)N (Y (a, z)ewT − ewT iz,wY (a, z − w))b
=0.
Por lo tanto, (Y (a, z), X(b, w)) es local en |0〉 para todos a, b ∈ V . 
Proposicio´n 2.3.18. Sea Y una correspondencia estado-campo en (V, |0〉).
Sean B1(z) y B2(z) dos campos en V tales que B1(z)|0〉 = B2(z)|0〉 y tales
que todos los pares (Y (a, z), Bi(z)) con a ∈ V , i = 1, 2, son locales en |0〉.
Entonces B1(z) = B2(z).
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Demostracio´n: Sea B(z) = B1(z) − B2(z). Entonces todos los pares
(Y (a, z), B(z)) con a ∈ V son locales en |0〉.
Luego (z −w)N [B(z), Y (a,w)]|0〉 = 0, y como adema´s B(z)|0〉 = 0, vale
que (z − w)NB(z)Y (a,w)|0〉 = 0. Luego por la Proposicio´n 2.3.14, vale que
(z − w)NB(z)ewTa = 0. Finalmente, tomando w = 0 en esta expresio´n re-
sulta que B(z)a = 0 para todo a ∈ V . 
A continuacio´n se presenta un resultado que necesitaremos utilizar, cuya
demostracio´n no daremos puesto que no aporta mucha informacio´n nueva.
No obstante, el lector que quiera interiorizarse al respecto de la misma puede
consultarla en [B, Lemma 2.7].
Lema 2.3.19. Sean X e Y dos correspondencias estado-campo en (V, |0〉),
y sean a, b, c ∈ V tales que
1. El par (Y (a, z), Y (b, z)) es de´bilmente local.
2. El par (Y (a, z), X(c, z)) es local en |0〉 y en b.
3. El par (Y (b, z), X(c, z)) es local en |0〉 y en a.
Entonces (Y (a, z)(n)Y (b, z), X(c, z)) es local en |0〉 para todo n ∈ Z.
Ahora utilizaremos estos dos u´ltimos resultados para demostrar la
siguiente proposicio´n:
Proposicio´n 2.3.20. Sean X e Y dos correspondencias estado-campo en
(V, |0〉) tales que
1. Todos los pares (Y (a, z), Y (b, z)) con a, b ∈ V son de´bilmente locales.
2. Todos los pares (Y (a, z), X(b, z)) con a, b ∈ V son locales en v para
cualquier v ∈ V .
Entonces Y (a, z)(n)Y (b, z) = Y (a(n)b, z) para todos a, b ∈ V , n ∈ Z.
Demostracio´n: Fijemos a, b ∈ V y n ∈ Z, y consideremos los campos
B1(z) = Y (a, z)(n)Y (b, z) y B2(z) = Y (a(n)b, z).
Ahora por la Proposicio´n 2.3.14 tenemos que B1(z)|0〉 = B2(z)|0〉. Por
otro lado, debido al Lema 2.3.19 resulta que (Bi(z), Y (c, z)) es local en |0〉
para todo c ∈ V , i = 1, 2. Por lo tanto, podemos aplicar la Proposicio´n
2.3.18 y concluir que B1(z) = B2(z). 
2.4. A´lgebras de campos y a´lgebras de campos fuertes
En esta seccio´n comenzaremos a trabajar con ciertos tipos particulares
de correspondencias estado-campo.
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Definicio´n 2.4.1. Sea Y una correspondencia estado-campo en (V, |0〉).
Diremos que (V, |0〉, Y ) es un a´lgebra de campos si satisface el siguiente
axioma de asociatividad para todos a, b, c ∈ V :
(z − w)NY (Y (a, z)b,−w)c = (z − w)N iz,wY (a, z − w)Y (b,−w)c, N  0.
(2.4.1)
Por otro lado, diremos que (V, |0〉, Y ) es un a´lgebra de campos fuerte si
satisface el siguiente axioma del producto n-e´simo para todos a, b ∈ V y
n ∈ Z:
Y (a(n)b, z) = Y (a, z)(n)Y (b, z), N  0. (2.4.2)
Ejemplo 2.4.2. Sea U un espacio vectorial y sea F ⊆ glf(U) un a´lgebra
de campos lineal (cf. definicio´n 2.3.6).
Supongamos ahora que todos los pares (a(z), b(z)) con a(z), b(z) ∈ F son
locales. En particular, esto implica que todos los operadores Y (a(z), x) ∈
End(F )[[x, x−1]] definidos por la ecuacio´n (2.3.5) son campos, y vimos en el
ejemplo 2.3.10 que esto permite definir una correspondencia estado campo
Y en (F, IV ).
Veamos que (F, IV , Y ) es un a´lgebra de campos fuerte con la definicio´n
que acabamos de dar (y e´sta es la razo´n del nombre a´lgebra de campos
lineal).
Para ver esto, basta con demostrar que los pares (Y (a(z), x), Y (b(z), x))
con a(z), b(z) ∈ F son locales. Primero observemos que
Y (a(w), x)b(w) =
∑
n∈Z
a(w)(n)b(w)x
−n−1
=
∑
n∈Z
Resz (a(z)b(w)iz,w(z − w)n − b(w)a(z)iw,z(z − w)n)x−n−1
=Resz
(
a(z)b(w)iz,w
(∑
n∈Z
(z − w)nx−n−1
)
−b(w)a(z)iw,z
(∑
n∈Z
(z − w)nx−n−1
))
=Resz(a(z)b(w)iz,w − b(w)a(z)iw,z)δ((z − w)− x).
Por hipo´tesis, existe N ∈ Z+ tal que Resz(z − w)N [a(z), b(w)] = 0.
Entonces dado c(z) ∈ F vale que
43
[Y (a(w), x), Y (b(w), y)]c(w) =
= Y (a(w), x)Y (b(w), y)c(w)− Y (b(w), y)Y (a(w), x)c(w)
= Y (a(w), x)Resz2 (b(z2)c(w)iz2,w − c(w)b(z2)iw,z2) δ((z2 − w)− x)
− Y (b(w), y)Resz1 (a(z1)c(w)iz1,w − c(w)a(z1)iw,z1) δ((z1 − w)− y)
= Resz1 (a(z1)Resz2(b(z2)c(w)iz2,w − c(w)b(z2)iw,z2)δ((z2 − w)− y)iz1,wδ((z1 − w)− x)
− Resz2(b(z2)c(w)iz2,w − c(w)b(z2)iw,z2)δ((z2 − w)− y)a(z1)iw,z1δ((z1 − w)− x) )−
− Resz2 (b(z2)Resz1(a(z1)c(w)iz1,w − c(w)a(z1)iw,z1)δ((z1 − w)− x)iz2,wδ((z2 − w)− y)
+ Resz1(a(z1)c(w)iz1,w − c(w)a(z1)iw,z1)δ((z1 − w)− x)b(z2)iw,z2δ((z2 − w)− y) )
= Resz1Resz2 [a(z1), b(z2)]c(w)iz1,wδ((z1 − w)− x)iz2,wδ((z2 − w)− y)
− Resz1Resz2c(w)[a(z1), b(z2)]iw,z1δ((z1 − w)− x)iw,z2δ((z2 − w)− y).
Ahora observemos que
(x− y)δ((z1 − w)− x)δ((z2 − w)− y) =
= (((z2 − w)− y)− ((z1 − w)− x) + (z1 − z2))δ((z1 − w)− x)δ((z2 − w)− y)
= ((z2 − w)− y)δ((z2 − w)− y)δ((z1 − w)− x)
− ((z1 − w)− x)δ((z1 − w)− x)δ((z2 − w)− y)
+ (z1 − z2)δ((z1 − w)− x)δ((z2 − w)− y)
= (z1 − z2)δ((z1 − w)− x)δ((z2 − w)− y).
Gracias a esto, resulta que
(x− y)N [Y (a(w), x), Y (b(w), y)]c(w) =
= Resz1Resz2 [a(z1), b(z2)]c(w)iz1,w(x− y)Nδ((z1 − w)− x)iz2,wδ((z2 − w)− y)
− Resz1Resz2c(w)[a(z1), b(z2)]iw,z1(x− y)Nδ((z1 − w)− x)iw,z2δ((z2 − w)− y)
= Resz1Resz2 [a(z1), b(z2)]c(w)iz1,w(z1 − z2)Nδ((z1 − w)− x)iz2,wδ((z2 − w)− y)
− Resz1Resz2c(w)[a(z1), b(z2)]iw,z1(z1 − z2)Nδ((z1 − w)− x)iw,z2δ((z2 − w)− y)
= Resz2Resz1(z1 − z2)N [a(z1), b(z2)]c(w)iz1,wδ((z1 − w)− x)iz2,wδ((z2 − w)− y)
− Resz2c(w)Resz1(z1 − z2)N [a(z1), b(z2)]iw,z1δ((z1 − w)− x)iw,z2δ((z2 − w)− y)
= 0.
As´ı, todos los pares (Y (a(z), x), Y (b(z), x)) con a(z), b(z) ∈ F son locales.
En particular, por la Proposicio´n 2.3.20 obtenemos que Y satisface el axioma
del producto n-e´simo para todo n ∈ Z, con lo cual llegamos a que (F, IV , Y )
es un a´lgebra de campos fuerte.
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Ahora veremos un teorema que establece condiciones necesarias y
suficientes para que una correspondencia estado campo Y en (V, |0〉) le
otorgue a V una estructura de a´lgebra de campos (o de a´lgebra de
campos fuerte).
Teorema 2.4.3. Sea Y una correspondencia estado-campo en (V, |0〉).
Entonces:
(a) (V, |0〉, Y ) es un a´lgebra de campos fuerte si y so´lo si para todos a, b ∈ V
vale que
[Y (a, z), Y op(b, w)] =
∑
j≥0
finita
Y op(a(j)b, w)∂
(j)
w δ(z − w). (2.4.3)
(b) (V, |0〉, Y ) es un a´lgebra de campos si y so´lo si todos los pares de campos
(Y (a, z), Y op(b, z)) con a, b ∈ V son locales en v ∈ V para todo v ∈ V .
Demostracio´n: Supongamos que Y satisface el axioma del producto
n-e´simo para todo n ∈ Z. Entonces vale (2.4.2), y si reemplazamos z por
−w, multiplicamos por z−n−1 y sumamos sobre n ∈ Z, llegamos a∑
n∈Z
Y (a(n)b,−w)z−n−1 =
∑
n∈Z
Y (a,−w)(n)Y (b,−w)z−n−1. (2.4.4)
Es claro que esta expresio´n es equivalente a (2.4.2), y a su vez resulta
ser equivalente a la siguiente:
Y (Y (a, z)b,−w)c = iz,wY (a, z−w)Y (b, w)c−Y (b,−w)
∑
j≥0
(a(j)c)∂
(j)
w δ(z−w).
(2.4.5)
Aplicando ewT a ambos lados, obtenemos en el lado izquierdo Y op(c, w)Y (a, z)b.
Por otro lado, en el lado derecho tenemos
ewT (iz,wY (a, z − w)Y (b, w)c− Y (b,−w)
∑
j≥0
(a(j)c)∂
(j)
w δ(z − w)) =
= Y (a, z)ewTY (b,−w)c−
∑
j≥0
ewTY (b,−w)(a(j)c)∂(j)w δ(z − w)
= Y (a, z)Y op(c, w)b−
∑
j≥0
Y op(a(j)c, w)∂
(j)
w δ(z − w).
Por lo tanto, (2.4.3) resulta ser equivalente a (2.4.5), por lo que tambie´n
es equivalente al axioma del producto n-e´simo.
Esto demuestra la parte (a). La parte (b) se demuestra de manera
similar, aplicando ewT a ambos lados de (2.4.1). 
Este teorema tiene el siguiente corolario inmediato:
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Corolario 2.4.4. Si (V, |0〉, Y ) es un a´lgebra de campos fuerte, entonces es
un a´lgebra de campos.
El siguiente resultado ofrece una caracterizacio´n de las a´lgebras de
campos y de las a´lgebras de campos fuertes que sera´ muy u´til en la pro´xima
seccio´n.
Teorema 2.4.5. Sea Y una correspondencia estado-campo en (V, |0〉).
Entonces:
(a) (V, |0〉, Y ) es un a´lgebra de campos si y so´lo si existe una
correspondencia estado-campo X en (V, |0〉) tal que todos los pares
(Y (a, z), X(b, z)) con a, b ∈ V son locales en v para todo v ∈ V .
En este caso, vale que X = Y op.
(b) (V, |0〉, Y ) es un a´lgebra de campos fuerte si y so´lo si (V, |0〉, Y ) es un
a´lgebra de campos y todos los pares (Y (a, z), Y (b, z)) con a, b ∈ V son
de´bilmente locales.
Demostracio´n:
(a) Si (V, |0〉) es un a´lgebra de campos, entonces X = Y op cumple lo
requerido debido a la parte (b) del Teorema 2.4.3.
Rec´ıprocamente, si X es una correspondencia estado-campo que es
local con Y en todo vector v ∈ V , entonces en particular vale que
(Y (a, z), X(b, z)) es local en |0〉 para todos a, b ∈ V . Luego por la
Proposicio´n 2.3.17 resulta que X = Y op, as´ı que podemos aplicar
nuevamente la segunda parte del Teorema 2.4.3 para concluir que
(V, |0〉, Y ) es un a´lgebra de campos.
(b) Si (V, |0〉) es un a´lgebra de campos fuerte, ya vimos que en particular es
un a´lgebra de campos, y la localidad de´bil de los pares (Y (a, z), Y (b, z))
se sigue de (2.4.2), pues a(n)b = 0 para n 0.
La rec´ıproca resulta de la parte (a) y de la Proposicio´n 2.3.20. 
2.5. A´lgebras de campos fuertes y a´lgebras conformes
Sea (V, |0〉) un espacio vectorial punteado. Dada una correspondencia
estado-campo Y en (V, |0〉), entonces tenemos definidos los productos
n-e´simos en V para todo n ∈ Z, a trave´s de (2.3.10). En particular, usando
so´lo los productos n-e´simos no negativos podemos definir un λ-producto en
V , mediante la fo´rmula
aλb =
∞∑
n=0
λ(n)a(n)b ∀a, b ∈ V. (2.5.1)
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Este λ-producto le confiere a V una estructura de a´lgebra conforme,
ya que los axiomas (2.2.13) y (2.2.14) se satisfacen debido a la Proposicio´n
2.3.12 (y adema´s aλb es un polinomio en λ gracias a esta misma proposicio´n).
Por otro lado, observemos que V munido del producto (−1)-e´simo es
un a´lgebra unitaria, con unidad |0〉 (gracias a la parte 2 de la Proposicio´n
2.3.12). Adema´s, por esta misma proposicio´n vale que [T, a(−1)]b = (Ta)(−1)b
para todos a, b ∈ V , es decir que el operador T es una derivacio´n del producto
(−1)-e´simo. Un a´lgebra junto con una derivacio´n T destacada es llamada
a´lgebra diferencial.
Por analog´ıa con (2.3.2), llamaremos producto normalmente ordenado al
producto (−1)-e´simo en V , y lo denotaremos por
: ab : = a(−1)b. (2.5.2)
La siguiente proposicio´n muestra que tener una correspondencia
estado-campo Y en (V, |0〉) es equivalente a tener una estructura de a´lgebra
conforme sobre V junto con un producto normalmente ordenado que cumpla
las propiedades recie´n observadas.
Proposicio´n 2.5.1. Dar una correspondencia estado-campo sobre un
espacio vectorial punteado (V, |0〉) es equivalente a darle a V una estruc-
tura de a´lgebra conforme y una estructura de a´lgebra diferencial unitaria,
con unidad |0〉 y derivacio´n T .
Demostracio´n: Por las observaciones hechas arriba, a partir de una
correspondencia estado-campo Y podemos definir un λ-producto y un
producto normalmente ordenado que cumplen lo requerido.
Rec´ıprocamente, dados un λ-producto y un producto normalmente
ordenado en V , podemos construir una correspondencia estado-campo Y
en (V, |0〉) de la siguiente manera:
Y (a, z)b = :
(
ezTa
)
b : + (a−∂zb) (z
−1), ∀a, b ∈ V.
Para ver que efectivamente es una correspondencia estado-campo, pri-
mero observemos que (−∂z)(n)(z−1) = z−n−1 para todo n ≥ 0 (lo cual puede
comprobarse fa´cilmente por induccio´n). Por lo tanto, vale que
(a−∂zb) (z
−1) =
∞∑
n=0
a(n)b (−∂z)(n)(z−1) =
∞∑
n=0
a(n)b z
−n−1.
Por otro lado, tenemos que
:
(
ezTa
)
b : =
∞∑
n=0
: (T (n)a)b : zn =
−∞∑
n=−1
: (T (−n−1)a)b : z−n−1.
Es decir, los productos n-e´simos en V definidos a partir de la aplicacio´n Y
a trave´s de la fo´rmula (2.3.10) coinciden con los productos n-e´simos definidos
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por el λ-producto en V para todo n ≥ 0, mientras que para n < 0 vienen
dados por a(n)b = : (T
(−n−1)a)b :. En particular, vale que a(−1)b = : ab :.
Ahora podemos probar que Y es una correspondencia estado-campo
mostrando que estos productos n-e´simos verifican las propiedades listadas
en la Proposicio´n 2.3.12:
La primer condicio´n se satisface debido a que aλb ∈ C[λ]⊗V para todos
a, b ∈ V . La segunda vale porque |0〉 es la unidad de V con respecto al
producto normalmente ordenado.
Por u´ltimo, la tercer propiedad se satisface automa´ticamente para n ≥ 0
debido a (2.2.13) y (2.2.14), y para n < 0 vale debido a que
Y˜ (a, z)b = :
(
ezTa
)
b :
es otra correspondencia estado-campo en (V, |0〉) (ver ejemplo 2.3.11). 
Las condiciones para que una correspondencia estado-campo Y en (V, |0〉)
lo convierta en un a´lgebra de campos fuerte pueden ser caracterizadas en
te´rminos de ciertas propiedades que deben cumplir el λ-producto y del
producto normalmente ordenado en V , como veremos en el siguiente
teorema.
Teorema 2.5.2. Sea Y una correspondencia estado-campo en (V, |0〉).
Consideremos el λ-producto y el producto normalmente ordenado en V dados
por (2.5.1) y (2.5.2).
Entonces (V, |0〉, Y ) es un a´lgebra de campos fuerte si y so´lo si V es un
a´lgebra de Leibniz conforme con respecto al λ-producto, V es un
a´lgebra diferencial unitaria con respecto al producto normalmente
ordenado con unidad |0〉 y derivacio´n T , y adema´s se satisfacen las
siguientes condiciones de compatibilidad:
(1) Fo´rmula de Wick a izquierda.
[a λ : bc :] = : [aλb] c : + : b [aλc] : +
∫ λ
0
[[aλb]µc]dµ. (2.5.3)
(2) Fo´rmula de Wick a derecha.
[: ab :λ c] = :
(
eT∂λa
)
[bλc] : + :
(
eT∂λb
)
[aλc] : +
∫ λ
0
[bµ[aλ−µc]]dµ.
(2.5.4)
(3) Cuasi-asociatividad.
: (: ab :)c : − : a(: bc :) : = :
(∫ T
0
dλa
)
[bλc] : + :
(∫ T
0
dλb
)
[aλc] :
(2.5.5)
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Observacio´n 2.5.3. La notacio´n utilizada en el teorema anterior requiere ser
explicada con mayor detalle. Las integrales que aparecen en las fo´rmulas de
Wick son formales, y de esta manera la integral en (1) debe entenderse como
∞∑
m=0
∞∑
n=0
(∫ λ
0
µ(n)dµ
)
λ(m)(a(m)b)(n)c =
∞∑
m=0
∞∑
n=0
λ(n+1)λ(m)(a(m)b)(n)c.
Por otro lado, las integrales de la fo´rmula de cuasi-asociatividad no deben
tomarse en forma literal, puesto que aunque la variable λ no se encuentre
dentro de la integral, s´ı esta´ siendo afectada por ella (el pare´ntesis hace
referencia a co´mo debe entenderse el producto normalmente ordenado). De
esta forma, la primer integral de la fo´rmula significa lo siguiente:
∞∑
n=0
:
(
T (n+1)a
) (
b(n)c
)
: .
Demostracio´n del Teorema: Supongamos que (V, |0〉, Y ) es un a´lgebra de
campos fuerte, es decir que se cumple el axioma de los productos n-e´simos
para todo n ∈ Z.
Observemos que dicho axioma para n ≥ 0 es equivalente a
Y ([aλb], w)c = e
−λw[aλ, Y (b, w)]c. (2.5.6)
Esto es as´ı porque si vale el axioma, tenemos que
Y ([aλb], w)c =
∞∑
n=0
λ(n)Y (a(n)b, w)c
=
∞∑
n=0
λ(n)
(
Y (a,w)(n)Y (b, w)
)
c.
=
∞∑
n=0
λ(n)Resz(z − w)n[Y (a, z), Y (b, w)]c
= Resze
λ(z−w)[Y (a, z), Y (b, w)]c
= e−λw[ReszeλzY (a, z), Y (b, w)]c
= e−λw
[
Resz
∞∑
m=0
λ(m)zm
∑
n∈Z
a(n)z
−n−1, Y (b, w)
]
c
= e−λw
[ ∞∑
m=0
λ(m)a(m), Y (b, w)
]
c
= e−λw[aλ, Y (b, w)]c.
Adema´s, comparando los coeficientes de λ(m) a ambos lados de (2.5.6)
recuperamos el axioma de los productos n-e´simos del cual partimos.
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Aplicando ahora Reswe
(λ+µ)w a ambos lados de (2.5.6) tenemos en el
lado izquierdo que
Reswe
(λ+µ)wY ([aλb], w)c = Resw
∞∑
m=0
(λ+ µ)(m)wm
∑
n∈Z
[aλb](n)cw
−n−1
=
∞∑
m=0
(λ+ µ)(m)[aλb](m)c
= [[aλb]λ+µc].
Mientras tanto, en el lado derecho resulta que
Reswe
(λ+µ)we−λw[aλ, Y (b, w)]c = Resw
∑
m=0
µ(m)wm
∑
n∈Z
[aλ, b(n)]cw
−n−1
=
∞∑
m=0
µ(m)[aλ, b(n)]c
= [aλ, bµ]c.
De esta manera vemos co´mo el axioma para los productos n-e´simos para
n ≥ 0 implica la condicio´n de Jacobi para el λ-producto, con lo cual V es
un a´lgebra de Leibniz.
Por otro lado, si aplicamos Resww
−1 en (2.5.6), obtenemos en el lado
izquierdo que
Resww
−1Y ([aλb], w)c = Resww−1
∑
n∈Z
[aλb](n)cw
−n−1
= [aλb](−1)c
= : [aλb]c : .
Para ver que´ sucede en el lado derecho, primero observemos que∫ −λ
0
eµwdµ =
1
w
eµw
∣∣∣∣−λ
0
= w−1e−λw − w−1.
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Ahora usando esto, llegamos a
Resww
−1e−λw[aλ, Y (b, w)]c = Resw
(
w−1 +
∫ −λ
0
eµwdµ
)
[aλ, Y (b, w)]c
= Resww
−1[aλ, Y (b, w)]c+
∫ −λ
0
Reswe
µw[aλ, Y (b, w)]c dµ
= Resww
−1∑
n∈Z
[aλ, b(n)]cw
−n−1
+
∫ −λ
0
Resw
∞∑
m=0
µ(m)wm
∑
n∈Z
[aλ, b(n)]c w
−n−1 dµ
= [aλ, b(−1)]c+
∫ −λ
0
∞∑
m=0
µ(m)[aλ, b(m)]c dµ
= [aλ
(
b(−1)c
)
]− b(−1)[aλc] +
∫ −λ
0
[aλ, bµ]c dµ
= [aλ : bc :]− : b[aλc] : +
∫ −λ
0
[[aλb]λ+µc] dµ
= [aλ : bc :]− : b[aλc] : −
∫ λ
0
[[aλb]µc] dµ.
Esto demuestra que se cumple la fo´rmula de Wick a izquierda.
Ahora observemos que el axioma del producto n-e´simo para n = −1 es
equivalente a
Y (: ab :, z)c = :
(
ezTa
)
(Y (b, z)c) : + Y (b, z)[a−∂zc](z
−1). (2.5.7)
Esto es as´ı porque
Y (: ab :, z) = Y (a(−1)b, z)c
= (Y (a, z)(−1)Y (b, z))c
= : Y (a, z)Y (b, z) : c
= Y (a, z)+Y (b, z)c− Y (b, z)Y (a, z)c
= :
(
ezTa
)
(Y (b, z)c) : + Y (b, z)[a−∂zc](z
−1).
Tomando Resze
λz en la igualdad (2.5.7), obtenemos en el lado izquierdo que
Resze
λzY (: ab :, z)c = Resz
∞∑
n=0
λ(m)zm
∑
n∈Z
: ab :(n) c z
−n−1
=
∑
m=0
λ(m) : ab :(m) c
= [: ab :λ c].
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En el lado derecho ocurre lo siguiente:
Resze
λz
(
:
(
ezTa
)
(Y (b, z)c) : + Y (b, z)[a−∂zc](z
−1) =
= Resz
∞∑
n=0
λ(n)zn :
( ∞∑
m=0
T (m)a zm
)(∑
k∈Z
b(k)c z
−k−1
)
:
+ Resze
λzY (b, z)
∞∑
n=0
a(n)c z
−n−1
=
∞∑
m=0
∞∑
n=0
λ(n) : (T (m)a)(b(n+m)c) : + ReszY (b, z)
∞∑
n=0
a(n)c e
λzz−n−1
Podemos reescribir cada uno de estos u´ltimos dos sumandos observando
que eλzz−n−1 = (λ − ∂z)(n)(eλzz−1) (lo cual puede verse fa´cilmente por
induccio´n), y que
:
(
eT∂λa
)
[bλc] : =
∞∑
m=0
∞∑
n=0
∂mλ (λ
(n)) : (T (m)a)(b(n)c) :
=
∞∑
m=0
∞∑
n=m
λ(m−n) : (T (m)a)(b(n)c) :
=
∞∑
m=0
∞∑
n=0
λ(n) : (T (m)a)(b(n+m)c) :
De esta manera, queda probado que
[: ab :λ c] = :
(
eT∂λa
)
[bλc] : + ReszY (b, z)[aλ−∂zc](e
λzz−1). (2.5.8)
En el segundo sumando del miembro derecho de (2.5.8) podemos hacer
lo siguiente:
ReszY (b, z)[aλ−∂zc](e
λzz−1) =
= ReszY (b, z)[aλ−∂zc]
(
z−1 +
∫ λ
0
eµzdµ
)
= ReszY (b, z)[aλ−∂zc](z
−1) +
∫ λ
0
ReszY (b, z)[aλ−∂zc](e
µz)dµ
= ReszY (b, z)[aλ−∂zc](z
−1) +
∫ λ
0
ReszY (b, z)[aλ−µc]eµzdµ
= ReszY (b, z)[aλ−∂zc](z
−1) +
∫ λ
0
[bµ[aλ−µc]]dµ. (2.5.9)
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Trabajando con el primer te´rmino de la expresio´n (2.5.9), tenemos que
ReszY (b, z)[aλ−∂zc](z
−1) = Resz
∑
k∈Z
b(k)
( ∞∑
n=0
a(n)c(λ− ∂z)(n)(z−1)
)
z−k−1
= Resz
∑
k∈Z
∞∑
n=0
n∑
r=0
λ(n−r)b(k)(a(n)c)(−∂z)(r)(z−1)z−k−1
= Resz
∑
k∈Z
∞∑
n=0
n∑
r=0
λ(n−r)b(k)(a(n)c)z−r−1−k−1
=
∞∑
n=0
n∑
r=0
λ(n−r)b(−r−1)(a(n)c).
Pero por otro lado tambie´n vale que
:
(
eT∂λb
)
[aλc] : =
∞∑
r=0
∂rλ : (T
(r)b)[aλc] :
=
∞∑
r=0
∂rλReszY (T
(r)b, z)[aλc]z
−1
=
∞∑
r=0
∂rλResz∂
(r)
z Y (b, z)[aλc]z
−1
= Resz
∞∑
n=0
∞∑
r=0
∑
k∈Z
∂rλ(λ
(n))∂(r)z (z
−k−1)b(k)(a(n)c)z−1
= Resz
∞∑
n=0
n∑
r=0
∑
k∈Z
λ(n−r)b(k)(a(n)c)
(−k − 1) · · · (−k − r)
r!
z−r−k−2
=
∞∑
n=0
n∑
r=0
λ(n−r)b(−r−1)(a(n)c).
Por lo tanto, resulta que
ReszY (b, z)[aλ−∂zc](z
−1) = :
(
eT∂λb
)
[aλc] : . (2.5.10)
Uniendo la informacio´n que nos dan (2.5.8), (2.5.9) y (2.5.10), obtenemos
la fo´rmula de Wick a derecha.
Si aplicamos Reszz
−1 en el axioma del producto n-e´simo para n = −1,
obtenemos por un lado
Reszz
−1Y (a(−1)b, z)c = Resz
∑
n∈Z
(a(−1)b)(n)c z−n−2
= (a(−1)b)(−1)c
= : (: ab :)c :,
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y por otro lado
Reszz
−1(Y (a, z)(−1)Y (b, z))c = Reszz−1 : Y (a, z)Y (b, z) : c
= Reszz
−1(Y (a, z)+Y (b, z)c− Y (b, z)Y (a, z) c)
= Reszz
−1(Y (a, z)+Y (b, z)+c+ Y (a, z)+Y (b, z) c−
− Y (b, z)+Y (a, z) c− Y (b, z) Y (a, z) c).
Es fa´cil ver que Reszz
−1Y (a, z)+Y (b, z)+c = : a(: bc :) :, y tambie´n que
Reszz
−1Y (b, z) Y (b, z) c = 0, con lo cual llegamos a
: (: ab :)c : = : a(: bc :) : + Reszz
−1Y (a, z)+Y (b, z) c+ Reszz−1Y (b, z)+Y (a, z) c.
(2.5.11)
Pero adema´s vale que
Reszz
−1Y (a, z)+Y (b, z) c = Reszz−1 : (ezTa)(Y (b, z) c) :
= Reszz
−1 : ((ezT − 1)a)(Y (b, z) c) :
= Resz :
((∫ T
0
eλzdλ
)
a
)
(Y (b, z) c) :
= Resz :
((∫ T
0
∞∑
m=0
λ(m)zmdλ
)
a
)( ∞∑
k=0
b(k)c z
−k−1
)
:
=
∞∑
k=0
:
((∫ T
0
λ(k)dλ
)
a
)
(b(k)c) :
= :
(∫ T
0
dλa
)
[bλc] : .
Reemplazando esto en (2.5.11) obtenemos la fo´rmula de cuasi-asociatividad.
Ahora para probar la rec´ıproca, supongamos que (V, |0〉) posee una
estructura de a´lgebra de Leibniz conforme con respecto al λ-producto y de
a´lgebra diferencial unitaria con respecto al producto normalmente ordenado,
tales que se cumplen (2.5.3), (2.5.4) y (2.5.5).
En la demostracio´n dada recie´n de que vale la condicio´n de Jacobi, vimos
que la misma es equivalente a
Resze
(λ+µ)zY ([aλb], z) = Resze
(λ+µ)ze−λz[aλ, Y (b, z)].
Reemplazando λ+µ por µ, haciendo las expansiones correspondientes y
comparando los coeficientes de µ(m)λ(n) a ambos lados, llegamos a que esto
es equivalente a
Resz(Y (a(n)b, z)−Y (a, z)(n)Y (b, z))zm = 0 ∀m ∈ Z+, ∀n ∈ Z+. (2.5.12)
De manera ana´loga, es posible usar los ca´lculos hechos arriba para probar
que (2.5.3), (2.5.4) y (2.5.5) son equivalentes respectivamente a
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
Resz
(
Y (a(n)b, z)− Y (a, z)(n)Y (b, z)
)
z−1 = 0, ∀n ∈ Z+
Resz
(
Y (a(−1)b, z)− Y (a, z)(−1)Y (b, z)
)
zm = 0, ∀m ∈ Z+
Resz
(
Y (a(−1)b, z)− Y (a, z)(−1)Y (b, z)
)
z−1 = 0,
Por lo tanto, la ecuacio´n (2.5.12) es va´lida para todo m ≥ −1 y para
todo n ≥ −1.
Si ahora fijamos un n ≥ −1 y tomamos un c(z) ∈ V [[z, z−1]] tal que
Resz
(
Y (a(n)b, z)− Y (a, z)(n)Y (b, z)
)
c(z) = 0 para todos a, b ∈ V , entonces
vale que
Resz
(
Y (a(n)b, z)− Y (a, z)(n)Y (b, z)
)
∂zc(z) =
= −Resz ∂z
(
Y (a(n)b, z)− Y (a, z)(n)Y (b, z)
)
c(z)
= −Resz
(
Y (T (a(n)b), z)− (∂zY (a, z))(n)Y (b, z)− Y (a, z)(n)(∂zY (b, z))
)
c(z)
= −Resz
(
Y ((Ta)(n)b, z) + Y (a(n)(Tb))− Y (Ta, z)(n)Y (b, z)− Y (a, z)(n)Y (Tb, z)
)
c(z)
= −Resz
(
Y ((Ta)(n)b, z)− Y (Ta, z)(n)Y (b, z)
)
c(z)
− Resz
(
Y (a(n)(Tb))− Y (a, z)(n)Y (Tb, z)
)
c(z)
= 0.
Esto puede usarse para probar inductivamente que la ecuacio´n (2.5.12)
vale tambie´n para todo m ≤ −1, y por lo tanto vale para todo m ∈ Z.
Por lo tanto, obtenemos que el axioma de los productos n-e´simos
Y (a(n)b, z) = Y (a, z)(n)Y (b, z) (2.5.13)
vale para todo n ≥ −1. Sin embargo, a partir de all´ı puede probarse tambie´n
que vale para los n ≤ −1 por induccio´n: si vale (2.5.13) para algu´n n ≤ −1,
entonces
0 = Y ((Ta)(n)b, z)− Y (Ta, z)(n)Y (b, z)
= Y (−na(n−1)b, z)− (∂zY (a, z))(n)Y (b, z)
= −nY (a(n−1)b, z)− : (∂(−n−1)z (∂zY (a, z)))Y (b, z) :
= −nY (a(n−1)b, z) + n : (∂(−n)z Y (a, z))Y (b, z) :
= −nY (a(n−1)b, z) + nY (a, z)(n−1)Y (b, z).
De esta manera resulta que (V, |0〉, Y ) es un a´lgebra de campos fuerte. 
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2.6. A´lgebras de ve´rtices
En esta seccio´n introduciremos el principal objeto de estudio de este
trabajo.
Definicio´n 2.6.1. Un a´lgebra de ve´rtices es un espacio vectorial punteado
(V, |0〉) junto con una correspondencia estado-campo Y tal que todos los
pares (Y (a, z), Y (b, z)) con a, b ∈ V son locales.
Observacio´n 2.6.2. Debido al Teorema 2.4.5, toda a´lgebra de ve´rtices es un
a´lgebra de campos fuerte, con Y = Y op.
En el siguiente resultado veremos que esto es de hecho una caracteriza-
cio´n de las a´lgebras de ve´rtices.
Proposicio´n 2.6.3. Un a´lgebra de ve´rtices es lo mismo que un a´lgebra de
campos (V, |0〉, Y ) tal que Y = Y op.
Demostracio´n: Sea (V, |0〉, Y ) un a´lgebra de campos con Y = Y op. Por el
Teorema 2.4.3, el axioma de asociatividad (2.4.1) es equivalente a que para
todos a, b, c ∈ V exista un N ∈ Z+ tal que
(z − w)N [Y (a, z), Y op(c, w)]b = 0.
Dado que es posible probar que esta relacio´n tambie´n vale reemplazan-
do b por Tb (ver [B, Lemma 2.8]), resulta que (2.4.1) tambie´n se satisface
reemplazando b por euT b, es decir que
(z − w)NY (Y (a, z)euT b,−w)c = (z − w)N iz,wY (a, z − w)Y (euT b,−w)c.
Usando la Proposicio´n 2.3.14, esto se convierte en
(z−w)N iz,uiw,uY (Y (a, z−u)b, u−w)c = (z−w)N iz,wiw,uY (a, z−w)Y (b, u−w)c.
(2.6.1)
Por otro lado, sabemos que existe P ∈ Z+ tal que b(k)c = 0 para k ≥ P .
Por lo tanto el lado derecho de (2.6.1) multiplicado por (u − w)P contiene
so´lo potencias no negativas de u−w, y en particular contiene so´lo potencias
no negativas de w. Esto permite evaluar tal expresio´n en w = 0, con lo cual
obtenemos que
Y (a, z)Y (b, u)c = z−Nu−P (z−w)N (u−w)P iz,uiw,uY (Y (a, z−u)b, u−w)c
∣∣
w=0
.
(2.6.2)
Utilizando nuevamente la Proposicio´n 2.3.14 junto con el hecho de que
Y = Y op, resulta que
iz,uY (a, z − u)b = Y (e−uTa, z)b
= ezTY (b,−z)e−uTa
= iz,ue
(z−u)TY (b, u− z)a.
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Esto implica que
iz,uiw,uY (Y (a, z − u)b, u− w) = iz,uiw,zY (Y (b, u− z)a, z − w). (2.6.3)
Tomemos N = P ≥ 0 en (2.6.2). Comparando (2.6.2) y (2.6.3), vemos
que Y (b, u)Y (a, z)c esta´ dado por el lado derecho de (2.6.2) con iz,u reem-
plazado por iu,z. Por lo tanto, si K ∈ Z+ cumple que a(k)b = 0 para k ≥ K,
tenemos que
(z − u)KY (a, z)Y (b, u)c = (z − u)KY (b, u)Y (a, z)c,
lo cual es la localidad de Y (a, z) e Y (b, z). Esto prueba que (V, |0〉, Y ) es un
a´lgebra de ve´rtices. 
Observacio´n 2.6.4. Dada una correspondencia estado-campo Y , vimos en
la Proposicio´n 2.5.1 que podemos asociarle un λ-producto y un producto
normalmente ordenado (y viceversa). Si hacemos esto con la correspondencia
opuesta Y op, obtenemos los productos
[aopλ b] = Resze
λzY op(a, z)b, : ab :op= Reszz
−1Y op(a, z)b.
Sin embargo, estos productos pueden expresarse en te´rminos del λ-producto
y (−1)-producto con respecto a Y , de la siguiente manera:
[aopλ b] = Resze
λzezTY (b,−z)a
=
∞∑
m=0
(−1)−m−1(λ+ T )(m)b(m)a
= −Resze−(λ+T )zY (b, z)a
= −[b−λ−Ta].
Por otro lado, recordando que z−1ezT = z−1 − ∫ −T0 e−λzdλ, resulta que
: ab :op = Reszz
−1ezTY (b,−z)a
= Reszz
−1Y (b,−z)a−
∫ −T
0
Resze
−λzY (b,−z)a dλ
= : ba : +
∫ −T
0
Resze
λzY (b, z)a dλ
= : ba : +
∫ −T
0
[bλa] dλ.
Ahora veremos uno de los resultados ma´s importantes con respecto a
las a´lgebras de ve´rtices, ana´logo al Teorema 2.4.5 para a´lgebras de campos
fuertes.
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Teorema 2.6.5. Sea Y una correspondencia estado-campo en (V, |0〉).
Consideremos el λ-producto y el producto normalmente ordenado en V dados
por (2.5.1) y (2.5.2).
Entonces (V, |0〉, Y ) es un a´lgebra de ve´rtices si y so´lo si V es un
a´lgebra de Lie conforme con respecto al λ-producto, V es un a´lgebra
diferencial unitaria con respecto al producto normalmente ordenado con
unidad |0〉 y derivacio´n T , y adema´s se satisfacen las siguientes condiciones
de compatibilidad:
(1) Fo´rmula de Wick a izquierda.
[a λ : bc :] = : [aλb] c : + : b [aλc] : +
∫ λ
0
[[aλb]µc]dµ. (2.6.4)
(2) Antisimetr´ıa del producto normalmente ordenado.
: ab : − : ba : =
∫ 0
−T
[aλb]dλ. (2.6.5)
(3) Cuasi-asociatividad.
: (: ab :)c : − : a(: bc :) : = :
(∫ T
0
dλa
)
[bλc] : + :
(∫ T
0
dλb
)
[aλc] :
(2.6.6)
Demostracio´n: Si (V, |0〉, Y ) es un a´lgebra de ve´rtices, entonces por ser
un a´lgebra de campos fuerte satisface automa´ticamente todos los
requerimientos del enunciado, salvo quiza´s las antisimetr´ıas del λ-producto
(2.2.12) y del producto normalmente ordenado (2.6.5).
Pero gracias a que Y = Y op, tenemos que [aλb] = [a
op
λ b] = −[b−λ−Ta],
es decir que λ-producto le otorga a V una estructura de a´lgebra de Lie
conforme. Ma´s au´n, vale que
: ab : = : ab :op
= : ba : +
∫ −T
0
[bλa]dλ
= : ba : −
∫ −T
0
[a−λ−T b]dλ
= : ba : +
∫ 0
−T
[aλb]dλ.
Por lo tanto vale (2), que era lo u´nico que faltaba probar.
Para ver la rec´ıproca, observemos que si el λ-producto y producto
normalmente ordenado en V cumplen todas las condiciones del enunciado,
entonces por sus repectivas antisimetr´ıas resulta que
[aλb] = [a
op
λ b] y : ab : = : ab :
op .
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Entonces por el Teorema 2.5.1 resulta que Y = Y op. Por lo tanto, la
Proposicio´n 2.6.3 nos asegura que basta con probar que (V, |0〉, Y ) es un
a´lgebra de campos fuerte. Finalmente, gracias al Teorema 2.4.5, lo u´nico
que falta por demostrar es que vale la fo´rmula de Wick a derecha (2.5.4).
Observemos primero que gracias a (2.6.5) podemos escribir la fo´rmula
de Wick a izquierda como
[a λ : bc :] = : [aλb] c : + : b [aλc] : +
∫ λ
0
[[aλb]µc]dµ
= : c [aλb] : +
∫ 0
−T
[[aλb]µc]dµ+ : b [aλc] : +
∫ λ
0
[[aλb]µc]dµ
= : c [aλb] : + : b [aλc] : +
∫ λ
−T
[[aλb]µc]dµ. (2.6.7)
Reemplazando λ por −λ y aplicando eT∂λ a ambos lados de (2.6.7),
tenemos que el lado izquierdo es
eT∂λ([a−λ : bc :]) =
∞∑
m=0
T (m)∂mλ
∞∑
n=0
(−λ)(n)a(n) : bc :
=
∞∑
n=0
n∑
m=0
(−λ)(n−m)(−1)mT (m)(a(n) : bc :)
=
∞∑
n=0
(−λ− T )(n)(a(n) : bc :)
= [a−λ−T : bc :].
Por otro lado, el lado derecho esta´ formado por tres te´rminos:
eT∂λ(: c[a−λb] :) + eT∂λ(: b[a−λc] :) + eT∂λ
(∫ −λ
−T
[[a−λb]µc]dµ
)
.
El primero de ellos puede calcularse de la siguiente manera:
eT∂λ(: c[a−λb] :) =
∞∑
m=0
∞∑
n=0
∂
(m)
λ (−λ)(n)Tm(: c(a(n)b) :)
=
∞∑
m=0
∞∑
n=0
∂
(m)
λ (−λ)(n)
m∑
j=0
(
m
j
)
: (T jc)(Tm−j(a(n)b)) :
=
∞∑
n=0
∞∑
j=0
∞∑
m=j
∂mλ (−λ)(n) : (T (j)c)(T (m−j)(a(n)b)) :
=
∞∑
n=0
∞∑
j=0
∞∑
m=0
∂j+mλ (−λ)(n) : (T (j)c)(T (m)(a(n)b)) :
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=∞∑
n=0
∞∑
j=0
n∑
m=0
∂jλ(−λ)(n−m)(−1)m : (T (j)c)(T (m)(a(n)b)) :
=
∞∑
n=0
:
 ∞∑
j=0
T (j)∂jλc
( ∞∑
n=0
(−λ− T )(n)(a(n)b)
)
:
= : (eT∂λc)[a−λ−T b] : .
Intercambiando b con c en esta expresio´n conseguimos el segundo te´rmino.
Finalmente, el tercer te´rmino es
eT∂λ
(∫ −λ
−T
[[a−λb]µc]dµ
)
=
=
( ∞∑
m=0
T (m)∂mλ
)(∫ −λ
−T
∞∑
n=0
µ(n)[a−λb](n)c dµ
)
=
( ∞∑
m=0
T (m)∂mλ
)( ∞∑
n=0
((−λ)(n+1) − (−T )(n+1))[a−λb](n)c dµ
)
=
∞∑
n=0
∞∑
m=0
T (m)∂mλ ((−λ)(n+1)[a−λb](n)c)−
∞∑
n=0
(−T )(n+1)
∞∑
m=0
T (m)∂mλ ([a−λb](n)c)
=
∞∑
n=0
∞∑
m=0
T (m)
m∑
j=0
(
m
j
)
(∂jλ(−λ)(n+1))(∂m−jλ [a−λb](n)c)−
∞∑
n=0
(−T )(n+1)eT∂λ([a−λb](n)c)
=
∞∑
n=0
∞∑
j=0
∞∑
m=j
∂
(j)
λ (−λ)(n+1)Tm∂(m−j)λ ([a−λb](n)c)−
∞∑
n=0
(−T )(n+1)eT∂λ([a−λb](n)c)
=
∞∑
n=0
n+1∑
j=0
∞∑
m=0
(−λ)(n+1−j)(−1)(j)Tm+j∂(m)λ ([a−λb](n)c)−
∞∑
n=0
(−T )(n+1)eT∂λ([a−λb](n)c)
=
∞∑
n=0
(−λ− T )(n+1)
∞∑
m=0
Tm∂
(m)
λ ([a−λb](n)c)−
∞∑
n=0
(−T )(n+1)eT∂λ([a−λb](n)c)
=
∞∑
n=0
(−λ− T )(n+1)eT∂λ([a−λb](n)c)−
∞∑
n=0
(−T )(n+1)eT∂λ([a−λb](n)c)
=
∫ −λ−T
−T
eT∂λ [[a−λb]µc] dµ.
De esta manera llegamos a que
[a−λ−T : bc :] = : (eT∂λc)[a−λ−T b] : + : (eT∂λb)[a−λ−T c] : +
∫ −λ−T
−T
eT∂λ [[a−λb]µc] dµ.
(2.6.8)
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Pero adema´s tenemos que∫ −λ−T
−T
eT∂λ [[a−λb]µc] dµ = −
∫ −λ−T
−T
eT∂λ [c−µ−T [a−λb]] dµ
=
∫ λ
0
eT∂λ [cµ[a−λb]] dµ
=
∫ λ
0
[cµ[aµ−λ−T b]] dµ,
donde la u´ltima igualdad se sigue de que
eT∂λ [cµ[a−λb]] =
∞∑
m=0
∂
(m)
λ T
m([cµ[a−λb]])
=
∞∑
m=0
∂
(m)
λ
m∑
j=0
(
m
j
)
[(T jc)µ(T
m−j [a−λb])]
=
∞∑
m=0
∂mλ
m∑
j=0
(−µ)(j)[cµ(T (m−j)[a−λb])]
=
∞∑
j=0
∞∑
m=j
∂mλ (−µ)(j)
∞∑
r=0
(−λ)(r)[cµ(T (m−j)(a(r)b))]
=
∞∑
j=0
∞∑
m=0
(−µ)(j)
∞∑
r=0
∂m+jλ (−λ)(r)[cµ(T (m)(a(r)b))]
=
∞∑
r=0
r∑
j=0
(−µ)(j)
r−j∑
m=0
(−λ)(r−j−m)(−1)m+j [cµ(T (m)(a(r)b))]
=
∞∑
r=0
r∑
j=0
µ(j)[cµ
(
r−j∑
m=0
(−λ)(r−j−m)(−T )(m)(a(r)b)
)
]
=
∞∑
r=0
r∑
j=0
µ(j)[cµ(−λ− T )(r−j)(a(r)b)]
=
∞∑
r=0
[cµ(µ− λ− T )(r)(a(r)b)]
= [cµ[aµ−λ−T b]].
As´ı, la igualdad (2.6.8) se convierte en
[a−λ−T : bc :] = : (eT∂λc)[a−λ−T b] : + : (eT∂λb)[a−λ−T c] : +
∫ λ
0
[cµ[aµ−λ−T b]] dµ,
y aplica´ndole la antisimetr´ıa del λ-producto obtenemos la fo´rmula de Wick
a derecha, por lo que (V, |0〉, Y ) es un a´lgebra de ve´rtices. 
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3. El a´lgebra de ve´rtices universal envolvente de
un a´lgebra de Lie conforme
En este cap´ıtulo veremos que el concepto ana´logo al de a´lgebra universal
envolvente de un a´lgebra de Lie para las a´lgebras de Lie conformes viene dado
por un a´lgebra de ve´rtices. Adema´s, no so´lo haremos esto para a´lgebras de
Lie conformes, sino que nos permitiremos trabajar con una clase ma´s general
de a´lgebras, que denominaremos a´lgebras de Lie conformes no lineales.
A lo largo de todo el cap´ıtulo y el siguiente seguiremos el trabajo
realizado por A. De Sole y V. Kac en [DSK].
3.1. El caso lineal
Comenzaremos estudiando la construccio´n del a´lgebra universal
envolvente para las a´lgebras de Lie conformes que fueron presentadas en
la seccio´n 2.2. A partir de ahora estas a´lgebras de Lie conformes sera´n
llamadas lineales.
El siguiente resultado muestra una manera cano´nica de dar una estruc-
tura de a´lgebra de Lie a un a´lgebra de Lie conforme.
Proposicio´n 3.1.1. Sea R un a´lgebra de Lie conforme, con λ-producto dado
por R⊗R→ C[λ]⊗R, a⊗ b 7→ [aλb]. Entonces el corchete
[a, b] =
∫ 0
−T
[aλb] dλ ∀ a, b ∈ R (3.1.1)
define una estructura de a´lgebra de Lie en R.
Demostracio´n: Para demostrar la identidad de Jacobi, observemos que
dados a, b, c ∈ R vale que
[b, [a, c]] =
∫ 0
−T
[bµ
(∫ 0
−T
[aλc] dλ
)
] dµ
=
∫ 0
−T
[bµ
(
−
∞∑
n=0
(−T )(n+1)(a(n)c)
)
] dµ
=
∫ 0
−T
(
−
∞∑
n=0
(−1)(n+1)[bµT (n+1)(a(n)c)]
)
dµ
=
∫ 0
−T
(
−
∞∑
n=0
(−1)(n+1)(T + µ)(n+1)[bµ(a(n)c)]
)
dµ
=
∫ 0
−T
∫ 0
−T−µ
[bµ[aλc]] dλ dµ
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=∫ 0
−T
∫ µ
−T
[bµ[aλ−µc]] dλ dµ
=
∫ 0
−T
∫ 0
λ
[bµ[aλ−µc]] dµ dλ.
Intercambiando a con b, tenemos que
[a, [b, c]] =
∫ 0
−T
∫ 0
λ
[aµ[bλ−µc]] dµ dλ.
Finalmente, gracias a la condicio´n de Jacobi para a´lgebras conformes (2.2.11)
resulta que
[[a, b], c] =
∫ 0
−T
[
(∫ 0
−T
[aµb] dµ
)
λc] dλ
=
∫ 0
−T
[
(
−
∞∑
n=0
(−T )(n+1)(a(n)b)
)
λc] dλ
=
∫ 0
−T
(
−
∞∑
n=0
λ(n+1)[(a(n)b)λc]
)
dλ
=
∫ 0
−T
∫ 0
λ
[[aµb]λc] dµ dλ
=
∫ 0
−T
∫ 0
λ
([aµ[bλ−µc]]− [bλ−µ[aµc]]) dµ dλ
= [a, [b, c]]− [b, [a, c]].
Est muestra que este corchete convierte a R en un a´lgebra de Leibniz
(c.f. definicio´n 2.2.1). Pero adema´s vale que la antisimetr´ıa del λ-producto
implica la de este corchete, por lo siguiente:
[a, b] =
∫ 0
−T
[aλb] dλ
= −
∫ 0
−T
[b−λ−Ta] dλ
=
∫ −T
0
[bµa] dµ
= −[b, a].
As´ı, este corchete convierte a R en un a´lgebra de Lie. 
Denotaremos por RLie a R con la estructura de a´lgebra de Lie dada por
(3.1.1). Observemos que T es una derivacio´n de RLie debido a (2.2.17).
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Recordemos que el a´lgebra de Lie de distribuciones formales Lie R
asociada al a´lgebra de Lie conforme R (c.f. Proposicio´n 2.2.18), esta´
definida por
Lie R = R˜/T R˜ = {a(m) : a ∈ R,m ∈ Z}.
En esta expresio´n, R˜ = R⊗ C[t, t−1] es un C[T ]-mo´dulo donde la accio´n de
T viene dada por T (a⊗ f) = Ta⊗ f + a⊗ ∂tf para a ∈ R y f ∈ C[t, t−1], y
adema´s estamos utilizando la notacio´n a(m) = a⊗ tm + TR˜.
Denotaremos por (Lie R) (respectivamente (Lie R)+) al subespacio de
Lie R generado por los a(m) con a ∈ R y m ≥ 0 (respectivamente m < 0).
Ambas son suba´lgebras de Lie R.
Estas a´lgebras de Lie esta´n relacionadas con RLie a trave´s del siguiente
resultado.
Proposicio´n 3.1.2. Sea R un a´lgebra de Lie conforme. Entonces la
aplicacio´n F : RLie → (Lie R)+ dada por a 7→ a(−1), es un isomorfismo
de a´lgebras de Lie.
Demostracio´n: Primero veamos que este mapa es un homomorfismo de
a´lgebras de Lie. Dados a, b ∈ R, tenemos que
F ([a, b]) = [a, b](−1)
=
(∫ 0
−T
[aλb] dλ
)
t−1
=
∞∑
n=0
(−T )(n+1)(a(n)b)t−1
=
∞∑
n=0
(a(n)b)∂
(n+1)
t (t
−1)
=
∞∑
n=0
(a(n)b)(−1)n+1t−n−2.
Por otro lado, recordando que el corchete de Lie en Lie R esta´ dado por
(2.2.18), resulta que
[F (a), F (b)] = [a(−1), b(−1)]
=
∞∑
m=0
(−1
m
)
(a(m)b)(−m−2)
=
∞∑
m=0
(−1)(−2) · · · (−m)
m!
(a(m)b)t−m−2
=
∞∑
m=0
(a(m)b)(−1)m+1t−m−2.
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As´ı, llegamos a que F ([a, b]) = [F (a), F (b)] para todos a, b ∈ R. Adema´s F
preserva la accio´n de T , puesto que
F (Ta) = Ta t−1 = −∂t(a t−1) = a t−2 = T (a(−1)) = T (Fa).
Esto en particular dice que podemos escribir a todo a(n) ∈ F como
a(n) = (−T )(−n−1)a(−1) = (−T )(−n−1)F (a) = F ((−T )(−n−1)a),
lo cual muestra que F es sobreyectiva.
Por u´ltimo, la inyectividad de F se sigue de la demostracio´n de la
Proposicio´n 2.2.20, en la cual vimos que si un a ∈ R cumpl´ıa que a(−1) = 0,
entonces deb´ıa ocurrir a = 0. 
Esta Proposicio´n nos permite realizar la siguiente construccio´n del
a´lgebra de ve´rtices universal envolvente U(R) de un a´lgebra de Lie conforme
R.
Teorema 3.1.3. Sea R un a´lgebra de Lie conforme. Sea RLie el a´lgebra
de Lie dada por R con el corchete (3.1.1), y sea V = U(RLie) su a´lgebra
universal envolvente. Entonces existe una u´nica estructura de a´lgebra de
ve´rtices en V tal que la restriccio´n del λ-producto a RLie⊗RLie coincide con
el λ-producto de R, y la restriccio´n del producto normalmente ordenado a
RLie ⊗ V coincide con el producto en U(RLie).
Denotaremos por U(R) a V con esta estructura de a´lgebra de ve´rtices.
Demostracio´n: En la Proposicio´n anterior vimos que RLie ' (Lie R)+.
Por lo tanto, vale que como (Lie R)-mo´dulos,
V = U(RLie) ' U((Lie R)+) ' U(Lie R)⊗U((Lie R) ) C = IndLie R(Lie R) C,
(3.1.2)
donde la accio´n de (Lie R) en C es trivial. Veamos que V˜ = IndLie R(Lie R) C
posee una estructura de a´lgebra de ve´rtices.
Denotemos por g a Lie R. En primer lugar, las distribuciones formales
g-valuadas a(z) con a ∈ R definidas en (2.2.19) permiten definir a su vez
nuevas distribuciones formales V˜ -valuadas, que denotaremos por a˜(z). Es
posible ver que estas distribuciones formales son campos en V˜ , locales entre
s´ı. Adema´s, si denotamos por |0〉 a la imagen del 1 ∈ U(g) en V˜ , entonces
V˜ esta´ generado por los elementos de la forma
a˜1(n1)a˜
2
(n2)
· · · a˜k(nk)|0〉,
con n1, ..., nk ∈ Z, a1, ..., ak ∈ R y k ∈ Z+. Por otro lado, la accio´n de T en
g permite definir una derivacio´n en U(g), la cual a su vez induce una accio´n
de T en V˜ que la convierte en un C[T ]-mo´dulo.
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Ahora podemos aplicar el Teorema de Existencia5 para afirmar que la
fo´rmula
Y
(
a˜1(n1)a˜
2
(n2)
· · · a˜k(nk)|0〉, z
)
= a˜1(z)(n1)
(
a˜2(z)(n2)
(
· · · a˜k(z)(nk)IV˜
))
define una correspondencia estado-campo en V˜ de forma tal que (V˜ , |0〉, Y )
es un a´lgebra de ve´rtices. 
El a´lgebra de ve´rtices U(R) cumple la siguiente propiedad universal.
Proposicio´n 3.1.4. Sea R un a´lgebra de Lie conforme. Sea W un a´lgebra
de ve´rtices, y sea f : R → W un homomorfismo de a´lgebras conformes. Si
consideramos la inclusio´n cano´nica i : R→ U(R), entonces existe un u´nico
homomorfismo de a´lgebras de ve´rtices f˜ : U(R) → W tal que el siguiente
diagrama conmuta:
U(R)
R W
i
f˜
f
Para ver la demostracio´n de este hecho, sera´ conveniente desarrollar
primero una serie de herramientas que nos permitira´n entender a U(R)
desde otra perspectiva. Haremos esto a lo largo de las siguientes seccio-
nes, trabajando con una versio´n ma´s general de la nocio´n de a´lgebra de Lie
conforme, y en la seccio´n 3.5 retomaremos esta propiedad universal.
3.2. A´lgebras conformes no lineales
De aqu´ı en ma´s nos abocaremos a generalizar los resultados obtenidos
en la seccio´n 3.1 para abarcar una definicio´n ma´s amplia de la nocio´n de
a´lgebra conforme.
Comenzaremos introduciendo los conceptos de graduacio´n y filtracio´n de
un espacio vectorial.
De ahora en adelante, la letra Γ denotara´ un semigrupo abeliano
totalmente ordenado y con un elemento mı´nimo 0, tal que para todo ∆ ∈ Γ
hay so´lo una cantidad finita de elementos ∆′ ∈ Γ tales que ∆′ < ∆. El
ejemplo ma´s importante viene dado por Γ = Z+.
Definicio´n 3.2.1. Una Γ-graduacio´n de un espacio vectorial U es una
descomposicio´n del mismo como suma directa de subespacios vectoriales
indexados por Γ, es decir
U =
⊕
∆∈Γ
U [∆].
5 Ver [K, Theorem 4.5]
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Si a ∈ U [∆], diremos que ∆ es el grado de a, y lo denotaremos por ∆(a)
o bien ∆a.
La Γ-filtracio´n inducida por esta graduacio´n de U se define mediante
U∆ =
⊕
∆′≤∆
U [∆′].
Dado un espacio vectorial U , consideremos su a´lgebra tensorial T (U),
dada por
T (U) =
⊕
n∈Z+
U⊗n = C⊕ U ⊕ U⊗2 ⊕ · · · .
Una Γ-graduacio´n de U puede extenderse a una Γ-graduacio´n de T (U),
definiendo
∆(1) = 0, ∆(A⊗B) = ∆(A) + ∆(B), ∀A,B ∈ T (U).
Su Γ-filtracio´n inducida se denota mediante
T∆(U) =
⊕
∆′≤∆
T (U)[∆′].
Ahora podemos dar la definicio´n con la cual trabajaremos durante el
resto del presente trabajo.
Definicio´n 3.2.2. Un a´lgebra conforme no lineal es un C[T ]-mo´dulo junto
con una Γ\{0}-graduacio´n en C[T ]-submo´dulos
R =
⊕
∆∈Γ\{0}
R[∆],
y un λ-corchete dado por una aplicacio´n C-lineal
[ λ ] : R⊗R→ C[λ]⊗ T (R),
tales que para todos a, b ∈ R se cumplen las siguientes condiciones:
1. Sesquilinealidad
[Taλb] = −λ[aλb], (3.2.1)
[aλTb] = (λ+ T )[aλb]. (3.2.2)
2. Condicio´n de grado
∆([aλb]) < ∆(a) + ∆(b). (3.2.3)
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Observacio´n 3.2.3. Utilizando la notacio´n de los productos n-e´simos para el
λ-corchete vista en el cap´ıtulo anterior, la condicio´n de grado significa que
∆(a(n)b) < ∆(a) + ∆(b) para todos a, b ∈ R y para todo n ∈ Z+.
A su vez, esto tambie´n puede expresarse en te´rminos de la Γ-filtracio´n
de T (R), ya que es equivalente a que para todos ∆1,∆2 ∈ Γ exista algu´n
∆ ∈ Γ tal que ∆ < ∆1 + ∆2 y
[R[∆1] λR[∆2]] ⊆ C[λ]⊗ T∆(R).
Adema´s, observemos que estas condiciones implican que T (R)[0] = C
y que T (R)[δ0] = R[δ0], donde δ0 es el menor elemento de Γ\{0} tal que
R[δ0] 6= 0.
Ejemplo 3.2.4. Toda a´lgebra conforme (c.f. definicio´n 2.2.8) es un
a´lgebra conforme no lineal segu´n esta definicio´n, puesto que podemos
tomar Γ = {0, 1} y asignarle grado 1 a todo elemento de R, obteniendo
as´ı una Γ-graduacio´n de R (dada por R = R[1]) que claramente satisface la
condicio´n de grado.
No obstante, existen ejemplos de a´lgebras conformes no lineales que real-
mente son no lineales, es decir que poseen Γ-graduaciones no triviales y en
los cuales intervienen elementos de T (R) en el λ-corchete. El primero de
estos ejemplos en ser descubierto fue la W3-a´lgebra de Zamolodchikov (ver
[Z]), la cual consiste en
W3 = C[T ]L+ C[T ]W,
donde ∆(L) = 2, ∆(W ) = 3, y el λ-corchete se define a partir de
[LλL] = (T+2λ)L+
c
12
λ3, [LλW ] = (T+3λ)W, [WλL] = (2T+3λ)W,
[WλW ] = (T+2λ)
(
16
22 + 5c
(L⊗ L) + c− 10
3(22 + 5c)
T 2L+
1
6
λ(T + λ)L
)
+
c
360
λ5.
3.3. Construccio´n del a´lgebra universal envolvente U(R)
Ahora introduciremos en T (R) un producto normalmente ordenado y
extenderemos el λ-corchete de R a T (R), a trave´s del uso de la cuasi-
asociatividad y de las fo´rmulas de Wick.
Proposicio´n 3.3.1. Sea R un a´lgebra conforme no lineal. Entonces existen
u´nicos mapas C-lineales
N : T (R)⊗ T (R)→ T (R),
Lλ : T (R)⊗ T (R)→ C[λ]⊗ T (R),
tales que, para a, b, c ∈ R y A,B,C ∈ T (R), se cumplen las siguientes
condiciones:
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a)
N(1, A) = N(A, 1) = A, (3.3.1)
N(a,B) = a⊗B, (3.3.2)
N(a⊗B,C) = N(a,N(B,C)) +N
((∫ T
0
dλ a
)
, Lλ(B,C)
)
+N
((∫ T
0
dλB
)
, Lλ(a,C)
)
, (3.3.3)
Lλ(1, A) = Lλ(A, 1) = 0, (3.3.4)
Lλ(a, b) = [a λ b], (3.3.5)
Lλ(a, b⊗ C) = N(Lλ(a, b), C) +N(b, Lλ(a,C))
+
∫ λ
0
Lµ(Lλ(a, b), C)dµ, (3.3.6)
Lλ(a⊗B,C) = N
((
eT∂λa
)
, Lλ(B,C)
)
+N
((
eT∂λB
)
, Lλ(a,C)
)
+
∫ λ
0
Lµ(B,Lλ−µ(a,C))dµ. (3.3.7)
b)
∆(N(A,B)) ≤ ∆(A) + ∆(B), (3.3.8)
∆(Lλ(A,B)) < ∆(A) + ∆(B). (3.3.9)
Demostracio´n: Vamos a probar por induccio´n en ∆ = ∆(A) + ∆(B)
que N(A,B) y Lλ(A,B) existen y esta´n un´ıvocamente determinados por las
ecuaciones (3.3.1) a (3.3.7), y que satisfacen las condiciones de grado (3.3.8)
y (3.3.9).
Primero analicemos el caso de N(A,B). Si A ∈ C o A ∈ R, entonces
N(A,B) queda definido por las condiciones (3.3.1) y (3.3.2) respectivamente.
Supongamos entonces que A ∈ T (R) y A /∈ C, A /∈ R, es decir que A = a⊗A′
con a ∈ R y A′ ∈ R ⊕ R⊗2 ⊕ · · · . Observemos que en particular se cumple
que ∆(a) < ∆(a) + ∆(A′) = ∆(A) y de igual forma, ∆(A′) < ∆(A). Por la
condicio´n (3.3.3), resulta entonces que
N(A,B) = a⊗N(A′, B) +N
((∫ T
0
dλ a
)
, Lλ(A
′, B)
)
+N
((∫ T
0
dλA′
)
, Lλ(a,B)
)
. (3.3.10)
Veamos ahora que los tres te´rminos de la derecha en (3.3.10) esta´n
un´ıvocamente definidos por hipo´tesis inductiva. En el caso de N(A′, B),
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esto ocurre porque ∆(A′) + ∆(B) < ∆; en el caso del segundo te´rmino, pri-
mero debemos considerar que, si denotamos Lλ(A
′, B) =
∑∞
n=0 λ
(n)A′(n)B
con A′(n)B ∈ T (R) para todo n ∈ Z+, entonces
N
((∫ T
0
dλ a
)
, Lλ(A
′, B)
)
=
∞∑
n=0
N(T (n+1)a,A′(n)B).
Como ∆(A′) + ∆(B) < ∆, podemos usar la hipo´tesis inductiva (3.3.9) y
afirmar que ∆(A′(n)B) < ∆(A
′) + ∆(B). Luego resulta que
∆(T (n+1)a) + ∆(A′(n)B) < ∆(T
(n+1)a) + ∆(A′) + ∆(B)
= ∆(a) + ∆(A′) + ∆(B)
= ∆,
lo cual nos permite afirmar que N(T (n+1)a,A′(n)B) esta´ bien definido para
todo n ∈ Z+ por hipo´tesis inductiva, y esto dice que el segundo te´rmino
de (3.3.10) se encuentra bien definido. El tercer te´rmino se trata de manera
ana´loga, teniendo en cuenta que T actu´a como una derivacio´n en T (R), y
que esto implica que cada T (R)[∆] es un C[T ]-submo´dulo de T (R).
Consideremos ahora el caso de Lλ(A,B). Si A ∈ C o B ∈ C, entonces
Lλ(A,B) = 0 por (3.3.4). Ma´s au´n, si A,B ∈ R, entonces Lλ(A,B) queda
definido por (3.3.5). Esto hace que so´lo queden dos casos por revisar.
El primero de ellos se da cuando A = a ∈ R y B = b ⊗ B′ con b ∈ R y
B′ ∈ R⊕R⊗2⊕ · · · . En esta situacio´n, tenemos por la condicio´n (3.3.6) que
Lλ(A,B) = N(Lλ(a, b), B
′) +N(b, Lλ(a,B′))
+
∫ λ
0
Lµ(Lλ(a, b), B
′)dµ. (3.3.11)
Ahora puede verse de manera ana´loga a lo hecho anteriormente para
N(A,B) que los tres te´rminos de la derecha en (3.3.11) se encuentran bien
definidos por hipo´tesis inductiva. Por ejemplo, para el primero tenemos que
N(Lλ(a, b), B
′) =
∑∞
n=0N(a(n)b, B
′), y usando la condicio´n de grado (3.2.3)
de R llegamos a que
∆(a(n)b) + ∆(B
′) < ∆(a) + ∆(b) + ∆(B′) = ∆.
El segundo y u´ltimo caso consiste en tomar A = a ⊗ A′ con a ∈ R y
A′, B ∈ R⊕R⊗2 ⊕ · · · . Entonces por (3.3.7) vale que
Lλ(A,B) = N
((
eT∂λa
)
, Lλ(A
′, B)
)
+N
((
eT∂λA′
)
, Lλ(a,B)
)
+
∫ λ
0
Lµ(A
′, Lλ−µ(a,B))dµ,
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y puede verse de igual forma que en los casos anteriores que los te´rminos de
la derecha de esta u´ltima expresio´n se encuentran bien definidos por hipo´te-
sis inductiva. 
La Proposicio´n anterior nos permite definir lo que sera´ el ideal de T (R)
por el cual cocientaremos para obtener el a´lgebra de ve´rtices U(R) que
queremos definir.
Definicio´n 3.3.2. Sea R un a´lgebra conforme no lineal. Dado ∆ ∈ Γ,
definimos el subespacio M∆(R) ⊆ T (R) como
M∆(R) = spanC
{
A⊗
(
(b⊗ c− c⊗ b)⊗D −N
(∫ 0
−T
Lλ(b, c)dλ ,D
))
:
b, c ∈ R, A,D ∈ T (R), A⊗ b⊗ c⊗D ∈ T∆(R).
}
.
Definimos tambie´n
M(R) =
⋃
∆∈Γ
M∆(R).
Observacio´n 3.3.3. M(R) es un subespacio vectorial de T (R) ya que la
unio´n es creciente. Adema´s, es importante destacar que esta definicio´n esta´
inspirada en (3.1.1), puesto que queremos que la relacio´n
b⊗ c− c⊗ b =
∫ 0
−T
[bλc] dλ
con b, c ∈ R se cumpla en el cociente T (R)/M(R).
Ahora podemos definir con precisio´n el ana´logo no lineal del concepto de
a´lgebra de Lie conforme.
Definicio´n 3.3.4. Un a´lgebra de Lie conforme no lineal es un a´lgebra
conforme no lineal R tal que su λ-corchete satisface las siguientes dos
condiciones:
1. Antisimetr´ıa
[aλb] = −[b−λ−Ta] ∀ a, b ∈ R. (3.3.12)
2. Identidad de Jacobi
Lλ(a, Lµ(b, c))−Lµ(b, Lλ(a, c))−Lλ+µ(Lλ(a, b), c) ∈ C[λ, µ]⊗M∆′(R),
(3.3.13)
para todos a, b, c ∈ R y para algu´n ∆′ ∈ Γ tal que ∆′ < ∆(a) + ∆(b) +
∆(c).
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Dada un a´lgebra de Lie conforme no lineal R, consideremos el espacio
vectorial
U(R) = T (R)/M(R).
En la siguiente seccio´n veremos que es posible dar un producto normalmente
ordenado y un λ-corchete en U(R) de forma tal que se convierta en un
a´lgebra de ve´rtices. Por este motivo, U(R) se denomina el a´lgebra de ve´rtices
universal envolvente asociada a R.
3.4. Estructura de a´lgebra de ve´rtices en U(R)
El primer paso para ver que U(R) posee una estructura de a´lgebra de
ve´rtices consiste en brindar una accio´n de T en U(R) para transformarlo en
un C[T ]-mo´dulo. Recordemos que T (R) es un C[T ]-mo´dulo con la accio´n de
T definida por
T (1) = 0, T (A⊗B) = T (A)⊗B +A⊗ T (B) ∀A,B ∈ T (R). (3.4.1)
Proposicio´n 3.4.1. Sea R un a´lgebra conforme no lineal. Entonces el
endomorfismo T : T (R) → T (R) es una derivacio´n del producto
N : T (R)⊗ T (R)→ T (R). Es decir, para todos A,B ∈ T (R) vale que
TN(A,B) = N(TA,B) +N(A, TB). (3.4.2)
Adema´s, el λ-corchete Lλ : T (R) ⊗ T (R) → C[λ] ⊗ T (R) satisface las
condiciones de sesquilinealidad, es decir que para todos A,B ∈ T (R) vale
que
Lλ(TA,B) = −λLλ(A,B), (3.4.3)
Lλ(A, TB) = (λ+ T )Lλ(A,B). (3.4.4)
En particular, T es una derivacio´n de Lλ.
Demostracio´n: Probaremos ambas afirmaciones por induccio´n en
∆ = ∆(A) + ∆(B). Si ∆ = 0, entonces A,B ∈ C, y no hay nada que probar.
Supongamos entonces que ∆ > 0. Si A ∈ C, las igualdades (3.4.2), (3.4.3)
y (3.4.4) se satisfacen automa´ticamente. Por lo tanto, resta considerar so´lo
los siguientes casos:
1. A = a ∈ R,
2. A = a⊗A′, con a ∈ R y A′ ∈ R⊕R⊗2 ⊕ · · · .
Caso 1. La ecuacio´n (3.4.2) se sigue de (3.4.1), puesto que
N(a,B) = a ⊗ B. En relacio´n a las otras dos igualdades, observemos que
para B ∈ C son triviales, y para B ∈ R valen por (3.3.5). Supongamos
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entonces que B = b⊗B′, con b ∈ R y B′ ∈ R⊕R⊗2 ⊕ · · · . Ahora debido a
(3.3.6) y a la hipo´tesis inductiva, tenemos que
Lλ(Ta,B) = N(Lλ(Ta, b), B
′) +N(b, Lλ(Ta,B′)) +
∫ λ
0
Lµ(Lλ(Ta, b), B
′) dµ
= −λN(Lλ(a, b), B′)− λN(b, Lλ(a,B′))− λ
∫ λ
0
Lµ(Lλ(a, b), B
′) dµ
= −λLλ(a,B).
De manera similar resulta que
Lλ(a, TB) = Lλ(a, T b⊗B′) + Lλ(a, b⊗ TB′)
= N(Lλ(a, T b), B
′) +N(Tb, Lλ(a,B′)) +
∫ λ
0
Lµ(Lλ(a, Tb), B
′) dµ
+N(Lλ(a, b), TB
′) +N(b, Lλ(a, TB′)) +
∫ λ
0
Lµ(Lλ(a, b), TB
′) dµ
= N((λ+ T )Lλ(a, b), B
′) +N(b, (λ+ T )Lλ(a,B′))
+N(Lλ(a, b), TB
′) +N(b, (λ+ T )Lλ(a,B′))
+
∫ λ
0
(λ− µ)Lµ(Lλ(a, b), B′) dµ+
∫ λ
0
(µ+ T )Lµ(Lλ(a, b), B
′) dµ
= λN(Lλ(a, b), B
′) + TN(b, Lλ(a,B′)) + λN(b, Lλ(a,B′))
+ TN(Lλ(a, b), B
′) + (λ+ T )
∫ λ
0
Lµ(Lλ(a, b), B
′) dµ
= (λ+ T )Lλ(a,B).
Caso 2. Debido a la ecuacio´n (3.3.3), a las condiciones de grado (3.3.8)
y (3.3.9) y a la hipo´tesis inductiva, tenemos que
TN(A,B) = TN(a,N(A′, B)) + TN
(∫ T
0
dλ a, Lλ(A
′, B)
)
+ TN
(∫ T
0
dλA′, Lλ(a,B)
)
= N(Ta,N(A′, B)) +N(a,N(TA′, B)) +N(a,N(A′, TB))
+N
(∫ T
0
dλTa, Lλ(A
′, B)
)
+N
(∫ T
0
dλ a, Lλ(TA
′, B)
)
+N
(∫ T
0
dλ a, Lλ(A
′, TB)
)
+N
(∫ T
0
dλTA′, Lλ(a,B)
)
+N
(∫ T
0
dλA′, Lλ(Ta,B)
)
+N
(∫ T
0
dλA′, Lλ(a, TB)
)
= N(Ta⊗A′, B) +N(a⊗ TA′, B) +N(a⊗A′, B)
= N(TA,B) +N(A, TB).
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Similarmente, usando la relacio´n eT∂λλ = (λ+ T )eT∂λ , vale que
Lλ(TA,B) = Lλ(Ta⊗A′, B) + Lλ(a⊗ TA′, B)
= N
((
eT∂λTa
)
, Lλ(A
′, B)
)
+N
((
eT∂λA′
)
, Lλ(Ta,B)
)
+N
((
eT∂λa
)
, Lλ(TA
′, B)
)
+N
((
eT∂λTA′
)
, Lλ(a,B)
)
+
∫ λ
0
Lµ(A
′, Lλ−µ(Ta,B)) dµ+
∫ λ
0
Lµ(TA
′, Lλ−µ(a,B)) dµ
= N
(
T
(
eT∂λa
)
, Lλ(A
′, B)
)
+N
(
(−λ− T )
(
eT∂λA′
)
, Lλ(a,B)
)
+N
(
(−λ− T )
(
eT∂λa
)
, Lλ(A
′, B)
)
+N
(
T
(
eT∂λA′
)
, Lλ(a,B)
)
+
∫ λ
0
(µ− λ)Lµ(A′, Lλ−µ(a,B)) dµ−
∫ λ
0
µLµ(A
′, Lλ−µ(a,B)) dµ
= −λLλ(A,B).
Finalmente,
Lλ(A, TB) = N
((
eT∂λa
)
, Lλ(A
′, TB)
)
+N
((
eT∂λA′
)
, Lλ(a, TB)
)
+
∫ λ
0
Lµ(A
′, Lλ−µ(a, TB)) dµ
= N
(
(λ+ T )
(
eT∂λa
)
, Lλ(A
′, B)
)
+N
((
eT∂λa
)
, TLλ(A
′, B)
)
+N
(
(λ+ T )
(
eT∂λA′
)
, Lλ(a,B)
)
+N
((
eT∂λA′
)
, TLλ(a,B)
)
+
∫ λ
0
(λ+ T )Lµ(A
′, Lλ−µ(a,B)) dµ
= λN
((
eT∂λa
)
, Lλ(A
′, B)
)
+ TN
((
eT∂λa
)
, Lλ(A
′, B)
)
+ λN
((
eT∂λA′
)
, Lλ(a,B)
)
+ TN
((
eT∂λA′
)
, Lλ(a,B)
)
+ (λ+ T )
∫ λ
0
Lµ(A
′, Lλ−µ(a,B)) dµ
= (λ+ T )Lλ(A,B).

Una consecuencia inmediata de esta Proposicio´n es lo siguiente:
Corolario 3.4.2. Los subespacios M∆(R) ⊆ T (R) son invariantes bajo la
accio´n de T para todo ∆ ∈ Γ. En particular, TM(R) ⊆M(R).
Gracias a esto, definiendo pi : T (R) → U(R) como la proyeccio´n
cano´nica, queda bien definida una accio´n de T en U(R) mediante
T (pi(A)) = pi(TA).
74
Decimos en este caso que la accio´n de T en T (R) induce una accio´n de T en el
cociente U(R). Ahora queremos ver que las aplicaciones N y Lλ inducen en
U(R) un producto normalmente ordenado y un λ-corchete respectivamente,
y que e´stos cumplen con las propiedades necesarias para que U(R) sea un
a´lgebra de ve´rtices (de acuerdo al Teorema 2.6.5).
Para comprobar esto, introduciremos una notacio´n que permitira´ escribir
de forma sucinta todas estas condiciones, y simplificara´ las cuentas. Dados
A,B,C ∈ T (R), definimos
sn(A,B,C) = N(A,N(B,C))−N(B,N(A,C))
−N
((∫ 0
−T
Lλ(A,B) dλ
)
, C
)
,
sl(A,B;λ) = Lλ(A,B) + L−λ−T (B,A),
J(A,B,C;λ, µ) = Lλ(A,Lµ(B,C))− Lµ(B,Lλ(A,C))− Lλ+µ(Lλ(A,B), C),
Q(A,B,C) = N(N(A,B), C)−N(A,N(B,C))
−N
(∫ T
0
dλA,Lλ(B,C)
)
−N
(∫ T
0
dλB,Lλ(A,C)
)
,
Wl(A,B,C;λ) = Lλ(A,N(B,C))−
∫ λ
0
Lµ(Lλ(A,B), C) dµ
−N(Lλ(A,B), C)−N(B,Lλ(A,C)),
Wr(A,B,C;λ) = Lλ(N(A,B), C)−
∫ λ
0
Lµ(B,Lλ−µ(A,C)) dµ
−N
((
eT∂λA
)
, Lλ(B,C)
)
−N
((
eT∂λB
)
, Lλ(A,C)
)
,
De esta manera, podemos reescribir las ecuaciones que definen a los
mapas N : T (R) ⊗ T (R) → T (R) y Lλ : T (R) ⊗ T (R) → C[λ] ⊗ T (R)
(cuasiasociatividad y fo´rmulas de Wick) como
Q(a,B,C) = 0, Wl(a, b, C;λ) = 0, Wr(a,B,C;λ) = 0,
para todos a, b ∈ R y B,C ∈ T (R). Asimismo, el axioma de sesquilinealidad
y la condicio´n de Jacobi que definen a las a´lgebras de Lie conformes no
lineales pueden ser escritos como
sl(a, b;λ) = 0, J(a, b, c;λ, µ) ∈ C[λ, µ]⊗M∆′(R),
para todos a, b, c ∈ R y para algu´n ∆′ ∈ Γ tal que ∆′ < ∆(a) + ∆(b) + ∆(c).
Finalmente, los subespacios M∆(R) ⊆ T (R) con ∆ ∈ Γ pueden definirse
como
M∆(R) = spanC
{
A⊗ sn(b, c,D) : A,D ∈ T (R), b, c ∈ R, ∆(A⊗ b⊗ c⊗D) ≤ ∆}.
En el siguiente Lema reuniremos los resultados fundamentales para la
demostracio´n de que U(R) es un a´lgebra de ve´rtices. Daremos una idea de
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la demostracio´n, ya que la mayor´ıa de los ca´lculos involucrados son ana´logos
entre s´ı. La demostracio´n completa puede encontrarse en [DSK, Lemma 4.5].
Lema 3.4.3. Para todos ∆1, ∆2 ∈ Γ valen las siguientes inclusiones:
N(T∆1(R),M∆2(R)) ⊆M∆1+∆2(R), (3.4.5)
N(M∆1(R), T∆2(R)) ⊆M∆1+∆2(R). (3.4.6)
Adema´s, existe un ∆′ ∈ Γ con ∆′ < ∆1 + ∆2 tal que
Lλ(T∆1(R),M∆2(R)) ⊆ C[λ]⊗M∆′(R), (3.4.7)
Lλ(M∆1(R), T∆2(R)) ⊆ C[λ]⊗M∆′(R), (3.4.8)
sl(T∆1(R), T∆2(R);λ) ⊆ C[λ]⊗M∆′(R). (3.4.9)
Por otro lado, para todos ∆1, ∆2, ∆3 ∈ Γ se cumple que
Q(T∆1(R), T∆2(R), T∆3(R)) ⊆M∆1+∆2+∆3(R), (3.4.10)
sn(T∆1(R), T∆2(R), T∆3(R)) ⊆M∆1+∆2+∆3(R). (3.4.11)
Adema´s, existe un ∆′ ∈ Γ con ∆′ < ∆1 + ∆2 + ∆3 tal que
Wl(T∆1(R), T∆2(R), T∆3(R);λ) ⊆ C[λ]⊗M∆′(R), (3.4.12)
Wr(T∆1(R), T∆2(R), T∆3(R);λ) ⊆ C[λ]⊗M∆′(R), (3.4.13)
J(T∆1(R), T∆2(R), T∆3(R);λ, µ) ⊆ C[λ, µ]⊗M∆′(R). (3.4.14)
Idea de la demostracio´n: Se prueba por induccio´n en ∆ ∈ Γ que existe un
∆′ < ∆ tal que para todos A,B,C,D,E ∈ T (R) se cumplen las siguientes
condiciones:
Q(A,B,C) ∈M∆(R), si ∆(A) + ∆(B) + ∆(C) ≤ ∆,
Wl(A,B,C;λ) ∈ C[λ]⊗M∆′(R), si ∆(A) + ∆(B) + ∆(C) ≤ ∆,
Wr(A,B,C;λ) ∈ C[λ]⊗M∆′(R), si ∆(A) + ∆(B) + ∆(C) ≤ ∆,
J(A,B,C;λ, µ) ∈ C[λ, µ]⊗M∆′(R), si ∆(A) + ∆(B) + ∆(C) ≤ ∆,
N(A,E) ∈M∆(R), si ∆(A) + ∆(E) ≤ ∆,
N(E,D) ∈M∆(R), si ∆(D) + ∆(E) ≤ ∆,
Lλ(A,E) ∈ C[λ]⊗M∆′(R), si ∆(A) + ∆(E) ≤ ∆,
Lλ(E,D) ∈ C[λ]⊗M∆′(R), si ∆(D) + ∆(E) ≤ ∆,
sn(A,B,C) ∈M∆(R), si ∆(A) + ∆(B) + ∆(C) ≤ ∆,
sl(A,B;λ) ∈ C[λ]⊗M∆′(R), si ∆(A) + ∆(B) ≤ ∆.
Para ∆ = 0 no hay nada que probar, as´ı que podemos tomar ∆ > 0.
Supongamos por hipo´tesis inductiva que estas condiciones valen para todo
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∆˜ < ∆. Para cada una de estas expresiones, debemos encontrar un ∆′i < ∆
para el cual se cumplan, y luego de ello podemos tomar el ma´ximo de todos
los ∆′i como el ∆
′ buscado. Veremos co´mo hacer esto en uno de los casos (el
correspondiente a Wl), dado que los otros son muy similares y pueden verse
en [DSK, Lemma 4.5].
Para A ∈ C no hay nada que probar. Por lo tanto, vamos a analizar por
separado los siguientes casos:
1. A = a ∈ R.
2. A = a⊗A′ con a ∈ R y A′ ∈ R⊕R⊗2 ⊕ · · · .
Caso 1. Si A = a ∈ R, tenemos que para B ∈ C la condicio´n es trivial,
y para B = b ∈ R vale por (3.3.6), ya que Wl(a, b, C;λ) = 0. Tomemos
entonces B = b ⊗ B′, con b ∈ R y B′ ∈ R ⊕ R⊗2 ⊕ · · · . En este caso, es
posible calcular6 que
Wl(a,B,C;λ) = N(b,Wl(a,B′, C;λ))−Q(Lλ(a, b), B′, C)
+
∫ λ
0
Wl(Lλ(a, b), B
′, C;µ) dµ+ Wl
(
a,
∫ T
0
dµB′, Lµ(b, C);λ
)
−
∫ λ
0
Wr(Lλ(a, b), B
′, C;µ) dµ+N
(∫ T
0
dµ b, J(a,B′, C;λ, µ)
)
+N
(∫ T
0
dµB′, J(a, b, C;λ, µ)
)
+
∫ λ
0
∫ λ−µ
0
J(Lλ(a, b), B
′, C;µ, ν) dνdµ.
Ahora por la hipo´tesis inductiva, cada te´rmino de la derecha pertenece
a M∆′(R) para algu´n ∆′ < ∆.
Caso 2. En este caso, es posible obtener la siguiente igualdad:7
Wl(A,B,C;λ) = N
((
eT∂λa
)
,Wl(A′, B,C;λ)
)
+N
((
eT∂λA′
)
,Wl(a,B,C;λ)
)
−Q
((
eT∂λA′
)
, Lλ(a,B), C
)
+ sn
((
eT∂λa
)
, B, Lλ(A
′, C)
)
+ sn
((
eT∂λA′
)
, B, Lλ(a,C)
)
+
∫ λ
0
Lµ(A
′,Wl(a,B,C;λ− µ)) dµ
−
∫ λ
0
Wr
((
eT∂λA′
)
, Lλ(a,B), C;µ
)
dµ
+
∫ λ
0
Wl(A′, Lλ−µ(a,B), C;µ) dµ
+
∫ λ
0
Wl(A′, B, Lλ−µ(a,C);µ) dµ
+
∫ λ
0
∫ λ−µ
0
J(A′, Lλ−µ(a,B), C;µ, ν) dνdµ.
6Ver [DSK, Lemma 4.4, Eq. 4.8].
7Ver [DSK, Lemma 4.4, Eq. 4.9].
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Nuevamente podemos ver que, gracias a la hipo´tesis inductiva, todos los
te´rminos del miembro derecho de esta ecuacio´n pertenecen a M∆′(R) para
algu´n ∆′ < ∆, lo cual concluye la prueba de que existe un ∆′ < ∆ tal que
Wl(A,B,C;λ) ∈ C[λ]⊗M∆′(R),
para todos A,B,C ∈ T (R) tales que ∆(A) + ∆(B) + ∆(C) ≤ ∆. 
Ahora estamos listos para probar el Teorema ma´s importante de este
cap´ıtulo.
Teorema 3.4.4. Sea R un a´lgebra de Lie conforme no lineal. Consideremos
el espacio vectorial U(R) = T (R)/M(R), y denotemos por pi : T (R) →
U(R) a la proyeccio´n cano´nica.
Entonces existe una estructura de a´lgebra de ve´rtices en U(R), en la cual
el vector vac´ıo |0〉 es pi(1), el operador de traslacio´n T : U(R) → U(R) es
inducido por la accio´n de T en T (R):
T (pi(A)) = pi(T (A)) ∀A ∈ T (R), (3.4.15)
el producto normalmente ordenado en U(R) es inducido por N :
: pi(A)pi(B) : = pi(N(A,B)) ∀A,B ∈ T (R), (3.4.16)
y el λ-corchete [ λ ] : U(R)⊗ U(R)→ C[λ]⊗ U(R) es inducido por Lλ:
[pi(A) λ pi(B)] = pi(Lλ(A,B)) ∀A,B ∈ T (R). (3.4.17)
Demostracio´n: Ya hab´ıamos visto que (3.4.15) define una accio´n de T en
U(R). Ahora podemos ver que el producto normalmente ordenado (3.4.16)
esta´ bien definido, puesto que si pi(A) = pi(A˜) y pi(B) = pi(B˜), entonces
tenemos que
pi(N(A,B)) = pi(N(A˜, B˜)) + pi(N(A˜, B − B˜)) + pi(N(A− A˜, B))
= pi(N(A˜, B˜)).
Aqu´ı hemos usado tanto (3.4.5) como (3.4.6), es decir que M(R) es un
ideal bila´tero en T (R) con respecto al producto N . Ana´logamente, (3.4.7)
y (3.4.8) dicen que tambie´n es un ideal con respecto a Lλ, por lo cual el
λ-corchete dado por (3.4.17) esta´ bien definido.
Gracias a la Proposicio´n 3.4.1, resulta que T es una derivacio´n de
este producto normalmente ordenado en U(R), y por (3.3.1) tenemos que
|0〉 = pi(1) es la unidad del mismo. Por otro lado, la Proposicio´n 3.4.1
tambie´n dice que U(R) es un a´lgebra conforme con respecto al λ-producto
(3.4.17), y es de hecho un a´lgebra de Lie conforme gracias a (3.4.9) y (3.4.14).
Por u´ltimo, la fo´rmula de Wick (2.6.4), la antisimetr´ıa del producto
normalmente ordenado (2.6.5) y la cuasiasociatividad (2.6.6) se cumplen
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gracias a (3.4.12), (3.4.11) (tomando C = 1) y (3.4.10) respectivamente.
Por ejemplo, la cuasiasociatividad se obtiene de la siguiente forma: dados
A,B,C ∈ T (R), vale que
: (: pi(A)pi(B) :)pi(C) : − : pi(A)(: pi(B)pi(C) :) : =
= pi(N(N(A,B), C)−N(A,N(B,C)))
= pi
(
N
(∫ T
0
dλA,Lλ(B,C)
)
+N
(∫ T
0
dλB,Lλ(A,C)
)
+ Q(A,B,C)
)
= :
(∫ T
0
dλpi(A)
)
[pi(B)λpi(C)] : + :
(∫ T
0
dλpi(B)
)
[pi(A)λpi(C)] : .

Para concluir esta seccio´n, veremos un resultado que sera´ de utilidad en
el cap´ıtulo siguiente.
Proposicio´n 3.4.5. Sea R un a´lgebra de Lie conforme no lineal. Entonces
el mapa L : T (R)⊗ T (R)→ T (R) definido por
L(A,B) =
∫ 0
−T
Lλ(A,B) dλ, (3.4.18)
para todos A,B ∈ T (R) cumple la propiedad de antisimetr´ıa:
L(A,B) + L(B,A) ∈M∆′(R), (3.4.19)
para todos A,B ∈ T (R) y para algu´n ∆′ < ∆(A) + ∆(B), y tambie´n cumple
la condicio´n de Jacobi:
L(A,L(B,C))− L(B,L(A,C))− L(L(A,B), C) ∈M∆′(R), (3.4.20)
para todos A,B,C ∈ T (R) y para algu´n ∆′ < ∆(A) + ∆(B) + ∆(C).
Demostracio´n: Sean A,B,C ∈ T (R). La propiedad de antisimetr´ıa vale
porque
L(A,B) + L(B,A) =
∫ 0
−T
Lλ(A,B) dλ+
∫ 0
−T
Lλ(B,A) dλ
=
∫ 0
−T
Lλ(A,B) dλ−
∫ 0
−T
L−λ−T (B,A) dλ
=
∫ 0
−T
sl(A,B;λ) dλ ∈M∆′(R),
para algu´n ∆′ < ∆(A) + ∆(B), gracias a (3.4.9).
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Por otro lado, para probar que la condicio´n de Jacobi es va´lida, primero
observemos que
L(A,L(B,C)) =
∫ 0
−T
Lλ
(
A,
∫ 0
−T
Lµ(B,C) dµ
)
dλ
=
∫ 0
−T
∫ 0
−λ−T
Lλ (A,Lµ(B,C)) dµ dλ.
Similarmente, tenemos que
L(B,L(A,C)) =
∫ 0
−T
∫ 0
−µ−T
Lµ (B,Lλ(A,C)) dλ dµ.
=
∫ 0
−T
∫ 0
−λ−T
Lµ (B,Lλ(A,C)) dµ dλ.
Por u´ltimo,
L(L(A,B), C) =
∫ 0
−T
Lµ
(∫ 0
−T
Lλ(A,B) dλ,C
)
dµ
=
∫ 0
−T
∫ 0
µ
Lµ(Lλ(A,B), C) dλ dµ
=
∫ 0
−T
∫ λ
−T
Lµ(Lλ(A,B), C) dµ dλ
=
∫ 0
−T
∫ 0
−λ−T
Lλ+µ(Lλ(A,B), C) dµ dλ.
De esta manera, resulta que
L(A,L(B,C))− L(B,L(A,C))− L(L(A,B), C) =
=
∫ 0
−T
∫ 0
−λ−T
J(A,B,C;λ, µ) dµ dλ ∈M∆′(R),
para algu´n ∆′ < ∆(A) + ∆(B) + ∆(C), por (3.4.14). 
3.5. La propiedad universal de U(R)
En esta seccio´n veremos el resultado ana´logo a la Proposicio´n 3.1.4 para
el caso no lineal.
Definicio´n 3.5.1. Un homomorfismo de a´lgebras de Lie conformes no
lineales φ : R → R′ es un homomorfismo de C[T ]-mo´dulos que preserva la
Γ-graduacio´n y tal que el homomorfismo de a´lgebras asociativas φ˜ : T (R)→
T (R′) inducido naturalmente por φ cumple que para todos A,B ∈ T (R)
existe un ∆ < ∆(A) + ∆(B) de manera que se satisfacen las siguientes
condiciones:
φ˜(N(A,B))−N ′(φ˜(A), φ˜(B)) ∈M∆(A)+∆(B)(R), (3.5.1)
φ˜(Lλ(A,B))− L′λ(φ˜(A), φ˜(B)) ∈ C[λ]⊗M∆(R). (3.5.2)
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Definicio´n 3.5.2. Un homomorfismo de a´lgebras de ve´rtices ψ : V →W es
un homomorfismo de C[T ]-mo´dulos que preserva tanto el λ-producto como
el producto normalmente ordenado.
Estas dos nociones esta´n muy relacionadas entre s´ı, como veremos en el
siguiente resultado.
Proposicio´n 3.5.3. Sea φ : R → R′ un homomorfismo de a´lgebras de Lie
conformes no lineales. Entonces para todo ∆ ∈ Γ vale que
φ˜(M∆(R)) ⊆M∆(R′). (3.5.3)
En particular, φ induce un homomorfismo de a´lgebras de ve´rtices
ψ : U(R)→ U(R′).
Demostracio´n: Dados A,D ∈ T (R) y b, c ∈ R tales que se cumple que
∆(A) + ∆(b) + ∆(c) + ∆(D) ≤ ∆, tenemos que
φ˜
(
A⊗
(
(b⊗ c− c⊗ b)⊗D −N
(∫ 0
−T
Lλ(b, c) dλ,D
)))
= φ˜(A)⊗
(
(φ(b)⊗ φ(c)− φ(c)⊗ φ(b))⊗ φ˜(D)−N ′
(∫ 0
−T
L′λ(φ(b), φ(c)) dλ, φ˜(D)
))
− φ˜(A)⊗
(
φ˜
(
N
(∫ 0
−T
Lλ(b, c) dλ,D
))
−N ′
(∫ 0
−T
φ˜(Lλ(b, c)) dλ, D˜
))
− φ˜(A)⊗N ′
(∫ 0
−T
(
φ˜(Lλ(b, c))− L′λ(φ(b), φ(c))
)
dλ, φ˜(D)
)
.
Por lo tanto, para probar (3.5.3) basta con ver que los tres te´rminos
de la derecha en esta igualdad esta´n en M∆(R′). Para el primero de ellos
esto ocurre por definicio´n, y porque φ˜ preserva la Γ-graduacio´n. El segundo
te´rmino puede escribirse como
∞∑
n=0
φ˜(A)⊗
(
φ˜
(
N
(
(−T )(n+1)(b(n)c), D
))
−N ′
(
(−T )(n+1)(φ(b)(n)φ(c)), D˜
))
.
Por (3.5.1), el grado de cada uno de estos sumandos es menor o igual a
∆(φ˜(A)) + ∆((−T )(n+1)(b(n)c)) + ∆(D) = ∆(A) + ∆(b(n)c) + ∆(D)
< ∆(A) + ∆(b) + ∆(c) + ∆(D)
≤ ∆,
as´ı que este segundo te´rmino esta´ en M∆(R′). Finalmente, puesto que por
(3.5.1) existe un ∆′ < ∆(b) + ∆(c) tal que∫ 0
−T
(
φ˜(Lλ(b, c))− L′λ(φ(b), φ(c))
)
dλ ∈M∆′(R′),
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podemos hacer uso de (3.4.6) y concluir que el tercer te´rmino tambie´n esta´
en M∆(R′).
Esto concluye la prueba de (3.5.3). Gracias a esta inclusio´n, podemos
definir un mapa ψ : U(R)→ U(R′) mediante
ψ(pi(A)) = pi′(φ(A)) ∀A ∈ T (R),
con pi, pi′ las respectivas proyecciones cano´nicas. Es inmediato a partir de las
definiciones (3.4.16) y (3.4.17) chequear que esta aplicacio´n es un
homomorfismo de a´lgebras de ve´rtices. 
En la siguiente Proposicio´n veremos la propiedad universal que satisface
U(R), de la cual deriva su nombre.
Proposicio´n 3.5.4. Sean R un a´lgebra de Lie conforme no lineal y V un
a´lgebra de ve´rtices. Sea φ : R → V un homomorfismo de C[T ]-mo´dulos tal
que si lo extendemos a una aplicacio´n C-lineal φ˜ : T (R) → V mediante
φ˜(a1 ⊗ · · · ⊗ an) = : φ(a1) · · ·φ(an) :, se tiene que
φ˜(Lλ(a, b)) = [φ(a)λφ(b)] ∀ a, b ∈ R. (3.5.4)
Entonces existe un u´nico homomorfismo de a´lgebras de ve´rtices
ψ : U(R)→ V tal que el siguiente diagrama conmuta:
U(R)
R V
i
ψ
φ
Demostracio´n: Primero, es necesario ver que la aplicacio´n φ˜ : T (R)→ V
cumple que
φ˜(N(A,B)) = : φ˜(A)φ˜(B) : y φ˜(Lλ(A,B)) = [φ˜(A)λφ˜(B)] (3.5.5)
para todos A,B ∈ T (R). Esto puede hacerse fa´cilmente por induccio´n en
∆ = ∆(A) + ∆(B), puesto que para A,B ∈ R las igualdades se cumplen
por hipo´tesis, y para el resto de los casos pueden usarse las fo´rmulas (3.3.2),
(3.3.3), (3.3.6) y (3.3.7) para poder utilizar la hipo´tesis inductiva.
Ahora podemos definir el mapa ψ : U(R)→ V mediante
ψ(pi(A)) = φ˜(A) ∀A ∈ T (R).
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E´ste se encuentra bien definido porque φ˜ (M(R)) = 0, y esto a su vez
ocurre debido a la hipo´tesis (3.5.4), puesto que
φ˜
(
A⊗
(
(b⊗ c− c⊗ b)⊗D −N
(∫ 0
−T
Lλ(b, c) dλ,D
)))
=
= : φ˜(A)
(
:
(
: φ(b)φ(c) : − : φ(c)φ(b) : −
∫ 0
−T
[φ(b)λφ(c)] dλ
)
φ˜(D) :
)
:
= 0,
donde la u´ltima igualdad vale por (2.6.5). Adema´s, esta aplicacio´n es un
homomorfismo de a´lgebras de ve´rtices gracias a (3.5.5). La unicidad es
inmediata. 
Observacio´n 3.5.5. Si R es un a´lgebra de Lie conforme (lineal), entonces
la propiedad universal dada por la Proposicio´n 3.1.4 se deduce de la que
acabamos de ver, puesto que si φ : R→W es un homomorfismo de a´lgebras
conformes, entonces se cumple la condicio´n (3.5.4).
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4. Una generalizacio´n del Teorema de Poincare´-
Birkhoff-Witt
En este cap´ıtulo daremos un resultado ana´logo al Teorema de Poincare´-
Birkhoff-Witt (el cual se cumple para a´lgebras de Lie), de manera tal que
se pueda extender su validez a las a´lgebras de Lie conformes no lineales
estudiadas en el cap´ıtulo anterior. Para ello, seguiremos basa´ndonos en el
art´ıculo [DSK].
Recordemos que este Teorema establece lo siguiente:
Teorema (PBW): Sea g un a´lgebra de Lie, y sea A = {ai : i ∈ I} una
base ordenada de g. Sea U(g) el a´lgebra universal envolvente asociada a g,
y sea pi : T (g)→ U(g) la proyeccio´n cano´nica. Entonces el conjunto
B = {pi (ai1 ⊗ · · · ⊗ ain) : i1 ≤ i2 ≤ · · · ≤ in , n ∈ Z+}
constituye una base para U(g).
Para comenzar, tomemos un a´lgebra de Lie conforme no lineal R, y sea
A = {ai : i ∈ I} una base ordenada de la misma.
Definimos el conjunto auxiliar
B˜ = { ai1 ⊗ · · · ⊗ ain : i1 ≤ i2 ≤ · · · ≤ in , n ∈ Z+}.
A su vez, denotaremos B˜[∆] = B˜∩T (R)[∆] y B˜∆ = B˜∩T∆(R) para cada
∆ ∈ Γ. Finalmente, definimos el conjunto que queremos probar que es base
de U(R) como B = pi(B˜). Un a´lgebra de ve´rtices V tal que B es una base de
V sobre C se dice libre8 sobre R.
En el siguiente lema veremos que B es un conjunto de generadores de
U(R).
Lema 4.1. Para todo ∆ ∈ Γ vale que todo elemento E ∈ T∆(R) puede
descomponerse como
E = P +M, (4.1)
donde P ∈ spanCB˜∆ y M ∈M∆(R). Es decir, vale que
T∆(R)/M∆(R) = spanCpi(B˜∆) ∀∆ ∈ Γ.
Por lo tanto, se cumple que
U(R) = spanCB.
8Ver [DSK, Definition 2.6]
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Demostracio´n: Basta con probar que vale (4.1) para monomios en T (R)[∆],
es decir, elementos de la forma
E = aj1 ⊗ · · · ⊗ ajn ∈ T (R)[∆], (4.2)
donde ∆ ∈ Γ y aj1 , ..., ajn ∈ A. Definimos el nu´mero de inversiones de E
como
d(E) =
∣∣{(p, q) : 1 ≤ p < q ≤ n y jp > jq}∣∣.
Probaremos que E posee una descomposicio´n como en (4.1) mediante
induccio´n en el conjunto de todos los pares de la forma (∆, d) tales que
existe algu´n E ∈ T (R)[∆] con d = d(E), ordenado lexicogra´ficamente.
Sea (∆, d) fijo en este conjunto, y asumamos que todo par (∆˜, d˜) menor
a e´l satisface la hipo´tesis inductiva. Tomemos un E ∈ T (R)[∆] de la forma
(4.2) con d = d(E). Si d = 0, entonces E ∈ B˜[∆], y no hay nada que probar.
Supongamos entonces que d ≥ 1, y sea p ∈ {1, ..., n − 1} tal que jp > jp+1.
Ahora, por definicio´n de M∆(R), tenemos que
E ≡ aj1 ⊗ · · · ⊗ ajp+1 ⊗ ajp ⊗ · · · ajn
+ aj1 ⊗ · · · ⊗N
(∫ 0
−T
[ajp λ ajp+1 ] dλ, ajp+2 ⊗ · · · ⊗ ajn
)
mod M∆(R).
El primer te´rmino en el lado derecho posee grado ∆ y d− 1 inversiones,
mientras que el segundo te´rmino pertenece a T∆′(R) para algu´n ∆′ < ∆, as´ı
que por hipo´tesis inductiva ambos poseen una descomposicio´n. 
Consideremos ahora el espacio vectorial U˜ cuya base es el conjunto B˜, es
decir
U˜ =
⊕
A∈B˜
CA.
A trave´s de los siguientes lemas, veremos que U(R) es isomorfo a U˜
como espacio vectorial, con lo cual tendremos probado el resultado al que
queremos llegar.
Lema 4.2. Existe una u´nica aplicacio´n C-lineal σ : T (R)→ U˜ tal que
1. σ(A) = A para todo A ∈ B˜,
2. M(R) ⊆ Ker σ.
En particular, σ induce un mapa σ : U(R) → U˜ que hace conmutativo el
siguiente diagrama:
T (R) U˜
U(R)
pi
σ
σ
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Demostracio´n: Para probar esto, veremos que existe una u´nica coleccio´n
de aplicaciones C-lineales σ∆ : T∆(R)→ U˜ con ∆ ∈ Γ tal que:
(1) σ0(1) = 1, y si ∆
′ ≤ ∆, entonces σ∆
∣∣
T∆′ (R) = σ∆
′ ,
(2) σ(A) = A para todo A ∈ B˜[∆],
(3) M∆(R) ⊆ Ker σ∆.
Si tal coleccio´n existiera, simplemente definir´ıamos el mapa σ : T (R) → U˜
como
σ
∣∣
T∆(R) = σ∆ ∀∆ ∈ Γ.
La condicio´n σ0(1) = 1 determina por completo a σ0, y comoM0(R) = 0,
esta aplicacio´n satisface todos los otros requerimientos. Tomemos ahora un
∆ > 0, y supongamos que σ∆′ esta´ un´ıvocamente definida y satisface las
condiciones (1)-(3) para todo ∆′ < ∆.
Unicidad de σ∆. Dado un monomio E = aj1 ⊗ · · · ⊗ ajn ∈ T (R)[∆],
mostraremos que σ∆(E) esta´ un´ıvocamente definido por induccio´n en el
mismo conjunto que utilizamos en la demostracio´n del Lema anterior, dado
por los pares (∆, d) con el orden lexicogra´fico. Para d = 0, tenemos que
E ∈ B˜∆, as´ı que σ∆(E) = E por la condicio´n (2). Tomemos entonces d ≥ 1,
y sea p ∈ {1, ..., n − 1} el menor entero tal que jp > jp+1 (es decir, el
correspondiente a la inversio´n que se encuentra ma´s a la izquierda en E).
Por la condicio´n (3) y por la definicio´n de M∆(R), tenemos que
σ∆(E) = σ∆(aj1 ⊗ · · · ⊗ ajp+1 ⊗ ajp ⊗ · · · ⊗ ajn) (4.3)
+ σ∆
(
aj1 ⊗ · · · ⊗N
(∫ 0
−T
[ajpλajp+1 ] dλ, ajp+2 ⊗ · · · ⊗ ajn
))
.
Ahora bien, observemos que aj1 ⊗ · · · ⊗ ajp+1 ⊗ ajp ⊗ · · · ⊗ ajn es de
grado ∆ y posee d − 1 inversiones, mientras que el tensor en el cual esta´
siendo evaluada σ∆ en el segundo te´rmino posee grado menor estricto que
∆. Por lo tanto, la hipo´tesis inductiva nos permite afirmar que ambos esta´n
un´ıvocamente definidos por las condiciones (1)-(3), y entonces σ∆(E)
tambie´n lo esta´.
Existencia de σ∆. Es posible definir recursivamente la aplicacio´n
C-lineal σ∆, partiendo de imponer la condicio´n (2) y aplicando sucesiva-
mente la fo´rmula (4.3) (respetando el orden lexicogra´fico). De esta manera,
obtenemos para cada ∆ ∈ Γ un mapa que satisface las condiciones (1) y (2),
as´ı que so´lo falta probar que vale (3).
Por definicio´n de M∆(R), basta con ver que para todo monomio
E = aj1 ⊗ · · · ⊗ ajn ∈ T (R)[∆] y para todo q ∈ {1, ..., n− 1} vale que
σ∆
(
aj1 ⊗ · · · ⊗ ajq−1 ⊗ sn
(
ajq , ajq+1 , ajq+2 ⊗ · · · ⊗ ajn
))
= 0. (4.4)
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Por la antisimetr´ıa del λ-corchete, podemos asumir que jq ≥ jq+1. Adema´s,
si ocurriera que jq = jq+1, tendr´ıamos que
∫ 0
−T [ajq λ ajq+1 ] dλ = 0 (por la
Proposicio´n 3.1.1), as´ı que en este caso (4.4) se satisface trivialmente. Por lo
tanto, podemos asumir que (jq, jq+1) es una inversio´n de E, y en particular
d = d(E) ≥ 1.
Queremos probar (4.4) por induccio´n. Sea (jp, jp+1) la inversio´n de E
que se encuentra ma´s a la izquierda. Si p = q, (4.4) vale por construccio´n.
Luego basta con analizar los casos p ≤ q − 2 y p = q − 1.
Caso 1. Supongamos que p ≤ q − 2. Para simplificar los ca´lculos,
reescribiremos
E = A⊗ c⊗ b⊗D ⊗ f ⊗ e⊗H,
donde A = aj1 ⊗ · · · ⊗ ajp−1 , c = ajp , b = ajp+1 , D = ajp+2 ⊗ · · · ⊗ ajq−1 ,
f = ajq , e = ajq+1 y H = ajq+2 ⊗ · · · ⊗ ajn . Adema´s, haremos uso de la
aplicacio´n L : T (R) ⊗ T (R) → T (R) definida por (3.4.18). Ahora el lado
izquierdo de (4.4) puede escribirse como
σ∆(A⊗ c⊗ b⊗D ⊗ f ⊗ e⊗H)− σ∆(A⊗ c⊗ b⊗D ⊗ e⊗ f ⊗H) (4.5)
− σ∆(A⊗ c⊗ b⊗D ⊗N(L(e, f), H)).
Por definicio´n de σ∆, el primer te´rmino de (4.5) es igual a
σ∆(A⊗ b⊗ c⊗D ⊗ f ⊗ e⊗H) (4.6)
+ σ∆(A⊗N(L(c, b), D ⊗ f ⊗ e⊗H)).
Por otro lado, A⊗c⊗b⊗D⊗e⊗f⊗H tiene grado ∆ y d−1 inversiones,
por lo que podemos usar la hipo´tesis inductiva para reescribir el segundo
te´rmino de (4.5) como
− σ∆(A⊗ b⊗ c⊗D ⊗ e⊗ f ⊗H) (4.7)
− σ∆(A⊗N(L(c, b), D ⊗ e⊗ f ⊗H)).
Por u´ltimo, como A ⊗ c ⊗ b ⊗ D ⊗ N(L(e, f), H) posee grado ∆′ < ∆,
podemos usar la condicio´n σ∆
∣∣
T∆′ (R) = σ∆
′ junto con la hipo´tesis inductiva
para escribir el tercer te´rmino de (4.5) de la siguiente manera:
− σ∆(A⊗ b⊗ c⊗D ⊗N(L(e, f), H)) (4.8)
− σ∆(A⊗N(L(c, b), D ⊗N(L(e, f), H))).
Combinando las expresiones (4.6), (4.7) y (4.8), resulta que (4.5) adopta
la siguiente forma:
σ∆(A⊗ b⊗ c⊗D⊗ sn(f, e,H)) +σ∆(A⊗N(L(c, b), D⊗ sn(f, e,H))). (4.9)
El primer te´rmino de (4.9) es cero debido a la hipo´tesis inductiva,
puesto que A ⊗ b ⊗ c ⊗ D ⊗ f ⊗ e ⊗ H tiene grado ∆ y d − 1 inversiones.
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Por otra parte, en el segundo te´rmino de esta expresio´n, el argumento de σ∆
pertenece a M∆′(R) para algu´n ∆′ < ∆, as´ı que tambie´n se anula por la
hipo´tesis inductiva. De esta manera (4.9) se anula, y por lo tanto vale (4.4).
Caso 2. Supongamos que p = q−1. Para mayor simplicidad, escribiremos
E = A⊗ c⊗ b⊗ a⊗D,
en donde A = aj1 ⊗ · · · ⊗ ajp−1 , c = ajp , b = ajp+1 , a = ajp+2 y
D = ajp+3 ⊗ · · · ⊗ ajn . Ahora el lado izquierdo de la expresio´n (4.4)
puede reescribirse como
σ∆(A⊗ c⊗ b⊗ a⊗D)−σ∆(A⊗ c⊗ a⊗ b⊗D)−σ∆(A⊗ c⊗N(L(b, a), D)).
(4.10)
Mediante la aplicacio´n reiterada de la hipo´tesis inductiva, podemos
realizar las siguientes manipulaciones en el primer te´rmino de (4.10):
σ∆(A⊗ c⊗ b⊗ a⊗D) = σ∆(A⊗ b⊗ c⊗ a⊗D) + σ∆(A⊗N(L(c, b), a⊗D))
= σ∆(A⊗ b⊗ a⊗ c⊗D) + σ∆(A⊗ b⊗N(L(c, a), D))
+ σ∆(A⊗N(L(c, b), a⊗D))
= σ∆(A⊗ a⊗ b⊗ c⊗D) + σ∆(A⊗N(L(b, a), c⊗D))
+ σ∆(A⊗ b⊗N(L(c, a), D)) + σ∆(A⊗N(L(c, b), a⊗D)).
Similarmente, en el segundo te´rmino de (4.10) podemos hacer lo
siguiente:
−σ∆(A⊗ c⊗ a⊗ b⊗D) = −σ∆(A⊗ a⊗ c⊗ b⊗D)− σ∆(A⊗N(L(c, a), b⊗D))
= −σ∆(A⊗ a⊗ b⊗ c⊗D)− σ∆(A⊗ a⊗N(L(c, b), D))
− σ∆(A⊗N(L(c, a), b⊗D)).
De esta manera, luego de cancelar el sumando σ∆(A⊗a⊗ b⊗ c⊗D) que
se repite, podemos expresar a (4.10) como
σ∆(A⊗ (N(L(c, b), a⊗D)− a⊗N(L(c, b), D))) (4.11)
+ σ∆(A⊗ (b⊗N(L(c, a), D)−N(L(c, a), b⊗D)))
+ σ∆(A⊗ (N(L(b, a), c⊗D)− c⊗N(L(b, a), D))).
Pero si observamos que
A⊗ (N(L(c, b), a⊗D)− a⊗N(L(c, b), D)) =
−A⊗N(L(a, L(c, b)), D) +A⊗ sn(a, L(c, b), D),
y que algo similar puede decirse acerca del segundo y tercer te´rminos de
(4.11), podemos usar la hipo´tesis inductiva y deducir que la expresio´n (4.11)
puede reescribirse como
σ∆
(
A⊗ (N(L(b, L(c, a)), D)−N(L(a, L(c, b)), D)−N(L(c, L(b, a)), D))).
(4.12)
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Pero por otro lado, gracias a (3.4.19) y (3.4.20) tenemos que
L(b, L(c, a))− L(a, L(c, b))− L(c, L(b, a)) ≡ L(L(b, c), a)− L(a, L(c, b))
≡ L(L(b, c), a) + L(a, L(b, c))
≡ 0 mod M∆˜′(R),
para algu´n ∆˜′ < ∆(a) + ∆(b) + ∆(c), y gracias a ello existe un ∆′ < ∆ tal
que el argumento de σ∆ en (4.12) esta´ en M∆′(R). Por lo tanto, debido a
la hipo´tesis inductiva y a la condicio´n (1), resulta que la expresio´n (4.12) se
anula, y esto muestra que (4.4) vale. 
Lema 4.3. Si σ es la funcio´n dada por el Lema 4.2, entonces vale que el
mapa σ : U(R)→ U˜ inducido por σ es un isomorfismo de espacios vectoria-
les.
Demostracio´n: Por definicio´n, σ es sobreyectiva. Por otro lado, existe
una correspondencia natural pi : U˜ → U(R) que le asigna a cada elemento
A = ai1 ⊗ · · · ⊗ ain ∈ B˜ el elemento pi(A) = : ai1 · · · ain : ∈ B ⊆ U(R). Por el
Lema 4.1, esta aplicacio´n tambie´n es sobreyectiva. Adema´s, la composicio´n
U˜ pi−→ U(R) σ−→ U˜
es la identidad (por definicio´n de σ y pi). De aqu´ı es sencillo concluir que
tanto σ como pi son biyectivas. 
Los lemas anteriores tienen como corolario inmediato el siguiente
resultado, el cual como ya hemos mencionado constituye una
generalizacio´n del Teorema de Poincare´-Birkoff-Witt enunciado al comienzo
de este cap´ıtulo.
Teorema 4.4. Sea R un a´lgebra de Lie conforme no lineal, y sea
A = {ai : i ∈ I} una base ordenada de R. Sea U(R) el a´lgebra de
ve´rtices universal envolvente asociada a R (dada por el Teorema 3.4.4), y
sea pi : T (R)→ U(R) la proyeccio´n cano´nica. Entonces el conjunto
B = {pi (ai1 ⊗ · · · ⊗ ain) : i1 ≤ i2 ≤ · · · ≤ in , n ∈ Z+}
constituye una base para U(R).
Es decir, U(R) es un a´lgebra de ve´rtices libre sobre R.
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