ABSTRACT
INTRODUCTION
System neuro-identification is important not only to predict the behavior of the system, but also for providing an appealing system parameterization, which can later be used in the synthesis of control algorithms, since mathematical characterization is often a prerequisite to observer and controller design, see for instance [1] [2] [3] [4] [5] [6] [7] [8] [9] [10] and the references therein.
Neural identification models usually employed are the dynamic ones, being their weights mainly adjusted using gradient and backpropagation algorithms or their robust modifications [3] [4] [5] [6] [7] [8] [9] [10] . Most used robust modifications in neuro-identification are the  , switching- , 1  , parameter projection, and dead zone [3] [4] [5] [6] [7] [8] [9] [10] which avoid the parameter drift. Nevertheless, these modifications, at present, can not ensure that the prediction error converges asymptotically to zero in the presence of approximation error and bounded disturbances.
For instance in [3] , the identification of a general class of uncertain continuous-time dynamical systems was proposed, and a  -modification adaptive law for the weights of recurrent high-order neural networks (RHONNs) was chosen to ensure that the state error converges to the neighborhood of the origin, which can be arbitrarily reduced by setting a sufficiently large number of high-order connections in the RHONN model.
In [4] , dynamic NNs with a gradient descent algorithm for weights adjustment were used to identify a general class of uncertain nonlinear systems. Under the crucial assumption that the unknown system can be exactly modeled by a NN model, that is, the disturbance and approximation errors are identically null, it was shown that the state error converges asymptotically to zero, whereas the weight errors remain bounded or, in case that the hidden-layer activation function signal is persistently exciting, the weight errors converge to zero.
Similarly, also others relevant works, such as [5] [6] [7] [8] [9] [10] , showed that the dead zone, modified −  rule, and 1  -modification and others robust modifications can be used in weight adjustment laws to make the entire identification process stable in the presence of approximation error and disturbances.
Although the assumption of free disturbance may be interesting from a theoretical point of view, from a practical perspective it is a restrictive assumption since the presence of approximation errors are, in general, unavoidable, since the structure of the unknown system and the neural model are unrelated. It is well-known that adaptive laws designed for the disturbance or modeling error free case may suffer from parameter drift [11] . In fact, this lack of robustness in adaptive systems in the presence of unmodeled dynamics or bounded disturbances was reported in the early 1980s. Several robust modifications to counteract this [11] have been proposed since then.
Hence, in this paper we propose a robust modification for the weight adaptive law in neuroidentification problems which ensures, in contrast to previous works, that the residual prediction error converges to zero in the presence of approximation error and disturbances, provided that some conditions on the design parameters are satisfied. The adaptive law consists of a leakage modification of a standard gradient descent algorithm. However, in contrast to commonly leakage modifications [3] [4] [5] [6] [7] [8] [9] [10] which aim at stability in the presence of approximation errors and disturbances, we introduce the leakage term here for, in addition to stability, ensuring that the residual prediction error converges to zero. More precisely, it is show by using usual Lyapunov arguments and an adaptive bounding technique [12] that the residual prediction error converges asymptotically to zero, whereas the others error signals remain bounded. 
LINEARLY PARAMETERIZED NEURAL NETWORKS
Linearly parameterized neural networks (LPNNs) can be expressed mathematically as
where
is the so-called basis function vector, which can be considered as a nonlinear vector function whose arguments are preprocessed by a scalar function
are integers strictly positive. Commonly used scalar functions ( ) ⋅  include sigmoid, tanh, gaussian, Hardy's, inverse Hardy's multiquadratic, etc [3, 13] . However, here we are only interested in the class of LPNNs for which ( ) ⋅  is bounded, since in this case we have,
being 0  a strictly positive constant.
The class of LPNNs considered in this work includes HONN [3] , RBF networks [13] , wavelet networks [14] , and also others linearly parameterized approximators as Takagi-Sugeno fuzzy systems [15] . Universal approximation results in [3, 13, 14, 15] indicate that:
, where 
where ⋅ denotes the absolute value if the argument is a scalar. If the argument is a vector function in n ℜ then ⋅ denotes any norm in n ℜ .
PROBLEM FORMULATION
Consider the following nonlinear differential equation
is a vector of time varying uncertain variables and
is a continuous map. In order to have a well-posed problem, we assume that V U X , , are compact sets and F is locally Lipschitzian with respect to x in
, such that (4) has a unique solution.
We assume that the following can be established
f is an unknown map, h are internal or external disturbances, and 0 h , such that 0
, is a known constant.
Hence, except for the Assumption 1, we say that ( )
is an unknown map and our aim is to design a NNs-based identifier for (4) to ensure the asymptotical state error convergence, that is, the state error converges asymptotically to zero, which will be accomplished despite the presence of approximation error and disturbances.
IDENTIFICATION MODEL AND STATE ESTIMATE ERROR EQUATION
We start by presenting the identification model and the definition of the relevant errors associated with the problem.
Let f be the best known approximation of f, n n B × ℜ ∈ a scaling matrix defined as
, and ( ) ( ) ( )
Then, by adding and subtracting ( )
Remark 1: It should be noted that if the designer has no previous knowledge of f, then f is simply assumed as being the zero vector.
From (3), by using LPNNs, the nonlinear mapping ( )
is an "optimal" or ideal matrix, which can be defined as
 is a strictly positive constant, Ŵ is an estimate of * W , and ( )
is an approximation error term, corresponding to * W , which can be defined as
The approximation, reconstruction, or modeling error  is a quantity that arises due to the incapacity of LPNNs to match the unknown map ( ) u x g , . Since X, U are compact sets and from (2), the following can be established Assumption 2: On a region U X × , the approximation error is upper bounded by (11) where 0  , such that
, is an known constant.
Remark 2: Assumption 1 is usual in identification or robust control literature. Assumption 2 is quite natural since g is continuous and their arguments evolve on compact sets. The previous knowledge of upper bounds for approximation error and disturbances is common in the robust online parameter estimation literature. For instance, the dead zone algorithm uses a previous knowledge of bounds for the approximation errors, as can be seen in [5, 6] , or disturbances, as reported in [11] . h , and 0  to be the smallest constants such that (2), (5), and (11) are satisfied. 
Remark 6:
Notice that the proposed neuro-identification scheme is a black-box methodology, hence the external disturbances and approximation error are related. Based on the system input and state measurements, the uncertain system (including the disturbances) is parameterized by a neural network model plus an approximation error term. However, the parameterization (8) is motivated by the fact that neural networks are not adequate for approximating external disturbances, since the basis function depends on the input and states, whereas the disturbances depend on the time and external variables. The aim for presenting the uncertain system in the form (8) , where the disturbance h is explicitly considered, is also to highlight that the proposed scheme is in addition valid in the presence of unexpected changes in the systems dynamics that can emerge, for instance, due to environment change, aging of equipment or faults. The structure (8) suggests an identification model of the form
where x is the estimated state,
is a positive definite feedback gain matrix introduced to attenuate the effect of the nonzero uncertainties and the initial condition 0
x . It will be demonstrated that the identification model (12) used in conjunction with a convenient adjustment law for Ŵ , to be proposed in the next section, ensures the asymptotic convergence of the state error to zero, even in the presence of the approximation error and disturbances.
Remark 7:
It should be noted that in our formulation, the LPNN is only required to approximate
(whose magnitude is often small) instead of the entire function
. Hence, standard identification methods (to obtain some previous f ) can be used together with the proposed algorithm to improve performance.
By defining the state estimation error as
, from (8) and (12), we obtain the state estimation error equation
.
ADAPTIVE LAWS AND STABILITY ANALYSIS
Once the identification model and the relevant error equations associated with the problem of estimation were presented, the following step is the design of adaptive laws for the weights to achieve desired stability and convergence properties. Typically, in the literature [3] [4] [5] [6] [7] [8] [9] [10] , this is performed based on Lyapunov-like analysis via an enlargement process, where the error equation previously determined is used. Therefore, suitable weight adaptive laws are chosen to make V  , a time derivative of a Lyapunov function candidate V , negative semi-definite outside a ball whose radius is proportional to the worst-case of approximation error. However, this procedure ensures only practical stability. In this section we remove the aforementioned drawback by using dynamic leakage gain to make the Lyapunov derivative negative semi-definite in all error space. This choice is motivated by the fact that dynamic leakage gains can be considered as bounding functions and then can be used to dominate positive terms in V  and hence improve the performance. Dynamic leakage gains have been used previously in [16] .
Before presenting the main theorem, we state a fact, remark and lemma, which will be used in the stability analysis. 
Remark 8: The first equality in (14) leads to the following inequality: Lemma 5.1: Let a scalar bounding function be given by 
By taking the derivative of (20) along (16) we obtain
Furthermore, based on (16) and (18) We now state and prove the main theorem of the paper.
Theorem 5.1:
Consider the class of general nonlinear systems described by (4), which satisfies Assumptions 1-2. Let the weight law be given by
where ˆis given by ( By evaluating (30) along the trajectories of (13), (16) and (23), and using the representation , and (24), the Lyapunov derivative can be written as
Furthermore, by using Remark 8, condition (27), Lemma 5.1, and notation (29), the Lyapunov derivative (32) can be upper bounded as 
Further using (26) and rearranging terms, we obtain 34) reduces to Thus by using Lemma 5.1 and rearranging terms in (36), we finally obtain x is uniformly continuous. Thus from (13), it follows that x  is bounded. Hence by Barbalat´s lemma [11] , we conclude that
Remark 9:
Conditions (18), (24), and (26) are trivial since them are defined by the user according to a desired performance. Condition (25) implies the previous knowledge of upper bounds for the approximation error and disturbances. Conditions (27) and (28) require at least that the sign of some entry of * W and bounds for the ideal weights are known. The previous knowledge of bounds for the modeling error and ideal weights is not peculiar to the proposed scheme. Most robust modifications in the literature, as for example, switching- , parameter projection, and dead-zone require a priori information on the plant or modeling error for ensuring stability, as reported in [3, 5, 6, 11] . Despite the aforementioned drawback, the relevance of the proposed algorithm consist in the introduction of a new robust modification and the establishment of conditions, on the design parameters, for which the residual prediction error converges to zero, even in the presence of approximation error and disturbances. 
SIMULATIONS
To illustrate the application of the proposed scheme, we consider an engine model operating under idle [17, 18] The meaning of the main variables of the model is shown in Fig. 1 ([18] ). Since the engine operation is highly nonlinear system, because it presents time delays that vary inversely with engine speed and is time-varying due to aging of components and environment changes such as engine warm-up after a cold star [17] , and their dynamical equations entail a great deal of uncertainty [18] , the neural parameterization of the engine is relevant and useful. The neural model is valid for any operation points, in contrast to others models derived from steady-state map data and other empirical information.
We (42) is only used for generation of state trajectory, which is used in the implementation of the algorithm.
To identify the uncertain system (41)-(42) the proposed identification model (12) and the adaptive laws (16) and (23) were implemented. The initial eigenvalues of the gain matrix L were freely chosen since the system dynamic is not accessible. The basis function vector was chosen to be very simple, to evaluate the performance of the proposed method in the presence of several approximation errors. Hence, a conservative bound 4  was selected. In the sequence, by a trial and error procedure, the others design parameters were adjusted for providing an adequate transient and residual state error performance. The design parameter were chosen as 53 . 
It should be noted that others large upper and small lower bounds for (44) can be obtained by adjusting the design parameters.
The performance in the estimation of the manifold pressure and engine speed are shown in Figures 2-3 . We can see that the simulations confirm the theoretical results, that is, the algorithm is stable and the residual state error is small. Figure 4 shows the behavior of the weights, where a logarithmic scale is used for the time axis. In Figures 5-6 , we compare the performance and robustness, in the presence of uncertainties, of the proposed algorithm and that in [19] . These figures illustrate several points: 1) the proposed algorithm exhibit robustness in the presence of uncertainties, 2) concerning the residual estimation state error, the proposed algorithm presents good performance, and 3) it is not necessary to use arbitrary high gains to obtain arbitrary small residual estimation state errors, as can be seen from the design parameters (43). 
CONCLUSIONS
In this work, by using Lyapunov-like analysis, we have proved that a robust modification based on a dynamic leakage gain can also ensure residual state error convergence to zero in neuroidentification algorithms, even in the presence of approximation error and disturbances. The proposed algorithm is based on a dynamic  1 -modification and relies on the previous knowledge of upper bounds for the ideal weight, approximation error and disturbances to ensure asymptotic convergence. Although these bounds are usually unknown in practice, the proposed scheme has stability properties similar to others robust modification since it is based on a  1 -modification.
However, in contrast to previous works, the proposed algorithm has better convergence properties, since it can also guarantee asymptotic convergence even in the presence of approximation error and disturbances, if some conditions on the design parameters are verified.
