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Introduction
The ability to represent numbers is a key attribute for both humans and animals. With the biological basis of number being investigated with techniques such as functional imaging (see for example, Hubbard, Piazza, Pinel, & Dehaene, 2005 for a review; Ansari, Garcia, Lucas, Hamon, & Dhital, 2005) , models of number representations are now being proposed that consist of distinct systems to represent real and integer values independently (Feigenson, Dehaene, & Spelke, 2004) . However, this is in contrast to the traditional view that there is one system of number that represents just real values, from and to which we are able to translate integers (Gallistel & Gelman, 2000) and for which there have been successful computational models (Grossberg & Repin, 2003) . This highlights one of the outstanding questions of numerical cognition: what is the relationship between the representation of small and large numbers? In this article we describe a computational model of number detection that combines unsupervised and supervised learning competitively, building upon previous connectionist simulations of cognitive abilities. We use this model to explore the relationship between the proposed representations of approximate magnitudes and precise values to help address this question.
The key phenomenon that we attempt to simulate is the subitization limit (Kaufman, Lord, Reese, & Volkmann, 1949) , defined as the limiting number of items that can be quantified visually almost immediately. This is central to our models of the two separate number representations, which have developed from investigations into numerical processing. For example, in general, models of numerical processing have linked together real and integer forms of number with quantification, and recognised that at the core of numerical cognition there is an abstract representation of number (Dehaene, 1992; McCloskey, 1992) ; this abstract core is perhaps also the foundation of our understanding of time and space (Walsh, 2003) . Such number sense (Dehaene, 1997) has been explored in animals and humans (see for example, Brannon & Terrace, 1998; Wynn, 1998) , with the suggestion that it has a shared ancestry, which has lead to the establishment of the accumulator mechanism as one of the preferred quantification models (Meck & Church, 1983) . However, whilst this mechanism may account for our early understanding of small numbers, it is uncertain what impact this may have on the later development of integer processing, and indeed if the accumulator is biologically plausible (Piazza & Dehaene, 2004) .
With the advent of comparative experiments between nonverbal animals, preverbal humans and psychophysical techniques, improvements in our understanding of the biological basis of number have helped to locate areas of animal and human brains that appear to explicitly encode number (Thompson, Mayers, Robertson, & Patterson, 1970; Dehaene, Dehaene-Lambertz, & Cohen, 1998; Stanescu-Cosson et al., 2000; Nieder, Freedman, & Miller, 2002; Simon, Mangin, Cohen, Le Bihan, & Dehaene, 2002; Brannon & Terrace, 2002; Nieder & Miller, 2003; Dehaene, 2003; Walsh, 2003; Orlov, Amit, Yakovlev, Zohary, & Hochstein, 2006) . However, the existence of these 'number neurons' does not quite explain whether they form the foundation of our proposed magnitude or precise value representations. The key to understanding whether there are one or two core systems of number appears to lie in the way in which small numbers are detected and reasoned about.
The subitization limit provides a focus upon which the proposed core systems of number can be explored because of the recorded increase in error rates or reaction times in adults in quantifying a visual stimuli consisting of increasing quantities. This discontinuity in discrimination, thought to occur at about a quantity of four, is traditionally understood as a result of the deployment of the different quantification processes, such as subitization and counting (Mandler & Shebo, 1982) , associated with visual processing of pre-attentive information, or through guided attention respectively (Trick & Pylyshyn, 1994) . In humans, one clear influence is the development of language (Dehaene, Spelke, Pinel, Stanescu, & Tsivkin, 1999; Gelman & Butterworth, 2005) , which underlies processes such as counting and allows us to draw a distinction between visual (subitization) and linguistic (counting) numerical processing. However, with evidence for numerical reasoning in animals (Brannon & Terrace, 1998; Orlov et al., 2006) , and with some doubt over the evidence for the existence of a limit (Gallistel & Gelman, 2000) , the influence of language in numerical development has recently been suggested as playing a lesser role (Gelman & Butterworth, 2005; Varley, Klessinger, Romanowski, & Siegal, 2005) .
Once a quantity has been apprehended, whether through a process of subitization or counting, our understanding of number is subject to three other notable phenomena.
First, the number size effect refers to the increase in difficulty in processing larger numbers. Second, the numerical distance effect refers to the increasing ease with which numbers can be discriminated when the distance between them becomes larger (Dehaene, 1997) . Third, the first two phenomena are linked by the Weber and Fechner laws for discriminating stimulus threshold increments, the latter of which has recently been supported by psychophysical evidence (Dehaene, 2003) . These phenomena provide us with characteristics that our models must explain, and these depend upon the mechanisms used for representing numbers. However, whilst the number size and numerical distance effects perhaps describe the behaviour of the individual representations, the subitization limit is related to the way in which these representations interact. Here, with two core systems of number, the implication is that the limit results from the way in which the representations are deployed. This limit is manifest in the crossover point between the two core systems, in contrast to the more traditional view that with just one system of number, the limit must result in some way from the translation from real values to integers.
In this article, we describe a computational model of small number detection in which we integrate an approximate magnitude and precise value representation of number. We combine both representations using a multiple neural network (multi-net) model with a competitive learning strategy. Here, we combine unsupervised learning in a supervised learning architecture by using a self-organising map (SOM) (Kohonen, 1982) and multilayer perceptron with the mixture-of-experts (ME) architecture (Jacobs, Jordan, & Barto, 1991) . This model brings together the neurophysiologically motivated SOM, used with some success for simulating aspects of vision (cf. Cameron, Grossberg, & Guenther, 1998) , with the ME architecture, itself motivated by the simulation of 'what' and 'where' processing, but with a robust statistical foundation. The combination of these two learning strategies allows us to build a model of small number detection trained with varying parameters to simulate the dominance of either number representation. In contrast to previous approaches (for example, Peterson & Simon, 2000; Domijan, 2004) , we train our model using data that simulates the exposure children have to different quantities, modelling this through analysis of a corpus of spoken language. The results demonstrate how the combination of both representations can lead to a simulation of the subitization limit, where the discontinuity depends only upon the speed at which each representation learns how to represent numbers. In section 2 we describe our modelling approach. Section 3 details the proposed model and method for constructing the training data (equations and learning algorithm used in our study are provided in Appendix A and B respectively). Section 4 describes the experiments performed, together with the results, relating these to previous computational work to behavioural studies. Finally, in section 5 we discuss the implications of this work within a wider context, and propose further directions for research.
Modelling approach
Several models of numerical processing, and in particular those describing quantification, have been developed that incorporate some form of number representation. Evidence from these psychological models (McCloskey, Caramazza, & Basili, 1985; Dehaene, 1997) , and more recently from psychophysical experiments (Nieder et al., 2002) , seems to provide us with a consistent picture of the form that such a number representation must take. Here, phenomena such as the number size and numerical distance effects, Weber and Fechner laws, and evidence for neurons that are associated with particular quantities (Nieder & Miller, 2003) , points to a mental number line as the foundation of numerical knowledge (see for example, Dehaene, 2003) . Much evidence also suggests that this number line is formed through the use of an accumulator mechanism (Cordes, Gelman, Gallistel, & Whalen, 2001 ) and some form of topographic spatial representation of number (Simon et al., 2002) . There is also a distinction between the existence of dedicated neural circuitry for 'number sense' in contrast to the use of existing cognitive functions, such as language, for acquired mathematical abilities, such as multiplication . This perhaps explains further the distinction that has been drawn between the two proposed representations of number.
The process for detecting numbers allows us to explore number representations. In particular, models of subitization and counting have been developed that explore the distinction between what is thought to be visual and linguistic processing, respectively. Whilst Gelman and Gallistel (1978) preferred to attribute subitization to a form of preverbal counting, Mandler et al. (1982) argued that we learn to subitize through the recognition of canonical patterns. This has had substantial opposition from Wynn (1998) , who argues that the ability to subitize is inborn and shared with other species. In contrast, counting is the learnt symbolic process by which an accurate, cardinal value for the numerosity of a set of items can be determined through the use of a serial set of rules (Fuson, 1988) , and unlike the preverbal mechanism proposed for subitization, counting appears to rely upon the development of language.
Neural simulations of subitization have concentrated upon either psychologically or biologically plausible mechanisms, exploring the use of a spatial number line to explain phenomena such as the number size and numerical distance effects, and hence the subitization limit (Dehaene & Changeux, 1993; Peterson & Simon, 2000; Ahmad, Casey, & Bale, 2002; Domijan, 2004) . In contrast, models of counting have concentrated upon the implementation of the counting procedure (Amit, 1988; Hoekstra, 1992; Rodriguez, Wiles, & Elman, 1999) , but have also simulated the acquisition of the number-word sequence (Ma & Hirai, 1989; Ahmad et al., 2002) . Table 1 summarises the different neural models that have been proposed. Dehaene and Changeux (1993) first simulated subitization using a series of pre-defined networks that could convert a visual scene into an internal, abstract representation of number. Here, attempts were made to ignore location and size characteristics of the input, with learning of the association between the detected number and the required output. By using a topographic representation, they demonstrated an ordered number line, demonstrating both Fechner's law and the distance effect, with the subitization limit attributed to both the internal representation of numerosity, together with the accuracy of the visual normalisation. Ahmad, Casey and Bale (2002) also simulated visual subitization with modules for object normalisation and numerosity representation. Object normalisation was achieved using two sequentially connected networks that operated on the visual scene to produce a scale and translational invariant output. This normalised output was then presented to a SOM that learnt the topographic relationships between different numerosities, much like the model by Dehaene and Changeux (1993) The use of an MLP for connectionist simulations is a traditional method despite its apparent biological implausibility. They simulated the subitization process to produce a precise value representation by mapping a visual scene to a distinct value. However, their conclusions regarding the subitization limit in their MLP based SUBIT-PDP are similar to those of Dehaene and Changeux, noting that the limit appears to be consequent from the interaction between the number of hidden units and the size of the visual scene.
With counting, despite its recognised foundation in the development of language, the majority of simulations have focused on the counting procedure with temporal processing. For example, Amit's (1988) chime-counting multi-net simulation identified temporal sequences of stimuli using delayed synapse connections, with inputs preprocessed by a Hopfield network. Similarly, Rodriguez, Wiles and Elman (1999) focused on temporal processing in their model of formal language processing. Here, the recurrent backpropagation through time (BPTT) network was used to count a string of letters, the quantity of which was used to predict the length of a second string. Since both these temporal simulations explore the counting process without language, they can be taken as models of either language-based or preverbal counting.
In contrast, Ma and Hirai (1989) concentrated on the development of the number-word sequence. They used the combination of a heteroassociative network and a recurrent inhibitory network, with results demonstrating conventional, stable nonconventional and nonstable elements of number-word production (see for example, Fuson, Richards, & Briars, 1982) . A similar approach was taken by Ahmad et al. (2002) , who modelled the act of pointing at each individual object whilst repeating the word representing that number to establish a one-to-one correspondence. The results were compared with those observed in children, demonstrating a similar level of errors in the production of word sequences and in pointing.
Whilst these models have focused on individual quantification abilities, in order to explore the core systems of number it is important to explore the possible differences in the way in which integer and real (non-integer) numbers may be processed. Simulations of subitization have implicitly included the translation of real to integer values, with magnitudes represented on a notional number line that are coupled to discrete outputs (cf.
Dehaene and Changeux's output clusters). Whilst this translation is not bi-directional, the implication appears to be that there is just one core system of number that operates on real values. In contrast, simulations of counting have focused upon temporal stimuli to produce integer-valued outputs. This temporal processing is a key aspect of precise valued quantification.
Two models have recently attempted to bring together real values, integers and temporal processing into a single architecture for multi-digit comparison. Grossberg and Repin's (2003) SpaN and ESpaN models incorporate a spatial numerical representation of number that learns to order quantities, motivated by the visual processing stream. Temporal processing is included in the pre-processing stage on the input, which is used to build an analogue value, constructed using the accumulator mechanism. The analogue value is input to the spatial representation. In the SpaN model, this spatial representation consists of just one-dimension to model a number line, exhibiting Weber's law in its organisation.
In the extended ESpaN model, multi-digit categories are mapped against the number line with a two-dimensional representation, hence allowing the translation of real to integer values. This model of multi-digit comparison suggests the idea that there is a single real valued core system of number, especially with pre-processing of inputs to normalise temporal and atemporal stimuli using an accumulator mechanism. However, whether the use of an accumulator fits with observed behaviour is still uncertain (see for example, Piazza & Dehaene, 2004) , nonetheless aspects of the mechanism have proven viable in computational models and for pre-processing (cf. Amit, 1988; Ahmad et al., 2002) .
Grossberg and Repin's key idea for the SpaN model is that spatial numerical processing has developed within the 'where' processing stream, whereas they associate multi-digit numbers with the 'what' processing stream (cf. Carpenter, Grossberg, & Lesher, 1998) .
A similar modular approach to cognitive simulation was developed by with the supervised learning ME architecture, first used to simulate 'what' and 'where' processing. They argued that it is appropriate to consider the modular nature of connectionist models at the level of networks, rather than at the level of individual neurons or layers because intuitively we can crudely equate areas of the brain with individual networks, rather than just neurons and layers within a network. A modular approach with unsupervised learning has also been taken by Cameron et al. (1998) , when they combined together self-organising networks for visual navigation (motivated by biological mechanisms).
In this paper, we use these different approaches to construct a computational model of number detection using self-organisation within the ME architecture. In a similar way to Grossberg and Repin and other previous simulations of subitization, we develop a spatial representation of number that uses a SOM to form a number line. However, we combine this spatial magnitude representation with an independent representation for precise values that uses a supervised approach to connectionist simulations with an MLP, building on the counting simulations described above. Both representations are combined in a single ME architecture to allow each to compete to perform the number detection task. In this way, we compare computationally the capabilities of each simulated representation in order to better understand the interaction between the proposed two core systems of number.
Simulating small number detection
Our Competitive Detection Model (CDM) consists of four processing elements: preprocessed input, magnitude representation, precise value representation, and combined output detection (Fig. 1 ). For our model of approximate magnitudes, we use a spatial representation of number formed by a topographic map using a SOM. This fits well with studies of the biological basis of number representation in animals, which seem to demonstrate that groups of neurons encode specific quantities, as well as with other topographic and competitive simulations that learn to organise number spatially to exhibit known behavioural characteristics, such as the numerical distance and size effects. The topographic properties of SOM are critical for simulating such a spatial representation, where the magnification factor (Kohonen, 1982) phenomenon facilitates the generation of a compressive number line by making certain assumptions about the training regimen and data. In contrast, our model of precise values uses the traditional MLP with backpropagation approach to map a visual scene to a precise value.
To exploit the magnification factor in SOM learning, we weight the presentation of lower valued quantities during training. Typically, equal frequencies of training objects have been presented in such simulations (except Dallaway, 1994) , and this is perhaps due to the difficulty in justifying any bias in numerical development. However, such a bias is at least intuitive when we consider the development of symbolic number understanding as characterised by linguistic sources of child and carer language. It can be argued that in learning to count or perform arithmetic, children are more frequently exposed to the lower numbers (such as in rote learning activities). To understand this, we analysed two corpora of linguistic information to determine the frequency of number words. The British National Corpus (BNC), which includes 4,124 spoken and written texts (Burnard, 1995) , shows that this intuitive view is correct: the lower the number, the higher the frequency. Exceptions to this are particular number words peculiar to the spoken decimal system, such as 'ten' and 'twenty', which are more frequent. However, whilst this general language corpus contains a large sample of texts, it is necessarily focused on adult language, and hence does not demonstrate the extent to which children are exposed to particular numbers, as might be expected during the development of numerical skills.
Consequently, we performed the same number word analysis of a small corpus of conversations held between young children and adults contained in the CHILDES database (MacWhinney, 2000) .
This corpus consists of transcriptions of 299 recorded conversations with British children ranging in age from 1½ to 5 years old (Wells, 1981) . Performing a similar word analysis as that performed on the BNC gives rise to a model with a far higher bias towards lower numbers, which appears to decrease rapidly according to the inverse power of the number. Although this analysis provides us with evidence for the bias apparent in numerical language development, it does not tell us the effect that visual stimuli may have on numerical development (if there is such an effect at all). Here, we make the assumption that a similar visual phenomenon occurs, perhaps expressed through ideas such as the learning of canonical patterns for subitization (Mandler & Shebo, 1982) .
We assume that each system has the same input, formed through a process of modality and temporal invariance to give an accumulated analogue value. Here we follow the work of Grossberg et al. (2003) to use the accumulator as a pre-processing mechanism.
However, whilst this assumption replaces any modelling of sensory processing that occurs in the brain prior to quantification, we recognise that such processing may actually play an important role in numerical abilities itself because the analogue representation is used to help associate quantities together in the magnitude representation. The role of this pre-processing has been partly explored in previous simulations where it has been used to abstract an analogue value from a visual scene through a process of scale and translational invariance (Ahmad et al., 2002) . However, the use of an accumulator is still a matter for ongoing debate.
With both representations competing on the analogue input in parallel, we observe the behaviour developed through a process of learning. To achieve this we use the ME architecture, which allows experts, in our case the different representations, to compete, rewarding the winner by allowing it to learn more on the selected input pattern. The constraint that this places on the model is that the output from each expert is of the same form; the output from the approximate magnitude representation, which is modelling a number line, must be the same as the output from the precise value representation. The translation between magnitudes and precise values at this stage is necessitated by architectural constraints, and is motivated by the assumption that approximate magnitudes can be mapped to precise values, given the approximate nature of this real number representation and the assumption that this is negligible for sufficiently small numbers. The model takes a processed sensory input encoded as an analogue value and learns to transform this into a symbolic output by associating together many such values during training. This transformation is achieved through two different learning processes.
First, the magnitude representation learns to order the quantities, much like the experiments performed with rhesus monkeys (Brannon & Terrace, 1998) , to form a number line. This internal ordinal representation consists of self-organising process driven by the analogue inputs, coupled to a feedback driven translation to a symbolic output. Second, and in contrast, the precise value representation learns to label each analogue input directly without exploiting ordinality.
In the CDM, the pre-processed input is supplied to both the magnitude and precise value representations. These operate in parallel on input to produce an output that is weighted by the output detection stage according to an assessment of the input. This weighting is achieved by estimating which representation will give the best response, an estimate that is refined during training using the ME learning algorithm. (Appendix A comprises the equations used for each of the networks.)
Pre-processed input: in simulating different representations of number, several approaches to input stimuli have been taken. Whilst some have defined the input as abstract magnitudes, others have attempted to simulate a visual scene (McCloskey & Lindemann, 1992; Anderson, Spoehr, & Bennett, 1994; Dallaway, 1994) . We use an analogue form of input that has an overlap for each successive value. The motivation for this is based upon the representation of an accumulated analogue value, which can be exploited by SOM learning to relate different quantities together and order them appropriately into a number line. For the purposes of this article, we assume that the accumulator mechanism has been used to generate appropriate input vectors, since it has already been extensively described for visual scenes (Ahmad et al., 2002) and modality and temporally invariant inputs (Grossberg & Repin, 2003) . A single input value is used to represent a quantity, with values ranging from '1' to '20', to give 20-dimensional input vectors, as shown in Table 2 . For construction of this input, we use the number word probability distribution obtained from the CHILDES database to generate 2000 training patterns for values from '1' to '20'. Each pattern is generated by selecting a random number of objects using the defined probability model. The distribution of target and sample training data is shown in Fig. 2 .
Magnitude representation: to simulate approximate magnitudes we use two networks connected and trained in sequence (Casey & Ahmad, 2004) . The first network is a SOM used to form the number line. The unsupervised learning algorithm for the SOM facilitates competition between input signals so as to form an ordered map of similar patterns. The analogue form of the input ensures that the ordering produces a number line (see for example, Ahmad et al., 2002) , whilst the frequency of individual training patterns ensures that a compressive representation is obtained. This magnification factor results from the organisation of the prototype vectors associated with each neuron during SOM learning, which depends upon the statistical properties of the input space. If, for example, there is a greater frequency of patterns of one type, then the weights associated with a larger number of neurons will be adjusted to be most like these patterns, in comparison with those of a lower frequency.
The second network is used to translate the output of the SOM into a precise value.
Whilst the SOM uses unsupervised learning, the mapping of the number line to a precise value is achieved using a single layer perceptron (SLP), trained using the delta learning rule (Widrow & Hoff, 1960) . This mapping models the association of precise values to a foundation of numerical magnitudes, with such transcoding central to all of the models of numerical processing discussed. Here we use a simple linear mapping, whereas we could use a bi-directional associative mapping if we were to simulate the proposed bidirectional translation from real to integer values. However, for our purposes, a singledirectional mapping is sufficient. The input to the SLP is formed from the output of the SOM as a single vector that consists of elements representing each of the neurons in the map, such that the winning neuron for an input pattern, as determined by the Euclidean distance, is assigned the value '1', whilst all other neurons are assigned the value '0'. Precise value representation: this builds upon the use of a multi-layer perceptron to simulate symbolic processing. A single layer of hidden neurons is used together with an output layer to assign the analogue input to a precise value through a non-linear mapping, learnt using the backpropagation algorithm (Werbos, 1974; Rumelhart, Hinton, & Williams, 1986) . Whereas the magnitude representation can be visualised as a compressive number line, the encoding of number within the MLP has no neural correlate due to its abstract nature. Our motivation for this form of representation comes from the traditional route of simulating symbolic processes using an MLP (for example, Peterson & Simon, 2000) . Instead, we will look at the activation values resulting from the network's output layer in order to further understand the operation of this representation.
Output detection: the final stage of the system combines the outputs of both the magnitude and precise value representations. The combination is weighted depending upon the particular input stimuli presented. This is achieved using the gating network from the ME architecture, which combines the output of each expert (magnitude or precise value representation) to produce the best combination by estimating the posterior probability of a correct response, learnt from the training data. This competitive process uses a winner-takes-all scheme where the weighting is also used to control learning in each expert (Jacobs, Jordan, Nowlan, & Hinton, 1991) .
Training of the system proceeds on each training pattern individually for the required number of epochs. (Details of the algorithm are in Appendix B.) Once the output for a given input has been calculated, the target value is presented to generate an error signal as per a supervised learning scheme. Prior to each expert learning from the input and target, the gating network is trained upon the posterior probability of each expert being correct.
The posterior probabilities are used to weight the learning of each expert independently, hence implementing the required competitive learning scheme. Whilst the learning in the precise value representation follows that of the backpropagation algorithm, the approximate magnitude representation requires both networks to be trained in sequence. This is achieved using a sequential learning algorithm that relies upon the use of an unsupervised network within the sequence (Casey & Ahmad, 2004) .
Simulations and results
The modular CDM is designed to decompose the detection task to two experts, one expert represents approximate magnitudes, and the other precise values. This automatic decomposition through training allows us to explore small number detection through the seamless integration of magnitudes and precise values; we have assumed that small magnitudes can be translated into integers with negligible noise.
The integration of the two representations depends upon the capabilities of each, as determined by their competitive combination. In order to quantify the conditions under which the model exhibits a crossover between the two representations, we vary the model parameters to affect the capability of each representation to represent numbers and translate these into a precise-valued output. Training of each system on the CHILDES data set is intended to simulate the development of the number representations in children. Once trained, we test the model on the range of numbers within the input space to determine which of the experts dominates on the detection task, noting the crossover point between expert allocation. In this simulation, the crossover point is assumed to model the subitization limit, where one representation dominates detection for lower numbers, whilst the other dominates for higher numbers. Under this scenario, the allocation of experts is dependent only upon the input stimulus, and is learnt during the training period, influenced by the topologies and parameters for each network. It can be argued that the training regimen described above is our attempt to simulate ontogenetic development.
Details of the network topologies and learning parameters for the simulations using the CDM are given in Table 3 , following the model equations (in Appendix A), and the algorithm (in Appendix B). Although the system consists of a number of parameters that can be varied, we focus upon three only, as these have a direct relationship to the capabilities and allocation of each expert. First we vary the size of the one-dimensional SOM (M) in order to determine the capability of the magnitude representation to learn to detect the presented range of numbers. With a small map size, detection is potentially more difficult because there are fewer neurons available to represent all of the training patterns. This is further compounded by the skewed nature of the training data, which biases lower numbers (as per the CHILDES probability model). With a higher frequency of low-numbered training patterns, a larger number of neurons in the map should be allocated to these patterns. In contrast, the lower frequency patterns will be allocated to far less neurons (if any), modelling the noise expected with this representation for higher numbers. By varying the map size, we can determine the effect of too few or too many neurons, and hence the highest number that can be sufficiently represented without being overcome by noise in the translation to an integer.
Second, we also vary the number of hidden neurons in the precise value MLP (N) to explore the ability of the network to represent low and high numbers. Within an MLP, by adding hidden neurons the network is capable of modelling a greater degree of complexity. Typically, such increased complexity can lead to overfitting of the network, where the network models too closely the training data at the detriment of generalisation.
By having a sufficient number of hidden neurons, the MLP should be capable of mapping the input patterns to the precise value output. However, with insufficient neurons, it is reasonable to expect the network to successfully map only a small number of inputs.
Third, we vary the learning rate of the transcoding SLP (L). Whilst fixing the topology and learning parameters of the SOM and MLP, we can vary the allocation of the magnitude and precise value representations by increasing or decreasing the speed at which the transcoding from magnitude to precise value is learnt. This in effect models the development of categorical learning of precise values against a foundation of magnitude numerical knowledge. For example, if the magnitude representation is well established prior to the representation for precise values, then the speed at which the transcoding can be learnt will reflect directly on the integration of the two representations.
We used SOM map sizes from M=10 to M=100 with step size 10, MLP hidden layer sizes from N=1 to N=10 with step size 1, and transcoding learning rate L=0.1 to L=1.0 with step size 0.1, giving a total of 1000 different configurations of the system. For each system in which we varied M and N, we initialised each network's weights with random real number values, selected using a normal probability distribution of mean 0, standard deviation 1. For a particular system topology (M and N) the same initial weights were used for each value of the learning rate parameter L. Each system was trained on 10 presentations of the 2000 training examples (20,000 time steps t).
Detection responses
The trained systems were tested on the inputs '1' to '20'. For each test, the highest consecutive allocation of either expert producing the correct response was noted. We take only consecutive correct responses to ignore any noise present at the crossover point between the representations. Finally, to help evaluate the behaviour of the model, we record the allocation of patterns within the SOM, together with the ability of the SLP and MLP to output the correct precise value responses.
First, all of the 1000 systems learnt to detect small numbers, with a consecutive minimum of '2' correctly detected, and maximum '12' (mean 6.0, standard deviation 2.4). This range of abilities is an expected result of the variation in network topology across the trials, which induces a variety of capabilities for the system to learn the given task.
Second, we note that, irrespective of the generation of correct responses, the magnitude representation was used solely in 25.1% of the trials, and the precise value representation solely in 61.8%. In the 13.1% of simulations in which both representations were used, magnitudes were allocated to the lower numbers in 11.4% of the trials, whilst precise values were allocated to the lower numbers in only 1.7%. This profile suggests that, since the allocation of experts depends upon the speed at which each learns the task, the MLP is typically better at learning the detection task early on in training, in contrast to the SOM and the transcoding SLP. More importantly, given the use of two independent number representations, our model is at least capable of simulating the full range of scenarios of number detection: magnitudes only, precise values only, magnitudes then precise values, and precise values then magnitudes.
Whilst the system tends to favour the precise value expert in combination or exclusively, we are particularly interested in understanding the behaviour of the system when both experts are seamlessly used for detection. Looking at the subitization limit, we assume that this results from the allocation of the magnitude representation to the lower numbers, and the precise value system to the higher numbers (11.4% of the trials), as measured by consecutive correct responses. In such systems, the limit varies from '1' to '7' (mean 2.8, standard deviation 1.2), whilst the corresponding maximum correct responses vary from '3' to '11' (mean 8.0, standard deviation 2.0). The increase in the limit tends to vary with the transcoding learning rate: with a higher learning rate, a higher limit is produced, which fits well with the observation that the limit depends upon whichever expert can learn the task earlier. For example, in the system with M=40 and N=2, in which both experts were used for detection, the limit varies incrementally from '3' to '5' for learning rates 0.3 to 0.7. We explore this further by looking at the system with L=0.3 only, which has a limit of '3' (close to the average). Although this is not the best performing system, it does demonstrate the general characteristics of the simulated representations, and hence by way of an example we concentrate on this system for the results reported below for the individual representations.
The learnt output activation values for the numbers '1' to '20' for the selected system are shown in Fig. 3 . This shows the weighted activation of the magnitude and precise value experts for each of the numbers in the input space. The weighting of the experts is learnt using the current expert and target outputs. For this system, we examine the rate at which both experts learn to represent numbers in order to determine the factors affecting the overall subitization limit. To achieve this, during training of this selected system, the responses to the test patterns were recorded after each epoch. Fig. 4 depicts the number to neuron allocation of the magnitude representation SOM for our selected system after 10 epochs of training. Each line shows the normalised, inverse distance from each of the vectors '1' to '20'. This inverse is calculated to show the peak activity of the network, such that the activity for neuron i, given input x and SOM weight vectors w, is:
Magnitude representation:
The activity shows that the SOM has learnt to order the numbers from '1' to '20' on the number line (from left to right), and that higher values have fewer neurons, with for example, '2' and '3' represented with a peak of activity for 9 neurons each, '4' with 7, and '5' with 3, which is the highest number to easily discern from this pattern of activity.
Above '6' the remaining neurons represent individual values less, with the difference in distance for successive values becoming far smaller. However, the SOM boundary effects are also evident with the lower number of neurons allocated to '1', whilst the magnification factor is also apparent with the peak of activity seen on the right side of the map for '15', which is more frequent than similar high numbers in the randomly generated training data. It is also important to note that, because of the random selection process and its low probability, there is no training pattern for the number '14', yet it is still represented on the number line in between '13' and '15' in the test responses. Such generalisation is an important aspect of this self-organised representation.
During training, the SOM rapidly learns to represent the numbers, with only 1 epoch required to achieved number ordering. The key difference between this early and later stages of training is the higher number of neurons allocated to '1' and '2'. After 1 epoch, '1' is allocated 8 neurons, and '2' and 14, compared with 5 and 9 neurons, respectively, after 10 epochs. The ability of the SOM to initially represent these low numbers well is matched by the ability of the transcoding SLP to correctly map them to precise values.
These two factors result in the long term allocation of low numbers to the magnitude representation in this particular system.
The characteristics of the magnitude representation demonstrated here result from the way in which the SOM learning algorithm organises patterns topologically, coupled with the probability model used for the training data, which exploits the magnification factor phenomena in the SOM algorithm. For example, if we train the same system on a data set generated using an equal probability model, this gives a uniform distribution of neurons for all of the numbers, with no overlap in the peak allocation (Fig. 5) . For the CHILDES model, smaller map sizes show that the ordering of numbers is still present, but with a far greater overlap and with fewer neurons allocated to each number. For example, with a map size of M=10 neurons, the peak of activity drops significantly from '3' onwards. For larger map sizes, the results show the reverse trend, with higher numbers being clearly distinguished, such as '17' for M=100. However, the variation in map size appears to have little effect on the subitization limit, which remains close to the average of 2.8. It appears that the main effect of the magnitude representation on the subitization limit is restricted to the speed at which the SOM learns to order the numbers, and especially to represent the lower numbers, coupled with the speed at which the SLP learns to map these magnitudes to precise values. The limit is therefore independent of the topology of the representation, and only dependent upon the training data distribution leading to the compressive form of the map and the learning rate.
Precise value representation: in our selected system the precise value MLP learnt to represent the numbers '4', '5' and '8' after 10 epochs (Fig. 3) . Activations for '1', '2'
and '3' were near zero, indicating that the MLP had not learnt the mapping for these patterns, as expected with the competitive learning process and the capabilities of the magnitude representation. Indeed, after 2 epochs the MLP had learnt both '4' and '5'
only. The correct responses from the MLP demonstrate how just 2 hidden neurons can learn to map a restricted number of analogue inputs to a precise value. In contrast, systems with a larger number of hidden neurons show greater capability, with for example 9 hidden neuron systems achieving '11' as the highest consecutive correct response.
In order to understand the capability of our precise value representation, we trained the MLP from our selected system independently from the combined CDM for 10 epochs. To determine the maximum capability of the MLP to represent precise values, we trained the same 2 hidden neuron system for a total of 100 epochs, to understand if the number limitation was a factor of the training regimen. This independent 100 epoch system can successfully detect up to '6', showing that increased training times have little effect on the final response. In contrast, as seen with the results for the CDM with more MLP hidden neurons, larger configuration systems can represent higher numbers. After 10 epochs of training, an MLP with 10 hidden neurons successfully represents up to '8', which increases to '12' after 100 epochs. Each of these results show a bias towards the lower numbers that can be attributed to the training data probability distribution. For example, with the 10 hidden neuron system trained for 100 epochs on an equal probability distribution, the system is capable of detecting up to '19'.
These results demonstrate that the precise value representation has similar characteristics to that of the magnitude representation, albeit achieved using a supervised learning mechanism. Here, network topology affects the maximum detection capability, much like the SOM. However, the most important factor is the speed at which the representation is learnt. Whilst over a long training period the MLP appears better at representing numbers, it is slower at learning the task than the SOM, which is a consequence of the learning parameters and probability model.
Output detection:
we can see from Fig. 3 that the magnitude representation contributes most for the responses to '1', '2', '3' and '15', whilst the precise value representation is used for the remaining numbers. The dotted line shows the threshold (0.5) above which the response is considered to be correct, giving a subitization limit of '3'. This coincides with the early learning of the lower numbers by the SOM and the transcoding SLP, and more particularly with the higher allocation of neurons in the SOM consequent from the magnification factor and the probability model. In contrast, the MLP correctly responds to '4', '5' and '8', but can also be seen to be responding to other numbers, despite the lower activity. In particular, it is possible to see a higher activation for the more frequent irregular numbers in the training data, such as '10' and '20'. This allocation of experts appears to be learnt early during training, with the limit of '3' in place after the first epoch, and with no significant changes occurring in subsequent epochs. The winnertakes-all scheme therefore ensures that individual numbers are allocated appropriately early during training, and this has a direct relation to the subitization limit.
In summary then, the two representations in the CDM successfully compete, and the results indicate that under the test conditions, it is easier for the precise value representation to dominate the processing, despite the SOM learning to represent numbers far earlier than the MLP. Here, it appears that the rate at which the transcoding is learnt affects the overall allocation of experts. In order for the SOM to be favoured, the transcoding learning rate must be high enough for the magnitude to out-perform the precise value representation. Whilst in the majority of cases there is just a single expert for all numbers, in the selected system this allocation is different over a range of numbers. Under these limited conditions, this mechanism can therefore be successfully used to model the seamless integration of the number representations.
Discussion
Our model of small number detection demonstrates two important attributes. First, the model successfully combines unsupervised and supervised learning in a single architecture. In particular we combine a SOM with a SLP sequentially, and this in parallel with an MLP using the competitive ME architecture. This combination of learning strategies allows us to algorithmically select the best method for learning a particular task, and by varying topology and learning rate parameters, we can determine the conditions under which either strategy is deployed. This approach of using a SOM within a supervised learning system (Casey, 2004 ) is similar, for example, to the concept adopted by Cameron et al. (1998) for visual navigation. However, whilst our system is built explicitly to model number detection, its generic combination of sequential and parallel supervised and unsupervised learning components using well-known networks may prove beneficial when applied to other domains.
Second, our connectionist model demonstrates how an analogue number input can be mapped to a symbolic output using two different number representations, as simulated with neural networks. One representation forms an ordinal number line of quantities, whilst the other translates directly into a symbolic value. Both are facilitated by the use of the analogue input, assumed to be formed by an accumulator mechanism. The key point being investigated through this computational model is the way in which the proposed two core systems of number are thought to operate, especially on the detection of small numbers as manifest in the subitization limit. With just a single number representation simulated by a neural network, the role of the subitization limit in number detection is unknown and is typically attributed to the number of hidden neurons, or equivalent, and training data (cf. Peterson & Simon, 2000) . In contrast, with two neural networks simulating independent representations, the limit has a tangible realisation in the selection of which number representations are used, based upon a performance evaluation of their quantification ability. Furthermore, the performance of our two selected models depends more on their interaction via the training data and learning speed.
We have built our model using current psychological and psychophysical evidence, coupled with experiences of previous models of number representations, and trained it using data derived from child spoken language sources. Whilst there is evidence both for and against the use of an accumulator mechanism in quantification, we use the accumulator to pre-process the sensory input to obtain an analogue value that can be exploited to learn ordinality, in the same way as Grossberg et al. (2003) . Our model of approximate magnitudes uses a spatial representation of numbers to form a compressive number line, demonstrating how a one-dimensional spatial map can be constructed through a process of learning to reproduce characteristics such as the number size and numerical distance effects. This can be seen in the map through the noise associated with higher numbers, and the inherent distance between lower and higher numbers consequent from the one-dimensional organisation (Fig. 4) . However, although this spatial model of number is similar to other models (Grossberg & Repin, 2003) , it is more difficult to attribute characteristics of either Weber's or Fechner's law to the allocation of numbers to neurons in our model. The model displays some resemblance to the logarithmic scale of performance for monkeys (Nieder & Miller, 2003) , with fixed variability (see for example, Feigenson et al., 2004) in at least the first four numbers, and hence shows some of the characteristics of Fechner's law, but the results are not conclusive.
We have used psychological evidence from linguistic processing, coupled with connectionist techniques, to construct our models of transcoding and the precise value representation. Transcoding from magnitudes to precise values is performed using a perceptron architecture using supervised learning. This is used to model the association of magnitudes to symbolic numerals, as perhaps occurs in the interaction between the 'where' and 'what' processing streams (Grossberg & Repin, 2003) . In our model, this association is a one-way mapping, but a bi-directional mapping with unsupervised learning is also possible (cf. Ahmad et al., 2002 ).
For our model of the precise value representation we use an MLP with backpropagation to simulate a symbolic process. However, the pattern of activity that results from the MLP does partially resemble a linear number line ( Fig. 6 ) with scalar variability (see for example, Feigenson et al., 2004) . This is similar to the SOM in that the strong activation for the low numbers results from the probability model used to generate the training data, matching the increase in activity over successive training epochs observed by Peterson and Simon (2000) in their SUBIT-PDP system. Our precise value representation does therefore partially reflect current psychological evidence. We also note that our results for the individual MLP confirm those of Peterson and Simon, in that we can observe a discontinuity in the capability of the network in our selected system, which they labelled as the subitization limit.
Our individual simulations of the approximate magnitude and precise value representations therefore appear to be sufficiently appropriate to allow us to model the integration of both for small number detection. The results from our simulations show that by varying key parameters, we can simulate each of the four possible combinations of the two core systems. However, it is important to note that in the majority case, the precise value system was preferred, and that this is attributable to the speed at which the backpropagation algorithm is capable of learning to represent the lower numbers in the MLP, faster than the transcoding mechanism for the precise values can relate the output of the SOM to the overall output, despite the capability of the SOM to organise the patterns early. Such characteristics suggest we can perhaps be resigned to the abstract nature of this computational model, given that certain values of the parameters can be used to produce all four scenarios. What is important is that the integration of the two representations does give rise to a subitization limit that at least models that observed in humans, with value varying around '3' as a distinct discontinuity. This is in contrast to previous models (Dehaene & Changeux, 1993; Peterson & Simon, 2000; Ahmad et al., 2002) in which the limit is attributed to the form of the input and architectural constraints of a single representation. In our model, the subitization limit results from the interaction of two representations, rather than resulting directly from the architecture of just a single representation. The selection of which expert to use for any given input is driven by the input stimulus alone. Although the actual criteria for the selection of representations requires some notion of time and task, our simulation demonstrates how a simple model can be constructed to automatically select representations based upon performance. As a result, the emergent crossover point between the deployment of each representation simulates the subitization limit.
Conclusion
We have shown how a computational model that combines unsupervised with supervised learning can be used to integrate the two core systems of number, simulating the 
A.1 Magnitude representation
We can define the operation of the magnitude representation stage as a sequential system that maps the input vector through a sequence two networks, such that: ( ) 
A.3 Output detection
To combine the output of each representation, we use a gating network as specified in the ME architecture, which maps the input vector to a weight for each of the experts:
Here we select as an SLP with weight vectors for
, w h e r e is the number of experts. By using a softmax activation function GAT m GAT ϕ , we ensure that the sum of each the outputs of the gate equals one, so that each equates to an estimate of the probability of the corresponding expert producing the best response to the input. The i th component of the output vector is:
This enables us to calculate the output of the entire system by weighting each expert, such that the i th component of the output vector y is: 
B.1 Magnitude representation
The weights in the SOM are modified according to the standard weight update rule:
The learning rate parameters are decreased exponentially to promote convergence to a stable set of prototype vectors. We use an exponential learning rate and a Gaussian neighbourhood as suggested by Kohonen (1997) and Haykin (1999) , each varying with time t, where c is the index of the winning neuron, and i the neuron whose weight is being adjusted: τ are the rate at which the learning rate and neighbourhood decrease, respectively, and and the co-ordinates of the winning and current neurons within the map (which in this instance is one-dimensional).
The SLP is trained using the delta learning rule with constant learning rate SLP η :
Note that the standard form of the weight update is modified to include the posterior probability factor , which is determined by the output detection stage, as per the ME learning algorithm (more later). This scaling is not applied to the SOM because it uses unsupervised learning.
B.2 Precise value representation
The MLP is trained using the backpropagation with momentum learning rule, with 
These posterior probabilities are also used to weight the learning of each expert, as discussed above. Here we assume that the selection of expert follows a Gaussian probability model. The output from each representation is combined using a Gaussian probability model trained to allocate processing to each expert based upon the input stimulus alone. The output of the system is the weighted combination of each expert's output. Note the high probability of low numbers, which rapidly decreases with the slight exception of the variation for the irregular number words 'ten' and 'twenty'. (Amit, 1988) Counting Procedure Time-Delay Counting without memory (Hoekstra, 1992) Counting Procedure BPTT Counting with memory (Rodriguez et al., 1999) Heteroassociative Number word sequence storage Number Word Sequence Production Inhibitory Recurrent Number word production (Ma & Hirai, 1989) Second Order Scale invariance
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