An observer watches one of a set of Poisson streams. He may switch from one stream to another instantaneously. If an arrival occurs in a stream while the observer is watching another stream, he does not see the arrival. The experiment terminates when the observer sees an arrival. We derive a formula which states essentially that the expected total time that the observer watches a stream is equal to the probability that he sees the arrival in this stream divided by the intensity of the stream. This formula is valid independently of the observation policy. We also discuss applications of this formula.
1. Introduction. If X is a random variable having an exponential distribution with parameter λ, then EX = λ −1
. In this note we describe a generalization of this formula to nonstationary exponential random variables.
Let us consider the following example. There are two Poisson streams with positive arrival intensities λ i , i = 1, 2. At any epoch t ∈ R + = [0, ∞), an observer watches one of the streams and may switch from one to another instantaneously. If an arrival occurs in stream i while he is watching stream j, j = i, then the observer does not see the arrival.
Such models arise in multi-armed bandit problems in continuous time; e.g., Sonin (1983, 1990 ).
Let X be the time before the observer sees the first arrival. Let X i , i = 1, 2, be the amount of time during [0, X] when the observer watches stream i, so that X 1 + X 2 = X.
He may see this arrival either while watching stream 1 or while watching stream 2. Let p i , i = 1, 2, be the probability that the observer sees the first arrival while he is watching
If X 2 = 0 a.s., the observer watches stream 1 all the time. Then p 2 = 0, p 1 = 1, and X 1 is an exponential random variable. So, in this case, EX 1 = λ −1 1 . Theorem 1 below implies that EX i = p i /λ i , i = 1, 2, independently of the rule according to which the observer watches the streams. If there is a finite or countable number of streams, formula EX i = p i /λ i remains valid. Theorem 1 below gives such a result for the case where the set of streams may be an arbitrary measurable space. In addition to multi-armed bandit problems, possible applications of Theorem 1 include continuous-time Markov decision processes, the analysis and optimization of production systems, and discrete event simulation.
2. Results. Let (A, A) be a measurable space, λ be a measurable real-valued function defined on A such that 0 ≤ λ(a) < ∞, and φ : [0, ∞) → A be a measurable mapping.
We interpret A as an index set and λ(a) as the parameter of an exponential distribution associated with index a ∈ A. We interpret φ(t) as the index chosen at epoch t. Let X be a random variable having a nonstationary exponential distribution with intensity λ(φ(t)) at epoch t, i.e.
Let X B , where B ∈ A, be the part of time X when indexes from B are chosen, i.e.
We note that X A = X. We write m(B) = EX B for B ∈ A.
Let p(B) be the joint probability that X < ∞ and φ(X) ∈ B, where B ∈ A, i.e.
We note that m and p are both measures on (A, A). 
be a function such that f (0) = 0 and f (t) exists and is nonnegative a.e. Then f is nondecreasing a.e. and, for almost any t, if f (t) = 0 then f (t) increases at t. Hence, for almost any
This implies that, for almost any t, either f (t) = 0 or {s :
Choose an arbitrary measurable set B such that λ(a) > 0 for any a ∈ B and define
Then f (0) = 0 and f (t) exists and is nonnegative a.e. We have
where ν is the Lebesgue-Stieltjes measure induced by F. For any C ∈ A,
On setting a = φ(t), we see that
as claimed.
Remark 1. If we make the standard assumption that ∞ × 0 = 0, then formula (1) holds for any B ∈ A. 
holds for any B ∈ A.
If A is finite or countable, we write
3. Example. (Production, reliability.) A device performs an infinite sequence of jobs.
After the device starts a new job, one of two events may occur: (i) the device completes the job or (ii) the device fails. Jobs are always available. If the device completes the job, it immediately starts the next one. If the device fails, it is repaired. After the repair, the device starts a new job. The device may be used in two modes. The performance, reliability, and costs depend on the mode. Modes may be switched at any time. All probability characteristics are exponential. In this model the device is either operative or inoperative. We consider the problem to maximize the expected average reward per unit time subject to the condition that the device operates at least a given fraction of time.
Now we give a precise formulation of this problem. Suppose that a device is either operating (state 1) or failed (state 0). When the device is operating, it may be used in one of two modes, a 1 or a 2 . If the device is used in mode a i , i = 1, 2, during an interval of length ∆t, a failure occurs during this interval with probability λ i0 ∆t + o(∆t), where λ i0 ≥ 0. The probability that the current job will be successfully completed during this and a failure will occur during the processing time of this job with
If the device is used in mode a i , the reward rate per unit time is r i , i = 1, 2.
We may switch the mode at any time. Switching occurs instantaneously and incurs zero cost. When the device is in state 0, the reward per unit time is R, and the repair times τ 1 , τ 2 , ..., i.e. the times that the device spends in state 0, are i.i.d. with mean 1/µ.
Rewards r 1 , r 2 , and R may be negative.
A control policy π is a measurable function π : R + → {a 1 , a 2 }, where π(t) = a i means that, t time units after last entering state 1, the device is used in mode a i . We consider a jump from state 1 to itself as a new entry. Thus, a policy π prescribes which mode should be used t time units after the last start of a new job.
Let R π be the average reward per unit time and P π 0 be the stationary probability that the system is in state 0 when policy π is used. We consider the problem of the maximization of the average reward per unit time subject to the constraint that the stationary probability that the device is failed does not exceed some level q ∈ [0, 1]. In other words, we consider the following problem:
As an application of Corollary 2, we will show that, if a feasible policy exists, an optimal policy π of the following form may be found:
where 0 ≤ t ≤ ∞. We also calculate T.
Let π be a policy and E π be the expectation operator generated by π. We denote by X i the time that the device is used in mode a i , i = 1, 2, during an uninterrupted sojourn in state 1. We write m
When a jump from state 1 occurs, the device may be either in mode a 1 or in mode a 2 . Let p π be the probability that the device is in mode a 1 when a failure or a job completion occurs. The corresponding probability for mode a 2 is 1 − p π . The probability that a failure occurs before a job is completed is
2 ). By Corollary 2,
and
We note that epochs at which the systems enters state 1 comprise a renewal process.
By the renewal reward theorem,
2 )µ −1 and
2 )µ −1 . We have from (6) and (7) that
2 )µ −1 . We solve problem (3)-(4) in two steps. Firstly, we find an optimal value, say p, of p π .
Then we find an optimal policy π. To find an optimal value of p, we solve the following problem:
We assume that λ 20 ≤ λ 10 . If λ 20 ≥ λ 10 , the solution is symmetric. Since (8) 
In Case 1 there is no feasible solution; in Case 2, π(t) ≡ a 2 is an optimal solution;
in Case 3, π(t) ≡ a 1 is an optimal solution. The only nontrivial case is Case 4 where there are infinitely many functions π resulting an optimal probability p. Formula (5) discounted constrained problems when constraints and an objective function are expected total discounted rewards with the same discount factor. This is true basically because the discounting may be interpreted as an addition of an absorbing state to the model. In this interpretation, the discount factor is the transition intensity to move to this state from all other states. Detailed applications of Theorem 1 to Markov decision processes will be considered in a separate paper. It seems that this theorem may have useful applications to
