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Abstract
In this paper we show that the local minimizers of a class of functionals in the C1-topology are
still their local minimizers in W1,p0 (Ω). Using this fact, we study the multiplicity of solutions for a
class of quasilinear elliptic equations via critical point theory.
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1. Introduction
Let Ω ⊂ RN (N  3) be a bounded smooth domain and p > 1. Consider the functional
J (u)= 1
p
∫
Ω
|Du|p dx −
∫
Ω
F(u) dx, u ∈W 1,p0 (Ω), (1.1)
where F(u)= ∫ u0 f (s) ds and f ∈C1(−∞,∞) satisfies
(F ) |f (s)|  α2 + α1|s|β , |f ′(s)|  α4 + α3|s|β−1, where α1, α3 ∈ [0,1], α2, α4 ∈
(0,+∞), p − 1 < β <Np/(N − p)− 1 for 1 < p <N , and |f (s)| α6 + α5|s|β1 ,
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for p N .
In many cases we need to know the answer of the following question:
(Q) If u0 ∈W 1,p0 (Ω) is a local minimizer of J in the C1-topology, is it still a local mini-
mizer of J in W 1,p0 (Ω)?
For p = 2, Brezis and Nirenberg [6] gave a positive answer. For p > 1 and p = 2, their
method does not apply since we have a nonlinear operator. In this paper we shall first give a
positive answer to the above question for p > 2. Then using this positive answer we study
the structure of solutions of the quasilinear elliptic problems
−∆pu= fλ(u) in Ω, u= 0 on ∂Ω, (1.2)
where p > 2; fλ : R → R and λ > 0 is a real parameter.
The background of (1.2) can be found in [23]. The existence and uniqueness of, pos-
sibly multiple, solutions of (1.2) have been studied by the first author in previous papers
(see [10,16–24,38]). Such problems have also been treated by many other authors, see, for
example, [1–3,7,9,13,14,25,26,28–34,39–41] and references therein.
When fλ = λg(s), it was shown in [16] that there exist at least two positive solutions
of (1.2) when λ is sufficiently large provided that g is strictly increasing on R+, g(0)= 0,
lims→0+(g(s)/sp−1) = 0 and g(s)  α1 + α2sθ , 0 < θ < p − 1. On the other hand, the
structure of positive solutions of (1.2) with fλ(s) = λg(s) and g changing sign has also
been studied in [19–21,23].
A solution of (1.2) is a pair of (λ,u) ∈R+ × (W 1,p0 (Ω)∩C10(Ω)) which satisfies (1.2)
in the weak sense.
When fλ(u) = λuq , 0 < q < p − 1, the sub- and supersolution argument as in [22]
easily provides the existence of a unique positive solution of (1.2) for all λ > 0.
As an application of the answer of our question (Q), we shall study problem (1.2) when
fλ is, roughly, the sum of two terms: one has the growth less than p − 1, another one has
the growth larger than or same as p− 1. We consider two types of conditions on fλ:
(i) fλ(s)= λsq + sω for s > 0; here 0< q < p− 1 <ω.
(ii) fλ(s)= λ|s|q−1s + g(s) for s ∈ (−∞,+∞); q ∈ (0,p − 1); g ∈ C1(−∞,+∞) sat-
isfies
(H1) g′(s)  0 for s ∈ (−∞,+∞), g(s)s  0 for any s ∈ (−∞,+∞) and
lim|s|→0 g(s)/|s|p−1 = 0.
In Theorem 3.9 below we show that there exists a positive constant Λ> 0 such that if
λ ∈ (0,Λ), there exist at least two solutions of the problem
−∆pu= λuq + uω, u > 0 in Ω, u= 0 on ∂Ω. (1.3)
Such kind of problems has been studied in [35] by variational method and genus. We shall
obtain Theorem 3.9 by different ideas and provide more information on the solutions. Us-
ing the assumption that ω is an arbitrary positive number, we can only get one positive
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tion on ω. When p = 2, this problem has been treated in [5], but their methods cannot be
easily used to deal with (1.2) here, since the linearization of the operator in (1.2) is difficult
to handle. To overcome the difficulty arising from our operator, we use a scale argument
instead.
In Theorem 4.1 below, we study structure of solutions of the problem
−∆pu= λ|u|q−1u+ g(u) in Ω, u= 0 on ∂Ω. (1.4)
Problem (1.4) with 1 <p <N was discussed in [2] for g with critical exponent.
After we submitted the manuscript, we found out that Theorems 2.1 and 3.9 of Sec-
tions 2 and 3 had been obtained in [4] with different proofs. In [4], the authors considered
the problem
−∆pu= fλ(u) in Ω, u= 0 on ∂Ω,
where fλ(u) = |u|r−2u + λ|u|q−2u with 1 < q < p < r < p∗, p∗ = Np/(N − p) (p <
N), p∗ =∞ (p N).
The main result of [4] is Theorem 1.1 (for p > 1): If u0 ∈W 1,p0 (Ω) is a local minimizer
of J in C1(Ω), then u0 is a local minimizer in W 1,p0 (Ω). Then they use Theorem 1.1 and
the mountain pass theorem to prove the above equation has at least two positive solutions
for all λ ∈ (0,Λ); there is no positive solution for λ > Λ; there exist at least one positive
solution for λ=Λ (Theorem 1.3). From the proof of Theorem 1.1 of [4], we know that the
main work is to prove the uniform C1,α estimate of v# : ‖v#‖C1,α  C (Theorem 1.2, v# is
the same as that in the proof of Theorem 2.1 here).
We should point out that our proof for the principal result (Theorem 2.1) is much simpler
than that of Theorem 1.1 in [4], although we only prove for p > 2 and there are some
hypotheses on f ′ (see hypothesis (F )). Theorem 3.9 here is similar to Theorem 1.3 of [4].
Theorem 3.1 (ω can be arbitrary for the existence of one solution) and the results of Section
4 are new.
2. W 1,p0 (Ω) versus C
1
0 (Ω) local minimizers
In this section we shall give a positive answer to our question (Q) for p > 2. The main
result in this section is
Theorem 2.1. Assume that p > 2 and (F ) holds. Assume that u0 ∈W 1,p0 (Ω) ∩ C10 (Ω) is
a local minimizer of J in the C1-topology; this means that there is some r > 0 such that
J (u0) J (u0 + v) ∀v ∈C10 (Ω) with ‖v‖C10 (Ω)  r. (2.1)
Then u0 is local minimizer of J in W 1,p0 (Ω), i.e., there exists κ > 0 such that
J (u0) J (u0 + v) ∀v ∈W 1,p0 (Ω) with ‖v‖W 1,p0 (Ω)  κ. (2.2)
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the problem
−∆pu0 = f (u0) in Ω, u0 = 0 on ∂Ω. (2.3)
Then it follows from the condition (F ) and the regularity results in [28] and [36,37] (see
the proof of Proposition 2.2 of [16]) that u0 ∈ C1,σ (Ω) (0 < σ < 1). Here we use the
growth conditions on f .
Suppose the conclusion does not hold. Then
∀# > 0, ∃v# ∈B# such that J (u0 + v#) < J (u0), (2.4)
where B# = {v ∈W 1,p0 (Ω): ‖v‖W 1,p0 (Ω)  #}. It is easily known that J is lower semicon-tinuous on the convex set B# .
Notice that B# is weak sequence compact and weakly closed in W 1,p0 (Ω). By the em-
bedding of W 1,p0 (Ω) to L
γ (Ω) with p− 1 < γ Np/(N − p)− 1 and a standard lower
semicontinuity argument, we know that J is bounded from below on B# and ∃v# ∈B# such
that
J (u0 + v#)= inf
v∈B#
J (u0 + v).
We shall prove that v# → 0 in C1 as # → 0, but then (2.1) and (2.4) are contradictory.
The corresponding Euler equation for v# involves a Lagrange multiplier µ#  0 (by Theo-
rem 26.1 of [27] or [15]), namely, v# satisfies
J ′v(u0 + v#)(h)= µ#
∫
Ω
|Dv# |p−2Dv#Dh, ∀h ∈W 1,p0 (Ω),
i.e.,
−∆p(u0 + v#)− f (u0 + v#)=−µ#∆pv#. (2.5)
Thus,
−∆pu0 −
[
∆p(u0 + v#)−∆pu0
]= f (u0 + v#)−µ#∆pv#
and
−[∆p(u0 + v#)−∆pu0]+µ#∆pv# = f (u0 + v#)− f (u0). (2.6)
Writing (2.6) to the form
−div (A(v#)) := −div (∣∣D(u0 + v#)∣∣p−2D(u0 + v#)− |Du0|p−2Du0
−µ# |Dv# |p−2Dv#
)
= f (u0 + v#)− f (u0)= f ′(ξ)v# ,
where ξ ∈ (min{u0, u0 + v#},max{u0, u0 + v#}). We know from Lemma 2.1 of [7] that for
p > 2 there exists ρ > 0 independent of u0 and v# such that[∣∣D(u0 + v#)∣∣p−2D(u0 + v#)− |Du0|p−2Du0] ·Dv#  ρ|Dv# |p.
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A(v#) ·Dv#  (ρ −µ#)|Dv# |p  ρ|Dv# |p,
since µ#  0. On the other hand, using the growth condition (F ) on f ′(s), we have that∣∣f ′(ξ)∣∣ α4 + α3|ξ |β−1  α4 +C[|u0|β−1 + |v# |β−1]
since β − 1 >p− 2 > 0. Thus, by the regularity results obtained in [28] (see Theorem 7.1
in [28, pp. 286–287], and Theorem 1.1 in [28, p. 251]) we have that for some 0 < σ < 1,
there exists C > 0 independent of # such that
‖v#‖Cσ (Ω)  C
(‖v#‖W 1,p0 (Ω)
)
 C.
By the regularity results in [29] (see also [8]), we also have that
‖v#‖C1,σ0 (Ω)  C
∗,
where C∗ is determined by C. This implies that v# → v0 in C1 as # → 0. Since
‖v#‖W 1,p0 (Ω) → 0 as # → 0, we have v0 ≡ 0. This completes the proof of the case
2 <p <N .
The proof of the case of p  N is similar. Note that in this case the embedding
W
1,p
0 (Ω)→C0(Ω) holds. By Theorem 1 of [29], we know that
‖v#‖C1,σ (Ω)  C,
where C is independent of #. This completes the proof. ✷
3. Multiplicity results for the problem (1.3)
We consider below the problem of finding solutions of the boundary value prob-
lem (1.3). To emphasize the dependence on λ, the problem (1.3) often referred to as
problem (1.3)λ (the subscript λ is omitted if no confusion arises). We also assume that
Ω has a good property as in [17,22,23] and Ωδ is defined in [17,22]. Our first result is
Theorem 3.1. Let p > 1. For all 0 < q < p − 1 < ω there exists Λ> 0 such that for λ ∈
(0,Λ), the problem (1.3)λ has a minimal solution uλ, which is increasing with respect to λ
and ‖uλ‖∞ → 0 as λ→ 0. For all λ > Λ, the problem (1.3)λ has no solution. Moreover,
for λ=Λ, the problem (1.3)λ has at least one weak solution uλ ∈W 1,p0 (Ω)∩Lω+1(Ω).
Remark 3.2. The existence of a solution of (1.3)λ with λ > 0 sufficiently small has been
obtained in [2,3].
To prove Theorem 3.1 we need the following lemmas.
Lemma 3.3. Let Λ= sup{λ > 0: (1.3)λ has a solution}. Then 0<Λ<∞.
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−∆pe= 1 in Ω, e= 0 on ∂Ω.
Since 0 < q < p − 1 < ω, we can find λ0 > 0 such that for all 0 < λ  λ0 there exists
M =M(λ) > 0 satisfying
Mp−1  λMq‖e‖q∞ +Mω‖e‖ω∞.
As a consequence, the function Me satisfies
−∆p(Me)=Mp−1  λMq‖e‖q∞ +Mω‖e‖ω∞
and hence it is a supersolution of (1.3)λ. Moreover, let φ1 with ‖φ1‖∞ = 1 be the first
eigenfunction corresponding to the first eigenvalue λ1 > 0 of the problem
−∆pu= λ|u|p−2u in Ω, u= 0 on ∂Ω.
Then, any #φ1 is a subsolution of (1.3)λ provided
−∆p(#φ1)= #p−1λ1φp−11  λ#qφq1 + #ωφω1 ,
which is satisfied for all # > 0 small enough and any fixed λ. Taking # possibly smaller,
we also have
#φ1 <Me.
It follows from the sub- and supersolution argument as in [22,23] that (1.3)λ has a solution
#φ1  uMe (here we use the monotonicity of the function fλ(s)= λsq + sω) whenever
λ λ0 and thus Λ λ0. Next, let λ be such that
λtq + tω > λ1tp−1 for t > 0. (3.1)
For fixed λ  λ, if there exists a positive solution u of (1.3) (we omit the subscript here
and below), then
−∆pu= λuq + uω > λ1up−1.
Then, let
β = sup{µ ∈ R: u−µφ1 > 0 in Ω}.
We have that
u βφ1 in Ω.
We claim that 0 < β < ∞. It follows from Lemma 2.3 of [22] that there exist 3i > 0
(i = 1,2,3,4) such that
31d(x) u(x) 32d(x),
33d(x) φ1(x) 34d(x),
where d(x)= dist(x, ∂Ω). These imply that
31
φ1(x) u(x)
32
φ1(x).34 33
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−∆pu−
{−∆p(βφ1)}> λ1[up−1 − (βφ1)p−1] 0.
By a scale argument similar to [22] (for convenience of the readers, we shall give the
outline of the proof later), we show that there exists δ1 > 0 such that u ≡ βφ1 in Ωδ1 ,
where Ωδ1 = {x ∈Ω : d(x, ∂Ω) < δ1}. This clearly implies that
−∆pu=−∆p(βφ1)= λ1(βφ1)p−1 = λ1up−1 in Ωδ1 .
This contradicts
−∆pu > λ1up−1 in Ω.
This also implies that λ < λ and shows that Λ λ.
Now we prove that there exists δ1 > 0 such that u≡ βφ1 in Ωδ1 . We first show that there
exists η ∈Ω such that u(η)= βφ1(η). On the contrary, we have that u > βφ1 in Ω . Since
∂u/∂ns < 0 and ∂φ1/∂ns < 0 on ∂Ω (here ns is as defined in [22]) and ∂Ω is compact,
we know that there exists δ1 > 0 and γ > 0 such that
∂u
∂ns(x)
<−γ < 0 and ∂φ1
∂ns(x)
<−γ < 0 in Ωδ1 .
Thus,
t
∂u
∂ns(x)
(x)+ (1− t) ∂(βφ1)
∂ns(x)
(x)−γ for x ∈Ωδ1 and all t ∈ [0,1]. (3.2)
Hence, using the mean value theorem, we obtain
0−∆pu−
{−∆p(βφ1)}=−∑
i,j
∂
∂xi
[
aij (x)
∂(u− βφ1)
∂xj
]
in Ωδ1,
where
aij (x)=
1∫
0
∂ai
∂qj
[
tDu+ (1− t)D(βφ1)
]
dt
and ai = |q|p−2qi (i = 1,2, . . . ,N) for q = (q1, q2, . . . , qN) ∈RN . Put
L· =
∑
i,j
∂
∂xi
[
aij (x)
∂
∂xj
·
]
.
Using (3.2), we see that L is a uniformly elliptic operator on Ωδ1 . Consequently, we have
−L(u− βφ1) 0 in Ωδ1, (3.3)
u(x) > βφ1(x) in Ωδ1, and u− βφ1 = 0 on ∂Ω (part of ∂Ωδ1). (3.4)
By Hopf’s boundary point lemma [12, Lemma 3.4] we obtain ∂(u− βφ1)/∂ns < 0 on ∂Ω .
By arguments similar to those in [22], we have that there exists θ > 0 such that
u(x) (β + θ)φ1(x) for x ∈Ω. (3.5)
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rem 3.1 in [22], we also obtain that there exists a point z ∈Ωδ1 where u− βφ1 vanishes
and therefore
u≡ βφ1 in Ωδ1 .
This completes the proof. ✷
Lemma 3.4. For all 0 < λ<Λ, the problem (1.3)λ has a solution.
Proof. Given λ <Λ, let uµ be a solution of (1.3)µ with λ < µ<Λ. Plainly, such a uµ is
a supersolution of (1.3)λ. Since #φ1 < uµ provided # > 0 is sufficiently small, it follows
that (1.3)λ has a solution. This completes the proof. ✷
We next prove that (1.3)λ possesses a minimal solution. To this end we need the follow-
ing lemma.
Lemma 3.5. Assume that f is a nondecreasing C1 function with f (0) = 0 such that
s1−pf (s) is strictly decreasing for s > 0. Let v,w ∈W 1,p0 ∩C1(Ω) satisfy
−∆pv  f (v), v > 0 in Ω, v = 0 on ∂Ω (3.6)
and
−∆pw f (w), w > 0 in Ω, w = 0 on ∂Ω. (3.7)
Moreover, ∂v/∂n < 0 on ∂Ω , where n is the outward norm vector of ∂Ω . Then w  v
in Ω .
Proof. We also use the scale argument to prove this lemma. Let
β = sup{µ ∈ R: w−µv > 0 in Ω}.
Then 0 < β <∞ and w  βv in Ω . We shall prove that β  1. Suppose that β < 1, then
−∆pw−
{−∆p(βv)} f (w)− βp−1f (v) > f (w)− f (βv) 0 in Ω, (3.8)
where we use the facts that f is nondecreasing and that s1−pf (s) is strictly decreasing
for s > 0. Using arguments similar to those in the proof of Lemma 3.3 we have that there
exists δ2 > 0 such that
w ≡ βv in Ωδ2 .
This clearly contradicts (3.8). This completes the proof. ✷
It should be noted that the scale argument used in the proof of Lemma 3.3 works with
any positive β because the function involved is sp−1; while the same argument used in the
proof of Lemma 3.5 works only for 0 < β < 1 because the involved function f (s) satisfies
that s1−pf (s) is strictly decreasing for s > 0.
Lemma 3.6. For all 0 < λ < Λ, the problem (1.3)λ has a minimal solution yλ and
‖yλ‖∞ → 0 as λ→ 0.
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−∆pz= λzq in Ω, z= 0 on ∂Ω.
We already know that there exists a solution uλ > 0 of (1.3)λ for every λ ∈ (0,Λ). Since
−∆puλ  λuqλ , we can use Lemma 3.5 with w = uλ and v = zλ to deduce that any solution
of (1.3)λ must satisfy uλ  zλ. (It follows from Lemma 2.2 of [16] that ∂vλ/∂n < 0 on
∂Ω .) Clearly, zλ is a subsolution of (1.3)λ. The monotone iteration
−∆pun+1 = λuqn + uωn , u0 = zλ
and the maximum principle [16] imply that un ↑ yλ, with yλ a solution of (1.3)λ. It is easy
to check that yλ is a minimal solution of (1.3)λ. Indeed, for any solution uλ of (1.3)λ, we
have uλ  zλ. Then the weak comparison principle implies that un  uλ for any n and
thus yλ  uλ. Since M(λ)→ 0 as λ→ 0 (see the proof of Lemma 3.3), it follows that
‖yλ‖∞ → 0 as λ→ 0. ✷
Now we show the existence of a positive solution of (1.3)λ for λ=Λ. Let
fλ(s)=
{
λsq + sω, s  0,
0, s < 0,
and
Fλ(u)=
u∫
0
fλ(s) ds.
We may define the functional I λ :W 1,p0 (Ω)→ R by setting
I λ(u)= 1
p
‖u‖p
W 1,p (Ω)
−
∫
Ω
Fλ(u) dx.
It is well known that the critical points of I λ correspond to the solutions of (1.3)λ.
Now we have the following lemma. (In the sequel λ is fixed.)
Lemma 3.7. For all λ ∈ (0,Λ), the problem (1.3)λ has a solution uλ which is in addition a
local minimizer of Iλ in the C1-topology. Moreover, there exists C = C(Λ) > 0 such that
I λ(uλ) < 0
and
‖uλ‖p
W
1,p
0 (Ω)
 C, ‖uλ‖ω+1Lω+1(Ω)  C.
Proof. We fix λˆ1 < λ < λˆ2 < Λ and consider the minimal solutions u1 := yλˆ1 and
u2 = yλˆ2 defined in Lemma 3.6. We first show that u1  u2. In fact, we can show that
for any λ∗ ∈ (0,Λ)
yλ  yλ∗ whenever λ λ∗.
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subsolution of (1.3)λ and #φ1 < yλ∗ , then (1.3)λ possesses a solution vλ with
(#φ1 )vλ  yλ∗ .
Since yλ is the minimal solution of (1.3)λ, we infer that yλ  vλ  yλ∗ . Now we show
actually
u1 < u2 in Ω,
∂(u2 − u1)
∂n
< 0 on ∂Ω,
where n is the outward normal vector on ∂Ω . Clearly, u1, respectively u2, is a subsolution,
respectively supersolution, of (1.3)λ. Moreover,
−∆pu2 − {−∆pu1} = λˆ2uq2 + uω2 −
(
λˆ1u
q
1 + uω1
)
 λˆ1uq2 + uω2 −
(
λˆ1u
q
1 + uω1
)
 0 in Ω.
Since u1 ≡ u2 (because λˆ1 < λˆ2), by arguments similar to those in the proof of Lemma 3.3,
we have that there exists δ3 > 0 such that
0−∆pu2 − {−∆pu1} = −L(u2 − u1) in Ωδ3,
whereL is a uniformly elliptic operator inΩδ3 . Since u2  u1 inΩ , if there exists an η ∈Ω
such that u2(η)= u1(η), we can prove that there exists a ξ ∈Ωδ3 such that u2(ξ)= u1(ξ).
On the contrary, we can find Ω1 ⊂⊂Ω such that η ∈Ω1 and ∂Ω1 ⊂Ωδ3 , and u2  u1 + ζ
on ∂Ω1 with ζ > 0. Let u3 = u1 + ζ . Then
−∆pu2 − {−∆pu3} 0 in Ω1
and
u2  u3 on ∂Ω1.
The weak comparison principle implies that
u2  u3 in Ω1.
This contradicts u2(η)= u1(η). Since L is uniformly elliptic in Ωδ3 and ξ ∈Ωδ3 , we have
that u1 ≡ u2 in Ωδ3 . This contradicts λˆ1 < λˆ2. Thus, u2 > u1 in Ω . Since L is uniformly
elliptic in Ωδ3 and −L(u2 −u1) 0 in Ωδ3 with u2 −u1 = 0 on ∂Ω , the Hopf’s boundary
point lemma yields
∂
∂n
(u2 − u1) < 0 on ∂Ω.
Now we set
f˜λ(x, s)=


fλ(u1(x)), s  u1,
fλ(s), u1 < s < u2,
fλ(u2(x)), s  u2,
F˜λ(x,u)=
u∫
f˜λ(x, s) ds,0
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I˜λ(u)= 1
p
∫
Ω
|Du|p dx −
∫
Ω
F˜λ(x,u) dx.
By the standard way, one can prove that I˜λ achieves its (global) minimum at some uλ ∈
W
1,p
0 (Ω). Moreover,
−∆puλ = f˜λ(x,uλ) for x ∈Ω.
We also know from Proposition 2.2 of [16] that uλ ∈ C10 (Ω). It is clear that f˜λ(x,uλ) 
fλ(x,u1) in Ω . Using the scale argument as above, we obtain that
u1 < uλ < u2 in Ω, (3.9)
∂
∂n
(uλ − u1) < 0, ∂
∂n
(uλ − u2) > 0 on ∂Ω. (3.10)
These imply that uλ is a solution of (1.3)λ. From (3.9)–(3.10) it follows that if
‖v − uλ‖C1 = #
with # small, then u1  v  u2. Moreover, Iλ(v)− I˜λ(v) is constant for u1  v  u2 and
therefore uλ is also a local minimizer for I λ in the C1-topology. Let
Jλ(#)= Iλ(uλ + #h)
for any h ∈ C10 (Ω) and h > 0. Then Jλ attains a local minimum at # = 0. Thus,
J ′′λ (0)=
(
I
′′
λ(u)h,h
)
 0.
Setting h= uλ, we have that∫
Ω
|Duλ|p −
(
λq/(p− 1))
∫
Ω
u
q+1
λ −
(
ω/(p− 1))
∫
Ω
uω+1λ  0.
This together with
I λ(uλ)= 1
p
∫
Ω
|Duλ|p − λ
q + 1
∫
Ω
u
q+1
λ −
1
ω+ 1
∫
Ω
uω+1λ
and ∫
Ω
|Duλ|p = λ
∫
Ω
u
q+1
λ +
∫
Ω
uω+1λ
imply that
I λ(uλ) < 0,
and there exists C = C(Λ) such that
‖uλ‖pW 1,p(Ω)  C, (3.11)
‖uλ‖ω+1Lω+1(Ω)  C. (3.12)
This completes the proof. ✷
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Proof. In fact, let {λn} be a sequence such that λn ↑Λ. By Lemma 3.7, there exists a solu-
tion un ∈ W 1,p(Ω) ∩ C10 (Ω) of (1.3)λn such that Iλn(un) < 0 and (3.11)–(3.12) hold.
Then there exists u∗ ∈ W 1,p0 (Ω) ∩ Lω+1(Ω) such that un → u∗ a.e. in Ω , weakly in
W
1,p
0 (Ω) and Lω+1(Ω). Such an u∗ is thus a weak solution of (1.3)λ for λ = Λ. When
p− 1 <ω < [Np/(N − p)] − 1 for 1 <p <N and ω > p− 1 for p N , we know from
the proof of Theorem 2.1 that u∗ ∈C1,α0 (Ω). This completes the proof. ✷
Proof of Theorem 3.1. The proof of Theorem 3.1 can be obtained directly from the lem-
mas above. ✷
Now we are looking for a second positive solution of (1.3)λ. Denote yλ the solution
obtained in Lemma 3.6. We have the following theorem.
Theorem 3.9. Let 0 < q < (p − 1) < ω < [Np/(N − p)] − 1 for 2 < p < N , 0 < q <
(p − 1) < ω < +∞ for p  N . Then for all λ ∈ (0,Λ), the problem (1.3)λ has another
solution wλ with wλ ≡ yλ and wλ > yλ.
Remark 3.10. When ω= [Np/(N −p)] − 1 for 1<p <N , some existence results of the
problem (1.3)λ have been obtained in [2].
Proof of Theorem 3.9. Let
f˜λ(x, s)=
{
fλ(s), if s  yλ(x),
fλ(yλ(x)), if s < yλ(x).
Then f˜λ is continuous on x and s. By arguments similar to those in the proof of Lemma 3.7,
we have that the functional
I˜λ(u)= 1
p
∫
Ω
|Du|p −
∫
Ω
F˜λ(x,u),
with F˜λ(x, s) =
∫ s
0 f˜λ(x, ξ) dξ restricted to E = C10 (Ω), has a local minimizer u˜λ in the
interval [u˜1, u˜2] in E, where u˜1 = yλ−# and u˜2 = yλ+# for # > 0 sufficiently small. Theo-
rem 2.1 implies that this local minimizer is also a local minimizer of I˜λ in W 1,p0 (Ω). We
assume that yλ is the unique solution of the problem
−∆pu= f˜λ(x,u) in Ω, u= 0 on ∂Ω
in [u˜1, u˜2]E , otherwise we have obtained our conclusion. Thus, u˜λ ≡ yλ in Ω and yλ is the
only local minimizer of I˜λ in W 1,p0 (Ω); this implies that yλ is a strictly local minimizer
of I˜λ in W 1,p0 (Ω). One easily checks that I˜λ(tφ1)→−∞ as t →+∞. Moreover, if I˜λ
satisfies (PS) condition, then it is easy to show that for some # > 0 small,
inf
{
I˜λ(u): ‖u− yλ‖ 1,p = #
}
> I˜λ(yλ).W0 (Ω)
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of I˜λ such that wλ ≡ yλ. We also know that wλ ∈ C10 (Ω) and thus wλ  yλ. We can show
wλ > yλ by the scale argument as above. This implies that wλ is another solution of (1.3)λ.
We still have to show that I˜λ satisfies (PS) condition. This can be done by arguments
similar to those in the proof of Theorem 4.6 of [17]. (We need to use the embedding
W
1,p
0 (Ω)→C0(Ω) for p N .) This completes the proof. ✷
4. Multiplicity results for the problem (1.4)
In this section we study problem (1.4)λ with fλ satisfying (ii) and g satisfying (H1).
It is clear that the nonlinearity of problem (1.3) is a special case of the fλ discussed here.
To obtain our multiplicity results for (1.4)λ, we first use sub- and supersolution arguments
like those in Sections 2 and 3 to obtain a minimal positive solution and a maximal negative
solution for (1.4)λ. Using Theorem 2.1, we easily know that the minimal positive solution
and the maximal negative solution are strictly local minimizers of a corresponding func-
tional of (1.4)λ with some extra conditions on g. Finally, using the mountain pass lemma
we can obtain another positive solution and another negative solution of (1.4)λ by argu-
ments similar to those in Sections 2 and 3. Moreover, we can also provide a sign-changing
solution for (1.4)λ.
In the following, λ1 > 0 denotes the first eigenvalue of the problem
−∆pu= λ|u|p−2u in Ω, u= 0 on ∂Ω. (4.1)
It is well-known that λ1 is simple. Our main result of this section is the following theorem.
Theorem 4.1. Suppose p > 2, g satisfies (H1) and either
(H2) lim|u|→∞ g(u)/|u|p−2u= a > λ1, or
(H3) lim|u|→∞ g(u)/|u|γ−1u = b > 0, where p − 1 < γ < [Np/(N − p)] − 1 for 2 <
p <N ; γ > p− 1 for p N .
Then there exist Λ+,Λ− > 0 such that
(i) for λ >Λ+ (resp. Λ−), (1.4)λ has no positive (resp. negative) solution;
(ii) for 0 < λ<Λ+ (resp. Λ−), (1.4)λ has at least two positive (resp. negative) solutions;
(iii) for λ=Λ+ (resp. Λ−), (1.4)λ has at least one positive (resp. negative) solution;
(iv) when g satisfies (H2), for 0 < λ < min{Λ−,Λ+}, (1.4)λ has at least one sign-
changing solution;
(v) when g satisfies (H3) with 2 < p < N , p − 1 < γ < [Np/(N − p)] − 1 and Ω is
an N -ball, for 0 < λ < min{Λ−,Λ+}, (1.4)λ has at least one sign-changing radial
solution.
Remark 4.2. We expect that (v) is true for any bounded smooth domain Ω and p > 2.
The key point here is how to get the upper bound of the solutions of (1.4)λ. Normally,
we use a blow up argument to obtain this (see [23]). We need to know the structure of the
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for 1 < p < N , we know from [13] that there is no bounded positive radial solution for
the equation −∆pu= uγ in RN . Then we can find the upper bound of the positive radial
solutions of (1.4)λ in this case by a blow up argument.
The proof of Theorem 4.1 can be obtained from the following lemmas and theorems.
Lemma 4.3. Suppose g satisfies (H1) and (H2). Then there exist Λ+,Λ− ∈ (0,∞) such
that
(i) for λ >Λ+ (resp. Λ−), (1.4)λ has no positive (resp. negative) solution;
(ii) for 0 < λ<Λ+ (resp. Λ−), (1.4)λ has at least one positive (resp. negative) solution.
Proof. (i) Define
Λ+ = sup{λ > 0: (1.4)λ has a positive solution},
Λ− = sup{λ > 0: (1.4)λ has a negative solution}.
Then the conclusion follows from a simple variation of the proof of Lemma 3.3.
(ii) The same sub- and supersolution arguments as in the proofs of Lemmas 2.3–2.5
show that (1.4)λ has a minimal positive solution yλ for 0 < λ<Λ+, and a maximal nega-
tive solution yλ for 0 < λ<Λ−. This completes the proof. ✷
Theorem 4.4. Suppose that g satisfies (H1) and (H2), Λ+, Λ− are as in Lemma 4.3. Then
(i) for λ=Λ+ (resp. Λ−), (1.4)λ has at least one positive (resp. negative) solution;
(ii) for 0 < λ<Λ+ (resp. Λ−), (1.4)λ has at least two positive (resp. negative) solutions;
(iii) for 0 < λ< min{Λ−,Λ+}, (1.4)λ has at least one sign-changing solution.
Proof. (i) We carry out the proof for λ=Λ+ only; another case can be proved analogously.
By Lemma 3.6, (1.4)λ has a minimal positive solution yλ for any λ ∈ (0,Λ+). Since
lim
u→+∞
(
λuq + g(u))/up−1 = a > λ1
uniformly for λ ∈ (0,Λ+), we shall prove that there exists C > 0 independent of λ such
that
‖yλ‖∞  C
for all λ ∈ (0,Λ+). Indeed, suppose that there exists a sequence {λn} ⊂ (0,Λ+) such that
{yn} ≡ {yλn} with ‖yn‖∞ →∞ as n→∞. Then let vn = yn/‖yn‖∞, we have
−∆pvn = λn‖yn‖−(p−q−1)∞ vqn + g
(‖yn‖∞vn)/‖yn‖p−1∞ in Ω,
vn = 0 on ∂Ω.
The regularity of −∆p· (see [16]) implies that vn → v in C10 (Ω) with v  0, ‖v‖∞ = 1
and v satisfies
−∆pv = avp−1 in Ω, v = 0 on ∂Ω.
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v ≡ βφ1 in Ωδ4 .
This contradicts a > λ1. This shows that ‖yλ‖∞  C. It follows from the regularity of
the p-Laplacian that {yλ: 0 < λ < Λ+} is precompact in C1. Hence for some sequence
λn →Λ+, yλn converges to a solution yΛ+ of (1.4)Λ+ . By arguments similar to those in
the proof of Lemma 3.6, uΛ+  zΛ+ , where zΛ+ is the unique positive solution of
−∆pz= λzq in Ω, z= 0 on ∂Ω,
which is always a subsolution to (1.4)λ. Therefore, yΛ+ must be a positive solution of
(1.4)Λ+ and yΛ+  zΛ+ . This implies that (1.4)λ has a minimal positive solution yλ for
λ=Λ+ as well.
(ii) Again we consider the case 0 < λ <Λ+ only. Another case is similar. Choose λ′ ∈
(λ,Λ+) and define u= yλ′ . Then u is an supersolution to (1.4)λ. Let u∗ be the minimal
solution of (1.4)λ between zλ and u. Then the proof of Theorem 3.9 shows that (1.4)λ has
a second solution u u∗.
(iii) We may assume thatΛ+ <Λ−. The proofs for other cases are similar. We need only
to show that (1.4)λ has a sign-changing solution between the maximal negative solution
yλ and the minimal positive solution yλ for any 0 < λ < Λ := min{Λ+,Λ−} = Λ+. By
truncating fλ(u)= λ|u|q−1u+ g(u) as
f λ(x, s)=


fλ(yλ(x)), if s < yλ(x),
fλ(s), if yλ(x) s  yλ(x),
fλ(yλ(x)), if s > yλ(x),
we get the functional
J λ(u)= 1
p
∫
Ω
|Du|p −
∫
Ω
Fλ(x,u)
with Fλ(x, s)=
∫ s
0 f λ(x, ξ) dξ which satisfies (PS) condition in W
1,p
0 (Ω).
Define
D = [yλ, yλ] :=
{
w ∈C10 (Ω): yλ w  yλ
}
.
The proof of Lemma 3.7 implies that Jλ has a positive and a negative minimizers in
W
1,p
0 (Ω) and they are yλ and yλ, respectively. We only show that yλ is the positive mini-
mizer. The proof of yλ is similar. Setting u˜1 = yλ′ with 0 < λ′ < λ, u˜2 = yλ and
f˜λ(x, s)=


fλ(u˜2(x)), if s > u˜2(x),
fλ(s), if u˜1(x) s  u˜2(x),
fλ(u˜1(x)), if s < u˜1(x),
we obtain by arguments similar to those in the proof of Lemma 3.7 that the functional
I˜λ(u)= 1
p
∫
|Du|p −
∫
F˜λ(x,u)Ω Ω
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∫ s
0 f˜λ(x, ξ) dξ has a local minimizer u˜λ in W
1,p
0 (Ω) and u˜λ ∈ [u˜1, u˜2]E .
Since yλ is the minimal positive solution of (1.4)λ, we easily know that u˜λ ≡ yλ. Argu-
ments similar to those in the proof of Theorem 3.9 imply that yλ and yλ are strictly local
minimizers of Jλ in W 1,p0 (Ω). Therefore, there is a mountain pass critical point w of Jλ
in W 1,p0 (Ω). It is clear that 0 is not a mountain pass critical point of J λ, so w ≡ 0. Now
we show that w must be a sign-changing critical point. On the contrary, we have w  0
or w  0, but w ≡ 0. We shall only derive a contradiction for the first case. The proof of
the second case is similar. Since the regularity of −∆p implies w ∈ C10 (Ω), by the fact
g(w)  0, we easily know −∆pw  0. The strong maximum principle in [16] implies
w > 0. Now we show w ∈ [0, yλ]E and thus w is a positive solution of (1.4)λ, which is a
contradiction since yλ is the minimal positive solution of (1.4)λ. Indeed, we know that
−∆pw= f λ(w) fλ(yλ)=−∆pyλ,
where we use the monotonicity of g. Then the weak comparison principle of −∆p implies
w  yλ
and thus w ∈ [0, yλ]E . The analysis above shows that w must be a sign-changing critical
point. We also need to show that
w ∈D.
We only show that w  yλ. On the contrary, suppose that there exists Ω1 ⊂Ω such that
w > yλ on Ω1. Then
−∆pw= f λ(w)≡ fλ(yλ)=−∆pyλ in Ω1.
Defining ψ = (w− yλ)+, we have that∫
Ω1
(|Dw|p−2Dw − |Dyλ|p−2Dyλ)(Dw−Dyλ) dx = 0.
On the other hand, we know from [7] that there exists γ0 > 0 independent of p such that∫
Ω1
(|Dw|p−2Dw − |Dyλ|p−2Dyλ)(Dw−Dyλ) dx
 γ0
{ ∫
Ω1
(1+ |Dw| + |Dyλ|)p−2|Dw−Dyλ|2 dx if 1< p < 2,∫
Ω1
|Dw−Dyλ|p dx if p  2,
and hence we derive a contradiction. Therefore, w ∈ D and hence w is a sign-changing
solution of (1.4)λ. This completes the proof. ✷
Theorem 4.5. Suppose p > 2 and g satisfies (H1) and
(H3) lim|u|→∞ g(u)/|u|γ−1u = b > 0, where p − 1 < γ < [Np/(N − p)] − 1 for 2 <
p <N and γ > p− 1 for p N .
Then there exists Λ+,Λ− > 0 such that
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(ii) for λ=Λ+ (resp. Λ−), (1.4)λ has at least one positive (resp. negative) solution;
(iii) for 0 < λ<Λ+ (resp. Λ−), (1.4)λ has at least two positive (resp. negative) solutions;
(iv) when Ω is an N -ball and g satisfies (H3) for 2 < p < N , p − 1 < γ < [Np/
(N − p)] − 1, (1.4)λ has at least one sign-changing radial solution for 0 < λ <
min{Λ+,Λ−}.
Proof. (i) can be obtained by the idea similar to that in the proof of Lemma 4.3.
(ii) We consider the case λ = Λ+ only. By the idea similar to that in the proof of
Lemma 3.6, (1.4)λ has a minimal positive solution yλ for any λ ∈ (0,Λ+). As above,
one easily sees that yλ′  yλ′′ if 0 < λ′  λ′′ <Λ+. Also, if zλ is defined as in the proof of
Lemma 3.6, then zλ  yλ and zλ is a subsolution of (1.4)λ for any λ ∈ (0,Λ+). Thus, as
in the proof of Lemma 3.6, one can conclude that (1.4)λ has a solution u˜λ between zλ and
yλ′ for λ′ ∈ (λ,Λ+) which minimizes Jλ on [zλ, yλ′ ]C1 , where
Jλ(u)= 1
p
∫
Ω
|Du|p − 1
q + 1
∫
Ω
|u|q+1 −
∫
Ω
G(u), G(u)=
u∫
0
g(s) ds.
In particular, Jλ(u˜λ) Jλ(zλ). This implies that
Jλ(u˜λ)M ≡ max
Λ+/2ξΛ+
Jξ (zξ ) for any λ ∈ (Λ+/2,Λ+).
Since u˜λ is also a local minimizer of Jλ in W 1,p0 (Ω), then (H3) (actually, we have that Jλ
satisfies the (PS) condition) implies that
sup
{‖u˜λ‖W 1,p0 (Ω): Λ+/2 < λ<Λ+
}
<∞.
The proof of Proposition 2.2 of [16] implies that u˜λ ∈ C1,α0 (Ω) and ‖u˜λ‖C1,α(Ω)  C,
where C is independent of λ. Now choosing a sequence λn →Λ+ such that u˜λn → uΛ+ ,
and passing to the limit in (1.4)λ with (λ,u) = (λn, u˜n), using (H1), we conclude that
uΛ+ is a positive solution of (1.4)λ with λ = Λ+. uΛ+ must be a positive solution since
uΛ+  zΛ+ . This implies that (1.4)λ has a minimal positive solution at λ=Λ+.
(iii) can be obtained by a simple variation of the proof of Theorem 4.4. Note that (H1)
and (H3) guarantee that we still have the (PS) condition and the mountain pass lemma
applies as before.
(iv) can be obtained by arguments similar to those in the proof of Theorem 4.4. Now
since we only consider the radial solutions of (1.4)λ, we can write (1.4)λ to the form
−(rN−1|u′|p−2u′)′ = λrN−1|u|q−1u+ rN−1g(u)
under the corresponding boundary conditions. Writing the operator −∆p in Theorem 4.4
in the radial form, we know the compactness of −∆p from [18]. The existence of sub- and
supersolutions of (1.4)λ can also be obtained by arguments similar to those in the proof of
Theorem 4.4. Now we only need to prove that all the positive and negative radial solutions
of (1.4)λ are uniformly bounded in C0(Ω). We only find the boundedness of the positive
Z. Guo, Z. Zhang / J. Math. Anal. Appl. 286 (2003) 32–50 49solutions of (1.4)λ. This can be obtained by a blow up argument as in [11,23] since we
know from [13] that there is no bounded positive radial solution of the equation
−∆pu= uγ in RN,
where γ is as in the assumption of (iv). ✷
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