Convergence to a saddle point for convex-concave functions has been studied for decades, while the last few years have seen a surge of interest in non-convex-non-concave min-max optimization due to the rise of deep learning. However, it remains an intriguing research challenge how local optimal points are defined and which algorithm can converge to such points. We study definitions of "local min-max (max-min)" points and provide an elegant unification, with the corresponding first-and second-order necessary and sufficient conditions. Specifically, we show that quadratic games, as often used as illustrative examples and approximations of smooth functions, are too special, both locally and globally. Lastly, we analyze the exact conditions for local convergence of several popular gradient algorithms near the "local min-max" points defined in the previous section, identify "valid" hyper-parameters and compare the respective stable sets. Our results offer insights into the necessity of two-time-scale algorithms and the limitation of the commonly used approach based on ordinary differential equations. are very special. For example, whenever both global min-max and max-min points exist, global saddle points must exist and strong duality holds. This is not true for general NCNC games.
Introduction
The existence of a saddle point in convex-concave games follows from the celebrated minimax theorem (von Neumann, 1928; Sion et al., 1958) and numerical algorithms for finding it has a long history in optimization (Dem'yanov and Malozemov, 1974; Nemirovsky and Yudin, 1983; Zhang et al., 2019; Lin et al., 2020) . Recent success in generative adversarial networks (GANs) (Goodfellow et al., 2014; Heusel et al., 2017) and reinforcement learning (Sutton et al., 1998; Du et al., 2017; Dai et al., 2018) has imposed new challenges for non-convex-non-concave (NCNC) settings. An important question is: what is a local optimal point in min-max optimization? Daskalakis and Panageas (2018) used a local version of saddle points to define local optimality and studied the local convergence behavior of gradient descent (GD) (Arrow et al., 1958) and optimistic gradient descent (OGD) (Popov, 1980; . Following this work, Jin et al. (2019) proposed a new definition of local optimality called local min-max points, and studied how GD converges to such points.
One of the difficulties in the NCNC settings is the absence of strong duality (e.g. Boyd and Vandenberghe (2004) ), which implies an intrinsic order for min-max optimization, known as Stackelberg games (von Stackelberg, 1934) where a leader takes action first and a follower acts upon the leader's strategy. The global solution to Stackelberg games is well-defined, which we call a global min-max point (a.k.a. Stackelberg equilibrium). We study the relation among global min-max, max-min and saddle points. We find that quadratic games, as widely studied recently due to their simplicity (Daskalakis and Panageas, 2018; Jin et al., 2019; Wang et al., 2020; Ibrahim et al., 2019) and their potential ability to represent generic NCNC games, where f : X × Y → R is not convex in x and not concave in y (NCNC) in general. This problem has become extremely popular in machine learning (ML) recently, due to the rise of deep models. For instance, in generative adversarial networks (Goodfellow et al., 2014 ), x models the parameter of a generator while y models that of a discriminator. In adversarial training (Madry et al., 2018) , x is the robust model that we aim to train while y represents possible adversarial attacks. In those examples (and many others), the function f of interest is NCNC. A major challenge is thus to define proper notions of optimality (stationarity) and to understand the limiting behaviour of popular algorithms that are currently used by practitioners.
Throughout, we denote B(y , ) := {y : y − y ≤ } as the (closed) ball centered at y with radius . The exact form of the norm is inconsequential and one could take the Euclidean norm for definiteness.
• It is not possible for us to find a global minimizer x for the nonconvex functionf . This can be mitigated by contending with a local minimizer or even stationary point.
• Given x , it is not possible to find a global maximizer y for the nonconcave function f (x , y). While it is tempting to relax again to a local solution, this will unfortunately affect our notion of optimality for x in the first place. We will return to this issue in the next section.
• The envelope functionf is not smooth even when f is. Although we can turn to nonsmooth optimization techniques, it will be inevitably slow and it will not allow us to explain the immense success that practitioners have achieved with gradient-type algorithms.
In Section 3 we will initiate a unified formulation of existing and new solution concepts. It is well-known that weak duality, namely the inequality max y∈Yf (y) ≤ min x∈Xf (x) (2.9) always holds. Strong duality, namely when equality is attained in (2.9), holds only under stringent conditions and leads to the following well-known solution concept.
Definition 2.3 (global saddle). We call (x , y ) global saddle if for all x ∈ X and y ∈ Y:
f (x , y) ≤ f (x , y ) ≤ f (x, y ).
(2.10)
In other words, we have simultaneously:
x ∈ argmin x∈X f (x, y ), y ∈ argmax y∈Y f (x , y).
(2.11)
Global saddle points correspond to Nash equilibria (Nash, 1950) in zero-sum two-player games. The following theorem easily follows from the definitions:
Theorem 2.4. For any function f , the pair (x , y ) ∈ X × Y is global saddle iff it is both global min-max and global max-min iff strong duality holds and
x ∈ argmin x∈Xf (x), y ∈ argmax y∈Yf (y).
(2.12)
Similar results have been seen in e.g. Facchinei and Pang (2007) . Note that given a global saddle pair (x , y ), y ∈ argmax y∈Y f (x , y) but not every certificateȳ ∈ argmax y∈Y f (x , y) forms a global saddle pair with x . This is known as "instability," which is the reason for the non-convergence of the gradient descent (GD) algorithm (Golshtein, 1972) .
Let us give some examples to digest the definitions. We assume X = Y = R below.
Example 2.5. Let f (x, y) = xy be bilinear (hence convex-concave). It is easy to verify that global min-max points are precisely the set {0} × R while global max-min points are R × {0}. Taking the intersection we have the unique global saddle point {(0, 0)}. This function is instable, since given x = 0, not every global min-max certificate (namely the entire R) forms a global saddle point with x . GD does not converge to the unique global saddle point for this function with any step size (provided of course that it is not initialized at the saddle point).
Another interesting example is with quadratic games. In the next example, there are no global max-min or saddle points, but global min-max points exist.
Example 2.6. Take f (x, y) = ax 2 + by 2 + cxy with a < 0, b < 0 and c 2 ≥ ab, and only global min-max points exist.
From the example above, we see that even for simple quadratic games, saddle points may not exist, which invalidates analysis for convergence to saddle points (Nemirovsky and Yudin, 1983) . In fact, quadratic games are often given as typical examples for NCNC min-max optimization (Jin et al., 2019; Daskalakis and Panageas, 2018; Wang et al., 2020; Ibrahim et al., 2019) . They can also be regarded as second-order approximations of any smooth function, and thus seem to be good representatives of NCNC games. However, we will show in the next subsection and in Section 3 that they are special in many senses.
Quadratic games: global results
In this work we focus on unconstrained quadratic games, and assume X = R n and Y = R m . Quadratic games have the form:
Specifically, a game is bilinear if A, B are zero matrices. Denote P ⊥ X = I − XX † as the orthogonal projection onto the null space of X , and R(·) as the range of a matrix. For quadratic games we can write down the existence condition for global min-max/max-min points:
Theorem 2.7 (global min-max/max-min). For unconstrained quadratic games, global min-max points exist iff:
(2.14)
Symmetrically, global max-min points exist iff:
With Theorem 2.7, whenever both global min-max and max-min points exist, a saddle point must exist:
Corollary 2.8. For unconstrained quadratic games, both global min-max and max-min points exist iff global saddle points exist iff
Corollary 2.8 guarantees strong duality under weaker assumptions than the usual convexity-concavity. This is in stark contrast with generic NCNC games. In general, it is possible to find a game where both global max-min and min-max points exist, but there is no saddle point:
Example 2.9. Consider the bivariate function
which is defined on R × R. All the global min-max points are achieved at {0} × R with value 0 and all the global max-min points are achieved at (±1, 0) with value −1/4. The failure of strong duality shows the non-existence of saddle points (see e.g. Boyd and Vandenberghe (2004) ). For a detailed study of Example 2.9, see Appendix A.3.
Local min-max: A unified definition
In this section, motivated by a "contrived" interpretation of a localized notion of saddle point, we give a new unified definition of local optimality for min-max problems. Our definition captures the recent definition of Jin et al. (2019) as a special case and provably enjoys several nice properties.
A unified definition
Convergence to saddle points has been the focus of convex-concave optimization for decades (Nemirovsky and Yudin, 1983; Dem'yanov and Malozemov, 1974 
In other words, fixing x , then y is a local maximizer of f (x , y) =f 0,x (y) while fixing y , then x is a local minimizer of f (x, y ) =f 0,y (x). This definition has been used by Daskalakis and Panageas (2018) for analyzing convergence properties of GDA. Our interpretation based on envelope functions may seem "contrived" at first, but it immediately inspires a unified, general definition:
• fixing x , y is a local maximizer for allf εn,x (y);
• fixing y , x is a local minimizer for allf n ,y (x).
Note that for GSLP we need both sequences to be diminishing. If we further constrain ε n ≡ 0, then we slightly generalize the recent definition of Jin et al. (2019) :
Definition 3.3 (local min-max). We call (x , y ) ∈ X ×Y a local min-max point if there exists a diminishing sequence 0 ≤ n ↓ 0 such that
• fixing x , y is a local maximizer off 0,x (y) = f (x , y);
Similarly, if we restrict n = 0 and let ε n be diminishing, then we obtain a notion of local max-min. Note that the roles played by x and y in a local min-max pair are different: y needs only be a local certificate to testify the local optimality of x while the condition on x is much more stringent: it needs to remain locally optimal when we localize the joint function f (x, y).
Needless to say, any local saddle point is local min-max where we set n ≡ 0. In fact, the diminishing sequence { n } can be fixed in advance:
Theorem 3.4. If there exists a diminishing sequence { n } ∞ n=1 such that (x , y ) is local min-max, then we can always choose { n = 1 n+N }, for some sufficiently large N . Finally, we note that the class of GSLP is more general than that of local min-max or local max-min. For example, consider such a function f (x, y) = −x 2 + xy + y 2 . It has a GLSP at (0, 0), but this point is neither local min-max or local max-min. So, Definition 3.2 shows that even though local min-max (max-min) points are more general than local saddle points, they are still special enough as not to cover all stationary points (see Theorem 3.9 below).
Differential properties of GLPs, GSLPs and local min-max points
In this section, we provide first-and second-order necessary and sufficient conditions for GLPs, GSLPs and local min-max (max-min) points. Current results assume the invertibility of ∇ 2 yy (Jin et al., 2019; Wang et al., 2020) , but our results are more general and free from this assumption.
First-and second-order necessary conditions
In order to give the first-and second-order necessary condition, we tap into the literature of semi-infinite programming for some previous work (Ben-Tal and Zowe, 1982; Seeger, 1988; Kawasaki, 1990 Kawasaki, , 1992 . Specifically, with results from Kawasaki (1990) , we can obtain first and second-order necessary conditions for max-type envelope functionsf (x):f
where we need to assume that Y ∩ B(y , ) =: T is compact and that f, ∇ x f, ∇ 2 xx f are continuous. We also need the right language from semi-infinite programming (Hettich and Kortanek, 1993) to describe our necessary conditions, such as notions of active sets, extra terms and critical directions.
Definition 3.5 (active sets). We define the zeroth-and first-order active sets as:
In the definition above,f (x; t) denotes directional derivative along a vector t. With Danskin's theorem (Danskin, 1967; Güler, 2010) ,f (x, t) can be computed as:
(3.4)
Definition 3.6 (extra term). With the zeroth-and first-order deviation functions:
The upper semi-continuous function E (y; t) is defined as:
(3.7)
Definition 3.7 (critical direction). A critical direction t at x is defined such thatf (x ; t) = 0.
With the definitions above, We are able to introduce the first-and second-order necessary conditions for x being a local minimizer off (x):
Theorem 3.8 (Kawasaki (1990) ). If x is a local minimum off (x), then for each critical direction t ∈ R n satisfying E (y; t) < +∞ for all y ∈ T , there exist at most n + 1 points y 1 , . . . , y n+1 ∈ T (x ; t) and λ 1 , . . . , λ n ≥ 0 not all zero, such that:
GLP For the first-and second-order necessary conditions of the local maximality of min-type envelope functionsf (x), we can simply take f → −f ,f (x) → −f (y) and switch the roles of x and y in Theorem 3.8. Recalling Definition 3.2, we obtain the first-and second-order necessary conditions for GLPs.
GLSP Specifically, if { n }, {ε n } are diminishing sequences, we have the first-order necessary condition for GSLPs using (3.8) and the continuity ∇f : :
The above result is similar to Fermat's lemma that asserts that gradient vanishes at a local extrema. Theorem 3.9 opens the possibility of using gradient algorithms to find local min-max points. Note that we slightly extend the stationarity condition of local min-max points defined in Definition 3.3 to GSLPs.
Local min-max We now turn to second-order necessary conditions of local min-max. We use ∇ 2 xx as a shorthand for the second-order derivative ∇ 2 xx f (x , y ), and similarly for other second-order partial derivatives. To obtain first-and second-order necessary conditions, we can simply combine ∇ 2 yy 0 with Theorem 3.8 that describes the local minimality off (x) at x .
Under the condition that ∇ 2 yy is invertible, we have the following: Corollary 3.10 (necessary condition; invertible). Let f be twice continuously differentiable. At a local min-max point (
Note that if ∇ 2 yy is not invertible, we cannot simply replace the inverse with the pseudoinverse:
(3.11)
The following example demonstrates this point.
Example 3.11. Take f (x, y) = −x 2 + xy 3 with x, y ∈ R. Consider (x , y ) = (0, 0). For any n > 0, x is a local minimizer off n ,y (x) = |x| 3 n − x 2 , but (3.11) is violated since ∇ 2 xx = −2 while ∇ 2 xy = ∇ 2 yy = 0. The fundamental reason is that when ∇ 2 yy is singular, the second-order information of f around (x , y ) is not sufficient to decide that of the envelope functionf n (Kawasaki, 1992) . The necessary condition in Theorem 3.8 still holds since the only feasible solution for S (x ; t) = 0 is t = 0, in which case (3.8) is trivially satisfied.
First-and second-order sufficient conditions
The necessary conditions in the previous section are also tight in the sense that similar sufficient conditions were given in Kawasaki (1990) with slight modification, such as taking the inequalities to be strict. With the following assumption, we can write down the sufficient conditions for local minimality off (x), which can be further used to obtain first-and second-order sufficient conditions for GLPs, GSLPs and local min-max points.
Assumption 3.12. T ∈ R m is compact and convex. For each y ∈ T (x ; t) with t = 0 a critical direction, and for each non-zero d ∈ R m , there exist α, β = 0 and p, q > 0 such that the following approximation holds:
(3.12) whenever y + δd ∈ T and δ > 0.
Theorem 3.13 (sufficient condition; Kawasaki (1992) ). Assume Assumption 3.12 holds at x . x is an isolated local minimum off (x) iff (x ; t) ≥ 0 for any t ∈ R n ; E (y; t) < +∞ for all y ∈ T (x ) and v(y; t) = 0; and for each critical direction t = 0 there exist a ≥ 1 points y 1 , . . . , y a ∈ T (x ; t) and λ 1 , . . . , λ a > 0 such that:
If ∇ 2 yy is invertible and f is twice continuously differentiable, the following sufficient condition for verifying a local min-max point is proved in Jin et al. (2019) . We give another proof for our extended definition of local min-max points in Appendix C.4: then (x , y ) is a local min-max point.
Discussions of local min-max points
So far, we have showed the first-and second-order necessary and sufficient conditions for GLPs, GSLPs and local min-max points. In this section we prove some other desirable properties of our definition of local min-max points as in Definition 3.3.
Theorem 3.15. Every local saddle point is local min-max and local max-min.
The above result is analogous to its global version that every global saddle point is global min-max and global max-min (see Theorem 2.4). For functions that are convex in x and concave in y, we naturally expect that local optimality implies global optimality:
Theorem 3.16. For a convex-concave function f , every local min-max point is global min-max. Similar results hold for the max-min case.
Unfortunately, the following natural property does not hold any more (Jin et al., 2019) :
Property 3.17. Every global min-max is local min-max.
The reason is simple: global min-max points can be seen as a GLP with ε n = 0, n = +∞ and with local optimality changed to global optimality. However, the stationarity condition in Theorem 3.9 can only be proved when both ε n and n are diminishing. Thus, a global min-max point may not satisfy stationarity while a local min-max point is proved to be stationary. For a concrete example, refer to Example 2.5. We note however that it is possible to modify Definition 3.2 so that Property 3.17 holds at the expense of stationarity. For example, the following definition satisfies all the properties in this section, Theorem 3.15, Theorem 3.16 and Property 3.17, but stationarity (Theorem 3.9) would fail, since we do not have an envelope function with diminishing sizes. We will show this claim in Appendix C.7.
(3.15)
Quadratic games: local results
With our new definition of local min-max points and its differential properties, we now take another look at quadratic games, mostly regarding its local saddle, min-max and max-min points. The following result shows the intimate relation between local min-max and global min-max points:
Theorem 3.19. For unconstrained quadratic games, every local min-max point is also global min-max, and local min-max points exist iff global min-max points exist.
Note that for quadratic games, not every global min-max point is local min-max. For example, take q(x, y) = xy and (x , y ) = (0, 1). It is global min-max but not local min-max. Theorem 3.19 does not hold in general for NCNC games, which can be seen from the following examples:
Example 3.20 (global min-max; no local min-max). For general NCNC games, global min-max points exist does not necessarily mean that local min-max points exist. Consider Example 2.9. It has global max-min points but no local max-min points, since the only stationary point is (x , y ) = (0, 0) at which f (x, y ) ≥ f (x , y ) is not satisfied in any small neighborhood of x . One can also use the "mirror function" f(y, x) = f (x, y) to construct an example with only global min-max points but no local min-max points.
Example 3.21 (local min-max; no global min-max). It is also easy to construct an example where local min-max points exist but not global min-max points. Take f (x, y) = x 3 − x − y 2 and X = Y = R. It has a local min-max point at (1/ √ 3, 0) but no global min-max points exist. One can also use the "mirror function" f(y, x) = f (x, y) to construct an example with only local min-max points but no global min-max points.
We can also strengthen our current result Corollary 2.8 for quadratic games:
Theorem 3.22. For unconstrained quadratic games, the following statements are equivalent:
1. Local saddle points exist.
2. Local max-min and min-max points exist.
3. Global saddle points exist. 4. Global max-min and min-max points exist.
A 0 B, and
This theorem gives a local version of Corollary 2.8 and shows the speciality of quadratic games in more depth. Therefore, one cannot always rely on quadratic games (Jin et al., 2019; Daskalakis and Panageas, 2018; Wang et al., 2020; Ibrahim et al., 2019) to understand NCNC games, although they are sometimes quite useful, as we will also see in Section 4.
Local stability of gradient algorithms
In this section, we study the local stability of gradient algorithms near local min-max points. The power of gradient algorithms in minimization is that every local minimum is a fixed point (but not vice versa). In min-max optimization, we require local min-max points to be stationary (Theorem 3.9), with the implicit assumption that they are interior. For simplicity, we assume the domain X × Y is the entire space and f is twice continuously differentiable (f ∈ C 2 ).
We focus on local linear convergence at stationary points. Each algorithm can be treated as a dynamical system (Katok and Hasselblatt, 1995) and the key tool we use is spectral analysis. Spectral analysis of a matrix A mainly involves two types of quantities: the spectrum of A,
as well as the spectral radius, ρ(A) := max λ∈Sp(A) |λ|. An algorithm is asymptotically stable if the spectral radius of its Jacobian matrix is less than one, which guarantees local linear convergence (Polyak, 1987) . A more rigorous definition uses hyperbolic equilibrium points and the Hartman-Grobman theorem (Katok and Hasselblatt, 1995) . Below when we refer to convergence, we always mean local linear convergence.
For simplicity, we also denote z t = (x t , y t ) and v(z) as a vector field for the gradient update. In Section 4.1 we study one-time-scale (1TS) algorithms and their convergence to local saddle points. For local saddle points, the two sets of variables, x and y, have the same position, and thus it makes sense to take hyper-parameters (e.g. the step size) of x and y to be the same. However, for convergence to local min-max points, we need two-time-scale (2TS) algorithms, as studied in Section 4.2.
Let us summarize the main results in this section as follows:
• For gradient algorithms, we give valid sets of hyper-parameters for local convergence.
• Near some local saddle points, GD and momentum methods never converge, even with 2TS modifications.
• EG and OGD can converge near any local saddle point. Their convergence regions strictly include that of GD, and thus these algorithms are more stable.
• Under sufficient conditions for local min-max points (Theorem 3.14), most algorithms would converge with 2TS modifications.
• There exist local min-max points which no 1TS algorithms could converge to. With 2TS modifications, only EG and OGD can converge to such local min-max points, but even in these cases we cannot take their step sizes to be arbitrary small.
Specifically, the last point challenges the conventional wisdom of using continuous approximation and ODEs (Mescheder et al., 2017; Nagarajan and Kolter, 2017; Mertikopoulos et al., 2018; Jin et al., 2019) , and theoretically justifies the necessity of using two-time-scale algorithms (Heusel et al., 2017) in NCNC min-max optimization and specifically in GAN training.
Local saddle points and one-time-scale algorithms
We consider the vector field for gradient algorithms:
Its (flipped) derivative at a stationary point (x , y ) (up to a scaling constant α) lies in the heart of our analysis of gradient algorithms in this subsection:
where ∇ 2 f is the Hessian and we call H(f ) the flipped Hessian due to the signs. Their spectral radius can be bounded by the Lipschitz smoothness of f . Note that H(f ) may not be symmetric, hence its spectrum lies on the complex plane. Even though H(f ) is non-symmetric, it is still negative semi-definite 1 , and we can fully characterize H(f ) near local saddle points: In the following subsection, we give a geometric interpretation of gradient algorithms: given an algorithm, the necessary and sufficient conditions for its convergence is described by a geometric shape. By analyzing these shapes, we gain intuition on which algorithms and hyper-parameters we should choose.
4.1.1 Gradient descent (GD, a.k.a. GDA) Gradient descent with step size α > 0, denoted as GD(α), has the following recursive form:
( 4.2) This algorithm is also known as the Arrow-Hurwicz method (Arrow et al., 1958) . It has recently been studied in Vlatakis-Gkaragkounis et al. (2019) for specific NCNC problems. For asymptotic stability, we need:
As always, αSp(H) := {αλ : λ ∈ Sp(H)}. With this theorem, we can study in more detail how the spectrum of H affects the convergence of GD:
then there exists α 0 > 0 such that for any 0 < α < α 0 , GD(α) is asymptotically stable. If (λ) ≥ 0 for some λ ∈ αSp(H), then GD(α) never converges for any α > 0. (4.3) is also known as the Hurwitz condition (Khalil, 2002) , which has appeared in the GAN literature (Nagarajan and Kolter, 2017) . Combined with Lemma 4.1, we conclude that:
Corollary 4.4. GD(α) converges to local saddle points with small enough α iff (λ) = 0 for all λ ∈ Sp(H).
The sufficient part of Corollary 4.4 has been proved in Daskalakis and Panageas (2018) . Figure 1 gives a visualization for local saddle points and GD stable points. For purely imaginary λ (nonzero), no matter how we choose α, we cannot have |1 + λ| < 1. Hence, GD(α) does not converge for bilinear games, as is well-known.
In the following two sections, we will study the effect of momentum for convergence to local saddle points. They are similar to GD and do not converge even for bilinear games, as proved in Zhang and Yu (2020).
Heavy ball (HB)
Now let us study the heavy ball method HB(α, β) (Polyak, 1964) in the context of min-max optimization, as also studied in Gidel et al. (2019) ; Zhang and Yu (2020):
(4.4)
We have similar necessary and sufficient conditions for the asymptotic stability of HB:
Theorem 4.5 (HB). HB(α, β) is asymptotically stable iff for any λ ∈ αSp(H(f )), |β| < 1 and
The first inequality |β| < 1 can be easily used to guide hyper-parameter tuning in practice. The condition for λ in fact describes an ellipsoid in the complex plane (see Appendix D.5). As shown on the left of Figure 2 , if the momentum factor β is positive, the ellipsoid is elongated in the horizontal direction; otherwise, it is elongated in the vertical direction. This agrees with existing results on negative momentum Zhang and Yu, 2020) , where they studied bilinear games.
We derive two similar corollaries on the stability of HB, as for GD in the last section:
Corollary 4.6 (HB). For any |β| < 1, if at (x , y ), (λ) < 0, ∀λ ∈ Sp(H), then there exists α 0 > 0 such that for any 0 < α < α 0 , HB(α, β) is asymptotically stable. If (λ) ≥ 0 for some λ ∈ Sp(H), then HB(α, β) never converges for any α > 0 and |β| < 1. (right) NAG(α, β). We take β = 0, ±0.4, ±0.6 (as shown in the figure) . The yellow region and the axes are the same as in Figure 1 .
Nesterov's accelerated gradient (NAG)
Nesterov's accelerated gradient (Nesterov, 1983 ) is a variant of Polyak's heavy ball, which achieves the optimal convergence rate for convex functions. It has been widely applied in deep learning (Sutskever et al., 2013) .
The key difference between HB and NAG is the order of momentum update and the gradient update. We study Nesterov's momentum for min-max optimization, denoted as NAG(α, β):
We have the following stability result for NAG:
From Figure 2 , the convergence region of NAG is better conditioned than HB. However, NAG is still similar to HB and GD in terms of the local convergence behavior:
Corollary 4.9 (NAG). If (λ) ≥ 0 for some λ ∈ Sp(H), then NAG(α, β) never converges for any α > 0.
According to Lemma 4.1, NAG(α, β) never converges on bilinear games. Summarizing the previous subsections, we conclude that adding momentum does not help in converging to local saddle points. Now, we study two gradient algorithms that do converge for any local saddle points. These two algorithms can be treated as approximations of the proximal point algorithm (Mokhtari et al., 2019) .
Extra-gradient (EG)
The extra-gradient method EG(α) (Korpelevich, 1976 ) is written as:
(4.7)
For specific NCNC problems, EG has recently been studied in Mertikopoulos et al. (2019) . We can similarly give the exact condition for its asymptotic stability:
The left of Figure 3 gives a visualization for local saddle points and EG stable points. Compared to Figure 1 , it is possible to have purely imaginary eigenvalues. For example, take λ ∈ αSp(H) and λ = 0.5i, then |1 + λ + λ 2 | < 1. From these corollaries, EG is quite different from GD. If the imaginary parts of eigenvalues dominate, GD fails (Mescheder et al., 2017) , while EG may still converge. This can be more explicitly seen from the following:
Corollary 4.13. Given |λ| < 1 with λ ∈ αSp(H), whenever GD(α) converges, EG(α) converges as well.
The assumption |λ| < 1 is necessary as otherwise we can find cases (e.g. take λ = −1.5) when GD converges while EG does not. The converse of Corollary 4.13 is not true, if we compare Corollary 4.11 with Corollary 4.3.
Optimistic gradient descent (OGD)
We consider the generalized optimistic gradient descent algorithm, which we denote as OGD(kα, α):
(4.9)
OGD was originally proposed in Popov (1980) as a variant of EG and recently studied in GAN literature Mertikopoulos et al., 2019; Liang and Stokes, 2019; Mokhtari et al., 2019) . Here we study a generalized version of OGD as in Peng et al. (2019) :
Theorem 4.14. OGD(kα, α) is asymptotically stable iff for any λ ∈ αSp(H(f )), we have |λ| < 1 and
(4.10)
From Theorem 4.14, it is impossible to have k = 1. For convergence to local saddle points, we need k > 1:
Theorem 4.15. OGD(kα, α) is asymptotically stable at a local saddle point iff k > 1 and for any λ ∈ αSp(H(f )):
|λ| 2 (k − 3 + (k + 1)|λ| 2 ) < 2 (λ)(k|λ| 2 − 1). From the above theorem, we can show that as k becomes closer to one, the convergence region gets larger:
Corollary 4.16. For k 1 > k 2 > 1, whenever OGD(k 1 α, α) is asymptotically stable at (x , y ), OGD(k 2 α, α) is asymptotically stable at (x , y ) as well.
The right of Figure 3 gives a visualization. When k → 1 + , OGD has the largest convergence region. Due to its similarity with EG, it also converges for any local saddle points under appropriate conditions:
Corollary 4.17. For k > 1, if at (x , y ), (λ) < 0, ∀λ ∈ αSp(H), then there exists small enough α > 0 such that OGD(kα, α) is asymptotically stable. Furthermore, if 1 < k ≤ 2 and 0 < |λ| < 1/k for any λ ∈ αSp(H) then OGD(kα, α) converges near any local saddle point.
This corollary shows that similar to EG, OGD can converge near any local saddle points given non-singular H(f ), with small enough step sizes. However, OGD(kα, α) loses its appeal when k ≥ 3:
Corollary 4.18. If k ≥ 3, whenever (λ) ≥ 0 for some λ ∈ αSp(H), OGD(kα, α) is not asymptotically stable.
As an application of our Theorem 4.14, we give a slightly stronger result than Daskalakis and Panageas (2018, Lemma 3.4 ). 2 Corollary 4.19. Given |λ| < 1/ √ 3 with λ ∈ αSp(H), whenever GD(α) converges, OGD(2α, α) converges.
One can compare EG(α) with OGD(2α, α). Figure 4 shows the convergence region of EG and OGD are similar given small step sizes, which agrees with Mokhtari et al. (2019) .
Local min-max points and two-time-scale algorithms
We have seen that the spectrum of every local saddle points lies on the left half plane. Among one-time-scale gradient algorithms, GD/HB/NAG do not always converge while EG/OGD can converge for any local saddle points with a non-singular flipped Hessian. Now we study how gradient algorithms converge to local min-max points. Different from local saddle points, at local min-max points, the spectrum of the flipped Hessian is quite arbitrary: z ∈ Sp(H(q)). Moreover, (x , y ) is also a local min-max point according to Definition 3.3 and 3.18.
Specifically, we can take z to be real and positive, and get the following example (see Appendix D.20):
Example 4.21. q(x, y) = −3x 2 − y 2 + 4xy is a concave-concave function, and such functions have also appeared in GAN literature (Nagarajan and Kolter, 2017, Proposition 3.1) . Here (0, 0) is both global and local min-max. Since z ∈ Sp(H(q)) is real and positive, from Figure 1, 2 and 3 , no usual algorithms converge to (0, 0). Hence, we should not expect 1TS gradient algorithms that converge to a local saddle point would also converge to a local/global min-max. Heusel et al. (2017) proposed two-time-scale (2TS) algorithms to train GANs with supporting experiments. We study if 2TS generalization of the gradient algorithms considered in §4.1 helps in convergence to a local min-max point. Essentially, 2TS algorithms replace the vector field αv(z) in Section 4.1 with
The local stability results are quite similar, if we analyze the Jacobian ofv(z) at a stationary point (x , y ):
For convenience we also define α 2 = γα 1 , and thus H(α 1 , α 2 ) = α 1 H(1, γ) . The intuition is that 2TS algorithms help the convergence by taking a much larger (γ times) step w.r.t. the inner variable y. However, near local saddle points the spectrum of the flipped Hessian still does not change much: From this theorem we can conclude, e.g., that 2TS momentum methods do not converge for bilinear games (Zhang and Yu, 2020) and that 2TS-EG is more stable than 2TS-GD.
Convergence near local min-max points
Under certain assumptions, 2TS gradient algorithms can converge to local min-max points. The following result extends Jin et al. (2019) where only GD is analyzed:
Theorem 4.24. Assume at (x , y ),
Then ∃ γ 0 > 0 and α 0 > 0 such that ∀ γ > γ 0 , 0 < α 2 < α 0 and α 1 = α 2 /γ, all the algorithms in §4.1, except 2TS-NAG, are asymptotically stable. 3
If γ is large, we are taking (relatively) small steps for x and (relatively) large steps for y, which resembles best response. Clearly, Example 4.21 satisfies the assumption of Theorem 4.24, and hence 2TS generalization helps. From Theorem 3.14, the assumption of Theorem 4.24 is also sufficient for local min-max points. However, there is difference among 2TS algorithms without this strong assumption:
Theorem 4.25. There exists a quadratic function and a global min-max point (x , y ) which 2TS-GD, 2TS-HB and 2TS-NAG do not converge to, for any γ > 0 and any hyper-parameters. 2TS-EG and 2TS-OGD may converge to (x , y ) but one cannot take both α 1 and α 2 to be arbitrarily small. (x , y ) is also a local min-max point according to Definition 3.3 and 3.18.
Theorem 4.25 tells us that we cannot always rely on the usual ODE analysis (Mescheder et al., 2017; Mertikopoulos et al., 2018; Fiez et al., 2019) , as such analysis relies on approximating gradient algorithms with their continuous versions, by taking the step sizes to be arbitrarily small. Such an example is also important in practice because it resembles the local behavior of GANs: for one set of variables, the Hessian is negative-definite, and for another set of variables, the Hessian matrix is zero (Nagarajan and Kolter, 2017) .
Conclusion
We have developed a unified notion of "local min-maximality" for NCNC min-max optimization, and studied their first-and second-order conditions, and desirable properties. We also show that quadratic games, as commonly used to localize differentiable games, are special for certain optimality notions, both globally and locally. We study popular gradient algorithms and check if and when they converge locally to different solution concepts, such as local saddle and local min-max points. Our stability results not only provide theoretical insights, such as one-time-scale vs two-time-scale, effect of momentum and the validity of ODE approach, but also give guidance for hyper-parameter selection and algorithm comparison. For future work we plan to explore how Newton-type algorithms (Fiez et al., 2019; Wang et al., 2020) converge for different notions of local optimality in NCNC settings. It would also be interesting to find algorithms that would converge better to local min-max points.
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A Important examples
In this section we review important examples considered in Section 2 that clarify notions of global min-max, max-min, and saddle points. The bilinear game, Example 2.5, is studied in Appendix A.1; the one dimensional quadratic game, Example 2.6, is studied in Appendix A.2; and an NCNC game with no global saddle points, Example 2.9, is given in Appendix A.3.
A.1 Example 2.5: Simple bilinear game
Let f (x, y) = xy. The envelope functionf (x) can be computed as:
Therefore, any global min-max (x , y ) must satisfy x = 0, at this point, y can be chosen to be any number. So all the global min-max points form the set {0} × R. We can derive similarly that all global max-min points form the set R × {0}.
A.2 Example 2.6: One-dimensional quadratic game
In this subsection, we consider one-dimensional quadratic games:
f (x, y) = ax 2 + by 2 + cxy, (A.2) and conditions of a, b, c under which global saddle, min-max and max-min points exist.
A.2.1 Saddle point
If we want (x , y ) to be a global saddle point, we require:
We cannot have a < 0, as otherwise f (x, y ) → −∞ as x → ±∞, So a ≥ 0. Similarly b ≤ 0. If a ≥ 0 ≥ b, then we can also prove that (0, 0) is a saddle point. Hence, the necessary and sufficient condition for the saddle point to exist is
A.2.2 Min-max point
If b < 0, maximizing over y yields y = −cx/b. In this case, the minimum of x exists if c 2 − ab ≥ 0. If c 2 − ab > 0, the global min-max point is (0, 0). If c 2 − ab = 0, the global min-max point can be (x, −cx/b) for any x. If b = 0, we have:
If c = 0, then a ≥ 0; otherwise, c = 0 and a ∈ R since we must have x = 0 for minimization. If b > 0, global min-max points do not exist. Summing up, Global min-max points exist and include (0, 0) iff:
This condition is more general than the local saddle condition a ≥ 0 ≥ b.
A.2.3 Max-min point
What we have considered is a min-max problem. Let us now study what happens if we switch the order, i.e., we find the solution for Similar to the last subsection, we can similarly derive the existence condition of global max-min points:
Taking the intersection with (A.6), we have the condition for saddle points: a ≥ 0 ≥ b.
A.3 Example 2.9: Game without saddle points
We study the min-max optimization of Example 2.9:
f Proof. Let us first prove that (x , y ) is global saddle iff it is both global min-max and global max-min: (⇐=) Combining (2.6) and (2.8) we obtain the saddle point condition that for any x ∈ X and y ∈ Y: 1) is true, we can easily obtain (2.6) and (2.8) by noticing: 
B.2 Proof of Theorem 2.7
Proof. In this proof we need the following lemma, which can be easily verified from the definition and uniqueness of the Moore-Penrose pseudo-inverse:
Lemma B.1 (Maciejewski and Klein (1985) ). If A ∈ R n×n is symmetric and idempotent, i.e., A is an orthogonal projection, then for any B ∈ R m×n and C ∈ R n×m ,
WLOG assume A ∈ S n , B ∈ S m to be n × n and m × m symmetric matrices. By R(·) and N (·) we mean the range and the null space of a matrix. We consider the following quadratic game:
Conditioned on x, solving y reduces to:
The maximum exists iff B 0 and the following linear system has a solution:
Applying P ⊥ B on both sides, to ensure that the solution of y exists, one needs
So, to ensure the existence of a solution, we need
Taking a special solution of (B.10), y = −B † (b + C x), and plugging back it into (B.8) we obtain a quadratic programming problem for x:
Using P ⊥ L , the affine space can be represented as x = −(L ) † P ⊥ B b+P ⊥ L z = −(L ) † b+P ⊥ L z, with z ∈ R n , and we used Lemma B.1. Thus, this constrained optimization problem can be transformed into an unconstrained problem. The minimizer exists iff
where we U is a shorthand for A − CB † C . In summary, global min-max points exist iff :
Let us now show that the last two conditions:
are equivalent to:
, then from the second condition, there exist u ∈ R m and v ∈ R n such that: Compared with (B.22) , it suffices to prove that
which, with X P ⊥ X = 0 for any real matrix X, yields:
Applying P ⊥ B on the second equation we have P ⊥ B b = L x, and thus P ⊥ B b ∈ R(L ). To show the second condition of (B.15), note that
where we used P ⊥ L L = 0 and U = A − CB † C . It suffices to show that:
for some vector z, or equivalently: x and (B.21) . In conclusion, global min-max points exist iff:
The min-max condition (B.14) can be easily transformed into the max-min condition, by taking:
With (B.27) and the transformation, global max-min points exist iff : 
Proof. Taking the intersection of (2.14) and (2.15), we have
which is sufficient and necessary for the existence of saddle points. The other direction is also easy.
C Proofs in Section 3
C.1 Proof of Theorem 3.4
Theorem 3.4. If there exists a diminishing sequence { n } ∞ n=1 such that (x , y ) is local min-max, then we can always choose { n = 1 n+N }, for some sufficiently large N . Proof. It is easy to see that for any 1 ≥ 2 ≥ 0, f 1,y (x) ≥f 2 ,y (x).
(C.1)
Since y is a local maximizer of f (x , y), there exists > 0 such that for any 0 ≤ δ ≤ ,
Now let us prove that we can always choose sufficiently large N and {1/(n + N )} ∞ n=1 as the diminishing sequence. We simply choose N such that 1/N < . For all n ∈ Z ++ , there exists in such that 1/(n + N ) > in . From (C.1) and (C.2), there exists a neighborhood of x , such that for all x in the neighborhood:
Therefore, x is a local minimizer off 1/(n+N ) (x) for all 1/(n + N ).
C.2 Proof of Theorem 3.9
Theorem 3.9 (stationarity). Let f be continuously differentiable. At an interior GSLP (x , y ):
Proof. It is possible to derive this theorem directly from Theorem 3.8 by taking n , ε n → 0 and using the first-order continuity. Here for sanity check, we give a different proof using Danskin's theorem.
Since (x , y ) is an interior point and {ε n }, { n } are diminishing, we can choose WLOG that all the neighborhoods B(x , ε n )×B(y , n ) are within the domain X ×Y. From the definition, y is a local maximizer off n,x (y) = min x∈B(x ,εn) f (x, y).
From Danskin's theorem (Güler, 2010, Theorem 1.29) , there exists a sequence {x n } with x n ∈ B(x , ε n ) such that
Taking n → ∞, one obtains ε n → 0 and x n → x . Since f is continuously differentiable, we have:
C.3 Proof of Corollary 3.10 Proof. It is easy to prove ∇ 2 yy 0 and since ∇ 2 yy is invertible, ∇ 2 yy ≺ 0. One can use the implicit function theorem to show that for small enough , T (x ) = T (x ; t) = {y }, and (3.8) becomes:
Near y , we have the following expansion:
If ∇ 2 yx t = 0, then lim n→∞ v(z n ; t) 2 2u (z n ) = 0, (C.8)
for any sequence {z n }, and thus E (y ; t) = 0; otherwise, y ∈ Y 0, and we have:
.
(C.9)
we can take z n − y → (∇ −1 yy ) 1/2 (z n − y ) and use Cauchy-Schwarz inequality to obtain:
C.4 Proof of Theorem 3.14 then (x , y ) is a local min-max point.
Proof. It is easy to derive that y is a local maximizer of f (x , y). With Theorem 3.4 we have the freedom to choose n = 1/(n + N ) for a sufficiently large N . For the minimizer part, given fixed n, take x − x < δ n such that:
Hence,f n,y (x) is at least:
which is minimized at x locally from (3.14).
C.5 Proof of Theorem 3.15
Proof. Local saddle points are GSLPs by taking ε n = 0 and n = 0 for all n, and thus they are local min-max and local max-min by definition.
C.6 Proof of Theorem 3.16
Proof. Suppose (x , y ) is a local min-max point, then f (x , ·) is locally maximized at y . Since f (x , ·) is concave in y, f (x , ·) is also globally maximized at y , and thus f (x , y ) =f (x ).f n ,y (x) is convex in x due to the convexity of f in x. So, x is a also global minimizer off n ,y (x), and for any x ∈ X we have:
From Definition 2.2 we conclude that (x , y ) is a global min-max point. We can prove similar results for the max-min case with the same argument.
C.7 Discussion of Definition 3.18
We show that Definition 3.18 satisfies Theorem 3.15, Theorem 3.16 and Property 3.17. Theorem 3.15 is satisfied since for every local saddle point, there exists a neighborhood U of (x , y ) such that for any (x, y) ∈ U :
and we can prove similarly that every local saddle point is local max-min according to a similar version of Definition 3.18. For Theorem 3.16, we can use the fact that f (x , y) is concave in y andf (x) is convex in x . So, every local min-max point is global min-max.
Property 3.17 is also satisfied since compared with Definition 2.2, we are mainly restricting (x, y) to a neighborhood.
C.8 Proof of Theorem 3.19
Proof. Part I. We first show that every local min-max point is global min-max for homogeneous quadratic games. Suppose first that q(x, y) = x Ax/2 + y By/2 + x Cy, (C.15) and (x , y ) is local min-max. So, q(x , ·) is maximized at y , and first-and second-order necessary conditions give:
and thus y is also a global maximum of q(x , ·). On the other hand, in a neighborhood of x ,q (x) ≥q (x ), andq
So,q(x) is locally minimized at x . In fact, one can computeq(x) as:
. This is furthermore equivalent to x = P ⊥ L z for some z. Take z such that x = P ⊥ L z . So,
is locally minimized at z = z . and thus
Consequently, z is a global minimizer ofq(P ⊥ L z), and thus x is a global minimizer ofq(x). Part II. So far, we have shown that if q(x, y) is homogeneous as in (C.15), then every local min-max point is also global min-max. Now let us show that this is true even after we add linear terms a x + b y to (C.15) such that:
q(x, y) = x Ax/2 + y By/2 + x Cy + a x + b y.
(C.21)
With the assumption that a local min-max point (x , y ) exists, from the stationary condition ∇ x f (x , y ) = ∇ y f (x , y ) = 0, we have:
Bringing (C.22) to (C.21) we obtain: If (x , y ) is local min-max for q(x, y), then (0, 0) is local min-max for p (u, v) . For what we have derived, (0, 0) is also global min-max for p (u, v) , and thus (x , y ) is global min-max for q(x, y). Part III. We have derived that every local min-max point is global min-max. So global min-max points exist if local min-max points exist. Now let us derive the converse. From Theorem 2.7, we can assume
Now let us show that this is sufficient for local min-max. From the third condition we have:
So q(x, y) is stationary at (x , y ). Now we want to show that (x , y ) is a local min-max point for q(x, y), or equivalently, (0, 0) is local min-max for p(u, v) as in (C.23). From B 0 we can show that p(0, ·) is locally maximized at v = 0. Now let us show that for any > 0,p (u) is locally minimized at u = 0, i.e.,
for any u < δ and some δ > 0. We have the freedom to choose B † C u ≤ /2. If L u = 0, then u = P ⊥ L z for some vector z, and max v∈B(0, )
The last equation follows from (C.25). If L u = 0, we have
where we used BL = BP ⊥ B C = 0. Now let us derive that the right hand side is non-negative. Assume w = L u, we write:
, and the r.h.s. of (C.29) now becomes:
If we want the rest:
to be positive, from Cauchy-Schwarz inequality, then it suffices to impose:
This is true if u is small enough. So, we have proved that u is a local minimum ofp (u) for any > 0, and thus (u , v ) = (0, 0) is local min-max for p (u, v) , which is equivalent to saying that (x , y ) is a local min-max point.
C.9 Proof of Theorem 3.22
Theorem 3.22. For unconstrained quadratic games, the following statements are equivalent: 
D Proofs in Section 4
Many of the proofs in Section 4 rely on Schur's theorem:
Theorem D.1 (Schur (1917) ). The roots of a real polynomial p(λ) = a 0 λ n + a 1 λ n−1 + · · · + a n are within the (open) unit disk of the complex plane iff ∀k ∈ {1, 2, . . . , n}, det(
In this theorem, we use A H to denote the Hermitian conjugate of A, and
Schur's theorem has been applied to analyze bilinear zero-sum games to give necessary and sufficient convergence conditions (Zhang and Yu, 2020) . However, in that paper only real polynomials have been studied. Here we give a corollary for complex quadratic polynomials:
Lemma D.2 (Schur) . For complex quadratic polynomials λ 2 + aλ + b, the exact convergence condition is:
Proof. For quadratic polynomials, we compute
We require det(P k P H k − Q H k Q k ) =: δ k > 0, for k = 1, 2. If k = 1, we have 1 − |b| 2 > 0. If k = 2, we have:
whereā means the complex conjugate. The determinant should be positive, so we have:
(1 − |b| 2 ) 2 + 2 (a 2b ) > |a| 2 (1 + |b| 2 ). (D.6) Some proofs in this section rely on Mathematica code, mostly with the built-in function Reduce. This function relies on cylindrical algebraic decomposition (Basu et al., 2005) and can be verified manually. Proof. Given any local saddle point (x , y ), the following holds:
D.1 Proof of Lemma 4.1
From this necessary condition, (H) := (H + H H )/2 is negative semi-definite, and with the Ky Fan inequality (e.g. Moslehian (2012) ), (Sp(H)) ≺ Sp( (H)) ≺ 0, with "≺" meaning majorization (Marshall et al., 1979) . Therefore, (λ) ≤ 0 for all λ ∈ Sp(H(f )). The second part can be proved by assuming z = −u + iv with u ≥ 0 and v ∈ R. The quadratic function can be q = ux 2 /2 − uy 2 /2 + vxy, since one can verify that (0, 0) is a local saddle point where:
whose two eigenvalues are both z.
For bilinear games f = x Cy + a x + b y, at any local saddle point, the flipped Hessian is:
The eigenvalues are λ = ±iσ, with σ a singular value of C.
D.2 Proof of Theorem 4.2
Theorem 4.2 (GD). At (x , y ), GD(α) is asymptotically stable iff for any λ ∈ αSp(H), |1 + λ| < 1.
Proof. (4.2) can be rewritten as:
(D.10)
One can compute the Jacobian of this update at a stationary point (x , y ):
From (D.11) we obtain:
In order for ρ(J GD ) < 1, it is necessary and sufficient to have |1 + λ| < 1 for any λ ∈ αSp(H).
D.3 Proof of Corollary 4.3
Corollary 4.3 (Mescheder et al. (2017) ). If at (x , y ) ∈ X × Y,
then there exists α 0 > 0 such that for any 0 < α < α 0 , GD(α) is asymptotically stable. If (λ) ≥ 0 for some λ ∈ αSp(H), then GD(α) never converges for any α > 0.
Proof. If we have (λ) < 0 for any λ ∈ Sp(H), then we can prove |1 + αλ| < 1 is always true for small enough α, since: 
D.5 Proof of Theorem 4.5
Proof. (4.4) can be rewritten as:
With state augmentation (x t , y t ) → (x t+1 , y t+1 , x t , y t ) and (4.1), the Jacobian for HB(α, β) is:
with H(f ) defined in (4.1). The spectrum can be computed as:
This quadratic equation can be further expanded as:
With Lemma D.2, we obtain the necessary and sufficient conditions for which all the roots are within a unit disk:
The second condition in fact describes an ellipsoid. If we define λ = u + iv and (u, v) ∈ R 2 , then this condition can be simplified as:
D.6 Proof of Corollary 4.6
Corollary 4.6 (HB). For any |β| < 1, if at (x , y ), (λ) < 0, ∀λ ∈ Sp(H), then there exists α 0 > 0 such that for any 0 < α < α 0 , HB(α, β) is asymptotically stable. If (λ) ≥ 0 for some λ ∈ Sp(H), then HB(α, β) never converges for any α > 0 and |β| < 1.
Proof. For any λ ∈ Sp(H) where (λ) = u < 0 and (λ) = v, with (D.19) we solve:
which gives:
The first part can be subsequently proved with simple algebra. For the second part, note that u ≥ 0 and α > 0 cannot be both satisfied in (D.21). NAG(α, β) is asymptotically stable iff for any λ ∈ αSp(H(f )):
Proof. (4.5) can be rewritten as:
and (4.1), the Jacobian for NAG is:
The spectrum can be computed as:
Comparing with (D.17), we find that the two characteristic polynomials are different only by O(αβ). With Lemma D.2, the condition for local linear convergence is: Proof. (4.7) can be rewritten as:
We compute the Jacobian matrix of this update: ) is asymptotically stable iff for any λ ∈ αSp(H(f )), we have |λ| < 1 and (k − 1)|λ| 2 (k − 3 + (k + 1)|λ| 2 ) < 2(k − 1) (λ)(k|λ| 2 − 1).
Proof. (4.9) can be rewritten as:
x t+1 = x t − kα∇ x f (x t , y t ) + α∇ x f (x t−1 , y t−1 ), y t+1 = y t + kα∇ y f (x t , y t ) − α∇ y f (x t−1 , y t−1 ).
With state augmentation (x t , y t ) → (x t+1 , y t+1 , x t , y t ) and (4.1), the Jacobian for the OGD update is:
Sp ( With Lemma D.2, we obtain the necessary and sufficient conditions for which the roots of p(x) are in the unit circle:
|λ| < 1, (k − 1)|λ| 2 (k − 3 + (k + 1)|λ| 2 ) < 2(k − 1) (λ)(k|λ| 2 − 1), with λ ∈ αSp(H(f )).
D.15 Proof of Theorem 4.15
|λ| 2 (k − 3 + (k + 1)|λ| 2 ) < 2 (λ)(k|λ| 2 − 1).
(4.11)
Proof. If k > 1, the exact convergence condition (4.10) is:
|λ| 2 (k − 3 + (k + 1)|λ| 2 ) < 2 (λ)(k|λ| 2 − 1), |λ| < 1.
(D.32)
If k < 1, the exact convergence condition is:
|λ| 2 (k − 3 + (k + 1)|λ| 2 ) > 2 (λ)(k|λ| 2 − 1), (D.33) |λ| < 1. (D.34)
In the case of local saddle points, (λ) ≤ 0. (D.33) is violated under the assumption of (D.34), because the left is negative while the right is non-negative. Now let us prove that in the case of k > 1, the second inequality of (D.32) is redundant with the following Mathematica code (rewrite λ = u + iv with u, v ∈ R):
Reduce [ForAll[{u, v, k}, (u^2 + v^2) (-3 + k + (1 + k) (u^2 + v^2)) < 2 u (-1 + k (u^2 + v^2)) && k > 1, u^2 + v^2 < 1]]
The answer is True.
D.16 Proof of Corollary 4.16
Proof. We rewrite (4.11) as:
k|λ| 2 (1 + |λ| 2 − 2 (λ)) < 3|λ| 2 − |λ| 4 − 2 (λ).
(D.35)
Since (λ) ≤ |λ|, 1 + |λ| 2 − 2 (λ) ≥ 0. The left hand side increases with k. Therefore we obtain Corollary 4.16 from Theorem 4.15.
D.17 Proof of Corollary 4.17
Proof. For fixed k > 1, take α to be small enough such that k|λ| 2 − 1 < 0 for all λ ∈ αSp(H). (4.11) becomes:
|λ| 2 (k − 3 + (k + 1)|λ| 2 ) (k|λ| 2 − 1) > 2 (λ). (D.36)
As α → 0, the l.h.s. is O(α 2 ), while the r.h.s. is negative and Θ(α). Therefore for any λ ∈ Sp(H) there exists small enough α λ such that (4.11) is satisfied. Taking the minimum over all α λ 's, we obtain the step size we need. For the second part, we use (4.11), Lemma 4.1, and the following Mathematica code (rewrite λ = u + iv with u, v ∈ R):
Reduce [ForAll[{u, v, k}, 0 < u^2+v^2<1/k^2 && u<=0 && 1<k<=2, (u^2+v^2) (-3+k+(1+k)(u^2+v^2)) <2u(-1+k(u^2+v^2))]].
The result is True.
D.18 Proof of Corollary 4.18
Proof. We want to prove that (4.11) is violated. Assume otherwise. From Corollary 4.16 we have:
3|λ| 2 (1 + |λ| 2 − 2 (λ)) < 3|λ| 2 − |λ| 4 − 2 (λ), (D.37) which simplifies to:
2|λ| 4 < (λ)(3|λ| 2 − 1). (D.38)
Since (λ) ≥ 0, from (D.38) we have 3|λ| 2 − 1 ≥ 0. Also, from 2 (λ) ≤ 1 + |λ| 2 , (D.38) yields:
4|λ| 4 < (1 + |λ| 2 )(3|λ| 2 − 1), (D.39) which simplifies to:
(|λ| 2 − 1) 2 < 0. (D.40) This is obviously not true.
D.19 Proof of Corollary 4.19
Corollary 4.19. Given |λ| < 1/ √ 3 with λ ∈ αSp(H), whenever GD(α) converges, OGD(2α, α) converges.
Proof. Taking k = 2, (4.11) becomes; |λ| 2 (−1 + 3|λ| 2 ) < 2 (λ)(2|λ| 2 − 1). (D.41)
We want to show that for all |1 + λ| < 1 and |λ| < 1/ √ 3, (D.41) holds, and thus we define λ = u + iv (u, v ∈ R) and use the following Mathematica code:
Reduce[ForAll[{u, v}, (1 + u)^2 + v^2 < 1 && u^2 + v^2 < 1/3, (u^2 + v^2) (-1 + 3 (u^2 + v^2)) < 2 u (-1 + 2 (u^2 + v^2))]] This result is True.
which is locally minimized at x = 0.
The generalized flipped Hessian H(1, γ) at (0, 0) is:
If 0 < γ ≤ 1, the two eigenvalues are 1± √ 1 − γ which are both real and positive. Therefore from Theorem 4.23, Corollary 4.3, Corollary 4.6, Corollary 4.9, 2TS-GD, 2TS-HB, 2TS-NAG would not converge to (0, 0). Now let us prove the same result holds for 2TS-EG and 2TS-OGD. For 2TS-EG, if λ ∈ R and λ > 0, it is obvious that |1 + λ + λ 2 | < 1 is violated (Theorem 4.10). For 2TS-OGD with k > 1, (4.11) becomes:
(−1 + λ) 2 λ(2 + λ + kλ) < 0, which is false when λ > 0.
If γ > 1, the eigenvalues are λ 1,2 = 1 ± i √ γ − 1, which have positive real parts. From Theorem 4.23, 2TS-GD, 2TS-HB and 2TS-NAG do not converge to (0, 0) locally. Now let us study 2TS-EG and 2TS-OGD.
2TS-EG
We require: (D.53) or equivalently:
The left can be computed as:
1 + (2 − α 2 )α 1 + 4α 2 1 + 2α 2 α 2 1 + α 2 2 α 2 1 . (D.55)
We cannot take α 2 to be arbitrarily small, since otherwise (D.55) would be positive, and thus 2TS-EG would not converge. In fact, we need α 2 ≥ 2. For example, we can take α 2 = 4 and α 1 = 0.01.
2TS-OGD For 2TS-OGD, we need α 2 to be Ω(1) as well. From Corollary 4.16 and Theorem 4.23, we take k → 1 + so that the convergence region is the largest:
|λ| < 1, |λ − 1/2| > 1/2. (D.56)
Bringing in the eigenvalues α 1 (1 ± i √ γ − 1), we obtain:
In other words, 1 < α 2 < 1/α 1 . We could take α 1 infinitesimal but not α 2 .
