Hybrid, plug-in hybrid, and electric vehicles have enthusiastically embraced rechargeable Li-ion batteries as their primary/supplemental power source of choice. Because the state of charge (SoC) of a battery indicates available remaining energy, the battery management system of these vehicles must estimate the SoC accurately. To estimate the SoC of Li-ion batteries, we derive a normalized state-space model based on Li-ion electrochemistry and apply a Bayesian algorithm. The Bayesian algorithm is obtained by modifying Potter's squareroot filter and named the Potter SoC tracker (PST) in this paper. We test the PST in challenging test cases including high-rate charge/discharge cycles with outlier cell voltage measurements. The simulation results reveal that the PST can estimate the SoC with accuracy above 95% without experiencing divergence.
INTRODUCTION
Recently, hybrid and electric vehicles have received substantial attention due to their high fuel efficiency, low cost of operation and reduced greenhouse gas emission. At the heart of these vehicles lies rechargeable (secondary) batteries as a source of energy. Specifically, Li-ion batteries have become a more popular choice than NiMH batteries in newer generation hybrid and electric vehicles due to their high energy density, slow selfdischarge, and zero memory effect. A battery management system (BMS) is required to keep the Li-ion cells within their specified operating range by sensing voltage, current, temperature and internal pressure signals. This ensures the availability of reliable electrical power, improves overall energy efficiency, protects cells from damage and prolongs battery lifespan. The battery SoC is one of the most important parameters that BMS estimates in real time to accomplish its goals. The SoC needs to be estimated accurately in a broad range of environmental and operating conditions, including environmental temperature (from freezing cold to scorching hot) and battery age (from new to old). To this end, the following two key elements must be readily available:
• An accurate battery model and
• A robust SoC estimation strategy.
A Brief Review of Battery Modelling
Modeling refers to the process of analysis and synthesis to determine a suitable mathematical description that characterizes the relevant dynamics of a component under test. To be useful, the model must be scalable and easy to be simulated. A battery model is required to capture battery physics accurately. The two broad approaches to battery modelling are
• Equivalent electrical-circuit modeling and
• Electrochemical modeling
Equivalent electrical-circuit models use RC (ResistorCapacitor) circuits to model the charge and discharge behavior of Li-ion batteries [15, 24, 10] . They may consist of the first-order, second-order or the third-order RC models coupled with a hysteresis effect [24, 10] . Equivalent circuit models are conceptually simple to understand and use a few parameters to be identified. However, they provide little insight into underlying physical battery limitations. On the other hand, electrochemical modeling uses the first principles-they use partial differential equations to capture the diffusion dynamics of Li-ions in the solid phase composite electrodes and the electrolyte. Although electrochemical modeling provides a more accurate SoC estimate, it comes with a price; it requires many unknown parameters to be identified. However, once an electrochemical model is developed, it can be easily manipulated to meet different battery specifications. For these reasons, electrochemical modeling is often preferred to equivalent electrical-circuit modeling [17, 7] .
A Brief Review of SoC Estimation methods
Estimating the SoC in an electric vehicle is analogous to gauging fuel in a conventional vehicle. In general, SoC estimation techniques can be broadly categorized into two types:
• Indirect techniques
The most widely used direct technique is called Coulomb counting [6] . Coulomb counting relies on integrating all battery charge and discharge currents. If the initial battery capacity is known and the coulometric efficiency is 100%, it will estimate the SoC accurately. However, in practice, all the charge current are not used for increasing the battery capacity. By the same token, battery capacity losses cannot be attributed to external discharge current only. For this reason, Coulomb counting is unreliable for hybrid electric vehicle applications.
On the other hand, in indirect methods, the SoC is estimated based on some battery physical parameters such as the open-circuit/terminal voltage or the battery acid concentration [4, 13, 14] . Indirect methods can be used to estimate the SoC accurately in a wide range of operating conditions. For example, in impedance spectroscopy, the battery impedance is measured through frequency variations. Unfortunately, this technique can be implemented only in a laboratory setting because it requires additional signals. Another widely used indirect technique is rooted in Bayesian estimation theory. The extended Kalman filter (EKF) is one of the most widely used suboptimal Bayesian estimators for estimating the battery SoC from the battery voltage measurements [7, 26, 18] . Although the EKF can estimate the SoC accurately, it will be bound to fail if it is not initialized properly or the noise parameters do not sufficiently account for various model mismatches.
The main motivation of this paper has been to estimate the SoC accurately in a wide range of challenging applications. To this end, we make the following two contributions for the first time ever in the battery literature:
• Formulating a Normalized State-Space Model for Cell
Chemistry. The electrochemical model uses a set of coupled non-linear partial differential equations to capture the diffusion dynamics of Li-ions in the solid-phase electrodes. For computational reasons, during estimation, the diffusion model is reduced to have a relatively less order and normalized with respect to maximum solid-phase Liion concentration. The resulting normalized electrochemical state-space model has been useful for us to set up various parameters related to a SoC estimator.
• Developing an Algorithm for SoC Tracking. This paper proposes a modified version of Potter's square-root algorithm [12] and the resulting algorithm is named the Potter SoC Tracker (PST). A square-root formulation of the PST promotes the stability when committed to limitedprecision micro controllers.
The rest of the paper is organized as follows: The next section presents the electrochemical modeling of Li-ion batteries and relates it with a state-space model for Bayesian estimation. Then, we go on to derive the PST algorithm. After that, the PST is tested for SoC estimation in various challenging scenarios. Finally, the paper concludes with some remarks.
ELECTROCHEMICAL MODELING
As shown in Fig. 1 , a Li-ion electrochemical cell has three main domains-two composite electrodes (positive and negative) and a separator. According to porous electrode theory developed by Newman and Tiedemann [16] , composite electrodes are modeled using porous electrode theory. Porous electrode theory treats the solid and electrolyte phases as superimposed continua without regard to microstructure. Composite electrodes provide large interfaces between electrode and electrolyte resulting in a fast electrochemical reaction. Doyle et al. [8, 11] were the first to model a Li-ion cell by combining porous elcectrode theory with concentrated solution theory. In Li-ion cells, the active material of the negative electrode is typically a crystalline material, such as graphite whereas it is a transition-metal oxide such as NiO 2 , CoO 2 and Mn 2 O 4 in the positive electrode. Li-ions are shuttled between positive and negative electrodes during cell charge and discharge events. For Li-ion cells, the one-dimensional electrochemical model captures relevant solid and electrolyte phase diffusion dynamics and accurately predicts current/voltgae response. In this paper, the dimension-of-interest is the horizontal (x-) axis (see Fig. 1 ). Moreover, throughout this paper, we follow the following convention: the subscripts s, e and se are used to refer to the solid particle, electrolyte and solid-electrolyte interface, respectively; the subscripts p and n are used to denote the quantities related to the positive and negative electrodes, respectively. If the electrolyte concentration gradient is constant and cell parameters listed in Table I are constant, Li-ion chemistry boils down to a solid (particle) phase diffusion equation governed by Fick's second law:ċ
with a couple of boundary conditions
where c s (r, t) is the Li-ion concentration in the solid phase and the second boundary condition (3) is due to Fick's first law of diffusion.
The Butler-Volmer current density, J Li , in (3) is a measure of reaction rate and coupled to the electrode overpotential η by the following Butler-Volmer kinetic expression:
where R and T refer to the universal gas constant and temperature in K, respectively, and the exchange current density
The overpotential, η, is the difference between the solid and electrolyte potentials minus the open circuit potential of the solid or η = φ s − φ e − U .
Note that the assumptions to obtain the electrochemical model 
Deriving the State Equation
Standard estimation and control methods require a dynamic model expressed as a low-order set of ordinary differential equations, which is often referred to as the state/process equation of a state-space model. For this reason, as a first step in electrochemical modeling, the set of partial differential equations present in (1)- (3) needs to be converted to a set of ordinary differential equations. In this subsection, we use finite difference approximation [21, 7] . Assume that the spherical electrode particle is divided into N r shells, each of which has a thickness of ∆r = R s N r and a radius of r i = i∆r, where i = 1, 2 . . . N r . Applying the following two finite difference approximations
to (1) 
Applying the finite difference approximation to the boundary condition in (3), we get
Substituting (8) into (7) when i = (N r − 1) yieldṡ
Combining (7) and (9) into a matrix form, we get the following linear time-invariant state equation in continuous-time:
where the (N r − 1)-dimensional concentration state vector
T For a constant diffusion coefficient D s , the matrix A becomes constant and tri-diagonal.
Deriving the Measurement Equation
In this subsection, the second equation of the electrochemical state-space model, known as the measurement equation, is derived. The input to the model is the charge/discharge current, I, applied to the battery and the output is the corresponding battery terminal voltage, V . The battery voltage is determined by the equation [7] :
where the solid phase potentials of the positive and negative electrodes are defined, respectively, as follows:
Here, η denotes the over-potential and U denotes the open circuit potentials also known as local equilibrium potentials. Substituting (12)- (13) into (11), we get
Grouping alike terms on the right hand side of (14) together yields
The first three terms on the right hand side of (15) are given as follows:
• The overpotentials of the positive and negative electrodes can be calculated, as shown by:
where
where the exchange current densities
The Butler-Volmer current densities at the positive and negative electrodes, J Li p and J Li n , are defined as follows:
Assuming that the Butler-Volmer current is constant along the x-axis, the approximate value for J Li p can be found as follows:
Similarly, we obtain
• The open circuit potential (OCP) refers to the voltage between the battery terminals when no load is applied and the battery is completely relaxed. The OCP depends on the SoC (or the solid phase concentration) and increases with the SoC. The OCP is empirically determined-The OCP at a specific SoC is determined by averaging the battery terminal voltage observed at that SoC during charging and discharging. In this paper, the following two empirical equations are used for simulation [7] : where the normalized concentration at the solid-electrolyte interface of the positive electrode, ϕ se,p , is given by
The term, c se,p , on the right hand side of (18) can also be considered as the Li-ion concentration on the last outer shell of the solid electrode particle and is given by (8) .
By the same token, the normalized concentration at the solid-electrolyte interface of the negative electrode, ϕ se,n , is given by
• The difference in the electrolyte potentials of the positive and negative electrodes is given by
In a nutshell, the measurement equation in (15) can be rewritten as a function of c s and I:
The equations (10) and (20) form the state-space model in continuous time.
Converting the State-Space Model from the Continuous-Time domain to a Normalized Discrete-Time Domain
To implement a continuous-time state-space model in a digital computer, it must be converted to a discrete-time state-space model. If the charge/discharge current and voltage measurements are available at distinct time instances, the discrete-time state-space model can be described by the following difference equations:
where the time index k = t/∆T , t is the absolute time, and ∆T is the sampling time interval; the system and input matrices are given, respectively, as follows (see Section 1.4. of [20] ):
Let the normalized concentration vector ϕ s be defined as
Then the normalized discrete-time state-space model can be written as: The SoC can be defined in many ways. The most common definition is given by the present battery capacity as a percentage of maximum capacity. In this subsection, the SoC is expressed in terms of concentration as described in [7] . Typically, Liion cells are designed to be depleted partially or filled up with charge to a level below their maximum capacity. For this reason, the SoC of a cell must be defined within a window of minimum and maximum concentrations (see Fig. 2 ). For example, the SoC can be defined in terms of the positive electrode, as shown by
Relationship between Concentrations and SoC
where ϕ 0,p and ϕ 100,p denote the normalized concentration in the positive electrode when the cell is fully discharged and charged, respectively, and are empirically determined. The SoC reaches a value of one at the end of complete charge and zero at the end of complete discharge. Given the SoC in terms of the positive electrode, we may find the solid-electrolyte surface concentration in the negative electrode, as shown by
where the normalized solid-electrolyte surface concentration in the negative electrode
The relationship in (25) is used to estimate the SoC based on a half-cell model because the terminal voltage is a function of both the positive and negative electrode concentrations.
DERIVING THE PST
In the Bayesian estimation framework, the posterior density of the state provides a complete statistical description of the state at that time [3] . On the receipt of a new measurement at time instant k, the Bayesian filter updates the old posterior density of the state in two basic steps:
1. Time update, which involves computing the predictive density 2. Measurement update, which involves computing the posterior density of the current state For a linear state-space model with additive Gaussian noise, the Kalman filter is the optimal estimator in a minimum mean squared-error sense. For a nonlinear system however, obtaining a closed from solution to the posterior density is intractable and we have to be content with a suboptimal estimator. In this paper, a suboptimal nonlinear Bayesian estimator is derived in a Gaussian environment. Gaussian densities include two terms, namely, mean and covariance. In the proposed algorithm, the square-root of the various error covariances are propagated over time. The motivation for a square-root formulation is that it always preserve the two basic properties of a covariance matrix, namely, symmetry and positive definiteness. In addition, the square-root algorithms are well known to provide increased stability especially when they are deployed in hardware with limited precision [1] .
Time Update
To take into account model mismatches and noisy current measurements, we rewrite the state equation (23) by adding noise as follows:
where the process noise, w k , is assumed to be zero-mean Gaussian distributed, i.e., w k ∼ N (0, Q). At the end of this section, we will describe how to find a legitimate value for Q. Given
, we write the predicted state at time k aŝ
where E[.] is the expectation operator. Substituting (26) into (27) yieldŝ
In deriving (28), we assume that the input J k has a mean value of I k /(Aδ) and is independent of battery chemistry. Due to the fact that deriving the predicted state-error covariance is mathematically involved, we first introduce the following notations:
• We shall use S Q for square root of the process noise covariance Q.
• A covariance matrix P can be written in a squared-form, as shown by [1] :
where P ∈ R n×n , S o ∈ R n×m , m > n, is a 'fat' matrix. Though S o in (29) can be considered as a square-root of P, we prefer to keep the square-root as an n × n triangular matrix for computational reasons. The transformation of S o into a triangular matrix S n ∈ R n×n is performed by a triangularization procedure (e.g., Gram-Schmidt based QR-decomposition). When the matrix S T o is decomposed into an orthogonal matrix V ∈ R m×n and an upper triangular matrix D ∈ R n×n such that S T o = VD, we get
where the 'new' square-root of P, S n = D T . In this paper, we simplify matters by using the notation
where S o is referred to as the 'old' square-root of P. Now, we write the predicted error covariance
where the variance of the input J k is assumed to be
and σ i is related to the precision of the current sensor. Using the square-root factor of Q and manipulating matrices cleverly, we rewrite (30) as
Hence, using the triangularization theory mentioned above, the square-root factor of the predicted state-error covariance can be written as
Measurement Update Using Potter's Idea
To take into account model mismatches and stochastic factors, similarly to the state equation, we rewrite the measurement equation (24) by adding noise as follows:
where the measurement noise, e k , is assumed to be zero-mean Gaussian distributed, i.e., e k ∼ N (0, σ 2 e ). Typically, the standard deviation of voltage measurement errors, σ e , can be deduced from the precision of a voltage sensing device. James H. Potter introduced a clever square-root measurement update when the measurement vector is single-dimensional and his algorithm was successfully deployed in the lunar excursion module for the Apollo program half a century ago [5, 12] . Fortunately, in the context of the battery SoC estimation, because the battery terminal voltage measurement is single dimensional, we adapt Potter's idea here to develop the measurement update with little modification.
For completeness, we present the time and measurement update steps of the PST below.
Time Update
1. Assume at time k that the posterior density function
Estimate the predicted statê
2. Estimate the square-root factor of the predicted state-error covariance
Measurement Update
Calculate the vector
where H is the Jacobian of h(.) estimated atφ k|k−1 .
Calculate the scalar
3. Estimate the filter gain
4. Estimate the predicted measurement
5. Estimate the updated statê
6. Calculate the scalar
7. Estimate the square-root factor of the updated state-error covariance
Note: Unlike the regular/unnormalized state-space model, the normalized one does not require laborious tuning or a priori knowledge for setting up various state-space model parameters, e.g.,
• How do we determine a suitable value for process-noise covariance Q? Because the i−th state variable, ϕ si,k , refers to a normalized concentration in the i-th shell of the solid particle, we may expect the squared-error in the estimate to lie within the following constraint:
This implies that a logical choice for Q is the identity matrix.
• What are the legitimate values ofφ s,1|0 and P 1|0 , to initialize an estimator? An obvious choice forφ si,1|0 is 0.5, because it lies in the middle of its two extreme values. In this case, all the diagonal entries of the initial estimation error covariance lie within the following constraint:
Therefore, a legitimate choice for P 1|0 is 0.25I, where I is the identity matrix.
COMPUTER EXPERIMENTS
In this section, we assess the effectiveness of the proposed approach and compare it with the method described by Domenico et al. in [7] . To make matters clear, the proposed approach in this paper was named the PST/nECM (Potter SoC tracker using the normalized electrochemical state-space model) while Domenico et al.'s method was named the EKF/ECM (Extended Kalman Filter using the unnormalized electrochemical statespace model). The process and measurement noise covariances for the PST/nECM were set to be Q = I and σ 2 e = 10 −4 , respectively, (see Section (DERIVING THE PST)), whereas for the EKF/ECM, Q and σ 2 e were obtained through optimization and set to be Q = 12I and σ 2 e = 10, respectively (see Section IV of [7] ). To initialize both estimators, we assumed the initial SoC to be 0.5. For a fair comparison, we performed several simulations using different current demand profiles as described below.
In the first experiment, we considered a current profile from the FreedomCAR operational manual [9] . The FreedomCAR profile consists of a 30A current discharge for 18s, rest for 32s, 22.5A charge for 10s followed by rest (see Fig. 3 ). One of the reasons for choosing this profile is that it reveals effects attributable to solid diffusion during pulse operations of HEV batteries. The measurement noise statistic was assumed to be zero-mean Gaussian with a standard deviation of 1 mV. The reference Li-ion cell data were generated by spatially discretizing the electrochemical model of 200 shells in total (for both the positive and negative electrodes) as described in Section DE-RIVING THE PS), and sampling at a rate of 10Hz. The initial SoC was set to be 0.65. For SoC estimation estimation, the electrochemical model for the positive electrode (half-cell model) was considered. Moreover, spatial discretization of three shells was found to be sufficient to capture this half-cell model. Figs. 4 and 5, the EKF/ECM and PST/nECM performed almost identically in estimating the SoC and the voltage . However, they deviated substantially in their confidence on estimates (see Fig. 4 )-the PST/nECM yields a reasonable value for the 99% confidence band around its voltage estimate, whereas it is highly broad in the case of the EKF/ECM implying that the EKF/ECM is overly pessimistic about its voltage estimate. This aspect of the EKF/ECM is undesirable in many situations. To illustrate this, we considered a scenario where outlier measurements were present.
As shown in
We generated outlier measurements by introducing zero readings deliberately at random time instants. Both the EKF/ECM and PST/nECM used the outlier detection method as described in Appendix B in their measurement updates. As shown in Figs. 6 and 7, the PST/nECM seems to be robust to outliers whereas the EKF/ECM does not. The EKF/ECM starts to diverge as soon as it encounters an outlier despite the inclusion of the outlier detection method. It seems to be incapable of discerning good measurements from outliers because of its unduly pessimistic confidence band. But, the PST is able to detect outliers, exclude them, and survive mainly because of its reasonable parameter usage (see Fig 8 for evidence) . For a fair comparison, we ran the experiment for 100 independent Mote Carlo runs. The PST/nECM survived in all the runs successfully whereas the EKF/ECM failed in all of them.
Motivated by these results, we applied the PST/nECM to a series of pulsed discharge current demand profile. Fig. 10 shows the current profile in which 10A discharge current for a period of 25s, followed by 75s-long open-circuit relaxation was applied in a periodic fashion. As can be seen from Figs. 11 and 12, the PST/nECM estimates the SoC accurately even in the presence of outlier measurements, validating the virtue of estimating the second-order statistics accurately.
CONCLUDING REMARKS
In this paper, we presented a square-root algorithm called the Potter SoC Tracker (PST) to estimate the SoC accurately and reliably. For estimation, we derived a normalized electrochemical state-space model based on Li-ion chemistry. For computational reasons, we reduced the diffusion model to a relatively less order single-electrode model and normalized with respect to the maximum Li-ion concentration. It was successfully demonstrated that the PST using this normalized state-space model estimated the SoC with an accuracy above 95% when applied to a highly challenging FreedomCAR current profile and a pulse current test with outlier voltage measurements. This accuracy rate is acceptable for battery management/control applications. A couple of future interesting research topics are in order: (i) To investigate controllability and observability of the electrochemical state-space model and their implications (ii) To track various electrochemical model parameters and adaptively include them to ensure that the electrochemical state-space is sufficiently accurate over the entire lifespan of a battery.
APPENDIX A: OUTLIER DETECTION
Outlier measurements can be caused by various engineering problems such as discontinuities from hardware switching in digital systems, sensor faults, strong electro-magnetic interference and co-channel interference. Outliers are known to influence an estimator strongly. They cause the estimator to drift towards them quickly leading to a catastrophic failure. Unless a corrective action is taken to eliminate the outliers, the estimator may stop to run after throwing out an error message. In this subsection, a simple outlier detection method using a statistical distance measure is presented [3] . To simplify matters, consider a linear measurement model with additive Gaussian noise, as shown by
where the measurement noise is assumed to be zero mean Gaussian, e k ∼ N (0, R). Given x k−1 ∼ N (x k−1|k−1 , P k−1|k−1 ), the the normalized-innovations (predicted-measurement error) squared can be proved to be chi-squared distributed, as shown by [3] :
where n is the degree of freedom and equals to the dimension of the measurement vector, α is the confidence level and the innovations covariance P y,k|k−1 = (HP k−1|k−1 H T + R). When the current measurement fails to satisfy (41), it can be declared as an outlier and excluded from subsequent computations. For the SoC estimation case, a voltage measurement can be declared as an outlier with a confidence of 95% when the normalizedinnovations squared exceeds χ 2 1,95% = 3.84. In this case, the estimator rejects the outlier measurement and the updated-state statistics simply become the predicted-state statistics. In the following section, we will demonstrate how the PST using this idea succeeds to survive in an environment with outliers. 
