Abstract. In this paper we present an engagement system for the iCub robot that is able to arouse in human partners a sense of "co-presence" during human-robot interaction. This sensation is naturally triggered by simple reflexes of the robot, that speaks to the partners and gazes the current "active partner" (e.g. the talking partner) during interaction tasks. The active partner is perceived through a multimodal approach: a commercial rgb-d sensor is used to recognize the presence of humans in the environment, using both 3d information and sound source localization, while iCub's cameras are used to perceive his face.
Introduction
A sense of attention and engagement naturally emerges in humans during social interactions. This sensation of "co-presence" depends on different behaviors that show cognitive capabilities [1] . In particular, establishing and maintaining eye contact between people involved in interactions is one of the key factors causing the "social engagement" [3] [4] . Thanks to this behavior we can communicate in a non-verbal way a variety of social information about attention and involvement in a conversation or a context. Harnessing people perception is thus fundamental for enhancing human-robot interaction. For example when robot and humans cooperate to perform a task or share a plan, if the robot expresses its engagement to the human partner by fixation, the latter is naturally prone to consider that the robot is following its commands. Social robots should be provided with this ability to improve the sense of social connection with humans [5] [6] . In this paper we present a simple engagement system for the humanoid robot iCub [7] , which will be foundational to more evolved HRI tasks.
Multimodal active partner tracking
The proposed system implements a multimodal approach to people detection and is able to let the robot identify and track the "active" partner ( Figure 1) . A Microsoft Kinect is used to perceive and reconstruct the environment to retrieve the possible presence of humans. At the same time the 4 microphones array embedded in the Kinect is used to localize sound sources. It is assumed that a sound coming from the same direction of a human corresponds to his voice or to some noise that the partner intentionally produces to catch the robot's attention. Hence, when a sound is perceived, the system fuses the source localization information with the people location information and, accordingly, marks the "active partner", i.e. the current person talking or producing sounds. This information is exploited by a gaze controlling mechanism to move the robot's head and eyes so as to center the person in its field of view. Finally, the iCub camera stream is analyzed to detect human faces, to fine tune the person localization. Notably, software modules have been implemented in different middlewares, namely YARP and ROS, which required the implementation of a bidirectional YARP-ROS bridge to comply with the different communication protocols.
Experimental results
The proposed engagement system has been used in several developmental robotics scenarios, where two or more caregivers interact with the robot to teach new objects. As suggested in Figure 1 , the system is able to detect and track the partners in the environment, to mark the active partner and to detect his face. As one of the partners speaks, the produced sound is detected and matched with the person's location, then the robot gazes toward him as the "active caregiver". The engagement system has also been used in real-life scenarios in which the robot joins a conversation between people. When people talk alternatively, as during a conversation, the robot gaze at the "active" one, emulating a third "listening" to the conversation. The video showing some of the experiments can be found at: http://macsi.isir.upmc.fr. From the point of view of the human partners, a sensation of "social cohesion", or "togetherness", grows up from the gazing of the robot: humans have the feeling of being perceived by the robot while they interact with it as in a real relation between human student and human teacher. In particular, the pointing behaviour is able to generate a feeling of social connection between the robot and the active partner: the human caregiver feels the attention of the robot as feedback to his teaching attempts. Remarkably, when partners were asked a feedback about the experiments, they admitted that the simple gaze of the robot was enough to give the im- pression that the robot was effectively listening to their conversation: co-presence has been felt by the partners as an increase of the mutual engagement during interaction.
Conclusions and future works
In this paper a multimodal people engagement system for the humanoid iCub has been presented. Experiments performed show that by the use of gazing and faces engagement it is possible to establish a direct connection during interactions between humans and robots and to arouse in the human partners a sense of co-presence of the robot in the environment. Results encourage us to improve the mutual engagement adding new perception-action modalities, and further investigate the role of engagement in teaching scenarios, evaluating its effect in a qualitative way as well as in a quantitative way.
