Abstract-This paper presents the performance analysis of a grid-enabled MIP solver in a grid environment consisting of three clusters on a campus LAN. In particular, the paper focuses on the analysis of the behavior of the application using two networks connecting the clusters with different latency and bandwidth.
I. INTRODUCTION
The goal of computational grids is to aggregate numerous heterogeneous resources in order to provide sufficient computational power to solve large-scale problems. In a grid environment, users can use unlimited resources as a single powerful entity. However, the heterogeneity of the resources in the grids makes it difficult to predict the performance behavior of the applications. The performance analysis of an application on a grid is a very interesting matter, because the results are dependent on the problem, on the code structure and the communication patterns exploited, on the performance of the grid hardware used (computing node, CPU, memory hierarchy), on the middleware and the run-time systems used, and, above all, on the communication performance inside and among the computational facilities making up the grid. This paper tackles the grid performance analysis problem for a real-world code, a solver of Mixed Integer Programming problems (MIP) developed using the BCP-G framework. BCP-G is a customized version of COIN/BCP, an open source framework developed within the IBM COIN-OR project [1] , which is based on the Branch, Cut and Price method for solving large-scale linear integer programming problems. The original COIN/BCP framework, based on the use of PVM libraries [2] , has been provided with a new MPI communication API able to exploit the MPICH-G2 system, a grid-enabled MPI implementation [3] , [4] . Moreover, the developed application is part of a more complex grid-enabled system, consisting of another framework (Meta-Pbc) and a web portal (SWI-Portal). The first one is a new framework, based on a decentralized master/worker schema [5] . The second one is a web portal designed to manage users and jobs as user-friendly as possible.
In a previous paper [6] we studied the performance of the software system sketched above, on a test grid environment consisting of three small clusters on a fairly slow campus LAN. Even if the use of the three clusters led to a nonnegligible speedup, the performance gain was relatively small compared to the one that could be obtained using a single large cluster. After the upgrade of the campus LAN of the University of Sannio to a state-of-the-art fiber optic ring, we would check if the situation is still the same, in that the use of a single large cluster is still preferable to the exploitation of a grid made up of small clusters. In this case, if no cluster is large enough to meet user response time expectations, the only possibility is to clusterize the algorithm, in order to fit better the structure of the hardware available.
Stated another way, in this paper the primary objective will be to study how much the performance figures of the test application are affected by the variations of the communication performance among the clusters making up the grid. It should be noted that this study is not trivial as it might be for different applications, due to the peculiar communication characteristics of the solver (master-slave pattern, messages of highly variable length). Even if our tests are carried out on a particular software system, we think that some of the conclusions that we will take are fairly general, in that are valid for a large class of code with similar behavior.
The paper will go on as follows. Firstly we will discuss the related work. In section III, we will sketch the grid environment used. Then in section IV we will present the performance analysis of the system. The paper closes with the conclusions and a discussion of our future research.
II. RELATED WORK
Even if the focus of this paper is on grid performance, it is worth giving some links to software packages implementing parallel branch and bound and parallel branch and cut. SYMPHONY [1] and COIN/BCP [7] are generic frameworks that can be run in parallel mode. ALPS [8] is a framework for implementing parallel algorithms based on tree search. Other parallel solvers are PUBB [9] , PPBB-Lib [10] , PICO [11] anb BoB [12] . PARINO [13] and FATCOP [14] , [15] are generic parallel MIP solvers. The second one is designed for grid systems.
As regards the main topic, i.e., the performance measurement and analyisis of grid applications, it should first be mentioned the paper by Foster and Karonis [4] , which presents the implementation and the evaluation of MPICH-G2, used for our grid applications. Chen and Shmidt [16] present the performance analysis of a hierarchical grid system with different bandwidths between clusters. Sokolowski and Grosu [17] present a performance evaluation of NAS Parallel Benchmarks on Grid enabled clusters. Hablot and al. [18] show a comparison of MPI implementations in a grid context. Genaud and al. [19] report their experiments in running a scientific MPI application on Grid'5000. In previous papers [6] , [20] , [21] we describe our experience using a MIP solver in a grid environment.
The software used for our tests comes from a grid-enabled platform developed for solving Mixed Integer Programming (MIP) problems by Branch and Cut and Price (BCP) algorithms. BCP is an implementation of Branch and Bound in which linear programming is used to derive valid bounds during the exploration of the search tree.
The whole platform is composed of two frameworks, BCP-G and Meta-PBC, and of a web portal, SWI-Portal. As mentioned in the introduction, BCP-G is a customized version of COIN/BCP provided with a communication API able to exploit the MPICH-G2 system. MetaPBC is instead an experimental framework based on a decentralized master/worker schema. A web portal (SWI-Portal) manages users and jobs. The architecture of the grid-enabled platform developed is shown in Fig. 1 . In the figure, the upper layer is the portal interface, in the middle there are the two solvers p-Median solver and MIP solver, which are implemented above the BCP-G and Meta-PBC frameworks. Both of them rely on the lower layer (the Globus and MPICH-G2 frameworks). As all the details on the platform and the solvers have been dealt with in the companion paper [6] , we will just describe the communication characteristics of the test code. First of all, the communication pattern of the BCP-G code is strictly one-to-many, as the code has a logical master-slave structure. During the execution, two types of messages are sent. The first one is a master-to-slave communication with information on the active node that the slave must expand by branching. The second type of message is a slave-to-master one, sent when the branching operation is concluded. The slave sends a description of the processed node along with the branching information to the tree manager, which then creates the children and adds them to the list of candidate nodes. The size of these messages is highly variable and strongly dependent on input data, but tends in any case to increase as the search tree is expanded. The high variability of message size and the progressive growth of communication volume are well illustrated by Fig. 2 , which shows clearly that the single messages are very scattered in dimension but the curve that interpolates their sizes tends to rise as the execution proceeds. As is well known, the unpredictability of communications and their strong dependence on the input data is one of the main difficulty with performance evaluation (not to mention with performance prediction) of search code.
III. THE GRID-ENABLED SOLVER
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IV. TESTS AND PERFORMANCE ANALYSIS
The experimental grid environment chosen for the experiments presented in this paper is made up of three Rocks clusters (fab4, e-science and powercost) at three different sites of the University of Sannio. Each cluster has a front-end with public IP address and compute nodes with hidden IPs. The compute nodes are 2.8 GHz Xeon with 1 GB RAM on fab4 and e-science, and 3.0 GHz Xeon with 2 GB RAM on powercost. The grid middleware used is the same described in the previous paper: Globus Toolkit, MPICH-G2, Sun Grid Engine scheduler used by the Globus gatekeeper, RSIP to solve the hidden IP addresses problem [6] . The main difference is in the network connecting the clusters. The results presented in [6] were relative to a network made up of permanent links at 2 Mb. Currently, the three clusters are connected by a stateof-the-art fiber optic network. The inter-cluster bandwidth is limited solely by the 100 Mb interfaces on routers. As regards the intra-cluster connections, i.e, the networks inside each cluster, they are GigaEthernet, Myrinet and Myrinet 2G for fab4, e-science and powercost, respectively. The only difference with old environment is the upgrade of e-science from GigaEthernet to Myrinet. The testbed grid is illustrated in Fig. 3 .
First of all, we have measured the bandwidth and the transmission latency of the cluster connections through the Intel MPI Benchmarks suite (IMB). This suite, also known as Pallas MPI Benchmarks [17] , provides a set of benchmarks measuring the most important MPI functions. In particular, we used the PingPong benchmark, which performs point-to-point communications, to measure the bandwidth of the intra-cluster connections and of the network connecting the clusters (Figg. 4 and 5). The benchmark is classified as a "single transfer benchmark" and so it only run with 2 active processes. In Fig. 5 the inter-cluster bandwidth is also compared to the one measured for the old grid environment.
As regards the intra-cluster connections, the only difference is within e-science, where the use of Myrinet gives an improvement in bandwidth of about 300% compared to the old configuration (Fig. 6) . On the other hand, there are Fig. 4 . Intra-cluster bandwidth significant differences as far as the bandwidth of the networks connecting the clusters is concerned. In the old environment, the connection was very slow and the bandwidth was at most 200Kb/s. In the new configuration, the inter-cluster network is very fast and the bandwidth is high even with small messages. Compared to the old one, it is from 10 to 50 times faster (Fig.  5) . As was to be expected, the latency of the inter-cluster network connecting the clusters turns out to be much higher than the latency present within a cluster. In particular, we have measured latencies from 90% (small messages) to 44% (large messages) higher than those typical of the powercost interconnection (Myrinet 2G). These measurement results are not presented here for brevity's sake. In this new grid environment, we analyzed the behavior of the MIP solver, developed on the base of BCP-G, using instances from the MIPLIB library. As in the previous paper, we measured the performance of our grid solver on two instances from MIPLIB, misc07 and stein45. Firstly, we measured the completion time for increasing number of processes on each cluster. A comparison of the results obtained is shown in Fig. 7 . Clearly the best results are obtained on powercost, the cluster with the best interconnection network. It can be noted from the figure that the behavior of the two test cases is very similar. As this is true also for the grid performance figures that will be described in the following, for readability's sake from here onwards we will present only the misc07 results.
In the previous paper, we analyzed the completion time of our system in the grid environment for increasing number of processors using two different scheduling strategies. When the number of processors grows, the two extreme solutions are to get the additional CPUs starting from the largest to the smallest cluster (L2S strategy), i.e., to proceed in the order powercost (20 nodes), e-science (15 nodes), fab4 (8 nodes), or in the opposite way (S2L strategy), i.e., fab4, escience, powercost. The results that were obtained were very different, with much lower response times using L2S. In fact, we showed that with the slow network the slaves spent about 80% of their total execution time in communication. Now, we wish to study if behavior of the system is changed using the new faster networks. Our expectation is that the use of the fast network should lead the system to almost the same performance indipendently of the scheduling strategy used.
The response times with the old and new network configuration are presented in Fig. 8(a) and (b) , respectively. With the new system, the scheduling strategy is not an issue, as S2L and L2S lead to very similar performance results. In fact, the highest difference in response time is lower than 10%. It is interesting to observe that L2S leads to slightly better results. This is due to the use of a powercost processor for the master, since this cluster has more powerful nodes (higher CPU frequency, two times the quantity of RAM than the nodes on e-science and fab4). It should also be noted that the faster inter-cluster connection considerably reduces the overall response time of the system. The new configuration is about 200% faster on the average, compared to the old one, besides being substancially insensitive to the scheduling strategy, as mentioned above.
The analysis of the speed-ups for the old and new grid configuration (Fig. 9 ) makes it also possible to observe that the application scales well, at least up to the forty nodes that have been used for our tests. In other words, the speed-up saturation in Fig. 9(a) is not due to the adoption of a simple master-slave software structure. Hence, contrarily to a widespread belief, grids composed of rather small cluster systems such as the ones used in our tests can be effective even with master-slave code originally designed for single clusters, provided that the inter-cluster network is relatively fast. In this case, adopting task clustering techniques is not decidedly worth the effort. In this paper, we have presented an analysis of the performance of a grid-enabled system in a test grid, over networks with very different performance. Our tests show that the performance figures of our application are strongly affected by communication overheads. A network with high latency and limited bandwidth degrades the performance of the application and makes rather useless the use of multiple clusters connected in a grid. On the contrary, a state-of-the-art network connecting the clusters makes convenient the use of a grid when a single large cluster is not available. In fact, the results we have obtained using the grid are comparable to the ones obtained using a single cluster.
A further lesson learned is that task clustering is not necessarily worth the effort, since even a simple application configuration with a master-slave structure can (almost surprisingly) perform well across different clusters, exhibiting a good scalability up to a few dozens of processing nodes.
On the other hand, it is also true that the effect of poor communication performance is boosted by the peculiar characteristics of our solver, where a centralized approach is used, with frequent communications among master and slaves. For this reason, our future research will focus on the new solver, Meta-PBC. Meta-PBC adopts a decentralized approach, dividing the search tree in many sub-trees and assigning one to each cluster that solves it autonomously. This way, the volume of communications could be reduced. This can be of help in environments where the inter-cluster communication performance is an issue. 
