The aim of this paper is to deploy a time-of-flight (ToF) based photonic mixer device (PMD) camera on an Autonomous Ground Vehicle (AGV) whose overall target is to traverse from one point to another in hazardous and hostile environments employing obstacle avoidance without human intervention. The hypothesized approach of applying a ToF Camera for an AGV is a suitable approach to autonomous robotics because, as the ToF camera can provide three-dimensional (3D) information at a low computational cost, it is utilized to extract information about obstacles after their calibration and ground testing, and is mounted and integrated with the Pioneer mobile robot. The workspace is a two-dimensional (2D) world map which has been divided into a grid/cells, where the collision-free path defined by the graph search algorithm is a sequence of cells the AGV can traverse to reach the target. PMD depth data is used to populate traversable areas and obstacles by representing a grid/cells of suitable size. These camera data are converted into Cartesian coordinates for entry into a workspace grid map. A more optimal camera mounting angle is needed and adopted by analysing the camera's performance discrepancy, such as pixel detection, the detection rate and the maximum perceived distances, and infrared (IR) scattering with respect to the ground surface. This mounting angle is recommended to be half the vertical field-of-view (FoV) of the PMD camera. A series of still and moving tests are conducted on the AGV to verify correct sensor operations, which show that the postulated application of the ToF camera in the AGV is not straightforward. Later, to stabilize the moving PMD camera and to detect obstacles, a tracking feature detection algorithm and the scene flow technique are implemented to perform a real-time experiment.
Introduction
As an AGV must be able to adequately sense its surroundings in order to operate in unknown environments and execute autonomous tasks, vision sensors provide the necessary information required for it to perceive and avoid any obstacles to accomplish autonomous path-planning. Hence, the perception sensor becomes the key sensory device for perceiving the environment in intelligent mobile robots, and the perception objective depends on three basic system qualities, namely rapidity, compactness and robustness [1] .
Over the last few decades, many different types of sensors [2] have been developed in the context of AGV pathplanning to avoid obstacles [3] such as infrared sensors [4] , ultrasonic sensors, sonar [5] , LADAR [6] , laser rangefinders [7] , camera data fused with radar [8] and stereo cameras with a projector [9] . These sensors' data along with data processing techniques are used to update the positions and directions of the vertices of obstacles. However, these sensor systems are unable to provide necessary information without ease about any surroundings.
As the world's attention is increasingly focusing on automation in every field, extracting 3D information about an obstacle has become a topical and challenging task. As such, an appropriate sensor is required to obtain 3D information that has small dimensions, low power consumption and real-time performance. The main limitation of a 2D camera is that, as it is the projection of 3D information onto a 2D image plane, it cannot provide complete information of the entire scene. Thus, the processing of these images will depend upon the view point (rather than the actual information about the object). In order to overcome this drawback, the use of 3D information has emerged. In general, researchers use a setup consisting of a charge-coupled device (CCD) camera and light projector in order to obtain a 3D image, such as that of the 3D visualization of rock [9] .
A 3D sensor is selected for our work, which is based on the photonic mixer device (PMD) technology that delivers range and intensity data with low computational cost as well as compactness and economical design with a high frame rate. This camera system delivers absolute geometrical dimensions of obstacles without depending upon the object surface, distance, rotation or illumination. Hence, it is rotation-, translation-and illumination-invariant [10] . Nowadays, RGBD cameras (e.g., Kinect, Asus Xtion, Carmine) have been widely used in object recognition and mobile robotics applications. However, these RGBD cameras cannot operate in outdoor environments [11] . A PMD camera with a working range of (0.2 -7 metres) provides better depth precision compared to Kinect (0.7 -3.5 metres) and Carmine (0.35 -1.4 metres).
However, the PMD camera is constrained by its limited FoV, namely its need to adjust the camera mounting downwards to obtain a greater view of the ground. The specific angle of this mounting is explained in this paper; nonetheless, it was unexpected that light incident at different angles to the ground would result in significant receiver loss and distortion of distance measurements due to scattering. The camera is mounted on the front of the robot through brackets that enable variable camera mounting angles at a static angle of tilt -it is perceived that this configuration would enable the best compromise between the ground conception and a straight ahead conception as a function of the camera tilt angle ψ. Due to being mounted above the robot, it would be necessary to flag closer obstacles so as to reduce the blind spot in front of the robot. Because of these considerations, a more optimal camera angle is adopted. To ensure that the topmost pixels are observed directly ahead of the robot, thereby giving an adequate conception of obstacles and maximizing the ground plane conception, various analyses of the camera performance are carried out in this paper.
Later, the parametric calibration for the PMD cameras is performed by obtaining necessary camera parameters to derive the true information of the imaging scene. The imaging technology of the PMD camera is better understood whereby camera pixels provide a complete image of the scene with each pixel detecting the range data stored in a 2D array, which are utilized and interpreted in this paper to extract information about the surroundings. A few experiments are carried to measure the camera's parameters and distance errors with respect to each pixel.
To determine the difference between the function of the camera in an environment similar to that claimed by the manufacturer data sheet, white surface testing and grass surface testing are conducted for the PMD camera. This also provided a means to compare the performance of the camera from a flat white surface to a flat grassy surface. Later, the camera data is synchronized with the instantaneous orientation and position of the platform (and thus the camera), which translates the Cartesian coordinates into squares of grids. It reconstructed the ground region (extremities that the camera could see) into a grid of suitable grid cells which are imputed to the path-planning algorithm.
During real-time experimentation, the grid-based Efficient D* Lite path-planning algorithm and scene-flow technique were programmed on the Pioneer onboard computers using the OpenCV and OpenGL libraries. In order to compensate for the ego-motion of the PMD camera, which is aligned with the AGV coordinates, a features detection algorithm using Good − Features − to − Track from the OpenCV library is adopted.
The paper is organized as follows: a brief comparison of the 3D sensors and their fundamental principles is presented in Section II. In Section III, the calibration of the PMD camera is performed by parametric calibration. Section IV presents the manipulation of the PMD camera data. In Section V, several standardized tests are devised to characterize the PMD camera and Section VI describes the experimental results.
ToF-based 3D Cameras -state-of-the-art
Nowadays, 3D data are required in the automation industries for analysing the visible space/environment. The rapid acquisition of 3D data by a robotic system for navigation and control applications is required. New 3D cameras at affordable prices which have been successfully developed using the ToF principle to resemble LIDAR scanners. In a ToF camera unit, a modulated light pulse is transmitted by the illumination source and the target distance is measured from the time taken by the pulse to reflect from the target back to the receiving unit. PMD technologies have developed 3D sensors using the ToF principle, which provide for a wide range of field applications with high integration and cost-effective production [12] .
ToF cameras do not suffer from missing texture in the scene or bad lighting conditions, are computationally less expensive than stereo vision systems and -compared with laser scanners -have higher frame rates and more compact sensors, advantages which make them ideally suited for 3D perception and motion reconstruction [13] . The following advantages of ToF cameras are found in the literature:
• Simplicity: compared with 3D vision systems, a ToFbased system is very simple and compact, consisted no moving parts and having built-in illumination adjacent to its lens.
• Efficiency: only a small amount of processing power is required to extract distance information using a ToF camera.
• Speed: in contrast to laser scanners that move and measure point-by-point, ToF cameras measure a complete scene with one shot at up to 100 frames-per-second (fps), much faster than their laser alternatives.
In addition, ToF cameras have been applied in robotic applications for obstacle avoidance [14, 15] . There are many other applications in various fields [16] that have gained substantial research interest following the advent of the range sensor, such as robotic and machine vision in the field of mobile robotics search and rescue [17, 18] , path-planning for manipulators [19] , the acquisition of 3D scene geometry [20] , 3D sensing for automated vehicle guidance and safety systems, wheelchair assistance [21] , outdoor surveillance [22] , simultaneous localization and mapping (SLAM) [23] , map building [24] , medical respiratory motion detection [25] , robot navigation [26] , semantic scene analysis [27] , mixed/augmented reality [28] , gesture recognition [29] , markerless human motion tracking [30] , human body tracking and activity recognition [31] , 3D reconstruction [32] , domestic cleaning tasks [33] and human-machine interaction [34, 35] .
The authors in [36] used stereo cameras to identify the 3D orientation of the object and ToF cameras have been used for 3D object scanning, employing different approaches, such as passive image-based and super-resolution methods with probabilistic scan alignment [37] . The 3D range camera obtains range data and locates the positions of objects in its FoV [38] , while active sensing technologies have been used as an active safety system for construction applications and accident avoidance [39] .
The ToF camera has been used to detect the standard size of obstacles and it can be used for obstacle and travel path detection applications for the blind and visually impaired by combining 3D range data with stereo audio feedback [21] , using the algorithm to segment obstacles according to intensity and the 3D structure of the range data. Gesture recognition has been performed based on shape contexts and simple binary matching [40] whereby motion information is extracted by matching the difference in the range data of different image frames. The measurement of shapes and deformations of metal objects and structures using ToF range information and heterodyne imaging are discussed in [41] .
The Basic ToF Principle
A single pixel consists of a photo-sensitive element (e.g., a photo diode) which converts incoming light into current. The distance between the camera and an object is determined by the ToF principle and the time taken by the light to travel from the illumination unit to the receiver is directly proportional to the distance travelled by the light [42] , with the delay time t D given by
where D obj is the object distance in metres and c o is the velocity of light in m/s.
The pulse width of the illumination determines the maximum range that the camera can handle, which can be determined by
he distance between the sensor and the object is half the total distance travelled by the radiation. The two different distance measurement methods described by T. Kahlmann et al. [42] ) are the pulse run time and the phase shift determination.
In the ToF camera, the distance between the camera and the obstacle is calculated by the autocorrelation function of the electrical and optical signals, which is analysed by a phaseshift algorithm (Figure 1 ). Using four samples, A1, A2, A3 and A4 (each shifted by 90 degrees), the phases of the received signals -which are proportional to the distancecan be calculated using the following equation [43] .
The phase shift, φ, is
In addition to the phase shift of the signal, a r , the signal strength of the received signal (amplitude) and b r offsets from the samples which represent the greyscale value of each pixel can be determined by 3 Sobers Lourdu Xavier Francis, Sreenatha G. Anavatti, Matthew Garratt and Hyunbgo Shim:
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The depth data is calculated from the phase information φ as
where f mod is the modulation frequency and c o is the speed of light. 
Amplitude mod Time Intensity f Figure 1 . Phase shift distance measurement principle: optical sinusoidally modulated input signal, sampled with four sampling points per modulation period [11] .
In addition to the phase shift of the signal, a r , the signal strength of the received signal (amplitude) and b r offsets from the samples which represent the greyscale value of each pixel can be determined by
The depth data is calculated from the phase information ϕ as
where f mod is the modulation frequency and c o is the speed of light.
The PMD CamCube 2.0 and PMD S3 cameras are shown in 
Parametric Calibration
The PMD CamCube 2.0 and PMD S3 cameras, developed by PMD Technologies Inc. and which are based on the ToF principle, are used. The PMD CamCube 2.0 camera's receiver optics has 200 by 200 pixels with an FoV of 40(H)/ 40(V) degrees. The PMD S3 has an FoV of 40(H)/30(V) degrees with 64 HP and 48 VP, and thus in total is able to return 3,072 distance measurements in a square array.
In this section, the calibration of the PMD cameras is performed by a parametric calibration procedure that provides necessary camera parameters. These parameters can be used to derive the true information of the imaging scene. The procedure can also provide the translational vector and rotational matrix on the 3D space for the camera which can be used to find the true information about the coordinate positions of the camera and the imaging scenario.
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where f cam is the focal length of the camera, S x and S y are the pixel sizes of the camera in the x and y axes respectively, and C x and C y are the principal points of the sensor array.
To obtain the camera parameters, an experimental setup is developed in which the calibration process of the PMD CamCube 2.0 and PMD S3 camera is performed by capturing intensity and depth images of the chequerboard with different orientations, as shown in Figures The calibration test is also conducted with three different chequerboard squares of dimensions (9 x 6), ( The main parameters of the intrinsic matrix are the focal length, the principal point, the skew coefficient and distortions. It defines the optical, geometric and digital characteristics of the camera which are calculated using Equations 6 and 7. The calibration test is also conducted with three different chequerboard squares of dimensions (9 x 6), (5 x 7) and (6 x 4) and corner spacing of 27 mm, 40 mm, 100 mm, respectively. The manufacturer's values for the PMD CamCube 2.0 camera are:
• pixel size, S x = S y = 45 μm,
• Aspect ratio = 1, Skew =0,
• focal length, f cam = 12.8 mm and
The manufacturer's value for the PMD S3 camera are:
• pixel size, S x = S y = 100 μm,
• Aspect ratio = 1.333, Skew =0,
• focal length, f cam = 8.4 mm and
The PMD CamCube 2.0 and PMD S3 cameras, developed by PMD Technologies Inc. and which are based on the ToF principle, are used. The PMD CamCube 2.0 camera's receiver optics has 200 by 200 pixels with an FoV of 40(H)/40(V) degrees. The PMD S3 has an FoV of 40(H)/30(V) degrees with 64 HP and 48 VP, and thus in total is able to return 3,072 distance measurements in a square array. In this section, the calibration of the PMD cameras is performed by a parametric calibration procedure that provides necessary camera parameters. These parameters can be used to derive the true information of the imaging scene. The procedure can also provide the translational vector and rotational matrix on the 3D space for the camera which can be used to find the true information about the coordinate positions of the camera and the imaging scenario. Basically, the intrinsic parameters of the camera provide the transformation between the image coordinates and the pixel coordinates of the camera [44, 45] . The intrinsic matrix is given by ⎡
where f cam is the focal length of the camera, S x and S y are the pixel sizes of the camera in the x and y axes respectively, and C x and C y are the principal points of the sensor array. To obtain the camera parameters, an experimental setup is developed in which the calibration process of the PMD CamCube 2.0 and PMD S3 camera is performed by capturing intensity and depth images of the chequerboard with different orientations, as shown in Figures 4 and 5 . The chequerboard has black and white squares of known dimensions, each printed on a 21 cm x 29.7 cm A4 paper. The 'OpenCV' 2 , and is used to estimate the intrinsic parameters as well as the radial distortion in a Debian 6.0 installed laptop. The main parameters of the intrinsic matrix are the focal length, the principal point, the skew coefficient and distortions. It defines the optical, geometric and digital characteristics of the camera which are calculated using Equations 6 and 7. 
The distortion is caused mainly by the camera optics and is directly proportional to its focal length. The radial distortion and tangential distortion are the lens distortion effects introduced by real lenses. Generally, there are four distortion parameters, i.e., two radial and two tangential distortion coefficients, which are calculated as: 
Intrinsic parameters Calibration parameters
Radial distortion -0.4394, 1.0112
Tangential distortion -0.0044002, -7.8725e -0.5 Table 4 . Average calibration results of a PMD S3 camera By calibrating the camera, intrinsic and extrinsic camera parameters are detected to eliminate the geometric distortion of the images.
Thus, the transformation between a point in the scene/ world coordinates system P wor and the image plane 
The relationship between the scene/world point P wo and its projection p cam can be written as
where (x wo , y wo , z wo ) are the coordinates of a point P wo in the scene/world coordinate system and (x cam , y cam , z cam ) are the coordinates in the camera coordinate system.
Manipulation of PMD Camera Data
The camera's pixels provide a complete image of the scene, with each pixel detecting the intensity or projection of the optical image, respectively, while the range data obtained from each pixel is stored in a 2D array. The camera also provides the signal strength of the illumination and intensity information, which can be used to determine the quality of the distance value (a low amplitude indicates the low accuracy of the measured distance in a pixel). The coordinates of the object with respect to the PMD camera are obtained as a 2D matrix, with each element corresponding to a pixel. As the dimensions of the image frame depend upon its distance from the camera and the camera's field of view, an object's height and width can be calculated using its pixel elements [47] .
Two different range frames of a rectangular object, i.e., X d near and X dfar from the camera, are represented pictorially in Figure 6 . The pixel-size projected on the object is different for the two frames and decreases as the distance between the camera and image frame increases since the object's area projected on the near frame (i x n × i y n ) is different from that (i x f × i x f ) on the far frame. As can be seen, except for the projected pixel size of each pixel, all the other parameters (Equations (14)- (19)) increase with an increase in the distance of the object frame from the camera.
Intrinsic parameters Calibration parameters
Radial distortion -0.4394, 1.0112 Tangential distortion -0.0044002, −7.8725e −05 By calibrating the camera, intrinsic and extrinsic camera parameters are detected to eliminate the geometric distortion of the images.
Thus, the transformation between a point in the scene/world coordinates system P wor and the image plane coordinate system O cam is provided through a rotational matrix R ext and a translational vector T ext . The joint rotation-translation matrix [R ext |T ext ] determines the extrinsic parameters of the camera. 
Manipulation of PMD camera data
Two different range frames of a rectangular object, i.e., X d -near and X d -f ar from the camera, are represented pictorially in Figure 6 . The pixel-size projected on the object is different for the two frames and decreases as the distance between the camera and image frame increases since the object's area projected on the near frame (i x n × i y n ) is different from that (i x f × i x f ) on the far frame. As can be seen, except for the projected pixel size of each pixel, all the other parameters (Equations (14)- (19)) increase with an increase in the distance of the object frame from the camera. 
where l is the length of the image frame, h is the height of the image frame, X d is the distance between the image frame and the camera, P h is the projected pixel size of each pixel in the object along the horizontal axis, P v is the projected pixel size of each pixel in the object along the vertical axis, O h is the number of object-occupied pixels along the horizontal axis in the image frame, O v is the number of object-occupied pixels along the vertical axis in the image frame, i x is the total length of the object in the image frame, and i y is the total height of the object in the image frame.
To obtain accurate readings, an experimental setup is made as shown in Figure 7 (a). The camera and test object are placed on a horizontal rail, as shown in Figure 7 , and the test object is moved to different distances without altering the position of the camera. A rectangular box of known dimensions (157 mm (length) x 80 mm (height)) is used as the reference object and its lengths and heights at different distances calculated using the readings from the camera, as previously discussed and illustrated in Figure 8 , which are compared with the actual dimensions and the relative error, are calculated. Relative accuracies with respect to distance are shown in Figure 9 , with the calculated lengths and heights of the test object plotted as blue and green lines, respectively. It can be seen that the relative error is less than ±3%.
Using geometry;
where l is the length of the image frame, h is the height of the image frame, X d is the distance between the image frame and the camera, P h is the projected pixel size of each pixel in the object along the horizontal axis, P v is the projected pixel size of each pixel in the object along the vertical axis, O h is the number of object-occupied pixels along the horizontal axis in the image frame, O v is the number of object-occupied pixels along the vertical axis in the image frame, i x is the total length of the object in the image frame, and i y is the total height of the object in the image frame. To obtain accurate readings, an experimental setup is made as shown in Figure 7 (a). The camera and test object are placed on a horizontal rail, as shown in Figure 7 , and the test object is moved to different distances without altering the position of the camera. A rectangular box of known dimensions (157 mm (length) × 80 mm (height)) is used as the reference object and its lengths and heights at different distances calculated using the readings from the camera, as previously discussed and illustrated in Figure 8 , which are compared with the actual dimensions and the relative error, are calculated. Relative accuracies with respect to distance are shown in Figure 9 , with the calculated lengths and heights of the test object plotted as blue and green lines, respectively. It can be seen that the relative error is less than ± 3%. 
Camera mounting angle
The 3D model of the Pioneer 3DX with the cameras mounted at a tilt angle of Ψ=0 is created in Google SketchUp, and the dimensions of the AGV and the camera's FoV extended to 7,000 mm are drawn to closely resemble the actual situation in order to assist the perception of the work ( Figure 10 ).
As can be seen, for a camera orientation of ψ = 0, a large number of captured data would not be necessary to flag obstacles (due to being above the robot), and the blind spot in front of the robot could ideally be reduced. Because of these considerations, a more optimal camera angle was adopted -this angle was determined as half the vertical FoV of the PMD. of the image frame, X d is the distance between the image frame and the camera, P h is the projected pixel size of each pixel in the object along the horizontal axis, P v is the projected pixel size of each pixel in the object along the vertical axis, O h is the number of object-occupied pixels along the horizontal axis in the image frame, O v is the number of object-occupied pixels along the vertical axis in the image frame, i x is the total length of the object in the image frame, and i y is the total height of the object in the image frame. To obtain accurate readings, an experimental setup is made as shown in Figure 7 (a). The camera and test object are placed on a horizontal rail, as shown in Figure 7 , and the test object is moved to different distances without altering the position of the camera. A rectangular box of known dimensions (157 mm (length) × 80 mm (height)) is used as the reference object and its lengths and heights at different distances calculated using the readings from the camera, as previously discussed and illustrated in Figure 8 , which are compared with the actual dimensions and the relative error, are calculated. Relative accuracies with respect to distance are shown in Figure 9 , with the calculated lengths and heights of the test object plotted as blue and green lines, respectively. It can be seen that the relative error is less than ± 3%. 
As can be seen, for a camera orientation of ψ = 0, a large number of captured data would not be necessary to flag obstacles (due to being above the robot), and the blind spot in front of the robot could ideally be reduced. Because of these considerations, a more optimal camera angle was adopted -this angle was determined as half the vertical FoV of the PMD. 
Camera Mounting Angle
The 3D model of the Pioneer 3DX with the cameras mounted at a tilt angle of Ψ =0 is created in Google Sketch-Up, and the dimensions of the AGV and the camera's FoV extended to 7,000 mm are drawn to closely resemble the actual situation in order to assist the perception of the work (Figure 10 ).
To obtain accurate readings, an experimental setup is made as shown in Figure 7(a) . The camera and test object are placed on a horizontal rail, as shown in Figure 7 , and the test object is moved to different distances without altering the position of the camera. A rectangular box of known dimensions (157 mm (length) × 80 mm (height)) is used as the reference object and its lengths and heights at different distances calculated using the readings from the camera, as previously discussed and illustrated in Figure 8 , which are compared with the actual dimensions and the relative error, are calculated. Relative accuracies with respect to distance are shown in Figure 9 , with the calculated lengths and heights of the test object plotted as blue and green lines, respectively. It can be seen that the relative error is less than ± 3%. 
Camera mounting angle
As can be seen, for a camera orientation of ψ = 0, a large number of captured data would not be necessary to flag obstacles (due to being above the robot), and the blind spot in front of the robot could ideally be reduced. Because of these considerations, a more optimal camera angle was adopted -this angle was determined as half the vertical FoV of the PMD. As can be seen, for a camera orientation of ψ = 0, a large number of captured data would not be necessary to flag obstacles (due to being above the robot), and the blind spot in front of the robot could ideally be reduced. Because of these considerations, a more optimal camera angle was adopted -this angle was determined as half the vertical FoV of the PMD. = 0.5 FoV y´ (20) Setting ψ ensured that the top-most pixels were observed directly ahead of the robot, thereby providing an adequate detection of obstacles while maximizing the ground plane conception. The sketch shown below illustrates the mounting concept, the grid (localized) and the cameras' FoV projected as understood. Following the creation of the 3D model to depict the developmental robot and its FoV, the MATLAB trigonometry toolbox for spherical co-ordinates was engaged to determine the specific placement of the ToF cameras' data points. The distance measurements returned per pixel could be thought of as individual measurements at a known elevation and azimuth, and thus could be projected to intersect the ground plane if they are within the maximum range.
The ToF camera data are converted into Cartesian coordinates for the grid mapping using the following transformation, The following figures produced in MATLAB illustrate the projection of the individual pixels for a mounting angle of -15 degrees. The points on the plots show the projected position of the pixels in 3D space prior to the ground plane being considered and after it has been used as a boundary.
The blue pixels show pixels that are above 0 degrees and the green pixels reflect the pixels that are below or on the ground plane. 
Experimentation and Analysis
A PMD CamCube 2.0 camera is mounted on the Pioneer 3DX mobile robot as depicted in Figure 16 , whereas the PMD S3 camera is hinged on the Pioneer AT robot. These PMD cameras provide Cartesian coordinates expressed in metres, with a correction which compensates for the radial distortions of the optics [48] . The coordinate system is righthanded, with the Z cam coordinate increasing along the optical axis away from the camera, the Y cam coordinate increasing vertically upwards and the X cam coordinate increasing horizontally to the left -all from the point of view of the camera (or someone standing behind it). The origin of the coordinate system (0, 0, 0) is at the intersection of the optical axis and the front of the camera. As the cameras are statically fixed on top of the AGV's at a static angle of tilt of Ψ, their coordinates are aligned with those of the AGV's which provide the +12V power to run the camera.
PMD S3 camera is hinged on the Pioneer AT robot. These PMD cameras provide Cartesian coordinates expressed in metres, with a correction which compensates for the radial distortions of the optics [48] . The coordinate system is right-handed, with the Z cam coordinate increasing along the optical axis away from the camera, the Y cam coordinate increasing vertically upwards and the X cam coordinate increasing horizontally to the left -all from the point of view of the camera (or someone standing behind it). The origin of the coordinate system (0, 0, 0) is at the intersection of the optical axis and the front of the camera. As the cameras are statically fixed on top of the AGV's at a static angle of tilt of Ψ, their coordinates are aligned with those of the AGV's which provide the +12V power to run the camera. For these two mobile robots, the camera heights h were measured from the centre of the camera receiver to a level ground plane as h S3onP3AT = 347.9 mm and h CamcubeonP3DX = 286.50 mm.
In this section, several standardized tests are devised to characterize the PMD camera. The code that is written comprehensively analyses the camera mounting angle sweep tests when the AGV is stationary. Code has not been written to handle the reading of the moving tests with and without objects; however, results for these scenarios were used by applying the raw functionality of the program. This section intends to explain in-depth how to conduct the still angle sweep tests as well as how the moving tests and object recognition tests were performed.
To obtain a greater view of the ground, and necessarily, the camera mounting angle pointing downwards was adjusted. The specific angle of this mounting is explained; nonetheless, it was unexpected that the IR light incident on the angles to the ground plain would result in significant receiver loss and distortion of the distance measurements.
Stationary angle sweeps
To perform this type of testing, the PMD camera was mounted at a constant height such that the angle subtended by the camera's FoV to the ground could be varied. The ground plane is also flat and uniform (a flat grass field fits this criteria). This concept is illustrated in the figures below -in these figures, the camera is mounted on the AGV and a hinge-type bracket enables the mounting angle to be changed. conducted. Testing the camera on a white surface recreated the conditions outlined by the PMD S3 data sheet, whereby the white, grey and black surface error versus the distance data were defined.
As testing involved capturing a 60-second exposure, the timing was synchronized via the implementation of a counting routine on the Pioneer. Ten capture sets were taken for a sweep of camera angles from 0 to -45 degrees. From this point, the spherical coordinate system data were manipulated to Cartesian coordinates for the purpose of plotting in 3D space. The captured frames were averaged over the 60-second duration and a comparison of the expected data with actual data on the same axis was plotted. It was found that the averaged distance values obtained from the 60-second exposures were significantly different when considering both the number of data points detected on the ground and the detected distance of the data points. The plots below show the difference between the simulation distance measurements and the actual distance measurements for ψ = 0 and ψ = -15 degrees. For the following plots, the black and red points are the actual data while the green and blue points are simulated. As can be seen, a fraction of the data points (black pixels) was detected for the 0-degree mounting angle. The fact that predominately black pixels were detected also indicates that the measurements taken occurred for less than 70% of the capture frames.
Building upon what was noticed for zero degrees, low-confidence pixels appear to flare above the ground plane. High-confidence pixels, conversely, can be seen to curve below the ground plane.
The trend revealed by these plots is consistent throughout For these two mobile robots, the camera heights h were measured from the centre of the camera receiver to a level ground plane as h S 3onP 3AT = 347.9 mm and h CamcubeonP 3DX = 286.50 mm.
Stationary Angle Sweeps
To perform this type of testing, the PMD camera was mounted at a constant height such that the angle subtended by the camera's FoV to the ground could be varied. The ground plane is also flat and uniform (a flat grass field fits this criteria). This concept is illustrated in the figures below -in these figures, the camera is mounted on the AGV and a hinge-type bracket enables the mounting angle to be changed.
Stationary angle sweeps
In addition, a white surface was recreated using plain white paper and a sweep of the camera angles was conducted. Testing the camera on a white surface recreated the conditions outlined by the PMD S3 data sheet, whereby the white, grey and black surface error versus the distance data were defined.
The trend revealed by these plots is consistent throughout the angles and for the same survey that was taken of a grass surface. From close inspection of the data returned In addition, a white surface was recreated using plain white paper and a sweep of the camera angles was conducted.
Testing the camera on a white surface recreated the conditions outlined by the PMD S3 data sheet, whereby the white, grey and black surface error versus the distance data were defined.
As testing involved capturing a 60-second exposure, the timing was synchronized via the implementation of a counting routine on the Pioneer. Ten capture sets were taken for a sweep of camera angles from 0 to -45 degrees. From this point, the spherical coordinate system data were manipulated to Cartesian coordinates for the purpose of plotting in 3D space. The captured frames were averaged over the 60-second duration and a comparison of the expected data with actual data on the same axis was plotted. It was found that the averaged distance values obtained from the 60-second exposures were significantly different when considering both the number of data points detected on the ground and the detected distance of the data points. The plots below show the difference between the simulation distance measurements and the actual distance measurements for ψ = 0 and ψ = -15 degrees. For the following plots, the black and red points are the actual data while the green and blue points are simulated.
S3 camera is hinged on the Pioneer AT robot. These cameras provide Cartesian coordinates expressed in s, with a correction which compensates for the radial rtions of the optics [48] . The coordinate system is -handed, with the Z cam coordinate increasing along ptical axis away from the camera, the Y cam coordinate asing vertically upwards and the X cam coordinate asing horizontally to the left -all from the point of of the camera (or someone standing behind it). The of the coordinate system (0, 0, 0) is at the intersection e optical axis and the front of the camera. As the ras are statically fixed on top of the AGV's at a static of tilt of Ψ, their coordinates are aligned with those e AGV's which provide the +12V power to run the ra. hese two mobile robots, the camera heights h were ured from the centre of the camera receiver to a level d plane as h S3onP3AT = 347.9 mm and h CamcubeonP3DX .50 mm.
is section, several standardized tests are devised to cterize the PMD camera. The code that is written rehensively analyses the camera mounting angle p tests when the AGV is stationary. Code has not been en to handle the reading of the moving tests with and ut objects; however, results for these scenarios were by applying the raw functionality of the program. section intends to explain in-depth how to conduct ill angle sweep tests as well as how the moving tests bject recognition tests were performed.
tain a greater view of the ground, and necessarily, amera mounting angle pointing downwards was ted. The specific angle of this mounting is explained; theless, it was unexpected that the IR light incident on ngles to the ground plain would result in significant er loss and distortion of the distance measurements. conducted. Testing the camera on a white surface recreated the conditions outlined by the PMD S3 data sheet, whereby the white, grey and black surface error versus the distance data were defined.
As testing involved capturing a 60-second exposure, the timing was synchronized via the implementation of a counting routine on the Pioneer. Ten capture sets were taken for a sweep of camera angles from 0 to -45 degrees. From this point, the spherical coordinate system data were manipulated to Cartesian coordinates for the purpose of plotting in 3D space. The captured frames were averaged over the 60-second duration and a comparison of the expected data with actual data on the same axis was plotted. It was found that the averaged distance values obtained from the 60-second exposures were significantly different when considering both the number of data points detected on the ground and the detected distance of the data points. The plots below show the difference between the simulation distance measurements and the actual distance measurements for ψ = 0 and ψ = -15 degrees. For the following plots, the black and red points are the actual data while the green and blue points are simulated. As can be seen, a fraction of the data points (black pixels) was detected for the 0-degree mounting angle. The fact that predominately black pixels were detected also As can be seen, a fraction of the data points (black pixels) was detected for the 0-degree mounting angle. The fact that predominately black pixels were detected also indicates that the measurements taken occurred for less than 70% of the capture frames. 
Investigating the ToF performance d
The function of a ToF camera was re stages of this work; however, no risk the point of view of the physics vi functions. The error seen in the plot well-known phenomenon, namely 'li
The key difference between indoo applications was that of gaining ground required for IR light to be inci closer to 0 degrees compared to 90 de susceptibility to IR scattering needed Essentially, IR emitted from the ToF c less volume-return to the receiver, thu into thinking the distance measure away. Fortunately, the difference uniform and predictable. Because o to develop correction, thereby makin for obstacle avoidance.
Quantifying the ToF performance dis
Several methods were used in the an performance: histograms were produ in the HPxVP grid to ensure that errors were present for the camera sa were also applied to analyse the pi was grouped. For most angles, it c majority of the pixels were within t bracket and a second large group was bracket. Unfortunately, > 70% the confidence) were seen to contribute the extremities of the detected dist camera -this consideration was imp the correction. 
Investigating the ToF performance discrepan
The function of a ToF camera was researche stages of this work; however, no risk was p the point of view of the physics via whic functions. The error seen in the plots was a well-known phenomenon, namely 'light scat
The key difference between indoor and applications was that of gaining a conce ground required for IR light to be incident on closer to 0 degrees compared to 90 degrees. T susceptibility to IR scattering needed to be co Essentially, IR emitted from the ToF camera w less volume-return to the receiver, thus tricki into thinking the distance measurements away. Fortunately, the difference in perf uniform and predictable. Because of this it to develop correction, thereby making the c for obstacle avoidance.
Quantifying the ToF performance discrepanc
Several methods were used in the analysis o performance: histograms were produced for in the HPxVP grid to ensure that normal errors were present for the camera sampling were also applied to analyse the pixel det was grouped. For most angles, it could b majority of the pixels were within the > 9 bracket and a second large group was located bracket. Unfortunately, > 70% the detected confidence) were seen to contribute to cu the extremities of the detected distance in camera -this consideration was important the correction. Building upon what was noticed for zero degrees, lowconfidence pixels appear to flare above the ground plane. High-confidence pixels, conversely, can be seen to curve below the ground plane.
The trend revealed by these plots is consistent throughout the angles and for the same survey that was taken of a grass surface. From close inspection of the data returned by the ToF camera, it seems that the discrepancy in performance conforms to some form of a trend. The difference in the measurements can be seen to conform to a curve down along the x and y axes. Ordinarily, this would not be significant but the data points vary from 100 mm brackets. This is significant for the AGV because it cannot traverse obstacles greater than 150 mm. If the AGV's normal conception of the ground plain consisted of consistent curves (as shown), the compilation of error would compound and lead to improper functionality. Hence, from here, an in-depth process of analysis, characterization and devising corrections was initiated.
Investigating the ToF Performance Discrepancy
The function of a ToF camera was researched in the early stages of this work; however, no risk was perceived from the point of view of the physics via which the camera functions. The error seen in the plots was attributed to a well-known phenomenon, namely 'light scattering'.
The key difference between indoor and outdoor ToF applications was that of gaining a conception of the ground required for IR light to be incident on angles much closer to 0 degrees compared to 90 degrees. This meant the susceptibility to IR scattering needed to be considered.
Essentially, IR emitted from the ToF camera was subject to less volume-return to the receiver, thus tricking the device into thinking the distance measurements were further away. Fortunately, the difference in performance was uniform and predictable. Because of this it was possible to develop correction, thereby making the camera useful for obstacle avoidance.
Quantifying the ToF Performance Discrepancy
Several methods were used in the analysis of the camera's performance: histograms were produced for sample pixels in the HPxVP grid to ensure that normally distributed errors were present for the camera sampling. Histograms were also applied to analyse the pixel detection, which was grouped. For most angles, it could be seen that a majority of the pixels were within the >90% detection bracket and a second large group was located in the <50% bracket. Unfortunately, >70% the detected pixels (high confidence) were seen to contribute to curve up along the extremities by the ToF camera, it seems that the discrepancy in performance conforms to some form of a trend. The difference in the measurements can be seen to conform to a curve down along the x and y axes. Ordinarily, this would not be significant but the data points vary from 100 mm brackets. This is significant for the AGV because it cannot traverse obstacles greater than 150 mm. If the AGV's normal conception of the ground plain consisted of consistent curves (as shown), the compilation of error would compound and lead to improper functionality. Hence, from here, an in-depth process of analysis, characterization and devising corrections was initiated.
www.intechopen.com errors were present for the camera sampling. Histograms were also applied to analyse the pixel detection, which was grouped. For most angles, it could be seen that a majority of the pixels were within the > 90% detection bracket and a second large group was located in the < 50% bracket. Unfortunately, > 70% the detected pixels (high confidence) were seen to contribute to curve up along the extremities of the detected distance in front of the camera -this consideration was important in developing the correction. Another method of holistic analysis was to plot the detection rate and maximum perceived distances against the camera mounting.
This also enabled a direct comparison of the performance of the camera from a grass surface with a white surface. These plots are shown in Figure 23 . Another method of holistic analysis was to plot the detection rate and maximum perceived distances against the camera mounting. This also enabled a direct comparison of the performance of the camera from a grass surface with a white surface. These plots are shown in Figure 23 . In both instances, it can be seen that the detection of the pixels is considerably less in reality. The white surface can be seen to have approximately 35% less pixel detection for any given ψ below 20 degrees; grass can be seen to have about 15% less. It is interesting to note that the grass performance is better in this measure. This is due to the intuitive fact that grass is very smooth and thus incident IR light has a much greater chance of bouncing back off an object closer to perpendicular than flat ground. 
Grid-based ground surface reconstruction
The ground surface from the robots' traversed paths was devised in MATLAB and was reconstructed using captured depth frames. The Cartesian conversion of data points scattered around the area which the robot traversed is obtained by synchronizing the orientation and position of the robot platform -and thus the camera -and the data captured from the PMD cameras. The grid produced for a mounting angle of -20 degrees and a grid size of 100 mm square is shown in Figure 25 . The routine was coded to go for 60 seconds until the capture frames, to synchronize each to a position and orientation, and to distribute the Cartesian coordinates into squares of the grid. 
Real-time Motion Testing
In the motion experiment, the AGV relies on the PMD camera -as a single vision sensor -to obtain information In both instances, it can be seen that the detection of the pixels is considerably less in reality. The white surface can be seen to have approximately 35% less pixel detection for any given ψ below 20 degrees; grass can be seen to have about 15% less. It is interesting to note that the grass performance is better in this measure. This is due to the intuitive fact that grass is very smooth and thus incident IR light has a much greater chance of bouncing back off an object closer to perpendicular than flat ground.
Similar to the previous plots, both drastically under perform when it comes to comparing with the simulation's expectations. In the case of the better performing grass, a maximum detected range plateau can be seen to be slightly less than 3,000 m. These two methods of analysis were useful in quantifying the difference in terms of sheer data measurements.
Following this type of quantifying analysis, the ideal camera mounting angles ψ for the PMD S3 on P3AT and CamCube2.0 cameras on P3DX were postulated as -15 and -20 degrees respectively. Adopting this ensured that the cameras could provide an adequate conception of obstacles, maximizing the ground plane conception.
Grid-based Ground Surface Reconstruction
The ground surface from the robots' traversed paths was devised in MATLAB and was reconstructed using captured depth frames. The Cartesian conversion of data points scattered around the area which the robot traversed is obtained by synchronizing the orientation and position of the robot platform and thus the camera, and the data captured from the PMD cameras. The grid produced for a mounting angle of -20 degrees and a grid size of 100 mm square is shown in Figure 25 . The routine was coded to go for 60 seconds until the capture frames, to synchronize each to a position and orientation, and to distribute the Cartesian coordinates into squares of the grid. In both instances, it can be seen that the detection of the pixels is considerably less in reality. The white surface can be seen to have approximately 35% less pixel detection for any given ψ below 20 degrees; grass can be seen to have about 15% less. It is interesting to note that the grass performance is better in this measure. This is due to the intuitive fact that grass is very smooth and thus incident IR light has a much greater chance of bouncing back off an object closer to perpendicular than flat ground. 
Grid-based ground surface reconstruction
The ground surface from the robots' traversed paths was devised in MATLAB and was reconstructed using captured depth frames. The Cartesian conversion of data points scattered around the area which the robot traversed is obtained by synchronizing the orientation and position of the robot platform -and thus the camera -and the data captured from the PMD cameras. The grid produced for a mounting angle of -20 degrees and a grid size of 100 mm square is shown in Figure 25 . The routine was coded to go for 60 seconds until the capture frames, to synchronize each to a position and orientation, and to distribute the Cartesian coordinates into squares of the grid. be seen to have approximately 35% less pixel detection for any given ψ below 20 degrees; grass can be seen to have about 15% less. It is interesting to note that the grass performance is better in this measure. This is due to the intuitive fact that grass is very smooth and thus incident IR light has a much greater chance of bouncing back off an object closer to perpendicular than flat ground. Similar to the previous plots, both drastically under perform when it comes to comparing with the simulation's expectations. In the case of the better performing grass, a maximum detected range plateau can be seen to be slightly less than 3,000 m. These two methods of analysis were useful in quantifying the difference in terms of sheer data measurements.
Following this type of quantifying analysis, the ideal camera mounting angles ψ for the PMD S3 on P3AT and CamCube2.0 cameras on P3DX were postulated as -15 and -20 degrees respectively. Adopting this ensured that the cameras could provide an adequate conception of obstacles, maximizing the ground plane conception. 
Real-time Motion Testing
In the motion experiment, the AGV relies on the PMD camera -as a single vision sensor -to obtain information about its surroundings and to guide it to achieve its task, and it is equipped with two shaft encoders to track its position (X rob and Y rob ) and orientation θ veh . The experiments were performed without prior knowledge of the workspace, such as the location, velocity, orientation and number of obstacles. The range data from the PMD camera were utilised to detect and estimate the relative distances between the vehicle and the obstacles. As the camera senses the 3D coordinates of an obstacle in different frame sequences, it uses this information to detect the obstacles using a scene flow. The ego-motion of the PMD camera mounted on the AGV can be estimated by tracking features between subsequent images [49] . The 'Good Features to Track' feature detection algorithm [50] is used to stabilize the moving AGV by comparing two consecutive frames.
The ego-motion compensation is a transformation from the image coordinates of a previous image to that of the current image so that the effect of the ego-motion of the camera can be eliminated [257] . The feature pairs f i t −1 , f i t , where (t frame − 1) is the last image and t frame denotes the current image, and the ego-motion of the camera can be estimated by using a transformation model. As such, we simply apply linear regression to train the constants. The next procedure is to eliminate the bad features and refine the transformation modal.
Now, the transformation model obtained is used to manipulate the whole-image pixels in order to eliminate the effect of the ego-motion of the camera. The initial minimal path is calculated by the grid-based efficient D* Lite path-planning algorithm and the PMD camera provides information on the obstacles in real-time. When an obstacle is perceived via the cameras' FoV, the AGV processes the sensor information and, if required, it can continually re-plan its path to avoid any collision until it reaches its final goal.
The goal is to plan a collision-free path for the AGV to reach its desired position by implementing the efficient D* Lite algorithm on the P3DX's onboard computer. The PMD camera is used as an exteroceptive sensor with a frame rate for the scene flow of 10 fps. All the experiments were carried out without any modifications to the P3DX controller's parameter.
In this experiment, the AGV is set to travel from an initial position (X rob , Y rob ) = (0, 0) to a goal position (9.0 m, 0), each coordinate being (X rob , Y rob ) with X rob and Y rob in metres. To perceive its surroundings, it obtains information from the sensor rather than using a priori information, and it successfully avoids the three static obstacles in its path, as shown in Figures 26 and 27 .
In this experiment, the AGV is set to travel from an initial position (X rob , Y rob ) = (0, 0) to a goal position (9.0 m, 0), each coordinate being (X rob , Y rob ) with X rob and Y rob in metres. To perceive its surroundings, it obtains information from the sensor rather than using a priori information, and it successfully avoids the three static obstacles in its path, as shown in Figures 26 and 27 . 
Conclusion
The optimal deployment of a ToF-based PMD camera on an AGV is presented in this paper, the overall mission of which is to traverse the AGV from one point to another in hazardous and hostile environments without human intervention. A ToF camera is used as the key sensory device for perceiving the operating environment, the depth data of which are populated into a workspace grip map.
An optimal camera mounting angle is adopted by the analysis of various cameras' performance discrepancies. A series of still and moving tests were carried out to verify the correct sensor operation. Finally, in the real-time autonomous path-planning experiment, the AGV relied completely on its perception system to sense the operating environment and avoid static obstacles Now, the transformation model obtained is used to manipulate the whole-image pixels in order to eliminate the effect of the ego-motion of the camera. The initial minimal path is calculated by the grid-based efficient D* Lite path-planning algorithm and the PMD camera provides information on the obstacles in real-time. When an obstacle is perceived via the cameras' FoV, the AGV processes the sensor information and, if required, it can continually re-plan its path to avoid any collision until it reaches its final goal.
The optimal deployment of a ToF-based PMD camera on an AGV is presented in this paper, the overall mission when it traversed towards its goal. In future, real-time experiments will be conducted in dynamic environments. 
The optimal deployment of a ToF-based PMD camera on an AGV is presented in this paper, the overall mission of which is to traverse the AGV from one point to another in hazardous and hostile environments without human intervention. A ToF camera is used as the key sensory device for perceiving the operating environment, the depth data of which are populated into a workspace grip map. An optimal camera mounting angle is adopted by the analysis of various cameras' performance discrepancies. A series of still and moving tests were carried out to verify the correct sensor operation. Finally, in the real-time autonomous path-planning experiment, the AGV relied completely on its perception system to sense the operating environment and avoid static obstacles when it traversed towards its goal. In future, real-time experiments will be conducted in dynamic environments.
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