Generalized canonical correlation analysis (GCCA) extends the canonical correlation analysis (CCA) to the case of more than two sets of variables and there have been many studies on how two-set canonical solutions can be generalized. In this paper, we derive certain stationary equations which can lead the higher-order solutions of several GCCA methods and suggest a type of iterative procedure to obtain the canonical coefficients. In addition, with some numerical examples we present the methods for graphical display, which are useful to interpret the GCCA results obtained.
Introduction
Generalized canonical correlation analysis (GCCA) involves comparing m sets of variables after removing linear dependencies within each set that can extend the canonical correlation analysis (CCA) of Hotteling (1936) to cases of more than two sets of variables. There have been many studies on how two-set canonical solutions can be generalized (Horst, 1961a (Horst, , 1961b (Horst, , 1965 Carroll, 1968; Kettenring, 1971 ; Van de Geer, 1984; Ten Berge, 1988; Coppi and Bolasco, 1989; Gifi, 1990; Park and Huh, 1996) , with discussions on the criteria used and constraints imposed.
Suppose we have m data matrices X i (i = 1, . . . , m), each from a sample of size n on p i variables. It is assumed implicitly that all the variables are standardized to have zero means and unit variances. The problem is to find linear composites z i = X i a i for each set in such a way that the matrix Z = (z 1 · · · z i · · · z m ) = (X 1 a 1 · · · X i a i · · · X m a m ) optimizes a particular function of its covariance matrix, Φ = {ϕ i j }, i, j = 1, . . . , m.
Criteria, the functions to be optimized, for obtaining the canonical coefficient vectors a i (i = 1, . . . , m) are characterized by the chosen function of Φ. Each object function corresponding to a criterion is defined in terms of Φ. Let l 1 ≥ l 2 ≥ · · · ≥ l m be the ordered eigenvalues of Φ. Kettenring (1971) considered the following five criteria for selecting Z: (i) SUMCOR (maximize ∑ m i, j ϕ i j ), (ii) MAXVAR (maximize l 1 ), (iii) SSQCOR (maximize ∑ m i, j ϕ 2 i j ), (iv) MINVAR (minimize l m ), (v) GENVAR (minimize det(Φ)). Kang and Kim (2006) added a criterion for the GCCA solution:
Some of the above have also been suggested by other studies (Horst, 1961a (Horst, , 1961b (Horst, , 1965 Steel, 1951) and Gifi (1990) mentioned other methods MINSUM (minimize the sum of the correlations) and PRINCALS (maximize the sum of the q largest eigenvalues of Φ, or, equivalently, minimize the sum of the m − q smallest ones). Gifi also suggested a nonlinear version of GCCA, called OVERALS based on the MAXVAR criterion that incorporates nonlinear transformations of the data.
The study of relations among the sets can be continued beyond the first order (stage) by considering higher order (stage) canonical variates Z (2) , Z (3) , . . . to supplement the optimal Z (1) . The same criterion function is used at each order, but restrictions are added to assure that canonical variables for a particular order differ from the previous orders.
In this paper, we derive certain stationary equations that derive solutions for higher-order solutions of several GCCA methods and suggest a type of iterative procedure to obtain canonical coefficients. In addition, we present methods for graphical display with some numerical examples, which are useful to interpret GCCA results.
Unifying stationary equations for GCCA
In order to construct a valid optimization problem, the criterion to be optimized is usually subjected to certain constraint. Let R denote the correlation matrix of all original variables, and R i j of size p i × p j the correlation matrix between the i th and the j th set of variables, which is a submatrix of R. A typical constraint (unit-variances constraint) is
Under this constraint, Φ can be interpreted as a correlation matrix, which is advantage of considering the constraint. Under the constraint (2.1), by differentiating the following object function g(·) with respect to a i ,
where f(·) stands for a criterion to be considered, Kang and Kim (2006) derived the following form of unifying stationary equations for each of the six different GCCA solutions,
where 
where
and D is a block-diagonal matrix with R ii as its i th block. There is a situation where the solutions with the constant-sum-variances constraint could be very unfair ( Van de Geer, 1984) . The canonical variates with this constraint have not identical variances in general and the criteria could be heavily dependent on canonical variates with relatively large or small variances. However, the constant-sum-variances constraint would sometimes be preferred due to relatively easy computations. Moreover, for some criteria, since the stationary equations with constantsum-variances constraint have an explicit form (Kang and Kim, 2006) , considering this constraint is helpful to clarify the characteristics of the criteria.
The constant-sum-variances constraint needs requires one Lagrange multiplier µ; therefore, the equations to solve for the solutions can be written as the following matrix form of representation
where D a denotes a block diagonal matrix with a i as its i th block and W is a matrix with w i j of (2.4) as its (i, j) th element. Further discussions for GCCA solutions through the stationary equations (2.3) and (2.6) are presented in Kang and Kim (2006) with some results of numerical illustrations.
Higher-order solutions
In this section, we derive certain stationary equations which can lead the higher-order GCCA solutions.
Higher-order solutions and computing procedure
For higher-order GCCA solutions, we need to place further restrictions on the additional canonical variates in order to achieve mutual orthogonality and compute them successively.
Suppose
denotes the set of the k th order canonical variates for k ≤ q and q = min(p 1 , p 2 , . . . , p m ). Then the problem, under the unitvariance constraint, reduces to optimizing the following object function g(·):
where the µ i and γ i are the Lagrange multipliers, f (
is the function chosen according to the criterion, and C i(k) is a matrix that satisfies the following form of restrictions for the orthogonality
In the context of m-set analysis, following two restrictions are usually used (Gifi, 1990) . A reasonable restriction on Z (k) , the strong orthogonality restriction, could be corr
which means the canonical variates obtained at each successive order are required to be uncorrelated to each other within the same set. In this case,
. Another restriction, the weak orthogonality restriction, is
which is useful when joined with constant-sum-variances constraint. With this restriction, solutions of every order for MAXVAR and MINVAR can be obtained simultaneously by performing a single eigen-analysis on D −1/2 RD −1/2 which is a considerable advantage, both computationally and theoretically (Kang and Kim, 2006) .
The two restrictions mentioned above yield the same canonical variates when m = 2 (Anderson, 1984; Kettenring, 1971) .
We now derive stationary equations for solutions with any form of (3.2), under the unit-variance constraint. Taking the derivative of g(·) with respect to a i in (3.1) and setting it to zero, applying appendix of Kang and Kim (2006) and after some mathematical computations, yield the following system of stationary equations
ii and the weights w i j are the same as those given in (2.4). The k th order solutions for GCCA methods can be obtained using a Gauss-Seidel type of iterative procedure. The following steps describe the iterative routine.
Step 1. Obtain the initial values a
Step 2. At the t th iteration (t = 1, 2, . . .), evaluate the stationary equations provided in (3.5) by exploiting a ii E i R i j a j as follows.
(1) calculate Φ, the correlation matrix of canonical variates (2) all weights of
Step 3. Repeat Step 2 until the convergence condition is satisfied. 
The weight vectors a i from above procedure can be called standardized canonical weights (coefficients), because those are obtained based on R, the correlation matrix of original variables. If data matrices X i are not standardized, the raw canonical weights (coefficients) can be obtained by
where V i is a diagonal matrix with the variances of original variables as its diagonal elements.
Numerical illustration
In this section, a numerical example is constructed to illustrate contrast among the six different GCCA methods. This example has three sets of variables (m = 3) and the correlation matrix with p 1 = p 2 = p 3 = 3 is presented in Table 1 . For several GCCA methods, it can be expected that the similarities and dissimilarities of the results rely on the extreme eigenvalues, especially the smallest eigenvalue, of D −1/2 RD −1/2 . For this example, the smallest eigenvalue of D −1/2 RD −1/2 is 0.144 which is moderately small. Thus one can expect that the methods give very different results. Table 2 displays the first and the second-order solutions of six GCCA methods, which is obtained by above iterative procedure: the canonical weight vectors (a i ), the correlation coefficients of canonical variates (ϕ i j ), and the two extreme eigenvalues of Φ (l 1 and l 3 ). 
Table 2 indicates that MINVAR shows very different results of canonical weights and canonical correlation coefficients. The canonical weights of SUMCOR, MAXVAR, and SSQCOR are indistinguishable on the whole and provide almost the same level of canonical correlations; consequently, GENVAR appears similar to those of SUMCOR, MAXVAR, and SSQCOR. However, MAXECC gives intermediate results that seem noticeably different from SUMCOR, MAXVAR, and SSQCOR.
Graphical display of GCCA results
In this section, we present the methods for graphical display which are useful to interpret the GCCA results.
Quantification plots with canonical weights
Let A i denote the canonical weight matrix of the i th set of variables under the unit-variance constraint,
and Dφ a diagonal matrix with the average correlations of canonical variates as its k th elements,
, the average correlation coefficients of the k th order canonical variates. Park and Huh (1996) suggest an r-dimensional quantification plot obtained by plotting A i(r) Dφ (r) , the first r columns of A i Dφ, for r ≤ q and q = min(p 1 , p 2 , . . . , p m ). This plot is useful to investigate the structural relationships of variables. Now, as an extend of two sets of variables, we may define a 'goodness-of-approximation indices (GAI)' by
3) Table 3 presents the average correlation coefficients of the k th order canonical variates (φ (k) ) and GAI for selected three GCCA methods. Figure 1 displays the 2-dimentional quantification plots with canonical weights.
Canonical loading plots
The canonical loadings, the correlations between the original variables and their canonical variables, can be obtained by Table 4 shows the first and the second-order canonical loadings of six GCCA methods; in addition, Table 5 presents the explained variances by the k th order canonical variates and explained-variance indices for selected three GCCA methods. Figure 2 displays the 2-dimentional canonical loading plots. For example, from the results of SUMCOR, the first-order canonical variates of the first set can be interpreted as the overall mean of original variables, the second-order canonical variates of the first set can be interpreted as the contrast between x 1 and others. 
