Latin hypercubes are the most widely used class of design for high-dimensional computer experiments. However, the high correlations that can occur in developing these designs can complicate subsequent analyses. Efforts to reduce or eliminate correlations can be complex and computationally expensive. Consequently, researchers often use uncorrected Latin hypercube designs in their experiments and accept any resulting multicollinearity issues. In this paper, we establish guidelines for selecting the number of runs and/or the number of variables for random Latin hypercube designs that are likely to yield an acceptable degree of correlation. Applying our policies and tools, analysts can generate satisfactory random Latin hypercube designs without the need for complex algorithms.
ρ ) as a key measure for discriminating between LH designs. Section 3 describes the behavior of map ρ in relation to n and k, and presents parsimonious multiple linear regression models that predict the expected value of map ρ , which can be realized from a collection of 200 RLH designs, given a specific design dimension. Section 4 extends Section 3's results by considering other numbers of RLH designs. We summarize our results in Section 5.
BACKGROUND
RLH generation is so named to emphasize the randomness in the construction of its columns. Our work is based on the ability to describe the degree of nonorthogonality we should expect from this randomness.
RLH Generation
Generating an RLH is relatively simple. In LH sampling, the input variables are treated as random variables with known distribution functions. For each input variable j X , j = 1, …, k, "all portions of its distribution [are] represented by input values" by dividing its range into "n strata of equal marginal probability 1/n, and [sampling] once from each stratum" (McKay, Beckman, and Conover 1979, p. 240) .
In practice, and we will do so here, many analysts take a fixed value in each stratum (e.g., the median). In such a case, the design points all fall on a lattice (Patterson 1954) . For each j X , the n sampled input values are assigned at random to the n design points, with all n! possible permutations being equally likely. This generates the X j column in the design matrix. The permutation process is performed independently for each of the k input variables. Therefore, for each column j X , all of the n input values appear exactly once in the design. Also, for a given row in the design matrix, all of the k n potential combinations of the input variable values have an equal chance of occurring. A value in the jth column
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and ith row is labeled j i X . Creating a lattice RLH corresponds to independently generating k permutations of the first n natural numbers and appropriately scaling the columns to cover the variables' ranges. A total of (n!) k designs exist (Joseph and Hung 2008) .
In a sampling method in which all possible RLH designs are equally probable, the probability that a highly correlated design occurs can be large-especially for small n, and k close to n. For example, we generated 1000 4×3 RLH design matrices and measured each correlation. Over 77% of the designs have a correlation greater than 0.8 or less than -0.8, and nearly 25% have at least one pair of columns with perfect correlation. The likelihood of constructing highly correlated RLHs calls for a systematic way to select a suitable design dimension and obtain an uncorrected LH with acceptable nonorthogonality.
Measure of Nonorthogonality
We want to specify a measure that we can use to distinguish between unacceptable and acceptable RLHs. Owen (1994) and Tang (1998) recognize that assessing a design based on correlation is a reasonable way to obtain one with an acceptable degree of nonorthogonality. The correlation between any two column vectors,
where i x is the mean value of the elements of column i of the design matrix.
Among the 2 k ⎛ ⎞ ⎜ ⎟ ⎝ ⎠ pairwise correlations in a design with k variables, the pairwise columns with the largest magnitude can have the greatest impact on the meta-model derived from the experiment. We focus on the maximum absolute value of the pairwise correlation ( map ρ ) to identify acceptable RLHs:
Controlling the worst case, pairwise correlation bounds the degree of multicollinearity in the design.
Methods to Reduce or Eliminate Nonorthogonality
To reduce the correlation in LH designs, scientists use methods that apply a series of transformation procedures to change the original design. McKay, Beckman, and Conover (1979) started a revolution in experimental design by introducing Latin hypercube sampling (LHS) as a means to decrease the variance in the estimates derived from computer experiments. Studies to improve on the LHS design have taken scientists on different paths: transformation or column generation. Iman and Conover (1982) developed a transformation matrix from the rank matrix associated with the design matrix as a means to control correlation. Florian (1992) used Cholesky's decomposition of the rank correlation matrix to derive a transformation matrix that reduces the correlation among the columns of the design's corresponding rank matrix. Owen (1994) used Gram-Schmidt orthogonalization (Leon, 2002) to produce a transformation matrix for the lattice version of the LH.
Other methods completely eliminate correlation during construction of the columns. Ye (1998) Hernandez (2008) used an optimization routine to generate an NOLH for almost any nonsaturated, run-variable combination, along with some saturated designs. The basis of this algorithm is a mixed integer program formulation.
A commonality among these methods is that they require specialized algorithms and are computerintensive. Furthermore, some methods work for only relatively few values of n and k.
A NEW APPROACH
In this paper, we develop a methodology to create experimental designs that can address a variety of experimental challenges without any additional burden on resources. In lieu of complex algorithms, we seek a simplified alternative that leverages the ease of generating RLHs. If an RLH has acceptable correlation among its columns, an experimenter can reap the benefits that an efficient design offers, with a significant reduction in the computational cost or investment of time in developing the design. In practice, experimenters often generate many RLHs and select the best one for their experimentation. Our study develops tools based on Equation 2 to help analysts choose an appropriate design dimension. Secondly, analysts can set a threshold map ρ to select acceptable designs.
Creating the min map ρ Table
We begin our work with an initial set of data that consists of 42 (n, k) design combinations. We chose the 42 (n, k) pairs to correspond to known OLH and NOLH designs. Using Cioppa's (2002) dimensional convention, we explore combinations of n = 2 1 m + for up to m = 8, and k = 1 2
for up to m = 16. We initially examine design dimensions as small as n = 17, k = 7, and as large as n = 257, k = 121. We consider only those designs with n > k, i.e., those in which we can fit a main effects model. The data to create our correlation tables is generated from 200 RLHs for each specific (n, k) combination and the associated map ρ values. We use G to designate the number of RLHs from which to select our experimental plan (i.e., G200). From among the 200 RLHs, we take the one that has the minimum value for map ρ and label it min map ρ . We repeat this process 1,000 times for each (n, k) combination and examine the resulting min map ρ values. We find that the distribution of min map ρ appears to be roughly bell-shaped (i.e., reasonably well approximated by a normal distribution). Therefore, the table entry for each (n, k) combination is the average min map ρ from 1,000 trials: min map ρ . Since the collected data are a random sample from the population of RLHs for the specific (n, k) combination, we can use the resulting analysis to make general statements about that population.
Values of min map
ρ for different design dimensions vary, but the standard deviation for any given design dimension is relatively small, with the largest being 0.025 (See Figure 1) . We see that the largest empirical deviation occurs for a small design (n = 17, k = 16), and the smallest standard deviation is for a Hernandez, Lucas, and Sanchez large RLH (n = 257, k = 106). Smaller LH designs usually present challenges in the degree of nonorthogonality among the matrix columns (Hernandez 2008 ). The largest standard deviation occurs in small designs, and the smallest deviations in the larger designs. Table 1 shows that an acceptable design is likely to be found within 200 randomly generated LHs. It also frames the dimensions to the ranges 97 < n < 129 and 16 < k < 22. The analyst can then adjust the experimental design by increasing or decreasing the number of runs, factors, Hernandez, Lucas, and Sanchez and/or generated RLHs. However, this tabular guidance does not fully address the analyst's need. We develop another tool to more precisely specify the design dimension.
Developing a Function to Estimate Expected min map ρ
We would like to use n and k to predict the expected value of min map ρ from 200 RLH designs. Our goal is a formula that is sufficiently simple to use in a calculator. Using a predictive formula allows the experimenter to find different (n, k) combinations that meet an acceptable correlation threshold.
We examine min map ρ data from the original 42 n and k combinations (Hernandez 2008) ρ and n. He fit models for k = n -1 to predict root mean square correlation ( rms ρ ) for an RLH as a function of n, while we vary both n and k to predict min map ρ . Owen found the relationship to be:
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We group the data in terms of n and regress
designating each instance of n as SLR n . Although the data sets are small, the coefficient of determination for each SLR n model is greater than 0.99. From the set of SLR n models, the estimated intercept and coefficient in Table 2 shows the change in coefficient values as n changes. The left-hand side of Figure 4 illustrates a nearly linear relationship between 2/3 n − and the intercepts, while the right-hand side shows a linear relationship with the variable coefficients of SLR n , thereby supporting the idea of developing a linear model.
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Figure 4: Nearly linear relationships between transformed n and β 0 of SLR n models (left-hand chart) and transformed n and β 1 of SLR n models (right-hand chart).
We develop SLR models in terms of 
Notably, this preliminary study, based on 42 (n, k) combinations, identifies the need for an interaction term in the equation. Figure 5 shows a nearly linear relationship between the interaction term and min map ρ . 
Equation 6 is a tractable, compact model in its representation of n and k. We see that as n increases and k remains constant, the first term is dominant and the mean maximum absolute pairwise correlation decreases. As one may expect, for larger values of k we require much larger values of n to reduce correlation to the same level as smaller k.
We examined the adequacy of Equation 6 to predict min map ρ using a larger set of 115 design combinations, including the data from the 42 initial design combinations. We concluded that an MLR, with two main terms and one interaction term, is sufficient to accurately predict min map ρ . Using least squares on all the data, we developed a new MLR that applies to the (n, k) ranges found in 
The coefficients derived from least squares are understandably different from the combined SLR models. However, the polarity for each term is in sync with Equation 6 
We remind the reader that Equation 6 was developed in an exploratory phase using a smaller set of data, and therefore Equations 7, 8, or 9 are preferable. The user can choose whichever of these models best suits their needs. We find Equation 7 attractive for our purposes-it is parsimonious, clearly shows the impact of n and k on correlation, and requires no logarithmic reinterpretation of the explanatory or response variables, all of which make it easy to use.
EQUATIONS AND TABLES FOR DIFFERENT VALUES OF G
The experimenter may not wish to generate or even consider G = 200 RLHs before selecting a suitable design. The manner in which the experimenter generates RLH designs may also be a constraint. To ρ is more pronounced. To retain utility to experimenters, we set the lower bound for G at 10 and develop equations for G = {10, 25, 50, 75, 100, 125, 150, 175, and 200}. With some slight modifications, we use the same methodology as in Section 3 to explore the relationship of transformed n and k values, as well as their interaction term. We develop new MLR models through least squares for each G. The corresponding ( ) 
Coefficients for these models are similar. However, the magnitude of most correlation values makes the subtleties in each G-specific expression important. These formulas provide the experimenter an option for G, along with choices of (n, k) and map ρ .
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CONCLUSIONS
Use of LH designs to conduct simulation experiments is prevalent in academia, the Department of Defense, and industry. Efficient LH designs provide researchers with a valuable tool for isolating the impact of dominant factors on outputs of interest. However, multicollinearity in these designs complicates interpretation and affects accuracy of meta-models that come from the corresponding experiments. The body of work to reduce or eliminate correlations in LH designs is extensive. Historically, construction of these designs is computer intensive and time consuming, but these resources are not always available to an experimenter. We simplify the process of constructing a design that meets a worst-case correlation threshold. We define map ρ as a measure of nonorthogonality. Using this measure as a basis, we develop tools and present an approach to obtain designs with acceptable nonorthogonality through RLH generation for the (n, k) combinations spanned in Table 1 (n up to 1025 and k up to 172) for G between 5 and 200. Our research efforts enable analysts to obtain effective designs for their needs without specialized software programs or complex algorithms.
