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ABSTRACT
We present the first non-local (z >0.2) measurement of the cluster-cluster spatial correlation length, using
data from the Las Campanas Distant Cluster Survey (LCDCS). We measure the angular correlation function for
velocity-dispersion limited subsamples of the catalog at estimated redshifts of 0:35 ≤ zest < 0:575, and derive
spatial correlation lengths for these clusters via the cosmological Limber equation. The correlation lengths that
we measure for clusters in the LCDCS are consistent both with local results for the APM cluster catalog and with
theoretical expectations based upon the Virgo Consortium Hubble Volume simulations and the analytic predic-
tions. Despite samples containing over 100 clusters, our ability to discriminate between cosmological models is
limited because of statistical uncertainty.
1. INTRODUCTION
The spatial correlation function of galaxy clusters provides
an important cosmological test, as both the amplitude of the
correlation function and its dependence upon mean interclus-
ter separation are determined by the underlying cosmological
model. In hierarchical models of structure formation, the spa-
tial correlation length, r0, is predicted to be an increasing func-
tion of cluster mass, with the exact dependence determined by
8 (or equivalently Ω0, using the constraint on 8 −Ω0 from the
local cluster mass function) and the power spectrum shape pa-
rameter, Γ. Low density and low Γ models generally predict
stronger clustering for a given mass and a greater dependence
of the correlation length upon cluster mass.
The three-space correlation function of clusters was first
measured for subsamples of the Abell catalog by ?) and
?). Both groups found that the correlation function is well-
described by a power law, (r) = (r=r0)−γ , and obtained a cor-
relation length r0 ' 25h−1 Mpc with γ'2. ?) also observed
a strong dependence of correlation strength upon cluster rich-
ness, which was later quantified by ?) and ?) as a roughly
linear dependence of r0 upon dc, the mean intercluster separa-
tion. ?) and ?) confirmed the form of the correlation function
for the Abell catalog in their larger spectroscopic samples, with
both studies obtaining r0'20h−1 Mpc for clusters with richness
class R≥1.
While these correlation lengths have strong implications for
cosmological models, a key problem with interpretation of the
Abell results is concern that the observed correlation lengths
are positively skewed by projection effects and sample inho-
mogeneities (?, see)]sut88,dek89,efs92,pea92. Several analy-
ses find that (;) is strongly anisotropic, evidence that these
effects are significant (???). Still, the net impact of these fac-
tors is unclear. Contrary to the concerns raised by these studies,
?) use an expanded sample of Abell clusters to derive correla-
tion lengths that are consistent with earlier analyses and robust
to projection effects, and ?) argue that projections are insuf-
ficient to account for the stronger correlation observed in the
Abell catalog as compared to the APM catalog (?).
Fortunately, independent constraints on the correla-
tion function have arisen as new catalogs with auto-
mated, uniform selection criteria have become available (?,
e.g.,)]dal92,nic92,dal94,nic94,rom94,cro97,collins2000,mos2000.
Some of the recent optical catalogs, such as the APM (?), also
probe to lower dc than the Abell samples, while the X-ray sam-
ples provide greatly improved leverage for the most massive
(highest dc) clusters. While systematic variations persist be-
tween samples, the existing data are generally consistent with
r0 slowly increasing with dc (?, however, see)]collins2000.
To exploit the growth of observational data, there has
been a corresponding theoretical effort to predict the clus-
ter spatial correlation function as a function of mass and
epoch. Driven by cosmological volume N-body simula-
tions (?, e.g.,)]gov99,col2000,mos2000 and the development
of a well-tested analytic formalism (???), a theoretical frame-
work has been established that enables derivation of quan-
titative cosmological constraints from the observational data.
The mass dependence can be studied using existing data
sets and is typically best matched by low-density models (?,
see)]cro97,bor99b,collins2000, although systematic uncertain-
ties and observational scatter have precluded precision cosmo-
logical constraints. In contrast, the redshift dependence remains
unconstrained because the data have not existed to test the evo-
lutionary predictions of these models.
In this paper we utilize the Las Campanas Distant Cluster
Survey (LCDCS) to determine the spatial correlation length at
z'0.45. We first measure the angular correlation function for
a series of subsamples at this epoch and then derive the cor-
responding r0 values via the cosmological Limber inversion
(???). The resulting r0 values constitute the first measurement
at this epoch of the dependence of the cluster correlation length
upon dc, probing mean separations similar to previous local op-
tical catalogs. Popular structure formation models predict only
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a small amount of evolution from z=0.45 to the present, as il-
lustrated in section 5. We test this prediction by comparing our
results with the local observations.
2. THE LAS CAMPANAS DISTANT CLUSTER SURVEY
The recently completed Las Campanas Distant Cluster Sur-
vey, which contains 1073 candidates, is the largest published
catalog of galaxy clusters at z & 0:3 (?). Clusters are detected
in the LCDCS as regions of excess surface brightness relative to
the mean sky level, a technique that permits wide-area coverage
with a minimal investment of telescope time. The final statisti-
cal catalog covers an effective area of 69 square degrees within
a 78◦× 1:6◦ strip of the southern sky (860× 24:5 h−1 Mpc at
z=0.5 for Ω0=0.3 CDM). ?) also provide estimated redshifts,
zest , based upon the brightest cluster galaxy (BCG) magnitude-
redshift relation that are accurate to ∼15% at zest = 0:5, and
demonstrate the existence of a correlation between the peak sur-
face brightness, , and velocity dispersion, . Together these
two properties enable construction of well-defined subsamples
that can be compared directly with simulations and observa-
tions of the local universe.
3. THE LCDCS ANGULAR CORRELATION FUNCTION
We wish to measure the two-point angular correlation func-
tion for both the full LCDCS catalog and for well-defined sub-
samples at z'0.45 that we shall use to constrain the mass de-
pendence of the correlation length. ?) find that the velocity
dispersion is related to the peak surface brightness of the clus-
ter detection via log ∝ log(1 + z)5:1, and so we employ this
relation to define subsamples that are roughly velocity disper-
sion limited (see Figure 1). Error in the redshift dependence of
this relation can induce a systematic bias in construction of our
subsamples; however, this uncertainty is sufficiently small as
to have negligible impact for the LCDCS data within the red-
shift range of the subsamples. We restrict all subsamples to
z>0.35 to avoid sample incompleteness at lower redshift, while
the maximum redshift (z=0.575) is set by sample size. Sub-
samples with larger redshift limits (and hence higher surface
brightness limits) result in smaller samples (N<100) and corre-
spondingly larger statistical uncertainties.
To compute the two-point angular correlation function, we
use the estimator of ?),










which ?) have demonstrated is more robust than other al-
gorithms. In Equation 1, n is the number of clusters, nr
is the number of random points, DD is the number of
cluster pairs with angular separation  ± =2, RR is the
number of random pairs with the same separation, and
DR is the number of cluster-random pairs. To construct
FIG. 1.— Extinction-corrected surface brightness distribution of the LCDCS
clusters used to construct subsamples. The solid lines denote the redshift and
Σ(1+z)5:1 thresholds of the subsamples. The dotted curve is the surface bright-
ness threshold of the full LCDCS catalog for E(B−V )=0.05. Candidates at
the detection threshold in lower extinction regions will lie slightly below this
curve. Errors in the estimated redshifts move individual data points along
tracks similar to this curve.
the random sample, we first generate a list of 44,000 random,
unmasked locations within the survey region (2000 locations
in each of the 22 scan sets that comprise the LCDCS survey).
Next, we reject locations that fail any of the automated cluster
selection criteria described in ?), yielding a final random sam-
ple of 33,886 positions.
Modelling the correlation function as a power law,






we use a maximum likelihood approach to determine the best-
fit values for A! and γ. Similar to ?) and ?), we maximize the











where ni and i ≡< DD > are the observed and expected num-
ber of pairs in the interval d. The final results from the max-
imum likelihood analysis are not dependent upon the exact
choice of d, which can be made almost arbitrarily small. To
determine the best-fit model parameters we use pairs with sep-
arations of 2′ – 5◦, and Monte Carlo simulations are utilized to
determine the associated 1- uncertainties. Specifically, we use
the best-fit parameters as initial values, generate 1000 random
realizations of the cluster-cluster pair distribution, and then use
the distribution of recovered parameter values to quantify the
observational uncertainties. The angular correlation function
for the entire LCDCS catalog and for our lowest redshift sub-
sample are shown in Figure ??, overlaid with best-fit power law
models. For the full LCDCS catalog, we obtain γ=−1:78±0:10
and A!=−1:44±0:04 (0=51±22′′).
Table 1 lists information for the full LCDCS catalog and
the three subsamples at z'0.45, including the redshift range
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TABLE 1
ANGULAR CORRELATION LENGTHS
z <z> N logA! γ f logA!;cor
(1) (2) (3) (4) (5) (6) (7)
All 0.56 1073 −1:44±0.04 1.78±0.10 0.29 −1:18±0.04
0.35-0.475 0.42 178 −1:26±0.17 2.15±0.19 0.14 −1:13±0.19
0.35-0.525 0.46 158 −1:35±0.33 2.30±0.33 0.16 −1:20±0.33
0.35-0.575 0.50 115 −1:42±0.47 2.51±0.45 0.19 −1:24±0.45
All 0.56 1073 −1:73±0.05 2.15 0.29 −1:47±0.05
0.35-0.475 0.42 178 −1:26±0.13 2.15 0.14 −1:13±0.13
0.35-0.525 0.46 158 −1:25±0.14 2.15 0.16 −1:10±0.14
0.35-0.575 0.50 115 −1:14±0.18 2.15 0.19 −0:96±0.18
Note — (1) Redshift range used to measure the angular correlation. (2) Number of clus-
ters. (3) Values of logAω are for  in degrees. (7) Contamination-corrected amplitude
of the angular correlation function. The second set of parameters in the table is for fixed
values of the slope γ.
spanned by each subsample, the mean redshift of the subsam-
ple, the best-fit values of A! and γ, and the estimated fractional
contamination. We also present best-fit values for A! fixing
γ=2.15 — equivalent to the best-fit value for the lowest red-
shift subsample and similar to the best fit value for the ROSAT
All-Sky Survey 1 Bright Sample (?)γ=2.11+0:53
−0:56]mos2000.
Because the LCDCS candidates are not spectroscopically
confirmed, we must correct the correlation amplitude A! for
the impact of contamination before this data can be used to
derive the spatial correlation length r0. If we assume that
the contamination is spatially correlated and can be described
by a power law with the same slope as the cluster angular
correlation function (a reasonable approximation because for
galaxies, which are likely the primary contaminant, γ'1.8-1.9
(?, e.g.)]roc99,cab2000), then the observed angular correlation
function is
!() = A!1−γ =
(
Acluster(1 − f )2 + Acontamination f 2

1−γ ; (4)
where f is the fractional contamination. For detections in-
duced by isolated galaxies of the same magnitude as BCG’s at
z' 0:35 (and identified as galaxies by the automated identifica-
tion criteria described in ?), we measure that Agal is comparable
to A!A , the net clustering amplitude for all LCDCS candidates
at 0.3<z<0.8. For detections identified as low surface bright-
ness galaxies (including some nearby dwarf galaxies) we mea-
sure ALSB' 10A!A . While these systems are strongly clustered,
we expect that they comprise less than half of the contamina-
tion in the LCDCS. For multiple sources of contamination the
effective clustering amplitude Acontamination =
P
Ai f 2i =(
P fi)2,
so the effective clustering strength of the contamination is
Acontamination . 2:5A!A even including the LSB’s.
The last column in Table 1 gives the contamination-corrected
value of A!, under the assumption that Acontamination = A!A . If
the effective correlation amplitude of the contamination is in
the range Acontamination = (0 − 2:5)A!A (which corresponds to un-
correlated contamination for the lower limit), then the system-
atic uncertainties in A! and the corresponding uncertainties in
the r0 values derived in §?? are . 1%. These uncertainties,
which are small because the contamination only contributes to
the observed correlation function with weight f 2, are far less
than the statistical uncertainties in all cases. Uncertainty in the
fractional contamination of the catalog yields a larger 6% sys-
tematic uncertainty in r0, which is also less than the typical
statistical uncertainty.
4. THE SPATIAL CORRELATION LENGTH
The observed angular correlation function can be used to de-
termine the three-space correlation length if the redshift distri-
bution of the sample is known. This is accomplished via the
cosmological Limber inversion (???). For a power-law correla-







× f (z): (5)
The corresponding comoving spatial correlation length is





Γ(1=2)Γ[(γ − 1)=2]× (6)2
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where dN=dz is the redshift distribution of objects in the sam-
ple, DA(z;Ω0;ΩΛ) is the angular diameter distance, and
E(z) = [Ω(1 + z)3 +ΩR(1 + z)−2 +ΩΛ]1=2; (8)
as defined in ?). Because little evolution in the clustering is
expected over the redshift intervals spanned by our subsamples
(see the Appendix and Figure ??), f (z) can safely be pulled out
of the integral.
We estimate the true redshift distribution of clusters in each
LCDCS subsample, dN=dz, based upon the observed distri-
bution of estimated redshifts, dNobs=dz. Because the redshift
distribution of the full LCDCS catalog is slowly varying over
the redshift interval probed by our subsamples, we are able to
derive approximate models for the dN=dz of the subsamples by
