This work describes the fundamentals and calibration procedure of an instrument for in vivo evaluation of the heat convection coefficient between the endocardium and the circulating blood flow. The instrument is to be used immediately before radio-frequency cardiac ablation is performed. Thus, this instrument provides researchers with a valuable parameter to predict lesion size to be achieved by the procedure. The probe is a thermistor mounted in a SwanGanz catheter, and it is driven by a constant-temperature anemometer circuit. A 1D model of the sensor behaviour in a convective medium, the calibration procedure and the apparatus are explained in detail. Finally, a performance analysis of the instrument in the range of 200-3500 W m −2 K −1 shows that the average absolute error of full scale is 7.4%.
Introduction
Catheter ablation is a non-surgical technique used to destroy portions of myocardium and the conducting system in an attempt to ameliorate cardiac tachyarrythmias. Since its introduction in the early 1990s, a number of studies have reported the results of radio-frequency catheter ablation (RFCA) in the treatment of atrioventricular nodal reentrant tachycardia, atrial fibrillation, accessory pathway mediated tachycardia, atrial flutter, atrial tachycardia and idiopathic ventricular tachycardia. In RFCA the physician manoeuvres a catheter to the target heart tissue and delivers a burst of radio-frequency current between the ablating electrode in the heart and a ground electrode placed on the patient's back. The electric current flow through the tissue causes resistive heating of a small volume of myocardium around the electrode. This heating destroys the myocardium and causes a scar to form in that region. The scar tissue cannot transmit electrical impulses. As a result, the abnormal electrical pathway may no longer be able to generate arrhythmias. Thus, the catheter ablation procedure can permanently cure the patient.
In order to eliminate the abnormal electrical pathway, the procedure must cause a lesion of specific volume in the myocardium. The myocardial tissue temperature can be used to predict the lesion size. The problem is that the internal tissue temperature itself must be predicted since it cannot be measured directly without damaging the tissue. As a result, to predict the temperature inside myocardium, an accurate heat transfer model is required. An important step towards the prediction of the myocardium temperature is accurate knowledge of the heat convection coefficient (h) as a boundary condition on the endocardial surface of the heart.
There are few reports of direct measurements of h between the endocardium and the circulating flow available in the scientific literature, e.g., Bhavaraju (1999) measured it in vitro using a plastic model of the heart and a pulsatile pump. The lack of direct measurements is probably due to the many technical difficulties in obtaining such measurements. The design of a reliable probe for the measurement of h inside the heart is particularly difficult. However, Swan-Ganz catheters have been used for several decades to measure cardiac output and more recently to measure ejection fraction. Therefore, it is a very convenient apparatus for taking measurements in the heart because it is mechanically reliable and readily available. This paper addresses these difficulties, proposes and evaluates a method that can be used to measure the heat convection coefficient in vivo using modified Swan-Ganz catheters.
The paper is organized as follows. Section 2 introduces the mechanism of RFCA. Section 3 discusses techniques that have been used to estimate and measure the heat convection coefficient elsewhere. Fundamentals and modelling of a heat flux sensor are presented in section 4. The calibration method is shown in section 5. The results and a discussion about the experimental error sources are presented in section 6. Finally, section 7 states the main findings.
Radio-frequency cardiac ablation
Several distinct heat transfer mechanisms occur during RFCA. In order to show justification of this work, this section points out these mechanisms. The heat transfer in the myocardium and the radio-frequency power delivered are the factors that ultimately determine the size of the lesion achieved by the procedure.
During RFCA, a catheter is introduced into a heart chamber via percutaneous peripheral venous or arterial conduits and placed in contact with the target ablation region at the endocardial surface. A current with a frequency between 300 kHz and 1 MHz is applied between the catheter electrode and a dispersive electrode attached to the patient's skin. The myocardium is heated by Joule heating and heat is conducted inside the myocardium. A temperature of 50
• C or higher causes irreversible loss of cellular excitability of tissue and forms a lesion in the site (Nath et al 1993) .
During RFCA six heat transfer mechanisms exist as illustrated in figure 1:
1. conductive heat exchange into tissue; 2. resistive heating of the blood and tissue; 3. convective heat loss to an epicardial coronary artery; 4. convective heat loss from the endocardium to circulating blood pool; 5. convective heat loss from the electrode to circulating blood pool; 6. conductive heat loss along the catheter.
As can be seen, there are three convective mechanisms that occur during RFCA. Consequently there are three distinct heat convection coefficients that can be determined. Due to the complexity of measuring h and despite the fact that several convective losses happen at the same time, this work is specific in scope. The method and approach presented here are appropriate for the measurement of the convective heat loss from the endocardium to the circulating blood pool (shown as number 4). It should be pointed out here that this is the parameter that has the most impact on the size of the lesion (Bhavaraju 1999) .
In order to design a suitable instrument for the measurement of this particular h, a review of different techniques for measuring h is presented in section 3.
Review of previous works
This section presents a review of previous works on estimating h in the heart chambers and the methods of measuring h that have been applied successfully in other fields.
Heat convection coefficient on the endocardial surface
Several works have addressed the cardiac ablation procedure in the past few years. Due to the many factors that must be controlled during experimental ablation, e.g., thermal effects of flow in the chamber, simulations are widely used to provide better understanding of the underlying biophysics of the cardiac ablation. These simulations require the use of h as an important input parameter. Because of the lack of direct measurements of h in vivo, several investigators have used rough estimations in their simulations. . In another study Labonté (1994b) ). Shahidi and Savard (1994) performed a finite-element model for radio-frequency cardiac ablation. Their value for h was 2089 W m −2 K −1 assuming that the blood flow is laminar. Jain and Wolf (1997) used h to be 1800 W m −2 K −1 in their simulations. Jain and Wolf (2000) assumed a fully developed laminar flow through a duct and estimated the heat convection coefficient to be 1300 W m −2 K −1 . Cao et al (2001) experimentally showed that the flow rate influences the lesion size during RFCA. However, in their experiments they did not measure h. The blood flow rate used by them in the experiments is in the range found in the heart. However, the geometry they used in the experiment is different from the heart geometry. Consequently the range of h in their experimental apparatus could largely differ from the range found in the heart chambers.
The parameters used in the simulations in the previous works are either based on estimations that do not seem realistic or are estimated from fluid velocity without care for the geometry. The accuracy and applicability of any simulation ultimately depend on the parameters used. Consequently the results and conclusions based on those experiments are at most as accurate as the parameters used in the simulation. Bhavaraju (1999) performed in vitro experiments and found higher values of h than those used in the simulations in previous works. The great virtue of this work is the fact that it provides the researchers with more realistic values of the heat convection coefficient in different sites of a ventricle. These values can be used in analytical models allowing for better qualitative and quantitative insights about the temperature profile along the myocardium volume. He found values ranging from 44 to 3930 W m
. Smaller values were found below the mitral valve, while larger values were found in the middle of the left ventricle. This range will be used in this work for design purposes.
Bhavaraju's work still presents room for improvement due to three important limitations. First, he used a physical model of the heart made of silicone that cannot change size like a real heart. The consequence of this is not completely clear but it should cause some estimation error of h. Second, his procedure is highly invasive and cannot be used in vivo. Third, the value of h probably varies from individual to individual and certainly varies from position to position, therefore in vivo measurements are required.
Heat flux sensor
The information presented here and the range found by Bhavaraju (1999) are used as the foundation for the design of the required instrumentation.
Heat flux transducers measure net heat transfer rate at the transducer surface. These sensors can be classified according to their principle of operation (Hager et al 1989) as shown below:
(i) time rate change of thermal energy at the surface; (ii) temperature difference across a known thermal resistance; (iii) electric power dissipated in a heater at steady state.
The first type of gauge is too slow to measure unsteady heat transfer flux (Hager et al 1989) as found in the heart. Moreover, it requires that the surrounding temperature be constant. Unfortunately, the temperature in vivo can vary during an experiment. The second type requires a heater and at least two temperature sensors to measure the difference of temperature across a known thermal resistance. This would make the sensor apparatus difficult to realize due to uncertainties in the placement of the sensors and in the thermal resistance. The third has some advantages over the others. First, only one sensor is necessary in order to measure h. Second, the sensor can be a conventional thermistor that is found in regular Swan-Ganz catheters. Third, the frequency response of the sensor placed in a feedback circuit is typically 10 to 100 Hz, which is high enough to measure the instantaneous h in the ventricles.
Several researchers have addressed the use of the heat flux gauges of the third type for measurements of the heat flux.
Van Heiningen et al (1976) acknowledged that it is possible to use thin film gauges with constant-temperature anemometer control for heat flux measurements without guard heater. In this case, the sensor overheat ratio must be kept small in order to be correctly calibrated. Kraabel et al (1980) used a self-heated thermistor embedded in a conical-shaped sensor to measure heat flux. In this study, they did not use guard heaters. They used their probe for measurements in air. Consequently, they did not cover the sensor with a protective layer. Campbell and Diller (1985) used a thin film gauge placed in a constant-temperature anemometer to keep the sensor at constant temperature under fluctuating condition. In one of the steady-state calibrations employed by them, they calibrate the gauge against the predictable value of Nusselt numbers for cylinders in crossflow. Fitzgerald et al (1981) used a small gauge with small overheat ratio (above 2 • C) to measure instantaneous heat transfer coefficient in immersed tubes in fluidized beds. Wu et al (1989) developed an instantaneous heat transfer probe to measure local heat convection coefficients. They used a platinum film as both a heater element and a temperature sensor. To minimize heat loss due to conduction, they used a guard heater. Despite the fact that they used their probe in air, they coated the sensor with a plastic film. During their experiments the average probe temperature was set to be 3
• C above the surrounding temperature for the purpose of maintaining the stability of the instrumentation. Pflum et al (1989) used a resistance wire to measure the heat convection coefficient in fluidized beds. They pointed out two systematic errors inherent to the heated-wire technique: temperature gradients between wires and heat conduction through the sensor substrate. They proposed a finite-difference model to correct these errors. Beasley and Figliola (1986) found that the probe effective area differs from that of the actual film sensor surface area. However, it keeps nearly constant for a wide range of heat convection coefficient for large values of K c /K s , where K c is the thermal conductivity of the coating and K s is the thermal conductivity of the substrate. Figliola and Swaminathan (1996) analysed the influence of thermal boundary conditions around the sensor perimeter during steady-state conditions. They found that the boundary conditions alter the static calibration of the probe but this influence is linear. Moreover, they concluded that for high-convection conditions the results tend towards those of the perfect boundary conditions. Griffith et al (2000) measured heat convection coefficients using a small platinum coil. To account for conduction losses they used a 1D model. Holmberg and Womeldorf (1999) compared the calibration of three types of sensors in the NIST (National Institute of Standards and Technology, USA) convective heat flux calibration facility. Because the sensor disturbs the thermal and velocity boundary layer they calibrated the sensor output as a function of the heat flux through the surrounding surface. In other words, they did not assume that the heat fluxes through the sensor and through the surroundings are the same. This opened the possibility of calibrating a sensor against predicted values of h.
The works cited above suggest that, in order to correctly measure the heat convection coefficient, one should be aware of the sensor behaviour. In addition, they also suggest that: (1) guard heaters are not necessary to correctly evaluate h; (2) a 1D model can correctly account for the probe behaviour; (3) it is possible to calibrate the sensor output against the environment predicted or known values of h and (4) a calibration is more useful when it is performed in conditions similar to the conditions to be found in the actual measurement site. Section 4 presents a 1D model of the sensor that gives some qualitative and quantitative idea of the sensor behaviour.
Fundamentals and modelling of a self-heated thermistor mounted in the catheter
A thermistor mounted in a modified Swan-Ganz catheter will be used as heat flux gauge. In this configuration, the sensor is both a temperature sensor and a heater element. This heat flux circuit is actually based on the constant-temperature anemometer (CTA) circuit shown in figure 2. Note that the Swan-Ganz catheter has several lumens used to conduct medication and signal wires. Since this Swan-Ganz catheter will not be used for the measurement of cardiac output, these lumens were sealed and filled with air to diminish heat conduction through the backside. In addition, in a normal Swan-Ganz catheter the thermistor is located approximately 4 cm from the catheter tip. For reasons that will be explained in section 5.2, the catheter was cut in order to place the thermistor 1 cm from the catheter tip.
The circuit works as follows. The thermistor terminals are placed in the Wheatstone bridge so that its average core temperature is kept nearly constant by the feedback circuit. The power dissipated by the thermistor at any time can be calculated from the voltage across its terminals and its resistance. The temperature of the fluid is measured switching the thermistor from the 'heating mode' to the 'temperature mode'. In the 'heating mode' the thermistor is heated only 1.5
• C above blood temperature. The heat convection coefficient is evaluated in the following way. In principle, h could be measured by Newton's law of cooling (1),
where P is the power dissipated by the thermistor, A is the sensor surface area in contact with the fluid, T s is the sensor surface temperature and T fluid is the fluid temperature. However, part of the heat is dissipated by conduction through the back of the probe. Besides, the temperature between the catheter surface and the fluid is not kept constant for different values of h. Also, the catheter surface temperature is not the sensor average temperature. Moreover, the sensor area is not easy to measure because the sensor is mounted in the catheter. In addition, the relationship between physical and effective area is not clear. Consequently, to evaluate the heat convection coefficient it is necessary to account for these realistic conditions. A 1D model of the probe is used to describe a more realistic condition. Figure 3 shows a cross section view of the Swan-Ganz catheter used (model: 831HF75, Manufacturer: Baxter) and its equivalent network thermodynamic model. The parameters used in the model are the following. From figure 3 one can find equation (2), which gives the probe equivalent thermal resistance between T b and T fluid : 
Knowing the equivalent resistance, one can write equation (3):
This equation is the one that gives the functional shape that can be used to determine h. Note that both T b and T fluid are at the same temperature, i.e., body temperature. Consequently, one can write T fluid = T b . A result of a numerical simulation is shown in figure 4 . Applied power, P, fluid temperature, T fluid , and T c can be easily measured by the instrument. The values used in this numerical simulation are presented in table 1. The length values were taken by direct measurements, the thermal conductivities of the materials were taken from Incropera and DeWitt (1996) and the heat convection coefficient range was based on previous in vitro measurements (Bhavaraju 1999) .
At this point, it is important to note that the model does not account for the contact resistance and the individual thermal resistances of the lumens. Moreover, the values of thermal resistance used in the simulation are not accurate because catheter manufacturers do not provide the thermal properties of the materials they use to build the catheters. Nevertheless, this simulation is important because it provides a qualitative and some quantitative idea of the expected probe behaviour.
One way to obtain a more precise calibration curve is to individually evaluate the thermal properties of each element of the catheter in the laboratory. However, the procedure is too time consuming. Fortunately, at least one more option exists and an important statement is made here. For small temperature variations R eq is only a function of h. Consequently, one can calibrate
versus known values of h. Section 5 explains in detail this proposed empirical calibration method and apparatus.
Calibration method and results
This section presents the calibration method devised for this particular application and its results. It should be stressed here that the accuracy of this instrument is strongly dependent on the quality of the calibration.
Calibration method
In calibrating the heat flux sensor by the method chosen here, one has to be aware of at least four potential problems. First, the sensor usually disturbs the velocity boundary layer. Large errors can arise from the misplacement of the sensor during calibrations. Second, since the sensor temperature is kept above the fluid temperature, it creates a thermal boundary layer. Third, the effective area of the sensor can differ from the physical area. Finally, it is extremely important that the calibration environment be as similar to the eventual measurement environment as possible. Because of the high velocity and rough endocardial surface, the flow along the myocardial surface is not laminar. The calibration method devised here (see figure 5 ) attempts to overcome these potential sources of error.
The method consists in the use of empirical equations to predict the heat convection coefficient flow in circular tubes. Besides the fact that it closely matches the environment where the measurement will be eventually performed, turbulent flow was chosen because of three reasons. First, the values of h can be easily controlled under this condition by simply changing the flow rate. Second, the fully developed velocity profile is attained for small tube lengths. Third, long-time and widely used empirical equations are available to evaluate h under this condition. Hence, knowing the tube diameter and shape, the mean flow velocity and thermal properties of the water, the evaluation of the heat transfer coefficient from the wall to the circulating flow inside the tube is possible. This means that the sensor output
can be calibrated versus the evaluated heat convection coefficient (called here true h). Figure 5 summarizes this method.
The following are the characteristics of this method.
• By embedding the sensor in the tube wall, the disturbance of the velocity boundary layer is kept small. Moreover, this scheme provides a good experimental reproducibility since the sensor is always kept at the same position.
• Since the sensor temperature is only 1.5
• C above the surrounding temperature, it is assumed that the sensor output can be related to the local heat convection coefficient. One should also note that because the thermistor surface has the usual covering on the bare bead, the actual surface temperature will be even lower than the sensor core average temperature.
• Because the average heat convection coefficient of the tube can be independently predicted, it is possible to numerically correlate the sensor output with the evaluated heat convection coefficient. One consequence of this is that deviations of the predicted behaviour of probe (for example, due to differences in the effective and physical sensor area) can be accommodated by the calibration curve.
• A heat flux calibration is more reliable when it is performed in an environment similar to the environment where the actual measurement is going to be made (Holmberg and Womeldorf 1999) . Since the flow inside the heart is not laminar, the calibration method proposed here is appropriate.
Calibration apparatus
The experimental apparatus used to calibrate the instrument is described here. Figure 6 shows the experimental apparatus. In this diagram the relevant dimensions are indicated.
One can see from figure 6 that the apparatus consists of: ); 6. valve used to control water flow; 7. thermistor embedded in the catheter (see also figure 7); 8. heat flux sensor circuit (see also figure 2); 9. computer-based data acquisition system (DAS).
The tank has two functions. First, it smooths the flow variation caused by the water pump and consequently it provides very stable flow rates. Second, it increases the thermal inertia of the system, reducing temperature variation during the experiment.
A close up of the longitudinal section of the tube with the catheter embedded in it is shown in figure 7 . As can be seen in this figure, the sensor transducer is in direct contact with the fluid inside the tube. As mentioned before, the Swan-Ganz catheter was modified in order that the thermistor is located 1 cm from the tip. This was done to make it easier to embed the device in the tube wall without disturbing the flow profile. This modification also facilitates the placement of the sensor at the measurement site in the endocardium. During calibration, the back of the catheter is insulated by foam to avoid any convection through the back side. One should note that the back of the catheter will be placed in contact with the endocardium. Therefore, in real application no convection will exist through the catheter back. It follows that the sensor measurement should be numerically close to the value of h at the tube wall.
Several important statements are made here. There is actually no heat transfer from the tube wall to water running inside the tube in this configuration. This means that the heat flux sensor creates a thermal boundary layer since it dissipates heat creating a temperature rise in its surface. However, the overheat ratio applied here is similar to overheat ratios used and analysed elsewhere (Kraabel et al 1980 , Pflum et al 1989 , Beasley and Figliola 1986 . Furthermore, for small temperature differences between the tube wall and the circulating water flow, the main phenomenon causing the net heat transfer is the internal flow profile. Consequently, the net power dissipated per unit area per unit temperature (W m
) between the sensor and the internal flow is of the same value that should occur if there was an actual heat flux between the tube wall and the internal flow. Therefore, correlation equations for circular tubes can be used in order to predict the heat convection coefficient between the sensor and the circulating water flow. One very important feature of this calibration method is the fact that it mimics the condition to be found when the probe is used to measure h in the myocardium. As mentioned before, the sensor will be used to measure h on the endocardium surface. However, this will occur before the radio-frequency cardiac ablation procedure. This means that the sensor will measure a priori the heat convection coefficient that should occur when the endocardium is heated by radio-frequency energy.
Another important concern as pointed out before is the velocity boundary layer. During the calibration in the smooth tube, the protuberance of the catheter inside the tube can cause wrong readings since the inner surface of the tube is smooth. As explained before, that is the reason why the catheter was embedded in the tube wall. In contrast, during the measurements in the ventricles it will not be possible to embed the catheter in the endocardium. However, one should note that: (1) the trabeculae in the ventricles and the probe have similar cylindrical shape, (2) the catheter surface curvature ratio is similar to a trabeculae curvature ratio and (3) the catheter will be placed in close contact with the endocardial surface. Consequently, when the catheter rests on the endocardial surface, it will behave as part of the trabeculae itself. This means that the heat convection coefficient (h) value measured by the catheter should be very close to h that will exist when the trabeculae are heated by radio-frequency energy. Furthermore, during RFCA procedure the catheter will be similarly laid down in the endocardium. This means that any disturbance of the velocity profile during the procedure will be reflected correctly in the measurement of h by the method proposed here.
A sample calculation for water at 310 K running inside the tube is shown below: , where P r and k are, respectively, the Prandtl number and the thermal conductivity of the water. Figure 8 shows the calibration curves. The experimental data were taken as follows. For each value of h, five sets of 100 measurements were performed at a frequency rate of 960 samples/s. Each set of 100 measurements was then time-averaged leading to five time-averaged values of
Results and discussion
for each predicted value of h. The standard deviations of the time-averaged data can be observed as horizontal lines.
Four sets of measurements were taken at different temperatures as can be seen in figure 8. The purpose was to verify if a temperature dependence exists. One important feature of the curves is the fact that they do not completely collapse. However, it was verified that a more careful temperature versus resistance calibration of the sensor tends to improve this feature. This suggests that heat convection calibration should be performed within ±0.5
• C of the temperature found in the actual heart.
Another important feature can be drawn when figures 4 and 8 are compared. One can verify that for higher heat convection coefficients the simulated and experimental curves approach each other in both shape and magnitude. In contrast, for lower heat convection coefficients the simulated curve shows lower P T values. This probably occurs due to:
(1) at lower h values, losses by conduction through the wires become important, and (2) the assumption of perfect boundary conditions does not hold for a very large range of h as suggested by Figliola and Swaminathan (1989) . Losses by conduction are temperature dependent. This could be a problem if the temperature in the environment where the instrument is calibrated and the temperature where the actual measurement happens were different, i.e., the temperature of the water tank in the calibration site and during the in vivo measurement were not equal. Note that this will not be the case here. During the calibration the catheter is inserted in the water reservoir and during the in vivo measurement the catheter will be inserted in the subject body. This means that in both cases the catheter will be subject to the same temperature range. Changes in the boundary conditions would also be a problem, but again care was taken to make the calibration environment similar to the actual application site. Equation (3) was fitted to the experimental data, but it was verified that the curve correlated poorly at lower values of h. One way to overcome this would be the development of a more complex model. However, the problem with this approach is the increasing number of parameters to be optimized. This would require more sophisticated algorithms in order to avoid local minima. Instead of doing this, it is assumed that the polynomial sum is appropriate to interpolate the experimental data. The reason for this is the fact that a polynomial fit is numerically well behaved and also that most of the functions can be approximated by a sum of polynomials. Equation (4) 
The calibration curve is plotted in figure 9 . As can be seen the polynomial interpolation adjusts well to the data. The average absolute error found between the predicted and the experimental data is 6.85%.
In order to analyse the accuracy of the technique, the sensor was used to measure h in a tube with a different diameter (12.5 mm). The results are shown in table 2. It shows the measured values by the catheter, the predicted values from empirical correlations (Incropera 6.25 6.3 6.35 6.4 6.45 6.5 6.55 6.6 6.65 and DeWitt 1996) and the absolute percentage error. The average absolute error of reading is 15.7% and the average absolute error of full scale is 7.4% in the range tested. An error analysis is given here. There can be several sources of error that can be summarized as follows.
• The empirical correlations used to predict h may result in errors up to 10% (Incropera and DeWitt 1996) .
• Invasiveness of the instrument might be another important source of error. Despite the fact that care was taken not to disturb the velocity boundary layer, some disturbance always happens.
• The results are very sensitive to the temperature readings. Inaccuracies as low as 0.01
• C in the temperature readings can lead to large errors in the measurement of h. Consequently, several technical points can be drawn from this. First, use only one sensor for both the sensing and heating modes to reduce calibration errors. Second, design the gain stage of the temperature circuit to match the A/D input range in the temperature range of 3 or 4
• C around normal body temperature.
• The characteristic resistance versus temperature of the thermistor that works as a heat flux sensor slowly drifts in time. Consequently, calibrations are required at least once a month.
Conclusion
We developed a novel experimental approach that is suitable to predict the heat convection coefficient on the endocardial surface a priori to radio-frequency cardiac ablation. This approach uses a thermistor embedded in a modified Swan-Ganz catheter as a heat flux probe. The fundamentals, static calibration procedure and performance evaluation were presented. The time-averaged calibration results showed that the system was able to measure the heat convection coefficient in the range to be found in the heart. An evaluation of the calibration procedure revealed that the absolute error of reading was 15.7%. The presented results show that it is possible to use the suggested method to evaluate the heat convection coefficient on the endocardial surface.
