We introduce a dynamic network model with probabilistic link functions that depend on stochastically time-varying parameters. We adopt the widely used blockmodel framework and allow the high-dimensional vector of link probabilities to be a function of a low-dimensional set of dynamic factors. The resulting dynamic factor network model is straightforward and transparent by nature. However, parameter estimation, signal extraction of the dynamic factors, and the econometric analysis generally are intricate tasks for which simulation-based methods are needed. We provide feasible and practical solutions to these challenging tasks, based on a computationally e cient importance sampling procedure to evaluate the likelihood function. A Monte Carlo study is carried out to provide evidence of how well the methods work. In an empirical study, we use the novel framework to analyze a database of significance-flags of Granger causality tests for pair-wise credit default swap spreads of 61 di erent banks from the United States and Europe. Based on our model, we recover two groups that we characterize as "local" and "international" banks. The credit-risk spillovers take place between banks, from the same and from di erent groups, but the intensities change over time as we have witnessed during the financial crisis and the sovereign debt crisis.
Introduction
In recent years, economists have become increasingly interested in analyzing social and economic networks; an overview of the early literature is provided by Jackson (2008) . These networks arise naturally in many fields of economics. Key examples are the input-output matrix of an economy, international trade relationships, and interbank lending networks. The relevance of studying such networks is evident, since the interactions of economic agents, such as firms, households, and governments, are generally at the core of economic activity. However, the econometric tools necessary for the empirical analysis of data that reflect pairwise interactions between economic agents, which we refer to as network data, are still in their infancy. In particular, most existing statistical methods focus on static networks and do not address models of the dynamic behavior of time-varying networks; see also the discussions in Kolaczyk (2009) .
In this study, we develop a dynamic modeling framework for analyzing network data. In particular, we propose a dynamic factor network model to analyze time-varying heterogeneity in a binary link formation. Our model formulation for the binary observation density is based on a signal that separates the cross-section from the time dimension. We incorporate dynamics into the model using a dynamic factor approach with a parametric law of motion for the latent factors that we cast into state space form. We take into account the network structure by modeling the link-specific factor loadings as random vectors that arise from a stochastic blockmodel structure based on latent node-level variables. The associated link probabilities of the network are modeled as functions of latent dynamic stochastic variables. Our proposed modeling framework is flexible, but also parsimonious, and it allows for the analysis of various features in network data, such as the potential for clustering, the tendency of link formation among similar nodes (homophily notion), and the phenomenon that similar nodes may relate to other nodes in the same way (equivalence notion).
While our proposed dynamic factor model is straightforward and transparent by nature, parameter estimation, signal extraction of the dynamic factors and the stochastic loadings, and the econometric analysis generally are intricate tasks for which simulation-based methods are needed. We show that our model formulation allows for e cient simulated maximum likelihood estimation, using importance sampling procedures to integrate out all random e ects-in the time, node, and link dimension-from the joint distribution of the observed variables. For this purpose, we propose an importance sampler that disentangles the integration in the crosssection (nodes and links) and time dimension. In particular, we adopt an importance sampler for which an approximating linear, Gaussian, state space model is used to draw samples of the latent factors. For integration of the latent node-and link-specific random variables that arise from the stochastic block structure of the factor loadings, we devise an importance sampler based on a variational approximation to the correct conditional distribution.
The method of importance sampling is detailed in Ripley (1987) and is explored for nonGaussian, nonlinear, state space models by Shephard and Pitt (1997) and Durbin and Koopman (1997) . Modifications, further developments, and applications in the context of state space time series models are presented by Richard and Zhang (2007) , Jung et al. (2011), and Koopman et al. (2014) . In these contributions, the main focus is on univariate and multivariate time series applications. For cross-section models with non-Gaussian and nonlinear features, importance sampling methods have been developed by Hajivassiliou (1990) , Geweke (1991) , Keane (1994) , and Hajivassiliou et al. (1996) . The simultaneous treatment of both cross-section and time series dimensions by importance sampling methods has been treated by Liesenfeld and Richard (2010) and Mesters and Koopman (2014) . Our method is closely linked with this branch of literature, but we adopt and modify these simulation-based methods in the novel context of network blockmodels combined with dynamic factor structures.
The treatment of our dynamic network model requires the handling of high-dimensional integrals, and we therefore must rely on computationally e cient importance sampling methods.
For this purpose, we show that our dynamic binary network data can be collapsed into a lowdimensional binomial vector series, which is used to sample the time-varying e ects from the importance densities. In particular, we collapse the cross-sectional dimension of the network data without compromising any information that is needed to sample the time-varying e ects.
Such transformations have been introduced by Jungbacker and Koopman (2015) and are used to simulate random e ects in ordinary panel data models by Mesters and Koopman (2014) in order to achieve large computational savings when evaluating the Monte Carlo likelihood. Due to our specific model structure, we are able to improve upon these methods considerably by collapsing the cross-sectional dimension using transformations that do not involve any costly matrix inversion or decomposition method. Indeed, even for networks with a small number of nodes, the number of bilateral relationships that define the cross-sectional dimension is large.
In such cases, the collapsing method of Jungbacker and Koopman (2015) is prohibitively costly.
Our proposed dynamic factor network model is embedded in a rich literature on blockmodels, random e ects, and mixture models. The blockmodel can be regarded as the current workhorse in the statistical analysis of time-invariant networks; see, among others, Wasserman and Faust (1994) and Nowicki and Snijders (2001) . For more recent developments on blockmodels, we refer to Xing et al. (2008) and Airoldi et al. (2008) . The core-periphery models are special, non-stochastic versions of blockmodels, and they have gained interest in the financial literature. For example, the structure of the German interbank lending market has been described as blocks of core and peripheral banks by Craig and von Peter (2014) . Similar studies have been carried out for Italian and Dutch data by Fricke and Lux (2015) and van Lelyveld and in 't Veld (2014) , respectively. We contribute to this literature by introducing a time-varying link density in a stochastic blockmodel using dynamic latent factors. However, we do not base the challenging task of parameter estimation on an approximate model, which is the common approach to inference for stochastic blockmodels. Instead, we develop importance sampling methods to perform maximum likelihood parameter estimation based on the true model. Related inference procedures for (static) network models with random e ects include Bayesian parameter estimation procedures as discussed in Ho et al. (2002) . Our model belongs to this class of models since it is assumed that the link probabilities are generated as functions of latent node-specific random vectors. For example, the function can rely on an arbitrary distance in a similar way, as it is used for random cross-section e ects in panel models. Since our model relies on discrete factor loadings, it is also related to models of grouped patterns of heterogeneity in panel data; see, for example, Bonhomme and Manresa (2015) . More broadly, we can relate our model with its challenges in parameter estimation to the literature on mixture state space models; see Frühwirth-Schnatter (2006) for a textbook treatment.
A Monte Carlo study is carried out to investigate the finite sample properties of our novel importance sampling procedure. The results suggest that the estimators are well centered around their associated true parameter values, even for networks with a small number of nodes.
The results also suggest that the e ciency of the estimator increases in both the time and cross-section dimensions. Finally, the results show large computational gains of our proposed binomial collapsing, with computational gains growing fast with the size of the network. For example, for a moderate network with 100 nodes and 250 time periods, the construction of the importance sample with our proposed methods is 10 times faster than using the collapsing method of Jungbacker and Koopman (2015) .
In the empirical study, we analyze credit-risk spillovers between 61 main financial firms throughout the world from 2007 through 2015. To construct the credit-risk spillover networks, we follow Billio et al. (2012) to compute all significant positive Granger causalities from all pairwise bivariate VAR models of the daily changes of the CDS spreads of these 61 financial firms. To measure the time evolution, we estimate these Granger-causalities for 115 monthly subsamples and analyze the time evolution using the proposed dynamic factor network model.
Our key findings are as follows. The estimated latent block structure suggests that we can partition the nodes into two groups. The first group is associated with large U.S. banks (such as Bank of America and Goldman Sachs) and large European banks (such as Deutsche Bank or Credit Agricole). The second group consists of the remaining (mostly) European banks, which supposedly have a smaller global scope. The estimated latent factors suggest a strong increase in spillovers within and between all groups during the 2008 financial crisis and the sovereign debt crisis. The heterogeneous e ects show that spillovers from global to local banks are most sizeable, while spillovers from local to global banks are generally smaller. Moreover, spillovers among local European banks became elevated during the European debt crisis and again from 2014 until the end of our sample period.
The remainder of the paper is structured as follows. Section 2 formally describes the dynamic factor network model in detail. In Section 3, we develop our simulated maximum likelihood method for parameter estimation. Section 4 evaluates the performance of our estimation method in a simulation study. In Section 5 we apply our model to measure time-varying creditrisk spillovers in the financial industry, and Section 6 concludes.
Model Specification
A dynamic network is described by a set of nodes N that are connected by a potentially timevarying set of links L t . 1 The existence of a link between nodes i and j, i, j oe N = {1, 2, ..., N}, where N is the number of nodes, at discrete time periods t = 1, ..., T is denoted by the binary variable y i,j,t oe {0, 1} that equals one if the link exists, and zero otherwise. In general, networks may be directed or undirected. For directed networks, a link from (sender) node i to (receiver) node j at time t does not imply a reciprocal link from node j to node i at time t, that is We are mainly concerned with the treatment of directed networks, although our framework easily accommodates undirected networks; see the discussion in Appendix A. We model each link between any two nodes i and j in the network at time t by the binary random variable
where B(·) is the Bernoulli distribution and the probability of success " i,j,t oe (0, 1) is formulated in terms of the logistic transformation of the signal ◊ i,j,t oe R, that is
1 In graph theory, nodes are also referred to as vertexes, and links are referred to as edges. Our exposition is based on dynamic networks with a constant number of nodes, but in Appendix A we show that our framework also allows for time-varying network sizes. 2 In our treatment, the first index relates to the sender node, the second to the receiver node. This distinction is only relevant for directed links. For notational convenience, but without loss of generality, we abstract from self-loops in this paper and we set y i,i,t = 0 'i oe N .
A key part of our model is the specification for the time-varying link-specific signal ◊ i,j,t that takes the multiplicative form given by
where f t oe R M is a vector of common dynamic factors and z i,j is a pair-specific factor loading to be independent random vectors that come from certain parametric distributions.
Cross-Sectional Features of Model
We incorporate the cross-sectional network dependencies by means of the pair-specific loading vector z i,j and by adapting a stochastic blockmodel structure that has become popular in sociological and statistical network analysis; see, for example, Wasserman and Faust (1994) and Nowicki and Snijders (2001) . In particular, we assume that z i,j is a multinomial random vector that can be written as a Kronecker tensor product,
where the K ◊ 1 vector z iaej oe Z K := {{0, 1} K :
is an indicator vector that determines the latent group membership of sender node i in the directional interaction with receiver node j, where z iaej,k is the kth element of z iaej , for k = 1, . . . , K. Similarly, the K ◊ 1
is an indicator vector that determines the latent group membership of receiver node j in the directional interaction with sender node i, where z jΩi,k is the kth element of z jΩi , for k = 1, . . . , K. 3 We model the link-specific loadings as a function of two node-specific vectors. In particular, for each node i in the network, the 3 Since each node can be in one of the K groups, each pair of nodes can be in M = K 2 groups.
Moreover, since we are modeling directional interactions, we have z jΩi " = z iΩj and z iΩk " = z iΩl . latent pair-specific group membership vectors are modeled by the hierarchical structure
where MN (·) indicates the multinomial distribution with multinomial probability vector fi i that is specified as an element-wise logistic transformation of the K ◊ 1 vector " i , with " i being drawn from a multivariate Gaussian distribution. The K ◊ 1 mean vector µ and the K ◊ K variance matrix " are unknown. 4 The model structure in terms of Equation (4) can be directly expressed as z i,j ≥ MN (" i,j ) with probability vector " i,j = fi i ¢ fi j .
Time Series Features of Model
To incorporate time-varying link probabilities into the model, we use a dynamic latent factor approach. We assume that the M ◊ 1 vector of common factors f t that governs the dynamics of the link probabilities evolves according to a standard linear Gaussian state transition
where is the M ◊M autoregressive coe cient matrix and › t is treated as an M ◊1 independent Gaussian innovation vector with mean zero and variance matrix › . The initial distribution for f 1 is also assumed to be a Gaussian vector with mean zero and variance matrix V , where V is the stationary solution for the matrix equation V = V Õ + › (for a discussion on initial conditions, see Durbin and Koopman 2012) . The dynamic process for f t is e ectively a vector autoregressive process of order 1, that is, a VAR(1), but it can be extended toward any linear dynamic system that relies on Gaussian innovations including higher-order vector autoregressive moving average processes.
Discussion of Model
The specification of the vectors z i,j and f t completes the description of the dynamic factor network model. The resulting model is e ectively a mixture dynamic factor model, where the random vector z i,j selects the factors in f t that are assigned to observation pair (i, j). The time-invariant component weights " i,j capture the relational structure inherent in network data, where links involving the same node i are likely to be correlated. The blockmodel formulation for the factor loadings is flexible enough to represent stylized facts in network data, such as core-periphery structures, potential clustering, homophily, and stochastic equivalence; see the discussion, for example, in Wasserman and Faust (1994) , Kolaczyk (2009) and Jackson (2008) .
In particular, our model allows for clustering, which is not accommodated by other latent factor network models, as described in Ho et al. (2002) . In our modeling framework, two pairs of nodes, say (i, j) and (k, l), are stochastically equivalent when z i,j = z k,l because they share the same link probability by construction.
Our model is related to Koopman and Mesters (2017) , who propose a stochastic dynamic factor model that treats the factor loadings as a composite of Gaussian random vectors. However, their model is concerned with ordinary panel data and does not apply to the analysis of network data. In this paper, we also model the time-varying heterogeneity by a dynamic factor model with both stochastic loadings and factors. However, in our model we propose discrete random factor loadings generated by a stochastic block structure that are di erent from stochastic Gaussian factor models, to account for the network-specific modeling challenges. Moreover, our model is specific for the analysis of binary data, which prevents an analytical solution to the filtering and smoothing problem.
Overall, the modeling choice introduces a powerful, yet parsimonious and stylized modeling framework for the time-varying, cross-sectional dependency in network data. It allows us to construct a computationally e cient importance sampling procedure for maximum likelihood parameter estimation. In particular, from an econometric inference point of view, our goal is to estimate the parameters of the model and to obtain conditional distributions of the latent linkand node-specific group memberships as well as the latent dynamic factors. In the analysis, we will make use of many of the well-established tools in modern state space analysis. It is therefore insightful to write the model using matrix notation. In particular, we can write the signal for all link variables at time t in compact form as ◊ t = Zf t , where the N 2 ◊ K 2 selection matrix
We then obtain y t ≥ p(y t |◊ t ), which resembles the close relationship of the observation density of a nonlinear non-Gaussian state space model as discussed in Durbin and Koopman (2012) .
Maximum Likelihood Estimation
In this section, we discuss the estimation of the parameter vector Â that collects the elements of the vector and matrices µ, " , , and › from model Equations (5) and (6) 
with the latent variable sets given by
. Consider the contribution of observation y i,j,t to the complete data likelihood conditional on the vector of common factors f t , which is given by
where
equals the probability that the observation (i, j) is in the m-th group. We have used Bayes' rule and the independence assumptions of the model, while we have integrated out z analytically to obtain the expression above.
Given the model structure, we can further factorize the complete data likelihood in a product of conditional densities across pairs and time periods. We then have the likelihood function as
which we can write more compactly by writing the sums as integrals as
where the expectation is with respect to p(f, z, ") = p(f )p(z|")p("). Equation (7) shows that the likelihood function can be interpreted as an expectation of p (y|f, z) . However, the evaluation of the likelihood function involves a high-dimensional integral, which does not have a closedform solution. In particular, integration with respect to the cross-sectional latent variable "
gives rise to various problems and is analytically intractable.
We propose to evaluate the likelihood function by Monte Carlo integration, which replaces the integration with an average of conditional densities that relies on draws from sampling distributions. A simple frequency-based estimator of the likelihood function is given bȳ
where z (s) and f (s) , for i = 1, . . . , S, denote samples that are jointly drawn from the density p(f )p(z|")p("). To draw a sample for f (s) , we first require a sample for " (s) . This estimator is consistent but can be highly ine cient and might require a very large number of draws before convergence is achieved. It is numerically more e cient to adopt the method of importance sampling, which relies on generating draws that are more often in high probability regions of the latent variables; see Ripley (1987) for a general discussion. The importance sampling representation of the likelihood function is given by
where g(f, z, "|y) denotes the importance density function. The likelihood function then reduces to an expectation with respect to the importance density,
which can be numerically evaluated via Monte Carlo integration. Hence, we sample f (s) , z (s) and " (s) from the importance density g(·|y) and estimate the likelihood aŝ
This estimator is consistent, and conditions under which the central limit theorem applies are discussed by Geweke (1989) and can be empirically tested as discussed by Monahan (1993) and Koopman et al. (2009) ; see also the discussion in Appendix C. We can then useL(Â) to obtain the simulated maximum likelihood estimatorÂ aŝ
where the maximization with respect to the parameter vector Â is done numerically. To let the simulated estimatorL(Â; y) be a smooth function of Â, we use the same initial random seed value when generating the necessary samples, for each likelihood evaluation. In practice, the logarithm (log) of the likelihood function is maximized for numerical purposes. The log ofL(Â; y) is a biased estimator of log L(Â; y) but a standard bias correction based on a firstorder Taylor expansion can be adopted for this purpose; see Durbin and Koopman (2012) for a discussion on such matters.
Next we discuss the construction of a computationally fast importance sampler from which it is easy to sample. The computational speed and convenience are important given the high dimensions that we are faced with, even for moderate networks, as the number of links grows quadratically in the number of nodes. We construct two importance samplers simultaneously:
one for the cross-sectional latent variables, and one for the dynamic factors in the time dimension. Using the independence assumption from the model, it is justified to separate the treatments for (z, ") and f . Therefore, we propose to sample (z, ") from g(z, "|y) and f from g(f |y). However, g(z, "|y) and g(f |y) still depend on f and (z, "), respectively, by means of the data y. For this purpose, we fix the random variables to their conditional modal valuesf and (ẑ,") for obtaining the respective samplers g(z, "|y,f ) and g(f |y,ẑ,").
The Cross-Sectional Importance Sampler
For constructing the cross-sectional importance sampler g(z, "|y,f ), withf being the modal value, we propose to use the generalized mean field method as a variational approximation to the true conditional distribution p(z, "|y,f ). Variational approximation methods are deterministic techniques for making approximate inference in statistical models by maximizing a lower bound of the log-likelihood. In particular, these methods rely on choosing a family of variational distributions and then selecting a particular distribution from this family by minimizing the Kullback-Leibler divergence between the true conditional p and the approximate conditional g with respect to the variational parameters. 5
In our context, we use a generalized mean field approximation, where we approximate the intractable conditional density p(z, "|y,f ) by a product of simpler marginals from which it is easy to sample. We therefore factorize the approximate conditional density into clusters for (" i and z iaej , z jΩi ) as
where g " (·) and g z (·) are the variational marginal distribution for each cluster. We thereby follow Xing et al. (2003) , who show that under the generalized mean field approximation the optimal solution of each cluster's marginal distribution is isomorphic to the true conditional distribution of the cluster given its expected Markov blanket. 6 Formally, this factorization gives the two equations
where È·Í f denotes the expected Markov blanket, that is, all children, parents, and co-parents 5 Variational approximation methods are by now widely employed in computer science; compare, for example, Jordan et al. (1999) and Xing et al. (2003) in the context of blockmodels. Variational approximation methods recently also started to attract attention in statistics and econometrics, see Ormerod and Wand (2010) . In Appendix B, we present a brief introduction for the unfamiliar reader. 6 In directed graphical models, the Markov blanket is the set of parents, children and co-parents of a given node (co-parents are nodes that have a child in common with the given node). In the undirected case, the Markov blanket is simply the set of neighbors of a given node.
of the cluster, under a variational distribution f . The two equations define a fixed point for g " (·) and g z (·). The solution to the fixed-point problem is obtained by sequentially updating the parameters of the marginal distribution of one cluster, while fixing the parameters of the marginals of all other clusters.
The updating formula for the cluster marginal for
as a multinomial distribution with K 2 possible outcomes
with the (uv)-th element of the K 2 ◊ 1 multinomial probability vector" i,j given bỹ
where c is a normalizing constant that ensures that the probabilities sum up to one, that is, 
We can also compute the expectation of the group indicators z iaej and z jaei under the variational approximation as
where z iaej,u is the u-th element of z iaej,u , and, similarly, z jΩi,v is the v-th element of z jΩi,v .
Moreover, for the updating formula of " i we have
where the k-th element of Èm i Í gz is given as
is the normalization constant that prevents a close-form solution for the integration of g " i (" i ). We approximate C(" i ) by a second-order Taylor expansion around
where g denotes the gradient vector and H is the Hessian matrix. Using this approximation and some basic algebra, we derive at the approximating variational density
and variance matrix˜
The parameter updating continues until convergence. This algorithm guarantees convergence to a local optimum; see the discussion in Xing et al. (2008) .
The Time Series Importance Sampler
To sample the latent dynamic factors, we specify g(f |y,ẑ,") as the conditional density obtained from a linear Gaussian approximating model that we derive conditional on the modal valueŝ z,". Conditional on a value of z, such as the mode, we can write the model as a partial nonlinear non-Gaussian state space model given by
where the matrix Z is fixed for any given value of z, such as the mode. The construction of an importance density for ◊ t conditional on all observations y, and on (ẑ,"), relies on an approximating linear Gaussian state space model for which the standard Kalman filtering and smoothing recursions can be applied. Specifically, we consider here an approximation method based on the equalization of the conditional mode and the variance matrix of the smoothing densities p(◊|y) and g(◊|y), where g(◊|y) refers to the smoothed approximating Gaussian density;
see Shephard and Pitt (1997) and Durbin and Koopman (1997) . On the basis of this method, we maintain the VAR(1) specification for f t , but use a linear Gaussian observation equation 
The solutions can be obtained using an iterative process, and during this process the variables c i,j,t and ‡ 2 u i,j,t become functions of the conditional mean (and mode)f . The iterations continue until a level of convergence with respect tof ; for more details we refer to the discussion in Durbin and Koopman (2012) . After convergence of this iterative procedure, we adopt the resulting linear Gaussian state space model and use it for simulating samples for f from the importance sampler. These draws are obtained from the computationally e cient simulation smoother as developed by Durbin and Koopman (2002) .
A particular challenge in network analysis is that the dimension of the observation vector y t grows quadratically in the number of nodes N , since all N 2 bilateral relationships in directed networks are modeled. This makes a direct computation of the approximating linear model computationally infeasible even for a small number of nodes N , as the Kalman filter and smoother requires inversion of a full N 2 ◊ N 2 matrix for each time index t. We therefore collapse the large observation vector into a low-dimensional vector such that the observation equation of the associated state space model changes. However, the collapse is done in a way that maintains the information needed to compute the conditional density of the latent factors, and it does not alter the dynamic equation for f t . The Kalman filter and smoother computations only consider the low-dimensional collapsed system of equations.
For dynamic factor models, Jungbacker and Koopman (2015) have proposed to collapse the observation vector by pre-multiplying it with an appropriate non-singular matrix. Since, for a given fixed value of z, our linearized dynamic factor network model corresponds to a linear Gaussian state space model, we can apply this collapse method. For a panel data model with random e ects in cross-section and time, the Jungbacker and Koopman (2015) method has been successfully used by Mesters and Koopman (2014) to achieve significant computational savings.
However, in our case, this collapse method is still computationally demanding. 
A More-Efficient Time Series Importance Sampler
where intercept c ú m,t and variance ‡ 2 um,t are treated as unknown parameters. The dynamic equation for f t remains as in Equation (6). The procedure for computing the modef is similar to the description in the previous section, but is now computed directly in terms of f t rather than ◊ t = Zf t . Further details of computing the mode are provided by Durbin and Koopman (2012) . The linearization based on the the collapsed model given here reduces the dimension of the observation vector in the state space model from N 2 to M = K 2 without losing any relevant information needed to extract the conditional density of the latent factors f t that govern the group-specific link probability dynamics. Hence, our modification significantly reduces the computations for the Kalman filter and smoother recursions, as in typical applications
In practice, and even for moderate values of N , the standard Kalman filter implementation will be computationally too demanding. Moreover, our methods allow us to while not converged do Obtain variational approximation of p(z, "|y,f ); avoid the large computational costs of matrix multiplications, inversions, and decomposition that are needed in the method proposed by Jungbacker and Koopman (2015) .
The Algorithm
The procedure for constructing the importance sampler for the dynamic factor network model can be viewed as an algorithm that incorporates both the cross-section and time series dimensions. The cross-sectional part is represented by the variational density g z (z iaej , z jΩi ) that still depends on the dynamic factors f t ; we fix this part at its current estimate of the mode. The time series part is represented by the approximating linear Gaussian density g(f |y, z), where we set z at its current estimate of the mode. This procedure iterates until convergence, where in each step of the Newton-type algorithm, a new variational approximating model and a new Gaussian approximating model are computed. The algorithm presented in Figure 1 summarizes these steps for the construction of the importance sample.
Monte Carlo Study
We conducted a simulation study to analyze the finite sample behavior of our proposed maximum likelihood estimation procedure for the dynamic factor network model. In this Monte Carlo study, we consider a dynamic factor network model as a data generation process that includes features resembling those from our empirical application, which we discuss in Section 5.
In particular, we consider a model for a directed network with K = 2 latent groups for the nodes so that each pair of nodes may be assigned to four di erent clusters (M = K 2 = 4), and the vector of dynamic factors f t has dimension 4 ◊ 1. The dynamic factors are generated as four independent random walk processes. Hence, we have = I 4◊4 and a diagonal variance matrix › , which we set as of " i to an arbitrary value (we set it to zero). We perform our simulation study for di erent network sizes N = 25, 50, 100 and, for each network size, time series lengths of T = 50, 100, 250.
For computational purposes, each simulation exercise consists of 500 Monte Carlo repetitions.
The log likelihood function is computed using 500 simulated importance samples.
In Figure 2 , we present the kernel density estimate for each parameter of the model. The density estimate is based on the 500 maximum likelihood estimates from a simulation exercise, with specific values for N and T . For all six parameters, the finite sample distribution of the estimates are centred around the true parameter values (as indicated by a vertical line in the graph) that we have adopted in our Monte Carlo study. Moreover, for an increasing network size N and time series dimension T , the density becomes more concentrated around the true parameter value. A particular finding is that for a small network of size N = 10 (which is indicated by a dotted line in each graph), the sample distribution of the parameter estimates has a large variance for all three time series dimensions. We present the kernel density estimates for the simulated maximum likelihood estimators in finite samples, using our importance sampling procedure with S = 500 importance samples; see discussion in Section 3. Simulation results are based on 500 Monte Carlo replications.
Source: Authors' calculations. parameters, relative to their true values in the simulation study. The results for the four variance parameters of the random walk processes, ‡ 2 ›,i , for i = 1, 2, 3, 4, show that, for a given network size N , a larger time series dimension T reduces both the RMSE and the MAE, in most cases. In particular, comparing the results for T = 250 with T = 50, we encounter a clear reduction in the RMSEs. Similarly, for a given time series dimension T , the RMSE and MAE of the variance parameter strictly decrease as the network size becomes larger. The results for the parameters µ and ‡ 2 " , which, govern the cross-sectional dependence, reveal that, for a given time series dimension T , an increasing network size N leads to RMSE and MAE reductions in all cases. Interestingly, however, when we hold the network size N constant and increase the time series dimension T , we do not find these reductions, but instead we find increases in the RMSE and MAE. This phenomenon may indicate that the importance sampler may need to account for possible heterogeneity when the dimension becomes larger. and z i,j we have that increasing N and/or T reduces the RMSE and MAE clearly (except with a very small T = 50 and when increasing N does not monotonically decrease the RMSE, but does decrease the MAE). We can conclude that for all three latent variables, when increasing both N and T , we obtain more precise estimates in terms of RMSE and MAE. Table 3 compares the computational cost of constructing the importance sampler for the latent dynamic factor by showing the ratio of the computing times between the importance samplers, based on the collapsed observational model of Jungbacker and Koopman (2015) and based on our newly approximating binomial model. Further results on computing times are presented in Appendix D. As discussed, our proposed collapsing method transforms the binary observation vector into a binomial observation vector. Therefore, it does not rely on any matrix inversions and related decompositions. As a result, our method is computationally faster and the evidence is given in Table 3 . The computational gains become specifically large when the number of nodes N gets larger because the number of potential links in the network grows quadratically in N . The computations for the existing collapsing method rely on N 2 ◊ N 2 matrices; this is the main reason for its slow speed. We present the relative computing times for constructing the importance sampling distribution of the dynamic factors with S = 500 importance weights. The ratio is expressed as the computing time for the collapsing method based on the binomial distribution in the numerator and the Jungbacker and Koopman (2015) collapsing method in the denominator.
A Study into Global Credit-Risk Spillovers Networks
For our empirical study on global credit-risk spillovers, we consider the dynamic factor network model to analyze credit-risk spillovers in the global financial industry. We are interested in the characteristics of networks of financial institutions, in particular banks, and how these characteristics have evolved over time, in particular during the recent financial crisis and sovereign debt crisis. We study the credit-risk spillovers using time series data on credit default swaps (CDS) and financial instruments that allow the buyer of the contract to insure against default risk of an underlying reference entity by paying an insurance premium. It is referred to as the CDS spread to the seller of the contract.
Data Description
We used the database Markit to collect daily CDS spreads for contracts written on five-year senior unsecured debt for the period from January 1, 2006, to September 30, 2015. The crosssection of firms we consider is restricted by consistent data availability throughout our sample period. In total, our final data cover N = 61 global financial institutions, of which 12 have their headquarters in the United States and 49 in Europe, including commercial banks, investment banks, insurance companies, and investment funds. For simplicity, we refer to these institutions as banks or firms. As an illustration of two CDS spreads, Figure 3 presents the CDS spreads for Deutsche Bank and Bank of America within our sample period. The graphs show strong comovements between the two series. In particular, we clearly observe an increased cost of in- From these daily CDS data we constructed a monthly sequence of binary, directed networks that capture all significant credit-risk spillovers among the considered firms. More specifically, we measure credit-risk spillovers by means of directional Granger causality tests between all two pairs of changes in CDS spreads that are statistically significant in our sample. The dependent variable takes the value y i,j,t = 1 if there is a Granger-causal positive spillover from increases in the CDS spread of firm i to the CDS spread of firm j as measured in month t, and y i,j,t = 0 otherwise. In this way of constructing credit-risk spillover networks, we follow Billio et al. (2012) , who also study network relations among financial firms using covariance decompositions. In Appendix E, we provide a more detailed discussion on how we construct the sequence of binary networks.
As an example of our network structure based on directional Granger causality tests, Figure   4 depicts the inferred credit-risk spillover network as defined by the observations y i,j,t in March 2006. The individual nodes are scaled according to their total degree. These nodes correspond We present an example of a credit-risk spillover network for 61 financial institutions. The directional Granger causality tests are computed based on changes in daily CDS spreads during the period from January 1, 2006, through March 31, 2006. Each directed link represents a significant credit-risk spillover from the sender node to the receiver node. Nodes are scaled by the number of significant spillovers they receive from or contribute to other nodes in the network. This graph is created with the Gephi software; the positioning and coloring of the nodes are based on Gephi preset values.
Source: Authors' calculations.
to banks, which either induce or receive spillover e ects from relatively many other banks (arrows indicate the direction of the spillover). While such a static network visualization helps to understand the structure of the relationships in the credit-risk spillover network at a given point in time, there are clear limitations to this approach, due to the number of potential links.
For example, when we present a similar network graph during the 2007/08 financial crisis when spillovers increased, all nodes would have been cluttered, making visual inspection very hard.
Moreover, a static network visualization is by nature only able to describe the network structure at a given point in time. It does not address the dynamic changes in the observed relationships.
We therefore analyze the credit-risk spillovers by using our proposed dynamic factor network model that provides a dimension reduction by clustering banks and by modeling between-and within-cluster credit-risk spillover dynamics.
Parameter Estimation Results
We first report and discuss the parameter estimation results for the dynamic factor network model that we adopt for analyzing our data of credit-risk spillovers. We used the maximum likelihood importance sampling procedure as outlined in Section 3 for parameter estimation.
In this empirical study, we set the number of clusters to K = 2 so that we allow for four pairspecific groups. Further we model the dynamic factors as independent random walks. Hence, we set equal to the identity matrix, and the variance matrix of the innovations › is set to a diagonal matrix. For the maximum likelihood estimation of the 6 ◊ 1 parameter vector, we adopt M = 5000 importance samples to estimate the likelihood function via simulation. Table   4 presents the parameter estimates, together with the standard errors, which are based on the White sandwich estimate of the asymptotic variance matrix of Â.
The estimation results show a negative estimate for µ and a large estimate for the variance parameter ‡ 2 " , which we take as an indication that the distribution of the individual " i 's is shifted to the left and is highly dispersed. However, neither estimate is significant at the 5 percent level. The variance parameters for the innovations of the four random walk processes are estimated to be relatively small, but they appear to be significantly di erent from zero.
These estimates imply that the dynamic factors are slowly varying over time, but that they Table 4 , together with its 5 percent critical value. We can conclude that the null hypothesis can be rejected. This finding supports the validity of our simulation-based estimation procedure as it requires the importance weights to have finite variance.
Network Estimation Results
The conditional distributions of all latent factors in our model provide us with insights into the bank-and pair-specific roles and with information about the model-implied latent group memberships of individual banks. Also, from the conditional distribution we can compute the smoothed between-and within-group link probabilities. In Figure 5 , we present for each of the 61 banks in our sample the estimated probability of being in either the first or the second latent group. For instance, the smoothed estimates indicate a probability of about 10 percent that Bank of America (row 12) belongs to group 1 (dark/red bar), and a probability of about 90 percent that Bank of America belongs to group 2 (light/yellow bar). The estimated structure implied by the model appears to allocate a high probability of group 2 membership to other large U.S. banks, including Goldman Sachs and J.P. Morgan. However, not all U.S. banks are associated with group 2. For instance, U.S. Bancorp has a high estimated probability of belonging to group 1. Furthermore, some larger European banks, including Deutsche Bank and Credit Agricole, have a high probability of belonging to group 2 as well. Many other European banks-in particular, the domestically focused and public banks such as the German Landesbanks or the Spanish saving banks (cajas)-have a very high probability of belonging to group 1. In many cases, banks are equally linked with both groups of banks. Overall, and without much subtlety, we may label group 1 as "local banks" and group 2 as "global or international banks."
In terms of credit-risk spillovers, an increase in the CDS spread of Bank of America may a ect the CDS spread of J.P. Morgan di erently than the way this increase may a ect the CDS spread of HSH Nordbank, a German public bank. Hence, credit-risk spillovers and their dynamics are pair specific. This key feature of network spillovers is incorporated in our proposed dynamic factor network model through the multiplicative interaction (" i,j = fi i ¢ fi j ) of the bank-specific stochastic group memberships fi i . In Figure 6 , we present for each bank-pair in the sample the modal value (the highest estimated probability) of the group-membership vector at the pair level, z i,j . In this figure, the sender banks (who initiate the spillover) are on the horizontal axis, while the receiver banks (who are the targets of the spillover) are on the vertical axis. For example, when Bank of America's CDS spread increases and we are interested in its impact on the J.P. Morgan's CDS spread, the model and the parameter estimates assign the highest probability that Bank of America belongs to group 1 and J.P. Morgan belongs to group 1 in this interaction. On the other, hand when we trace the impact on DZ Bank, our empirical model assigns the highest probability that both Bank of America and DZ Bank belong to group 2 in this interaction. However, when we consider the impact of a shock to the CDS spread of HSH Nordbank on DZ Bank, DZ Bank can be characterized as being a member of group 1. We present for each bank i in the sample the estimated mean of the two-dimensional mixed group membership vector fi i . The dark red bar corresponds to the probability that bank i is allocated to the first group (the first element of fi i ). The light yellow bar corresponds to the probability that bank i is allocated to the second group (the second element of fi i ).
Source: Authors' calculations. 
We present the estimated modal value of the pair-level group-membership vectors,
The blue entries correspond to bank pairs (i, j) where both bank i and bank j are allocated to group 1; green entries correspond to bank pairs where bank i is allocated to group 1 and bank j is allocated to group 2; orange entries correspond to bank pairs where bank i is allocated to group 2 and bank j is allocated to group 1; dark red entries correspond to bank pairs where both bank i and bank j are allocated to group 2.
We may conclude from Figure 6 that the pair-specific estimated modal group memberships imply a block structure for the credit-risk spillover network, where large U.S. banks as a shock sender and most European banks as a shock receiver tend to behave in a structurally similar way (the mostly dark red block). But also, the large U.S. and European banks (global banks)
behave structurally similarly to shocks in most European bank CDS spreads (the predominately orange blocks). Within each of the diagonal blocks there is, however, substantial heterogeneity in the modal group membership. This can be concluded from the less-uniformly coloured cells among both U.S. bank pairs and European bank pairs. For instance, the results from our empirical model appear to suggest that the CDS spread of Credit Agricole, Deutsche Bank, or Barclay's reacts more similarly to increases of most European CDS spreads, than the way that CDS spreads of most U.S. banks react to other European banks (when in color, these are the orange elements in the matrix). Nevertheless, the larger European banks, including Credit
Agricole, Deutsche Bank, and Barclay's, react di erently to increases in CDS spreads of U.S.
banks than other main U.S. banks do.
Dynamic Factor Estimation Results
The dynamic factors are associated with the probabilities of spillovers in credit-risk between and within groups, at each time point t. It is of interest to investigate how these factors have changed over time during our sample period. In Figure 7 we present the estimated mean 
Conclusion
We have developed a dynamic factor network model that is su ciently general and flexible for all practical purposes. On the other hand, the parametric structure is parsimonious, since many features of the model are treated by stochastic variables. For the cross-section dimension of the model, we adopted the stochastic blockmodel structure that is widely used for analyzing network data. For the time series dimension of the model, we adopted the dynamic factor model. The nodes of the network are linked as functions of the dynamic latent factors. The typically small number of parameters can be estimated by our proposed computationally e cient simulationbased maximum likelihood method. The simulations are directed toward integrating out the latent node-and link-specific vectors and the dynamic factors, simultaneously. The method of importance sampling is key in our procedure, and we have proposed a key modification in We present the smoothed mean and 95 percent confidence intervals of the within-and between-group link probabilities, where a link indicates a significant credit-risk spillover as measured by Granger-causality in CDS spread changes.
collapsing the high-dimensional observational vectors to achieve a feasible estimation procedure without losing any information. In a Monte Carlo study we show that the small-sample properties of our proposed estimation procedure are favorable, from both an estimation accuracy and a computational e ciency perspective.
In the empirical study we analyze credit-risk spillovers between 61 main financial firms from the United States and Europe, from 2007 through 2015.
In partitioning the nodes into two groups, we found that the first group is associated with large U.S. and European banks, while the second group consists of more local banks with a less global , by writing
The treatment of networks with a time-varying number of nodes is a problem of particular relevance in empirical analysis. In fact, however, time-varying networks are simply a special case of missing data problems, as we observe no relation to any other node for a node that is not part of the network. Formally, we can define the set N = fi T t=1 N t to contain all nodes that have ever been part of any network N t . Then, we simply work with a network between the nodes in N , and if node i is not part of the network at time t, we have a missing observations for any bilateral relation involving node i, that is, m i,j,t = m j,i,t = 1 'j oe N t . Importantly, we must distinguish between a node that is not part of the network and a node that is part of the network but not linked to other nodes.
A.2 Undirected Networks
It is straightforward to use our model to analyze undirected networks where l i,j,t = l j,i,t by definition. Modeling an undirected network e ectively reduces the dimension of the observation vector y t to N (N ≠ 1)/2. A minor adjustment must be made for the factor loading Z and the dynamic factors f t . For the construction of each row z i,j recall the hierarchical structure given in Equation 4. Due to the reciprocal nature of links, our model requires that, for node i in group k and node j in group k Õ , the pair must have the same link probability as for node i in group k Õ and node j in group k. Therefore, at the pair level, each observation loads e ectively on one out of K(K + 1)/2 dynamic factors as compared with K 2 factors in the directed network model. We can easily incorporate this feature by maintaining the hierarchical structure for z, letting f t denote a K(K + 1)/2 vector of dynamic factors, and introducing the selection matrix T that maps the K 2 vector z i,j to a K(K + 1)/2 vector that selects one of the K(K + 1)/2 dynamic factors.
Consider an example of a model with K = 2 groups. Then, the second element being one, z i,j,2 = 1, refers to the situation that node i is in group 1 and node j is in group 2. The third element being one, z i,j,3 = 1, refers to the situation that node i is in group 2 and node j is in group 1. In the undirected network model both link probabilities must be the same, and hence we can write the signal for observation y i,j,t as 
.
B The Variational Approximation
The variational approximation method is based on an approximation of the likelihood p(y). Let -denote the vector that collects the elements of the cross-sectional state variables z and fi. We then can rewrite the log likelihood for any arbitrary density g(·) indexed by some parameter
The term From the above derivation we can also rewrite the minimization problem as a maximization problem of the lower bound on the likelihood as
which shows that the accuracy of the approximation depends on the tightness of the bound.
Note that we could have obtained the lower bound on the log-likelihood directly by applying Jensen's inequality.
The variational density g(·)
is typically chosen such that it belongs to a tractable class of densities. The most common restriction that we also apply in this paper is that g(·) factors according to a graph
for components -c . Variational approximations using the factorization restriction are also known as mean field methods, or variational Bayes, compare Ormerod and Wand (2010) .
The factorization restriction allows one to obtain solutions for each product density in terms of the others, which leads to an iterative solution scheme for the variational parameters.
Specifically it can easily be shown from the upper bound of the likelihood that the updating equations of the mean field method are
where the expectations are with respect to all variational densities except g c (·). The iteration is initialized by some starting values and repeated until convergence to a local optimum. The procedure is repeated several times with random starting values.
C Importance Sampling Diagnostics
Using the specific importance sampling distributions derived in the last subsections, we can rewrite the simulated likelihood function aŝ
where we made use of Bayes' rule and the fact that the marginals p(f ) and g(f ) are the same.
We can rewrite the estimated likelihood equivalently aŝ
where the importance sampling weights w s are given as
An important assumption that allows consistent and asymptotically normal importance sampling maximum likelihood estimation requires that the first two moments of the importance weights exist, see Geweke (1989) . In particular, failure of the existence of the variance of the importance weights can lead to unstable and slow convergence as the central limit theorem fails to hold.
To assess the existence of the variance of the importance sampling weights in our empirical application, we use several formal and informal diagnostics checks. Specifically, we use the test proposed by Monahan (1993) Monahan (1993) then uses the Hill estimator of the parameter › to test the null hypothesis H 0 : › Ø 1/2 against the alternative hypothesis H 1 : › < 1/2. We outline here the key steps of the testing procedure:
1. For a given sample of importance weights {w s } S s=1 , compute the order statistics w (1) AE
2. Choose the tuning parameter Ÿ that determines how many order statistics are used to compute the hill estimator; typical choices are Ÿ = 2S 1/3 and Ÿ = 4S 1/3 . In our empirical application, we investigate the importance sampling weights at our final parameter estimate to ensure that the maximum likelihood estimator is well behaved. We present root mean square errors (RMSE) and mean absolute errors (MAE) between the estimated mode of the latent variables f , ", and z as implied by the approximating importance sampling distribution with S = 500 importance weights and the true realized values in each simulation. Simulation results are based on 500 Monte Carlo repetitions.
Compute the Hill estimator
› Hill = 1 Ÿ q Ÿ j=1 log w (S≠j+1) ≠ log w (S≠Ÿ) .
Compute the test statistic
 Ÿ/› 2 (› Hill ≠ ›) d ≠ ae N (0, 1
D More Results for Collapsed Importance Sampler

E Construction of Dynamic Correlation Network
We compute the Granger causality-based correlation networks from the daily changes in CDS 
where ' i,j,· ≥ N (0, ‡ 2 i,j,· ) and the parameters are indexed by (i, j) to highlight that they are pair specific. Clearly, this is one equation of a bivariate vector autoregressive (VAR) model with lag order p for the pair of banks (i, j). Billio et al. (2012) are interested in the parameters fl l i,j that determine the influence of a change in the CDS of firm j at lag l on the change in firm i after controlling for changes in its own CDS spreads. Suppose we consider a VAR(p) with lag length one, that is, p = 1. Then a statistically significant positive estimatef 1 i,j is evidence of Granger causality from firm j to firm i, and we would conclude that there are significant spillovers from increases in the riskiness of firm j to the riskiness of firm i. To determine the statistical significance of the estimate, Billio et al. (2012) against the alternative that at least one coe cient is not equal to zero (Billio et al. (2012) ).
However, in our analysis of credit-risk spillovers we are specifically interested in the direction of Granger causality, information that is not revealed by the F-test. Therefore, to determine whether there are significant positive spillovers from shocks to one CDS spread to the other, we analyze for each bivariate VAR(p) the sign and significance of the implied impulse response functions, which allows us to determine the sign of the spillover at various lags. To compute the impulse responses, we follow the standard procedure and orthonormalize the shocks by a Choleski decomposition of the estimated covariance matrix in a way that the unit shock we are interested in has no contemporaneous e ect on the the other variable in the bivariate system.
We then compute the lower and upper bounds of the confidence bound of the impulse response function for a given significance level -, denoted by IR Unlike the static analysis of credit-risk spillovers by Billio et al. (2012) , a major focus of this paper is to estimate the proposed dynamic factor model to analyze the time-varying heterogeneity of credit-risk spillovers in the global financial industry. To allow for time variation in the correlation structure of the CDS spreads, we therefore estimate Equation (16) using the daily CDS data on di erent subsamples indexed by t = 1, ..., T . This results in a sequence of estimated impulse responses that capture the dynamic changes in spillover e ects among financial firms. In our choice of the length of the subsamples, we face a tradeo between the number of observations in each subsample and the number of estimated parameters {f l i,j,t } that we can estimate given our overall sample length. In particular, we want su cient observations in each subsample to conduct a meaningful inference, but, on the other hand, we do not want to make each subsample too long, as we want to capture changes in the dynamics and to have a su cient number of estimates of the cross-correlation parameters fl i,j . We therefore choose to estimate Equation (16) for a window of three months and move the three-month window forward in time by one month. To construct the credit-risk spillover networks, we then compute the binary link variable that indicates a significant credit-risk spillover from firm i to firm j at monthly frequency as where we added the index t to IR (i,j,t) lb,-and IR (i,j,t) ub,-to highlight that the impulse response is estimated from subsample t. Moreover, we define y i,j,t = 0 such that self loops are excluded. 7
The link variable y i,j,t hence indicates if during the three months that define period t the VAR analysis estimates a significant positive spillover in CDS spread changes from bank i to bank We use these binary data to estimate our dynamic factor network model.
