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Abstract
We consider the situation where a temporal process is composed of contiguous
segments with differing slopes and replicated noise-corrupted time series measure-
ments are observed. The unknown mean of the data generating process is modelled
as a piecewise linear function of time with an unknown number of change-points.
We develop a Bayesian approach to infer the joint posterior distribution of the
number and position of change-points as well as the unknown mean parameters.
A-priori, the proposed model uses an overfitting number of mean parameters but,
conditionally on a set of change-points, only a subset of them influences the like-
lihood. An exponentially decreasing prior distribution on the number of change-
points gives rise to a posterior distribution concentrating on sparse representations
of the underlying sequence. A Metropolis-Hastings Markov chain Monte Carlo
(MCMC) sampler is constructed for approximating the posterior distribution. Our
method is benchmarked using simulated data and is applied to uncover differences
in the dynamics of fungal growth from imaging time course data collected from
different strains. The source code is available on CRAN.
Keywords: Change-point detection, Fungal growth data, Markov chain Monte Carlo
1 Introduction
In many applications a non-stationary time series consists of an unknown number
of segments. The observed data is described by different statistical generative models
within each segment. In such cases, the objective is to identify the number and position
of change-points which give rise to different segments of the data as well as to infer all
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remaining parameters of the underlying statistical model. In principle, there are two
approaches for answering these questions: online and offline segmentation (Basseville
et al., 1993), which refer to the task of inferring changes during or after the observation
process, respectively. In this work, the latter scenario is considered.
We develop a Bayesian method for detecting an unknown number of change-points
in the slope of multiple replicated time series. There are many methods for detecting
change-points, with the majority of them focused on analysis of univariate time series
(reviewed below). Our problem differs from these as we model changes in slope rather
than fitting a step function to the mean, and we consider multiple time series with
replication. For a given period t = 1, . . . , T we observe multiple time series which
are assumed independent, each one consisting of multiple measurements (replicates).
Each time series is assumed to have its own segmentation, which is common among its
replicates. Thus, different time series have distinct mean parameters in the underlying
normal distribution.
Our method is motivated by the need to analyse fungal growth attributes on a
massively parallel scale. Specifically, we are interested in identifying mutations which
affect fitness in the major human fungal pathogen Aspergillus fumigatus. In such stud-
ies, growth is characterized by different phases which can be reasonably described by a
piecewise linear model, as illustrated in Figure 1. However, the protocol is more widely
relevant to any scenario in which a detailed characterisation of microbial growth at-
tributes is required. Microbial growth is a complex characteristic which is heavily
influenced by nutritional, metabolic, proliferative, physiological and genetic factors.
Multiple techniques have been developed with which to quantify microbial growth, in-
cluding direct quantitation of cell counts using flow cytometry or microscopy, colony
counts, biomass quantitation, or indirect methods involving light scattering or turbid-
ity measurement in liquid phase cultures, or dye-based methods. Optimisation of data
acquisition and analysis has received rather less attention, particularly where the quan-
titation of growth characteristics in filamentous and aggregative microorganisms, such
as A. fumigatus or Streptomyces coelicolor is complicated by the occurrence of one or
several morphological shifts during the mitotic life cycle (Fischer and Sawers, 2013)
leading to altered light scattering patterns dependent upon the size and shape of the
particulate sample (bacteria or yeast), as well as difference in the index of refraction
between the particles and the culture media (Stevenson et al., 2016). In the latter
instance an accurate means of defining the number and timing of change-points during
growth curve analysis would significantly empower the optimisation of drug discovery
screens where inhibitors of microbial growth might be sought; or in optimisation of
biotechnological processes where moderation of microbial growth conditions to favour
a particular growth phase might boost industrial production of enzymes or metabolites.
In the seminal paper of Green (1995), the Reversible Jump MCMC (RJMCMC)
algorithm used to detect the number of change-points in coal mining disaster data.
Subsequently, the RJMCMC methodology was applied to a variety of change-point
detection problems (Punskaya et al., 2002; Johnson et al., 2003; Tai et al., 2010; Zhao
and Chu, 2010). Lavielle and Lebarbier (2001) proposed an MCMC sampler to estimate
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Figure 1: A subset of four growth data series described in Section 4.2, consisting of the
growth level of three replicates (red, green and blue), measured every 10 minutes for a
series of T = 289 time-points. The boxplots display the marginal posterior distribution
of each change-point, conditionally on the inferred Maximum A Posteriori number of
change-points according the MCMC sampler detailed in Section 3.1.
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the number of change-points by introducing a latent sequence of independent and
identically distributed Bernoulli random variables rt; t = 1, . . . , T , with T denoting
the number of time-points. In this context, rj = 1 indicates that a change occurs
at time t = j, while rj = 0 means that no change occurs. This approach has the
advantage that it can infer the target posterior distribution using an MCMC sampler
that operates on random variables of constant dimension, in contrast to the RJMCMC
approach. However, it turns out that the estimated marginal posterior probabilities
of these artificial binary random variables overestimates the true number of change-
points. We illustrate that similar issues arise in our set-up when imposing typical
prior assumptions on the number of change-points, such as a Poisson distribution. To
overcome this problem, Lavielle and Lebarbier (2001) inferred configurations of change-
points of high probability by sampling from a modified posterior distribution which is a
tempered version of the original target, using a simulated annealing MCMC algorithm.
In our set-up, we demonstrate that we are able to accurately infer the number of change-
points when using priors that heavily penalize large values of change-points (Castillo
and van der Vaart, 2012).
Chib (1998) formulates the change-point model in terms of a latent discrete state
variable corresponding to the regime from which a particular observation has been
drawn. The posterior distribution for a given number of change-points is then ap-
proximated using MCMC sampling, while inference on the number of change-points
is carried out by estimating the marginal likelihood of the model using the method in
Chib (1995). Fearnhead (2006) discusses exact Bayesian inference by assuming that the
joint posterior distribution of the parameters is independent across the segments of the
time series and also presents an extension that allows the signal to perform a random
walk within each segment. Other Bayesian methods include Dobigeon et al. (2007);
Hutter (2007); Kim and Cheon (2010); Rudoy et al. (2010); Schu¨tz and Holschneider
(2011); He (2017); Schwaller and Robin (2017). In all of the aforementioned studies,
change-points are defined via a step-function in the mean, assuming that segment pa-
rameters are independent. This is not the case in our approach, where we are explicitly
imposing a continuity assumption between segments which allows us to detect changes
in slope. With the exception of Dobigeon et al. (2007); Schwaller and Robin (2017),
all other methods are focusing on univariate time-series.
There are relatively few studies looking specifically at a change-in-slope model
(Schroeder and Fryzlewicz, 2013; Cahill et al., 2015; Baranowski et al., 2016; Fearnhead
et al., 2018), although they only consider a single time-series. Popular non-Bayesian
methods such as binary segmentation (Scott and Knott, 1974; Fryzlewicz et al., 2014)
do not work for detecting changes-in-slope (Baranowski et al., 2016). Furthermore,
standard dynamic programming approaches (Jackson et al., 2005; Killick et al., 2012)
cannot be directly applied to our problem as discussed by Fearnhead et al. (2018).
There is a wide range of non-Bayesian approaches to change-point estimation, see
for example Halpern (2000); Lu et al. (2010); Picard et al. (2011); Yildirim et al. (2013);
Chamroukhi et al. (2013); Frick et al. (2014). However, we choose a Bayesian approach
for its competency in quantifying uncertainty and flexibility for incorporating prior
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information.
We construct a Metropolis-Hastings MCMC sampler (Metropolis et al., 1953; Hast-
ings, 1970) for jointly inferring the number and position of change-points as well as the
related mean parameters by adopting ideas from inference over sparse representations
of sequences (Castillo and van der Vaart, 2012). An advantage of our approach is that
the proposed MCMC algorithm is straightforward to implement since it is based on
standard Metropolis–Hastings move types and demands small modelling effort com-
pared to other methods. Although exact integration is possible given the number and
locations of change-points, it is time consuming hence we exploit the convenience of
the MCMC sampler to approximately sample from the joint posterior distribution of
the parameters. The dimensionality of the parameter space is fixed, thus our method
avoids the complex step of designing trans–dimensional MCMC transitions as required
by RJMCMC methods. Furthermore, we do not have to consider modified versions
of the target posterior distribution (Lavielle and Lebarbier, 2001), and there is no
requirement for fitting the same model under different number of change-points and
approximating the marginal likelihood for model selection.
The rest of the paper is organised as follows. Section 2 introduces the proposed
model and the corresponding prior assumptions are presented in Section 2.1. The main
MCMC sampler we use is detailed in Section 3.1. Sections 3.2 and 3.3 discuss variance
estimation procedures, depending whether the variance is treated as a known parameter
or not. The proposed method is illustrated in simulated and real data in Sections 4.1
and 4.2, respectively. The paper concludes in Section 5. More details on the simulation
procedure and additional results are given in the Appendix.
2 Model
Let Xntr denote a random variable describing replicate r at time point t for time
series n, n = 1, . . . , N ; t = 1, . . . , T ; r = 1, . . . , R. It is assumed that {Xntr; r =
1, . . . , R} is a normally distributed random sample and furthermore that measurements
are independent across time, that is:
Xntr ∼ N
(
θnt, σ
2
nt
)
, θnt ∈ R, σ2nt > 0 (1)
independent for n = 1, . . . , N ; t = 1, . . . , T ; r = 1, . . . , R, where N (·, ·) denotes the nor-
mal distribution. At first, we will consider that the variances {σ2nt, n = 1, . . . , N ; t =
1, . . . , n} are known. In practice, the variance per time-point is estimated at a pre-
processing stage as exemplified in Section 3.2. The general case where the variance is
treated as a random variable is addressed in Section 3.3. Without any further assump-
tions, the parameterization of the normal distributions in Equation (1) introduces a
large number of mean parameters: a distinct mean parameter θnt ∈ Θ = R is assigned
to each sample (n) and time-point (t). However, θnt is shared across replicates (r).
For sample n and an unknown non-negative integer `n > 0, assume that there are
`n + 1 underlying phases of mean behaviour, identified by the ordered time points
1 < τn1 < τn2 < . . . < τn`n < T. (2)
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Note that both the elements as well as the length of the ordered `n-tuple τn =
(τn1, . . . , τn`n) depends on n. Assume that for each phase the mean function is lin-
ear in time. For phase j = 1, . . . , `n + 1, the piecewise linear mean measurement levels
are defined as follows:
µ (t;θn, τn) = θnτn;j−1 +
θnτnj − θnτn;j−1
τnj − τn;j−1 (t− τn;j−1) , τn;j−1 6 t 6 τnj , (3)
where we also define τn0 := 1 and τn;`n+1 := T ; ∀n = 1, . . . , N . Note that Equation
(3) imposes continuity in the segment means, which is a crucial difference with other
approaches (mentioned in the Introduction): the mean for the end of one segment
should be equal to the mean at the start of the next segment.
Thus, for sample n, conditionally on τn, we can write that
Xntr|τn ∼ N
(
µ (t;θn, τn) , σ
2
nt
)
, (4)
independent for n = 1, . . . , N ; t = 1, . . . , T ; r = 1, . . . , R. Note that given τn, the
likelihood depends on θ only through the subset
θτn :=
{
θn1, θnτn1 , . . . , θnτn`n , θnT
}
. (5)
To be precise, the likelihood is defined as
f
(
xn|θτn ,σ2n
)
=
[
R∏
r=1
ϕ
(
xn1r; θn1, σ
2
n1
)] `n∏
j=0
τn;j+1∏
t=τnj+1
R∏
r=1
ϕ
(
xntr;µ(t;θn, τn), σ
2
nt
)
, (6)
where ϕ(·;µ, σ2) denotes the probability density function of the normal distribution
with mean µ and variance σ2 and µ(t;θn, τn) defined in Equation (3).
2.1 Prior assumptions
For the mean parameters we assume that
θnt ∼ N
(
µ0t,
σ2nt
ν0
)
(7)
independent for n = 1, . . . , N ; t = 1, . . . , T . The quantities ν0 > 0 and µ0t ∈ R;
t = 1, . . . , T , correspond to fixed hyper-parameters. The following default values are
considered: µ0t =
1
NR
∑N
n=1
∑R
r=1 xntr, for t = 1, . . . , T . It is suggested that the
parameter ν0 should be sufficiently small so that the prior distribution in (7) has large
variability around the global mean. This is particularly important in cases where the
multiple time series of an experiment exhibit strong heterogeneity. Values between
5 × 10−2 6 ν0 6 5 × 10−1 performed reasonably well in our setup. The variance σ2nt
may be fixed (see Section 3.2) or not (see Section 3.3).
In order to specify the prior distribution of locations for a given number of change-
points (`n), we are taking into account the prior assumption that later time-points
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are more likely to contain changes than earlier time-points. The growth levels of `n
consecutive time-points during the end of the observation period are more likely to
break collinearity than earlier stages. For example, all time-series consist of an initial
period with very small and almost constant growth level in which no change is expected
to occur. On the other hand, the last part of the observation period may exhibit larger
heterogeneity. A simple and efficient way to incorporate such a prior information
while supporting (with positive probability) all possible configurations with respect to
constraint (2) is the following.
Let g(i; ii, i2) =
1
i2−i1+1I(i1 6 i 6 i2) denote the probability mass function of
the discrete uniform distribution defined over the finite set of integers i such that
i1 6 i 6 i2, where I(·) denotes the indicator function. For j = 1 we assume that
τn1 ∼ g(·; 2, T − `n). For j > 2 and conditionally on the event (τn1 = t1, . . . , τn;j−1 =
tj−1), we assume that τnj follows a (discrete) uniform prior distribution defined over
tj−1 + 1 6 τnj 6 T − `n+ j−1. Thus, the prior distribution f (τn|`n > 0) for a specific
realization (t1, . . . , t`n) of τn is defined as
f(t1, . . . , t`n |`n > 0) = P (τn1 = t1, . . . , τn`n = t`n |`n > 0)
= P(τn1 = t1)
`n∏
j=2
P(τnj = tj |τn;j−1 = tj−1, . . . , τn1 = t1)
= g(t1; 2, T − `n)
`n∏
j=2
g(tj ; tj−1 + 1, T − `n + j − 1)
=
1
T − `n − 1
`n∏
j=2
1
T − `n + j − tj−1 − 1I(1 < t1 < . . . < t`n < T ). (8)
Note that according to Equation (8), P(τn1 = T − `n, τn2 = T − `n + 1, . . . , τn`n =
T − 1|`n) ≈ 1/T , while P( τn1 = 2, τn2 = 3, . . . , τn`n = `n + 1|`n) ≈ 1/T `n , which
satisfies our prior expectation discussed in the previous paragraph. We assume a-priori
independence of τn for n = 1, . . . , N . Obviously, τn makes sense only in the case
that the total number of change-points is strictly positive, thus Equation (8) is defined
conditionally on the event `n > 0.
Finally, the prior distribution of the number of change-points should be defined.
Recall that the distribution in Equation (1) assigns a distinct mean parameter per
time-point. However, given `n, only a small subset of θ’s will influence the likelihood
in Equation (4) and the rest of them will affect the posterior solely due to their contri-
bution to the prior distribution. Our motivation is based on the fact that we are trying
to find very minimal models with few change points because it makes the data easier
to interpret.
For a given number of change-points (`), the number of possible models equals to(
T ∗
`
)
, a number which grows rapidly with `, where T ∗ = T − 2. In order to penalize
model complexity we consider prior distributions which are biased towards sparse con-
figurations. A natural way to incorporate such information on our prior distribution
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is to assume that the prior probability of ` change-points is inversely proportional to(
T ∗
`
)
, that is, the number of models of size `. This approach is also justified by the
work of Castillo and van der Vaart (2012), where they consider that the number of
change-points follows an exponentially decreasing prior distribution.
The prior P(·) has exponential decrease if, for some constants C > 0 and D < 1,
P(`n = `) 6 DP(`n = `− 1), ` > C`∗, (9)
where `∗ denotes the true value of `n. In the context of multivariate normal mean
models with an underlying sparse true mean vector, it has been shown (Castillo and
van der Vaart, 2012) that asymptotically, priors satisfying (9) lead to posterior distri-
butions that concentrate on the sparse underlying true generative model. Members of
the family of the so-called “complexity priors”, defined as,
f(`) = P(`n = `) ∝ e−α` log(bT ∗/`), a, b > 0; ` = 0, 1, 2, . . . (10)
have exponential decrease (9) for b > 1 + e (Castillo and van der Vaart, 2012). In
our applications we consider the choices b = 3.72 and α = 2 as default values, but we
also report various prior sensitivity checks in the Appendix. As noted by Castillo and
van der Vaart (2012) it holds that e` log (T
∗/`) 6
(
T ∗
`
)
6 e` log (eT ∗/`) implying that (10) is
inversely proportional to the number of models of size `. Thus, this choice is suited to
the purpose of penalizing model complexity. Note that the right hand side of Equation
(10) for ` = 0 should be perceived as the limit lim`↓0 e−α` log(bT
∗/`) = 1.
Finally, we mention that typical prior assumptions on the number of change-points
(for example a truncated Poisson or a uniform distribution over a pre-specified set of
non-negative integer values) tend to overfit the number of change-points. This be-
haviour is demonstrated in Section 4.1 using simulated data with a known number of
change-points, as well as in Section C of the Appendix using our real dataset.
3 Inference
3.1 Metropolis–Hastings MCMC Sampler
Assume first that the variances σ = {σ2nt;n = 1, . . . , N, t = 1, . . . , T} are given. This
assumption will be relaxed at the end of this section. Observe that conditionally on
the vector σ2, {(θn, `n, τn);n = 1, . . . , N} are a-posteriori independent. Therefore, the
inferential procedure breaks down to N independent tasks. The posterior distribution
is written as
f
(
θ, `, τ |x,σ2) = N∏
n=1
f
(
θn, `n, τn|xn,σ2n
)
(11)
∝
N∏
n=1
f
(
xn|θτn ,σ2
)
f
(
θn|σ2
)
f(τn|`n)f(`n) . (12)
8
Although analytical evaluation of the marginal posterior distribution f(τ , `|x,σ2) =∫
Θ f
(
θ, τ , `|x,σ2) dθ is possible since we use conjugate prior, the integration cannot
be carried out independently within each segment due to the continuity constraint.
This fact makes the use of standard dynamic programming approaches not applicable
in our set-up and the discrete nature of the sampling problem will make the computa-
tion of the involved expressions a time consuming task since the possible combinations
of change-points increases rapidly with T . Thus, in order to make inference we ap-
proximately sample from the target posterior distribution using a Metropolis-Hastings
MCMC sampler that updates (θ, `, τ ).
At each step, the state of the chain is updated using four move-types: move 1
updates the number of change-points, move 2 updates the mean parameters by using
a random walk proposal centered at the current values, move 3 updates the position of
change-points and move 4 updates the subset of mean parameters that are not allocated
to a change-point. In each case the proposed move is accepted according to the usual
Metropolis-Hastings acceptance ratio, that is, Rn = min{1, αn} where
αn =
f
(
θ′n, `′n, τ ′n|xn,σ2n
)
Pprop
({
θ′n, `′n, τ ′n
}→ {θ(m)n , `(m)n , τ (m)n })
f (θn, `n, τn|xn,σ2n) Pprop
({θn, `n, τn} → {θ′n, `′n, τ ′n}) . (13)
In Equation (13), (θn, `n, τn) denotes the current state of the n-th chain and
(
θ′n, `′n, τ ′n
)
denotes the candidate state. Moreover, we use the notation Pprop (x→ y) to denote
the probability of proposing state y when the current state of the chain is x.
Move 1 This move updates the number of change-points, while keeping the mean
parameters constant. We introduce two move types which propose to update the total
number of change-points by 1. These move-types are complementary to each other:
addition/deletion of a change-point. In the following, {τn ∪ t} denotes the resulting
ordered set when a new change-point t is added to the current configuration τn. In a
similar fashion, {τn \ t} denotes the remaining set when a specific member t of τn is
removed from the c urrent configuration.
At a given state consisting of `n change-points, we propose addition/deletion with
probabilities pa(`n) and pd(`n) = 1 − pa(`n), respectively. The addition probabilities
are defined as
pa(`n) =

1, `n = 0
1/2, 1 6 `n 6 L− 1
0, `n = L,
(14)
where L denotes the maximum number of change-points (L 6 T − 2). In case of
addition, we propose to add a randomly drawn change-point between two successive
ones. The probability of proposing the addition of change-point t∗ such that τn;j−1 <
t∗ < τnj ; for some j = 1, . . . , `n + 1, is equal to pa(`n) 1τnj−τn;j−1−1
1
`n+1
. In case that
τnj − τn;j−1 = 1 the proposed move is immediately rejected. In the reverse move, a
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the previously added change-point is selected with probability pd(`n + 1)
1
`n+1
and is
deleted from τn ∪ t∗. Thus, the acceptace probability for an addition move is equal to
αa(`n,θn, τn, τ
′
n) :=
f
(
xn|θ{τn∪t∗},σ2n
)
f ({τn ∪ t∗}|`n + 1) (1− pa(`n + 1))
f (xn|θτn ,σ2n) f (τn|`n) pa(`n)τnj−τn;j−1−1
, (15)
In the case of proposing deletion of a change-point τnj , the corresponding acceptance
ratio term is equal to
αd(`n,θn, τn, τ
′
n) =
1
αa (`n − 1,θn, {τn \ τnj}, τn) . (16)
At this point we underline that using an overfitted set of model parameters (one mean
θnt per time-point t = 1, . . . , T ) allows us to use the standard Metropolis-Hastings
ratio for proposing additions/deletions of change-points. This would not be true if
the number of mean parameters was defined conditionally on `n: in such a case the
Reversible Jump algorithm or integration of mean parameters is required.
Move 2 In this move the update of mean parameters θ is proposed, while all other
parameters remain unchanged. For this purpose a random walk centered at the current
values of the chain is used. For subject n = 1, . . . , N , let θnt denote the current value
of the mean parameters at time-point t = 1, . . . , T . Then a new state is proposed
according to
θ′nt ∼ N
(
θnt, cσ
2
nt
)
,
independent for all t and n, for some constant c > 0. Recall that σ2nt denotes the
variance of the random sample (Xnt1, . . . , XntR) which is assumed known. Note that
the ratio of the proposal distribution for the transitions θn → θ′n and θ′n → θn is 1.
Thus, the Metropolis-Hastings acceptance ratio (13) simplifies to
α4(τn,θn,θ
′
n) =
f
(
xn|θ′τn ,σ2n
)
f
(
θ′n|σ2n
)
f (xn|θτn ,σ2n) f (θn|σ2n)
, (17)
Move 3.a The candidate state is generated by using a proposal distribution which
will jointly update the change-points τn, while the total number of change-points `n
and mean parameters θn are kept constant. Let ε = (ε1, . . . , ε`n) and
εi ∼ g(·;−d1, d1),
where d1 > 0 denotes a pre-specified positive integer and g(·;−d1, d1) denotes the
discrete uniform distribution over {−d1,−d1 + 1, . . . , d1 − 1, d1}. Then, the proposed
state is generated as
τ ′ni = τni + εi
independently for i = 1, . . . , `n, while `
′
n = `n as well as θ
′
n = θn. In this case, the
proposal ratio in Equation (13) is equal to 1 so the acceptance ratio is written as the
posterior probability ratio.
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α1(`n,θn, τn, τ
′
n) :=
f
(
xn|θτ ′n ,σ2n
)
f (τ ′n|`n)
f (xn|θτn ,σ2n) f (τn|`n)
, (18)
where θτn as in (5). A small value for d1 will be capable of achieving optimal acceptance
rates. Thus, this move is oriented towards the local exploration of the posterior surface,
given the current state.
Move 3.b This is a similar proposal to Move 3.b, but instead of proposing the si-
multaneous update of all cut-points, just one entry is modified and the rest remain the
same. As in Move 3.a, both the number of change-points as well as the values of mean
parameters remain the same. Thus, let i∗ denote a randomly drawn index from the set
{1, . . . , `n} and
ε ∼ g(·;−d2, d2),
where d2 > 0 denotes a pre-specified positive integer. The proposed state is generated
as
τ ′ni =
{
τni, i 6= i∗
τni + ε, i = i
∗.
(19)
The Metropolis-Hastings acceptance probability simplifies to Equation (18). In this
case, a sufficiently large value for d2 will propose moves that are more likely to be
accepted compared to Move 3.a, since only one entry is changed. Thus, move 3.b will
be used as complementary to move 3.a, in order to facilitate the ability of escaping
from local modes of the posterior distribution.
Move 4 Let θn[−τn] denote the mean of those time-points that do not correspond to
change-points for time series n. In this case it can be easily seen that the full conditional
distribution of (θn[−τn]|τn,xn, `n) is the prior distribution in Equation (7). Hence, a
draw from the prior distribution will perfom a Gibbs update to θn[−τn].
Note that both moves 3.a and 3.b are able to propose states that have zero prior
probability in Equation (8). Although this is not a frequent event, in this case the
proposed state is immediately rejected, since the prior probability ratio is equal to
zero.
Recall that the previous MCMC steps are defined conditionally on σ2. The next
subsection deals with the case where the variance is estimated at a pre-processing
stage and plugged into the previously described MCMC sampler. For this purpose, we
consider that the variance can be either shared between different time series or not and
two estimators are derived. We assume that we have enough data in order to obtain
a robust estimate of variance, which is the case in our application. The more general
case where the variance is treated as a random variable is discussed in subsection 3.3.
In this case, the variance is updated by the full conditional distribution using a Gibbs
sampling step.
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3.2 Variance estimation at a pre-processing stage
In this case the variance is considered known and in practice it should be estimated at
a pre-processing stage. We use the posterior mean arising from a multivariate normal–
inverse gamma model as a point estimate. For this purpose we ignore the piecewise
linear parameterization of the mean function and use the same likelihood as in Equation
(1) and the same prior assumptions for θnt as in Equation (7).
We will assume two parameterizations: the full model where the variances are a-
priori distributed as:
σ2nt ∼ IG (α0, β0) , (20)
independent for n = 1, . . . , N ; t = 1, . . . , T , where IG(α, β) denotes the inverse Gamma
distribution. The second model parameterization imposes the restriction of common
variance across different time series and replicates, that is,
σ2nt = σ
2
t n = 1, . . . , N. (21)
Under (21), a-priori it is assumed that
σ2t ∼ IG (α0, β0) ,
independent for t = 1, . . . , T . The quantities α0 > 0 and β0 > 0 correspond to fixed
hyper-parameters.
Let us define the function
β̂nt =
Rν0µ
2
0t + (R+ ν0)
R∑
r=1
x2ntr −
(
R∑
r=1
xntr
)2
− 2ν0µ0t
R∑
r=1
xntr
2(R+ ν0)
,
for t = 1, . . . , T ; n = 1, . . . , N . It easily follows that under (20):
σ2nt|x ∼ IG (α0 +R/2, β0 + βnt) ,
independent for n = 1, . . . , N ; t = 1, . . . , N . In the case of the restricted parameteriza-
tion in (21), the corresponding posterior distribution is
σ2t |x ∼ IG
(
α0 +
NR
2
, β0 +
N∑
n=1
β̂nt
)
,
independent for t = 1, . . . , T . Then, we use the posterior means as the plug-in point
estimates of the variance per time-point, that is,
E
(
σ2nt|x
)
=
β0 + β̂nt
α0 +
R
2 − 1
, t = 1, . . . , T ;n = 1, . . . , N (22)
E
(
σ2t |x
)
=
β0 +
∑N
n=1 β̂nt
α0 +
NR
2 − 1
, t = 1, . . . , T, (23)
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provided that α0 + R/2 > 1 so that both posterior expectations exist. The default
values we use for the constants in Equations (22) and (23) are α0 = 1 and β0 = 1, but
we also report some prior sensitivity checks in the simulation section. We will use the
labels “s1” and “s2” to refer to the MCMC sampler using the plug-in estimates (22)
and (23), respectively.
3.3 Updating the variance
Here we discuss the case where the variance in Equation (1) is unknown. In the case
where all variances are unrestricted (Equation (20)), the full conditional distributions
are:
σ2nt|x,θ, τ ∼ IG
[
R+ 1
2
+ α0,
1
2
R∑
r=1
{xntr − µ(t;θn, τn)}2 + ν0
2
(θnt − µ0t)2 + β0
]
,
(24)
independent for n = 1, . . . , N , t = 1, . . . , T . Note that in this case, the full condi-
tional distribution depends on the piecewise linear mean function µ(t; θn, τn). Under
restriction (21), it follows that:
σ2t |x,θ, τ ∼ IG
[
N(R+ 1)
2
+ α0,
1
2
N∑
n=1
R∑
r=1
{xntr − µ(t;θn, τn)}2 + ν0
2
N∑
n=1
(θnt − µ0t)2 + β0
]
,
(25)
independent for t = 1, . . . , T .
We will use the labels “s3” and “s4” to refer to the MCMC sampler using the
Gibbs steps (20) and (21), respectively. Since the full conditional distribution of σnt
in Equation (20) depends only on the quantities (xn,θn, τn), the joint posterior distri-
bution factorizes over n = 1, . . . , N . Thus, we can split the MCMC sampling into N
independent samplers, as also done to the case where the variance is fixed. However,
this does not hold for Equation (21) where the state of the parameters µ(t;θn, τn) of
all time-series (n = 1, . . . , N) is required. This imposes a large computational burden
since N can be quite large. Therefore, in the examples of the next section we have only
applied the first three MCMC samplers (s1, s2 and s3).
4 Results
4.1 Simulation study
We considered simulated datasets of length T = 1000 time-points consisting of N =
1000 independent multivariate observations, while the number of replicates (R) is equal
to R = 3. For n = 1, . . . , N , the number of change-points `n is drawn uniformly at
random from the set {0, 1, . . . , 9}. A detailed description of the simulation mechanism
is given in Section B of the Appendix.
All three samplers were applied using the following set of hyper-parameter values:
α0 = 0.1, β0 = 0.1, ν0 = 0.005. The prior distribution on the number of change-points
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Figure 2: Benchmarking the estimation of the number of change-points arising from the
narrowest-over-threshold (“not”) method of Baranowski et al. (2016) and our MCMC
sampler with fixed different variance (s1), fixed shared variance (s2) and unknown
different variance (s3) per time-series, under the complexity prior distribution. The
number after the name of each sampler indicates the true number of change-points and
for each value 100 synthetic datasets were simulated. Each time-series consists of three
replicates and 1000 time-points.
corresponds to the complexity prior distribution in (10), with parameters α = 2 and
b = 3.72. The fixed-variance samplers (s1 and s2) are initialized from a state with
1 change-point with parameters randomly generated from the prior distribution. On
the other hand, we observed the sampler s3 remains trapped in areas of low posterior
probability when using random starting values. In order to deal with this issue, we
initialized sampler s3 using a run of sampler s1 (with 30000 iterations). The inference
is based on 50000 iterations following a burn-in period of 20000 iterations.
Our results are benchmarked against the not package available in the Compre-
hensive R Archive Network, which implements the narrowest-over-threshold method of
Baranowski et al. (2016). The number of change-points is inferred using a strengthened
version of the Bayesian Information Criterion (Liu et al., 1997; Fryzlewicz et al., 2014).
For the problem of detecting changes in the slope, this approach only considers uni-
variate time-series with constant variance, thus, it is not fit for multivariate time-series
where the variance varies with time (which is the case in our datasets). In order to
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apply this method we averaged across the replicates of the time-series.
Figure 2 displays the difference of the estimated number of change-points (̂`) from
the true number (`), stratified according to the true number of change-points used to
generate the data. We conclude that in all cases the estimates are centered in the true
value of the number of change-points. At the lower panel of Figure 2 we calculated the
Mean Absolute Error (MAE) of the resulting estimates, with error bars corresponding
to the standard error. For smaller number of change-points the MAE is consistently
higher for sampler s1. Although the simulation scenario does not assume the same
variance per time-series, note that the sampler s2 (which uses the pooled variance
estimate in Equation (21)) gives slightly better results.
We conclude that in many cases the method of Baranowski et al. (2016) tends to
overfit the number of change-points, resulting to worse performance than our method.
Clearly, benchmarking against this simpler approach should not be perceived as a fair
comparison between the two methods, but as a means of highlighting the usefulness of
our modelling.
Figure 3 displays the output of the MCMC sampler s1 (lower panel) and s2 (upper
panel) for a time-series where the true number of change-points equals to 8. The
output of sampler s3 is almost identical to the lower panel of Figure 3. The posterior
distribution of the number of change-points is shown at the left panels, considering
both the complexity prior distribution (gray trace) as well as a Poisson(1) distribution
truncated on the set {0, 1, . . . , 30}. Observe that the first choice quickly converges to
a state with 8 change-points (that is, the true number). This is not the case under the
Poisson prior distribution, which supports larger values than the true number of change-
points. This behaviour is typical in any other simulated dataset we tried, therefore, all
results in the remaining sections are based on the complexity prior. The right panels
display the posterior distribution of change-point locations (under the complexity prior)
and it evident that the method is able to accurately infer all change-point locations.
Additional results based on synthetic data are provided in Section B of the Ap-
pendix, including prior sensitivity checks as well as alternative simulation scenarios.
Further comparisons against not are provided in Section D of the Appendix.
4.2 Phase detection in parallel time-series analysis of fungal growth
The filamentous fungal pathogen Aspergillus fumigatus is a major pathogen of the
human lung causing more deaths per annum than tuberculosis or malaria (Brown
et al., 2012). A time series study of fungal growth was performed in liquid culture
by analysing, in parallel, the growth characteristics of 411 independent transcription
factor gene deletion mutants. The mutant strains were cultivated in a microtiter plate
containing 200 µL of a fungal culture medium and incubated at 37 ◦C. Optical density
(at 600 nm) was measured at 10 minute intervals for a total period of 48 hours. The
growth analysis was performed on three separate occasions.
The observed data consists of N × R × T growth levels for R = 3 replicates of
N = 411 objects (mutants) measured every 10 minutes for T = 289 time-points. Figure
1 displays the observed time series for four mutants. Visual inspection reveals that
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Figure 3: Example of a simulated time-series with 8 change-points. Replicates are
shown in red, blue and green color. Left: MCMC trace of the sampled number of
change-points considering both the complexity and a truncated Poisson(1) prior dis-
tributions (every 20th iteration is displayed). Right: output of the MCMC sampler
conditionally on the estimated MAP of changepoints (which is equal to 8) according
to the complexity prior. The upper and lower panels correspond to the MCMC sam-
pler using the variance estimates arising from Equations (23) (sampler s2) and (22)
(sampler s1), respectively. The gray lines correspond to the posterior mean estimates
of the piecewise linear mean function and the boxplots display the posterior marginal
distribution of each change-point. Vertical dotted lines correspond to the central line
of each boxplot (median). The coloured outer regions correspond to two estimated
standard deviations from the mean.
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Figure 4: Visualization of the growth dataset with respect to the estimated MAP
number of phases. For plotting convenience, each curve corresponds to the average
growth time series across the three replicates.
describing growth with a piecewise linear mean function with an unknown number of
segments is a reasonable assumption for the observed data. Regarding the fixed hyper-
parameter values, we considered that α = 2 (Equation (10)) and ν0 = 10
−1 (Equations
(7) and (23)). After estimating the variance per time-point using the estimator in (23),
the MCMC sampler s2 ran for m = 50000 iterations, following a burn-in period of
20000.
The boxplots in Figure 1 correspond to the estimate of the marginal posterior
distribution of each change-point for specific subset of four mutants, conditionally on
the mode of the posterior distribution of the number of change-points. Figure 4 displays
the averaged profile per mutant (mean of three replicates) coloured according to the
most probable number of change-points for each of N = 411 subjects. We conclude
that the majority of the mutants (343) consist of three growth phases. It is clear
that mutants with a smaller number of change-points are also the more slowly growing
mutants, which is reasonable since these mutants most likely have not been able to
reach the later growth phases in the time of the experiment. In particular the method
inferred 35 mutants with only 2 growth phases and slow growth behaviour while 12
mutants have a single phase and very slow growth behaviour. Finally, 21 mutants
consist of 4 growth phases and some of them exhibit a faster growth rate at later
observation stages (t > 220).
Amongst 12 fungal mutants identified as having a single change-point during growth
curve analysis, and therefore exhibiting severely retarded growth kinetics, seven mu-
tants had previously been characterised (Lee et al., 2016; Willger et al., 2008; Gsaller
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et al., 2016; Bertuzzi et al., 2014; Amich et al., 2013; Dinamarco et al., 2012). With-
out exception previously characterised mutants had been reported as having various
morphological defects. The remaining five mutants have, until now, remained unchar-
acterised and therefore provide promising candidates to investigate further in order to
establish their roles in fungal morphogenesis.
Amongst the cohort of known morphogenesis phenotypes correctly identified in
our analysis, the transcription factor null mutant ∆nsdC (lacking the AFUB 089440
gene) is defective in acquisition of developmental competence and exhibit dysmorphic
spores, rapid germination kinetics, restricted hyphal growth and developmental ab-
normalities prompting conidiogenesis from inappropriately differentiated hyphae (Lee
et al., 2016) The sterol-regulatory element binding protein (SREBP) SrbA (encoded
by AFUB 018340), required for cell polarity, hypoxia adaptation, and azole drug re-
sistance is critical for normal hyphal branching and cell polarity (Willger et al., 2008).
The HapB component of the multimeric A. fumigatus CBC transcription factor com-
plex (encoded by AFUB 030360), which antagonises the role of the SREBP family,
including SrbA, is required for normal growth and loss of HapB function results in
a severe growth deficit (Gsaller et al., 2016). The pH-responsive A. fumigatus tran-
scription factor ∆pacC (encoded by AFUB 037210) is required for normal colonial
growth on supplemented solid DMEM medium pH 7.4. In contrast to colonies of wild
type isolates, ∆pacC mutants exhibit fewer peripheral invasive hyphae and are com-
posed of a denser hyphal network due to a hyperbranching morphology (Bertuzzi et al.,
2014). Null mutants of the MetR transcription factor (Amich et al., 2013) (encoded
by AFUB 063610) demonstrate reduced rates of spore germination and germ tube for-
mation and null mutants of SebA (encoded by AFUB 066180) demonstrate reduced
growth rates under various nutrient limiting conditions (Dinamarco et al., 2012).
We have also considered a Poisson(1) prior distribution on the number of change-
points. As already demonstrated in Section 4.1, in this case the sampler selects a larger
number of change-points which are less interpretable. The reader is referred to Section
C of the Appendix.
5 Discussion
A method for inferring the number of change-points in the underlying piecewise linear
mean function of replicated time-series has been presented. A crucial characteristic of
the model is that each time-point may have its own mean, an assumption which intro-
duces an overfitting number of parameters. The method is able to penalize overfitting
models by using an exponentially decreasing prior distribution (Castillo and van der
Vaart, 2012) on the number of change-points and it was demon strated that this ap-
proach leads to a posterior distribution that can accurately recover the underlying
sparse structure of the model.
We considered that the variance may be fixed or treated as unknown. In the first
case we used a plug-in estimate arising from a pre-processing stage of the data. More-
over two different variance parameterizations were introduced, depending on whether
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the variance of each time-point is shared between different time-series or not. We have
also discussed the case where the variance is treated as unknown, updating its state by
an extra Gibbs sampling step. According to our simulations, the samplers with fixed
variance (s1 and s2) are quite competitive with the sampler s3 which also updates the
variance. From a Bayesian point of view, it is preferable to use sampler s3 since all
parameters are jointly inferred, however, samplers s1 and s2 are more beneficial from
a computational point of view.
There are many interesting extensions of our research. For example, one could
assume more general models between replicates, such as a multivariate normal distri-
bution with full covariance matrix and/or replicate-dependent means, or even models
that are not necessarily normal. The core mechanism of the proposed MCMC sampler
will be the same in these situations and it would be interesting to investigate whether
the method can produce robust results in such settings. In our setup we observed that
our sampler does not face any convergence issues and quickly reaches to a state where
the number of change-points reflects the underlying structure of the model. In the
previously mentioned generalizations however, it might be beneficial to seek ways of
improving the mixing and accelerating convergence by e.g. embedding our sampler to
parallel-tempering schemes. Another interesting extension of our research is to explore
the usage of data transformations for stabilizing the variance of time series along time.
In our biological application, we found that all of the slow-growing mutant strains
identified by our method, and which had previously been characterised in the literature,
were known to play roles in fungal morphogenesis. Further experiments are planned
to explore how the growth dynamics of the mutants considered here changes under
different environmental conditions. Our simple change-point method provides a useful
low-dimensional model of the growth dynamics to explore gene-environment effects on
the growth phenotype.
6 Software and data availability
Our algorithm is available as an R package (Papastamoulis, 2017) at the Comprehensive
R Archive Network (R Development Core Team, 2008). Scripts to reproduce real and
simulated data analysis are available online at https://github.com/
mqbssppe/growthPhaseMCMC.
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A Details of the MCMC sampler
The following pseudo-code summarizes the workflow of the proposed Metropolis–Hastings
MCMC sampler for samplers s1 and s2.
1. Pre-processing step to estimate the variance according to Equation (22) (for sam-
pler s1) or (23) (for sampler s2).
2. For n = 1, . . . , N
(a) Give some initial values `
(0)
n ,θ
(0)
n , τ
(0)
n
(b) For m = 1, . . . ,M
i. Move 1: Propose addition or deletion of a change-point and accept
the candidate state `′n, τ ′n according to Equation (15) or (16), respec-
tively. In case of acceptance set
(
`
(m)
n , τ
(m)
n
)
= (`′n, τ ′n), otherwise(
`
(m)
n , τ
(m)
n
)
=
(
`
(m−1)
n , τ
(m−1)
n
)
.
ii. Move 2: Propose to update the mean parameters and accept the can-
didate state θ′n according to Equation (17). In case of acceptance set
θ
(m)
n = θ
′
n, otherwise θ
(m)
n = θ
(m−1)
n .
iii. Propose to update the change-points: with probability 0.5 choose Move
3.a, otherwise choose Move 3.b. Accept the candidate state τ ′n accord-
ing to (18). In case of acceptance set τ
(m)
n = τ ′n.
iv. Move 4: Update the mean parameters that are not allocated to a
change-point by sampling from the prior distribution.
In the case that the variance is unknown,the sampler is augmented by an extra Gibbs
sampling step, which will update the variances using the full conditional distributions
descibed in Section 3.3 of the paper.
In the presented applications we considered that the total number of MCMC iter-
ations is equal to M = 70000, while the first 20000 are discarded as burn-in period.
The parameters of the MCMC sampler are defines as follows: c = 0.05 (Move 2),
d1 = 1 (Move 3.a), d2 = T/20 (Move 3.b). The MCMC sampler is initialized from
a state with one randomly selected change-point. The parameters θn are initialized
from the mean of the multivariate normal distribution corresponding to the posterior
distribution arising from Equation (7) and (20), for n = 1, . . . , N .
B Simulation study details
We considered simulated datasets of length T = 1000 time-points consisting of N =
1000 independent multivariate observations. Three simulated datasets of dimensional-
ity N×R×T were genera ted according to (4) considering that the number of replicates
(R) is equal to R = 3 or 6. For n = 1, . . . , N , the number of change-points `n is drawn
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Figure B.5: An example of 10 subjects from the simulated time-series with T = 1000
time-points with 3 replicates (blue, red, green) and number of change-points equal to
0, 1, . . . , 9 (indicated by dashed vertical lines).
uniformly at random from the set {0, 1, . . . , 9}. Given `n > 0, the “global position” of
the j-th change-point is generated as
τj =
T
(`n + 1)
j + yj , j = 1, . . . , `n (B.26)
where yj denote independent draws from the Binomial(100, 0.5) distribution, j =
1, . . . , `n; n = 1, . . . , N . According to this scheme note that E(τj+1 − τj) = T(`n+1)
and Var(τj+1 − τj) = 50.
Recall that our model assumes that the replicates are iid random variables for a
given time-point t and time-series n. However, we would rather benchmark our method
in case that this assumption is not necessarily true. In order to introduce extra noise
between replicates we assumed that the true change-point for each replicate has some
variation around the time-point in Equation (B.26). Therefore, it was considered that
replicate r changes its mean function at time
τ ′jr = τj + dzjr (B.27)
where d ∼ DU{−1, 1} and z ∼ P(2), independent for r, j, where P(·) denotes the
Poisson distribution. The expression level of each subject n = 1, . . . , N was initialized
at time-point t = 1 by a baseline mean equal to zero for the first phase. In case that
the number of change-points for subject n is positive (`n > 0), the expression level for
each phase was assumed to correspond to a linear function by randomly generating the
slope Sj for each consecutive phase according to Sj = ωj |Yj | where Yj ∼ N (0, 0.32),
independent for j = 1, . . . , `n. ωj denotes a discrete random variable with values in
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{−1, 1}, distributed according to a Markov process with P(ωj = 1|ωj−1 = −1) =
P(ωj = −1|ωj−1 = 1) = p, where p = 0.8.
Each replicate was allowed to have some variation around the endpoints of each
phase according to the N (0, σ2rep) distribution, where
σ2rep = 1 . (B.28)
B.1 Simulation study 1: different variance per time-series
Regarding the observation variance σ2nt it is assumed that
σ2nt ∼ G
(
1,− 0.9
T − 1 t+
T − 0.1
T − 1
)
,
independent for t = 1, . . . , T and n = 1, . . . , N . Note that {σ2nt;n = 1, . . . , N} is
a random sample of size N from a Gamma distribution. In order to estimate the
variance per time point and time series both estimators (22) and (23) are considered.
Figure B.5 illustrates a random subset of 10 simulated time-series with a number
of change-points ranging in 0, 1, . . . , 9. Note that there is strong heterogeneity between
time-series and that there are instances where replicates deviate from the iid assump-
tion. We will refer to the specific data generation procedure with the term “noisy
scenario”. Note that when d = 0 in Equation (B.27) and σ2rep → 0 in Equation (B.28)
the simulation scenario does not introduce any extra noise between replicates and the
data is generated b y the assumptions imposed by the proposed model. Note that the
results of this simulation procedure are shown in Figure 2 of the main paper.
Next we perform some prior sensitivity checks by considering different combinations
of the hyper-parameters. Figure B.6 shows the selected number of change-points using
the approximate MAP estimate from the MCMC sample. Prior-sensitivity checks are
performed by considering that α ∈ {1, 2} in Equation (10), ν0 ∈ {0.01, 0.1} in Equation
(7) and (α0, β0) ∈ {(0.1, 0.1), (1, 1)} in Equations (22)-(23). The results are stratified
with respect to the true number of change-points used to generate each time series and
we conclude that it is accurately estimated in most cases. Recall that the parameter
α controls how fast is the exponential decrease in the prior distribution of the number
of change-points, hence larger values of α yield heavier penalties for complex models.
This behaviour is reflected in Figure B.6 where we observe that α = 1 tends to produce
larger MAP estimates than α = 2. Observe also that the results are reasonably robust
with respect to the parameter ν0.
B.2 Simulation study 2: same variance per time-series
In this section we replicate the “noisy” simulation scenario of Section B but now the
variance is restricted to be the same between time series. More specifically, it is assumed
that σ2nt = σ
2
t for all n = 1, . . . , N and that
σ2t ∼ G
(
1,− 0.9
T − 1 t+
T − 0.1
T − 1
)
,
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α = 1, ν0 = 0.01, α0 = β0 = 0.1
(a) Using variance estimator (22) (b) Using variance estimator (23)
Figure B.6: Estimation of the number of change-points on synthetic datasets generated
under different variance per time series. The variance was estimated according to (a):
the different variance estimator (22) and (b): the same variance estimator (23). Differ-
ent combinations of prior parameters (α, ν0, α0, β0) were used to the MCMC sampler.
Each pair of numbers in the horizontal axis displays the true number of change-points
(first entry) and number of replicates (second entry).
23
independent for t = 1, . . . , T . Furthermore, we also consider the “exact” simulation sce-
nario where no additional noise is introduced between replicates and expression levels.
In order to estimate the variance per time point and time series we used the estimator
in (23). Then, the MCMC sampler was run with the same number of iterations and
burn-in period as previously (70000 and 20000, respectively).
The estimate of the number of change-points are shown in Figure B.7.(a) and B.7.(b)
for the noisy and exact simulation scenarios. We should note that the results are
improved when replicating the analysis based on simulated datasets which are generated
exactly by the assumed model, as illustrated in Figure B.7.(b), particularly when α = 1
and ν0 = 0.01.
C Benchmarking against the Poisson distribution on the
real dataset
Recall that in Section 4.1 we demonstrated, using simulated data, that the estimated
number of change-points tends to overfit when using a Poisson instead the complexity
prior distribution. Here, we illustrate that this is also the case on our real dataset. We
consider again a Poisson(1) distribution, truncated on the set {0, 1, . . . , 30} and use the
same four time-series of the real dataset, depicted in Figure 1 of the main paper. As
shown in Figure C.8, the posterior distribution of the number of change-points under
the Poisson prior distribution supports much larger values than the complexity prior.
The estimated posterior mode of the number of change-points correspond to 5 for “plate
5 E1” (instead of 1 under the complexity prior), 5 for “plate 1 F4” (instead of 2), 6 for
“plate 1 A3” (instead of 3) and 7 for “plate 2 C4” (instead of 4). We conclude that
in this case the sampler assigns additional change-points to intermediate observation
periods, compared to the ones selected under the complexity prior. These additional
change-points identify very small changes in the slope of the time-series and they do
not contribute much in the interpretation of growth characteristics.
In order to further inspect the differences between the results arising from the two
different prior assumptions, let us define the following random variables:
znt =
{
1, if t ∈ {τ1, . . . , τ`n}
0, otherwise
(C.29)
for t = 1, . . . , T , n = 1, . . . , N . Note that znt is a binary random variable with 1
denoting the event that a change-point is assigned at time-point t, t = 1, . . . , T , for
time-series n = 1, . . . , N . The posterior probability P (znt = 1|x, `n) can be estimated
directly by averaging across the MCMC output. Figure C.9 illustrates the estimates of
these posterior probabilities for a subset of four time-series. The peaks correspond to
the locations of sampled change-points across the MCMC run. Notice that a blue peak
is always accompanied by a red one, which means that under the Poisson distribution
the set of inferred change-points actually contains the change-points locations selected
from the complexity prior. However, the reverse is not necessarily true, especially
24
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(a) Noisy Scenario (b) Exact Scenario
Figure B.7: Benchmarking the estimation of the number of change-points on synthetic
datasets according to the “noisy” and “exact” simulation scenarios. Different combi-
nations of prior parameters ν0 in Equation (7) and α in Equation (10) were used to the
MCMC sampler. Each pair of numbers in the horizontal axis displays the true number
of change-points (first entry) and number of replicates (second entry).
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Figure C.8: Change-point locations conditionally on the MAP number of change-points
according to a Poisson(1) prior distribution, truncated on the set {0, 1, . . . , 30} for four
time-series of our real dataset.
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Figure C.9: Estimated posterior probabilities of the binary state variables znt, t =
1, . . . , T in Equation C.29 for four time-series of the real dataset, conditionally on
the most probable number of change-points (n`), according to the complexity and
Poisson(1) prior distributions on the number of change-points. The results are averaged
across 20 independent chains.
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for the first time series (”plate 5 E1”). Finally, notice that under the complexity
prior distribution all intermediate time-points between two peaks are assigned zero
posterior probabilities of containing change-points. This is not the case for the Poisson
prior distribution, where all time-points contain a change-point with strictly positive
posterior probabilities, which is due to the presence of the additional change-points.
D Additional benchmarking against the narrowest-over-
threshold method
In this section we provide some additional results regarding synthetic and true datasets
when using the not package of Baranowski et al. (2016). We consider one of our
simulated datasets as well as one time-series of our real data, which illustrate the
typical performance of each method in our data. As already mentioned, not deals with
univariate time-series so in order to apply this method we averaged across the replicates
of the time-series. The results are illustrated in Figure D.10. The first column consists
of a simulated dataset (using the same generating mechanism described in Section B,
where the number of change-points is equal to 3 and our proposed method is able
to succesfully detect it (shown in first row of Figure D.10). On the other hand, the
method of Baranowski et al. (2016) overfits the number of change-points. A similar
pattern is illustrated for the real dataset shown in the second column of D.10, where
the narrowest-over-threshold method infers a much larger number of change-points
compared to our approach, which is not realistic.
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