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Abstract
To study the fundamental physics of complex multiphase flow sys-
tems using advanced measurement techniques, especially the electrical
capacitance tomography (ECT) approach, this article carries out an ini-
tial literature review of the ECT method from a point of view of signal
processing and algorithm design. After introducing the physical laws gov-
erning the ECT system, we will focus on various reconstruction techniques
that are capable to recover the image of the internal characteristics of a
specified region based on the measuring capacitances of multi-electrode
sensors surrounding the region. Each technique has its own advantages
and limitations, and many algorithms have been examined by simulations
or experiments. Future researches in 3D reconstruction and other poten-
tial improvements of the system are discussed in the end.
1 Introduction
The electrical capacitance tomography (ECT) technique belongs to the big fam-
ily of tomography approaches. Similar ideas include computerised tomography
(CT) and Electrical impedance tomography (EIT), etc., which have been famil-
iar to people. Literally, the word tomography is derived from “tomo-” meaning
“to slice” and “graph” having a meaning of “image”. So it means to see the
object we are interested in by having its images slice by slice.
Technically, tomography refers to the process of exploring the internal struc-
ture of an object through integral measurements without the need to invade the
object. It is often perceived as an imaging tool for industrial monitoring or
medical examination purposes. An applicable tomography technique often has
two features: 1) non-invasive, which means no direct contact between the sensor
and the region of interest; 2) non-intrusive, which means the measuring process
does not change the nature of the object being examined.
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Figure 1: An ECT system [2].
ECT is a tomography technique that has these two features. It exploits
measurements of the electrical capacitance obtained from multi-electrode sen-
sors located surrounding the object or region of interest. This object or region
usually refers to an industrial vessel or pipe containing two materials of dif-
ferent permittivities, and the measurement signals are used to reconstruct the
permittivity distribution as well as the material distribution over the cross sec-
tion by utilizing a suitable reconstruction algorithm [1]. So in practice ECT is
often used to image cross-sections of the industrial process containing dielectric
materials.
The technique of ECT has been developed for decades, and still attracts lots
of attentions from both scientific researchers and experts from industry. The
great interests in ECT for applications have been motivated by its high speed,
high safety and low cost. It also suits for vessels of different sizes. A typical ECT
system is shown in Fig.1, which consists of three main parts: a multi-electrode
sensor, an acquisition hardware and a computer for hardware control and image
processing. Apparently, it is non-invasive and non-intrusive. Specifically, the
multi-electrode hardware in ECT typically has n electrodes surrounding the wall
of the process vessel as illustrated, and the number of independent capacitance
measurement in such a configuration is 1/2 · n(n − 1) due to the independent
number of sensor pairs within n sensors. The final objective is to recover the
cross section or even 3D images by using these measurements. This problem is
underdetermined, since number of measurements is far fewer than the number of
pixels in the reconstructed image, and the highest recorded resolution normally
does not exceed 3% of the imaging domain [2]. Thus various reconstruction
algorithms are developed to cope with this difficulty.
In the remaining parts of the article, the physical laws of ECT system will
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be explained in Section 2; then we will put the main emphasise on the review
of reconstruction algorithms in Section 3; finally Section 4 concludes and article
and some future work will be discussed.
2 Fundamentals of Electrical Capacitance To-
mography
As mentioned ECT provides a unique way of non-intrusive probes, and it allows
for a detailed analysis of multiphase flow morphology. Here, the permittivity
distribution inside a pipe, corresponding to the material distribution, is ob-
tained from capacitance between all pairs of sensors located around the pipe’s
periphery. The relationship between the spatial distribution of the permittivity
and the measured capacitances can be derived from Maxwell’s equations and
Gauss’ law as
∇ ·D(r) = ρv(r), (1)
where D(r) is the electric flux density, ρv(r) represents the volume charge den-
sity, and ∇· is the divergence operator. Denoted the spatial permittivity distri-
bution ǫ(r), the electric field intensity E(r) and the electric potential distribu-
tion φ(r), because D = ǫ(r)E(r) and E(r) = −∇φ(r) where ∇ is the gradient
operator, then we have
D = −ǫ(r)∇φ(r). (2)
Since the total electric flux over all the electrodes surfaces is equal to zero, we
have the Poisson’s equation:
∇ · [ǫ(r)∇φ(r)] = 0, (3)
and the boundary conditions are φ = Vc for excited electrode and φ = 0 for other
electrodes. For the two-dimensional case r = (x, y), the relationship between
the capacitance and permittivity distribution can be expressed by the following
equation:
C =
Q
Vc
= −
1
Vc
∮
S
ǫ(x, y)∇φ(x, y)ds, (4)
where Q is the total charge, S denotes the closed line of the electrical field,
ǫ(x, y) is the permittivity distribution in the sensing field, and Vc is the potential
difference between two electrodes forming the capacitance.
Equation (4) can be simplified in some circumstances. If an ideal parallel-
plate sensor with homogeneous permittivity distribution, it becomes
C = ǫ0ǫr
A
d
, (5)
where ǫ0 is the permittivity of vacuum, ǫr is the relative permittivity of the
material inside the sensor, A represents the area of the plates and d is the
distance between the two plates. However, the geometry distribution of ECT
sensors is more complicated. In (4) φ(x, y) is also a function of ǫ. Therefore the
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capacitance between electrode combinations can be considered as a function of
permittivity distribution ǫ:
C = f(ǫ), (6)
where f is a non-linear function, and elements ofC are not redundant elements of
electrode pairs [C1,2, C1,3, · · · , C1,n, C2,3 · · ·CN−1,N ]. If we take the differential
on both sizes, the change will be
△C =
df
dǫ
(△ǫ) +O((△ǫ)2). (7)
due to the Taylor expansion, where df
dǫ
is the sensitivity of the capacitance versus
permittivity distribution, and O((△ǫ)2) represents the higher order terms of
(△ǫ)2. Because △ǫ is usually small, the high order term is often neglected.
Then (7) can be linearized in a matrix form:
△C = J△ǫ, (8)
where △C ∈ RM , J ∈ RM×N is a Jacobian/sensitivity matrix denoting the sen-
sitivity distribution for each electrode pair, and △ǫ ∈ RN , N ≫M . As a result,
the non-linear forward problem has been formulated to a linear approximation.
Generally in ECT, (8) can be written in a normalized form
λ = Sg, (9)
where λ ∈ RM is the normalized capacitance vector, S ∈ RM×N is the Jacobian
matrix of the normalized capacitance with respect to the normalized permittiv-
ities, which gives a sensitivity map for each electrode pair, and g ∈ RN , N ≫M
is the normalized permittivity vector, which can be visualized by the colour den-
sity of the image pixels. The sensitivity maps for the conventional sensor are
shown in Fig. 2. Because there are n electrode pairs,M should be 1/2 ·n(n−1).
The objective of the reconstruction algorithm of ECT is to recover ǫ(x, y) from
measured capacitance vector C. While in the discrete linear model, it is to
estimate g given λ, and S is seen as a constant matrix determined in advance
for simplicity.
There are several difficulties of the reconstruction problem. Firstly, (9) is
under-determined so the solution is not unique [2]. Secondly, (4) is even harder
to solve since it is ill posed and not linear, its linear form (9) is very sensitive
to disturbances of λ. At last, S is not always constant in practice. It varies for
different permittivity distributions. In the following section we will introduce
several reconstruction algorithms that can overcome these obstacles to some
extent.
3 Reconstruction Algorithms
Generally speaking the reconstruction algorithms can be categorized in two
groups: direct algorithms and iterative algorithms. Direct algorithms are faster
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Figure 2: Sensitivity maps for the conventional sensor [3].
and hold the assumption that the sensitivity does not change as a function of
permittivity distribution. Iterative algorithms are slower with regard to the
speed but usually have better performances. Firstly we will introduce several
direct algorithms, including linear back projection (LBP), algorithm based on
singular value decomposition (SVD) and algorithm based on Tikhonov regular-
ization.
3.1 Direct Algorithms
3.1.1 Linear Back Projection
Linear back projection (LBP) technique is based mainly on the sensitivity ma-
trix model and assume that sensitivity matrix is invariant. Each element of the
matrix S is obtained from the response of a pair of electrodes to a perturbation
of high electrical permittivity in the imaging domain. Then the elements are
normalized by the relative capacitance:
λi,j =
Ci,j − C
l
i,j
Chi,j − C
l
i,j
, (10)
where λi,j is the element of λ with the jth capacitance pair and ith pixel, Ci,j
is the measured capacitance, and Chi,j , C
l
i,j are the capacitances when the pipe
is filled with high or low permittivity materials, respectively. λ is the vecterized
λi,j for all i, j ∈ 1, · · · , n, i 6= j The forward problem is formulated in (9). If the
inverse of S exists, the inverse problem has a solution:
g = S−1λ. (11)
When the inverse of S does not exist, the image vector can be obtained from
a linear mapping from the capacitance vector using the transpose of sensitivity
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matrix as
g = STλ, (12)
or a normalized version:
g =
STλ
STuλ
,uλ = [1, 1, · · · , 1] , (13)
where uλ is an identity vector.
3.1.2 Approach based on SVD
If we consider the errors occurred in the measurement process, (9) becomes
λ = Sg + e, (14)
where e is the capacitance measurement error which satisfies certain distribu-
tions, such as Gaussian random distribution. Then the least square solution to
(14) would be
g = (STS)−1STλ. (15)
However when the (STS)−1 is not computable, a pseudoinverse operator can be
formulated as follows:
S = UΣVT , (16)
which is the SVD of S. Then the pseudoinverse of matrix S can be calculated
as
S⊺ = VΣ−1UT , (17)
where Σ−1 is given by
Σ−1 = diag [1/σ1, 1/σ2, · · · , ] , (18)
where σi, i ∈ {1, 2, · · · } are the singular values of S. Then the reconstruction
equation becomes:
g = S⊺λ. (19)
We can also implement a truncated SVD to improve the performances of
situations that an obvious gap exists between singular values. The truncated
version of SVD also utilize (17) to calculate S⊺ but with a modified version of
Σ−1:
Σ−1 = diag [w1/σ1, w2/σ2, · · · , ] (20)
where wi =
σ2
i
σ2
i
+µ
, i ∈ {1, 2, · · · }, µ is a positive regularization parameter. The
algorithm based on truncated SVD is less sensitive to high frequency noise
involved in the measurements.
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3.1.3 Tikhonov regularization
Regularization methods have been developed for many years to solve ill-posed
inverse problems. Specifically, Tikhonov regularization is verified as an efficient
method to solve the ill-posed problems in ECT. To cope with the situations that
STS is not invertible, the equation (15) can be modified based on the standard
Tikhonov regularization procedure as
g = (STS+ µI)−1STλ, (21)
where I is an identity matrix and µ is a positive regularization parameter. In
practice, the quality of reconstructed images depends strongly on µ. In mathe-
matics, (21) can be derived from a more general form of Tikhonov regularization
problem which tries to optimize:
argmin
g
||Sg − λ||22 + µ||g − gˆ||
2
2 (22)
where gˆ is the estimated g. Because gˆ is often difficult to obtain, setting gˆ as
zero gives the standard Tickhonov regularization in (21).
3.2 Iterative algorithms
3.2.1 Iterative Back Projection Algorithm
Linear back projection algorithm is based on the conventional linear back pro-
jection process to obtain the initial image. Then the values of capacitance is
updated from a forward projection. After that, the difference between the mea-
sured and estimated capacitances is calculated and back projected. These steps
are iterated until the difference approaches zero. In mathematics, the algorithm
can be stated as:
g0 = STλ
gk+1 = gk + αST (λ− Sgk)
(23)
where k = 0, 1, · · · denotes the number of iterations, α is a relaxation parameter
which
αk :=
||ST (λ− Sgk)||22
||SST (λ− Sgk)||22
. (24)
Here, the sensitivity matrix remains constant for all iterations. The sensitivity
matrix also can be updated during the iterations as an alternative approach.
3.2.2 Landwater Iteration and Steepest Descent Method
Landwater iteration is widely used in the optimization theory that leverages the
steepest gradient descent method to minimize the cost function. In our case the
cost function is to minimize 1
2
||Sg − λ||22, e.g. to minimize
f(g) =
1
2
(Sg − λ)T (Sg − λ)
=
1
2
(gTSTSg− 2gTSTλ+ λTλ).
(25)
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The gradient of f(g) is
∇f(g) = STSg − STλ = ST (Sg − λ), (26)
which means we choose the direction that f(g) decreases most quickly due to
the gradient descent method used here. Therefore the new image will be
gk+1 = gk − αk∇f(gk) = gk − αkST (Sgk − λ), (27)
where αk is a positive value determining the step size.
3.2.3 Iterative Soft Thresholding of Total Variation
In contrast to the previous methods, besides the least squares the this approach
uses the total variation (TV) term in the cost function [4]. Then the reconstruc-
tion problem in terms of the image gradient is thus:
min
g
||λ− Sg||22 + α||g||TV (28)
where g = {gx,gx} represents the pixels along x, y directions, respectively. The
lTV norm here denotes the total variation of the pixels along x and y direction.
Because the object in the pipe is normally not with complicate shape, it is rea-
sonable to assume that the total variation of g is small. Combining the steepest
descent idea from the previous algorithm, the iteration of soft thresholding (IST)
is similar to the Landweber algorithm with the form:
gk+1x = g
k
x + βdx,
gk+1y = g
k
y + βdy ,
(29)
where dx,dy are the descent directions with step length β. Then 2D soft thresh-
old update is applied to each element of gx and gy. The algorithm proceeds
until a convergence is arrived.
3.2.4 Other Algorithms
Except for the algorithms introduced above, there are lots of other iterative algo-
rithms, such as iterative Tikhonov methods (ITM) [5], algebraic reconstruction
technique (ART), algorithm based on neural network, accelerated model-based
iteration [6–8], nonquadratic regularizers algorithms include wavelet representa-
tions [9], sparse regression [10] and total variation [11,12], as well as algorithms
making use of the novel compressive sensing (CS) theory [13] etc. The details
are not expanded and people have interests may refer to [4, 8, 14].
4 Conclusion and Future Work
The ECT is still an attractive research field and people have done impressive
work in the area of hardware implementation and reconstruction algorithm de-
sign. Recently compressive sensing (CS) is also considered as an efficient ap-
proach in developing algorithms, because the sparsity and the structure infor-
mation can be effectively exploited in both theory and practice by using various
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reconstruction algorithms. Meanwhile 3-dimensional ECT has gained interests
due to its potential to generate volumetric images. Our future work will focus
on these two problems and try to address the issues by leveraging advanced
signal processing and visualization techniques.
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