ABSTRACT Although the direction aspect is as important as the distance aspect when retrieving spatial objects, the studies of direction-aware queries are limited. The direction-based surrounder query cannot guarantee good directional diversity. In this paper, we propose the direction-aware nearest neighbor query (DNN query), which can recommend the nearest objects and ensure that the results have good directional diversity. Given a query point q and an angular threshold θ, the DNN query searches for the nearest neighbors on various directions around q. The DNN query can apply to the scenario where the user searches for the nearest objects around him. It can also apply to the scenario where the user searches for the photos of a geographic object according to the locations where the photos are taken. It can find photos that capture different views of the query object. In this paper, we propose the point-DNN query, where the query object is a point, and extend it to the range-DNN query, where the query object is a rectangle. We design algorithms to answer the DNN queries and also conduct comprehensive experiments to evaluate the performances of the algorithms.
I. INTRODUCTION
In location-based services, a common task is to search for points of interests (POIs) with respect to (w.r.t.) a query point q, which is typically the user's position. The nearest neighbor query (NN query) finds the object which is nearest to q. For example, in Fig. 1 , the user q searches for the nearest coffee shop. The coffee shop p 1 is the answer for it is the nearest one. However, the user may be dissatisfied with the result, because the NN query recommends objects without considering his intention on the direction aspect. As Fig. 1 shows, if the user intends to go to school, he may satisfy with the result p 1 , while if he intends to go to hospital, he may wonder at the absence of coffee shops on this direction. Thus, directions are as important as distances when searching for spatial objects.
Although directions are so important, the study of direction-based queries is limited [1] - [7] . The first direction-based query is the direction-based surrounder query (DBS query) [1] , which aims at finding the objects that are nearer to q and scatter around q. The limitation of this query is its results present low directionally diversity. In the worst case, its result is a single object, when the objects distribute in
The associate editor coordinating the review of this manuscript and approving it for publication was Bora Onat. a spiral shape. In this paper, we propose the direction-aware nearest neighbor query (DNN query), which can present a good directionally diversity.
A. PROBLEM
Given a query point q, the direction of an object p is the orientation of the vector − → qp. We measure the direction using the polar angle 1 ω p of − → qp. Considering distances and directions, if an object p is the nearest one among all the objects serving a direction ω, p is the DNN for ω. An object p can serve a direction ω if the angular difference between ω and ω p is smaller than a threshold θ, since in real life people consider an object is almost on a direction if their directional difference is small. For example, in Fig. 1 , the object p 1 can serve ω = 0 • subject to θ = 45 • . Furthermore, p 1 is the DNN for the direction 0 • , because it is the nearest one among all the objects serving 0 • , i.e., {p 1 , p 5 , p 9 , p 7 }, whose directions fall into (0 • ↓ 45 • , 0 • ↑ 45 • ) 2 . We propose the point-DNN query and extend it to the range-DNN query.
B. POINT-DNN QUERY
The point-DNN query searches for the DNNs w.r.t. a single query point. Consider the example that we mentioned before, the LBS server may not know where is the user's direction, so it is better to return the nearest neighbors to diversity directions. For example, a DNN query can capture the nearest coffee shops (i.e., the solid points in Fig. 1 ) on all directions around q. Seeing these results, the user may satisfy with one coffee shop which is on his way to the destination. Consider another scenario where different tourists take many photos around a famous statue. Both the locations where the pictures are captured and the pixel information are stored in the image files, when the photos are taken using mobile devices. It is desirable to choose a set of photos that can capture different views of the statue (see Fig. 2 (a)) instead of finding those nearest photos from the same direction (see Fig. 2(b) ). To answer a point-DNN query, the challenge is there are infinite number of directions in [0 • , 360 • ) and it is impossible to enumerate the DNN for every direction. Our observation is that an object p is able to be the DNN for a direction range besides a single direction, and we say the direction range is occupied by p. Fig. 1 highlights the occupied ranges of the DNNs in different grey colors. To identify the occupied range of each DNN, we inspect objects in the ascending order of their distances to q, and judge whether they are the DNNs. At the same time, we enlarge the union of the occupied ranges incrementally. When the union reaches [0 • , 360 • ), we terminate and present the results. We also propose an R-tree-based algorithm to speed up the algorithm.
C. EXTENSION TO RANGE-DNN QUERY
The range nearest neighbor query (RNN query) retrieves the nearest neighbor for every point in a query range ( [8] - [10] , etc.). We extend the point-DNN query to the range-DNN query, which searches for the DNNs w.r.t. every point in a rectangle. In the coffee shop scenario, the range-DNN query can be used when the user's location is uncertain. Typically, to protect the user's privacy, a common method is to blur his exact location by a cloaked region [11] . In the picture searching scenario, if the query object is a large building, we should abstract it as a rectangle Q, which can enclose the geographic area it covers. In Fig. 3 , given the query rectangle Q, the results are shown as the solid points around Q. To answer the range-DNN query, the challenge is that there are infinity number of points in Q and thus it is impossible to find the DNNs for every point. Our observation is that most objects cannot be the DNNs w.r.t. every point in Q, because they are full-dominated by some object pairs. An object p is full-dominated by an object pair (a, b) if it is farther than both a and b on all the directions it serves. Our method is to select such object pairs of every object p and judge whether p can be full-dominated by them. After filtering out the full-dominated objects, the remaining ones are the results. In summary, the contributions of this paper are as follows.
• Although directions are as important as distances, the study of direction-based queries is limited (Section II-B). We propose a new spatial query, i.e., the DNN query, which searches for nearest objects on various directions w.r.t. the query object q (Section II-A). The DNN query results present a good directionally diversity.
• We study and design algorithms to answer both the point-DNN query, which searches for the DNNs w.r.t. a single query point (Section III), and the range-DNN query, which searches for the DNNs w.r.t. a query rectangle (Section IV).
• We evaluate the proposed algorithms on both real and synthetic datasets. The experimental findings can verify the time complexity analyses (Section V).
II. PRELIMINARIES
In this section, we first formulate the DNN queries (Section II-A). Second, we summarize various directionaware queries and direction-blind queries which can also present nearest neighbors around a query point like our DNN query. We analyze the differences between our DNN query and these queries (Section II-B).
A. DNN QUERIES
Given a set of objects P and a query point q in the two-dimensional Euclidean space, the direction of an object p i ∈ P w.r.t. q is the orientation of the vector − → qp i , which can be measured by the polar angle of p i in a polar coordinate system, where q acts as the pole and the positive x-axis acts as the polar axis. We use ω p i , or ω i for simple, to denote p i 's direction. For example, in Fig. 1 , the directions of objects are shown in the right table.
An example of a DNN query We consider p i can serve a direction ω j which is very close to ω i . We use the threshold θ to limit the difference of two directions.
Definition 1 (Serve): Given a query point q and an angular threshold θ, an object p i ∈ P serves a direction ω j ∈ [0 • , 360 • ), if the difference between ω i and ω j is smaller than θ, i.e., ω i , ω j < θ, where ω i is the direction of p i . The difference between two directions, i.e., ω i , ω j , is nonnegative and can be figured out using
For example, in Fig. 1 
where DNN ω j denotes the DNN, ·, · denotes the Euclidean distance between two points, and P ω j denotes the set of objects serving ω j , i.e., ω j , ω i < θ, ∀p i ∈ P ω j . For example, in Fig. 1 We use RDNN(P, q, θ) to denote a range-DNN query.
B. RELATED WORK 1) DBS QUERY
The DBS query [1] is most relevant to our DNN query. The DBS query finds the objects that cannot be dominated by any other objects considering distances and directions. Given a query point q and an angular threshold θ, an object p i can dominate another object p j if p i is closer to q and the angular difference between their directions is smaller than θ.
In Fig. 4 , to illustrate the DBS query, we use the same dataset {p 0 , . . . , p 9 } and the same q in Fig. 1 The limitation of the DBS query is its results present low directionally diversity. It means that there is no result in many directions. As Fig. 4 shows, there is no result to the left of q, though objects p 3 and p 6 are there. The two objects are not selected for they are dominated by p 0 and p 4 , respectively. The strict dominance relationship causes the low directionally diversity. However, in our DNN query, p 3 and p 6 can be identified to be the results.
In the worst case, the DBS query result is a single object, when the distribution of the objects likes a spiral. Assume that a set of objects P = {p 1 , p 2 , . . . , p 9 } follow the spiral distribution. Specifically, the directions of the objects are
) and the distances of the objects follow p i is nearer than p i+1 . Given θ = 40 • , p i can dominate p i+1 . Consequently, only p 1 can be returned as the result.
2) OTHER RELATED WORK
In the spatial database area, including the DBS query [1] , there are insufficient number of papers considering the VOLUME 7, 2019 importance of directions. As a variant of the DBS query, the reverse direction-based surrounder query (DBSreverse) [2] searches for the users who regard the query object as a DBS point. The direction-aware bichromatic reverse nearest neighbor query (DBRNN) [3] finds the nearer dynamic RNNs, i.e., the reverse nearest neighbors ( [12] , etc.), which are moving towards to the user q. The DBS-reverse and DBRNN are different from our DNN query for they focus on the reverse relationship between the users and the objects.
The direction-aware spatial keyword search (DESKS) [4] searches for the nearest objects which are in a direction range and have the required keywords. As a variant of DESKS, the direction-aware collective spatial keyword query (DESKS-Comb) [5] searches for a combination of a primary object and some enclosed objects. The primary object satisfies the required distance and direction and also has the keywords. The enclosed object has the keywords and are nearer to the primary object. The DESKS and DESKS-Comb search for objects on a specific direction range, while our DNN searches for objects on various directions. The direction-aware why-not spatial keyword query (DESKSWhy) [6] aims at refining an original DESKS query in order to include the missing objects with the lowest penalty. The query target of DESKS-Why is different from our DNN query. The direction-constrained k nearest neighbor query (DCNN) [7] searches for the nearer objects that satisfy the required orientations. DCNN is different from the queries above (including our DNN query), because in DCNN queries the objects have their own orientations which are independent of the query point q.
Except the direction-aware queries, some direction-blind queries can also find the nearer objects around the query point q. The nearest surrounder query (NS) [13] - [15] searches for the nearest object around q. In NS query, the objects are rectangle-shaped. An object is regarded as a result if its boundary is nearest to q than other objects' boundaries. Due to the continuity of the boundary, the object keeps being the result in a direction range. NS is different from DNN because in DNN the objects are points rather than rectangles. Even if an NS result occupies a direction range like DNN, NS cannot find results on the direction where is lack of objects, however, DNN can find results on such directions. The visible nearest neighbor query (VNN) [16] - [18] searches for the nearer objects that are not shaded by obstacles in the space. If the obstacles locate around q, the VNN results may distribute in a directionally diverse manner. VNN is different from DNN because DNN assumes no obstacles in the space.
In pattern recognition, the sensitivity to k is the key issue of kNN classifiers. To select high-quality kNNs, [19] proposes a kNN-based classifier based on the sparse coefficients which can well reflect the neighborhood structure of data, and [20] proposes a generalized mean distance-based kNN classifier, where the k local mean vectors per class are calculated and they can represent the local sample distributions of each class.
III. POINT-DNN QUERY
In this section, we introduce algorithms to answer the point-DNN query. Section III-A defines the dominance relationship and proposes a baseline algorithm to identify DNNs based on the dominance relationship. Section III-B improves the baseline algorithm with the support R-tree.
A. BASELINE ALGORITHM
Like the DBS query [1] , the straightforward approach is to check the objects in the ascending order of their distances to q and identify the ones that are the DNNs. If an object p can be the nearest one for some directions in its serving range (ω p ↓ θ, ω p ↑ θ), it is selected as a DNN. In the DBS query, an object is selected if it cannot be dominated by any other objects. The dominance happens when an object is farther than another object and the angular difference of their directions is smaller than θ. However, due to this dominance relationship, some objects are missing for the directions which are in fact served by objects. For example, in Fig. 1 , p 6 is dominated by p 4 and p 3 is dominated by p 0 , and they are not selected by the DBS query. Therefore, in this paper we define a new dominance relationship. Unlike the DBS query, in our definition an object should be dominated by an object pair rather than a single object. 
Definition 5 (Dominance in DNN): An object p i is dominated by an object pair
Proof: 9 , ω 1 ], and (3) ω 9 , ω 1 < 2θ. Similarly, we can find other dominance relationships, i.e., p 9 ≺ (p 7 , p 1 ), p 8 ≺ (p 0 , p 7 ), and p 2 ≺ (p 1 , p 4 ). Notice that according to this dominance definition, p 6 and p 3 cannot be dominated. After removing the objects being dominated, the remaining ones are the DNNs.
Accordingly, we propose an algorithm to find the DNNs based on this dominance relationship. The algorithm inspects the nearest neighbors of q in the order of their distances and updates the occupied ranges incrementally. An object p can be the DNN of a direction range, which is called the occupied direction range of p.
Definition 7 (Occupy): If an object p is the DNN for every direction in the range R, p occupies R.
For example, in Fig. 1 , given the query point q and threshold θ = 45 • , the DNNs and their occupied ranges are in Eq. 4. 
, where NN i and NN j are inspected before NN k and at least one of them (for example, NN i ) is not a DNN. Assuming that NN k is dominated by (NN i , NN j ), one member of the pair should locate between s t and s t+1 to make the direction difference smaller than 2θ. However, the object, which is nearer than s t and s t+1 , does not exist between s t and s t+1 . Third, NN k cannot be dominated by the object pairs (p i , p j ), where p i and p j have not been visited yet, because
In other words, NN k is a DNN if the condition in Theorem 8 is satisfied. We check NN k 's until the following termination condition is satisfied.
Since ω s t , ω s t+1 ≤ 2θ, p i must be dominated by (s t , s t+1 ) according to Theorem 6. Algorithm 1 summarizes the baseline approach. Function SortByDist() sorts objects P according to their distances (line 1). Next, the objects are inspected in turn (from line 2 to line 7). Function GetDir() figures out the direction of the current NN k (line 3). Function GetDirNeib() finds the predecessor s t and the successor s t+1 of NN k in the current result list L (line 4). If the direction distance between s t and s t+1 is larger than 2θ (line 5), NN k is identified to be a DNN and inserted into L according to Theorem 8 (line 6). After the insertion, function CanTermEarly() determines whether the algorithm can terminate (line 7). According to Theorem 9, if the direction difference between every (s t , s t+1 ) is not
Algorithm 1 PointDNNBaseline
input : P is the object set; q is the query point; θ is the angular threshold. output: The result list L.
larger than 2θ , the algorithm can terminate. At last, the result list L is returned (line 8). The time complexity of sorting at line 1 is O(n log n) where n is the total number of objects. The for loop essentially builds a sorted list containing k elements, where k is the number of DNNs found. This procedure costs O(k 2 ) time. Therefore, the time complexity of Algorithm 1 is O(n log n + k 2 ).
B. PRUNING ALGORITHM BASED ON R-TREE
R-tree ( [21] , etc.) can make spatial queries to be answered more efficiently by reducing the search space. The R-tree based algorithm inspects objects in the order of their distances by using a priority queue, and it also maintains a result list L. When the top element is NN k , we determine whether it can be dominated according to Theorem 8. If it cannot be dominated, we insert it into L. When the top element is an MBR (i.e., mbr i ), we determine whether all the objects in mbr i can be dominated according to the following theorem. We prune the MBRs using Theorem 10. The remaining MBRs are expanded and their child nodes are pushed into the queue. The procedure continues until the queue is empty. Algorithm 2 summarizes the R-tree based method. First, we push the root node of R-tree into the priority queue que and set its priority to be 0 (from line 1 to 3). Next, in the While loop, every time we process the top element of que. From line 7 to 9, if the top element is a leaf node, function IsDomedPt() checks whether it is a DNN according to Theorem 8. The DNN found is pushed into L. From line 11 to 14, if the top element is an internal node, we get its each child node c j . Function IsDomedMBR() checks whether c j contains DNNs according to Theorem 10. If c j probably contain DNNs, we push it into que. The While loop terminates when que is empty, and L is returned.
Algorithm 2 PointDNNRtree
input : q, θ, and tree which is the R-tree indexing P. Algorithm 2 retrieves the k nearest neighbors of q incrementally with the support of a priority queue. The time cost consists of three parts, i.e., (1) inserting and deleting the queue elements, (2) fetching the elements from the R-tree, (3) checking whether the elements are dominated. Part-(1) depends on the queue size h and the number of elements inserted into the priority queue (denoted as H ). The time complexity of this part is O(H log 2 h) for a priority queue is typically implemented by using a binary heap. Part- (2) takes O(H log t n) time where t is the number of children per node, since the traversal from the root node to a leaf node costs O(log t n). Part-(3) depends on the number of objects in the list L which is at most k. The algorithm iterates over the sorted list L in order to find the predecessor and the successor of the MBR (or the object). Thus, this part takes O(Hk) time. By adding the three parts up, the total cost is O(H log 2 h + H log t n + Hk). In the worst case, h arises to n.
However, the worst case is unlikely to happen in practice. The number of the elements inserted into the priority queue is O(k + √ k) and the expected queue size h is bounded by O( √ k) [22] , when the R-tree is in the memory and the disk I/O can be ignored. Thus, the time complexity is O(k log 2 k + k log t n + k 2 ), or simply O(k log t n + k 2 ).
IV. EXTENSION TO RANGE-DNN QUERY
Given a query rectangle Q, the range-DNN query finds the DNNs w.r.t. every point in Q. First, we define the full-dominated object and introduce the framework of the query algorithm (Section IV-A). Second, we introduce how to select the level-2 powerful pairs which may dominate objects (Section IV-B). Third, we introduce how to identify and aggregate the working areas of level-2 pairs (Section IV-C).
A. QUERY ALGORITHM FRAMEWORK
Let us recap Fig. 3 in Section I, given a set of objects (shown as points), θ = 45 • , and a query rectangle Q, the blue points are the results of the DNN query, while the other points fail to be selected because they can be dominated w.r.t. ∀q ∈ Q. Such objects are the full-dominated objects.
Definition 11 (Full-Dominated): An object p is fulldominated, if it is always dominated by object pairs w.r.t. every query point q in Q, i.e., p ≺
If we can identify and remove all the full-dominated objects from P, the remaining objects are the query results. Next, we introduce how to identify these full-dominated objects.
To identify the full-dominated objects, we visit the objects in the order of their minimum distance to Q. In Fig. 7 , the first column of the table shows the checking order of the objects {p 0 . . . , p 9 } in the figure. Let P i denote the results found before visiting p i . When visiting p i , we check whether it can be full-dominated by the pairs made up of the objects from P i .
Theorem 12: An object p can be full dominated by the object pairs
where z 1 , z 2 , . . ., z m are the working areas of (a 1 , To judge whether p is full-dominated quickly, we intentionally create the powerful dominator pairs whose working areas are the whole Q. Given Q, θ, and p, we define the powerfulness in three levels according to the three conditions in Theorem 6. ) ab denotes the minor arc connecting a and b. We can figure out the radius r of the 2θ-circles, i.e.,
and figure out the centers o 1 and o 2 . They are on the mid-perpendicular of a, b and satisfy
where mid ab denotes the mid-point of a, b . When θ < 45 • , there are two 2θ-circles as Fig. 6 shows. Since the ao 1 b = 4θ and q is outside of the two circles, aqb < 2θ holds. When θ = 45 • , there is only one 2θ-circle. The shape of the 2θ-circle depends on (a, b) and θ, but it is independent of p. We can create the level-1 pairs according to Theorem 19. Proof: If q falls on a circle, the angle aqb = 2θ because the central angle of ) ab equals to 4θ . Thus, if q falls outside of the 2θ -circles, the angle aqb < 2θ. According to Definition 18, ω a , ω b < 2θ w.r.t. ∀q / ∈ cirs(a, b)).
FIGURE 6.
Examples of the 2θ-circles.
For example, in Fig. 7 , given θ = 45 • , the pair (p 1 , p 7 ) is at level-1, because the blue circle cirs(p 1 , p 7 ) ∩ Q = ∅. As another example, the pair (p 1 , p 4 ) is not at level-1, because the red circle cirs(p 1 , p 4 ) ∩ Q = ∅. To create the level-1 pairs, we maintain a pair table as Fig. 7 shows, where the object visited are stored in the a t -column and the peer lists of these objects are stored in the b t -column. The peer list of an object p contains the objects that can be used to form Algorithm 3 summarizes the procedure of answering the range-DNN query. First, we initialize the priority queue que by pushing the first element e(tree.root, 0) (line 1). In each iteration of the while loop, we visit the top element of que. On the one hand, if top is a leaf node (line 4), we check whether it is full-dominated. It cannot be full-dominated if it FIGURE 7. Create level-1 pairs. VOLUME 7, 2019 falls into Q and we keep it in temp (line 5 and line 6). It should be judged using function IsFullDomed() if it falls outside of Q (line 7). We will introduce IsFullDomed() later. If it is not full-dominated, we insert it into the result set rst (line 8) and update the pair table (line 9). On the other hand, if top is an internal node, we expand it and push new elements into que (line 10 to line 12). At last, we insert the objects in temp into rst ( line 13 and line 14) .
B. SELECT LEVEL-2 DOMINATOR PAIRS
In this section, we first introduce how to select level-2 dominator pairs and next introduce the how to judge whether p is full-dominated (i.e., IsFullDomed()) Proof: When q ∈ H a pa , the object a is nearer to q than p. When q ∈ H b pb , the object b is nearer to q than p. Therefore, if q is in the common areas of H a pa and H b pb , both a and b are nearer than p. As Fig. 8a shows, Q falls into H a pa ∩ H b pb , so q, b < q, p holds w.r.t. ∀q ∈ Q. As Fig. 8b shows, a part of Q falls into H a pa ∩H b pb , so q, b < q, p does not hold for all the points in Q. To select level-2 dominator pairs of p, we use the following theorem. 9 . Fig. 9 also shows three positional relationships of an object p, a query rectangle Q, and an object a t which is used to form a pair. (1) When the object (e.g., a 1 ) is nearer than p w.r.t. ∀q ∈ Q, it can be used to form a level-2 pair. (2) When the object (e.g., a 2 ) is never nearer than p w.r.t. ∀q ∈ Q, it cannot be used to form a level-2 pair. (3) When the object (e.g., a 3 ) return true is nearer than p w.r.t. some points in Q, it cannot be used to form a level-2 pair. We only use the objects in case (1) to create level-2 dominator pairs.
Theorem 21: Given an object p, a level-1 pair (a, b) can be promoted to level-2, if Q
⊂ H a p,a ∩ H b p,b . Proof: If Q ⊂ H a p,a , q, a < q, p holds w.r.t. ∀q ∈ Q. If Q ⊂ H b p,b , q, b < q,
Algorithm 4 IsFullDomed
When judging whether an object p is full-dominated, we create level-2 dominator pairs and figure out their working areas. If the working areas can cover the whole Q, p is identified as a full-dominated object. Algorithm 4 summarizes the procedure. In the outer foreach loop, we visit each object a in the a t -column of the pair table (line 1). If a can be used to form a level-2 pair (line 2), i.e., a is in case (1), we visit each object b i in the peer list of a using the inner foreach loop (line 3). If b i can also be used to form a level-2 pair (line 4), we select the pair (a, b i ) and update the workAreas using function UpdateWorkAreas() (line 5). The workAreas() maintains the union of the working areas of the level-2 pairs. We will introduce the function later. If workAreas can cover the whole Q (line 6), the object p is judged to be full-dominated and true is returned.
C. UPDATE WORKING AREAS
In this section, we first introduce how to select the level-3 pairs and next introduce how to update the union of the working areas of the level-2 pairs (i.e., UpdateWorkAreas() in Algorithm 4). To ensure ω p ∈ [ω a , ω b ] w.r.t. ∀q ∈ Q, we use the rays p → a, p → b and the triangle apb.
∀q ∈ Q. Proof: The lines pa and pb divide the plane into four parts Area 1 to Area 4 , as Fig. 10a We call it scissor-condition for the two rays poses a scissor. In Fig. 11 , the area apb − apb is shown in grey. The Q 1 in Fig. 10a totally falls into the grey area, ω p ∈ [ω a , ω b ] holds w.r.t. ∀q ∈ Q. The Q 2 in Fig. 10a totally falls outside of the grey area, ω p ∈ [ω a , ω b ] cannot hold w.r.t. ∀q ∈ Q. The Q 3 in Fig. 10b partially falls into the grey area, ω p ∈ [ω a , ω b ] holds w.r.t. some points in Q.
To select the level-3 pairs from the level-2 pairs, we use the following theorem.
Theorem 23: Given an object p, a level-2 pair can be promoted to level-3, if Q ⊆ apb − apb.
Proof: Similar to the proof of Theorem 22, if Q ⊆ apb − apb, ω p ∈ [ω a , ω b ] holds w.r.t. ∀q ∈ Q. For example, in Fig. 11(a) , given p 9 , the level-2 pair (p 1 , p 7 ) can be promoted to level-3, because Q ⊂ p 1 p 9 p 7 − p 1 p 9 p 7 . Since p 9 has a level-3 pair, it can be identified to be a full-dominated object according to the following theorem.
Theorem 24: If an object p has at least one level-3 pair, it is full-dominated.
Proof: If p is dominated by a level-3 pair (a, b),
According to Theorem 24, we can determine p is full-dominated once we find a level-3 pair. However, it is not the fact that every full-dominated object must have at least one level-3 pair. In fact, according to Theorem 12, a fulldominated object may have some level-2 pairs and the union of their working areas covers Q. Thus, for an object having level-2 pairs, we can extract the working area of every pair and update the union incrementally. When the union covers Q, the object is identified to be full-dominated.
We extract the working area of a level-2 pair (a, b) according to the positions of Q and apb − apb. As Fig. 11(b) shows, there are four cases. Let ray s and ray e denote the two boundary rays of Q, ω s (or ω e ) denote the direction of ray s (or ray e ), and ω a (or ω b ) denote the direction of p → a (or p → b). The black areas are the working areas extracted Case 1 As Fig. 11(b) ( When implementing UpdateWorkAreas(), we maintain the union of the working areas (i.e., workAreas) using a list structure. Each list node consists of a working area and a next pointer. The working area is stored in the form of the direction range of its bounding rays. If case 1 happens, the list keeps unchanged. If case 4 happens, the list only has one node which stores the working area [ω s , ω e ]. If case 2 or case 3 happens, we should merge some old nodes for the working areas stored in them are covered by the new working area.
D. APPROXIMATE ALGORITHM
The drawback of Algorithm 3 is it takes time when P is large. To save time, in this section we propose an approximate algorithm, which runs much faster than Algorithm 3 at the expense of accuracy. The algorithm is consistent with the framework of the exact algorithm (i.e, Algorithm 3). Line p i (P) denotes the support line of P which goes through p i . For example, in Fig. 12, (p 1 , p 7 ) is a level-1 pair and Q is the query rectangle. We can draw four support lines. For example, Line p 1 (Q) is a support line of Q which goes through p 1 . All the points in Q lie to same side of the line. As another example, Line p 1 (Q, p 7 ) is the support line of {Q, p 7 } which goes through p 1 . The point p 7 as well as Q lie to the same side of the line. In the same way, we can draw Line p 7 (Q) and Line p 7 (Q, p 1 ). We select Line p 1 1, 7 . The formal definition of the pruning area is below.
Definition 26 (Pruning Area): Given a level-1 powerful pair (a, b) and a query rectangle Q, the pruning area of (a, b) is
where Line a is short for Line a (Q, b), Line b is short for Line b (Q, a), and Line a,b is short for Line a,b .
In Fig. 12 , the pruning area of (p 1 , p7) is
In the approximate algorithm, if an mbr i falls into Area Proof: Assume that q is an arbitrary point in Q and p is an arbitrary point in mbr i . Since
the vector − → qp must intersect with the segment ab. Thus,
For example, the MBR in Fig. 12 can be pruned because it falls into Area prune p 1 ,p 7 . It means that we prune the objects p 5 and p 9 in group. We can save much time by pruning such MBRs.
The approximate algorithm is similar to Algorithm 3 except one difference. When processing an internal node child t (from line 10 to line 12), we add a function Prune() to check whether child t can be pruned. In Prune(), we get every level-1 pair from the current pair table, and examine whether child t fully falls into the pruning area of the pair. It is easy to determine whether a set of points fall into the same side of a line, so we omit the implementation details.
Recaping Theorem 6, p is dominated by (a, b) if the three conditions (1) (2) is also satisfied according to Theorem 27. The condition (3) may not be satisfied and this is why some results are missing. We will show the loss rate of the results is low in Table 1 , 2 and 3 in Section V-B.
V. EXPERIMENTS
We conduct experiments on both real and synthetic datasets to evaluate the proposed algorithms. In this section, we report and analyze the experimental results of the point-DNN queries and the range-DNN queries, respectively.
A. EXPERIMENTAL SETUP 1) REAL DATASETS
We use three real datasets P shanghai , P kunshan , and P changshu , which contain 163031, 18549, and 9244 restaurants in three cities of China, i.e., Shanghai, Kunshan, and Changshu, respectively [23] . Since the spatial queries are defined in the two-dimensional Euclidean space, we convert the geographical coordinates (WGS 1984) of the restaurants to the projected coordinates (WGS 1984 UTM Zone 51N). Fig. 13 illustrates the three datasets. As the figure shows, the restaurants gather in the city centers. The city center of Shanghai is the largest. We randomly select 100 positions from each city center as the queries.
2) SYTHETIC DATASETS
We generate three groups of synthetic datasets, i.e., P uni , P skew , and P clust , which contain the points with uniform distribution, the points with skewed distribution, and the points gathering in clusters. The P uni group includes four datasets, i.e., P uni 10 2 , P uni 10 3 , P uni 10 4 , P uni 10 5 , which contain 10 2 , 10 3 , 10 4 , and 30294 VOLUME 7, 2019 X. Guo, X. Yang: DNN Query 10 5 points, respectively. Fig. 14 shows P uni 10 4 as an example. The P skew group includes five datasets with different skewness. Following [24] , we generate a skew dataset from P uni 10 4 by raising the y-coordinates to their powers. For example, a point (x, y) in P uni 10 4 is converted to (x, y α ) where α ≥ 1. We generate five datasets P skew as an example.
The P clust includes three datasets P clust a , P clust b , and P clust c , which are generated by using mdcgen-matlab [25] . In each dataset, the points are distributed in a 1 × 1 space. In P clust a , the x-coordinates of the points follow the uniform distribution and the y-coordinates follow the normal distribution with the standard deviation 0.1. Fig. 14c shows the dataset. In P clust b , both x-coordinates and y-coordinates follow the normal distribution. Fig. 14d shows the dataset. In P clust c , 90% points gather in ten random clusters and 10% points act as the outliers. Fig. 14e shows the dataset. We randomly select 100 positions from the 1 × 1 space as the queries.
All the experiments are conducted on a machine with an Intel(R) Core(TM) i5-4200U CPU with 4 GB of memory running Windows 8.1 (64 bit). All the algorithms proposed are implemented in C++. The integrated development environment (IDE) is Code::Blocks 13.12 and the compiler is GNU GCC Compiler. The R-tree template used is written by Guttman et al. [26] . The default value of θ is 30 • .
B. EXPERIMENTAL RESULTS OF POINT-DNN QUERIES
To explain the necessity of the DNN query, Fig. 15 compares the results of the DNN query, the kNN query, the circular range query, and the DBS query on P changshu . In each figure, the solid points show the positions of the restaurants and the triangle shows the query point q. We highlight the results by boxes. To make the figures clearly, we only show the points within 300 meters near q.
As Fig. 15a shows, the DNN query results are near q and disperse in different directions around q. Comparing with the DNN query, as Fig. 15b shows, the kNN query results are near q, but they are either under q or to the right of q. There is no result above q or to the left of q, so the user cannot find any answers in these directions. The circular range query, where the radius is set to 50 meters, finds similar results as the kNN query does. As Fig. 15c shows, in the query circle (shown as the small circle), no result locates above q or to the left of q. If the user wants to obtain some results in these directions, he has to enlarge the query radius to 100 meters (shown as the big circle). However, the number of results reaches 50. The user is overwhelmed by seeing so many results, even if the results include the points in various directions. Fig. 15d shows the DBS query results. No result locates to the left of q either. Comparing the four queries, we can see that the DNN query finds nearest objects in various directions, while the other three queries cannot guarantee the results are distributed in different directions. Next, we report the performance of point-DNN queries on real and synthetic datasets. Fig. 16 shows the average time elapsed when executing a single point-DNN query on real datasets (Fig. 16a) , on uniform datasets (Fig. 16b) , on clustered datasets (Fig. 16c) , and on skewed datasets (Fig. 16d) . We evaluate two algorithms, i.e., BA and FR. BA denotes the baseline algorithm (Algorithm 1). FR denotes the algorithm based on an R-tree (Algorithm 2). On each dataset, FR runs faster than BA because it can prune objects in group. As Fig. 16a shows, both BA and FR take most time on P shanghai and take least time on P changshu , because P shanghai has the largest number of objects and P changshu has the smallest number of objects. As Fig. 16b shows, the speed difference between BA and FR becomes larger with the growth of the dataset size. It means that the advantage of FR becomes more obviously when processing larger datasets. As Fig. 16c shows, when processing P clust b , the speed difference between BA and FR is the largest. As Fig. 16d shows, the skewness does not influence the speeds of BA and FR obviously.
Third, we report the numbers of results on real and synthetic datasets. Fig. 17 shows the average number of results found by a single query from the real datasets (Fig. 17a) , from the uniform datasets (Fig. 17b) , from the clustered datasets (Fig. 17c) , and from the skewed datasets (Fig. 17d) . We use three different θ's, i.e., 20 • , 30 • , and 40 • . In each figure, the query can find the largest amount of results when θ = 20 • , while it can find the smallest amount of results when θ = 40 • . The reason is that an object pair can dominate more objects subject to a larger θ. As Fig. 17a shows, the number of results is about 15 when θ = 40 • . It means that when θ = 40 • the user can obtain an appropriate number of results. As Fig. 17b shows, the number of results keeps small (about 10) when the dataset size grows. It means that we can obtain concise results even if the dataset is large. As Fig. 17c shows, the query finds the largest amount of results from P clust c . Fig. 17d shows the number of results is independent of the skewness. Discussion. The query speed is restricted by the assumption that all the objects are possible to be the results. In fact, only a small number of objects are identified as the results, and close query points may share many common results. If we can divide the space into small sub-areas and figure out the candidates beforehand, the results can be selected from the candidates rather than from the whole set P. To further improve the performance of point-DNN queries, we can prepare a grid index. We divide the two-dimensional space by an m × m gird G and select the candidates P ij w.r.t. each cell g ij . The candidates P ij are the objects which may be the DNNs w.r.t. at least one point in g ij . The non-candidates P ij are the objects which are dominated w.r.t. ∀q ∈ g ij . In other words, they are full-dominated w.r.t. the area g ij . Thus, given the query area g ij , we can use a range-DNN query (Algorithm 3) to find the candidates P ij . We can also organize P ij by a small R-tree in order to support the R-tree-based DNN query algorithms. To answer a point-DNN query based on the grid index, we first find the cell g ij where q falls into. Next, we search for the DNNs among the candidates P ij using Algorithm 2. Fig. 18 shows the results of the range-DNN queries on P uni 10 4 when θ = 30 • (Fig. 18a) and θ = 45 • (Fig. 18b) , respectively. The ''+'' symbols denote the objects and the solid points denote the results. In each figure, the results disperse in the neighborhood around the query square (shown in grey). Comparing Fig. 18a and Fig. 18b , we can see the query finds more results when θ is smaller. The reason is that a smaller θ makes an object more difficult to be full-dominated.
C. EXPERIMENTAL RESULTS OF RANGE-DNN QUERIES
Next, we report the performance of range-DNN queries on real and synthetic datasets. Fig. 19 shows the average time elapsed when executing a range-DNN query (Algorithm 3) on the real datasets (Fig. 19a) , on the uniform datasets ( Fig. 19b) , on the clustered datasets (Fig. 19c) , and on the skewed datasets (Fig. 19d) . In the experiments, we evaluate the algorithm w.r.t. h 1 -queries and h 2 -queries, where h 1 and h 2 are the lengths of the sides of query squares. For real datasets, h 1 is set to 50 meters and h 2 is set to 200 meters. For synthetic datasets, to be consistent with the scales of h 1 and h 2 for real datasets, h 1 is set to 0.005 × H and h 2 is set to 0.02 × H , where H is the length of the side of the space. We randomly generate one hundred h 1 × h 1 squares and one hundred h 2 × h 2 squares as the queries.
In each figure, the query takes more time when processing h 2 -queries. The reason is that the area of an h 2 -query is larger than the area of an h 1 -query. It takes more time to determine whether an object is full-dominated if the query area is large. See the function IsFullDomed() in Algorithm 4. As Fig. 19a shows, the query takes the least time on the small dataset P changshu and takes the most time on the large dataset P shanghai . As Fig. 19b shows, the speed difference between h 1 -queries and h 2 -queries becomes larger with the growth of the dataset size. It means that we had better keep the query size as small as possible in order to gain a fast query response when processing a large dataset. As Fig. 19c shows, the speed difference between h 1 -queries and h 2 -queries is the largest w.r.t. P clust c , because the distribution of points in P clust c is most irregular. Fig. 19d shows the time elapsed is independent of the skewness.
Third, we report the number of query results on both real and synthetic datasets. Fig. 20 shows the average number of results found by a query from the real datasets (Fig. 20a) , from the uniform datasets (Fig. 20b) , from the clustered datasets (Fig. 20c) , and from the skewed datasets (Fig. 20d) . We evaluate the query algorithm using three θ's, i.e., 20 • , 30 • , and 40 • . For the real datasets, we randomly generate one hundred 100m × 100m query squares. For the synthetic datasets, we randomly generate one hundred 0.01H × 0.01H query squares. In each figure, the range-DNN query can find the largest number of results when θ = 20 • , while it can find the smallest number of results when θ = 40 • . The reason is that an object tends to be full-dominated when θ is large. Comparing with the point-DNN queries in Fig. 17 , the range-DNN query returns more results.
As Fig. 20a shows, the query finds about 30 results when θ = 40 • . As Fig. 20b shows, the number of results grows slowly when the dataset size increases. The number does not reach 30 even if the dataset size grows to 10 5 when θ = 40 • . As Fig. 20c shows, the query finds most results from P clust c and finds fewest results from P clust b . The reason is that the compactness of points in P clust c is the lowest, while the compactness of the points in P clust b is the highest. As Fig. 20d shows, the number increases when the skewness grows. The reason is that the compactness of points grows with the skewness. The query only selects the nearest one from the points which gather in similar directions.
Fourth, we report the performances of the approximate algorithm for answering range-DNN queries. Fig. 21 compares the time elapsed when executing the exact algorithm (denoted as exact) and the time elapsed when executing the approximate algorithm (denoted as approx) on the real datasets (Fig. 21a) , on the uniform datasets (Fig. 21b) , on the clustered datasets (Fig. 21c) , and on the skewed datasets (Fig. 21d) . For the synthetic datasets, the queries are 0.01H × 0.01H squares. In each figure, approx runs faster than exact. As Fig. 21a shows, approx runs at about twice the speed of exact. As Fig. 21b shows, the speed advantage of approx becomes increasingly obvious as the dataset grows larger. As Fig. 21c shows, when processing P clust b , the speed difference between exact and approx is the biggest, because approx can prune more objects if the objects gather more closely. Fig. 21d shows the skewness has little influence on the performance of approx. Fifth, we report the accuracies of approx on both real and synthetic datasets. The accuracy is measured by
where |rst approx | denotes the number of results found by approx and |rst exact | denotes the number of results found by exact. For the real datasets, we employ 100m × 100m query squares. For the synthetic datasets, we employ 0.01H × 0.01H query squares. Table 1, Table 2 and Table 3 show the accuracies of approx subject to θ = 20 • , θ = 30 • and θ = 40 • , respectively. In the tables, the accuracies are all above 0.96 except for two entries, which are 0.9223 (θ = 20 • ) and 0.9351 (θ = 30 • ) w.r.t. P uni 10 5 . It means that the accuracy may decrease when the algorithm processes large datasets. Notice that the accuracy w.r.t. P uni 10 5 rises to 0.9672 when θ grows to 40 • as Table 3 shows. Since most accuracies are above 0.96, the algorithm misses about 1.2 results for the number of exact results is around 30.
VI. CASE STUDIES
We demonstrate two real application scenarios of the DNN queries, i.e., the restaurant search and the photo search. The two scenarios can justify the usefulness of DNN queries. In each scenario, we demonstrate the results of a DNN query to illustrate the importance of directions. For comparisons, we also demonstrate the results of a kNN query and the results of a DBS query w.r.t. the same dataset and the same query point. We use the LocaSpaceViewer 3.7.4.20190116 to load the geographic image (i.e., Tianditu [27] ) and to show the query results on the image.
A. RESTAURANT SEARCH
In this scenario, a user is searching for the nearby restaurants by using a mobile device. The three types of queries can recommend restaurants to him. We conduct experiments on the real dataset P xuhui , which contains 10581 restaurants with their longitudes and latitudes in the Xuhui District of Shanghai, China [23] . Since the three types of queries are defined in the two-dimensional Euclidean space, we convert the geographical coordinates (WGS 1984) to the projected coordinates (WGS 1984 UTM Zone 51N). Fig. 22, Fig. 23 and Fig. 24 show the query results of the DNN query, the kNN query and the DBS query, respectively. In each figure, the human-shaped icon denotes the user's position q. The balloons denote the restaurants and the red ones denote the query results. The angular threshold θ for the DNN query and the DBS query is set to 45 • .
As Fig. 22 shows, the DNN query results are nearer to q and disperse around q. The results are the nearest objects in every direction w.r.t. q. The pie chart below shows the occupied direction ranges of each result, and the table shows the distance between each result and q. According to the pie X. Guo, X. Yang: DNN Query In sum, seeing the results on every direction, the user may satisfy with at least one result. The DNN query presents the nearest objects in all [0 • , 360 • ) directions because it is VOLUME 7, 2019 FIGURE 26. kNN queries in photo search.
difficult to guess the direction that the user desires. The difficulty comes from the privacy concerns, the immobility of the user, the inaccuracy of the built-in direction sensors, and so on. Fig. 23 shows the results of the kNN query (k = 8). For fair comparisons, the parameter k is set to be equal to the number of the DNN query results. In Fig. 23 , there is no result to the west of q. Specifically, if the user wants to go in the direction 190 • , he cannot find any answer. Comparing with the kNN query, the DNN query can tell the user that the restaurant No. 4775 is the nearest one in 190 • . The reason is that the DNN query considers the restaurant No. 4775 can serve 190 • given θ = 45 • and it is the nearest one among the restaurants serving 190 • . Moreover, the kNN query reports duplicate results in similar directions. For example, in Fig. 23 , there are three results gathering closely to the east of q. Fig. 24 shows the results of the DBS query. Comparing with the DNN query, the DBS query finds fewer results, which are insufficient to present the distribution of restaurants around q. For example, there is no result to the west of q. Like the kNN query, the DBS query cannot provide any result in 
190
• either. In this scenario, only the DNN query can find the nearest object in every direction, however, the kNN query and the DBS query cannot guarantee their results present good directionally diversities.
B. PHOTO SEARCH
In this scenario, a user is selecting photos of a statue. The three types of queries can help the user select photos. We conduct experiments on the real dataset P torch , which contains 79 geo-tagged photos. The content of the photos is the Olympic torch statue in the Olympic Forest Park in Beijing, China. We convert the geographical coordinates (WGS 1984) of the photos to the projected coordinates (WGS 1984 UTM Zone 50N). Fig. 25, Fig. 26 and Fig. 27 show the query results of the DNN query, the kNN query and the DBS query, respectively. The angular threshold of the DNN query and the DBS query is θ = 30 • . In each figure, the star balloon denotes the position of the statue. The photo thumbnails indicate the positions where the photos are taken. The yellow balloons show the query results. The photos marked by the yellow balloons will be recommended to the user.
As Fig. 25 shows, the DNN query selects the photos that are taken around the statue q. The photos selected are shown under the map. They present a whole view of the statue for they are taken from different directions. Comparing with the DNN query, the kNN query and the DBS query cannot select such diverse photos as the DNN query does. As Fig. 26 shows, the kNN query (k = 14) only selects the photos that are to the east and to the west of q. It cannot select the photos taken from other directions. Moreover, some results gather to the east of q. They are duplicate photos which show similar views of the torch. Like the kNN query, the DBS query fails to select sufficient photos of the torch. As Fig. 27 shows, the DBS query cannot return the photos taken from the north of q. In this scenario, only the DNN query can select the photos as diverse as possible, however, the kNN query and the DBS query cannot guarantee the diversity of photos.
VII. CONCLUSIONS
In this paper, we formulate a novel spatial query, i.e., direction-aware nearest neighbor query (DNN query). Given a threshold θ and a query point q, the DNN query searches for the nearest objects around q and the results distribute diversely on various directions w.r.t. q. We propose the point-DNN query and the range-DNN query where the query object is a point and a rectangle, respectively. To answer the point-DNN query, we design a baseline algorithm and improve the algorithm by pruning useless MBRs from R-tree. To answer the range-DNN query, we design algorithms to identify the full-dominated objects by checking level-2 powerful pairs. To evaluate the performances of the proposed algorithms, we conduct experiments on both real and synthetic datasets. The experimental results show the proposed algorithms can answer point-DNN queries and range-DNN queries effectively and efficiently.
