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ABSTRACT
This paper proposes generalised integral image features (GI-
IFs) for face detection. GIIFs provide a richer and more flexi-
ble set of features than Haar-like features. Due to the large set
of possible GIIFs, a genetic algorithm is developed to select
the feature space for the optimal weak classifiers. Experimen-
tal results have shown that this method is able to improve face
detection accuracy.
Index Terms— integral image, GIIF, face detection
1. INTRODUCTION
Haar-like features have been widely used in object detection,
especially face detection [1]. In essence, they encode spatial
intensity differences across an image. The value of a single
Haar-like feature can be expressed as:
zn = xTnh (1)
where zn is the feature value, xn is the input image and h
is the Haar-like feature at a single location and scale padded
with zeros to match the size of xn. Viola and Jones suggested
the use of integral images to act as a form of look-up table to
speed up the calculation of zn. The integral image transform






= x[u, v] + y[u, v − 1] + y[u− 1, v]
−y[u− 1, v − 1] (2)
where x corresponds to the input image and y is the integral
image. Each pixel in this image is the sum of all of the pixels
to the left of and above the corresponding pixel in the image.
Once the integral image is calculated, Equation (1) can be
replaced with:
zn = yTng (3)
where yn is the integral image representation and, in this pa-
per, g is referred to as the look-up vector. The vector g can
(a) (b)
(c) (d)
Fig. 1. Some examples of Haar-like features used to represent
h. (a) Original feature set [1]. (b) Extended (non-rotated)
feature set [2]. (c) Asymmetric feature set [3]. (d) Dissociated
dipoles [4].
be calculated by convolving the Haar-like feature with a 2-D
derivative filter kernel to find the discrete derivative:





The sum of any rectangular region can then be found with just
four look-ups in y.
This paper proposes the generalised integral image fea-
tures (GIIFs) by allowing g to take any values. The Haar-like
features are thus a subset of the GIIFs. Due to the large feature
set provided by the GIIFs, a genetic algorithm is developed to
select the features for the optimal weak classifiers. Applica-
tion of the GIIFs to face detection has shown that GIIFs can
improve detection accuracy.
The rest of this paper is laid out as follows: section 2
gives a brief overview of related work. The proposed GIIFs
and generic algorithm (GA) to select the feature space are de-
scribed in section 3. Section 4 describes the experimental re-
sults, and section 5 concludes the paper and outlines possible
future extension.
2. RELATED WORK
One of the most successful applications of Haar-like features
to face detection was described by Viola and Jones [1], us-
ing the set of features shown in Figure 1(a). Many other au-
thors have explored using alternate sets of Haar-like features
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to achieve improved accuracy. An extended feature set was
later proposed by Lienhart and Maydt [2] to improve accu-
racy and it included a set of rotated features. The non-rotated
features from this set are shown in Figure 1(b). Asymmetric
features were proposed by Ramirez and Fuentes [3] and are
shown in Figure 1(c). These remove the constraint of sym-
metry on h and are claimed to significantly improve detec-
tion accuracy. Dissociated dipoles are features that are dis-
jointed [4], shown in Figure 1(d). They contain two rectan-
gular regions, one positive and one negative, but unlike the
traditional Haar-like features there is no constraint that these
regions must be adjacent.
Many of these Haar-like feature variants generate very
large feature spaces; the asymmetric Haar-like features in Fig-
ure 1(c) produce over 2 × 108 features for a single 24 × 24
image [3], and the dissociated dipoles in Figure 1(d) generate
228 features [5]. The exhaustive feature selection approach
used by Viola and Jones to generate the weak classifiers is
impractical in such high dimensional feature spaces. For this
reason, more efficient methods of feature selection have been
proposed, many of them based on evolutionary learning.
For the asymmetric features in Figure 1(c), the authors
parametrised the features into a vector composed of their
width and height and used a genetic algorithm to select the
optimal features [3]. Baró and Vitrià [5] proposed probabilis-
tic evolutionary learning to search for optimal dissociated
dipoles, parametrising the features into a vector composed of
position, scale and type. Two additional Haar-like features
to Viola and Jones including one weighted dissociated dipole
with varying feature weights h ∈ [−4, +4] were proposed
by Treptow and Zell [6]. Evolutionary search is used to se-
lect the optimal weak classifier at each stage using vectors
encoding feature type and position. Abramson and Steux [7]
proposed YEF (Yet Even Faster) features which compare sets
of individual pixels rather than rectangular regions. They
used a genetic algorithm at each round of boosting to select
the optimal feature.
However, despite the more diverse Haar-like feature sets
many authors have proposed, and the alternatives to exhaus-
tive search that make such feature sets practical, most of
these techniques still require a specific Haar-like feature set
to be hand selected. The YEF features do not require this
heuristic approach, however there is no obvious way to apply
this detector at multiple resolutions without a multiresolution
pyramid (they suggest training multiple detectors at different
scales) and their detector, while twice as fast as Viola and
Jones, is not as accurate.
3. GIIFS AND FACE DETECTION
3.1. GIIFs
In Figure 4, an example of a single Haar-like feature h and
the corresponding look-ups in the integral image required to
calculate this feature g are shown. Each feature will have
a different corresponding look-up vector g for each location
and size. However, the fact that a specific set of Haar-like
features is defined a priori means that we do not consider
every possible look-up vector g; instead, we only consider
the subset of all possible vectors based on the set of Haar-like
features.
The idea of the GIIFs is that g should not be constrained
based on a set of heuristically or empirically selected Haar-
like features. Instead, g is allowed to take on potentially any
value. If there are n pixels in an image, and we allow each
element of the look-up vector g to take a total of λ values,
then there are λn possible features. For example, for a 24×24
sub-window size with g ∈ {−1, 0, +1} (i.e. λ = 3 possible
values for each element of the vector g), this would result
in 6 × 10274 possibilities. The solution proposed here is to
restrict ourselves to sparse vectors g. This means that the
look-up vector g should contain mostly zero entries, equating
to a small number of look-ups required to calculate a feature
value. If we allow g to contain less than or equal to k non-
















For example, if we only allow a single non-zero entry in
the look-up table and use the constraint g ∈ {−1, 0, +1}
(i.e. λ = 3), then this means that p = 1, 152 possible
feature values, which becomes a feasible feature space to
search. Similarly, if we we allow 6 or less non-zero entries
as in Figure 4(a), there are 24 × 24 pixels in the image and
g ∈ {−1, 0, +1}, this results in p ≈ 3.2 × 1015 possible
combinations. This feature space is still significantly larger
than that generated by the Haar-like features of Viola and
Jones, which require from 6 to 9 non-zero entries with val-
ues g ∈ {−2,−1, 0, +1, +2}) and provide a pool of only
1.8×105 features to select from at each round of training [1],
but is a tractable problem for a genetic algorithm to solve. In
addition, many of the Haar-like features from Figure 1 are
just a subset of the GIIFs.
3.1.1. Translation invariant GIIFs
So far the discussion of GIIFs has assumed that a single de-
tector is applied at a single location and size. Viola and Jones
use a scanning sub-window to detect objects at different lo-
cations and sizes in the input image. There are two possible
approaches to using integral images with sub-windows: (i)
calculate the integral image once on the entire input image,
then slide the detector sub-window over the integral image;
or (ii) calculate a new integral image separately for each sub-
window as it sweeps the input images. The first method is
far more efficient, however the integral image pixel values are
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0 0 0 0 0 0 0
0 −1 0 1 0 0 0
0 0 0 0 0 0 0
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0 0 0 0 0 0 0







Fig. 2. Example integral image look-ups used to calculate a
single generalised integral image feature value.
0 0 0 0
0 0 1 0
0 2 0 0
0 0 0 0
3 −2 −1 0
−1 0 1 0
−2 2 0 0
0 0 0 0
(a)
0 0 0 0
0 −1 0 0
0 0 1 0
0 0 0 0
0 1 −1 0
1 −1 0 0
−1 0 1 0
0 0 0 0
(b)
Fig. 3. Two example conversions from a GIIF g (left) to a
translation invariant GIIF g̃ (right)
a function of their location within the image, and so are not
translation invariant.
If all of a look-up vector’s columns and rows sum to zero,
the values of the feature will cancel out the regions above
and to the left of the sub-window in the integral image, and
therefore the feature is translation invariant. Viola and Jones
define Haar-like features that are composed of rectangular re-
gions that always sum to zero and so are inherently translation
invariant. Any arbitrary GIIF can be made translation invari-
ant by modifying the values in the first row and first column
of the 2-D look-up vector g(u, v) such that its columns and








′, v′) if u = 1 and v = 1
−∑wu′=2 g(u′, v) if u = 1 and v > 1
−∑hv′=2 g(u, v′) if u > 1 and v = 1
g(u, v) otherwise
(6)
where g̃ is the translation invariant GIIF and w and h are the
width and height of the feature g. This step is applied at three
stages during the GA search: (i) after the creation of the initial
random population; (ii) after the mutation function is applied;
and (iii) after the crossover function is applied. Some exam-
ples of translation invariant GIIFs are shown in Figure 3.
3.2. Training the Face Detector with GA-based Search
Training is used to statistically select appropriate features that
are suitable to represent the object being detected. Rather
0 0 0 0 0 0 0
0 1 0 −2 0 1 0
0 0 0 0 0 0 0
0 0 0 0 0 0 0
0 0 0 0 0 0 0
0 −1 0 2 0 −1 0
0 0 0 0 0 0 0
0 0 0 0 0 0 0







Fig. 4. Example integral image look-ups used to calculate a
single Haar-like feature value.
than performing training on the Haar-like feature outputs and
utilising the integral image representation merely as a com-
putational short-cut, the training is performed directly on the
integral image itself.
AdaBoost is used to generate an ensemble of weak clas-
sifiers, each trained on individual features. Since GIIFs allow
a much richer set of representations than Haar-like features
and also result in a much larger feature space to be searched
during training, the exhaustive search as adopted by Viola
and Jones is no longer feasible. In this paper, we propose
a GA-based search algorithm. The pseudocode for the GA
procedure for generating a weak classifier is shown in Al-
gorithm (1). Viola and Jones select the look-up vector g at
each round that minimises the weighted error rate. In the pro-
posed method, a two-part objective function Jm is defined to
minimise the weighted training error and maximise the spar-
sity (number of zero elements) of g and allows the relative




















where fm, cn ∈ {−1, 1} are the weak classifier output and
class label and S(x) is a function that outputs zero if x equals
zero and a unit value if it is non-zero. Therefore, rather than
explicitly restricting the classifier to a pre-defined number
of look-ups in order to reduce the search space, the training
favours sparse look-up vectors as it searches the feature space
because it is incorporated into the objective function.
Note that the translation invariant GIIF g̃ described in sec-
tion 3.1.1 is usually denser than the original GIIF g. Because
the fitness function in Equation (7) incorporates sparsity, the
GA search will be less effective at reducing the error rate.
Nevertheless, the translation invariant GIIF is far more effi-
cient and better suited to applications where real-time detec-
tion is required.
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Algorithm 1 Training a single weak classifier using GA
1. Randomly generate initial population
2. Repeat for n generations:
(a) Train a weak classifier on every chromosome in the population
(b) Evaluate the fitness of each classifier using Equation (7)
(c) Select the best subset of classifiers/chromosomes
(d) Mutate and crossover this subset to generate the next popula-
tion of chromosomes
3. Output the best weak classifier
3.3. Computational complexity
The computational complexity of classification using the GA-
based GIIF approach is equivalent to the approach of Viola
and Jones. However, unlike the exhaustive feature selection
method of Viola and Jones, evolutionary searches can have a
variable training time. If we set a maximum generations with
a population size of b at each generation, then a maximum of
ab features must be evaluated at each round. In practice, fewer
may be evaluated since the GA may exit early if a stopping
criterion is met.
4. EXPERIMENTAL RESULTS
The performance of the GA-based GIIF face detector was
compared to the Viola and Jones face detector using the Haar-
like features from Figure 1(a) on the Bio ID face database
(with randomly generated non-face samples cropped from
natural images) using the following parameters: popula-
tion size of 2500, maximum of 2500 generations, mutation
rate of 0.1, crossover rate of 0.9 and look-up vector range
g ∈ [−1, +1]. The GIIF detector was tested with and with-
out the translation invariance step incorporated during the
training. The resulting ROC curves are shown in Figure 5.
The GIIF method without translation invariance performed
the best, with an Area Under Curve of 0.997, followed by
the GIIF method with translation invariance at 0.990 and the
Viola and Jones method at 0.987. The equal error rates were
2.7%, 5.0% and 6.3% respectively.
5. CONCLUSION AND FUTURE EXTENSIONS
GIIFs allow a much richer set of representations than Haar-
like features and experimental results indicate that they are
able to achieve higher face detection accuracy. The transla-
tion invariant GIIFs achieve lower accuracy, but are far more
efficient if a scanning sub-window is used.
This technique may find other applications in the wider
area of object recognition. Although Haar-like features are
suitable for face detection, the GIIF approach may be able to
generalise better to diverse object detection tasks by learning
appropriate feature sets.




























Fig. 5. Comparison of the ROC curves
An interesting extension of the work of Viola and Jones
was provided by Lienhart and Maydt [2]. They introduced
the idea of rotated features, which are calculated using rotated
integral images. Future work could involve generating GIIFs
from rotated integral images.
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