Introduction
In nonstationary signal analysis and processing, one needs to determine the instantaneous frequency of a real-valued
signal u(t). We hope to write u(t) in the form A(t) cos φ(t), where A(t) represents the instantaneous amplitude and φ(t) the instantaneous phase. Then the derivative of the phase φ(t) is defined as the instantaneous frequency of u(t). This process is called signal demodulation. It is easy to understand that finding A(t) and φ(t) satisfying u(t) = A(t) cos φ(t) is equivalent to finding a function v(t) such that

A(t)e iφ(t) = u(t) + iv(t).
(
1) This means, a definition of the amplitude and phase of u(t) corresponds to a definition of the imaginary part function v(t).
Generally, v(t) depends on u(t), we denote the relationship between u(t) and v(t) by writing v(t) = u(t)
, and call the imaginary part operator. There are infinite possibilities of , which corresponds to different demodulation methods and providing different definitions of instantaneous frequency and amplitude. If we choose to be the Hilbert transform, this demodulation is the well-known analytic signal method, which was first proposed by D. Gabor [6] in 1946 and has been widely used ever since.
In the past more than half a century, people have found that the analytic signal method does not always give satisfying results in demodulating signals. For a given signal u(t), with the Hilbert transform, its amplitude A(t) and phase φ(t) can be computed by Eq. (1) for v(t) = Hu(t). However, such A(t) and φ(t) may not be its actual amplitude and phase. Generally, given a function u(t) with actual instantaneous phase φ(t) and amplitude A(t), recovering φ(t) and A(t) from u(t) by the Hilbert transform is guaranteed if and only if it satisfies the following Bedrosian identity
which has aroused wide concern in recent years [2, 16, 13] . Vakman in his papers [15, 14] pointed out that analytic signal method is advantageous to other methods, since the Hilbert transform is the only operator that does not violate certain fundamental conditions of demodulation. These conditions are:
(A) Amplitude continuity and differentiability, that means, the mapping u(t) → A(t) is differentiable; (B) Phase independence of scaling and homogeneity, that means, if φ(t) is the phase of u(t), then it is also the phase of Cu(t) for any constant C > 0;
(C) Harmonic correspondence, that is, for harmonic signal u(t) = cos(ωt + θ) with θ ∈ R and ω > 0, its amplitude and phase are A(t) = 1 and φ(t) = ωt + θ . 
It is easy to verify that the definition (2) is equivalent to the usual definition 
To conclude, Vakman's argument should be established in a specified space and the Hilbert transform should be well defined in this space. It is easy to see that Vakman' We will use the following symbols throughout this paper. N, Z, R and C denote the set of positive integers, integers, real numbers and complex numbers respectively. span E denotes the set of all finite linear combinations of elements in E.
Denote by |E| the Lebesgue measure of E. sgn(x) denotes the sign function, i.e. sgn(x) := x/|x| for x = 0 and sgn(0) = 0. 
When Let f be a measurable function on R. Define a mapping φ by
Apparently φ is linear and invertible, it maps measurable functions on R to 2π -period measurable functions on R. Let 1 p ∞. From now on we let w( 
Proof. For p = ∞, the proof is obvious.
Denote by T the class of trigonometric polynomials, i.e.
T := span e iωx : ω ∈ R .
It is easy to see
Note that a function in T is not necessarily periodic, for instance, 
Thus it suffices to show that periodic trigonometric polynomials can approximate any element
Hence f is continuous and bounded on R.
T , but also almost periodic functions. There are various classes of almost periodic functions, obtained by completion of trigonometric polynomials with respect to various metrics. For examples, we have almost periodic functions defined in the sense of Bohr, Stepanov, Weyl, Besicovitch, and among them the Besicovitch class is the largest, containing the other three as its subsets [4] . Define
Note that · B p is semi-norm since there exists non-zero f such that
is the so-called Besicovitch almost periodic functions, denoted by B p here.
Rearranging the terms in the sum we get 
Hereafter we use C p to denote a constant depending on p, but it may take different values.
Hilbert transform and Vakman's problem in L
. (10) It is easy to verify that the space of constant functions N defined in Section 2 is a closed subspace of W L 
