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Introduction
Economies not only grow but also change their structure over time. The interconnection between economic growth and changes in the branch structure of an economy (often measured in terms of employment and value added) is widely accepted in economic theory, but the question of whether economic growth causes structural changes or changes in the economic structure cause aggregate growth is still unanswered (Dietrich, 2009 ).
So far, the literature related to economic growth and structural changes has been mostly theoretical. Based on the formulations of growth theories, it is generally hypothesised that economic growth leads to changes in the branch structure of an economy rather than the other way round. However, a few empirical studies show both that growth is important for structural changes and that structural changes are significant determinants of an economy's growth (for 13 developed OECD countries over 1970 -1985 -Echevarria 1997 , for seven developed OECD countries in the years 1960 -2004 -Dietrich 2009 , for India in the period 1988 -2007 -Cortuk, Singh 2010 . These studies indicate that the causality relationships between economic growth and structural changes are very heterogeneous across the countries investigated, i.e. sometimes only a one-way relationship can be observed; sometimes strong two-way ones can be found.
For the transition countries the empirical analyses of the impact of economic growth on structural changes and vice versa are still very scarce. Some evidence can be found in work by Havlik (2013) who examines the extent and patterns of structural changes and their impact on aggregate economic growth or in work by Białowąs (2016) who assesses the same relationship between phenomena for the Czech Republic, Hungary, Poland and Slovakia. In our article we hold that the evaluation of this impact for this group of countries is crucial for the identification of their development factors. Most of the transition countries that joined the European Union in the year 2004 reached a GDP per capita corresponding to 17,000 US dollars (at constant prices of 2005) in 2011 and have significantly slowed their pace of growth in the last few years. This may indicate that these countries could be in the middle income trap, the essence of which is a long-term economic slowdown coming after a period of relatively rapid growth (Felipe et al. 2010; Eichengreen et al. 2011 ).
The most famous victims of the average income trap have been various Latin American countries, but the most well-known examples of economies that have not fallen into this trap are South Korea and Taiwan. They have managed to maintain growth after reaching the average level of income and to catch up with highly developed economies (Wheatley 2010) . The success of these Asian economies has been a consequence of structural changes in their economies, so that they were able to produce increasingly diverse goods and specialization moved the economies towards the production of increasingly sophisticated goods characterized by a high share of value added (Ohno 2009 ).
The aim of this paper is therefore to use a panel Granger causality test to verify the hypothesis of the existence (or not) of a causal relationship between economic growth and structural change in selected Central Eastern European economies which have been the subject of transformation processes. In these countries, the structural changes that have taken place are very significant and the dynamics of future structural changes may determine their future growth.
The paper is organized as follows. The next section outlines theoretical considerations for the definition of structural changes and the relationship between economic growth and structural changes in economic models. It contains discussion on the possible impact of structural changes on economic growth and vice versa. Section 3 opens up the methodological part of the paper by introducing the methodology used for structural change measurement and the panel Granger causality test. Section 4 presents the data and the results of the analysis, and the last section gives our conclusions.
Structural changes -definition and relation to economy growth
There are many uses of the concepts of structure and structural changes in economics.
The best source for the various ways in which the terms have been used and abused in economics is the semantic analysis by Machlup (1967) , who finds almost nine different meanings of "structure" and "structural changes" in the economic sciences.
The earliest uses of structure refer to 'different arrangements of productive activity in the economy, especially to different distributions of productive factors among various sectors of the economy, various occupations, geographic regions, types of products, etc.' (Machlup 1967) . Structure is also often described in economics as the 'composition of aggregate quantity that does not change easily', the 'distribution of inputs or output over time' or as 'a set of constant reaction coefficients which shows transformation of irregular shocks into cyclical swings' (Machlup, 1967) . The term "structure" is often found in economic literature with connotations of notions: model, system or economy. The structure of the system mostly determines the set of outcomedetermining conditions, the structure of a model is understood as a set of known numerical constants and coefficients in econometric analysis, and the structure of an economy describes the set of given and invariant conditions assumed for theoretical analysis.
The term "structural changes" is frequently related to the concept of "structure". As an example, a definition of structural changes proposed by Ishikawa can be given: structural changes are 'changes in the relative weight of significant components of the aggregative indicators of the economy, such as national product and expenditure, exports and imports, and the population and labour force (Ishikawa 1987 ).
Machlup perceives structural changes as 'permanent (not temporary), long-term alterations of the fundamental relationships in the economy' (Machlup 1967) . They are alterations in real resources, preferences or technology and do not include monetary or policy changes.
Thus, he treats structural changes as a function of time. The same approach is used by Syrquin, who defines structural changes as 'long-term persistent changes in the composition of an aggregate' (Syrquin 2010) .
However, in the economic literature structural changes are often not described as a time function, but as a function of other economic categories, such as economic growth. In this way, Chenery et al. (1986) assert that structural changes are 'a set of changes in the composition of demand, trade, production and factor use that take place as per capita income increases'. To identify the connotations of structural changes for other economic categories, Silva (2008) analyses citations and papers published in the journal "Structural Change and Economic Dynamics" and all the abstracts and articles on structural changes published over 40 years in other economic journals. This bibliometric analysis shows that the most popular publications related to structural changes in economics pertain to the concepts of development, technological change and innovation, convergence and growth, foreign trade, employment, migration, and growth in industrial production. Among all the topics mentioned, "growth and convergence" remains the most relevant category. In addition, the theoretical essay "Structural change and economic growth" by Pasinetti (1981) is indicated as the most cited study in the literature of structural changes. Therefore, this paper will refer to the notion of structural changes which has roots in the classic tradition of economics and is strongly connected with economic growth theory. In this meaning, structural changes 'include the entire range of transformative processes that accompany economic growth, such as changes in the sectoral composition of production and employment, organization of the industry, financial system, income and wealth distribution, and demography' (Matsuyama 2008) .
In the economic literature, the relationship between structural changes and economic growth is well recognized. Although classical economists like Turgot, Stuart, Smith, Quesnay, Marx and Ricardo did not use the notion of structural changes in their theory, they gave it much attention. Among neoclassical economists, only Schumpeter highlighted the fact that economic growth cannot proceed without structural changes (Schumpeter 1934) , but the first significant contributions to the explanation of the relationship between structural changes and growth were made by Fisher and Clark (Fisher 1939; Clark 1940) . Both analyzed the patterns of changes in sectoral employment and created the theory known as the "three sector hypothesis". Fisher and Clark believed that every economy will change the sector on which it is based as it progresses along its growth path. In countries with a low national income level, economic activity will focus on raw material production; in the middle stage of a country's development on manufacturing;
and when the country reaches the highest level of development it will probably be a service economy. This leads to the conclusion that countries with a similar level of development will be characterized by a similar inter-sectoral structure. The three sector hypothesis has been the basis of many studies on structural changes, understood as shifts between sectors in the economy (Fourastié 1949; Kuznets 1959; Chenery 1960 ).
In the 1950s, parallel to research on the three sector hypothesis, interest grew in the perception of structural change as a factor of economic growth. Precursors of this trend were Rosenstein-Rodan and Nurkse. They stressed sectoral differences as a requirement for balanced growth (Rosenstein-Rodan 1943; Nurkse 1953) . The balanced growth approach assumes intersectoral balance between the sectors in an economy to be necessary, i.e. that each sector provides a market for the products of the others, and in turn supplies the necessary raw materials for the development and growth of other sectors.
However, the first comprehensive model examining the relationship between structural change and economic growth was the unbalanced growth model, developed by Baumol (1967 Baumol ( , 1985 . Baumol divides the economy into two sectors: a progressive one that uses capital and new technology and grows at some constant rate; and a stagnant one that uses labour as the only input and produces services as its final output. In an economy so constructed, and due to factor mobility, structural changes (defined as changes in employment and expenditure) lead to a decrease in the growth rate and to potential stagnation. This is because in the stagnant sector production costs and prices grow (Baumol's cost disease), which results in wage increases and labour movements to this sector and consequently in a decrease in the growth rate in the long term. Thus, according to Baumol, there is a negative impact of structural change on growth in per-capita GDP, which is expressed in a shift of employment and expenditure toward "stagnant services" like health care and education. Baumol's model was, however, in contradiction with a very important neoclassical growth theory (Solow 1956 (Solow , 1957 and with a new growth theory (Lucas 1988; Romer 1990; Grossmann, Helpman 1991) . All these theories focus on technical or productivity progress as engines of economic growth and treat structural changes (sectoral composition) as a constant variable in their models.
In the most recent studies, structural changes again come to the fore. In 'neoSchumpeterian' or 'evolutionary' approaches, structural changes become useful tools to explain a process of technology adoption in the economy and the path-dependent nature of economic changes. In the recent literature, two approaches can be distinguished. The first, called a demandside approach, uses a homothetic utility function consistent with Engel's law (different income elasticities) to explain differences in the rate of economic growth (Echeverria 1997; Laitner 2000; Caselli, Coleman 2001; Kongsamut et al. 2001) . The second, a supply-side approach, concentrates on explaining economic growth in terms of differences in total factor productivity growth across sectors (Ngai, Pissarides 2007) or of differences in factor proportions and capital deepening in the economy (Acemoglu, Guerrieri 2008 ).
In the economics literature related to the relationship between economic growth and structural changes, the hypothesis that economic growth promotes structural changes is dominant. There are two principal paths for economic growth to cause changes in economic structure. The first one is connected with the demand side. Economic growth means income growth. In each economy the products and services have different income elasticities -the lowest for primary sector products (agriculture) and the highest for the tertiary sector (services). This is why economic growth causes shifts in demand over time, i.e. decreasing demand in the primary sector and increasing demand for the products of the secondary and finally the tertiary sector.
Economic growth via income growth causes changes in the importance of the sectors in the economy, measured by their output share or value added share.
The second way for economic growth to cause changes in the structural composition is associated with the supply side of the economy. Sectors are characterized by different levels of labour productivity due to different levels of technical progress. If a sector has high labour productivity, it can deliver products and services at lower prices and/or the wages in this sector can be higher. In both cases, either due to increasing wages or higher output, this sector becomes more and more important for the economy. In sum, the higher the economic growth rate in a period, the higher the income in this period, and the greater structural changes in the next periods.
We should also ask the question of whether an inverse relationship between growth and structural changes is possible, with structural changes affecting the economic growth rate.
According to empirical studies by Stamer and Aiginger, structural changes can lead to changes in the economic growth rate (Stamer 1998 (Stamer , 1999 Aiginger 2001 ). This situation can arise when demand increases faster in a sector with low productivity than in a sector with high productivity, which forces a movement of employment from the second sector to the first, eventually leading to a slower rate of economic growth. Using sectoral data for Germany in the period 1970-1993, Stamer found a stronger influence of economic growth on structural changes than vice versa, while Aiginger, analysing sectoral data for 14 old European countries in the period 1985-1998, came to the conclusion that structural changes have a much larger impact on economic growth. Both Stamer and Aiginger used highly disaggregated data in their research. In this paper, we divide the economies of the transition countries chosen into 21 main sectors and test the direction and strength of the relationship between structural changes and economic growth within them.
Measuring structural changes and Granger's causality for panel data models
The most popular measure for comparing structural changes between countries and over time is the Structural Change Index (SCI), given as:
where x denotes the relationship between the gross value added in sector i and the total gross value added, or the relationship between the number of persons engaged in sector i and the total number of persons engaged in the periods t and s. Another measure which allows structural changes to be compared is the Modified Lilien Index (MLI) (Stamer 1999) , based on Lilien (1982) , which is constructed as follows:
MLI measures the standard deviation of the sectoral growth rates between two periods, t and s, and over countries. The shares of the sectors in the two periods are used for weighting.
In our investigation we want to evaluate the causal relationship between structural changes, measured by SCI and MLI, and GDP growth.
A paper published by Granger (1969) became the starting point in the development of the methodology for testing causality. According to Granger's definition of causality, a series x can be said to cause a series y if and only if the expectation of y given the history of x differs from the unconditional expectation of y:
3 It should be remembered that SCI is very sensitive to a number of factors. The most important ones which can influence the index are: the level of data aggregation, price changes, and the selection of periods used for comparison. A higher level of disaggregation causes a higher level of the index. Depending on the classification used for measurement we can obtain different results. This means the more detailed data, the more structural change can be observed.
In other words, in the conditional distribution lagged values of series x give additional information to explain series y. If causality between series y and x exists (x→y), current values of y can be predicted better using lagged values of x and y than using past values of y only.
Granger's procedure for testing causality requires datasets which are stationary. This means that before the estimation is started, a test for the presence of unit roots is needed. In the case of a relatively short size of the panel, there can be a problem with distortion of panel unitroot tests connected with their power and size. Regarding the first generation tests, in small samples Monte Carlo simulations suggest using the Breitung test rather than the LLC test, the power of which is too low in such cases (Breitung 2001) . Following Baltagi (2008) (Pesaran 2003) in terms of both size and power in relatively small samples. In order to evaluate Granger's causality properly, all the tests mentioned above will be used to assess the stationarity of the data first.
After stationarity testing, we go to a 3-step procedure for testing causality based on 
where νit is the sum of individual effects αi, assumed to be fixed, and normally distributed disturbances εit. This means that we use a one-way error component model. Following Hurlin and Venet, we impose the following assumptions on νit:
and make these assumptions concerning the model coefficients: In panel data models we can expect heterogeneity between individuals for two reasons.
Firstly, we can observe natural permanent cross-sectional differences between individuals. This kind of heterogeneity is taken into consideration by introducing individual fixed parameters αi.
Secondly, there are heterogeneous coefficients associated with the exogenous variable x. In a whole group of individuals we can find a subgroup where causality between x and y exists (βi(k)≠0) and a subgroup where the causal relationship is not observed (βi(k)=0).
This means that the analysis of causality must take this problem into consideration to avoid mistakes in the evaluation of causality. The details of the procedure are shown in Figure 1 and Table 1 .
Fig. 1. Test for Granger's causality in panel data models
In the first step of the procedure we check whether the coefficients βi(k) for all panel groups i and all lags k are statistically significant or not. Testing the slope coefficients for all i at once and all k means that we treat the panel as homogeneous. A lack of significance means that a causality relationship for all the individuals does not exist. If we reject the hypothesis, then the second step of the procedure allows the question of whether the slope coefficients are identical or not to be to answered. Rejecting the hypothesis implies differences among βi(k) and lets us treat the panel as heterogeneous where the causality is observed. The last step identifies a
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Data and Empirical Results
Granger's procedure for testing causal relationships is implemented to examine a panel of Central Eastern European transition countries which accessed the European Union in 2004 -the Czech Republic, Estonia, Hungary, Lithuania, Latvia, Poland, Slovakia and Slovenia -using annual data from 1995 to 2011.
In order to obtain a higher level of disaggregation, the total economy is divided into 21 branches, according to the NACE revision 2. The sectoral data for gross value added (GVA), the number of persons employed (EMP) 4 and the growth rate of GDP are taken from the Eurostat database and the WIOD database. The measures of structural changes for GVA and EMP are calculated on the basis of the Structural Change Index and the Modified Lilien Index.
For the purpose of evaluating unit-root presence, we use the three panel unit-root tests listed in the previous section: the Breitung test, the IPS test and the CADF test. The results of the tests are presented in Table 2 .
For all the panel series mentioned, the unit-root tests reject the null hypothesis that the series contain a unit root. Both the structural change measures -SCI and MLI for value added and employment -and the GDP growth rate are stationary and can be used in further calculations. Note: significant at 0.1%, ** significant at 0.05%, *** significant at 0.01%
Source: Own calculations Table 3 and Table 4 present the results for the Homogeneous Non-Causality (HNC)
hypothesis. All the test statistics are significant. For all lags and both the structural change indices for GVA and EMP, the HNC hypothesis can be strongly rejected. This means that structural changes measured by gross value added and number of persons employed cause GDP changes in Granger's sense and vice versa. We can confirm that there is a two-way casual relationship between the phenomena analyzed for all the countries. The next step is to determine whether the relationship investigated is homogeneous. The results for testing Homogeneous Causality (HC) hypothesis are shown in Table 5 and Table 6 .
We cannot observe the influence of structural changes in GVA on the GDP growth rate for only two lags, and the influence of structural changes in EMP on GDP only for the first lag and SCI.
For the rest, the HC hypothesis can be rejected and we can confirm that both structural changes cause GDP growth and GDP growth causes structural changes for at least one economy. This indicates that the causality process is not homogeneous. Rejection of the HC hypothesis allows us to ask the question of which countries belong to the subgroup where Granger's causality is observed. The Heterogeneous Non-Causality (HENC) hypothesis needs to be tested. The results are presented in Table 7 and Table 8 .
For five countries -Estonia, Latvia, Lithuania, Slovakia and Slovenia -the HENC hypothesis is strongly rejected for all lags and both relationships. These countries belong to the subgroup where a causal bi-directional relationship is observed. In Hungary and the Czech Republic, the relationship analysed in not so strong as in the above-mentioned countries and depends on the lag length. Poland is the only country where we cannot observe any relationship -neither structural changes cause GDP changes and nor do GDP changes cause structural changes. Note: significant at 0.1%, ** significant at 0.05%, *** significant at 0.01% Source: Own calculations
Conclusions
This article has examined whether or not a causal relationship exists among important economic processes. We have asked the question whether economic growth causes structural changes or whether it is the other way round, and have employed Granger's causality test extended to panel data in the investigation. We used two different measures of structural changes -the Structural Change Index and the Modified Lilien Index -to calculate changes in gross value added and employment. We found that in general causality in our sample of 8 transformed EU countries is a very heterogeneous process.
We found that a casual relationship between economic growth and structural changes occurs more frequently when we measure structural changes by value added than by changes in employment. The exception is Poland, the largest economy among the countries surveyed, for which in the case of gross value added we found no significant influence on economic growth and vice versa, but we did indentify a very strong causal one-way relationship between economic growth and employment.
For very small countries like Latvia, Lithuania and Estonia, bidirectional causality was observed, irrespective of whether structural changes are measured in terms of employment or in terms of gross value added.
Of course, the results require more detailed explanations of the channel through which economic growth affects structural changes and vice versa in the major sectors of the economy.
Due to the shortness of the time series, we used a year-to-year comparison, in which temporary factors can strongly influence structural measures in some cases and thus they can hide the real long term changes. For this reason we recommend re-estimating the relationships analyzed when the time series available is longer and the data can be divided into sub-periods.
