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ПрЕдислоВиЕ
учебное пособие посвящено важнейшим разделам высшей 
математики (элементам линейной и векторной алгебры) и пред-
назначено для студентов первого и второго курса института соци-
альных и политических наук уральского федерального универси-
тета, изучающих математические основы в рамках курса высшей 
математики.
цель курса — изучение матриц, определителей и систем 
линейных уравнений, а также углубление полученных знаний по 
векторной алгебре. пособие содержит множество практических 
заданий, ведь именно решение задач позволяет понять теорию 
в полном объеме. теоретический материал курса представлен 
кратко, но его достаточно для решения задач. более подробные 
теоретические сведения предлагается почерпнуть из литературы, 
список которой прилагается.
глава 1 пособия посвящена матрицам и определителям. 
она содержит все необходимые для решения задач определения, 
методы и приемы, а также примеры с решениями, что дает возмож-
ность студентам глубже понять тему. в главе 2 рассматриваются 
системы линейных уравнений и основные методы их решения. 
глава 3 поможет читателю освежить и дополнить знания, полу-
ченные в школе в разделе векторной алгебры. основные подглавы 
содержат небольшие самостоятельные работы с ответами для 
закрепления полученных знаний.
учебное пособие включает три контрольные работы, посвя-
щенные матрицам, системам линейных уравнений и векторам. 
каждая работа содержит 15 вариантов контрольных заданий. 
дополнительно представлены типовые варианты с подробным 
решением.
41. Матрицы и оПрЕдЕлитЕли
1.1. Матрицы. основные понятия
определение. Матрицей называется прямоугольная таблица 
чисел, содержащая m строк одинаковой длины (или n столбцов 
одинаковой длины).
Матрицы обозначаются заглавными буквами латинского алфа-
вита A, B, C и т. д. для обозначения элементов матрицы исполь-
зуются строчные буквы с двойной индексацией: aij, bij, cij, где i — 
номер строки, j — номер столбца. Матрица записывается в виде
Матрицу а называют матрицей размера m × n и пишут Аm × n. 
Элементы, стоящие на диагонали, идущей из верхнего левого угла, 
образуют главную диагональ.
п р и м е р. 
3 2
  2   3
1   0 .
  4   2
A ×
 
 = − 
 − 
п р и м е р. с помощью матриц удобно записывать некоторые 
экономические зависимости.
ресурсы
легкая промыш-
ленность
тяжелое  
машино-
строение
сельское  
хозяйство
Электроэнергия 2.6 2.1 3.0
трудовые ресурсы 1.2 1.8 2.8
водные ресурсы 2.5 3.0 3.0
5таблицу распределения ресурсов по отраслям экономики 
можно записать в компактной форме в виде матрицы
3 3
2.6 2.1 3.0
1.2 1.8 2.8 .
2.5 3.0 3.0
A ×
 
 =  
 
 
в данной записи, например, матричный элемент а
11
 = 2.6 пока-
зывает, сколько электроэнергии употребляет легкая промышлен-
ность, а элемент а
23
 = 2.8 — сколько трудовых ресурсов потребляет 
сельское хозяйство.
определение. Матрицы равны между собой, если равны все 
соответствующие элементы этих матриц, т. е. а = В, если 
( )1, ; .1,ij ij i m ja nb = ==
определение. Матрица, у которой число строк равно числу 
столбцов, называется квадратной. квадратную матрицу размера 
n × n называют матрицей n-го порядка.
п р и м е р.
2 2
2 3
.
2 5
A ×
 
=  − 
определение. квадратная матрица, у которой все элементы, 
кроме элементов главной диагонали, равны нулю, называется 
диагональной.
п р и м е р.
3 3
6 0 0
0 2 0 .
0 0 3
A ×
 
 = − 
 
 
определение. диагональная матрица, у которой каждый эле-
мент главной диагонали равен единице, называется единичной.
6обозначается буквой E.
п р и м е р. 
3 3
1 0 0
0 1 0 .
0 0 1
E ×
 
 =  
 
 
определение. квадратная матрица называется треугольной, 
если все элементы, расположенные по одну сторону от главной 
диагонали, равны нулю.
п р и м е р. 
3 3
1 3 4
0 2 5 .
0 0 5
A ×
− 
 =  
 − 
определение. Матрица, все элементы которой равны нулю, 
называется нулевой. обозначается буквой O.
в матричном исчислении матрицы O и E играют роль чисел 0 
и 1 в арифметике.
определение. Матрица, содержащая один столбец или одну 
строку, называется вектором (вектор-столбцом или вектор-стро-
кой соответственно).
вектор-столбец
1
.m
m
a
A
a
 
 =  
 
 

вектор-строка
( )1 .n nB b b= 
определение. Матрица, полученная из данной заменой 
каждой ее строки столбцом с тем же номером, называется матри-
цей, транспонированной к данной. обозначается АТ .
7п р и м е р.
транспонированная матрица обладает следующим свойством: 
(АТ)Т = А. 
1.2. действия над матрицами
с л о ж е н и е  м а т р и ц
операция сложения матриц вводится только для матриц оди-
наковых размеров.
определение. Суммой двух матриц Am × n = (aij), Bm × n = (bij) 
называется матрица Cm × n = (cij) такая, что
( )1, ; 1, .ij ij ij ic a mb j n= == +
п р и м е р.
   2    3    0    3    2    6
4    5 1    2 5    7 .
  0    1   4    3   4    2
     
     − + − = −     
     − −     
в ы ч и т а н и е  м а т р и ц
операция вычитания производится аналогично.
определение. Разностью двух матриц Am × n = (aij), Bm × n = (bij) 
называется матрица Cm × n = (cij) такая, что
( )1, ; 1, . ij ij ij ic a mb j n= == −
п р и м е р.
   2    3    0    3    2    0
4    5 1    2 3    3 .
  0    1   4    3 4    4
     
     − − − = −     
     − −     
8ум н о ж е н и е  м а т р и ц ы  н а  ч и с л о
определение. Произведением матрицы Am × n = (aij) на число k 
называется матрица Bm × n = (bij) такая, что 
bij = k × aij (  ).
п р и м е р .
2 3
2 1 3
, 2,
2 8   5
A k×
− 
= = 
 
тогда
2 3
4 2 6
.
4 16   10
kA ×
− 
=  
 
операции сложения матриц и умножения матрицы на число 
обладают следующими свойствами:
10. А + В = В + А;
20. А + (В + С ) = (А + В) + С;
30. А + О = А;
40. А − А = О;
50. 1 × А = А;
60. а × (А + В) = а × А + а × В;
70. (а + b) × А = а × А + b × А;
80. а × (b × А) = (а × b) × А,
где А, В, с — матрицы; а и b — числа.
п р о и з в е д е н и е  м а т р и ц
операция умножения двух матриц вводится только для случая, 
когда число столбцов первой матрицы равно числу строк второй 
матрицы.
определение. Произведением матрицы Am × n на матрицу Bn × l 
называется матрица Сm × k такая, что 
cik = ai1 ∙ b1k + ai2 ∙ b2k + … + ain ∙ bnk, где (  ).
9то есть элемент i-й строки и k-го столбца матрицы произве-
дения С равен сумме произведений элементов i-й строки матрицы 
А на соответствующие элементы k-гo столбца матрицы В.
получение элемента cik схематично изображается так:
k
i
lm n n ××










•
•
•
•
•
•
•
•
•
•
•
•
•
•
•










•••
•••
•••
 
если матрицы А и В квадратные, одного размера, то произве-
дения А × В и В × А всегда существуют.
п р и м е р. найти произведение матриц
2 3
2 1 3
4 5
2 8   5
0 1
A B
 
−   × = × − =      
 
2 2 1 ( 4) ( 3) 0 2 3 1 5 1 ( 3) 0 8
.
2 2 8 ( 4) 5 0 2 3 8 5 5 1 28 51
⋅ + ⋅ − + − ⋅ ⋅ + ⋅ + ⋅ −   
= =   ⋅ + ⋅ − + ⋅ ⋅ + ⋅ + ⋅ −   
определение. Матрицы А и В называются перестановоч-
ными, если А × В = В × А. умножение матриц обладает следую-
щими свойствами:
10. А × (В × С ) = (А × В) × С;
20. А × (В + С ) = А × В + А × С;
30. (А + В) × С = А × С + В × С;
40. а × (А × В) = (а × А) × В,
если, конечно, написанные суммы и произведения матриц имеют 
смысл.
10
для операции транспонирования верны свойства:
10 (A + B)T = AT + BT;
20 (А × В)Т = ВT × АT.
1.3. Элементарные преобразования матриц
Элементарными преобразованиями матриц являются:
1)  перестановка местами двух параллельных рядов матрицы;
2) умножение всех элементов ряда матрицы на число, отлич-
ное от нуля;
3) прибавление ко всем элементам ряда матрицы соответству-
ющих элементов параллельного ряда, умноженных на одно и то же 
число.
определение. две матрицы А и В называются эквивалент-
ными, если одна из них получается из другой с помощью элемен-
тарных преобразований. записывается А ~ В. 
при помощи элементарных преобразований любую матрицу 
можно привести к матрице, у которой в начале главной диагонали 
стоят подряд несколько единиц, а все остальные элементы равны 
нулю.
такую матрицу называют канонической.
п р и м е р.
п р и м е р. привести к каноническому виду матрицу
3 4
2 3 1    1
0 1 1 0 .
3 0 2 1
A ×
 
 = − 
 − 
11
Решение. римскими цифрами будем указывать номер строки 
или столбца:
IV 0.5 IIIIII II
3 4
2 3 1  1 2 3 4   1
0 1 1 0 ~ 0 1 0      0 ~
3 0 2 1 3 0 2     1
A
+ ⋅+
×
  
  
  = −
  
− −  
   
I 1.5 III 0.25 0.5 1/3 IV I
2 3 4 3 4 3 4 3 1 3 2 1
~ 0 1 0 0 ~ 0 1 0 0 ~ 0 1 0 0 ~
3 0 2 0 0 0 2 0 0 0 1 0
− ⋅ ⋅ ⋅ ⋅ −     
     
     
     
     
    
I 3 II I 2 III1 3 2 0 1 0 2 0 1 0 0 0
~ 0 1 0 0 ~ 0 1 0 0 ~ 0 1 0 0 .
0 0 1 0 0 0 1 0 0 0 1 0
− ⋅ − ⋅     
     
     
     
     
самостоятельная работа
1. найти A − 2 ∙ B, если
2. найти 2 ∙ A + 3 ∙ B, если
3. найти 3 ∙ A — B, если
12
4. найти A ∙ B, если
5. найти B ∙ A, если
6. найти А ∙ В, если
7. найти А ∙ В и B ∙ A, если
ответы.
1.
5 6
2 .
4 8
A B
− − 
− ⋅ =  − 
2.
7 8
2 3 .
3 11
A B  ⋅ + ⋅ =  
 
3.
1 3
3 .
7 11
A B
− 
⋅ − =  
 
4.
5 8
.
0 1
A B  ⋅ =  − 
5.
2 5
.
2 4
B A
− 
⋅ =  − 
6. операция не определена.
7.
 
( )
8 12 0
6 9 0 , 1 .
2 3 0
A B B A
− 
 ⋅ = − ⋅ = − 
 − 
13
1.4. определители. основные понятия
определение. квадратной матрице А порядка n можно сопо-
ставить число ∆ (или |A|), называемое ее определителем, следую-
щим образом:
1) если n = 1, т. е. A = (a
11
), тогда ∆ = a
11
;
2) n = 2, т. е. 
11 12
2 2
21 22
,
a a
A
a a×
 
=  
 
тогда
11 12
11 22 12 21
21 22
.
a a
a a a a
a a
∆ = = −
вычисление определителя 2-го порядка иллюстрируется 
схемой
••
••
−
••
••
=
••
••
 .
3) n = 3, т. е.
11 12 13
3 3 21 22 23
31 32 33
,
a a a
A a a a
a a a
×
 
 =  
 
 
тогда
11 12 13
21 22 23 11 22 33 12 23 31 21 32 13
31 32 33
a a a
a a a a a a a a a a a a
a a a
∆ = = ⋅ ⋅ + ⋅ ⋅ + ⋅ ⋅ −
31 22 13 21 12 33 32 23 11.a a a a a a a a a− ⋅ ⋅ − ⋅ ⋅ − ⋅ ⋅
14
при вычислении определителя 3-го порядка удобно пользо-
ваться правилом треугольников (или саррюса), которое символи-
чески можно записать так:
−
•••
•••
•••
+
•••
•••
•••
+
•••
•••
•••
=
•••
•••
•••
 
.
•••
•••
•••
−
•••
•••
•••
−
•••
•••
•••
−  
п р и м е р. вычислить определитель матрицы
2 2
2 3
.
2 5
A ×
 
=  − 
Решение.
2 3
2 5 ( 2) 3 16.
2 5
∆ = = ⋅ − − ⋅ =
−
п р и м е р. вычислить определитель матрицы
2 2
cos sin
.
sin cos
A ×
α α 
=  − α α 
Решение.
2 2cos sin cos cos ( sin ) sin cos sin 1.
sin cos
α α
∆ = = α ⋅ α − − α ⋅ α = α + α =
− α α
ответ. 1.
15
п р и м е р. вычислить определитель матрицы
3 3
1 3 4
2 1 5 .
3 0 1
A ×
− 
 = − 
 
 
Решение.
1 3 4
2 1 5 1 ( 1) 1 ( 3) 5 3 2 0 4
3 0 1
−
∆ = − = ⋅ − ⋅ + − ⋅ ⋅ + ⋅ ⋅ −
3 ( 1) 4 2 ( 3) 1 1 0 5 1 45 12 6 28.− ⋅ − ⋅ − ⋅ − ⋅ − ⋅ ⋅ = − − + + = −
ответ. −28.
правило вычисления определителя для матрицы порядка 
n > 3 является довольно сложным для восприятия и применения. 
однако известны методы, позволяющие реализовать вычисление 
определителей высоких порядков на основе определителей низ-
ших порядков. один из методов основан на свойстве разложения 
определителя по элементам некоторого ряда. при этом заметим, 
что определители невысоких порядков (1, 2, 3) желательно уметь 
вычислять согласно определению.
1.5. свойства определителей
сформулируем основные свойства определителей, присущие 
определителям всех порядков. некоторые из этих свойств поясним 
на определителях 3-го порядка.
10. («равноправность строк и столбцов»). определитель не 
изменится, если его строки заменить столбцами, и наоборот.
11 12 11 21
21 22 12 22
.
a a a a
a a a a
=
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11 12 13 11 21 31
21 22 23 12 22 32
31 32 33 13 23 33
.
a a a a a a
a a a a a a
a a a a a a
=
проверим это свойство на определителях 2-го и 3-го порядка.
11 12 11 21
11 22 12 21
21 22 12 22
.
a a a a
a a a a
a a a a
= − =
11 12 13
21 22 23 11 22 33 12 23 31 21 32 13
31 32 33
a a a
a a a a a a a a a a a a
a a a
= ⋅ ⋅ + ⋅ ⋅ + ⋅ ⋅ −
31 22 13 21 12 33 32 23 11 11 22 33 12 23 31a a a a a a a a a a a a a a a− ⋅ ⋅ − ⋅ ⋅ − ⋅ ⋅ = ⋅ ⋅ + ⋅ ⋅ +
11 21 31
13 21 32 31 22 13 11 23 32 12 21 33 12 22 32
13 23 33
.
a a a
a a a a a a a a a a a a a a a
a a a
+ ⋅ ⋅ − ⋅ ⋅ − ⋅ ⋅ − ⋅ ⋅ =
20. при перестановке двух параллельных рядов определитель 
меняет знак. проверим это свойство на определителях 2-го и 3-го 
порядка.
11 12 21 22
11 22 12 21 12 21 11 22
21 22 11 12
( ) ,
a a a a
a a a a a a a a
a a a a
= − = − − = −
11 12 13
21 22 23 11 22 33 12 23 31 21 32 13
31 32 33
a a a
a a a a a a a a a a a a
a a a
= ⋅ ⋅ + ⋅ ⋅ + ⋅ ⋅ −
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31 22 13 21 12 33 32 23 11 21 12 33 22 13 31(a a a a a a a a a a a a a a a− ⋅ ⋅ − ⋅ ⋅ − ⋅ ⋅ = − ⋅ ⋅ + ⋅ ⋅ +
21 22 23
11 32 23 23 12 31 11 22 33 21 32 13 11 12 13
31 32 33
) .
a a a
a a a a a a a a a a a a a a a
a a a
+ ⋅ ⋅ − ⋅ ⋅ − ⋅ ⋅ − ⋅ ⋅ = −
30. определитель, имеющий два одинаковых ряда, равен нулю. 
проверим это свойство на определителях 2-го и 3-го порядка.
11 12
11 12 12 11
11 12
0,
a a
a a a a
a a
= − =
11 12 13
11 12 13 11 12 33 12 13 31 11 32 13
31 32 33
a a a
a a a a a a a a a a a a
a a a
= ⋅ ⋅ + ⋅ ⋅ + ⋅ ⋅ −
13 12 31 12 11 33 32 11 13 0.a a a a a a a a a− ⋅ ⋅ − ⋅ ⋅ − ⋅ ⋅ =
40. общий множитель элементов какого-либо ряда определи-
теля можно вынести за знак определителя.
проверим это свойство на определителе 3-го порядка.
11 12 13
21 22 23 11 22 33 12 23 31 21 32 13
31 32 33
a a a
ka ka ka a ka a a ka a ka a a
a a a
= ⋅ ⋅ + ⋅ ⋅ + ⋅ ⋅ −
31 22 13 11 23 32 21 12 33 11 22 33 12 23 31(a ka a a ka a ka a a k a a a a a a− ⋅ ⋅ − ⋅ ⋅ − ⋅ ⋅ = ⋅ ⋅ + ⋅ ⋅ +
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11 12 13
21 32 13 31 22 13 11 23 32 21 12 33 21 22 23
31 32 33
) .
a a a
a a a a a a a a a a a a k a a a
a a a
+ ⋅ ⋅ − ⋅ ⋅ − ⋅ ⋅ − ⋅ ⋅ =
из свойств 3 и 4 следует, что если все элементы некоторого 
ряда пропорциональны соответствующим элементам параллель-
ного ряда, то такой определитель равен нулю.
действительно,
11 12 13 11 12 13
11 12 13 11 12 13
31 32 33 31 32 33
0 0.
a a a a a a
ka ka ka k a a a k
a a a a a a
= = ⋅ =
50. если элементы какого-либо ряда определителя пред-
ставляют собой суммы двух слагаемых, то определитель может 
быть разложен на сумму двух соответствующих определителей. 
например,
11 12 13 11 12 13 11 12
21 22 23 21 22 23 21 22
31 32 33 31 32 33 31 32
.
a a a b a a a a a b
a a a c a a a a a c
a a a d a a a a a d
+
+ = +
+
60. («Элементарные преобразования определителя»). опре-
делитель не изменится, если к элементам одного ряда прибавить 
соответствующие элементы параллельного ряда, умноженные на 
любое число. например,
11 12 13 11 12 13
21 22 23 21 22 23
31 32 33 31 21 32 22 33 23
.
a a a a a a
a a a a a a
a a a a ka a ka a ka
∆ = =
+ + +
19
проверим это свойство на определителе 3-го порядка:
0.k= ∆ + ⋅
дальнейшие свойства определителей связаны с понятиями 
минора и алгебраического дополнения.
определение. Минором некоторого элемента aij определителя 
n-го порядка называется определитель (n − 1)-го порядка, получен-
ный из исходного путем вычеркивания строки и столбца, на пере-
сечении которых находится выбранный элемент. обозначается Mij.
например, если
11 12 13
21 22 23
31 32 33
,
a a a
a a a
a a a
∆ =
тогда, например,
22 23 11 12
11 23
32 33 31 32
, .
a a a a
M M
a a a a
= =
определение. Алгебраическим дополнением элемента aij опре-
делителя называется его минор, взятый со знаком «плюс», если 
сумма i + j — четное число, и со знаком «минус», если эта сумма 
нечетная. обозначается Aij: Aij = (–1)i + jMij.
так, A
11 
= + M
11
, A
23
 = − M
23
.
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70. теорема лапласа («разложение определителя по элемен-
там некоторого ряда»). определитель квадратной матрицы равен 
сумме произведений элементов некоторой строки (столбца) на их 
алгебраические дополнения: 
∆ = ai1∙Ai1 + ai2 ∙ Ai2 + … + ain∙Ain (разложение по элементам 
i-строки, ), ∆ = a
1j ∙ 
A
1j + a2j ∙ A2j + + … + anj ∙ Anj (разложение по элементам j-столбца, 
).
проиллюстрируем и одновременно докажем теорему на при-
мере определителя 3-го порядка. в этом случае теорема означает, 
что
11 12 13
21 22 23 11 11 12 12 13 13
31 32 33
.
a a a
a a a a A a A a A
a a a
∆ = = ⋅ + ⋅ + ⋅
в самом деле, имеем
22 23 21 23
11 11 12 12 13 13 11 12
32 33 31 33
a a a a
a A a A a A a a
a a a a
 
⋅ + ⋅ + ⋅ = ⋅ + ⋅ − + 
 
21 22
13 11 22 33 23 32 12 21 33 23 31
31 32
( ) ( )
a a
a a a a a a a a a a a
a a
+ ⋅ = − − − +
13 21 32 22 31 11 22 33 11 23 32 12 21 33 12 23 31( )a a a a a a a a a a a a a a a a a+ − = − − + +
13 21 32 13 22 31 .a a a a a a+ − = ∆
свойство 7 содержит в себе способ вычисления определите-
лей высоких порядков.
п р и м е р. вычислить определитель матрицы
3 5 7 8
1 7 0 1
.
0 5 3 2
1 1 7 4
A
 
 − =
 
 
− 
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Решение.
3 5 7 8
7 0 1 1 0 1
1 7 0 1
3 5 3 2 5 0 3 2
0 5 3 2
1 7 4 1 7 4
1 1 7 4
−
−
∆ = = ⋅ − ⋅ +
−
−
1 7 1 1 7 0
7 0 5 2 8 0 5 3 3 (7 3 4 0 2 ( 1) 5 7 1
1 1 4 1 1 7
− −
+ ⋅ − ⋅ = ⋅ ⋅ ⋅ + ⋅ ⋅ − + ⋅ ⋅ −
− −
1 3 ( 1) 2 7 7 5 0 4) 5 (( 1) 3 4 0 2 1 0 7 1− ⋅ ⋅ − − ⋅ ⋅ − ⋅ ⋅ − ⋅ − ⋅ ⋅ + ⋅ ⋅ + ⋅ ⋅ −
1 3 1 2 7 ( 1) 0 0 4) 7 (( 1) 5 4 7 2 1 0 1 ( 1)− ⋅ ⋅ − ⋅ ⋅ − − ⋅ ⋅ + ⋅ − ⋅ ⋅ + ⋅ ⋅ + ⋅ ⋅ − −
1 5 1 2 ( 1) ( 1) 0 7 4) 8 (( 1) 5 7 7 3 1 0 0 ( 1)− ⋅ ⋅ − ⋅ − ⋅ − − ⋅ ⋅ − ⋅ − ⋅ ⋅ + ⋅ ⋅ + ⋅ ⋅ − −
0 5 1 ( 1) ( 1) 3 0 7 7) 3 (84 35 3 98) 5 ( 12 3− ⋅ ⋅ − − ⋅ − ⋅ − ⋅ ⋅ = ⋅ + + − − ⋅ − − +
14) 7 ( 20 14 5 2) 8 ( 35 21 3) 72 5 91 136 122.+ + ⋅ − + − − − ⋅ − + − = + − + =
ответ. 122.
80. сумма произведений элементов какого-либо ряда опреде-
лителя на алгебраические дополнения соответствующих элемен-
тов параллельного ряда равна нулю. например, 
a
11
A
21
 + a
12
A
22
 + a
13
A
23
 = 0.
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самостоятельная работа
найти определитель:
1.
2 1
.
2 5
∆ =
−
2.
1 1 1
1 0 1 .
1 1 0
∆ = −
− −
3.
3 2 4
4 1 2 .
5 2 3
−
∆ = −
−
4.
3 1 1 1
1 3 1 1
.
1 1 3 1
1 1 1 3
∆ =
5.
  
5 6 0 0 0
1 5 6 0 0
.0 1 5 6 0
0 0 1 5 6
0 0 0 1 5
∆ =
ответы.
1. 12.      2. 1.      3. –5.      4. 48.      5. 665.
1.6. обратная матрица
пусть А — квадратная матрица n-го порядка
11 12 1
21 22 2
1 2
.
n
n
n n nn
a a a
a a a
A
a a a
 
 
 =
 
 
 


   

определение. квадратная матрица А называется невыро-
жденной, если определитель ∆ не равен нулю: ∆ ≠ 0. в противном 
случае матрица А называется вырожденной.
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определение. Матрица, составленная из алгебраических 
дополнений, называется союзной (присоединенной) к матрице А. 
обозначается A*.
11 12 1
21 22 2*
1 2
,
n
n
n n nn
A A A
A A A
A
A A A
 
 
 =
 
 
 


   

где Aij — алгебраическое дополнение элемента aij данной матрицы А 
(оно определяется так же, как и алгебраическое дополнение эле-
мента определителя).
определение. Матрица А−1 называется обратной к матрице А, 
если выполняется условие A ∙ A−1 = A−1 ∙ A = E, где Е — единичная 
матрица того же порядка, что и матрица A.
Матрица А−1 имеет те же размеры, что и матрица А. 
теорема. всякая невырожденная матрица имеет обратную.
проведем доказательство для случая матрицы 3-го порядка. 
пусть
11 12 13
21 22 23
31 32 33
,
a a a
A a a a
a a a
 
 =  
 
 
причем ∆ ≠ 0.
составим союзную матрицу
11 12 13
*
21 22 23
31 32 33
A A A
A A A A
A A A
 
 =  
 
 
и найдем произведение матриц A и (A*)T.
24
( )
11 12 13 11 21 31 11 12 13
*
21 22 23 12 22 32 21 22 23
31 32 33 13 23 33 31 32 33
.
T
a a a A A A d d d
A A a a a A A A d d d
a a a A A A d d d
     
     ⋅ = ⋅ =     
     
     
11 11 11 12 12 13 13d a A a A a A= + + = ∆ по свойству 7;
12 11 21 12 22 13 23 0d a A a A a A= + + = по свойству 8;
13 11 31 12 32 13 33 0d a A a A a A= + + = по свойству 8;
21 21 11 22 12 23 13 0d a A a A a A= + + = по свойству 8;
22 21 21 22 22 23 23d a A a A a A= + + = ∆ по свойству 7;
23 21 31 22 32 23 33 0d a A a A a A= + + = по свойству 8;
31 31 11 32 12 33 13 0d a A a A a A= + + = по свойству 8;
32 31 21 32 22 33 23 0d a A a A a A= + + = по свойству 8;
33 31 31 32 32 33 33d a A a A a A= + + = ∆ по свойству 7.
тогда
( )*
0 0 1 0 0
0 0 0 1 0 .
0 0 0 0 1
T
A A E
∆   
   ⋅ = ∆ = ∆ = ∆ ⋅   
   ∆   
таким образом, A ∙ (A*)T = ∆ ∙ E. получаем
( )*
.
T
A
E A= ⋅
∆
аналогично можно убедиться, что (A*)T ∙ A = ∆ ∙ E. отсюда 
получаем
25
( )*
,
T
A
E A= ⋅
∆
т. е. 
( )*1
T
A
A− =
∆
 — обратная матрица (по определению), т. е.
11 21 31
1
12 22 32
13 23 33
1 .
A A A
A A A A
A A A
−
 
 =  ∆  
 
п р и м е р. найти A−1, если 
2 4
.
1 5
A
− 
=  − 
сделать проверку.
Решение.
1. найдем определитель матрицы:
2 4
2 5 ( 1) ( 4) 10 4 6 0,
1 5
−
∆ = = ⋅ − − ⋅ − = − = ≠
−
значит, обратная матрица существует.
2. запишем присоединенную матрицу.
алгебраические дополнения равны
A
11 
= 5, A
12 
= 1, A
21 
= 4, A
22 
= 2, 
тогда
* 5 1 .
4 2
A  =  
 
( )*1
5 2
5 41 6 33. .
1 2 1 16
6 3
T
A
A−
 
  
= = ⋅ =   ∆     
 
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4. выполним проверку, для этого покажем, что 
A ∙ A−1 = A−1 ∙ A = E.
1
5 2 5 1 4 42 42 4 1 06 3 6 6 3 3 .
1 5 1 1 5 5 2 5 0 1
6 3 6 6 3 3
A A E−
   ⋅ − ⋅ −   −   
⋅ = ⋅ = = =      −       − + − +   
   
1
5 2 5 2 5 22 1 4 52 4 1 06 3 6 3 6 3 .
1 1 1 5 1 1 1 1 0 12 1 4 5
6 3 6 6 6 3
A A E−
   ⋅ − ⋅ − ⋅ + ⋅   −   
⋅ = ⋅ = = =      −      ⋅ − ⋅ − ⋅ + ⋅   
   
ответ.
1
5 2
6 3 .
1 1
6 3
A−
 
 
=  
  
 
п р и м е р. найти A−1, если
1 2 1
0 3 1 .
1 0 1
A
− 
 = − 
 
 
сделать проверку.
Решение.
1. найдем определитель матрицы:
1 2 1
0 3 1 1 ( 3) 1 1 ( 2) 1 1 0 0 1 ( 3) 1
1 0 1
−
∆ = − = ⋅ − ⋅ + ⋅ − ⋅ + ⋅ ⋅ − ⋅ − ⋅ −
1 0 1 0 ( 2) 1 3 2 3 2 0,− ⋅ ⋅ − ⋅ − ⋅ = − − + = − ≠
значит, обратная матрица существует.
27
2. запишем присоединенную матрицу.
алгебраические дополнения равны:
1 1
11
3 1
( 1) 3,
0 1
A +
−
= − ⋅ = − 1 212
0 1
( 1) 1,
1 1
A += − ⋅ =
1 3
13
0 3
( 1) 3,
1 0
A +
−
= − ⋅ = 2 121
2 1
( 1) 2,
0 1
A +
−
= − ⋅ =
2 2
22
1 1
( 1) 0,
1 1
A += − ⋅ = 2 323
1 2
( 1) 2,
1 0
A +
−
= − ⋅ = −
3 1
31
2 1
( 1) 1,
3 1
A +
−
= − ⋅ =
−
3 2
32
1 1
( 1) 1,
0 1
A += − ⋅ = −
3 3
33
1 2
( 1) 3,
0 3
A +
−
= − ⋅ = −
−
тогда *
3 1 3
2 0 2 .
1 1 3
A
− 
 = − 
 − − 
( )*1
3 2 1 1.5 1 0.5
13. 1 0 1 0.5 0 0.5 .
2
3 2 3 1.5 1 1.5
T
A
A−
− − −   
   = = ⋅ − = −   ∆ −    − − −   
4. выполним проверку, для этого покажем, что 
A ∙ A−1 = A−1 ∙ A = E.
1
1 2 1 1.5 1 0.5
0 3 1 0.5 0 0.5
1 0 1 1.5 1 1.5
A A−
− − −   
   ⋅ = − ⋅ − =   
   −   
1 1.5 2 0.5 1 1.5 1 1 2 0 1 1 1 0.5 2 0.5 1 1.5
0 1.5 3 0.5 1 1.5 1 0 3 0 1 1 0.5 0 3 0.5 1 1.5
1.5 1 0.5 0 1.5 1 1 1 0 0 1 1 0.5 1 0 0.5 1 1.5
⋅ + ⋅ − ⋅ − ⋅ − ⋅ + ⋅ − ⋅ − ⋅ + ⋅ 
 = ⋅ + ⋅ − ⋅ − ⋅ − ⋅ + ⋅ − ⋅ − ⋅ + ⋅ = 
 ⋅ − ⋅ − ⋅ − ⋅ + ⋅ + ⋅ − ⋅ + ⋅ + ⋅ 
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1 0 0
0 1 0 .
0 0 1
E
 
 = = 
 
 
1
1.5 1 0.5 1 2 1
0.5 0 0.5 0 3 1
1.5 1 1.5 1 0 1
A A−
− − −   
   ⋅ = − ⋅ − =   
   −   
1.5 1 1 0 0.5 1 1.5 2 1 3 0.5 0 1.5 1 1 1 0.5 1
0.5 1 0 0 0.5 1 0.5 2 3 0 0.5 0 0.5 1 0 1 0.5 1
1.5 1 1 0 1.5 1 1.5 2 1 3 1.5 0 1.5 1 1 1 1.5 1
⋅ − ⋅ − ⋅ − ⋅ + ⋅ − ⋅ ⋅ − ⋅ − ⋅ 
 = − ⋅ + ⋅ + ⋅ ⋅ − ⋅ + ⋅ − ⋅ + ⋅ + ⋅ = 
 − ⋅ + ⋅ + ⋅ ⋅ − ⋅ + ⋅ − ⋅ + ⋅ + ⋅ 
1 0 0
0 1 0 .
0 0 1
E
 
 = = 
 
 
ответ.
1
1.5 1 0.5
0.5 0 0.5 .
1.5 1 1.5
A−
− − 
 = − 
 − 
1.7. ранг матрицы
рассмотрим матрицу А размера m × n:
11 12 1
21 22 2
1 2
.
n
n
m m mn
a a a
a a a
A
a a a
 
 
 =
 
 
 


   

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определение. наибольший из порядков миноров данной 
матрицы, отличных от нуля, называется рангом матрицы. обозна-
чается r(A) или rang A.
очевидно, что 0 ≤ r ≤ min(m; n), где min(m; n) — меньшее из 
чисел m и n.
в общем случае нахождение ранга матрицы перебором всех 
миноров достаточно трудоемко. для облегчения этой задачи 
используются преобразования, сохраняющие ранг матрицы.
с в о й с т в а  р а н г а  м а т р и ц ы
10. при транспонировании матрицы ее ранг не меняется.
20. если вычеркнуть из матрицы нулевой ряд, то ранг матрицы 
не изменится.
30. ранг матрицы не изменяется при элементарных преобразо-
ваниях матрицы.
сведем матрицу к диагональному или треугольному виду 
(если матрица квадратная) или кононическому виду (если матрица 
не квадратная).
определение. количество ненулевых строк называется ран-
гом матрицы.
п р и м е р. найти ранг матрицы:
2 3 1 2
0 2 1 2 .
4 0 5 1
A
 
 = − 
 
 
Решение. выполним ряд элементарных преобразований, 
чтобы получить максимальное количество нулевых строк:
0.5
1
2
III 4 I
2 3 1 2 1 1.5 0.5 1
0 2 1 2 ~ 0 2 1 2 ~
4 0 5 1 4 0 5 1
A
⋅
⋅
− ⋅
   
   = − −   
   
   
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I 1.5 II
1 III 2 II
3
1 1.5 0.5 1 1 1.5 0.5 1
~ 0 1 0.5 1 ~ 0 1 0.5 1 ~
0 6 3 3 0 2 1 1
− ⋅
⋅ + ⋅
   
   − −   
   − − − −   
I 0.5 III
II III
1 0 1.25   0.5 1 0 1.25   0
~ 0 1 0.5   1 ~ 0 1 0.5 0 .
0 0 0       1 0 0 0       1
+ ⋅
−
−   
   − −   
   
   
более невозможно получить нули в матрице, значит, ранг 
матрицы равен 3.
ответ. r(A) = 3.
самостоятельная работа
найти обратную матрицу к матрице:
1.
5 4
.
8 6
A
− 
=  − 
2.
1 2 0
3 4 2 .
1 3 1
A
− 
 =  
 − 
3.
2 2 1
2 1 2 .
1 2 2
A
− 
 = − 
 
 
4.
1 2 3
2 2 3 .
3 2 3
A
 
 =  
 
 
найти ранг матрицы:
5.
4 5 6 5
3 1 4 5
.
0 3 4 5
1 3 3 5
A
 
 
 =
 −
 
 
6.
1 3 5 1
2 1 3 4
.
5 1 1 7
7 7 9 1
A
− 
 − − =
 −
 
 
7.
4 2 5 1 7
2 1 3 2 4 .
2 1 1 8 2
A
− 
 = − − 
 − 
8.
2 1 0
1 1 2
.
3 0 2
4 0 0
A
 
 − =
 
 
 
ответы.
1.
1
3 2
.54
2
A−
− − 
 =
 − − 
 
2. 1
1 1 1
4 4 2
5 1 1 .
8 8 4
13 1 5
8 8 8
A−
 − − 
 
 = − − 
 
 − 
 
3.
1
2 2 1
9 9 9
2 1 2 .
9 9 9
1 2 2
9 9 9
A−
 
 
 
 = − 
 
 − 
 
4. нет обратной матрицы.
5. 4.       6. 3.       7. 2.       8. 3.
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2. систЕМы лиНЕйНых ураВНЕНий
2.1. основные понятия
определение. Системой линейных алгебраических уравнений, 
содержащей m уравнений и n неизвестных, называется система 
вида
11 1 12 2 1 1
21 1 22 2 2 2
1 1 2 2
... ,
... ,
...
... ,
n n
n n
m m mn n m
a x a x a x b
a x a x a x b
a x a x a x b
+ + + =
 + + + =


 + + + =
где числа aij называются коэффициентами системы, числа bi — 
свободными членами.
такую систему удобно записывать в компактной матричной 
форме AX = B.
определение.
11 12 1
21 22 2
1 2
...
...
... ... ... ...
...
n
n
m m mn
a a a
a a a
A
a a a
 
 
 =
 
 
   
называется основной матрицей системы.
определение.
1
2
...
n
x
x
X
x
 
 
 =
 
 
 
 — вектор-столбец из неизвестных xj.
33
определение.
1
2
...
m
b
b
B
b
 
 
 =
 
 
 
 — вектор-столбец из свободных членов bi.
произведение матриц АX определено, так как в матрице 
А столбцов столько же, сколько строк в матрице X.
определение. Расширенной матрицей системы называется 
матрица A системы, дополненная столбцом свободных членов:
11 12 1 1
21 22 2 2
1 2
...
...
.
... ... ... ... ...
...
n
n
m m mn m
a a a b
a a a b
A
a a a b
 
 
 =
 
 
 
определение. Решением системы называется n значений 
неизвестных х
1
 = c
1
, x
2
 = c
2
, ... xn = cn, при подстановке которых все 
уравнения системы обращаются в верные равенства.
всякое решение системы можно записать в виде вектора- 
столбца
1
2 .
...
n
c
c
C
c
 
 
 =
 
 
 
определение. система уравнений называется совместной, 
если она имеет хотя бы одно решение, и несовместной, если она 
не имеет ни одного решения.
определение. совместная система называется определенной, 
если она имеет единственное решение, и неопределенной, если 
имеет более одного решения.
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определение. для неопределенной системы каждое ее реше-
ние называется частным решением системы. совокупность всех 
частных решений называется общим решением.
определение. Решить систему — значит выяснить, сов-
местна она или несовместна. если система совместна, найти ее 
общее решение.
определение. две системы называются эквивалентными 
(равносильными), если они имеют одно и то же общее решение.
то есть системы эквивалентны, если каждое решение одной из 
них является решением другой, и наоборот.
определение. система линейных уравнений называется одно-
родной, если ее свободные члены равны нулю:
11 1 12 2 1
21 1 22 2 2
1 1 2 2
... 0,
... 0,
...
... 0.
n n
n n
m m mn n
a x a x a x
a x a x a x
a x a x a x
+ + + =
 + + + =


 + + + =
утверждение. однородная система всегда совместна.
утверждение верно, так как x
1
 =  x
2
 =  x3 = ... = xn = 0 явля-
ется решением системы. Это решение называется нулевым или 
тривиальным.
2.2. решение систем линейных уравнений
пусть дана произвольная система m линейных уравнений 
с n неизвестными
11 1 12 2 1 1
21 1 22 2 2 2
1 1 2 2
... ,
... ,
...
... .
n n
n n
m m mn n m
a x a x a x b
a x a x a x b
a x a x a x b
+ + + =
 + + + =


 + + + =
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исчерпывающий ответ на вопрос о совместности этой системы 
дает теорема кронекера — капелли. приведем эту теорему без 
доказательства.
теорема 1 (Кронекера — Капелли). система линейных алге-
браических уравнений совместна тогда и только тогда, когда ранг 
расширенной матрицы системы равен рангу основной матрицы.
правила практического отыскания всех решений совместной 
системы линейных уравнений вытекают из следующих теорем.
теорема 2. если ранг совместной системы равен числу неиз-
вестных, то система имеет единственное решение.
теорема 3. если ранг совместной системы меньше числа 
неизвестных, то система имеет бесчисленное множество решений.
п р и м е р. исследовать на совместность систему
1,
2 2 3.
x y
x y
+ =
 + = −
Решение. запишем основную матрицу системы
1 1
,
2 2
A  =  
 
ее ранг r(A) = 1. запишем расширенную матрицу
1 1 1
,
2 2 3
A  =  − 
ее ранг ( ) 2,r A =  так как 
1 1
0 .
2 3
 
∆ = ≠ − 
таким образом,  следовательно, система несов-
местна.
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2.3. решение невырожденных линейных систем 
матричным методом
пусть дана система n линейных уравнений с n неизвестными
11 1 12 2 1 1
21 1 22 2 2 2
1 1 2 2
... ,
... ,
...
... ,
n n
n n
n n nn n n
a x a x a x b
a x a x a x b
a x a x a x b
+ + + =
 + + + =


 + + + =
или в матричной форме AX = B.
основная матрица А такой системы квадратная.
определение. определитель этой матрицы
11 12 1
21 22 2
1 2
...
...
... ... ... ...
...
n
n
n n nn
a a a
a a a
a a a
∆ =
называют главным определителем системы.
найдем решение данной системы уравнений в случае ∆ ≠ 0.
умножив обе части уравнения АX = B слева на матрицу A−1, 
получим A−1AX = A−1B.
поскольку A−1A = E и ЕX = X, то X = A−1B.
определение. отыскание решения системы по формуле 
X = A−1B называют матричным способом решения системы.
п р и м е р. решить систему матричным способом:
1 2
1 2
2 0,
3 7.
x x
x x
− =
 + =
Решение. так как X =  A−1B, то сначала вычисляем обратную 
матрицу к основной матрице системы:
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2 1
.
1 3
A
− 
=  
 
определитель матрицы
2 1
2 3 1 ( 1) 7 0,
1 3
−
∆ = = ⋅ − ⋅ − = ≠
т. е. обратная матрица существует и система совместна.
алгебраические дополнения равны A
11
 = 3, A
12
 = –1, A
21
 = 1, 
A
22
 = 2, тогда
* 3 1
1 2
A
− 
=  
 
 и 1
3 1
3 11 7 7 .
1 2 1 27
7 7
A−
 
  
= ⋅ =   −    − 
 
таким образом, решение имеет вид
3 1 3 10 70 17 7 7 7 .
1 2 7 1 2 20 7
7 7 7 7
X
   ⋅ + ⋅      
= ⋅ = =      
      − − ⋅ + ⋅   
   
ответ. x
1
 = 1, x
2
 = 2.
п р и м е р. решить систему матричным способом:
1 2 3
1 2 3
1 2 3
2 8,
2 3 3 5,
3 4 5 10.
x x x
x x x
x x x
+ + =
− + − = −
 − + =
Решение. так как X =  A−1B, то сначала найдем обратную 
матрицу к основной матрице системы:
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1 2 1
2 3 3 .
3 4 5
A
 
 = − − 
 − 
определитель матрицы
1 2 1
2 3 3 15 8 18 9 12 20 4 0,
3 4 5
∆ = − − = + − − − + = ≠
−
т. е. система совместна.
алгебраические дополнения равны:
1 1
11
3 3
( 1) 3,
4 5
A +
−
= − ⋅ =
−
1 2
12
2 3
( 1) 1,
3 5
A +
− −
= − ⋅ =
1 3
13
2 3
( 1) 1,
3 4
A +
−
= − ⋅ = −
−
2 1
21
2 1
( 1) 14,
4 5
A += − ⋅ = −
−
2 2
22
1 1
( 1) 2,
3 5
A += − ⋅ = 2 323
1 2
( 1) 10,
3 4
A += − ⋅ =
−
3 1
31
2 1
( 1) 9,
3 3
A += − ⋅ = −
−
3 2
32
1 1
( 1) 1,
2 3
A += − ⋅ =
− −
3 3
33
1 2
( 1) 7,
2 3
A += − ⋅ =
−
тогда *
3 1 1
14 2 10
9 1 7
A
− 
 = − 
 − 
  и  1
3 7 9
4 2 4
1 1 1 .
4 2 4
1 5 7
4 2 4
A−
 − − 
 
 =  
 
 − 
 
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таким образом, решение имеет вид
3 7 9
4 2 4 8 1
1 1 1 5 2 .
4 2 4
10 31 5 7
4 2 4
X
 − − 
    
    = ⋅ − =             
 − 
 
ответ. x
1
 = 1, x
2
 = 2, x3 = 3.
2.4. решение систем линейных уравнений  
методом Крамера
суть метода решения систем, базирующегося на нахождении 
определителей, отражена в теореме.
теорема Крамера. если главный определитель системы ∆ 
отличен от нуля, то система имеет единственное решение, которое 
находится по формуле крамера:
, 1, ,jjx j n
∆
= =
∆
где ∆j — определитель, полученный из определителя ∆ заменой 
j-го столбца на столбец свободных членов.
данный метод удобно применять для систем невысоких 
порядков (не выше третьего), а также если нужно найти одну из 
неизвестных. трудность метода заключается в том, что необхо-
димо вычислять много определителей.
п р и м е р. решить систему методом крамера:
1 2
1 2
5 2 7,
2 9.
x x
x x
+ =
 + =
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Решение. вычислим основной определитель матрицы 
системы:
5 2
5 4 1 0.
2 1
∆ = = − = ≠
вычислим дополнительные определители:
1 2
7 2 5 7
7 18 11, 45 14 31,
9 1 2 9
∆ = = − = − ∆ = = − =
тогда решение системы будет иметь вид
1 2
1 2
11 3111, .
1 1
x x∆ − ∆= = = − = =
∆ ∆
ответ. x
1
 = –11, x
2
 = 31.
п р и м е р. решить систему методом крамера:
1 2 3
1 2
1 2 3
3 2 1,
4 5 6,
6 3 2 2.
x x x
x x
x x x
− + =
− + = −
 − + =
Решение. вычислим основной определитель матрицы 
системы:
3 1 2
4 5 0 14 0.
6 3 2
−
∆ = − = − ≠
−
вычислим дополнительные определители:
1 2 3
1 1 2 3 1 2 3 1 1
6 5 0 14, 4 6 0 28, 4 5 6 14,
2 3 2 6 2 2 6 3 2
− −
∆ = − = ∆ = − − = ∆ = − − = −
− −
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тогда решение системы имеет вид
1 2 3
1 2 3
14 28 141, 2, 1.
14 14 14
x x x∆ ∆ ∆ −= = = − = = = − = = =
∆ − ∆ − ∆ −
ответ. x
1
 = –1, x
2
 = –2, x3 = 1.
2.5. решение систем линейных уравнений  
методом Жордана — Гаусса
одним из наиболее универсальных и эффективных методов 
решений линейных алгебраических систем является метод Жор-
дана — гаусса, состоящий в последовательном исключении неиз-
вестных. Метод позволяет с помощью элементарных преобразова-
ний за конечное число шагов найти решение. рассмотрим систему 
линейных уравнений с n-неизвестными:
11 1 12 2 1 1
21 1 22 2 2 2
1 1 2 2
... ,
... ,
...
... .
n n
n n
m m mn n m
a x a x a x b
a x a x a x b
a x a x a x b
+ + + =
 + + + =


 + + + =
пусть ранг матрицы системы равен r. исследование и реше-
ние системы сводится к эквивалентным преобразованиям этой 
системы в систему, где основная матрица приводится к канониче-
ской. решение систем по методу Жордана — гаусса будем произ-
водить в следующей последовательности:
1. в исходную матрицу записывается расширенная матрица 
системы.
2. выбирается разрешающий элемент aij ≠ 0 (лучше, чтобы 
aij = 1), при этом следует помнить, что дважды в одной строке 
выбирать разрешающий элемент нельзя.
определение. строка, в которой стоит разрешающий элемент, 
называется разрешающей строкой.
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определение. столбец, в котором стоит разрешающий эле-
мент, называется разрешающим столбцом.
3. если aij = 1, то разрешающая строка переписывается в сле-
дующую таблицу без изменений; если aij ≠ 1, то все элементы раз-
решающей строки делятся на aij.
4. все элементы разрешающего столбца, кроме aij, должны 
быть 0. Это достигается путем эквивалентных преобразований. 
получаем единичный столбец.
5. на этом все преобразования 1-й итерации заканчиваются 
и весь расчет повторяется с пункта 2.
Число итераций в решении системы равно рангу матрицы r, 
т. е. процесс продолжается до тех пор, пока не будет r единичных 
столбцов коэффициентов.
при элементарных преобразованиях возможны следующие 
случаи:
1. получаем строку 0 ∙ x
1
 + 0 ∙ x
2
 + …+ 0 ∙ xn = bi ≠ 0. Это значит, 
что система несовместна, т. е. решений нет.
2. получаем две строки с одинаковой левой частью и разной 
правой. Это значит, что система несовместна, т. е. решений нет.
3. получаем строку 0 ∙ x
1
 + 0 ∙ x
2
 + … + 0 ∙ xn = 0. Этому урав-
нению удовлетворяет любое найденное решение системы, поэтому 
оно может быть отброшено.
4. получим две одинаковые строки. значит, имеем два одина-
ковых уравнения. одно уравнение может быть отброшено.
пусть исходная система совместна и ранг матрицы системы 
равен r. возможны два случая:
1) r =  n, где n — число неизвестных, тогда системы имеет 
единственное решение;
2) r < n, тогда исходная система имеет бесчисленное множе-
ство решений.
определение. неизвестные, относительно которых система 
разрешима (т. е. неизвестные при единичных столбцах), назы-
ваются базисными. все остальные неизвестные называются 
свободными.
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определение. если в общем решении системы свободные 
переменные приравнять к нулю, то получим решение, называемое 
базисным.
п р и м е р. решить систему методом Жордана — гаусса:
1 2 3
1 2 3
1 2 3
1 2 3
2 2,
2 5,
6,
0.
x x x
x x x
x x x
x x x
− − = −
 − + =
 + + =
 − − =
Решение. запишем расширенную матрицу системы, где пунк-
тиром выделен разрешающий элемент:
II 2 I
III I
I IV IV I
1 2 1 2 1 1 1 0
2 1 1 5 2 1 1 5
~ ~
1 1 1 6 1 1 1 6
1 1 1 0 1 2 1 2
− ⋅
−
↔ −
− − − − −   
   − −   
   
   
− − − − −   
I II
(−0.25)III 2 II
1
IV II 3
1 1 1 0 1 0 2 5
0 1 3 5 0 1 3 5
~ ~   ~
0 2 2 6 0 0 4 4
0 1 0 2 0 0 3 3
+
⋅− ⋅
⋅+
− −   
   
   
   − −
   
− −   
 
I 2 III
II 3 III
отбросим
1 0 2 5
1 0 0 3
0 1 3 5
~ ~ 0 1 0 2 .
0 0     1     1
0 0 1 1
0 0 1 1
+ ⋅
+ ⋅
 
  
  
 
    
 
тогда система примет вид
1
2
3
3,
2,
1.
x
x
x
=
 =
 =
ответ. x
1
 = 3, x
2
 = 2, x3 = 1.
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п р и м е р. решить систему методом Жордана — гаусса:
1 2 3 4
1 2 3 4
2 3 4
2 3 2 2,
2 2 3 2,
3 3.
x x x x
x x x x
x x x
+ + − =
 − − + = −
 + − =
Решение. запишем расширенную матрицу системы:
0.5
II I
2   3    1 2   2 1  1.5 0.5 1  1
1 2 2   3 2 ~ 1 2 2 3 2 ~
0   1     3 1   3 0   1     3 1   3
⋅
−
− −   
   − − − − − −   
   − −   
II III
III 3.5 II
1  1.5 0.5 1 1 1  1.5 0.5 1  1
~ 0 3.5 2.5 4 3 ~ 0   1    3 1  3 ~
0 1 3 1 3 0 3.5 2.5 4 3
↔
+ ⋅
− −   
   − − − −   
   − − − −   
I 1.5 II
1
8
1 1.5 0.5 1  1 1 0 4 0.5 3.5
~ 0 1 3 1  3 ~ 0 1 3 1  3 ~
0 0 8  0.5 7.5 0 0 8 0.5 7.5
− ⋅
⋅
− − −   
   − −   
   
   
I 4 III
II 3 III
3 11 0 0
4 41 0 4 0.5 3.5
19 3~ 0 1 3 1  3 ~ 0 1 0 .
16 16
1 15 1 150 0 1 0 0 1 16 16 16 16
+ ⋅
− ⋅
 
   
 − −  
   − −   
   
      
 
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тогда система примет вид
1 4
2 4
3 4
3 1 ,
4 4
19 3 ,
16 16
1 15 .
16 16
x x
x x
x x
 + ⋅ =

 − =


+ =
таким образом, x4 — свободная переменная и общее решение 
системы запишется в виде
1 4
2 4
3 4
1 3 ,
4 4
3 19 ,
16 16
15 1 .
16 16
x x
x x
x x
 = −

 = +


= −
базисное решение выглядит следующим образом:
1 2 3 4
1 3 15, , , 0.
4 16 16
x x x x= = = =
ответ. 
1 4 2 4 3 4
1 3 3 19 15 1, , .
4 4 16 16 16 16
x x x x x x= − = + = −
п р и м е р. решить систему методом Жордана — гаусса:
1 2 3
2 3
1 2 3
1 2 3
2 2,
2 1,
3 0,
2 2.
x x x
x x
x x x
x x x
− + =
 + =
 + − =
 − − = −
46
Решение. запишем расширенную матрицу системы:
III 3 I (0.5)
IV I ( 0.25)
1 1 2 2 1 1 2 2
0 2 1 1 0 2 1 1
~ ~
3 1 1 0 0 4 7 6
1 1 2 2 0 0 4 4
− ⋅ ⋅
− ⋅ −
− −   
   
   
   − − −
   
− − − − −   
2
III II 9
1 1 2 2 1 1 2 2
0 2 1 1 0 2 1 1
~ ~ ~7 90 2 3 0 0 4
2 2
0 0 1 1 0 0 1 1
 ⋅ − −
 
− −   
   
   
   
− − − −   
      
   
1 1 2 2
0 2 1 1
~ .80 0 1
9
0 0 1 1
− 
 
 
 
 
  
 
так как мы получили две строки с одинаковой левой частью 
и разной правой, это значит, что система несовместна, т. е. реше-
ний нет.
ответ. решений нет.
п р и м е р. решите систему методом Жордана — гаусса:
1 2 3
1 2 3 4
1 2 3 4
1 2 3 4
3 5 2,
2 3 5 1,
3 2 2 5 3,
7 5 9 10 8.
x x x
x x x x
x x x x
x x x x
− − =
 − + − =
 − − − =
 − − − =
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Решение. запишем расширенную матрицу системы:
II 2 I
III 3 I III II
IV 7 I 0.5
1 3 5 0 2 1 3 5 0 2
2 1 3 5 1 0 5 13 5 3
~ ~
3 2 2 5 3 0 7 13 5 3
7 5 9 10 8 0 16 26 10 6
− ⋅
− ⋅ −
− ⋅ ⋅
− − − −   
   − − − −   
   − − − − −
   
− − − − −   
I 3 III
II 5 III
(0.5)
1
IV II 3
1 3 5 0 2 1 3 5 0 2
0 5 13 5 3 0 5 13 5 3
~ ~ ~
0 2 0 0 0 0 1 0 0 0
0 8 13 5 3 0 3 0 0 0
+ ⋅
− ⋅
⋅
⋅−
− − − −   
   − − − −   
   
   
− −   
1 0 5 0 2
13 3~ 0 0 1 .
5 5
0 1 0 0 0
− 
 
 −
 
 
 
тогда система примет вид
1 3
3 4
2
5 2,
13 3 ,
5 5
0.
x x
x x
x
− =
− + =

=
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таким образом, x3 — свободная переменная и общее решение 
системы запишется в виде
1 3
2
4 3
2 5 ,
0,
3 13 .
5 5
x x
x
x x
= +
 =

 = +
базисное решение выглядит следующим образом:
1 2 3 4
32, 0, 0, .
5
x x x x= = = =
ответ.
1 3 2 4 3
3 132 5 , 0, .
5 5
x x x x x= + = = +
п р и м е р  (оптимальный план перевозок). с двух заводов 
поставляются автомобили для двух автохозяйств, потребности 
которых соответственно 200 и 300 машин. первый завод выпустил 
350 машин, второй — 150. известны затраты на перевозку машин 
с завода в каждое автохозяйство.
завод
затраты на перевозку в автохозяйство, денежные единицы
1 2
1 15 20
2 8 25
Минимальные затраты на перевозку равны 7950 денежных 
единиц. найти оптимальный план перевозок машин.
Решение. приведем задачу в алгебраическую форму, для этого 
введем переменные xij — количество машин, поставляемых с i-го 
завода j-му автохозяйству, тогда потребности автохозяйств можно 
описать уравнениями x
11 
+ x
21
 = 200, x
12 
+ x
22
 = 300; возможности 
заводов — уравнениями x
11 
+ x
12
 = 350, x
21 
+ x
22
 = 150; выполнения 
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условия минимальности затрат на перевозки — уравнением 
15x
11
 + 20x
12
 + 8x
21 
+ 25x
22 
= 7950.
таким образом, для нахождения оптимального плана перево-
зок необходимо решить систему уравнений
11 21
12 22
11 12
21 22
11 12 21 22
200,
300,
350,
150,
15 20 8 25 7950.
x x
x x
x x
x x
x x x x
+ =
 + = + =
 + =
 + + + =
запишем расширенную матрицу системы:
III I III II
V 15 I V 20 II
1 0 1 0 200 1 0 1 0 200
0 1 0 1 300 0 1 0 1 300
~ ~1 1 0 0 350 0 1 1 0 150
0 0 1 1 150 0 0 1 1 150
15 20 8 25 7950 0 20 7 25 4950
− −
− ⋅ − ⋅
   
   
   
   −
   
   
   −   
I III
1
IV 7 III 12
1 0 1 0 200 1 0 0 1 50
0 1 0 1 300 0 1 0 1 300
~ ~ ~
0 0 1 1 150 0 0 1 1 150
0 0 7 5 1050 0 0 0 12 0
−
⋅+ ⋅
−   
   
   
   
   
− −   
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I IV
II IV
III IV
1 0 0 1 50 1 0 0 0 50
0 1 0 1 300 0 1 0 0 300
~ ~ .
0 0 1 1 150 0 0 1 0 150
0 0 0 1 0 0 0 0 1 0
+
−
−
−   
   
   
   
   
   
тогда система имеет единственное решение: 
x
11
 = 50, x
12
 = 300, x
21
 = 150, x
22
 = 0.
ответ. x
11
 = 50, x
12
 = 300, x
21
 = 150, x
22
 = 0.
самостоятельная работа
решить матричным способом:
1.
1 2 3
1 2 3
1 2 3
7 4 13,
3 2 3 3,
2 3 10.
x x x
x x x
x x x
+ − =
 + + =
 − + = −
2.
1 2 3
1 2 3
1 2 3
6 3 5,
6,
2 2 5.
x x x
x x x
x x x
− + = −
 + − =
 − + = −
3.
1 2 3 4
2 4
2 3 4
2 3 4
2 3 4 5 4,
5 2 6,
4 2 2,
2 3 8.
x x x x
x x
x x x
x x x
+ + + =
 + =
− + + =
 + + =
4.
1 2 3
1 2 3
2 3
4 4,
2 3 19,
5.
x x x
x x x
x x
− + = −
− + + =
 − = −
решить систему методом крамера:
5.
1 3
1 2 3
1 2 3
4,
3 2 4 1,
4 8 18.
x x
x x x
x x x
+ =
− + + = −
− + − = −
6.
1 3
1 2 3
1 2 3
7 13,
3 2 3 11,
5 2 9.
x x
x x x
x x x
+ =
 + − =
 + + =
7.
1 2 3
1 2 3
1 2 3
2 6,
3 6 4 23,
5 2 3 14.
x x x
x x x
x x x
+ − =
 + + =
− − + = −
8.
1 2 3 4
1 2 3 4
1 2 4
1 2 3 4
3 1,
5 2 2 13,
8 18,
2 3 6.
x x x x
x x x x
x x x
x x x x
+ − + =
 − + − =
 + − =
 − + + = −
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9.
 
1 3 4
1 2 3 4
1 3
1 3 4
5 8 1,
4 4 3 7,
3 3 1,
2 8 2 2.
x x x
x x x x
x x
x x x
+ + =
 + + + = −
 + = −
 + + = −
решить методом Жордана — гаусса:
1 2 3 4
1 2 3 4
1 2 3 4
2 3 4 12,
10. 2 2 4,
2 2 5.
x x x x
x x x x
x x x x
+ − + =
 − + − =
 + + − =
1 2 3 4 5
1 2 3 4 5
1 2 3 4 5
3 8 3 3,
11. 2 1,
3 3 2 1.
x x x x x
x x x x x
x x x x x
− + − + + =
 − − + + =
− + − − − = −
1 2 3 4
2 3 4
1 2 3 4
1 2 3 4
2 5 2 11,
4,
12.
3 5 3 2 2,
2 2.
x x x x
x x x
x x x x
x x x x
− − + =
 + + =
 + + − = −
− − − + =
1 2 3 4 5
1 2 3 4 5
2 3 0,
13.
2 4 2 2 0.
x x x x x
x x x x x
+ − + − =
− + + − + =
ответы.
1. x
1
 = 0, x
2
 = 3, x3 = –1. 
2. x
1
 = 1, x
2
 = 3, x3 = –2.
3. решения нет.
4. x
1
 = –3, x
2
 = 2, x3 = 7.
5. x
1
 = 3, x
2
 = 2, x3 = 1.
6. x
1
 = 2, x
2
 = 1, x3 = –1.
7. x
1
 = 7, x
2
 = –3, x3 = 5.
8. x
1
 = 2, x
2
 = 0, x3 = –1, x4 = –2.
9. решения нет.
1 4 2 3 4
39 7 1 3 510. , , .
8 6 4 8 6
x x x x x= + = = − +
1 4 5 2 4 5 3 4 5
5 1 5 3 1 3 1 1 111. , , .
4 4 4 4 4 4 4 4 4
x x x x x x x x x= − − = + − = − + +
12. x
1
 = 1, x
2
 = –1, x3 = 2, x4 = 3.
1 3 4 5 2 4
7 513. , .
4 8
x x x x x x= − + = −
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3. ВЕКторНая алГЕбра
3.1. основные понятия
определение. Вектор — это направленный прямолинейный 
отрезок, т. е. отрезок, имеющий определенную длину и определен-
ное направление.
если А — начало вектора, а В — его конец, то вектор обозна-
чается символом  или .
определение. вектор  называется противоположным век-
тору .
вектор, противоположный вектору , обозначается − .
определение. Длиной или модулем вектора  называется 
длина отрезка AB и обозначается .
определение. вектор, длина которого равна нулю, называется 
нулевым вектором и обозначается .
нулевой вектор направления не имеет.
определение. вектор, длина которого равна единице, называ-
ется единичным вектором и обозначается .
определение. векторы  и  называются коллинеарными, если 
они лежат на одной прямой или на параллельных прямых .
коллинеарные векторы могут быть сонаправлены (направлены 
одинаково) или противоположно направлены.
нулевой вектор считается коллинеарным любому вектору.
определение. два вектор  и  называются равными, если они 
сонаправлены и имеют одинаковые длины.
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3.2. линейные операции над векторами
под линейными операциями над векторами понимают опера-
ции сложения и вычитания векторов, а также умножение вектора 
на число.
3.2.1. сложение векторов
пусть  и  — два произвольных вектора. возьмем произволь-
ную точку О и построим вектор  от точки А отложим вектор 
 вектор , соединяющий начало первого вектора с концом 
второго, называется суммой векторов  и :  Это правило 
сложения векторов называют правилом треугольника (рис. 1).
O +
A
B
a

a
b

a

b

b

рис. 1. сложение векторов по правилу треугольника
сумму двух векторов можно построить также по правилу 
параллелoграмма (рис. 2).
O
A
B
+
a

a

b

b

a

b

рис. 2. сложение векторов по правилу параллелограмма
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Можно складывать любое конечное количество векторов , 
,  и т. д. (рис. 3).
O
+ +
A
B
C
a

b

a

a

d =

b

b

c

c

c

рис. 3. сложение нескольких векторов
в случае сложения трех векторов, не параллельных одной пло-
скости, можно применить правило параллелепипеда (рис. 4).
рис. 4. сложение векторов по правилу параллелепипеда
3.2.2. разность векторов
определение. Разностью векторов  и  называется вектор 
 такой, что  (рис. 5).
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O
A
B
–
a

a

a

b

b

b

рис. 5. разность векторов
отметим, что в параллелограмме, построенном на векторах 
 и , одна направленная диагональ является суммой векторов 
 + , а другая — разностью  −  (рис. 6).
O
A
B
C
– a
a

a

b
+a

b

b

b

рис. 6. сумма и разность векторов
Можно вычитать векторы по правилу  т. е. вычи-
тание векторов заменить сложением вектора  с вектором, проти-
воположным вектору .
3.2.3. Произведение вектора на число
определение. Произведением вектора  на скаляр (число) λ 
называется вектор  (или ), который имеет длину  
коллинеарен вектору , имеет направление вектора , если λ > 0, 
и противоположное направление, если λ < 0.
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из определения произведения вектора на число следует свой-
ство этого произведения: если  то  наоборот, если  
 то при некотором λ верно равенство 
линейные операции над векторами обладают следующими 
свойствами:
01 . ;a b b a+ = +
   
( ) ( )02 . ;a b c a b c+ + = + +
     
( )0 1 2 1 23 . ;a aλ ⋅ λ ⋅ = λ ⋅λ ⋅
 
( )0 1 2 1 24 . ;a a aλ + λ ⋅ = λ ⋅ + λ ⋅
  
( )05 . ;a b a bλ ⋅ + = λ ⋅ + λ ⋅
   
06 . 0.a a− =
  
3.3. Компланарные векторы
определение. три вектора в пространстве называются компла-
нарными, если они лежат в одной плоскости или в параллельных 
плоскостях.
если среди трех векторов хотя бы один нулевой или два любые 
коллинеарны, то такие векторы компланарны.
п р и з н а к  к о м п л а н а р н о с т и  в е к т о р о в
если вектор  можно разложить по  и , т. е. представить 
в виде  где x, y — const, то ,  и  — компланарные 
векторы, и наоборот.
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п р а в и л о  п а р а л л е л е п и п е д а  (рис. 7)
z
y
x
zc

xa

d

yb

рис. 7. правило параллелепипеда
теорема. любой вектор можно разложить по трем некомпла-
нарным векторам, причем коэффициенты разложения определя-
ются единственным образом: 
3.4. разложение вектора  
по ортам координатных осей
рассмотрим в пространстве прямоугольную систему коор-
динат Oxyz. выделим на координатных осях Ох, Оу и Oz единич-
ные векторы (орты) (рис. 8), обозначаемые , ,  соответственно. 
выберем произвольный вектор  пространства и совместим его 
начало с началом координат: 
найдем проекции вектора  на координатные оси. проведем 
через конец вектора  плоскости, параллельные координатным 
плоскостям. точки пересечения этих плоскостей с осями обозна-
чим соответственно через М
1
, М
2
 и М3. получим прямо угольный 
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параллелепипед, одной из диагоналей которого является 
вектор . по определению суммы нескольких векторов находим 
 Tак как   то 
1 2 3.a OM OM OM= + +
   
 (1)
1 1 2 2 3 3, , .OM OM i OM OM j OM OM k= ⋅ = ⋅ = ⋅
        
 (2)
z
y
x
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M2
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O
M
α
β
γ
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
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
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
i

рис. 8. разложение вектора по ортам
обозначим проекции вектора  на оси Ох, Оу и Oz соот-
ветственно через ax, ay, az, т. е.  
тогда из равенств (1) и (2) получаем
.x y za a i a j a k= ⋅ + ⋅ + ⋅
   
 (3)
Эта формула является основной в векторном исчислении и 
называется разложением вектора по ортам координатных осей. 
Числа а
х
, а
у
, az называются координатами вектора  т. е. коорди-
наты вектора есть его проекции на соответствующие координат-
ные оси.
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векторное равенство (3) часто записывают в символическом 
виде: 
зная проекции вектора  можно легко найти выражение для 
модуля вектора. на основании теоремы о длине диагонали прямо-
угольного параллелепипеда можно записать:
2 2 2 2
1 2 3 ,OM OM OM OM= + +
   
т. е. 
определение.  т. е. модуль вектора равен 
квадратному корню из суммы квадратов его проекций на оси 
координат.
3.5. действия над векторами,  
заданными проекциями
пусть векторы  и  заданы своими 
проекциями на оси координат Ox, Oy, Oz или, что то же самое, 
 и 
л и н е й н ы е  о п е р а ц и и  н а д  в е к т о р а м и
так как линейные операции над векторами сводятся к соответ-
ствующим линейным операциям над проекциями этих векторов, 
то можно записать:
1. при сложении (вычитании) векторов их одноименные коор-
динаты складываются (вычитаются), т. е.
( ) ( ) ( )x x y y z za b a b i a b j a b k± = ± ⋅ + ± ⋅ + ± ⋅
    
или
{ }; ; .x x y y z za b a b a b a b± = ± ± ±
 
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2. при умножении вектора на скаляр координаты вектора 
умножаются на этот скаляр, т. е.
x y za a i a j a kλ ⋅ = λ ⋅ ⋅ + λ ⋅ ⋅ + λ ⋅ ⋅
   
или
{ }; ; .x y za a a aλ ⋅ = λ ⋅ λ ⋅ λ ⋅

определение. два вектора  и  равны 
тогда и только тогда, когда выполняются равенства a
х
 = b
х
, а
у
 = by, 
az = bz.
определение. два вектора  и  колли-
неарны, если проекции векторов пропорциональны, т. е.
.yx z
x y z
aa a
b b b
= =
верно и обратное утверждение: векторы, имеющие пропорци-
ональные координаты, коллинеарны.
определение. вектор, выходящий из начала координат, назы-
вается радиусом-вектором.
пусть в пространстве задана прямоугольная декартова система 
координат Oxyz. для любой точки М(x, y, z) координаты вектора 
 называются координатами точки М. радиус-вектор  обо-
значается , т. е.  = . следовательно, координаты точки — это 
координаты ее радиуса-вектора  или 
найдем координаты вектора  если известны коорди-
наты точек A(x
1
, y
1
, z
1
) и В(x
2
, у
2
, z
2
). радиусы-векторы имеют коор-
динаты  и  тогда
2 1 2 1 2 1( ) ( ) ( ) .AB OB OA x x i y y j z z k= − = − ⋅ + − ⋅ + − ⋅
     
следовательно, координаты вектора равны разностям соответ-
ствующих координат (рис. 9) его конца и начала:
{ }2 1 2 1 2 1; ; .AB x x y y z z= − − −

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рис. 9. разность векторов
3.6. скалярное произведение векторов  
и его свойства
3.6.1. определение скалярного произведения
определение. скалярным произведением двух ненулевых 
векторов  и  называется число, равное произведению длин этих 
векторов на косинус угла между ними.
ϕ
a

b

обозначается  ∙ . по определению  где 
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3.6.2. свойства скалярного произведения
10. скалярное произведение обладает переместительным 
свойством: 
20. скалярное произведение обладает сочетательным свойст-
вом относительно скалярного множителя: 
30. скалярное произведение обладает распределительным 
свойством: 
40. скалярный квадрат вектора равен квадрату его длины: 
50. если векторы  и  (ненулевые) взаимно перпендику-
лярны, то их скалярное произведение равно нулю, т. е. если , 
то  справедливо и обратное утверждение: если  
и , то .
в ы р а ж е н и е  с к а л я р н о г о  п р о и з в е д е н и я  
ч е р е з  к о о р д и н а т ы
пусть заданы два вектора:
x y za a i a j a k= ⋅ + ⋅ + ⋅
   
 и .x y zb b i b j b k= ⋅ + ⋅ + ⋅
   
тогда
( ) ( )
0 0 0 0 0 0
x y z x y z x x
x y x z y x y y
y z z x z y z z
x x y y z z x x y y z z
a b a i a j a k b i b j b k a b i i
a b i j a b i k a b j i a b j j
a b j k a b k i a b k j a b k k
a b a b a b a b a b a b
⋅ = ⋅ + ⋅ + ⋅ ⋅ ⋅ + ⋅ + ⋅ = ⋅ ⋅ ⋅ +
+ ⋅ ⋅ ⋅ + ⋅ ⋅ ⋅ + ⋅ ⋅ ⋅ + ⋅ ⋅ ⋅ +
+ ⋅ ⋅ ⋅ + ⋅ ⋅ ⋅ + ⋅ ⋅ ⋅ + ⋅ ⋅ ⋅ =
= ⋅ + + + + ⋅ + + + + ⋅ = ⋅ + ⋅ + ⋅
         
       
       
.
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таким образом, скалярное произведение векторов равно сумме 
произведений их одноименных координат:
.x x y y z za b a b a b a b⋅ = ⋅ + ⋅ + ⋅
 
п р и м е р. пусть заданы два вектора
3 2a i j k= ⋅ − ⋅ +
   
 и 2 4 5 .b i j k= ⋅ + ⋅ − ⋅
   
тогда скалярное произведение
3 2 2 4 1 5 7.a b⋅ = ⋅ − ⋅ − ⋅ = −
 
3.6.3. угол между векторами
по определению скалярного произведения
cos .a b a b⋅ = ⋅ ⋅ ϕ
   
отсюда
cos a b
a b
⋅
ϕ =
⋅
 
   или 
2 2 2 2 2 2
cos .x x y y z z
x y z x y z
a b a b a b
a a a b b b
⋅ + ⋅ + ⋅
ϕ =
+ + ⋅ + +
если два вектора  и  перпендикулярны, то
0.x x y y z za b a b a b⋅ + ⋅ + ⋅ =
п р и м е р. пусть заданы два вектора
3 2a i j k= ⋅ − ⋅ +
   
 и 2 4 5 .b i j k= ⋅ + ⋅ − ⋅
   
тогда угол между векторами
( ) ( )22 2 2 2
3 2 2 4 1 5 7cos .
14 453 2 1 2 4 5
⋅ − ⋅ − ⋅ −
ϕ = =
⋅+ − + ⋅ + + −
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3.7. Векторное произведение векторов  
и его свойства
3.7.1. определение векторного произведения
три некомпланарных вектора ,  и , взятые в указанном 
порядке, образуют правую тройку, если с конца третьего вектора  
кратчайший поворот от первого вектора  ко второму вектору  
виден совершающимся против часовой стрелки, и левую — если 
по часовой (рис. 10).
Правая тройка Левая тройка
a

a

b

b

c

c

рис. 10. тройки векторов
определение. векторным произведением (рис. 11) вектора  
на вектор  называется вектор ,
1) который перпендикулярен векторам  и , т. е.  и 
2) имеет длину, численно равную площади параллело грамма, 
построенного на векторах  и  как на сторонах, т. е.
  где 
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3) такой, что векторы ,  и  образуют правую тройку.
О
ϕ Sa

b

c

рис. 11. векторное произведение
векторное произведение обозначается  × . из определения 
векторного произведения непосредственно вытекают следующие 
соотношения между ортами ,  и : 
3.7.2. свойства векторного произведения
10.  при перестановке сомножителей вектор-
ное произведение меняет знак (рис. 12).
О
ϕ Sa

b

c

−c

рис. 12. свойство 1
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20. векторное произведение обладает сочетательным свойст-
вом относительно скалярного множителя, т. е.
( ) ( ) ( ).a b a b a bλ ⋅ × = λ ⋅ × = × λ ⋅
     
30. два ненулевых вектора  и  коллинеарны тогда и только 
тогда, когда их векторное произведение равно нулевому вектору, 
т. е. 
40. векторное произведение обладает распределительным 
свойством: 
( ) .a b c a c b c+ × = × + ×
      
в ы р а ж е н и е  в е к т о р н о г о  п р о и з в е д е н и я  
ч е р е з  к о о р д и н а т ы
пусть заданы два вектора:
x y za a i a j a k= ⋅ + ⋅ + ⋅
   
 и .x y zb b i b j b k= ⋅ + ⋅ + ⋅
   
тогда
( ) ( ) ( )
( ) ( ) ( ) ( )
( ) ( ) ( ) ( )
0 0
x y z x y z x x
x y x z y x y y
y z z x z y z z
x y x z y x y z z x
a b a i a j a k b i b j b k a b i i
a b i j a b i k a b j i a b j j
a b j k a b k i a b k j a b k k
a b k a b j a b k a b i a b j
× = ⋅ + ⋅ + ⋅ × ⋅ + ⋅ + ⋅ = ⋅ ⋅ × +
+ ⋅ ⋅ × + ⋅ ⋅ × + ⋅ ⋅ × + ⋅ ⋅ × +
+ ⋅ ⋅ × + ⋅ ⋅ × + ⋅ ⋅ × + ⋅ ⋅ × =
= + ⋅ ⋅ − ⋅ ⋅ − ⋅ ⋅ + + ⋅ ⋅ + ⋅ ⋅
         
       
       
   
( ) ( )
( )
0
.
z y y z z y x z z x
y z x yx z
x y y x
y z x yx z
a b i a b a b i a b a b j
a a a aa a
a b a b k i j k
b b b bb b
−
− ⋅ ⋅ + = ⋅ − ⋅ ⋅ − ⋅ − ⋅ ⋅ +
+ ⋅ − ⋅ ⋅ = ⋅ − ⋅ + ⋅

  
   
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таким образом,
.y z x yx z
y z x yx z
a a a aa a
a b i j k
b b b bb b
× = ⋅ − ⋅ + ⋅
    
Формулу можно записать через определитель:
.x y z
x y z
i j k
a b a a a
b b b
× =
  
 
п р и м е р. найти площадь треугольника, если вершинами 
тре угольника являются точки А(1, 0, 2), В(2, –1, 0) и С(0, 2, –1).
Решение.
зная координаты векторов
{ }1, 1, 2AB − −

 и { }1, 2, 3AC − −

,
вычислим площадь:
1 2 1 2 1 11 1 1 2 7 5 ;
2 3 1 3 1 22
1 2 3
i j k
S i j k i j k
− − − −
= − − = − + = + +
− − − −
− −

 
 
   
2 2 21 1 75 5 37 5 1 .
2 2 2 2
S AB AD= × = + + = =
 
ответ. 
5 3 .
2
S =
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3.8. смешанное произведение векторов
3.8.1. определение смешанного произведения
рассмотрим произведение векторов ,  и , составленное сле-
дующим образом:  здесь первые два вектора перемножа-
ются векторно, а их результат — скалярно на третий вектор. 
определение. такое произведение  называется сме-
шанным произведением трех векторов.
ге о м е т р и ч е с к и й  с м ы с л  с м е ш а н н о г о 
п р о и з в е д е н и я  (рис. 13)
Cмешанное произведение трех векторов  равно  объему 
параллелепипеда, построенного на этих векторах, взятому со зна-
ком «плюс», если эти векторы образуют правую тройку, и со зна-
ком «минус», если они образуют левую тройку.
О
x
yH
a

b

c

d

рис. 13. смешанное произведение
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3.8.2. свойства смешанного произведения
10. смешанное произведение не меняется при циклической 
перестановке его сомножителей, т. е.
( ) ( ) ( ) .a b c b c a c a b× ⋅ = × ⋅ = × ⋅
        
20. смешанное произведение не меняется при перемене 
местами знаков векторного и скалярного умножения, т. е.
( ) ( ).a b c a b c× ⋅ = ⋅ ×
     
30. смешанное произведение меняет свой знак при перемене 
мест любых двух векторов-сомножителей, т. е.
( ) ( ) ,a b c a c b× ⋅ = − × ⋅
     
( ) ( ) ,a b c b a c× ⋅ = − × ⋅
     
( ) ( ) .a b c c b a× ⋅ = − × ⋅
     
40. смешанное произведение ненулевых векторов ,  и  
равно нулю тогда и только тогда, когда они компланарны.
3.8.3. Выражение смешанного произведения  
через координаты
пусть заданы векторы ,  и :
,x y za a i a j a k= ⋅ + ⋅ + ⋅
   
x y zb b i b j b k= ⋅ + ⋅ + ⋅
   
, .x y zc c i c j c k= ⋅ + ⋅ + ⋅
   
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найдем их смешанное произведение, используя выражения в коор-
динатах для векторного и скалярного произведений:
( ) ( )x y z x y z
x y z
i j k
a b c a a a c i c j c k
b b b
× ⋅ = ⋅ ⋅ + ⋅ + ⋅ =
  
     
( )y z x yx z x y z
y z x yx z
a a a aa a
i j k c i c j c k
b b b bb b
 
= ⋅ − ⋅ + ⋅ ⋅ ⋅ + ⋅ + ⋅ =  
 
     
.y z x yx zx y z
y z x yx z
a a a aa a
c c c
b b b bb b
= ⋅ − ⋅ + ⋅
( ) .y z x yx zx y z
y z x yx z
a a a aa a
a b c c c c
b b b bb b
× ⋅ = ⋅ − ⋅ + ⋅
  
Формулу можно записать через определитель:
( ) .
x y z
x y z
x y z
a a a
a b c b b b
c c c
× ⋅ =
  
п р и м е р. найти объем пирамиды, если известны ее вершины 
А(1, 0, 2), В(2, –1, 0), С(0, 2, –1) и D(–1, 2, 4).
Решение.
зная координаты трех векторов
{ }1, 1, 2 ,AB − −

 { }1,2, 3 ,AC − −

 и { }2,2,2) ,AD −

вычислим объем пирамиды:
1 1 2
1 2 3
2 2 2
1 2 1 2 1 1
2 2 2 14 10 2 2.
2 3 1 3 1 2
AB AC AD
− −
× ⋅ = − − =
−
− − − −
= − ⋅ − + = − + + = −
− − − −
  
тогда, объем равен
1 12 .
6 3
V = ⋅ =
ответ. 
1.
3
V =
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КоНтрольНая работа 1 
Матрицы и оПрЕдЕлитЕли
Вариант 1
1. вычислить 2 ∙ А – B, если
1 2
2 4
A
− 
=  − 
 и 
3 2
.
1 2
B
− 
=  
 
2. даны матрицы
2 1 6
0 5 3
3 4 0
A
− 
 =  
 − − 
 и 
2 3
1 0 .
0 4
B
 
 = − 
 − 
вычислить произведение матриц А ∙ В.
3. найти α, если
4
0.
5 2
− α
=
4. вычислить определитель
2 0 3
1 3 0 .
0 5 2
−
−
−
5. разложить определитель
1 2 3
1 3 4
0 1 2
− −
−
−
по третьей строке и вычислить.
74
6. найти ранг матрицы
1 2 3 4
2 3 4 5
.
3 4 5 1
4 6 8 5
A
 
 
 =
 
 
 
7. найти  обратную матрицу к матрице
2 1 6
0 5 3 .
3 4 0
A
− 
 =  
 − − 
сделать проверку.
Вариант 2
1. вычислить А – 2 ∙ B, если
1 1
2 3
A
− 
=  
 
 и 
3 2
.
1 2
B  =  − 
2. даны матрицы
2 1 6
0 4 3
3 0 2
A
− 
 = − 
 − 
 и 
5
6 .
2
B
− 
 =  
 
 
вычислить произведение матриц А ∙ В.
3. найти α, если
2
1.
3 3
α −
=
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4. вычислить определитель
1 0 3
0 2 4 .
2 5 0
−
−
5. разложить определитель
1 2 3
1 3 4
0 1 2
− −
−
−
по третьему столбцу и вычислить.
6. найти ранг матрицы
2 1 4 3
5 5 9 5
.
3 4 5 2
1 5 2 4
A
 
 
 =
 
 
 
7. найти обратную матрицу к матрице
2 1 6
0 4 3 .
3 0 2
A
− 
 = − 
 − 
сделать проверку.
Вариант 3
1. вычислить 3 ∙ А + B, если
5 2
1 3
A
− 
=  
 
 и 
1 2
.
2 3
B
− 
=  
 
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2. даны матрицы
1 2 0
3 4 2
A
− 
=  − 
 и 
2 1 1
3 0 3 .
0 4 2
B
− 
 = − 
 
 
вычислить произведение матриц А ∙ В.
3. найти α, если
2 4
1.
3
= −
α −
4. вычислить определитель
1 3 0
0 0 4 .
2 2 2
−
− −
5. разложить определитель
1 2 3
1 3 4
0 1 2
− −
−
−
по второй строке и вычислить.
6. найти ранг матрицы
1 2 3 4
1 8 3 3
.
2 4 1 3
1 4 2 0
A
 
 
 =
 
 
− − 
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7. найти обратную матрицу к матрице
2 1 1
3 0 3 .
0 4 2
A
− 
 = − 
 
 
сделать проверку.
Вариант 4
1. вычислить А + 3 ∙ B, если
1 2
4 3
A  =  − 
 и 
2 2
.
1 0
B
− 
=  
 
2. даны матрицы
( )4 3 2A = −  и 
1 0 2
1 1 3 .
0 4 2
B
 
 = − 
 
 
вычислить произведение матриц А ∙ В.
3. найти α, если
2 2
2.
5
−
=
α
4. вычислить определитель
1 3 0
0 0 4 .
2 2 2
−
− −
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5. разложить определитель
1 2 3
1 3 4
0 1 2
− −
−
−
по второму столбцу и вычислить.
6. найти ранг матрицы
3 3 5 7
2 1 2 3
.
2 2 0 2
4 3 2 1
A
 
 
 =
 −
 
 
7. найти обратную матрицу к матрице
1 0 2
1 1 3 .
0 4 2
A
 
 = − 
 
 
сделать проверку.
Вариант 5
1. вычислить 2 ∙ А – 2 ∙ B, если
1 1
2 3
A
− 
=  
 
 и 
3 2
.
1 2
B  =  − 
2. даны матрицы
3 1 1
5 4 2
A
− 
=  − 
 и 
0 3
1 0 .
0 4
B
 
 = − 
 − 
вычислить произведение матриц А ∙ В.
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3. найти α, если
4
2.
1 2
α
= −
−
4. вычислить определитель
0 2 3
1 3 0 .
5 0 2
− −
5. разложить определитель
1 2 3
1 3 4
0 1 2
− −
−
−
по первой строке и вычислить.
6. найти ранг матрицы
6 3 5 2
5 1 2 3
.
5 3 3 0
4 3 1 2
A
− 
 
 =
 
 
 
7. найти обратную матрицу к матрице
2 1 1
3 0 3
0 4 2
A
− 
 = − 
 
 
.
сделать проверку.
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Вариант 6
1. вычислить 3 ∙ А – 2 ∙ B, если
1 2
2 4
A  =  − 
 и 
3 2
.
1 2
B
− 
=  
 
2. даны матрицы
2 1 6
8 7 3
3 4 2
A
− 
 = − − 
 − 
 и 
5
6 .
2
B
− 
 =  
 
 
вычислить произведение матриц А ∙ В.
3. найти α, если
2
3.
3 3
α −
=
−
4. вычислить определитель
1 0 3
1 2 0 .
0 5 4
−
−
−
5. разложить определитель
1 2 3
1 3 4
0 1 2
− −
−
−
по первому столбцу и вычислить.
6. найти ранг матрицы
4 5 6 5
1 4 2 0
.
1 3 3 5
3 2 3 0
A
 
 − =
 
 
 
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7. найти обратную матрицу к матрице
2 1 6
2 3 1 .
3 0 2
A
− 
 = − − 
 − 
сделать проверку.
Вариант 7
1. вычислить А – 4 ∙ B, если
1 2
4 3
A
− 
=  − 
 и 
5 2
.
1 3
B
− 
=  
 
2. даны матрицы
3 1 1
5 4 2
A
− − 
=  − 
 и 
2 1 1
6 0 3 .
0 4 2
B
− 
 = − 
 
 
вычислить произведение матриц А ∙ В.
3. найти α, если
2 2
3.
5
= −
α −
4. вычислить определитель
1 3 0
0 3 4 .
2 0 2
− −
−
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5. разложить определитель
1 3 3
1 2 4
0 1 2
− −
−
−
по третьей строке и вычислить.
6. найти ранг матрицы
5 8 2 1
2 3 4 3
.
5 7 2 4
0 1 0 5
A
− 
 − − =
 − −
 
 
7. найти обратную матрицу к матрице
2 1 1
6 0 3 .
0 4 2
A
− 
 = − 
 
 
сделать проверку.
Вариант 8
1. вычислить 4 ∙ А – 3 ∙ B, если
1 2
2 3
A
− 
=  
 
 и 
2 2
.
1 0
B
− 
=  
 
2. даны матрицы
( )4 3 2A = −  и 
2 1 1
0 0 3 .
3 4 2
B
− − 
 =  
 
 
вычислить произведение матриц А ∙ В.
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3. найти α, если
1 2
0.
4
− −
=
α
4. вычислить определитель
1 0 3
1 3 0 .
0 2 2
−
−
− −
5. разложить определитель
1 3 3
1 2 4
0 1 2
− −
−
−
по третьему столбцу и вычислить.
6. найти ранг матрицы
3 4 3 1
5 6 5 2
.
4 9 3 7
1 3 2 5
A
− − 
 − − =
 − −
 
− − 
7. найти обратную матрицу к матрице
2 1 1
0 0 3 .
3 4 2
A
− − 
 =  
 
 
сделать проверку.
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Вариант 9
1. вычислить 4 ∙ А – B, если
1 1
2 3
A
− 
=  − 
 и 
3 2
.
1 2
B  =  
 
2. даны матрицы
3 1 1
5 4 2
A
− − 
=  − 
 и 
2 3
1 0 .
0 4
B
 
 = − 
 − 
вычислить произведение матриц А ∙ В.
3. найти α, если
5
1.
2 3
α
=
−
4. вычислить определитель
5
1.
2 3
α
=
−
5. разложить определитель
1 3 3
1 2 4
0 1 2
− −
−
−
по второй строке и вычислить.
6. найти ранг матрицы
1 4 3 4
2 8 7 5
.
2 5 6 3
0 3 1 2
A
 
 
 =
 
 
− − − 
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7. найти обратную матрицу к матрице
2 2 1
5 0 1 .
0 3 2
A
− 
 = − 
 
 
сделать проверку.
Вариант 10
1. вычислить 3 ∙ А – 2 ∙ B, если
2 2
2 1
A  =  − 
 и 
3 2
.
1 2
B
− 
=  − 
2. даны матрицы
2 1 5
0 4 3
3 4 0
A
− 
 =  
 − − 
 и 
0 3
1 2 .
4 0
B
 
 = − 
 − 
вычислить произведение матриц А ∙ В.
3. найти α, если
4
1.
5 2
− α
= −
4. вычислить определитель
3 3 3
1 3 0 .
0 5 2
−
−
−
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5. разложить определитель
1 3 3
1 2 4
0 1 2
− −
−
−
по второму столбцу и вычислить.
6. найти ранг матрицы
3 2 1 1
7 4 2 7
.
5 7 2 4
2 5 1 3
A
− − 
 − − =
 − −
 
− − 
7. найти обратную матрицу к матрице
2 2 1
5 0 2 .
0 4 1
A
− 
 = − 
 
 
сделать проверку.
Вариант 11
1. вычислить А – 4 ∙ B, если
1 1
2 3
A  =  − 
 и 
3 2
.
1 3
B  =  − 
2. даны матрицы
2 1 6
0 4 3
3 0 2
A
− 
 = − 
 − 
 и 
1
3 .
2
B
− 
 =  
 
 
вычислить произведение матриц А ∙ В.
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3. найти α, если
2
2.
3 3
α −
=
4. вычислить определитель
1 0 3
2 3 4 .
2 5 0
−
5. разложить определитель
1 3 3
1 2 4
0 1 2
− −
−
−
по первой строке и вычислить.
6. найти ранг матрицы
8 2 8 3
1 3 2 9
.
0 1 1 8
1 4 1 1
A
− 
 − − =
 
 
− − 
7. найти обратную матрицу к матрице
2 1 6
0 4 3 .
3 0 2
A
− 
 = − 
 − 
сделать проверку.
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Вариант 12
1. вычислить А – 4 ∙ B, если
5 2
1 3
A
− 
=  
 
 и 
1 2
.
2 3
B
− 
=  − 
2. даны матрицы
1 2 0
3 4 2
A
− 
=  − 
 и 
2 1 1
3 0 3 .
0 4 2
B
− 
 = − 
 
 
вычислить произведение матриц А ∙ В.
3. найти α, если
2 4
2.
3
= −
α −
4. вычислить определитель
1 3 0
0 4 4 .
2 4 2
− −
− −
5. разложить определитель
1 3 3
1 2 4
0 1 2
− −
−
−
по первому столбцу и вычислить.
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6. найти ранг матрицы
1 6 4 6
0 3 1 3
.
3 4 3 1
2 2 7 7
A
− − 
 − =
 
 
− 
7. найти обратную матрицу к матрице
2 1 1
3 0 3 .
0 4 2
A
− 
 = − 
 
 
сделать проверку.
Вариант 13
1. вычислить 4 ∙ А – 3 ∙ B, если
1 1
2 3
A
− 
=  − 
 и 
3 2
.
1 2
B  =  
 
2. даны матрицы
( )2 3 1A = − −  и 
1 0 2
0 1 3 .
1 4 0
B
 
 = − 
 − 
вычислить произведение матриц А ∙ В.
3. найти α, если
4
3.
5 2
− α
=
90
4. вычислить определитель
2 2 3
1 2 0 .
0 5 2
− −
−
−
5. разложить определитель
1 0 3
1 2 4
0 1 2
− −
− −
по третьему столбцу и вычислить.
6. найти ранг матрицы
3 2 1 2
1 2 3 4
.
1 0 1 4
1 0 3 6
A
 
 
 =
 
 
− − 
7. найти обратную матрицу к матрице
1 0 2
0 1 3 .
1 4 0
A
 
 = − 
 − 
сделать проверку.
Вариант 14
1. вычислить 4 ∙ A – 3 ∙ B, если
2 3
1 1
A  =  − 
 и 
1 2
.
3 2
B
− 
=  
 
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2. даны матрицы
1 2 0
3 4 2
A
− 
=  − 
 и 
0 3
2 0 .
0 4
B
− 
 =  
 − 
вычислить произведение матриц А ∙ В.
3. найти α, если
2
3.
3 3
α −
= −
4. вычислить определитель
1 3 3
0 2 4 .
2 5 0
− −
5. разложить определитель
1 0 3
1 2 4
0 1 2
− −
− −
по второй строке и вычислить.
6. найти ранг матрицы
3 3 2 0
1 3 5 1
.
0 2 1 1
2 0 3 1
A
− 
 − − =
 
 
 
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7. найти обратную матрицу к матрице
0 1 5
4 0 2 .
2 7 2
A
 
 = − 
 − 
сделать проверку.
Вариант 15
1. вычислить 3 ∙ А – 2 ∙ B, если
5 2
1 3
A
− 
=  − 
 и 
2 3
.
1 2
B  =  − 
2. даны матрицы
1 2 2
0 4 3
A
− 
=  − 
 и 
2 0 1
3 5 0 .
0 4 2
B
− 
 = − − 
 
 
вычислить произведение матриц А ∙ В.
3. найти α, если
2 4
0.
3
=
α −
4. вычислить определитель
1 3 0
4 0 4 .
0 2 2
− −
− −
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5. разложить определитель
1 0 3
1 2 4
0 1 2
− −
− −
по второму столбцу и вычислить.
6. найти ранг матрицы
1 2 3 4
5 7 0 6
.
3 4 5 1
4 6 2 3
A
− 
 
 =
 −
 
− − 
7. найти обратную матрицу к матрице
1 0 2
1 1 3 .
0 4 2
A
 
 = − 
 
 
сделать проверку.
разбор контрольной работы 1  
Матрицы и определители
типовой вариант
1. вычислить А + 2 ∙ B, если 
4 1
1 3
A
− 
=  
 
 и 
1 5
.
1 2
B  =  − 
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сначала вычислим 2 ∙ B:
2 10
2 .
2 4
B  ⋅ =  − 
тогда
4 1 2 11
2 .
1 3 1 7
A B
− −   
+ ⋅ = =   −   
2. даны матрицы
0 4 3
1 2 2
A
− 
=  − 
 и 
0 1
5 0 .
4 2
B
− 
 = − 
 
 
вычислить произведение матриц А ∙ В.
0 1
0 4 3
5 0
1 2 2
4 2
A B
− 
−   × = × − =   −   
 
0 0 4 ( 5) ( 3) 4 0 ( 1) 4 0 ( 3) 2 32 6
1 0 ( 2) ( 5) 2 4 1 ( 1) ( 2) 0 2 2 18 3
⋅ + ⋅ − + − ⋅ ⋅ − + ⋅ + − ⋅ − −   
= =   ⋅ + − ⋅ − + ⋅ ⋅ − + − ⋅ + ⋅    .
3. найти α, если
2 4
0.
3
=
α −
раскроем определитель: 2 ( 3) 4 0.⋅ − −α ⋅ =  теперь найдем α, 
решив уравнение
26 4 .
3
− = α ⋅ ⇔ α = −
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4. вычислить определитель
1 3 0
4 0 4 .
0 2 2
− −
− −
1 3 0
4 0 4 1 0 ( 2) 0 3 ( 4) 0 ( 4) ( 2)
0 2 2
− − = ⋅ ⋅ − + ⋅ ⋅ − + ⋅ − ⋅ − −
− −
0 0 0 3 ( 4) ( 2) 1 ( 2) ( 4) 24 8 32− ⋅ ⋅ − ⋅ − ⋅ − − ⋅ − ⋅ − = − − = − .
5. разложить определитель
1 2 3
2 3 0
0 1 2
− −
−
по первой строке и вычислить его.
1 2 3
3 0 2 0 2 3
2 3 0 1 ( 2) ( 3)
1 2 0 2 0 1
0 1 2
6 8 6 20.
− −
= ⋅ − − ⋅ + − ⋅ =
− −
−
= − − − = −
6. найти ранг матрицы
6 3 5 2
5 1 2 3
.
5 3 3 0
4 3 1 2
A
− 
 
 =
 
 
 
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выполним ряд элементарных преобразований, чтобы полу-
чить максимальное количество нулевых строк:
III II
0 2 1 3 0 2 1 3
~ 5 3 3 0 ~ 5 3 3 0 .
4 3 1 2 1 0 2 2−
− − − −   
   
   
   − −   
невозможно получить больше нолей в матрице, значит, ранг 
матрицы равен 3.
7. найти обратную матрицу к матрице
2 0 4
2 5 0 .
3 4 2
A
− 
 = − − 
 
 
сделать проверку.
ш а г  1. найдем определитель матрицы:
2 0 4
5 0 2 5
2 5 0 2 0 4
4 2 3 4
3 4 2
−
− − −
∆ = − − = ⋅ + − ⋅ =
2 ( 10) 4 7 48 0,= ⋅ − − ⋅ = − ≠
значит, обратная матрица существует.
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ш а г  2. запишем присоединенную матрицу. алгебраические 
дополнения равны:
1 1
11
5 0
( 1) 10,
4 2
A +
−
= − ⋅ = − 1 212
2 0
( 1) 4,
3 2
A +
−
= − ⋅ =
1 3
13
2 5
( 1) 7,
3 4
A +
− −
= − ⋅ = 2 121
0 4
( 1) 16,
4 2
A +
−
= − ⋅ = −
2 2
22
2 4
( 1) 16,
3 2
A +
−
= − ⋅ = 2 323
2 0
( 1) 8,
3 4
A += − ⋅ = −
3 1
31
0 4
( 1) 20,
5 0
A +
−
= − ⋅ = −
−
3 2
32
2 4
( 1) 8,
2 0
A +
−
= − ⋅ =
−
3 3
33
2 0
( 1) 10,
2 5
A += − ⋅ = −
− −
тогда *
10 4 7
16 16 8 .
20 8 10
A
− 
 = − − 
 − − 
ш а г  3. 
( )*1
10 16 20
1 4 16 8 .
48
7 8 10
T
A
A−
− − − 
 = = ⋅ ∆ −  − − 
ш а г  4. выполним проверку, для этого покажем, что 
A ∙ A−1 = A−1 ∙ A = E.
1
2 0 4 10 16 20
1 2 5 0 4 16 8
48
3 4 2 7 8 10
A A−
− − − −   
−    ⋅ = ⋅ − − ⋅ =   
   − −   
2 ( 10) 0 4 7 2 ( 16) 0 4 ( 8) 2 ( 20) 0 4 ( 10)
1 2 ( 10) 5 4 0 2 ( 16) 5 16 0 2 ( 20) 5 8 0
48
3 ( 10) 4 4 2 7 3 ( 16) 4 16 2 ( 8) 3 ( 20) 4 8 2 ( 10)
⋅ − + − ⋅ ⋅ − + − ⋅ − ⋅ − + − ⋅ − 
−  = ⋅ − ⋅ − − ⋅ + − ⋅ − − ⋅ + − ⋅ − − ⋅ + = 
 ⋅ − + ⋅ + ⋅ ⋅ − + ⋅ + ⋅ − ⋅ − + ⋅ + ⋅ − 
48 0 0
1 0 48 0 .
48
0 0 48
E
− 
−  = ⋅ − = 
 − 
1
10 16 20 2 0 4
1 4 16 8 2 5 0
48
7 8 10 3 4 2
A A−
− − − −   
−    ⋅ = ⋅ ⋅ − − =   
   − −   
10 2 16 ( 2) 20 3 0 16 ( 5) 20 4 10 ( 4) 0 20 2
1 4 2 16 ( 2) 8 3 0 16 ( 5) 8 4 4 ( 4) 0 8 2
48
7 2 8 ( 2) 10 3 0 8 ( 5) 10 4 7 ( 4) 0 10 2
− ⋅ − ⋅ − − ⋅ − ⋅ − − ⋅ − ⋅ − + − ⋅ 
−  = ⋅ ⋅ + ⋅ − + ⋅ + ⋅ − + ⋅ ⋅ − + + ⋅ = 
 ⋅ − ⋅ − − ⋅ − ⋅ − − ⋅ ⋅ − + − ⋅ 
48 0 0
1 0 48 0 .
48
0 0 48
E
− 
−  = ⋅ − = 
 − 
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КоНтрольНая работа 2
систЕМы лиНЕйНых ураВНЕНий
Задание 1. решить систему уравнений  
методом Жордана — гаусса.
Вариант 1.
1 2 3 4 5
1 2 3 4
1 2 3 5
7 3 3 10,
3 2 3 3,
2 3 4.
x x x x x
x x x x
x x x x
+ + + + =
 − + + =
 + − + =
Вариант 2.
1 2 3 4 5
1 2 3 5
1 2 3 4
4 3 2 6,
4 3 15,
2 3.
x x x x x
x x x x
x x x x
− − + + =
 + + − =
 − − + = −
Вариант 3.
1 3 4
1 2 3 4
1 2 3 4 5
2 4,
3 2 3 6,
4 2 8.
x x x
x x x x
x x x x x
+ + =
 + − + =
 + + + − =
Вариант 4.
1 2 3 4 5
1 2 3 4
2 3 4 5
5 10,
2 3 6,
0 2 3 25.
x x x x x
x x x x
x x x x
− + + + + =
 − + − =
 + + + =
Вариант 5.
1 2 4 5
1 2 4 5
1 2 3 5
4 2 21,
4 3 13,
3.
x x x x
x x x x
x x x x
− + + =
 − − + =
 − + − =
Вариант 6.
1 2 4 5
1 2 3 5
2 3 4
2 2 3 25,
2 3 2 9,
6 36.
x x x x
x x x x
x x x
+ − + =
 − − − = −
 − + =
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Вариант 7.
1 2 3 5
1 2 4 5
1 2 4
4 21,
4 2 15,
3 4.
x x x x
x x x x
x x x
− − + =
 − − + =
 + − =
Вариант 8.
1 2 4
1 2 3 5
1 2 4 5
3 13,
4 2 26,
3 2 1.
x x x
x x x x
x x x x
− − = −
 + − + =
 − + + =
Вариант 9.
1 2 3 4
1 2 3 4
1 2 3 5
2 3 4 2,
7 2 6,
3 2 5 8.
x x x x
x x x x
x x x x
+ − + =
 + + − =
 + − + =
Вариант 10.
1 2 3 4 5
1 2 3 4
1 2 3 5
7 3 3 8,
3 3 3,
2 3 2.
x x x x x
x x x x
x x x x
+ + + + =
 − + + =
 + − + =
Вариант 11.
1 3 4 5
1 2 3 5
1 2 3 4
4 2 10,
4 3 5,
2 4.
x x x x
x x x x
x x x x
− + + =
 + + − =
 − − + = −
Вариант 12.
1 3 4 5
1 2 3 4
1 2 3 4 5
2 3,
3 2 3 4,
2 5.
x x x x
x x x x
x x x x x
+ − + =
 + − + =
 + + + − =
Вариант 13.
1 2 3 5
1 2 4 5
1 2 4
4 11,
2 2 1,
3 14.
x x x x
x x x x
x x x
− − + =
 − − + =
 + − =
Вариант 14.
1 2 3 4
1 2 3 5
1 2 4 5
3 9,
2 2 16,
3 2 11.
x x x x
x x x x
x x x x
− + − =
 + − + =
 − + + =
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Вариант 15.
1 2 3 4 5
1 2 3 4
1 2 3 5
5 3 1,
3 3 8,
2 3 4,.
x x x x x
x x x x
x x x x
+ + + + =
 − + + =
 + − + =
Задание 2. решить систему уравнений:
а) по формулам крамера;
б) с помощью обратной матрицы;
в) методом Жордана — гаусса.
Вариант 1.
1 2 3
1 2 3
1 2 3
2 2 3,
2 4,
4 4 3.
x x x
x x x
x x x
− + =
 + + = −
 + + = −
Вариант 2.
1 2 3
1 2 3
1 2 3
3 12,
2 4 6,
5 2 3.
x x x
x x x
x x x
− + =
 + + =
 + + =
Вариант 3.
1 2 3
1 2 3
1 2 3
2 3 4,
3 11,
2 2 7.
x x x
x x x
x x x
− + = −
 + − =
 − + = −
Вариант 4.
1 2 3
1 2 3
1 2 3
3 2 4 12,
3 4 2 6,
2 9.
x x x
x x x
x x x
− + =
 + − =
 − − = −
Вариант 5.
1 2 3
1 2 3
1 2 3
8 3 6 4,
2,
4 3 5.
x x x
x x x
x x x
+ − = −
 + − =
 + − = −
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Вариант 6.
1 2 3
1 2 3
1 2 3
3 2 5 5,
2 3 4 12,
2 3 1.
x x x
x x x
x x x
− − =
 + − =
 − + = −
Вариант 7.
1 2 3
1 2 3
1 2 3
2 2 0,
4 4 6,
2 4.
x x x
x x x
x x x
− + =
 + + =
 + + =
Вариант 8.
1 2 3
1 2 3
1 2 3
2 3 0,
3 4 2 1,
5 3.
x x x
x x x
x x x
− − =
 + + =
 + + = −
Вариант 9.
1 2 3
1 2 3
1 2 3
2 3 4,
2 3 0,
3 2 1.
x x x
x x
x x x
+ + =
 + + =
 + + =
Вариант 10.
1 2 3
1 2 3
1 2 3
3 9,
5 2 11,
2 4 19.
x x x
x x x
x x x
− + =
 + + =
 + + =
Вариант 11.
1 2 3
1 2 3
1 2 3
2 3 12,
2 3 16,
3 2 8.
x x x
x x x
x x x
+ + =
 + + =
 + + =
Вариант 12.
1 2
1 2 3
1 2 3
4 6,
3 2 5 14,
3 4 19.
x x
x x x
x x x
− = −
 + + = −
 − + = −
Вариант 13.
1 2 3
1 2 3
2 3
4 9,
4 5 2,
3 7 6.
x x x
x x x
x x
+ − = −
 − + = −
 − = −
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Вариант 14.
1 2 3
1 2 3
1 2 3
2 3 4,
2 3 0,
3 2 1.
x x x
x x x
x x x
+ + =
 + + =
 + + =
Вариант 15.
1 2 3
1 2 3
1 2 3
3 5 6 8,
3 4,
4 2 9.
x x x
x x x
x x x
− + + = −
 + + = −
 − − = −
разбор контрольной работы 2  
системы линейных уравнений
типовой вариант
1. решить систему уравнений методом Жордана — гаусса:
1 2 3 4 5
1 2 3 5
1 2 3 4
2 2 6,
2 5 5,
2 2 3.
x x x x x
x x x x
x x x x
− − + + =
 + + − =
 − + + = −
запишем расширенную матрицу системы, где пунктиром 
выделен разрешающий элемент:
III I
III II, I II
1 2 2 1 1 6 1 2 2 1 1 6
1 1 2 0 5 5 ~ 1 1 2 0 5 5 ~
2 1 2 1 0 3 1 1 4 0 1 9
−
− −
− − − −   
   − −   
   − − − −   
0.5 III 4 I, III ( 2) II
0 3 4 1 6 1 0 3 4 1 6 1
~ 1 1 2 0 5 5 ~ 1 1 2 0 5 5 ~
0 0 2 0 4 14 0 0 1 0 2 7⋅ ⋅ + ⋅ − +
− − − −   
   − −   
   − −   
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0 3 0 1 14 27
~ 1 1 0 0 9 19 .
0 0 1 0 2 7
− − 
 − 
 − 
тогда система примет вид
2 4 5
1 2 5
3 5
3 14 27,
9 19,
2 7.
x x x
x x x
x x
− + + = −
 + − =
 + = −
таким образом, x
5
 и x
2
 — свободные переменные и общее 
решение системы запишется в виде
4 2 5
1 2 5
3 5
27 3 14 ,
19 9 ,
7 2 .
x x x
x x x
x x
= − + −
 = − +
 = − −
базисное решение: 2 5 4 1 30, 0, 27, 19, 7.x x x x x= = = − = = −
2. решить систему уравнений
1 2 3
1 2 3
1 2 3
4 3 9,
2,
8 3 6 12.
x x x
x x x
x x x
+ − =
 + − = −
 + − =
а) по формулам крамера.
4 1 3 9
1 1 1 , 2 .
8 3 6 12
A b
−   
   = − = −   
   −   
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вычислим основной определитель матрицы системы:
4 1 3
1 1 1 1 0.
8 3 6
−
∆ = − = ≠
−
вычислим дополнительные определители. 
заменим первый столбец матрицы А на столбец матрицы В:
1
9 1 3
2 1 1 3.
12 3 6
−
∆ = − − =
−
заменим второй столбец матрицы А на столбец матрицы В:
2
4 9 3
1 2 1 6.
8 12 6
−
∆ = − − = −
−
заменим третий столбец матрицы А на столбец матрицы В:
3
4 1 9
1 1 2 1,
8 3 12
∆ = − = −
тогда решение системы имеет вид
1 2 3
1 2 3
3 6 13, 6, 1;
1 1 1
x x x∆ ∆ − ∆ −= = = = = = − = = = −
∆ ∆ ∆
б) с помощью матричного метода.
так как X = A−1B, то сначала найдем обратную матрицу к основ-
ной матрице системы:
4 1 3
1 1 1 .
8 3 6
A
− 
 = − 
 − 
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определитель матрицы
4 1 3
1 1 1 1 0,
8 3 6
−
∆ = − = ≠
−
т. е. система совместна.
а л г е б р а и ч е с к и е  д о п о л н е н и я
1 1
11
1 1
( 1) 3,
3 6
A +
−
= − ⋅ = −
−
1 2
12
1 1
( 1) 2,
8 6
A +
−
= − ⋅ = −
−
1 3
13
1 1
( 1) 5,
8 3
A += − ⋅ = − 2 121
1 3
( 1) 3,
3 6
A +
−
= − ⋅ = −
−
2 2
22
4 3
( 1) 0,
8 6
A +
−
= − ⋅ =
−
2 3
23
4 1
( 1) 4,
8 3
A += − ⋅ = −
3 1
31
1 3
( 1) 2,
1 1
A +
−
= − ⋅ =
−
3 2
32
4 3
( 1) 1,
1 1
A +
−
= − ⋅ =
−
3 3
33
4 1
( 1) 3,
1 1
A += − ⋅ =
тогда
( )*
3 3 2
2 0 1
5 4 3
T
A
− − 
 = − 
 − − 
 и 1
3 3 2
1 ( ) 2 0 1 .
5 4 3
TA A− ∗
− − 
 = ⋅ = − ∆  − − 
тогда решение
3 3 2 9 3 9 3 ( 2) 2 12 3
2 0 1 2 2 9 0 ( 2) 1 12 6 ;
5 4 3 12 5 9 4 ( 2) 3 12 1
X
− − − ⋅ − ⋅ − + ⋅      
      = − − = − ⋅ + ⋅ − + ⋅ = −      
      − − − ⋅ − ⋅ − + ⋅ −      
в) методом Жордана — гаусса.
запишем расширенную матрицу системы, где пунктиром 
выделен разрешающий элемент:
II I, I ( 3) III
0.5
4 1 3 9 4 1 3 9
1 1 1 2 ~ 3 0 2 11 ~
8 3 6 12 4 0 3 15
− ⋅ − +
⋅
− −   
   − − − −   
   − − −   
II 3 I, II ( 3) III II 3 I, II (-3) III
1 151 04 1 3 9 2 2
3 11 3 11~ 0 1 ~ 0 1 ~
2 2 2 2
4 0 3 15 1 30 0
2 2
⋅ + ⋅ − + ⋅ + ⋅ +
 − − − 
  
  − − − −  
  − −    
 
3 12 III II,III I
2 2
1 15 1 151 0 1 0
2 2 2 2
3 11 3 11~ 0 1 ~ 0 1 ~
2 2 2 2
1 3 1 0 0 30 0
2 2
⋅ ⋅ + ⋅ +
   − − − −   
   
   − − − −   
   
      
   
0 1 0 6
~ 0 0 1 1
1 0 0 3
− 
 − 
 
 
.
тогда система примет вид
2
3
1
6,
1,
3.
x
x
x
= −
 = −
 =
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КоНтрольНая работа 3  
ВЕКторНая алГЕбра
даны две вершины А и В параллелограмма АВСD, точка пере-
сечения его диагоналей M и точка L вне плоскости параллело-
грамма. найти: 
а) координаты остальных вершин параллелограмма;
б) периметр параллелограмма; 
в) угол между диагоналями; 
г) скалярное произведение векторов  и ;
д) площадь параллелограмма АВСD (используя векторное 
произведение); 
е) объем параллелепипеда, построенного на векторах ,  
и  (используя смешанное произведение).
Вариант 1. А(3, 1, 4), B(−1, 6, 1), M(−1, 1, 6), L(0, 4, −1).
Вариант 2. А(3, −1, 2), B(−1, 0, 1), M(1, 7, 3), L(8, 5, 8). 
Вариант 3. А(3, 5, 4), B(5, 8, 3), M(1, 2, −2), L(−1, 0, 2). 
Вариант 4. А(2, 4, 3), B(1, 1, 5), M(4, 9, 3), L(3, 6, 7). 
Вариант 5. А(9, 5, 5), B(−3, 7, 1), M(5, 7, 8), L(6, 9, 2). 
Вариант 6. А(0, 7, 1), B(2, −1, 5), M(1, 6, 3), L(3, −9, 8). 
Вариант 7. А(5, 5, 4), B(1, −1, 4), M(3, 5, 1), L(5, 8, −1). 
Вариант 8. А(6, 1, 1), B(4, 6, 6), M(4, 2, 0), L(1, 2, 6). 
Вариант 9. А(7, 5, 3), B(9, 4, 4), M(4, 5, 7), L(7, 9, 6). 
Вариант 10. А(6, 8, 2), B(5, 4, 7), M(2, 4, 7), L(7, 3, 7). 
Вариант 11. А(4, 2, 5), B(0, 7, 1), M(0, 2, 7), L(1, 5, 0). 
Вариант 12. А(4, 4, 10), B(7, 10, 2), M(2, 8, 4), L(9, 6, 9). 
Вариант 13. А(4, 6, 5), B(6, 9, 4), M(2, 10, 10), L(7, 5, 9). 
Вариант 14. А(3, 5, 4), B(8, 7, 4), M(5, 10, 4), L(4, 7, 8). 
Вариант 15. А(10, 9, 6), B(2, 8, 2), M(9, 8, 9), L(7, 10, 3).
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разбор контрольной работы 3  
Векторная алгебра
типовой вариант
даны две вершины А(1, 3, 2) и В(2, –1, 3) параллелограмма 
АВСD, точка пересечения его диагоналей M(2, 0, 2) и точка 
L(4, 2, –5) вне плоскости параллелограмма. найти: 
а) координаты остальных вершин параллелограмма, периметр 
параллелограмма; 
б) угол между диагоналями; 
в) скалярное произведение векторов  и ;
г) площадь параллелограмма АВСD (используя векторное 
произведение); 
д) объем параллелепипеда, построенного на векторах ,  
и  (используя смешанное произведение).
Решение.
а) координаты остальных вершин параллелограмма (рис. 14).
A D
B C
M
рис. 14. параллелограмм ABCD
воспользуемся формулой середины отрезка:
2 .
2
A C
M C M A
x xx x x x+= ⇒ = −
аналогичные формулы для координат yM и zM подставим 
координаты точек A и M, получим соответственно  
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 и  таким образом, координаты точки С(3, –3, 2). ана-
логично вычисляются координаты точки D(2, 1, 1).
б) периметр параллелограмма.
по формуле расстояния между двумя точками
2 2 2
1 2 1 2 1 2( ) ( ) ( )d x x y y z z= − + − + −
найдем длины сторон параллелограмма:
2 2 2(2 1) ( 1 3) (3 2) 18 3 2;AB DC= = − + − − + − = =
2 2 2(2 1) (1 3) (1 2) 6.BC AD= = − + − + − =
таким образом, периметр Р равен
2 3 2 2 6 6 2 2 6.P = ⋅ + = +
в) угол между диагоналями.
угол между диагоналями вычисляем по формуле
2 2 2 2 2 2
cos .x x y y z z
x y z x y z
a b a b a b
a a a b b b
⋅ + ⋅ + ⋅
ϕ =
+ + ⋅ + +
находим координаты векторов  и  :  
и  тогда
2 2 2 2 2 2
2 0 6 2 0 ( 2) 12 12 3 5cos .
1040 8 8 52 6 0 0 2 2
⋅ − ⋅ + ⋅ − −
ϕ = = = − = −
⋅+ + ⋅ + +
г) скалярное произведение векторов  и .
скалярное произведение векторов вычисляем по формуле
.x x y y z za b a b a b a b⋅ = ⋅ + ⋅ + ⋅
 
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координаты векторов  и  следующие:  
и  тогда
1 2 4 ( 6) 1 0 26.AB AC⋅ = ⋅ − ⋅ − + ⋅ =
 
д) площадь параллелограмма АВСD (используя векторное 
произведение).
площадь параллелограмма равна модулю векторного произ-
ведения:
.x y z
x y z
i j k
S AB AD a a a
b b b
= × =
  
 
зная координаты векторов  и  вычис-
лим площадь:
4 1 1 1 1 4
1 4 1 6 2 2 .
2 1 1 1 1 2
1 2 1
i j k
S i j k i j k
− −
= − = − + = + +
− − − −
− −

 
 
   
2 2 26 2 2 44 2 11.S AB AD= × = + + = =
 
е) объем параллелепипеда, построенного на векторах ,  
и  (используя смешанное произведение).
.
x y z
x y z
x y z
a a a
V AB AD AL b b b
c c c
= × ⋅ =
  
зная координаты трех векторов ,  и 
 вычислим объем параллелепипеда:
1 4 1
4 1
1 2 1 3
2 1
3 1 7
1 1 1 4
1 7 2.
1 1 1 2
V AB AD AL
−
−
= × ⋅ = − − = ⋅ +
− −
− −
−
+ ⋅ − ⋅ =
− −
  
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