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From set mapping theorems, Erdiis, Hajnal and Milner proved that every graph on a limit 
ordinal (Y < cuL;)+* either contains an independent set of type (Y or an infinite path. In symbols 
one writes (Y+ ((u, infinite path)‘. In this paper the assumption of Jensen’s Diamond Principle 
is used to construct counter-examples for (Y with cu;+* < cy< w2. Under Martin’s Axiom, 
Larson has shown no such counter-examples exist for limit (Y below the continuum. 
1. Introduction 
The ordinal & = o?+2 is the smallest limit ordinal for which LY+ (a infinite 
path)2 cannot be proved in ZFC. ErdGs, Hajnal and Mimer [2] proved it for 
smaller limit ordinals in their 1969 paper entitled “Set mappings and polarized 
partition relations”. Their proof uses a set mapping theorem which fails for 
o;UW2, but they speculated that the infinite path partition relation might hold for 
all limit ordinals. Larson [5] has shown that under Martin’s Axiom every limit 
ordinal (Y below the continuum satisfies the positive relation (Y+ (cu, infinite 
path)2. This paper is devoted to the construction from Jensen’s Diamond 
Principle of counter-examples for all ordinals (Y with o;U+~ < cr < oz. In fact we 
prove the following stronger theorem. 
Theorem 1.1. Assume Jensen’s Diamond Principle. Then for all (Y < w2, 
a + (w yc2, infinite path)‘. 
The situation for my+’ is not completely settled. In paticular, the following 
question remains open: Is it consistent with the continuum hypothesis that 
o?+~+ (o;U+~, infinite path)2? 
The basic counter-examples are constructed as the comparability graphs of 
trees with no infinite branches. The fact that such graphs have no infinite paths is 
proved in Section 2. 
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The construction was first developed for w* - wl. This order type is the 
simplest one known by the authors to support such a graph under some 
hypothesis. As an aid to the reader, we give the construction of the graph for 
w* - 0, in Section 3. 
In Section 4 we give the parallel construction of a graph for a much richer 
structure based on finite sequences of countable ordinals. 
The ordering of an ordinal (Y < o2 can be mimicked by the lexicographic 
ordering on a suitably chosen set of finite sequences of countable ordinals. In 
Section 5, we use this fact to prove a suitable ‘pinning’ result. We combine this 
result with the graph of Section 4 to prove Theorem 1.1. 
The remainder of this section is devoted to a review of some basic definitions, 
terminology and well-known facts. In general our set-theoretic notation is 
standard, and Jech’s book Set Theory [3] may be used as a reference. 
Order types, that is, order-isomorphism types, are partially ordered by 
embedability. An order type 9 is indecomposable if whenever $J = q + 8, then 
$J G ly or 9 6 8. We are particularly interested in the order types of ordinals, 
converse ordinals and their products. If @ is linearly ordered by C, then the 
converse, $*, is ordered by <* , where x < * y if and only if y < x. Every ordinal 
(Y is uniquely representable as a finite sum, LY = LYE + a1 + - - . + an-I, of 
indecomposable ordinals with cu, 3 al 5 . . * 3 an-, . The indecomposable ordinals 
are those of the form (Y = o”. For indecomposable ordinals of cardinality ol, this 
form can be refined to d = o; - /3 for some ordinals (Y, /3, with /3 a countable 
indecomposable ordinal. Here it is important to remember that we are referring 
to ordinal exponentiation. 
The extra set-theoetic assumption used in the paper is Jensen’s Diamond 
Principle. We call a set C G o1 closed unbounded (club) in w1 if 
(1) for every sequence a0 < LY~ < - * . < crE - - - (5 < y) of elements of C, of 
length y < wl, we have a = lim,, cu, in C(clo.sed); 
(2) for every a< ol, there is a /3 > (Y such that 0 is in C (unbounded). 
The collection of club sets in o1 is closed under countable intersections. We say a 
set S c w1 is stationary in o1 if S rl C # 0 for every closed unbounded subset of 
wl. Now we can state Jensen’s Diamond Principle. 
(0) There exists a sequence (S, : (Y < ml) of sets such that for every X c ol, 
the set {(Y < ol: X n a = S,} is a stationary subset of ol. 
Such a sequence is called a O-sequence. Notice that the Diamond Principle 
implies the Continuum Hypothesis. 
2. Trees and graphs 
The starting point of our constructions is a lemma which says that the 
comparability graph of a tree with no infinite branches has no infinite paths. 
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Definition 2.1. If T = (T, <) is a tree, the comparability graph G(T) G [T]’ is the 
graph whose edges are pairs {u, V} where u < V. 
Lemma 2.2. If a tree T = (T, <) has no injinite branches, then the comparability 
graph G(T) has no infinite paths. 
Proof. Assume by way of contradiction that x0, x1, . . . is an infinite path in 
G(T). Recall the rank of an element y is the order type of the set of predecessors 
of y. 
Claim 2.3. Zf rank(x,) s rank&) f or all j > i, then xi < xj for all j > i. 
Proof. If x < y, then rank(x) <rank(y). Thus in particular, if rank&) c 
rank(x,+i), then xi <xi+i. Suppose j is the least integer greater than i with xi 4: xi. 
As noted, j >i + 1. Thus xi <X~-~ and i <j - 1. Since Xi 4: XI, and Xi-1, Xi are 
comparable, it follows that Xj <Xi-r. Since both Xi, Xj are predecessors of xi-I, 
they must be comparable. Thus xi <xi, which implies that rank(xj) < rank(x,). 
This contradiction completes the proof of the claim. q 
Now we complete the proof of Lemma 2.2 using the claim. By recursion, define 
a subsequence yo, yl, y2, . . . of the original sequence so that each element of the 
subsequence is of minimal rank among the elements later in the sequence. By the 
claim, this subsequence is increasing in the tree ordering, contradicting the fact 
that T has no infinite branch. 0 
3. The simple example 
Let R = o1 x o. If o is endowed with the converse of the usual order and oi 
with the usual order, then under the lexicographic ordering, R has order type 
o* a ml. The next two definitions lead to a characterization of subsets of R of the 
full type. 
Definition 3.1. The ordinal (Y occurs (with n) in S G R if (a, n) is in S; (Y recurs in 
S if a occurs with n in S for infinitely many n. 
Definition 3.2. Assume that /3 < o1 is a limit ordinal. We say a subset S of R is 
strongly cofinal in p if and only if 
(i) if (a, m) is in S, then (~</3; 
(ii) {(u: (Y recurs in S} is cofinal in p. 
If /? = WI, then we say simply S is strongly cojinal. 
Lemma 3.3. Under the lexicographic ordering given above, a subset S of R has 
order type w* . w1 if and only if it is strongly cojinal. 
4 .I. E. Baumgartner, J.A. Larson 
Theorem 3.4. Assume 0. R + (sfrongIy cofinal, infinite path)*, i.e., there is a 
graph G c [RI* which has no strongly cojinal independent subset and no infinite 
path. 
Corollary 3.5. w * * w1 d (w * - wl, infinite path)*. 
Proof of 3.4. We will obtain G as the comparability graph of a tree ordering on R 
which has no infinite branches. 
Let Lim be the set of all countable limit ordinals, and suppose (S, : a in Lim) 
is a O-sequence. Fix $ : wl- R, a bijection and define (R, : LY in Lim) as 
follows. If #“& is strongly cofinal in a; then let R, = @‘SW; otherwise let R, be 
any set strongly cofinal in Ly. 
We shall define a tree ordering CR on R so that the following conditions hold: 
(Rl) if (m, n) -+ (/I, m), then D < /3 and n > m; 
(R2) if (Y is in Lim and o < /3, then there is some n = n(cz, p) so that for all 
m 3 n, there is some t in R, with t cR (6, m); 
(R3) if Q < /3, then there is some N = N(a, /l) so that for all m > N, there is 
some k with (a, k) cR (/I, m). 
Claim 3.6. If there is a tree order cR on R satisfying (Rl), (R2), (R3), then 
R _P (strongly cojinal, infinite path)*. 
Proof. Let G be the comparability graph of the tree (R, <). Since (Rl) 
guarantees the tree has no infinite branch, by Lemma 2.2, G has no infinite path. 
We must check that if S is a strongly confinal subset of R, then there are s, t in 
S with t <s. Let X = $-l(S). It is easy to see that {(w: $J”(X fl (u) is strongly 
cofinal in a} is closed and unbounded in wi. Since (S, : (Y in Lim) is a 
O-sequence, there is an (Y in Lim such that S, = X fl (Y and #‘(X II ct’) is strongly 
cofinal in (Y. Of course in this case, R, = @‘S, = $“(X fl a) is a subset of S. Now 
fix /3 3 (Y so that /3 recurs in S. By (R2) there is some n = n(a, /3) so that for all 
m 2 n, there is some t in R, with t cR (/3, m). Choose m > n so that /3 occurs with 
m in S. That is, (/3, m) is in S. Now s = (/?, m) and the t in R, guaranteed by (R2) 
to exist with t cR #I, m) = s are the elements desired to complete the proof of the 
claim. 0 
Claim 3.7. There is a tree ordering CR on R satisfying (Rl), (R2) and (R3). 
Proof. As a preliminary to the proof, for each y < wi, fix an enumeration 
(aL 1 k < w) of all (Y < y filled out with repetitions of 0 if necessary to make an 
infinite sequence. 
We define cR by a double recursion on 6 < w1 and m < w, carrying (Rl), (R2) 
and (R3) as induction hypotheses with the following values for n(cu, /3) and 
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N(w 6): 
(1) if to = /3 is in Lim, then n((~, 6) = 0; 
(2) if cy = &r is in Lim, then I~((Y, 6) = k + 1; 
(3) if (Y = af, then N(a, /?) = k + 1. 
To simplify notation, extend n(., .) to (Y successor by setting n(a, 6) = 0. 
At stage (p, m) we determine the set of predecessors of (/3, m). Fix /3 and m, 
and assume that the construction is correct up to this point. Let y be the 
maximum over all k < m of (YP and let K be the maximum over all k <m of 
N(a&, /3). For all k < m, if (Y = (Y& # y, then by induction hypothesis (R3), there 
is some I so that ((Y, 1) cR ( y, j) for all j 2 K. Since whenever n(a; /3) is non-zero, 
it has the same value as N(cu, /?), for all k Cm, if (Y = LYE is in Lim, then by the 
induction hypothesis (R2), there is some t in R, so that t cR (y, j) for all j 2 K. 
If p is not in Lim, then simply choose n to be the maximum of K and m + 1, 
and let (y, n) be the immediate predecessor of (/3, m). 
If l3 is in Lim, then let 6 > y be such that 6 recurs in R,. Choose II greater than 
max{m + I, K NY, 6)) so that 6 occurs with n in R,. In this case, let (6, n) be 
the immediate predecessor of (/3, m). Notice that By induction hypothesis (R3), 
there is some n’ so that (y, n’) cR (6, n). By induction hypothesis (Rl), 
n’ >IZ >max{m + 1, K, N(y, 6)}, so (y, n’) has predecessors as described above. 
The reader may verify that (Rl), (R2) and (R3) hold for (p, m). Cl 
Finally, Theorem 3.4 follows from Claims 3.6 and 3.7. 0 
4. A more complicated example 
First we generalize the set R to a richer one T. 
Definition 4.1. Let Seq be the set of all non-empty finite sequences of countable 
ordinals. If u:n+ wi, then length(o) = IZ and max(a) = max{a(O), . . . , 
a(n - 1)). Let 
T = {(a, n) E Seq x w: length(a) S n}. 
Next we generalize the notions of occur, recur and strongly cofinal. 
Definition 4.2. The sequence u occzus (with n) in S if there is some r so that 
o E r and (r, n) is in S; u recurs in S if u occurs with n in S for infinitely many it. 
Definition 4.3. Assume /3 G w1 is a limit ordinal. We say a subset S of T is 
strongly cojinal in p if and only if 
(1) if (a, m) is in S, then max(u) < p; 
(2) {max(u): u recurs in S} is cofinal in /I. 
If /? = wl, then we simply say S is strongly cofinal. 
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We defer a discussion of the interplay between order type and the notion of 
strongly cofinal to Section 5. 
Theorem 4.4. Assume 0. T f, (strongly cojinal, infinite path)*. 
Proof. As before we will obtain the requisite graph G as the comparability graph 
of a tree ordering <, this time on T, which has no infinite branch. 
Recall we are designating by Lim the set of all countable limit ordinals, and 
supposing (& : a in Lim) is a O-sequence. Fix v : ml- T, a bijection, and define 
(T, : a in Lim) as before so that T, is strongly cofinal in (Y and if v”S, is strongly 
cofinal in (Y, then T, = I/Y&.. 
To define the tree ordering on R, we used the fact that w1 is well-ordered. Now 
we introduce a well-ordering << of Seq of type w1 to use in the recursive 
definition of the ordering on T. 
Definition 4.5. For u, r in Seq, CJ << z if and only if max(a) < max(r), or else 
max( a) = max( r) and length(a) < length(r), or else max( a) = max( t), 
length(u) = length(r) and o comes before r in the lexicographic ordering. 
Lemma 4.6. The ordering << has the following properties: 
(1) << has order type 0,; 
(2) if o rS a proper initial segment of z, then u << r; 
(3) if u << z, then max(u) < max(r). 
We shall define the tree ordering <r on T so that the following conditions hold: 
(Tl) if (o, n) <T ( t,m), then u<<randn>m; 
(T2) if p is in Lim and p s max(r), then there is some n = n(/3, r) so that for 
all m > n, there is some t in T, with t -+ (t, m); 
(T3) if u << t, then there is some N = N(u, r) so that for all m 3 N, there is 
some k so that (a, k) cr (z, m); if in addition u is a proper initial segment of t, 
then N(u, t) = 0. 
Claim 4.7. Zf there iv a tree order CT on T which satisfies (Tl), (T2), (T3), then 
T -&trongly cojinal, infinite path)*. 
Proof. Our example is the comparability graph of the tree, and (Tl), the 
definition of << and Lemma 2.2 guarantee that the tree has no infinite branch and 
the graph no infinite path. 
Let S be a strongly cofinal subset of T; let X = W-‘(S). To complete the proof 
we must find s, t in S with t -+ s. The set of fi in Lim so that {t : max(r) < B} is 
strongly confinal in /3 is a club in ol. Thus we can find /? so that X fl/3 = S, and 
q”(X fl p) = T, is strongly cofinal in /3. Fix u such that max(u) > /3 and u recurs 
in S. By (T2) there is some n = n(j3, a) so that for all m 2 n, there is some t in T, 
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with r <= (0, m). Choose m -- > n so that o occurs with m in S, and let s = (r, m) 
witness this fact. If o = r, then f <=s, and we have shown that S is not 
independent. Otherwise, by (T3), there is some m’ so that (a, m’) < (z, m). By 
(Tl) 7 m’>man, which implies t < (a, m’) < s, and again S is not 
independent. Cl 
Claim 4.8. There is a free ordering <= on T satisfying (Tl), (T2) and (T3). 
Proof. As a preliminary to the proof, for each t in Seq, fix an enumeration 
(a; 1 k < w) of all u << t filled out with repetitions of the empty sequence if 
necessary to make an infinite sequence arranged so that the proper intial 
segments of t occur first in the ordering. Also, fix an enumeration (/I; ) k < w) of 
all limit ordinals /3 < max r, filled out with repetitions of 0 if necessary. 
We define <z by a double recursion on t and m < o, carrying (Tl), (T2) and 
(T3) as induction hypotheses with the following values for n(p, t) and iV(/3, r): 
(1) if p = max t is in Lim, then n(/3, t) = 0; 
(2) if p = /Ii is in Lim, then n(P, t) = k + 1; 
(3) if u = a;, then N(a, t) = k + 1. 
To simplify notation, extend n(*, .) to /3 successor by setting n(/3, t) = 0. 
At stage (t, m) we determine the set of predecessors of (t, m). Fix r and m, 
and assume that the construction is correct up to this point. Let 0 be the 
maximum in the << order among all the sequences (a;), a; for k < m. Similarly, 
let K be the largest among all the numbers N( (PI), t), ZV(a;, r) for k < m. For 
all k < m, if o = a; # 8, then by induction hypothesis (T3), there is some I so that 
(a, I) CT (8, j) for all j 5 K. Since whenever n(/3, t) is non-zero, it has the same 
value as N((P), t), f or all k Cm, if @ = /3; is in Lim, then by the induction 
hypothesis (T2), there is some t in T, so that t -CT (0, j) for all j > K. Therefore if 
(r, m) has a predecessor of the form (0, j) with j 3 K and j > m, then it satisfies 
(Tl), (T3) and with the possible exception of a predecessor in TY for y = max t, it 
also satisfies (T2). 
If y is not in Lim, then simply choose n to be the maximum of K and m + 1, 
and let (0, n) be the immediate predecessor of (t, m). 
If y is in Lim and max 8 = max t, then we choose n greater than m + 1, K and 
n(y, e), and let (0, n) be the immediate predecessor of (t, m). By induction 
hypothesis (T2), (0, n) has the required predecessor in TY. 
Finally suppose that y = max 8 is in Lim but max 8 < max r. Since TY is 
strongly confinal in y, we can find p so that p recurs in T,, and max 8 < max p. 
Choose n greater than max{m + 1, K, N(8, p)} so that p occurs with n in Ty. In 
this case, let (p, n) be the immediate predecessor of (t, m). Notice that by 
induction hypothesis (T3), there is some n’ so that (0, n’) cT (p, n). By 
induction hypothesis (Tl), n’ > n > max{m + 1, K, N(8, p)}, so (0, n’) has 
predecessors as described above. Since (p, n) and (0, n’) are both predecessors 
of (r, m), it satisfies all three properties (Tl), (T2) and (T3). Cl 
Theorem 4.4 follows from Claims 4.7 and 4.8. 0 
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5. The main theorem 
We would like to transfer the partition relation for T to one for ordinals below 
02. 
Specker [6] introduced pinning to transfer partition relations from one ordinal 
to another. For pinning, the ordinal c~r+~ is of particular interest, since it is the 
smallest one for which questions about pinning cannot be settled in ZFC. See 
Larson [4] and Carlson [l]. 
For the application at hand, a variation of the one-to-one version, like the one 
Specker originally used, is needed. The difficult case of the inductive proof of the 
theorem CY f, ( o.$+~, infinite path)2 is for a indecomposable. The next lemma is 
directed toward that case. 
Lemma 5.1. Zf (Y is an indecomposable ordinal with o1 c (Y < w2, then there is a 
one-to-one function fW : a+ T so that if X E a: has order type CN~+~, then f LX is 
strongly cojinal. 
Proof. There is a standard recursive construction of sets of sequences of 
countable ordinals which under the lexicographic order represent ordinals. The 
ordinal w1 is represented by U(o,) = {((u) : a < ml}. For n < w, the ordinal 07 is 
represented by U(o;) = { ( aO, al, . . . , an_I) : (Ye, ol, . . . , an-1 < wI}. The or- 
dinal WY can be represented by the set U(wP) = {(n, cu,, al, . . . , an_I) :n <o 
and ao, el, . . . , a,_, < ml}. For each indecomposable ordinal (Y with w1 < (Y < 
w2, let K = cf a; and fix a sum, LY = COCK f3$, of smaller indecomposable ordinals 
with a0 2 ol. By recursion, define a set U(CY) to represent LY by setting 
U(a)= {(BY-u:P < K and u E U(+)}. The relevent properties of these sets are 
the following. 
Claim 5.2. Assume (Y is an indecomposable ordinal with o1 6 CY < w2. Then 
(1) under the lexicographic ordering, U(a) has order type a; 
(2) ifVcU( ). LY 1s a set of sequences s with length(s) < k, then V has order type 
co:; 
(3) if/I<cfaandv=(p) -u is in U(a), then u is in U(CQ). 
Part (2) of this claim is a consequence of the fact that wf is the order type of 
the set of all sequences of length k of countable ordinals, under the lexicographic 
ordering. 
For each indecomposable ordinal (Y with w1 G (Y < w2, define t, : U(cu)+ T by 
t,(u) = (u, length(u)). Clearly t, is one-to-one. 
Claim 5.3. Assume LY is an indecomposable ordinal with w1 < (Y < w2. Zf 
V E U(a) has order type o.I;U+~, then t:V is strongly cojinal. 
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Proof. The proof proceeds by induction on a and is trivial for CY = 0,. Let 
K=cfaandlet (Y=C~<~ cys be the sum used to define U(a). 
Case 1: V is bounded in U(a). 
The sequences (6) for /3 < K are cofinal in U( (Y). Since N is bounded in U( (u), 
every element of V is less than ( y) for some y < K. Note that (/3)-u < ( y) in the 
lexicographic ordering means p < y. Because o < 02, K is either o or ol. Thus y 
is either finite or countable. Notice that my+2 = WY+*. w1 is not the sum of 
countably many sets of smaller type (however, it is the union of countably many 
sets of smaller type). Thus without loss of generality, we may assume for some 
P<ythat VG{(P)- U:U E U(aP)}. Let V’ be the set of u in U(oO) with (p)-u 
in V. Note V and V’ both have order type o;U+*, so by the induction hypothesis 
applied to 6 = afiys, t:V’ is strongly cofinal. It follows that t:V is strongly cofinal. 
Case 2: V is unbounded in U(a). 
If cf o = o, then V must be bounded in U(a). Thus in this case we may assume 
cfo=o,. Forfi<w,, letV,=Vn{(P) -U : u E U( a+)}. By Claim 5.2, if V, has 
order type >wp, then the length function is unbounded on V,. That is, (j3) 
recurs in tLVp. Since the set of p for which V, has order type >-or is cofinal, tkV 
is strongly cofinal. 
These two cases complete the proof of the claim. Cl 
For each indecomposable ordinal (Y with o1 =Z (Y < w2, let a,: a+ U(a) be the 
order-isomorphism. Define fa: (Y--, T by f&3) = t,(u&3)). Since a,, t, are 
one-to-one, so is f,. Furthermore, since t, carries sets of order type my+2 into 
strongly cofinal sets, so does fa. Thus fa is the function required for the proof of 
Lemma 5.1 0 
Notice that in the proof of the previous lemma, we identified subsets f’;cu E T, 
which under the lexicographic ordering have order type (Y. These sets have the 
further property that any subset of type w1;)+* is strongly cofinal. The proof of the 
lemma could be extended to show that if a set X E T has order type or+* under 
the lexicographic ordering, then X is strongly cofinal. 
Theorem 1.1. Assume 0. Then for all cr < w2, a+ (w?+~, infinite path)2. 
Proof. Of course we derive this result from the graph of Theorem 4.4. The proof 
goes by induction on (Y. It is trivial or very easy for a decomposable or (Y < o?+~. 
For indecomposable (Y 3 WY+*, it follows from Theorem 4.4 and Lemma 5.1. 0 
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