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ED STATES EVBHCROGW U PAYLOAD: ONE YEAR REPORT 
Peter A. Curreri 
USNIP-3 Mission Scientist 
George C. Marshall Space Flight Center 
Overview 
The Third United States Microgravity Payload (USW-3) Space Shuttle mission was launched 
February 22, 1996 and landed March 9, 1996. The mission lasted 15 days and the Shuttle crew 
performed extensive microgravity science research during that time. The Principal Investigators 
(PI'S) for the mission submitted science reports of their research findings to the Mission Scientist 
for USMIP-3, and those reports were compiled into the USMP-3 One Year Report. The purpose 
of this report is to inform the microgravity science community and the public of the results of 
the experiments flown on the Shuttle mission. 
The USMP-3 One Year Report represents the culmination of many years of sustained effort on 
the part of the investigators, mission management, and support personnel and is intended not 
only for the scientific community, but also for general public awareness and education. This 
mission gave the microgravity science community outstanding research opportunities to verify 
results obtained in previous flights, and to perform new experiments which contributed 
substantially and uniquely to the technological and commercial knowledge of the United States 
and its international partners. The results obtained and the lessons learned from this and future 
missions will lead us into a new era of microgravity research, to the Space Station and beyond. 
The USMP-3 mission was launched on the 19" flight of the Space Shuttle Columbia, STS-75, on 
February 22, 1996. It carried four major microgravity experiments as well as the SAMS and 
OARE accelerometer systems. The USMP-3 experiments utilized microgravity to increase the 
fundamental understanding of materials processes: three studied formation of solid from the melt 
and one studied the critical point of a noble gas. The science payload also included three 
Middeck Glovebox investigations which studied the effect of microgravity on combustion 
processes. While the Glovebox investigations required intense crew involvement, the major 
USMP-3 experiments were controlled almost completely by telescience. 
USNIP-3 utilized two Mission-Peculiar Experiment Support Structures (MPESS) which were 
connected together and mounted behind the other STS-75 primary payload, the Tethered 
Satellite System (TSS). Science of opportunity by the USMP investigations was achieved 
during the TSS operations. After the TSS was lost on flight day-4, the USMP investigations 
went on to receive about 10 days of microgravity as the primary payload. The TSS safety 
requirements mandated that the Shuttle crew operate with dual shifts. Thus, unlike previous 
USMP missions, there were no "quiet periods" (where the total crew was asleep) which would 
have allowed the microgravity investigations to perform the most sensitive microgravity 
experiments without crew-induced disturbances. In order to provide quiet periods for the USMP 
experiments, a concept for a crew display to monitor accelerations and provide real-time crew 
feedback was developed with the Payload Commander, Dr. Franklin Chang-Diaz, and was 
implemented during the mission. The results, as will be presented in the SAMS section, were 
comparable to "quiet time" accelerations during crew sleep. Thus, one lesson learned was that 
the crew acceleration feedback display could be quite effective and should be considered for use 
on future microgravity missions. 
The major USMP-3 experiments were the Advanced Automated Directional Solidification 
Furnace (AADSF), the Isothermal Dendritic Growth Experiment (IDGE), MatCrial pour 1 '~tude 
des Phenomhes Int6ressants de la Solidification sur Terre et en Orbite ("Apparatus for the 
Study of Interesting Phenomena of Solidification on Earth and in Orbit") (MEPHISTO), and the 
Critical Fluid Light Scattering Experiment (Zeno). 
The AADSF experiment was involved in gaining new understanding of fundamental crystal 
growth and its interaction with gravity. The furnace operated superbly. As the first crystal 
started to form, the temperature signature of the crystal nucleation was much more subdued than 
observed in Earth-based experiments. The telescience capability built into the AADSF was used 
to remelt and save the sample. Post-flight X-ray measurements showed void, or large pore, 
formation in the crystals, which has not been observed in Earth-grown crystals. 
The IDGE experiment examined the formation of dendrites, which are tiny, pine tree-shaped 
crystals that commonly form as molten materials solidify. Dendrites are a concern in the 
production of most commercially important metal alloys because their structure has a strong 
influence on the mechanical properties the material. Previous studies on USMP-2 indicated that 
small deviations from theory in the growth rate and tip radius of the dendrites were due to the 
microgravity environment. USMP-3 data during the varying gravity resulting from the TSS 
being reeled out found that the variations are instead due to specimen size. 
The MEPHISTO experiment studied how small disturbances in gravity can affect the production 
of metals and alloys by firing the Shuttle primary control jets and observing the impact. The 
experiment demonstrated that when the angle of the growing metal relative to the accelerations 
was carefully controlled the damage to the crystals by the resulting fluid flow could be 
eliminated. This and other solidification experiments from the USMP-3 provided unique data 
that is being applied to improve processes for making products ranging from alloys for airplane 
turbine blades to electronic materials. 
The Zeno experiment used its exquisite temperature control of f 3 micro-degrees to explore the 
behavior of xenon near its critical point. On USMP-3 the investigators were able to control the 
density changes by changing the temperature, which, although its impact is very small on Earth, 
became a major factor in the low gravity of the Shuttle. This allowed them to achieve their goal 
of getting stable, equilibrium measurements of the microscopic hydrodynamic fluctuations in the 
sample. At the end of the flight they were able to record and observe the sharpest phase 
transition ever observed near room temperature; the phase boundary was observed with a 
precision o f f  20 micro-degrees. 
The Glovebox experiments consisted of three combustion processes investigations: 
- The Comparative Soot Diagnostics (CSD). The CSD investigation attempted to under- 
stand the soot production processes from flames burning in microgravity. NASA has 
flown fire detectors on Skylab and the Space Shuttle and has included them in the design 
for the International Space Station (ISS). CSD data will help improve their design by 
determining soot morphology in low gravity. 
- The Radiative Ignition and Transition to Spread Investigation (RITSI). The RITSI inves- 
tigation found that the flame spread behavior with the external flow velocity in 
microgravity showed a completely opposite trend from that found in normal gravity. The 
investigators also observed suprisingly complex smoldering growth patterns in micro- 
gravity. 
- The Forced Flow Flame spreading Test (FFFT). The FFF"T investigation studied the 
effects of flow speed and paper thickness for the flat paper samples, as well as the effect 
of flow speed, flow direction, and initial fuel temperature for the cylindrical fuels. 
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Microgravity Science and Applications Division (NASA MSFC, also used to be the acronym 
for an OLMSA division at NASA Headquarters before name was changed to 
"Microgravity Research Division" (still Code UG)) 
NASA Marshall Space Flight Center (Huntsville, AL) 
National Aeronautics and Space Administration 
National Research Council 
Orbital Acceleration Research Experiment 
Principal Investigator 
Principal Investigator Microgravity Services (NASA LeRC) 
Payload Operations and Control Center (NASA MSFC) 
Radiative Ignition and Transition to Spread Investigation 
Rensselaer Polytechnic Institute (Troy, NY) 
Space Acceleration Measurement System 
Scanning Electron Microscope 
Space Transportation System (Shuttlelextemal taWsolid rocket booster system, also a 
Shuttle mission designation) 
Teledyne Brown Engineering 
Transmission Electron Microscope 
University of Alabama at Birmingham 
University of Alabama in Huntsville 
First United States Microgravity Payload (STS-52 Shuttle mission, launched in October 
1992) 
Second United States Microgravity Payload (STS-62 Shuttle mission, launched in March 
1994) 
Third United States Microgravity Payload (STS-75 Shuttle mission, launched in February 
1996) 
Fourth United States Microgravity Payload (STS-87 Shuttle mission, scheduled for launch 
in November 1997) 
Critical Fluid Light Scattering Experiment 
Mission Information 
Mission Designation: STS-75 (75th Shuttle mission) 
Orbiter: Columbia (19th flight for this Shuttle) 
Orbit Inclination: 28.45 degrees 
Orbit Altitude: 160 nautical miles (184 statute miles) 
Number of Orbits: 25 1 (6.5 million miles) 
Major Payloads: USMP-3 and TSS-1R 
Launch: Febmary 22,1996 @ 3: 18 p.m. EST 
Landing: March 9,1996 @ 858 a.m. EST at KSC 
Mission Duration: 15 days, 17 hours, 41 minutes, 25 seconds (15/17:41:25) 
Crew: 
Commander: Lt. Col. Andrew M. Allen, U.S. Marine Corps (3rd 
mission) 
Pilot: Lt. Col. Scott J. Horowitz, U.S. Air Force (1st mission) 
Payload Commander: Dr. Franklin R. Chang-Diaz, Ph.D. (5th mission) 
Mission Specialist: Maurizio Cheli, ESA (1 st mission) 
Mission Specialist: Claude Nicollier, ESA (3rd mission) 
Mission Specialist: Dr. Jeffrey A. Hoffman, Ph.D. (5th mission) 
Payload Specialist: Dr. Umberto Guidoni, Ph.D., Italian Space Agency (1st 
mission) 
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Study of Interesting Solidificatiom Phenomena on the Ground and n 
Space (MEPHISTO) 
J.-J. Favier, J. Iwan D. ~lexander t ,  J.-P. Garandet, 
Comissariat B 1'Energie Atomique, DTAICEREM/DEM/SPCM, 17 Rue des Martyrs, Grenoble 
Cedex 9, France 
?Center for Microgravity and Materials Research, University of Alabama in Huntsville, 
Huntsville, Alabama 35899, USA 
Abstract 
Real-time Seebeck voltage variations in a Sn-Bi melt during directional solidification in the 
MEPHISTO spaceflight experiment flown on the USMP-3 mission, can be correlated with well 
characterized thruster firings and an Orbiter Main System (OMS) burn. The Seebeck voltage 
measurement is related to the response of the instantaneous average melt composition at the melt- 
crystal interface. This allowed us to make a direct comparison of numerical simulations with the 
experimentally obtained Seebeck signals. Based on the results of preflight and real-time 
computations, several well-defined thruster firing events were programmed to occur at specific 
times during the experiment. In particular, we simulated the effects of the thruster firings on melt 
and crystal composition in a directionally solidifying Sn-Bi alloy. The relative accelerations 
produced by the firings were simulated by impulsive accelerations of the same magnitude, duration 
and orientation as the requested firings. A comparison of the simulation results with the Seebeck 
signal indicates that there is a good agreement between the two. This unique opportunity allows 
us, for the first time, to quantitatively characterize actual g-jitter effects on an actual crystal growth 
experiment and to properly calibrate our models of g-jitter effects on crystal growth. 
Introduction 
The MEPHISTO program is the result of a cooperative effort that involves the French 
nuclear and space agencies Comissariat B 1'Energie Atomique, CEA - Centre National d'Etudes 
Spatiales, CNES) and the National Aeronautics and Space Administration (NASA). Six space 
flights on the USMP carrier were initially planned, with odd-numbered missions being the 
responsibility of the French scientific teams and the even-numbered missions being the 
responsibility of the US. During the first flight of MEPHISTO in October 1992, bismuth-doped 
tin samples (Sn:0.5 at.% Bi) were used and experiments were carried out both below and above 
the morphological stability threshold. Exciting results were obtained [I] that opened new 
perspectives for research. 
The first scientific objective of the USMP-3 flight was to investigate the g-jitter induced 
solutal segregation in planar front solidification. To do so, we requested well controlled gravity 
perturbations, mainly in the form of Primary Remote Control System (PRCS) burns. The other 
main scientific objective was to track the morphological stability threshold (i.e. the instability 
where the growth front goes from planar to cellular) with the finest accuracy possible. In 
comparison with the first flight, the USMP-3 alloys were slightly more concentrated (1.5% at. 
Bi), in order to check a possible soluto-convective effect. It should be noted that, in contrast, both 
the USMP-2 and USMP-4 MEPHISTO flights, (Professor Abbaschian, University of Florida, 
PI) featured bismuth based alloys with low tin concentrations. MEPHISTO is basically a 
directional solidification furnace, where three samples are simultaneously processed. An original 
point is that there are in fact two heatinglcooling subsystems [2,3]; one of them is maintained at 
a fixed position to provide a reference interface, whereas the other is allowed to move for 
solidification and melting of the alloy. Sample #vl is dedicated to a measurement of the Seebeck 
voltage between the two ends, meaning that the system acts as its own thermocouple, with a "cold" 
and a "hot" reference junction (respectively the moving and fixed interfaces). The Seebeck voltage 
is then a measure of the undercooling at the growth front, a key feature being that the signal is 
obtained in real time. It is thus possible to run many experimental cycles on the same sample, 
which in turn allows to check the reproducibility of the process and to ensure a better accuracy 
of the results. On sample #v2, the position and the velocity of the moving interface are obtained 
from an one line resistance measurement. At the end of the experimental cycle, a quench 
freezes the structure of the solid-liquid front. Peltier pulse marking performed on sample #'*3 allow 
the determination of the shape of the interface at given time intervals. Moreover, 
thermocouples present in the liquid phase for both samples #"2 and #'*3 are used to determine the 
temperature gradient and possible thermal fluctuations. The MEPHISTO facility ran for 312 
hours, including 216 hours dedicated to scientific operation. During that time period, 24 
solidification/fusion cycles were carried out. Five growth rates were preprogrammed (1.7, 3.7, 
5.7, 12 and 24 mm/h) before the flight, but, thanks to teleoperation, we were able to use different 
growth rates to track the morphological stability threshold. For controlled gravity perturbations, 
we obtained 9 PRCS burns, ranging in duration from 10 to 25 seconds. In addition, an OMS burn 
and a 360" X-axis roll were also performed (see Table I). Last but not least, it should be noted that 
no anomalies were detected during the mission. 
During the first flight of the MEPHIST0 directional solidification experiment on NASA's 
USMP-1 mission in 1992, the impact of sudden effective gravity perturbations were clearly 
evidenced [I]. Real-time Seebeck voltage variations across a Sn-Bi melt showed a distinct 
variation that can be correlated with thruster firings (Fig. 1) [I]. The Seebeck voltage 
measurement is related to the response of the instantaneous average melt composition at the melt- 
solid interface [4]. This permitted a direct comparison of numerical simulations (and acceleration 
data) with the Seebeck signals obtained on USMP-1. Motivated by the results of the comparison, 
we used numerical simulations to predict the response of the Seebeck signal to thruster firings of 
various magnitudes and durations. The behavior of the signal is directly related to changes in 
interfacial composition caused by thruster-induced convective disturbances. Motivated by the 
observations made on USMP-1, one of the objectives of the USMP-3 MEPHISTO experiments 
was to quantitatively characterize g-jitter effects on an actual crystal growth experiment. To plan 
the USMP-3 MEPHISTO experiments, simulations were carried out for different solidification 
rates and g-jitter scenarios. 
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Fig. 1 (a) Acceleration vs. time for the OMS burn recorded on USMP- 1 and the associated 
Seebeck signal , Es(t) [I]. (b) OMS engine alignment with the Orbiter. 
There were several differences between the USMP-3 and USMP-1 experiments. First, a 
more concentrated alloy was solidified on USMP-3, and, second, Primary Reaction Control 
System (PRCS) thruster burns were requested at particular times during four separate growth runs. 
The Seebeck signal was recorded continuously and down-linked in real-time to the MEPHISTO 
experiment team at NASA's Marshall Space Flight Center. This allowed for quantification of the 
effects of "g-jitter" on convective-diffusive transport in the melt through the changes in average 
interfacial composition obtained from the Seebeck measurement. In addition, guided by SAMS 
acceleration data, we carried out simulations for comparison with the recorded Seebeck signals. 
The effects of thruster firings on the average composition was monitored in six separate 
experiments and for eleven separate acceleration disturbance events. Selected results from our 
ongoing post-flight analysis are described below. 
-w- 
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Crystal-melt Interface 
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Interface Furnace Furnace Interface 
Fig. 2 The MEPHISTO set-up (bottom-left), temperature profile (top left) and computational model 
(right). Tm denotes the melting temperature. 
Approach 
A sketch of the experiment set-up is shown in Fig. 2. There are two furnaces. One is 
fixed. The other is translated. The applied temperature profile shown in Fig. 2 leads to a central 
cylindrical melt volume bounded by a moving and a stationary (or reference) solid-liquid interface. 
The melt composition at the moving and the stationary reference interfaces is not the same. For 
Sn-Bi there is a dependence of melting temperature on concentration. Thus, it follows that the 
melting temperature at the two interfaces will also be different. The Seebeck effect gives rise to a 
small but measurable voltage difference between these two interfaces. Measurement of this voltage 
difference allows us to determine the average temperature and, thus, the average composition of at 
the growing interface. The MEPHISTO set-up and the Seebeck measurements are discussed in 
more detail in [4]. 
The numerical model used to simulate the response of the tin-bismuth melt to particular 
types of g-jitter has been described elsewhere [5-71. The essential features are outlined below. 
Solidification takes place as the furnace is translated along the ampoule (see Fig. 2). Directional 
solidification due to the furnace translation is simulated by supplying a two-component melt of 
bulk composition c, at a constant velocity Vg at the top of the computational space (inlet), and 
withdrawing a solid of composition c, = c,(x,t) from the bottom (See Fig. 2). The crystal-melt 
interface is located at a distance L from the inlet; the width of the ampoule is W. The temperature at 
the interface is taken to be T, the melting temperature of the crystal, while the upper boundary is 
held at a higher temperature Th. In the actual experiment, the temperature gradient along the 
ampoule wall ahead of the growing interface was essentially linear (195 K cm-1). Thus, we set a 
linear temperature gradient along the wall in the simulations. Furthermore, since we wish to 
confine our attention to compositional nonuniformities caused by buoyancy-driven convection, 
rather than variations resulting from non-planar crystal-melt interfaces, the interface is held flat. We 
expect that, given the large temperature gradient, changes in melting temperature due to 
compositional non-uniformity will not lead to significant changes in interface shape due to 
interfacial compositional inhomogeneity. Furthermore, because of the melt's low Prandtl number 
and the low magnitude accelerations, convection does not lead to significant deviations of the 
temperature from the conductive state, Thus, changes in the interface shape due to changes in the 
thermal field will be negligible. In an actual experiment, owing to the finite length of the ampoule, 
there is a gradual decrease in length of the melt zone during growth. In this model, transient effects 
related to the change in melt length are ignored. Since the MEPHISTO experiments involve melt 
lengths that far exceed the ampoule diameter, this does not preclude us from calculating the 
compositional transient. That is, we can start the calculations by solidifying from an initially 
uniform composition melt. 
The dimensionless governing equations governing coupled convective-diffusive heat mass 
and species transfer in the melt were assumed to be those for a Boussinesq fluid with a linear 
dependence of density on temperature and composition. The boundary conditions imposed were 
those corresponding to plane front directional solidification at a translation rate Vg with a linear 
temperature gradient applied to the ampoule walls. Solute was preferentially rejected at the crystal- 
melt interface (k = 0.27 for this Sn-Bi alloy). The equations were solved using a Chebyshev 
spectral method. 
Results 
The PRCS firings produced an impulse acceleration with the largest component parallel to 
the solid liquid interface. Figure 3 shows the actual (uncorrected for drift) and predicted Seebeck 
signal for an experiment subject to two thruster burns ( 25 seconds and 10 seconds in duration) 
that produced an acceleration oriented parallel to the crystal-melt interface (i.e. perpendicular to the 
ampoule axis. Before the first burn, the Seebeck signal decreases monotonically. Immediately 
following the burn, the signal increases rapidly and reaches a maximum about 100 seconds after 
the termination of the burn. The signal then decreases slowly and eventually takes on almost the 
same slope that it had before the burn. The same behavior occurs following the second burn. 
After translation of the furnace was stopped. Solidification then ceases and the Seebeck signal 
increases as the average interfacial concentration decreases. Note that the actual Seebeck 
measurement shown has not been corrected for drift and, thus, the voltage does not return to its 
original value. For the response of the Seebeck signal predicted by computer simulation, there is an 
immediate rapid response to each of the firings. In addition, we see that the time taken for the 
Seebeck signal to reach a maximum value is approximately the same for the computed and 
measured signals. 
Discussion 
There is considerable interest in the effects of spacecraft residual acceleration, or "g-jitter" 
on experiments conducted in the low-gravity environment of a spacecraft, particularly since the 
object of conducting many of the experiments in low gravity is to avoid the effects of gravitational 
acceleration on earth. Understanding these effects is important when considering the design of 
orbital experiment facilities, the choice of orbital attitude for space laboratories and platforms, the 
optimal choice of experiment operating conditions and materials, as well as the scheduling of crew 
activities, quiet periods, pointing maneuvers and thruster firings used for attitude control. 
Time [sec] 
Fig. 3 (a) Actual and (b) predicted Seebeck signal for a 25 second and 15 second burn 
oriented parallel to the crystal-melt interface. 
The USMP-3 MEPHISTO experiments permitted a quantitative correlation between well- 
characterized g-jitter recorded by spacecraft accelerometers and the response of a directionally 
solidifying alloy. Furthermore, the comparison of the results of the experiment with the 
predictions of numerical simulations carried out on the Alabama Research and Education 
Network's C-90 Supercomputer, will allow us to verify the degree to which such simulations can 
accurately predict experiment sensitivity to g-jitter accelerations. Without quantitative experimental 
verification, such predictions are of limited use and could lead to unnecessary design restrictions, 
an undesirable low gravity environment, or unsuitable experiment operating conditions 
Ongoing work involves corrections of the raw Seebeck data, analysis of residual 
acceleration data measured by NASA's Space Acceleration Measurement System, and refmement 
of the computational simulations. This unique experiment showed use of simulations to assist in 
changes in experiment strategy greatly enhances the scientific return from limited opportunity 
spaceflight experiments. It is expected that ongoing work will yield benchmark comparisons 
between measured and predicted residual acceleration effects. 
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ABSTRACT 
The second flight of the Zeno experiment in the USMP-3 flight has shown successfil control of 
density perturbations near the window surfaces. These density changes were demonstrated to be 
arising from the rate of temperature change in the sample cell during the flight. These effects 
could be controlled by using decreasing ramp rates as Tc was approached. The cell window 
inteqerence was carefilly recorded to provide data about the phase of the interference close to 
the critical point and the effective window reflectivity. Correlograms were recorded jkom 500 
mK down to 2 mK at 24 temperatures, 383 correlograms in all. The efforts to get closer were 
prevented by a long (>two week time constant) decay of a 1.3% density error caused by local 
heating from the 17pW laser beam. The phase boundary was located with unprecedented 
precision of 2OpK. The complete experiment sequence was done with ground commanding 
and uploaded script files, bypassing the original autonomous-mode program sequence. More 
details of the experiment Science Requirements, the personnel, apparatus, and results are 
displayed on the Zeno homepage at http:llwww.zeno.umd.edu. 
INTRODUCTION 
All fluids exhibit universal, anomalous behavior in their thermodynamic and transport properties 
in the region of their liquid-vapor critical point. This is most dramatic when one looks at a 
critical fluid in an optical cell and sees the sample become an opaque with opalescence. This 
cloudiness is the consequence of the enormous thermodynamic fluctuations occurring in the 
fluid. The renormalization group calculations about critical thermodynamics have shown how to 
calculate the equilibrium divergences and how to relate different critical systems into 
universality classes. The theoretical calculation of transport processes such as thermal 
conductivity and viscosity in critical systems is much less developed.' 
The goal of the Zeno experiment is to measure the decay rate of critical fluctuations in xenon 
close enough to the critical point to determine the limiting behavior. The experiment uses 
photon-correlation light-scattering spectroscopy to measure the characteristics of the density 
fluctuations as the critical point is approached. (Critical properties of xenon are: Tc=17.57 
-C, Pc=58.4 atm, critical density=l.llO gmlcc.) The primary measurements are photon 
correlation functions, digitally processed in real time from the detected scattered-photon pulse 
stream. We also monitor the sample transmission which provides data about the local density 
and the sample turbidity when we get close to the critical point. 
In this second flight we followed a timeline with only cooling steps of decreasing size and 
cooling rate in order to avoid problems found in the first flight with the locally perturbed density 
near the sample cell windows. We also took enough data far from Tc to characterize the sample 
cell reflectivity and thus provide a way to extract an accurate correlation range from the 
measured intensities. This data should also allow the analysis of the first flight data despite its 
density uncertainties. 
In the following report we will give an overview of the apparatus, review the problems found in 
the first flight, describe the plan for the second flight, look at the second flight performance. 
This performance is summarized by the timeline plots of temperature, scattering intensity, and 
turbidity data. We show the improved control of density errors, the correlogram data, and our 
efforts so far to extract the correlation range. The surprise of a large density error from laser 
heating is discussed. Finally we show plots resulting from the slow temperature scan to locate 
the phase boundary (phase transition temperature). The reader is urged to look at the USW-2  
One Year ~eport ' to see a discussion of the first Zeno flight and a bibliography of the field. 
THE APPARATUS 
The optical layout is shown in Fig. 1. The sample cell sat at the center of a three-concentric- 
cylinder thermostat (TH). This thermostat could be set with 1 pK resolution and it gave control 
of 1.5 pK RMS for periods of four hours (sampling 2lmin with 5 sec. time constant). The 
shutters S 1-2 were used with one open and one closed to give two paths through the sample for 
the He-Ne LASER beam (633 nm), split by B1. Together with the filters F 1-2, two different 
intensities were available for the light scattering: 17 pVV and 1.7 pW. The lenses L 1-2 focused 
the laser waist into the sample. The lenses L 2-4 imaged the scattering volume onto the pinhole 
field stops A 2-4. The PD 1-2 are photodiodes used to measure the laser intensity before and 
after the sample by sampling behind the partial mirrors M 2-3. The photon counting detectors 
were the photomultipliers PMT 1-2. A11 these optical components were mounted on a 10 cm 
thick optical-honeycomb table and placed inside a temperature controlled (40.1K on orbit), dry 
nitrogen filled, aluminum box. Overall external dimensions of the optics module were 
102x84~56 cm3. The box had a radiation panel on the top through which heat energy flowed to 
allow active control of the box temperature. The remaining outside surfaces were covered with 
multi-layer insulating blankets. 
LASER 
Fig. 1 Zeno optical layout. Components: He-Ne Laser, Mirrors M 1-4, Beam Splitter B 
1, Shutters S 1-2, Filters F 1-2, Photodiodes PD 1-2, Lenses L 1-4, Apertures A 1-4, 
Photomultipliers PMT 1-2, and Thermostat TH. The sample cell is in the center of the 
three shell thermostat. The scattering angles are approximately 12 O and 168 O for either 
beam path chosen by shutter. 
The sample cell was of unique design. A cross-sectional view is shown in Fig. 2. It featured 
stepped ("top-hat") windows which allowed a large sample volume (0.7 cm) while allowing the 
beams down the axis to pass through only a thin, 100 pm sheet of the fluid sample. The thin 
section limits the multiple scattering from the sample to less than 1% in our experiments. In the 
cell flown the windows were an epoxied stack of a larger sapphire widow and a smaller fused 
quartz window with AR coatings on the outer surfaces and no coatings on the inner surfaces next 
to the sample. All surfaces were superpolished. The fluid seals (to 70 bar) were crushed copper 
knife edges machined on the copper flanges. The remaining body parts were copper with some 
indium used to assure good thermal mating of the parts. The cell was filled to within 0.1 % of 
the critical density, estimated by the symmetry of the sample volume and the centering of the 
meniscus when 2 mK below Tc. The filling and sealing valve is built into the cell wall. 
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Fig. 2 Cross-section of the Zeno sample cell. Cylindrical sample wall flange is copper 
and is in mechanicaVthermal contact with the copper window holders. The seals are 
crushed knife edges machined on the wall flange. The filling and sealing valve is built 
into the cell wall. The spacing of the inner window surfaces is 110 + 1 pm in the central 
region. The outside dimensions are 3.8 cm dia. by 4.3 cm long. 
The temperature control and measurement is based on using AC bridges which compare a 
thermistor and stable resistor (1 ppm/K) ratio with the ratio from a computer controlled 
inductive voltage divider. There are three nested, controlled aluminum cylinders providing the 
temperature control and setting a final gradient across the sample cell of < lpK/cm. A fourth 
transformer is switched between five different half bridges, on command, to monitor the 
temperatures of the sample, the three controlled shells and a Pt calibration thermometer on the 
sample cell. The least count (digitization) resolution of the measurements is 1 pK and the 
measured RMS is 1.5 pK, just larger than the least count. 
LESSONS FROM THE FIRST FLIGHT 
The first flight featured an active timeline, mostly run by the autonomous mode of the flight 
computer. Three scanned searches for Tc were performed as well as one very long "zig-zag" 
search1. A temperature of 1 K from Tc was used for sample density homogenization. 
Temperature steps were done as fast as the thermostat would allow (up to 4.6 K/hr) or 
accelerated up to 60 mK/hr for steps less than 10 mK. During the flight we were puzzled and 
troubled by the fact that the transmission of the sample seemed to be drifting. There were also 
very strong density over-shoot transients during temperature changes. Post-flight measurements 
showed that the instrument was reporting real sample property drifts. Further measurement and 
analysis showed that the interference effects from the inner cell windows were providing an 
extremely sensitive and useful check of the deviations in local sample density; we could see 
density changes less than 0.01%. We eventually concluded that we had managed to get the local 
density of the sample at the laser beam off by 1-2% from the critical density by our aggressive 
timeline and incomplete homogenization following the crossings to the two-phase region. 
PLAN FOR THE SECOND FLIGHT 
Thus, we made our plans for the second flight on the basis of testing for equilibration when 4 K 
from Tc ("mixing"), making sure that we did not cross into the two-phase region until the end of 
the experiment, a slow scan search for the phase boundary, and to limit the rate of temperature 
change so that we kept the density errors from lagging window surface temperatures to < 0.1%. 
This required using controlled ramps between temperature points with ever lower slopes. In the 
course of pre-flight testing we found that we could use much slower scanning rates during Tc 
searches and we eventually settled on rates of - 100 yK/hr as a compromise rate for the search. 
SECOND FLIGHT TIMELINE 
During the second flight we operated with the flight computer in a paused state and controlled 
the sequence with a combination of uploaded sequence scripts and ground commanding. We 
actually carried out the planned timeline. The only changes from the ground baseline were that 
we waited until the drifts in the transmission (turbidity) signal corresponded to < O.l%/hr before 
taking data or moving to next temperature. We equilibrated and took measurements at: 4K, 
1.4K, 750 mK, 300 mK, 200 mK, 100 mK, 56 mK, 30 mK, 18 mK, 10 mK, 5.6 mK, 3 mK, 1.8 
mK, 1.0 mK, 560 yK, 300 yK, and 180 yK. These temperatures are temperature distance above 
the nominal value of Tc. During the mission we used the data in hand to refine our estimate of 
the location of Tc on our temperature scale. 
The timeline and experiment history is well illustrated by the flight data in Fig. 3, Fig. 4, and 
Fig. 5. Fig. 3 shows the sequence of temperatures seen by the sample over the course of the 
mission. In this log plot, the temperature steps and slopes all look the same but they are 
logarithmically decreasing. Fig. 4 shows the forward scattered intensity over the mission 
sequence. The sudden jump in count rate at Mission Elapsed Time day 10, hour 7:00 [MET 
1017:00] comes from the scheduled laser intensity change made at that point (sitting at 1 mM 
from Tc). The intensities following this change show very little drift. Fig. 5 shows that after the 
laser power was lowered from 17 pW to 1.7 pW, the turbidity jumped up and then began a 
strong, uncontrollable drift downward. We have concluded that this drift was real (though never 
seen on the ground at a power change!) and due to a low density region that had developed from 
laser heating of the inner window surfaces. When the laser power was changed, the density 
began moving back towards the average (critical) density. By that time the sample temperature 
was so close to Tc that this was going to take weeks to relax away. Unfortunately there were 
only four days of the mission left so we plunged on, taking the planned data. We were also 
making needed adjustments in our estimate of the Tc location based on the data in hand 
(turbidity, intensity and decay rates). 
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Fig. 3 The temperature timeline for the second Zeno flight. Notice that the sample did 
not cross into the two phase region until the last day of the mission. 
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Fig. 4 Scattering intensity (photon count rate) versus Mission Elapsed Time (MET). At 
MET day 10 hour 7:00 the laser path was switched and the power lowered from 17 pW 
to 1.7 pW. The path change means that this detector began looking at backscattered light 
after this time. 
0.05 
0 2 4 6 8 10 12 14 
MET ti me (days) 
Fig. 5 Turbidity measurements over the mission. This is actually the turbidity-path- 
length product calculated from the natural log of the transmission Tx. A change of 0.01 
in "turbidity" corresponds to a 1% change in Tx. Notice the dramatic response of this 
signal at the time of the path changebaser power change at MET day 10, hour 7:00 and 
the indication of phzse separation on MET day 15. 
DENSITY MONITORING 
Fig. 6 shows a magnified section of the turbidity data from MET day 2. This plot shows the 
interference fringes from the windows. It also shows how the temperature scanning was stopped 
at positions of maximum slope so that the sensitivity of the interference was maximized for local 
density changes. In the first 10 days of the mission, with the laser power fixed at 17 pW, we 
could routinely achieve our goal of turbidity drifts of 5 0.001 /hr. After the power change, there 
was only a steady drift of the signal indicating a fairly large density error with very long time 
constant. 
Fig. 7 is another section of turbidity data from MET days 4-8 that shows a phenomenon which is 
accentuated in low gravity. The figure shows the fairly large density transients occurring during 
and following controlled ramps between temperatures. These transients are much smaller on the 
ground. The ramps used did not completely avoid density transients but they were small enough 
at each step that within a few hours the turbidity signal would again become stable (defined as 
equilibrium). 
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Fig. 6 Turbidity during large temperature scan, far from Tc, showing the interference 
fringes from the cell windows. By stopping the temperature scan near positions of 
maximum fringe slope, high sensitivity to local density changes could be realized. The 
horizontal sections are at times when the scanning was stopped to verify the equilibrium 
of the local density. 
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Fig. 7 Density transients during and following temperature step ramps during the 
mission. Approximately MET days 4 to 8. 
We made a quantitative study of the density transients observed on some temperature changes 
during the mission. An example is shown in Fig. 8. Here the thermal expansion contribution 
has been subtracted and the residual phase interpreted as due to density changes. Thus we can 
plot 6p/p, during and following a temperature change, in this case from 500 mK to 300 mK. 
This change was done with a sequence of 10 steps, 6 minutes apart. Notice that each step can be 
distinctly seen in the response of the fluid fluctuations. This is a striking demonstration of the 
effect of the surface film density changes occurring during the temperature changes; the laser 
beam crosses essentially only fluid which is in such a film. We were delighted to see the good 
agreement between the calculated density dynamics, modeled with numerical solutions of the 
adiabatic effect equations for a critical fluid.3 The input to the model are the dimensions of the 
sample volume, the properties of critical xenon, and the measured temperature of the cell wall 
during the ramp. The comparison is absolute, without scaling. Attempts to model this effect for 
terrestial measurements have so far failed because of convective flows which quickly smear the 
wall induced density changes in the adiabatic expansion layers. 
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Fig. 8 Comparison of calculated and measured density perturbations due to a 
temperature ramp applied to sample cell wall. The ramp was from 500 mK to 300 mK 
from Tc, occurring at MET day 3, hour 11:22. This event appears in Fig. 6 as the last 
event and shows a large overshoot. The ramp consisted of 10 steps of 20 mK each over 
an hour interval. The comparison is absolute, without any scaling. The smooth curve is 
calculated based on the adiabatic equations for a hypercompressible fluid. The noisy 
curve gives the measurements. 
With this background in using our "window-interferometer", we are certain of the interpretation 
of the drifting turbidity signals following dropping the laser power. We have looked carefully at 
our baseline data taken before and after the mission. There is no indication of this local heating. 
Thus we were surprised to see this strong effect during the mission. We believe that the build up 
of low density around the window hot spots is hidden on the ground by convective flows in the 
vertical sheet of the thin fluid sample. We estimate the temperature rise from the 48 ppm 
surface absorption from the two surfaces to be about 1.9 pK. Unfortunately, this small 
temperature change can produce more than 1.3 % local density error in the part of sample being 
probed by the laser scattering, when the temperature reaches 1 mK from Tc. 
MEASURED CORRELATION FUNCTIONS 
Precision measurements of the fluctuation decay rates, I', for two supplementary scattering 
angles were made. A total of 383 valid correlograms were recorded at 24 temperatures from 
500 mK down to 2 mK. They were recorded in groups of 15 or more at each temperature point. 
They were recorded in the dual mode allowing both the forward and backward correlograms to 
be recorded simultaneously. An example of the correlograms produced by our flight adapted, 
ALV-digital correlator is shown in Fig. 9 The figure shows both forward and backward 
scattering correlograms which were computed and recorded simultaneously using 1.7 pW of 
laser power at a temperature of "2 mK" (see below) from Tc. Notice the clear presence of 
forward scattering dynamics in the backscattering correlogram. This is due to window 
reflections and is accounted for carefully in the fitting analysis. There is also a small amount of 
backscattering in the forward scattering correlogram which is also treated in the fitting functions. 
The signal-to-noise is good, even with this low laser power, due to the very strong scattering 
close to Tc. 
Fig. 9 Correlogram computed and recorded by the ALV correlator in the Zeno 
instrument during the second flight. Laser power 1.7 mW. The round point data 
symbols are from forward scattering and the + symbols are from back scattering. 
Temperature "2 mK" above Tc. The forward scattering has the slower decay rate so 
drops down to the background correlation at longer times. The "faster" fluctuations are 
seen in backscattering. Notice the clear presence of forward scattering dynamics in the 
backscattering correlogram from the window reflection. 
Fig. 10 shows a set of forward scattering correlograms from the second flight covering the total 
range of temperatures. At temperatures above 100 mK the noise increases as expected due to 
shot-noise limitations at the 17 pW power used. The fluctuation lifetimes (inverse of the decay 
rates) are approximately at the time where the correlogram falls from 2 to 1. Notice the wide 
range of lifetimes covered in the experiment and shown in this semi-logarithmic plot. 
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Fig. 10 Set of forward scattering correlograms recorded at temperatures from 2 mK to 
100 mK during the second flight (USMP-3). The legend distinguishes the curves based 
on approach to Tc. The curves are correctly sorted but the labels are not accurate 
expressions of the approach to Tc (see discussion). 
After least-squares fitting, the correlogram sets recorded at each temperature are used to produce 
an average fluid critical flucutation decay rate and its statistical error bar. The average decay 
rates are shown in Fig. 11 and Fig. 12 for forward and backward scattering angles (1 1.465 "and 
169.546 " angles, in the fluid) as plots versus temperature-distance from Tc. These are all from 
the second flight. The ground (1 g) points are from immediate post-flight testing at the Kennedy 
Space Center. The error bars are usually smaller than the plotting symbols here, except for the 
low power, backscattering correlograms. 
Fig. 11 Log-log plot of fluctuation decay rates for forward scattering (1 1.465 " angle, in 
the fluid) versus temperature-distance to Tc. Symbols: squares, 17 pW scattering, flight 
2; circles, 1.7 pW scattering, flight 2; triangles pointed up, 17 pW scattering, post-flight 
2; triangles pointed down, 1.7 p W  scattering, post-flight 2. The solid curve is a 
prediction based on equations of Burstyn, Sengers, Ferrell and Bhattacharjee. 
Fig. 12 Log-log plot of fluctuation decay rates for backscattering (169.546 " angle, in 
the fluid) versus temperature-to Tc. Symbols: squares, 17 pW scattering, flight 2; 
circles, 1.7 pW scattering, flight 2; triangles pointed up, 17 p W  scattering, post-flight 2; 
triangles pointed down, 1.7 p W  scattering, post-flight 2. The solid curve is a prediction 
based on equations of Burstyn, Sengers, Ferrell and Bhattacharjee. 
The solid curve is an estimate based on the work of Burstyn, Sengers, Ferrell and ~hattacharjee~ 
for a sample of critical density. They showed that the critical part of the fluctuation decay rate 
for a fluctuation spatial wavevector q was given by 
with R a dimensionless amplitude taken = 1.00, k Boltzman's constant, T the absolute 
temperature, v the viscosity, 5 the correlation range, x = qk the reduced wavevector, the 
Kawasaki function, 
with B, a dimensionless constant taken as 0.5, and the viscosity exponent x, anomaly taken as 
x, = 0.054 .' The viscosity function used is from refitting the data of Strump et al.6 with the 
asymptotic-limit form from Burstyn, Sengers, Ferrell and Bhattacharjee4 The curve is shown 
here before serious fitting is attempted to show that the data appear to be in reasonable 
agreement with expectations. There are greatly improved xenon viscosity measurements and a 
corrected and tested exponent x, available from Berg and  oldo over.' These cannot be used until 
they are refitted with the correct correlation range amplitude and exponent. .The same calculated 
decay rate curve is used in all the figures, Figs. 1 1- 15. 
The post-flight, ground data are shown for comparison. The very strong effect of density 
stratification from earth's gravity gives a limiting-value of the decay rate almost 2x larger on the 
ground. On the ground we never saw decay rates smaller than 70 rads while the first flight saw 
rates down to 38 rads and the second, down to 42 rads for the forward angle. This was clearer 
in the first flight data2 where there were more points close to Tc. Here the ground post-flight 
baseline data was taken as if Tc was the pre-flight value and so ended up with points too far 
from the critical point. Fig. 13 shows the data from the first flight for forward scattering 
fluctuation decay rates. 
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Fig. 13 Log-log plot of fluctuation decay rates for forward scattering from the first Zeno 
flight. Symbols: diamonds are the flight data, plusses are the ground data. The solid 
curve is a prediction based on equations of Burstyn, Sengers, Ferrell and Bhattacharjee. 
Notice that the flight data show limiting behavior almost 2x below the ground data. 
We now know that the local density was slightly off critical due to local heating by the laser. 
Thus a better comparison to theory involves determining the correlation range 5 from the 
measured intensities, since the correlation range is directly related to the "distance" to the 
thermodynamic critical point. Eventually these will best be determined from some global least- 
squares fitting. For now we have estimated the correlation ranges by correcting for a 2.5% 
reflection in the forward/backward intensity ratios to arrive at simple Ornstein-Zernike ratios7 
From these ratios and the known scattering wavevectors, we can estimate the correlation range 
of the fluctuations at each temperature-density point. 
We can use the Cannell determination7 of the correlation range, 5 ,  for xenon at the critical 
density, 
refitted with a renormalization group exponent, v = 0.63, to convert the measured correlation 
ranges to equivalent (T-Tc) at the critical density and replot the decay rates in Fig. 14 and Fig. 
15. The new temperature scale in these figures indicates the possibility that the density errors 
prevented a close approach to the critical in the second flight. The data plan called for 
measurements down to 100 pK while staying within 0.1% of critical density. This we now see 
was impossible with the sample used in the two Zeno flights. Though we did not reach the 
limiting behavior desired in the second flight, the experience gained with the "window density- 
interferometer" will allow a reanalysis of the first flight data using 5 . Many of the first-flight 
correlograms had lower decay rates and so were closer to the critical point and its limiting decay 
rate. Thus the data from the two flights should meet the goals of the Zeno experiment. 
Fig. 14 Log-log plot of fluctuation decay rates for forward scattering (1 1.465 " angle, in 
the fluid) versus a correlation-range corrected temperature distance to Tc. Symbols: 
squares, 17 pW scattering, flight 2; circles, 1.7 pW scattering, flight 2; triangles pointed 
up, 17 pW scattering, post-flight 2; triangles pointed down, 1.7 pw scattering, post-flight 
2. The solid curve is a prediction based on equations of Burstyn, Sengers, Ferrell and 
Bhattacharjee. 
Fig. 15 Log-log plot of fluctuation decay rates for backscattering (169.546 " angle, in 
the fluid) versus a correlation-range corrected temperature distance to Tc. Symbols: 
squares, 17 pW scattering, flight 2; circles, 1.7 pW scattering, flight 2; triangles pointed 
up, 17 pW scattering, post-flight 2; triangles pointed down, 1.7 pW scattering, post- 
flight 2. The solid curve is a prediction based on equations of Burstyn, Sengers, Ferrell 
and Bhattacharjee. 
LOCATING THE PHASE BOUNDARY NEAR TC 
It is a common experience for critical point experiments that have been carried on the Shuttle to 
experience a shift in temperature calibration from the launch stresses. Zeno has also seen this. 
Even though the drift rate of the repeated measurement of Tc over 3 years has shown the drift to 
be < 1 mWyear, the USMP-3 launch caused a -2.2 mK shift in the location of Tc on the 
instrument temperature scale. Thus we needed to adjust our estimate of the location of Tc 
during the data collection. Then based on our last estimate we set up the final scanned search for 
the phase boundary. The forward scattering intensity seen by the photomultiplier PMT-1 is 
plotted versus temperature in Fig. 16. This data was fitted as two straight lines with the 
intersection at To. This To we take as the phase separation temperature at the local density 
probed. The fit gave a best fit value for To with error estimate of + 10 pK. The backscattering 
data was fitted in the same way. The two fit parameters for To agreed to within + 20 pK. For 
comparison, Fig. 17 shows the post-flight search done in 1 g with all instrument settings the 
same as flight. 
Fig. 16 Microgravity slow-scan search for the liquid-vapor phase-coexistence phase- 
boundary. Scan rate was -100 pK/hr. This was done in the last day of the mission. Data 
are marked with the + symbol while the straight lines were least-squares fitted to the data 
with the intersection a fitting parameter, To. The transition observed is much sharper 
than observed on earth. 
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Fig. 17 Post-flight (1 g), slow-scan search for the liquid-vapor phase-boundary. Scan 
rate was -100 pK/hr, as in Fig. 16. Data are marked with a dot symbol. 
One can see that the maximum intensity reached is 30x lower on earth and the peak is broader. 
The plot in Fig. 17 covers twice the time span as that in Fig. 16. The precision found in locating 
the phase boundary (about 0.6 mK below the Tc) in low gravity is almost a decade better than 
the best terrestrial measurements. The transition is much sharper in microgravity, probably due 
to the lack of convection and sedimentation, which smear the transition. We believe this to be 
the sharpest critical transition ever seen except for the helium lambda transition. 
CONCLUSIONS 
The second flight of the Zeno experiment provided a surprise in the discovery of detectable laser 
local heating even though the laser power was only 17 pW. We took time to characterize the 
"window interferometer" during the flight. Thus it was possible to use the interferometer to 
insure good local density stability until late in the mission when the laser power was changed. 
We have illustrated how the intensity ratios, corrected for window reflections, can determine the 
correlation range, 5 , at each correlogram collection point. This method will enable calculation 
of the limiting decay rates close to the critical point from the combined flight data sets. 
This experiment has reached the limits of the particular sample flown. The only way to lower 
the amount of local heating is to use a cell with all sapphire windows (14x higher conduction 
makes the local temperature rise 14x smaller). We have produced a flight qualified version of 
such a cell but it was made too late to be integrated into the Zeno experiment. One could lower 
the laser power, but only if detectors with much higher quantum efficiency were used: the laser 
powers used in the Zeno flights were at the shot-noise limits for recording precise correlograms 
in the time available. Finally, it would be good to know why the window surface absorption was 
24x higher than the expected losses from superpolished surfaces (1 ppm). It seems that the 
greatest challenge turns out to be, not the approach to equilibrium, but rather the tiny 
temperature non-uniformities in the sample fluid, which make themselves strongly felt only in 
microgravity . 
Finally, we have found the best, detailed confirmation of the adiabatic effects occurring in 
critical fluids in response to wall temperature changes. The successful modeling of the 
temperature-step-induced density changes during the second mission was only possible because 
of the data from the low gravity measurements in the unique Zeno sample cell. 
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Introduction 
The growth of dendrites is one of the commonly observed forms of solidification encountered when 
metals and alloys freeze under low thermal gradients, as occurs in most casting and welding 
processes. In engineering alloys, the details of the dendritic morphology directly relates to important 
material responses and properties. Of more generic interest, dendritic growth is also an archetypical 
problem in morphogenesis, where a complex pattern evolves from simple starting conditions. Thus, 
the physical understanding and mathematical description of how dendritic patterns emerge during the 
growth process are of interest to both scientists and engineers [I]. 
The Isothermal Dendritic Growth Experiment (IDGE) is a basic science experiment designed to 
measure, for a hndamental test of theory, the kinetics and morphology of dendritic growth without 
complications induced by gravity-driven convection. The IDGE, a collaboration between Rensselaer 
Polytechnic Institute, in Troy NY, and NASA's Lewis Research Center (LeRC), in Cleveland OH, 
was developed over a ten year period from a ground-based research program into a space flight 
experiment [2,3]. Important to the success of this flight experiment was provision of in situ near-real- 
time teleoperations during the spaceflight experiment [4]. 
Background on Dendritic Growth Theory and Experiment 
A number of theories of dendritic crystal growth, based on various transport mechanisms, physical 
assumptions, and mathematical approximations, have been developed over the last fifty years. These 
theories attempt to predict a dendrite's tip velocity, V, and radius of curvature, R, as a fbnction of the 
supercooling, AT (see the review by one of the authors [I]). The growth of dendrites in pure melts 
is known to be controlled by the transport of latent heat from the moving crystal-melt interface as 
it advances into its supercooled melt. Ivantsov, in 1947, provided the first mathematical solution to 
the dendritic heat conduction problem [5], and modeled the steady-state dendrite as a paraboloidal 
body of revolution, growing at a constant velocity, V. The resultant thermal conduction field can be 
expressed exactly in paraboloidal coordinates moving with the dendritic tip. The temperature field 
solution is known as the Ivantsov, or "diffusion-limited" transport solution. This solution is, 
however, incomplete, insofar as it only specifies the dendritic tip growth Peclet number, Pe=W2a,  
(here Pe is the growth Peclet number, and a is the thermal diffusivity- of the molten phase) as a 
fbnction of the initial supercooling, and not the unique dynamic operating state; V and R. The Peclet 
number obtained from the Ivantsov solution for each supercooling yields instead an infinite range of 
V and R values that satisfjr the diffusion-limited solution at that particular value of A 7: 
In the early 70ts, succinonitrile (SCN), a BCC organic plastic crystal, was developed as a model 
metal analog system for studying dendritic growth [6]. SCN solidifies like the cubic metals, i.e., with 
an atomically "rough" solid-liquid interface, yet retains advantages because SCN displays convenient 
properties for solidification experiments, such as a low melting temperature, optical transparency, 
and accurate characterization of its thermophysical properties. The use of SCN greatly facilitated 
dendritic growth studies over the past twenty years, where because of its use, dendritic tip velocities 
could be accurately measured and used as a critical test of theory [6,7]. 
Theoretical efforts have concentrated on trying to discover an additional equation or length scale, 
which when combined with the Ivantsov conduction solution,  select^^^ the observed operating states 
(see references within ref [I]). Although the underlying physical mechanisms for these "theories of 
the second length scale" are quite different, their results are invariably expressed through a scaling 
constant, o*=2ad$(JB2), where do is the capillary length scale, a materials parameter defined from 
the equilibrium temperature of the crystal-melt interface, the solid-liquid interface energy, and the 
specific and latent heats. Although some theories predict the value of this scaling constant, in practice 
the scaling constant is used as an adjustable parameter to describe dendritic growth data in various 
materials. 
Subsequent experiments with SCN showed that gravity-induced convection dominates dendritic 
growth in the lower supercooling range typical of metal alloy castings [8]. Convection, unfortunately 
confounds any straightforward analysis of dendritic solidification based on conductive heat transfer. 
There have been a few attempts to estimate the affect of natural or forced convection on dendritic 
growth [9], but these calculations are themselves based on yet unproven elements of dendritic growth 
theory, and, consequently, can not provide an independent test of the theory. In the higher 
supercooling range, where thermal convective influences diminish in comparison to thermal 
conduction, the morphological scale of dendrites becomes too small to be resolved optically at the 
high growth speeds encountered. The experimental situation prior to the microgravity experiment 
reported here, was that there appeared to be too narrow a range of supercoolings in any crystal-melt 
system studied terrestrially that remains both free of convection effects, and also permits an accurate 
determination of the dendrite tip radius of curvature. 
The Isothermal Dendritic Growth Experiment 
The Isothermal Dendritic Growth Experiment (IDGE) a NASA sponsored series of Space Shuttle 
microgravity experiments, was designed to grow and photograph dendrites in the absence of 
convective heat transfer for a fundamental test of dendritic growth theories. The data and subsequent 
analysis on the dendritic tip growth speed and size from the fu-st flight of the IDGE, in March of 1994 
(USMY-2lSTS-62), has demonstrated that although the theory can make predictions that are in 
reasonable agreement with the results of the experiment, there are several important areas of 
disagreement [ 10- 1 31. 
Review of Results fiom the D G E  on USEVIP-2 
We measured the dendritic growth velocities and tip radii of curvature of succinonitrile in 
microgravity using the IDGE instrument flown on the USMP-2 platform in the payload bay of the 
space shuttle Columbia (STS-62). The on-orbit rnicrogravity data, when compared to terrestrial 
dendritic growth data, demonstrate that: (1) convective effects under terrestrial conditions remain 
si@cant even up to values as high as AT =1.7 K supercooling. (2) In the supercooling range from 
0.47 K to 1.7 K, the data remain virtually free of convective or non-Ivantsov conditions, and may be 
used reliably for examining diffusion-limited, infinite boundary dendritic growth theories. (3) A 
difision solution to the dendrite problem, combined with a unique (measured) scaling constant, o*, 
does not yield individual growth velocity and radius predictions consistent with the observed dendritic 
growth velocities and radii as a function of supercooling. (4) The hilure of this conventional 
formulation is currently attributed to small departures from the Ivantsov thermal diffusion solution, 
which is formulated for paraboloidal dendrites. Ivantsov's theory describes the overall dependence 
of Peclet number on supercooling, but predicts a value higher (5% - 15%) than the data we observed 
in rnicrogravity in the di&sion-limited regime. (5) The scaling parameter o* does not appear to be 
a constant over a range of supercoolings. Finally, (6) the average o* measurements from the 
terrestrial and microgravity data are in good agreement, despite a difference of over six orders of 
magnitude in the quasi-static acceleration environment of low-earth orbit and terrestrial conditions 
' [lo-131. 
Before the IDGE, it was not possible to test separately the Ivantsov transport solution and the 
interface scaling hypothesis. To our knowledge, the IDGE provides the first solid evidence that 
Ivantsov's formulation for paraboloidal dendritic growth does not accurately describe dendritic 
growth in SCN. The approximate agreement achieved between the transport theory and the 
microgravity data indicates that dendritic growth is indeed most likely governed by the conduction 
of latent heat from the crystal-melt interface, but the detailed Ivantsov formulation to describe that 
conduction process is in need of some modification. 
One of the key assumptions in the Ivantsov model that we are actively investigating is whether a 
dendrite can be modeled as a parabolic body of revolution. Early" observations of dendrite 
morphologies lead researchers to approximate the tip shape with a paraboloid. The notion that 
dendrites are actually not paraboloids of revolution was first demonstrated by the data of Huang and 
Glicksman [7], and more recently by other researchers [14-181 including LaCombe et al. [19]. By 
assuming the form of a 4th-order polynomial, rather than a 2nd-order parabola, it is possible to 
characterize more realistically the shape of dendrite tips. Such a fourth-order equation describing a 
dendritic profile is Y=X212 + Q(@X4, where X and Y are dimensionless coordinates, normalized with 
the radius of curvature at the tip of the dendrite. Q(4) will vary with the azimuthal direction, and is 
generally assumed to be proportional to cos(4@ [14-181. However, the recent work of LaCombe 
et al. [19,20] has shown that the cos(4@ form does not adequately describe the axial asymmetry. 
This is seen most readily seen in Fig. 10 of [19] and Fig. 4 of [20] where the cos(44) fknctional form 
is superimposed upon the experimentally observed data describing the actual shape. Furthermore, 
for terrestrial data, this shape is seen to be independent of supercooling, i.e., the three dimensional 
shape scales with the size of the dendrite. 
At the lower supercoolings (AT < 0.4 K), variations in the growth speed beyond that due to 
measurement uncertainties, and a significant deviation of the heat transfer from that predicted from 
diffusive transport theory with boundary conditions at infinity. Recently, two models, both based on 
Cantor and Vogel's confocal parabola modification to Ivantsov [21], described in the Journal of 
Crystal Growth have suggested mechanisms for the heat transfer of a dendrite growing into a 
supercooled melt. One model, by Sekerka et al. [22], describes how convection resulting from the 
residual micro-accelerations present on orbit could enhance the heat transfer. Another, by Pines et 
al. [23], describes the observed speed enhancement as a thermal boundary layer effect arising from 
the proximity of the growth chamber wall. 
Both models, by the adjustment of one parameter, describe the trends in the IDGE microgravity data, 
and the Stagnant Film Model of Sekerka et al. also describes the terrestrial data. However, when 
examined in precise detail [24,25], we have shown that neither model is correct. The chief reason 
being that both models rely, and are thereby "handcuffed", by the Ivantsov solution, which we have 
already shown is incorrect. In addition, since both models are, in part, based on the same 
formulation, we could not discriminate between the two of them based on the IDGE data from 
USMP-2 alone. 
Thus, in the higher supercooling range investigated, both the heat transfer and the crystal growth 
physics components of current dendritic growth theories are in need of modification. In the lower 
supercooling range, the data are inconsistent with several models of dendritic growth that attempt 
to mod@ the basic diffusion-limited theory with the boundaries at infinity to include convection or 
container effects. 
The IDGE on USMP-3 
The scientific objectives ofthe second flight of the IDGE was to: characterize the three-dimensional 
shape of a dendrite tip; accumulate a dense data set on dendritic velocities and radii in the diffusion- 
limited infinite boundary regime; and to form dendritic velocity data sets to clarifl current issues in 
the literature about whether convection or near-field boundary conditions affect the dendritic growth 
measurements in microgravity in the lower supercooling range. 
The second night of the lDGE took place on USMP-3 in February and March of 1996. The growth 
chamber filled with succinonitrile and the temperature control system were identical to those used for 
USW-2 .  In addition to the high-resolution film data collected after the shuttle landed, growth 
velocities were measured in near-real time by downlinked, binary CCD images. Because only a 
limited supply of film could be carried on the shuttle, many growths were measured from CCD images 
alone. These steady-state velocity measurements were accurate to 2%. 
Results from the IDGE on USLMP-3 at Landing Plus One-Year 
The microgravity environment on the space shuttle varied throughout the mission. Shuttle 
maneuvers, changes in attitude, motions of equipment or astronauts, all changed the amplitudes and 
directions of the micro-acceleration vectors. The Tethered Satellite System deployed on the same 
mission as USPl/fg"-3 also had profound effects on the microgravity environment. While the tether was 
reeled out and the massive (1 tonne) satellite moved away from the shuttle, the mass centroid 
gradually moved in the direction of the satellite. This caused the acceleration at the IDGE location 
to rise by a factor of about 80 in approximately twenty hours. When the tether broke, in an 
unfortunate accident, the microgravity suddenly returned to its initial low level. 
Quasistatic microgravity levels were measured by the Orbital Acceleration Research Experiment 
( O m )  throughout the USMP-3 mission [26, and submission to this volume]. These measurements 
were corrected for the gravity gradient from IDGE to the shuttle's center of gravity. Although each 
measurement is accurate to about 5%, any time average of the microgravity level reveals significant 
variations in the quasi-static accelerations 
The telemetry data obtained during flight, Figure 1, indicates that we accumulated sufficient data to 
meet our objectives. Currently, we are conducting data reduction and analysis to hrther our analysis 
in the difision-limited infinite boundary regime, and to characterize and compare the three- 
dimensional shape of a dendrite tip at both terrestrial and microgravity conditions. However, we have 
already aquired enough data, and performed analysis, to make conclusions about whether convection 
or near-field boundary conditions affect the dendritic growth measurements in microgravity in the 
lower supercooling range. 
Dendrite tip velocity measurements at low supercoolings showed more run-to-run variation and 
proved to be much larger than diffision-controlled models would predict. We sought to correlate 
the variation in growth velocities with the microgravity level. Data sets taken at supercoolings of 
0.18 K, 0.26 K, and 0.36 K all show these effects. At the time of this report, our most complete 
analysis is for data obtained at a supercooling of 0.26 K. 
The variation in growth velocity among the various repeated experiments is much larger than the 
measurement uncertainty ( 2%) of an individual run. Each growth cycle included in the data set had 
a tip growing with constant angle (relative to the growth chamber) and velocity for at least 15 
minutes. We anticipated that both the magnitude of the rnicrogravity level and the growth angle with 
respect to the quasi-static microgravity vector would affect the results. Figure 2 shows observed 
dendritic velocities plotted in a space representing the growth axis angle and the magnitude of the 
quasi-static microgravity vector. Reading along any horizontal or vertical set of data, we could not 
detect any clear trend. However, the fluctuations occuring in microgravity level during each 15- 
minute period could obscure any correlations among growth cycles. Adding uncertainty measurments 
to the plot (Figure 3) makes it apparant that these data are not conclusive. 
A more detailed examination of each growth cycle should reveal anysorrelations occuring on a 
shorter time scale. Specifically, we plotted the instantaneous dendrite tip positions relative to the 
regressed tip position calculated from the average steady state velocity. A typical example is shown 
in figure 4. Again, we could not detect a correlation of the growth speed with the magnitude or 
direction of the quasi-static microgravity level for any of the 30 cycles for which data are available. 
Even for the cycle during which the tether broke (figure 5) ,  and a large change occured in the 
microgravity level, the dendrite that was growing still appeared to grow at the same constant velocity. 
Aside itom a possible brief transient, the growth rate is neither faster nor slower than that observed 
before the break. 
The variation in steady-state dendritic growth velocity does not appear to correlate with the measured 
changes in the quasi-static microgravity environment. This result suggests that changes in the 
microgravity level to go) do not significantly affect dendritic growth rates in SCN in the 
supercooling range above 0.18 K in the IDGE growth chamber. 
Conclusions about Remote Telescience from the IDGE on USMP-3 
In the investigation of dendritic growth phenomena, the DGE team members were the experimenters, 
manipulating parameters and conditions in near-real time, making measurements, and analyzing data, 
and changing the subsequent experimental parameters. However, with respect to the operations of 
the flight hardware fiom a terrestrial laboratory, the D G E  was part of a larger experiment in remote 
teleoperations, paving the way to the microgravity science operations on the fbture International 
Space Station (ISS). NASA headquarters and the Telescience Support Center (TSC) at LeRC, with 
the goal of developing the experience and expertise to set up remote, non-NASA locations from 
which to control IS§ experiments, used our recent DGE space shuttle experiment as a proof-of- 
concept of remote operations. During the flight of DGE on ST§-75 in February and March of 1996, 
team members monitored this experiment fiom at a remote laboratory set up at Rensselaer rather than 
at the Payload Operations and Control Center (POCC) at the Marshall Space Flight Center, in 
Huntsville, AL, where all such operations usually originate. During the last four days of the mission, 
we expanded the team at Rensselaer and uplinked commands to the experiment. During the entire 
14 day mission we had graduate and undergraduate students, whom we had trained, present at the 
Rensselaer facility. 
Some details of this test of remote telescience has been published elsewhere [27]. Our brief 
experience at operating a microgravity space-flight experiment from a remote non-NASA location 
successfblly identified some of the scientific advantages and many of the issues and challenges of 
remote teleoperations. Naturally, not all the potential issues of remote teleoperations could be 
identified based on one experiment's experience on one shuttle flight. For example, several issues 
of facility security and room access need to be better examined. Furthermore, only one experiment, 
the IDGE, and one instrument, S M S ,  was operating from remote sites. How several similar 
experiments would operate simultaneously from different remotes sites has not been examined or 
tested. 
We have avoided any discussion of solutions and improvements to what was done at Rensselaer 
during USMP-3lSTS-75, although in many cases solutions and improvements are self evident. 
However, in some cases solutions and improvements are not the province of a single project but that 
of a larger more encompassing organization. Nevertheless, the experience we gained operating the 
IDGE on USMP-3lSTS-75 fiom Rensselaer, and our discussions with some of the experimenters who 
operated remote sites during USML-2 allows us to make some general suggestions on how to 
proceed to more robust remote teleoperation facilities. 
First is merely to recognize the different modes of operations between how space shuttle microgravity 
experiments are conducted, and how a fkture space station microgravity experiment will most likely 
be conducted. For shuttle experiments, the limited time from launch to landing dictates many of the 
operational elements. One must be fblly prepared well before launch, and there is little or no time to 
change plans or recover from mistakes. This requires both the Principal Investigator/Development 
teams and the POCC cadre be on-line fblly for the duration of the mission. In addition, the short 
duration of space shuttle flights makes traveling and operating from the FOCC eminently reasonable 
and practical. 
The entire constraint for space station experiments changes because time is not the limiting variable. 
One does not need to operate around the clock for every minute the experiment in on-orbit. In fact 
for the space station this would be precluded by other constraints. Thus, time becomes a resource 
to be used liberally to think, replan, and even if necessary, set up supplemental ground-based tests, 
and only then take the appropriate action. Under those circumstances, traveling to the POCC is not 
the best use of the experimental teams time or resources with respect to how to best operate a 
microgravity experiment. Thus, for space shuttle experiments, the POCC is the best place to be, and 
remote sites only need be developed and implemented in support of testing for longer duration 
International Space Station experiments where we expect most PI'S would better operate from their 
home facilities. 
In consideration of the previous observation, it is counter-productive to tax the experiment teams, 
the POCG, and the TSC to set up complete remote teleoperations facilities with the near 100% 
guaranteed reliability demanded for a space shuttle experiment. Rather, the larger decision making 
bodies need to determine what are the crucial elements of the fkture space station experiment 
operations, and what elements of the current space shuttle experiments are similar to them. Then, 
various experiment teams like IDGE can operate limited remote teleopefation sites with the express 
purpose to conduct their science while simultaneously testing specific elements of remote 
teleoperations for the fbrther development of space station remote facilities. 
The remote teleoperation activities during USMP-3 performed as we had hoped, and based on this 
experience we understand the advantages and benefits versus the costs and challenges of such 
endeavors for the overall enhancement of the scientific return from on orbit. Remotely operating the 
DGE aboard USMP-3 greatly enhanced our in-flight analytical capabilities, and served as a technical 
"shakedown" of hardware and procedures that are destined to become commonplace in future 
microgravity research. In the course of this we learned that it is very important to have reliability in 
the data and command path. Until the technology is thoroughly tested and fine-tuned, it is advisable 
that appropriate backup data sources are maintained during the flight. Our approach to this was 
handled by maintaining the ability for these functions to be performed at the POCC if needed. The 
absence of some ofthe telemetry was restricting, but the additional space, equipment and manpower 
available at the university site were significant assets. 
The experience gained in operating a microgravity experiment during USMP-3 is proving to be 
invaluable for planning future D G E  activities as well as other Space Shuttle and Space Station 
experiments. Once technical and reliability issues are resolved, the benefits obtained from university- 
based experiment operation such as: operational efficiency, cost savings, public exposure, and 
educational opportunities, will hrther improve the yield fiom micrograGty research. 
The microgravity community is poised to prepare for the coming space station era by learning from 
the experiences of remote teleoperations like those performed on USMP-3, and before that on 
USML-2. In this way, the development of each new teleoperation facility can build toward the ISS 
having learned from the evolution of such facilities from the recent past. In this way the promise of 
remote teleoperations as verified by this proof-of-concept can be brought to fruition. To prepare for 
the ISS era, we plan to do additional tests of remote telescience during IDGE third flight on USMP- 
4lSTS-87. 
Plans for the IDGE on USMP-4 
The third flight, scheduled for launch in October 1997, will repeat the experimental protocols of the 
first two flights, but with a different sample material. This second test material, pivalic acid (PVA), 
is similar to SCN, but with a ten times higher surface energy anisotropy [28,29]. The surface energy, 
and the surf'ace energy anisotropy are important parameters in the crystal growth physics of dendritic 
growth [1,29], and may be related to the three-dimensional anisotropy observed in the dendritic tip 
shape. In addition, we want to develop the data and analytical tools to characterize the non steady- 
state dynamic parameters, which lead to side branching and, we believe, will be another key in 
explaining the differences between the IDGE data and predictions fiom current steady-state dendritic 
growth models. 
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Figure 1: In situ dendritic growth velocity measurements from IDGE on USMP-3 during STS-75. 
Figure 2 :  There is no clear correlation between steady-state dendrite velocity and the microgravity vector. 
Figure 3: Variation in the quasi-static microgravity vector obscures any possible correlation with dendrite velocity. 
300 600 
Time (seconds) 
Figure 4: Noise in the dendritic growth does not appear to correlate with noise in the microgravity vector 
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Figure 5: An abrupt change in the microgravity vector does not seem to affect the dendrite. 
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Introduction 
The Space Shuttle Columbia was launched as STS-75 at 2018 GMT (Greenwich Mean 
Time) on February 22,1996. One of the two major experiment packages was the Third 
United States Microgravity Payload (USMP-3), and one of the principal instruments on the 
USMP was the Advanced Automated Directional Solidification Furnace (AADSF). The 
AADSF is a multizone directional solidification furnace, and at the time of the USMP-3 
flight was capable of processing only one sample per Shuttle mission which, for that flight, 
was a lead tin telluride (PbSnTe) crystal growth experiment. Archibald L. Fripp of the 
NASA Langley Research Center was the Principal Investigator. 
In the one year since the flight experiment the sample has been retrieved from the spacecraft 
and analysis has begun. After presenting introductory material on why PbSnTe was 
chosen as a test material, why microgravity processing was expected to produce desired 
results, and what we expected to find in conducting these tests, this report will discuss the 
results to date which are far from complete. 
Lead Tin Telluride: 
Lead tin telluride is an alloy of PbTe and SnTe. The technological importance of PbSnTe 
lies in its band gap versus composition diagram which has a zero energy crossing at 
approximately 40% SnTe. This facilitates the construction of long wavelength (>6 pm) 
infrared detectors and lasers. The properties and utilization of PbSnTe are the subject of 
other papers.['.21 
PbSnTe is amenable to study because it is easily compounded, it has a relatively low vapor 
pressure, and it is miscible with the same crystal structure for all compositions. There is 
also existing, though limited, literature on its growth and properties. The nominal 
composition for this work is 20% SnTe and 80% PbTe that produces a bandgap to match 
the long wavelength atmospheric window. 
PbSnTe is also interesting from a purely scientific point of view. It is, potentially, both 
solutally and thermally unstable due to the temperature and density gradients present during 
growth. Density gradients, through thermal expansion, are imposed in directional 
solidification because temperature gradients are required to extract heat. Solutal gradients 
occur in directional solidification of alloys due to segregation at the interface. The gradients 
vary with both experiment design and inherent materials properties. 
In a simplified one-dimensional analysis with the growth axis parallel to the gravity vector, 
only one of the two instabilities works at a time. During growth, the temperature in the 
liquid increases ahead of the interface. Therefore the density, due to thermal expansion, is 
decreasing in that direction. However, the phase diagram shows that the lighter SnTe is 
preferentially rejected at the interface. This causes the liquid density to increase with 
distance away from the interface, which is opposite from the density change due to the 
furnace temperature profile. Figure 1 is a plot of the composition vs. axial position of a 
typical Earth-grown crystal. The data points are plotted along with the analytical solution 
for the totally mixed case. 
Coriell et aLL3] have shown that the two opposing density gradients cannot be readily 
balanced to stabilize the flow. Moreover, both  experiment^[^.^.^*^] and numerical 
have demonstrated that radial thermal gradients will start fluid motion long before the onset 
of convection predicted by a one-dimensional model. Hence, there will always be 
convection in the liquid. 
Computational fluid dynamics was utilized to predict the extent of convection in 
microgravity. The CFD calculations were based on a finite volume technique.[91 The 
computational code allowed the calculations of time dependent three-dimensional flows and 
associated temperature and concentration profiles. The method behind the calculations 
involves the division of the calculation domain into a number of cells and then the field 
equations for mass, momentum and energy conservation are integrated over the volume of 
the cell. The calculation routine then involves the prediction of the field variables of 
temperature, concentration, velocity components and pressure at the various cell faces. 
In practice the finite volume technique is used iteratively. Temperature and concentration 
fields are first guessed; they affect the body force through their effect on buoyancy. The 
corresponding velocity and pressure fields are then calculated. The computed velocity field 
is used to correct the earlier estimate of the temperature and solutal concentration field and 
the process continues until a desired convergence is reached. 
This procedure is best explained by considering Figure 2. The ampoule liquid region is 
assumed to be constant as the solidification rates are normally very small. The boundary 
conditions indicate hot and cold zones as well as insulating zones. The far field 
concentration is assumed to be constant and the interface condition respects mass 
conservation along with solutal segregation. The effect of the magnitude of the gravity 
vector is seen in Figures 3 and 4, and we immediately conclude that the flow at low 
frequency low amplitude accelerations (lo-' $) will be of a weak toroid. Higher amplitude 
forces will cause solutal convection to come into play, but such high amplitude acceleration 
vectors were not present at the low frequency levels during USMP-3 and were mainly 
associated with high frequency activities such as booster firings and water dumps. While 
we do not presently have any predictions on the effects of high frequency g-jitter it is clear 
from the order of magnitude of the calculated velocity vectors for the case of low frequency 
with lo-' g, that very little mixing should take place. The velocity is no greater than 
cmlsec. Given an initial liquid region size of 5 cm, this small velocity amounts to an initial 
mixing time of 106 seconds. Meanwhile the solidification is at the rate of 1 cm/hour. 
When the liquid region size is about 1 cm the mixing time is about 2 x 1 6  seconds. 
Clearly this is insignificant because the entire growth period is about 2 x 104 seconds. In 
other words we predict that only diffusion controlled growth ought to prevail at 10-5g, and 
this is even more true at the lower gravitational levels experienced during the USMP-3 
mission. 
The effect of a five degree offset with respect to the vertical orientation was calculated and 
the results are graphically shown in Figure 3(c). What is seen from this figure is that small 
tilts give rise to swirling flow and this flow contains the solutal boundary layer to the 
depleting surface. This may be contrasted with toroidal flow in Figure 3(a) (for the vertical 
orientation) that sweeps the solute out of the solutal boundary layer. The solutal boundary 
layer contains most of the rejected SnTe and so swirling flow if anything should help by 
making diffusive growth more probable. In other words one might conclude that a 
constant off axis arrangement is better than if the acceleration vector were perfectly aligned 
along the ampoule. Figure 4 is a depiction of the mixing patterns that are seen when the 
ampoule is subjected to a time dependent tilt. It must be noted that the velocities are still 
very small and so even in the case when the tilt is a periodic function of time the growth is 
expected to be diffusion controlled. 
In summary, we have concluded that diffusive growth was predicted under low frequency 
g-jitter conditions. The high frequency was not studied but we did conclude that the time 
constant for the fastest transporting mechanism (heat transfer) was much larger than the 
corresponding period for high frequency (5 Hz) g-jitter. 
Bridgman Growth: 
Bridgman crystal growth offers the opportunity to independently fix the temperature 
gradient and interface position with respect to the furnace. However, these parameters 
cannot be varied without bound. There are temperature limits on the furnace and ampoule 
as well as limits imposed by the growth process. An excellent review of recent advances in 
Bridgman growth has been given by Favier.[lo1 
The limits imposed by the growth process are primarily concerned with maintaining an 
initial solutal translation zone of reasonable length and preventing interfacial instability. 
Second order problems are the maintenance of interface shape control and thermal strain in 
the solid. 
Due to the size of the AADSF, a sufficiently high growth rate is required to achieve steady 
state composition within 20 to 30 millimeters of the start of growth. The furnace must then 
be controlled to produce an axial thermal gradient in the melt that is sufficient to maintain a 
stable interface. If the growth is diffusion controlled, the growth distance needed to get 
within 1% of compositional steady state (i.e. uniform) growth is1 
z, = SD/kR . (1) 
However, the permissible growth rate is limited by the fundamental phenomena of interface 
breakdown. The short form of the equation for preventing breakdown is 
Gr Cs (1-k) 
-> -- Iml.  
R D k  
Equation (1) shows that a short initial transition zone requires a high growth rate while 
Equation (2) shows that a high growth rate requires a large thermal gradient to avoid 
interfacial breakdown. Increasing either the axial thermal gradient or the growth rate 
increases the density gradient and the mixing in the liquid. Consequently, it can be seen 
that there is a trade-off between growth rate, temperature gradient and the degree of mixing 
for a given acceleration level. 
The PbSnTe growth experiment on USMP-3 was launched in February 1996. During the 
flight, three separate crystals were grown in a single, segmented ampoule. The crystals 
were grown in series, each in one of the three primary orientations with respect to the 
residual acceleration vector. The growths were roughly analogous to hot-on-top, cold-on- 
top, and horizontal growth. 
While the immediate objective of that experiment was to grow PbSnTe and establish its 
fundamental growth properties, another, more important objective was to gain a better 
understanding of the mechanisms involved in generalized crystal growth, particularly those 
affected by gravity. This information will not only help produce better quality materials on 
Earth, but also help define future efforts of crystal growth in space and lead the way to 
more extensive materials science research. 
Segmented Ampoule: 
As mentioned before, the USMP-3 AADSF experiment used a single segmented ampoule 
to grow three separate PbSnTe crystals in series. The ampoule, represented in Figure 5, 
allows each of the three crystals to grow with different conditions without affecting the 
outcome of the others. For USMP-3, each crystal was grown identically except for the 
orientation of the ampoule with respect to the residual acceleration12 vector. 
Even though the use of a three cell ampoule decreases the total crystal length, and the 
percentage of crystal grown where the growth rate nearly matches the translation rate, it 
allows each of the cells to be grown under nearly identical conditions. A long crystal will 
obtain a nearly thermal steady state growth region sandwiched between two end effect 
thermal and compositional transient regions. Using the three cell sample decreases the 
length of any steady state region; however, it provides growth conditions that are nearly 
thermally equivalent for each of the three cells. Most important, it keeps the composition 
for the three different regions separated, so that each crystal will have identical starting 
compositions. Each cell is long enough to reach compositional steady state before the 
liquid diffusion tail reaches the end of the ampoule. 
Results 
Flight Operations 
Space Shuttle Columbia (STS-75) was launched at 2018 GMT on February 22, 1996. The 
launch time defined Mission Elapse Time (MET) as 00 days100 hours:00 minutes. This 
nomenclature, MET xx/yy:zz, without units, will be used to identify the relative time of 
events throughout the text of this report. 
With the sample withdrawn 35 mm from its fully inserted launch position, the AADSF 
started heating at MET 06/10:07. Ampoule positions will be given by a translation position 
measurement, tpm, taken as the distance the ampoule is extracted, in mm, from full 
insertion, hence the present position is tprn = 35. The furnace was at temperature, hot zone 
1150 "C and cold zone 525 "C, at MET 06/14. After a four hour thermal stabilization 
period the sample was repositioned to tprn = 37 where tc 1, in the base of cell #1, read 930 
"C, which was the so called "start condition." Translation, at 10 mm/hr, to nucleate a seed 
in cell #1 started at MET 06/20:50. As deep undercooling' is not anticipated and the 
recalescence event is clearly obvious, at least on Earth, nucleation was expected within 15 
cm (1 hr 30 min) after the start of translation. As of MET 06/22:55 no recalescence had 
been noted, and the translation was reversed to remelt, assuming nucleation had occurred, 
the solidified portion of the sample and reexamine the small temperature rise in tc 1 
observed at 06/21:55. The sample was taken back to tprn = 37 and extraction translation 
resumed at MET 07/03: 14, and the same perturbation in tc 1 occurred approximately 1 hr 5 
min into the translation as it had done so the first time around (see Figure 6). This was 
taken as confirmation of recalescence and translation was stopped at MET 07/04:23. This 
remelting and re-nucleation procedure did not leave sufficient time for solutal diffusion 
before our "microgravity time" ended for day seven. An extra day for AADSF operations 
was requested and received. 
At 08/02: 14 the Shuttle was put into attitude pitch = 184.5", yaw = 0°, and roll = 7" which 
had been calculated12 to produce a nominal hot on top growth with respect to the 
microgravity acceleration vector. Dedicated microgravity time for cell #1 began at MET 
08/03:00, and translation to grow the crystal in cell #1 started one hour later. 
At MET 08/06: 11, approximately 20 mm into the crystal growth, the Shuttle was put into 
an unscheduled free drift to help warm up a cold thruster nozzle. During a loss of signal 
(LOS) period the drift extended past expectations and at 08/06:41 had reached pitch = 
187.6", yaw = 5.2", and roll = 27.9". The Shuttle attitude was back to nominal settings by 
MET 08/06:48, but during the free drift time the acceleration vector alignment with respect 
to the furnace axis went from approximately 2" to approximately 45". Figure 7 shows the 
three axis acceleration measurements, at the AADSF position during this period. 
Translation was to continue until recalescence in cell #2. Both thermocouples in cell #2 
were inoperable by this time so this step had to depend on knowledge of prior furnace 
calibration and tprn position rather than the observation of recalescence temperature 
changes. Translation continued to tprn = 120 which is well past the anticipated 
recalescence position and then reversed to tprn = 114.75 to remelt excess seed material. At 
this time all furnace translation stopped until the next dedicated microgravity time. 
The Shuttle was positioned in attitude pitch = 90°, yaw = -17", and roll = 0" at MET 
09/02: 19. Microgravity time begin at MET 09/03:00, and translation commenced one hour 
later to grow the crystal in cell #2. The cell #2 growth proceeded without any observed 
perturbations; however, the anticipated advent of recalescence in cell #3 looked as if it 
would occur in the midst of a forthcoming LOS period starting at approximately MET 
0911 1: 12. As described previously, the plan had been to pause the furnace before the LOS, 
wait until re-acquisition of signal, and then continue translation. However, the diminution 
of the recalescence signal received from space as compared to that observed on Earth made 
reading the event amongst the stopping and starting of ampoule translation unlikely. It was 
decided to maintain the translation during the LOS, continue looking for the recalescence 
after the LOS until such tprn position where translation would have been stopped if both 
thermocouples had failed as with cell #2, and then to patch in the delayed transmission 
temperature data onto the curve as soon as it was available. 
Translation was stopped at MET 0911 1:36. The playback of LOS temperature data came in 
at 0911 1 5 6  and showed that the recalescence in cell #3 occurred at about 0911 1: 17, the 
middle of the LOS. The translation was reversed for 2.5 rnrn to remelt part of the seed and 
then was stopped at tpm = 184.7 at MET 09113:49 to await the next microgravity period to 
grow the crystal in cell #3. 
The Shuttle went into the prescribed attitude pitch = 123", yaw = 0°, and roll = 0" at MET 
10102:03. Microgravity time started at 10103:00, and translation started at 10104:OO. The 
sample processed without major incident, and translation ceased at MET 10110:36:48 at tpm 
= 250.28. A controlled furnace cool down started at MET 1011 1:40:55. The mpoule was 
stored in the cold furnace at MET 10120:02. 
Acceleration Magnitudes and Directions 
Calculation of the acceleration vectors at the insulation zone of the AADSF as a function of 
the Space Shuttle attitude produces a transcendental equation as the resultant transformation 
matrix is dependent on time and attitude varying drag, orbit shape and altitude, and the 
distance and direction of the AADSF from the center of gravity of the Shuttle. See 
references 14, 15, 16, and 17 for more information on this topic. As the attitude to 
produce what is essentially hot on top, hot on bottom, and horizontal growths could not be 
obtained from minimization of the transformation equation a study1 was undertaken to try 
to zero in on the preferred attitudes. This and a subsequent, unpublished, study determined 
the Shuttle attitudes for the three different growth orientations with the following 
acceleration vectors and concomitant angles. 
Note: The following values are nominal. They vary with, among other things, Shuttle 
drift, orbit position, and sun angle. Also, directions are given in body coordinates for the 
direction an object would travel in a less massive fluid. In this system an object, at the 
AADSF location, in attitude #1 would travel away from the center ofthe Shuttle through the 
cargo bay doors. This direction is from the hot zone of the AADSF toward the cold zone 
which is analogous to hot on top furnace orientation on Earth. 
Attitude #1, Hot on top growth. 
Pitch = 185", Yaw = 0°, Roll = 7" 
Acceleration along the Z axis = -0.75 micro g 
Acceleration along the X axis = 0.01 micro g 
Acceleration along the Y axis = 0.02 micro g 
Approximate angle of acceleration vector with respect to AADSF center bore is 
approximately 2". The desired angle is 0". 
Attitude #2, Hot on top bottom. 
Pitch = 90°, Yaw = -17", Roll = 0" 
Acceleration along the Z axis = 0.2 to 0.4 micro g Acceleration along the X axis = - 
0.01 micro g 
Acceleration along the Y axis = 0.1 micro g 
Approximate angle of acceleration vector with respect to AADSF center bore is 140" to 
160". The desired angle is 180". 
Attitude #3, Horizontal growth. 
Pitch = 123", Yaw = 0°, Roll = 0" 
Acceleration along the Z axis = 0.1 to 0.1 micro g Acceleration along the X axis = -0.4 
micro g 
Acceleration along the Y axis = 0.15 micro g 
Approximate angle of acceleration vector with respect to AADSF center bore is -76" to 
76". The desired angle is 90". 
None ofthese attitudes are ideal. Attitude #1 is closest to that desired, and attitude #3 
averages to the desired value of 90°, but the 14" variation is not desirable. 
In addition to the drag and position effects of the low frequency accelerations on the sample 
the drag deceleration and the tendency for the orbiter to get into an aerodynamically stable 
mode necessitated the need for vernier booster firings. The forces associated with these 
corrective measures were of high magnitude (roughly 10'3ge - 10-~g,) but were of a high 
frequency (5- 10 Hz). 
Comparison of these calculations to the measurements made in flight will be the subject of a 
subsequent paper. 
Results. Post-Flight 
X- and Gamma Ray Radiography 
The flight sample was retrieved from the AADSF at the Kennedy Space Center in April 
1996. Microfocus x-ray was used to examine the quartz ampoule for cracks before 
removal of the Inconel cartridge. No cracks in the fused quartz ampoule were observed, 
but the shadow outline of the crystals appeared much longer than expected. 
The samples were further examined, still in the Inconel cartridge, with the 420 KV 
computer aided tomography (CAT) unit also available in the KSC non-destructive test 
laboratory. These high voltage x-rays are capable of penetrating the PbSnTe samples and 
exposing any voids, large pits, and bubbles. The results shown by this examination were 
totally unexpected; the crystals are cratered with large voids and riddled with meandering 
channels. Figure 8 shows a selected vertical slice of each crystal. This figure was made by 
reconstructing the transverse slices gathered in the normal CAT fashion. The CAT slices of 
each crystal are shown in Figures 9 to 1 1. 
Similarities among the three crystals are that the initial formation, in the cold end of each of 
their respective cells, is a complete solid crystal that completely filled the base of that cell. 
(This solidarity of structure in the base did not hold upon microscopic examine. This topic 
will be discussed more fully in a later section.) After the formation of the base section, 
which is longer than the anomalous compositional distribution due to recalescence, each 
crystal then necked down almost to the point of discontinuity. The channels and cavities 
emanate from the upper (terms such as base and upper, of course, have their etymology in 
references to Earth gravity; here they are merely convenient terms to refer to positions 
relative to the coldest part of each experimental growth cell) ends of the voids that formed 
the necked down region. Finally, the last to freeze ends of the crystals become solid again. 
The primary difference in x-ray appearance is the way a double set of cavities formed in cell 
#1 as opposed to the surface channels in the other two crystals. 
These results were total1 unexpected. Large pores or voids have been found in other 
space-grown crystals".'! but no large pores or other voids were found in the PbSnTe 
crystal grown on the 1985 STS 61-A mission, and although ~ i n o s h i t a ~ ~  reported some 
porosity, his photographs showed monolithic crystals compared to these. 
Sample Composition 
The primary objective of this flight experiment was to examine the effect of the direction of 
the microgravity vector on the convective mixing of the liquid during directional 
so1id)fication. The measurable physical parameter that is the most sensitive monitor of 
mixing in the liquid is the compositional profile in the solidified crystal. The difference in 
the analytical solutions for the profiles for both fully mixed and mixing via diffusion alone 
is shown in Figure 12. 
Figures 13 to 15 are axial compositional profiles for cells #1 to #3, respectively. Each cell 
shows evidence of considerable mixing. With one minor exception, the free drift period 
already discussed, the Space Shuttle performed the pre-determined maneuvers for the 
growth periods as required, but the presence of voids creates the condition for surface 
driven (Marangoni) con~ect ion.~~ The problem now becomes that of separating Marangoni 
convection from density driven convection. 
Figure 13 shows the axial compositional distribution of cell #l. The anticipated spike of 
SnTe shows the recalescence area at the left side of the plot, then the data flattens for what 
may be growth during thermal stabilization after the release of the latent heat. At 5 mm of 
growth, approximately the length of the produced seed after the solutal diffusion time, the 
composition shows signs of trying to go to diffusion growth but not making it. At 
approximately 25 mm of growth the curve closely approximates the fully mixed case. The 
following deserves further study, but the melt-solid interface would have been 25 rnm from 
the base of cell #1 at approximately MET 08/06:30, the time of the Shuttle free drift which 
would have essentially turned the AADSF on its side for a few minutes. 
After recalescence the axial compositional profile of the crystal in cell #2, the nominally hot 
on bottom orientation, follows the completely mixed curve for the first 45 mm of growth 
and then exhibits deviations (see Figure 14) that are, as yet, unexplained. Similar 
deviations occur in the axial compositional profile of the crystal grown in cell #3, but over a 
longer section (see Figure 15). As yet no acceleration perturbations have been related to 
these compositional variations. These crystals will be examined to try to correlate these 
compositional deviations with crystalline microstructure and the defect formation. 
Microporosity 
Figures 16 to 18 are photomicrographs of the first to freeze regions of cells #1 to #3 
respectively. The first to freeze regions of the crystals grown in cells #1 and #3 clearly 
show random patterns of sub-millimeter pores which were not visible on the CAT scans. 
A few pores were seen at the very base of the crystal from cell #2, but the defects are not 
clearly visible in the attached figure. The volume of the pores in cells #1 and #3 were 
estimated using a re tine^^^ technique to be approximately 4% of total in the base region. 
This value is the same as the volume reduction upon the phase change from liquid to solid 
state. 
Summary 
This paper is a work in progress for we are far from finishing the analysis of these 
fascinating and tantalizing samples. We started the flight experiment to determine the 
small, but predictable, differences in convective mixing due to the alignment of the 
acceleration vector. We are still trying to extract data on that topic, but such information is 
buried in the myriad observations of the large pore, void, and channel formations. 
We have been able to show a few things within this time frame that are useful to the 
microgravity materials science community, and we believe that we will deliver a complete 
story when we complete the evaluation and analysis of the USW-3 experiment, especially 
when we couple the results with the upcoming USMP-4 crystal growth experiments and 
the experiments of others in this area. 
Many thanks to the many people the made this exciting work possible. To acknowledge 
everyone who contributed to the years of effort that went into this work would exceed the 
page limit of this paper. The Investigators are truly humbled by the effort, dedication, 
sacrifice, and brilliance offered by so many program, project, and support staff that make 
these esoteric space projects possible. They are the people who do all of the work while 
we get the glory. Thank you. 
A precious few must be mentioned by name which in no way detracts from all the rest. We 
offer special thanks to Bob Rhome who guided the program and encouraged us to stay with 
it during internal reorganizations; Mike Wargo who shepherded the science and kept us on 
our toes; Roger Crouch, the sparkplug so vital to us in the earlier days; Fred Reeves, Jim 
Sledd, and Linda Jeter who kept nuts, bolts, and schedules together; Kent Pendergrass 
and Wayne Gandy who helped us learn what the furnace could do; Sandor (Alex) 
Lehoczky, Don Gillies, Peter Curreri, and Shenvood Anderson who guided us to flight; 
Bob Berry, Dick Simchick, Ned Baker, Glenn Woodell, and Jim Wells who have done so 
much for us at Eangley; and Peter Engel at KSC for his expertise with the CAT unit. To 
one and all of them I say a very sincere and heartfelt, "Thank you." 
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Figure 1. Axial composition of Earth grown PbSnTe crystal. The solid line 
is from the analytical equation for totally mixed melt. This crystal was 
grown in a low gradient fiunace, hence the first to freeze region is larger 
than that of crystals grown in the AADSF. 
8.7' 
-= 0 
2r  
a t  t h e  s i d  
Figure 2. Schematic of the geometric, thermal, and concentration boundary 
conditions used in the computational fluid dynamical calculations in this 
study. 
Figure 3. The three-dimensional flow field in the liquid region with 
constant acceleration magnitude and direction. (a) Acceleration is aligned 
with ampoule axis at 10-5 Earth gravity. (b) Acceleration is aligned with 
ampoule axis at 10-4 Earth gravity. (c) Acceleration is misaligned with 
ampoule axis by 5 'with magnitude of 10-5 Earth gravity. 
Figure 4. The two dimensional flow field near the melt solid interface 
when the acceleration vector (magnitude of 10-5 Earth gravity) is 
undergoing a 1O0time dependent tilt variation at a frequency of one cycle 
per hour. 
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Figure 5. A typical segmented ampoule showing the three cells, and the 
location of the sample thermocouples. 
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Figure 6. Temperature response the recalescence in cell #l. The response 
did not show a sharp peak as in Earth grown events, but showed a rounded 
temperature change. The event was repeated (upper curve displaced by 10 oC 
for clarity) to verify the observation. 
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Figure 7. The acceleration magnitudes, at the AADSF fieeze zone, for each 
of the three primary directions. The Z acceleration is along the AADSF 
furnace bore and in such direction that more dense fluid would move fiom 
the hot zone toward the cold zone. This time slice shows the acceleration 
during the free drift period that occurred at approximately MET 8/06:30 
(1 98.6 hours on the graph). 
Figure 8. Vertical slices of the three USMP-3 PbSnTe crystals. These 
scans were made from the integrated results of CAT scans. Each crystal is 
positioned with the first to freeze end down. The insert at the upper left 
shows the position of the vertical slice for each crystal. 
Figure 9. Successive CAT, horozontal, slices of Cell #l. The first to 
freeze end is at upper left. The first thirteen slices were taken at 1 rnm 
steps and the remaining slices at 3 mm steps. Images were made with 420 KV 
x-rays. 
Figure 10. Successive CAT, horozontal, slices of Cell #2. The first to 
freeze end is at upper left. The first thirteen slices were taken at 1 mm 
steps and the remaining slices at 3 mm steps. Images were made with 420 KV 
x-rays. The first scan was taken approximately 8 mm above the base of the 
crystal hence it shows the beginning of the void formation. 
Figure 1 1. Successive CAT, horozontal, slices of Cell #3. The first to 
freeze end is at upper left. The first twenty six slices were taken at 1 
mrn steps and the remaining slices at 3 mm steps. Images were made with 420 
KV x-rays. 
Figure 12. Graphs of the one dimensional analytical solutions for the 
profiles for both fully mixed and mixing via diffusion only during the 
directional solidification of PbSnTe. 
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Figure 13. Axial composition scan of cell #l .  The data scan was made 2 mrn 
from the center line. Also shown are the analytical curves for a totally 
mixed sample and the start of one grown with diffusion mixing only. The 
anticipated composition spike of SnTe shows at the recalescence area at the 
left side of the plot, then the data flattens for what may be growth during 
thermal stabilization after the release of the latent heat. At 5 mm of 
growth the composition shows signs of trying to go to diffusion controlled 
growth. At approximately 25 mm of growth the curve closely approximates 
the fully mixed case. 
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Figure 14. Axial compositional profile of the crystal in cell #2, the 
nominally hot on bottom orientation, follows the completely mixed curve for 
the first 45 mm of growth and then exhibits deviations that are, as yet, 
unexplained. 
Figure 15. Axial compositional profile of the crystal grown in cell #3. 
This crystal shows similar deviations from totally mixed as the crystal in 
cell #2 but over a longer section. 
USMPS Ce 
Figure 16. Photomicrograph of the first to freeze region of cells #l. 
The first to freeze region clearly shows random patterns of sub millimeter 
pores which were not visible on the CAT scans. 
Figure 17. A few pores were seen at the very base of the crystal fiom cell 
#2, but the defects are not clearly visible in the photograph. 
Figure 18. Photomicrograph of the first to fieeze region of cell #3. The 
first to freeze region clearly shows random patterns of sub millimeter 
pores which were not visible on the CAT scans. 
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Abstract 
The Forced Flow Flame spreading Test (FFFT) is a study of flame spreading over solid fuels in 
very low-speed air flows. The FFFT experiment is part of a peer-reviewed, NASA Research 
Announcement Award for a space-based experiment entitled, "Solid Inflammability Boundary at 
Low Speeds," (SIBAL) intended for operations on the Space Station. In the FFFT experiment, a 
series of 15 experiments conducted aboard the space shuttle during the USMP-3 mission 
provided information about the structure and spreading characteristics of flames in low-speed, 
concurrent flows. The test samples included flat sheets of cellulose and cast cylinders of 
cellulose, burned in air at velocities of approximately 1 to 8 cdsec.  The test results have been 
successfully compared to theoretical predictions of the SIBAL program, a fundamentally based 
numerical simulation of concurrent flow flame spread. Additionally, some guidance for the 
design characteristics of the SIBAL flight experiment have been obtained including some 
verification of the theoretical predictions of flame size versus the required size of the SIBAL 
flow duct, and the effect of the presence of thermocouples in the vicinity of near-limit flames in 
microgravity. 
Introduction 
Flame spreading over solid fuels is a classical problem in combustion science. Over the past few 
decades, many workers have attempted to unravel the complex interaction of chemical and 
physical processes that control spread rates and flammability. Considerable progress has been 
made in understanding the mechanisms of spreading flames under certain conditions; nearly all 
under the influence of normal gravity. A more complete understanding of the spreading and 
flammability limit mechanisms can be obtained if the domain of experimental and modeling 
efforts is extended into sub-normal levels of gravitational acceleration because only in reduced 
gravity are low, controllable, oxidizer flow velocities in the flame zone obtainable. 
In the study of flame spreading mechanisms, two broad classes are distinguished: flame spread 
in opposed flow, in which the direction of the oxygen flow is opposite to the direction of flame 
spread; and concurrent flow, in which the flame advances in the same direction as the oxygen 
flow.' In general, the magnitude of the relative velocity between the flame and the oxidizer 
affects flame spread and extinction because of the convection of heat, oxygen and products. In a 
natural convective environment in normal gravity, the gas phase is accelerated by body forces 
acting on density (temperature) gradients in and near the flame and velocities thus vary along the 
length of the flame. The minimum characteristic velocity near the bottom of the flame are 
estimated, for air at normal pressure, to be 20 to 90 cdsec  , depending upon the flame 
temperature associated with a particular fuel. This buoyant velocity is the minimum observable 
air velocity regardless of how the solid is oriented or whether or not an imposed flow (e.g. wind) 
is added in any direction. Thus, in the normal gravity environment, flame behavior and extinction 
mechanisms cannot be studied in relative flow velocities below approximately 20 cdsec. 
Flame spreading and flammability studies in flow velocities that are smaller than this, i.e., the 
same order as the diffusional velocities, provide additional insight into the mechanisms that 
control flame spread rates and the mechanisms that cause flame extinction. Already, the small 
amount of existing data on flow effects on flame spreading obtained in microgravity experiments 
and modeling has revealed the existence of an extinction mechanism that could not be anticipated 
by extrapolations from normal-gravity data. In low-speed flows, radiative emissions from the 
fuel surface and from the flame become sufficiently large compared to the rate of heat release 
from the flame that: 1) flames can achieve a steady length and spread rate in concurrent flows, 
rather than the acceleratory growth normally observed in normal gravity upward burning, and, 2) 
flames can be extinguished because of the radiative losses, rather than through diminished 
reactant residence time in the flame to which normal-gravity upward burning flammability limits 
are attributed. 
We are developing a space experiment for flight aboard the International Space Station 
attempting to validate the theoretical prediction of the flammability boundary for a thin 
combusting solid in low-speed, forced-concurrent flow. In the Solid Fuel Inflammability 
'Thus in normal gravity burning of vertical surfaces, buoyancy induces opposed flow in 
downward burning and concurrent flow in upward burning. 
Boundary at Low Speed experiment, or SIBALS, a sequence of variations in atmospheric 
oxygen percentage and flow velocity will be used to determine the flammability boundary. In 
addition, diagnostic measurements of flow parameters, temperatures, gas phase chemical species 
and radiant emissions will be used to determine the structure of the spreading flame as it 
approaches the flammability boundary. 
The typical way of determining the flammability boundary for a material is a tedious process 
involving a number of tests to map the golno-go conditions. In light of the volume and stowage 
limitations of spacecraft, we have developed a novel flammability test device that facilitates the 
proposed experiment. A schematic of the SIBALS experiment is shown in Fig. 1 in which it is 
seen that by dispensing the thin solid fuel fiom a spooled source at a rate equal to the rate of fuel 
consumption in the flame, the flame can be rendered stationary with respect to the experiment 
apparatus and the array of diagnostic devices needed to record the flame structure. The fuel is 
guided through the length of a flow duct complete with appropriate flow conditioning devices. 
In a single run, several combinations of atmospheric oxygen content and flow velocity can be 
imposed upon an existing flame until one of these parameters falls outside the locus of 
flammable conditions. 
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Figure 1 Schematic of the Solids Inflammability Boundary At Low Speed (SIBALS) experiment concept 
Some important aspects in the design of such an experiment include the length of the flow duct 
needed to express entirely the flame length without interference fiom artificial heat losses either 
to the upstream flow conditioning devices or the downstream duct exit, where the incoming fuel 
begins heating. Additionally, establishing the existence of test conditions under which a steady 
flame length and propagation speed can be reached could provide added confidence that the 
required diagnostic devices can function sequentially yet observe an unchanging flame. 
The Forced Flow Flame spreading Test (FFFT) was conceived as part of the SIBALS experiment 
for the purpose of providing preliminary observations of steady flame propagation in low speed 
flows, then, provided that quasi-steady flames could be achieved, provide some estimate of the 
flame size, luminosity and temperatures for use in the design of the SIBALS experiment. The 
FFFT was built to operate inside the Middeck Glovebox Facility, (MGBX) which was designed 
to provide electrical power, circulating air that is filtered and cooled, photographic capabilities, 
and a degree of isolation between the operating experiment and the crew member. 
The FFFT glovebox experiment hardware, shown in Fig.2 consists primarily of 16 fuel-sample 
assemblies (two examples shown) and two low-speed wind tunnel modules. The modules have a 
flow cross section of 7cm x lOcm and a 17cm test section length, with the flow drawn (pulled) 
by a small fan through the test section at speeds of between approximately 1 and 8 cdsec. 
Because the air flow velocity was considered such a crucial parameter in the data return fiom the 
FFFT, a special low-speed flow anemometer device was fashioned and installed upstream of the 
Figure 2 Forced Flow Flame Spread Test (FFFT) night hardware including the two FFFT wind tunnel 
modules, one of eleven flat samples, one of the f i e  cylindrical samples, two of the sixteen exit screens and the 
FFFT control box. 
test section to measure the airflow directly and avoid relying upon a secondary measurement. 
The test section was isolated fiom the surroundings by metal walls with polycarbonate windows 
and small-mesh metallic screens at the inlet and outlet cross sections for flow conditioning, heat 
absorption and particulate capture. The windows were arranged for imaging flames in each of 
two orthogonal directions, the front window also contained displays of thermocouple 
temperatures and an image of the low-speed flow anemometer. 
The fuel sample assemblies consisted of steel cards to which the fuel was mounted, electrical 
wiring for the fuel ignitor, thermocouple wire pairs and, in some cases, a fuel heater element. A 
total of 16 fuel samples were flown. Of the 16 samples, 1 1 were flat samples of an ashless filter 
paper. The flat samples (an example is shown in figure 3) were taped to the steel cards using a 
kapton tape. Ignition was planned using an electrically heated wire. To explore the influence of 
thermocouples on flames in low-speed flows near the predicted flammability limit, 
thermocouples were arrayed in two different configurations in the flat samples and, as a 
reference, in some cases omitted entirely. The thermocouples were intentionally configured 
asymmetrically to avoid missing an influence of their presence due to a symmetrical interference. 
Figure 3 FFFT Bat sampk. Ignitor wire is shown on the right end of the sample and the thermocouple array 
is positioned along the sample centerline. During combustion the air flows from right to left to obtain 
corncurrent- flow flame spreading. 
The remaining 5 samples were cylinders of cast cellulose prepared from a slurry of ground paper. 
The cylinders were cast around small electrical heater rods (an example is shown in fig. 4) used 
to raise the initial fuel temperature in a controlled way just before ignition. Because 
thermocouples are less likely to influence the slowly spreading flames over thicker fuels, the 
cylindrical samples were each instrumented with nearly identical thermocouple arrays. 
The test matrix for the samples was arranged to obtain redundant observations for a limited 
number of test conditions. The flat samples were all essentially the same except for the 
individual thermocouple array configurations and were grouped to obtain observations at each of 
three air flow velocities. At each flow velocity, the effect of the different thermocouple arrays 
would be observed. The cylindrical samples were to be burned at the same three flow velocities, 
and a single velocity to be chosen during the flight for varying the initial fuel temperature. The 
Figure 4 FFFT cylindrical sample. Fuel material is cast over a cylindrical heater rod. Ignitor wire is located 
on the right hand end of the fuel sample and thermocouple array positioned in the plane of the sample 
mounting card. 
cylindrical samples were conceived as a method for controlling the temperature of a relatively 
thick fuel while keeping the amount of fuel to a minimum. From the standpoint of theory, the 
cylindrical samples also provide modelers a simplified fuel-surface and gas-phase radiation 
boundary condition, reducing their problem from three dimensions to two. 
The flow anemometers in the two FFFT modules were each carefully calibrated. Mass flow 
controllers were used to measure total mass flow through the duct inlet and the indicated flow 
speed in the modules was set to the plug-flow velocity (i.e., uniform profile) corresponding to the 
reference mass-flow measurements and occurring at the entrance screen. Limited hot wire 
anemometry measurements were made at the test section centerline which measurements 
corresponded to the peak velocity calculated using a viscous flow code model of the flow duct. 
Considerable effort, including DC-9 reduced gravity tests were made to ensure that the flow 
calibrations were isolated from gravitational influences such as possible effects of the mass of the 
anemometer element. 
The intent of this document is to provide a summary of the most important results of the FFFT 
experiment conducted during the USMP-3 mission and to discuss how these results can be used 
to better understand the flame spreading process and to improve the design concepts of the 
SIBALS project. 
A Summary of the USMP-3 Mission Activitv 
During the USMP-3 mission, ten flat samples of ashless filter paper and five cylindrical samples 
of cast cellulose were burned using concurrent flow speeds of 2-8 cdsec. One of the flat 
samples did not ignite even with several attempts by the crew to do so. The ignitor of the failed 
sample was seen to clearly h c t i o n  in the video recording, but the sample was finally handled 
enough that a determination of the cause of the ignition failure could not be made. We note that 
this sample was stowed next to the flight sample that was inadvertently given to and burned by 
the crew during ground training at the Johnson Space Center (JSC) shortly before launch. 
Although the repaired sample and its neighbor were inspected before they were turned over for 
the second time for flight, no faults were detected. The refurbished fuel sample assembly burned 
normally in flight, and the refurbished FFFT module, damaged in the training incident, worked 
without flaw. 
The 16 samples were grouped together in sets of four, in most cases three flat samples and one 
cylindrical sample. The last group of four was reserved for test conditions to be determined 
during the flight. Each group of samples was to be burned in the same velocity airflow. Each 
group of three flat samples included one sample with no thermocouples, one with the six 
thermocouples each at a different distance fiom the fuel surface, and one with thermocouples 
arranged in a repeated pattern. After the first burns, the thermocouples were found to disrupt the 
progress of the flame and %el-surface pyrolysis. With this clear demonstration made early, the 
astronaut crew were asked to bend most of the installed thermocouples away from the remaining 
flat samples, leaving one downstream near the end of each sample. 
Before any samples were ignited the crew reported that the flow velocities indicated by the 
calibrated anemometers of both modules were quite high and independent of the FFFT fan 
control setting. The crew was asked to check, and reported that the glovebox air circulation was 
set to the lowest speed (or off) as specified in the procedures (since we were aware of the 
interaction between the air circulation system set at a high speed and the FFFT module 
anemometer). To compensate for the apparently high flow, the crew attached multiple sheets of 
first-aid gauze as a flow impedance over both module inlets where the anemometers are located, 
returning the anemometers to approximately nominal behavior. With testing after the mission 
both in the MGBX and with mass flow controllers used both in normal gravity and aboard the 
DC-9 aircraft, we determined that the high velocity indications were caused by flow fiom the 
glovebox air circulation fan impinging upon the FFFT inlet, and that the MGBX air circulation 
fan was working normally. Additional post-flight calibrations (in normal gravity and in reduced- 
gravity aircraft tests, with and without the gauze the crew added to the module inlets) have also 
shown that the calibrations of the flow anemometers were not changed during the mission. 
Hence, the flow speed indications recorded in-flight are still acceptable. The uncertainty 
introduced into the flight data interpretation because of the gauze are a slight reduction in the 
absolute pressure in the vicinity of the sample burning and some unquantifiable disturbance to 
the velocity distribution apparent in the latter portions of some of the flame-image sequences. 
Results: Flat Samples 
Ten flat samples were burned successfully in concurrent flow air velocities of about 1 cdsec  to 
about 8 cm.sec. The detailed results of sample 6 are presented here as an example of the broader 
data set. 
Figure 5 shows the data extracted from the video and film images of sample 6 in which the flame 
spread in the presence of approximately 1 cdsec  indicated air flow. The dark symbols are 
measurements taken from the video record of the fuel surface along a line parallel to the direction 
of flow and flame spreading, and show the behavior of the charring pyrolysis region of the fuel. 
This data provides some visualization of any transient response of the fuel to the flame and any 
thermal disturbances such as the thermocouples. These data begin about 13 seconds after the 
sample was ignited when the video image shows a distinct flame unaffected by the bright glare of 
the ignitor wire. By the time at which the pyrolysis region could be tracked, its length had 
reached about 1.5 cm from which it varied by +I- O.lcm until about 30 seconds after ignition. 
Figure 5 Position of flame features versus time of FFFT sample number 6, ashless filter paper, burning in air 
at normal atmospheric pressure at a flow velocity of approximately lcmlsec. 
The clear symbols in Fig. 5 indicate the progress of the visible flame measured from a series of 
still photographs made from the perspective of the edge view of the flat paper sample. The first 
of these photographs was taken shortly after ignition when the flame, enhanced by the energy of 
the ignitor, had a length of about 2.2 cm. When the ignitor was switched off, the flame decreased 
in size until reaching approximately the same length as the pyrolysis region of the fuel surface, at 
about 13 seconds. The change in flame length is associated with the energy deposition rate of 
the ignitor which is larger than the energy release from the flame. While the ignitor is energized, 
the fuel pyrolyzes at a greater rate than achievable by the flame alone. Hence, more vaporized 
fuel is available to the air stream and the resulting flame is longer. 
Between about 13 and 30 seconds after ignition, the flame and pyrolysis lengths are 
approximately the same. At 30 seconds, the flame appears to accelerate. The video view of the 
fuel surface reveals that at that time, the fuel begins to burn asymmetrically. We have 
interpreted this asymmetry as being caused by a small flow disturbance caused, in turn, by the 
application of the medical gauze at the FFFT duct inlet. The apparent abrupt shortening of the 
flame and pyrolysis length, indicated at about 37 seconds, is an artifact of the asymmetry effect 
on the flame tracking algorithm and is not physical. 
Figures 6 shows a comparison between an image of the flame in FFFT test 6 and the results of 
the numerical simulation of concurrent flow flame spreading developed as part of the SIBALS 
project. The numerical model includes full Navier Stokes equations for low-speed flows and 
detailed estimations of gas-phase radiation for a gray absorbing, emitting and non-scattering 
medium. The simulation was specially modified to model the conditions expected in the FFFT 
experiment, in particular, by altering the boundary conditions to simulate the duct dimensions of 
the FFFT modules. Figure 6 shows the results of the simulation with the free stream velocity of 
Figure 6 Comparisoam o f  a name image from FFFT lest 6 with reaction rate contours from the numerical 
simulation o f  concurrent-flow flame spreading. 
1 cm/sec. Contours of the logarithm of the reaction rate, i.e., the disappearance rate of fuel mass, 
overlay the image from the FFFT test 6. The curvature of the blue region of the flame (the 
darker region in the monochrome image) matches that of the contour of lo-" gm/cm3/sec, 
particularly near the stagnation point or plane of symmetry of the flame. Reaction rate contours 
are sometimes used instead of temperatures for comparison with the visible flame because the 
blue emissions from the flame are related to the population of excited intermediate species in the 
flame, which only exist in regions of higher chemical reactivity. 
Figure 7 shows the temperature history of the single thermocouple that was in contact with the 
fuel surface near the downstream end of the fuel sample in test 6. Between the time of ignition 
and approximately 53 seconds thereafter, the fuel is slowly heated. At approximately 53 seconds 
after ignition, the flame reaches the vicinity of the thermocouple raising the temperature in 3-4 
seconds to the pyrolysis temperature of about 720K. While the fuel pyrolyzes and vaporizes the 
temperature is approximately constant. Upon the completion of the he1 vaporization (fuel 
burnout) the thermocouple experiences gas phase temperatures. As the fuel burnout point and 
flame continue to propagate downstream, the thermocouple passes through the flame, 
experiencing the peak flame temperature that occurs in the plane of symmetry previously 
occupied by the fuel. 
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Figure 7 Time history of temperature at a point on the fuel surface for a flame spreading over ashless filter 
paper in a purely forced concurrent flow of 21% oxygen 179 % nitrogen in an indicated free stream velocity 
of approximately 1 cmlsec. 
The pyrolysis and flame temperature shown in figure 7 are quite similar to earlier measurements 
obtained in drop tower tests and to the results of the numerical modeling. However, since the 
flame spread was clearly affected by the thermocouple, the temporal distribution shown in figure 
7 may not represent what would be predicted for unaffected spreading. 
The flat samples burned in higher air velocities all seemed to grow throughout the test time or 
exhibited flame lengths that were as high as 8 cm. Because of the limitations in size imposed 
upon experiments in the glovebox facility we cannot be certain that the growing flames were 
approaching what might eventually have been a steady length as the theory predicts. The flames 
in the lower air velocities, i.e., about 1-3 cdsec  appear to have achieved a steady length in about 
13 - 15 seconds. It is difficult to claim, however, that the entire flamelfuel system had reached a 
steady configuration because residual, and much slower, transients could still be possible in the 
fuel induced by the energetic ignition phenomena. We would require that the flame traverse at 
least two times the pyrolysis length after achieving a steady flame length in order to be confident 
that the solid fuel transients had been dissipated. However, we interpret the observed flame 
length, and its successful comparison to the theory, to be supportive of the theoretical results. 
Results: Cylindrical Samples 
Five cylindrical samples were burned successfully in concurrent flow air velocities of about 2 
cdsec  to about 8 crnlsec. Figure 8 shows a summary of the lengths of the flames spreading over 
the samples in varying flow velocities at a fixed initial fuel temperature and varying initial fuel 
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Figure 8 Comparison of flame lengths for FFFT cylindrical samples in various air flow velocities and initial 
fuel temperatures 
temperature with a single fixed flow velocity. These data were obtained from the results of the 
35mrn film camera, the framing rate of which was adjusted to attempt to capture the flame over 
the duration of the experiment. The experiment conducted at 5 cdsec  and 100 C was the first 
FFFT cylinder burned and the fiaming rate was too high (based upon our pre-mission guess of 
the spread rate) to capture the entire experiment. After the first experiment with cylindrical 
samples, the framing rates were adjusted, hence the data from other samples is more complete. 
The solid plotting symbols show flame length variations with time for samples burned with an 
initial fuel temperature of 100C, but with varying flow velocity. During the observation time 
available, the flame grew for samples burning in air flow velocities of 5 and 8 cdsec.  However, 
in flow velocity of 2 cdsec, the flame reached an approximately steady length after about 45-50 
seconds, and maintained this length for the remainder of the observable test time. 
The hollow plotting symbols show flame length variations with time for samples burned at a 
fixed air flow velocity of 2 cdsec,  but with variations in initial fuel temperature. For the sample 
preheated to an initial temperature of 125 C, the flame grew for the entire observable test time. 
The sample heated to only 75 C, rendered a flame that reached a peak length at about 40 seconds, 
then began to shrink. The sample at 100 C, as we have already observed, exhibited an 
apparently steady flame length. 
These results are to be quite useful for the future development of theoretical simulations of 
cylindrical fuel sample burning. They include a possible spreading-regime transition, based on 
flow velocity, between large and growing flames at higher flow velocities and steady spreading 
at lower flow velocities. Similarly, a possible regime transition, based on the initial fuel 
temperature, may have been observed between growing, steady and shrinking flames. This 
interpretation of the data is subject to the limitation discussed earlier that steadiness is not 
assured until the flame has spread far from the ignition region because of transitory effects on the 
solid fuel. 
In the final burning of cylindrical samples, the crew accepted our request to shut off the air flow 
in the FFFT module just before the flame reached the end of the fuel sample. Upon stopping the 
air flow, the flame very quickly shrank and quenched, providing a dramatic demonstration of the 
flow effects on fuel flammability in microgravity. 
Conclusions 
The FFFT experiment conducted aboard the USMP-3 mission was considered quite successful, 
providing some data that can be compared directly to the results of theoretical predictions. 
Perhaps more importantly, the results are quite useful for the preparations of the more complete 
experimental effort planned for the space station era. 
For the flat fuel samples, the results indicate that the theoretical predictions of the flame 
structure, as evidenced by the observed flame length, are quite reasonable for the low velocity 
portion of the test matrix. The flames at higher flow velocities grew too large for a reasonable 
comparison because of the size limitations of the glovebox. Flame length is not nearly complete, 
however, in terms of the requirements for verifying the numerical simulation. More detailed 
diagnostics, such as gas-phase species measurements, are needed and are planned for the 
SIBALS experiment. 
The FFFT module duct is too short to capture the behavior of flames spreading in air flow 
velocities above about 2-3 cmlsec. Together with the confidence obtained in the numerical 
simulation, this information will refine the design of the flow duct for the SIBALS experiment. 
The obvious effect of the thermocouples on the progress of the flames spreading over the thin 
fuel samples provides a cautionary note to the design of thin fuel experiments. We believe that 
these effects are the most prominent for test conditions where the flame spreads quickly. Where 
the flame spreads more slowly, the transient influence of the thermocouples may not be so 
pronounced. 
The cylindrical fuel sample data have provided benchmark data for the development of numerical 
simulations. This configuration might be a more fundamental configuration that the flat sample 
case because of the simplification in the radiation modeling that is obtained from the inherently 
two-dimensional axi-symmetric geometry. The apparent transition between growing, steady and 
shrinking flames that have been observed provide a challenge to the theory to reproduce. 
Acknowledgments 
The authors would like to acknowledge the herculean efforts put forth on our behalf by many 
people associated with the USMP-3 mission and the building of our experiment. In particular, 
we would like to thank Brian Quigley and Terry Rodgers, and the many technicians and 
fabrication specialists at the NASA Lewis Research Center for yet another excellent job. We 
would also like to express our gratitude to the members of the Teledyne Brown and NASA 
Marshall Space Flight Center Glovebox Team, who always found a way . 
1. Frey, A.E. and T'ien, J.S., "Near-Limit Flame Spread Over Paper Samples," Combustion and 
Flame, Vol. 26, p.257-267, 1976. 
2. Frey, A.E. and T'ien, J.S., "A Theory of Flame Spread over a Solid Fuel Including Finite-Rate 
Chemical Kinetics," Combustion and Flame, Vol, 36, p.263-289, 1979. 
3. Altenkirch, R.A, Eichhorn, R., and Shang, P.C., "Buoyancy Effects on Flames Spreading 
Down Thermally-Thin Fuels," Combustion and Flame, Vol. 37, p.71, 1980. 
4. T'ien, J.S., "Diffusion Flame Extinction at Small Stretch Rates: The Mechanism of Radiative 
Loss," Combustion and Flame, Vol. 65, pp. 31-34, 1986. 
5. Olson, S.L., Ferkul, P.V., and T'ien, J.S., "Near-Limit Flame Spread over a Thin Solid Fuel in 
Microgravity," Twenty-Second Symposium (International) on Combustion, pp. 12 13-1 222, The 
Combustion Institute, 1988. 
6. Vedha-Nayagam, M. and Altenkirch, R.A., "Gravitational Effects on Flames Spreading over 
Thick Solid Surfaces," Acta Astronautica, Vol. 12, no. 718, pp. 565-572, 1985. 
7. Bhattacharjee, S., Altenkirch, R.A., and Sacksteder, K.R., "Implications of Spread Rate and 
Temperature Measurements in Flame Spread over a Thin Fuel in a Quiescent, Microgravity, 
Space-Based Environment," Combustion Science and Technology, Vol. 91, no. 4-6, pp. 225, 
1993. 
8. Bhattacharjee, S., Altenkirch, R.A., and Sacksteder, K.R., "The Effect of Ambient Pressure on 
Flame Spread over Thin Cellulosic Fuel in a Quiescent, Microgravity Environment," Journal of 
Heat transfer, Vo1.118, pp.181-190, 1994. 
9. Ramachandra, P.A., Altenkirch, R.A., Bhattacharjee, S., Tang, L., Sacksteder, K.R., and 
Wolverton, M.K., "The Behavior of Flames Spreading over Thin Solids in Microgravity," 
Twenty-Fifth Symposium (International) on Combustion, Combustion and Flame, Vol. 100, pp. 
71-84, 1995. 
10. West, J., Tang, L., Altenkirch, R.A., Bhattacharjee, S., Sacksteder, K.R.,and Delichatsios, 
M., "Quiescent Flame Spread Over Thick Fuels in Microgravity," Twenty-Sixth Symposium 
(International) on Combustion, The Combustion Institute, 1996. 
11. Sacksteder, K.R. and T'ien, J.S., "Buoyant Downward Diffusion Flame Spread and 
Extinction in Partial-Gravity Accelerations," Twenty-Fifth Symposium (International) on 
Combustion, pp. 1685-1 692, The Combustion Institute, 1994. 
12. Sacksteder, K.R., "The Implications of Experimentally Controlled Gravitational 
Accelerations for Combustion ScienceJJ, Twenty-Third Symposium (International) on 
Combustion, the Combustion Institute, pp. 1589- 1596, 1990. 
RADIATIVE IGNITION AND TRANSITION TO SPREAD INVESTIGATION (RITSI) 
Takashi Kashiwagi Sandra L. Olson S& - J( 
Building & Fire Research Laboratory Lewis Research Center 
NIST NASA 0116 00 
Gaithersburg, MD 20899 Cleveland, OH 44 1 3 5 
Phone: 301 -975-6699 216-433-2859 
FAX: 301-975-4052 216-433-8660 
email: takashi.kashiwagi@nist.gov sandra.olson@lerc.nasa.gov 
Abstract 
A total of 25 experiments was conducted in the Glovebox Facility on the USMP-3 mission to 
study the behavior of both flaming and smoldering ignition events, the transition from ignition to 
flamelsmoldering spread, and the flamelsmoldering growth pattern in air. Twenty-one of the 25 
experiments were flaming experiments and the remainder were smoldering experiments. Ignition 
was initiated by a heated wire across a thermally thin filter paper in the middle of the sample for 
the two-dimensional configuration and by a focused beam from a halogenltungsten lamp at the 
center of the sample for the three-dimensional configuration. The external air flow velocity was 
varied from 0 c d s  to 6.5 c d s .  The ignition and subsequent flame spread events were recorded 
by a video camera, a 35 mrn camera, and 6 thermocouples (2 in the gas phase and 4 in the 
sample). The results indicate that non-piloted radiative ignition of the paper by external thermal 
radiation tends to occur more easily than in normal gravity. In the two-dimensional 
configuration, the transition from ignition to downstream flame spread never occurred; only the 
transition to upstream spread took place. In the three-dimensional configuration, a char growth 
pattern emerged in the shape of a fan, with the ignited area as the center of the fan and the fan 
spreading in the upstream direction. The internal angle of the fan increased with an increase in 
external flow velocity (higher flow velocity gave a more opened fan pattern). At an external flow 
velocity of 5 c d s ,  the flame was horseshoe-shaped and the char pattern became an elongated 
semicircle toward upstream. It appears that the peak upstream flame spread rate was reached at a 
higher external velocity than for the two-dimensional flame front. Flame spread much faster 
along open edges of the sample paper than along the sample face, presumably due to there being 
larger supply of oxygen and energy feedback at the open edges than at the surface. These results 
indicate the possible importance of the effect of the flame front shape such as the curvature of the 
flame front on spread rate and flame strength. A complex, unexpected finger-shaped char growth 
pattern was observed during the smoldering experiment. Higher external flow velocity increased 
the number of localized smoldering fronts, of the char fingers they left behind, and frequency of 
bifurcations from the fingers. At present, it is not clear what caused such a complex char growth 
pattern . 
Introduction 
Ignition of solid fuels by external thermal radiation and subsequent transition to flame spread are 
processes that not only are of considerable scientific interest but which also have fire safety 
applications. The fire safety strategy in a spacecraft is (1) to detect any fire as early as possible, 
(2) to keep any fire as small as possible, and (3) to extinguish any fire as quickly as possible 
This suggests that a material which undergoes a momentary ignition might be tolerable but a 
material which permits a transition to subsequent flame spread would significantly increase the 
fire hazard in a spacecraft. If the transition does not take place, then by definition flame spread 
does not occur. Therefore, the limiting condition under which flame cannot spread should be 
calculated from a model of the transition from ignition instead of by the traditional approach 
based on limits to a steady flame spread model. However, although the fundamental processes 
involved in ignition have been suggested [3,435,61, there have been no definitive experimental or 
modeling studies due to the flow motion generated by buoyancy near the heated sample surface. 
One must solve the time-dependent Navier-Stokes equations over an extended region to represent 
the highly unstable buoyant plume accurately. It is especially important to provide correct far- 
field boundary conditions, particularly velocities. This is also important during the transition 
period from ignition to flame spread but there has been hardly any previous work on this 
transition. 
Almost all previous works have studied ignition and flame spreading separately r7J1. In order to 
avoid the specification of the boundary conditions, previous detailed radiative ignition models 
were assumed to be one-dimensional [9.'09'11 or were applied at a stagnation point [I2]. The 
mismatch between experimental and calculated geometries in normal gravity means that theories 
cannot be compared directly with experimental results except for specific configurations under 
which the plume is not formed. In previous flame spread studies, time-dependent flame spread 
models are limited to upward flame spread over a vertically oriented material surface in normal 
gravity and is generally assumed to be two-dimensional. Almost all detailed flame spread 
models [7,8,'31 were based on the steady-state flame spread rate and, as far as we are aware, there 
are no previous studies of three-dimensional time-dependent flame spread which is initiated fiom 
a small, localized ignited area. This scenario is most common in real fires. The mechanism of 
the transition from ignition to flame spread also controls the extinction limit of flame spread, 
which is affected by the flame history, starting at ignition. Since this is an inherently transient 
process, conventional approaches analyzing the steady-state flame spread near its extinction limit 
cannot truly reveal the dynamic aspects of the transition. Modeling of the transition from ignition 
to flame spread is extremely difficult in a normal gravity environment. Thus, the study of 
localized ignition and the subsequent transition to flame spread in a three-dimensional 
configuration in a microgravity environment is needed to obtain new information for 
understanding transition mechanisms. 
Smoldering (non-flaming glowing combustion) is one of the common modes of initiation of 
fires; it might provide potentially hazardous conditions due to its high CO yield, but there are 
only a limited number of studies available. Therefore, its detailed mechanism is not fully 
understood. Although the heat release rate from smoldering is smaller than that fiom flaming, 
the temperature of the smoldering front is as high as 800 "C or more and the induced buoyant 
flow from the high temperature smoldering front cannot be neglected in normal gravity. The 
induced buoyant flow makes it extremely difficult to quantify and control the supply rate of 
oxygen to the smoldering front in normal gravity. Since the supply of oxygen to the smoldering 
front is one of the critical parameters which control smoldering spread rate, it is extremely 
difficult to predict the effects of slow external flow on smoldering behavior and its spread rate 
over a cellulosic surface. 
1. Experimental Objectives 
The Radiative Ignition and Transition to Spread Investigation experiment (RITSI) was designed 
to obtain test data on the following phenomena: 
(1) Observe and measure the effects of low external flow velocity similar to ventilation 
velocities in a spacecraft on flaming ignition, transition, and flame growth pattern over a 
thin cellulosic paper surface in the two-dimensional configuration and also in the three- 
dimensional configuration. 
(2) Observe and measure flame spread along open edges and corner of thin paper at 
different external low flow velocities. 
(3) Observe and measure the effects of low external flow velocity on the growth pattern 
of smoldering from localized smoldering ignition. 
To make these observations, 15 experiments were planned with an additional 10 samples as extra 
if added experimental time became available. Fortunately, all 25 tests could be conducted over 
three days; the tests conditions are listed in Table 1. 15 tests were conducted for item (1  ), 6 tests 
were for item (2), and 4 tests were for item (3). 
2.Experimental Hardware and Operations 
RITSI USMP-3 Glovebox experiment hardware, shown in Figure I ,  consists of two 
experimental modules, a control box, a display box, and two parts boxes, which house the fifteen 
individual sample boxes and other miscellaneous 
supplies, including 10 additional fuel samples. 
One sample box is shown opened to reveal the 
sample card, product filter, and cleaning supplies 
(not visible) stowed inside. The small external 
control box (which attaches to the outside of the 
Glovebox front door) include fan odoff and 
variable speed control, ignitor wire activation 
radiant heater activation and variable power 
adjustment, and chamber light odoff switch. 
Figure 1 RITSI hardware picture (two Each experimental module, shown schematically 
modules, two samplelholder storage in Figure 2, uses a small fan to generate a low 
containers, one samplelholder, electronic flow velocity of up to 6.5 c d s  through the test 
control, and desplay) 
section. The test section was 85 mm wide x 95 
mm high x 171 mm long. The transparent lid of the duct opens for access to change sample 
cards. A filter downstream of the combustion event collects particulates and other combustion 
products. bmnt Hmlm I,amP I&d& 
A near-infrared tungsten/halogen 
radiant heater is used to ignite EWronk I I 
most samples, and is recessed into 
the back wall of the duct to 
I .  
minimize disturbances to the flow, 
as also shown schematically in 
Figure 2. The power to the lamp +-- 
was measured during each test. The 
lamp automatically deactivated at a 
preset time. The emission 
spectrum of the lamp was measured 
from 2 to 20 pm using a FTIR. 
A sample card is shown in Figure Figure 2 Schematic cross section view of hardware 
3. A 10cmx8.7cmsheetof 1 
Whatman 44' ashless filter paper was 
used as the sample. The center part of 
the sheet over the irradiated area was 
blackened to increase absorption of the 
incident beam fiom the lamp. The 
absorptivity of the blackened paper 
was measured by the NIST 
radiometric group between 1 and 20 
pm. The samples were ignited at a 
central location either by the focused 
beam from the lamp (three- 
dimensional configuration) or along a 
line by a heated wire to observe planar 
flame growth (two-dimensional i 
configuration). A few samples were Figure 3 Sample card with 1 cm by 1 cm grid doped with a smolder promoting 
agent, potassium acetate, to study smolder propagation from a central ignition point. Six 0.05 
mm diameter type K thermocouples and an ignitor wire (30 gauge Kanthal wire) were pre- 
installed across the sample on each sample holder. Four thermocouples were installed in the 
sample at the center, 2 cm and 4 cm downstream from the center and at 2 cm upstream. Two 
thermocouples were installed at 2 mm above the sample surface at 2 cm upstream and also 
downstream locations from the center. The thermocouple data were recorded along with radiant 
'Certain company products are mentioned in the text in order to specifl adequately the 
experimental procedure and equipment used. In no cases does such identification imply 
recommendation or endorsement by the National Institute of Standards and Technology and 
NASA, nor does it imply that the products are necessarily the best available for the purpose. 
heater power, ignitor power, and flow velocity. 
Color video pictures were taken in the direction normal to the sample surface to view changes in 
the flame shape and char pattern. Red diodes were used to illuminate the sample surface. Still 
color photographs were taken at an oblique angle to the sample by a motor-driven 35 mrn 
camera. The flaming tests require the use of a blue transmittinglred blocking top window to 
observe the dim flame through the near-IR lamp light being scattered by the smoke, in addition 
to the red LED light being scattered. A window transmissive throughout the visible was used to 
image the smoke patterns for the smoldering tests. 
The test matrix is given in Table 1. The first fifteen tests were instrumented with 
thermocouples; the last ten were assembled in orbit without thermocouples using the spare 
sample materials flown. 
3. Test Results and Discussion 
3.1 Ignition 
Ignition was achieved in almost all tests using either a heated wire or a lamp. Since radiative 
ignition was not achieved with the same system in normal gravity, it was initially planned that a 
heated wire above the irradiated sample surface would be used as a pilot during the lamp 
irradiation if ignition was not achieved in the first radiative ignition test without the heated wire. 
Surprisingly, however, ignition was achieved without using a heated wire in the first test, and all 
tests in the three-dimensional configuration were ignited by the lamp alone. It appears that in 
normal gravity, hot combustible degradation products were cooled and swept away from the hot 
irradiated surface due to buoyancy-induced flow and non-piloted ignition was thus difficult to 
achieve in normal gravity. In microgravity, however, the hot combustible degradation products 
tended to stay near the irradiated surface (expansion and diffusion are the only mechanisms 
which cool and slowly move the products away from the irradiated area) and non-piloted ignition 
(self-induced pilot from the hot irradiated surface) tended to occur compared to the case in 
normal gravity. Radiative ignition by the lamp was quite reproducible and preliminary results 
show that the ignition delay time ( a little over 4 s after the ignition switch was turned on) was 
nearly constant in the range of flow velocities used in this study. This ignition delay time 
included about 2.2 s from power on to a point where the output of the lamp reached the 
designated flux. Ignition by a heated wire was less reproducible than that by the lamp due to 
changes in wire contact with the sample caused by the expansion of the wire after it heated. 
Ignition tended to occur at one face of the sample surface at first followed by the second ignition 
on the other face of the sample surface. 
3.2 Transition and Growth of Flame and Char Pattern 
3.2.a Two-dimensional Configuration 
Four tests were conducted at the external flow velocities of 0,2, and 5 cmls. The behavior of the 
flame from the side view parallel to the paper sample is shown in Figs 4 for the three different 
Figure 4a: quiescent ignition Figure 4b: quiescent transition Figure 4c: quiescent extinction 
Figure 4d: 2 c d s  ignition Figure 4e: 2 c d s  transition Figure 4f: 2 c d s  flame spread 
-- ---- 
Figure 4g: 5 c d s  ignition Figure 4h: 5 c d s  transition Figure 4i: Gm/s Dame spread 
Figure 4 Rarne spread at three different flow velocities in two-dimensional configuration (Flow from right) 
flow velocities at three different stages: ignition, transition to flame spread, and fully developed 
flame spread. At ignition, Figs. 4a, 4d, and 4g, a blue flame appeared only over one face of the 
sample surface due to the contact condition of the expanded heated wire with the sample as 
discussed above. In the quiescent condition, Fig. 4a, an orange glow appeared over the other 
face of the sample surface. This glow was caused by the scattered light from the glowing heated 
wire by degradation products from the paper sample; it was not flame. This glow died and only 
the bottom side of the flame persisted, as shown in Fig. 4b. Nevertheless, a much fainter 
scattered vapor cloud can still be seen in this figure. At the later stage , Fig. 4c, the bottom flame 
disappeared leaving a faint vapor cloud similar to the that over the other face of the sample 
surface; the transition from ignition to flame spread did not occur. These clouds indicate that 
there might be enough combustible degradation products in the gas phase close to the heated 
wire to ignite but it appears that oxygen supply was not sufficient to yield ignition. At 2 c d s  
and 5 c d s ,  flames appeared on both sides of the sample surface and the flames continued to 
spread upstream to the end of the sample. This observation suggests that flames over both sides 
of the sample surfaces might be needed for the transition to flame spread and the supply of 
oxygen appears to be the rate-controlling process to transition to flame spread. The observed 
upstream flame spread has been predicted in our theoretical calculation [I4]  and the overall shape 
of the spreading flame calculated in this reference is very similar to that seen in these figures. 
The flame became longer with an increase in the external flow velocity and the color of the 
flames remained blue in the range of the flow velocities used in this study. 
Selected video pictures normal to the sample surface in the two-dimensional configuration are 
shown in Figs. 5. Since the blue color of the flames was faint, only the growth pattern of the 
char layers (faint dark color) can be seen in these figures. Careful observation reveals that a 
spreading blue flame front was several millimeters ahead of the char front. This is also 
confirmed by an earlier temperature increase 2 rnm above the sample surface than the 
temperature increase in the sample at a location 2 cm upstream from the center of the irradiated 
area, as shown in Fig.6. The figure shows a rapid sample temperature increase at the center of 
the irradiated area up to about 450 "C; it stayed at this temperature even when the lamp was 
turned off at about 6 s. After about 8 s, this temperature started to increase gradually up to 
almost 700 "C, presumably due to glowing (smoldering) of the char. The increase in sample 
temperature at two downstream locations (2 cm and 4 cm from the irradiated center) occured at 
earlier time than that at 2 cm in the upstream but its rate of increase in the downstream location 
was much less than that in the upstream location. This indicates that hot combustion products 
were swept downstream shortly after the onset of ignition but the sample temperature at the 2 cm 
downstream location was not high enough, only up to about 200 "C till 10 s and later up to about 
250 "C, to generate char. Even the gas phase temperature at 2 rnm from the surface at the 2 cm 
downstream location went up to only about 400 "C compared to above 800 "C at the 2 cm 
upstream location. At the 4 cm downstream location, the sample temperature increases up to 
only about 150 "C. It is expected that at least 300 "C is needed to form char for this sample [I5]. 
Therefore, the char layer growth was observed only in the upstream side at 2 and 5 c d s  flow 
velocities. With the measured sample temperature history during the approaching flame front 
(fitting with a linear temperature increase with time), the net energy feedback rate (total feedback 
rate minus radiative/convective losses from the sample surface) from the upstream spreading 
flame fiont to the sample at the 2 cm upstream position and also those from hot combustion 
Figure 5d: 2 c d s  after ignition Figure 5e: 2 cmls s ~ r e a d  Figure Sf: 2 c d s  fullv snread 
Figure 5g: 5 c d s  after ignition Figure 5h: 5 c d s  spread Figure 5i: 5 c d s  nearly fully spread 
Figure 5 Char growth patterns at three different flow velocities in two-dimensional configuration (How from right). 
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surface. 
Since the flame was faint and hard to see clearly in the recorded videos, the growth of the char 
patterns shown in Figs. 5 was used to calculate char spread rate. As the distance between the 
spreading char front and traveling flame front appeared to be nearly constant, it was assumed that 
the char spread rate was the same as flame spread rate. The position of the char fiont spreading 
toward upstream was measured at different times for the external flow velocities of 2 c d s  and 5 
c d s ;  the results are plotted in Fig.7. As shown in this figure and discussed above, the flame 
hardly spread when only one side of the sample was ignited. After the second ignition at the side 
opposite fiom the first ignition, the flames started to spread. At 2 c d s ,  it appears that char 
spread at an apparently steady rate shortly after the second ignition but at 5 c d s ,  initially char 
spread slowly and then reached the apparently steady rate. Both apparently steady char spread 
rates are about the same; they were 0.1 1 * 0.01 c d s .  Since the char spread rate for the case of 5 
cmls appears to increase with an increase in distance fiom the ignited area, as shown in Fig.7, 
some caution is needed for the spread value at an external flow velocity of 5 c d s .  
3.2 b Three-dimensional Configuration 
Although flaming ignition was observed in the quiescent condition, transition to flame spread did 
not occur. However, that transition did occur at external flow velocities of 0.5 c d s ,  1 c d s ,  2 
cmls, 3.5 c d s ,  5 c d s  and 6.5 c d s .  The growth patterns of flame for the 0.5 c d s ,  2 cmls, and 
6.5 c d s  cases are shown in Figs. 8. These pictures were taken by a 35 mrn camera looking 
downward at an oblique angle. The color of the flames was blue during the experiments, similar 
to the above cases for the two-dimensional configuration. At 0.5 c d s ,  a small flame spread only 
upstream maintaining the initial flame shape fiom shortly after ignition. The flame never grew 
laterally from the initial width and this is also clearly seen in the growth pattern of char in Figs. 
9a-c. However, the flame and char growth patterns did grow laterally outward with an increase 
in the external velocity, as shown in Figs. 8 and 9. At 2 c d s ,  the flame had a crescent shape and 
the char growth pattern was initially an elongated circle pointing upstream; at later times, it 
became fan-shaped. At 6.5 c d s ,  the shape of the flame became like a horseshoe with the tails 
of the horseshoe flame extending downstream. The char pattern became an elongated circle in 
the upstream direction with a relatively flat downstream side. A similar shape was also observed 
in 35% and 50% oxygen concentrations at 5 c d s  external flow velocity [I6], although the color of 
these flames was orange. Our theoretical calculations predicted a similar shape of flame at 5 
c d s  [I6]. A major difference in flame shape between air in this study and 50% oxygen 
concentration is that a spreading spherical flame was observed in a quiescent condition in 50% 
oxygen concentration compared with no transition to flame spread in the air case. Therefore, at 
low external velocities, the char patterns were more or less spherical in 50% oxygen 
concentration instead of the narrow strip char pattern observed in the air case. The observed 
trend of opening the angle of the char pattern in the upstream direction with an increase in 
external flow velocity of air in microgravity is quite different fiom the narrowing angle trend of 
the down stream flame with an increase in external flow velocity in normal gravity. However, it 
is expected that further increase in external velocity in microgravity would eventually reduce 
upstream flame spread rate and be sufficient to promote downstream flame spread. Thus, this 
observed trend of the char pattern is unique and should occur only at low external flow velocities 
and low oxygen concentrations, such as in air, in microgravity. 
The sample temperatures were measured along the center line at four locations; one was at the 
center of the irradiated area, one was at the 2 cm upstream location, and two were at 2 cm and 4 
cm downstream locations. The gas-phase temperatures were measured 2 mm above the sample 
surface at the 2 cm downstream location and at the 2 cm upstream location. The results for an 
Figure 8g: 6.5 c d s  after ignition Figure 8h: 6.5 c d s  spread Figure 8i: 6.5 c d s  full spread 
Figure 8 Hame spread patterns at three different flow velocities in three-dimensional configuration (Flow from right) 
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Figure 9 Char growth Patterns in the thfee-dimensional configuration (How from right) 
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Fig. 10 Temperature histories in three-dimensional configuration, 5 c d s .  
external flow velocity of 5 c d s  are shown in Fig. 10. Time zero was defined as the moment 
when the power to the lamp was turned on. The delay of temperature increase at the center of the 
irradiated area was due to the lamp's heat-up time, as discussed above. Unfortunately, the LED 
display for the center thermocouple was obscured by the reflection of the lamp light and its 
output could net be read shortly after ignition until the lamp was turned off. A high center 
temperature indicates that there might be some additional increase in the thermocouple 
temperature due to the absorption of external radiation from the lamp by the thermocouple bead. 
Ignition can be recognized as the sudden jumps in the two gas phase temperatures at the locations 
2 cm from the center of the irradiated area. The downstream gas phase temperature continued to 
increase after the ignition due to the flow of hot combustion products but the upstream gas phase 
temperature dropped rapidly. However, the downstream gas phase temperature went up only to 
about 500 "C which is much lower than a realistic flame temperature. The behavior of the 
upstream gas phase temperature indicates that a sudden expansion of flame at ignition 
momentarily reached to this location but the gas there contracted and the external flow quickly 
cooled down the local gas temperature. The downstream sample temperatures at the 2 cm and 4 
cm locations increased earlier than that at the 2 cm upstream location due to the convecting 
heating from the hot combustion products flow. However, the downstream sample temperature 
increased up to only about 350 "C at 2 cm and to about 220 "C at 4 cm. The upstream 
temperature at 2 cm increased rapidly to about 430 "C and further increase appears to be caused 
by movement of the thermocouple bead into the gas phase. The first peak of the downstream gas 
phase temperature 2 mrn above the sample surface at 2 cm was due to the traveling flame front 
and the second peak was due to the approach of the tail end of the flame. The net energy 
feedback rate from the traveling downstream flame to the sample surface was calculated with the 
temperature plot at 2 cm upstream location using the same assumptions described in the two- 
dimensional configuration. The value is 4.1 W/cm2 & 10% for each face of the sample surface 
(two flames along the two faces of the sample); this is about 25% higher than that in the two- 
dimensional configuration discussed above. The net energy feedback rates at the two 
downstream locations are 1.6 W/cm2 * 10% and 0.5 W/cm2 k 10%. These values are also 
significantly larger than those in the two-dimensional configuration: about 30% and loo%, 
respectively. 
The histories of the char front spreading upstream along the centerline are plotted in Fig. 1 1 using 
the results shown in Fig.9 to determine the relationship between the location of the char front and 
ti[:-)? f t ~ ~ i - 1 1  f i rs t  q I ( ~ w  - o f  lamp,  s 
Fig. 1 1 Upstream char-front location histories in three-dimensional configuration. 
time after the initial glow of the ignitor wire. Although the shape of the flame and the curvature 
of the flame front changed with time, the relationships can be reasonably well fitted by linear 
equations except when the char front came close to the sample edge. Thus, apparent steady- 
state-like char front spread rates along the centerline are obtained for each external flow velocity. 
These apparent steady-state char spread rates are plotted against the external flow velocity in the 
two- and three-dimensional configurations. The results are shown in Fig. 12. Some caution is 
needed in comparing the results between the two-dimensional configuration and the three- 
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Fig. 12 Char upstream spread rate versus external flow velocity. 
dimensional configuration due to the transient nature of the three-dimensional flame and the fact 
that there is only one data point at 5 c d s  in the two-dimensional configuration. However, it is 
interesting to note that in the three-dimensional configuration the char spread rate continues to 
increase with an increase in external velocity and it appears that the maximum spread rate might 
not have been reached. On the other hand, it appears that the maximum flame might already be 
reached in the two-dimensional configuration. (The existence of a maximum flame spread with 
respect to external flow velocity was first demonstrated by Olson. [I7 I) Since only four 
experiments were conducted in the two-dimensional configuration and also since there is some 
unsteady nature of the char spread rate for the case of 5 cm/s, further experiments are needed to 
determine the relationship between the spread rate and external flow velocity. If this trend is 
true, the above discussed higher net energy feedback rate fiom the flame to the sample surface in 
the three-dimensional configuration indicates that the three-dimensional flame front might be 
more intense due possibly to a larger oxygen supply at the curved flame front. In the regime 
where oxygen supply is a critical rate-controlling process, a curved flame front has a larger area 
for incoming oxygen to reach. A similar trend of a higher maximum flame spread rate in the 
three-dimensional configuration versus that in the two-dimensional configuration was also 
observed in 35% and 50% oxygen concentrations in our drop tower experiments. However, if our 
explanation is correct, the flame spread rate in the three-dimensional configuration should 
decrease as the curvature of the flame decreases with an increase in the distance fiom the ignition 
area. Although a slow down of spread rate beyond 4 cm from the center is observed, as shown in 
Fig. 1 1, it is not clear that this was caused by a more planar flame front or by the flame front 
moving at a higher flow velocity when the flame got close to the leading edge of the boundary 
layer. In order to confirm this trend further, we need to conduct more tests in the two- 
dimensional configuration, with larger size samples in the three-dimensional configuration, and 
also at higher external flows. 
3 . 2 ~  Flame spread along the open edges of samples 
The flame spread behavior along the open edges of the paper sample was studied using a narrow 
sample, 4 cm in width, in the same sample holder. Ignition was achieved by the lamp 
illuminating the center of the sample; initially, the flame spread radially upstream. This behavior 
is shown in Figs. 13. Once the flame reached the open edges of the sample, the flames at each 
edge spread much more rapidly than the flame along the center line, as shown in Figs. 13b, 13c, 
13e, and 13f. At the open edges of the sample, oxygen supply to the flame (almost 360") and 
energy feedback from the flame to the sample (from three sides) are much larger than that for the 
flame along the center of the sample (about 180" for oxygen supply and only two sides for 
energy feedback). However, under an external flow velocity of 2 c d s ,  it appears that oxygen 
concentration along the downstream edges was not sufficient due to dilution from the 
combustion products of upstream flame; flame spread along only the upstream edges. Above an 
external flow velocity of 3.5 cm/s, oxygen supply to the downstream edges was sufficient and 
flames spread downstream as well as upstream along the open edges of the sample as shown in 
Figs. 13e and 13f. 
3.3 Smoldering 
In RITSI, four smoldering experiments were conducted with ignition initiated at the center of the 
sample by the lamp. The sample was doped with potassium ions to enhance char formation and 
char oxidation (4.2 weight % +5% in spatial non-uniformity). Although a ring-shaped 
smoldering front was initially observed in normal gravity (the-ring shaped front gradually 
deformed due to induced buoyant flow from the hot smoldering surface), unexpected, very 
complex finger-shaped char patterns with localized smoldering fronts at the finger tips were 
observed in microgravity; such patterns are seen in Figs. 14. In these pictures, the white spots are 
the localized smoldering fronts. The direction of growth of the char pattern was mainly upstream; 
higher external flow velocity tends to increase the number of localized smoldering fronts, the 
number of fingers, and also the frequency of bifurcations from each finger. At present it is not 
clear what caused this complex pattern. One possible explanation is that there is some 
non-uniformity in sample thickness and the concentration of potassium ions (doped to the sample 
to enhance smoldering) in the filter paper. Since potassium ions were heavily doped into the 
samples (more than needed to make sure that smoldering rate does not depend on the ion 
concentration), we believe that this phenomenon was not caused by a non-uniformity (.t 5%) in 
ion concentration in the sample. Since smoldering induces roughly 20 cm/s buoyancy induced 
flow in normal gravity, it might be that any non-uniformity of the sample tends to be suppressed 
in normal gravity. In microgravity, however, it appears that a flow velocity up to 6.5 c d s  does 
not suppress it. Another possible explanation is that this is a unique instability phenomenon 
which could occur only at low flow velocities below the buoyancy induced flow velocity such as 
is the case under microgravity conditions. 
Figure 13 Flame spread patterns along open edges (Ignition was initiated at the center, Flow from right). 
Figure 14a: 0.5 c d s  flow test, just after Figure 14b: 0.5 c d s  flow test, later in the 
Figure 14c: 2 cm/s flow test, iust after Figure 14d: 2 c d s  flow test, later in the 
Figure 14e: 6.5 cm/s flow test, just after Figure 6: 6.5 cmls flow test, later in the 
ignition burn 
Figure 14 Smoldering char growth patterns at different flow velocities. (How from right) 
Non-piloted ignition by external thermal radiation of a cellulosic paper tends to occur more 
easily in microgravity than in normal gravity. Downstream flame spread was never observed in 
the two-dimensional configuration exposed to external flow velocity of up to 5 c d s ,  when 
ignition was initiated locally in the middle part of a thin paper. This was presumably due to lack 
of oxygen due to the dilution of combustion products from the upstream flame (oxygen shadow 
effect). In the three-dimensional configuration, when ignition was initiated locally in a small 
circle in the center of the sample, flame spread was again mainly upstream. At the lowest flow 
(0.5 c d s )  for sustained spread, the flame remained a very small hemisphere that propagated 
directly upstream without any lateral spread. At 1 c d s ,  the flame fanned out slightly as it 
propagated upstream. The fan angle increased with flow velocity. At 6.5 c d s ,  the flame became 
horseshoe- shaped. It appears that the three-dimensional flame front (i.e., curved flame front) 
might be more intense than that in the two-dimensional flame front (planar flame) due to larger 
oxygen supply to the curved flame fiont. The peak upstream flame spread rate in the two- 
dimensional configuration tends to occur at lower external flow velocity than that in the three- 
dimensional configuration. The shape of the upstream flame front might have important effects 
on the strength of the flame front and upstream flame spread rate. 
Flame spread much faster along open edges of a thin paper sample than along the sample surface. 
At the external flow velocity of 2 cm/s, flame spread along open edges only upstream while, 
above 3.5 cmls, flame spread along open edges downstream as well as upstream. 
An unexpected, complex surface smoldering char growth pattern was observed when localized 
smoldering was initiated at the center of the sample by a lamp. Instead of a ring-like smoldering 
front as is observed in normal gravity, finger-shaped char growth pattern with several localized 
smoldering fronts was observed. Generally, the char growth pattern was mainly upstream. The 
number of localized smoldering fronts, the number of fingers, and the frequency of bifurcations 
of the finger increased with an increase in external flow velocity. At present, it is not clear what 
causes this complex char growth pattern. 
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Lamp 
Lamp 
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Lamp 
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Lamp 
Lamp 
Lamp 
Lamp 
Lamp 
Lamp 
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Even though combustion is commonly thought of as a process that consumes solid and liquid fbels via 
a gas phase flame, combustion of most materials produces a variety of condensed phase (solid and 
liquid) products. The structure and composition of these products are functions of the materials being 
burned and the details (environment, size, intensity) of the combustion process itself These 
condensed products comprise "smoke" and can be divided into a few general groups: 1. droplets or 
particles of the original polymer or its monomer, 2. Incompletely oxidized pyrolysis (thermal 
decomposition) products of the fuel, 3. inorganic compounds (e.g. metal oxides and ash fiom fossil 
fuels) and 4. hydrocarbon soot (the major constituent of soot is carbon). Particulate fiom the first 2 
groups can be either liquid or solid at room temperature, depending upon the composition. 
The motivation for the CSD experiment lies in the broad practical importance of understanding 
combustion generated particulate. Depending upon the circumstances, particulate matter can affect 
the durability and performance of combustion equipment, can be a pollutant, can be used to detect 
fires and, in the form of soot, can be the dominant source of radiant energy fiom flames. Bright sooty 
fires are desirable for efficient energy extraction in fiunaces and power equipment. In contrast, soot- 
enhanced radiation is undesirable in many propulsion systems (e.g. jet engines). The non-buoyant 
structure of most flames of practical interest (turbulent) makes understanding of soot processes in low 
gravity flames important to our ability to predict fire behavior on earth. These studies also have direct 
applications to fire safety in human-crew spacecraft, since smoke is the indicator used for automated 
detection in current spacecraft [3,4]. 
In addition, recent tests conducted on MIR [I] showed that a candle in a truly quiescent spacecraft 
environment can burn for tens of minutes. Consequently, this test and many earlier tests have 
demonstrated that fires in spacecraft can be considered a credible risk [2,3,4]. In anticipation of this 
risk, NASA has included fire detectors on Skylab, smoke detectors on the Space Shuttle (ST§), and 
smoke detectors in the design for the International Space Station (ISS). In the Comparative Soot 
Diagnostics (CSD) experiment, these smoke detectors were tested using, quasi-steady, low-gravity, 
particulate generating materials. Samples of the particulate were also obtained fiom these low-gravity 
sources. This experiment provides the first such measurements aimed toward understanding of soot 
processes here on earth and for the testing and design of advanced spacecraft smoke detection 
systems. 
This paper describes the operation and preliminary results of the CSD, a project conceived and 
developed at NASA Lewis Research Center. The CSD flight experiment was conducted in the 
Middeck Glovebox Facility (MGBX) on USMP-3. The project is supported by NASA Headquarters 
Microgravity Science and Applications Division and Code Q. 
In the earliest missions (Mercury, Gemini and Apollo), the crew quarters were so cramped that it was 
considered reasonable that the astronauts would rapidly detect any fire. The Skylab module, however, 
included approximately 20 W-sensing fire detectors. The Space Shuttle has 9 particle-ionization 
smoke detectors in the mid-deck and flight deck and Spacelab has six additional particle-ionization 
smoke detectors. The designated detectors for the ISS are laser-diode, forward-scattering, smoke or 
particulate detectors. Current plans for the ISS call for two detectors in the open area of the module, 
and detectors in racks that have both cooling air flow and electrical power. Due to the complete 
absence of data concerning the nature of particulate and radiant emission fiom incipient and fully 
developed low-g fires, all three of these detector systems were designed based upon 1-g test data and 
experience. As planned mission durations and complexity increase and the volume of spacecraft 
increases, the need for and importance of effective, crew-independent, fire detection grows 
significantly. To provide this level of protection, more knowledge is needed concerning low-gravity 
fire phenomena and, in particular, how they might be detected and suppressed. 
The objectives of CSD are to examine the particulate emission fiom a variety of pyrolyzing and 
combusting sources and to quantify the performance of several particulate-sensing diagnostic 
techniques. Prior to CSD, no combustion-generated particulate samples had been collected, near the 
flame zone, for well-developed microgravity flames. All of the extant data either came fiom drop 
tower tests and therefore only corresponded to the early stages of a fire or fiom the exit plenum in a 
Glovebox test in which case the sample was a time integral of the entire burn period. The fuel sources 
in the drop tower tests were restricted to l d a r  gas-jet diffusion flames and very rapidly overheated 
wire insulation [5, 61. The gas-jet tests indicated, through thermophoretic sampling, [5] that soot 
primaries and aggregates (groups of primary particles) in low-gravity may be significantly larger than 
those in normal gravity (1-g). This raises new scientific questions about soot processes as well as 
practical issues for particulate size sensitivity and detectionlalann threshold levels used in on-orbit 
smoke detectors. Furthermore, it is has been suggested, but not shown, that the aggregates of 
individual particles may grow to very large sizes in a microgravity fire of longer duration than 
available on the ground. Preliminary tests in the 2.2 second drop tower suggest that particulate 
generated by overheated wire insulation may be larger in low-g than in 1-g [6]. Transmission Electron 
Microscope (TEM) grids downstream of the fire region in the Wire Insulation Flammability 
experiment [7] as well as visual observation of long string-like aggregates, W e r  confirm this 
suggestion. The combined impact of these limited results and theoretical predictions is that, as 
opposed to extrapolation fiom 1-g data, direct knowledge of low-g combustion particulate is needed 
for more confident design of smoke detectors for spacecraft. 
This paper presents the results of the microgravity portion of the CSD experiment. The results include 
the temporal response of the detectors and average sizes of the primary and aggregate particles 
captured on the the11nophoretic probes. Complete assessment of the microgravity data and its 
combination with the normal-gravity data are still in process and will be reported later. 
Work 
Although optical detectors (responding to a fire's radiant emission rather than the presence of 
particulate) were used in the Skylab module and were considered for use on ISS, their implementation 
has been hampered by the facts that they require a line-of-sight to the area to be monitored and the 
lack of knowledge of radiant signatures for low-g fires. Consequently, smoke detection has been 
favored for newer spacecraft applications. As noted above low-g smoke detection has several 
challenges that make direct application of 1-g technology inappropriate. These issues include: dust 
discrimination, sampling in the absence of buoyant flows, lack of a knowledge base of low-g 
particulate size distributions, and lack of knowledge of appropriate alarm levels. Different portions of 
spacecraft raise unique design problems. Inside equipment racks, a more probable location for fires 
given the presence of power and heat-producing devices, fiee volume is limited and air flow paths 
may be tortuous, avionics air flow however is often present (serving both as an oxidant source and 
smoke gathering mechanism). Outside the racks, in the crew space, free volume is much less limited 
and potential ignition sources are less common but potential fuel is more abundant (e.g. paper, 
clothing, and trash materials). In addition, air residence times (and therefore detection times) in the 
inhabited space are long (tens of minutes in some portions of the shuttles). Future operation plans for 
the ISS suggest that modules will have electrical systems turned on but no human occupants present. 
In situations such as this, adequate firelsmoke detection systems for both the racks and the crew space 
are needed. 
Well-established normal-gravity fires emit small particulate of the size range to which ionization 
detectors are more sensitive than optical detectors [S]. Less well-established or smoldering fires will 
produce larger particulate, owing to the large amount of condensed, unoxidized fuel pyrolysis 
products and the incomplete soot oxidation. For this type of fire, light scattering/obscuration detectors 
are more appropriate. However, for materials heated slowly as in the very early stages of some fires, 
Figure 1. Photograph of the detector used in the Orbiter (STS) fleet and on 
SpaceLab. The air enters fiom the right and is exhausted out the port under the 
small plate on the top left. 
the particulate can be very small, and therefore more easily sensed by ionization detectors 191. This 
analysis was used by Brunswick Defense in their decision to pursue an ionization detector (Fig. 1) for 
the STS. The design consists of a dual-chamber ionization detector that is in the flow path created by 
a vane pump. This vane pump provides some active sampling capability and also the flow for an 
inertial separation system which is designed to make the detector insensitive to particulate larger than 
1 to 2 microns, depending upon the particle mass.. These advantages are offset by a fairly large power 
consumption (9 Watts), fan noise, and limited life due to the moving parts. The detector produces a 
discrete alarm signal and two analog signals related to the detected smoke density. For the tests 
reported here, the analog voltage was measured. This voltage has a baseline of 11.4 for the detector 
used here and decreases in the presence of smoke. The alarm value is set at the factory using a fixed 
offset fiom the internal detector baseline and consequently the analog output voltage at alarm is 
different for each detector. The analog voltage at alarm for the detector used in this work was 10.6 
volts. 
The design developed for the ISS by Allied Signal (Fig 2) consists of a 2 pass laser diode obscuration 
system that also has a photo-diode positioned to sense forward scattered light (30 degrees) on the 
return path. The system is designed to alarm based on the magnitude of the scattered light signal. 
Dust discrimination is based on frequency analysis of the scattered light signal. The system is less 
sensitive to particles smaller than the wavelength of the laser (near IR) than it is to larger particles. The 
minimum reported sensitivity is 0.3 microns [lo]. It draws relatively little power (1.5 W) and it has a 
long operational life. The current planned alarm value is 2 volts or 1% obscuration per foot. 
The performance of these two detectors has been compared in normal gravity [lo, 111. Consistent 
with expectations, for cases where large particles were expected (punk smoke) the initial response of 
Figure 2. Photograph of an engineering model of the IS§ smoke detector. The lasers and other 
electronics are in the black enclosure below and the laser beam passes through the space enclosed by 
the framework on the top, reflecting off of turning mirrors at the top. 
both detectors was about the same but the ISS detector reached the alarm threshold more rapidly. For 
sources of smaller particle-size smoke (over heated wire) the STS detector was quicker both in initial 
response and in time to alarm. The implementation (alarm threshold selection) of both of these 
systems in microgravity is hampered by the lack of knowledge of their performance against low- 
gravity combustion generated particulate. 
Objectives 
The objectives of CSD are to examine the particulate formation fkom a variety of particulate- 
generating sources and to quantify the performance of several particulate-sensing diagnostic 
techniques. The sources include: a candle tested at three coflow air velocities and four overheated 
materials (paper, silicone rubber, and teflon and kapton coated wires) each tested at three heating rates. 
The paper, silicone rubber and wire insulations are materials found in spacecraft crew cabins and 
candles produce hydrocarbon soot typical of many practical 1-g flames. 
Four diagnostic techniques were employed: thermophoretic sampling to provide samples of the 
particulate for size analysis, laser-light extinction measurements near the source to provide total 
smoke production data, and laser light scattering and ionization detector measurements to provide 
data concerning the performance of the detectors for these particulate sources. 
Hardware Descri~tion 
The CSD experimental hardware consists of two modules named the Near-Field Module and Far- 
CSD *stem Schematic 
Figure 3. Schematic showing installation of the CSD Near Field Module inside the Glovebox 
and Far Field Module outside of the Glovebox. 
Field Box as shown in the figure 3.The Near-Field Module is installed inside the Glovebox and 
contains the sample and the near field diagnostics. The Far-Field Box is external to the Glovebox and 
contains two spacecraft smoke detectors. Products fiom the near field tests are transported to the Far- 
Field Box and subsequently back into the Glovebox via teflon hoses which enter the Glovebox 
through ports in the airlock door. All of the combustion products are contained in either the 
Glovebox or the Far Field Box; by the time the experiment is completed, all of the products are 
returned to the Glovebox. 
A photograph of the Near-Field Module is shown in figure 4. It consists of a small test chamber fitted 
with a sample carrier that holds the sample being tested. A small fan blows air h m  the glovebox 
into the right side of the chamber past the sample and out the left side where it enters the hose to the 
Far-Field Module. The sample is ignited or overheated by a resistively heated KhnM wire. The 
Figure 4. Photograph of the Near Field Module. The soot sampler assembly (probes 
extended) is on the left, and is installed in the hole in the center of the near field Module. A 
sample card with a candle installed is on the right. 
smoke particulate is sampled by a rake of thermophoretic probes and smoke production is detected 
by a laser light extinction system. 
The Far Field Box (Fig. 5) contains a duct and a fan to transport the smoke fiom the Near Field 
Module to two spacecraft smoke detectors, one matching the STS detector (Fig. 1) andl the other (Fig. 
2) is identical to the ISS detector with the exception that its signal is amplified by a factor of 6.6 over 
the ISS standard. This amplification was added because the engineering model of the ISS detector that 
was used for developing the test ma& displayed very low signal levels. Since the tests were 
intended more as a test of each technology rather than specific designs or alarm levels, the signal was 
amplified in the model used in the flight tests. Post flight calibration of both units by Allied Signal 
revealed that the engineering model was operating below specification by a factor of 5, voiding the 
reason for the amplification. However, despite the amplification, sufficient dynamic range exists on 
the measurement that it is possible to predict when an unarnplified unit would show significant 
detection. The analog signals fiom the various instruments are displayed by digital readouts on the 
Far Field Box where they are recorded by a video camera for later transcription. 
Procedure Opera~onal Secauence 
The crew installed the near field hardware in the Glovebox, attached the Far Field Box to the 
Glovebox, and positioned the video cameras. The operator then ran the self diagnostic procedures on 
the two smoke detectors and activated the video cameras, turned on the ignitor for a predefined period 
of time (15 to 60 seconds), and initiated the thennophoretic soot samplers to sample the smoke. The 
actual duration of each combustion event was typically 2 minutes. After the experiment, the operator 
stowed and reloaded the soot samplers, the test sample, and the filters at the end of the return line fiom 
the Far Field Box. At this point the operator either stowed the modules or initiated another run. The 
tests ran very efficiently and after the first two sessions, typically ran ahead of schedule. The sessions 
consisted of 2 to 7 runs each. The majority of the tests were run with predefined igniter power levels , 
however, to examine the response threshold, some of the tests in the final session were conducted 
repeatedly on the same samples at small increases of power level for each retest. 
Figure 5: Photograph of the inside of the Far Field Box. The STS detector is the aluminum 
module in the center of the duct and the ISS detector is the black module on the right. 
Data Reduction 
After flight, the particulate collected on the thermophoretic probes were analyzed using a 
Transmission Electron microscope (TERI) to determine primary and aggregate particle dimensions. 
The remains of the samples were weighed to determine their mass loss. The digital data was 
transcribed fiom the video record and analyzed to determine the response of the detectors. Once the 
flight mass loss rates were determined, 1-g operation conditions to produce the same loss were 
determined. These conditions are being used to produce a l -g comparison data set. 
Results 
In dl, 25 tests were performed and the data fiom the runs are summarized in table 1, which lists the 
mass loss rate of the sample, the time it took for the signal to reach a value of 20% of the operating 
range of the detector and the time and value of the peak signal for both detectors. Since these tests 
were designed to function as a test of the detection technologies rather than the detectors themselves 
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Figure 6: Traces of smoke detector signals as a function of time for a candle test (#16). 
Initial peak on both detectors is wax vapor released by the ignition process. The units on 
the vertical axis are arbitrary, the smoke detector data have been scaled so their dynamic 
ranges have similar vertical extent. 
(or their alarm setpoints), 20% of the dynamic range was selected to tabulate as a consistent detection 
point for both detection technologies. The selection of the actual alarm level for each detector is more 
Table 1 Detector Signals fkom CSD Flight tests (ISS values are scaled to flight detector sensitivity) 
ISS Detector STS Detector 
Test Point Tieto20% (s) T i e  to Maximum Voltage at % FS at T i e  to20% (s) T i e  to Maximum Voltage at % FS at mass loss rate 
6 )  maximum Maximum 6 )  Maximum Maximum (micro-gmJs) 
10 (Paper) 31 33 
15 (Paper) 20 21 
20 (Paper) - 24 
25e Paper) - 73 
5g Paper) - 71 
- - 43.4 
9.2 91.7 consumed 
11.27 5.8 consumed 
11.34 4.1 multiple tests 
11.37 1.3 multiple tests 
1 (Candle) 61 62 7.2 29.6 - 82 9.65 73.4 consumed 
6 (Candle) - 70 2.3 9.2 - 67 10.55 36.0 consumed 
11 (Candle) 69 69 
16 (Candle) 45 49 
2 (Silicone Rubber) 20 20 
w 7 (Silicone Rubber) 18 19 
N 
4 12 (Silicone Rubber) 21 23 
6.88 28.3 35 75 9.9 9.9 consumed 
7.21 29.2 47 108 9.53 9.5 consumed 
7.22 30.1 - 82 11.14 11.6 107 
7.22 30.1 - 44 1 1.24 7.4 58.7 
7.23 30.1 - 3 1 11.39 1.2 130 
16 17 7.22 30.1 - 39 11.21 8.7 128 17 (Silicone Rubber) 
22(Silicone Rubber) 32 34 
3 (Teflon) 55 62 
8 (Teflon) - 61 
13 (Teflon) 27 27 
18 (Teflon) 3 1 32 7.22 29.6 39 42 10.92 20.3 143 
21 (Teflon) - 78 
23a (Teflon) - 46 
4 (Ka~ton) 14 15 
9 (Kapton) 14 23 
11.29 6.5 47.9 
11.36 2.5 multiple tests 
10.1 54.4 37.5 
10.64 32.5 56.5 
14 (Kapton) 13 14 7.21 29.6 24 33 10.19 50.8 106 
24 (Kapton) - 28 0.88 3.3 - 74 11.09 14.3 4.29 
complex than mere detection as false alarm rejection and other issues must be considered. The bulk of 
the tests were overheated material tests in which the heating level was established to produce a target 
weight loss rate without causing the sample to develop a sustaining combustion reaction. The intent 
of these tests was to produce smoke typical of an incipient fire where much of the material is being 
heated but has not yet ignited. The candle tests and one of the paper tests were combustion tests where 
the samples were ignited so the combustion products could be observed. Figures 6-9 contain the 
signal data fiom two typical candle, one Kapton and one silicone rubber tests respectively. The 
response of the smoke detectors, the ignitor voltage and the signal for the lasers in the near field 
module are plotted with respect to time. As plotted, the data for the ISS detector overstates the 
sensitivity of the flight unit since the unit used here is 6.6 times more sensitive than the flight model. 
These tests were neither designed nor expected to reach specific alarm levels. Instead the tests were 
planned to provide a measure of the relative sensitivity of the two detector types to low gravity smoke 
particulate by providing sufficient particulate to achieve adequate signal levels on the detectors. To 
explore the effect of heating rate on particle size, the different tests with each material were conducted 
at different ignitor power levels. The results of the tests are discussed below by sample type. 
Candle Tests 
In all tests the detector's signals showed an immediate peak that is attributed to the wax vapor released 
by the ignition process. This peak was detected more quickly by the ISS detector. Once the candle 
was ignited, the STS detector showed strong signals for all tests while the ISS detector showed strong 
signals for tests 1 and 16 (e.g. Fig. 6) and very weak signals (if unamplified) for tests 6 and 11 (e.g. 
Fig. 7). The cause of this is still under investigation. 
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Figure 7: Traces of smoke detector signals as a hc t ion  of time for a candle test (#6). Initial peak on 
both detectors is wax vapor released by the ignition process. The units on the vertical axis are 
arbitrary, the smoke detector data have been scaled so their dynamic ranges have similar vertical 
extent. 
Paper Tests: 
Runs 5g, 10 and 25e were pyrolysis runs i.e. they did not produce a flame but instead allowed the 
paper to degrade into pre-combustion or pyrolysis products. Of these, run 10 showed appreciable mass 
loss and was readily detected by the ISS detector while the STS detector produced marginal signal. 
In contrast, 1-g comparison tests show strong signals on both detectors. Runs 5g and 25e were the last 
runs in a series of tests aimed at finding the threshold detection level for the sample. These tests 
showed slightly higher signals for the ISS detector, however, if scaled to real detector performance 
(i.e. unamplified) neither detector showed distinct signal. Test 20 was a flaming test of a small paper 
sample and showed a marginal advantage for the STS detector. Test 15 was intended to be a 
pyrolysis test but self-heating caused the sample to develop a self-sustaining smolder reaction late in 
the test. The ISS detector detected both the pyrolysis and flaming intervals while the STS detector 
only detected the smoldering interval. 
Teflon Wire Tests: 
Both detectors showed strong signals for tests 3, 13, and 18 . On test 8, however, the STS detector 
showed minimal signal and the ISS had a weak signal (unamplified). For Test 21 the STS detector 
showed a weak signal compared to no signal (even amplified) for the ISS detector. Test 23b showed 
no signal for either detector. 
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Figure 8: Traces of smoke detector signals as a function of time for a silicone rubber 
test (#7). The units on the vertical axis are arbitrary, the smoke detector data have been 
scaled so their dynamic ranges have similar vertical extent. 
Silicone Rubber Tests 
For all of the tests with silicone rubber, the ISS detector showed very strong signals while the STS 
detector showed at most a weak signal (Fig. 8). This is contrary to 1-g comparison test results where 
this material also shows a strong signal on the STS detector. 
Kapton Wire Tests 
Both detectors showed strong signals for 4, 9, 14 and 19 with both producing low signals (STS 
slightly higher) for test 24 which was a low mass loss test 
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Figure 9: Traces of smoke detector signals as a function of time for a Kapton test (#14). The 
units on the vertical axis are arbitrary, the smoke detector data have been scaled so their 
dynamic ranges have similar vertical extent. 
TEM Results 
Thennophoretic sampling has been used previously in the drop tower for gas jet diffusion flames and 
for overheated wires [5, 61. The technique takes advantage of the tendency of small particulate to 
move toward and attach to cool objects. For the overheated but not burning materials, a weak thermal 
gradient was expected and consequently the probe was left in place for 45 seconds while in the case of 
the much hotter candle flame the probe was left in for less than a second. When the probes were 
returned to earth, the grids were removed and analyzed in a TEM to determine the primary particle 
and aggregate size distribution. Timing of the deployment of the soot sampler required rapid 
subjective decisions by the crew member. Based upon our video record, they did an excellent job. 
We encountered less stable flow of the smoke plume than we anticipated and had a high rate of loss of 
TEM grids due to failure of the adhesive. Consequently particulate samples were not obtained on all 
tests. 
Figures 10 a-c contain TEM images of typical particulate fiom Teflon, Kapton and Candle tests. The 
three images are at the same magnification and show the significant variation in the particulate 
morphology for the three materials. 
. w e  10: From Lefi to Righ nages of microgravity particulate from overheated Teflon and 
Kapton and Candle soot. 
Table 2 summarizes the results for the tests for which good sampling was achieved. Significantly, 
despite strong smoke levels visible in the video record, no particulate material was found on the TEM 
grids for overheated paper and silicone rubber tests. The suspected cause of this is that the particulate 
for these materials is actually liquid droplets which later evaporate or spread out on the grids' surface, 
rendering them undetectable by the TEM. The primary particle dimensions range fiom 30 to 40 nm 
for soot to 60-100 nm for Kapton and 130 to 200 nm for Teflon. The aggregate soot dimensions 
grow with distance fiom the candle fiom 400 nm at 15 mm fiom the wick to 1200 nm at 35 rnm fiom 
the wick. The Kapton aggregates range from 220 - 250 nm and the Teflon aggregates range fiom 
600- 1100 nm. The dimensions reported in Table 2 are geometric averages (averages based upon a 
log-normal size distribution). The probe centerlines were 10 rnm apart along the flow axis and are 
numbered sequentially beginning with the probe nearest to the sample. Each probe assembly inserted 
the 4 probes simultaneously. The size of the candle aggregates grew with distance fiom the candle, 
reaching 1.2 microns. The rejection criteria for the inertial separation in the STS detector is based 
upon a 1 to 2 micron particle mass. Since the soot fiom these tests was still very successllly 
detected, apparently soot particles of 1.2 microns have not reached the rejection mass level. The 
Teflon and Kapton samples produced large primaries with the largest occurring in Teflon test 13 (1 95 
nm) the resultant aggregates were 1.1 microns. 
Table 2 TEM results 
Test Point 
-- -- Probe Number Primary Diameter (nm) Awepate diameter (nm) 
1 (Candle) 
- 
1 
- 
Discussion 
Data analysis and interpretation are well underway but have not yet been completed. The companion 
1-g test program is also underway but incomplete. However, the smoke produced in the low-g 
silicone rubber and paper tests was thick and clearly visible while in comparablel-g tests, it was only 
marginally visible for the same mass loss rate. This can be explained by the absence of buoyant flows 
which (in 1-g) dramatically accelerate the gas velocities in the vicinity of the source, reducing the 
residence time of the particulate in regions of high concentration. Since particulate sizes for the 
smoke fiom these two materials could not be obtained with TEM analysis, the reasons for the lower 
signal levels fiom the STS detector can only be inferred. It is likely that these droplets had more 
opportunities to coalesce into droplets whose size exceeded the maximum size for which the STS 
detector is sensitive (1 -2 microns). For very low mass loss tests for wire insulation materials, the STS 
detector showed more signal than the ISS model. Once the 1-g comparison tests are complete, further 
analysis of the results will be possible. 
Conclusions 
The CSD experiment successfully produced controlled quantities of smoke particulate fiom a variety 
of sources. The response of the STS and ISS detectors to these smoke sources was measured and 
samples of the smoke particulate were successfully obtained fiom many of the tests. The assembled 
data provide the first examination of the response of spacecraft smoke detectors to microgravity 
smoke particulate. 
The most significant conclusion to be drawn, so far, fiom this work is that sensitivity to the smoke 
fiom an individual material in 1-g does not indicate strong sensitivity to the smoke fiom the same 
material in low-g. Despite the presence of a forced flow (provided by a fan) in the low-g tests the 
absence of buoyant flows apparently changed the particle size distribution. We have not yet 
determined if the change is sufficiently systematic that correlations can be obtained. Both detectors 
showed responsiveness for the majority of materials; the STS detector showed limited sensitivity to 
pyrolyzing materials that produce liquid particulate. The particle dimensions covered a wide range 
fiom 30 to 200 nm for primary particles and fiom 220 to 1200 nm for aggregates. 
The assistance of D. Michael Hoy of NASA JSC in providing samples and in obtaining an Orbiter 
smoke detector is much appreciated. This program received financial support fiom NASA Codes UG 
and Q. The in-kind assistance provided by Boeing, Allied Signal and Brunswick Defense was 
necessary to allow testing of flight smoke detectors. Several students @. Crouch, L.J. Dallaire and C. 
Lundquist )were instrumental in performing the tests needed to develop the flight apparatus and in 
post flight data analysis. The careful execution of these experiments, while on-orbit, by A. Allen and 
F. Chang-Diaz was critical to CSD's success and is much appreciated. Finally, J. Romanin and P. 
Howard were responsible for the bulk of the design, and the assistance of the MGBX team and the 
POCC Cadre were all critical to the success of this experiment. 
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Abstract 
Two accelerometers provided acceleration data during the STS-75 mission in support of the third 
United States Microgravity Payload (USMP-3) experiments. The Orbital Acceleration Research 
Experiment (OARE) and the Space Acceleration Measurement System (SAMS) provided a mea- 
sure of the microgravity environment of the Space Shuttle Columbia. The OARE provided investi- 
gators with quasi-steady acceleration measurements after about a six hour time lag dictated by 
downlink constraints. SAMS data were downlinked in near-real-time and recorded on-board for 
post-mission analysis. These two accelerometer systems are briefly described. 
Using a combination of data analysis techniques, the microgravity environment related to several 
different Orbiter, crew, and experiment operations is presented and interpreted. The microgravity 
environment represented by SAMS and OARE data is comparable to the environments measured 
by these instruments on earlier microgravity science missions. Thruster activity on this mission 
seen in the SAMS data appear to be more frequent than on other microgravity missions with the 
combined firings of the F5L and F5R jets producing significant acceleration transients. Of the 
events studied, the crew activities performed in the middeck and flight deck, SPREE table rota- 
tions, a waste collection system compaction, and a fuel cell purge had negligible effects on the 
microgravity environment of the USMP-3 carriers. The Ku band antenna repositioning activity 
resulted in a brief interruption of the ubiquitous 17 Hz signal in the SAMS data. In addition, the 
auxiliary power unit operations during the Flight Control System checkout appeared to have a 
significant impact on the microgravity environment. 
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1. Introduction 
Microgravity science experiments are conducted on the NASA Space Shuttle Orbiters to take ad- 
vantage of the reduced gravity environment available in low earth orbit. Accelerometer systems are 
flown in conjunction with these experiments to record the microgravity environment to which they 
are subjected. The third United States Microgravity Payload (USMP-3) and the Tethered Satellite 
System (TSS-1R) flew on the Orbiter Columbia on mission STS-75 from 22 February to 9 March 
1996. Two accelerometer systems managed by the NASA Lewis Research Center (LeRC) flew to 
support the USMP-3 experiments: the Orbital Acceleration Research Experiment (OARE) and the 
Space Acceleration Measurement System (SAMS). 
The Principal Investigator Microgravity Services (PIMS) project at NASA LeRC supports princi- 
pal investigators of microgravity experiments as they evaluate the effects of varying acceleration 
levels on their experiments. During the STS-75 mission, PIMS provided real-time displays of the 
SAMS data to the investigator teams, enabling them to make appropriate parameter adjustment 
decisions pertaining to their experiments. PIMS also provided OARE data plots to users as the data 
became available. The data were delayed due to downlink constraints. PIMS performed specific 
processing of archived SAMS and OARE data for USMP-3 and TSS-1R investigators so that they 
could perform in-depth analyses of their experiment results during the mission. 
This report summarizes the rnicrogravity environment of Columbia during the STS-75 mission. 
The following sections gives some details about the accelerometer systems, including the real-time 
data acquisition, processing, and display operations PWIS performed during the mission. Finally, 
the effects of specific mission and payload activities on the microgravity environment are detailed. 
2. Orbital Acceleration Research Experiment 
The OARE measures quasi-steady accelerations from below 1x10-*~ up to 2 . 5 ~ 1 0 - ~ ~ ,  where 
l g = 9 . 8 1 d .  The OARE consists of an electrostatically suspended proof mass sensor, an in-flight 
calibration subsystem, and a microprocessor which is used for in-flight experiment control, pro- 
cessing, and storage of flight data [I-41. The acceleration sensor's output signal is filtered using a 
Bessel filter with a cut off frequency of 1 Hz. The output signal is digitized at 10 samples per 
second and is then processed and digitally filtered with an adaptive trimmean filter prior to elec- 
tronic storage on-board. During STS-75, a system write fault resulted in the corruption of the data 
stored electronically within OARE. The unprocessed data are recorded on the Orbiter payload tape 
recorder. At regular intervals during the STS-75 mission, the unprocessed OARE data were 
downlinked from the Orbiter to the MSFC Payload Operations Control Center (POCC). The POCC 
Data Reduction team transferred files of downlinked data to PIMS computers in the POCC. The 
PIMS computers processed the OARE! data and displayed data for the PIS using the World Wide 
Web and the POCC video matrix. 
The OARE was mounted to the floor of Columbia's cargo bay on a keel bridge, close to the Orbiter 
center of gravity. The approximate location and orientation of the sensors are given in Table 1 and 
Fig. 1. In this report, the OARE data are presented in terms of the Orbiter body coordinate system. 
Fig. 2 indicates the difference between the Orbiter body and structural coordinate systems. The 
subscript b represents the Orbiter body coordinate system. The subscript o is used to indicate the 
Orbiter structural coordinate system. The OARE data sign convention used here is such that when 
there is a forward thrust of the Orbiter, it is reported as a negative Xb acceleration. We refer to this 
convention as being consistent with a frame of reference fixed to the Orbiter. OARE data are 
available from MET 000/00: 10 to 0 15/2 1 :03. 
3. Space Acceleration Measurement Svstem 
The SAMS is used to measure the low-gravity environment of Orbiters in support of microgravity 
science payloads [5-101. STS-75 was the fourteenth SAMS flight on an Orbiter. Two SAMS units 
flew on STS-75. One SAMS unit was located on each MPESS carrier in support of USMP-3 
experiments. The unit designated SAMS-1 (also called Unit F) was located on the forward carrier 
and used two triaxial sensor heads to support the AADSF and MEPHISTO experiments. The sig- 
nals from these two triaxial sensor heads were filtered by low pass filters with cutoff frequencies of 
10 Hz (TSH 1A) and 25 Hz (TSH 1B). These signals were then sampled at 50 and 125 samples per 
second, respectively. TSH 1A data were downlinked in near real-time during the mission and data 
from TSH 1B were recorded onboard using SAMS optical disks. 
The unit designated SAMS-2 (also called Unit G) was located on the aft carrier and used three 
triaxial sensor heads to support the IDGE and Zeno experiments. The signals from these three 
triaxial sensor heads were filtered by low pass filters with cutoff frequencies of 5 Hz (TSH 2A), 
10 Hz (TSH 2B), and 25 Hz (TSH 2C). These signals were then sampled at 50,50, and 125 samples 
per second, respectively. Data from TSH 2A and TSH 2C were alternately downlinked or recorded 
on optical disks onboard. Data from TSH 2B were recorded on optical disks. In general, TSH 2C 
data were downlinked early in the mission, while TSH 2A data were downlinked later in the mis- 
sion. In this report, the SAMS data are presented in terms of the Orbiter structural coordinate 
system. The SAMS data sign convention used here is such that when there is a forward thrust of the 
Orbiter it is recorded as a negative X, acceleration. We refer to this convention as an inertial frame 
of reference fixed to a point in space. The orientations and locations of the SAMS heads, with 
respect to the Orbiter structural coordinate system, are given in Table 2 and Fig. 3. For STS-75, a 
total of approximately 3.5 gigabytes of SAMS data are available between MET 000/02:57 and 
014/11:13. 
The SAMS data that were downlinked were routed to PIMS computers in the POCC. The PIMS 
computers processed the SAMS data from both units and displayed data for investigators using the 
World Wide Web and the POCC video matrix. Additionally, Teledyne Brown Engineering person- 
nel modified SAMS data display software so that the crew could capture the SAMS data stream and 
display it on a laptop computer. The display was a scrolling plot of ten seconds of the three axes of 
one unit of SAMS data, with a delay of about 20 seconds. This was the first time an Orbiter crew 
was able to use SAMS data to get real-time feedback on the effects of their activities and Orbiter 
operations on the microgravity environment. 
4. SAMS and OARE Data Analysis 
The data recorded by SAMS on STS-75 were processed to correct for pre-mission bias calibration 
offsets and to compensate for temperature and gain related errors of bias, scale factor, and axis 
misalignment. The resulting units of acceleration are g's where 1 g = 9.8 m/s2. The data were 
orthogonally transformed from the five SAMS TSH coordinate systems to the Orbiter structural 
coordinate system. The OARE data recorded during STS-75 and presented here have been com- 
pensated for temperature, bias, and scale factors [ l l ]  and orthogonally transformed to the Orbiter 
body coordinate system. 
After this initial data correction phase, data analyses were applied to the SAMS and OARE data to 
characterize the acceleration environment of the mission. Because of the inherent differences be- 
tween OARE (frequency range Hz to 1 Hz, sampling rate 10 samples per second) and SAMS 
(frequency range 0.01 Hz to 25 Hz, sampling rate 50 to 125 samples per second on STS-75) data, 
some data analysis techniques are more applicable to data from one system than the other. The 
particular processing technique used also depends on the type of information desired [15]. 
5. Columbia Microgravitv Environment-STS-75 
This section discusses the microgravity environment of the Orbiter Columbia during the STS-75 
mission as recorded during a specific crew activity that was performed for environment character- 
ization, during several thruster firing events, during SPREE rotary table operations, during a Ku 
band antenna repositioning, during the Flight Control System checkout, during the Tethered Satel- 
lite System deploy and tether separation, during a waste collection system compaction operation, 
during a fuel cell purge, and while the Orbiter was positioned in different attitudes. 
5.1. Crew Ouiet Time Test 
Prior to the mission, the crew members were interested in performing specific activities to demon- 
strate how they can operate quietly to minimize crew induced disturbances to the microgravity 
environment. Conversations with STS-75 crew members and mission planners resulted in a suite of 
activities that were performed during a block of time between TSS-1R operations and the USMP-3 
microgravity science operations. After the mission, correlation between the SAMS data and the 
activities performed by the crew were determined using video tape and crew notations of the activi- 
ties. 
The activities were conducted from MET 006115:OO to 006/15:37. and included normal crew ac- 
tions involving the middeck lockers, galley equipment, crew equipment (bunks, footloops, and 
cameras), the waste collection system, crew motions, cabin air fans, and thruster operations. The 
crew members were basically quiet during this demonstration time. Analyses of SAMS data col- 
lected during this period indicate no apparent correlation between the crew activities and the accel- 
eration levels. Note, however, that with the SAMS sensors located on the MPESS carriers, these 
data indicate how the activities of the crew in the middeck and flight deck of the Orbiter affected the 
microgravity environment at the location of the sensitive USMP-3 experiments. The data do not 
represent what the environment was at the site of the activity and we can draw no conclusions about 
the effects of these same activities on the acceleration environment of the middeck, flight deck, or 
of a Spacelab module that may house sensitive experiments while such activities are occurring in 
the Orbiter. 
5.2. Attitude Adjustment and Maintenance 
Orbiter attitude adjustment and maintenance is performed using the Reaction Control System (RCS) 
and the Orbital Maneuvering System (OMS). STS-75 provided several opportunities to investigate 
the effects of these systems on the microgravity environment. 
Examination of the ten second interval average plots of SAMS data reveals a somewhat regular 
train of short-duration, high-magnitude disturbances most notable in the Orbiter Zo-axis data and, 
to a lesser extent, in the Xo-axis data. Correlation of SAMS data from MET 010104 with Orbiter 
downlink data confirmed that these disturbances were induced when two Vernier Reaction Control 
System (VRCS) thrusters (F5L and F5R) were fired simultaneously as required for attitude mainte- 
nance with a lo deadband. See reference [12] for identification of individual RCS jets. Fig. 4 
shows SAMS Unit F TSH 1B data with a ten second interval average calculation applied. In Fig. 4 
the simultaneous firing of the two thrusters is indicated by the + markers. Note from the o markers 
that firing either of these thrusters individually leaves little or no evidence in the interval average 
data. However, when fired in tandem there is an appreciable momentary shift in the DC accelera- 
tion levels as evidenced on the X,- and Zo-axes. 
The USMP-3 MEPHISTO experiment focused on mass transport in directionally solidifying Sn-Bi 
alloys. Part of their experiment was a benchmark study to correlate well-defined acceleration con- 
ditions with well-controlled solidification conditions. The acceleration sources used for this study 
were nine Primary RCS (PRCS) firings, one OMS firing, and one Orbiter roll maneuver. SAMS 
Unit F TSH 1B data from three of the PRCS firings are shown in Figs. 5-7. Note that because the 
sign convention for the X and Z axes are opposite for the Orbiter structural and body coordinate 
systems, the -Zb burn of Fig. 5 causes a shift in the +Z, direction. Reference 13 discusses several 
PRCS and OMS firings that occurred during STS-75, some of which are the MEPHISTO activities. 
Table 3 compares acceleration level shifts as seen in the SAMS data to dV1dt values obtained from 
Reference 13. While the exact provenance of the dVldt values are unclear, the correlation shown in 
the table is significant. 
Figure 8 is provided as a more detailed view of the accelerations associated with one of the 
MEPHISTO PRCS events. The fifteen second -Zb axis PRCS 5D maneuver was performed at MET 
0 1211 2:25 using the PRCS thrusters L2D, L3D, R2D, R3D, F3D, and F4D [13]. As seen by the six 
discretes at the top of Fig. 8, two of the forward thrusters (F3D, F4D) were fired for the entire 
fifteen second burn. The Y-axis components of these two jets negated each other and the Z-axis 
components were additive. This action translated the nose of the Orbiter in the -Zb direction, while 
the tail was translated in the -Zb direction by firing 4 aft jets (L2D, L3D, R2D, R3D). Note that the 
aft jets were not fired continuously and these transients are clearly seen in the SAMS Z, data in 
Fig. 8. 
5.3. SPREE Rotary Table operations 
The TSS-1R Shuttle Potential and Return Electron Experiment (SPREE) was designed to measure 
the charged particle populations around the Orbiter. SPREE was mounted on the port side of the 
TSS-1R MPESS. The sensors for SPREE were two pairs of electrostatic analyzers, each pair mounted 
on a motor-driven rotary table. These tables were configured to rotate at one revolution per minute. 
During STS-75, the SPREE experiment team requested rotations during USMP-3 microgravity 
periods. A series of tests were performed to determine whether or not the rotations had a deleteri- 
ous effect on the microgravity environment. During an Orbiter free drift period, the two rotating 
tables were parked and rotated at 1 rpm. The table rotation rate translates to a frequency of -0.02 
Hz. No notable accelerations are seen in the SAMS data, nor are there any evident transients in the 
data when the table rotations were initiated or ceased. This was analyzed by PIMS during the 
mission and because there were no evident accelerations related to the SPREE rotations, the USMP- 
3 Mission Scientist permitted SPREE operations as needed during the microgravity periods. OARE 
data are not available for this time period because of OARE instrument calibrations operations. 
5.4. Ku band Antenna Repositioning 
The Ku band antenna on the Orbiters is used to transmit data and voice communications between 
the Orbiters and ground stations via the Tracking and Data Relay Satellite System satellites [14]. 
The Ku band deployed assembly is mounted on the starboard sill of the payload bay. It is deployed 
and activated after the payload bay doors are opened. The antenna dish is edge-mounted on a two- 
axis gimbal. The alpha gimbal provides a 360" roll movement around the pole of the gimbal. The 
beta gimbal provides a 162" pitch movement around its axis. The alpha gimbal has a stop at the 
lower part of its movement to prevent wraparound of the beta gimbal control cable. Periodically, 
the Ku band antenna beta cabling requires positioning to ensure that it does not become twisted in 
a way that could cause the antenna to bind. This gimbal flip is achieved by a fast slew of the 
antenna dish in the direction needed to unwrap the cable. 
Figure 9 shows a spectrogram generated from SAMS Unit F TSH 1B data for a period in which the 
Ku band antenna was repositioned. In this figure, the 17 Hz acceleration signal characteristic of the 
antenna's dither frequency stops at MET 007113:05:25, and resumes approximately 17 seconds 
later. This break in the usually continuous 17 Hz signal is related to the repositioning activity. 
During fast slew operations, the 17 Hz dither is disabled. 
5.5. Flight Control System Checkout 
Approximately one day before scheduled re-entry, a two-part checkout procedure is performed to 
verify operations of the Orbiter Flight Control System (FCS). The first part of this checkout uses 
one of the three Auxiliary Power Units (APUs) to circulate hydraulic fluid in order to move the 
rudder, elevons, and ailerons of the Orbiter. As an APU is activated, exhaust gas is vented in the 
-Zb direction. The result of this venting is similar in nature to a VRCS jet firing, ranging from 
nearly 0 to 30 pounds of force. The exhaust does not vent as a steady stream, but cycles at approxi- 
mately 1 to 1.5 Hz. 
Part one of the FCS checkout on STS-75 lasted for approximately 25 minutes. Fig. 10 is a SAMS 
Unit G TSH 2A spectrogram showing the extent of the first part of the FCS checkout. The activa- 
tion of APUl occurred at about 013/15:03, note the sudden change in acceleration characteristics. 
Of particular note is the appearance of a 1.3 Hz signal and several upper harmonics. These signals 
remain in the data throughout the checkout period, with slight shifts in the frequencies about 13 and 
18 minutes into the plot. Broadband excitation of the microgravity environment about four minutes 
into the plot appear to be correlated with changes in APUl turbine activity as are shorter excitations 
between 013/15:20 and 013/15:27. Part two of the FCS checkout procedure tests various Orbiter 
electronics systems and did not cause a measurable disturbance to the microgravity environment. 
5.6. TSS-1R operations 
The USMP-3 investigators were very interested in how the deployment of the TSS-1R satellite 
would affect the quasi-steady environment of Columbia. OARE data shown in Fig. 11 depict the 
quasi-steady environment of the Orbiter at the OARE location for a six hour period encompassing 
TSS deploy operations. This plot indicates the microgravity levels prior to TSS Satellite deploy, 
during the flyaway and deploy phases, at the time of the tether break, and after the tether separation. 
From an average acceleration level of X ~ = ~ X ~ O - ~ ~ ,  Y ~ = - L . ~ X ~ O - ~ ~ ,  ~ ~ = 6 . 7 x 1 0 - ~ ~  in the Orbiter de- 
ploy attitude, PYR=(210°, lo0, 18g0), the environment changed to xb=-l .8x10-~~,  yb=-l x I o - ~ ~ ,  
z ~ = ~ . ~ x I o - ~ ~  at the time of the tether separation. The shift in acceleration levels indicated here is 
consistent with predictions of the quasi-steady environment with the satellite deployed to 20 km. 
Figs. 12 and 13 are two different representations of SAMS data collected during the satellite deploy 
activities. Fig. 12 shows SAMS Unit FTSH 1A data with the signal processed using a thirty second 
interval average. Fig. 13 is a spectrogram of SAMS Unit F TSH 1A data for the deploy time. 
Transient accelerations at about 003/01:40 and between 003102:OO and 003103:OO appear in Figs. 
11-13. These are related to Orbiter maneuvers during the TSS deploy operations. A series of 
transients at about 003/01:20 is caused by RCS activity, activated to compensate for TSS dynamics. 
In the spectrogram there is a band of disturbances that starts between 5 and 10 Hz and ranges up to 
about 20 Hz. These disturbances appear to correspond to the speed of the deploying TSS cable. 
The speed of the cable was varied during deployment for experimental investigations and because 
of coupled TSS and Orbiter dynamics. Frequencies of about 6 Hz are consistent with calculations 
of disturbance frequencies using nominal values for the size of pulleys and the cable speed. Mul- 
tiple pulleys of 
Fig. 13. Figure 
initial response 
various sizes could correspond to the multiple traces in the SAMS spectrogram of 
14 shows the response of SAMS Unit F TSH 1A to the break of the TSS tether. The 
to the break is a ringing at about 9 Hz. 
5.7. Waste Collection System Compaction 
The Waste Collection System is a multifunctional system used primarily to collect and process 
biological waste from crew members. This system is located in the Orbiter middeck. Within the 
waste collection system is a compactor device which is used to increase the commode capacity. 
Compaction is typically performed once per flight. The compactor is manually driven using a 
ratchet wrench. A mobile vane is rotated around on the radius of the commode. Because the 
compactor only collects and compacts what is already collected in the commode, compaction should 
not affect venting from the waste collection system vacuum vent. The waste compaction operation 
was performed at approximately 009/01:32 during STS-75. Analysis of SAMS data indicate that 
the compaction did not disturb the acceleration environment on the MPESS carriers. OARE data 
from that time frame indicate no apparent venting forces are associated with the compaction opera- 
tion. 
5.8. Fuel Cell Purge 
The three fuel cell power plants, through chemical reactions, generate all of the 28-volt direct- 
current electrical power for the Orbiters from launch through landing [14]. The fuel cells are 
located under the payload bay area in the forward portion of the Orbiter's midfuselage. The fuel 
cell power plants generate heat and water as by-products of electrical power generation. The water 
is directed to the potable water storage subsystem. If the water tanks are full or there is line block- 
age, the water is vented overboard through the water relief line and nozzle. This vent is indicated in 
Fig. 15 (FCP water relief) which is an overview of the Orbiter onboard venting locations. 
During normal fuel cell operation, it is necessary to cleanse the cells at least twice daily to purge 
contaminants. H2 and O2 purging occurs concurrently, and the venting is directed so that the only 
non-compensated thrust is in the Orbiter Y-axis direction. There were no apparent disturbances 
seen in the OARE or SAMS data associated with a fuel cell purge at 01 110254. 
5.9. Orbiter Attitude 
The STS-75 mission had several primary attitudes defined for the TSS-1R and USMP-3 payloads. 
There were a variety of attitudes and Orbiter maneuvers before the tethered satellite deployment 
and after the tether separation during the first five days of the mission. The as-flown attitude 
timeline should be consulted for detailed times and attitude parameters [13]. 
The attitude flown for the USMP-3 payload during the majority of the last eight days of the mission 
(MET 005100: 15 to 013114:OO) was a gravity gradient attitude -XLV/+ZVV (PYR-95",5",0°). This 
USMP-3 default attitude was chosen to minimize attitude changes, the number of thruster firings, 
and to reduce the possibility of Orbiter debris damage. Variations in the microgravity environment 
due to Orbiter attitudes are best seen in the OARE data. Fig. 16 is a plot of OARE data for the entire 
STS-75 mission. Fig. 17 is an example of the quasi-steady environment related to the nominal 
USMP-3 attitude. 
Three different attitudes were flown during processing of the three AADSF samples on MET days 
008,009, and 010. These AADSF attitudes were designed to result in a quasi-steady vector in line 
with, against, and transverse to the crystal growth direction. The resulting quasi-steady environ- 
ment associated with each of these attitudes is represented in Figs. 18-23. 
6. Summary 
The microgravity environment of the Space Shuttle Columbia was measured during the STS-75 
mission using accelerometers from two different instruments, OARE and SAMS. The OARE pro- 
vided USMP-3 investigators with quasi-steady acceleration measurements after about a six hour 
time lag dictated by downlink constraints. SAMS data were downlinked in near real-time in sup- 
port of the USMP-3 investigators and recorded on-board for post-mission analysis. 
Using a combination of data analysis techniques, the microgravity environment related to several 
different Orbiter, crew, and experiment operations is presented and interpreted. SAMS data are 
analyzed to determine the effects of specific crew activities, Reaction Control System jet firings, 
SPREE experiment table rotations, a Ku band antenna repositioning, the Flight Control System 
checkout, Tethered Satellite System deploy activities, a waste collection system compaction, and a 
fuel cell purge. OARE data are analyzed for the same TSS- lR, WCS, and fuel cell purge operations 
and for times with different Orbiter attitudes. 
The specific crew activities performed in the rniddeck and flight deck, the SPREE table rotations, 
the WCS compaction, and the fuel cell purge had negligible effects on the microgravity environ- 
ment of the USMP-3 MPESS carriers. Of particular note in the analysis of VRCS data is that the 
F5L and F5R jets when fired in tandem caused appreciably higher magnitude accelerations than 
expected based on the magnitudes of single firings. The Ku band repositioning activity resulted in 
a brief interruption of the ubiquitous 17 Hz signal in the SAMS data. 
The STS-75 microgravity environment represented by SAMS and OARE data is comparable to the 
environments measured by the instruments on earlier microgravity science missions. VRCS activ- 
ity on this mission appears to be somewhat more frequent than on other microgravity missions with 
the combined firings of the F5L and F5R jets producing significant acceleration transients. Orbiter 
structural modes and crew exercise frequencies are typically the same among Orbiters, missions, 
and crew members. The main differences among missions are the specific frequencies of equip- 
ment oscillations. Better coordination between PIMS and experiment and Orbiter systems design- 
ers and engineers is needed to help identify the sources of all distinct characteristics of the Orbiter 
microgravity environment. For STS-75, we have expanded our understanding of the effects of 
Orbiter operations on the environment by investigating the Ku band antenna repositioning, WCS 
compaction, fuel cell purges, and FCS checkout activities. Of these, only the APU operations 
during the FCS checkout appeared to have a significant impact on the microgravity environment. 
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Table 1. STS-75 OARE Head Location and Orientation 
Unit F Head 1A (TSH-1A) Sample Rate: 50 samples/second 
Serial no.: 821-19 
Location: Forward MPESS, Forward rail Frequency: 10 Hz 
LOCATION 
Structural Axis 
Xo = 1048.37 in 
Yo = 4.82 in 
Zo = 418.13 in 
ORIENTATION 
Orbiter Structural Axis 
x o  
y o  
zo 
Sensor Axis 
-YH 
+ZH 
-XH 
Unit G Mead 2A (TSH-2A) Sample Rate: 50 samples/second 
Serial no.: 821-4 
Location: Inside IDGE, (aft MPESS) Frequency: 5 Hz 
Serial no.: 821-20 
Unit G Head 2B (TSH-2B) Sample Rate: 50 samples/second 
Serial no.: 821-29 
Location: Aft MPESS, Aft rail Frequency: 10 Hz 
Table 2. STS-75 SAMS Head Location and Orientation 
LOCATION 
Structural Axis 
Xo = 1 135.42 in 
Yo = -45.24 in 
Zo = 433.96 in 
ORIENTATION 
Table 3. Accelerations Associated with PRCS Activity 
Orbiter Structural Axis 
x o  
y o  
z o  
LOCATION 
Strndural Axis 
Xo = 1136.82 in 
Yo = -4.82 in 
Zo = 418.13 in 
ORIENTATION 
Sensor Axis 
-XH 
+YH 
-ZH 
Orbiter Structural Axis 
XO 
y o  
z o  
Sensor Axis 
+YH 
-ZH 
-XH 
ORIENTATION VIEW 
SCALE: NONE w 
Mounting Brackets 
OARE Keel Support 
VIEW A-A 
Figure 1, Approximate OARE instrument location on STS-75 
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Figure 3. Approximate location of SAMS sensors on the USMP-3 MPESS carriers, STS-75 
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Figure 4. SAMS Unit F TSH 1B data, ten second interval average, showing use of F5L and F5R 
VRCS jets for attitude maintenance. Simultaneous F5L and F5R jet firings indicated by + 
markers, individual events indicated by o markers. MET start 010104:OO. 
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Figure 5. SANIS Unit F TSH 1B data from MEPHISTO PRCS 5D (-Zb) event. MET start 0121 
12:24:45. 
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Figure 6. SAMS Unit F TSH 1B data from MEPHISTO PRCS 5C 1 (+Yb) event. MET start 0121 
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Figure 8. SAMS Unit F TSH 1B data from MEPHISTO PRCS 5D (-Zb) event, ZO axis of data 
shown. PRCS jet usage indicate on top section of plot. MET start 012/12:24:45 
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Figure 9. SAMS Unit F TSH 1B spectrogram showing data collected during Ku band antenna reposition. MET start 007/13:00: 12. 
Note interruption of 17 Hz signal at 007/13:05:25 for 17 seconds. 
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Figure 10. SAMS Unit G TSH 2A spectrogram showing data collected during Flight Control System checkout. MET start 
013/15:00:00. Note change in signal character upon activation of auxiliary power unit one at 013/15:03. 
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Figure 1 1. OARE data representing the microgravity environment at the OARE location during 
TSS- 1R deploy operations. MET start at 003100:OO. Note TSS flyaway occurred at 003/00:27. 
Transient accelerations seen in the plot are due to PRCS activity to compensate for tether 
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Figure 12. SAMS Unit F TSH 1A data representing the rnicrogravity environment during TSS- 
1R deploy operations. MET start at 003100:OO. Note TSS flyaway occurred at 003/00:27. 
Transient accelerations seen in the plot are due to PRCS activity to compensate for tether 
dynamics. 
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Figure 13. SAMS Unit F TSH 1A spectrogram showing data collected during TSS- 1R deploy operations. MET start at 003/00:00. 
Note TSS ilyaway occurred at 003/00:27. Transient accelerations seen in the plot as vertical stripes are due to PRCS activity to com- 
pensate for tether dynamics. Variable frequency traces are related to tether pulley rotations during tether deploy. 
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Figure 14. SAMS Unit F TSH 1A data from time of TSS-1R break. Note ringing of Orbiter 
structure at about 9 Hz. 
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Figure 15. Orbiter venting locations [14]. 
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Figure 16. OARE data representing the microgravity environment at the OARE location during 
the STS-75 mission. MET start at 000/00:27. 
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Figure 17. OARE data representing the microgravity environment at the OARE location while 
Columbia was in the nominal USMP-3 attitude. MET start at 01 1/00:00:26. 
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Figure 18. OARE data representing the microgravity environment at the OARE location while 
Columbia was in the AADSF 1 attitude. MET start at 008107: 15: 13. 
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Figure 19. Three-dimensional projection of OARE data representing the microgravity environment at the OARE location while 
Columbia was in the AADSF 1 attitude. MET start at 008/02:00:47. 
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Figure 20. OARE data representing the microgravity environment at the OARE location while 
Columbia was in the AADSF 2 attitude. MET start at 009/07:00:03. 
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Figure 2 1. Three-dimensional projection of the OARE data representing the microgravity environment at the OARE location while 
Columbia was in the AADSF 2 attitude. MET start at 009/02:02:00. 
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Figure 22. OARE data representing the microgravity environment at the OARE location while 
Columbia was in the AADSF 3 attitude. MET start at 010/07:00:24. 
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Figure 23. Three-dimensional projection of the OARE data representing the microgravity environment at the OARE location while 
Columbia was in the AADSF 3 attitude. MET start at 010/02:00:13. 
