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Abstract—Considering the control problem for nonlinear un-
certain systems, the tolerable range of uncertain control input
gain is a fundamental issue. The paper presents the necessary
and sufficient condition for the well-performed closed-loop system
based on active disturbance rejection control (ADRC) design. Via
the proposed necessary and sufficient condition, the maximum
tolerable range of the uncertain control gain is quantitatively
presented, which reveals the capability of ADRC to handle the
uncertainties related with control input. Moreover, under the
proposed necessary and sufficient condition, both the transient
performance and the steady state property of the ADRC based
closed-loop system are rigorously analyzed.
Index Terms—uncertain system, active disturbance rejection
control, extended state observer, uncertain control gain.
I. INTRODUCTION
How to deal with uncertainties and/or disturbances is a
central issue in control technology and control science [1].
Plenty of methods with the aim to ensure normal operation
of systems against uncertainties and/or disturbances have
been substantially developed, such as proportional-integral-
derivative (PID) control [2], adaptive control [3], sliding-mode
control [4], and various disturbance rejection methods including
disturbance observer based control (DOBC) [5, 6], extended
high gain observer based control (EHGOBC) [7–9], and active
disturbance rejection control (ADRC) [10–12].
The disturbance rejection based control approaches are
featured with two degrees of freedom (2-DOF) design, i.e.,
one to achieve estimation and compensation for uncertainties
and/or disturbances, and the other to force the closed-loop
system to attain the desired performance. In the last decades,
the disturbance rejection based control approaches have been
widely implemented in industrial applications due to the
simplicity in engineering implementation and superior transient
performance [6, 13–15].
Inspired by the successful applications, the theoretical studies
of the disturbance rejection methods have attracted increasing
attentions. Numerous researches reveal the strong capability
of the disturbance rejection methods to handle a large scope
of the uncertainties, which are related with the system states
and the time, no matter linear or nonlinear, continuous or
discontinuous, matched or mismatched [11, 16–18]. However,
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the uncertainties related with the control input lead to the
unknown coupled nonlinearities affecting both the system
dynamics and the estimating process, which might destroy the
stability of the closed-loop systems. Moreover, when there exist
uncertainties related with control input, the stability analysis of
disturbance rejection methods becomes extremely difficult. The
studies of the maximum range of the uncertain control gain are
progressing haltingly. Many studies neglect the uncertainties
related with the control input [17, 19], or just assume that the
lumped disturbance satisfies some bounded conditions [20].
Some researches rigorously study the stability condition of the
uncertain control gain [7, 13, 16, 18]. The small gain theorem
is utilized to analyze the stability of the DOBC based closed-
loop system, where the detailed condition of the uncertain
control gain is masked and hard to be check in practice [13].
With the precondition of the existence of some Lyapunov
functions, the tolerable range of the uncertain control gain
for the nonlinear ADRC is related to the Lyapunov functions
[18], which is difficult to verify in practice. By small gain
theorem, the boundary of the uncertain control gain for the
EHGOBC is expressed as a function of the observer parameters
[7]. Based on circle criterion, [16] presents an explicit range
of uncertain control gain for the linear ADRC. Nevertheless,
the existing studies [7, 13, 16, 18] only present the sufficient
stability conditions of the uncertain control gain. Thus, the
following question rises [6].
What is the maximum range of the uncertain control gain
for the disturbance rejection methods?
Motivated by this fundamental problem of the disturbance
rejection methods, the paper studies the capability to handle
the uncertain control gain for a typical disturbance rejection
design, i.e., ADRC. Via the estimation of the total disturbance
from the extended state observer (ESO), the ADRC design,
which contains the compensation for the total disturbance and
the control law for the system in the ideal integrator chain
form, is proposed in [10]. The paper analyzes the necessary and
sufficient condition under which the ADRC based closed-loop
system has satisfied tracking performance that the tracking
error can be tuned in a small region by the ESO’s parameters.
Furthermore, the proposed necessary and sufficient condition
demonstrates the maximum range of the uncertain control
gain, which can be further expressed in the explicit form for
systems with the dimension less than five. Moreover, under the
proposed necessary and sufficient condition, both the transient
performance and the steady state property of the ADRC are
rigorously analyzed. The main contributions of the paper are
ar
X
iv
:2
00
6.
11
73
1v
1 
 [e
es
s.S
Y]
  2
1 J
un
 20
20
2shown as follows.
(i). The necessary and sufficient condition for the well-
performed closed-loop based on ADRC is presented, which
further reveals the maximum capability to handle the uncertain
control gain.
(ii). Via the proposed necessary and sufficient condition,
the maximum range of the uncertain control gain is explicitly
shown for systems with the dimension less than five.
(iii). Under the proposed necessary and sufficient condition,
both the transient performance and the steady state property
of the ADRC based closed-loop system are analyzed.
The rest of the paper has the following organization. In
Section 2, the problem formulation and the ADRC design are
presented. The main theoretical results are shown in Section 3.
In Section 4, the simulation studies are given. The conclusion
is presented in Section 5.
II. PROBLEM FORMULATION
Consider the following class of nonlinear uncertain systems:{
X˙(t) = AX(t)+B(b¯u(t)+ f (X ,u, t)),
y(t) =CT X(t),
t ≥ t0. (1)
where X(t) = [x1(t) x2(t) · · · xn(t)]T ∈ Rn is the system state,
u(t) ∈ R is the control input, y(t) ∈ R is the measured output,
and the matrices (A,B,C) satisfy the following integrator chain
form:
A =

0 1 · · · 0
...
. . . . . .
...
0 · · · 0 1
0 · · · · · · 0

n×n
,B =

0
...
0
1

n×1
,C =

1
0
...
0

n×1
. (2)
The nonzero constant b¯ is the known nominal control gain,
and f (X ,u, t) is the total disturbance, which has the following
form:
f (X ,u, t) = g(X , t)+bδu(t), (3)
where the constant bδ is the uncertain control gain, and
g(X , t) represents the combination of the external disturbances,
unmodeled dynamics, and parametric perturbations, which
satisfies the following assumption.
Assumption 1: The function g(X , t) is continuously differen-
tiable, and satisfies the following equation.
sup
t∈R
{
|g(X , t)|,
∥∥∥∥∂g(X , t)∂X
∥∥∥∥ , ∣∣∣∣∂g(X , t)∂ t
∣∣∣∣}≤ ψ(X), (4)
where ψ is a continuous function.
Remark 1: Assumption 1 describes the size of the total dis-
turbance in (1), which contains a large scope of nonlinearities,
including trigonometric functions, polynomial functions and
exponential functions. Assumption 1 is more general than the
assumptions in [16, 19].
Remark 2: For the sake of simplicity and clarity, the paper
studies the integrator chain model (1)–(2), which is the kernel
of most uncertain nonlinear systems [17, 21].
The control objective for the uncertain system (1) is to design
the control input u(t) such that the state X(t) can track the
reference signal R(t) = [r(t) r˙(t) · · · r(n−1)(t)]T ∈ Rn under a
class of uncertainties f (X ,u, t). The reference signal R(t) and
its derivative are bounded, i.e., supt≥t0,0≤i≤n+1{|r(i)(t)|} ≤ ηr
for some positive constant ηr.
To achieve the control objective, a commonly used ADRC
approach, which is featured with the estimation and compen-
sation for the total disturbance, is presented as follows.
The following ESO is presented to online estimate the system
state X and the total disturbance f (X ,u, t).[
˙ˆX(t)
˙ˆf (t)
]
= Ae
[
Xˆ(t)
fˆ (t)
]
+Beb¯u(t)−Le
(
CTe
[
Xˆ(t)
fˆ (t)
]
− y(t)
)
, (5)
where Xˆ(t) = [xˆ1(t) · · · xˆn(t)] ∈ Rn is the estimation of the
state X(t), fˆ (t) ∈ R is the estimation of the total disturbance
f (X ,u, t), the matrices (Ae,Be,Ce) have the following form:
Ae =
[
A B
0 0
]
(n+1)×(n+1)
,Be =
[
B
0
]
(n+1)×1
,Ce =
[
C
0
]
(n+1)×1
,
and Le = [l1 l2 · · · ln+1]T ∈ Rn+1 is the ESO’s parameter to be
designed such that ALe , Ae−LeCe is Hurwitz.
A popular way to design the ESO’s parameter Le is shown
as follows [7–9, 16, 22]:
li = φiω io, 1≤ i≤ n+1, (6)
where the parameters φi ensure that the polynomial P(s) =
sn+1+Σi=ni=0φn+1−is
i is Hurwitz.
Based on the online estimations Xˆ and fˆ from the ESO (5),
the ADRC input composed of the disturbance rejection can be
designed as follows:
u(t) =

0, t0 ≤ t < tu
− fˆ (t)
b¯
+
−KT (Xˆ(t)−R(t))+ r(n)(t)
b¯
, t ≥ tu,
(7)
where K = [k1 k2 · · · kn]T ∈ Rn is the feedback gain to be
designed such that AK , A−BKT is Hurwitz, and tu is the
time after which the peaking of the ESO (5) ends, which can
be designed as follows [16]:
tu = t0+2(n−1)‖P1‖max
{
ln(ωoρ˜0)
ωo
, 0
}
, (8)
where the positive ρ˜0 satisfies max2≤i≤n |xi(t0)− xˆi(t0)| ≤ ρ˜0
and the positive-definite matrix P1 satisfies
AT1 P1+P1A1 =−I, A1 =

−φ1 1 ··· 0
−φ2 0
. . .
...
...
...
. . . 1
−φn+1 0 ··· 0

(n+1)×(n+1)
. (9)
It is remarkable that tu = t0 if the initial condition satisfies
max
2≤i≤n
|xi(t0)− xˆi(t0)| ≤ 1ωo .
Remark 3: By designing
φi =
(n+1− i)!i!
(n+1)!
, 1≤ i≤ n+1, (10)
the polynomial P(s) = sn+1+Σi=ni=0φn+1−is
i = (s+1)n+1, which
implies that all the eigenvalues of ALe are −ωo, where ωo > 0
is named as the bandwidth of the ESO [22].
Remark 4: The presented ADRC controller is a typical
disturbance rejection design, which is also known as EHGOBC
3with linear extended high observer [7–9]. However, only the
sufficient condition for uncertain control input gain is studied
for this approach [7, 16, 18]. The paper aims to analyze the
maximum range of uncertain control input gain for the ADRC
design.
In the next section, the theoretical analysis of the ADRC
controller (5)–(9), including the well-performed condition,
transient performance and the steady state property, will be
presented.
III. THEORETICAL RESULTS
A. Well-performed condition and transient performance
As shown in the existing study [16], the transient perfor-
mance of the ADRC based closed-loop system is satisfied
if the uncertain control input gain satisfies some conditions.
This subsection further investigates the necessary and sufficient
condition of the uncertain control input gain for the satisfied
transient performance.
Consider the ideal trajectory X∗, which satisfies the following
dynamics:
X˙∗(t) = AX∗(t)−BKT (X∗(t)−R(t))+Br(n)(t),
X∗(t0) = X(t0).
(11)
Remark 5: For the ideal system (11), the tracking error
|X∗(t)−R(t)| will globally exponentially converge to zero.
The following definition describes the property of the ADRC
to be well-performed.
Definition 1: If for any given positive ε , there exists ADRC
controller (5)–(9) such that the trajectory of the uncertain
system (1) satisfies
sup
t∈[t0,∞)
‖X(t)−X∗(t)‖ ≤ ε, (12)
then the ADRC (5)–(9) is defined to be well-performed.
In Definition 1, (12) means that the error between the actual
trajectory and the ideal trajectory is sufficiently small, which
meets the requirement in practice. Then, the following theorem
presents the necessary and sufficient condition of the uncertain
control gain for the ADRC (5)–(9) to be well-performed.
Theorem 1: Consider the system (1) and the ADRC controller
(5)–(9) with Assumption 1. The following two statements are
equivalent:
(S1). The matrix
A2 =

−φ1 1 ··· 0
−φ2 0
. . .
...
...
...
. . . 1
−φn+1
(
1+
bδ
b¯
)
0 ··· 0

(n+1)×(n+1)
(13)
is Hurwitz.
(S2). For any given positive ε , any given initial values
(X(t0), Xˆ(t0), fˆ (t0),R(t0)) and (ψ,K, b¯,bδ ,ηr), there exists a
positive ωo, such that the closed-loop system satisfies (12).
The proof of Theorem 1 is given in Appendix.
Theorem 1 demonstrates the necessary and sufficient condi-
tion for the well-performed closed-loop system (1) and (5)–(9),
i.e., the matrix A2 is Hurwitz. The stability of the matrix
TABLE I
RANGES OF THE UNCERTAINTY OF CONTROL GAIN.
n: 1 2 3 4 5
bδ /b¯ (Theorem 1): (−1,∞) (−1,8) (−1,4) (−1,4) (−1,2.37)
bδ /b¯ (Lemma 1): (−1,3) (−1,2) (−1, 53 ) (−1, 32 ) (−1, 75 )
A2 further reveals the capability of the ADRC to handle the
uncertain control gain.
Remark 6: For any given φi (1 ≤ i ≤ n), the maximum
range of the uncertain control gain can be calculated by Routh
criterion.
Then, the comparison with the existing theoretical analysis
on the uncertain control gain will be quantitatively presented.
The existing study of the ADRC (5)–(9) with the φi (10) is
shown in the following lemma.
Lemma 1: [16] Consider the system (1) and the ADRC
controller (5)–(9) with Assumption 1. Let φi(1 ≤ i ≤ n+ 1)
satisfy (10) and (b,bδ ) satisfy
bδ
b¯ ∈
(−1,1+ 2n). Then, the
closed-loop system satisfies
sup
t∈[t0,∞)
‖X(t)−X∗(t)‖ ≤ η˜∗1
max{lnωo,1}
ωo
, (14)
for all ωo ≥ ω˜∗o , where ω˜∗o and η˜∗1 are positives depen-
dent on (K,ψ, b¯,bδ ,r) and the bounds of initial values
(X(t0), Xˆ(t0), fˆ (t0),R(t0)).
For the system order n ∈ [1,5], the ranges of the uncertain
control gain obtained from Theorem 1 and Lemma 1 are shown
in Table I. From Table I, the maximum range of the uncertain
control gain obtained by the necessary and sufficient condition
in Theorem 1 greatly improves the existing results.
Remark 7: Under the conditions that the matrix A2 is Hurwitz
and Assumption 1, the following transient performance of the
ADRC based closed-loop system (1) and (5)–(9) is shown:
sup
t∈[t0,∞)
‖X(t)−X∗(t)‖ ≤ η1 max{lnωo,1}ωo , (15)∥∥∥∥[ X(t)− Xˆ(t)f (X ,u, t)− fˆ (t)
]∥∥∥∥≤ η2(e−ωo(t−tu)2 + 1ωo
)
, t ≥ tu, (16)
for ωo ≥ ω∗o , where (ω∗o ,η1,η2) are positives depen-
dent on (ψ,K, b¯,bδ ,ηr) and the bounds of initial values
(X(t0), Xˆ(t0), fˆ (t0),R(t0)). The proof of (15) and (16) can be
obtained via the similar proof of Theorem 1. Therefore, both
the tracking and the estimating error can be tunable by the
ESO’s parameter ωo.
B. Steady state property
In this subsection, the steady state property of the closed-loop
system based on the proposed ADRC (5)–(9) is studied.
Assume that the reference signal and the uncertainties in the
system (1) satisfy the following assumption.
Assumption 2: The total disturbance and reference signal
satisfy
g(X , t) = g1(X)+d1(t), lim
t→∞d1(t) exists,
lim
t→∞r
i(t) = 0, 1≤ i≤ n+1. (17)
4Remark 8: Assumption 2 demonstrates that the external
disturbances d1 and the reference signal for the output r
converge to some constants, while there is no additional
condition for the internal uncertainties g1. Assumption 2
generalizes the existing conditions in [19], which takes no
account of internal uncertainties.
The following theorem illustrates the steady state property
of the ADRC (5)–(9) based closed-loop system.
Theorem 2: Consider the ADRC based closed-loop system
(1) and (5)–(9). Let Assumption 1–2 be satisfied and the matrix
A2 be Hurwitz. Then, there exists a positive ω∗∗o dependent on
the bounds of the initial values (X(t0),R(t0), Xˆ(t0), fˆ (t0)) and
(ψ,K,bδ , b¯,ηr) such that for any ωo ≥ ω∗∗o ,
lim
t→∞(X(t)−R(t)) = 0,
lim
t→∞
[
X(t)− Xˆ(t)
f (X(t),u(t), t)− fˆ (t)
]
= 0.
(18)
The proof of Theorem 2 is presented in Appendix.
Theorem 2 demonstrates that the ADRC (5)–(9) based
closed-loop system is semi-global asymptotically stable, if the
external disturbance d1 and the reference signal r asymptotically
approach to some constants.
IV. SIMULATION
In this section, the simulations for the ADRC to deal with
a large scope of the uncertain control gain are presented.
Moreover, to extend the maximum range of the uncertain
control gain, a tuning law of φi is proposed and tested.
Consider the uncertain system (1) with the system order
n = 2. The known nominal control gain is selected as b¯ = 1.
The reference signal is R = 0.
The following four groups of uncertainties, including para-
metric perturbations, nonlinear unmodeled dynamics, and
external disturbances, are considered.
Case 1: g(X , t) = 3x1+3x2;
Case 2: g(X , t) = 3x1+ x21+3x2+ x
2
2;
Case 3: g(X , t) = 0.4sin(x1)+10sin
(pit
8
)
;
Case 4: g(X , t) =

0.1x1, t ∈ [0,5),
0.1x1+
10(t−5)
3
, t ∈ [5,8),
0.1x1+10, t ∈ [8,∞).
(19)
The control parameters are chosen as (k1,k2,ωo) =
(4,4,10000).
Choose φi (i = 1,2,3) by the design method (10), i.e.,
φ1 = 3, φ2 = 3, φ3 = 1. (20)
From Theorem 1, the necessary and sufficient condition of the
uncertain control gain is bδ ∈ (−1,8). Considering bδ =− 1920
and bδ = 7.5, the simulation results for the four cases of
uncertainties (19) are shown in Fig. 1–2. Fig. 1 shows that,
despite the various uncertainties including nonlinear dynamics
and uncertain control gain, the tracking performance is highly
consistent with the desired system via the ADRC controller (5)–
(9). From Fig. 2, the ESO (5) is shown to effectively estimate
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Fig. 1. The tracking performance for the different uncertainties (19) with φi
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Fig. 2. The estimation performance for the different uncertainties (19) with
φi in (20).
the total disturbance, which contributes to the satisfactory
performance of the closed-loop system.
From Theorem 1, with the design of φi (20), the closed-loop
system will be unstable if the uncertain control gain bδ is
larger than 8. One tuning law of φi to enlarge the scope of
uncertain control gain is to select a smaller φ3, as shown in
the following case. Choosing
φ1 = 3, φ2 = 3, φ3 = 0.5, (21)
Theorem 1 implies that the necessary and sufficient condition
of the uncertain control gain is that bδ ∈ (−1,17). Considering
bδ =− 1920 and bδ = 16, the simulation results for the φi satis-
fying (21) and the four cases of uncertainties (19) are shown
in Fig. 3. Fig. 3 demonstrates that the tracking performance
is highly consistent with the desired trajectory under the large
uncertainty of control input.
V. CONCLUSION
The paper rigorously studies the capability of the ADRC
to handle the uncertainties related with control input. The
necessary and sufficient condition for the well-performed
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ADRC design is rigorously studied, which further reveals the
capability of handling the uncertain control gain. The maximum
range of the uncertain control gain is quantitatively presented,
which greatly improves the existing results. Moreover, under the
proposed necessary and sufficient condition, both the transient
performance and the steady state property of the ADRC based
closed-loop system are rigorously analyzed.
VI. APPENDIX
Proof of Theorem 1. Define the tracking error and esti-
mating error as E(t) = X(t)−R(t) and ξ = [ξ1 · · · ξn+1]T =
T−11
[
X(t)−Xˆ(t)
f (X ,u,t)− fˆ (t)
]
where T1 =

ω−no 0 ··· 0
0 ω1−no
. . .
...
...
. . . . . . 0
0 ··· 0 1
. Then, the
control input (7) can be reformulated as follows:
u(t) =

0, t0 ≤ t < tu,
−g(E +T1ξ , t)−KT E(t)+KTe T1ξ (t)+ r(n)(t)
b
,
t ≥ tu,
(22)
Therefore, the closed-loop system (1) and (5)–(9) can be written
as follows:{
E˙ = AE +BΓ0(E, t),
ξ˙ = ωoA1ξ +B2Γ1(E, t),
t0 ≤ t < tu, (23)
{
E˙ = AKE +BKTe T1ξ ,
ξ˙ = ωoA2ξ +B2Γ2(E,u,ξ , t),
t ≥ tu, (24)
where B2 =
[
0
B
]
, Ke =
[
K
1
]
, Γ0(E, t) = f (E +R,0, t)− r(n),
Γ1(E, t) = ∂ f (E+R,0,t)∂ t +
∂ f (E+R,0,t)
∂ (E+R) (A(E + R) + B f (E +
R,0, t)), Γ2(E,u,ξ , t) = ∂ f (E+R,u,t)∂ (E+R) (AKE + AR +
Br(n)) + ∂ f (E+R,u,t)∂ t + (bδ/b¯)(−KT AKE + r(n+1)) +
∂ f (E+R,u,t)
∂ (E+R) BK
T
e T1ξ + (bδ/b¯)(KT T2 − KT B[KT 0]T1)ξ , and
T2 =

−φ1ω1−no ω1−no 0 ··· 0 0
−φ2ω2−no 0 ω2−no
. . .
...
...
...
...
. . . . . . 0
...
−φn−1ω−1o
...
. . . . . . ω−1o 0
−φn 0 ··· ··· 0 0
.
Sufficiency (S1⇒ S2): Firstly, the properties of AK , A1, A2
and Γi (0 ≤ i ≤ 2) in the closed-loop system (23)-(24) are
analyzed, respectively.
Since AK , A1 and A2 are Hurwitz, there exist positive definite
matrices PK , P1 and P2 such that
ATKPK +PKAK =−I, AT1 P1+P1A1 =−I, AT2 P2+P2A2 =−I.
(25)
Define the function Ψ(a) , sup‖x‖≤aψ(x), which is non-
decreasing with respect to the variable a. Let ρe be any positive.
Then, Γi (i = 0,1) has the following bound:
|Γ0| ≤ pi0(ρe), |Γ1| ≤ pi1(ρe), (26)
where the positives pi0(ρe) , Ψ(ρe) + ηr and pi1(ρe) ,
Ψ(ρe)(1+‖A‖(ρe+√nηr)+Ψ(ρe)) are non-decreasing with
respect to the variable ρe.
Let ρe, ρξ and ω∗0 be any positives. Then, for any E ∈
{E| ‖E‖ ≤ ρe}, ξ ∈ {ξ | ‖ξ‖ ≤ ρξ} and ωo ∈ {ωo| ωo ≥ ω∗0},
it can be deduced from (22) that
|u(t)| ≤ ηu(ρe,ρξ ,ω∗0 ), (27)
where ηu(ρe,ρξ ,ω∗0 ) = (Ψ(ρe +‖T1(ω∗0 )‖ρξ )+ηr +‖K‖ρe +
‖KTe ‖‖T1(ω∗0 )‖ρξ )/b. From Assumption 1, the bound of
the total disturbance and its partial derivatives can be ex-
pressed as | f (E +R,u, t)| ≤Ψ f ,1(ρe,ρξ ,ω∗0 ),
∥∥∥ ∂ f (E+R,u,t)∂ (E+R) ∥∥∥≤
Ψ f ,2(ρe,ρξ ,ω∗0 ) and
∣∣∣ ∂ f (E+R,u,t)∂ t ∣∣∣ ≤ Ψ f ,2(ρe,ρξ ,ω∗0 ), where
Ψ f ,1(ρe,ρξ ,ω∗0 ) , Ψ(ρe +
√
nηr) + bδηu(ρe,ρξ ,ω∗0 ) and
Ψ f ,2(ρe,ρξ ,ω∗0 ) , Ψ(ρe +
√
nηr). Therefore, Γ2 has the fol-
lowing bound:
|Γ2| ≤ pi2(ρe,ρξ ,ω∗0 ), (28)
where the positive pi2(ρe,ρξ ,ω∗0 ) ,
∣∣∣ bδb ∣∣∣ · (‖KT AK‖ρe +
ηr + (‖KT T2(ω∗0 )‖ + ‖KT B[KT 0]‖‖T1(ω∗0 )‖)ρξ ) +
Ψ f ,2(ρe,ηu(ρe,ρξ ,ω∗0 ))(1 + ‖AK‖ρe + (1 +
√
n‖A‖)ηr +
‖KTe ‖‖T1(ω∗0 )‖ρξ ) are non-decreasing with respect to (ρe,ρξ )
and non-increasing with respect to ω∗0 .
Then, with the similar technique in [16], the trajectories
of the tracking error and the estimation error in the time
sequences [t0, tu) and [tu,∞) can be analyzed, which implies
that (S1⇒ S2). The details is shown in the supplementary file.
Necessity (S2⇒ S1): The proof is based on reduction to
absurdity. Assume that for any given ε , there exists ωo such
that (12) is satisfied and the matrix A2 is not Hurwitz.
Let g(X , t) = 1 and r = 0. From (1) and (12), it can be
deduced that
b¯+bδ 6= 0. (29)
Let g(X , t) = Mg sin(wgt +φg), r = 0 and X(t0) = 0. Com-
bined with (11), we have X∗(t) ≡ 0. Moreover, (24) can be
reformulated as follows.
ξ˙ = A3ξ +B2(−bδb¯ K
T AkE +Mgwg cos(wgt+φg)), (30)
6where A3 = ωoA2+B2(KT T2−KT B
[
KT 0
]
T1)
bδ
b .
Denoting Eˆ(t) ,
[
eˆ1(t) · · · eˆn+1(t)
]T
= T1ξ , Ez(t) ,
E(t)− eAkc (t−t0)E(t0), the dynamics of Eˆ and Ez are shown
as follows:{
E˙z = AKEz+BKTe Eˆ,
˙ˆE = A¯3Eˆ +B2(Γ3+Mgwg cos(wgt+φg)),
t ∈ [tu,∞), (31)
where
Γ3 =−bδb¯ K
T AkE =−bδb¯ K
T AkEz,
A¯3 = T1A3T−11 =

−ωoφ1 1 ··· 0
−ω2oφ2 0
. . .
...
...
...
. . . 1
−ωn+1o φn+1
(
1+
bδ
b¯
)
+a˜1 ··· a˜n 0
 ,
a˜1 = knk1−Σni=1φikiω io,
a˜ j = k j−1− knk j, 2≤ j ≤ n.
(32)
According to (31), there is x˙n− x˙∗n =−Σni=1ki(xi−x∗i )+KTe Eˆ.
Since (12) is satisfied, it can be deduced that
−nε max
1≤i≤n
{ki}+KTe Eˆ ≤ x˙n− x˙∗n ≤ nε max1≤i≤n ki+K
T
e Eˆ, (33)
By reduction to absurdity, we will prove that for any given
T0 > 0 and T ≥ tu,
inf
t∈[T,T+T0]
|KTe Eˆ| ≤ ηε , (34)
where ηε =
3ε+T0nεmax1≤i≤n{ki}
T0
. Assume that there exists T0 > 0
and T ≥ tu such that
inf
t∈[T,T+T0]
KTe Eˆ > ηε . (35)
According to (12), it can be obtained that |xn(T )− x∗n(T )| ≤ ε .
From (33) and (35), it can be calculated that
xn(T +T0)− x∗n(T +T0)
≥ xn(T )− x∗n(T )+
(
−nε max
1≤i≤n
{ki}+ inf
t∈[T,T+T0]
KTe Eˆ
)
T0
≥−ε+3ε = 2ε,
which contradicts to (12). Thus, for any T0 > 0 and T ≥ tu, we
have
inf
t∈[T,T+T0]
KTe Eˆ ≤ ηε . (36)
Similar with the deduction (35)–(36), it can be deduced that
inf
t∈[T,T+T0]
KTe Eˆ ≥−ηε . (37)
From (36) and (37), (34) is proved.
Since the amplitude Mg, the angular velocity wg and the
phase angle φg in (31) can be arbitrarily chosen and B2Γ3 is
bounded, as shown in the following equation,
‖B2Γ3‖ ≤
∣∣∣∣bδb¯
∣∣∣∣‖KT AK‖ε, (38)
the necessary condition for (34) is that the matrix A¯3 is
Hurwitz. Since the eigenvalues of A3 and A¯3 are the same,
the necessary condition for (34) is that ωo ∈ Ωωo where
Ωωo , {ωo > 0 | A3 is Hurwitz}. Since (29) is hold, the form
of A3 implies that
lim
ωo→∞
‖A3−ωoA2‖
ωo
= 0. (39)
Since A2 is not Hurwitz, (39) implies that there exists ω¯o > 0
such that A3 is not Hurwitz for ωo ≥ ω¯o. Thus, Ωωo ⊆ (0, ω¯o)
is a bounded set.
Next, we will prove that there exists a uncertainty
Mg sin(ωgt+φg) such that (12) is not satisfied, if A3 is Hurwitz,
i.e., Ωωo ⊆ (0, ω¯o).
Firstly, we will prove that for any given Me > 0, T0 > 0, T >
tu, and ωo ∈ (0, ω¯o), there exists a uncertainty Mg sin(ωgt+φg)
such that
inf
t∈[T+T0,T+2T0]
‖Eˆ(t)‖ ≥Me. (40)
From (31), the trajectory of Eˆ satisfies that Eˆ(t) =
eA¯3(t−T )Eˆ(T ) +
∫ t
T e
A¯3(t−s)B2(Γ3(s) + Mgwg cos(wgs + φg))ds.
By selecting (Mg,ωg,φg) = (Mg,1,ωg,1,φg,1) and Mg,1 > 0
which satisfies infs∈[T,T+2T0](Mg,1wg,1 cos(wg,1s + φg,1)) > 0,
the bound of Eˆ can be obtained as follows.
‖Eˆ(t)‖ ≥ inf
s∈[T,t]
(Mgwg cos(wgs+φg)) · ‖
∫ t
T
eA¯3(t−s)B2ds‖
−
∣∣∣∣bδb¯
∣∣∣∣‖KT AK‖ε ·∫ tT ‖eA¯3(t−s)B2‖ds−‖eA¯3(t−T )‖‖Eˆ(T )‖
(41)
for t ∈ [T,T +2T0].
Denote M1(T0) = infm∈[T0,2T0],ωo∈Ωωo ‖
∫ m
0 e
A¯3(m−τ)B2dτ‖,
M2(T0) = supm∈[T0,2T0],ωo∈Ωωo
∫ m
0 ‖eA¯3(m−τ)B2‖dτ and
M3(T0) = supm∈[T0,2T0],ωo∈Ωωo ‖eA¯3(m−τ)‖. Since the trace
of A¯3 is −ωoφ1 which equals the sum of all the eigenvalues
of A¯3, we have
min
ωo∈Ωωo ,σ∈λ (A¯3)
Re(σ)≥−ω¯oφ1. (42)
Since A¯3 is Hurwitz, there is
max
ωo∈Ωωo ,σ∈λ (A¯3)
Re(σ)≤ 0. (43)
From (42) and (43), M1(T0) has a positive lower bound and
M2(T0) and M3(T0) have a positive upper bounded for any
given T0 > 0, i.e., M1(T0)≥M¯ 1(T0)> 0, M2(T0)≤ M¯2(T0) andM3(T0)≤ M¯3(T0), where (M¯ 1(T0),M¯2(T0),M¯3(T0)) are positiveconstants.
Then, selecting (ωg,φg) = (ωg,1,φg,1), there exists Mg,2 ≥
Mg,1 > 0 such that for Mg ≥Mg2 ,
inf
s∈[T,T+2T0]
(Mgwg cos(wgs+φg))
>
Me+ M¯3(T0)‖Eˆ(T )‖+
∣∣∣ bδb¯ ∣∣∣‖KT AK‖εM¯2(T0)
M
¯ 1
(T0)
.
(44)
7From (41)–(44), the bound of Eˆ satisfies the following equation
under the uncertainty Mg,2 sin(ωg,1t + φg,1) (Mg ≥ Mg2) and
ωo ∈Ωωo .
inf
t∈[T+T0,T+2T0]
‖Eˆ(t)‖
≥ inf
s∈[T,T+2T0]
(Mgwg cos(wgs+φg))M¯ 1
(T0)
−
∣∣∣∣bδb¯
∣∣∣∣‖KT AK‖εM¯2(T0)− M¯3(T0)‖EˆT‖
≥Me.
(45)
Thus, (40) is proved.
Denote E˜ = [e˜1 · · · e˜n+1]T and consider the following
differential equation.
˙˜E = A¯3E˜ +B2M, (46)
where M > 0 is a constant. Due to the specific form of A¯3
and B2, for the given initial value E˜(T ) = Eˆ(T ), there exists
a sufficiently large M∗ such that inft∈[T+T0,T+2T0] e˜i(t)> 0 for
1≤ i≤ n+1, M ≥M∗ and ωo ∈Ωωo .
There exists M∗g ≥Mg,2 such that
inf
s∈[T,T+2T0]
(Mgwg cos(wgs+φg))≥M∗+
∣∣∣∣bδb¯
∣∣∣∣‖KT AK‖ε, (47)
for (ωg,φg) = (ωg,1,φg,1) and Mg ≥M∗g . Combined with the
boundary of Γ3 shown in (38), we have
inf
s∈[T,T+2T0]
(Γ3(s)+Mgwg cos(wgs+φg))≥M∗. (48)
From (46)–(48), it can be concluded that the components of Eˆ
satisfy
inf
t∈[T+T0,T+2T0]
eˆi(t)> 0, 1≤ i≤ n+1, (49)
for the uncertainty Mg sin(ωg,1t +φg,1) (Mg ≥M∗g) and ωo ∈
Ωωo .
With the combination of (40) and (49), there is
inf
t∈[T+T0,T+2T0]
|KTe Eˆ(t)| ≥ min1≤i≤n{ki,1} ·Me. (50)
By choosing Me =
2ηε
min1≤i≤n{ki,1} , (50) contradicts to (34), which
implies that A2 should be Hurwitz. 
Proof of Theorem 2: Due to the special form of g(X , t)
as shown in Assumption 2, there is ∂ f∂X =
∂g1
∂X and
∂ f
∂ t = d˙1(t).
Moreover, the limitation of the external disturbance exists, i.e.,
limt→∞ d1(t) = D¯, where D¯ is a constant.
Recall the definition of (E,ξ ) and define ξ¯ , ξ−B2(d1(t)−
D¯) Then, the ADRC based closed-loop system for t ∈ [tu,∞)
(24) can be rewritten as
E˙ = AKE+BKTe T1ξ¯ + Γ¯0,
˙¯ξ =ωoA2ξ¯ + Γ¯1+ Γ¯2, t ≥ tu, (51)
where Γ¯0 = BKTe T1B2(d1(t) − D¯), Γ¯1 =
B2
∂g1(E+R)
∂ (E+R) [ r
(1) ··· r(n) ]T + B2
bδ
b¯ r
(n+1) + A2B2ωo(d1(t) −
D¯) − B2 ∂g1(E+R)∂ (E+R) BKTe T1(d1(t) − D¯) − B2
bδ
b¯ (K
T T2 −
KT B[KT 0]T1)(d1(t) − D¯) and Γ¯2 =
B2
(
∂g1(E+R)
∂ (E+R) AK−
bδ
b¯ K
T AK
)
E + B2
∂g1(E+R)
∂ (E+R) BK
T
e T1ξ +
B2
bδ
b¯ (K
T T2−KT B
[
KT 0
]
T1)ξ .
Since all assumptions in Remark 7 are satisfied, according
to (15)–(16), there exists positives η∗E , η∗Ξ and ω
∗
o such that
sup
t≥t0
|E(t)| ≤ η∗E , sup
t≥t0
|ξ (t)| ≤ η∗Ξ, (52)
for any ωo ≥ ω∗o .
From (52), the bounds of Γ¯0, Γ¯1 and Γ¯2 for ωo ≥ ω∗o are
shown as follows.
‖Γ¯0‖ ≤γ01|d1(t)− D¯|,
‖Γ¯1‖ ≤γ11|d1(t)− D¯|+ γ12 ‖[ r(1)(t) r(2)(t) ···r(n+1)(t) ]‖ ,
‖Γ¯2‖ ≤γ21‖E‖+ γ22‖ξ¯‖,
(53)
where γ01 = ‖BKTe ‖‖T1(ω∗o )‖‖B2‖, γ11 = ωo + γ22, γ12 =√
(Ψ(η∗E +
√
nηr))2+
∣∣bδ/b¯∣∣2, γ21 = Ψ(η∗E +√nηr)‖AK‖+∣∣∣ bδb¯ ∣∣∣‖KT AK‖ and γ22 = Ψ(η∗E + √nηr)‖BKTe ‖‖T1(ω∗o )‖ +∣∣∣ bδb¯ ∣∣∣(‖KT‖‖T2(ω∗o )‖+‖KT B[KT 0]‖‖T1(ω∗o )‖).
Recall the definition of PK and P2 (25). Denote
V¯ (E, ξ¯ ) = ET PKE + ξ¯ T P2ξ¯ . (54)
Combined with the definition of ck1, ck2, c21, and c22, (54)
implies that{
V¯ (E, ξ¯ )≥min{ck1,c21}(‖E‖2+‖ξ¯‖2),
V¯ (E, ξ¯ )≤max{ck2,c22}(‖E‖2+‖ξ¯‖2).
(55)
Based on (51), the derivative of
√
V¯ satisfies
the following bound: d
√
V¯
dt ≤ −‖E‖
2−ωo‖ξ¯‖2
2
√
V¯
+
2‖PKBKTe ‖‖T1(ω∗o )‖‖E‖‖ξ¯‖
2
√
V¯
+ 2‖P2‖γ21‖E‖‖ξ¯‖+2‖P2‖γ22‖ξ¯‖
2
2
√
V¯
+
2‖PK‖‖E‖‖Γ¯0‖+2‖P2‖‖ξ¯‖‖Γ¯1‖
2
√
V¯
for ωo ≥ ω∗o . By defining ω∗∗o =
max{2(4‖PKBKTe ‖‖T1(ω∗o )‖+4‖P2‖γ21)2 + 4‖P2‖γ22,ω∗o},
we have d
√
V¯
dt ≤
− 34 ‖E‖2−ωo2 ‖ξ¯‖2
2
√
V¯
+ 2‖PK‖‖E‖‖Γ¯0‖+2‖P2‖‖ξ¯‖‖Γ¯1‖
2
√
V¯
for ωo ≥ ω∗∗o . Combined with (55), there is d
√
V¯
dt ≤
−α¯1
√
V¯ + α¯2
√
‖Γ¯0‖2+‖Γ¯1‖2 where α¯1 = min{
3
4 ,
ωo
2 }
2
√
max{ck2,c22}
and
α¯2 =
√
c2k2+c
2
22
min{ck1,c21} . By Grownwall Lemma,
√
V¯ (E, ξ¯ ) has the
following bound:√
V¯ (E, ξ¯ )≤
√
V¯ (E(t0), ξ¯ (t0))e−α¯1(t−t0)
+
∫ t
t0
e−α¯1(t−τ)
√
‖Γ¯0(τ)‖2+‖Γ¯1(τ)‖2dτ.
(56)
Since limt→∞ ‖Γ¯0(t)‖ = 0 and limt→∞ ‖Γ¯1(t)‖ = 0, we have
limt→∞
√
‖Γ¯0(t)‖2+‖Γ¯1(t)‖2 = 0. According to Assump-
tions 1–2, there is |d1(t)−d1(t0)| ≤ |g1(X)+d1(t)− (g1(X)+
d1(t0))| ≤ |g1(X) + d1(t)| + |g1(X) + d1(t0)| ≤ 2ψ(X) for
any X . By denoting ηd = 2ψ(0) + d1(t0), the bound of
d1(t) satisfies that supt≥t0 |d1(t)| ≤ ηd , which implies that√
‖Γ¯0(t)‖2+‖Γ¯1(t)‖2 is bounded:√
‖Γ¯0(t)‖2+‖Γ¯1(t)‖2 ≤ ‖Γ¯0(t)‖+‖Γ¯1(t)‖ ≤ ηΓ12, (57)
8for t ≥ t0, where ηΓ12 = (γ01 + γ11)(ηd + |D¯|) + ηd +√
n+1γ12ηr. Therefore,
lim
t→∞
∫ t
t0
e−α¯1(t−τ)
√
‖Γ¯0(τ)‖2 +‖Γ¯1(τ)‖2dτ
≤ lim
t→∞
∫ t/2
0
e−α¯1(
t
2−τ)
√
‖Γ¯0(τ+ t2 )‖
2 +‖Γ¯1(τ+ t2 )‖
2dτ
+ lim
t→∞e
− α¯1t2 ηΓ12
∫ t/2
t0
e−α¯1(
t
2−τ)dτ
=0.
(58)
With the combination of (56)–(58), there is
limt→∞
√
V¯ (E, ξ¯ ) = 0, which further implies that
limt→∞E(t) = limt→∞ ξ¯ (t) = 0. Since
[
X(t)−Xˆ(t)
f (X(t),u(t),t)− fˆ (t)
]
=
T1ξ¯ (t) + T1B2(d1(t) − D¯), it can be deduced that
lim
t→∞(X(t)− Xˆ(t)) = limt→∞( f (X(t),u(t), t)− fˆ (t)) = 0. Thus, (18)
is proved. 
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