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SELECCION DE UNIDADES 
PARA EL RECONOCIMIENTO 
CONTINUO DEL HABLA 
os avances tecnológicos 
de las últimas décadas 
han permitido el desarro-
llo de nuestros sistemas 
informáticos, electrodo-
... __ .. mésticos y máquinas en 
general hasta límites insospechados. 
Habitualmente nos comunicamos con 
ellos a través de órdenes tecleadas, 
pulsaciones de botones al fin y al 
cabo; sin embargo, el habla represen-
ta el medio de comunicación más 
fácil, rápido y corriente entre los se-
res humanos. Surge entonces el reto 
de intentar dotar a nuestros sistemas 
de la capacidad de "reconocer" órde-
nes y mensajes transmitidos de viva 
voz. 
Como su propio nombre indi-
ca, un sistema de reconocimiento debe 
"volver a conocer". Para ello es nece-
sario que previamente hallamos su-
ministrado información al sistema 
sobre los mensajes que previsi-
blemente va a recibir. Esta tarea 
se realiza en la denominada fase de 
entrenamiento o aprendizaje creando 
un número manejable de modelos 
de unidades básicas. En la fase de 
reconocimiento propiamente dicha el 
sistema debe comparar de alguna for-
ma el mensaje recibido con los mode-
los creados en la fase de entrenamien-
to. 
El éxito de un sistema de re-
conocimiento del habla se basa prin-
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cipalmente en los factores que a 
continuación se resumen: 
Codificación de la señal de 
voz. 
Se debe extraer de la señal de 
voz aquellas características que son 
imprescindibles para lograr el re-
conocimiento. Es decir, no nos in-
teresan aquellos parámetros que dis-
tinguen una voz masculina de una 
femenina pero sí es importante te-
ner bien caracterizadas las diferen-
cias entre una "p" y una "t" o entre 
un sonido sordo y uno sonoro por 
ejemplo. Las codificaciones más 
habituales se suelen hacer en el 
dominio frecuencial, siendo las 
más frecuentes los coeficientes 
predictivos lineales (LPC) y la 
codificación por banco de filtros 
[1] . 
Creación de referencias. 
Se deben modelar las uni-
dades elegidas para el reconoci-
miento a partir de 
una adaptación del algoritmo de 
Viterbi [3] ). 
En el presente escrito nos va-
mos a ocupar de explicar los diferen-
tes tipos de unidades básicas que uti-
lizan algunos de los sistemas desarro-
llados hasta la fecha y de los criterios 
que rigen la elección de las mismas. 
1. Unidades propuestas para el re-
conocimiento del habla. 
Las unidades que se nos ocu-
rnna proponer en una primera 
aproximación al problema serían 
seguramente las palabras y los fo-
nemas. En la discusión siguiente 
veremos algunas ventajas e incon-
venientes de éstas y otras unidades 
como fonemas, trifonemas, sílabas, 
semi sílabas etc. que han sido pro-
puestas en diferentes trabajos como 
alternativas a las dos primeras. 




tas unidades. Las 
referencias más uti-
1izadas hoy en día 
por la mayoría de 
los sistemas de re-
conocimiento son 
Surge [ . .} el reto 
de intentar dotar a 
1.1- Palabras. 
Las pala-
bras son la uni-
dad más natu-
ral que se nos 
puede ocurrir 
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de la capacidad de 
~(reconocer " 




rar bien las 
pronunciacio-
poner de algoritmos eficientes para 
comparar la señal recibida con las 
referencias creadas en la fase ante-
rior. (Uno de los más habituales es 
nes diferentes de un mismo fonema 
que se pueden hacer en el seno de 
una palabra. Cuando es posible en-
trenar adecuadamente los modelos 
de palabras, se suelen alcanzar los 
mejores resultados, sin embargo cuan-
do queremos implementar un sistema 
de reconocimiento para amplios vo-
cabularios no es factible el uso de 
modelos de palabras puesto que ne-
cesitaríamos una enorme cantidad de 
datos de entrenamiento para que cada 
palabra apareciese un número de ve-
ces considerable. 
Por otra parte, en algunas apli-
caciones es conve-
niente contar con 
1.3- Unidades multifónicas. ' 
Una manera de tener en cuen-
ta los efectos coarticulatorios que se 
dan dentro de una palabra es usando 
unidades más largas. Algunos siste-
mas de reconocimiento en castellano 
proponen el uso de modelos de síla-
bas o semisílabas para aprovechar el 
carácter marcadamente silábico de 
esta lengua [4]. El problema que se 
nos presenta es el elevado número de 
unidades que tendríamos que mode-
lar (del orden de 
20.000 sílabas y 
la opción de que el 
usuario añada nue-
vas palabras al vo-
cabulario. Utili-
zando modelos de 
palabras se necesi-
tarían muchas re-
peticiones de la pa-
labra nueva para 
que pueda ser en-
trenada adecuada-
mente, con lo que 
el coste de adapta-










vocabularios no es 




tento de solución 






La unidad sub léxica con la 
que estamos más familiarizados es 
el fonema. Los fonemas presentan 
la ventaja, debido a su reducido 
número, de que pueden ser entre-
nados fácilmente con unos pocos 
cientos de frases. Los fonemas, sin 
embargo, no suelen ser una unidad 
adecuada por sí mismos, ya que se 
asume que un fonema en cualquier 
contexto es equivalente al mismo 
fonema en cualquier otro contexto. 
Este hecho no es cierto, ya que 
cuando pronunciamos un fonema, 
no lo hacemos independientemente 
del contexto en que éste está inmer-
so, pues nuestras articulaciones no 
se pueden mover instantáneamente 
de una posición a otra. 
Hemos visto que mientras a 
los modelos de palabras les falta 
generalidad, los modelos de fone" 
mas generalizan en exceso. En los 
siguientes apartados intentaremos 
buscar unas unidades que no ten-
gan los defectos anteriores. 
explícitamente 
las transiciones 
de un fonema a 
otro, eliminando 
la parte estacionaria de los mismos. 
De esta idea surge la definición de 
difonema. 
1.5- Fonemas dependientes de la 
palabra. 
El modelado de fonemas de-
pendientes de la palabra pretende al-
canzar un compromiso entre los mo-
delos de palabras y los de fonemas. 
En estos modelos, un fonema que 
aparece en una palabra se representa 
de forma diferente que el mismo 
fonema en otra palabra [5]. 
El modelado con fonemas de-
pendientes de la palabra es más efi-
ciente que el de modelos de palabras 
desde dos puntos de vista. En primer 
lugar, si una palabra aparece muy 
pocas veces, sus parámetros pueden 
ser interpolados o promediados con 
los de los modelos de fonemas inde-
pendientes de la palabra. En segundo 
lugar, si se desea añadir una nueva 
palabra al vocabulario, no es necesa-
rio repetirla muchas veces, ya que con 
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el conjunto básico de fonemas inde-
pendientes podremos conseguir una 
tasa de reconocimiento aceptable. 
1.6- Fonemas dependientes del con-
texto. 
Por contexto normalmente se 
entiende el fonema vecino inmedia-
tamente anterior, el posterior o am-
bos. Así, tendremos modelos de fone-
mas dependientes del contexto iz-
quierdo, del derecho o de ambos 
(tri fonemas) [5]. 
Los modelos de trifonemas 
suelen estar pobremente entrenados 
porque hay muchos trifonemas. Como 
en el caso anterior, pueden ser 
interpolados con modelos más robus-
tos. El modelado con trifonemas es 
muy potente porque tiene en cuenta 
los efectos coarticulatorios más im-
portantes y es mucho más sensible 
que el modelo de fonemas. 
En general, una de las venta-
jas de los fonemas dependientes del 
contexto con respecto a los fonemas 
dependientes de la palabra es que son 
más independientes de la aplicación 
que tratemos. Podemos seguir utili-
zando los mismos modelos aunque 
cambie el vocabulario a reconocer, en 
cambio, con los modelos dependien-
tes de la palabra sería necesario rea-
lizar un nuevo entrenamiento si el 
nuevo vocabulario no es un subcon-
junto del viejo. 
2. Un ejemplo práctico de elección 
de unidades. 
Como muestra del problema 
que representa para el diseñador de 
un sistema de reconocimiento la elec-
ción adecuada de las unidades a mo-
delar en función de la cantidad de 
entrenamiento disponible, presenta-
mos el siguiente caso en donde nos 
plantearemos la viabilidad de usar un 
determinado modelo de unidades. 
Se pretende diseñar dos tipos 
de aplicaciones: una, de carácter to-
talmente general en el que se permite 
una amplia gama de vocabulario y 
otra, más específica en la que las 
cuestiones a reconocer se limitan a 
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una temática concreta (en este caso, 
preguntas a una pequeña base de da-
tos sobre la geografia española). Para 
ello se hace un estudio de algunas 
unidades (palabras, sílabas, 
trifonemas y fonemas) que aparecen 
en 200 frases utilizadas para el entre-
namiento de ambas aplicaciones. 
A continuación se presentan 
dos gráficas correspondientes al es-
tudio de los tri fonemas como uni-
dad básica (recordemos que, a gran-
des rasgos, un trifonema es un 
fonema en donde se ha tenido en 
cuenta la influencia de su vecino 
derecho e izquierdo). 
En las gráficas podemos ob-
servar como el número de 
tri fonemas diferentes de la aplica-
ción general tiende a crecer por 
encima de 1600 una vez analizadas 
las 200 frases, mientras que en la 
aplicación geográfica el número de 
éstos tiende a estabilizarse 
asintóticamente en torno a los 800 
tri fonemas diferentes (Para 500 fra-
ses se obtienen únicamente 774 ). 
Si consideramos que el número. de 
unidades aparecidas en los dos cor-
pus o conjuntos de frases es aproxi-
madamente el mismo ( en torno a 
los 8000 trifonemas) parece obvio 
deducir que en el segundo cada 
unidad aparece 
repetida más 
trifonemas, completados con mode-
los de fonemas, son una unidad ade-
cuada para modelar la totalidad de la 
aplicación geográfica puesto que van 
a poder ser entre-
nados adecuada-
veces que en el 
primero. Si fi-
jamos un um-
bral de 30 apa-








que en la gene-
Podríamos pensar 
que para un tipo de 
aplicaciones muy 
específicas [. . .] las 
unidades 
modeladas pueden 
ser más largas y 
especializadas. 
mente con unas de-
cenas de repeticio-
nes de las 200 fra-





específica para la 
primera aplica-
ción, en donde 
habría que limi-
ral tan sólo lo 
hacen 38. Con 
e s t o s 
tri fonemas conseguimos modelar el 
54% de la aplicación geográfica y 
tan sólo el 24.8% de la general. 
Situaciones análogas se repiten en 
el estudio de las palabras y de las 
sílabas como unidades básicas. 
Podríamos considerar a partir 
de los datos anteriores, que los 
tarse quizás al 
uso de modelos 
más generales 
como los de fo-
nemas. Extrapolando estos resul-
tados podríamos pensar que para 
un tipo de aplicaciones muy espe-
cíficas (como puedan ser una base 
de datos geográfica para consul-
ta, un informador de vuelos y re-
servas en un aeropuerto o un ges-
tor de compraventa de acciones 
en una Bolsa), las unidades mo-
APARICIONES DE TRIFONEMAS EN LA BASE GENERAL 
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deladas pueden ser más largas y 
especializadas, llegando incluso 
a poder ser conveniente el mode-
lado de grupos de palabras de 
forma conjunta. 
3. Resumen y conclusiones. 
En esta breve exposición se 
han pretendido 
resaltar dos im-
matizado. La elección puede de-
pender de causas tan dispares 
como: el volumen de frases del 
que dispongamos para el entre-
namiento, la aplicación a la que 
está destinada el sistema de reco-
nocimiento o el idioma en el que 
se desarrolle el mismo. 
La ma-
yoría de los 
portantes propie-
dades de las uni-
dades: el grado 
de sensibilidad 
con el que tienen 
en cuenta los 
efectos de 
coarticulación y 
la facilidad o di-
ficultad de las 
mismas para ser 
entrenadas ade-
La elección de un trabajos actua-les se nos pre-
sentan en un 
esquema simi-
lar: en primer 
lugar se defi-
nen un conjun-












es en absoluto un 
problema resuelto y 
matematizado. 




unidades adecuado para el reco-
nocimiento no es en absoluto un 
problema resuelto y mate-
mismo, creándose unidades más 
especializadas que tengan en 
cuenta los efectos contextuales. 
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