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1. Introduction
Vacation queues have been investigated extensively because of their applications in computer systems, communication
networks, production management and so forth. In a classical vacation queue, a server may completely stop the service or
do some additional work during a vacation. Proposing various vacation policies provides more flexibility for optimal design
and operation control of the system. For more detail on this topic readers are referred to the survey paper by Doshi [1].
In many real life congestion situations, the server can be utilized for ancillary work and a different rate during the
vacation period. Such a queueing situation is called a queuewith aworking vacation (WV). Servi and Finn [2] first studied the
M/M/1 queueing system with working vacations, and obtained the transform formulae for the distribution of the number
of customers in the system and the sojourn time in a steady state. Liu et al. [3] give some results on the M/M/1 queue with
a working vacation. Wu and Takagi [4,5] extended Servi and Finn’s [2] M/M/1/WV model to an M/G/1/WV model, where
the service times during a normal service period, the service times during a working vacation, and also vacation durations
are generally distributed. Baba [6] developed a GI/M/1 queue with multiple working vacations. Recently, Li and Tian [7]
analyzed the M/G/1 queue with exponential working vacations. Using the matrix analysis method, the main steady-state
performance measures such as mean queue length and waiting time are obtained. Banik et al. [8] discussed the GI/M/1/N
queue withmultiple working vacations. Yu et al. [9] extend to the GI[X]/Mb/1/L queue withmultiple working vacations and
partial batch rejection. Li and Tian [10] connected working vacations and vacation interruption and analyzed the discrete-
time GI/Geo/1 queue with working vacations and vacation interruption. Li, Tian and Ma [11] analyzed the GI/M/1 queue
with working vacations and vacation interruption. With the matrix analysis method, they obtained various performance
measures such as mean queue length and waiting time.
In this paper,wewill consider a single-server queue systemwhich has general service distributions. Theworking vacation
and vacation interruption are connected, the server enters into vacationswhen there are no customers and it can take service
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at a lower rate during the vacation period. If there are customers in the system at the instant of a service completion during
the vacation period, the server will come back to the normal working level nomatter whether or not the vacation has ended.
Otherwise, it continues the vacation. The aimof our study is to develop a set of computable stationary performancemeasures
such as the queue length and waiting time.
The paper is organized as follows. In Section 2, we prove the model description and notions. In Section 3, the stationary
differential equations of themodel and their solutions are obtained.We also obtain the queue length distribution and service
status at the arbitrary epoch. In Section 4, we derive the LST of the waiting time. Finally, numerical examples are presented
in Section 5.
2. Description of the model
Consider aM/G/1 queuewith a Poisson arrival of rate λ. The server begins a vacation each time the queue becomes empty
and if there are customers arriving in a vacation period, the server continues to work at a lower rate. The working vacation
period is an operation period at a lower speed. At a service completion instant, if there are customers in the system in the
vacation period, the server will come back to the normal working level, i.e., a vacation interruption happens. Otherwise,
it continues the vacation. Meanwhile, if there is no customer when a vacation ends, the server begins another vacation,
otherwise, it switches to the normal working level. The notations used in our model are as follows:
(1) The normal service times during the busy period have the probability distribution function
Sb(x) = 1− exp
{
−
∫ x
0
µ1(t)dt
}
with a mean of 1/µb and
S∗b (r) =
∫ ∞
0
e−rxdSb(x), b(k) =
∫ ∞
0
xkdSb(x).
(2) The service times during the vacation period have the probability distribution function
Sv(x) = 1− exp
{
−
∫ x
0
µ0(t)dt
}
with a mean of 1/µv and
S∗v (r) =
∫ ∞
0
e−rxdSv(x), v(k) =
∫ ∞
0
xkdSv(x).
(3) The vacation time is exponentially distributed with a rate of θ . At a service completion instant, if there are customers
in the system in the vacation period, the server will come back to the normal working level, i.e., a vacation interruption
happens. Otherwise, it continues the vacation.
We assume that inter-arrival times, service times, and working vacation times are mutually independent. In addition,
the service order is first in first out (FIFO).
3. The differential equations and the solution for the model
In this section, we first introduce several supplementary variables to construct the differential equations for the model,
then we provide an approach for solving these equations.
Let L(t) be the number of customers in the system at time t , and ξ0(t), ξ1(t) be the elapsed service time during the
working vacation and the normal service period at time t , respectively. Define
J(t) =
{
0, the server is in a working vacation period at time t,
1, the server is in a normal service period at time t.
Then {L(t), J(t), ξ0(t), ξ1(t) : t ≥ 0} is a Markov process with the state space expressed as
Ω = {(0, 0)} ∪ {(n, 0, x) : n ≥ 1, x ≥ 0} ∪ {(n, 1, x) : n ≥ 1, x ≥ 0}.
We define:
P0,0(t) = P{L(t) = 0, J(t) = 0},
Pn,0(t, x)dx = P{L(t) = n, J(t) = 0, x ≤ ξ0(t) < x+ dx}, n ≥ 1,
Pn,1(t, x)dx = P{L(t) = n, J(t) = 1, x ≤ ξ1(t) < x+ dx}, n ≥ 1.
First of all, let us investigate the stability condition of our model. Let {tn; n ∈ Z+} be the sequence of epochs at which
either a service completion occurs or a working vacation ends, Ln = L(t+n ) be the number of customers in the queue just
after the time tn, thus the sequence of random variable {Ln; n ≥ 1} forms a Markov chain, which is the embedded Markov
chain for our queueing system. Its status spaces are E = (0, 1, 2, . . .).
Define
pij = P{Ln+1 = j|Ln = i}, i, j ∈ E.
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Then
p00 = λ
λ+ θ
∫ ∞
0
e−(λ+θ)tdSv(t)+ θ
λ+ θ ,
p0j = λ
λ+ θ
∫ ∞
0
(λt)j
j! e
−(λ+θ)tdSv(t)+ λ
λ+ θ
∫ ∞
0
(λt)j−1
(j− 1)!e
−(λ+θ)tθ [1− Sv(t)]dt, j ≥ 1,
pij =

∫ ∞
0
(λt)j−i+1
(j− i+ 1)!e
−λtdSb(t), j ≥ i− 1, i = 1, 2, . . .
0, j < i− 1.
Theorem 3.1. The inequality ρ = λ
µb
< 1 is a necessary and sufficient condition for the system to be stable.
Proof. It is easy to see that {Ln; n ∈ Z+} is an irreducible and aperiodic Markov chain. To prove positive recurrence we
may use Foster’s criterion, which states that an irreducible and aperiodic Markov chain is positive recurrent if there exists a
non-negative function f (i), i ∈ E and ε > 0 such that the mean drift
ϕi = E[f (Ln)− f (Ln−1)|Ln−1 = i]
is finite for all i ∈ E and ϕi ≤ −ε for all i ∈ E except perhaps a finite number. In our case, we choose f (i) = i as a test
function on the state space. The mean drift ϕi is given by
ϕi =

λ
µb
− 1, i = 1, 2, . . . ,
λ
θ
[1− S∗v (θ)]. i = 0.
Obviously, ρ = λ
µb
< 1 is a sufficient condition for ergodicity.
The necessary condition follows readily from Kaplan’s condition, namely ϕi < ∞ for all i ∈ E and there exists i0 ∈ E
such that ϕi ≥ 0 for i ≥ i0. Further it can be shown that if ρ < 1, then the system is stable. 
3.1. The steady-state equations
Since we are interested in the stationary behavior of the system, define:
P0,0 = lim
t→∞ P0,0(t), Pn,0(x) = limt→∞ Pn,0(t, x), Pn,1(x) = limt→∞ Pn,1(t, x).
The joint probability density {P0,0, Pn,0(x), Pn,1(x), n ≥ 1} satisfies the following system of differential equations:
d
dx
Pn,1(x) = −[λ+ µ1(x)]Pn,1(x)+ (1− δ1n)λPn−1,1(x), n ≥ 1, (3.1)
d
dx
Pn,0(x) = −[λ+ θ + µ0(x)]Pn,0(x)+ (1− δ1n)λPn−1,0(x), n ≥ 1 (3.2)
with the boundary conditions
λP0,0 =
∫ ∞
0
P1,0(x)µ0(x)dx+
∫ ∞
0
P1,1(x)µ1(x)dx, (3.3)
P1,0(0) = λP0,0, Pn,0(0) = 0, n ≥ 2, (3.4)
Pn,1(0) =
∫ ∞
0
θPn,0(x)dx+
∫ ∞
0
Pn+1,0(x)µ0(x)dx+
∫ ∞
0
Pn+1,1µ1(x), n ≥ 1 (3.5)
where δij =
{
1, i = j
0, i 6= j and the normalization condition
P0,0 +
∞∑
n=1
[∫ ∞
0
Pn,0(x)dx+
∫ ∞
0
Pn,1(x)dx
]
= 1. (3.6)
3.2. The model solution
To solve system Eqs. (3.1) and (3.2), let us define the following PGFs for |z| < 1:
P0(x, z) =
∞∑
n=1
znPn,0(x), P1(x, z) =
∞∑
n=1
znPn,1(x).
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Nowmultiplying Eqs. (3.1) and (3.2) by zn respectively, and summing over n, it finally yields
d
dx
P1(x, z) = −[λ(1− z)+ µ1(x)]P1(x, z); (3.7)
d
dx
P0(x, z) = −[λ(1− z)+ θ + µ0(x)]P0(x, z). (3.8)
Solving the partial differential equations (3.7) and (3.8), it follows that
P1(x, z) = P1(0, z)e−λ(1−z)x[1− Sb(x)],
P0(x, z) = P0(0, z)e−[λ(1−z)+θ ]x[1− Sv(x)].
Then we obtain
Pn,1(x) =
n∑
i=1
Pi,1(0)
(λx)n−i
(n− i)!e
−λx[1− Sb(x)], n ≥ 1, (3.9)
Pn,0(x) =
n∑
i=1
Pi,0(0)
(λx)n−i
(n− i)!e
−(λ+θ)x[1− Sv(x)], n ≥ 1. (3.10)
Clearly, all the probability for Pn,0(0) = 0 for n ≥ 2 according to (3.4), therefore
Pn,0(x) = P1,0(0) (λx)
n−1
(n− 1)!e
−(λ+θ)x[1− Sv(x)], n ≥ 1. (3.11)
Eqs. (3.10) and (3.11) provide a solution for Pn,0(x) and Pn,1(x) in terms of P1,0(0) and Pn,1(0), n ≥ 1. Furthermore,
boundary equations (3.3)–(3.5) will be used to determine P1,0(0) and Pn,1(0), n ≥ 1. Define
ak =
∫ ∞
0
(λx)k
k! e
−λxdSb(x), bk =
∫ ∞
0
(λx)k
k! e
−(λ+θ)xdSv(x),
ck =
∫ ∞
0
θ
(λx)k
k! e
−(λ+θ)x[1− Sv(x)]dx.
The PGFs of the sequence {ak; k ≥ 0}, {bk; k ≥ 0} and {ck; k ≥ 0} are given by
A(z) =
∞∑
k=0
akzk = S∗b (λ(1− z)) , B(z) =
∞∑
k=0
bkzk = S∗v (λ(1− z)+ θ),
C(z) =
∞∑
k=0
ckzk = θ
λ(1− z)+ θ [1− S
∗
v (λ(1− z)+ θ)].
According to the above definitions, the boundary equations (3.3)–(3.5) can be written as
PΛ = P
where
P = (P1,0(0), P1,1(0), P2,1(0), P3,1(0), . . .)
Λ =

b0 c0 + b1 c1 + b2 c2 + b3 . . .
a0 a1 a2 a3 . . .
a0 a1 a2 . . .
a0 a1 . . .
. . .
. . .
 .
Theorem 3.2. The matrixΛ is irreducible and stochastic. If ρ < 1, thenΛ is positive recurrent.
Proof. It is clear that P is irreducible. We need to prove that (a) Λ is stochastic, and (b) Λ is positive recurrent under the
assumptions ρ < 1.
(a) It is obvious that
b0 +
∞∑
i=1
(ci−1 + bi) = B(1)+ C(1) = 1,
∞∑
i=0
ai = A(1) = 1.
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(b) It is based on the principle of mean drift thatΛ is positive recurrent if only if
a0 >
∞∑
n=2
(n− 1)an
which is equivalent to 1 >
∑∞
n=1 nan = A′(1) = ρ.
Let pi = (pi0, pi1, pi2, . . .) be the stationary probability vector of thematrixΛ. Then it follows from equation PΛ = P that
P = αpi = α(pi0, pi1, pi2, . . .),
where α is determined by (3.6) as
α = 1
1
λ
pi0 + 1−S∗v (θ)θ pi0 + (1− pi0) 1µb
. (3.12)
Next, we will find the stationary probability pi = (pi0, pi1, pi2, . . .).
Using (pi0, pi1, pi2, . . .)Λ = (pi0, pi1, pi2, . . .), we have the balance equations:
pi0 = pi0b0 + pi1a0,
pi1 = pi0(b1 + c0)+ pi1a1 + pi2a0,
pik = pi0(bk + ck−1)+
k+1∑
j=1
pijak+1−j.
Define the PGF of {pik, k ≥ 0}
Φ(z) =
∞∑
i=0
piiz i, |z| ≤ 1.
From the above equations, we have that
Φ(z) = [zC(z)+ B(z)]pi0 + A(z)[Φ(z)− pi0]z .
Then we get that
Φ(z) = z[zC(z)+ B(z)] − A(z)
z − A(z) pi0. (3.13)
Using the normalization conditionΦ(1) = 1, we can obtain
pi0 = θ(1− ρ)
θ(1− ρ)+ (λ+ θ)[1− S∗v (θ)]
. (3.14)
Then, we can use the following recurrence relation for pik, k ≥ 2:
pik =
[
pik−1 − pi0(bk−1 + ck−2)−
k−1∑
j=1
pijak−j
]
a−10 . 
Remark 1. Using Eq. (3.14), we can write α in another form:
α = λ{θ(1− ρ)+ (λ+ θ)[1− S
∗
v (θ)]}
θ(1− ρ)+ (λ+ ρθ)[1− S∗v (θ)]
. (3.15)
From (3.4) and (3.14), we have
P0,0 = α
λ
pi0 = θ(1− ρ)
θ(1− ρ)+ (λ+ ρθ)[1− S∗v (θ)]
,
Pn,0(x) = αpi0 (λx)
n−1
(n− 1)!e
−(λ+θ)x[1− Sv(x)],
Pn,1(x) =
n∑
i=1
αpii
(λx)n−i
(n− i)!e
−λx[1− Sb(x)].
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Then P0(x, z), P1(x, z) can be written as follows:
P0(x, z) =
∞∑
n=1
Pn,0(x)zn = αpi0ze−[λ(1−z)+θ ]x[1− Sv(x)],
P1(x, z) =
∞∑
n=1
Pn,1(x)zn = α[Φ(z)− pi0]e−λ(1−z)x[1− Sb(x)].
Theorem 3.3. If ρ < 1, the joint distribution of the number in the system and the server’s state has the following partial PGFs
P0,0 = θ(1− ρ)
θ(1− ρ)+ (λ+ ρθ)[1− S∗v (θ)]
, (3.16)
P0(x, z) = λθ(1− ρ)
θ(1− ρ)+ (λ+ ρθ)[1− S∗v (θ)]
ze−(λ(1−z)+θ)x[1− Sv(x)], (3.17)
P1(x, z) = λθ(1− ρ)
θ(1− ρ)+ (λ+ ρθ)[1− S∗v (θ)]
z
zC(z)+ B(z)− 1
z − A(z) e
−λ(1−z)x[1− Sb(x)]. (3.18)
Next we are interested in investigating marginal system size distribution due to the system’s state of the server. Define
Pn,j = lim
t→∞ P{L(t) = n, J(t) = j}, n ≥ 1, j = 0, 1.
Theorem 3.4. If ρ < 1, the marginal PGFs of the server’s state system size distribution are given by
P0(z) = θ(1− ρ)
θ(1− ρ)+ (λ+ ρθ)[1− S∗v (θ)]
(λ+ θ)− λzS∗v (λ(1− z)+ θ)
λ(1− z)+ θ , (3.19)
P1(z) = θ(1− ρ)
θ(1− ρ)+ (λ+ ρθ)[1− S∗v (θ)]
(λ+ θ)z[1− S∗v (λ(1− z)+ θ)][1− S∗b (λ(1− z))]
[S∗b (λ(1− z))− z][λ(1− z)+ θ ]
. (3.20)
Proof.
P0(z) =
∞∑
n=0
Pn,0zn, P1(z) =
∞∑
n=1
Pn,1zn.
Integrating (3.17) and (3.18) with respect to x and using the well-known result of the renewal theory∫ ∞
0
e−rx[1− S(x)]dx = 1− S
∗(r)
r
where S(x) is a probability distribution function, we get formulate (3.19) and (3.20). 
Next the system’s state probabilities are given in Corollary 3.1.
Corollary 3.1. If the system is in a steady state condition, then
(i) The probability that the server is in a working vacation is
P{J = 0} = P0(z)|z=1 = (1− ρ){λ[1− S
∗
v (θ)] + θ}
θ(1− ρ)+ (λ+ ρθ)[1− S∗v (θ)]
.
(ii) The probability that the server is in a normal busy period is
P{J = 1} = P1(z)|z=1 = ρ(λ+ θ)[1− S
∗
v (θ)]
θ(1− ρ)+ (λ+ ρθ)[1− S∗v (θ)]
.
Let Pn be the stationary distribution of the number of customers in the queue, i.e.
P0 = lim
t→∞ P{L(t) = 0} = P0,0, Pn = limt→∞ P{L(t) = n} = Pn,0 + Pn,1.
Corollary 3.2. The PGF of the stationary queue length L at arbitrary epochs is given by
P(z) = θ(1− ρ)
θ(1− ρ)+ (λ+ ρθ)[1− S∗v (θ)]
× (λ+ θ)(1− z)S
∗
b (λ(1− z))− zS∗v (λ(1− z)+ θ){λ(1− z)+ θ [1− S∗b (λ(1− z))]}
[(S∗b (λ(1− z))− z)][λ(1− z)+ θ ]
.
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Accordingly, the expected queue length is shown to be
E(L) = λ+ θ
θ
+ λ
2b(2)
2(1− ρ) −
(1− ρ)(λ+ θ)+ (λ+ ρθ)β
θ(1− ρ)+ (λ+ ρθ)[1− S∗v (θ)]
− θλ
2S∗v (θ)b(2)
2{θ(1− ρ)+ (λ+ ρθ)[1− S∗v (θ)]}
where β = ∫∞0 λxe−λxdSv(x).
4. Waiting time analysis
LetW (t) denote the probability that a customer’s waiting time is less than t and ω(s) is the LST of the stationary waiting
time, respectively.
First, a customermay arrive at the system in state (n, 1, x). LetW (t|(n, 1, x)) denote the conditional distribution function
of the waiting time for the service of a customer arriving at the system in state (n, 1, x) and let ω(s|(n, 1, x)) be the LST of
this distribution function. The waiting time of the customer arriving at the system in state (n, 1, x) is the sum of normal
service time of (n− 1) preceding customers plus the time required to complete the service of the customer at the server at
the instant of arrival of that customer. Hence, since service times are independent, we have
ω(s|(n, 1, x)) = S∗n−1b (s)
∫ ∞
0
e−st
dtSb(x+ t)
1− Sb(x) , x ≥ 0, n = 1, 2, . . . . (4.1)
Second, a customer may arrive at the system in state (0, 0). LetW (t|(0, 0)) denote the conditional distribution function
of the waiting time for service of a customer arriving at the system in state (0, 0) and let ω(s|(0, 0)) be the LST of this
distribution function. Since, in this case, the customer arrives at an empty system, it is immediately taken up for service.
Therefore,
ω(s|(0, 0)) = 1. (4.2)
Further, a customer may arrive at the system in state (n, 0, x). Let W (t|(n, 0, x)) denote the conditional distribution
function of the waiting time for service of a customer arriving at the system in state (n, 0, x) and let ω(s|(n, 0, x)) be the
LST of this distribution function. For convenience, denote V and X be the vacation time and service time during the vacation
period, respectively. When a customer arrives at the system in state (n, 0, x), there are two cases.
Case 1. Under the condition X ≥ x, if the residual vacation times are longer than the residual vacation service time Y = X−x,
i.e., V > Y , after a service completion in the vacation period, vacation interruption happens and the server comes back to the
normal working level rather than keeping up the vacation. Thus, the waiting time is sum of n− 1 normal service times plus
the residual vacation service time Y at the server at the instant of arrival of that customer under the condition V > Y , X ≥ x.
First,we compute the conditional probability of the residual vacation service time under the condition V > Y , X ≥ x. We
have
P(Y ≤ t|Y < V , X ≥ x) = P(X ≤ t + x, X < V + x, X ≥ x)
P(Y < V , X ≥ x) =
∫ t
0 e
−θuduSv(x+ u)
P(Y < V , X ≥ x) .
Then under Case 1, the LST of the waiting time is given by
ω1(s|(n, 0, x))P(Y < V |X ≥ x) = S∗n−1b (s)
∫∞
0 e
−ste−θ tdtSv(x+ t)
1− Sv(x) .
Case 2. Under the condition X ≥ x, if the residual vacation times is not longer than the residual vacation service time
Y = X − x, i.e., V ≤ Y . when a vacation ends, the server has not completed a service during the vacation and comes back
to the normal level. Therefore, the waiting time equals the sum of n normal service times plus the residual vacation time
under the condition V ≤ Y , X ≥ x. Similarly, we have the probabilities
P(V ≤ t|V ≤ Y , X ≥ x) = P(V ≤ t, V ≤ X − x, X ≥ x)
P(V ≤ Y , X ≥ x) =
∫ t
0 θe
−θu[1− Sv(x+ u)]du
P(V ≤ Y , X ≥ x) .
Then under Case 1, the LST of the waiting time is given by
ω2(s|(n, 0, x))P(V ≤ Y |X ≥ x) = S∗nb (s)
∫∞
0 e
−stθe−θ t [1− Sv(x+ t)]dt
1− Sv(x) .
And, we easily have
ω(s|(n, 0, x)) = ω1(s|(n, 0, i, x))P(Y < V |X ≥ x)+ ω2(s|(n, 0, x))P(V ≤ Y |X ≥ x). (4.3)
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Fig. 1. Expected queue length against µv inM/(M1,M2)/1 andM/(M1, E2)/1, respectively.
Fig. 2. Expected queue length against µv inM/(M1,M2)/1 andM/(M1, E2)/1, respectively.
Now, using the total probability formula, by virtue of (4.1)–(4.3), we obtain
ω(s) = P0,0 +
∞∑
n=1
S∗n−1b (s)
∫ ∞
0
Pn,1(x)dx
∫ ∞
0
e−st
dtSb(x+ t)
1− Sb(x)
+
∞∑
n=1
S∗n−1b (s)
∫ ∞
0
Pn,0(x)dx
∫ ∞
0
e−ste−θ t
dtSv(x+ t)
1− Sv(x)
+
∞∑
n=1
S∗nb (s)
∫ ∞
0
Pn,0(x)dx
∫ ∞
0
e−stθe−θ t [1− Sv(x+ t)] dt1− Sv(x) . (4.4)
5. Numerical results
In this section, we present some numerical examples for the M/G/1 queue with working vacations and vacation
interruption. Assume the normal service times during a busy period is exponentially distributed (M1) with rate µb = 2.0.
Meanwhile, we assume that the service time during a working vacation follows the exponential distribution (M2) and the
Erlang distribution (E2), respectively. They all have an equal mean (1/µv).
Figs. 1 and 2 provides the expected queue length with a change of vacation service rate µv at different θ and different ρ
values, respectively. In Fig. 3, we present the state probability of the server for the change of µv and different vacation rate
θ . In these figures, we present the performance measures forM/(M1,M2)/1 andM/(M1, E2)/1, respectively.
As illustrated in Figs. 1 and 2, the expected queue length E(L) decreases evidently with the vacation service rate µv
increasing. Meanwhile, when the service rate µv approaches µb = 2.0, the vacation rate θ does not have the effect and
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Fig. 3. The state probability of the server against µv inM/(M1,M2)/1 andM/(M1, E2)/1, respectively.
the models become the corresponding queues without vacations. On the other hand, it is clear that E(L) decrease with an
increasing value of θ and increase with an increasing value of ρ, respectively. And the effects of the vacation rate θ and
traffic intensity ρ are in agreement with practical cases.
From Fig. 3, the state probability of the server can be also demonstrated and the probability that the server stays at a
normal service level, i.e., P(J = 1), evidently decreases with increasing values of µv . The probability that the server stays
in vacation P(J = 0) increases, thus, the utilization level of the system idle time also becomes larger. And, the vacation
rate θ also has some effect on the state probability of the server. For example, for theM/(M1,M2)/1 queue, when θ = 1.5,
P(J = 1) are evidently larger than those when θ = 0.5. It also shows that it is reasonable to establish the vacation period
or a lower speed operation period.
6. Conclusion
In this paper,we consider aM/G/1queuewith exponentialworking vacations andvacation interruption. Such twopolicies
have been introduced recently and the server in the systemcanwork at a lower speed during the vacation period and also can
come back to the normal working level nomatter when the vacation ends. For this model, we derive the analytically explicit
expressions for the probability generating functions of the server state and the number of customers in the system. Various
system characteristics are obtained. We also perform some numerical examples to study the effect of various parameters
on the system’s characteristics.
For future research, one can consider a M/G/1 queue with PH working vacations and vacation interruption.
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