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STRUCTURES ON SU(2): EXAMPLES
GABRIEL ARAU´JO
Abstract. In these notes we study left-invariant involutive structures on SU(2), the most na¨ıve non-
commutative compact Lie group. We determine closedness of the range (in the smooth topology) of a
single complex vector field spanning the standard CR structure of SU(2) and also compute the smooth
cohomology spaces of a corank 1 structure. In our approach, it is fundamental to understand concretely
the irreducible representations of the ambient Lie group and how left-invariant vector fields operate on
their matrix coefficients (which we borrow from [2, Chapter 11] and briefly recall below).
Our purpose is solely to provide some easy applications of the theory developed in [1], as the results
shown here can probably be obtained by more direct methods.
1. General remarks and notation
Let N ∈ N. By gl(N,C) we denote the (complex) vector space of all N × N matrices with complex
entries. A matrix in gl(N,C) acts on CN via left multiplication, yielding a C-linear endomorphism
of CN . Every such endomorphism has this form; this establishes an isomorphism of complex vector
spaces gl(N,C) ∼= End(CN ). Moreover, both these spaces carry natural algebra structures (matrix
multiplication in gl(N,C) and composition of linear operators in End(CN )), hence Lie algebra structures
(the commutators for the underlying algebras), for which the aforementioned linear isomorphism is also
a homomorphism: gl(N,C) and End(CN ) are also isomorphic as Lie algebras.
Let 〈·, ·〉 denote the standard Hermitian inner product on CN , that is
〈z, w〉 =˙
N∑
j=1
zjw¯j
whenever z = (z1, . . . , zN ), w = (w1, . . . , wN ) ∈ CN . For A ∈ End(CN ) we denote by A∗ ∈ End(CN ) its
adjoint w.r.t. 〈·, ·〉 i.e.
〈Az,w〉 = 〈z,A∗w〉, ∀z, w ∈ CN .
In terms of the corresponding matrix we have
A = (ajk)1≤j,k≤N =⇒ A∗ = (a¯kj)1≤j,k≤N
that is, A∗ is simply the conjugate transpose tA¯. Notice also that, as a simple computation shows, the
usual Euclidean inner product (the dot product) of z, w ∈ CN ∼= R2Ncan be written as Re〈z, w〉.
We denote by GL(N,C) the set of all invertible matrices in gl(N,C). Via the isomorphism of algebras
gl(N,C) ∼= End(CN ), it is identified with Aut(CN ), the set of all complex linear automorphisms of CN .
Both of them carry natural Lie group structures, turning the identification GL(N,C) ∼= Aut(CN ) into a
Lie group isomorphism.
2. The special unitary group
Our object of interest is the special unitary group of order 2:
SU(2) =˙ {x ∈ GL(2,C) ; x∗x = e, detx = 1}
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2 GABRIEL ARAU´JO
which is clearly a closed (hence Lie) subgroup of GL(2,C). Here, e stands for the 2× 2 identity matrix.
Consider the map θ : C2 → gl(2,C) defined by
θ(z1, z2) =˙
(
z1 −z¯2
z2 z¯1
)
This map is clearly R-linear and injective, hence ran θ is a R-linear 4-dimensional subspace of gl(2,C). It
is easy to check that every x ∈ SU(2) is of the form x = θ(z) for some z ∈ C2 satisfying |z| = 1 i.e. SU(2)
is the image under θ of the 3-sphere
S3 =˙ {z ∈ C2 ; |z| = 1}
hence diffeomorphic to it. Since θ is R-linear and injective it maps tangent vectors to S3 to tangent
vectors to SU(2). It is easy to see that
T(1,0)S3 = iR× C
(use curves in S3 passing through (1, 0)) and since θ(1, 0) = e we have
Te SU(2) = θ(iR× C) =
{(
it −z¯2
z2 −it
)
; t ∈ R, z2 ∈ C
}
which is easily seen to be precisely
su(2) =˙ {X ∈ gl(2,C) ; X + X∗ = 0, trX = 0}.
One can prove that su(2) is a Lie subalgebra of gl(2,C) and that the map “evalutation at the identity”
X a real left-invariant vector field on SU(2) 7−→ X(e) ∈ Te SU(2) ∼= su(2)
is a Lie algebra isomorphism. For that reason, one regards su(2) as the Lie algebra of SU(2): a matrix
X ∈ su(2) acts on f ∈ C∞(SU(2)) via the formula
(Xf)(x) =˙
d
dt
∣∣∣∣
t=0
f
(
x · etX) , x ∈ SU(2),
where
etX =
∞∑
k=0
tkXk
k!
is proven to belong to SU(2) for every t ∈ R provided X ∈ su(2).
We are interested in studying left-invariant involutive structures on SU(2). As we have seen, these are
Lie subalgebras of C su(2) (which, by the way, is precisely sl(2,C) – but we shall not use this fact). For
this purpose, next we borrow some computations and notations from [2, Chapter 11].
2.1. Choosing convenient frames and metrics. We define
Y1 =˙
1
2
(
0 i
i 0
)
= θ(0, i/2),
Y2 =˙
1
2
(
0 −1
1 0
)
= θ(0, 1/2),
Y3 =˙
1
2
(
i 0
0 −i
)
= θ(i/2, 0)
which clearly forms a basis for su(2). For more convenient computations in the forthcoming sections we
shall further define
∂+ =˙ iY1 −Y2
∂− =˙ iY1 + Y2
∂0 =˙ iY3
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either as elements of C su(2) or as complex left-invariant vector fields on SU(2). One checks by hand the
following commutation relations
[Y1,Y2] = Y3
[Y2,Y3] = Y1
[Y3,Y1] = Y2
(which characterize the Lie algebra su(2) up to isomorphism) and that the assignment
(A,B) 7−→ 2 tr(A ·B∗)(2.1)
defines the unique Euclidean inner product on su(2) for which Y1,Y2,Y3 is an orthonormal basis: the
commutation relations above ensure that (2.1) is ad-invariant. With this choice of metric, the associated
Laplace-Beltrami operator is
∆ = − (Y21 + Y22 + Y23) = ∂20 + 12 (∂+∂− + ∂−∂+) .
For further reference we also take note of the commutation relations
[∂+, ∂−] = 2∂0,
[∂+, ∂0] = −∂+,
[∂−, ∂0] = ∂−.
2.2. Representations of SU(2). For each ` ∈ 12Z+ let V` ⊂ C[z1, z2] stand for the space of all homoge-
neous polynomials of degree 2`. For k ∈ {0, . . . , 2`} we define the monomials
p`k(z) =˙ z
k
1z
2`−k
2
which form a basis for V`, so dimC V` = 2` + 1. Such polynomials can be pushed forward by the map θ
and integrated over SU(2) (which is compact and carries its Haar measure), hence the L2 inner product
on SU(2) induces an inner product on V`. Explicitly:
(f, g) ∈ V` × V` 7−→
∫
SU(2)
f(θ−1(x)) g(θ−1(x)) dµ(x) =
〈
f ◦ θ−1, g ◦ θ−1〉
L2(SU(2))
.(2.2)
For k ∈ {−`+ j ; j = 0, 1, . . . , 2`} we shall write1
q`k(z) =˙
z`−k1 z
`+k
2√
(`− k)!(`+ k)! =
p`,`−k(z)√
(`− k)!(`+ k)!(2.3)
which form an orthonormal basis for V`. We define T` : SU(2)→ GL(V`) by2
(T`(x)f) (z) =˙ f(
tx · z).
It turns out that T` is a group homomorphism i.e. (T`, V`) is a representation of SU(2), which can be
shown to be irreducible and unitary w.r.t. (2.2). Moreover, if (ξ, Vξ) is any other irreducible unitary
representation of SU(2) then (ξ, Vξ) ∼= (T`, V`) for some ` ∈ 12Z+ i.e.
ŜU(2) =
{
[T`] ; ` ∈ 1
2
Z+
}
.
We shall write t`mn (for m,n ∈ {−` + j ; 0, 1, . . . , 2`}) for the matrix elements of (T`, V`) w.r.t. the
basis {q`k} in (2.3). Therefore [1, eqn. (2.5)] becomes
f =
∑
`∈ 12Z+
(2`+ 1)
∑`
m,n=−`
〈f, t`mn〉L2(SU(2)) t`mn.(2.4)
1Although both ` and k are “half-integers” we have `− k, ` + k ∈ {0, 1, . . . , 2`} – thus integers.
2As usual, we are identifying a complex vector z = (z1, z2) ∈ C2 with the 2× 1 matrix
(
z1
z2
)
.
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Of fundamental importance to our ability to compute symbols of left-invariant operators effectively is
that we know how our basic vector fields operate on the matrix elements [2, Proposition 11.9.2]:
Y1t
`
mn =
√
(`− n)(`+ n+ 1)
−2i t
`
m,n+1 +
√
(`+ n)(`− n+ 1)
−2i t
`
m,n−1,
Y2t
`
mn =
√
(`− n)(`+ n+ 1)
2
t`m,n+1 −
√
(`+ n)(`− n+ 1)
2
t`m,n−1,
Y3t
`
mn = −int`mn.
Or, in another basis [2, Theorem 11.9.3]:
∂+t
`
mn = −
√
(`− n)(`+ n+ 1)t`m,n+1,
∂−t`mn = −
√
(`+ n)(`− n+ 1)t`m,n−1,
∂0t
`
mn = nt
`
mn.
As for the Laplace-Beltrami operator we have3
∆t`mn = `(`+ 1)t
`
mn.
From this last fact we conclude that ŜU(2) is in one-to-one correspondence with σ(∆):
σ(∆) =
{
`(`+ 1) ; ` ∈ 1
2
Z+
}
and
E`(`+1) =MT` , ∀` ∈
1
2
Z+.
In particular dimE`(`+1) = dimMT` = (2`+ 1)2.
3. An example: the standard CR structure on S3
As a real hypersurface in C2, the sphere S3 carries a natural CR structure: for p ∈ S3 we denote by
Vp the space of complex tangent vectors of the form
a1
∂
∂z¯1
∣∣∣∣
p
+ a2
∂
∂z¯2
∣∣∣∣
p
, a1, a2 ∈ C,(3.1)
which happen to lie in CTpS3; this determines the fiber at p of a vector subbundle V ⊂ CTS3, which
can be shown to be involutive and, actually, a CR structure i.e. Vp ∩ V¯p = 0 for every p ∈ S3. Our map
θ : C2 → gl(2,C) previously defined pulls back a group structure from SU(2) to S3 which renders them
isomorphic as Lie groups (via θ):
z · w =˙ θ−1 (θ(z) · θ(w)) , z, w ∈ S3.
We will show that V is left-invariant w.r.t. this group structure; this is of course the same as saying that
θ∗V is left-invariant on SU(2).
First of all, recall that since ρ(z) =˙ |z|2 − 1 yields a smooth, globally defined defining function for S3
i.e. S3 = ρ−1(0), we have that
CTpS3 = {v ∈ CTpC2 ; dρ(v) = 0}, ∀p ∈ S3.
On the other hand, if v ∈ CTpC2 is of the form (3.1) then
dρ(v) = v(ρ) = a1
∂ρ
∂z¯1
∣∣∣∣
p
+ a2
∂ρ
∂z¯2
∣∣∣∣
p
= a1p1 + a2p2 = 〈a, p¯〉
where a =˙ (a1, a2). Therefore we have
Vp =
{
a1
∂
∂z¯1
∣∣∣∣
p
+ a2
∂
∂z¯2
∣∣∣∣
p
; 〈a, p¯〉 = 0
}
, ∀p ∈ S3.
3Notice that our Laplace-Beltrami differs from Ruzhansky and Turunen’s (which they denote by L) by a sign.
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If we take a1 =˙ −p2 and a2 =˙ p1 we have
Vp = spanC
{
−p2 ∂
∂z¯1
∣∣∣∣
p
+ p1
∂
∂z¯2
∣∣∣∣
p
}
meaning that the vector field
L =˙ −z2 ∂
∂z¯1
+ z1
∂
∂z¯2
is a global section of V on S3.
Next, we check that L is a left-invariant vector field on S3. For w = (w1, w2), z = (z1, z2) ∈ C2 we have
θ(w1, w2) · θ(z1, z2) =
(
w1 −w¯2
w2 w¯1
)
·
(
z1 −z¯2
z2 z¯1
)
=
(
w1z1 − w¯2z2 −w1z¯2 − w¯2z¯1
w2z1 + w¯1z2 −w2z¯2 + w¯1z¯1
)
= θ(w1z1 − w¯2z2, w2z1 + w¯1z2),
hence
w · z = (w1z1 − w¯2z2, w2z1 + w¯1z2), ∀w, z ∈ S3.
If f ∈ C∞(C2) we have
L(f ◦ Lw)(z) =
(
−z2 ∂
∂z¯1
+ z1
∂
∂z¯2
)
f(w1z1 − w¯2z2, w2z1 + w¯1z2)
= −z2
(
∂f
∂z¯1
(w · z)w¯1 + ∂f
∂z¯2
(w · z)w¯2
)
+ z1
(
∂f
∂z¯1
(w · z)(−w2) + ∂f
∂z¯2
(w · z)w1
)
= −(w2z1 + w¯1z2) ∂f
∂z¯1
(w · z) + (w1z1 − w¯2z2) ∂f
∂z¯2
(w · z)
= (Lf)(Lwz)
for every w and f ∈ C∞(C2), thus proving that L is left-invariant. We also note that
L|(1,0) = ∂
∂z¯2
∣∣∣∣
(1,0)
=
1
2
(
∂
∂x2
∣∣∣∣
(1,0)
+ i
∂
∂y2
∣∣∣∣
(1,0)
)
.
Since by the identification T(1,0)C2 ∼= R4 ∼= C2 we have
∂
∂x2
∣∣∣∣
(1,0)
∼= (0, 1)
∂
∂y2
∣∣∣∣
(1,0)
∼= (0, i)
hence in SU(2):
θ∗L =
1
2
θ(0, 1) +
i
2
θ(0, i) = Y2 + iY1 = ∂−.
4. Structures of corank 2 (i.e. vector fields) on SU(2)
4.1. Algebraic computations on 3-dimensional Lie algebras: corank 2 subalgebras. For the
moment, g will denote the Lie algebra of a general (compact) Lie group of dimension 3. We will compute
the algebraic expression of d′ (in non-trivial bidegrees) associated with Lie subalgebras v ⊂ Cg, and then
employ these computations to study some examples of left-invariant structures on SU(2).
Suppose that v has dimension n = 1. We select a non-zero L ∈ v, and M1,M2 ∈ Cg such that L,M1,M2
form a basis for Cg: let τ, ζ1, ζ2 ∈ Cg∗ denote the corresponding dual basis. We write, for j ∈ {1, 2},
[M1,M2] = a1M1 + a2M2 + a3L
[L,Mj ] = bj,1M1 + bj,2M2 + bj,3L
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and
dζj = dj,1ζ1 ∧ τ + dj,2ζ2 ∧ τ + dj,3ζ1 ∧ ζ2.
Thus for k ∈ {1, 2} we have
dj,k = dζj(Mk,L) = ζj([L,Mk]) = ζj (bk,1M1 + bk,2M2 + bk,3L) = bk,j
while for k = 3 we have
dj,3 = dζj(M1,M2) = ζj([M2,M1]) = ζj (−a1M1 − a2M2 − a3L) = −aj .
We conclude that
dζj = b1,jζ1 ∧ τ + b2,jζ2 ∧ τ − ajζ1 ∧ ζ2
from which it follows easily that
d(ζ1 ∧ ζ2) = (−b1,1 − b2,2)ζ1 ∧ ζ2 ∧ τ.
We have thus established generators for the spaces Λp,q in the relevant (non-trivial) cases, and their
corresponding differentials, as summarized below:
(1) p = 1, q = 0:
ζ1  d′ζ1 = b1,1ζ1 ∧ τ + b2,1ζ2 ∧ τ
ζ2  d′ζ2 = b1,2ζ1 ∧ τ + b2,2ζ2 ∧ τ
(2) p = 2, q = 0:
ζ1 ∧ ζ2  d′(ζ1 ∧ ζ2) = (−b1,1 − b2,2)ζ1 ∧ ζ2 ∧ τ
Notice how these expressions do not depend on the coefficients that describe how M1 and M2 commute
– which we already knew, since d′ is an intrinsic property of the Lie algebra v. Therefore:
(1) p = 1, q = 0:
u = u1ζ1 + u2ζ2 =⇒ d′u = (−Lu1 + b1,1u1 + b1,2u2) ζ1 ∧ τ + (−Lu2 + b2,1u1 + b2,2u2) ζ2 ∧ τ
(2) p = 2, q = 0:
u = v ζ1 ∧ ζ2 =⇒ d′u = (Lv − (b1,1 + b2,2)v) ζ1 ∧ ζ2 ∧ τ
4.2. Example: analysis of the ∂− operator. Back to SU(2), we shall compute the action of ∂− on
each MT` where ` ∈ 12Z+. Let φ ∈MT` i.e.
φ =
∑`
m,n=−`
cmn
√
2`+ 1t`mn(4.1)
for some constants cmn ∈ C. On passing, we recall that
‖φ‖L2(SU(2)) =
 ∑`
m,n=−`
|cmn|2
 12 .
Suppose that ∂−φ = 0, that is,∑`
m,n=−`
cmn
√
2`+ 1
√
(`+ n)(`− n+ 1)t`m,n−1 = 0.
Then cmn = 0 whenever n 6= −`, that is,
ker ∂−|MT` =
{
t`m,−` ; m ∈
1
2
Z+, −` ≤ m ≤ `
}
.
Therefore dim ker ∂−|MT` = 2`+1; in particular ∂−|MT0 = 0 (which we already knew since ∂− is a vector
field and MT0 is the space of constants).
Proposition 4.1. The map ∂− : C∞(SU(2))→ C∞(SU(2)) has closed range.
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Proof. Suppose that φ in (4.1) is orthogonal to ker ∂−|MT` i.e.
φ =
∑`
m=−`
∑`
n=−`+1
cmn
√
2`+ 1t`mn.
Assume moreover that ‖φ‖L2(SU(2)) = 1 (notice that this implies that ` ≥ 12 since ∂−|MT0 = 0). Then
∂−φ = −
∑`
m=−`
∑`
n=−`+1
cmn
√
2`+ 1
√
(`+ n)(`− n+ 1)t`m,n−1
which implies that
‖∂−φ‖2L2(SU(2)) =
∑`
m=−`
∑`
n=−`+1
|cmn|2(`+ n)(`− n+ 1)
Notice however that the function
x ∈ R 7−→ (`+ x)(`− x+ 1) = `2 − x2 + `+ x
has a unique critical point at x = 1/2, which is a global maximum: its minimum over [−`+ 1, `] must be
attained at x = −`+ 1 and/or x = `. In either case, its value is 2` i.e.
(`+ x)(`− x+ 1) ≥ 2`, ∀x ∈ [−`+ 1, `]
hence
‖∂−φ‖2L2(SU(2)) ≥ 2`
∑`
m=−`
∑`
n=−`+1
|cmn|2 = 2`.
We conclude that
‖∂−φ‖L2(SU(2)) ≥
√
2`, ∀φ ∈MT` ∩ (ker ∂−)⊥ , ‖φ‖L2(SU(2)) = 1.
On the other hand, there exists a constant C > 0 such that
√
2` ≥ C(1 + `(`+ 1)) 13 , ∀` ≥ 1
2
,
meaning that [1, eqn. (6.1)] holds for P = ∂− with s = 1/3, and ω = ω∞ as defined in [1, Sec 5.1].
By [1, Theorem 6.4(1)], ∂− is almost C∞ globally hypoelliptic, and this is equivalent, according to [1,
Theorem 6.7(1)], to ∂− : C∞(SU(2))→ C∞(SU(2)) having a closed range. 
In order to regard ∂− as a left-invariant structure on SU(2) – and then to analyze the associated
operator d′ acting on forms – we must introduce some “complementary” vectors fields M1,M2. Of course
one natural choice is to take
L =˙ ∂−
M1 =˙ ∂+
M2 =˙ ∂0
which yields the constants (in our previous notation)
a1 = −1, a2 = 0, a3 = 0
b1,1 = 0, b1,2 = −2, b1,3 = 0
b2,1 = 0, b2,2 = 0, b2,3 = 1
and therefore the operator d′ can be expressed, in the non-trivial bidegrees, as the matrices:
d′(1,0) : C
∞(SU(2))2 −→ C∞(SU(2))2
(u1, u2) 7−→ (−∂−u1 − 2u2,−∂−u2) ,
d′(2,0) : C
∞(SU(2)) −→ C∞(SU(2))
u 7−→ ∂−u .
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Let us work on d′(1,0). For ` ∈ 12Z+, easy computations show that (φ1, φ2) ∈M2T` belongs to ker d′(1,0)
if and only if ∂−φ2 = 0 and ∂−φ1 = −2φ2, that is:
• for ` = 0, φ2 = 0 and φ1 ∈MT0 ;
• for ` ≥ 12 we have
φ2 =
√
2`+ 1
∑`
m=−`
c2m,−`t
`
m,−`
φ1 =
√
2`+ 1
∑`
m=−`
(
c1m,−`t
`
m,−` +
2√
2`
c2m,−`t
`
m,−`+1
)
where c1m,−`, c
2
m,−` ∈ C.
In particular:
dim ker d′(1,0)|M2T` =
{
1, if ` = 0;
2(2`+ 1), if ` ≥ 1/2.
Corollary 4.2. The map d′(1,0) : C
∞(SU(2))2 → C∞(SU(2))2 has closed range.
Proof. Let {(u1,ν , u2,ν)}ν∈N ⊂ C∞(SU(2))2 be a sequence and (v1, v2) ∈ C∞(SU(2))2 be such that, as
ν →∞,
d′(1,0)(u1,ν , u2,ν) −→ (v1, v2) in C∞(SU(2))2,
that is:
−∂−u1,ν − 2u2,ν −→ v1 in C∞(SU(2)),
−∂−u2,ν −→ v2 in C∞(SU(2)).
Since ∂− : C∞(SU(2)) → C∞(SU(2)) has closed range (Proposition 4.1) there exists u2 ∈ C∞(SU(2))
such that u2,ν → u2 in C∞(SU(2)). From this we conclude that −∂−u1,ν → v1 + 2u2 in C∞(SU(2)),
which in turn implies that there exists u1 ∈ C∞(SU(2)) such that u1,ν → u1 in C∞(SU(2)). This finishes
the proof. 
5. Structures of corank 1 on SU(2)
5.1. Algebraic computations on 3-dimensional Lie algebras: corank 1 subalgebras. Back to
our general algebraic computations, let v ⊂ Cg be a Lie subalgebra of complex dimension n = 2, where
g is the Lie algebra of some 3-dimensional compact Lie group. It should be pointed out that, due to
dimensional reasons, such a subalgebra is either elliptic (i.e. v + v¯ = Cg) or essentially real (i.e. v = v¯).
We select L1,L2 a basis of v, and M ∈ Cg another vector field such that L1,L2,M form a basis for Cg:
let τ1, τ2, ζ ∈ Cg∗ denote the corresponding dual basis. First, we write
[L1,L2] = a1L1 + a2L2
[Lj ,M] = bj,1L1 + bj,2L2 + bj,3M
hence
dζ = c1ζ ∧ τ1 + c2ζ ∧ τ2
dτj = dj,1ζ ∧ τ1 + dj,2ζ ∧ τ2 + dj,3τ1 ∧ τ2
where
cj = dζ(M,Lj) = ζ([Lj ,M]) = ζ (bj,1L1 + bj,2L2 + bj,3M) = bj,3
and for k ∈ {1, 2}
dj,k = dτj(M,Lk) = τj([Lk,M]) = τj (bk,1L1 + bk,2L2 + bk,3M) = bk,j
while for k = 3
dj,3 = dτj(L1,L2) = τj([L2,L1]) = τj (−a1L1 − a2L2) = −aj .
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We conclude that
dζ = b1,3ζ ∧ τ1 + b2,3ζ ∧ τ2
dτj = b1,jζ ∧ τ1 + b2,jζ ∧ τ2 − ajτ1 ∧ τ2
from which it follows easily that
d(ζ ∧ τ1) = (a1 − b2,3)ζ ∧ τ1 ∧ τ2,
d(ζ ∧ τ2) = (a2 + b1,3)ζ ∧ τ1 ∧ τ2.
We have thus established generators for the spaces Λp,q in the relevant (non-trivial) cases, and their
corresponding differentials, as summarized below:
(1) p = 0, q = 1:
τ1  d′τ1 = −a1τ1 ∧ τ2
τ2  d′τ2 = −a2τ1 ∧ τ2
(2) p = 1, q = 0:
ζ  d′ζ = b1,3ζ ∧ τ1 + b2,3ζ ∧ τ2
(3) p = 1, q = 1:
ζ ∧ τ1  d′(ζ ∧ τ1) = (a1 − b2,3)ζ ∧ τ1 ∧ τ2
ζ ∧ τ2  d′(ζ ∧ τ2) = (a2 + b1,3)ζ ∧ τ1 ∧ τ2
Therefore:
(1) p = 0, q = 1:
u = u1τ1 + u2τ2 =⇒ d′u = (L1u2 − L2u1 − a1u1 − a2u2) τ1 ∧ τ2
(2) p = 1, q = 0:
u = vζ =⇒ d′u = (−L1v + b1,3v)ζ ∧ τ1 + (−L2v + b2,3v)ζ ∧ τ2
(3) p = 1, q = 1:
u = u1 ζ ∧ τ1 + u2 ζ ∧ τ2 =⇒ d′u = (L2u1 − L1u2 + (a1 − b2,3)u1 + (a2 + b1,3)u2) ζ ∧ τ1 ∧ τ2
5.2. Example: a corank 1 structure on SU(2). In SU(2), let v =˙ span{∂−, ∂0} and take
L1 =˙ ∂−
L2 =˙ ∂0
M =˙ ∂+
from which we have, in the notation of the previous section,
a1 = 1, a2 = 0
b1,1 = 0, b1,2 = −2, b1,3 = 0
b2,1 = 0, b2,2 = 0, b2,3 = −1
which we can use to express d′ in any non-trivial bidegree:
d′(0,1) : C
∞(SU(2))2 −→ C∞(SU(2))
(u1, u2) 7−→ ∂−u2 − ∂0u1 − u1 ,
d′(1,0) : C
∞(SU(2)) −→ C∞(SU(2))2
u 7−→ (−∂−u,−∂0u− u) ,
d′(1,1) : C
∞(SU(2))2 −→ C∞(SU(2))
(u1, u2) 7−→ ∂0u1 − ∂−u2 + 2u1 .
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We remark that v is elliptic since
∂¯− = iY1 + Y2 = −iY1 + Y2 = −∂+.
We denote by V ⊂ CT SU(2) the underlying left-invariant involutive structure.
Theorem 5.1. If v =˙ span{∂−, ∂0} then H1,1V (SU(2);C∞(SU(2)) = 0.
Proof. We claim that for each ` ∈ 12Z+ we have
ran
{
d′(1,0) :MT` −→M2T`
}
= ker
{
d′(1,1) :M2T` −→MT`
}
.
Indeed, notice that:
• For each ` ∈ 12Z+ the map d′(1,0) :MT` →M2T` is injective. Indeed for any φ ∈ MT` , which we
again represent as in (4.1), such that d′(1,0)φ = (0, 0), we have, in particular, that
0 = ∂0φ+ φ =
∑`
m,n=−`
cmn
√
2`+ 1(n+ 1)t`mn
which implies that the constants cmn are all zero: either ` = 0 (hence n = 0), or n + 1 is never
zero (because in that case n is a half-integer). Thus φ = 0.
• For each ` ∈ 12Z+ the map d′(1,1) : M2T` → MT` is surjective. Indeed, let m,n ∈ [−`, `] be
half-integers (or zero if ` = 0) and take φ =˙ (n+ 2)−1t`mn ∈MT` : clearly d′(1,1)(φ, 0) = t`mn.
• By the Rank-Nullity Theorem (we are working with finite-dimensional vector spaces!) the se-
quence
MT`
d′(1,0) //M2T`
d′(1,1) //MT`
is exact, thus proving our claim.
Since ∂− : C∞(SU(2)) → C∞(SU(2)) has a closed range, it follows immediately from the expression
of d′(1,0) : C
∞(SU(2)) → C∞(SU(2))2 that this map also has a closed range. This, together with our
previous arguments, implies the existence of an isomorphism [1, Theorem 7.2]
H1,1V (SU(2);C
∞(SU(2)) ∼=
⊕
`∈ 12Z+
ker
{
d′(1,1) :M2T` −→MT`
}
ran
{
d′(1,0) :MT` −→M2T`
} = 0.

Theorem 5.2. If v =˙ span{∂−, ∂0} then dimH0,1V (SU(2);C∞(SU(2)) = 1.
Proof. First of all, notice that the map d′(0,1) : M2T` → MT` is surjective for each ` ∈ 12Z+. Indeed,
let m,n ∈ [−`, `] be half-integers (or zero if ` = 0) and take φ =˙ −(n + 1)−1t`mn ∈ MT` : clearly
d′(0,1)(φ, 0) = t
`
mn.
Next, if ` ∈ 12Z+ is non-zero then the map d′(0,0) : MT` → M2T` is injective. Indeed, recall that
d′(0,0)u = (∂−u, ∂0u): since ∂0|MT` is clearly injective when ` 6= 0 we have injectivity of d′(0,0)|MT` in that
case. On the other hand, both ∂− and ∂0 act as the zero map on MT0 hence d′(0,0)|MT0 = 0.
Therefore:
⊕
`∈ 12Z+
ker
{
d′(0,1) :M2T` −→MT`
}
ran
{
d′(0,0) :MT` −→M2T`
} = ker
{
d′(0,1) :M2T0 −→MT0
}
ran
{
d′(0,0) :MT0 −→M2T0
}
is one-dimensional by (several applications of) the Rank-Nullity Theorem.
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But, as in the proof of the previous theorem, d′(0,0) : C
∞(SU(2)) → C∞(SU(2))2 clearly has a closed
range, hence
H0,1V (SU(2);C
∞(SU(2)) ∼=
ker
{
d′(0,1) :M2T0 −→MT0
}
ran
{
d′(0,0) :MT0 −→M2T0
} .

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