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1. INTRODUCTION
Throughout the paper, unless otherwise stated, let $H_{1}$ and $H_{2}$ be real Hilbert spaces with inner
product $\rangle$ and norm $\Vert$ $\Vert$ . Let $C$ and $Q$ be nonempty closed convex subsets of $H_{1}$ and $H_{2},$
respectively. Recall, a mapping $T$ with domain $D(T)$ and range $R(T)$ in $H$ is called nonexpansive
i for all $x,$ $y\in D(T)$ , $||Tx-Ty\Vert\leq\Vert x-y\Vert$ . A family $S=\{T(s)|0\leq s<\infty\}$ of mappings of
$C$ into itself is called a one-parameter nonexpansive semigroup on $C$ i it satises the following
conditions:
(a) $T(s+t)=T(s)T(t)$ for all $s,$ $t\geq 0$ and $T(O)=J$ ;
(b) $\Vert T(s)x-T(s)y\Vert\leq\Vert x-y\Vert$ for all $x,$ $y\in C$ and $s\geq 0$ ;
(c) the mapping $T(\cdot)x$ is continuous, for each $x\in C.$
The set of all the common xed points of a family $\mathcal{S}$ is denoted by Fix ($\mathcal{S}$ ) , i.e., Fix(S) $:=$
$\{x\in C:T(s)x=x, 0\leq s<\infty\}=\bigcap_{0\leq s<\infty}Fix(T(s))$ , where Fix$(T(s))$ is the set of xed points
of $T(s)$ . It is well known that Fix (S) is closed and convex. It is clear that $T(s)T(t)=T(s+t)=$
$T(t)T(s)$ for $s,$ $t\geq 0.$
Recall that $f$ is called to be weakly contractive [1] i for all $x,$ $y\in D(T)$ , $\Vert f(x)-f(y)\Vert\leq$
$\Vert x-y\Vert-\varphi(\Vert x-y\Vert)$ , for some $\varphi$ : $[0, +\infty$ ) $arrow[0, +\infty$ ) is a continuous and nondecreasing function
such that $\varphi$ is positive on $(0, +\infty)$ and $\varphi(0)=0$ . If $\varphi(t)=(1-k)t$ for a constant $k$ with $0<k<1$
then $f$ is called to be contraction. If $\varphi(t)\equiv 0$ , then $f$ is said to be nonexpansive.
Let $C$ be a nonempty closed convex subset of $H$ and $F$ : $C\cross Carrow \mathbb{R}$ be a bifunction, where $\mathbb{R}$
is the set of real numbers. The equilibrium problem $(for$ short, $EP)$ to nd $x\in C$ such that for
all $y\in C,$
$F(x, y)\geq 0$ . (1.1)
The set of solutions of (1.1) is denoted by $EP(F)$ . Given a mapping $T$ : $Carrow H$ , let $F(x, y)=$
$\langle Tx,$ $y-x\rangle$ for all $x,$ $y\in C$ . Then $x\in EP(F)$ if and only if $x\in C$ is a solution of the variational
inequality $\langle Tx,$ $y-x\rangle\geq 0$ for all $y\in C.$
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To study the equilibrium problems, we assume that the bifunction $F:C\cross Carrow \mathbb{R}$ satises
the following conditions:
(A1) $F(x, y)=0$ for all $x\in C$ ;
(A2) $F$ is monotone, i.e., $F(x, y)+F(y, x)\leq 0$ for all $x,$ $y\in C$ ;
(A3) for each $x,$ $y,$ $z\in C,$ $\lim\sup_{tarrow 0}F(tz+(1-t)x, y)\leq F(x, y)$ ;
(A4) for each $x\in C$ xed, the function $y\mapsto F(x, y)$ is convex and lower semicontinuous.
Iterative methods for nonexpansive mappings have recently been applied to solve convex mini-
mization problems; see, e.g., [2, 3] and the references therein. Let $B$ be a strongly positive linear
bounded operator $(i.e.,$ there $is a$ constant $\overline{\gamma}>0$ such that $\langle Bx, x\rangle\geq\overline{\gamma}\Vert x\Vert^{2}, \forall x\in H)$ , and $T$ be
a nonexpansive mapping on $H$ . A typical problem is to minimize a quadratic function over the
set of the xed points of a nonexpansive mapping on a real Hilbert space $H$ :
$\min$
$\underline{1}\langle Bx,$
$x\rangle-\langle x,$ $b\rangle$ (1.2)
$x\in F(T)2$
where $F(T)$ is the xed point set of the mapping $T$ on $H$ and $b$ is a given point in $H$ . Starting
with an arbitrary initial $x_{0}\in H$ , dene a sequence $\{x_{n}\}$ recursively by
$x_{n+1}=(I-\alpha_{n}B)Tx_{n}+\alpha_{n}b, n\geq 0$ (1.3)
It is proved [3] (see also [4]) that the sequence $\{x_{n}\}$ generated by (1.3) converges strongly to
the unique solution of the minimization problem (1.2) provided the sequence an satises certain
conditions.
Recently, Mouda [5] introduced the following split equilibrium problem $(SEP)$ : Let $F_{1}$ :
$C\cross Carrow \mathbb{R}$ and $F_{2}$ : $Q\cross Qarrow \mathbb{R}$ be nonlinear bifunctions and $A:H_{1}arrow H_{2}$ be a bounded linear
operator, then the $SEP$ is to nd $x^{*}\in C$ such that
$F_{1}(x^{*}, x)\geq 0, \forall x\in C$ , (1.4)
and such that
$y^{*}=Ax^{*}\in Q$ solves $F_{2}(y^{*}, y)\geq 0,$ $\forall y\in Q$ . (1.5)
When looked separately, (1.4) is the classical $EP$ , and we denoted its solution set by $EP(F_{1})$ .
$SEP(1.4)-(1.5)$ constitutes a pair of equilibrium problems which have to be solved so that the
image $y^{*}=Ax^{*}$ , under a given bounded linear operator $A$ , of the solution $x^{*}$ of $EP(1.4)$ in $H_{1}$
is the solution of another $EP(1.5)$ in another space $H_{2}$ , and we denote the solution set of $EP$
(1.5) by $EP(F_{2})$ .
The solution set of $SEP(1.4)-(1.5)$ is denoted by $\Omega=\{p\in EP(F_{1}) : Ap\in EF(F_{2})\}$ . The
$SEP(1.4)-(1.5)$ includes the split variational inequality problem which is the generalization of
the split zero problem and the split feasibility problem (see, for instance, [5, 6, 7
In 2013, Kazmi and Rizvi [8] introduced implicit iteration method for nding a common
solution of split equilibrium problem and xed point problem for a nonexpansive semigroup.
Motivated by works of Mouda [5], Kazmi and Rizvi [8], we suggest and analyze an implicit
iterative method for approximation of a common solution of the split equilibrium problem and
the xed point problem for oneparameter nonexpansive semigroup in a real Hilbert space.
2. PRELIMINARIES
Denition 2.1. A mapping $U:H_{1}arrow H_{1}$ is said to be
(i) monotone, if $\langle Ux-Uy,$ $x-y$) $\geq 0_{J}\forall x,$ $y\in H_{1}$ ;
(ii) $\alpha$-inverse strongly monotone $(or, \alpha-ism)$ , if there exists a constant $\alpha>0$ such that
$\langle Ux-Uy, x-y\rangle\geq\alpha\Vert Ux-Uy\Vert^{2}, \forall x, y\in H_{1}$ ;
(iii) rmly nonexpansive, if is l-ism.
Denition 2.2. A mapping $U$ : $H_{1}arrow H_{1}$ is said to be averaged if and only if it can be written
as the average of the identity mapping and a nonexpansive mapping, i.e., $U:=(1-\alpha)I+\alpha V,$
where $\alpha\in(0,1)$ and $V$ : $H_{1}arrow H_{1}$ is nonexpansive and $I$ is the identity operator on $H_{1}.$
Proposition 2.3. [5] Let $U:H_{1}arrow H_{1}$ be a nonlinear mapping. Then,
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(i) If $U=(1-\alpha)D+\alpha V$ , where $D:H_{1}arrow H_{1}$ is averaged, $V$ : $H_{1}arrow H_{1}$ is nonexpansive
and $\alpha\in(0,1)$ , then $U$ is averaged;
(ii) The composite of nite many averaged mappings is averaged,$\cdot$
(iii) If $U$ is $\tau-ism$, then for $\gamma>0,$ $\gamma U$ is $\frac{\tau}{\gamma}-ism,\cdot$
(iv) $U$ is averaged if and only if, its complement $I-U$ is $\tau-ism$ for some $\mathcal{T}>\frac{1}{2}.$
For every point $x\in H_{1}$ , there exists a unique nearest point in $C$ denoted by $P_{C^{X}}$ such that
$\Vert x-P_{C}x\Vert\leq\Vert x-y\Vert, \forall y\in C$. (2.1)
$P_{C}$ is called the metric projection of $H_{1}$ onto $C$ . It is well known that $P_{C}$ is a nonexpansive
mapping and is characterized by the following property:
$\langle x-P_{C}x, y-P_{C}x\rangle\leq 0, \forall x\in H_{1}, y\in C$ . (2.2)
Further, it is well known that every nonexpansive operator $T:H_{1}arrow H_{1}$ satises, for all $(x, y)\in$
$H_{1}\cross H_{1},$
$\langle(x-T(x))-(y-T(y)) , T(y)-T(x)\rangle\leq\frac{1}{2}\Vert(T(x)-x)-(T(y)-y)\Vert^{2}$ (2.3)
and therefore, we get, for all $(x, y)\in H_{1}\cross Fix(T)$ ,
$\langle x-T(x) , y-T(y)\rangle\leq\frac{1}{2}\Vert T(x)-x\Vert^{2}$ (2.4)
A set valued mapping $M$ : $H_{1}arrow 2^{H_{1}}$ is called monotone if for all $x,$ $y\in H_{1},$ $u\in Mx$ and $v\in My$
imply $\langle x-y,$ $u-v\rangle\geq$ O. A monotone mapping $M$ : $H_{1}arrow 2^{H_{1}}$ is maximal if the graph $G(M)$
of $M$ is not properly contained in the graph of any other monotone mappings. It is know that a
monotone mapping $M$ is maximal if and only if for $(x, u)\in H_{1}\cross H_{1},$ $\langle x-y,$ $u-v\rangle\geq 0$ , for every
$(y, v)\in G(M)$ implies $u\in Bx$ . Let $D$ : $Carrow H_{1}$ be an inverse strongly monotone mapping and
let $N_{C}x$ be the normal cone to $C$ at $x\in C$ , i.e., $N_{C}x$ $:=\{z\in H_{1} : \langle y-x, z\rangle\geq 0, \forall y\in C\}$ . Dene
$Mv=\{\begin{array}{l}Dv+N_{C}x, if x\in C,\emptyset, if x\not\in C.\end{array}$
Then, $M$ is maximal monotone and $0\in Mx$ if and only if $v\in VI(C, M)$ (see [9] for more details).
Lemma 2.4. [8] Let $C$ be a nonempty closed convex subset of $H_{1}$ and let $F_{1}$ : $C\cross Carrow \mathbb{R}$ be a
bifunction satisfying $(Al)-(A4)$ . For $r>0$ and for all $x\in H_{1}$ , dene a mapping $T_{f}^{F_{1}}$ : $H_{1}arrow C$
as follows:
$T_{r}^{F_{1}}x= \{z\in C : F_{1}(z, y)+\frac{1}{r}\langle y-z, z-x\rangle\geq 0, \forall y\in C\}.$
Then the following hold:
(i) $T_{r}^{F_{1}}(x)\neq\emptyset$ for each $x\in H_{1}$
(ii) $T_{r}^{F_{1}}$ is single-valued;
(iii) $T_{r}^{F_{1}}$ is rmly nonexpansive, i. e., $\Vert T_{r}^{F_{1}}x-T_{r}^{F_{1}}y\Vert^{2}\leq\langle T_{r}^{F_{1}}x-T_{r}^{F_{1}}y,$ $x-y\rangle,$ $\forall x,$ $y\in H_{1)}$
(iv) Fix $(T_{f}^{F_{1}})=EP(F_{1})$
(v) $EP(F_{1})$ is closed and convex.
Further, assume that $F_{2}$ : $Q\cross Qarrow \mathbb{R}$ satisfying $(A1)-(A4)$ . For $s>0$ and for all $w\in H_{2},$
dene a mapping $T_{s}^{F_{2}}$ : $H_{2}arrow Q$ as follows:
$T_{s}^{F_{2}}(w)= \{d\in Q : F_{2}(d, e)+\frac{1}{s}\langle e-d, d-w\rangle\geq0, \forall e\in Q\}.$
Then, we easily observe that $T_{s}^{F_{2}}(w)\neq\emptyset$ for each $w\in Q;T_{s}^{F_{2}}$ is single-valued and rmly
nonexpansive; $EP(F_{2}, Q)$ is closed and convex and Fix $(T_{s}^{F_{2}})=EP(F_{2}, Q)$ , where $EP(F_{2}, Q)$ is
solution set of the following equilibrium problem: Find $y^{*}\in Q$ such that $F_{2}(y^{*}, y)\geq 0,$ $\forall y\in Q.$
We observe that $EP(F_{2})\subset EP(F_{2}, Q)$ . Further, it is easy to prove that $\Omega$ is closed and convex
set.
Lemma 2.5. [10] Assume $A$ is a strongly positive linear bounded operator on a Hilbert space $H$
with coecient $\overline{\gamma}>0$ and $0<\rho\leq\Vert A\Vert^{-1}$ Then $\Vert I-\rho A\Vert\leq 1-\rho\overline{\gamma}.$
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Lemma 2.6. [11] Let $C$ be a nonempty bounded closed convex subset of $H$ and let $\mathcal{S}=\{T(\mathcal{S})$ : $0\leq$
$s<\infty\}$ be a nonexpansive semigroup on $C$ , then for any $h\geq 0,$ $\lim_{tarrow\infty}\sup_{x\in C}\Vert\frac{1}{t}\int_{0}^{t}T(s)xds-$
$T(h)( \frac{1}{t}\int_{0}^{t}T(s)xd_{\mathcal{S}})\Vert=0.$
Lemma 2.7. [12] Let $C$ be a nonempty bounded closed convex subset of a Hilbert space $H$ and
$S=\{T(t) : 0\leq t<\infty\}$ be a nonexpansive semigroup on C. If $\{x_{n}\}$ is a sequence in $C$ satisfying
the properties: (i) $x_{n} arrow z;(ii)\lim\sup_{tarrow\infty}\lim\sup_{narrow\infty}\Vert T(t)x_{n}-x_{n}\Vert=0$ , where $x_{n}arrow z$ denote
that $\{x_{n}\}$ converges weakly to $z$ , then $z\in Fix(S)$ .
Lemma 2.8. [13] Let $\{\lambda_{n}\}$ and $\{\beta_{n}\}$ be two nonnegative real number sequences and $\{\alpha_{n}\}a$
$po\mathcal{S}itive$ real number sequence satisfying the conditions $\sum_{n=0}^{\infty}\alpha_{n}=\infty$ and $\lim_{narrow\infty}\frac{\beta_{n}}{\alpha_{n}}=0$ or
$\sum_{n=0}^{\infty}\beta_{n}<\infty$ . Let the recursive inequality $\lambda_{n+1}\leq\lambda_{n}-\alpha_{n}\psi(\lambda_{n})+\sqrt{}n,$ $n=0$ , 1, $2\cdots$ , be given,
where $\psi(\lambda)$ is a continuous and strict increasing function for all $\lambda\geq 0$ with $\psi(0)=$ O. Then
$\{\lambda_{n}\}$ converges to zero, as $narrow\infty.$
3. IMPLICIT VISCOSITY ITERATIVE ALGORITHM
Theorem 3.1. Let $H_{1}$ and $H_{2}$ be two real Hilbert spaces and let $C\subset H_{1}$ and $Q\subset H_{2}$ nonempty
$cl$ convex sets. Let $A:H_{1}arrow H_{2}$ be a bounded linear operator. $A_{\mathcal{S}\mathcal{S}}ume$ that $F_{1}$ : $C\cross Carrow \mathbb{R}$
and $F_{2}$ : $Q\cross Qarrow \mathbb{R}$ are the bifunctions satisfying $(A l)-(A4)$ and $F_{2}$ is upper semicontinuous.
Let $f$ be a weakly contractive mapping with a function $\varphi$ on $H_{1},$ $B$ a strongly positive linear
bounded self-adjoint operator with coecient $\overline{\gamma}>0$ on $H_{1},$ $S=\{T(s) : \mathcal{S}\geq 0\}$ $a$ one parameter
nonexpansive semigroup on $C$ , respectively. Assume that Fix $(S)\cap\Omega\neq\emptyset$ , then for any $0<\gamma\leq\overline{\gamma}$
and let sequences $\{x_{n}\},$ $\{u_{n}\}$ and $\{z_{n}\}$ be generated by the following iterative algorithm:
$\{\begin{array}{l}u_{n}=J_{r_{n}}^{F_{1}}(x_{n}+\delta A^{*}(J_{r_{n}}^{F_{2}}-I)Ax_{n}) ,z_{n}=(1-\beta_{n})\frac{1}{t_{n}}\int_{0}^{t_{n}}T(s)u_{n}ds+\beta_{n}u_{n},x_{n}=(I-\alpha_{n}B)z_{n}+\alpha_{n}\gamma f(x_{n}) , \forall n\geq 1,\end{array}$ (3.1)
where $r_{n}\subset(0, \infty)$ and $\delta\in(0, \frac{1}{L})$ , $L$ is the spectral radius of the operator $A^{*}A$ and $A^{*}$ is the
adjoint of $A$ and $\{\alpha_{n}\},$ $\{\beta_{n}\}\subset(0,1)$ , $\{t_{n}\}\subset(0, \infty)$ are real sequences satisfying the following
conditions:
(i) $\lim_{narrow\infty}\alpha_{n}=0;(ii)\lim_{narrow\infty}\sqrt{}n=0;(iii)\lim_{narrow\infty}t_{n}=\infty;(iv)\lim\inf_{narrow\infty}r_{n}>0.$
Rurthermore, the sequence $\{x_{n}\}$ converges strongly to $z^{*}\in Fix(S)\cap\Omega$ which is uniquely solves
the following variational inequality
$\langle(\gamma f-B)z^{*}, p-z^{*}\rangle\leq 0, \forall p\in Fix(\mathcal{S})\cap\Omega$ . (3.2)
Proof. Step 1. We will show that the sequence $\{x_{n}\}$ generated from (3.1) is well dened and
$\{x_{n}\}$ is bounded.
Since $\alpha_{n}arrow 0$ as $narrow\infty$ , we may assume, with no loss of generality, that $\alpha_{n}<\Vert B\Vert^{-1}$ for all
$n\geq 1$ . Then, $\alpha_{n}<\frac{1}{\gamma}$ for all $n\geq 1.$
First, we show that the sequence $\{x_{n}\}$ generated from (3.1) is well dened. For each $n\geq 1,$
dene a mapping $S_{n}^{f}$ in $H_{1}$ as follows
$S_{n}^{f}x := (I- \alpha_{n}B)[(1-\beta_{n})\frac{1}{t_{n}}\int_{0}^{t_{n}}T(s)(J_{r_{n}}^{F_{1}}(x+\delta A^{*}(J_{r_{n}}^{F_{2}}-I)Ax))ds$
$+\beta_{n}(J_{r_{n}}^{F_{1}}(x+\delta A^{*}(J_{r_{n}}^{F_{2}}-I)Ax))]+\alpha_{n}\gamma f(x)$ .
Indeed, since $J_{r_{n}}^{F_{1}}$ and $J_{r_{n}}^{F_{2}}$ both are rmly nonexpansive, they are averaged. For $\delta\in(0, \frac{1}{L})$ , the
mapping $(I+\delta A^{*}(J_{r_{n}}^{F_{2}}-I)A)$ is averaged, see [5]. It follow from Proposition 2.3 (ii) that the
mapping $J_{r_{n}}^{F_{1}}(I+\delta A^{*}(J_{r_{n}}^{F_{2}}-I)A)$ is averaged and hence nonexpansive. For any $x,$ $y\in H$ , we
compute
$\Vert S_{n}^{f}x-S_{n}^{f}y\Vert\leq\Vert(I-\alpha_{n}B)\Vert[(1-\beta_{n})\frac{1}{t_{n}}\int_{0}^{t_{n}}\Vert T(s)(J_{r_{n}}^{F_{1}}(x+\delta A^{*}(J_{r_{n}}^{F_{2}}-I)Ax))$
$-T(s)(J_{r_{n}}^{F_{1}}(y+\delta A^{*}(J_{r_{n}}^{F_{2}}-I)Ay))\Vert ds+\beta_{n}\Vert(J_{r_{n}}^{F_{1}}(x+\delta A^{*}(J_{r_{n}}^{F_{2}}-I)Ax))$
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$-(J_{r_{n}}^{F_{1}}(y+\delta A^{*}(J_{r_{\mathfrak{n}}}^{F_{2}}-I)Ay))$ $+\alpha_{n}\gamma\Vert f(x)-f(y)\Vert\leq(1-\alpha_{n}\overline{\gamma})[(1-\beta_{n})\Vert x-y\Vert+\beta_{n}\Vert x-y$
$+\alpha_{n}\gamma\Vert f(x)-f(y)\Vert\leq[1-\alpha_{n}(\overline{\gamma}-\gamma)]\Vert x-y\Vert-\alpha_{n}\gamma\varphi(\Vert x-y \leq\Vert x-y\Vert-\psi(\Vert x-y$
where $\psi(||x-y\Vert)$ $:=\alpha_{n}\gamma\varphi(\Vert x-y$ This shows that $S_{n}^{f}$ is a weakly contractive mapping with
a function $\psi$ on $H_{1}$ for each $n\geq 1$ . Therefore, by Theorem 5 of [14], $S_{n}^{f}$ has a unique xed point
(say) $x_{n}\in H_{1}$ . This means (3.1) has a unique solution for each $n\geq 1$ , namely,
$x_{n}=(I- \alpha_{n}B)[(1-\beta_{n})\frac{1}{t_{n}}\int_{0}^{t_{n}}T(s)u_{n}ds+\beta_{n}u_{n}]+\alpha_{n}\gamma f(x_{n})$ .
Next, we show that $\{x_{n}\}$ is bounded. Indeed, for any $p\in Fix(S)\cap\Omega$ , we have $p=J_{r_{n}}^{F_{1}}p,$ $Ap=$
$J_{r_{n}}^{F_{2}}Ap$ and $p=T(s)p$. We estimate
$\Vert u_{n}-p\Vert^{2}$ $=$ $\Vert J_{r_{n}}^{F_{1}}(x_{n}+\delta A^{*}(J_{r_{\mathfrak{n}}}^{F_{2}}-I)Ax_{n})-J_{r_{n}}^{F_{1}}p\Vert^{2}\leq\Vert x_{n}+\delta A^{*}(J_{r_{n}}^{F_{2}}-I)Ax_{n}-p\Vert^{2}$
$\leq \Vert x_{n}-p\Vert^{2}+\delta^{2}\Vert A^{*}(J_{r_{r\iota}}^{F_{2}}-I)Ax_{n}\Vert^{2}+2\delta\langle x_{n}-p, A^{*}(J_{r_{7L}}^{F_{2}}-I)Ax_{n}\rangle$ . (3.3)
Thus, we have
$\Vert u_{n}-p\Vert^{2}\leq\Vert x_{n}-p\Vert^{2}+\delta^{2}\langle(J_{r_{\mathfrak{n}}}^{F_{2}}-I)Ax_{n},$ $AA^{*}(J_{r_{n}}^{F_{2}}-I)Ax_{n}\rangle+2\delta\langle x_{n}-p,$ $A^{*}(J_{r_{\mathfrak{n}}}^{F_{2}}-I)Ax_{n}\rangle$ . (3.4)
Now, we have
$\delta^{2}\langle(J_{r_{r\iota}}^{F_{2}}-J)Ax_{n},$ $AA^{*}(J_{r_{n}}^{F_{2}}-I)Ax_{n}\rangle\leq L\delta^{2}\langle(J_{r_{n}}^{F_{2}}-I)Ax_{n},$ $(J_{r_{n}}^{F_{2}}-I)Ax_{n}\rangle=L\delta^{2}\Vert(J_{r_{n}}^{F_{2}}-I)Ax_{n}\Vert^{2}$
(3.5)
Denoting $\Lambda$ $:=2\delta\langle x_{n}-p,$ $A^{*}(J_{r_{\mathfrak{n}}}^{F_{2}}-I)Ax_{n}\rangle$ and using (2.4), we have
$\Lambda = 2\delta\langle x_{n}-p, A^{*}(J_{r_{n}}^{F_{2}}-I)Ax_{n}\rangle=2\delta\langle A(x_{n}-p) , (J_{r_{n}}^{F_{2}}-I)Ax_{n}\rangle$
$= 2\delta\langle A(x_{n}-p)+(J_{r_{n}}^{F_{2}}-I)Ax_{n}-(J_{r_{n}}^{F_{2}}-I)Ax_{n}, (J_{r_{\mathfrak{n}}}^{F_{2}}-I)Ax_{n}\rangle$
$= 2\delta\{\langle J_{r_{\mathfrak{n}}}^{F_{2}}Ax_{n}-Ap, (J_{r_{\mathfrak{n}}}^{F_{2}}-I)Ax_{n}\rangle-\Vert(J_{r_{\mathfrak{n}}}^{F_{2}}-I)Ax_{n}\Vert^{2}\}$
$\leq$ $2 \delta\{\frac{1}{2}\Vert(J_{r_{n}}^{F_{2}}-I)Ax_{n}\Vert^{2}-\Vert(J_{r_{n}}^{F_{2}}-I)Ax_{n}\Vert^{2}\}\leq-\delta\Vert(J_{r_{n}}^{F_{2}}-I)Ax_{n}\Vert^{2}$ (3.6)
Using (3.4), (3.5) and (3.6), we obtain
$\Vert u_{n}-p\Vert^{2}\leq\Vert x_{n}-p\Vert^{2}+\delta(L\delta-1)\Vert(J_{r_{n}}^{F_{2}}-I)Ax_{n}\Vert^{2}$ (3.7)
Since $\delta\in(0, \frac{1}{L})$ , we obtain
$\Vert u_{n}-p\Vert^{2}\leq\Vert x_{n}-p\Vert^{2}$ (3.8)
Now, setting $g_{n}$ $:= \frac{1}{t_{\mathfrak{n}}}\int_{0}^{t_{n}}T(\mathcal{S})u_{n}ds$ , we obtain
$\Vert g_{n}-p\Vert=\Vert\frac{1}{t_{n}}\int_{0}^{t_{r\iota}}T(s)u_{n}ds-p\Vert\leq\frac{1}{t_{n}}\int_{0}^{t_{\mathfrak{n}}}\Vert T(\mathcal{S})u_{n}-T(s)p\Vert ds\leq\Vert u_{n}-p\Vert=\Vert x_{n}-p\Vert$ . (3.9)
By (3.8) and (3.9), we get
$\Vert z_{n}-p\Vert=(1-\beta_{n})||g_{n}-p\Vert+\beta_{n}\Vert u_{n}-p\Vert\leq(1-\beta_{n})\Vert u_{n}-p\Vert+\beta_{n}\Vert u_{\mathfrak{n}}-p\Vert=\Vert u_{n}-p\Vert\leq||x_{n}-p||.$
(3.10)
Further, we estimate
$\Vert x_{n}-p\Vert^{2}$ $=$ $\langle x_{n}-p,$ $x_{n}-p\rangle$
$= \langle(I-\alpha_{n}B)(z_{n}-p) , x_{n}-p\rangle+\alpha_{n}\gamma\langle f(x_{n})-f(p) , x_{n}-p\rangle+\alpha_{n}\langle\gamma f(p)-Bp, x_{n}-p\rangle$
$\leq [1-\alpha_{n}(\overline{\gamma}-\gamma)]\Vert x_{n}-p\Vert^{2}+\alpha_{n}\langle\gamma f(p)-Bp, x_{n}-p\rangle-\alpha_{n}\gamma\varphi(\Vert x_{n}-p \Vert x_{\mathfrak{n}}-p\Vert$
$\leq \Vert x_{n}-p\Vert^{2}+\alpha_{n}\langle\gamma f(p)-Bp, x_{n}-p\rangle-\alpha_{n}\gamma\varphi(\Vert x_{n}-p\Vert)\Vert x_{n}-p\Vert$ . (3.11)
Therefore, $\varphi(||x_{n}-p\Vert)\leq\frac{1}{\gamma}\Vert\gamma f(p)-Bp||$ , which implies that $\{\varphi(\Vert x_{n}-p\Vert)\}$ is bounded. We obtain
that $\{(\Vert x_{n}-p\Vert)\}$ is bounded by property of $\varphi$ . So $\{x_{n}\}$ is bounded and so are $\{u_{n}\},$ $\{z_{n}\},$ $\{g_{n}\},$ $\{Bz_{n}\}$
and $\{f(x_{n})\}.$
Step 2. We claim that there exists a subsequence $\{n_{k}\}$ of $\{n\}$ such that $x_{n_{k}}arrow z^{*}$ and
$z^{*}\in Fix(\mathcal{S})$ . Indeed, for $p\in Fix(S)\cap\Omega$ and from (3.9), then $\Vert g_{n}-p\Vert\leq\Vert u_{n}-p\Vert\leq\Vert x_{n}-p$
14
Since $\{u_{n}\},$ $\{g_{n}\},$ $\{Bz_{n}\},$ $\{f(x_{n})\}$ are bounded and the conditions $\lim_{narrow\infty}\alpha_{n}=0=\lim_{narrow\infty}\beta_{n},$
we see that
$\Vert z_{n}-g_{n}\Vert=\Vert(1-\beta_{n})g_{n}+\beta_{n}u_{n}-g_{n}\Vert=\beta_{n}\Vert u_{n}-g_{n}\Vertarrow 0(narrow\infty)$ (3.12)
and
$\Vert x_{n}-z_{n}\Vert=\Vert(I-\alpha_{n}B)z_{n}+\alpha_{n}\gamma f(x_{n})-z_{n}\Vert=\alpha_{n}\Vert\gamma f(x_{n})-Bz_{n}\Vertarrow 0(narrow\infty)$ . (3.13)
In view of (3.12) and (3.13), we obtain that
$\Vert x_{n}-g_{n}\Vert\leq\Vert x_{n}-z_{n}\Vert+\Vert z_{n}-g_{n}\Vertarrow 0(narrow\infty)$ . (3.14)
Let $K_{1}=\{\omega\in C$ : $\varphi(||\omega-p$ $\leq\frac{1}{\gamma}\Vert\gamma f(p)-Bp$ then $K_{1}$ is a nonempty bounded closed convex
subset of $C$ which is $T(\mathcal{S})$-invariant for each $0\leq s<\infty$ and contain $\{x_{n}\}\subset K_{1}$ . So without loss
of generality, we may assume that $\mathcal{S}$ $:=\{T(s) : 0\leq \mathcal{S}<\infty\}$ is nonexpansive semigroup on $K_{1}.$
By Lemma 2.6, we have
$\lim\sup\lim_{nsarrow\inftyarrow}\sup_{\infty}1g_{n}-T(s)g_{n}\Vert=0$ . (3.15)
From (3.14) and (3. 15), we obtain that $\Vert x_{n}-T(s)x_{n}\Vert\leq\Vert x_{n}-g_{n}\Vert+\Vert g_{n}-T(\mathcal{S})g_{n}\Vert+\Vert T(s)g_{n}-$
$T(s)x_{n}\Vert\leq\Vert x_{n}-g_{n}\Vert+\Vert g_{n}-T(s)g_{n}\Vert+\Vert g_{n}-x_{n}\Vert\leq 2\Vert x_{n}-g_{n}\Vert+\Vert g_{n}-T(s)g_{n}\Vert$ , we arrive at
$\lim\sup\lim_{nsarrow\inftyarrow}\sup_{\infty}\Vert x_{n}-T(s)x_{n}\Vert=0$ . (3.16)
On the other hand, since $\{x_{n}\}$ is bounded, we know that there exists a subsequence $\{x_{n_{k}}\}$ of
$\{x_{n}\}$ such that $x_{n_{k}}arrow z^{*}$ By Lemma 2.7 and (3.16), we arrive at $z^{*}\in Fix(\mathcal{S})$ .
In (3.11), interchange $z^{*}$ and $p$ to obtain $\psi(\Vert x_{n_{k}}-z^{*}$ $\leq\langle\gamma f(z^{*})-Bz^{*},$ $x_{n_{k}}-z^{*}\rangle$ , where
$\psi(\Vert x_{n_{k}}-z^{*}$ $:=\gamma\varphi(\Vert x_{n_{k}}-z^{*}$ $\Vert x_{n_{k}}-z^{*}\Vert$ . From $x_{n_{k}}arrow z^{*}$ , we get that
$\lim_{karrow}\sup_{\infty}\psi(\Vert x_{n_{k}}-z^{*} \leq\lim_{narrow}\sup_{\infty}\langle\gamma f(z^{*})-Bz^{*}, x_{n_{k}}-z^{*}\rangle=0.$
Namely, $\psi(\Vert x_{n_{k}}-z^{*}$ $arrow 0(karrow\infty)$ which implies that $x_{n_{k}}arrow z^{*}$ as $karrow\infty$ by the property of
$\psi$ and since $\Vert x_{n}-z_{n}\Vertarrow 0$ thus $z_{n_{k}}arrow z^{*}$
Step 3. We will show that $\lim_{narrow\infty}\Vert u_{n}-x_{n}\Vert=0.$
Further, we estimate by (3.1), (3.7) and (3.8), we have
$\Vert x_{n}-p\Vert^{2}$ $=$ I $(I-\alpha_{n}B)(z_{n}-p)+\alpha_{n}(\gamma f(x_{n})-Bp)\Vert^{2}$
$\leq (1-\alpha_{n}\overline{\gamma})^{2}\Vert z_{n}-p\Vert^{2}+2\alpha_{n}\langle\gamma f(x_{n})-Bp+\gamma f(p)-\gamma f(p) , x_{n}-p\rangle$
$\leq (1+(\alpha_{n}\overline{\gamma})^{2}-2\alpha_{n}\overline{\gamma})\Vert u_{n}-p\Vert^{2}+2\alpha_{n}\gamma\varphi\Vert x_{n}-p\Vert^{2}+2\alpha_{n}\langle\gamma f(p)-Bp, x_{n}-p\rangle$
$\leq \Vert u_{n}-p\Vert^{2}+(\alpha_{n}\overline{\gamma})^{2}\Vert u_{n}-p\Vert^{2}+2\alpha_{n}\gamma\varphi\Vert x_{n}-p\Vert^{2}+2\alpha_{n}\Vert\gammaf(p)-Bp\Vert\Vert x_{n}-p\Vert$
$\leq \Vert x_{n}-p\Vert^{2}+\delta(L\delta-1)\Vert(J_{r_{n}}^{F_{2}}-I)Ax_{n}\Vert^{2}+(\alpha_{n}\overline{\gamma})^{2}\Vert x_{n}-p\Vert^{2}+2\alpha_{n}\gamma\varphi\Vert x_{n}-p\Vert^{2}$
$+2\alpha_{n}\Vert\gamma f(p)-Bp\Vert\Vert x_{n}-p\Vert$ . (3.17)
Since $\{x_{n}\}$ is bounded, we may assume that $\rho$ $:= \sup_{0<n<1}\Vert x_{n}-p\Vert$ . Therefore, (3.17) reduces
to $\delta(1-L\delta)\Vert(J_{r_{n}}^{F_{2}}-I)Ax_{n}\Vert^{2}\leq\alpha_{n}^{2}\overline{\gamma}^{2}\rho^{2}+2\alpha_{n}\gamma\varphi\rho^{2}+2\alpha_{n}\Vert\gamma f(p)-Bp\Vert\rho=\alpha_{n}[\alpha_{n}\overline{\gamma}^{2}\rho^{2}+2\gamma\varphi\rho^{2}+$
$2\Vert\gamma f(p)-Bp\Vert\rho]$ . Further, since $\delta(1-L\delta)>0,$ $\alpha_{n}arrow 0$ , preceding inequality implies that
$\lim_{narrow\infty}\Vert(J_{r_{n}}^{F_{2}}-I)Ax_{n}\Vert=0$ . (3.18)
Next, we observe that
$\Vert u_{n}-p\Vert^{2}$
$=$ $\Vert J_{r_{n}}^{F_{1}}(x_{n}+\delta A^{*}(J_{r_{n}}^{F_{2}}-I)Ax_{n})-T_{r_{n}}^{F_{1}}p\Vert^{2}\leq\langle u_{n}-p,$ $x_{n}+\delta A^{*}(J_{r_{n}}^{F_{2}}-I)Ax_{n}-p\rangle$
$=$ $\frac{1}{2}\{\Vert u_{n}-p\Vert^{2}+\Vert x_{n}+\delta A^{*}(J_{r_{n}}^{F_{2}}-I)Ax_{n}-p\Vert^{2}-\Vert(u_{n}-p)-[x_{n}+\delta A^{*}(J_{r_{n}}^{F_{2}}-I)Ax_{n}-p]\Vert^{2}\}$
$=$ $\frac{1}{2}\{\Vert u_{n}-p\Vert^{2}+\Vert x_{n}-p\Vert^{2}-\Vert u_{n}-x_{n}-\delta A^{*}(J_{r_{n}}^{F_{2}}-I)Ax_{n}\Vert^{2}\}$
$\leq$ $\frac{1}{2}\{\Vert u_{n}-p\Vert^{2}+\Vert x_{n}-p\Vert^{2}-\Vert u_{n}-x_{n}\Vert-\delta^{2}\Vert A^{*}(J_{r_{n}}^{F_{2}}-I)Ax_{n}\Vert^{2}+2\delta\Vert A(u_{n}-x_{n})\Vert\Vert(J_{r_{n}}^{F_{2}}-I)Ax_{n}\Vert\}.$
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Hence, we have
$\Vert u_{n}-p\Vert^{2}$ $\leq$ $\Vert x_{n}-p\Vert^{2}-\Vert u_{n}-x_{n}\Vert^{2}-\delta^{2}\Vert A^{*}(J_{r_{n}}^{F_{2}}-I)Ax_{n}\Vert+2\delta\Vert A(u_{n}-x_{n}$ $\Vert(J_{r_{n}}^{F_{2}}-I)Ax_{n}\Vert$
$\leq \Vert x_{n}-p\Vert^{2}-\Vert u_{n}-x_{n}\Vert^{2}+2\delta\Vert A(u_{n}-x_{n})\Vert\Vert(J_{r_{n}}^{F_{2}}-I)Ax_{n}\Vert$ . (3.19)
Since $\{x_{n}\}$ and $\{u_{n}.\}$ are bounded and $A$ is a bounded linear operator then $||A(u_{n}-x_{n}$ is
bounded and hence we may assume that $l$ $:=sup0<\mathfrak{n}<1\Vert A(u_{n}-x_{n})$ If follows from (3.17) and
(3.19) that
$\Vert x_{n}-p\Vert^{2}$ $\leq$ $\Vert u_{n}-p\Vert^{2}+\alpha_{n}^{2}\overline{\gamma}^{2}\Vert x_{n}-p\Vert^{2}+2\alpha_{n}\gamma\varphi\Vert x_{n}-p\Vert^{2}+2\alpha_{n}\Vert\gammaf(p)-Bp\Vert\Vert x_{n}-p\Vert$
$\leq [\Vert x_{n}-p\Vert^{2}-\Vert u_{n}-x_{n}\Vert^{2}+2\delta\Vert A(u_{n}-x_{n})\Vert\Vert(J_{r_{n}}^{F_{2}}-I)Ax_{n} +\alpha_{n}^{2}\overline{\gamma}^{2}\Vert x_{n}-p\Vert^{2}$
$+2\alpha_{n}\gamma\varphi\Vert x_{n}-p\Vert^{2}+2\alpha_{n}\Vert\gamma f(p)-Bp\Vert\Vert x_{n}-p\Vert$
$= ||x_{n}-p||^{2}-||u_{n}-x_{n}||^{2}+2\delta l||(J_{r_{n}}^{F_{2}}-J)Ax_{n}\Vert+\alpha_{n}Q,$
where $Q:=(2\gamma\varphi+\alpha_{n}\overline{\gamma}^{2})\rho^{2}+2\Vert\gamma f(p)-Bp\Vert\rho$ . Therefore, from (3.18) and $\alpha_{n}arrow 0$ , we obtain
$\Vert u_{n}-x_{n}\Vert^{2}\leq 2\delta l\Vert(J_{r_{n}}^{F_{2}}-I)Ax_{n}\Vert+\alpha_{n}Qarrow 0, (narrow\infty)$ .
let $y_{\zeta}=\zeta y+(1-\zeta)z^{*}$ Since $y\in C,$ $z^{*}\in C$ , we get $y_{\zeta}\in C$ , and hence, $F_{1}(y_{\zeta}, z^{*})\leq 0$ . So, from
(A1) and (A4), we have $0=F_{1}(y_{\zeta}, y_{\zeta})\leq\zeta F_{1}(y_{\zeta}, y)+(1-\zeta)F_{1}(y_{\zeta}, z^{*})\leq\zeta F_{1}(y_{\zeta}, y)$ . Therefore
$0\leq F_{1}(y_{\zeta}, y)$ . $Rom$ (A3), we have $0\leq F_{1}(z^{*}, y)$ . This implies that $z^{*}\in EP(F_{1})$ .
Next, we show that $Az^{*}$ $\in$ $EP(F_{2})$ . Since $x_{n_{k}}$ $arrow$ $z^{*}$ and $A$ is bounded linear opera-
tor, $Ax_{n_{k}}arrow Az^{*}$ Now, setting $v_{n_{k}}=Ax_{n_{k}}-J_{r_{\mathfrak{n}_{k}}}^{F_{2}}Ax_{n_{k}}$ . It follows that from (3.18) that
$\lim_{karrow\infty}v_{n_{k}}=0$ and $Ax_{n_{k}}-v_{n_{k}}=J_{r_{n_{k}}}^{F_{2}}Ax_{n_{k}}$ . Therefore from Lemma 2.4, we have $F_{2}(Ax_{n_{k}}-$
$v_{n_{k}},$ $z)+ \frac{1}{r_{\mathfrak{n}_{k}}}\langle z-(Ax_{n_{k}}-v_{n_{k}})$ , $(Ax_{n_{k}}-v_{n_{k}})-Ax_{n_{k}}\rangle\geq 0,$ $\forall z\in Q$ . Since $F_{2}$ is upper semicon-
tinuous in the rst argument, taking $\lim\sup$ to above inequality as $karrow\infty$ and using condition
(iv), we obtain $F_{2}(Az^{*}, z)\geq 0,$ $\forall z\in Q$ , which means that $Az^{*}\in EP(F_{2})$ and hence $z^{*}\in\Omega.$
Step 5. We claim that $z^{*}$ is the unique solution of the variational inequality (3.2).
Firstly, we show the uniqueness of the solution to the variational inequality (3.2) in Fix $(S)\cap\Omega.$
In fact, suppose that $a,$ $b\in Fix(S)\cap\Omega$ satisfy (3.2), we see that
$\langle(B-\gamma f)a,$ $a-b\rangle\leq 0$ , (3.20)
$\langle(B-\gamma f)b,$ $b-a\rangle\leq 0$ . (3.21)
Adding these two inequalities (3.20) and (3.21) yields
$0\geq\langle B(a-b)$ , $a-b\rangle-\gamma\langle f(a)-f(b)$ , $a-b\rangle\geq(\overline{\gamma}-\gamma)\Vert a-b\Vert^{2}+\gamma\varphi(\Vert a-b$ $\Vert a-b$
thus $\varphi(\Vert a-b$ $\leq\frac{\gamma-\overline{\gamma}}{\gamma}\Vert a-b\Vert$ . From $\frac{\gamma-\overline{\gamma}}{\gamma}\leq 0$ , we get that $\varphi(\Vert a-b$ $\leq$ O. By the property of
$\varphi$ , we must have $a=b$ and the uniqueness is proved.
Next, we show that $z^{*}$ is a solution in Fix $(\mathcal{S})\cap\Omega$ to the variational inequality (3.2). Indeed,
since $x_{n}=(I- \alpha_{n}B)(1-\beta_{n})\frac{1}{t_{n}}\int_{0}^{t_{n}}T(s)u_{n}ds+(I-\alpha_{n}B)\beta_{n}u_{n}+\alpha_{n}\gamma f(x_{n})$ , we can rewrite that
$Bx_{n}- \gamma f(x_{n})=-\frac{1}{\alpha_{\mathfrak{n}}}(I-\alpha_{n}B)(1-\beta_{n})(I-\frac{1}{t_{\mathfrak{n}}}\int_{0}^{t_{n}}T(s)ds)u_{n}+\frac{1}{\alpha_{n}}[(I-\alpha_{n}B)u_{n}-(I-\alpha_{n}B)x_{n}].$
For any $p\in Fix(\mathcal{S})\cap\Omega$ , it follows that
$\langle B(x_{n})-\gamma f(x_{n}) , u_{n}-p\rangle$
$=$ $- \frac{1-\beta_{n}}{\alpha_{n}}\langle(I-\frac{1}{t_{n}}\int_{0}^{t_{n}}T(s)ds)u_{n}-(I-\frac{1}{t_{n}}\int_{0}^{t_{n}}T(s)ds)p,$ $u_{n}-p\rangle$ (3.22)
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$+(1- \beta_{n})\langle B(I-\frac{1}{t_{n}}\int_{0}^{t_{n}}T(s)ds)u_{n}, u_{n}-p\rangle+\frac{1}{\alpha_{n}}\langle u_{n}-x_{n}, u_{n}-p\rangle+\langle Bx_{n}-Bu_{n}, u_{n}-p\rangle.$
Now, we consider the right side of (3.22), $\langle u_{n}-x_{n},$ $u_{n}-p\rangle\leq r_{n}F_{1}(u_{n}, p)$ . Note from $p\in$
Fix $(S)\cap\Omega$ , we see that $F_{1}(p, u_{n})\geq 0$ , then $F_{1}(u_{n},p)\leq-F_{1}(p, u_{n})\leq 0$ , which implies that
$\frac{1}{\alpha_{n}}\langle u_{n}-x_{n},$ $u_{n}-p\rangle\leq 0$ . On the other hand, we see that $I- \frac{1}{t_{n}}\int_{0}^{t_{n}}T(s)d_{\mathcal{S}}$ is monotone, that is,
$\langle(I-\frac{1}{t_{n}}\int_{0}^{t_{n}}T(s)ds)u_{n}-(I-\frac{1}{t_{n}}\int_{0}^{t_{n}}T(s)ds)p,$ $u_{n}-p\rangle\geq 0$ . Thus, we obtain from (3.22) that
$\langle B(x_{n})-\gamma f(x_{n})$ , $u_{n}-p \rangle\leq(1-\beta_{n})\langle B(I-\frac{1}{t_{n}}\int_{0}^{t_{n}}T(\mathcal{S})ds)u_{n},$ $u_{n}-p\rangle+\langle Bx_{n}-Bu_{n},$ $u_{n}-p\rangle$ . (3.23)
Also, we notice from $\Vert x_{n}-u_{n}\Vertarrow 0(narrow\infty)$ and $x_{n_{k}}arrow z^{*}\in Fix(S)\cap\Omega$ that
$\lim_{karrow}\sup_{\infty}\langle B(I-\frac{1}{t_{n_{k}}}\int_{0}^{t_{n_{k}}}T(\mathcal{S})ds)u_{n_{k}},$ $u_{n_{k}}-p\rangle=0$ , (3.24)
and
$\lim\sup\langle B(x_{n_{k}}-u_{n_{k}}, u_{n_{k}}-p\rangle=0. (3.25)$
$karrow\infty$
Now replacing $n$ in (3.23) with $n_{k}$ and take $\lim\sup$ , we have from (3.24) and (3.25) that
$\langle(B-\gamma f)z^{*},$ $z^{*}-p\rangle\leq 0$ , (3.26)
for any $p\in Fix(S)\cap\Omega$ . This is, $z^{*}\in Fix(\mathcal{S})\cap\Omega$ is unique solution of (3.2).
Step 6. We claim that
$\lim_{narrow}\sup_{\infty}\langle\frac{1}{t_{n}}\int_{0}^{t_{n}}T(\mathcal{S})u_{n}ds-z^{*},$ $\gamma f(z^{*})-Bz^{*}\rangle\leq 0$ . (3.27)
To show (3.27), we may choose a subsequence $\{x_{n_{i}}\}$ of $\{x_{n}\}$ such that
$\lim_{narrow}\sup_{\infty}\langle\frac{1}{t_{n}}\int_{0}^{t_{n}}T(s)u_{n}ds-z^{*},$ $\gamma f(z^{*})-Bz^{*}\rangle=\lim_{iarrow}\sup_{\infty}\langle\frac{1}{t_{n_{i}}}\int_{0}^{t_{n_{i}}}T(s)u_{n_{i}}ds-z^{*},$ $\gamma f(z^{*})-Bz^{*}\rangle.$
(3.28)
Since $\{x_{n_{i}}\}$ is bounded, we can choose a subsequence $\{x_{n_{i_{j}}}\}$ of $\{x_{n_{i}}\}$ converges weakly to $p.$
We may assume without loss of generality, that $x_{n_{i}}arrow p$ , then $u_{n_{i}}arrow p$ , note from Step 2
and Step 3 that $p\in Fix(\mathcal{S})\cap\Omega$ and thus $\frac{1}{t_{n_{i}}}\int_{0}^{t_{n_{i}}}T(s)u_{n_{i}}dsarrow p$ . It follows from (3.28) that
$\lim\sup_{narrow\infty}$ $\langle\frac{1}{t_{n}}\int_{0}^{t_{n}}T(s)u_{n}ds-z^{*},$ $\gamma f(z^{*})-Bz^{*}\rangle=\langle p-z^{*},$ $\gamma f(z^{*})-Bz^{*}\rangle\leq 0$ . So (3.27) holds,
thanks to (3.2).
Step 7. We claim that $x_{n}arrow z^{*}$ as $narrow\infty.$
First, from (3.14) and (3.27) we conclude that
$\lim_{narrow}\sup_{\infty}\langle\gamma f(z^{*})-Bz^{*},$
$x_{n}-z^{*}\rangle\leq 0$ . (3.29)
Now we compute $\Vert x_{n}-z^{*}\Vert^{2}$ and the following estimates:
$\Vert x_{n}-z^{*}\Vert^{2}$
$\leq$ $(1-\alpha_{n}\overline{\gamma})^{2}\Vert z_{n}-z^{*}\Vert^{2}+2\alpha_{n}\langle\gamma f(x_{n})-Bz^{*},$ $x_{n}-z^{*}\rangle$
$\leq$ $(1-\alpha_{n}\overline{\gamma})^{2}\Vert z_{n}-z^{*}\Vert^{2}+2\alpha_{n}\gamma\Vert x_{n}-z^{*}\Vert^{2}+2\alpha_{n}\langle\gamma f(z^{*})-Bz^{*},$ $x_{n}-z^{*}\rangle-2\alpha_{n}\gamma\varphi(\Vert x_{n}-z^{*}$
$\leq$ $(1-\alpha_{n}\overline{\gamma})^{2}\Vert x_{n}-z^{*}\Vert^{2}+2\alpha_{n}\gamma\Vert x_{n}-z^{*}\Vert^{2}+2\alpha_{n}\langle\gamma f(z^{*})-Bz^{*},$ $x_{n}-z^{*}\rangle-2\alpha_{n}\gamma\varphi(\Vert x_{n}-z^{*}$
$\leq$ $(1+(\alpha_{n}\overline{\gamma})^{2}-2\alpha_{n}\overline{\gamma})\Vert x_{n}-z^{*}\Vert^{2}+2\alpha_{n}\gamma\Vert x_{n}-z^{*}\Vert^{2}+2\alpha_{n}\langle\gamma f(z^{*})-Bz^{*},$ $x_{n}-z^{*}\rangle-2\alpha_{n}\gamma\varphi(\Vert x_{n}-z^{*}$
$\leq$ $(1+(\alpha_{n}\overline{\gamma})^{2})\Vert x_{n}-z^{*}\Vert^{2}+2\alpha_{n}\langle\gamma f(z^{*})-Bz^{*},$ $x_{n}-z^{*}\rangle-2\alpha_{n}\gamma\varphi(\Vert x_{n}-z^{*}$
It follows that $\varphi(\Vert x_{n}-z^{*}$ $\leq L_{\alpha_{n}}2\gamma-2\Vert x_{n}-z^{*}\Vert^{2}+\frac{1}{\gamma}\langle\gamma f(z^{*})-Bz^{*},$ $x_{n}-z^{*}\rangle.$
By virtue of the boundedness of $\{x_{n}\}$ , (3.29) and the condition $\alpha_{n}arrow 0(narrow\infty)$ , we can
conclude that $\lim_{narrow\infty}\varphi(\Vert x_{n}-z^{*}$ $=$ O. By the property of $\varphi$ , we obtain that $x_{n}arrow z^{*}\in$
Fix $(S)\cap\Omega$ as $narrow\infty$ . This complete the proof of Theorem 3.1. $\square$
From Theorem 3.1, setting one parameter nonexpansive semigroup for a single nonexpansive
mapping $T.$
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Corollary 3.2. Let $H_{1}$ and $H_{2}$ be two real Hilbert spaces and let $C\subset H_{1}$ and $Q\subset H_{2}$ nonempty
closed convex sets. Let $A:H_{1}arrow H_{2}$ be a bounded linear operator. Assume that $F_{1}$ : $C\cross Carrow\pi$
and $F_{2}$ : $Q\cross Qarrow \mathbb{R}$ are the bifunctions satisfying $(A l)-(A4)$ and $F_{2}$ is upper $\mathcal{S}emicontinuou\mathcal{S}.$
Let $f$ be a weakly contractive mapping with a function $\varphi$ on $H_{1},$ $B$ a strongly positive linear
bounded self-adjoint operator with coecient $\overline{\gamma}>0$ on $H_{1},$ $T$ a nonexpansive on $C$ , respectively.
Assume that Fix $(T)\cap\Omega\neq\emptyset$ , then for any $0<\gamma\leq\overline{\gamma}$ and let the iterative sequences $\{x_{n}\},$ $\{u_{n}\}$
and $\{z_{n}\}$ be generated by iterative algorithm:
$\{\begin{array}{l}u_{n}=J_{r_{n}}^{F_{1}}(x_{n}+\delta A^{*}(J_{r_{7l}}^{F_{2}}-I)Ax_{n}) ,z_{n}=(1-\beta_{n})Tu_{n}+\beta_{n}u_{n},x_{n}=(I-\alpha_{n}B)z_{n}+\alpha_{n}\gamma f(x_{n}) , \forall n\geq 1,\end{array}$ (3.30)
where $r_{n}\subset(0, \infty)$ and $\delta\in(0, \frac{1}{L})$ , $L$ is the spectral radius of the operator $A^{*}A$ and $A^{*}$ is the
adjoint of $A$ and $\{\alpha_{n}\},$ $\{\beta_{n}\}\subset(0,1)$ be real sequences satisfying the following conditions:
($i$) $\lim_{narrow\infty}\alpha_{n}=0;(ii)\lim_{narrow\infty}\sqrt{}n=0;(iii)\lim\inf_{narrow\infty}r_{n}>0.$
Then, the sequence $\{x_{n}\}$ converges strongly to $z^{*}\in Fix(T)\cap\Omega$ which is uniquely solves the
following variational inequality (3.2).
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