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RM.
Los procesos donde interviene la aleatoriedad, son y han sido motivo
de estudio debido a su frecuente presencia. En muchos de los casos que se
pueden citar, esta aleatoriedad se maniﬁesta en la demanda de un cierto
producto: por ejemplo, las compañías tienen que decidir cuánta ropa deben
fabricar, cuántos coches, etc. Si la producción supera a la demanda, se gene-
ran pérdidas por almacenaje, materias primas utilizadas, mano de obra, . . .
Si la producción es bastante menor que la demanda, se crean pérdidas por
venta no realizada. Por tanto, en estos procesos, una buena predicción de la
demanda es fundamental para optimizar el beneﬁcio de las empresas.
La producción y distribución de un bien perecedero cuya demanda es aleato-
ria, es lo que se va a estudiar en este trabajo. Por tanto, pueden aplicarse a
diversos tipos de procesos, resultando útiles para la toma de las decisiones y
medidas pertinentes (fabricación de los bienes, venta, etc.). Asimismo, estos
sistemas también pueden usarse para prevención, desde el momento que lo
que se estudia es el comportamiento en el futuro.
La aplicación que se llevará a cabo en este trabajo, será sobre la estima-
ción de la demanda de agua. El agua es un recurso natural incomparable,
escaso y estratégico, elemento clave para la vida y el desarrollo social, difí-
cilmente se puede exagerar la importancia del agua, es seguramente el más
valioso e imprescindible de los existentes en el planeta Tierra. El agua debe-
ría ser un derecho humano y, sin embargo, 1100 millones de personas carecen
de acceso al agua potable.
La aparente abundancia del agua en el mundo ha dado la impresión, en
el pasado, de que se trataba de un bien inagotable. Era también el más ba-
rato. En muchos lugares el agua era gratuita. Una política subsidiada que
ha fomentado su derroche, su explotación excesiva, originando problemas de
escasez, pérdida de calidad o deterioro medioambiental.
xi
xii Resumen
En la medida en que el agua se va convirtiendo en un recurso cada vez más
escaso y deteriorado por la intervención humana, los poderes públicos han
ido estableciendo nuevas medidas para mejorar su gestión. En este contexto,
la Directiva Marco del Agua (DMA)1 establece el objetivo claro de que en el
año 2015 se consiga un buen estado ecológico y un uso sostenible para todas
las aguas europeas.
Este nuevo marco institucional pone de relieve la necesidad de caracteri-
zar y analizar en profundidad la demanda de agua, lo que motiva el interés
por utilizar instrumentos económicos para mejorar la eﬁciencia en el uso del
agua. En este trabajo se realiza un análisis de la demanda de agua urbana en
Andalucía, partiendo de los datos de consumo de agua en una zona urbana,
correspondientes al periodo 1984− 2011. Así mismo se desarrolla una nueva
metodología que resulta fundamental para obtener predicciones de demanda
con mayor precisión.
Para el estudio del comportamiento de este tipo de situaciones se utiliza-
rán tanto técnicas de tipo estadístico como modelos ARIMA. Estos últimos
se han empleado con buenos resultados para la predicción en econometría,
la elección de estos modelos está basada en el modelo de mejor ajuste, se
pretende incorporar técnicas más novedosas para realizar está elección, de
manera que cumpla mejor el objetivo del mismo, que es predecir la deman-
da correspondiente, por lo que se pretende, en este trabajo, modelar que la
elección del modelo se base en la mejor capacidad predictiva del mismo, para
ello se utilizaran modelos heurísticos.
En este trabajo se hará uso de las series temporales, éstas no son otra cosa
que, datos numéricos de interés estadístico, relacionados con una temáti-
ca en concreto y recopilados de manera periódica (anualmente, semestral-
mente, cuatrimestralmente, trimestralmente, bimensualmente, mensualmen-
te, semanalmente o diariamente) e histórica a lo largo de los sucesivos años,
cuya principal necesidad es observar la evolución de estos datos y obtener
conclusiones estadísticas y/o económicas. La demanda de productos en cada
punto se representa mediante un proceso estocástico. Una vez introducido
el concepto genérico de proceso estocástico puede decirse que una serie tem-
poral cualquiera es, en realidad, una muestra, una realización concreta con
unos valores concretos de un proceso estocástico teórico, real. El análisis de
series que vamos a estudiar tratará, a partir de los datos de una serie tempo-
ral, inferir las características de la estructura probabilística subyacente, del
verdadero proceso estocástico. Se utilizaran los modelos SARIMA (Modelos
Autorregresivos Integrados de Medias Móviles Estacionarios)
1DIRECTIVA 2000/60/CE, del 23 de octubre del 2000
Resumen xiii
La organización de esta tesis se presenta de la siguiente manera:
En el capítulo 1 se llevará a cabo u8na revisión teórica de los procesos
estocásticos, desde los modelos más simples AR(p) hasta los modelos
mas complejos, SARIMA(p, d, q)(P,D,Q)7, con el objetivo de asentar
las bases teóricas donde se apoya este trabajo.
En el capítulo 2 se desarrollará la teoría básica sobre los criterios clási-
cos actuales que se encuentran en uso para la determinación del modelo
seguido por una serie temporal cualquiera de la que no se conoce su
procedencia a priori.
En el capítulo 3 es el capítulo principal de esta tesis, ya que en él
se desarrolla la parte innovadora del estudio, se realizara el desarrollo
que se ha seguido hasta llegar a la propuesta realizada en este trabajo
sobre unos nuevos criterios tanto de ajuste como de predicción, que
contemplen y recojan en su estructura algunos aspectos de los que
actualmente no se consideran en los criterios existentes en la literatura.
En el capítulo 4, es más extenso del trabajo de investigación realiza-
do, es precisamente toda la parte de simulación llevada a cabo para
la comprobación del buen funcionamiento de los criterios propuestos.
Para ello se han utilizado tanto modelos ARIMA como SARIMA.
En el capítulo 5 se desarrolla la aplicación mediante la cuál se lleva
a la práctica el funcionamiento de estos criterios innovadores en datos
reales, ya que en muchas ocasiones y sobre todo en este campo, la teoría
es un aspecto importante pero realmente el paso de lo teórico a lo prác-
tico hay que considerarlo, ya que en ocasiones teorías perfectamente
desarrolladas al llevarlas al campo práctico de datos reales fracasan.
En el capítulo 6 se expondrán las conclusiones obtenidas a lo largo del
estudio y las futuras líneas de investigación que se pueden desarrollar
a partir de los alcances realizados en este trabajo.
Tras estos capítulos se han añadido unos apéndices que hemos creído de
interés:
En el apéndice A, se desarrollan algunas nociones básicas sobre el soft-
ware utilizado para la implementación del programa utilizado en el
capítulo de simulación.
En el apéndice B, se muestra el código fuente del programa implemen-
tado.
En el apéndice C, se recogen todos los modelos que han sido conside-
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Estudia el pasado si quieres pronosticar
el futuro.
Confucio (Pensador y ﬁlósofo chino)
Según la concepción lineal del tiempo que tienen la mayoría de las civi-
lizaciones humanas, el futuro es la porción de la línea temporal que todavía
no ha sucedido; en otras palabras, es una conjetura que bien puede ser an-
ticipada, predicha, especulada, postulada, teorizada o calculada a partir de
datos en un instante de tiempo concreto.
1.1. Introducción
El análisis de series temporales, y la incorporación de técnicas prospecti-
vas de tipo econométrico se basan, en última instancia en considerar que el
futuro se parecerá al pasado, o que las relaciones causales actuales se manten-
drán durante un cierto tiempo. Sin embargo, aunque el presente y el pasado
son de naturaleza determinista, nuestro conocimiento de ambos es incomple-
to, y la interpretación que se atribuye a sucesos pasados está afectado de un
alto grado de subjetividad.
Los procesos de predicción se apoyan en diversas técnicas estadísticas, pero
su ﬁnalidad está ligada al proceso diario de toma de decisiones.
En deﬁnitiva, la necesidad de realizar predicciones es inherente a bastantes
actividades humanas. No obstante, sólo en pocas ocasiones se utilizan méto-
dos cuantitativos en los procesos de predicción.
Al analizar una serie temporal es preciso investigar su estructura interna,
ya que la desagregación de una serie de componentes permite acceder a la
información especíﬁca de cada una de éstas. La mayor parte de los métodos
univariantes someten a una serie a una sucesión de transformaciones median-
te ﬁltros que ponen de maniﬁesto alguna característica útil.
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Los ﬁltros de uso más frecuente son los que corresponden a bandas de fre-
cuencias bajas (para estudiar la evolución a largo plazo), a bandas altas
(orientadas a las oscilaciones a muy corto plazo), y a bandas de frecuencias
asociadas a componentes cíclicas como la estacionalidad.
Así, al ﬁltrar una serie se persiguen alguno de los objetivos siguientes:
eliminar componentes o ruidos no deseados,
resaltar características importantes, y
descomponer la serie en partes que están asociadas a elementos infor-
mativos distintos.
Existen numerosos ﬁltros que se usan con frecuencia: medias móviles, regre-
sión, alisados, diferencias, etc. Desgraciadamente, el ﬁltrado de una serie,
aunque permite resaltar algunas de sus características, no es sin inconve-
nientes, pues, distorsiona otras propiedades de los datos.Caridad y Ocerin y
Caridad y López del Río (2003)
1.2. Reseña Histórica
Graunt (1662), hace una interpretación de los movimientos demográﬁcos
y de la conducta social, a partir de las cantidades brutas de nacimientos
y muertes, por causas, en Londres. La fuente de datos utilizada fue de las
Tablas Semanales de la Compañía de Sacristanes Parroquiales. Estas tablas
contenían la cantidad de muertes, por causas, y la cantidad de nacimientos,
ocurrida en cada parroquia londinense durante el periodo de 1604 a 1661. Se
cree que éste haya sido el primer análisis realizado sobre series temporales.
Halley (1693), a partir de series temporales, de más de cien años, sobre naci-
mientos y defunciones ocurridos en la ciudad de Breslaw, Silesia, construye
las primeras tablas de esperanza de vida. La metodología utilizada es la vi-
gente hasta hoy.
Farr (1840), siguiendo la ﬁlosofía de trabajo de Graunt, pero aplicando el
enfoque de S.M. Poisson al tratamiento de series temporales, realiza varios
pronósticos de incidencia por viruelas. Para ello ajusta curvas a series tem-
porales de notiﬁcaciones de casos en diferentes localidades de Inglaterra y
Gales, y procede a su extrapolación. A Farr se debe el concepto de exceso
de mortalidad utilizado en los análisis de series temporales de mortalidad.
Lo deﬁnió como la cantidad de muertes que excede a la esperada por deter-
minada causa para un momento de tiempo y localidad dadas.
En 1920, W. M. Pearson propone las ideas básicas del enfoque clásico en el
tratamiento de series temporales. Este método se desarrolló para el análisis
de las series económicas. En la Universidad de Harvard el método propuesto
por Pearson fue perfeccionado, aplicándose el tratamiento de series tempo-
rales en diversos ámbitos.
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Entre las primeras aplicaciones del análisis de series temporales propuesto
por Pearson, a un problema de salud, están los trabajos de S. D. Collins para
el estudio de la mortalidad excesiva, según el criterio de Farr.
Collins (1932) Collins estima la tasa semanal de muertes esperadas como
un promedio de las tasas de muerte observadas para esa semana durante
los años epidémicos anteriores. Alrededor de este valor central construye un
intervalo de conﬁanza, cuyo límite superior considera como el nivel de mor-
talidad máxima usual. A partir del trabajo de Collins se ponen en boga los
canales endémicos sobre mortalidad o morbilidad. Estos canales diferían en
la forma de obtener el valor central esperado, a partir de las observaciones
de la serie consideradas como no epidémicas, y en la forma de construir el
intervalo de conﬁanza para el pronóstico. Para el valor central se solía uti-
lizar la media aritmética, la mediana, la moda o los promedios tricentrales.
Para el intervalo de conﬁanza la desviación típica, la varianza, los recorridos,
las amplitudes, el recorrido medio, los percentiles, los mínimos-maximorum
(valor mínimo entre los máximos) y los máximos-minimorum (valor máximo
entre los mínimos). Cayeron en desuso ante la aparición de los métodos au-
torregresivos.
Eickhoﬀ et al. (1962) utilizan una ecuación de autorregresión, sobre una serie
de tasas semanales de muertes, con la omisión de las tasas correspondientes
a las semanas epidémicas, para determinar la tasa de muertes usual espera-
da para cada semana del año. Serﬂing (1963), aplica el método de análisis
armónico de Fourier a series de tasas de incidencia acumulativa semanal.
Deﬁne un intervalo de conﬁanza de 1,64 desviaciones típicas para los valores
de extrapolación obtenidos. Una de las novedades del método era la autoes-
timación de valores epidémicos. Serﬂing aplica este método al análisis de la
mortalidad por inﬂuenza y neumonía, con ﬁnes de vigilancia epidemiológi-
ca. Para ello establece el criterio de considerar la situación como de alerta
epidémica, cuando dos tasas consecutivas sobrepasen el límite superior del
intervalo de conﬁanza, ante evidencias de laboratorio.
Una modiﬁcación del método de Serﬂing es adoptada por los Centros de Con-
trol de Enfermedades de los Estados Unidos, como instrumento de vigilancia
epidemiológica. Es abandonado en 1982, cuando surge la primera aplicación
del método ARIMA con los mismos ﬁnes Choi y Thacker (1981a), Choi y
Thacker (1981b).
1.3. Series Temporales
Una serie temporal es un conjunto de observaciones tomadas secuencial-
mente en el tiempo. Muchos conjuntos de datos se presentan como series
temporales: serie semanal de accidentes de carretera, consumo anual de acei-
te en los hogares españoles, etc. Si el conjunto es continuo, se dice que la serie
es continua, mientras que si el conjunto es discreto se dice que es discreta. En
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este trabajo consideramos solamente series temporales discretas, dado que
las variables económicas suelen observarse en tiempo discreto, por lo que, ma-
tizamos la deﬁnición de serie temporal, enunciando que una serie temporal
está constituida por unas observaciones de una variable a intervalos regulares
de tiempo, Uriel Jiménez (1985). Así, cuando tenemos N valores sucesivos de
una serie discreta escribiremos x1, x2, . . . , xN para denotar observaciones rea-
lizadas a intervalos regulares de tiempo t0+h, t0+2h, . . . , t0+th, . . . , t0+Nh
Si tomamos t0 como el origen y h como la unidad de tiempo, podemos con-
siderar xt como la observación en el período t.
Por otro lado, debemos también hacer la distinción entre serie temporal de-
terminista y estadística. Si los valores futuros de una serie temporal vienen
exactamente determinados por alguna función matemática, se dice que la
serie temporal es determinista. En cambio, si los valores futuros solo pueden
ser descritos en términos de una distribución de probabilidad, la serie tem-
poral se dice que es no determinista o simplemente que es una serie temporal
estadística (Box, Jenkins y Reinsel, 1994). En este segundo caso, aunque el
comportamiento de la serie hasta el momento actual esté bien deﬁnido, es
imposible pronosticar el valor exacto que tomará en un nuevo período. Da-
do que la gran mayoría de series temporales con las que nos encontramos
en la práctica son de naturaleza estadística, pues hay una gran cantidad de
factores desconocidos que inﬂuyen de manera decisiva en el comportamien-
to de una serie y que el investigador no puede controlar, nuestro estudio se
centra precisamente en este tipo de series temporales. La información que se
maneja en una serie temporal es generalmente de carácter agregado, aunque
el grado de agregación dependerá del sistema que se esté tratando. Así, en
una empresa, mediante agregación de las ventas efectuadas a cada cliente,
se obtiene la serie temporal de ventas. A nivel macroeconómico la agrega-
ción suele hacerse por métodos estadísticos, es decir, mediante inferencia al
conjunto de la población de lo observado en un subconjunto de la misma.
En cualquier caso, cuando se utiliza una serie temporal no parece razonable
adoptar el supuesto de que el valor de la variable estudiada en un período de
tiempo es independiente de los valores que ha tomado dicha variable en los
períodos que le han precedido. La naturaleza de esta dependencia entre las
observaciones de una serie temporal tiene un considerable interés práctico y,
precisamente, el análisis de series temporales se centra en las técnicas para
estudiar esta dependencia. Se hace necesaria, por tanto, la utilización de la
teoría de procesos estocásticos. Puesto que el trabajo se enmarca dentro de
las series temporales estadísticas, se examinarán las nociones básicas de los
procesos estocásticos en los epígrafes siguientes.
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1.4. Procesos Estocásticos
Un proceso estocástico se deﬁne como una familia de variables aleato-
rias que corresponden a momentos sucesivos del tiempo. Será designado por
Y (t, u), donde t es el tiempo y u es la variable aleatoria.
La determinación de las características de un proceso estocástico puede ha-
cerse mediante dos formas alternativas, bien a partir de funciones de distri-
bución conjunta o bien a partir de los momentos.
En general, para un conjunto ﬁnito de valores del tiempo, se obtiene una
función de distribución conjunta.
F [Y (t1), Y (t2), . . . , Y(tn)] (1.1)
Se dice que un proceso estocástico está perfectamente caracterizado cuando
se determinan las funciones de distribución conjunta para cada conjunto
ﬁnito de variables del proceso, es decir, para cada valor ﬁnito de n en (1.1).
La determinación de las características del proceso a partir de las funciones
de distribución es en general un procedimiento complicado, por lo que se
acostumbra a utilizar preferentemente el método de los momentos. En una
distribución de probabilidad se pueden calcular momentos de diverso orden.
En un proceso estocástico al que se designará, para simpliﬁcar la notación,
por Yt, la media o momento de primer orden se deﬁne de la siguiente forma:
µt = E(Yt) (1.2)
Como momento de segundo orden respecto a la media es preciso considerar,
además de la varianza, las covarianzas entre variables referidas a distintos
momentos de tiempo o autocovarianzas a las que se designarán por
γt,s = Cov(Yt, Ys) = E(Yt − µt)(Ys − µs) (1.3)
Cuando s = t se tiene deﬁnida la varianza.
Como forma alternativa de caracterización de un proceso estocástico se uti-





1.5. Procesos Estacionarios y Ergódicos
Para deﬁnir la estacionariedad de un proceso se puede utilizar, como se
hizo anteriormente para su caracterización, bien las funciones de distribución
o los momentos.
Se dice que un proceso estocástico es estacionario en sentido estricto cuando
al realizar un mismo desplazamiento en el tiempo de todas las variables de
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cualquier distribución conjunta ﬁnita, resulta que esta distribución no varía.
Considerando la función de distribución conjunta
F (Tt1 , Yt2 , . . . , YTk) (1.5)
si se adopta el supuesto de que todos los elementos de la anterior distribución
se desplazan m períodos, la nueva función de distribución conjunta será
F (Tt1+m, Yt2+m, . . . , Ytk+m) (1.6)
Si el proceso es estacionario en sentido estricto se deberá veriﬁcar que
F (Tt1 , Yt2 , . . . , YTk) = F (Tt1+m, Yt2+m, . . . , Ytk+m) (1.7)
También es este caso es más complejo el análisis de la estacionariedad a partir
de las funciones de distribución que si se efectúa a partir de los momentos.
Se dice que un proceso es estacionario de primer orden, o en media, si se
veriﬁca que:
E(Yt) = µ, ∀t (1.8)
Se dice que un proceso es estacionario se segundo orden (o en sentido amplio)
cuando se veriﬁcan las dos condiciones siguientes:
1. La varianza es ﬁnita y permanece constante a lo largo del tiempo, es
decir:
E(Yt − µ)2 = σ2 <∞ ∀t (1.9)
2. La autocovarianza entre dos períodos distintos de tiempo únicamen-
te viene afectada por el lapso de tiempo transcurrido entre esos dos
períodos. Así:
E(Yt+k − µ)(Yt − µ) = γk ∀t (1.10)
Si un proceso es estacionario en sentido estricto también será estacionario
en sentido amplio, pero no ocurrirá necesariamente el caso recíproco, pues
el proceso puede no ser estacionario para momentos superiores al segundo.
También aquí, si el proceso es estacionario en sentido amplio, y además es
normal, se veriﬁca que el proceso es estacionario en sentido estricto.





k ≥ 0 (1.11)
De acuerdo con (1.10), se veriﬁcará que γk = γ−k, y por consiguiente ρk =
ρ−k. La representación gráﬁca de ρk para k = 0, 1, 2, 3, . . ., recibe el nombre
de correlograma.
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Cuando el proceso es estacionario, en principio pueden estimarse los pará-
metros µ, γ0, γ1, γ2, . . . a partir de una sola realización. Disponiendo de la


















(Yt+k − µˆ)(Yt − µˆ)
Además de la estacionariedad, es necesario que el proceso goce de la pro-
piedad de ergodicidad, con objeto de que el proceso de inferencia pueda
realizarse de una forma adecuada.
Cuando valores de la serie temporal alejados en el tiempo están muy corre-
lacionados, es decir, cuando ρk se mantiene en unas cotas elevadas para un
k grande, sucederá que al aumentar el tamaño de la muestra se añade poca
información nueva. La consecuencia de este hecho en el plano estadístico se-
rá que los estimadores obtenidos no son consistentes, ya que el aumento del
tamaño de la muestra no tendrá una especial utilidad, puesto que se tendrá
que calcular un mayor número de autocovarianzas para caracterizar adecua-
damente el proceso.
Cuando se veriﬁca la propiedad de ergodicidad las fórmulas (1.13) permiten
obtener estimadores consistentes. Una condición necesaria, aunque no suﬁ-
ciente, de la ergodicidad es que l´ımK→∞ = 0. En lo sucesivo, se supondrá
siempre que el proceso es ergódico.
1.6. Procesos Lineales
Estos procesos son una clase especial de los procesos estacionarios y er-
gódicos, se caracterizan porque pueden representar como una combinación
lineal de variables aleatorias. Se analizaran algunos de los procesos lineales
más importantes.
El proceso puramente aleatorio es el más simple de todos. Podría expresarse
de la siguiente forma:
Yt = t (1.13)
E[t] = 0 ∀t




t] = 0 t 6= t′
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En el tratamiento de series temporales, se suele designar a un proceso pura-
mente aleatorio con la denominación de ruido blanco.
De ahora en adelante, por t designaremos únicamente a una variable alea-
toria que tiene las propiedades enunciadas en (1.15). El ruido blanco es
una pieza clave en la construcción de procesos estocásticos complicados, a
pesar, de estar alejado de la concepción intuitiva que hemos dado de proceso
estocástico, como pueden ser los procesos autorregresivos y los procesos de
medias móviles, que se examinarán a continuación.
Figura 1.1: Representación gráﬁca de un ruido blanco
El proceso autorregresivo de orden p, AR(p), se expresa de la siguiente
manera:
Yt = φ1Yt−1 + φ2Yt−2 + . . .+ φpYt−p + t (1.15)
Como puede verse en un proceso AR(p), aparece un ruido blanco referido
al momento actual y la variable desfasada para distintos períodos, siendo p el
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retardo máximo que aparece en el proceso. La denominación de autorregre-
sivo procede de Yt se obtiene mediante regresión sobre los valores desfasados
de la propia variable. Los procesos autorregresivos fueron introducidos por
primera vez por Yule (1927), Yule (1927).
Un proceso de medias móviles de orden q, MA(q)2 viene dado por:
Yt = t − θ1t−1 − θ2t−2 − . . .− θqt−q (1.16)
La expresión de medias móviles hace referencia a que la variable Yt se obtiene
como un promedio de variables de ruido blanco (en este caso q+1 ) sien-
do las θi los coeﬁcientes de ponderación. La introducción de estos procesos
también se debe a Yule (1921)Yule (1926).
Finalmente, mediante una combinación de un proceso autorregresivo y un
proceso de medias móviles se obtiene un proceso ARMA(p, q), donde p indi-
ca el retardo máximo de la parte autorregresiva y q señala el correspondiente
a la parte de las medias móviles. La divulgación y popularización de este tipo
de procesos se debe fundamentalmente a la obra de Box (1976) aunque fueron
estudiados anteriormente por Wold (1938) y Bartlett (1946). La expresión
de un proceso ARMA(p, q) es la siguiente:
Yt = φ1Yt−1+φ2Yt−2+. . .+φpYt−p+t−θ1t−1−θ2t−2−. . .−θqt−q (1.17)
Procede ahora justiﬁcar el porqué se ha centrado el estudio en ciertos tipos
de procesos. En el año 1938 el profesor Wold enunció y demostró el siguiente
teorema:
Cualquier proceso estacionario Yt puede representarse unívocamente como
la suma de dos procesos mutuamente incorrelados.
Yt = Dt +Xt (1.18)
donde Dt es linealmente determinista y Xt es un proceso MA(∞).
Conviene recalcar que la representación (1.18) se aplica a cualquier proceso
estacionario, sea o no lineal.
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Figura 1.2: Representación gráﬁca de un camino aleatorio
1.7. Modelos Lineales
1.7.1. Modelos Autorregresivos, AR(p)
Un modelo AR(p) viene deﬁnido por
Yt = φ1Yt−1 + φ2Yt−2 + . . .+ φpYt−p + t (1.19)
Utilizando el operador polinomial de retardos
φ(L) = 1− φ1L− φ2L2 − . . .− φpLp (1.20)
el modelo puede expresarse de forma compacta φ(L)Yt = t. Para que el
proceso sea estacionario se requiere que las raíces de la ecuación polinomial
1− φ1L− φ2L2 − . . .− φpLp = 0 (1.21)
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estén fuera del círculo unidad.
Si en el modelo (1.19) se incluye un término independiente
Yt = φ1Yt−1 + φ2Yt−2 + . . .+ φpYt−p + δ + t (1.22)
entonces bajo el supuesto de estacionariedad, tomando esperanzas en (1.22)
y denominado µ = E(Yt), ∀t, se tiene que




1− φ1 − φ2 − . . .− φp (1.24)
En lo sucesivo se hará el supuesto, sin pérdida de generalidad, de que δ = 0.
Multiplicando ambos miembros de (1.19) por Yt−τ y tomando esperanzas se
tiene que,
γτ = φ1γτ−1 + φ2γτ−2 + . . .+ φpγτ−p + E(tYt−τ ) (1.25)
Para τ = 0, se obtiene
γ0 = φ1γ1 + φ2γ2 + . . .+ φpγp + σ
2
 (1.26)
Para valores de τ > 0 el resultado obtenido es el siguiente:
γτ = φ1γτ−1 + φ2γτ−2 + . . .+ φpγτ−p; τ > 0 (1.27)
Dividiendo ambos miembros de (1.27) por γ0 se obtiene la ecuación en dife-
rencias de orden p relativa a las autocorrelaciones
ρτ = φ1ρτ−1 + φ2ρτ−2 + . . .+ φpρτ−p (1.28)
Tomando ρ0, ρ1, ρ2, . . . yρp−1 como condiciones iniciales determinadas a par-
tir de los coeﬁcientes φ1, φ2, . . . , φp, la solución a la ecuación (1.28) permite
calcular los valores de ρτ para τ ≥ p.
Particularizando (1.28) para τ = 1, 2, . . . , p se obtiene el sistema de ecuacio-
nes de Yule-Walker:
ρ1 = φ1 + φ2ρ1 + . . .+ φpρp−1
ρ2 = φ1ρ1 + φ2 + . . .+ φpρp−2
. . .
ρp = φ1ρp−1 + φ2rhop−2 + . . .+ φp
(1.29)
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De esta forma se ha pasado de un modelo AR(p) a un modelo AR(∞) según
se puede ver al desarrollar el segundo miembro de (1.31).
Figura 1.3: Representación gráﬁca de un AR(1)
1.7.2. Modelos de Medias Móviles, MA(q)
Un modelo de medias móviles de orden q, se deﬁne de la siguiente forma:
Yt = t − θ1t−1 − θ2t−2 − . . .− θqt−q (1.32)
Conviene señalar que los coeﬁcientes θ1, . . . , θq van precedidos por el signo
negativo, por cuestión meramente de conveniencia en la notación.
Utilizando el operador polinomial de retardos,
θ(L) = 1− θ1L− θ2L− . . .− θqLq (1.33)
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El modelo de medias móviles se puede expresar de forma compacta
Yt = θ(L)t (1.34)
En el modelo (1.34) la media es cero, cualesquiera que sean los valores de θi.
En efecto,
E(Yt) = θ(L)E(t) = 0 (1.35)
Si en el modelo (1.32) se incluye un término constante
Yt = δ + t − θ1t−1 − θ2t−2 − . . .− θqt−q (1.36)
Entonces al tomar esperanzas en la expresión anterior resulta
E(Yt) = δ (1.37)
Así pues, en los modelos de medias móviles, la media del proceso coincide con
el término independiente, que aparece en el segundo miembro. Sin pérdida
de generalidad se supondrá en lo sucesivo que δ = 0.
Figura 1.4: Representación gráﬁca de un MA(1)
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A continuación se estudiaran las propiedades de un modelo MA(q).
Si en (1.32) se multiplican ambos miembros por Yt−τ y se toman esperanzas,
se obtienen los siguientes resultados
γ0 = (1 + θ
2







(−θτ + θ1θτ+1 + . . .+ θq−τθq)σ2 τ = 1, 2, . . . , q
0 τ > q
(1.39)
Por tanto, en las autocovarianzas existe un corte brusco en q, ya que después
de ese retardo su valor es igual a 0. El mismo fenómeno se presenta con los






τ = 1, 2, . . . , q
0 τ > q
(1.40)
En un MA(1) se podría ver que |ρ1| ≤ 12 . En general, los coeﬁcientes de
autocorrelación ρτ de un MA(q) están acotados.
Para que un modelo MA(q) sea invertible se requiere que las raíces de la
ecuación polinomial
1− θ1L− . . .− θqLq = 0 (1.41)
caigan fuera del círculo unidad.
1.7.3. Modelos Mixtos Autorregresivos-Medias móviles, AR-
MA(p,q)
Un modelo ARMA(p, q) viene deﬁnido de la siguiente forma:
Yt − φ1Yt−1 − . . .− φpYt−p = t − θ1t−1 − . . .− θqt−q (1.42)
Utilizando los operadores polinomiales de retardo, el modelo queda expresado
en forma compacta del siguiente modo:
φ(L)Yt = θ(L)t (1.43)
Para que el modelo sea estacionario se requiere que las raíces de la ecuación
polinomial
φ(L) = 1− φ1L− . . .− φpLp = 0 (1.44)
caigan fuera del círculo unidad.
Si se cumplen las condiciones de estacionariedad, el modelo ARMA(p, q)





t = ψ(L)t (1.45)
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Por tanto los coeﬁcientes del operador polinomial ψ(L), que tiene inﬁnitos
elementos, deben cumplir la siguiente identidad
φ(L)ψ(L) ≡ θ(L) (1.46)
o, en notación más detallada,
(1−φ1L− . . .−φpLp)(1+ψ1L+ψ2L2+ . . .) ≡ (1−θ1L− . . .−θqLq) (1.47)
A partir de la identidad (1.47), se pueden deducir un conjunto de ecuaciones
que nos permiten obtener los ψi, en función de los coeﬁcientes autorregresivos
y de medias móviles. Así de un modelo ARMA(1, 1), la identidad anterior
será
(1− φ1L)(1 + ψ1L+ ψ2L2 + . . .) = (1− θ1L) (1.48)
Realizando la multiplicación del primer miembro y agrupando según el grado
del operador de retardos, se tiene que:
[1 + (ψ1− φ1)L+ (ψ2− φ1ψ1)L2 + (ψ3− φ1ψ2)L3 + . . .] = (1− θ1L) (1.49)
Igualando término a término los coeﬁcientes de las distintas potencias de L
en ambos miembros, se obtiene
ψ1 − φ1 = −θ1 de donde ψ1 = φ1 − θ1
ψ2 − φ1ψ1 = 0 de donde ψ2 = φ1ψ1 (1.50)
ψ3 − φ1ψ2 = 0 de donde ψ3 = φ1ψ2
Como puede verse, para τ > 1 los coeﬁcientes ψτ se pueden obtener de forma
recursiva a partir de
ψτ = φ1ψτ−p τ > 1 (1.51)
De forma análoga en un modelo ARMA(p, q), los coeﬁcientes ψ1, ψ2, . . . , ψq
se pueden obtener de ecuaciones derivadas del sistema (1.46). Los valores de
ψτ para τ > q se pueden deducir de la siguiente ecuación
ψτ = φ1ψτ−1 + . . .+ φpψτ−p; τ > q (1.52)
Por otra parte, para el modelo (1.42) sea invertible, se requiere que las raíces
de la ecuación polinomial caiga fuera del círculo unidad.
Si se cumplen las condiciones de invertibilidad, el modelo ARMA(p, q) se




Yt = pi(L)Yt (1.53)
donde
pi(L) = 1− pi1L− pi2L2 − . . .
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Los coeﬁcientes del operador polinomial pi(L) deben cumplir la siguiente
igualdad
pi(L)θ(L) = φ(L) (1.54)
Siguiendo un idéntico razonamiento al que se hizo pasar a un MA(∞), se
obtiene que para τ > p los coeﬁcientes piτ siguen la siguiente ecuación
piτ = θ1piτ−1 + . . .+ θqpiτ−q; τ > ρ (1.55)
En el modelo (1.42) la media es 0. Si se añade al segundo miembro un término
constante δ, la media del proceso se deduce a partir de la siguiente expresión:
E[φ(L)Yt] = δ + E[θ(L)t] (1.56)
Por tanto,
φ(L)E(Yt) = δ (1.57)
Si el proceso es estacionario entonces E(Yt) = µ, ∀t, con lo que
µ =
δ
1− φ1L− φpLp =
δ
1− φ1 − . . .− φp (1.58)
ya que al aplicar el operador L a una constante (en este caso δ) se obtiene
el valor constante.
Un modelo ARMA(p, q viene deﬁnido según (1.42). Si en esta expresión se
multiplican ambos miembros por Yt−τ y se toman esperanzas, se obtiene:
γτ−φ1γτ−1− . . .−φpγτ−p = E(tYt−τ )−θ1E(t−1Yt−τ )− . . .−θqE(t−qYt−τ )
(1.59)
En la evaluación de las esperanzas del segundo miembro es preciso tener en
cuenta que
E(tYt′) = 0, t
′ < t (1.60)
Por tanto, se veriﬁca que
γτ − φ1γτ−1 − . . .− φpγτ−p = 0, τ > q (1.61)
Esta ecuación en diferencias permite obtener las autocovarianzas a partir de
τ > q. Análogamente, dividiendo en (1.61) por γ0 se obtiene
ρτ − φ1ρτ−1 − . . .− φpρτ−p = 0, τ > q (1.62)
que es la ecuación en diferencias que permite generar los coeﬁcientes de
autocorrelación para τ > q. En la determinación de los q primeros valores
de ρτ interviene la parte de medias móviles del modelo.
En los modelos ARMA(p, q) es conveniente factorizar la parte autorregresiva
y la parte de medias móviles, con objeto de analizar si existen raíces comunes.
Sean λ1, λ2, . . . , λp las raíces de la ecuación en diferencias
λp − φ1λp−1 − . . .− φp = 0
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y sean δ1, δ2, . . . , δq las raíces de la ecuación en diferencias
δq − θ1δq−1 − . . .− θq = 0
Una forma alternativa, por tanto, de expresar (1.42) sería la siguiente:
(1− λ1L) . . . (1− λpL)Yt = (1− δ1L) . . . (1− δqL)t (1.63)
Si existiera alguna raíz idéntica en los dos miembros (por ejemplo, si λ1 = δq
entonces en el modelo (1.42) estaría sobreparametrizado innecesariamente,
ya que un modelo con las mismas propiedades sería un ARMA(p− 1, q− 1).
En este caso, se veriﬁcaría que
(1− λ2L) . . . (1− λpL)Yt = (1− δ1L) . . . (1− δq−1L)t (1.64)
Figura 1.5: Representación gráﬁca de un ARMA(1,1)
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1.8. Procesos no Estacionarios
En los procesos tratados en los epígrafes anteriores se ha impuesto las
condiciones de estacionariedad y/o invertibilidad. En buena parte de las se-
ries económicas se deben considerar generadas por procesos no estacionarios.
Así pues, si se desea obtener un tratamiento de las series basado en la teoría
de los procesos estocásticos es necesario ampliar nuestro campo para incluir
los procesos no estacionarios.
En principio cabe imaginar inﬁnitas formas por las cuales se puede intro-
ducir la no estacionariedad en un proceso. Sin embargo, interesa considerar
solamente ciertos tipos de procesos no estacionarios que sean adecuados pa-
ra describir el comportamiento de series económicas, y, al mismo tiempo,
sean fácilmente transformables en procesos estacionarios con objeto de uti-
lizar las ventajas que ofrecen estos últimos. Desde esta perspectiva, dentro
de los modelos no estacionarios se considerará en primer lugar y a modo de
introducción el modelo:
Yt = Yt−1 + t (1.65)
El modelo anterior es un AR(1) con el coeﬁciente φ1 = 1. A este modelo
se le denomina también paseo aleatorio. Cuando el proceso se inicia en un





La varianza del proceso es inﬁnita, y el proceso, en consecuencia, es no es-
tacionario.
Haciendo de nuevo el supuesto de que el proceso se inicia en −N + 1, la




El proceso tampoco es estacionario, ya que la varianza toma un valor distinto
para cada t. De manera análoga, se obtiene la autocovarianza de orden τ para
el momento t.
γτt = (t+N − τ)σ2 (1.68)















El valor que toma ρt depende claramente del período t de referencia. Sin
embargo, para t suﬁcientemente grande su valor se situaría muy cerca de 1.
Cuando t tiende hacia inﬁnito (o bien el período inicial se remonta hacia
−∞), entonces el coeﬁciente de autocorrelación no está deﬁnido.
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Sin embargo, el proceso (1.65) puede transformarse fácilmente en estaciona-
rio. En efecto, el proceso
ωt = Yt − Yt−1 = ∆Yt = t (1.70)
que se obtiene al tomar primeras diferencias en el proceso original es ruido
blanco.
Tomando diferencias de primer orden se pasa de Yt al proceso ωt. Conside-
remos ahora el caso inverso, es decir, cómo obtener Yt a partir del proceso
ωt. Por sustituciones sucesivas se tiene que
Yt = ωt+Yt−1 = ωt+ωt−1+Yt−2 = . . . = ωt+ωt−1+ωt−2+ωt−3+. . . (1.71)
Por tanto, el proceso Yt se obtiene sumando, o lo que es lo mismo, integrando
el proceso ωt.
Por esta razón, se dice que el paseo aleatorio pertenece a la clase de mo-
delos integrados. Esta clase está constituida por todos aquellos modelos que
se pueden transformar en estacionarios mediante la toma de diferencias, o
dicho de otra forma, modelos integrados son aquellos que se pueden obtener
mediante suma o integración de un proceso estacionario. A estos modelos
se les denomina también modelos no estacionarios homogéneos y han sido
estudiados, por Tintner et al. (1940), Rao y Tintner (1963), Yaglom (1955)
y, más recientemente, por Box (1976), siendo éstos últimos autores los que
más han contribuido a su divulgación.
A un proceso integrado Yt se le denomina proceso ARIMA(p, d, q) si toman-
do primeras diferencias d veces se obtiene un proceso estacionario ωt del tipo
ARMA(p, q). La I central del término ARIMA indica integrado.
Así pues, se tendría que
ωt = ∆
dYt = (1− L)dYt(1− φ1L− . . .− φpLp)ωt = (1− θ1L− . . .− θqLq)t
(1.72)
o sustituyendo ωt en la segunda expresión
(1− φ1L− . . .− φpLp)(1− L)dYt = (1− θ1L− . . .− θqLq)t (1.73)
En forma más compacta, un proceso ARIMA(p, d, q) se deﬁne así
φ(L)(1− L)dYt = θ(L)t (1.74)
Los modelos ARIMA constituyen una clase particular de procesos no esta-
cionarios. Sin embargo, en muchos casos son suﬁcientes para representar el
comportamiento de las series económicas, es en éstos modelos donde vamos
a centrar la investigación de esta Tesis.
Cuando una serie económica se observa a lo largo de un período dilatado
de tiempo ocurre con frecuencia que también la varianza viene afectada por
una tendencia, y esta tendencia no desaparece al tomar diferencias. Cuando
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se presenta esta circunstancia la transformación adecuada puede consistir en
tomar logaritmos. Los estadísticos Box y Cox (1964), deﬁnieron una transfor-







λ λ 6= 0
lnYt λ = 0
(1.75)
Cuando el parámetro es λ = 1, la transformación de Box-Cox consiste prác-
ticamente en tomar valores originales.
Cuando el parámetro es λ = 0, sustituyendo en la primera igualdad se ve que
da lugar a una indeterminación del tipo 00 . Sin embargo aplicando la regla













= lnYt, para Yt > 0 (1.76)
que es, justamente, el valor propuesto para Y (λ)t en (1.75) cuando λ = 0.
Combinando una diferencia con la toma de logaritmos se obtiene la trans-
formación ∆ lnYt, que reviste un gran interés, ya que es adecuada para el
tratamiento de muchas series económicas, si no se tiene en cuenta el problema
de la estacionariedad. Por otra parte a la expresión ∆ lnYt se le denomina
tasa de variación natural, siendo una aproximación a la tasa de variación
relativa.
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Figura 1.6: Representación gráﬁca de un ARIMA(1,1,1)
1.9. Procesos Estacionarios
En muchas ocasiones, los datos que se manejan en la elaboración de
modelos ARIMA son datos estacionales, es decir, son datos que tienen os-
cilaciones estrictamente periódicas, donde el período s es igual o inferior al
año. En algunas magnitudes, estas oscilaciones obedecen a causas físicas y
coinciden con las estaciones del año. En otras magnitudes las oscilaciones se
deben a causas sociales, económicas, etc., es decir, a factores humanos que
pueden tener a su vez una motivación de orden físico.
En la elaboración de los modelos de series temporales, se debe tener en cuen-
ta el factor estacional cuando los datos utilizados son de esta naturaleza.
Los modelos ARIMA pretenden extraer de una serie la estructura de inter-
relación temporal entre las variables. Por esta razón surge el operador de
retardo, B. Los polinomios autorregresivos y de medias móviles pretenden
recoger esa interrelación en el modelo.
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En general, si existe estacionalidad, observaciones separadas entre sí s perío-
dos están correlacionadas. En muchos casos se observa que el ciclo estacional
evoluciona a lo largo del tiempo, cambiando el nivel. En este caso, tomar di-
ferencias de orden s permitiría estabilizar el proceso alrededor de una media
común, obteniéndose pues el modelo.
φp(B
s)(1−Bs)Yt = θQ(Bs)ut
que se denomina ARIMA(P,D,Q)s, donde P denota el orden del polinomio
autorregresivo, D el número de diferencias estacionales tomadas y Q el orden
del polinomio de media móvil.
Si la serie original no contiene más estructura de autocorrelación temporal
que la estacional, ut debería ser ruido blanco para que el modelo fuera ade-
cuado.
Sin embargo, en muchas series existe una fuerte inercia: lo que haya pasa-
do con la variable en momentos inmediatamente precedentes tiene un gran
peso en lo que sucede actualmente. Esto signiﬁca que es de esperar que
ut, ut−1, . . . ,etc. estén correlacionados. Se puede proponer un modelo ARI-
MA para recoger esta situación, obteniéndose
φp(B)(1−B)dut = θq(B)t
donde epsilont es ahora un ruido blanco.
Para la serie inicial Yt, que contiene estructura regular y estacional, el modelo
construido en estas dos etapas resulta ser
φP (B
s)φp(B)(1−Bs)D(1−B)dYt = θQ(Bs)θq(B)t
que se denomina SARIMA(p, d, q)(P,D,Q)s.
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Figura 1.7: Representación gráﬁca de un SARIMA(1, 1, 0)(1, 1, 0)12
Una vez identiﬁcado el modelo que rige una determinada serie cronológica
estacional, son de aplicación los diversos métodos generales de estimación de
parámetros, así como de validación y predicción.
1.10. Otras Cuestiones sobre Modelos ARIMA
Los modelos ARIMA se construyen a partir de los modelos ARMA, pero
considerando que la serie en estudio para que sea estacionaria en media
tendrá que diferenciarse una serie de veces. Un modelo ARIMA (p, d, q) es
un modelo ARMA(p, q) sobre la serie diferenciada d veces. Habitualmente el
orden de diferenciación d, entero, oscila entre 0 y 2.
Una vez hemos visto el comportamiento de un modelo ARIMA, podemos
aﬁrmar que éste se puede deﬁnir como un modelo de regresión lineal múltiple,
donde la variable dependiente es la propia serie (diferenciada o no) y las
variables independientes son valores de la serie y valores de los errores de
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ajuste retrasados hasta unos órdenes p y q, respectivamente.
De hecho, una vez hemos identiﬁcado el modelo, que equivale a identiﬁcar los
órdenes p, q y el orden de diferenciación (si es requerido), la determinación
de los p+q parámetros usados en el modelo se realiza de igual forma que en
el caso de la regresión múltiple, es decir, mediante minimización del error
cuadrático.
La gran ventaja de los modelos ARIMA con respecto a los ARMA es la
incorporación de esta diferenciación dentro del modelo, dentro de la parte
de integración.
A continuación se verán las características generales que ha de tener un buen
modelo ARIMA.
Parsimonia
Box y Jenkins ponen énfasis en que la clave de un buen modelo ARIMA
es que cumpla el principio de parsimonia, que signiﬁca sencillez. Así,
un modelo se dice que es parsimonioso si se ajusta a la serie de forma
adecuada sin usar coeﬁcientes innecesarios. Por ejemplo, si un modelo
AR(1) y un modelo AR(2) se comportan de forma prácticamente idén-
tica, elegiremos el modelo AR(1) ya que así tendremos que estimar un
coeﬁciente menos.
El principio de parsimonia es importante porque, en la práctica, un
modelo parsimonioso suele generar mejores predicciones. La idea de la
parsimonia nos da una fuerte orientación práctica a la hora de mode-
lar e identiﬁcar una modelo ARIMA. Así, no tendremos que buscar
el proceso ARIMA que realmente genera la serie temporal, sino que
nos conformaremos con encontrar un modelo que se aproxime correc-
tamente, tanto práctica como estadísticamente, al comportamiento de
la serie temporal que estudiamos.
Estacionariedad
Asumir que una serie sea estacionaria nos permite desarrollar un marco
de trabajo bastante simple y usar herramientas estadísticas de mues-
treo de gran potencia.
Las técnicas más comunes para conocer si una serie temporal es esta-
cionaria son los contrastes de existencia de raíces unidad.
Si una serie no es estacionaria podemos modiﬁcar dicha serie para con-
vertirla en estacionaria. Dado que las modiﬁcaciones son conocidas,
podemos posteriormente invertirlas para obtener las predicciones en
la misma métrica que la serie original. Existen distintas técnicas para
estabilizar la media y la varianza.
Buenos coeﬁcientes estimados
Que un modelo tenga unos buenos coeﬁcientes estimados, está relacio-
nado con dos vertientes distintas.
La primera es que los coeﬁcientes, tanto los de la componente au-
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torregresiva como los de la componente de media móvil sean signiﬁ-
cativamente distintos de cero. Esto se realiza mediante contrastes de
hipótesis.
La segunda es que las estimaciones de los coeﬁcientes no deben estar
altamente correladas entre sí.
Los residuos son ruido blanco
Esta proposición es muy importante a la hora de veriﬁcar un modelo
ARIMA.
Debe ajustarse bien a los datos
Que un modelo se ajuste todo lo bien posible a los datos de los que es
generado, es una hipótesis asumible y lógica.
Los márgenes asumibles del valor de estos errores de ajuste depende,
ciertamente, de la naturaleza de la serie, por lo que no hay un criterio
unívoco de comprobación de la adecuación del ajuste.
Debe dar buenas predicciones
Aunque el modelo haya sido ajustado y prediga el pasado de una for-
ma suﬁcientemente correcta, lo que realmente se requiere de cualquier
modelo de predicción es que realice predicciones satisfactorias.
Nuestro ﬁn a la hora de emplear un modelo ARIMA es obtener un modelo
que cumpla las hipótesis que acabamos de formular.
Box y Jenkins proponen un procedimiento práctico en tres etapas para hallar
el modelo ARIMA óptimo.
Etapa1. Identiﬁcación
En esta etapa analizamos mediante distintas técnicas cual es el modelo
ARIMA que, a priori, mejor se puede ajustar a la serie. Según la me-
todología clásica, las herramientas que permiten identiﬁcar el patrón
que sigue la serie son las funciones de autocorrelación.
Etapa2. Estimación
En esta etapa obtenemos las estimaciones de los parámetros del mo-
delo ARIMA, una vez hemos ﬁjados en la etapa de identiﬁcación los
órdenes autorregresivo y de media móvil. Esta estimación se realiza
mediante minimización cuadrática del error de ajuste. Esta etapa nos
proporciona señales de aviso sobre si el modelo es adecuado o no. En
particular, si los coeﬁcientes no cumplen ciertas inecuaciones derivadas
de la invertibilidad y la estacionariedad, el modelo ajustado debe ser
rechazado.
Etapa3. Comprobación
Box y Jenkins proponen algunas comprobaciones de hipótesis que de-
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ben ser realizadas para comprobar que el modelo estimado es estadís-
ticamente adecuado.
Su esquema simpliﬁcado es el siguiente:
Figura 1.8: Esquema de Identiﬁcación Box-Jenkins
Capítulo 2
Criterios de Selección de
Modelos
Todo el mundo se queja de no tener
memoria y nadie se queja de no tener
criterio.
La Rochefoucauld (Autor de epigramas y
moralista francés)
2.1. Introducción
La clase de modelos ARIMA con estacionalidad multiplicativa, ocupa un
lugar central en la modelización de series temporales propuestas por Box-
Jenkins Box (1976).
En la práctica, los órdenes del modelo ARIMA son desconocidos y solo se
dispone de una realización y1, y2 . . . , yn del proceso generador de la serie para
identiﬁcarlos, lo que implica que con frecuencia se encuentren varios modelos
posibles. En estos casos, suelen estimarse los modelos posibles y seleccionar
uno de ellos de acuerdo con algún criterio. Sin embargo, la elección de un
modelo atendiendo a un único criterio puede ser a veces, de dudoso valor.
Éste es un problema que ha suscitado considerable atención en la literatura
especializada, dada la falta de un criterio objetivo último de ajuste, distintos
analistas pueden, ante una misma serie, obtener modelos distintos. El pro-
blema es importante, porque dos modelos pueden ajustarse prácticamente
igual a un conjunto de datos y conducir, sin embargo, a funciones de previ-
sión esencialmente distintas.
Por ello, uno de los objetivos de esta tesis consiste en realizar simulaciones de
distintos procesos generadores, para los cuales se estiman distintos modelos
ARIMA y se calculan varios estadísticos correspondientes a diferentes crite-
rios de selección, con la idea de comprobar qué criterio o criterios funcionan
mejor. Además, como el principal objetivo del análisis de una serie temporal
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es la predicción, es decir, la extrapolación de valores futuros a partir de la
información disponible, que en este caso se trata de los valores pasados de
la serie, otro de los objetivos que se persigue en este trabajo es buscar un
criterio de selección que se base, no en el mejor ajuste, sino en obtener la
mejor predicción.
2.2. Selección de Modelos ARIMA
Un punto clave en el análisis de una serie temporal a la que se quiere
ajustar un modelo ARIMA es determinar sus órdenes. Generalmente, cuan-
tas más variables se añaden a un modelo, mejor es el ajuste aparente a los
datos observados. Uno de los objetivos de la selección de modelos es hallar
un equilibrio entre la bondad de ajuste y la complejidad del modelo. No obs-
tante, si el objetivo es la predicción, como es el caso del análisis de una serie
temporal, problema que nos aborda, la calidad de un modelo debe juzgarse
más por su capacidad predictiva que por su ajuste a los datos reales.
Se pueden clasiﬁcar los criterios de selección en dos grupos: los criterios ba-
sados en bondad de ajuste; son aquellos que seleccionan el modelo que más
se aproxime al modelo verdadero y los criterios basados en medidas de pre-
dicción; son aquellos que seleccionan el modelo que predice mejor fuera de
la muestra.
Supongamos que para una serie temporal S = {yt; t = 1, 2, . . . , n + h}, se
desea realizar predicciones para el intervalo t = n+1, n+2, . . . , n+h. La esti-
mación del modelo ARIMA se lleva a cabo con el subconjunto de datos Sn =
{y1, y2, . . . , yn}, lo que proporciona un subconjunto de n valores estimados
Pn = {yˆ1, yˆ2, . . . , yˆn} y otro de h predicciones Ph = {yˆn+1, yˆn+2, . . . , yˆn+h}
quedando el conjunto Sh = {yn+1, yn+2, . . . , yn+h} de datos futuros.
2.3. Criterios de Bondad de Ajuste
En este caso, los criterios son funciones de los conjuntos Sn y Pn, ya que
el objetivo de estos criterios como se ha descrito anteriormente es buscar el
modelo de un conjunto,M , deM modelos ARIMA(p, d, q)×(P,D,Q)s, entre
los que se supone que existe un modelo óptimo, o un número reducido de
mejores modelos, en cuánto a óptimo ajuste, basándonos en la función de
verosimilitud de la serie.
2.3.1. Criterios basados en el error cuadrático medio
El primer criterio de selección que se conoce fue introducido por Akai-
ke (1969) y se denomina error de predicción ﬁnal (FPE). Dada una serie
Sn = {y1, y2, . . . , yn}, se quiere ajustar modelos autorregresivos, utilizando
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RM m = 1, 2, . . . , L (2.1)
donde RM es la solución obtenida al aplicar el método de mínimos cuadrados
sobre la media de cuadrados residuales. Este criterio, por su deﬁnición, tiende
a seleccionar modelos con muchos parámetros. Soderstrom (1977) demuestra
que este criterio se puede aplicar a otros modelos de series temporales como
los modelos ARMA reemplazando M + 1 por el número de parámetros del
modelos. Al igual que para los modelos ARMA. Bhansali y Downham (1977)








donde α es una constante positiva (generalmente α > 2). Akaike (1979)
analiza esta generalización detallando algunos inconvenientes de la misma.
En el caso de los modelos ARIMA presenta un grave inconveniente, y es que
este estadístico únicamente tiene validez cuando se comparan modelos en
que se haya tomado idéntico número de diferencias.
2.3.2. Criterios basados en la información de Kullback-Leibler
Un criterio diferente de gran utilización en la selección de modelos es el
propuesto por Akaike (1973) basado en la teoría de la información. Sea una
serie temporal Sn = {y1, y2, . . . , yn} que ha sido generada por un función de
densidad, f(y|α0), donde α0 es el vector de parámetros verdaderos. Supon-
gamos un conjunto de modelos ARMA(p, q) que denotamos por Mp,q con
parámetros αp,q donde p = 0, 1, . . . , Lp y q = 0, 1, . . . , lq, siendo Lp, Lq dos
cotas positivas. La información de Kullback-Leibler para dos funciones de








dx > 0 (2.3)
de tal manera que dos densidades estarán cerca cuanto menor sea la in-
formación de Kullback-Leibler. Akaike propone seleccionar el modelo que
proporcione el valor mínimo de (2.3). Puesto que la distribución f(x|α0) es





f(x|α0) log f(x|αp,q)dx =
= Ex(log f(x|α0))− Ex(log f(x|αp,q)) (2.4)
donde las esperanzas se toman con respecto a la verdadera distribución
f(.|α0). Puesto que Ex(log f(x|α0)) es una constate desconocida, minimi-
zar (2.3) es equivalente a maximizar Ex(log f(x|αp,q)), es decir, seleccionar
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el modelo que da el máximo del valor promedio de log f(x|αp,q) para todos
los valores de x de la densidad verdadera f(x|α0).










donde αˆp,q es el estimador de máxima verosimilitud basado en la serie y.
En lugar de esto, Akaike propone obtener el estimador αˆp,q que minimize el
valor esperado:










Desarrollando (2.6), se tiene que:
Ey(I(f(.|α0), f(.|αˆp,q))) = Ey(Ex(log f(x|α0)))− Ey(Ex(log f(x|αˆp,q)))
(2.7)
Siendo el primer término de (2.7) un valor constante. Por lo tanto, minimizar
(2.6) es equivalente a maximizar Ey(Ex(log f(x|αˆp,q))). Akaike deriva la si-
guiente aproximación (ver Akaike (1973)) y proporciona el conocido criterio
de Akaike:
Ey(Ex(log f(x|αˆp,q))) w −n
2
log σˆ2p,q − (p+ q + 1) (2.8)
AIC(p, q) = n log σˆ2p,q + 2(p+ q + 1) (2.9)
El AIC establece como mejor modelo aquel para el que el estadístico tome
el valor más bajo, que es el que encuentra el mejor equilibrio entre el ajuste
del modelo y su complejidad (medida por el número de parámetros).
El problema del AIC es que tiende a sobreestimar el número de parámetros
en el modelo y este efecto puede ser muy acusado en muestras pequeñas.
Son muchos los autores que han estudiado y propuesto derivaciones del crite-
rio AIC bajo hipótesis alternativas, como por ejemplo, Sugiura (1978), Ogata
(1980), Chow (1981), Findley (1985), Bozdogan (1987), Shibata (1989) o Ca-
vanaugh y Shumway (1997) entre otros.
Akaike (1974) aplica el criterio AIC para determinar el orden de ajuste de mo-














y tomando logaritmos tenemos que asintóticamente, el (FPE) y el AIC son
equivalentes.
Shibata (1976) obtiene la distribución asintótica del orden seleccionado por
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el criterio de Akaike para modelos autorregresivos y demuestra que dicha
distribución depende de los órdenes máximo y mínimo ajustados. A partir
de dicha distribución se puede concluir que si el modelo real de la serie se
encuentra entre los modelos candidatos, incluso asintóticamente el criterio
de Akaike no tiene porque seleccionar el orden verdadero. Hannan (1980)
generaliza este resultado para modelos ARMA. Shibata (1980) demuestra
que los criterios AIC y (FPE) son asintóticamente eﬁcientes para procesos
autorregresivos inﬁnitos, en el sentido en que los órdenes seleccionados al-
canzan asintóticamente el menor error de predicción. Tsay (1984) generaliza
estos resultados par e caso de modelos autorregresivos no estacionarios.
Sugiura (1978) obtiene una mejor aproximación para muestras ﬁnitas de la
distancia de Kullback-Leibler que se deriva en un criterio AICc y que para
modelos ARMA(p,q) viene dado por,
AICc(p, q) = log σˆ2p,q +
2n(p+ q + 1)
n− p− q − 2 (2.11)
Hurvih y Tsai (1989) derivan el criterio de Sugiura para el caso particular
de regresión lineal y modelos autorregresivos, demuestra que mejora el com-
portamiento del AIC en muestras ﬁnitas y que es un criterio asintóticamente
eﬁciente. Hurvich et al. (1990) y Hurvih y Tsai (1991) estudian el sesgo de
los criterios AIC y AICc para estimar la información de Kullback-Leibler y
proponen un reﬁnamiento basado en un método de Monte Carlo.
Konishi y Kitagawa (1996) derivan un criterio similar al de Akaike y que
denotan por GIC, en el sentido de que es un estimador de la distancia de
Kullback-Liebler pero suavizando la hipótesis de partida de Akaike. Es decir,
no es necesaria la estimación máximo verosímil y la familia de distribuciones
paramétricas puede o no contener al verdadero modelo. El criterio obtenido
es bastante complicado y depende de funcionales, pero es válido para esti-
madores de la densidad robustos, Bayesianos y Boostrap.
McQuarrie et al. (1997) introducen una corrección para modelos de regresión
lineal al criterio AICc que denominan AICu que aparentemente funciona me-
jor en pequeñas muestras en el sentido de que selecciona el verdadero modelo
más veces que otros criterios y que está dado por:
AICu(p, q) = log σˆ2p,q +
2n(p+ q + 1)
n− p− q − 2 + log
n
n− p− q − 2 (2.12)
El inconveniente es que el criterio resultante no es ni consistente, ni eﬁciente,
por lo que no posee propiedades asintóticas conocidas.
Shi y Tsai (1998), Shi y Tsai (2002) derivan versiones modiﬁcadas robus-
tas de los criterios AIC y AICc y proponen un criterio que denominan RIC
basada en la verosimilitud de los residuos y que estudia el comportamiento
residual después del ajuste de cada modelo candidato.
Peña Sánchez de Rivera y Arnáiz Tovar (1981) realiza una adaptación del
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AIC para modelos ARIMA, donde se prueba además, que este criterio equi-
vale a un contraste F para probar si la reducción de varianza aportada por
la introducción de nuevos parámetros es signiﬁcativa.
AIC(p, d, q) = ln σˆ2a + n+ 2K (2.13)
Donde K representa el número de parámetros estimados que será, para
un modelo estacional, igual a la suma de los órdenes de los operadores más
uno (debido a la estimación de la varianza residual σˆ2a), más uno (únicamente
cuando la media de la serie estacionaria sea distinta de cero.
El enfoque de Akaike es atractivo porque amplía la teoría de estimación clá-
sica de Fisher-Neyman y Pearson, donde la forma del modelo se supone cono-
cida a priori, a situaciones más generales donde la identiﬁcación de la estruc-
tura del modelo puede resolverse como un problema de estimación. Akaike
(1976), ha utilizado este criterio para investigar representaciones canónicas
multivariantes para series temporales y ha presentado sus implicaciones en
el análisis bayesiano, en especial en el establecimiento de distribuciones a
priori Akaike (1978a), y en la selección bayesiana del orden de un proceso
autorregresivo Akaike (1978b).
Dado que el establecimiento de este criterio se basa en un procedimiento heu-
rístico su racionalidad para la selección de modelos depende de su eﬁcacia
empírica. Ozaki (1977) ha aplicado este criterio a modelos ARIMA(p,d,q),
utilizando la siguiente expresión.
AIC = n log σˆ2a +
n




1 si d = 0,
0 si d 6= 0.
2.3.3. Criterios basados en la teoría Bayesiana
La hipótesis de partida de estos criterios, supone que el verdadero gene-
rador del conjunto de datos es uno de los modelos candidatos, lo que lleva
de manera natural a considerar un punto de vista Bayesiano y seleccionar el
modelo con la mayor probabilidad a posteriori dados los datos.
Supongamos una serie temporal Sn = {y1, y2, . . . , yn} y una serie de mode-
los Mp,q de parámetros αp,q donde p = 0, 1, . . . , Lp y q = 0, 1, . . . , lq, siendo
Lp, Lq dos cotas positivas.
Schwarz (1978) con el objetivo de determinar el modelo con mayor probabi-
lidad a posteriori, deriva el criterio Bayesiano (BIC) para el caso de observa-
ciones independientes e idénticamente distribuidas y modelos lineales bajo la
hipótesis de que la verosimilitud pertenece a la familia exponencial regular.
Para el caso de modelos ARMA(p,q) el criterio BIC se deﬁne por:
BIC(p, q) = n log σˆ2p,q + log n(p+ q + 1) (2.15)
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El BIC es un criterio que trata de maximizar la probabilidad a posteriori del
modelo dada la serie a estudiar, suponiendo que las probabilidad a priori son
las mismas para todos ellos.
Es similar y alternativo al de Akaike, con la diferencia de que el BIC penaliza
aún más la inclusión de nuevos términos en el modelo, por lo que funciona
mejor en la práctica. Esto se debe a que éste criterio supone que los datos se
han generado por un modelo con un número de parámetros ﬁnito, mientras
que el AIC permite que el modelo correcto pueda no ser de orden ﬁnito. El
criterio de Schwarz nunca seleccionará modelos con mayor número de pará-
metros que el criterio de Akaike.
La ventaja del BIC frente al AIC radica en su consistencia, bajo la hipótesis
de que existe un verdadero proceso generador de los datos. No obstante, su
rendimiento en muestras ﬁnitas no es necesariamente superior al AIC, véase
Lütkepohl y NetLibrary (1991), Lütkepohl y NetLibrary (2005) para una
discusión detallada de estos criterios.
Se han propuesto diferentes derivaciones del criterio BIC que se pueden en-
contrar en Chow (1981), Haughton (1988),Cavanaugh y Neath (1999). En
Chow (1981) bajo el modelo Mp,q, x tiene densidad p(x|αp,q,Mp,q) donde
αp,q es el vector de parámetros desconocidos. El procedimiento Bayesiano
asigna una distribución de probabilidad a priori a los parámetros del mode-
lo, p(αp,q|Mp,q) y una probabilidad a priori para cada modelo, p(Mp,q). La
probabilidad de queMp,q sea el modelo generador de los datos, condicionado
a la serie x, es la probabilidad a posteriori del modelo. Tras eliminar cons-
tantes e ignorar las probabilidades a priori se deriva el criterio Bayesiano
siguiente:
BIC(p, q) = n log σˆ2p,q + log n(p+ q + 1) (2.16)
Si estudiamos Haughton (1988), podemos ver un complejo desarrollo teórico
que aborda el problema de, considerando una serie temporal procedente de
una familia exponencial, dar un número ﬁnito de modelos M , y escoger el
que mejor se ajuste a la serie dada, con algunas penalizaciones al escoger
modelos con dimensiones demasiado grandes. El criterio de Schwarz se hace
más especíﬁco en esta ocasión sugiriendo para ello una expansión asintótica,
cuya formulación es más compleja. En Cavanaugh y Neath (1999) se puede
ver también otra propuesta para el criterio BIC, donde las hipótesis de par-
tida se relajan, es decir, no se asume ninguna especiﬁcación sobre la función
de verosimilitud y lo único que se requiere es cumplir ciertas condiciones no
restrictivas de regularidad.
SIC = −2 ln(θˆkn|Sn) +Dk lnn (2.17)
Donde θkn es el vector de parámetros a priori del modelo Mk, Dk es la di-
mensión del modelo, Mk y kth el modelo candidato.
Akaike (1981) realiza un análisis crítico de este criterio, argumentando que
el uso de (2.15) sólo puede ser justiﬁcado tras deﬁnir las probabilidades a
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priori y no omitiéndolas y Chow (1981) demuestra que la aproximación del
logaritmo de la probabilidad a posteriori que conlleva el criterio BIC no es
buena.
Simultáneamente al trabajo de Schwarz, H. (1977) propone maximizar la es-
peranza del logaritmo de la probabilidad a posteriori del modelo, y que está
dado por















y que, asintóticamente, es similar al criterio propuesto por Schwarz. Además,
Akaike justiﬁca su uso porque no requiere probabilidades a priori para cada
modelo.
También, mediante un procedimiento no Bayesiano, Rissanen (1978) deriva
el criterio (2.15) basándose en el principio de minimizar el número de dígitos
binarios requeridos para describir los datos observados. Hannan y Quinn
(1979) buscan un criterio de selección de un modelo autorregresivo de la
forma:
log σˆ2p + Cn × p (2.19)
de manera que el criterio sea consistente y Cn decrezca tan rápido a 0 como
sea posible. El criterio obtenido está dad por:
HQ(p) = log σˆ2p + 2cp
log(log n)
n
c > 1 (2.20)
pero este criterio tiene un peor comportamiento en muestras ﬁnitas que el
criterio BIC.
Hannan (1980) demuestra que el orden de un proceso ARMA es estimado
consistentemente por los criterios BIC y HQ, pero no por el AIC y determina
la distribución asintótica del orden seleccionado por el AIC. Estos resultados
son generalizados para procesos autorregresivos no estacionarios por Tsay
(1984).
2.4. Criterios de Predicción
Estos criterios se basan en medidas que calculan la capacidad predicti-
va del modelo en cuestión. En este caso se utilizan los conjuntos de datos
actuales Sn y Pn, se reserva el conjunto Sh para evaluar la capacidad predic-
tiva estudiando el conjunto Ph, que se ha obtenido basándose en el modelo
seleccionado por el criterio en cuestión, éste modelo, no tiene que ser el mo-
delo generador de la serie, sino el que asegure una mejor predicción en los h
valores seleccionados.
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2.4.1. Índice de Desigualdad de Theil
En el contexto de la teoría de la información, Theil y Scholes (1967),
Theil (1972) deﬁne el concepto de entropía o información esperada de una
distribución de probabilidades como el valor esperado del logaritmo de las
probabilidades con signo negativo.
Este concepto, que corresponde básicamente a una medida de incertidumbre
o desorden, tuvo su origen en la ciencia física, pero ha tenido aplicaciones en
el campo de la economía y política. Dos ejemplos de estas aplicaciones son
el Índice de Concentración Industrial de Hirschman (1945) y de Herﬁndahl
(1950) y el Índice de Cohesión de Rice (1928).
A partir de este concepto de entropía Theil (1958) propone como índice de
Theil, U1 la siguiente expresión:




















Este índice varía entre 0 y 1 correspondiendo 0 a la previsión perfecta y
1 a la predicción del modelo sin cambios (todas las predicciones son cero).
En este contexto, el valor 1 debería corresponder al peor caso, de manera
que valores inferiores a 1 siempre deberían ir asociados a modelos estimados
con mejor capacidad predictiva que el modelo sin cambios. No obstante,
como se puede comprobar fácilmente, el índice tomará valor inferior a 1
incluso con modelos que predicen peor que el citado modelo sin cambios.
Para solventar este problema Theil (1966) propone una nueva expresión que
supera el inconveniente anterior, continuando con la misma idea de medir la
capacidad predictiva del modelo estimado.
U2 = U2(Sh, Ph) =








de tal forma que está acotado inferiormente por cero (caso de predicción
perfecta). De nuevo, el valor 1 se corresponde con el caso del modelo sin
cambios, pero a diferencia de U1, modelos estimados con mejor capacidad
predictiva que el modelo sin cambios presentará siempre un valor de U2
inferior a 1, mientras que los de peor capacidad predictiva siempre llevarán
asociado un valor de U2 superior a 1. En su origen este índice asume que las
predicciones son realizadas año a año, por lo cual los mayores errores pueden
esperarse cuando las diferencias entre los valores reales de años sucesivos son
mayores.
El coeﬁciente U se interpreta como la relación entre la raíz cuadrada del error
cuadrático medio de las predicciones y la raíz cuadrada del error cuadrático
medio correspondiente al modelo naive que supone que no habrá cambios
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en el futuro. Para este modelo, U2 = 1 , lo que representa un límite superior,
ya que si lo sobrepasa, implica que el modelo predice peor que el modelo de
paseo aleatorio.
Este índice de Theil tiene ciertas propiedades de descomposición que la hacen
particularmente atractiva, Estas propiedades se deben a la aditividad de la
función de probabilidad de la información propuesta por Shannon (2001). La
descomposición del Índice de Theil permite analizar la asociación existente
entre el grado de desigualdad de una determinada variable y el grado de
desigualdad de una serie de variables explicativas.
El numerador del índice de Theil, ECM, se puede descomponer en sesgo,






(Yn+t − Yˆn+t)2 = (¯ˆy − y)2 + (Syˆ − Sy)2) + 2(1− ryˆy)SyˆSy
Y la descomposición del componente de Theil se puede utilizar como una
medida de lo que puede esperarse en el poder predictivo.
U = US + UV + UC
A la componente US se le conoce como componente de sesgo, ya que re-
coge las diferencias entre las medias, la componente UV es la componente
varianza, esta componente es mayor cuanto más diﬁeran entre si las desvia-
ciones estándar de las predicciones y de los datos reales, y por último, la
componente UC , que es la de correlación, que recoge las diferencias entre la
variación conjunta entre las predicciones y realizaciones. Si UC = 0 implica
que el coeﬁciente de correlación es 1. A medida que UC se va acercando a 1,
la predicción será más imperfecta.
El método de Theil, ha sido estudiado por muchos autores en el campo
de la distribución personal del ingreso, al permitir abordar el problema sin
necesidad de supuestos previos, ya que presenta claras ventajas con respec-
to a aquellos métodos que se ciñen a un modelo basado en el conocimien-
to preexistente, limitándose a la estimación del valor de ciertos parámetros
de relaciones funcionales previamente determinadas, Malinvaud (1970). La
aplicación del Índice de Theil, como método de descomposición, ha sido ya
utilizado en algunos análisis empíricos de distribución de ingresos. (Fishlow
(1972), Van Ginneken (1975), Chiswick (1976), Altimir y Pinera (1977)).
Sin embargo, estas aplicaciones han sido condicionadas por las limitaciones
y características de las bases de datos utilizados.
Altimir y Piñera (1979) presenta un detallado trabajo sobre una generaliza-
ción formal del método de descomposición de Theil al caso de N variables.
Capítulo 3
Una Nueva Metodología para
Selección de Modelos
Aquel que duda y no investiga, se torna
no solo infeliz, sino también injusto
Blaise Pascal (Cientíﬁco, ﬁlósofo y
escritor francés)).
3.1. Introducción
En este capítulo se propone un nuevo enfoque para la selección del mo-
delo asociado a una serie temporal, la tarea principal es encontrar el mejor
modelo capaz de explicar los datos reales. ¾Cuál es el mejor modelo para
asociar a una serie de tiempo? Normalmente, los criterios utilizados se ba-
san en medidas de ajuste como AIC, BIC ... pero tiene un problema: en la
estimación de la varianza residual todas las observaciones se ponderan por
igual y por eso sería mejor utilizar un sistema más completo de medidas pa-
ra seleccionar el mejor modelo de ajuste. Por otro lado, se utilizan también
criterios basados en buscar la mejor predicción como la U de Theil ... pero
cometen el mismo problema ya señalado, todas las observaciones tienen la
misma ponderación.
Actualmente, es posible utilizar nuevas metodologías que eliminan el proble-
ma anterior y ofrecen una información más completa. Una alternativa, que
ofrecemos a esto, podría ser el uso de medidas que dan más importancia a
los residuos presentes para obtener predicciones más exactas en las series de
tiempo.
Nuestro objetivo en este capítulo, es mostrar unos criterios de ajuste y de pre-
dicción, donde se ponderen las observaciones de la serie temporal, de manera
que, las observaciones más recientes tengan un peso superior a las observa-
ciones más lejanas en el tiempo, es de lógica pensar que el comportamiento
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de la serie futura será más semejante al comportamiento de las últimas ob-
servaciones conocidas que al comportamiento de las primeras observaciones
tomadas de la misma.
En nuestro caso además, nos interesa especialmente que el modelo a seleccio-
nar, no sea obligatoriamente el que mejor se ajuste a los datos, si no el que
mejor prediga en un corto espacio de tiempo, que puede ser o no el mismo
modelo de ajuste. La selección de un modelo de predicción es un proceso que
lleva tiempo. En un entorno de empresa, donde los pronósticos tienen que ser
actualizados de forma mensual o trimestral, para muchas series de tiempo, es
una tarea importante. Es necesario disponer de un método automático que
sea capaz de identiﬁcar el mejor modelo para cada serie, y por lo tanto, sea
capaz de generar automáticamente las previsiones. Existen varios paquetes
de software (Forecast Pro, Demetra, Autobox,...) para proporcionar una so-
lución a la especiﬁcación de modelos de predicción, por lo general ARIMA o
de suavizado exponencial, que están basados en alguna medida de bondad de
ajuste, como AIC, BIC o HQ, es decir, utilizando la probabilidad asociada
a cada modelo.
Un nuevo enfoque para la selección de modelos se presenta en este trabajo.
Puede ser implementado en la mayoría de los paquetes estadísticos o econo-
métricos, así como en R-project.
Reschenhofer (2006), estudia muchos de los criterios de selección de modelos,
los cuales se basan en el error de predicción y en penalizaciones sobre el nú-
mero de parámetros. También Galeano y Peña (2004), aﬁrma que la mayor
parte de los criterios de selección de modelos para series temporales de tipo
lineal, se escriben, asintóticamente de la siguiente manera:
mı´n
k
n ln s2a + kC(n, k)
siendo s2a la estimación de máxima verosimilitud de la varianza residual, n
el tamaño de la muestra y k el número de parámetros del modelo. El último
termino, es una penalización asociada a modelos con mayor k. Este es el caso
del AIC, BIC o HQ, estudiados en el capítulo anterior. Sin embargo, en casi
todos los métodos utilizados para la selección de modelos, García Hiernaux
(2006), con un tamaño de muestra pequeño, todos estos criterios producen
resultados diferentes y no uniﬁcados, como se podía esperar de la dependen-
cia de la función de verosimilitud del modelo y del número real de datos, n,
que depende del número de retardos autorregresivos.
Las medidas usuales, vistas en el capítulo anterior, tienden a escoger modelos
que no usan la importancia temporal de los errores. Estos no tienen en con-
sideración que partes de la serie temporal son más o menos importantes, ya
que a la hora de predecir, es de esperar que las observaciones más recientes
tengan un mayor peso en la predicción de las futuras observaciones. Además,
C(n, k) converge a 0 cuando n aumenta, en este sentido, con series de tiempo
de gran tamaño, la selección se reduce a minimizar la varianza residual.
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En este capítulo, se introduce un esquema de ponderación, atribuyendo más
importancia a los últimos errores y menos a los del pasado más lejano, con
un parámetro de suavización.
3.2. Selección Automática de Modelos ARIMA pa-
ra Predicción
El problema que abordamos es el siguiente:
Dada una serie de datos, S = {yt : t = 1, 2, . . . , n} se desean realizar predic-
ciones para el intervalo t = n + 1, n + 2, . . . , n + h, utilizando un conjunto,
M, de M modelos ARIMA(p, d, q)x(P,D,Q)s, entre los que se supone que
existe un modelo óptimo, o un número reducido de mejores modelos.
Se considerarán entonces los conjuntos Sn = {y1, y2, . . . , yn} de datos reales,
y Pn = {ŷ1, ŷ2, . . . , ŷn} de datos estimados, se desean realizar h predicciones,
Ph = {ŷn+1, ŷn+2, . . . , ŷn+h}, quedando el conjunto Sh = {yn+1, yn+2, . . . , yn+h}
de datos futuros.
Para cada ARIMA se consideran los errores de predicción
at = yt − ŷt
siendo t = m+ 1,m+ 2, . . . , n+ h, donde m = p+ d+ Ps+Ds el número
de observaciones perdidas debido a los términos autorregresivos, m = mMs,k
El problema no es uno de óptimo ajuste, para lo cual bastaría minimizar
alguna medida como los criterios de ajuste estudiados en el capítulo anterior,
tampoco se trata sólo de un problema de predicción para lo cual se podrían
utilizar cualquiera de los criterios de predicción del capítulo 2. Se trata de
obtener las mejores predicciones pero considerando pesos en los errores.
Es necesario especiﬁcar que se entiende por mejores predicciones, para lo
cual se pueden obtener distintas medidas, que pueden variar en función de
los objetivos, pero que todas ellas se basarán en comparar los valores futuros
reales, Sh = {yn+1, yn+2, . . . , yn+h} con los obtenidos con el modelo i-ésimo
(del espacio de modelos M), Ph,i = {ŷn+1, ŷn+2, . . . , ŷn+h}
Así pues, se deﬁne una medida, DF , de proximidad predictiva entre ambos
conjuntos,
DF,i = dF (Sh,i, Ph,i)
y el problema se reduciría a minimizar DF,i para i = 1, 2, . . . ,M .
Otra alternativa, sería deﬁnir estas funciones de proximidad, D, en el con-
junto original de datos, S, comparándolas con los datos estimados Pŷ,i =
{ŷm+1, ŷm+2, . . . , ŷn+h}, con el modelo i-ésimo y esperar que actuasen de
forma similar en el futuro.
Los m = mi = p+ d+ Ps+Ds primeros datos correspondientes a retardos
autorregresivos del modelo ARIMA se pierden. Este valor m depende el mo-
delo Mi elegido. La medida de proximidad dependerá del conjunto de datos
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originales, S, y del conjunto de datos estimados con el modelo Mi
Di = d(S, Pŷ,i)
y de nuevo, el problema de selección del modelo óptimo se reduciría a mini-
mizar Di para i = 1, 2, . . . ,M .
Ambas funciones de proximidad deben veriﬁcar que dF (Sh, Sh) = 0 = d(S, S),
y positivas, en presencia de errores de predicción, y crecientes con éstos.
Lógicamente en la práctica se dispone sólo del conjunto S, S = {yt : t =
1, 2, . . . , n}, el cual se puede dividir en dos subconjuntos: uno de entrenamien-
to hasta la observación T , ST = {y1, y2, . . . , yT } y los últimos h datos de la
serie formarían el conjunto de comprobación, Sh = {yT+1, yT+2, . . . , yT+h}.
Los valores de T serán deﬁnidos de antemano, seleccionando razonadamente
el tamaño de la serie de entrenamiento, que será la mayor parte de la serie
original. El valor de h ha de ser elegido atendiendo al número de prediccio-
nes que se desean realizar, en nuestro caso el horizonte de predicción será a
corto plazo, por lo que tomará valores pequeños. Es obvio, que la suma de
los valores seleccionados para T y para h, no debe superar el tamaño de la
serie original, es decir, T + h = n. Los distintos modelos Arima ajustados a
la serie, Sh (uno será el correcto y los otros, con error de especiﬁcación) pro-
ducirán las h predicciones, dando lugar al conjunto Ph, y usando las medidas
de proximidad y de ajuste introducidas, se podrá seleccionar el modelo que
produzca mejores predicciones. En el caso de las medidas de ajuste se estu-
diaran los conjuntos ST con PT , y en el caso de medidas de predicción serán
los conjuntos Sh frente a Ph. Convendría comparar siempre las medidas de
proximidad en el modelo correcto y en el seleccionado.
3.3. Funciones de Proximidad para Evaluar las Pre-
dicciones
En primer lugar es necesario determinar que tipo de función d() y dF ()
van a utilizarse. Unas clásicas son los errores cuadráticos medios o con los
errores absolutos medios.












o bien, si se trata de evaluar las predicciones con horizonte h:
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siendo los errores at,Mi = yt − ŷt,i en cada caso.
Una forma más general de evaluar estas proximidades sería introducir una
función de ponderación, w, para valorar de forma adecuada los errores de
ajuste o de predicción. Este parámetro de ponderación se puede cambiar pa-
ra dar más o menos importancia a los errores más recientes.
Así se tendrían las medidas de proximidad w-ponderadas (de tipo error cua-
drático medio)














De esta forma cabría atribuir mayor importancia a los errores cercanos al
tiempo presente con respecto a los más alejados hacia el pasado, o valor de
forma asimétrica los errores positivos o negativos, etc. En el caso de medidas
predictivas, podría interesar valorar como más importantes algunos errores
en el rango de predicción {n + 1, . . . , n + h} o según el signo del error, o
incluso el considerar un error agregado sobre el horizonte de predicción.
Unas funciones simples de ponderación pueden deﬁnirse en función de un
parámetro, α, de valoración exponencial de errores a lo largo del tiempo.

















En la primera expresión, los errores se irían ponderando de forma creciente,
al ir retrocediendo en el tiempo, atribuyendo errores ponderados menores a
los alejados hacía el pasado; la idea es similar a la de los operados de alisado
exponencial. En la medida de proximidad hacia el futuro, se consideran me-
nos importantes los errores cometidos en el futuro más lejano que en el más
reciente.
En lugar de ponderaciones exponenciales, cabría parametrizar el problema
de forma más general, usando ponderaciones polinomiales, con las que, con
un número reducido de parámetros, se podrían obtener funciones de ponde-
ración muy diversas.
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3.4. Funciones de Proximidad Exponenciales


















dependen de la constante α. Este parámetro se puede cambiar para dar
más o menos importancia a los errores más recientes, obviamente cuando
α = 1, WMSE1,Mi = s
2
α,Mi
, que es la varianza residual del modelo, y, si el
tamaño de la muestra tiende a inﬁnito, la medida es similar a los criterios de
información ya estudiados. Muchas series temporales son modeladas, usando
α ∈ [0,7, 1] con buenos resultados, como se podrá ver en el capítulo posterior.
Dado un valor para α, el modelo óptimo se obtendría minimizando una de







Surge el problema de querer comparar modelos pero con ponderaciones dis-
tintas de α para evitar que al disminuir α las funciones de proximidad tiendan
a disminuir también (no necesariamente de forma monótona).
Si se modiﬁcan las funciones anteriores introduciendo una constante que de-
penda de α, se tiene


























De igual forma cabe deﬁnir unas funciones análogas basadas en el error
absoluto medio













El obtener un modelo óptimo minimizando las funciones anteriores produce

























Para una serie dada yt, el objetivo es identiﬁcar un modelo SARIMA
(o varios) usando algún criterio de optimización, C, dirigido a obtener las
mejores predicciones posibles. El criterio C deberá inducir un orden en el
conjunto de todos los posibles modelos, por lo que seria posible seleccionar
el mejor según el criterio C.
El criterio C podría ser de dos tipos:
C = G criterios de bondad de ajuste
C = U criterios basados en la capacidad predictiva, teniendo en cuenta
los errores de predicción
Una vez que el modelo ha sido seleccionado con C, se obtienen las prediccio-
nes sobre un horizonte h.
La evaluación de los criterios empleados, C, se realiza a través de simulacio-
nes, por ejemplo,
A(1, 1, 1) = {ARIMA(1, 1, 1)/f = f1, f2, . . . , θ = θ1, θ2, . . .}
y simulamos N series de longitud n. Aplicando los criterios seleccionados (G
y/o U), seleccionamos un modelo ARIMA(p,d,q), y obtenemos las h predic-
ciones para compararlas con los datos reales. En algunos casos, el modelo
correcto puede ser seleccionado por Nc series de N y el modelo incorrecto
por N −Nc series. En cada serie se calculan las predicciones, y se evalúa la
capacidad predictiva.
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Usando C = G: para las Nc series con el modelo correcto, se calcularan
las correspondientes medidas de bondad de predicción y los mismo se
hará con las N −Nc series con la especiﬁcación incorrecta. Estudiando
en cada caso los residuos de las mismas.
Usando C = U : se procederá de igual manera.
Puede ser estudiado por lo tanto cuál es el mejor procedimiento para selec-
cionar un modelo adecuado que garantice unas buenas predicciones: G o U.
Esto se hará en nuestro caso con diferentes medidas que deﬁnen, y propo-
nen la mejor línea de acción (se utilizarán algunas de las medidas de ajuste




Largo es el camino de la enseñanza por




Para acotar el problema vamos a tomar p, q = 0, 1, 2 y d = 0, 1, con
respecto a la parte estacionaria vamos a seleccionar los mismos valores;
P,Q = 0, 1, 2 y D = 0, 1. Esta elección de valores se debe a que en la práctica
estos modelos suelen ser simples, pues en la mayor parte e las ocasiones los
órdenes de estos polinomios son valores muy pequeños.
p+ q ≤ 5
P +Q ≤ 3
d ≤ 3
D ≤ 1
El número M de modelos en el espacio de modelos sería M = 324 modelos,
desde un ruido blanco hasta el modelo SARIMA(2, 1, 2)(2, 1, 2)s con todos
sus términos. Modelos con el polinomio autorregresivo de orden 2, pueden
tener dos coeﬁcientes autorregresivos o sólo el coeﬁciente de mayor retardo.
Es decir, que en un polinomio φ(B) o en θ(B), pueden faltar términos inter-
medios.
Los modelos simulados deben cumplir las condiciones de estacionariedad e
invertibilidad. Con respecto a los modelos ARIMA(p, d, q), esas condiciones
son las siguientes:
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φ(B) = 1− φB |φ| < 1
θ(B) = 1 + θB |θ| < 1
φ(B) = 1− φ1B − φ2B2 |φ2| < 1, φ2 ± φ1 < 1
φ(B) = 1− φ2B2 |φ2| < 1
θ(B) = 1− θ1B − θ2B2 |θ2| < 1, φ2 ± φ1 < 1
θ(B) = 1− θ2B2 |θ2| < 1
En cuanto a los modelos con parte estacionaria, SARIMA(p, d, q)(P,D,Q)s,
las condiciones son similares; las raíces unitarias de los polinomios, en mó-
dulo, deben ser mayor que 1.
Para llevar a cabo esta simulación, se hace uso del software libre R-project
(ver apéndice A). Se han simulado series ARIMA y SARIMA de tamaño 180
de manera aleatoria, y para cada modelo estudiado se han estudiado 200
series. Las 200 series obtenidas han sido evaluadas en cada uno de los 324
modelos considerados y se ha evaluado en cada uno de ellos algunos de los
criterios estudiados más usuales; el criterio de Akaike, en dos de sus versio-
nes (AIC, AIC2), el criterio de Schwartz, en dos versiones también (BIC,
BIC2), el erroe cuadrático medio tanto de ajuste como de predicción (ECM,
ECMpre), el criterio de la U de Theil en sus dos modalidades (U1, U2) y los
criterios de ajuste y predicción estudiados en el capítulo anterior (WMSE,
WFMSE, WMAE, WFMAE). El procedimiento descrito para la selección
del modelo óptimo ha sido en un primer lugar seleccionar el modelo que
minimiza cada criterio en cada una de las 200 series y el mínimo de estos a su
vez, en un segundo lugas, se han separado las series donde el modelo mínimo
coincidía con el modelo generador y se ha estudiado el comportamiento de
las predicciones en ambos grupos, y en último lugar se han estudiado las
predicciones seleccionando en cada serie el modelo que minimiza el criterio
aplicado, sin tener en cuenta si era o no el generador y sin establecer un
modelo único para las series procedentes del mismo modelo generador, es
decir, se han realizado las predicciones en las 200 series de un mismo modelo
utilizando en cada caso el modelo seleccionado por el criterio empleado.
Se tiene la serie S = {y1, y2, . . . , y180}, se han deﬁnido los conjuntos siguien-
tes:
Conjunto de entrenamiento: ST = {y1, y2, . . . , yT }
Conjunto de comprobación: Sh = {yT+1, yT+2, . . . , yT+h}
En la simulación realizada se han considerado que las observaciones de la
serie se han tomado diariamente, por tanto, en el caso de la simulación de los
modelos SARIMA se ha establecido s = 7. Para todos los modelos ARIMA
y SARIMA se ha establecido el horizonte de predicción semanal, es decir,
h = 7, de manera que el conjunto de entrenamiento esta compuesto por las
observaciones y1, y2, . . . , y173 y el conjunto de comprobación quedaría, por
tanto, formado por las observaciones y174, y175, . . . , y180.
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Se ha implementado todo el procedimiento realizado utilizando el programa
ya mencionado R-project (ver apéndice B), de manera que el proceso se
automatiza, de manera fácil de aplicar y sin necesidad de tener grandes
conocimientos estadísticos, con el objetivo de que pueda estar al alcance de
cualquier persona interesada en ello.
4.2. Procesos no estacionarios, ARIMA(p, d, q)
Para determinar el modelo en los criterios propuestos se han considerado
valores de α ∈ [0,8, 0,99] y en cada caso se ha determinado el valor de α que
minimizaba el criterio.
Empezamos con el modelo ARIMA(1, 1, 0), cuyos coeﬁcientes son
φ1 = 0,7. (Modelo 163)
AIC AIC2 ECM BIC BIC2
Valor 2.39642 -0.3530208 0.592735 2.475114 -0.2983395
Modelo 320 289 321 176 289
Tabla 4.1: Criterios Clásicos de ajuste para ARIMA(1,1,0).
U1 U2 ECMpre
Valor 0.01007693 0.01007745 0.043910
Modelo 321 321 309
Tabla 4.2: Criterios Clásicos de predicción para ARIMA(1,1,0).
Ajuste Predicción
WMSE WMAE WFMSE WFMAE
Valor 0.2180055 0.2960323 0.03008745 0.1275013
Modelo 250 165 309 309
Tabla 4.3: Criterios propuestos de ajuste y predicción para ARIMA(1,1,0).
A la vista de las tablas 4.1, 4.2 y 4.3, se observa como hay criterios en
los que los modelos elegidos coinciden, esto suceso con los criterios AIC2 y
BIC2, que se decantan por el modelo 289 (ver anexo C), ocurre también en el
caso de los criterios ECM, U1 y U2, cuyo modelo seleccionado es el 321 (ver
anexo C), y en el caso del ECMpre con los criterios de predicción propuestos
cuyo modelo seleccionado es el 309 (ver anexo C).
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Figura 4.1: Residuos obtenidos con los modelos de los criterios de ajuste de
ARIMA(1,1,0).


































































































































































Figura 4.2: Residuos obtenidos con los modelos de los criterios de predicción
de ARIMA(1,1,0).
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En los gráﬁcos 4.1 y 4.2 se puede ver la representación de los residuos
obtenidos ante el empleo del modelo seleccionado con cada criterio, para
todas las representaciones que serán mostradas a lo largo de este capítulo,
se han representado los criterios clásicos en azul y bajo ellos siempre se
muestran los criterios que se han propuestos en el capítulo 3 de este trabajo,
con el objetivo de que puedan ser fácilmente comparados, además y para
que la comparación sea factible en todo momento se ha establecido la misma
escala del eje X, tipiﬁcando en cada caso las distribuciones representadas.
Observando las gráﬁcas citadas, se ve que la distribución de los residuos es
bastante similar con cada criterio, a pesar de que el modelo utilizado en
cada caso ha sido diferente salvo en las ocasiones en que los criterios han
empatado su elección, veamos en la tabla 4.4, donde se muestra la media y














Tabla 4.4: Medidas descriptivas de los residuos en el conjunto de comproba-
ción para ARIMA(1,1,0).
Las medias están muy cercas a 0, por lo que no se considera que haya
grandes diferencias, se podría determinar que el mejor modelo es aquel que
tenga mínima varianza, en ese caso, serían los modelos elegidos por los crite-
rios AIC2 y BIC2, que se corresponde con un ARIMA(2, 1, 1), no obstante,
las diferencias entre los siguientes valores son mínimas, lo que nos lleva a
realizar un estudio más detallado de la situación con el objetivo de poder
tomar una decisión más solida.
En los gráﬁcos 4.3 y 4.4 se representara el histograma de los residuos, el
objetivo ahora es estudiar las predicciones realizadas, una a una, debido a
que en la construcción de nuestros criterios se han penalizado los residuos
más próximos a la última observación conocida de la serie, con lo cuál, la
primera de las predicciones realizadas sería la que mayor interés suscita, por
lo que se busca una mayor precisión en la misma, es decir, un menor ECM.
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Figura 4.3: Histograma de los residuos en el conjunto de comprobación por
los criterios de ajuste de ARIMA(1,1,0).
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Figura 4.4: Histograma de los residuos en el conjunto de comprobación por
los criterios de predicción de ARIMA(1,1,0).
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Criterio ECMGpre1 ECMGpre2 ECMGpre3 ECMGpre4 ECMGpre5 ECMGpre6 ECMGpre7
AIC 0.9040 3.7031 8.3795 14.5209 22.6414 31.7268 40.5473
AIC2 0.8803 3.6081 8.1614 14 21.6344 30.2484 38.4615
ECM 0.9642 3.8857 8.5733 14.6408 22.8776 32.0078 40.9058
BIC 0.8843 3.6328 8.1742 14.1033 21.8244 30.4052 38.5074
BIC2 0.8803 3.6081 8.1614 14 21.6344 30.2484 38.4615
U1 0.9642 3.8857 8.5733 14.6408 22.8776 32.0078 40.9058
U2 0.9642 3.8857 8.5733 14.6408 22.8776 32.0078 40.9058
ECMpre 0.9291 3.7572 8.3481 14.1983 21.9859 30.5547 38.7024
WMSE 1.2510 4.8191 10.7170 18.3898 28.7105 38.1861 45.2834
WFMSE 0.9291 3.7572 8.3481 14.1983 21.9859 30.5547 38.7024
WMAE 0.8664 3.6393 8.2231 14.1130 21.8804 30.5706 38.8086
WFMAE 0.9291 3.7572 8.3481 14.1983 21.9859 30.5547 38.7024
Tabla 4.5: ECMpre global para cada predicción realizada en el conjunto de
comprobación en ARIMA(1,1,0).
Observando la tabla podemos ver como el menor ECMpre1 se consigue
con el modelo 165, que corresponde con un SARIMA(1, 1, 0)(0, 0, 2)7, sin
embargo, el ECMGpre es 16,8745 que diﬁere muy poco del 16,7135 que se
correspondía con el valor mínimo (ver tabla 4.7). Sin embargo, si miramos
la segunda observación es el modelo 289 el que consigue el menor error igual
ocurriría con las predicciones sucesivas.
Podemos observar de manera gráﬁca como se comportan los ECM de ajuste
y predicción en cada una de las series generadas.


































































































































































Figura 4.5: ECM de ajuste con los modelos obtenidos por los criterios de
ajuste en ARIMA(1,1,0).
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Figura 4.6: ECM de ajuste con los modelos obtenidos con los criterios de
predicción en ARIMA(1,1,0).
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Figura 4.7: Histograma de los ECM de ajuste con los modelos obtenidos por
los criterios de ajuste en ARIMA(1,1,0).
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Figura 4.8: Histograma de los ECM de ajuste con los modelos obtenidos con
los criterios de predicción en ARIMA(1,1,0).
AIC AIC2 ECM BIC BIC2 U1
ECMG 0.8605 0.9703 0.8480 0.8906 0.9703 0.8480
U2 ECMpre WMSE WFMSE WMAE WFMAE
ECMG 0.8480 0.9506 1.0803 0.9506 0.9801 0.9506
Tabla 4.6: El ECM global de ajuste, ECMG, para cada criterio en modelos
ARIMA(1,1,0).
En cuanto al ajuste, los mejores resultados se obtienen con el criterio del
ECM, que se corresponde con el modelo 321, que es un SARIMA(2, 1, 2)(2, 0, 2)7
lo que complica mucho al modelo de partida, no obstante, el objetivo de este
estudio se basa en buscar el modelo con mayor capacidad predictiva para la
serie en estudio, con lo que conseguir o no un buen ajuste no será problema
para conseguir la meta ﬁjada, es por ello, que el interés mayor se encuentra
en los valores del ECMpre, que se muestra en las gráﬁcas siguientes.
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Figura 4.9: ECM de predicción de ajuste con los modelos obtenidos por los
criterios de ajuste en ARIMA(1,1,0).

















































































































































Figura 4.10: ECM de predicción de ajuste con los modelos obtenidos por los
criterios de predicción en ARIMA(1,1,0).
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Figura 4.11: Histograma de los ECM de predicción de ajuste con los modelos
obtenidos por los criterios de ajuste en ARIMA(1,1,0).
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Figura 4.12: Histograma de los ECM de predicción de ajuste con los modelos
obtenidos por los criterios de predicción en ARIMA(1,1,0).
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AIC AIC2 ECM BIC BIC2 U1
ECMGpre 17.4890 16.7135 17.6936 16.7902 16.7135 17.6936
U2 ECMpre WMSE WFMSE WMAE WFMAE
ECMGpre 17.6936 16.9251 21.0510 16.9251 16.8745 16.9251
Tabla 4.7: ECM global de predicción, ECMGpre, para cada criterio en mo-
delos ARIMA(1,1,0).
En cuanto a predicción, las diferencias entre los ECMMpre no son muy
elevadas, con lo que tampoco se podría concluir determinando un único mo-
delo.
En general, se ha comprueba que considerando todos las series y realizando
las predicciones con el modelo seleccionado no se alcanzan buenos resulta-
dos, por tanto, se considerarán dos grupos de series; uno que llamaremos el
grupo de series correctas, que serán aquellas donde el criterio empleado ha
seleccionado como modelo el mismo que ha generado la serie, y el grupo de
series incorrectas, que serán aquellas donde el criterio ha elegido un modelo
distinto. Se probarán todos los criterios, aunque solo se estudiarán aquellos
que han sido capaces de seleccionar el modelo correcto en alguna de las
200 series (al menos 2 de las 200), en el caso del ARIMA(1, 1, 0) que esta-
mos estudiando, los criterios que han elegido en alguna ocasión el modelo
mencionado han sido AIC2, BIC, BIC2 y WFMSE.




























































Figura 4.13: Residuos de las series correctas e incorrectas con el criterio AIC2
en ARIMA(1,1,0).
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Media Varianza ECMG ECMGpre
Correctos -0.0118 18.9658 1.0182 18.9659
Incorrectos -0.2327 16.3809 0.8658 16.4351
Tabla 4.8: Medidas descriptivas de los residuos del conjunto de comprobación
y ECMG de ajuste y predicción para ARIMA(1,1,0) con el criterio AIC2.
En las series correctas se ha obtenido una media menor, sin embargo, la
varianza es mayor que en las series incorrectas, con lo cuál, en este caso fun-
cionan mejor en predicción, las series incorrectas, es decir, aquellas donde la
predicción se ha realizado con un modelo distinto del modelo que las generó,
se puede observar claramente como el ECMGpre de las series incorrectas es
menor que en las series correctas, lo mismo pasa en cuanto a mejor ajuste,
es en las series donde el modelo ajustado no coincide con el generador donde
se consigue un mejor ajuste de la misma.

































Figura 4.14: ECM de ajuste y predicción en las series correctas e incorrectas
con el criterio AIC2 en ARIMA(1,1,0).
ECMGpre1 ECMGpre2 ECMGpre3 ECMGpre4 ECMGpre5 ECMGpre6 ECMGpre7
Correctos 0.9960 3.8697 7.8204 15.6103 26.1471 35.7813 42.5365
Incorrectos 0.8660 3.5758 7.2036 13.8010 21.0766 29.5646 37.9578
Tabla 4.9: ECM global de predicción en ARIMA(1,1,0) con el criterio AIC2
en el conjunto de comprobación.
Como podemos comprobar en la tabla 4.9, las predicciones, estudiadas en
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este caso una a una, son mejores en el grupo de las series incorrectas que en el
grupo de las series correctas, por tanto, en la tabla 4.8 determinamos que las
mejores predicciones globales se conseguían con las series incorrectas, hecho
que se veriﬁca en la tabla 4.9, donde se ve que las predicciones consideradas
individualmente son más precisas cuando no se utiliza para su cálculo el
modelo generador de la serie.
Veamos que ocurre en el caso, donde el criterio de selección sea BIC.




























































Figura 4.15: Residuos de las series correctas e incorrectas con el criterio BIC
en ARIMA(1,1,0).
Media Varianza ECMG ECMGpre
Correctos 0.4686 4.3718 0.8971 4.5915
Incorrectos -0.2406 17.4717 0.8757 17.5297
Tabla 4.10: Medidas descriptivas de los residuos del conjunto de compro-
bación y ECMG de ajuste y predicción global para ARIMA(1,1,0) con el
criterio BIC.
En cuanto a la predicción global se ve una importante diferencia entre
las series correctas e incorrectas, siendo en este caso las predicciones mejores
en el primer grupo (tabla 4.10), esto se corrobora en la tabla 4.11 donde se
consideran las predicciones una a una y se observa la mejoría que se obtienen
al utilizar el modelo ARIMA(1, 1, 0).
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Figura 4.16: ECM de ajuste y predicción en las series correctas e incorrectas
con el criterio BIC en ARIMA(1,1,0).
ECMGpre1 ECMGpre2 ECMGpre3 ECMGpre4 ECMGpre5 ECMGpre6 ECMGpre7
Correctos 0.4360 1.8819 0.9613 1.2647 1.8075 7.4466 18.3423
Incorrectos 0.9151 3.7356 8.3799 14.5544 22.7782 31.9149 40.4296
Tabla 4.11: ECM global de predicción en ARIMA(1,1,0) con el criterio BIC
en el conjunto de comprobación.
Con el criterio BIC si observamos los ECM de ajuste y predicción, los
mejores resultados se consiguen en las series correctas, como puede verse en la
tabla 4.10, sin embargo si observamos la representación de los residuos gráﬁca
4.15, la distribución en las correctas se ajusta más al comportamiento de
una distribución normal, y la media que se consigue es inferior a la obtenida
en las series correctas, aunque es fácil comprobar que la varianza en las
series incorrectas es mucho superior a la varianza en las series correctas, y
en cuanto a la predicción individual (tabla 4.11) en las series correctas se
consiguen mejores predicciones, aunque se aprecia un aumento en el error
cometido a medida que nos alejamos del instante último del conjunto de
entrenamiento, no obstante, el incremento de ese error es signiﬁcativamente
mayor en las series incorrectas. No obstante, el criterio BIC tan sólo ha
conseguido identiﬁcar al 1 % de las series estudiadas, es decir, tan sólo dos
de las series generadas con el modelo ARIMA(1, 1, 0) han sido detectadas
con el criterio, frente al 11 % que se conseguía con el criterio anterior, AIC2.
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Figura 4.17: Residuos de las series correctas e incorrectas con el criterio BIC2
en ARIMA(1,1,0).




































Figura 4.18: ECM de ajuste y predicción en las series correctas e incorrectas
con el criterio BIC2 en ARIMA(1,1,0).
4.2. Procesos no estacionarios, ARIMA(p, d, q) 61
Media Varianza ECMG ECMGpre
Correctos 0.0491 15.7781 0.9922 15.7806
Incorrectos -0.7254 18.2197 0.8834 18.7459
Tabla 4.12: Medidas descriptivas en el conjunto de comprobación y ECMG
de ajuste y predicción para ARIMA(1,1,0) con el criterio BIC2.
ECMGpre1 ECMGpre2 ECMGpre3 ECMGpre4 ECMGpre5 ECMGpre6 ECMGpre7
Correctos 0.9207 3.8458 8.0465 13.8140 20.9711 28.2070 34.6587
Incorrectos 0.7890 3.0585 7.9520 13.9547 23.1460 35.1864 47.1346
Tabla 4.13: ECM global de predicción en ARIMA(1,1,0) con el criterio BIC2
en el conjunto de comprobación.
Con el criterio BIC2, la distribución de los residuos en la gráﬁca 4.17
se comporta mejor en las series correctas, lo que puede comprobarse en la
tabla 4.12 donde vemos que el ECMGpre es menor en este grupo, además,
la media y la varianza también consiguen ser menor en el grupo de las se-
ries bien identiﬁcadas, en cuanto a la predicción es en las series incorrectas
donde se consiguen mejores resultados, sin ser éstos signiﬁcativos como se
puede observar en la gráﬁca 4.18, donde las curvas casi están superpuestas.
En la predicción, a pesar, de que el menor valor del ECMGpre se consigue en
las series correctas, se comprueba en la tabla 4.13 que la primera predicción
realizada es mejor en las series mal identiﬁcadas, es decir, en aquellas en la
predicción ha sido obtenida empleando un modelo distinto al generador y ese
comportamiento se extiende hasta la tercera de las predicciones realizadas,
cambiando el comportamiento radicalmente a partir de la quinta de las pre-
dicciones donde los mejores resultados son obtenidos en las series correctas,
no obstante, éstos resultados no son buenos en ninguno de los casos, dado
que el error predictivo aumenta mucho en los últimos casos. Con este crite-
rio ha sido posible detectar al 62,5 % de las series dentro del grupo de series
correctas, es decir, bien identiﬁcadas.
En último lugar estudiaremos el comportamiento de estos dos grupos de se-
ries que se han considerando cuando el criterio utilizado es el criterio de
predicción propuesto, WFMSE, aunque al igual que pasaba con el criterio
BIC, tan sólo ha sido posible identiﬁcar al 1 % de las 200 series estudiadas,
lo que se puede ver claramente en el histograma del gráﬁco 4.19.
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Figura 4.19: Residuos de las series correctas e incorrectas con el criterio
WFMSE en ARIMA(1,1,0).
Media Varianza ECMG ECMGpre
Correctos -0.2485 2.2006 1.0403 2.2624
Incorrectos -0.0510 4.3405 4.9607 4.3431
Tabla 4.14: Medidas descriptivas en el conjunto de comprobación y ECMG
de ajuste y predicción para ARIMA(1,1,0) con el criterio WFMSE.
ECMGpre1 ECMGpre2 ECMGpre3 ECMGpre4 ECMGpre5 ECMGpre6 ECMGpre7
Correctos 1.7222 2.5125 1.0521 0.3043 1.8789 3.8273 4.5395
Incorrectos 0.6284 1.4493 2.3366 2.6503 4.3648 7.4506 11.5219
Tabla 4.15: ECM global de predicción en ARIMA(1,1,0) con el criterio WFM-
SE en el conjunto de comprobación.
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Figura 4.20: ECM de ajuste y predicción en las series correctas e incorrectas
con el criterio WFMSE en ARIMA(1,1,0).
En esta ocasión, también la mejor predicción global se consigue en las
series correctas como se puede comprobar en la tabla 4.14, es también en
este grupo donde se alcanza el mejor ajuste de las series, al igual que ocurría
con el criterio BIC2, en las primeras predicciones individuales se consiguen
mejores resultados con los modelos utilizados en las series que no han sido
identiﬁcadas, en este caso en las dos primeras, aumentando mucho el error en
las siguientes, y siendo con este criterio con el que se consiguen los mejores
resultados globales con respecto a los criterios AIC2, BIC y BIC2, estudiados
anteriormente, incluso las mejores predicciones individuales.
A la vista de los resultados anteriores no se puede determinar un proce-
dimiento de actuación efectivo cuando el objetivo perseguido es obtener el
modelo cuya capacidad predictiva sea mayor, y con el que se consigan las
mejores predicciones, teniendo en cuenta una penalización diferente sobre las
mismas.
En último lugar, se llevará a cabo el estudio ya citado sobre las prediccio-
nes de las series con los distintos criterios utilizando en cada caso y para
cada serie estudiada el modelo seleccionado, no teniendo que ser el mismo
modelo para todas las series, sino que cada una se asociará a la serie que
determine cada criterio en el conjunto de entrenamiento, con ese modelo se
realizarán las predicciones pertinentes en el conjunto de comprobación. Se
puede observar en las gráﬁcas 4.21 y 4.22 el comportamiento de los residuos
obtenidos.
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Figura 4.21: Residuos obtenidos con los modelos asignados por cada criterio
a cada serie ARIMA(1,1,0).












































































































































































Figura 4.22: Residuos obtenidos con los modelos asignados por cada criterio
a cada serie ARIMA(1,1,0).














Tabla 4.16: Medidas descriptivas de los residuos de predicción (conjunto de
comprobación) para ARIMA(1,1,0).
Observando los resultados recogidos en la tabla 4.16, vemos que las me-
dias son muy similares entre si, encontrándose una mejoría en las mismas
en los criterios ECMpre, WFMSE y WFMAE, que además toma más fuerza
cuando se comprueba claramente una menor varianza en relación al resto de
criterios estudiados, esta mejoría se mantiene si se comparan estos resulta-
dos con los obtenidos en la tabla 4.4. En las gráﬁcas 4.21 y 4.22 se observa
como las curvas de los criterios citados son más estrechas, lo que muestra
la menor varianza que se observa en la tabla 4.16.
Entre los tres criterios citados los resultados son mejores en el caso de los
criterios propuestos, aunque en cuanto al error de predicción global no se
aprecien grandes diferencias, no obstante, veremos en la tabla 4.17 que ocu-
rre con los errores individuales donde se apreciará una clara mejoría en las
primeras predicciones con los criterios de predicción propuestos, resultados
que también son mejores que los que se exponían en la tabla 4.5.
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Figura 4.23: Histograma de los residuos obtenidos con los modelos asignados
por cada criterio a cada serie ARIMA(1,1,0).
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Figura 4.24: Histograma de los residuos obtenidos con los modelos asignados
por cada criterio a cada serie ARIMA(1,1,0).
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Criterio ECMGpre1 ECMGpre2 ECMGpre3 ECMGpre4 ECMGpre5 ECMGpre6 ECMGpre7
AIC 0.9550 3.7276 8.3420 14.1766 22.1465 31.3194 40.6311
AIC2 0.9491 3.6662 8.1205 13.8662 21.8523 31.4876 41.1494
ECM 0.9940 3.8911 8.5792 14.6001 22.9503 32.4591 41.9487
BIC 0.9103 3.7171 8.3058 14.4215 22.5686 31.6702 40.2088
BIC2 0.8713 3.5506 8.0110 13.8668 21.7867 30.8243 39.3372
U1 0.9940 3.8911 8.5792 14.6001 22.9503 32.4591 41.9487
U2 0.9940 3.8911 8.5792 14.6001 22.9503 32.4591 41.9487
ECMpre 1.2411 2.5358 3.1573 2.9811 3.8889 6.1950 9.2991
WMSE 1.2494 4.7931 9.9349 17.2027 27.5901 38.3627 48.0900
WFMSE 0.6394 1.4599 2.3237 2.6268 4.3399 7.4144 11.4521
WMAE 1.2205 4.7715 10.0703 17.3178 27.7377 38.4084 47.7269
WFMAE 0.4821 1.1948 2.1692 2.6160 4.8813 8.9370 13.6381
Tabla 4.17: ECM globales para cada predicción realizada en el conjunto de
comprobación en ARIMA(1,1,0).
En la tabla 4.17 podemos comprobar como los modelos seleccionados por
los criterios WFMSE y WFMAE son los que consiguen las mejores prediccio-
nes no sólo globales sino también en los cuatro primeros momentos, siendo
el ECMpre el que consigue que las 3 últimas de las predicciones realizadas
se ajusten mejor a los datos observados. Por tanto, y considerando que es
de mayor interés conseguir mayor precisión en las primeras predicciones, po-
demos considerar que el plan de actuación para resolver el problema que
venimos estudiando en este caso de los ARIMA(1, 1, 0) sería considerar pa-
ra cada serie el modelo que minimiza el criterio de predicción que ha sido
propuesto, ya sea WFMSE o WFMAE, considerando además un modelo que
no tiene porque ser el mismo en cada una de las 200 series evaluadas, es de-
cir, no existe un modelo óptimo de predicción para el caso de los modelos
ARIMA(1, 1, 0), sino un conjunto de modelos que será en cada caso el que
minimice el criterio empleado.
Como el programa implementado para realizar dichas predicciones está bas-
tante automatizado siempre se podrá actualizar las últimas predicciones don-
de los resultados son peores, conforme se acerque el instante.
Para completar este estudio se presentan a continuación, al igual que ante-
riormente las representaciones y resultados referentes a los ECM de ajuste y
predicción de las series objeto de estudio.
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Figura 4.25: ECM de ajuste obtenidos con los modelos asignados por cada
criterio a cada serie ARIMA(1,1,0).











































































































































































Figura 4.26: ECM de ajuste obtenidos con los modelos asignados por cada
criterio a cada serie ARIMA(1,1,0).
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Figura 4.27: Histograma de los ECM de ajuste obtenidos con los modelos
asignados por cada criterio a cada serie ARIMA(1,1,0).
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Figura 4.28: Histograma de los ECM de ajuste obtenidos con los modelos
asignados por cada criterio a cada serie ARIMA(1,1,0).
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AIC AIC2 ECM BIC BIC2 U1
ECMG 0.8485 0.8825 0.8391 0.8759 0.9514 0.8391
U2 ECMpre WMSE WFMSE WMAE WFMAE
ECMG 0.8391 5.7503 1.0973 4.9215 1.1894 4.2657
Tabla 4.18: ECM global de ajuste, ECMG, para cada criterio en modelos
ARIMA(1,1,0).
En las gráﬁcas 4.25, 4.26, 4.27 y 4.28 se observa que el comportamiento
del ECM de ajuste en los criterios propuestos, tanto los de ajuste como los
de predicción, es bastante peor que en los criterios clásicos. En la tabla 4.18
se puede comprobar como el ajuste en los criterios citados no obtiene buenos
resultados globales es más, empeora en cuanto a los resultados mostrados en
la tabla 4.6, el ECMpre es otro de los criterios que consigue malos resultados
de ajuste aunque en este caso este criterio es de predicción.




















































































































































































Figura 4.29: ECM de predicción obtenidos con los modelos asignados por
cada criterio a cada serie ARIMA(1,1,0).
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Figura 4.30: ECM de predicción obtenidos con los modelos asignados por
cada criterio a cada serie ARIMA(1,1,0).
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Figura 4.31: Histograma de los ECM de predicción obtenidos con los modelos
asignados por cada criterio a cada serie ARIMA(1,1,0).
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Figura 4.32: Histograma de los ECM de predicción obtenidos con los modelos
asignados por cada criterio a cada serie ARIMA(1,1,0).
AIC AIC2 ECM BIC BIC2 U1
ECMGpre 17.3283 17.2988 17.9175 17.4003 16.8926 17.9175
U2 ECMpre WMSE WFMSE WMAE WFMAE
ECMGpre 17.9175 4.1855 21.0318 4.3223 21.0362 4.8455
Tabla 4.19: ECM global de predicción, ECMGpre, para cada criterio en mo-
delos ARIMA(1,1,0).
A la vista de la tabla 4.19 se observa claramente, la diferencia de los
criterios propuestos para predicción con los criterios clásicos, por lo que se
puede decir que los criterios propuestos para predicción alcanzan mejores
resultados al menos en los modelos ARIMA(1, 1, 0), aunque veamos que el
criterio del ECMpre mejora un poco estos criterios propuestos, observamos
en la tabla 4.17, que las primeras predicciones se consiguen con menor error
con los criterios de predicción propuestos, es por ello que sean preferibles.
Además, si comparamos los resultados obtenidos por los criterios propuestos
en la tabla 4.7, podemos ver la gran mejoría conseguida con este procedi-
miento de actuación, lo que nos lleva a determinar que para conseguir unas
buenas predicciones hemos de considerar el modelo seleccionado por los
criterios de predicción propuestos en la serie de interés sin preocuparnos por
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el modelo de ajuste de la misma.
Este estudio se ha repetido cambiando los coeﬁcientes del modelo y los pa-
rámetros siempre considerando que el modelo tenga tan sólo parte autorre-
gresiva, y en todos los casos se ha llegado a un comportamiento similar, por
tanto, en el siguiente estudio que se expone se ha cambiado a un modelo
integrado de medias móviles, con el objeto de poder establecer el comporta-
miento de los criterios en este tipo de series y poder determinar la manera
de proceder que mejor se ajuste para alcanzar el objetivo que se persigue a
lo largo de todo este trabajo.
Modelo ARIMA(0, 1, 1) con los siguientes coeﬁcientes, θ1 = 0,8
(Modelo 73)
AIC AIC2 ECM BIC BIC2
Valor 2.32566 -0.4915852 0.548911 2.42183 -0.4029472
Modelo 320 309 267 307 73
Tabla 4.20: Criterios Clásicos de ajuste para ARIMA(0,1,1).
U1 U2 ECMpre
Valor 0.02050853 0.02051285 0.081778
Modelo 162 162 46
Tabla 4.21: Criterios Clásicos de predicción para ARIMA(0,1,1).
Ajuste Predicción
WMSE WMAE WFMSE WFMAE
Valor 0.1944577 0.3061104 0.04636347 0.1459059
Modelo 115 248 46 46
Tabla 4.22: Criterios propuestos para ARIMA(0, 1, 1).
Para comprobar con que modelo exactamente se corresponde cada uno
de los valores mostrados en las tablas 4.20, 4.21 y 4.22 podemos consultar
el apéndice C. Cada criterio ha seleccionado dentro del modelo mínimo para
cada serie el mínimo de éstos. Sólo en el caso del ECMpre y los criterios
de predicción propuestos se ha seleccionado el mismo modelo, en el caso del
criterio de Theil ambos han coincidido también en la elección.
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Figura 4.33: Residuos obtenidos con los modelos de los criterios de ajuste de
ARIMA(0,1,1).


































































































































































Figura 4.34: Residuos obtenidos con los modelos de los criterios de predicción
de ARIMA(0,1,1).














Tabla 4.23: Medidas descriptivas de los residuos en el conjunto de compro-
bación para ARIMA(0,1,1).
Observando los valores de las medias de los residuos obtenidos en el con-
junto de comprobación, no se aprecian grandes diferencias, nos inclinaríamos
por tanto, a buscar el criterio donde se alcanza la varianza mínima, en ese
caso el criterio sería al BIC2 o BIC, no obstante, el resto de criterios a excep-
ción del ECMpre, WFMSE y WFMAE, no diﬁeren signiﬁcativamente con el
resto, por lo que no se aprecian grandes mejorías. Esto puede verse también
en los gráﬁcos 4.35 y 4.36, donde se puede ver que los histogramas son muy
similares entre sí. Veamos en la tabla 4.24 que ocurre con las predicciones si
se consideran de manera individual, en la que se puede apreciar a grandes
rasgos como hay una diferencia signiﬁcativa en cuanto al aumento del error
conforme la predicción se aleja del instante inicial.
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Figura 4.35: Histograma de los residuos obtenidos con los modelos de los
criterios de ajuste de ARIMA(0,1,1).
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Figura 4.36: Histograma de los residuos obtenidos con los modelos de los
criterios de predicción de ARIMA(0,1,1).
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Las semejanzas entre los resultados obtenidos con unos criterios y otros
son evidentes, este comportamiento continua a la vista de los resultados ex-
puestos en la tabla 4.24 donde se recogen los valores medios del ECMpre,
ECMGpre, en función de cada predicción individualmente, donde se puede
comprobar que los mejores resultados para las primeras predicciones se ob-
tienen con el modelo seleccionado por el criterio BIC2, seguido del BIC, AIC,
AIC2 y ECM, sin que existan diferencias signiﬁcativas entre los mismos.
Criterio ECMGpre1 ECMGpre2 ECMGpre3 ECMGpre4 ECMGpre5 ECMGpre6 ECMGpre7
AIC 1.3758 5.5820 8.8530 12.7628 17.4317 21.7944 25.6318
AIC2 1.3896 5.6717 8.8809 12.5947 17.2244 21.6389 25.6706
ECM 1.4122 5.7424 9.3891 13.8276 18.8708 23.8825 28.6775
BIC 1.3536 5.4744 8.6805 12.4238 16.8519 21.1978 25.2447
BIC2 1.3154 5.2753 8.3775 12.1026 16.4115 20.6379 24.6014
U1 1.4759 5.7617 8.9322 12.7270 16.8311 21.2760 25.7423
U2 1.4759 5.7617 8.9322 12.7270 16.8311 21.2760 25.7423
ECMpre 3.1291 16.5222 25.0989 25.4413 25.3479 25.6716 26.9056
WMSE 2.0071 6.0554 9.2019 13.2964 17.8102 21.8840 25.9578
WFMSE 3.1291 16.5222 25.0989 25.4413 25.3479 25.6716 26.9056
WMAE 1.3676 5.6005 8.9855 12.9901 17.6280 22.0160 26.3717
WFMAE 3.1291 16.5222 25.0989 25.4413 25.3479 25.6716 26.9056
Tabla 4.24: ECMpre global para cada predicción realizada en el conjunto de
comprobación en ARIMA(0,1,1).


































































































































































Figura 4.37: ECM de ajuste de los modelos obtenidos con los criterios de
ajuste en ARIMA(0,1,1).
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Figura 4.38: ECM de ajuste de los modelos obtenidos con los criterios de
predicción en ARIMA(0,1,1).
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Figura 4.39: Histograma de los ECM de ajuste de los modelos obtenidos con
los criterios de ajuste en ARIMA(0,1,1).
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Figura 4.40: Histograma de los ECM de ajuste de los modelos obtenidos con
los criterios de predicción en ARIMA(0,1,1).
AIC AIC2 ECM BIC BIC2 U1
ECMG 0.8536 0.9394 0.8469 0.9510 0.9906 0.9525
U2 ECMpre WMSE WFMSE WMAE WFMAE
ECMG 0.9525 2.7422 1.5383 2.7422 0.8749 2.7422
Tabla 4.25: El ECM global de ajuste, ECMG, para cada criterio en modelos
ARIMA(0,1,1).
En la tabla 4.25 se muestran los ECM de los residuos obtenidos en el con-
junto de entrenamiento, es decir, los residuos de ajuste del modelo, donde se
puede observar que el mejor ajuste se ha obtenido con el modelo seleccionado
por el criterio AIC, ECM y por el criterio WMAE. En los gráﬁcos 4.41, 4.42,
4.43 y 4.44 se puede ver de manera gráﬁca el comportamiento de los valores
del ECM en cada una de las series evaluadas en los criterios.
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Figura 4.41: ECM de predicción de los modelos obtenidos con los criterios
de ajuste en ARIMA(0,1,1).

















































































































































































Figura 4.42: ECM de predicción de los modelos obtenidos con los criterios
de predicción en ARIMA(0,1,1).
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Figura 4.43: Histograma de los ECM de predicción de los modelos obtenidos
con los criterios de ajuste en ARIMA(0,1,1).
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Figura 4.44: Histograma de los ECM de predicción de los modelos obtenidos
con los criterios de predicción en ARIMA(0,1,1).
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AIC AIC2 ECM BIC BIC2 U1
ECMGpre 13.3474 13.2958 14.5436 13.0324 12.6745 13.2494
U2 ECMpre WMSE WFMSE WMAE WFMAE
ECMGpre 13.2494 21.1595 13.7447 21.1595 13.5656 21.1595
Tabla 4.26: ECM global de predicción, ECMGpre, para cada criterio en mo-
delos ARIMA(0,1,1).
Se puede determinar que considerando todos las series y realizando las
predicciones con el modelo seleccionado no se obtienen resultados signiﬁca-
tivamente mejores, por tanto, al igual que se hizo en el caso anterior, se
considerarán dos grupos de series aquellas a las que hemos llamado series
correctas y las incorrectas. Los criterios que han sido capaces de detectar en
alguna serie (al menos 2 de las 200) el modelo generador de los datos han
sido AIC2 (9,5 %), BIC (4 %), BIC2 (55,5 %) y WFMAE (1 %).




























































Figura 4.45: Residuos de las series correctas e incorrectas con el criterio AIC2
en el ARIMA(0,1,1).
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Media Varianza ECMG ECMGpre
Correctos 0.3275 6.4995 0.9704 6.6068
Incorrectos -0.5364 14.3319 0.8688 14.6197
Tabla 4.27: Medidas descriptivas de los residuos del conjunto de compro-
bación y ECMG de ajuste y predicción para ARIMA(0,1,1) con el criterio
AIC2.
En la tabla 4.7, se aprecia una mejor predicción en el caso de las series
correctas, sin embargo, el mejor ajuste se obtiene en las series incorrectas
(gráﬁco 4.46), nuestro objetivo sería conseguir la mejor predicción posible,
sobre todo en las primeras observaciones a las que hemos dotado de una
mayor importancia, para ello analizamos los resultados obtenidos en la tabla
4.28, donde se aprecia una leve mejoría en la primera de las predicciones en
las incorrectas no obstante los errores aumentan mucho más en las siguientes
predicciones lo que lleva a una mayor varianza como puede observarse en el
gráﬁco 4.46 que en las series correctas, donde el aumento del error es de un
crecimiento más moderado.


























Figura 4.46: ECM de ajuste y predicción en las series correctas e incorrectas
con el criterio AIC2 en ARIMA(0,1,1).
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ECMGpre1 ECMGpre2 ECMGpre3 ECMGpre4 ECMGpre5 ECMGpre6 ECMGpre7
Correctos 1.4115 5.2083 5.6573 5.9785 6.3083 8.7046 12.9789
Incorrectos 1.3847 5.7623 9.5188 13.7767 18.9186 24.0605 28.9160
Tabla 4.28: ECM global de predicción en ARIMA(0,1,1) con el criterio AIC2
en el conjunto de comprobación.




























































Figura 4.47: Residuos de las series correctas e incorrectas con el criterio BIC
en el ARIMA(0,1,1).
Media Varianza ECMG ECMGpre
Correctos 0.5344 6.5128 0.9567 6.7984
Incorrectos -0.4238 13.0234 0.8711 13.2239
Tabla 4.29: Medidas descriptivas de los residuos del conjunto de compro-
bación y ECMG de ajuste y predicción global para ARIMA(0,1,1) con el
criterio BIC.
En el caso del criterio BIC, vemos en la tabla 4.29 como la media es
menor en el caso de las series incorrectas pero a su vez éstas tienen también
mayor varianza, lo que nos lleva a obtener un ECMGpre mayor, esto quiere
decir que dentro de este grupo hay series no son homogéneas lo que hace que
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la varianza sea mayor y el resultado global de la predicción tampoco sea el
deseado, puede comprobarse en la gráﬁca 4.48, ese aumento de la varianza a
pesar de conseguir una mejor media.




























Figura 4.48: ECM de ajuste y predicción en las series correctas e incorrectas
con el criterio BIC en ARIMA(0,1,1).
ECMGpre1 ECMGpre2 ECMGpre3 ECMGpre4 ECMGpre5 ECMGpre6 ECMGpre7
Correctos 1.7744 6.7553 5.2302 4.2318 7.7301 10.1056 11.7616
Incorrectos 1.3372 5.4232 8.7583 12.5662 17.0469 21.6286 25.8071
Tabla 4.30: ECM global de predicción en ARIMA(0,1,1) con el criterio BIC
en el conjunto de comprobación.
A la vista de estos ECMGpre individual (tabla 4.30), se puede ver como
en las series incorrectas las dos primeras predicciones, que son a las que se
les ha dado un mayor peso, se mejoran con respecto a las series correctas,
sin embargo el resto de las mismas, se obtienen mejores en el grupo de series
correctas. También es destacable el hecho ya comentado en alguna ocasión
del aumento mucho mayor en el error cometido en las predicciones entre unas
y otras en el grupo de las series que no han sido catalogadas con el modelo
con el que han sido simuladas.
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Figura 4.49: Residuos de las series correctas e incorrectas con el criterio BIC2
en el ARIMA(0,1,1).
Media Varianza ECMG ECMGpre
Correctos -0.7627 11.1503 0.9859 11.7320
Incorrectos 0.0262 13.4735 0.8924 13.4742
Tabla 4.31: Medidas descriptivas en el conjunto de comprobación y ECMG
de ajuste y predicción para ARIMA(0,1,1) con el criterio BIC2.
Como viene siendo habitual en este modelo objeto de estudio, las mejores
predicciones se consiguen en el conjunto de series correctas, y sin embargo,
el mejor ajuste en el de las series incorrectas, en el gráﬁco 4.49 se puede
apreciar la leve mejoría en las series correctas ante las incorrectas. En la
gráﬁca 4.50 se observa como la diferencia en cuanto al comportamiento en
un grupo o en otro en función de los valores obtenidos en el ECM de ajuste y
predicción por cada una de las series no es signiﬁcativo, ya que ambas curvas
tienen un comportamiento muy similar.
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Figura 4.50: ECM de ajuste y predicción en las series correctas e incorrectas
con el criterio BIC2 en ARIMA(0,1,1).
ECMGpre1 ECMGpre2 ECMGpre3 ECMGpre4 ECMGpre5 ECMGpre6 ECMGpre7
Correctos 1.5402 5.4922 7.9418 10.9033 14.0427 18.8382 23.3658
Incorrectos 1.0323 5.0897 8.8088 12.9387 18.6481 22.2795 25.5220
Tabla 4.32: ECM global de predicción en ARIMA(0,1,1) con el criterio BIC2
en el conjunto de comprobación.
Ante el criterio BIC2, en esta ocasión el comportamiento entre un grupo
u otro no tiene diferencias ni en función del ajuste ni de predicción. Tam-
poco hay diferencias importantes con el resto de los criterios estudiados, se
mantienen más o menos los mismos resultados. Estudiamos por último el
criterio WFMAE donde el porcentaje de series que han sido determinadas
correctamente es tan sólo del 1 % como puede apreciarse en la gráﬁca 4.51.
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Figura 4.51: Residuos de las series correctas e incorrectas con el criterio
WFMAE en el ARIMA(0,1,1).
Media Varianza ECMG ECMGpre
Correctos -0.4170 1.8686 1.0323 2.0425
Incorrectos -0.1662 4.2375 3.6980 4.2651
Tabla 4.33: Medidas descriptivas en el conjunto de comprobación y ECMG
de ajuste y predicción para ARIMA(0,1,1) con el criterio WFMAE.
En la tabla 4.33 se observa una clara mejoría en el grupo de las series
catalogadas como correctas, tanto en predicción como en ajuste, sin embargo,
hay que tener en cuenta que el grupo de las series correctas se compone
únicamente por dos de las series, lo que explica que la varianza sea mucho
inferior al grupo de las series incorrectas, pero ante este criterio no se casar
ninguna conclusión de validez estadística.
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Figura 4.52: ECM de ajuste y predicción en las series correctas e incorrectas
con el criterio WFMAE en ARIMA(0,1,1).
ECMGpre1 ECMGpre2 ECMGpre3 ECMGpre4 ECMGpre5 ECMGpre6 ECMGpre7
Correctos 0.0702 0.1059 0.0340 0.7212 0.4292 4.0757 8.8612
Incorrectos 0.6419 1.6530 1.9967 3.2675 4.7811 7.1659 10.3496
Tabla 4.34: ECM global de predicción en ARIMA(0,1,1) con el criterio WF-
MAE en el conjunto de comprobación.
En la tabla 4.34 donde se muestran los ECMGpre individual, se consi-
guen predicciones mejores en el grupo de las series bien catalogadas, pero
insistimos en que no son conclusiones determinantes ante el tamaño muestral
del grupo de las series correctas.
Tras analizar las representaciones gráﬁcas y resultados expuestos, no es po-
sible determinar una buena política de actuación, donde se garanticen la
obtención de buenos resultados en todos los casos, es decir, no se pude de-
terminar si el mejor funcionamiento en cuanto a predicción se reﬁere se ob-
tendría cuando un criterio es capaz de determinar el modelo generador de
una serie o por el contrario asociar un modelo distinto. Continuamos con
el estudio sobre el conjunto de las 200 series considerando para cada una
de ellas el modelo que determine cada criterio en cada caso, es decir, sin
establecer un modelo ﬁjo para todas.
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Figura 4.53: Residuos obtenidos con los modelos asignados por cada criterio
a cada serie ARIMA(0,1,1).














































































































































































Figura 4.54: Residuos obtenidos con los modelos asignados por cada criterio
a cada serie ARIMA(0,1,1).














Tabla 4.35: Medidas descriptivas de los residuos de predicción (conjunto de
comprobación) para ARIMA(0,1,1).
Tan sólo con las medidas descriptivas se puede observar una clara mejoría
utilizando los criterios ECMpre, WFMSE yWFMAE, donde no sólo la media
es signiﬁcativamente menor, sino también la varianza.
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Figura 4.55: Histograma de los residuos obtenidos con los modelos asignados
por cada criterio a cada serie ARIMA(0,1,1).
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Figura 4.56: Histograma de los residuos obtenidos con los modelos asignados
por cada criterio a cada serie ARIMA(0,1,1).
Criterio ECMGpre1 ECMGpre2 ECMGpre3 ECMGpre4 ECMGpre5 ECMGpre6 ECMGpre7
AIC 1.4013 5.6776 9.1331 13.2452 18.3368 23.8609 28.88
AIC2 1.3872 5.7097 9.1520 13.0359 17.7207 22.6017 27.4020
ECM 1.3799 5.6123 9.1747 13.6046 19.1342 25.0395 30.1477
BIC 1.3547 5.4765 8.6172 12.2328 16.6742 21.1677 25.2453
BIC2 1.3142 5.3191 8.3276 11.8091 16.0921 20.3695 24.3253
U1 1.3799 5.6123 9.1747 13.6046 19.1342 25.0395 30.1477
U2 1.3799 5.6123 9.1747 13.6046 19.1342 25.0395 30.1477
ECMpre 1.0561 2.3590 2.8732 3.7797 4.1430 5.2028 7.1221
WMSE 0.7254 6.4926 10.0355 14.3595 19.4824 24.3767 28.4087
WFMSE 0.7294 1.7376 2.0464 3.1258 4.4425 6.5371 9.1786
WMAE 1.6783 6.6719 10.8561 15.6651 20.4322 24.8791 28.3482
WFMAE 0.6361 1.6375 1.9770 3.2420 4.7376 7.1350 10.3347
Tabla 4.36: ECM globales para cada predicción realizada en el conjunto de
comprobación en ARIMA(0,1,1).
Como ocurría con el modelo anterior los criterios ECMpre, y los pro-
puestos de predicción, son los que consiguen mejores resultados (tabla 4.36),
siendo los criterios propuestos de predicción donde se consiguen las mejores
predicciones en los 4 primeros casos, con respecto al ECMpre donde es en
las últimas predicciones donde mejoraría a los propuestos.
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Figura 4.57: ECM de ajuste obtenidos con los modelos asignados por cada
criterio a cada serie ARIMA(0,1,1).

























































































































































Figura 4.58: ECM de ajuste obtenidos con los modelos asignados por cada
criterio a cada serie ARIMA(0,1,1).
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Figura 4.59: Histograma de los ECM de ajuste obtenidos con los modelos
asignados por cada criterio a cada serie ARIMA(0,1,1).
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Figura 4.60: Histograma de los ECM de ajuste obtenidos con los modelos
asignados por cada criterio a cada serie ARIMA(0,1,1).
4.2. Procesos no estacionarios, ARIMA(p, d, q) 95
AIC AIC2 ECM BIC BIC2 U1
ECMG 0.8376 0.8785 0.8289 0.8745 0.9443 0.8289
U2 ECMpre WMSE WFMSE WMAE WFMAE
ECMG 0.8289 3.5470 1.1536 3.3068 1.5411 3.6714
Tabla 4.37: ECM global de ajuste, ECMG, para cada criterio en modelos
ARIMA(0,1,1).
Atendiendo al ajuste (tabla 4.37) los criterios propuestos son los que peor
funcionan, con una clara desventaja con el resto de los criterios estudiados,
sin embargo, no se pretende conseguir un buen ajuste sino una buena capa-
cidad predictiva, lo que puede verse en la tabla 4.38 donde son los criterios
propuestos junto con el ECMpre donde se consiguen los resultados más fa-
vorables.




































































































































































Figura 4.61: ECM de predicción obtenidos con los modelos asignados por
cada criterio a cada serie ARIMA(0,1,1).
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Figura 4.62: ECM de predicción obtenidos con los modelos asignados por
cada criterio a cada serie ARIMA(0,1,1).
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Figura 4.63: Histograma de los ECM de predicción obtenidos con los modelos
asignados por cada criterio a cada serie ARIMA(0,1,1).
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Figura 4.64: Histograma de los ECM de predicción obtenidos con los modelos
asignados por cada criterio a cada serie ARIMA(0,1,1).
AIC AIC2 ECM BIC BIC2 U1
ECMGpre 14.3621 13.8584 14.8704 12.9669 12.5073 14.8704
U2 ECMpre WMSE WFMSE WMAE WFMAE
ECMGpre 14.8704 3.7909 14.9830 3.9711 15.5044 4.2429
Tabla 4.38: ECM global de predicción, ECMGpre, para cada criterio en mo-
delos ARIMA(0,1,1).
Por último, y para concluir con este modelo, se observa en la tabla 4.28
que el menor valor del ECMGpre se obtiene con el criterio ECMpre, sin
embargo, es preferible y se consiguen mejores predicciones con los criterios
propuestos, ya que, éstos no sólo obtienen una ventaja en cuanto a predic-
ción global con el resto de criterios, sino que además lo consiguen sobre todo
en las primeras observaciones estimadas como se veía en la tabla 4.36. Y si
comparamos con los resultados obtenidos en las tablas 4.24 y 4.26, veremos
la gran diferencia en cuanto al ECMGpre en los criterios de predicción pro-
puestos mejorando signiﬁcativamente con relación a las citadas tablas. Por
tanto, y al igual que ocurría con los modelos ARIMA(1, 1, 0) para conseguir
los mejores resultados predictivos se debe considerar alguno de los dos cri-
terios propuestos de predicción y realizar las predicciones correspondientes
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con el modelo seleccionado sin cuestionarse el modelo real de la serie y sin
determinar un modelo único para tal ﬁn.
Modelo ARIMA(1, 1, 1) cuyos coeﬁcientes son, φ1 = 0,7 y θ1 =
0,8 (Modelo 181)
AIC AIC2 ECM BIC BIC2
Valor 2.438309 -0.3003134 0.619846 2.529445 -0.2372095
Modelo 301 249 249 301 181
Tabla 4.39: Criterios Clásicos de ajuste para ARIMA(1,1,1).
U1 U2 ECMpre
Valor 4.314270e-3 4.304311e-3 0.064670
Modelo 321 321 228
Tabla 4.40: Criterios Clásicos de predicción para ARIMA(1,1,1).
Ajuste PREDICCIÓN
WMSE WMAE WFMSE WFMAE
Valor 0.2323977 0.3416546 0.04608275 0.1346496
Modelo 246 162 228 228
Tabla 4.41: Criterios propuestos para ARIMA(1,1,1).
En esta ocasión, hay muchos criterios que han seleccionado el mismo
modelo, por ejemplo, el criterio AIC y BIC han elegido el modelo 301 que
se corresponde con un SARIMA(2, 1, 1)(2, 0, 0)7, el criterio AIC2 y ECM
también han empatado en el modelo, siendo en este caso el modelo 249 que
es un SARIMA(2, 0, 1)(2, 0, 2)7, los criterios de Theil, U1 y U2, de nuevo han
coincidido, decantándose por el 321 que es un SARIMA(2, 1, 2)(2, 0, 2)7 y
por último, los criterios ECMpre, WFMSE y WFMAE han seleccionado un
SARIMA(2, 0, 0)(1, 1, 2)7, modelo 228.
Veamos que ocurre con el comportamiento de las predicciones en este caso,
para ello, como hemos hecho en ocasiones anteriores, representaremos la
distribución de los residuos obtenidos en el conjunto de comprobación al
aplicar para l predicción los modelos indicados en las tablas anteriores.
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Figura 4.65: Residuos obtenidos con los modelos de los criterios de ajuste de
ARIMA(1,1,1).
































































































































































Figura 4.66: Residuos obtenidos con los modelos de los criterios de predicción
de ARIMA(1,1,1).














Tabla 4.42: Medidas descriptivas de los residuos en el conjunto de compro-
bación para ARIMA(1,1,1).
El comportamiento medio de los residuos es poco signiﬁcativo, a ex-
cepción de los residuos obtenidos con el modelo seleccionado por el criterio
WMAE, donde la media es superior que en el resto de los criterios al igual que
ocurre con la varianza. Podemos ver estos comportamientos en las gráﬁcas
4.67 y 4.68 donde se representa el histograma correspondiente a la distribu-
ción de los residuos de todas las series. En la tabla 4.43 se estudiaran los
ECMGpre para cada estimación realizada, donde se podrá apreciar el com-
portamiento homogéneo en la primera predicción a lo largo de cada uno de
los criterios considerados. En las gráﬁcas 4.69 a la gráﬁca 4.72 se pueden ver
diferencias en cuanto al ajuste para cada uno de los criterios, algo que se
estudiará mejor con la tabla 4.44. En cuanto a las predicciones se analiza-
rán en los gráﬁcos 4.73 al 4.76 y se determinará con la tabla 4.45 que los
resultados no son los deseados en este caso, pero al igual que en los modelos
anteriores se depurará el procedimiento para poder alcanzar resultados más
satisfactorios.
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Figura 4.67: Histograma de los residuos obtenidos con los modelos de los
criterios de ajuste de ARIMA(1,1,1).
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Figura 4.68: Histograma de los residuos obtenidos con los modelos de los
criterios de predicción de ARIMA(1,1,1).
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Criterio ECMpre1 ECMpre2 ECMpre3 ECMpre4 ECMpre5 ECMpre6 ECMpre7
AIC 1.0411 8.6698 26.3974 53.9626 89.3966 132.0398 170.6674
AIC2 1.1226 9.5825 29.3711 60.3741 100.6886 150.3359 209.3465
ECM 1.1226 9.5825 29.3711 60.3741 100.6886 150.3359 209.3465
BIC 1.0411 8.6698 26.3974 53.9626 89.3966 132.0398 170.6674
BIC2 0.9841 8.1241 26.6224 50.5552 84.2758 124.8226 170.1912
U1 1.0243 8.666 26.4376 54.2401 90.5778 134.8758 185.4624
U2 1.0243 8.666 26.4376 54.2401 90.5778 134.8758 185.4624
ECMpre 1.8355 11.9656 33.5846 67.6016 111.7816 164.6410 224.0895
WMSE 1.2969 10.2314 29.7132 59.5776 97.7330 142.6411 192.1012
WFMSE 1.8355 11.9656 33.5846 67.6016 111.7816 164.6410 224.0895
WMAE 1.7089 14.0989 40.2108 76.5048 121.5157 172.9528 227.2271
WFMAE 1.8355 11.9656 33.5846 67.6016 111.7816 164.6410 224.0895
Tabla 4.43: ECMpre global para cada predicción realizada en el conjunto de
comprobación en ARIMA(1,1,1).
En la tabla 4.43 podemos observar como el error que se comete a medida
que avanzamos en el dato a predecir aumenta escandalosamente, de manera
que las últimas predicciones realizadas tienen un error muy alto.
Mostramos a continuación los gráﬁcos que recogen el comportamiento de la
distribución de los ECM de cada una de las series estudiadas con cada uno
de los modelos seleccionados por cada criterio.


































































































































































Figura 4.69: ECM de ajuste de los modelos obtenidos con los criterios de
ajuste en ARIMA(1,1,1).
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Figura 4.70: ECM de ajuste de los modelos obtenidos con los criterios de
predicción en ARIMA(1,1,1).
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Figura 4.71: Histograma de los ECM de ajuste de los modelos obtenidos con
los criterios de ajuste en ARIMA(1,1,1).
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Figura 4.72: Histograma de los ECM de ajuste de los modelos obtenidos con
los criterios de predicción en ARIMA(1,1,1).
AIC AIC2 ECM BIC BIC2 U1
ECMG 0.8802 0.8876 0.8876 0.8802 1.0220 0.8437
U2 ECMpre WMSE WFMSE WMAE WFMAE
ECMG 0.8437 1.5298 1.0339 1.5298 1.3869 1.5298
Tabla 4.44: El ECM global de ajuste, ECMG, para cada criterio en modelos
ARIMA(1,1,1).
Se repite de nuevo, como en los modelos anteriores, que en base al ajuste
los criterios clásicos son los que mejor se comportan, y casualmente sin dis-
tinción entre criterios de ajuste o predicción.
Veamos que ocurre cuando lo que se estudia es la capacidad predictiva del
modelo.
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Figura 4.73: ECM de predicción de los modelos obtenidos con los criterios
de ajuste en ARIMA(1,1,1).

















































































































































































Figura 4.74: ECM de predicción de los modelos obtenidos con los criterios
de predicción en ARIMA(1,1,1).
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Figura 4.75: Histograma de los ECM de predicción de los modelos obtenidos
con los criterios de ajuste en ARIMA(1,1,1).
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Figura 4.76: Histograma de los ECM de predicción de los modelos obtenidos
con los criterios de predicción en ARIMA(1,1,1).
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AIC AIC2 ECM BIC BIC2 U1
ECMGpre 70.1678 80.1179 80.1179 70.1678 66.2251 71.6120
U2 ECMpre WMSE WFMSE WMAE WFMAE
ECMGpre 71.6120 87.9285 76.1849 87.9285 93.4599 87.9285
Tabla 4.45: ECM global de predicción, ECMGpre, para cada criterio en mo-
delos ARIMA(1,1,1).
Con respecto a la tabla 4.45, los ECMGpre alcanzan valores elevados,
por lo que no se consiguen buenos resultados al respecto mejorando en los
criterios clásicos, con una diferencia algo mayor en el criterio BIC2 con res-
pecto al resto.
Una vez más el procedimiento de buscar un mismo modelo para todas las
series en función de algún criterio establecido, no es la manera de proceder
que asegure conseguir unos buenos resultados predictivos.
Veamos que ocurre en esta ocasión, con las series correctas e incorrectas,
en cuanto a predicción y ajuste con cada uno de los criterios posibles, éstos
serán el AIC2, BIC, BIC2, WFMSE y WFMAE.




























































Figura 4.77: Residuos de las series correctas e incorrectas con el criterio AIC2
en el ARIMA(1,1,1).
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Media Varianza ECMG ECMGpre
Correctos 2.7259 59.9963 0.9635 67.4267
Incorrectos -0.4036 74.3062 0.8733 74.4691
Tabla 4.46: Medidas descriptivas de los residuos del conjunto de compro-
bación y ECMG de ajuste y predicción para ARIMA(1,1,1) con el criterio
AIC2.
La mejor media se obtiene en el grupo de series incorrectas, no obstante
éste tiene una varianza superior al grupo de los correctos, y el error de
predicción también es más elevado, en cuanto al ajuste el comportamiento
es mejor. En esta ocasión se han conseguido detectar correctamente 16 de
las 200 series, por lo que el porcentaje es bastante bajo.





























Figura 4.78: ECM de ajuste y predicción en las series correctas e incorrectas
con el criterio AIC2 en ARIMA(1,1,1).
ECMGpre1 ECMGpre2 ECMGpre3 ECMGpre4 ECMGpre5 ECMGpre6 ECMGpre7
Correctos 0.0027 0.0413 0.1250 0.2078 0.2632 0.2847 0.2679
Incorrectos 1.0595 9.1164 27.8770 56.5298 93.5915 139.4517 193.6580
Tabla 4.47: ECM global de predicción en ARIMA(1,1,1) con el criterio AIC2
en el conjunto de comprobación.
Se observa claramente, como la predicción en las series incorrectas ha
fracasado completamente con este criterio.
A continuación podemos ver la representación de los residuos en el conjunto
4.2. Procesos no estacionarios, ARIMA(p, d, q) 109
de comprobación en función de si el criterio ha sido capaz de determinar el
modelo generador (correctas) o no (incorrectas).




























































Figura 4.79: Residuos de las series correctas e incorrectas con el criterio BIC
en el ARIMA(1,1,1).
Media Varianza ECMG ECMGpre
Correctos 5.5983 65.6473 0.9704 96.9888
Incorrectos -0.3549 71.2013 0.8688 71.3273
Tabla 4.48: Medidas descriptivas de los residuos del conjunto de compro-
bación y ECMG de ajuste y predicción global para ARIMA(1,1,1) con el
criterio BIC.
Con el criterio BIC, las series que tienen mejor media aunque mayor
varianza son las incorrectas, pero en esta ocasión son las que consiguen una
mejor predicción media. Veamos si observando las predicciones de manera
individual este comportamiento se mantiene (ver tabla 4.49).
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Figura 4.80: ECM de ajuste y predicción en las series correctas e incorrectas
con el criterio BIC en ARIMA(1,1,1).
ECMGpre1 ECMGpre2 ECMGpre3 ECMGpre4 ECMGpre5 ECMGpre6 ECMGpre7
Correctos 0.9791 9.7075 33.9933 78.9776 131.7884 182.1453 241.33
Incorrectos 1.0520 8.7753 26.6874 54.4736 90.4620 134.1576 183.6831
Tabla 4.49: ECM global de predicción en ARIMA(1,1,1) con el criterio BIC
en el conjunto de comprobación.
En relación a las predicciones individuales, las series correctas consiguen
un menor ECMG en la primera predicción, sin embargo en las restantes el
error es mayor, por lo que habría que plantearse si nos interesa sacriﬁcar
el resto de predicciones para asegurar que en el instante inmediatamente si-
guiente a la última observación la predicción es más precisa. Con relación al
gráﬁco 4.80, se puede ver como en cuanto a resultados de ajuste las diferen-
cias entre los grupos son mínimas, sin embargo, se aprecía que en el ECMpre
el grupo de series incorrectas es muy heterogéneo, como cabe esperar, ya
que las series pertenecientes a este grupo utilizan modelos diferentes entre sí
para obtener las predicciones mientras que en el grupo de las series correctas
todas predicen bajo el mismo modelo, el modelo generador, ARIMA(1, 1, 1).
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Figura 4.81: Residuos de las series correctas e incorrectas con el criterio BIC2
en el ARIMA(1,1,1).





























Figura 4.82: ECM de ajuste y predicción en las series correctas e incorrectas
con el criterio BIC2 en ARIMA(1,1,1).
A la vista del gráﬁco 4.81 los residuos de las series incorrectas se asemejan
más a una distribución normal, no obstante puede verse en la tabla 4.50, que
aunque se consigue una media menor la varianza es mayor en el grupo, lo que
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provoca un peor resultado en la predicción. Con este criterio se ha llegado
a un porcentaje de acierto, es decir, de detectar en modelo generador en el
31,5 % de las series.
Media Varianza ECMG ECMGpre
Correctos 2.1083 58.7755 0.9769 63.2206
Incorrectos -1.1735 70.8572 0.9078 72.2343
Tabla 4.50: Medidas descriptivas en el conjunto de comprobación y ECMG
de ajuste y predicción para ARIMA(1,1,1) con el criterio BIC2.
ECMGpre1 ECMGpre2 ECMGpre3 ECMGpre4 ECMGpre5 ECMGpre6 ECMGpre7
Correctos 0.8074 7.2651 22.6149 49.0457 82.7032 119.5105 160.5972
Incorrectos 1.1022 9.0969 27.4361 55.0929 91.1716 135.8450 185.8950
Tabla 4.51: ECM global de predicción en ARIMA(1,1,1) con el criterio BIC2
en el conjunto de comprobación.
Como se puede apreciar en las tablas 4.50 y 4.51, en el caso de utilizar
el criterio BIC2, las cosas tanto global como individualmente funcionan me-
jor en el caso en que las series son identiﬁcadas correctamente mediante el
modelo simulador de las mismas, en cuanto a mejor ajuste, se puede ver en
el gráﬁco 4.82 que las diferencias no son determinantes entre los grupos.




















































Figura 4.83: Residuos de las series correctas e incorrectas con el criterio
WFMSE en el ARIMA(1,1,1).
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Media Varianza ECMG ECMGpre
Correctos -0.1931 0.7127 1.0302 0.75
Incorrectos 0.0576 10.6160 6.3079 10.6194
Tabla 4.52: Medidas descriptivas en el conjunto de comprobación y ECMG
de ajuste y predicción para ARIMA(1,1,1) con el criterio WFMSE.





























Figura 4.84: ECM de ajuste y predicción en las series correctas e incorrectas
con el criterio WFMSE en ARIMA(1,1,1).
Se aprecia una clara mejoría en cuanto a detectar el modelo con el criterio
WFMSE tanto en predicción como en ajuste (tabla 4.52), de manera global
e individual (tabla 4.53), sin embargo, tan sólo ha sido posible identiﬁcar 2
series de las 200 generadas con el modelo ARIMA(1, 1, 1).
ECMGpre1 ECMGpre2 ECMGpre3 ECMGpre4 ECMGpre5 ECMGpre6 ECMGpre7
Correctos 0.9367 1.7903 0.5596 0.6327 0.0210 0.7517 0.5580
Incorrectos 1.1463 3.6799 5.7916 6.9934 9.8202 16.9171 29.9870
Tabla 4.53: ECM global de predicción en ARIMA(1,1,0) con el criterio WFM-
SE en el conjunto de comprobación.
Por último, estudiaremos el criterio WFMAE, en cuál al igual que el
WFMSE tan sólo cuenta con dos series en el grupo de series correctas. Por
lo que los resultados obtenidos van en la misma línea, como se puede apreciar
en los gráﬁcos 4.85 y 4.86 y en las tablas 4.54 y 4.55.
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Figura 4.85: Residuos de las series correctas e incorrectas con el criterio
WFMAE en el ARIMA(1,1,1).





























Figura 4.86: ECM de ajuste y predicción en las series correctas e incorrectas
con el criterio WFMAE en ARIMA(1,1,1).
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Media Varianza ECMG ECMGpre
Correctos -0.1931 0.7127 1.0302 0.75
Incorrectos 0.0262 12.6329 5.7176 12.6335
Tabla 4.54: Medidas descriptivas en el conjunto de comprobación y ECMG
de ajuste y predicción para ARIMA(1,1,1) con el criterio WFMAE.
ECMGpre1 ECMGpre2 ECMGpre3 ECMGpre4 ECMGpre5 ECMGpre6 ECMGpre7
Correctos 0.9367 1.7903 0.5596 0.6327 0.0210 0.7517 0.5580
Incorrectos 0.8542 2.3851 4.3589 6.6875 11.8042 22.3604 39.9844
Tabla 4.55: ECM global de predicción en ARIMA(1,1,0) con el criterio WF-
MAE en el conjunto de comprobación.
Al igual que con el criterio anterior el comportamiento con respecto a
la predicción global es el mismo, sin embargo, se aprecia una cierta mejoría
en la primera predicción individual, como ya se ha comentado dependerá
del coste que tenga esa primera predicción, lo que marcará la forma de
proceder en cada estudio.
No obstante, no hay un comportamiento homogéneo entre las series correctas
e incorrectas, con lo que el ser capaz de identiﬁcar las series no tiene gran
importancia a la hora de buscar las mejores predicciones de una serie de
tiempo. Entre los criterios AIC2, BIC y BIC2 no se aprecian diferencias
signiﬁcativas, sin embargo, en los criterios de predicción propuestos en el
capítulo 3, WFMSE y WFMAE los errores conseguidos son menores que los
casos anteriores, no obstante, las conclusiones no son aceptadas dado que el
grupo de series correctas tiene un tamaño demasiado pequeño.
Veamos que ocurre a continuación con los gráﬁcos y tablas de residuos y ECM
de ajuste y predicción, en el caso en que se respeten los criterios asociados a
cada serie con cada criterio elegido.
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Figura 4.87: Residuos obtenidos con los modelos asignados por cada criterio
a cada serie ARIMA(1,1,1).




























































































































































Figura 4.88: Residuos obtenidos con los modelos asignados por cada criterio
a cada serie ARIMA(1,1,1).














Tabla 4.56: Medidas descriptivas de los residuos de predicción (conjunto de
comprobación) para ARIMA(1,1,1).
A la vista de los gráﬁcos 4.87 y 4.88 se aprecia un comportamiento mejor
en los residuos obtenidos con el empleo de los modelos seleccionados por
los criterios ECMpre, WFMSE y WFMAE, donde la varianza es menor,
signiﬁcativamente que en el resto de las curvas representadas. En la tabla
4.56 se puede comprobar que efectivamente la varianza es mucho menor en los
criterios nombrados. Comparando los resultados obtenidos en estos criterios
con los que se recogen en la tabla 4.42 se puede ver la disminución producida
tanto en la media como en la varianza, no ocurre igual con el resto de criterios.
Veamos en la tabla 4.57 que ocurre en cuanto a las predicciones individuales,
aunque es de esperar que sean también signiﬁcativamente mejores en los
criterios de predicción propuestos en este trabajo, como viene ocurriendo en
los casos estudiados anteriormente.
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Figura 4.89: Histograma de los residuos obtenidos con los modelos asignados
por cada criterio a cada serie ARIMA(1,1,1).
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Figura 4.90: Histograma de los residuos obtenidos con los modelos asignados
por cada criterio a cada serie ARIMA(1,1,1).
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Criterio ECMGpre1 ECMGpre2 ECMGpre3 ECMGpre4 ECMGpre5 ECMGpre6 ECMGpre7
AIC 1.0628 9.0409 27.8392 57.2381 95.4906 142.8898 198.4752
AIC2 1.0526 9.0122 27.8212 56.9548 93.7961 138.3311 190.3723
ECM 1.0620 9.1178 28.0612 57.8237 97.1636 146.2331 203.9860
BIC 1.0495 8.8079 26.9431 55.3313 91.9084 135.8372 185.8372
BIC2 1.0094 8.5199 25.9174 53.1880 88.5041 130.6996 177.9262
U1 1.0620 9.1178 28.0612 57.8237 97.1636 146.2331 203.9860
U2 1.0620 9.1178 28.0612 57.8237 97.1636 146.2331 203.9860
ECMpre 1.8528 5.5180 7.0569 7.7966 9.4978 14.6491 24.6978
WMSE 1.4363 10.9858 32.0239 63.8358 106.1446 160.1374 223.3780
WFMSE 1.1442 3.6610 5.7393 6.9298 9.7222 16.7555 29.6927
WMAE 1.6140 12.1355 34.4259 67.8559 113.0911 168.6719 231.6009
WFMAE 0.8551 2.3791 4.3209 6.6270 11.6864 22.1443 39.5902
Tabla 4.57: ECM globales para cada predicción realizada en el conjunto de
comprobación en ARIMA(1,1,1).
Se puede decir que con una gran diferencia con los demás, el criterio
que mejor funciona en cuanto a predicciones individuales, es decir, consigue
obtener el menor error de predicción en la primera predicción, al igual que en
la segunda, y así hasta la séptima, es el de WFMAE e incluso el WFMSE,
donde se ve claramente una mejoría observación a observación (ver tabla
4.57).
































































































































































Figura 4.91: ECM de ajuste obtenidos con los modelos asignados por cada
criterio a cada serie ARIMA(1,1,1).
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Figura 4.92: ECM de ajuste obtenidos con los modelos asignados por cada
criterio a cada serie ARIMA(1,1,1).
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Figura 4.93: Histograma de los ECM de ajuste obtenidos con los modelos
asignados por cada criterio a cada serie ARIMA(1,1,1).
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Figura 4.94: Histograma de los ECM de ajuste obtenidos con los modelos
asignados por cada criterio a cada serie ARIMA(1,1,1).
AIC AIC2 ECM BIC BIC2 U1
ECMG 0.8453 0.8805 0.8376 0.8723 0.9295 0.8376
U2 ECMpre WMSE WFMSE WMAE WFMAE
ECMG 0.8376 6.2649 1.3026 6.2551 1.4790 5.6706
Tabla 4.58: ECM global de ajuste, ECMG, para cada criterio en modelos
ARIMA(1,1,1).
A la vista de la tabla 4.58 donde se recogen los errores cuadráticos medios
de ajuste, se observa un comportamiento que ya se nos ha dado en alguna
ocasión, y es que, los criterios que consiguen las mejores predicciones, en
muchos casos, son a su vez los que tienen un peor ajuste. En relación al
mejor ajuste, éste se consigue con los criterios clásicos.
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Figura 4.95: ECM de predicción obtenidos con los modelos asignados por
cada criterio a cada serie ARIMA(1,1,1).

















































































































































































Figura 4.96: ECM de predicción obtenidos con los modelos asignados por
cada criterio a cada serie ARIMA(1,1,1).
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Figura 4.97: Histograma de los ECM de predicción obtenidos con los modelos
asignados por cada criterio a cada serie ARIMA(1,1,1).
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Figura 4.98: Histograma de los ECM de predicción obtenidos con los modelos
asignados por cada criterio a cada serie ARIMA(1,1,1).
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AIC AIC2 ECM BIC BIC2 U1
ECMGpre 76.0052 73.9057 77.6353 72.2254 69.3949 77.6353
U2 ECMpre WMSE WFMSE WMAE WFMAE
ECMGpre 77.6353 10.1527 85.4202 10.5207 89.9135 12.5147
Tabla 4.59: ECM global de predicción, ECMGpre, para cada criterio en mo-
delos ARIMA(1,1,1).
Se ve claramente la increíble mejoría de los errores de predicción entre los
criterios ECMpre, WFMSE y WFMAE, con el resto de criterios estudiados,
dentro de éstos tres, el que obtiene un mejor valor en cuanto al error medio
de predicción global es el ECMpre, sin embargo si observamos de nuevo
la tabla 4.57 podemos comprobar como son los otros dos criterios los que
alcanzan mejores valores en las predicciones iniciales, lo que adquiere un
mayor interés, aunque ciertamente es en las 2 últimas de éstas 7 predicciones
realizadas donde el ECMpre consigue mejores resultados, sin embargo, como
ya hemos comentado en algún momento nuestro interés mayor radica en
estas primeras, ya que son las que no pueden ser actualizadas, mientras que
las demás se podrían ir perﬁlando. No obstante, determinar la mejor línea
de proceder en cada caso dependerá del objetivo ﬁjado en el estudio que se
realice en cada momento. En nuestro caso, el objetivo siempre fue penalizar
los errores dando una mayor importancia a los más próximos en el tiempo, es
por ello, que para solventar esto, la mejor manera de proceder sea utilizando
los criterios de predicción propuestos en este trabajo, es decir, los criterios
que hemos llamado WFMSE y WFMAE.
En general, en cuanto a los procesos no estacionarios podríamos apuntar
que, a la hora de conseguir una buenas predicciones, lo más cercanas al
valor real de la serie, la forma de actuar, sería utilizar cualquiera de los dos
criterios de predicción propuestos en esta tesis, WFMSE y/o WFMSE, que
asegura una mejor predicción global e individual, respetando en cada caso
el modelo elegido como óptimo para cada serie, ya que no parece existir
un modelo único mejor para las series generadas con un mismo modelo
ﬁjo, esto ha sido probado no sólo en los modelos ARIMA expuestos en este
capítulo, sino en otros donde se le han variado tanto los parámetros como los
coeﬁcientes y el comportamiento aquí detallado se ha dado en todos ellos.
Además se ha probado a seleccionar los modelos atendiendo a otra decisión,
que no sea el mínimo sino la moda, ya que al evaluar 200 series de un mismo
modelo podemos llegar a pensar que el mejor modelo será el que se elija con
mayor frecuencia y no el que minimice, sin embargo, los resultados no han
sido mejores en ningún caso, y esto ha presentado además una complejidad
añadida que es el caso en que la moda no sea única.
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4.3. Procesos Estacionarios, SARIMA(p, d, q)(P,D,Q)s
En esta sección se llevará a cabo el estudio de algunos de los procesos
estacionarios, siguiendo la misma la línea que en el apartado anterior, se
tomará s = 7, suponiendo por tanto, que los datos son diarios y presentan
una estacionalidad semanal.
Modelo SARIMA(0, 1, 1)(0, 1, 1)7, cuyos coeﬁcientes son θ1 = 0,7
y Θ1 = 0,5. (Modelo 77)
AIC AIC2 ECM BIC BIC2
Valor 2.303203 -0.4091566 0.548566 2.357884 -0.3727023
Modelo 88 77 324 88 77
Tabla 4.60: Criterios Clásicos de ajuste para SARIMA(0, 1, 1)(0, 1, 1)7.
U1 U2 ECMpre
Valor 0.01307016 0.01307128 0.052905
Modelo 317 317 123
Tabla 4.61: Criterios Clásicos de predicción para SARIMA(0, 1, 1)(0, 1, 1)7.
Ajuste Predicción
WMSE WMAE WFMSE WFMAE
Valor 0.1671818 0.2732851 0.04187303 0.1648211
Modelo 178 177 123 123
Tabla 4.62: Criterios propuestos para SARIMA(0, 1, 1)(0, 1, 1)7.
Observando las tablas 4.60, 4.61 y 4.62, vemos como el criterio AIC y BIC
seleccionan el mismo modelo, el criterio AIC2 y BIC2 también coinciden en
su elección, siendo además éste el modelo generador de la serie. En el caso
de los criterios de Theil, una vez más, su elección es la misma, los criterios
ECMpre, WFMSE y WFMAE también se decantan por el mismo modelo
(ver apéndice C).
A la vista de los gráﬁcos 4.99 y 4.100 se observa que la distribución de los
residuos en cada uno de los criterios no presenta claras diferencias entre si,
esto mismo se puede ver en los gráﬁcos 4.101 y 4.102, no obstante será en
las tablas 4.63, 4.64 y 4.66 donde se intentará obtener diferencias entre ellos
y establecer con cuál se consiguen mejores resultados.
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Figura 4.99: Residuos obtenidos con los modelos de los criterios de ajuste de
SARIMA(0, 1, 1)(0, 1, 1)7.







































































































































Figura 4.100: Residuos obtenidos con los modelos de los criterios de predic-
ción de SARIMA(0, 1, 1)(0, 1, 1)7.














Tabla 4.63: Medidas descriptivas de los residuos en el conjunto de compro-
bación para SARIMA(0, 1, 1)(0, 1, 1)7.
Residuos de AIC








































































Figura 4.101: Histograma de los residuos obtenidos con los modelos de los
criterios de ajuste de SARIMA(0, 1, 1)(0, 1, 1)7.
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Residuos de ECM











































































Figura 4.102: Histograma de los residuos obtenidos con los modelos de los
criterios de predicción de SARIMA(0, 1, 1)(0, 1, 1)7.
Criterio ECMpre1 ECMpre2 ECMpre3 ECMpre4 ECMpre5 ECMpre6 ECMpre7
AIC 1.2021 1.1712 1.2984 1.2613 1.2357 1.5516 1.5505
AIC2 1.1652 1.0984 1.2602 1.2206 1.2074 1.5365 1.5354
ECM 1.2498 1.2094 1.3450 1.2802 1.2509 1.5539 1.5638
BIC 1.2021 1.1712 1.2984 1.2613 1.2357 1.5516 1.5505
BIC2 1.1652 1.0984 1.2602 1.2206 1.2074 1.5365 1.5354
U1 1.2026 1.1327 1.3114 1.2788 1.2261 1.5897 1.5781
U2 1.2026 1.1327 1.3114 1.2788 1.2261 1.5897 1.5781
ECMpre 1.6562 1.9802 2.1458 2.3180 2.5154 2.9032 3.4480
WMSE 1.3705 1.4778 1.5533 1.5610 1.5055 1.6758 1.7633
WFMSE 1.6562 1.9802 2.1458 2.3180 2.5154 2.9032 3.4480
WMAE 1.3947 1.4688 1.5768 1.5847 1.5457 1.6465 1.7257
WFMAE 1.6562 1.9802 2.1458 2.3180 2.5154 2.9032 3.4480
Tabla 4.64: ECMpre global para cada predicción realizada en el conjunto de
comprobación en SARIMA(0, 1, 1)(0, 1, 1)7.
En la tabla 4.63 podemos ver las medidas descriptivas para los residuos
obtenidos en el conjunto de comprobación haciendo uso del modelo mínimo
seleccionado por cada criterio en cada una de las 200 series estudiadas, se
observa unas medias bajas, por lo que la media de errores es bastante buena,
y una buena varianza también, más o menos similar en los distintos criterios.
Estudiando las predicciones individuales (tabla 4.64), se puede determinar
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que en este caso, al contrario que ocurría en los procesos no estacionarios,
los errores de predicción se mantienen más o menos homogéneos a medida
que avanzamos el instante de predicción, además no se aprecian diferencias
importantes en ningún criterio concreto. Veamos a continuación lo que ocurre
con el ajuste.
AIC AIC2 ECM BIC BIC2 U1
ECMG 0.87 0.9674 0.8092 0.87 0.9674 0.8711
U2 ECMpre WMSE WFMSE WMAE WFMAE
ECMG 0.8711 1.1764 0.9929 1.1764 1.0181 1.1764
Tabla 4.65: El ECM global de ajuste, ECMG, para cada criterio en modelos
SARIMA(0, 1, 1)(0, 1, 1)7.
En cuanto al ajuste, en este tipo de modelos, observamos en la tabla
4.65, que al igual que en los procesos estacionarios los criterios propuestos no
establecen buenos resultados al respecto y son los clásicos los que consiguen
los mejores ajustes.
















































































































































Figura 4.103: ECM de ajuste de los modelos obtenidos con los criterios de
ajuste en SARIMA(0, 1, 1)(0, 1, 1)7.
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Figura 4.104: ECM de ajuste de los modelos obtenidos con los criterios de
predicción en SARIMA(0, 1, 1)(0, 1, 1)7.
ECM de AIC























































































Figura 4.105: Histograma de los ECM de ajuste de los modelos obtenidos
con los criterios de ajuste en SARIMA(0, 1, 1)(0, 1, 1)7.
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Figura 4.106: Histograma de los ECM de ajuste de los modelos obtenidos
con los criterios de predicción en SARIMA(0, 1, 1)(0, 1, 1)7.
















































































































































Figura 4.107: ECM de predicción de los modelos obtenidos con los criterios
de ajuste en SARIMA(0, 1, 1)(0, 1, 1)7.
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Figura 4.108: ECM de predicción de los modelos obtenidos con los criterios
de predicción en SARIMA(0, 1, 1)(0, 1, 1)7.
ECMpre de AIC























































































Figura 4.109: Histograma de los ECM de predicción de los modelos obtenidos
con los criterios de ajuste en SARIMA(0, 1, 1)(0, 1, 1)7.
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Figura 4.110: Histograma de los ECM de predicción de los modelos obtenidos
con los criterios de predicción en SARIMA(0, 1, 1)(0, 1, 1)7.
AIC AIC2 ECM BIC BIC2 U1
ECMGpre 1.3244 1.2891 1.3504 1.3244 1.2891 1.3313
U2 ECMpre WMSE WFMSE WMAE WFMAE
ECMGpre 1.3313 2.4238 1.5582 2.4238 1.5633 2.4238
Tabla 4.66: ECM global de predicción, ECMGpre, para cada criterio en mo-
delos SARIMA(0, 1, 1)(0, 1, 1)7.
En la tabla 4.66 donde se recogen los ECM globales de predicción, pode-
mos observar que los resultados obtenidos con los diversos criterios no son
satisfactorios, lo que nos lleva a estudiar el caso de diferenciar entre las series
donde se detecta el modelo por el que fueron simuladas de aquellas en que
no es posible identiﬁcarlas.
Los criterios que han sido capaces de detectar en alguna serie (al menos 2
de las 200) el modelo generador de los datos han sido AIC2, BIC, BIC2 y
WFMAE.
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Figura 4.111: Residuos de las series correctas e incorrectas con el criterio
AIC2 en el SARIMA(0, 1, 1)(0, 1, 1)7.






















Figura 4.112: ECM de ajuste y predicción en las series correctas e incorrectas
con el criterio AIC2 en SARIMA(0, 1, 1)(0, 1, 1)7.
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Media Varianza ECMG ECMGpre
Correctos 0.1823 1.3225 0.7746 1.3557
Incorrectos -0.0614 1.4110 0.8316 1.4148
Tabla 4.67: Medidas descriptivas de los residuos del conjunto de comproba-
ción y ECMG de ajuste y predicción para SARIMA(0, 1, 1)(0, 1, 1)7 con el
criterio AIC2.
ECMGpre1 ECMGpre2 ECMGpre3 ECMGpre4 ECMGpre5 ECMGpre6 ECMGpre7
Correctos 1.0259 0.6201 0.6411 1.5699 2.1886 1.3848 2.0597
Incorrectos 1.1810 1.2162 1.2064 1.4520 1.4768 1.7430 1.6283
Tabla 4.68: ECM global de predicción en SARIMA(0, 1, 1)(0, 1, 1)7 con el
criterio AIC2 en el conjunto de comprobación.
A la vista del gráﬁco 4.111 las diferencias que se aprecian entre los dos
grupos de series son mínimas, si observamos los resultados recogidos en la
tabla 4.67 se pude comprobar como la varianza en ambas series, el ECMG y
el ECMGpre toman valores muy similares, aunque en las series incorrectas
se consigue una media de error inferior que en las correctas.
En el gráﬁco 4.112 se puede apreciar con un poco más de claridad las dife-
rencias establecidas entre ambos grupos sobre todo con respecto al ECMpre.
Sin embargo, ante la tabla 4.68 se consiguen menores errores de predicción
en los primeros instantes de predicción en las series correctas aumentando
en las últimas estimaciones realizadas, en cambio en las series incorrectas
los errores cometidos se mantienen homogéneos a medida que aumenta el
instante de predicción.
Con el criterio que acabamos de estudiar, AIC2, se consigue que el grupo
de las series bien identiﬁcadas esté formado por 9 de las series estudiadas
quedando por tanto, en el grupo de las incorrectas un tamaño de 191 series.
Continuamos con el estudio del criterio BIC, donde se establece un menor
porcentaje de identiﬁcación, siendo éste tan sólo del 1,5 % de series correc-
tamente identiﬁcadas.
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Figura 4.113: Residuos de las series correctas e incorrectas con el criterio
BIC en el SARIMA(0, 1, 1)(0, 1, 1)7.






















Figura 4.114: ECM de ajuste y predicción en las series correctas e incorrectas
con el criterio BIC en SARIMA(0, 1, 1)(0, 1, 1)7.
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Media Varianza ECMG ECMGpre
Correctos 0.8490 0.5715 0.8258 1.2924
Incorrectos -0.0405 1.3776 0.8347 1.3792
Tabla 4.69: Medidas descriptivas de los residuos del conjunto de comproba-
ción y ECMG de ajuste y predicción global para SARIMA(0, 1, 1)(0, 1, 1)7
con el criterio BIC.
ECMGpre1 ECMGpre2 ECMGpre3 ECMGpre4 ECMGpre5 ECMGpre6 ECMGpre7
Correctos 0.5035 0.4215 1.4810 0.3666 2.7579 1.5573 1.9588
Incorrectos 1.1844 1.2040 1.1970 1.4186 1.4411 1.6454 1.5638
Tabla 4.70: ECM global de predicción en SARIMA(0, 1, 1)(0, 1, 1)7 con el
criterio BIC en el conjunto de comprobación.
En los gráﬁcos 4.113 se comprueba como la curva que más se asemeja a
una normal es la obtenida en el caso de las series incorrectas, sin embargo y
a la vista de los datos recogidos en la tabla 4.69 aunque la menor media se
consiga en este grupo, en el grupo de series correctas se alcanza una varianza
menor, y por tanto, una leve mejoría en cuanto al ECMGpre, comportando
el ajuste de manera muy similar entre los dos grupos donde no se pueden
establecer diferencias signiﬁcativas al respecto, lo que puede comprobarse de
manera gráﬁca en el gráﬁco 4.114, donde además tampoco se observa dife-
rencias importantes en cuanto al ECMpre, aunque cabe destacar que según
la tabla 4.70, es en las series correctas donde se consigue una mejor precisión
es la estimación de los dos primeros instantes de predicción, comportándose
el aumento de los errores a lo largo del horizonte de predicción de manera
similar a lo que ocurría con el criterio AIC2.
Con el criterio BIC2 que se mostrará a continuación, el comportamiento glo-
bal de los residuos y de los ECMG de ajuste y predicción se distribuyen
de manera similar a los criterios ya estudiados (tabla 4.71), cabe mencionar
que en cuanto a los ECMGpre individual (tabla 4.72), en esta ocasión no se
establecen diferencias entre los grupos, y el error cometido a lo largo de las
7 predicciones realizadas es homogéneo y sin diferencias entre grupos.
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Figura 4.115: Residuos de las series correctas e incorrectas con el criterio
BIC2 en el SARIMA(0, 1, 1)(0, 1, 1)7.
Media Varianza ECMG ECMGpre
Correctos 0.1289 1.4871 0.8655 1.5038
Incorrectos -0.0828 1.2496 0.8837 1.2565
Tabla 4.71: Medidas descriptivas en el conjunto de comprobación y ECMG
de ajuste y predicción para SARIMA(0, 1, 1)(0, 1, 1)7 con el criterio BIC2.
ECMGpre1 ECMGpre2 ECMGpre3 ECMGpre4 ECMGpre5 ECMGpre6 ECMGpre7
Correctos 1.2306 1.2628 1.2451 1.5824 1.6945 1.8784 1.6325
Incorrectos 1.1554 1.0716 1.1307 1.3071 1.2989 1.4269 1.4049
Tabla 4.72: ECM global de predicción en SARIMA(0, 1, 1)(0, 1, 1)7 con el
criterio BIC2 en el conjunto de comprobación.
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Figura 4.116: ECM de ajuste y predicción en las series correctas e incorrectas
con el criterio BIC2 en SARIMA(0, 1, 1)(0, 1, 1)7.
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Figura 4.117: Residuos de las series correctas e incorrectas con el criterio
WFMAE en el SARIMA(0, 1, 1)(0, 1, 1)7.
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Media Varianza ECMG ECMGpre
Correctos -0.0033 0.6759 1.0596 0.6759
Incorrectos -0.0147 0.8388 1.3764 0.8390
Tabla 4.73: Medidas descriptivas en el conjunto de comprobación y ECMG de
ajuste y predicción para SARIMA(0, 1, 1)(0, 1, 1)7 con el criterio WFMAE.






















Figura 4.118: ECM de ajuste y predicción en las series correctas e incorrectas
con el criterio WFMAE en SARIMA(0, 1, 1)(0, 1, 1)7.
ECMGpre1 ECMGpre2 ECMGpre3 ECMGpre4 ECMGpre5 ECMGpre6 ECMGpre7
Correctos 0.3327 0.1381 0.0311 2.7731 0.2835 0.8764 0.2962
Incorrectos 0.3882 0.5871 0.7715 0.8154 0.9265 1.0181 1.3663
Tabla 4.74: ECM global de predicción en SARIMA(0, 1, 1)(0, 1, 1)7 con el
criterio WFMAE en el conjunto de comprobación.
A la vista de la gráﬁca 4.118 no se aprecian diferencias signiﬁcativas entre
conseguir detectar el modelo generador de no conseguirlo, sin embargo en la
gráﬁca 4.117 se muestra como el tamaño del grupo de las series correctas es
tan sólo de dos series, con lo que no podemos establecer conclusiones ﬁables
al respecto del comportamiento de este criterio en los grupos establecidos. En
la tabla 4.73 se establecen una ciertas mejorías en los resultados obtendios
en las series correctas contra las incorrectas sin ser éstos decisivos, en cuanto
a las predicciones individuales (tabla 4.74) el comportamiento no presenta
diferencias notables. En relación a los otros criterios AIC2, BIC, y BIC2 se
consigue con este criterio, WFMAE unos resultados más esperanzadores.
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Figura 4.119: Residuos obtenidos con los modelos asignados por cada criterio
a cada serie SARIMA(0, 1, 1)(0, 1, 1)7.
















































































































































Figura 4.120: Residuos obtenidos con los modelos asignados por cada criterio
a cada serie SARIMA(0, 1, 1)(0, 1, 1)7.














Tabla 4.75: Medidas descriptivas de los residuos de predicción (conjunto de
comprobación) para SARIMA(0, 1, 1)(0, 1, 1)7.
Residuos de AIC

















































































Figura 4.121: Histograma de los residuos obtenidos con los modelos asignados
por cada criterio a cada serie SARIMA(0, 1, 1)(0, 1, 1)7.
4.3. Procesos Estacionarios, SARIMA(p, d, q)(P,D,Q)s 143
Residuos de ECM











































































Figura 4.122: Histograma de los residuos obtenidos con los modelos asignados
por cada criterio a cada serie SARIMA(0, 1, 1)(0, 1, 1)7.
Criterio ECMGpre1 ECMGpre2 ECMGpre3 ECMGpre4 ECMGpre5 ECMGpre6 ECMGpre7
AIC 1.2457 1.2527 1.1712 1.4835 1.4942 1.7336 1.7060
AIC2 1.1741 1.1894 1.1809 1.4573 1.5088 1.7269 1.6478
ECM 1.2505 1.2237 1.1740 1.4562 1.5123 1.6860 1.6940
BIC 1.1742 1.1923 1.2012 1.4028 1.4609 1.6440 1.5697
BIC2 1.1802 1.1347 1.1685 1.3979 1.4295 1.5759 1.48
U1 1.2505 1.2237 1.1740 1.4562 1.5123 1.6860 1.6940
U2 1.2505 1.2237 1.1740 1.4562 1.5123 1.6860 1.6940
ECMpre 0.6322 0.6623 0.7470 0.7056 0.7153 0.6757 0.6273
WMSE 4.7641 6.3009 6.3996 6.6371 7.2854 7.8307 7.4693
WFMSE 0.4371 0.5443 0.7040 0.6784 0.8457 0.8423 0.9770
WMAE 1.5392 1.5381 1.7041 1.5880 2.0374 2.0906 1.8237
WFMAE 0.3877 0.5826 0.7641 0.8350 0.9201 1.0167 1.3556
Tabla 4.76: ECM globales para cada predicción realizada en el conjunto de
comprobación en SARIMA(0, 1, 1)(0, 1, 1)7.
En la tabla 4.75 se observa una disminución de la varianza en los criterios
ECMpre, WFMSE y WFMAE con respecto al resto de criterios y con res-
pecto a los resultados obtenidos en estos mismos criterios en la tabla 4.63,
donde la mejoría es más acusada. Atendiendo a la tabla 4.76 las mejores
predicciones se consiguen en los criterios mencionados manteniéndose ade-
más a lo largo de todo el horizonte de predicción y mejorando también los
resultados analizados en la tabla 4.64.
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Figura 4.123: ECM de ajuste obtenidos con los modelos asignados por cada
criterio a cada serie SARIMA(0, 1, 1)(0, 1, 1)7.







































































































































Figura 4.124: ECM de ajuste obtenidos con los modelos asignados por cada
criterio a cada serie SARIMA(0, 1, 1)(0, 1, 1)7.
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Figura 4.125: Histograma de los ECM de ajuste obtenidos con los modelos
asignados por cada criterio a cada serie SARIMA(0, 1, 1)(0, 1, 1)7.
ECM de ECM























































































Figura 4.126: Histograma de los ECM de ajuste obtenidos con los modelos
asignados por cada criterio a cada serie SARIMA(0, 1, 1)(0, 1, 1)7.
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AIC AIC2 ECM BIC BIC2 U1
ECMG 0.8053 0.8290 0.7978 0.8345 0.8770 0.7978
U2 ECMpre WMSE WFMSE WMAE WFMAE
ECMG 0.7978 1.2762 1.0343 1.3325 1.0895 1.3732
Tabla 4.77: ECM global de ajuste, ECMG, para cada criterio en modelos
SARIMA(0, 1, 1)(0, 1, 1)7.
















































































































































Figura 4.127: ECM de predicción obtenidos con los modelos asignados por
cada criterio a cada serie SARIMA(0, 1, 1)(0, 1, 1)7.
En la tabla 4.77 obtenemos lo que viene siendo habitual a lo largo de
los estudios realizados, y es que el mejor ajuste se alcanza con los criterios
clásicos, siendo el peor de los ajustes coincidentes en los criterios donde
se consiguen los mejores resultados de predicción. Este comportamiento se
observa de manera visual en las gráﬁcas 4.123 a 4.126.
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Figura 4.128: ECM de predicción obtenidos con los modelos asignados por
cada criterio a cada serie SARIMA(0, 1, 1)(0, 1, 1)7.
ECMpre de AIC























































































Figura 4.129: Histograma de los ECM de predicción obtenidos con los mo-
delos asignados por cada criterio a cada serie SARIMA(0, 1, 1)(0, 1, 1)7.
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Figura 4.130: Histograma de los ECM de predicción obtenidos con los mo-
delos asignados por cada criterio a cada serie SARIMA(0, 1, 1)(0, 1, 1)7.
AIC AIC2 ECM BIC BIC2 U1
ECMGpre 1.4410 1.4122 1.4281 1.3779 1.3381 1.4281
U2 ECMpre WMSE WFMSE WMAE WFMAE
ECMGpre 1.4281 0.6808 6.6610 0.7184 1.7602 0.8374
Tabla 4.78: ECM global de predicción, ECMGpre, para cada criterio en mo-
delos SARIMA(0, 1, 1)(0, 1, 1)7.
En esta tabla, 4.78 se aprecian diferencias signiﬁcativas en cuanto a los
resultados globales de predicción, donde se alcanzan los mejores resultados
en los criterios ECMpre, WFMSE y WFMAE, no obstante, es preferible el
empleo de los criterios de predicción propuestos ante el ECMpre, ya que no
sólo en los resultados globales se mejora con respecto al resto sino también
en los resultados individuales como veíamos en la tabla 4.76. Los resulta-
dos de la tabla 4.66 también son mejorados en los criterios de predicción
nombrados por los expuestos en la tabla superior (4.78), donde se aprecia
la importante disminución de los errores de predicción, de forma inversa se
observa también como el ajuste empeora de la tabla 4.65 a los resultados de
la tabla 4.77 atendiendo a los criterios que se han citado como los mejores
para la predicción, ECMpre, WFMSE y WFMAE.
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Modelo SARIMA(1, 1, 0)(0, 1, 1)7, cuyos coeﬁcientes son φ1 =
0,7 y Θ1 = 0,5. (Modelo 167)
AIC AIC2 ECM BIC BIC2
Valor 2.304187 -0.4141506 0.551709 2.358869 -0.3635506
Modelo 178 293 324 178 167
Tabla 4.79: Criterios Clásicos de ajuste para SARIMA(1, 1, 0)(0, 1, 1)7.
U1 U2 ECMpre
Valor 1.300835e-3 1.300837e-3 0.06946
Modelo 303 303 133
Tabla 4.80: Criterios Clásicos de predicción para SARIMA(1, 1, 0)(0, 1, 1)7.
Ajuste Predicción
WMSE WMAE WFMSE WFMAE
Valor 0.1203786 0.2395678 0.070043 0.2181408
Modelo 88 160 133 133
Tabla 4.81: Criterios propuestos para SARIMA(1, 1, 0)(0, 1, 1)7.
En la tabla 4.79, se puede comprobar como el criterio AIC y BIC se-
leccionan el mismo modelo para predecir, en esta ocasión ese modelo es
SARIMA(1, 1, 0)(2, 1, 0)7, es el criterio BIC2 el único que seleccionan el mo-
delo coincidente con el modelo SARIMA utilizado para generar las series.
En la tabla 4.80, se tiene una vez más que los criterios de Theil han elegido
el mismo modelo (SARIMA(2, 1, 1)(2, 0, 2)7) y observando también la tabla
4.81, veremos, como los criterios ECMpre, WFMSE y WFMAE, como ya ha
ocurrido también en alguna otra ocasión, han seleccionado el mismo modelo,
en esta ocasión un SARIMA(1, 0, 1)(1, 0, 0)7.
150 Capítulo 4. Simulación de Modelos




























































































































































Figura 4.131: Residuos obtenidos con los modelos de los criterios de ajuste
de SARIMA(1, 1, 0)(0, 1, 1)7.


























































































































































Figura 4.132: Residuos obtenidos con los modelos de los criterios de predic-
ción de SARIMA(1, 1, 0)(0, 1, 1)7.














Tabla 4.82: Medidas descriptivas de los residuos en el conjunto de compro-
bación para SARIMA(1, 1, 0)(0, 1, 1)7.
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Figura 4.133: Histograma de los residuos obtenidos con los modelos de los
criterios de ajuste de SARIMA(1, 1, 0)(0, 1, 1)7.
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Figura 4.134: Histograma de los residuos obtenidos con los modelos de los
criterios de predicción de SARIMA(1, 1, 0)(0, 1, 1)7.
Criterio ECMpre1 ECMpre2 ECMpre3 ECMpre4 ECMpre5 ECMpre6 ECMpre7
AIC 1.2973 3.7218 8.0328 13.5712 21.5255 29.7147 39.2994
AIC2 1.3020 3.7079 7.9392 13.6194 21.6108 29.5766 38.9309
ECM 1.5527 4.2678 9.0046 14.9441 23.2271 32.8749 43.8394
BIC 1.2973 3.7218 8.0328 13.5712 21.5255 29.7147 39.2994
BIC2 1.2295 3.6236 7.7989 13.5308 21.5060 29.4007 38.6650
U1 1.5058 4.1554 9.2118 15.3338 23.7623 33.6421 45.8417
U2 1.5058 4.1554 9.2118 15.3338 23.7623 33.6421 45.8417
ECMpre 2.1475 6.3152 12.9828 19.9953 29.2966 42.7398 55.5494
WMSE 1.7528 5.9936 12.4138 19.3926 28.6365 38.6923 49.1212
WFMSE 2.1475 6.3152 12.9828 19.9953 29.2966 42.7398 55.5494
WMAE 1.5066 4.6767 10.3881 17.2923 26.3291 35.5723 45.7253
WFMAE 2.1475 6.3152 12.9828 19.9953 29.2966 42.7398 55.5494
Tabla 4.83: ECMpre global para cada predicción realizada en el conjunto de
comprobación en SARIMA(1, 1, 0)(0, 1, 1)7.
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Figura 4.135: ECM de ajuste de los modelos obtenidos con los criterios de
ajuste en SARIMA(1, 1, 0)(0, 1, 1)7.

































































































































































Figura 4.136: ECM de ajuste de los modelos obtenidos con los criterios de
predicción en SARIMA(1, 1, 0)(0, 1, 1)7.
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Figura 4.137: Histograma de los ECM de ajuste de los modelos obtenidos
con los criterios de ajuste en SARIMA(1, 1, 0)(0, 1, 1)7.
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Figura 4.138: Histograma de los ECM de ajuste de los modelos obtenidos
con los criterios de predicción en SARIMA(1, 1, 0)(0, 1, 1)7.
4.3. Procesos Estacionarios, SARIMA(p, d, q)(P,D,Q)s 155
AIC AIC2 ECM BIC BIC2 U1
ECMG 0.9210 0.9879 0.8621 0.9210 1.0109 0.9141
U2 ECMpre WMSE WFMSE WMAE WFMAE
ECMG 0.9141 1.3912 1.1492 1.3912 0.9994 1.3912
Tabla 4.84: El ECM global de ajuste, ECMG, para cada criterio en modelos
SARIMA(1, 1, 0)(0, 1, 1)7.




































































































































































Figura 4.139: ECM de predicción de los modelos obtenidos con los criterios
de ajuste en SARIMA(1, 1, 0)(0, 1, 1)7.
Existen diferencias mínimas entre los criterios, aunque cabe mencionar
que la varianza es peor en los últimos 5 criterios mostrados en la tabla 4.82,
también en éstos últimos criterios se alcanzan peores resultados atendiendo a
los ECMGpre individual (ver tabla 4.83). En las predicciones realizadas a lo
largo del horizonte establecido el aumento en cuanto a los errores cometidos
va creciendo en mayor medida cada vez, aunque es un comportamiento que
tienen todos los criterios en una forma más acusada en los criterios mencio-
nados. En cuanto al ajuste también en estos criterios es peor aunque en este
caso las diferencias con el resto son menos acusadas (tabla 4.84).
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Figura 4.140: ECM de predicción de los modelos obtenidos con los criterios
de predicción en SARIMA(1, 1, 0)(0, 1, 1)7.
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Figura 4.141: Histograma de los ECM de predicción de los modelos obtenidos
con los criterios de ajuste en SARIMA(1, 1, 0)(0, 1, 1)7.
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Figura 4.142: Histograma de los ECM de predicción de los modelos obtenidos
con los criterios de predicción en SARIMA(1, 1, 0)(0, 1, 1)7.
AIC AIC2 ECM BIC BIC2 U1
ECMGpre 16.7375 16.6695 18.5301 16.7375 16.5364 19.0647
U2 ECMpre WMSE WFMSE WMAE WFMAE
ECMGpre 19.0647 24.1467 22.2861 24.1467 20.2129 24.1467
Tabla 4.85: ECM global de predicción, ECMGpre, para cada criterio en mo-
delos SARIMA(1, 1, 0)(0, 1, 1)7.
En la tabla 4.85 se recoge de nuevo el mal comportamiento de los últimos
5 criterios, donde se puede ver como los resultados globales de predicción son
superiores al resto de criterios evaluados.
Continuamos, con el análisis de los series diferenciando entre correctas y no
correctas, como ya se ha comentado no todos los criterios son evaluados de
esta manera ya que existen algunos de ellos que no son capaces de detectar en
ningún caso el modelo real de las series. Los criterios que han sido capaces
de detectar el modelo generador de los datos han sido AIC2 (7,5 %), BIC
(3 %), BIC2 (43 %), WFMSE (2 %) y WFMAE (2 %).
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Figura 4.143: Residuos de las series correctas e incorrectas con el criterio
AIC2 en el SARIMA(1, 1, 0)(0, 1, 1)7.
Media Varianza ECMG ECMGpre
Correctos 0.8209 20.2739 0.9321 20.9478
Incorrectos -0.2672 17.7095 0.8933 17.7809
Tabla 4.86: Medidas descriptivas de los residuos del conjunto de comproba-
ción y ECMG de ajuste y predicción para SARIMA(1, 1, 0)(0, 1, 1)7 con el
criterio AIC2.
En el gráﬁco 4.143 se observa como el comportamiento de los residuos
en el conjunto de comprobación de las series incorrectas tiene una mejor
distribución que en el conjunto de las series correctas, esto se reﬂeja tam-
bién en los resultados recogidos en la tabla 4.86, donde la media es inferior,
también lo es la varianza, y atendiendo a los resultados globales del ECM
y del ECMpre también se obtiene una mejoría con respecto al grupo de las
series bien determinadas. Sin embargo, al analizar los resultados individuales
(tabla 4.87) la primera estimación es mejor en el conjunto de series correctas,
pero en el resto a excepción de la última se comportan mejor en el conjunto
de series incorrectas, cabria destacar también en esta ocasión que el aumento
de los errores a lo largo del horizonte de predicción se produce de manera
mas acusada, aunque de igual manera en un conjunto que en otro.
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Figura 4.144: ECM de ajuste y predicción en las series correctas e incorrectas
con el criterio AIC2 en SARIMA(1, 1, 0)(0, 1, 1)7.
ECMGpre1 ECMGpre2 ECMGpre3 ECMGpre4 ECMGpre5 ECMGpre6 ECMGpre7
Correctos 1.2045 4.5404 9.7374 18.3655 31.9843 39.3747 41.4281
Incorrectos 1.3819 3.8762 8.2907 14.2014 22.0123 31.4073 43.2963
Tabla 4.87: ECM global de predicción en SARIMA(1, 1, 0)(0, 1, 1)7 con el
criterio AIC2 en el conjunto de comprobación.
En el criterio BIC se puede comprobar que el comportamiento de los
residuos es igual que el descrito en el caso del criterio AIC2, esto se puede
ver en el gráﬁco 1.145 y se puede corroborar con los resultados expuestos en
la tabla 4.88.
En cuanto a los resultados de predicción global individual, tabla 4.89, hay
algunas diferencias con respecto al anterior criterio ya que en esta ocasión la
primera de las predicciones es mejor en las series correctas, pero la segunda
también lo es aunque con una diferencia menor, sin embargo en el resto de
las estimaciones es en el conjunto de las series incorrectas donde se llegan a
cometer errores menores, aumentando éstos en ambos grupos a medida que
la predicción see aleja en el tiempo.
160 Capítulo 4. Simulación de Modelos




































Figura 4.145: Residuos de las series correctas e incorrectas con el criterio
BIC en el SARIMA(1, 1, 0)(0, 1, 1)7.
Media Varianza ECMG ECMGpre
Correctos 0.2145 29.4149 0.9494 29.4610
Incorrectos -0.0821 17.5050 0.8909 17.5117
Tabla 4.88: Medidas descriptivas de los residuos del conjunto de comproba-
ción y ECMG de ajuste y predicción global para SARIMA(1, 1, 0)(0, 1, 1)7
con el criterio BIC.
ECMGpre1 ECMGpre2 ECMGpre3 ECMGpre4 ECMGpre5 ECMGpre6 ECMGpre7
Correctos 0.8108 3.9279 9.9781 22.3213 40.7690 58.2274 70.1924
Incorrectos 1.4311 4.0409 8.5019 14.1221 21.7307 30.8720 41.8834
Tabla 4.89: ECM global de predicción en SARIMA(1, 1, 0)(0, 1, 1)7 con el
criterio BIC en el conjunto de comprobación.
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Figura 4.146: ECM de ajuste y predicción en las series correctas e incorrectas
con el criterio BIC en SARIMA(1, 1, 0)(0, 1, 1)7.




































Figura 4.147: Residuos de las series correctas e incorrectas con el criterio
BIC2 en el SARIMA(1, 1, 0)(0, 1, 1)7.
162 Capítulo 4. Simulación de Modelos
Media Varianza ECMG ECMGpre
Correctos -0.1484 19.8774 0.9368 19.8994
Incorrectos 0.0265 16.1628 0.9489 16.1635
Tabla 4.90: Medidas descriptivas en el conjunto de comprobación y ECMG
de ajuste y predicción para SARIMA(1, 1, 0)(0, 1, 1)7 con el criterio BIC2.




































Figura 4.148: ECM de ajuste y predicción en las series correctas e incorrectas
con el criterio BIC2 en SARIMA(1, 1, 0)(0, 1, 1)7.
ECMGpre1 ECMGpre2 ECMGpre3 ECMGpre4 ECMGpre5 ECMGpre6 ECMGpre7
Correctos 1.1757 3.8277 8.6656 16.5814 26.9242 36.0894 46.0316
Incorrectos 1.4621 3.7149 7.5768 12.0932 18.5942 28.4926 41.2105
Tabla 4.91: ECM global de predicción en SARIMA(1, 1, 0)(0, 1, 1)7 con el
criterio BIC2 en el conjunto de comprobación.
El criterio BIC2 que se representa en los gráﬁcos 4.147 y 4.148 tiene
un comportamiento prácticamente igual que el que se ha analizado para el
criterio BIC, por lo que no hay ninguna característica especial que nombrar
en este estudio.
Veamos por último que ocurre con los criterios WFMSE yWFMAE, teniendo
en cuenta que los porcentajes de acierto han sido muy bajos.
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Figura 4.149: Residuos de las series correctas e incorrectas con el criterio
WFMSE en el SARIMA(1, 1, 0)(0, 1, 1)7.
Media Varianza ECMG ECMGpre
Correctos 1.6646 7.64 4.3721 10.4110
Incorrectos -0.0035 3.1651 4.3120 3.1651
Tabla 4.92: Medidas descriptivas en el conjunto de comprobación y ECMG
de ajuste y predicción para SARIMA(1, 1, 0)(0, 1, 1)7 con el criterio WFMSE.
ECMGpre1 ECMGpre2 ECMGpre3 ECMGpre4 ECMGpre5 ECMGpre6 ECMGpre7
Correctos 10.9112 2.9937 6.1459 0.5709 7.9553 7.6191 36.6809
Incorrectos 0.8070 1.7877 2.1494 2.6948 3.4576 4.2876 6.9718
Tabla 4.93: ECM global de predicción en SARIMA(1, 1, 0)(0, 1, 1)7 con el
criterio WFMSE en el conjunto de comprobación.
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Figura 4.150: ECM de ajuste y predicción en las series correctas e incorrectas
con el criterio WFMSE en SARIMA(1, 1, 0)(0, 1, 1)7.








































Figura 4.151: Residuos de las series correctas e incorrectas con el criterio
WFMAE en el SARIMA(1, 1, 0)(0, 1, 1)7.
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Media Varianza ECMG ECMGpre
Correctos 1.6646 7.64 4.3721 10.4110
Incorrectos -0.0239 3.4030 3.9744 3.4036
Tabla 4.94: Medidas descriptivas en el conjunto de comprobación y ECMG de
ajuste y predicción para SARIMA(1, 1, 0)(0, 1, 1)7 con el criterio WFMAE.




































Figura 4.152: ECM de ajuste y predicción en las series correctas e incorrectas
con el criterio WFMAE en SARIMA(1, 1, 0)(0, 1, 1)7.
ECMGpre1 ECMGpre2 ECMGpre3 ECMGpre4 ECMGpre5 ECMGpre6 ECMGpre7
Correctos 10.9112 2.9937 6.1459 0.5709 7.9553 7.6191 36.6809
Incorrectos 0.7164 1.6375 1.8259 2.2742 3.2667 5.0041 9.1001
Tabla 4.95: ECM global de predicción en SARIMA(1, 1, 0)(0, 1, 1)7 con el
criterio WFMAE en el conjunto de comprobación.
En la tabla 4.92 se aprecia una acusada mejoría en las series incorrec-
tas ante las correctas, gráﬁcamente se ve en gráﬁca 4.149, está mejoría se
da incluso si se compara con los resultados obtenidos en los criterios anali-
zados anteriormente, también en las predicciones individuales (tabla 4.93),
el comportamiento es mejor en las incorrectas y además el aumento en los
errores cometidos a lo largo del horizonte de predicción crece de una manera
más lenta que en las correctas, este mismo comportamiento se repite con el
criterio WFMAE (ver tabla 4.94 y 4.95).
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Figura 4.153: Residuos obtenidos con los modelos asignados por cada criterio
a cada serie SARIMA(1, 1, 0)(0, 1, 1)7.
























































































































































Figura 4.154: Residuos obtenidos con los modelos asignados por cada criterio
a cada serie SARIMA(1, 1, 0)(0, 1, 1)7.














Tabla 4.96: Medidas descriptivas de los residuos de predicción (conjunto de
comprobación) para SARIMA(1, 1, 0)(0, 1, 1)7.
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Figura 4.155: Histograma de los residuos obtenidos con los modelos asignados
por cada criterio a cada serie SARIMA(1, 1, 0)(0, 1, 1)7.
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Figura 4.156: Histograma de los residuos obtenidos con los modelos asignados
por cada criterio a cada serie SARIMA(1, 1, 0)(0, 1, 1)7.
Criterio ECMGpre1 ECMGpre2 ECMGpre3 ECMGpre4 ECMGpre5 ECMGpre6 ECMGpre7
AIC 1.4761 4.0640 8.7250 14.6755 22.6707 31.6804 42.3137
AIC2 1.3686 3.9260 8.3992 14.5137 22.7602 32.0049 43.1562
ECM 1.5317 4.2107 9.0141 15.0821 23.4273 33.2255 44.8657
BIC 1.4124 4.0375 8.5462 14.3680 22.3019 31.6926 42.7327
BIC2 1.3390 3.7634 8.0450 14.0232 22.1761 31.7592 43.2836
U1 1.5317 4.2107 9.0141 15.0821 23.4273 33.2255 44.8657
U2 1.5317 4.2107 9.0141 15.0821 23.4273 33.2255 44.8657
ECMpre 1.0093 1.8132 2.2337 2.6549 3.5475 4.3512 7.5604
WMSE 2.0103 5.7044 12.5563 20.7007 32.5525 48.7108 65.1136
WFMSE 1.0091 1.8119 2.2293 2.6524 3.5476 4.3542 7.5660
WMAE 2.7141 9.8020 22.4624 40.4550 64.6540 94.3537 126.1414
WFMAE 0.9203 1.6646 1.9123 2.2402 3.3605 5.0564 9.6517
Tabla 4.97: ECM globales para cada predicción realizada en el conjunto de
comprobación en SARIMA(1, 1, 0)(0, 1, 1)7.
En los gráﬁcos 4.153 y 4.154 podemos comprobar como las curvas de los
residuos obtenidos en los criterios ECMpre, WFMSE y WFMAE tienen una
menor varianza con respecto al resto, algo que se veriﬁca en la tabla 4.96
donde además se muestra un menor valor en cuanto a la media de los residuos
se reﬁere, también en la tabla 4.97 son estos tres criterios los que alcanzan
los mejores resultados en el ECMGpre individual, siendo en esta ocasión
el criterio WFMAE el que mejor funciona y además en los tres criterios el
aumento del error a lo largo de la predicción tiene un crecimiento inferior
que en el resto de criterios. Estos resultados a su vez mejoran a los obtenidos
en los mismos criterios en las tablas 4.82 y 4.83.
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Figura 4.157: ECM de ajuste obtenidos con los modelos asignados por cada
criterio a cada serie SARIMA(1, 1, 0)(0, 1, 1)7.























































































































































Figura 4.158: ECM de ajuste obtenidos con los modelos asignados por cada
criterio a cada serie SARIMA(1, 1, 0)(0, 1, 1)7.
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Figura 4.159: Histograma de los ECM de ajuste obtenidos con los modelos
asignados por cada criterio a cada serie SARIMA(1, 1, 0)(0, 1, 1)7.
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Figura 4.160: Histograma de los ECM de ajuste obtenidos con los modelos
asignados por cada criterio a cada serie SARIMA(1, 1, 0)(0, 1, 1)7.
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AIC AIC2 ECM BIC BIC2 U1
ECMG 0.8642 0.8962 0.8546 0.8927 0.9437 0.8546
U2 ECMpre WMSE WFMSE WMAE WFMAE
ECMG 0.8546 4.3137 1.1694 4.3132 1.2913 3.9824
Tabla 4.98: ECM global de ajuste, ECMG, para cada criterio en modelos
SARIMA(1, 1, 0)(0, 1, 1)7.
En los gráﬁcos 4.159 y 4.160 se aprecia de manera visual que los ECM de
los criterios ECMpre, WFMSE y WFMAE tienen una mayor dispersión con
respecto al resto, y rectángulos muy alejados del grueso de la distribución,
por lo en cuanto a ajuste será en estos tres criterios donde las cosas funcionen
peor, como puede verse en la tabla 4.98 hay una gran diferencia en los valores
obtenidos por éstos. Ya viene siendo habitual este hecho, de manera que si
se mejora la predicción en contrapartida se empeora el ajuste, en nuestro
trabajo es un tema en el que no vamos a profundizar, dado que nuestro
objetivo es conseguir la mejor predicción posible independientemente del
ajuste que se alcance, ya que es sabido que ambas cosas no tienen porque
darse en un modelo, existen en muchos estudios donde se ha demostrado
que una buena capacidad predictiva no implica un buen ajuste y viceversa,
nuestro estudio podría ser un buen ejemplo de ello.




































































































































































































Figura 4.161: ECM de predicción obtenidos con los modelos asignados por
cada criterio a cada serie SARIMA(1, 1, 0)(0, 1, 1)7.
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Figura 4.162: ECM de predicción obtenidos con los modelos asignados por
cada criterio a cada serie SARIMA(1, 1, 0)(0, 1, 1)7.
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Figura 4.163: Histograma de los ECM de predicción obtenidos con los mo-
delos asignados por cada criterio a cada serie SARIMA(1, 1, 0)(0, 1, 1)7.
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Figura 4.164: Histograma de los ECM de predicción obtenidos con los mo-
delos asignados por cada criterio a cada serie SARIMA(1, 1, 0)(0, 1, 1)7.
AIC AIC2 ECM BIC BIC2 U1
ECMGpre 17.9436 18.0184 18.7653 17.8702 17.7699 18.7653
U2 ECMpre WMSE WFMSE WMAE WFMAE
ECMGpre 18.7653 3.31 26.7641 3.3101 51.5123 3.5437
Tabla 4.99: ECM global de predicción, ECMGpre, para cada criterio en mo-
delos SARIMA(1, 1, 0)(0, 1, 1)7.
En la tabla 4.99, se ve la gran disminución sufrida en el ECMGpre que
se logra con los criterios ECMpre, WFMSE y WFMAE, siendo esta dismi-
nución también importante si se compara con los resultados obtenidos en la
tabla 4.85. Dentro de estos tres criterios el preferible es WFMAE, ya que
sólo consigue unos resultados globales mejores, aunque sea algo superior que
en los otros dos, sino que consigue unas predicciones más precisas en los
primeros momentos, lo que nos lleva a un mayor porcentaje de acierto en
las estimaciones inmediatamente siguientes al último instante del conjun-
to de entrenamiento, de manera que para asegurar estas últimas se podrán
actualizar las predicciones más tarde.
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Modelo SARIMA(1, 1, 0)(1, 1, 0)7, cuyos coeﬁcientes son φ1 =
0,7 y Φ1 = 0,6. (Modelo 172)
AIC AIC2 ECM BIC BIC2
Valor 2.333354 -0.3701187 0.561796 2.422665 -0.2986159
Modelo 304 297 324 178 172
Tabla 4.100: Criterios Clásicos de ajuste para SARIMA(1, 1, 0)(1, 1, 0)7
U1 U2 ECMpre
Valor 4.894569e-4 4.89457e-4 0.049963
Modelo 306 306 257
Tabla 4.101: Criterios Clásicos de predicción para SARIMA(1, 1, 0)(1, 1, 0)7
Ajuste Predicción
WMSE WMAE WFMSE WFMAE
Valor 0.1879612 0.3096225 0.03770242 0.1377073
Modelo 234 167 257 268
Tabla 4.102: Criterios propuestos para SARIMA(1, 1, 0)(1, 1, 0)7
Analizando las tablas 4.100 a la 4.102, tenemos que el criterio BIC2
selecciona el modelo generador de las series, los criteros de Theil coinci-
den una vez más en la elección de su modelo, optando en este caso por un
SARIMA(2, 1, 1)(2, 1, 2)7, y como se puede ver tienden a seleccionar modelos
de mayor complejidad que el modelo real, aunque este es un tema que tampo-
co abordamos en este trabajo, ya que, al estar automatizado el procedimiento
la complejidad sería tan sólo a nivel computacional, y se ha comprobado que
el tiempo de ejecución entre modelos más simples a modelos más complejos
no diﬁere signiﬁcativamente para que esto sea un problema. Por último, el
criterio ECMpre coincide con el criterio de predicción propuesto en el estudio,
WFMSE.
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Figura 4.165: Residuos obtenidos con los modelos de los criterios de ajuste
de SARIMA(1, 1, 0)(1, 1, 0)7.




















































































































































Figura 4.166: Residuos obtenidos con los modelos de los criterios de predic-
ción de SARIMA(1, 1, 0)(1, 1, 0)7.














Tabla 4.103: Medidas descriptivas de los residuos en el conjunto de compro-
bación para SARIMA(1, 1, 0)(1, 1, 0)7.
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Figura 4.167: Histograma de los residuos obtenidos con los modelos de los
criterios de ajuste de SARIMA(1, 1, 0)(1, 1, 0)7.
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Figura 4.168: Histograma de los residuos obtenidos con los modelos de los
criterios de predicción de SARIMA(1, 1, 0)(1, 1, 0)7.
Criterio ECMpre1 ECMpre2 ECMpre3 ECMpre4 ECMpre5 ECMpre6 ECMpre7
AIC 1.0366 3.7035 7.8934 13.5385 20.4477 27.7751 36.6509
AIC2 1.0831 3.8866 8.4995 14.5230 21.9322 30.1398 39.9128
ECM 1.0507 3.8137 7.9722 13.6883 20.8197 28.5081 37.5329
BIC 1.0174 3.6378 7.7891 13.4648 20.2642 27.4731 36.1958
BIC2 1.0134 3.65 7.7966 13.3942 20.0998 27.4731 36.1958
U1 1.0651 3.8252 8.0618 13.8130 20.9154 28.6368 37.8036
U2 1.0651 3.8252 8.0618 13.8130 20.9154 28.6368 37.8036
ECMpre 1.1931 4.5037 10.0370 17.7646 27.6786 37.7179 49.7086
WMSE 1.0466 3.8678 8.3761 15.0931 23.4347 32.3710 43.4621
WFMSE 1.1931 4.5037 10.0370 17.7646 27.6786 37.7179 49.7086
WMAE 1.1652 4.1975 9.3271 16.3255 25.3185 34.2891 44.6026
WFMAE 1.1027 4.0618 8.7404 15.4499 23.6832 32.1933 42.7980
Tabla 4.104: ECMpre global para cada predicción realizada en el conjunto
de comprobación en SARIMA(1, 1, 0)(1, 1, 0)7.
Ante la tabla 4.103 se tienen que las menores varianzas se obtienen en
los criterios AIC, BIC y BIC2 (ver gráﬁco 4.165), en cuanto a las medias no
existen diferencias importantes entre los criterios expuestos en la tabla. En
la tabla 4.104 donde se muestran los ECMGpre individuales no hay nada que
destacar entre los criterios pues el comportamiento entre ellos es bastante
similar.
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Figura 4.169: ECM de ajuste de los modelos obtenidos con los criterios de
ajuste en SARIMA(1, 1, 0)(1, 1, 0)7.

































































































































































Figura 4.170: ECM de ajuste de los modelos obtenidos con los criterios de
predicción en SARIMA(1, 1, 0)(1, 1, 0)7.
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Figura 4.171: Histograma de los ECM de ajuste de los modelos obtenidos
con los criterios de ajuste en SARIMA(1, 1, 0)(1, 1, 0)7.
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Figura 4.172: Histograma de los ECM de ajuste de los modelos obtenidos
con los criterios de predicción en SARIMA(1, 1, 0)(1, 1, 0)7.
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AIC AIC2 ECM BIC BIC2 U1
ECMG 0.8244 0.9364 0.8036 0.8479 0.8930 0.8069
U2 ECMpre WMSE WFMSE WMAE WFMAE
ECMG 0.8069 1.0394 0.8267 1.0394 1.0549 0.83
Tabla 4.105: El ECM global de ajuste, ECMG, para cada criterio en modelos
SARIMA(1, 1, 0)(1, 1, 0)7.
En los gráﬁcos 4.169 al 4.172 se representan los ECM de cada serie obteni-
do con cada uno de los criterios y el comportamiento es bastante homogéneo
entre criterios a excepción del ECMpre y WFMSE donde se ve claramente
una distribución peor, estos datos quedan reﬂejados en la tabla 4.105, donde
destacan por buen ajuste los criterio de predicción de Theil, U1, U2 junto
con el ECM.
Continuamos con el estudio de los ECM de predicción que se muestran en los
gráﬁcos 4.173 al 4.176 donde se intuye que los resultados no son los deseados.




































































































































































Figura 4.173: ECM de predicción de los modelos obtenidos con los criterios
de ajuste en SARIMA(1, 1, 0)(1, 1, 0)7.
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Figura 4.174: ECM de predicción de los modelos obtenidos con los criterios
de predicción en SARIMA(1, 1, 0)(1, 1, 0)7.
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Figura 4.175: Histograma de los ECM de predicción de los modelos obtenidos
con los criterios de ajuste en SARIMA(1, 1, 0)(1, 1, 0)7.
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Figura 4.176: Histograma de los ECM de predicción de los modelos obtenidos
con los criterios de predicción en SARIMA(1, 1, 0)(1, 1, 0)7.
AIC AIC2 ECM BIC BIC2 U1
ECMGpre 15.8637 17.1396 16.1979 15.6917 15.6110 16.3030
U2 ECMpre WMSE WFMSE WMAE WFMAE
ECMGpre 16.3030 21.2291 18.2359 21.2291 19.3179 18.2899
Tabla 4.106: ECM global de predicción, ECMGpre, para cada criterio en
modelos SARIMA(1, 1, 0)(1, 1, 0)7.
Comprobamos con la tabla 4.106 que las predicciones no gozan de una
gran ﬁabilidad, por lo que una vez más se depurará el procedimiento con
objeto de mejorar los resultados mostrados aquí.
Diferenciamos ahora las series donde se ha logrado identiﬁcar el criterio ge-
nerador de las mismas de aquellas en las que no ha sido posible esa identi-
ﬁcación. Los criterios que han sido capaces de detectar en alguna serie (al
menos 2 de las 200) el modelo real han sido AIC2 (9 %), BIC (10 %), BIC2
(62 %) y WFMAE (1 %).
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Figura 4.177: Residuos de las series correctas e incorrectas con el criterio
AIC2 en el SARIMA(1, 1, 0)(1, 1, 0)7.
En el gráﬁco 4.177 se ve como la distribución de residuos en el grupo de
series correctas se comporta de mejor manera que en las incorrectas, dato
que se puede veriﬁcar con la tabla 4.107, en la que se recoge una media y
una varianza inferior, lo que nos lleva a un menor valor en el ECMGpre.
Media Varianza ECMG ECMGpre
Correctos -0.0705 14.3985 0.9016 14.4034
Incorrectos 0.2863 17.8491 0.8106 17.9311
Tabla 4.107: Medidas descriptivas de los residuos del conjunto de comproba-
ción y ECMG de ajuste y predicción para SARIMA(1, 1, 0)(1, 1, 0)7 con el
criterio AIC2.
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Figura 4.178: ECM de ajuste y predicción en las series correctas e incorrectas
con el criterio AIC2 en SARIMA(1, 1, 0)(1, 1, 0)7.
En el gráﬁco 4.178 las curvas de los valores de los ECM en las series
correctas e incorrectas casi se superponen, por lo que las diferencias en cuanto
al ajuste en estos grupos no cabe mención alguna.
En la tabla 4.108 se observa como en el primero de los valores estimados el
resultado mejora en las series incorrectas, no obstante en los demás es en las
series correctas donde se alcanzan las mejores predicciones, es por ello, que
el ECMGpre sea inferior en este grupo que en las incorrectas, aunque a la
vista del gráﬁco 4.178 las diferencias no son notables.
ECMGpre1 ECMGpre2 ECMGpre3 ECMGpre4 ECMGpre5 ECMGpre6 ECMGpre7
Correctos 1.1444 3.2863 6.4880 11.6841 18.0985 26.7875 33.3353
Incorrectos 1.0680 4.0201 8.6192 15.0177 22.7987 31.3466 42.6470
Tabla 4.108: ECM global de predicción en SARIMA(1, 1, 0)(1, 1, 0)7 con el
criterio AIC2 en el conjunto de comprobación.
Continuamos el estudio con el criterio BIC donde han sido 20 las series
que han podido identiﬁcarse correctamente.
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Figura 4.179: Residuos de las series correctas e incorrectas con el criterio
BIC en el SARIMA(1, 1, 0)(1, 1, 0)7.































Figura 4.180: ECM de ajuste y predicción en las series correctas e incorrectas
con el criterio BIC en SARIMA(1, 1, 0)(1, 1, 0)7.
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Media Varianza ECMG ECMGpre
Correctos 1.7202 12.2015 0.9030 15.1605
Incorrectos 0.1560 16.0972 0.8217 16.1216
Tabla 4.109: Medidas descriptivas de los residuos del conjunto de comproba-
ción y ECMG de ajuste y predicción global para SARIMA(1, 1, 0)(1, 1, 0)7
con el criterio BIC.
ECMGpre1 ECMGpre2 ECMGpre3 ECMGpre4 ECMGpre5 ECMGpre6 ECMGpre7
Correctos 0.7680 2.7464 6.7932 11.9251 19.2864 28.2002 36.4044
Incorrectos 1.0542 3.7757 8.0192 13.9129 20.8224 27.9656 37.3008
Tabla 4.110: ECM global de predicción en SARIMA(1, 1, 0)(1, 1, 0)7 con el
criterio BIC en el conjunto de comprobación.
En el gráﬁco 4.179 la curva que más se ajusta a la normal es la de los
residuos obtenidos con las series incorrectas, sin embargo, a pesar de tener
una media signiﬁcativamente inferior que las correctas, también tienen una
varianza mayor, tabla 4.109, lo que lleva a una leve diferencia en los resul-
tados globales tanto de ajuste como de predicción.
En el gráﬁco 4.180 queda latente que las diferencias entre los grupos son
mínimas, y analizando la tabla 4.110 las cinco primeras predicciones se pre-
sentan mejores en las series correctas, tan sólo en la predicción 6 las series
incorrectas mejoran el dato, aunque esta apreciación carece de relevancia es-
tadística.
Analizando el criterio BIC2, vemos que el comportamiento de los residuos
es muy similar a lo que ocurría con el criterio BIC (gráﬁco 4.181), a la vista
de la tabla 4.111 se comprueba la similitud en el comportamiento de ambos
criterios, tan sólo en la tabla 4.112 see puede apreciar una leve diferencia,
y es que en eesta ocasión al contrario de como ocurría anteriormente la pri-
mera de las predicciones realizadas alcanza un valor más preciso o lo que es
lo mismo presenta un menor ECMpre en las series incorrectas, aunque una
vez más las diferencias son mínimas como se representa gráﬁcamente en la
ﬁgura 4.182.
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Figura 4.181: Residuos de las series correctas e incorrectas con el criterio
BIC2 en el SARIMA(1, 1, 0)(1, 1, 0)7.
Media Varianza ECMG ECMGpre
Correctos 0.1908 15.2737 0.8844 15.3101
Incorrectos 0.5406 16.6776 0.8267 16.9698
Tabla 4.111: Medidas descriptivas en el conjunto de comprobación y ECMG
de ajuste y predicción para SARIMA(1, 1, 0)(1, 1, 0)7 con el criterio BIC2.
ECMGpre1 ECMGpre2 ECMGpre3 ECMGpre4 ECMGpre5 ECMGpre6 ECMGpre7
Correctos 1.1369 3.9163 8.0367 13.6422 19.8609 26.1033 34.4744
Incorrectos 0.8459 3.3696 7.8816 13.8057 21.7027 30.7573 40.4261
Tabla 4.112: ECM global de predicción en SARIMA(1, 1, 0)(1, 1, 0)7 con el
criterio BIC2 en el conjunto de comprobación.
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Figura 4.182: ECM de ajuste y predicción en las series correctas e incorrectas
con el criterio BIC2 en SARIMA(1, 1, 0)(1, 1, 0)7.








































Figura 4.183: Residuos de las series correctas e incorrectas con el criterio
WFMAE en el SARIMA(1, 1, 0)(1, 1, 0)7.
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Media Varianza ECMG ECMGpre
Correctos 2.2759 3.8680 0.7229 9.0475
Incorrectos 0.1216 3.9474 5.7613 3.9622
Tabla 4.113: Medidas descriptivas en el conjunto de comprobación y ECMG
de ajuste y predicción para SARIMA(1, 1, 0)(1, 1, 0)7 con el criterio WF-
MAE.

























Figura 4.184: ECM de ajuste y predicción en las series correctas e incorrectas
con el criterio WFMAE en SARIMA(1, 1, 0)(1, 1, 0)7.
ECMGpre1 ECMGpre2 ECMGpre3 ECMGpre4 ECMGpre5 ECMGpre6 ECMGpre7
Correctos 0.0024 0.1295 0.0370 4.5341 15.4126 18.6290 24.5880
Incorrectos 0.5491 0.9744 1.8704 2.8791 4.35 6.5704 10.5423
Tabla 4.114: ECM global de predicción en SARIMA(1, 1, 0)(1, 1, 0)7 con el
criterio WFMAE en el conjunto de comprobación.
En cuanto al criterio WFMAE se puede observar en el gráﬁco 4.183 que a
pesar de que en el grupo de las series correctas tan sólo se recogen dos series,
el grupo de las incorrectas tiene un mejor comportamiento en los residuos
lo que se veriﬁca con la tabla 4.113, sin embargo, en la tabla 4.114 se puede
ver como las mejores predicciones se consiguen con las series correctas hasta
la cuarta de las mismas.
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Figura 4.185: Residuos obtenidos con los modelos asignados por cada criterio
a cada serie SARIMA(1, 1, 0)(1, 1, 0)7.




















































































































































Figura 4.186: Residuos obtenidos con los modelos asignados por cada criterio
a cada serie SARIMA(1, 1, 0)(1, 1, 0)7.














Tabla 4.115: Medidas descriptivas de los residuos de predicción (conjunto de
comprobación) para SARIMA(1, 1, 0)(1, 1, 0)7.
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Figura 4.187: Histograma de los residuos obtenidos con los modelos asignados
por cada criterio a cada serie SARIMA(1, 1, 0)(1, 1, 0)7.
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Figura 4.188: Histograma de los residuos obtenidos con los modelos asignados
por cada criterio a cada serie SARIMA(1, 1, 0)(1, 1, 0)7.
Criterio ECMGpre1 ECMGpre2 ECMGpre3 ECMGpre4 ECMGpre5 ECMGpre6 ECMGpre7
AIC 1.0689 3.9092 8.2516 14.4425 22.1073 30.3758 40.9129
AIC2 1.0749 3.9540 8.4274 14.7177 22.3757 30.9363 41.8090
ECM 1.07 3.9606 8.4051 14.7917 22.6573 31.0370 41.3383
BIC 1.0256 3.6728 7.8966 13.7142 20.6688 27.9891 37.2112
BIC2 1.0263 3.7086 7.9778 13.7043 20.5608 27.8718 36.7361
U1 1.07 3.9606 8.4051 14.7917 22.6573 31.0370 41.3383
U2 1.07 3.9606 8.4051 14.7917 22.6573 31.0370 41.3383
ECMpre 0.9292 1.6192 2.3537 2.8812 3.8984 5.0966 7.7462
WMSE 1.1275 4.4172 9.6566 16.8893 25.3880 34.5195 45.0259
WFMSE 0.8104 1.3997 2.0956 2.7449 3.9427 5.4343 8.5335
WMAE 1.2028 4.7014 10.0839 17.4665 26.3584 35.3265 46.5304
WFMAE 0.5436 0.9659 1.8521 2.8954 4.4602 6.6909 10.6823
Tabla 4.116: ECM globales para cada predicción realizada en el conjunto de
comprobación en SARIMA(1, 1, 0)(1, 1, 0)7.
Sin necesidad de mirar nada más que las gráﬁcas 4.185 y 4.186 se puede
detectar una clara mejoría en los criterios ECMpre, WFMSE y WFMAE, no
obstante esto es apoyado por la tabla 4.115 donde se aprecia la disminución en
la varianza, aunque es en la tabla 4.188 donde queda reﬂejado detalladamente
la mejoría en cuanto a predicción se reﬁere, ya que podemos ver como las
predicciones son mejores una a una en estos criterios, mejorando además el
aumento del error a lo largo del horizonte de predicción, donde es más lento
que en el resto de criterios.
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Figura 4.189: ECM de ajuste obtenidos con los modelos asignados por cada
criterio a cada serie SARIMA(1, 1, 0)(1, 1, 0)7.





























































































































































Figura 4.190: ECM de ajuste obtenidos con los modelos asignados por cada
criterio a cada serie SARIMA(1, 1, 0)(1, 1, 0)7.
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Figura 4.191: Histograma de los ECM de ajuste obtenidos con los modelos
asignados por cada criterio a cada serie SARIMA(1, 1, 0)(1, 1, 0)7.

















































































Figura 4.192: Histograma de los ECM de ajuste obtenidos con los modelos
asignados por cada criterio a cada serie SARIMA(1, 1, 0)(1, 1, 0)7.
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AIC AIC2 ECM BIC BIC2 U1
ECMG 0.8050 0.8188 0.7950 0.8298 0.8625 0.7950
U2 ECMpre WMSE WFMSE WMAE WFMAE
ECMG 0.7950 5.0185 1.1984 5.5606 1.2918 5.7117
Tabla 4.117: ECM global de ajuste, ECMG, para cada criterio en modelos
SARIMA(1, 1, 0)(1, 1, 0)7.
En los gráﬁcos 4.189 y 4.190 y con mayor claridad en los gráﬁcos 4.191 y
4.192 se puede ver como en los criterios ECMpre, WMSE, WFMSE, WMAE
y WFMAE el ajuste es inexistente, como viene ocurriendo en los demás casos
en cuanto a ajuste el fracaso de estos criterios es más que evidente, y una vez
más a la vista de la tabla 4.117 el criterio de Theil funciona bien al respecto,
a pesar de ser un criterio de predicción.




































































































































































Figura 4.193: ECM de predicción obtenidos con los modelos asignados por
cada criterio a cada serie SARIMA(1, 1, 0)(1, 1, 0)7.
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Figura 4.194: ECM de predicción obtenidos con los modelos asignados por
cada criterio a cada serie SARIMA(1, 1, 0)(1, 1, 0)7.
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Figura 4.195: Histograma de los ECM de predicción obtenidos con los mo-
delos asignados por cada criterio a cada serie SARIMA(1, 1, 0)(1, 1, 0)7.
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Figura 4.196: Histograma de los ECM de predicción obtenidos con los mo-
delos asignados por cada criterio a cada serie SARIMA(1, 1, 0)(1, 1, 0)7.
AIC AIC2 ECM BIC BIC2 U1
ECMGpre 17.2955 17.6136 17.6086 16.0255 15.9408 17.6086
U2 ECMpre WMSE WFMSE WMAE WFMAE
ECMGpre 17.6086 3.5035 19.5748 3.5659 20.2385 4.0129
Tabla 4.118: ECM global de predicción, ECMGpre, para cada criterio en
modelos SARIMA(1, 1, 0)(1, 1, 0)7.
Es en la tabla 4.194 donde queda más que probado el éxito obtenido en
la predicción de los criterios ECMpre, WFMSE y WFMAE, esto ya viene
ocurriendo en los casos anteriores y ante modelos de todo tipo, mejorando
también en este caso los resultados obtenidos en las tablas 4.104 y 4.106. El
resto de criterios mantienen su comportamiento de manera similar.
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Modelo SARIMA(1, 1, 0)(1, 0, 1)7, cuyos coeﬁcientes son φ1 =
0,7, Φ1 = 0,5 y Θ = 0,3. (Modelo 170)
AIC AIC2 ECM BIC BIC2
Valor -0.6357156 -3.376547 0.0291725 -0.5750404 -3.315872
Modelo 193 193 321 175 175
Tabla 4.119: Criterios Clásicos de ajuste para SARIMA(1, 1, 0)(1, 0, 1)7.
U1 U2 ECMpre
Valor 8.534454e-3 8.534765e-3 0.037494
Modelo 296 296 296
Tabla 4.120: Criterios Clásicos de predicción para SARIMA(1, 1, 0)(1, 0, 1)7.
Ajuste Predicción
WMSE WMAE WFMSE WFMAE
Valor 0.02451431 0.1393009 0.02860281 0.1247465
Modelo 155 155 216 216
Tabla 4.121: Criterios propuestos para SARIMA(1, 1, 0)(1, 0, 1)7.
En este modelo, la selección del modelo óptimo es más aﬁnada que en el
resto de casos, todos los modelos seleccionados a excepción del 321, han sido
elegidos al menos por dos de los criterios (tabla 4.119-4.121), los criterios
AIC y AIC2 no presentan diferencias en esta ocasión ante la determinación
del modelo, los criterios BIC y BIC2 también han seleccionado el mismo
modelo, que equivale a un SARIMA(1, 1, 0)(2, 0, 0)7, los nuevos criterios de
ajuste que se han introducido también se decantan por el mismo modelo,
todos los criterios de predicción clásicos estudiados han seleccionado como
mejor modelo el mismo, siendo éste el 296 (ver apéndice C), y por último,
los criterios de predicción desarrollados en este trabajo también determinan
el mismo modelo en su elección.
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Figura 4.197: Residuos obtenidos con los modelos de los criterios de ajuste
de SARIMA(1, 1, 0)(1, 0, 1)7.
























































































































































Figura 4.198: Residuos obtenidos con los modelos de los criterios de predic-
ción de SARIMA(1, 1, 0)(1, 0, 1)7.














Tabla 4.122: Medidas descriptivas de los residuos en el conjunto de compro-
bación para SARIMA(1, 1, 0)(1, 0, 1)7.
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Figura 4.199: Histograma de los residuos obtenidos con los modelos de los
criterios de ajuste de SARIMA(1, 1, 0)(1, 0, 1)7.
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Figura 4.200: Histograma de los residuos obtenidos con los modelos de los
criterios de predicción de SARIMA(1, 1, 0)(1, 0, 1)7.
Criterio ECMpre1 ECMpre2 ECMpre3 ECMpre4 ECMpre5 ECMpre6 ECMpre7
AIC 1.1558 3.7847 7.8544 14.4660 22.6972 32.1920 43.2024
AIC2 1.1558 3.7847 7.8544 14.4660 22.6972 32.1920 43.2024
ECM 1.1535 3.7860 7.9604 14.8044 23.1623 32.5950 43.4076
BIC 1.1611 3.8185 7.9838 14.7628 23.1723 32.8083 43.8590
BIC2 1.1611 3.8185 7.9838 14.7628 23.1723 32.8083 43.8590
U1 1.1469 3.7102 7.6536 14.1870 22.3970 31.5957 42.2429
U2 1.1469 3.7102 7.6536 14.1870 22.3970 31.5957 42.2429
ECMpre 1.3640 4.6192 9.7325 17.7961 28.2325 39.7673 51.5489
WMSE 1.3572 4.5601 10.1456 18.3193 28.0086 38.4865 49.4396
WFMSE 1.3640 4.6192 9.7325 17.7961 28.2325 39.7673 51.5489
WMAE 1.3572 4.5601 10.1456 18.3193 28.0086 38.4865 49.4396
WFMAE 1.3025 4.4647 9.5042 17.2384 27.0924 38.1588 49.5566
Tabla 4.123: ECMpre global para cada predicción realizada en el conjunto
de comprobación en SARIMA(1, 1, 0)(1, 0, 1)7.
En esta ocasión ni los gráﬁcos 4.197-4.200 ni las tablas 4.122 y 4.123 me-
recen mención alguna dado que el comportamiento no presenta importantes
diferencias a lo largo de los criterios. Por tanto, pasamos directamente al
estudio de los ECM de ajuste y predicción.
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Figura 4.201: ECM de ajuste de los modelos obtenidos con los criterios de
ajuste en SARIMA(1, 1, 0)(1, 0, 1)7.

















































































































































Figura 4.202: ECM de ajuste de los modelos obtenidos con los criterios de
predicción en SARIMA(1, 1, 0)(1, 0, 1)7.
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Figura 4.203: Histograma de los ECM de ajuste de los modelos obtenidos
con los criterios de ajuste en SARIMA(1, 1, 0)(1, 0, 1)7.
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Figura 4.204: Histograma de los ECM de ajuste de los modelos obtenidos
con los criterios de predicción en SARIMA(1, 1, 0)(1, 0, 1)7.
204 Capítulo 4. Simulación de Modelos
AIC AIC2 ECM BIC BIC2 U1
ECMG 0.8745 0.8745 0.8341 0.8812 0.8812 0.8966
U2 ECMpre WMSE WFMSE WMAE WFMAE
ECMG 0.8966 1.0716 1.0978 1.0716 1.0978 0.9197
Tabla 4.124: El ECM global de ajuste, ECMG, para cada criterio en modelos
SARIMA(1, 1, 0)(1, 0, 1)7.
En la tabla superior (4.124) los resultados referentes al ajuste una vez más
se comportan de manera similar, siendo el mejor ajuste el determinado por
el modelo seleccionado por el criterio ECM, que es el único que ha coincidido
en su elección con ningún otro, no obstante, este resultado tiene una validez
dudosa ya que el modelo seleccionado es un SARIMA(2, 1, 2)(2, 0, 2)7 lo que
complica al modelo real, y por tanto, no se puede determinar si es porque el
comportamiento de las series se ajusta mejor a éste, o porque, cuando más
parámetros seleccionamos más se perﬁlan los resultados. No obstante, este
es un problema que podría abordarse en estudios futuros pero en este no es
un tema en que vayamos a reparar.




































































































































































Figura 4.205: ECM de predicción de los modelos obtenidos con los criterios
de ajuste en SARIMA(1, 1, 0)(1, 0, 1)7.
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Figura 4.206: ECM de predicción de los modelos obtenidos con los criterios
de predicción en SARIMA(1, 1, 0)(1, 0, 1)7.
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Figura 4.207: Histograma de los ECM de predicción de los modelos obtenidos
con los criterios de ajuste en SARIMA(1, 1, 0)(1, 0, 1)7.
206 Capítulo 4. Simulación de Modelos

















































































Figura 4.208: Histograma de los ECM de predicción de los modelos obtenidos
con los criterios de predicción en SARIMA(1, 1, 0)(1, 0, 1)7.
AIC AIC2 ECM BIC BIC2 U1
ECMGpre 17.9075 17.9075 18.1242 18.2237 18.2237 17.5619
U2 ECMpre WMSE WFMSE WMAE WFMAE
ECMGpre 17.5619 21.8658 21.4739 21.8658 21.4739 21.0454
Tabla 4.125: ECM global de predicción, ECMGpre, para cada criterio en
modelos SARIMA(1, 1, 0)(1, 0, 1)7.
La tabla 4.125 es muy similar a la obtenida en casos anteriores lo que sería
válidas las explicaciones desarrolladas entonces, por ejemplo, para el modelo
SARIMA(1, 1, 0)(1, 1, 0)7 que se vió anteriormente a este que se expone en
estos momentos (pág. 174).
Continuamos por tanto, con el estudio de validación, donde se diferencian dos
grupos de series. Los criterios utilizados como discriminantes para los grupos
han sido en esta ocasión el AIC2 (3 %), BIC2 (2 %) y WFMAE (1 %). No
vamos a extender los comentarios al respecto dado que los porcentajes son
bajísimos lo que nos complica poder obtener alguna conclusión estable.
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Figura 4.209: Residuos de las series correctas e incorrectas con el criterio
AIC2 en el SARIMA(1, 1, 0)(1, 0, 1)7.

























Figura 4.210: ECM de ajuste y predicción en las series correctas e incorrectas
con el criterio AIC2 en SARIMA(1, 1, 0)(1, 0, 1)7.
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Media Varianza ECMG ECMGpre
Correctos -1.7625 11.7303 0.9145 14.8368
Incorrectos 1.2142 19.1872 0.865 19.2510
Tabla 4.126: Medidas descriptivas de los residuos del conjunto de comproba-
ción y ECMG de ajuste y predicción para SARIMA(1, 1, 0)(1, 0, 1)7 con el
criterio AIC2.
ECMGpre1 ECMGpre2 ECMGpre3 ECMGpre4 ECMGpre5 ECMGpre6 ECMGpre7
Correctos 0.5138 1.9566 6.0223 16.0672 23.7908 29.7313 25.7759
Incorrectos 1.2142 3.9229 8.2636 15.2982 24.1957 34.6644 47.1982
Tabla 4.127: ECM global de predicción en SARIMA(1, 1, 0)(1, 0, 1)7 con el
criterio AIC2 en el conjunto de comprobación.
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Figura 4.211: Residuos de las series correctas e incorrectas con el criterio
BIC2 en el SARIMA(1, 1, 0)(1, 0, 1)7.
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Media Varianza ECMG ECMGpre
Correctos -3.9376 13.2463 0.9441 28.7512
Incorrectos -0.2063 17.9625 0.9132 18.0051
Tabla 4.128: Medidas descriptivas en el conjunto de comprobación y ECMG
de ajuste y predicción para SARIMA(1, 1, 0)(1, 0, 1)7 con el criterio BIC2.

























Figura 4.212: ECM de ajuste y predicción en las series correctas e incorrectas
con el criterio BIC2 en SARIMA(1, 1, 0)(1, 0, 1)7.
ECMGpre1 ECMGpre2 ECMGpre3 ECMGpre4 ECMGpre5 ECMGpre6 ECMGpre7
Correctos 0.2867 1.3443 7.7696 24.4852 40.9735 63.3921 63.0070
Incorrectos 1.1737 3.8401 7.9105 14.5840 22.8460 32.0929 43.5883
Tabla 4.129: ECM global de predicción en SARIMA(1, 1, 0)(1, 0, 1)7 con el
criterio BIC2 en el conjunto de comprobación.
Con respecto al criterio AIC2, en la gráﬁca 4.209 se puede apreciar la
similitud de la curva de los residuos de las series incorrectas con la curva
de una distribución normal, sin embargo, en la tabla 4.126 se aprecia una
mayor varianza en este grupo frente al de las correctas, y se puede ver co-
mo el ECMGpre es más elevado también, por tanto, las predicciones serían
mejores en las series correctas, no así el ajuste donde es en las series inco-
rrectas donde se alcanza un valor mejor. A la vista de la tabla 4.127 donde
se presentan los ECMGpre individuales se observan mejores resultados en el
conjunto de series correctas.
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En cuanto al criterio BIC2, se tiene en la gráﬁca 4.211 el mismo resultado
que para el criterio AIC2, también se comprueba en la tabla 4.128 una ma-
yor varianza en el grupo de series incorrectas, no obstante, en este caso el
mejor valor del ECMGpre es también en este grupo donde se alcanza al igual
que ocurre con el valor del ECMG, sin embargo, analizando la tabla 4.129
tenemos que las mejores predicciones en las tres primeras observaciones se
consiguen con mayor precisión en las series correctas, siendo el resto de las
predicciones mejor en las incorrectas, de ahí, que el resultado global sea me-
jor en las series incorrectas.
Por último, con respecto al criterio WFMAE, em la gráﬁca 4.213 obtenemos
el mismo resultado que en los casos anteriores, en la tabla 4.130 se comprue-
ba también la mayor varianza dentro del grupo de las series incorrectas, y
en esta ocasión también los resultados son peores en cuanto al ECMG y al
ECMGPre, en la tabla 4.131 se puede ver que lass mejores predicciones se
dan en el grupo de series correctas, es decir, utilizando el modelo genera-
dor de las series, y además se observa que el crecimiento del error cometido
a lo largo del periodo de predicción aumenta de manera más lineal que el
aumento que se baraja en las series incorrectas.
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Figura 4.213: Residuos de las series correctas e incorrectas con el criterio
WFMAE en el SARIMA(1, 1, 0)(1, 0, 1)7.
4.3. Procesos Estacionarios, SARIMA(p, d, q)(P,D,Q)s 211
Media Varianza ECMG ECMGpre
Correctos -0.26 0.7403 0.4195 0.8078
Incorrectos -0.1662 5.3817 4.6181 5.4093
Tabla 4.130: Medidas descriptivas en el conjunto de comprobación y ECMG
de ajuste y predicción para SARIMA(1, 1, 0)(1, 0, 1)7 con el criterio WFMSE.
ECMGpre1 ECMGpre2 ECMGpre3 ECMGpre4 ECMGpre5 ECMGpre6 ECMGpre7
Correctos 0.0911 0.4059 0.1347 0.1576 0.5482 0.0034 4.3140
Incorrectos 0.9297 2.0399 2.3976 3.1711 5.8416 9.5625 13.9227
Tabla 4.131: ECM global de predicción en SARIMA(1, 1, 0)(1, 0, 1)7 con el
criterio WFMAE en el conjunto de comprobación.































Figura 4.214: ECM de ajuste y predicción en las series correctas e incorrectas
con el criterio WFMAE en SARIMA(1, 1, 0)(1, 0, 1)7.
Tampoco en esta ocasión se pueden obtener conclusiones al respecto de
este procediminto empleado, dado que no se detecta un comportamiento
similar entre unos y otros y además el tamaño de muestra de los grupos de
series bien identiﬁcadas son demasiado pequeños.
Continuamos con la última de las líneas de actuación determinadas a lo largo
de este trabajo de investigación.
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Figura 4.215: Residuos obtenidos con los modelos asignados por cada criterio
a cada serie SARIMA(1, 1, 0)(1, 0, 1)7.
























































































































































Figura 4.216: Residuos obtenidos con los modelos asignados por cada criterio
a cada serie SARIMA(1, 1, 0)(1, 0, 1)7.














Tabla 4.132: Medidas descriptivas de los residuos de predicción (conjunto de
comprobación) para SARIMA(1, 1, 0)(1, 0, 1)7.
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Figura 4.217: Histograma de los residuos obtenidos con los modelos asignados
por cada criterio a cada serie SARIMA(1, 1, 0)(1, 0, 1)7.
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Figura 4.218: Histograma de los residuos obtenidos con los modelos asignados
por cada criterio a cada serie SARIMA(1, 1, 0)(1, 0, 1)7.
Criterio ECMGpre1 ECMGpre2 ECMGpre3 ECMGpre4 ECMGpre5 ECMGpre6 ECMGpre7
AIC 1.1967 3.9583 8.2883 15.3499 24.0566 34.2516 45.9859
AIC2 1.1932 3.8639 8.1963 15.3213 24.1836 34.5164 46.5555
ECM 1.1770 3.9319 8.1812 15.1657 23.8417 33.9724 45.5480
BIC 1.1703 3.8585 8.0707 14.8884 23.3012 33.1702 44.4218
BIC2 1.1560 3.7901 7.9077 14.7820 23.2085 32.7189 43.9767
U1 1.1770 3.9319 8.1812 15.1657 23.8417 33.9724 45.5480
U2 1.1770 3.9319 8.1812 15.1657 23.8417 33.9724 45.5480
ECMpre 1.0435 2.1901 2.6709 3.2992 5.5735 8.7973 12.7598
WMSE 1.4474 5.1268 10.8009 18.8327 29.0453 40.6666 53.1885
WFMSE 0.9768 1.8798 2.3984 3.2123 5.7456 9.1133 13.0766
WMAE 1.4757 5.3998 10.9039 18.9488 28.7984 39.8136 51.5660
WFMAE 0.9213 2.0236 2.3749 3.1409 5.7887 9.4669 13.8266
Tabla 4.133: ECM globales para cada predicción realizada en el conjunto de
comprobación en SARIMA(1, 1, 0)(1, 0, 1)7.
En la gráﬁca 4.215 y 4.216 ya se ve en un primer golpe de vista la mejoría
alcanzada en los criterios ECMpre, WFMSE y WFMAE, esto lo veriﬁcamos
con los resultados de la tabla 4.132 donde se aprecia la disminución de la
varianza en relación al resto de criterios y en relación a la tabla 4.122. Ante
la tabla 4.133 se disipan todas las posibles dudas ante el éxito conseguido en
esta ocasión por los criterios citados, se comprueba además que el incremento
del error se da de manera más paulatina que en el resto de los criterios y que
los resultados han mejorado también a los obtenidos en la tabla 4.123.
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Figura 4.219: ECM de ajuste obtenidos con los modelos asignados por cada
criterio a cada serie SARIMA(1, 1, 0)(1, 0, 1)7.





























































































































































Figura 4.220: ECM de ajuste obtenidos con los modelos asignados por cada
criterio a cada serie SARIMA(1, 1, 0)(1, 0, 1)7.
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Figura 4.221: Histograma de los ECM de ajuste obtenidos con los modelos
asignados por cada criterio a cada serie SARIMA(1, 1, 0)(1, 0, 1)7.
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Figura 4.222: Histograma de los ECM de ajuste obtenidos con los modelos
asignados por cada criterio a cada serie SARIMA(1, 1, 0)(1, 0, 1)7.
4.3. Procesos Estacionarios, SARIMA(p, d, q)(P,D,Q)s 217
AIC AIC2 ECM BIC BIC2 U1
ECMG 0.8391 0.8667 0.8276 0.8662 0.9138 0.8276
U2 ECMpre WMSE WFMSE WMAE WFMAE
ECMG 0.8276 5.2294 1.1220 5.1728 1.1861 4.5760
Tabla 4.134: ECM global de ajuste, ECMG, para cada criterio en modelos
SARIMA(1, 1, 0)(1, 0, 1)7.




















































































































































































Figura 4.223: ECM de predicción obtenidos con los modelos asignados por
cada criterio a cada serie SARIMA(1, 1, 0)(1, 0, 1)7.
En la tabla 4.134 se comprueba, además de que se puede ver también de
forma evidente en los gráﬁcos 4.129 y 4.220 como una vez más los resultados
de ajuste en los criterios ECMpre, WFMSE y WFMAE, sobre todos, se
elevan signiﬁcativamente. Estos resultados también se ven incrementados al
compararlos con los mostrados en la tabla 4.124, lo que nos lleva una vez más
a ver que existe un comportamiento inverso entre el ajuste y la predicción.
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Figura 4.224: ECM de predicción obtenidos con los modelos asignados por
cada criterio a cada serie SARIMA(1, 1, 0)(1, 0, 1)7.
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Figura 4.225: Histograma de los ECM de predicción obtenidos con los mo-
delos asignados por cada criterio a cada serie SARIMA(1, 1, 0)(1, 0, 1)7.
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Figura 4.226: Histograma de los ECM de predicción obtenidos con los mo-
delos asignados por cada criterio a cada serie SARIMA(1, 1, 0)(1, 0, 1)7.
AIC AIC2 ECM BIC BIC2 U1
ECMGpre 19.0125 19.1186 18.8311 18.4116 18.22 18.8311
U2 ECMpre WMSE WFMSE WMAE WFMAE
ECMGpre 18.8311 5.1906 22.7297 5.2004 22.4137 5.3633
Tabla 4.135: ECM global de predicción, ECMGpre, para cada criterio en
modelos SARIMA(1, 1, 0)(1, 0, 1)7.
Para terminar con este modelo, vemos en la tabla 4.135 la mejoría expe-
rimentada en los criterios citados, una vez más aun que el menor ECMGpre
se consigue con el criterio del ECMpre, los criterios de predicción, WFMSE y
WFMAE, son preferibles, ya que complementan la predicción global con las
predicciones individuales (tabla 4.133) donde se ve como es en estos donde
las primeras de las predicciones son más precisas en sus valores. En cuanto a
la comparación con la tabla 4.125, se ve también en ese caso la mejoría que
se alcanza ante este procedimiento de actuación.
220 Capítulo 4. Simulación de Modelos
Modelo SARIMA(1, 0, 1)(0, 0, 1)7, cuyos coeﬁcientes son φ1 =
0,1, θ1 = 0,6 y Θ = −0,8. (Modelo 128)
AIC AIC2 ECM BIC BIC2
Valor 2.424756 -0.3318941 0.617247 2.534118 -0.2761620
Modelo 195 147 195 195 20
Tabla 4.136: Criterios Clásicos de ajuste para SARIMA(1, 0, 1)(0, 0, 1)7.
U1 U2 ECMpre
Valor 0.4799237 0.5470398 0.0637416
Modelo 267 267 303
Tabla 4.137: Criterios Clásicos de predicción para SARIMA(1, 0, 1)(0, 0, 1)7.
Ajuste Predicción
WMSE WMAE WFMSE WFMAE
Valor 0.1351331 0.2512618 0.06116104 0.1743554
Modelo 35 240 303 11
Tabla 4.138: Criterios propuestos para SARIMA(1, 0, 1)(0, 0, 1)7.
En la tabla 4.136 se puede comprobar como los criterios AIC, ECM y
BIC se decantan por el mismo modelo, el 195 (ver apéndice C), En la tabla
4.137 se observa como los criterios de Theil seleccionan el modelo 267 (ver
apéndice C) y junto con la tabla 4.138 la elección se empata también ante el
modelo 303 (ver apéndice C) para los criterios ECMpre y WFMSE.
A continuación y siguiendo la misma línea que en el resto de modelos, estu-
diamos gráﬁcamente la distribución de los residuos en el conjunto de com-
probación que se han obtenido al aplicar los modelos que se recogen en las
tablas 4.136 a 4.138 para realizar las predicciones. A la vista de los gráﬁcos
4.227 a 4.230 no se ven diferencias evidentes entre los criterios, si miramos
en la tabla 4.139 se corrobora que la distribución de los residuos en cada uno
de los modelos sigue un comportamiento similar.
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Figura 4.227: Residuos obtenidos con los modelos de los criterios de ajuste
de SARIMA(1, 0, 1)(0, 0, 1)7.













































































































































Figura 4.228: Residuos obtenidos con los modelos de los criterios de predic-
ción de SARIMA(1, 0, 1)(0, 0, 1)7.














Tabla 4.139: Medidas descriptivas de los residuos en el conjunto de compro-
bación para SARIMA(1, 0, 1)(0, 0, 1)7.
Residuos de AIC














































































Figura 4.229: Histograma de los residuos obtenidos con los modelos de los
criterios de ajuste de SARIMA(1, 0, 1)(0, 0, 1)7.
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Residuos de ECM








































































Figura 4.230: Histograma de los residuos obtenidos con los modelos de los
criterios de predicción de SARIMA(1, 0, 1)(0, 0, 1)7.
Criterio ECMpre1 ECMpre2 ECMpre3 ECMpre4 ECMpre5 ECMpre6 ECMpre7
AIC 1.1418 1.2702 1.1041 1.2508 1.4730 1.3562 1.2619
AIC2 1.0326 1.1737 1.1224 1.3036 1.5081 1.3146 1.1812
ECM 1.1418 1.2702 1.1041 1.2508 1.4730 1.3562 1.2619
BIC 1.1418 1.2702 1.1041 1.2508 1.4730 1.3562 1.2619
BIC2 1.0378 1.1372 1.1074 1.2827 1.5109 1.3238 1.2137
U1 1.0605 1.2673 1.1555 1.2795 1.4970 1.3392 1.2596
U2 1.0605 1.2673 1.1555 1.2795 1.4970 1.3392 1.2596
ECMpre 1.0910 1.2768 1.1819 1.2501 1.5319 1.3299 1.2336
WMSE 1.3037 1.4086 1.3133 1.3714 1.7450 1.5577 1.4041
WFMSE 1.0910 1.2768 1.1819 1.2501 1.5319 1.3299 1.2336
WMAE 1.1822 1.2213 1.1165 1.3096 1.5457 1.4179 1.2449
WFMAE 1.8622 1.5669 1.8103 1.7331 2.0056 2.0191 1.6536
Tabla 4.140: ECMpre global para cada predicción realizada en el conjunto
de comprobación en SARIMA(1, 0, 1)(0, 0, 1)7.
En la tabla superior, 4.140, se comprueba de igual manera el comporta-
miento seguido por los ECMGpre en cada una de las predicciones realizadas
y se ve una vez más la falta de diferenciación entre ellos, no obstante en este
caso se observa como el aumento de los errores a lo largo del horizonte de
predicción se mantiene constante, al contrario que ocurría en casos anteriores
donde estos errores aumentaban rápidamente.
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Figura 4.231: ECM de ajuste de los modelos obtenidos con los criterios de
ajuste en SARIMA(1, 0, 1)(0, 0, 1)7.
















































































































































Figura 4.232: ECM de ajuste de los modelos obtenidos con los criterios de
predicción en SARIMA(1, 0, 1)(0, 0, 1)7.
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ECM de AIC























































































Figura 4.233: Histograma de los ECM de ajuste de los modelos obtenidos
con los criterios de ajuste en SARIMA(1, 0, 1)(0, 0, 1)7.
ECM de ECM























































































Figura 4.234: Histograma de los ECM de ajuste de los modelos obtenidos
con los criterios de predicción en SARIMA(1, 0, 1)(0, 0, 1)7.
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AIC AIC2 ECM BIC BIC2 U1
ECMG 0.9987 1.0179 0.9987 0.9987 1.0597 0.8730
U2 ECMpre WMSE WFMSE WMAE WFMAE
ECMG 0.8730 0.9409 1.0596 0.9409 1.0750 1.7129
Tabla 4.141: El ECM global de ajuste, ECMG, para cada criterio en modelos
SARIMA(1, 0, 1)(0, 0, 1)7.
















































































































































Figura 4.235: ECM de predicción de los modelos obtenidos con los criterios
de ajuste en SARIMA(1, 0, 1)(0, 0, 1)7.
En la tabla 4.141 se comprueba también que en esta ocasión los errores de
ajuste tampoco experimentan grandes cambios entre los criterios, incluyendo
en estos los criterios ECMpre, WMSE, WFMSE, WMAE y WFMAE, donde
se alcanzaban peores resultados en los modelos anteriores, en esta ocasión el
comportamiento es más similar en todos los casos.
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Figura 4.236: ECM de predicción de los modelos obtenidos con los criterios
de predicción en SARIMA(1, 0, 1)(0, 0, 1)7.
ECMpre de AIC























































































Figura 4.237: Histograma de los ECM de predicción de los modelos obtenidos
con los criterios de ajuste en SARIMA(1, 0, 1)(0, 0, 1)7.
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ECMpre de ECM























































































Figura 4.238: Histograma de los ECM de predicción de los modelos obtenidos
con los criterios de predicción en SARIMA(1, 0, 1)(0, 0, 1)7.
AIC AIC2 ECM BIC BIC2 U1
ECMGpre 1.2654 1.2337 1.2654 1.2654 1.2305 1.2655
U2 ECMpre WMSE WFMSE WMAE WFMAE
ECMGpre 1.2655 1.2707 1.4434 1.2707 1.2911 1.8072
Tabla 4.142: ECM global de predicción, ECMGpre, para cada criterio en
modelos SARIMA(1, 0, 1)(0, 0, 1)7.
En la tabla 4.142 los resultados sobre predicción también se mantienen
constantes a lo largo de los criterios, por lo que en cuestión de este modelo,
el procedimiento no discrimina en ningún sentido entre los criterios ni en
predicción, ni en ajuste.
En esta ocasión para llevar a cabo el estudio de las series bien determinadas
y las que no, se han estudiado los criterios AIC2, BIC2 y WMSE, al ser éstos
los únicos capaces de identiﬁcar a algunas de las 200 series estudiadas, en el
caso del AIC2 han sido 4 las series correctas, en el caso del criterio BIC2 son
5 las series detectadas y 3 con el criterio WMSE, una vez más se mostrarán
los resultados obtenidos al respecto, con el cuidado del bajo porcentaje de
acierto que se ha alcanzado.
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Figura 4.239: Residuos de las series correctas e incorrectas con el criterio
AIC2 en el SARIMA(1, 0, 1)(0, 0, 1)7.
Media Varianza ECMG ECMGpre
Correctos 0.0103 0.8912 0.9399 0.8913
Incorrectos 0.0052 1.2665 0.8942 1.2665
Tabla 4.143: Medidas descriptivas de los residuos del conjunto de comproba-
ción y ECMG de ajuste y predicción para SARIMA(1, 0, 1)(0, 0, 1)7 con el
criterio AIC2.
ECMGpre1 ECMGpre2 ECMGpre3 ECMGpre4 ECMGpre5 ECMGpre6 ECMGpre7
Correctos 0.6258 0.5151 0.4941 1.3930 0.8050 0.9091 1.4970
Incorrectos 1.0839 1.2172 1.1950 1.2842 1.4978 1.3768 1.2108
Tabla 4.144: ECM global de predicción en SARIMA(1, 0, 1)(0, 0, 1)7 con el
criterio AIC2 en el conjunto de comprobación.
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Figura 4.240: ECM de ajuste y predicción en las series correctas e incorrectas
con el criterio AIC2 en SARIMA(1, 0, 1)(0, 0, 1)7.




































Figura 4.241: Residuos de las series correctas e incorrectas con el criterio
BIC2 en el SARIMA(1, 0, 1)(0, 0, 1)7.
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Media Varianza ECMG ECMGpre
Correctos 0.0679 0.8907 0.9004 0.8953
Incorrectos 0.0029 1.2525 0.9492 1.2525
Tabla 4.145: Medidas descriptivas de los residuos del conjunto de comproba-
ción y ECMG de ajuste y predicción global para SARIMA(1, 0, 1)(0, 0, 1)7
con el criterio BIC2.
































Figura 4.242: ECM de ajuste y predicción en las series correctas e incorrectas
con el criterio BIC2 en SARIMA(1, 0, 1)(0, 0, 1)7.
ECMGpre1 ECMGpre2 ECMGpre3 ECMGpre4 ECMGpre5 ECMGpre6 ECMGpre7
Correctos 0.7184 0.9902 0.4770 0.7757 0.9765 0.9857 1.3238
Incorrectos 1.0579 1.1807 1.1580 1.2925 1.4920 1.3780 1.2087
Tabla 4.146: ECM global de predicción en SARIMA(1, 0, 1)(0, 0, 1)7 con el
criterio BIC2 en el conjunto de comprobación.
En la gráﬁca 4.239 se observa que la mejor distribución de residuos se
contempla en el grupo de los incorrectos, hecho que se puede veriﬁcar con
la tabla 4.143 donde se contempla que la media es prácticamente cero, no
obstante la varianza es mayor, aunque se consigue un mejor ajuste (gráﬁco
4.240) y peores resultados en predicción, se ve en la tabla 4.144 como es en
las series correctas donde se determinan los menores errores.
En el caso del criterio BIC2 el comportamiento es muy parecido al anterior
como puede verse en el gráﬁco 4.241, no obstante en la tabla 4.145 se aprecia
en este caso un peor valor también en cuanto al ajuste, sin embargo a la
vista de la gráﬁca 4.242 la curva mejor es la de las series incorrectas. En
la tabla 4.146 el comportamiento es el mismo que el descrito en en caso del
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criterio AIC2.




































Figura 4.243: Residuos de las series correctas e incorrectas con el criterio
WMSE en el SARIMA(1, 0, 1)(0, 0, 1)7.
Media Varianza ECMG ECMGpre
Correctos 0.1586 0.7361 0.9465 0.7613
Incorrectos -0.0071 1.3381 0.9291 1.3381
Tabla 4.147: Medidas descriptivas en el conjunto de comprobación y ECMG
de ajuste y predicción para SARIMA(1, 0, 1)(0, 0, 1)7 con el criterio WMSE.
ECMGpre1 ECMGpre2 ECMGpre3 ECMGpre4 ECMGpre5 ECMGpre6 ECMGpre7
Correctos 0.3229 0.2523 0.7698 1.1935 1.2506 0.8070 0.7328
Incorrectos 1.1775 1.3010 1.2955 1.3162 1.6062 1.4218 1.2489
Tabla 4.148: ECM global de predicción en SARIMA(1, 0, 1)(0, 0, 1)7 con el
criterio WMSE en el conjunto de comprobación.
En referencia al criterio WMSE se observa en el gráﬁco 4.243 el mismo
comportamiento descrito para los criterios anteriores, al igual que en la tabla
4.147 se aprecian resultados similares a los obtenidos con el criterio AIC2,
4.3. Procesos Estacionarios, SARIMA(p, d, q)(P,D,Q)s 233
sin muchas diferencias en cuanto a ajuste como se puede ver gráﬁcamente
(gráﬁco 4.244), con respecto a la tabla 4.148 las mejores predicciones se
alcanzan en el grupo de series correctas.

































Figura 4.244: ECM de ajuste y predicción en las series correctas e incorrectas
con el criterio WMSE en SARIMA(1, 0, 1)(0, 0, 1)7.













































































































































Figura 4.245: Residuos obtenidos con los modelos asignados por cada criterio
a cada serie SARIMA(1, 0, 1)(0, 0, 1)7.
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Figura 4.246: Residuos obtenidos con los modelos asignados por cada criterio














Tabla 4.149: Medidas descriptivas de los residuos de predicción (conjunto de
comprobación) para SARIMA(1, 0, 1)(0, 0, 1)7.
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Residuos de AIC




















































































Figura 4.247: Histograma de los residuos obtenidos con los modelos asignados
por cada criterio a cada serie SARIMA(1, 0, 1)(0, 0, 1)7.
Residuos de ECM














































































Figura 4.248: Histograma de los residuos obtenidos con los modelos asignados
por cada criterio a cada serie SARIMA(1, 0, 1)(0, 0, 1)7.
236 Capítulo 4. Simulación de Modelos
Criterio ECMGpre1 ECMGpre2 ECMGpre3 ECMGpre4 ECMGpre5 ECMGpre6 ECMGpre7
AIC 1.1206 1.2380 1.1741 1.2916 1.4965 1.4206 1.2201
AIC2 1.0747 1.2031 1.1810 1.2864 1.4840 1.3674 1.2166
ECM 1.0923 1.2761 1.1664 1.2971 1.4808 1.4069 1.2277
BIC 1.0393 1.2332 1.1676 1.2481 1.5126 1.4064 1.2304
BIC2 1.0494 1.1760 1.1410 1.2796 1.4796 1.3682 1.2115
U1 1.0923 1.2761 1.1664 1.2971 1.4808 1.4069 1.2277
U2 1.0923 1.2761 1.1664 1.2971 1.4808 1.4069 1.2277
ECMpre 0.5454 0.7401 0.6957 0.7163 0.9606 0.8759 0.8554
WMSE 1.1647 1.2852 1.2876 1.3143 1.6009 1.4126 1.2412
WFMSE 0.4202 0.5648 0.6588 0.7373 1.1149 1.1028 0.9697
WMAE 1.4642 1.3858 1.3176 1.4487 1.9650 1.8795 1.5476
WFMAE 0.3678 0.5518 0.8015 0.8974 1.2677 1.1943 1.0758
Tabla 4.150: ECM globales para cada predicción realizada en el conjunto de
comprobación en SARIMA(1, 0, 1)(0, 0, 1)7.










































































































































Figura 4.249: ECM de ajuste obtenidos con los modelos asignados por cada
criterio a cada serie SARIMA(1, 0, 1)(0, 0, 1)7.
4.3. Procesos Estacionarios, SARIMA(p, d, q)(P,D,Q)s 237
















































































































































Figura 4.250: ECM de ajuste obtenidos con los modelos asignados por cada
criterio a cada serie SARIMA(1, 0, 1)(0, 0, 1)7.
ECM de AIC























































































Figura 4.251: Histograma de los ECM de ajuste obtenidos con los modelos
asignados por cada criterio a cada serie SARIMA(1, 0, 1)(0, 0, 1)7.
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Figura 4.252: Histograma de los ECM de ajuste obtenidos con los modelos
asignados por cada criterio a cada serie SARIMA(1, 0, 1)(0, 0, 1)7.
AIC AIC2 ECM BIC BIC2 U1
ECMG 0.8668 0.8951 0.8611 0.8953 0.9480 0.8611
U2 ECMpre WMSE WFMSE WMAE WFMAE
ECMG 0.8611 1.4870 0.9293 1.4642 1.1880 1.5740
Tabla 4.151: ECM global de ajuste, ECMG, para cada criterio en modelos
SARIMA(1, 0, 1)(0, 0, 1)7.
En la tabla 4.149 se contempla una mejoría aunque más moderada en
esta ocasión en los criterios ECMpre, WFMSE y WFMAE, lo que puede
comprobarse en los gráﬁcos 4.245 y 4.246, sin embargo en la tabla 4.150 se
observa una mejoría más destacada sobre todo en el criterio WFMAE, y en
la tabla 4.151 también existe un empeoramiento en los resultados pero de
una manera más moderada también en este caso.
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Figura 4.253: ECM de predicción obtenidos con los modelos asignados por
cada criterio a cada serie SARIMA(1, 0, 1)(0, 0, 1)7.
















































































































































Figura 4.254: ECM de predicción obtenidos con los modelos asignados por
cada criterio a cada serie SARIMA(1, 0, 1)(0, 0, 1)7.
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ECMpre de AIC























































































Figura 4.255: Histograma de los ECM de predicción obtenidos con los mo-
delos asignados por cada criterio a cada serie SARIMA(1, 0, 1)(0, 0, 1)7.
ECMpre de ECM























































































Figura 4.256: Histograma de los ECM de predicción obtenidos con los mo-
delos asignados por cada criterio a cada serie SARIMA(1, 0, 1)(0, 0, 1)7.
4.3. Procesos Estacionarios, SARIMA(p, d, q)(P,D,Q)s 241
AIC AIC2 ECM BIC BIC2 U1
ECMGpre 1.2802 1.2590 1.2782 1.2625 1.2436 1.2782
U2 ECMpre WMSE WFMSE WMAE WFMAE
ECMGpre 1.2782 0.7699 1.3295 0.7949 1.5726 0.8795
Tabla 4.152: ECM global de predicción, ECMGpre, para cada criterio en
modelos SARIMA(1, 0, 1)(0, 0, 1)7.
En la tabla 4.152 se recogen los mejores resultados en el caso de los cri-
terios WFMSE, WFMAE a pesar de que su valor en el ECMGpre es algo
superior que en el criterio ECMpre pero en la tabla 4.151, de las individuales
se comprobaban que funcionaban mejor éstos frente al ECMpre.
Para terminar con este capítulo, y no alargarlo demasiado analizaremos el
último modelo que se mostrará.
Modelo SARIMA(1, 1, 1)(1, 1, 1)7, cuyos coeﬁcientes son φ1 =
−0,7, θ1 = 0,5, Φ1 = −0,3 y Θ = 0,3. (Modelo 191)
AIC AIC2 ECM BIC BIC2
Valor 2.372309 -0.3229122 0.5723217 2.506997 -0.206271
Modelo 270 270 270 215 190
Tabla 4.153: Criterios Clásicos de ajuste para SARIMA(1, 1, 1)(1, 1, 1)7.
U1 U2 ECMpre
Valor 0.02071298 0.02071743 0.037946
Modelo 270 270 132
Tabla 4.154: Criterios Clásicos de predicción para SARIMA(1, 1, 1)(1, 1, 1)7.
Ajuste Predicción
WMSE WMAE WFMSE WFMAE
Valor 0.1949824 0.3102977 0.03438867 0.1382251
Modelo 42 42 132 166
Tabla 4.155: Criterios propuestos para SARIMA(1, 1, 1)(1, 1, 1)7.
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Figura 4.257: Residuos obtenidos con los modelos de los criterios de ajuste
de SARIMA(1, 1, 1)(1, 1, 1)7.


































































































































































Figura 4.258: Residuos obtenidos con los modelos de los criterios de predic-
ción de SARIMA(1, 1, 1)(1, 1, 1)7.














Tabla 4.156: Medidas descriptivas de los residuos en el conjunto de compro-
bación para SARIMA(1, 1, 1)(1, 1, 1)7.
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Figura 4.259: Histograma de los residuos obtenidos con los modelos de los
criterios de ajuste de SARIMA(1, 1, 1)(1, 1, 1)7.
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Figura 4.260: Histograma de los residuos obtenidos con los modelos de los
criterios de predicción de SARIMA(1, 1, 1)(1, 1, 1)7.
Criterio ECMpre1 ECMpre2 ECMpre3 ECMpre4 ECMpre5 ECMpre6 ECMpre7
AIC 1.1527 1.3506 1.6689 1.4536 2.0065 1.7592 1.9275
AIC2 1.1527 1.3506 1.6689 1.4536 2.0065 1.7592 1.9275
ECM 1.1527 1.3506 1.6689 1.4536 2.0065 1.7592 1.9275
BIC 1.0426 1.3298 1.4967 1.4072 1.8731 1.6867 1.7989
BIC2 1.1998 1.3481 1.5580 1.4939 1.9548 1.7494 1.8427
U1 1.1527 1.3506 1.6689 1.4536 2.0065 1.7592 1.9275
U2 1.1527 1.3506 1.6689 1.4536 2.0065 1.7592 1.9275
ECMpre 2.1890 2.1264 2.5524 2.2151 3.1822 2.6728 2.8039
WMSE 2.0388 2.4661 3.9026 4.2189 4.6109 4.0888 4.4849
WFMSE 2.1890 2.1264 2.5524 2.2151 3.1822 2.6728 2.8039
WMAE 2.0388 2.4661 3.9026 4.2189 4.6109 4.0888 4.4849
WFMAE 2.1890 2.1264 2.5524 2.2151 3.1822 2.6728 2.8039
Tabla 4.157: ECMpre global para cada predicción realizada en el conjunto
de comprobación en SARIMA(1, 1, 1)(1, 1, 1)7.
A la vista de la tabla 4.157 y junto con la tabla 4.156, lo único más
destacable es el peor comportamiento de los 5 últimos criterios mostrados
en la tabla, los criterios ECMpre, WFMSE y WFMAE han seleccionado el
mismo modelo, lo mismo ha ocurrido con los criterios WMSE y WMAE
(tabla 4.154 y 4.155).
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Figura 4.261: ECM de ajuste de los modelos obtenidos con los criterios de
ajuste en SARIMA(1, 1, 1)(1, 1, 1)7.

































































































































































Figura 4.262: ECM de ajuste de los modelos obtenidos con los criterios de
predicción en SARIMA(1, 1, 1)(1, 1, 1)7.
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Figura 4.263: Histograma de los ECM de ajuste de los modelos obtenidos
con los criterios de ajuste en SARIMA(1, 1, 1)(1, 1, 1)7.
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Figura 4.264: Histograma de los ECM de ajuste de los modelos obtenidos
con los criterios de predicción en SARIMA(1, 1, 1)(1, 1, 1)7.
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AIC AIC2 ECM BIC BIC2 U1
ECMG 0.8863 0.8863 0.8863 0.9061 1.0115 0.8863
U2 ECMpre WMSE WFMSE WMAE WFMAE
ECMG 0.8863 1.6698 1.6558 1.6698 1.6558 1.6698
Tabla 4.158: El ECM global de ajuste, ECMG, para cada criterio en modelos
SARIMA(1, 1, 1)(1, 1, 1)7.
En la tabla 4.158 se comprueba que los peores resultados una vez más, se
alcanzan en los últimos 5 criterios aunque en esta ocasión junto con el BIC2,
que tampoco consigue un buen ajuste, aunque en general no hay ningún
criterio que destaque en este aspecto signiﬁcativamente con el resto, puede
verse en las gráﬁcas 4.261 y 4.262.




































































































































































Figura 4.265: ECM de predicción de los modelos obtenidos con los criterios
de ajuste en SARIMA(1, 1, 1)(1, 1, 1)7.
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Figura 4.266: ECM de predicción de los modelos obtenidos con los criterios
de predicción en SARIMA(1, 1, 1)(1, 1, 1)7.
	



















































































Figura 4.267: Histograma de los ECM de predicción de los modelos obtenidos
con los criterios de ajuste en SARIMA(1, 1, 1)(1, 1, 1)7.
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Figura 4.268: Histograma de los ECM de predicción de los modelos obtenidos
con los criterios de predicción en SARIMA(1, 1, 1)(1, 1, 1)7.
AIC AIC2 ECM BIC BIC2 U1
ECMGpre 1.6170 1.6170 1.6170 1.5193 1.5810 1.6170
U2 ECMpre WMSE WFMSE WMAE WFMAE
ECMGpre 1.6170 2.5345 3.6873 2.5345 3.6873 2.5345
Tabla 4.159: ECM global de predicción, ECMGpre, para cada criterio en
modelos SARIMA(1, 1, 1)(1, 1, 1)7.
Con respecto a los errores cuadráticos medios de predicción global, los
criterios citados alcanzan también en esta tabla 4.159 los peores resultados
al respecto, sin que existe ningún comportamiento que sea digno de resaltar
en este campo.
En esta ocasión tan sólo ha sido posible detectar el modelo generador de la
serie con el criterio WFMAE, aunque el porcentaje de acierto ha sido de tan
sólo un 1 %.
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Figura 4.269: Residuos de las series correctas e incorrectas con el criterio
WFMAE en el SARIMA(1, 1, 1)(1, 1, 1)7.










































Figura 4.270: ECM de ajuste y predicción en las series correctas e incorrectas
con el criterio WFMAE en SARIMA(1, 1, 1)(1, 1, 1)7.
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Media Varianza ECMG ECMGpre
Correctos 0.0569 1.0335 0.9673 1.0367
Incorrectos 0.0058 0.6675 1.6934 0.8676
Tabla 4.160: Medidas descriptivas en el conjunto de comprobación y ECMG
de ajuste y predicción para SARIMA(1, 1, 1)(1, 1, 1)7 con el criterio WF-
MAE.
ECMGpre1 ECMGpre2 ECMGpre3 ECMGpre4 ECMGpre5 ECMGpre6 ECMGpre7
Correctos 1.0357 0.0841 0.7737 0.4699 2.9526 0.5674 1.3738
Incorrectos 0.4494 0.7509 0.6368 0.9511 0.8656 1.3355 1.0835
Tabla 4.161: ECM global de predicción en SARIMA(1, 1, 1)(1, 1, 1)7 con el
criterio WFMAE en el conjunto de comprobación.
Ante el criterio WFMAE, el mejor comportamiento se consigue en el
grupo de las series incorrectas (tabla 4.160) en las que se consigue una media
y una varianza inferior a las correctas, y un ECMGpre que también mejora
los resultados con respecto a las correctas, es variante el comportamiento
sufrido en relación a las predicciones individuales, aunque la primera de ellas
es más precisa en el caso de las series incorrectas (tabla 4.161)


































































































































































Figura 4.271: Residuos obtenidos con los modelos asignados por cada criterio
a cada serie SARIMA(1, 1, 1)(1, 1, 1)7.
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Figura 4.272: Residuos obtenidos con los modelos asignados por cada criterio














Tabla 4.162: Medidas descriptivas de los residuos de predicción (conjunto de
comprobación) para SARIMA(1, 1, 1)(1, 1, 1)7.
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Figura 4.273: Histograma de los residuos obtenidos con los modelos asignados
por cada criterio a cada serie SARIMA(1, 1, 1)(1, 1, 1)7.
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Figura 4.274: Histograma de los residuos obtenidos con los modelos asignados
por cada criterio a cada serie SARIMA(1, 1, 1)(1, 1, 1)7.
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Criterio ECMGpre1 ECMGpre2 ECMGpre3 ECMGpre4 ECMGpre5 ECMGpre6 ECMGpre7
AIC 1.0269 1.3246 1.5181 1.3965 1.8181 1.6442 1.8574
AIC2 1.0515 1.2789 1.4689 1.3541 1.7653 1.5502 1.8080
ECM 1.0780 1.3270 1.5379 1.4155 1.8456 1.6263 1.8540
BIC 1.0491 1.3112 1.5580 1.4317 1.8840 1.6179 1.8521
BIC2 1.0257 1.2464 1.4690 1.3738 1.8094 1.6176 1.8514
U1 1.0780 1.3270 1.5379 1.4155 1.8456 1.6263 1.8540
U2 1.0780 1.3270 1.5379 1.4155 1.8456 1.6263 1.8540
ECMpre 0.4467 0.7460 0.6716 0.8778 0.8686 1.0713 0.9459
WMSE 1.1845 1.4174 1.8254 1.6514 2.1355 2.0463 2.1833
WFMSE 0.3062 0.5859 0.5446 0.8662 1 1.3865 1.2193
WMAE 1.1621 1.5412 1.7827 1.7417 2.1086 2.1415 2.2249
WFMAE 0.4553 0.7443 0.6382 0.9463 0.8865 1.3278 1.0864
Tabla 4.163: ECM globales para cada predicción realizada en el conjunto de
comprobación en SARIMA(1, 1, 1)(1, 1, 1)7.
































































































































































Figura 4.275: ECM de ajuste obtenidos con los modelos asignados por cada
criterio a cada serie SARIMA(1, 1, 1)(1, 1, 1)7.
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Figura 4.276: ECM de ajuste obtenidos con los modelos asignados por cada
criterio a cada serie SARIMA(1, 1, 1)(1, 1, 1)7.


















































































































Figura 4.277: Histograma de los ECM de ajuste obtenidos con los modelos
asignados por cada criterio a cada serie SARIMA(1, 1, 1)(1, 1, 1)7.
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Figura 4.278: Histograma de los ECM de ajuste obtenidos con los modelos
asignados por cada criterio a cada serie SARIMA(1, 1, 1)(1, 1, 1)7.
AIC AIC2 ECM BIC BIC2 U1
ECMG 0.8673 0.8934 0.8605 0.8838 0.93 0.8605
U2 ECMpre WMSE WFMSE WMAE WFMAE
ECMG 0.8605 1.6975 1.2505 1.6522 1.2931 1.6861
Tabla 4.164: ECM global de ajuste, ECMG, para cada criterio en modelos
SARIMA(1, 1, 1)(1, 1, 1)7.
En los gráﬁcos 4.271 y 4.272 ya se puede apreciar la mejoría sufrida
por los criterios ECMpre, WFMSE y WFMAE, en la tabla 4.162 podemos
veriﬁcar esta apreciación, siendo en esta ocasión el criterio WFMSE el que
mejor funciona, como se puede ver en la tabla 4.163, y en esta última tabla
(4.164) podemos ver que en cuanto al ajuste una vez más en estos criterios es
donde peor funciona aunque en este caso no se consiguen buenos resultados
en general.
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Figura 4.279: ECM de predicción obtenidos con los modelos asignados por
cada criterio a cada serie SARIMA(1, 1, 1)(1, 1, 1)7.

















































































































































































Figura 4.280: ECM de predicción obtenidos con los modelos asignados por
cada criterio a cada serie SARIMA(1, 1, 1)(1, 1, 1)7.
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Figura 4.281: Histograma de los ECM de predicción obtenidos con los mo-
delos asignados por cada criterio a cada serie SARIMA(1, 1, 1)(1, 1, 1)7.

















































































Figura 4.282: Histograma de los ECM de predicción obtenidos con los mo-
delos asignados por cada criterio a cada serie SARIMA(1, 1, 1)(1, 1, 1)7.
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AIC AIC2 ECM BIC BIC2 U1
ECMGpre 1.5122 1.4681 1.5263 1.5291 1.4848 1.5263
U2 ECMpre WMSE WFMSE WMAE WFMAE
ECMGpre 1.5263 0.8040 1.7777 0.8441 1.8147 0.8693
Tabla 4.165: ECM global de predicción, ECMGpre, para cada criterio en
modelos SARIMA(1, 1, 1)(1, 1, 1)7.
Por último, y como era de esperar en la tabla 4.165 se puede comprobar
como los criterios ya mencionados en diversas ocasiones son los que mejores
resultados en predicción obtienen (ECMpre, WFMSE y WFMAE), y ade-
más, y siguiendo la misma línea que en los modelos anteriores, los resultados
mostrados en las tablas asociadas a este procedimiento de actuación, superan
a los resultados mostrados en el procedimiento inicial, donde se determinaba
como modelo óptimo aquel modelo que minimizaba el criterio empleado en
las 200 series estudiadas.
En general, ante los procesos estacionarios se puede decir, que el procedi-
miento para obtener buenos resultados en la predicción es utilizar el los
criterios de predicción aportados en este trabajo y utilizar el modelo que
determinen éstos, ya que no sólo se ha conseguido disminuir el ECMGpre
sino los ECMGpre de cada una de las predicciones realizadas.

Capítulo 5
Aplicación: La Demanda de
Agua
El agua es el elemento y principio de las
cosas
Tales de Mileto (Filósofo y matemático
griego)
5.1. Introducción
El agua es un recurso natural incomparable, escaso y estratégico, elemen-
to clave para la vida y el desarrollo social, difícilmente se puede exagerar la
importancia del agua, es seguramente el más valioso e imprescindible de los
existentes en el planeta Tierra. El agua debería ser un derecho humano y,
sin embargo, 1100 millones de personas carecen de acceso al agua potable.
La aparente abundancia del agua en el mundo ha dado la impresión, en el
pasado, de que se trataba de un bien inagotable. Era también el más barato.
En muchos lugares el agua era gratuita. La escasez de agua afecta ya a todos
los continentes. Cerca de 1200 millones de personas, casi una quinta parte de
la población mundial, vive en áreas de escasez física de agua, mientras que
500 millones se aproximan a esta situación. Otros 1600 millones, alrededor
de un cuarto de la población mundial, se enfrentan a situaciones de escasez
económica de agua, donde los países carecen de la infraestructura necesaria
para transportar el agua desde ríos y acuíferos.
La escasez de agua constituye uno de los principales desafíos del siglo XXI
al que se están enfrentando ya numerosas sociedades de todo el mundo. A lo
largo del último siglo, el uso y consumo de agua creció a un ritmo dos veces
superior al de la tasa de crecimiento de la población y, aunque no se puede
hablar de escasez hídrica a nivel global, va en aumento el número de regiones
con niveles crónicos de carencia de agua.
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La escasez de agua es un fenómeno no solo natural sino también causado
por la acción del ser humano. Hay suﬁciente agua potable en el planeta para
abastecer a 6000 millones de personas, pero ésta está distribuida de forma
irregular, se desperdicia, está contaminada y se gestiona de forma insosteni-
ble. Una política subsidiada que ha fomentado su derroche, su explotación
excesiva, originando problemas de escasez, pérdida de calidad o deterioro
medioambiental.
A día de hoy, cerca de 700 millones de personas procedentes de 43 países di-
ferentes sufren escasez de agua. En 2025, 1800 millones de personas vivirán
en países o regiones con escasez absoluta de agua y dos terceras partes de la
población mundial podrían hacerlo en condiciones de estrés hídrico. Bajo el
contexto actual de cambio climático, en el 2030, casi la mitad de la población
mundial vivirá en áreas de estrés hídrico, incluidos entre 75 y 250 millones
de personas de África. Además, la escasez de agua en áreas áridas o semi-
áridas provocará el desplazamiento de entre 24 y 700 millones de personas.
En el África Subsahariana se concentra el mayor número de países con estrés
hídrico.
En la medida en que el agua se va convirtiendo en un recurso cada vez más
escaso y deteriorado por la intervención humana, los poderes públicos han
ido estableciendo nuevas medidas para mejorar su gestión. En este contexto,
la Directiva Marco del Agua (DMA)1 establece el objetivo claro de que en
el año 2015 se consiga un buen estado ecológico y un uso sostenible para
todas las aguas europeas. Además, recoge que los Estados miembros garan-
tizarán, a más tardar en 2010, que la política de tarifas del agua proporcione
incentivos para el uso eﬁciente y la recuperación de los costes de los servicios
relacionados con el agua.
Este nuevo marco institucional pone de relieve la necesidad de caracterizar
y analizar en profundidad la demanda de agua, lo que motiva el interés por
utilizar instrumentos económicos para mejorar la eﬁciencia en el uso del agua.
5.2. Planteamiento del problema
La demanda de agua se ha convertido a lo largo de los últimos años y, en
especial en el nuevo siglo, en uno de los principales problemas a nivel mun-
dial, a medida que numerosos y variados factores conﬁeren que el análisis
del agua sea una importante preocupación para los ciudadanos. El primero
de ellos, es el hecho de que hemos asistido a una mejora de la actividad
económica y del bienestar general que han provocado de un modo incesante
las demandas de servicios de agua para todos los usos, el consumo global de
agua en España se ha multiplicado más del doble que el incremento de la
población, además, las fuentes, los manantiales, las cuencas o cañadas están
en acelerada vía de extinción y se sufren cambios de clima y de suelo, inun-
1DIRECTIVA 2000/60/CE, del 23 de octubre del 2000
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daciones, sequías y desertización, que condicionan gravemente la seguridad
de su abastecimiento.
El crecimiento de la demanda de agua y la escasez física son factores que re-
quieren mejorar la eﬁciencia económica del uso del agua y actuar de acuerdo
a los objetivos ambientales y de sostenibilidad en el contexto de la Directiva
Marco del Agua y de una nueva política del agua. Muchos de los debates
que se plantean en torno al agua suscitan enfrentamientos que, en ocasiones,
parten de un mal entendimiento del agua como bien económico.
El funcionamiento de la economía, el crecimiento económico y el bienestar
individual y colectivo de las personas depende de los servicios de agua. El
agua es indispensable para cualquier actividad: la industrial, la agrícola y
la urbana ya que promueve su desarrollo económico y social. Para compren-
der la importancia del agua, como elemento esencial para la generación de
riqueza y bienestar, es necesario analizar profundamente la evolución de la
demanda de agua y las actuaciones de intervención pública.
En España la capacidad de agua embalsada es en la actualidad superior a
50000 Hm3 al año, lo que ofrece una disponibilidad de agua de unos 2800
m3 al año (2800000 litros) por persona al año. Esta disponibilidad es mayor
que la de la media de la Unión Europea pero el problema fundamental es que
se distribuye de forma muy desigual, por lo que algunas zonas secas sufren
problemas de escasez de agua. Los planes hidrológicos están encaminados al
trasvase de agua de zonas que la tienen en abundancia a otras más secas a
través de la construcción de grandes presas y embalses, túneles y tuberías.
En los últimos años se están utilizando otras tecnologías como la desaliniza-
ción, la destilación o la ósmosis inversa para obtener agua.
La creciente necesidad de lograr el equilibrio hidrológico que asegure el abas-
tecimiento suﬁciente de agua a la población, supone un importante desafío
que requiere armonizar la disponibilidad natural con las extracciones del re-
curso mediante el uso eﬁciente del agua.
En este contexto, dada la incidencia a nivel mundial y las múltiples activi-
dades que directa o indirectamente están afectadas por el déﬁcit de agua,
la planiﬁcación hidrográﬁca se plantea como un reto ineludible, para el que
la elaboración de predicciones de la demanda de agua urbana con la mayor
precisión posible tiene un carácter prioritario.
5.3. Objetivos del problema
El presente estudio debe entenderse, en líneas generales, como una con-
tribución al conocimiento del problema del agua en España, especialmente,
en Andalucía, y una aportación al reto de una gestión eﬁciente de la deman-
da de agua. El hecho de analizar el problema del agua en un determinado
contexto geográﬁco y social, permite llevar a cabo un análisis más detallado
y profundo y adentrarse en las causas concretas y en las consecuencias del
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problema, lo que no hubiera sido posible con un estudio mas amplio.
Se centra en la predicción del consumo de agua en los núcleos urbanos, que
si bien no tienen un gran peso especíﬁco desde el punto de vista del volumen
consumido en comparación con otros usos, hay que subrayar que el abas-
tecimiento a la población es el uso fundamental por su prioridad social,
legal y económica y, además, en los últimos años ha experimentado el mayor
crecimiento en términos relativos.
Aunque las metas concretas del estudio presentado son esencialmente:
Un análisis de la evolución del consumo de agua en un área urbana
durante el periodo comprendido entre 1984 y 2011.
El objetivo principal de este trabajo es desarrollar una novedosa me-
todología de predicción del consumo de agua, que trate de superar las
limitaciones de los métodos tradicionales, minimizando el error estima-
do de predicción, y con la que se complete la información precisa para
la toma de decisiones tanto de las administraciones públicas como de
las empresas suministradoras.
Para llevar a cabo las metas ﬁjadas, se va desarrollar el estudio de la se-
rie de consumo de agua en áreas urbanas aplicándose los criterios clásicos
frente a los criterios propuestos en una primera sección, para comprobar la
efectividad de los mismos. Se continuará el estudio desarrollando el ajuste
clásico mediante correlogramas, y en un último momento mediante técnicas
más soﬁsticadas como son las redes neuronales. Finalmente se concluirá la
aplicación con una sección donde se comparen los mejores resultados obte-
nidos en cada apartado, con el objetivo de determinar que metodología es
capaz de dar una solución más ajustada al problema que se aborda.
5.4. Metodología
Tenemos una serie temporal Yt donde se recogen los datos mensuales de
consumo de agua en una zona urbana de Andalucía, desde el año 1984 hasta
2011, de manera que se tienen n = 337 observaciones, de las que T = 325 se
consideran datos actuales y formaran el grupo de entrenamiento y n−T = 12
se deﬁnen como datos futuros (h = 12), que será el grupo de comprobación.
De manera, que para ajustar la serie se utilizara el grupo de entrenamiento,
y el grupo de comprobación para comparar las predicciones realizadas con el
modelo seleccionado por cada uno de los criterios con los datos reales que se
han reservado para la validación. El conjunto de modelos, M , a considerar,
serán todos aquellos que cumplan
p+ q ≤ 4




lo que hace un total de 324 modelos.
Para ilustrar este estudio vamos a mostrar la representación de la serie a
analizar, con objeto de tener una primera visión general sobre el comporta-
miento de la misma.






























Figura 5.1: Representación gráﬁca de la serie sobre el consumo de agua
5.4.1. Criterios de Selección de modelos
Para seleccionar un modelo SARIMA adecuado para la serie objeto de
estudio, se evalúa la serie en cada uno de los criterios seleccionados consi-
derando cada uno de los 324 modelos, y se determina como modelo el que
obtenga el mínimo valor para cada uno de los criterios. Los criterios utiliza-
dos serán los mismos que los empleados en el capítulo 4 de simulación.
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Criterio AIC AIC2 ECM BIC BIC2 U1
Modelo 270 135 270 195 80 270
Criterio U2 ECMpre WMSE WFMSE WMAE WFMAE
Modelo 270 224 269 224 229 155
Tabla 5.1: Modelos seleccionados con cada uno de los criterios.
Se estudiaran por tanto las predicciones obtenidas con los modelos
SARIMA(2,0,2)(2,1,2)12, que ha sido seleccionado por los criterios de ajuste
AIC y ECM, y por los criterios de predicción U de Theil 1, U de Theil 2,
el modelo SARIMA(1,0,1)(1,0,2)12, que ha sido escogido por el criterio de
ajuste AIC2, el SARIMA(1,1,1)(2,0,2)12, elegido en este caso por el criterio
de ajuste BIC, SARIMA(0,1,1)(1,0,1)12, por el que se ha decantado el cri-
terio de ajuste BIC2, el modelo SARIMA(2,0,0)(1,0,1)12, determinado por
los criterios de predicción del ECM y WFMSE propuesto en este trabajo,
SARIMA(2,0,2)(2,1,1)12, adoptado en esta ocasión por el criterio de ajuste
WMSE, expuesto en este trabajo, el SARIMA(2,0,0)(2,0,0)12 preferido por
el criterio de ajuste, WMAE, formulado también en este documento y por
último, el modelo SARIMA(1,0,2)(1,1,1)12 al que ha optado el criterio de
predicción, WFMAE, enunciado en el capítulo 3.
Para la elección de los modelos se ha deﬁnido un α con valores comprendidos
entre 0,94 y 0,99, de manera que al calcular sus exponentes el decrecimiento
sea lento, ya que esas potencias son los pesos adjudicados a las observaciones,
y dado que en la predicción se realizan 12 hemos de tener cuidado de elegir
un valor de α tal que vaya disminuyendo el peso dado a cada predicción sin
llegar a anular a ninguna de ellas.
Se han realizado las predicciones a 12 meses, utilizando cada uno de los
modelos anteriores y se han representado las distribuciones de los residuos
obtenidos con cada uno de ellos en el conjunto de comprobación, para faci-
litar la comparación entre las distintas curvas, la serie ha sido tipiﬁcada.
Se observa en el gráﬁco 5.2 que las mejores distribuciones son las cuatro últi-
mas gráﬁcas, sobre todo las correspondientes al modelo SARIMA(2, 0, 0)(1, 0, 1)12
y SARIMA(1,0,2)(1,1,1)12 donde se observa una menor varianza que en el
resto con la salvedad de la cola de la derecha, que si observamos el gráﬁco
5.3 comprobaremos que hay un residuo que se dispara, este residuo corres-
ponde con la predicción 9, con lo cuál se considera un valor outlier al resto de
la distribución, aunque no es preocupante ya que no se trata de las primeras
predicciones que son las que mayor interés nos suscitan.
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Figura 5.3: Representación del diagrama de cajas y bigotes de los residuos
de predicción.
268 Capítulo 5. Aplicación: La Demanda de Agua
(2,0,2)(2,1,2)12 (1,0,1)(1,0,2)12 (1,1,1)(2,0,2)12 (0,1,1)(1,0,1)12
media 0.313237 0.672788 0.573356 0.504668
ECM 1.630772 1.723538 1.654099 1.771196
ECMpre 0.487196736 1.146151 1.036783 0.888327
(2,0,0)(1,0,1)12 (2,0,2)(2,1,1)12 (2,0,0)(2,0,0)12 (1,0,2)(1,1,1)12
media -0.031054 0.386064 0.261596 0.180845
ECM 2.003823 1.708121 2.167396 1.778594
ECMpre 0.359088 0.549686 0.458306 0.390951
Tabla 5.2: ECM de ajuste y predicción en cada modelo.
En la tabla 5.2, se puede veriﬁcar que los modelos donde se alcanzan las
mejores predicciones, son el SARIMA(2, 0, 0)(1, 0, 1)12 que se correspondía
con la elección del criterio WFMSE y el SARIMA(1, 0, 2)(1, 1, 1)12 que pro-
cede del criterio WFMAE, por tanto, las mejores predicciones se alcanzan
en los criterios propuestos en este trabajo ante el caso real de la demanda
de agua, siendo además el primero de ellos el que alcanza una menor me-
dia, y una expresión del modelo más simple. Podemos observar en el gráﬁco
5.4, los datos reales del conjunto de comprobación frente a las predicciones
realizadas con cada uno de los modelos seleccionados.





















































Figura 5.4: Representación de las predicciones obtenidas frente a los valores
reales de la serie.
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Otra alternativa al caso de la predicción sería comprobar que ocurre con
una predicción agregada, de manera que, en vez de realizar las predicciones
mes a mes para un año, como se ha hecho, se puede plantear estudiar que
ocurre si se realiza una predicción anual, es decir, no diferenciada por meses
sino de manera global.
En esta ocasión, lo que se hace es realizar una única predicción que sea el
consumo total de agua en el último año, para poder validar la calidad de la
predicción se toma el consumo real del último año conocido como conjunto
de comprobación, se tiene que el consumo ha sido 23255930l.
Realizamos la predicción de ese año con los modelos seleccionados anterior-
mente y estudiamos los residuos obtenidos.
(2,0,2)(2,1,2)12 (1,0,1)(1,0,2)12 (1,1,1)(2,0,2)12 (0,1,1)(1,0,1)12
predicción 228.8005 224.4859 225.6791 226.5033
residuo 3.758855 8.0734641 6.8802731 6.0560213
(2,0,0)(1,0,1)12 (2,0,2)(2,1,1)12 (2,0,0)(2,0,0)12 (1,0,2)(1,1,1)12
predicción 232.9320 227.9266 229.4202 230.3892
residuo -0.3726501 4.632779 3.139160 2.170143
Tabla 5.3: Predicciones anuales expresadas en 100000l.
En la tabla 5.3 es fácil comprobar que la predicción más acertada es la
realizada con el modelo seleccionado por el criterio WFMSE, no solo porque
se consiga alcanzar un residuo menor que en el resto de los casos sino también
porque con el resto de modelos la predicción es inferior al consumo real. Con
este criterio la predicción supera en 37270l el consumo real, mientras que
seleccionar un criterio diferente supondría en el mejor de los casos, 2170143l
menos de los reales, por lo que no se hubiera podido satisfacer la demanda de
agua. Este hecho puede tener consecuencias graves ante la política de actua-
ción para el aprovechamiento de los recursos naturales que se haya marcado
en el año, ya que ha podido generar períodos restricciones innecesarios.
5.4.2. Metodología Box-Jenkins
Para ajustar la serie siguiendo la metodología Box (1976), se han de
estimar los parámetros del modelo. Lo primero que se determina son los
valores de d y D, que hagan que la serie diferenciada sea estacionaria. En la
ﬁgura 5.1 se puede observar que la serie presenta estacionalidad a distancia
s = 12. Por lo que se determina D = 1, se necesita diferenciar en la parte
estacional. En cuanto a d, podría considerarse como posibles valores el 0 y
el 1. Mediante los gráﬁcos de correlación simple (ACF) y parcial (PACF) se
determinaran el resto de parámetros.
270 Capítulo 5. Aplicación: La Demanda de Agua
Se muestra la gráﬁca para el caso d = 0 y D = 1 (gráﬁco 5.5).
Figura 5.5: Representación de la serie de consumo de agua con una diferen-
cia estacional, gráﬁco de autocorrelación simple y gráﬁco de autocorrelación
parcial.
A la vista del gráﬁco 5.5 se determina como modelo un ARMA(1,1) para
los datos mensuales, y un ARMA(1,1) para los datos anuales, por lo tanto
el modelo ajustado se determina como un SARIMA(1,0,1)x(1,1,1)12.
Se analizan ahora las gráﬁcas de las ACF y PACF para el caso d = 1 y D = 1
(gráﬁco 5.6).
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Figura 5.6: Representación de la serie de consumo de agua con la primera
diferencia y una diferencia estacional, gráﬁco de autocorrelación simple y
gráﬁco de autocorrelación parcial.
En este caso, se podría determinar un MA(1) para los datos mensuales
y un MA(1) para los datos anuales. El modelo por tanto, en este caso seria
un SARIMA(0,1,1)x(0,1,1)12.
Utilizando ambos modelos se realizan las predicciones correspondientes al




Tabla 5.4: ECM de ajuste y predicción con la metodología Box-Jenkins.
En la tabla 5.4 se puede ver como en cuanto a predicción no existen di-
ferencias signiﬁcativas entre los dos modelos, por tanto, hemos optado por se-
leccionar el modelo que además tiene el mejor ajuste, es decir, SARIMA(1,0,1)(1,1,1)12.
5.4.3. Redes neuronales
Se aplican en esta ocasión mecanismos de redes neuronales artiﬁciales,
éstas buscan reproducir algunas de las capacidades del cerebro imitando su
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estructura neuronal mediante un estilo de computación paralelo, distribuido
y adaptativo con lo que son capaces de aprender a partir de ejemplos.
El perceptrón multicapa es un aproximador universal de relaciones no lineales
entre datos de entrada y salida. La arquitectura típica de un perceptrón
multicapa, como se puede ver en la imagen inferior, consiste en tres partes:
una capa de entrada, una capa de salida y una o varias capas ocultas, puede







Figura 5.7: Esquema de una red neuronal artiﬁcial.
En cuanto al diseño de la arquitectura, el simulador del perceptrón mul-
ticapa emplea la función sigmoidal, Chandra y Singh (2004), donde sus pa-
rámetros suelen ser determinados por el método de prueba y error, Shepherd
(1997). Es necesario remarcar este punto porque no existe una regla exacta
que determine los valores óptimos de una red basada en perceptrón multi-
capa. Esta arquitectura em plea el algoritmo de retropropagación del error
(backpropagation), Rumelhart et al. (1986), Rumelhart et al. (2002). Con-
siste en ajustar los pesos de la red para minimizar el error global, con el
objetivo de que la salida de la red sea lo más próxima posible a la salida
deseada. Este algoritmo es uno de los puntos característicos del perceptrón
multicapa, no existe un proceso automático para determinar el número óp-
timo de neuronas en esta red neuronal.
La principal diﬁcultad en el entrenamiento de redes de varias capas es en-
contrar los errores asociados con las capas ocultas; es decir, en las capas que
no son la de salida. Esto es debido a que los errores son necesarios para el
aprendizaje, para saber cómo modiﬁcar los pesos de las neuronas en las ca-
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pas ocultas. Rumelhart et al. (1986) formalizaron un método para que una
red del tipo perceptrón multicapa aprendiera la asociación que existe entre
un conjunto de patrones de entrada y sus salidas correspondientes: método
backpropagation error (propagación del error hacia atrás).
Así el funcionamiento del perceptrón multicapa es básicamente: se aplica
una entrada cuya salida se conoce, luego se calcula primero la salida de las
neuronas de entrada, estas salidas son las entradas de las neuronas de la
capa oculta, con estas entradas se calcula la salida de las neuronas ocultas,
y con éstas como entrada para las neuronas de salida, se calculan las salidas
ﬁnales. Esta es la fase hacia delante, por así decirlo, en la red.
Luego se obtiene el error con respecto a la señal deseada y ﬁnalmente este
error se retro propaga (de atrás hacia delante) modiﬁcando los pesos.
No se tratará la parte matemática de cómo se hace esto, pero mencionare-
mos que las neuronas de la capa oculta usan como regla de propagación, la
suma ponderada de las entradas con los pesos sinápticos y sobre esa suma
ponderada se aplica una función de transferencia de tipo sigmoide, que es
acotada en respuesta. Similarmente en la retropropagación, el error en los
nodos de las capas ocultas es proporcional a la sumatoria de los gradientes
de los nodos de la capa siguiente pesados por los pesos de conexión.
Se ha llevado a cabo el estudio de la red neuronal perceptrón multicapa, con
el software libre R-project, que se viene utilizando a lo largo de toda esta
tesis, donde se ha implementado la red utilizando el paquete nnet (apéndice
B), y a la que se le ha pedido que seleccione el número de capas ocultas (H)
entre 1 y 12, se muestran en la tabla 5.3 los resultados diferentes obtenidos en
función del número de capas ocultas utilizadas, para no hacer muy extensa






Tabla 5.5: ECM de ajuste y predicción en Redes Neuronales con distintas
capas ocultas.
Se observa en la tabla 5.5 como para el caso de buscar un buen ajuste el
número de capas ocultas óptimo serían 3, mientras que la mayor capacidad
predictiva se consigue con una sola capa oculta. En nuestro problema la red
seleccionada sería la que considera una sola capa oculta, al ser esta la que
mejor predice.
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Las redes neuronales artiﬁciales han ido cobrando una gran importan-
cia en muchas aplicaciones reales, Allende (2002). Los resultados empíricos
muestran que bajo ciertas condiciones, incluso la red neuronal más simple es
capaz de aproximar cualquier función medible de cualquier grado, Zhang et
al. (1998). El primer modelo de red neuronal fue propuesto por McCulloch y
Pitts (1943) en términos de un modelo computacional de actividad nervio-
sa, otros modelos han sido estudiados posteriormente, Elman (1990). Estos
modelos generalmente utilizan la red de perceptrón multicapa. Las redes
neuronales han encontrado muchas aplicaciones con éxito en la visión arti-
ﬁcial, en el procesado de señales e imágenes, reconocimiento del habla y de
caracteres, sistemas expertos, análisis de imágenes médicas, control remoto,
control de robots e inspección industrial, y cada vez más se aplican a nuevos
campos, como el de las ciencias económicas, Santana (2006), Patiño (2012).
En relación al problema que nos ocupa, son frecuentes el empleo de redes
neuronales para predecir series de tiempo no lineal, Kajitani et al. (2005). No
obstante, en la realidad, existen series de tiempo que no son absolutamente
lineales, ni no lineales, es decir, que tienen componentes lineales y tienen a su
vez, componentes no lineales, lo que hacen a menudo, que el modelo se vea
afectado por irregularidades y eventos infrecuentes, que hacen que el pro-
nóstico sea un problema difícil y complejo. Para abordar este tipo de series
varios investigadores han ido proponiendo no sólo nuevos modelos ARIMA,
sino de redes neuronales, Santana (2006), e incluso modelos híbridos que
utilizan tanto modelos ARIMA como redes neuronales, como por ejemplo,
Caridad y OcerÃn (2011), Zhang (2003). Tseng et al. (2002) combinan se-
ries temporales estacionarias con redes neuronales de tipo feedforward. Estos
modelos híbridos obtienen buenos resultados en muchos de los campos en los
que han sido aplicados, ya que parecen corregir parcialmente los errores de
especiﬁcación en modelos ARIMA. Este es un estudio que se quiere abordar
en una futura línea de investigación.
5.5. Comparación de metodologías
Se ha desarrollado en el capítulo anterior diversas metodologías existen-
tes en la literatura. En esta ocasión lo que se va a desarrollar es el estudio de
los resultados obtenidos con cada una de ellas para establecer la metodología
más eﬁcaz que de solución a nuestro objetivo, que es predecir de la manera
más precisa posible con el objetivo de poder desarrollar mecanismos de ac-
tuación eﬁcaces para poder satisfacer la demanda en un área determinada.
Se presentan en la tabla 5.6 los valores del ECM de ajuste y predicción obte-
nidos en las tres metodologías desarrolladas; Box-Jenkins, modelos SARIMA
y redes neuronales.
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(1,0,1)(1,1,1)12 WFMSE Red Neuronal
ECM 1.663971 1.415565 1.864918
ECMpre 0.46431 0.359088 0.696281
Tabla 5.6: ECM de ajuste y predicción con la metodología Box-Jenkins,
Sarima y Redes Neuronales.
Observando los resultados recogidos en la tabla 5.6, podemos determinar
de manera clara la efectividad y el buen funcionamiento de los criterios de
predicción que se proponen en este trabajo. Como puede comprobarse, la
capacidad predictiva y el error que se comete con nuestros criterios es menor
que en el caso de desarrollar una metodología basada en correlogramas, que
además de ser obsoleta es más laboriosa y no tiene posibilidad de ser automa-
tizada, y como se vió anteriormente también obtiene mejores resultados que
utilizando cualquier otro de los criterios clásicos estudiados. Pero además,
en nuestro ejemplo, estos criterios nuevos de predicción consiguen alcanzar
mejores resultados ante metodologías más complejas, como es el caso de las
redes. Además en esta ocasión los resultados de ajuste también son mejores
utilizando el modelo determinado por el criterio WFMSE.




































Figura 5.8: Representación de las predicciones con los distintos métodos.

Capítulo 6
Conclusiones y futuras líneas
de investigación
Nunca se alcanza la verdad total, ni
nunca se está totalmente alejado de ella.
Aristóteles. (Filósofo lógico y cientíﬁco
de la antigua Grecia)
Son muchos los estudios de existentes en la literatura sobre el estudio
de las series temporales, y sobre todo el estudio sobre la modelización de
las mismas y el ajuste de un modelo adecuado, son muchos los desarrollos
teóricos que existen, sin embargo, en el campo de las series temporales, es
muy difícil llevar a la práctica todos esos estudios con éxito.
En primer lugar, y a pesar de que los criterios de ajuste y predicción que
se han expuesto en este trabajo, son más que conocidos, estudiados y utili-
zados, hemos de empezar diciendo que su capacidad de detectar el modelo
generador de una serie temporal obtenida, es, en general, muy pobre, baraja
unos porcentajes de aciertos muy bajos, en el caso de los criterios de ajuste
clásicos, llegando en el mejor de los casos a obtener un 60 % y tan sólo con
uno de los criterios, con el BIC2, en el caso de los criterios de predicción aún
esos porcentajes son menores, más aún en la mayoría de los casos nulos, es
decir, no son capaces de detectar el modelo generador de las series.
En cuanto al procedimiento a desarrollar para alcanzar de la manera
más beneﬁciosa el objetivo establecido, se ha buscado en un primer lugar un
modelo óptimo para la predicción en cada uno de los modelos estudiados,
tomando la decisión de seleccionar aquel que minimiza el criterio empleado
en un grupo de series procedentes de un mismo modelo conocido y determi-
nar a su vez el mínimo de estos modelos, se decir, tomando el mínimo del
mínimo de un grupo de series con la misma estructura, sin embargo, me-
diante esta actuación n se han conseguido discriminar los modelos ni elegir
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un criterio que se comporte mejor ante esta situación.
En segundo lugar (aunque no se ha mostrado en este documento), se ha in-
tentado llevar a cabo la decisión de seleccionar el modelo que más se repetía
entre el grupo de series evaluadas, de manera que en cada serie se tomaba el
modelo que minimizaba al criterio y el modelo ﬁnal elegido era la moda de
éstos, sin embargo, los resultados al respecto han sido peores si cabe, que en
el proceso anterior, además se nos presenta el problema de que en un grupo
de series puede existir más de una moda, lo que complica el desarrollo y no
nos lleva a un buen camino.
En un tercer momento se ha estudiado la importancia de que el criterio sea
capaz de determinar correctamente a las series evaluadas y si ese procedi-
miento nos llevaba a obtener unos resultados mejores, sin embargo, detectar
las series no ha sido fácil, no obstante, en los casos en los que se ha llevado a
cabo esta discriminación los resultados obtenidos en cuanto a la predicción
no se han visto mejorados notablemente en ninguno de los casos.
Por último, se ha desarrollado un mecanismo donde la importancia del mo-
delo que se elegía toma un segundo plano, es decir, no nos interesa tanto el
modelo utilizado para la predicción sino que lo que se persigue es obtener
unos buenos índices de la misma, por tanto, se ha considerado para cada
serie independientemente de su procedencia el modelo que en cada caso ha
establecido el criterio empleado, y este procedimiento en todos los procesos
estudiados nos ha conducido al éxito de manera determinante.
En cuanto a los modelos ARIMA, los mejores resultados en cuanto a
la predicción se han alcanzado siguiendo el procedimiento de elegir en cada
caso em modelo determinado por el criterio, y los criterios que han conse-
guido, con diferencia al resto, al resto las mejores predicciones han sido los
criterios de predicción que se han desarrollado en el capítulo 3. No obstante,
se ha comprobado como la primera de las predicciones realizadas es bastante
exacta pero el incremento en el error cometido a lo largo del horizonte de
predicción aumenta muy rápidamente.
En cuanto a los modelos SARIMA, en esta ocasión las mejores pre-
dicciones también han sido alcanzadas siguiendo el mismo procedimiento
que en el caso anterior y de nuevo los criterios de predicción propuestos en
este trabajo han alcanzado los mejores resultados con diferencia del resto de
criterios evaluados, además, en estos modelos se ha conseguido en la mayoría
de las situaciones que el crecimiento de los errores cometidos a lo largo de la
predicción si no se han mantenido estables, el crecimiento entre unos y otros
ha sido mucho más lento.
En cuanto a los criterios propuestos, hemos llegado a obtener una ex-
presión más completa que la que se tiene en los criterios clásicos existentes
en la literatura, ya que en nuestro caso se contempla el coste que supone
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cometer errores de predicción en instantes próximos a la última observación
conocida, dada la poco capacidad de reacción que se tiene para poder reparar
ese error, de manera que, se ha penalizado con más dureza el error que se
comete en el primer instante de la predicción que en el último, ya que éste
siempre puede ser actualizado conforme se acerque el momento. Para ello se
ha utilizado un valor α determinado en cada caso según sea el objetivo per-
seguido, en nuestro caso los mejores valores de α han sido los comprendidos
entre 0,8 y 0,99, tomando en cada caso aquel que alcance el valor inferior en
el criterio con respecto al resto, este valor debe ser elegido con cuidado ya
que es el que determina el peso que se le da al error cometido, de manera
que debemos tomar un α tal que disminuya lentamente al ser elevado a los
distintos exponentes deﬁnidos.
En las pruebas realizadas se ha comprobado que en el cambio de proceder de
una u otra manera los criterios que han sufrido mas modiﬁcaciones han sido
precisamente los que se han propuesto en este trabajo, esto es debido a que
en la elección del modelo si nos ceñíamos a uno único (primer procedimiento)
la frecuencia con la que este modelo era elegido era muy baja, mientras que
en el resto de criterios esa frecuencia era mayor, por tanto, al cambiar el
procedimiento y dejar que cada serie prediga con el modelo establecido para
ella, éstos criterios se ven muy afectados beneﬁciosamente, mientras que en
los demás el cambio es menor.
Futuras líneas de investigación
Tras la realización de este trabajo van surgiendo distintas ideas que no pue-
den ser atajadas al mismo tiempo, dado a que hay que darle un ﬁnal en algún
momento al estudio, lo que no signiﬁca que se le de ﬁn a la investigación.
Una de las propuestas que tenemos para futuras investigaciones, es
estudiar la causa por la cuál a lo largo de todas las simulaciones ha
ocurrido que a medida que hemos conseguido precisar en la predicción
se ha disparado el ajuste. Por lo que se quiere estudiar la capacidad de
conseguir un buen ajuste.
Por otro lado, nos gustaría ver que ocurre en el caso de predicciones
agregadas y desagregadas, para comprobar si el comportamiento se
mantiene en esos casos o por el contrario sufre modiﬁcaciones.
Otra posible línea, que nos gustaría desarrollar es el empleo de otro tipo
de modelos para predicción, las redes neuronales, como se ha visto en la
aplicación, ya que es conocido el buen funcionamiento de las mismas en
otro tipo de estudios, con el objetivo de adaptarlas a nuestro problema.
Combinar ambos métodos de manera que se puedan desarrollar mo-
delos híbridos de predicción, de los que también es sabido su buen






Las únicas personas que tienen algo que
temer de software libre son aquellos
cuyos productos tienen un valor aún
menor.
David Emery (Escritor independiente)
La información que se detalla a continuación, ha sido extraída de la
página oﬁcial del programa, donde se puede comprobar y ampliar la misma.
http://www.r-project.org/
A.1. ¾Qué es R?
R es un lenguaje y un entorno para computación y gráﬁcos estadísticos.
Es un proyecto GNU 1, que es similar al lenguaje y entorno S que se ha
desarrollado en los Laboratorios Bell (antes AT and T, ahora Lucent Tech-
nologies) por John Chambers y otros. R puede ser considerado como una
implementación diferente de S. Hay algunas diferencias importantes, pero
mucho código escrito para S funciona sin perfeccionar en R.
R ofrece una gran variedad de estadísticas (modelos lineales y no lineales,
clásicos contrastes estadísticos, análisis de series de tiempo, clasiﬁcación,
clustering, ...) y las técnicas gráﬁcas, y es altamente extensible. El lenguaje
S es a menudo el vehículo de elección para la investigación en metodología
1GNU es un sistema operativo similar a Unix que es software libre y respeta su libertad.
El Proyecto GNU se inició en 1984 para desarrollar el sistema GNU. El nombre GNU (que
signiﬁca ñ en inglés) es un acrónimo recursivo de ½GNU No es Unix!. Se construyen a
partir de un conjunto de aplicaciones, bibliotecas y herramientas de programación, además
de un programa para alojar recursos e interactuar con el hardware, denominado núcleo.
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estadística, y R proporciona una ruta de código abierto para la participación
en esa actividad.
Uno de los puntos fuertes de R es la facilidad con la que pueden ser diseña-
dos los estudios estadísticos, incluidos los símbolos y fórmulas matemáticas
cuando sea necesario. R dispone de valores predeterminados para las opcio-
nes de diseño de menor importancia en los gráﬁcos, pero el usuario mantiene
el control completo.
R está disponible como software libre bajo los términos de Free Software
Foundation's GNU General Public License en forma de código fuente. Se
compila y se ejecuta en una amplia variedad de plataformas UNIX y siste-
mas similares (incluyendo FreeBSD y Linux), Windows y MacOS.
A.2. El Entorno R
R es un conjunto integrado de servicios de software para la manipulación
de datos, cálculo y representación gráﬁca. incluye
un manejo eﬁcaz de datos y almacenamiento,
un conjunto de operadores para los cálculos de matrices, matrices en
particular,
una gran colección coherente e integrado de herramientas intermedias
para el análisis de datos,
facilidades gráﬁcas para el análisis y visualización de datos ya sea en
pantalla o en papel, y
un bien desarrollado, el lenguaje de programación sencillo y eﬁcaz que
incluye condicionales, bucles, funciones deﬁnidas por el usuario recur-
sivas y las instalaciones de entrada y de salida.
El término entorno se pretende que lo caracterizan como un sistema
totalmente planiﬁcado y coherente, en lugar de una acumulación incremental
de herramientas muy especíﬁcas y poco ﬂexibles, como suele ser el caso con
otro software de análisis de datos.
R, como S, está diseñado en torno a un lenguaje de programación real, y
permite a los usuarios añadir funcionalidad adicional mediante la deﬁnición
de nuevas funciones. Gran parte del sistema es en sí mismo escrito en el dia-
lecto R de S, lo que hace que sea fácil para los usuarios a seguir las elecciones
hechas algorítmicos. Para las tareas computacionalmente intensivas, C, C +
+ y Fortran se puede vincular y llamar en tiempo de ejecución. Los usuarios
avanzados pueden escribir código C para manipular objetos de investigación
directamente.
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Muchos usuarios piensan de R como un sistema de estadísticas. Preferi-
mos pensar en él de un entorno en el que las técnicas estadísticas se aplican.
R puede ser extendido (fácilmente) a través de paquetes. Hay alrededor de
ocho paquetes suministrados con la distribución de R y muchos más están
disponibles a través de la familia CRAN de sitios de Internet que cubren una
gama muy amplia de la estadística moderna.
R tiene su propio formato similar al látex documentación, que se utiliza
para suministrar documentación completa, tanto en línea en un número de
formatos y en papel.
A.3. Fundación R
La Fundación R es una entidad sin ánimo de lucro que trabaja en el
interés público. Ha sido fundada por los miembros del R Development Core
Team con el ﬁn de
Prestar apoyo para el proyecto de I y otras innovaciones en la compu-
tación estadística. Creemos que la investigación se ha convertido en
una herramienta valiosa y madura y nos gustaría asegurar su desa-
rrollo, y el desarrollo de las futuras innovaciones en software para la
investigación estadística y computacional.
Proporcionar un punto de referencia para los individuos, instituciones
o empresas comerciales que quieran apoyar o interactuar con la comu-
nidad R development.
Mantener y administrar el copyright de los software de R y documen-
tación.
R es una parte oﬁcial del Free Software Foundation's GNU project y la Fun-
dación R tiene objetivos similares a otras fundaciones de software libre como
la Fundación Apache o la Fundación GNOME.
Entre los objetivos de la Fundación R son el soporte de desarrollo continuo de
R, la exploración de nuevos métodos de enseñanza y capacitación de compu-




Código Fuente en R
La mejor forma de predecir el futuro es
implementarlo
David Heinemeier Hansson (Creador de
Ruby on Rails)












































for (p in vp)
for (d in vd)







if (ar2!=0) pp<-2 else
{if (ar1!=0) pp<-1 else pp<-0}
dd<-d0
if (ma2!=0) qq<-2 else
{if (ma1!=0) qq<-1 else qq<-0}
if (sar2!=0) PP<-2 else
{if (sar1!=0) PP<-1 else PP<-0}
DD<-D0
if (sma2!=0) QQ<-2 else
{if (sma1!=0) QQ<-1 else QQ<-0}
ord<-c(pp,dd,qq,PP,DD,QQ)
i<-1
for (p in vp)
for (d in vd)
for (q in vq)
for(P in vP)
for(D in vD)
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for(Q in vQ)















for (p in vp)
for (d in vd)
for (q in vq)
for(P in vP)
for(D in vD)
for(Q in vQ) {
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exp2<- 0:(h-1)




















resul[i,(8+3*length(alpha)+1):(8+4*length(alpha))] <- Wf-MAE } }
aux<-aux+1
for (j in 1:(8+4*length(alpha)))
{if (resul[which(log-mod==TRUE),j]==min(resul[,j])) cont[iter,j]<- 1}
for (j in 1:(8+4*length(alpha)))
{mod-selec[iter,j]<- which.min(resul[,j])}
for (j in 1:(8+4*length(alpha)))











for (j in 1:(ncol(cont)))
{for (i in 1:(nrow(cont)))
{if (cont[i,j]==1) x[j]<-x[j]+minimo[i,j]
else x[j]<-x[j]}} for (j in 1:(ncol(cont)))
{for (i in 1:(nrow(cont)))
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{if (cont[i,j]==0) y[j]<-y[j]+minimo[i,j]
else y[j]<-y[j]}} h <- list()
for (i in 1:ncol(mod-selec))
{ H<- abs(sort(table(mod-selec[,i])))
h[[i]] <- H} minimo-minimo <- matrix(0, 2, ncol(minimo))
for (j in 1:ncol(minimo))





for (j in 1:(8+4*length(alpha)))
{vec-moda[j]<-moda(mod-selec[,j])}
valores-cri<-matrix(99, 1, 8+4*length(alpha))
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ECM[4,iter]<-ecm-pre}
for(iter in 1:ncol(Datos))



























































modelo<-arima(entrena, order=c(p,d,q),seas=list(order=c(P,D,Q), period =


















































































































modelo<-arima(entrena, order=c(p,d,q),seas=list(order=c(P,D,Q), period =
s), include.mean=FALSE, method=CSS)
res=modelo$residuals












































modelo<-arima(entrena, order=c(p,d,q),seas=list(order=c(P,D,Q), period =










B.2. Programa para la Aplicación






ts<-ts(agua/100000, star=c(1984,1), frequency = 12)



























for (p in vp)
for (d in vd)



































W-MAE[j] <- error3 error4 <- ((1-alpha[j])/(1-alpha[j]h))*sum(alpha[j]exp2*abs(observado-
pred))
Wf-MAE[j] <- error4}












resul2[i,(3*length(alpha)+1):(4*length(alpha))] <- Wf-MAE }}
minimo<- matrix (0, 1, 8)
for (h in 1:8)
{minimo[,h] <- min(resul[ ,h])}
modelo<- matrix (0, 1, 8)
for (m in 1:8)
{modelo[,m] <- which.min(resul[ ,m])}
minimo2<- matrix (0, 1, 4*length(alpha))
for (h in 1: (4*length(alpha)))
{minimo2[,h] <- min(resul2[ ,h])}
modelo2<- matrix (0, 1, 4*length(alpha))
for (m in 1: (4*length(alpha)))
{modelo2[,m] <- which.min(resul2[ ,m])}
modelo<-c(270,135,195,80,224,269,229,155)
m<-matrix(c(2,0,2,2,1,2,1,0,1,1,0,2,1,1,1,2,0,2,0,1,1,1,0,1,2,0,0,1,
















modelo<-arima(entrena, order=c(p,d,q),seas=list(order=c(P,D,Q), period =
s), include.mean=FALSE, method=CSS)







































Son vanas y están cargadas de errores
las ciencias que no han nacido del
experimento
Leonardo Da Vinci (Notable polímata
del renacimiento italiano)
C.1. Conjunto de los M Modelos
Número Modelo Número Modelo
1 SARIMA(0,0,0)(0,0,0) 2 SARIMA(0,0,0)(0,0,1)
3 SARIMA(0,0,0)(0,0,2) 4 SARIMA(0,0,0)(0,1,0)
5 SARIMA(0,0,0)(0,1,1) 6 SARIMA(0,0,0)(0,1,2)
7 SARIMA(0,0,0)(1,0,0) 8 SARIMA(0,0,0)(1,0,1)
9 SARIMA(0,0,0)(1,0,2) 10 SARIMA(0,0,0)(1,1,0)
11 SARIMA(0,0,0)(1,1,1) 12 SARIMA(0,0,0)(1,1,2)
13 SARIMA(0,0,0)(2,0,0) 14 SARIMA(0,0,0)(2,0,1)
15 SARIMA(0,0,0)(2,0,2) 16 SARIMA(0,0,0)(2,1,0)
17 SARIMA(0,0,0)(2,1,1) 18 SARIMA(0,0,0,2,1,2)
19 SARIMA(0,0,1)(0,0,0) 20 SARIMA(0,0,1)(0,0,1)
21 SARIMA(0,0,1)(0,0,2) 22 SARIMA(0,0,1)(0,1,0)
23 SARIMA(0,0,1)(0,1,1) 24 SARIMA(0,0,1)(0,1,2)
25 SARIMA(0,0,1)(1,0,0) 26 SARIMA(0,0,1)(1,0,1)
27 SARIMA(0,0,1)(1,0,2) 28 SARIMA(0,0,1)(1,1,0)
29 SARIMA(0,0,1)(1,1,1) 30 SARIMA(0,0,1)(1,1,2)
31 SARIMA(0,0,1)(2,0,0) 32 SARIMA(0,0,1)(2,0,1)
33 SARIMA(0,0,1)(2,0,2) 34 SARIMA(0,0,1)(2,1,0)
35 SARIMA(0,0,1)(2,1,1) 36 SARIMA(0,0,1)(2,1,2)
37 SARIMA(0,0,2)(0,0,0) 38 SARIMA(0,0,2)(0,0,1)
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Número Modelo Número Modelo
39 SARIMA(0,0,2)(0,0,2) 40 SARIMA(0,0,2)(0,1,0)
41 SARIMA(0,0,2)(0,1,1) 42 SARIMA(0,0,2)(0,1,2)
43 SARIMA(0,0,2)(1,0,0) 44 SARIMA(0,0,2)(1,0,1)
45 SARIMA(0,0,2)(1,0,2) 46 SARIMA(0,0,2)(1,1,0)
47 SARIMA(0,0,2)(1,1,1) 48 SARIMA(0,0,2)(1,1,2)
49 SARIMA(0,0,2)(2,0,0) 50 SARIMA(0,0,2)(2,0,1)
51 SARIMA(0,0,2)(2,0,2) 52 SARIMA(0,0,2)(2,1,0)
53 SARIMA(0,0,2)(2,1,1) 54 SARIMA(0,0,2)(2,1,2)
55 SARIMA(0,1,0)(0,0,0) 56 SARIMA(0,1,0)(0,0,1)
57 SARIMA(0,1,0)(0,0,2) 58 SARIMA(0,1,0)(0,1,0)
59 SARIMA(0,1,0)(0,1,1) 60 SARIMA(0,1,0)(0,1,2)
61 SARIMA(0,1,0)(1,0,0) 62 SARIMA(0,1,0)(1,0,1)
63 SARIMA(0,1,0)(1,0,2) 64 SARIMA(0,1,0)(1,1,0)
65 SARIMA(0,1,0)(1,1,1) 66 SARIMA(0,1,0)(1,1,2)
67 SARIMA(0,1,0)(2,0,0) 68 SARIMA(0,1,0)(2,0,1)
69 SARIMA(0,1,0)(2,0,2) 70 SARIMA(0,1,0)(2,1,0)
71 SARIMA(0,1,0)(2,1,1) 72 SARIMA(0,1,0)(2,1,2)
73 SARIMA(0,1,1)(0,0,0) 74 SARIMA(0,1,1)(0,0,1)
75 SARIMA(0,1,1)(0,0,2) 76 SARIMA(0,1,1)(0,1,0)
77 SARIMA(0,1,1)(0,1,1) 78 SARIMA(0,1,1)(0,1,2)
79 SARIMA(0,1,1)(1,0,0) 80 SARIMA(0,1,1)(1,0,1)
81 SARIMA(0,1,1)(1,0,2) 82 SARIMA(0,1,1)(1,1,0)
83 SARIMA(0,1,1)(1,1,1) 84 SARIMA(0,1,1)(1,1,2)
85 SARIMA(0,1,1)(2,0,0) 86 SARIMA(0,1,1)(2,0,1)
87 SARIMA(0,1,1)(2,0,2) 88 SARIMA(0,1,1)(2,1,0)
89 SARIMA(0,1,1)(2,1,1) 90 SARIMA(0,1,1)(2,1,2)
91 SARIMA(0,1,2)(0,0,0) 92 SARIMA(0,1,2)(0,0,1)
93 SARIMA(0,1,2)(0,0,2) 94 SARIMA(0,1,2)(0,1,0)
95 SARIMA(0,1,2)(0,1,1) 96 SARIMA(0,1,2)(0,1,2)
97 SARIMA(0,1,2)(1,0,0) 98 SARIMA(0,1,2)(1,0,1)
99 SARIMA(0,1,2)(1,0,2) 100 SARIMA(0,1,2)(1,1,0)
101 SARIMA(0,1,2)(1,1,1) 102 SARIMA(0,1,2)(1,1,2)
103 SARIMA(0,1,2)(2,0,0) 104 SARIMA(0,1,2)(2,0,1)
105 SARIMA(0,1,2)(2,0,2) 106 SARIMA(0,1,2)(2,1,0)
107 SARIMA(0,1,2)(2,1,1) 108 SARIMA(0,1,2)(2,1,2)
109 SARIMA(1,0,0)(0,0,0) 110 SARIMA(1,0,0)(0,0,1)
111 SARIMA(1,0,0)(0,0,2) 112 SARIMA(1,0,0)(0,1,0)
113 SARIMA(1,0,0)(0,1,1) 114 SARIMA(1,0,0)(0,1,2)
115 SARIMA(1,0,0)(1,0,0) 116 SARIMA(1,0,0)(1,0,1)
117 SARIMA(1,0,0)(1,0,2) 118 SARIMA(1,0,0,1,1,0)
119 SARIMA(1,0,0)(1,1,1) 120 SARIMA(1,0,0)(1,1,2)
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Número Modelo Número Modelo
121 SARIMA(1,0,0)(2,0,0) 122 SARIMA(1,0,0)(2,0,1)
123 SARIMA(1,0,0)(2,0,2) 124 SARIMA(1,0,0)(2,1,0)
125 SARIMA(1,0,0)(2,1,1) 126 SARIMA(1,0,0)(2,1,2)
127 SARIMA(1,0,1)(0,0,0) 128 SARIMA(1,0,1)(0,0,1)
129 SARIMA(1,0,1)(0,0,2) 130 SARIMA(1,0,1)(0,1,0)
131 SARIMA(1,0,1)(0,1,1) 132 SARIMA(1,0,1)(0,1,2)
133 SARIMA(1,0,1)(1,0,0) 134 SARIMA(1,0,1)(1,0,1)
135 SARIMA(1,0,1)(1,0,2) 136 SARIMA(1,0,1)(1,1,0)
137 SARIMA(1,0,1)(1,1,1) 138 SARIMA(1,0,1)(1,1,2)
139 SARIMA(1,0,1)(2,0,0) 140 SARIMA(1,0,1)(2,0,1)
141 SARIMA(1,0,1)(2,0,2) 142 SARIMA(1,0,1)(2,1,0)
143 SARIMA(1,0,1)(2,1,1) 144 SARIMA(1,0,1)(2,1,2)
145 SARIMA(1,0,2)(0,0,0) 146 SARIMA(1,0,2)(0,0,1)
147 SARIMA(1,0,2)(0,0,2) 148 SARIMA(1,0,2)(0,1,0)
149 SARIMA(1,0,2)(0,1,1) 150 SARIMA(1,0,2)(0,1,2)
151 SARIMA(1,0,2)(1,0,0) 152 SARIMA(1,0,2)(1,0,1)
153 SARIMA(1,0,2)(1,0,2) 154 SARIMA(1,0,2)(1,1,0)
155 SARIMA(1,0,2)(1,1,1) 156 SARIMA(1,0,2)(1,1,2)
157 SARIMA(1,0,2)(2,0,0) 158 SARIMA(1,0,2)(2,0,1)
159 SARIMA(1,0,2)(2,0,2) 160 SARIMA(1,0,2)(2,1,0)
161 SARIMA(1,0,2)(2,1,1) 162 SARIMA(1,0,2)(2,1,2)
163 SARIMA(1,1,0)(0,0,0) 164 SARIMA(1,1,0)(0,0,1)
165 SARIMA(1,1,0)(0,0,2) 166 SARIMA(1,1,0)(0,1,0)
167 SARIMA(1,1,0)(0,1,1) 168 SARIMA(1,1,0)(0,1,2)
169 SARIMA(1,1,0)(1,0,0) 170 SARIMA(1,1,0)(1,0,1)
171 SARIMA(1,1,0)(1,0,2) 172 SARIMA(1,1,0)(1,1,0)
173 SARIMA(1,1,0)(1,1,1) 174 SARIMA(1,1,0)(1,1,2)
175 SARIMA(1,1,0)(2,0,0) 176 SARIMA(1,1,0)(2,0,1)
177 SARIMA(1,1,0)(2,0,2) 178 SARIMA(1,1,0)(2,1,0)
179 SARIMA(1,1,0)(2,1,1) 180 SARIMA(1,1,0)(2,1,2)
181 SARIMA(1,1,1)(0,0,0) 182 SARIMA(1,1,1)(0,0,1)
183 SARIMA(1,1,1)(0,0,2) 184 SARIMA(1,1,1)(0,1,0)
185 SARIMA(1,1,1)(0,1,1) 186 SARIMA(1,1,1)(0,1,2)
187 SARIMA(1,1,1)(1,0,0) 188 SARIMA(1,1,1)(1,0,1)
189 SARIMA(1,1,1)(1,0,2) 190 SARIMA(1,1,1)(1,1,0)
191 SARIMA(1,1,1)(1,1,1) 192 SARIMA(1,1,1)(1,1,2)
193 SARIMA(1,1,1)(2,0,0) 194 SARIMA(1,1,1)(2,0,1)
195 SARIMA(1,1,1)(2,0,2) 196 SARIMA(1,1,1)(2,1,0)
197 SARIMA(1,1,1)(2,1,1) 198 SARIMA(1,1,1)(2,1,2)
199 SARIMA(1,1,2)(0,0,0) 200 SARIMA(1,1,2)(0,0,1)
201 SARIMA(1,1,2)(0,0,2) 202 SARIMA(1,1,2)(0,1,0)
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203 SARIMA(1,1,2)(0,1,1) 204 SARIMA(1,1,2)(0,1,2)
205 SARIMA(1,1,2)(1,0,0) 206 SARIMA(1,1,2)(1,0,1)
207 SARIMA(1,1,2)(1,0,2) 208 SARIMA(1,1,2)(1,1,0)
209 SARIMA(1,1,2)(1,1,1) 210 SARIMA(1,1,2)(1,1,2)
211 SARIMA(1,1,2)(2,0,0) 212 SARIMA(1,1,2)(2,0,1)
213 SARIMA(1,1,2)(2,0,2) 214 SARIMA(1,1,2)(2,1,0)
215 SARIMA(1,1,2)(2,1,1) 216 SARIMA(1,1,2)(2,1,2)
217 SARIMA(2,0,0)(0,0,0) 218 SARIMA(2,0,0)(0,0,1)
219 SARIMA(2,0,0)(0,0,2) 220 SARIMA(2,0,0)(0,1,0)
221 SARIMA(2,0,0)(0,1,1) 222 SARIMA(2,0,0)(0,1,2)
223 SARIMA(2,0,0)(1,0,0) 224 SARIMA(2,0,0)(1,0,1)
225 SARIMA(2,0,0)(1,0,2) 226 SARIMA(2,0,0)(1,1,0)
227 SARIMA(2,0,0)(1,1,1) 228 SARIMA(2,0,0)(1,1,2)
229 SARIMA(2,0,0)(2,0,0) 230 SARIMA(2,0,0)(2,0,1)
231 SARIMA(2,0,0)(2,0,2) 232 SARIMA(2,0,0)(2,1,0)
233 SARIMA(2,0,0)(2,1,1) 234 SARIMA(2,0,0)(2,1,2)
235 SARIMA(2,0,1)(0,0,0) 236 SARIMA(2,0,1)(0,0,1)
237 SARIMA(2,0,1)(0,0,2) 238 SARIMA(2,0,1)(0,1,0)
239 SARIMA(2,0,1)(0,1,1) 240 SARIMA(2,0,1)(0,1,2)
241 SARIMA(2,0,1)(1,0,0) 242 SARIMA(2,0,1)(1,0,1)
243 SARIMA(2,0,1)(1,0,2) 244 SARIMA(2,0,1)(1,1,0)
245 SARIMA(2,0,1)(1,1,1) 246 SARIMA(2,0,1)(1,1,2)
247 SARIMA(2,0,1)(2,0,0) 248 SARIMA(2,0,1)(2,0,1)
249 SARIMA(2,0,1)(2,0,2) 250 SARIMA(2,0,1)(2,1,0)
251 SARIMA(2,0,1)(2,1,1) 252 SARIMA(2,0,1)(2,1,2)
253 SARIMA(2,0,2)(0,0,0) 254 SARIMA(2,0,2)(0,0,1)
255 SARIMA(2,0,2)(0,0,2) 256 SARIMA(2,0,2)(0,1,0)
257 SARIMA(2,0,2)(0,1,1) 258 SARIMA(2,0,2)(0,1,2)
259 SARIMA(2,0,2)(1,0,0) 260 SARIMA(2,0,2)(1,0,1)
261 SARIMA(2,0,2)(1,0,2) 262 SARIMA(2,0,2)(1,1,0)
263 SARIMA(2,0,2)(1,1,1) 264 SARIMA(2,0,2)(1,1,2)
265 SARIMA(2,0,2)(2,0,0) 266 SARIMA(2,0,2)(2,0,1)
267 SARIMA(2,0,2)(2,0,2) 268 SARIMA(2,0,2)(2,1,0)
269 SARIMA(2,0,2)(2,1,1) 270 SARIMA(2,0,2)(2,1,2)
271 SARIMA(2,1,0)(0,0,0) 271 SARIMA(2,1,0)(0,0,1)
273 SARIMA(2,1,0)(0,0,2) 274 SARIMA(2,1,0)(0,1,0)
275 SARIMA(2,1,0)(0,1,1) 276 SARIMA(2,1,0)(0,1,2)
277 SARIMA(2,1,0)(1,0,0) 278 SARIMA(2,1,0)(1,0,1)
279 SARIMA(2,1,0)(1,0,2) 280 SARIMA(2,1,0)(1,1,0)
281 SARIMA(2,1,0)(1,1,1) 282 SARIMA(2,1,0)(1,1,2)
283 SARIMA(2,1,0)(2,0,0) 284 SARIMA(2,1,0)(2,0,1)
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285 SARIMA(2,1,0)(2,0,2) 286 SARIMA(2,1,0)(2,1,0)
287 SARIMA(2,1,0)(2,1,1) 288 SARIMA(2,1,0)(2,1,2)
289 SARIMA(2,1,1)(0,0,0) 290 SARIMA(2,1,1)(0,0,1)
291 SARIMA(2,1,1)(0,0,2) 292 SARIMA(2,1,1)(0,1,0)
293 SARIMA(2,1,1)(0,1,1) 294 SARIMA(2,1,1)(0,1,2)
295 SARIMA(2,1,1)(1,0,0) 296 SARIMA(2,1,1)(1,0,1)
297 SARIMA(2,1,1)(1,0,2) 298 SARIMA(2,1,1)(1,1,0)
299 SARIMA(2,1,1)(1,1,1) 300 SARIMA(2,1,1)(1,1,2)
301 SARIMA(2,1,1)(2,0,0) 302 SARIMA(2,1,1)(2,0,1)
303 SARIMA(2,1,1)(2,0,2) 304 SARIMA(2,1,1)(2,1,0)
305 SARIMA(2,1,1)(2,1,1) 306 SARIMA(2,1,1)(2,1,2)
307 SARIMA(2,1,2)(0,0,0) 308 SARIMA(2,1,2)(0,0,1)
309 SARIMA(2,1,2)(0,0,2) 310 SARIMA(2,1,2)(0,1,0)
311 SARIMA(2,1,2)(0,1,1) 312 SARIMA(2,1,2)(0,1,2)
313 SARIMA(2,1,2)(1,0,0) 314 SARIMA(2,1,2)(1,0,1)
315 SARIMA(2,1,2)(1,0,2) 316 SARIMA(2,1,2)(1,1,0)
317 SARIMA(2,1,2)(1,1,1) 318 SARIMA(2,1,2)(1,1,2)
319 SARIMA(2,1,2)(2,0,0) 320 SARIMA(2,1,2)(2,0,1)
321 SARIMA(2,1,2)(2,0,2) 322 SARIMA(2,1,2)(2,1,0)
323 SARIMA(2,1,2)(2,1,1) 324 SARIMA(2,1,2)(2,1,2)
Tabla C.1: Espacio de Modelos
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Debe evitarse hablar a los jóvenes del éxito como si se tratase del
principal objetivo en la vida. La razón más importante para trabajar en la escuela
y en la vida es el placer de trabajar, el placer de su resultado y el conocimiento del
valor del resultado para la comunidad.
Albert Einstein. (Físico alemán)
Un ciclo que termina,
una página que llega a su ﬁn;
un peldaño más que subir.
La oportunidad comienza de nuevo...

