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ON APPLYING THE MAXIMUM VOLUME PRINCIPLE TO A BASIS
SELECTION PROBLEM IN MULTIVARIATE POLYNOMIAL INTERPOLATION∗
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Abstract. The maximum volume principle is investigated as a means to solve the following problem: Given
a set of arbitrary interpolation nodes, how to choose a set of polynomial basis functions for which the Lagrange
interpolation problem is well-defined with reasonable interpolation error? The interpolation error is controlled by the
Lebesgue constant of multivariate polynomial interpolation and it is proven that the Lebesgue constant can effectively
be bounded by the reciprocals of the volume (i.e., determinant in modulus) and the minimal singular value of the
multidimensional Vandermonde matrix associated with the interpolation problem. This suggests that a large volume
of the Vandermonde system can be used as an indicator of accuracy and stability of the resulting interpolating
polynomial. Numerical examples demonstrate that the approach outlined in this paper works remarkably well in
practical computations.
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1. Introduction. The construction of multivariate interpolation rules is usually achieved
through tensorization of univariate rules. The complexity of this approach grows exponen-
tially with respect to the dimension of the problem, which makes this approach intractable in
problems with even moderate dimensionality. The use of sparse grids [1] reduces this com-
plexity to being polynomial with respect to the dimension. However, node configurations
based on tensorized grids are well-defined only as long as the node configuration remains in
highly structured format and, in practice, it is difficult to modify the placement of nodes lying
on either tensor or sparse grids without compromising the accuracy of the solution.
However, an interpolation node set for multivariate polynomial interpolation need not lie
on a tensorized grid to be accurate. The study of optimal node configurations over arbitrary
or standard domains—such as the unit disk and square—that produce accurate interpolation
formulae goes back to the work of Chung and Yao [3]. There have been a number of recent
developments within this line of research: Sommariva et al. studied the numerical construc-
tion of approximate Fekete points [2, 17, 18], Van Barel et al. studied the construction of
nodes obtained by optimization of the Lebesgue constant [19], and Narayan and Xiu studied
the construction of nested nodal sets [14]. Optimal accuracy nodal points subvert the need
to construct costly tensor grids—and thereby the so-called curse of dimensionality—without
compromising interpolation accuracy, which is a big contributing factor to their appeal in ap-
plications such as the polynomial collocation method used for solving parameter-dependent
PDEs [13, 20, 21].
One reason for the influx of new approximation theory regarding optimal accuracy inter-
polation nodes stems from the mathematical methods that have recently gained attention in,
e.g., data-mining applications, where the CUR matrix approximation is used to obtain low-
cost, low-rank approximations of matrices containing immense quantities of data. In partic-
ular, the maximum volume principle (i.e., the task of finding the submatrix having maximal
determinant in modulus) is an important indicator for finding a quasi-optimal CUR approx-
imation [9]. Several algorithms for the approximate computation of the maximal volume
submatrix have been considered in the literature, see, e.g., [4] for a description of a greedy
algorithm and see [8] for the MaxVol algorithm.
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2 V. KAARNIOJA
The maximum volume principle has become a key ingredient in the development of op-
timal node configurations in multivariate polynomial interpolation: For example, the afore-
mentioned works [2, 18, 19] employ approximate maximum volume Vandermonde submatri-
ces for the identification of nearly optimal accuracy interpolation node configurations. The
approach taken in this paper may be regarded as the dual to the problem studied in the afore-
mentioned works: Instead of finding the optimal interpolation nodes with respect to a fixed
family of polynomial basis functions, the set of nodes is kept arbitrary and the maximum
volume principle is used in the task of finding polynomial basis functions that produce an
interpolating polynomial with favorable approximation properties.
1.1. Related work. The task of finding an interpolating polynomial for arbitrary node
configurations has been considered in the literature by several authors. Kergin interpola-
tion [12] provides a constructive, although computationally impractical, method to develop
an interpolating polynomial for any set of nodes. Sauer and Xu [16] proposed an explicit
algorithm for incremental addition of points to form the Lagrange and Newton interpolating
polynomials under the assumption that the polynomial basis functions are known a priori to
produce a well-defined interpolating polynomial; see also [15] for additional developments of
this algorithm. De Boor and Ron developed the method of least polynomial interpolation [5]
(see [6] for computational remarks on this method) which transports the interpolation problem
to the dual space of d-variate polynomials, i.e., the space of formal d-variate Taylor series.
Although computationally expensive, this method can be used to produce an interpolating
polynomial for arbitrary node configurations. Recently, an extension of least polynomial in-
terpolation was introduced and studied in the framework of the stochastic collocation method
by Narayan and Xiu [13].
More details on the theoretical background and related work concerning multivariate
polynomial interpolation can be found in the survey by Gasca and Sauer [7].
1.2. Contents of this paper. This document is organized as follows. The basic nota-
tions and preliminaries of multivariate polynomial interpolation are reviewed in Section 2.
The relationship between the Lebesgue constant and the determinant as well as the mini-
mal singular value of the associated Vandermonde system is investigated in Section 3, where
the main theoretical results of this paper are presented. The methodology of applying the
maximum volume principle is examined in numerical experiments in Section 4, and we end
with some concluding remarks. Appendix A contains a detailed description of the parameters
used in the construction of the Smolyak interpolating polynomial in relation to the numerical
example of Subsection 4.2.
2. Notations and preliminaries.
2.1. Table of notations. The special notations used throughout this paper are listed in
the following table.
Πd The space of all real d-variate polynomials;
Πdk The space of all real d-variate polynomials with total degree at most k;
deti(M ;y) The determinant of matrix M with its ith column replaced by vector y;
δi,j The Kronecker symbol, equal to 1 when i = j and 0 otherwise;
M:,j The column vector corresponding to the jth column of matrix M ;
ei The ith Euclidean standard basis vector;
σi(M) The ith singular value of matrix M ordered σi(M) ≥ σi+1(M);
σmax(M) The largest singular value of matrix M ;
σmin(M) The smallest singular value of matrix M ;
‖M‖2 The spectral norm of matrix M , i.e., ‖M‖2 = σmax(M);
‖M‖F The Frobenius norm of matrix M , i.e., ‖M‖F = (
∑
i σi(M)
2)1/2.
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2.2. Lagrange interpolation problem. Let X = {x1, . . . ,xn} ⊂ Rd be a set of mutu-
ally distinct nodes. The Lagrange interpolation problem is to find a polynomial Lnf ∈ Πd
that satisfies
Lnf(xi) = f(xi) for i ∈ {1, . . . , n}(2.1)
for any function f : Rd → R. The problem is well-defined with respect to the polynomial
basis B = (φi)ni=1, where φi are d-variate polynomials, if the multidimensional Vandermonde
matrix
VB,X =
φ1(x1) · · · φ1(xn)... . . . ...
φn(x1) · · · φn(xn)

is invertible. Moreover, the solution to (2.1) can be expressed in terms of the basis functions
B as
Lnf(x) =
n∑
i=1
ciφi(x),
where the coefficient vector c = [c1, . . . , cn]T is the solution to the Vandermonde system
V TB,Xc = f ,(2.2)
where f = [f(x1), . . . , f(xn)]T.
Let the elements of the inverse of the Vandermonde matrix be denoted bywi,j = (V −1B,X )i,j
for 1 ≤ i, j ≤ n. Inverting the Vandermonde matrix is equivalent to the determination of the
Lagrange basis. The Lagrange basis functions can be identified with
`B,Xi (x) = e
T
i V
−1
B,X
φ1(x)...
φn(x)
 = n∑
j=1
wi,jφj(x)(2.3)
and they satisfy `B,Xi (xj) = δi,j for 1 ≤ i, j ≤ n.
Some examples of polynomial bases are given in the following.
EXAMPLE 2.1.
(i) Tensor products of univariate polynomials ψi enumerated by i ≥ 0 are multivariate
polynomials, usually expressed by using multi-index notation φα(x1, . . . , xd) =
ψα1(x1) · · ·ψαd(xd), where α = (α1, . . . , αd) ∈ Nd0. These polynomials can be
used to form a basis B = (φα)α∈I , where I ⊂ Nd0 is a multisequence subject
to, e.g., the degree lexicographic ordering. Fixing an ordering for the multi-indices
yields a one-to-one and onto renumbering τ : {1, . . . ,#I} 3 i 7→ α ∈ I and thus
permits enumerating the basis functions as
B = (φτ(i))#Ii=1.
(ii) The monomial basis for Π2k is given by
(xα)|α|≤k = (1, x1, x2, x21, x1x2, x
2
2, . . . , x
k
1 , x
k−1
1 x2, . . . , x1x
k−1
2 , x
k
2),
where α ∈ N20, xα = xα11 xα22 , and the sequence contains #{α ∈ N20 : |α| ≤ k} =
(k2 + 3k + 2)/2 basis functions for k ≥ 0.
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Vandermonde matrices are notoriously ill-conditioned and solving the associated system
of equations directly is numerically unstable for high values of n. However, we make several
remarks regarding high-dimensional systems.
(i) It is the degree of the interpolating polynomial that causes ill-conditioning as noted
in [15]. For high-dimensional problems, the number of nodes n is related to the
polynomial degree k by n =
(
k+d
d
)
. In consequence, interpolating polynomials of
high degree k for d 1 are seldom encountered in practice due to being fundamen-
tally inaccessible from a computational point of view, which mitigates this issue for
high-dimensional problems.
(ii) It is generally preferable to work instead with the better conditioned Newton ba-
sis. The Vandermonde system can be converted into a Newton system by using LU
factorization: Let V TB,X = P
−1LU , where left-multiplication by the matrix P is a
permutation of rows and L and U are lower and upper triangular matrices, respec-
tively. Then it is sufficient to solve the system{
Lt = P f ,
Uc = t.
Here, the transposed matrix UT describes the change of basis
[φ1(x), . . . , φn(x)]
T = UT[p1(x), . . . , pn(x)]
T,
where the Newton basis functions pi satisfy pi(x˜j) = δi,j for 1 ≤ j ≤ i, 1 ≤ i ≤ n,
subject to the reordering of the interpolation nodes given byx˜
T
1
...
x˜Tn
 = P
x
T
1
...
xTn
 .
The above procedure is essentially the matrix counterpart of the incremental Newton
interpolation approach described in [15].
Based on remark (i), it is preferable to work with polynomial bases B = (φi)ni=1 where
the ordering of the basis functions is by increasing degree. Moreover, the geometry of the
domain and the locations of the interpolation nodes are an important factor in deciding which
polynomial basis to use. This paper does not seek to address this question: The burden
of the appropriate choice of basis functions for a given node configuration is based on the
application and it is left to the user’s discretion.
2.3. Problem setting. Let X = {x1, . . . ,xn} ⊂ Rd be a set of mutually distinct nodes.
Given a polynomial basis B = (φi)mi=1 with m ≥ n, how to determine a subset B ⊂ B for
which
(P1) The Lagrange interpolation problem (2.1) is well-defined?
(P2) The interpolation error has reasonable magnitude (in case there are several bases for
which the problem (2.1) is well-defined)?
To tackle problem (P1), let us introduce the generalized Vandermonde matrix VB,X ∈
Rm×n defined elementwise by setting
(VB,X )i,j = φi(xj) for 1 ≤ i ≤ m and 1 ≤ j ≤ n.
Then the existence of a well-defined Lagrange interpolating polynomial solving (2.1) is
equivalent to finding a Vandermonde submatrix VB,X ∈ Rn×n of VB,X such that detVB,X 6=
0.
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To find an invertible submatrix for VB,X , we use the maximum volume principle, i.e.,
we select the n × n submatrix of VB,X which has the largest determinant in modulus out of
all possible n× n submatrices. Of course, while finding the maximum volume submatrix of
VB,X ensures that we find a basis B for which the problem (2.1) is well-defined—provided
that such a basis exists in the first place—the problem of finding the actual maximum volume
submatrix is NP-hard [4]. However, the MaxVol algorithm presented in [8] is a numerically
inexpensive way to determine an approximate maximum volume submatrix within supplied
tolerance. We refer to the work [8] for a detailed account on the MaxVol algorithm.
To address problem (P2), one method to investigate the behavior of the interpolation
error is to consider the Lebesgue constant. In the next section, we investigate the relationship
between the Lebesgue constant of the interpolating polynomial and the determinant of the
associated Vandermonde matrix. In addition, we investigate the connection to the minimum
singular value of the Vandermonde matrix.
3. Bounds on the Lebesgue constant. Let f : Rd → R be a continuous function and
denote the convex hull of the points x1, . . . ,xn ∈ Rd by
K = conv(x1, . . . ,xn) =

n∑
j=1
ujxj :
n∑
j=1
uj = 1 and uj ≥ 0 for all 1 ≤ j ≤ n
 .
Let us assume that the Lagrange interpolation problem (2.1) is well-defined with respect to
a polynomial basis B = (φi)ni=1 that generates the space of polynomials P = spanB and
a set of mutually distinct nodes X = {x1, . . . ,xn} ⊂ Rd such that detVB,X 6= 0. Then
there exists a Lagrange basis (`B,Xi )
n
i=1 such that span(`
B,X
i )
n
i=1 = P and the associated
interpolation error is controlled by the Lebesgue constant
ΛB,X = max
x∈K
n∑
i=1
|`B,Xi (x)|,
which is characterized by the property
‖f − Lnf‖L∞(K) ≤ (1 + ΛB,X )‖f − p‖L∞(K),
where p ∈ P denotes the best polynomial approximation in P of the continuous function
f subject to the uniform norm in K. In addition to its application in bounding the error of
polynomial interpolation, it is also a measure of the stability of the interpolating polynomial—
hence control over the growth of the Lebesgue constant is crucial in high-dimensional prob-
lems.
Let us first investigate the relationship between the Lebesgue constant and the minimal
singular value of the associated Vandermonde matrix.
PROPOSITION 3.1. Let X = {x1, . . . ,xn} ⊂ Rd be a mutually distinct set of nodes
and B = (φi(x))ni=1 a basis of d-variate polynomials such that detVB,X 6= 0. Then the
associated Lebesgue constant is bounded by
ΛB,X ≤ Cn
σmin(VB,X )
,
where C = maxx∈K
(∑n
i=1 |φi(x)|2
)1/2
.
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Proof. Let us denote the elements of V −1B,X by (V
−1
B,X )i,j = wi,j for 1 ≤ i, j ≤ n.
Recalling the identity (2.3), we can use the Cauchy–Schwarz inequality to obtain
|`B,Xi (x)| =
∣∣∣∣∣∣
n∑
j=1
wi,jφj(x)
∣∣∣∣∣∣ ≤
 n∑
j=1
|wi,j |2
1/2 n∑
j=1
|φj(x)|2
1/2 ≤ C
 n∑
j=1
|wi,j |2
1/2.
A second application of the Cauchy–Schwarz inequality yields
ΛB,X = max
x∈K
n∑
i=1
|`B,Xi (x)| ≤ C
√
n
 n∑
i,j=1
|wi,j |2
1/2 = C√n‖V −1B,X ‖F.
The claim follows by utilizing the equivalence of the matrix norms ‖M‖2 ≤ ‖M‖F ≤√
n‖M‖2, the identity ‖M‖2 = σmax(M), and the fact that ‖V −1B,X ‖2 = 1/σmin(VB,X ).
A consequence of Proposition 3.1 is that choosing a submatrix VB,X of VB,X which has
the largest minimal singular value (MaxMinSv) out of all B ⊂ B is a good candidate in terms
of ensuring reasonable interpolation accuracy and stability of the interpolating polynomial.
Unfortunately, there do not appear to exist any efficient algorithms in the literature that are
designed to find the approximate MaxMinSv submatrix directly. However, something can be
said on the indirect approximation of the MaxMinSv submatrix.
(i) It was noted in [11] that the problem of determining the MaxMinSv submatrix can
be replaced with the problem of determining the MaxVol submatrix, since both
kinds of submatrices have qualitatively similar approximation properties.
(ii) The remark (i) is backed up by intuition: The modulus of the determinant is the
product of all singular values. By seeking out the MaxVol submatrix, we do not
expect the minimal singular value of such a matrix to be unreasonably small either.
The Lebesgue constant can also be related to the determinant of the maximum volume
submatrix as the following corollary shows.
COROLLARY 3.2. Under the assumptions of Proposition 3.1, we have
ΛB,X ≤ CD
√
en
|detVB,X | ,
where e denotes Euler’s number and
D = max
{√
min1≤i≤n
∑n
j=1 |φj(xi)|2∏n
i=1
∑n
j=1 |φj(xi)|2
,
√
min1≤i≤n
∑n
j=1 |φi(xj)|2∏n
i=1
∑n
j=1 |φi(xj)|2
}−1
.
Proof. By [10, Theorem 1], the minimal singular value can be bounded from below by
σmin(VB) ≥
(
n− 1
n
)(n−1)/2
|detVB|D−1.
The assertion follows by plugging this expression into Proposition 3.1 and observing that(
n
n−1
)(n−1)/2
≤ √e for all n ≥ 1.
An intriguing question encountered in practice is the effect that the addition of a new
node and basis function to an existing interpolating polynomial has on the Lebesgue constant.
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We investigate this question under the assumption that the new node lies in the convex hull of
the existing interpolation node configuration.
PROPOSITION 3.3. Let X = {x1, . . . ,xn} ⊂ Rd be mutually distinct nodes and
B = (φi)ni=1 a basis of d-variate polynomials for which detVB,X 6= 0. Let xn+1 ∈
conv(x1, . . . ,xn) = K be a node, and φn+1 ∈ Πd a basis function such that xn+1 6= xi and
φn+1 6= φi for all i ∈ {1, . . . , n}. Let detVB∪{xn+1},X∪{xn+1} 6= 0. Then
ΛB∪{φn+1},X∪{xn+1} ≤ ΛB,X + ‖`B∪{φn+1},X∪{xn+1}n+1 ‖L∞(K)(1 + ΛB,X ),
where
‖`B∪{φn+1},X∪{xn+1}n+1 ‖L∞(K) ≤
∣∣∣∣ detVB,XdetVB∪{φn+1},X∪{xn+1}
∣∣∣∣ ‖φn+1‖L∞(K)(1 + ΛB,X ).
Proof. For ease of presentation, let us denote Vn = VB,X , Vn+1 = VB∪{φn+1},X∪{xn+1},
`ni = `
B,X
i , and `
n+1
i = `
B∪{φn+1},X∪{xn+1}
i , respectively, and let x ∈ K. The updated
Lagrange basis functions are given constructively by the formulae
`n+1n+1(x) =
φn+1(x)−
∑n
i=1 `
n
i (x)φn+1(xi)
φn+1(xn+1)−
∑n
i=1 `
n
i (xn+1)φn+1(xi)
,
`n+1i (x) = `
n
i (x)− `n+1n+1(x)`ni (xn+1) for 1 ≤ i ≤ n.
It follows that
n+1∑
i=1
|`n+1i (x)| =
n∑
i=1
|`ni (x)− `n+1n+1(x)`ni (xn+1)|+ |`n+1n+1(x)|
≤
n∑
i=1
|`ni (x)|+ ‖`n+1n+1‖L∞(K)
n∑
i=1
|`ni (xn+1)|+ ‖`n+1n+1‖L∞(K)
≤ ΛB,X + ‖`n+1n+1‖L∞(K)(1 + ΛB,X ),
where the upper bound on ΛB∪{φn+1},X∪{xn+1} follows by taking the maximum over x ∈ K.
On the other hand, Schur’s determinant identity yields
detn+1(Vn+1;x) = det
 Vn
φ1(x)
...
φn(x)
φn+1(x1) · · · φn+1(xn) φn+1(x)

= detVn
φn+1(x)− [φn+1(x1), . . . , φn+1(xn)]V −1n
φ1(x)...
φn(x)


= detVn
(
φn+1(x)−
n∑
i=1
`ni (x)φn+1(xi)
)
,
where the final equality follows from (2.3). By taking absolute values on both sides we obtain
|detn+1(Vn+1;x)| = |detVn|
∣∣∣∣φn+1(x)− n∑
i=1
`ni (x)φn+1(xi)
∣∣∣∣
≤ |detVn|‖φn+1‖L∞(K)(1 + ΛB,X )
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and by utilizing Cramer’s rule we have `n+1n+1(x) detVn+1 = detn+1(Vn+1;x), thus
‖`n+1n+1‖L∞(K) ≤
∣∣∣∣ detVndetVn+1
∣∣∣∣ ‖φn+1‖L∞(K)(1 + ΛB,X )
proving the assertion.
4. Numerical experiments. We consider the Lebesgue constant of both random and
deterministic node configurations in the numerical experiments. The dimensionality of the
experiments is kept low with d ∈ {2, 3} since this enables reliable discretization of the convex
hull generated by the node configurations.
The Lebesgue constant is approximated by creating a triangular mesh for the convex hull
K = conv(x1, . . . ,xn) of the interpolation nodes X = {x1, . . . ,xn} ⊂ Rd and computing
the discrete approximation
ΛB,X ≈ max
1≤j≤N
n∑
i=1
|`B,Xi (yj)|
over the mesh vertices {y1, . . . ,yN} ⊂ K for a given polynomial basis B. The Lagrange
basis functions are computed by solving the Vandermonde system (2.2) for f ∈ {e1, . . . , en}
and utilizing formula (2.3).
In Subsection 4.1, each realization of a sequence of random nodes determines a unique
convex hull, which is discretized into a triangular mesh when d = 2 and a tetrahedral mesh
when d = 3 with each cell not exceeding 10−2 in Lebesgue measure. In Subsection 4.2, the
convex hull is the set [−1, 1]d for d ∈ {2, 3}, which is likewise discretized into a triangular
or tetrahedral mesh with each cell not exceeding 10−2 in Lebesgue measure.
4.1. Random nodes. In the first experiment, 10 000 different realizations of uniformly
random nodes X = (xi)ni=1 were generated in [0, 1]d in three separate cases:
(i) For d = 2 and for each n ∈ {4, 5} withB = (xα)|α|≤2;
(ii) For d = 2 and for each n ∈ {7, 8, 9} withB = (xα)|α|≤3;
(iii) For d = 3 and for each n ∈ {5, 6, 7, 8, 9} withB = (xα)|α|≤2.
For each realization of the node sequence X , the generalized Vandermonde matrix VB,X can
be constructed. Due to the low dimensionality of this example, all possible polynomial bases
B ⊂ B with #B = n can be determined and out of these, three different polynomial bases
were selected:
• The polynomial basis Bbest ⊂ B producing the smallest Lebesgue constant denoted
by Λbestd,n = ΛBbest,X .
• The polynomial basis BMaxVol ⊂ B corresponding to the maximum volume Van-
dermonde submatrix VBMaxVol,X and its associated Lebesgue constant denoted by
ΛMaxVold,n = ΛBMaxVol,X .
• The polynomial basis BMaxMinSv ⊂ B corresponding to the maximal minimum
singular value Vandermonde submatrix VBMaxMinSv,X and its associated Lebesgue
constant denoted by ΛMaxMinSvd,n = ΛBMaxMinSv,X .
We compute the differences
(a) |Λbestd,n − ΛMaxVold,n |,
(b) |Λbestd,n − ΛMaxMinSvd,n |,
(c) |ΛMaxVold,n − ΛMaxMinSvd,n |,
for every realization of the node set in each subcase of (i), (ii), and (iii), respectively. The
occurrences of the differences (a)–(c) have been tabulated in the histograms displayed in
Figures 1–3.
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Fig. 1: Case (i), where 10 000 realizations of uniformly random node sequences with d = 2
were generated for each n ∈ {4, 5}. The occurrences of the differences (a)–(c) between the
Lebesgue constants corresponding to differently chosen polynomial bases have been tabulated
in the histograms above.
In the case (iii) corresponding to d = 3, several node configurations were encountered
where either the maximum volume submatrix or the maximal minimum singular value subma-
trix were nearly singular, i.e., the determinant and minimum singular value were effectively
zero; these cases have been dismissed from consideration. For n equal to 5, 6, 7, 8, and 9, the
numbers of dismissed realizations were 47, 80, 137, 204, and 241, respectively. These cases
can be handled by expanding the trial basis function set B with higher degree monomial
basis functions or using basis functions other than monomials, but this was not done for this
demonstration.
From the numerical experiments on uniformly random nodes, we find that neither the
maximum volume submatrix nor the maximal minimum singular value submatrix guarantee
obtaining the basis with optimal Lebesgue constant for every trial. However, the obtained
bases produce in most cases a Lebesgue constant that is very close to optimum if not opti-
mal, and the occurrences with a large difference to optimum are extremely rare—hence the
exponentially vanishing tail in the histograms. When n approaches the dimension of a total
degree polynomial space, the frequency of obtaining a near-optimal Lebesgue constant with
either approach increases. Moreover, there do not appear to be notable differences in the
performance of the maximum volume and maximal minimum singular value Vandermonde
submatrices. This is a welcome observation since the former type is easier to approximate
due to the availability of applicable numerical algorithms.
4.2. Incomplete sparse grids.
4.2.1. Smolyak interpolating polynomial. The Smolyak interpolating polynomial is
a well-known tool used to extend univariate interpolation rules defined on a given interval
I ⊂ R to the hypercube Id ⊂ Rd in a computationally efficient manner. We refer to [1] for a
detailed account on the construction of the Smolyak polynomial and simply give the formula
for the order k ≥ 0 Smolyak polynomial in d variables in the special case where it admits to
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Fig. 2: Case (ii), where 10 000 realizations of uniformly random node sequences with d = 2
were generated for each n ∈ {7, 8, 9}. The occurrences of the differences (a)–(c) between the
Lebesgue constants corresponding to differently chosen polynomial bases have been tabulated
in the histograms above.
a general expression in the form
Sd,kf(x) =
∑
α∈Zd+
d≤|α|≤d+k
m(α1)∑
i1=m(α1−1)+1
· · ·
m(αd)∑
id=m(αd−1)+1
ci1,...,id(f)Ti1−1(x1) · · ·Tid−1(xd),
where x = [x1, . . . , xd]T ∈ Rd, we set m(0) = 0, m(1) = 1, and m(k) = 2k−1 + 1 for
k > 1, respectively, and the coefficients ci1,...,id(f) ∈ R are determined uniquely by the data
we wish to interpolate. Here, the univariate polynomials Tk are Chebyshev polynomials of
the first kind defined by the three-term recursion
T0(x) = 1, T1(x) = x, and Tk+1(x) = 2xTk(x)− Tk−1(x) for k ≥ 1.
Let us denote the univariate basis Bk+1 = (Tj)kj=0 for k ≥ 0 and let us also denote the sets
of univariate Clenshaw–Curtis abscissae in the interval [−1, 1] by setting
XCC1 = {0} and XCCk =
{
− cos
(
(j − 1)pi
m(k)− 1
)
: j = 1, . . . ,m(k)
}
for k > 1.
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Fig. 3: Case (iii), where 10 000 realizations of uniformly random node sequences with d =
3 were generated for each n ∈ {5, 6, 7, 8, 9}. The occurrences of the differences (a)–(c)
between the Lebesgue constants corresponding to differently chosen polynomial bases have
been tabulated in the histograms above.
The Smolyak interpolating polynomial is unisolvent with respect to the basis
Bd,k =
⋃
α∈Zd+
d≤|α|≤d+k
Bm(α1) × · · · ×Bm(αd), k ≥ 0,
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and the interpolating polynomial is exact on the nodes that form the sparse grid
Xd,k =
⋃
α∈Zd+
|α|=d+k
XCCα1 × · · · ×XCCαd , k ≥ 0.
The Smolyak interpolating polynomial Sd,kf can be obtained for the respective basis
Bd,k, node configuration Xd,k = {x1, . . . ,xn}, and data f = [f(x1), . . . , f(xn)]T by solving
the coefficients ci1,...,id(f) implicitly from the Vandermonde system
V TBk,Xkc = f
which yields the Smolyak interpolating polynomial
Sd,kf(x) =
n∑
i=1
ciφi(x), φi ∈ Bd,k,
and satisfies
Sd,kf(xi) = f(xi) for all xi ∈ Xd,k.
The Smolyak interpolating polynomial is known to be very stable. However, it is only
well-defined over complete sparse grids Xd,k. In the following, we investigate the stability of
the interpolating polynomial when one tries to interpolate over incomplete sparse grid node
sets Y that lie between two complete sparse grids such that Xd,k ( Y ( Xd,k+1. We use the
MaxVol algorithm [8] on the rows of the generalized Vandermonde matrix VBd,k+1,Y to find
a basis BMaxVol ⊂ Bd,k+1 for which the Lagrange interpolation problem (2.1) is well-defined
over Y .
4.2.2. Incomplete Smolyak interpolating polynomial. We denote nk = #Xd,k and
suppress the dependence on d since there is no risk of confusion in the sequel. We consider in
the following an incrementally increasing sequence of nodes Yd,k,i with #Yd,k,i = #Xd,k+i
containing nodes which lie between successive sparse grids Xd,k and Xd,k+1 such that
Xd,k ( Yd,k,1 ( · · · ( Yd,k,nk+1−nk−1 ( Xd,k+1,
and measure the stability and accuracy of the resulting interpolating polynomials over incom-
plete sparse grids by computing their associated Lebesgue constants.
Let us denote the elements of the sparse grids Xd,k and incomplete sparse grids Yd,k,i by
Xd,k = {x1, . . . ,xnk},
Yd,k,i = {x1, . . . ,xnk+i}, i ∈ {1, . . . , nk+1 − nk − 1}.
We consider the following cases:
(iv) The Lebesgue constants of the incomplete sparse grids Xd,2 ( Yd,2,1 ( · · · (
Yd,2,n3−n2+1 ( Xd,3 for d ∈ {2, 3}.
(v) The Lebesgue constants of the incomplete sparse grids Xd,3 ( Yd,3,1 ( · · · (
Yd,3,n4−n3+1 ( Xd,4 for d ∈ {2, 3}.
For the purpose of demonstration, we fix the ordering of the nodes. The ordering in the case
(iv) for d = 2 is illustrated in Figure 4; the tables containing the explicit enumeration of the
nodes and basis functions for both subcases of (iv) are given explicitly in Appendix A. In the
case (v), the node ordering is produced by using the same algorithm for sparse grid generation
as in the case (iv), but the explicit numbering is omitted for brevity.
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To find the interpolating polynomial for each set Yd,k,i, we formulate the generalized
Vandermonde matrix of the form
VBd,k+1,Yd,k,i =
[
VBd,k,Xd,k VBd,k,Yd,k,i\Xd,k
VBd,k+1\Bd,k,Xd,k VBd,k+1\Bd,k,Yd,k,i\Xd,k
]
.
Then by using the MaxVol algorithm [8] with respect to the rows of VBd,k+1,Yd,k,i we can
find an approximate maximum volume submatrix
VBMaxVol,Yd,k,i
the rows of which determine a basis BMaxVol ⊂ Bd,k+1 for which the Lagrange interpolation
problem is well-defined with respect to Yd,k,i. We compute the Lebesgue constant over the
convex hull [−1, 1]d of Yd,k,i. The Lebesgue constants obtained for case (iv) are displayed in
Figure 5 and the results for case (v) are given in Figure 6.
Note that the ordering of the basis functions does not matter in this experiment. On the
other hand, the ordering used for the node sequences in this example is a direct result of the
algorithm used to generate the sparse grids: Changing the ordering of the nodes (symmetry
notwithstanding) may change the obtained Lebesgue constants of the incomplete sparse grids,
but the results should be comparable as long as the numbering of the nodes is consistent
between each multi-index set used in Smolyak’s construction.
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plete sparse grid node configuration
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(c) The complete sparse
grid node configuration
X2,3 = {x1, . . . ,x29}.
Fig. 4: The node ordering used for the Smolyak–Clenshaw–Curtis interpolation rule in the
case (iv) for d = 2.
Notably, the Lebesgue constants of the incomplete sparse grids have magnitudes similar
to those of the complete Smolyak interpolating polynomials. Moreover, the Lebesgue con-
stants are at their smallest whenever a complete filament of the sparse grid is completed. For
example, in the case (iv) for d = 2 this corresponds to the grids Y2,2,i with cardinality equal
to 17, 21, 25, and 27, respectively (see Figures 4 and 5). We deduce from the results that the
interpolating polynomials corresponding to the incomplete sparse grids have stability and ac-
curacy comparable to the respective complete sparse grids between which they lie. Moreover,
we find that the interpolating polynomials over completed sparse grid filaments are the most
stable and accurate ones of the lot.
Concluding remarks. The application of the maximum volume principle in the selec-
tion of a well-defined and well-behaving polynomial basis for the Lagrange interpolation
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Fig. 5: The obtained Lebesgue constants for polynomial interpolation over incomplete sparse
grids in case (iv). The horizontal axis corresponds to the cardinality of the incomplete sparse
grid Yd,k,i. The circles represent the Lebesgue constants of the complete Smolyak interpo-
lating polynomials for k = 2 and k = 3, respectively.
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Fig. 6: The obtained Lebesgue constants for polynomial interpolation over incomplete sparse
grids in case (v). The horizontal axis corresponds to the cardinality of the incomplete sparse
grid Yd,k,i. The circles represent the Lebesgue constants of the complete Smolyak interpo-
lating polynomials for k = 3 and k = 4, respectively.
problem has been investigated in this paper. It has been demonstrated that the reciprocals of
the volume as well as the minimum singular value of the Vandermonde matrix can be used
to give an upper bound on the associated Lebesgue constant. In the framework of polyno-
mial interpolation, the volume of the Vandermonde matrix thus has a natural interpretation
as an indicator of the stability and accuracy of the interpolating polynomial, which has been
observed in the numerical experiments conducted for both random and deterministic node
configurations.
One could also consider fixing a set of low degree basis functions and computing the
maximum volume submatrix of the generalized Vandermonde matrix with this predetermined
set of basis functions removed. While this procedure may not result in the absolute (approxi-
mate) maximum volume Vandermonde submatrix, it restricts the number of high degree basis
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functions included in the interpolating polynomial—a desirable feature in practice—while
still inheriting some stability endowed by the maximum volume approach. Such a procedure
is not mutually exclusive to the results and methodology presented in this paper.
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Appendix A. Explicit orderings of the Smolyak node sequences and basis functions
used in the numerical examples.
16 V. KAARNIOJA
Table A.1: Nodes and basis polynomials of the Smolyak–Clenshaw–Cutis rule with d = 2
and k = 2.
i xTi φi
1 [−1.000000, 0.000000] 1
2 [−0.707107, 0.000000] x1
3 [0.000000, 0.000000] −1 + 2x21
4 [0.707107, 0.000000] x2
5 [1.000000, 0.000000] −1 + 2x22
6 [0.000000,−1.000000] −3x1 + 4x31
7 [0.000000,−0.707107] 1− 8x21 + 8x41
8 [0.000000, 0.707107] −3x2 + 4x32
9 [0.000000, 1.000000] 1− 8x22 + 8x42
10 [−1.000000,−1.000000] x1x2
11 [−1.000000, 1.000000] x1(−1 + 2x22)
12 [1.000000,−1.000000] (−1 + 2x21)x2
13 [1.000000, 1.000000] (−1 + 2x21)(−1 + 2x22)
Table A.2: Nodes and basis polynomials of the Smolyak–Clenshaw–Curtis rule with d = 2
and k = 3, where the nodes and basis functions corresponding to case k = 2 have been
removed.
i xTi φi
14 [−0.923880, 0.000000] 5x1 − 20x31 + 16x51
15 [−0.382683, 0.000000] −1 + 18x21 − 48x41 + 32x61
16 [0.382683, 0.000000] −7x1 + 56x31 − 112x51 + 64x71
17 [0.923880, 0.000000] 1− 32x21 + 160x41 − 256x61 + 128x81
18 [0.000000,−0.923880] 5x2 − 20x32 + 16x52
19 [0.000000,−0.382683] −1 + 18x22 − 48x42 + 32x62
20 [0.000000, 0.382683] −7x2 + 56x32 − 112x52 + 64x72
21 [0.000000, 0.923880] 1− 32x22 + 160x42 − 256x62 + 128x82
22 [−0.707107,−1.000000] (−3x1 + 4x31)x2
23 [−0.707107, 1.000000] (−3x1 + 4x31)(−1 + 2x22)
24 [0.707107,−1.000000] (1− 8x21 + 8x41)x2
25 [0.707107, 1.000000] (1− 8x21 + 8x41)(−1 + 2x22)
26 [−1.000000,−0.707107] x1(−3x2 + 4x32)
27 [−1.000000, 0.707107] x1(1− 8x22 + 8x42)
28 [1.000000,−0.707107] (−1 + 2x21)(−3x2 + 4x32)
29 [1.000000, 0.707107] (−1 + 2x21)(1− 8x22 + 8x42)
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Table A.3: Nodes and basis polynomials of the Smolyak–Clenshaw–Cutis rule with d = 3
and k = 2.
i xTi φi
1 [−1.000000, 0.000000, 0.000000] 1
2 [−0.707107, 0.000000, 0.000000] x1
3 [0.000000, 0.000000, 0.000000] −1 + 2x21
4 [0.707107, 0.000000, 0.000000] x2
5 [1.000000, 0.000000, 0.000000] −1 + 2x22
6 [0.000000,−1.000000, 0.000000] x3
7 [0.000000,−0.707107, 0.000000] −1 + 2x23
8 [0.000000, 0.707107, 0.000000] −3x1 + 4x31
9 [0.000000, 1.000000, 0.000000] 1− 8x21 + 8x41
10 [0.000000, 0.000000,−1.000000] −3x2 + 4x32
11 [0.000000, 0.000000,−0.707107] 1− 8x22 + 8x42
12 [0.000000, 0.000000, 0.707107] −3x3 + 4x33
13 [0.000000, 0.000000, 1.000000] 1− 8x23 + 8x43
14 [−1.000000,−1.000000, 0.000000] x1x2
15 [−1.000000, 1.000000, 0.000000] x1(−1 + 2x22)
16 [1.000000,−1.000000, 0.000000] (−1 + 2x21)x2
17 [1.000000, 1.000000, 0.000000] (−1 + 2x21)(−1 + 2x22)
18 [−1.000000, 0.000000,−1.000000] x1x3
19 [−1.000000, 0.000000, 1.000000] x1(−1 + 2x23)
20 [1.000000, 0.000000,−1.000000] (−1 + 2x21)x3
21 [1.000000, 0.000000, 1.000000] (−1 + 2x21)(−1 + 2x23)
22 [0.000000,−1.000000,−1.000000] x2x3
23 [0.000000,−1.000000, 1.000000] x2(−1 + 2x23)
24 [0.000000, 1.000000,−1.000000] (−1 + 2x22)x3
25 [0.000000, 1.000000, 1.000000] (−1 + 2x22)(−1 + 2x23)
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Table A.4: Nodes and basis polynomials of the Smolyak–Clenshaw–Curtis rule with d = 3
and k = 3, where the nodes and basis functions corresponding to case k = 2 have been
removed.
i xTi φi
26 [−0.923880, 0.000000, 0.000000] 5x1 − 20x31 + 16x51
27 [−0.382683, 0.000000, 0.000000] −1 + 18x21 − 48x41 + 32x61
28 [0.382683, 0.000000, 0.000000] −7x1 + 56x31 − 112x51 + 64x71
29 [0.923880, 0.000000, 0.000000] 1− 32x21 + 160x41 − 256x61 + 128x81
30 [0.000000,−0.923880, 0.000000] 5x2 − 20x32 + 16x52
31 [0.000000,−0.382683, 0.000000] −1 + 18x22 − 48x42 + 32x62
32 [0.000000, 0.382683, 0.000000] −7x2 + 56x32 − 112x52 + 64x72
33 [0.000000, 0.923880, 0.000000] 1− 32x22 + 160x42 − 256x62 + 128x82
34 [0.000000, 0.000000,−0.923880] 5x3 − 20x33 + 16x53
35 [0.000000, 0.000000,−0.382683] −1 + 18x23 − 48x43 + 32x63
36 [0.000000, 0.000000, 0.382683] −7x3 + 56x33 − 112x53 + 64x73
37 [0.000000, 0.000000, 0.923880] 1− 32x23 + 160x43 − 256x63 + 128x83
38 [−0.707107,−1.000000, 0.000000] (−3x1 + 4x31)x2
39 [−0.707107, 1.000000, 0.000000] (−3x1 + 4x31)(−1 + 2x22)
40 [0.707107,−1.000000, 0.000000] (1− 8x21 + 8x41)x2
41 [0.707107, 1.000000, 0.000000] (1− 8x21 + 8x41)(−1 + 2x22)
42 [−0.707107, 0.000000,−1.000000] (−3x1 + 4x31)x3
43 [−0.707107, 0.000000, 1.000000] (−3x1 + 4x31)(−1 + 2x23)
44 [0.707107, 0.000000,−1.000000] (1− 8x21 + 8x41)x3
45 [0.707107, 0.000000, 1.000000] (1− 8x21 + 8x41)(−1 + 2x23)
46 [−1.000000,−0.707107, 0.000000] x1(−3x2 + 4x32)
47 [−1.000000, 0.707107, 0.000000] x1(1− 8x22 + 8x42)
48 [1.000000,−0.707107, 0.000000] (−1 + 2x21)(−3x2 + 4x32)
49 [1.000000, 0.707107, 0.000000] (−1 + 2x21)(1− 8x22 + 8x42)
50 [−1.000000, 0.000000,−0.707107] x1(−3x3 + 4x33)
51 [−1.000000, 0.000000, 0.707107] x1(1− 8x23 + 8x43)
52 [1.000000, 0.000000,−0.707107] (−1 + 2x21)(−3x3 + 4x33)
53 [1.000000, 0.000000, 0.707107] (−1 + 2x21)(1− 8x23 + 8x43)
54 [0.000000,−0.707107,−1.000000] (−3x2 + 4x32)x3
55 [0.000000,−0.707107, 1.000000] (−3x2 + 4x32)(−1 + 2x23)
56 [0.000000, 0.707107,−1.000000] (1− 8x22 + 8x42)x3
57 [0.000000, 0.707107, 1.000000] (1− 8x22 + 8x42)(−1 + 2x23)
58 [0.000000,−1.000000,−0.707107] x2(−3x3 + 4x33)
59 [0.000000,−1.000000, 0.707107] x2(1− 8x23 + 8x43)
60 [0.000000, 1.000000,−0.707107] (−1 + 2x22)(−3x3 + 4x33)
61 [0.000000, 1.000000, 0.707107] (−1 + 2x22)(1− 8x23 + 8x43)
62 [−1.000000,−1.000000,−1.000000] x1x2x3
63 [−1.000000,−1.000000, 1.000000] x1x2(−1 + 2x23)
64 [−1.000000, 1.000000,−1.000000] x1(−1 + 2x22)x3
65 [−1.000000, 1.000000, 1.000000] x1(−1 + 2x22)(−1 + 2x23)
66 [1.000000,−1.000000,−1.000000] (−1 + 2x21)x2x3
67 [1.000000,−1.000000, 1.000000] (−1 + 2x21)x2(−1 + 2x23)
68 [1.000000, 1.000000,−1.000000] (−1 + 2x21)(−1 + 2x22)x3
69 [1.000000, 1.000000, 1.000000] (−1 + 2x21)(−1 + 2x22)(−1 + 2x23)
