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in order to hire those n individuals. Let the r.v.'s X1; X2;    denote the salary demands of theapplicants; these are assumed to be positive i.i.d. r.v.'s each with d.f. F (x). Let n be anypositive integer and cn be any positive real number, and deneM e(cn) =M en(cn) = minfj : j  n and X(j)1 +   +X(j)n  cng (1)if this set is nonempty and = 1 otherwise. Then M e(cn) is the minimal number of interviewsnecessary to obtain n individuals whose total salary demand is  cn, when the random salarydemands of the persons interviewed are sampled from distribution F . This is the smallestinterview count, obtainable by the `prophetic' company using an o-line strategy, that is, underknowledge of the exact salary demands and with no order restrictions on oers made to thoseinterviewed. This o-line, smallest interview-count strategy is denoted  e.For this problem with xed n, dene a policy  to be any sequence of stopping times 1 <   < n (for (Xj)j1). For n applicants, the counting r.v. associated with policy  = (1; : : : ; n)is dened byM n := n. For any policy  = (1; : : : ; n) for which the sum constraintPni=1Xi cn is satised, M n has interpretation as the number of persons interviewed in order to hiren individuals with total salary demand under the budget constraint cn, when applicants areinterviewed in a specic order, salary demands become known rst at the interview, and thedecision to hire is made at the interview according to policy  , without recall possible. ThusM n is an on-line interview count, an interview count determined under an on-line policy.In this paper, o-line interview countM e(cn) is compared to on-line interview count M n for`good' policies  satisfying the budget (sum) constraint. This is a `dual' problem to the `primal'smallest t problem studied by Coman, Flatto and Weber [5] (see also Boshuizen and Kertz[1]); this `duality' is present both in the problem formulation and in the mathematical analysisof the problem. One must choose some criteria for this comparison, and then choose a `good'on-line policy for hiring applicants under this criteria. Under an expectation-based criteria, thecompany wants to minimize the expected number of interviews in order to hire n individualsover on-line policies satisfying the budget (sum) constraint, and a `best' policy yields EMn(cn),where optimal (interview) counting r.v. Mn(cn) is any r.v. satisfyingEMn(cn) = inf fEM n :  = (1; : : : ; n) is a policy such that Pni=1Xi  cng :An optimal policy  for this expectation-based criteria is described in Chen et al. [2], and thestructure of  is similar to the optimal policy in the smallest t (primal) problem discussedin Coman et al. [5]. As mentioned in [2], explicit calculation and direct analysis using  iscomplicated and one would like to have a simpler form of policy, such as a stopped thresholdpolicy, with a `good' asymptotic behavior.For a sequence of positive constants (cn)n1 and for n xed, a two-stage threshold policy nis a policy of the following form. Let ("n)n1 be positive constants and let the sequence (~cn)n1satisfy 0 < ~cn < cn. From the group of applicants, rst accept those individuals whose salarydemand is  "n and select these only when the sum of the salaries of those selected is  ~cn. Fromthe point that this sum of salaries of those selected would exceed the budget constraint ~cn, selectonly individuals whose salary demand is  (cn   ~cn)=n until a total of n applicants is selected.Note that this two-stage policy n always selects n individuals whose total salary demand is  cn,since after the rst stage the budget is still  cn ~cn and n(cn ~cn)=n = cn ~cn. The interviewcounting r.v. associated with the policy n is denoted by Mn(cn) =Mn("n; ~cn; cn) :=Mnn .2
A more precise description is given of the two-stage threshold policy n and its associatedcounting r.v. Mn(cn), for use in the analysis of this paper. For the rst stage, dene r.v.'sk1; k2; : : : and W1;W2; : : : as follows. Let k0 := 0, and for i = 1; 2; : : :, deneki = ki;n := inffj  1 : Xj+k0++ki 1  "ng and Wi = Wi;n := Xk1++ki : (2)For the second stage, dene r.v.'s ; J; k01; k02; : : : and W 01;W 02; : : : as follows. Dene = n := minfj : 1  j  n and W1 +   +Wj > ~cngif this set is nonempty and = n+ 1 otherwise, and (3)J = Jn := k0 +   + k:Let k00 := 0, and for i = 1; 2; : : :, denek0i = k0i;n := inffj  1 : Xj+J+k00++k0i 1  (cn   ~cn)=ng and W 0i := XJ+k01++k0i : (4)These r.v.'s are dened on a set of probability one. Policy n is dened through random times(j;n)1jn given for j = 1; : : : ; n byj;n = 0@ jXi=1 ki1A I(j < ) +0@ Xi=1 ki + j+1 Xi=1 k0i1A I(  j); andMn(cn) = n;n = ^nXi=1 ki + n+1 Xi=1 k0i (5)(where P0i=1 k0i := 0). The following lemma summarizes properties of these objects. Its prooffollows from elementary properties of independent r.v.'s and is thus omitted.Lemma 1.1 Let n  1 be given.(i) (ki)i1 are i.i.d. r.v.'s, each geometric (F ("n))-distributed; (Wi)i1 are i.i.d. r.v.'s, eachwith d.f. FW (x) := F (x)=F ("n) for 0  x  "n; and (ki)i1 and (Wi)i1 are independent r.v.'s.(ii) Random variable  is a stopping time with respect to (Wi)i1, and  is independent of(ki)i1.(iii) (k0i)i1 are i.i.d. r.v.'s, each geometric (F ((cn   ~cn)=n))-distributed; and (k0i)i1 is inde-pendent of f(ki)1i; (Wi)1i; g.(iv) Random times j;n, 1  j  n, are stopping times for (Xi)i1 satisfying 1;n <   < n;n.It follows from Lemma 1.1 (iv) that the two-stage threshold policy n is indeed a policy.In the paper by Coman et al. [5], it was shown that under the hypotheses cn  c, ~cn  ~c,for some 0 < ~c < c, "n = " =  (~~c=n) with (x) = E(X1jX1  x) and 0 < ~~c < ~c < c, andd.f. F of X1 is continuous and strictly increasing on its support, and F (x)  Ax as x # 0 forsome A;  > 0, then lim sup~~c!c lim supn!1 EMnn ("; ~c; c)=EM en(c)  1 (which in turn implieslimn!1 EMn(c)=EM en(c) = 1). In the case cn = n, 0 <  < EX1, it was proved by Chenet al. [2] that limn!1E ~Mn(cn)=EM en(cn) = 1 where ~Mn(cn) is a counting r.v. using a one-stage policy with threshold  (), again under the hypothesis that F is continuous and strictlyincreasing on its support.In this paper, precise asymptotic joint distributional comparisons are made of the o-lineinterview count M e(cn) and on-line interview counts M n for `good' policies  satisfying the3
sum constraint, through the following denition. A sequence of policies (n)n1 satisfying thesum constraint Pni=1Xni  cn for n  1 is said to be a consistent approximator of theo-line, smallest interview-count strategy  e if there exists positive constants (n)n1, (n)n1and (0n)n1 such that n M e(cn)n   1 ; 0n  M nnn   1!!) (W;W 0) as n!1 (6)for some nondegenerate r.v.'s W and W 0. This denition is analogous to the denition for`good' policies in the `primal' smallest-t problem in [1]. In Theorems 2.2 and 4.1 it is shownthat the sequence of two-stage threshold policies (n)n1 is a consistent approximator of  e,for appropriate assumptions on the budgets (cn)n1 and distribution F , and for appropriatelychosen sequences (~cn)n1 and ("n)n1.Throughout the paper the following notation is used. For a nondecreasing function h on asubset of IR, the left-continuous inverse of h is dened by h (s) = inffx 2 S : h(x)  sg. Fora distribution function F , lF = inffx : F (x) > 0g denotes the left end point of the support ofF . The notations oP (1) and OP (1) are used to denote sequences of r.v.'s which are respectivelyconverging to zero in probability and bounded above and below by a nite constant uniformlyfor all n large. For two r.v.'s X and Y , X d= Y if the distributions of X and Y are the same.For a real number x, bxc denotes the greatest integer  x and dxe denotes the smallest integer x. For two sequences (mn)n1 and (ln)n1 we write mn  ln if limn!1mn=ln = 1. For twofunctions f1(s) and f2(s) on (0; 1) we write f1(s)  f2(s) as s # 0 if lims#0 f1(s)=f2(s) = 1.2 Statement of main results for medium-sized constraintsIn Sections 2 and 3, settings with `medium-sized' budget constraints are considered in whichappropriate normalizations of the pair of interview counting r.v.'s M e(cn) and Mn(cn) con-verge weakly (as n ! 1) to a pair of r.v.'s (Y1; Y +2 ) where (Y1; Y2) has a multivariate normaldistribution and a+ = maxfa; 0g.The settings considered are distribution functions F (x) in Cases I and III for minima withlF = 0. For F (x) in Case I for minima with lF = 0, dene the auxiliary function c(s) on theinterval (0; 1) by c(s) = s 1 R s0 udF (u); and for F (x) in Case III for minima with lF = 0 andindex  > 0, recall the representation F (s) = s aL(s) where L(s) is a function on (0; 1) slowlyvarying at zero and a =  1=. See the Appendix for background results on F (s) and c(s)used in this paper, and for additional results used from extreme value theory. Note that forthese distribution functions, F (0) = 0.For distribution function F (x), dene function H(t) on (0; 1) by H(t) := t 1 R t0 F (s)ds.Function H is continuous, and strictly increasing on (lF ; 1). For F (x) in Case I for minima withlF = 0, H(t)  F (t) as t ! 0, and H(t) is slowly varying at zero, and c(t) = F (t)   H(t)for 0 < t < 1. For F (x) in Case III for minima with lF = 0 and with index  =  1=a > 0,H(t)  (1   a) 1F (t) as t ! 0 and H(t) is regularly varying at zero with index  a; andH (t)  (1 a) 1=aF (t) as t! 0 and H (t) is regularly varying at zero with index  =  1=a.Throughout Sections 2 and 3, the sequence (cn)n1 of budget constraint parameters is as-sumed to be a sequence of positive constants satisfying 0 < cn  n and limn!1 cn=n = 0. Thisis the `medium-sized' budget constraint case, in contrast to the `large-budget' case of Section 4.4
Dene auxiliary sequences (n)n1 and ("n)n1 of positive constants byn := n=H (cn=n) and "n := F (H (cn=n)) for n  1; (7)so that (n)n1 and ("n)n1 satisfy n=n ! 0 and "n ! 0 as n! 1, and cn=n = H(n=n) and"n = F (n=n). The sequence (n)n1 itself appears as the sequence of location parameterscommon to both the o-line and on-line interview counting r.v.'s in the convergence result ofTheorem 2.2; and the sequence (n=n)n1 appears in the scalings of the Brownian bridges inthe convergence analysis (see Lemmas 3.2 and 3.3 and the proof of Theorem 2.2). The sequence("n)n1 is the salary threshold sequence for the rst-stage acceptance procedure in the on-linepolicies (n)n1. It is useful to identify one additional auxiliary sequence of positive constants.For F (x) in Case I for minima, dene (n)n1 byn := F (n=n)=c(n=n) for n  1, (8)and note that n ! 1 as n ! 1. This sequence (n)n1 is the key sequence in describingdierences in convergence rates and scalings between distribution functions in Case I for minimaand distribution functions in Case III for minima (see (9)-(13) and the statement of Theorem2.2).In addition, throughout Sections 2 and 3, the sequence (~cn)n1 of the rst-stage budgetconstraint parameters in the on-line policies (n)n1 is assumed to satisfy 0 < ~cn < cn andlimn!1 ~cn=cn = 1. Some immediate relationships between these parameters are given in thefollowing lemma.Lemma 2.1 Given the sequences (cn)n1 and (~cn)n1 and auxiliary sequences (n)n1, ("n)n1and (n)n1, and let n := F ("n) for n  1. If F (x) is in Case I for minima, then"n  cn=n; n  n=n; limn!1(cn   ~cn)=(n"n) = 0 (9)limn!1 n((F (n)=H(n))  1) = 1 and limn!1 nF ((cn   ~cn)=n)=n = 0;and if F (x) is in Case III for minima with index  > 0, and a =  1=, then"n  (1  a)cn=n; n  n=n; limn!1(cn   ~cn)=(n"n) = 0 and limn!1 F ((cn   ~cn)=n)=n = 0: (10)Proof. These conclusions are straightforward applications of Karamata's Theorem and Rep-resentation for functions slowly varying at zero (see the Appendix), except for the result thatlimn!1 nF ((cn   ~cn)=n)=F ("n) = 0 for F (x) in Case I for minima. To see this last result, onemay argue as follows. Let g(t) := R t0 F (x)dx=F (t) for t > 0, and xn := ("n ((cn ~cn)=n))=g("n)for n  1, and observe that xn  n. Let 0 <  < 1=2, and obtain that there is a positiveconstant K such that, for all n large,nF ((cn   ~cn)=n)n  xnF ("n   xng("n))F ("n)  xnF ("n   xn~g("n))F ("n)  K(xn)1 (1=(2)) ! 0;where ~g(u) is an auxiliary function for the representation of F (x) as given in the appendix, andxn := xng("n)=~g("n) for n  1, with xn  xn. 25
The following three conditions are assumed to hold in the main theorem of this section.Conditions (11) and (12) are conditions on the sequence of budget constraints (cn)n1, and (13)connects the two sequences (~cn)n1 and (cn)n1 of budget constraints:limn!1n1=2F (F (n=n))n=n   1 = 0 ; (11)limn!1 2n=n1=2 = 0 if F (x) is in Case I, (12)limn!1 nn1=2(1  (~cn=cn)) = 0 if F (x) is Case I, and (13)limn!1n1=2(1  (~cn=cn)) = 0 if F (x) is in Case III.Condition (11) ensures that the location parameters coincide for the convergence of the on-lineand o-line interview counting r.v.'s in Theorem 2.2. If d.f. F (x) is continuous, then condition(11) clearly holds. Since F (F (s))=s ! 1 as s ! 0 for these distribution functions, condition(11) can be interpreted as a condition on the speed of convergence of F (F (s))=s! 1 as s! 0.Condition (12) limits the discrepancy in asymptotic behavior between certain sums of r.v.'s withnumber of terms indexed by a certain r.v. or indexed by this r.v.'s expectation. The weakercondition limn!1 n=n1=2 = 0 and the condition (13) are required to ensure nondegeneracy andstability in the key convergence of n=n! 1 as n! 1 (see the proof of Theorem 2.2 for F (x)in Case I, and Lemma 3.4; for (13) see (17) and (27)).Theorem 2.2 Let F be in Case I or III for minima with lF = 0, and given sequences (cn)n1and (~cn)n1, with auxiliary sequences (n)n1, ("n)n1 and (n)n1. Assume that conditions(11)-(13) hold. Then there exist positive constants (#n)n1 and (~#n)n1 for which# 1n (M e(cn)  n); ~# 1n (Mn(cn)  n)) (Me; M)where (Me; M) = (Y1; Y +2 ) and Y = (Y1; Y2) is N(0;Y)-distributed.For F (x) in Case I, the constants (#n)n1 and (~#n)n1 satisfy #n  n=n1=2 and~#n  n1=2=(nF ((cn   ~cn)=n)) for (n)n1 in (8), and Y =  2 11 1 !.For F (x) in Case III with index  > 0, and a =  1=, the constants (#n)n1 and (~#n)n1satisfy #n  n=n1=2 and ~#n  n1=2=F ((cn   ~cn)=n), and Y =  2(1 a)1 2a  a1 2a a1 2a a21 2a !.Observe that #n; ~#n ! 1 with #n=~#n ! 0 as n ! 1 (from (9) and (10)). The inequalityM e(cn)  Mn(cn) carries over (with probability one) to the limit r.v.'s as M  0, since n# 1n (M e(cn)  n)  ~# 1n (Mn(cn)  n) where  n = #n=~#n.Example 2.3 For distribution function F (x) = x 1=a, 0  x  1, F (x) is in Case III for min-ima, with lF = 0 and with  1 < a < 0. Thus, n amin1inXi ) an KIII-distributed r.v.,where d.f. KIII(x) is given in the Appendix. For 0 < s < 1, F (s) = s a and H(s) =( a + 1) 1s a; and for 0  x  ( a + 1) 1, H (x) = (( a + 1)x) 1=a. For positiveconstants (cn)n1 and (~cn)n1 satisfying (13), it follows that n =  (1  a)cnna 11=a and6
"n = (1   a)(cn=n). Let n = F ("n)=F ((cn   ~cn)=n), so that ~#n  n#n with #n  n=n1=2.Theorem 2.2 implies n1=2M e(cn)n   1 ; n1=2n Mn(cn)n   1!) (Me;M)where (Me;M) is given in Theorem 2.2. Note that n !1 with n = (1 a) 1=a 1  ~cncn 1=a =o(n 1=(2a)).In particular, if F (x) is the d.f. of a r.v. uniformly distributed on (0; 1), then F (x) is inCase III for minima with a =  1, and n = n2=(2cn) and n = 2 1  ~cncn  1. For example, ifcn := n= log n and ~cn := (n= log n)(1  n 1=2(log n) 1), then we have the simple calculation forany  > 0,limn!1 P  Mn  nlog n  n log n2  < M e  nlog n  n log n2 2 + n(log n)2!= P (Y2 < 14Y 21 + )where (Y1; Y2) is multivariate normal distributed with mean (0; 0) and covariance matrix13  4 11 1 !.Example 2.4 For distribution function F (x) = e 1=x for x > 0, F (x) is in Case I for minimawith lF = 0. Thus, (log n)2  min1inXi   (log n) 1 ) an KI-distributed r.v., where KI(x)is given in the Appendix. For this d.f., the auxiliary function g(t) := R t0 F (x)dx=F (t) satisesg(t)  t2 as t ! 0; F (s) =  (log s) 1 for 0 < s < 1; and H(s)   (log s) 1 and c(s) (log s) 2 as s! 0. Let (!n)n1 and (n)n1 be the following two basic data sequences of positiveconstants. Sequence (!n)n1 is given satisfying limn!1 !n = 1 and limn!1 !2n=n1=2 = 0; anddene (cn)n1 by cn = nH(e !n) for n  1. Then the sequences (n)n1, ("n)n1 and (n)n1satisfy n = ne!n , "n = ! 1n and n  !n. Sequence (n)n1 is given satisfying 0 < n < 1,limn!1 n = 1 and limn!1 n1=2!n(1   n) = 0; and dene (~cn)n1 by ~cn = ncn for n  1.Note that conditions (11)-(13) hold. Theorem 2.2 implies n1=2M e(cn)n   1 ; n1=2n Mn(cn)n   1!) (Me;M)where (Me;M) are given in Theorem 2.2. Here n !1 with n = exp(((cn=n)(1  n)) 1  !n   log !n) = exp((!n=(1  n))(1+ o((log !n)=!n))) for n  1.Example 2.5 This example shows the necessity of condition (11) for Theorem 2.2 and Lemma3.4 (iii). Let F (x) be given by F (x) = k 3 if (k+1) 1  x < k 1, for k = 1; 2;   ; so F (x) is inCase III for minima with lF = 0, and with  = 3 and a =  1=3, and n1=3min1inXi ) K3III.Its inverse function is given by F (s) = (k + 1) 1 if (k + 1) 3 < s  k 3, k = 1; 2;   . Letkn := blog nc for n  1 and ( n)n1 be constants satisfying 0 <  n < 1 and  n " 1 as n ! 1;and let (cn)n1 be the positive constants satisfying7
cn=n = H((kn +  n)3)= (kn +  n)30@ 1Xl=kn+1 l 1((l  1) 3   l 3)  (kn + 1) 1(k 3n   (kn +  n) 3)1A= (kn +  n)30@(kn +  n) 3(kn + 1) 1   1Xl=kn+1 l 4(l+ 1) 11A :Thus, cn  (3=4)(n= log n) as n ! 1. These constants (cn)n1 are chosen so that constants(n)n1 of (7) are given by n = n(kn +  n)3 for n  1, so that n  n(log n)3 as n ! 1.Then constants ("n)n1 of (7) are given by "n = (dlog ne) 1, and n1=2((F (F (n=n))=(n=n)) 1)  3n1=2= log n ! 1 as n ! 1. Let (~cn)n1 be any positive constants satisfying (13).Using the methods of proof of Lemma 3.4 and Theorem 2.2, one can show that n=n ! 1 andn 1=2(n   n) ! 1 in probability as n ! 1; and # 1n (M e(cn)   n) ) Me, a N(0; 8=5)-distributed r.v., but ~# 1n (Mn(cn)  n)!1 in probability as n!1. Here, #n  n1=2(log n)3and ~#n  n1=2(log n)3((4=3)(1  (~cn=cn)) 1)3 as n!1.The following corollary is an immediate consequence of Theorem 2.2.Corollary 2.6 Let F (x) be in Case I or III for minima with lF = 0, and given sequences(cn)n1 and (~cn)n1 with auxiliary sequences (n)n1, ("n)n1 and (n)n1 as in Theorem 2:2.Then(i) the sequence of two-stage threshold policies (n)n1 is a consistent approximator of the o-line smallest interview-count strategy  e;(ii) if limn!1 ~#n=n = 0, thenMn(cn)=M e(cn)! 1 in probability as n!1 (for F (x) in CaseIII, this condition holds if a <  1 and limn!1 n a=2(1  (~cn=cn)) =1); and(iii) if Me and M are given as in Theorem 2:2, thennF ((cn   ~cn)=n)F ("n) Mn(cn)  nM e(cn)  n  ) MMe if F (x) is in Case I, andF ((cn   ~cn)=n)F ("n) Mn(cn)  nM e(cn)  n  ) MMe if F (x) is in Case III.3 Proofs of main results for medium-sized budget constraintsFor the proof of Theorem 2.2, it is assumed that the underlying probability space is that ofCsorg}o et al. [6] carrying an innite sequence U1; U2; : : : of i.i.d. uniform (0; 1) r.v.'s and asequence Un(s), 0  s  1, n = 1; 2; : : :, of Brownian bridges for which the following Brownianbridge approximation to the uniform empirical process holds:sup1=ns1 1=nn jn(s)  Un(s)j(s(1  s))(1=2)  = OP (1) as n!1; (14)where n(s) = n1=2(Gn(s)   s), Gn(s) = n 1Pni=1 I(Ui  s), and  is any xed number suchthat 0   < 1=4. This can be assumed without loss of generality. On this space we useXi = F (Ui), for i = 1; 2; : : :, and have the following representations.8
Lemma 3.1 Let F (x) be in Case I or III for minima with lF = 0, and given sequence (cn)n1with auxiliary sequence (n)n1. Let (jn)n1 and (mn)n1 be any sequences of positive integerssuch that jn  n and mn  n. ThenPni=1X(jn)i   jn R n=jn0 F (s)dsj1=2n Ae(n=jn) =  R n=n1=n Umn(s)dF (s)Ae(n=n) + oP (1)where for 0 < s < 1, Ae(s) = ( s1=2c(s) in Case Is1=2F (s) in Case III .Proof. One uses standard arguments of Csorg}o and Mason [8], Csorg}o, Haeusler and Mason [9]and Lo [11] to justify the following equalities:j1=2n Ae(n=jn) 1  nXi=1X(jn)i   jn Z n=jn0 F (s)ds!= (Ae(n=jn)) 1  Z n=jn1=jn jn(s)dF (s)!+ oP (1)= (Ae(n=n)) 1 Z n=n1=n jn(s)dF (s)!+ oP (1)= (Ae(n=n)) 1 Z n=n1=n mn(s)dF (s)!+ oP (1): 2Lemma 3.2 Let F (x) be in Case I or III for minima with lF = 0, and given sequence (cn)n1with auxiliary sequences (n)n1 and ("n)n1. Let (mn)n1 be any sequence of positive integerssuch that mn  n, and let n := F ("n) for n  1. Then(mnn) 1=2 mnXi=1 I(Xi  "n) mnn!=  1=2n Umn(n) + oP (1) = (n=n) 1=2Umn(n=n) + oP (1)and Pmni=1XiI(Xi  "n) mn R n0 F (s)ds(mnn)1=2F (n)= 8><>:  1=2n Umn(n) + oP (1) in Case I 1=2n Umn(n)  R nn=n Umn(s)dF (s)1=2n F (n) + oP (1) in Case III :If, in addition, condition (11) holds, then these conclusions hold with n replaced by n=n.Proof. The proof is straightforward, given the underlying probability structures associated with(14). For F (x) in Case I, verication of the second equality uses results from the Theorem ofLo [11] and lims!0 c(s)=F (s) = 0. 2Asymptotic behavior of the on-line policy's rst stage `applicant-selection' r.v.'s (ki;n)i1and (Wi;n)i1, and rst-stage-termination r.v. n, as n!1, is given in the following lemmas.9
Lemma 3.3 Let F (x) be in Case I or III for minima with lF = 0, and given sequence (cn)n1with auxiliary sequences (n)n1 and ("n)n1, and let n := F ("n) for n  1. Let (ki;n)i1be the i.i.d. r.v.'s dened in (2), for each n = 1; 2; : : :, and denote mn = E (Pni=1 ki;n) ands2n = Var (Pni=1 ki;n) for n  1. Then for each real number r,(s 1n  nXi=1 ki;n  mn!  r) = ( (mnn) 1=2 mnXi=1(I(Xi  "n)  n) + oP (1)  r) (15)= n (n=n) 1=2Umn(n=n) + oP (1)  roand hence n(Pni=1 ki;n   (n=n)) =(n1=2=n)on1 converges in distribution to a N(0; 1)-distributedr.v. as n!1. If, in addition, condition (11) holds, then the conclusions hold with n replacedby n=n.Proof. We prove (15). Let n = bmn + rsnc for n  1, and note that (n   nn)=(mnn(1  n))1=2 =  r + o(1). >From the denition of (ki;n)i1 and Lemma 3.2, obtain that(s 1n  nXi=1 ki;n  mn!  r) = ( nXi=1 ki;n  n)= ( nXi=1 I(Xi  "n)  n)= (m 1=2n nXi=1I(Xi  "n)  n(n(1  n))1=2   n  nn(mnn(1  n))1=2)= ((mnn) 1=2 mnXi=1(I(Xi  "n)  n) + oP (1)   r)= n (n=n) 1=2Umn(n=n) + oP (1)  ro 2Observe that in (15) the oP (1) terms depend on r; and we do not claim that s 1n (Pni=1 ki;n mn) =  (n=n) 1=2Umn(n=n)+oP (1) for some oP (1) term independent of problem parameters.This complicates the reasoning in the proof of Theorem 2.2 somewhat.Lemma 3.4 Let F (x) be in Case I or III for minima with lF = 0, and given sequences (cn)n1and (~cn)n1 with auxiliary sequences (n)n1, ("n)n1 and (n)n1. Then(i) n=n! 1 in probability as n!1 (where n is dened in (3));(ii) n 1=2Pni=1(Wi;n   EWi;n)=(VarWi;n)1=2 ) N(0; 1)-distributed r.v., for F (x) in Case IIIand for F (x) in Case I satisfying limn!1 n=n1=2 = 0;(iii) if (11) and (13) hold, and limn!1 n=n1=2 = 0, then(n  n)=(n1=2=n)) Z+1 if F (x) is in Case I, and(n  n)=n1=2 ) ( a=(1  2a)1=2)Z+2 if F (x) is in Case III,where Z1 and Z2 are N(0; 1)-distributed r.v.'s.10
Proof. Let n = F ("n) for n  1 and consider the r.v.'s (Wi;n)i1 of (2) for n  1. First, notethe characterizations and behavior of the following constants associated with these r.v.'s:EWi;n = H(n) and VarWi;n =  1n Z n0 (F (s))2ds  (H(n))2:For 0 <  < 1, let n = bn(1  )c for n  1. If F (x) is in Case I, then VarWi;n  (c(n))2 andfor n!1 ~cn   nEWi;n(nVarWi;n)1=2  cn  ~cncn   nn H(n)H(n=n)1=2n c(n=n)F (n=n) F (n=n)H(n=n) cnn  n1=2F (n=n)(1  )1=2c(n=n) !1; (16)and if F (x) is in Case III and ~Ka :=  a=((1  2a)1=2(1 a)), then VarWi;n  ~K2a(F (n))2 andfor n!1 ~cn   nEWi;n(nVarWi;n)1=2  cn  ~cncn   nn H(n)H(n=n)1=2n ~Ka F (n)H(n) H(n)H(n=n) cnn  n1=2(1  2a)1=2(1  )1=2( a) !1:Thus, it follows from the denition of n and from Markov's inequality thatP (j(n=n)  1j > ) = P (n  n) = P  nXi=1Wi;n > ~cn!= P  Pni=1(Wi;n   EWi;n)(nVarWi;n)1=2 > ~cn   nEWi;n(nVarWi;n)1=2! = o(1);and so n=n! 1 in probability as n!1.The convergence in distribution of the normalized sums n 1=2Pni=1(Wi;n EWi;n)=(VarWi;n)1=2to a N(0; 1)-distributed r.v. follows, for example, from the Central Limit Theorem for arraysgiven in Chung [4, page 200], under the additional hypothesis limn!1 n=n1=2 = 0 for F (x) inCase I for minima.For the proof of (iii) under (11) and (13) and limn!1 n=n1=2 = 0, observe rst thatH(n) =H(n=n) + (1  ((n=n)=n))(F (n=n) H(n=n)). Use this to show that for r  0, if F (x) isin Case I and ln := bn   (n1=2=n)rc, then~cn   lnEWi;nl1=2n (VarWi;n)1=2 = nn1=2~cncn   1 (1 + o(1))  n1=21  n=nn  (1 + o(1)) (17)+ r(1 + o(1)) + o(1)and f(n  n)=(n1=2=n) < rg = 8<: lnXi=1Wi;n  ~cn9=; ;and if F (x) is in Case III and ln := bn   n1=2rc, then~cn   lnEWi;nl1=2n (VarWi;n)1=2 = n1=2~cncn   1 11  a + o(1) (18) n1=21  n=nn   a1  a + o(1)+ r ( ~Ka(1  a)) 1 + o(1)+ o(1)11
and fn 1=2(n  n) < rg = 8<: lnXi=1Wi;n  ~cn9=; :The conclusion to part (iii) now follows from (11), (13), and limn!1 n=n1=2 = 0 and part (ii).2 The norming constants can be characterized further in Lemma 3.4 (ii), in terms of the givensequences of positive constants, if F (x) also satises condition (11). In this case nXi=1Wi;n   cn! =((n1=2=n)"n) ) N(0; 1)  distributed r.v. if F (x) is in Case I (19)and  nXi=1Wi;n   cn! =(n1=2 ~Ka"n) ) N(0; 1)  distributed r.v. if F (x) is in Case IIIwhere ~Ka =  a=((1   2a)1=2(1   a)). The results in Lemmas 3.1-3.4 are used in the proofof Theorem 2.2. In addition, to obtain the desired joint convergence in Theorem 2.2, strongconvergence improvement of Lemma 3.4 (iii) is needed; this is given within the following proof.Proof of Theorem 2.2. The theorem is proved rst for d.f. F (x) in Case III for minima withlF = 0.First, from denition (1) for M e(cn), Lemma 3.1, and Karamata's Theorem, we obtain, foreach real number , and jn = bn + #nc, thatf# 1n (M e(cn)  n)  g = ( nXi=1X(jn)i  cn)= (Pni=1X(jn)i   jn R jn=n0 F (s)dsj1=2n Ae(n=jn)  nH(n=n)  nH(n=jn)j1=2n Ae(n=jn) ) (20)= 8<: 1  a a  R n=n1=n Umn(s)dF (s)Ae(n=n) + oP (1)  9=;where Ae(s) = s1=2F (s) and mn = n=F ("n) for n  1. Next, from representation (5) forMn(cn), and using (10) and assumption (11), we have~# 1n (Mn(cn)  n) = ~# 1n n^nXi=1 (ki   1=F ("n)) + ~# 1n n+1 nXi=1 (k0i   1=F ((cn   ~cn)=n)) (21)+ ~# 1n (n  n)(1=F ((cn   ~cn)=n))  (1=F ("n))) + o(1)=: In + IIn + IIIn + o(1):(Here the full extent of (11) is not used, but only that n1=2((F (F (n=n))=(n=n))  1) = O(1),in order to replace the location parameter n = n=H (cn=n) by n=F ("n).)12
It follows from Lemmas 3.3 and 3.4, and an argument analogous to that in the proof ofthe Doeblin-Anscombe Theorem ([3, page 317]), together with (10), that In = oP (1). If wedenote pn = F ((cn   ~cn)=n), then IIn = (1   pn)1=2n 1=2Pn+1 ni=1 k̂0i, where k̂0i = (k0i   p 1n )=((1  pn)1=2=pn). And we have n 1=2Pn+1 ni=1 k̂0i = oP (1), since, for any 0 < ;  < 1,P 0@n+1 nXi=1 k̂0i > n1=21A  P 0@n+1 nXi=1 k̂0i > n1=2; jn  nj  n1A+ o(1) P 0@ max1jdne  jXi=1 k̂0i > n1=21A + o(1)   2n 1E0@dneXi=1 k̂0i1A2 + o(1)  2 2 + o(1)for all n large, where the rst inequality follows from Lemma 3.4. Thus, IIn = oP (1) also, andwe may conclude that ~# 1n (Mn(cn)  n) = n 1=2(n  n) + oP (1): (22)Thus, the asymptotic analysis of (M e(cn);Mn(cn)) is facilitated through further analysis of n.Now let Kn := k1;n +   + kn;n, using r.v.'s (ki;n)i1 of (2), and mn = EKn = n=F ("n),for n  1; further, denote n = E(XiI(Xi  "n)) for n  1. We obtain for   0 andln = bn  n1=2(   oP (1))c thatfn 1=2(n  n) + oP (1) < g = 8<: lnXi=1Wi;n  ~cn9=;= (Plni=1(Wi;n  EWi;n)n1=2F (n=n)  ~cn   lnEWi;nn1=2F (n=n))= Pni=1(Wi;n  EWi;n)n1=2F (n=n) + oP (1)  1  a (23)= (PKni=1XiI(Xi  "n)  nEWi;nn1=2F (n=n) + oP (1)  1  a)= (PKni=1(XiI(Xi  "n)  n)n1=2F (n=n) + n(Kn  mn)n1=2F (n=n) + oP (1)  1  a)= ((1  a)PKni=1(XiI(Xi  "n)  n)n1=2F (n=n) + Kn  mn(VarKn)1=2 + oP (1)  )Here, the third equality uses (18), Lemma 3.4 (ii) and, e.g., a Doeblin-Anscombe type reasoningas above; the fourth equality uses the denitions of (ki;n)i1 and (Wi;n)i1; the fth equalityuses nEWi;n = mnn; and the sixth equality uses Lemma 3.3 and VarKn  n1=2=F ("n) (1  a)n1=2"n=n.To obtain the desired joint convergence, rst use (20) with Lemmas 3.1-3.3 to obtain thatfor any real numbers ; z1 and z2, 13
P M e(cn)  n#n  ; Kn  mn(VarKn)1=2  z1; (1  a)Pmni=1(XiI(Xi  "n)  n)n1=2F (n=n)  z2= P  nXi=1X(jn)i  cn;  Pmni=1(I(Xi  "n)  (n=n))n1=2  z1;(1  a)Pmni=1(XiI(Xi  "n)  n)n1=2F (n=n)  z2+ o(1)= P 0@ 1  a a  R n=n1=n Umn(s)dF (s)(n=n)1=2F (n=n)  ;  Umn(n=n)(n=n)1=2  z1; (24)(1  a)0@Umn(n=n)(n=n)1=2   R n=n1=n Umn(s)dF (s)(n=n)1=2F (n=n) 1A  z21A+ o(1)= P (W1  ; W2  z1; W3  z2) + o(1);where (W1;W2;W3) is multivariate normal distributed. Hence, we have from (20)-(23), and aslight variation of the Doeblin-Anscombe type reasoning based on the weak convergence conclu-sion of Lemma 3.3 that, for any numbers  and ,P (# 1n (M e(cn)  n)  ; ~# 1n (Mn(cn)  n) < )= P (# 1n (M e(cn)  n)  ; n 1=2(n  n) + oP (1) < )= P (Y1  ; Y +2  ) + o(1);where Y = (Y1; Y2) = (W1;W2 + W3) is N(0;Y)-distributed, with covariance matrix Ydened in the assertion of the theorem.Now, assume d.f. F (x) is in Case I for minima with lF = 0. The rst part of the proofin this case is similar to that for F (x) in Case III. Indeed, for any real number  and jn =bn +#nc, one uses reasoning as in (20), together with the result that limn!1 n1=2(H(n=n) H(n=jn))=c(n=jn) = , to obtainn# 1n (M e(cn)  n)  o = 8<:  R n=n1=n Umn(s)dF (s)Ae(n=n) + oP (1)  9=; (25)where Ae(s) = s1=2c(s) andmn = n=F ("n) for n  1. Next, one uses reasoning as in the previouscase, together with (9) and conditions (11) and limn!1 n=n1=2 = 0, to show that representation(21) holds with ~#n  n1=2=(nF ((cn   ~cn)=n)), and that In = oP (1) and IIn = oP (1) (use part(iii) instead of part (i) of Lemma 3.4 in the reasoning to show that IIn = oP (1)). Thus, we have~# 1n (Mn(cn)  n) = (n  n)=(n1=2=n) + oP (1): (26)The asymptotic analysis of f(n  n)=(n1=2=n)gn1 for F (x) in Case I is not directly analogousto the analysis of f(n n)=n1=2gn1 for F (x) in Case III; the previous reasoning, by itself, leads14
to an indeterminate form in this case, and needs to be rened. With the notation of (23), werst have for r  0 and ln = bn  (n1=2=n)(r   oP (1))c thatf(n  n)=(n1=2=n) + oP (1) < rg= (Plni=1(Wi;n   EWi;n)l1=2n c(n)  ~cn   lnEWi;nl1=2n c(n) )= Pni=1(Wi;n  EWi;n)n1=2c(n) + oP (1)  r (27)= (PKni=1XiI(Xi  "n)  nEWi;nn1=2c(n=n) + oP (1)  r)= (n  PKni=1(XiI(Xi  "n)  n)n1=2F (n=n) ! + n(Kn  mn)n1=2c(n=n) + oP (1)  r)= nPmni=1(XiI(Xi  "n)  n)n1=2F (n=n)  + n(Kn  mn)n1=2c(n=n) + oP (1)  r :Here, the second equality uses (17), Lemma 3.4 (ii) and a Doeblin-Anscombe type argument; andthe fth equality uses condition (12) and a variation of the Doeblin-Anscombe type argumentbased on the weak convergence conclusion of Lemma 3.3.Unlike the Case III argument, further analysis in this case cannot be based on separateanalysis (as in (24)) of the two summands in the last expression in (27). So proceed as follows.Denote ~Sn := Pmni=1(XiI(Xi  "n)   n)=(n1=2F (n=n)) and for each r  0, n = n(r) :=bmn + ((r  n ~Sn   oP (1))=(n=(n1=2c(n=n))))c for n  1, and obtain thatn ~Sn + n(Kn  mn)n1=2c(n=n) + oP (1)  r= fKn  ng = 8<: nXi=1 I(Xi  "n)  n9=;= 8<:n 1pmn nXi=1  I(Xi  "n)  npn(1  n) !   nF (n)p1  nn  (r  n ~Sn) + oP (1)9=; (28)= ( np1  n  1pmn mnXi=1 I(Xi  "n)  npn !  nF (n)n  ~Sn!   r + oP (1))= ( 1p1  n  n1  nF (n)n  mn(n)pn !+ mnn 1=2nF (n)n  R n=n0 mn(s)dF (s)(n=n)1=2c(n=n) !!   r + oP (1))= 8<: Umn(n=n)(n=n)1=2 + R n=n1=n Umn(s)dF (s)(n=n)1=2c(n=n)   r + oP (1)9=; :15
Here, the third equality uses limn!1 n=n1=2 = 0; the fourth equality uses the conditionlimn!1 2n=n1=2 = 0 in a variation of a Doeblin-Anscombe type argument based on(n   mn)=sn ) a N(0; 1)-distributed r.v. (from Lemma 3.2); the fth equality is the cru-cial step which shows how the sum can be rearranged into stable parts; and the last equalityuses (14) and the limits limn!1 nF (n)=n = 1 and limn!1 n((nF (n)=n)  1) = 1 (see(9)).Finally, we have from (25)-(28), that for each real number  and each   0,P (# 1n (M e(cn)  n)  ; ~# 1n (Mn(cn)  n) < )= P 0@  R n=n1=n Umn(s)dF (s)(n=n)1=2c(n=n) + oP (1)  ; Umn(n=n)(n=n)1=2   R n=n1=n Umn(s)dF (s)(n=n)1=2c(n=n) + oP (1)  1A= P (Y1  ; Y +2  ) + o(1);where Y = (Y1; Y2) is N(0;Y)-distributed with covariance matrix Y dened in the assertionof the theorem. 24 Results for large-sized budget constraintsIn this section, the sequence of budget constraints (cn)n1 is assumed to satisfy the large-sizedbudget constraint property limn!1 n 1=2(cn n) = 0, for some 0 <  < EX1, where X1; X2;   is the sequence of salary demands (nonnegative i.i.d. r.v.'s with d.f. F (x) and lF = 0). Theparameters (~cn)n1 and ("n)n1 associated with the two-stage threshold policies (n)n1 of theIntroduction are given as follows. The sequence of the rst-stage budget constraints (~cn)n1are assumed to satisfy 0 < ~cn < cn for all n  1 and limn!1 n 1=2(~cn   n) = 0; and therst-stage thresholds ("n)n1 are given by "n := " = F (H ()) for all n  1. The loca-tion (centrality) parameters for the on-line and o-line interview counts in the convergencetheorem are the constants n := n=H () for n  1. Observe that under the continuity as-sumption of the next theorem, the parameters , " and (n)n1 are related by  = H(F (")) =E(X1jX1  ") = H(n=n) and H () = F (") = n=n; in particular,   ". This continuityassumption on F (x) ensures that condition (11) holds, and the convergence assumptions on(cn)n1 and (~cn)n1 imply that limn!1 n1=2(1   (~cn=cn)) = 0 (as in (13)). As in Theorem2.2, the inequality M e(cn)  Mn(cn) carries over (with probability one) to the limit r.v.'s asM  0 since limn!1 F ((cn   ~cn)=n) = 0.Theorem 4.1 If F (x) is continuous and strictly increasing on its support, lF = 0and EX21 <1, thenn 1=2(M e(cn)  n); F ((cn   ~cn)=n)n 1=2(Mn(cn)  n)) (Me;M)where (Me;M) = (Y1; Y +2 ) and Y = (Y1; Y2) is N(0;())-distributed. The covariance matrix() is a symmetric matrix () = (i;j)i=1;2;j=1;2 given by1;1 = 2()(F ("))3("  )2 ; 16
1;2 = "     ()("  )F (")2   1  F (")F (") ! ; and2;2 =  2  2()F (")   ("  )2(1  F ("))! where2() = Z F (")0 Z F (")0 (s ^ t  st)dF (s)dF (t):There are two additional points to mention concerning the statement of Theorem 4.1. First,a more direct analogue of Theorem 2.2 would replace n 1=2(M e(cn) n) by F (")n 1=2(M e(cn) n) = H ()n 1=2(M e(cn)   n) and replace (Y1; Y +2 ) by (F (")Y1; Y +2 ). Second, it is curiousthat the variances of F (")Y1 and Y2 have the representationsVar(F (")Y1) = (F ("))21;1 = Var(" X1jX1  ")(E(" X1jX1  "))2 + P (X1 > ") andVar(Y2) = 2;2 = Var(X1jX1  ")=(E(X1jX1  "))2;and EY +2 = (2) 1=21=22;2 and VarY +2 = ((   1)=(2))2;2.Proof of Theorem 4.1. The proof goes along the same lines as the proof of Theorem 2.2 forF (x) in Case III and uses standard approximation arguments e.g. given by Csorg}o, Csorg}o andHorvath [7, Chapter 10]. First, observe that for any real number , and jn = bn1=2+ ncfn 1=2(M e(cn)  n)  g = (  Z F (")1=n Ujn(s)dF (s) + oP (1)  (F ("))3=2("  )) : (29)To justify (29), note thatj 1=2n  cn   jn Z n=jn0 F (s)ds!= j 1=2n  n Z n=nn=jn F (s)ds+ (n   jn) Z n=jn0 F (s)ds!+ o(1)=: K1 +K2 + o(1):It is easy to check that K1 = (F ("))3=2" + o(1) and K2 =  (F ("))3=2 + o(1).For the convergence analysis of Mn(cn), argue as in the proof of Theorem 2.2 to obtainF ((cn   ~cn)=n)n 1=2(Mn(cn)  n) = n 1=2(n  n) + oP (1);where the r.v. n is dened in (3), and for   0 and ln = bn  n1=2(   oP (1))cfn 1=2(n  n) + oP (1) < g = 8<: lnXi=1Wi;n  ~cn9=;= (n 1=2 nXi=1Wi;n   n! + oP (1)  n 1=2(~cn   ln))= ( 1n 1=2 mnXi=1(XiI(Xi  ")  ) + (Kn  mn)=(n1=2=F (")) + oP (1)  ) :17
Here, Kn := k1;n+   + kn;n, mn := EKn = n=F (") and  := EXiI(Xi  ") = F ("). To settlethe joint convergence of M e(cn) and Mn(cn) obtain for any real numbers ; z1 and z2P  n 1=2(M e(cn)  n)  ; F (")n 1=2(Kn  mn)  z1;  1n 1=2 mnXi=1(XiI(Xi  ")  )  z2!= P    Z F (")1=n Umn(s)dF (s)  (F ("))3=2("  );  (F (")) 1=2Umn(F ("))  z1; 1(F (")) 1=2 "Umn(F ("))  Z F (")1=n Umn(s)dF (s)!  z2!+ o(1):Proceed as in the proof of Theorem 2.2 to complete the proof of the theorem. 2Corollary 4.2 If F (x) is continuous and strictly increasing on its support, lF = 0, andEX21 <1, then(i) the sequence of two-stage threshold policies (n)n1 is a consistent approximator of the o-line interview-count strategy  e;(ii) F ((cn   ~cn)=n)(Mn(cn)   n)=(M e(cn)   n) ) M=Me with Me and M as given inTheorem 4:1; and(iii) if limn!1 n1=2F ((cn   ~cn)=n) =1, then Mn(cn)=M e(cn)! 1 in probability as n!1.A AppendixRecall the following denitions, relations, and results concerned with domains of attraction forminima.Let X1; X2;    be i.i.d. r.v.'s with d.f. F . F (x) is said to be in the domain of attraction ofd.f. K(x) for minima if there exists constants (an)n1, an > 0 and (bn)n1, bn 2 IR, such thatP an  min1inXi   bn  x! K(x) for all continuity points x of K. (30)In this setting we say F is in Case I, in Case II with parameter  > 0 or in Case III withparameter  > 0, if the limit d.f. K is respectively given by KI(x) = 1   exp ( ex) for x 2 IR;by KII(x) = 1  exp ( ( x) ) for x < 0; or by KIII(x) = 1  exp ( x) for x > 0.Let Yi =  Xi for i  1, so that Y1; Y2;    are i.i.d. r.v.'s with d.f. G(x) = 1   F (( x) ),and rG := supfx : G(x) < 1g =  lF . F is in the domain of attraction for minima in Case I,II or III i respectively G is in the domain of attraction for maxima associated with d.f.'s ,, or 	. See Resnick [12] and de Haan [10] for results on domains of attraction for maximaand denitions of these d.f.'s. In the following paragraphs we list some properties in each of theCases I, II, and III which are used in this paper.If F is in Case I for minima, then constants (an)n1 and (bn)n1 are given by bn = F (1=n)and a 1n = g(bn) for n  1, for example with g(t) = R tlF F (x)dx=F (t). Function F (x) satiseslimt#0 F (t   xg(t))=F (t) = e x for all x 2 IR, and has representationF (x) = ~k(x) exp  R ~zx ~h(t)=~g(t) dt for 0 < x < ~z, for some ~z > 0 and measurable functions ~k,~h and ~g on (0; ~z), with ~k(x) ! k > 0, ~h(x) ! 1, and (~g)0(x) ! 0 as x ! 0, and ~g > 0 and isabsolutely continuous on (0; ~z) with ~g(t)  g(t) as t! 0 (see e.g. Corollary 1.7 of [12]).18
The inverse function F (s) is slowly varying at zero, and satiseslimt#0 F (tx)  F (tz)F (ty)  F (tw) = log x  log zlog y   log wfor all 0 < x; y; w; z < 1 with y 6= w. The function c(s) is dened in Section 2 as c(s) :=s 1 R s0 udF (u) = F (s)   H(s). The function c(s) satises the following properties usedin this paper (see e.g. [10] and [11]): c(s) > 0; c(s) is slowly varying at zero; and if lFis nite, then lims#0 c(s) = 0. There exists a nite constant k such that for 0 < s  1=2,F (s) = k+ c(s)  R 1s u 1c(u)du and H(s) = k  R 1s u 1c(u)du. As s # 0, c(s)=F (s)! 0, and(F (s)   F (sx))=c(s) !   log x for all x > 0; and if lF = 0, then c(s)=g(F (s)) ! 1,F (F (s) + zc(s))=s! ez , and s 1 R s0 (F (u))2du   s 1 R s0 F (u)du2  (c(s))2.If F is in Case II for minima, with  > 0, and a = 1=, then a 1n =  F (1=n) and bn = 0 forn  1, lF =  1 and limn!1 nF (a 1n x) = ( x)  for x < 0. The function F ( x) is regularlyvarying as x ! 1 with index   =  1=a; and F (s) =  s aL(s) where L is slowly varyingat zero.If F is in Case III for minima, with  > 0, and a =  1=, then a 1n = F (1=n)   lFand bn = lF for n  1, lF is nite and limn!1 nF (a 1n x + lF ) = x for x > 0. The functionF (lF + x 1) is regularly varying as x ! 1 with index   = 1=a; and F (s) = lF + s aL(s)where L is slowly varying at zero.Finally we state two results concerning functions which are slowly varying at zero, which wefrequently use in this paper. (Karamata's Theorem (see [8, Lemma 1]).) Let L(x) be slowly varying at zero. If  < 1,then lims#0 Z s0 u L(u)du= s1 L(s) = 11  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