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Abstract-In this paper we study robustness of the recently developed adaptive backstepping design with tuning functions for linear systems. Under assumptions on unmodeled dynamics and disturbances equal to those for certainty equivalence schemes, we address-for the first time-an adaptive scheme not based on the certainty equivalence principle. In the process of redesign for robustness we employ only leakage in the estimator-we do not employ normalization, neither static nor dynamic. A fundamental difference between the tuning functions design and the certainty equivalence designs is that the controller in the former is inherently nonlinear, while in the latter it is nonlinear only in the parameter estimate. As a result, achievable robustness results for the tuning functions scheme are not global but regional, with a region of attraction inversely proportional to the "size" of the unmodeled dynamics. The tracking error is proportional to the size of the uncertainties.
Index Terms-Adaptive backstepping, leakage, robustness, tuning functions, unmodeled dynamics.
I. INTRODUCTION AND PROBLEM STATEMENT
Standard results on robust adaptive control apply to certaintyequivalence schemes [2] . Lyapunov-type designs-designs which incorporate the complete state of the plant, filters, and estimators into a Lyapunov function-have been in existence since Feuer and Morse [1] but have only recently become popular in the context of integrator backstepping [3] , [4] (the only other Lyapunov scheme that has attracted some attention is Morse's scheme with high-order tuners [6] ). In this paper we study robustness of the adaptive backstepping design with tuning functions for linear systems. This is the first result available for a Lyapunov-based scheme under general assumptions used in certainty-equivalence robust adaptive control [2] .
Adaptive backstepping has so far spawned two classes of methods. The better known tuning functions design [4, ] is a Lyapunov-based method and is of interest because in the absence of modeling errors, it exhibits the strongest transient performance properties available in the literature (both L 2 and L 1 ). The lesser known modular design [4, Secs. 10.6 ] is of certainty equivalence type, and, while it inherits some of the advantages of the backstepping method in the nonadaptive context, its adaptive transient performance properties are not as strong. Because of the certainty-equivalence structure, the study of robustness of the modular design follows the route standard in robust adaptive control [2] . In contrast, the robustness study for the tuning functions design, undertaken in this paper, requires a new approach suited for the Lyapunov framework and applicable to controllers which are truly nonlinear.
In the process of redesign for robustness, we make only one modification to the original tuning functions design [3] -we add a switching -modification to the tuning functions. This modification affects both the parameter update law and the actual control law because the tuning functions controller incorporates the tuning functions. An important difference from standard robust adaptive control is that we do not employ update law normalization-neither dynamic [2] nor static [7] . Normalization is incompatible with (and even detrimental to) Lyapunov designs because their stability depends on fast adaptation, even in the ideal case.
The result of our paper is that, for sufficiently small , the state of the closed-loop system is uniformly ultimately bounded when 1 is improper or has relative degree zero. The region of attraction is proportional to 1=. When 1 is strictly proper and for sufficiently small , the closed-loop state is globally uniformly ultimately bounded. In both cases, the mean square of the tracking error is proportional to the size of the uncertainties. The reason for the loss of globality is the nonlinear character of the tuning functions controller. The loss of globality is the price paid for achieving improved transient performance properties in the absence of perturbations [4, Sec. 10.4] .
Since the time of the original submission of this paper, the robustness of adaptive backstepping designs has become a topic of active study. Li et al. [5] presented a simulation study which indicates that in the absence of robustification tools, the tuning functions design possesses a much higher degree of robustness than certaintyequivalence type designs. Zhang and Ioannou [8] - [10] obtained several results.
• In [8] they provided a robustification to the tuning functions design restricted to the relative degree two case. In [9] they studied plants of general relative degree but the unmodeled dynamics were assumed to be strictly proper. Our results are more general and apply to plants with arbitrary relative degree and improper unmodeled dynamics.
• In [10] they develop a certainty equivalence design based on backstepping, similar to our modular design [4, Sec. 10.6 ]. This design is compatible with standard robustification tools (projection, dynamic normalization, etc.); however, as a certaintyequivalence design, it does not possess the transient performance properties of the tuning functions design. This paper is organized as follows. In Section II we present the design procedure. Section III deals with the stability and asymptotic performance analysis of the closed-loop system when the transfer function 1 is improper. In Sections IV and V we address the case where 1 is respectively proper and strictly proper.
A. Problem Statement
The control objective is to asymptotically track a reference signal yr(t) with the output y of the plant
where the polynomials A(s) and B(s) are defined as follows:
B(s) = bms m + 1 11 + b1s + b0:
The parameters ai and bi are unknown. Without loss of generality, we assume that 0. 
By filtering u and y with two n-dimensional filters _ = A0 + eny _ = A0 + enu 
where A(1) and B(1) are polynomial matrices with argument A 0 . Then the estimation error satisfies
The adaptive control law is given in Table I . The only differences from the controller in [4, p. 432] are the underbraced terms in (20) and (23 ). For a discussion of the effect of s ; s% > 0 on performance, the reader is referred to [2] .
Consider the Lyapunov function candidate
Noting that the derivative of the tracking error is _ z 1 = x 2 0 a n01 y 0 _ y r + 1(s + a n01 )x 1 + _ d + a n01 d (11) and using (23) and (10), by following a derivation similar to [4] it is readily shown that 
where we denote
The terms with uncertainties (underbraced) reduce negativity of the Lyapunov inequality (12) . Our task in the next section is to quantify the effect of these terms.
III. ROBUSTNESS PROPERTIES WITH 1 IMPROPER In this section, we treat the most general case where 1 is improper, with a relative degree no smaller than 0 + 1. The stability analysis is carried out by using a similarity transformation to represent (4) as 
andx1 is defined asx 
The matrices A1 and A2 
On the other hand, using (4) and (28) we obtaiñ
With (12), (31) , and (33) 
From (4) and (30) we obtain 1(s + an01)x1 = hx + h + hu + 11 + 1x 1 = hx + 21 + :
Equations (38) 
we obtain from (8) x j = b m m+j + h m+j01 + h + " j + : 
Combining (40)- (42), we obtaiñ
for 1=2jhj. From (43) and (40) for j = 1 it follows that m+1 = h m+2;n + h +
for sufficiently small . The vector m+2;n is defined as m+2;n = ( m+2 ; 1 11; n )
T :
(45)
Using (44) and (22) 
Note that G vanishes along the trajectories of the closed-loop system.
In particular we have
We define the constant matrices G = @G 
The matrix F (respectively, G ) is computed by first differentiating the function F (respectively, G) with respect to the vector m+2;n , then putting m+2;n = 0 and Y = 0 in the resulting derivative. Thus F and G do not depend on the initial conditions. Using (48) and (50) we obtain
Since all vectors h in (44) are uniformly bounded with respect to , the matrix F is uniformly bounded with respect to . Thus, using the Implicit Function theorem we conclude from (49) and (51) 
Since 1=2kF k we have from (55) kY k c= 1=m 2 :
(56)
Thus, we have proved that @G @ ( m+2;n ; Y ) is nonsingular in every point of the ball of radius c= 1=m 2 , which implies that N 1= contains a ball of radius c= 1=m 2 . It follows also that m+2;n can be written as a C 1 function of Y and inside N 1= such that m+2;n = 3(Y;):
Combining (38), (40), (41), (44), (57), (22), and the fact that 3(Y;)
is continuous in , it follows that for sufficiently small , and in N 1= , we have
From (36) and (58) it follows that
in N 1= and for sufficiently small . To conclude that V is uniformly bounded, we need to have
which can be guaranteed for 
The boundedness of the vector m+2;n follows from (57), the boundedness of V , and the continuity of 3, whenever m+2;n(0) c= 1=m 2 . The boundedness of the vector is derived from (41) and (44). The boundedness of the control u and the state x follow, respectively, from (22) Integrating both sides of (63) and noting that V is uniformly bounded, the asymptotic performance of our robust adaptive scheme is 
Similarly to Section III we obtain _ V 0V + + 2 c((1(s + an01)x1) 2 + (1x1) 2 ): (69) From (30), (33) , and noting that &1j = 0 for j 2 and &2j = 0 for j 1 it follows that 1(s + Using (4), (5), (30) , and (40) for j = 1 we obtain _x1r = h" + h11 + h m+2 + h + hz1 + :
From (71) 
To conclude that V is uniformly bounded, we need to have
which can be guaranteed for
where } is a continuous scalar function verifying }(x) > 0 and lim 
V. ROBUSTNESS PROPERTIES WITH 1 STRICTLY PROPER In this section we suppose that the transfer function 1 is strictly proper. The Lyapunov function V for the closed-loop system is defined as in (31) . The derivative _ V is computed as in (25) . Using 
From (84) 
