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SE´RIES HYPERGE´OME´TRIQUES BASIQUES, q-ANALOGUES DES
VALEURS DE LA FONCTION ZEˆTA ET SE´RIES D’EISENSTEIN
C. KRATTENTHALER†, T. RIVOAL ET W. ZUDILIN‡
Re´sume´. Nous e´tudions la nature arithme´tique de q-analogues des valeurs ζ(s) de la fonc-
tion zeˆta de Riemann, notamment des valeurs des fonctions ζq(s) =
∑∞
k=1 q
k
∑
d|k d
s−1,
s = 1, 2, . . . , ou` q est un nombre complexe, |q| < 1 (ces fonctions sont intimenent lie´es
au monde automorphe). Le the´ore`me principal de cet article montre que, si 1/q est un
nombre entier diffe´rent de ±1 et si M est un nombre impair suffisamment grand, alors la
dimension de l’espace vectoriel engendre´ sur Q par 1, ζq(3), ζq(5), . . . , ζq(M) est au moins
c1 ·
√
M , avec c1 = 0, 3358. Ce re´sultat peut eˆtre conside´re´ comme un q-analogue du
re´sultat de [20, 2], qui affirme que la dimension de l’espace vectoriel engendre´ sur Q par
1, ζ(3), ζ(5), . . . , ζ(M) est au moins c2 · logM , avec c2 = 0, 5906. Pour les meˆmes valeurs
de q, une minoration similaire pour les valeurs ζq(s) aux entiers s pairs nous permet de
rede´montrer un cas particulier d’un re´sultat de Bertrand [4] qui affirme la transcendance
sur Q de l’une des deux se´ries d’Eisenstein E4(q) et E6(q) pour tout nombre complexe q
tel que 0 < |q| < 1.
Abstract. We study the arithmetic properties of q-analogues of values ζ(s) of the Rie-
mann zeta function, in particular of the values of the functions ζq(s) =
∑∞
k=1 q
k
∑
d|k d
s−1,
s = 1, 2, . . . , where q is a complex number with |q| < 1 (these functions are also connected
with the automorphic world). The main theorem of this article is that, if 1/q is an integer
different from ±1, and if M is a sufficiently large odd integer, then the dimension of the
vector space over Q which is spanned by 1, ζq(3), ζq(5), . . . , ζq(M) is at least c1 ·
√
M ,
where c1 = 0, 3358. This result can be regarded as a q-analogue of the result [20, 2] that
the dimension of the vector space over Q which is spanned by 1, ζ(3), ζ(5), . . . , ζ(M) is at
least c2 · logM , with c2 = 0, 5906. For the same values of q, a similar lower bound for the
values ζq(s) at even integers s provides a new proof of a special case of a result of Bertrand
[4] saying that one of the two Eisenstein series E4(q) and E6(q) is transcendental over Q
for any complex number q such that 0 < |q| < 1.
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21. Introduction et e´nonce´s des re´sultats
L’e´tude arithme´tique des valeurs aux entiers ≥ 2 de la fonction zeˆta de Riemann est un
sujet classique de la the´orie analytique des nombres. Pour les entiers 2m pairs, on connaˆıt
la formule d’Euler
(1.1) ζ(2m) = (−1)m−1 2
2m−1B2m
(2m)!
π2m,
ou` le rationnel Bm est le m
ie`me nombre de Bernoulli, ce qui, joint au fait que π est transcen-
dant, e´tablit que ζ(2m) l’est aussi pour tout entierm ≥ 1. Concernant les valeurs ζ(2m+1),
m ≥ 1, notre connaissance est beaucoup plus faible et pendant longtemps, le seul re´sultat
connu a e´te´ le ce´le`bre the´ore`me d’Ape´ry [1] « ζ(3) est irrationnel ». Re´cemment, plusieurs
re´sultats nouveaux sur les ζ(2m+ 1) ont e´te´ de´montre´s (voir [20, 2, 21, 22, 31] et [8] pour
un survol de ce sujet), notamment, le the´ore`me suivant dans [20, 2].1
The´ore`me 1. Pour tout entier A pair suffisamment grand, on a
dimQ
(
Q+Q ζ(3) +Q ζ(5) + · · ·+Q ζ(A− 1)) ≥ 1 + o(1)
1 + log 2
logA
et
dimQ
(
Q+Q ζ(2) +Q ζ(4) + · · ·+Q ζ(A)) ≥ 1 + o(1)
1 + log 2
logA.
L’objet de cet article est d’e´tudier les proprie´te´s arithme´tiques de q-analogues des valeurs
de fonction zeˆta de Riemann. En particulier, nous conside´rons les se´ries ζq(s), ou` s ≥ 1 et
q est un nombre complexe tels que |q| < 1, de´finies par
(1.2) ζq(s) =
∞∑
k=1
σs−1(k) q
k =
∞∑
m=1
ms−1
qm
1− qm ,
avec σs−1(k) =
∑
d|k d
s−1. Ces q-analogues normalise´s de ζ(s) ont e´te´ conside´re´s dans [13,
29], par exemple (voir aussi le paragraphe 4.1 pour la ve´rification que ζq(s) est effectivement
un q-analogue de ζ(s)). Plus pre´cise´ment, notre but est de montrer les The´ore`mes 2, 3 et
4 suivants.
The´ore`me 2. Fixons q 6= ±1 tel que 1/q ∈ Z. Pour tout entier A pair, on a
dimQ
(
Q+Q ζq(3) +Q ζq(5) + · · ·+Q ζq(A− 1)
) ≥ π + o(1)
2
√
π2 + 12
√
A
et
dimQ
(
Q+Q ζq(2) +Q ζq(4) + · · ·+Q ζq(A)
) ≥ π + o(1)
2
√
π2 + 12
√
A.
1Seule est montre´e la minoration aux entiers impairs dans les deux re´fe´rences cite´es ; celle aux entiers
pairs est imme´diate avec la me´thode utilise´e.
3La minoration de la dimension des valeurs de ζq(s) aux entiers pairs posse`de une inte´-
ressante traduction en terme de formes modulaires. Donnons d’abord quelques de´finitions
(voir [24] pour plus de de´tails). Posons q = e2iπτ , ou` τ ∈ H = {τ ∈ C : Im(τ) > 0}. Toute
matrice γ =
(
a b
c d
)
∈ SL2(Z) agit sur H par γ · τ = aτ + b
cτ + d
. Les se´ries d’Eisenstein G2s(τ)
et E2s(q) sont de´finies pour tout entier s ≥ 1 par
G2s(τ) = 2ζ(2s)E2s(q) =
∑
(m,n)∈Z2
(m,n) 6=(0,0)
1
(mτ + n)2s
et on a le de´veloppement en se´rie de Fourier :
E2s(q) = 1− 4s
B2s
∞∑
k=1
σ2s−1(k) q
k.
On a donc E2s(q) = 1− 4sB2s ζq(2s). Pour tout s ≥ 2, les se´ries d’Eisenstein sont modulaires
sur le groupe SL2(Z), de poids 2s, c’est-a`-dire que pour tout γ =
(
a b
c d
)
∈ SL2(Z),
on a G2s(γ · τ) = (cτ + d)2sG2s(τ). La fonction G2(τ) n’est pas modulaire mais ve´rifie
G2(γ · τ) = (aτ + b)2G2(τ)− c
4iπ
γ · τ . On a alors le the´ore`me suivant.
The´ore`me 3. Pour tout q 6= ±1 tel que 1/q ∈ Z, au moins un des deux nombres E4(q) et
E6(q) est transcendant sur Q.
Ce re´sultat n’est pas nouveau puisque Bertrand [4] a montre´ que « pour tout q ∈ C tel
que 0 < |q| < 1, au moins un des nombres E4(q) et E6(q) est transcendant sur Q », comme
conse´quence d’un re´sultat de Schneider sur les fonctions elliptiques [23, The´ore`me 18, p. 64].
Le the´ore`me ste´phanois [3] pre´cise le the´ore`me de Bertrand : « lorsque q est alge´brique,
l’invariant modulaire J(q) = 1728E34(q)/(E
3
4(q) − E26(q)) est transcendant sur Q ». Le
re´sultat de´finitif dans cette direction est le the´ore`me de Nesterenko [17] : « pour tout q ∈ C
tel que 0 < |q| < 1, au moins trois des nombres q, E2(q), E4(q), E6(q) sont alge´briquement
inde´pendants sur Q ». Cependant, la de´monstration du The´ore`me 3 est base´e sur une
fonction auxiliaire totalement explicite (notre S
[ǫ]
n (q) au paragraphe 3.1), et pas sur celles,
beaucoup moins explicites, que l’on peut construire avec les outils diophantiens usuels tels
le lemme de Siegel ou les de´terminants d’interpolation de Laurent (voir [3], [17] et [18] pour
l’utilisation de ces outils dans le contexte modulaire).
A contrario, la minoration de la dimension des valeurs de ζq(s) aux entiers impairs est
nouvelle et ne posse`de, a` notre connaissance, aucune interpre´tation en terme des formes
modulaires ci-dessus. Cependant, ces valeurs ζq(s), pour s impair, ont malgre´ tout un lien
avec le monde automorphe, via les se´ries d’Eisenstein non-holomorphes
Es(τ) =
1
2
∑
(m,n)∈Z2
(m,n) 6=(0,0)
ys
|mτ + n|2s .
4Ces se´ries sont des formes de Maass non paraboliques et sont invariantes sous l’action de
SL2(Z). Sans rentrer dans les de´tails, indiquons seulement que dans [14, p. 243], Lewis et
Zagier de´terminent les fonctions pe´riodes ψ+s (τ) des Es(τ) : pour s = 2ℓ + 1, les valeurs
ζq(s) sont essentiellement e´gales a` ψ
+
ℓ+1/2(τ) + τ
−2ℓ−1ψ+ℓ+1/2(−1/τ).
Du point de vue diophantien, si l’irrationalite´ de ζq(1) est connue pour diverses valeurs
de q (voir [6] et les re´fe´rences donne´es dans [27, 32]), celle de ζq(2ℓ+1) (pour ℓ ≥ 1) ne l’est
pour aucune valeur de q, meˆme si la transcendance des ces valeurs comme fonctions de q
est connue (voir [30]). Remarquons que pour 1/q ∈ Z, q 6= ±1, des mesures d’irrationalite´
de ζq(1) et ζq(2) sont aussi donne´es par le dernier auteur dans [32, 28] et que Postelmans et
Van Assche [19] ont re´cemment de´montre´ l’inde´pendance line´aire de 1, ζq(1) et ζq(2). Enfin,
une minoration de dimension dans le contexte diffe´rent de la fonction q-exponentielle se
trouve dans [7].
Compte-tenu de la formule d’Euler (1.1), la minoration de la dimension de l’espace des ζ
pairs est e´quivalente a` la transcendance2 de π : on peut donc conside´rer que les The´ore`mes 2
et 3 sont des q-analogues respectifs du The´ore`me 1 et de la transcendance de π. Comme
on le verra au paragraphe 4.1, lorsque l’on fait tendre q vers 1, notre construction « tend »
vers celle utilise´e pour montrer le The´ore`me 1. Puis, on pre´sente au paragraphe 4.2 des q-
analogues de certaines se´ries hyperge´ome´triques apparues dans diverses de´monstrations de
l’irrationalite´ de ζ(3). Dans ce contexte, notre q-analogue de ζ(3), a` savoir ζq(3), apparaˆıt
naturellement, mais, malheureusement, nous ne re´ussissons a` de´montrer son irrationalite´
pour aucune valeur de q.
En utilisant les estimations pre´cises utilise´es pour montrer le The´ore`me 2, on peut cepen-
dant de´montrer sans effort le the´ore`me ci-dessous, de meˆme facture que le re´sultat du
dernier auteur [31] : « au moins un des nombres ζ(5), ζ(7), ζ(9), ζ(11) est irrationnel ».
The´ore`me 4. Pour tout q 6= ±1 tel que 1/q ∈ Z, au moins un des nombres ζq(3), ζq(5),
ζq(7), ζq(9), ζq(11) est irrationnel.
Il est probable que l’on puisse ame´liorer ce re´sultat (i.e., de´montrer qu’au moins un des
nombres ζq(3), ζq(5), ζq(7), ζq(9) est irrationnel) en utilisant une se´rie le´ge`rement diffe´rente
de notre se´rie S
[ǫ]
n (q) ci-dessous (voir la Remarque (2) au paragraphe 3.1), a` condition que
l’on puisse de´montrer une certaine « conjecture des de´nominateurs » pour cette se´rie (voir
la remarque a` la fin de l’article).
2. De´monstration du The´ore`me 3
Le The´ore`me 3 est une conse´quence du re´sultat suivant, dont on trouvera la de´monstra-
tion dans [24].
Proposition 1 (Structure de l’espace des formes modulaires). Soit M(q) une
forme modulaire sur SL2(Z), holomorphe sur le disque {q ∈ C : |q| < 1}, de poids n ≥ 1.
Alors n est pair et il existe des nombres complexes ca,b tels queM(q) =
∑
ca,bE4(q)
aE6(q)
b,
ou` la sommation est e´tendue a` tous les couples d’entiers positifs (a, b) tels que 4a+6b = n.
2Pour le voir, il suffit d’adapter l’argument utilise´ au paragraphe 2.
5Lorsque M(q) est une se´rie d’Eisenstein E2n(q), les ca,b peuvent eˆtre pris rationnels.
Comme pour tout entier pair j ≥ 4, les formes modulaires ζq(j) de poids j ve´rifient les
hypothe`ses de ce the´ore`me, on en de´duit que pour tout A pair, le Q-espace vectoriel V (A)
engendre´ par 1, ζq(4), ζq(6), . . . , ζq(A) est inclus dans le Q-espace vectoriel W (A) engendre´
par les puissances E4(q)
aE6(q)
b, avec 0 ≤ a ≤ A/4 et 0 ≤ b ≤ A/6. Fixons q 6= ±1 tel
que 1/q ∈ Z ; si les nombres E4(q) et E6(q) e´taient tous les deux alge´briques sur Q, la
dimension de W (A), et donc celle de V (A), serait borne´e inde´pendamment de A. Or ceci
est impossible puisque, pour A assez grand, cela contredit la minoration de la dimension
de V (A) fournit par le The´ore`me 2. D’ou` le The´ore`me 3.
Remarque. D’apre`s le the´ore`me de Nesterenko [17], les nombres ζq(2), ζq(4) et ζq(6) sont
alge´briquement inde´pendants pour q 6= ±1 tel que 1/q ∈ Z. Pour tout A ≥ 2 pair, on a
donc en fait
dimQ
(
Q+Q ζq(2) +Q ζq(4) + · · ·+Q ζq(A)
)
= A/2 + 1.
3. De´monstrations des The´ore`mes 2 et 4
3.1. La me´thode. La de´monstration est base´e sur la construction de combinaisons li-
ne´aires rationnelles en 1 et les ζq(j), avec j pair ou impair, exclusivement. Pour cela,
introduisons la se´rie
Sn(q) = (q; q)
A−2r
n
∞∑
k=1
qk
(qk−rn; q)rn (q
k+n+1; q)rn
(qk; q)An+1
q(k−1/2)(A−2r)n/2,
ou` les q-factoriels montants sont de´finis par (α; q)m = (1 − α)(1 − qα) · · · (1 − qm−1α) si
m ≥ 1, et (α; q)0 = 1, et ou` l’on suppose A, n, r entiers tels que
(3.1) n ≥ 0, A pair et 1 ≤ r ≤ A/2.
Cette se´rie, qui converge pour tout nombre complexe q tel que |q| 6= 1, est une se´rie
hyperge´ome´trique basique (voir le paragraphe 3.3 pour plus de de´tails). Fixons ǫ ∈ {0, 1}
et A, n, r ve´rifiant (3.1), et q un nombre complexe tel que |q| < 1. La se´rie Sn(q) ve´rifie
les proprie´te´s suivantes :
A) Il existe des fractions rationnelles P
[ǫ]
s,n(q) de Q(q), avec s ∈ {2, . . . , A}, telles que
S [ǫ]n (q) = Sn(q) + (−1)ǫq−nSn(1/q) = P [ǫ]0,n(q) +
A∑
s=2
s≡ǫ (mod 2)
P [ǫ]s,n(q) ζq(s).
B) On a lim
n→+∞
1
n2
log
∣∣S [ǫ]n (q)∣∣ = −12r(A− 2r) log |1/q| 6= 0.
C) Pour tout s ∈ {0, . . . , A}, on a lim sup
n→+∞
1
n2
log |P [ǫ]s,n(q)| ≤
1
8
(
A + 4r2
)
log |1/q|.
D) Il existe Dn(q) ∈ Q(q) tel que pour s ∈ {0, . . . , A} on a Dn(q)P [ǫ]s,n(q) ∈ Z[1/q] et
(3.2) lim
n→+∞
1
n2
log |Dn(q)| =
(
3
π2
A+
A
8
+
r2
2
)
log |1/q|.
6Remarques. (1) La de´monstration du point D) montrera que l’estimation arithme´tique
donne´e dans ce point est optimale, i.e. que l’on ne peut pas remplacer ce Dn(q) par un
D˜n(q) ayant les meˆmes proprie´te´s queDn(q), mais tel que la limite de
1
n2
log |D˜n(q)| soit plus
petite que le membre de droite de (3.2). Ceci s’applique probablement aussi a` l’estimation
donne´e au point C) (voir la remarque a` la fin du paragraphe 3.5). Par conse´quent, la
minoration des dimensions donne´e au The´ore`me 2 est tre`s certainement la meilleure que
l’on puisse obtenir par la me´thode utilise´e et notre se´rie S
[ǫ]
n (q).
(2) En revanche, il est sans doute possible d’ame´liorer certains des points A) a` D) en
utilisant d’autres se´ries et en raffinant la me´thode. Par exemple, on peut obtenir les meˆmes
re´sultats A)–D) en utilisant la se´rie
(3.3) S˜n(q) = (q; q)
A−2r
n
∞∑
k=1
(
1− q2k+n) (qk−rn; q)rn (qk+n+1; q)rn
(qk; q)An+1
qk((A−2r)n/2+A/2−1)
en lieu et place de S
[ǫ]
n (q) et en appliquant des arguments similaires. Or cette se´rie a
semble-t-il certains avantages arithme´tiques sur la se´rie S
[ǫ]
n (q) (voir la remarque a` la fin
de l’article).
Le The´ore`me 2 re´sulte des proprie´te´s A)–D) ci-dessus et du cas particulier suivant d’un
crite`re d’inde´pendance line´aire, duˆ a` Nesterenko [15].
Proposition 2 (Crite`re d’inde´pendance line´aire). Soient un entier N ≥ 2 et ϑ1,
. . ., ϑN des re´els. Supposons qu’il existe N suites d’entiers (pj,n)n≥0 et des re´els α et β
avec β > 0 tels que
i) pour tout j ∈ {1, . . . , N}, on a lim sup
n→+∞
1
n2
log |pj,n| ≤ β ;
ii) lim
n→+∞
1
n2
log |p1,nϑ1 + · · ·+ pN,nϑN | = α.
Alors la dimension du Q-espace vectoriel engendre´ par ϑ1, . . ., ϑN est plus grande que
1− α
β
.
De´monstration du The´ore`me 2. Supposons q 6= ±1 tel que 1/q ∈ Z et posons
P[ǫ]s,n(q) = Dn(q)P
[ǫ]
s,n(q) ∈ Z[1/q] ⊂ Z et S[ǫ]n (q) = Dn(q)S [ǫ]n (q).
En vertu du point A) ci-dessus, on a
S[ǫ]n (q) = P
[ǫ]
0,n(q) +
A∑
s=2
s≡ǫ (mod 2)
P[ǫ]s,n(q) ζq(s).
Graˆce aux estimations re´sume´es par les point B) a` D) ci-dessus, la Proposition 2 applique´e
a` la combinaison line´aire S
[ǫ]
n (q) permet alors d’affirmer que pour tout A ≥ 2 pair, les deux
dimensions
dimQ
(
Q+Q ζq(3) +Q ζq(5) + · · ·+Q ζq(A− 1)
)
7et
dimQ
(
Q+Q ζq(2) +Q ζq(4) + · · ·+Q ζq(A)
)
sont minore´es, pour tout r ∈ {1, . . . , A/2}, par
(3.4) δ(A, r) =
4rA+ A− 4r2(
24
π2
+ 2
)
A+ 8r2
.
On choisit alors r de la forme u
√
A ou` u > 0 ; un calcul imme´diat montre que
max
u>0
lim
A→+∞
1√
A
δ(A, u
√
A) = max
u>0
(
4u
24
π2
+ 2 + 8u2
)
=
π
2
√
π2 + 12
≈ 0, 335892.
Le The´ore`me 2 en de´coule. 
De´monstration du The´ore`me 4. On re´pe`te la de´monstration du The´ore`me 2. En choisissant
A = 12 et r = 2 dans (3.4), on obtient δ(12, 2) = 1, 080059 . . . > 1. La dimension de l’espace
vectoriel engendre´ sur Q par 1, ζq(3), ζq(5), ζq(7), ζq(9), ζq(11) est donc au moins 2. 
Les points A), B), C) et D) sont de´montre´s respectivement aux Lemmes 3, 4, 5 et 6, dans
les sous-paragraphes qui suivent. On fait la convention suivante : la valeur d’une fonction
F (z; q) en z = 1 sera note´e indiffe´remment F (1; q) ou F (q), s’il n’y a pas d’ambigu¨ıte´
possible.
3.2. Des fonctions interme´diaires. On suppose dans tout ce paragraphe que |q| < 1.
Pour tout s ≥ 1, la fonction Zs(z; q) est de´finie par la se´rie
Zs(z; q) =
∞∑
k=1
qk
(1− qk)s z
−k,
qui converge pour tout z tel que |q| < |z| et en particulier en z = 1. On aura besoin de
conside´rer simultane´ment les fonctions Zs(z; q) et Zs(1/z; 1/q) : si s ≥ 2, alors cette dernie`re
se´rie est convergente de`s que |z| < |q|1−s et il est donc possible de de´finir simultane´ment
nos deux fonctions sur |q| < |z| < |q|1−s et en particulier toujours en z = 1. Lorsque
s = 1, la se´rie Z1(1/z; 1/q) converge sur |z| < |q|1−s = 1, et les deux fonctions Z1(z; q) et
Z1(1/z; 1/q) sont donc de´finies simultane´ment sur |q| < |z| < 1.
Sauf mention contraire, on supposera dans toute la suite de cet article que |q| < |z| < 1.
On fera tendre z vers 1 pour de´finir une expression en z = 1.
Avec cette condition, toutes les se´ries de ce paragraphe sont absolument convergentes et
en de´veloppant 1/(1− qk)s en se´rie de puissances de qk, on obtient pour tout s ≥ 1 que
(3.5) Zs(z; q) = 1
(s− 1)!
∞∑
k=1
∞∑
ℓ=1
ℓ(ℓ+ 1) · · · (ℓ+ s− 2)z−kqkℓ
et
(3.6) Zs(1/z; 1/q) = (−1)
s
(s− 1)!
∞∑
k=1
∞∑
ℓ=0
ℓ(ℓ− 1) · · · (ℓ− s+ 2)zkqkℓ,
8en convenant que pour s = 1 les produits vides ℓ(ℓ+1) · · · (ℓ+s−2) et ℓ(ℓ−1) · · · (ℓ−s+2)
sont interpre´te´s comme 1. Les fonctions Zs(z; q) sont donc des combinaisons line´aires en
les fonctions Lj(z; q), de´finies par les se´ries (avec j ≥ 1) :
(3.7) Lj(z; q) =
∞∑
k=1
∞∑
ℓ=1
ℓj−1z−kqkℓ =
∞∑
k=1
σj−1(z; k) q
k avec σj−1(z; k) =
∑
d|k
dj−1z−k/d.
Plus pre´cise´ment, si l’on utilise les nombres de Stirling de premie`re espe`ce (sans signe)
c(N, j), de´finis par (voir [25, Sec. 1.3])
(3.8) ℓ(ℓ+ 1) · · · (ℓ+N − 1) =
N∑
j=1
c(N, j)ℓj,
on a
(3.9) Zs(z; q) = 1
(s− 1)!
s∑
j=2
c(s− 1, j − 1)Lj(z; q).
E´videmment, le coefficient de Lj(z; q) est un nombre rationnel ne de´pendant que de s et
j. De plus, en comparant les de´finitions (1.2) et (3.7), on remarque que Lj(1; q) = ζq(j).
Lemme 1. i) Pour tout entier s ≥ 2, on a
(3.10) Zs(q)− Zs(1/q) = 2
(s− 1)!
s∑
j=3
j impair
c(s− 1, j − 1) ζq(j).
ii) Pour tout entier s ≥ 2, on a
(3.11) Zs(q) + Zs(1/q) = 2
(s− 1)!
s∑
j=2
j pair
c(s− 1, j − 1) ζq(j).
iii) On a Z1(z; q) = L1(z; q) et Z1(1/z; 1/q) = −L1(1/z; q)− z
1− z .
De´monstration. i) et ii) Supposons s ≥ 2. Comme les se´ries Zs(z; q) et Zs(1/z; 1/q) sont
convergentes en z = 1, on a, en vertu de (3.5) et (3.6),
Zs(q) + (−1)ǫZs(1/q) = 1
(s− 1)!
∞∑
k=1
∞∑
ℓ=1
(
(ℓ)s−1 + (−1)1+ǫ(−ℓ)s−1
)
qkℓ,
ou` le symbole de Pochhammer (α)m est de´fini par (α)m = α(α+1) · · · (α+m− 1), m ≥ 1,
et (α)0 = 1. Il est justifie´ de de´buter la sommation sur ℓ a` partir de 1 puisque pour s ≥ 2,
on a (0)s−1 = 0. Si ǫ = 0, respectivement 1, alors (ℓ)s−1+ (−1)1+ǫ(−ℓ)s−1 est un polynoˆme
impair, respectivement pair. Cela de´montre i) et ii), sauf qu’il reste l’e´ventualite´ que ζq(1)
apparaisse aussi dans la combinaison line´aire pour ǫ = 1 : comme (0)s−1 = 0, c’est en fait
impossible. Les formes explicites (3.10) et (3.11) re´sultent de (3.8).
9iii) En utilisant (3.5), on obtient
Z1(z; q) =
∞∑
k=1
∞∑
ℓ=1
z−kqkℓ = L1(z; q).
De meˆme, en utilisant (3.6), on obtient
Z1(1/z; 1/q) = −
∞∑
k=1
∞∑
ℓ=0
zkqkℓ = −
∞∑
k=1
∞∑
ℓ=1
zkqkℓ −
∞∑
k=1
zk = −L1(1/z; q)− z
1− z .

3.3. Construction de combinaisons line´aires en les ζq(s). Introduisons la fraction
rationnelle en T :
Rn(T ; q) = (q; q)
A−2r
n q
−(A−2r)n/4 (q
−rnT ; q)rn (q
n+1T ; q)rn
(T ; q)An+1
T (A−2r)n/2
avec n ≥ 0, A pair et 1 ≤ r ≤ A/2. De´finissons e´galement la se´rie :
Sn(z; q) =
∞∑
k=1
qkRn(q
k; q)z−k,
qui converge (au moins) pour tout z et tout q tels que |q| < |z| ≤ 1 (c’est ici que l’on
utilise la condition r ≤ A/2) : en z = 1, cette se´rie co¨ıncide avec la se´rie Sn(q) introduite
au paragraphe 3.1. En utilisant la notation classique
(3.12) rφs
[
a1, . . . , ar
b1, . . . , bs
; q, z
]
=
∞∑
n=0
(a1; q)n · · · (ar; q)n
(q; q)n(b1; q)n · · · (bs; q)n
(
(−1)nq(n2)
)s−r+1
zn
pour la se´rie hyperge´ome´trique basique (voir [9]), on peut e´crire Sn(z; q) comme
q1+
An
4
+ rn
2
+ rAn
2
2
−r2n2 (q; q)
A−2r
n (q; q)rn (q
(r+1)n+2; q)rn
zrn+1(qrn+1; q)An+1
× A+2φA+1
[
q(2r+1)n+2, qrn+1, . . . , qrn+1
q(r+1)n+2, . . . , q(r+1)n+2
; q,
q
1
2
(A−2r)n+1
z
]
.
De´composons Rn(T ; q) en e´le´ments simples :
Rn(T ; q) = q
−An(n+1)/2(q; q)A−2rn q
−(A−2r)n/4(3.13)
× (1− q
−rnT ) · · · (1− q−1T ) · (1− qn+1T ) · · · (1− q(r+1)nT )
(T − 1)A · · · (T − q−n)A T
(A−2r)n/2
=
A∑
s=1
n∑
j=0
cs,j,n(q)
(T − q−j)s =
A∑
s=1
n∑
j=0
ds,j,n(q)
(1− qjT )s
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avec ds,j,n(q) = (−1)sqjscs,j,n(q). Il n’y a pas de partie principale car la diffe´rence des degre´s
du nume´rateur et du de´nominateur de Rn(T ; q) est −A− (A− 2r)n/2, qui est strictement
ne´gative puisque 1 ≤ r ≤ A/2 ; de plus, selon la formule usuelle, on a
(3.14) cs,j,n(q) =
1
(A− s)!
dA−s
dTA−s
(
Rn(T ; q)(T − q−j)A
)∣∣
T=q−j
.
On construit alors des combinaisons line´aires en les fonctions Zs(z; q) de la fac¸on suivante :
Sn(z; q) =
A∑
s=1
n∑
j=0
ds,j,n(q) q
−jzj
∞∑
k=1
qk+j
(1− qk+j)s z
−k−j
= P0,n(z; q) +
A∑
s=1
Ps,n(z; q)Zs(z; q)
avec, pour s ≥ 1,
Ps,n(z; q) =
n∑
j=0
ds,j,n(q) q
−jzj et P0,n(z; q) = −
A∑
s=1
n∑
j=1
j∑
k=1
ds,j,n(q) q
k−j z
j−k
(1− qk)s .
Jusqu’a` pre´sent, nous n’avons pas exploite´ la forme particulie`re du nume´rateur de Rn(T ; q),
ce que nous allons maintenant faire.
Lemme 2. Soit A pair. Pour tout s ∈ {1, . . . , A}, on a la relation de re´ciprocite´ :
znq−nPs,n(1/z; 1/q) = Ps,n(z; q).
De´monstration. On ve´rifie imme´diatement que
Rn(q
nT ; 1/q) = Rn(T ; q).
Par unicite´ du de´veloppement en e´le´ments simples (3.13), cette syme´trie de Rn(T ; q) se
traduit par
ds,n−j,n(q) = ds,j,n(1/q),
ce qui prouve le lemme. 
En utilisant l’identite´ triviale (1/qα; 1/q)β = (−1)βq−αβ−β(β−1)/2(qα; q)β, on montre sans
difficulte´ que
Sn(1/z; 1/q) = q
An/2Sn(q
2−A/z; q),
qui est convergente sur |q| < |z| ≤ 1 : on peut donc conside´rer simultane´ment les se´ries
Sn(z; q) et Sn(1/z; 1/q). Cela va nous permettre de construire une nouvelle combinaison
line´aire re´alisant la dichotomie attendue entre les valeurs de la fonction ζq(s) aux entiers s
pairs et impairs.
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Lemme 3. Soit A pair et ǫ ∈ {0, 1}. Il existe des fractions rationnelles P [ǫ]s,n(q) de Q(q),
avec s ∈ {0, . . . , A}, telles que
S [ǫ]n (q) = Sn(q) + (−1)ǫq−nSn(1/q) = P [ǫ]0,n(q) +
A∑
s=2
s≡ǫ (mod 2)
P [ǫ]s,n(q) ζq(s).
On explicitera les P
[ǫ]
s,n(q) au cours de la de´monstration.
De´monstration. On se concentre sur le cas ǫ = 1, le cas ǫ = 0 e´tant similaire. Compte-tenu
de la relation de re´ciprocite´ mise en e´vidence au Lemme 2, on a
Sn(z; q)− q−nznSn(1/z; 1/q)
= P0,n(z; q)− q−nznP0,n(1/z; 1/q) +
A∑
s=1
Ps,n(z; q)
(Zs(z; q)− Zs(1/z; 1/q)).
Les se´ries Sn(z; q) et q
nznSn(1/z; 1/q) sont convergentes en z = 1, ainsi que les fonc-
tions Zs(z; q) − Zs(1/z; 1/q) pour s ≥ 2. Le seul terme potentiellement divergent est
Z1(z; q) − Zs(1/z; 1/q) : pour contrer cette divergence, le polynoˆme (en la variable z)
P1,n(z; q) s’annule ne´cessairement en z = 1. Or en utilisant le point iii) du Lemme 1, on a
lim
z→1−
P1,n(z; q)
(Z1(z; q)− Z1(1/z; 1/q))
= lim
z→1−
P1,n(z; q)
(L1(z; q) + L1(1/z; q))+ lim
z→1−
z P1,n(z; q)
1− z = −
∂P1,n
∂z
(1; q)
puisque L1(1; q) est convergente. Par ailleurs, le point i) du meˆme Lemme 1 montre que
pour s ≥ 2,
Zs(q)− Zs(1/q) =
s∑
j=3
j impair
αs,j ζq(j)
ou` les coefficients αs,j sont des rationnels inde´pendants de q et dont un de´nominateur
commun est (s − 1)! (ce fait nous servira au cours de la de´monstration du Lemme 6 ; en
fait, αs,j = 2c(s−1, j−1)/(s−1)!, ou` c(s−1, j−1) est un nombre de Stirling de premie`re
espe`ce sans signe). Donc
S [1]n (q) = P0,n(1; q)− q−nP0,n(1; 1/q)−
∂P1,n
∂z
(1; q) +
A∑
s=3
s∑
j=3
j impair
αs,jPs,n(1; q) ζq(j).
Il suffit donc de poser P
[1]
0,n(q) = P0,n(1; q)− q−nP0,n(1; 1/q)−
∂P1,n
∂z
(1; q) et, pour s impair
de {3, . . . , A− 1},
(3.15) P [1]s,n(q) =
A∑
k=s
αk,sPk,n(1; q).
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Dans le cas ǫ = 0, on trouve P
[0]
0,n(q) = P0,n(1; q) + q
−nP0,n(1; 1/q) +
∂P1,n
∂z
(1; q) et, pour
s pair de {2, . . . , A}, P [0]s,n(q) =
A∑
k=s
αk,sPk,n(1; q). 
Lorsque l’on essaye de relier la se´rie S
[ǫ]
n (q) a` la notation classique (3.12), on obtient
S [ǫ]n (q) =
∞∑
k=1
qk Rn(q
k; q)
(
1 + (−1)ǫq(A/2−1)(n+2k))
(3.16)
= q1+
An
4
+ rn
2
+ rAn
2
2
−r2n2 (q; q)n
A−2r (q; q)rn (q
(r+1)n+2; q)rn
(qrn+1; q)An+1
×
∞∑
k=0
(
1 + (−1)ǫq(A/2−1)((2r+1)n+2k+2)) (q(2r+1)n+2; q)k (qrn+1; q)A+1k
(q(r+1)n+2; q)A+1k
(
q
1
2
(A−2r)n+1
)k
.
A` cause du facteur (1 + (−1)ǫq(A/2−1)((2r+1)n+2k+2)), il n’y a pas d’e´criture e´le´gante de
cette somme en notation hyperge´ome´trique basique car il faudrait pour cela utiliser des
racines (A− 2)-ie`mes de l’unite´. La somme est cependant une se´rie bien e´quilibre´e (“well-
poised” ; voir [9, Sec. 2.1]), et meˆme tre`s bien e´quilibre´e (“very-well-poised”) si ǫ est impair.
Remarquons que la se´rie alternative S˜n(q) donne´e par (3.3) est une se´rie tre`s bien e´quilibre´e.
3.4. Estimation asymptotique de S
[ǫ]
n (q). Dans ce paragraphe on de´montre le point B)
du paragraphe 3.1.
Lemme 4. Soit A ≥ r/2. Pour ǫ ∈ {0, 1} et q tel que |q| < 1, on a
lim
n→+∞
1
n2
log |S [ǫ]n (q)| = −
1
2
r(A− 2r) log |1/q|.
De´monstration. Fixons A, r et q. Notons ρk(q) = q
kRn(q
k; q) le sommande de la se´rie
Sn(q) : clairement, ρk(q) = 0 pour k ∈ {1, . . . , rn} et ρk(q) 6= 0 pour tout k ≥ rn + 1. Il
est imme´diat que pour k ≥ rn+ 1,
ρk+1(q)
ρk(q)
= q(A−2r)n/2+1 · 1− q
1+k+n+rn
1− qk−rn ·
(
1− qk
1− qk+n+1
)A+1
.
Donc, puisque |q| < 1 et k ≥ rn+ 1,∣∣∣∣ρk+1(q)ρk(q)
∣∣∣∣ ≤ |q|(A−2r)n/2 ·
(
1 + |q|
1− |q|
)A+2
<
1
3
,
pourvu que n≫ 0 (ce qui de´pend de A, r et q mais pas de k). A` cette condition, on a d’un
coˆte´
|Sn(q)| = |ρrn+1(q)| ·
∣∣∣∣
∞∑
k=rn+1
ρk(q)
ρrn+1(q)
∣∣∣∣ < |ρrn+1(q)| ·
∞∑
k=0
3−k =
3
2
|ρrn+1(q)|,
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et d’un autre coˆte´,
|Sn(q)| ≥ |ρrn+1(q)|
(
1−
∞∑
k=rn+2
∣∣∣∣ ρk(q)ρrn+1(q)
∣∣∣∣
)
≥ 1
2
|ρrn+1(q)|,
Comme
ρrn+1(q) = (q; q)
A−2r
n q
−(A−2r)n/4 (q; q)rn (q
(r+1)n+2; q)rn
(qrn+1; q)An+1
q(A−2r)(rn+1)n/2
et
lim
n→+∞
1
n2
log
∣∣∣∣(q; q)A−2rn q−(A−2r)n/4 (q; q)rn (q(r+1)n+2; q)rn(qrn+1; q)An+1
∣∣∣∣ = 0,
on obtient
lim
n→+∞
1
n2
log |Sn(q)| = lim
n→+∞
1
n2
log |q(A−2r)(rn+1)n/2| = −1
2
r(A− 2r) log |1/q|.
La se´rie qui nous inte´resse a` proprement parler est S
[ǫ]
n (q), que l’on peut e´crire, selon
(3.16), sous la forme
S [ǫ]n (q) =
∞∑
k=rn+1
(
1 + (−1)ǫq(A/2−1)(n+2k))ρk(q).
Le facteur 1 + (−1)ǫq(A/2−1)(n+2k) n’a aucune influence asymptotique par rapport a` ρk(q)
quand n→ +∞ et est toujours non nul puisque |q| < 1. En proce´dant exactement comme
ci-dessus, on montre alors que le terme d’indice k = rn+ 1 domine les suivants et que
lim
n→+∞
1
n2
log |S [ǫ]n (q)| = −
1
2
r(A− 2r) log |1/q|.

3.5. Estimation asymptotique de P
[ǫ]
s,n(q). Dans ce paragraphe on de´montre le point C)
du paragraphe 3.1.
Lemme 5. Pour tous ǫ ∈ {0, 1}, s ∈ {0, . . . , A} et q tel que |q| < 1, on a
lim sup
n→+∞
1
n2
log |P [ǫ]s,n(q)| ≤
1
8
(A + 4r2) log |1/q|.
De´monstration. E´tant donne´es les expressions des diverses fonctions P
[ǫ]
s,n(q) apparues au
court de la de´monstration du Lemme 3, il suffit de montrer que l’estimation attendue est
de´ja` valide pour les coefficients ds,j,n(q) = (−1)sqjscs,j,n(q), uniforme´ment en j et s. Fixons
q tel que |q| < 1 et j ∈ {0, . . . , n} et soit η > 0 assez petit (on peut choisir η = (1−|q|)/2) :
par la formule de Cauchy applique´e a` (3.14), on obtient
cs,j,n(q) =
1
2πi
∫
C
Rn(T ; q)(T − q−j)s−1dT,
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ou` C de´signe le cercle de centre q−j et de rayon η|q|−j. En remplac¸ant T par Tq−j, cela
e´quivaut a`
ds,j,n(q) = − 1
2πi
∫
C′
Rn(Tq
−j; q)(1− T )s−1dT,
ou` C′ de´signe le cercle de centre 1 et de rayon η. Il s’agit donc de majorer la fraction
Rn(Tq
−j ; q)(1− T )s−1
(3.17)
= q−(A−2r)(2j+1)n/4 (q; q)A−2rn
(q−rn−jT ; q)rn(q
n−j+1T ; q)rn (1− T )s−1
(Tq−j; q)An+1
T (A−2r)n/2
= (−1)Aj+nrqA(j+12 )−An4 (2j+1)− r
2n2
2 (q; q)A−2rn
× (q
j+1/T ; q)rn (q
n−j+1T ; q)rn (1− T )s−A−1
(q/T ; q)Aj (qT ; q)
A
n−j
T
A
2
(n−2j)
sur C′. On ve´rifie que pour tous nombres entiers positifs a, b, avec a > 0, et tout T ∈ C, on
a
0 < (|q|(1 + η); |q|)∞ ≤ |(qaT ; q)b| ≤ (−(1 + η); |q|)∞
et
0 < (|q|/(1− η); |q|)∞ ≤ |(qa/T ; q)b| ≤ (−1/(1− η); |q|)∞.
Les bornes infe´rieures sont effectivement > 0 parce que les valeurs |q|(1 + η) et |q|/(1− η)
sont < 1. On a e´galement
|(q; q)n| ≤ (−|q|; |q|)∞ et |T (n−2j)A/2| ≤
(
max{1 + η, 1/(1− η)})An/2.
Finalement, pour l’exposant de q dans le membre final de (3.17), on a
A
(
j + 1
2
)
− An
4
(2j + 1)− r
2n2
2
≥ −A
8
− An
2
8
− r
2n2
2
,
pour tout j ∈ {0, 1, · · · , n}. On en de´duit que
|ds,j,n(q)| ≤ C0 · |q|−(A+4r2)n2/8,
ou`C0 de´pend de A, η, n, q et r mais ni de j ni de s, et ve´rifie C
1/n2
0 → 1 quand n→ +∞. 
Remarque. Nous pensons qu’en fait
lim
n→+∞
1
n2
log |P [ǫ]s,n(q)| =
1
8
(A+ 4r2) log |1/q|,
ce qui est supporte´ par des calculs nume´riques effectue´s sur ordinateur, ainsi que par des
arguments heuristiques. Si cela est vrai, on pourra alors e´tendre les The´ore`mes 2 et 3 aux
valeurs alge´briques de q en utilisant un crite`re d’inde´pendance line´aire sur les corps de
nombres, duˆ a` Jadot [11].
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3.6. Estimation arithme´tique de P
[ǫ]
s,n(q). Dans ce paragraphe on de´montre le point D)
du paragraphe 3.1. Laissons temporairement q eˆtre tel que |q| 6= 1. Rappelons que l’on
de´finit les coefficients q-binomiaux par[
n
k
]
q
=
(q; q)n
(q; q)k (q; q)n−k
et qu’ils appartiennent a` Z[q]. Pour tout n ≥ 0, le polynoˆme unitaire dn(q) de plus petit
degre´ en q et tel que
dn(q)
1
1− q , dn(q)
1
1− q2 , . . . , dn(q)
1
1− qn ∈ Z[q],
est donne´ par dn(q) =
n∏
ℓ=1
Φℓ(q), ou` Φℓ(q) =
ℓ∏
k=1, (k,ℓ)=1
(q − e2iπk/ℓ) est le ℓ ie`me polynoˆme
cyclotomique. Il satisfait l’estimation suivante pour tout q tel que |q| > 1 (voir [7, §2] et
[26, Lemma 2]) :
(3.18) lim
n→+∞
1
n2
log |dn(q)| = 3
π2
log |q|.
Nous sommes maintenant en position d’expliciter les fractions rationnelles Dn(q) qui
apparaissent au point D) du paragraphe 3.1 et d’e´tablir leur comportement asymptotique
lorsque n tend vers +∞. Soit
(3.19) Dn(q) = (A− 1)! q(A−2r)n/4−⌈A(n+1)2/8⌉− r
2n2
2
+ rn
2
−(A−1)n dn(1/q)
A.
On a alors le lemme suivant.
Lemme 6. Soit A pair.
i) Pour tous ǫ ∈ {0, 1}, s ∈ {0, . . .A} et q tel que |q| 6= 1, on a
Dn(q)P
[ǫ]
s,n(q) ∈ Z[1/q];
ii) Lorsque |q| < 1, on a alors
lim
n→+∞
1
n2
log |Dn(q)| =
(
3
π2
A+
A
8
+
r2
2
)
log |1/q|.
De´monstration. Nous allons d’abord de´montrer que pour tous s ∈ {0, . . .A}, j ∈ {0, . . . , n}
et q tel que |q| 6= 1, on a
q(A−2r)n/4−⌈A(n+1)
2/8⌉− r
2n2
2
+ rn
2
−n dn(1/q)
A−scs,j,n(q) ∈ Z[1/q],
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le coefficient cs,j,n(q) e´tant donne´ par (3.14). De´composons tout d’abord Rn(T ; q) de la
fac¸on suivante :
Rn(T ; q)(T − q−j)A = q−(A−2r)n/4
(
q−n(n+1)/2(q; q)n
T n (T − q−j)
(T − 1) · · · (T − q−n)
)(A−2r)/2
·
(
q−n(n+1)/2(q; q)n
(T − q−j)
(T − 1) · · · (T − q−n)
)(A−2r)/2
·
r∏
ℓ=1
(
q−n(n+1)/2
(q−ℓnT ; q)n (T − q−j)
(T − 1) · · · (T − q−n)
)
·
r∏
ℓ=1
(
q−n(n+1)/2
(qℓn+1T ; q)n (T − q−j)
(T − 1) · · · (T − q−n)
)
.
On ve´rifie en de´composant en e´le´ments simples que l’on a les quatre identite´s suivantes :
F (T ) = q−n(n+1)/2(q; q)n
T n (T − q−j)
(T − 1) · · · (T − q−n)(3.20)
= (−1)n(1/q; 1/q)n +
n∑
i=0
i 6=j
(−1)n+iq−i(i+1)/2
[
n
i
]
1/q
q−i − q−j
T − q−i
G(T ) =
q−n(n+1)/2 (q; q)n (T − q−j)
(T − 1) · · · (T − q−n) =
n∑
i=0
i 6=j
(−1)n+iqin−i(i+1)/2
[
n
i
]
1/q
q−i − q−j
T − q−i(3.21)
Hℓ(T ) = q
−n(n+1)/2 (q
−ℓnT ; q)n (T − q−j)
(T − 1) · · · (T − q−n)(3.22)
= (−1)nq−ℓn2−n +
n∑
i=0
i 6=j
(−1)iq−(n−i)2/2−(n+i)/2
[
n
i
]
1/q
[
ℓn + i
n
]
1/q
q−i − q−j
T − q−i
et
Iℓ(T ) = q
−n(n+1)/2 (q
ℓn+1T ; q)n (T − q−j)
(T − 1) · · · (T − q−n)(3.23)
= (−1)nqℓn2
(
1 +
n∑
i=0
i 6=j
(−1)iq−i(i+1)/2
[
n
i
]
1/q
[
ℓ(n+ 1)− i
n
]
1/q
q−i − q−j
T − q−i
)
Notons ∂µ =
1
µ!
dµ
dT µ
. Il re´sulte des formules (3.20), (3.21), (3.22), (3.23), que pour tout
entier µ ≥ 0, tout j ∈ {0, . . . , n} et tout ℓ ∈ {1, . . . , r}, les quantite´s
dn(1/q)
µ∂µF (q−j), dn(1/q)
µ∂µG(q−j), dn(1/q)
µ∂µHℓ(q
−j), dn(1/q)
µ∂µIℓ(q
−j),
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sont des polynoˆmes en 1/q, multiplie´s par une certaine puissance de q et dont les coefficients
sont des nombres entiers. Or la formule de Leibniz nous donne
cs,j,n(q) = q
−(A−2r)n/4
∑
µ
(∂µ1F ) · · · (∂µ(A−2r)/2F )(∂µ(A−2r)/2+1G) · · · (∂µA−2rG)
· (∂µA−2r+1H1) · · · (∂µA−rHr)(∂µA−r+1I1) · · · (∂µAIr),
(ou` la sommation est sur tous les multiplets µ = (µ1, . . . , µA) tels que µ1+· · ·+µA = A−s,
et ou` l’on a omis l’e´valuation en T = q−j pour simplifier). On en de´duit que
q(A−2r)n/4dn(1/q)
A−scs,j,n(q)
est un polynoˆme en 1/q, a` coefficients entiers et multiplie´ par une certaine puissance de q.
Il nous faut maintenant expliciter cette puissance de q, c’est-a`-dire de´terminer un ex-
posant e(n) le plus grand possible tel que
qe(n)q(A−2r)n/4dn(1/q)
A−scs,j,n(q) ∈ Z[1/q].
Pour cela, revenons a` la de´finition originelle (3.14) de cs,j,n(q). Posons pour simplifier
R(T ) = Rn(T ; q)(T − q−j)A. En utilisant la formule de Faa` di Bruno (voir [12]), on a d’un
coˆte´
∂µR(T ) = ∂µ exp(log(R(T )))(3.24)
=
∑ 1
k1! k2! · · · kµ!
(
∂|k|
∂T |k|
exp
)(
log(R(T ))
) µ∏
i=1
(
∂i log(R(T ))
)ki
=
∑ 1
k1! k2! · · · kµ!R(T )
µ∏
i=1
(
1
i!
∂i−1
∂T i−1
r(T )
)ki
,
ou` la somme porte sur tous les multiplets k = (k1, k2, . . . , kµ) tels que k1+2k2+ · · ·+µkµ =
µ, ou` |k| de´signe la somme k1 + k2 + · · ·+ kµ, et ou` r(T ) est la de´rive´e logarithmique de
R(T ),
r(T ) =
∂
∂T
R(T )
R(T )
=
(A− 2r)n
2
1
T
+ A
n∑
i=0
i 6=j
qi
1− qiT −
−1∑
i=−rn
qi
1− qiT −
(r+1)n∑
i=n+1
qi
1− qiT(3.25)
=
(A− 2r)n
2
1
T
+ A
j−1∑
i=0
qi
1− qiT − A
n∑
i=j+1
1/T
1− q−i/T
−
−1∑
i=−rn
qi
1− qiT +
(r+1)n∑
i=n+1
1/T
1− q−i/T .
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D’un autre coˆte´, on a
(3.26)
R(T )
∣∣
T=q−j
= (−1)rnq−(A−2r)n/4−A(j2)+Ajn2 − rn2 + r
2n2
2
(1
q
; 1
q
)
A−2r
n
(q−j−1; 1
q
)
rn
(q−n+j−1; 1
q
)
rn
(1
q
; 1
q
)
A
j
(1
q
; 1
q
)
A
n−j
.
Comme on sait de´ja` que
q(A−2r)n/4dn(1/q)
A−s∂A−sR(T )
∣∣
T=q−j
= q(A−2r)n/4dn(1/q)
A−scs,j,n(q)
est un polynoˆme en 1/q, multiplie´ par une puissance de q, et comme
−
(
j
2
)
+
jn
2
≤ 1
8
(n+ 1)2,
la combinaison de (3.24), (3.25) et (3.26) montre que
q(A−2r)n/4−⌈A(n+1)
2/8⌉− r
2n2
2
+ rn
2
−(A−s)n dn(1/q)
A−scs,j,n(q)
est un polynoˆme en 1/q a` coefficients entiers. (Lorsque l’on utilise (3.25), des expressions
comme 1/(1 − q−m)M , ou` m est un nombre entier positif, sont interpre´te´es comme se´ries
formelles en 1/q.)
On peut maintenant passer a` la de´monstration du point i) proprement dit. De nouveau,
on se concentre sur le cas ǫ = 1. Rappelons que pour s ≥ 2 pair, on a Ps,n(q) = 0 et que
pour s impair de {3, . . . , A− 1}, on a (voir (3.15))
P [1]s,n(q) =
A∑
k=s
αk,sPk,n(1; q),
avec
Pk,n(1; q) =
n∑
j=0
dk,j,n(q) q
−j = (−1)k
n∑
j=0
qj(k−1)ck,j,n(q).
Il re´sulte donc de l’e´tude pre´ce´dente sur cs,j,n(q) (et du de´nominateur commun (A − 1)!
aux αs,k) que pour s ≥ 3 :
(A− 1)! q(A−2r)n/4−⌈A(n+1)2/8⌉− r
2n2
2
+ rn
2
−(A−s)n dn(1/q)
A−sP [1]s,n(q) ∈ Z[1/q].
Par ailleurs,
P
[1]
0,n(q) = P0,n(1; q)− q−nP0,n(1; 1/q)−
∂P1,n
∂z
(1; q)
avec :
P0,n(1; q) = −
A∑
s=1
n∑
j=1
j∑
k=1
ds,j,n(q)
qk−j
(1− qk)s ,
qui e´quivaut a`
q−nP0,n(1; 1/q) = −
A∑
s=1
n−1∑
j=0
n−j∑
k=1
(−1)scs,j,n(q) q
j(s−1)−k
(1− q−k)s
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(en utilisant la relation ds,j,n(1/q) = ds,n−j,n(q)), et
∂P1,n
∂z
(1; q) = −
n∑
j=0
j · c1,j,n(q).
On de´duit de ces trois expressions que
q(A−2r)n/4−⌈A(n+1)
2/8⌉− r
2n2
2
+ rn
2
−(A−1)n dn(1/q)
AP
[1]
0,n(q) ∈ Z[1/q].
Le point ii) est e´vident compte-tenu de (3.18). 
4. q-Analogie avec la fonction zeˆta de Riemann
Nous terminons cet article en discutant plus en de´tail deux aspects du travail pre´sente´
pre´ce´demment. Dans la premie`re partie de ce paragraphe, nous justifions que nos ζq(s)
sont des q-analogues normalise´s des nombres ζ(s), et que nos se´ries S
[ǫ]
n (q) sont des q-
analogues des se´ries utilise´es re´cemment dans les travaux sur la dimension des espaces
vectoriels engendre´s sur Q par les valeurs de la fonction zeˆta aux entiers impairs. Dans
la deuxie`me partie, nous pre´sentons des q-analogues des se´ries, maintenant classiques, de
Ball et Beukers–Gutnik–Nesterenko, utilise´es dans des de´monstrations de l’irrationalite´ de
ζ(3) : ces q-analogues sont fortement lie´s a` notre se´rie S
[1]
n (q) pour A = 4 et r = 1.
4.1. « Convergence » vers le cas « classique ». Dans ce paragraphe, on discute du
rapport entre nos q-fonctions et q-se´ries et les fonctions et se´ries « classiques ».
Remarquons tout d’abord que les valeurs ζq(s) sont des q-analogues des valeurs de la
fonction zeˆta de Riemann en nombres entiers s : en utilisant les nombres de Stirling de
seconde espe`ce S(N, j), de´finis par
ℓN =
N∑
j=1
S(N, j) ℓ(ℓ− 1) · · · (ℓ− j + 1),
on a
ζq(s) =
∞∑
k=1
∞∑
d=1
ds−1qkd =
∞∑
k=1
∞∑
d=0
(d+ 1)s−1qk(d+1)
=
∞∑
k=1
∞∑
d=0
s−1∑
j=1
(−1)s−1−jS(s− 1, j) j!
(
d+ j
j
)
qk(d+1)
=
s−1∑
j=1
(−1)s−1−jS(s− 1, j) j!
∞∑
k=1
qk
(1− qk)j+1 .
La se´rie Zj+1(q) =
∑∞
k=1
qk
(1−qk)j+1
e´tant clairement un q-analogue de ζ(j+1), la se´rie ζq(s)
est une combinaison line´aire de q-analogues des valeurs de la fonction zeˆta. On voit alors
sur l’expression pre´ce´dente que
(4.1) lim
q→1
(1− q)s ζq(s) = (s− 1)! ζ(s),
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et ζq(s) peut donc aussi eˆtre conside´re´e comme un q-analogue normalise´ de ζ(s) (voir [13,
Theorem 2] et [29] pour d’autres de´monstrations de (4.1)).
De meˆme, en utilisant (3.10), (3.11) et (4.1), on obtient
lim
q→1
(1− q)s (Zs(q) + (−1)ǫZs(1/q)) = 2ζ(s),
si ǫ ≡ s mod 2, respectivement
lim
q→1
(1− q)s−1 (Zs(q) + (−1)ǫZs(1/q)) = (s− 2)ζ(s− 1),
si ǫ 6≡ s mod 2. Par conse´quent, notre combinaison line´aire Zs(q) + (−1)ǫZs(1/q) (si
importante dans la de´monstration du Lemme 3) est elle aussi un q-analogue normalise´ de
ζ(s), respectivement ζ(s− 1). En particulier, la combinaison
(4.2)
1
2
(Z3(q)− Z3(1/q)) = 1
2
ζq(3) =
1
2
∞∑
k=1
qk(1 + qk)
(1− qk)3
re´apparaˆıtra au paragraphe suivant.
Comparons maintenant nos se´ries S
[ǫ]
n (q) avec les se´ries utilise´es pour la de´monstration
du The´ore`me 1. Si l’on multiplie S
[1]
n (q) par (1 − q)A−1 et fait tendre q vers 1, on obtient
la se´rie
(4.3) (A− 2) · n!A−2r
∞∑
k=1
(
k +
n
2
) (k − rn)rn (k + n+ 1)rn
(k)An+1
ou` on a encore utilise´ les symboles de Pochhammer (voir la de´monstration du Lemme 1).
Aux termes k+n/2 et (A−2) pre`s, il s’agit de la se´rie utilise´e dans [20, 2] pour de´montrer
le The´ore`me 1. Au terme A − 2 pre`s, la se´rie (4.3) est aussi un cas spe´cial d’une se´rie
introduite dans [22, p. 51] (et ensuite ge´ne´ralise´e dans [31, Sec. 8]).
De fac¸on similaire, si l’on multiplie S
[0]
n (q) par (1− q)A et fait tendre q vers 1, on obtient
la se´rie
2 · n!A−2r
∞∑
k=1
(k − rn)rn (k + n + 1)rn
(k)An+1
,
qui est ici exactement celle introduite dans [20, 2].
Confronte´ a` cette analogie frappante entre le « cas q ge´ne´ral » et le « cas q = 1 »,
on aurait pu espe´rer analogie entre les minorations des dimensions des espaces vectoriels
engendre´s par les « q-zeˆtas », respectivement les « zeˆtas », ce qui n’est pas le cas (comparer
les The´ore`mes 1 et 2) : les me´thodes applique´es ne permettent pas de de´montrer des
minorations analogues.
4.2. Autour de ζq(3). On connaˆıt actuellement de nombreuses de´monstrations de l’ir-
rationalite´ de ζ(3) (voir l’article de synthe`se [8]), dont plusieurs utilisent des se´ries hy-
perge´ome´triques. Deux se´ries classiques sont la se´rie de Ball (qui est le cas A = 4, r = 1
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de la se´rie (4.3) ; voir l’introduction de [20]),
(4.4) n!2
∞∑
k=1
(2k + n)
(k − n)n (k + n+ 1)n
(k)4n+1
,
et la se´rie de Beukers–Gutnik–Nesterenko (voir [5, 10, 16]),
(4.5) −
∞∑
k=1
d
dk
(
(k − n)2n
(k)2n+1
)
,
qui sont en fait e´gales pour tout nombre entier positif n. Dans les preuves d’irrationalite´
de ζ(3), on montre que ces se´ries sont une combinaison line´aire de 1 et ζ(3), a` coefficients
rationnelles satisfaisant certaines proprie´te´s asymptotiques et arithme´tiques. Dans ce para-
graphe nous pre´sentons des q-analogues de ces deux se´ries, et nous de´montrons e´galement
que ces q-analogues sont une combinaison line´aire de 1 et de ζq(3).
Nous commenc¸ons avec la version non termine´e de la transformation de Watson due a`
Bailey (voir [9, (2.10.10); Appendix (III.36)]) :
(4.6) 8φ7
[
a,
√
aq,−√aq, b, c, d, e, f√
a,−√a, aq/b, aq/c, aq/d, aq/e, aq/f ; q,
a2q2
bcdef
]
=
(aq, aq/de, aq/df, aq/ef ; q)∞
(aq/d, aq/e, aq/f, aq/def ; q)∞
4φ3
[
aq/bc, d, e, f
aq/b, aq/c, def/a
; q, q
]
+
(aq, aq/bc, d, e, f, a2q2/bdef, a2q2/cdef ; q)∞
(aq/b, aq/c, aq/d, aq/e, aq/f, a2q2/bcdef, def/aq; q)∞
× 4φ3
[
aq/de, aq/df, aq/ef, a2q2/bcdef
a2q2/bdef, a2q2/cdef, aq2/def
; q, q
]
.
Dans cette identite´, on a utilise´ la notation
(a1, a2, . . . , ak; q)∞ := (a1; q)∞ (a2; q)∞ · · · (ak; q)∞.
On spe´cialise alors a = δ2q3n+2 et b = c = d = e = f = δqn+1 dans (4.6), et on fait tendre
δ vers 1. On obtient ainsi
(qn+1; q)4n+1
q(n+1)
2
(q; q)n (q2n+2; q)n+1
∞∑
k=1
(
1− q2k+n) (qk−n; q)n (q1+k+n; q)n
(qk; q)4n+1
qk(n+1)
= lim
δ→1
(
1
qn+1(q; q)n
(δ2q3+3n, qn+1, qn+1, qn+1, δqn+1, δqn+1, δqn+1; q)∞
(δq2n+2, δq2n+2, δq2n+2, δq2n+2, δq2n+2, δq, q/δ; q)∞
× 1
δ − 1
(
∞∑
k=1
(qk−n; q)n (δq
k−n; q)n
(δqk; q)2n+1
(δqk)−
∞∑
k=1
(qk−n; q)n (q
k−n/δ; q)n
(qk; q)2n+1
qk
))
,
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soit, en utilisant le The´ore`me de l’Hoˆpital,
(qn+1; q)4n+1
q(n+1)
2
(q; q)n (q2n+2; q)n+1
∞∑
k=1
(
1− q2k+n) (qk−n; q)n (q1+k+n; q)n
(qk; q)4n+1
qk(n+1)
=
(qn+1; q)4n
qn+1(q; q)3n (q
2n+2; q)n+1
∞∑
k=1
d
dδ
(
(δqk−n; q)2n
(δqk; q)2n+1
(δqk)
)∣∣∣∣
δ=1
.
Ceci e´quivaut e´videmment a`
(4.7)
(q; q)2n
∞∑
k=1
(
1− q2k+n) (qk−n; q)n (q1+k+n; q)n
(qk; q)4n+1
qk(n+1) =
qn(n+1)
log q
∞∑
k=1
d
dk
(
(qk−n; q)2n
(qk; q)2n+1
qk
)
,
dont le membre de gauche est un q-analogue parfait de la se´rie (4.4) de Ball et le membre
de droite est un q-analogue parfait de la se´rie (4.5) de Beukers–Gutnik–Nesterenko. Plus
pre´cise´ment, si l’on multiplie les deux membres de (4.7) par (1− q)3 et que l’on fait tendre
q vers 1, on retrouve l’e´galite´ (4.4)=(4.5). Il est e´galement notable que, a` un facteur q−n/2
pre`s, le membre de gauche est exactement la se´rie S
[1]
n (q) = Sn(q)− q−nSn(1/q) e´tudie´e au
paragraphe 3, avec A = 4 et r = 1.
Poursuivons l’analogie un peu plus loin en utilisant l’identite´ inte´grale de Agarwal (voir
[9, (4.6.5)]),
8φ7
[
qa, q1+a/2,−q1+a/2, qb, qc, qd, qe, qf
qa/2,−qa/2, q1+a−b, q1+a−c, q1+a−d, q1+a−e, q1+a−f ; q, q
2+2a−b−c−d−e−f
]
= sin π(b+ c+ d− a) (q
1+a, qb, qc, qd, q1+a−b−c, q1+a−b−d, q1+a−c−d, q1+a−e−f ; q)∞
(q, qb+c+d−a, q1+a−b−c−d, q1+a−b, q1+a−c, q1+a−d, q1+a−e, q1+a−f ; q)∞
× 1
2πi
∫ i∞
−i∞
(q1+s, q1+b−e+s, q1+a−f+s, qb+c+d−a+s; q)∞
(qb+s, qc+s, qd+s, q1+a−e−f+s; q)∞
πqs ds
sin πs sin π(b+ c+ d− a+ s) ,
ou` la courbe d’inte´gration est de´forme´e autour de l’origine de sorte que celle-ci soit a` droite
de la courbe. Cette identite´ est valable a` condition que
Re
(
s log q − log(sin πs sin π(b+ c+ d− a+ s))) < 0,
et en la spe´cialisant en a = 3n + 2 et b = c = d = e = f = n + 1, on peut donner une
repre´sentation inte´grale des se´ries (4.7). Il s’agit en fait d’un cas limite puisqu’apparaˆıt le
quotient (sin π(b+ c+ d− a))/(q1+a−b−c−d; q)∞ :
lim
a→3n+2
b,c,d→n+1
sin π(b+ c+ d− a)
(q1+a−b−c−d; q)∞
= lim
a→3n+2
sin π(3n+ 3− a)
(qa−3n−2; q)∞
= lim
x→0
sin(π(1− x))
(1− qx)(q1+x; q)∞ = −
π
(q; q)∞ log q
.
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On obtient ainsi :
8φ7
[
q3n+2, q2+3n/2, −q2+3n/2, qn+1, qn+1, qn+1, qn+1, qn+1
q1+3n/2, −q1+3n/2, q2n+2, q2n+2, q2n+2, q2n+2, q2n+2 ; q, q
n+1
]
=
(qn+1; q)4n+1
(q; q)3n (q
2n+2; q)n+1
· 1
log q
· 1
2πi
i∞∫
−i∞
(q1+s, q1+s, q2+2n+s, q2+2n+s; q)∞
(q1+n+s, q1+n+s, q1+n+s, q1+n+s; q)∞
( π
sin πs
)2
qsds.
Par conse´quent les se´ries (4.7) s’expriment comme
(4.8)
q(n+1)
2
log q
· 1
2πi
i∞∫
−i∞
(q1+s, q1+s, q2+2n+s, q2+2n+s; q)∞
(q1+n+s, q1+n+s, q1+n+s, q1+n+s; q)∞
( π
sin πs
)2
qsds.
Remarquons que l’e´galite´ de (4.8) avec le membre de droite de (4.7) peut eˆtre vue directe-
ment en poussant la courbe d’inte´gration a` droite et en appliquant le the´ore`me des re´sidus.
On obtient ainsi un q-analogue parfait d’une autre identite´ classique (voir [16]) :
−
∞∑
k=1
d
dk
(
(k − n)2n
(k)2n+1
)
=
1
2iπ
i∞∫
−i∞
Γ(1 + s)2Γ(2 + 2n+ s)2
Γ(1 + n + s)4
( π
sin πs
)2
ds.
Montrons maintenant que ces deux se´ries basiques peuvent s’e´crire comme combinaison
line´aire de 1 et de ζq(3). Notons Sn(q) la se´rie a` droite de (4.7), et
Rn(T ; q) =
(q−nT ; q)2n
(T ; q)2n+1
(sans risque de confusion avec les notations utilise´es au paragraphe 3) de sorte que
Sn(q) =
∞∑
k=1
d
dk
(
qkRn(q
k; q)
)
.
De´composons Rn(T ; q) en e´le´ments simples :
Rn(T ; q) =
n∑
j=0
(
aj,n(q)
(1− qjT )2 +
bj,n(q)
1− qjT
)
,
d’ou`
Sn(q) =
n∑
j=0
aj,n(q)q
−j
∞∑
k=1
d
dk
(
qk+j
(1− qk+j)2
)
+
n∑
j=0
bj,n(q)q
−j
∞∑
k=1
d
dk
(
qk+j
1− qk+j
)
.
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On a donc
Sn(q) =
(
n∑
j=0
aj,n(q)q
−j
)
∞∑
k=1
d
dk
(
qk
(1− qk)2
)
+
(
n∑
j=0
bj,n(q)q
−j
)
∞∑
k=1
d
dk
(
qk
1− qk
)
−
n∑
j=1
aj,n(q)q
−j
j∑
k=1
d
dk
(
qk
(1− qk)2
)
−
n∑
j=1
bj,n(q)q
−j
j∑
k=1
d
dk
(
qk
1− qk
)
.
Remarquons que
n∑
j=0
bj,n(q)q
−j = −
n∑
j=0
Res(Rn(T ; q))T=q−j = Res(Rn(T ; q))T=∞ = 0
et que l’on a
∞∑
k=1
d
dk
(
qk
(1− qk)2
)
= (log q)
∞∑
k=1
qk(1 + qk)
(1− qk)3 = (log q)ζq(3).
Finalement, en posant
An(q) =
n∑
j=0
aj,n(q)q
−j
et
Bn(q) =
n∑
j=1
j∑
k=1
aj,n(q)
qk−j(1 + qk)
(1− qk)3 +
n∑
j=1
j∑
k=1
bj,n(q)
qk−j
(1− qk)2 ,
on a donc
Sn(q) = (log q)
(
An(q) ζq(3)−Bn(q)
)
,
c’est-a`-dire
(4.9)
1
log q
∞∑
k=1
d
dk
(
(qk−n; q)2n
(qk; q)2n+1
qk
)
= An(q) ζq(3)−Bn(q).
Avec la technique expose´e au paragraphe 3.6, on montre qu’il existe D¯n(q) ∈ Q(q) tel que
D¯n(q)An(q) et D¯n(q)Bn(q) soient dans Z[1/q] et
lim
n→+∞
1
n2
log |D¯n(q)| = 9
π2
.
Malheureusement,
lim
n→+∞
1
n2
log |Sn(q)| = 0
et on ne peut donc montrer l’irrationalite´ de ζq(3) pour aucun q 6= ±1 tel que 1/q ∈ Z.
Remarque. Pour finir, notons que, compte-tenu de (4.7), on aurait e´videmment pu utiliser
le Lemme 3 avec ǫ = 1, A = 4 et r = 1 pour obtenir (4.9) plus rapidement, mais au
prix d’un D¯n(q) moins bon : cela sugge`re une probable « conjecture des de´nominateurs »,
comparable a` celles e´nonce´es dans le cas classique dans [22] et [31]. Plus pre´cise´ment et
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comme note´ dans la Remarque (2) au paragraphe 3.1, on peut de´montrer les proprie´te´s
A)–D) du paragraphe 3.1 pour la se´rie alternative S˜n(q), en lieu et place de S
[ǫ]
n (q). Il
semble alors que l’on peut dans ce cas remplacer le « de´nominateur » Dn(q) par un D˜n(q),
de´fini comme Dn(q) par (3.19), sauf que la puissance de dn(q) est A − 1 a` la place de A.
Comme pour A = 4 et r = 1, la se´rie S˜n(q) est aussi identique avec le membre gauche de
(4.7), cette « conjecture des de´nominateurs » est ve´rifie´e dans ce cas. Si elle l’est aussi pour
A = 10 et r = 2, on pourra de´montrer qu’au moins un des nombres ζq(3), ζq(5), ζq(7), ζq(9)
est irrationnel, et donc ame´liorer le re´sultat du The´ore`me 4. Bien que pour A = 4 et r = 1
la se´rie S
[1]
n (q) co¨ıncide avec S˜n(q) (a` un facteur ne´gligeable pre`s), une telle ame´lioration
des de´nominateurs n’a probablement pas lieu, en ge´ne´ral, pour la se´rie S
[ǫ]
n (q).
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