We introduce a new conceptually superior realised volatility estimator, volume weighted volatility (VWV), which effectively measures demand-based volatility, rather than only measuring the variability of a price series. We compare the VWV to other return-and range-based measures using the stock index futures, with our results supporting the empirical uniqueness of VWV. First, regressions show that the VWV provides unique information. Second, VWV is (only) weakly associated with other volatility measures for the smallest four volatility quintiles. Third, correlograms illustrate that the VWV is less persistent than the other measures, leading to more unique volatility values. Finally, the VWV most closely approximates the normal distribution.
Introduction
Volatility is linked to the characteristics of market behaviour, including liquidity and trading volume (see Fleming and Remolona, 1999; Chordia et al., 2001; Haig et al., 2007) . When liquidity disappears then volatility increases significantly and behaves erratically.
1 Thus, a lack of liquidity (and thus a lack of volume) is associated with greater price volatility.
One important aspect of the time series behaviour of volatility is how volatility is measured. The traditional daily close-to-close volatility includes substantial noise, as it ignores the intraday behaviour of prices. Consequently, the use of intraday range-based measures of volatility such as the Garman and Klass (1980) and high-low range measures provides a better measure of true daily realised volatility, and therefore has received considerable attention in recent research. However, such range-based measures provide inaccurate measures when prices occur at extreme values with little volume. More generally, even the widely used five-minute volatility measure introduced by Andersen and Bollerslev (1998) and Andersen et al. (2003) only employs the price at given points in time, ignoring the size of the trades.
2 However, Chen et al. (2006) do show that intraday volatility measures are more persistent than measures derived with lower frequency data. Therefore, lower frequency measures of volatility include noise and consequently do not adequately reflect the supply, demand, and liquidity generated from including trade sizes.
Looking at volume and price volatility from another perspective, volume and volatility are related based on their common association with the same underlying information. 3 In fact, Blume et al. (1994) develop a model involving the informational role of volume. They find that volume incorporates a better quality of information (in terms of the size of the signals and their accuracy) relative to prices. Such a model supports the use of technical analysis to analyse market movements. Chen and Daigler (2008) discuss the measurement of trading volume, showing that liquidity demand causes high volume. In general, the empirical evidence for the volume-volatility relation supports the inclusion of volume to provide an important measure of volatility.
Our main objective is to introduce and empirically examine a new measure of realised volatility that includes the volume associated with the price of each trade, namely the volume weighted volatility (VWV or ˆV WV σ ), or alternatively demand-based volatility. 4 The related volume weighted average price (VWAP) has been popular with institutional traders for a number of years as a benchmark for trading success over the day, with the objective of generating an average buying price for the daily trading below the VWAP, or an average selling price above the VWAP (see Madhavan, 2002; Bessembinder, 2003; Kissell and Malamut, 2005; Hobson, 2006; Domowitz and Yegerman, 2006; Sofianos, 2006; Hu, 2007) . Moreover, Ting (2006) shows that the VWAP is less noisy than using the closing price, 5 thereby yielding a better approximation of the unobservable efficient price. Since VWV makes use of both the price and volume elements of a trade, VWV does conceptually provide more relevant information concerning the true price movement of an instrument. Since VWV employs the volume at each price, it conforms to the Blume et al.'s (1994) importance of employing volume. Thus, VWV allows for the variation in volume to represent the effect of the true demand for trading on the measure of volatility. Moreover, due to the superior quality of volume information incorporated in the VWV calculation, VWV is ideally a better realised volatility estimator. 6 In fact, Pasquale and Renò (2005) show that the larger the size of transactions, the less the association to measured price volatility. Moreover, the trading volume associated with its price should reduce the bias from discrete trading. 7 Furthermore, futures markets technical traders implicitly employ the information that visually portrays VWV by using the liquidity profile graphs of the distributions of prices with their associated volumes.
Conceptually, VWV provides a different perspective on volatility relative to the measures of volatility using only prices, since prices can be generated by low volume (including outliers or bad prints of prices). Therefore, VWV is an important extension to the measures of volatility currently employed in the literature. Eventually, the importance of this new measure of volatility can only be examined by studies of its characteristics, time series behaviour, ability to reduce noise, stability, forecastability, the characteristics of its own volatility, and its usefulness as a volatility measure for option pricing.
This article provides an initial empirical examination of VWV relative to standard measures of daily realised volatility. We employ data for each trade price occurring during the day and its associated volume to determine the daily VWV. We compare the characteristics of this measure with the return-based, range-based, and five-minute measures of daily realised volatility. We find that VWV is more normal than these other measures, which is promising for the stability and forecastability of this measure of volatility, since the tail noise in non-normal distributions makes these measures difficult to model and forecast. The regression models of VWV with other measures of volatility show statistical significance, although substantial differences still exist between these measures. 8 In fact, the low R-squares in the percentage change regression models can be interpreted in terms of the VWV measure providing different volatility information than the other measures. Moreover, the quintile regression results ranked on the smallest to largest VWV levels and percentage change values show that the relation between VWV and other measures of volatility are generally symmetric. Moreover, VWV is less persistent than the other measures of daily realised volatility, and is more normal than the conventional volatility measures. 
The relation between volume and information
The existing evidence for stock markets shows that volume includes information that cannot be found in price (see Karpoff, 1987; Gallant et al., 1992; Campbell et al., 1993; Blume et al., 1994; Lee and Swaminathan, 2000; Chui et al., 2010) . However, existing volatility measurements only employ price. Based on the literature, determining a volatility measure that is computed from both price and volume should be more reliable than a measure computed from price alone. Moreover, the volume-volatility relation shows the importance of both volume and volatility in association with information (see Clark, 1973; Tauchen and Pitts, 1983) . Banerjee and Kremer (2010) develop a model of investor disagreement that relates disagreement to volume and volatility dynamics. Chen and Daigler (2008) study the linear and nonlinear volume-volatility relation using informed and uninformed traders. 10 Park (2010) confirms that volatility is positively related to trading volume due to its co-dependence on information when one employs the mixed distribution hypothesis as a framework. Consequently, the aforementioned research supports including volume in a measurement of market movement.
A related characteristic of volatility is the extent of its long-term memory or persistence.
11 The long memory of volatility in stock markets is widely documented, but less so for futures markets. Crato and Ray (2000) show that the long memory volatility characteristic of several futures contracts does exist.
12 Anderson et al. (2001a Anderson et al. ( , 2001b conclude that current volatility measures derived from low frequency data are skewed in nature. In fact, the most basic measure of volatility, namely the standard deviation (or variance), ignores skewness and kurtosis completely, since it assumes a normal distribution (see Poon and Granger, 2003) . Empirically, most existing volatility measures are significantly positively skewed, which creates potential bias issues for techniques and financial economics models that assume a normal volatility measure. Overall, whereas volume is widely considered to be an important measure of market activity, current research does not combine trade volume and price to create a volatility measure, nor does it examine the characteristics of such a measure.
Data and existing realised volatility estimators

Data descriptions
Our sample data consists of the nearby pit-traded Dow Jones index futures contracts over the period January 1, 2003 to March 15, 2007 We use the Dow Jones index futures because these contracts are actively traded, which avoids the thin trading problem. 14 During this time period the Dow Jones futures were relatively stable compared to the dotcom crisis in 2000 and the credit crisis in 2008. The transactions prices and their corresponding volumes used to compute VWV are obtained from the Chicago Board of Trade's Liquidity Data Bank, which provides volume at each price. Steidlmayer and Hawkin (2002) show the usefulness of this type of data for technically-based futures trading. The daily and intraday prices to determine the typical volatility measures of the return squared (SR), absolute return (AR), Garman and Klass (1980) , high-low difference (HL), and five-minute estimators are obtained from TradeStation.
Existing volatility estimators
Volatility is a latent variable, which is unobservable but plays an important role in risk management analysis and derivatives pricing. Thus, the estimation and forecasting of volatility is of interest to both academicians and practitioners. There is no current method that precisely estimates or models volatility (see Poon and Granger, 2003; Andersen et al., 2004) , although several popular volatility estimators are widely documented in the financial literature. For comparative purposes we focus on five of the most popular measurements of volatility, namely the RS, AR, 15 Garman and Klass (1980) range measure, high-low difference range measure, and cumulative (daily) five-minute RS measure. The estimations of these volatility measurements are as follows.
( ) Garman and Klass (1980) , high-low difference, and cumulative five-minute return daily realised volatility estimators on day t, respectively; H t , L t , O t , and C t are the high, low, open, and closing prices on day t, respectively; Ln denotes the natural logarithm, and C i,t is the five-minute interval closing price for the five-minute measure on day t. The five-minute realised volatility estimator (accumulated into a daily estimator) is calculated as the accumulation of the squared intraday five-minute returns (excluding overnight returns), 16 which is the natural logarithmic difference between the closing prices or the prices immediately before the corresponding five-minute time stamps.
Here we provide a brief discussion of the aforementioned volatility measures. The traditional close-to-close squared return is a noisy volatility estimator; therefore, it is not a good proxy for latent volatility (Andersen et al., 2001a) and is a misleading estimate for volatility forecasting (Andersen and Bollerslev, 1998) . Ding et al. (1993) claim that the AR using the S&P 500 index is superior to the squared return for volatility estimation due to a stronger long-term memory behaviour, which is consistent with the findings of Taylor (1986) . Conversely, long-term memory can be inconsistent with efficient markets and it also typically creates a non-normal distribution. The advantage of a volatility series with long-term memory is that it improves the forecastability of the series. Moreover, measures with long-term memory are less sensitive to new information affecting true volatility.
Range-based or extreme-value volatility measures are theoretically more efficient than the traditional close-to-close measures. The Garman and Klass (1980) volatility estimator using the open, high, low, and closing prices for daily data is documented as one of the most robust volatility estimators, since it is eight times more efficient than the daily close-to-close measure (see Wiggins, 1992; Shu and Zhang, 2006) . Shu and Zhang show that a Monte Carlo simulation of range-based volatility estimators is robust under the strict assumption of a continuous time geometric Brownian motion with zero drift.
incorporates much of the intraday data that is typically discarded by the close-to-close measures. However, the intraday squared return volatility estimator still suffers from microstructure issues (Bandi and Russell, 2006; Hansen and Lunde, 2006) . Thus, volatility computed by intraday return is not a full-proof proxy for true daily realised volatility.
The VWAP on day t (VWAP t ), employed by Berkowitz et al. (1988) , and popular with institutional traders, is computed as follows:
where V it and P it are the total trading volumes and corresponding prices at intraday time i on day t, respectively; and V t is the daily total volume. Thus, the daily VWAP t represents the sum of the products of traded prices and their corresponding percentage volume shares on day t. Panels A, B, and C of Figure 1 depict the time series patterns of our VWV measure compared to the other measures of volatility in this study. The unique aspects of the volatility series are as follows. First, the ten-day moving average of VWV is generally much smaller and more stable than the associated moving averages for the other volatility estimators. Second, the pattern of the RS estimator is most volatile. Third, all volatility estimators (other than the VWV) show the same general behavioural pattern, although the magnitudes of the fluctuation differ. Finally, the high-low difference volatility is most similar to the VWV measure. Overall, VWV is a promising alternative to current measures of price volatility.
Methodology
The daily VWV ( ) VWV σ (the demand-based volatility) is defined as the standard deviation of the difference between the price at time i on day t and the VWAP t , weighted by the proportion of the volume of shares.
18 Weighting prices with trading volume makes VWV more informationally efficient due to the fact that volume possesses information not found in prices. Moreover, VWV helps to deal with the issues of discrete trading (see Todorova and Husmann, 2012) as well as microstructure noise without involving decomposition (see Cartea and Karyampas, 2011) .
19 VWV and ˆV WV σ are the symbolic representations of our daily realised VWV measure (or demand-based volatility) and is calculated as follows: Table 1 presents the summary statistics for all volatility measures. The mean and median are almost identical for VWV, unlike the other measures, whereas both the skewness and excess kurtosis for VWV are much smaller on a relative basis compared to the other volatility measures. The high-low difference measure is the second best volatility estimator in terms of its closeness to the normal distribution, whereas the RS estimator deviates the most from the normal distribution, especially in terms of its large values of skewness and excess kurtosis. Moreover, the standard deviations for the other volatility estimators (i.e., a measure of the volatility of volatility) are much larger than for the VWV, showing that VWV is less volatile than the other measures. Thus, in general, even though the Shapiro-Wilk normality tests are significant at 1% for all volatility measures, the distributional characteristics of the VWV are closer to a normal distribution than the other measures. 20 Thus, the basic distributional results provide preliminary evidence that the VWV is more normally distributed and less volatile than the other volatility estimators. The closer VWV is to a normal distribution, the more appropriate are the standard statistical tests; since VWV is less affected by outliners. σ σ σ are the VWV, the RS, the AR, the Garman-Klass, the high-low difference, and the five-minute return realised volatility estimators, respectively. CV is the coefficient of variation. The Shapiro-Wilks normality tests for all volatility measures are significant at the 1% level, with a larger number showing a distribution that represents a more normal distribution. 
Results
Summary statistics
Univariate regression results
We first employ univarite regression models in terms of both levels and percentage changes (%Δ) to examine the association between VWV and the other volatility measures:
where ˆV WV σ is the volume weighted (demand-based) volatility, ,i t σ is the traditional realised volatility estimator, i is the identification of the daily realised volatility estimator (namely the RS ( ),
HL σ and five-minute return 5Min ( ), σ respectively), and ε is the error term. Table 2 shows the regression results using the level of volatility, with the realised volatility measures providing R 2 values ranging from 26% (five-minute return) to 79%
(high-low difference), with statistically significant coefficients. α 1 coefficients are all less than one, ranging from 0.10 to 0.22, showing that the sensitivity of the VWV measure is substantially smaller than the other measures of volatility. Overall, these results in Table 2 show that the VWV measure provides substantially different information than the other volatility measures. Moreover, three of the five Durbin-Watson (DW) statistics are statistically significant, identifying a potential autocorrelation problem arising from non-stationary variables. A typical correction to this problem is to employ the percentage changes form. 21 Table 3 presents the univariate regressions associating the percentage changes for the other volatility measures to the percentage changes in VWV. In general, the t-values for both the intercept and independent variable coefficients are much lower than those of the regressions using levels, although the t-values are still significant. 22 In fact, the α 1 coefficients approach zero. 23 The percentage changes in the high-low difference volatility measure are most closely associated with the percentage changes in the VWV, whereas the RS and the five-minute return measures possess the lowest R 2 values. Thus, VWV provides uniquely different daily volatility values relative to the other measures. The t-statistics are shown in parentheses and *, **, and *** represent the 10%, 5%, and 1% significance levels, respectively.
Multivariate regression results
We further study the association of the VWV measure with the other realised volatility measures by performing a multivariate regression analysis when a combination of volatility measures is simultaneously included in a model of daily levels and percentage changes for each variable. Our analysis can be categorised into three dimensions:
1 The association with the return-based volatility measures [equation (9A) 
Tables 4 and 5 present the results of these multivariate regressions. Column 9A of Table 4 shows that when equation (9A) is employed then only the level of the AR is highly significant in explaining VWV with a 58.11% R 2 value. Columns 9B and 9C present the relation between the VWV and the range-based volatility measures. All range-based measures are very significant, with high R 2 values. The addition of the five-minute return volatility in columns 9C and 9D does not substantially improve the R 2 and the five-minute coefficient is negative, which implies multicollinearity in these variables. Column 9A of Table 5 shows that both the percentage changes in the RS and the AR are significantly related to the percentage changes in VWV, although with a small R 2 value. 24 The association of VWV with the range-based volatility measures is presented in columns 9B and 9C of Table 5 . In both cases only the high-low difference measure is significant. In fact, the inclusion of the five-minute measure does not improve the results, which is interesting since it is often considered as the best measure of daily realised volatility in recent literature. The final column 9D incorporates all of the volatility measures into one equation. Again, the high-low difference is the only significant variable. More importantly, the R 2 value for column 9D is not significantly different than the R 2 value for the range-based only measures. The concern regarding multicollinearity for the percentage changes are examined by employing the Pearson correlation shown in Table 6 . The two large correlation coefficients are between the RS and the AR (0.86) and the Garman-Klass and the high-low difference measures (0.85). As we found previously, the inclusion of the five-minute return measure does not improve the fit of the model, even with its relatively low correlation coefficients with the other measures. In sum, the correlations between volatility measures in the same category of the realised volatility can be highly correlated, causing potential multicollinearity problems. σ σ σ σ σ are the realised volatility measures of the RS, AR, Garman-Klass, high-low difference, and five-minute return, respectively. DW is the Durbin-Watson statistic for autocorrelation. The t-statistics are shown in parentheses and *, **, and *** represent the 10%, 5%, and 1% significance levels, respectively. σ σ σ σ σ are the realised volatility measures of the RS, AR, Garman-Klass, high-low difference, and five-minute return, respectively; %∆ is the sign for the percentage change in a volatility measure. DW is the Durbin-Watson statistic for autocorrelation. The t-statistics are shown in parentheses and *, **, and *** represent the 10%, 5%, and 1% significance levels, respectively. Table 7 presents the results between the levels of VWV and those of the other volatility measures, ranked from the smallest (quintile 1) to largest (quintile 5) VWV values. In general, the coefficients for all of the independent volatility measures are positive and significant, showing that all of the levels of the volatility estimators move in the same direction, but the corresponding R 2 values for quintiles 1 to 4 are quite small. The largest R 2 values exist for quintile 5 for all regression models, showing that the VWV possesses the greatest association with the other measures for the most volatile time days. The high-low volatility measure shows the largest R 2 values across all quintiles of volatility relative to the other measures, as well as the largest estimated coefficients for all the measures. The five-minute measure possesses low R 2 values for all quintiles. Almost all of the DW statistics values are insignificant and the magnitudes of the coefficients of the volatility measures are smaller than those in Table 2 and are similar across the quintiles. Table 7 Quintile univariate regressions for daily levels for the VWV measure Table 2 . Quintile 1 includes the smallest levels for VWV and quintile 5 is for the largest values. The t-statistics are shown in parentheses and *, **, and *** represent the 10%, 5%, and 1% significance levels, respectively. DW is the Durbin-Watson statistic for the autocorrelation test. Notes: This table shows the results of quintile regressions using the daily levels for the VWV measure, as described in Table 2 . Quintile 1 includes the smallest levels for VWV and quintile 5 is for the largest values. The t-statistics are shown in parentheses and *, **, and *** represent the 10%, 5%, and 1% significance levels, respectively. DW is the Durbin-Watson statistic for the autocorrelation test. Table 8 presents the results of the quintile ranked univariate regressions based on the percentage change of the VWV versus the other volatility measures. The estimated coefficients for the independent volatility variable are often insignificant for the return-based measures, especially for quintile 5. Moreover, the R 2 values are generally very small. Interestingly, the R 2 value in quintile 5 for the high-low difference is substantially smaller than the other quintiles, and the estimated coefficient is insignificant. 25 However, for all the quintiles the high-low difference measure is most closely related to the VWV measure for the quintile results. Table 3 . Quintile 1 includes the smallest percentage changes in VWV whereas quintile 5 includes the largest percentage changes. The t-statistics are shown in parentheses and *, **, and *** represent the 10%, 5%, and 1% significance levels, respectively. DW is the Durbin-Watson statistic for the autocorrelation test. Table 9 presents the results for the quintile ranked multivariate regressions based on the daily level of VWV. The coefficients for the high-low difference are all significant. Interestingly, most of the other volatility measures are significant for quintile 1, showing that the realised volatility measures provide similar information to one another when volatility is low. Also, the relations between the VWV with the high-low difference and the five-minute return measures are significant for quintile 5, showing that these rangebased measures perform well in explaining the VWV during the most turbulent volatility days.
Regressions results for the quintiles of the distribution
26 Table 9 Quintile multivariate regressions for daily levels for the VWV Table 4 [equation (9D)]. Quintile 1 is the smallest changes based on the VWV and quintile 5 is the largest changes. The t-statistics are shown in parentheses and *, **, and *** represent the 10%, 5%, and 1% significance levels, respectively. DW is the Durbin-Watson statistic for the autocorrelation test. Table 10 presents the results for the quintile ranked multivariate regressions based on the percentage changes of the VWV versus the other volatility measures. The coefficients of the high-low difference again play the most important role, whereas the Garman-Klass estimator is the second. Surprisingly, for quintile 5 (the most volatile period) no significant independent variable exists. In fact, whereas for the level regressions the R 2 value is highest for quintile 5 at 64%, for the percentage change regression the R 2 value is only 1.74%. Moreover, the relation among volatility measures is strongest for quintile 1, with significant coefficients for the Garman-Klass, high-low difference, and the five-minute return volatility measures, as well as possessing the largest R 2 value. This shows that the range-based volatility measures are more dominant than the return-based measure in explaining VWV for the most tranquil period.
Table 10
Quintile multivariate regressions for percentage changes for the VWV Notes: This table shows the results of the quintile regressions for the percentage changes for the VWV measure, as described in Table 5 [equation (9D)]. Quintile 1 is the smallest percentage changes based on the VWV and quintile 5 is the largest percentage changes. The t-statistics are shown in parentheses and *, **, and *** represent the 10%, 5%, and 1% significance levels, respectively. DW is the Durbin-Watson statistic for the autocorrelation test.
The persistence of volatility estimators
This section examines the autoregressive relation of the volatility estimators to determine volatility persistence. Figure 2 depicts the ACF of the volatility measures to examine how quickly the information in the volatility numbers dissipates. 27 The ACFs for the VWV, RS, and AR volatility measures start at a low autocorrelation level and decline very slowly from the first lag. Those for the Garman-Klass, high-low difference, and five-minute volatilities start at a much higher level and decline much faster. In general, our findings for the correlogram are consistent with the findings by Chen et al. (2006) . In conclusion, the VWV demonstrates only a small degree of a long-memory characteristic, which is consistent with existing measures of volatility rather than auto-correlated values. Table 11 shows the lagged auto-regression results for the volatility measures between the current period's percentage change and lagged percentage changes of the same measure. The results show that all measures are highly autoregressive in percentage change terms, with almost equivalent R for the VWV and the other measures of volatility.
Table 11
Volatility persistence: lagged regression using percentage changes ( ), σ respectively. %Δ is the percentage change in the time series and t represents the length of the lag. DW is the Durbin-Watson statistic for the autocorrelation test. The t-statistics are shown in parentheses and *, **, and *** represent significance at the 10%, 5%, and 1% levels, respectively. Table 12 presents the frequency distribution for all volatility measures, as well as for the normal distribution. Exactly 99% of the VWV observations fall within ± three standard deviations (3σ), whereas the other measures include more jumps that fall outside the 3σ range. In general, the jump observations for the other measures account for one to 2.43% of their entire sample, with the five-minute return measure demonstrating the largest number of jumps. Moreover, the distributions of all volatility measures are noticeably skewed to the right, as well as possessing few observations to the left of 1σ. In particular, the right-skewed characteristic of the classic volatility measures is well-known, whereas the near-normality of VWV makes its distribution unique. The excessive bunching of observations for the classic measures within ± 1σ of the mean, in combination with the right-skewed jumps increasing the size of the standard deviation, cause few if any observations to fall below -1σ of the mean. Figure 3 depicts that the cumulative distribution of the VWV is closest to the normal distribution, whereas those of the highlow difference volatility measure are the next closest. 28 These results show that the VWV is more appropriate for employing typical financial economics models which assume normally distributed variables. 
The frequency distribution
Notes: The solid line represents the volatility measure and the dashed line is the normal distribution using the mean and standard deviation of the specific volatility measure. The X-axis is the value of volatility measure for that graph. Each measure has its own level of measured volatility. 
Conclusions
In this paper we propose a new realised volatility measure called VWV (or demand-based volatility) by incorporating volume information as a key part of measuring volatility. VWV is defined as the standard deviation around the VWAP, weighted by the volume traded at each price. Using volume as a component of a volatility measure is important, because existing volatility estimators uses only price information.
We employ several popular realised volatility measures to investigate the relation between VWV and these existing volatility measures. The existing measures are categorised into two main groups: return-based volatilities using close-to-close values (namely the RS and the AR) and range-based/extreme value volatility measures [namely the Garman and Klass (1980) and the high-low difference]; the popular intraday fiveminute RS measure is considered separately. The results show that VWV is related to other volatility measures, although VWV possesses other information not present in the other measures. Importantly, the inclusion of the return-based measures as explanatory variables does not improve the R 2 value. Moreover, the level and percentage change quintile results show that the relation between the VWV and the other volatility measures is minimal for all but the most volatile (quintile 5) results. Finally, our findings also show that VWV is more normal than the other volatility measures. This property of the VWV satisfies the normality requirement of many existing financial economics models. In addition, VWV's long-memory is much less than for the range-based and five-minute volatility measures.
This article provides an initial examination of the VWV measure of volatility relative to current standard measures of daily realised volatility. In sum, our evidence sets a foundation for further research regarding the VWV measure. Further research includes the ability of VWV to model the behaviour of volatility, volatility forecastability, the characteristics of VWV, as well as a better understanding of the behaviour of volatility in general. The four well-known volume-volatility theories are the mixture of distributions hypothesis (MDH), the sequential arrival of information hypothesis (SAIH), the dispersion of beliefs hypothesis, and the noise trader hypothesis. These four theories are essentially complementary rather than competing hypotheses. Chen and Daigler (2008) examine the nature of these four hypotheses, including both a literature review and empirical analysis.
4
In this paper we use VWV and ˆV WV σ interchangeably for the VWV.
5
For a noisy time series the data is difficult to decompose into trend and random components. 6 Blume et al. (1994) document that the quality of the information is driven by the source of the noise affecting prices, in which price alone cannot fully incorporate these kinds of information. 7 Discrete trading causes range-based volatility estimators to be negatively biased (Todorova and Husmann, 2011) . 8 A regression model is an appropriate technique to determine whether an association between VWV and other well-known volatility estimators exists. The significance of the coefficients and the R-squares confirm that VWV is calculated in a correct way for comparison. In addition, since VWV integrates volume with price to include the superior information role of volume, we can claim that VWV is a better volatility estimator because it is closer to being normally distributed. 9 Less persistence is associated with a measure that follows changes in the daily supply and demand of the instrument rather than a long-term measure of volatility. 10 Chen and Daigler (2008) examine the four theories associated with the volume-volatility interaction, finding that these theories are more complementary than competing, with the four theories being the MDH (Clark, 1973) , the SAIH (Copeland, 1976 (Copeland, , 1977 , the dispersion of beliefs hypothesis (Shalen, 1993; Harris and Raviv, 1993) , and the noise trader hypothesis (Delong et al., 1990a (Delong et al., , 1990b . 11 Baillie (1996) defines long-term memory in terms of autocorrelations, summarizes the theories, and provides empirical evidence of persistence. 12 Moreover, Chen and Daigler (2008) show that volume and volatility possess a long-term persistence relation, which is consistent with the findings of Thomakos and Wang (2003) . Chen et al. (2006) show that the level of futures volatility generally follows a hyperbolic function, since volatility decays slowly over time. They also identify that the Garman-Klass and five-minute return volatility measures are more persistent than the RS and AR measures. 13 Using the nearby futures provides a more active sample to determine volatility due to both the liquidity and the Samuelson effects. We employ data before the 2008 financial crisis in order to examine 'normal volatility data'. 14 Alternatively, Bali and Weinbaum (2005) use the S&P 500 futures contracts and three spot exchange rates to estimate various extreme-value volatility measures. 15 For comparison purposes the RS and AR volatility measures are computed using the open and closing prices on the same day in order to avoid the effect of an overnight jump in prices (Poon and Granger, 2003) . Therefore, this procedure is consistent with the other volatility measures employed in this paper, i.e., all measures use only information available within the day.
16 The overnight return is excluded in order to avoid the volatility aggregation process after the market closes (Poon and Granger, 2003) and to exclude data for a different (slower) volatility process occurring overnight that is not included in the other measures. 17 However, the Garman-Klass measure is upward biased when the drift is large and downward biased when an opening jump is large. The downward bias is due to discrete trading, which is originally documented by Garman and Klass (1980) . This bias is related to a sample size of less than 1,000 transactions per day. In addition, Marsh and Rosenfeld (1986) state that the bias arises from the previous 'one-eighth point' trading price issue. 18 Statistically, the standard deviation is a better volatility estimator than its corresponding variance, as outliners have less influence on the computation (Poon and Granger, 2003) . Also, the standard deviation is widely known and used in the literature as a proxy for volatility. 19 Cartea and Karyampas (2011) filter microstructure noise from high frequency data. They find that the efficient frontiers without noise are more efficient. 20 Larger Shapiro-Wilks values show a more normal distribution. 21 The unit root tests for the variables are available upon request 22 However, the issue of autocorrelation still exists. A possible explanation for the remaining autocorrelation is missing important predictor variables, which typically causes a positive autocorrelation (see Kutner et al., 2005) .
23 A significant α 1 coefficient is consistent with other volatility measures responding differently to new information compared to the VWV measure. 24 The DW statistic is significant at the 1% level, presenting a potential autocorrelation problem, which is supported by a large (0.86) Pearson correlation coefficient between the RS and the AR shown in Table 6 . 25 In general, the R 2 values for the extreme quintile percentage changes (quintiles 1 and 5) are not large for any of the estimators. 26 However, quintile 5 also is the only quintile with a serial correlation problem. 27 The correlogram provides a visual analysis of this volatility persistence. 28 Each volatility measure is below the normal distribution on the left-side of the figure, since these measures have few observations less then -1σ from the mean. Similarly, the right side of each figure is below the normal distribution since each measure at a given standard deviation has accumulated fewer observations than the normal distribution.
