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Abstract
The $\mathrm{t}$ erms-slip (thermal-creep) and the diffusion-slip problems for a binary mixture of gases are in-
vestigated on the basis of the linearized Boltzmann equation for hard-sphere molecules with the diffuse
reflection boundary condition. The problems are analyzed numerically by the finite-difference method
incorporated with the numerical kernel method, which was first proposed by Sone et al. [Phys. Fluids A
1, 363 (1989) $]$ for a single-component gas. As a result, the behavior of the mixture is clarified accurately
not only at the level of the macroscopic variables but also at the level of the velocity distribution func-
tion. In addition, accurate formulas of the thermal-slip and the diffusion-slip coefficients for arbitrary
values of the concentration of a component gas are constructed by the use of the Chebyshev polynomial
approximation.
1 Introduction
When a gas is slightly rarefied or the Knudsen number is small, the overall behavior of the gas around
solid bodies can be described by a system of fluid-dynamic-type equations with terms of gas rarefaction
effect and slip (or jump) condition for the flow velocity (or the temperature). Here, the Knudsen number
Kn is the ratio of the mean free path of the gas molecules to the reference length. The solution of the
system is required to be corrected in a thin layer adjacent to the solid-body surface. The layer is of the
thickness of a few mean free paths of the gas molecules and is called the Knudsen layer. The physical
variables are subject to appreciable change there in the direction normal to the surface. These features
were clarified by a systematic asymptotic analysis of the Boltzmann equation for small Knudsen numbers
(Sone’s asymptotic theory; see, for instance, Refs. [1-4]). The slip of flow (or the jump of temperature)
and the Knudsen layer are considered as typical effects of gas rarefaction because they vanish when the
continuum limit Kn $arrow 0$ is taken. This is a common understanding irrespective of whether the gas is
pure or not.
In the meantime, Takata and Aoki [5] recently studied the steady behavior of a binary mixture of a
vapor and a noncondensable gas around condensed phases of the vapor on the basis of kinetic theory.
They carried out an asymptotic analysis of the Boltzmann equation for small Knudsen numbers and
derived the fluid-dynamic type system which describes the behavior of the mixture in the situation where
the Mach number of the flow is as small as the Knudsen number while the temperature variation of the
condensed phase may be large. Contrary to the common understanding, the derived system shows that
the slip condition for the flow velocity is necessary even in describing the behavior of the mixture in the
continuum limit. This is an example of the recently discovered effect of gas rarefaction which remains
at vanishing Knudsen number [6]; this phenomenon was termed the ghost effect (see Refs. [4, 7, 8] for
details). The present paper is intended to provide accurate data of the slip boundary condition which
causes the ghost effect in the mixture in a wide class of physical situations studied in Ref. [5].
The slip condition in the fluid-dynamic-type system derived in Ref. [5] can be obtained by the analysis
of the thermal-slip (thermal-creep) [9] and the diffusion-slip [10] flows of a mixture over a plane wall. The
former is the flow of the mixture induced along the wall by a uniform gradient of the wall temperature
along its surface, and the latter is that induced along the wall by a uniform gradient of the concentration
of a component gas along the surface. Many works have been devoted to the study of these flows (see,
for instance, Refs. [10-26] $)$ . Most of the theoretical works were, however, limited to the analyses based
on model equations or rough approximations such as the variational and the moment methods. Accurate
analyses based on the original linearized Boltzmann equation were carried out only for the thermal-slip
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flow of a single-component gas [16] and for the diffusion-slip flow of a binary mixture for several values of
the concentration [22]. In order to complete the fluid-dynamic type system mentioned above, one needs
the slip condition for arbitrary values of the concentration because the concentration generally varies
along the boundary.
In the present paper, we investigate the thermal-slip and the diffusion-slip problems of a binary mixture
of hard-sphere gases. We carry out an accurate numerical analysis based on the linearized Boltzmann
equation and the diffuse reflection boundary condition for arbitrary values of the concentration of a
component gas. The numerical method is a finite-difference method incorporated with the numerical
kernel method, which was first proposed by Sone et al. [27] for a single-component gas and has been
applied to various fundamental problems of rarefied gas dynamics [28-38]. The method was extended
recently in Ref. [22] to a binary mixture of hard-sphere gases, prior to the present work. The paper is
organized as follows. First the problems are formulated in Sec. 2. Then preliminary analysis is performed
in Sec. 3, where the similarity solution and the expression of the collision integrals in terms of the integral
kernel are introduced. The numerical method is developed on the basis of this expression in Sec. 4. The
results are given and the discussions are made in Sec. 5.
2 Formulation of the Problem
2.1 Problem
We consider a semi-infinite expanse of a binary mixture of gases, gas A and gas $\mathrm{B}$ , over a plane wall.
The wall is located at $X_{1}=0,$ and the mixture occupies the region $X_{1}>0,$ where $X_{i}$ is the rectangular
coordinate system. We will investigate the steady behavior of the mixture in the following situations:
Problem $\mathrm{I}$ : The wall is kept at temperature $T_{0}+\tilde{C}_{I}X_{2}$ with $\tilde{C}_{I}$ being a constant. Far from the wall, the
state of the mixture is independent of $X_{1}$ , the pressure of the mixture and the concentration of gas A
(the number fraction of the molecules of gas A) are uniform, and the temperature of the mixture is the
same as that of the wall $T_{0}+\tilde{C}_{I}X_{2}$ , i.e., it has a uniform gradient in the $X_{2}$ -direction
Problem $\mathrm{I}\mathrm{I}$ : The wall is kept at a uniform temperature $T_{0}$ . Far from the wall, the state of the mixture is
independent of $X_{1}$ , the pressure of the mixture is uniform, its temperature is also uniform and is the same
as that of the wall $T_{0}$ , and the concentration $X^{A}$ of gas A has a uniform gradient in the $X_{2}$ -direction (thus
the concentration $X^{B}$ of gas $\mathrm{B}$ has a uniform gradient of the same magnitude in the opposite direction,
because $X^{B}=1-X^{A}$ by definition).
Problem I is called the thermal-slip problem, and problem II the diffusion-slip problem.
In what follows, the pressure of the mixture at infinity $(X_{1}arrow\infty)$ is denoted by $p_{0}$ . The concentration
of gas A (or gas B) at infinity is denoted by $X_{0}^{A}$ (or $X_{0}^{B}$ ) in problem $\mathrm{I}$ , and by $X_{0}^{A}+\tilde{C}_{II}^{A}X_{2}$ (or $X_{0}^{B}+\tilde{C}_{II}^{B}X_{\sim}$,)
in problem $\mathrm{I}\mathrm{I}$ . Note that the relations $X_{0}^{B}=1-X_{0}^{A}$ and $\tilde{C}$M $=-\mathrm{g}$ hold by definition. The superscripts
at, $\mathrm{f}1$ , and 7 are symbolically used to represent the gas species, i.e., $\alpha,\beta,\gamma=A$ , $B$ .
In the analysis, we make the following assumptions: (i) the molecules of gas $\alpha$ are hard spheres of
mass $m^{\alpha}$ and diameter d’ and they collide elastically each other; (ii) the behavior of the mixture is
described by the Boltzmann equation and the diffuse reflection condition for the reflected molecules on
the wall; and (iii) the magnitude of the gradient of temperature in problem I and that of concentration
in problem II are so small that the equations and boundary conditions can be linearized around the
reference equilibrium state at rest with temperature $T_{0}$ and pressure $m$ of the mixture and concentration
$X_{0}^{\alpha}$ of gas $\alpha$ .
2.2 Basic equation and boundary condition
We first summarize the main notation used in the paper. The $\mathrm{y}\mathrm{g}_{0}$ is the reference molecular number
density of the mixture and is defined by $n_{0}=$ po/kTo, where $k$ is Boltzmann’s constant. The $\ell_{0}$ is the
mean free path of the molecules in the equilibrium state at rest with the molecular number density $n_{0}$
and temperature $T_{0}$ when gas $\mathrm{B}$ is absent (i.e., $l_{0}=1/[\sqrt{2}\pi(d^{A})^{2}n_{0}]$ ). The $x_{i}$ is the nondimensional
coordinate system defined by $x_{i}=X_{i}\ell_{0}^{-1}(\sqrt{\pi}/2)^{-1}$ . The $(2kT_{0}/m^{A})^{1}$’ $2\zeta_{i}$ [or $(2kT_{0}/m^{A})^{1/2}\zeta$] is the
molecular velocity, $n_{0}(2kT_{0}/m^{A})^{-3/2}(X_{0}^{\alpha}+\phi^{\alpha})E^{\alpha}$ is the velocity distribution function of the molecules
of gas $\alpha$ , where Ea ($\mathrm{Q}=(\hat{m}^{\alpha}/\pi)^{3/2}\exp(-\hat{m}^{\alpha}|\zeta|^{2})$ with $\hat{m}’=m^{\alpha}/m^{A}$ , and $d^{\alpha}$ $=d^{\alpha}/d^{A}$ . The molecular
number density, density, pressure, temperature, flow velocity, stress tensor, and heat-flow vector of gas $\alpha$
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are denoted, respectively, by $n_{0}(X_{0}^{\alpha}+N^{\alpha})$ , $n_{0}m^{A}(m\wedge\alpha X_{0}^{\alpha}+t\omega^{\alpha})$ , $p_{0}(X_{0}^{\alpha}+P^{\alpha})$ , $T_{0}(1+\tau^{\alpha})$ , $(2kT_{0}/m^{A})^{1/2}u_{i}^{\alpha}$ ,
$p_{0}(X_{0}^{\alpha}\delta_{ij}+P_{ij}^{\alpha})$ , and $p_{0}(2kT_{0}/m^{A})^{1/2}Q_{i}^{\alpha}$ , where $\delta_{ij}$ is Kronecker’s delta. Those of the mixture are denoted
by no (1+ IN), $n_{0}m^{A}( \sum_{\beta=A,B}\hat{m}’ X_{0}^{\beta}+\omega)$ , $\mathrm{p}\mathrm{o}(1+P)$ , $\mathrm{r}\mathrm{o}(1+\tau)$ , $(2kT_{0}/m^{A})^{1/2}u_{i}$ , $p_{0}(\delta_{ij}+P_{ij})$ , an $\mathrm{d}$
$p_{0}(2kT_{0}/m^{A})^{1/2}Q_{i}$ .
The linearized Boltzmann equation in the present case $(\partial/\partial t=\partial/\partial x_{3}=0)$ is written as [39-41]
$\zeta_{1}$ $\frac{\partial\phi^{\alpha}}{\partial x_{1}}+$ C2 $\frac{\partial\phi^{\alpha}}{\partial x_{\underline{?}}}=\sum_{\beta=A,B}K^{\beta\alpha}\tilde{L}^{\beta\alpha}(X_{0}^{\alpha}\phi^{\beta}, X_{0}^{\beta}\phi^{\alpha})$ , (1)
where $\tilde{L}^{\beta\alpha}$ is the linearized collision integral defined by
$\tilde{L}^{\beta\alpha}(f, g)=\frac{1}{4\sqrt{2\pi}}\int[f(\zeta_{*}’)-f(\zeta_{*})+g(\zeta’)-g(\zeta)]E^{\beta}(\zeta_{*})|e\cdot\hat{V}|d\Omega(e)d^{3}\zeta_{*}$ , (2)
with
$\zeta’=\zeta+\frac{\hat{\mu}^{\beta\alpha}}{\hat{m}^{\alpha}}(e\cdot\hat{V})$ e, $\zeta_{*}’=:_{*}-\frac{\hat{\mu}^{\beta\alpha}}{\hat{m}^{\beta}}(e\cdot\hat{V})$e, (3a)
$\hat{V}=\zeta_{*}-\zeta$ , $d^{3}\zeta_{*}=d\zeta_{*1}d\zeta_{*2}d(_{*3},$ (3b)
$K^{\beta\alpha}=( \frac{\hat{d}^{\alpha}+\hat{d}^{\beta}}{2})^{2}$ , $\hat{\mu}^{\beta\alpha}=\frac{2\hat{m}^{\alpha}\hat{m}^{\beta}}{\hat{m}^{\alpha}+\hat{m}^{\beta}}$ . (3c)
Here $e$ is a unit vector, $\langle$. the variable of integration corresponding to $\langle$ , and $d\Omega(e)$ the solid angle
element in the direction of $e$ . The integration in Eq. (2) is carried out over the whole space of $\zeta$. and
over the all directions of $e$ .
The diffuse reflection condition on the wall $(x_{1}=0)$ is written as
$/)’=c_{I}X_{0}^{\alpha}( \hat{m}^{\alpha}\zeta_{\mathrm{j}}^{2}-2)x_{2}-2(\pi\hat{m}^{\alpha})^{1/2}\int_{\zeta_{1}<0}\zeta_{1}\phi^{\alpha}E^{\alpha}d^{3}\zeta$ , $\zeta_{1}>0,$ (4a)
for problem I (thermal slip), and
$\phi^{\alpha}=-2(\pi \mathrm{i}’)$” $\int_{\zeta,<0}\zeta_{1}\phi^{\alpha}E^{\alpha}d^{3}\zeta$ , $\zeta_{1}>0,$ (4b)
for problem II (diffusion slip). Here $c_{I}$ is the dimensionless gradient of the wall temperature defined by
$c_{I}= \frac{\sqrt{\pi}}{2}\ell_{0}\frac{C_{I}}{T_{0}}$ .
Incidentally, for later use, we also define the dimensionless concentration gradient $c_{II}$ of gas A away from
the wall by
$c_{II}= \frac{\sqrt{\pi}}{2}\ell_{0}\tilde{c}_{II}^{A}$ .
The macroscopic variables Na, $\omega^{\alpha}$ , $u_{i}^{\alpha}$ , etc. of gas $\alpha$ are written in terms of 6’ as
$N^{\alpha}= \int$ $/’ E’ d^{3}\zeta$ ,
$\omega^{\alpha}=\hat{m}^{\alpha}/\phi^{\alpha}E^{\alpha}d^{3}\zeta(=\hat{m}^{\alpha}N^{\alpha})$ ,
$u_{i}^{\alpha}= \frac{1}{X_{0}^{\alpha}}\int$ ;i/” $E^{\alpha}d^{3}$’s,
$\tau^{\alpha}=\frac{2}{3}\frac{1}{X_{0}^{\alpha}}\int(\hat{m}^{\alpha}\zeta_{j}^{2}-\frac{3}{2})\phi^{\alpha}E^{\alpha}d^{3}\zeta$ , (5)




Here and henceforth, unless otherwise stated, the integration with respect to $\langle$ is performed over its whole












, $Q_{\mathrm{i}}= \sum_{\beta=A,B}[Q_{i}^{\beta}-\frac{5}{2}X_{0}^{\beta}(u_{i}-u_{i}^{\beta})]$ .
(6)
If we denote by ( $X_{0}^{\alpha}+$ xa) the concentration of gas $\alpha$ , $\chi^{\alpha}$ is expressed as
$\chi^{\alpha}=N^{\alpha}-X_{0}^{\alpha}N$ . (7)
Note that $\chi^{A}=-\chi^{B}$ because of the relations $N=N^{A}+N^{B}$ and $X_{0}^{A}+X_{0}^{B}=1.$
3 Preliminary Analysis
3.1 Asymptotic solution away from the wall
Let us consider the function
$\phi_{asy}^{\alpha}=X_{0}^{\alpha}[(\hat{m}^{\alpha}\zeta^{2}-\frac{5}{2})x_{2}+2\hat{m}^{\alpha}b_{I}\zeta_{2}-\zeta_{2}A^{\alpha}(\zeta)]$ , (8a)
for problem I and
$\phi_{\alpha\epsilon y}^{\alpha}=(\delta_{\alpha A}-\delta_{\alpha B})x_{2}+2\hat{m}^{\alpha}X_{0}^{\alpha}bIJ$ $\zeta_{2}-X_{0}^{\alpha}\zeta_{2}[D^{(A)}’(\zeta)-D^{(B)\alpha}(\zeta)]$, (8b)
for problem $\mathrm{I}\mathrm{I}$ , where $\langle$ $=|$ (; $|=\sqrt{\zeta_{j}^{2}}$, $\delta_{AA}=\delta_{BB}=1$ and $\delta_{AB}=\delta_{BA}=0.$ Here $b_{I}$ and $b_{II}$ are










The function $l_{asy}^{\alpha}$ satisfies the Boltzmann equation (1). The corresponding macroscopic variables
take the following form: for $\_{asy}^{\alpha}$ in Eq. (8a),
$N^{\alpha}=-X_{0}^{\alpha}x_{2}$ , $\omega^{\alpha}=-" X_{0}^{\alpha}x_{2}$ , $\tau^{\alpha}=x_{2}$ , $\chi^{\alpha}=P^{\alpha}=P_{\dot{\iota}j}^{\alpha}=0,$
$u_{\dot{l}}^{\alpha}=(b_{I}-\hat{D}_{T\alpha})\delta:2$ , $Q_{i}^{\alpha}=-\hat{\lambda}^{\alpha\prime}X_{0}^{\alpha}\delta:2$,
$N=-x_{2}$ , $\omega=-(\mathrm{r}\wedge AX_{0}^{A} + \mathrm{r}\hat{m}^{B}X_{0}^{B})x_{2}$, $\tau=x_{\sim}$,, $P=P_{\dot{|}j}=0,$ (10a)
$u:=b_{I}\delta_{i2}$ , $Q_{:}=-[ \hat{\lambda}’+\frac{5}{2}(X_{0}^{A}\hat{D}_{TA}1X_{0}^{B}\hat{D}_{TB})]\delta_{i2}$ ,
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and for $\mathit{7}_{asy}^{\alpha}$ in Eq. (8b),
$N^{\alpha}=P^{\alpha}=\chi^{\alpha}=(\delta_{\alpha A}-\delta_{\alpha B})x_{2}$, $\omega^{\alpha}=\hat{m}$’ $(\delta_{\alpha A}-\delta_{\alpha B})_{X^{\iota}\underline{)}}$ , $\tau^{\alpha}=0,$
$u_{i}^{\alpha}=call$ $-\hat{\Delta}_{\alpha A}+\hat{\Delta}_{\alpha B})\delta_{i2}$ , $P_{ij}^{\alpha}=(\delta_{\alpha A}-\delta_{\alpha B})x_{2}\delta_{ij}$ , $Q_{i}^{\alpha}=-X_{0}^{\alpha}(\hat{\Gamma}_{D}^{(A)\alpha}-\hat{\Gamma}\mathrm{p} \rangle,)\delta_{i2}$ ,
$\omega$ $=$ $(\hat{m}^{A}-\hat{m}^{B})x_{2}$ , $N=P=\tau=P_{ij}=0,$ $u_{i}=b_{II}\delta;2$ , $10\mathrm{b})$
$Q_{i}=-$ $[( \hat{D}_{TA}-\hat{D}_{TB})+\frac{5}{2}\sum_{\beta=A,B}X_{0}^{\beta}(\hat{\Delta}_{\beta A}-\hat{\Delta}_{\beta B})]\delta_{i2}$ .
Here $\hat{\lambda}^{\alpha l},\hat{\Delta}_{\alpha}ly$ , $\hat{D}_{T\alpha},\hat{\Gamma}_{D}^{(\alpha}$)’, and $\hat{\lambda}’$ are functions of $X_{0}^{A}$ , $\hat{m}^{B}$ , and $d^{B}$ and are related to the transport
coefficients (see the Appendix $\mathrm{A}$).
It is seen from the form of $P$ , $\tau$ , and $\chi^{\alpha}$ in Eq. (1Oa) that $l_{asy}^{\alpha}$ of (8a) multiplied by $c_{I}$ is the solution
describing the state at infinity of problem I. Similarly, it is seen from the form of $P$ , $\tau$ , and $\chi^{\alpha}$ in Eq. (1Ob)
that $\mathit{7}_{a\epsilon y}^{\alpha}$ of (8b) multiplied by $c_{II}$ is the solution describing the state at infinity of problem $\mathrm{I}\mathrm{I}$ .
The asymptotic solution $c_{I}\phi_{a\epsilon y}^{\alpha}$ or $c_{II}\phi_{asy}^{\alpha}$ is seen to represent the state of the mixture described by
the fluid-dynamic equation. Therefore we call $c_{I}\phi_{asy}^{\alpha}$ or $c_{II}\phi_{a\epsilon y}^{\alpha}$ the fluid-dynamic solution.
3.2 Knudsen-layer problems
Let us now seek the solution of problems I and $\mathrm{n}$ in the form
$\phi^{\alpha}=c$ [ $\phi_{a\epsilon y}^{\alpha}+\phi_{K}^{\alpha}$ ( $x_{1}$ , $\zeta$i)]: (11)
where $c=c_{I}$ for problem I and $c=cIT$ for problem $\mathrm{I}\mathrm{I}$ . Substituting Eq. (11) into Eqs. (1) and (4a) or
(4b) and taking into account that $\phi_{a\epsilon y}^{\alpha}$ satisfies the condition at infinity, we obtain the following equation
and boundary condition for $\}_{K}^{\alpha}$ :
$\zeta_{1}\frac{\partial\phi_{K}^{\alpha}}{\partial x_{1}}=\sum_{\beta=A,B}K^{\beta\alpha}\tilde{L}^{\beta\alpha}(X_{0}^{\alpha}\phi_{K}^{\beta}, X_{0}^{\beta}\phi_{K}^{\alpha})$ , (12)
$\phi_{K}^{\alpha}=-2\hat{m}^{\alpha}X_{0}^{\alpha}b_{I}\zeta_{2}+X_{0}^{\alpha}(_{2}A’((’)$ $-2( \pi\hat{m}^{\alpha})^{1/2}\int_{\zeta_{1}<0}\zeta_{1}\phi_{K}^{\alpha}E^{\alpha}d^{3}\zeta$,
$\zeta_{1}>0,$ $x_{1}=0$ (problem $\mathrm{I}$), (13a)
$\phi_{K}^{\alpha}=-2\hat{m}^{\alpha}X_{0}^{\alpha}b_{II}\zeta_{2}+X_{0}^{\alpha}(_{\sim}9[D^{(A)\alpha}(\zeta)-D^{(B)\alpha}(\zeta)]-2(\pi\hat{m}^{\alpha})^{1/2}\int_{\zeta_{1}<0}\zeta_{1}\phi_{K}^{\alpha}E^{\alpha}d^{8}\zeta$ ,
$\zeta_{1}>0,$ $x_{1}=0$ (problem $\mathrm{I}\mathrm{I}$) , (13b)
$\phi_{K}^{\alpha}arrow 0,$ as $x_{1}arrow\infty$ . (14)
We call the half-space problem (12), (13a), and (14) the Knudsen-layer problem for the thermal slip
and the problem (12), (13b), and (14) that for the diffusion slip. For each problem, there is a unique
solution 77 if and only if the constant $b_{I}$ or $b_{II}$ takes a special value, and 3% decays exponentially as
$x_{1}arrow\infty$ . This is a consequence of the existence and uniqueness theorem for the Knudsen-layer problem
for a binary mixture of hard-sphere gases, which was proved recently in Ref. [43]. The theorem is the
extension of that for a single-component gas first conjectured by $\mathrm{G}\mathrm{r}\mathrm{a}\mathrm{d}[44]$ and proved later for various
molecular models [45-49]. In this way the constants $b_{I}$ and $b_{II}$ in the fluid-dynamic solutions, $c_{I}\phi_{asy}^{\alpha}$
and $c_{II}\phi_{a\epsilon y}^{\alpha}$ , are determined by the analysis of the Knudsen-layer problem. It is seen from the expression
of $u_{i}$ in Eqs. (1Oa) and (1Ob) that $b_{I}$ or $b_{II}$ is the flow velocity of the mixture away from the wall when
$c_{I}=1$ or $c_{II}=1.$
Since $\hat{m}’=\hat{d}^{A}=1$ and $X_{0}^{A}+X\mathit{7}$ $=1,$ both problems are characterized by the three parameters,
$\hat{m}^{B}$ (or $m^{B}/m^{A}$ ), $\hat{d}^{B}$ (or $d^{B}/d^{A}$), $X_{0}^{A}$ .
Multiplying Eq. (12) by $\hat{r}$ ’ $r_{2}$’E’ for $\alpha=A,$ $B$ , adding the resulting equations, and taking into account
the condition (14), one obtains the relation
$\sum_{\beta=A,B}\hat{m}^{\beta}\int\zeta_{1}\zeta_{2}\phi_{K}^{\beta}E^{\beta}d^{3}\zeta=0.$ (15)
This is the momentum conservation law in the $x_{2}$-direction.
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3.3 Similarity solution and macroscopic variables
Let us assume that $5_{K}^{\alpha}$ is of the form
$\phi_{K}^{\alpha}=(\zeta_{2}/\zeta_{\rho})\Phi^{\alpha}(x_{1}, \zeta_{1}, \zeta_{\rho})$ , (16)
where $\zeta_{\rho}=\sqrt{\zeta_{2}^{2}+\zeta_{3}^{2}}$ . This $3\mathrm{g}$ is compatible with Eqs. (12)-(14), which can be seen by using th$\mathrm{e}$
spherical symmetry [4] of the collision operator $\tilde{L}^{\beta\alpha}$ . Therefore, using the notations
$V^{\alpha}(x_{1}, \zeta_{1}, \zeta_{\rho})=D’(x_{1}, \zeta_{1}, \zeta_{\rho})E’$, (17a)
$\tilde{\mathcal{L}}^{\beta\alpha}(\Psi^{\beta}, \Psi^{\alpha})=(\zeta_{\rho}/\zeta_{2})\tilde{L}^{\beta\alpha}(\frac{\zeta_{2}}{(_{\rho}}\Phi^{\beta},KD^{\alpha})\mathit{8}E^{\alpha}$ , (17b)
we can transform the boundary-value problem (12)-(14) for $\phi_{K}^{\alpha}$ into that for $\Psi$’:
$\zeta_{1}$
$\frac{\partial\Psi^{\alpha}}{\partial x_{1}}=\sum_{\beta=A,B}K^{\beta\alpha}\tilde{\mathcal{L}}^{\beta\alpha}$
$(X_{0}^{\alpha}\Psi’, X_{0}^{\beta}\Psi^{\alpha})$ , (18)
$\Psi^{\alpha}=X_{0}^{\alpha}\zeta_{\rho}(-2\hat{m}^{\alpha}b_{I}+A^{\alpha})E^{\alpha}$, $\zeta_{1}>0,$ $x_{1}=0$ (problem $\mathrm{I}$), (19a)
$\Psi^{\alpha}=X_{0}^{\alpha}\zeta_{\rho}(-2\hat{m}^{\alpha}b_{II}+D^{(A)\alpha}-D^{(B)\alpha})E^{\alpha}$ , $\zeta_{1}>0,$ $x_{1}=0$ (problem $\mathrm{I}\mathrm{I}$), (19b)
$\Psi^{\alpha}arrow 0,$ as $x_{1}arrow\infty$ . (20)
Note that Ea, $A^{\alpha}$ , and $D^{(\beta)\alpha}$ are now the functions of $\zeta_{1}$ and $\zeta$, because $\langle$ $=|\zeta|=(\zeta_{1}^{2}+\zeta_{\rho}^{2})^{1/2}$ . Following
the transformation by $\mathrm{G}\mathrm{r}\mathrm{a}\mathrm{d}[50]$ for a single-component gas, one can derive the expression of $\tilde{\mathcal{L}}^{\beta\alpha}$ in terms
of integral kernels. That is,
$\tilde{\mathcal{L}}$” $(f, g)=\overline{\mathcal{L}}_{1}^{\beta\alpha}(f)+\tilde{\mathcal{L}}_{2}^{\beta\alpha}(g)-\tilde{\mathcal{L}}_{3}^{\beta\alpha}(f)-\nu^{\beta}(\zeta)g$ , (21)
with
$\tilde{\mathcal{L}}$j’ $(f)=E^{\alpha} \int_{0}^{\infty}d\xi_{\rho}\int_{-\infty}^{\infty}d\xi_{1}\mathcal{K}_{J}^{\beta\alpha}(\xi_{1}, \xi_{\rho}, \zeta_{1}, \zeta_{\rho})f(\xi_{1}, \xi_{\rho})$ $(J=1,2,3)$ , (22)
$E^{\alpha}$ , $\zeta_{\rho}$ $\zeta
mathcal{L}\sim\beta\alph $
$\tilde{\mathcal{L}}^{\beta\alpha}(f, g)=\overline{\mathcal{L}}_{1}^{\beta\alpha}(f)+\ ilde{\mathcal{L}}_{2}^{\beta\alpha}(g)-\tilde{\mathcal{L}}_{3}^{\beta\ }(f)-\nu^{\beta}(\zeta)$ g,
$\tilde{\mathcal{L}}_{J}^{\bet \alpha}(f)=E alpha}\int_{0}^{\infty}d\xi_{\rho}\int_{-\infty}^{\infty}d\xi_{1}\mathcal K}_{J}^{\beta\alpha}(\xi_{1}, \xi_{\rho}, \zeta_{1}, \zeta_{\rho xi_{1}, \xi_{\rho})$
$\nu^{\alpha}(\zeta)=\frac{1}{2\sqrt{2}}\{$ $\frac{1}{\sqrt{\hat{m}^{\alpha}}}\exp(-\hat{m}^{\alpha}(^{2})+(2\zeta+\frac{1}{\hat{m}^{\alpha}\zeta})\int_{0}^{\sqrt{\hat{m}^{\alpha}}\zeta}\exp(-y^{2})dy)$. (23)
The explicit form of integral kernels $\mathcal{K}_{J}^{\beta\alpha}$ $(J=1,2, 3)$ is given in the Appendix B.
Substituting Eq. (11) with the similarity solution (16) [and (17a)] into Eqs. $(5)-(7)$ , we have the
following expression for the macroscopic variables: for problem $\mathrm{I}$,
$N^{\alpha}=-c_{I}X_{0}^{\alpha}x_{2}$ , $\omega^{\alpha}=-c_{I}\hat{m}^{\alpha}X_{0}^{\alpha}x_{2}$ , $\tau^{\alpha}=\mathrm{c}_{I}x_{2}$ , $\chi^{\alpha}=P^{\alpha}=0,$
$u_{i}^{\alpha}=c_{I}(b_{I}-\hat{D}_{T\alpha}+U^{\alpha})\delta_{i2}$ , $P_{ij}^{\alpha}=c_{I}S^{\alpha}(\delta_{i1}\delta_{j\underline{?}}+\delta_{i2}\delta_{j1})$ , $Q_{i}^{\alpha}=c_{I}(-\hat{\lambda}^{\alpha},X_{0}^{\alpha}+H^{\alpha})\delta_{i2}$ ,
$N=$ $\mathrm{c}/\mathrm{x}2$ , $\omega=-c_{l}(\hat{m}^{A}X_{0}^{A}+\hat{r}B\mathrm{m}\mathrm{B})\mathrm{x}2$, $\tau=c_{I}x_{2}$ , $P=0,$ (24a)
$u_{i}=c_{I}(b_{I}+U)\delta_{i2}$ , $P_{ij}=c_{I}(S^{A}+S^{B})(\delta_{i1}\delta_{j2}+\delta:2\delta_{j1})$ ,
$Q_{i}=c_{I}$ $(- \hat{\lambda}’-\frac{5}{2}(X_{0}^{A}\hat{D}_{TA}+X_{0}^{B}\hat{D}_{TB})+H)$ $\delta_{i2}$ ,
and for problem $\mathrm{I}\mathrm{I}$ ,
$N^{\alpha}=P^{\alpha}=)(’=c_{tt}(\delta_{\alpha A}-\delta_{\alpha B})x_{2}, \omega^{\alpha}=c_{II}\hat{m}^{\alpha}(\delta_{\alpha A}-\delta_{\alpha B})x_{2}$ , $\tau^{\alpha}=0,$
$u^{\alpha}\dot{.}=c_{II}(b_{II}-\hat{\Delta}_{\alpha A}+\hat{\Delta}_{\alpha B}+U^{\alpha})\delta_{i2}$ , $P_{j}^{\alpha}\dot{.}=c_{JI}[(\delta_{\alpha A}-\delta_{\alpha B})x_{2}\delta_{*j}.+\mathrm{S}^{\alpha}(\delta_{1}\dot{.}\delta_{j2}+\delta_{2}\dot{.}\delta_{j1})]$ ,
$Q_{i}^{\alpha}=c_{II}[-X_{0}^{\alpha}(\hat{\Gamma}_{D}^{(A)\alpha}-\hat{\Gamma})^{B\rangle\alpha})+H^{\alpha}]\delta_{i2}$ ,
$N=P=\tau=0,$ $\omega=c_{\Pi}(\hat{m}^{A}-\hat{m}^{B})x_{2}$ , $u_{i}=crr(b_{II}+U)\delta:2$ , (24b)
$P_{\dot{\mathit{3}}}\dot{.}=c_{II}(S^{A}+\mathrm{S}^{B})(\delta:1\delta_{\mathrm{j}2}+\delta_{2}\dot{.}\delta_{j1})$ ,
$Q_{:}=c_{II}$ $(-(\hat{D}_{TA}-\hat{D}_{TB})$









$H^{\alpha}(x_{1})= \pi \mathit{1}_{0}" 7_{-\infty}\infty\zeta_{\rho}^{2}(\hat{m}^{\alpha}(\zeta_{1}^{2}+\zeta_{\rho}^{2})-\frac{5}{2}$) $\Psi^{\alpha}d\zeta_{1}d\zeta_{\rho}$ , $(25\mathrm{d})$
$H(x_{1})=\beta 1_{B}$
$(H^{\beta}+ \frac{5}{2}X_{0}^{\beta}(U^{\beta}-U))$ . $(25\mathrm{e})$
The functions $U^{\alpha}$ , $U$ , $S^{\alpha}$ , $H^{a}$ , and $H$ , which we call the Knudsen-layer functions, decay exponentially as
$x_{1}arrow i$ $\infty$ . In Eqs. (24a) and (24b), they appear only in the $x_{2}$-component of flow velocities $u_{2}^{\alpha}$ and $u_{2}$ , in
that of heat-flow vectors $Q_{2}^{\alpha}$ and $Q_{2}$ , and in the $x_{1}x_{2}$-component of stress tensors PS (or $P_{21}^{\alpha}$ ) and $P_{12}$
(or $P_{21}$ ). On the other hand, from the relation (15) we find
$S^{A}+S^{B}=0,$ (26)
so that the Knudsen-layer function does not appear in the stress tensor $P_{ij}$ of the mixture. The property
(26) is used as a measure of accuracy of the numerical solution later. In summary, except $u_{-}^{\alpha},$ , $u_{2}$ , $Q_{2}^{\alpha}$ , $Q_{2}$ ,
and $P_{1}^{\alpha_{\underline{9}}}$ (or $P_{21}^{\alpha}$ ), the macroscopic variables are expressed only by the fiu$\mathrm{i}\mathrm{d}$-dynamic solution: Eq. (1Oa)
multiplied by $c_{I}$ or Eq. (1Ob) by $c_{II}$ .
As is mentioned in Sec. 3.2, $b_{I}c_{I}$ and $b_{II}c_{II}$ are the flow velocity of the mixture away from the wall.
On the other hand, the expression of $u$: in Eqs. (24a) and (24b) shows that, if the Knudsen-layer function
is neglected, the flow velocity of the mixture on the wall $(x_{1}=0)$ is also given by
$u_{2}=b_{I}c_{I}=b_{l}( \frac{d\tau}{dx_{2}})$ , for problem $\mathrm{I}$ ,
(27)
$u_{2}=b_{II}c_{II}=b_{II}( \frac{d\chi A}{dx_{2}})$ , for problem $\mathrm{I}\mathrm{I}$ .
This means that the flow velocity of the fluid-dynamic solution is subject to the slip on the wall caused
by the temperature or concentration gradient. From this point of view, the constant $b_{I}$ is called the
coefficient of thermal slip and $b_{tt}$ the coefficient of diffusion slip.
4 Numerical Analysis
4.1 Plan of computation
As is mentioned in the first paragraph in Sec. 3.2, the reduced boundary-value problem (18)-(20) has
a solution if and only if the undetermined constant $b$ takes a special value, where $b=b_{I}$ for problem I
and $b=b_{II}$ for problem $\mathrm{I}\mathrm{I}$ . A straightforward way to solve the problem is to repeat computation with
different $b$ until a solution satisfying the condition (20) is obtained. However, since such a method is
generally inefficient, we adopt the method devised in Ref. [16].
Consider the function
$\tilde{\Psi}$’
$(x_{1}, \zeta_{1}, \zeta_{\rho})=$ I $\alpha(x_{1}, \zeta_{1}, \zeta_{\rho})+2\hat{m}^{\alpha}X_{0}^{\alpha}\delta\zeta_{\rho}E^{\alpha}$ , (28)
where $\delta$ is an undetermined constant. Since the second term on the right is a solution of Eq. (18), $\Psi$’
also satisfies Eq. (18):
$\zeta_{1}$
$\frac{\partial\tilde{\Psi}^{\alpha}}{\partial x_{1}}=\sum_{\beta=A,B}K^{\beta\alpha}\tilde{\mathcal{L}}^{\beta\alpha}(X_{0}^{\alpha}\tilde{\Psi}^{\beta}, X_{0}^{\beta}\tilde{\Psi}^{\alpha})$. (29)
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The boundary condition for $\Psi$’ on the wall is obtained from Eqs. (19a) and (19b) with (28) as
$\tilde{\Psi}’=X_{0}^{\alpha}$(;
$\rho$
$(-2rm\wedge’ b_{\mathit{1}*}+A^{\alpha})E^{\alpha}$ , $\zeta_{1}>0,$ $x_{1}=0,$ for problem $\mathrm{I}$ , (30a)
$\tilde{\Psi}$F’ $=X_{0}^{\alpha}(_{\rho}(-2\hat{m}^{\alpha}b_{II*}+D^{(A)\alpha}-D^{(B)\alpha})E’$, $\zeta_{1}>0,$ $x_{1}=0,$ for problem $\mathrm{I}\mathrm{I}$ , (30b)
where
$b_{I*}=b_{I}-\delta$, $b_{II*}=b_{tt}-\delta$. (31)
Since $\Psi$’ decays exponentially (see the first paragraph in Sec. 3.2), it is negligible at a distance large
enough, say at $x_{1}=d.$ Consequently $\tilde{\Psi}$’ at $x_{1}=d$ can be written as
$\Psi^{\alpha}(d, \zeta_{1}, \zeta_{\rho})=2\hat{m}^{\alpha}X_{0}^{\alpha}\delta\zeta_{\rho}E^{\alpha}$ . (32)
The corresponding flow velocity $U(x_{1})$ of the mixture, which is defined by Eq. (25b) [with (25a)] with
?’ replaced by $\tilde{\Psi}^{\alpha}$ , takes the value $\delta$ :
$\tilde{U}(d)$ $=\delta$. (33)
Because of Eq. (32), $l^{l}$’ satisfies the reflection condition at $x_{1}=d:$
$\overline{\Psi}$’
$(d, \zeta_{1}, \zeta_{\rho})=\tilde{\Psi}$’ $(d, -\zeta_{1}, \zeta_{\rho})$ . (34)
We solve the boundary-value problem (29), (30a) [or (30b)], and (34) for a given $b_{I*}$ (or $b_{II*}$ ), instead
of solving the original problem (18)-(20) directly. Once $\tilde{\Psi}^{\alpha}$ is obtained, a is determined by Eq. (33).
Then, $\Psi^{\alpha}$ and $b_{I}$ (or $b_{II}$ ) are obtained from Eqs. (28) and (31).
4.2 finite-difference scheme
Because of the factor $E^{\alpha}$ [see Eqs. (16) and (28)], $\Psi^{\alpha}$ is expected to decay rapidly as $|(_{1}’$ $|$ or $\zeta$, tends
to $\infty$ . Thus in the actual computation we restrict the regions of $\zeta_{1}$ and $\zeta_{\rho}$ to finite ones. That is, for
a proper choice of $Z_{1}^{\alpha}(>0)$ and $Z_{\rho}^{\alpha}(>0)$ , we carry out the numerical computation for IF’ in the region
$0\leq x_{1}\leq d$ , $-Z_{1}^{\alpha}\leq(_{1}\leq Z_{1}^{\alpha}$ , and $0\leq\zeta_{\rho}\leq Z_{\rho}^{\alpha}$ . The regions of $x_{1}$ , $\zeta_{1}$ , and $\zeta_{\rho}$ are divided into $Nx$ , $4N_{1}$ ,
and $2N_{\rho}$ intervals in the following way:
$0=xs\mathit{0})$ $<x_{1}^{(1)}<\cdots<x_{1}^{(N_{a})}=d,$
$-Z_{1}^{\alpha}=\zeta_{1}^{\alpha(-2N_{1})}<\zeta_{1}^{\alpha(-2N_{1}+1)}<\cdots<\zeta_{1}^{\alpha(0)}(=0)<\zeta_{1}^{\alpha(1)}<\cdots<\zeta_{1}^{\alpha(2N_{1})}=Z_{1}^{\alpha}$,
$0=\zeta_{\rho}^{\alpha(0)}<(_{\rho}^{\alpha(1)}<\cdot$ . . $<\zeta_{\rho}^{\alpha}(2N_{\rho})$ $=Z_{\rho}^{\alpha}$ .
Here, $Z_{1}^{\alpha}$ and $Z_{\rho}^{\alpha}$ are taken to be $Z_{1}^{\alpha}=Z_{1}/i$ and $Z_{\rho}^{\alpha}=Z_{\rho}/\sqrt{\hat{m}^{\alpha}}$ with $Z_{1}$ and $Z_{\rho}$ being constants
common to $\Psi^{A}$ and $\Psi^{B}$ . For the later convenience, chiefly for the computation of collision integrals,
the lattice points of $\zeta_{1}$ are chosen to be symmetric with respect to $\zeta_{1}=0,$ i.e., $\zeta_{1}^{\alpha \mathrm{C}7)}=-\zeta_{1}^{\alpha(-j)}$ . We
denote the value of a physical quantity at a lattice point by attaching the subscript label corresponding to
the point, e.g. , $\Psi\sim\alpha$( $i$ ,j,yc)
$=\tilde{\Psi}$’ $(x_{1}^{(i)}, \mathrm{S}_{1}^{\alpha(j)}, \zeta_{\rho}^{\alpha(k)})$ . For steady and spatially one-dimensional problems, it is
known that the velocity distribution function is, in general, discontinuous at $\zeta_{1}=0$ on the wall $(x_{1}=0)$
(see, for instance, Ref. [51]). Thus $\tilde{\Psi}^{\alpha}$ has two limiting values $\tilde{\Psi}$’ $(0, \pm 0, \zeta_{\rho})$ on the wall. Taking it into
account, we prepare two sets of values $\tilde{\Psi}_{(0.\pm 0.k}^{\alpha}$) for the lattice point $(0, 0, \zeta_{\rho}^{\alpha(k)})$ in the computation.
We obtain the discrete solution $\tilde{\Psi}$Q,j,k) as the limit of the sequence $\{\tilde{\Psi}_{(i,j,k)}^{\alpha(n)}\}$ $(n=0,1,2, \ldots)$ can
structed by the iteration using the following finite difference scheme for Eq. (29):
$\zeta_{1}^{\alpha(j)}\nabla_{ijk}\tilde{\Psi}^{\alpha(n+1)}=-\tilde{\nu}_{(j}^{\alpha}$
, $k.\mathrm{F}$
$\alpha$(l(, $73^{)}+C_{(\dot{\cdot},j,k)}^{\alpha(n)}$ , (35)
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where $\nabla_{ijk}$ corresponds to $\partial/\partial x_{1}$ , and $\tilde{\nu}_{(j,k)}^{\alpha}$ and $c_{(i,j,karrow)}^{\alpha(n)}$ are defined as
$\tilde{\nu}_{(j}^{\alpha}$,




$C_{(i,j,k)}^{B(n)}=[K^{BB}X_{0}^{B} (\tilde{\mathcal{L}}_{1}^{BB}+\tilde{\mathcal{L}}\mathrm{w} B-\tilde{\mathcal{L}}_{3}^{BB})+K^{AB}X0A\tilde{\mathcal{L}}:B]$ $(\tilde{\Psi}^{B(n)})_{(:,j,k)}$
$+K^{AB}X_{0}^{B}(\tilde{\mathcal{L}}_{1}^{AB}-\tilde{\mathcal{L}}_{3}^{AB})(\tilde{\Psi}^{A(n)})_{(i,j,k\rangle}$ . (36c)
For $\nabla_{ijk}$ , the following formulas are used: for $1\leq j\leq 2N_{1}$ ,
$\nabla_{\mathrm{j}k}\dot{.}$ :a(n) $=\{$
$(\tilde{\Psi}_{(1,j,k)}^{\alpha(n)}-\tilde{\Psi}\mathrm{E},2_{k)}^{)}’)/h_{1}$ $(i=1)$ ,
$w_{0}(h_{-1}, h:)\tilde{\Psi}\mathrm{M}_{j,k)}^{(n)},-w7_{1}(h_{i-1}, h_{i})\tilde{\Psi}_{(i-1,j,k)}^{\alpha(n)}+$ w72 $(h_{i-1}, h_{i})\overline{\Psi}\mathrm{m}(n-2,j,k)$ $(2\leq i\leq N_{x})$ ,
(37a)
and for $-2N1\leq j\leq 0,$
$\nabla_{ijk}\tilde{\Psi}^{\alpha(n)}$
$=\{$
$(2 \tilde{\Psi}_{(N_{*},\mathrm{j},k)}\alpha(n)-\frac{3}{2}\tilde{\Psi}\mathrm{r}_{N_{\Phi}-1,\mathrm{j},k)}(n\}-\mathit{2}^{\tilde{\Psi}}:_{N_{a}-1,-}(n)j,k))/h_{N_{*}}$ $(i=N_{x}-1)$ ,
$-w_{2}(h_{i}+2, h:+1)\tilde{\Psi}_{(\dot{l}+2,j,k)}^{\alpha(n)}+w_{1}(h_{i+2}, h_{i\mathrm{t}1})\tilde{\Psi}_{(i+1,j,k)}^{\alpha(n)}-w_{0}$(h&+2, $h:+1$ ) $\tilde{\Psi}_{(\dot{\iota},j,k)}^{\alpha(n)}$ $(0\leq i\leq N_{x}-2)$ ,
(37b)
where
$h_{:}=x_{1}^{(}’-x_{1}^{(\dot{\cdot}-}$’ , $llJ_{0}(a, b)= \frac{a+2b}{b(a+b)}$ , $wtJ_{1}(a, b)= \frac{a+b}{ab}$ , $w \mathrm{I}2(a,b)=\frac{b}{a(a+b)}$ . (38)
The terms $c_{(i,j,k)}^{\alpha(n)}$ are computed by the numerical kernel method first proposed in Ref. [27] for a
single-component gas. The details of the method is given in Sec. 4.3. The functions $A^{\alpha}$ and $D^{(\beta)\alpha}$ , which
are the solutions of Eqs. (9a) and (9b), appear in the boundary conditions (30a) and (30b). In the present
work, we use their accurate numerical data obtained in Ref. [42] for arbitrary values of $X_{0}^{A}$ for a binary
mixture of hard-sphere gases.
The solution procedure is as follows. Start with appropriate initial data $\overline{\Psi}_{(i,j,k)}^{\alpha(0)}$ and $b_{*}$ . Suppose that
$\tilde{\Psi}_{(,\mathrm{j},k)}^{\alpha(n)}$ is known. Then $\tilde{\Psi}\mathrm{o}^{(}\mathrm{n}$, $1_{)}1$
) is computed by the following process.
(i) Compute $C_{(\dot{\iota},j,k)}^{\alpha(n)}$. using $\tilde{\Psi}_{(\dot{l},j,k)}^{A(n)}$ and $\tilde{\Psi}_{(i,j,k\rangle}^{B(n)}$ .
(ii) Using the boundary condition (30a) [or (30b)], compute $\overline{\Psi}$! $\alpha("+1)(ik)$ ( $1\leq j\leq$ 2N{) from $i=1$ to $N_{x}$
successively by Eq. (35) with (37a).
(iii) Compute $\overline{\Psi}$f $\alpha(n+(N_{l},j’)$ $(-1 \geq j\geq-27\mathrm{S}_{1})$ using the boundary condition (34). Since the lattice points
of $\zeta_{1}$ is symmetric with respect to $\zeta_{1}=0,\tilde{\Psi}7\mathrm{L}$$n+1\#’ j$,2) is given by $\Psi\sim\alpha(\mathrm{n}^{+1}(N,j,))$ $=\tilde{\Psi}\mathrm{o}_{N}^{\mathrm{t}}\mathrm{n}^{+}$, $1_{j,k)}^{)}$ .
(iv) Compute $\overline{\Psi}_{(\dot{|}}^{\alpha(n_{k}^{+}}$, )1) $(-1\geq j\geq 2\mathrm{N}\{)$ from $i=N_{x}-1$ to 0 successively by Eq. (35) with (37b),
using the data $\tilde{\Psi}\mathrm{T}\mathrm{A}_{oe}^{n+1)},\mathrm{j},k$) obtained in (iii).
(v) Compute $\overline{\Psi}$! $\alpha(n+1(0,-0,))$ and $\tilde{\Psi}$f $\alpha(n+1)(i,0,k)(i=1, \ldots, N_{x})$ by Eq. (35) with $\zeta_{1}^{(j)}=0.$ Compute $\overline{\Psi}_{(0,+0,k)}^{\alpha(n+1)}$ by
the boundary condition (30a) [or (30b)].
We repeat steps $(\mathrm{i})-(\mathrm{v})$ for $n=0,1,2$, $\ldots$ until $\tilde{\Psi}_{(i,g}^{\alpha(}$i)
$k$ ) converges. Then $\Psi_{(\dot{\mathrm{a}},j,k)}^{\alpha}$ and $b$ are obtained by
Eqs. (28) and (31) with Eq. (33). The Knudsen-layer functions are obtained from the (discrete) solution
by the integrations [Eqs. $(25\mathrm{a})-(25\mathrm{d})$ ] using Simpson’s formula.
In the actual computation, we repeat the above process with new $b$ as $b_{*}$ in order to reduce the errors
coming from the second term on the right-hand side of Eq. (28).
$\Psi-\alpha n+1)(i,j,k)(1\leq j\leq 2N_{1})$ ff
$\Psi-\alpha(n+1)(N_{l},j,k)(-1\geq j\geq-2N_{1})$
}=0,\tilde{\Psi}_{(N_{t},j,k)}^{\alpha(n+1)}$ Psi\sim\alpha(n+1)(N_{x} j,k)=\t de{ Psi} (N_{*},-j,k)}^{\alpha(n+1
$\Psi-\alpha(,,n+1)(\dot{|}\dot{\tau},k)(-1\geq j\geq 2\ athrm{N}\{)$ successi
Psi\sim lpha(n+1)(N_{ },\mathrm{j}, )$






4.3 Numerical kernel method
In order to obtain $c_{(i,j,k)}^{\alpha(n)}$ , we have to carry out the complicated five-fold integration$\mathrm{s}$ numerically, which
requires heavy computation. In Ref. [27], an accurate and efficient method for the computation of collision
integrals was proposed for a single-component gas. We apply this method to the computation of $c_{(i,j,k)}^{\alpha(n)}$ .
We first introduce the following piecewise quadratic functions $B_{l,m}^{\alpha\pm}(\zeta_{1}, ;_{\rho})$ of $\zeta_{1}$ and $\zeta_{\rho}$ , localized around
the lattice point $(\zeta_{1}^{\alpha(l)}, \zeta_{\rho}^{\alpha(m)})$ :
$B_{l,m}^{\alpha\pm}(\zeta_{1}, ;_{\rho})$ $=Y_{l}^{\alpha\zeta_{1}}(\zeta_{1})\chi_{[0,Z_{1}^{\alpha}]}(\pm\zeta_{1})Y_{m}^{\alpha\zeta_{\rho}}(\zeta_{\rho})\chi_{[0,Z_{\rho}^{\alpha}]}(\zeta_{\rho})$ , (39)
where $\mathrm{Y}_{l}^{\alpha\approx}(y)$ with $y$ $=\zeta 1,$ $\zeta_{\rho}$ and $z=(_{1},$ $\zeta_{\rho}$ are defined by
$\mathrm{Y}_{2m}^{\alpha z}(y)=\{$
$\frac{(y-z^{\alpha(2m+2)})(y-z^{\alpha(2m+1)})}{(z^{\alpha(2m)}-z^{\alpha(2m+’)})(z^{\alpha(2m)}-z^{\alpha(2m+1)})}$., for $z^{\alpha(2m)}<y<z^{\alpha(2m+}2$ ) ,
$(y-z^{\mathrm{a}(2m-2)})(y-z^{\mathrm{a}(2m-1)})$
$\overline{(z^{\alpha(2m)}-z^{\alpha(2m-2)})(z^{\alpha(2m)}-z^{\alpha(2m-1)})}$




$\frac{(y-z^{\alpha(2m+2)})(y-z^{\alpha(2m)})}{(z^{\alpha(2m+1)}-z^{\alpha(2m+2)})(z^{\alpha(2m+1)}-z^{\alpha(2m)})}$, for $z0(2m)$ $<y$ $<z^{\alpha(2m+2)}$ ,
0, otherwise.
(40b)
In Eq. (39), $\chi_{[a,b]}(y)$ denotes the characteristic function of the interval $[0, b]$ , i.e., $\chi_{[a,b]}(y)=1$ for $a\leq y\leq b$
and $\chi[a,b](y)=0$ otherwise. Then we expand $\tilde{\Psi}^{\alpha(n)}$ at $x_{1}=x_{1}^{(\dot{l})}$ in terms of $B_{t,m}^{\alpha\pm}(\zeta_{1}, \zeta_{\rho})$ as follows:
$\tilde{\Psi}^{\alpha(n)}(x_{1}^{(i)}, \zeta_{1}, \zeta_{\rho})=\sum_{m=0}^{2N_{\rho}}\sum_{l=0}^{2N_{1}}(\tilde{\Psi}\mathrm{Q}_{l,\mathrm{v}m\rangle}^{(},nB_{l}^{\alpha},$ $\mathrm{n}(\zeta_{1}, \zeta_{\rho})+\tilde{\Psi}\mathrm{Q}_{-}^{(n)}$
, 1, $\mathrm{r})-l,mB^{\alpha}(\zeta_{1}, S_{\rho}))$ . (41)
In the above expression and in Eqs. (42a) and (42b) below, the $\tilde{\Psi}_{(i,l,m)}^{\alpha(n)}$ and $\tilde{\Psi}$l $\alpha(n)(i,-l,m)$ for $i=l=0$ should
be regarded as $\overline{\Psi}_{(0,+0,m)}^{\alpha(n)}$ and $\tilde{\Psi}_{(0,-0,m)}^{\alpha(n)}$ Decause $\tilde{\Psi}^{\alpha}$ is discontinuous at $\zeta_{1}=0$ on the wall. Substitution
of Eq. (41) into Eqs. (36b) and (36c) gives the following expression for $C_{(i,\mathrm{j},k)}^{\alpha(n)}$ :
$C_{(i,j}^{A(n}$,! $)$ $= \sum_{m=0}^{2N_{\rho}}\sum_{l=0}^{2N_{1}}(C_{j,k,l,m}^{AA+}\tilde{\Psi}8^{()},\mathrm{r}_{m)}$ $+C_{j}^{B}$,3$m\tilde{\Psi}$:7:$m$)) $+C_{j,k,-l,m}^{AA-}.\tilde{\Psi}_{(\dot{|}-\ell}^{A(n)}$,:m) $+C_{j,k,-l,m}^{BA-}\tilde{\Psi}\mathrm{M}_{-l,\mathrm{v}\mathrm{o})}^{(n)}$’ $)$ , (42a)
$c_{\langle i,j,k)}^{B\langle n)}.= \sum_{m=0}^{2N_{\rho}}\sum_{l=0}^{2N_{1}}$ ($C_{j,k,l,m}^{AB+}\overline{\Psi}_{(i,l,m)}^{A(n)}+C_{j,k,l,m}^{BB+}\overline{\Psi}_{(\dot{\cdot},l,m)}^{B(n)}$ $+C_{j,k,-l,m}^{AB-}\tilde{\Psi}_{(i,-l}^{A(n)},rn)+C_{j,k,-l,m}^{BB-}\tilde{\Psi}_{(\cdot,-l,m))}^{B(n)}$. , (42b)
where




We call $C_{\mathrm{j},k,l.m}^{A\alpha\pm}$ and $C_{j,\mathit{1}\mathit{1},m}^{B\pm}$” the nuzzucaxcal kernels of $C_{(\dot{\cdot},j}^{\alpha(n}$,k). Note that $C_{j,k,l,m}^{\beta\alpha\pm}(\mathrm{a},0=A, B)$ is the
integral of a given function and can be computed beforehand. The $C_{j,k,l,m}^{\beta\alpha\pm}$ has the property
$C_{j,k,-l,m}^{\beta\alpha-}=C_{-j,k,l,m}^{\beta\alpha+}$ , (44)
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because of the symmetry property of $\tilde{\mathcal{L}}_{J}^{\beta\alpha}(J=1,2,3)$ and the lattice of $\zeta_{1}$ symmetric with respect to
$\zeta_{1}=0.$ Further, $K^{\beta\alpha}$ and $X_{0}^{A}$ are not contained in the integrals $\tilde{\mathcal{L}}_{1}^{AA}$ $(B_{l,m}^{A+})$ , $\tilde{\mathcal{L}}2$ $A(B_{l,m}^{A+})$ , etc. Thus we
prepare the database of $\tilde{\mathcal{L}}_{1}^{\beta\alpha}(B_{l,m}^{\beta+})_{(j,k)},\tilde{\mathcal{L}}$: ’ $(B_{l,m}^{\alpha+})_{(j,k)}$ , and $\tilde{\mathcal{L}}_{3}^{\beta}$ ’ $(B_{l}^{\beta}, n)_{(j,k)}$ for different values of $\hat{m}^{B}$ for
$j=$ $2\mathrm{N}\mathrm{i}$ , . . . ’ $2\mathrm{N}\mathrm{i}$ , $l=0$ , $\ldots$ , $2\mathrm{N}\mathrm{i}$ , and $k$ , $m=0$ , .. , , $2N_{\rho}$ . The integration is performed accurately
numerically by the Gauss-Legendre formula [52]. Then the numerical kernel $C_{j,k,l,m}^{\beta\alpha\pm}$ i $\mathrm{s}$ constructed
from the database before the process of iteration $\dot{6}\mathrm{y}$ Eqs. $(43\mathrm{a})-(43\mathrm{d})$ . In the process of iteration, the
computation of the collision integrals is a simple multiplication of matrices, i.e., Eqs. (42a) and (42b),
and thus is performed efficiently.
4.4 Chebyshev polynomials
One of the purposes of the present work is to provide the data for the slip boundary condition for the
fluid-dynamic type system derived in Ref. [5] (See Sec. 1). The slip condition is a linear combination
of the thermal-slip and the diffusion-slip conditions given in Eq. (27). As is seen from Sec. 3.2, the
slip coefficients $b_{I}$ and $b_{II}$ in Eq. (27) depend on the concentration $X_{0}^{A}$ . But in the physical situations
investigated in Ref. [5] the concentration generally varies along the boundary. Accordingly it is required
to prepare formulas from which the values of $b_{I}$ and $b_{II}$ are readily obtained for arbitrary values of $X_{0}^{A}$ .
We use the Chebyshev polynomial approximation [53] with respect to $X_{0}^{A}$ to meet this requirement. This
approximation is useful not only for the slip coefficients but also for other physical quantities such as the
Knudsen-layer functions. Therefore we describe it in general form.
Let us denote by $T_{n}$ $(n=0,1,2, \ldots)$ the Chebyshev polynomial defined for $0\leq\theta\leq\pi$ by the relation
$T_{n}(\cos\theta)=\cos n\theta$ . (45)
Any function $F$ of $X_{0}^{A}$ can be approximated by the polynomials of degree up to $N$ in the Chebyshev
basis as
$N$
$F(X_{0}^{A})=$ $\sum$ $a_{n}T_{n}(2X_{0}^{A}-1)$ , (46)
$n=0$
where
$a_{n}= \frac{1}{N\epsilon_{n}}\sum_{k=0}^{N-1}[F_{k}T_{n}(y_{k})+F_{k+1}T_{n}(y_{k+1})]$ , (47)
with $\epsilon_{0}=\epsilon_{N}=2$ and $\epsilon_{1}=$ . . . $=\epsilon_{N-1}=1,$ and
$F_{k}=F( \frac{1+y_{k}}{2})$ , (48)
with $y_{k}$ being the Chebyshev abscissa:
$y_{\mathrm{h}}$ $= \cos(k\frac{\pi}{N})$ $(k=0,1, \ldots, N)$ . (49)
The approximation (46) takes the exact value of $F$ at $X_{0}^{A}=(1+y_{k})/2$ .
Since the function $F$ of $X_{0}^{A}$ is arbitrary, any physical quantity for an arbitrary value of $X_{0}^{A}$ can
be obtained by the formula (46) from its data computed at $N+1$ discrete values of $X_{0}^{A}$ , i.e., $X_{0}^{A}=$
$(1+y_{k})/2$ $(k=0,1, \ldots, N)$ .
5 Results and Discussions
In the present paper, we carry out the computation for $m^{B}/m^{A}=2,4,5$ , and 10 and for various values
of $X_{0}^{A}$ , restricting ourselves to the case $d^{B}/d^{A}=1.$ The computation for other values of $d^{B}/d^{A}$ can be
performed by using the same code and database of $\tilde{\mathcal{L}}_{1}^{\beta}$’ $($Be $\mathrm{m})_{(\mathrm{j},k)},$ $\mathcal{L}\sim\beta 2$’ $(B\mathrm{j} \mathrm{n})_{(\mathrm{j},\ )}$ , etc. In what follows,
we assume that $m^{B}/m^{A}\geq 1$ , because the results for $m^{B}/m^{A}<1$ can be obtained from those for
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Figure 1: Coefficient of thermal slip $b_{I}$ and related quantities, (a) Slip coefficient $b_{I}$ , (b) momentum $M_{I}$
away from the wall, and (c) kinetic energy $K_{I}$ per unit volume away from the wall. Both closed and open
circles indicate the present result. The solid line indicates the present result using the formula (51). The
data used to construct the formula are marked with closed circle. The dashed line indicates the result
for $m^{B}/m^{A}=1.$
In the present computation, the velocity space is commonly limited to $-4.5\leq\sqrt{\hat{m}^{\alpha}}\zeta$p $\leq 4.5$ and
$0\leq\sqrt{\hat{m}^{\alpha}}\zeta_{\rho}^{\alpha}\leq 4.5$ (i.e., $Z_{1}=Z_{\rho}=4.5;$ see the first paragraph of Sec. 4.2), and there are 101 $\cross 55$
(problem I) or 101 $\mathrm{x}49$ (problem $\mathrm{I}\mathrm{I}$) grid points in the domain of $(\zeta_{1}^{\alpha}, \zeta_{\rho}^{\alpha})$ . The $x_{1}$ -space is limited to
$0\leq x_{1}\leq$ 24.08 (i.e., $d=$ 24.08) for problem I and for problem II in the case of $m^{B}/m^{A}=2$ and to
$0\leq x_{1}\leq$ 32.20 (i.e., $d=$ 32.20) for problem II in the case of $m^{B}/m^{A}=4,5$ , and, 10 (see Sec. 4.1). There
are 301 grid points for the former and 341 points for the latter.
5.1 Slip coefficient
The coefficient of thermal slip $b_{I}$ vs the concentration $X_{0}^{A}$ of gas A is shown in Fig. $1(\mathrm{a})$ . Since $b_{I}$ is
positive, the flow induced along the wall is in the direction from the colder part to the hotter at a large
distance from the wall. The $b_{I}$ is larger for smaller molecular mass ratio $m^{B}/m^{A}$ and becomes largest at
$m^{B}/m^{A}=1.$ For $m^{B}/m^{A}=1,$ it is independent of $X_{0}^{A}$ because there is no difference (except “color” or
“label”) between molecules of different kind. For $m^{B}[m^{A}=2,$ $b_{I}$ increases monotonically with increasing
$X_{0}^{A}$ , the concentration of the gas with smaller molecular mass. In contrast, for $m^{B}/m^{A}=4,5$ , and 10, $b_{I}$
first decreases slightly, takes the minimum at around $X_{0}^{A}=0.15\sim$ 0.25, and then increases monotonically
as $X_{0}^{A}$ increases from zero to 1. At $X_{0}^{A}=1$ , $b_{t}$ is independent of $m^{B}/m^{A}$ because of the absence of gas
B. Incidentally, the values at $X_{0}^{A}=0,$ where gas A is absent, are equal to the value at $X_{0}^{A}=1$ multiplied
by $(m^{B}/m^{A})^{-1/2}$ . This relation is easily seen by changing the reference molecular mass from $m^{A}$ to $m^{B}$ .
The slip coefficient $b_{t}$ corresponds to the flow velocity of the mixture away from the wall when $c_{I}=1.$
The momentum $(0, Mj, 0)$ and the kinetic energy $K_{I}$ per unit volume of the mixture away from the wall




where $\hat{\rho}_{0}(\equiv\hat{m}^{A}X_{0}^{A}+\hat{m}^{B}X_{0}^{B})$ $=(1-\hat{m}^{B})X_{0}^{A}+\hat{m}^{B}$ . These quantities vs $X_{0}^{A}$ are shown in Figs. $1(\mathrm{b})$
and $1(\mathrm{c})$ . The momentum is larger for larger $m^{B}/m^{A}$ . It decreases monotonically as $X_{0}^{A}$ increases. The
values at $X_{0}^{A}=0$ are the same as the value at $X_{0}^{A}=1$ multiplied by $(m^{B}/m^{A})^{1/2}$ . The kinetic energy is
larger for smaller difference of mass. It takes the same value at $X_{0}^{A}=0$ and 1 and attains the minimum
at an intermediate value of $X_{0}^{A}(X_{0}^{A}=0.5\sim 0.7)$ .
The coefficient of diffusion slip $b_{II}$ vs $X_{0}^{A}$ is shown in Fig. 2(a). Since $b_{II}$ is positive, the flow induced
along the wall in the far field is in the direction of increasing $X_{0}^{A}+\overline{c}_{II}^{A}X_{2}$ , i.e., from the part with
lower concentration of the gas with smaller molecular mass to the part with higher concentration of the
same gas. The $b_{II}$ increases monotonically as $X_{0}^{A}$ increases. It is larger for larger mass ratio $m^{B}/m^{A}$











Figure 2: Coefficient of diffusion slip $b_{II}$ and related quantities, (a) Slip coefficient $b_{II}$ , (b) momentum
$M_{II}$ away from the wall, and (c) kinetic energy $K_{II}$ per unit volume away from the wall. See the caption
of Fig. 1.
it becomes largest at around $m^{B}/m^{A}=4$ or 5. For $m^{B}[m^{A}=1,$ where there is no difference between
molecules of different kind, $b_{II}$ vanishes and thus the diffusion-slip flow is not induced. This fact can
be shown analytically by making use of a property of $D^{(\beta)\alpha}$ given in the Appendix $\mathrm{B}$ of Ref. [54] and
the existence and uniqueness theorem for the Knudsen-layer problem for a single-component gas (see
the Appendix $\mathrm{C}$). In the meantime, $b_{II}$ is non-zero at $X_{0}^{A}=0$ and 1. It appears strange at a glance
because the “mixture” in these cases is, in reality, a single-component gas, where there is no diffusion-
slip flow. However, at $X_{0}^{A}=0$ and 1, the concentration gradient $\overline{c}_{II}^{A}$ (or $c_{II}$ ) should vanish because
$0\leq X_{0}^{A}+CjIX_{2}\leq 1$ by definition. Therefore, the diffusion-slip flow, which is the product of $b_{II}$ and
$c_{II}$ , vanishes, and no contradiction arises.
The induced momentum $(0, M_{II}, 0)$ and the kinetic energy $K_{II}$ per unit volume of the mixture away
from the wall are shown in Figs. $2(\mathrm{b})$ and $2(\mathrm{c})$ . They are related to the slip coefficient $b_{II}$ through
Eq. (50) with the subscript I being replaced by the subscript $II$ . Both $M_{II}$ and $K_{II}$ are larger for larger
$m^{B}/m^{A}$ and for larger $X_{0}^{A}$ .
As is seen from Figs. 1 and 2, the dependence of $\hat{\rho}_{0}b_{J}$ $(J=I, II)$ [cf. the first equation in Eq. (50)
and the corresponding relation for $M_{JI}$] on $X_{0}^{A}$ is simpler than that of $b_{J}$ . Therefore we make the
approximation formula of $b_{J}$ for arbitrary values of $X_{0}^{A}$ by applying Eq. (46) to $\hat{\rho}_{0}bJ$ , not directly to $b_{J}$
itself. The data used to make the formula are shown with closed circle in Figs. 1 and 2. The resulting
formula is
$b_{J}= \sum_{n=0}^{N}b_{J}^{(n)}T_{n}(2X_{0}^{A}-1)/\hat{\rho}_{0}$ $(J=I, II)$ , (51)
with $\hat{\rho}_{0}=(1-\hat{m}^{B})X_{0}^{A}+\hat{m}^{B}$ a $\mathrm{d}$ the data of $b_{I}^{(n)}$ and $b_{II}^{(n)}$ listed in Tables I and $\mathrm{I}\mathrm{I}$ . The solid lines in
Figs. 1 and 2 are drawn by using this formula. Some of the values of $b_{I}$ and $b_{II}$ obtained by Eq. (51) are
shown in Table III. The number of the polynomials $N$ in Eq. (51) is taken large enough, so that the data
in the table are estimated to be the same as those obtained by direct computation.
The thermal-slip and the diffusion-slip problems have been studied by various approximation methods
(the variational method, the moment method, etc.) or by direct computation of the model Boltzmann
equation. In contrast, in the present paper, the problems are analyzed faithfully and accurately on the
basis of the Boltzmann equation. As a result, the validity of the existing results can be assessed by the
present result. A comparison is made in Fig. 3 for this purpose. It is seen that among the existing results
the formula proposed by Ivchenko et al. [25] (ILT2, for short) is closest to the present result. It is the
improved version of their previous formula [20] (ILTI, for short) based on a special kind of half-space
moment method. ILTI is the same as Loyalka’s formula [14] based on the variational method. The results
by Yalamov et al. [19] (half-space moment method) and by Sharipov and Kalempa [26] (finite difference
analysis based on the McCormack model [55] $)$ are close to ILTI rather than to the present result.
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5.2 Knudsen-layer functions and velocity distribution functions
The Knudsen-layer functions of component gases $U^{A}$ and $U^{B}$ for the thermal slip (problem I) are shown
in Fig. 4. Each function decays monotonically and rapidly to zero as the distance from the wall increases.
On one hand, the functions depend monotonically on the mass ratio $m^{B}/m^{A}$ . The function $U^{A}$ depends
largely for small $X_{0}^{A}$ , the concentration of the gas with smaller molecular mass, while $U^{B}$ i $\mathrm{s}$ little influenced
by the value of $X_{0}^{A}$ . On the other hand, $U^{A}$ depend on $X_{0}^{A}$ especially when $m^{B}/m^{A}$ i $\mathrm{s}$ large. This is
also true for $U^{B}$ , but less dependent on $X_{0}^{A}$ .
The Knudsen-layer functions $U^{A}$ and $U^{B}$ for the diffusion slip (problem $\mathrm{I}\mathrm{I}$) are shown in Fig. 5. They
decay rapidly as $x_{1}arrow\infty$ , but the way of decay is non-monotonic for $U^{B}$ . It is clearly seen that the
magnitude of $U^{A}$ decreases with increasing $X_{0}^{A}$ while that of $U^{B}$ increases.
Incidentally, some of the results for $X_{0}^{A}=0.25,0.75$ , and 0.9 in the figures in this section are obtained
by applying the formula (46) to the functions $U^{A}$ and $U^{B}$ for problem I and to $X_{0}^{A}U^{A}$ and $X_{0}^{B}U^{B}$ for
problem $\mathrm{I}\mathrm{I}$ . The FORTRAN code generating the Knudsen-layer functions, not only $U^{A}$ and $U^{B}$ but also
$H^{A}$ , $H^{B}$ etc., for an arbitrary value of $X_{0}^{A}$ is available from the authors.
Figures 6 and 7 show the reduced velocity distribution functions $!^{A}$ arrd $\# j^{B}$ and their contour plots for
the thermal-slip problem (problem I) in the case of $m^{B}/m^{A}=5$ and $X_{0}^{A}=0.5.$ There is a discontinuity
at $\zeta_{1}=0$ on the wall $(x_{1}=0)$ [see Figs. $6(\mathrm{a})$ and $7(\mathrm{a})$ ]. The discontinuity disappears inside the gas.
This is because the characteristic line of the Boltzmann equation (18) along $\zeta_{1}=0$ does not enter the
gas region, so that the discontinuity does not propagate into the gas. [51] Its $\mathrm{t}\mathrm{r}\mathrm{a}\mathrm{c}\mathrm{e}$ remains, however, as
a steep gradient around $\zeta_{1}=0$ near the wall [see Figs. $6(\mathrm{b})$ and $7(\mathrm{b})$ ]. As the distance from the wall
increases, $\Psi$ ’ is deformed chiefly around $\zeta_{1}=0$ with keeping the difference of shape between the positive
and the negative regions of $\zeta_{1}$ and decays to zero [see the transition from Fig. $6(\mathrm{a})$ to $6(\mathrm{f})$ and from
Fig. $7(\mathrm{a})$ to $7(\mathrm{f})]$ . These are true also for other cases.
A comparison with the other cases shows that the function $\Psi^{B}/((\hat{m}^{B})^{3/2}X_{0}^{B})$ is almost independent
of $\hat{m}^{B}$ and $X_{0}^{A}$ if it is considered as a function of $\sqrt{\hat{m}^{B}}\zeta_{1}$ and $\sqrt{\hat{m}^{B}}(_{\rho}$ . On the other hand, the function
$\Psi^{A}/X_{0}^{A}$ rather depends on $\hat{m}^{B}$ and $X_{0}^{A}$ mainly in $\zeta_{1}<0$ region. The difference between $\zeta_{1}>0$ and
$\zeta_{1}<$ $0$ regions is larger for larger $\hat{m}^{B}$ and for smaller $X_{0}^{A}$ .
We omit the information about the velocity distribution functions for the diffusion-slip problem be-
cause an example of the reduced velocity distribution function has already been shown in Ref. [22]. The
qualitative features are the same as those described in the fourth paragraph.
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Table $\mathrm{I}\mathrm{I}$ : Coefficient $b_{II}^{(n)}$ $(n= 0, \ldots, N)$ in Eg. (51) for the diffusion-slip coefficient $b_{II}$ .
$\overline{\frac{\overline{}_{m/m}}{2(\mathrm{N}=8)4(\mathrm{N}=12)5(\mathrm{N}=12)10(\mathrm{N}=16)}}$
$\frac{n}{02.49793(-1)^{*}6.73235(-1)8.66287(-1)1.71982}$
15.31606(-2) 2.55179(-1) 3.68719(-1) 9.66600(-1)
24.27174(-3) 4.68653(-2) 8.07502(-2) 3.14293(-1)
35.14404(-4) 1.01504(-2) 2.00150(-2) 1.09560(-1)
44.72189(-5) 2.12351(-3) 4.94761 (-3) 3.94440(-2)
55.62893(-6) 4.69641 (-4) 1.26793 (-3) 1.45152(-2)
65.54615(-7) 1.03165(-4) 3.27088(-4) 5.42339(-3)
76.63470(-8) 2.31888(-5) 8.56221 (-5) 2.04847(-3)
86.74049(-9) 5.21745(-6) 2.25515(-5) 7.80244(-4)
10 $—$ 2.70543(-7) 1.60365(-6) 1.15247(-4)
91.18834(-6) 5.98659(-6) 2.99082(-4)
11 6.44901(-8) 4.58402(-7) 4.46001(-5)







.1 0.4599 0.3199 0.2854 0.2028 0.1098 0.1309 0.1300 0.1155
.3 0.4731 0.3241 0.2879 0.2054 0.1330 0.1769 0.1794 0.1659
$|.5$ 0.4981 0.3469 0.3082 0.2198 0.1637 0.2514 0.2634 0.2619
$|‘.\cdot 719$
0.5388 0.4007 0.3605 0.2600 0.2059 0.3864 0.4277 0.4871
0.6023 0.5231 0.4929 0.3937 0.2666 0.6805 0.8365 1.311
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Figure 3: Comparison with the previous results, (a) $b_{I}$ vs $X_{0}^{A}$ , (b) $b_{II}$ vs $n^{B}/m^{A}$ for $X_{0}^{A}=$
$0,0.10.30.5,0.7,0.9$ , and 1. In (a), the solid line indicates the present result, the dashed line the formula
in Ref. [20] (ILTI), the dot-dashed line that in Ref. [25] (ILT2), and the open circle the result in Ref. [16].
In (b), the closed circle indicates the present result; the dashed line the formula in Ref. [20] (ILTI); the
solid line that in Ref. [25] (ILT2); the open circle the result in Ref. [26] for $X_{0}^{A}=0.1,0.3,0.5,0.7$ and
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Figure 4: Knudsen-layer functions $U^{A}$ and $U^{B}$ for the thermal slip (problem $\mathrm{I}$). (a) $X_{0}^{A}=0.25$ , (b)
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Figure 5: Knudsen-layer functions $U^{A}$ and $U^{B}$ for the diffusion slip (problem $\mathrm{I}\mathrm{I}$). (a) $X_{0}^{A}=0.25$ , (b)
$X_{0}^{A}=0.5$ , (c) $X_{0}^{A}=$ 0.75, and (d) $X_{0}^{A}=0.9.$
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Figure 6: Reduced velocity distribution function I [$X_{0}^{A}$ of gas A and its contour plots for the thermal
slip (problem I) in the case of $m^{B}/m^{A}=5$ and $X_{0}^{A}=0.5.$ (a) $x_{1}=0$ , (b) $x_{1}=$ 0.052, (c) $x_{1}=$ 0.201,
(d) $x_{1}=$ 0.405, (e) $x_{1}=$ 0.975, and (f) $x_{1}=$ 2.004. In the contour plots the curves are drawn with the
interval 0.02. The outermost curve indicates the contour $\Psi^{A}/X_{0}^{A}=$ 0.02.
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Figure 7: Reduced velocity distribution function $\Psi^{B}[((\hat{m}^{B})^{3/2}X_{0}^{B})$ of gas $\mathrm{B}$ and its contour plots for
the thermal slip (problem I) in the case of $m^{B}/m^{A}=5$ and $X_{0}^{A}=0.5.$ (a) $x_{1}=0$ , (b) $x_{1}=$ 0.052, (c)
$x_{1}=$ 0.201, (d) $x_{1}=$ 0.405, (e) $x_{1}=$ 0.975, and (f) $x_{1}=$ 2.004. See the caption of Fig. 6.
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A Transport Coefficients and Functions $A^{\alpha}$ and $D^{(\beta)\alpha}$
The coefficients $\hat{\lambda}^{\alpha\prime},\hat{\Delta}_{\alpha(\mathit{3}},\hat{D}_{T\alpha},\hat{\Gamma}1^{\alpha)}\beta$ , and $\hat{\lambda}’(\alpha, \beta=A, B)$ are defined by the moments of $A^{\alpha}$ or $D^{(\beta)\alpha}$
as follows:
$\hat{\lambda}^{\alpha \mathfrak{l}}.=\frac{5}{9,arrow},I_{4}^{\alpha}([\hat{m}^{\alpha}\zeta^{2}-\frac{5}{2}]A^{\alpha})$ , $\hat{\Delta}_{\alpha\beta}=\underline{‘\frac{5}{)}}I_{4}^{\alpha}(D^{(\beta)\alpha})$ , $\hat{D}_{T\alpha}=\frac{5}{2}I_{4}^{\alpha}(A^{\alpha})$ ,
(52)
$\hat{\Gamma}_{D}^{(\beta)},$





Since $\hat{m}^{A}=\hat{d}^{A}=1$ and $X_{0}^{B}=1-X_{0}^{A}$ , they are functions of $X_{0}^{A},\hat{m}^{B}$ , and $i^{B}$ [see the definitions of $A^{\alpha}$







$+\hat{m}^{B}X_{0}^{B}\hat{\Delta}$ $\alpha B=0$ , $\hat{m}$ $AX_{0}A\hat{D}_{TA}+\hat{m}^{B}X_{0}^{B}\hat{D}$$TB=0$ .
The last two relations are the subsidiary conditions for $A^{\alpha}$ and $D^{(\beta)\alpha}$ [see Eqs. (9a) and (9b)]. The $\hat{\Delta}_{\alpha\beta}$
and $\hat{D}_{T\alpha}$ are directly related to the generalized diffusion coefficient [40] Aap and the thermal diffusion
coefficient [40] $D_{T\alpha}$ as follows:
$\Delta_{\alpha\beta}=(\sqrt{\pi}/2)\hat{\Delta}_{\alpha\beta}(2kT_{0}/m^{A})^{1/2}\ell_{0}$ , $/’ \mathrm{r}_{\alpha}=(\sqrt{\pi}/2)\hat{D}_{T\alpha}(2kT_{0}/m^{A})^{1/2}\ell_{0}$. (55)
The reader is referred to the Appendix A in Refs. [54] and [5] for further details.
$\mathrm{B}$ Expression of Integral Kernels
Here we give the explicit expression of $\mathcal{K}_{J}^{\beta\alpha}(J=1,2,3)$ in Eq. (22).
$\mathcal{K}_{1}^{\beta\alpha}=\{$ $\mathcal{K}_{2}^{\beta}\sqrt{\frac{2}{\pi\circ}}..(\frac{\hat{\mu}_{-}^{\beta\alpha}}{\hat{\mu}^{\beta\alpha}})^{2}\xi_{\rho}J_{1}^{\beta\alpha}(\xi_{1}, \xi_{\rho}, \zeta_{1}, \zeta_{\rho})$





$(\xi_{1},\xi_{\rho}, \zeta_{1}, \zeta_{\rho})$ , (57)
$\mathcal{K}_{3}^{\beta\alpha}=\frac{\sqrt{2\pi}}{3k}\xi_{\rho}[(\xi_{1}-\zeta_{1})^{2}+(\xi_{\rho}+\zeta_{\rho})^{2}]^{1/2}[(k-2)E(k)+2(1- 2)$E(k), (58)
with
$7 \mathrm{j}^{\alpha}=\int_{0}^{\pi}d\varphi_{\xi}\cos\varphi_{\xi}|\xi-\zeta|I_{1}^{\beta\alpha}(\xi_{1}, \xi_{\rho?\xi},, \zeta_{1}, \zeta_{\rho})$ , (59)
$J_{2}^{\beta\alpha}= \int_{0}^{\pi}d\varphi_{\xi}\frac{\cos\varphi_{\xi}}{|\xi-\zeta|}I_{2}^{\beta\alpha}(\xi_{1}, \xi_{\rho’ ff}, \zeta_{1}, \zeta_{\rho})$ , (60)
$I_{1}^{\beta\alpha}=e^{-a^{\beta\alpha}} \int_{0}^{1}dt\cosh(-a^{\beta\alpha}t)$ $\int_{0}’/2ds\cosh(b^{\beta\alpha}\sqrt{1-t^{2}}\sin s)$ , (53)
$I_{-}^{\beta\alpha},=\exp$ $(-\mathit{4}$ $( \frac{\hat{m}^{\alpha}}{\hat{m}^{\beta}}|\xi-\zeta|+\frac{|\zeta|^{2}-|\xi|^{2}}{|\xi-\zeta|})^{2}$), (62)
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and
$a^{\beta\alpha}=( \hat{\mu}_{-}^{\beta\alpha})^{\underline{\eta}}(\frac{|\xi|^{2}}{2\hat{m}^{\alpha}}+\frac{|\zeta|^{\eta}\sim}{2\hat{m}^{\beta}}-\frac{\xi\cdot\zeta}{\hat{\mu}^{\beta\alpha}})$ , (63)
$b^{\beta\alpha}=-\hat{\mu}_{-}^{\beta\alpha}|\xi$
$\mathrm{x}$ $\zeta|$ , (64)
$2\hat{m}"\hat{m}^{\alpha}$
$\hat{\mu}_{-}^{\beta\alpha}=\overline{\hat{m}^{\beta}-\hat{m}^{\alpha}}$ , for $\hat{m}’\neq\hat{m}^{\alpha}$ , (65)
$k= \frac{4\xi_{\rho}\zeta_{\rho}}{(\xi_{1}-\zeta_{1})^{2}+(\xi_{\rho}+\zeta_{\rho})^{2}}$. (66)
The functions $F$ and $E$ in Eq. (58) are, respectively, the complete elliptic integrals of the first and the
second kinds [52] defined by
$\mathrm{F}(\mathrm{k})=\int_{0}^{\pi/2}(1-k \sin 2 \theta)^{-1/2}$ d\mbox{\boldmath $\theta$}, $\mathrm{E}(\mathrm{k})=\int_{0}^{\pi/2}(1-k \sin 2 \theta)^{1/2}$ d\mbox{\boldmath $\theta$}. (67)
In the above expressions, the absolute values of vectors and the inner product of $\xi$ and $\langle$ are expressed
in terms of $\zeta_{1}$ , $S_{\rho}$ , $\xi_{1}$ , $\xi_{\rho}$ , and $\varphi_{\xi}$ as follows:
$|\xi-$ ( $|=(|\xi|^{2}+|\zeta|^{2}-2\xi\cdot\zeta)^{1/2}$ , $|$ JE $\mathrm{x}\zeta|=[|\xi|^{2}|\zeta|^{2}-(\xi\cdot\zeta)^{2}]^{1/2}$ ,
$|\xi|^{2}=$ $\xi_{1}^{2}$ $+\xi_{\rho}^{2}$ , $|\zeta|^{2}=;12+\zeta_{\rho}^{2}$ , $\xi\cdot\zeta=\xi_{1}\zeta_{1}+\xi_{\rho}\zeta_{\rho}\cos_{it}$ .
(68)
$\mathrm{C}$ Proof of No Diffusion Slip for the Mixture of Identical Molecules
When the molecules of different species are mechanically identical, i.e., $m^{B}/m^{A}=d^{B}/d^{A}=1,\overline{L}^{\beta\alpha}$ is
reduced to the collision operator for a single-component gas, say $\tilde{L}$ , and the relation
$\sum_{\alpha=A,B}X_{0}^{\alpha}[D^{(A)\alpha}(\zeta)-D^{(B\rangle\alpha}(\zeta)]=0,$
holds [54]. As a result, by adding Eqs. (12), (13b), and (14) for $\alpha=A$ and those for $\alpha=B$ respectively,
one obtains the following boundary-value problem for $\Psi=$ lf$A+$ $1^{B}$ :
$\zeta_{1}\frac{\partial\Psi}{\partial x_{1}}=\overline{L}(\Psi)$ , (69)
$\Psi$ $=-2\zeta_{2}b_{II}$ , $(_{1}$ $>0,$ $x_{1}=0,$ (70a)
$\Psi$ $arrow 0,$ as $x_{1}arrow\infty$ , (70b)
where $\tilde{L}(f)$ $=\tilde{L}^{\beta}$“ $(f, f)$ with $\hat{m}’=\hat{m}^{\alpha}=1.$ This is the Knudsen-layer problem for a single component
gas, and thus there is the theorem for the existence and uniqueness of the solution (see Sec. 3.2). Since
the set $\Psi=0$ and $b_{II}=0$ is seen to satisfy Eqs. (69)-(70b), $\mathit{1}!=0$ is the unique solution, and the
diffusion-slip flow is not induced $(b_{II}=0)$ .
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