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Abstract
We consider the problem of interpolating a sparse multivariate polynomial over a finite field,
represented with a black box. Building on the algorithm of Ben-Or and Tiwari for interpolating
polynomials over rings with characteristic zero, we develop a new Monte Carlo algorithm over
the finite field by doing additional probes.
To interpolate a polynomial f ∈ Fq[x1, . . . , xn] with a partial degree bound D and a term
bound T , our new algorithm costs O∼(nT log2 q+nT
√
D log q) bit operations and uses 2(n+1)T
probes to the black box. If q ≥ O(nT 2D), it has constant success rate to return the correct
polynomial. Compared with previous algorithms over general finite field, our algorithm has
better complexity in the parameters n, T,D and is the first one to achieve the complexity of
fractional power about D, while keeping linear in n, T .
A key technique is a randomization which makes all coefficients of the unknown polynomial
distinguishable, producing a diverse polynomial. This approach, called diversification, was pro-
posed by Giesbrecht and Roche in 2011. Our algorithm interpolates each variable independently
using O(T ) probes, and then uses the diversification to correlate terms in different images. At
last, we get the exponents by solving the discrete logarithms and obtain coefficients by solving
a linear system.
We have implemented our algorithm in Maple. Experimental results shows that our algo-
rithm can applied to sparse polynomials with large degree. We also analyze the success rate of
the algorithm.
1 Introduction
Let f be a sparse multivariate polynomial over Fq, the finite filed of size q,
f =
t∑
i=1
cix
ei,1
1 · · ·xei,nn (1)
Suppose f is given by a black box Bf ,
Bf : Fnp → Fp
On input (α1, . . . , αn) ∈ Fnp , the black box evaluates and outputs f(x1 = α1, . . . , xn = αn).
Given also bounds D ≥ maxni=1 degxi(f) on the partial degree of f and terms bound T ≥ t. Our
goal is to interpolate the polynomial f to obtain the nonzero coefficients ci and the corresponding
exponents (ei,1, . . . , ei,n) by probing to the black box. Our contribution is as follows.
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Theorem 1.1 Let f ∈ Fq[x1, . . . , xn], and suppose we are given a black box Bf which evaluates
f , an upper bound D ≥ maxni=1 degxjf , and an upper bound T on the number of nonzero terms
of f . If q ≥ 2(n+2)T 2D+1 and a primitive root of Fq is known, then there exists a probabilistic
algorithm which interpolates f with probability at least 3/4. The algorithm requires 2(n + 1)T
probes and costs O∼(nT log2 q + nT
√
D log q) bit operations.
1.1 Background
Sparse interpolation is an important problem in computer algebra and symbolic computation.
For example, sparse interpolation is a key part of GCD computation [23, 11] and also can be
applied to the manipulation and factorization of multivariate polynomial and system solving
[9, 27, 12, 13].
The algebraic complexity usually does not coincide with the bit complexity, which also takes
into account the potential growth of the actual coefficients in the field F. Nevertheless, in
the special, very important, case when the field F is finite, both complexities coincide up to a
constant factor as all the date have the controllable size. So complexity of interpolation problem
over finite field is also very important in the complexity of interpolation.
We now attempt to summarize previously known interpolation algorithms over finite fields.
For the dense representation, one can use the classical method of Newton/Waring/Lagrange to
interpolate in O∼(Dn) time.
In 1979, Zippel[34, 35] presented the first sparse algorithm in a modern setting. Zippel’s
algorithm interpolates f one variable at a time, sequentially. This algorithm is probabilistic
and its correctness relies heavily on the Schwartz-Zippel Lemma that if a random evaluation
point is chosen from a large enough set, a nonzero polynomial is not zero at this point with high
probability. Zippel’s algorithm can be used over finite fields Fq. If q ≥ O(nT 2D2), then it will
obtain a correct polynomial with a constant success rate. It uses O(nTD) probes to the black
box and has cost O∼(nTD) operation in Fq.
In 1988, Ben-Or and Tiwari [7] presented a deterministic algorithm for interpolating a multi-
variate polynomial over the field with characteristic 0. The algorithm evaluates the black box at
powers of the first n primes; it evaluates at the points (2i, 3i, 5i, . . . , pin) for 0 ≤ i < 2T . Their ap-
proach is adapted to finite fields Fq by using the well-known Kronecker substitution to reduce the
multivariate problem to a univariate one. To interpolate f(x1, . . . , xn) with D > max
n
i=1 degxif
is the same as to interpolate f̂(x, xD, . . . , xD
n−1
). The algorithm requires q > degf̂ = O(Dn)
and must compute t discrete logarithms to obtain the exponents of f̂ . As no polynomial-time
algorithm is known for arbitrary finite fields, this will cost O(tDn/2) bit operations.
In 1990, Grigoriev et al. [18] proposed a parallel algorithm for sparse polynomial interpola-
tion over finite field Fq. In their algorithm, q − 1 is the degree bound in each variable. In their
algorithm, both probe and bit complexity are polynomial in q, T and n. This provides an effi-
cient solution to the problem when the cardinality of the Fq is fixed. But, when Fq grows large,
the number of points of evaluation grows with q. In our algorithm, the number of evaluation is
independent of q.
In [20], Huang and Rao developed the first successful adaptation of the Ben-Or/Tiwari
approach to finite fields Fq. In their algorithm, 4t(t − 2)D2 + 1 probes are needed. Here D is
a bound of the total degree of f . As we know degf ≤ ndegxif , D is O(nD). The key novelty
of their algorithm is to replace the primes 2, 3, 5, . . . , pn in Ben-Or/Tiwari by different linear
polynomials in Fq[y]. Their algorithm is Las Vegas and has the restriction q ≥ 4t(t− 2)D2 + 1.
In 2010, Javadi and Monagan [24] gave a faster way of adaptation of the Ben-Or/Tiwari
algorithm to finite field Fq. Their algorithm interpolates each variable independently using O(t)
probes so that the main loop of their algorithm can be parallelized. It does O(nT ) probes.
Besides the direct methods above, there are reduction-based methods. In 2001, Klivans and
Spielman gave the first deterministic polynomial time algorithms for sparse interpolation over
finite fields with large characteristic. They reduce the multivariate interpolation problem to
the univariate interpolation problem. In their Monte Carlo version, it reduces a multivariate
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into n univariate polynomials with degree O(nT 2D). In 2014, Arnold and Roche [5] present
randomized kronecker substitutions. The reduction works similarly to the classical and widely-
used Kronecker substitution. Arnold and Roche’s algorithm reduces a multivariate into O(n+
log T ) univariate polynomials with degree O(TD).
As an application, both of the two reductions gave a new algorithm for multivariate in-
terpolation which uses these new techniques along with any existing univariate interpolation
algorithm. For finite fields, using the univariate Ben-Or/Tiwari algorithm which requires 2T
black box probes and O˜(d) bit operations, Klivans and Spielman’s reduction algorithm gives
a multivariate interpolation with O(nT ) probes and O∼(nT 2D
2
) operation in Fq; Arnold and
Roche’s reduction algorithm can give a multivariate interpolation with O∼(nT ) probes and
O∼(nTD) operation in Fq. But in this algorithm, they need to solve a linear system to obtain
the exponents which costs O(nωT ) bit operations. In 2019, Huang and Gao [22] revisited the
randomized kronecker substitutions and gave an improvement which deleted the part O(nωT )
from the complexity.
1.2 Supersparse algorithms
An information-theoretic lower bound on the complexity of multivariate sparse interpolation is
Ω(nT logD + T log q), the number of bits used to encode f in (1). Hence the bit storage size is
proportional to the logarithm of the degree D. The interpolation algorithm whose complexity is
polynomial in n, T, logD, i.e. polynomial in the sparse representation, is called the supersparse
algorithm.
So far, there is no supersparse interpolation algorithm for the polynomial given by a black
box in general. In our paper, the black box is always limited to the model that can only evaluate
in the ground field and outputs the exact values.
For some special finite fields, supersparse algorithm exists. For example, Kaltofen [29]
demonstrates a method for sparse interpolation over Fp for primes p such that p− 1 is smooth
hence one has a fast discrete logarithm. This is a modification of the Ben-Or/Tiwari algorithm
that uses O(t) probes.
If the black box is modified, supersparse algorithm exists. As far as I know, there are
currently four such modifications.
The first modification is the black-box numerical model. This model can probe the poly-
nomial on the unit circle and it outputs a value within a given accuracy. In 1995, Mansour
[31] gave a supersparse algorithm for polynomial with integer coefficients. In 2009, Giesbrecht,
Labahn and Lee in [16] present a new algorithm for sparse interpolation for polynomials with
floating point coefficients which is a numerical adaptation of Ben-Or /Tiwari algorithm. For
other work, see [10, 1, 17].
The second one is the modular black box. This model is slightly modified from the traditional
black box: Given any prime p and any element θ in Zp, the modular black box computes the
value of the unknown polynomial f ∈ Q[x] evaluated at θ over the field Zp. In here, both p and
θ are inputs in the evaluation. This is proposed by Giesbrecht and Roche [10]. For other work,
see [8, 25].
The third one is the extended domain black box which is introduced by Dı´az and Kaltofen
[13]. This model is capable of evaluating f(b1, . . . , bn) ∈ E for any (b1, . . . , bn) ∈ En where E is
any extension field of ground field F. That is, we can change every operation in the black box
to work over an extension field, usually paying an extra cost per evaluation proportional to the
degree of the extension. Garg and Schost [14] first gave a supersparse interpolation algorithm
for the straight-line program. Their algorithm computes f mod (xp − 1) for any p. This can
be regarded as evaluating f in the extension field which contains p-th root and the ground
field. More generally, their algorithm works for any rings. Later, a series of later improvement
[4, 3, 2, 17, 21] has improved the complexity.
The fourth one is the derivative black box. This model can not only probe f , but also can
evaluate ∂f∂xk , k = 1, . . . , n at any given point. It is proposed in [15] and we give this model
inspired by [6]. With this model, we give a supersparse algorithm based on Ben-Or and Tiwari
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algorithm. The key advantage is that in the derivative of f , the information of the exponents
is contained in the coefficients. For example, if cmi = cx
e1
1 · · ·xenn , then the kth derivative
is cekx
e1
1 · · ·xek−1k · · ·xenn . As in the finite field, the cost of Ben-Or and Tiwari algorithm is
dominated by discrete logarithm, this modification replace the solving of discrete logarithm by
a division of coefficients which makes the complexity be supersparse.
1.3 Early termination
In our algorithm, we assume the terms bound T and degree bound D are inputs.
We notice that bounds for D,D are sometimes known in advance and sometimes have to be
guessed themselves. The total degree can be guessed efficiently by using sparse interpolation for
the univariate polynomial P (α1x, . . . , αnx), where = (α1, . . . , αn) is a random point in (F∗q)n.
Similarly, the partial degrees Dk are obtained by interpolating f(α1, . . . , αi−1, x, αi+1, . . . , αn).
In [26], Kaltofen and Lee studied black-box sparse interpolation in the case that no bound
T ≥ t = #f is given. They developed the technique of early termination, which probabilistically
detects when we have enough black-box queries to interpolate f . The number of term can be
guessed efficiently by using early termination.
Hao, Kaltofen and Zhi [19] gave a modified early termination that permits starting the
sequence at the point (1, . . . , 1), for scalar fields of characteristic 6= 2.
1.4 Related work
Our algorithm is a modified version of Ben-Or and Tiwari algorithm. We use the same idea to
evaluate the polynomial at the powers of some point (α1, . . . , αn).
Our algorithm is inspired by Javadi and Monagan [24]. In their algorithm, they first evalua-
tion a list of evaluations f(αi1, . . . , α
i
n), i = 0, 1, . . . , 2T − 1. From these values, they obtain the
mi(α1, . . . , αn), i = 1, . . . , t. It is hard to get the exponents of mi just from mi(α1, . . . , αn). To
solve the problem, they add the number of probes. For example, to compute the exponents of
x1, they probe again f(α
′i
1 , . . . , α
i
n), i = 0, 1, . . . , 2T − 1 and obtain mi(α′1, . . . , αn), i = 1, . . . , t.
Only the first variable is varied. Let Φ(z) =
∏t
i=1(z −mi(α1, . . . , αn)) and Φ′(z) =
∏t
i=1(z −
mi(α
′
1, . . . , αn)). As
mi(α1, . . . , αn)
mi(α′1, . . . , αn)
= (
α1
α′1
)ei,1
if rk = mi(α1, . . . , αn) and rj = mi(α
′
1, . . . , αn), then rk = rj(
α1
α′1
)ei,1 .
So to determine if rj(
α1
α′1
)ei,1 is a root of Φ(z), we may determinate the degree ei,1. But to
compute all the exponents, the complexity will be O(nT 2D) operation in Fq.
Our algorithm has two main key ingredients different from Javadi and Monagan’s. The first
one is that we use the information of the coefficient to match the same terms in the differ-
ent images, which makes the complexity about T from T 2 into T . To do that we introduce
the technique of diversification. We randomly choose ζ1, . . . , ζn from F∗nq , with high probabil-
ity, f(ζ1x1, . . . , ζnxn) is a polynomial whose different terms have different coefficients. This
method is first proposed by Giesbrecht and Roche [17]. So our algorithm, instead of returning
mi(α1, . . . , αn), i = 1, 2, . . . , t, returns the pairs (mi(α1, . . . , αn), ci), i = 1, 2, . . . , t. The second
ingredient is the evaluation. For the k-th variable, we compute (mi(α1, . . . , αkω, αn), ci), i =
1, 2, . . . , t, where ω is a primitive of Fq.
As ci’s are different values, we can match the same terms. So
mi(α1, . . . , αkω, . . . αn)
mi(α1, . . . , αn)
= ωei,k
Computing a discrete logarithm, we obtain the ei,k. As ei,k ≤ D, it equals to compute a
discrete logarithm within an interval [0, D], which cost O(
√
D) operations in Fq. So our work
reduce the complexity about D from D to
√
D. Compare to Javadi and Monagan’s algorithm,
we feel that this interpolation algorithim is conceptually much simpler.
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1.5 Compared with previous algorithm
In this paper, we only consider the problem of interpolation of polynomial given by black box.
This is the most general model in the interpolation of polynomial.
In the following algorithms, all of whose computational complexity is polynomial in T, n,D
and log q, no supersparse algorithm exists and even no one knows if it exists.
Table 1: “Soft-Oh” comparison of interpolation algorithms over finite field Fq
Probes (ρ) Bit complexity (Θ) Size of Fq type
Grigoriev-Karpinski-Singer [18] n2T 6 log2(ntq) + q2.5 log2 q Det
Huang-Rao [20] T 2D (TD)8((TD)5 + log q) log2 q q ≥ O(T 2D2) LV
Javadi and Monagan [24] nT T 2(log q + nD) log q φ(q − 1) ≥ O(nD2T 2) MC
Klivans-Spielman [30] nT n2T 2D log q q ≥ O(nT 2D) MC
Arnold-Roche [5] nT nTD log q + nωT q ≥ O(TD) MC
Huang-Gao [21] nT nTD log q q ≥ O∼(TD) MC
Zippel [34, 35] nTD nTD log q q ≥ O(nD2T 2) MC
This paper (The. 3.5) nT nT
√
D log q + nT log2 q q ≥ O(nT 2D) MC
“Probes” is the number of evaluations for the polynomials, “Bit complexity” is the complexity
besides the probes, and “Size of Fq” means that the algorithm can work for the finite field whose
size satisfies this condition, and in the contrary case, the algorithm need to take values in a proper
extension field of Fq. In here, D is the total degree bound, so D is O(nD).
We can see that our algorithm has better complexity in the parameters n, T,D and our
algorithm is the first one to achieve the complexity of fractional power about D, while keeping
linear in n, T . If q is O∼((nTD)O(1)), our algorithm has better complexity than all other
methods.
1.6 Organization
Our paper is organized as follows. In Section 2 we present some preliminaries which will be used
in our algorithm later. In Section 3 we present our new algorithm and analyze its complexity
and its success rate. In Section 4 we present an example to show the main row and the key
features of our algorithm. In Section 5 we show the implementations of our algorithm on various
sets of polynomials. Finally, a conclusion is given in section 6.
2 Preliminaries
2.1 An order in finite field
We will use the coefficients to distinguish the different terms in a polynomial. To speed up
the search process, a trivial order in the finite field Fq is constructed by size comparison of
representation elements.
For q = ps, p prime, we suppose that elements of Fq is represented as Zp[y]/〈Φ(y)〉, where
Φ is a irreducible polynomial over Zp with degree s. Then we know {1, y, . . . , ys−1} is a basis
of Fq/Zp. For any element a in Fq, there exists unique (ρ0, ρ1, . . . , ρs−1) ∈ Znp such that
a = ρ1 + ρ2y + · · ·+ ρs−1ys−1
First we define the order in Zp. Represent each element of Fp in the numbers 0, 1, . . . , p−1 ∈
N. Let ρ1, ρ2 ∈ Fp, we say
ρ1  ρ2 in Zp iff ρ1 ≤ ρ2 in N
Generalize this order to (ρ1, . . . , ρn) ∈ Znp in lexicographic order, then it is an order in Fq.
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2.2 Diversification
Now we introduce the notion of diversification. If all the coefficients of a polynomial f are all
different, then each coefficient can be regarded as the feature of the correlate term. We have
the following definition.
Definition 2.1 If a polynomial f ∈ Fq[x1, . . . , xn], has all coefficients distinct; that is, f =∑t
i=1 cimi and ci = cj ⇒ i = j, then we say f is diverse.
The diverse polynomials are only special kind in Fq[x1, . . . , xn], which are not the general case
in pratice. So we introduce the method of diversification which first introduced by Giesbrecht
and Roche [17].
As we know that if ζ1, . . . , ζn ∈ Fq/{0}, then the polynomials
f(ζ1x1, . . . , ζnxn)↔ f(x1, . . . , xn)
are one-to-one corresponding. And the two polynomials have the same monomials and the only
difference between them is the coefficients. So we can interpolate f(ζ1x1, . . . , ζnxn) instead of
f(x1, . . . , xn).
If
f(x1, . . . , xn) =
t∑
i=1
cix
ei,1
1 · · ·xei,nn
then
f(ζ1x1, . . . , ζnxn) =
t∑
i=1
ciζ
ei,1
1 · · · ζei,nn xei,11 · · ·xei,nn =
t∑
i=1
c˜ix
ei,1
1 · · ·xei,nn
where c˜i = ciζ
ei,1
1 · · · ζei,nn .
Now the coefficients of the new polynomial f(ζ1x1, . . . , ζnxn) are c˜i’s, which depend on
the choose of (ζ1, . . . , ζn). Giesbrecht and Roche [17] proved that if (ζ1, . . . , ζn) are randomly
chosen from F∗nq and Fq has enough many elements, then f(ζ1x1, . . . , ζnxn) is diverse with high
probability. This is a surprisingly simple but effective trick.
If the polynomial f(ζ1x1, . . . , ζnxn) is diverse, then each coefficient of f(ζ1x1, . . . , ζnxn) is
the feature of the correlate term, as it is unique. Once g = f(ζ1x1, . . . , ζnxn) is known, then
f = g(ζ−11 x1, . . . , ζ
−1
n xn)
3 Sparse interpolation over finite fields
Now we give a sparse interpolation algorithm for black-box multivariate polynomials over finite
fields Fq.
Let
f(x1, . . . , xn) = c1m1 + · · ·+ ctmt ∈ Fq[x1, . . . , xn] (2)
be the polynomial to be interpolated, where mi = x
ei,1
1 . . . x
ei,n
n are distinct monomials, ci are
non-zero coefficients, and t = #f is the number of terms in f and T ≥ t is a term bound.
Let
βi = (α
i
1, . . . , α
i
n) ∈ F∗nq , ζ = (ζ1, . . . , ζn) ∈ F∗nq
Denote
ζ ∗ βi = (ζ1αi1, . . . , ζnαin)
Now evaluate the value
ai = f(ζ ∗ βi) = f(ζ1αi1, . . . , ζnαin), i = 0, 1, . . . , 2T − 1
and denote
vj = mj(α1, . . . , αn), j = 1, 2, . . . , t
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This section is organized as follows. In Section 3.1, we present a diverse version of Ben-Or
and Tiwari algorithm. This algorithm will return (c˜i, vi), i = 1, . . . , t. In Section 3.2, we show
how to determine the exponents and coefficients by adding probes. In section 3.3, we present
our new interpolation algorithm and analyse its time complexity. In section 3.4, we analyse the
success rate of our new algorithm.
3.1 The diverse version of Ben-Or and Tiwari algorithm
In order to proceed our algorithm, we give the first assumption.
Assumption 1 f is a polynomial as in (2). Let (α1, . . . , αn) ∈ F∗nq and it satisfies
mi(α1, . . . , αn) 6= mj(α1, . . . , αn), if i 6= j
In the following description, we suppose Assumption 1 is correct. First construct an auxiliary
polynomial Λ(z) to compute the vi. It is constructed as follows.
Λ(z) =
t∏
i=1
(z − vi) = zt + ζt−1zt−1 + · · ·+ ζ1z + ζ0. (3)
For any j ∈ N, we have
aj = f(ζ ∗ βj) =
t∑
i=1
cimi(ζ1α
j
1, . . . , ζnα
j
n)
=
t∑
i=1
cimi(ζ1, . . . , ζn)mi(α
j
1, . . . , α
j
n)
=
t∑
i=1
c˜imi(α
j
1, . . . , α
j
n) =
t∑
i=1
c˜iv
j
i
Consider the sum
t∑
i=1
c˜iv
j
iΛ(vi) =
t−1∑
k=0
ζk(c˜1v
k+j
1 + c˜2v
k+j
2 + · · ·+ c˜tvk+jt ) + (c˜1vt+j1 + c˜2vt+j2 + · · ·+ c˜tvt+jt )
for j = 0, . . . , t− 1. Since ζ(vi) = 0,
ajζ0 + aj+1ζ1 + · · ·+ aj+t−1ζt−1 + aj+t = 0, 0 ≤ j ≤ t− 1.
We now have the Toeplitz system At
−→
λ t =
−→
b t where
Ai =

at−1 at · · · at−2+i
at−2 at−1 · · · at−3+i
...
...
. . .
...
at−i at−i+1 · · · at−1
 ,−→λ i =

λ0
λ1
...
λi−1
 ,−→b i = −

at−1+i
at−2+i
...
at
 (4)
At is non-singular as can be seen from the factorization.
At =

vt−11 v
t−1
2 · · · vt−1t
vt−21 v
t−2
2 · · · vt−2t
...
...
. . .
...
1 1 · · · 1


c˜1 0 · · · 0
0 c˜2 · · · 0
...
...
. . .
...
0 0 · · · c˜t


1 v1 · · · vt−11
1 v2 · · · vt−12
...
...
. . .
...
1 vt · · · vt−1t
 (5)
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Since the vi are distinct, the two Vandermonde matrices are nonsingular and as no c˜i is zero,
the diagonal matrix is nonsingular, too. If the input value of the upper bound T is greater than
t, then the coefficients c˜k, for k > t, can be regarded as zero and the resulting system AT would
be singular.
The root of the polynomial Λ(z) give the vi and by choosing the first t evaluations of f , we
get the following transposed Vandermonde system of equations V
−→˜
c = −→a for the coefficients of
f , where
V =

1 1 · · · 1
v1 v2 · · · vt
...
...
. . .
...
vt−11 v
t−1
2 · · · vt−1t
 ,−→˜c =

c˜1
c˜2
...
c˜t
 ,−→a =

a0
a1
...
at−1
 (6)
We now state the algorithm for computing the pairs (c˜i, vi). The key ingredients are:
• Compute v1, . . . , vt from the b0, b1, . . . , b2T−1.
• Compute the coefficients c˜1, . . . , c˜t from b0, b1, . . . , bt−1 and v1, . . . , vt.
Algorithm 3.1 (Monomials and coefficients(MC))
Input:
• A black box Bf : Fnq → Fq where f ∈ Fq[x1, . . . , xn] is the target polynomial.
• A point (α1, . . . , αn) ∈ F∗nq that satisfies Assumption 1.
• A point (ζ1, . . . , ζn) ∈ F∗nq .
• A terms bound T ≥ #f .
Output: The pairs {(c˜i, vi)|i = 1, 2, . . . , t} where c˜1  · · ·  c˜t.
Step 1: For i = 0, 1, . . . , 2T − 1, probe ai := f(ζ ∗ βi) = f(ζ1αi1, . . . , ζnαin).
Step 2: Find the rank t of the matrix AT .
Step 3: Solve the Toeplitz system At
−→
λ t =
−→
b t described in (4) to recover the auxiliary poly-
nomial Λ(z).
Step 4: Compute the roots of Λ(z) and denote them v1, . . . , vt.
Step 5: Find the coefficients c˜i by solving the transposed Vandermonde system V
−→˜
c = −→a
described in (6).
Step 6: Sort (c˜1, . . . , c˜t) into (c˜σ(1), . . . , c˜σ(t)) such that c˜σ(1)  · · ·  c˜σ(t), where σ is a per-
mutation of 1, 2, . . . , t.
Step 7: Return {(c˜σ(i), vσ(i))|i = 1, 2, . . . , t}.
Lemma 3.2 Algorithm 3.1 is correct and it needs 2T evaluations of f plus O∼(T log2 q) bit
operations.
Proof. The correctness comes from the early description. Now we analyse the complexity. Due
to the fast integer and polynomial multiplication algorithms [33, p.232], one can perform an
arithmetic operation in Fq in O∼(log q) bit operations.
In Step 1, it needs 2T evaluations.
In Step 2 and Step 3, it needs O(M(t) log t log q) bit operations [28].
In Step 4, by [33, Cor.14.16], it needs expected O∼(T log q) Fq-operations to compute all
v1, . . . , vt.
In Step 5, it needs O(M(t) log t log q) bit operations [28].
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In Step 6, as described in Section 2.1, sorting (c˜1, . . . , c˜t) is the same as sorting t s-tuples in
lexicographic order. By quick sort, it needs O∼(st) operation in Fp. So it needs O∼(st log p) =
O∼(t log q) bit operations.
So the total complexity of the algorithm is O∼(T log2 q) bit operations.
Remark 3.3 Algorithm 3.1 only returns the vi and the corresponding coefficients c˜i. In the
original Ben-Or and Tiwari Algorithm over field of characteristic 0, vi has the form vi =
p
ei,1
1 . . . p
ei,n
n where p1, . . . , pn are different primes. One can obtain the exponents ei,1, . . . , ei,n
from the factorization of vi. But Algorithm 3.1 works over the finite field, it is difficult to find
the exponents from vi = α
ei,1
1 . . . α
ei,n
n , which is a multi-variate discrete logarithm problem. So
Algorithm 3.1 is only a intermediate algorithm and will be called in the following interpolation
algorithm.
3.2 Determine the exponents and coefficients
In the above sub-section, we only obtain the vi(= α
ei,1
1 · · ·αei,nn ) and c˜i(= ciζei,11 · · · ζei,nn ). The
information we really want is ei,1, . . . , ei,n and ci. We see
ci =
c˜i
ζ
ei,1
1 · · · ζei,nn
As ζ1, . . . , ζn are known, once we know ei,1, . . . , ei,n, then ci can be computed quickly.
So the first thing we have to do is compute the exponents. We will do 2nT extra probes to
do it. For each xk, we use 2T more evaluations to determine the exponents in this variable in
the monomials mi. The reader may find that computing each variable are independent tasks
which can therefore be done in parallel
Fix ω be a generator of F∗q . Consider the k-th variable xk. Let
βi,k = (α
i
1, . . . , (αkω)
i, . . . , αin) ∈ F∗nq
Note that we evaluate the k-th variable at powers of αkω instead of αk, and the others do not
change.
Denote vj,k = mj(α1, . . . , αkω, . . . , αn). Compared with vj , we have
vj,k
vj
=
mj(α1, . . . , αkω, . . . , αn)
mj(α1, . . . , αn)
= ωej,k ∈ Fq
where ej,k is the k-the exponent in the monomial mj .
From vj,k, vj and ω, we compute the exponent ej,k mod (q− 1) from the discrete logarithm
problem.
As D ≥ maxni=1 degxif is the partial degree bound, D ≥ ej,k. If q−1 > D, then the represent
element of ej,k mod (q − 1) is ej,k itself.
To compute the vj,k, i = 1, 2, . . . , t, k = 1, 2, . . . , n, we introduce the second assumption.
Assumption 2 f is a polynomial as in (2) and ω is a generator of F∗q . Let (α1, . . . , αn) ∈ F∗nq
and for any k = 1, 2, . . . , n, it satisfies
mi(α1, . . . , αkω, . . . , αn) 6= mj(α1, . . . , αkω, . . . , αn), if i 6= j
We introduce the Assumption 2 because under such assumption, for any fix k, we can
compute v1,k, . . . , vt,k from the evaluation
f(ζ ∗ βi,k) = f(ζ1αi1, . . . , ζ2(αkω)i, . . . , ζnαin), i = 0, 1, . . . , 2T − 1
by Algorithm 3.1.
As we can see, c˜i’s are only related the coefficients ci and the selection of ζ1, . . . , ζn, so they
are independent of vj ’s and vj,k’s.
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To compute ej,k, we have to find the vj,k, vj which corresponds to the same monomial mj .
As both vj,k, vj corresponds to the coefficient c˜j in the output of Algorithm 3.1, if all c˜i’s are
different, we can match them by searching.
So we introduce the third assumption.
Assumption 3 f is a polynomial as in (2). Let (ζ1, . . . , ζn) ∈ F∗nq and it satisfies
c˜i 6= c˜j , if i 6= j
As
f(ζ1x1, . . . , ζnxn) = c˜1m1 + · · ·+ c˜tmt
The Assumption 3 means that f(ζ1x1, . . . , ζnxn) is a diverse polynomial according to Defi-
nition 2.1.
3.3 Algorithm
We now state the interpolation. The key ingredients are:
• Compute {(ci, vi), i = 1, . . . , t} from the evaluations f(ζ1αin, . . . , ζnαin), i = 0, 1, . . . , 2T −1
by Algorithm 3.1, where c˜1  · · ·  c˜n.
• For each variable xk, compute {(ci,k, vi,k), i = 1, . . . , t} from the evaluations f(ζ1αin, . . . , ζk(αkω)i, . . . , ζnαin), i =
0, 1, . . . , 2T − 1 by Algorithm 3.1, where c˜1,k  · · ·  c˜n,k.
• For the exponent of k-th variable in the monomial mi, compute ei,k from discrete logarithm
problem
vk,i
vi
= ωei,k in Fq.
• For each coefficient, compute ci = c˜i
ζ
ei,1
1 ···ζ
ei,n
n
.
Algorithm 3.4 (Interpolation)
Input:
• Bf : Fnq → Fq where f ∈ Fq[x1, . . . , xn] and q ≥ 2(n+ 2)T 2D + 1.
• A partial degree bound D ≥ maxni=1 degxi(f).
• A bound T ≥ t on the number of terms in f .
• A generator ω of F∗q .
Output: The polynomial f =
∑t
i=1 cimi with probability ≥ 34 or Fail.
Step 1: Choose 2n nonzero elements α1, . . . , αn, ζ1, . . . , ζn from F∗q at random.
Step 2: Call Algorithm 3.1, let
{(c˜i, vi)|i = 1, 2, . . . , t} = MC(Bf , (α1, . . . , αn), (ζ1, . . . , ζn), T )
/∗ note that in the output of Algorithm MC, c˜1  · · ·  c˜n ∗/
Step 3: For k = 1, . . . , n do /∗determine degxk(mi) for 1 ≤ i ≤ t∗/
a: Call Algorithm 3.1, let
{(c˜i,k, vi,k)|i = 1, 2, . . . , t} = MC(Bf , (α1, . . . , αkω, . . . αn), (ζ1, . . . , ζn), T )
b: For i = 1, 2, . . . , t do
If ci,k 6= ci then return failure. end if.
Compute ei,k from the discrete logarithm problem
vi,k
vi
= ωei,k in Fq.
Step 4: For i = 1, 2, . . . , t, compute ci = c˜i/ζ
ei,1
1 · · · ζei,nn .
Step 5: Return
∑t
i=1 cix
ei,1
1 · · ·xei,nn .
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We first analyse the complexity of Algorithm 3.4. Our algorithm will require randomness.
We assume we may obtain a random bit with bit-cost O(1).
Theorem 3.5 Algorithm 3.4 needs 2(n+1)T evaluations of f plus O∼(nT log2 q+nT
√
D log q)
bit operations.
Proof. In Step 1, randomly choosing 2n elements cost O∼(n log q) bit operations.
In Step 2 and a of Step 3, it calls n + 1 times Algorithm MC, by Lemma 3.2, it needs
2(n+ 1)T evaluations and O∼(nT log2 q) bit operations.
In b of Step 3, it totally needs to solve nt discrete logarithms. A good approach over an
arbitrary finite field was given in [32], where we can take advantage of the fact that the order
of each discrete log is bounded by D ≥ degxif , with a cost of O(
√
D) operations in Fq for each
discrete logarithm. So the complexity is O∼(nt
√
D log q) bit operations.
In Step 4, to compute ζ
ei,1
1 · · · ζei,nn , it costs O∼(n logD log q) bit operations. So it needs
O∼(nt logD log q) bit operations.
So the total complexity of the algorithm is O∼(nT log2 q + nT
√
D log q) bit operations.
Remark 3.6 The most expensive step in Algorithm 3.4 is b Step 3. Here, we need to solve
nT discrete logarithm. But for some special q where q − 1 has only small prime factor, the
discrete logarithm can be computed quickly with O(log2D) bit operations. Unfortunately, no
polynomial-time algorithm is known for arbitrary finite fields.
3.4 Analysis of success rate
Now we analyse the success rate. As mentioned before, the correct return of Algorithm 3.4 relies
on the Assumption 1,2,3. First we prove the following lemma.
Lemma 3.7 Assume m1 and m2 are two different monomials with each degree no more D. Let
c be a nonzero element in Fq. Then there exists no more than
D(q − 1)n−1
n-tuples (α1, . . . , αn) ∈ F∗nq such that m1(α1, . . . , αn) = c ·m2(α1, . . . , αn).
Proof. Let g be a generator of the multiplicative group F∗q . Then for each n-th tuple (α1, . . . , αn)
we can assign another n-th tuple −→a = (a1, . . . , an) ∈ N such that αi = gai . The ai are elements
of Z/(q − 1). Assume c = gb. If two terms m1(α1, . . . , αn) = c ·m2(α1, . . . , αn) then
m1(α1, . . . , αn) = α
−→e 1 = g
−→a ·−→e 1 = gbg
−→a ·−→e 2 = c ·m2(α1, . . . , αn)
So −→a · −→e 1 = b+−→a · −→e 2 mod (q − 1)
which is −→a · (−→e 1 −−→e 2) = b mod (q − 1)
By the proof of Proposition 8 in [35], there are k(q− 1)n−1 such tuples such that −→a · (−→e 1 −−→e 2) = 0 mod (q− 1), where k is the GCD of the elements of −→e 1 −−→e 2 and q− 1. So there are
at most k(q − 1)n−1 tuples such that −→a · (−→e 1 −−→e 2) = b mod (q − 1). Since k ≤ D, there are
at most D(q − 1)n−1 tuples causing the two terms take on the same value.
We give the following theorem which will be used to analyse an upper bound on the proba-
bility that Assumption 1,2,3 are satisfied when we randomly choose α1, . . . , αn, ζ1, . . . , ζn from
F∗q .
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Theorem 3.8 Let f = c1m1 + · · · + ctmt ∈ Fq[x1, . . . , xn] be a n-variable polynomial. Let
ω ∈ F∗q , T ≥ t and D ≥ maxni=1 degxif . If α1, . . . , αn, ζ1, . . . , ζn be elements from F∗q chosen at
random. Then with probability
≥ 1− (n+ 2)T (T − 1)D
2(q − 1)
the Assumption 1,2,3 are satisfied.
Proof. For Assumption 1, it needs to make sure
mi(α1, . . . , αn) 6= mj(α1, . . . , αn), if i 6= j
For each pair (i, j) with i 6= j, by Lemma 3.7, it exists at most D(q − 1)2n−1 2n-tuples
(α1, . . . , αn, ζ1, . . . , ζn) such that mi(α1, . . . , αn) = mj(α1, . . . , αn). Since there are at most
T (T−1)
2 such pairs, at most
T (T−1)D(q−1)2n−1
2 tuples in F
∗2n
q do not satisfy Assumption 1.
For Assumption 2, it needs to make sure
mi(α1, . . . , αkω, . . . , αn) 6= mj(α1, . . . , αkω, . . . , αn), if i 6= j
for any fixed k in {1, 2, . . . , n}. Since mi(α1, . . . , αkω, . . . , αn) = ωei,kmi(α1, . . . , αn) and
mj(α1, . . . , αkω, . . . , αn) = ω
ej,kmi(α1, . . . , αn), it equals to
mi(α1, . . . , αn) 6= ci,jmj(α1, . . . , . . . , αn)
where ci,j = ω
ej,k−ei,k . For each pair (i, j) with i 6= j, by Lemma 3.7, it exists at most
D(q − 1)2n−1 2n-tuples (α1, . . . , αn, ζ1, . . . , ζn) such that mi(α1, . . . , αn) = ci,jmj(α1, . . . , αn).
Since there are at most T (T−1)2 such pairs and k = 1, 2, . . . , n, at most
nT (T−1)D(q−1)2n−1
2 tuples
in F∗2nq do not satisfy Assumption 2.
For Assumption 3, it needs to make sure
cimi(ζ1, . . . , ζn) 6= cjmj(ζ1, . . . , ζn), if i 6= j
For each pair (i, j) with i 6= j, by Lemma 3.7, it exists at most D(q − 1)2n−1 2n-tuples
(α1, . . . , αn, ζ1, . . . , ζn) such that cimi(ζ1, . . . , ζn) = cjmj(ζ1, . . . , ζn). Since there are at most
T (T−1)
2 such pairs, at most
T (T−1)D(q−1)2n−1
2 tuples in F
∗2n
q do not satisfy Assumption 3.
In total, at most
(n+ 2)T (T − 1)D(q − 1)2n−1
2
tuples (α1, . . . , αn, ζ1, . . . , ζn) ∈ F∗2nq do not satisfy at least one of the Assumption 1,2,3.
As there are (q − 1)2n different points in F∗2nq , with probability
≥ (q − 1)
2n − (n+2)T (T−1)D(q−1)2n−12
(q − 1)2n = 1−
(n+ 2)T (T − 1)D
2(q − 1)
the Assumption 1,2,3 are all satisfied.
Corollary 3.9 Algorithm 3.4 is correct.
Proof. As described earlier, once (α1, . . . , αn, ζ1, . . . , ζn) satisfies Assumption 1,2,3, Algorithm
3.4 returns the correct polynomial f . In the input of Algorithm, q ≥ 2(n+ 2)T 2D + 1, so
(n+ 2)T (T − 1)D
2(q − 1) ≤
(n+ 2)T 2D
2(q − 1) ≤
1
4
By Theorem 3.8, algorithm returns the correct polynomial with probability ≥ 1− 14 = 34 .
Remark 3.10 By the analysis of Theorem 3.8, Algorithm 3.1 returns the correct polynomial
with probability ≥ 1− (n+2)T (T−1)D2(q−1) . So for any 0 < ε < 1, if q ≥ (n+2)T (T−1)D2ε + 1, it returns
the correct polynomial with probability ≥ 1− ε.
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4 An example
We demonstrate our algorithm in the following example. For ease of calculation, we let Fq = Zp
where p is a prime. Here we use x, y and z for variables instead of x1, x2 and x3.
Example 4.1 Let f = 91yz2 + 91x2yz + 61x2y2z + 61z5 + 1 and p = 101. Given the number
of terms t = 5, the number of variables n = 3, a degree bound D = 5 and the black box that
computes f , we want to find f .
The first step is to randomly pick 2n = 6 elements α1 = 5, α2 = 59, α3 = 78, ζ1 = 34, ζ =
29, ζ3 = 89 of Z∗p.
We first show how Algorithm 3.1 works. We evaluate the black box at the points ζ ∗
β0, . . . , ζ ∗ β2t−1 where ζ ∗ βi = (ζ1αi1, ζ2αi2, . . . , ζnαin). Thus we make 2t probes to the black
box. The reason to use random values from Z∗p is that it decreases the probability of two distinct
monomials having the same evaluation. Let ai be the output of the black box on input ζ ∗ βi
and let A = (a0, . . . , a2t−1). In this example we obtain
A = (87, 96, 13, 2, 62, 77, 74, 63, 64, 31)
Now we find the rank of the matrix AT and solve the Toeplitz system At
−→
λ t =
−→
b t to recover
the auxiliary polynomial Λ(z).
In our example,
Λ(z) = z5 + 61z4 + 72z3 + 10z2 + 35z + 23
The next step is to find the roots of Λ(z). We know that this polynomial is the product of
exactly t = 5 linear factors. The roots are v1 = 1, v2 = 2, v3 = 11, v4 = 43 and v5 = 84. Now
we need to compute the coefficients c˜i. We do this by solving the linear system of equations
V
−→˜
c = −→a . After solving we obtain
c˜1 = 1, c˜2 = 54, c˜3 = 50, c˜4 = 43, c˜5 = 33
Sort in order of c˜i, the output of Algorithm 3.1 is
{(c˜i, vi)|i = 1, . . . , 5} = {(1, 1), (33, 84), (43, 43), (50, 11), (54, 2)}
Now let’s look at the main step, which is to determine the degrees of each monomial in f
in each variable. Consider the first variable x. Let ω be a generator of Zp. In this example
we choose ω = 34. We choose the evaluation points ζ ∗ β0,1, ζ ∗ β1,1, . . . , ζ ∗ β2t−1,1 where
βi,1 = (ω
iαi1, α
i
2, . . . , α
i
n). Note that we evaluated the first variable at powers of ωα1 instead of
α1. By Algorithm 3.1, it returns
{(ci,1, vi,1)} = {(1, 1), (33, 84), (43, 16), (50, 91), (54, 2)}
Since
vi,1 = mi(ωα1, α2, . . . , αn) = ω
ei1mi(α1, α2, . . . , αn) = ω
ei1vi
To compute ei1, we can solve the problem
ωei1 ≡ vi,1
vi
mod p
We use coefficients to find the relevant terms and solve five discrete logarithm problems.
After computing, we have
(
vi,1
vi
|i = 1, 2, . . . , t) = (1, 1, 45, 45, 1)
Computing the discrete logarithms, we have
e11 = 0, e21 = 0, e31 = 2, e41 = 2, e51 = 0
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Table 2: Evaluations and outputs of Algorithm 3.1
Evaluation Output of Algorithm 3.1
i = 0, . . . , 9 c˜1 = 1 c˜2 = 33 c˜3 = 43 c˜4 = 50 c˜5 = 54
f(ζ ∗ βi) v1 = 1 v2 = 84 v3 = 43 v4 = 11 v5 = 2
f(ζ ∗ βi,1) v1,1 = 1 v2,1 = 84 v3,1 = 16 v4,1 = 91 v5,1 = 2
f(ζ ∗ βi,2) v1,2 = 1 v2,2 = 84 v3,2 = 16 v4,2 = 71 v5,2 = 68
f(ζ ∗ βi,3) v1,3 = 1 v2,3 = 39 v3,3 = 48 v4,3 = 71 v5,3 = 90
This gives us the degree of each monomial mi in the variable x.
We proceed to the next variable y, z, just like the variable x. And we list the results in Table
2.
From the information of Table 2, we can compute the divisions of vi,k and vi and we list the
results in Table 3.
Table 3: The divisions of vi,k and vi
i = 1 i = 2 i = 3 i = 4 i = 5
vi,1
v1
1 1 45 45 1
vi,2
v2
1 1 45 34 34
vi,3
v3
1 69 34 34 45
We know ei,k = logω
vi,k
vi
, according to Table 3, we have
m1 = 1,m2 = z
5,m3 = x
2y2z,m4 = x
2yz,m5 = yz
2
Now all that’s left is the coefficients. As
ci =
c˜i
mi(ζ1, . . . , ζn)
after dividing we obtain c1 = 1, c2 = 61, c3 = 61, c4 = 91, c5 = 91 and hence f = 91yz
2 +
91x2yz + 61x2y2z + 61z5 + 1 and we are done.
5 Experimental results
In this section, practical performances of the interpolation algorithm over finite fields will be
reported. We implement Algorithm 3.1 and Algorithm 3.4 in Maple. The Maple code can be
found in
http://github.com/huangqiaolong/Maple-codes
The codes also include some test examples and their running times. The data are collected
on a desktop with Windows system, 3.19GHz Core i7-8700 CPU, and 16GB RAM memory.
In Algorithm 3.1, we use the Berlekamp-Massey algorithm to solve the Toeplitz systems, use
the command Roots in Maple to find the roots, and use the command mlog in Maple to solve
the discrete logarithm problem.
We randomly construct five polynomials over the finite field Fq within the given terms bound
and partial degree bound, then regard them as black-box polynomials and reconstruct them with
the algorithm. The average times are collected. In our testing, we fix q = 140122640051 and
use the primitive element ω = 2.
The results are shown in Figures 1, 2, 3. In each figure, two of the parameters n, T,D are
fixed and one of them is variant. These data are basically in accordance with the complexity
O∼(nT
√
D log q + nT log2 q) of the algorithm.
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Figure 1: Average times with varying T
Figure 2: Average times with varying D
6 Conclusion
In this paper, we consider sparse interpolation for a polynomial given by a black box. The main
contribution is a new Monte Carlo algorithm which works over a large finite field . Our sparse
interpolation algorithm is a modification of the Ben-Or/Tiwari algorithm. It does 2(n + 1)T
probes to the black box. Our algorithm does not interpolate each variable sequentially and thus
can more easily be parallelized. It has lower complexity than any existing algorithms in n, T,D.
Experimental results show that for sparse polynomials, it does well even if the degree is larger
than 1000, 000.
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