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Niniejsza książka jest zbiorem zadań z matematyki wyższej dla studen­
tów chemii. Powstała na bazie doświadczeń autorki w prowadzeniu ćwiczeń 
z matematyki na Uniwersytecie Śląskim.
W  publikacji zawarto zadania odpowiadające zakresowi materiału z ma­
tematyki, jaki jest wykładany na pierwszym roku studiów. Poza wiadomo­
ściami wstępnymi, obejmującymi elementy teorii mnogości, własności zbioru 
liczb rzeczywistych i zespolonych, podstawowe wiadomości o funkcjach ele­
mentarnych, jest to algebra liniowa, rachunek różniczkowy i całkowy na 
prostej oraz w przestrzeniach euklidesowych. Ostatni rozdział obejmuje zada­
nia z zakresu równań różniczkowych.
Zarówno układ treści, jak i podział Zbioru. . .  na rozdziały jest dostoso­
wany do podręcznika Joanny Ger Kurs matematyki dla chemików, w którym 
Czytelnik znajdzie wszystkie potrzebne wiadomości teoretyczne, a także 
wiele dodatkowych, rozwiązanych przykładów.
Wobec dużej oferty wydawniczej różnego typu zbiorów zadań prezen­
towana pozycja stanowić ma podręczną pomoc na zajęciach oraz w pracy 
indywidualnej. Wykład matematyki dla studentów chemii obejmuje różne 
działy matematyki. W poszukiwaniu ciekawych, odpowiadających poziomem 
i treścią, problemów trzeba było sięgać (i również odsyłać studentów) do 
różnych książek. Zbiór. . .  stanowi kompendium pozwalające uniknąć tych 
trudności w nauczaniu na poziomie podstawowym, dla studentów zaś zainte­
resowanych zgłębianiem tem atu powinien być punktem wyjścia do dalszych 
poszukiwań.
Niewątpliwą zaletą skryptu jest to, że prawie wszystkie zadania mają 
odpowiedzi, a wiele z nich mniej lub bardziej szczegółowe rozwiązania.
Rozwiązania i odpowiedzi umieszczono po każdym rozdziale. Aby ułatwić 
Czytelnikowi korzystanie ze zbioru w celu samodzielnej nauki, zadania roz­
wiązane oznaczono podkreśleniem (np. Zadanie 1. lub b)).
Ważnym elementem zbioru są zadania bezpośrednio przedstawiające za­
stosowania matematyki w różnych działach chemii, co pokazuje studen­
towi chemii, że matematyka jest niezbędna do zrozumienia przedmiotu jego 
studiów.
Choć publikacja adresowana jest głównie do studentów chemii, to ze 
względu na dobór treści i przystępność materiału większość zadań może być 
wykorzystana również przez studentów innych kierunków niematematycz- 
nych.
Pozycja zawiera zarówno zadania oryginalne, jak i zadania zaczerpnięte 
z cytowanej literatury.
Pragnę złożyć serdeczne podziękowania pracownikom Instytutu Mate­
matyki Uniwersytetu Śląskiego za wiele cennych uwag i spostrzeżeń, które 
spożytkowałam przygotowując ten zbiór, szczególnie Pani Doktor Joannie 
Ger, która mnie gorąco do jego napisania zachęcała.
• Elem enty logiki m atem atycznej
• i • • /  •i teorii mnogości
















Liczba 4 jest parzysta i liczba 5 jest nieparzysta.
Liczba 5 jest nieparzysta i 32 =  6.
Liczba 20 jest parzysta lub liczba 3 jest nieparzysta. 
Liczba 4 jest parzysta lub 7 < 2. 
log2 8 =  1 lub liczba 5 jest dzielnikiem liczby 20. 
v^ L5 =  3 lub liczba 6 jest kwadratem liczby 2.
Jeżeli liczba 4 jest parzysta, to 20 : 4 =  5.
Jeżeli liczba 4 jest nieparzysta, to 20 : 4 =  5.
Jeżeli liczba 4 jest nieparzysta, to 5 : 4 =  20.
Jeżeli liczba 4 jest parzysta, to 5 : 4 =  20.
Jeżeli log2 3 =  5, to 25 =  3.
Jeżeli log3 3 =  1, to 3-1 =  3.
32 =  9 wtedy i tylko wtedy, gdy (—3)2 =  9.
Liczba 4 jest parzysta wtedy i tylko wtedy, gdy 4 > 10. 
log4 7 =  2 wtedy i tylko wtedy, gdy (—4)2 =  7.
Z adan ie  2. Udowodnić następujące prawa rachunku zdań (p, q, r są zda­
niami):
a) p p) (prawo podwójnego przeczenia);
b) pV ~  p (prawo wyłączonego środka);
c) (p ^  q) &  (~  q p) (prawo kontrapozycji);
d) ~  (p ^  q) &  p A ^  q (zaprzeczenie implikacji);
e) ~  (p V q) & ^  p A ~  q (prawo de Morgana dla alternatywy);
f) ~  (p A q) & ^  p V ~  q (prawo de Morgana dla koniunkcji);
g) (p V q) V r &  p V (q V r) (prawo łączności dla alternatywy);
h) (p A q) A r &  p A (q A r) (prawo łączności dla koniunkcji);
i) (pVq) Ar &  (p Ar) V (q Ar)  (prawo rozdzielności koniunkcji względem 
alternatywy);
j) (p A q) V r &  (p V r) A (q V r) (prawo rozdzielności alternatywy
względem koniunkcji).
Z adan ie  3. Sprawdzić, czy dla dowolnych zdań a , b, c prawdziwe są następu­
jące zdania złożone:
a) (a a) ^  a; b) (a A b) ^  b;
c) a A b ^  a V b; d) ~  (a A b) &  (~ a &  b);
e) (a A b) V c &  a A (b V c).
Z adan ie  4. Odczytać następujące zdania:
Z adan ie  5. Używając kwantyfikatorów i innych symboli matematycznych 
zapisać następujące zdania i funkcje zdaniowe:
a) x  jest liczbą parzystą;
b) x  jest sumą kwadratów dwóch liczb naturalnych;
c) x  przy dzieleniu przez 4 daje resztę 1 lub 2;
d) x  jest liczbą pierwszą;
e) x  nie jest liczbą pierwszą;
f) każda liczba całkowita przy dzieleniu przez 2 daje resztę 0 lub 1;
g) nie istnieje największa liczba naturalna;
a) V  x2 =  9; b) A  ( 2 \n ^  2 \(n + 2));
h) nie istnieje liczba, której kwadrat jest mniejszy od zera;
i) między dowolnymi dwiema liczbami rzeczywistymi istnieje trzecia; 
j) funkcja f  : R R ma jedno miejsce zerowe.
Z adan ie  6. Niech A  =  [3,5), B  =  (4,10] będą podzbiorami przestrzeni 
X  =  [0, to). Wyznaczyć zbiory:
a) A  \  B; b) A ' n  B; c) (A U B )' n  B; d) (A n  B)'  U A.
Z adan ie  7. Dane są zbiory A = (—1, 3), B  =  [-10, —1) i C  =  [-5 , 0).
Wyznaczyć zbiory:
a) (A U B) \  C ; b) (A U B)  n  C ; c) (A'  n  B)  U C ; d) A'  n  C  n  B'.
Z adan ie  8. Dowieść, że dla dowolnych zbiorów A , B  i C  prawdziwe są
następujące zależności:
a ) A  \  B  = A  \  (A n  B);
b) A = (A n  B)  U (A \  B);
c) (A n  B) '  = A'  U B ' ; )
> prawa de Morgana
d) (A U B)'  = A'  n  B '; J
e) A n  (B  \  C ) =  (A n  B ) \  C ;
f) (A U B ) \  C  =  (A \  C ) U (B  \  C );
g) A \  (B U C ) =  (A \  B) \  C;
h ) ( A  \  B) U C  =  [(A U C) \  B ] U (B n  C).
Z adan ie  9. Na przykładzie zbiorów A  =  [—2,1) i B  =  {x € R : \x —1| < 1} 
sprawdzić słuszność praw de Morgana.
Z adan ie  10. Znaleźć An oraz n An, gdy
neN neN
a) An =  {x € R : n  < x < n  +  1}; b) An
c) An =  {x € R : n < x}; d) An
e) An =  ( x  € R : -----------< x  <  — \ .
7 \  n  +  1 n  +  1J
=  {x € R : —n  <  x  < n };
=  {x € R : 0 < x  <  — 1; 
I n  +  1 J ’
R ozw iązania i odpow iedzi
1. a) w(liczba 4 jest parzysta) =  1, w(liczba 5 jest nieparzysta) =  1, mamy 
zatem koniunkcję dwóch zdań prawdziwych, co daje prawdę;
i) w(liczba 4 jest nieparzysta) =  0, w(5 : 4 = 20) =  0; implikacja, w której 
zarówno poprzednik, jak i następnik jest fałszywy, jest prawdziwa;
c), d), e), g), h), k), m ), o) zdania prawdziwe;
b )  f )  j )  1^ n) zdania fałszywe.
2. Wiele dowodów można przeprowadzać na dwa sposoby. Podane tu  zostaną 
przykłady dowodów z wykorzystaniem obu sposobów:
b) I sp o só b :
p ~  p p V ^  p
1 0 1
0 1 1
Dla każdej wartości logicznej zdania p zdanie p V ~  p jest prawdziwe, dlatego 
jest to tautologia.
II sp o só b : Gdyby rozważana formuła nie była tautologią, istniałoby wtedy 
wartościowanie, przy którym oba człony alternatywy byłyby fałszywe, czyli 
w(p) = 0 i w (~  p) = 0, co jest niemożliwe.
c) Gdyby rozważana formuła nie była prawem logicznym, istniałoby wtedy 
wartościowanie, przy którym wartości logiczne obu członów równoważności 
byłyby różne. Wystarczy zatem udowodnić, że jeśli w(p ^  q) = 0, to
w (~  q p) = 0 i na odwrót. Jeśli w(p ^  q) = 0, to w(p) = 1 i w(q) = 0,
a zatem w ( ^  q) = 1, w ( ^  p) = 0 i w ( ^  q p) = 0. Odwrotnie,
w ( ^  q p) = 0 pociąga za sobą w ( ^  q) = 1, w ( ^  p) = 0, czyli w(p) = 1
i w(q) =  0, a zatem w(p ^  q) = 0.
e)
p q p V q ~  (p V q) ~  p ~  q ~  p A ~  q ~  (p V q) p A ~  q
1 1 1 0 0 0 0 1
1 0 1 0 0 1 0 1
0 1 1 0 1 0 0 1
0 0 0 1 1 1 1 1
Przy dowolnych wartościach logicznych zdań p oraz q zdanie ~  (p V q) &  
~  p A ~  q jest zawsze prawdziwe, a więc rozważana formuła jest tautologią.
j)
p q r p A q (p A q) V r p V r q V r (p V r) A (q V r) k ^  l
1 i i i i i i i i
1 i 0 i i i i i i
1 0 i 0 i i i i i
1 0 0 0 0 i 0 0 i
0 i i 0 i i i i i
0 i 0 0 0 0 i 0 i
0 0 i 0 i i i i i
0 0 0 0 0 0 0 0 i
W ostatniej rubryce powyższej tabeli zdanie k oznacza (p A q) V r, zdanie l 
zaś to (p V r) A (q V r).
3. Sposób sprawdzania jak w zadaniu 2; b), c) zdania prawdziwe dla 
dowolnych zdań a, b;
a), d), e) istnieją zdania a, b, c o takich wartościach logicznych, że dane 
zadania złożone są fałszywe.
4. a) Istnieje liczba rzeczywista, której kwadrat jest równy 9;
c) Nieprawda, że moduł dowolnej liczby rzeczywistej jest większy od 0.
5. a) V  x  =  2k; b) V  V  x  =  m 2 +  n 2;
keZ meN raeN
c) V  ( x  =  4k +  1 V x  =  4k +  2);
kez
d) x  =  1 A Ą  Ą  ( x  =  yz  ^  y =  1 V z =  1);
yeN^eN
j)  V  \ f  (xo) =  0 A Ą  f  (x) =  o J.
^=^0 /
6. a) [3, 4]; b) [5,10];
c) (A U B)'  n  B  =  A  n  B 1 n  B  =  0; d) (A n  B )' U A  =  A  U B'  U A  =  X .
7. a) [-10, -5 )  U [0, 3); b) [-5 , -1 )  U ( -1 , 0);
c) [-10, 0); d) {-1}.
8. a) Chcemy pokazać, że x € A  \  B  &  x  € A  \  (A n  B ). W tym celu, 
korzystając z praw logiki (por. zadanie 2), dostajemy ciąg równoważności: 
x  € A  \  (A n  B ) &  x  € A  A x  € A  n  B  &  x  € A  A ~  (x € A  n  B ) &
&  x € A  A ~  (x € A  A x  € B)  &  x  € A  A (~ (x € A)V ~  (x € B)) &
&  x € A  A (x € A  V x  € B ) &  (x € A  A x  € A) V (x € A  A x  € B)  &
&  x € A  A x  € B  &  x  € A  \  B,
co chcieliśmy otrzymać. (Korzystaliśmy z definicji różnicy i przekroju zbio­
rów, z prawa de Morgana dla koniunkcji, z prawa rozdzielności koniunkcji 
względem alternatywy, z prawa przemienności koniunkcji oraz z faktu, że 
alternatywa zdania fałszywego i dowolnego zdania ma taką samą wartość 
logiczną jak to zdanie).
h) x € [(A U C ) \  B] U (B n  C ) &  x  € [(A U C ) \  B] V x  € (B n  C ) &
&  [x € A  U C A x  € B ] V (x € B  A x  € C ) &
&  [(x € A  V x  € C ) A x  € B] V (x € B  A x  € C ) &
&  [(x € A  A x  € B) V (x € C A x  € B)] V (x € B  A x  € C ) &
&  (x € A  A x  € B)  V [(x € C A x  € B)  V (x € C A x  € B)] &
&  (x € A  A x  € B)  V [x € C A (x € B  V x  € B)] &
&  (x € A  A x  € B)  V x  € C &  x  € A  \  B  V x  € C &  x  € (A \  B)  U C .
10. a) y  A n = [1, + ro), y  An = 0;
b) y  An = R, y  An =  [-1,1];
c) U  An = (1 + <X>), y  An = 0;
d) U  An = |y  ^  An = {0};
e) An = {0}.
• Liczby rzeczywiste i zespolone 
Funkcje elem entarne
Z adan ie  1. Rozwiązać następujące równania i nierówności:
a) \x\ +  \3x — 2| = 4 ;
c) \x +  1\ +  \3 — x\ = 4 ;
e) \x2 — 9\ — \x2 — 4\ =  1;
g) \x +  2\ — \x\ > 1;
b) \x — 2\ =  —\x\ +  2;
d) 2\x — 3\ +  5 =  \1 — 2x\;
f) \2x — 1\ < \x — 1\;
h) \x +  2\ +  \3 — x \ <  5;
i) \x — 2\ — \x — 1\ ^  \x +  1\ — 5; j) \ \x +  1\ — \x — 1\ \ < 1.
Z adan ie  2. Naszkicować wykresy podanych funkcji (dla wszystkich tych x, 
dla których istnieje f  (x)) oraz omówić ich podstawowe własności (dziedzi­
na, zbiór wartości, miejsca zerowe, parzystość, monotoniczność, wypukłość, 
wartość największa, wartość najmniejsza, asymptoty, różnowartościowość, 
okresowość):
a) f (x ) =  | x2 — 1|;
c) f (x) =  2 — \x — 1\;
1 \  -x+1
e) f  (x) =  cos 2 x ^ ;
g) f  ( x ) = ( 2 )
i) f  (x) =  —tg ^x +  ;
b) f (x ) =  (x +  1)2 +  3;
d) f (x) =  —V x  +  2;
f) f (x ) =  sin2x  +  1;
h) f  (x) =  — log3 (—x) — 3;
j) f(x ) = — x ^ + 2
Z adan ie  3. Wyznaczyć dziedzinę naturalną funkcji (zbiór tych wszystkich 
x, dla których istnieje f  (x)):
\ x  +  1a) f  (x) = —^ z2 -  1
b) f  (x) =  V x  — x 3;
c) f (x) =  (x2 — 3x +  2)1/2 +  (3 — 2x — x2)-1/2;
d) f  (x) =  log^ . 3 (x2 +  2x +  3);
e) f  (x) =  log(x +  1) +
x2 — 3x +  2 1/2
1 —x
f) f (x) =  log(1 — log(x2 — 5x +  6));
g) f (x) =  logsin(x — 3) +  (16 — x2)1/2;
, s . ctgx
h) f  (x) =  i— — ;1 — ctgx
i) f (x) =  arcsin(1 — x) +  log(logx).
Z adan ie  4. Wyznaczyć dziedzinę naturalną i zbiór wartości następujących 
funkcji:




e) f  (x) =  sin x   t ; f) f -(x )= a rc c o ^ ------3-.| sin x| 1 +  x 2
Z adan ie  5. Która z określonych w punktach a )-  d) funkcji odwzorowuje 
zbiór X  n a  zbiór Y , jeżeli:
a) f (x) =  |x2 +  2x +  5|, X  =  R, Y  =  R;
b) f  (x) =  log(x2 +  1), X  =  R, Y  =  R+ U {0};
c) f (x) =  2^+1 +  sinx, X  =  R, Y  =  [—1, +ro);
d) f (x) =  x s in 1  n, X  =  R+, Y  =  R?
c) f  (x) =  i ; d) f  (x) =  1 +  Vlog(x2 — 1);
Z adan ie  6. Czy funkcje f : D f  ^  R oraz g : Dg R (gdzie D f  i Dg są
naturalnymi dziedzinami odpowiednio funkcji f  i g) są równe?
a) f  (x) =  x, g(x) =  \ f x 2;
b) f  (x) =  \x\, g(x) =  x  sgnx;
c) f  (x) =  sgnx, g(x) =  [sgnx];
x 2 — 1






, g (x ) =  loge) f (x )




x +  1 
x2 — 1 .
Z adan ie  7. Ustalić, które z podanych funkcji są parzyste, a które nieparzyste
(x  € R):
a) f  (x) =  x3 — 5;
=  x 2 — x  +  1 ;
b) f (x) =  x4 +  2x2 +  2;
1
d) f  (x) =  \2x\ — , x  =  0;
2 cos2 x  +  3;
2® +  2—® +  x 2 cos x;
c) f (x ) 
e) f (x )
g) f (x )
i) f (x) =  log(V1 +  4x2 — 2x);
Z adan ie  8. Zbadać różnowartościowość następujących funkcji:
a) f  (x) =  3® +  2, x € R;
c) f  (x) =  2tg2x — 1, x € (0, 2); d) f  (x) =  x 2 — 4x +  3, x € R;
e) f  (x) =  x  +  +  1, x € [0, to); f) f  (x) =
f) f  (x) =  sin x +  cos x — 1;
2x 2 +  x  +  1
h) f  (x) =  x log ^ ------- — ;2x 2 — x  +  1
j) f  (x) =  — 3x3, x > 0.
2x
b) f (x) =  ^ , x € R \ { —1};
1
r, x € R.
Z adan ie  9.
a) f (x ) =
c) f (x ) =
1 +  x 2
Wyznaczyć wzór funkcji odwrotnej do funkcji danej wzorem: 
3x  +  5, x  € R; b) f (x ) =  x 2 +  1, x  € R;
1 \ 2®—1
3 ) , x  € R; d) f  (x) =  log logx, x  € (1, + to );
e) f (x) =  5 x —T ■ x € R ' { i } ;
f) f  (x) =  x4 — 2x 2 +  1, x  € [1, + to ).
Z adan ie  10. Prawo Kohlrauscha opisujące przewodność molową Am roz­
cieńczonego roztworu mocnego elektrolitu o stężeniu c ma postać
Am =  Am — K V c,
gdzie Am jest przewodnością molową dla nieskończonego rozcieńczenia, a K 
— pewną stałą. Wyrazić c jako jawną funkcję Am.
Z adan ie  11. Izoterma adsorpcji Langmuira
Kp
9 =
1 +  Kp
opisuje ułamek powierzchni 9 pokryty przez cząsteczki zaadsorbowanego 
gazu o ciśnieniu p (K jest pewną stałą). Znaleźć jawną postać wyrażenia 
na p jako funkcji 9.
Z adan ie  12. Ciśnienie gazu na wysokości h powyżej poziomu morza można 
obliczyć za pomocą równania barometrycznego
p =  poe-Mgh/RT,
gdzie M  jest masą molową gazu, a p0 — ciśnieniem na poziomie morza. 
Wyrazić h za pomocą pozostałych zmiennych.
Z adan ie  13. Dane są funkcje: f  (x) =  x2+3, x  € R oraz g(x)  =  (x —1)1/2, 
x  € [1, + to ). Znaleźć wzór funkcji złożonej f  o g i g o f  oraz dziedzinę i zbiór 
wartości każdej z tych funkcji.
Z adan ie  14. Dane są funkcje: f  (x) =  x2, x € R, g(x)  =  y/1 — 2x,
x  € (^ —^ ,  2 oraz h(x) =  sinx, x  € R. Wyznaczyć, o ile istnieją, następu­
jące funkcje złożone: f  o f , g o h, f  o f  o f , f  o g o h, g o f  o h, g o g o g.
Z adan ie  15. Wyznaczyć dziedzinę naturalną i zbiór wartości funkcji f . 
W wyniku złożenia jakich funkcji elementarnych powstała ta  funkcja?
1
a) f  (x) =  log cos x; b) f  (x) =  2 x+2 — 5;
c) f  (x) =  1 — sin2 2x; d) f  (x) =  ^/log2(tg3x).
Z adan ie  16. Znaleźć, o ile istnieją, funkcje f  o g i g o f , jeśli:
a) f  : R2 — R, f  (x , y ) = xy,
2Vg : R — R2, g(x) = (x, x 2)
b ) f  : R2 — R2, f  (x, y) = (y, x), 
g : R2 — R, g(x, y) = x 2 + y2;
c) f  : X  — R2, X  C R3, f  (x, y, z) = ( / x y ,  z sin z)
g : X  — R3, X  C R2, g(x,y)  = [ x 2, y 2
x + y
d) f  : R+ U {0} — R4, f  (x) = (x, x 2, / x , 0),
g : R4 — R, g(x, y, z, v) = (x + y )2 
z 2 + v 2 +  1 '
Z adan ie  17. Znaleźć obrazy i przeciwobrazy zbiorów [1,4], (—1,1] oraz 
[-2,  -1 )  U [0, 4) poprzez funkcję f : R ^  R, gdy:
a) f ( x )  = x 2 b) f ( x )  = |x|; c) f ( x )  = x  + 2 .




a) Z i 2 - Z i2; b) Z 1 - Z i;
i=1 i=2
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c) 2i -  i 2;
i=0 i=0
3n+3 i
a = 0 ; f) i=13n+2
n  (i -  2)
i=3
Z adan ie  19. Zapisać za pomocą znaku sumy lub iloczynu ]j]:
a) 1 +  4 +  9 +  16 +  25 +  36;
, 1 4  9 16
c) 4 +  9 +  16 +  2 5 +  ••• ;
e) 1 ■ 2 ......n;
1 1 1
b) 8 +  4 +  2
d) ^ 7 ^ +  15 - 6 7 - 8  9 -10
+ • • • ;
f) 1 ■ 4 ■ 7 ■ 10 100;
g) 2 ■ (-4 )  ■ 6 ■ (-8 )  ■ • • • ;
h) (1 -  3 ) K  ) ( 1  -110
1
Z adan ie  20. Udowodnić, stosując zasadę indukcji matematycznej, że:
a) 1 + 2 + • • • + n  = " ' !>+ 1'' , n  € N;
b) 12 +  22 +  . . .  + "2 =  "<" + 1><2n + Ł> , "  € N;
6
n /  n \  2
c) ^  i3 =  ^  M , "  € N;
i=1 \ i=1 )
d) 1 +  2 +  . . .  +  2n - 1 =  2n — 1, "  € N;
( Ł — 4 )  ( Ł — 9 )  ■ ■ ■ ( Ł — (2" —1)2 )  = f —2"  ' "  € N;
1
f) y"'  ^  > V" ,  "  € N, "  > 2;
i=1 V i
, 1 3  2" — 1 1
g) 2 • 4 ........ - 2 " -  < V5"T+T’ "  € N;
h) 2! • 4 ! ........(2")! >  [(" +  1)!]n , "  € N, " >  1;
n n
i) n ( "  +  i) =  2n n ( 2 i  — 1), "  € N.
i=1 i=1
Z adan ie  21. Wyznaczyć, o ile istnieją, kresy następujących zbiorów:
A  = ( 3  +  1 : "  € N }; B  = J —- L :  "  € N
n 4n
C  =  | "  — ! :  "  € N J; D  =  {"  € N : "  — 2| < 5 };
1
n
E  =  {x € R : x  — 2| < 5 }
Z adan ie  22. Podać liczbę sprzężoną do następujących liczb zespolonych: 
1 +  i, 1 — 2i, —6 — 7i, 3i, —4i, 1, —5.
Z adan ie  23. Obliczyć:
a) (2 +  3i) +  (4 — 5i); b) (2 +  3i) — (2 — 3i); c) (5 +  3i)(3 — i);
1 i
d) (1 — 3i)2; e) (1 — 3i)(1 +  3i); f)
g) — 1—  • h) 1 — 3 — 4i5 +  3E ) 5 3 +  4i '
Z adan ie  24. Znaleźć takie liczby rzeczywiste A i p, aby prawdziwe były 
równości:
a) A(2 +  3i) +  p(4 -  5i) =  6 -  2i; b) A(4 -  3i)2 +  p(1 +  i)2 =  7 -  12i;
) A P = 1
c) 2 -  3i +  3 +  2i =  .
Z adan ie  25. Rozwiązać równania:
a) \z\ -  z =  1 +  2i; b) z • , +  z -  z, =  3 +  2i.
Z adan ie  26. Przedstawić w postaci trygonometrycznej następujące liczby 
zespolone (w podpunktach l)- n) rozwiązanie podać również w postaci ogól­
nej a +  bi, a,b € R):
a) 1; b) -3 ; c) 2i; d) - i ;
e) 1 +  i; f) 1 -  i; g) 1 +  i^ 3 ; h) - 1  +  i^3 ;
i) V3 -  i; j) in ; k) (1 +  i)n ; l) (1 +  iV 3)5;
7
,1 +  i V s )  ; V 2 ' ■ 2m) ( T + 73 n) - + 4
1 . V ż \ 10
( -1  +  V3i)15 ( -1  - V 3 i ) 15
(1 -  i )20 (1 +  i)20 '
z 1 z2Z adan ie  27. Dla podanych liczb zespolonych z 1 i z2 obliczyć z1z2, — , — :
z2 z 1
X „ I n . . n \  /  n . .
a) z1 =  2 (cos 2  +  i sin 2  J, z2 =  3 Icos 3  +  i sin-3 );
, s r , 3n . . 3n A 2n . . 2n
b) z 1 =  5 ( cos —  +  i sin —  j ,  z2 =  cos —  +  i sin — .
Z adan ie  28. Podać interpretację geometryczną następujących zbiorów liczb 
zespolonych:
a) {z  : \z\ > 3}; b) {z : \z -  i +  1\ < 1};
c) {z  : Re z =  2}; d) {z : Im z 2 =  2};
e) j z  : Arg z =  |  J ; f) {z : \z +  1\ +  \z -  1\ =  4}.
Z adan ie  29. Przedstawić w postaci a+bi (a, b € R) pierwiastki kwadratowe 
z następujących liczb zespolonych (bez posługiwania się postacią trygono­
metryczną liczby zespolonej):
a) i; b) - i ;
e) 11 -  60i; f) - 15  + 8i;
Z adan ie  30. Rozwiązać równania:
a) z2 — 3z + 3 + i =  0;
c) z2 +  (1 +  4i)z — (5 +  i) = 0;
e) z4 +  (15 +  7i)z2 +  8 — 15i = 0.
Z adan ie  31. Obliczyć pierwiastki trzeciego stopnia z następujących liczb ze­
spolonych, a następnie rozwiązania przedstawić na płaszczyźnie zespolonej:
a) 1; b) —1; c) i; d) 1 +  i; e) 1 +  ify3.
Z adan ie  32. Obliczyć wszystkie pierwiastki i przedstawić je na płaszczyźnie 
zespolonej:
a) —64; b) \ f i ; c) 1 — i ; d) \/1.
c) 8 +  6i; d) 3 + 4i;
g) 1 + ify3; h) 2 — 3i.
b) z2 + 2(1 + i)z + 2i = 0;
d) z4 — 2z2 + 4 = 0;
R ozw iązania i odpow iedzi
1. a) Rozważymy alternatywę trzech możliwych przypadków: 1) x € (—m , 0)
lub 2) x € 0, 3 j , lub 3) x € 3, + m . W każdym z tych przypadków roz­
wiązywać będziemy zadane równanie. W pierwszym przypadku, korzystając 
z definicji wartości bezwzględnej, otrzymujemy równanie —x — 3x + 2 = 4, 
co daje x = — 1 , należące do rozważanego przedziału. W drugim przypadku 
otrzymujemy równanie x — 3x + 2 = 4, co prowadzi do rozwiązania x = —1, 
nienależącego jednak do rozważanego przedziału. Zbiór rozwiązań zatem jest 
tu  zbiorem pustym. W ostatnim przypadku dostajemy równanie x  + 3x — 
2 =  4, skąd x = 3 jest rozwiązaniem, gdyż należy do rozważanego prze­
działu. Ostatecznie zatem rozwiązaniem równania jest każda liczba należąca
do sumy zbiorów rozwiązań uzyskanych w wyżej rozważanych przedziałach,
b) x  € [0,2]; c) x  € [—1,3]; d) x € [3, + to ); e) x € { —V6, V6};
g) Rozważymy alternatywę trzech możliwych przypadków: 1) x < —2 lub
2) —2 < x  < 0, lub 3) x  > 0. W pierwszym przypadku otrzymujemy 
nierówność —x — 2 +  x > 1, co daje zależność —2 > 0, będącą zdaniem 
fałszywym niezależnie od wartości x € (—to, —2). Rozwiązanie zatem w tym 
przedziale jest zbiorem pustym. W drugim przypadku otrzymujemy nierów­
ność x  +  2 +  x > 1, co prowadzi do x > — 1 . To, biorąc pod uwagę rozwa­
żany przedział [—2,0), daje rozwiązanie x € (—  1, 0^. Wreszcie w ostatnim 
przypadku dostajemy nierówność x  +  2 — x > 1, skąd 2 > 1. Ponieważ 
warunek ten jest tożsamością, więc każde x € [0, + to ) jest w tym przypadku 
rozwiązaniem. Ostatecznie, rozwiązaniem nierówności jest każda liczba nale­
żąca do sumy zbiorów rozwiązań w rozważanych tu  przypadkach, czyli 
x  € ^ 1 , + to^ .
2. c) Dziedziną funkcji f  (x) = 2  — \x — 1| jest cały zbiór liczb rzeczywistych 
R; zbiór wartości W  =  (—to, 2]; funkcja ma miejsca zerowe dla x  =  —1 oraz 
x  =  3; funkcja nie jest ani parzysta, ani nieparzysta; funkcja jest rosnąca 
w przedziale (—to, 1), a malejąca w przedziale (1, + to ); jest wklęsła w całej 
dziedzinie; przyjmuje wartość największą dla x  =  1 i f najw(1) =  2; funkcja 
nie przyjmuje natomiast wartości najmniejszej; nie ma asymptot; nie jest 
różnowartościowa, nie jest również okresowa (rys. 2c).
e) D  =  R; W  =  [—1,1]; miejsca zerowe dla x  =  (2k +  1)n, k € Z; funkcja 
jest parzysta: f  (x) =  f  (—x) =  cos ^1 x j ; rosnąca w każdym z przedziałów 
((4k — 2)n, 4kn), k € Z; malejąca w każdym z przedziałów (4kn, (4k +  2)n), 
k € Z; wypukła w każdym z przedziałów ((4k +  1)n, (4k +  3)n), k € Z; 
a wklęsła w każdym z przedziałów ((4k — 1)n, (4k +  1)n), k € Z; f najw =  1 
dla x  =  4kn, k € Z; f najmn =  —1 dla x  =  (4k +  2)n, k € Z ; funkcja jest 
okresowa o okresie T  =  4n; nie jest różnowartościowa oraz nie ma asymptot 
(rys. 2e).
f) x € ^ , | ) .
h) x € [—2, 3]; i) x € [—7, 3]; j)  x € 1 1 )2, 2 '
3. a) R \{ 0 , 2}; b) (—to, —1] U [0,1]; c) (—3,1);
d) (—to, —2) U (—2, —V3)  U (V3,  2) U (2, + to ); e) (—1,1) U (1, 2];
f) ^ , 2) U (3, 5- ^ ) ; g) (3 — 2*, 3 — n) U (3, 4);
h) R \  ({kn  : kZ} U {\  +  kn  : k € Z}); i) (1, 2].
y
y
4. a) D  =  R, W  =  [1, 3]; b) D  =  (0, + to ), W  =  [1, + to );
c) D  =  R \  ({2 +  kn  : k € Z} U { ± 4 +  kn  : k € Z}),
W =  (—to, 0) U [1, + to);
d) D  =  (—to, —V2] U [v% + to ), W =  [1, + to);
e) D =  R \  {kn  : k € Z}, W  =  [0, + to ) ( w s k a z ó w k a :  zauważyć, że
jeśli sin x  > 0, to f  (x) > 2 oraz jeśli sin x  < 0, to f  (x) > 0, przy czym, jeśli 
sinx  =  — 1 , to f  (x) > 2);
f) D  =  R, W  =  [0, n].
5. b). W s k a z ó w k a :  zauważyć w d), że \ f  (x)| <  n.
6. b), c), f).
7. d), i) — funkcje nieparzyste; b), e), g), h) — funkcje parzyste.
8. Funkcje różnowartościowe: a), b), c), e).
x 5
9. a) f -1 (x) =  —3—, x  € R;
b) Nie istnieje funkcja odwrotna do f . Mamy natomiast f  |[0 (y)
/ y  — 1, y € [1, + ro) oraz ( f \, oO (y) =  —/ y — 1, y € [1, + ^ ) ;
) f  1 (x) =  2 (logi/3 x  +  1), x  € (0, +x>); d) f  1(x) =  1010" , x  € R;
e) f  1(x) =  5  + \ , x  € R \ {2}; f) f  1(x) =  ^ +  1, x € [0, + to ).
10. c




K (1 — 9)
12. h =  — ( ^ p ]  ln p .
V M g )  po
13. ( f  o g)(x) =  x  +  2, D f 0g =  [1, + ro), W /Qg =  [3, +ro);
(g o f  )(x) =  (x2 +  2) 1/2, Dgof =  R, Wgof =  [V2, + to).
14. ( f  o f  )(x) =  x4, x € R;
( f  o g o h)(x) =  1 — 2 sin x, x  € (J
fcez
5n 13n
—  +  2kn, —— +  2kn 
6 6
2
15. b) f  =  g o h o k o l; g(x) =  x — 5, h(x) =  2x, k(x) =  1  
l (x) =  x  +  2, D  =  R \  {—2}, W  =  (—5, —4) U (—4, + to).
16. b) f  o g nie istnieje; g o f  : R2 ^  R, (g o f  )(x,  y) =  y2 +  x2
17. a) f  ([1, 4]) =  [1,16],
c) f  ([1, 4]) =  [3, 6],
f - 1([1, 4]) =  [—2, —1] U [1, 2]; 
f - 1([1, 4]) =  [—1, 2].
2n
18. a) 1 +  n 2; b) £  i =  1 (3n +  1)n; c) 1; d) 10;
i=n+1
e) a dla n  nieparzystych oraz 1 dla n  parzystych;
f) (3n +  1)(3n +  2)(3n +  3).
19. a) Y ,  n 2 ; b ) £  2k ;
n=1 k= -3
) V  n 2
c) n=1 (n +  1)2 ;
TO
d) £  (—1)n (2nn=3 v
n 33
e) n 1 ; f) n (3n + 1 ) ;
i=l n=0
to 6 i
g) n  (—1)n+1 ' 2 n ;
n=1
h) n  1 +  (—1)
n=1 V E S , 1 i
20. e) Niech
S := i n  € N : 11 -  i ) ( i  -  i | . . 1
1 +  2n
(2n — 1) V  1 — 2n
Łatwo zobaczyć, że 1 € S . Załóżmy teraz, że n € S. Na mocy tego założenia 
możemy zapisać






(2n — 1)2A  (2n +  1)2
1 +  2n
1
4




Po przekształceniu prawa strona powyższej równości daje
3 + 2n 1 + 2(n + 1)
— 2n + 1 =  1 — 2 (n + 1) ,
a to oznacza, że n  +  1 € S  .N a  mocy zasady indukcji wnosimy, że S  = N, a 
zatem każda liczba naturalna spełnia żądaną równość.
h) Niech S  := {n € N : 2! ■ 4! .(2n)! > [(n + 1)!]™}. Łatwo zobaczyć, że
2 € S , gdyż 48 > 36. Załóżmy teraz, że n € S , czyli
Po pomnożeniu obu stron tej nierówności przez (2n +  2)! szacować będziemy 
prawą stronę:
[(n + 1)!\n (2n + 2)! = [(n + 1)!\n (n + 1)!(n + 2)(n +  3 ) . . .  (2n + 1)(2n + 2) > 
> [(n + 1)!.]n+1(n + 2)n+1 = [(n + 1)!(n + 2)]n+1 = [(n + 2)!]n+\
a to oznacza, że n + 1 € S . Na mocy zasady indukcji wnosimy zatem, że 
S  = N \  {1}, a więc każda liczba naturalna większa od 1 spełnia żądaną 
nierówność.
21. sup A = 4, inf A  = 3, sup B  = 0, in fB  = — 4, sup C  nie istnieje, 
in fC = 0, sup D = 6 , in fD = 1, sup E  = 7, in fE  = —3.
2! ■ 4 ! ........(2n)! > [(n +  1)!]n
23. a) 6 — 2i ; b ) 6i ;
e) 10; f) —i;
24. a) A = 1, R = 1; b) A = 1, R = 6 ; c) A = 2, r  = 3.
25. a) z =  2 — 2i; b) zi = \[2 + i, z2 = —\/2 + i.
26. a) cos0 + i s in0; b) 3(cos n + i sin n);
, N (  nn  . . n n \k) 2 2 I cos —  +  i sin —  j  ;
l) 32 ( cos —  +  i sin —  j  = 1 6  — 16V3i;
, V2  (  7n . . 7n \  V2 (  17 n  . . 17n \m ) —  cos i sin —  =  —  cos + i s in -----
'  16 V 12 12 / 16 V 12 12 )
32 i 1 — V3) — 32 C1 +  i;
\ 2n . . 2n 1 V/3 . .
n) c o s y  — i s i n y  =  — 2 +  “^ i; o) —64.
x n (  5n . . 5n \  , . i  17n . . 1727. a) Z1Z2 =  6 cos —  +  i sin —  , b) Z1Z2 =  5 cos —— +  i sin —
6 6 12 1
zi 2 (  n . n \  zi (  n n \
-  = 3  (c° s 6  + . s>n6 ) ,  -  = 5 l cos 12 +  ’ sin 12)■,
z2 3 i  n . n \  Z2 1 (  n . n
Zi =  2 v ° s 6 — i s i n 6 j ; Zi =  5 v ° s 12 — is in i2
28. a) Zewnętrze koła o środku w punkcie 0 i promieniu 3;
b) koło o środku w punkcie — 1 +  i oraz promieniu 1;
c) prosta równoległa do osi urojonej, przechodząca przez 2 na osi rzeczywis­
tej;
d) hiperbola +  yi G C : y =  1  j ;
e) półprosta wychodząca z punktu 0 oraz nachylona do dodatniej półosi 
rzeczywistej pod kątem | ;
f x2 y2 1
f) elipsa < x  +  yi G C : — +  — =  1 > przechodząca przez punkty —2 i 2 na
osi rzeczywistej oraz przez —\/3 oraz \/3 na osi urojonej.
29. a) ± f ( 1  +  i); b) (1 — i); c) ±(3 +  i); d) ±(2 +  i); e) ±(6 — 5i);
f) ± (1 +  4i); g ) ± y (V3 + i) ; h) ± ^ ^ 2 ^ ^  +  1 — i \ l 2 G13 — ^ .
30. a) Z1 =  2—i, z2 =  1+i; b) Z1 =  z2 =  — 1—i; c) Z1 =  1—i, z2 =  —2—3i;
d) zi =  y ( ^ 3 + i ) ,Z 2  =  f ( V 3 —i),Z3 =  ^z22 (V3+i),Z4 =  —^y ( V3—i);
V2  V 2
e) zi =  — (1 +  i), Z2 =  — —(1 +  i), Z3 =  1 — 4i, Z4 =  —1 +  4i.
„1 . 1 i  4 4  1 4 4  , 1 1 ^ 3 .31. a) 1 , +    i ,      i; b)   1,       i,   +    i;
2 2 2 2 2 2 2 2
, . i .  7 3  , 1.c) — i ,  1—  i ,  1—  i;
! ’ 2 2 2 2
d) :| 2 [46 +  7 2 + i ( V 6 - 72)], Ę 4 -  1 +  i), 
■^2 [ - 4 6  +  4 2  -  i ( V 6 -  42)];
e) 7 2
6k +  1 6k +  1
cos — -—  n +  i sin — -—  n 
9 9
k =  0,1, 2.
32. a) ±2(1 ±  i);
n . . n 1
b) cos -  +  i sin -  =  - y 2  +  \/2 +  - \ / 2  -  7 2  i, 8 8 2 2
5n . . 5n 1 X 1
cos —  +  i sin y  =  - 2 V 2 - v  2 +  2
9n . . 9n 1 r  X 1cos +  i sin =  - - \ j 2 + 7 2  - - y  2 -  7 2  i,
8 8 2 2
cos13n +  i sin13n =  2 V 2 - 1  -  11
c) 7 2  ( cos24 + i sin74 ) ,
7 2  2cos +  i sin A =  7 2  fc o s5^  +  i s i n ^  A24 24 8 8
7 2  ( -  \ 4 2 - 7 2 + \
V2f c (  23n ■ • 23n Ą 12^ 7 n l • • n
2 (,cos 1 T  +  • sin ! T J  =  ^  r  cos 24 +  ’ sin 24
12±) 2 31n I ' ' 31n A 12±) 2 7n I ' • 7n A
V2 i cos 1 4  +  i sin 1 4  J =  -  V2 l cos 24 +  i sin 24 )
1  2 39n 39n A 12 r- 2 13n 13n
122 l cos 1 4  + isin  1 4 )  =  2 l cosT "  + i s in ""8“
-  2 
1 2cos 4 + i sin i ^ t )  = 7 2  ( cos 2 4 -  i sin 2 4 ) ; 
d ) ±4i ± i > ± 4 ±  *)•
• Elem enty algebry liniowej
Z adan ie  1. Wykonać (o ile to możliwe) następujące działania: A  +  B , 
2B — A, A ■ B , B  ■ A, A T, B T, jeśli mamy dane
1 2
a) A  =
1 0
1 2 '
b) A  = 1 3
1 1
c) A  = 1 2
1 2
d) A  = 2 1
1 1
2 —1
e) A  = 1 3
2 0
2 —1









1 1  
1 0





1 1 2 
1 0 1
1 1 2  
4 3 0  
3 2 1  
1 1 1 1  
1 1 —1 —1
1 —1 1 —1
g) A  =
' - 1 - 1 - 1 1 1 0 - 1 2
- 1 - 1 2 0
, B  =
2 1 0 - 1
- 1 3 0 0 - 1 2 1 0
4 0 0 0 0 - 1 2 1
Z adan ie  2. Obliczyć wartości następujących wyznaczników:
a)
3 - 2 \ fa - 1
; b)
4 6 a ■s/a
c)
sin a  cos a  
— cos a  sin a
d)
3 +  i 3 /2
/ 2  3 -  i
2 3 4 1 0 0
e) 5 - 2 1 ; f) 5 2 1
1 2 3 3 1 1
12 8 -4 2 +  3i 2 -  2i 1 -  i
g) 6 4 4 ; h) 2 +  i 7 -  3i 3 -  i
3 2 8 1 +  i 4 -  6i 2 -  3i
1 3 2 1 1 2  3 0
1 1 2 0 0 - 4  1 2
i) ; j) ;
2 3 1 2 9 - 6  0 3
0 2 0 1 1 - 2  1 - 1
1 2 -1 3 3 2 0 S
4 0 2 - 5 - 3 - 2 1  0
k) ; l)
- 2  2 6 - 1 2 3 2 - 2
3 0 - 7 4 1 - 1 1  3
Z adan ie  3. Rozwiązać następujące równania i nierówności:
x2 4 9 x 1 2
a) x 2 3 = 0; b) - 1 2 1
1 1 1 4 2x - 1
2 x  +  2 -1 3x - 5 x - 2
c) 1 1 - 2 > 0; d) 2x  +  1 x - 1
5 - 3 x 3x  +  1 x - 1
=  0;
> 0.
Z adan ie  4. Udowodnić, że dla dowolnej liczby naturalnej m  zachodzi rów­
ność
1 a " m 1 ma
0 1 0 1
Z adan ie  5. Dla przykładów z zadania 1 znaleźć (o ile to możliwe) macierze 
A -1  oraz B -1 .
Z adan ie  6. Rozwiązać następujące równania macierzowe:
2 1 - 1 0
a) A  +
3 2 5 1
1 1 ' 1
1 '
b) B








1 0 - 2 5
X =
2 -1 7 - 4
1 2 1 1 1 2
e) Y 1 0 2 = 1 1 1
1 O 1 1
O
1 o 0 1
1 4 5 - 3 4
f) 1 0 -1 z  = 5 - 2
1 2 1 3 0
Z adan ie  7. Rozstrzygnąć, które układy równań są liniowe:
x
a)
2x — 3y = — (x + z) 
2z — x  = ^ (y + z)
. 2 -  — x2 — 4 +  y3
b) { y
y 2 — y — 8xz
c)
5x — y = —x + 2 
x — 3 =  / y / y
d)
x — y = 1
ex+2y = 3.













x + 2y + 3z =  6
2x + y + z = 4 d)
3x + y — 4z =  0
2x — y — 5z =  0
3x + 4y — 2z = 11 f)
3x — 2y + 4z = 11
x + y — z = 4
3x — 2y — z = 0 h)
2x + y + 2z = 2
2x — y + z — 3t =
x + y — 2z + t =
2y — 5z + t =
x — 3y + 2z — t =
5x — y + z — 2u =
4x — 2u =
5x + y — z + 2u =
7x — u =
—x + 4y = 0
3x — 12y = —11
2x — +
co 5z = —13
x + 2y — 3z = 10
5x — y + 2z = —1
2x + y + z = 1
x — y + z = 0
4x — y + 3z = 1
x + 2y + 3z = 5
x +
+CO 4z = 6










Z adan ie  9. Dla jakiej wartości parametru a układ
ax +  y +  z =  1
x  +  9y +  z =  a
x  +  y +  9z =  a2
ma dokładnie jedno rozwiązanie? Znaleźć to rozwiązanie.
Z adan ie  10. Rozwiązać, w zależności od parametru a, następujące układy
równań:
,  ^ ( ax +  y — z =  0
a) < b) < x  +  ay +  z =  1





x 3+  a3y =
ax +  y +  z =
c ) <  x  +  ay +  z =
x  +  y +  az =  a2
Z adan ie  11. Wyznaczyć rzędy następujących macierzy:
a)
1 3 ' 0 0 1 2 3
; b) c) 5
5 8 _ _ 0 1 2
co
2 1
1 3 2 5 ' 4 - 8  - 4 12 18 '
3 1 ; e) ; f)2 1 0 2 3 - 6  - 3 9 12
4 1
1 1 2 2 1 -1 3 4
g) 2 5 7 ; h) -1 -1 1 -1 1
0 2 2 1 0 0 2 5
; i)
2 1 1 1  
1 3  1 1  
1 1 4 1  
1 1 1 5  
1 2 3 4  
1 1 1 1
Z adan ie  12. Dla jakiej wartości x  rząd macierzy
1 1  x
2 3 2
3 4 2
a) jest równy 3; b) jest równy 2?








x + 3y = 5
3x — y = 4
x — 7y = —1
x — 2y + 5z = 0
2x — y + z = 1
x — y + z = 1
—x + y — z = —1
2x — 2y + 2z = 2
x + 2y — 3z + t = 1
3x + 6y — 9z +
O•+oCO
x — y + 2z = —3
—x + 2y — z = 5
2x + y — z = 8
3x — 2y + 3z = 2
x — y + 2z = 0
5x — 3y + 4z = 4
x + y 2t =  0
x — y 2z = 2
3x + y 2z — 4t =  2
h)
—3x +  y +  z =  —1
—2x +  2y +  z =  1
x  +  y +  z =  3
—3x +  y +  2z =  1
x  +  2y — t = 1
—x  +  3y — z — 3t =  2
3x +  y +  z +  t =  0
2x — y +  z +  2t =  —1
m)
5x + 4y - 2z + 3t =  2
3x + 2y - 6z + 9t =  4
4x + 3y - 4z + 6t =  3
2x - 3y + 5z + 3u =  0
4x - y + z + u =  0
3x - 2y + 3z + 4u =  0
x - 2y + 3z = 0
4x + 7y + z = 0
3x + 6y + 7z = 0
2x + y - 3z = 0
- x + 2y + z = 0
x + 8y - 3z = 0
2x + 3y + 4z = 0
5x + 3y + 4z = 0.
14. Dla jakiej wartości parametru
ax + y + z = 0
x + y + z = 0 b) ■
x + 2y + z = 0
x -  
x +  
2x  +  
x +















Z adan ie  15. Sprawdzić, które z podanych podzbiorów R4 są podprzestrze- 
niami liniowymi:
a) {(t, t, 0, - t )  : t € R};
c) {(2t, t -  1,t, 0) : t €
b) {(t, t +  1, 0, 1) : t €
Z adan ie  16. Sprawdzić, czy podane układy wektorów stanowią bazę prze­
strzeni R3:
a) {(1, 0, 0), (0, 1, 0), (1, 1, 1)};
b) {(1,1, 3), (0, -2 ,1 ) , (2, -4 ,  9), (1, 0,1)};
c) {(1,1, 3), (0, -2 ,1 ) , (2, -4 ,  9)};
d) { (-3 ,1 , 4), (5, 0, 2)};
e) { (-3 ,1 ,4 ), (5,0,2), ( -3 ,1 , 7)};
f) {(2,1,1), (1, 2, 4), (4, -1 ,  -5 )} .
Z adan ie  17. Dla jakich wartości parametru t wektory
a) (t2 +  1,t, 1), (10, 4 ,t) są równoległe;
b) (t2, - 3 , 0), ( t , t , t  +  2) są prostopadłe?
Z adan ie  18. Dane jest przekształcenie L  : R3 R2 określone wzorem
L(xi ,  X2, X3) =  (xi +  X2, 2x 3).
Znaleźć macierz tego przekształcenia, jeśli
a) w przestrzeniach R3 i R2 dane są bazy kanoniczne {e1, e2, e3} i {e1, e2};
b) bazą w przestrzeni R3 jest {e1, - e2,2e3}, a bazą w przestrzeni R2 jest 
{e i,e i +  e2}.
Z adan ie  19. Dane jest przekształcenie L  : R2 R3 określone wzorem
L (x1, x2) =  (x1 +  x 2, 2x1, 3x1 -  x2).
Znaleźć macierz tego przekształcenia, jeśli
a) w przestrzeniach R2 i R3 dane są bazy kanoniczne {e1, e2} i {e1, e2, e3};
b) bazą w przestrzeni R2 jest {e1+ e 2, e1 - e2}, a bazą w przestrzeni R3 jest
{ - e 1, e1 +  e2, e3 -  e2}.
Z adan ie  20. Niech odwzorowanie T  : R3 R3 będzie dane wzorem:
T  (x1, x 2 , x 3) =  (x1, x 1 +  x 2, x 1 +  x2 +  x3).
Znaleźć odwzorowanie T -1 , przyjmując, że w R3 zadana jest baza kanon­
iczna.
Z adan ie  21. Odwzorowania T1 : R3 ^  R2 i T2 : R2 ^  R3 dane są następu­
jącymi wzorami:
T1(x1,x2,x3) =  (x1, x2 -  x3),
T2( x1, x 2) =  (2x 1, x2, 2x2 +  x 1).
a) Sprawdzić liniowość tych odwzorowań.
b) Podać postać odwzorowań T  := T2 o T1 oraz L  := T 1 o T2.
c) Znaleźć macierze odwzorowań Ti, T2, T  i L, jeśli w przestrzeniach R2 
i R3 zadane są bazy kanoniczne.
d) Znaleźć postać odwzorowań T -1  i L -1 .
Z adan ie  22. Znaleźć wektory i wartości własne (nad ciałem C) odwzorowań 
reprezentowanych przez macierze:
' 0 3 2
' 3 4 ' ' 1 1  '
; b) ; c) - 2 0 2_ 2 1 . - 1  1 . - 2 - 3 0
2 - 1 - 6  " 1 0 0
d) 0 1 0 ; e) 1 0 1
0 0 - 1 1 - 1 0
Z adan ie  23. Znaleźć wektory własne, wartości własne i podprzestrzenie 
własne (nad ciałem R) odwzorowań reprezentowanych przez macierze:
1 O 0 1 1 0
iO
a) 0 1 0 ; b) 1 0 1
1 0 l
O
1 - 1 i
O
Z adan ie  24. Przekształcenia liniowe L , T  : R3 ^  R3 są określone za pomocą 
wzorów:
L(x i , X2,X3) =  (xi -  X2 +  X3, - X 2 +  £3, £3),
T ( x 1 , x 2, x 3) =  (2x 1 — 2x 3, x 1 — x 2 +  x 3, 2x 3).
Znaleźć wektory własne, wartości własne i podprzestrzenie własne macierzy 
tych odwzorowań, jeśli w R3 zadana jest baza kanoniczna.
Z adan ie  25. W metodzie Huckla wyznaczania orbitali molekularnych ukła­
dów ^-elektronowych stany elektronów n opisywane są równaniem macie­
rzowym H C  =  EC,  w którym H  oznacza „hamiltonian efektywny” elek­
tronów n w układzie. Wartości własne E  macierzy H  są energiami orbital­
nymi elektronów n, a macierz wektorów własnych C opisuje orbitale moleku­
larne (elementy C są współczynnikami rozwinięcia orbitalu molekularnego
na liniową kombinację orbitali atomowych). Macierzą H  metody Huckla dla 
cyklopropenu jest
a  3  3  
f3 a  ¡3 .
3  3  a  .
Wyznaczyć wartości własne (wyrażając je za pomocą parametrów a  i 3 ) 
oraz wektory własne.
Z adan ie  26. Macierzą metody Huckla dla butadienu jest
a  3  0 0 
3  a  3  0 
0 3  a  3
0 0 3  a
Wyznaczyć wartości oraz wektory własne.
R ozw iązania i odpow iedzi
2 3 1 0 3 1
1. a) A  +  B  = , 2B -  A  = , A  ■ B  =
2 0 1 0 1 1
2 2 1 1
B  ■ A  = , A T =
1 2 2 0
B T =  B;
3 4
, A T =
' 1 1 1  '
, B T =
' 1 1 '
b)  A ■ B  = 4 5
2 3
2 3 1 2 1
2 4 6
c) A ■ B  =  [1], B  ■ A  = - 2 - 4 - 6
1 2 3
A T = B T = 2 - 2  1
1 2 1 1 1
'5  5 4 '
, A T = , B T =d) B  ■ A  = 2 1 1 1 0
2 3 3
2 0 1 2 1
3 0 3 0 3 3
e) A  +  B  = 5 6 2 , 2B -  A  = 7 3 - 2
5 2 4 4 4 -1




II  8 7
B A  =
7 2 9  
11 5 10 
10 3 10
2 1 2 1 4 3
- 1 3 0 , B T = 1 3 2
1 2 3 2 0 1
2 1 1
f) A T = -1 2 - 3
3 - 1 4
B T =
1 1 1 1
1 1 - 1 -1
1 -1 1 1
1 1 1 1
g) a  +  B
A B  =
1
O - 1 1 to
ico CO1 1 - 1
1co
1 0 2 -1 5
co 1 to 1 to
, 2B -  A  =
1 to 5 1 0 - 1 1 2 0
1 - 1 2 1
11 1 to 4 2
1 to - 4 2 0 '
"
00 1 4 - 1
1 '
- 5
co co - 1 11
coi 0 2
, B  ■ A  =
5
co 1 - 5 - 2 2 5 --1
4 0 - 4 i
00 co 7 - 2 i
o
- 1 -1 -1 4 1 2 -1 0
- 1 -1 3 0
, B T =
0 1 2 -1
- 1 2 0 0 - 1 0 1 2
1 0 0 0 2 -1 0 1
A T =
pozostałe działania są niewykonalne.
2. a) 26; b) 2a; c) 1; d) 4; e) -10 ; f) 1; g) 0; h) 11 -  11i (trzecią 
kolumnę mnożymy przez - 2  i dodajemy do drugiej); i) 0; j)  -288; k) 0 
(trzeci wiersz dodajemy do czwartego); l) 55.
3. a) x 1 =  2, x2 =  3;
c) x € ( -6 , -4 );
3 vT7. 3 vT7.
b) x 1 = -  2 + 2 ~г, x 2 = -  2 -  t "  *;




1 1 , B -1
. 2 -  2 .
- 1 0 2 '
2 1 - 4 ;
- 1 -1 3









g) det A  =  24, det B  =  -32 ,
B -1  =




3 -  3
A-1 =
0 -  -  -
1 2
1 1
- 1  - 1  2
8
n n 1 - - 1 3 1 1 -0 0
4 8 8 -  8 8
n 1 1 1 1 3 10
3 12 , B -1 = 8 8 8 -  8
1 1 1 1 1 1 3
2 6 6 -  8 8 8 8
1 1 1 3 1 1 1
2 2 2 - - 8 -  8 8 8 -
1
w pozostałych przypadkach znalezienie macierzy odwrotnej nie jest możliwe 
(macierz nie jest kwadratowa lub jej wyznacznik jest równy zeru).
6. a) A
d) X
' —3 —1 ' 1 0 0 1






' 2 1  '
; e) Y  = 1 0 — 1 ; f) z  = 1 0
. —1 4 —1 1 2 1 to 1
7. a) i c).
8. a) x  =  3, y =  5;
b) nie są spełnione założenia twierdzenia Cramera;
c) x  =  y =  z =  1;
d) x  =  1, y =  0, z =  —3;
e) x  =  3, y =  z =  1;
f) nie są spełnione założenia twierdzenia Cramera;
g) x =  1, y = 2 , z =  —1;
h) x  =  1, y =  —1, z =  2;
i) x  =  1, y =  —0, z =  —1, t =  —2;
j)  nie są spełnione założenia twierdzenia Cramera.
9. o = 5
x  =  —
a2 +  a — 10 
2(5a -  1) y =  —-
a3 — 10a2 +  a +  8 
16(5a — 1)
z =
9a3 — 2a2 +  a — 8 
16(5a — 1)
10. a) Dla a =  —1 i a =  1 układ ma dokładnie jedno rozwiązanie (jest 
układem oznaczonym):
a2 +  a +  1 
a3 +  a2 +  a +  1
1
y a3 +  a2 +  a +  1
dla a =  —1 układ nie ma rozwiązań (jest sprzeczny);
dla a =  1 układ ma nieskończenie wiele rozwiązań (jest nieoznaczony):
x  =  a, y =  —a  +  1, a  € R.
x
b) Dla a =  —1 układ ma jedno rozwiązanie:
a — 1 a 2a
x  =  — ^ ^ --------— , y =  —^— — , £ =  —^ ^ ;
a3 +  a2 +  a +  1 a2 +  1 a3 +  a2 +  a +  1
dla a =  —1 układ jest sprzeczny.
c) Dla a =  —2 i a =  1 układ ma dokładnie jedno rozwiązanie:
a +  1 1 a2 +  2a +  1
x =  —0 + 2  , y =  0 + 2  , £ =  a +  2 ;
dla a =  —2 układ jest sprzeczny; dla a =  1 układ ma nieskończenie wiele
rozwiązań: x  =  1 — a  — 3, y =  a, z =  /3, a, (3 € R.
11. a) 2; b) 1; c) 2; d) 2; e) 2; f) 2; g) 2; h) 2; i) 4.
12. a) x  =  0; b) x  =  0.
13. a) Układ sprzeczny;
b) x  =  3 +  a, y =  3 +  3a, z =  a, a  € R;
c) x  =  a, y =  3, z =  1 — a  +  3, a, 3  € R;
d) układ sprzeczny;
e) x  =  2, y =  3, z =  —1;
f) x  =  2 +  a, y =  2 +  3a, z =  a, a  € R;
g) x  =  a  +  3  +  1, y =  —a  +  3  — 1, z =  a, t =  3, a , 3  € R;
h) układ sprzeczny;
i) x  =  1 — 2a +  3, y =  a, z =  —3 +  5a — 43, t =  3, a, 3  € R;
j)  x  =  10a — 153 +  6, y =  —12a +  183 — 7, z =  a, t =  3, a, 3  € R; 
k) x  =  5a, y =  5a, z =  a, u =  0, a  € R; l) x  =  y =  z =  0; 
m ) x  =  7a, y =  a, z =  5a, a  € R;
n) x  =  0, y =  — 4a, z =  a, a  € R.
14. a) a =  1; b) dla żadnej.
15. a).
16. a) , e) tak; b )  c^  d ^  f) nie.
17. a) t =  2; b) t e  {—^ 3 , 0 ,^3} .
18. a) Obliczamy L(ei), L(e2) i L(e3), gdzie ei =  (1, 0,0), e2 =  (0,1,0), 
es =  (0,0,1):
L(ei) =  L(1 , 0,0) =  (1, 0),
L(e2) =  L (0 ,1,0) =  (1, 0),
L(es) =  L (0 ,0,1) =  (0, 2).
Macierz odwzorowania L  jest postaci
A l =
1 1 0 
0 0 2
b) Po sprawdzeniu, że {e1, —e2,2e3}, czyli {(1,0,0), (0, —1,0), (0, 0, 2)}, 
oraz {e1 , e1 +  e2}, czyli {(1, 0), (1,1)}, są bazami odpowiednio w przestrze­
niach R3 i R2, obliczamy
L(ei) =  L(1, 0,0) =  (1,0) =  1 • (1, 0) +  0 -(1 ,1) =  [1 0]
L (—e2) =  L(0, —1,0) =  (—1,0) =  —1^(1,0) +  0 • (1,1) =  [—1 0]
L(2es) =  L (0 ,0,2) =  (0,4) =  —4• (1, 0) +  4 -(1 ,1) =  [—4 4]
Macierz odwzorowania L  przy zadanych bazach ma postać
. 1 —1 —4
A l =
0 0 4
1 1 2 6 ■
19. a) 2 0 ; b) 4 6
. 3 —1 . 2 4
20. T  1 (x \ ,X2,X3) =  (xi,  - X i  +  X2, —X2 +  £3).
21. a) Sprawdzimy dla przykładu liniowość odwzorowania T 1. Odwzorowanie 
to jest jednorodne. Istotnie, weźmy dowolne x  =  (x ^ x 2,x 3) € R3 oraz 
a  € R. Wówczas
T i(ax) =  T1( a x 1, a x 2, a x 3) = ( ax 1, a x 2 — a x 3) =  a (x i , x 2 — x3) =
=  aT 1(x1,x 2,x 3) =  aT 1(x).
Odwzorowanie to jest również addytywne. Aby to pokazać, ustalmy dowolnie 
x  =  (x1, x2, x3) € R3 oraz y =  (y1, y2, y3) € R3. Wówczas
Ti (x +  y) =  T1 ((x1 ,x2,x3) +  (y1,y2,y3)) =  T l(x1 +  y1,x 2 +  y2, x 3 +  y3) =  
=  (x1 +  y1,x2 +  y2 — x3 — y3) =  (x1,x2 — x3) +  (y1,y2 — y3) =  
=  T1 (x1,x2,x3) +  T1 (y1, y2, y3) =  T1(x) +  T1(y).
b) T (x1,x 2,x 3) =  (2x1,x 2 — x3,x 1 +  2x2 — 2x3), L ( x 1, x 2) =  (2x1, —x 1 — x2);
c) A Ti =
A l =
2 0 2 0 0
' 1 0  0 '
, AT2 = 0 1 , A t  = 0 1 — 1
. 0 1 —1 .
1 2 1 2 —2
2 0
- 1  - 1
d) nie istnieje odwzorowanie odwrotne do T ,
L - 1 (x1, x 2) =  x1, —1 x1 — x ^ .
22. a) Wartości własne: A1 =  —1, A2 =  5. Wektory własne dla A1 mają 
postać (a, —a), gdzie a  € C \  {0}, dla A2 natomiast są postaci (a, 2a), gdzie 
a  € C \  {0}.
b) Wartości własne: A1 =  1 +  i, A2 =  1 — i. Wektory własne dla A1 mają 
postać (a, ia), gdzie a  € C \{0}, dla A2 natomiast są postaci (a, —ia), gdzie 
a  € C \  {0}.





- 2  - 3  0
Równanie det(M — AI) =  det
-A  3 2
- 2  -A  2 =  —A3 — 16A =  —A(A2 +  16)
- 2  - 3  -A
ma pierwiastki Ai =  0, A2 =  4i oraz A3 =  —4i. Są to wartości własne
odwzorowania T . Podamy teraz postać wektorów własnych odpowiadających 
wartości własnej A2 =  4i. Wektor niezerowy x  jest wektorem własnym, gdy 
(A — A2I)x =  0. Szukamy więc takich wektorów (x1,x 2,x 3) € C3 \{(0 , 0, 0)}, 
że
- —4i 3 2 Xi ■ 0 ■
—2 —4i 2 X2 = 0
11
CO1CS11 X3 , 0 .
‘5 — 5 t l X 3
Mamy zatem układ równań
—4ix1 +  3x2 +  2x3 =  0
—2x1 — 4ix2 +  2x3 =  0
—2x1 — 3x2 — 4ix3 =  0.
Rząd macierzy współczynników wynosi 2. Rozwiązanie ma postać:
(  3 4
x 1 =
12 =  U — 5 Vx3,
a zatem każdy wektor własny (x1,x 2,x 3) € C3 \  {(0,0,0)}, odpowiadający 
wartości własnej A2 =  4i, jest postaci ^(— |  — 5ij a, |  — 5ij a, O j , gdzie
a  € C \{0}. Pozostałe wektory własne są postaci: dla A1 mamy (a, — §a, O j ,
gdzie a  € C \  {0}, natomiast dla A3 mam^ ^ —5 +  5ij  a, +  5ij a, a j , 
a  € C \  {0}.
d) Wartości własne: A1 =  —1, A2 =  1, A3 =  2. Wektory własne dla A1 mają 
postać (2a, 0 , a ), gdzie a  € C \  {0}, dla A2 wektory własne mają postać 
(a, a, 0), gdzie a  € C \  {0}, natomiast dla A3 mamy (a, 0,0), a  € C \  {0}.
e) Wartości własne: A1 =  1, A2 =  i, A3 =  —i. Wektory własne dla A1 mają 
postać (a, a, 0), gdzie a € C \  {0}, dla A2 wektory własne mają postać 
(0, a, ia),  gdzie a  € C \{0}, natomiast dla A3 mamy (0, a, —ia), a  € C \{0}.
23. a) Wartości własne: A1 =  —1 (n1 =  1), A2 =  1 (n2 =  2). Wektory własne 
dla A1 mają postać (a, 0, —a), gdzie a  € R \  {0}, a podprzestrzeń własna
X 1 =  {x £ R3 : (A — AiI)™1 x  =  0} =  
=  (xi,X2,X3) £ R3 :
1 0 1 x 1 0
0 2 0 x2 = 0
1 0 1 x 3 0
x1 +  x3 = 0 CS< = 0) =
=  | ( x 1, x2, x3) £ R3: x3 =  —x 1 A x2 =  0 j  =  {(a, 0, —a ); a  £ R}.
Wektory własne dla \ 2 mają postać (0, y, 0),  gdzie 0 , y  £ R \  {0}, natomiast 
podprzestrzeń własna
X 2 =  {x £ R3 : (A — A21)™2x  =  0} =  
=  < (x1,x 2, x3) £ R3 :










—2 0 2 '
0 0 0
2 0 —2 ,
=  | ( x 1,x 2,x 3) £ R3 : 2x1 — 2x3 =  0 j  =
=  |(x1 ,x2 ,x3) £ R3 : x3 =  x ^  =
=  { ( 0 , y , 0 ) :  0, Y £ R} .
b) Wartość własna: A =  1 (n =  1). Wektory własne dla A mają postać 
(a, a, 0), gdzie a  £ R \{0}, a podprzestrzeń własna X  =  {(a, a,  0) : a  £ R}.
24. Odwzorowanie L. Wartości własne: A1 =  1 (n1 =  2), A2 =  —1 (n2 =  1). 
Wektory własne dla A1 mają postać (a, 0,0), gdzie a  £ R \  {0}, a pod­
przestrzeń własna X 1 =  { ( a , 0 , 20) : a , 0  £ R}. Wektory własne dla A2 
mają postać (y, 2y, 0), gdzie Y £ R \  {0}, natomiast podprzestrzeń własna 
X 2 =  {(y, 2y, 0) : y  £ R}.
Odwzorowanie T . Wartości własne: A1 =  2 (n1 =  2), A2 =  — 1 (n2 =  1).
Wektory własne dla A1 mają postać (3a, a, 0), gdzie a  £ R \  {0}, a pod-
3
przestrzeń własna X 1 =  j  (3a -  | 3 , a , 3 )  : a , 3  € R j . Wektory własne dla 
A2 mają postać (0, 7 , 0), gdzie 7 € R \  {0}, natomiast podprzestrzeń własna 
X 2 =  {(0, y, 0) : Y € R}.
25. E 1 =  a  +  23, C 1 =  t1(1 ,1,1); E 2 =  E 3 =  a  -  3, C 2 =  t2(1 ,-1 ,  0) +  
t3(1 ,1, -2 ) , gdzie t 1, t2, t 3 są dowolnymi liczbami rzeczywistymi różnymi 
od zera.
26. Oznaczmy c = ' 3 +  V 5N Wówczas wartości i wektory własne mają
postać E 1 =  a  +  c3, C 1 =  t 1(1,c,c,  1); E 2 =  a  +  (c -  1)3, 
C 2 =  t 2(c, 1, - 1 ,  -c);  E 3 =  a  -  (c -  1)3, C 3 =  t3(c, - 1 ,  -1,c);  E4 =  
a  -  c3 , C 4 =  t4(1, - c , c ,  1), gdzie t 1, t2, t 3, t4 są dowolnymi liczbami 
rzeczywistymi różnymi od zera.
4 . Ciągi i szeregi
Z adan ie  1. Zbadać monotoniczność i ograniczoność ciągu o wyrazie ogól­
nym:
a) “  5n ;
n  +  1
b) 2 , 1 ’— n 2 +  1
nn
c) n ! ;— n!
d) Vn +  1 — \ J n ; e)
n
\Jn2 +  1 ’ f)
Z adan ie  2. Obliczyć (w pamięci) granice następujących ciągów:
1 5
a) K ;5 n
d) 2n +  1 
3n — 2 ’
g) (—1)n 
j) 3n ;
b) ( 2 +  -n
e) 1*;
h) ( 3 ) *
k) (—3)*;
3 — 1 ) ;  c) 8— *  ;n / ’ 7 2 +  5*
f) 0*
ił 3 j  ’
l) n *;
m)
p) ( 1 + f f i ) '
t) n/10 ;
r) (1 — *
u) ty 10n .
o) (1 + 3 )  ■
s) 1t y n ;
*1
* *
Z adan ie  3. Obliczyć następujące granice: 
2n2 — 3n +  1
a) lim K— n—TO 5n 3 +  4n — 1
n4 +  1
b) lim





n—TO 2n 3 — n  +  2
n—TO 2n 3 — 3n +  5 
—6n 5 +  2nd) lim
n—TO 2n3 — 1 ’
19n2 +  1
lim w 2 ,n——to y n 2 +  4 f) lim ( \Jn +  1 — \ /n









3  n 2 +  n
lim — n — ;n—TO n  + 1  
lim (n — 3 n 3 — 1);n—TO \ /
3 3 n  +  3 5n +  3 
lim . ------. ;
n—TO \ /n  +  1 +  3 n  +  2
3n +  7 
lim —  -------;n—TO 3n+1 — 1 ’
4n-1 — 5 
lim — -^--------;n—TO 2 — 7







(2n —- 1) ) ;
n
(3 n 2 +  1 +  n )2
3 n 6 +  1 ’
(n +  2)! +  (n +  1)! 
(n +  3)! — (n +  2)!
3 . 22n+2 — 10 
5 • 4n - 1 +  3 ;
lim ( 1 (2n — 1 ) ----------- (1 +  3 +  5 +-------+ 2n — 1));n—TO \  2 n +  1 /
,• A 1 1  1 \  3  1 1  1lim I 1 +  — +  — +  ■ ■ ■ +  -r ) : I 1 +  — +  — +  ■ ■ ■ +  r-n—TO l ^  3 ^  32 ^  ^  3n- 1J \  2 22 2n-1
limn
1 — 2 +  3 — 4 + ------2n
3  n 2 +  1
1 1 1lim I ----- + ------- +  ■ ■ ■ +  —------— );
n—TO\  1 • 2 2 • 3 n(n  +  1) /
1 1  
+  +  ••• +n—TOTO y 1 -3  ' 3 -5
1
(2n — 1)(2n +  1)
1
2
Z adan ie  4. Dla jakich wartości parametru k ciąg o wyrazie ogólnym
kn  +  k 
an (k +  1)n — 5
a) jest zbieżny do 2; b) jest zbieżny do 2;
c) jest zbieżny do 0; d) jest rozbieżny do + to;
e) jest rozbieżny do —to ?
Jaka liczba nie może być granicą tego ciągu?
Z adan ie  5. Dla jakich wartości parametru k ciąg o wyrazie ogólnym
(k — 2)n +  1
an (k2 — 2k — 3)n — 2
a) jest zbieżny do 0; b) jest zbieżny do 1;
c) jest rozbieżny do + to; d) jest rozbieżny do —to;
e) jest zbieżny do liczby a € (2,10) ?
Z adan ie  6. Obliczyć następujące granice:
a) lim V2n + 3 n + 5 n ; b) lim n 5 • ( ^  + 2  • 7n +  9 • ;n—^  — n—^  y \ 2 J \ 3 /
c) lim / 5  +  n 3 ; d) lim — cos ^  ;n— n— n  4
, 3n +  (—3)n 2n2 +  3n sin (7n3 — 1) +  5
e) lim ----   ; f) lim *n 4n ? n— 3n2 — 1
1 1 1
g) l lm / o - +  / o „ +  "  • +Vn 2 +  1 Vn 2 +  2 \ / n 2 +  n
Z adan ie  7. Wykazać, że podane ciągi są zbieżne do zera:
, n! , , 2n . 2nn!
a) —  ; b) —-; c) ------
— nn 7 n! 7 nn
Z adan ie  8. Obliczyć granice następujących ciągów:
a ) ( 1 + n.)
1 ^ —2n+1 
U t
M i 2n +  P n
b) - » h  ; c) i '  -  n ) "
d) i  3 n -  5 ) 2n+5
2n2
— \ 3 n  + 7J
g) i n + 3 1 ) n+2;
e)
h)
/ 1 -  n 2
^5 — n 2 J
i  3n +  2 ) 5n
f)
n 2 +  3n +  2 \
3n+1
n +  2n )
\ 4 n  +  3 /
Z adan ie  9. Wykazać, że żaden z ciągów
a) (—1)n ;
nie ma granicy.
1 +  (—1)n ; c) n n ;
b) 2 — (—1)n ; c) sin 2 ;
nn
d) cos —  
3
Z adan ie  10. Zbadać zbieżność następujących szeregów:
a) £
1
b) £  5nn
oo
d)
=  (2n +  1)! ’ 























(n +  1) • 5n+1
2 n-  1 3 n
1
T=1 V n 2 +  2n
3 n 3
=2 V n 2 — 1 ’ i) £  n n ;n=2 n=1
OO -i / i 4 \ n2 co















Y  arctg-^- ; n 2
n=1
s)
1 +  n  
1 +  n 3 J
1 _
• 2 ; n  sin2 n
1
n) £ (V« W n  — 1);
n=1





















y) £ ( —1)'
n=1 n(n  +  1)
£  (—1)
n=1
n+1 n  +  1
n
Z adan ie  11. Znaleźć promień i przedział zbieżności następujących szeregów:











—2 (x — 2)n; 2





c) £  n!xn ;
n=1
TOTO 3n
e) £  n + l ( x  +  1)"; f) £  (x +  4)n
n=1 n=1
TO 5n
h) £  nn  (x + 5)";
n=1 
TO 3nn2
k) n___ x " ;
) n=1 4n(n2 +  3) ;
i) £  — 3)n;
n=1




R ozw iązania i odpow iedzi
1. a) Rosnący, ograniczony.
b) Niech an =  "T+1 . Obliczamy różnicę
n  +  2 n  +  1 —n 2 — 3n
an+1 an (n +  1)2 +  1 n 2 +  1 (n2 +  2n +  2)(n2 +  1) < ,
czyli an+1 < an dla dowolnego n € N, a stąd ciąg (an)neN jest ciągiem male­
jącym. Dalej, prawdziwe są nierówności
n  +  1 n 2 +  1
0 < T O T  < - ^ r  =  1,n 2 +  1 n 2 +  1
co pokazuje, że ciąg ten jest ograniczony.
c) Niech an =  n . Wówczas
an+1 =  (n +  1)n+1 n ! =  ( n  +  1 \ n > 1 
an (n +  1)! nn V n J ,
zatem an+1 > an dla każdego n € N, co pokazuje, że ciąg (an)neN jest ros­
nący. Ponadto, dla dowolnego n € N mamy
nn nn n ■ n ...........n0 < —- oraz - =  ——---------- > n,
n ! n ! 1 ■ 2 ■ ■ ■ ■ ■ n
czyli ciąg jest ograniczony z dołu i nieograniczony z góry.
d) Malejący, ograniczony; 
f) malejący, ograniczony.
e) rosnący, ograniczony;
2. a) 5; b) 6; c) 4; d) !; e) 1;
f) 0; g) rozbieżny; h) 0; i) 0; j)  + to
k) rozbieżny; l) + to; m ) + to; n) 0; o) 1;
p ) + to; r) 0; s) + to; t )  1; u) 1.
3. a) lim
2n2 — 3n +  1
lim
n 3( -  — ^  +  "3)V n n2 1 —3 / lim
5n3 +  4n — 1 n 3(5 +  -4- — L) ——<x  5 +  Ą  _v n2 n3 ' n2
2  ^  +  _1_
n n2 n3 
1 —3
=  0;
b) 2; c) + to; d) —to; e) 3; f) 0;
g) lim ( \J4n2 +  5n — 2 — 2 n ) =n— V /
4n2 +  5n — 2 — 2n) ^ 4 n 2 +  5n — 2 +  2nj
limn
lim
V 4n2 +  5n — 2 +  2n 


















22n ( 2~ 2_  5
2 , 2  22n
n— 22^  — 7 n— 22^  — 7 n—
5 ’ s) 2; t )  2;




"  4 ;
w) —1;
——u  i 1 —4 +  ( 2 —2 i +
lim 1 ----------
n—<^ \ n  +  1
z) 2.
4. a) Jeśli k +  1 =  0, to granicą ciągu (an)neN jest - + .  Granica ta  jest 
równa 2, gdy k =  —2. b) 1; c) 0; d) —1; e) dla żadnej; liczba 1 nie 
może być granicą rozważanego ciągu.
5. a) 2; b) ^  lub ^ ; c) -1 ; d) 3; e) k € ( 21+ # 61, .
6. a) 5.
b) Prawdziwy jest ciąg nierówności:
7 n/2 =  V  2 • 7n < n 5 ' ( 1 )  + 2 ' 7n +  9 ' ( 1 )  <
< n 5 • 7n +  2 • 7n +  9 • (7)n < V16 • 7n =  7 V16.
Ponieważ lim 7 ^ 2  =  7 =  lim 7 ^16, więc na mocy twierdzenia o trzechn— n—
ciągach: — 0 y 5 • ( 2 )  + 2 • 7n + 9 • ( 2 )  =  7
c) 1; d) 0; e) 0; f) 3; g) i.
7. Zadanie rozwiążemy dla przykładu a). Skorzystamy z kryterium:
Dla dowolnego ciągu (an)neN o wyrazach dodatnich, 
jeżeli lim ay±L =  g < 1, to lim an =  0.n— TO an n—TO
Obliczamy zatem:
ara+i (n +  1)! n n
(n +  1)n+1 n! \ n  +  1
n
1. an+1 1. i niim ------- =  iimn—TO an n—TO \  n  +  1
czyli lim an =  0.
1 1  ^ 1
/ , \ n  ^  1,
( Ł + 1  e
8. a) iim ( 1 +  21+1 =  iim U  +  ^  ( 1 +  =
" ' “  n J n-^<x \  n j  V n j




Z3n -  5 )2n+5 .. ( (3n +  7) -  12)2n+5d) iim --------  =  iim  --------- ------„ u -  1 7 1 n—^ \  3n +  7n—<x \  3n +  
/  12 \ 2n+5 
iim 1 -   ------  =  iimn—^  v 3n +  7 J n—^ 1
3n + 7 ■ 
12 \  12








e) e8; f) e3; g) + to ; h) 0.
9. Dla przykładu pokażemy punkt b). Weźmy dwa podciągi ciągu (an)neN:
1 +  ( - 1 ) 2n 1 + 1  o 1 +  ( - 1 ) 2n+1 1 -  1
a2n =  2 -  (—1)2™ =  2 -  1 =  ’ a2n+1 =  2 -  (—1)2n+i =  2 +  1 n ^  N.
Mamy 2 =  lim a2n =  lim a2n+1 =  0, a zatem ciąg (an)neN nie jest zbieżny.
10. a) Zbieżny; b) rozbieżny; c) zbieżny; d) zbieżny;
e) rozbieżny. Aby to pokazać, skorzystamy z kryterium d ’Alemberta. Obli­
czamy:
an+i 32n+3 23n-1 9
lim ------- =  lim —5—-77 • —7—t-t =  -  >  1,n ^ o  an n ^ o  23n+2 32n+1 8
skąd wynika rozbieżność badanego szeregu.
f) Zbieżny; g) zbieżny; h) rozbieżny;
i) rozbieżny. Skorzystamy z kryterium porównawczego. Mamy:
1 1 1 1
>
\ f n 2 +  2n V n 2 +  2n +  1 y/(n +  1)2 n  +  1 ’
CO CO
a zatem c J +2n > n+T • Ponieważ szereg ^  n+T =  ^  n jest rozbieżny,
n=1 n=2
więc rozbieżny jest również szereg badany.
j)  Rozbieżny; nie jest spełniony warunek konieczny zbieżności szeregu; 
k) rozbieżny; l) zbieżny;
ł) zbieżny. Skorzystamy z kryterium Cauchy’ego:
J  1 f n  +  1Nn  .. 1 ( n  +  1Nn elim n a n  =  lim W —   =  lim -    =  -  < 1,n^<° 3n \  n )  n^<° 3 \  n )  3
co daje zbieżność rozważanego szeregu.
m ) Zbieżny; n) rozbieżny; o) rozbieżny; p) rozbieżny; q) zbieżny;
r) zbieżny; s) rozbieżny;
t)  zbieżny. Skorzystamy z twierdzenia Cauchy’ego:
Jeżeli ciąg (an)nen o wyrazach nieujemnych jest ciągiem nierosnącym, to sze-
CO CO
reg ^  an jest zbieżny wtedy i tylko wtedy, gdy zbieżny jest szereg ^  2na2n .
n=1 n=0
W tym celu obliczamy:
log 2n on„ on ©2 &2n — 2 22n 25/2 n
n log 2 „ n
— log 2 25/2,
Szereg ^  2na2n — ^
n
n=0 n=0
25/2, jest zbieżny, gdyż dla tego szeregu
lim an+1
n  +  1 25/2)
n-i^o 25/2 n+5/2
n  +  1 5/2 1lim --------2 5/2 — — =
n—o  n 4y2
< 1.n—o  an —o  ^
Zbieżny jest zatem również szereg zadany.
u) Rozbieżny; w) zbieżny. Korzystamy z kryterium Leibniza. Mamy an =  
-±n, ^  € N. Jest to ciąg malejący o wyrazach dodatnich, zbieżny do zera, 
zatem badany szereg jest zbieżny.
x) Zbieżny; y) zbieżny; z) rozbieżny.
11. a) Szukamy najpierw promienia zbieżności szeregu potęgowego: 
A =  lim n \an \ =  lim n -2 =  1, a zatem R  =  \  =  1. Szereg jest zbieżnyn— V n——^o V n A
dla wszystkich x € (—1,1). Sprawdzimy jeszcze, czy jest on zbieżny dla
o
x  =  —1 lub x  =  1. Niech najpierw x  =  -1 .  Mamy wtedy szereg (~n] ,
n=1
który na podstawie kryterium Leibniza jest zbieżny. Niech teraz x  =  1. W
o
tym przypadku ^  nl również jest zbieżny, ostatecznie zatem przedziałem
n=1
zbieżności badanego szeregu jest [—1,1].
W poniższych podpunktach I  oznacza przedział zbieżności szeregu:
b) R  — 1, I  — [-1 ,1);
d) R  — 5, I  — [-4 , 6);
f) R  — 2, I  — (-6 , -2 );
c) R  — 0, I  — {0};
e) R  — 3, I  =
g) R  — 2, i  —
■ i , ;
h) R  — + to , I  — R;
i) lim an +  1 limn—o
V (n +  1)! 10n Vn + 1  ,lim — ——  — +ro,n - o  10.. iora+1
a zatem R  =  0. W tym przypadku szereg jest zbieżny jedynie dla x  =  3.
j)  R  — 2, 1 — i - 1 , - 1 ) ; k) r  — i , 1 — -  3 ,3 3
l) R — + to , I  — R.
• Granica i ciągłość odwzorowań
Z adan ie  1. Obliczyć następujące granice:
a) limx—3










x2 — 2x — 1 
x2 — 5
x2 — 4
x  — 2 ’
1  — 2 _
x — 5 ’
V  x2 +  1 — 1 








sin2(x — 1) 
x2 — 1
1 — cos3 x  
x  sin 2x ’




3 V x  — 3 x3 — 27 /  ’
f) lini log2 V  11 .
x—1 x  — 1
h) lim sin 3x
0 5x
j) lim x c tg 3 x :x 0
l) lim sin 3x
n) lim
x—0 tg 6x ’




sin (x +  1) 
1 1 — x2




x— 0 sin x  tg x
w) limx^0
\/1 +  sin x  — \ / 1 — sin x
tg x
1 x 3
x) lim ----     ;
x ^ + ^  x2 +  4x +  6
y) lim
2x
\Jx2 +  1 ’
z) lim ( \ / x 2 — 3x — V x 2 +  1) .x—>—OO V /
Z adan ie  2. Obliczyć następujące granice: 
' x  — 3 \ 2x+1a) lim ( x —l )
x^+to \ x  +  2 /
c) limx
i  x  +  1 
I2 x  — 1
b) T O  ( I M )
d) lim (1 +  £  Yx^+TO \  x 2 J
2x2—5
e) lim (1 +  - ) x ;x^+TO y x )
ln (a +  x) — ln a
x 2 +  1
f) lim
g) limx 0 (a > 0); h) lim
x \ x2 — 1 
ln x  1
2x 1
i) lim— x^0 x
k) lim




1 x — 1
m) lim
(x,y)^(0,1) sin (xy) ’




2 — V xy  +  4
(x,y)^(0,0) x 2 +  y
xy
2x 2y 
2 +  y2
o) lim
(x,y)^(0,0) x 2 +  y2
\Jx2y 2 +  1 — 1
p) lim
x 2 +  y 2
(x,y)^(0,0) y/x2 +  y2 +  1 — 1
lim
(x,y)^(0,0) x 2 +  y2
Z adan ie  3. Wyznaczyć granice jednostronne funkcji f  w punkcie x0, jeśli:
a) f  (x) =  2x — x  , x0 =  0;
c) f (x ) =  
e) f (x ) =
1
x — 2
x 2 +  x  +  1
x2 — 1
x 0 =  2;
b) f (x ) =  x  +  [x ] , x 0 =  3; 
x 2 +  x  +  1
d) f  (x) =  — ^ ;—  , x0 =  1;x 2 — 1






e1/(1-x2) , xQ h) f  (x) =  arctg 1 x
\x +  1| 
x  +  1
w punkcie —1; b) f  (x) =  cos x  w + to ;
g) f (x )
Z adan ie  4. Wykazać, że nie istnieją granice następujących funkcji 
a) f (x ) =
c) f (x) =
Z adan ie  5.
a) f (x ) =
xo =  1.
n , . „tg — w punkcie 0;
x
d) f  (x) =  — sin — w punkcie 0.
P p Pp
Zbadać ciągłość funkcji zadanych za pomocą wzorów: 
( x 2, gdy x € [0,1]
2 — x2, gdy x € (—ro, 0) U (1, +ro);
2, gdy x  =  0 lub x  =  ±2
b) f  (x) =   ^ 4 — x 2, gdy 0 < \x\ < 2
4, gdy \x\ > 2;
{—1, gdy x  < 0 0, gdy x  =  0 
1, gdy x >  0;
d) f (x ) =
x 2 — 7, gdy x  < 3
x + 1
gdy x  € [3,5) e) f  (x) =
2x
x —1 
5, gdy x  =  6
2 , gdy x  < 0x 2 +  1
0, gdy x  =  0
e-1/x, gdy x >  0;
f) f  (x) =  [x], x  € R ; 
h) f (x )
g) f  (x) =  x — [x], x  € R ;
nx
cos — , gdy \x\ < 1t  i co ___
[x] +  y  x  — [x], x  € R ; i) f  (x) =  < 2
\x — 1\, gdy \x\ > 1;
sin x
j) f (x ) = , gdy x  =  0 i3 x  a r c tg - , gdy x  =  0\x\ k) f  (x) ^  x
1, gdy x  =  0; 0, gdy x  =  0;
l) f (x ) =
1, gdy x € Q 
0, gdy x €  Q ;
m) f (x) =
— x , gdy x  < 0 
x, gdy x € N .
Z adan ie  6. Dane są funkcje:
—2, gdy x  < — 2
a) f  (x) =   ^ ax, gdy —2 < x < 2
b gdy x > 2 ;
(f |x +  2|, gdy x  <  1 2
— ■— , gdy x > 1 (a > —1) 
x  +  a
2, gdy x < —1
c) f  (x) =  { b(x — a)2, gdy —1 < x <  58, gdy x  >  5 ;
f (x ) =
2 +  e x , gdy x  < 0 
a, gdy x  =  0
sin bx
x




x2 +  x — 2
gdy x  > 0 ;
gdy x  < 0 
gdy 0 < x  < 1
f) f (x ) =
x2 +  (c — 1)x — c 
x — 1
x — n j t g x ,  gdy x G
gdy x  =  1 
, gdy x  > 1 ;
r-, n \ n
0 , 2 /  U ( 2 ' n
gdy x  =  2  •
Dla jakich wartości parametrów a, b i c funkcje te są ciągłe?
Z adan ie  7. Wykazać, że funkcja f  : R2 ^  R dana wzorem 
2xy2
a ) f ( x ,  y) = \ x 2 +  y4 
0,
gdy (x,y) =  (0 ,0) 
gdy (x, y ) =  (0, 0) ;
X2 +  y 2
b) f (x, y) =  í X 4 T P ' gdy <X-y) = <°'0) 
0, gdy (x,y) =  (0 ,0)
nie jest ciągła.
Z adan ie  8. Wykazać, że funkcja f  : R2 ^  R dana wzorem
. x  arctg 2 1 2 , gdy (x,y) =  (0 ,0)
a) f  (x,y)  = { x 2 +  y 2
0, gdy (x,y) =  (0,0);
x2y2
gdy (x,y) =  (0 ,0)b ) f ( x ,  y) =  í x2 +  y4 
0, gdy (x,y) =  (0 ,0);
c) f  (x,y) =  í X 4 +  . gdy (x . y) = (0. 0
0 , gdy (x, y ) =  (0, 0)
jest ciągła.
Z adan ie  9. Zbadać jednostajną ciągłość funkcji:
a) f  (x) =  -  ^  1 , x  G (3, +ro);
b) f  (x) =  X + 1 , x G ( -1 ,0 );
c) f  (x) =  \/X, x  > 0.
Z adan ie  10. Dana jest funkcja f  (x) =  cosx -  ^ n 2x, x  G R. Wykazać, że 
istnieje taki punkt c G ^0,1 ^ , że f  (c) =  0.
Z adan ie  11. Dana jest funkcja f  (x) =  e2xX'+X -  X, x G R \  {0}. Wykazać, 
że istnieje taki punkt c G , 1^, że f  (c) =  0.
R ozw iązania i odpow iedzi
1. a) 2; b) 1; c) 4; d) 1 ; e) 4; f) —1; g) 5; h) 5; i) f ; j)  3 ;
k) — 1 ; l) 1 ; m ) 36; n) 1 ;
N sin x  sin(n — x) — sin(x — n) — sin yo) iim --------=  iim--------------- =  iim  =  i im --------- =  —1;
x^ n x — n x^ n x — n x-n^ 0  x  — n y >0 y
p) 2 ; r) 0; s) cos a;
x 1 — cos3 x  (1 — cos x)(1 +  cos x  +  cos2 x)
t)  iim -------------- =  iim  =
x^0 x  sin 2x x^0 x  sin 2x
2 sin2 x (1 +  cos x  +  cos2 x) sin2 x 2x 1 +  cos x  +  cos2 x  3
iim  2---------------------------  =  iim — ^ ----------------------------------=  - ;
x^o x  sin 2x x^o  sin 2x 4 44
u) 0; w) 1; x) —to; y ) —2; z) 3 .
2. a) e-10; b) e-4/3; c) + to ; d) 1; e) + to ; f) e2; g) 3 ;
, . in x  — 1 in x — 1 in (e +  y) — in e
h) iim  =  iim ---------- =  iim ----------------------- =
x^e x — e x-e^ 0  x  — e y^ 0  y
iim 1 in e +  y =  iim in
y^o y e y^o
i) Wykorzystamy podstawienie y := 2x — 1, wówczas x  =  iog2 (y +  1) oraz
x  ^  0 wtedy i tylko wtedy, gdy y ^  0. Mamy zatem
2x — 1 y 1 1
iim   =  iim--  ;-------   =  iim      =  iim
x^ °  x y ^ 0 iog2 (1 +  y) y ^ 0 1 iog2 (1 +  y) y ^ 0 iog2(1 +  y)y
1 in 2 2
=  1--------=  1—  =  in2.iog2 e in e
j)  2 ; k) e; l) — 4; m ) 1; n) 0;
sin(x3 +  y 3) sin(x3 +  y 3) x 3 +  y 3
o) iim ----3 3   =  iim' ,y)^—  ™2 ' - 2 2 2 2
iim
(x )^(0,0) x2 +  y (x,y)^(0,0) x3 +  y3 x2 +  y2
sin(x3 +  y3) (x +  y)(x2 — xy  +  y2)
(x,y)^(0,0) x 3 +  y3 x2 +  y2
iim sin(x3 + y3) ( x _  xy  \  (x +  y) =  0
(x,y)im(0,0) x3 +  y3 l 1 x2 +  y2)  (x +  y) 0,
gdyż pierwszy czynnik dąży do 1, drugi jest ograniczony, a trzeci dąży do 
zera. Pokażemy ograniczoność drugiego czynnika. Z tożsamości (x ±  y)2 > 0
e
e
otrzymujemy \2xy\ < X2 +  y2, czyli 2 < 2 dla (x,y)  =  (0, 0). Mamyx2 +y2
zatem 2 < 1 -  X2Xyy2 < 2 dla (x, y) =  (0,0). 
p) 2; r) 0.
3. a) lim f  (x) =  -1 ,  lim f  (x) =  1;
x—0+ x—0—
b) lim f (x) =  6, lim f (x) =  5;
x —3 + x —3 —
c) lim f  (x) =  + to , lim f  (x) =  —to;
x—2+ x—2-
d) lim f (x) =  + to , lim f (x) =  —to;
x—— 1+ x—— 1
e) lim f  (x) =  —to, lim f  (x) =  + to ;
x—— 1+ x—-1-
f) lim f (x) =  0, lim f (x) =  + to;x— 0+ x— 0­
g) lim f (x) =  0, lim f (x) =  + to ;x— 1+ x— 1-
n n
h) lim+ f  (x) =  -  - ,  lim f  (x) =  - .
x—1+ 2 x—— 1 2
4. Pokażemy dla przykładu podpunkt c). Korzystając z definicji granicy
funkcji, wskażemy dwa takie ciągi (pn)nfN i (qn)nm,  że lim pn =  lim qn =n—TO n—TO
0 oraz lim tg n  =  lim tg . Mianowicie, niech pn =  n , n € N orazn—TO n—TO n
qn =  -¡-xr, n € N. Wówczas rzeczywiście lim 1 =  lim — =  0 oraz4n+1 n—TO n n—TO 4n+1
lim tg pr =  lim tg nn  =  0 i lim tg pn =  lim tg ( f  +  n ^  =  1.n—TO n—TO n—TO Pn n—TO 4
5. a) f  jest ciągła w każdym z przedziałów (0,1), (—to, 0), (1, + to ) (funkcje
elementarne). Pozostają zatem do sprawdzenia dwa punkty: x  =  0 i x  =  1.
Dla pierwszego z punktów obliczamy
lim f  (x) =  lim (2 -  x2) =  2,
x—0-  x—0-
lim f  (x) =  lim x2 =  0.x—0+ x—0+
Granice lewo- i prawostronna są różne, więc funkcja f  nie jest ciągła w punk­
cie x  =  0 (ponieważ jednak lim f  (x) =  f  (0) =  0, mówimy, że f  jest pra-x—0+
wostronnie ciągła w punkcie 0). Sprawdzamy teraz, czy f  jest ciągła w punk­
cie x  =  1:
lim f  (x) =  lim x2 =  1,
x—— 1 x—— 1
lim f  (x) =  lim (2 -  x2) =  1,x 1+ x 1+
f  (1) =  1.
Granice lewo- i prawostronna są takie same i równe wartości funkcji w punk­
cie 1, więc funkcja f  jest ciągła w tym punkcie. Ostatecznie f  jest ciągła dla 
każdej liczby rzeczywistej x  =  0.
b) f  jest ciągła dla każdego x  € R \{ —2,0,2}; c) funkcja jest ciągła wszędzie 
poza zerem; d) funkcja ciągła; e) funkcja ciągła; f) funkcja jest nieciągła 
we wszystkich punktach całkowitych (jest w nich jedynie prawostronnie 
ciągła); g) funkcja jest nieciągła we wszystkich punktach całkowitych (jest 
w nich jedynie lewostronnie ciągła); h) funkcja ciągła; i) f  jest ciągła dla 
wszystkich x  =  —1; j)  f  jest ciągła dla każdego x  € R \  {0} (f  jest pra­
wostronnie ciągła w zerze); k) funkcja ciągła; l) f  jest nieciągła w każdym 
punkcie; m ) funkcja ciągła.
6. a) Funkcja jest oczywiście ciągła w przedziałach (—to, —2), (—2, 2) oraz 
(2, + to ). Aby funkcja była ciągła w punkcie —2, muszą być spełnione rów­
ności lim f  (x) =  lim + f  (x) =  f  (—2). A zatem —2 =  —2a =  —2, skąd
a =  1. Podobnie, aby funkcja była ciągła w punkcie 2, muszą być spełnione 
zależności lim f  (x) =  lim f  (x) =  f  (2), czyli 2a =  b =  2a, skąd b =  2
x—2- x—2+
(gdyż a =  1).
b) a =  — 1 ; c) a =  1, b =  2 lub a =  —7, b =  18; d) a =  2, b =  2;
e) a =  2 , b =  1, c =  0; f) a =  —2.
7. a) Weźmy ciąg (x,n,yn) =  {—z , J ) .  Wówczas J im ^ n ,  yn) =  (0, 0) oraz 
lim f  (xn,yn) =  lim f  ( —z , n ) =  1 =  0 =  f  (0, 0), co pokazuje, że funkcjan n ■ ' U H '
nie jest ciągła w punkcie (0, 0).
8. b) W punkcie (x, y) =  (0,0) funkcja jest ciągła jako iloraz funkcji ciągłych.2
Sprawdzamy ciągłość w punkcie (0, 0). Ponieważ 0 < A ,,4 < 1 dla (x,y) =X +y2
(0, 0), więc wyrażenie x2X+y4 jest ograniczone dla (x,y)  =  (0,0). Stąd
x2y2 x2i * 4/ d i, Az 2 f-..hm ^  j  =  hm  T ■ y = 0
(x,y)^(0,0) X2 +  y4 (x,yH(0,0) X2 +  y4
jako granica iloczynu funkcji ograniczonej oraz funkcji zbieżnej do zera. 
Mamy
lim . f  (x, y) =  0 =  f  (0, 0),
(x,yW(0,0)
a zatem funkcja jest ciągła w punkcie (0, 0).
c) W s k a z ó w k a :  por. zadanie 2 o).
9. a) Pokażemy, że funkcja f  jest jednostajnie ciągła w podanym przedziale. 
Ustalmy e > 0. Niech ó := 4e. Weźmy takie x , y  € (3, + ro), że \x — y\ < ó. 
Wówczas




x  — 1 y — 1 
\x — y\
—y +  1 +  x — 1
<
ó
(x — 1)(y — 1)
4e
e,(x — 1)(y — 1) ' 2  • 2 4
co dowodzi jednostajnej ciągłości funkcji f  w podanym przedziale.
b) Pokażemy, że funkcja f  nie jest jednostajnie ciągła w podanym przedziale. 
Niech e := 1. Ustalmy dowolnie ó > 0. Niech n  := 1 + 1  € N. Niech teraz
x  := — n+1 oraz y := — n+2. Oczywiście x , y  € (—1, 0) oraz \x — y\ < ó (jeśli 
ó > 1, nierówność jest natychmiast spełniona; jeśli ó < 1, to n > 1 oraz
\x — y\ =   —TT7 < 7 7TTT < ó2 < ó). Wówczas(n +  1)(n +  2)
\f  (x) — f  (y) \ =
1
(n — 1)2 
1
x  +  1 y +  1 =  \(n +  1) — (n +  2)\ =  1 > 1 =  e,
co dowodzi, że funkcja f  nie jest jednostajnie ciągła w podanym przedziale.
c) W s k a z ó w k a :  Skorzystać z nierówności \ \ /x  — ^  \ < ^J\x — y\ dla
x , y  > 0.
10. f  (0) =  1 > 0 oraz f  n j =  —3 2  < 0. Funkcja f  jest ciągła (czyli ma
własność Darboux), a zatem w przedziale ^0, 2n ) istnieje taki punkt c, że 
f  (c) =  0.
• Rachunek różniczkowy funkcji jednej 
zmiennej
Z adan ie  1. Obliczyć z definicji pochodną funkcji f  w punkcie x0:
a) f  (x) =  3x2 , x0 G R ;
c) f  (x) =  ^ X , xo =  1;
Z adan ie  2. Obliczyć pochodną funkcji:
5
b) f  (x) =  x  , xo G R \  {0}
d) f  (x) =  sin x , x0 =  — .
a) f  (x) =  x -  2x +  7x +  5 ;
x -  5 
x2 +  3 ;
x
c) f (x) =
e) f  (x) =  . ,Sin X +  cos X
g) f  (x) =  cos3x ;
i) f  (x) =  Vx3 -  x ;
k) f  (x) =  cos x y  1 +  sin2 x ;
2X 1
ł) f  (x) =  arc cos ;
n) f (x ) =  (ln cos x )4 ; 
p) f (x ) =  ln arc cos 2x  ;
b) f  (x) =  (x2 -  3x +  2)(x3 -  2) ;
d) f  (x) =  TX5 ln x ;
f) f  (x) =  t + t X  ;1 +  V2x
h) f  (x) =  ^sin  x ;
j) f  (x) =  Ttg4x ;
l) f  (x) =  x arc sin x +  V l -  x2 ;
ex
m) f (x) =  —
sin X
o) f  (x) =  ln 2 +  sin - ( x  +  3) 4
r) f  (x) =  log3 (x2 -  sin x)
s) f  (x) =  1 2 -  arctg x ; t) f  (x) =  sin2 W
1 +  x2 y 1 — x
2x
u) f  (x) =  ln5 tg 3x ; w) f  (x) =  arc sin
1 +  x2 ’
y) f  (x) =  ln cos Varc sin 3-2 x ; z) f  (x) =  ^ a rc tg  cos ln3 x .
Z adan ie  3. Znaleźć równania stycznych do krzywej zadanej wzorem
X /--------
a ) f  (x) =  — ; b) f  (x) =  W 1 +  x2
w punktach o odciętych xi = 0 , x2 =  1 oraz x3 =  —1.
Z adan ie  4. Znaleźć f ' '  oraz f ' ' ' , jeśli:
a) f  (x) =  ex cos x, x € R; b) f  (x) =  ln (1 +  x ) , x > —1;
1
1 +  x2
c) f  (x) =  ln — — 2 i x € R.
Z adan ie  5. Ciało poruszające się po prostej przebywa w czasie t odległość 
s =  2t2 — 2t. Znaleźć prędkość i przyspieszenie w chwili t. Scharakteryzować 
ten ruch (jednostajny, przyspieszony, opóźniony itp.).
Z adan ie  6. Sprawdzić, czy funkcja
a) y =  e-x  sin x  spełnia równanie y'' +  2y' + 2y =  0;
b) y =  c1e2x +  c2xe2x +  ex spełnia równanie y'' — 4y' +  4y =  ex.
Z adan ie  7. Znaleźć pochodną następujących funkcji:
a) f  (x) =  x x ; b) f  (x) =  (sin x) X CQ^  X
c) f (x) =  ^  , f 2 —1  , „ 3  ; d) f(x ) =  x2 ć  3 — x
^ (x  +  2 )V (x  +  3 ) ^ ’ / l , v  y 1 — x y  (3 +  x)2 ’
e) f (x) =  x4(x +  2) 5f ( X +  ,1)3 .
V (x — 1)3
Z adan ie  8. Znaleźć pochodne jednostronne funkcji f  w punkcie xo:
a) f  (x) =  |x| , xo =  0; b) f  (x) =  \x — 1| , xo =  1;
c) f (x) =  x\x — 1| , x0 =  1; d) f (x) =  |x3(x — 1)| , x0 =  0
Z adan ie  9. Zbadać różniczkowalność funkcji:
. x2 sin —, gdy x  =  0
a) f  (x) =   ^ x
0, gdy x  =  0 ;
. x  sin —, gdy x  =  0b) f (x ) =  x
0, gdy x  =  0 ;
^  (x — 3)2(x — 4), gdy x e  (3,4)
\  0, gdy x e  (—to, 3] U [4, + to ).
Z adan ie  10. Znaleźć pochodną funkcji:
a) f  (x) =  e ^ ,  x  e  R ;
( 1 — x, gdy x e (—to, 1)(1 — x)(2 — x), gdy x e  [1, 2)
—2 +  x, gdy x e  [2, + to);
{ x, gdy x < 0ln (1 +  x), gdy x  > 0;
d) f  (x) =  3 x  sin x, x  e  R.
Z adan ie  11. Niech f  : R ^  R będzie dana wzorem:
{ sin x, gdy x < 0 ax +  b, gdy x  > 0;
( 4x, gdy x  < 0 ax2 +  bx +  c, gdy 0 < x < 1 
3 — 2x, gdy x  > 1.
Dobrać parametry a, b i c tak, żeby f  była wszędzie różniczkowalna.
Z adan ie  12. Niech f  : R ^  R będzie określona w następujący sposób:
f  (x) =
det
3x — 2 x  — 1 0
6x — 6 3x — 3 0
5x — 4 2x — 2 x — a
—3tg(x  — 1) +  b,
gdy x  < 1 
gdy x > 1.
Dla jakich wartości a i b funkcja ta  jest różniczkowalna na R?
Z adan ie  13. Zbadać monotoniczność następujących funkcji:
a) f  (x) =  x V 4 — x2 ; b) f  (x) =  V x 2 — 4x +  3
c) f  (x) =  xe— xe-x 7 2. d) f  (x) — \ fx  ln x ;
e) f (x) —
1 x
f) f  (x) — arc sin ■
2x
1 +  x  1 +  x 2
Z adan ie  14. Znaleźć ekstrema lokalne następujących funkcji:
a) f  (x) — 2x6 — 3x4 ; 
ln x
c) f  (x) —-----;x
e) f(x ) — 2  +  2 ;
g) f  (x) — sin x — lnsin x ;
b) f (x) — x2e1/x;
d) f (x ) — x1 +  x 4
f) f  (x) — V x2 — 4x +  3
h) f  (x) — x +  cos x .
Z adan ie  15. Zbadać wypukłość i punkty przegięcia funkcji:
a) f  (x) =  —x3 +  6x2 — 9x +  4 ; b) f  (x) =  e-x2;
c) f  (x) — x2 ln x ; d) f  (x) — arc sin —
Z adan ie  16. Obliczyć następujące granice:
a) limx—>—CO
2x3 — x — 1
c) lim— ^  0
x2 +  5 
x  — arctg x
b) lim
ex 1
x^ 0  sin x
ln sin 2x
d) lim  -----;-----
— ^ o +  ln sin xx
X
e) lim . , ,— x—1 \ X  — 1 ln X J
g) lim x2 e1/x2;— x^  0
A A tg :i) lim —
— x^  0+ \ x j
k) iim
e3x — 3x — 1
x—o sin2 5x ’
s V x 2 — 1m) lim------------- ;x—-m  x
o) lim V x  ln x ;
x—0+
r) lim (ln x )1/x;x——+TO
t) lim (ctg2x)1/ln x;x 0+
w) lim x 1/x;x—+TO
f) lim (  ----------- ^ ;x— 0 x  ex — 1
h) lim x  (e1/x — 1) ;
1 x
j) J im  ( 1 +  x2
ex +  e-x  _  2
l) lim ------------------ ;
x—o 1 — cos2x
, arctg 2x
n) lim ------;—— ;
x—o arcsin5x
p) lim (tg x)tg2x ;
s) lim (1 +  ex)1/x;
u) lim (tg x)tg x;
x^0+
, /a rc s in  x \  1/x2
y) lim ----------
^  o V x
z) lim ( -1  — ctg2 x^ .
^ 0  \ x 2 J
Z adan ie  17. Wyznaczyć asymptoty funkcji:
a) f (x) = x 2 x  2 b) f  (x) =  x 2^ 1  — x 2 ;
c) f  (x) =  x  ln ^  +  e ^ ; d) f  (x) =  x  +  V1 +  x2 ;
e) f  (x) =  x  arctg x ; f) f  (x) =  x  — 2arctg x .
Z adan ie  18. Zbadać przebieg zmienności i narysować wykres funkcji: 
2 in x
a) f (x ) =  
c) f (x ) =
x
2x  — 3 
x 1
b) f  (x) = ------;x
d) f (x ) =
x \ / x  ’ 7 J v 7 x  +  1





g) f  (x) =  Tj 2 ; h) f  (x) =  x  +  ln(x2 -  1).4 -  x2
Z adan ie  19. Jakie wymiary powinno mieć naczynie o kształcie otwartego 
walca o danej pojemności V , aby przy danej grubości ścianek a na jego 
wykonanie zużyć jak najmniej materiału?
Z adan ie  20. Wydajność tlenku azotu NO z mieszaniny a% tlenu i (1 0 0 -a)% 
azotu w temperaturze 1600°C i pod ciśnieniem normalnym określa wzór
x  =  yK a(100 — a) — 25K,
gdzie K  > 0 jest stałą równowagi reakcji dla danej temperatury i danego 
ciśnienia. Obliczyć, przy jakiej procentowej zawartości tlenu w mieszaninie 
wydajność tlenku azotu NO będzie maksymalna.
Z adan ie  21. Prawdopodobieństwo, że cząsteczka gazu o temperaturze T  
ma prędkość v, dane jest przez rozkład Maxwella
f  W  = 4n (  ¿ T  f 2 /2‘T •
gdzie k jest stałą Boltzmanna, a m  — masą cząsteczki gazu. Znaleźć prędkość 
najbardziej prawdopodobną (dla której f  osiąga maksimum).
Z adan ie  22. W metodzie Huckla orbitali molekularnych wartości energii 
orbitalnych elektronów n dla etenu (C2H4) to punkty stacjonarne (w których 
pierwsza pochodna jest równa zeru) wyrażenia
E  =  a  +  2cV 1 -  c23,
gdzie a  oraz 3  są stałymi, zwanymi „parametrami Huckla", a c jest zmienną. 
Znaleźć te punkty.
Z adan ie  23. Stężenie substancji B dla procesu A - 1 B ^  C, składającego 
się z kolejnych nieodwracalnych reakcji pierwszego rzędu, dane jest wzorem 
(gdy k1 =  k2):
[B] =  ^ k 1 (e—klt -  e—k2t).
a) Obliczyć czas (jako funkcję k1 i k2), dla którego stężenie B osiąga 
maksimum;
b) sprawdzić, że maksymalna wartość stężenia wynosi
' k2 \ k2/(k2- k i)
P U  =  M o ( | )
Z adan ie  24. Wykazać, że równanie x3 — 3x2 +  6x — 1 =  0 ma jeden pier­
wiastek rzeczywisty i że należy on do przedziału (0,1).
Z adan ie  25. Wykazać, że równanie x4 +  3x2 — x  — 2 =  0 ma dwa pier­
wiastki rzeczywiste, z których jeden należy do przedziału (—1,0), a drugi do 
przedziału (0,1).
Z adan ie  26. Sprawdzić, czy spełnione są założenia twierdzenia Rolle’a dla 
funkcji f  w przedziale [0,2]:
f —2x +  3, gdy x  € [0,1]
a) f  (x) =  ^
[ 2x — 1, gdy x  € (1, 2];
( 3, gdy x  =  0
b) f  (x) =  \ x 2 +  2
I — + - ,  gdy x € (0,2];
( 8x2 — 7x, gdy x € 0, 2
c) f  (x) =  I ( -■
[ x — 2, gdy x € f 2, 2
f 3 — x 2, gdy x  € [0,1)
d) f  (x) =  ^
[ 4 — 2x, gdy x  € [1, 2].
Z adan ie  27. Zastosować twierdzenie Lagrange’a do funkcji f  (x) =  x3 w po­
niższym przedziale oraz wyznaczyć punkt pośredni £:
a) [0, 3]; b) [—4, —1]; c) [—3  3]; d) [—1, 2].
Z adan ie  28. Zastosować twierdzenie Cauchy’ego do funkcji f  (x) =  sin x, 
g(x) =  cos x  w przedziale [0, f]  oraz wyznaczyć punkt pośredni ^.
Z adan ie  29. Rozwinąć w szereg Maclaurina następujące funkcje:
a) f  (x) =  ex, x  £ R;
c) f  (x) =  ln (x +  1), x £ (-1 ,1 ].
b) f  (x) =  cos x, x  £ R;
Z adan ie  30. Korzystając z zadania 29, rozwinąć w szereg Maclaurina funk­
cje:
a) f  (x) =  xe x , x  £ R;
1 +  x
c) f  (x) = 1n , x  £ ( - 1, 1).
b) f (x ) =  cos x 2, x  £ R;
Z adan ie  31. Znaleźć następujące całki nieoznaczone:
a) / | x3 -  2x2 +  5 +  — ) dx;
x
c) J  —  +  —x ) dx;
b) f  10x84+  3 dx;




3/ 2 x2 dx ; f) ex 1 -  ^  dx;
cos 2x
sin2 x  cos2 x
dx ;
dx
sin2 x  cos2 x
2 x 
cos — dx;
. x  x \ 2 , 
sin — -  cos 2  ) dx.
h) / ctg2 x  dx;
j) /  sin2 x  dx;
2
1 +  x2 v r -
d x ;
Z adan ie  32. Znaleźć następujące całki nieoznaczone:
cos 3x  dx ; 
dx
sin x  dx;
cos2 5x e) J  —4x -  1 dx; f) 
g) J  — 5 -  6x dx; h) J  sin (2 -  3x) dx; i) J
c) e-3x dx ;
-  2x)5 dx;
2x -  5 






X2 +  1
dx;





sin x  cos x 1 +  3 cos x
dx; n)
ctg x  d x ; 
dx
x(1 +  ln x)
/ eVX f' 2 r _____dx; p) J  xe -x  dx; r) J  3 x3 — 8 x2 dx
w)
sin x  dx 
\/1 +  2 cos x  ’




1 — 2 sin x  
 5 dx;cos2 x
2sin2 x dx.
Z adan ie  33. Znaleźć następujące całki nieoznaczone:
a) J  xe2x dx; b) J  x  ln (x — 1) dx; c) J ln x dx ;
d) J  x2 cos x  d x ; 
g) J  ln2 x  dx;
j) J  x3e-x dx;
e) x  arctgx  dx;
x
2sin2 x dx ;
k) J  ln (x2 +  1) dx; l) J \ fx
f) J  ex sin x  dx; 
ln x
i) J  - ^ dx;
 ln x dx;
ł) J x 2e-x /2 dx; m) J
o) arctg x dx ; p)
s) J  arctg^2x — 1 dx.
x
cos2 x dx ; n) arc sin x  dx ;
arc sin x
V x  +  1
dx ;
x  cos x
3sin3 x dx ;
Z adan ie  34. Pokazać, że prawdziwe są następujące wzory (a > 0, k € R)
dx 1 x








x + a +  C ;
\ /a2 — x





\ / x 2 +  k
=  ln \x + V  x 2 +  k \ +  C ;
e) í  V a 2 — x 2 dx =  x \Ja2 — x 2 +  a— arcsin x  +  C ;
— J 2 2 a
f) i  J x2 +  k dx =  x  J x 2 +  k +  k  ln\x +  J x 2 +  k\ +  C .
2 2







x2 — 25 ’
dx 
'Jx2 — 4 ’
x  dx
x
5x — 2 







x 2 +  4x  +  5 
dx







- 7  V2x2 +  8x — 1
V2  +  3x — 2x2 ’ 
\ /x 2 — 2x +  5 dx;
5x  +  2
dx ;
dx
x2 +  9 ’
dx 
j x 2 + 5 ;
dx
j 3  — 4x2 ;
x 2 dx








J  4 — x2
x 2 dx
x6 +  4 ;
x 3 dx
x8 — 1 ;
x 4 dx
x 2 - 3  ;
x2 — 6x +  13 ’ 
dx
J l  — 2x — x 2 ’ 
dx
4x2 +  6x +  3 ; 
dx
J 3 x 2 — 2x — 1 ’ 
2— — 
xdx





Z adan ie  36. Znaleźć następujące całki nieoznaczone:








2x +  7
x2 +  x — 2
(x +  1)3
dx ;
x 2 x dx ;
2x2 — 5x +  1
x 3 — 2x 2 +  x dx ;
2x2 +  x  +  4 
x3 +  x2 +  4x +  4
7x — 15
dx ;




x 3 +  4x
dx












(x — 2)(x — 3) 
3x 2 +  2x  — 3
dx ;
x 3 x dx ;
x
x  +  2 
— 2x2
dx ;
5x — 1 
x3 — 3x — 2
dx
dx ;
x 3 +  8
3x2 +  2x +  1 





x4 — 1 ’ 
x4 +  1
x 3 — x 2 +  x  — 1
p)
s)
u) J x 4 +  6x2 +  8 
Z adan ie  37. Znaleźć następujące całki nieoznaczone: 
a) J  sin2 3x dx; b) J  (1 +  2 cos x )2 dx; c) J
dx ;














sin5 x dx ; 
dx ;









“i 2sin2 x  cos x
sin 3x  cos x dx ; n) cos 5x  cos 7x  dx ;
5x
/ f  sin3 x  +  1 fsin3x sin5xdx; p) ------ „-----dx; r)J cos2 x J Sin x  cos x
dx
sin4 x  +  cos4 x
1 +  sin4 x
(2 +  sin x) dx , í' cos x
 ----     ; u) ------------
sin x (1 +  cos x ) 1 +  cos x
dx ;
dx.
Z adan ie  38. Znaleźć następujące całki nieoznaczone: 
. i  dx
; J / x  +  ’
f  dxJ / 3  +  4x ’ 
e) J  x / 3 x  — 5 dx;
. f  x2 dx
g) J i w n '
, f  8x +  3
J / 4x2 +  3x +  1
k) J  j 6 x  — x 2 dx; 
ł) J  j 2 x  +  x2 dx.
dx ;
b) J  / 2x +  1 dx;
dx
5 (2x +  1)3 ’
f)
x  dx 
/  2x +  3
x  — J x  +  1





3x +  2 
/  x 2 — 5x +  19
dx ;
R ozw iązania i odpow iedzi
1. a) 6xo;
f (xo)  = lim f  (x) — f  (xo) = lim 5(xo — x > =  lim - N  =  — A ;
x^ xq x  — x 0 x^ xq xx0(x — x0) x^ xq x x 0 x0
x — x+~
. 1 sin x  — sin 4 2 sin — cos y4
c) ň ; d) f  [ -  =  lim  =  lim --------- 2— 4 2 ­
2 7 \ 4 )  x^ n x -  t---------x^ n-------- x -  t4 X^  4 ^ 4
lim  cos — —— =  cos 3  =
sin —34  x  +  4 n \f2
2X t4
2. a) 3x2 — 4x +  7;
c)
—x 2 +  10x +  3
e)
(x2 +  3)2 
1
b) 5x4 — 12x3 +  6x2 — 4x +  6;
d) / Z 2 ^5 ln x  +  1^;
x(cos x — sin x) sin x  +  cos x — x  cos x  +  x  sin x
sin x  +  cos x  (sin x  +  cos x )2
f) —1 / 2  - 1
2 sin x  cos x  +  1
h)
2 (1 +  4 2 4 )2 y / x ’
cos x
3 4  sin2 x
j) tg3xcos2 x
g) —3 sin 3x  ;
1 3x 2 — 1 
i) 32 4 x3 — x  ’
/ si=  tg3x(1 +  tg2x) ; k) — sin x y  1 +  sin2 x  +— -
2sin x  cos2 x
. 2sin2 x
l) arc sin x  ; ł) —4 2  +  4x — 4x2 ’
m)
ex (sin x — cos x)
sin2 x n) — 4




cos 1 (x +  3)
2 + sin 4 (x +  3) 4  |ln  2 + sin 1 (x +  3) |
2
41 — 4x2 arc cos 2x
(1 +  x )2 ;
(1 +  x2)2 ;
1 2x — cos x
r)  r w  “ 2— :— ;ln 3 x 2 sin x
t)




sin 3x  cos 3x  
2 ln 3
w)
cos 4 arc sin 3 2x 
1
sin 4 arc sin 3 2x
(1 — x ) V ^
2sgn (1 — x 2)
1 +  x2 ;
1 3-2 x
24arc sin3-2x 4 1 — 3 -4x
1
z) — -  (arctg 4 cos ln3 x ) 2/3--------, =
5 1 +  5 (cos ln3 x )2
(cosln3 x) 4/5 sinln3 x
ln2 x




ma postać y — y0 =  a(x — x0), gdzie a jest współczynnikiem kierunkowym 
stycznej równym f  ' (x0).
1  x ( \
a) f  '(x) =  — — ; stycznych będziemy szukać w punktach (0, 0), (1, T ),
(—1, —e), a współczynniki kierunkowe są równe odpowiednio: f'(0) =  1, 
f'(1 ) =  0, f ' ( —1) =  2e. Ostatecznie zatem równania stycznych mają postać: 
y =  x, y =  e , y =  e(2x +  1).
b) y =  x, y =  yY (3x — 1), y =  yY (3x +  1).
4. a) f ' ( x )  =  ex(cos x — sinx), f " (x) =  —2ex s inx,
f ' ' '(x)  =  —2ex(sin x  +  cos x);
1 1 2
b) f/(x) =  , f//(x) =  — ( T ^ , fW(x) =  ( i w ;
c) f (x) = ___ 2^  f " (x) = 2(x2 —1) f " (x) = 4x(3 — x2)
c) f  (x) 1 +  x2 , f  (x) ( 1 +  x2)2 , f  (x) (1 +  x2)3 .
5. v(t) =  s'(t) =  4t — 3, a(t) =  s"(t) =  4.
6. Obie funkcje spełniają zadane równania; wystarczy obliczyć kolejne po­
chodne i wstawić do lewej strony równania.
7. Aby obliczyć pochodną funkcji f  (x) =  g(x)h(x) (g(x) > 0), korzystamy 
ze wzoru ab =  elna  =  ebln°. Wówczas f  (x) =  eh(x)lns(x) oraz
f 1 (x) =  efe(x)ln s(x) (x) ln g (x )+  h(x)  =
=  g(x)h(x) (h ;(x)lng(x) +
h(x)g'(y) 
g(x)
Dla funkcji o wartościach dodatnich bezpośrednio możemy stosować również 
wzór na pochodną logarytmiczną funkcji:
( ln f ( x ) ) '  =  ff x , skąd f ' (x )  =  f (x )(ln f ( x ) ) ' .
a) f ' ( x ) =  xx(ln x  +  1); b) f f(x) =  (sin x)x cos x(x cos2 x  lnsin x)' =
=  (sin x) x cos x (cos2 x  -  x  sin 2x) ln sin x  +
3X cos3 X
sin x
c) f  '(x) =
\ / x  — 1
3/ (x +  2 ) V  (x +  3)3
1 2 3 v
2 ln(x — 1) — 3 ln(x +  2) — 2 ln(x +  3)
\Jx — 1 2 3
3  (x +  2)2^  (x +  3)3
—5x2 — x +  24 
3 ^ x  — 13/(x +  2)5/ ( x  +  3)5 ’
54 — 36x +  4x2 +  2x3
2(x — 1) 3(x +  2) 2(x +  3)_
d) f  (x) =  f  (x) •
(54 — 36x  +  4x 2 +  2x 3)x
3x(1 — x)(9 — x2) 3(1 — x)2 ty (3 — x)2(3 +  x)5
e) f  '(x) = f  (x)
71x3 +  98x2 — 103x — 120 (71x3 +  98x2 — 103x — 120)x3
15x(x +  2)(x2 — 1) 15x 3  (x +  1)2 5  (x — 1)8
1
8. a) f '  (0) = lim f ( x )  — f (0) = lim —  = — 1,
x—0- x  x—0- x
f+ (0) =  lim f (x) — f (0) =  lim x  =  1;
x ^  0+ x x-> 0+ x
b) f - (1) =  —1, f+ (1) =  1;
c) f - (1) =  lim f (1 +  h) — f (1) =  lim (1 +  hl (—k) =  —1,
h—>0 h h—0 h
f  (1) =  lim f  (1 +  h) — f  (1) =  lim =  1;
+ h^0+ h h^0+ h
d) f - (0) =  f+ (0) =  0.
9. a) W przedziałach (—to, 0) oraz (0, + to ) funkcja f  jest różniczkowalna. 
Wówczas pochodna jest równa 2x sin X — cos X. Pozostaje do sprawdzenia 
różniczkowalność funkcji f  w zerze:
lim f  (X) — f  (0) =  lim X l M  = 0.
x^0 X x^0 X
Granica istnieje, a to oznacza, że f  jest różniczkowalna w zerze i f ;(0) =  0. 
Funkcja jest zatem różniczkowalna dla każdego x € R.
b) Funkcja nie jest różniczkowalna w zerze.
c) Funkcja jest różniczkowalna dla każdego x € R.
10. a) Funkcja f  ma postać: 
f  (x ) =
gdy x  > 0 
gdy x  < 0.
W przedziałach otwartych (—to, 0) i (0, + to ) funkcja f  jest różniczkowalna 
oraz f !(x) =  ex dla x  € (0, + to ) i f ' (x )  =  —e-x  dla x  € (—to ,0). Trzeba 
sprawdzić różniczkowalność funkcji w zerze:
f + ( 0 ) =  liim+ x—► 0+
ex — 1
=  1, f'_ (0) =  lim
x^ o-
1
=  -1 .
x
Pochodne jednostronne nie są równe, a to oznacza, że funkcja nie jest róż­
niczkowalna w punkcie zero. Ostatecznie zatem pochodna f ' istnieje dla 
x  € R \  {0} i ma postać:
f  (x) = —e
gdy x  > 0 
gdy x  < 0.
1,
b) f ' (x )  =
c) f ( x )  =
gdy x € (—to, 1] 
2x -  3, gdy x € (1, 2)
1, gdy x € [2, + to );
gdy x  < 0
gdy x > 0.
1,
1
1 +  x ’
d) Jeżeli x  =  0, to f  '(x) =
1
sin x  +  3 x  cos x. Jeżeli x  =  0, to korzys-
, n • •• i , • , • v x  sinxtając z definicji pochodnej, dostajemy f  (0) =  i im -------------=  0, a zatemx^0 x
sin x
f  (x) ^  3 V x 2
+  X x  cos x, gdy x  =  0
0, gdy x  =  0 .
11. a) Funkcja jest różniczkowalna w każdym z przedziałów (—to, 0) oraz 
(0, + to ). Wartości parametrów a i b otrzymamy, wypisując warunki na róż- 
niczkowalność funkcji w zerze. Warunkiem koniecznym różniczkowalności
w punkcie jest ciągłość funkcji w tym punkcie. Mamy zatem lim f  (x) =x^0+
lim f  (x) =  f  (0), skąd b =  0. Dalej musi być spełniony warunek f+ (0) =x^ 0 -
ax +  b — b sin x — b
---------------=  lim ----------- , co przy b =  0 daje a =  1.
x->0+ x  x^0-  x
f'_(0), a zatem lim





12. Funkcja f  przyjmie postać:
{3x(x — 1)(x — a), gdy x  < 1 —3tg(x  — 1) +  b, gdy x >  1.
Szukane parametry: a =  2, b =  0.
2(2 x 2)
13. a) D f  =  [—2, 2]; f  '(x) =  — , dla x e (—2, 2). Zależność f  '(x) > 0
V4 — x2
jest spełniona wtedy i tylko wtedy, gdy 2 — x2 > 0, czyli x e  (— \/2), 
a zatem funkcja f  jest rosnąca w przedziale (—V2, \/2); f  '(x) < 0 wtedy 
i tylko wtedy, gdy x e (—2, —\/2) lub x e (V 2 , 2), a zatem funkcja f  jest 
malejąca w każdym z przedziałów (—2, — \/2) i (V% 2).
b) D f  =  (—to, 1] U [3, + to ); f  maleje w przedziale (—to, 1], a rośnie w prze­
dziale [3, + to);
c) D f  =  R; f  jest rosnąca w przedziale (—1,1), a malejąca w każdym z prze­
działów (—to, —1) i (1, + to );
d) D f  =  (0, + to ); f  jest rosnąca w przedziale (1/e2, + to ) , a malejąca 
w przedziale (0 ,1/e2) ;
e) D f  =  (- 1, 1); f  maleje w całej dziedzinie;
f) D f  =  R; f  jest rosnąca w przedziale (—1,1), a malejąca w każdym 
z przedziałów (—to, —1) i (1, + to ).
14. a) Funkcja jest określona dla x  e  R, fmin(—1) =  1, fmax(0) =  0,
fmin(1) =  —1;
b) x e  R \  {0}, fmin (1/2) =  e2/ 4; c) x >  0, fmax(e) =  1/e;
f) x e (—to, 1] U [3, + to ), wartością najmniejszą funkcji jest zero przyjęte 
dla x  =  1 oraz dla x  =  3;
g) x  e  U  (2kn, (2k +  1)n), fmin ( 2  +  2 k ^  = 1, k e  Z;
fcez ^ 2 '
h) x e  R, funkcja nie ma ekstremów lokalnych.
15. a) D f  =  R; f  "(x) > 0 wtedy i tylko wtedy, gdy x e  (—to, 2), czyli 
funkcja jest wypukła w przedziale (—to, 2); analogicznie, f" (x )  < 0 wtedy
4 ^ 3
3
i tylko wtedy, gdy x  € (2, + to ), czyli funkcja jest wklęsła w przedziale 
(2, + to ); w punkcie x  =  2 druga pochodna zmienia znak, czyli dla x  =  2 
wykres funkcji ma punkt przegięcia, fpp(2) =  2;
b) D f  =  R; funkcja jest wklęsła w przedziale \— ^/2/2,^/2/2j , a wypukła 
w każdym z przedziałów ( —t o , - V 2/2^ i (V2/2,  + to ^ ; punkty przegięcia 
dla x  =  - V 2 / 2  i dla x =  V2/2,  fpp ( -V 2 /2 )  =  fpp (V 2/ 2) =  1 /V e
c) D f  =  (0, + to ); funkcja jest wklęsła w przedziale (0, e-3/2), wypukła 
w przedziale (e-3/2, + to ); punkt przegięcia dla x  =  e-3/2, f pp(e-3/2) =  
- 3 /2  e-3 ;
d) D f  =  (—to, -1] U [1, + to ); funkcja jest wklęsła w przedziale (—to, -1 ) , 
wypukła w przedziale (1, + to ); nie ma punktów przegięcia.
16. a) —to; b) 1.
c) Korzystamy z reguły de l’Hospitala. Ponieważ mamy do czynienia z sym-
01 obliczamy granicę:bolem nieoznaczonym
0
(x -  arctg x)'
lim , 3,,x^ 0  (x3)'
1
lim „ 2x^ 0  3x2
1+x2 lim lim
1 1
x^ 0  3x2(1 +  x2) x^ 0  3 (1 +  x2) 3
n  (x -  arctg x); .Granica l im  ------  istnieje, więcx^0 (x )
x -  arctg x  (x -  arctg x)'  1
lim  s =  limx 0 x x 0 (x3)'
d) lim
ln sin2x
x ^ 0+ ln sin x
to
oo
h 2sin x  cos2x=  lim ------------------=  1;
x 0+ sin 2x  cos x
N /  x  1 \  r , x  ln x -  x  +  1e) lim ----   -     =  [to -  to] =  lim —------— ------
x ^ 1 \ x  -  1 ln x j  x ^ 1 (x -  1) ln x
lim
ln x
*1 ln x  +  1 -  1x
H x=  lim
1
1
-1 x  +  1 2
31/x2




=  lim e1/x2 =  + to ;x 0
/ n  tg 1 
i) lim —x 0+ x oo
=  lim e ^  x ln x =  elimx^0+ tg x ln X .
x 0+
2x
Obliczymy najpierw wartość wykładnika:
1- 4. 1 1 1- ln 1 H sin2 xlim tg x  ln — =  lim —t1  =  lim --------- =  0.
x ^ 0+ x  x ^ 0+ — x ^ 0+ xtg X
Stąd już szukana granica wynosi e0 =  1.
i)  i; k ) 50 ; l) 2; m ) —1; n) 5 ;
o) —to; p) e-1 ; r) 1; s) e; t)  e-1
u) 1; w) 1; y) e1/6; N col
to
17. a) x  =  —1, x  =  2, y =  x  +  1; b) nie ma asymptot;
c) y =  x  +  1 ; d) y =  2x;
e
\ n i n ie ) y =  2 x — i, y =  — 2 x — i;
f) y =  x — n (asymptota w + to ), y =  x +  n (asymptota w —to).
18. a) Funkcja f  jest określona dla wszystkich x € R \  < § [; lim f  (x) =
v y  x  ^-+CO
+ to , lim f  (x) =  —to, lim f  (x) =  + to , lim f  (x) =  —to. Wykres
x^-rn  x^3/2+ x^3/2-
przecina osie układu tylko w początku układu współrzędnych. Asymptota 
pionowa: x  =  3, asymptota ukośna, zarówno w + to , jak i w —to: y =  1 x  +  4.
2 x (x  3)
Pierwsza pochodna: f ' (x) =  • Funkcja jest rosnąca w każdym
z przedziałów (—to , 0), (3, + to ); funkcja jest malejąca w każdym z przedzia­
łów (o, § ), ( J , 3 ) ; fmax(0) =  0, fmin(3) =  3. Druga pochodna: f " (x) =
18 Funkcja f  jest wypukła w przedziale (2, +toTO, a wklęsła w prze-
(2x — ( )3
dziale ( —to, ; funkcja nie ma punktów przegięcia.
b) x € (0, + to ); lim f  (x) =  —to, lim f  (x) =  0. Asymptota pionowax^0+ x^ + to
prawostronna: x  =  0, pozioma: y =  0. Funkcja rośnie w przedziale (0 ,e), 
maleje w przedziale (e, + to ). Ekstremum lokalne dla x  =  e: f max(e) =  1.
3
2 ^ '
w przedziale (0,e3/2) oraz wypukła w przedziale (e3/2, + to).
3
Punkt przegięcia dla x  =  e3/2, f pp(e3/2) =  o 3/2. Funkcja f  jest wklęsła
c) x € (0, + to ); lim f  (x) =  —to, lim f  (x) =  0. Asymptota pionowa
x^0+ x
prawostronna: x  =  0, pozioma: y =  0. Funkcja rośnie w przedziale (0,3),
maleje w przedziale (3, + to ). Ekstremum lokalne dla x  =  3: / max(3) =  •
Punkt przegięcia dla x  =  5, / pp(5) =  • Funkcja /  jest wklęsła w prze­
dziale (0,5) oraz wypukła w przedziale (5, + to).
d) x G (—to, — 1) U (—1, + to); lim / (x) =  0, lim / (x) = + to ,X——^  X —+TO
lim / (x) =  —to, lim / (x) =  + to . Asymptota pionowa: x  =  —1,
X——1— X—— 1+
asymptota pozioma (w —to): y =  0. Funkcja rośnie w przedziale (0, + to ), 
maleje w przedziałach (—to, —1), (—1,0). Ekstremum lokalne dla x  =  0: 
/ min(0) =  1. Punktów przegięcia nie ma. Funkcja /  jest wklęsła w przedziale 
(—to, —1) oraz wypukła w przedziale (—1, + to ) (rys. 18d).
y
e) x  G R; lim / (x) =  —to, lim / (x) =  + to . Asymptot brak. WykresX — — ^  X —+ TO
przecina osie współrzędnych w punktach (—1, 0), , 0) , (0, —1). Pierwsza
pochodna: /A x ) =  2 (1 — .  1 ^ dla x  =  —1; dla x  =  —1 pochodna nie
V v x  +  1 /
istnieje. Funkcja rośnie w każdym z przedziałów (0, + to ) oraz (—to, —1), 
maleje w przedziale (—1, 0). Ekstrema lokalne dla x  =  —1: / max(—1) =  0 
oraz dla x  =  0: / min(0) =  —1. Funkcja /  jest wypukła w każdym z prze­
działów (—to, —1), (—1, + to ). Punktów przegięcia nie ma (rys. 18e).
f) x G (—to, 0) U (0, + to ); lim / (x) = + to , lim / (x) = + to ,X — — ^  X —+TO
lim / (x) =  0, limX—0+ / (x) =  + to . Asymptota pionowa prawostronna:
X^ 0—
x
x =  0. Pochodna: f f(x) =  (2x — 1)e1/x; f ' (x )  =  0 dla x  =  2. Funkcja rośnie
Rys. 18e
w przedziale ^2, + to) , maleje w każdym z przedziałów (—to, 0), (o, 2).
Ekstremum lokalne dla x  =  2: f min ( 5) =  e2/ 4 . Druga pochodna: f" (x )  =
(2x2 — 2x +  1)e1/x . . i - i i /-------------5------------ . Funkcja f  jest wypukła w przedziałach (—to, 0) orazx 2




g) x  € (—to, —2) U (—2, 2) U (0, + to ). Asymptoty pionowe obustronne: 
x  =  —2 i x  =  2; asymptota ukośna: y =  —x. Funkcja rośnie w każdym 
z przedziałów (—2^3, —2), (—2, 2), (2, 2\/3), a maleje w każdym z prze­
działów (—to, — 2^3) oraz (2\/3, + to ). Ekstrema lokalne: f min(—2^3) =  
3^3, f max(2^3) =  — 3^3. Funkcja jest wypukła w każdym z przedziałów 
(—to, —2) oraz (0, 2), a wklęsła w każdym z przedziałów (—2, 0) oraz (2, + to ). 
Punkt przegięcia fpp (0) =  0.
h) x  € (—to, — 1) U (1, + to ). Asymptota pionowa lewostronna: x  =  —1, 
asymptota pionowa prawostronna: x  =  1. Funkcja rośnie w każdym z prze­
działów (—to, —1 — \ / 2), (1, + to ), a maleje w przedziale (—1 — \[2, — 1). 
Ekstremum lokalne: f max(—1 — V2) =  —1 — +  ln(2 +  2^2) w —0, 8.
Druga pochodna jest wszędzie ujemna, stąd funkcja jest wklęsła w każdym 
z przedziałów (—to, —1), (1, + to). Nie ma punktów przegięcia.
19. Oznaczmy wymiary wnętrza walca: r — promień podstawy, h — wyso­
kość walca. Wówczas V  =  n r2h. Ilość zużytego materiału y jest różnicą 
pomiędzy objętością walca o promieniu podstawy r +  a i wysokości h +  a 
a daną objętością V , czyli
y =  n(r  +  a)2(h +  a) — n r 2h.
Jeśli z pierwszej równości obliczymy h i wstawimy do drugiej, otrzymamy 
y jako funkcję zmiennej r i ekstremum tej właśnie funkcji należy znaleźć.
Ostatecznie funkcja y osiąga minimum dla r =  h =  3 V/n.
20. a =  50%.
2 1 %  ^ .
V m
22. E  =  a  ±  (3.
2 3  a) k — 1 ln k r -
24. Niech f (x) =  x3 — 3x2 +  6x — 1. Wówczas f ' (x )  =  3x2 — 6x +  6 > 0
dla wszystkich x  € R (wyróżnik A =  —36 < 0 oraz współczynnik przy x2 
jest dodatni). Stąd wniosek, że funkcja jest silnie rosnąca w całej swojej 
dziedzinie. Ponadto
lim f  (x) =  lim x3 (1  — 3  +  -62 — ^  =  —to,x^-rn  x^-<x \  x  x 2 x 3)
3 6 1
lim f  (x) =  lim x3 ( 1 -------1—  -----5- ) =  + to ,x >+^ 0 x^+TO \  x  x 2 x 3)
więc z ciągłości i silnej monotoniczności funkcji f  wynika, że istnieje jeden 
taki punkt x 0, że f  (x0) =  0. Obliczmy teraz f  (0) =  - 1  < 0, f  (1) = 3  > 0, 
a zatem szukane miejsce zerowe leży w przedziale (0,1).
25. W s k a z ó w k a :  Zbadać pochodną funkcji f  (x) =  x4 +  3x2 -  x -  2 i z jej 
zachowania wywnioskować, że f  ma jedno ekstremum lokalne oraz zeruje się 
w co najwyżej dwóch punktach.
26. a) Funkcja f  jest ciągła w każdym z przedziałów [0,1), (1,2], a ponad­
to lim f  (x) =  lim - 2x +  3 =  1, lim f  (x) =  lim 2x -  1 =  1, czyli
x—— 1 x—— 1 x—— 1+ x—— 1+
lim f (x ) =  lim f (x ) =  f (1) =  1, a zatem funkcja f  jest ciągła dlax— 1-  x— 1+
x  =  1, stąd już jest ona ciągła w całym przedziale [0,2]. Spełniony jest 
również warunek f  (0) =  f  (2) =  3. Nie jest natomiast spełniony warunek 
różniczkowalności funkcji w każdym punkcie przedziału (0,2). Oczywiście 
funkcja jest różniczkowalna w każdym z przedziałów (0,1) oraz (1,2). Obli­
czymy pochodne jednostronne w punkcie 1:
f  (1) =  lim f  (x) -  f  (1) =  lim - ^  =  -2 ,
x —— 1 x -  1 x —— 1 x  -  1
f+ (1) =  lim f(x ) -  f (1) =  lim = 2 =  f  (1),
4 + W  x—1+ x  -  1 x—1+ x  -  1 W
czyli funkcja nie jest różniczkowalna w punkcie 1.
b) f  (0) =  f  (2), f  jest różniczkowalna na (0,2), natomiast nie jest ciągła 
w punkcie 0;
c) spełnione są wszystkie założenia twierdzenia Rolle’a;
d) f  (0) =  f  (2), funkcja jest natomiast ciągła na [0,2] oraz różniczkowalna 
na (0,2).
27. a) Funkcja f  (x) =  x3 jest ciągła w przedziale [0,3] oraz różniczkowalna 
w przedziale (0,3), a zatem istnieje taki punkt £ € (0,3), że
/ ( £ )  =  f  (33 _  0 (0) , czyli 3£2 =  9, a stąd już £ =  ^ 3  lub £ =  - ^ 3 .  
Oczywiście jedynie punkt £ =  € (0,3) spełnia warunki zadania.
b) £ =  - V 7 ; c) £ =  - V Š  lub £ =  ^ 3  ; d) £ =  1.
28. £ =  n  .4
x n
29. a) eX =  V  ^ - , x  € R. 
n n!n=0
b) Najpierw znajdziemy kolejne pochodne funkcji f  (x) =  cosx:
f  '(x) =  — sin x  =  cos ^x +  1 ^ , f  "(x) =  — cos x  =  cos ^x +  2 • 1 ^ ,
f  '"(x) =  sin x  =  cos ^x +  3 • 1 , f  (4)(x) =  cos x =  cos ^x +  4 • 1 ,
f  (5)(x) =  — sinx  =  cos ^x +  5 • 1 itd., gdyż 4 • 1 n =  2n jest okresem 
funkcji cos, zatem wzór ogólny na pochodną rzędu n  funkcji f  (x) =  cosx  
ma postać f  (n)(x) =  cos ^x +  n • 1 . Na tej podstawie dla k € N U {0}




f  (4-+1)(x) =  -  sin x, f  (4k+1)(0) =  0,
f (4k+2)(x) =  -  cos x, f  (4k+2)(0) =  -1 ,
f  (4-+3)(x) =  sin x, f  (4k+3)(0) =  0,
f  (4-+4)(x) =  cos x, f  (4k+4)(0) =  1.
Podstawiając obliczone wartości pochodnych oraz f (0) =  1 do wzoru Maclau- 
rina, otrzymujemy
x2 x4 x4k+2 x4k+4x x x  x
cosx =  1 -  21 +  4! -  ... +  (4 k T 2 )  -  (4 k T 4 ^  +  ... +  R n(x)
_ _ . .  J  \ \ J k L ' J  n \ t v  2 ' '  )  n Trh 11
gdzie Rn(x) =   j x  =  ----------- :-----2—  x , x  € R dla pewnego
f  (n)(dx)  cos(0x +  n • 1n
n! x n!
9 € (0,1). Wszystkie pochodne f (n) są wspólnie ograniczone w otoczeniu 
zera: istnieje takie n 0 € N, że \ f (n)(x)\ < 0 dla n  > n0 oraz x  € (-6 ,5)
xn
dla pewnego 5 > 0. A zatem \Rn (x)\ < — , x € (-5,5) ,  n  >  n 0, czyli 
lim Rn (x) =  0 dla x € ( - 5 , 5). Stąd funkcję cos możemy zapisać w postaci
TO x 2n
szeregu Maclaurina jako cosx  ^  y ^ ( - 1)^ dla dowolnego x € R, gdyż
n=0 ' '
promień zbieżności tego szeregu R  =  + to .
TO x n
c) ln(x +  1) =  ] T ( -  1)n+1 —  , x  € (-1 ,1 ].
1 72n=1
30. a) x e —x =  £  x- — h . = £  -< —AiAU , x € R;n ! n ! €n=0 n=0
:  ™4n
b) cos x2 =  'Y'' (—1)n , x e  R;
n=0 (2™)! ,
1 +  x :  xn :  (_  x )n
c) >” =  ‘n*1 + x) — ln(1 — x) = E M ) ” "  -  — J 2 (—1)n+1 — 1
n=1 n=1
:  x2n+1
=  2 V  x — - ,  x e  (—1,1).
2n +  1 v 7n=0
x4 2x3 1
—------- -— + 5x +  ln \x\ +  C ; b) 2x5 ---- 3­4-------3------------------------------------------- x 3
2 3
c) -x V x  +  ~^x3 x  +  C ; d) 2\ fx — 4 +  C ;
e) 3—x (  1 x  1^ +  C ; f) ex +  i  +  C ;
g) tg x  ctg x  +  C ; h) x  ctg x  +  C ;
i) tg x  — c tg x  +  C ; j)  1 (x — sinx) +  C ;
k) 1 (x +  sin x) +  C ; l) 2 arctg x — 3 arc sin x  +  C ;
ł) x  +  cos x +  C .
32. a) Korzystamy z twierdzenia o całkowaniu przez podstawienie. Wówczas,
3 , ^ t ) =  3jeśli podstawimy t =  3x, to x  =  < (^t) =  3, y ' ( t ) =  1 oraz
1 1 1
cos 3xdx  = cos t • -  dt =  -  sin t =  -  sin 3x +  C.
x  1 1
b) —2cos -  +  C ; c) — - e -3x +  C ; d) -  tg5x  +  C ;
2 3 5
e) 1 (4x — 1)3/2 +  C ; f) — ^ ( 3  — 2x)6 +  C ; g) — 8(5 — 6x)4/ 3 +  C ;
h) 1 cos(2 — 3x) +  C . 
3
i) Łatwo zauważyć, że w tym przypadku funkcja w liczniku ułamka jest 
pochodną funkcji w mianowniku, a zatem
f  2x — 5 1 f  (x2 — 5x +  7)W  . 2
—  ------  dx = ---- — 3—  ------— dx =  ln \x — 5x +  7\ +  C  =x 2 5x  +  7 x 2 5x  +  7
=  ln(x2 — 5x +  7) +  C  (x2 — 5x +  7 przyjmuje zawsze wartości dodatnie).
j)  2 ln (x 2 +  1) +  C ;
^  í  e2X 1 r (1 — 3e2X)' 1 , H „ 2XI ^
k ) /  dx =  — 6 i  1 -3e2X dx =  —6 ln 11 — 3e 1 +  C;
l) ln | sin x\ +  C ; ł) ln | sin x  cos x\ +  C ;
m)  —1 ln |1 +  3 cos x\ +  C ; n) ln |1 +  ln x\ +  C .
3
o) Stosujemy twierdzenie o całkowaniu przez podstawienie:
ey X t  r  1
dx =  2 e ^  _  dx.
Ix J 2^/x
Podstawiając u =  < (^x) =  ^ x , mamy >^/(x) = - ^ = , zatem
i  dx =  2 i  eu du = 2eu +  C  =  2 e ^  +  C. 
x
p) - 2 e^ 2 +  C ; r) 4 (x 3 -  8)4/3 +  c ;
s) —V l +  2 cos x +  C ; t)  —e1/x +  C ;
u) SinX— 2 +  C  ( W s k a z ó w k a :  rozbić na różnicę dwóch ułamków); 
cos X
w) — ctg x  +  2 ln | sinx\ +  C .
33. a) Korzystać będziemy z twierdzenia o całkowaniu przez części. Niech
f (x) =  x, g'(x) =  e2x. Wówczas f ' (x )  =  l, g(x) =  2e2x oraz
f  xe2x dx =  1 xe2x — 1 f  e2x dx =  1 xe2x — 1 e2x +  C.
J 2 2 J 2 4
b) Załóżmy, że x > 1. Przyjmijmy f  (x) =  ln(x — 1), g'(x) =  x. Stąd
f ' ( x )  =  —1—j-, g(x) =  1 x2 oraz
/ 1 1 { x 2x  ln(x — 1) dx =  - x 2 ln(x — 1) — -     dx = 2 2 J x  1
x 2 1 1=  2 x2 l n ( x—1 ) —2 
=  2 x2 l n ( x—1 ) —2
=  ^ (x 2 — 1) ln(x — 1) — 1 x2 — 1 x  +  C. 2 4 2
dx +    dx
x  — 1 x — 1
J  (x +  1) dx +  ln(x — 1)
c) x(ln x — 1) +  C ; d) (x2 — 2) sin x  +  2x cos x  +  C ;
e) 2 (x2 +  1) arc tgx — 1 x  +  C .
f) Całkujemy przez części, przyjmując f  (x) =  sinx, g'(x) =  eX, stąd f  '(x) =  
cos x, g(x) =  eX. Mamy więc
J  eX sin x d x  =  eX sin x — J  eX cos x dx.
Podobnie, całkując przez części całkę po prawej stronie ostatniej równości, 
otrzymujemy
J  eX cos x d x  =  eX cos x  +  J  eX sin xdx .
Podstawiając otrzymaną wartość do poprzedniej równości, dostajemy
j  eX sin x d x  =  eX sin x — eX cos x  — J  eX sin xdx ,  
skąd 2 J  eX sin x d x  =  eX sin x — eX cos x. Ostatecznie więc 
J  eX sin x d x  =  1 eX(sin x — cos x) +  C.
g) x(ln2 x  — 2ln x  +  2) +  C ; h) —x  ctg x  +  ln | sinx\ +  C ;
i) — 1 (ln x  +  1) +  C ; j)  —e-X(x3 +  3x2 +  6x +  6) +  C ;
2
k) x  ln(x2 +  1) — 2x +  2 arctg x  +  C ; x s/2(3 ln x — 2) +  C ;
9
ł) —2e x/2(x2 +  4x +  8) +  C ; m ) x  tg x  +  ln \ cos x\ +  C
1 
2
n) x  arc sin x  +  V l  — x 2 +  C ; o) x  arctg x — 1 ln(1 +  x2) +  C ;
p) 2 ^ T  +  x  arcsin x  +  4^1 — x  +  C ; r) — x  + ctg x^ +  C ;
2 \s in 2 x )
s) x  arctg V2x — 1 — 1 V2x — 1 +  C .
. f  dx 1 f  dx x
3 4  a) /  = a ? . /  ( i j ^ n ’ więc podstawiając * =  a
x  =  +(t) =  at, otrzymujemy +>'(t) =  a, a stąd
dx 1 / 1 ! 1 , 1 x ^
■ adt  =  -  arctg t +  C =  -  arctg — + C ;
x2 +  a 2 a2 J t 2 +  1 a a a
dx f  dx 1 f  (  1 1
x2 — a 2 J (x — a)(x +  a) 2a j  \ x  — a x  +  a




+  C .
c) Zakładamy, że a2 — x2 > 0. Podstawiamy, podobnie jak w podpunkcie a) x
t =  —. Stąd x =  +>(t) =  at, +>'(t) =  a oraz
dx 1 dx 1 1
■adt =
J V a2 — x2 a j  ^ 1 — (xj2 a j  \/1 — t 2
x=  arc sin t +  C =  arc s in — + C.
a
d) Zakładamy, że x2 +  k > 0. Korzystać będziemy z podstawienia Eulera
t =  x  +  Vx2 +  k. Przekształcając tę równość, otrzymujemy x =  +>(t) =
t2 — k , , ^ -------  t 2 +  k . . .  t2 +  k  ^r
—-—  , skąd v  x2 +  k =  —-—  oraz p  (t) =  2 . Mamy zatem
2t 2t 2t
f  dx i  2t t 2 +  k , f  dt/ dt____________________ _ _____— =  ln \ t \+C =  ln \x + \Jx2 +  k \+CJ V x r + k  J t2 +  k 2t2 J t
e) Zakładamy, że a2 — x 2 > 0.
f  r^y 2 , f  a2 — x2 , 2 f  dx f  x2 ,V a2 — x2 dx = . - dx =  a . = — . = dx
J J . a2 — x2 J . a2 — x2 J . a2 — x2
Przy obliczaniu pierwszej całki skorzystamy z podpunktu c), drugą zaś 
obliczymy, korzystając z metody całkowania przez części. Podstawmyx _ _____
f (x) =  x  oraz g'(x) =  7 2 z. Wówczas f ' (x )  =  1, g(x) =  — V a2 — x2.
Stąd (por. zadanie 33f)): 
dx =  / x
V a 2 — x
x x
V a 2 — x2 V a2 — x2
dx =  — x\/~ä— x  +  / V a 2 — x 2 dx.
Otrzymaliśmy zatem
V a2 — x2 dx =  a2 arc sin ■— + x \ / a2 — x 2 — V a 2 — x 2 dx.
Porządkując powyższą równość, dostajemy 2 V a2 -  x2 7x =  a2 arc sin x  +
a
x \Ja2 — x 2, a stąd już
V  a2 — x 2 dx =  — arc sin — + ^ V  a2 — x 2 +  C
a 2
f) Metoda postępowania jak w podpunkcie e) (korzystamy z d)
35. Stosujemy metody podobne do tych w zadaniu 34 lub bezpośrednio 
korzystamy z wzorów tam  udowodnionych:
a) ¿ i 1"
x  — 5 ^  1 N 1 x „+  C ; b) 3 arctg 3  +  C ;
x  +  5
d) ln \x +  V x 2 — 41 +  C ; e) ln \x +  V x 2 +  51 +  C .
c) arc sin 3  +  C ;
f) Stosujemy podstawienie u =  <^(x) =  x3. Wówczas V ( x ) =  3x2 oraz
x6 +  4 3 7 (x3)2 +  4
1 • 3x2 dx =  1 1 7 1 x3o i du =  « arctg — +  C .3 7 u2 +  4 6 2
\ 1 • x2 1 . 2 1g) -  arcsin +  C ; h) -  arcsin x  +  C ; i O  ln
2 y ß  2 V3 8
x — 1
x4 +  1 +  C ;
5x — 2 5 2x
j)  7 x ^ 4  =  2 7  ^2 +  4
k) x — arctg x  +  C ;











x 2 3 3









1 x _______ 3 ,
m ) -  arctg ——-----+ C ; n) ln \x +  1 +  V x2 +  2x +  3\ +  C ;
o)
dx dx
\/1 — 2x — x 2 J \J2 — (x +  1)2
x + 1  
=  arc sin — —  +  C ;
V2
\ ■ x — 2 1 4x +  3 ^
p) arc s in— -----+ C ; r)  a rc tg  =----+ C ;
2 ’ V3
1 4x  3s) arc s in -----------+ C ;
W 2  5 ’
ł)  T I 1"
3x  1 1
+— =  \/3 x 2 — 2x — 1
V3
+  C ;
x — 1 i---------------- i----------------
u) ——— \Jx2 — 2x +  5 +  2 ln(x — 1 +  \J x2 — 2x +  5) +  C ;
1 /---------------  x +  1
w) -  (x +  1) v  3 — 2x — x2 +  2 arc sin — -----+ C ;
y)
5x  +  2
dx =  5
4x  +  8
V2x2 +  8x — 1 4 J V2x2 +  8x — 1
dx 8
dx
V2x2 +  8x — 1
u ____________
=  -  \/2 x 2 +  8x — 1 — 4^2  lr
2
x +  2 +  \ I x 2 +  4x — 1 +  C ;
N 1 ^  3-------- W? ^ 3  . 3x +  1z) — -  v  1 — 2x — 3x2 ------— arc sin —  -----+ C .
3 9 2
36. a) —- +  x2 +  4x +  8 ln \x — 2\ +  C ; 
3
3x x  
b) — — 9x +  27 arctg -  +  C ; 
3 3
(x  2)2
d) ln ^  y  +  C ;
f) ln
\ x  3\
x3(x — 1)
h) -  +  ln
x
x + 1  
x  — 2
+  C ; 






+  C ;
x 3 8




+  C ;
\ x 2 . i (x — 1)8
g) "2 +  4x +  ln \x\ +C;
i) ln \x(x — 1)\ +
2
x 1
+  C ;
k) ln (\x +  1 \ V"x2 +  4 ) +  C ;
3
1 (x  +  2)2 1 x  — 1
l) TT7 ln Z3.--o - , „ + - ^ ż  arctg — +  C ;24 x2 — 2x +  4 4 /3 / 3
i no ,  / x 2 — 2x +  5 „ x — 1ł) 3 ln -------- ¡—j---------+ 2 arctg —--+ C ;
m ) ln
1
n) 2 ln 
p ) 1 ln
lx l
/ x 2 +  1 
lx +  1| x  +  1
1 +  C ;
+  arctg x  +  C ;
1 1  
0 ) -  +  o ln x 2
x 1
x + 1 +  C ;
lxl
4 \/4 +  x2





+  / 3
r)  1 ln 
’ 4
1 x  
— =  arctg / =  +  C ; 
5 / 2  / 2
x 1
x + 1
— ^ arctg x  +  C ;
, (x +  1)2 , lx — 1|
t)  ----   + ln / —  ^ — arctg x  +  C ;2 / x 2 +  1
x4 +  4 3  x  3 /2  x / 2
u ) ln T P r i  +  2 arctg 2  — —  arctg ~  + C-
37. a) 1 x — -1  sin 6x +  C ;
N 1 *3 1 *5c) -  sin x — -  sin x +  C ;
3 5
N 1 5 2 3e) — -  cos x +  -  cos x — cos x  +  C ;
5 3
W  3 3 . 3f ) -  sin x  cos x  +  -  sin x  cos x  +  -  x  +  C ;
4 8 8
b) 3x +  4 sin x  +  sin2x +  C ; 
d) 8 x  — 32 sin 4x +  C ;
g) "  sin7 x  +  3 sin5 x  — sin3 x  +  sin x  +  C ;
1
7 '






+  C ;
+  C ;
1 1
^  ( 4 n +  2 x sin x
+  C ;
+ +
i) 2 ln  |tg xl +  C ;
k) ln
ł) — ( — 1 + +V6 sin6 x  24 sin4 x  16 sin2
5 5  
— cos x  +  — ln 
x  16
+  C ;
1





m ) — 1 cos4x — 1 cos2x +  C ; 
8 4
o) 1 sin 2x — -1  sin 8x +  C ;
4 16
r) 2 arctg (2 tg2 x  +  1) +  C ;
n) -1  sin 12x +  1 sin 2x +  C ; 
24 4
. 1 +  sin x
p) cos x +----------------+ C ;
cos x
s) ^ 2 a r c t ^ ^ 2 t g 2 ^  +  C ;
ť) 2 t g 2  +  t g 2 +
x  
tg 2 +  C ; u) x  — tg 2  +  C .
38. a) 2\ fx — 3 3 x  +  6 tyx — ln ( tyx +  1) +  C ;
2 1 ______
b) -  (2x +  1)5/4 +  C ; c^ — V3 +  4x +  C ;
5 2
d) 5(2x +  1)2/5 +  C ; e) 45(3x — 5)5/2 +  17(3x — 5)3/2 +  C ;
2 1
f) j ( x  — 2)(2x +  3)3/4 +  C ; g) — (5x2 — 12x +  36)(x +  2)2/3 +  C ;
h) 3 x4/3 — 6 x7/6 +  x — 6 x5/6 +  3x2/3 — 2x1/2 +  6x1/3 — 6x1/6+
+3 ln |x1/6 — 1| +  9ln |x1/6 +  1| +  C ;
_______________________ 1  3
i) 2\J4x2 +  3x +  1 +  C; j)  —- \/1 — 4x2 ^ - a r c s i n 2 x  +  C;
1 /----------  9 1
k) -  (x — 3 ^ 6 x  — x2 +  -  arc s i ^ ( x  — 3) +  C ;
2 2 3
!-----------------  19
l) 3\Jx2 — 5x +  19 +  — ln
5 ____________
— -  +  \J x 2 — 5x +  19 +  C ;
ł) 2(x +  1) V2x +  x2 — 2 ln |1 +  x  +  \ / 2x  +  x2 | +  C .
x
• Całka oznaczona na prostej
Z adan ie  1. Obliczyć następujące całki oznaczone:
1 7
a) J  (1 -  \ / x )2 dx; b) J
dx
x
x 3 +  a3 dx;
\ /3x  +  4 ’
e) j  x \ j  4 -  x  
0
1







x 2 +  2x  +  1




ex +  e x
i) J(x +  3) sin x dx;
0
tt/2
j) J  x dx; k) J  x2 e 2x dx; l) J  e2x sin2 x  dx;
0 x  2 0
1
m) J  x 2 arctg x d x .
Z adan ie  2. Obliczyć wartość średnią funkcji:
a) f  (x) =   ^ ^  2 na przedziale [-1,1];
b) f  (x) =  10+  2 sin2x +  3cos3x na przedziale [0,2n};




d) f  (x) =  ln x  na przedziale [1, e].
Z adan ie  3. Dla jakich wartości x  € R funkcja h : R R osiąga ekstremum 
(jakie to ekstremum?):
h(x) =  J  t 3 e *2 dt?




1 \/1 +  3x
+ CO















x2 +  1
dx.
Z adan ie  5. Obliczyć pola figur ograniczonych krzywymi o równaniach:
a) y =  x2, x  =  y2; b) y =  x2, y =  x3;
c) y =  x3, y =  4x; d) y =  x2, 2x — y +  3 =  0;
e) y =  x2 — x — 6, y =  —x2 +  5x +  14;
f) y =  x2, y =  2x2, y =  3x;
g) y =  4x — x 2 oraz stycznymi do tej krzywej przechodzącymi przez 
punkt M  =  (2, 5);
h) \[x  +  ^Jy = \ fa (a > 0) oraz osiami współrzędnych.
Z adan ie  6. Obliczyć długości krzywych płaskich zadanych równaniami:
a) y =  x2, x € [0,1];
b) x  =  a(t — sin t), y =  a(1 — cos t), t € [0, 2^] (cykloida);
c) x  =  t2, y =  t — 113, t € [0, J3];
d) y =  2x \ [ x 2 —T — 1 ln(x +  Vx2 — 1), x € [1, 2];
e) y =  ln x, x € [1, 2 J2];
f) y =  2J x, x  € [0,1].
Z adan ie  7. Obliczyć objętość bryły powstałej przez obrót wokół osi x  figury 
ograniczonej krzywymi o równaniach:
x
a) y 2 =  4x, x  =  3;
b) 4y =  8x -  x 2, 4y =  x  +  6;
c) y =  x2 -  4x +  4, y =  \x -  2\ + 2 ;
x2 y2
d) _ 2 +  b2 =  1; a2 b2
e) 2y =  x 2, 2x +  2y -  3 =  0;
f) y =  1 , x > 1.x
Z adan ie  8. Obliczyć pole powierzchni obrotowej bryły powstałej przez obrót 
wokół osi x  figury ograniczonej krzywymi o równaniach:
a) y2 =  2x, 2x =  3; b) y =  sinx, x  € [0,n];
c) y =  1 x3, x  € [0,1]; d) x2 +  y2 =  1 ;
e) 4x2 +  9y2 =  36; f) y = 2 ^ x ,  x  € [1, 4].
Z adan ie  9. Obliczyć objętość i pole powierzchni torusa.
Z adan ie  10. Ciało porusza się po prostej, a jego prędkość w chwili t wynosi 
v(t) =  3t2. Obliczyć drogę przebytą przez to ciało w czasie od t =  1 do t =  2.
Z adan ie  11. Rozkład masy prostego pręta o długości l dany jest funkcją 
p(x) =  x2, 0 < x  < l. Znaleźć:
a) całkowitą masę pręta;
b) średnią gęstość;
c) środek masy;
d) moment bezwładności względem środka masy.
Z adan ie  12. Prawdopodobieństwo, że cząsteczka gazu o masie m  i temper­
aturze T  ma prędkość v , dane jest za pomocą rozkładu Maxwella o gęstości
f  W  = 4n (  ¿ T  f 2 v2e— /2-T •
gdzie k jest stałą Boltzmanna. Znaleźć prędkość średnią
CO
Vśr =  J  v f  (v) dv.
R ozw iązania i odpow iedzi
0 o
1. a) J  (1 — / x ) 2 dx =  J  (1 — 2 / x  +  x) dx = x  x  2 +—  x2
3 2 6 ’
b) 3; c) 1 ; d) 3 ln2.
e) Stosujemy twierdzenie o całkowaniu przez podstawienie:
b 3
f  f  (t) dt = f  f  (<p(x)V(x) dx,
gdzie p  : [a, 3 ] —^  [a, b] jest funkcją silnie monotoniczną. Niech t := p(x) =  
4 — x2; t zmienia się od 4 do 0, gdyż x  zmieniało się od 0 do 2. Mamy 
p'(x)  =  — 2x oraz
J  x V 4 — x2 dx =
=  — -  V4 — x 2 (—2x) dx =  — -  / t  dt =  — -
2
f) arctg 3 -  arctg 2.
- H °  =  8.
g) Podstawiając p(t) := 3sin t, gdzie t € [0, | ] , dostajemy ^ ( t )  =  3cos t, 
t € (0, 2), oraz
J  \/9  — x2 dx =  J  \J9 — 9 sin21 • 3 cos t dt =  J  9 cos21 dt =
° °
n/2
9 9  
=  2(1 +  cos2t) dt =  2 t +  -  sin2t
n/2 9
°
h) Zastosujemy twierdzenie o całkowaniu przez części. Niech f  (x) := x oraz 
g;(x) := e-x . Wówczas f ' (x )  =  1, g(x) =  — e-x oraz
1 2
xe x dx =  [—xe x] 0 +  j e x dx = ------+ [—e x] ° = ------+ 1.








r r F 1 ) / 1 4 Le d x = 2 [arctg x]- ‘ = 4
3





3. Z podstawowego twierdzenia rachunku różniczkowego i całkowego 
h'(x) =  x3e- x , x  € R. Pochodna zeruje się dla x  =  0, przy czym dla 







P^+O J x 4 
T
lim ( ----1 -^
P^+O \  3x3
p “m» ( —3 + + ^  = 1;
b)
dx




1/3 J ^ 1  +  3x a ^ - 1/3a
, ( 2 2 . \  2
lim -  — -  V1 +  3a =  - ;
a^ -1 /3  \  3 3 / 3
- \ /1  +  3x 3
c) 2; d) nie istnieje; e) T; f) nie istnieje.
5. a) Rozważamy obszar położony w pierwszej ćwiartce układu współrzęd­
nych, ograniczony krzywymi o równaniach y =  x 2, x  > 0 oraz y =  ^/x. 
Krzywe te przecinają się w punktach (0,0) oraz (1,1). Ponadto x2 K \ix,  
x  € [0,1]. Zatem pole szukanego obszaru
\D\ =  J  (aJx  — x2) dx =  
0
2 x3/2 _  1 x3
b) \D\ =  J (x2 — x3) dx = 1 3 1 4 lT 1 _  ZY> --
3x 4x _0 12
c) \D\ = 2
d) \D\ =
2x2  x4
4 =  8;0
1 +3 
x2 +  3x — -  x'
3
_  32 








e) \D\ = 2
1 3
- - x3 +  -  x2 +  10x
3 2
5 1
=  1143 2
f) Dla x  € [0, 3] badany obszar jest ograniczony krzywą o równaniu y =  2x  z 
dołu i krzywą o równaniu y =  x 2 z góry. Dla x  € [3, 6] obszar jest ograniczony 
krzywą o równaniu y =  2x2 z dołu i prostą o równaniu y =  3x z góry. 
Szukane pole zatem jest równe:
3 6
\D\ =  J (x2 -  - x2) dx -  J (3x -  - x2) dx =  — .
0 3
g) Równanie prostej przechodzącej przez punkt (2,5) ma postać y =  
a(x -  2) +  5, równania stycznych do wykresu funkcji y =  4x -  x2 są więc 
postaci y =  2x +  1, y =  - 2x +  9. Proste te przecinają parabolę w punktach 




+  1 -  4x +  x2) dx +  J ( - 2x +  9 -  4x +  x2) dx
1 3 2 r p  ___ np  —I— np
3 +
- x  -  3x +  9x 
3 3
1 2h) Wykres przecina osie układu w punktach (0,a), (a, 0). \D\ =  6a
6. a) Długość krzywej obliczamy za pomocą wzoru
H __________
S  =  J  \J1 + [f '(x)]2 dx,
co w naszym przypadku daje (por. rozdział 6, zadanie 34)
1/   1 1\/1  +  4x2 dx =  -  V5  +  -  ln(2 +  V5);
0
P 2n







dt = 2a J  si^ — dt =  8a; 
0





0 =  18n;
b 3
7. a) lVl =  n J  f 2(x) dx =  n J  4xdx =  n
a 0
6 / o \ 2 6 0
b) |v l =  n |  ( 8x 4 x j  dx — n |  )  dx =  ^ n ;
c) 2415 n ; d) 3n a^2; e) 181 5 n ; f) |V| =  J j + Ł /  i 1 — a ) =  n.
3/2
8. a) |5| =  2n
b) 2 n [ /5  +  ln(1 +  /2 )];
e) 8n +  n arc sin ^ ;
=  2n I V 2x \ /  1 + 2x d x  =  13“n;
c) 9n (2 /2  — 1);
f) 8f ( 5 /5  — 2 /2 ) .
d) 4n;
9. W s k a z ó w k a : por. [6], przykład 7.12.
2
10. s =  y  v(x) dx =  7.





o_________ =  31
i =  4
dx
i \  M  l2 
b) p”  =  T  = 3 ;
l5
d) I  = p(x)(x — xśr)2 dx =  —
' 8kT
nm
8 . Rachunek różniczkowy 
w przestrzeni R n
Z adan ie  1. Wyznaczyć dziedzinę naturalną funkcji (zbiór tych wszystkich 
(x, y) € R2 lub (x, y, z) € R3, dla których odpowiednio f  (x, y) oraz f  (x, y, z) 
istnieją):
a) f  (x,y)  =  ln (y2 -  4x +  8);
c) f  (x,y)  = arcsin y— 1;
x
e) f  (x,y) =  ln x — lnsin y;
b) f  (x,y)  =
1 1
+
V x  +  y V x  — y ’
g) f  (x,y)  = x2 +  y2 +  2x
d) f  (x,y)  =  ^ x  sin y ;
f) f  (x,y)  =  ln[x ln(y — x)];
x
— 1; h) f (x ,y )=  arcsin
2x  +  y
i) f  (x, y) =  arc cos +  arc cos(1 — y); y 2
j) f  (x, y , z ) =  v M z 2 — x2 — y2 — 1).
Z adan ie  2. Wyznaczyć zbiór punktów nieciągłości funkcji f  : R2 R (por.
rozdział 5, zadania 7, 8):
2
gdy (x, y) =  (0,0)y
a) f  (x,y)  = { \Jx2 +  y2 '
0, gdy (x,y) =  (0 ,0);
( ln(1 +  x2y2)
b) f (x, y ) = y 2
0,
, gdy y =  0 
gdy y =  0;
x
1c) f  (x,y) =
d) f (x, y) =
x  sin
y —1 gdy y =  1
0, gdy y =  1;
( exy — ey
y
, gdy y =  0
x — 1, gdy y =  0.
Z adan ie  3. Obliczyć pochodne cząstkowe pierwszego rzędu następujących 
funkcji:
a) f  (x,y)  =  x — 4y;
c) f ( x , y )  =  (5x2y — y 3 +  7)3;
e) f  (x,y)  =  x J y  +  -3=;
3 x
s , x u3 +  v3
g) g(u,v)  =  — 2;u2 +  v2
i) z(x,  y) =  (sin x)lny ; 
k) u(x,  y, z) =  x l/yz.
Z adan ie  4. Wykazać, że funkcja
b) f  (x,y)  =  x 3y — y 3x;
d) f ( x , y )  =  ln(x  +  lny);
f) g(x,y) =  ln(x  +  \Jx2 +  y2);
h) h(x, y) =  \Jx4 +  y2; 
j) u(a, b, c) =  ln (a +  2b — 3c2);
du du
a) u : R x R ^  R, u(x, y) =  ln (ex +  ey) spełnia równanie —— + —  =  1;
dx dy
du du
b) u : R+ x R+ ^  R, u(x,y)  =  x yyx spełnia równanie x —— + =
— dx dy
(x +  y +  ln u)u.
Z adan ie  5. Obliczyć pochodne cząstkowe drugiego rzędu następujących 
funkcji:
a) f ( x , y )  =  x3 — 2x2y +  3y2;
x + y
c) f  (x, y) =  arctg i  ’1 — xy
e) f ( x , y )  =  arcsin xy;
b) f  (x,y)  =  3x+-^-;x + y
d) f  ( x ,y ) = ln ( x  +  V x2 +  y2);
f) f (x ,y ,z )  =  exy" .
Z adan ie  6. Korzystając z definicji, obliczyć następujące pochodne cząst­
kowe:
Z adan ie  8. Obliczyć gradient oraz podać postać różniczki funkcji f  : R2 R
(lub f  : R3 R) danej wzorem:
a) f  (x, y) =  sin(2x +  y) w punktach (0, n), (—2, §);
b) f  (x, y, z) =  x2yz +  xy  w punkcie (1, 0,1);
c) f  (x, y, z) =  3x2y2 +  2xyz2 — 2x3z +  4y3z — 4 w punkcie (2,1,2).
Z adan ie  9. Obliczyć pochodne kierunkowe podanych funkcji w punkcie p0
w kierunku wektora a:
a ) f  (x, y) =  x3 +  y3 +  2xy +  1, po =  (1,2), a =  (3, —1);
b) f  (x,y) =  ln(x +  y), p0 =  (1,2), a jest wektorem jednostkowym na 
stycznej do paraboli y 2 =  4x  w punkcie po;
c) g(x, y) =  ln (x2 +  y2), po =  (1,1), a =  (v%  V 2);
d) h ( x , y , z ) =  x  +  y2 +  xyz3, p0 =  (1,1, —1), a =  (8,0,1);
(1,0), gdy f ( x , y )
x 3 +  6xy2 — x2 y;
c) ( f - (0, 0), 0^ 2 (0, 0) , gdy f ( x , y) = ł x2
4 i 4
x2 +  y2 , gdy (x ,y) =  (0,0)
0, gdy (x,y) =  (0 ,0).
Z adan ie  7. Niech
0, gdy (x,y) =  (0 ,0).
gdy (x,y) =  (0 ,0)
d2 f  d2 f
Sprawdzić, czy — —  (0,0) =  — —  (0,0).
oxoy  oyox
= = ,  gdy (x,y) =  (0 ,0)
' +  y2
0, gdy (x,y) =  (0 ,0),
po =  (0, 0), a =  (1,1).
Z adan ie  10. Pokazać, że funkcja
f  ( ) I ~2~T~2 , gdy (x, y) =  (0 ,0)f  (x, y) =  l x 2 +  y2
[ 0, gdy (x, y) =  (0,0)
ma w punkcie (0,0) pochodną kierunkową w każdym kierunku, ale nie jest 
w tym punkcie różniczkowalna.
Z adan ie  11. Funkcje f  : R x R+ ^  R , g : R2 ^  R2 są dane wzorami
a ) f  ( x ,y )=  x  ln y ,  g(x, y) =  (3x — y ,x 2 +  y2 +  1);
b) f  (x, y) =  x 2^ y  , g(x, y) =  (2x2 — y 3, x  +  4y).
Znaleźć wektor pochodnej złożenia f  o g. Obliczenia wykonać w punkcie 
(0,1).
Z adan ie  12. Znaleźć macierze pochodnych odwzorowań f  : R3 R2 oraz
g : R3 R4 zadanych za pomocą wzorów:
f  (x, y, z) =  (xy2 +  yz2 +  zx2, x3 +  2y2 +  z),
g(x, y, z) =  (ln(1 +  x2 +  y2 +  z2), 1, exyz, xy  — yz).
Z adan ie  13. Napisać wzór Taylora dla funkcji
a) f  (x, y) =  3y2 +  x2y w punkcie (1, 2);
b) f  (x, y) =  ex ln (1 +  y) w punkcie (0, 0) (trzy pierwsze człony rozwinię­
cia);
c) f  (x, y) =  ex cosy w punkcie (0,0) (trzy pierwsze człony rozwinięcia).
Z adan ie  14. Znaleźć ekstrema lokalne następujących funkcji:
a ) f  (x, y) =  x2 — xy  +  y2 — 2x +  y;
b) f  (x, y) =  2x2 +  3xy +  y2 — 2x — y +  1;
c) f ( x , y )  =  x2 +  y4;
d) f ( x , y )  =  x2 +  y3;
e) f  (x, y) =  x4 +  y4 — 2x2 +  4xy — 2y2;
f) f ( x , y )  =  x3 +  y3 — 3xy;
g) f  (x, y) =  xy  +  50 +  2° , x > 0 , y >  0;
h) f  (x, y) =  2x4 +  y4 — x2 — 2y2;
i) f  (x, y, z) =  x2 +  2y2 +  z 2 — 2x +  4y — 6z +  1; 
j) f  (x, y, z) =  x3 +  xy  +  y2 — 2xz +  2z2 +  3y — 1; 
k) f  (x, y, z) =  2x2 +  0y3 +  z2 — 4xy +  4y +  2z;
l) f (x, y, z ) =  x 2 +  y 2 +  z 3 -  2x -  6y z .
Z adan ie  15. Niech F  : D ^  R , D C R2 będzie pewnym odwzorowaniem. 
Sprawdzić, czy w otoczeniu punktu p istnieje funkcja y =  y(x) spełniająca 
równanie F (x, y ) =  0, jeśli:
a) F(x , y)  =  ex+y — sinxy — 1, p =  (0,0);
b) F(x , y)  =  x2 ln y — y 2 ln x, p =  (1,1);
c) F(x,  y) =  x2 +  y2 — 2x +  4y +  4, p =  (2, —2).
Z adan ie  16. Obliczyć pochodną funkcji y =  y(x) zadanej za pomocą wzoru:
a) x2 +  y2 +  2x — 6y +  2 =  0 dla x  =  —1;
b) x y =  yx dla x  =  1;
c) \ f x  +  / y =  a dla x  =  a, a > 0;
^  2 x  +  yd) y = ------- , gdy y =  2.
x — y
Z adan ie  17. Znaleźć ekstrema lokalne następujących funkcji (y =  y(x)):
a) x2 — 2x — 2y +  y2 +  1 =  0; b) x2 — 2xy +  2y2 +  2x +  1 =  0;
c) x2 +  y2 — 8x — 4y +  19 =  0; d) y3 +  2xy +  x2 =  0.
Z adan ie  18. Znaleźć ekstrema funkcji f  przy zadanym warunku:
a) f  (x,y)  = x 2 +  xy  +  y2 , x +  y =  1;
b) f  (x,y)  =  x2 +  y2 , xy  =  1;
c) f  (x,y)  = -  + -  , +  i_  — 1 =  0 , x , y  =  0;
— x y x 2 y2
d) f  (x,y)  =  xy ,  x 2 +  y2 =  8;
e) f  (x, y) =  x3 +  y3 , x +  y — 2 =  0, x > 0 , y > 0;
f) f (x, y ) =  x 2 +  y 2 , x 3 +  y 3 =  16.
Z adan ie  19. Sprawdzić, że problem znalezienia punktów stacjonarnych 
funkcji
E(x,  y, z) =  a (x 2 +  y2 +  z2) +  2/3(xy +  yz  +  xz),
gdzie a  i 3  są stałymi, z warunkiem wiążącym x2 +  y2 +  z2 =  1, prowadzi 
do układu równań
{ (a — \ ) x  +  3y  =  0 3x  +  (a  — A)y +  3z  =  0 
3y  +  (a  — A)z =  0.
Równania te mają rozwiązania dla trzech możliwych wartości współczyn­
ników Lagrange’a:
Ai =  a, A2 =  a  +  J 2 3 , A3 =  a  — J 2 3 .
Wyznaczyć punkt stacjonarny odpowiadający każdej z tych wartości A, 
zakładając, że x > 0. (Powyższe równania są opisem rodnika allilowego 
CH2 == CHCH2- w metodzie Huckla).
R ozw iązania i odpow iedzi
1. a) D f  =  {(x, y) € R2 : y2 > 4x — 8};
b) x  +  y > 0 i x — y > 0 lub równoważnie x > |y|;
c) 1 — x  < y < 1 +  x  dla x > 0 oraz 1 +  x  <  y < 1 — x  dla x < 0;
d) jeśli x > 0, to 2nn  < y < (2n +  1)n;
jeśli x < 0, to (2n +  1)n < y < (2n +  2)n; n € Z;
jeśli x  =  0, to y dowolne;
e) x > 0 i 2nn < y < (2n +  1)n; n € Z;
f) jeśli x  > 0, to y > x  +  1; jeśli x < 0, to x < y < x  +  1;
g) x € (—2 , 0); y2 € [—x2 — x, —x 2 — 2x);
h) jeśli x > 0, to y < —3x lub y > —x; jeśli x  =  0, to y =  0;
jeśli x < 0, to y <  —x  lub y > —3x;
i) 0 < y < 2, —y 2 < x < y2; 
j)  z2 > x2 +  y2 +  2.
2. a) Funkcja jest na pewno ciągła wszędzie poza punktem (0,0), gdyż jest 
ilorazem dwóch funkcji ciągłych. Sprawdzamy ciągłość w punkcie (0, 0), a za­
tem sprawdzamy, czy granica lim f  (x,y)  istnieje i jest równa f  (0,0).
(x,y)^(0,0)
Zauważmy, że
y2 < 4 =  =  lyl.\Jx2 +  y2 Vy2
Mamy zatem
y 2
0 < lim — < lim lyl =  0,
(x,y)>(0,0) y2x 2 +  y2 (x,y)>(0,0)
a stąd lim f  (x, y) =  f  (0,0) =  0 i dostajemy ciągłość również w punkcie
(x,y)>(0,0)
(0, 0). Funkcja jest zatem ciągła na całej płaszczyźnie R2, a zbiór punktów 
nieciągłości jest zbiorem pustym.
b) We wszystkich takich punktach (x,y) € R2, że y =  0, funkcja f  jest 
ciągła. Sprawdzamy ciągłość w punktach (x, 0), x  € R. Mamy
ln(1 +  x2y2) ln(1 +  x2y2) 2
Cy ry ry x .y 2 x 2y 2
Z zadania 2g) w rozdziale 5 (dla a := 1) otrzymujemy
ln(1 +  x2y2) 2
lim -------n—;:------ =  1, a stąd lim f ( x ,y )=  x0.
x2y2>0 x y  (x,y)^(xo,0)
Granica jest równa zeru jedynie dla x0 =  0, a zatem funkcja jest w tym 
przypadku ciągła tylko w punkcie (0,0). Zbiór punktów nieciągłości to 
{ (x, 0) € R2 : x  =  0}.




exy 1 1 ey
lim ( ------------x '
(x,y)>(xo,0)
— — 
 +---------- =  x0 — 1 =  f  (x0, 0)xy y
(por. rozdział 5, zadanie 2 i)). Zbiór punktów nieciągłości zatem jest pusty.
3 a) d f  =  1 d f  =  4
3 . a) dx  =  1  dy  =  —4;
b) d -  =  3x2y — y3, j y  =  x3 — 3y2x; 
dx dy
c) f  =  30xy(5x2y — y3 +  7)2, f  =  3(5x2y — y3 +  7)2(5x2 — 3y2);
d f  1 d f  1
d) dx x  +  ln y ’ dy y(x  +  ln y) ’
) f  =  y  y d f  =  i 1
e dx y 3 3^/X4 ’ dy 2g y  i f x
f ) dg  1 dg y
dx y /x 2 +  y2 ’ dy x 2 +  y2 +  xV x2 +  y 2 ’
. dg u4 +  3u2v 2 — 2uv3 dg v4 +  3u2v 2 — 2u3v
g du  (u2 +  v2)2 ’ dv (u2 +  v2)2
, . dft, 2x3 dft, y
h) ‘dx \Jx4 +  y2 ’ dy s j x4 +  y2 ’
i) d i  = cosx lny(sinx)'"y - d i  = (sinx)'"» ln<sinx) ;
dx dy y
du  1 du 2 du — 6c
J) 717da a +  2b — 3c2 ’ db a +  2b — 3c2 ’ dc a +  2b — 3c2
k) —  =  — x (1 -  yVy, —  =  — — x l/y ln x  , —  =  x 1/y. 
dx y ’ dy y2 ’ d— '
du du
4. b) —  (x, y) =  x y-  1yx (y +  x  ln y), —  (x, y) =  xyyx -  1(y ln x  +  x)
d x d y
du du
x d i  {x' v) + y d y  (x’y) =
=  xyyx (x +  y +  x lny +  y lnx) =  u(x, y)[x +  y +  ln u(x,  y)].
5. a) d f
dx2
d 2f







=  4x d 2f
d x 2 (x +  y)3 ’ dxdy dydx  (
d 2f 2x d2f  d2f
d x 2 (1 +  x2)2 ’ dxdy dydx
d 2f x d2f  d2f
d x 2 (x2 +  y2)3/2 ’ dxdy dydx
c H  = x 2 i (x 2 ~ y 2) l x 2 +  y2 ;
dy2
2(x — y)




d 2f  = _______
dy2 (x +  y)3
2y
4x
(1 i y 2)2




) d f  x y 3 d2f  d2f
e) ^ ™2d x 2 ^ /(1 — x2y2)3 ’ dxdy  dydx  ^ /(1 — x2y2)3 ’
d2f  x3y
dy2 ^/(1 — x2y2)3 ’
d f  2 2 xyz d f  2 2 xyz d f  2 2 xyzf ) =  y z exyz, -7—7 =  x2z exyz, -7—7 =  x  y exyz,
d x 2 dy2 o z 2
d2f  d f  =  z (1 +  xyz)exyz, ^  ^  =  y(1 +  xyz)exyz,dxdy dydx dxdz dzdx
d2f  d2f
dydz  dzdy
=  x(1 +  xyz)exyz.
1
6. a) f  (1, 2) =  lim f  (1 +  h  2) — f  (1, 2) =  lim 4(1 +  h) — 4 =
dx fe^o h fr^o h
=  lim (8 +  4h) =  8,h^ 0
f  (—!, 0) =  lim f  <—1-k> -  f  ( —1  °> = Y m . ą  = 2.
dy k^0 k k^ 0  k
b) Najpierw podamy postać pierwszych pochodnych cząstkowych:
f (x0 ,y0)=
=  lim (xp +  h)3 +  6(x0 +  h)y0 — (x0 +  h)2yp — x0 — 6x0y0 +  x0y0 _ 
h^ 0  h
=  3xQ +  6y0 — 2x 0y0,
d fT -(x 0,y0) =  12x0y0 — x0; dy
drugie pochodne cząstkowe w punkcie (1, 0) mają postać
d f  (1, 0) =  lim f x (1 +  h  0  — f x (1,0) =  lim 3(1 +  h)2 — 3 =  6, 
d x 2 h^ 0  h h^ 0  h
92 f  -(1, 0) =  lim f x <1 k  -  f x 0  =  lim 3 +  6k2 -  2k -  3 =  —2,
dydx k^ 0  k k^ 0  k
d<2 f  n  n\ _  i;™ f y(1 +  h , 0) — f y (1, 0) _  i;™ —(1 +  h)2 +  1-(1, 0) =  lim —-----------   y-------=  l im ---------- -----------=  —2,
dxdy h^ 0  h h^ 0  h
92f ,
y
c) Jeśli (x,y) =  (0,0), to
d f  . 2x(x4 +  4x2y2 — y4)
d X (x, y) =  (x2 +  y2)2 ,
f  (0,0) = lim f  ( x ' 0) — f  (0-0) = lim ^  =  0,
dx  x^o x  x^o x
d f  (0,0) = lim f x ( x , 0) — f x (0, 0) = lim i i  = 2 .
d x2 x^o x  x^o x
7. Jeśli (x,y)  =  (0, 0), to
d f , x2 — y 2 4x2y3
TfL ( x , y ) =  y ^ — o +dx ' x2 +  y2 (x2 +  y2 )2 ’
d f  , . x2 — y2 4x3y2
—  (x,y) =  x-
9^ ’ x2 +  y2 (x2 +  y2 )2 ’
Jeśli x =  y =  0, to pochodne obliczamy z definicji:
f  (0,0) =  lim f  ( x ' 0) — f  <°- 0) =  lim 0 = 0 ,
Ox x^ 0  x  x^ 0  x
f  (0,0) = lim f  <°~y> — f  <°' 0  =  lim 0 = 0 .
Oy y >0 y y^o y
Korzystając z powyższych obliczeń, szukamy pochodnych cząstkowych mie­
szanych:
° 2f .(0,0) = lim fX^  — fX(0-0  =  lim —33 =  —1,
dydx y^o y y^o y 3
d2f ? n n \  r  fy(x,  0) — f y (0,0) x3(0, 0) =  lim —-------------y-------=  lim —3 =  1.
dxOy ’ x^o x  x^o x 3
Mamy zatem
2f  2f
9  f (0,0) =  o —  (0,0).y x  x  y
Zauważmy jednak, że dla (x, y) =  (0,0) mamy
d2f  d2f  x 2 — y2 (  8x2y2
f ~(x, y) =  T f  (x,y)  =  - — 2 1 +  ^Oy dx  ’ 0x O  ^ ’ x2 +  y2 y (x2 +  y2)2y
Sytuacja taka zachodzi, ponieważ drugie pochodne cząstkowe nie są funk­
cjami ciągłymi w punkcie (0, 0). Mamy bowiem
Hm I 2! -  ( - , - )  =  0 =  — 1 =  I 2! - (0, 0).
OyOx \ n  u )  OyOx
Podobnie
lim d f
dxdy \ r i  n1  ■ 1 W 1 - a  <»'»)■
8. a) (grad f  )(p) =  (p) , | y  (r t ) ;
(grad f  )(0, n) =  (—2, —1), (grad f ) 2 , | ^  =  (o, 0),
d(0,n)f  (h1, h2) =  (—2, —1)
h1
h2
= —2h-\ -1 — h2, d(- n, n ) f  (h1,h2) =  0;
b) (grad f )(1, 0, 1) =  (0, 2, 0), d(1,0,1)(h1,h 2, h:i) =  2h2;
c) (grad f  ) (2 ,1,2) =  (—28,64,4), d(2,1,2) f  (h1, h 2, h.3) =  —28h1 +64h2+4h3.
9 . a ) ,:^ f  (P0 +  at) — f  (p0)L  (Po) =  jin. t
f  ((1 ,2) + (3, —1)t) — f  (1, 2) 26t3 +  27t2 +  7t „lim -----------------------=  7.
t^ 0  tf (3,-i) (1,2) = Jim t
Jeśli funkcja f  jest różniczkowalna w punkcie p0, to pochodną kierunkową 
możemy ponadto obliczyć ze wzoru f'a(p0) =  dp0f  (a):
f (3,-1)(1, 2) =  d(1,2)f  (3, —1) =  (grad f  )(1, 2)
3 3
- 1 =  (7,14) - 1
7.
b) Wyznaczymy najpierw współrzędne wektora a. Współczynnik kierunkowy 
prostej, na której leży wektor a, to pochodna funkcji f  (x) =  2^/x w punkcie 
x  =  1. Mamy f 11) =  -j= =  1, a zatem kąt, jaki tworzy ta  prosta zv x x=1
dodatnią półosią odciętych: a  =  4 . Stąd szukany wektor (cos a, sin a) =  
^ , 2^^ ). Funkcja f  jest różniczkowalna,
d f , , d f  1—  (x, y) = ^ - ( x ,  y) =  — —  ;
dx dy x  +  y
1 1 2  1 12  =  12
3 ' ~2 +  3 ' ~2 =  T " .f (R2,R2j ( 1 , 2) =  d(1,2)f  ( 1 , 12“ )
c) 212; d) 3;
e) lim f  (t, t) f  (0, 0) =  lim ^ t2 +t2 =  lim / = — . Pochodna kierunkowa
t^ 0  t t^ 0  t t^ 0  I 2 |t |
f l  10, 0) nie istnieje, gdyż lim =  =  =  lim — .
f(1’°F , '  J ’ S * t ^ +  / 2 \t\ / 2 ^  / 2  t - 0 -  / 2 | t |
10. Ustalmy wektor a =  ( a i ,a 2) € R2 \  {(0,0)}. Obliczamy pochodną 
kierunkową funkcji f  w punkcie p0 =  (0, 0) w kierunku wektora a:
f  = f  (po +  - i)  -  f  (№) = lim f  ( ^ . i a s )  — f  (0.0) =
JaK10J t-o  t t-o  t
t3a‘fa2 a\a2
i-o  t 3(af +  a2) a2 +  a2 .
oraz pochodne cząstkowe funkcji f  w punkcie (0. 0):
f  (0.0) = lim f  (x 0 )  -  f  (° . 0) =  0. f  (0.0) = 0.dx x -o  x  dy
Jeśli funkcja jest różniczkowalna w punkcie p0, to istnieje pochodna od­
wzorowania f  w każdym kierunku i dla dowolnego niezerowego wektora
a prawdziwy jest wzór: f  (p0) =  dp0f  (a). Gdyby f  była różniczkowalna 
w punkcie (0,0), wówczas
d f  d f
d(o,o)f ( - i , a2) =  —  (0,0) ai +  —  (0,0) a2 =  0.
2
Ponieważ aia2 2 E 0, więc f  nie jest różniczkowalna w punkcie (0,0). Poza 
ai +  a2
tym odwzorowanie a ^  f  'a(0,0) nie jest liniowe względem a (a taka ma być 
funkcja d(o,o) f ).
11. a) Obliczenia wykonamy na dwa sposoby.
I sp o só b :
( f  o g)(x,y)  =  f  (g(x, y)) =  f  (3x -  y ,x 2 +  y2 +  1) =  (3x -  y) ln(x2 +  y2 +  1); 
( x .y )= 3 ln (x 2 +  y2 + 1) + .
(x.y) =  -  ln(x2 +  y2 + 1) + 
d(x,y) ( f  o g) =  grad ( f  o g)(x,y) =
= (3 ln(*2 + y^ +  1) +  2 i + 3^ . -  ln(x2 + y2 + 1) +  )  .x 2 +  y 2 +  1 x 2 +  y 2 +  1
II sp o só b :
d(x,y)f  =  ( ln y , ^ ) ,  dg(x,y)f  =  ( ln(x2 +  y2 +  1), x2 ?>xy 2 +  J ,
d(x,y)g
d(x,y)( f  0 g) (dg(x,y)f )  ◦ (d(x,y)g)




2x  2y=  ( ln(x2 +  y2 + Ł)’ x2 +  y2 + 1,
=  (3 ta (x 2 +  y2 + 1) + x x(+ -2  +'1 ■ — ln<x2 +  y2 + Ł> + a22'(+3y 2 + ' i ) ;
d(o,i)(f o g) =  (3 ln 2, — ln2 — 1).
b) Warunek x  +  4y > 0 w punkcie (0,1) jest spełniony;




y2 +  2xz  2xy  +  z 2 2yz  +  x 2
3x 2 4y 1
2y 2z
1 +  x 2 +  y 2 +  z 2 1 +  x 2 +  y 2 +  z 2 1 +  x 2 +  y 2 +  z 2
0 0 0
yzexyz xzexyz xyexyz
y x z y
13. a) Wzór Taylora ma postać: 
f  (po +  h) =
=  f  (P0) +  Yj dpo f  (h) +  2  dPof  (h) +  • 
czyli
+ (n — 1)! dP0 f  (h) +  m dPo+^^f  (h)n !
f  ((1, 2) +  (h1, h2)) =  f  (1, 2) +  Tj-jd(1,2)f  (h) +  d(i,2)f  (h) +
+  • •• +  (n — 1)! d(i,21)f  (h) +  n j (di i ,2)+e(h1M ) f  (h).
Mamy: 
f  (1, 2) =  14,
f (x ,2) = 2 x 2, f y  (x , y)=(>V + x2, f (1 ,2 ) = 4, f (1 ,2) =  I3,
d(i,2)f (h) =  4hi +  13h2;
tA  (x ,y )= 2 y , (x,y)  =  ~d ~fr~ (x,y) =  2x, ^  (x, y) =  6;dx 2 oxoy oyox dy2
d2 f  d2 f  d2 f  d2 f
d (1-2) = 4- d ; (1-2) =  d f (1 2 )  = 2- d y2 ( 1 2 ) = 6
d212)f  (h) =  4h1 +  4hih2 +  6h2;
dydx2 ’ dxdydx  ’ d x2dy
pozostałe pochodne cząstkowe trzeciego rzędu, jak również wszystkie po­
chodne cząstkowe rzędów wyższych są równe zero;
df1;2) f  (h) =  6h2h2-
Ostatecznie zatem
f  (1 +  hi,  2 +  h2) =  14 +  4hi +  13h2 +  — (4h1 +  4hih2 +  6h2) +  — • 6h2h22 6
=  14 +  4hi +  13h2 +  2hi +  2h2 +  2hi h2 +  3h2 +  h2h2.
1 3b) ex ln(1 +  y) =  y +  xy — 2 y +  R3, gdzie
R3 =  V  ( ln (1 + ^  + r h y x2 y — ( i ^ x y2+ ( i w y3)
dla pewnego 0 € (0,1).
c) ex cos y =  1 +  x  +  1 (x2 — y2) +  R3, gdzie
R 3 =  1 e0x(x3 cos 0y — 3x2y sin 0y — 3xy cos 0y +  y3 sin 0y)
6
dla pewnego 0 € (0,1).
14. a) Warunkiem koniecznym na istnienie w punkcie (x, y) ekstremum
d f  d f
lokalnego jest —  (x,y)  =  —  (x,y)  =  0. Obliczamy 
dx dy
d f  d f
—  (x,y) =  2x — y — 2 , —  (x, y) =  — x  +  2y +  1
i rozwiązujemy układ równań
i 2x — y — 2 =  0 
—x  +  2y +  1 =  0 .
Ekstremum zatem może istnieć w punkcie (1, 0). Aby się o tym przekonać,
2 —1 
1 2 . Jej wy-
(0, 0). Mamy W( x , y )  =  det , czyli W (0, 0) =  0, a więc metodą 
stremum. Zobaczmy jednak, że dla
znajdujemy macierz drugich pochodnych cząstkowych:
d 2 fznacznik W( x , y )  =  W (1,0) =  3 > 0 oraz — (1,0) = 2  > 0, co oznacza, że
d x 2
funkcja f  przyjmuje w punkcie (1, 0) minimum lokalne: f min(1, 0) =  —1.
b) Funkcja nie ma ekstremów lokalnych.
c) Punktem, w którym będziemy sprawdzać istnienie ekstremum, jest punkt
" 2 0 '
0 12y2
wyznacznikową nie zbadamy istnienia e 
dowolnego punktu (x,y) € R2 \  {(0, 0)} mamy f  (x,y) — f  (0, 0) > 0, stąd 
w punkcie (0, 0) mamy minimum i f min(0, 0) =  0.
d) Funkcja nie ma ekstremum lokalnego (por. przykład c)).
e) f min(—V% V2) =  f min(V 2 —V2) =  —8 (metoda wyznacznikowa). Spraw­
dzimy, co się dzieje w punkcie (0, 0):
f  (0, y) — f  (0, 0) =  y4 — 2y2 =  y2(y2 — 2) < 0 dla y € (—V 2 , V 2),
f  (x, x) — f  (0,0) =  2x4 > 0 dla x  € R \  {0}.
Stąd wniosek, że w otoczeniu punktu (0,0) znajdują się zarówno punkty, 
w których funkcja przyjmuje wartości większe od f  (0,0), jak i punkty, 
w których funkcja przyjmuje wartości mniejsze od f  (0, 0), czyli w punkcie 
(0, 0) nie ma ekstremum lokalnego.
f) f min(1 ,1) =  —1; w punkcie (0, 0) nie ma ekstremum lokalnego (por. [6], 
twierdzenie 8.13);
g) fmin(5, 2) =  30;
h) fmax(0, 0) = 0 ,
f min (ji, ^  =  f min , —^  =  f min ( — 2 , ^  =  f min ( — 2 , —^  =  — | ;
w punktach (0,1), (0, —1), (2, 0) , ( —2, ^  nie ma ekstremów lokalnych;
i) f min(1, —1, 3) =  —11; J) f min ^1, —2, 2)
k) Będziemy sprawdzać istnienie ekstremum w punkcie p =  (2,2, —1). Ma-
4 —4 0 "
11 -  9 •2’
cierz drugich pochodnych cząstkowych ma postać —4 2y 0
0 0 2
Ponieważ
A 1(p) =  4, A 2(p) =  0, A 3(p) =  W (p) =  0, nie możemy więc stosować 
kryterium wyznacznikowego. Mamy:
d2y2,2 - 1) f  (h) =  4h1 — 8h1h2 +  4hy +  2h3 =  4(h1 — h2)2 +  2h3 > 0
dla dowolnego (h1, h2, h3) € R3 \  {(0,0,0)}. Nie rozstrzyga to jednak o tym, 
czy funkcja f  ma w punkcie (2, 2, —1) minimum lokalne. Zbadajmy różnicę:
r(x, y, z) =  f  (x, y, z) — f  (2, 2, —1) =  2x2 +  | y 3 +  z2 — 4xy +  4y +  2z — f  
=  2(x — y)2 +  (z +  1)2 +  1 (y — 2)3.
Zobaczmy teraz, że dla dowolnie małego dodatniego e mamy
r(2 +  e, 2 +  e, —1) =  1 e3 > 0 oraz r(2 — e, 2 — e, —1) =  —1 e3 < 0, 
3 3
w otoczeniu punktu (2, 2, —1) zatem istnieją zarówno punkty, w których 
funkcja f  przyjmuje wartości większe, jak i punkty, w których funkcja f
przyjmuje wartości mniejsze od f  (2,2, -1 )  =  3 , a to pokazuje, że funkcja=  8
ta  nie ma ekstremum w punkcie (2, 2, - 1). 
l) fmin(1, 18, 6) =  -109.
15. a) Spełniony jest warunek F (0, 0) =  0. Obliczamy pochodną cząstkową 
dF (x,y)  =  ex+y -  x  sin xy, dF (0,0) =  1 =  0, więc istnieje dokładnie jedna 
taka funkcja y =  y(x), że F(x , y)  =  0 (por. [6], twierdzenie 8.14).
b) istnieje; c) nie istnieje.
16. a) Krzywa o równaniu x2 +  y2 +  2x -  6y +  2 =  0, czyli (x +  l ) 2 +
(y -  3)2 =  8 jest okręgiem o środku w punkcie ( -1 ,3 )  i promieniu 2^2. 
Dla x  =  - 1  mamy y1 = 3  -  2\[2 lub y2 =  3 +  2^2 . Dla każdego z punktów 
( - 1 , 3 - 2 \[2), ( -1 ,3 + 2 ^ 2 )  istnieje takie jego otoczenie, że kawałek krzywej 
w nim zawarty jest wykresem funkcji. Niech F(x , y )  =  x2 +  y2 +  2x -  6y +  2. 
Obliczamy:
F  F
—  (x,y) =  2x +  2, —  (x,y) =  2y -  6,
d F  dF
— ( - 1 , 3 -  2V 2) =  — ( - 1 , 3 +  2V 2) =  a
dF dF
—  ( -1 , 3 -  2^2) =  -4 V 2  = 0, —  ( -1 , 3 +  ^V2) =  4^2  =  0. 
y y
Pierwsza z funkcji ma pochodną
y;(—1) = —k ;  : :  j  =0 ;M  ^  dF (—1,3 —2^ )g (—1, 3 —2V2)
podobnie druga z funkcji ma pochodną
/, X dF (—1,3 +  2J 2)
y' (—1) =  — — ,-------- V -  =  0.
2V ' dy ( - 1 , 3 + 2 J2 )
b) ✓(*) =  iX—  —V‘,  ln y , y'(1) =  1-x y x-1 x y ln x
c) Mamy J y  =  a — \fa. Jeśli a > 1, to y = (a — \ fa )2 =  0 oraz y'(a) =
— a— =  1 — j a .  Dla a =  1 nie ma pochodnej (istnieje tylko pochodna
a




17. a) Niech F(x,  y) =  x2 — 2x — 2y +  y2 +  1. Wówczas —— (x, y) =  2x — 2,
dx
dF
~^—(x,y) = 2y — 2. Warunkiem koniecznym istnienia ekstremum w takim
d F  dF
punkcie (xo,yo), że F(xo,yo)  =  0, jest —  (xo,yo) =  0 oraz —  (xo,yo) =  0.
Mamy zatem układ trzech warunków:
x 2 +  y 2 2x  2y +  1 =  0
2x  2 =  0 
2y 2 =  0,
który jest spełniony przez pary (1, 0) oraz (1, 2). Aby stwierdzić, czy w po­
wyższych punktach występuje ekstremum, zbadamy drugą pochodną. Pa­
miętając, że y =  y(x) oraz y'(x) =  0, obliczamy:
" " (x) =  (  — 2yx——2 ) '  =  (  2 x — 1 ) ’ =
—y(x) +  1 — y' (x)(1 —x) 1
(y (x ) 1)2 1 y (x )
Ogólnie można pokazać, że jeśli y'(x)  =  0, to
d2F
yll(x) =  -  d r  •
dy
W punkcie (1,0) mamy y " (1) =  1 > 0, co daje minimum lokalne, natomiast 
w punkcie (1,2) mamy y" (1) =  —1 < 0, co daje maksimum lokalne.
b) W punkcie (—3, —2) mamy minimum lokalne ymin(—3) =  —2, a w punkcie 
(—1,0) maksimum lokalne ymax(—1) =  0.
c) Funkcja uwikłana przyjmuje dla x  =  4 minimum lokalne y =  1 oraz 
maksimum lokalne y =  3.
d) Funkcja uwikłana przyjmuje dla x  =  —1 maksimum lokalne y =  1; dla 
x  =  0 nie ma ekstremum.
18. a) Z warunku x  +  y =  1 możemy obliczyć y =  1 — x  i wstawić do wzoru 
na funkcję f . W ten sposób szukanie ekstremum warunkowego funkcji f  
sprowadzi się do szukania ekstremum funkcji
g(x)  =  x2 +  x(1 — x) +  (1 — x)2 =  x2 — x  +  1
A to już łatwo znaleźć. Mamy gmin =  4 .A  zatem przy zadanym warunku 
funkcja f  ma minimum w punkcie ^ i  jest ono równe | .
b) Funkcja przyjmuje minimum w punktach (1,1) i (—1, —1) równe 2.
c) Skorzystamy z twierdzeń 8.16 oraz 8.17 w [6]. Rozważmy funkcje
G(x,  y) =  —y +  d  — 1, x , y  =  0 x2 y2
oraz i i  i i
$ (x ,y ) =  -  +--------\ (  y +  ^ 2 — O , x , y  =  0-x y x 2 y 2
Szukamy punktów jednocześnie spełniających warunki 
9 $  d $
—  (x,y) =  0, —  (x, y) =  0 oraz G (x,y) =  0-








_ 2 +  x y 2 1-
Dla A =  — otrzymujemy punkt A  =  (—V% —72), natomiast dla A =  A^ 2 
otrzymujemy punkt B  =  (72, 72)- Macierz drugich pochodnych cząstko­
wych funkcji $  przyjmuje postać
-2  — 6A 0
x3 x^
0 2  — 6A
0 y3 y4
natomiast przestrzeń
X  =  {(hi,h2) € R2 : dP0 C ( h i , h 2) = 0} =




dla każdego z dwóch punktów A  i B  możemy zapisać jako 
X  =  |( h i ,  h-2) € R2 : hi +  h2 =  0 | •
Obliczymy drugą różniczkę funkcji $  na wektorach z przestrzeni X . Dla 
punktu A  mamy d—^  _ ^ 2)$ (h i , h2) =  y4rhi +  y4rh2 =  hi > 0 dla 
dowolnego h i =  0, a stąd otrzymujemy istnienie minimum lokalnego w 
punkcie A; jest ono równe — 72- Dla punktu B  mamy d(V2,V2)$(hi,h2) =
— ^ h 2 — ^ 2 h2 =  — A^2hi < 0 dla dowolnego h i =  0, co daje istnienie mak­
simum lokalnego w punkcie B, które jest równe 72-
d) W punktach (2,2) oraz (—2, —2) funkcja osiąga maksimum równe 4, 
w punktach (—2, 2) oraz (2, —2) — minimum równe —4.
e) W punkcie (1,1) funkcja osiąga minimum równe 2.
f) Przy zadanym warunku funkcja f  ma w punkcie (2,2) maksimum lokalne 
równe 8, a w punktach (0, 716) i (716, 0) — minimum lokalne równe 47 4 .
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• Całka oznaczona Riem anna  
w przestrzeni R n
Z adan ie  1. Obliczyć następujące całki iterowane:
4 / 1 2
a) J  I J  x y d y \  dx, 
o 4
1 / 2x
b) /  I / (x — y +  1) d y \  dx,
o x
0 /  y2 \  n/2 /  a \
J J (x2 +  2y) dx I dy, d) J J r4 d r \  d$,
o
1 / v
e) J  I J  ev du \  dv, 
o o  
1 / 1 / 2
0 \a cos 0
5 /  5—x
f) J  I J  \ / 4 +  x  +  y dy I dx
o o
I ( I W (4 +  z) dz \ d y \  dx,
1 x2 o
1 /  Vx f  2—2x \ \
/ l / i  /  y d z )  d y ) dx.
0 V 0 \1-x  /  /
Z adan ie  2. Obliczyć następujące całki podwójne:
a ) / /  x2(y — dx i v , gdzie D  j est e t * ™  ograniczonym kizywymi
D
o równaniach x =  y2 i y =  x2;
b) J J  2x2y d x d y , gdzie D  jest obszarem ograniczonym osiami współrzęd-
D
nych oraz krzywą o równaniu \[x +  —y =  1;
c ) / / ( x + y )  dx d y , gdzie D  jest trójkątem ograniczonym prostymi o rów-
D
naniach x  =  0 , y =  0 , x  i y =  3;
+  3y +  1) dx d y , gdzie D  jest trójkątem o wierzchołkach (1,3),
— 1, —1), (2, —4);
e) U x2\ /x 2 +  y2 dxdy,  gdzie D  =  {(x,y) : x  >  0, y >  0, x2 +  y2 < 4};
D
x 2 y 2
f W /  xy2 dx dy , gdzie D =  {(x, y ) : x  > 0 , y > 0, y  +  ^2 ^  1 }.
D
Z adan ie  3. Obliczyć pole figury ograniczonej krzywymi o równaniach (por. 
rozdział 7, zadanie 5):
a) 3x2 =  25y, 5y2 =  9x; b) xy  =  4, x  +  y =  5;
c) x  +  y =  1, x  +  y =  3, x  =  y, x  =  2y.
Z adan ie  4. Obliczyć następujące całki potrójne:
a) U J (2x +  3y — —) dx dy dz, gdzie G jest graniastosłupem ograniczonym
G
powierzchniami o równaniach: x  =  0, y =  0, z =  0, z =  3, x + y =  2; 
— x )2\J  1 — y2 dxdydz ,  gdzie A jest sześcianem ograniczonym
s  '
powierzchniami o równaniach: x  =  ±1, y =  ±1, z =  ±1;
J J J  —y  dx dy d z , gdzie V  jest bryłą ograniczoną stożkiem o równa- 
v
niu 4z2 =  x2 +  y2 oraz płaszczyznami x  =  0, y =  0, z =  1, przy czym 
x  > 0, y > 0, z > 0;
dx dy dz, gdzie V  jest równoległościanem ograniczonym płaszczy-
V
znami o równaniach: x  +  y =  1, x  +  y =  2, y =  0, y =  1, z =  0, 
z =  3.
Z adan ie  5. Obliczyć objętość bryły ograniczonej powierzchniami o równa­
niach:
a) z =  1 +  x  +  y, x  =  0, y =  0, z =  0, x  +  y =  1;
b) z =  x2 +  y2, y =  x 2, y =  1, z =  0;
c) y =  x 2, y =  1, x  +  y +  z =  4, z =  0;
d) x  +  y +  z =  2, 3x +  y =  2, 3x +  2y =  4, y =  0, z =  0;
e) z =  x2 +  y 2, xy  =  1, xy  =  2, y =  x, y = 2x, z =  1;
x 2 y 2
f) y +  z =  0, z =  0, —2 +  72 =  1;a2 b2
g) z =  x 2 +  y 2, x 2 +  y2 =  x, x 2 +  y2 =  2x, z =  0;
h) z =  xy, y =  x 2, 2y =  x 2, x  =  y2, 2x =  y2.
Z adan ie  6. Obliczyć pole części powierzchni, która zadana jest równaniem:
a) z =  s j x2 +  y 2 i której rzutem na płaszczyznę xy  jest trójkąt o wierz­
chołkach (0, 0), (2,1), (2, 2);
b) 2z =  xy  i która leży wewnątrz walca o równaniu x2 +  y 2 =  4.
Z adan ie  7. Obliczyć współrzędne środka ciężkości bryły jednorodnej
0 kształcie ściętego graniastosłupa, ograniczonej płaszczyznami układu
1 płaszczyznami o równaniach: x  +  y +  z =  4, x  =  1, y =  1.
Z adan ie  8. Wyznaczyć moment bezwładności jednorodnego walca obro­
towego o wysokości h, promieniu podstawy a i gęstości p =  1 względem osi 
będącej średnicą podstawy walca.
R o z w i ą z a n i a  i o d p o w i e d z i




1 /  2x
J  i j  (x -  y +  1) d y j  dx =  J
0 \x
— —  +  x I dx =
0
„3
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c) -  296 ; d) 1 a5 U n  — A ) ; e) —  ; f) f f ; g) f  ; h) 12
2. a) D  =  {(x, y) C R2 : 0 < x  < 1 A x 2 < y < J x }
(VX
c2(y — x) dxdy  =  j  J  n-'2/
D O \x2
b) D  =  {(x, y) C R2 : 0 < x  <  1 A 0 < y < (1 — J x ) 2} ,
i (1-Vx)2
J J  x J   x (y — x) dy 1 dx =  504 ’




c) 9; d) 3.
e) Zastosujemy współrzędne biegunowe:
x  =  x(r, p) := r cos p, y =  y(r, p)  := r sin p . 
Wówczas 0 < r < 2, 0 < p  < f  oraz J (r , p) =  r. Mamy zatem
2 tt/2
J J x 2\Jx2 +  y2 dxdy  = j  dr J  r 2 cos2 p  ■ r \J(r,p)\ dp  =
D O O
2 tt/2
= J  r 4 dr ■ J  cos2 p  dp  =  - n.
O O
f) T5a2^3.
3. Szukane pola można obliczyć, stosując metodę analogiczną do tej z zada­
nia 5 w rozdziale 7. Można również spojrzeć na pole D  jako na całkę pod­
wójną \D\ =  J J  dxdy  (por. [6], wzór (9.23)).
D
a) D  =  |  (x, y) C R2 : 0 < x  < 5 A 25x2 < y <
\D\ =  J J  dxdy  =  5;
D
b) -f  — 8 ln 2.
c) Skorzystamy z podstawienia u =  u(x,y)  := x  +  y, v =  v(x,y)  := x . 
Wówczas 1 K u K 3, 1 K v K 2 oraz
v u
v
J  (u,v)  =
 +  1 (v +  1)2
1 —u
v +  1 (v +  1)2
u
(v +  1)2
Mamy zatem






v + I ) Q  dv = T
3
■ 1 ■2 2
1 . v +  1. 1 3
3 / 2  / 2 - x
G
+  3y — z) dxdy  dz = j  ( J  I J  (2x +  3y — z) dy I dx I dz =  11
0 0 0
b) f ; c) 4 .
J J J  d x d y d z  =  J  ( j j  d x d y \  dz,
V 0 V D )
gdzie D  jest obszarem ograniczonym krzywymi x  +  y =  1 , x  +  y =  2 ,
y =  0, y =  1. Jeśli u =  u(x,y)  := x  +  y, v =  v(x,y)  := y, to
1 K u K 2, 0 K v K 1 oraz x  =  x (u, v ) =  u -  v, y =  y (u, v ) =  v .
Wówczas
1 —1 2 / 1
=  1 oraz 11 dxdy  =
D
J (u, v ) =
 /  \
J J   J  I J  \J(u,v) \ dv I du =  1. Za­
 1 \0 /
3




F  =  |( x ,y ,z )  € R3 : 0 K x K 1 A 0 K y K 1 — x A 0 K z K 1 +  x  +  y |
\F\ = J J J  dx dy dz = 6;
V
b) V  =  j(x , y, z) £ R3 : — 1 < x  < 1 A x2 < y < 1 A 0 < z < x2 +  y2 j  , 
IVI =  —  •\V I 105 •
c) 68 •c) 15’
d) V  =
2 — y ^  4 — 2y=  j(x , y, z) £ R3: 0 < y < 2 A 2 ^  < x < 4 — 2y A 0 < z < 2 — x — y^j =  
=  |( x ,y ,z )  £ R3 : 0 < x  < 4 A 0 < y < 2 — 3 x A 0 < z < 2 — x — y^  \  
\ i^ (x , y , z )  £ R3 : 0 < x  < 2 A 0 < y < 2 — 3x A 0 < z < 2 — x — y^j,
IVI =  9 •
e) 2 ln2 — I •
f) IVI =  1 ab2. W s k a z ó w k a :  skorzystać ze współrzędnych biegunowych 
x  =  a r cos p , y =  br sin p.
g) V =  {(x, y, z) £ R3 : 0 < z < x2+ y 2 A (x, y) £ D},  gdzie D  jest obszarem 
zawartym między krzywymi o równaniach x2 +  y2 =  x  oraz x2 +  y2 =  2x;
/  x2+y2 \
IVI =  J U  d x d yd z  =  J J  J  d z \  dxdy  = J J ( x 2 +  y 2)dxdy.
V D \  0 )  D
Aby obliczyć ostatnią całkę, wprowadzimy współrzędne biegunowe:
x  =  r cos p, y =  r sin p. Obszarem zmienności jest ( w s k a z ó w k a :  wykonać 
odpowiedni rysunek): — |  < p  < |  oraz cosp < r < 2 cosp. Drugi 
z warunków dostajemy, podstawiając współrzędne biegunowe do równań 
x2 +  y2 =  x oraz x2 +  y2 =  2x. Wracając do obliczanej całki, otrzymu­
jemy:
7t/ 2 2 cos ^
(x2 +  y2) dxdy  =  J  dp J  r 2 • r dr =
D -n/2 cos ^
r=2 cos ^n/2
- n /2




a 15 f  4 * 45dp =  — cos p  dp  =  — ^ . 
^  4 J * *  32
- n /2
2 2
h) IVI =  3 . W s k a z ó w k a :  podstawić u := y  , v := y  .4 y x
6. a) Korzystamy ze wzoru
151= S S i 1 + ( {x' v)) ‘ + ( d  (x-y)) d x d y •
D
gdzie D  jest trójkątem o wierzchołkach (0,0), (2,1), (2, 2) oraz z(x,y)




\Jx2 +  y2
+
\ Jx2 +  y2
dx dy =
=  —2 j j  dxdy  =  —2|D| =  —2.
D
b) |5| =  |^ (2 V 2  — 1).
i i
7. V | =  J J J  d x d y d z  =  J  dx j (4 — x — y) dy =  3,
V 0 0JJJ x  dx dy dz =  JJJ y d x d y d z  =  — , JJ z dx dy dz =  — .
V V V
Współrzędne środka ciężkości są równe:






z dx dy dz 
V = 5 5
V  | =  36
8. i2na2hp(3a2+4h2) . W s k a z  ó w k a: Walec umieścić w układzie współrzęd­
nych, tak by podstawa walca leżała w płaszczyźnie xy,  a środek podstawy 
był początkiem układu współrzędnych.





Z adan ie  1. Sparametryzować krzywą K , jeśli:
a) K  =  {(x,y) € R2 : y 2 =  4x};
b) K  =  {(x,y) € R2 : (x2 +  y 2 =  1 A x  > 0) V (x =  0 A —1 < y <  1)};
c) K  =  {(x, y) € R2 : x 2 +  y 2 +  2x =  0}.
Z adan ie  2. Obliczyć następujące całki krzywoliniowe niezorientowane:
(x +  y) ds, gdzie K  jest brzegiem trójkąta o wierzchołkach (0,0),
b) (x +  y) ds, gdzie K  =  {(x, y) € R2 : x 2 +  y 2 =  r2 i x  > 0};
Z adan ie  3. Obliczyć następujące całki krzywoliniowe zorientowane:




c) J (y — x) ds, gdzie K  jest łukiem krzywej o równaniu y =  x 3 zawartym 
K
między punktami (0, 0) i (1, 1);
d) J  x2 ds, gdzie K  jest okręgiem o równaniu x2 +  y2 +  2x =  0.
K
K
punktu (0, 0) do punktu (1, 1);
J  y d x  +  xdy,  gdzie K  jest dodatnio zorientowanym górnym półokrę- 
K
giem o środku w punkcie (0, 0) i promieniu 2;
c) J  (x2—2xy) dx+(y2—2xy) dy, gdzie K  jest łukiem paraboli o równaniu
K
y2 =  x  od punktu (1,1) do punktu (4, 2);
d) J ( x  +  y) dx +  (x — y) dy, gdzie K  jest dodatnio zorientowaną elipsą
K 2 2  x  y2
o równaniu ^7 +  -;r =  1; 
a2 b2
e)  t.----- t.----------- , gdzie K  jest ujemnie zorientowanym okrę-2 2
(x +  y ) dx (x y ) dy
x  +  y 2
K
giem o równaniu x 2 +  y 2 =  a2
f) J ( x  +  y) dx +  (x — y) dy, gdzie K  jest odcinkiem łączącym punkt (0,1)
K
z punktem (2, 3).
Z adan ie  4. Z twierdzenia Greena obliczyć:
a) J  x y 2dy — x2ydx, gdzie K  jest zorientowanym dodatnio okręgiem 
K
2 2 2 o równaniu x2 +  y2 =  a2;
b) J ( x  +  y) dx — (x — y) dy, gdzie K  jest zorientowaną dodatnio elipsą
K
ó • x2 +  y2 .o równaniu ^7 ^ -¡7  =  1; 
a2 b2
y dx x  dy
c) --------2------ , gdzie K  jest zorientowanym dodatnio okręgiem o rów-
K
naniu (x 2)2 +  y 2 =  1.
Z adan ie  5. Obliczyć następujące całki krzywoliniowe zorientowane:
a) J  (y2 — z2) dx +  2yz dy — x 2d z , gdzie K  jest zadana parametrycznie:
K
x(t) =  t, y(t) =  t2, z(t) =  t3, t £ [0, 1];
b ) J  (y2—z2) dx +  (z2—x2) dy +  (x2—y2) dz , gdzie K  jest zorientowanym 
K
dodatnio brzegiem zewnętrznej strony sfery o równaniu x2+ y 2+ z 2 =  1, 
ograniczonej warunkami x  >  0, y >  0, z >  0;
c) J  y d x  +  z dy  +  x d z , gdzie K  jest zorientowaną dodatnio (patrząc
K
od dodatniej półosi y ) krzywą, będącą brzegiem przekroju obszaru 
{(x, y, z) € R3 : x2 +  y2 +  z2 < 1, x  > 0, y > 0, z > 0} płaszczyzną 
o równaniu x  — y =  0-
R ozw iązania i odpow iedzi
1. a) K  =  < f ^ , M  : t € R > =  {(t, 2 7 t)  : t > 0} U {(t, 2 7 —t) : t < 0};
szukana parametryzacja to 0 : R ^  K , 0(t) =  ( ~^ , t \  , t € R, bądź
0(t) =
(t, 27t) , gdy t > 0
(t, 2 7 ~t),  gdy t <  0 -
b) K  =  |(co s  t, sin t) : t € 
parametryzacja:
|  U {(0,t) : t € (—1 ,1)};
0  : — ”  + 2  2 ’ 2
(cos t, sin t), gdy t €
K,  0(t) =
n n 
'2  , 2
0, t — 2 — 1
I n n
gdy t € ( 2 , 2  +  2
Możemy również zapisać K  =  K i U K 2, gdzie
( r n n~\ 1
K i =  < (cost, sint) : t € — —, — > oraz K 2 =  {(0, t ) :  t € (—1,1)},
a następnie sparametryzować każdą z tych krzywych osobno:
0i :
n n
—, 2  ^  Ki ,  0 i(t) =  (cos t, sin t), t €
02 : (—1,1) ^  K 2, 02(t) =  (0,t), t € (—1,1)-
c) 0 : [0, 2n) ^  K, 0(t) =  (—1 +  cos t, sin t), t € [0, 2n).
2
2. a) Niech K  =  K 1 U K 2 U K 3, gdzie K 1 =  {(0, t) : t € [0,1]}, 
Kq =  {(t, 0) : t € [0, 1]}, K 3 =  {(t, 1 — t) : t € [0, 1]};
K Ki K2 K3
1 1 1




J  f d s  = J  f  (x1 (t) , . . . ,  xra(t))y /(xT(t))2 + + (x/ri(t))2 dt.
K a
b) K  =  |( x ,y )  € R2 : x  =  r cos p , y =  r sin p p  € — ^ ,  ^  | ,
n/2
J (x +  y) ds =  J  r(cos p  +  sin p) • r d p  =  2 r2;
K -n/2
c) K  =  {(x, y) € R2 : x  =  t, y =  t3, t € [0,1] },
1
J ( y  — x) ds = j  (t3 — t)v '1  +  9t4 dt =  —1^8 V i0 —12 ln (3 +  V E )  — 5 4 ;
K 0
d) K  =  {(x,y) € R2 : x  =  —1 +  cos p, y =  sinp, p  € [0, 2n] },
J  x2 ds =  3n.
K
3. a) K  =  { (t,t2) : t € [0,1]} jest krzywą zorientowaną od punktu (0, 0) do
1 1
2 2punktu (1,1); J  y d x  +  x d y  =  J ( t 2 +  t ■ 2t) dt =  J  3t2 dt =  1, zgodnie ze
k  0 0
f3
P d x  +  Qdy  =  j [P(x( t ) , y ( t ) )x ' ( t )  +  Q(x(t),y(t))y' (t)] dt;wzorem
b) K  =  {(2 cos y , 2 sin y) : y  € [0,n]} jest krzywą zorientowaną od punktu 
(2, 0) do punktu (—2,0); J  y d x  +  x d y  =  4 J (cos2 y  — sin2 y) dy  =  0;
c) J  (x2 — 2xy)dx  +  (y2 — 2xy)dy  =
K
— 4t4 — 2t3 +  t 2) dt =  —269;
d) 0; e) 2n; f) 4; g) 0; h) 0.
i  f i  i d Q  d P \4. a) Skorzystamy ze wzoru J  P  dx +  Q dy = J J  y  ~d~) dxdy,  gdzie
K D
K  jest zorientowanym dodatnio brzegiem obszaru normalnego D  (por. [6], 
twierdzenie 10.1). W naszym przykładzie P(x , y )  =  — x2y, Q(x,y)  =  xy2,
zatem J x y 2 dy — x 2y dx =  JJ(y2 +  x2) dx dy, gdzie D  jest kołem o środku
K D




+  x2) dxdy  =  J  dy  J  r 2 • r dr =  -  na4.
0 0
b) —2nab; c) 0.
5 . a) 35.
b) Krzywa K  składa się z trzech części: K 1 =
K 2 =  (0, cos y , sin y ) : y  €
Wówczas =  +  +  , czyli
K 3 =
(cos y, sin y , 0) : y  € 
(sin y , 0, cos y) : y  €
K Ki K2 K3
(y 2 — z 2) dx +  (z 2 — x 2) dy +  (x 2 — y2) dz =
K
n/2
=  —3 (sin3 y  +  cos3 y ) dy  =  —4.
0
c) K  =  {(t, t ,  0) : t € [0,1]} U |  ^ c o s  t , ^ 2  cos t, sin t^ : t € 





Z adan ie  1. Obliczyć następujące całki powierzchniowe niezorientowane:
+  4y +  3z) d S , gdzie S  jest częścią płaszczyzny o równaniu
S
x  +  2y +  3z =  6, położoną w pierwszej ósemce układu współrzędnych;
b ) / / ( x  +  y +  z) d S , jeżeli
S
S  =  |  (x, y, z) € R3 : x2 +  y2 +  z2 =  a2 i z > 0 j ;
c) xy dS  , gdzie S  jest powierzchnią bryły
S
|( x ,y ,z )  € R3 : x2 +  y2 < z < 1j;
d) U (x2 +  y2) d S , gdzie S  jest powierzchnią stożka 
s  ______
|  (x, y, z) € R3 : \ j x 2 +  y2 < z < 11 ;
e) J J  (8 — 2z) d S , jeżeli S  =  |( x ,  y, z) € R3 : z =  4 — 2x2 — 1 y 2, z > 0}.
S
Z adan ie  2. Obliczyć pole powierzchni zadanej równaniem:
a) 2x +  2y +  z =  8 i zawartej wewnątrz walca
j (x , y , z ) € R3 : x2 +  y2 < R2} ;
b) x2+ y 2 =  6z, zawartej wewnątrz walca {(x,y,  z) C R3 : x2 +  y2 < 27};
c) z = \Jx2 +  y2 i ograniczonej powierzchnią walca o równaniu x2 +  y2 =  
2x.
Z adan ie  3. Obliczyć następujące całki powierzchniowe zorientowane:
a) U  x d y d z  +  y d z d x  +  z d x  dy, gdzie S  jest zewnętrzną stroną sfery 
S
o równaniu x2 +  y2 +  z2 =  4;
b) J J  x 3dy dz +  y 3dz dx +  z 3dx dy, gdzie S jest zewnętrzną stroną sfery 
S
o równaniu x2 +  y2 +  z2 =  a2;
— z) dy dz +  (z — x) dz dx +  (x — y) dx dy, gdzie S  jest gładkim
S
płatem powierzchniowym, będącym częścią płaszczyzny o równaniu 
x  +  z — 1 =  0, wyciętą przez powierzchnię walca o równaniu x2 +  
y 2 =  1, i zorientowanym przez wektor normalny o dodatniej trzeciej 
współrzędnej;
d) U  y dy dz +  x d z d x  +  (x +  y) dxdy,  gdzie S  jest zewnętrzną boczną
S
powierzchnią stożka o równaniu x2 +  y2 =  z2, 0 < z < 3.
Z adan ie  4. Stosując wzór Stokesa, obliczyć:
a) J  y d x  +  z dy +  x dz, gdzie K  jest okręgiem otrzymanym w wyniku
K
przecięcia sfery {(x, y, z) C R3 : x2 +  y2 +  z2 =  a2} płaszczyzną o rów­
naniu x  +  y +  z =  0 i skierowanym dodatnio, patrząc od dodatniej 
strony osi x ;
b) J  (x +  z) dx +  (x — y +  2z) dy +  (y — 4x) dz, gdzie K  to krzywa A B C  A,
K
będąca brzegiem trójkąta o wierzchołkach: A  =  (1, 0, 0), B  =  (0,1, 0),
C  =  (0, 0,1);
c) / ( y 2 — z2) dx +  (z2 — x2) dy +  (x2 — y2) dz, gdzie krzywa K  jest brzegiem
K
części wspólnej bryły {(x , y , z )  C R3: 0 < x  < a, 0 < y < a, 0 < z < a}
oraz płaszczyzny o równaniu x + y + z  =  | a  i jest skierowana przeciwnie 
do ruchu wskazówek zegara, patrząc od dodatniej półosi x .
R ozw iązania i odpow iedzi
1. a) Korzystamy ze wzoru
J J  F  (x , y , z )  dS  =  J J  F  ( x , y , f  ( x , y ) W l + ^  + (  n y )  dxdy,
S D
gdzie S  jest płatem powierzchniowym zadanym przez funkcję z =  f  (x, y) 
klasy C 1, a D  jego rzutem na płaszczyznę x y . W przykładzie z =  2 — 1 x — | y 
oraz D  jest trójkątem ograniczonym prostymi: x  =  0, y =  0, x  +  2y =  6, a 
zatem D  =  |(x ,y )  € R2 : 0 < x  < 6, 0 < y < 3 — \ x ^ . Szukana całka jest 
równa
- Q 1X _________
1 4
J  dx j  [(6x +  4y +  (6 — x — 2y)}^1  +  1 +  4 dy =  
o
6 3- 2x
j  dx J  (5x +  2y +  6) dy =  162.
3
o o
b) na3; c) 0; d) 1 n(1 +  V2); e) n.
2. a) Korzystamy ze wzoru
, S | = u d s = u  / 1+ ( ! - ) г + ó I 7 i x i v '
gdzie S  jest płatem powierzchniowym zadanym przez funkcję z =  f  (x, y) 
klasy C 1, a D  jego rzutem na płaszczyznę xy.  W danym przykładzie mamy: 
z =  8 — 2x — 2y oraz D  =  {(x, y) € R2 : x2 +  y2 < R 2}, zatem
|S| = V1 +  4 +  4 dxdy  =  3|D| =  3nR2
D
b) 42n; c) \/2n.
3. a) Korzystamy z twierdzenia Gaussa-Ostrogradskiego (por. [6], s. 410):
J J  P  dy dz +  Q d x d z  +  R d x d y  =
S
d P , d Q . . d R ,  A
—  (x , y , z )  +  —  (x, y, z) +  —  ( x , y , z ) j  dxdydz ,
gdzie V  C R3 jest obszarem normalnym, S  ograniczającą go powierzchnią 
gładką, skierowaną na zewnątrz oraz P , Q, R  sa funkcjami klasy C 4;
J J  x d y d z  +  y d z d x  +  z d x d y  =  J J J  (1 +  1 +  1) dx dy dz =
S V
3 U !  d x d yd z  =  3|V | =  32n,
V
gdyż V  jest kulą o promieniu 2.
b) I  =  J J  x 3dy dz +  y3dz dx +  z3dx dy =  3 J J J (x2 +  y2 +  z2) dx dy dz,
S V
gdzie V  jest kulą o środku w punkcie (0, 0, 0) i promieniu a. Wprowadzamy 
współrzędne sferyczne:
x  =  x(r, p , ^ )  = r cos p  cos ^ ,
y =  y(r, p, ^ )  =  r cos p  sin ^ ,
z =  z(r, p, ^ )  =  r sin p,
n n
0 < r < a, — — < p  < —, 0 < ^  < 2n.
Wówczas |J (r , p ,^ ) | =  r 2 cos p  oraz 
a I  n/2 /  2n
I = 3 J J ( J r 2 • r 2 cos p  d^ > I dp  I dr =
0 \-n/2 \0 /  /
a /  n/2 \  a
J  j  2nr4 cos p d p  I dr =  6n J  2r4 dr =  — n a 5.= 3 1  I 0^ +
0 \-n /2
c) Korzystamy ze wzoru
I  =  J J  P  dy dz +  Q d x d z  +  R d x d y  =  J J  (P cos a  +  Q cos (3 +  R cos 7 ) dS,
S S
gdzie S  jest płatem powierzchniowym zadanym przez funkcję z =  f  (x,y),  
zorientowanym dodatnio, oraz
-  f  (x ,y)cos a  =
cos 3  =
cos y =
( f  (x ,y)) 2 +  ([% (x, y)) 2
—f  ( x , y )
^ 1 + ( f  (x,y )) 2 +  ([% (x , y)) 2
1
\ A +  ( f  (x , y ) ) 2 +  ( f  (x ,y )) 2
Zatem 
I j [  ( - P ( x ,  y, f  (x, y) ) f  (x, y) — Q(x,  y, f  (x, y)) d y  (x, y) +
D
+  R ( x , y , f ( x , y ) ) j  dxdy,
gdzie D  jest rzutem S  na płaszczyznę xy.  W naszym zadaniu mamy więc 
z =  f  (x, y) =  1 — x  oraz
I  =  J J ( (y — (1 — x)) +  (x — y ) ) dxdy  =  J J (2x — 1) dx dy,
D D
gdzie D  =  {(x, y) € R2 : x2 +  y2 < 1}. Stąd
1 / 2n
I  I J  r (2r cos y  — 1)dy I dr =  —n.I =
0 \0
d) 0. W s k a z ó w k a :  Rozpatrzyć pełny stożek, skorzystać z twierdzenia 
Gaussa-Ostrogradskiego, a następnie odjąć całkę powierzchniową liczoną na 
powierzchni podstawy stożka.
4. a) Korzystamy ze wzoru
I P  dx +  Qdy  +  R d z  =
K
d R  d Q \  ( dP  d R \  ( dQ d P \
—------- —  dydz  +  —-----—  dz dx  +   -------- —  dxdy,
dy d z )  \  oz  d x )  \  dx d y )
S
gdzie S  jest płatem powierzchniowym gładkim, a K  krzywą gładką, będącą 
jego brzegiem, o orientacji zgodnej z orientacją płata. W przykładzie mamy 
P  =  y, Q =  z, R  =  x  oraz z =  f  (x, y) =  —x — y. Wówczas cos a  =  cos /3 =  
cos y =  7^3. Na podstawie powyższego wzoru
I y d x  +  z d y  +  x d z  =  JJ —dy dz — dz dx  — dx dy =
K
a  +  cos /3 +  cos y ) dS  =  —VŠ dS  =  —^ 3"|S| =  — V 3na
S  jest kołem wielkim sfery o równaniu x 2 +  y 2 +  z 2 =  a 2, gdyż punkt (0,0,0) 
należy do płaszczyzny o równaniu x  +  y +  z =  0.
b) Krzywa K jest zorientowana dodatnio, patrząc od dodatniej półosi x;
I  =  J  (x +  z) dx +  (x — y +  2z) dy +  (y — 4x) dz =  J J  —dydz  +  5 dzdx  +  dxdy,
K S
gdzie S  jest powierzchnią trójkąta A B C , będącą częścią płaszczyzny o rów­
naniu x  +  y +  z =  1. Jeśli z =  f  (x, y) =  1 — x — y, to (por. zadanie 3 c))
I  = J J — 1 +  5 +  1) dxdy  =  5 |^ |,
D
gdzie D  jest rzutem trójkąta A B C  na płaszczyznę xy,  a zatem trójkątem 
o wierzchołkach (0,0), (1,0), (0,1). Ostatecznie zatem I  =  5 • 1 =  | .
c) § a3.
12. Elem enty teorii równań
różniczkowych zwyczajnych
Z adan ie  1. Rozwiązać równania (znaleźć całki ogólne):
a) y'(x) =  y(x); b) y'(x) =  12y(x)’
1 - 2 xc) xy(x)y (x) =  x — 1; d) y(x)y (x) =
e) 2t2x'(t) = x(t); f) t2x'(t) =  sin 1




Z adan ie  2. Rozwiązać równania (znaleźć całki szczególne):
a) x'(t) =  2te-f2 z warunkiem początkowym x(0) =  —1;
x (t )
b) x'(t) =  - z warunkiem początkowym x(0) =  0;
c) x'(t) =  t2x(t) z warunkiem początkowym x(3) =  1;
d) x'(t) =  tx 2(t) +  2tx(t) +  t z warunkiem początkowym x(1) =  1;
e) t2x2(t)x'(t) +  1 =  t z warunkiem początkowym x(1) =  1;
y (x )
f) y'(x) =   ------^ z warunkiem początkowym y(0) =  1;1 +  x 2 
1 +  y 2 (x )
g) y'(x)  = --------- z warunkiem początkowym y(0) =  1.1 +  x 2
Z adan ie  3. Równanie kinetyczne dla reakcji chemicznej n-tego rzędu 
nA ^produk ty  ma postać
x'(t) =  —kxn (t),
gdzie x  oznacza stężenie substancji [A], a k jest stałą szybkości reakcji. 
Rozwiązać zagadnienie początkowe dla tej reakcji, jeśli n  =  1 i jeśli stężenie 
początkowe w chwili t równej zero wynosi a (x (0) =  a).
Z adan ie  4. Odwracalna reakcja A  ^  B , będąca w każdą stronę reakcją 
pierwszego rzędu, jest opisywana równaniem kinetycznym
x'(t) =  k1 (a — x(t)) — k - 1x(t),
gdzie k1 i k-1 są stałymi szybkości reakcji. Wyznaczyć stężenie x  dla 
warunku początkowego x (0) =  0.
Z adan ie  5. Rozwiązać równania:
a) x'(t) +  x(t) =  2e*;
b) x'(t) +  2x(t) =  4t, x ^2) =  1;
2
c) x  (t) — -  x(t) =  t ;
d) x'(t) +  1 x(t) =  3t, t > 0, x(1) =  1;
2x 2
e) y (x) — ^ — o y(x) =  1 +  x ;1 +  x2
f) y'(x) +  y(x) =  cos x;
g) y;(x) +  2xy(x) =  2xe- ^2, y(0) =  1;
3 2
h) y;(x) +  x  y(x) =  x 3 , y(1) =  1;
i) x'(t) — 2tx(t) =  t — t 3;
1 2x
j) y7(x) +  y(x) =  1, x >  0, x(1) =  1.x2
Z adan ie  6. Rozwiązać równania:
a) x \ t )  =  ^ ( i )  +  , x(2) =  0;
b) 3x2(t)x/(t) +  x3(t) +  t =  0, x(0) =  2;
c) x;(t) — x(t) =  tx 2(t), x (2) =  —1;
d) x;(t) +  2tx(t) =  2t3x3(t), x (0) =  1.
Z adan ie  7. Rozwiązać następujące układy równań:
( x'i (t) =  —xi(t) — 2x2(t)
~ l  x'2(t) =  3xi(t) +  4x2(t)
z warunkami początkowymi x 1(0) =  —1, x2(0) =  2;
( x1( t ) = 2xi(t) — x2(t)
~ l  x2(t) =  x i(t) +  2x2(t)
z warunkami początkowymi x 1(0) =  1, x2(0) =  —1;
( x1(t) =  —4xi(t) +  2x2 (t) +  5x3 (t) 
c m  x2(t) =  6x i (t) — x2(t) — 6x3(t)
[ x3(t) =  —8x i (t) +  3x2(t) +  9x3(t)
z warunkami początkowymi x i (0) =  2, x2(0) =  —2, x3(0) =  3;
( x i(t) =  x i(t) +  x2(t)
^  x'2(t) =  —2xi(t) +  4x2(t) 
z warunkami początkowymi x i (0) = 0, x2(0) =  —1;
( x j(t) =  2xi (t) — 3x2(t)
) \  x'2(t) =  3xi(t) +  2x2(t) 
z warunkami początkowymi x i (0) =  3, x2(0) =  1;
( x j(t) =  x i(t) — x3 (t) x'2(t) =  —6xi(t) +  2x2 (t) +  6x3 (t) 
x3(t) =  4xi(t) — x2 (t) — 4x3 (t) 
z warunkami początkowymi x i (0) =  x2(0) =  x3(0) =  1;
( x i(t) =  —x2(t) +  x3(t)
g) i x2(t) =  x3(t)
[ x3(t) =  —xi(t) +  x3(t)
z warunkami początkowymi x i (0) =  1, x2(0) =  x3(0) =  2;
( x i(t) =  2xi (t) — x2(t) +  2e*
h)
_  l x2(t) =  3xi (t) — 2x2(t) +  4e*
z warunkami początkowymi x i (0) =  —1, x2(0) =  —2;
( x i(t) =  4xi (t) — x2(t) — 5t +  1 
) l  x'2(t) =  x i(t) +  2x2(t) +  t — 1 
z warunkami początkowymi x i (0) =  1, x2(0) =  0;
{x i(t) =  x2(t) — cos t x'2(t) =  —x i (t) +  sin t 
z warunkami początkowymi x i (0) =  0, x2(0) =  1.
Z adan ie  8. Układ trzech następujących po sobie reakcji pierwszego rzędu 
A  - i  B  - i  C  - 3 D  można opisać za pomocą układu równań
(a — x)'(t) =  —k i (a — x ( t ) ) , 
y'(t) =  ki (a — x(t)) — k2y(t), 
z' (t) =  k2y(t) — k3z(t),
gdzie przez (a — x), y, z zostały oznaczone stężenia odpowiednio reagen­
tów A, B i C w chwili t. Dla warunków początkowych x(0) =  y(0) =
z(0) =  0 wyznaczyć stężenie substancji C jako funkcję czasu. Założyć, że
ki =  k2, k2 =  k3, ki  =  k3-
— 1Z adan ie  9. Reakcji pierwszego rzędu A - i  B towarzyszy para równoległych 
reakcji pierwszego rzędu: B -2 C i B -3 D. Taki układ można modelować za 
pomocą równań różniczkowych
(a — x)'(t) =  —ki (a — x ( t ) ) ,
y'(t) =  ki (a — x(t)) — (k2 +  k3)y(t),
z'(t) =  k2y(t),
w'(t) =  k3y(t),
gdzie przez (a — x), y, z, w oznaczono stężenia odpowiednio reagentów A, 
B, C i D w chwili t. Znaleźć stężenie produktu C jako funkcję czasu, jeśli 
w chwili t równej zero stężenia x, y, z i w są równe zeru.
Z adan ie  10. Rozwiązać następujące równania liniowe o stałych współczyn­
nikach:
a) x"(t) +  2x ' (t) +  x(t) =  0, x(0) =  x/(0) =  1;
b) x'''(t) — x''(t) +  x'(t) — x(t) =  0, x(0) =  x/(0) =  —1, x " (0) =  — 3;
c) x"(t) — 5x’(t) +  6x(t) =  0;
d) x'''(t) — 2x''(t) +  3x'(t) =  0;
e) x'"(t) — 3x"(t) +  3x'(t) — x(t)  =  0;
f) y"(x) — y(x) =  0, y(0) =  0, y’(0) =  1;
g) y"(x) +  2y'(x)  +  2y(x) =  0, y(0) =  y’(0) =  1;
h) ylll(x) +  5y’’(x) =  0, y(0) =  1, y’(0) =  6, y’’(0) =  — 25;
i) y(4)(x) — 8y’’(x) — 9y(x) =  0;
j) y(5)(x) — 2y(4)(x) +  6y’’’(x) — 2y’’(x) +  5y’(x) =  0;
k) y(5)(x) — 2y(4)(x) +  2ym(x) — 4y"(x) +  y’(x) — 2y(x) =  0,
y(0) =  y’(0) =  2, y’’(0) =  1, y’’’(0) =  8, y(4)(0) =  21.
Z adan ie  11. Równanie Schrodingera dla cząstki o masie m  poruszającej się 
wzdłuż osi x  ma postać
h2
— - — ■0’’(x) +  V  (x)^(x)  =  E^(x ) ,
2m
gdzie V (x) jest energią potencjalną cząstki w punkcie x, E  jest (stałą) ener­
gią całkowitą, a ^  — funkcją falową. Niech dla pewnej stałej dodatniej l
( 0 dla 0 < x  < l,
V (x ) =
{ to  dla x  < 0 lub x  > l.
Rozwiązać równanie Schrodingera dla cząstki w „studni potencjału” (gdy 
V  =  0) z warunkami brzegowymi — |  j =  ^  = 0 .
R ozw iązania i odpow iedzi
1. a) y(x) =  Cex ; b) V x  +  C , x  < 0 i C > 0 lub x  > 0 i C  =  0;
x 2 — 1
c) x  =  0, więc dane równanie jest równoważne równaniu y(x)y' (x)  = --------- .
x
Całkując obie strony tego równania względem zmiennej x  i podstawiając 
w pierwszej z tych całek t := y(x), otrzymamy:
J  y(x)y' (x) dx =  J  t d t  =  1 12 =  2 y2(x) +  C 1.
Jednocześnie -1 dx =  i  ( x  — — ^  dx =  1 x2 — ln \x\ +  C2, zatem
J x  J \  x j  2
1 y2(x) +  C 1 =  1 x2 — ln \x\ +  C2, czyli y2(x) =  x2 — 2 ln \x\ +  C .
d) y3(x) =  3(x — x2) +  C ; e) x(t) =  Ce- 1/ 2t , t =  0; f) x(t) =  cos 1 +  C ;
g) x(t) =  ln \t2 —11\ +  c  , t =  ±1 lub x(t) =  0, t € R;
h) x(t) =  ln(—x  +  C ), x  < 0, C  > 0.
2. a) Podane równanie całkujemy w granicach od t0 =  0 do t:
l t
I  x'(s) ds = j  2se-s2ds,
0 0
otrzymując x(t) — x(0) =  —e-sS , czyli x(t) +  1 =  —e- t  +  1. Ostatecznie 
zatem x(t) =  —e-t2 .
b) Przez zero nie przechodzi żadna krzywa całkowa. c) x(t) =  e1/3t3-9; 
t2 3
d) x(t) =  2 ^  ; e ) x (t)3 =  3 ln\t\ +  t  — 2;
1 +  x
f) y(x)  =  e arctg a ; g) y(x) =
1 — x '
1 1 / a™-1
3 - -  : ^ r  =  (n -  1)kt , czyl1xn - 1(t) a™-1  ’ J \1  +  (n -  1)ktan-1
1n — 1
4. x(t) =  kia  (1 — e- (fci+fc-i) i).
ki +  k— i
5. a) Zadanie rozwiążemy metodą wariacji stałej. Najpierw znajdziemy
rozwiązanie ogólne równania liniowego jednorodnego: x' ( t )+ x(t) =  0. Mamy
x  (t)
—j-j  =  —1 (x(t) =  0). Całkując względem t, dostajemy ln |x(t)| =  —t +  C 1,
czyli |x(t)| =  e—t+Cl , a to już prowadzi do całki ogólnej: x(t) =  C2e—t dla 
dowolnej stałej C2 C R \{0}. Stałą C2 będziemy teraz traktować jako funkcję 
zmiennej t , otrzymując zależność
x(t) =  c(t)e—t , t C R. (*)
Stąd
x'(t) =  cf(t)e—t — c(t)e—t . (**)
Wstawiając (*) i (**) do zadanego równania różniczkowego, dostajemy
cf(t)e—t — c(t)e—t +  c(t)e—t =  2et , czyli cf(t) =  2e2t.
Całkując względem t, otrzymujemy c(t) =  e2t +  C . Wstawiając tę funkcję 
do (*), dostajemy x(t) =  (e2t +  C)e—t . Ostatecznie zatem
x(t) =  et +  C e-1, t C R,
jest rodziną rozwiązań wyjściowego równania różniczkowego.
b) Całką ogólną równania jednorodnego jest x(t) =  C1e—2t , t C R. Po 
uzmiennieniu stałej i wstawieniu odpowiednich wyrażeń do równania wyjścio­
wego dostajemy: c'(t)e—2t =  4t, skąd d(t)  =  4te2t. Po scałkowaniu (całko­
wanie przez części) otrzymujemy c(t) =  2te2t — e2t +  C . Funkcja x  zatem 
przyjmuje postać x(t) =  2t — 1 +  Ce—2t . Z warunku x (2 ) =  i  obliczamy 
C  =  1. Ostatecznie rozwiązaniem równania różniczkowego z danym warun­
kiem początkowym jest funkcja x(t) =  e—2t +  2t — 1.
c) x(t) =  t2 (2 12 +  C j ; d) x(t) =  t2;
e) y(x) =  (x +  C )(x2 +  1); f) y(x) =  2 (sinx +  cosx) +  Ce—x ;
1 2
g) y(x) =  e—x2(1 +  x2); h) y(x) = -----3x3 x2
i) x(t) =  112 +  Cet .
W s k a z ó w k a :  ^ t  — t3)e—t2dt =  1 J (t2 — 1)(—2t)e 
j)  y(x) =  x2.
6. a) Zadane równanie jest równaniem Bernoulliego. Podstawiamy 
z(t) := x2(t); wówczas z(2) =  0, a równanie przyjmie postać
z'{t) =  2z(t) +  1.
Jest to równanie liniowe niejednorodne (por. zadanie 5), którego rozwiąza­
niem jest z(t) =  2t2 — t, a zatem
x(t) =  12 — t dla t € [2, +ro).
b) x(t) =  3 7e * — t +  1; c) x(t)------- =   -; d) x(t) =  | e 2*2 + 12 +  2 .1 — t 2 2




—1 — A —2
3 4 -  A
=  A2 — 3A +  2 =  0,




X i =  {(a, —a) : a  € R}, X 2 =  { (p,  — 2 ^  : 3  € mJ
Wektor (—1, 2) rozkładamy na sumę dwóch składników, z których pierwszy 
należy do podprzestrzeni X 1, a drugi do podprzestrzeni X 2:
—1 a 3= +
. — 13  -2 —a







Uzyskane wartości wstawiamy do wzoru




a zatem (r =  2, t0 =  0, n 1 =  n 2 =  1)
x (t ) =  et
(t — to)j (A — AiI)j xi
et 1 +  e2t —2
—1 3
Ostatecznie x\(t )  =  et — 2e2t , x2(t) =  —et +  3e2t.
b) Równanie A2 — 4A +  5 =  0 ma pierwiastki: Ai =  2 +  i, A2 =  2 — i. 
Podprzestrzenie własne: X 1 =  {(a, — i a ) : a  € C}, X 2 =  {(3, i3)  : 3  € C}. 




niego układu równań dostajemy następujący roz-
1 — i 
—1 — i +
1 +  i 
—1 +  i
. Mamy więc
x(t) = e(2+í)í
1 — i 
—1 — i
+  e(2-i)t
1 +  i
. —1 +  i .
=
e2t(cos t +  i sin t)
1 — i 
—1 — i
+  e2t(cos t — i sin t)
1 + i  
—1 +  i
o2i 2 cos t +  2 sin t 
2 sin t — 2 cos t
Ostatecznie x 1(t) =  2e2t(sin t +  cos t), x2(t) =  2e2t(sin t — cos t).
c) Równanie charakterystyczne ma postać A3 — 4A2 +  5A — 2 =  0. 
Stąd dostajemy A1 = 2  (n1 =  1), A2 =  1 (n2 =  2). Podprzestrzenie własne: 








Po podstawieniu tych danych do wzoru otrzymujemy
1 / 1 ' —5 2 5 1
x(t) =  e2t —2 +  et 0 +  t 6 —2 —6 0
2 \ 1 —8 3 8 1
1 / 1 0 \ 1 1
e2t —2 +  et 0 +  t 0 1 =  e2t —2 +  et 0
2 \ 1 0 ) 2 1
Ostatecznie: x 1(t) =  e2t +  et , x2(t) =  —2e2t , x3(t) =  2e2t +  et .
d) x 1(t) =  e2t — e3t , x 2(t) =  e2t — 2e3t;
e) x 1(t) =  e2t(3cos3t — sin3t), x2(t) =  e2t(3sin3t +  cos3t);
f) x 1(t) =  t +  e- t , x2(t) =  3 — 2e- t , x3(t) =  —1 + 1 +  2e- t ;
g) x 1 (t) =  cos t, x 2 (t) =  2 (cos t +  sin t ) , x3 (t) =  1 (cos t — sin t ) ;
h) Pierwiastkami równania charakterystycznego są X1 =  1 i X2 = — 1. Pod- 
przestrzenie własne: X 1 = {(a, a) : a  € R}, X 2 = {(/3, 33) : 3  € R}.
Z rozkładu
X\ =











, b1 (t) =
et

















i! ■(A — XiI)j bi (s) I ds,¿^=1 j =0
gdzie x  jest rozwiązaniem liniowego układu równań. Mamy zatem 
x(t) = ełet
r 12 + e—t
r 12






L 2 1 tol
o: Jo V
es SŮCO ds =
— 1 (et +  e t) f t et +  e2s t tet e t+  /
et +  3e2s—t
ds =
(t +  1)et — 3e—t— 1 (et +  3e—t o
Ostatecznie x 1(t) = tet — e ¿, x 2(t) = (t +  1)et — 3e t . 
i) x 1(t) = e3t(1 + 1) + 1, x 2(t) = e3t(1 +  t) — e3t — t; 
j)  x 1(t) =  sin t — t cost, x 2(t) = cost +  t sint.
8. [C] = z (t) =
9. [C] =  z(t) =
ak1k2 
k2 — k 1
ak1 k2
k2 + k3 — k 1
e kit  e k3t e k2t  e t
k3 — k1 k3 — k2
1  (1 — e—klt) -  \  (1 — e—(k2+k3)t
M  k2 + k3
10. a) Równanie charakterystyczne ma postać: X2 +  2A +  1 =  0. Stąd 
A =  — 1 (n =  2). Korzystając ze wzoru (nie ma pierwiastków zespolonych)




Cij (t — to)j ,
j -0
dostajemy (p = 1, t0 = 0): x(t) = e t (c1 + c2t). Po zróżniczkowaniu:
x'(t) = —e- t (c1 + c2t — c2). Aby otrzymać wartości stałych c1 i c2, do wzorów
na x(t) i x ’(t) podstawiamy warunki początkowe x(0) =  1 i x’(0) =  1. Mamy 
układ równań:
i ci =  1 
[ — ci +  C2 =  1, 
skąd c1 =  1, c2 =  2. Szukana funkcja to x(t) =  (1 +  2t)e- t .
b) Równanie charakterystyczne ma postać: A3 — X2 +  A — 1 =  0. Stąd dosta­
jemy A1 =  i, A2 =  — i, A3 =  1. Otrzymaliśmy zarówno pierwiastki rzeczy­
wiste, jak i zespolone (w których część urojona jest niezerowa). Korzystamy 
ze wzoru:
p ni-1
y y e^i(t-to) y y 
i=1 j =0
x(t) =  E  eXi(t-t0) E  Cij (t — to)j +




cos(dk(t — to )Y ^  dkj(t — to)j +  sin (dk(t — to )Y ^  lkj(t — to)j 
j =0 j=o
Dla p =  1, s =  1, Ai =  1, a k =  0, f3k =  1, to =  0 mamy zatem x(t) =  
cet + d cos t + 1 sin t. Obliczamy pochodne: x ’(t) =  cet — d sin t + l cos t, x ’’(t) =  
cetj — d cos t — l sin t. Uwzględniamy warunki początkowe:
( c +  d =  —1
i c +  l =  — 1
( c — d =  — 3.
Rozwiązując ten układ równań, dostajemy c =  — 2, d =  l =  1, a więc 
szukana funkcja to x(t) =  sin t +  cos t — 2et .
c) Rozwiązując równanie charakterystyczne A2 — 5A +  6 =  0, otrzymujemy 
A1 = 2 ,  A2 =  3. W zadaniu nie mamy warunków początkowych, chcemy 
zatem znaleźć rozwiązanie ogólne. Sposób na otrzymanie takiego rozwiąza­
nia jest następujący (analogicznie można postępować przed wykorzystaniem 
warunków początkowych przy szukaniu rozwiązania szczególnego):
-  jeżeli wszystkie pierwiastki A1,A2, . . .  ,An równania charakterystycznego 
są rzeczywiste i różne (jednokrotne), to całka ogólna wyraża sią wzorem
x(t) =  C \eXlt +  C2eX2t +  ••• +  CneXnt; (*)
-  jeżeli wśród pierwiastków równania charakterystycznego są jednokrotne 
pierwiastki zespolone, to każdej parze pierwiastków sprzężonych A1 =  a  +  
(di, A2 =  a  — (di w całce ogólnej odpowiada wyrażenie
ea t(C1 cos fdt +  C2 sin fdt);
jeżeli pierwiastek rzeczywisty A1 równania charakterystycznego ma krot­
ność k (A1 =  A2 =  • • • =  Ak), to zamiast odpowiednich k wyrazów w (*) 
wystąpi składnik
eAit(C1 +  C2t +  C3t2 +  • • • +  Ck t k 1);
jeżeli para pierwiastków zespolonych sprzężonych równania charakterysty­
cznego A1 =  a  +  f3i, A2 =  a  — /3i ma krotność k, to w całce ogólnej 
odpowiada im wyrażenie
eat (Ci +  +  • • • +  Cktk 1) cos p t +
+  (Ck+i +  Ck+2t +  • • • +  C2ktk 1) sin p t
Zgodnie z powyższym, rozwiązaniem ogólnym w naszym przykładzie jest 
x(t) =  C 1e2t +  C2e3t.
d) x(t) =  Ci +  C2C  +  Cse:
f) y(x)  =  1 (ex -  e- x );
3t. e) x(t) =  et (Ci +  C2t +  C3t 2);
g) y(x) =  e- x (cosx  +  2 sinx);
h) y(x) =  2 +  x — e 5x;
i) y(x) =  C1e-3x +  C2e3x +  C3 cos x  +  C4 sin x;
j)  y(x) =  C 1 +  C2 cosx  +  C3 sinx  +  ex(C4 cos2x +  C5 sin2x). 
W s k a z ó w k a :  A5 — 2A4+6A3 — 2A2+5A =  A5 — 2A4+5A3+A3 — 2A2 +5A; 
k) y(x) =  e2x +  cos x — x  sin x.
11. Każda funkcja postaci (n € N)
Pn(x)  =
2 nnx
-  cos—— , gdy n  jest nieparzyste
l
nnx
2  Sln l
gdy n  jest parzyste
jest rozwiązaniem danego problemu brzegowego.
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