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1. INTRODUCTION 
This paper gives a unified treatment of a variety of inequalities associated 
with the names of Hardy, Littlewood, Opial, Beesack, Troesch, Block, Weyl, 
and others. Although most of the general results and specific examples are 
new, it must be stated the underlying ideas have been available at least since 
the time of Jacobi. The novelty consists chiefly in the fact that the three 
functions are not required to be related by a differential equation but are, 
in essence, three arbitrary functions. 
In keeping with the tradition established by Hardy and Littlewood in 
their fundamental work on this subject, we avoid ad hoc restrictions, and 
require that the needed side conditions shall be deduced from convergence 
of the integrals occurring in the statement of our theorems. Likewise in 
keeping with this tradition, we discuss conditions for equality. It is a particular 
feature of the method that strict inequalities (corresponding to an unattained 
extremum) are just as easy to establish as weak inequalities. 
It will be apparent to the reader that many of the results generalize to n 
dimensions, though this is not done here. Other possibilities of extension 
are suggested by the results of [I], [2], [3], [4], and [5]. 
2. Two PRELIMINARY REMARKS 
We let (a, b) denote a fmite or infinite interval of the real line and u, v, h, -*- 
or 44, 44, h(x), *a* stand for real-valued functions of the real variable 3~. 
If U, v, and ho’ are absolutely continuous and v > 0 the identity 
&‘)2 = h (,” ; “‘“)” _ u2 chz)’ ; ( u2;’ )’ 
* This work is supported in part by the Office of Naval Research Nonr-1841-38. 
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is easily verified almost everywhere. When 
lim u2ho’a-’ = A, 
x-Cl+ 
lili u2hv’v-l = B 
the conclusion is 
(2) 
j: h(u’)2 dx = j”, h (U’, ; “‘)’ dx - jl u2 q dx + B - A, 
provided two of the three integrals converge. Thus we obtain the following 
elementary result (compare [6]): 
REMARK 1. On an interval (a, b) let u, v and ha’ be absolutely continuous 
with h > 0, v > 0, and h(u’)2 integrable. Suppose that ~~(hr.~‘)’ o-r is also 
integrable, or that (ho’)’ < 0. Suppose also that 
lizmi..f u2hv’v-l = A < co, lizpp u2ho’c1 = B > - co. 
Then A and B are necessarily finite, and exist as limits, and furthermore 
j”, h(u’)2 dx > - j: v 242 dx + B - A. 
Equality holds if and only if h(u’a - o’u) = 0 almost everywhere. 
We shall use this result to establish inequalities of the general form 
j” h(u’)2 dx > jbfu2 dx + cu”(b) 
n a 
where c is constant and cu2(6) = lim sup cu2(x) as x -+ b - . We use lim sup 
because this conclusion is stronger. However, in specifying boundary con- 
ditions, we write u(a +) = 0 or u(b -) = 0 to mean, respectively, 
lizai+nf 1 u(x) / = 0 or liSmdnf j u(x) 1 = 0. 
Again, the objective is to get a stronger theorem. 
The inequality is stated without qualification if it holds for all functions 




h(u’)2 dx < co. 
la 
The inequality is strict if equality holds only for u = 0, and it is sharp if 
the right-hand side cannot be multiplied by a constant 0 > 1. When nothing 
is said about the domain of our functions, the domain is (a, b). 
INEQUALITIES WITH THREE FUNCTIONS 221 
The following will be found helpful in avoiding ad hoc conditions: 
REMARK 2. With h, u and v as in Remark 1, suppose h(u’)2 is integrable 
on (a, b) and also that 
Then 
implies 
v’(x) < 0 liz$rf Us h(x) v(x> , . 
For proof pick a value 01 between a and b. Then for b > x > 01 we have 
(cf. [6] and [7]): 
[u(X) - u(a)]” = (j” di u’ $=,’ < j’ h(d)2 dx r & . (3) 
a a er 
We can replace LY by a in the integrals on the right, and then we can let 
OL -+ a in such a way that U( OL -+ 0. The resulting estimate for U(X) holds ) 
for all x > a and yields the conclusion. We shall find that (3) is useful even 
when l/h is not integrable on (a, b). 
3. AN INEQUALITY OF WIRTINGER TYPE 
We shall establish: 
REMARK 3. Let v and w be absolutely continuous and let v > 0, v’ > 0, 
w > 0, w’ < 0. Then u(a +) = 0 implies 
I b(U1)2 wdx>- s bWI a vf - u2 dx lZV 
and the inequality is strict unless v satisfies the three conditions 
f 
b 
v’w dx < co, lim v(x) = 0, 
a A-a+ 
li+nl& v(x) w(x) = 0. 
For proof, observe that 
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and hence, by Remarks 1 and 2, 
I b(U1)2 wdx>- s b wr - us dx + lim sup U”(X) 44 a v’ .V r&T-- VW . (4) 
This gives the desired inequality. Since the only possible case of equality is 
u = co, the inequality is strict unless v satisfies the stated conditions. If v 
satisfies these conditions, then equality actually does hold for u = cv. (Here, 
as elsewhere, the letter c introduced without explanation denotes a constant.) 
To discuss the question whether the result is sharp, let a < 01 < p < b 
and define 
I(a, j3) = j” v’w dx. 
If I(cx, b) = co we can define u = 0 near Q and u = v on (LX, fl). By partial 
integration it is found that the inequality of Remark 3 is sharp if 
lim inf v(X) W(x) = 0 
x4- I(a, x) . 
When I(oI, b) < 03, but I(a, b) = 03, the discussion depends on the way in 
which u is defined near a. If we simply use a linear function on (% , LX), where 
a < ~ya < 01, a sufficient condition for the inequality to be sharp is found to 
be 
where y is some function of x such that a < y < x. If a = 0 one would 
ordinarily take y = x/2 and if a = - co one would take y = x - 1, 
4. EXAMPLES WITH A FREE END-POINT 
In this and the following section we interrupt the thread of the general 
discussion to present a number of special examples. 
If v’ is absolutely continuous, v’ > 0, and v” < 0, the choice w = v’ 
in (4) leads to the conclusion that 
jb (u’)s dx > - j”, f us dx + lizpp u2(~~~(s) 
a 
(5) 
when u(a +) = 0, and gives conditions for equality. By Remarks 1 and 2, 
the hypothesis that v’ > 0 and v” < 0 can be replaced by v’ > 0 if it is 
assumed that 
liXm$f (x - a) - VW < Go 
v(x) * 
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The choice v = in in (5) gives 
r (u’)2 dx > n(1 - n) 1; (;r dx + 41) 
0 
whenever ~(0 +) = 0. The inequality is strict for n Q 4, and for n > 4 
equality holds if and only if u = cx n. The case 3 < n < 1 is due to Hardy and 
Littlewood [7], [B]. Although this restriction plays an essential role in most 
of their analysis, the result actually holds for - cc < 71 < co. (Of course, 
there is no sense in taking n < 4.) 
As another special case of (5) we conclude (from either set of hypotheses 
on V) that 
(6) 
if u(a +) = 0, and that the inequality is strict unless v satisfies the three 
conditions 
J‘ b (v’)~ dx < co, lim v(x) = 0, lim v(x) v’(x) = 0. a a-& r-d- 
This discussion of (6) supplements a similar result of Beesack [9]. 
An interesting companion to (6) is 
- ,: $ (u’)~ dx 3 1”. u2 dx 
for u(a +) = 0. This is obtained by choosing w = -p, v = p’. According 
to Remark 3 the result holds if p < 0, p’ > 0, p” > 0 and p’ is absolutely 
continuous. The inequality is strict unless p satisfies the three conditions 
I 
b 
a (P’)” dx < ~0, lim p’(x) = 0, %+a+ l&p(x) p’(x) = 0. 
As our next example the choice w = (cos x)*+1 in Remark 3 gives 
I 
5712 (u’)2 (cos x)” 
0 
y dx 3 (n + 1) 1,‘” u2 (cos x)~ T dx 
if ~(0 +) = 0. H ere n is any constant larger than - 1 and v is any absolutely 
continuous function such that v > 0 and v’ > 0 on (0,42). If v(0) = 0 and v 
is bounded, then equality holds when u = v. The case v = sin x and n = 0 
is well known [7]. 
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As another example let 1z be a positive constant and let F be such that the 
function 
p(x) = j’ t”F(t) dt 
z 
satisfies P(x) > 0, p(O) > 0. Then ~(0 +) = 0 implies 
i 
1 
xl+P(x) dx > n 
I 
u2 F(x) dx (8) 
0 
unless u = cxn, in which case equality holds. Here the condition p(O) > 0 
allows application of Remark 1, and the conclusion then follows from 
Remark 2. A similar result follows by taking v = xn and w’ = - nwF in 
Remark 3, but the conditions on F are more restricted. 
As our next example, let m and n be any constants with a > 0 and m # n. 
Then the inequality 
s 
m enx - emr (u’)2 dx > n 1: emx u2 dx 
0 n-m 
holds for all absolutely continuous functions u satisfying 
liz$f / u(x) 1 = 0, 
and the inequality is strict unless u = cednx and m < 2n. In that case equality 
holds. To prove this, letF(x) = x+--l in (8). If m > n the condition involving 
P(O) does not hold, but the conclusion is nevertheless valid by Remark 2. 
We now transform the inequality by letting x = e-t. By considering a 
function u(x) that is constant for large x, one finds that the condition 
u(a) = 0 cannot be replaced by u(xo) = 0 for any finite x0 . 
As an eighth example let V, zl’, ***, wtn) be positive on (0, co) with n(“-l) 
absolutely continuous. Suppose that u(“-l) is also absolutely continuous, and 
that 
u(0 +t) = u’(0 +> = ‘** = d-(0 +) = 0. 
Then it follows that 
(9) 
i 
m [u(“)]~ dx > n, c4u2 dx -- 
0 
--pi-X’ * 0 v xn+1 
and the constant n! on the right is sharp for each value of n. This is obtained 
by taking w = x-” in Remark 3 and iterating the resulting formula. The fact 
that the constant is sharp follows by considering 
u = (x - I)“, v = xn 
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where m is a constant slightly smaller than n, and II = 0 for 0 < x < 1. 
The inequality is strict when v = x” and, more generally, when 
s 
)(yx) fgf = co. 
As a ninth example let II and v satisfy the above-described conditions on 
(- co, co) instead of (0, co), and let the relation corresponding to (9) hold 
at - co. Then if s > 0 we have 
i 
* [U(n)lze+z ax> p 
s 
m UZe-8”dx 
-cc VW) -co v 
and the constant s” is sharp for every value of n and s. This follows by taking 
w = e-s= in Remark 3 and iterating. To see that sn is sharp let 
u = emx - 1 - (d (mx)’ (mx) ----..._- 
l! 2! n! ’ 
z, = emz 
where m is a constant slightly smaller than S, and u = 0 for x < 0. 
As a final example let n < 2 be constant and define 
I = (3 - 2n) 1: (1 + x2)nm2 U2 dx or I = liT?$p 24”(x) 
according as n < # or n = $, respectively. Also define 
J = jr (1 + X2)+-2 (+)” ax, 
Then if ~(0 +) = 0 we have 
K = jr (1 + xa)n (u’)2 dx. 
4-F 3 (I + J)” (10) 
and the inequality is strict unless u has the form CX~~( 1 + x2)+ for some 
constant m > a. In that case, equality holds. 
To prove this, the functions 
v = xy1 + x2)--m, h =(I +x2>, 
in Remark 1 give 
K>2mI+2m(l -2m) J (11) 
if we use (3) to get rid of the boundary term at co. The result follows when m 
maximizes the right-hand side. 
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By (10) or by (11) with m = + we get K > I. The special case n = 0 
sharpens a result of Beesack [9], in that we do not need any growth condition 
at co. 
5. EXAMPLES WITH FIXED END-POINTS 
By minor modification, results similar to the foregoing are established under 
the hypothesis that u(a +) = u(b -) = 0. However, instead of using 
inequalities on the whole interval (a, b), it is better to consider suitable 
subintervals (a, 5) and (E, b), treating E as a free end-point. The desired result 
is obtained by addition, without any hypothesis on u at the interior point 6. 
A condition justifying this analysis is that 
n’(x) > 0 near 6 -, w’(x) < 0 near .$ +. 
Other conditions can be given, the objective being to ensure 
If E is fixed, a < 5 < b, we say that a hypothesis holds on (a, b) - (6) 
if it holds on (a, f) and on (8, b). When 5 is not on (a, b) we con- 
sider (a, b) - (5) to be the same as (a, b). 
To give a specific example, let m and n be constant with m < n and let 
Then we assert that 
,: (u’)~ dx > ,: m(l - m’x~~x$’ - n, x” (+)’ dx 
holds for all functions that are absolutely continuous on (0, 1) - (e) and 
satisfy ~(0 +) = ~(1 -) = 0. The inequality is strict if m < $, and if 
m > 4 it has 
u = C1(Xm - x”), O<x<[, 24 = C2(X” - x”), 5<x<1 
as sole case of equality. This follows by applying (6) on (0, 6) and (5, l), 
the role of b being taken by .f both times. The special case m = 1, n = 2 
is due to Hardy and Littlewood [7], [8] except that our analysis gives the 
additional information that no hypothesis on u is needed at x = 4. 
It should be stressed that the number 4 occurring in theorems of this type 
really has an intimate connection with the problem. Although the limits of 
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indetermination of u can be infinite at [, if we allow just a simple discon- 
tinuity at some other point [,, instead of 6, the inequality fails. This failure 
persists for every 5s (u < 5s < b, to # 5). 
As another example, the choice z, = sin x in the fifth illustration of the 
last section yields 
i 
; (u’y 1 cos x In dx > (n + 1) 1, u2 I cos x In dx. 
This holds for all constants ft > - 1 and for all functions u, absolutely 
continuous on (0,7r) - (r/2), satisfying u(0 +) = U(V -) = 0. Equality 
holds if and only if 
u = cl sin x, o<x+ u = c2 sin x, F<X<T. 
As a third example let m be any constant larger than 1, let IZ be an integer, 
and let E denote one of the points 2rr/n, h/n, *a* . Then the inequality 
j-‘, (u’)~ dx > n2 ,r m ys;znx u2 dx 
0 
holds for all functions absolutely continuous on (0,237) - (0 such that 
I 40) I = I 4w I * 
The inequality is strict unless u = c(m + sin ax), in which case there is 
equality. This follows by choosing v = m + sin 12x in Remark 1, since the 
periodicity makes A = B. Other inequalities involving periodic functions 
are obtained similarly. 
As a final example, the choice h = (1 - x2)n, v = (1 - xs)m on (- 1, 1) 
leads to a formula that can be analyzed after the manner of the last example 
in the preceding section. However, instead of doing this we give the results 
for 2m + 2n = 1 or 2, which are particularly simple. The first choice leads 
to the inequality 
f, (1 - X2)n (u’)2 dx > (1 - 24 I’, (1 - x2)n-2 u2 dx (12) 
if u is absolutely continuous on (- 1, 1) - (0) and u( - 1 +) = u( 1 -) = 0. 
For the same class of functions u the second choice gives 
,‘, (1 - x2), (u’y dx > (2 - 24 s’, (1 - x2)‘+’ u2 dx. 
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The special case n = 0 sharpens a result of Nehari [21] in that we do not 
assume that u vanishes to the first order at + 1 and - 1, nor do we have any 
hypothesis at x = 0. The case 71 = 0 has also been considered by Beesack [9]. 
6. TROESCH’S INEQUALITY 
The following result is given in [IO]: 
REMARK 4 (Troesch). On (0, 1) let h be a positive function such that 
h’ is nonincreasing and h’(0 +) < 0. Then the inequality 
4 j; (u’)~ h dx > r2 j’ u2 dx j’ h dx 
0 0 
holds for all absolutely continuous functions u, with u’ E L2 and u(0) = 0. 
If there is a counterexample u then there is one with u’ continuous, since h 
is bounded. Having an example with 1 u’ 1 bounded we can then approximate 
h by a convex polygonal function vanishing at x = 0, and get an example for 
that case. If we define 
h(x, s) = 1 for 0 < x < s, h(x, s) = E for s < x < 1, (13) 
the general convex polygonal curve can be represented as a linear combination 
of functions h(x, ~3 with positive coefficients. By linearity, it suffices to 
establish the result for h(x, S) only-l 
If the function (13) is denoted by h, the desired conclusion is 
(14) 
By Remark 1 this will follow if we can find a positive increasing function v 
such that v’ is absolutely continuous and - (hv’)‘/v > m2. We define 
v(x) = sin mx for 0 < x < S, and v = e y thereafter, where V is chosen so 
that v’ is continuous. If w = I”, the desired inequality is 
w - (1 - x) (w’ + wu”) > my 1 - s), s<x<l (15) 
as well as w > 0 and w(s) = m cot ms. We shall choose 
w(x) = y - g Y2(X - 4, y = m cot m.r. 
1 This simplification of the problem is the result of conversation with Ernst Straus. 
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Since w is decreasing, w > 0 is automatically ensured by (15) at x = 1, and 
it suffices to consider (15) alone. 
It is found that the second derivative of the expression on the left of (15) 
is maximum at x = 1, and is < 0 there if r(l - s) < 2. Since tan ms > ms, 
this holds if, as now assumed, s 2 4. We conclude that (15) holds if it holds 
for x = s and x = 1. The value of y has been chosen so that these two 
conditions are identical, and hence it is sufficient to have 
2 “+‘znt e > 41 - 4, e+ms. 
For the range of interest here the left-hand expression is an increasing 
function of its argument tan 8, and hence it suffices to verify the inequality 
with 8 instead of tan 8. The latter is 
7r - 2m > tPm(l - s). (16) 
Upon setting 
m=$(l -d), s=l-4d+2#, 
we find that 
m.+(l -5d+5d2), l-s<4d 
if, as now assumed, d < 4 . Hence, (16) holds if 
2 > (5vd)2 (1 - d)3. 
This is certainly true for 0 < d < 0.1, and completes the proof for 
0.62 < s < 1. 
Let us suppose, now, that 0 < s < 0.62. By (7) the inequality (14) holds 
if we can find a suitable function p such that h/m2 > - p/p”, or equivalently, 
P” -Pmmamax lp ( E)* (17) 
We shall satisfy this condition with 
p=x2+kS-1 -k, OGk<&, 
where k is constant. 
Since p” is increasing and - p is decreasing, the inequality for 0 < x < s 
will hold at all x if it holds at x = 0. For x > s the common factor 1 - x 
can be cancelled out. Because k < i, it is found that the left-hand member 
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of the resulting inequality has a negative derivative, and hence the most 
unfavorable case occurs at x = 1. Thus, the inequality (17) holds whenever k 
is chosen so that simultaneously 
2 
> m2? 
2 + 6k 
- - k + 1 2 + 3k > m2(1 s). 
The choice k = 0 will do for the interval 
(1 - $)llz < s < $ - 1 z+z 0.63 
and hence we shall suppose that s is less than this lower bound. In that case 
the equation 
1 + k = m2(1 - s) E b(l - $2) 
gives 0 < k < 4, as desired. The second fraction (18) exceeds 1 + k for 
k < 4, so that this second inequality is satisfied. The first inequality (18) 
is equivalent to 
n4(1 + s) (1 - s”) < 128. 
The maximum of the left side occurs at s = &, and the inequality holds in 
that case. This completes the proof. 
In this discussion all of our inequalities were strict except the one that 
involved v = sin mx on (0, s). The latter could have been made strict by 
using v = sinsix, wherefi is slightly larger than m. Thus, the analysis really 
proves that 
f: (u’)~ h(x, s) dx 2 O(s) f ,: u2 dx 1; h(x, s) dx 
where 19(s) is decreasing, continuous, and 0(s) > 1 for 0 < s < 1. 
If the original function h(x) vanishes at x = 1 then it can be approximated 
arbitrarily well by functions h(x, s), all of which have 
s < s, = 1 + [h’(l -)I-“. 
Hence, the result holds for h(x) with 0(s,). In particular, the inequality is 
strict for h of this kind. 
We now show that the inequality is strict whenever h is not constant.2 
* This discussion is also the result of conversation with Ernst Straus. 
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Let x,, be a convenient value between 0 and 1 at which h/(x,) < 0. We con- 
struct 
k(x) = 44, h,(x) = 4%) + 4%) lx - x0) 
on the intervals (0, x0) and (x0 , l), respectively, and then 
h,(x) = h,(x) - hl( 1). 
By monotony h, > 0 and hence the strict inequality holds for h, . Moreover 
the function Jrs = h - h, satisfies the hypothesis of Remark 4, as is easily 
seen, and hence the weak inequality holds for h, . Since h = h, + hs we get: 
lbVARK 5 (Troesch). The inequality of Remark 4 is strict unless h = 0 
or h is constant and u = c sin 4 rrx. 
In conclusion, it can be said that the existence of h’(x) was not used in any 
essential way, and the analysis actually gives the result for all nonincreasing 
concave functions. 
7. INEQUALITIES OF BLOCK TYPE 
The choice h = 1, w = ez in Remark 1 gives 
u”(t) - u2(s) < j-’ [(u’)~ + u”] dx, --al<s<t<co, 
s 
with strict inequality unless u = cex. Similarly, h = xm and w = x gives 
242(t) < t’- 
I 1 [xm(u’)2 + 
mxm-2u2] dx, t >o, 
provided m > 1 and inf u(t) < co at 0 +. 
We shall present more general results of this kind, following the ideas of 
Block [Ill. Let a < t < b and suppose the hypothesis of Remark 1 holds on 
(a, t) and on (t, b). Then by addition 
J(t) u2(t) < 1: [h(u’)2 + (hw’)’ w-‘u2] dx + A - B 
where u is continuous at t and where - J(t) is the jump of the function 
hw’/o at t. To get a simpler statement we let w = ho’ and consider conditions 
under which A and B can be dropped. The function w is said to be regular 
at a if w < 0 at a sequence x = xi -+ a +, or if w is monotone near a + and, 
in addition, sup 1 log w ( = co at a + . A similar definition is used at b, with 
a + replaced by b - and with w < 0 replaced by w > 0. 
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REMARK 6. On (a, b) - (t) let ZJ and w be absolutely continuous with 
v > 0, v’ # 0 and v’w 3 0. Suppose w is regular at a and b. Then if 




J(t) u2(t) < j: (u’)~ ; dx + j; u2 ; dx 
holds for every absolutely continuous function u on (a, b). The inequality is 
strict unless u = ciz’ on (a, t) and u = c2v on (t, b) and, in addition, 
lim v(x) w(x) = lili~- V(X) w(x) = 0. 
.T+ll+ 
We agree to consider the theorem as vacuously fulfilled if t is not on (a, b) 
or if either integral diverges. For proof, observe that the definition w = ha’ 
gives 
w(x) A = liEai+“f u”(x) - 
v(x) 
and hence, A < 0 if w < 0 at some points arbitrarily near to a f. On the 
other hand, if w > 0 at all points near a + , then w’/w is of one sign by the 
hypothesis of regularity, and the condition A > 0 would make the second 
integral of the theorem diverge. Similar analysis applies to B. 
Remark 6 sharpens and generalizes the results of Block [I I]. Here we 
derive two inequalities of a form different from those given in Block’s work. 
The choice 
z, = w = enx (x < 9, v = - w = en” 0 -=c 4 
on (- co, co) gives 
2u2(t) < jm [n+(~‘)~ + nu2] dx 
--m 
for every constant n. If n is chosen so as to minimize the right-hand side we 
get 
1 u(t) 1 < (jIm (u’)~ dx)1’4 (jl”, u2 d$‘: - 00 < t < co. 
This holds for every absolutely continuous function u for which the integrals 
on the right converge, and is strict if u’(x) exists at the value x = t. Indeed, 
the only case of equality is 
u = cenx (x < t), u = Ce27a-ns (t < x). 
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A similar procedure with h = x, v = x*~ gives 
I u(t) I < (j;x(u')' dx)lia (j, f dJc)l'l, 0 < t < co, 
as the reader can verify. This holds for all absolutely continuous functions 
on (0, co). In both cases it should be emphasized that no boundary conditions 
are needed. 
8. INEQUALITIES OF WEYL TYPE 
Let v = e-su, where s is a positive constant and y is absolutely continuous. 
We set w = y’ and assume that hw is absolutely continuous. Since 
v’ = - swv, Remark 1 gives 
j” (hw)’ u2 dx < f j” h(u’)2 dx + s jb h(wu)2 dx - B + A 
a a n 
with 
B = liy,;up (- u2hw), A = liza’+nf (- u2hw). 
This holds for functions u absolutely continuous on (a, b) - (0 where 5 
is a zero of hw, if any. The condition of continuity at such a E can be replaced 
by a requirement that 
lixn$-if 1 U”(X) h(x) w(x) 1 = 0. 
This always holds if 1 u ( is bounded. 
To get rid of the boundary terms we say that w is suitable at a if there is a 
sequence x = xi ---f a + on which w >, 0, or if 
I 
a 
w(x) dx = - co, o! > a. 
Cl 
Similarly w is suitable at b - if w < 0 at a sequence xi ---f b - or if 
i 
b 
w(x) dx = co, ,8<b. 
B 
REMARK 7. Let h > 0, let w and h be integrable, and hw absolutely 
continuous. Suppose w is suitable at a and b. Then the inequality 
j: (hw)’ u2 dx < 2 (s” h(u’)2 dx)1’2( jb hwW dx)“’ 
a a 
holds for all functions u that are absolutely continuous on (a, b). 
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The hypothesis at a zero of hw can be weakened, as already stated. Equality 
is possible only if 
u E cleecu y =jwax, 
and the integrals converge, and the limits associated with A and B for this u 
are zero. The proof of Remark 7 follows by choosing s so as to optimize the 
foregoing inequality. 
As an illustration let 
h = x2n, 
Then it follows that 
w = x’~~-~, - m < n < 1 + m. 
s co m+n 2 il K’ 1 112 ij 00 1 112 
x’~+~-~u~ dx < x~‘@‘)~ dx xzmu2 dx 
0 o 0 
for all absolutely continuous functions u. The inequality is strict if m + 1 = n, 
and otherwise the sole nontrivial case of equality is 
u = e-u y = clxm-n+1 + c2 . 
The special case rz = 0, m = 1 is due to Weyl[7], [12], though our generaliza- 
tion seems to require a different proof. 
9. INEQUALITIES OF OPIAL TYPE 
In this section we consider inequalities of the form 
[bh(u’)2dx> jbFiU/ Iu’jdx 
“0 n 
(19) 
where h > 0, F 3 0, and u is absolutely continuous. The boundary condi- 
tions of greatest interest are u(a +) = u(b -) = 0 but for the reduction to 
the previous results it is better to consider the free end-point case, 
u(a +) = 0. The two-point case is then obtained by addition as in Section 5. 
If there is a counterexample for (19) with u(a +) = 0, the choice 
u2 = 
s 
’ 1 ul’ I dx, u1= IUI 
a 
gives uZ’ = 1 ur’ 1 = 1 u’ / almost everywhere, since / u 1 = d$ is absolutely 
continuous. Also, 
uz(x) 3 j= ul’ dx = 1 u(x) j 
n 
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These remarks show that it suffices to verify (19) with 1 u 1 1 u’ / on the right 
replaced by uu’. That is the advantage of considering the one-point case. 
Inequalities of the type (19) without the absolute value follow when 
Remark 1 is applied to the function ti =yu, instead of U, the function y 
being chosen so that the terms involving u“- can be dropped. If we set w = hv 
to get a simpler statement, the result is: 
REMARK 8. Let u, v, w, y be absolutely continuous, with 
;y2 + ; (Jq2 < 0, WV’ > 0, v1 # 0, v>o 
Then 
I”, ; [ya(u’)2 + + (y2)’ (z?)‘] dx 3 B - A 
where 
B = liT+Ep u2y2wv-i, A = lizj;f uzyy2wv-1 
Conditions for equality can be read off from the proof. In particular, when 
w # 0 it is necessary to have yu = cv, where c is constant. 
As an illustration, let n be a positive constant and choose 
y = ecx, z, =x+Q-” w = (n - x)” e”, a = 0, b = n. 
Then if ~(0 +) = 0, we conclude that 
I 
1 (n - x)9+’ x1-n / u’ / (I u’ ) - 2 1 u I) dx 3 0. (20) 
Equality holds only for u = CF. By applying this result on (0, n) and (n, 2n) 
and adding we get a corresponding statement when ~(0 +) = u(2n -) = 0. 
The special case 71 = 1 gives 
1: (u’)~ dx > 2 1: 1 u 1 1 u’ 1 dx 
if u is absolutely continuous on (0,2)-(O) and ~(0 +) = ~(2 -) = 0. This 
is known as Opial’s inequality [13], though it was first proved fully by Olech 
[14]. See also Levinson [17] and Beesack [15]. The latter’s work is much 
more general, and overlaps with results given here. 
The following version of Remark 8 is obtained by applying Remarks 1 and 
2 to the function J = e% instead of II. 
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REMARK 9. Let v and h satisfy the hypotheses of Remarks 1 and 2, and 
let w be absolutely continuous. Suppose w(a +) < CO, v’ > 0 near 6 -, 
and 
(w’)2 hv + (hv’)’ < 0, WI < 0. 
Then u(a +) = 0 implies 
jb he2w(u’)2 dx 2 2 j” he2w 1 W’UU’ 1 dx. 
,I n 
,Opial’s inequality follows by choosing w = - 3212 and he2w = 1. 
In conclusion we mention that the identity used in the proof of Remark 1 
can be put into a form that yields inequalities of Opial type directly. Let F 
be an absolutely continuous function such that 
Then 
(hv’)’ < F’v. 
- u2(hv’)’ v-l > - GF’ = F(G)’ - (Fu2)‘. 
Hence when h > 0 the identity used for Remark 1 gives 
jb hi dx 3 j” F(u2)’ dx + u2(v-lhv’ -F) 1’ . 
a a a 
Under suitable conditions the boundary term can be dropped when 
II(~ +) = 0, and the term (u2)’ can be replaced by 2 / u / 1 u’ j , as we have 
seen. 
For example, let v = xnz and F = x” where m and n are nonnegative 
constants. Then ~(0 +) = 0 implies 
s : (nxnfl + mxl-“) (u’)~ dx > 2 j1 xn 1 u ( 1 u’ ) dx 0 
and the inequality is strict unless u = cxnh. The special case m = 1, n = 0 
gives Opial’s inequality again. 
10. CHARACTERISTIC VALUES 
We consider the problem 
j" h(u')2 dx>, jb (YA -f) 
a a 
u2 dx + l@imf vu2h - lizmO;up u2h, 
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where A, p and Y are constant and h > 0, r > 0. For convenience the class 
of functions (u} is restricted so that u is absolutely continuous on (a, b), and 
s b ru2 dx < co, s bfu2dx > - co, sup U% < co, sup u2h < co. a a .%-Cl+ x-b- 
Such u’s are termed admissible. 
We let (1, = (1&, V) denote the largest (1 such that the stated inequality 
holds for all admissible u. Although at first (1, is understood as a sup, actually 
the bound is attained if 1 (1, / < co. The condition LI, > - co is ensured 
for broad classes of functions f and h by the results of the foregoing pages. 
To make (1, < co and later (1, < co it is assumed that f and h are integrable 
on some subinterval (a, 8) of (a, b) on which 
j 
B 
r(x) dx > 0. 
o! 
Together with the above problem we consider the problem of finding a 
positive function, v, such that v and hv’ are absolutely continuous and 
where h is constant. In the singular case being considered here this problem 
may not have a solution for any h. However, if it does, we let h, denote the 
largest h for which the solution is possible. Here X, = hi(p, v) is interpreted 
as a sup, and need not be attained. 
It follows from Remark 1 that if the set {h} is not empty, then neither is 
j/l}, and any h can be used for /l, and hence 
This observation will now be generalized. Our analysis has some affinities 
with that in [6] and [16]. H owever, since we deal with differential inequalities 
rather than equations, the usual estimates for u/v based on the Wronskian 
are not available here, nor do we have an orthogonal set of eigenfunctions. 
We consider that u vanishes at x0 if 
lim inf u”(x) h(x) 1 x - x0 1-l = 0 
for x --+ x0 - and also for x + x0 +. We consider that v has a zero of jinite 
multiplicity at x0 if 
limsuplx-x0( - 
I I 
v’(x) < o. 
44 
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for x -+ x0 - and x + x0 + . The purpose of these definitions is to ensure 
that 
Ghv’ 




at a common zero of u and v. Other conditions can be given, and in particular, 
one can allow zeros of infinite multiplicity for v if u’(xo) exists. 
Let xi , x2 , *.*, x,-i be n - 1 points on (a, b) and let 
be the largest A such that the first of the above inqualities holds for all 
functions u vanishing in our sense at xi , xa , ..., x,+.r . We set 
where the sup is over all choices of xk . Clearly A, is finite if A, is. 
Next, let h(x, , xs , ..., x,+i) be a h for a function v that has zeros of finite 
multiplicity at the xk and is otherwise nonzero. We let 
over all xk . By applying the condition A, 3 A1 to each interval (xk , xk+i) 
with x0 = a and x,, = b we obtain: 
REMARK 10. Under the foregoing conditions, A,&, V) 2 A&, v). 
This result yields lower bounds for A, which are often sharp. Indeed, let v 
be any function such that v and her’ are absolutely continuous, such that v 
has just n - 1 distinct zeros of finite multiplicity on (a, b), and such that the 
following boundary conditions hold: 
Then we conclude that 
(21) 
where the inf is over the values of x on (a, b) where rv # 0, and where it is 
required that f > (hv’)‘/v at points where r = 0. In the classical Sturm- 
Liouville case A,(,, V) = A&, V) and h ence the lower bound is sharp. Null 
boundary conditions are allowed by letting a or b or both have a role similar 
to that of the xk , instead of introducing p and Y. This case is simpler than that 
of the foregoing discussion. 
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As an illustration, let h = 1, a = 0, and for every small 4 > 0 suppose f 
is bounded below and r is bounded above on (a + E, b). (The bound can 
depend on l .) Then if (1, denotes the characteristic value in our sense for the 
boundary conditions u(a) = u(b) = 0, the hypothesis 
li,mi+nf (- f@) I 1 [ 1 
w 4x%(x) 4x%(x) (log X)” i = co 
(22) 
implies 
lim rl, = co. n-Ku 
To establish this let w be defined by 
v2 = - 2x log x or v = cl sin nx + c2 cos nx 
for 0 < x < E and for E < x < b, respectively, where the constants ci are 
determined so that z)‘(x) is continuous at x = E. We choose E first and then n, 
and use (21) together with Remark 2. 
The special case r = 1 is closely related to a criterion for discreteness of 
the spectrum given by Berkowitz [16], and yields that criterion when used 
with Berkowitz’s other results. As pointed out in [16], this criterion sharpens 
a result of Sears [18], which in turn sharpens a result of Friedrichs [19]. 
If the expression “= co” in (22) is replaced by “ > - co”, the conclusion 
is that fl, > - co. 
It may be mentioned that lower bounds of the type (21) can also be obtained 
for problems that are not formally self adjoint. These results are presented 
elsewhere [20] because they depend on methods different from those used 
here. 
11. NORM-REDUCING WEIGHTS 
The foregoing discussion of characteristic values gives insight into the set 
of functions f for which an inequality of the type 
j” hi dx > j” fu” dx 
a a 
(23) 
can be expected to hold. We give an informal discussion for the class of 
functions II such that u(a +) =O, u is absolutely continuous, and the integral 
on the left of (23) converges. It is assumed that h > 0 and that 
I *fu2dx >0 a 
for some function of this class. 
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Iff is a function for which (23) holds, the set of values h such that 
j” hi dx >, h jb fu” dx 
a a 
contains a maximum element h, , 1 < h, < co. By a change of scale (giving 
a new a and b) we can make h, = 1. Under mild conditions the maximizing 
function u = v exists and is positive, and Euler’s equation shows that f 
admits the representation 
f = (hvv’)’ 
on the new interval. The main consideration justifying this analysis is 
existence of the fundamental characteristic function u = v > 0. When the 
analysis applies, we see that Remark 1 gives, in essence, a description of all f 
for which (23) holds. 
The function h is said to be norm reducing if f = h is a permissible choice 
for f in (23). Within the framework of the foregoing remarks, norm-reducing 
functions are described by 
h’v’ + (v” + v) h = 0 
where v is a positive function with v’ absolutely continuous. If v’ > 0 we get 
the representation 
h = 2 e-g where g= s ;dx, 
c = const. 
The criterion of Remark 2 is 
l@ai+“f v-l e--8 I5 egv’ dx < 00. 
a 
In these circumstances Remarks 1 and 2 show that h is, in fact, norm 
reducing. 
As an illustration, the choice v = xn with n > 0 gives 
j 
; (u’)2 X1--n &/2n dx >, j, U2X1--n e-x2/2n dx 
whenever ~(0 +) = 0. The inequality is strict unless u = cxn, in which case 
equality holds. 
As another illustration, the choice v = en5 with n > 0 gives 
j, (u’)2 e-mx dx > j* u2 e-mx dx 
--a; 
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where m = n + n-1 is any constant > 2. The inequality holds for all abso- 
lutely continuous functions satisfying inf U(X) < 0 at - co. By considering 
u = xn with n large we find that the condition m > 2 is essential. On the 
other hand if m > 2 a factor (m/2)” can be introduced on the right-hand side, 
as is seen by making a change of scale, noting that the inequality holds for 
m = 2 by continuity. For m = 2 the inequality is both strict and sharp. 
As a third example the choice ~1 = sin x gives 
i 
nl2 
o (U’)2 cos x (sin x)lj2 dx > jl’” u2 cos x (sin x)1/2 dx 
if ~(0 +) = 0. Equality holds only for u = c sin x. 
The choice w = tan2 x gives 
7714 
o [(u’)2 - 24 co9 x eW)Co@= dx > e1/4 u2 ia) 
if ~(0 +) = 0. This is typical of a class of norm-reducing functions for which 
the basic inequality can be sharpened by addition of a positive term on the 
right. Equality holds for u = c tan2 x only. 
We say thatf and h form a reciprocal pair if (23) holds as it stands and also 
with f and h interchanged. The analysis of such pairs leads to a system of 
coupled differential equations, and is decidedly more difficult than that in 
the special case f = h considered above. As a typical example of the results 
obtained, the condition ~(0 +) = 0 gives 
s 
1 (u’)~ sinh y dx > j’ u2 cash y dx 
0 
and clearly, the same holds if the cash and sinh are interchanged. However, 
the latter inequality can be improved to 
1 (u’)~ cash y dx >, j’ u2 sinh y dx + ~~(1) 
0 
as the reader will verify. We have not been able to construct an example of a 
reciprocal pair in which both inequalities are sharp and neither is trivially 
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