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The healthcare system is always defined as a complex system. At its core, it is a system 
composed of people and processes and requires performance of different tasks and duties. This 
complexity means that the healthcare system has many stakeholders with different interests, 
resulting in the emergence of many problems such as increasing healthcare costs, limited 
resources and low utilization, limited facilities and workforce, and poor quality of services. 
  
The use of simulation techniques to aid in solving healthcare problems is not new, but it has 
increased in recent years. This application faces many challenges, including a lack of real data, 
complicated healthcare decision making processes, low stakeholder involvement, and the 
working environment in the healthcare field. 
  
The objective of this research is to study the utilization of case-based reasoning in simulation 
modeling in the healthcare sector. This utilization would increase the involvement of 
stakeholders in the analysis process of the simulation modeling. This involvement would help in 
reducing the time needed to build the simulation model and facilitate the implementation of 
results and recommendations. The use of case-based reasoning will minimize the required efforts 
by automating the process of finding solutions. This automation uses the knowledge in the 
previously solved problems to develop new solutions. Thus, people could utilize the simulation 




In this study, a number of simulation cases from the healthcare field have been collected to 
develop the case-base. After that, an indexing system was created to store these cases in the case-
base. This system defined a set of attributes for each simulation case. After that, two retrieval 
approaches were used as retrieval engines. These approaches are K nearest neighbors and 
induction tree. The validation procedure started by selecting a case study from the healthcare 
literature and implementing the proposed method in this study. Finally, healthcare experts were 
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Simulation is an operations research approach that uses mathematical modeling. In simulation, 
computers are used to perform experiments on hypothetical models that have been created to 
represent the real contexts. It can be defined as “the recreation of an actual event that has 
previously occurred or could potentially occur”. Nowadays, simulation is used in several areas to 
help in educating, training, evaluating, and creating new things (Hunt, Shilkofski, Stavroudis, & 
Nelson, 2007) (Mielczarek & Uziałko-Mydlikowska, 2010). 
 
There are many benefits that can be gained from using a tool like simulation. One of these 
benefits is assessing the performance of humans, whether in teams or individually. Researchers 
can utilize this benefit by designing the simulation experiment so that it can evaluate the 
performance of individuals under different scenarios. Another benefit to using simulation is 
simulations can help to evaluate system performance during the design phase. In this phase, the 
system can be tested under different scenarios and all the needed changes could be added without 
losing resources. The system safety and functionality can be measured and enhanced using 





The spending on healthcare services has increased tremendously in the last few decades. There 
are several reasons for this increase, including an increasing population and the cost of new 
advancements and technologies that have been developed in the medical field. This increase is 
clear from the numbers taken from World Health Organization (WHO), where the U.S. spending 
increased from 8.2% ($485 billion) of the GDP in 2000 to 10.4% ($947 billion) in 2010. In 
Europe, the average increase in spending on healthcare is higher than 4% of the GDP; for 
example, in France healthcare spending increased from 196.3 billion Euros in 2005 to 234.1 
billion Euros in 2010.  The increase in population has led to more healthcare being needed and 
larger healthcare facilities. This growth is not fixed and cannot be predicted precisely, which 
adds to the complexity of the process of decision-making in healthcare. The demonstrated 
success of computer modeling in other areas led decision-makers in healthcare to adopt it in 
trying to solve healthcare issues. The use of computer models is not limited to decision-making, 
but can be found in many other areas related to healthcare like teaching and training (Mustafee, 
Katsaliaki, & Taylor, 2010) (L Aboueljinane, Sahin, & Jemai, 2013). 
 
Huge increases in competition between facilities in the same sector mean that it is important for a 
facility to achieve optimum efficiency, effectiveness, and quality to stay in business. This is also 
the case in healthcare, where all facilities should deliver the best service at an affordable cost to 
gain success. This reason, along with several others, convinced healthcare managers to make use 
of operation research (OR) tools, especially simulation. The literature reveals that four 
simulation techniques are most commonly used to solve problems in healthcare. These 
techniques are discrete-event simulation (DES), system dynamics (SD), agent-based simulation 
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(ABS), and Monte Carlo simulation (MCS) (Mustafee et al., 2010) (Swisher, Jacobson, Jun, & 
Balci, 2001). 
 
New advancements and developments in technology in the industrial field have also pointed 
decision makers towards using artificial intelligence methods in solving problems. Nonetheless, 
some such processes, such as model-based reasoning and rule-based reasoning, do not work well 
in domains like engineering due to their complex nature. Case-based reasoning (CBR), however, 
could be used with such domains since it uses old cases to solve new problems and does not 
require a lot of background knowledge on the part of the users (Guo, Peng, & Hu, 2013).CBR 
can be defined as “adapting old solutions to meet new demands, using old cases to explain new 
situations, or reasoning from precedents to interpret a new situation.” CBR should be used within 
a learning system since it uses experience that has been gained. The process of CBR has five 
main steps: 
1. Assigning indexes:  to differentiate between cases and save them in the case-base. 
2. Case retrieval: to retrieve similar cases from the case-base. 
3. Case adaptation: to find a solution for the new problem from old similar cases. 
4. Case testing: to test the new solution and see the result(s). 
5. Case storage: to save the solution in the case-base to be used to solve future problems 





1.2 Problem Statement 
 
 
The healthcare system in most countries is facing many problems. The main cause of these 
problems is increases in healthcare costs (Li & Benton, 1996). These costs constitute a large 
percentage of countries’ GDP and so is affecting economies worldwide. This increase stems 
from several sources (L Aboueljinane et al., 2013). The main source is the increase in 
population, which has led to an increase in the need for healthcare services. Another source is the 
aging of population, meaning more primary and secondary care is now needed (Thorwarth & 
Arisha, 2009). The development of new technologies and the huge advancements in the medical 
field also add to total healthcare costs (L Aboueljinane et al., 2013). Other problems that affect 
the healthcare system  are related to  limited resources, which prevent the proper delivery of 
healthcare services (Faezipour & Ferreira, 2013). Resources that are limited include 1) healthcare 
facilities like hospitals, clinics, and care houses and 2) healthcare providers like physicians, 
nurses, and others (Tien & Goldschmidt-Clermont, 2010). All of these problems affect the 
efficiency and effectiveness of healthcare processes and the quality of the services provided. To 
find solutions for these problems, researchers and healthcare managers have started to apply 
engineering tools. Simulation is one such tool that has been used to solve problems in many 
areas of the healthcare sector (Mielczarek & Uziałko-Mydlikowska, 2010). For example, it has 
been used to improve the performance of the healthcare system by studying different scenarios 
and alternatives to solve problems with patient flow, resources optimization, wait times, among 
others. However, simulation has not been as fully utilized in the healthcare sector as in others 
sectors such as manufacturing, military, and aerospace (Jahangirian et al., 2012). Issues with 
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simulation application arose such as little or no stakeholder involvement, simulation solutions 
and recommendations not being implemented and/or not being used in the process of decision 
making, no availability of real data or guidelines for models building, and the complex nature of 
the healthcare environment.  These issues have reduced the effectiveness of simulation 
application in the healthcare field as compared to other fields (Roberts, 2011).   
 
1.3 Research Objectives 
 
The objective of this research is to study the utilization of case-based reasoning in simulation 
modeling in the healthcare sector. This utilization would increase the involvement of 
stakeholders in the analysis process of the simulation modeling. This involvement would help in 
reducing the time needed to build the simulation model and facilitate the implementation of 
results and recommendations. The use of case-based reasoning will minimize the required efforts 
by automating the process of finding solutions. This automation uses the knowledge in the 
previously solved problems to develop new solutions. Thus, people could utilize the simulation 
modeling with little knowledge about simulation and the working environment in the healthcare 
field. The objectives of this research are: 
 
 To study the utilization of case-based reasoning in simulation modeling in the healthcare 
sector. 
 To allow for more stakeholder involvements in the simulation process. 
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 To simplify the process of choosing the best simulation technique to solve the given 
problem. 
 To minimize the time needed to build the simulation model.  
  
1.4 Research Questions 
 
The development of this study for simulation modeling in healthcare would allow this research to 
answer the following research questions: 
 
 What is a suitable simulation technique to use in solving any given problem in the 
healthcare area? 
 What is the effect of using case-based reasoning on simulation modeling in healthcare? 
 
1.5 Research Contributions 
 
The development of this study will help in improving the utilization of simulation in the 
healthcare sector by simplifying the modeling process. This utilization will assist people with 
very little knowledge about simulation to use this powerful tool in solving healthcare problems. 
This will reduce the need to have more simulation experts in the process of building the 
simulation model. The enhancement of stakeholders’ involvement would increase the knowledge 
about the simulation advantages among healthcare executives and managers and this will help in 
improving the utilization of simulation in more applications. Moreover, it will facilitate the use 
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of the simulation in the decision making process in various healthcare areas. It will also show the 
efficiency and effectiveness of the simulation process to decision makers and this would help in 
implementing the simulation solutions and recommendations. The use of case-based reasoning 
will allow the utilization of previous simulation models and facilitate the reuse of these models 
with few modifications. Furthermore, the use of case-based reasoning in simulation modeling 
will minimize the time required to build the simulation model, which allows more time for 
analysis and experimentation, especially in projects with tight time frames, resulting in the 
finding of an optimum solution. Ultimately, this study will help improve the efficiency of the 
healthcare delivery process, leading to better quality services with better resource utilization at 
less total cost. 
 
1.6 Dissertation Outline 
 
The rest of this dissertation will be organized as follows: chapter 2 contains a literature review; 
chapter 3 contains a description of the research methodology; chapter 4 includes CBR 
methodology development, Chapter 5 includes implementation and results, and chapter 6 











In this chapter, simulation is defined as one of the systems engineering tools that have been used 
to solve problems and improve performances in industrial and service fields. Healthcare 
problems and issues found in the literature are presented in detail. The systems engineering tools 
and methods that have been used in healthcare problems are summarized to provide background 
on their use in the healthcare arena. Simulation modeling and techniques are defined and their 
applications in the healthcare sector are also presented to provide some background. Finally, a 
complete overview of case-based reasoning (CBR) models and applications in the literature is 
offered. 
 
2.2 Systems Engineering 
 
Systems engineering is usually used to design and control system operations in order to meet 
performance targets. One of the most important concepts in systems engineering is systems 
modeling. It can be defined as “the activity of identifying the most relevant system 
characteristics and representing them in a mathematical model”. The resulting mathematical 
model is analyzed to understand the actual system in order to enhance its performance and 
behavior (Kopach-Konrad et al., 2007). 
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2.2.1 Systems Engineering Tools and Techniques 
 
There are several methods, tools and techniques used in systems engineering. Some of them are: 
 Engineering economy and financial engineering models: used for cost-effectiveness 
analysis and investment optimization. 
 Project management models: used to control timing and tasks in projects. 
 Stochastic process models: used to optimize system performance under uncertainty. 
 Statistical modeling: used to find correlations, patterns, distributions in data. 
 Operation research (OR) models: used for optimizing resource allocation and effective 
resource distributions. 
 Human factor models: used for optimizing performance of people in complicated 
systems. 
 Simulation models: used for studying real systems in order to improve system behavior 
and performance. 
 Process flow models: used to organize, synchronize, and coordinate work tasks (Kopach-
Konrad et al., 2007).  
 
Operation research (OR) was developed in 1930s in the UK, where it was used as a decision 
making tool in several sectors, including industry and the military. In recent years, it has become 
a useful tool in the healthcare sector to do analysis and inform decisions. Some OR tools used to 
solve problems in the healthcare sector can be found in Table 1. These OR tools are used in 
many healthcare areas such as planning, modeling, scheduling, evaluation, design, and financial 
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analysis. This application has led to many improved results, enhancing quality of service while at 
the same time reducing costs (Mustafee, Katsaliaki, Gunasekaran, Williams, Fakhimi, et al., 
2013). 
 
Table 1: Some OR techniques that are used in Healthcare applications (Mustafee, Katsaliaki, Gunasekaran, 
Williams, Fakhimi, et al., 2013). 












Multiple OR Techniques 
 
2.2.2 Systems Engineering in Healthcare 
 
One of the main and most complicated problems that faces U.S. policy makers is to provide 
healthcare services with the best quality and at reasonable costs. According to the literature, the 
quality of healthcare services in the US has major problems that affect the healthcare system. 
Also, according to new statistics, healthcare costs are increasing every year. Moreover. The U.S. 
healthcare system is classified as a complicated and adaptive system, which makes solving these 
problems difficult. This kind of system is not like a regular industrial or service system in terms 
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of performance and outcomes, which are found from a group of factors and connections between 
them. This situation has directed organizations towards the application of systems engineering 
methods and techniques to improve this healthcare system. The target of this use is to provide 
solutions that will help enhance the services and outcomes of this system (Basole, Bodner, & 
Rouse, 2013).  
Systems engineering could be used with complicated systems that consist of people, materials, 
resources, and information. It helps in the synchronization, integration, and coordination of such 
complex systems by using modeling and analysis methods.  These methods, which have been 
used in many other sectors like logistics, manufacturing, transportation, and distribution, are used 
to solve issues and problems in many areas, including scheduling, planning, operation 
management, process flow analysis, facility design, economic analysis, and resource utilization, 
most of which can be found in the healthcare sector. Thus, the use of systems engineering in 
healthcare would enhance and improve and the healthcare delivery system (Kopach-Konrad et 
al., 2007). 
 
To apply systems engineering in the healthcare sector to improve the delivery system, the 
following process needs to be conducted: 
 
1. Define system scope and purpose: identify functions, resources, and performance 
measures. 
2. Define and collect required data. 
3. Design system models which are then validated and verified. 
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4. Use the designed models to study the real system. 
5. Analyze these models to set performance target and levels. 
6. Create implementation plans and then evaluate the performance of the system (Kopach-




Several scholars in the literature consider the healthcare system to be a complex system of 
systems. Systems of systems are defined as “large-scale integrated systems, which are 
heterogeneous and independently operable on their own, but are networked together for a 
common goal”. Complex systems “have many autonomous components, are self-organizing, 
display emergent macro-level behavior based on the actions and interactions of the individual 
agents, and adapt to their environment as they evolve” (Faezipour & Ferreira, 2013). 
 
Another way of viewing the healthcare system is “an integration or combination of three 
essential components – people, processes and products”. The people in the system can be 
categorized into two main classes: 1) those receiving services, such as patients, consumers, and 
organizations; and 2) those providing services, such as physicians, nurses, staff, providers, and 
organizations. Processes involved in this system can be either procedural, like evolving, 
standardized, network-oriented, and decision-focused processes or algorithmic, like decision-
making, data mining, and systems engineering processes.  Products can be divided into physical 
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products such as facilities, sensors, machines, tools or virtual products such as simulation, e-
commerce, e-collaboration (Tien & Goldschmidt-Clermont, 2010).  
 
This healthcare system has many stakeholders, which adds complexity to the system. The main 
stakeholders in this system are physicians, nurses, patients, healthcare facilities, and 
governmental agencies. Moreover, the healthcare system needs to be sustainable because 
resources are limited and the demand is increasing (Faezipour & Ferreira, 2013).  
 
Primary and secondary care are considered the main services that any healthcare facility should 
provide. Costs of these services increase from time to time and this puts a pressure on all 
healthcare providers to improve their quality and efficiency while maintaining the same cost 
level or trying to reduce it. Hospitals are the most important among healthcare organizations. 
Emergency departments (ED), the most crowded department in most hospitals, experiences the 
heaviest load in the system. From all issues that can be found in any hospital, extended wait 
times is considered one of the problems that all departments suffer from. Thus, solving flow and 
wait problems will help in improving the quality of healthcare and at the same time reduce costs. 
(Al-Refaie, Fouad, Li, & Shurrab, 2014). 
 
The emergency department is the only department in the hospital that is open 24/7 to give care to 
all kinds of patients. The US Emergency Medical Treatment and Active Labor Act (EMTALA) 
compels all EDs to perform services without any financial considerations. For this reason, the 
ED is considered one of the most important areas of healthcare (Paul, Reddy, & DeFlitch, 2010). 
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Emergency departments are considered to be the main source for patients to be admitted to 
hospitals. They face a very high demand and this demand has a huge uncertainty.  Moreover, 
patients admitted through the ED have a variety of illnesses and require several resources to 
receive necessary care and treatment (Thorwarth & Arisha, 2009). 
 
EDs are different from one place to another, but all have some common processes such as 
admission, triage, and discharge. These ED processes are complicated and have a lot of 
uncertainty, which might result in several problems such as low utilization of resources, long 
waiting times at different stations, and the lack of enough personnel in the ED (Gul & Guneri, 
2015).    
 
Overcrowding is one of the major problems that EDs face in the US. This problem is caused by 
an increase in the number of visits to the ED and a decrease in available resources. Specifically, 
statistics show that while visits increased by 23.6 million in the period from 1993 and 2003, at 
the same time, 198,000 hospitals and 425 EDs were closed. This has resulted in a huge increase 
in the demand for limited resources. Overcrowding is shown in the ED as overcapacity in 
number of patients, very long waiting times that lead some patients to leave without treatment, 
ambulance diversions, and treating patients in the hallways. These issues  often result in high 
stress levels among physicians, nurses, and other staff, medical errors, low productivity, and 
patient dissatisfaction (Paul et al., 2010). 
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The management process in any healthcare facility is considered to be a difficult and 
complicated process for several reasons. However, the main reason is that a balance must be 
maintained between two opposing targets: effective medical treatment and total medical cost 
savings. Ultimately, the essential target of any healthcare facility is to give efficient, quality 
medical treatment without exceeding planned costs (Mielczarek & Uziałko-Mydlikowska, 2010). 
 
One of the main problems in healthcare management is the effective allocation and utilization of 
scarce resources. Another important problem is the poor health conditions that serve as a huge 
barrier in the way of economic improvements in many countries. The healthcare systems are 
considered as complicated structures that rely on a group of different economical and 
organizational factors and their connections. Thus, healthcare managers are forced to use 
complicated decision support methods due to this complex nature of the healthcare systems. 
However, some of these factors are uncertain and this will affect the efficiency of the system and 
this will add negative impacts on the quality of the healthcare delivered (Aktaş, Ülengin, & 
Şahin, 2007) (Eldabi, Paul, & Taylor, 1999). 
 
Healthcare costs almost doubled in the 1970s and doubled again in the 1980s. This increase led 
to the creation of new laws and systems to control healthcare costs. These new changes forced all 
healthcare executives towards focusing on ways to reduce healthcare costs while improving the 
quality healthcare delivery (Li & Benton, 1996).   
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The national health policy was developed in the beginning of the 1970s with the purpose of 
making healthcare available for all people in the USA. During the same period, several 
healthcare programs like Medicaid and Medicare were established with the sponsorship of the 
federal government to serve the same goal (Li & Benton, 1996). 
According to the World Health Organization (WHO), there are several factors that have caused 
the increase in healthcare costs. The two main causes are an aging population and a growing 
population. These add about one percent to the portion of the healthcare costs in the GDP in 
developed countries every five years (Thorwarth & Arisha, 2009). 
 
This increase in healthcare costs has led researchers and healthcare experts to apply new methods 
and techniques to control and minimize costs in the healthcare sector. Among these new 
methods, they have chosen the area of operations research to find new ideas and solutions that 
can be applied in healthcare facilities. Researchers tried several operation research tools and 
decided to focus on simulation, mainly because it has been successfully used in many other 
sectors such as Military, Manufacturing, and logistics to good effect. The application of 
simulation in healthcare facilities allows healthcare professionals to create models that show the 
state of the facility at any time in any situation. Moreover, these models can display the flow of 
entities inside the facility, allowing the opportunity to observe and study the main performance 
measures such as waiting times, queue size, and utilization. This allows managers to try different 
scenarios and compare results or answer what-if questions. The flexibility of these scenarios can 
take into account all the variability and uncertainty that healthcare managers must consider, and 
this can help them in making decisions and finding new solutions (Thorwarth & Arisha, 2009). 
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2.3.1 Healthcare and Operations Research 
 
Researchers and healthcare managers started using operations research tools and methods to 
solve healthcare problems in the 1950s. They used these tools to examine different connections 
between parts of the system to enable them to make better managerial, financial, medical, and 
technical decisions. They created models to express the then-current systems and used operations 
research tools to develop a systematic problem-solving approach. This approach allowed them to 
analyze all the new solutions and strategies on the model without changing the existing system or 
losing any resources. After that, they can take decisions and make the required changes and 
implement the new solutions and procedures (Mielczarek & Uziałko-Mydlikowska, 2010). 
Most of the recent studies in healthcare have a group of targets and objectives that are required to 
be met. Some of these objectives are improving the quality of services, reducing the total costs, 
enhancing the utilization of resources, minimizing the waiting times, and increasing processes 
efficiency. However, healthcare costs are increasing because of several factors and this adds 
more constraints in solving any healthcare problem. The use of operations research (OR) tools 
will help in reaching these healthcare targets in an effective way (Bhattacharjee & Ray, 2014). 
 
In healthcare systems many decisions have to be made. These decisions could be operational, 
strategic, or tactical. Some of them are made daily, weekly, monthly, semi-annually, or annually. 
There are many tools that could be used to support the process of decision-making. One of these 
tools is modeling, which includes several techniques, such as simulation modeling, Markov 
modeling, decision trees, and others. Markov modeling and decision trees can be used with 
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aggregate solutions only while simulation modeling can be used with aggregate and individual 
entities (Chahal & Eldabi, 2011). 
 
The area of healthcare is growing quickly due to the increasing demand for services. This growth 
requires larger and more complicated healthcare systems, which results in greater healthcare 
costs. These demands for services cannot be determined precisely and this adds uncertainty to 
the picture. All of this, directed healthcare managers towards using computer modeling to be able 
to solve this problem. This modeling technique will allow them to predict the effect of any 
suggested change and evaluate any new strategy or policy before implementation. This modeling 
is not only used managers of healthcare, but it can be used to solve many other problems such as 
food poisoning and air pollution. One of the best modeling techniques is computer simulation. In 
simulation, stakeholders can model any real system and apply any changes to it. This will help 
them in improving the current systems, increasing their efficiencies, and enhancing the quality of 
delivery (Katsaliaki & Mustafee, 2011). 
 
The spending on healthcare is taking a large percentage of the GDP of most countries. This 
percentage is increasing almost every year and those countries are trying to control this by 
pushing healthcare organizations towards applying new strategies that will help them increasing 
the efficiency of processes while reducing costs. This spending has a median of 8.8% in the 
Organization for Economic Co-operation and development and it reaches up to 15% in the USA. 
This required change is not an easy job because of the complications and uncertainty that can be 
found in most processes. This will work as a barrier that prevents achieving better results. Thus, 
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these healthcare facilities need to find tools that will help them in getting these required results. 
Simulation can be one of these tools due to its great benefits. It gives several solutions that can 
improve those healthcare systems. It is considered the second most commonly used OR tool after 
statistical analysis (van Lent, VanBerkel, & van Harten, 2012).    
 
The population of most countries is increasing and this causes more demand for healthcare 
services. This demand is faced with limitations in infrastructures and fixed budgets for healthcare 
costs. Thus, people in charge have to come up with new tools and methods to help them in 
creating new plans and strategies that will cover this increased demand with the required 
services. One of the tools that can be used is computer simulation instead of using classic 
statistical techniques. This tool could be used in all healthcare area like hospitals, and clinics for 
planning and analysis in almost all departments. Discrete-event simulation is considered one of 
the best simulation techniques for use in healthcare. DES can be defined as “computer 
techniques that represent sequential events describing the behavior of a system”. It was originally 
developed to help in solving problems in industry and aerospace sectors. It is called discrete 
because variables in these models are discrete (Villamizar, Coelli, Pereira, & Almeida, 2011). 
 
Articles about the application of simulation in healthcare started to appear in the literature from 
the 1970s. In the 1990s, the number of these articles increased to reach the thousands. Moreover, 
the rate of publication in the last ten years has reached its highest levels. These applications 
cover most of the problems in the healthcare area such as reducing costs, enhancing customer 
satisfaction, risk assessments, and analysis. However, the healthcare sector is not taking 
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advantage of applying simulations as well as the manufacturing sector has (Robinson, Radnor, 
Burgess, & Worthington, 2012) (Thorwarth & Arisha, 2009).   
 
The studies using computer simulation in healthcare delivery can be categorized in five 
branches: hospital scheduling and organization, infection and communicable diseases, costs of 
illness and economic evaluation, screening, and miscellaneous (Mielczarek & Uziałko-
Mydlikowska, 2010). 
 
Most of the time the application of simulation in healthcare involves modeling complicated 
systems that have many stakeholders with conflicts of interest. Stakeholders can be defined as 
“groups or individuals who can affect or be affected by organizations with their managerial 
behaviors”.  This term was first used in strategic management. Most studies that include 
stakeholders focus on identifying them, classifying them, and explaining their influence in the 
organization. However, this involvement is necessary to get the required results from this 
simulation study.  The stakeholders have knowledge about all parts of the system. If they are not 
involved in the simulation study, the results of the study might not be implemented because of 
their resistance to change (Tako & Kotiadis, 2015) (G. Lim, Ahn, & Lee, 2005). 
 
There are several reasons for lower stakeholder engagement in healthcare compared to in the 
commercial and defense sectors. These include: 
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1. Organizational structure: many people in big healthcare facilities will resist any attempt 
to make organizational changes due to the lack of proper rules and setting that can be 
found in manufacturing organizations. 
2. Competitive structure: the competition level in the commercial field is much higher than 
in the healthcare field. This forces the managers and decision makers in commercial 
organizations to look for improvement everywhere to be able to survive in this 
environment. However, this is not the case in the healthcare field, where competition only 
exists in certain areas. 
3. Data capture: the use of data in healthcare environment is much more difficult than in 
manufacturing due to several restrictions, such as privacy regulations. These restrictions 
affect the usefulness of simulation and decrease stakeholder engagement (Jahangirian et 
al., 2012).   
 
There are many examples of successful application of computer simulation in healthcare 
problems in the literature. For example, it has been used as an optimization tool for the usage of 
hospital rooms in the Netherlands. In another study, simulation was used to find the optimal staff 
size in a hospital in the USA. Much literature also exists about using simulation to solve 
problems in emergency departments (Coelli, Ferreira, Almeida, & Pereira, 2007). 
 
In the American healthcare system, outpatient care is considered one of the important parts that 
grow in a fixed rate. The main reason behind the growth in outpatient care is the huge 
advancements that have taken place in diagnostics, procedures, and medications. This means a 
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good percentage of patients who previously may have had to spend time in health care facilities 
to now complete their treatment as outpatients. This can be shown in the Annual Survey of 
Hospitals that was done by the American Hospital Association, which reported that outpatient 
visits increased 71.3% in the period from 1985 to 1995. This increase shows that more research 
is needed in this area to make plans to deal with such growth. This is an area where simulation 
techniques have been commonly used: to model and analyze outpatient clinics. This simulation 
application allows researchers to evaluate and estimate the impact of change in these facilities 
(Cote, 1999). 
 
Brailsford and Vissers (2011) showed the applications areas of OR tools and methods in the 
healthcare sector from the perspective of “a product life cycle”. This explanation has the 
following steps to develop and manage healthcare services: 
1. Consumer needs identification. 
2. New service development to satisfy needs. 
3. Forecasting of the demand of new service. 
4. Finding resources to deliver the new service. 
5. Allocating these resources. 
6. Creating plans to use these resources. 
7. Adapting new criteria for performance. 
8. Managing the performance. 
9. Evaluating the results.  
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Brailsford & Vissers (2011) also categorize the decision-making levels for operation and 
processes as: 
 Provider level. 
 Organization or department level. 
 State or national level  
 
Day, Ravi, Xian, and Brugh (2014) developed a simulation model that combines two simulation 
techniques, DES and ABS. Their model uses DES to model the operation in the clinic and ABS 
to the model the population that is receiving care in the clinic. They used this model to compare 
strategies and alternatives to find the one that would most improve the healthcare delivery 
system. 
 
Oddoye, Jones, Tamiz, and Schmidt (2009) used simulation and multi-objective analysis for 
healthcare planning in a medical assessment unit. This simulation model provided effective 
solutions for determining the needed resource levels for patients to finish with the least possible 
delays. 
Ahmed and Alkhamis (2009) combined simulation and optimization to design a decision support 
system for an emergency department in a hospital in Kuwait. This methodology was used to find 
the optimal staff size to increase patient throughput and minimize total time in the system 
without exceeding the budget. 
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2.4 Simulation Modeling 
 
Simulation is an operations research approach that uses mathematical modeling. In simulation, 
computers are used to perform experiments on hypothetical models that have been created to 
represent the real contexts. There are several types of simulation that can be found in the 
literature, including discrete event simulation (DES), continuous or system dynamics simulation 
(SD), combined discrete-continuous simulation, Monte Carlo simulation (MCS), and agent-based 
simulation (ABS) (Mielczarek & Uziałko-Mydlikowska, 2010). 
 
Another definition for simulation is as a “decision support technique that allows stakeholders to 
conduct experiments with models that represent real-world systems of interest”. These 
simulation models help in representing the most complicated systems and trying different 
solutions and procedures to find the ones that will most effectively reduce the effect of 
uncertainty in most healthcare areas (Mustafee et al., 2010). 
 
Simulation can be explained as building a model to find the impact of changing the structure and 
inputs of a certain system. The model represents a complicated dynamic process that cannot be 
analyzed directly. Therefore, simulation models are always considered a cheaper and simpler 
way to study the behavior of any system under several scenarios (Coelli et al., 2007). The steps 





Figure 1: Steps in the simulation process (Baldwin, Eldabi, & Paul, 2004). 
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There are many benefits that can be gained from using a tool like simulation. One of these 
benefits is assessing the performance of humans, whether in teams or individually. Researchers 
can utilize this benefit by designing the simulation experiment so that it can evaluate the 
performance of individuals under different scenarios. There are several examples in the literature 
where examiners designed a simulation-based study to measure the performance of people 
involved in a certain process under different planned scenarios that, for various reasons, cannot 
be studied in real environments. These studies helped in answering many clinical questions and 
allowed the investigation of cases that happened before (Halamek, 2013). 
 
 Another benefit to using simulation is simulations can help to evaluate system performance. 
This evaluation step is usually done in the design phase of any system. In this phase, the system 
can be tested under different scenarios and all the needed changes could be added without losing 
resources. The system safety and functionality can be measured and enhanced using simulation, 
leading to finding all the gaps before proceeding to the implementation phase (Halamek, 2013). 
 
Research articles that use simulation in the literature can be classified into three categories: 
a. Real Problem-Solving articles: in these papers, simulation is used to solve a real problem 
with real data. These types of problems usually have a high level of user engagement and 
implementation. 
b. Hypothetical Problem-Solving articles: in these papers, simulation is used to solve a real 
problem but with hypothetical data. In these problems, user engagement is not high. 
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c. Methodological articles: in these papers, simulation is used only as tool in order to find a 
solution. In these problems, user engagement is low and/or not necessarily needed 
(Jahangirian et al., 2012). 
 
Simulation can offer solutions that allow decision makers to improve processes, enhance 
productivity, and reduce costs. However, there are several reasons that may prevent many people 
from utilizing this technique and getting the most out of it. 
1. The simulation process is time consuming and requires a lot of information about the 
application area. 
2. The simulation models that are developed to solve problems cannot be reused to solve 
similar problems since they are specific and customized. 
3. The creation of models and gathering information and knowledge about the field is not 
consistent and depends on the modeler experience (Zhou, Chen, He, & Chen, 2010). 
 
It is very clear from the literature that simulation is commonly applied in the manufacturing and 
defense fields and is considered a very important part of any project in both fields. However, this 
is not the case in healthcare since it has been extensively used and has become a significant 
factor only in the past 30 years. Simulation applications in different sectors are shown in Table 2. 
In some studies, it is considered a part of the process of making decisions while in other studies, 
it is only used as an analysis tool. Many scholars in the literature have directed healthcare 
researchers to look at the various sectors and learn from them to increase the returns from 
simulation application in healthcare (Jahangirian et al., 2012). 
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Table 2: Simulation applications in different sectors (Jahangirian et al., 2012). 
Application Area 
Category 
Healthcare Commerce Defense 
Policy 
Finance Financial Management Mission Policy Making 
Policy Strategy Acquisition Policy Making 
Governance Organizational Structure Military Decision Making 
Regulation     
High-Level Planning 
Public Health Capacity Planning 
Command and Control 
Systems 
Community Service Planning Supply Chain Management Warfare 
  Facility Location Military Mission Management 
Workforce Workforce / staff Management 
Workforce Planning 
Training 














Cellular Manufacturing Design 
System / Resource Utilization 
Inventory Management 
Integrating Heterogeneous 





Scheduling Workflow Management 
Maintenance Management 
Estimation of System 
Availability 
Quality and Evaluation 
Quality Management 
Quality Management 
Logistics Evaluation and 
testing Performance Monitoring and 
Review 
R & D Research and Development Knowledge Management Satellite Engineering 
Risk 
Risk Management Forecasting 
System Capability Analysis 




Healthcare Commerce Defense 
Behavior 









Many scholars have focused their research on the use of simulation in solving healthcare 
problem in the last few years. This application of simulation in healthcare is not as great as in 
other sectors such as military or logistics, but it is increasing at a fixed rate. These researchers 
have studied several problems in hospital management, emergency systems, policies, and clinics. 
Another new area is the use of simulation in the process of dealing with epidemiological issues, 
and for example, preventing the spread of diseases such as Human Immunodeficiency Virus 
(HIV), Ebola, and new influenza viruses (Mielczarek & Uziałko-Mydlikowska, 2010). 
 
The simulation as a tool has several features that make it suitable to be used to solve problems in 
healthcare. Some of these features are: 
 It can be used to model complex systems. 
 It can be used to model stochastic systems. 
 It is easy to use. 
 It can be used to model complicated systems with all assumptions. 
 It can be used to do “what-if” analysis. 
 It is widely accepted in many fields, including healthcare (Roberts, 2011). 
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The applications of simulation in healthcare have several classifications in the literature. One of 
the first classifications categorized the models into the following: 
1. Hospital system models:  include admissions, bed planning and allocation, staff planning, 
materials handling, and specialized hospitals like cancer care and rehabilitation care. 
2. Hospital department models: include the emergency department, operating rooms, labs, 
pharmacy, and intensive care unit (ICU). 
3. Ambulatory care models: include outpatient clinics, room design, flow control and 
appointment scheduling. 
4. Other ambulatory care: include dental practice, public health control, mental health, drug 
recovery and rehabilitation, and home care. 
5. People planning models: include provider planning and forecasting, skills and staffing. 
6. Health care systems planning: includes Certificate of Need, managed care, community 
healthcare, and healthcare maintenance organizations. 
7. Other healthcare models: include transplant management, patient education centers, and 
blood banking. 
8. Medical decision-making: includes screening, organ transplantation, treatment, and cost-






Another newer classification for simulation application in healthcare categorizes these models 
as:  
1. Optimization and Analysis of Patient Flow. 
a. Outpatient scheduling. 
b. Inpatient admissions and scheduling. 
c. Emergency department models. 
d. Specialized clinics. 
e. Scheduling of physician, nurses, and staff. 
2. Allocation of healthcare assets. 
a. Bed sizing and planning. 
b. Room sizing and planning. 
c. Staff sizing and planning (Roberts, 2011). 
There are several other ways to classify models that use simulation in solving healthcare 
problems in the literature. One of the classifications divides these models into system-level 
models, human body models, and healthcare units’ models. Another divides them into health and 
care systems operation, epidemiology, medical decision-making, extreme event planning, and 
health and care systems design (Mielczarek, 2014).     
 
There are several challenges that face people who work in developing simulation models in the 
healthcare sector. Some of these challenges are: 
 Barriers to implementation: there are several issues that may affect the implementation of 
simulation in healthcare. 
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 The decision making structure in healthcare: the existence of multiple stakeholders could 
affect the simulation process. 
 Personal simulation models: there are no common rules to create the simulation models, 
and they depend on the modeler perspective and skills. 
 Multiple goals and stakeholders’ interests: conflicting goals and stakeholders’ interests. 
 Stakeholders’ involvement: this might affect the simulation process and 
recommendations. 
 Lack of validation: the validation process is not easy because of the absence of real data 
(Roberts, 2011).  
 
Several scholars have claimed that involving clients of simulation in model building would lead 
to their gaining important experience about the system. This might be true hypothetically, but it 
is not an easy job to measure this learning. This involvement may save a big amount of time in 
modeling a discrete-event simulation model (Monks, Robinson, & Kotiadis, 2014).  
(Monks et al., 2014) wanted to check the assumption that decision makers and simulation clients 
learn more about the system when they are involved in the process of building the model. They 
performed two experiments to check the difference in the learning experience of those people. In 
the first, they involved simulation clients in the model building. In the second, they reused an old 
model. Clients in both experiments learned about the system, but the problem is that in the first 




There are many simulation applications in healthcare. Examples of these applications are given 
below: 
 
Eldabi et al. (1999) suggested the use of simulation models to support decision makers in the 
healthcare sector, giving them the opportunity to change these models, try several alternatives 
and check the resulting numbers to choose the best solution. 
Djanatliev, German, Kolominsky-Rabas, and Hofmann (2012) proposed a hybrid simulation 
environment to evaluate new technologies in healthcare. This hybrid simulation combines ABS 
and SD. It uses ABS to model patients’ behavior and SD to model the environments around 
patients.   
 
Rohleder, Bischak, and Baskin (2007) investigated the role of DES and SD in redesigning patient 
service centers. The DES model was used for resource utilization and improving system 
performance. The SD model was used to predict demand patterns, create new policies to 
minimize variability in demand, and study the effect of changes.   
 
Figueredo, Siebers, Aickelin, Whitbrook, and Garibaldi (2015) compared SD and ABS using a 
case study of immune-senescence. The reason for this comparison was to test if the two methods 
would give different insights. The two methods gave similar results, but SD was more suitable 
for modeling this process. 
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2.4.1 History of Simulation 
 
In 1911, Orville Wright created the first flight simulator. This is considered to be among the 
earliest simulation applications. This development was described as a safe way to teach people 
by creating the same environment on the ground instead of in the air. From this point, simulation 
became the first step in training every pilot (Hunt et al., 2007).  
 
Edwin Link was born in 1904. He started taking lessons in how to fly in 1920. After that, he 
purchased a Cessna AA airplane in 1928. In 1929, he created his first prototype for flight training 
(simulator) -- the “blue box”. A year after that, he opened a flying school. Then, his trainer was 
adopted by the Army to enhance the pilot training process before and during World War II. 
These flight simulators improved in several ways after the invention of computers in 1950s 
(Rosen, 2008).  
 
The application of simulation in medicine goes back to the 1960s, starting with the use of 
mannequins for training purposes. After that, they came up with the Harvey cardiology simulator 
and developed the Resusci-Anne, the mannequin used in all CPR training. With advancements in 
computers and information technologies, medical simulators have gotten better, becoming a 
close representation of the human body. Use of these simulators allows those in training to 
improve their skills without endangering live patients, thereby avoiding medical mistakes as 
much as possible (Hunt et al., 2007).  
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2.5 Simulation Techniques 
 
There are four simulation techniques that are used most commonly in the literature. These 
techniques are: discrete-event simulation (DES), system dynamics (SD), Monte Carlo simulation 
(MCS), and agent-based simulation (ABS). Other less commonly used simulation techniques that 
can be found in the literature are distributed simulation, intelligent simulation, simulation 
gaming, traffic simulation, virtual simulation, and Petri-Nets (Katsaliaki & Mustafee, 2011) 
(Mustafee et al., 2010). 
 
The literature of simulation application in healthcare reveals that DES is the most suitable 
technique to solve problems related to operational and tactical decision making; SD can be used 
effectively to solve strategy and policy problems and for making qualitative and theoretical 
analysis; ABS is useful for behavioral problems and for some strategy and policy problems; and 
MCS is suitable for financial and risk analysis when uncertainty has a place in the problem (Ali 
et al., 2009). A mapping of appropriate method to healthcare applications is provided in Table 3. 
 
Table 3: Mapping method for simulation applications in healthcare from the literature (Ali et al., 2009). 
Area Code Healthcare Application Area 
Appropriate Simulation 
Method(s) 
Policy Finance, Policy, Governance, Regulation SD and ABS 
Strategy Public Health, Community Service Planning DES and SD 
Training Workforce / Staff Management DES 
Operations Planning, System / Resource Utilization DES 
Evaluation Quality Management, Performance Monitoring and Review DES 
Research Research and Development SD and DES 
Risk Risk Management, Forecasting MCS 
Behavior Patient Behavior / Characteristics ABS and MCS 
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2.5.1 Discrete-Event Simulation 
 
K.D. Tocher developed DES in the United Kingdom in the 1950s. It appeared first in the 
manufacturing sector. Tocher created the first DES language for the United Steel Corporation. In 
this technique, the system state changes over time and moves from one state to another. This 
change can be approached as happening every fixed amount of time, called “the time slicing 
approach,” or at unequal and variable times, called “the next-event approach.” This technique is 
usually used to represent queuing systems (Mustafee et al., 2010) (Robinson et al., 2012).  
Specifically, DES can be defined as “a simulation method used to characterize and analyze 
queuing processes and networks of queues in which there is an emphasis on the use of 
resources”. The main components of any DES model are entities, resources, events, and 
attributes (Marshall et al., 2015).  
 
Another definition for DES is as “a classical operational technique, designed for optimization of 
system performance at a very detailed level”. It is classified as a stochastic modeling approach 
that can be used to model queuing systems. In DES models, system states change at discrete 
times and entities move in the system, form queues, and perform activities. All of the times used 
in the model are drawn from predetermined probability distribution. These models can be used to 
model any system to any level of detail. The computer software used to execute DES models 
have screens that show the system while the simulation is running to give an impression of the 
operation used in simulation (Viana, Brailsford, Harindra, & Harper, 2014).   
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DES models can be defined as “computer programs that model the logical flow of complex 
processes occurring at discrete times and use random numbers to mimic the inherent variability 
in them (e.g., arrival and service times)”. Simulation models must be validated after they are 
created. This validation process is done by using real data in the model and checking whether the 
results are close to what really happened or not. When real data are not available, then modelers 
can consult system experts to do the validation. After validation, simulation models are 
appropriate to use for analysis (Werker, Sauré, French, & Shechter, 2009).  
 
DES is used in many sectors like banking, manufacturing, hospitality, and transportation. It is 
also used in many areas in the healthcare sector such as surgery rooms, inpatient clinics, and 
outpatient clinics.  In DES models, entities move in the system, contributing to different process 
and using several resources. In healthcare models, these entities can be patients (most of the 
time), nurses, physicians, or staff. These entities follow certain paths and participate in different 
activities and utilize some resources. At the end of the simulation run several outputs are 
produced to evaluate the system under study (Mielczarek & Uziałko-Mydlikowska, 2010). 
 
DES has several advantages over other modeling approaches. Some of these advantages are: 
 The ability to model patients as single entities. 
 The ability to include resources constraints in the model. 
 The ability to represent clinical decision processes. 
 The ability to show the simulation models through animation. 
 38 
 The ability to create realistic models with all levels of detail needed (Davies & Davies, 
1995). 
 
The main motive for using DES is to model processes that are interconnected and subject to 
variability, variability that may be predictable or unpredictable. These features make processes 
complicated and therefore difficult to analyze. Thus, DES is useful to investigate performance 
under proposed changes and how to improve these processes (Robinson et al., 2012). Moreover, 
simulation helps in making strategic decisions, taking medical decisions, and in healthcare 
management (Werker et al., 2009). 
 
DES models in the healthcare literature are used to solve problems in two main areas: patient 
flow and allocation of resources. Patient flow includes problems related to patient admissions 
and scheduling, flow schemes and patient routing, scheduling and availability of resources. 
Allocation of resources issues include room size and planning, bed size and planning, and staff 
size and planning (Mielczarek & Uziałko-Mydlikowska, 2010). 
 
2.5.1.1 Discrete-Event Simulation Applications in Healthcare 
 
There are many studies in the literature that use DES in solving the problems of healthcare 
clinics. These studies cover several topics such as admission policies, patient scheduling, patient 
arrival rates, physician utilization, patient flow, waiting time, and individual evaluations 
(Swisher et al., 2001). 
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DES is used in healthcare to investigate the effects of changes on outcomes. These outcomes are 
mean values that can be used to indicate the performance of the system, allowing decision 
makers to try test different scenarios to choose the one that best resolves the problem (Marshall 
et al., 2015).  
 
DES is considered a tool that is widely accepted in making management decisions in the 
healthcare sector. This is because:  
1. It gives applicable design methodology in the process of service development. 
2. It transfers the improvement methods from the industry sector to the healthcare sector 
(Chemweno, Thijs, Pintelon, & Van Horenbeek, 2014). 
 
DES in healthcare is not like DES in manufacturing with respect to stakeholders. The two main 
differences are the amount of stakeholder engagement and the necessity of managing the conflict 
of interests between multiple stakeholders in healthcare.  The application of DES in healthcare 
allows managers to study all processes and test all alternatives to find the optimal solutions 
before doing any changes. It will also allow them to optimize resources and solve any problems 
in the planning phase. The first application of DES appeared in the literature in the 1960s. After 
that, DES was used to solve several problems in healthcare like studying emergency 
departments, finding bed sizing, the containment of infections in hospitals, planning for 
outbreaks due to diseases, and finding the best policy in supply chains (Robinson et al., 2012). 
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DES is usually used to solve the healthcare problems that have limited resources with uncertainty 
in demand. The clearest example can be found in accident and emergency (A&E) departments, 
where resources are limited and patients can arrive any time with any number. Another type of 
problem where DES is used deals with the flow of patients and related issues such as bed and 
staff sizing, patient admission and scheduling, and time spent in the system. This simulation 
technique helps in measuring the efficiency of any healthcare delivery system and this gives the 
managers the opportunity to improve current systems and plan for new future plans. These 
problems can be grouped as follows: 
 
1. Economic health models that are used to assess the economic impacts of different 
healthcare interventions alternatives. 
2. Models to evaluate different policies and strategies. 
3. Models to develop methodologies for new techniques in health-related matters. 
4. Models for management, planning, and reorganizing of healthcare services by evaluating 
effectiveness and utilization. 
5. Models for A&E departments. 
6. Models to investigate the public response under bio-terrorism and contagious diseases 
(Mustafee et al., 2010). 
There are many DES applications in the healthcare field. Caro, Möller, and Getsios (2010) claim 
that DES is the best modeling method for health economic evaluations. This is because DES is 
considered the easiest simulation technique in application, and it gives adequately accurate 
results that will help in making healthcare decisions. 
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Al-Refaie et al. (2014) applied DES to enhance the performance of the ED in a Jordanian 
hospital. The results of this implementation decreased the waiting time in the ED, improved staff 
utilization, and increased the number of treated patients. These results were reached after testing 
different scenarios and choosing the optimal one that reduced to reduce the bottleneck and 
improve the quality of service. 
 
Baril, Gascon, and Cartier (2014) studied the interactions and relationship between patient flow 
types, appointments scheduling rules, and resources capacity in terms of number of nurses and 
rooms using DES. They proposed new means to enhance the performance of outpatient 
orthopedic clinics. They suggest defining the appointment-scheduling rule based on patient flow 
type to get better results. They focused on the big variation in workload during different weeks to 
develop patient flow that can be changed according to expected workload. 
 
Lina Aboueljinane, Sahin, Jemai, and Marty (2014) used DES to develop a model for the 
evaluation of the performance of SAMU “the acronym for Urgent Medical Aid Services in 
French” for 94 operations. They managed to create a model that could find the effect of any 
change in location and resources without deviating from the required target. However, the most 
important limitation of this study is that costs were not included in the process of comparing 
alternatives and all other financials were not taken into consideration.  
 
Kadri, Chaabane, and Tahon (2014) used DES with the objective of managing and reducing 
strain situations in a pediatric emergency department at a hospital in France. They started by 
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characterizing strain situations, states, and corrective actions. After that, they implemented DES 
to model and analyze this department. They developed a decision support system (DSS) that is 
simulation-based in order to stop these situations by investigating the connections between strain 
signs and the related corrective actions. 
 
Nikakhtar and Hsiang (2014) showed that unusual conditions like epidemics would have a big 
impact in any healthcare system, leading to disturbed system performance. This will force 
healthcare executives to work on find emergency plans in order to be able to handle such 
situations. The authors of this paper created a DES model that can be used to tackle such a case 
with different scenarios.   
 
Chemweno et al. (2014) implemented DES to show the diagnostic path of stroke patients in a 
hospital. They evaluated different policies using waiting time as a performance measure. 
 
Shi, Peng, and Erdem (2014) used DES in a Veterans Affairs (VA) primary clinic to model the 
visit of patients. This model included different categories of patients, where each category of 
patient follows different paths and requires different services. The resulting simulation model 
was used to control and improve the clinic operation and to enhance the efficiency of the 
patients’ visit. 
Pinto, Silva, and Young (2015) proposed a framework to develop general DES models for 
analyzing an ambulance service system. After that, they used this method to do a comparison 
between two provisions in UK and Brazil. 
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Werker et al. (2009) used DES to model a radiation therapy planning process to reduce waiting 
time. They tested different scenarios and reached a predicted improvement of about 25%. 
 
Villamizar et al. (2011) developed a DES model for a physiotherapy clinic in Brazil. This model 
was used to analyze the number of patients visiting the clinic and all their measures such as 
arrival time, waiting time, and finishing time. They also used this model to find resource 
utilization and required resources to increase the number of patients that the clinic could serve. 
 
Coelli et al. (2007) developed a DES model to show the working routine of a clinic. This model 
was used to optimize resources and solve problems. 
 
Brailsford and Schmidt (2003) developed a DES model that uses the PECS architecture to model 
human behaviors. This model can help policy-makers and health planners to create more 
effective and efficient screening programs to enhance the overall population health. 
 
Mielczarek (2014) used a DES model to find the number of emergency services delivered in a 
hospital in Poland and the costs associated with these services. 
 
Jahn, Theurl, Siebert, and Pfeiffer (2010) used DES to model capacities of resources, waiting 
lines and queues, and to measure waiting time. This model was used to reduce the waiting time 
and to allow decision makers to make the necessary changes in order to improve this system. 
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Vataire et al. (2014) developed a DES model to estimate cost and health outcomes of different 
alternative treatments for patients with major depressive disorder. This model was used to 
conduct analysis to find the best strategy with the lowest cost. 
 
Radhakrishnan, Duvvuru, and Kamarthi (2014) used DES modeling to evaluate if the use of 
wearable health monitoring devices is effective in minimizing the primary care patient load and 
in enhancing communications between different healthcare units. 
 
M. E. Lim, Worster, Goeree, and Tarride (2013) developed a DES model with “a hierarchy of 
heterogeneous interacting  pseudo-agents” for the ED in a hospital. This model was used to 
improve physician and delegate utilization and enhance the performance of the ED. 
 
2.5.2 System Dynamics 
 
Jay Forrester was the developer of SD in 1950s at the Massachusetts Institute of Technology.  
SD can be defined as “a simulation modeling method used for representing the structure of 
complex systems and understanding their behavior over time”.  It is considered to be a 
simulation and modeling approach for decision-making analysis of industrial management 
problems in the long-term. This approach can handle system structures assumptions as well as 
investigate the impacts of changes on systems. Thus, it could be used to simulate complicated 
systems like a waste management system and to express nonlinear relationships. The first usage 
of SD was to utilize science and engineering to find the main factors that lead to the success or 
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failure of corporations. The main components of any SD model are feedback loops, flows (rates), 
stocks (accumulations), and time delays. The output of SD models will be in the form of trends 
and patterns. These outputs allow decision makers analyzing alternative policies and strategies to 
choose the best one(s) (Marshall et al., 2015) (Chaerul, Tanaka, & Shekdar, 2008) (Mustafee et 
al., 2010). 
 
SD is considered “a more strategic tool, typically used at a much higher level, for understanding 
overall system behavior”. The main principle in any system dynamics model is that “the 
structure of a system determines its behavior over time”. SD models include all nonlinear 
relationships. SD has a qualitative and a quantitative part. The qualitative part is constructed by 
creating casual loop diagrams. These diagrams show the relationships between different system 
elements nodes and arcs that form a network. These relationships can be found by discussions 
between the modeler and stakeholders. The arcs in the network have two signs, positive and 
negative, to indicate the impact. The goal of this is to investigate feedback loops, which can be 
either balancing loops, where a steady state is reached and maintained, or a vicious circle, where 
growth is not controlled. The quantitative part is constructed by using stock-flow diagrams. 
These SD models are considered deterministic, and they cannot include the variability of 
individuals (Viana et al., 2014). 
 
In the SD models, feedback loops are used to create a different way to study the system. This 
design will move the concentration of the model from entities to accumulated flows. These loops 
will help in expressing nonlinear relationships and the addition of effects will assist in 
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recognizing different dynamic behaviors and discovering future trends for any required change 
(Mielczarek & Uziałko-Mydlikowska, 2010). 
Several simulation programs can be used to study and analyze SD models, for example, Stella, 
Powersim, Vensim, and i-think. The literature shows that SD has been used to solve problems in 
many areas that have feedback systems, including agricultural systems, ecological systems, 
political systems, environmental systems, and social-economic systems (Chaerul et al., 2008). 
 
2.5.2.1 System Dynamics Applications in Healthcare 
 
SD is commonly used to model healthcare systems using a top-level approach. This makes this 
technique helpful in the process of designing new policies as it can test the impact of changes on 
the current system. This can be done by taking into account several elements and factors related 
to time and cost. Functions commonly performed using SD in the literature include: 
1. Evaluating health policies 
2. Using it as teaching tool to develop new policies by studying different strategies 
3. Modeling large and complicated healthcare systems 
4. Modeling infrastructures 
5. Creating economic health models (Mustafee et al., 2010) 
 
Examples of SD applications in the healthcare sector are given below: 
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Chaerul et al. (2008) developed an SD model for a hospital waste management system in 
Indonesia. This model was used to analyze this system to study and control the health risks 
resulting from the system. 
Faezipour and Ferreira (2013) developed an SD model to study the complicated relationships in 
the healthcare system. This model was used to measure and enhance patient satisfaction with the 
healthcare system. 
 
Lane, Monefeldt, and Rosenhead (2000) developed an SD model to study the dynamics of 
accidents and emergency departments. This model was used to improve resources utilization 
(bed capacity) and enhance system performance by reducing patient wait times. 
 
Ng, Sy, and Li (2011) developed an SD model to study healthcare accessibility and affordability 
in Singapore. This model was used to assess the sustainability and effectiveness of different 
policy instruments. This helped decision makers in dealing with complications in the healthcare 
system.   
 
Kasiri, Sharda, and Asamoah (2012) used an SD model to analyze the benefits of healthcare IT. 





2.5.3 Agent-Based Simulation 
 
ABS can be defined as “a simulation method for modeling dynamic, adaptive, and autonomous 
systems”. ABS is usually used to study systems by applying inductive and deductive reasoning. 
The main components of any ABS model are agents (with behavior and characteristics), agents’ 
relationships (interactions and outcomes), and agents’ environments (manager of agents).  Three 
main concepts are the foundation of ABS: dynamics, structure, and agency (Marshall et al., 
2015) (Kaushal et al., 2015).  
 
Another definition for ABS is “a computational technique for modeling the actions and 
interactions of autonomous individuals (agents) in a network”. ABS is considered the newest 
simulation technique since it was found in 1990s. Its initial purpose was to solve technology and 
financial problems. Unlike SD, this technique uses a bottom-up modeling approach: it 
concentrates on individual agents, which have behaviors, attributes, and the ability to make 
decisions, and their interactions and actions. Thus, it sees the behavior of the system emerging 
from those agents. ABS is mainly used to model populations or complicated and dynamic 
environments under different scenarios when there are assumptions on the individual level and 
relationships between agents. ABS has applications in several areas such as biological, social, 




ABS is used in healthcare for modeling natural disasters like infectious diseases, chemical spills, 
hurricanes, flooding, or forest fires. It is also used for public health planning and making 
decisions about new healthcare investments. The results of ABS models could be used to 
perform sensitivity analysis to help in planning, test new assumptions, and study the effect of 
different scenarios. The output of ABS models can be disease trends and patterns, health 
outcomes, or other measures like utilization, productivity, and costs (Marshall et al., 2015). 
 
 
2.5.3.1 Agent-Based Simulation Applications in Healthcare 
 
There are many ABS applications in the healthcare field that could be found in the literature. 
Some of these applications are presented next: 
Cabrera, Taboada, Iglesias, Epelde, and Luque (2011) proposed an ABS model to model 
emergency departments. The target of this model is to assist ED managers in choosing guidelines 
and strategies that make the operation of the ED reaches the optimal. 
 
Cuadros, Abu-Raddad, Awad, and García-Ramos (2014) used ABS approach to improve the 
methods that are used to control and prevent the spread of dangerous diseases or infections in 
effective ways. This approach will help in providing evidences that could be used in the research 
of this area. 
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Kaushal et al. (2015) created an ABS model for an ED in a hospital. This model was used to 
evaluate fast track treatment strategies in order to minimize the patient waiting time. It was also 
used a cost-effective tool to assess the performance of the operation in the ED. 
 
Kim and Yoon (2014) used ABS modeling approach as a way to evaluate the concepts of new 
healthcare services. This model was used to forecast the service factor in the new service by 
analyzing customers’ needs. 
 
Taboada, Cabrera, Iglesias, Epelde, and Luque (2011) proposed an ABS model for ED in 
hospitals. This model was used to analyze the performance of EDs in several hospitals. It will 
provide managers and decision makers to enhance resources utilization and improve the 
efficiency of the system during all circumstances. 
 
Taboada, Cabrera, Epelde, Iglesias, and Luque (2013) developed an ABS model for ED in a 
hospital. This model was used as a part of DSS to allow decision makers to enhance resources 
utilization and improve the efficiency of the system. 
 
Soto-Ferrari, Holvenstot, Prieto, de Doncker, and Kapenga (2013) developed an ABS model to 
be used for pandemic and seasonal influenza outbreaks. This model was used to study different 
situations in order to create plans for operations. The results of this model could be used to 
improve the public health system. 
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Liu and Wu (2014) used ABS model to do the analysis and get recommendation to help decision-
makers in making decisions on the designs of accountable care organizations payment model. 
This model will be used to find the optimal design that would attain the best financial and quality 
outcomes. 
 
Schaaf, Funkat, Kasch, Josten, and Winter (2014) developed ABS model for the ED in a 
hospital. This model used to minimize the total waiting time of patients, enhance resources 
utilization and improve the performance of the ED. 
 
2.5.4 Monte-Carlo Simulation 
 
MCS is a simulation technique that uses statistics. It was developed during World War II. This 
technique is used when uncertainty is present and exact results cannot be found. Random 
sampling from a chosen probability distribution is used with computational algorithms to find the 
results and the probability of each result (Mustafee et al., 2010). 
 
Monte-Carlo simulation can be defined as “a computational algorithm that uses repeated random 
sampling to compute a given outcome”. This technique is designed in a way that variables get 
values from random distributions instead of fixed or a range of values. The distributions used in 
MCS models investigate the sensitivity of changing to a new utility and how it may be affected, 
including the probability of it being affected in various ways. A combination of Markov chain 
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models and MCS facilitates the stochastic merge of numerous distributions to get one outcome 
(Mustafee, Katsaliaki, Gunasekaran, Williams, Ben-Assuli, et al., 2013). 
 
Due to the static character of the Monte Carlo modeling, it cannot be used to study evolving 
systems. Therefore, these models are used to estimate the effect of a new change or decision by 
evaluating the probability of the outcomes and their expected values, which information is 
provided in the form of a spreadsheet (Mielczarek & Uziałko-Mydlikowska, 2010). 
 
 
2.5.4.1 Monte-Carlo Simulation Applications in Healthcare 
 
MCS is used mainly in the literature to examine healthcare intervention evaluations and health 
economics. It has been used when Markov models and decision trees cannot serve the purpose 
due to the homogeneity assumptions. MCS is mainly used in the following contexts: 
1. To evaluate the risk of exposure to some elements such as water pollution, air pollution, 
soil contamination, food poisoning, or drug dose-response portions. 
2. To assess the cost-effectiveness of using new technologies or applying different 
healthcare strategies. 
3. To investigate the use of medical interventions and their effect on health and the 
transmission of diseases. 
4. To create new methodologies and to do feasibility studies (Mustafee et al., 2010). 
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Some of MCS applications in the literature are presented below: 
 
Lesosky et al. (2011) developed a MCS to model “the rate and spread of MRSA transmission 
among patients in medical institutions”. This model was used study “disease-transmission 
dynamics inter-institutional transfer patterns” in order to create strategies to be implemented to 
control and deal with the disease transmission.  
 
Mustafee, Katsaliaki, Gunasekaran, Williams, Ben-Assuli, et al. (2013) used MCS to analyze the 
implications of admission decisions. This model could be used to “study the cost-effectiveness of 
using therapy, treatment, or medication in the healthcare sector in CVD diagnoses and other 
diagnoses”. 
 
Sparrow (2007) used MCS models to study “the likelihood of random clustering of cases arising 
in units within a healthcare setting resembling the National Health Service (NHS) and separately 
within the practices of individual surgeons”. This model was used to get more knowledge about 
the rate of the disease and to study different situations.  
 
Burns, Hertel, and Ansari (2009) used MCS to calculate the radiology dose rate that healthcare 
providers are exposed to when dealing with externally or internally contaminated victims. This 




2.6 Simulation Modeling Development Methodologies 
 
After the wide spread of using simulation to solve problems in many fields, efforts were directed 
towards creating methodologies, methods, and techniques that could be used to simplify, 
facilitate, and automate the development simulation models. There are several simulation 
development methodologies in the literature especially for DES. Some of these methodologies 
and techniques will be presented next. 
 
2.6.1 Lackner’s Formalism (Lackner’s calculus) 
 
Michael Lanckner is considered one of the first scholars to identify the necessity to develop a 
new theory for models and systems to differentiate this development process from the simulation 
programming language developments. He presented a discrete events systems theory that states 
“change, not time, is primitive; the theory, and the “Calculus of Change” require that time is 
defined in terms of change (Page Jr, 1994). 
 
 
2.6.2 The Discrete Event System Specification formalism 
 
The discrete event system specification formalism is a methodology developed by Zeigler in 
1976. This formalism defines three main elements in any discrete event simulation, which are the 
system, the model, and the computer. These elements have two categories of relationships, which 
are modeling and simulation. Modeling will include relationships between models and systems 
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whereas simulation will have relationships between computers and models. The system is 
defined as “some part of the real world, which is of interest”. Models have five main classes, 
which are time base (continuous and discrete), the set of descriptive variables (continuous and 
discrete), relationships in the model (stochastic and deterministic), relation between the model 
and its environment (autonomous and non-autonomous), and the model’s rules of interaction 
(time invariant and time variant) (Page Jr, 1994). 
 
 
2.6.3 System Entity Structure 
 
System entity structure is defined as “a mechanism to describe hierarchically structured sets of 
objects and their interrelations”. It is considered as a labeled tree that has different type of 
variables attached. This tree works as a graphical representation that shows how the system of 
interest is decomposed into smaller related and connected parts. One of the methods that use 
system entity structure is the knowledge-based simulation design methodology. This 
methodology uses simulation and modeling techniques to create and evaluate models of designed 
systems. In this methodology, the design process consists of a sequence of activities that 
decomposes different design levels in a hierarchal structure. It also classifies components of the 
system into different categories. Finally, it uses simulation to experiment and develop required 




2.6.4 Activity Cycle Diagrams 
 
Tocher is considered one of the first scholars that introduced the description of the logical flow 
of simulation using diagrams. This use of diagrams is one of the early efforts that represented 
simulation models with graphical explanations. This use of diagrams was widely used in 
simulation activities in the UK starting from the 1960s. In this approach, each simulation model 
is represented as connected and related entities. In these models, entities are either active or idle 
whereas activities are active or passive. The life cycle of these models consists of activities and 
queues for entities associated with them (Page Jr, 1994).  
 
 
2.6.5 Event-Oriented Graphical Techniques 
 
Another simulation models development techniques that use graphical representations are event-
oriented graphical techniques. The most commonly used technique among these techniques is the 
event graphs. This formalism was introduced by Schruben in 1983. In this technique, main 
elements of any discrete event simulation model are state variables that could be used to 
determine the system’s state, events that change the values of these state variables, and 
relationships between different events. The event graph is defined as “a directed graph that 





2.6.6 Petri Net Approaches 
 
Petri net is defined as “an abstract formal model of information flow”. The main use of these 
Petri nets is to model systems when concurrency is exhibited. This use is driven by the desire to 
model using Petri nets and then derive the properties of the system after modeling. Thus, Petri 
nets are used as modeling tools in discrete event simulation to build models for general systems. 
In this modeling, the system will be represented by two different sets, which are events and 
conditions and the relationships between them. One of the popular implementations of these nets 
in discrete event simulation is simulation net. These simulation nets are considered as an 
extension to Petri nets with more details (Page Jr, 1994). 
 
 
2.6.7 Logic-Based Approaches 
 
These logic approaches used systems theoretical foundations by Zeigler as the main source for 
discrete event modeling and simulation. There several logic approaches that could be found in 
the literature. One of these approaches is called DMOD. In this approach, the simulation model 
will be represented by a “7-tuple” that is composed of events, times, and relationships. Another 
approach is called UNITY. In approach, a defined formalism will be used to develop simulation 





2.6.8 Control Flow Graphs 
 
Control flow graph is a mechanism introduced by Cota and Sargent in 1990. It is considered as a 
theoretical tool to develop parallel simulations algorithms. The control flow graph is defined as 
“a directed graph that represents the behavior of an individual process, or class of processes, in a 
discrete event model” (Page Jr, 1994). 
 
 
2.6.9 Generalized Semi-Markov Processes 
 
The implementation of Markov process to analyze discrete events systems is not new and started 
with the advancement of digital computers. These generalized semi-Markov processes are used 
to study discrete events systems in a formal basis. They offer the ability to study these systems 




2.7 Case-Based Reasoning Methodology 
 
Learning algorithms have two major categories: lazy and eager. The lazy learning (LL) 
algorithms include case-based reasoning (CBR), memory-based reasoning, and instance-based 
reasoning. The eager learning (EL) algorithms include neural networks and rules and tree 
generators. Each category has its strengths and weaknesses. Thus, to tackle real complicated 
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problems hybrid reasoning needs to be used to develop intelligent systems (Daengdej, Lukose, & 
Murison, 1999) (Khan, Awais, Shamail, & Awan, 2011).   
 
Many artificial intelligence (AI) technologies have been created in the last few decades. 
Examples of these technologies are genetic algorithms, fuzzy logic, logic programing, neural 
networks, constraint-based programing, and rule-based reasoning. Programing languages like 
Prolog or algorithms like the Rete algorithm are used to characterize these technologies. CBR is 
considered a relatively new AI methodology. that has It was developed between the end of the 
1970s and the beginning of the 1980s to solve problems in any field. It is a simple and clear 
process used to utilize the knowledge gained from the past to find solutions for current problems 
or to make decisions.  It uses the same process that is used by humans in solving new problems. 
It can be explained as “CBR basically packages well-understood statistical and inductive 
techniques with lower-level knowledge acquisition and representational schemes to effect 
efficient processing and retrieval of past cases (or experience) for comparison against newly 
input cases (or problems)”. It uses database management and machine learning techniques to 
perform the retrieval process (Mott, 1993) (Yeh & Shi, 2001) (Watson, 1999) (Bichindaritz & 
Marling, 2006). 
Case-based reasoning (CBR) can be defined as “a computerized method that attempts to study 
solutions that were used to solve problems in the past to solve, by analogy or association, current 
problems”. CBR has four main processes that use gained experience in solving new problems. 
These processes are retrieve, reuse, revise, and retain. They are also known in the literature as the 
4R processes. The traditional CBR approach is shown in Figure 2. It is considered to be a part of 
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machine learning and a new approach that is created to fill in the gaps from available limitations 
in current rule-based systems and help in gaining more knowledge. CBR has some advantages 
over other rule-based systems. One of these of advantages is that it can be closer to the decision 
processes that are used by people since it uses similar solved problems. Another advantage is that 
it has an easier and automated process to extract new knowledge from old solved cases. It is 
different from other rule-based system, where in cases where no solution can be found, new rules 
must be developed and after that added to the main knowledge base. In CBR, every solved case 
is available in the knowledge base and it can be used to find solutions for other similar cases in 
the future. Thus, CBR helps in resolving the issues of rule-based systems when it comes to 
knowledge acquisition. The development of a case base in CBR can also be done faster than 
developing a knowledge base in rule-based systems. This is because most organizations record 
their previously solved cases and it could be just a matter of gathering these cases and adding 
them together. Another advantage is the execution of the CBR process has a faster running speed 
than any other rule-based system. This speed comes from the fact that there is no need to apply 
complicated rules; rather, similar solved cases are retrieved and studied to find ways to solve the 
new problem. Finally, unlike with rule-based systems, in CBR, there is no need to fully 
understand the reasons that made the old solution successful. It is just a matter of finding a way 
to solve the available problem. (Ketler, 1993) (Daengdej et al., 1999) (An, Kim, & Kang, 2007) 




Figure 2: The traditional CBR process (Zhao, Cui, Zhao, Qiu, & Chen, 2009). 
 
The CBR approach consists of two main phases: the construction of the case base and using this 
case base to find a solution for the problem. The process of creating a case base has three steps: 
1) understanding the domain of the problem, 2) creating an operational indexing mechanism, and 
3) storing all previously solved cases. After that, any new problem can be analyzed to find 
similar cases and complete the second phase, deriving a solution. This approach is shown in 
Figure 3. 
 
 Another use of CBR is to interpret situations. In this case, CBR is implemented to find similar 
problems in order to understand, evaluate and analyze the current situation (Ketler, 1993) (Ross, 




Figure 3: The detailed process of CBR approach (Ketler, 1993). 
 
 
In the CBR methodology, the cases stored in the case-base contain knowledge that including 
three features. These features are:  
1. Operational: implementation and modeling details 
2. Specific: knowledge about a certain application or problem 
3. Contextual: information about similar processes (Zhou et al., 2010) 
 63 
 
The presence of a large database of solved problems minimizes the analysis needed for new 
problems given that old solutions to similar problems can be used. This is how CBR works with 
domains that are not fully understood. However, for a CBR system to work effectively, it needs 
to be built on domain analysis that involves knowledge engineering. The process of developing a 
knowledge-based system (KBS) involves: “identifying a real world problem solving task that is 
to be tackled, representing the key components of this task in the KBS, and implementing the 
inference process that produces solutions”. From this, it is clear that the two main elements in the 
process of knowledge engineering are problem representation and the inference mechanism. The 
representation should detect all the main characteristics of the problem by analyzing it while the 
inference mechanism is used for retrieving similar problems from the case-base to find the 
solution for the new problem (Cunningham & Bonzano, 1999). 
 
CBR has a middle position compared to other approaches on the spectrum of knowledge-based 
technologies. It can be located between rule-based systems and pattern recognition or neural 




Figure 4: Comparison between CBR and other knowledge-based technologies (Mott, 1993). 
 
 
Several scholars have developed models for CBR as a way to offer more explanation to 
understand the CBR process. All of these models use the assumption that the case-base should be 
prepared before the start of the process. Most of these CBR models are application-oriented. 
There are four CBR models that can be found in the literature. These models are: 
1. Hunt model: this model includes analysis of the new case to find the features that could 
be used to retrieve similar cases. This model is shown in Figure 5 (Finnie & Sun, 2003). 
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Figure 5: Hunt model of CBR (Finnie & Sun, 2003). 
 
 
2. Allen model: the steps in this CBR model are 
 Presentation: to describe the current problem. 
 Retrieval: to retrieve matching cases. 
 Adaptation: to develop a solution for the new problem. 
 Validation: to validate the new solution using feedbacks. 
 Update: to add the solution to the case-base for future use (Finnie & Sun, 2003). 
 
3. Kolodner and Leake model: the retrieved cases in this model are analyzed to find the 
most important cases. The least important cases are ignored. This model is shown in 




Figure 6: Kolodner and Leake model of CBR (Finnie & Sun, 2003). 
 
4. Aamodt and Plaza model (R4 model): this model is the first CBR model, and it contains 
the traditional 4 steps. This model is shown in Figure 7 (Finnie & Sun, 2003). 
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Figure 7: Aamodt and Plaza model of CBR (Finnie & Sun, 2003). 
 
CBR is considered a simple process to implement compared to other algorithms. There are 
several programs that can be used to implement CBR, for example, CRB-Works, CASPIAN, 
Spotlight, ESTEEM, ReCall, ReMind, and KATE. In CBR processes, all cases must be reviewed 
to find ones similar to that for which a solution is being sought. The comprehensiveness of this 
review affects the efficiency of the CBR, especially when the case-base is large. Several studies 
have been done of the review process to improve the efficiency of the CBR. The most common 
study involves K/CBR, which combines CBR with a K-means approach. In this approach, all 
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cases are classified in clusters and then the evaluation is done with cases that are in the cluster 
that is similar to the current problem (Yang & Wang, 2008) (Watson, 1999). 
The process of CBR application includes two major tasks: classification and synthesis. In the 
classification task, the case which is found to be the best match is used to get the class or type of 
solution needed. Then, in the synthesis task, several old solutions or parts of them are used to 
develop a new solution that will be used to solve the current problem. For CBR systems that 
include synthesis tasks, they combine CBR with other technologies, creating a hybrid system to 
be used in the adaptation process (G. Lim et al., 2005). 
 
Fuzzy logic can be defined as “a way of formalizing the symbolic processing of fuzzy linguistic 
terms, such as excellent, good, fair and poor, which are associated with differences in an attribute 
describing a feature”. Fuzzy logic can be used to find similarities, for example, “excellent” is 
more similar to “good” than “poor”. In CBR, assigning numbers to fuzzy terms could be used as 
a function with attributes as a way to quantify the process of finding similar cases (Watson, 
1999). 
 
Database technology can also be used with CBR. Database technology offers efficient ways to 
deal with huge amounts of data. Clear problem descriptions are required to use this technology in 
order to form effective queries to retrieve similar cases (Watson, 1999). 
 
CBR was originally used to solve problems in areas like strategic planning, legal precedence, 
problem diagnosis, political analysis, fraud detection, situation assessment, design and 
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configuration, message classification, tactical planning, construction industry, supply chain 
management, and product design and development (Ketler, 1993) (Yang & Wang, 2008). 
Moreover, it has been used to solve problem in several area such as E-commerce, intelligent 
frequently asked questions (FAQ) systems, and software engineering (Khan et al., 2011). There 
are several applications of CBR in the medical field as well. Most of these applications are in the 
area of medical diagnosis. CBR has also been applied to decision support systems in the 
healthcare sector (Huang et al., 2007).   
 
Yang and Wang (2008) proposed a new CBR approach called GCBR to enhance the efficiency 
of CBR and to produce better knowledge. This approach involves two phases and combine CBR 
with genetic algorithm (GA) and knowledge discovering and data mining (KDD) processes. In 
the first phase, GA is used to retrieve cases. In the second phase, KDD processes are used on 
those retrieved cases. 
 
Zhou et al. (2010) studied two main difficulties in the application of CBR in simulation, which 
are case representation and case matching. They proposed a model that detects the characteristics 
of simulation models and orders them in robust way. They also developed algorithms to search 
for similar cases by counting similarities that is different from a domain to another. The 
application of CBR processes for simulation modeling is not an easy job and might face several 
difficulties. These difficulties appear in “representing simulation cases; indexing and matching 
cases; adapting cases; and retaining cases”. 
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2.8 Literature Gap Analysis 
 
It is clear from the review of the literature that the application of simualtion in healthcare field is 
not like applications in other sectors like manufacturing, military, and aerospace. This highlights 
a gap that needs to be filled by improving these simulation applications to have the effects and 
impacts like other simulation applications.  
 
The four simulation techniques outlined above,  DES, SD, ABS, and MCS, are those most 
commonly used to solve problems in the healthcare field. The literature reveals many 
applications of simulation techniques. DES is used more than other techniques in healthcare. 
Examples of DES in healthcare are given in Table 4. 
Table 4: Examples of DES applications. 






Caro, Mšller, and 
Getsios (2010) 
x
    
To model health 
economic evaluations 
Al-Refaie et al. 
(2014) 
x
    
To enhance ED 
operations by 
decreasing waiting time 
and improving resource 
utilization. 
Baril, Gascon, and 
Cartier (2014)  
x
    
To improve resources 
utilization by studying 





    
To study the effect of 
unusual conditions like 
epidemics on any 
healthcare system  
Pinto et al. (2015)  x
    
To analyze ambulance 
service system 
Werker et al. 
(2009) 
x
    






    
To model healthcare 
planning 
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SD has been used to invistegate and study the dynamic relationships in healthcare areas and to 
solve other problems. Examples of SD applications are presented in Table 5. 
 
Table 5: Examples of SD applications. 






Chaerul et al. 
(2008) 
  x         






  x         
To study the 
complicated 







  x         
To study the dynamics 
of accidents and 
emergency departments 
Ng, Sy, and Li 
(2011) 
  x         






  x         
To analyze the benefits 


















ABS has been used to study individuals’ characteristics, relationships, and behaviors as well as 
solving other problems. Examples of ABS appliations are presented in Table 6. 
 
Table 6: Examples of ABS applications. 








and Luque (2011) 





    x       







Kim and Yoon 
(2014) 
    x       
To evaluate the 








    x       





Liu and Wu 
(2014) 

















MCS has been used to model evaluations, interventions, and economic problems in the 
healthcare field and to solve other stochastic problems. Examples of MCS applications are in 
Table 7. 
 
Table 7: Examples of MCS applications. 






Lesosky et al. 
(2011) 
      x     
To model “the rate 
and spread of 
MRSA 
transmission 









      x     






      x     
To study “the 
likelihood of 
random clustering 
of cases arising in 















Several studies have combined more than one simualtion technique in order to study complex 
systems, to investigate the effect of different alternatives, or solve complicated problems in 
healthcare. Examples of these studies are given in Table 8. 
 
Table 8: Examples of combined simulation techniques applications. 












x       
To model clinics 
operations and 









  x x       
To evaluate new 
technologies in 
healthcare. ABS 
used to model 
patients’ behavior 
and SD to model the 
environments 





x x         
To redesign patient 
service centers. 
DES model was 




model was used to 
predict demand 
patterns, create new 
policies to minimize 
variability in 
demand, and study 








In several studies, a simulation tool is combined with a different type of tool in order to solve 
complicated problems in complex systems. Examples of such studies are given in Table 9. 
 
Table 9: Examples of simulation combined with other tools applications. 









        x

To determine the 
optimal resources 
level that will 






        x

To find the optimal 
staff size to increase 
patient throughput 
and minimize total 
time in the ED  
 
 
CBR has been used to solve problems in different areas and has been combined with other 
techniques. However, it has not been used with simulation for several reasons. There is only one 
study in the literature that studied the first two steps in the CBR process when it is applied to 









Table 10: Example of simulation combined with CBR application. 





Zhou et al. 
(2010) 
        x x




of CBR in 
simulation, 






The proposed CBR methodology in this dissertation  is unique in that it uses CBR to improve 
simualtion applications in healthcare areas. This methodology will have a case-base that contains 
solved cases from all healthcare areas and uses all four common simulation techiques. This will 
help in improving these appications and reducing the required analysis for developing a new 
solution for the current problem by following the CBR approach. A comparison between this 










Table 11: CBR methodology compared with other applications. 










x x x x x x
To improve simulation 





    





    
To enhance ED 
operations by decreasing 






  x         
To study the complicated 







  x         
To study the dynamics of 













    x       
To control and prevent 
the spread of dangerous 
diseases or infections in 
effective ways 
Lesosky et al. 
(2011) 
      x     
To model “the rate and 
spread of MRSA 
transmission among 








      x     
To analyze the 







x       
To model clinics 
operations and choose the 
best strategy among 
several alternatives 
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  x x       
To evaluate new 
technologies in 
healthcare. ABS used to 
model patients’ behavior 






x x         
To redesign patient 
service centers. DES 
model was used for 
resource utilization and 
improving system 
performance. SD model 
was used to predict 
demand patterns, create 
new policies to minimize 
variability in demand, 






        x

To determine the optimal 
resources level that will 
reduce time delays in 




        x

To find the optimal staff 
size to increase patient 
throughput and minimize 
total time in the ED  
Zhou et al. 
(2010) 
        x x
To study two main 
difficulties in the 
application of CBR in 
simulation, which are 




The CBR methodology for simulation modeling developed in this research will be compared to 
other methodologies, techniques, and methods for simulation models development, especially 
DES, from the literature. This comparison will be done based on several points that determine 
the level of knowledge required to implement these methodologies and their characteristics and 
properties. These points are: 
 The level of simulation knowledge required for implementations. 
 The level of mathematical modeling and formulation. 
 The applicability of the framework / methodology in any field. 
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 The implementation difficulty level. 
 Required implementation time. 
 The clearness and simplicity of the steps in the framework/methodology. 
 The ability for automation in the framework/methodology. 
 The support of any verification or validation techniques. 


































Low High Moderate Moderate High High Moderate High 
Applicability to 
any field 
High High High High High High High High 
Implementation 
Difficulty  
Low High Moderate Moderate High High Moderate High 
Implementation 
Time 




High Low Moderate Moderate Low Low Moderate Low 













The objective of this dissertation is to study the utilization of CBR methodology in simulation 
modeling in the healthcare field. The proposed research methodology plan is given in Figure 8. 
The first step was reviewing the literature about the main topics in this research. After that, a 
literature gap analysis was performed. Then, a case-base for simulation applications in healthcare 
was created. After forming the case-base, the complete methodology was developed. Finally, a 





Figure 8: The proposed research methodology plan. 
Research Idea 











Literature Gap Analysis 
Developing the Case-Base 
Collecting 
Applications 
Assigning Indices  
CBR methodology for Simulation Modeling 
Case Study / Prototype  
Conclusion  
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3.2 Literature Review Summary 
 
From the literature review presented in chapter 2, several points can be made about the main 
topics of this research: healthcare problems, simulation applications in healthcare, and case-
based reasoning. First, the literature presents  healthcare problems, such as increasing healthcare 
costs, limited resources and low utilization, limited facilities and workforce, and bad quality of 
delivered services. With respect to simulation techniques (DES, SD, ABS, and MCS), the 
literature demonstrates that using simulation techniques to solve healthcare problems is not a 
new idea, but their application in healthcare has increased a lot in recent years. It also shows that 
simulation application faces many challenges due to the realities of this context, includinglack of 
real data, complicated healthcare decision making processes, low stakeholder involvements, and 
the complicated nature of healthcare problems. The literature also describes case-based reasoning 
(CBR), an AI methodology that utilizes the gained knowledge and experience in solving new 
problems. It shows how this methodology has been used to solve problems in many fields. 
However, it has not been used with simulation because of difficulties in implementing the CBR 
process with simulation cases. 
 
3.3 Literature Gap Analysis Summary 
 
The simulation modeling in healthcare are not utilizing all benefits of the simulation tool. Based 
on the results of its use in other sectors such as manufacturing, these benefits could lead to 
benefits in several areas in healthcare as well. In examples from other sectors, simulation is an 
essential part of the decision making process as well as other processes like design, 
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implementation, and improving. This shows that there is a gap in the simulation applications in 
the healthcare area. 
 
There are many applications in the literature that show the use of several AI methods and 
techniques to solve problems in many areas. CBR is one of the methods that can be used to solve 
new problems from the knowledge gained from previous solved cases. It has not been used, 
however, with simulation applications, and there is only one study that tried to create a model to 
detect the characteristics of simulation models and order them to start the path in implementing 
CBR with simulation.  
 
The CBR methodology proposed in this research would apply the CBR to simulation modeling 
in healthcare. This application will enhance the use of simulation in healthcare applications by 
utilizing previous simulation models used to solve old problems in finding solutions for current 
issues and problems. This will reduce the amount of analysis required and minimize the time 
needed to build the simulation model. Thus, more time will be available for experimentation and 
trying different alternatives. Moreover, the use of CBR will help in increasing the stakeholders’ 
involvement, which will add to knowledge about the system and facilitate the implementation of 
simulation results and recommendations. This methodology will have a case-base that contains 




3.4 The Development of the Case-Base 
 
The development of the case-base is the initial step in using the CBR methodology since it 
depends on it. This case-base would contain all previously solved cases organized in a well-
defined structure to simplify the searching process to find similar cases to the new problem. 
Thus, it is an important phase that requires optimum design. This phase has two main steps: 1) 
collecting solved cases in the specific chosen area and 2) defining indices and assigning them to 
cases before storing them in the case-base. In this research, all relevant simulation applications in 
healthcare are going to be collected. These applications are going to be analyzed to pick cases 
that represent all areas in healthcare and all related objectives. After that, the classifications of 
simulation applications in healthcare are going to be studied carefully to come up with A 
comprehensive indices that will cover all healthcare areas and possible objectives. Then, all 
selected cases will be given indices before they are stored in the case-base. This case-base will 
be organized using the proposed indices where each category has its set of possible related 
objectives and in front of each objective the used simulation techniques. For the healthcare areas 
that have no simulation applications, mapping methods that suggest an appropriate simulation 






3.5 The CBR Methodology 
 
After the case-base is developed and becomes ready to be used, then the CBR process is 
prepared for implementation. The CBR methodology for simulation modeling in healthcare will 
follow the traditional CBR process, shown in Figure 9. This process has the following steps: 
 
 Case retrieval: in this step, the new problem is analyzed to find the indices of the 
application area and objective(s). These indices are used to retrieve similar solved cases 
from the case-base. In the case where no applications are found, the suggested simulation 
technique is used. 
 Case reuse: in this step, similar solved case(s) are studied to develop a solution for the 
new problem. This step should be done with more stakeholder involvement since they 
have more knowledge about the process and objectives. 
 Case revision: in this step, the proposed solution for the new problem is reviewed to 
check if it is valid or not. Any necessary modifications for the new solution to be able to 
apply it to the current problem are done in this step. 
 Case retention: in this step, if the proposed solution is used to solve the problem, then it 
will be assigned an index and added to the case-base for future use on similar problems.  
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Figure 9: The CBR methodology structure for simulation modeling in healthcare 
 
3.6 Case Study  
 
After the CBR methodology is completed, a case study from the healthcare sector that has an ED 
problem will be chosen. This case study will also demonstrate the process of implementing this 
study and how each step is executed. By using this methodology, a proposed DES simulation 
model will be used to find the solution to the existing problem. Then, the results of this study is 
verified and validated. The verification process will insure that the simulation model is built right 
while the validation process will check if this model is the right model. The verification process 
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will use the animation feature in the SIMIO software to do a structured walk-through or step-by-
step analysis. The validation process will also use the animation features to check the model 
operational behavior. Moreover, sensitivity analysis will be performed to make sure that the 
outputs are close to the real system. Another method to validate this model would be consulting 




After implementing the case study, this research will have a conclusion that summarizes the 
contribution and important points. This conclusion will also express the limitations of this study 
and suggests future research direction to improve and enhance this research effort. These 
limitations will highlight the points that need to be enhanced or was not covered in this study 
such as other simulation techniques and more healthcare areas. This will help in creating more 
directions for future research since the application of simulation in healthcare is not popular as 
manufacturing and aerospace fields. Another direction of improvement for this research will be 
adding cases from different healthcare sectors and studies that used other simulation techniques 
to enrich the developed case-base and to start creating more complicated case-bases. These 
complicated case-bases will help in enhancing the use of simulation in healthcare by facilitating 
more solved cases from all healthcare area and these cases used all simulation techniques with 
other OR tools to reach to the best possible solutions. Creating more case-bases and making them 
as the database for all healthcare fields could achieve this goal. 
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The healthcare system is always defined as a complex system. This is because it is composed of 
people and processes that are interrelated and performing different tasks and duties. This system 
has many areas and departments that are independent but interrelated with each other at the same 
time. Each department has its own staff and operations and serves a specific category of people 
and processes. Each also has its own defined goals and targets that are related to the 
organization’s goals. This means the healthcare system has many stakeholders with different 
interests. Another point of complication is that each healthcare organization or facility is 
specifically designed to serve a specific purpose, such as specialized hospitals or clinics. Thus, 
there are no common design rules that can be found between healthcare facilities that share the 
same target. Moreover, no two facilities operate the same even if they are in the same city, state, 
or country. This problem is also clear in the simulation applications in healthcare: there are many 
applications that can be found in the literature, but there are no similar applications, even when 
solving similar issues or problems. This holds true when comparing applications in different 
departments or areas in healthcare. Each department has different problems and targets and uses 
different simulation techniques in order to study and solve these problems. The best example to 
show this complication is the ED, which is found in almost every hospital and is considered one 
of the most important departments in any healthcare facility. This ED has many problems and the 
literature discusses a lot of applications that have been used to try to solve them. DES has been 
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used to solve resources allocation and optimization problems and patients flow problems. SD has 
been used to study the dynamics of the ED to solve related issues. ABS has been used to study 
the characteristics and behaviors of the people providing and receiving services in order to 
improve the ED operations. Finally, MCS has been used to control and prevent the spread of 
dangerous diseases. All of this shows that the applications of simulation in healthcare are 
complicated and require good knowledge about the department or the area, as well as all aspects 
of the simulation techniques, in order to choose the right tool for the right problem. 
 
The proposed CBR methodology aims to improve the application of simulation in healthcare 
field. This will be done by collecting solved problems in healthcare using simulation and 
organizing them in a case-base. Then, to solve any new problem that arises in this field the 
similar solved cases from the case-base will be retrieved and analyzed to find the appropriate 
simulation technique, which could be used to solve this problem. Moreover, the application of 
CBR will help in making faster applications with less analysis required by increasing the 
stakeholders’ involvement in the process of analyzing similar cases and building the new 
simulation model. This. Thus, the application of simulation could be done with people that have 
little knowledge about simulation and also could be done with people that are not from the area 
or the department. This ability to use simulation without the need to compare different 
techniques to choose the best one for the problem and without the need to know more 
information about the application area would increase the number of people that can utilize these 
applications. Thus, the simulation modeling in healthcare will be simplified, improved and 
enhanced when using this methodology. 
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4.2 CBR Methodology Development 
 
In this section, the development of the CBR methodology will be explained. While this 
methodology will help in facilitating and improving the simulation applications in healthcare, 
healthcare is a huge field that has many areas and applications. Moreover, there are several 
simulation techniques that have been used to solve problems in the healthcare area. This will 
make it not possible in the time of this dissertation to construct a case-base that covers all the 
healthcare areas with all simulations techniques. Thus, this study will focus on Emergency 
Departments (ED) and the Discrete Event Simulation (DES) technique. This choice was made 
because of the importance of the ED in the healthcare and the wide applications that could be 
covered by using the DES technique. 
 
4.2.1 Constructing the Case-Base 
 
This step is the first step in creating the CBR methodology. As mentioned above, it consists of 
two phases: 1) collecting solved cases and 2) defining indices and assigning them to the cases. 
The first phase starts with a search for solved cases in the healthcare area that used DES to solve 
problems in the ED. The second phase will begin after gathering these solved cases, when an 






To overcome the diversity issue with the solved cases that could be found in the healthcare 
literature, one of the committee members of this dissertation suggested collecting just new and 
recent simulation cases that used DES to solve ED problems. This idea directed the search 
towards simulation courses and simulation organizations. However, there were no healthcare 
simulation cases databases to be found. Thus, the decision was made to create such a database 
(case-base) by adopting new and recent ED case studies.  
 
To prepare these simulations required, several real cases published in recognized journals and 
repositories were collected and analyzed. These cases were given to ten different teams of with 














Table 13: ED cases 
Case Number  Reference Summary 
Case 1 Chetouane et al.  2012      
This case is about a problem related to 
optimizing the operation and processes of a 
regular ED 
Case 2 Patvivatsiri 2006 
Operation and processes of the ED is optimized 
for a mid-size hospital during extreme events 
Case 3 Gul & Guneri 2012 
The purpose of this study is to optimize the 
operation and processes of the ED of a regional 
hospital 
Case 4 Yeh & Lin 2007 
Optimizing the operation and processes of the 
ED of a small hospital in a city is the target of 
this case 
Case 5 Zeinali et al.  2015   
The aim of this research is to optimize the 
operation and processes of the ED in a 
specialized hospital. 
Case 6 Ahmed & Alkhamis 2009  
This is about optimized processes and operations 
in an ED of a mid-size governmental hospital 
Case 7 Lim et al.  2013              
The case solved in this problem is to optimize 
the operation and processes of the ED of a local 
hospital  
Case 8 
Meng 2013                
HBR 
The effort done in this study was directed to 
optimize operation and processes of the ED of a 
large hospital 
Case 9 
Wylie 2004                  
HBR 
The operation and related processes of a Primary 
Care Clinic in a university are optimized to 
improve the student health services 
Case 10 
Terry & Chao 2012        
HBR 
The crowding problem in an ED of a medical 
center that is located in a metropolitan area is 
solved in this study  
 
Details of these cases are shown in the Appendix. 
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After finishing the process of collecting these solved cases then the first phase of constructing 
the case-base is over. Thus, phase two should start by defining the indexing system that could be 
used to organize these cases. Scholars and scientists in the literature did not use a certain 
classification to categorize ED problems; they classified them based on the objective of the 
study/author. This classification is wide and might cause confusion to readers who are not 
familiar with simulation applications. Thus, these problems will be classified into few main 
categories that cover all problems. The ED problems that were simulated and solved using DES 
can be classified into three main categories: 
 
1. Optimization problems: this category includes all problems dealing with long wait times, 
cost and financial issues, utilization of resources, patient flow, and other related attributes 
of the ED system. 
2. Crowding problems: this category includes all problems dealing with crowding or 
overcrowding in the ED. 
3. New design/methodology problems: this category includes all problems dealing with new 
alternative designs for the ED, the application of new methodologies in the ED, or the 






4.2.2 The Indexing System 
 
In this section, an indexing system will be created to define each case in the case-base. This 
system will specify the most important features of the solved cases and differentiate between 
them when storing them in the case-base. After that, the retrieval engine will use these features 
from the new problem to retrieve the similar cases from the case-base. Thus, this system is 
important and should include all the necessary details.  
 
The indexing systems in the CBR literature define attributes to describe each case in the case-
base. These attributes could be numerical or non-numerical attributes. The numerical attributes 
contain information that could be expressed in numbers. However, the non-numerical attributes 
contain information that cannot be written in numbers only such as locations, programs used, 
names, etc. In most of the cases, these non-numerical attributes will be defined as an enumerated 
list to simplify the retrieval process. 
 
For this case-base, the collected and developed cases are classified into three categories, which 
are optimization, crowding, and new designs/methodologies problems. This classification will be 
considered as the first and most important attribute since these cases come from different 
categories and each category has its own objective and these objectives may have different 
solutions methods or techniques. Thus, the case-base will be divided into three main sections and 
each section will contain cases from the same category.  
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The second attribute that will be defined for these ED cases solved using DES is the path that 
patients use or take inside the ED. This path will differentiate between EDs that have different 
layouts or use different processes. This path will describe how patients move inside the ED from 
entrance to exit. However, before outlining different paths of the EDs, main stations that are used 
to describe these paths will be defined. These stations are found in almost all EDs and are used to 
describe the detailed process inside every ED. The most important stations that could be found in 
every ED are: 
 Entrance Station: in this station, patients arrive to the ED through various means. The 
majority of patients arrive as walk-in patients using their own cars or with the company 
of someone. Other patients arrive in ambulances and some patients might arrive in 
medical helicopters. 
 Triage station: in this section, a triage nurse will perform the triage process to classify 
patients into the different triage levels. 
 Registration: in this section, the information of the patients are collected and registered. 
This information includes personal information, insurance, and any other needed 
information about the patients. 
 Treatment: in this station, physicians, specialty doctors, or nurse practitioners treat 
patients. 
 Lab: in this station, all necessary processes to support the treatment of patients are 
done. These processes include x-ray, CAT scan, MRI, blood samples, etc. 
 Exit: in this station, patients leave the ED either to be admitted to the hospital or 
discharged to go home. 
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There are four different paths that could found in the literature of ED problems. These paths 
include all-important stations, defined above, in different orders. These paths will be expressed 
as follows: 
 
 Path 1: this path is considered the most commonly used path in EDs. In this path, patients 
arrive to the ED through the entrance station. Then, they move to the triage station. In the 
triage station, the triage nurse will perform the triage process. After that, patients with 
levels 1 and 2 (in the 5-level triage scale) skip the registration to the treatment station or 
to the hospital depending on their conditions. Other patients will go to registration station 
to give their information. Then, they proceed to the treatment station to receive the 
needed treatment. After that, they go to the lab station to have x-rays, CAT scans, or any 
other tests. Finally, they leave the ED through exit station. 
 Path 2: in this path, patients once they arrive to the ED go to the registration station. 
Patients arrived by ambulances will have a quick bedside registration if their conditions 
allow it. Then, all patients proceed to the triage station. After that, to the treatment station 
and then lab station to do needed tests. Finally, they leave the ED. 
 Path 3: in this path, patients will go through entrance then registration and triage stations. 
After that, they meet with medical assistants to get their vital symptoms and decide the 
needed tests before patients go to the treatment station. Then, patients precede to the lab 
station and after that the treatment station. Finally, they leave after getting the 
recommended treatments.  
 97 
 Path 4: In this path, patients will go to triage station upon arrival. After that the 
registration station and then lab station. Finally, they go to the treatment station before 
leaving the ED. All these paths are shown in figure 10. 
 
 





The third attribute is the number of doctors in the ED. This attribute will count all people 
performing the treatment process in the treatment station. This will include physicians, specialty 
doctors, and nurse practitioners that treat low acuity patients in some EDs. The fourth attribute is 
the number of nurses in the EDs. This attribute will include all types of nurses such as triage 
nurses, emergency nurses, and regular nurses. These two attributes will start from one since all 
EDs will have at least one doctor and one nurse. The fifth attribute is the number of lab 
technicians in the EDs. This will include all people working in the lab station. Finally, the last 
attribute is the number of staff in the EDs. This will include all people working in non-medical 
and administrative jobs in the registration station and any other stations. These two attributes will 
start from zero since not all EDs have them and some EDs let nurses do these jobs. After 













Table 14: The developed case-base for ED problems using DES 
Categories 
Optimization Problems Crowding Problems New design/methodology Problems 
Case 1 Case 10 
  
Doctors Nurses Lab techs Staff Path Doctors Nurses Lab techs Staff Path 
3 5 1 0 
Path 
1 





Doctors Nurses Lab techs Staff Path 




Doctors Nurses Lab techs Staff Path 




Doctors Nurses Lab techs Staff Path 




Doctors Nurses Lab techs Staff Path 




Doctors Nurses Lab techs Staff Path 




Doctors Nurses Lab techs Staff Path 




Doctors Nurses Lab techs Staff Path 




Doctors Nurses Lab techs Staff Path 






4.2.3 The Retrieval Engine 
 
There are several techniques and algorithms in the literature that have been used to create 
retrieval engines for the CBR methodology. Examples of these techniques include nearest 
neighbor, induction, fuzzy logics, database technology, and several others. The most commonly 
used techniques are nearest neighbor and induction with decision trees (Watson, 1999).  
 
In the nearest neighbor algorithms, the similarities between the new case and all cases stored in 
the case-base are calculated using similarity functions and measures. These functions are used to 
find the similarities between all attributes in the new case and each one of the cases and then find 
the total similarity for each stored case. These total similarities are then normalized to fall 
between 0 and 1 or to find the similarity percentages. These functions use various similarity 
metrics such as Euclidean distance, city block distance, probabilistic similarity measures, and 
geometric similarity metrics. In this approach, weights may be used to differentiate between of 
attributes and to show, which are the most important, and those that have the least effects. These 
weight ranges from 0 to 1 and assigned using the appropriate techniques based on the field of the 
cases. In the inductive retrieval, the stored cases are pre-indexed by creating a decision tree that 
is used to represent all the cases in the case-base. The most important attribute will be used to the 
root of the decision tree. After that, other attributes are added to complete the decision tree. 
When having a new problem, this approach will start from the root node to find similar cases 
using an attribute at each step until reaching to the last one. Since these stored cases are pre-
indexed then the retrieval times could be fast. However, the main disadvantage of this approach 
comes when some information is missing or one of the attributes has no similar cases in the case-
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base. In this case, no similar cases will be retrieved from the case base (Khan et al., 2011) (Ross 
et al., 2002). 
 
4.2.3.1 The Nearest Neighbor Approach 
 
The first approach that will be used as a retrieval engine in this study is the nearest neighbor. 
This approach has several versions that could be found in the literature such as K nearest 
neighbor algorithm and R nearest neighbor algorithm. In the K nearest neighbors, the K cases 
from the case-base with the highest similarity percentages will be retrieved where K is 
predefined parameter. However, in the R nearest neighbors, all cases from the case-base that 
have similarities percentages more than or equal to R are retrieved where R is a predefined 
values. These similarity percentages are found from the following equation: 
 
𝑆𝑖𝑚𝑖𝑙𝑎𝑟𝑖𝑡𝑦 𝑃𝑒𝑟𝑐𝑒𝑛𝑡𝑎𝑔𝑒 (𝑁𝐶, 𝑆𝐶) =








NC is the new case. 
SCs are stored cases in the case-base. 
n is the number of attributes in each case. 




In this study, K nearest neighbor algorithm will be used and the Euclidean distance will be 
chosen as the similarity function for all numerical attributes. The Euclidean distance is calculated 
using the following equation: 
 






Di is the Euclidean distance between stored case i and the new case. 
anx are the attributes of the new case. 
aix are the attributes of the case i. 
m is the number of numerical attributes. 
 
The numerical attributes in the developed ED cases are attributes 3 (# doctors), 4 (# nurses), 5 (# 
lab technicians, and 6 (# staff). These attributes will have equal weights in the similarity function 
as most of the studies in the literature use for the first CBR models in any field. The non-
numerical attributes which are the category of the problem and the path of patients in the ED will 
not have a certain similarity function. This is because the retrieval engine will only retrieve 
cases, which have the same category of the new case. However, for the paths of patients a 
similarity measure matrix will be developed by using the order of stations in each path. These 
paths were created by find the most commonly used path in the EDs and give it the first position 
(path 1). After that, one change in the order of stations is made when moving from path 1 to path 
2. Similarly, one change in the order of stations will be made as moving from path 2 to path 3, 
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path 3 to path 4, and path 4 to path 1. In the similarity matrix, each change will add 10 units of 
distance to similarity function and this distance will be added to the calculated Euclidean 
distance. This similarity (distance) matrix is shown in table 15. 
 
Table 15: The similarity (distance) matrix between different paths 
Similarity (distance) matrix 
  Path 1 Path 2 Path 3 Path 4 
Path 1 0 10 20 10 
Path 2 
  




Path 4   0 
 
In this approach, there will be no need to calculate the similarity percentages since there are no 
weights associated with attributes. Moreover, distance measures are inversely proportional to the 
similarity percentages (as the distance gets shorter the similarity percentage gets higher). So, the 
similarity function will be found using the following equation: 
 
𝑓(𝑁𝐶𝑖, 𝑆𝐶𝑖) = {
∞                                                            𝑖𝑓 𝑁𝐶1 ≠ 𝑆𝐶1 (𝑛𝑜𝑡 𝑡ℎ𝑒 𝑠𝑎𝑚𝑒 𝑐𝑎𝑡𝑒𝑔𝑜𝑟𝑦)
𝑆𝑖𝑚𝑖𝑙𝑎𝑟𝑖𝑡𝑦 (𝑑𝑖𝑠𝑡𝑎𝑛𝑐𝑒) 𝑚𝑎𝑡𝑟𝑖𝑥                              𝑓𝑜𝑟 𝑖 = 2 (𝑝𝑎𝑡ℎ 𝑎𝑡𝑡𝑟𝑖𝑏𝑢𝑡𝑒)
𝐷𝑖                                                                                                              𝑓𝑜𝑟 3 ≤ 𝑖 ≤ 𝑛
 
 
After finding these similarity (distance) measures between the new case and all the cases stored, 
with the same category, in the case-base. These measures will be used to retrieve the K stored 
cases with the shortest total distances. Then, the CBR methodology will proceed to the next step. 
The detailed flow chart of this approach is shown in figure 11. 
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Figure 11: Flow chart of K nearest neighbor approach 
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4.2.3.2 The Induction Tree Approach 
 
In order to give more retrieval options to this study, another approach will be used as a retrieval 
engine. This approach will use the defined indexing system to develop a decision tree that will 
represent the case-base. The use of this decision tree will make the retrieval times faster and will 
give different results that the K nearest neighbor approach. This approach starts by creating the 
decision tree for the developed case-base. This tree will represent the hierarchical structure of 
these simulation cases stored in the case-base. The assignments of attributes among different tree 
levels will show the relative importance of these attributes in the process of developing a 
solution to the new problem. This T tree will represent the stored simulation cases in the case-
base. The definition of this tree will be: 
𝑇 = {𝑁, 𝐸} 
Where, 
N is the set of nodes (attributes). 
n is the number of node in the tree. 
E is the set of edges connecting nodes and correlating attributes. 
l is the level of the node, where  
 l = 0  Root node 
 l = 1  Category of the case 
 l = 2  Path number 
 l = 3  # Doctors 
 l = 4  # Nurses 
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 l = 5  # Lab technicians 
 l = 6  # Staff 
 l = 7  Case Number 
For each node in N, degree = number of directly connected nodes in levels l – 1 and l + 1  
 
In this decision tree, there are three types of nodes, which are: 
a) Root node: is a pointer that references all sub-nodes in the first level (starting node of the 
tree). 
b) Intermediate nodes: are all nodes in the tree with level 1 < l < 7. They contain the set of 
all child nodes Cl in the direct lower level that are connected by edges. 
c) Leaf nodes: are all nodes in the tree with degree = 1 and l = 7. Each leaf node expresses 
a specific set of attributes relating to its parents. 
 




Figure 12: Decision tree of the developed case-base 
 
 
For all simulation cases stored in the case-base, let each case Ax be described as a set of different 
attributes composing a distinctive case {a1, a2, … al-1}. Also, for each attribute ai there is a set Vi 
that contains all possible values of this attribute {vi1, vi2, … vir}. For example, the first attribute 




After developing the decision tree, this approach is ready to be used. When a new case arrives, 
the attributes of this case will compose a new set G = {g1, g2, … gl-1} that contains all the 
attributes values. This set will be used as a target set to retrieve similar cases from the case-base. 
This retrieval process will match the elements of this target set against all elements in the same 
level in the case-base. This comparison will be used as a guide for the search to traverse through 
the decision tree. 
 
The approach starts at the root node (l = 0). At this root node, the first step in the retrieval 
process is to match g1 to an element in V1 (all children of the root node). This means that: 
𝑖𝑓 𝑔1 ∈ 𝑉1 → 𝐴𝑡𝑡𝑟𝑖𝑏𝑢𝑡𝑒𝑀𝑎𝑡𝑐ℎ =  𝑀𝑎𝑡𝑐ℎ 
𝑖𝑓 𝑔1 ∉ 𝑉1 → 𝐴𝑡𝑡𝑟𝑖𝑏𝑢𝑡𝑒𝑀𝑎𝑡𝑐ℎ = 𝑁𝑜 𝑀𝑎𝑡𝑐ℎ 
If there is no match in the attribute match, then there is no possible case with the same category 
as the target case. Thus, the retrieval process will terminate since there are no similar cases in the 
case-base. However, if there is a match in the attribute match then the approach will choose the 
edge that is connected to the node (at l = 1) with the same category as the target case.  
 
 
The approach after that matches all remaining attributes of set 〈𝐺〉= {g2, … gl-1}. For the second 
attribute, g2, it will be compared to a subset of 〈𝑉2〉; where V2 is the set that contains all the 
possible paths of patients in the ED, and 〈𝑉2〉 contains all paths under matched category g1. Due 
to the nature of this attribute, there are four different paths in the case-base. The attribute match 
function yields three possible results as follows: 
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𝑔2 = 𝑣2𝑖  → 𝐴𝑡𝑡𝑟𝑖𝑏𝑢𝑡𝑒𝑀𝑎𝑡𝑐ℎ =  𝑃𝑒𝑟𝑓𝑒𝑐𝑡 𝑀𝑎𝑡𝑐ℎ 
𝑔2 ≠ 𝑣2𝑖 → {
𝑃𝑎𝑡ℎ𝑖 △ 𝑃𝑎𝑡ℎ𝑖±1 𝑜𝑟 𝑃𝑎𝑡ℎ𝑖 △ 𝑃𝑎𝑡ℎ𝑖±3 → 𝐴𝑡𝑡𝑟𝑖𝑏𝑢𝑡𝑒𝑀𝑎𝑡𝑐ℎ =  𝑃𝑎𝑟𝑡𝑖𝑎𝑙 𝑀𝑎𝑡𝑐ℎ
𝑃𝑎𝑡ℎ𝑖 △ 𝑃𝑎𝑡ℎ𝑖±2 → 𝐴𝑡𝑡𝑟𝑖𝑏𝑢𝑡𝑒𝑀𝑎𝑡𝑐ℎ =  𝑆𝑜𝑚𝑒𝑤ℎ𝑎𝑡 𝑀𝑎𝑡𝑐ℎ
 
Based on the value of the attribute match, the approach will choose the edge that is connected to 
the node (at l = 2). This choice will yield the same path number when perfect match is found. 
However, when there is no perfect match then a partial match will be chosen if it is available, or 
it will go to somewhat match otherwise.  
 
The approach after that matches all remaining attributes of set 〈𝐺〉= {g3, … gl-1}. For the third 
attribute, g3, it will be compared to a subset of 〈𝑉3〉; where V3 is the set that contains all the 
possible number of doctors in the ED, and 〈𝑉3〉 contains all number of doctors under matched 
path g2. Starting from this attribute g3 all the remaining attributes are numerical attributes and 
will have similar matching functions. For g3, the attribute matching function will use the absolute 
difference between g3 and each element in 〈𝑉3〉 as follows: 
∀𝑣3𝑖  ∈ 〈𝑉3〉, 𝑧𝑖 = |𝑣3𝑖 − 𝑔3| 
𝑤ℎ𝑒𝑛 𝑧𝑖 = 0 → 𝐴𝑡𝑡𝑟𝑖𝑏𝑢𝑡𝑒𝑀𝑎𝑡𝑐ℎ =  𝑃𝑒𝑟𝑓𝑒𝑐𝑡 𝑀𝑎𝑡𝑐ℎ 
𝑤ℎ𝑒𝑛 1 ≤ 𝑧𝑖 ≤ 5 → 𝐴𝑡𝑡𝑟𝑖𝑏𝑢𝑡𝑒𝑀𝑎𝑡𝑐ℎ =  𝑃𝑎𝑟𝑡𝑖𝑎𝑙 𝑀𝑎𝑡𝑐ℎ 
𝑤ℎ𝑒𝑛 6 ≤ 𝑧𝑖 ≤ 15 → 𝐴𝑡𝑡𝑟𝑖𝑏𝑢𝑡𝑒𝑀𝑎𝑡𝑐ℎ =  𝑆𝑜𝑚𝑒𝑤ℎ𝑎𝑡 𝑀𝑎𝑡𝑐ℎ 
𝑤ℎ𝑒𝑛 𝑧𝑖 ≥ 16 → 𝐴𝑡𝑡𝑟𝑖𝑏𝑢𝑡𝑒𝑀𝑎𝑡𝑐ℎ =  𝐷𝑖𝑓𝑓𝑒𝑟𝑒𝑛𝑡 
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Based on the difference value zi, the approach will choose the node (at l = 3) corresponding to 
the minimum difference value. The attribute match value indicates the degree of similarity 
between the target case attribute value g3 and each one of the elements in the subset 〈𝑉3〉. 
Similarly, the same matching process will be used in matching of the remaining attributes of the 
target case, which are g4 (number of nurses), g5 (number of lab technicians), and g6 (number of 
staff). These attribute matching functions are shown as follows: 
For g4 (number of nurses): 
∀𝑣4𝑖  ∈ 〈𝑉4〉, 𝑧𝑖 = |𝑣4𝑖 − 𝑔4| 
𝑤ℎ𝑒𝑛 𝑧𝑖 = 0 → 𝐴𝑡𝑡𝑟𝑖𝑏𝑢𝑡𝑒𝑀𝑎𝑡𝑐ℎ =  𝑃𝑒𝑟𝑓𝑒𝑐𝑡 𝑀𝑎𝑡𝑐ℎ 
𝑤ℎ𝑒𝑛 1 ≤ 𝑧𝑖 ≤ 5 → 𝐴𝑡𝑡𝑟𝑖𝑏𝑢𝑡𝑒𝑀𝑎𝑡𝑐ℎ =  𝑃𝑎𝑟𝑡𝑖𝑎𝑙 𝑀𝑎𝑡𝑐ℎ 
𝑤ℎ𝑒𝑛 6 ≤ 𝑧𝑖 ≤ 15 → 𝐴𝑡𝑡𝑟𝑖𝑏𝑢𝑡𝑒𝑀𝑎𝑡𝑐ℎ =  𝑆𝑜𝑚𝑒𝑤ℎ𝑎𝑡 𝑀𝑎𝑡𝑐ℎ 
𝑤ℎ𝑒𝑛 𝑧𝑖 ≥ 16 → 𝐴𝑡𝑡𝑟𝑖𝑏𝑢𝑡𝑒𝑀𝑎𝑡𝑐ℎ =  𝐷𝑖𝑓𝑓𝑒𝑟𝑒𝑛𝑡 
Based on the difference value zi, the approach will choose the node (at l = 4) corresponding to 
the minimum difference value. The attribute match value indicates the degree of similarity 
between the target case attribute value g4 and each one of the elements in the subset 〈𝑉4〉. 
 
For g5 (number of lab technicians): 
∀𝑣5𝑖  ∈ 〈𝑉5〉, 𝑧𝑖 = |𝑣5𝑖 − 𝑔5| 
𝑤ℎ𝑒𝑛 𝑧𝑖 = 0 → 𝐴𝑡𝑡𝑟𝑖𝑏𝑢𝑡𝑒𝑀𝑎𝑡𝑐ℎ =  𝑃𝑒𝑟𝑓𝑒𝑐𝑡 𝑀𝑎𝑡𝑐ℎ 
𝑤ℎ𝑒𝑛 1 ≤ 𝑧𝑖 ≤ 5 → 𝐴𝑡𝑡𝑟𝑖𝑏𝑢𝑡𝑒𝑀𝑎𝑡𝑐ℎ =  𝑃𝑎𝑟𝑡𝑖𝑎𝑙 𝑀𝑎𝑡𝑐ℎ 
𝑤ℎ𝑒𝑛 6 ≤ 𝑧𝑖 ≤ 15 → 𝐴𝑡𝑡𝑟𝑖𝑏𝑢𝑡𝑒𝑀𝑎𝑡𝑐ℎ =  𝑆𝑜𝑚𝑒𝑤ℎ𝑎𝑡 𝑀𝑎𝑡𝑐ℎ 
𝑤ℎ𝑒𝑛 𝑧𝑖 ≥ 16 → 𝐴𝑡𝑡𝑟𝑖𝑏𝑢𝑡𝑒𝑀𝑎𝑡𝑐ℎ =  𝐷𝑖𝑓𝑓𝑒𝑟𝑒𝑛𝑡 
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Based on the difference value zi, the approach will choose the node (at l = 5) corresponding to 
the minimum difference value. The attribute match value indicates the degree of similarity 
between the target case attribute value g5 and each one of the elements in the subset 〈𝑉5〉. 
 
For g6 (number of staff): 
∀𝑣6𝑖  ∈ 〈𝑉6〉, 𝑧𝑖 = |𝑣6𝑖 − 𝑔6| 
𝑤ℎ𝑒𝑛 𝑧𝑖 = 0 → 𝐴𝑡𝑡𝑟𝑖𝑏𝑢𝑡𝑒𝑀𝑎𝑡𝑐ℎ =  𝑃𝑒𝑟𝑓𝑒𝑐𝑡 𝑀𝑎𝑡𝑐ℎ 
𝑤ℎ𝑒𝑛 1 ≤ 𝑧𝑖 ≤ 5 → 𝐴𝑡𝑡𝑟𝑖𝑏𝑢𝑡𝑒𝑀𝑎𝑡𝑐ℎ =  𝑃𝑎𝑟𝑡𝑖𝑎𝑙 𝑀𝑎𝑡𝑐ℎ 
𝑤ℎ𝑒𝑛 6 ≤ 𝑧𝑖 ≤ 15 → 𝐴𝑡𝑡𝑟𝑖𝑏𝑢𝑡𝑒𝑀𝑎𝑡𝑐ℎ =  𝑆𝑜𝑚𝑒𝑤ℎ𝑎𝑡 𝑀𝑎𝑡𝑐ℎ 
𝑤ℎ𝑒𝑛 𝑧𝑖 ≥ 16 → 𝐴𝑡𝑡𝑟𝑖𝑏𝑢𝑡𝑒𝑀𝑎𝑡𝑐ℎ =  𝐷𝑖𝑓𝑓𝑒𝑟𝑒𝑛𝑡 
Based on the difference value zi, the approach will choose the node (at l = 6) corresponding to 
the minimum difference value. The attribute match value indicates the degree of similarity 
between the target case attribute value g6 and each one of the elements in the subset 〈𝑉6〉. 
 
Finally, the subset 〈𝑉7〉 that contains the children of the node matched with g6 will be returned as 
the result of this retrieval engine. This result will define the case(s) Ax from the case-base that are 
similar to the target case G. These cases will be taken to the next step of the CBR methodology. 















4.2.4 The CBR Methodology Retrieval Code 
 
After completing the development of this CBR methodology, it is clear that it has several steps 
and will take a lot of time to be implemented by hand especially when the case-base gets bigger. 
This is because it has many complicated calculations that could waste a great amount of time in 
the retrieval step in particular. Moreover, the probability of making mistakes will be higher when 
doing everything without the help of any software. Thus, a java code was created to perform the 
retrieval step of this study. In this code, the developed case-base will be entered and saved in a 
clear table. Then, when a new problem arises the code will take all the data of this new case and 
apply both retrieval approaches to retrieve all similar cases. Then, the rest of the methodology 
could be applied easily after finding all the similar cases in the case-base in order to find the new 
solution. Finally, after solving the new case then it could be added to the stored case-base in the 











After completing the development phase, the CBR methodology is ready for implementation. In 
this phase, a new ED simulation problem will be chosen from the literature and this methodology 
will be used to develop a DES solution for this problem. The solution process will use CBR and 
the developed case-base to find the best solution using the information from the retrieved cases 





CHAPTER 5         IMPLEMENTATION AND RESULTS 
 
5.1 CBR Methodology Implementation 
 
A case study was selected from the literature to demonstrate how this development works. The 
case study chosen was from a regional hospital that provides specialized and primary healthcare 
services. This hospital has more than 2000 employees including the medical personnel. The ED 
of this hospital receives over 50,000 patients each year. The management of the hospital would 
like to improve the performance of its ED while keeping the same level of the quality of 
healthcare services provided (Duguay & Chetouane, 2007). 
 
5.1.1 Define and Analyze the New Problem (Case Study) 
 
This ED problem was simulated using DES in 2007 to improve the performance of the system by 
enhancing the utilization of resources and trying to minimize the total time each patient spends in 
the ED. The process of this ED is as follows: When patients enter the ED, they pick a number 
and wait in the waiting area for the triage nurse to be available. At the triage station, the triage 
nurse uses an emergency severity index list to assess the patient’s status and give it a code 
number (from 1 to 5), where code 1 means the most critical. Patients with codes 1 and 2 (critical 
conditions) go directly to the intensive care unit (ICU) and leave the ED for the hospital, there to 
receive the required care. Patients coded 3-5 proceed to registration and wait for an available 
registration nurse to get their information. Then they wait for a physician to be free to do the first 
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assessment. After that, several patients will need to have lab tests and then wait for another 
(second) assessment by the physician before leaving the ED (either being discharged or admitted 
to the hospital). Each physician will have a nurse to help him/her during the assessment process. 
These employees of this ED work in three shifts:  nightshift from 12 am to 8 am, day shift from 8 
am to 4 pm, and evening shift from 4 pm to 12 am. Moreover, some extra shifts are used when 
needed during the crowded times in the day (from 10 am to 9 pm). This ED process is illustrated 





























5 Code 1 & 2 patients 7 
Triage nurses 3 Code 3 patients 18 
Registration nurses 3 Code 4 patients 55 
Physicians 5 Code 5 patients 20 
Nurses 5 
Patients that need lab 
tests 
23 





Night Shift             
(12:00 am - 
8:00 am) 
Day Shift                  
(8:00 am - 
4:00 pm) 
Evening Shift                     
(4:00 pm - 12:00 am) 
Extra Shift 1                     
(10:00 am - 5:00 
pm) 
Extra Shift 2                       
(5:00 pm - 11:00 
pm) 
Physicians 1 1 1 1 1 
Nurses 1 1 1 1 1 
Registration 
Nurses 
1 1 1 0 0 























Table 17: Data of the ED case study – part 2 (Duguay & Chetouane, 2007) 
Patients interarrival times in minutes (Maximum of Each day) 
  






Exponential (10) Exponential (10) 
  
  
Patients arrival rates 
(patients/hour) 
  
Service times in minutes 
Time Rate 
Triage  Registration Lab tests 
12 am- 1 am 5 
1 am – 2 am 4 Poisson (6) Triangular (3,5,7) 
Triangular 
(30,45,60) 
2 am – 3 am 3   
3 am – 4 am  3 1st Assessment 
4 am – 5 am  2 Code 3 patients Code 4 patients Code 5 patients 





6 am – 7 am  3   
7 am – 8 am  5 2nd Assessment 
8 am – 9 am  6 Code 3 patients Code 4 patients Code 5 patients 




10 am – 11 am  7 
  
11 am – 12 pm 8 
12 pm- 1 pm 9 
1 pm – 2 pm 8 
2 pm – 3 pm 8 
3 pm – 4 pm  7 
4 pm – 5 pm  8 
5 pm – 6 pm  9 
6 pm – 7 pm  9 
7 pm – 8 pm  10 
8 pm – 9 pm  9 
9 pm – 10 am 8 
10 pm – 11 pm  7 
11 pm – 12 am 6 
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In this case study, the simulation time was one whole day (24 hours), and patient arrival rates to 
Canadian EDs in the literature during different hours of the day were used. The system was also 
studied under the maximum arrival rates of each working day as a worst-case scenario and for 
comparison purposes. 
 
5.1.2 Case Retrieve 
 
The first step in the CBR methodology is case retrieve. In this step, all cases similar to the case 
study are recalled from the case-base. To retrieve these cases, it is necessary to define the target 
set of the new case. This set contains all the attributes values and it will be used to do the 
retrieval process. The target set of this new problem is G = {Optimization, Path 1, 5, 11, 1, 0}. 
This set shows that in this problem, the objective of the study is optimization and the path of 
patients inside the ED is Path 1. It also shows that in this ED, there are 5 doctors (physicians), 11 
nurses, 1 lab technician, and no other staff for administrative purposes.  
 
After defining the target set, the retrieval code will be used to find the similar cases in the case-
base using both approaches. When using the nearest neighbor, the first step is to define K and it 
will be 3 in this case since the developed case-base is small. The results of the retrieval process 
are cases 2, 4, and 1 in this order according to the similarity function (Euclidean Distance). The 




Figure 17: The results of the retrieval code using the nearest neighbor approach. 
  
 
After that, the induction tree approach will be used to retrieve similar cases from the case-base. 




Figure 18: The results of the retrieval code using the induction tree approach.  
 
From the retrieval results, it is clear that case 2 is the most similar case to the new problem since 
it was retrieved using both approaches and it will be studied and analyzed with other retrieved 
cases to find the solution to the new problem. 
 
5.1.3 Case Reuse 
 
In this step, all retrieved cases are studied to find the best way to solve the problem in the current 
case study. After reading and analyzing all the cases, it was clear that the first step in solving the 
problem would be to create a simulation model for the ED and then study the results of this 
model to find the required modifications to the current system. This simulation model was done 
as a DES and it reflected the ED situation to enable understanding of the current problem and to 
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find possible solutions. This model was created using SIMIO since all models in the case-base 
used SIMIO as their simulation environment. The use of SIMIO made the development of a 
model much easier since the developer did not have to start from scratch but could use the 
modeling information from the retrieved cases to develop a model that represents the ED of the 
case study. 
 
The process of building this model started by entering the data collected from the ED and then 
creating a layout that represented the ED system. The first type of data that entered was the 
information about different types of patients since they are considered one of the most important 
components of the system. The modeling team was advised to use a rate table to enter the arrival 
rates of patients during all hours of the day. A data table is considered the best way to represent 
the percentages, priorities, and specific processing times of patients with different codes in the 














After defining the data table, a sequence table that is connected to the data table was developed 
to outline the sequences of different types of patients in the ED. The developed sequence table is 
shown in figure 21.  
  
Figure 21: Sequence table used in the SIMIO model 
 
After entering the collected data of patients, the data of the medical staff had to be stated in the 
model. This staff has specific working schedules and works in different shifts. The best way to 
enter this data in SIMIO was to define a work schedule with a detailed day pattern for each type 
of personnel in the ED. Such schedules are shown in figures 22 and 23.   
 
  
Figure 22: Work schedules used in the SIMIO model 
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Figure 23: Day patterns used in the SIMIO model 
 
The medical staff was represented in two different ways according to their job type and duties. 
For example, doctors and nurses were modeled as resources with different capacities, as 
explained in the work schedules. This is because they were working in more than one station 
during the simulation. However, registration and triage nurses were modeled within their stations 
since they were doing their jobs at one station only and did not move during the simulation. To 
complete the modeling of movable resources, processes had to be defined for the purpose of 






Figure 24: Defined processes used in the SIMIO model 
 
After completing the steps of defining the data collected, the modeling team moved to creating 
the main model. Different of types of patients were modeled using different model entities to 
enable them to be followed during the simulation. All stations were modeled as servers, where 
each server in the model has a defined capacity and service times. The developed model is show 
in figure 25. 
 
 
Figure 25: Developed model in SIMIO 
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After finishing the modeling process, the model was ready for simulation. The simulation was 
done using an experiment in SIMIO, since this feature run the same model for a defined number 
of replications and calculate means and confidence intervals for outputs and this helps in 
reducing the variability in the results of the simulation. This model was simulated using different 
arrival rates of patients during the day and then using the maximum arrival rate of each working 
day. The use of fixed arrival rates was the planning for the worst-case scenario that the ED could 

















Table 18: Results of the simulation run using Monday’s maximum arrival rate 
Mondays maximum arrival rate - the time unit is hours 
Code 3 patients 
Average time 
in the system 






served Min Max 
1.89 1.45 2.51 2.83 37 24 
  
Code 4 patients 
Average time 
in the system 






served Min Max 
11.86 8.58 15.54 46.33 113 28 
  
Code 5 patients 
Average time 
in the system 






served Min Max 






Triage station Registration station 
Utilization 





99.20% 99.20% 84.63% 0.31 65.72% 0.02 
  





















Table 19: Results of the simulation run using Tuesday’s maximum arrival rate 
Tuesday maximum arrival rate - the time unit is hours 
Code 3 patients 
Average 
time in the 
system 






served Min Max 
1.76 1.51 2.1 1.86 26 24 
  
Code 4 patients 
Average 
time in the 
system 






served Min Max 
9.12 6.22 11.59 26.36 82 38 
  
Code 5 patients 
Average 
time in the 
system 






served Min Max 






Triage station Registration station 
Utilization 
Avg. time in 
station 
Utilization 
Avg. time in 
station 
99.18% 99.18% 61.84% 0.09 47.56% 0.01 
  
First assessment station Lab tests station Second Assessment station 
Utilization 
Avg. time in 
station 
Utilization 
Avg. time in 
station 
Utilization 
Avg. time in 
station 









Table 20: Results of the simulation run using Wed, Thu, and Fri maximum arrival rate 
Wednesday, Thursday, and Friday maximum arrival rate - the time unit is hours 
Code 3 patients 
Average time 
in the system 






served Min Max 
1.8 1.46 2.92 1.97 26 25 
  
Code 4 patients 
Average time 
in the system 






served Min Max 
8.81 5.48 13.78 23.98 77 38 
  
Code 5 patients 
Average time 
in the system 






served Min Max 






Triage station Registration station 
Utilization 





99.15% 99.15% 58.36% 0.09 45.12% 0.008 
  





















Table 21: Results of the simulation run using regular day arrival rates 
Regular arrival rates - the time unit is hours 
Code 3 patients 
Average 
time in the 
system 






served Min Max 
1.62 1.4 1.89 1.89 28 26 
  
Code 4 patients 
Average 
time in the 
system 






served Min Max 
5.64 3.86 8.41 19.66 83 35 
  
Code 5 patients 
Average 
time in the 
system 






served Min Max 






Triage station Registration station 
Utilization 
Avg. time in 
station 
Utilization 
Avg. time in 
station 
98.02% 98.02% 62.78% 0.18 49.13% 0.02 
  
First assessment station Lab tests station Second Assessment station 
Utilization 
Avg. time in 
station 
Utilization 
Avg. time in 
station 
Utilization 
Avg. time in 
station 









After completing the simulation runs, the results of these runs were analyzed to find and locate 
any bottlenecks in the system in order to propose possible solutions.  Our case study results 
revealed that code 3 patients had acceptable average waiting time in the system, which was less 
two hours using all arrival rates. However, code 4 patients have large average wait times in the 
system, up to 11 hours.  This length of wait time is not acceptable. Moreover, code 5 patients had 
an even worse situation since they did not have a chance to receive the required care; moreover, 
this constitutes a violation of hospital policy. Upon looking at the number of served patients from 
each code category, the results confirm that only code 3 patients received the required care and 
very few patients from code 4. These results highlight the main problem in the system, which is 
that not all patients are receiving the necessary care, especially patients with lower priorities. 
These results are shown in figure 26. 
 
 






















Average Time in The System





The next step is to locate the cause of the problem. When looking at the results, it is clear that 
triage and registration stations are not causing any problems since the average stay in these 
stations was less than 20 minutes in all of the runs. The first assessment station, on the other 
hand, showed a patient waiting time of up to more than 5 hours, which seems to indicate it might 
be causing the problem. The utilization of resources connected to this station was more than 99% 
in most runs. These numbers indicate that the problem is rooted in a lack of a sufficient number 
of doctors and nurses to satisfy the current demand. Thus, the ED needs to assign more doctors 
and nurses to serve the large number of patients visiting the ED every day. 
 
After finding the main problem and the cause of this problem, the modeling team should go back 
to the retrieved cases to look for solutions to similar problems. The common solution used in 
similar cases was to hire more resources to be able to meet the increasing demand and to keep 
the quality of the provided services. The best approach in applying this solution is by suggesting 
different alternatives and tests them to see what the best one is and to be able to compare 
between the benefits and the costs of these alternatives.   
 
From the similar problems in the retrieved cases, the following alternatives are suggested as 
potential solutions:    
 
Alternative 1: hire one more doctor and one more nurse and revise the work schedule to have an 
equal number of resources at each main shift. This alternative is laid out below. 
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Table 22: Alternative 1 details 
Alternative 1: Hire one more doctor and one more nurse 
Working schedules 
Night Shift          
(12:00 am - 8:00 am) 
Day Shift                     
(8:00 am - 4:00 pm) 
Evening Shift              
(4:00 pm - 12:00 am) 
Physicians 2 2 2 
Nurses 2 2 2 
Registration Nurses 1 1 1 
Triage Nurses 1 1 1 
 
 
Alternative 2: hire two more doctors and two more nurses and schedule the most resources in the 
evening shift since more patients visit the ED during this time. This alternative is explained 
below. 
 
Table 23: Alternative 2 details 
Alternative 2: Hire two more doctors and two more nurses 
Working schedules 
Night Shift          
(12:00 am - 8:00 am) 
Day Shift                      
(8:00 am - 4:00 pm) 
Evening Shift              
(4:00 pm - 12:00 am) 
Physicians 2 2 3 
Nurses 2 2 3 
Registration Nurses 1 1 1 
Triage Nurses 1 1 1 
 
Alternative 3: hire three more doctors and three more nurses and schedule more resources in the 




Table 24: Alternative 3 details 
Alternative 3: Hire three more doctors and three more nurses 
Working schedules 
Night Shift          
(12:00 am - 8:00 am) 
Day Shift                      
(8:00 am - 4:00 pm) 
Evening Shift              
(4:00 pm - 12:00 am) 
Physicians 2 3 3 
Nurses 2 3 3 
Registration Nurses 1 1 1 
Triage Nurses 1 1 1 
 
 
Alternative 4: have the maximum number of doctors and nurses that could be working at the 
same time in the ED. This means having 5 doctors and 5 nurses at each shift. This alternative 
might not be feasible or implementable. However, it can give an idea about how the system will 
behave when having the maximum possible number of resources. Moreover, the results for this 
alternative will help decision makers when comparing the other alternatives. It is also possible to 
utilize the results of this suggestion in planning for extreme events. 
 
Table 25: Alternative 4 details 
Alternative 4 (Extreme scenario): This alternative is for comparisons of results  
Working schedules 
Night Shift          
(12:00 am - 8:00 am) 
Day Shift                     
(8:00 am - 4:00 pm) 
Evening Shift              
(4:00 pm - 12:00 am) 
Physicians 5 5 5 
Nurses 5 5 5 
Registration Nurses 1 1 1 
Triage Nurses 1 1 1 
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This step of the CBR methodology involves stakeholders more than any other step. This is 
because they have more knowledge about the system and they have the ability to direct the 
modeling team towards what is the best for the system. Their involvement helps in the decision 
making process since most of the work done in building the solution is under the supervision of 
the stakeholders. 
 
5.1.4 Case Revise 
 
This step was performed after finding the main problem in the current case study and locating the 
cause of the problem and coming up with suggested solutions.  The proposed alternatives were 
tested to check whether they solved the problem or not. This testing of the alternatives involved 
the stakeholders to get their immediate feedback and to receive and test any new suggestions. 
Thus, the proposed alternatives were used in the simulation model and the results were analyzed. 











Table 26: Results of alternative-1 simulation run using Monday’s maximum arrival rate 
Mondays maximum arrival rate - Alternative 1 - the time unit is hours 
Code 3 patients 
Average 
time in the 
system 






served Min Max 
1.6 1.34 1.91 2.47 38 35 
  
Code 4 patients 
Average 
time in the 
system 






served Min Max 
7.5 5.21 9.97 35.4 114 45 
  
Code 5 patients 
Average 
time in the 
system 






served Min Max 






Triage station Registration station 
Utilization 
Avg. time in 
station 
Utilization 
Avg. time in 
station 
99.19% 99.19% 85.22% 0.3 65.70% 0.018 
  
First assessment station Lab tests station Second Assessment station 
Utilization 
Avg. time in 
station 
Utilization 
Avg. time in 
station 
Utilization 
Avg. time in 
station 








Table 27: Results of alternative-2 simulation run using Monday’s maximum arrival rate 
Mondays maximum arrival rate - Alternative 2 - the time unit is hours 
Code 3 patients 
Average 
time in the 
system 






served Min Max 
1.55 1.34 1.79 2.44 38 37 
  
Code 4 patients 
Average 
time in the 
system 






served Min Max 
7.92 5.56 10.5 33.78 116 58 
  
Code 5 patients 
Average 
time in the 
system 






served Min Max 






Triage station Registration station 
Utilization 
Avg. time in 
station 
Utilization 
Avg. time in 
station 
99.19% 99.19% 86.03% 0.31 66.00% 0.018 
  
First assessment station Lab tests station Second Assessment station 
Utilization 
Avg. time in 
station 
Utilization 
Avg. time in 
station 
Utilization 
Avg. time in 
station 








Table 28: Results of alternative-3 simulation run using Monday’s maximum arrival rate 
Mondays maximum arrival rate - Alternative 3  - the time unit is hours 
Code 3 patients 
Average 
time in the 
system 






served Min Max 
1.46 1.14 1.68 2.28 38 36 
  
Code 4 patients 
Average 
time in the 
system 






served Min Max 
6.31 3.08 8.81 27.56 115 71 
  
Code 5 patients 
Average 
time in the 
system 






served Min Max 






Triage station Registration station 
Utilization 
Avg. time in 
station 
Utilization 
Avg. time in 
station 
99.19% 99.19% 84.93% 0.31 65.74% 0.019 
  
First assessment station Lab tests station Second Assessment station 
Utilization 
Avg. time in 
station 
Utilization 
Avg. time in 
station 
Utilization 
Avg. time in 
station 








Table 29: Results of alternative-4 simulation run using Monday’s maximum arrival rate 
Mondays maximum arrival rate - Alternative 4 - the time unit is hours 
Code 3 patients 
Average 
time in the 
system 






served Min Max 
1.16 0.96 1.43 1.69 35 34 
  
Code 4 patients 
Average 
time in the 
system 






served Min Max 
1.65 1.3 2.65 8.39 113 103 
  
Code 5 patients 
Average 
time in the 
system 






served Min Max 






Triage station Registration station 
Utilization 
Avg. time in 
station 
Utilization 
Avg. time in 
station 
98.77% 98.77% 84.85% 0.35 64.86% 0.018 
  
First assessment station Lab tests station Second Assessment station 
Utilization 
Avg. time in 
station 
Utilization 
Avg. time in 
station 
Utilization 
Avg. time in 
station 








Table 30: Results of alternative-1 simulation run using Tuesday’s maximum arrival rate 
Tuesdays maximum arrival rate - Alternative 1 - the time unit is hours 
Code 3 patients 
Average  
time in the 
system 






served Min Max 
1.46 1.21 1.68 1.67 28 26 
  
Code 4 patients 
Average 
time in the 
system 






served Min Max 
4.69 2.65 6.73 16.32 83 53 
  
Code 5 patients 
Average 
time in the 
system 






served Min Max 






Triage station Registration station 
Utilization 
Avg. time in 
station 
Utilization 
Avg. time in 
station 
99.03% 99.03% 63.13% 0.09 48.65% 0.01 
  
First assessment station Lab tests station Second Assessment station 
Utilization 
Avg. time in 
station 
Utilization 
Avg. time in 
station 
Utilization 
Avg. time in 
station 








Table 31: Results of alternative-2 simulation run using Tuesday’s maximum arrival rate 
Tuesdays maximum arrival rate - Alternative 2 - the time unit is hours 
Code 3 patients 
Average 
time in the 
system 






served Min Max 
1.44 1.16 1.82 1.64 28 26 
  
Code 4 patients 
Average 
time in the 
system 






served Min Max 
4.41 2.48 6.54 14.84 84 64 
  
Code 5 patients 
Average 
time in the 
system 






served Min Max 






Triage station Registration station 
Utilization 
Avg. time in 
station 
Utilization 
Avg. time in 
station 
99.03% 99.03% 64.29% 0.1 49.30% 0.01 
  
First assessment station Lab tests station Second Assessment station 
Utilization 
Avg. time in 
station 
Utilization 
Avg. time in 
station 
Utilization 
Avg. time in 
station 








Table 32: Results of alternative-3 simulation run using Tuesday’s maximum arrival rate 
Tuesdays maximum arrival rate - Alternative 3 - the time unit is hours 
Code 3 patients 
Average 
time in the 
system 






served Min Max 
1.31 1.1 1.61 1.35 25 24 
  
Code 4 patients 
Average 
time in the 
system 






served Min Max 
2.5 1.51 4.82 8.27 81 72 
  
Code 5 patients 
Average 
time in the 
system 






served Min Max 






Triage station Registration station 
Utilization 
Avg. time in 
station 
Utilization 
Avg. time in 
station 
98.97% 98.97% 61.09% 0.09 46.93% 0.01 
  
First assessment station Lab tests station Second Assessment station 
Utilization 
Avg. time in 
station 
Utilization 
Avg. time in 
station 
Utilization 
Avg. time in 
station 








Table 33: Results of alternative-4 simulation run using Tuesday’s maximum arrival rate 
Tuesdays maximum arrival rate - Alternative 4 - the time unit is hours 
Code 3 patients 
Average 
time in the 
system 






served Min Max 
1.07 0.75 1.33 1.23 28 27 
  
Code 4 patients 
Average 
time in the 
system 






served Min Max 
1.37 0.98 2.08 4.71 83 78 
  
Code 5 patients 
Average 
time in the 
system 






served Min Max 






Triage station Registration station 
Utilization 
Avg. time in 
station 
Utilization 
Avg. time in 
station 
96.22% 96.22% 63.00% 0.09 48.40% 0.01 
  
First assessment station Lab tests station Second Assessment station 
Utilization 
Avg. time in 
station 
Utilization 
Avg. time in 
station 
Utilization 
Avg. time in 
station 








Table 34: Results of alternative-1 simulation run using Wed, Thu, and Fri maximum arrival rate 
Wednesday, Thursday, and Friday maximum arrival rate - Alternative 1 - the time unit 
is hours 
Code 3 patients 
Average 
time in the 
system 






served Min Max 
1.49 1.06 1.71 1.56 25 24 
  
Code 4 patients 
Average 
time in the 
system 






served Min Max 
4.04 1.91 7.19 13.37 79 55 
  
Code 5 patients 
Average 
time in the 
system 






served Min Max 






Triage station Registration station 
Utilization 
Avg. time in 
station 
Utilization 
Avg. time in 
station 
98.97% 98.97% 58.04% 0.09 45.82% 0.009 
  
First assessment station Lab tests station Second Assessment station 
Utilization 
Avg. time in 
station 
Utilization 
Avg. time in 
station 
Utilization 
Avg. time in 
station 









Table 35: Results of alternative-2 simulation run using Wed, Thu, and Fri maximum arrival rate 
Wednesday, Thursday, and Friday maximum arrival rate - Alternative 2 - the time unit 
is hours 
Code 3 patients 
Average 
time in the 
system 






served Min Max 
1.46 1.06 1.83 1.48 25 23 
  
Code 4 patients 
Average 
time in the 
system 






served Min Max 
3.61 2.1 6.96 11.93 81 67 
  
Code 5 patients 
Average 
time in the 
system 






served Min Max 






Triage station Registration station 
Utilization 
Avg. time in 
station 
Utilization 
Avg. time in 
station 
98.97% 98.97% 59.75% 0.08 46.22% 0.009 
  
First assessment station Lab tests station Second Assessment station 
Utilization 
Avg. time in 
station 
Utilization 
Avg. time in 
station 
Utilization 
Avg. time in 
station 









Table 36: Results of alternative-3 simulation run using Wed, Thu, and Fri maximum arrival rate 
Wednesday, Thursday, and Friday maximum arrival rate - Alternative 3 - the time unit 
is hours 
Code 3 patients 
Average 
time in the 
system 






served Min Max 
1.42 1.18 1.71 1.49 26 25 
  
Code 4 patients 
Average 
time in the 
system 






served Min Max 
2.54 1.56 4.09 8.31 80 71 
  
Code 5 patients 
Average 
time in the 
system 






served Min Max 






Triage station Registration station 
Utilization 
Avg. time in 
station 
Utilization 
Avg. time in 
station 
98.96% 98.96% 59.15% 0.08 45.94% 0.01 
  
First assessment station Lab tests station Second Assessment station 
Utilization 
Avg. time in 
station 
Utilization 
Avg. time in 
station 
Utilization 
Avg. time in 
station 









Table 37: Results of alternative-4 simulation run using Wed, Thu, and Fri maximum arrival rate 
Wednesday, Thursday, and Friday maximum arrival rate - Alternative 4 - the time unit 
is hours 
Code 3 patients 
Average 
time in the 
system 






served Min Max 
1.06 0.82 1.28 1.47 26 25 
  
Code 4 patients 
Average 
time in the 
system 






served Min Max 
1.35 0.99 2.15 4.44 78 73 
  
Code 5 patients 
Average 
time in the 
system 






served Min Max 






Triage station Registration station 
Utilization 
Avg. time in 
station 
Utilization 
Avg. time in 
station 
95.92% 95.92% 60.08% 0.09 45.87% 0.01 
  
First assessment station Lab tests station Second Assessment station 
Utilization 
Avg. time in 
station 
Utilization 
Avg. time in 
station 
Utilization 
Avg. time in 
station 









Table 38: Results of alternative-1 simulation run using regular day arrival rates 
Regular arrival rates - Alternative 1 - the time unit is hours 
Code 3 patients 
Average 
time in the 
system 






served Min Max 
1.53 1.23 2.1 1.73 27 25 
  
Code 4 patients 
Average 
time in the 
system 






served Min Max 
3.59 1.84 4.9 14.76 84 44 
  
Code 5 patients 
Average 
time in the 
system 






served Min Max 






Triage station Registration station 
Utilization 
Avg. time in 
station 
Utilization 
Avg. time in 
station 
93.78% 93.78% 62.33% 0.19 48.81% 0.01 
  
First assessment station Lab tests station Second Assessment station 
Utilization 
Avg. time in 
station 
Utilization 
Avg. time in 
station 
Utilization 
Avg. time in 
station 








Table 39: Results of alternative-2 simulation run using regular day arrival rates 
Regular arrival rates - Alternative 2 - the time unit is hours 
Code 3 patients 
Average 
time in the 
system 






served Min Max 
1.47 1.16 2 1.63 27 25 
  
Code 4 patients 
Average 
time in the 
system 






served Min Max 
3.81 1.65 5.89 13.56 85 56 
  
Code 5 patients 
Average 
time in the 
system 






served Min Max 






Triage station Registration station 
Utilization 
Avg. time in 
station 
Utilization 
Avg. time in 
station 
93.78% 93.78% 62.78% 0.21 48.60% 0.02 
  
First assessment station Lab tests station Second Assessment station 
Utilization 
Avg. time in 
station 
Utilization 
Avg. time in 
station 
Utilization 
Avg. time in 
station 








Table 40: Results of alternative-3 simulation run using regular day arrival rates 
Regular arrival rates - Alternative 3 - the time unit is hours 
Code 3 patients 
Average 
time in the 
system 






served Min Max 
1.32 1 1.59 1.42 26 24 
  
Code 4 patients 
Average 
time in the 
system 






served Min Max 
2.04 1.29 2.89 7.02 80 65 
  
Code 5 patients 
Average 
time in the 
system 






served Min Max 






Triage station Registration station 
Utilization 
Avg. time in 
station 
Utilization 
Avg. time in 
station 
93.59% 93.59% 60.89% 0.16 47.10% 0.01 
  
First assessment station Lab tests station Second Assessment station 
Utilization 
Avg. time in 
station 
Utilization 
Avg. time in 
station 
Utilization 
Avg. time in 
station 








Table 41: Results of alternative-4 simulation run using regular day arrival rates 
Regular arrival rates - Alternative 4 - the time unit is hours 
Code 3 patients 
Average 
time in the 
system 






served Min Max 
1.12 0.91 1.38 1.22 27 26 
  
Code 4 patients 
Average 
time in the 
system 






served Min Max 
1.37 0.94 2.05 5.18 84 77 
  
Code 5 patients 
Average 
time in the 
system 






served Min Max 






Triage station Registration station 
Utilization 
Avg. time in 
station 
Utilization 
Avg. time in 
station 
92.37% 92.37% 62.59% 0.19 48.33% 0.01 
  
First assessment station Lab tests station Second Assessment station 
Utilization 
Avg. time in 
station 
Utilization 
Avg. time in 
station 
Utilization 
Avg. time in 
station 
91.42% 0.07 74.21% 1.15 19.04% 0.02 
 
 
From the results of the simulation runs of the alternatives, it is clear that alternative 4 gives the 
best results under all arrival rates. However, this was expected since the ED in alternative 4 is 
working with full capacity in terms with resources (doctors and nurses in particular). The results 
of alternative 1 show acceptable improvements in the average time in the system for code 3 and 
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code 4 patients, but code 5 patients’ results improved only slightly. The average time in the first 
assessment station also decreased by an acceptable amount.  
 
The results of alternative 2 show greater improvements than those in alternative 1 for the average 
time in the system of code 3, 4 and 5 patients. They also show more reduction in the waiting time 
of all patients at the first assessment station. However, the cost of implementing alternative 2 is 
more than alternative 1. Alternative 3 results show greater improvements than those in 
alternatives 1 and 2. Similarly, alternative 3 will cost more than alternatives 1 and 2 when 
chosen. Thus, these results show that the more the hospital invests, the better the results will be. 
It is left to stakeholders and decision makers to choose the best solution for the system in terms 
of compromising between the cost of implementing different alternatives and the benefits that 
will be added to the system. These results are summarized in the following figures. 
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Figure 30: Average time in the system using regular arrival rates. 
 
 
5.1.5 Case Retain 
 
The new problem in this case study was solved using proposed solutions from previously solved 
cases. Thus, this solved case could be added to the case-base under the same category of the 
retrieved cases, which is as an optimization problem. The newly solved case took the 
optimization index and was given a number before joining the case-base. The developed case-
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Table 42: The developed case-base for ED problems using DES after adding the newly solved 
Categories 
Optimization Problems Crowding Problems 
New designs/methodologies 
Problems 











Case 11 (New added case)     
 
5.2 CBR Methodology Verification and Validation 
 
Verification is building the model right as planed whereas validation is building the right model 
that is a close representation to the actual system and could be used to find solutions. The 
verification of this model will be done using structured walk-through. There are several 
validation techniques in the literature that could be used to validate simulation models. Some of 
these techniques that were used in this study are: 
 
 Animation: the animation of the model during the simulation run is used to check 
whether the model is a close representation to the real system or not. 
 Event validity: events of the simulation model are compared to those in the real system. 
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 Traces: different entities in the model are traced to check their behavior to decide if the 
logic of the model is true or not. 
 Historical (collected) data validation: results of the simulation model are compared to 
collected data from the real system. 
 Face validity: subject matter experts are consulted to validate the model (Sargent, 2010). 
 
The verification process starts by inviting another person that did not work with the modeling 
team. Then, perform a step-by-step walkthrough explanation of the system using the model. 
After that, the invited person will work with the modeler in identifying the points in the 
simulation model that do not reflect the actual system. This process was done to verify that the 
developed model reflects the real system.   
 
To validate this CBR methodology, a new case study was chosen as a starting point for the 
validation procedure. After implementing the methodology to get the solution of the new case 
study, it is clear that it is capable of providing solutions for new problems in the same field as the 
saved cases in the case-base.  In the historical data validation technique, the collected data from 
the real system will be used to build the simulation model and then check if the output of the 
model is close to the system. For this case study, the collected data from the ED was used to 
build the simulation model on SIMIO. After that, the developed model was simulated and the 
output of the model was compared to the real system collected data. This comparison will 
compare total time in the system for patients with triage levels and the waiting times before each 
station in the system. Table 43 shows these comparisons. 
 159 
Table 43: Comparison of simulation model output and the collected data. 
Waiting durations Description 
       
T1 Time between arrival and triage 
       
T2 Time between triage and registration 
       
T3 
Time from registration to available exam 
room        
T4 Time from first assessment to discharge 
       
Simulation output vs. Real data collected (in minutes) 
Days 









Mean 95% CI Mean 95% CI Mean 95% CI Mean 95% CI 
Mon 12.7 17.0 (4.8-46.8) 1.7 1.0 (0.42-2.4) 235.0 136.0 (64.2-175.2) 36.0 57.0 (19.8-113.4) 
Tue 6.6 5.4 (2.4-10.8) 0.6 0.5 (0.06-1.2) 144.0 97.3 (39.6-150.6) 36.0 46.1 (12-94.2) 
Wed 10.0 4.9 (1.8-9.6) 1.8 0.6 (0.12-1.8) 121.0 92.4 (38.4-166.8) 40.0 51.2 (19.2-117.6) 
Thu 10.0 4.9 (1.8-9.6) 1.8 0.6 (0.12-1.8) 121.0 92.4 (38.4-166.8) 40.0 51.2 (19.2-117.6) 
Fri 17.9 4.9 (1.8-9.6) 2.2 0.6 (0.12-1.8) 101.0 92.4 (38.4-166.8) 42.0 51.2 (19.2-117.6) 
 
Days 








Mean 95% CI Mean 95% CI Mean 95% CI 
Mon 89.6 91.2 (72.6-113.4) 257.9 277.9 (194.4-360.6) 327.2 381 (295.8-466.2) 
Tue 68.1 89.6 (67.2-115.8) 172.9 189.9 (90-321.6) 204.2 187.8 (44.4-381) 
Wed 72.1 84.3 (64.8-105) 201.9 180.5 (86.4-301.2) 228.2 247.8 (48.6-426) 
Thu 54.7 84.3 (64.8-105) 144.9 180.5 (86.4-301.2) 161.2 247.8 (48.6-426) 
Fri 87.2 84.3 (64.8-105) 163.9 180.5 (86.4-301.2) 180.2 247.8 (48.6-426) 
 
From the table, it is clear that the waiting time before the first assessment station (T3) is the 
longest in the system. Moreover, the waiting time T3 has the highest difference between 
simulation results and collected data especially on Mondays where arrival rates are higher than 
all other days. This difference has several reasons as discussed by experts of this ED after 
building the simulation model. The main reason is that the medical personnel of the ED 
sometimes violates priorities of different triage levels patients to serve code 5 patients especially 
when they wait for long times to reduce the percentage of patients that leaves without being 
treated or seen by doctors. This treatment of code 5 patients is not organized and will increase 
the waiting time of other codes patients. Another reason is that when there are too many patients 
in the system then the medical personnel will be working all the time and sometimes they take 
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short and unplanned breaks to reduce fatigue. One more reason comes from cleaning times that 
were not collected. These times include the time to clean examination rooms after each patient to 
prepare them for next patients. They were not collected since it is difficult to collect them and no 
predicted times are available. The remaining of the comparison table has some differences that 
are considered acceptable by the system experts. 
 
The face validity technique will be used as another way to validate this model. To perform the 
face validity, several healthcare experts were contacted in central Florida. These experts were 
selected based on their experience in the healthcare field and their knowledge about several 
healthcare systems including the ED. After that, three healthcare experts were chosen based on 
their various experience levels in the healthcare filed and their different positions within 
healthcare organizations. This variety will help in receiving feedbacks from different 
perspectives and will check and test the model from various angels.  
 
The first expert was chosen from technical services department in a primary healthcare 
organization. He deals with the improvements of healthcare systems by using applying different 
tools and technologies. This choice will help in checking the model from technical point of view 
since he works with several simulation modeling techniques in addition to his experience in 
healthcare systems. The second expert was chosen from the corporate level of a healthcare 
facility. He works with the coordination between different healthcare systems and within each 
system. He also works with planning teams in order to improve the performances of different 
healthcare systems on the long-term range. This choice will provide a feedback from a person 
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within the decision making team and will give a strong validation to this model from a person 
with experience in many healthcare systems. The third expert was chosen form the operational 
level of a regional medical center. She deals on a daily and weekly basis with different 
performance measures of healthcare systems. Moreover, she works on the improvements of 
healthcare system function on the short-term range. This selection will provide a feedback from 
an experienced person in all the practical issues that face different healthcare systems. 
 
Before meeting with the subject matter experts, several important point were developed to be 
discussed with these experts to validate the methodology, the simulation model, and the results 
of the developed alternative solutions. These points are: 
 The methodology used to develop the simulation from previously solved cases in the 
healthcare field. 
 The logic that was followed in the model for all different types of entities. 
 How close the different states of the real system are represented in the simulation model. 
 The progress of the simulation model over the simulation run time. 
 The results of the simulation model for the current situation and the developed solutions 
and how they are related to the set of the input parameters used for each time. 
 The behavior of the simulation model under extreme conditions and whether it is 
performing as it should be or not.  
From the discussion of these point with subject matter experts, the simulation model that was 
develop using the CBR methodology will be verified and validated (Nayani & Mollaghasemi, 
1998). 
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Separate meetings were scheduled with those subject matter experts to perform the face validity. 
In the meeting with the first expert, the discussion started by explaining the main points of this 
research. After that, the case study was shown with all the data. Then, the developed simulation 
model was described in SIMIO. He focused during the meeting on the details of creating the 
simulation model from the retrieved cases and the analysis process. He also recommended the 
use of the experiment and expressed how the use of averages and confidence intervals reflects 
more information about the system. Finally, he checked the results of the simulation model for 
the current situation and compared the results with the developed alternatives.  
 
The discussion with the second expert started by describing the conceptual steps of this study. He 
discussed the CBR methodology and how it would work in the healthcare field. After that, the 
discussion moved to the case study. Then, the explanation went to SIMIO and the simulation 
model was shown with all details. The expert focused on the paths of different patients with 
different triage levels. He focused on patients coded with the first and second triage levels since 
they have the most critical conditions. Finally, the expert discussed the results of the simulation 
model at the current situation and with the developed alternatives. His response started by saying 
that the logic used to develop the simulation model from the previously solved cases is true in 
healthcare. He also commented about how the simulation model would deal with all special 
cases that might arrive to the ED. Moreover, he observed that the service times of the ED used in 
this case study are more efficient that the current service times in the central Florida EDs. The 
discussion with the third expert started by giving a quick overview about this study. After that, 
the discussion moved directly to the case study. The expert asked several questions about how 
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the ED in the case study works and how it would handle some of the special cases that every ED 
might receive. Then, the conversation shifted to SIMIO where the simulation model was 
explained in details. The expert focused on how each station in the model works and how they 
can handle different types of patients. After that, the expert asked about the results of simulating 
the current situation and how the analysis will be done. Finally, she asked about how the 
alternatives were developed and how they should be implemented. Her feedback started by 
conforming that the main problem in the case study is very common to be found in most EDs 
even in central Florida. She gave some few modifications that could be used to use this 
simulation model to simulate any ED in central Florida. 
 
After meeting with the subject matter experts, they all validated the simulation model and gave 
some notes and recommendations so that this simulation model could be valid to represent the 
EDs a respective hospital in central Florida. Moreover, they all agreed on the point that the 
developed alternatives give better results but they might not be implemented completely due to 
increased costs. However, they emphasized about the importance of studying any ED under the 















The use of industrial engineering tools in solving problems and enhancing performance in the 
industrial and service sectors is not new. However, it has greatly increased in the last decade as 
managers and executives in these sectors, including healthcare, are trying to maintain and 
improve the level and quality of services while minimizing the increase in costs. They are hoping 
to imitate the successful use of engineering tools from other sectors like manufacturing and 
aerospace. The simulation technique is one tool that has had a huge effect in these sectors, and it 
is now considered one of the essential parts in any project or plan.  
 
This research tries to improve and facilitate the use of simulation in the healthcare sector. It 
includes the use of case based reasoning, utilizing old solutions and case studies in finding new 
efficient and effective solutions for any new problems that arise. CBR focuses on increasing 
stakeholders’ involvement during the process of analyzing the current problem and creating the 
proposed solution. This involvement will simplify many difficulties that may face the modeling 
team during analysis and save a considerable amount of time when developing the new solutions. 
Furthermore, the use of CBR in finding the solution will aid the modeling team by giving them a 
group of similar problems that were solved using simulation.  
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The implementation of the CBR methodology in this research focused on emergency 
departments. These departments are considered one of the most important parts of the healthcare 
system. They have also faced difficulties in the last few years, such as limited resources and 
increased number of visits each year. This study, when dealing with ED problems, concentrated 
on the discrete event simulation as the simulation technique to find solutions and improve 
performance. This choice comes from the wide range of healthcare problems that utilized DES in 
finding solutions, comparing alternatives, and others. 
 
The first step in the CBR methodology is constructing the case-base. In this step, the search 
process started to look for solved simulation cases from simulation institutions or organizations. 
However, the healthcare simulation cases are not common like manufacturing cases. 
Furthermore, there are no published databases for such cases as exist for other sectors. Therefore, 
a new case-base was developed in this study. In the development phase of this case-base, several 
simulations from different EDs were collected. Moreover, these cases have different objectives, 
layouts, patients’ paths, types of resources, and number of resources. These simulation cases 
were developed and built by different simulation programming teams. 
 
After developing the case-base, an indexing system was created to store these cases in the case-
base. This system defined a set of attributes for each simulation case. This set included numerical 
and non-numerical attributes to describe all the important features in the stored cases. After that, 
two retrieval approaches were defined as retrieval engines. These approaches are K nearest 
neighbors and induction tree. In the K nearest neighbor approach, similarity function (Euclidian 
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Distance) will be used to find the similarity percentages between the new case and stored cases 
and then retrieve K cases with the highest percentages. In the induction tree approach, a decision 
tree will be developed to represent all the stored cases in the case-base along with their attributes. 
Then, the approach will traverse through the tree by inducting the attributes one by one starting 
with the most important. After that, retrieving all the cases that are connected to the leaf node in 
the tree. A java code was developed to perform this retrieval step using these two approaches to 
minimize the retrieval time and to avoid making mistakes especially when dealing with big case-
bases. 
 
In the final part of the study, a case study from the literature was chosen to validate the use CBR 
in this research. The CBR methodology proposed a set of alternatives with different associated 
costs of implementations that could be used to improve the performance of the system. This 
implementation of the CBR shows that it could be applied easily in any organization by building 
the case-base from the historical data and stored cases of the organization and then utilizing this 
case-base to solve a new problem. This implementation insures an efficient, effective, and 
reliable way of utilizing previous cases to solve new ones. After finding the solution to the case 
study, the verification and validation processes started. The verification process was done using a 
structured walk through to insure that the simulation model represents the real system in the case 
study. Several validation techniques were used to validate the simulation model and the results. 
These techniques are animation, event validity, traces, and face validity. To perform the face 
validity, a group of healthcare experts were contacted. After that, meetings were scheduled with 
those experts and the case study with the simulation model was explained to the experts. Then, 
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the process of developing the alternative solutions was discussed with the results. Finally, all the 
experts validated the simulation model and the developed alternative solutions.  
 
6.2 Contribution of this Research 
 
The main contribution of this research is the use of CBR in simulation modeling in the healthcare 
area. This use of CBR along with the simulation tool in the healthcare field was not done before 
and it will help in improving the utilization of simulation in the healthcare sector by simplifying 
the modeling process. This utilization will give more people, which have little knowledge about 
simulation, the ability to use this great tool in finding solutions to healthcare problems. 
Furthermore, It will demonstrate the efficiency and effectiveness of the simulation modeling to 
decision makers and this would increase the acceptance of simulation solutions and 
recommendations among managers and executives.  
 
 
6.3 Future Research Directions 
 
This study could be considered as a decent move towards facilitating the simulation modeling in 
healthcare. It is also considered as a preliminary effort in finding a way to reduce the gap 
between simulation modeling in healthcare and its application in other sectors. More effort 
should be directed towards improving the simulation application in this context and enhancing 
the position of simulation in the healthcare decision making process. There are several areas that 
need more research to expand this research and make it more applicable to many fields within 
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the healthcare sector. However, there are some limitations that could be found when 
implementing this study on a large-scale or within huge organizations. 
 
One of the future research directions that could be followed is regarding the indexing system 
used to described stored cases in the case-base. It includes two non-numerical attributes and four 
numerical attributes. These attributes are good enough to express all the important features of the 
cases in the case-base. However, there are other attributes that were not needed in this case-base 
but they will be needed, as this case-base gets larger. Most of these attributes are non-numerical 
such as the starting date of the case along with the duration, the simulation program used to solve 
the problem, the location of the problem in the organization (a hospital for example), and the 
name of the team leader that developed the solution. On the other hand, there are other numerical 
attributes that could be added to the indexing system to describe the costs related to these 
solutions such as the total cost of implementing the developed solution. 
 
One of the most important research directions to improve this study would be in the area of case 
retrieval approaches. The used approaches in this study served the purpose, but as the case-base 
gets larger there will be a need to have other more efficient ways to retrieve the similar cases. 
Thus, new retrieval approaches might be developed using other techniques like fuzzy logic or 
any other data mining techniques such as neural networks. Moreover, in some situations there 
could be a need to use multilevel retrieval steps or combine more than one retrieval approach to 
get the best retrieval results. Another way to solve this complication is by using the Web 
Ontology Language (OWL) or, simply, ontology. This language will facilitate the storing of 
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cases in the case-base and will simplify the retrieval process. This process of using ontology 
starts by converting all solutions of cases into a general language from any program. After that, 
cases would be given indices and stored in the case-base. This would simplify the retrieval 
process and the addition of new cases, especially when dealing with huge case-bases. However, 
more research should be done in this area since the available literature has little information 
about how to use ontology with healthcare simulation applications. 
 
The use of the CBR in simulation is different than any other similar technique. This is because in 
CBR a case-base that contains previously solved cases are developed and then used to find 
solution for new problems in the same area. This process of find these solutions starts by 
retrieving similar cases from the case-base and analyzing them to find the suitable solutions and 
after that these developed solutions are added to the case-base. This makes the CBR works as a 
learning machine that will have more knowledge and experience as the number of stored cases 
increases. Moreover, this knowledge in the case-base could be extended to cover more than area 
and using several tools. However, some other used techniques with simulation might give similar 
ideas to develop solutions for the new problems but they do not have the same capabilities and 
features like the CBR. For example, the simulation templates might give a predesigned template 
that could be used by people with little knowledge about simulation. However, this technique 
does not offer completely solved cases like the CBR. Moreover, these templates are not going to 
be updated after solving new case like the case-base in the CBR. Thus, this technique will be 
acquiring more knowledge each time a new case is solved. Another example is the use of 
simulation parsers. In this technique, a set of predefined information is given to the software and 
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it gives an output that could be used to develop solutions. The first point when comparing this 
with CBR is that it is not easy to work or develop. Moreover, it will not be developed after any 
new case is solved. Finally, it cannot cover more than one area with using more than one tool at 
the same time like the CBR. This shows that CBR would give more information and analysis in 
the form solved cases than any similar technique such as templates and parsers. Thus, CBR is an 
excellent methodology that could work in the best possible way when used in simulation 
modeling.   
One of these limitation is that this study was implemented on a small set of ED cases due to the 
difficulty of finding solved cases and the time frame of the research. Moreover, all of the cases in 
the case-base developed for this study focused on cases that used DES only to solve the problem. 
This choice served the purpose of the implementation. However, this might not be the case when 
solving more complicated problems since many cases in the literature use more than one OR tool 
with simulation and sometimes more than one simulation technique. Thus, when the case-base 
includes complicated and sophisticated cases, cases that use several OR tools are to be expected.  
Thus, this study could be improved by creating case-bases that focus on solving problems in any 
given area using all tools. For example, adding all cases that deal with ED problems using all 
simulation techniques could expand the current developed case-base in this research. Moreover, 
cases that use simulation and other tools to provide solutions to ED problems could be also 
added. This would create a comprehensive case-base that could be used to solve any ED problem 
and with more than one tool or technique if possible. Another direction would be to create case-
bases that could be used to solve problems in several areas. The most common example is a 
hospital. A typical hospital might include at least five departments like ED, ICU, Surgery rooms, 
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inpatients’ clinics, and outpatients’ clinics.  Thus, to have a complete case-base to solve 
problems in this hospital, cases from all these departments would need to be added to the case-
base. This would create a case-base that is huge and contains many cases that uses many tools 
and techniques. 
 
Another limitation in this study is that one simulation program was used to simulate all cases. 
This situation might be preferable when dealing with a small number of cases and a small variety 
of problems. However, as the case-base gets larger and more varied, use of one simulation 
problem may not be feasible or applicable. This gives a clear direction for enhancing this study 
by adding solved cases by any simulation program. This will enrich the develop case-base and it 
will give more opportunities to modelers to find more than one program in the retrieved cases 































Case 1  
 
This emergency department (ED) works 24/7 to provide services for people. The arrival rates of 
patients to this ED are different during weekdays. When patients enter the ED, they pick a 
number and wait for the triage nurse to be available. At the triage, the nurse uses emergency 
severity index list to assess the patient status and give it a code number (from 1 to 5). Patients 
with code 1 (critical condition) go directly to the intensive care unit (ICU) and leave the ED. 
Other codes patients proceed to registration and wait for an available nurse to get their 
information. Then, they wait for a free physician to do the assessment. After that, several patients 
will need to have lab tests and then wait for another assessment by the physician before leaving 




1- Develop a simulation model in SIMIO for this ED. 
2- Improve the productivity of this system taking into consideration costs associated with 













5 Code 1 patients 2 
Triage nurses 1 Code 2 patients 6 
Registration nurses 1 Code 3 patients 18 
Physicians 3 Code 4 patients 54 
  
Code 5 patients 20 




Service times in minutes 










Patients Interarrival times in minutes 
Monday Tuesday Wednesday Thursday Friday 
Exponential (7) Exponential (9.5) Exponential (10) Exponential (10) Exponential (10) 
 
 




























This emergency department is a part of a mid-sized hospital. It is divided into three main 
sections. These sections are: 
 Section A: this section is for severe patients and has six nurses and 21 beds. 
 Section B: this section is for seriously injured patients and has four nurses and 11 beds. 
 Section C: this section is for wounded patients and has two nurses and eight beds. 
 
Patients enter this ED using one of three possible ways: walk-in, ambulance, or helicopter. These 
patients have different arrival rates. Ambulance and helicopter patients will be directed to section 
A without passing through the triage process. Walk-in patients will go to the triage area where a 
nurse will assess their sickness level and then send them to either section A, B, or C.  
 
The treatment process is the same in all three sections, and three medical doctors are shared 
between them. It starts with a bedside registration and an initial assessment done by a nurse. 
Then, a medical doctor will perform the medical evaluation. Some patients will need more tests 
(such as blood tests, X-rays, MRI scans, CAT scans, and others) and will be sent to the labs area. 
Patients that do not need extra tests will have a final assessment done by a nurse and then leave 
the ED (either discharged or admitted to the hospital). After the extra tests, patients will see a 
medical doctor for a follow-up treatment and then a nurse will do the final assessment before 




1- Develop a simulation model in SIMIO for this ED. 
2- Improve the productivity of this system taking into consideration costs associated with 











Walk-in 723 Poisson (13.49) 
Ambulance 5 Poisson (288) 
Helicopter 1 Poisson (10080) 
  
Resources 
Station  Beds Nurses 
Section A 21 6 
Section B 11 4 




Section A patients 20 
Section B patients 30 
Section C patients 50 




Service Times in minutes 
  Triage  Lab tests 
Registration 










Initial nurse assessment Medical evaluation 












Follow-up treatment Final nurse assessment 



















































This emergency department (ED) is a part of a regional hospital, and it has 23 patient-care beds. 
It is open 24 hours a day and works by three shifts. This ED is divided into five sections. Section 
1 with a capacity of 12 beds, Section 2 with two beds, Section 3 with two beds, Section 4 with 
three beds, and Section 5 with four beds.    
 
Patients arrive at this ED in two ways walk-in and ambulance. Walk-in patients go to the 
registration area, while ambulance patients go to the examination area and skip registration. In 
the examination area, all patients are assessed by a doctor and a nurse and then directed based on 
the acuity level to the proper section. Critical patients are sent to Section 1. Patients who had 
major injuries or accidents are placed in Section 2. Patients with infectious diseases are sent to 
Section 3. Finally, noncritical patients who have a stomachache, headache, or any other minor 
injuries are sent to Sections 4 and 5.  
 
At each section, a doctor will treat every patient, and a nurse will be there for assistance. Some 
patients would need some extra tests such as blood tests and X-rays and then follow-up with a 
doctor and a nurse. After that, patients will be ready to leave the ED (either discharged or 






1- Develop a simulation model in SIMIO for this ED. 
2- Improve the productivity of this system taking into consideration costs associated with 
































Section 1 12 
  
Section 2 2 
Section 3 2 
Section 4 3 
Section 5 4 
Morning shift 
  
4 3 2 
Evening shift 5 5 2 
Afternoon shift 3 2 1 
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12 am- 1 am 5.39 12 pm- 1 pm 9.08 
1 am – 2 am 3.03 1 pm – 2 pm 8.55 
2 am – 3 am 2.87 2 pm – 3 pm 7.82 
3 am – 4 am  2.64 3 pm – 4 pm  7.37 
4 am – 5 am  2.22 4 pm – 5 pm  8.23 
5 am – 6 am  2.65 5 pm – 6 pm  7.92 
6 am – 7 am  3.11 6 pm – 7 pm  8.16 
7 am – 8 am  3.49 7 pm – 8 pm  9.63 
8 am – 9 am  4.62 8 pm – 9 pm  10.49 
9 am – 10 am 5.56 9 pm – 10 am 8.03 
10 am – 11 am  6.22 10 pm – 11 pm  6.94 




































This emergency department (ED) is a part of a small hospital in a city. It works 24/7 and has 
different patients’ arrival rates during weekdays and weekends. When a patient enters the ED, 
he/she will go directly to the triage station. At the triage, a nurse will examine the patient and 
determine the level of condition from 1 to 4, where 1 is most critical. After the triage, patients go 
to the diagnostic station where doctors examine them and decide whether they should undergo 
extra lab tests or leave the ED. In this station, three doctors from different departments (external, 
internal, and pediatrics) examine patients with the assistance of a nurse.  Extra tests include X-
rays, blood samples, and other tests. In X-rays department, two technicians are there to do these 
tests. For blood samples, a nurse should be there to draw them. A nurse would do all other tests. 
 
After these tests, all patients will proceed to the observation area. This area is divided into three 
sections: internal medicine, pediatric, and external medicine. At each section, a nurse and a 
specialized doctor will do the clinical examination. After that, patients leave the ED (either 




1- Develop a simulation model in SIMIO for this ED. 
2- Improve the productivity of this system taking into consideration costs associated with 







Internal medicine doctors 1 
External medicine doctors 1 
Pediatric doctors 1 
X-rays technicians 2 
  
Probabilities Weekdays (%) Weekends (%) 
Level 1 patients  28.8 22.9 
Level 2 patients  54.8 50.4 
Level 3 patients  16.3 26.4 
Level 4 patients  0.1 0.3 
Internal medicine patients 44.8 55.8 
Pediatric patients 7.9 8.7 
External medicine patients 47.3 35.6 
Patients that need extra tests 95 90 
Patients that need x-rays 30 30 
Patients that need samples 30 30 
Patients that need other tests 40 40 
  
Service times in minutes and seconds 
Triage External medicine diagnostic Pediatric diagnostic 
Triangular (1:10, 2:30, 4:00) Triangular (5:15, 7:35, 9:45) Triangular (5:05, 7:45, 9:50) 
  
Internal medicine diagnostic X-rays Blood samples 




examination Pediatric examination 






Triangular (3:30, 4:30, 6:00) 
  
Patients arrival rates (patients per hour) 
Time Weekdays Weekends 
12 am- 1 am 5.39 5.06 
1 am – 2 am 3.63 4.07 
2 am – 3 am 3.08 3.19 
3 am – 4 am  2.64 1.98 
4 am – 5 am  2.42 1.54 
5 am – 6 am  2.2 2.2 
6 am – 7 am  2.53 2.97 
7 am – 8 am  2.31 2.42 
8 am – 9 am  4.62 3.52 
9 am – 10 am 5.06 5.28 
10 am – 11 am  4.62 3.74 
11 am – 12 pm 5.39 5.06 
12 pm- 1 pm 4.18 3.96 
1 pm – 2 pm 3.85 3.74 
2 pm – 3 pm 4.95 5.06 
3 pm – 4 pm  2.97 5.72 
4 pm – 5 pm  3.63 6.38 
5 pm – 6 pm  3.96 4.62 
6 pm – 7 pm  3.52 6.38 
7 pm – 8 pm  3.74 6.6 
8 pm – 9 pm  3.96 7.37 
9 pm – 10 am 4.29 8.03 
10 pm – 11 pm  5.94 7.04 

























































This emergency department (ED) is a part of a specialized hospital. It is divided into two 
sections: General section for all patients and Chest Pain Unit (CPU) for patients with heart 
problems only. This CPU was created because 40% of patients visiting the ED have hearts 
problem, and they need quick and different services.  
 
 When patients enter the ED, they will go directly to the triage area where a triage nurse 
categorized them based on the Emergency Severity Index (ESI) from 1 to 5 (1 is most urgent, 
and 5 is least urgent). At this triage section, conditions of patients and the path they will follow 
in the ED and the required resources are identified. Patients with ESI 1 have urgent conditions 
and usually come to the ED with an ambulance and go to the Cardio-Pulmonary Resuscitation 
(CPR) to receive needed services and then proceed to get further treatments. All other patients go 
to the triage area, and the triage nurse assesses their acuity. Patients with ESI 2 skip the reception 
and go to the CPU. Patients with ESI 3, 4, and 5 go to the reception area to complete the 
registration step. After that, patients with ESI 3 and 4 go to the CPU. Patients with ESI 5 leave 
the ED after receiving required treatment in the General section. 
 
At the CPU, each patient will be assigned a bed and a nurse takes Electrocardiography (ECG). 
Then, a heart resident comes and decide whether more treatment is needed or not. Several 
patients will not need more treatment and leave the ED. Patients that need more treatment would 
have one of the following: lab test, medical advice, monitoring, and another ECG. After that, 
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patients will see the heart resident again and then leave the ED (either discharged or admitted to 
the hospital).  
 
Questions 
1- Develop a simulation model in SIMIO for this ED. 
2- Improve the productivity of this system taking into consideration costs associated with 
adding new resources. 
 
Data 
Patients arrival rate  







Triage nurses 1 
Heart residents 1 
  
Probabilities % 
Patients with heart problems 40 
ESI 1 patients 2 
ESI 2 patients 20 
ESI 3 & 4 patients 35 
ESI 5 patients 43 
Patients that need more treatments 50 
Lab tests 25 
Medical advice 25 
Monitoring 25 
Another ECG 25 
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Service times in minutes 
Triage  Reception  Monitoring  
Uniform (2,5) Uniform (3,5) Uniform (30,60) 
  
CPR ECG 
Test Process (1st 
evaluation by heart 
resident) 
Triangular (30,45,60) Triangular (5,10,15) Triangular (10,15,20) 
  
Visit process (2nd evaluation by heart 
resident)  
Lab test  Medical advice 











































This emergency department (ED) is a part of a mid-sized hospital. It works 24 hours and gets 
patients by ambulances or as walk-ins. In this ED, patients are classified as critical (level 1) and 
noncritical (levels 2 and 3) based on their conditions. All ambulance patients are considered level 
1 and go directly to the emergency room. Walk-in patients go to the reception area to give their 
information to receptionists. Then, they go to the examination room where a doctor assesses the 
acuity of their illnesses and decide whether extra tests (such as lab tests and X-rays) are needed 
or not. Some patients will need these extra tests and technicians at the laboratories area will do 
them. After that, patients will go back for reexamination by the doctor in the examination room. 
Level 3 patients receive their medications and leave the ED. Level 2 patients will go to the 
treatment room where a nurse perform minor treatments and then leave the ED. Level 1 patients 
will be assigned a bed in the emergency room and receive treatment by a doctor with the 
assistance of a nurse. After that, those patients will leave the ED (either discharged or admitted 





1- Develop a simulation model in SIMIO for this ED. 
2- Improve the productivity of this system taking into consideration costs associated 





ER nurses 9 
TR nurses 1 
Doctors 2 




Walk-in patients 90 
Ambulance Patients 10 
Level 1 patients 30 
Level 2 patients 50 
Level 3 patients 20 
Patients that need extra tests 50 
  
Service times in minutes 
Reception Lab tests Examination room  
Uniform (5,10) Triangular (10,20,30) Uniform (10,20) 
  
Reexamination process Treatment room Emergency room 
Uniform (7,12) Uniform (20,30) Uniform (60,120) 
  
Patients arrival rates (patients/hour) 
  
Time Rate 
12 am- 1 am 5.39 
1 am – 2 am 4.23 
2 am – 3 am 3.88 
3 am – 4 am  2.64 
4 am – 5 am  2.22 
5 am – 6 am  5.57 
6 am – 7 am  5.73 
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7 am – 8 am  6.31 
8 am – 9 am  7.62 
9 am – 10 am 8.56 
10 am – 11 am  9.22 
11 am – 12 pm 9.89 
12 pm- 1 pm 9.08 
1 pm – 2 pm 8.55 
2 pm – 3 pm 7.82 
3 pm – 4 pm  7.37 
4 pm – 5 pm  8.23 
5 pm – 6 pm  6.92 
6 pm – 7 pm  8.16 
7 pm – 8 pm  7.63 
8 pm – 9 pm  6.49 
9 pm – 10 am 5.03 
10 pm – 11 pm  3.94 













































This emergency department (ED) is a part of a local hospital and it works 24 hours a day. 
Patients arrive to this ED by ambulance or as a walk-in and then go to the triage directly. A 
triage nurse will do the triage process, and then the clerk will register patients' information. After 
that, patients have to wait for a free bed and an available nurse to be admitted to this ED or wait 
in the waiting room. Some patients might leave the ED when the waiting time is long. After 
being admitted, patients will be assessed by the nurse according to their acuity level and then 
directed to see a physician or a delegate. Patients in this ED are classified based on the Canadian 
Triage and Acuity Scale (CTAS) into five levels. In this scale, level 1 is the most urgent and 
level 5 is non-urgent. In this system, levels 1 and 2 are treated the same way and considered as 
high acuity categories and levels 3, 4, and 5 are treated similarly and considered as low acuity 
categories. Physicians treat high acuity patients and low acuity patients are treated by delegates. 
 
Once a physician is available, the patient will be assessed and an order will be produced. These 
orders could be: treat, send to the lab (blood work), or send for diagnostics (radiology). When 
going to the lab, a nurse should come and draw the blood sample.  However, when patients are 
sent for diagnostics, they go to the radiology room. After all this, patients will go back, and a 







1- Develop a simulation model in SIMIO for this ED. 
2- Improve the productivity of this system taking into consideration costs associated 









Triage nurses 1 
Physicians 1 
Delegates 1 














Patients condition 0.01 0.16 0.56 0.25 0.02 
Patients receiving radiology 0.82 0.07 0.48 0.28 0.18 
Patients having blood work 0.85 0.73 0.51 0.19 0.01 
  
Service times in minutes 







Beta (10) Beta (9) 
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Patients arrival rates (patients/hour) 
12 am - 1 am 3.5 
1 am – 2 am 2.7 
2 am – 3 am 2.2 
3 am – 4 am  1.7 
4 am – 5 am  1.9 
5 am – 6 am  3.3 
6 am – 7 am  3.8 
7 am – 8 am  4.4 
8 am – 9 am  6.5 
9 am – 10 am 10.1 
10 am – 11 am  12.4 
11 am – 12 pm 11.7 
12 pm - 1 pm 8.5 
1 pm – 2 pm 8.3 
2 pm – 3 pm 7.7 
3 pm – 4 pm  6.8 
4 pm – 5 pm  6.6 
5 pm – 6 pm  5.8 
6 pm – 7 pm  5.9 
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7 pm – 8 pm  4.6 
8 pm – 9 pm  4.3 
9 pm – 10 am 3.5 
10 pm – 11 pm  3.3 






























This emergency department is a part of a large hospital. It consists of four sections that deal with 
patients according to their conditions and have all the necessary requirements to help in the 
treatment process. Section 1 contains four fully equipped rooms with a capacity of 18 beds to 
provide cares for patients with most critical conditions.  Section 2 is similar to Section 1 with 
less equipment, and it is for urgent patients and has a capacity of 4 beds. Section 3 is for patients 
with low acuity levels (ESI 3, 4, and 5) and it has a capacity of 6 beds. Section 4 is similar to 
Section 3 with a capacity of 12 beds. 
 
Patients arrive at this ED in two ways: as walk-in patients or by an ambulance. Walk-in patients 
will go to the nurse’ station for the signing in process and then to the triage station. However, 
Ambulance patients will go directly to the triage station for the initial assessment by triage 
nurses. In the triage station, triage nurses assess patients’ conditions using Emergency Severity 
Index (ESI) to classify patients’ urgency. The scale of this index is from 1 to 5 where is the most 
critical. ESI 1 patients need immediate cares and have a high risk of life loss while ESI 5 patients 
have the least risk of life loss. Most walk-in patients will be classified between ESI 3 to ESI 5, 
whereas ambulance patients could be anywhere between ESI 1 and ESI 4. 
 
The treatment process is almost the same in all sections with some differences due to patients’ 
conditions and urgency. It starts with an assessment by the treatment team that usually consists 
of a doctor and a nurse. Some patients will need to have extra tests and will be sent to the lab and 
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technicians will do these tests. Patients that do not need extra test will leave the ED. After these 
tests, patients will have another assessment by the treatment team before leaving the ED (either 
discharged or admitted to the hospital). In this ED, every patient will be assigned one nurse all 




1- Develop a simulation model in SIMIO for this ED. 
2- Improve the productivity of this system taking into consideration costs associated 








Nurses at triage 1 
Nurses at Reception 1 
Nurses 3 
Doctors 2 




Walk-in patients 90 
Ambulance patients 10 
ESI 1 patients 10 
ESI 2 patients 20 
ESI 3 patients 30 
ESI 4 patients 35 
ESI 5 patients 5 




Service times in minutes 
Signing in process Triage 
Triangular (3,5,7) 
Uniform (1,2) for ESI 1 
& 2 
Uniform (10,15) for ESI 3, 
4 &5 
  
1st Assessment Lab tests 2nd Assessment  
Triangular (20,30,40) Triangular (20,40,60) Triangular (10,15,20) 
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Patients arrival rates (patients/hour) 
  
Time Rate 
12 am- 1 am 5.39 
1 am – 2 am 4.23 
2 am – 3 am 3.88 
3 am – 4 am  2.64 
4 am – 5 am  2.22 
5 am – 6 am  5.57 
6 am – 7 am  5.73 
7 am – 8 am  6.31 
8 am – 9 am  7.62 
9 am – 10 am 8.56 
10 am – 11 am  9.22 
11 am – 12 pm 9.89 
12 pm- 1 pm 9.08 
1 pm – 2 pm 8.55 
2 pm – 3 pm 7.82 
3 pm – 4 pm  7.37 
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4 pm – 5 pm  8.23 
5 pm – 6 pm  6.92 
6 pm – 7 pm  8.16 
7 pm – 8 pm  7.63 
8 pm – 9 pm  6.49 
9 pm – 10 am 5.03 
10 pm – 11 pm  3.94 





























This Primary Care Clinic (PCC) is a part of Student Health Services (SHS) in a governmental 
university. It provides medical cares for students attending the University. This PCC receives 
walk-in patients, and patients with appointments and works from 8 am to 5 pm Monday through 
Friday.  
 
When patients arrive at this PCC, they go to the front desk for registration. After that, they go to 
the triage station. Patients that need urgent care will be taken directly to see a doctor or a nurse 
practitioner. At the triage, a triage nurse will do an initial assessment of the condition of the 
patient to decide whether a doctor or a nurse practitioner should see the patient for treatment. 
Patients that need to see a doctor will be directed to a medical assistant. The medical assistant 
will check patient’s vital signs and request lab tests (when needed) before meeting the doctor. 
After that, the patient meets the doctor for treatment and then leaves the PCC. Similarly, patients 




1- Develop a simulation model in SIMIO for this PCC. 
2- Improve the productivity of this system taking into consideration costs associated 







Nurse Practioners 3 
Physicians 3 
Medical assistants 2 
Supporting staff 1 
Lab technicians 1 
  
Probabilities % 
Patients with critical 
conditions 
8 
Patients treated by nurse 
practitioners 
33 
Patients that need lab tests 26 
  
Service times in minutes 



















Patients arrival rates (patients/hour) 
Time Monday Tuesday Wednesday Thursday Friday 
8 - 9 am  13 13 12 11 10 
9 - 10 am 12 12 11 10 9 
10 - 11 am 12 12 10 9 8 
11 - 12 pm 12 12 11 10 9 
12  - 1 pm Closed Closed Closed Closed Closed 
1 - 2 pm 13 12 11 10 10 
2 - 3 pm 12 12 10 10 9 
3 - 4 pm 8 8 7 7 7 






































This emergency department (ED) is a part of a medical center that is located in a metropolitan 
area. It has 32 beds for main care, 6 for critical care, and 14 for minor emergency and all these 
beds are located in rooms. This ED employs 65 physicians, three assistant physicians, four nurse 
practitioners, and 75 nurses. It is divided into treatment and pretreatment area. The treatment 
area is used for the treatment process while the pretreatment area includes registration station, 
waiting room, and triage rooms. 
 
Patients arrive at this ED in two ways: as walk-ins or in an ambulance. Ambulance patients go 
directly to the treatment area whereas walk-in patients go to the pretreatment area. In the 
pretreatment area, patients go through registration where nurses take their information. After 
that, they wait for an available nurse to perform the triage process to assess their conditions. 
After that patients wait for an available bed in the treatment area.     
 
In the treatment area, ambulance patients will have a bedside registration done by a nurse. After 
that, all patients wait for a free medical assistant to perform an initial assessment and decide 
whether a physician or a nurse practitioner is needed to do the examination. Then, patients 
proceed to be examined by the proper person (physician/nurse practitioner). Some patients will 
need extra tests (like blood samples or x-rays), and they go to the lab area to do the required test. 
After that, they go back to have another examination and then leave the ED (either discharged or 
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1- Develop a simulation model in SIMIO for this ED. 
2- Improve the productivity of this system taking into consideration costs associated 












Assistant Physicinas 3 






Walk-in patients 91 
Ambulance patients 9 
Patients treated by physicians 68 
Patients treated by nurse 
practitioners 
32 
Patients that need extra tests 44 
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