D
eep learning is perhaps the most powerful tool driving commercial applications in artificial intelligence (AI) today. This type of advanced computing can grind through gigantic volumes of data, teaching itself how to detect and classify patterns or anomalies and make predictions and recommendations. Deep-learning models can recognize more subtle, complex features faster and often more accurately than people can manage on their own.
Take Fimmic Oy, a Finnish spinoff company from the University of Helsinki, which created the WebMicroscope cloud platform. It is the first commercial tool integrating deep learning and computer vision, another AI tool, to help pathologists and researchers find, classify, and grade elusive cancers in tissues. "Deep learning has the potential to change the whole field of medical-image diagnostics," says Kaisa Helminen, Fimmic's CEO.
Pathologists typically assess tissue slides or images by eye. But Fimmic developed the WebMicroscope Deep Learning AI, which can "see" what's on a tissue image automatically. The model locates, detects, measures, characterizes features of, and grades tumors on the basis of their morphology. "Pathologists don't have to estimate where the tumor is, how many stained cells are there, and the tumor's grade, " says Helminen. "We can give all that information to them before they even start looking at the digital image. " After that, the pathologist verifies the result and makes the final scoring. Research institutions and pharmaceutical companies are working with WebMicroscope in preclinical investigations. It is in the pilot or proof-ofconcept phase with many customers globally. Helminen anticipates a future in clinical use that is not far away.
Major corporations are now spending huge sums on deep-learning models for a variety of healthcare applications. Other large companies are partnering with startup software firms to use deep-learning networks in imagery challenges, which could eventually allow underserved patients to receive diagnoses from medical specialists.
Computer scientists and botanists are using deep learning to identify plant species from natural-history collections, aiding underfunded taxonomists. Companies are developing deep-learning tools and target applications that can improve yields by diagnosing crop disease and helping farmers fight pests and weeds. For researchers, these tools will probably change how many workers in biology-related disciplines do their jobs.
Feature expansion of computer power and storage, as well as big data from the Internet. Newer graphics-processing units (GPUs)-originally developed by the video-gaming industry-made faster computing cheaper and more accessible. The Internet flooded the world with data (texts, images, voices) that programmers use to train deep-learning models. Facebook, for instance, uses its deep-learning algorithms to recognize "friends'" faces in posted images that users provide. New cloud technologies provide digital arenas for data storage and the supercomputing needed to operate advanced deep-learning models. Cloud-based models have also allowed scientists to share data or insights rapidly with partners and clients anywhere in the world.
Deep-learning models-which are made up of interconnected layers of computation called neural networks-are simplified imitations of the human brain's system of neurons and synapses. A programmer trains a deep-learning model by feeding it a carefully chosen data set. Fimmic programmers trained WebMicroscope by feeding it many thousands of accurately labeled images of cancer tissues from the research-hospital databases of its partners. During the training process, the model runs through terabytes of data on GPU clusters, learning by trial and error to identify particular features and correlating them with associated image labels. The correct answer is already known. The system is told when it gets something wrong. The programmers adjust the algorithm until it can be tested and is capable of identifying and classifying features in unlabeled images that it has never seen before.
A model's first computation layer might detect simple things in images, such as edges or borders. The second computational layer might find that the edges form shapes, such as corners or rectangles. Each successive layer of the model builds on the knowledge of the previous layers. The model's later computational layers find colors, textures, and more abstract details until the software is expert in recognizing features that the programmers tell it to look for. A deep-learning model adjusts millions of different parameters as images are passed through computation layers. Deeplearning computations are so complex that they have often been described as black boxes.
Once the model is trained, a pathologist can send a huge (gigapixel-size) high-resolution image of a sample tissue through the WebMicroscope application and instruct the program which features to find. Within minutes, the model produces the results, for instance, with pointers highlighting features in a tissue image sought by the pathologist. Deep-learning applications can reduce human errors that occur during manual slide viewing while also performing more diagnoses, says Helminen. "An algorithm, " she says, "doesn't get tired. "
Dermatology is another medical field at a turning point. but once it is up and running, it could be directly accessed by people using tools as simple as smartphones, says Esteva. "You could extend the reach of dermatology experts to primary-care level or even the home level. Advanced talent in the medical space is very rare, and many countries don't have access.
You could use technology to allow the best people to extend their reach. " In January 2017, the US Food and Drug Administration gave the first approval for a cloud-based deeplearning model for healthcare. Arterys, a San Francisco-based startup company, has developed a medical imaging platform that reads magnetic resonance imaging (MRI) scans of the heart. The model has been trained on 1000 heart cases so far.
Arterys's 4D Flow cloud-based program receives an uploaded scan of a heart directly from an MRI machine. The program's 4D imagery shows the contours of the heart's inside and outside ventricles, which provide insights about the blood volume that can move with each contraction, an indicator of heart health. Cardiologists traditionally traced these contours by hand, requiring 30 to 60 minutes to calculate the volume of blood pumped. Arterys's model can do it in 15 seconds.
Medicine-related deep-learning models face a high hurdle, because the sensitivity and strict privacy regulations of medical records make it difficult to get the large data sets needed to train them. The Arterys software strips patient data from MRI scans so that the cloud does not store any confidential patient information. Only those with a password can connect the patient data to an MRI scan.
In February 2017, Arterys launched its first clinical program with GE Healthcare at Fairfax Radiological Consultants, a private radiology practice in Fairfax, Virginia. "We've built this product by talking to radiologists, " says Carla Leibowitz, head of strategy and marketing at Arterys. "We learned which tasks they don't want to do because they were tedious and time consuming and could be automated. Radiologists still make judgment calls, editing what the algorithms can predict, " she says. "We are not trying to replace them but to expedite things that take a long time. " This technology allows a radiologist to perform more MRI assessments per day and treat more patients. "In the past, " she says, "these exams were reserved for only the sickest or hardest patients to diagnose. "
If computers screen for cancer faster than a human specialist can and at lower cost, then radiologists and pathologists would probably have to modify their jobs. These specialties could be merged to create a single entity, according to Saurabh Jha, a pathologist at the University of Pennsylvania, writing in the Journal of the American Medical Association in December 2016. Doctors who are "information specialists" could become interpretive experts in a number of AI-driven and other imagediagnostic tools, managing problems such as false-positive and false-negative diagnoses. They could apply their expertise across multiple diagnostic platforms, writes Jha, to "interpret the important data and integrate information to guide clinicians. "
Identifying species for conservation Taxonomists struggling to identify plant collections could get help from a twist in deep learning. Many specimen collections and natural-history museums have experienced severe budget cuts in recent years, and some collections have been merged. Some researchers worry that smaller collections could be lost or discarded. The researchers' algorithm, trained on ImageNet, was applied to 260,000 scans of labeled plants, comprising 1000 species, that had been pressed, dried, and mounted on herbarium sheets. The researchers split the database into two parts: a labeled training set (80 percent) and a testing set stripped of identification (20 percent). The model accurately identified species in the testing set with nearly 80 percent accuracy. The correct answer was within the algorithms' top five picks 90 percent of the time, which is about as good as expert taxonomists.
Herbaria samples hold valuable data about when and where samples were collected and whether they were flowering or fruiting. Accurately labeled digital herbaria data could help scientists assess the health of local environments and understand climate change.
In the final stage of the project, the researchers cleared the slate, training the algorithm first on a large data set from herbaria in the Mediterranean region and then applying transfer learning to train the algorithm on a smaller Costa Rican herbaria database. Although the Mediterranean and Costa Rican species are different, the model identified Costa Rican species with 80 percent accuracy.
"This is good news for places where herbaria have only a few digital images" of a particular species, says MataMontero. Deep-learning tools could help taxonomists identify plants in countries poor in digital collections but wealthy in biodiversity. Mata-Montero, however, emphasizes the urgency of digitizing collections for deep-learning modeling. "We need to build a global database of digital images. Herbaria and natural-history collections are being used by a whole range of biologists who do conservation, and the clock is ticking against us. "
Taxonomists do not have to worry about losing their jobs to this technology for decades, however. "Taxonomists' expertise will be needed more than ever, " says Mata-Montero. "We need taxonomists' knowledge to train the deep-learning software for the purpose of species identification. Taxonomists have to check species labels and other metadata for accuracy. If the labeling is wrong or misleading, the software becomes useless: garbage in, garbage out. If we had all the pictures and no identifications, we could not do this. "
Agricultural applications
Deep learning is advancing rapidly in healthcare environments where images for diagnoses are relatively consistent in color, lighting, and background parameters. Now, it is also making progress in challenging agricultural environments where weather, lighting, and other factors can change by the hour and affect the quality of images. Younger plants in the field look different from older plants, and same-age plants can look different in early morning sun, in evening sun, and under cloudy or drizzly skies.
That was the challenge faced by Progressive Environmental and Agricultural Technologies (PEAT), a German startup. PEAT developed Plantix, a free mobile-phone service that uses deep learning and computer vision to help farmers and gardeners fight diseases and pests. The United Nations Food and Agriculture Organization estimates that between 20 and 40 percent of global crop yields are reduced each year because of plant diseases and pests.
Farmers and gardeners can upload images to the Plantix app, which offers guidance on the most likely diseases or pests affecting that particular crop, offering symptom descriptions, recommendations for treatment, and possible preventive measures. The pathogens can be filtered by plant species, fungus, bacterium, virus, and other categories. The database holds more than 270,000 labeled images of more than 400 diseases or pests. Farmers send in about 5000 images a day, and the app is most popular in India, Brazil, and North Africa. Common threats to crops include soybean and wheat rust, powdery and downy mildews, and aphids.
"We discovered that images we use for training should be as close as possible to the input images coming from our users, " says Korbinian Hartberger, one of the four cofounders of PEAT. "If you train the model only from pictures taken on a white background and other consistent parameters, then it will only work under those conditions. We train the model by choosing pictures from very heterogeneous sources that include several different growth states, light conditions, and distances. "
Still, the Plantix model struggles with poor image quality from users. In its next release, the Plantix app will include a "quality-net" algorithm, says
Hartberger. "The algorithm automatically tells users what it can't handle and gives them feedback. The quality-net app will tell them, 'Your photo is not focused enough, it's too dark, please take another picture. '" As more photos are added to the Plantix database, its algorithms continue to learn and become more accurate, he says.
Plantix is not profitable yet. "We will never charge anything for the app. We think that the advice should be free, " says Hartberger. Plantix's analytics could be licensed to insurance and agriculture companies to create more targeted marketing to farmers, he says. PEAT eventually could develop software for tractor cameras that scan fields and provide site-specific diagnoses and instructions.
Blue River Technology, based in San Francisco, has already developed a deep-learning application for tractors with its See & Spray machine, which can reduce herbicide use on lettuce and cotton farms. John Deere Labs, which opened in 2017, spent $305 million in September to purchase the company.
See & Spray uses two color cameras, computer vision, and a deep-learning algorithm to classify field plants as crops or weeds and accurately apply herbicides. Blue River Technology trained its algorithm on GPU clusters with hundreds of thousands of images of different weeds and crops. The algorithm must be robust to be effective in varying light conditions, soil types, dust quantities, wind vibrations, and other environmental factors.
"A readily available labeled image data set doesn't exist for something like this, " says Lee Redden, the company's cofounder and chief technology officer. "We had to create our own training data set, which was a huge time commitment, and then you are constantly tweaking it. "
After training and testing, the algorithm was transferred to the Sea & Spray box-shaped device. A camera is located in the front of the box, taking pictures of the field below as the tractor moves along a row. The images are transmitted to the device's algorithm, which identifies plants as crop or weed in 100 milliseconds and sends this information to a sprayer about 2 feet behind the camera. If the plant is identified as a weed, the sprayer delivers herbicide into 1-square-inch patches. A second camera in the box's rear takes an image of the herbicide application and transmits it to the device's algorithm. If the spray misses its mark, the algorithm reorients the nozzle. "As the tractor is driving along at 6 miles an hour, the cameras, algorithm, and sprayer are fast enough to keep up, " says Redden. The traditional method for fighting weeds with herbicides is to spray the entire field, but this new technology allows more targeted application. Redden wants the Blue River algorithm to identify plants accurately more often than many models can do even in controlled environments. When a deep-learning algorithm is more than about 80 percent accurate in identifying features, it is too sensitive to be useful, typically creating many false positives. "If we had an algorithm that only reached 80 percent accuracy, it would not be a big enough benefit [for farmers] and would not be commercially viable, " says Redden. "We are striving for more than 95 percent accuracy and 5 percent false positives, and we've gotten there in certain circumstances. A lot of engineering, data science, and system tools go into algorithms reaching that level. "
During the 2017 growing season, Blue River deployed six machines in lettuce fields and two machines in cotton fields. Blue River is planning to commercially test 10 machines full time in cotton fields during the 2018 growing season from Georgia to West Texas. "We are looking for the hardest conditions for them to operate in and to come up with engineering fixes that may be needed, " says Redden.
On the medical front, academic researchers are experimenting with deep-learning models, computer vision, and robots with the aim of harvesting fruit, monitoring fields for predators, checking on farm machinery, tracking livestock, testing crops for nutrient deficiencies, and many other tasks in agriculture. Conservationists are experimenting with deep learning to identify individuals in endangered-species populations. Meanwhile, hospitals and healthcare professionals are increasingly turning to deep-learning models to scan patient records, including images, and to tease out potential individual treatment options. Scientists are only beginning to understand how to harness deep learning's potential. Still, these technologies face challenges, particularly in regard to data ownership and privacy. Deep learning is most effective when models are trained on high-quality data. Curated data sets are the knowledge stores that drive today's AI revolution. Major medical centers, global social-media companies, and other organizations have collected giant information archives. But as deep learning becomes more powerful and pervasive, transforming entire industries and occupations, society will struggle to answer who owns these data, who should have access to them, and who should benefit from their use. 
