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Abstract 
We report analytical equations for the derivatives of spin dynamics simulations with 
respect to pulse sequence and spin system parameters. The methods described are significantly 
faster, more accurate and more reliable than the finite difference approximations typically 
employed. The resulting derivatives may be used in fitting, optimization, performance evaluation 
and stability analysis of spin dynamics simulations and experiments. 
Keywords: NMR, EPR, simulation, analytical derivatives, optimal control, spin chemistry, 
radical pair. 
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Introduction 
The response of a magnetic resonance experiment to a small perturbation in the spin 
system or pulse sequence parameters is useful in two contexts: spectral fitting 1-5 and pulse 
sequence design using optimal control theories 6-9.  
Spectral fitting algorithms require gradients for optimization step control 10-12. In small-
scale calculations, gradient-free methods 13-14 are adequate, but as the system gets bigger, 
parameters proliferate and such gradient-free methods become slow and hence impractical. As 
our colleagues in electronic structure theory quickly discovered 15-16, for large systems analytical 
gradients are required for efficient optimization. 
In pulse sequence design using optimal control, an important question is the robustness of 
the resulting waveforms with respect to non-idealities in the control operators and external noise 
17-18 as well as the natural variability in the practically encountered spin systems. A derivative of 
the coherence transfer efficiency with respect to e.g. a systematic phase distortion in the RF 
channel can be interpreted as a measure of stability of the pulse sequence with respect to that 
notorious instrumental problem. 
Importantly, the derivatives in question often cannot be obtained numerically: modern 
large-scale simulation algorithms have multiple dynamic cut-offs and tolerances (in 
orthogonalization, matrix inversion, singular value decomposition and other essential 
mathematical procedures) meaning that a small perturbation in a parameter may trigger a step 
change in the simulation result, e.g. inclusion or rejection of a particular vector in the basis. In 
other words, many algorithms are not numerically differentiable with respect to their parameters. 
They may also display high levels of numerical noise due to the finite precision of machine 
arithmetic. Even when they are reasonably accurate, numerical derivatives have a high 
computational cost in such large-scale simulations: typically between two and four separate 
simulations per parameter. 
We report in this communication the analytical equations for the derivatives of spin 
dynamics simulations with respect to both pulse sequence and spin system parameters. The 
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equations reported are significantly faster, much more accurate, and, importantly, much more 
reliable than finite difference approximations. 
Theory 
Spin dynamics simulations may be formulated either in Hilbert space, where operators 
are represented as n n  matrices, or in Liouville space, where operators are represented as 2n -
element vectors and superoperators are 22n n  matrices 19. We describe the spin system in terms 
of its density operator  ˆ t . In Hilbert space, this evolves according to the Liouville–von 
Neumann equation 19: 
      ˆ ˆ ˆi[ , ]t H t t
t
    , (1) 
in which  Hˆ t  is the Hamiltonian operator. In Liouville space, the density operator evolves 
under the system Liouvillian superoperator  ˆˆL t , which may include contributions from 
relaxation and chemical kinetics: 
      ˆ ˆˆ ˆi .t L t t
t
     (2) 
Both  Hˆ t  and  ˆˆL t  are assumed to be piecewise continuous. Differentiation may be performed 
by several approaches in both representations. 
I. Time domain derivative superoperator 
Starting in Liouville space, it is natural to seek a superoperator  ˆˆA t  that acts on the 
density operator giving its derivative  ˆ t  with respect to a simulation parameter α: 
        ˆ ˆˆ ˆˆ ˆ   i.e.      .A t t A t t 
    (3) 
Integrating Equation (2) analytically for an infinitesimal time step t  yields 
    ˆˆˆ ˆexp it t L t t         , (4) 
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which is free from time derivatives (which do not necessarily commute with   ) and may be 
directly differentiated with respect to the parameter: 
      ˆ ˆˆ ˆˆ ˆ ˆexp i exp it t L t t L t t   
                      (5) 
Combining Equation (5) with the definition given in Equation (3) yields a time propagation law 
for the differentiation superoperator: 
    ˆ ˆˆ ˆ ˆ ˆˆ ˆˆ ˆ ˆ ˆexp i exp i exp i exp iA t t L t L t L t A t L t
                                   (6) 
Taking the limit 0t   and neglecting  2O t  and higher terms, gives the equation of motion 
for the differentiation superoperator: 
 
ˆˆ ˆˆ ˆˆˆ ˆi[ , ] iA L A L
t 
     (7) 
where ˆˆL  is a Liouvillian derivative with respect to the simulation parameter in question. The 
initial conditions are in most cases  ˆˆ 0 0A   and  ˆ 0 0  , reflecting the fact that the 
simulation starts from a user-specified state that does not depend on  . Even though the 
evolution of the differentiation superoperator is governed by the same Liouvillian, it is 
independent from the evolution of the density matrix. 
Analogous reasoning yields the following equations for the second derivative 
superoperator ˆˆW : 
 
     
  2
ˆ ˆ ˆ ˆ ˆ ˆ ˆˆ ˆ ˆ ˆ ˆ ˆ ˆexp i exp i exp i exp i
ˆˆ ˆ ˆ ˆˆˆ ˆ ˆ ˆexp i exp i exp i exp i
W t t L t W t L t L t B t L t
L t A t L t L t L t

  
                                  
                                      
 (8) 
    ˆˆ ˆˆ ˆ ˆ ˆ ˆ ˆˆˆ ˆ ˆ ˆ ˆ ˆi[ , ] i i iW L W L B t L A t L
t   
         (9) 
where  ˆˆB t  is a first derivative superoperator with respect to the second parameter  . Higher 
order derivatives may be obtained in a similar way. 
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II. Liouville-space derivative density matrix 
A second approach identifies an equation of motion for the derivative of the density 
matrix in Liouville space. We begin by taking the 0t   limit of Equation (5), which yields the 
following equation of motion for the derivative density matrix 
 
ˆ ˆ ˆˆ ˆˆ ˆi iL L
t

 
        (10) 
This has the same general form as Equation (2) with the addition of a second driving term that 
depends on the density matrix itself. 
Repeating these steps for the second derivative yields the following equations for the second 
derivative density matrix dynamics:  
          ˆ ˆ ˆ ˆ ˆ ˆˆ ˆ ˆ ˆ ˆ ˆˆ ˆ ˆ ˆ ˆ ; exp it t P t P t P t P t P L t                              (11) 
 
ˆ ˆ ˆ ˆ ˆˆ ˆ ˆ ˆˆ ˆ ˆ ˆi i i iL L L L
t

     
                (12) 
Higher order derivatives may be obtained in a similar manner. 
III. Hilbert-space derivative density matrix 
It is also possible to find an equivalent equation of motion for the derivative of the 
density matrix in Hilbert space. Integrating Equation (1) for an infinitesimal time step t  
        ˆ ˆˆ ˆexp i exp it t H t t H t        (13) 
and differentiating with respect to the parameter   gives 
 
   
 
 
ˆ ˆˆ ˆexp i exp i
ˆ ˆˆexp i exp i
ˆ ˆˆexp i exp i .
t t H t t H t
H t t H t
H t t H t


 

 
                
          
            
 (14) 
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Taking the 0t   limit then yields the following Hilbert-space equation of motion for the 
derivative density matrix 
 
ˆ ˆ ˆˆ ˆi[ , ] i[ , ]H H
t

 
        (15) 
Like Equation (10) above, this expression for the derivative density matrix is the same as 
Equation (1) with an additional driving term that depends on the density matrix itself. Once 
again, higher derivatives may be obtained by analogous reasoning. For example, the second 
derivative density matrix satisfies 
 
         
         
ˆ ˆ ˆ ˆˆ ˆ ˆ ˆˆ ˆ ˆ ˆ ˆ
ˆ ˆ ˆ ˆ ˆˆ ˆ ˆ ˆ ˆˆ ˆ ˆ ˆ ˆ ;
ˆ ˆ ˆˆexp i ;      exp i
t t t t t t
t t t t t
H t H t
       
       
    
    
                  
                
            
 (16) 
 
ˆ ˆ ˆ ˆ ˆˆ ˆ ˆ ˆi[ , ] i[ , ] i[ , ] i[ , ]H H H H
t

     
                (17) 
IV. Evaluation of key derivatives 
The individual derivatives involved in the equations above are all very straightforward. 
The Hamiltonian and Liouvillian derivative with respect to a parameter returns an operator or 
superoperator corresponding to that parameter. For example, in Hilbert space the derivative of 
the Hamiltonian with respect to nka   is 
          Z
ˆˆ ˆ ˆ ˆˆˆ ...          i i j n ki ij
i ij nk
HH S a S S S S
a
        
   
 (18) 
And the derivative of the corresponding Liouvillian is 
          
T
T T
ˆˆ ˆ ˆ ˆ ˆ
ˆˆ ˆ ˆ ˆ ˆ ˆ ˆˆ ˆ ˆ ˆn k n k
nk nk nk
L H I I H
L H HI I S S I I S S
a a a
   
                
     (19) 
The parameter derivative of the matrix exponential may be computed from its power series 
definition (or using more sophisticated techniques 20-22), taking into account the fact that ˆˆL  
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might not commute with ˆˆL  and using sufficiently small time increments so that ˆˆL  may be 
treated as being piecewise constant 
     1 1
1 0
iˆ ˆ ˆ ˆˆ ˆ ˆ ˆexp i
!
n n
k n k
n k
t
L t L L L
n 
   
 
        (20) 
and similarly for the Hamiltonian exponential. For very large sparse matrices encountered in spin 
dynamics this Taylor series, ironically, works best because matrix sparsity is usually inherited 
after multiplication, particularly if a clean-up pass ( 0  for all ik ikA A   ) is performed at 
each stage.  
Scaling and squaring may be used if necessary to accelerate convergence. It is worth 
noting that the scaling and squaring procedure is different for the derivative exponential 20: 
   ˆ ˆ ˆ ˆˆ ˆ ˆ ˆi i i iˆˆexp i exp exp exp exp2 2 2 2L t L t L t L tL t                                                         (21) 
as opposed to the standard exponential procedure: 
   2ˆˆiˆˆexp i exp 2L tL t           (22) 
Although the superoperator formulation given by Equation (7) and the equation of motion 
formulation given by Equations (10) and (15) are formally equivalent, the latter are likely to be 
more computationally efficient because Equations (5) and (14) do not require Liouville-space 
matrix-matrix multiplications, which do occur in Equation (6).  It is important to note that all 
three time-domain formalisms outlined above are numerically stable and compatible with time-
dependent Hamiltonians and Liouvillians. 
V. Frequency domain spectrum derivatives 
 In Liouville space simulations with a static Liouvillian superoperator, the positive-time 
Fourier transform of the Liouville–von Neumann equation is 
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   
      00
ˆ ˆˆ ˆi ˆ ˆˆ ˆ ˆ ˆ          i
ˆ ˆ0
t
L t
I Lt
     
 
     

 (23) 
where 0ˆ  is the initial density matrix,   is frequency, and ˆˆI  is a unit matrix of the same 
dimensions as the Liouvillian superoperator. Differentiating with respect to the parameter α and 
rearranging yields 
      1ˆ ˆ ˆˆ ˆ ˆˆ I L L          (24) 
In most experiments and simulations, a specific observable – we shall call it Q  – is monitored. 
Hence, the quantity of interest is the derivative of Q : 
            1 †† † ˆ ˆ ˆˆ ˆ ˆˆ ˆ ˆˆ ˆ ˆQ Q Q I L L Q                       (25) 
     1† † ˆ ˆ ˆˆ ˆ ˆ ˆ ˆQ Q I L L        (26) 
where the dagger sign denotes a Hermitian conjugate. Once the “derivative observable row 
vector”  †Qˆ   has been computed, the derivative spectrum may be obtained quite simply with 
a vector–vector product followed by an inverse Fourier transform. Note that the row vector 
† 1ˆ ˆˆ ˆ ˆ( )Q I L   may be computed directly 23 without ever requiring the time-consuming evaluation 
of the full 1ˆ ˆˆ ˆ( )I L   inverse. Large savings are also possible if derivatives with respect to other 
parameters are sought because the † 1ˆ ˆˆ ˆ ˆ( )Q I L   intermediate row vector does not need to be 
recalculated. Also, specific points in the spectrum may be monitored without the need to 
simulate the time trajectory in its entirety. 
Similar to the first derivative treatment above, the frequency domain equations for the 
second derivative density matrix Fourier transform are: 
 
          
       
1
1 1 1
ˆ ˆ ˆ ˆ ˆˆ ˆ ˆ ˆ ˆˆ ˆ ˆ ˆ
ˆ ˆ ˆ ˆ ˆ ˆ ˆ ˆ ˆˆ ˆ ˆ ˆ ˆ ˆ ˆ ˆ ˆ ˆ
I L L L L
I L L L L L L L L
     
    
        
    

  
         
            
 (27) 
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where the intermediate results could also be re-used to calculate further derivatives with respect 
to different parameters. It is worth noting that the extremely sparse structure of Liouvillian 
derivatives, which contain at most only a handful of non-zeros, means that the Hessian ˆˆL  in 
Equation (27) is very sparse. 
VI. Eigensystem differentiation 
A complementary strategy for calculating derivatives with respect to a simulation 
parameter is available in systems that have a piecewise constant or time-independent 
Hamiltonian Hˆ  that can be diagonalized reasonably quickly. We seek the derivative of an 
observable 
   ˆ ˆi i0ˆ ˆˆTr .Ht HtQ t e e Q  
        (28) 
in which the parameter derivatives of the initial density matrix 0ˆ  and the observable operator 
Qˆ  are typically zero or simple to determine. Equation (28) is easily evaluated using the product 
rule once the derivative of matrix exponential has been found. 
We begin by diagonalizing the Hamiltonian 24: 
    † †ˆ ˆ ˆ ˆ=           exp i exp iH VDV Ht V Dt V    , (29) 
where V  is a matrix of eigenvectors and Dˆ  is a diagonal matrix of eigenvalues. The derivative 
of the matrix exponential is given by 
 
†
† †
ˆˆ ˆ ˆ ˆexp i = exp i i exp i exp iV D VHt Dt V V t Dt V V Dt   
                        
 (30) 
Evaluation of the eigenvalues and eigenvector derivatives has been studied extensively 25-33. The 
following sections adapt the approach of Andrew and Tan 34 to the quantum mechanical context. 
Non-degenerate spectrum 
By definition, the thi  eigenvalue  i   of the Hamiltonian  Hˆ   and its corresponding 
eigenvector  i   satisfy 
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        ˆi i iH        (31) 
     1i i      (32) 
Differentiating both equations with respect to the parameter   using the product rule and 
cancelling yields the well known Hellmann-Feynman theorem 35 for the eigenvalue derivative 
        ˆ .i i iH         (33) 
Once all  i   are known, the derivative of Equation (31) can be rearranged into 
            ˆ ˆi i i iH H                    I I  (34) 
in which I  is the identity operator and all terms except  i   are known. The difficulty lies in 
the fact that the matrix    ˆ iH    I  is singular, so the solutions are not unique. This reflects 
the fact that the phase of eigenvectors is, in general, arbitrary. For example, let P  be a diagonal 
matrix of phase factors ie   with unit magnitude. Then if V UP  
 † * † †ˆ ˆ ˆ ˆ=H VDV UPDP U UDU   (35) 
so both U  and V  are equally acceptable as eigenvectors. When Equation (29) is solved 
numerically, P  is chosen essentially at random. In order to obtain a well-defined solution to 
Equation (34), it is simplest to impose an additional constraint 34 on the eigenvectors 
        0 01 0i i i i           (36) 
for   in a small region around the point 0  where Equation (34) is to be solved. Thus, we solve 
instead 
 
ˆ ˆ
0 0
ii i i
ii
H H  

                 
I
 (37) 
which is well behaved and provides the required eigenvector derivatives. 
Degenerate spectrum 
When there are degenerate eigenvalues at 0 , one must consider each block of 
degenerate eigenvalues together 
          ˆ i i iH       Λ  (38) 
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where   i   is an n r  matrix whose columns are the eigenvectors in this r -fold 
degenerate set and    i i  Λ I . Numerical routines for diagonalizing Hˆ  will return an 
arbitrary linear combination of these degenerate eigenvectors:    †i P  , where P  is an as-
yet-unknown r r  unitary matrix. This linear combination may mix eigenvectors corresponding 
to different eigenvalues derivatives, which would make Dˆ  not a diagonal matrix. An 
appropriate choice of P  is necessary to prevent this complication. 
Now, by the same logic as above 
           † †0ˆi i iP P H P P      Λ  (39) 
where the r n  matrix   i   is the conjugate transpose of   i   and  i Λ  is the 
diagonal matrix of eigenvalues derivatives. Equation (39) is a small ( r r ) eigenproblem, which 
is easily solved for  i Λ  and the true eigenvectors   i   after having computed 
        †0ˆi iP H P     . 
The equation analogous to Equation (34) is therefore 
                 ˆ ˆi i i i iH H                 I Λ  (40) 
To stabilise this equation, we once again use the normalisation condition 
            0 0i i i i         I 0  (41) 
and form the block matrix 
 
  
  
     ˆ ˆi i i i
i i
H H      
 
                    
I
0 Λ 0
 (42) 
which is easily solved for   i  . The value of iΛ  obtained should be identical to that from 
diagonalizing Equation (39), which provides a check of the numerical stability of the method at 
run time. 
This algorithm applies equally well to partial derivatives, and can be extended to higher 
derivatives, beginning by differentiating Equations (33) or (38) several times and solving 
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eigenproblems analogous to Equation (39) for each degenerate block at each stage. Similar 
procedures are described in 28-29,34. 
Illustrative results 
 Figure 1 shows the derivative of the theoretical 1H NMR spectrum of strychnine with 
respect to one of the scalar couplings, calculated using Equation (5). The procedure used 
amounts to what may be loosely called co-propagation: the derivative density matrix is 
propagated forward in time alongside the main simulation and uses the  ˆ t  values that the 
main simulation generates. Figure 2 gives a more sophisticated example (2D COSY), making use 
of the fact that the J-coupling derivatives of a hard pulse are zero and therefore only the time 
evolution steps need to be differentiated. The unpredictable behaviour of the error resulting from 
using a finite-difference approximation is illustrated in Figure 1C: as the finite-difference step   
gets smaller, the error initially follows the expected  4O h  scaling. However, numerical noise 
starts creeping in around 0.01 Hzh   and thereafter the accuracy deteriorates rapidly for smaller 
steps. 
 As expected, these calculations take much longer if Equation (6) is used to find the 
parameter derivative, because matrix-matrix multiplications in Liouville space are required. 
However, if multiple simulations must be carried out from different initial conditions (e.g. the 
direct dimension of a 2D experiment), this superoperator formulation could be faster, since it 
would avoid repeated computation of the differentiation superoperators. 
 The Fourier domain differentiation is significantly faster if only a few points are required 
in the resulting spectrum (a frequent situation in e.g. chemical kinetics fitting where a spectrum 
needs to be differentiated with respect to the kinetic rate constant). It also has the benefit of not 
requiring apodization. An example of such a derivative is given in Figure 3. 
 A less obvious differentiation parameter – waveform truncation level – is demonstrated in 
Figure 4. The resulting derivative gives a measure of stability of the magnetic resonance 
experiment with respect to the clipping of the wings of a Gaussian pulse. As intuitively expected, 
14 
 
waveform clipping has no effect if the signal is positioned exactly on resonance, but does 
introduce imperfections into the excitation of off-resonance peaks. 
Figure 5 demonstrates eigensystem differentiation using a simple model Hamiltonian 
  
   
   
   
   
2cos sin 0 4 0 0 cos sin 0
ˆ sin cos 0 0 10 0 sin cos 0
0 0 1 0 0 3 0 0 1
H
    
    

                       
 (43) 
whose eigenvectors and eigenvalues are known analytically. Notice that there are no difficulties 
for degenerate eigenvalues at 10 / 3, 1 or 4   . Most importantly, all elements of the matrix 
exponential ˆiHe  are accurate to within an absolute error of 1310  throughout this range. Similar 
tests with 3 3  and 4 4  complex model Hamiltonian produced comparable accuracy in the all 
important matrix exponentials. 
Figure 6 is a more sophisticated example from low-field electron paramagnetic resonance 
of radical pairs 25,36. In such systems, the reaction yield is governed by the strength of an applied 
magnetic field. The simplest radical pair comprises two electrons, and a single 1H nucleus in one 
of the radicals and has Hamiltonian 
    0 e 0 Az Bz Aˆ ˆ ˆˆ .ˆH B B S S aS I      (44) 
Neglecting the reaction kinetics for now, the probability of a radical pair created in a pure 
electronic singlet state remaining in that state is 
      ˆ ˆ ˆ ˆ† †0 0 S 0 Sˆ ˆ ˆ ˆ ˆ ˆˆ ˆ; Tr TriHt iHt iDt iDtS t B e e P e V V e V PV          (45) 
where Dˆ  is a diagonal matrix containing Hamiltonian eigenvalues, Vˆ  is the corresponding 
eigenvector matrix, SˆP  is the electron singlet projection operator and the initial density matrix 
0 Sˆˆ / 2P   because the initial nuclear spin state is random. Using the “exponential model” 36-39 
for reaction kinetics, the total yield of singlet product 
    0 0
0
; d .ktS B S t B ke t

    (46) 
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Here, Equation (46) may be integrated analytically if Hˆ  has been diagonalised, which more than 
compensates for the effort required for diagonalisation. In this case, the method of eigensystem 
differentiation is therefore the most attractive. 
Figure 6 compares  0 0d / dS B B  computed by eigensystem differentiation with an exact 
calculation made analytically for specific values of the hyperfine constant a  and rate constant k . 
Agreement is essentially exact throughout the range that was plotted. 
Conclusion 
In simulations of spin dynamics, the formalism outlined above provides a 
straightforward, accurate and numerically stable avenue to determine derivatives with respect to 
spin system or pulse sequence parameters. The resulting derivatives may be used in fitting, 
optimization, performance evaluation and stability analysis of spin dynamics experiments and 
experimental results. 
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Figure captions 
Figure 1. A: Fragments of the theoretical 90°–acquire 1H NMR spectrum of strychnine. 
Simulations were performed for a 22-spin system (with magnetic parameters obtained from a 
separate GIAO B3LYP/cc-pVDZ calculation using Gaussian03), employing state space 
restriction 40-41 to k-spin orders around every spin, where k is the number of J-coupled neighbors 
(or k=4 if that is larger), and with a diagonal DD-CSA relaxation superoperator. B: Analytical 
derivative of the same spectrum with respect to one of the scalar couplings (solid line) and 
numerical derivative with respect to the same parameter (circles) using an  4O h  four-point 
central finite difference approximation. Wall clock times for propagation with analytical 
derivatives: 7.6 s; and for the numerical derivatives: 29.5 s. C: Maximum absolute difference 
between the analytical derivative and the finite-difference approximation as a function of the 
finite-difference step size. 
Figure 2. A: Fragment of the 1H–1H COSY spectrum of strychnine. Simulations were performed 
as described in Figure 1. B: Analytical derivative of the same COSY spectrum with respect to 
one of the scalar couplings. Wall clock times for propagation: original spectrum: 12 min; 
analytical derivative: 15 min. For comparison the equivalent  4O h  four-point central finite 
difference approximation took 49 min. 
Figure 3. A: 1H NMR spectra of a strongly coupled two-spin system undergoing symmetric 
chemical exchange with rate constants varying between ,k J    (bottom trace) and 
,k J    (top trace). B: Analytical derivatives of the same spectra with respect to the 
exchange rate constant k. (Each spectrum was scaled vertically to make its features visible.)  
Figure 4. Derivative of the excitation profile of a 90° Gaussian pulse with respect to waveform 
truncation. A: The function        tanh tanhf x k x k x      used to approximate the 
waveform truncation. The three traces correspond to k = 10, 102, 103.  B: Gaussian waveform 
showing the truncation parameter (in units of standard deviation). C: Top: Magnitude-mode 1D 
NMR spectrum of a linear chain of 33 protons with regularly spaced chemical shifts and equal 
nearest-neighbor J-couplings C: Bottom: Analytical derivative of the spectrum above with 
respect to the truncation parameter   when 3.0  . 
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Figure 5. Comparison of the derivatives of the eigenvalues and eigenvectors of  Hˆ   defined 
in Equation (43). Exact, analytical solutions are shown as lines, numerical solutions from the 
eigensystem differentiation algorithm are shown as crosses. Notice the good behaviour when 
eigenvalue degeneracies occur (at 4   , 1 and 10/3). Left: First derivative with respect to   
of the eigenvalues of  Hˆ  . Right: Absolute values of each component of the eigenvector 
derivatives with respect to  . The absolute value is plotted to mitigate the arbitrary phase 
factors in the numerical solutions. 
Figure 6. Derivative of singlet yield with respect to field strength in a radical pair with hyperfine 
coupling a  to a single spin-1/2 nucleus, using the exponential model with rate constant 
/10k a . Numerical results (crosses) were obtained from Equation (46) using the eigensystem 
differentiation algorithm, exact values (line) were obtained using a computer algebra system to 
give Equations (S1) – (S3) in the Supporting Information. 
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