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Continued from page 15 I: Are these predictions successful mathematically? F: Yes, it turns out that the predictions have been very useful to the engineers. As a result, the field has completely changed since our first materials science program in 1985. The mathematical community of people working in materials science has increased tremendously. Other examples of US applied mathematics come from applications in control theory, computational science, applied linear algebra, fluid dynamics, scattering theory, nonlinear waves in oceans and materials, polymeric materials and polymers.
I: What about operations research?
F: Operations research applications have ranged from manufacturing to finance, and there is so much more. Imaging has developed rapidly in many aspects: imaging distant targets is a different problem than imaging at the molecular level. Speech recognition -we have a volume at the IMA in speech recognition -involves Markov processes. Applications even come in from traditionally pure mathematics. The field of U.S. applied mathematics is vast and diverse. We had programs in applied number theory, in coding, communications, graph theory, scientific computation as well as fluid dynamics.
In England, by contrast, fluid dynamics used to be the crowning theme, because England is surrounded by water. Traditionally, England is very strong in computational fluid dynamics, and they are looking at all kinds of phenomena in waves and fluids. Many of the mathematicians working on these problems inspired me to get involved in applied mathematics in the first place and ultimately to bring industry to the table to expand the kinds of problems mathematicians are involved in solving. Michael Todd: Yes. I took a course from Herbert Scarf in mathematical economics at Yale. He described his recent work in computing approximate fixed points, and I got very fascinated by his work and, in general, by complementary pivot algorithms which use purely combinatorial arguments to solve optimization problems. I wanted to understand the combinatorial background to these methods. That was the basis of my thesis. It was indeed a mathematical one. "Administrative sciences" is a strange name. There aren't too many departments of administrative science, and they chose it so that it didn't sound too much industrial, too much business school. Basically, it's about the science and mathematics of decision-making.
I: Why didn't you go to the mathematics department instead? T: I had been supported in Cambridge by Shell. They had a fellowship for me and they suggested that I go abroad for a couple of years to a business school. With a fellowship between my college in Cambridge and Yale, I went there mainly to see America for a couple of years and then I decided to stay because it was fascinating. Choosing the department was sort of difficult, and it was really an accident.
I:
Were you interested in pure or applied mathematics right at the beginning?
T: At Cambridge, my work was basically in pure mathematics, but towards the end of it -and especially when I was at Yale -I decided that the applications were interesting. I got fascinated by the applications, in particular, by algorithmic questions.
I: Is semidefinite programming a generalization of linear and convex programming?
T: Semidefinite programming is a generalization of linear programming. In linear programming the variable is a vector whose components all have to be non-negative. In semidefinite programming, you have a symmetric matrix and all its eigenvalues have to be non-negative, so it has to be positive semidefinite. So it is more general than linear programming but it is a subclass of problems in convex programming.
Could you give us some examples of problems that involve semidefinite programming?
T: One of the nicest things about semidefinite programming is the wide range of areas in which it has been applied. I think that the first interest probably came from people in control theory who wanted to study ways of controlling dynamical systems optimally and making sure that they were stable. That led to inequalities that required certain matrices to be positive semidefinite. There are also applications in a completely different area related to combinatorial optimization problems connected with graph partitioning. Another source of semidefinite programming is robust optimization, which has been a hot topic recently. All of these different areas lead to an interest in efficient algorithms for semidefinite programming.
Is there an optimally efficient algorithm for solving linear programming problems?
T: That's the holy grail of linear programming research. It's a very intriguing situation. Now we have two different classes of algorithms -simplex algorithms and interiorpoint methods, and there is wide disparity between them on some classes of problems -sometimes one is much faster than the other. They are very different theoretically. The simplex method in the worst case is exponential but seems to perform very well in practice. Interior-point methods have a polynomial time bound and they perform much better than that bound in practice. For large-scale problems, it is not clear which one is the more efficient. There may be some new methods that will do even better. We're still waiting to hear about that. solutions in linear programming is a polyhedron and the optimal solution always lies at a vertex. So it's natural to consider algorithms that just go from vertex to vertex and that's what the simplex method is based on -an algorithm that traces the skeleton of this polyhedron. Interior-point methods move through the interior and make smooth approximations. So they ignore much of the combinatorial structure and look at the analytic structure.
I: So one is discrete and the other is continuous.
T:
Exactly. Interior-point methods never get an exact solution unless you do a special rounding procedure, but they get very, very close, and incredibly fast: you have to solve a very small number of systems of equations which are more complex than the equations in the simplex method.
I: How do you know which method to use?
T: It could be based on the software that you have. Most efficient commercial software allows you the option to use either one. I think people look at their class of problems and decide which one works better for their problems.
I: Which one is more popular?
T: I think for historical reasons the simplex method is more popular, but if you want something jazzy, the interior-point method is certainly a wonderfully efficient method for solving these problems.
I: Are there any probabilistic methods?
T: There are but we should distinguish two viewpoints. First of all, some algorithms make random choices and there are some very interesting theoretical ideas that have been used in low-dimensional problems that have much better computational complexity on certain classes of problems than the more usual ones. But there are also probabilistic analyses of the deterministic algorithms that people typically use on large-scale problems. Simplex and interior-point methods work in practice much, much better than their worst-case bounds. We would really like to understand that. One way to do it is to assume that the problem is random and to understand the average behavior of the algorithm on random problems. Some very interesting results have been obtained along those lines.
I: I noticed that there is a mention of homotopy in one of your papers. Is there something topological about it?
T: I think it is more a question of how the methods are based on different geometric views, and earlier I described a little bit how the simplex method is based on the combinatorial geometry and the interior-point method on the convex geometry. My earlier work was related to algorithms for computing approximate fixed points: homotopy ideas come up, but also the combinatorial topology and geometry of triangulations. Those algorithms were very interesting but not too much can be said about their computational complexity. They tend to be useful for small dimensions, up to maybe 50, on very nasty nonlinear problems, whereas linear programming and semidefinite programming problems are often much, much larger and more highly structured.
I: Is the software for implementing the algorithms freely available?
T: That really depends on whether you are talking about linear programming or semidefinite programming. Linear programming is very widely applicable and has huge commercial implications. So the very best codes cost you some money, but there are some very good codes that you can obtain freely. There are a couple of websites where you can get some good codes for linear programming. But for semidefinite programming, the market is probably more in the scientific and engineering community; so you can't charge them a lot of money. Most of the algorithms are freely available, and several of those are available on the web. A good starting point is the NEOS Solver for Optimization site.
I: Have you written some of those yourself?
T: Yes, actually with one of my National University of Singapore colleagues and another colleague: Kim-Chuan Toh, who's in the Mathematics Department here, and Reha Tütüncü of Carnegie-Mellon University. We have a package for semidefinite programming, and it can also be used for linear programming.
I:
Could you give us an idea of the complexity involved in semidefinite programming?
T: I'll give you some sort of an idea. First of all, these interior-point methods have been extended from linear programming to semidefinite programming. They typically take a very small number of iterations, perhaps 10 to 50, but each iteration involves a lot of work. Even if you have a problem with sparse data, in the semidefinite case you have to solve a generally dense large linear system of equations and that can be very costly. So these methods are typically very computationally burdensome, and the number of linear constraints can only get up to a thousand or two. These algorithms can give very accurate solutions. Other classes of algorithms, based more on first-order methods, can solve much larger problems with tens of thousands of constraints. They get much less accurate answers and don't have such good complexity bounds, but can be quite fast in practice. I'd say a thousand to ten thousand is the order of the matrices involved and the number of constraints that you can handle with these methods.
I: Can all linear programming problems be solved in principle by quantum computers or a theoretically most powerful computer?
T: I don't know a huge amount about quantum computers. From what I understand, I think it is possible to solve linear programming problems in one step. There's only a finite number of possible options, the vertices of the polyhedron, and the quantum computer is allowed to examine them all simultaneously and pick out the best. Similarly for biological computers based on DNA and so forth. I don't know how practical these methods are. For semidefinite programming, I don't see that you can get an immediate solution, but it will be interesting to find out.
I: What happens if one day we really get quantum computers?
Will linear programming problems be trivialized?
T: Yes, but maybe also all NP-complete problems too. It's not clear that these methods can really push all problems that are currently considered interesting to become totally trivial. I don't know whether such computers will really ever become that practical.
I: Do you believe in quantum computers?
T: I think it is a nice theoretical concept to consider, but I'm not expert enough on computers to comment on that.
I: Do you consider yourself to be an applied mathematician or a pure mathematician?
T: I'd say applied mathematician -that's what I say to people I meet on the plane. But just as with pure mathematics this generally gets the same response, "That was my worst subject. I don't understand it at all," which is very unfortunate. Sometimes I try to explain some of the nice things that mathematics can do.
I: Do you think algorithmically or geometrically?
T: I think geometrically a lot of the time. There are so many different ways of looking at optimization problems, from optimality conditions, to the theory of the algorithms and the modeling. I try to keep computational concerns in the back of my mind, but I'm still very interested in the theory as well. The geometric viewpoint on optimization problems really attracts me.
I:
But at the end of the day, you still have to do the computations.
T: Yes, you do, and it's nice to be within, say, six degrees of separation, or fewer, from people who are actually practically solving applied problems. Even if you are not producing the software, you are motivated by improving the algorithms so that people can actually solve larger problems faster.
I: Except for two years in Canada, you have been at Cornell right from the beginning of your career. Have you ever thought of moving to other universities?
T: There have been a few times when I thought about it. But overall, Cornell has been a very attractive environment for me. The School of Operations Research and Industrial Engineering has some wonderful colleagues, both in optimization and more generally in operations research. The university as a whole, and mathematics and engineering, have wonderful people, and the quality of the graduate students has been terrific. I really enjoy working with the students in operations research and applied mathematics. It's also a wonderful place to live and very naturally beautiful.
I: Do you talk to people in economics?
T: Economics, once in a while, probably less than people in engineering, computer science, mathematics, but still occasionally, yes. My interest in economics was more during the 70s, a long, long time ago. I have sort of lost touch with the latest things that have been done now.
I:
What advice would you give to a graduate student who is interested in applied mathematics?
T: You really need to find a problem where you feel so excited about it that you have a fire in your belly to keep working on it. You should look at all options, keep your options as open as possible, find an advisor to help you see the right approach at the right time and to let you do what inspired you to work in the area, and hope you find the way ahead of you.
Have you gone back to Britain?
T: I've gone back socially, for family reasons or whatever, every year or so. I spent one sabbatical back there and I've been back for several conferences. I find in the area I'm working in there are interesting people in many places in the world: in England, but also in Belgium, France, Germany, Japan and Singapore besides the US that I work with as well. 
The name of the school you are in -"School of Operations Research and Industrial Engineering" -seems to give people the impression that it has very little to do with mathematics.
T: It's more of a question of how it evolved. We have people who are much more involved with practical work and consulting, but I think many of us regard ourselves as a mathematical sciences department within engineering. We have people working in applied probability, statistics, and optimization, from quite a theoretical viewpoint to a more practical viewpoint. It's nice to have that full spectrum, but many of the faculty were very well-trained mathematically.
A lot of us have appointments also in the Center for Applied Mathematics, and some people have appointments in mathematics as well.
How is your relation with the engineers?
T: Pretty good. Some fields of engineering are closer than others. We are not too much involved in the experimental side, but for example our relations with electrical engineering and computer science are very good.
I: Do you try to educate the engineers mathematically?
T: I try. I very often have students from other parts of engineering taking my classes. Along with the modeling and computation involved, I try to make them understand that the abstract viewpoint can be valuable. I hope they appreciate the beauty of mathematics. I think that in a strong engineering college, the students are pretty much aware of the advantages of having good mathematical training, particularly the graduate students.
