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Abstract. For reasons of efficiency, in almost all implementations of Prolog the occur check is left 
out. This a mechanism should protect the program against introducing circular bindings o/oariab/es. 
in practice the occur check is very exper.sive. however, and it is left to the skills of the user, lo 
avoid these circu’r- Jindings in the program. In this paper a semantics of Prolog without occur 
check is introduced. The new kind of resolution. i.e. SLD-resolution without occur check, is 
referred to as CSLD-resolution. Important theorems such as soundness and completeness of both 
CSLD-resolution and the “negatica as failure” rule, are estab!ishcd. 
1. Introduction 
For reasons of efficiency, in almost all implementations of Prolog the occur check 
is left out, which is a mechanism that should protect he program against introducing 
circular bindings of variables. For inlance in a substitution {x/f(x)}, the variable x 
is bound to a term f(x) containing the variable x again. The problem is, that any 
such binding endangers the correct behaviour of a Prolog system. In fact, without 
the occur check we no longer have soundness of SLD-resolution (see [12]). For 
example consider the program 
P: test+-p(x, x) 
Given the goal + test, a Prolog system without occur check will answer “yes” since 
p(x, x) will be successfully unified with p( y,f( y)) by the substitution {x/y, yjf( y)}. 
However, this answer is quite wrong, since test is not a logical consequence of P. 
In practice, however, the occur check is very expensive and it is usually left to 
the skills of the user to avoid these circular bindings in the program. For instance 
in [14], a method is presented to detect circular bindings more efficiently, by 
preprocessing Prolog programs. 
It would be convenient o develop a theory for SLD-resolution without occur 
check, and for this reason Prolog II (see [3]) has been studied quite intensively in 
the past few years. Roughly speaking, Prolog II is standard Prolog without occur 
check and can be regarded as a system which manipulates Infinite trees (see [2]j. 
The question remains, whether or not Prolog 11 can be thought of as a logic 
programming language, since the example above shows that Prolog I1 presents 
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incorrect derivations. This problem was solved in [6], by formulating a soundness 
theorem for Prolog II. In the above example, the computed substitution {x/y, 
y/f(y)} can be translated to a set of equations {x =y, y =f(y)}, and clearly test is 
a logical consequence of P u {x = y, y =f( y)}. There are still many results left to 
be established, such as completeness, to develop a complete theory for Prolog II. 
In this paper a semantics for logic programs without occur check is presented by 
considering circular bindings {x/f(x)} as recursioe equations {x -=f(x)}, and extend- 
ing the Herbrand universe (consisting of all closed terms) by adding to it all infinite 
terms {x =f(f(f( . . .)))} (see [4]). We introduce a new kind of resolution, which 
will be referred to as CSLD-resolution (complere SLD-resolution), which is precisely 
SLD-resolution but without occur check. Following this idea, we find that both 
soundness and completeness for CSLD-resolution as well as for the negation as 
failure rule is obtained. It turns out that due to the new setting, the proof of the 
completeness theorem for the negation as failure rule becomes much shorter com- 
pared with the well-known proofs in [9], [12] and [IS]. Then, we conclude as a 
general result that comp( P) u {A} has a “complete’* Herbrand model iff it has a 
model, which indicates that we may expect CSLD-resolution to have some nice 
extra properties that we do not have for ordinary SLD-resolution. 
Independently from this paper, similar results were stated in [7] and [13] on the 
“Constraint Logic Programming” scheme, in [8] on Prolog II as a Logic Program- 
ming Language scheme, and in [IO], giving a logical semantics to a language without 
occur check containing both equations and inequations. 
There are a few theoretical differences between these references and the contents 
of this paper. Consider for example the fact that we will only need a small equational 
theory for Prolog II, whereas in [6] and [8] this theory contains infinitely many 
existential formulas, one for every recursive equation. For this reason we do not 
need to put any constraints on the models of Prolog II programs and the results 
are more genera!. Still, apart from the question of whether the main results are new, 
we believe we have found a rather elegant formalisation of the theory, making the 
techniques used in this paper of interest by themselves. The concepts and notations 
in this paper are quite similar to those in [ 121, which may be considered acontribution 
to standardising the theory of logic programming without occur check. 
2. Complete Herbraad models 
We will assume P to be a set of program clauses V( B, A - - - A Bk + A), usually 
written as A+ B,, . . . , Bk, where B,, . . . , Bk, A are atoms not containing “=“. The 
language of P will be denoted by L(P) or Lp. In this section we will formally 
introduce compkre Herbrand models for R First we will present a precise definition 
of a complefe term, as can be found in [ 121, and next establish some general model 
theoretical results. 
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Let w* be :hc set of all finite sequences of non-negative integers. Such a finite 
sequence will be written as [i,, . . . , i,], for some i, , . . . , ik E w. For all M, n E o* we 
write [m, n] for the concatenation of m and n, and for iE w we write [m. i] instead 
of [ m[ i]]. For X E w* we write 1x1 for the cardinality of X. 
Definition 2.1. ?‘c CO* is called a #ree if T satisfies the following conditions: 
(i) for all LEO* and i,jEw, [n, i]E T~j<i=$ no Th[n,j]~ T 
(ii) I{i: [n, i] E T}]is finite for all n E T. 
So, by Definition 2.1 we can interpret [ ] as the roof of the tree and [n, 01, 
In, 11,. . . , [n, k] as the descendents of the node n for all n E T, k < w. Now let S 
be a set of symbols and ar: S + w be a mapping defining the ariry of a symbol. 
Definitiw. ~2. A complere rerm (over S) is a function t : dom( t) + S such that: 
(i) the domain of t, dom( f), is a non-empty tree 
(ii) for all nEdom(r), ar(t(n))=]{i: [n, i]edom(!)}]. 
In a language L, a complete atom is a complete term f such that I([ 1) is a predicate 
symbol. 
Definition 2.3. The depth dp(t) of a term t is defined by: 
(i) dp( t) = 00, if i is infinite 
(ii) dp(t) = 1 +max{)n]: n E dam(t)}, if t is finite. 
The tree dam(r) is called the underlying tree of r. The set of all complete terms 
over S is denoted by Term,; these terms can be looked at as (possibly) infinite 
terms. By definition a term t is finite if and only if dam(r) is finite. Next, we will 
define a metric on Tcir.+ 
Definition 2.4. Let s, t E Terms and s # t then we define /3( s, t) as being the leas/ 
depth at which s and t differ. Then we define: 
(i) d(s, t) =0 if s = f 
(ii) d(s, 1) =2-p’s*” if s # t. 
Proposition 2.5. (Term,, d) is an (ultra-)metric space. 
The proof is simple, and omitted here. Note that the larger the depth is at which 
two ter-m; differ, the smaller is their distance. Next, we define the rruncurion of a 
term, to have finite approximations of infinite terms. Assume 0 to be an extra 
constant symbol (hence with arity zero), not in S (nor in Term,). 
Definition 2.6. The truncation at depth n of a term r, notation a,(f), can be found 
from the complete term t by replacing all symbols at depth n by R and leaving out 
all symbols at greater depth. The underlying tree dom(cu,( r)) is adjusted in the same 
way, by leaving out all nodes without a label. 
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Defiaiilor 2.7. A metric space (X, d) is compucr if every sequence in X has a 
subsequence which converges to a point in X. 
Proposition 2.8. (Term S. d) is compact i$ S is finite. 
For a proof of this well known theorem, see [12]. From Definition 2.5 we find: 
dp( a,( t)) d n + 1, for all f. Moreover, d (a,( t), t) 6 2-” and therefore lim,,, a,,(t) = 
1. Next we will consider complete Herbrand models for a program P, having all 
possibly infinite terms as its universe. 
Definition 2.9. Let P be a program, then the complete Herbrund universe CUP is 
defined by TermLcp,. A compiete Herbrand modei for LP is a model .& with domain 
CUP, such that 
(i) 8 = a, for all constants a E Lp 
(ii) f”(t, ,..., r,)=f(t;‘,..., $), for all functions f~ Lp and complete terms 
4,-*-r lk ETemtpj. 
A complete Herbrand model for a program P is a complete Herbrand model for 
Lp which satisfies I? 
Definition 2.10. The complete Herbrand base CBp, or CPi(~,, of a program P is 
defined by 
CBp = { f E CUP: t is a complete atom}. 
The elements of CBP can be represented as trees as well. Moreover, the metric 
d on CUP can be extended to CBp. Informally, we will write VP for the set of all 
finite terms in Lp and BP for the set of all finite elements from CBp. 
In general any complete Herbrand model for a program P, can be associated with 
a subset of the complete Herbrand base CB P: such a subset then denotes the 
complete set of “ground” atoms, holding in the model. For any ground atom A and 
Herbrand model JIG, we will use both notations A E 1 and 4 t A, to express that 
A holds in the model 44 and tA to express that A holds in all (possibly non- 
Herbrand) models. 
3. Recursive specifications 
In this section we consider so called recursive specifications, which are finite sets 
of positive equational formulas and will be used later instead of the usual notion 
of a substitution. Returning to Prolog, we will need a different unification algorithm, 
since we will work in complete Herbrand models. 
Definition 3.1. Let P be a program. Then the theory Eq( Lp) (or Er;( P)) consists of 
the axioms: 
(1) c # d for all pairs of distinct constants c, d from Lp 
(2) Vx. f(x) f g(x) for all pairs of distinct function symbols J’; g from Lp 
(3) Vx. f(x) # c for all function symbols f and all constants c from Lp 
(4) vqy. x,#y,v-- - v xk f yk -*f(x) #f(y) for all function symbols f from Lp 
(5) vx. x=x 
(6j Vxy. x,=y,~-- - A xk = yk *f(x) =f(y) for ail function symbols f from Lp 
(7) vrj. x, =y, A - - ‘hxk=yk’(P(x)+P(y)) for all predicate symbols P 
from Lp. 
Lemma 33. Eq( L) holds in ra!l complete Herbrand models for L. 
The axioms of Eq( LP) are introduced in [12] to model finite failure: Eq( Lp) 
forces any two syntactically different terms to be different in all its models. In [ 121 
we even find an extra axiom: 
(8) vx. xf r[x] 
for all terms t that are unequal to a variable containing the variable x. This axiom 
is needed to express that the elements in the Herbrand universe consist of all finire 
terms from Lp. Since in the complete Herbrand universe we have infinite terms as 
well, we will omit axiom (8) from our equational theory. It turns out to be convenient 
to consider substitutions no longer as a syntactic operation of binding variables, 
but directly as equational formulas. 
Definition 3.3. A (recursive) specification in a language L is a set of equations of 
the form: {t,(x) = s,(x), . . . , fk(x)=sk(x)} for (Open) temS 4, SjE L and variables 
x=x I,.. .,X”. 
Definition 3.4. An open complete term in a language L is obtained by constructing 
a complete term from L u {xi : i s n}, where {Xi : i s n} denotes a finite set of variable 
symbols with arity zero. 
Note that an open complete term only has finitely many variables, called the free 
variables of the term. We will write t(x) for the term r which has variables only 
fromxzx,,..., x, (but possibly less) and similarly we write p(x) for a specification 
with variables only from x = xi, . . . , x,. Note that the metric d can simply be 
generalised to open complete terms, by extending the language L with extra variable 
symbols. 
Proposition 3.5. Let L be a language with at least one constant, and let A be a complete 
Herbrand model for L. Then for all open complete terms t,(x), tz( x) we hate: 
(Vs E UL: A I= r,(s) = t*(s)) a d(t,(x), r,(x)) =O. 
160 b. k? Weijlatid 
Definition 3.5. A specification p(x) is said to by in reduccaform if it is of the form 
{x, = s,(x,, . . . , x”), . . . , xk = sk(x,, . . . ,x,)}, where xl,. . . , xk are distinct variables. 
Moreover, p(x) has a reduced form it it is equivalent to a specification which is in 
reduced form. A specification is said to be in contradictory form if it contains an 
equation a = b or f(r,, . . . , r,,) = g(s, , . . . , s,) for some distinct symbols a, b or j; 
g, respectively. Moreover, it has a contradictory form if it is logically equivalent to 
a specification which is in contradictory form. 
Definition 3.7. A variable x is bound in p if p I= x = f for some term t which is not 
a variable. Otherwise it is called free. A specification is called ground if it has no 
free variables. 
Example. Let cr(x, y) = {x =f(x), y = x}, then o has no free variables since u k x = 
f(x) and cr k y -Jf(x). Let T(X, y, 2) = {x -f(y), y = z}, ;hen x is a bound variable 
in u, whereas y and z are free. 
Definition 3.8. A specification p(x) is called consistent if p u Eq(p) is satisfiable in 
a model. 
Theorem 3.9. Let L be a language. Zf p(x, y) is in reduced form, with bound variables 
x=x,,..., x,, which are distinct and free variables y, rhen there exist (open) complere 
terms 1,(y) , . . . , r,,(y) with only free variables from p, such that in every complere 
Herbrand model JZ for L: 
JtX c tlxy. p(x, y)-(x, = t,(y) A - * - AX, = t,(y)). 
Proof. Use the fact that for all equations x = t(x, y) in p, .AI != Vxy. x = r(x, y) t, 
x = z[zlr”(y)l, in every complete Herbrand model .A? for L, and with t”(y) := 
I(?(?(. . . , Y), Y), Y). D 
Theorem 3.10. (i) A specijiculion in reduced form is consistent. 
(ii) A spec@caGon in conrradicrory form is inconsistenf. 
Proof. (i) Suppose p is in reduced form, with language L. Extend L until it contains 
at least one constant, then L has a complete Herbrand model Jt. Then fricm Theorem 
3.9 and Lemma 3.2 it follows that: .A% I= p u Eq(p), thus p is consistent. Part (ii) 
follows directly from the definition of Eq(p). Cl 
Corollary 3.11. Every specijicarion in reduced form with a constant, has a complere 
Herbrand model. 
Theorem 3.12. (i) AN consisfent specijiculions have a reduced form. 
(ii) AN inconsistent specijicaGons have a conrradiclory form. 
The proof of Corollary 3.11 follows from the proof of Theorem 3.10. Theorem 
3.12 is the reverse of Theorem 3.10. In order to prove it, an algorithm can be 
Logic program withour occur check 161 
constructed which actually decides whether a specification has a reduced form. This 
algorithm consists of the following five steps, defined in [2] (see also [8]). Suppose 
p is a specification. 
Consistency algorithm 
(I) Delete from p all equations of the form x =x. 
(2) If p contains an equation x = y, where x and y are dinerent variables, then 
replace x in all its occurences in p by ~7. 
(3) Replace an equation t =x in p by x = t, where t is not a variable. 
(4) Replace two equations x = t and x = s in p by the equations x = f and t = s, 
where t is not larger than s (in number of symbols). 
(5) Replace an equation of the form f( 1, , . . . , t,) =f( s, , . . . , s,) by the equations 
1, = s, , . . . , t,, = Y,, . 
It is well known that using these five steps repeatedly, any recursive specification 
p can be reduced into a specification which is either in reduced form or in contradic- 
tory form, and equivalent to p. This provides us with a proof of Theorem 3.12. 
Furthermore, using the consistency algorithm one can define a new kind of 
unification which precisely coincides with unification in Prolog II. Assume p is a 
predicate symbol and S is a set of atoms. 
Unification algorithm 
(1) If not all atoms in S start with the same predicate symbol, then S is not 
unifiable. 
(2) Else: if S={p(t:‘),.. . , t’,‘): i c m} then apply the consistency algorithm to 
t’m- 
I 
I’= t(m’ 
1 
+I’= t”’ t”’ = p 
,-a-,” “9” n, . . . , 
t(m- 
n 
-II= t(WZl 
” 1. 
Corollary 3.13. A specification p is consistent iflit has a reduced form. 
Definition 3.14. Let S be a set of (open) atoms. A specification p is called complete 
unifier (cu) for S, if l=V(p+,l\,,,,, (A- B)). Suppose p is a cu for S. p is called 
most general complete unifier (mcu) for S, if for all complete unifiers p1 for S and 
all complete Herbrand models .AX, .dY l= V(p, + p). 
Proposition 3.15. For any input set S of atoms, the unification algorithm computes an 
mcu for S. 
Note that Proposition 3.15 does not hold if we change Definition 3.14 by requiring 
V(p, + p) to hold in all models instead of only complete Herbrand models. For 
instance if s=(p(..,,, u) n(f(!?.~!)) then {x =f(f(x))) is computed by the unification 
algorithm, although {x =f(x)} is more general. With respect to complete Herbrand 
models, however, they are equivalent. 
Theorem 3.16. Let p be a (possibly infinite) specification in a language L with at least 
one constant, then the following are equivalent: 
(i) p u Eq(p) has a mode/, 
162 W. F? We$and 
(ii) p has a complete Herbrand model, 
(iii) p h satisfiable in ail complete Herbrand models for L. 
INA :ii)+iii) and (iii)*(i) are easy and left to the reader. 
(i)*(ii): suppose p = U iGw pi(Xi), where all pi(Xi) are finite subsets of p, and 
define for all n: C. (xi, . . . , x.) = Sign pi(Xi)m Clearly C. is finite and consistent and 
hence equivalent to a reduced form 1:. From Theorem 3.9 it folio-.vs that 
&=C:,(&..., 1:) for all complete Herbrand models A. Thus, for every natural 
number n we obtain a sequence (tiji=. in CU,. Since CU, is compact every such 
sequence has a subsequence (tb)i_, lvhich converges to a limit tn. By topological 
arguments we find & I= CL (t, , . . . , a) for all i 2 n, so M k 1. (r, , . . . , r,,) for all n, 
i.e. P = LO C, is satisfiable in all .M El 
Theorem 3.17. Let L bc a language, and suppose A(x), Bjx) E L are unijiable atoms 
with mcu p(x) then for all complete Herbrand models A for L and all f = t, , . . . , tk E 
IAl, the following are equivalent: 
(0 A t= p(t), 
(ii) d(A(r), B(r))=O. 
Proof. (i)*(ii): if At I= p(r) for some complete Herbrand model A, then it follows 
easily from Theorem 3.16 and Definition 3.14 that for all &, we have A l= A(t)- 
B(r). Hence d(A(r), B(r)) =O. 
(ii)*(i): if d(A(r), B(r)) = 0 where: A=~(u,(x),...,u,(x)), B= 
P(Vl(X), * - -, v,(x)j then d(ui(r), vi(r)) = 0 for all i, and hence p’= 
{u*(x) = v*(x), - - a, u,(x) = v,(x)} is consistent. Since p’ is a cu for {A, B}, and p is 
an mcu, it follows by Definition 3.14 that Ji I= p(r). q 
4. Complete SLD-resolution 
In this section we will assume P to be some fixed program, with at least one 
constant symbol in its language L p. Specifications will be denoted by a, p, Y, . . . . 
For convenience, we present a few notations in the following definition. 
Definition 4.1. For specifications o(x), p(x) with variables x = xl,. . . , xk and for 
arbitrary complete terms u = uI, . . . , uk we write: 
u E u :-8 for all complete Herbrand models & for Lp : A I= a[ u], 
a=p :e l=V(o-p), 
us p :e l=V(u + p) (‘u is more specific than p’), 
u - I :e u is inconsistent (I stands for the bottom in the ordering c), 
p - mcu( { A, B}) : e p is an mcu for PL and B. 
Furthermore we often wriie u - p or up instead of u u p. 
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Proposition 4.2. One can easily check the fo6bxing statements: 
(i) (0.a)fo,(_L-a)=& (a-p)=(p-a), ((o.*p)*7)=(~.(p-7)). 
(ii) o~p(Sforsome 7: u=(p- 7). 
(iii) if p(x) is ground (i.e. has no free variables) and a(~, y), p(x, t) are 
specifications with distinct variables x, y and t, then 
pa+ y, z) = Iepu(x, y) = J_ v p7(x, 2) = 1. 
The proof of Proposition 4.2 is easy and left to the reader. Taking p =0, it follows 
from (iii) that u(y) - T(Z) = _t. if and only if u(y) = I or T(Z) = 1. 
Next, we will make straightforward adaptations to some well-known definitions. 
Definition 4.3. A goal is a p5r ! G, a) where G is a goal clause and u is a specification. 
Definition 4.4. A compurarion rule (c-rule, for short) is a function R from goals 
(+A,,..., Ak, a) to atoms A, such that A E {A,, . . . , A,}. 
Definition 4.5. Let Gi be the goal (+A,, . . . , A,,,, . . . , Ak, a) and C;+, =A+ 
B ,, . . . , Bq a clause and R a c-rule. NOW, Gi+, is derived from Gi and Ci+l by R 
and p, if 
(i) R(Gi)=A, and Gi+l=(+A1,---,A,-1, B1,...,Bq, A,+g,...,Ak,u~) 
(ii) of I and p = mcu({A,, Aj). 
Definition 4.6. Let G be a goal and R a c-rule. A CSLLbderiuation for 
P u {Go, a,} is a sequence (G,, uO), . . . , ( Gk, uk), . . . , such that for some sequence 
of program clauses C,, . . . , &,. . . E P with new variables, Gi+l is derived from Gi 
and Ci+r by R, for all i. Note that if ok = I then (Gk, uk) is the last goal in the 
derivation. A CSLD-refumarion is a CSLD-derivation with (Cl, p) as the last goal, 
where Cl stands for the empty goal clause, and p is a consistent specification which 
is called the compured answer specification for P u {G,,, uO} with c-rule R. 
Definition 4.7. A correct answer specification for P u (+A,, . . . , Ak, p) is a consistent 
specification u such that P I= V(u + A, A - - - A Ak A p). 
CSLD-derivation stands for complete SLD-derivation. Note that such derivations 
are logical derivations as well, as is stated in the next soundness theorem, originally 
due to Van Emden and Lloyd [6]. 
Theorem 4.8 (soundness of CSLD-resolution!. &tibpured answer specifications are 
correct. 
Proof. Let (Gi, Ui)osisn be a CSLD-refutation for Pu (*A,, . . . , A,, 00). By induc- 
tion we prove (induction hypothesis) P I= V(u, + A, A - - - A Ak A 6,). 
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(n = ‘.\; -Now G, is of the form (+A,) and P has a unit clause A+ such that o,,p 
is consistent, where p = mcu({A,, A}). By Definition 3.14 we have l=V(p+(A, WA)) 
and since a, = q,op~p (see Proposition 4.1) we find I=V(o, -*(A,*A)). Since 
(A+)E P, we have P != V(A) and therefore P != V(a, -, A,), hence P b V((T, + A, A 
co), since cl d a,. 
(n + 1): Assume R( Go) = Ai, then there is a clause A + B, , . . . , Bq E P such that 
v, = oop is consistent, where p = mcu({Ai, A}) (see Definitions 4.5 and 4.6). Now 
(G,. Oi),-;,s_n+, is a CSLD-refutation for 
with length n, so by induction we obtain: 
(i) P~V(~~,+,~A,A...AA;_,A BlA***A B,,AA~+,A*..AA~A(T,) 
(ii) PI= V(a,+, + A, A - * * A !!_, A A,+, A - * * A Ak A ao). 
Here (ii) follows from (T, s a,. By Definition 3.14 it follows that bV(p*(A;c*A)), 
and since A+B,A.- -AB~EP we have P!=V(B,A-**~ B,,/\p+Ai). Therefore 
from o,+,Sa,pS p and (i) we find that P b V(a;l+,+ A;). Hence, with (ii), 
P~V(~,+,-,A,A...AA~,A~“). Cl 
Next we will consider a method, first introduced in [5], to find models for logic 
programs using fixed points of some monotonic mapping. We assume A(x) to be 
finite for variables x. 
Definition 4.9. For X E CBp we define 
CT,(X):= {A(u)ECB~: thereare terms VECIJ~ and a clause A,(x) 
*B,(x), . . . , BJx)E Psuchthat d(A(u), A,(u))=0 
and {B,(u), . . . , B,(v)}E X}. 
CTp is a confinuous mapping on the complete lattice formed by all subsets of 
CBp, with the usual ordering c. CTp is often called the one step derivation map. 
Definition 4.10. We will use the following notation: 
CT,TO=O, 
CTptk+l=CTp(CTpfk), kcw, 
CTpTo = U CTptk. 
k<Ul 
A well-known theorem says that CT,, t w is the least fixed point of CT,,, denoted by 
Ifp(CT,). We write Tp for the mapping defined on the powerset of B,. which is 
CT,= but then restricted to finite atoms. 
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Proposition 4.11. Let P be a program and U c CBp a complete Herbrand model, then 
U is a model for PeCT,(.U) g U. 
Proposition 4.12. Let P be a program, then Ifp(CTp) = n (J4 c_ CBp: CT,(U) c_ U}. 
Corollary 4.13. (i) CTp t o is a model for P 
(ii) CT,,tcli = n {.M c CBp: .4t is a modelfir P}. 
The proof of Proposition 4.11 is easy and left to the reader. Proposition 4.12 is 
a special instance of a general theorem in the theory of complete partial orders. !ts 
proof is omitted here (see [ 121). It follows from Corollary 4.13 that CTI. t w is the 
least complete Herbrand mode1 for P. 
Let us return to the notion of CSLD-resolution. We will see that the set of complete 
atoms with a CSLD-refutation coincides with the least fixed point CTF to. First we 
present an important leirlma. 
Lemma 4.14 (mcu-lemma). Let G be a goal and assume Pu (Go, cr,,} has a CSLD- 
refutation (Gi, oi)“sisn with ai 3 0~6, - * * @iv where 8,, . . . , 8i are complere uniJiers, 
but not necessarily most general complete. Then there is a CSLD-refutation 
(G{ , u&Sic” of the same length, such that: 
(i) U; = gee: - - - e; 
(ii) e:, . . . , e: are most general complete unifiers 
(iii) 0, s 0;. 
The proof is an analogon of the proof given in [ 121. 
that refutations with only complete unifiers, can be 
refutation by using most general complete unifiers. 
equivalent of the success set (see [l]). 
In fact the mcu-lemma states 
turned into a more general 
Let us define the complete 
Definition 4.15. The complete success et CSr of a program P is defined by 
CS, = {A(u) E CBp : Pu {(tA(x), 0)} has a CSLD-refutation with 
computed answer specification a(~, y), such that for some 
1): (u, u) E cr}. 
Proposition 4.16. CSp is well defined. 
Proof. Assume d(A,(u), A,(w))=0 and A,(u)rCSp, then we prove that A*(w)E 
CSp. By definition (*A,(x), 0) has a CSLD-refutation (Gi, Ui)osic_n with computed 
answer specification u,(~,y) such that for some u: (u, U)E u,. Let p(x, t) E 
mcu({A,(x), A*(z)}), then p is consistent and (u, w) E p. Clearly (u, u, w) E p,(x, y, z) 
and therefore pu, is consistent and (Gi, Pui)o<isn is a refutation for Pu {*AZ(z), p} 
(using the same clauses and the same computation rule). Now consider (+A,(z), 0), 
(G,,v,), (Gz,m),..., (G,, pu,) then clearly this is a refutation for Pw 
{tA,(z),O} except that pu, is not mosf general. Thus by Lemma 4.14 there is a 
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refutation for Pu{c-A,(t), 0) with computed answer specification a(x, y, z) 2 
pa&,y, z), so (u, u, W)E u. Hence A,(s) ti CSp. El 
Theorem 4.17. CSP = CTP t o. 
Proof. (ti): Let A(u) E CSp then Pu {(*A(x), 0)) has a CSLD-refutation with 
answer specification cr(x, y), such that for some u: (u, u) E u. By soundness of 
CSLD-resolution it follows that a(~, y) is correct for Pu {(*A(r), O)}, i.e. 
P I= V(o(x, y) + A(x)), and hence J4 != A(u) for all complete Herbrand models .& 
for P, since (u, u) E u. Then by Corollary 4.13 it follows that A(u) E CTPT o. 
(+): Let A(u) E CTp t w then A(u) E CTp t n, for some n < o. Now the proof 
proceeds by induction. 
(n = 1): Then A(u) E CT,(O), so there is a unit clause A,(y) + E P, such that for 
some u, (u, U)EP(X,Y) and p(x,y)=mcu({A(s), A,(y)}); since p is consistent, 
(*-A(x), 0), (0, p(x,y)) is a CSLD-refutation for Pu{+A(x), 0) with answer 
specification p(x, y). 
(n+l):Now,A(~)ECT~(CT~~n),sothereisaclauseA,(y)cB,(y),...,B,(y)E 
P and u such that: A(u) = A,(u) and B,(u), . . . , B,(u) E CTp t n. Assume p(x, y) = 
mcu({A(x), A,(y)}) then (u, u)~p(x,y). By the induction hypothesis, there exist 
refutations for P u {+Bi( y), 0) with computed answer specification Ui( y, z;) such 
that for some Wi, (u, Wi) E oi. These refutations can be put together to obtain a new 
refutation for Pu{+B,(y), . . . , B,(y), 0) with a computed answer specifiration 
fYPa,** *u4. Since (u,w, ,..., w,)Eu,-- - us, such a consistent a exists, and we 
directly find that up is consistent as well, since (u, u, wl, . . . , w,) E up. Hence up is 
the intended answer specification. Cl 
Theorem 4.17 is part of a more general result from [IO] on a language with 
equations and inequations. 
So far, we found that the correctness theorem can be restored for CSLD-resolution. 
Moreover, CTP ?W is the least complete Herbrand model which is the intersection 
of all complete Herbrand models for P, and equal to the complete success et. Next 
we will show that we have a completeness theorem as ,Nell. 
Definition 4.18 (restriction). Let a(x,y) and p(r, z) be two specifications then we 
write u srp if tVxy. (a(~, y) -* 3t p(x, 2)). Furthermore we write u == p if both 
u sxp and p qr u. 
Proposition 4.19. Let o(x) be ground then for aI specifications p: either up = I or 
UC,P* 
Definition 4.18 is needed to indicate that u is more specific than p, although p 
may bind variables not occurring in u. Moreover, u srp indicates that u and p are 
equivalent with respect o the variables x Note that D 3X _L=SU = I for all variables 
x. Proposition 4.19 says that ground specifications cannot be further .:pecified with 
respect o their variables: either au p is inconsistent, or u is more speck than p 
with respect o x. For example, let u(x) = {x =f(x, x)} and p(x, y) = {x =f(x, yj, 
y = x} then u 6, p, however not us p (i.e. u sX,. p), since p has an extra variable 
y. In fact: u Exp. 
Lemma 4.20. Let A(x) be an atom and u(x) correct for Pu {*A(x), fl}, then t.‘rere 
exisrs a CSLD-refufarion for Pu{+A(x), u(x)} with p(x,y) us computed answer 
specijicution, such that a ==p. 
Proof. First, assume u(x) is ground. Now, let u E u then A(u) E CTP TW (by Theorem 
3.16, Definition 4.7 and Corollary 4.13). Therefore A(u) E CSp (by Theorem 4.17), 
hence there is a CSLD-refutation (Gi, Pi)Os;<n for Pu{*A(x), 0) with computed 
answer specification p,(x, y) such that for some u, (u, u) E p.. Because (u, u) E up,, 
up. is consistent and therefore (Gi, u~;)~-:~=~ is a refutation for Pu {*A(x), a} 
with computed answer specification up,, and by Proposition 4.2 we have up, s c. 
Since u is ground we find by Proposition 4.19, u sr up,. Hence u zX up,. 
Next, assume u is not ground, and let x = (y, z) where y and t = zi, . . . , zk are 
the bound and free variab!es of rr, respectively. Let o = u, , . . . , ok be new constants 
not occurring in P, A or U, and such that for i, j, ui = Ujeu t Zi = Zje Next, consider 
u’(y,z)={z,=u ,,..., z, = a,} * u(y, t), then u’ is consistent and ground. Hence 
there exists a CSLD-refutation for P u {+A, u’( y, z)} with computed answer 
specification p’(y, z, z’) such that u’ zyr p’, or equivalently: u’ =+p’. Now it is easy 
to see, that we can find a new refutation for P u {+A, u} by replacing all constants 
4 by new variables, with computed answer specification p, such that u ==P. 0 
Note that Lemma 4.20 does not hold if we replace = _ by =. For example let 
P = {A( y, y)+} and consider the goal clause G = +A(x, f(x)) then one can easily 
see that u(x) = {x =f(x)} is correct for Pu {G, 0). Indeed, there is a computed 
answer specification p( x, y ) = {x = { y, f( y )}} which is equivalent to p’( x, y ) = {x = y, 
y =f( y)}. Clearly p s u, however since WV(x=f(x) + (x = y A y =f( y))), the con- 
verse is not true. Hence p f u. 
The point is, that in a CSLD-refutation ew variables are imroduced (input clauses 
have new variables), and the correct specification we started with cannot impose 
any constraints upon variables other than its own. In “common” SLD-resolution, 
this problem does not occur since computed substitutions are restricted to the goal 
variables automatically. This can be done, because in SLD-resolution ne-* variables 
are bound to finite terms (not containing the variable again) hence one can simply 
carry out the substitution. This problem is overcome, however, by introducing G--r 
as a logical notion of restriction. 
Lemma 4.21 (lifting lemma). Let G be u goal clause and u be a specijicarion. Assume 
there exists a CSLD-rejiifurion for Pu {G, a} with computed answer specijication p. 
If us u’ then there is a CSLD-refutation for Pu {G, cr’} with computed answer 
specificarion p’ of the same length such that p s 9’. 
Theorem 4.22 (completeness of CSLD-resolution). Ler (G,(x), q(x)) be a goal and 
a(x) a correct answer specijicarion.for Pu {G,(x), so(x)} then there exists a computa- 
tion ruk R and a R-computed answer speci$cotion p(x, y) for P u {G,(x), q,(x)} such 
that u 6:X p. 
Proof. Assume GO= (&A,(x), . . . , Ak(x)) then P k V(u+ A,(x) A - - - A Ak(x) A uO) 
since u is correct for Pu {G,, a”}. By Lemma 4.18 there exist refutations for 
Pu (*AiT a} with pi as computed answer specificaticn, such that pi =X G for all i. 
These refutations can be combined to obtain a new refutation for Pu 
{+A,(x), . . . , A,(x), u} with answer specification p’s p, - * - pk, so u ==p’. Since 
us a,,, it follows by the lifting lemma that there exists a CSLD-refutation for 
Pu{+A,(x), . . . , A%(X), uO} with computed answer specification p such that p’= p. 
Since u ==p’ we have u sXp. Cl 
The proof of Lemma 4.21 is similar to the one in [ 121. The completeness theorem 
presented above, can be obtained from [13] and some additional remarks when 
applied to the axioms in [8]. It is important to understand how resolution with 
specifications works. In fact, a computed answer specification can be looked at as 
an extra condition or constraint (see also [7]) that needs to be satisfied before a 
given conclusion may be drawn from P. The completeness theorem simply states 
that from a logic program all such sufficient conditions can be generated. The 
completeness theorem leads almost directly to the following corollary. 
Corollary 4.23. Let A(x) be a arom and u = uI , . . . , uk complete rerms, then: 
A(u)ECS~ ~firsomep(x, y) andsomeu: (u, u)~pand P k V(p(x,y)-,A(x)). 
5. Finite failure 
In this section we will consider the negarion as failure rule, for CSLD-resolution. 
It turns out that all “classical” results can be restored; even better: it seems that 
working in CSLD-semantics can simplify some theoretical consrmctions. Let us 
start with some definitions. 
Definition 5.1. Let G be a goal. A CSLD-tree for Pu {G} with c-rule I?, is 
defined by 
(i) every node of the tree is a goal and the root is equal to G 
(ii) if G’=(+A ,,..., A,,, ,..., Ak, F) is a node for some consistent a, and 
R(G’)=A, thenG’hasasuccessor(+A ,,..., A,_,, B,,. .., &A,,,+,,. ..,Ak,up) 
for every clause A + B, , . . . , B, E P, where p = n~cu({A,,, A}); if D is inconsistent, 
then G’ has no successor goals. 
Definition 5.2. A success brunch in a CSLD-tree is a branch that ends with (0, cr) 
for some consistent specification u. A failure branch is a branch (G,, cr, )!,. ,. k such 
that aA = i. 
Definition 5.3. .\Jinite/_v,fai/ed CSLD-free, or ff-tree for short, for P u {G) is a tiuite 
CSLD-tree with only failure branches. 
Definition 5.4. We will use the following notation: 
CTr5_O=CB,+ 
CT,Jk+l =CT,>(CT,>Jk)), ~EOJ, 
CTPJ.o= (3 CT,?.k. 
/.. <” 
A well-known theorem says that CT,..1 w is the greatest jxed point, denoted by 
gfp(CT,), of the continuous mapping CTP. Recall that TP 4 w does not need to be 
equal to the greatest fixed point of TP. 
Lemma 5.5. Let A(x) be an atom and u = u, , . . . , uI, be complere term.q, then 
A(u)ECT,,J.k+leftltere is a clause A,(y)tB,(y),...,fl,(y)~P, such 
that for some u: (u, V)E mcu({A(x), A,(y)}) and 
B,(v), . * *, B,(o)&T,Jk. 
Theorem 5.6. Suppose R is a fair c-rule, i.e. every atom in a goal clause is selected 
somewhere in any injinite derivation, and assume (G;, ui)i, w is an injinite CSLD- 
derivationfor Pu (Go, v(,} bJ7 R with G,, = (tA,(x), . . . , A,,(x), CT~,)_ Jfu are complete 
terms, then 
Vk 3i.((u, u)~~,(x,y)+A,(u) ,..., A,,(u)eCTPJ.k). 
Proof. Let k E w, and u comp!ete terms. Let (G,, vi),< ,., be an infinite derivation for 
P u (Go, a(,). Then by induction on k: 
(k = 0): Immediately. 
(k + 1): Let I 6 js n and let m E o such that R( G,) = A;. This m exists because 
R is fair. Then there is some clause A(y)+ B,(y), . . . , B,(y) such that p(x, y! = 
mcu({AJx), A(y)}) is consistent and v”#+l = a,,, - p. Assume G,, = 
(CC ,,...* Ai ,..., C,) then G,,,,; =(+C ,,..., B ,,..., By ,..., C’,j and clean, 
(G,+;, o”,+i)i,, is an infinite derivation for Pu (G,,, , c-r,,,+,). By induction, let i’E w 
such that (u, u)Eu~(x,~)+C,(U, U) ,..., B,(U) ,..., B,(U) ,..., C,(U, ~‘)e2TpJk, 
then it tallows by definition of CTp that for all (u, u) E a,.(x) y)=+A( u) E CTP 1 k 4 1. 
Since u,.C p we have A,(u) E CTp 5_ k + 1. So, for every j such an index i’ exists. 
Now take the maximum of all n indices. 0 
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Lemma 5.7. !f (G, a) has an &tree with depth ok, then (G, up) has an ff-tree with 
depth 6k 
L.emma5.8. f’forsomegroundspecifcat_?mu(x), thegoal(+A,(x), . . . , A,(x), u(x)) 
has an ff- tree with depth s k, then for some i s n, (+Ai(x), u(x)) has an ff-tree with 
depth ok 
Proof. By induction on n: 
(n = 1): Immediately. 
(n+l): Assume A,+,(x) has no ff-tree with depth sk, then for all c-rules R, 
Pu {A,+,(x), u(x)) has a CSLD-derivation of length sk-l- 1. Let R be a c-rule 
such that Pu {+A,(x), . . . , A,+,(x),o(x)} has an &tree with depth sk, and let 
(Gi, Pi(x,Yi))osi<k+l beaderivationfor Pu{A,+,(x),o(x)}via R with length ak+l, 
then for ali derivations (Gi, Ti(X, Z,))Osi<m for Pu{+A,(x), . . . , A,(x), u(x)} we 
have (by Propositions 4.2(iii) and 4.18) that for all i, j, 7ipj E _LJ 7i s I v pi E I, 
since U(X) is ground and 70= po= u. Then, there is a finitely failed derivation 
(Gi, @ii)o~i~q via R for PU {+A,(x), . . . , A,+,(X), U(X)} such that Bi 2 Tipi and 9 6 k 
(since all derivations via R are finitely failed with length ak) we find that r,,pq = 1. 
Because pq is consistent for all 9 Q k we have rq = i. 
Therefore, all derivations for Pu{+A,(x), . . . , A,(x), u(x)} are finitely failed 
with length sk, hence Pu{+A,(x), . . . , A,(x), u(x)} has an &tree with depth 6k 
Now by induction. Cl 
Lemma 5.7 is easy to prove. Note that in Lemma 5.8, u needs to be ground (see 
also [12]). 
Theorem 5.9. IfA,(u) ,..., A,(u) E CT,, 4 k for some complete terms I( E u(x), then 
there exists a ground specification p(x, y)~ u(x) such that for (u, w) E p(x, y), 
A,(u), . . . , A,(u)cCT,a&k. 
Proof. By induction on k Assume u E u(x), for some specification u. 
(k = 0): Immediately, since any ground p g u suffices. 
(k+l):SupposeA,(u),..., A,(u) E CTp 4 k + 1 then by the definition of CT,= there 
exist clauses A’( yi) + I#( y.) , , . . . , Bb(Yi)E P for all is n, such that with p”(x, yi)s 
md{A(x), Ai(Yi P = P’ * * * p” is consistent. Clearly, up(x, yI, . . . , y,) is con- 
sistent as well. Writing y = yI , . . . , y, there exist o = t’, , . . . , u,, such that (u, u) E 
up(x,y) and for all is n: Bi(Oi), . . . , Bi( Ui) E CTp 4 k It follows by induction that 
there exists a ground specification 7 (x, y, z) 6 up(x, y) such that for (w, w’, ~3”) E 
T(& y): B’,( w’), . . . ) Bb( w’) E CTp 4 k Since p < pi we have Ai( W) E A’( w’) and there- 
fore A,(w), . . . , Ak( w) E CTp 4 k + 1, by definition oi CTp. Since op 6 u we find 
7~upCu. 0 
Theorem EslO. ffrr(x) is ground and (tA,(x), . . . , A,(x), u(x)) has an ff-tree with 
depth d k, then for some i s n 
Vu.(u~u(x)=JA,(u)eCT~Jk). 
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Proof. By induction on k. 
(k = 1): Directly by Lemma 5.5. 
(k + 1): Suppose Ai E CTrJ. k + 1, for u E o, then there is a clause A(y) * 
B,(y), . . . , If&y) E P such that p(x, y) 3 mcu({Ai(x), A(y)}) is consistent and for 
some u: (II, u) E p and B,(u), . . . , BJ u) E CTpS. k (see Lemma 5.5). Clearly op is 
consistent and (u, u) E up(x, y). Then, by Theorem 5.9 it follows that there is some 
ground specification 7(x, y, z) s up(x, y) such that: B,( v’), . . . , I$,( u’) E CTP J k for 
all (u’, u’, w’) E T. Since r is ground, it follows by induction that (+ B,( y), . . . , B,(y), 
7(x, y, z)) has no &tree with depth SIC, hence Pu (*Ai( 7(x, y, z)j has no ff-tree 
with depth <k+ 1. Since r < u and both r and u are ground, it follows that 7 =X u. 
Hence Pu (*Ai( u(x)) has no &tree with depth Sk+ 1. 
Thus, we have proved that if A,(u)ECT,& k+ 1, then Pu(+A,(x), u) has no 
g-tree with depth g k + 1. Suppose for al! 1 s is II, Pu(+Ai(x), u) has no ff-tree 
with depth Sk+ 1, then it follows by Lemma 5.8 that Pu (*A,(x), . . . , A,(x), u(x)) 
has no such &tree. Cl 
Corollary 5.11. If (*A(x), u(x)) has an &tree with deprh ok, then 
Vu.(u~u(x)=+A(u)&CT~5.k). 
Note, that in Corollary 5.11, u(x) does not need to be ground. its proof foilows 
from the last three lines of the proof of Theorem 5.10. 
Clearly, from a program one cannot derive any negative formulas. As usual, we 
can consider negation as finite failure of the computation. Consider the following 
definition. 
Definition 5.12. The compkte failure set, CFp, of a program P is defined by 
CFp = {A(u) E CBP: there is a specification u(x) such that u E u 
and (*A(x), u(x)) has an &tree}. 
Proposition 5.13. CFP is well-defined. 
Proof. Assume A(u) E CFp and suppose d(A( u), A,(u)) = 0. Let u E u(x) such that 
(+A(x), u(x)) has an ff-tree. Since p(x, y) = mcu({A(x), A,(y)}) is consistent, and 
(u, u) E p we find that up(x, y) is consistent. Now it is easy to see that any derivation 
for Pu (tA(x), u(x)) corresponds to a derivation for Pu (*A,(y), up(.l; y)), hence 
Pu(+A,(y), up(r, y)) has an ff-tree. Since (u, U)EUP(X, y), we find A,(u)E 
CFp. Cl 
Proposition 5.14. Suppose u,(x), . . . , uk( x) are speci$cations and u are complete terms 
such rhat u E u,(x), . . . , u L q(x), then rhere exisrs a consistent speci$curion p(x) such 
thz! u E p(x) and fir ull 1 s is k, PO,(X) = 1. 
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Theorcsz f.i5. CFp = CBp/CTp 1 w. 
Proof= (E): Suppose A(u) E CFp then there exists a specification U(X), such that 
UE cr and Pu (tA(x), a) has an II-tree with depth s k, say. By Corollary 5.11 it 
follows that A(u) P CTp J k, hence A(u) e CT,= 4 w. 
(2): Suppose A(u)&CT,=Jw then A(u)&CT,J.k, for some kEq and so by 
Lemma 5.6 there is no infinite fair derivation (Gi(X, yi), pi(X,yi)),,, for PU 
{*A(x), 0}, such that for all i: 3s. (u, Ui) E pia NOW, let R be a fair c-rule and let T 
be the CSLD-tree for Pu (+A(x), 0) with c-rule R. Delete from T all successors 
of nodes (G(x, y), a(x, y)) for which for all o: (u, U) ti U. Clearly, the remaining tree 
T’ is finite, since otherwise there would be an infinite derivation as mentioned above. 
Moreover, T cannot contain any success branches with last node (Cl, 6) such that 
for some t’: (u, a) E 8; otherwise by Theorem 4.17, ,4(a) E CTp 4 w which is impossible 
since CTI, to c_ CTp 4 k. Therefore in all the leaves (G’(x, y), W(x, y)) of T’, we have 
that for all u: (u, u) e! 8’. Since T’ has only finitely many leaves, by Proposition 5.14, 
there exists a specification p(x, y) such that for some u: (u, u) E p and for all leaves 
(G’(x, y), t9’(x, y)) of T’, p8’= 1. Thus, (*A(x), p(x, y)) has an &tree and for some 
0: (u, u)cp. Cl 
Theorem 5.15 can be considered as a corollary from results in [lo]. It turns out 
that programs with CSLD-resolution have the nice property that the greatest fixed 
point of CTp is precisely the set of all non-failing (complete) atoms. Furthermore 
we found, that the complete success set is Ifp(CTp), so both sets can be described 
in terms of fixed points of CT,=. Therefore we have reason to believe that CSLD- 
semantics for logic programs may have a few nice properties extra that do not exist 
in “classical” SLD-semantics. 
Definition 5.16. The completion, comp( P), of a program P consists of the equational 
theory Eq( P), together with the set of all formulas 
vx. p(x)-(3y. a,(x,y) A B:(y) A * * * A B:(y)) v * * * 
V ($‘a ‘&b, J’) A B:(Y) A * - * A %i(J’,) 
corresponding to the collection of all clauses 
A,(Y)+ B:(Y), . . . , &(Y), . . . , MY)+ WY), - . . , B;,‘(Y) 
in P, such that ai(x, y) = mcu({p(x), A,(y)}) and p is a predicate symbol. 
Theorem 5.17 (soundness of the negation as failure rule) 
(*A,(x), . . . , A,(x), a) has an ff-rree+comp( P) I= V(v+ l(A, A - * - A A,)). 
Proof. Suppose (*A,(x), . . . , A,(x), e(x)) has an II-tree with depth ak via c-rule 
R, say. Now by induction on k. 
(k = 1): Suppose R(*A,(x), . . . , A,(x)) = A;(x), P has clauses C,(y,)+ 
B{(y,), . . . , Bi(yj) and define pj(<r, ~~~)=mc~({A~(x), C,(y,)}). Clearly for all jc n, 
aP,(x, Yi) is inconsistent and hence Eq( P) k V(c++ lp,) for all j. Therefore 
comp(P)I=V(u+lA;) and hencecomp(P)FV(o-,l(A,~.++~A,,)). 
(k + 1): Suppose for some j, aP,(x, J;) is consistent. Then, for every such index j 
it follows that 
(+A,(x), . - - 9 A,-,(x), B((Y’), -. - 9 B:(Yi), A;+I(x), - * * 3 An(x), uP,(x, Y;)) 
has an ff-tree with depth 6 k Hence for all j s n, 
COmp(P)~V(~~j~l(A,A~~~AAi-,AB~A~~.AB~AA;+~A~~~/\A,)). 
Since 
COIIlp(P)b tlX.(a‘t,:x)-$,.(p, A @A* “A &)V* “V$‘,.(p,h B: A. * ‘A B;)) 
it easily follows that comp( P) I= V(o-+ l(A, A * - - A A,,)), for ail j c n. I3 
Theorem 5.17 is a strengthening of a similar theorem from [8] by weakening the 
equality theory. 
Lemma 5.18. ~2 E CBP is a modelfor comp( P) ifand only if.44 is ajxedpoinr of CT,... 
Theorem 5.19 (completeness of the negation as failure rule). Suppc:, R is a fair 
computation rule, i.e. every subgoal is selected in a jinite number of steps. Then 
comp(P)t=V(a+i(A,~~~-~A,))~Pu(+A,(x),...,A,(x),~) has an ff-tree 
via R. 
Proof. Suppose (+A,(x),. . . , A,,(x), a,,) does not have a finitely failed CSLD-tree. 
It is proved that gfp(CT,) F comp( P) u {3( A, A - - - A A, A q)}. Let R be a fair 
computation rule. Suppose (G,, Oi(X,y,));c, is a non-failed CSLD-derivation for 
Pu (+A,(x), . . . , A,,(x),u,,) via R. Define C(x,y,,y2 ,... )=IJ,,,a,(x,Y,). Since 
C u Eq( P) is finitely satisfiable it follows from the compactness theorem that 
C u Eq( P) has a model. Then, by Theorem 3.16, C is satisfiable in every complete 
Herbrand model and hence gfp(CT,) ux is satisfiable. Let u be such that C [x/u] 
is satisfiable in gfp(CT,>. Then for all i, ai[x/U] is satisfiable, and hence there exist 
Ui such that for all i, (u, Vi) E Ci(x,yi). Especially we find that u E co(x). Since R 
is fair it follows from Theorem 5.6 that A,(u), . . . , A,(u) E CT,, J k for all k, 
hence A,(u),..., A,(u)ECT,,J.W and therefore A,(u) ,..., A,(u)~gfp(CT~), 
since CTplw =gfp(CT,). By Lemma 5.18 we have gfp(CTp) t= camp(P), so 
gfp(CTp) I= comp( P) u {3(A, A - - . A A,, A a,,)). 0 
Theorem 5.19 is an immediate consequence of the corresponding theorem in [8]. 
Its proof is much simpler than the proof in [ 121 for SLD-resolution, due to the fact 
that the model gfp(CT,) is a complete Herbrand model. In the case of SLD- 
resolution, a completeness theorem for negation as failure was proved in [9] and 
174 *a. l? Weijland 
[ 151 by constructing a model for comp( P) u {S(A, A - * - A A, P co)} which is not a 
Herbranti model. This serious complication in the proof is overcome by the fact 
that CTpS_w = gfp(CT,) (for other interpretations of fixed points see for instance 
We have the following corollary which cannot be obtained in ordinary SLD- 
semantics. 
Corollary 5.20. comp( P) u {A A a} has a complete Herbrand model ifit has a model. 
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