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1. Introduction and related results
Most of the rich family of domination-type problems are known to be intractable. Unless P = NP , we cannot expect
polynomial time algorithms for these problems [15]. Since these problems often have interesting applications (like facility
location problems, network design, etc.) and it is widely believed that Cooks famous question, whether P 6= NP , has an
affirmative prize-winning1 answer, the design and analysis of fast super-polynomial time algorithms is an important task.
In the following we will also use the term exact algorithm.
A dominating set D of a graphG = (V , E) is a subset of V such that every vertex of V−D is adjacent to at least onemember
of D. The optimization problem Minimum Dominating Set, a central problem in combinatorial optimization, targets for a
dominating set of minimum cardinality. This size is called the domination number of G and is denoted by γ (G). A good
overview concerning the topic domination is provided by the monographs of Hedetniemi, Haynes and Slater [17,18]. To
get a sense of the variety of this topic, notice that in 1998 Hedetniemi, Haynes and Slater referred to 1222 different papers
containing approximately 250 algorithmic contributions.
In recent years, there has been growing interest in the design and analysis of exact algorithms. For instance there exist
several exact algorithms for k-Colourability (e.g. see [9–11]). The more advanced approaches deal with the special case
k = 3. Starting point was the following elementary algorithm for 3-colouring due to Lawler [20]: for each maximal
independent set I of a graph G with n vertices test whether the remaining subgraph G − I is bipartite. Since there are at
most 3n/3 maximal independent sets [24], it is not difficult to deduce that the algorithm takes time O∗(1.4422n).2 From this
bound the worst case time complexity for 3-Colourability decreased to O∗(1.3989n) [32] and finally to the currently best
bound O∗(1.3289n) [2,3].
I Parts of this researchwere performedwithin the RIP program at theMathematisches Forschungsinstitut Oberwolfach. Hospitality and financial support
is gratefully acknowledged.
E-mail address: schierme@math.tu-freiberg.de.
1 The Clay Mathematics Institute nominated in 2000 seven millennium problems, e.g. the P versus NP problem, and allocated a one million dollar prize
for a solution of one of these millennium problems.
2 Throughout the paper let n always denote the number of vertices in a graph and we will use a modification of the big-O notation suppressing
polynomially bounded terms, i.e. we will write f = O∗(g) for functions f and g , if f (n) = O(g(n)poly(n)) holds for some polynomial poly(n).
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The problemMaximum Independent Setwhere you have to find amaximum independent set in a graph is also a famous
example for exact algorithms. Again an implication of Moon and Mosers result [24] that there exist at most 3n/3 maximal
independent sets, is the algorithmic bound O∗(1.4422n) for the problem to find a maximum independent set in a graph.
Several authors have designed sophisticated exact algorithms forMaximum Independent Set (e.g. see [34]). The currently
best bound O∗(1.2108n) [30] and a new algorithm which is supposed to run in time O∗(1.1844n) [31] are due to Robson.
The complementary formulation ofMaximum Independent Set as a minimization problem, where you have to find for
a graph G = (V , E) a subset of V of minimum cardinality such that every edge of E is incident to at least one vertex of
this subset, is known asMinimum Vertex Cover. In its version as a decision problem it is known as Vertex Cover and this
problem can be solved for an instance graph of order nwith parameter k in time O∗(kn+ 1.271k) [5,25], thereby providing
a good example for a fixed parameter tractable problem outperforming the non-parameterized best solution for k ≤ 0.79n.
This concept of parameterized complexity, which refines the one of exact algorithms, (where roughly speaking the aim
is to encapsulate the intractability of a decision problem in terms of a super-polynomial bound only depending on the
parameter,) was introduced by Downey and Fellows [7,12]. Besides the class of fixed parameter tractable problems (FPT )
there is a hierarchy of complexity classes of parameter intractable problems (W [1],W [2], . . .). Since Dominating Set, the
decision problem of our target optimization problem Minimum Dominating Set, is contained in W [2] there is less hope
to find a parameterized complexity for Dominating Set. Therefore the aim is to find an exact algorithm for Minimum
Dominating Set.
AlthoughMinimumDominating Set is a very interesting problem concerning the design and analysis of exact algorithms,
no algorithm faster than the trivial one was known until 2003.3 In 2004 different sets of authors independently published
algorithms breaking the O∗(2n) barrier [14,28,16]. The algorithm of Fomin, Kratsch and Woeginger uses a deep graph-
theoretic result due to Reed, providing an upper bound on the domination number of graphs of minimum degree three.
The most time consuming part of the algorithm is an enumeration of all subsets of vertices of cardinality at most 3n/8, thus
the overall running time is O∗(1.9378n). Our algorithm [28] usesmatching techniques to restrict the search space. Themost
time consuming part of the algorithm enumerates all subsets of vertices of cardinality at most n/3, thus the overall running
time is O∗(1.8899n). Incorporating an elegant transformation from Minimum Dominating Set to the problem Minimum
Set Cover4 and solving by a search-tree based algorithmMinimum Set Cover Grandoni obtained recently in his thesis the
algorithmic time bound O∗(1.8018n) for Minimum Dominating Set. By a sophisticated analysis of this algorithm Fomin,
Grandoni and Kratsch [13] achieved an improvement towards O∗(1.5263n). Here, we just briefly sketch the transformation
fromMinimum Dominating Set to the problemMinimum Set Cover and omit the details of the latter algorithm:Minimum
Dominating Set can be reduced toMinimum Set Cover by imposingU = V and S = {N[v]|v ∈ G}. Note that N[v] is the
set of vertices dominated by v, thus D is a dominating set of G if and only if {N[v]|v ∈ D} is a set cover of {N[v]|v ∈ G}. Thus
every minimum set cover of G corresponds to a minimum dominating set of G.
In this paper we design an exact algorithm for a generalization of the domination problem called Minimum Optional
Dominating Set and we study efficiency in exponential time for some related graph-theoretic problems and will obtain the
following algorithmic bounds:
• Minimum Optional Dominating Set and Minimum Dominating Set can be solved in time O∗(1.8899n). Moreover, if a
graph G of order n has (optional) domination number γ ≤ cn for a constant c ≤ 1/3, then we can improve the running
time and a minimum (optional) dominating set of G can be determined in time O∗(( 11−c (
1
c − 1)c)n). This latter situation
is valid e.g. for graphs having a minimal degree δ of at least 8 or graphs of size at least d
( n
2
)
for d ≥ 4/9;
• Minimum Connected Dominating Set and therefore also Maximum Leaf Spanning Tree can be solved in time
O∗(min{2n, ( 11−c ( 1c − 1)c)n}) for graphs G of order n and size c2
( n
2
)
for c ≥ 1/2;
• Minimum Independent Dominating Set can be solved in time O∗(1, 4422n) and Minimum Edge Dominating Set and
MinimumMaximal Matching can be solved in time O∗(1, 4422m) for graphs G of order n and sizem;
• 3-Colourability can be solved in time O∗(1.4422(1−c)n) for graphs G of order n having a maximal degree ∆ ≥ cn
improving existing bounds for c ≥ 0.2234. This latter situation is valid for instance for graphs of size c ( n2 ) for c ≥ 0.2234.
2. Optional domination
A ubiquitous concept in algorithmic treatments of domination (e.g. see [17]) is optional domination. Let the vertices of
a graph G = (V , E) be partitioned into three subsets, V = VF ∪ VB ∪ VR, where VF consists of free vertices, VB contains
bound vertices, and VR consists of required vertices. An optional dominating set in G is any set of vertices D which contains
all required vertices, that is VR ⊂ D, and dominates all bound vertices. Notice that a bound vertex is either an element of
3 The question whether there exists an exact algorithm for Minimum Dominating Set which is better than just the brute force algorithm of trying all
subsets was implicitly raised by Downey and Fellows [7]: The best algorithm currently known for k-Dominating Set is still simply to try all k subsets, which
requires time O∗(nk+1) . . .. It seems, however, that k-Dominating Set represents some fundamental ‘wall of intractability’ where there is no significant alternative
to trying all k subsets; but probably this question was raised even earlier.
4 InMinimum Set Coverwe are given a universeU of elements and a collection S of (non-empty) subsets ofU. The aim is to determine the minimum
cardinality of a subset S′ ⊆ S which coversU, that is such that ∪
S∈S′ = U. The frequency of u ∈ U is the number of subsets S ∈ S in which u is contained.
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D or is adjacent to a vertex in D. Free vertices need not to be dominated and need not to be in D, but can be used in D to
dominate bound vertices. The optional domination number γopt(G, VF , VB, VR) is the minimum cardinality of an optional
dominating set in G = (V , E) with given partition V = VF ∪ VB ∪ VR. Observe that if we specify that V1 = ∅, V2 = V
and V3 = ∅, then γopt(G,∅, V ,∅) = γ (G). Thus, an algorithm for computing the value of γopt(G, VF , VB, VR) is sufficient to
compute the value of γ (G). For short, this generalization of the problemMinimum Dominating Setwill be calledMinimum
Optional Dominating Set. In the followingwewill design forMinimumOptional Dominating Set an exact algorithmwhich
computes in time O∗(1.8899n) a minimum optional dominating set.
The obvious already mentioned brute force algorithm for finding a minimum optional dominating of a graph G = (V , E)
with given partition V = VF ∪ VB ∪ VR is based on testing all subsets S of VF ∪ VB and requires a worst-case running time
O∗(2n)with n = |V |. This approach can slightly be extended, if we incorporate knowledge about upper bounds for the size
of a minimum optional dominating set of the graph in question. By an easy calculation of all subsets of bounded size and the
usage of the Stirling formula in order to approximate the occurring factorials it is not very difficult to obtain the following
lemma.
Lemma 1. Let V be a set of n elements and 0 ≤ c ≤ 1/2. Then the number of all subsets S ⊂ V with |S| ≤ cn is bounded by
O∗(( 11−c (
1
c − 1)c)n).
In the following we will call a procedure based on Lemma 1 a guided brute force procedure.
For Minimum Optional Dominating Set suppose we have the instance graph G = (V , E) with given partition V =
VF ∪ VB ∪ VR, briefly we write G(VF , VB, VR, E). For simplicity G(VF , VB, VR, E) will always denote the current state of our
algorithm. Now we preprocess the instance and we define the core Gcore(VF , VB, VR, E) of the instance G(VF , VB, VR, E) in a
sequence of steps:
• shift all isolated vertices of Gwhich are likewise contained in VB to VR;
• shift all vertices of VB adjacent to at least one vertex of VR to the vertex set VF ;
• delete all edges of E incident to at least one vertex of VR or to two vertices of VF ;
• shift all vertices of VF adjacent to at most one vertex of VB to a new vertex set Vgarbage;
• shift all vertices v of VB ∪ VF adjacent to at least one vertex u of VB such that v is the unique neighbour of u, to the vertex
set VR.
After each such sequence of steps we construct a new instance G(VF , VB, VR, E) and apply this sequence of steps to the
new instance recursively until there will be no changes anymore. The final state after this preprocessing will be called the
core Gcore(VF , VB, VR, E) of our original instance G(VF , VB, VR, E).
Observe that the core Gcore(VF , VB, VR, E) defines (global) vertex sets VR and Vgarbage and a new graph G induced by VF ∪VB
with the instance G(VF , VB,∅, E)—a new (reduced) instance forMinimum Optional Dominating Set. In order to keep track
of the restricted vertices we use for the (global) vertex set VR the new variable R.
Thus, for Minimum Optional Dominating Set it is possible to preprocess the instance graph G = (V , E) with given
partition V = VF ∪VB ∪VR in polynomial time to obtain the core Gcore(VF , VB, VR, E) such that a solution of the new instance
also yields a solution for the original instance.
Moreover, note that after preprocessingwehave aminimumdegree δ(G) ≥ 2. If the newgraphhas different components,
then we proceed in a divide-and-conquer fashion. Thus, it is enough to design an algorithm for Minimum Optional
Dominating Set for the restricted class of instances G(VF , VB, VR, E) such that G is a connected graph with δ(G) ≥ 2, VR = ∅
and VF induces an independent set.
Now McCuaig and Shepherd [22] established for connected graphs G = (V , E) having δ(G) ≥ 2 and not contained in
a finite set of exceptional graphs the upper bound 25 |V | for the size of a minimum dominating set. Observe that this upper
bound is also valid for γopt(G, VF , VB, VR) for our restricted class of instances. Thus we can apply Lemma 1 and we obtain
based on preprocessing and a guided brute forced subroutine an exact algorithm for Minimum Optional Dominating Set
with an overall running time O∗(1.9602n).
Since Reed [29] proved that up to a finite number of exceptional graphswe have γ (G) ≤ 38n for a connected graph Gwith
n vertices having δ(G) ≥ 3, the overall running time of our first algorithmmight be improved to O∗(1.9379n). In fact, this is
possible. Here, we omit the details in order to obtain this result, since they are not necessary for our forthcomingmain result.
Recently Fomin, Kratsch and Woeginger [14] also obtained (with similar arguments) an exact O∗(1, 9379n) algorithm.5
An obvious conjecture (also mentioned in [17]) seems to be that for any graph G with δ(G) ≥ k we have γ (G) ≤ k3k−1n
for every integer k. This conjecture is valid for the initial values k = 2 and k = 3 due to the results McCuaig, Shephard
and Reed.6 Note that k3k−1n > n/3 holds for every integer k. Without proving this conjecture we will now show that the
threshold n/3 can be used to design an exact O∗(1.8899n)-algorithm to find a minimum optional dominating set in G. We
now describe our exact O∗(1.8899n)-algorithm MINOPTDOM for solvingMinimum Optional Dominating Set.
5 Moreover, they observed, based on a similar observation regarding the vertex cover problem [19], that the existence of a sub-exponential time
algorithm forMinimum Dominating Setwould be highly unlikely. (Otherwise, the complexity classes SNP and SUBEXP satisfy SNP ⊆ SUBEXP .)
6 For k = 4 this has been proved by Nünning in the framework of a diploma thesis (under supervision of Rautenbach and Volkmann, RWTH Aachen,
2000) by a very long an tedious proof.
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Fig. 1. Additional figures highlighting different steps of MINOPTDOM.
AlgorithmMINOPTDOM
INPUT: a graph G = (V , E)with |V | = n and partition V = VF ∪ VB ∪ VR (see Fig. 1).
STEP 1 Generate Gcore(VF , VB, VR, E) of our original instance G(VF , VB, VR, E). If VB = ∅, then D = R is a minimum optional
dominating set for the original instanceG(VF , VB, VR, E) and STOP. (Recall now that the notation Rwas used to represent
the (global) set of restricted vertices.)
STEP 2 Generate all subsets S ⊂ V , where V is the vertex set VF ∪ VB of the core Gcore(VF , VB, VR, E)with 1 ≤ |S| ≤ d|V |/3e.
If at least one of these subsets is an optional dominating set, then choose among all optional dominating sets one set
D′ with minimum cardinality and set D = D′ ∪ R and STOP.
STEP 3 Else, consider all those subsets S with |N[S]| ≥ 3|S|, which are maximal with respect to this property, i.e.
|N[S ∪ {v}]| < 3(|S| + 1) ∀v ∈ V − S.
STEP 4 For every set S generated in STEP 3 let T = N(S) − S and U = V − (S ∪ T ) = V − N[S]. Now replace the value ∅
of VR of the current instance G(VF , VB, VR, E) by the value S and generate the corresponding core Gcore(VF , VB, S, E).
(Let T ′ resp. U ′ denote the set of remaining vertices of T resp. U after preprocessing. Observe that VF = T ′ and VB = U ′.
All vertices of T ′ are adjacent to exactly two vertices (of U ′) and the graph induced by U ′ has maximal degree 1.) If there
are three vertices v ∈ T ′ and v1, v2 ∈ U ′ such that vv1, vv2 ∈ E and v1, v2 belong to different components of the
graph G[U ′] induced by U ′, then we insert the edge v1v2. We repeat this as long as possible to obtain a supergraph
GS of G[U ′]with V (GS) = U ′.
STEP 5 For every graph GS calculated in STEP 4 compute a maximum matching in GS of cardinality α0(GS) and a
corresponding vertex set DGS in T
′ ∪ U ′ of cardinality |U ′| − α0(GS). (DGS contains all vertices of U ′ not covered by
an edge of the generated maximum matching of GS and exactly one vertex for every matching edge. If the matching edge
was already contained in G[U ′], then choose exactly one of the incident U ′-vertices of the matching edge; otherwise, if the
matching edge was not contained in G[U ′], then choose the unique vertex of T ′ being responsible for the existence of the
matching edge in GS .) Then R ∪ DGS is an optional dominating set of our original instance G(VF , VB, VR, E) containing
S with minimum cardinality.
STEP 6 Choose among all sets S generated in STEP 3 one set such that D = R ∪ DGS has minimum cardinality.
OUTPUT: A minimum optional dominating set D of G(VF , VB, VR, E).
Now we are able to state our main result.
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Theorem 2. Let G = (V , E) be a graph with |V | = n and partition V = VF ∪ VB ∪ VR. Then a minimum optional dominating set
of G (and its optional domination number) can be computed in O∗(1.8899n).
Sketch of the proof of Theorem 2. STEP 1 is the already described preprocessing phase consuming polynomial time. STEP
2 and also STEP 3 of our algorithm MINOPTDOM are guided brute force subprocedures and by Lemma 1 there are at most
O∗(1, 88989n) subsets of cardinality ≤ n/3. STEP 4, STEP 5 and STEP 6 can be performed in polynomial time; especially
to determine a maximum matching in a graph G = (V , E) can be done in time O(|E|√|V |) due to a result of Miscali and
Vazirani [23]. The polynomial stemming factor due to steps 4–6 can also be incorporated leading to the overall running time
O∗(1.8899n) in the worst case.
Now we sketch the proof of correctness of the algorithm. Let D be a minimum optional dominating set of the instance
G = (V , E) with the partition V = VF ∪ VB ∪ VR. W.l.o.g. suppose that D includes all vertices of the superset R of VR which
have been chosen by the preprocessing in STEP 1, i.e. R ⊂ D. If after preprocessing all bounded vertices are dominated, then
the algorithm stops and it is not difficult to see that D is in fact equal to R. If |D| − |R| ≤ n/3, where R is the current value
of the variable R after STEP 1, then our guided brute force subprocedure in STEP 2 detects D − R and the algorithm stops.
Now assume |D| − |R| > n/3. Since the current instance G of the algorithm satisfies δ(G) ≥ 2 we can greedily generate a
maximal subset S of D− R such that |N[S]| ≥ 3|S| satisfying the property that |N[S ∪ {v}]| < 3(|S| + 1) ∀v ∈ V − S. Recall
the definition of the sets T , T ′,U and U ′ of the algorithm and observe that after the generation of the core we have VF = T ′
and VB = U ′ By the choice of S and the properties of the core we know that every vertex of T ′ has exactly two neighbours
in U ′, every vertex of U ′ has at least two neighbours in U ′ ∪ T ′ and the graph G[U ′] induced by U ′ has a maximum degree
of at most one, i.e. each component of G[U ′] is either an isolated vertex or a complete graph with two vertices. Now let
D′ = D ∩ (U ′ ∪ T ′). W.l.o.g. suppose D′ ∩ T ′ contains no vertex being adjacent to two adjacent vertices of U ′. Now we can
add for every vertex u of D′ ∩ U ′ a new edge connecting the two U ′-neighbours of u. The resulting supergraph of G[U ′]
corresponds to GS . Moreover, it is not difficult to see thatD′ ‘hits’ everymaximummatchingM of GS in such away that every
vertex of U ′−V (M) is contained in D′, for everymatching edge ofM which already was an edge of G[U ′] there exists exactly
one of the incident vertices contained in D′ and for every matching edge of M which was not an edge of G[U ′] there exists
exactly one (for the generation of the edge in GS responsible) vertex of T ′ also contained in D′. Observe that our algorithm
may not determine everyminimumoptional dominating set ofG(VF , VB, VR, E), but it detects at least oneminimumoptional
dominating set of G(VF , VB, VR, E). 
Corollary 3. Let G be a connected graph with n vertices. Then a minimum dominating set of G (and γ (G)) can be computed in
O∗(1.8899n).
By Corollary 3 a minimum dominating set D of a graph G with n vertices and m edges can be found in time O∗(1.8899n).
This approach also shows that a minimum dominating set D can be found by a guided brute force procedure in time
O(( 11−c (
1
c − 1)c)n) (Lemma 1) for graphs G satisfying γ (G) ≤ cn for some c with 0 < c ≤ 1/3. Hence, if we know that
γ (G) ≤ cn for some c with 0 < c ≤ 1/3, then the time complexity decreases and our O∗(1.8899n) will be outperformed
simply by a guided brute force procedure. Here, we just briefly mention two situations were this bound will be achieved.
Lemma 4. Let G be a graphwith n vertices andm edges. If δ(G) ≥ 8 or m > 2n29 −1, thenwe have γ (G) ≤ cn for some c with 0 <
c ≤ 1/3 andMinimum Dominating Set can be solved in timemin{O∗(1.8899n),O∗(( 11−c ( 1c − 1)c)n)} = O∗(( 11−c ( 1c − 1)c))n.
Sketch of the proof. For a graph Gwith n vertices andm edges. An upper bound for the domination number γ (G) of a graph
G in terms of the order n and the minimum degree δ is due to Caro and Roditty [4]. Their bound is given by
γ (G) ≤ n
{
1− δ
(
1
δ + 1
)1+1/δ}
.
In case of δ ≥ 8 this bound yields γ (G) ≤ n/3.
An upper bound for the domination number γ (G) of a graph G in terms of the order n and size m is due to Vizing [33].
His bound is given by
γ (G) ≤ n+ 1−√1+ 2m.
Ifm > 2n29 − 1 this bound evaluates to γ (G) ≤ n/3. 
3. Odds and ends
At the end of the last section we gave an example how to improve the time complexity forMinimum Dominating Set by
usage of the edge density of the instance graph. Hence, the following meta question arises:
Given an intractable problem. Can the worst case time complexity be decreased depending on the density of the instances of
the problem?
In this section we will present further examples of positive answers for the problems 3-Colourability, Minimum
Connected Dominating Set and therefore alsoMaximum Leaf Spanning Tree.
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3.1. 3-Colourability, Maximum Leaf Spanning Tree, Minimum Connected Dominating Set
Edwards [8] (see also [27]) has shown that for every constant c > 0 the problem 3-Colourability can be decided in
polynomial time for all graphs Gwith n vertices and δ(G) ≥ cn. This result is based on the following general approach for 3-
Colourability: LetD be a dominating set in a graphG = (V , E). Thenwe can testwhether a 3-colouring ofD can be extended
to a 3-colouring of G by constructing a (straightforward) corresponding 2-satisfiability formula with at most 3|V | variables
and 3|E| + 5|V | clauses. Since 2-satisfiability is solvable in linear time O(3|E| + 5|V |), we can decide 3-Colourability and
determine a proper 3-colouring in time O(3|D| ∗ |E|). Now inserting the additional constraint δ(G) ≥ cn in the formula of
Arnautov [1] and Payan [26]
γ (G) ≤ n
{
1+ ln(δ(G)+ 1)
δ(G)+ 1
}
yields thatG has to contain a dominating set of sizeO(ln(n)). Now a guided brute force procedure for obtaining a dominating
set ofGof logarithmic size togetherwith the general approach leads to an efficient algorithmand to Edwards result. However,
Edwards [8] also provides us with a counterpart to his latter result: Let c, β > 0 be fixed. Then 3-Colourability restricted
to graphs G = (V , E)with |V | = n and δ(G) ≥ cn1−β , remains NP-complete. Since the condition δ(G) ≥ cn for some c > 0
for a graph G = (V , E) implies |E| ≥ cn2/2 we will now consider the relaxation of the minimum degree constraint by an
edge density constraint.
Given a graph G with n vertices and m > cn2/2 edges for some c > 0. Can 3-Colourability be decided in polynomial time?
The disjoint union of a complete graph and isolated vertices generates an infinite class of graphs with an appropriate
edge density which no longer have logarithmic size. A folklore approach for 3-Colourability in general is by generating all
maximal independent sets in a graph. As previously mentioned this task can be settled in time O(1.4422n) by the result of
Moon and Moser [24]. This approach can be refined by generating all maximal independent sets in a graph G containing a
specified vertex u. We obtain all those maximal independent sets by generating all maximal independent sets in the graph
G′ = G[V (G) − N[u]]. If dG(u) = cn for some c > 0, then there are at most 1.4422(1−c)n−1 maximal independent sets
containing u. Hence, we easily obtain the following result.
Theorem 5. 3-Colourability can be decided in O(1.4422(1−c)n) for graphs G of order n having a maximal degree ∆ ≥ cn for
c > 0.
This improves the currently best existing bound for 3-Colourability O(1.3289n) [2] for values c ≥ 0.2234. This latter
situation is valid for instance for graphs of size c
( n
2
)
for c ≥ 0.2234. However, for graphs Gwith n vertices andm > cn2/2
edges for some c ≥ 2/3 the problem 3-Colourability can be decided in polynomial time, since there are no 3-colourable
graphs of order n and sizem > 2/3( n2+12 ). This is an immediate consequence of the classical theorem of Turán, guaranteeing
the existence of a complete graph of order four in case of a sizem > 2/3( n2+12 ).
Finding aminimumdominating set in a graph, which induces a connected graph, is a equivalent to the problem of finding
a spanning tree with a maximum number of leaves. This problem is known as Maximum Leaf Spanning Tree (MLST). It is
NP-hard, even for cubic graphs [21]. Ding, Johnson and Seymour [6] proved a sufficient condition for the existence of a
spanning tree with> t leaves:
Let G = (V , E) be a simple connected graph with |E| ≥ |V | + t(t−1)2 and |V | 6= t + 2. Then G has a spanning tree with> t
leaves and this is best possible.
Can MLST be solved in less than O(2n) steps? Clearly, MLST can be solved in O(2n) steps by brute force. Using the latter
sufficient condition of Ding, Johnson and Seymour and Lemma 1 it is not very difficult to decrease the worst case time
complexity of MLST.
Theorem 6. Let G = (V , E) be a graph with |E| = c2n2/2 for some c with 1/4 ≤ c2 ≤ 1. Then MLST can be solved in
O(( 11−c (
1
c − 1)c)n) steps.
3.2. Minimum Edge Dominating Set, Minimum Maximal Matching, Minimum Independent Dominating Set
Since the problemMinimum Independent Dominating Set compared toMinimum Dominating Set is easier to handle,
we can expect a better time bound. Thus, it is not surprising that another obvious implication of Moon and Mosers result
[24] that there exist atmost 3n/3maximal independent sets, is the algorithmic boundO(1.4422n) forMinimum Independent
Dominating Set.
Considering the edges (instead of vertices) of a graph leads to the problemMinimumEdgeDominating set. CanMinimum
Edge Dominating set be solved in less than O(2m) steps for graphs G with m edges? Basically identical to this problem is
the task to find a maximal matching of minimum cardinality of a graph, called Minimum Maximal Matching. Otherwise,
there would be a graph G and a minimum edge dominating set D, which is not a maximal matching and which has a
minimum number of adjacent edge pairs in D. But then there exists at least one pair of adjacent edges e, f in D. Since
D is a minimal set, there has to exist an edge h, which is adjacent to f , but not adjacent to any other edge of D − {f }.
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But now D′ = (D − {f }) ∪ {h} is likewise a minimum edge dominating set of G with a smaller number of adjacent edge
pairs, a contradiction. Thus, there always exists a minimum edge dominating set which is likewise a (minimum) maximal
matching and the problemsMinimum Edge Dominating Set andMinimum Maximal Matching can be solved by the same
exact algorithm. Now we consider the line graph L(G) of a given graph G. For a graph G, the line graph L(G) has the edges
of G as its vertices and distinct edges of G are adjacent in L(G) if they are adjacent in G. Obviously, the problem Minimum
Maximal Matching in general graphs is identical to the problemMinimum Independent Dominating Set restricted to line
graphs. Thus, we obtain forMinimumMaximalMatching andMinimum Edge Dominating Set the worst case running time
O∗(1, 4422m) for graphs G of order n and sizem.
4. Conclusion
In this work we have investigated exact algorithms for several intractable graph-theoretic problems. Our main result
states that a minimum optional dominating set in a graph of order n can be found in time O∗(1.8899n). A very useful
ingredient in this studywas our basic tool of guidedbrute force procedures and a sophisticatedusage ofmatching techniques.
We also show that the worst case time complexity can often be decreased depending on the density of the instance graph of
the problem. Especially, the following problems were considered: 3-Colourability, Minimum Connected Dominating Set
(∼Maximum Leaf Spanning Tree), Minimum Independent Dominating Set, Minimum Edge Dominating set andMinimum
Maximal Matching. Since the family of domination-type problems is very large, it would be interesting to try to adapt our
methods to related problems.
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