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Abstract
The trigger systems of the LHC detectors play a crucial role in determining the physics capabilities of experiments. A reduction
of several orders of magnitude of the event rate is needed to reach values compatible with detector readout, oﬄine storage and
analysis capability. The CMS experiment has been designed with a two-level trigger system: the Level-1 Trigger (L1T), imple-
mented on custom-designed electronics, and the High Level Trigger (HLT), a streamlined version of the CMS oﬄine reconstruction
software running on a computer farm. A software trigger system requires a trade-oﬀ between the complexity of the algorithms, the
sustainable output rate, and the selection eﬃciency. With the computing power available during the 2012 data taking the maximum
reconstruction time at HLT was about 200 ms per event, at the nominal L1T rate of 100 kHz. Track reconstruction algorithms are
widely used in the HLT, for the reconstruction of the physics objects as well as in the identiﬁcation of b-jets and lepton isolation.
Reconstructed tracks are also used to distinguish the primary vertex, which identiﬁes the hard interaction process, from the pileup
ones. This task is particularly important in the LHC environment given the large number of interactions per bunch crossing: on av-
erage 25 in 2012, and expected to be around 40 in Run II. We will present the performance of HLT tracking algorithms, discussing
its impact on CMS physics program, as well as new developments done towards the next data taking in 2015.
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1. Introduction
CMS [1] has a wide physics program for RunII (re-
discovery of the Standard Model at 13 TeV, search of
possible new physics, precision measurements of rare
processes), therefore the main goal of the CMS trig-
ger system is to keep the largest as possible number of
events for analyses while keeping the event rate within
the system limitation, namely 500 Hz. One of the key
ingredients is to make a wider use of the tracking and
particle-ﬂow based techniques. The CMS High Level
Trigger (HLT) [2], which uses a processor farm running
C++ software to achieve large reductions in data rate,
ﬁlters events selected at rates of up to 100 kHz.
In 2015, data taking operations are expected to re-
start at a centre-of-mass energy of 13 TeV with an in-
stantaneous luminosity which should reach the peak
value of 1.4×1034cm−2s−1. In such conditions we are
expecting an increase of event rate of about a factor of
4 with respect to the last period of data taking in 2012.
Moreover, the expected average number of overlapping
proton-proton interactions (PU) will be around 40. In
these conditions the CMS tracker is crossed by thou-
sands of charged particles in each bunch crossing. In
such a high occupancy environment designing tracking
algorithms with high eﬃciency and a low fraction of
fake tracks is very challenging. In addition the tracking
code must run suﬃciently fast so that it can be used at
the HLT.
2. Track reconstruction at HLT
The HLT uses track reconstruction software that is al-
most identical to that used for oﬄine reconstruction [8],
but it has to fulﬁll the CPU timing constraint: the event
selection has to be done in about 200 ms. Tracks are
reconstructed using hits from both pixel and strip detec-
tors, but they can be reconstructed from hits found using
only the pixel tracker. This is extremely fast, and is used
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with great eﬀect in the reconstruction of the primary-
vertex position. In 2012, for instance, the number of
reconstructed vertices shows a linear dependence on the
number of interactions without saturating (see Figure 1).
Figure 1: Number of reconstructed pixel vertices as function of the
number of pile-up interactions.
In CMS, tracks are reconstructed in four steps:
• the seed generation (seeding) provides initial track can-
didates (see Figure 2), deﬁning the initial estimate of the
trajectory parameters and their uncertainties.
• the pattern recognition (building), when track candidates
are propagated using a Kalman ﬁlter technique [5] to
ﬁnd new compatible hits and the track parameters are
updated, as shown in Figure 3.
• the ﬁnal track ﬁtting (ﬁtting) is used to provide the best
estimate of the parameters of each trajectory combining
all the associated hits by means of a Kalman ﬁlter and
smoother (see Figure 4).
• the track selection sets quality ﬂags based on a set of cuts
sensitive to fake tracks, on the track normalized χ2, and
on its compatibility with interaction region.
Figure 2: Seeding. Figure 3: Building. Figure 4: Fitting.
Reconstruction eﬃciency relies on several iterations of
the tracking procedure; each step, except for the ﬁrst
one, works on the not-yet-associated hits surviving the
previous step, reducing the combinatorial complexity.
In the early iterations tracks with relatively high pT , pro-
duced near the interaction region, are reconstructed, dis-
carding hits associated with those tracks, later iterations
can search for lower pT or highly displaced tracks. This
recursive procedure is referred to as Iterative Tracking.
Because the tracking is a sophisticated and complex
software and it is one of the most time consuming step
(about 20% of the total CPU time), the HLT has to run it
much faster. This is achieved by using a modiﬁed con-
ﬁguration of the track reconstruction, in particular by
• performing track reconstruction only when necessary,
and only at the end of the event selection process, (af-
ter having applyed other requirements based on the fast
reconstruction of the physics object, as muon, electron,
jet and tau);
• using a regional track reconstruction, where tracking is
done only within regions-of-interest deﬁned by the di-
rection of the already available physics object;
• increasing the pT requirement when forming the seeds
(usually ∼ 1 GeV);
• selecting only the track phase-space in which tracks
mostly comes from the primary interaction;
• stopping the track candidate building once speciﬁcs con-
dition are met, for example, number of hits (typically 8),
or the track parameters precision;
• limiting the maximum number of built candidates from
a given seed (typically 2);
• limiting the number of iterations.
Moreover, because the silicon strip unpacking takes a
long time and has a strong dependence on strip occu-
pancy, regional and on-demand unpacking is performed
at HLT, in which only modules requested during the pat-
tern recognition are actually unpacked.
In 2015 the iterative tracking will consist of 4 itera-
tions at HLT. The main diﬀerences between the 4 itera-
tions lie in the conﬁguration of the seed generation and
ﬁnal track selection steps. Iteration 0 reconstructs the
most part of the tracks (around 80%) and is designed
for prompt tracks by using the already reconstruct pixel
tracks as seed. Iteration 1 is conﬁgured to ﬁnd low pT
prompt tracks and it is seeded by pixel triplets. Iteration
2 is used to recover prompt tracks which have only two
pixel hits or slightly lower pT . Iteration 4 is intended to
ﬁnd displaced tracks with respect to the beamspot.
A factor 3.5 of improvement in the CPU time at
<PU>∼ 40 has been obtained with respect to the 2012
tracking conﬁguration by optimizing the iterative track-
ing at HLT, as shown in Figure 5.
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Figure 5: Tracking time per event vs average pile-up. The black curve
refers to the tracking conﬁguration used in 2012, while the other distri-
butions refer to diﬀerent tracking conﬁgurations, adding sequentially
the changes foreseen for 2015.
2.1. Tracking performance
The performance of the iterative tracking algorithm
at HLT has been evaluated on simulated tt¯ events
at
√
s = 13 TeV, with average pile-up 20 and bunch
spacing 25 ns. The tracking eﬃciency is deﬁned as
the fraction of simulated charged particles that can
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be associated to a reconstructed track. It depends not
only on the quality of the track ﬁnding algorithm, but
also on the intrinsic properties of the tracker, such as
its geometrical acceptance and material budget. The
amount of material that a particle has to cross in the
silicon tracker volume is far from being negligible
(from 0.4 X0 at η ∼ 0 to 1.7 X0 at η = 1.5). This cause a
sizeable amount of photon conversions, bremsstrahlung
and nuclear interactions in the tracker material. Fig-
ure 6 shows the track reconstruction eﬃciency as
function of the main kinematics variables for each
iteration, where the diﬀerent phase-space of tracks re-
constructed by each iteration can be clearly appreciated.
The overall tracking eﬃciency at HLT, is around the
80%, while in oﬄine reconstruction it is above the 90%.
Figure 6: Tracking eﬃciency as function of pT (left), η (centre) and
the transverse distance from the beam axis to the production point of
each particle (right).
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Figure 7: Fake-rate as function of pT (left) and η (right).
The fake rate is deﬁned as the fraction of recon-
structed tracks that are not associated with any simu-
lated particle. This quantity represents the probability
that a track produced by the reconstruction algorithm is
either a combination of unrelated hits or a genuine tra-
jectory that is badly reconstructed by including a large
number of spurious hits. Figure 7 (right) shows the
fake rate as function of the track η. As expected, the
largest tracking fake rate comes from those regions of
the tracker where the material budget is large. This
eﬀect is more signiﬁcant for low energy hadrons due
to their higher cross section for nuclear interactions, as
shown in Figure 7 (left).
2.2. Impact on the physics object performance
CMS plans to extend the usage of particle-ﬂow tech-
nique at HLT in RunII and to use the tracking also in
lepton isolation and b-tagging in order to improve the
signal eﬃciency and background rejection. For such al-
gorithms, high eﬃciency and low track fake rate are the
key ingredients, therefore the Iterative Tracking proce-
dure applied in the region-of-interest is the best choice.
Figure 8 shows the achieved improvements with respect
to the 2012 conﬁguration in terms of the main physics
objects performance. The Iterative Tracking improves
both the signal eﬃciency and the background rejection,
and it also guarantees a more robust response with re-
spect to the pileup.
Figure 8: Comparison between object reconstruction performance ob-
tained with 2012 conﬁguration and the one planned to be used in 2015
data taking, which is exploiting the tracking. Left: eﬃciency of the
b-tagging algorithm at HLT for light-jets vs b-jets; centre: muon iso-
lation eﬃciency as a function of the number of reconstructed vertices;
right: performance curves of electron isolation at HLT (typical work-
ing points have a signal eﬃciency of about 99%).
3. Conclusion
At HLT the track reconstruction is done by using the
same algorithm as in the oﬄine reconstruction, which
is a sophisticated software, based on Kalman ﬁlter tech-
niques. The need of having the highest possible perfor-
mance, in terms of high track eﬃciency and low fake-
rate, while keeping the CPU timing within the con-
straint, forces the development of an ad hoc tracking
conﬁguration at HLT. This is able to reconstruct tracks
over the full rapidity range of the tracker. For promptly
produced charged particles the average tracking eﬃ-
ciency is typically 80%. This performance is not as high
as the oﬄine version, but it has been shown to guaran-
tee a good performance in terms of the physics objects.
The application of the iterative tracking at HLT allows,
indeed, to decrease the event rate while keeping a high
eﬃciency on selecting events for the physics analysis.
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