Abstract. The initial value problem of a certain generalization of the nonlinear, dispersive wave equations with dissipation is rigorously studied. The solutions of the equations can be found exactly up to O( 2 ) in certain norms. The essential use is made of the fact that this equation is asymptotically linearizable to O( 2 ), i.e., the equations can be mapped to an equation which differs from a linearizable equation only in terms which are of O( 2 ). An application of the equations to unidirectional small amplitude acoustic waves is discussed. The general methodology used here can also be applied to other asymptotically linearizable equations.
Introduction

There exist nonlinear evolution PDEs which are asymptotically integrable to O(
2 ), i.e., they can be mapped to equations which differ from integrable equations only in terms which are of O( 2 ). The first example of such a map was given in [8] . An extension of the transformation used in [8] was introduced in [6] , where it was also shown that the concept of mastersymmetries [5] provides an algorithmic approach for finding such transformations. Examples of other physically significant asymptotically integrable equations can be found in [3] and [4] .
For asymptotically integrable PDEs, a natural question is if one can utilize their relation with integrable PDEs in order to obtain the long time behavior of the solution. In this paper we introduce a general formalism for answering this question, in the case that the associated integrable equation can be linearized explicitly. For concreteness, we study the following initial value problem:
1)
u(x, 0, ) = u 0 (x) + εu 1 (x), (1.2) where u(x, t) is a real valued function of x ∈ R, t ∈ [0, ∞), and α 1 , α 2 , and α 3 are given arbitrary real constants.
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Equation (1.1) is of the form of an equation arising from a certain asymptotic expansion of the acoustic waves: Let ρ denote the perturbation of the density from the equilibrium value ρ 0 . Then ρ satisfies (see [10] 
x, t) = v(x, t) + εP (v(x, t)), P (v(x, t))
. = In this paper, we will prove that the initial-value problem (1.1)-(1.2) is well posed for some > 0. The L 2 -norm and the L ∞ -norm of the solution u(x, t) in x are uniformly bounded for all t > 0 and decay to zero as t → +∞ in algebraic rates.
Moreover, equation (1.1) is asymptotically integrable to O(
2 ), i.e., the solutions of the initial-value problem (1.1)-(1.2) are approximated up to 2 by the suitable solutions of the linear equation (1.7) in L 2 -norm and in L ∞ -norm in x for all t > 0.
It is worth noting that an asymptotically integrable equation can be mapped to one of several integrable equations. For example, equation (1.1) can also be mapped to the Burgers equation (1.8) v t = v xx + 2vv x .
Indeed, let v(x, t) solve (1.8) and let u(x, t) be defined in terms of v(x, t) by the explicit transformation (1.9) u(x, t) = v(x, t)+ε[
The rigorous study of equation (1.1) using the transformation (1.9) instead of the transformation (1.4) was presented in [7] . It was shown in [7] that the initialvalue problem (1.1) and (1.2) can be found through the solution of equation (1.8) approximately up to O(ε 2 ) in the L ∞ -norm. However, for this result the initial data u 0 and u 1 have to be in a weighted H m (R) space, while the results obtained here are valid for a less restrictive function space.
The paper is organized as follows: In section 2, we will derive the formal result expressed by equations (1.4)-(1.6), and we will present a summary of the rigorous results. In section 3, the global well posedness of the initial value problem (1.1) and (1.2) will be derived. The derivation of the main theorem is presented in section 4.
Notation. The space C k (R), k = 0, 1, 2, · · · , denotes the space of functions defined on R whose first k derivatives are bounded and continuous. The L q -norm of a function f whose qth-power is absolutely integrable on R will be denoted by |f | q , for 1 ≤ q < ∞. The L ∞ -norm of a function f will be denoted by |f | ∞ . Let m be a nonnegative integer; W m, q (R) will denote the Sobolev space consisting of those L q (R)-functions whose first m generalized derivatives lie in L q (R), with the usual norm
The case q = 2 will be denoted by the special notation H m (R). The norm H m (R) will be denoted by ||f || m . The norm ||f || W m,q (R) + ||f || H m (R) will be denoted by the abbreviation ||f || W m,q (R)∩H m (R) .
Let X be a Banach space, T be a positive real number and 1 ≤ p ≤ +∞. Then L p (0, T ; X) denotes the Banach space of all measurable functions u :
will be employed for the functions:
This Banach space will be equipped with the norm
The space B 0,0 T will be abbreviated by B T ; its norm is that of
and C(0, ∞; X), respectively. The functionf will denote the Fourier transform of f, i.e.,f
Finally, for convenience, in equation (1.1)
2 will be denoted by α 4 .
Formal transformations and main results
The formal result stated in the Introduction is a particular case of the following more general formal result [6] , [9] . 
Let u(x, t) be defined in terms of v(x, t) by
Then u(x, t) solves
The function f (x, t) has the following explicit form:
where F (u) = P (x, u)P (x, u) and primes denote Fréchet differentiation
or more explicitly
By applying Proposition 2.1, a simple calculation shows that u = v + εP (v) solves (2.9) 
dydx.
Replacing in (3.7) y by y − ix/(2t 
Proof. We consider the nonlinear terms on the right-hand side of equation (1.1) as an external force. Formally, taking the Fourier transform of equation (1.1) with respect to the spatial variable x, we find
whereF (y, τ ) is the Fourier transform of the terms
Hence, (3.10)
where λ 1 (x, t) and λ 2 (x, t) are defined in Lemma 3.1 and
Assuming that u 0 and u 1 lie in C 1 (R), it follows that the operator A maps a function u ∈ B 1,0 T into itself. In fact, from (3.10) one deduces that (3.12)
where λ 3 (x, t) is defined in Lemma 3.1. If T is chosen small enough, A is a contraction mapping of a ball centered at the origin in B ≤ R, applying (3.1) and (3.2) in (3.11), and (3.2) and (3.3) in (3.12) shows that
where the constant C(R) depends on the norms of λ 1 , λ 2 and λ 3 and 0 ≤ t ≤ T. Hence the theorem is proved. Now we will show that for any given initial data u 0 and u 1 , we can choose a small = (u 0 , u 1 ) > 0, such that the corresponding solution of the equation (1.1) exists globally. 
Proof. By Theorem 3.2, for some suitable initial data u 0 and u 1 , there exists a local solution of the initial value problem (1.1)-(1.2). Suppose that there exists an
Let N be chosen such that
where 
Using the Cauchy-Schwarz inequality, we have
Using these inequalities in (3.17), we find
where L = (12α 1 +32|α 2 |+8|α 3 |+|α 4 |). Because of the hypothesis (3.16), the above yields 
which is a contradiction. Note that there is no finite limit point for the sequence {T N } ∞ 0 . Otherwise, Lemma 3.1 and the boundedness of L ∞ would lead again to a contradiction. Hence, for given initial data u 0 and u 1 , there exists 0 > 0 and a constant C, which only depend on the initial data u 0 and u 1 such that
for any t > 0. Therefore, for some suitable small 0 > 0, the solutions of the initial value problem (1.1)-(1.2) exist globally.
From the estimate (3.18), it follows that
, and their limits as t → ∞ exist, the limits must be zero. Using
as well as the fact that the right-hand side of this inequality tends to zero as t → +∞, the result follows.
For convenience, we will simply write 0 as in the rest our statements. 
Proof. We multiply (1.1) by −2u xx and integrate the resulting equation over R.
After integration by parts, we find
Similarly, we multiply (1.1) by 8u 3 and integrate the resulting equation over R. After integration by parts, we find
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Adding (3.21) and (3.22), and then using Young's inequality, we derive the following inequality:
By Corollary 3.3, there exists a positive value T such that for t ≥ T,
For t ≥ T, we obtain
, and
. Because of (3.24), it follows that
for t > τ and τ ≥ T. Hence,
for τ large enough. Since Γ(t) ∈ L 2 (R + ), the left-hand side of the above inequality can be made as small as desired by choosing τ large enough, and thus we obtain the desired result
In order to obtain (3.20), we choose T sufficiently large so that for t ≥ T the inequality (3.24) yields
Integrating this relation over the temporal interval [t, +∞) for t ≥ T, it follows that
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and hence using equation (3.25) we find
The proof of the lemma is thus complete. 
Moreover,
The proof of the Lemma 3.5 depends on several lemmas which will be presented shortly. Let u be the solution (1.1) with the initial condition (1.2). It will be assumed throughout the remainder of this section that the hypotheses of Lemma 3.5 hold.
Let
u(s, t)ds and U = log(v).
Then, v satisfies the following nonhomogeneous diffusion equation:
Note that, for any
u(s, t)ds), and thus
Since
Next, we will show that the inequalities (3.29) hold uniformly in T . In this respect the following lemma is useful.
Lemma 3.6. Let v(x, t) satisfy equation (3.27). Then
Proof. We will first prove the second inequality in (3.30), i.e.,
If 0 ≤ T ≤ t, the solution v of (3.27) satisfies the integral equation
where
and
The proof of the second inequality consists of three parts, (a), (b), and (c). Part (a) involves bounding the term
, while parts (b) and (c) involve bounding the term α 1 u ss + α 2 uu s and
. Hence, the third term in the double integral of equation (3.31) can be bounded from above by
Hence, for T sufficiently large,
(b) For T > 0 such that (3.32) is valid, the first two terms in the double integral of equation (3.31) are bounded from above by
where C = max{|α 1 |, |α 2 |}.Using the Cauchy-Schwarz inequality, it follows that (3.33)
for some constant C, it follows that
For t ∈ [T, 2T ], using the Cauchy-Schwarz inequality, it follows that (3.35)
and the last term in (3.35) tends to zero as T → +∞, because of Lemma 3.4. For t > 2T and τ ∈ [t/2, t], using the inequality in (3.35) we find (3.36)
Since t > T, the second term on the right-hand side of the last inequality tends to zero as T → +∞. The other term in (3.36) can be bounded from above by
The inequality (3.24), derived in Lemma 3.4, yields
Using (3.38), it follows that
, for some positive constant C. In the last step in (3.39), we have used the elementary inequality
2 . Using (3.39) in (3.37), we find that for t > 2T,
Combining (3.40) with (3.36), it follows that for t > 2T,
Using Lemma 3.4 and the fact that |u
Hence, for a suitable large T > 0, we conclude that the first two terms in the double integral of equation (3.31) are bounded above by (3.42)
Replacing vu 3 by v x u 2 and integrating by parts, the last term in the double integral of equation (3.31) becomes (3.43)
Following the arguments of part (b), it can be shown that for some suitable large T ,
Applying the Cauchy-Schwarz inequality to the second term in (3.43), it follows that (3.45) 
Using (3.32), (3.42), (3.44), (3.48) and (3.49), it follows that for T sufficiently large, and any t ≥ T, 
By the estimates (3.32), (3.42), (3.44) and (3.48), it follows that
Hence, since v is uniformly bounded,
Hence,
S(x, t).
We definite m by (3.53)
It is possible to choose M sufficiently large, so that for
. This is possible because v(x, t) is uniformly bounded and M is fixed. The definition of S(x, t), as well as the equation
Using (3.52), we find
The lemma is proved.
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Note that
is uniformly bounded and is away from zero (see Lemma 3.6); thus, in order to prove Lemma 3.5, one only needs to prove the same results for v x (x, t).
We differentiate equation (3.27) with respect to x and let W (x, t) = v x (x, t). The function W (x, t) satisfies the following nonhomogeneous diffusion equation:
Replacing vu 3 by v x u 2 , we find (3.56)
Let T > 0 be fixed, and let W (x, t) be a solution of (3.56) with the initial data
Hence, for t > T,Ŵ (ξ, t) solveŝ
Thus,
We first note that |v(·, t)| ∞ is uniformly bounded, and also
By Parseval's theorem, the first term on the right-hand side of the inequality (3.58) is bounded from above by
Making the substitution ξ =
, and applying the Dominated Convergence Theorem, we find (3.59)
2 dη = (8π)
Now we estimate the terms in the double integral in (3.58). It is expected that these terms decay faster than the term in (3.58). This fact will be proved through several lemmas. The first one is for the term g 1 (x, t).
Lemma 3.7. Let W (x, t) = v x (x, t) satisfy equation (3.56). Then
where C i (T ) → 0 as T → +∞, for i = 1, 2, and 3.
Proof. By the definition of g 1 (x, t), the left-hand side of (3.60) is bounded from above by the following two terms:
, by Parseval's theorem, the first term on the right-hand side of (3.61) is bounded by
, using Parseval's theorem, the fact that v is uniformly bounded, and the elementary inequality |u
Furthermore, using Hölder's inequality, and the fact that
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By using Parseval's theorem and the fact that |u x (·, τ)| 2 2 ∈ L 1 (R + ), the second term on the right-hand side of (3.61) is bounded by (3.64)
Combining the results (3.62), (3.63), and (3.64) yields the result (3.60), and therefore the proof of the lemma is completed.
Next, we will estimate the last term g 3 (x, t) in (3.58).
Lemma 3.8. Let W (x, t) = v x (x, t) satisfy equation (3.56). Then, for any given
where C i (T ) → 0 as T → +∞ for i = 1 and 4.
Proof. First, using the fact that max x>0 x 2 e −tx = 4/(t 2 e 2 ), it follows that
For τ ∈ [T, t/2], using (3.66), Parseval's theorem, and then the fact that |u(·, τ)| 
Note that for any given δ > 0 and |ξ| ≤ 1, 
Hence, using (3.68) and (3.69), we find (3.70)
Using the elementary inequality max x>0
we find
where α = 
where we have renamed δ = α/2.
Hence, using Parseval's theorem and the inequalities
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It follows from (3.73) that for τ ∈ [t/2, t],
where in the last inequality we have used the result in Lemma 3.4, the estimate
as well as the fact that
Combining (3.70), (3.72) and (3.74), it follows that for τ ∈ [t/2, t], (3.75)
Hence, the lemma is proved.
Finally, we estimate the last term g 2 (x, t) in (3.58).
Lemma 3.9. Let W (x, t) = v x (x, t) satisfy the equation (3.56) . Then for any given small δ > 0,
Proof. By considering the maximum value of the function xe −tx for all x ≥ 0, we obtain the elementary inequality
.
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The use of (3.77) shows that (3.78)
For τ ∈ [T, t/2], in analogy with (3.35) and (3.40) of Lemma 3.6, we have
where C 1 (T ) → 0 as T → +∞ (because of (3.25) in Lemma 3.4 and the fact that
For τ ∈ [t/2, t] and any given small δ > 0, using Hölder's inequality we find (3.80) 
It follows from (3.80) and (3.81) , that for τ ∈ [t/2, t],
where we have renamed the δ in (3.82). Hence the lemma is completed.
The Proof of Lemma 3.5. Using (3.60), (3.65) and (3.76) in (3.58), we find that for T > 0 and sufficiently large,
We choose T > 0 sufficiently large so that C 3 (T ) ≤ 1/2. It then follows from (3.83) that
From the earlier remark, this is equivalent to
Using (3.85) and (3.19), we find
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Using the new result |u
Returning to the proof of Lemma 3.4 once more, we deduce
With these new results, (3.63) in Lemma 3.7 is bounded above by C 2 (T )t −1/4 . Hence, Lemma 3.7 is amended as follows:
Using (3.90) in (3.71), the expression (3.72) in Lemma 3.8 is bounded above by C 4 (T )t −1/4 . Hence, Lemma 3.8 is amended as follows:
Finally, the expression (3.81) in Lemma 3.9 is bounded above by C 4 (T )t −1/4 . Hence, Lemma 3.9 is amended as follows:
Using (3.91), (3.92) and (3.93) in (3.58), for T > 0 sufficiently large such that C 3 (T ) ≤ 1/2, we have
for t > T, and the proof of Lemma 3.5 is completed.
Corollary 3.10. Let u be the solution of the initial-value problem for equation (1.1) with initial data (1.2).
Then there exist constants C 1 and C 2 , which are independent of t, such that
Proof. First, taking the Fourier transform of equation (1.1) with respect to the spatial variable x, we obtain (3.94)û (y, t) = e −y 2 t−i α 1 y 3 tû (y, 0)
Note that by Lemma 3.5,
Similarly, it can be shown that, for some constants C,
Using (3.94), (3.95), (3.96), and the fact that max ξ>0 ξe
, it follows that
By Corollary 3.3, it can be shown that
Hence, (3.94) yields
For T > 0 sufficiently large, using (3.24), we find
Using Parseval's theorem, we can obtain the following:
2 ≤ C; in the above, we have made used of the inequalities
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for all t ≥ 0. In order to derive the second result of the corollary, we differentiate equation (1.1), we multiply the resultant equation by 2u xxx and then integrate with respect to x over R. After integration by parts, we obtain
Using the Cauchy-Schwarz inequality, as well as the elementary inequalities
We choose T > 0 sufficiently large such that for t > T,
Then for t > T, using (3.101) and |u(·, t)| 2 ≤ Ct −1/4 , we find 
Choosing α = 5 2 and using Parseval's theorem, we find
for t > T, thus the proof of the lemma is completed.
Rigorous methodology
In this section, we will show how to select a solution of the integrable equation (1.4) in order to approximate a solution of the initial value problem (1.1)-(1.2) .
Let v(x, t) be the solution of equation (1.4) , or
with the initial condition v(x, 0) defined by
Then, from Section 2 we know thatũ(x, t) will solve the equation
with the initial data (4.2); thus
In (4.4a), the function f has the form (2.12). 
Before we prove Theorem 4.1, we prove some decay estimates on the solutionũ.
Then w has the following properties:
Proof. See [1] , and see also [2] . 
If ε is sufficiently small, the corresponding solution w of (4.5) and (4.6) satisfies
w(x, t) < ∞.
Proof. Formally taking the Fourier transform of equation (4.5) with respect to the spatial variable x, and taking the inverse transform after solving the relevant ordinary differential equation, we find 
The solution of (4.5)-(4.6) can be represented as (4.13)
. The function G satisfies (4.14)
It follows from Lemma 4.2 and (4.14) that (4.15)
Because m = min x∈R {w 0 (x)} > 0, using (4.15) and (4.14) in (4.13) implies that 
Then,ũ(x, t) has the following properties:
,
Proof. The estimates (4.18) follow directly from Lemma 4.4 and the definitioñ u(x, t) = v + εP (v). Using (4.18) and the definition of f (ũ(x, t)) in (2.12), we find
The corollary is then proved.
The Proof of Theorem 4.1. Let u(x, t) be the solution of equation (1.1) with the initial condition (1.2). By using the Cole-Hopf transformation
y dy . Letũ(x, t) be the solution of equation (4.4a) with the initial condition (4.4b). If Finally, by using (4.29), the second term in the second double integral in (4.22) is bounded from above by We multiply equation (4.21) by 2Z xx , and then integrate the resultant equation with respect to x over R; after integration by parts, we find 
