Optical endomicroscopy (OEM) is an emerging technology platform with preclinical and clinical imaging utility. Pulmonary OEM via multicore fibres has the potential to provide in vivo in situ molecular signatures of disease such as infection and inflammation. However, enhancing the quality of data acquired by this technique for better visualization and subsequent analysis remains a challenging problem. Cross coupling between fiber cores is one of the main reasons of poor detection performance (i.e., inflammation, bacteria, etc.). In this work, we address the problem of deconvolution and restoration of OEM data. We propose and compare four methods, three are based on the alternating direction method of multipliers (ADMM) and one is based on Markov chain Monte Carlo (MCMC) methods. Results on both synthetic and real datasets illustrate the effectiveness of the proposed methods.
I. INTRODUCTION
Pneumonia is a major cause of morbidity and mortality in mechanically ventilated patients in intensive care [1] . However, the accurate diagnoses and monitoring of suspected pneumonia remains challenging [2] . Current methodologies consist of culturing bronchoalveolar lavage fluid (BALF) retrieved from bronchoscopy, but this often takes 48 hours to yield a result which still has low specificity and sensitivity [3] . Structural imaging with X-ray or computed tomography (CT) scans are also often non-diagnostic. An emerging methodology being developed by our group [4] [5] [6] [7] is to deploy molecular optical imaging to delineate bacteria or inflammatory processes. Bacteria labelled with chemical SmartProbes are detectable with optical endomicroscopy (OEM) in the distal lung [5] . These SmartProbes bind to the bacteria and generate a fluorescent signal when imaged using a fluorescent OEM system. Several candidate smartprobes have been designed to target neutrophil recruitment in inflammation [6] , bacterial detection [5] and fibrogenesis [7] in conjunction with OEM. OEM can be based upon widefield [4] or scanning/confocal systems. Confocal endomicroscopy provides optical sectioning allowing higher contrast imaging as tissue background fluorescence is largely suppressed [4] . Commercial confocal fiber optic imaging devices, such as the Cellvizio system developed by Mauna Kea [8] [9] provide sparse and usually irregularly-spaced intensity readings of the scene, due to the irregular packing of the fiber cores. Fluorecsently labelled bacteria are small relative to the size of the individual optical fibres, so individual stained bacteria are only visible by single fibres, which then tend to be brighter than their immediate neighbours [10] .
One of the main challenges of OEM images is enhancing the restoration of the signals at the receiver for better image visualization and/or subsequent analysis. Fiber core cross coupling is one of the main reasons for image degradation in this type of imaging; it causes blurring in the resulting images, whose restoration is formulated as an inverse problem. We will discuss in detail cross coupling effect in Section II. In image deconvolution and restoration, a noisy observation vector y (vectorized image), of vectorized image of an original intensity vector x, is modelled by the following linear model
where A is the matrix representation of a convolution operator which can model different degradations, such as relative motion between the camera and the subject (motion blur), bad focusing (defocusing blur), fiber cores in microscopy, among others (see examples in [11] ). In
(1), the vector w stands for additive noise modelling observation noise and model mismatch and is assumed to be a white Gaussian noise sequence. We specify the dimensions of the variables later in the text depending on the reconstruction method.
The problem of estimating x from y is called a linear inverse problem (LIP); for most scenarios of practical interest, this is an ill-posed LIP (IPLIP), i.e., the matrix A is singular or very ill-conditioned. Consequently, this IPLIP requires additional regularization (or prior information, in Bayesian inference terms) in order to reduce uncertainties and improve estimation.
In [12] - [14] , the problem of estimating x, given y is formulated as an unconstrained optimization problem as follows
where φ(·) is the regularization function, . 2 is the common 2 -norm, and λ ∈ R + is a regularization parameter. For solving problems of the form (2), state-of-the-art algorithms potentially belonging to the iterative shrinkage/thresholding family [12] - [14] can be used. In [13] , [15] , the unconstrained problem in (2) is solved by an algorithm called split augmented
Lagrangian shrinkage algorithm (SALSA) which is based on variable splitting [16] , [17] . The idea is to transform the unconstrained problem (2) into another equivalent unconstrained one via a variable splitting trick, that can be solved by an augmented Lagrangian (AL) method [18] , such as the alternating direction method of multipliers (ADMM) [19] , [20] .
Alternatively, many studies have considered hierarchical Bayesian models to solve the deconvolution and restoration problem [21] - [25] . These models offer a flexible and consistent methodology to deal with uncertainty in inference when limited amount of data or information is available. Moreover, other unknown parameters can be jointly estimated within the algorithm such as noise variance(s) and regularization parameters. As such, they represent an attractive way to tackle ill-posed problems. These methods rely on selecting an appropriate prior distribution for the unknown image and other unknown parameters. The full posterior can then be derived from the Bayes' rule, and then exploited by optimization or simulationbased (Markov chain Monte Carlo) methods.
The main contributions of this work are threefold:
We address the problem of double deconvolution of OEM images. To the best of our knowledge, it is the first time this problem is addressed in a statistical framework.
2) We develop algorithms dedicated to irregularly sampled images which do not rely on strong assumptions on the sampling patterns. The developed methods can thus be applied to a wide range of imaging systems, and multi-core fiber designs.
3) We develop four different methods (three optimization-based and one simulation-based) and compare them using extensive simulations conducted using controlled and real data.
The remaining sections of the paper are organized as follows. Section II formulated the problem of deconvolution and restoration of OEM data. Section III details the four proposed methods. Results of simulations conducted using synthetic and real datasets are discussed in Section IV and Section V, respectively. Conclusions and future work are finally reported in Section VI.
II. PROBLEM FORMULATION Fig. 1 illustrates the concept of cross coupling between fiber cores. If an individual fiber core is illuminated, the neighbouring cores will be affected by a specific percentage of the incident light on the illuminated core. Experimental results in current fiber bundle (which might be different for other bundles) showed that around 60% of the light transmitted through a single core remains on that core, around 25% migrates to the immediate neighbouring cores and around 15% to the further neighbours. shows final system output after adding white Gaussian noise. The linear model in (1) can now be written as
where A in (1) is replaced by CH o in (3), where
the observed vectorized data matrix (N represents the total number of pixels in the image),
represents number of fiber cores in the image); a value of one is assigned to the pixels representing the central fiber core locations and zero otherwise, H ∈ R N 1 ×N 1 is the first convolution operator representing cross coupling between fiber cores, D T ∈ R N ×N 1 is the transposed decimation matrix, and C ∈ R N ×N is the second convolution operator representing spatial blurring on each core. From preliminary results, we propose to model cross-coupling by an isotropic 2D Gaussian kernel applied to the fiber intensities as follows
where d i,j denotes the euclidean distance between the cores (or spatial locations) i and j. From (4), it can be seen that close fiber cores will be more coupled than distant ones. The value of σ 2 H , which controls the amount of cross-coupling (the higher σ 2 H the more coupling) and which is system dependent, is adjusted from preliminary measurements (calibration). Note that other cross-coupling models could also be considered depending on the imaging system used.
The spatial blur affecting each fiber core C is also modelled by a Gaussian spatial filter, as illustrated in Fig. 3 , which shows a background image of the endomicroscopy imaging system, and a zoomed-in region of this image, bright and dark areas represent fiber cores and their cladding, respectively. The intensity profile across one line in this image is a series of Gaussian kernels. The variation of their shape and width is due to the variation in core sizes. For simplification, a single Gaussian kernel of a specific size is used, which will simplify the model, and will reduce the computational cost as we will see in Section III-A,
The size of OEM images in our case is 1200 × 800 pixels and these images consist of approximatively 8,000 fiber cores (or measurements). This corresponds to approximately 1.2% of the original pixels. Several approaches can be considered to process these images. Indeed, we can use as input of the deconvolution algorithm either the full observed image or (when the second convolution operator is sufficiently spatially concentrated) a single intensity per core.
Considering the full image is more rigorous but potentially computationally expensive for long image sequences (videos). Similarly, one might want to reconstruct the full image directly (e.g., for visualization purposed) or only estimate the intensities at the fiber core locations.
In this case the estimated full image can be recovered by interpolating the deconvolved subsampled image. Consequently, we propose four methods to solve the image restoration problem, three are optimization-based algorithms and one is a simulation-based method. The convolution operator A in (1) represents the cross coupling between the fiber cores (i.e., A = H o ) if we are processing the central fiber core pixels (y ∈ R N 1 ) and estimating only central fiber core intensities (x ∈ R N 1 ), A = HD if we are processing central core intensities (y ∈ R N 1 ) and restoring a full image (x ∈ R N ), and is equal to A = CH if we are processing the full image (y ∈ R N ) and restoring a full image (x ∈ R N ). Table I gives summarizes the four proposed methods in term of model and input/output parameters.
Each method is named in the following way, input-output-method, where 'I' and 'C' refer to 'Image' and vector representing central fiber 'Core' intensities respectively, whereas 'o'
and 's' refer to optimization and simulation based methods respectively. 
III. ESTIMATION STRATEGIES

A. ADMM-Based Deconvolution via Two Deconvolution Operators (IIo)
Similar to (1), we formulate the problem of deconvolving and restoring an image x from a noisy image y as follows
as in that case A = CD T HD. Estimating x in (5) under positivity constraints (as we expect the recovered intensity image to be positive) can be formulated as
is a regularization whose influence is controlled by λ. In this method, different regularization functions are investigated, including total variation (TV) [26] , and Laplacian [27] regularizations. The Laplacian filter provides the best results in terms of root mean square error (RMSE) and visual quality of the reconstructed image. We observed that the Laplacian regularization, which promotes smoothness by minimizing the second derivatives of the image, generally yields an algorithm which converge faster than when using the TV regularization. The unconstrained version of (6) can be written as
where
is the indicator function which is equal to zero if x i is positive and +∞ otherwise. Given the objective function in (7), we can obtain the following
The optimization problem in (8) can be written in a compact form as follows
The ADMM algorithm for solving (9) is shown in Algorithm 1 where:
is the augmented Lagrangian associated with (9), µ > 0 is a positive parameter which is updated to keep the primal and dual residual norms within a factor of 10 of one another [28] , and The matrix G is full column rank, and the function g(·) introduced in (9) is closed, proper, and convex. Then, T heorem 1 of [20] ensures that, for any µ > 0 , if (9) has a solution, say u * , then the sequence {u (k) }, converges to u * . If (9) does not have a solution, then at least one of the sequences {u
The stopping criterion we use is
The algorithmic details for solving (9) are provided in the Appendix.
7: until some stopping criterion is satisfied.
B. ADMM-Based Deconvolution via One Deconvolution Operator (CIo)
Although the model used in the IIo method is more rigorous, it is potentially computationally expensive for long image sequences since it considers full images as input and the output (see Appendix for details). In this method, the second convolution operator C is omitted, we can then summarize the information of each core by a single intensity value. Three ways can be used, either integrating over the intensities of each core, or over a small radius, which results in a reduction in signal to noise ratio (SNR) and/or errors due to the overlapping between the cores, or using central pixel of each fiber core. The later way provides stable representation of each core's intensity since it is less affected by noise and not affected by cores overlap. Following this strategy, the model now becomes
where y ∈ R N 1 , which means that it is a vector representing central fiber core intensities, and x ∈ R N , which means that a full image is restored.
In a similar fashion to the IIo method, we can estimate x in (10) by solving a convex optimization problem using an ADMM-based algorithm. Note that since we consider HD instead of CD T HD, we can use a simpler splitting scheme and thus solve a minimization problem w.r.t. a reduced number of unknown (and in practice with a less computationally demanding algorithm). For this method, referred to as CIo, we used the same Laplacian-based regularization as in IIo.
C. ADMM-Based Deconvolution via One Deconvolution Operator (CCo)
The IIo, and the CIo methods restore a full image which is important for visualization, but is computationally expensive. Moreover, post processing like bacteria detection for instance can only be carried out in core's central pixels, which means that the computation cost can be reduced by only having central core intensities, which are much less than total number of pixels in the image, at both input and output of an algorithm. Hence, the convergence can generally be improved since less number of parameters are required to be estimated. 
In a similar fashion to the IIo method, we can estimate x in (11) by solving a convex optimization problem using an ADMM-based algorithm. Using a variable splitting scheme in this method results in only a single splitting step since we consider H instead of CD T HD in the IIo method and HD in the CIo method, and thus solve a minimization problem w.r.t.
just two unknowns.
The regularization function φ(x) in this method is (up to an additive constant) the negative logarithm of the output image prior considered in the CCs method, e.g.,
where the matrix ∆ is used to correlate the pixels spatially, and will be specified later in the text.
D. MCMC Based Deconvolution via One Deconvolution Operator (CCs)
As mentioned in the introduction, one main disadvantage of the ADMM based methods is the difficulty in choosing the regularization parameter λ. This problem can be overcome by an MCMC method which requires less user supervision. Furthermore, the noise variance can be jointly estimated within the algorithm.
Similarly to the CCo method, the input x ∈ R N 1 and the output y ∈ R N 1 are two vectors representing central fiber core intensities. The noise w is assumed to be additive white noise which is assumed to be an independent and identically distributed (i.i.d) zero mean Gaussian noise with variance σ 2 , denoted as w ∼ N (0, σ 2 I), where ∼ means "is distributed according to" and I is the identity matrix.
1) Hierarchical Bayesian Model: This section introduces a hierarchical Bayesian model
proposed to estimate the unknown parameter vector x. This model is based on the likelihood function of the observations and on prior distributions assigned to the unknown parameters.
Likelihood: (11) shows that y|(x, σ 2 ) ∼ N (Hx, σ 2 I). Consequently, the likelihood function of y can be expressed as
Prior for the underlying intensity field x: For many applications, the intensity values of the scene to be recovered are likely to be spatially correlated. An interesting way to take possibly correlated intensities is to consider Markov random fields (MRF) to build a prior for x. MRFs assume that the distribution of a given intensity x n conditionally to the other intensity values of the image equals the distribution of this parameter conditionally to its spatial neighbours,
i.e., f (x n |x \xn ) = f (x n |x Vn ), where V n is the index set of the neighbours of x n , x \xn denotes the vector x whose element x n has been removed, and x Vn is the subset of x composed of the elements whose indexes belong to V n . In this work, we specify f (x n |x Vn ) as
where d n,n denotes the distance between the spatial locations n, n and γ 2 controls the global correlation between intensities, and 1 R + (x) is the indicator function defined on the positive set of x. Equation (13) promotes smooth intensity variations between neighbours while ensuring that the prior dependence between neighbours decrease as d n,n increases. In this work d n,n is the standard euclidean distance, but other distances could be used (e.g., distances on manifolds). It can be shown that the resulting joint prior f (x|γ 2 ) can be expressed as
and d = rank(∆).
Prior for the noise variance σ 2 : A conjugate inverse-Gamma IG prior is assigned to the
where α = 10 is fixed, while the hyperparameter β is jointly estimated within the algorithm.
Prior for the hyperparameter β: The hyperparameter associated with the parameter prior defined above is assigned to a Gamma distribution:
(η, ν) where α 0 and β 0 are fixed and user-defined parameters which might depend on the dynamics of the image to be recovered. In this work, we fixed (α 0 , β 0 ) = (10, 0.1).
Prior for the hyperparameter γ 2 : To reflect the lack of prior knowledge about the regularization parameter γ 2 in (14), the following weakly informative inverse-Gamma prior is assigned to it.
where (η, ν) are fixed to (η, ν) = (10 −3 , 10 −3 ). The next section derives the joint posterior distribution of the unknown parameters associated with the proposed Bayesian model and studies an MCMC methods to sample from this posterior. These samples can then be used to approximate appropriate Bayesian estimators.
Joint posterior distribution: Assuming the parameters x and σ 2 are a priori independent, the joint posterior of the parameter vector θ = {x, σ 2 } and hyperparameters φ = {β, γ 2 } can be expressed as
The directed acyclic graph (DAG) summarizing the structure of proposed Bayesian model is depicted in Fig. 4 . In this work, we propose to sample sequentially the elements of θ and φ using moves that are detailed below.
Sampling the intensity field x: From (19), since the prior (14) is conjugate to the Gaussian distribution, the full conditional distribution of x is given by
Sampling from (21) can be achieved efficiently by using the Hamiltonian method proposed in [31] .
Sampling the noise variance σ 2 : By cancelling out the terms that don't depend on σ 2 from the posterior in (19) , its conditional distribution can be written as
Sampling the hyperparameter β: It can be easily shown that β can be sampled from the following Gamma distribution
Sampling the hyperparameter γ 2 : In a similar fashion to the noise variance, γ 2 can be sampled from the following inverse-Gamma distribution
The algorithm for generating samples asymptotically distributed according to the posterior using Gibbs sampler is shown in Algorithm 2.
The posterior mean or minimum mean square error (MMSE) estimator of x can be approximated byx 
where the samples from the first N bi iterations (corresponding to the transient regime or burnin period, which is determined visually from preliminary runs) of the sampler are discarded.
IV. SIMULATIONS USING SYNTHETIC DATA
The performance of the proposed methods is investigated by reconstructing a standard test image. A subsampled version of this image is obtained by considering the sampling pattern of an actual endomicroscopy system, as illustrated in Fig. 5 . This figure provides an example of a homogeneous region imaged through a PROTEUS fiber bundle. Such image is used for calibration and to identify the number and positions of the fiber cores. C is fixed to σ 2 C = 2.2 in all the simulations. We have applied the proposed methods to reconstruct the full image (as in Fig. 6(a) ) from the convolved and noisy measurements (either the full image as in Fig. 6(b) or from the measured intensities at the core locations). For the methods estimating only the core intensities, a linear interpolation is then applied to recover the full images.
The performance discriminator adopted in this work to measure the quality of the deconvolved fiber cores is the root mean square error (RMSE), which is computed using intensities at the core locations using (27) where x and x are the subsampled reference Lena image and its deconvolved version respectively.
In the following subsections, we present the results of the IIo, and CIo methods. The results of the CCo, and CCs methods are fairly similar to those of the CIo method. In Fig. 8 , we show a plot of RMSE (in log-scale) before and after deconvolution between the deconvolved central fiber core intensities and the original central fiber core intensities from the Lena image, versus σ 2 H at σ 2 N = 10. We can observe that the method is very effective since the RMSE after deconvolution is always much lower than that before deconvolution.
Moreover, the gain increases with cross coupling. Fig. 9 (a) and vice versa in Fig. 9(b) . In Fig. 9(a) , we can observe that the behaviour at σ 2 H = 1, 5, 10 and 15 is almost the same. In Fig. 9(b) , we can observe that RMSE is fairly constant as σ The RMSE of the algorithm output images are similar to those obtained by the IIo method at which it is roughly constant as σ 2 N increases at constant σ 2 H or vice versa. In Fig. 10 , we show a plot of RMSE (in log-scale) before and after deconvolution between the deconvolved central fiber core and the original central fiber core intensities from the Fig. 11(a) , we can observe that as σ 2 N increases, RMSE increases. Moreover, the behaviour at σ 2 H = 1, 5 and 10 is roughly similar. In Fig. 11(b) , we can observe that the RMSE is roughly constant as σ 
C. Comparison
In this section, we compare the four proposed methods for deconvolution and restoration of OEM images. The comparison is conducted in terms of RMSE between the central fiber cores before and after deconvolution, as well as in terms of computation time. The experiments were conducted on ACER core-i3-2.0 GHz processor laptop with 8 GB RAMS. Although the IIo method is the best in terms of RMSE, it is the most computationally expensive method. This method involves the successive optimization of eight objective functions with respect to high dimensional variables at each iteration as shown in the appendix.
The CIo method comes on the second, then the CCs, and lastly, the CCo, at which the computation time is fractions of a second. So, there is a trade off between the deconvolution and restoration quality and the computation time.
There are two main reasons for the slow convergence of the ADMM-based algorithm (IIo and CIo), the data size either at the input or the output of the algorithms, where many pixels need to be estimated and the nature of the problem, since it is still an ill-posed problem.
Despite the relatively high computation time of the CCs method, it is a parameter free method compared to the ADMM based methods for which the regularization parameter λ should be chosen carefully.
Since the model y = CH o x + w is considered as the best in terms of RMSE, but the worst in term of computation time, other methods can be considered, instead of the ADMM method, to reduce the computation time (i.e., gradient descent, primal dual [32] , etc.). 
D. Robustness
To test the robustness of the proposed methods, we create the data using a specific σ 2 H and we deconvolve using different values. Following this strategy, we create the data using Fig. 13(a) , we can observe that the noise variance has no effect on the deconvolution as RMSE is constant at fixed σ 2 H . In Fig. 13(b) , there is a linear relationship between RMSE and σ We observe that deconvolution using the value we created the data with (σ 2 H = 10) yields the minimum RMSE. Moreover, RMSE after deconvolution is always lower than that before deconvolution except for σ 2 H = 14 at which it is higher. 
V. SIMULATIONS USING REAL DATA
The performance of the proposed methods has been evaluated on two real datasets; the 1951 USAF resolution test chart and Ex-vivo human lung tissues. Plots of reconstruction error RE = y − Ax 2 2 versus regularization parameter λ are considered for the IIo, CIo, and CCo methods, since ground truth is not available for the data. A 2D generalized Gaussian distribution with zero mean is considered for the cross coupling convolution operator H, e.g.,
where, from preliminary analysis, α and β are fixed to 4 and 0.8 respectively. Linear interpolation of deconvolved cores are considered for the CCo and CCs methods, which is compared with non-linear interpolation (based on Gaussian process regression 'GPR') [33] , since it can provide confidence intervals for each interpolated pixel.
For the CCo and CCs methods, more general conjugate priors, such Gaussian Process (GP)
based priors, could be used. A classical choice consists of considering a zero-mean GP with covariance matrix ∆ defined as
where d(z i , z j ) denotes the euclidean distance between the cores (or spatial locations) z i and z j , and σ 2 f is the maximum allowable covariance. Note that z i here is a 2-dimensional vector representing the ith fibre core location in the image. If d(z i , z j ) is very small, then ∆(z i , z j ) approaches its maximum σ 2 f . Now if z i is distant from z j , we have instead ∆(z i , z j ) ≈ 0, i.e. the two points are considered to be a priori independent. So, for example, during interpolation at new z * location, distant cores will have negligible effect. The amount of spatial correlation depends on the length parameter, . The values of σ 2 f and 2 are optimized by maximum likelihood estimation of the vector to be interpolated [33] . Precisely, once the core intensities have been estimated using CCo or CCs, σ 2 f and 2 are obtained by maximizing
T contains all the positions of all the observed cores (whose estimated intensities are gathered in x). If we now consider a new spatial location z * for which we want to predict the intensity x * , the GP can be extended as follows
Eq. (31) shows that the conditional distribution of each predicted intensity given the previously estimated intensities (output of CCo or CCs), follows a Gaussian distribution x * |x ∼ N (µ, Σ) whose mean and variance are given by
The mean in (32) is finally used to estimate each interpolated intensity, while the variance is used to provide additional information (uncertainty) about the interpolated intensity values. 
A. 1951 USAF resolution test chart
The 1951 USAF chart is a resolution test pattern set by US Air Force in 1951. It is widely accepted to test the resolution of optical imaging systems such as microscopes, cameras and image scanners [34] . Fig. 15(a) shows the original USAF resolution test chart used in the project. The resulting image obtained by fiber bundle is shown in Fig.15(b) which is of size 760 × 760 and is composed of 7776 fiber cores, a linear and non-linear (based on GPR)
interpolations of central cores are presented in Fig.16 . We can observe the blurring which is caused by the cross coupling effect as well as the sparsity of the data. The idea now is to compensate for fiber core cross coupling.
1) IIo:
The result of the IIo algorithm corresponding to λ = 1 × 10 −5 is presented in Fig. 17(a) . The size of the Gaussian blurring kernel associated with fiber core size is fixed to 11 × 11 and σ 2 C = 2.2. We can observe that the USAF pattern is not resolved at all. This is most probably because of the variation in core sizes. Fig. 19a shows a plot of RE versus different regularization parameters λ. We can observe that there is a small variation in RE for different λ in addition to its high value.
2) CIo, CCo, and CCs: The output of the CIo, CCo, and CCs algorithms is very similar. Fig. 17(b) shows an example of one of the output images using linear interpolation. The set of bigger bars is now better resolved and the overlap between them is reduced. The small set of bars which is at the bottom could not be resolved, which gives an indication about the resolving resolution of our endomicroscopy system. Fig. 18(b) shows non-linear interpolation of deconvolved cores using GPR. It is showing similar results to linear interpolation, however it is providing more information about the confidence interval of each pixel as shown in Fig. 18(a) . We can observe that as we go away from central cores, the confidence of the interpolated intensities decreases and vice versa. A plot of RE versus different regularization parameters λ for the CIo and CCo methods is illustrated in Fig. 19(b) . We can observe that there is a linear relationship between RE and λ. We also noticed that as λ increases, the deconvolved image becomes more smooth. For the CCs method, a chain of 1500 including 500 iterations as burn period is considered. The RE of this method is RE = 5.7. 
B. Ex-vivo human lung tissues
Ex-vivo measurements of human lung tissues were collected using our OEM system [4] . 1) IIo: Fig. 22(a) shows the output of the IIo algorithm corresponding to λ = 0.1. Although the pattern is identified, it is not resolved. This is most probably because of the variation in core sizes as we have already mentioned in the USAF pattern. Fig. 24(a) shows a plot of RE versus different regularization parameters λ. We can observe that there is fairly a constant relationship between RE and λ in addition to the high RE.
2) CIo, CCo, and CCs: Similar to the USAF resolution test chart results, the output of the CIo, CCo, and CCs algorithms is very similar. Fig. 22(b) shows an example of one of the output images using linear interpolation. Lung structure is now resolved and more identified than before deconvolution. Non-linear interpolation using GPR is shown in Fig. 23(b) which gives a more refined structures than linear interpolation. Furthermore, GPR provides more information about confidence intervals as shown in Fig. 23(a) . We can observe that as we go away from central cores, the confidence of the interpolated intensities decreases and vice versa. A plot of RE versus different regularization parameters λ for the CIo and CCo methods is illustrated in Fig. 24(b) . We can observe that there is a linear relationship between RE and λ. We also noticed that as λ increases, the deconvolved image becomes more smooth. For the CCs method, a chain of 1500 including 500 iterations as burn period is considered.
VI. CONCLUSION
This work investigated three optimization and one simulation based algorithms to deconvolve and restore optical endomicroscopy images. Different approaches have been considered.
One might want to reconstruct the full image directly or only estimate the intensities at fiber core locations, in this case the estimated full image can be recovered by interpolating the deconvolved subsampled image. Extensive simulations conducted on both synthetic and real datasets showed good performance for the proposed methods. All of the methods showed a fairly linear relationship between RMSE and noise variance for a given cross coupling level, and a constant relationship between RMSE and cross coupling levels at constant noise variance. We observed a trade off between the deconvolution and restoration quality and the computation cost of the algorithms. The IIo method showed the lowest RMSE compared to the rest of the methods, but is the most computationally expensive method. The CCo method showed the lowest computation cost with a reasonable performance degradation. As a future work, we propose to consider temporal information while deconvolving, consider different deconvolution kernels based on core size, test different priors for the CCs method, and compare the performance of bacteria detection on raw and deconvolved data.
where |P | 2 is the matrix with the squared absolute values of the entries of P .
In order to compute v 3 , the optimization problem to solve is
