How the central nervous system (CNS) controls many joints and muscles is a fundamental question 2 in motor neuroscience and related research areas. An attractive hypothesis is the module hypothesis: 3 the CNS controls groups of joints or muscles (i.e., spatial modules) while providing time-varying motor 4 commands (i.e., temporal modules) to the spatial modules rather than controlling each joint or muscle 5 separately. Another fundamental question is how the CNS generates numerous repertories of movement 6 patterns. One hypothesis is that the CNS modulates the spatial and/or temporal modules depending 7 on the required tasks. It is thus essential to quantify the spatial module, the temporal module, and 8 the task-dependent modulation of those modules. Although previous methods attempted to quantify 9 these aspects, they considered the modulation in only the spatial or temporal module. These limitations 10 were possibly due to the constraints inherent to conventional methods for quantifying the spatial and 11 temporal modules. Here, we demonstrate the effectiveness of tensor decomposition in quantifying the 12 spatial module, the temporal module, and the task-dependent modulation of these modules without such 13 limitations. We further demonstrate that the tensor decomposition provides a new perspective on the 14 task-dependent modulation of spatiotemporal modules: in switching from walking to running, the CNS 15 modulates the peak timing in the temporal module while recruiting proximal muscles in the corresponding 16 spatial module.
commands (i.e., temporal modules) to the spatial modules rather than controlling each joint or muscle 23 separately. One possible answer to question 2) is that the CNS modulates the spatial and/or temporal 24 module depending on the required tasks. It is thus essential to quantify the spatial module, the temporal 25 module, and the task-dependent modulation of those modules. Here, we demonstrate the effectiveness of 26 tensor decomposition in quantifying the modules and those task-dependent modulations while overcoming 27 the shortcomings inherent to previous methods. We further show that the tensor decomposition provides 28 2 Results 119 2.1 Tensor decomposition 120 We applied tensor decomposition to investigate the task-dependent modulation of the spatiotemporal 121 module inherent to the joint angle and EMG data. The differences between the tensor decomposition 122 and the matrix decomposition are in how one makes the original data able to be analyzed and the obtained 123 results. For the tensor decomposition, the original data consist of a 3-dimensional array in the current 124 study. Notably, an array with greater than 3 dimensions is available for tensor decomposition. The array 125 consists of the joint or muscle sequence (S columns in Fig. 1a ), the temporal series (T rows in Fig. 1a ), 126 and the task sequence (K slices of the S ×T matrices in Fig. 1a ). Throughout this study, the word "task" 127 broadly indicates motion under all types of conditions (i.e., walking or running at different speeds) for 128 all subjects. The tensor decomposition enabled the extraction of not only spatial and temporal modules 129 but also task-dependent modulations of those modules (Fig. 1a ). Throughout this study, we use bar 130 graphs to denote spatial modules, line plots to denote temporal modules, and circular dots to indicate 131 the task-dependent modulations, as denoted in Fig. 1 , following a previous study [16] . 132 We focus on CP decomposition throughout this paper. In CP decomposition, the (i, j, k)th element 133 of the tensor data X ∈ R S×T ×K , X i,j,k , is approximated as
where S, T , and K indicate the number of joint angles or muscles, the number of time frames, and the 135 number of tasks, respectively; R is the number of modules and components to be determined a priori ; 136 w i,r indicates the ith element of the rth spatial module w r ∈ R S×1 ; p j,r indicates the jth element of the 137 rth temporal module p r ∈ R T ×1 ; t k,r indicates the kth element of the rth task component t r ∈ R K×1 138 (Fig. 1a) ; and λ r indicates the scaling factor for the rth component under the conditions w T r w r = 1, 139 p T r p r = 1, and t T r t r = 1. λ r indicates the contribution of the rth tensor to explain original tensor data.
140 Data at the kth task can be approximated as
which indicates that spatiotemporal modules are common across all the tasks and that the recruitment 142 patterns of those modules are modulated depending on t k,r . The spatial modules, temporal modules, and 143 task components are estimated to minimize the squared error between the original tensor data and the 144 decomposed data
with some constraints on λ r ≥ 0, w i,r , p j,r , and t k,r . There are no constraints for the analysis of 146 joint angle and non-negative constraints for the analysis of the EMG data (i.e., w i,r ≥ 0, p j,r ≥ 0, 147 and t k,r ≥ 0). Throughout this study, we determined R as the minimum number of modules and 148 components that explained more than 70% of the variance of the original data. Although we relied on 149 the variance as a measure to determine R, following previous studies using matrix decomposition, we also 150 demonstrated a common measure to determine R in tensor decomposition, with the fitting error defined
In contrast to tensor decomposition, the matrix decomposition (e.g., PCA or NNMF) enabled the 153 extraction of the spatial module and task-dependent modulation of only the temporal module when we 154 4 analyzed S ×(T ×K) matrices ( Fig. 1b ). In the decomposition, the matrix Z ∈ R S×(T ×K) is decomposed
in which S, T , and K indicate the number of joint angles or muscles, the number of time frames, and 157 the number of tasks, respectively; R is the rank to be determined a priori ; w r ∈ R S×1 indicates the rth 158 spatial module; and p r ∈ R (T ×K)×1 indicates the rth temporal module modulated in a task-dependent 159 manner ( Fig. 1b ). Similar to tensor decomposition, we determined R as the minimum number of modules 160 and components that explained more than 70% of the variance of the original data. In PCA, there are 161 orthogonality restrictions among spatial modules: w T i w j = 0 when i ̸ = j. In NNMF, there are no such 162 orthogonality restrictions with non-negative constraints (i.e., w i,r > 0 and p j,r > 0). After the analysis, we 163 were able to consider how to evaluate the task-dependent modulations of the temporal modules ( Fig. 1b) .
164
It is possible to apply the matrix decomposition to the S ×T matrices in each task. In that case, we would 165 obtain different spatial and temporal modules in each task, resulting in the fact that we should consider 166 how to evaluate the task-dependent modulation of the spatiotemporal modules. One way is to assess the 167 correlation of spatial modules among the tasks without evaluating the task-dependent modulation of the 168 temporal modules. In the matrix decomposition, we need to evaluate the task-dependent modulation of 169 either the spatial module or the temporal module.
170
In summary, the tensor decomposition enables the evaluation of the task-dependent modulations of 171 the spatiotemporal modules without being restricted to considering only spatial or temporal modules. The current study focused on the hip, knee, and ankle angles of the right and left legs in the sagittal 174 plane, listed in Table 1 , while walking or running on a treadmill (Fig. 2 We applied the tensor decomposition to the joint angle data of all the subjects at all speeds ( Fig. 3 ).
179
Throughout this study, we chose the number of modules and components depending on the explained 180 percentages of the original variance ( Fig. 3a) for the comparison to the matrix decomposition. We 181 determined the criteria to be 70% for interpretability. Although it is possible to increase the number of 182 modules and components to explain more of the variance, it becomes challenging to interpret the full 183 tensor. We thus determined the criteria to be 70% and the number of modules and components to be 3 184 for joint angle data and 6 for EMG data (see below).
185
Although we chose the variance explained for the comparison to the matrix decomposition, the fitting 186 error is a more popular measure in tensor decomposition (Fig. 3b ). We present the fitting error only as 187 a reference throughout this study.
188
We extracted the spatial modules ( Fig. 3c ), the temporal modules (Fig. 3d) , and the task-dependent 189 modulations of those modules ( Fig. 3e ). "Task" means locomotion at the 11 different speeds for the 190 5 15 subjects. In total, we analyzed 165 tasks and obtained the respective joint angle data. We refer to 191 each group including a spatial module, a temporal module, and a task component as a tensor hereafter 192 (i.e., with the associated modules and components in Fig. 1a ). An essential consideration in tensor 193 decomposition, or CP decomposition, is that all tensors are unrelated. In other words, the spatial 194 module presented in Fig. 3c1 is associated with the temporal module indicated in Fig. 3d1 and the task 195 component presented in Fig. 3e1 ; however, that spatial module is not related to other spatial modules, 196 temporal modules, or task components. Throughout this study, we indicate the associated modules and 197 components using the same color, such as blue, green, and red, in the tensor decomposition. In the matrix 198 decomposition ( Figs. 1b and 4) , the color does not always indicate associations.
199
In tensor #1 (Fig 3c1-3f1 ), the spatial module consisted primarily of the left ankle, left knee, right showed flexion, the right ankle showed dorsiflexion, and the right knee showed extension at the foot 205 contact of the right leg. These results also indicate that the left ankle showed dorsiflexion, the left knee 206 showed extension, the right ankle showed plantar-flexion, and the right knee showed flexion at the foot 207 contact of the left leg. Based on the task component ( Fig. 3e1 ), this spatiotemporal module was recruited 208 more so at higher speeds.
209
In tensor #2 ( Fig. 3c2-3f2 ), the left hip and right hip were additionally recruited in comparison to 210 tensor #1. The temporal module showed the opposite sign, and the peak timings were slightly different 211 from the peak timings in tensor #1. These results indicate that the temporal variation of the joint angle 212 was opposite to that of tensor #1. Tensor #2 was recruited at a higher speed; however, the recruitment 213 slightly and discontinuously decreased when the subject switched from walking to running.
214
In tensor #3, all the joints are cooperatively activated with two positive and negative peaks in the 215 temporal module. The spatiotemporal module was recruited mainly during running ( Fig. 3e3 ).
216
In summary, the tensor decomposition enabled the extraction of the spatial modules, the temporal 217 modules, and the task-dependent modulations of those modules. For the comparison to matrix decompo-218 sition, we also applied PCA, a matrix decomposition algorithm mainly used for extracting spatiotemporal 219 modules inherent in joint angles, to the same data (Figs. 4a and 4b). When we applied PCA as demon-220 strated in Fig. 1b , we obtained the spatial modules common across all speeds and subjects (Fig. 4a ) 221 and the modulated temporal modules depending on the task (Fig. 4b) . One difference between the 222 tensor decomposition and PCA is the orthogonality. In PCA, the spatial modules are orthogonal to each 223 other; however, the orthogonality restriction originates from mathematical convenience rather than the 224 properties of the spatial modules. The tensor decomposition yields spatiotemporal modules without this 225 limitation. Another difference between the tensor decomposition and PCA is the quantification of the 226 task-dependent modulations. In PCA, we somehow need to quantify the task-dependent modulations in 227 the extracted temporal modules shown in Fig. 4b . On the other hand, the tensor decomposition can 228 quantify the modulation across all tasks without any a posteriori analysis. Although a simple method 229 to quantify the task-dependent modulation is to calculate the correlation coefficients, correlation anal-230 ysis often generates pairwise similarities. The tensor decomposition can quantify the task-dependent 231 modulation globally while considering all the tasks to be analyzed.
232
In addition to the qualitative interpretations of each spatiotemporal module, as mentioned above, for walking than for running, and tensor #3 was related to frontal and vertical CoM positions more often 236 for running than for walking. As shown here, one possible way of interpreting the functional roles of each 237 spatiotemporal module is to measure additional task-relevant information; however, the important thing 238 is that the tensor decomposition extracted those modules and the task-dependent modulations from only 239 6 motion data (i.e., joint angle data), without any additional information (e.g., CoM positions). These 240 correlations were thus found in the a posteriori analysis. 241
Tensor decomposition for EMG data 242
Tensor decomposition can be applied to not only joint angles but also EMG data with non-negative 243 constraints. We measured 16 muscles on the right side, listed in Table 2, We applied the tensor decomposition and extracted six tensors ( Fig. 5 ). Each tensor has a different 251 functional role. In tensor #1 ( Fig. 5c1-5f1 ), all the muscles in the lower legs, the quadriceps muscles, 252 and all the hip muscles are activated ( Fig. 5c1 ) upon right foot contact (Fig. 5d1 ). This spatiotemporal 253 module was recruited more so at higher speeds ( Fig. 5e1 ): the tensor decomposition enabled us to 254 quantify the task-dependent modulation of those modules.
255
One difference between the tensor decomposition and NNMF is how the task-dependent modulation 256 is quantified. In NNMF ( Fig. 4c and 4d ), we obtained the common spatial modules across all the tasks 257 and the temporal modules modulated in a task-dependent manner. The NNMF requires some posterior 258 analysis to evaluate the modulation. One popular method is to utilize the correlation coefficient. Although 259 the method is convenient, it has limitations; the correlation coefficient can often be used to compare a 260 pairwise relation locally in addition, NNMF in the form denoted in Fig. 1B assumed common spatial 261 modules across all tasks. Tensor decomposition enabled us to quantify the task-dependent modulation of 262 spatiotemporal modules without any a posteriori analysis.
263
In tensors #2 and #6, the task components showed discontinuous changes between walking and 264 running (Figs. 5e2 and 5e6). The task components in other tensors showed continuous modulation 265 depending on the speed. Because tensors #2 and #6 were related to either walking or running or 266 because those tensors likely provided the neural mechanisms facilitating switching between walking and 267 running, we further investigated the properties of tensors #2 and #6.
268
We then applied the tensor decomposition to the EMG data for each subject. After detecting the 269 two tensors whose task components showed the largest and second largest changes between walking 270 and running, we plotted the spatial modules ( Fig. 6a ), the temporal modules (Fig. 6b) , and the task 271 components (Fig. 6c ). The task components showed discontinuous changes between walking and running.
272
In particular, the tensor whose properties are shown in black was recruited mainly for walking, and 273 the tensor whose properties are shown in green was recruited mainly during running ( Fig. 6c ). For 274 the temporal modules, the peak timings were different between those tensors, supporting the previous 275 hypothesis based on matrix decomposition [4, 22] : the CNS switched between walking and running by 276 mainly controlling the peak timing of the temporal modules. In addition to those hypotheses, the tensor 277 decomposition extracted the different spatial modules (Fig. 6a) . A single asterisk denotes a significant 278 7 difference with p < 0.05 and double asterisks denote a significant difference with p < 0.01 (p = 2.36×10 −9 279 [F(15,225) = 5.44] for the interaction between the muscle factor and the other factor [walking or running], 280 with p = 0.0200 for PL, p = 0.00847 for RF, p = 0.00987 for VL, p = 0.0318 for VM, p = 0.000218 for 281 BF, p = 0.00990 for Sem, and p = 0.0416 for RA). The details of the statistical analysis are given in the 282 Methods section. We found several significant differences in spatial modules that are related to walking 283 or running. In particular, the thigh muscles are more significantly recruited for running than for walking.
284
The tensor decomposition thus provided a new perspective on how the CNS switches between waking 285 and running, i.e., not only through the modulation of the peak timing in the temporal modules but also 286 through the recruitment of the proximal muscles for running.
287
Discussion

288
The current study demonstrated the effectiveness of tensor decomposition in analyzing the task-dependent 289 modulations of spatiotemporal modules on joint angle data ( Fig. 3 ) and EMG data with non-negative 290 constraints ( Fig. 5 ). Matrix decomposition, such as in PCA and NNMF, is a popular method for 291 quantifying the spatial modules, temporal modules, and task-dependent modulations of either spatial or 292 temporal modules accompanied by a posteriori analysis [7-9, 11, 12] . The framework is popular not only 293 for quantifying the task-dependent modulation but also for quantifying the individual differences [6, 21, 23] .
294
As shown in this study, tensor decomposition enables the quantification of task-dependent modulations 295 in both spatial and temporal modules (Figs. 3, 5, and 6 ). Although we simultaneously quantified 296 the individual differences (e.g., runners and non-runners in Fig. 5 ) and task-dependent modulations, 297 there were no significant individual differences throughout this study. Additional statistical analysis 298 provided further information about the neural control of walking and running movements (Fig. 6 ).
299
Tensor decomposition can thus be used to evaluate the task-dependent modulations and the individual 300 differences in spatiotemporal modules in a straightforward manner.
301
The current study simultaneously focused on both the task-dependent modulations and individual 302 differences of spatiotemporal modules by mixing those aspects in the "task" dimension. Because the 303 individual differences were smaller than the speed-dependent modulations for walking and running, we 304 clarified how spatiotemporal modules were modulated depending on the speed. When we wanted to focus 305 on task-dependent modulations in detail, we needed to analyze tensor data under all conditions for each 306 subject such as in the analysis of the EMG data ( Fig. 6 ). On the other hand, when we wanted to focus 307 on individual differences in detail, we needed to analyze tensor data under each condition for all subjects.
308
Due to the flexibility of the tensor decomposition, we needed to carefully generate the tensor data based 309 on the main purpose of the analysis.
310
The CoM position enabled us to discuss the functional roles of each tensor (Fig. 3 we need to remember that the relation is indirect.
322
CP decomposition is the simplest version of tensor decomposition; it is possible to apply a more 323 sophisticated version of tensor decomposition. A popular alternative is Tucker decomposition [15] , whose 324 variant has been applied to EMG data [17, 18] . In Tucker decomposition, the number of spatial modules, 325 8 the number of temporal modules, and the number of task components can differ from each other. On the 326 other hand, there are three free parameters (i.e., the number of spatial modules, the number of temporal 327 modules, and the number of task components), which requires a massive computational time compared 328 to CP decomposition. Another variant of tensor decomposition is to include a smoothness property to 329 the tensor decomposition [29] . Because the temporal variations of the joint angle and EMG signals are 330 smooth, the smoothness property can be used to effectively denoise the data such as in the state model 331 in the state space model [30] [31] [32] [33] . For the analysis of a single condition and subject, the smoothness can 332 also be effectively applied to task components.
333
Because the current study focused on steady-state motion without any perturbations or unexpected 334 changes in the environment, one possible future research direction is to apply tensor decomposition to joint 335 angle or EMG data in response to perturbations [8, 34] Because the stride-to-stride cycle differed depending on the speed, we normalized all the cycles to 200 367 time frames for all speeds and subjects. Accordingly, we normalized all the joint angles. In addition, we 368 normalized the joint angles so that the mean and standard deviation of each angle for each subject across 369 9 all speeds were 0 and 1, respectively. These normalizations enabled us to compare different joint angles, 370 speeds, and subjects fairly. In total, the joint angle data included six joint angles, 200 time frames, and 371 11 × 15 = 165 (i.e., the number of speeds × the number of subjects) task datasets. Throughout this 372 study, the word "task" broadly indicates different tasks (i.e., locomotion at a different speed) for all the 373 subjects. In this case, 165 tasks included 11 speeds (i.e., 11 types of tasks) and 15 subjects. We thus 374 made the tensor data X ∈ R 6×200×165 to apply tensor decomposition to all the data at once. 375 3.3 Experimental setup, data acquisition, and data processing (EMG) 376 We analyzed our earlier EMG data, the details of which can be found in [12] . A total of 16 participants 
382
The participants were instructed to choose to either walk or run depending on their preference under the 383 given speed. The transition speed from walking to running for all participants ranged from 1.9 to 2.3 384 m/s. Because the acceleration was tiny and because the maximum speeds were considered safe for each 385 group, the locomotive movements by all participants were always stable during the experiment.
386
Three-dimensional GRF data were recorded in the same manner mentioned above. The surface EMG 387 activity was recorded from the listed 16 muscles (Table 2 ) on the right side of the trunk and leg. The
388
EMG activity was recorded with a wireless EMG system (Trigno Wireless System; DELSYS, Boston, MA, 389 USA). The EMG signals were bandpass filtered (20-450 Hz), amplified (with a 300 gain preamplifier), and 390 sampled at 1000 Hz. The EMG data were digitally full-wave rectified and smoothed, as well as low-pass 391 filtered with a zero-lag Butterworth filter.
392
Because the stride-to-stride cycle differed depending on the speed, we normalized all the cycles to 200 393 time frames for all speeds and subjects. Accordingly, we normalized all the EMG signals. In addition, we 394 normalized the EMG signals so that the maximum value of each muscle for each subject across all speeds 395 was 1. In this paper, we divided the belt speed into 0.1 m/s intervals, e.g., 0.3-0.4 m/s and 0.4-0.5 m/s.
396
After defining the speed range, we averaged the EMG activities in each speed range. In total, the EMG 397 data of non-runners consisted of 16 muscles, 200 time frames, and 40 × 8 tasks (i.e., 40 speed ranges and 398 eight subjects). The EMG data of the runners consisted of 16 muscles, 200 time frames, and 47 × 8 tasks 399 (i.e., 47 speed ranges and eight subjects). We thus made the tensor data X ∈ R 16×200×696 for applying 400 tensor decomposition to all the data. To apply the tensor decomposition to each subject, the size of the 401 tensor data was X ∈ R 16×200×40 for each non-runner and X ∈ R 16×200×47 for each runner. In applying 402 the tensor decomposition to the EMG data for each subject (Fig. 6) , we set the number of tensors R to 403 6 to make the number the same in the analyses of all the subjects (Fig. 5) . 405 We relied on the tensor toolbox in MATLAB [45, 46] and used the function "cp als" (alternating least 406 squares [15]) for analyzing the joint angles and "cp nmu" (multiplicative update, similar to NNMF [14]) 407 for analyzing the EMG signals.
404
Tensor decomposition
408
An important aspect of the tensor decomposition for joint angles (i.e., data without non-negative 409 constraints) is that any two pairs of components can be sign reversed under the same approximated 410 value. For example, when w r → −w r and p r → −p r , the approximated values are invariant. If we apply 411 the tensor decomposition to the joint angle data of two subjects separately, the sign of the spatiotemporal 412 modules can be different even when the modules are similar for each subject except for being positive or 413 negative. We thus apply the tensor decomposition to the joint angle data, including all the subjects, to 414 estimate the common spatiotemporal module and task-dependent modulation of those modules for each 415 speed and each subject. When we compared the tensor decomposition to PCA and NNMF, we relied on the MATLAB functions 418 "pca" and "nnmf".
419
To apply the matrix decomposition to the joint angle data, the size of the matrix data was Z ∈ 420 R 6×16500 , where 6 is the number of joints and 33000 is the multiplication of the number of time frames, 421 the number of speeds, and the number of participants. To apply the NNMF to the EMG signals, the size 422 of matrix data was Z ∈ R 16×139400 , where 16 is the number of muscles and 139400 is the multiplication 423 of the number of time frames, the number of speed ranges, and the number of participants. 424
Statistical test 425
To compare the task components of two representative tensors in Fig. 6 , we first extracted the two 426 tensors based on the absolute difference of the task components between walking (the data at 1.8 m/s) 427 and running (the data at 2.3 m/s). When the task component was larger for walking than for running, 428 all the components are written in black. When the task component was greater for running than for 429 walking, all the components are written in green. These colors are based on the results denoted in Fig.   430 5. Tensors #2 (green) and #6 (black) in Fig. 5 extract task components larger for running than for 431 walking and larger for walking than for running, respectively.
432
After separating the two tensors, we performed a repeated-measure ANOVA for the recruited values in 433 the spatial modules with two factors: the type of muscle and either walking or running. After confirming 434 the interaction between those factors, we performed Tukey's post-hoc test. position that we focused on in the current study. In the decomposition, we make the 3-dimensional array 538 data consist of S columns, T rows, and K slices. After decomposition, we obtain the spatial module 539 shown as a bar graph in the blue frame, the temporal module shown as a line plot in the green frame, decomposition. In analyzing K task datasets at once, we need to establish an S × (T × K) matrix. After 542 applying the matrix decomposition, we obtain the spatial module and the task-dependent modulations 543 of the temporal modules. indicate the standard deviation of those angles. We focused on the average joint angles in the tensor and 551 matrix decompositions. Table 2 summarizes the meanings of the positive and negative values for each 552 joint. between walking and running. The tensor decomposition with a non-negative constraint was applied to 571 EMG data for each subject. We chose the tensors whose task component showed the most and second-572 most substantial discontinuous changes between walking and running. We plotted the tensor that showed 573 a more significant task component for walking than for running in black and the tensor that showed a 
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Figure legends
