We present a new method for computing the near-tofar-field (NTFF) transformation in finite-difference time-domain simulations which has an overall scaling of instead of the standard . By mapping the far field with a cartesian coordinate system, the 2-D surface integral can be split into two successive 1-D integrals. For a near field spanned by discrete sample points, and a far field spanned by points, the NTFF calculation can then be performed in operations instead of .
I. INTRODUCTION
T HE E&M fields surrounding various real world objects are often highly complex, thus motivating their numerical simulation. At large distances from an object of interest the fields become somewhat simpler: the near fields which fall off as or faster have negligible amplitudes, leaving only the far fields:
envelope electromagnetic waves which radiate energy to infinity [1] . Accurate evaluations of these far field patterns are needed for a large class of simulations, from the classic cases of antennas and radar cross sections, to more recent examples such as the backscattering of visible light from biological tissues [2] , [3] , [4] .
The finite-difference time-domain (FDTD) method [5] , [6] encompasses a powerful class of numerical techniques which enable these simulations. A particular computational model may make use of the Yee scheme to finite differencing the E&M fields [7] , specializing to Dey-Mittra methods next to curved bodies [8] , [9] , using auxiliary differential equations for dispersive materials [10] , and Berenger type absorbing boundary conditions on the exterior of the domain [11] , [12] . To calculate the far field radiation patterns in these FDTD simulations it turns out that it is not necessary to extend the volume of the computational domain out into the far field zone (note that we generally assume 3-D simulations here). In the near-to-far-field (NTFF) transformation developed by Umashankar and Taflove [13] , [14] one instead records the E&M fields on a 2-D surface near the object, and then uses an expansion the Green's function to extract the scaling far fields. If one is interested in the full bistatic radiation pattern across the 2-sphere at infinity then this NTFF method traditionally Manuscript corresponds to roughly an order calculation (for each frequency of interest): for each of sample points on the 2-sphere one needs to perform an order integration of the surface currents. Note that we are being somewhat loose with our definitions here, as these s refer to different quantities. More precisely, the sample points on the 2-sphere could correspond to discretizing the standard and spherical coordinates, with, say, and for 1 degree spacing (although one is free to map the 2-sphere with any coordinates-see, e.g., [15] ). In turn the s for the 2-D surface integrals stem from the discretization of the FDTD domain: with integration points for each of the two -planes, and likewise and points for the respective -and -planes. If we simplify a bit again and just consider integrating currents on the -plane, then the overall scaling of the NTFF method goes as . We report here a substantial improvement upon this rough scaling. The key is to map the 2-sphere at infinity with a Cartesian coordinate system. In this case the 2-D surface integral becomes separable, and can be split into two successive 1-D integrations. These two 1-D integrations are linked through a new temporary variable , which requires 2-D storage (e.g., bytes). This splitting allows the new NTFF algorithm to scale as:
, or roughly speaking.
For completeness we note that in general one is not forced to scale all of the variables up simultaneously: for instance one could scale up just by doing successively higher resolution FDTD runs, while holding the sample points constant. In this case both the " " and " " methods would strictly speaking have scaling, although the new algorithm will have a much smaller leading coefficient. That said, as one progresses to simulations of systems with increasing electrical size it is usually the case that finer lobes will be produced, thus necessitating increasing the angular resolution of the far fields. In practical terms the new method provides a very large speedup. For medium sized FDTD problems, with , and having values in the hundreds, and 1 degree far field spacing ( ), we find the new algorithm is more than 100 times faster, and expect to find even greater speedups for large problems which run on clusters.
II. NTFF ALGORITHM
We begin with a quick overview of the NTFF algorithm, and transition to the details needed to implement the version of it. As noted, a simulation doesn't need to extend to the 0018-926X © 2014 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission.
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radiation zone in order to extract the far fields. Instead, using Huygens' principle it suffices to record the electric and magnetic fields as a function of time on a 2-D surface (mapped by ) just outside of the simulated object. The time series data for these fields can be converted into the frequency domain via a fast Fourier transform (FFT), and these phasor fields and can be subsequently converted into effective electric and magnetic surface currents [16] (1)
where is the normal to the surface. These currents can then be integrated over to determine the vector potential fields and at any location
where we use the outgoing wave Green's function (5) The and fields at any position can in turn be derived from the vector potentials and (6)
One can then insert the potentials (3) and (4) into (6) and (7) and expand out, expressing and in terms of the currents and . We only need the far field components of E&M, however (which scale radially as ), and this simplifies the resulting final expressions. In particular, the terms within the expansions will be simplified in one of two ways, depending on whether they occur inside the exponential seen in (5) or elsewhere. Inside of the exponential terms, we use
) in order to preserve the phase information. This yields (9) where the term does not depend on the coordinates and can be pulled out of the integral. Everywhere else we simply use , and drop any terms that fall off faster than . The resulting and fields can be more efficiently described by the introduction of the mixed field variables and (10) (11) and can then be expressed in terms of and
where and , and since the outgoing waves propagate normal to the sphere (note that here and are vector components of , not discretization counts like , ). The method amounts to calculating (10) and (11) more efficiently. Consider the expansion (8), but rewrite using Cartesian coordinates for both the current surface and the 2-sphere surface (14) The term in (10) and (11) can thus be replaced by , where we have simplified slightly by assuming normalized and :
. We will also specify the dimensions of the current extraction surface : let (with sample points), , and (with and points respectively). Then consider just the integration of the -plane located at (15) We are now mapping the spherical surface in terms of the Cartesian coordinates and , with the position implicit in terms of the other two:
. This double integral is now separable if we define an intermediate variable (with 2-D storage requirements) which we call . We can perform the integration first (free to choose in general) (16) and then promptly use during the integration to recover (17) Note that we have moved the term outside of the integral, and in general we will need two copies of : one where we have multiplied by (for the "northern hemisphere") and the other by (for the "southern").
The far field coordinates and need to be discretized as well (into and points), and we will see later that it is reasonable to choose . We have thus recovered (that is, the portion due to the -plane at = ) in operations (for (16) and (17) respectively).
On a side note, equation (16) amounts to 3 nested loops when expressed in code. It is very advantageous to rewrite these so that the exponential term (which only depends on 2 of the variables) is not in the innermost loop, as transcendental functions take considerably more time to execute than additions and multiplications. This additional tweak allows the algorithm to run roughly 1000 times faster than the version at moderate resolutions, as seen below.
The next -plane at = naturally follows in the same fashion, but we have some choice in integrating -andplanes. In general one could still map using the and coordinates to integrate the -plane, with the analog of (17) becoming (18) However, we will later introduce a "2-D" coordinate, which would necessitate an internal interpolation inside (18) . Additionally we will later interpolate our Cartesian-mapped far field data back into the standard spherical , coordinate system so that it can be used by other software (and this interpolation process scales as and, therefore, is not a bottleneck). We thus choose to interpolate the current -plane to a separate far field plane: , and likewise thecurrents to . Using distinct far field planes allows the same code for (16) and (17) to be reused after a fast internal coordinate swap. These three far field planes can then be interpolated and summed to the same final result (and likewise for ). Next we more closely consider our far field coordinate system (with the additional and planes following a similar logic). The easiest to implement are discretized uniform distributions (in pseudocode):
to end for and likewise for . This does work, and provides "ok" results. One drawback of this system is that it wastes sample points: a fraction of the pairs will fall outside of the region and, thus, will not be used in the final result. The primary drawback, however, is that these coordinates only sparsely sample the "equatorial" region of the 2-sphere. This can be see in Fig. 1 , where the positions of the pairs have been plotted. Increasing the resolution of and will generally drive more points into the equatorial region, but at a slow rate: the resolution of the Cartesian coordinates need to be quadrupled in order to get nearby points twice as close to the degrees equator. An initial improvement is to use Cartesian coordinates with nonuniform spacing. We recommend using Chebyshev spacing (see e.g. [17] ):
Algorithm 2 Chebyshev X for to end for and likewise for . With these coordinates every and line will sample the equator. This provides a more regular mapping of the sphere than Algorithm(1), but has the drawback that it still sparsely samples the region for values centered around 45, 135, 225, and 315 degrees. Our final coordinate system still uses Chebyshev coordinates, but uses a "2-D" coordinate system. That is, the "1-D" grid points are still spaced according to Algorithm(2), but for each sample point we create a separate line of sample points , where the -line extends from to . We also scale the number of sample points along these -lines by its relative length:
. In pseudocode we have:
for to for to end for end for Fig. 2 . Final far field Cartesian coordinate system, with . Fig. 3 . Sampled points on the sphere, using the system, with . The sphere is now evenly sampled, with a density of sample points.
A plot of the and sample locations can be seen in Fig. 2 , where we use . The corresponding plot of sampled locations is shown in Fig. 3 . Testing shows that the Algorithm(2) & Algorithm(3) coordinate system samples the 2-sphere with density (and is independent of ), which is ideal. As a bonus, there are no longer any "wasted" sample points: all , pairs (with ) correspond to locations on the sphere. Note that we are now restricted in our evaluation order of (16) and (17): we now need to perform the integration first (whereas we were free to choose before), at least if we want to avoid internal interpolation. Note also that one is free to construct an analogous 1-D and 2-D coordinate system, where would be integrated first.
The ability to interpolate data from one set of spherical coordinates to another is desirable in general, and it is particularly needed here since we integrate the currents on the -, -, and -near field planes to separate, and respectively parallel far field planes. We thus need to interpolate and sum the separate , and data to the same grid to get our final answer. We have developed a 2-D Lagrangian interpolation system to this end. Consider again the distribution of sample points as seen in Fig. 2 . When we multiply by the 2 components (i.e.
in (17)), the initially planar data becomes 3-D. For a given location we view the corresponding line of sample points as being promoted to set of azimuthal sample points via:
. Thus, consider interpolation to a particular location. We first convert this to Cartesian coordinates: , , and . We then use a binary search to find the closest to , and then a second binary search to find the closest to . If a closest neighbor interpolation strategy sufficed, we could then directly sum the data at to the field at . Much better results can be generated by using Lagrangian interpolation, however (see e.g. [17] ). In general, given a set of sample points from an unknown function: , one can generate interpolating function (19) Note that Lagrangian interpolation can be dangerous to use in the general case, due to Runge phenomenon, but that is not a problem here as we do not go to high order, and only utilize the interpolation near the center of a range. 2-D Lagrangian interpolation can then be built on top of the 1-D version, usually by assuming that the 2 coordinates lie along a rectilinear grid. That is not the case for our problem, as the number and location of sample points varies for each location. However, since all of the sample points do share the same position for each azimuthal ring, we can still construct an effective "2 pass" Lagrangian interpolation method.
Given a point that we wish interpolate to, we first find the closest neighbor in the (i.e. ) and directions using binary searches as before. We then perform quartic interpolations to the position using the azimuthal data at each of the 5 locations:
. We then use these intermediate results to perform a subsequent quartic interpolation in the direction to . This two-pass interpolation scheme is shown in Fig. 4 . In general one is free to set the interpolation order, we settled on quartic in each direction due to the rapid convergence it provides as the resolution is increased. Note that the azimuthal sample points have a branch cut from to , and we thus pad our azimuthal data by several sample points. For instance the pad point at is set to have the same field value as . We tweak the interpolation scheme to improve accuracy near the ends of the range, where . Here the Chebyshev nodes become closely spaced and so we switch from parameterizing in to , resulting in a polar coordinate system. Interpolation first takes place in the direction, as before, followed by a radial interpolation. This variation on the interpolation method is diagrammed in Fig. 5 .
III. CONCLUSION
The method was inspired through work on an existing NTFF code base. This simplified development of the algorithm, as effectively only the code for (10) and (11) needed to be replaced with (16) and (17) (along with the associated Chebyshev coordinates and interpolation tools).
With the new algorithm added to the NTFF code base we can then compare its performance to the original version. The directivity patterns for various dipole antennas were calculated for both the and methods, and then compared to the analytical answers for these systems. The two methods give essentially identical answers, differing only in the seventh significant digit. They also compare well with the analytical answer, with the norm of the error converging at second order in terms of the resolution of the near field current extraction surface. For example, with a near field discretization of , the norm for the method was and for it was . To compare the runtime of the two methods we chose to model a more complex system: a Vlasov antenna, which is formed by cutting a circular waveguide at an angle, resulting in a hypodermic needle shape. Runs were performed at 4 resolutions, using finite difference discretizations of and . At the lowest resolution this set , at the current extraction surface, and ranging up to , at the highest resolution. The far field resolutions were scaled in the same fashion, with for the 4 cases, and for each cases, thus finishing with degree spacing for the highest resolution.
was set equal to for each of the cases, thus providing comparable resolution of the sphere for each mapping.
A log-log plot of the runtimes for the two methods is shown in Fig. 6 , where the log of the variable is used to parameterize the x axis. This shows that the theoretical advantage of the algorithm is realized in practice: it runs in 1.5 s for the smallest case (versus 137 s for ), and in 22 s for the largest, compared to over 3 h for the standard method. A linear fit to the values yields a slope of as expected, while a best fit of the values yields , apparently even better than expected. However, this is due to the fact that the other sections of the code (memory allocation, etc.) take an amount of time comparable to the evaluation of the central loop for the smaller resolutions. If just the central loop is timed then a linear fit produces a slope of , as expected. We also timed and runs for a RCS simulation, with near field resolution ranging from to 480, while holding the far field resolution constant at , . As expected both methods now have time scaling, but the new method has a much smaller coefficient: the method ranges from 0.3 s at to 5 s at , while the method takes 5 min 34 s and 1 h and 29 min, respectively. Note also that the relative error between the and runs was roughly , and about between the and (demonstrating 2nd order convergence). The relative error between the method and methods was only about 1 part in a million, demonstrating that error due to the interpolation step is not important, at least in for this case. For simulations with sharp spikes in the far field the interpolation step could be an issue, but this is easily solved by going to higher far field resolution given the speed of the method.
Going forward we intend to test the algorithm on systems which are strongly forwardly scattering, as standard NTFF algorithms have had less accuracy in the backscatter region of such systems due to the accumulation of truncation errors. As the method involves far fewer calculations, it is possible that it is more accurate for these types of systems. In general when it is the backscatter fields that are of interest (as in [18] , [19] , [20] ) a useful technique is to remove the forward scattering near field surface from the far field integration sum [21] . We are thus interested to see if the method can further improve the accuracy of these results. We also note that there are alternative NTFF formulations that stay in the time domain [22] , and make use of spherical harmonic decompositions [23] . It would also be interesting to see if the splitting method employed in this paper could be adapted to those time domain formulations as well.
In general the method correctly recovers the same far field patterns as found by the traditional method, and it does so much more quickly, as expected by the scaling analysis. This can be very advantageous for large problems (such as those run on large clusters), when one desires the full bistatic pattern. Where single frequency evaluations may have had to suffice in the past for large problems, the algorithm makes frequency sweeps possible. We also note that the algorithm should parallelize well: in a distributed environment processors that own a subset of the near field surface can calculate their contribution to the far field pattern, with all of these contributions then summed through an MPI Reduce type operation.
