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 1．線形潜在変数モデルと正規理論
 線形潜在変数モデルにおいては，力x1ベクトルの観測変量κが次のように表現される
（Anderson（1987．1989））：
                     G                 κ＝μ十Σん（γ）砧．
                     9；O
ここで，μは一般平均を表すパラメタ，z。は柘×1の潜在変数で次を満たす：
            亙（2。）＝O， 亙（z．z二）＝〇 一（9≠ん）
            亙（2。名6）；o。（τ）
            亙（zg4）；のg   （9＝1，．．．，G）．
また，γとてはそれぞれプ×1と∫×1未知パラメタベクトルである．このとき，観測変量κの
共分散行列Σ（θ）は
                        c           Σ（θ）＝ノ1o（γ）の。（τ）ノ1o（γ）’十Σコノし（γ）のgノし（γ）’
                        9＝1
となり，ここで
               θ＝（λ’，〆，0（の。）’，．．．，〃（の。）’）’
である．o（λ）は力x力対称行列λの重複したい要素からたる力（力十1）／2x1のベクトノレであ
る．力（力十1）／2をグと書くことがある．従って，線形潜在変数モデルは共分散構造モデルであ
る．
 このように定義された線形潜在変数モデルは因子分析モデルを始めとして，変量内誤差モデ
ル，LISRELやEQSによるモデル等を含んでいる．特殊た場合として独立性の検定問題もこの
枠組みに入る．
 パラメタθの推定は，通常，多変量正規分布を仮定して最尤法により行われる．m個の標本
に基づく尤度は
           Z（θ）＝1091Σ（θ）1－1091Sl＋tr［Σ一1（θ）∫1一力
に同値であり，最尤推定量θは
                   MIN Z（θ）
                    θ
の解として定められる．ここで，Sは不偏標本分散行列である．適当た仮定のもとでθは一致
性を有し漸近正規分布する．つまり，
                ＾    工             〃（θ一θ）一→凡（0，（∠’ル1∠）’’）．
ここで
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          ∠一∂・（Σ！θ））， 八一。州Σ（θ）⑧Σ（θ）｝〃
             ∂θ
である．また，D力はtransition行列，D去＝（必ル）一1D二である（例えばMagnusandNeudecker
（1988）を見よ）．
 共分散構造解析では仮定された構造がデータに合致しているかどうかを統計的に判断するこ
とが重要であり，これはモデルの適合度検定と言われる．仮・説
            Ho：Σ＝Σ’（θ），   versus   H1：Σ’＞0
に対する尤度比検定統計量一21ogλにおいては
                        一 工  2 （1．1）              一21ogλこm・Z（θ）→Zが1
が帰無仮説の下で成立し，検定統計量として利用できる．
 2． ロハストネス
 前章の結果は観測変量κの分布が多変量正規分布であることを前提にしている．しかし，最
近のロハストネスの研究によれば母集団分布は必ずしも正規分布でなくても良いことが示され
ている．Browne and Shapiro（1988），Anderson and Amemiya（1988）やAmemiya and
Anderson（1990）は潜在変数る。，．．．，砧が互いに独立でありさえすれば（1．1）が成り立つことを
示した．潜在変数の4次モーメントが存在しなくても良いことも重要である．この分布のクラ
スをC∫と書くことにする．
 一方，Browne（1982．1984），Ty1er（1983）やShapiro and Browne（1987）は正規分布の
拡張として楕円分布をとり上げた．楕円分布においては周辺分布の尖度はすべて等しく，それ
はMardia（1970）による多変量尖度
            η亙＝亙［｛（κ一μ）’ΣI－1（κ一μ）｝2］／力（力十2）
にも等しい．そして，このη互が正規分布との関連において重要た役割を果たすのである．実際，
正規分布に基づく尤度比検定統計量はそれ自身はカイ2乗分布に収束したいが，η互で割ったも
のはカイ2乗分布に収束するのである．つまり，
                        一   ム 2 （2．1）       一2109λ／η亙＝m・Z（θ）／η亙→〃一。
が成立する．いま，楕円分布施をC互と書くことにする．
 さて，ここに2つのロハストネスの枠組みがある．分布施C万に対してはη五による修正が必
要であり，一方，分布施C∫に対しては何の修正も要らたい．これは実際家を悩ませるであろう．
ここでは，これら2つの分布族の両方に対して適用できる簡単た修正法を提案する．
 工を∬∠＝0，rank（L）＝mを満たす任意のが×m行列とする．ηを次で定義する：
 （2．2）        η＝trl（工’几）（工’八五）一1｝／m．
ここで，rは4次モーメント行列を表す．次のことが簡単に確かめられる：
                η＝1      for  C∫
                η＝η亙    for  C亙．
従って
                      一  工  2             －2109λ／η＝m・Z（θ）／η一→λが一。
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が両方の分布施C∫とC互に対して成り立つ．従って，（2．2）に基づく修正を行えば，両方の分布
族に対して正しい推測が行えることにたる．
 この結果を独立性の検定問題に応用してみよう．観測変量κをκ＝［パ，κ≦］∫と分割し，これに
対応させて，Σ＝（Σ1ゴ），∫＝（S1ゴ）とする（κ、とκ。は，それぞれ尾。×1，后。×1）．．このとき，独
立性の検定は
             Ho：Σ1。＝0， versus  H11Σ12≠0
であり，尤度比検定統計量は
            一2109λ＝m11og1∫、、1＋1oglS。。1－1ogl∫1｝
と表現される．分布施C∫の下で，すたわち，κ、とκ。が互いに独立に分布するとき，
                       ム 2                  －2109λ一一一→λ〆一冶，左、．
また，κが共通の尖度η瓦を持つ楕円分布に従っているとき，
                        五 。                 一2109λ／η五一一→λが＿冶、島．
となる．いま，（2．2）を使えば，新しいηは
         η＝亙｛（κ、一μ、）’Σ■1（κ、一μ1）（κ。一μ。γ鴉（κ。一μ。）｝／舳。
と表現される．このηを使えば，C∫とC互の両方に対して
                        工  2                 －2109λ／η一一一→ λ〆＿冶，左，．
が成り立つ．
参考 文献
Amemiya，Y．and Anderson，T．W．（1990）．Asymptotic chi－square tests for a1arge c1ass of factor
    ana1ysis mode玉s，λmm．∫6α桃6．，18．1453－1463．
Anderson，T．W．（1987）．Mu1tivariate1inear relations，P肌2ma〃m Tα物em Com．肋鮒（eds．T．
    Pukki1a and S．Puntanen），9－36，University of Tampere，FinIand．
Anderson，T．W．（1989）．Linear1atent variab1e mode1s and covariance structures，∫亙。omome加。∫，41，
    91－119．
Anderson，T．W．and Amemiya，Y．（1988）．The asymptotic norma1distribution of estimators in factor
    ana1ysis under genera1conditions，λmm．∫勉あ∫左，16，759－771．
Browne，M．W、（1982）．Covariance structures，ro枇∫加λ助κea Mm肋m7切λmめsタ∫（ed．D．M．
    Hawkins），72－141，Cambridge University Press，Eng1and．
Browne，M．W．（1984）．Asymptotica11y distribution－free methods for the ana1ysis of covariance struc－
    tures，3プ5あsん∫ Mα広乃．∫6ακ∫ム Pミγc乃．，37，62－83．
Browne，M．and Shapiro，A．（1988）．Robustness of norma1theory methods in the ana1ysis of1inear
    1atent variate mode1s，B〃肋∫Mα肋．∫枷ゴ∫左Psツ。ゐ．，41，193－208．
Magnus，J．R．and Neudecker，H．・（1988）．Mα切κD炊mm物Z GαZc〃m∫m肋助〃。〃。m∫づm∫云α桃地∫α〃
    互。omome舳∫，Wiley，New York．
Mardia，K．V、（1970）．Measures of mu1tivariate skewness and kurtosis with applications，励。me肋肋，
    57，519－530．
Shapiro，A．and Browne，M．（1987）．Ana1ysisofcovariancestructuresundere11iptica1distributions，∫
    ノ1，meκ ∫‘ακ∫た ノ1∫∫oc．，82．1092－1097．
Ty1er，D．E．（1983）．Robustness and e茄。iency properties of scatter matrices，励。me切肋，70，411－420．
