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setup  conditions,  to  simulate  the  resultant  circulation patterns and  current velocities, and 
comparing the results to the measurements of the CSIR’s physical model. 
An initial baseline simulation was set‐up to simulate the cell circulation present at Monwabisi. 
The  simulation  showed  excellent  agreement  to  the  prototype  conditions  in  terms  of  the 
observed  and  reported  physical  processes  and  the  hazardous  counter‐clockwise  current 
circulation. 
The numerical simulation of the CSIR’s proposed solutions followed. An in‐depth analysis of 






also  separating  the  newly  created  sheltered  and  high wave  energy  bays,  thus  reducing 
circulation intermixing between the two. The T‐groyne reduced the strong velocity along the 
spur significantly and also resulted in the most quiescent bay of all the tested options. 
The  results of  the numerical model were also compared  to  the CSIR’s physical simulation 
model  results.  The majority  of  the  simulations  showed  good  agreement  in  terms  of  the 
measured velocities and the general circulation patterns. Both models  indicated that the T‐






















Hierdie  studie herevalueer die WNNR  se voorgestelde oplossings deur middel van  ʹn 2D 
Boussinesq golf‐tipe numeriese model. Die numeriese model was daarop gemik om die fisiese 









golfbeskutte baai wat ook verwyder  is van die  sterk  strome wat opgewek word deur hoë 
golfenergie.  Die  optimale  oplossing  was  ʹn  T‐vormige  strandhoof  struktuur  loodreg 
georiënteer  teenoor die  inkomende golwe. Die  flense van die T‐strandhoof verminder die 




Die  resultate van die numeriese model  is ook vergelyk met dié van die WNNR  se  fisiese 
model.  Die  simulasies  het  algeheel  ŉ  goeie  ooreenkoms  getoon  in  terme  van  die 
stroomsnelhede  en  die  algemene  sirkulasiepatrone.  Beide  modelle  het  getoon  dat  die 
T‐strandhoof  die mees doeltreffende  oplossing  is,  veral  om  die  stroomsnelheid  langs  die 
golfbreker‐uitsteeksel te verminder. 
   















































































































































































































































































































































































































































































































































Stellenbosch University  https://scholar.sun.ac.za
1‐1 
1 INTRODUCTION 
Monwabisi  is a very popular beach resort situated  in False Bay, South Africa. The resort  is 










have  been  attributed  to  the  strong  currents  caused  by  the  spur.  The  spur  and  the  cell 
circulation have been a topic of controversy ever since. 
Relatively soon after the completion of the spur, the CSIR (1997) conducted a physical model 
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1.1 LIMITATIONS OF THIS STUDY 
This  study exclusively used a  two‐dimensional Boussinesq  type wave model  to  study  the 
hydrodynamics at Monwabisi. The Boussinesq wave model resolves wave‐induced currents 
by means of phase‐averaged, depth‐integrated formulations, which implies that the currents 
are  limited  to  time‐averaged, depth‐uniform  flow on a 2D‐horizontal grid. The Boussinesq 
equations are computer  intensive and  require  relatively small  time‐steps, which  limits  the 
numerical model to relatively short term simulations. 
The numerical model set‐up was based on the CSIR’s physical model study of 1997. Identical 









This  study  focussed  on  the  current‐related performance  of  the proposed  solutions. Wave 
action was also considered in this report, but only as an extension to the qualitative study of 
the circulation process. This study did not  focus on  the cost of  the structures or social and 
environmental aspects. 
1.2 CHAPTER LAYOUT 
























Boussinesq Wave  numerical model  to  simulate  the  hydrodynamic  process  of  the  present 
condition as well as the proposed structural changes to the beach. The results of the numerical 
model will be compared to the physical model results of the CSIR to evaluate the differences 
and  agreements  between  the  two  studies.  The  numerical  study will  also  be  discussed  in 
further depth to discuss details not covered by the CSIR report.  
The  results  of  the numerical model  could  further  emphasize  the necessity  of  a  structural 
modification to Monwabisi beach to provide safer conditions for the bathers. 
 




of  the CSIR’s  1997  report. A  two‐dimensional Boussinesq wave model,  referred  to  as  the 
Monwabisi Boussinesq Wave Simulation  (MBWS) numerical model, was  then set up with  the 














Where  required,  some  additional  parameters  were  considered  in  special  cases,  which 
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4 LITERATURE STUDY 








nearshore  current  types. The  first,  the  coastal  currents, are  currents  flowing  in a  longshore 




Wind‐generated  waves  originating  from  deep  water  will  propagate  into  shallow  water, 
undergoing processes of refraction, shoaling and breaking. The breaking waves dissipate their 
energy  in  the  surf  zone,  transferring  energy  to  currents.  This may  include  non‐uniform 
longshore currents, rip currents and cross‐shore flows (Battjes et al., 1990; Shepard & Inman, 
1951).  This wave‐current  energy  transfer  process  has  been  theorised with  the  concept  of 




Waves propagating  to  the  shore  bring  a  small mean  amount  of water  in  the direction  of 
propagation.  Dean  and  Dalrymple  (2004)  described  the  phase‐averaged  shoreward 
transportation  of  water,  the  mass  transport.  Equation  4.1,  below,  formulates  the  phase‐
averaged non‐linear mass transport, ܯ்: 
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elevation  results  in  a  positive mass  transport.  The  shoreward mass  transport  is  carried 







waves,  and  returned  as  a  seaward  current  near  the  bottom. Undertow  also  significantly 








through  the  vertical  plane. Newton’s  2nd  law  dictates  that  any  change  of magnitude  or 
direction  to  the momentum will generate  forces  (Dean & Dalrymple, 2004; Buchard  et  al., 
2015). Following on equation 4.1, the momentum flux, ࣧ, in horizontal x direction could be 
described by: 
















For unidirectional wave propagation parallel  to an x‐coordinate direction  (shoreward),  the 
radiation stress tensor in the x‐direction along the x‐plane is therefore defined as: 
  ܵ௫௫ ൌ න ሺ݌ ൅ ߩݑଶሻ ∙ ݀ݖതതതതതതതതതതതതതതതതതത
ఎ
ିௗ





















  ܿ௚ ൌ ݊ ∙ ܿ (4.5)
 






























  ܵ௫௫ ൌ ܧ ൤݊ሺcosଶ ߠ ൅ 1ሻ െ 12൨  (4.8)
 
  ܵ௬௬ ൌ ܧ ൤݊ሺsinଶ ߠ ൅ 1ሻ െ 12൨  (4.9)
 










shoreline  and  eventually  reaching  zero  at  the  point  of  maximum  wave  run‐up.  This 









only provides partial dissipation. Additional counteracting  forces are  therefore required  to 
balance  the shear component  in  the  longshore axis  (Dean & Dalrymple, 2004; Reeve  et al., 
2004). 
The waves exert a thrust force on the water, driving an alongshore current. The bottom stress 
generated by  the current subsequently balances  the gradients of the radiation stress  terms. 
The result  is a wave‐current  interaction  in  the  form of an exchange of energy between  the 
wave’s energy and mean flow. The longshore current system plays an important role in the 














bathymetrical,  structural or wave‐current  influences  can  force  the  longshore  current  in an 
on‐offshore direction.  In  a  generalised  situation  the  conservation  of  energy  necessitates  a 
return flow to complete a cell circulation. The process of vortex stretching leads to a stronger 
and  concentrated  current  in  the  offshore  direction,  and,  conversely,  the  onshore  flow  is 
characterised by a broader and weaker current (Battjes et al., 1990). 
The  feature  engendering  the  offshore  flow  –  sometimes  referred  to  as  a  rip  current  –  is 


















Rip  currents  consist  of  three  components:  “feeders”,  “neck”  and  “head”. Feeders  refer  to 
longshore currents, the driving force of rip currents. Water flows parallel to the shore before 
it is forced – or fed ‐ seaward towards the neck of the rip current. Water primarily enters the 





considerably  lateral. The  lateral  flow often returns shoreward with  incoming waves  in  the 
form of a broad and weak current, completing the circulation cell (Shepard et al., 1941; Battjes 
et al., 1990; Haller, 1999).  






environment.  It  is  therefore difficult  to  establish  a  transition point  to distinguish  non‐rip 
currents from rip currents.  
RIPEX  experiments  conducted  by  McMahan  et  al.  (2005),  showed  average  rip  current 













Skallingen, NED  0.3  1.7  0.8  8 
Palm Beach, AUS  0.4  2  0.75  10 
Muriwai, NZL  0.65  2  1.5  14 
Moreton Island, AUS  0.4  1  0.5  10 
Torrey Pines, CA, USA  0.2  1  0.5  12 
Monterey, CA, USA  0.3  2  1.5  12 
SeaGrove, FL, USA  0.35  1.25  0.5  8 
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two  factors  (especially  coastal  configuration)  are more  susceptible  to  variability  along  a 



















increase  in  size  and velocity, other  rip  currents  eventually diminish. The newer,  stronger 
currents may move laterally in the longshore direction and also change in direction. 
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rip currents as “rip  tides”, but  there  is,  in  fact, very  little  influence of  tidal currents on rip 
currents due to tidal change (McMahan et al.; 2005; Tarbuck et al., 2011). The tide level, on the 
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with  the directional  spreading  (for  example  contrasting wind and  swell waves). Different 
incident  wave  angles  will  typically  result  in  different  wave  height  configurations.  As 
discussed earlier in § 4.1.10.1, the current velocity will proportional change to the wave height.  
4.1.10.4 Coastal configuration 
The  coastal  configuration  has  a  direct  effect  on  the wave  energy. Variations  in  the  local 





Dalrymple  (1978)  owed  the  presence  of  rip  currents  to  two  types  of mechanisms:  wave‐
interaction and structural‐interaction. The wave‐interaction mechanism explains the presence of 
rip currents for normally incident waves or planar beaches whereas the structural‐interaction 





























Alternatively,  considering  a  similar  case with a pre‐existing  rip  current,  the wave‐current 


















waves. This  forces  the  flow  fields  into enclosed areas such as embayments or  topographic 
boundaries.  The  structural  or  topographical  constraints will  interrupt  the  flow  direction, 
forcing the current alongside the structure in an offshore or onshore direction. The offshore 
flow is characterised by an intense, narrow current due to vortex stretching. In a generalised 
situation  the  conservation  of  energy  requires  a  return  flow  to  complete  a  cell  circulation 
(Battjes  et  al.,  1990).  The  US  Army  Coastal  Engineering  Research (1984)  discussed  three 









The second mechanism  is caused by a variation  in wave setup. When waves approach  the 








































































Adults  Children  Total  Rip‐current related 
2013 / 2014  20  11  31  13 (42%) 
2014 / 2015  12  19  31  9 (29%) 























the public could be  informed on how  to avoid  the potential dangers of a rip current. This 
includes informing the public on how to identify a rip current, how to swim away from a rip 


























































flooding and erosion, whereas  rip currents are viewed as a minor hazard. Recent  focus  in 
coastal engineering projects have shifted towards reducing adverse environmental impact. In 
many cases lifeguards are seen as the most cost‐effective method of providing safer bathing 
conditions,  reducing  the  need  for  costly  structural  changes.  The  safety  aspect  of 
environmental coastal hazards often gets ignored.  





Korea  (see Figure 4‐15). The  two breakwaters were  constructed  to  reduce  incoming wave 
energy. Consequently,  the waves breaking on  the  shore  side  resulted  in  a pressure head, 
forcing a strong rip current  through  the  inlet. This relates  to  the mechanism mentioned  in 
§ 4.1.11.2.1.  



















Large gravel at inlet bottom  41.8%  6.4%  9.5% 
Submerged structure  26.1%  6.5%  10.7% 
Drainage channel  47.4%  12.8%  15.6% 
 
From Table 4‐3 can be seen  that  the drainage channel proved  to be  the most successful  in 
reducing  the  current  velocities.  The  biggest  difference  in  flow  velocity was made  at  the 





on  the rip current. The change  in  the peak velocity was relatively small, but  the approach 
velocity (or feeder current) was greatly reduced – which means less of a chance to be dragged 









Nearshore  circulation  and  driving  of  wave‐induced  currents  have  been  topics  of  ocean 




the previously  accepted  notion  of wave‐setup‐induced  currents. The  concept  of  radiation 
stresses provides a logical simplification of depth‐averaged velocities in the horizontal plane.  
The wave  induced  currents  lead  to  a mean  longshore  flow which  can  be deflected  in  an 
offshore direction by wave or structural interaction. The term rip current is commonly used to 
describe  concentrated,  strong  currents  in  the  offshore  direction,  but  the  definition  varies 
across literature. A broader and weaker seaward return flow is associated with rip currents, 
which  complete  the  circulation  process.  There  are  many  mechanisms  facilitating  and 
influencing the development of rip currents. These include structural features or wave‐current 





be  perilous  and  can  lead  to  exhaustion, which  ultimately  end  in  drowning.  Rip  current 
incidents are a global problem and account for the majority of beach related drownings and 
rescues. 
No single solution exists  to eliminate  this hazard, but  the problem could be addressed by 
means of passive or active solutions. Passive solutions attempt to mitigate the hazard without 
any effect on the current itself. This relies on solving the issue on a social level, but the root of 










people  to  the shore  for  recreational activities. The peak season coincides with  the warmer 
summer holiday season of December/January with most beach goers accessing the beach to 
relax, swim or walk (Prochazka & Kruger, 2010). 







built  between  openings  in  rocky  outcrops.  Throughout  the  years  of  development, water 
circulation and sediment control became more important design factors (Kraus, 1996). 
In 1980, the CSIR  launched a project to formalise the design of tidal pools. This  included a 







In 1986  the Monwabisi  resort was established  in False Bay, South Africa  (Figure 5‐1). The 
resort was built in the late apartheid‐era as a recreational facility to the local population. The 
tidal pool was finished in 1987 to provide safe bathing conditions to the resort as the beach 
was  known  to  be  very  rocky  and  dangerous  for  swimming.  A  spur  and  groyne  was 
constructed  in  1997  to protect  the  tidal pool  against wave  excessive overtopping  – which 
caused an uneven and dangerous pool bottom – and to trap sediment adjacent to the pool, 
resulting  in  a  built‐up  beach.  The  sediment‐rich  beach  significantly  reduced  the  rocky 
hazards, but conversely allowed  for a dangerous current circulation  to develop  (Theron & 
Schoonees, 2007; Bezuidenhout, 2011; Thompson, 2013; CoCT, 2015). 



















The  close  up  aerial  photo  (Figure  5‐3)  from DRDLR  (1945)  shows  the  underwater  rocky 
features of Monwabisi beach before any  formal development had  taken place. These rocks 
caused  unpleasant  and  unsafe  swimming  conditions  to  any  potential  bathers.  The 
construction of the tidal pool (marked orange) and later the construction of the spur (marked 
red)  were  intended  to  solve  the  problem  and  create  a  pleasant  and  safe  swimming 
environment. 
 Construction of Monwabisi Resort and the tidal pool 
Monwabisi means “bringing  joy” or “the one who makes us happy”  in Xhosa. The  resort 
served as a recreational facility mainly for the local population from the nearby settlement of 
Khayelitsha. In 1987 the Monwabisi tidal pool was constructed (Figure 5‐4) to provide safe 
























Three  years  after  the  commencement  of  the  construction,  the  sediment  transport  reached 
equilibrium with a total accretion volume of about 32 000 m3, of which 5 000 m3 of sand was 
artificially  placed  between  September  1996  and  January  1997.  The  equilibrium  state was 
evident by the formation of a stable beach adjacent to the east of the pool. This new beach 
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provided protection  against both  excessive wave overtopping  to  the  tidal pool  as well  as 
covering of the rock protrusions adjacent to the pool, making the apparent bathing conditions 
safer (Theron & Schoonees, 2007). 










discussed  in  § 4.1.11.2.2.2.  Figure  5‐7,  below,  illustrates  the  mechanisms  facilitating  the 
hazardous circulation: The incoming waves (1) approach from a generally‐southern direction. 
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5.2.5.2 Current statistics on drownings at Monwabisi 










2011  September  11  ‐  1  Angler 
2011  September  25  ‐  1  Angler 
2012  January  8  ‐  1  Surf (current possible) 
2012  August  17  ‐  1  Angler 
2013  May  1  ‐  2  Pool 
2013  November  24  ‐  1  Surf (current possible) 
2013  December  1  6  1  Current 
2015  January  1  ‐  1  Unknown 




















A  lot  of  speculation  implied  that  the  ill  planning  and  design were  to  be  blamed  for  the 
drownings  at  Monwabisi,  but  social  factors  including  alcohol  and  drug  use,  beach 
overpopulation and lack of basic swimming skills also contributed to the drownings (Weaver, 













the numerical model was  to gain an  in‐depth understanding of  the hydrodynamics and  to 
analyse and compare the results to the CSIR’s physical model. The structural configurations 

















The  CSIR  (1997)  report mainly  focussed  on  the  current  velocity  reduction  by means  of 
structural  solutions.  Proposed  solutions  included  keeping  the  bathers  away  from  the 
hazardous area, creating a flatter bottom slope, reducing the current and changing the wave 
climate.  The  CSIR  conducted  a  physical model  that  focussed  on  testing  these  proposed 











structures  (e.g.  submerged  breakwaters) were  not  considered  in  the  report  as  they were 















Inside  the  embayment  a  topographic  survey was  conducted  on  8 April  1997  –  relatively 
shortly after  the spur construction completion  in February 1997. This was to create a more 
realistic representation of the bathymetric influence of the spur and groyne on the beach. A 






















– preventing  too  large waves  that would break away  from  the embayment, expending  the 
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5.3.2.2.3 Wave angle (θ) 




























movements.  The  limited  current  measurements  were  not  sufficient  to  calibrate  the 

















MB610  N/A  Baseline test  0.7  1.5  12  8 
MT001  A.1  Short groyne opposite spur head.  0.7  1.5  12  8 
MT002  A.2  Long groyne opposite spur head.  0.7  1.5  12  8 
MT003  A.3  Long groyne away from spur head  0.7  1.5  12  8 
MT004  A.4  Dog‐legged groyne opposite spur head  0.7  1.5  12  8 
MT005  B.1  Dog‐legged spur off spur head (landward)  0.7  1.5  12  8 
MT006  B.2  Spur off spur head (seaward)  0.7  1.5  12  8 
MT007  A.5  Dog‐legged groyne off present beach  0.7  1.5  12  8 
MT008  B.3  Lowered end of Spur  0.4  1.4  12  8 
MT009  B.4  Gap through spur (west section)  0.7  1.5  12  8 
MT010  C.1  Detached breakwater in bay  0.4  1.4  12  8 
MT011  D.1  Raised bed level at spur head  0.7  1.5  12  8 
MT012  E.1  Gap in spur section (west) & groyne off beach 0.3  1.3  12  8 
MT013  E.1  Gap in spur section (west) & groyne off beach ‐0.3  1.3  12  8 
MT014  E.2  Lowered spur section (east) & groyne off beach 0.3  1.3  12  8 
MT015  E.2  Lowered spur section (east) & groyne off beach ‐0.3  1.3  12  8 
MT016  F.1  T‐groyne off beach  0.45  1.4  12  8 
MT017  F.1  T‐groyne off beach  0.9  1.4  12  8 
MT018  F.1  T‐groyne off beach  0.9  1.8  12  8 
MT019  F.1  T‐groyne off beach  ‐0.1  1  12  8 
MT020  F.1  T‐groyne off beach  ‐0.1  1.4  12  8 
MT021  F.1  T‐groyne off beach  0.4  1.1  12  8 
MT022  F.1  T‐groyne off beach  0.4  1.4  8  8 
MT023  F.2  T‐groyne off beach (built‐up beach)  0.4  1.4  12  8 
MT024  F.3  T‐groyne off beach (denuded beach)  0.4  1.4  12  8 
 
A unique sequential  identification  (ID)  (MT001, MT002, etc.) was assigned  to each model. 
This identification reference is used throughout the remainder of this study. The prefix “MB‐“ 







The performance of  the  tests  is divided  into  two sections:  initial  test  results and T‐groyne 
results. The initial tests results include – as the name suggests – the results of the first batch of 
proposed  solutions  (Groups A  to E)  that were  tested  in  the physical model. Based on  the 









Only  a  limited  amount of velocity measurements were  taken  in areas of  importance. The 




















spur.  The most  successful  solution was  a  dog‐legged  groyne  off  the  beach  (MT007), which 
reduced average velocity along the spur to 65% of the baseline velocity. 
5.3.3.1.2 Group B: Modification to the spur (gap/sills, extension/reduction) 
The  modifications  to  the  spur  did  not  produce  successful  solutions.  The  modifications 
included extensions to the spur, partially lowering sections of the spur and creating a full gap 




reduced  the dangerous velocity  along  the  spur, only  to  create new potentially dangerous 
circulation cells. 
5.3.3.1.3 Group C: Detached breakwater 



























angled  perpendicular  to  the  incoming wave  direction.  The  flanges  of  the  T‐groyne  head 
created a smaller bay opening relative to MT002. 




Unlike  the preliminary  tests,  the bathymetry was  re‐profiled  to match  the expected beach 
configuration from the T‐groyne. A beach equilibrium study would have been ideal, but was 
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In seven out of nine of  the T‐groyne  tests conducted by  the CSIR,  the  flow along  the spur 
(Figure 5‐12‐A) was below the measuring capability of their instruments. The remaining case 




































not be  sufficient  and  should be  combined with  other physical measures,  such  as marked 
swimming areas with controlled access,  lifeguards and warning signs. They recommended 
further  testing and structural optimisation of  the T‐groyne model.  It should be noted  that 





report was published, but no  structural  changes have been made  to Monwabisi beach  to 
reduce any hazardous currents. 
The physical model configurations from the CSIR’s (1997) report will be re‐investigated in this 

















The  primary  component  of  interest was  the wave‐induced  currents  –  to  investigate  the 
performance of  the proposed solutions as a  function of  the change of velocities across  the 
various  test cases. This also  involved visually analysing  the current patterns. A secondary 
component  of  interest was  the  propagation  of  incoming waves  –  referred  to  as  ‘surface 
elevation’ component in modelling terminology. 
The  results  of  the  numerical  simulation were  processed,  analysed  and  presented  in  two 











MIKE  21  Boussinesq  Wave  is  a  wave  resolving  model  designed  by  DHI,  which  solves 
Boussinesq‐type  equations  by means  of  a  flux‐formulation. MIKE  21 BW Boussinesq Wave 
includes “enhanced” Boussinesq‐type equations based on the formulations by Madsen et al. 
(1991) and Madsen and Sørensen (1992). These  include  frequency dispersion  in  the model, 
which  allows  for more  accurate  simulation  of waves  propagating  from  deeper water  to 
shallower water. 
Wave  breaking  and  associated wave‐driven  currents  are  included with  the  surface  roller 
concept, which approximates the roller thickness as a separate bulk of water propagating with 
the  waves.  The  wave‐induced  currents  are  resolved  with  the  inclusion  of  additional 
convective momentum terms (radiation stresses) associated with the surface rollers. MIKE 21 
BW Boussinesq Wave can also include wave runup by means of the moving shoreline function, 
which  treats  solid  beach  as  a depth‐variable permeable beach with  a very  small porosity 
(Sørensen et al., 1998; DHI, 2014). 





























wave and  tide combination. This differs  from  the CSIR’s comparison  to only one baseline 
condition  (MB610),  as  it  isolates  the  effect  of  the  structural  change, whereas  the  CSIR’s 
comparison provided a generalised performance indicator. A brief description list is set out 
in Table 6‐2 on the next page. This table can also be found in Appendix G for quick reference. 
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Table 6‐1: Summary of proposed solution simulations 








MT001  A.1  Short groyne opposite spur head.  0.7  1.5  12  8 
MT002  A.2  Long groyne opposite spur head.  0.7  1.5  12  8 
MT003  A.3  Long groyne away from spur head  0.7  1.5  12  8 
MT004  A.4  Dog‐legged groyne opposite spur head  0.7  1.5  12  8 
MT005  B.1  Dog‐legged spur off spur head (landward)  0.7  1.5  12  8 
MT006  B.2  Spur off spur head (seaward)  0.7  1.5  12  8 
MT007  A.5  Dog‐legged groyne off present beach  0.7  1.5  12  8 
MT008  B.3  Lowered end of spur  0.4  1.4  12  8 
MT009  B.4  Gap through spur (west section)  0.7  1.5  12  8 
MT010  C.1  Detached breakwater in bay  0.4  1.4  12  8 
MT011  D.1  Raised bed level at spur head  0.7  1.5  12  8 
MT012  E.1  Gap in spur section (west) & groyne off beach 0.3  1.3  12  8 
MT013  E.1  Gap in spur section (west) & groyne off beach ‐0.3  1.3  12  8 
MT014  E.2  Lowered  spur  section  (east)  &  groyne  off 
beach  0.3  1.3  12  8 
MT015  E.2  Lowered  spur  section  (east)  &  groyne  off 
beach  ‐0.3  1.3  12  8 
MT016  F.1  T‐groyne off beach  0.45  1.4  12  8 
MT017  F.1  T‐groyne off beach  0.9  1.4  12  8 
MT018  F.1  T‐groyne off beach  0.9  1.8  12  8 
MT019  F.1  T‐groyne off beach  ‐0.1  1  12  8 
MT020  F.1  T‐groyne off beach  ‐0.1  1.4  12  8 
MT021  F.1  T‐groyne off beach  0.4  1.1  12  8 
MT022  F.1  T‐groyne off beach  0.4  1.4  8  8 
MT023  F.2  T‐groyne off beach (built‐up beach)  0.4  1.4  12  8 
MT024  F.3  T‐groyne off beach (denuded beach)  0.4  1.4  12  8 
Table 6‐2: Summary of baseline models 







MB110  N/A  Baseline test  ‐0.3  1.3  12  8 
MB210  N/A  Baseline test  ‐0.1  1  12  8 
MB220  N/A  Baseline test  ‐0.1  1.4  12  8 
MB310  N/A  Baseline test  0.3  1.3  12  8 
MB410  N/A  Baseline test  0.4  1.1  12  8 
MB420  N/A  Baseline test  0.4  1.4  12  8 
MB430  N/A  Baseline test  0.4  1.1  8  8 
MB510  N/A  Baseline test  0.45  1.4  12  8 
MB610  N/A  Baseline test  0.7  1.5  12  8 
MB710  N/A  Baseline test  0.9  1.4  12  8 
MB720  N/A  Baseline test  0.9  1.8  12  8 











literature  specifically  referred  to  rip  currents  with  concentrated  flow  through  current 
channels. This is not fully applicable to Monwabisi as the cell circulation is unrelated to typical 
rip currents and channel‐concentrated flow. 







The  input  requirements  vary  depending  on  the  desired  outcome,  with  some  optional 

























outside  of  the  embayment  was  expected  to  influence  the  hydrodynamics  inside  the 





for  the  MIKE21  Boussinesq  Wave  model.  The  actual  setup  process  was  much  more 
unstructured, and would have been too complex to document as such. 
6.3.1.1 Module Selection 
The module  selection  is  used  to  choose  between  one‐dimensional  and  two‐dimensional 




§ 5.3.2.1. This process required converting bathymetric survey data  (hard copies)  to a  final 
MIKE  21  Boussinesq  Wave‐ready  bathymetry  file.  This  process  arguably  was  the  most 
important part of the setup as it defined the physical domain for the simulation, as well as any 
structural elements. The process was also  the most  time consuming, with a relatively  long 





The majority of  the bathymetry‐input data was based on old  survey data predating‐  and 
including the year 1997. The survey data was mainly sourced from the CSIR’s (1997) report 
with  some  additional  satellite  imagery  from Google  Earth  for  topographical  features.  The 
readily  available  survey  data  from  the  CSIR  was  convenient  and  also  meant  that  the 
bathymetry would be consistent between the MBWS and CSIR models. It was also mentioned 
in in § 5.3.2.1 that the survey data was representative of the beach equilibrium profile, and 












It  should  be noted  that  the  survey data  from  the  1997 CSIR  report were  recorded  in  the 





to  be  scanned,  digitized  and  interpolated  to  be  used  in  the  MIKE  21  Boussinesq  Wave 
environment.  
6.3.1.2.2 Defining the bathymetry dimensions 





A 1 600 m x 1 310 m bathymetry  size was  chosen with grid  cell  size of 2 m x 2 m and a 
minimum water depth of 0.5 m. These specifications provided a good balance between model 
stability,  resolution  of  detail  and  simulation  time.  Figure  6‐2  below  illustrates  the model 
boundaries and Figure 6‐3 illustrates the grid bathymetry file of the specified domain. 











possible  to  include 3D  structures  (specification of  structure height)  in MIKE 21 Boussinesq 
Wave, but the setup process is complex and only necessitated in specialist cases such as wave 
overtopping studies. Only two simulations from the CSIR’s (1997) study showed evidence of 
wave  overtopping  on  the  existing  spur.  Furthermore,  these  overtopping‐currents  only 
occurred momentarily  and  generally  had  little  influence  on  the  circulation  process.  The 





integrated  in  the MBWS  bathymetry  grid. The  slope  of  the  structure was  to  some  extent 
accounted for by the definition of the porosity coefficient, as discussed in § 6.3.1.15. 
6.3.1.2.3.2 Bathymetry re‐profiling 












App. B.B.3  Lowered End of Spur   Structural modification 
App. B.B.4  Gap through spur (west section)   Bathymetry re‐profiling 
App. B.D.1  Raised bed level at spur head.   Bathymetry re‐profiling 
App. B.E.1  Gap in spur section (west) & groyne off beach   Bathymetry re‐profiling 
App. B.E.3  Lowered spur section (east) & groyne off beach   Bathymetry re‐profiling  Structural modification 
App. B.F.1  T‐Groyne (standard)   Bathymetry re‐profiling 
App. B.F.2  T‐Groyne (built‐up beach)   Bathymetry re‐profiling 




spur. Both of  these  cases were  related  to a  lowered  crest  elevation of  the  spur  (but not a 
complete gap). These  cases differ  from  the other  structural modifications  in  their  relative 







Figure  6‐3  illustrates  a  complete grid bathymetry  layout,  as used  for  the  specific baseline 
simulation of MB610. 
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6.3.1.3 Type of equation 
The  equation  type  refers  to  the  selection  between  Classical  and  Enhanced  Boussinesq 
equations. The Enhanced equations differs from the Classical equations by the addition of a 
dispersion factor, ܤ. This factor improves the linear dispersion characteristics with regard to 
phase celerity and group velocities  for waves propagating  from deeper water  to shallower 
water  (Madsen &  Sørensen,  1992). The dispersion  factor  can be  specified  in  the MIKE  21 
Boussinesq  Wave  model,  and  the  value  recommended  by  Madsen  &  Sørensen  (1992)  is 
ܤ ൌ 0.0667	(or 	ܤ ൌ 1 15ൗ ). 
For accurate modelling and numerical stability  in  the simulation of wave breaking,  it was 


















plot  extracted  from  a  simulation  using  a  central  differencing with  side‐feeding discretisation 
scheme. 


























The compromise  is  therefore  to keep  the  time‐extrapolation high enough  (without causing 




as  it  results  in  a  stable  simulation  without  too much  artificial  dissipation.  Higher  time 







The  time  step  interval  is  determined  by  the  balance  between  modelling  stability  and 
computational time. With regard to numerical stability (discussed in § 6.3.1.4), it was decided 
to use a time step interval of 0.05 s. This equates to 240 time steps for a 12‐second‐ wave. This 








takes  for  the  simulation  to  reach  equilibrium.  Only  once  the  simulation  has  reached 




determine when  the model reached equilibrium state. The  figure below shows  the surface 
elevation recording taken within the embayment. It can be seen that the waves only reached 
stability after about 10 000 to 11 000 time steps (roughly 8 to 9 minutes of simulation time). 








































































































coefficient  for each grid cell). MIKE21 accepts  two  formulations of  the bottom  friction,  the 
Manning “ܯ” or Chézy “ܥ” number. 




research by Ghani  et  al.  (2007), Chow  (1959) and  recommendations by DHI  (1994).  It was 
decided  to use a Manning bottom  friction number of ܯ ൌ 32݉ଵ ଷ⁄ ݏ⁄ . The  influence of  the 











are  not  resolved  by  the  convective  terms.  This  requires  extensive  calibration  and  is  only 















initiated,  a  surface  roller  forms  that  is  represented  by  a  separate  bulk  entity  of  water 
propagating with the wave celerity. The surface roller is resolved by an additional convective 
momentum term originating from the depth‐integrated horizontal velocity. These additional 





(1993).  The  type  of  roller  celerity  determines whether  the  surface  roller  propagates  in  the 
direction of the wave (Type 3) or in a fixed pre‐determined angle (Type 1). The latter option 
requires  a  specified wave direction. This model  required multi‐directional wave breaking 








0.4 seconds.  The  influence  of  this modelling  error was  therefore  tested  in  the  sensitivity 
analysis and  it was  fortunately discovered  to have only a very marginal  influence on  the 
velocity measurements. The influence is further discussed in § 6.7.3.2. Schäffer et al. (1993) also 
noted  that  the Boussinesq model  is not  too  sensitive  to  this parameter,  though  it may be 




















required  for  the MBWS  simulation.  Finally,  the  focus  of  this  study was  on wave‐current 
interaction  and  it was  therefore decided not  to  include  a moving  shoreline  in  the MBWS 
model. 
6.3.1.15 Porosity 
Porosity  layers are used  to simulate  the wave‐land or wave‐structure  interaction. Without 
porosity layers, waves will simply reflect off the land. Porosity layers provide a form of wave 
absorption  to  prevent  this  reflection.  They  differ  from  sponge  layers  as  they  allow  for  a 
defined amount of partial wave reflection. This feature is used to simulate the partial reflection 



























depending on  the on  the nearby bathymetry  (water depth  in  front of structure) as well as 




of  the  study  remained accurate modelling of  the wave‐current  interaction. The aim of  the 
porosity scheme was  therefore  to keep reflection  low, albeit  in accordance  to  the structure 
reflection coefficients as defined by Thomson et al. (1996). It was decided to define only four 
unique groups of porosity coefficients. The porosity parameters (coefficient and layer width) 
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6.3.1.16 Sponge 
Sponge  layers are used  to  fully absorb wave energy  that “exits”  the domain of  the model. 
Without sponge layers, the wave energy will be fully reflected at the boundaries. The Sponge 
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the  results.  However,  there  were  two  main  limitations:  time  constraints  and  physical 
hardware limitations. The former determined how much of the data could be processed and 


















ideal  for  the  investigation  of  time‐dependent  developments  (for  example  moving  or 
oscillating circulation patterns, occasional rip currents, etc.). 
The MIKE21 Boussinesq Wave  suite  provided  two  types  of  output data: deterministic  and 
phase‐averaged parameters. Deterministic parameters are instantaneous output data available 
for each specified time step. Phase‐averaged results are temporal averaged values for a specified 




the  measurements  would  be  compromised  by  abnormal  values.  It  was  mentioned  in 
§ 6.3.1.5.2, “Duration of  the simulation period”,  that  the model was stable enough  to start 





















The average current velocity output  is a good  indicator of what  is happening, but  it  is also 










The  statistical  requirements necessitated additional post‐processing  to  extract  the  relevant 














these  currents  had  to  be measured  in  a  consistent matter  to  allow  for  reliably  statistical 
comparison. 
Absolute maximum velocities  typically occurred at a single grid cell  (2m x 2m). Reporting 
these  values would  not  be  realistic,  as  they  are  not  representative  of  the whole  current. 
Furthermore, a current  is a phenomenon happening over a distance, and not  just a  single 
















recording distance could not have been  too  small  (also  taking  the 1:75  scale of  the CSIR’s 
physical model  into consideration). A width of 6m was used  (3 cells)  to allow  for oblique 
measurements on the spatial grid. 
To  conduct  the ݑ௉஺ଷ଴  velocity measurements,  the  corresponding  grid  cells  needed  to  be 
selected from the simulation output file. For currents aligned along the grid it was simple task: 
simply selecting a 30 m x 6 m (= 180 m2) area (or 15 x 3 = 45 cells). Most currents curved and 
flowed oblique  to  the grid, which made  the  selection process  less  simple.  In  such  cases a 




















In  the  cases  (including  the  baseline  tests) where  the  beach was  not  separated  into  two 
distinguishable areas, the whole beach spanning from the existing spur to the existing groyne 







exceedance  distribution.  The  probability  of  the  velocity  exceedance  in  the  exceedance 
distribution was expressed as percentage by convention. 
6.6 CALIBRATION & VERIFICATION 
It was mentioned  previously  that  the  calibration  of  the CSIR’s  physical model was  very 
limited (§ 5.3.2.5), focussing more on the visual hydrodynamic processes observed, including 
wave  runup,  overtopping  and  the  general  circulation  pattern  present  at  the  beach.  The 
observations were not  conclusive enough  to verify  the physical model’s  current velocities 
against prototype velocities. For reliability reasons the velocities were therefore presented in 
the CSIR report (1997) as relative (percentage) values only. 





 The CSIR’s  (1997)  report only used  relative  (percentage) velocities, which meant  that  the 
velocities of the MBWS model could not be calibrated against the CSIR’s model. The CSIR did, 

























prominent,  counter‐clockwise  circulation  in  the  sheltered  area  behind  the  spur. This  also 
agreed  to  the description of a strong circulation with a prominent current along  the spur, 
whereafter the current diffuses into deeper water. Other secondary flow patterns were also 

























model  were  not  extremely  strong,  ranging  between  25.2  cm/s  and  32.1  cm/s,  but  were 





refraction).  Snapshots  of  the  surface  elevation  from  the MBSW model were  compared  to 
suitable satellite imagery sourced from Google Earth. This was not an exact study as the aim 




Figure 6‐13, below,  shows a  typical wave‐bathymetry  interaction occurring at Monwabisi. 
Two areas have been highlighted as red‐dashed zones where the effects of shoaling and wave 
breaking  are  very  apparent. The  leftmost  area  shows  a  sort  of diagonal  shoaling  pattern 
extending  to  the  south‐east. The  rightmost area clearly  shows  that  the wave  shoaling and 
breaking  is not consistent along  the shore. The two areas are divided by a  temporary “flat 
zone” where the effects of shoaling seem to temporary decay. This “flat zone” is a consistent 
effect  that  could  be  observed  across  various  satellite  images  (not  shown  here),  including 












simulation. The  shape  and diagonal  orientation  of  the  leftmost  zone were  also  consistent 
between  the MBSW model  and prototype  conditions. The predicted wave  transformation 
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Figure 6‐15, below, shows the comparison of diffraction effects inside on a smaller scale inside 
the embayment.  It can be  seen  that  the wave diffraction effects were modelled with good 












The  sensitivity  analysis  was  primarily  concerned  with  MIKE  21  Boussinesq  Wave  setup 
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run with adjusted values. The results of the sensitivity studies were compared to the original 




























A Manning ܯ  friction  factor  of 32	݉ଵ ଷ⁄ ݏ⁄  was  used.  The Manning ܯ  factor  was  varied 






Value  Adjustment [%]  ࢛ഥ′ࡿ  ࡴഥ′ࡿ 
MB610  ܯ = 32  ‐  ‐   
MS01‐1  ܯ = 38.4  +20%  21%  1.2% 
MS01‐2  ܯ = 25.6  ‐20%  24%  2.0% 
MS01‐3  ܯ = 64  +100%  79%  1.4% 






























M = 32 M = 38.4 M = 25.6 M = 64 C = 32
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For the case of the Chézy coefficient (ܥ = 32	݉ଵ ଶ⁄ ݏ⁄ ) the velocities were fairly similar to the 
Manning value of the same absolute value. This can be explained by the ratio between the 
Chézy and Manning coefficient; 






For a Chézy coefficient of ܥ = 32	݉ଵ ଶ⁄ ݏ⁄  , and depth range of 0.5 m to 2.0 m (all velocities in 
the  embayment  were  measured  within  this  depth  range),  the  corresponding  Manning 
coefficients would be ܯ = 35.9	݉ଵ ଷ⁄ ݏ⁄  and ܯ = 28.5	݉ଵ ଷ⁄ ݏ⁄ , which explains the similarity to 















Value  Adjustment [%]  ࢛ഥ′ࡿ  ࡴഥ′ࡿ 
MB610  HTCR = 0.4s  ‐  ‐   
MS02‐1  HTCR = 1.2s  +200%  1.7%  0.1% 
MS02‐2  HTCR = 2.4s  +500%  2.6%  0.2% 
 





There  is  some  visible,  but  arguably  negligible,  change.  The ࢛ሺࡴሻ , ࢛ሺࡵሻ  and ࢛ሺࡶሻ  velocities 
increased  slightly,  proportionally  to  the  sensitivity  adjustment, whereas  the ࢛ሺࡷሻ  velocity 




The  porosity  coefficient  sensitivity  study  investigated  how  the  variation  of  the  porosity 
coefficient influenced the velocities, rather than the reflection properties of the structures per 




The  four groups were adjusted simultaneously by adjusting  the coefficients with  the same 
percentage‐factor. From Figure 6‐7 (page 6‐16), it can be seen that relatively minor changes to 






Value  Adjustment [%]  ࢛ഥ′ࡿ  ࡴഥ′ࡿ 
MB610  ∝௣ = 100%  ‐  ‐   
MS03‐1  ∝௣ = 102%  +2%  1.7%  0.8% 
MS03‐2  ∝௣ = 98%  ‐2%  0.5%  0.4% 
































It was  shown  in  § 6.3.1.5.2  that  the  surface  elevation  time‐series  and  cumulative  phase‐
averaged  velocity  indicated  that  the model  reached  stability  from  the  12 000th  time  step 
(10 minutes). The simulation was run for another 8 000 time steps to record the cumulative 
phase‐averaged  values  as  they  reached  uniformity  by  the  end  of  the  simulation.  The 
sensitivity  study  of  the  simulation  duration  explored  the  stability  of  the model  and  the 
associated effects by increasing the simulation duration. 
For  the sensitivity study,  the simulation duration was adjusted  (longer run) as well as  the 




Parameter  Value  ࢛ഥ′ࡿ  ࡴഥ′ࡿ 
MB610  Recording length  ݏ = 12 000 → 20 000  ‐  ‐ 





















∝p = 100% ∝p = 102% ∝p = 98% ∝p = 96%



































































Between  time steps 12 000 and 20 000,  the sub‐series phase‐averaged velocity  (yellow  line) 
still  fluctuated, with velocities  ranging between 25.2 cm/s. and 32.8 cm/s. The  fluctuations 
were  periodic  and wave‐like, which  indicates  a  highly  probable  influence  of  long waves 
caused  by  boundary  effects.  The  wave‐like  fluctuations  allowed  the  cumulative  phase‐
averaged velocities to prematurely converge – as illustrated in Figure 6‐22. As the fluctuations 
diffused over the extended time, the sub‐series average seemed to slightly increase from time 
step 20 000  to 40 000, allowing  for  the 14% deviation at ࢛ሺࡴሻ seen  in Figure 6‐20. This  long 
wave influence is in good agreement with the theory of Longuet‐Higgins and Stuart (1964) of 
long‐waves considerably contributing to the wave‐current interaction. 












































࢛ሺࡴሻ  ࢛ሺࡵሻ  ࢛ሺࡶሻ ࢛ሺࡷሻ
MB610  25.2  30.4  34.1  32.1 
MS05‐1  24.7  30.4  34.2  32.0 
MS05‐2  24.7  30.4  34.2  32.0 


















































relative  velocities  (ratio  of  one  velocity  to  relative  to  another)  throughout  the  study,  by 
assuming that the ratio between the velocities would remain linear. 
 Sensitivity analysis 
A sensitivity analysis was required  to study  the  influence of parameters where  there were 















The wave‐breaking half‐time  cut off parameter, porosity  coefficient and  the measurement 
rigidity of the 30 m peak average velocities (ݑ௉஺ଷ଴) were also tested in the sensitivity analysis, 
but were  found  to  have  only marginal  influences  on  the  current  velocities.  In  all  of  the 





















Appendix D  contains  the  detailed  results  and Appendix  F  summarises  all  the measured 
velocities of the simulations discussed in this chapter. 
 Scope of the analysis 
The visual analysis will mainly  focus on  the current circulation patterns by examining  the 





















The absolute velocities were not omitted  from  this study, as  they still have relevance  to  this 
study. Firstly, the absolute velocities provide an overview of the original output results from 





























From this formulation it follows that for relative velocities below 100% ( ௥ܷ ൏ 100%) indicates 
a weaker current relative to the baseline conditions (improvement). Relative velocities above 
100% ( ௥ܷ ൐ 100%) indicate a stronger current relative to the baseline conditions (worsening). 
7.1.2.2.2 Velocity class system 
The proposed solutions usually altered the circulation patterns significantly, which meant that 








Class  2  (C2):  A  secondary  strong  current  in  the  sheltered  bay*.  Class  2  currents  do  not 
necessarily lead to an exit flow, but can still be potentially dangerous. 






Stellenbosch University  https://scholar.sun.ac.za
7‐3 
The purpose of this categorisation was to  identify the velocities which can be compared to 












The  exceedance  curves  from  the  baseline  simulations  could  be  used  to  compare  the 
improvement or deterioration relative to the existing situation at Monwabisi, similar to the 
relative velocities. The difference curve  is simply calculated by determining  the difference 
between  the  relative baseline exceedance curve and  the exceedance curve of  the proposed 
solution: 










improvement  and  a  negative  difference  (or  increase  of  exceedance  value)  (ܦሺ݅ሻ ൏ 0% ) 
indicates a deterioration  relative  to  the baseline. The concept  is slightly different  from  the 
relative velocities, as the difference curve is still a function of the absolute velocities. 





This  chapter  will  first  discuss  the  results  of  the  baseline  simulations  (§ 7.2)  to  better 
understand  the complex hydrodynamic system which  facilitates  the hazardous circulation. 


















MB110  ‐0.3  1.3  12 
MB210  ‐0.1  1  12 
MB220  +0.1  1.4  12 
MB310  +0.3  1.3  12 
MB410  +0.4  1.1  12 
MB420  +0.4  1.4  12 










MB510  +0.45  1.4  12 
MB610  +0.7  1.5  12 
MB710  +0.9  1.4  12 




A general  anti‐clockwise  circulation pattern was  consistently visible  in  all  of  the  baseline 
simulations. The components of a rip current – as defined  in the  literature study (§ 4.1.8) – 
















































Realtive Baseline (MB610) MT005
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development of a  longshore current. This  longshore current  is  the driving  force of  the  rip 














(contours  relative  to  0 MSL)  and  the  current  velocity  (left)  and wave  energy  flux  (right) 
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present  to  significantly  influence  the  energy  flux.  The  wave‐induced  velocity  is  depth‐
averaged and therefore the highest velocity does not necessarily coincide with highest energy 
flux.  


















existing  spur  and  groyne,  as  there were  no  physical  structures  to  divide  the  beach.  The 
designated swimming area for each baseline simulation is presented in Appendix D.2. 






Figure  7‐9  and  Figure  7‐10  below  summarises  the  velocity  measurements  for  the  peak 
velocities  (organised  by  velocity  class  system)  and  area‐velocity  distribution  (based  on 
























































































Stellenbosch University  https://scholar.sun.ac.za
7‐9 
 Statistical analysis: influence of variable environmental conditions 
A  total of 11 baseline  configurations were  tested, of which  some  shared a  common  setup 
parameter (tide level, wave height or wave period). These common parameters were used to 












[s]  ࢛ሺࡴሻ  ࢛ሺࡵሻ  ࢛ሺࡶሻ  ࢛ሺࡷሻ 
MB110  ‐0.3  1.3  12  17.8  21.2  45.9  18.6 
MB210  ‐0.1  1  12  15.2  26.0  38.2  21.9 
MB220  ‐0.1  1.4  12  21.1  31.5  43.6  24.7 
MB310  0.3  1.3  12  18.7  31.4  35.7  30.1 
MB410  0.4  1.1  12  16.3  26.5  27.6  29.3 
MB420  0.4  1.4  12  22.1  30.9  37.3  32.2 
MB430  0.4  1.1  8  25.3  28.8  36.7  29.1 
MB510  0.45  1.4  12  24.4  30.2  35.7  31.3 
MB610  0.7  1.5  12  25.2  30.4  34.1  32.1 
MB710  0.9  1.4  12  23.7  30.0  26.9  29.2 
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wave  energy  dissipation. However,  the  total  range  and  amount  of wave  period‐related 
simulations were too limited to make strong conclusions. 
7.3 PROPOSED SOLUTION SIMULATION ANALYSIS 
























MT001  Short groyne opposite spur head.  0.7  1.5  12  8 
MT002  Long groyne opposite spur head.  0.7  1.5  12  8 
MT003  Long groyne away from spur head  0.7  1.5  12  8 
MT004  Dog‐legged groyne opposite spur head  0.7  1.5  12  8 



























The  quantitative  results  of  Group  A  were  relatively  consistent.  The  Class 1  and  Class 2 
velocities were reduced by a fair amount for all of the Group A simulations. The dog‐legged 
groyne (MT007) showed the most promising results with the velocity along the spur reduced 
to ࢁ࢘ሺ࡯૚ሻ ൌ ૞ૠ%, and the secondary velocity reduced considerably to ࢁ࢘ሺ࡯૛ሻ ൌ ૛૞%, 
The designated swimming areas for the groyne configurations were noticeably calm. The dog‐




































MT001 MT002 MT003 MT004 MT007




















MT005  Dog‐legged spur off spur head (landward)  0.7  1.5  12  8 
MT006  Spur off spur head (seaward)  0.7  1.5  12  8 
MT008  Lowered end of spur  0.4  1.4  12  8 


































other  current  forced  into deeper water  in an  easterly direction. The  strongest  exit  current 


















distribution relative  to  the baseline. This contrast between  the velocity at  the spur and  the 
area‐velocity distribution  is particularly dangerous  to  bathers  as  the  sheltered designated 
swimming  area  may  provide  a  false  impression  of  safety.  The  gap‐through‐the‐spur 
configuration  (MT009) only slightly reduced exit velocity  to ࢁ࢘ሺ࡯૚ሻ ൌ ૡ૝%. The designated 
swimming area were also somewhat safer relative to the baseline condition. 








































MT005 MT006 MT008 MT009


























direction  of  the  beach,  thus  increasing  the wave  energy  and  consequently  the  longshore 
current velocity. A small, albeit strong clockwise circulation pattern developed  in this area 
(Point  B  in  Figure  7‐26,  left),  driven  by  the  reflected wave  energy  and  partially  by  the 
circulation pattern from the exposed area. The increase in wave energy also strengthened the 
current along the spur.  









The  increase  in wave  energy  resulted  in  a  significant  increase  of  current  velocities.  The 
velocity  along  the  spur  (Class 1)  was  almost  doubled,  with  a  relative  velocity  of 
ࢁ࢘ሺ࡯૚ሻ ൌ ૚ૡૠ%. The secondary peak current (Class 2) in the bay was also relatively high, with 

















MT011  Raised bed level at spur head  0.7  1.5  12  8 
7.3.4.1 Visual Observations 
The  raised  bathymetry deflected  the  current  away  from  the  spur  in  a northern direction. 
Initially,  the  deflection  process  appeared  similar  to  the  simulation  of  the  landward  spur‐
extension (MT005). Further inspection revealed that the primary cause was breaking waves on 
the raised bed level area. The relatively low water level induced wave breaking (visible by the 
white  in Figure  7‐29‐left  below). The  localised dissipation  of  energy  led  to wave‐induced 
currents off the raised bed level. The direction of the new current was probably influenced by 





















































were  reduced  (Class 2 velocity  to ࢁ࢘ሺ࡯૛ሻ ൌ ૟૝%)  and  the designated  swimming  area, was 
calmer relative to the baseline conditions. This dangerous contrast between the calm bay and 

























































MT012  Gap through spur (west section) with groyne off beach 0.3  1.3  12  8 
MT013  Gap through spur (west section) with groyne off beach ‐0.3  1.3  12  8 
MT014  Lowered section in spur (east) with groyne off beach  0.3  1.3  12  8 











strong current  flowing past  the head of  the spur  (Figure 7‐32,  right). This small clockwise 
pattern may have been influenced by the cusp in the lee of the spur, combined with the wave 

















The  combination  of  a  gap  in  spur  section with  a  groyne  off  beach  (MT012  and MT013) was 
unsuccessful  in  reducing  the dangerous  exit  velocity  (Class 1), with  an  average  increased 
relative baseline velocity of ࢁ࢘ሺ࡯૚ሻ ൌ ૚૚ૠ%. The  rest of  the bay appeared  to be safer, with 






















MT016  T‐groyne off beach  0.45  1.4  12  8 
MT017  T‐groyne off beach  0.9  1.4  12  8 
MT018  T‐groyne off beach  0.9  1.8  12  8 
MT019  T‐groyne off beach  ‐0.1  1  12  8 
MT020  T‐groyne off beach  ‐0.1  1.4  12  8 
MT021  T‐groyne off beach  0.4  1.1  12  8 
MT022  T‐groyne off beach  0.4  1.4  8  8 
MT023  T‐groyne off beach (built‐up beach)  0.4  1.4  12  8 










































MT012 MT013 MT014 MT015




across  all nine  of  the T‐groyne  tests. The T‐groyne divided  the bay  into  two  sections,  an 
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The same process of diffraction wave setup gradient also caused other small velocity peaks in 

















The T‐groyne  configurations  showed  a  clear  success  in  reducing  the velocities within  the 
sheltered bay for a variety of tide, wave and bathymetric conditions. The current along the 
spur  (Class 1)  were  drastically  reduced  with  an  average  relative  baseline  velocity  of  
ࢁ࢘ሺ࡯૚ሻ ൌ ૜૜%. The secondary currents within the sheltered bay were equally reduced to an 
average relative baseline velocity of ࢁ࢘ሺ࡯૛ሻ ൌ ૜૝%. The designated swimming area was also 










































































MT016 MT017 MT018 MT019 MT020
MT021 MT022 MT023 MT024
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ݑሺ஺ሻ ,	ݑሺ஻ሻ , ݑሺ஼ሻ, ݑሺ஽ሻ  and ݑሺாሻ  were  consistently measured  in  the  same vicinities as noted  in 











[s]  ࢛ሺ࡭ሻ  ࢛ሺ࡮ሻ  ࢛ሺ࡯ሻ  ࢛ሺࡰሻ  ࢛ሺࡱሻ 
MT016  0.45  1.4  12  6.7  9.6  12.9  28.0  40.9 
MT017  0.9  1.4  12  5.7  10.1  13.1  25.5  35.2 
MT018  0.9  1.8  12  8.5  12.2  14.7  25.1  38.8 
MT019  ‐0.1  1  12  6.1  5.6  7.5  14.7  39.0 
MT020  ‐0.1  1.4  12  8.9  6.5  8.5  14.1  44.9 
MT021  0.4  1.1  12  5.4  6.0  8.1  24.4  30.9 
MT022  0.4  1.4  8  6.6  7.4  4.5  20.1  41.3 
MT023*  0.4  1.4  12  8.1  11.3  14.7  27.6  44.6 
MT024*  0.4  1.4  12  10.3  8.3  7.6  36.7  16.6 
*Simulations with alternative beach configurations 
7.3.6.3.1 Influence of water/tide level 












































































A  similar  trend was visible  in both  of  the  configuration pairs:  all  the velocities  (with  the 
exception of ࢛ሺࡰሻ) increased with larger waves, as expected. The ratio of increase was not the 




















































































































There was no strong evidence  for a specific  trend  in  the UPA30 velocities  (Figure 7‐43). The 
effects were varying at the different measuring points. The sheltered area (࢛ሺ࡭ሻ,࢛ሺ࡮ሻ, and ࢛ሺ࡯ሻ) 
was  influenced  less  than  the  exposed  area  (࢛ሺࡰሻ  and ࢛ሺࡱሻ ). ࢛ሺࡰሻ  and ࢛ሺࡱሻ  were  affected 





































































MT016  0.45  1.4  12  Normal 
MT023  0.4  1.4  12  Built‐up 
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The  influence of  the different beach configuration was  therefore similar  to  the water  level 
variation in the sense that the deviations are more spatially dependent. The current velocities 













single  exception  of  the  gap‐through‐spur  scenario  (MT009).  The  T‐groyne  solutions  were 
overall  the most successful, with  the maximum  reduction of ࢁ࢘ሺ࡯૚ሻ ൌ ૛૝%. The secondary 
currents within the sheltered bay (Class 2) were reduced in almost all of the simulations, with 






























































































Groups A to F, ranked by Class 1
Class 1 Class 2 Class 3
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breakwater  in  bay  (MT010).  The  T‐groyne  configurations  evidently  resulted  in  the  safest 
designated swimming areas compared to the rest of the proposed solutions.  
It  is  important  to note  that  four proposed  solutions  (MT005, MT010, MT12  and MT013) 
resulted in a calmer designated swimming area, but had an increased exit (Class 1) velocity 
relative to the baseline conditions. These conditions are arguably more dangerous than before. 
The swimming area appears safer and more attractive, but  the sudden  increase  in velocity 
near the spur could pull unsuspecting bathers into the dangerous current. 
7.4 OVERALL PERFORMANCE INDICATOR: SWIMMING DANGER FACTOR 
It would be useful  to  combine  results of  the proposed  solutions  into a  single quantitative 
factor. Such a factor could be useful in providing an indication of the performance of the tested 
scenario, without having to analyse the hydrodynamics in depth. This section will therefore 

























MT001 MT002 MT003 MT004 MT005 MT006
MT007 MT008 MT009 MT010 MT011 MT012
MT013 MT014 MT015 MT016 MT017 MT018
MT019 MT020 MT021 MT022 MT023 MT024
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 Area Velocity Distribution Weighted Average 
The Area Velocity Distribution Weighted Average,  or  simply ݑത஺ ,  summarises  the  designated 
swimming area velocity distribution by a simple weighted mean function: 
  ݑത஺ ൌ
∑ ݑሺ௜ሻ ∙ ݋ሺ௜ሻ௜ୀଵ









ݑሺ௜ሻ ൌ 5݅ െ 2.5 
∴ ݑሺଵሻ ൌ 2.5, ݑሺଶሻ ൌ 7.5, ݑሺଷሻ ൌ 12.5, … 
∴ ݑത஺ ൌ
2.5 ∙ ݋ሺଵሻ ൅ 7.5 ∙ ݋ሺଶሻ ൅ 12.5 ∙ ݋ሺଷሻ൅. . .
݋ሺଵሻ ൅ ݋ሺଶሻ ൅ ݋ሺଷሻ൅. . .  
For  the  upper  limit ݅ → ∞ ,  the  area  velocity  distribution weighted  average ݑത஺  will  reach 
uniformity  from  the maximum velocity onwards. The maximum upper  limit ݅ is  therefore 
undefined in the generalised context as the maximum velocities differ for each model. 
The ݑത஺ velocity was calculated from the designated swimming area velocity distribution for 






































































































































the  absolute  velocities, make  it  difficult  to  define  the  danger  or  safety  limits  for ݑത஺ .  By 
factorising the ݑത஺ velocity to the baseline models, a reference for comparison is established: 
















blue  (with  the  T‐groyne  models  in  dark  blue).  The  models  that  showed  worsening  of 
conditions  ( ഥܷ஺௥  >  100%)  were  highlighted  in  yellow  (with  the  unreliable  overtopping 
simulations in red). The relative velocities ( ௥ܷ) along the spur (Class 1) were also plotted on 
the same graph for reference. 










combined  to  formulate  the Swimming Danger Factor, ࣭ୈ ,  to provide  a  single  improvement 
factor of the proposed solutions: 
  ࣭஽ ൌ ௥ܷሺ஼ଵሻ
൅ ݓ ∙ ഥܷ஺௥










designated  swimming  area. Smaller values of ࣭ୈ  indicates  less of  a danger  relative  to  the 
present situation at Monwabisi. The swimming danger factor should therefore be interpreted 
as: 
 ࣭ୈ ൐ 100%: more dangerous swimming conditions 
 ࣭ୈ ൏ 100%: safer swimming conditions 











































































































swimming  danger  factor  of झ۲ ൌ ૛૜% . MT020  performed  the worst  of  all  the  T‐groyne 











































and statistical aspects. With  the MIKE 21 Boussinesq Wave model  it was possible  to analyse 
each proposed solution with as much detail as required. 
 Visual and Statistical analysis 






comparison  was  rather  complex  in  the  sense  that  the  spatially  varying  2‐dimensional 
parameters had to be simplified to 1‐dimensional and 0‐dimensional parameters for ease of 
assessment.  This was made  possible  by  using  a  velocity  class  system which  categorized  a 
velocity  based  on  its  location.  The  subjective  velocity  class  system worked  successfully, 
especially in benchmarking the velocity along the spur. 
In addition, with the lack of prototype measurements there was no true reference point for 
comparison. This  issue was  solved  by  simulating  both  the  structural modification,  and  a 





velocities  (velocity distribution  for  a defined  area). The  area‐velocities were based on  the 
designated swimming area, a safe and sheltered area which could be demarcated with a structure 
and confined to a depth range of 0 m to 2 m. 
A  swimming  danger  factor,  ࣭D ,  was  also  formulated  as  a  function  of  the  area  velocity 
distribution  and  the  vector  velocity  along  the  spur.  The  purpose  of  the ࣭D  factor was  to 
provide a quantitative indication of the danger of the swimming conditions, relative to the 

















Other  methods  have  also  been  tested,  such  as  modifications  to  the  spur,  a  detached 
breakwater, a wave‐deflecting structure or combinations of groynes and modifications to the 
spur. The modifications to the spur included gaps, lowered sections or extensions to the spur. 
None of  these  tests were quite as successful as  the standard groyne options. Some options 














T‐groynes reduced  the danger relative  to  the present situation – and  in comparison  to  the 
other models. The average SD factor for the T‐groyne options was झ۲ ൌ ૜૙%	in comparison to 
the other models which ranged between झ۲ ൌ ૝૚%	and झ۲ ൌ ૚૞૜%. 
 Influence of environmental variables 




beach configuration  (for  the T‐groyne simulations). The complexity associated with  the 2D 
hydrodynamics was  illustrated  in the results, with mostly variable outcomes and very few 
trends. It should be noted  that  the number of  tests was  too  limited  for determining robust 
trends. 
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From  the  baseline  and T‐groyne models,  it was  seen  that  there  is  an  intricate  interaction 













The  MIKE  21  Boussinesq  Wave  model  showed  great  success  in  replicating  the  complex 
hydrodynamic  system  at  Monwabisi  for  both  the  present  situation  and  the  proposed 
solutions. The ability of  the model  to resolve wave‐induced currents and surface elevation 
proved to be especially useful for this study. The detailed results from the simulations made 

















horizontal  flow  patterns  of  the MBWS  numerical model  and  CSIR  physical model.  The 



























flow along  the spur as a benchmark  for  the rest of  the simulations. The “M”  in Figure 8‐1 
































The  CSIR  model  included  a  number  of  simulations  with  wave‐overtopping.  MIKE  21 
Boussinesq Wave  is capable of modelling wave overtopping, but this  is a relatively complex 
process which requires experience and extensive calibration data. Since no calibration data 


































Type 1  (T1), Exact or close match: The  two models show a definite agreement  in  flow 
pattern and peak velocities. 
Type 2 (T2), Inexact match: The flow patterns of the models differ to some extent, but a 











(velocity  as  a  percentage  unit).  Effectively,  this  factorised  all  of  the  CSIR’s  velocity 
measurements with a factor equal to the inverse of the original baseline current along the spur, 
ݒெ஻଺ଵ଴. The reported velocities from the CSIR’s simulations could there be expressed as: 
  ௙ܸሺ௜ሻ ൌ ݒሺ௜ሻ ∙ ஼݂ௌூோ (8.1)
 









In order  to  compare  the MBWS  results  to  the CSIR  results,  the velocities  also need  to be 
factorised so that: 




























in  the  baseline  test, which  could  potentially  skew  the  comparison  results.  The CSIR  and 
MBWS data sets should therefore be compared first, before deciding on the MBWS conversion 
factor. To establish the MBWS conversion factor,  ெ݂஻ௐௌ, it was decided to use only the Type 1 
measurements as  they were  the most reliable  in  terms of  flow pattern comparability. As a 
starting  point,  ெ݂஻ௐௌ  was  derived  from  the MBWS‐baseline  spur  flow  velocity  as  a  first 
estimation (measured ݑெ஻଺ଵ଴ሺெሻ ൌ 0.252	݉/ݏ). 
ெ݂஻ௐௌିଵ ൌ ݑெ஻଺ଵ଴ሺெሻ 
∴ ெ݂஻ௐௌ ൌ 1 0.252ൗ ൌ 3.97	݉ିଵ ∙ ݏ 
 
The graph below  shows  the  comparison of  all  the CSIR  and MBWS Type  1 velocities  for 
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Surprisingly for  ெ݂஻ௐௌ ൌ 3.97	݉ିଵ ∙ ݏ the CSIR and MBWS models compared reasonably well. 
There were some deviations as expected, but the linear regression indicated a good statistical 
comparison between  the  two data  sets with an a  reasonably good  statistical  coefficient of 
determination of: ܴଶ ൌ 	0.71. 








It  is  very  important  to  note  that  this  velocities  are  relative  to  one  specific measurement 
(velocity  along  the  spur  for  the MB610‐baseline  simulation). This means  that  the velocity 
ratios  among  the  relative  velocities  are  still  the  same  as  the  ratios  among  the  absolute 
velocities.  This  is  different  from  relative  baseline  velocities  ( ௥ܷ )  in  Chapter 7 where  the 





























MB610  Baseline test  0.7  1.5  12  8  (100%)  (100%) 
 



























head.  0.7  1.5  12  8  66%  77%  T1 
MT002  Long groyne opposite spur 
head.  0.7  1.5  12  8  41%  75%  T1 
MT003  Long groyne away from spur 
head  0.7  1.5  12  8  56%  88%  T1 
MT004  Dog‐legged groyne opposite 
spur head  0.7  1.5  12  8  56%  80%  T1 
MT007  Dog‐legged groyne off present 
beach  0.7  1.5  12  8  65%  57%  T1 
 






All  the  Group  A  options  resulted  in  a  decrease  of  the  current  velocity  along  the  spur. 
Interestingly, the CSIR simulations resulted in stronger currents occurring away from the spur 
– usually about halfway between the spur and the new structure. In the MBWS simulations, 






































In  the MBWS model,  there was evidence of a new adverse effect  in  terms of safety.  In  the 























head (landward)  0.7  1.5  12  8  156%  154%  T1 
MT006  Spur off spur head (seaward)  0.7  1.5  12  8  119%  120%  T1 
MT008  Lowered end of spur  0.4  1.4  12  8  101%  189%  T2 
MT009  Gap through spur (west 
section)  0.7  1.5  12  8  73%  84%  T2 
 
The spur‐extension configurations (MT005 and MT006) showed excellent agreement between 
the  CSIR  and MBWS models.  In  both  cases  the  average  velocity matched  within  a  2% 
difference. The overall results of the spur‐extensions, however,  indicated a worsening of the 
current situation. 











It  has  been  mentioned  that  overtopping‐modelling  is  a  difficult  task  which  relies  on 
experience  and  extensive  calibration  data,  and  could  very  well  be  a  study  in  itself. 
Furthermore, neither of  the  two models  tested  any of  the  additional  scouring  effects  that 































MT010  Detached breakwater in bay  0.4  1.4  12  8  124%  164%  T1 
 
There was a fair agreement between the CSIR and MBWS model simulations for the detached 
breakwater  case  (MT010).  There were  some  differences  in  the  current  circulation  pattern 
around the breakwater. In both of the models the current along the spur further increased in 







The  increased velocity was due  to  the  increased wave action  in  the bay,  caused by wave 
reflections off the spur. The wave‐reflection action was reported by the CSIR, but no visual 
materials were provided. The MBWS model also showed wave reflection off the breakwater, 
but  it  is unclear how  the  reflection  compared between  the  two models. The visible wave 
reflection is shown in Figure 8‐13 on the next page. 



























The raised bed  level affected  the MBWS simulation more  than  the CSIR simulation.  In  the 
CSIR simulation, the current still flowed over the raised bed section, but with slightly reduced 




spur head and  refraction on  the  raised bed  caused waves  to break at  the  spur. The wave 




















groyne off beach  0.3  1.3  12  8  91%  74%  T2 
MT013  Gap in spur section (west) & 
groyne off beach  ‐0.3  1.3  12  8  109%  82%  T1 
MT014  Lowered spur section (east) 
& groyne off beach  0.3  1.3  12  8  104%  326%  T2 
MT015  Lowered spur section (east) 



















































0.45  1.4  12  8  ≤ 
37%  27%  T1 
MT017  T‐groyne off beach  0.9  1.4  12  8  N/M  23%  ‐ 
MT018  T‐groyne off beach  0.9  1.8  12  8  52%  34%  T1 
MT019  T‐groyne off beach  ‐0.1  1  12  8  N/M  24%  ‐ 
MT020  T‐groyne off beach  ‐0.1  1.4  12  8  30%  35%  T1 
MT021  T‐groyne off beach  0.4  1.1  12  8  N/M  21%  ‐ 
MT022  T‐groyne off beach  0.4  1.4  8  8  N/M  26%  ‐ 
MT023  T‐groyne off beach 
(built‐up beach)  0.4  1.4  12  8  73%  38%  T1 
MT024  T‐groyne off beach 
(denuded beach)  0.4  1.4  12  8  ≤16%  41%  T1 
 
The CSIR and MBWS models showed good agreement  in  the T‐groyne simulation  results. 
Both models showed significant  improvements by providing a well‐sheltered bay between 



























only between ࢁࢌ ൌ ૛૚% and ࢁࢌ ൌ ૝૚%. Secondly, where  the CSIR  simulations  considered 
the  exit  velocities  as  negligible,  the MBWS  simulations  also  resulted  in  lowest  velocities 
(MT017, MT019, MT021  and MT022).  This  data  was  too  limited  to  make  any  definite 
conclusions on possible trends. 
In  several  cases  the MBWS  simulations  showed  evidence  of  current  flows  (with  velocity 
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8.2.7.2 Wave‐exposed area 













configuration  response  to  the T‐groyne. The  re‐profiled  beach  configuration was  only  an 
estimate  which  could  not  be  validated.  To  test  the  influence  of  beach  equilibrium 
configurations, a more built‐up beach and a denuded beach were tested with similar wave 
and tide conditions. 
Table  8‐8  (below)  compares  the  influence  of  the  bathymetry  on  the  current  velocities  for 





Factorised Velocities: ࢂࢌ & ࢁࢌ [%] 
Built‐up beach  Normal beach*  Denuded beach 
CSIR  MBWS  CSIR  MBWS  CSIR  MBWS
Spur  73%  38%  37%  27%  16%  41% 
T‐flange  ‐  58%  ‐  51%  ‐  30% 































as clear  from  the velocities along  the  spur  itself.  It was, however, evident  in  the previous 







built‐up  beaches. The  effect was more  prominent  in  the CSIR  simulations.  In  the MBWS 










































and  MBWS  models.  The  comparison  factor  is  simply  the  absolute  difference  of  the 
performance rating of the two models.  
Table 8‐9: Simplified performance rating comparison for the CSIR and MBWS models 
Model  CSIR  MBWS  ऐ࡯ 
MT001  +1  +1  0 
MT002  ‐ 1  +1  2 
MT003  +1  +1  0 
MT004  ‐ 1  +1  2 
MT005  ‐ 2  ‐ 2  0 
MT006  ‐ 1  ‐ 1  0 
MT007  + 2  + 2  0 
MT008  ‐ 1  ‐ 3  2 
MT009  +1  +1  0 
MT010  ‐ 1  ‐ 2  1 
MT011  +1  ‐ 3  2 
MT012  +1  +1  0 
MT013  ‐ 1  +1  2 
MT014  ‐ 1  ‐ 3  2 
MT015  +1  ‐ 3  4 
 
Model  CSIR  MBWS  ऐ࡯ 
MT016  + 2  + 3  1 
MT017  + 3  + 3  0 
MT018  + 2  + 2  0 
MT019  + 3  + 3  0 
MT020  + 3  + 2  1 
MT021  + 3  + 3  0 
MT022  + 3  + 3  0 
MT023  +1  + 2  1 




MT024)  performed  –  both  in  terms  of  inter‐model  comparison  and  current‐reduction 
performance. This rating system quickly points out that none of the preliminary tested models 
(MT001  through MT015)  showed  promising  results,  except  for  the  dog‐legged  groyne  off 





33.3% 66.7% 100% 133.3% 166.7%
+3 +2 +1 ‐1 ‐2 ‐3
improvement worsening












from  the MBWS model  were  simplified  to  a  similar  format  for  easier  comparison.  The 
drawback of the 1997 study was that only a fraction of the output of the physical simulation 




Another  complexity  associated with  the  comparative  study was differences  in  circulation 
patterns. When the general circulation patterns differed between the two models, it becomes 





The  models  compared  well  with  reasonably  good  agreement  in  terms  of  the  current 
circulation patterns and velocity approximation. In the majority of the cases a similar (T1) exit 
velocity  was  present  in  both models,  which made  it  possible  to  do  a  simple  statistical 
performance comparison between the two models. 
Generally  the same circulation patterns were present, but  there were a  few cases were  the 
direction of circulation was opposite or  the circulation pattern was completely different.  It 
was not always  clear what  the  cause of  the difference was, due  to  the  limited amount of 
information  available.  The  MBWS  simulations  consistently  showed  relatively  strong 
circulation  patterns developing  in  the northern‐most  (exposed)  bay.  In  some  of  the CSIR 
models a similar circulation was reported, but not as often as in the MBWS model. 
The MBWS simulations also showed evidence of a secondary current developing in the lee of 
the T‐groyne  flange, which posed a danger of  false security, similar  to  the present current 
along the spur. Although the current was not as strong as the present current along the spur, 
it may present some degree of danger. The CSIR did not report any such findings. 
The CSIR  simulations  sometimes  included  cyclic  events of moving  circulation patterns or 














In  conclusion,  a  simplified  rating was  set  up  and  used  to  rate  and  compare  exit  current 
performance of the MBWS and CSIR model side by side. This rating system attested to the 




it was  not  possible  to  conduct  a  very  thorough  comparison.  The  results were,  however, 
























hydrodynamic  system  could  be  successfully  simulated  by  means  of  a  numerical  2D 
Boussinesq‐type  wave  model.  DHI’s  MIKE  21  Boussinesq  Wave  was  used  to  set‐up  the 
Monwabisi Boussinesq Wave Simulation (MBWS) model. With the MBWS numerical model, the 
proposed  solutions  could  be  investigated  by means  of  an  in‐depth  visual  and  statistical 







model  showed  excellent  agreement  to  observed  and  reported  physical  processes, which 
included  the  wave  effects  of  shoaling,  breaking,  refraction  and  diffraction  –  and  most 
importantly –  the hazardous counter‐clockwise current circulation  in  the embayment. This 







two‐dimensional  process  of  the  circulation  pattern,  surface  elevation,  average  wave 
distribution, bathymetry and the structural features, as well as the interaction between all of 
these elements. The statistical analysis was more concerned with the quantitative performance 
of  the  proposed  structures  and  how  they  improved  beach  safety  relative  to  the  existing 
situation with  regard  to  the  current  velocities.  The  statistical  analysis  therefore  focussed 
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The majority  of  the  simulations  showed  good  agreement,  both  in  terms  of  the measured 
velocities, as well as the general circulation patterns. Some of the disagreements could not be 
clarified, as the CSIR only reported on the key findings deemed necessary for the report. Some 
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overestimated  the wave‐induced  currents.  It was  concluded  that  the  numerical model  is 




The  two‐dimensional  Boussinesq  wave  model  proved  to  be  suitable  for  simulating  the 
complex hydrodynamic system at Monwabisi. The present hazardous circulation cell, as well 
as the proposed solutions were simulated with reasonable success. The model is therefore an 
excellent  tool  for  such  hydrodynamic  studies.  By means  of  various  forms  of  visual  and 
statistical analysis, it was shown that a T‐groyne placed on the beach can potentially reduce 
the  hazardous  circulation  cell  present  at Monwabisi  to  a  significant  extent.  The  findings 
resonate  the CSIR’s same conclusion  from a similar physical model, which emphasises  the 
motivation of a structural solution to obtain a safer beach. 
 


























Alternative  means  of  numerical  modelling  could  also  be  used  to  be  compared  to  the 
Boussinesq wave models. For example, the MIKE 21 Flow Model HD FM hydrodynamic flow 
model could be coupled with the MIKE 21 Spectral Wave SW model to simulate wave‐induced 
currents  from  spectral waves. The  advantage  of  such  a model  is  the  inclusion  of particle 
tracing, which can be used to simulate swimmers caught in the current. In this way a social 
perspective  could  be  included  in  the  study  to  assess  the  swimming  conditions  based  on 
structural  changes. Another  advantage  of  a  coupled model  is  the  ability  to  study  longer 
periods of simulation, including tide level changes. 
DHI released a relatively new development, MIKE 21 Shoreline Morphology SM. This model 
extends  the coupled spectral wave and hydrodynamic  flow by  including  two‐dimensional 
shoreline morphology  changes.  This would  allow  for  the  simultaneous  simulation  of  the 
hazardous currents as well as beach‐configuration response to structural changes.
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Figure A-1: DRDLR (1945) 
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Figure A-2: DRDLR (1983)  
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Figure A-3: CSIR (1990)  
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Figure A-4: Google Earth (2014) 
 
























Test  Tide Level  Wave Height  Wave Period  Wave Angle 
MB110  ‐0.3 m MSL  1.3 m  12 s  + 8° 
MB210  ‐0.1 m MSL  1.0 m  12 s  + 8° 
MB220  ‐0.1 m MSL  1.4 m  12 s  + 8° 
MB310  +0.3 m MSL  1.3 m  12 s  + 8° 
MB410  +0.4 m MSL  1.1 m  12 s  + 8° 
MB420  +0.4 m MSL  1.4 m  12 s  + 8° 
MB430  +0.4 m MSL  1.1 m  8 s  + 8° 
MB510  +0.45 m MSL  1.4 m  12 s  + 8° 
MB610  +0.7 m MSL  1.5 m  12 s  + 8° 
MB710  +0.9 m MSL  1.4 m  12 s  + 8° 
MB720  +0.9 m MSL  1.8 m  12 s  + 8° 
 







Test  Tide Level  Wave Height  Wave Period  Wave Angle 
MT001  +0.7m MSL  1.5 m  12 s  + 8° 
 
   






Test  Tide Level  Wave Height  Wave Period  Wave Angle 
MT002  +0.7m MSL  1.5 m  12 s  + 8° 
 
   






Test  Tide Level  Wave Height  Wave Period  Wave Angle 
MT003  +0.7m MSL  1.5 m  12 s  + 8° 
   






Test  Tide Level  Wave Height  Wave Period  Wave Angle 
MT004  +0.7m MSL  1.5 m  12 s  + 8° 






Test  Tide Level  Wave Height  Wave Period  Wave Angle 
MT007  +0.7m MSL  1.5 m  12 s  + 8° 
 
 







Test  Tide Level  Wave Height  Wave Period  Wave Angle 
MT006  +0.7m MSL  1.5 m  12 s  + 8° 
 
   






Test  Tide Level  Wave Height  Wave Period  Wave Angle 
MT007  +0.7m MSL  1.5 m  12 s  + 8° 
 
   






Test  Tide Level  Wave Height  Wave Period  Wave Angle 
MT008  +0.4m MSL  1.4 m  12 s  + 8° 
 
   






Test  Tide Level  Wave Height  Wave Period  Wave Angle 
MT009  +0.7m MSL  1.5 m  12 s  + 8° 
 
   







Test  Tide Level  Wave Height  Wave Period  Wave Angle 
MT010  +0.4m MSL  1.4 m  12 s  + 8° 
 
   







Test  Tide Level  Wave Height  Wave Period  Wave Angle 
MT011  +0.7m MSL  1.5 m  12 s  + 8° 
 
   







Test  Tide Level  Wave Height  Wave Period  Wave Angle 
MT012  +0.3m MSL  1.3 m  12 s  + 8° 
MT013  ‐0.3m MSL  1.3 m  12 s  + 8° 
 
   






Test  Tide Level  Wave Height  Wave Period  Wave Angle 
MT014  +0.3m MSL  1.3 m  12 s  + 8° 
MT015  ‐0.3m MSL  1.3 m  12 s  + 8° 
 
   







Test  Tide Level  Wave Height  Wave Period  Wave Angle 
MT016  +0.45m MSL  1.5 m  12 s  + 8° 
MT017  +0.9m MSL  1.4 m  12 s  + 8° 
MT018  +0.9m MSL  1.8 m  12 s  + 8° 
MT019  ‐0.1m MSL  1.0 m  12 s  + 8° 
MT020  ‐0.1m MSL  1.4 m  12 s  + 8° 
MT021  +0.4m MSL  1.1 m  12 s  + 8° 
MT022  +0.4m MSL  1.1 m  8 s  + 8° 
 
   






Test  Tide Level  Wave Height  Wave Period  Wave Angle 
MT023  +0.4m MSL  1.4 m  12 s  + 8° 
 
   






Test  Tide Level  Wave Height  Wave Period  Wave Angle 
MT024  +0.4m MSL  1.4 m  12 s  + 8° 
 
 



















hybrid bathymetric map was  set up  similar  to  the CSIR’s physical model  as  explained  in 
§ 5.3.2.1. This process required converting bathymetric survey data  (hard copies)  to a  final 
MIKE21 BW‐ready bathymetry  file. This process arguably was  the most  important part of 
the  setup  as  it defined  the  physical domain  for  the  simulation,  as well  as  any  structural 
elements.  The  process was  also  the most  time  consuming, with  a  relatively  long  process 
from input to output. 
C.1.1 Available survey data 
The majority  of  the  bathymetry‐input  data was  based  on  old  survey  data  predating  and 
including  the year 1997. The  survey data were available  from  the CSIR’s  (1997)  report, as 
well as supplementary material made available by the CSIR as used for the 1997 report. The 
readily  available  survey  data  from  the CSIR was  a  convenience  and  also meant  that  the 
bathymetry would be consistent between the MBWS and CSIR models. The survey data was 






















meters  (1:1  scale). The Lo19  refers  to  the  longitude origin  of  19°E  –  the X‐axis  ‐ with  the 
longitude  spanning  positively  in  a  western  direction  along  the  Y‐axis,  and  the  latitude 
spanning  positively  along  in  a  southern  direction  along  the  X‐axis  (Figure  C‐1) 
(GeoRepository, 2015; NGI, 2013). 










was  possible  to  manually  convert  the  image  data  to  tabulated  coordinates  through  a 
digitization process. This  involved assigning coordinate metadata  to  the  images, manually 
tracing depth readings, and assigning the respective values to the readings. The result was a 
tabulated  format  of  coordinates with  their  respective depth  readings. The  tabular  format 
was  then  imported  into  the MIKE Bathymetry Editor  from where  the  coordinate data were 
selected to create a hybrid map. 
Note at this point the bathymetry consists of loose coordinates with assigned depth values, 




Origin at (0°N; 19°E) in
Geographical Coordinates






The MIKE21  Boussinesq Wave model  distinguishes  between  water  and  land  areas  and 
identifies them as two separate entities. The water areas  includes any grid‐cell  in the spatial 
domain  that  is  to be  included  in  the Boussinesq equations.  In some special cases  this may 
extend to some of the dry land sections, for example in the inclusion of wave run‐up effects 
by means of a moving shoreline. Conversely,  the  land area  is  thus  the specified area of  the 
spatial  domain which  is  excluded  from  any  of  the  numerical  calculations,  and  therefore 
considered  to  be  “permanently  dry”.  If wave  run‐up  effects  are  excluded,  the  transition 
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For  this  study  run‐up  effects were  excluded.  For  each  test,  the  land‐water  boundary was 
based  on  the mean  sea  level.  A  total  of  seven  different  tide  levels  were  tested,  which 





The  spatial  domain  of  the model’s  bathymetry  is  confined  to  a  finite  area  between  the 
simulation boundaries. Logically this should include the area of interest (the embayment in 
this  case),  but  also  sufficient  surrounding  coverage  to  account  for  any  potential 
hydrodynamic  interaction  between  the  areas.  Too  little  additional  coverage may  lead  to 
unrealistic results, but too much coverage can lead to very long simulation time. 
Another  influencing  factor  is  the wave  generation  line.  The  available wave  data  for  this 
study was recorded approximately at the ‐10m MSL contour. To keep the wave generation 
accurate,  the  waves  had  to  be  generated  from  the  recorded  position.  The  CSIR  also 
generated  the waves  from  the  same area, which was another motivation  for  this decision 
with regard to comparability. The angle of the incident waves combined with the travelling 
distance should also be considered as they will define the width of the domain. 
In  addition  to  the  simulation  boundaries,  a  layer  of  absorption  boundaries  was  also 
required. These  layers absorb  the waves propagating out of  the model area which would 
otherwise  just  reflect  against  the  boundaries.  These  layers  add  an  extra  width  to  the 
computational domain and are therefore important to the planning process. 
Sometimes  it  is  required  to  rotate  the grid of  the  spatial domain  to  suit  the output needs 
better or to coincide with the wave propagation. There were no such requirements for this 




For ease‐of‐processing purposes  it was decided  to keep  the cell size as an  integer value.  It 
was decided  that  the optimal grid cell  size was 2 m x 2 m as  it was  large enough  to keep 
simulation  time  to  a minimum, while  sufficiently  small  enough  to  ensure model  stability 





A  very  important  aspect was  the  realistic  representation  of  the  embayment.  For  stability 
reasons, the numerical model could only resolve waves up to a minimum water depth. This 
meant that all depths that preceded this minimum depth had to be “flattened” to the level of 





The  decision‐making  process was  heuristically  executed  in  parallel with  the  decision  on 
spatial resolution and time‐step specification. A combination of theoretical background and 






  ܮ ൌ ݃ ∙ ܶ
ଶ
2 ∙ ߨ ∙ tanh ൬





 ݃ ൌ	gravitational acceleration constant (݃ ൌ 9.81	݉/ݏଶሻ 
 ܶ ൌ	transitional wave period 
 ݀ ൌ	water depth 
With a depth of ݀ ൌ 0.5	m and a wave period of ܶ ൌ 12	s,  the equation could be solved  for 
ܮ ൌ 26.51	m. Thus with a spatial resolution of 2 m, there would be about 13 grid points per 
wave  length  – which  just  exceeds  the  recommendation  of Madsen &  Sørensen  (1992). A 
minimum water depth of 0.5 m was deemed sufficient for the simulation. 
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C.1.7 Definition of structures 
MIKE 21 Boussinesq Wave makes  it possible  to model structural  features by simplifying  the 
characteristics of the structure to a two‐dimensional footprint with reflective properties. Any 
structural features to be used in the MBWS model should therefore also be integrated in the 





Since  the  structures are defined  in a  two‐dimensional domain,  the height of  the  structure 




data were  ready  for  interpolation. The MIKE Bathymetry Editor has a built‐in  interpolation 
tool to produce a MIKE 21 Boussinesq Wave compatible bathymetry grid file. However, it was 




Golden Software’s Surfer was  subsequently  used  for  the  interpolation  process.  The  natural 
neighbour method was used for the interpolation as it was suitable for generating contours 
with data  sets with varying densities – which was optimal  for  the variable  spacing of  the 
hybrid dataset. The  natural  neighbour method  also does  not  extrapolate Z  (depth)  values 
beyond  the data  range  (resulting  in depths beyond what was  recorded), which makes  the 
interpolation more reliable. 
The MIKE 21 suite conveniently included a tool to convert Surfer’s interpolated output to a 
MIKE 21 Boussinesq Wave compatible grid  file. After  the  interpolation,  the bathymetry grid 
file was  near‐ready  for modelling  use.  Some  additional  features,  such  as  the  bathymetry 
flattening,  and  specification  of  model  boundaries  (Sponge)  and  structural  boundaries 








For  the majority of  the models,  the same bathymetry was used,  including  the embayment. 
For a couple of models the bathymetry required special modifications. These modifications 







App. B.B.3  Lowered end of spur   Structural modification 
App. B.B.4  Hole through spur (west section)   Bathymetry re‐profiling 
App. B.D.1  Raised bed level at spur head.   Bathymetry re‐profiling 
App. B.E.1  Hole in spur section (west) & groyne off beach   Bathymetry re‐profiling 
App. B.E.3  Lowered spur section (east) & groyne off beach   Bathymetry re‐profiling  Structural modification 
App. B.F.1  T‐Groyne (standard)   Bathymetry re‐profiling 
App. B.F.2  T‐Groyne (built‐up beach)   Bathymetry re‐profiling 
App. B.F.3  T‐Groyne (denuded beach)   Bathymetry re‐profiling 
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C.1.9.1 Bathymetry re‐profiling 
Sediment  transport was not accounted  for  in  the MBWS model. For most of  the cases  the 
structural modifications were  applied  to  the  same  static  bathymetry,  thus  ignoring  any 
potential  changes  to  the  beach  profile  due  to  the  addition  of  the  structure.  There were, 




the  structural  setups  included  a  gap  or  lowered  section  in  the  spur. These modifications 
introduced a whole new wave action entry point that could only be adequately simulated if 











The  re‐profiling was done  in  accordance with  the CSIR’s  (1997)  test  cases;  the  re‐profiled 
bathymetries for the MBWS model corresponded to the re‐profiled bathymetries of the CSIR 
report.  The  CSIR  only  provided  the  new  still  water  line  (0  MSL)  for  the  re‐profiled 
bathymetries, which was used a basis for the MBWS modified bathymetries. 
C.1.9.2 Structural modifications 
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The  lowered  sections  in  the  spurs  effectively  meant  that  the  overtopping  effect  of  the 
structures had to be tested. To allow wave energy to pass over the spur in the MBWS model, 






The wave energy  flux  is a depth‐dependant parameter.  It  is  therefore necessary  to have a 
uniform and  flat bathymetric bottom along  the wave generation  line. For  this  reason,  the 
bathymetry had to be flattened to a uniform depth along the wave generation  line section. 
The  flattening was  executed by  identifying  the  shallowest point along  the  line. All depths 
greater  than  the  shallowest  point were  then  equalised  to  this  value  to  ensure  than  the 
bathymetry was  flat along  the wave generation  line. The wave generation  line  is  roughly 












Porosity  layers are used  to simulate  the wave‐land or wave‐structure  interaction. Without 
porosity  layers, waves will  simply  reflect  off  the  land. Porosity  layers provide  a  form  of 
wave absorption to prevent this reflection. They differ from sponge layers as they allow for a 
definite  amount  of  partial  wave  reflection.  This  feature  is  used  to  simulate  the  partial 
reflection  properties  of  various  structures  and  sloping  beaches. The porosity maps  could 
potentially  be  adjusted  to  specification  to  allow  for  realistic  simulation  of wave‐land  or 
wave‐structure interaction. 
C.2.1 Partial reflection theory 
The  porosity‐formulations  are  based  on  Madsen’s  (1983)  Vertical  wall  absorption  theory. 
Linear waves reflect a defined amount off a vertical‐faced wall with a homogenous porous 
structure. The reflection amount is quantified by a reflection coefficient, ranging between 0 
(full  absorption)  and  1  (full  reflection).  This  theory  assumes  a  horizontal  bed  level with 
incident waves propagating normal  to  the structure  face. This  theory does not  include  the 
effects of wave breaking. 
The calculation of the reflection coefficient, ߙ௥, is lengthy and complicated process which is 








The MIKE 21  suite  includes  a  tool which  uses  the  variables  listed  above  to  calculate  the 
reflection coefficient as a  function of  the porosity coefficient. The  input data are based on 
wave parameters and porosity  layer parameters. The wave parameters are defined by  the 
wave height, wave period  and water depth  for  the  specific  structure  (the  specification  of 
these values are discussed below). The porosity layer parameters are defined by the width of 
the  layer, diameter of  stones,  laminar particle  resistance  coefficient  and  turbulent particle 
resistance  coefficient.  The  latter  three  variables  are  kept  constant,  as  defined  by Madsen 
(1983). The width of the porosity layer should be at least 25% of the incoming wave length 
(Madsen, 1983) 







coefficient  becomes more  absorptive  until  it  reaches  a  peak  of maximum  (but  not  full‐) 

















would  result  in  the  required  amount  of  reflection. The desired  reflection  coefficient  for  a 
specific  structure  can be  found  for a generalised value  from  literature, or preferably  from 
site‐specific data. Since the latter was not available, the former had to be used, as discussed 
in the next section. 



































Furthermore,  eleven  different water‐level  and wave  conditions were  to  be  tested, which 
would require the whole exercise to be repeated for all of the eleven cases. This can quickly 









Ultimately,  it  was  decided  to  reconsider  the  priority  of  the  wave  reflection  coefficient 
definition in the MBWS setup: the focus of the study remained the wave‐current interaction. 
Wave  reflection within  the  embayment  (from  the  beach  or  any  structure)  does  have  an 
influence on the wave‐induced currents. The extent of this influence was not clear as no real‐
world data – aside from satellite imagery ‐ were available with regard to the wave reflection 
at Monwabisi.  It was  consequently decided  to define  a  simplified porosity  scheme which 
would be used uniformly across all testing conditions. 
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For  time‐constraint and priority  reasons,  four unique groups of porosity  coefficients were 







West of Spur  D+F  0.925  12 
Spur  A  0.925  16 
Beach, groyne and eastern shore  C+B+E  0.940  8 











as  referred  to  in  § 6.4.  The MIKE21  Boussinesq Wave  suite  provided  two main  types  of 
output data: deterministic‐ and phase‐averaged parameters. 
Deterministic  parameters  are  instantaneous  output  data  available  for  each  specified  time 
step. Phase‐averaged results are temporal averaged values for a specified time interval. Phase‐
averaged  output  is  especially  important  in  functions  where ∆ݐ → 0  would  result  in  null 
values, such as the first order momentum equations. Both the deterministic and phase‐averaged 











such  that  the  deterministic  output, ܴ஽,  is  formulated  as  a  discontinuous  function  for  the 
time‐step “ݏ”: 
  ܴ஽ ൌ ݂ሺݏሻ
 
(C.3)
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C.3.2 Phase‐averaged 
The phase  averaging  in MIKE21  is  a  two‐step process  involving  sub‐series  and  cumulative 
series  averaging.  The  first  process  of  sub‐series  calculations  involves  solving  of  temporal‐
averaging integrals of the continuity function ܴ ൌ ݂ሺݐሻ over a given time interval ݉ so that 
 
ܴ௉ሺௌ௨௕ሻ ൌ ݃ሺݐሻ ൌ ݃ሺ݂ሺݐሻሻ 
  ܴ௉ሺௌ௨௕ሻ ൌ 1݉න ݂ሺݐሻ
௧೔శ೘
௧೔





 ݐ௜ ൌ time at ith interval, where i = 0, ݉, 2݉, 3݉…   
The numerical expresses sub‐series results as a function of time‐steps. From equation C.4, 
ܴ௉ሺௌ௨௕ሻcan be expressed as a function of time steps: 









 ݏ௝ ൌ time‐step at jth interval, where j = 0, ݊, 2݊, 3݊ …   
The  cumulative  series  follows  as  the  temporal‐averaging  of  the  sub‐series  function.  The 
cumulative series is therefore discontinuous, corresponding to the intervals of the sub‐series: 

















 ݐ ൌ 0,݉, 2݉, 3݉… 
 
   
Stellenbosch University  https://scholar.sun.ac.za
C‐18 
Similar to the sub‐series, the cumulative series can be expressed as a function of time steps: 
















 ݏ ൌ 0, ݊, 2݊, 3݊ … 
 
Thus,  from  equation C.9  it  arises  that  for  a defined  range of  fluctuations  in  the  sub‐series 
ܴ௉ሺௌ௨௕ሻ ,  the  cumulative  series ܴ௉ሺ஼௨௠ሻ  function will  eventually  approach  uniformity.  The 
time required  to approach uniformity  is proportional  to  the  limits of  the  fluctuations. This 




 Deterministic, ܴ஽ ൌ ݂ሺݏሻ 
 Phase‐averaged sub series, ܴ௉ሺௌ௨௕ሻ ൌ ݃ሺݏሻ OR 





means  of  a  phase‐averaged  function.  The  phase‐averaging  is  also  sensitive  to  model 
instabilities, and  recording of  the phase‐averaging values  should  therefore only  start once 
the model has reached stability. The cumulative series is the best indicator of velocity, as the 
sub‐series may be subject to periodic fluctuations. Fluctuations may arise due to boundary 
effects,  long‐waves,  or where  the  sub‐series  interval  is  not  synchronised with  the wave 
period (݉ ് ௣ܶ).  
It was shown that the MBWS model reached reasonable stability from the 12 000th time step. 
For  this  reason  it was decided  to  record  the  cumulative  phase‐averaged  output  between 
time steps 12 000 and 20 000, so that the calculations started at time step 12 000 and ended at 
time  step  20 000, with wave  period‐asynchronous  intervals  of  97  time  steps.  The  sample 
output, as function of time steps is shown below: 




The cumulative‐series phase‐averaged velocity  is shown as a  function of  time steps. There 
are  fluctuations  evident  between  time  steps  12 000  and  14 500,  but  the  velocity  function 
appears to have reached uniformity thereafter. It was therefore decided that the model was 
sufficiently stable from time step 12 000 and onwards. The phase‐averaged recordings were 




output  formats. The deterministic wave output  is  in  the  form of a  surface elevation  time‐
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For a  regular wave  series  the  relationship between  the  root mean  square wave amplitude 
ߟோெௌ and absolute wave amplitude ߟ is: 
  ߟோெௌ ൌ ߟ ∙ 1√2  (C.12)
 
…and the for regular wave height: 






  ∴ ܪ௦ ൌ 2 ∙ √2 ∙ ߟோெௌ (C.14)
 
Comparing  the  regular  wave  height  from  equation  C.14  to  the  Rayleigh  distribution’s 
definition of significant wave heights in equation 6.12: 
ܪ௠଴ ൌ 4 ∙ ߪ ൌ 4 ∙ ߟோெௌ 
∴ ܪ௠଴ ܪ௦ൗ ൌ
4 ∙ ߟோெௌ
2 ∙ √2 ∙ ߟோெௌ
 
  ∴ ܪ௠଴ ܪ௦ൗ ൌ √2  (C.15)
 
Therefore,  from equation C.15  it can be  seen  that  in  the case of  regular waves,  significant 
wave  height  based  on  the  standard  deviation, ߪ, will  overestimate  the wave  height  by  a 
factor of √2 ൎ 1.4. 
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MIKE  21 Boussinesq Wave  estimates  the  significant wave  height with  the  phase‐averaged 
standard deviation of the surface‐elevation. The same calculation is used across all types of 
waves  (regular  or  random  waves),  and  thus  for  regular  waves  the  phase‐averaged 
significant wave height output should be reduced by ൎ 1.4 to get an estimate of the average 
regular wave  height.  This  reduction  factor  is  only  accurate where  the  surface  elevation 
follows a single regular wave pattern. Reflection effects causing wave super positioning, as 






Maximum  wave  heights  are  defined  by  the maximum  zero‐crossing  wave  height  for  a 
specified  time period. MIKE21BW can produce  the maximum wave height distribution by 
means of phase‐average calculations. 
Theoretically,  for  regular waves  the maximum wave height  should be  equal  to any wave 
height in a regular wave series. The maximum wave height distribution should therefore be 
a better indicator of the wave height distribution than the phase‐averaged significant wave 
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This method  should  provide  the most  accurate  results  for wave  heights,  but  through  its 
manual operation it is limited to singular, zero‐dimensional measurements. 
C.3.3.3.1 Hybrid calculation of wave height 
Depending  on  the  final  use,  a  hybrid  recording  of  the  deterministic  and  phase‐averaged 
wave heights can be used in the MBWS model. The phase‐averaged maximum wave heights 
is useful for wave‐distribution purposes, but may not provide the most accurate results. The 
deterministic  surface‐elevation  output  provides  the  most  accurate  wave  heights,  but  is 
limited to single point measurements. Thus, for the most accurate results, the deterministic 
surface‐elevation  should  be  used  for  single  wave  height  measurements  and  the  phase‐
averaged maximum wave heights should be used for wave height distribution only. 
   
















 point ݅ ൌ ሼH, I, J, Kሽ 
 
Average absolute velocity change (ݑത′ௌ) denotes the average change of the absolute velocities 
relative  to  the measurements of  the baseline velocities. The use of absolute velocities was 
necessary,  due  to  simultaneous  increase  and  decrease  of  velocities  within  a  single 
simulation. ݑത′ௌ can be expressed as: 
  ݑത′ௌ ൌ





 ൛ݑு, ݑூ, ݑ௃	, ݑ௄ൟ ൌ	velocities measured at the respective areas 
 The vertical brackets |	| denote absolute (positive) values 
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C.4.2 Influence on wave heights 
The  influence  of  the  sensitivity  parameters  on  the wave  heights was  also  quantitatively 


















 point ݆ ൌ ሼa, bሽ 
 








D.1 Proposed Solution Simulations ..................................................................................... D-2 
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Short groyne opposite spur head. 
D.1.1.1.2 Wave Conditions 
Water / Tide Level  +0.7m MSL 
Wave Height (Hs) 1.5m 
 
Wave Period (Tp)  12 s 
Wave Angle + 8° 
 
D.1.1.2 Results 




D.1.1.2.2 Measured Peak Flow Velocities 
Vector Class 
30m Peak Average Velocities 
𝒖 (absolute) 𝑼𝒓 (relative) (§ 7) 𝑼𝒇 (factorised) (§ 8) 
A 1 19.4 cm/s 77% 77% 
B 2 17.4 cm/s 54% 69% 
C 2 14.3 cm/s 45% 57% 
D 3 39.1 cm/s 115% 155% 
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D.1.1.2.3 Area-Velocity: Designated Swimming Area 
 
 
D.1.1.2.4 Velocity Exceedance: Designated Swimming Area 
 




























































Long Groyne Opposite Spur Head 
D.1.2.1.2 Wave Conditions 
Water / Tide Level  +0.7m MSL 
Wave Height (Hs) 1.5m 
 
Wave Period (Tp)  12 s 
Wave Angle + 8° 
 
D.1.2.2 Results 




D.1.2.2.2 Measured Peak Flow Velocities 
Vector Class 
30m Peak Average Velocities 
𝒖 (absolute) 𝑼𝒓 (relative) (§ 7) 𝑼𝒇 (factorised) (§ 8) 
A 1 18.8 cm/s 75% 75% 
B 2 11.2 cm/s 35% 45% 
C 2 21.7 cm/s 68% 86% 
D 3 39.9 cm/s 117% 158% 
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D.1.2.2.3 Area-Velocity: Designated Swimming Area 
 
 
D.1.2.2.4 Velocity Exceedance: Designated Swimming Area 
 




























































Long groyne away from spur head. 
D.1.3.1.2 Wave Conditions 
Water / Tide Level  +0.7m MSL 
Wave Height (Hs) 1.5m 
 
Wave Period (Tp)  12 s 
Wave Angle + 8° 
 
D.1.3.2 Results 




D.1.3.2.2 Measured Peak Flow Velocities 
Vector Class 
30m Peak Average Velocities 
𝒖 (absolute) 𝑼𝒓 (relative) (§ 7) 𝑼𝒇 (factorised) (§ 8) 
A 1 22.2 cm/s 88% 88% 
B 2 26.1 cm/s 81% 103% 
C 2 18.2 cm/s 57% 72% 
D 3 44.4 cm/s 130% 176% 
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D.1.3.2.3 Area-Velocity: Designated Swimming Area 
 
 
D.1.3.2.4 Velocity Exceedance: Designated Swimming Area 
 




























































Dog-legged groyne opposite spur head 
D.1.4.1.2 Wave Conditions 
Water / Tide Level  +0.7m MSL 
Wave Height (Hs) 1.5m 
 
Wave Period (Tp)  12 s 
Wave Angle + 8° 
 
D.1.4.2 Results 




D.1.4.2.2 Measured Peak Flow Velocities 
Vector Class 
30m Peak Average Velocities 
𝒖 (absolute) 𝑼𝒓 (relative) (§ 7) 𝑼𝒇 (factorised) (§ 8) 
A 1 20.3 cm/s 80% 80% 
B 2 11.3 cm/s 35% 45% 
C 2 16.0 cm/s 50% 63% 
D 3 42.4 cm/s 124% 168% 
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D.1.4.2.3 Area-Velocity: Designated Swimming Area 
 
 
D.1.4.2.4 Velocity Exceedance: Designated Swimming Area 
 




























































Dog-legged spur off spur head (landward) 
D.1.5.2.1 Wave Conditions 
Water / Tide Level  +0.7m MSL 
Wave Height (Hs) 1.5m 
 
Wave Period (Tp)  12 s 
Wave Angle + 8° 
 
D.1.5.3 Results 




D.1.5.3.2 Measured Peak Flow Velocities 
Vector Class 
30m Peak Average Velocities 
𝒖 (absolute) 𝑼𝒓 (relative) (§ 7) 𝑼𝒇 (factorised) (§ 8) 
A 1 38.9 cm/s 154% 154% 
B 2 21.8 cm/s 68% 86% 
C 2 46.1 cm/s 135% 183% 
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D.1.5.3.3 Area-Velocity: Designated Swimming Area 
 
 
D.1.5.3.4 Velocity Exceedance: Designated Swimming Area 
 




























































Spur off spur head (seaward) 
D.1.6.1.2 Wave Conditions 
Water / Tide Level  +0.7m MSL 
Wave Height (Hs) 1.5m 
 
Wave Period (Tp)  12 s 
Wave Angle + 8° 
 
D.1.6.2 Results 




D.1.6.2.2 Measured Peak Flow Velocities 
Vector Class 
30m Peak Average Velocities 
𝒖 (absolute) 𝑼𝒓 (relative) (§ 7) 𝑼𝒇 (factorised) (§ 8) 
A 1 30.2 cm/s 120% 120% 
B 2 30.4 cm/s 95% 121% 
C 3 44.1 cm/s 129% 175% 
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D.1.6.2.3 Area-Velocity: Designated Swimming Area 
 
 
D.1.6.2.4 Velocity Exceedance: Designated Swimming Area 
 




























































Dog-legged Groyne off present beach 
D.1.7.1.2 Wave Conditions 
Water / Tide Level  +0.7m MSL 
Wave Height (Hs) 1.5m 
 
Wave Period (Tp)  12 s 
Wave Angle + 8° 
 
D.1.7.2 cm/s Results 




D.1.7.2.2 Measured Peak Flow Velocities 
Vector Class 
30m Peak Average Velocities 
𝒖 (absolute) 𝑼𝒓 (relative) (§ 7) 𝑼𝒇 (factorised) (§ 8) 
A 1 14.3 cm/s 57% 57% 
B 2 8.0 cm/s 25% 32% 
C 2 8.0 cm/s 25% 32% 
D 3 43.0 cm/s 126% 171% 
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D.1.7.2.3 Area-Velocity: Designated Swimming Area 
 
 
D.1.7.2.4 Velocity Exceedance: Designated Swimming Area 
 























































Stellenbosch University  https://scholar.sun.ac.za
D-16 
D.1.8 MT008 
Note: The results are unreliable due to the unsuccessful modelling of wave overtopping action 
D.1.8.1 Setup 
D.1.8.1.1 Description 
Lowered end of Spur 
D.1.8.1.2 Wave Conditions 
Water / Tide Level  +0.4m MSL 
Wave Height (Hs) 1.4m 
 
Wave Period (Tp)  12 s 
Wave Angle + 8° 
 
D.1.8.2 Results 




D.1.8.2.2 Measured Peak Flow Velocities 
Vector Class 
30m Peak Average Velocities 
𝒖 (absolute) 𝑼𝒓 (relative) (§ 7) 𝑼𝒇 (factorised) (§ 8) 
A 1 73.0 cm/s 330% 290% 
B 2 27.6 cm/s 86% 110% 
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D.1.8.2.3 Area-Velocity: Designated Swimming Area 
 
 
D.1.8.2.4 Velocity Exceedance: Designated Swimming Area 
 




























































Gap through spur (west stion) 
D.1.9.1.2 Wave Conditions 
Water / Tide Level  +0.7m MSL 
Wave Height (Hs) 1.5m 
 
Wave Period (Tp)  12 s 
Wave Angle + 8° 
 
D.1.9.2 Results 




D.1.9.2.2 Measured Peak Flow Velocities 
Vector Class 
30m Peak Average Velocities 
𝒖 (absolute) 𝑼𝒓 (relative) (§ 7) 𝑼𝒇 (factorised) (§ 8) 
A 1 21.1 cm/s 84% 84% 
B 2 24.5 cm/s 77% 97% 
C 2 32.0 cm/s 100% 127% 
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D.1.9.2.3 Area-Velocity: Designated Swimming Area 
 
 
D.1.9.2.4 Velocity Exceedance: Designated Swimming Area 
 




























































Detached breakwater in bay 
D.1.10.1.2 Wave Conditions 
Water / Tide Level  +0.4m MSL 
Wave Height (Hs) 1.4m 
 
Wave Period (Tp)  12 s 
Wave Angle + 8° 
 
D.1.10.2 Results 




D.1.10.2.2 Measured Peak Flow Velocities 
Vector Class 
30m Peak Average Velocities 
𝒖 (absolute) 𝑼𝒓 (relative) (§ 7) 𝑼𝒇 (factorised) (§ 8) 
A 1 41.4 cm/s 187% 164% 
B 2 40.4 cm/s 125% 160% 
C 2 33.1 cm/s 103% 131% 
D 2 37.1 cm/s 115% 147% 
E 3 43.2 cm/s 116% 171% 
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D.1.10.2.3 Area-Velocity: Designated Swimming Area 
 
 
D.1.10.2.4 Velocity Exceedance: Designated Swimming Area 
 




























































Raised bed level at spur head 
D.1.11.1.2 Wave Conditions 
Water / Tide Level  +0.7m MSL 
Wave Height (Hs) 1.5m 
 
Wave Period (Tp)  12 s 
Wave Angle + 8° 
 
D.1.11.2 Results 




D.1.11.2.2 Measured Peak Flow Velocities 
Vector Class 
30m Peak Average Velocities 
𝒖 (absolute) 𝑼𝒓 (relative) (§ 7) 𝑼𝒇 (factorised) (§ 8) 
A 1 46.5 cm/s 184% 184% 
B 2 20.6 cm/s 64% 82% 
C 2 28.1 cm/s 82% 111% 
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D.1.11.2.3 Area-Velocity: Designated Swimming Area 
 
 
D.1.11.2.4 Velocity Exceedance: Designated Swimming Area 
 




























































Gap through spur (West Stion) with Groyne off beach [high water] 
D.1.12.1.2 Wave Conditions 
Water / Tide Level  +0.3m MSL 
Wave Height (Hs) 1.3m 
 
Wave Period (Tp)  12 s 
Wave Angle + 8° 
 
D.1.12.2 Results 




D.1.12.2.2 Measured Peak Flow Velocities 
Vector Class 
30m Peak Average Velocities 
𝒖 (absolute) 𝑼𝒓 (relative) (§ 7) 𝑼𝒇 (factorised) (§ 8) 
A 1 18.8 cm/s 101% 74% 
B 1 10.4 cm/s 56% 41% 
C 2 14.8 cm/s 47% 59% 
D 3 30.0 cm/s 84% 119% 
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D.1.12.2.3 Area-Velocity: Designated Swimming Area 
 
 
D.1.12.2.4 Velocity Exceedance: Designated Swimming Area 
 




























































Gap through spur (West Stion) with Groyne off beach [low water] 
D.1.13.1.2 Wave Conditions 
Water / Tide Level  -0.3m MSL 
Wave Height (Hs) 1.3m 
 
Wave Period (Tp)  12 s 
Wave Angle + 8° 
 
D.1.13.2 Results 




D.1.13.2.2 Measured Peak Flow Velocities 
Vector Class 
30m Peak Average Velocities 
𝒖 (absolute) 𝑼𝒓 (relative) (§ 7) 𝑼𝒇 (factorised) (§ 8) 
A 1 20.8 cm/s 117% 82% 
B 1 8.5 cm/s 48% 34% 
C 2 16.1 cm/s 76% 64% 
D 3 46.2 cm/s 101% 183% 
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D.1.13.2.3 Area-Velocity: Designated Swimming Area 
 
 
D.1.13.2.4 Velocity Exceedance: Designated Swimming Area 
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D.1.14 MT014 
Note: The results are unreliable due to the unsuccessful modelling of wave overtopping action 
D.1.14.1 Setup 
D.1.14.1.1 Description 
Lowered stion in spur (east) with groyne off beach [high water] 
D.1.14.1.2 Wave Conditions 
Water / Tide Level  +0.3m MSL 
Wave Height (Hs) 1.3m 
 
Wave Period (Tp)  12 s 
Wave Angle + 8° 
 
D.1.14.2 Results 




D.1.14.2.2 Measured Peak Flow Velocities 
Vector Class 
30m Peak Average Velocities 
𝒖 (absolute) 𝑼𝒓 (relative) (§ 7) 𝑼𝒇 (factorised) (§ 8) 
A 1 82.3 cm/s 441% 326% 
B 3 30.7 cm/s 86% 122% 
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D.1.14.2.3 Area-Velocity: Designated Swimming Area 
 
 
D.1.14.2.4 Velocity Exceedance: Designated Swimming Area 
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D.1.15 MT015 
Note: The results are unreliable due to the unsuccessful modelling of wave overtopping action 
D.1.15.1 Setup 
D.1.15.1.1 Description 
Lowered stion in spur (east) with groyne off beach [low water] 
D.1.15.1.2 Wave Conditions 
Water / Tide Level  -0.3m MSL 
Wave Height (Hs) 1.3m 
 
Wave Period (Tp)  12 s 
Wave Angle + 8° 
 
D.1.15.2 Results 




D.1.15.2.2 Measured Peak Flow Velocities 
Vector Class 
30m Peak Average Velocities 
𝒖 (absolute) 𝑼𝒓 (relative) (§ 7) 𝑼𝒇 (factorised) (§ 8) 
A 1 17.8 cm/s 100% 71% 
B 1 46.8 cm/s 263% 186% 
C 3 47.5 cm/s 104% 188% 
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D.1.15.2.3 Area-Velocity: Designated Swimming Area 
 
 
D.1.15.2.4 Velocity Exceedance: Designated Swimming Area 
 




























































T-Groyne off beach 
D.1.16.1.2 Wave Conditions 
Water / Tide Level  +0.45m MSL 
Wave Height (Hs) 1.4m 
 
Wave Period (Tp)  12 s 
Wave Angle + 8° 
 
D.1.16.2 Results 




D.1.16.2.2 Measured Peak Flow Velocities 
Vector Class 
30m Peak Average Velocities 
𝒖 (absolute) 𝑼𝒓 (relative) (§ 7) 𝑼𝒇 (factorised) (§ 8) 
A 1 6.7 cm/s 28% 27% 
B 2 9.6 cm/s 31% 38% 
C 2 12.9 cm/s 41% 51% 
D 3 28.0 cm/s 79% 111% 
E 3 40.9 cm/s 115% 162% 
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D.1.16.2.3 Area-Velocity: Designated Swimming Area 
 
 
D.1.16.2.4 Velocity Exceedance: Designated Swimming Area 
 




























































T-Groyne off beach 
D.1.17.1.2 Wave Conditions 
Water / Tide Level  +0.9m MSL 
Wave Height (Hs) 1.4m 
 
Wave Period (Tp)  12 s 
Wave Angle + 8° 
 
D.1.17.2 Results 




D.1.17.2.2 Measured Peak Flow Velocities 
Vector Class 
30m Peak Average Velocities 
𝒖 (absolute) 𝑼𝒓 (relative) (§ 7) 𝑼𝒇 (factorised) (§ 8) 
A 1 5.7 cm/s 24% 23% 
B 2 10.1 cm/s 34% 40% 
C 2 13.1 cm/s 44% 52% 
D 3 25.5 cm/s 95% 101% 
E 3 35.2 cm/s 131% 139% 
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D.1.17.2.3 Area-Velocity: Designated Swimming Area 
 
 
D.1.17.2.4 Velocity Exceedance: Designated Swimming Area 
 




























































T-Groyne off beach 
D.1.18.1.2 Wave Conditions 
Water / Tide Level  +0.9m MSL 
Wave Height (Hs) 1.8m 
 
Wave Period (Tp)  12 s 
Wave Angle + 8° 
 
D.1.18.2 Results 




D.1.18.2.2 Measured Peak Flow Velocities 
Vector Class 
30m Peak Average Velocities 
𝒖 (absolute) 𝑼𝒓 (relative) (§ 7) 𝑼𝒇 (factorised) (§ 8) 
A 1 8.5 cm/s 24% 34% 
B 2 12.2 cm/s 33% 48% 
C 2 14.7 cm/s 40% 58% 
D 3 25.1 cm/s 60% 100% 
E 3 38.8 cm/s 92% 154% 
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D.1.18.2.3 Area-Velocity: Designated Swimming Area 
 
 
D.1.18.2.4 Velocity Exceedance: Designated Swimming Area 
 




























































T-Groyne off beach 
D.1.19.1.2 Wave Conditions 
Water / Tide Level  -0.1m MSL 
Wave Height (Hs) 1.0m 
 
Wave Period (Tp)  12 s 
Wave Angle + 8° 
 
D.1.19.2 Results 




D.1.19.2.2 Measured Peak Flow Velocities 
Vector Class 
30m Peak Average Velocities 
𝒖 (absolute) 𝑼𝒓 (relative) (§ 7) 𝑼𝒇 (factorised) (§ 8) 
A 1 6.1 cm/s 40% 24% 
B 2 5.6 cm/s 21% 22% 
C 2 7.5 cm/s 29% 30% 
D 3 14.7 cm/s 38% 58% 
E 3 39.0 cm/s 102% 155% 
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D.1.19.2.3 Area-Velocity: Designated Swimming Area 
 
 
D.1.19.2.4 Velocity Exceedance: Designated Swimming Area 
 




























































T-Groyne off beach 
D.1.20.1.2 Wave Conditions 
Water / Tide Level  -0.1 MSL 
Wave Height (Hs) 1.4m 
 
Wave Period (Tp)  12 s 
Wave Angle + 8° 
 
D.1.20.2 Results 




D.1.20.2.2 Measured Peak Flow Velocities 
Vector Class 
30m Peak Average Velocities 
𝒖 (absolute) 𝑼𝒓 (relative) (§ 7) 𝑼𝒇 (factorised) (§ 8) 
A 1 8.9 cm/s 42% 35% 
B 2 6.5 cm/s 20% 26% 
C 2 8.5 cm/s 27% 34% 
D 3 14.1 cm/s 32% 56% 
E 3 44.9 cm/s 103% 178% 
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D.1.20.2.3 Area-Velocity: Designated Swimming Area 
 
 
D.1.20.2.4 Velocity Exceedance: Designated Swimming Area 
 




























































T-Groyne off beach 
D.1.21.1.2 Wave Conditions 
Water / Tide Level  +0.4m MSL 
Wave Height (Hs) 1.1m 
 
Wave Period (Tp)  12 s 
Wave Angle + 8° 
 
D.1.21.2 Results 




D.1.21.2.2 Measured Peak Flow Velocities 
Vector Class 
30m Peak Average Velocities 
𝒖 (absolute) 𝑼𝒓 (relative) (§ 7) 𝑼𝒇 (factorised) (§ 8) 
A 1 5.4 cm/s 33% 21% 
B 2 6.0 cm/s 20% 24% 
C 2 8.1 cm/s 28% 32% 
D 3 24.4 cm/s 89% 97% 
E 3 30.9 cm/s 112% 123% 
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D.1.21.2.3 Area-Velocity: Designated Swimming Area 
 
 
D.1.21.2.4 Velocity Exceedance: Designated Swimming Area 
 




























































T-Groyne off beach 
D.1.22.1.2 Wave Conditions 
Water / Tide Level  +0.4m MSL 
Wave Height (Hs) 1.1m 
 
Wave Period (Tp)  8 s 
Wave Angle + 8° 
 
D.1.22.2 Results 




D.1.22.2.2 Measured Peak Flow Velocities 
Vector Class 
30m Peak Average Velocities 
𝒖 (absolute) 𝑼𝒓 (relative) (§ 7) 𝑼𝒇 (factorised) (§ 8) 
A 1 6.6 cm/s 26% 26% 
B 2 7.4 cm/s 25% 29% 
C 2 4.5 cm/s 16% 18% 
D 3 20.1 cm/s 55% 80% 
E 3 41.3 cm/s 112% 164% 
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D.1.22.2.3 Area-Velocity: Designated Swimming Area 
 
 
D.1.22.2.4 Velocity Exceedance: Designated Swimming Area 
 




























































T-Groyne off (built-up) beach 
D.1.23.1.2 Wave Conditions 
Water / Tide Level  +0.4m MSL 
Wave Height (Hs) 1.1m 
 
Wave Period (Tp)  12 s 
Wave Angle + 8° 
 
D.1.23.2 Results 




D.1.23.2.2 Measured Peak Flow Velocities 
Vector Class 
30m Peak Average Velocities 
𝒖 (absolute) 𝑼𝒓 (relative) (§ 7) 𝑼𝒇 (factorised) (§ 8) 
A 1 8.1 cm/s 37% 32% 
B 2 11.3 cm/s 35% 45% 
C 2 14.7 cm/s 45% 58% 
D 3 27.6 cm/s 74% 110% 
E 3 44.6 cm/s 120% 177% 
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D.1.23.2.3 Area-Velocity: Designated Swimming Area 
 
 
D.1.23.2.4 Velocity Exceedance: Designated Swimming Area 
 




























































T-Groyne off (denuded) beach 
D.1.24.2 Wave Conditions 
Water / Tide Level  +0.4m MSL 
Wave Height (Hs) 1.1m 
 
Wave Period (Tp)  12 s 
Wave Angle + 8° 
 
D.1.24.3 Results 




D.1.24.3.2 Measured Peak Flow Velocities 
Vector Class 
30m Peak Average Velocities 
𝒖 (absolute) 𝑼𝒓 (relative) (§ 7) 𝑼𝒇 (factorised) (§ 8) 
A 1 10.3 cm/s 47% 41% 
B 2 8.3 cm/s 26% 33% 
C 2 7.6 cm/s 24% 30% 
D 3 36.7 cm/s 98% 146% 
E 3 16.6 cm/s 44% 66% 
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D.1.24.3.3 Area-Velocity: Designated Swimming Area 
 
 
D.1.24.3.4 Velocity Exceedance: Designated Swimming Area 
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D.2 BASELINE SIMULATIONS 
D.2.1 MB110 
D.2.1.1 Setup 
D.2.1.1.1 Wave Conditions 
Water / Tide Level  -0.3m MSL 
Wave Height (Hs) 1.3m 
 
Wave Period (Tp)  12 s 
Wave Angle + 8° 
 
D.2.1.2 Results 




D.2.1.2.2 Measured Peak Flow Velocities 
Vector Class 
30m Peak Average Velocities 
𝒖 (absolute) 
H 1 17.8 cm/s 
I 2 21.2 cm/s 
J 3 45.9 cm/s 
K 2 18.6 cm/s 
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D.2.1.2.3 Area-Velocity: Designated Swimming Area 
 
 





























D.2.2.1.1 Wave Conditions 
Water / Tide Level  -0.1m MSL 
Wave Height (Hs) 1m 
 
Wave Period (Tp)  12 s 
Wave Angle + 8° 
 
D.2.2.2 Results 




D.2.2.2.2 Measured Peak Flow Velocities 
Vector Class 
30m Peak Average Velocities 
𝒖 (absolute) 
H 1 15.2 cm/s 
I 2 26.0 cm/s 
J 3 38.2 cm/s 
K 2 21.9 cm/s 
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D.2.2.2.3 Area-Velocity: Designated Swimming Area 
 
 





























D.2.3.1.1 Wave Conditions 
Water / Tide Level  -0.1m MSL 
Wave Height (Hs) 1.4m 
 
Wave Period (Tp)  12 s 
Wave Angle + 8° 
 
D.2.3.2 Results 




D.2.3.2.2 Measured Peak Flow Velocities 
Vector Class 
30m Peak Average Velocities 
𝒖 (absolute) 
H 1 21.1 cm/s 
I 2 31.5 cm/s 
J 3 43.6 cm/s 
K 2 24.7 cm/s 
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D.2.3.2.3 Area-Velocity: Designated Swimming Area 
 
 





























D.2.4.1.1 Wave Conditions 
Water / Tide Level  +0.3m MSL 
Wave Height (Hs) 1.3m 
 
Wave Period (Tp)  12 s 
Wave Angle + 8° 
 
D.2.4.2 Results 




D.2.4.2.2 Measured Peak Flow Velocities 
Vector Class 
30m Peak Average Velocities 
𝒖 (absolute) 
H 1 18.7 cm/s 
I 2 31.4 cm/s 
J 3 35.7 cm/s 
K 2 30.1 cm/s 
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D.2.4.2.3 Area-Velocity: Designated Swimming Area 
 
 






























D.2.5.1.1 Wave Conditions 
Water / Tide Level  +0.4m MSL 
Wave Height (Hs) 1.1m 
 
Wave Period (Tp)  12 s 
Wave Angle + 8° 
 
D.2.5.2 Results 




D.2.5.2.2 Measured Peak Flow Velocities 
Vector Class 
30m Peak Average Velocities 
𝒖 (absolute) 
H 1 16.3 cm/s 
I 2 26.5 cm/s 
J 3 27.6 cm/s 
K 2 29.3 cm/s 
 
Stellenbosch University  https://scholar.sun.ac.za
D-59 
D.2.5.2.3 Area-Velocity: Designated Swimming Area 
 
 






























D.2.6.1.1 Wave Conditions 
Water / Tide Level  +0.4m MSL 
Wave Height (Hs) 1.4m 
 
Wave Period (Tp)  12 s 
Wave Angle + 8° 
 
D.2.6.2 Results 




D.2.6.2.2 Measured Peak Flow Velocities 
Vector Class 
30m Peak Average Velocities 
𝒖 (absolute) 
H 1 22.1 cm/s 
I 2 30.9 cm/s 
J 3 37.3 cm/s 
K 2 32.2 cm/s 
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D.2.6.2.3 Area-Velocity: Designated Swimming Area 
 
 





























D.2.7.1.1 Wave Conditions 
Water / Tide Level  +0.4m MSL 
Wave Height (Hs) 1.1m 
 
Wave Period (Tp)  8 s 
Wave Angle + 8° 
 
D.2.7.2 Results 




D.2.7.2.2 Measured Peak Flow Velocities 
Vector Class 
30m Peak Average Velocities 
𝒖 (absolute) 
H 1 25.3 cm/s 
I 2 28.8 cm/s 
J 3 36.7 cm/s 
K 2 29.1 cm/s 
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D.2.7.2.3 Area-Velocity: Designated Swimming Area 
 
 





























D.2.8.1.1 Wave Conditions 
Water / Tide Level  +0.45m MSL 
Wave Height (Hs) 1.1m 
 
Wave Period (Tp)  12 s 
Wave Angle + 8° 
 
D.2.8.2 Results 




D.2.8.2.2 Measured Peak Flow Velocities 
Vector Class 
30m Peak Average Velocities 
𝒖 (absolute) 
H 1 24.4 cm/s 
I 2 30.2 cm/s 
J 3 35.7 cm/s 
K 2 31.3 cm/s 
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D.2.8.2.3 Area-Velocity: Designated Swimming Area 
 
 





























D.2.9.1.1 Wave Conditions 
Water / Tide Level  +0.7m MSL 
Wave Height (Hs) 1.5m 
 
Wave Period (Tp)  12 s 
Wave Angle + 8° 
 
D.2.9.2 Results 




D.2.9.2.2 Measured Peak Flow Velocities 
Vector Class 
30m Peak Average Velocities 
𝒖 (absolute) 
H 1 25.2 cm/s 
I 2 30.4 cm/s 
J 3 34.1 cm/s 
K 2 32.1 cm/s 
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D.2.9.2.3 Area-Velocity: Designated Swimming Area 
 
 





























D.2.10.1.1 Wave Conditions 
Water / Tide Level  +0.9m MSL 
Wave Height (Hs) 1.4m 
 
Wave Period (Tp)  12 s 
Wave Angle + 8° 
 
D.2.10.2 Results 




D.2.10.2.2 Measured Peak Flow Velocities 
Vector Class 
30m Peak Average Velocities 
𝒖 (absolute) 
H 1 23.7 cm/s 
I 2 30.0 cm/s 
J 3 26.9 cm/s 
K 2 29.2 cm/s 
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D.2.10.2.3 Area-Velocity: Designated Swimming Area 
 
 





























D.2.11.2 Wave Conditions 
Water / Tide Level  +0.9m MSL 
Wave Height (Hs) 1.8m 
 
Wave Period (Tp)  12 s 
Wave Angle + 8° 
 
D.2.12 Results 




D.2.12.2 Measured Peak Flow Velocities 
Vector Class 
30m Peak Average Velocities 
𝒖 (absolute) 
H 1 34.9 cm/s 
I 2 36.7 cm/s 
J 3 42.0 cm/s 
K 2 34.3 cm/s 
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D.2.12.2.1 Area-Velocity: Designated Swimming Area 
 
 


















































Vector  CSIR  MBWS  Comparison ࢂࢌ  ࢛ ࢁࢌ Difference Type 
M  100%  25.2 cm/s  100%  ‐  T1 
E.0.2.3 Wave Height & depth 
Component  CSIR  MBWS  Difference ࡴ࢙ ࢊ  ࡴ࢙ ࢊ ࡴ࢙ ࢊ 
a  1.2m  2.7m‐  0.96m  2.82m ‐20%  +4% 
   

















Vector  CSIR  MBWS  Comparison ࢂࢌ  ࢛ ࢁࢌ Difference Type 
M  66%  19.4 cm/s  77%  + 11%  T1 
N  78%  14.6 cm/s  58%  N/A  T3 
O  ‐  14.3 cm/s  57%  N/A  T3 
 

















Vector  CSIR  MBWS  Comparison ࢂࢌ  ࢛ ࢁࢌ Difference Type 
M  41%  18.8 cm/s  75%  34%  T1 
N  103%  5.6 cm/s  22%  N/A  T3 
O  ‐  21.7 cm/s  86%  N/A  T3 
 

















Vector  CSIR  MBWS  Comparison ࢂࢌ  ࢛ ࢁࢌ Difference Type 
M  56%  22.2 cm/s  88%  32%  T1 
N  93%  11.1 cm/s  44%  N/A  T3 
O  ‐  18.2 cm/s  72%  N/A  T3 
 

















Vector  CSIR  MBWS  Comparison ࢂࢌ  ࢛ ࢁࢌ Difference Type 
M  56%  20.3 cm/s  80%  24%  T1 
N  62%  6.7 cm/s  27%  N/A  T3 
O  96%  10.5 cm/s  42%  N/A  T3 
P  95%  42.4 cm/s  168%  73%  T2 
Q  ‐  16.0 cm/s  63%  N/A  T3 
 

















Vector  CSIR  MBWS  Comparison ࢂࢌ  ࢛ ࢁࢌ Difference Type 
M  156%  38.9 cm/s  154%  ‐2%  T1 
 

















Vector  CSIR  MBWS  Comparison ࢂࢌ  ࢛ ࢁࢌ Difference Type 
M  119%  30.2 cm/s  120%  1%  T1 
 

















Vector  CSIR  MBWS  Comparison ࢂࢌ  ࢛ ࢁࢌ Difference Type 
M  65%  14.3 cm/s  57%  ‐8%  T1 
N  155%  43.0 cm/s  171%  16%  T1 
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E‐10 
E.8 MT008 
















Vector  CSIR  MBWS*  Comparison ࢂࢌ  ࢛ ࢁࢌ Difference Type 
M  101%  73.0 cm/s  290%  189%  T2 
*Unsuccessful simulation of wave overtopping renders the MBWS results unreliable 
 

















Vector  CSIR  MBWS  Comparison ࢂࢌ  ࢛ ࢁࢌ Difference Type 
M1  73% 
21.1 cm/s  84%  N/A  T3 
M2  51%  33%  T2 
N  108%  32.0 cm/s  127%  19%  T1 
 

















Vector  CSIR  MBWS  Comparison ࢂࢌ  ࢛ ࢁࢌ Difference Type 
M  124%  41.4 cm/s  164%  40%  T1 
 

















Vector  CSIR  MBWS  Comparison ࢂࢌ  ࢛ ࢁࢌ Difference Type 
M  73%  46.5 cm/s  184%  111%  T2 
 

















Vector  CSIR  MBWS  Comparison ࢂࢌ  ࢛ ࢁࢌ Difference Type 
M  91%  18.8 cm/s  74%  ‐17%  T2 
N  107%  39.2 cm/s  156%  49%  T2 
 

















Vector  CSIR  MBWS  Comparison ࢂࢌ  ࢛ ࢁࢌ Difference Type 
M  109%  20.8 cm/s  82%  ‐27%  T1 
N  0%  46.4 cm/s  184%  184%  T2 
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E‐16 
E.14 MT014 
















Vector  CSIR  MBWS*  Comparison ࢂࢌ  ࢛ ࢁࢌ Difference Type 
M  104%  82.3 cm/s  326%  222%  T2 
N  91%  37.6 cm/s  149%  58%  T2 
*Unsuccessful simulation of wave overtopping renders the MBWS results unreliable 
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E.15 MT015 
















Vector  CSIR  MBWS*  Comparison ࢂࢌ  ࢛ ࢁࢌ Difference Type 
M  88%  46.5 cm/s  186%  91%  T2 
N  0%  47.9 cm/s  190%  190%  T2 
*Unsuccessful simulation of wave overtopping renders the MBWS results unreliable 
 

















Vector  CSIR  MBWS*  Comparison ࢂࢌ  ࢛ ࢁࢌ Difference Type 
M  ≤ 37%  6.7 cm/s  27%  27%  T1 
N  ≤ 46%  28.0 cm/s  111%  ≥ 65%  T2 
O  ‐  12.9 cm/s  51%  N/A  T3 
 

















Vector  CSIR  MBWS*  Comparison ࢂࢌ  ࢛ ࢁࢌ Difference Type 
M  ‐  5.7 cm/s  23%  N/A  T3 
N  84%  *  ‐  ‐  ‐ 
O  91%  25.5 cm/s  101%  10%  T2 
P  ‐  13.1 cm/s  44%  N/A  T3 
*Crest overtopping not simulated in MBWS model 
 

















Vector  CSIR  MBWS*  Comparison ࢂࢌ  ࢛ ࢁࢌ Difference Type 
M  52%  8.5 cm/s  34%  ‐18%  T1 
N  114%  *  ‐  ‐  ‐ 
O  63%  25.1 cm/s  100%  37%  T2 
P    14.7 cm/s  40%  N/A  T3 
*Crest overtopping not simulated in MBWS model 
 

















Vector  CSIR  MBWS*  Comparison ࢂࢌ  ࢛ ࢁࢌ Difference Type 
M    6.1 cm/s  34%  N/A  T3 
N  *  39.0 cm/s  155%  N/A  T3 
*Very inconsistent flow, no average velocity measured 

















Vector  CSIR  MBWS*  Comparison ࢂࢌ  ࢛ ࢁࢌ Difference Type 
M  30%  8.9 cm/s  35%  5%  T1 
N  29%  44.9 cm/s  178%  149%  T2 
 

















Vector  CSIR  MBWS*  Comparison ࢂࢌ  ࢛ ࢁࢌ Difference Type 
M    5.4 cm/s  21%    T3 
N  60%  24.4 cm/s  97%  37%  T2 
E.21.2.3 Wave Height 
Component  CSIR ࡴ࢙  MWBWS ࡴ࢙  Difference 
a  1.1m  1.08  ‐2% 
b  1.4m  1.01  ‐28% 
 

















Vector  CSIR  MBWS*  Comparison ࢂࢌ  ࢛ ࢁࢌ Difference Type 
M    6.6 cm/s  26%    T3 
N  60%  20.1 cm/s  80%  20%  T2 
E.22.2.3 Wave Height 
Component  CSIR H  MWBWS H  Difference 
a  1.4m  0.82  ‐41% 
b  1.3m  0.99  ‐24% 
 


















Vector  CSIR  MBWS*  Comparison ࢂࢌ  ࢛ ࢁࢌ Difference Type 
M  73%  9.5 cm/s  38%  ‐35%  T1 
N  ‐  14.7 cm/s  45%  N/A  T3 
O    27.6 cm/s  110%  N/A  T3 
 

















Vector  CSIR  MBWS*  Comparison ࢂࢌ  ࢛ ࢁࢌ Difference Type 
M  ≤ 16%  10.3 cm/s  41%  ≥ 25%  T1 
N1  81% 
43.5 cm/s*  172%  91%  T2 





























C1  C2  C3  C1  C2  C3  C1  C2  C3 
MT001  A  Short groyne opposite spur head.  0.7  1.5  12  19.4  17.4  39.1  MB610  25.2  32.1  34.1  77%  54%  115% 
MT002  A  Long Groyne Opposite Spur Head.  0.7  1.5  12  18.8  21.7  39.9  MB610  25.2  32.1  34.1  75%  68%  117% 
MT003  A  Long groyne away from spur head  0.7  1.5  12  22.2  26.1  44.4  MB610  25.2  32.1  34.1  88%  81%  130% 
MT004  A  Dog‐legged groyne opposite spur head  0.7  1.5  12  20.3  16.0  42.4  MB610  25.2  32.1  34.1  80%  50%  124% 
MT005  B  Dog‐legged spur off spur head (landward)  0.7  1.5  12  38.9  21.8  46.1  MB610  25.2  32.1  34.1  154%  68%  135% 
MT006  B  Spur off spur head (seaward)  0.7  1.5  12  30.2  30.4  44.1  MB610  25.2  32.1  34.1  120%  95%  129% 
MT007  A  Dog‐legged Groyne off present beach  0.7  1.5  12  14.3  8.0  43.0  MB610  25.2  32.1  34.1  57%  25%  126% 
MT008  B  Lowered end of Spur  0.4  1.4  12  73.0  27.6  ‐  MB420  22.1  32.2  37.3  330%  86%  ‐ 
MT009  B  Hole through spur (west section)  0.7  1.5  12  21.1  32.0  ‐  MB610  25.2  32.1  34.1  84%  100%  ‐ 
MT010  C  Detached breakwater in bay  0.4  1.4  12  41.4  40.4  43.2  MB420  22.1  32.2  37.3  187%  125%  116% 
MT011  D  Raised bed level at spur head  0.7  1.5  12  46.5  20.6  28.1  MB610  25.2  32.1  34.1  184%  64%  82% 
MT012  E  Hole in spur section (West) & groyne off beach  0.3  1.3  12  18.8  14.8  30.0  MB310  18.7  31.4  35.7  101%  47%  84% 
MT013  E  Hole in spur section (West) & groyne off beach  ‐0.3  1.3  12  20.8  16.1  46.2  MB110  17.8  21.2  45.9  117%  76%  101% 
MT014  E  Lowered spur section (East) & groyne off beach  0.3  1.3  12  82.3  ‐  30.7  MB310  18.7  31.4  35.7  441%  ‐  86% 
MT015  E  Lowered spur section (East) & groyne off beach  ‐0.3  1.3  12  46.8  ‐  47.5  MB110  17.8  21.2  45.9  263%  ‐  104% 
MT016  F  T‐Groyne off beach  0.45  1.4  12  6.7  12.9  40.9  MB510  24.4  31.3  35.7  28%  41%  115% 
MT017  F  T‐Groyne off beach  0.9  1.4  12  5.7  13.1  35.2  MB710  23.7  30.0  26.9  24%  44%  131% 
MT018  F  T‐Groyne off beach  0.9  1.8  12  8.5  14.7  38.8  MB720  34.9  36.7  42.0  24%  40%  92% 
MT019  F  T‐Groyne off beach  ‐0.1  1  12  6.1  7.5  39.0  MB210  15.2  26.0  38.2  40%  29%  102% 
MT020  F  T‐Groyne off beach  ‐0.1  1.4  12  8.9  8.5  44.9  MB220  21.1  31.5  43.6  42%  27%  103% 
MT021  F  T‐Groyne off beach  0.4  1.1  12  5.4  8.1  30.9  MB410  16.3  29.3  27.6  33%  28%  112% 
MT022  F  T‐Groyne off beach  0.4  1.4  8  6.6  7.4  41.3  MB430  25.3  29.1  36.7  26%  25%  112% 
MT023  F  T‐Groyne off beach (built‐up beach)  0.4  1.4  12  8.1  14.7  44.6  MB420  22.1  32.2  37.3  37%  45%  120% 






































































































































































































































































































































































































































































































































































































































MT016 MT017 MT018 MT019 MT020
MT021 MT022 MT023 MT024

































































































































































































































































MT016 MT017 MT018 MT019 MT020
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Vector M  Vector N  Vector O  Vector P  Vector Q 
ࢂࢌ ࢁࢌ TYPE  ࢂࢌ ࢁࢌ TYPE  ࢂࢌ ࢁࢌ TYPE  ࢂࢌ  ࢁࢌ  TYPE  ࢂࢌ ࢁࢌ TYPE 
MT001  A  Short groyne opposite spur head.  0.7  1.5  12  66%  77%  T1  78%  58%  T3  N/M  57%  T3             
MT002  A  Long Groyne Opposite Spur Head.  0.7  1.5  12  41%  75%  T1  103%  22%  T3  N/M  86%  T3             
MT003  A  Long groyne away from spur head  0.7  1.5  12  56%  88%  T1  93%  44%  T3  N/M  72%  T3             
MT004  A  Dog‐legged groyne opposite spur head  0.7  1.5  12  56%  80%  T1  62%  27%  T3  96%  42%  T3  95%  168%  T3  N/M  63%  T3 
MT005  B  Dog‐legged spur off spur head (landward)  0.7  1.5  12  156%  154%  T1                         
MT006  B  Spur off spur head (seaward)  0.7  1.5  12  119%  120%  T1                         
MT007  A  Dog‐legged Groyne off present beach  0.7  1.5  12  65%  57%  T1  155%  171%  T1                   
MT008  B  Lowered end of Spur  0.4  1.4  12  101%  290%  T2                         
MT009  B  Hole through spur (west section)  0.7  1.5  12  73%  84%  T3  51%  84%  T2  108%  127%  T1             
MT010  C  Detached breakwater in bay  0.4  1.4  12  124%  164%  T1                         
MT011  D  Raised bed level at spur head  0.7  1.5  12  73%  184%  T2                         
MT012  E  Hole in spur section (West) & groyne off beach  0.3  1.3  12  91%  74%  T2  107%  156%  T2                   
MT013  E  Hole in spur section (West) & groyne off beach  ‐0.3  1.3  12  109%  82%  T1  0%  184%  T2                   
MT014  E  Lowered spur section (East) & groyne off beach  0.3  1.3  12  104%  326%  T2  91%  149%  T2                   
MT015  E  Lowered spur section (East) & groyne off beach  ‐0.3  1.3  12  88%  186%  T2  0%  190%    T2                   
MT016  F  T‐Groyne off beach  0.45  1.4  12  ≤ 37%  27%  T1  ≤ 46%  111%  T2                   
MT017  F  T‐Groyne off beach  0.9  1.4  12  N/M  23%  T3  94%  N/M*  N/M  91%  101%  T2  N/M  44%  T3       
MT018  F  T‐Groyne off beach  0.9  1.8  12  52%  34%  T1  114%  N/M*  N/M  63%  100%  T2  N/M  40%  T3       
MT019  F  T‐Groyne off beach  ‐0.1  1  12  N/M  34%  T3  N/M  155%  T3                   
MT020  F  T‐Groyne off beach  ‐0.1  1.4  12  30%  35%  T1  29%  178%  T2                   
MT021  F  T‐Groyne off beach  0.4  1.1  12  N/M  21%  T3  60%  97%  T2                   
MT022  F  T‐Groyne off beach  0.4  1.4  8  N/M  26%  T3  60%  80%  T2                   
MT023  F  T‐Groyne off beach (built‐up beach)  0.4  1.4  12  73%  38%  T1  N/M  45%  T3  ‐  110%  T3             
MT024  F  T‐Groyne off beach (denuded beach)  0.4  1.4  12  ≤ 16%  41%  T1  81%  172%  T2  117%  172%  T2             
 











Velocity Sensitivity Wave Height Sensitivity 
Measurements [cm/s]  Change [%] Measurement [m] Change [%] 
ݑு  ݑூ  ݑ௃  ݑ௄  ∆ݑு  ∆ݑூ ∆ݑ௃ ∆ݑ௄ ݑത′ௌ ܪ௔ ܪ௕ ∆ܪ௔  ∆ܪ௕ ܪഥ′ௌ 
MB610  Original  M = 32  25.2  30.4  34.1  32.1  ‐  - - - - 0.96  1.56  ‐  - - 
MS01  1  M = 38.4  32.6  37.7  39.1  36.9  29%  24%  15%  15%  21%  0.98  1.58  1.3%  1.0%  1.2% 
MS01  2  M = 25.6  17.6  22.3  28.0  25.5  ‐30%  ‐27%  ‐18%  ‐20%  24%  0.94  1.55  ‐2.9%  ‐1.1%  2.0% 
MS01  3  M = 64  59.2  58.2  48.6  46.7  135%  91%  42%  46%  79%  0.96  1.59  ‐0.8%  1.9%  1.4% 
MS01  4  C = 32  25.2  28.8  28.5  30.3  0%  ‐5%  ‐16%  ‐5%  7%  0.93  1.54  ‐3.8%  ‐1.4%  2.6% 
F.3.2 Wave Breaking: Half‐time cut off roller (MS02) 
ID  Test #  Adjustment  ࢛ࡴ  ࢛ࡵ  ࢛ࡶ  ࢛ࡷ  ∆࢛ࡴ  ∆࢛ࡵ ∆࢛ࡶ ∆࢛ࡷ ࢛ഥ′ࡿ ࡴࢇ ࡴ࢈ ∆ࡴࢇ  ∆ࡴ࢈ ࡴഥ′ࡿ 
MB610  Original  HTCR = 0.4s  25.2  30.4  34.1  32.1  0%  0%  0%  0%  0%       
MS02  1  HTCR = 1.2s  25.7  30.8  34.7  31.4  2%  1%  2%  ‐2%  2%  0.96  1.57  0.0%  0.1%  0.1% 
MS02  2  HTCR = 1.2s  25.7  31.0  36.0  31.7  2%  2%  5%  ‐1%  3%  0.97  1.57  0.1%  0.4%  0.2% 
F.3.3 Porosity Coefficient (MS03) 
ID  Test #  Adjustment  ࢛ࡴ  ࢛ࡵ  ࢛ࡶ  ࢛ࡷ  ∆࢛ࡴ  ∆࢛ࡵ ∆࢛ࡶ ∆࢛ࡷ ࢛ഥ′ࡿ ࡴࢇ ࡴ࢈ ∆ࡴࢇ  ∆ࡴ࢈ ࡴഥ′ࡿ 
MB610  Original  ∝p = 100%  25.2  30.4  34.1  32.1  0%  0%  0%  0%  0%       
MS03  1  ∝p = 102%  25.6  29.9  33.5  31.5  2%  ‐2%  ‐2%  ‐2%  2%  0.98  1.57  1.3%  0.2%  0.8% 
MS03  2  ∝p = 98%  25.0  30.6  34.2  32.0  ‐1%  1%  0%  0%  0%  0.96  1.56  ‐0.8%  0.0%  0.4% 
MS03  3  ∝p = 96%  25.0  30.7  34.2  32.0  ‐1%  1%  0%  0%  1%  0.95  1.57  ‐1.3%  0.3%  0.8% 
F.3.4 Simulation duration: recording time (MS04) 
ID  Test #  Adjustment  ࢛ࡴ  ࢛ࡵ  ࢛ࡶ  ࢛ࡷ  ∆࢛ࡴ  ∆࢛ࡵ ∆࢛ࡶ ∆࢛ࡷ ࢛ഥ′ࡿ ࡴࢇ ࡴ࢈ ∆ࡴࢇ  ∆ࡴ࢈ ࡴഥ′ࡿ 
MB610  Original  Time steps: 
12 000 to 20 000  25.2  30.4  34.1  32.1  0%  0%  0%  0%  0% 
         
MS04  1  Time steps: 
20 000 to 40 000  25.2  30.3  34.2  31.7  0%  0%  0%  ‐1%  0%  0.96  1.56  ‐0.5%  ‐0.5%  0.5% 
F.3.5 Velocity measurement rigidity (MS05) 
ID  Test #  Adjustment  ࢛ࡴ  ࢛ࡵ  ࢛ࡶ  ࢛ࡷ  ∆࢛ࡴ  ∆࢛ࡵ ∆࢛ࡶ ∆࢛ࡷ ࢛ഥ′ࡿ 
MB610  Original  N/A  25.2  30.4  34.1  32.1  0%  0%  0%  0%  0% 
MS05  1  N/A  24.7  30.4  34.2  32.0  ‐2%  0%  0%  0%  1% 
MS05  2  N/A  24.7  30.4  34.2  32.0  ‐2%  0%  0%  0%  1% 
MS05  3  N/A  24.7  30.4  34.2  32.1  ‐2%  0%  0%  0%  1% 
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MB110  N/A  Baseline test  ‐0.3  1.3  12  8 
MB210  N/A  Baseline test  ‐0.1  1  12  8 
MB220  N/A  Baseline test  ‐0.1  1.4  12  8 
MB310  N/A  Baseline test  0.3  1.3  12  8 
MB410  N/A  Baseline test  0.4  1.1  12  8 
MB420  N/A  Baseline test  0.4  1.4  12  8 
MB430  N/A  Baseline test  0.4  1.1  8  8 
MB510  N/A  Baseline test  0.45  1.4  12  8 
MB610  N/A  Baseline test  0.7  1.5  12  8 
MB710  N/A  Baseline test  0.9  1.4  12  8 
MB720  N/A  Baseline test  0.9  1.8  12  8 
             
MT001  A.1  Short groyne opposite spur head.  0.7  1.5  12  8 
MT002  A.2  Long groyne opposite spur head.  0.7  1.5  12  8 
MT003  A.3  Long groyne away from spur head  0.7  1.5  12  8 
MT004  A.4  Dog‐legged groyne opposite spur head  0.7  1.5  12  8 
MT005  B.1  Dog‐legged spur off spur head (landward)  0.7  1.5  12  8 
MT006  B.2  Spur off spur head (seaward)  0.7  1.5  12  8 
MT007  A.5  Dog‐legged Groyne off present beach  0.7  1.5  12  8 
MT008  B.3  Lowered end of Spur  0.4  1.4  12  8 
MT009  B.4  Hole through spur (west section)  0.7  1.5  12  8 
MT010  C.1  Detached breakwater in bay  0.4  1.4  12  8 
MT011  D.1  Raised bed level at spur head  0.7  1.5  12  8 
MT012  E.1  Hole in spur section (West) & groyne off beach 0.3  1.3  12  8 
MT013  E.1  Hole in spur section (West) & groyne off beach ‐0.3  1.3  12  8 
MT014  E.2  Lowered spur section (East) & groyne off beach 0.3  1.3  12  8 
MT015  E.2  Lowered spur section (East) & groyne off beach ‐0.3  1.3  12  8 
MT016  F.1  T‐Groyne off beach  0.45  1.4  12  8 
MT017  F.1  T‐Groyne off beach  0.9  1.4  12  8 
MT018  F.1  T‐Groyne off beach  0.9  1.8  12  8 
MT019  F.1  T‐Groyne off beach  ‐0.1  1  12  8 
MT020  F.1  T‐Groyne off beach  ‐0.1  1.4  12  8 
MT021  F.1  T‐Groyne off beach  0.4  1.1  12  8 
MT022  F.1  T‐Groyne off beach  0.4  1.4  8  8 
MT023  F.2  T‐Groyne off beach (built‐up beach)  0.4  1.4  12  8 
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