Introduction
The significance of air pollution modeling is increasing in the field of health assessment. More and more public health cohort studies are using output of air quality models (Liu et al. 2007; Cohen et al. 2009; Bellander et al. 2001) , as measurements are expensive and represent only a limited area (especially in mountainous areas). There exists a variety of models to achieve valid results. One of them is the physical and chemical modeling of meteorology and air pollutants. Most of these models are offline meaning that the meteorology is calculated prior to the chemistry in two separate models. A widely used offline model for Europe is the CHIMERE model (Schmidt et al. 2001; Bessagnet et al. 2004; van Loon et al. 2004 van Loon et al. , 2007 Vautard et al. 2005; Baldasano et al. 2008; Szopa et al. 2009; Pay et al. 2010) . Other often used models are the CMAQ (van Loon et al. 2004; Baldasano et al. 2008; Matthias 2008 ) (especially over America) and the Unified EMEP model (van Loon et al. 2004 (van Loon et al. , 2007 . Nevertheless, in this study an online coupled model is used where every grid point and timestep is consistent with the meteorological model. The state-of-the-art Weather Research and Forecasting (WRF) model ) with a chemistry extension (WRF-Chem) (Grell et al. 2005 ) is used to simulate air pollutants. The approach of adding a chemistry module to an already existing meteorological model is applied to a variety of different meteorological models. Examples beside WRF-Chem are Enviro-HIRLAM (Korsholm et al. 2008) , GEM-AQ (Kaminski et al. 2008) , COSMO-ART (Vogel et al. 2009 ), Meso-NH-C (Tulet et al. 2003) and MCCM (Grell et al. 2000) .
The overall aim of this study is to calculate concentrations of air pollutants in Switzerland for the years 1991 and 2002 where health surveys of the biggest Swiss cohort study on air pollution and lung diseases in adults (SA-PALDIA) were carried out (Ackermann-Liebrich et al. 1997 , 2005 Liu et al. 2007) . SAPALDIA focuses on health effects from long-term exposure to air pollution within a Swiss cohort of over 8,000 participants mainly living near eight study areas (Geneva, Basel, Lugano, Aarau, Wald, Payerne, Davos, Montana), where continuous air pollution measurements were done. Some of the participants moved house between the two health survey years (1991 and 2002) and are therefore dispersed over Switzerland. For these participants the output of a high resolution air quality model is needed to obtain their air pollution exposure. The high resolution domain of Switzerland is nested into a coarser European one. This study presents a sensitivity evaluation for July 2005 on the effects of different chemical and meteorological boundary and initial conditions on the model output of the coarser European domain. Therefore, this study presents a preparatory stage for the final overall aim. July 2005 was simulated because of the absence of GFS data for the years 1991 and 2002.
Method and data

Model description and setup
The Weather Research and Forecasting (WRF version 3.2.1) model with the research core (ARW) was used for this study . The European domain covers an area from northern Africa to southern Finland with a horizontal resolution of 50 km. This leads to a domain with 60 9 60 grid points for 27 vertical sigma layers. The microphysics were calculated with the Eta Ferrier scheme (Rogers et al. 2001) . Other used physics options were the Bets-Miller-Janjic cumulus scheme (Janjic 1994 (Janjic , 2000 , the Eta surface layer scheme (Janjic 1996 (Janjic , 2001 , the Noah land-surface model (Chen and Dudhia 2001) with the USGS landuse dataset, the Mellor-YamadaJanjic planetary boundary layer scheme (Janjic 1990 (Janjic , 1996 (Janjic , 2001 , the RRTM (Mlawer et al. 1997) and Dudhia scheme (1989) for the longwave and shortwave radiation, respectively. Further informations on these options can be found in .
The air pollutants were simulated with the chemistry extension (WRF-Chem version 3.2.1) (Grell et al. 2005) . This model is widely used in America and was already used in Europe by Schürmann et al. (2009 ), SanJosé et al. (2008 and Tuccella et al. (2012) . Recently, the model is more and more used by European research groups which can be seen in contributions to international conferences (e.g. EGU2011). WRF-Chem is an online coupled model with several choices of chemical mechanisms and aerosol modules. A small pre-study was carried out to choose the various options (e.g. chemical mechanism, physic parameters, dynamic parameters and other chemical options) of the WRF-Chem framework. For this study the best results were achieved with the Carbon bond mechanism version Z (CBMZ) and the corresponding Model for Simulating Aerosol Interactions and Chemistry (MOSAIC) using four sectional aerosol bins (Zaveri and Peters 1999; Zaveri et al. 2008; Fast et al. 2006) . Slightly better results were achieved with eight sectional bins but considering the additional computation time and the only little gain we decided to use only four bins. The same time steps were applied for the meteorological and the chemical calculations. The lumped CBMZ scheme consists of over 65 prognostic species and over 160 chemical reactions. The MOSAIC scheme implements primary aerosols (sea salt, soil dust, black carbon and organic carbon) as well as secondary aerosols formed by various salts, inorganic gasphase chemistry, coagulation and homogeneous nucleation. The Fast-J photolysis (Wild et al. 2000) option was applied along with a dry deposition option. The setup of this domain did not implement direct and indirect radiative feedback, wet scavenging or the formation of secondary organic aerosols, because these sub-modules were not compatible with the chosen physics options and aerosol module, respectively.
Emissions
Gap-filled emissions from the European Monitoring and Evaluation Programme (EMEP) were used (Vestreng and Klein 2002; EMEP 2010) as anthropogenic input for July 2005. They are available with a horizontal resolution of 50 km and yearly average values of several main air pollutants, heavy metals, persistent organic pollutants and particulate matter for 11 SNAP sectors (Selected Nomenclature for reporting of Air Pollutants). For this study only the main pollutants (CO, NH 3 , NMVOC, NO x , SO x ) and the particulate matter (PM 2.5 , PM coarse ) were used. The data were temporally disaggregated into hourly emissions according to the SNAP sectors, the country codes and the time factors from the GENEMIS project (Friedrich and Reis 2004; Tuccella et al. 2012) . Other converting steps were the vertical disaggregation into the lowest six model layers, the spatial conversion with the inverse next neighbor method and the chemical species disaggregation from the EMEP system into the used CBMZ system. A more detailed description of these processing steps can be found in Ritter (2009) .
Biogenic emissions are built up on runtime using the model of emissions of gases and aerosols from nature (MEGAN version 2.0.4) (Guenther et al. 2006; Sakulyanontvittaya et al. 2008) . The online implementation of the MEGAN emissions are slightly simplified in comparison to the standalone version. Only for isoprene emissions a separate map of emission factors is used. All other ones are assigned an emission factor based on the plant functional type. Also no soil moisture factor and no production and loss of emissions within the plant canopy are applied as no explicit canopy model is used.
Chemical boundary conditions
The effect of two different chemical boundary conditions on the European domain was evaluated against each other. The first one is hardcoded in the WRF-Chem model. The values are based on an idealized, northern hemispheric, mid-latitude, clean environmental, vertical profile from the NOAA Aeronomy Lab Regional Oxidant Model (NAL-ROM) (McKeen et al. 1991; Liu et al. 1996; Peckham et al. 2010 ). This profile is declared globally so that lateral boundary conditions can be derived. Chemical initial conditions are not needed when a spin-up calculation of 5 days precedes. Consequent runs can be initialized by their already calculated chemical fields.
On the other hand, monthly mean values (1997) (1998) (1999) (2000) (2001) of the global LMDZ-INCA model were implemented (Hauglustaine et al. 2004; Szopa et al. 2009) 
Meteorological input parameters
Two different meteorological input parameters were used for this study and their effect on the domain has been compared. The meteorological input parameters were newly initialized every five simulated days with an additional spin-off time of 12 h. This leads to a 5.5-day forecast, where the first 12 h where skipped to minimize the differences between the small scale features within the domain and the large scale features from the meteorological input datasets. The first ones are datasets of the Global Forecast System (GFS) that is available from NOAA. The horizontal resolution of the gridded dataset is 1.0°(original spectral grid: T382L64) for July 2005 and is available in 3 h steps. Only the initial and first forecast step were used to stay as close as possible to observations. Data is available online from February 2005 onwards.
Because the overall aim is to simulate the years 1991 and 2002 other meteorological input datasets namely Reanalysis data from NCEP were used. These datasets are continually gridded and incorporate observations and numerical weather prediction model output and date back to 1948. However, revised Reanalysis data (Reanalysis II) are available from 1979 onwards with a horizontal resolution of 2.5°(original spectral grid: T62L28) for 6 h timesteps (Kanamitsu et al. 2002) . For this study the revised Reanalysis II data were compared to the GFS data to evaluate how and to what extent the two different datasets influence modeled air pollutants within WRFChem.
European measurements
The validation of the model results was done with data from the EMEP Measurement Network for O 3 , SO 2 , NO 2 , PM 10 and PM 2.5 (EMEP 2010). All EMEP stations are ground-based and classified as rural and additionally only stations with a fixed minimum distance to the boundaries were considered to eliminate artifacts from boundary conditions. Overall around 100 O 3 , 40 SO 2 , 30 NO 2 and PM 10 and 17 PM 2.5 stations could be used for the verification (see Fig. 1 ). PM 2.5 measurements were done at the same location as some PM 10 measurements and therefore not shown in Fig. 1 . The validation for SO 2 was not taken into account, because SO 2 concentrations for the European domain are very low and of little interest for the overall study.
Statistical indicators
There are a number of statistical parameters that can be used to validate model output. This study focused on the Pearson correlation coefficient, the mean bias, the root mean square error and the mean absolute gross error. These parameters were often used and suggested in various scientific literature (deMeij et al. 2009; Seinfeld and Pandis 2006; Jacobson 2005 ).
Impact of chemical and meteorological boundary 61
3 Results
Chemical boundary conditions
We compared the influence of different chemical boundary conditions (LMDZ-INCA vs. idealized profiles) on WRFChem (meteorological initialization with GFS). Other than the standardized profile the LMDZ-INCA model represents the tropopause with very high ozone concentrations in the stratosphere. Therefore, huge differences in ozone concentrations can be found in upper levels between these two runs. Already from 800 hPa on only positive mean difference can be found in favor of the model output initialized by LMDZ-INCA. As the overall aim of this study is to compare air pollutants on health effects, we will furthermore focus on ground-based results.
The same comparison of the effect of the two different chemical boundary conditions on WRF-Chem was made for NO 2 (Fig. 4) , PM 10 and PM 2.5 . Boundary pixels for NO 2 at ground level derived from the LMDZ-INCA model have a range of approx. 0.003-3.5 lg/m 3 whereas the standardized NALROM profile has a value of approx. 0.03 lg/m 3 . In the middle and upper troposphere the concentrations are roughly the same. Almost no influence on the mean difference of the two modeled runs can be seen in Fig. 4 . Only over the southern part of the North Sea and at the boundaries some regions with positive differences can be found. These differences never exceed more than 0.8 lg/m 3 and the Pearson correlation coefficient tends to 1.00. As PM 10 and PM 2.5 simulations were absent in the LMDZ-INCA model, the same boundary values were applied as the ones from the standardized profile. Pearson correlation coefficient tends to 1.00 for PM 10 as well as for PM 2.5 . Therefore, the figures are not shown in this paper. However, there are marginal differences of up to 1 lg/m 3 for PM 10 . Nitric acid (HNO 3 ) is available by the LMDZ-INCA model which can react as precursor for particulate matter. How far this contributes to the differences could not be evaluated in this study.
Meteorological initial and boundary conditions
The influence of different meteorological initial and boundary conditions (GFS and Reanalysis II) on ozone concentrations of WRF-Chem (LMDZ-INCA as chemical boundary conditions) are shown in Fig. 5 . These options were tested due to the absence of GFS data for the intended years of the overall study (1991 and 2002) . The map shows the mean differences in lg/m 3 of ozone for July 2005 (GFS minus Reanalysis II). The values rarely exceed a difference of more than 5 lg/m 3 in the center of the domain. These small differences already occurred at the first modeled time step and are transported along with the wind at roughly the same directions for both different runs. Summarized over the entire month land-based pixels show rather a positive difference and water pixels rather a negative one. The scatterplot on the right side of Fig. 5 represents WRFChem initialized by the GFS (x axis) and Reanalysis II (y axis) data. Overall a correlation of 0.96 is achieved, which leads to the assumption that we can use the Reanalysis II data for the overall study without any concerns regarding ozone. Despite the larger discrepancies near the eastern boundaries and especially near the south of Spain the statistical values remain exactly the same if we subtract 300 km from each side of the domain for the analysis. However, the difference near the south of Spain can be explained by a difference in near-surface temperature of up to 5 K in the same region when the model was initialized by Reanalysis II instead of GFS. All other differences can neither be explained by differences in temperature nor solar radiation. Compared to the EMEP measurements the model output initialized by the GFS model performed slightly better (see Table 1 ) for ozone. The Pearson correlation coefficient for the hourly data, daily mean and daily maxima of O 3 were 0.63, 0.67 and 0.72 for the GFS model output and 0.62, 0.66, 0.70 for the Reanalysis II model output. The two meteorological input parameters were also tested for NO 2 , PM 10 and PM 2.5 , whereas the latter one is not presented in this paper due to its similarity to PM 10 . NO 2 differences of the two runs initialized by GFS and Reanalysis II occur near coastal regions, over land, at the southern boundaries and particularly between the area of southern England and the Netherlands (see Fig. 6 ). Likewise for O 3 , the differences in the center of the domain are mainly caused by the meteorological initial parameters and the ones at the boundaries mainly by the boundary conditions. The coastal and boundary differences can be explained with the higher resolution of GFS and its better representation of the meteorological (especially over the coastal and boundary regions). The mean differences (positive and negative) of more than 1 lg/m 3 NO 2 in the area of southern England and the Netherlands over the whole July 2005 were due to several anticyclone systems that were not properly captured with either the GFS or the Reanalysis II dataset. Nevertheless, a Pearson correlation coefficient of 0.96 between these two runs could be achieved. For PM 10 only a Pearson correlation coefficient of 0.90 (PM 2.5 : 0.89) has been obtained. The points of the (Fig. 7) disperse a lot more and on the map are larger regions with higher differences between the two runs initialized by GFS and Reanalysis II. There is no clear pattern as it can be seen for O 3 or NO 2 and the differences cannot be explained by looking at the distribution or the differences of near-surface temperature and solar radiation. The differences occur from the first timestep on but increase during the run, so that the boundary conditions seem to have a bigger influence as for the other two pollutants.
Evaluation with measurements
In Fig. 8a-d Nevertheless, the trends have a smaller overall amplitude for modeled and measured data for PM 2.5 compared to PM 10 . Both pollutants have periods of similar and controversial trends between the model output and the observations. We could not find any patterns for the near-surface temperature or solar radiation that could explain these differences between the model and the measurements. The differences are sometimes more than 25 lg/m 3 between a single station (especially some stations in Spain) and the corresponding modeled grid point. The meteorological conditions during the modeled month (July 2005) wildfires in Spain. How far these wildfires contributed to the PM 10 concentrations or the differences between the model and the EMEP stations could not be shown in this study.
For ozone further analysis was done as hourly observations were available. Scatterplots for hourly data, daily mean and daily maxima are illustrated in Fig. 9a -c. The measured data forms the x axis and the modeled data the y axis (LMDZ-INCA and GFS as boundary and initial condition). Corresponding statistical parameters are listed in Table 1 . Every available hourly data of all EMEP measurements were statistically analysed (over 100). The Pearson correlation coefficient increases from 0.63 to 0.67 and 0.72 for hourly data, daily means and daily maxima, respectively.
Discussion
The sensitivity test for the different chemical boundary conditions showed that there are differences between the two runs concerning ozone. The differences of up to 60 lg/m 3 between the different boundary conditions are decreased after the calculations. Only a small region over the Atlantic Ocean has a negative difference between the two runs but also these negative differences disappear from 800 hPa on upwards. The use of spatially varying chemical boundary conditions (e.g. LMDZ-INCA) with its representation of the tropopause increased the performance of WRF-Chem as the model fitted better with EMEP measurements. Nevertheless, the influence of different chemical boundary conditions on other pollutants (e.g. NO 2 , PM 10 and PM 2.5 ) seems negligible as Pearson correlation coefficients of 1.00 were achieved between the two different initialized runs. For PM 10 this is not surprising as data is not available in the LMDZ-INCA model and the same values from the standardized profile were taken. Also for NO 2 the differences between the two runs are minor. The standardized profile has a concentration around 0.03 lg/m 3 for ground-level NO 2 whereas the LMDZ-INCA values vary between 0.003 and 3.5 lg/m 3 at the boundaries of the domain. The chemical boundary conditions do not have a strong impact on NO 2 concentrations as the anthropogenic emissions dominate. According to Szopa et al. (2009) better results compared to measurements could be possible with more refined, daily chemical boundary conditions, especially for regions near the boundaries.
The comparison of the use of different meteorological initial and boundary conditions revealed minor mean differences for ozone and NO 2 . All the graphs shown in this paper exclude a spin-off time from June 26th to 30th. However, already these spin-off days showed almost the same difference as the mean concentrations of July. Therefore, the differences for O 3 and NO 2 are mostly due to the initial field and not due to the meteorological boundary parameters. The minor discrepancies between the runs are probably caused by the different horizontal resolutions or anticyclone systems that were not correctly represented within one of the two meteorological datasets. For these two pollutants (O 3 and NO 2 ) the decrease in accuracy of the model is small and Reanalysis II data can be used for the European domain without any concern. However, the Pearson correlation coefficient for particulate matter was only 0.90 (between the two different runs) and differences up to 5 lg/m 3 exist at the boundary regions of the domain. Therefore, the use of different meteorological input parameters leads to a change in PM 10 concentration. The statistical parameters for O 3 , NO 2 and PM 10 did not change with the exclusion of the boundaries of the domain in the analysis. Overall, GFS data should be preferred over Reanalysis II datasets when possible. On the one hand, the correlations of air pollutants to EMEP measurement stations were slightly better when WRF-Chem was initialized by GFS (see Table 1 for O 3 ) and on the other hand, the meteorological parameters (e.g. temperature) also achieved better correlations compared to weather stations. Commonly, more often updated meteorological boundary conditions (3 h for GFS instead of 6 h for Reanalysis II) are more suitable for limited domains. Regarding the comparison of the results to measurements, the model performs well for ozone. The diurnal cycle is well represented and trends are captured by WRFChem. For NO 2 some of the trends can be represented by the model (e.g. July 20th-26th in Fig. 8b ). On the other hand, during the entire month, the concentrations were underestimated with absolute difference between 1 and 3 lg/m 3 . Due to its dependencies on a variety of parameters, PM 10 seems to be difficult to model over a longer period. The first days are in good agreement with measured data (e.g. July 1st-11th in Fig. 8c ), but afterwards contrasting trends are observed even though the values of the modeled PM 10 are within an acceptable range. We further looked at meteorological parameters to find an explanation for the contrasting trends but neither temperature, solar radiation nor wind speed could explain the trends. When we looked at individual stations and their corresponding modeled grid point we see that not all stations have these controversial trends. On the other hand, big differences between model and observation can be found for some stations in Spain. How far for example wildfires contribute to these differences, cannot be shown in this study. The same facts can be observed for PM 2.5 but with lower absolute differences between the model and the measurements. Trends seem to be identical for particles smaller than 10 and 2.5 lm. According to Seinfeld and Pandis (2006) and Hallquist et al. (2009) , the implementation of an additional secondary organic aerosol module (e.g. Schell et al. 2001) would have significant influence on concentrations of particulate matter. The constant factors for splitting PM 2.5 and PM coarse emissions into aerosol components (elemental carbon, organic aerosol, sulfate, nitrate and undefined mass) and different sizes (Aitken and accumulation mode for PM 2.5 and afterwards the 4 different bins) also have an impact on particle concentrations. Furthermore, the number of EMEP measurement stations (approx. 30 for PM 10 and NO 2 ) and their location could have an influence on the comparison. Even though all EMEP stations are classified as rural, it is not always selfevident that one station can correctly represent an area of 50 km 9 50 km. This issue is exacerbated when the altitude difference of the station and the corresponding grid point increases. On the other hand, an accumulation of stations within a small region leads to an overweighing of some region (e.g. Switzerland, Austria, United Kingdom).
A good overview of the performance of other air quality models over Europe and their statistical values can be found in Pay et al. (2010) and more detailed model performance statistics for some models in van Loon et al. (2004 Loon et al. ( , 2007 . The range of the correlation factors for most of the studies in the aforementioned papers is within 0.55-0.8 for ozone daily averages and 0.69-0.84 for daily peak values. We have to take into account that this paper only presented the output of July 2005 and not an entire year. The data in van Loon et al. (2007) are, in addition to being presented as annual statistical values, also summarized into seasonal data. With regard to the differences of seasonal and monthly data, we tried to compare the Pearson correlation coefficient of this paper with the seasonal ones from van Loon et al. (2007) . For daily average WRFChem (0.67) performed better than all the other mentioned models (0.35-0.64) and only slightly worse than their ensemble (0.68). Daily maxima values for the models in van Loon et al. (2007) are between 0.51 and 0.77 and the ensemble is 0.78. Only the CHIMERE model and the ensemble performed slightly better than WRF-Chem in this paper. We have to mention that the models used in van Loon et al. (2007) were compared to a reduced set of stations in order to prevent overweighing of some regions with a large number of stations and only stations below an altitude of 1,000 m were considered. We also tested the performance of WRF-Chem compared to stations only below a certain altitude but there were no significant changes so that we preferred to keep as much stations as possible for the comparison.
Conclusions
This paper presented the influence of different chemical and meteorological boundary and initial conditions on air pollutants and their comparison to EMEP measurements. Chemical boundary conditions have mainly an influence on ozone and meteorological initial and boundary conditions have the biggest impact on particulate matter. The Pearson correlation coefficients range from 0.90 to 1.00. The monthly mean values driven by the LMDZ-INCA model performed better than the time invariant standardized profile compared to measurements. The influence of meteorological initial and boundary conditions on ozone concentrations was not as significant as the chemical boundary conditions but still noticeable. For NO 2 the differences between the two runs were rather small. A noticeable impact on the two runs with different meteorological input parameters is found for particulate matter. Nevertheless, summarized over the entire European domain, the NCEP Reanalysis II data produced satisfying results even though the GFS model with the higher resolution leads to slightly better results. Whenever possible GFS data should be preferred as meteorological input parameters, especially for regional domains. For the years before 2004, Reanalysis II data are a good alternative to initialize WRF-Chem. The European simulations show good results for observed air pollutants, with ozone being the most and PM 10 being the least satisfying. In comparison to statistical values of other models used over Europe for ozone, WRF-Chem shows encouraging results. The flexibility of WRF-Chem with its modular design allows the user to implement different chemical options and to test them easily. Improvements in the model output could probably be achieved with more detailed daily chemical boundary conditions, more refined chemical species conversion, a better horizontal and vertical resolution and/or more detailed anthropogenic emissions. If more rural measurement stations for other air pollutants in addition to ozone existed (in particular, hourly measurements), a better validation could be made. To conclude, WRF-Chem performed best with spatially resolved chemical boundary conditions and high resolution meteorological input parameters. The model performed satisfyingly for observed pollutants and is within the top air quality models.
