Sentiment analysis research has been rapidly developing in the last decade and has attracted widespread attention from academia and industry, most of which is based on text. However, the information in the real world usually comes as different modalities. In this paper, based on Audio and Text Modalities, we consider the task of Multimodal Sentiment Analysis and propose a novel fusion strategy including Multi-Feature Fusion and Multi-Modality Fusion to improve the accuracy of Audio-Text Sentiment Analysis. We call it the Deep Feature Fusion-Audio and Text Modal Fusion (DFF-ATMF) model, and the features learned from it are complementary to each other and robust. Experiments with the CMU-MOSI corpus and the recently released CMU-MOSEI corpus for Youtube video sentiment analysis show the very competitive results of our proposed model. Surprisingly, our method also achieves the state-of-the-art results in the IEMOCAP dataset, indicating that the proposed fusion strategy also has good generalization ability to Multimodal Emotion Recognition.
INTRODUCTION
Understanding and analyzing context-related sentiment is the innate ability of human beings, which is also an important distinction between machines and human beings [11] . Therefore, effectively training machines to analyze sentiments like human beings becomes an important issue in the field of artificial intelligence to be explored and answered. Sentiment analysis provides an effective mechanism to understand an individual's attitudes, behaviors, and preferences [33] .
In recent years, most of the work on sentiment analysis is focused on textual data, and text-based sentiment analysis is becoming more mature [33] . With the popularity of social media such as Facebook and YouTube, many users are more inclined to express their views on social media platforms in audio or video form [21] . Audio reviews represent an increasing source of consumer information and are increasingly being watched by companies, researchers and consumers. Audio reviews provide a more natural experience than traditional text comments because they allow viewers to better perceive the commentator's sentiment, beliefs, and intentions through richer channels such as intonation [24] . Therefore, it is important to mine opinions and analyze sentiment from multiple forms [17] .
Modals other than text can often be used as clues to express sentiment [24] . The combined use of modality [32] brings significant advantages over text, including language disambiguation (audio features can help eliminate ambiguous language meaning), language sparsity issues (meaning audio features bring additional emotional information) and basic audio patterns enhanced links to the real world environment. Actually, in the real world, people often associate information from multiple forms (especially Audio and Text modalities) with learning and interaction with the external environment [1] . Therefore, Multimodal Learning has become a new effective method in sentiment analysis. The core challenge lies in inferring joint representations that can process and relate information from these modalities [25] .
In this paper, we propose a novel fusion strategy, including multi-feature fusion and multi-modal fusion, to improve the accuracy of multimodal sentiment analysis in audio and text. We call this the Deep Feature Fusion -Audio and Text Modal Fusion (DFF-ATMF) model, and the learned features have strong complementarity and robustness. Experiments on the CMU Multimodal Opinion-level Sentiment Intensity (CMU-MOSI) [31] dataset and the recently released CMU Multimodal Opinion Sentiment and Emotion Intensity (CMU-MOSEI) [32] dataset for Youtube video sentiment analysis show the very competitive results of our proposed model. It is worth mentioning that the method has achieved the most advanced results in the IEMOCAP dataset in the generalized experimental verification, indicating that our proposed fusion strategy also has a good generalization ability for multimodal emotion recognition.
Major contributions of the paper are:
• We propose a novel Deep Feature Fusion-Audio and Text Modal Fusion (DFF-ATMF) model for Audio-Text sentiment analysis, combining Multi-Feature Fusion with Multi-Modality Fusion to learn more comprehensive sentiment information.
• The features we learn from our proposed model manifest good complementarity and excellent robustness, and even show amazing performances when generalized to Emotional Recognition tasks.
• Experimental results indicate that the proposed method outperforms the state-of-the-art methods on CMU-MOSI dataset [7] and IEMOCAP dataset [25] , and also has the very competitive results on the recently released CMU-MOSEI dataset.
The rest of the paper is organized as follows. In the following section, we will review related work. In Section 3, we will exhibit more details of our methodology. In Section 4, experiments and results are presented, and conclusions follow in Section 5.
RELATED WORK

Audio Sentiment Analysis
Audio data is usually extracted from the characteristics of the channel, excitation and prosody. The prosody parameters extracted from the segment, sub-segment and hyper-segment are used for sentiment analysis in [14] . Classic machine learning algorithms, such as Hidden Markov Models (HMM), Support Vector Machines (SVM), and decision tree-based methods, have been used for Audio Sentiment Analysis [12, 26, 27] . Recently, researchers have proposed various neural network-based architectures to improve the performance of Audio Sentiment Analysis. The initial study used deep neural networks (DNN) to extract high-level features from raw audio data and demonstrated its effectiveness in Audio Sentiment Analysis [8] . With the development of deep learning methods, more complex neural-based architectures have been proposed. Convolutional neural network (CNN)-based models have trained information derived from the original audio signal using spectrograms or audio features such as Mel Frequency Cepstral Coefficient (MFCC) and Low Level Descriptor (LLD) [2, 19, 20] .
Text Sentiment Analysis
Text sentiment analysis has developed more maturely in recent years [9] . The most commonly used classification techniques, such as SVM, maximum entropy and naive Bayes, are based on the word bag model, where the sequence of words is ignored. This may result in inefficient extraction of sentiment from the input, as the sequence of words will affect the existing sentiment [4] . Many research reports have overcome this problem by using deep learning in sentiment analysis [33] . A deep neural network structure is proposed, which uses word-level, character-level and sentence-level representations for sentiment analysis [10] . In order to better capture the temporal background, [5] proposes a novel neural architecture, Transformer-XL, for modeling longerterm dependency. To address the limitation of fixed-length contexts, [5] introduces a notion of recurrence by reusing the representations from history.
Multimodal Learning
Multimodal learning is an emerging field of research [1] . Learning from multimodal transport resources captures the correlation between modalities and provides insight into natural phenomena. The information coming from different modalities may have varying predictive power and noise topology, with possibly missing data in at least one of the modalities [1] . [17] presents a novel feature fusion strategy that proceeds in a hierarchical fashion for multimodal sentiment analysis. [7] proposes a recurrent neural network based multi-modal attention framework that leverages the contextual information for utterance-level sentiment prediction, and show the state-of-the-art models on CMU-MOSI and CMU-MOSEI datasets. While both our proposed model and [30] use Multimodal Attention mechanism for Audio-Text sentiment analysis and Emotion Recognition, there are two main differences: 1) we improved the Multimodal-Attention method based on the Multi-Feature fusion strategy mentioned above, focusing on the fusion of comprehensive and complementary sentiment information from audio and text modalities; 2) our research focus is actually on sentiment analysis. The experiments on the emotion recognition task are only verification of the generalization ability of the proposed model, but the surprise is that we get the new state-of-the-art results.
PROPOSED METHODOLOGY
In this section, we describe the proposed DFF-ATMF model for Audio-Text sentiment analysis in details. We firstly introduce an overview of the whole neural network architecture to show that how to fuse Audio and Text modal. After that, two separate branches of DFF-ATMF will be explained in details to show that how to fuse Audio and Text feature vector, respectively. Finally, we talk about the fusion mechanism used in our model. 
Model-DFF-ATMF
We fuse Audio and Text modal on a model that has two parallel branches, the Audio modal based Audio Sentiment Vector (ASV) branch and the Text modal based Text Sentiment Vector (TSV), whose core mechanisms are Feature Vector fusion and multimodal-attention fusion. The audio modal branch of the proposed model uses the Bi-LSTM [3] to extract Audio Sentiment information between adjacent utterances, while another branch uses the same network architecture to extract Text features. Furthermore, the audio feature vector of each piece of utterance is the input of our proposed neural network, which is based on Audio Feature Fusion (AFF), so we can obtain a new fusion audio feature vector before the softmax layer, which we called the Audio Sentiment Vector (ASV), and the Text Sentiment Vector (TSV) is similar. Finally, after the multimodal-attention fusion, the output of the softmax layer produces the final Sentiment Analysis results, as shown in Figure 2 . 
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Audio Sentiment Vector (ASV) from Audio Feature Fusion (AFF)
Base on [15] 's work, we reproduce and extend the experimental results of the audio feature combination on the MOSI dataset, as shown in Table 1 . In addidtion, we also improve a serial neural network [28] of Bi-LSTM and CNN, combining with the attention mechanism to learn the deep features of different sound representations. The Multi-Feature Fusion procedure is described in LSTM branch and CNN branch respectively in Algorithm 1. The features learnt are from Raw Waveform and Acoustic Feature, which are complementary to each other. Therefore improved Audio Sentiment Analysis results can be obtained by applying feature fusion techniques, called Audio Sentiment Vector (ASV), as shown in Figure   3 . In terms of Raw Audio Waveform, taking the CMU-MOSI dataset as an example, we observe the sampling distribution of the raw waveform, as shown in Figure 4 . Therefore the input to the network is raw audio waveforms sampled at 22 kHz. We also scale the waveforms to be in the range [-256, 256] , so that we do not need to subtract the mean as the data are naturally near zero already. To obtain better sentiment analysis accuracy, batch normalization (BN) and rectified linear unit (ReLU) are employed after each convolutional layer. Additionally, dropout regularization is also applied to Audio Modal
Raw Waveform
Acoustic Feature Thus far, to the best of our knowledge, no studies have leveraged BERT to pre-train Text feature representation on the multimodal dataset, such as CMU-MOSI dataset. We are the first to utilize BERT embeddings for CMU-MOSI dataset.
Next, the Bi-LSTM layer takes the concatenated word embedding and POS tags as input, and outputs each hidden states.
Let h i be the output hidden state at time step i. Then its attention weight α i can be formulated as follows: where w i m i + b i denotes a linear transformation of m i . Therefore, the output representation r i is given by:
Based on such text representation, the sequence of features will be assigned with different attention weights. Thus, important information such as affective words can be identified more easily. The convolutional layer takes the text representation r i as input. The output CNN feature maps are concatenated together, and finally improved Text Sentiment Analysis results can be obtained, called Text Sentiment Vector (TSV), as shown in Figure 5 . 
Text Modal
Audio and Text Modal Fusion with The Multimodal-Attention Mechanism
Inspired by human visual attention, the attention mechanism, proposed by [16] in neural machine translation, is introduced into the Encoder-Decoder framework to select the reference words in source language for words in target language. Based on the existing attention mechanism, inspired by the [30] 's work, we improved the Multimodal-Attention method based on the Multi-Feature fusion strategy mentioned above, focusing on the fusion of comprehensive and complementary sentiment information from audio and text modalities. We leverage the Multimodal-Attention mechanism to preserve the intermediate output of the input sequence by retaining the Bi-LSTM encoder, and then a model is trained to selectively learn these inputs and to correlate the output sequences with the model output. More specifically, firstly, the ASV and TSV are encoded with the Audio-BiLSTM and Text-BiLSTM using the following equation:
where f θ is the LSTM function with weight parameter θ , and A t +1 , A t , A t −1 represents the hidden state at t + 1 th ,
We then consider the final ASV e as a intermediate vector, as shown in Figure 2 . During each time step t, the dot product between the intermediate vector e and the hidden state of the TSV at each t th sequence h t is evaluated to calculate a similarity score a t . Using this score at as a weight parameter, the weighted sum of the sequences of the hidden state of the TSV, h t , is calculated to generate an Multi-Feature fusion vector Z a . The text modality is similar, represented by Z t . We are therefore able to obtain Multi-Feature fusion vectors for audio modalities and text modalities, as seen in equation (4). This Multi-Feature fusion vector is concatenated with the final intermediate vector of the ASV (equation (5)), which will be passed through the softmax function to perform Sentiment Analysis. Eventually we get Multimodal fusion vectors from audio and text, as shown in Figure 2 .
EXPERIMENT DETAILS
In this section, we exhibit our experimental results and the network structure parameters, and discuss the performance of our proposed methodology in details. [7] . IEMOCAP dataset was collected following theat rical theory in order to simulate natural dyadic interactions between actors. We use categorical evaluations with majority agreement. We use only four emotional categories happy, sad, angry, and neutral to compare the performance of our model with another research (or other researches) using the same categories [25] . The detailed datasets setup is depicted at Table 1 .
Experiment Setting
Evaluation
Metrics. We evaluate our performance by weighted accuracy on 2-class or multi-class classification. Test  utterance  video  utterance  video  CMU-MOSI  1616  65  583  28  CMU-MOSEI  18051  1550  4625  679  IEMOCAP  4290  120  1208  31   Table 2 . The detailed dataset setup of CMU-MOSI, CMU-MOSEI and IEMOCAP.
Datasets Train
weiдhted accuracy = correct utterances utterances
Additionally, F1-Score is used to evaluate 2-class classification.
Where β represents the weight between precision and recall. During the evaluation process, we set β = 1 since we regard precision and recall have the same weight, and thus F 1-score is adopted.
However, in Emotion Recognition, we use Macro F 1-Score to evaluate the result.
where n represents the number of classification and F 1n is the F 1 score on the n th category. In order to prevent the randomness of experimental results and improve the credibility, we report the average result of 3 runs for all experiments.
Performance Comparison
4.2.1
Comparison with the different Models and Method. a). [22] proposes a LSTM-based model that enables utterances to capture contextual information from their surroundings in the same video, thus aiding the classification process. b). [23] introduces attention-based networks for improving both context learning and dynamic feature fusion. c). [32] proposes a novel multimodal fusion technique called the Dynamic Fusion Graph (DFG). d). [7] proposes a recurrent neural network based multi-modal attention framework that leverages the contextual information for utterance-level sentiment prediction, which is the state-of-the-art result of the CMU-MOSI dataset. e). [13] proposes a new method of learning about the hidden representations between just speech and text data using convolutional attention networks, which is the state-of-the-art result of the CMU-MOSEI dataset at present. f). [25] explores three different deep-learning based architectures for multimodal sentiment classification, each improving upon the previous, which is the state-of-the-art result of the IEMOCAP dataset at present.
As shown in Table 2 , the proposed approach has outperformed the state-of-the-art results on the CMU-MOSI dataset and the IEMOCAP dataset. At the same time, the experiments of the CMU-MOSEI also show the very competitive results.
Generalization Ability Analysis.
In order to verify the feature complementarity of the proposed fusion strategy and the robustness of the method, we transfer our method to the IEMOCAP dataset to verify the generalization capabilities of the models and features. The experiment results are as shown in Table 3 . Surprisingly, our proposed fusion strategy is effective on the IEMOCAP dataset and is 3.17% outperformed than the current state-of-the-art method, and thus achieves a group of new state-of-the-art results. 
Methods
CMU-MOSI
Discussion
The above experimental results have already shown us that the proposed method has a great improvement in the performance of Audio-Text Sentiment Analysis. We analyze the attention values to understand the learning behavior of the proposed architecture. For illustrations, we take an example video from the CMU-MOSI test dataset. From the attention heatmaps, as shown in Figure 6 , it is evident that by applying different weights across contextual utterances and modalities the model is able to predict labels of all the utterances correctly, which shows that our proposed fusion 
CONCLUSION
In this paper, we propose a novel fusion strategy, including multi-feature fusion and multi-modal fusion, and the learned features in this way have strong complementarity and robustness, leading to achieving the new state-of-the-art results in the Audio-Text multimodal sentiment analysis task. Experiments on both the CMU-MOSI and CMU-MOSEI datasets show that our proposed model has very competitive performance. More surprisingly, the experiments on the IEMOCAP dataset achieved unexpected state-of-the-art results, indicating that the proposed fusion strategy is also highly generalized for multimodal emotion recognition. In addition, in this paper, we did not consider the video modality because we want to try to derive the information represented by the video modality using only the two modes of audio and text. To the best of our knowledge, this is the first attempt in related tasks in the multimodal domain. In the future, we will consider more fusion strategies supported by basic mathematical theory for multimodal sentiment analysis.
