The location of sensors represents a relevant attribute in wireless sensor networks. In this article, we propose a distributed range-based localization algorithm for wireless sensor network. The algorithm is mainly based on an adaptively local circular searching area where each unknown sensor must find inside a position that minimizes the error distance with neighboring sensors using a local function. The new position of a sensor is broadcast to neighboring sensors allowing collaboratively to other sensors re-estimate their new positions. The iterative process is repeated until a stopping criterion is reached. The performance of the proposed algorithm is evaluated and compared with other state-of-the-art algorithms, and results indicate that the approach overcomes the other methods in both accuracy and time of convergence.
Introduction
A wireless sensor network (WSN) is a network of small sensors that are wirelessly interconnected with each other. 1 The main purpose of the network is monitoring any desired physical or chemical phenomenon. Due to the huge advance in electronic technology, extensive quantities can be measured by sensors. Thus, the use of sensor networks can span different applications, ranging from industry and agriculture, even to health care. 2 One of the main requirements to install a WSN is that each sensor knows three elementary sensors information, which are measured quantity, time of measurement, and geographic position. Moreover, each sensor must meet some requirements, such as having the ability to process information and transmit it to another sensor. In addition, the sensor needs to be small and economic and use the smallest amount of energy. The number of sensors used in a WSN can range from hundreds to thousands units, causing an economic issue in the WSN and therefore an increase in the overall network cost.
As a consequence, sensors location has a huge impact on WSN final cost. One possible solution is the use of a Global Positioning System (GPS); however, this is very expensive. 3 Another solution is to program the position to every sensor in the network, but this can be a difficult task when the number of the sensors is large. Because of the above, different algorithms that use fewer sensors with GPS (known as anchors) had been developed. The anchors communicate their position to adjacent sensors which do not know their position (known as unknown sensors), so each of the sensors can estimate their own position indirectly. In order to do so, different techniques and algorithms are used, where the sensor positions can be estimated by distance or proximity techniques. [4] [5] [6] Each of the techniques used to estimate distances has different error rates in the distance measurement. 7, 8 For instance, no measurement is accurate due to several aspects, such as sensor's manufacture, power supply, technology used, and environment where the network was deployed. Also obstructions and noise that may be in the system can affect the measurement. This is why a new algorithm that minimizes errors in the estimated positions of unknown sensors is needed.
In this article, we propose an iterative range-based localization algorithm with an adaptive search region. The algorithm is characterized by an adaptive circular search area that proposes a set of possible solutions to reduce the error using a local minimizing function. In the process, each sensor should estimate its own new position and broadcast it to its neighbor sensors. To evaluate the performance of this research, we evaluated the distributed adaptive local searching algorithm (DALSA) versus another localization range-based algorithm, found on state of the art.
This article is organized as follows. The related work is introduced in section ''Related work.'' In section ''Distance estimator,'' the received signal strength (RSS) distance estimator is presented. Section ''DALSA'' presents the mathematical formulation of DALSA. In section ''Simulation results,'' the experimental results are reported; finally, conclusions and the future work are given in section ''Conclusions and future work.''
Related work
Recently, range localization algorithms have attracted attention from different research teams. 6, [9] [10] [11] [12] In 2012, Jama et al. 13 proposed an algorithm also based on RSS location. The algorithm should meet the following specifications: be sufficiently precise, easily implemented, be adaptive, and, finally, do not consume in excess sensor's resources. The result of this approach was the Easy Lock algorithm. This decentralized algorithm can be divided into six main phases, which explain the operation of large-scale algorithm. It is important to mention that the authors implemented the algorithm on TelosB (a software platform designed specifically for sensing experimentation). The main result is that increasing the number of anchor sensors and transmitting power reduces errors in measurements. Also this algorithm works better in open environments.
In 2013, Jiang et al. 14 proposed a localization algorithm able to be applied in WSNs. The main objective was to improve the accuracy on estimating the positions of the unknown sensors. The researchers used as a basis the trilateration algorithm along with RSS technology. They designed an algorithm called LoDCE (localization ranging algorithm with a dynamic mechanism), which consists of an adaptive measuring method using RSS an adaptive circle area which searches for neighboring sensors. This algorithm works in both indoor and outdoor environments. To validate the LoDCE, both MATLAB and a small indoor WSN were used.
Tomic et al. 15 developed a localization algorithm for WSNs using RSS technology to estimate the true distance between neighboring nodes. The proposed algorithm is based on second-order cone programming (SOCP). Among the differences from existing algorithms is that this does uses a MATLAB Toolbox named CVX to estimate the best position, which requires less iterations to converge. Furthermore, a selection of neighboring is performed to calculate the unknown position sensors, so that energy consumption is decreased. SOCP uses the maximum likelihood method as the basis of its project.
Tomic et al. 16 also used SOCP to estimate positions of a WSN using RSS. They run their code in MATLAB to solve the SOCP relaxation and called SeDuMi a C implementation of a predictor corrector primal dual interior point method for solving SOCP. The experiments they made were considering the inaccuracy in the anchor positions in addition to the distance estimation noise errors. Also they consider the problem of tracking a mobile node in an indoor environment using a few anchors with high power and long range.
In 2015, Svecko et al. 17 designed an algorithm for locating unknown sensors using distance estimation with received signal strength indicator (RSSI). This project was carried out experimentally. The first step was to conduct the initial estimate of the unknown distance sensors using RSSI. Once calculated the distance between unknown sensors and anchors nodes, an iterative algorithm is used to filter the errors in the distance measurements. Another method to reduce errors was the particle filter, considered by the authors as a method of Monte Carlo. The authors conducted tests in three different scenarios. First, they provided 10 circumferentially positioned antennas around unknown sensors. In the second case, they used eight parallel positioned antennas to the unknown sensors, and finally, they only used one antenna. The tests resulted in a better approximation to the actual value in the first scenario. The authors stated that the usage of particle filter together with the increment of receiver antennas reduces the estimated distance measurement error.
Distance estimator
The principle of the RSS describes the relationship between the transmitted and received power in wireless devices. The RSS is a technique that has become very popular in recent years because it does not require special hardware and can be found embedded on different sensors nodes like XBee, MicaMote, and MICAZ Rene node, among others. 2 Distance estimation techniques consist in getting the distance d ij between a sensor s i and s j , using the power of the signal received between them.
Nowadays, there are three propagation models in WSNs: the free space model, bidirectional reflectance model, and logarithmic attenuation model. The model in free space is applicable when the transmission distance is much larger than the size of the antenna and the carrier wavelength. Additionally, there are no obstacles between the transmitter and the receiver. The transmission power of a wireless signal P r is commonly measured at any distance, as the signal received power between two devices located at a distance d ij and can be determined with the following equations
In equation (1), G t and G r are the antenna gains and L is the loss factor which has nothing to do with the transmission. Usually, G T = 1, G r = 1, and L = 1. Then, equation (2) is the formula of signal attenuation. The bidirectional reflectance model is applicable in the following cases: when the transmission distance of the antenna is located a few kilometers away or farther and when both the height of the antenna of a transmitter and receiver are located around 50 m or more. This model is very accurate when it is used in micro-cellular environments. The potential of the received signal can be determined by the following formulas
where h t is the height of the transmitting antenna and h r is the height of the receiving antenna. By equations (3) and (4), it can be seen that the energy consumption E has a power attenuation of four in relation to the distance. Finally, the logarithmic attenuation model is suitable to work in both closed and open environments. In this model, it is assumed that the power signal decreases in a way that is inversely proportional to the square of the distance 1=d 2 ij . In a real environment, you can assume that the signal can be affected by a factor (1=d ij ) h r , where h r is known as the attenuation factor and depends on geometric and environmental factors (such as reflection, diffraction, attenuation, and dispersion). Its practical value fluctuates between 2 and 4. 18 The model can be represented by
where P ij is the power received at the sensor s j from the sensor s i (measured in dBm). P 0 (d 0 ) is a reference power at a distance d 0 transmitter (typically 1 km for large urban mobile systems and 1 m for indoor systems). 19 X s is a random variable, with Gaussian distribution that has an expected value of zero and a standard deviation s SH for cases of attenuation. Power measurements follow a logarithmic Gaussian distribution as shown below
where P ij is the expected value of the received power in dBm. From equations (5) and (1), the distance d ij can be estimated as follows
DALSA Consider a WSN deployed in a flat two-dimensional (2D), with a set of N anchor sensors A = {a 1 , a 2 , ., a N }, where the sensors in the anchor set know their geographical position by GPS. The location of an anchor sensor is represented by the coordinates a i = [a xi ,a yi ] T , for i = 1, ., N. Commonly, N . 2 is used. In this research, we use N = 4 because only a small percentage of the sensors use GPS technology or another type of self-location. Instead, a set M of unknown sensors U = {u 1 , u 2 , ., a M } is deployed uniformly and randomly over the same area. Unknown sensors only have the technology to calculate the power of the received signal between neighboring sensors, it is considered a range R = 30 mts. It is considered a set of true positions from unknown sensors as u j = [u xj ,u yj ] T , for j = 1, ., M, and a set of estimated positions p j = [p xj , p yj ] T . For purposes of the investigation, a value of M = 96 was used. Generally, the percentage of the anchor sensors with respect to unknown sensors is much higher, M ) N.
The algorithm is designed so that once the initial estimate of the position of a sensor s i given by p i i , obtained in principle by Least Square, the sensor s i produces a new position p i + 1 i using only the positions and estimated distances with neighboring sensors
and reference sensors
and |C i | + |V i | represent the cardinality of the set of neighboring sensors and anchors, respectively, of s i . The distributed algorithm determines for each unknown sensor s i a search region called S i . For each search region given, it is assigned a set of possible positions. S i can vary in size according to the error distance with neighboring nodes. The idea is to limit the problem and divide it into sections, so that each sensor must estimate a position p i + 1 i that could decrease the total error with its neighbor sensors. So that each sensor can gradually adapt to changes in neighboring sensors and thus eliminate the initial estimate error gradually.
The total error in the estimated position of each sensor can be defined as the sum of the errors between anchor sensors and unknown neighboring sensors. It is important to note that the anchor sensors in this research have connection to all sensors in the WSN; for purposes of the present investigation, the connection of the four anchor sensors with each unknown sensor is taken into account. Instead, unknown sensors have a range of 30 mts which is less than the anchor sensors reach.
To define the estimation error between the estimated position P i of a sensor s i and the estimated position P j of a neighbor sensor s j , the following expression is used
where d ij (p i ,p j ) refers to the Euclidean distance between the sensor position s i with respect to a neighboring sensor s j
Note that neighbor sensors s j can be either an anchor or an unknown sensor. The sensor s i coverage range delimits the exchange of information between the set C i and V i . Therefore, the total error of s i is calculated by performing the sum of the errors with respect to neighboring sensors including anchor sensors.
The total error in each sensor s i is influenced to delimit the area of the search region for the new position In Figure 1 , the circular search region defined by a radius a with three levels can be observed. Where a is calculated by the following expression
so, the length of the radius a changes with each iteration and will be different in each of the unknown sensors, since the error E i is different for each individual case. With this we sought that at first the spacing would make the region out a wide search, which sought to reach the best error rate in a quick manner but with a robust search; however, as the iterations are advancing, the error decreases, so the spacing and the search region becomes thinner and more accurate. For the search region S i of each sensor s i , a number n = 25 of possible positions is assigned. It is important to note that the spacing between levels of search was a, and it has divided in three levels of searching.
To determine its new position, the sensor s i evaluates each candidate position of S i into the equation (10) . Thus, the position that minimizes this equation becomes p i i , where p i i will be used by neighboring sensors of s i to recalculate their new positions and so on. Therefore, the algorithm can run until the user applies a stop flag or put a threshold value.
Simulation results
It was decided to implement a bank of WSNs through simulation under two schemes, C-shape and uniformrandomly distributed, to perform the corresponding tests on the DALSA algorithm and the other algorithms to be tested. The simulation was carried out on MATLAB. We made a total of 20 simulated WSNs for each scheme, so the test of each algorithm was made on each one at time.
For each scheme, in a 2D area, we randomly deployed a total of 100 sensors nodes in a square area of 100 m 3 100 m, where 96 of those sensors are considered as unknown sensors and four of them are anchors sensors which know their own position. On the other hand, the estimated distance d ijest between neighboring sensors was simulated under two approaches. The first approach consists of adding a noise component that has a Gaussian distribution where d ijest is calculated by the following expression
Where the noise can be described as
And E ij is a normal random variable N(0,1) representing the measurement noise. Then, nf d is the noise factor (standard deviation of the distance error in percentage) for the distance measurements. 20 For a standard deviation of 20% in the distance estimation error, we set nf d = 0.20.
The second approach used to estimate distance between neighboring sensors was the RSS methodology described in section ''Distance estimator'' with s SH = 2 and h p = 2.6 which correspond to indoor environments. 19 For the algorithm evaluation, three algorithms found in the recent state of the art were used as reference. The first algorithm against was compared with the DSCL, 21 the second algorithm was the Levenberg Marquardt, 22, 23 and the third one was the SOCP 15, 16 algorithm. The main characteristics evaluated were the estimation accuracy and the iterations to converge. A set of initial positions were produced using least squares only with the location information produced by anchor nodes. As described earlier, we assume that the four anchors have connectivity with all unknown sensors, each algorithm was ran for 100 iterations in each one of the 20 simulated networks and the accuracy was measured using the root mean square error (RMSE)
where N is the number of unknown sensors in each network, and p i i À u i is the Euclidean distance between the last position estimated p i and the true position u i for a sensor s i . Figure 2 shows an example of a uniform and randomly distributed WSN with the last estimated positions using DALSA versus the real positions of the unknown sensors using a nf d = 0.10 resulting in an average error of 2.24 m. An initial estimation was made using the least square technique, so the initial error on this example was 18.2 m. Also there was not a threshold applied to stop the iterations, so it ran for 100 iterations but the RMSE reaches the lowest value after 15 iterations. Figure 3 shows an example of a C-shape distributed WSN with the last estimated positions using DALSA versus the real positions of the unknowns sensors using a nf d = 0.10. Figure 4 shows a comparison of RMSE values after 100 iterations for different algorithms using a nfd = 0.20 with a random and uniform deployment topology. The RMSE follows a negative exponential behavior in almost every case. The DSCL and DALSA algorithms present a fast decay at almost five iterations, but DALSA shows the minimum error rate in the long term. Table 1 shows the average RMSE of 20 WSN with a standard deviation of 20%. The D symbol means the threshold used as a reference for the change in the RMSE value, and it can be represented as follows
As shown in Table 1 , the SOCP algorithm is the fastest to achieve a minimum change of D followed by the LM algorithm, but the most accurate algorithms are the DSCL and the DALSA, with DALSA achieving almost half of the RMSE recorded by LM.
The second test made was with a nf d = 0.20, but now with a C-shape distribution as shown in Table 2 . The initial RMSE was 26.9065 m which implies an increment of almost 3 m compared to the average RMSE of the WSNs with a uniform and random distribution. The lowest RMSE was accomplished by the DALSA algorithm with a magnitude of 4.8024 m as depicted in Figure 5 .
Again, SOCP algorithm was the fastest to accomplish the minimum threshold, but the RMSE has a really poor accuracy compared to the other three algorithms. In this case, there was only 0.7 m of difference on the RMSE when D was lower than 0.1. DALSA algorithm accomplished the lowest RMSE.
We also run a test with the RSS model. The RSS was used with a uniform and randomly distribution as well in a C-shape one. We used least squares to estimate initial positions. Figure 6 shows the RMSE behavior of the four algorithms, the initial RMSE for each one was 20.43 m. The average RMSE was almost identical on the DSCL and the DALSA algorithms, but DALSA algorithm obtained a lower RMSE average of 4.4802 m. As shown in Table 3 , the slowest algorithm to converge is the LM, at the nine iteration. The DALSA algorithm reaches the best accuracy at six iterations.
The RSS model was also used in a C-shape distribution. Figure 7 shows the RMSE behavior and the results obtained after 100 iterations. It can be seen that DALSA algorithm presents the best results in accuracy and also in convergence speed. Table 4 shows a summary of the tests realized under the two approaches proposed to estimate distances between neighboring sensors, as well as the two topologies used.
Finally, we proposed to make a test using the same scenario provided by 16 the total number of sensors n = 300, the sensors were randomly deployed on a [20.5,0.5] 2 area. The percentage of anchor sensors was 40%. Also, there was used a nf d = 0.05. The main difference in this approach was the nonuse of an initial estimator, all of the unknown sensor positions were initiated at [0,0]. The RMSE results can be seen on Figure 8 .
The results were practically the same using the DSCL and DALSA algorithms, they showed the most accurate RMSE, but DALSA showed the fastest converge time, as it is shown the DALSA algorithm converges at almost fourth iteration while DSCL converges at eighth. algorithm was to reduce the high error in estimated positions caused by the noisy estimated distances between the sensors in a WSN. The method is a decentralized and iterative algorithm.
Conclusion and future work
Our algorithm was compared to other three algorithms found in the recent state of art. The simulation results confirm the superiority of our proposed algorithm in terms of estimation accuracy and convergence. Unlike other existing algorithms, our approach has a good response when the percentage of anchor nodes is reduced.
The proposed approach could have better results in terms of accuracy if the set possible positions for the adaptive region increases, but that could decimate the computer efficiency. That is why the number of positions was set on 25. Also, the algorithm shows that it requires few iterations to converge, not as fast as SOCP, but has a much better accuracy than it.
As future work, we would like to evaluate the time of processing of each node and compare it to other algorithms. Finally, we are also interested in evaluating our algorithm in a real WSN.
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