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En este trabajo se desarrolla, junto a la empresa MyKeys, una aplicación que pueda identificar llaves desde una 
fotografía. El desarrollo de esta aplicación tiene varias fases, de las cuales el proyecto se centra principalmente 
en la segmentación de una llave y la detección de características para su clasificación. En el trabajo se explicarán 
los elementos fundamentales que forman las llaves y qué características se buscan. 
En la parte de segmentación se hacen varios estudios con intención de buscar el mejor algoritmo para la búsqueda 
de contornos. Se realiza un estudio teórico-práctico para dos de ellos. La técnica de contornos activos y el método 
de segmentación Superpixel-Based Fast Fuzzy C-Means Clustering. Se muestran resultados de los algoritmos 
comparando cuál de ellas tiene mayores ventajas a la hora de utilizarlo en la aplicación. 
La segunda parte del proyecto se centra en la detección de características de la llave. Se buscan elementos 
importantes como la longitud y el ancho. Durante el proceso de desarrollo aparecen distintos errores que han 
sido detectados y se comentan para su conocimiento. 
El objetivo del trabajo es llevar a cabo correctamente la segmentación de la imagen utilizando SSFCM y que el 








































































In this work, together with the company MyKeys, an application is developed that can identify keys from a 
photograph. The development of this application has several phases, of which the project focuses mainly on the 
segmentation of a key and the detection of characteristics for its classification. The work will explain the 
fundamental elements that make up the keys and what features are searched for. 
In the segmentation part, several studies are carried out with the intention of finding the best algorithm for 
contour search. A theoretical-practical study is carried out for two of them. The active contour technique and the 
Superpixel-Based Fast Fuzzy C-Means Clustering segmentation method. Results of the algorithms are shown 
comparing which of them has greater advantages when used in the application. 
The second part of the project focuses on key feature detection. Important elements such as length and width are 
searched for. During the development process, different errors appear that have been detected and are discussed 
for your information. 
The aim of the work is to correctly carry out the image segmentation using SSFCM and that the result is used 
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1 INTRODUCCIÓN 
Este primer capítulo constará de los siguientes cuatro puntos: 
• Motivación del proyecto 
• Objetivos establecidos 
• Alcance 
• Estructura del documento. 
1.1 Motivación 
El teléfono móvil actualmente está presente en todos los ámbitos de nuestra vida. La facilidad de tener todos los 
servicios localizados en un único dispositivo, es una ventaja que muchas empresas han utilizado para hacer 
negocio. 
En concreto, este trabajo surge de la colaboración con la empresa MYKeys, cuyo objetivo es desarrollar una 
aplicación móvil para facilitar al usuario la recuperación de las llaves que se requieran. Aprovechando todas las 
posibilidades que ofrece un Smartphone con conexión a Internet, sería posible la clasificación y detección de 
una llave a partir de una fotografía frontal. Ver Figura 1. Además, la aplicación también haría posible 
comunicarse directamente con las cerrajerías y recuperar la llave que se desee, guardando todos los datos de 
forma segura en la nube.  Esta idea se está desarrollando en la actualidad también en EEUU, en empresas como 
KeyMe. [1]  
 
 







Hasta el momento, la empresa MyKeys realizaba un proceso de clasificación de la llave en su aplicación 
totalmente manual. Con el objetivo de automatizar todo este proceso, este TFG se centrará en la segmentación 
de la llave para su posterior análisis automático y detección de características, imprescindibles para la creación 
de un algoritmo que las distinga. 
Idealmente se fijan los siguientes objetivos específicos, 
• creación de algoritmo de segmentación, 
• pruebas de concepto, 
• identificación de características con fiabilidad. 
1.3 Alcance 
El presente trabajo abarca el desarrollo y estudio de varios algoritmos que realicen la segmentación, y el posterior 
análisis de datos de las imágenes obtenidas. La parte de segmentación será el grueso del trabajo y se estudiará 
desde tres perspectivas diferentes desarrolladas gracias a MATLAB, buscando tanto precisión como rapidez de 
ejecución.  
Se partirá de una fotografía tomada a través de la aplicación MyKeys, como la de la Figura 1, y se llevará a cabo 
la separación de la forma de la llave del fondo. En este punto, el algoritmo a desarrollar en este TFG, deberá 
segmentar la imagen de la llave, y detectar su ancho y alto. Adicionalmente, en el caso de las llaves de sierra 
también deberá encontrar los cortes del perfil de la llave. 
Además, al respecto del desarrollo del algoritmo se realizará una comparativa entre varias técnicas de 
segmentación y sus resultados, teniendo en cuenta la rapidez y precisión. 
1.4 Estructura 
La estructura del presente documento siguiendo los siguientes puntos: 
En este primer capítulo se ha realizado una pequeña introducción a los aspectos básicos del proyecto. 
En el siguiente capítulo se introducirá al lector al concepto de segmentación y algunas de las técnicas más usadas, 
además de su utilidad en el mundo de la visión artificial. También, se presentan diversos estudios e 
investigaciones que utilizan dichas técnicas, poniendo en relevancia su importancia en el ámbito del 
procesamiento de imagen, ya sea en aplicaciones académicas o empresariales. 
El tercer capítulo se centra en los distintos tipos de llaves que se van a analizar en este proyecto, analizando en 
concreto las distintas partes de una llave de sierra común. Adicionalmente, se presentarán las distintas marcas 
más relevantes que existen en el mercado. 
El grueso de este documento lo conforma el cuarto capítulo en el cual se explicarán las tres técnicas de 
segmentación que se han seguido, presentando su base teórica y detallando su implementación. 
En el quinto capítulo se presentará el algoritmo de análisis de datos, que utiliza los resultados de la segmentación 
para extraer las características más relevantes de la llave: ancho, alto y los mínimos entre los cortes de los dientes 
de sierra. 
El sexto capítulo se centra en los resultados obtenidos por la aplicación desarrollada, realizando una comparativa 
entre las distintas técnicas de segmentación presentadas en el cuarto capítulo.  
Para finalizar, en el último capítulo se comentarán las conclusiones alcanzadas tras el desarrollo del proyecto y 
se definirán futuras líneas de investigación. 
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2 ESTADO DEL ARTE 
En este capítulo se hará un estudio de la segmentación en el ámbito de la visión artificial siguiendo [2]. Se 
enumerarán técnicas relevantes y, además, se mostrarán investigaciones académicas que desarrollan 
aplicaciones usando estas técnicas.  
2.1 Visión Artificial 
 Introducción 
La finalidad de la visión artificial es la extracción de información de la realidad, a partir de imágenes usando un 
ordenador. Para trabajar computacionalmente con ellas se necesita convertirlas en algo que el ordenador pueda 
entender, por ello se digitalizan las imágenes transformándolas en matrices númericas sindo cada valor un píxel.  
Cada una de estas imágenes tendrá una información única de brillo, color y forma. En imágenes acromáticas, 
los valores de color y brillo se relacionan en una combinación de niveles de grises. En cambio, al digitalizar 
imágenes cromáticas, los valores que toman los píxeles pueden variar según su espacio de color. 
Estos espacios de color componen la imagen en diferentes capas, normalmente tres, y cada una de ellas ofrece 
información relevante. En el caso del espacio RGB cada capa tendrá valores asociados a los colores rojo, verde 
y azul respectivamente. 
 
Figura 2 Capas de píxeles RGB y en escala de grises 
 Etapas de un sistema de Visión Artificial 
Se ha comprobado que el ser humano capta la luz a través de los ojos, esta luz captada se transforma en 
información que viaja por el nervio óptico hasta el cerebro, donde se procesa e interpreta la escena y se actúa en 
consecuencia. 
La visión artificial nace en un intento de simular este comportamiento. Esta simulación a grandes rasgos puede 
dividirse en cuatro fases: 
• Inicialmente se captura la imagen mediante algún sensor. 
• A continuación, se realiza el tratamiento digital de las imágenes capturadas, facilitando así las fases 
posteriores. Con un preporcesamiento previo se puede llegar a eliminar partes no deseadas de la imagen, 
realzar otras que interesen y reducir las que no. 
• La tercera fase consiste en la segmentación. En esta fase se aíslan los elementos importantes en la escena 
para un análisis posterior. Este estado del arte se centra especialmente en el estudio de la segmentación. 




objetos segmentados en la fase previa y así diferenciarlos para su posterior clasificación. 
Estas cuatro fases no siempre tienen una forma secuencial. No es raro que, tras una primera segmentación y 
posterior análisis, sea necesario un nuevo tratamiento en la imagen u otra segmentación debido a errores en el 
reconocimiento. 
 
Figura 3 Diagrama de bloques. Fases de la visión artificial 
2.2 Segmentación 
La segmentación es un proceso que separa una imagen en regiones homogéneas basándose en una o más 
características, ya sea en el brillo de la imagen, niveles de grises, o en el color. Partiendo de la imagen original 
cada píxel se asociará a la región de características homogéneas a la que pertenece, desligándose así de la imagen 
completa. Gracias a este proceso previo es posible el posterior reconocimiento o análisis de la imagen. 
Generalmente, la segmentación suele ser un proceso complejo debido al ruido producido en la fase de captura 
de imágenes. 
Algunas de las características comunes más importantes son los bordes, es decir, líneas de píxeles que separan 
el objeto del fondo de la imagen. Las técnicas a estudiar buscan especialmente está característica. 
 Técnicas 
A continuación, se muestran diferentes técnicas utilizadas para realizar la fase de segmentación. No tienen unas 
reglas exactas, ya que dependiendo de la imagen y lo que se desee conseguir, las técnicas pueden variar o 
adaptarse al problema en cuestión. 
Sin embargo, y por seguir una clasificación general, en este estado del arte se divide las técnicas en tres grupos: 
• Técnicas basadas en umbralización 
• Técnicas basadas en detección de los bordes de los objetos 
• Técnicas basadas en crecimiento de regiones 
 
2.2.1.1 Umbralización 
El proceso de umbralización permite la creación de una imagen binaria a partir, de una imagen de niveles de 
grises, o color. De esta forma los objetos claves se diferencian con un valor distinto de los píxeles del fondo. Es 
una técnica de segmentación rápida con un coste computacional bajo y, se suele usar en imágenes con suficiente 
contraste entre los objetos a separar. Se debe establecer previamente un valor umbral de separación entre 
regiones. Para obtener este valor, se necesita información sobre los niveles de intensidad del fondo de la imagen 
y los objetos que la componen. Siendo U un valor umbral: 
B(i,j) = {
0, 𝑠𝑖 𝐼(𝑖, 𝑗) 𝑈 < 0




De esa forma la imagen binaria B(i,j) se formará a partir de la imagen original I(i,j), en función del valor U 
correspondiente al umbral de separación elegido. 
La selección del umbral se realiza a partir del histograma de la imagen. La representación de varias prominencias 
separadas en el histograma, suele señalar la existencia de zonas en la imagen que comparten niveles de grises 
parecidos. Por lo tanto, la transición de una prominencia a otra corresponde a un mínimo del histograma, 
pudiendo ser usado como valor de umbral. Ver Figura 5. 
En la Figura 4, se muestra una imagen en escala de grises y su binarización. La separación de las monedas y el 
fondo se ha realizado observando el histograma, ver Figura 5, y seleccionando uno de los valores mínimos entre 
ambos relieves. 
  
Figura 4 Imagen original e imagen binarizada 
 
Figura 5 Histograma de la imagen 
 
Por lo general, un valor de umbral único fijo no es válido en imágenes más complejas. Además, existen 
problemas de iluminación que dificultan la correcta separación entre objeto y fondo. Esto lleva al estudio de 
otros tipos de umbralización más específicas. Como por ejemplo, la umbralización adaptativa, donde el umbral 




2.2.1.2 Detección de bordes 
La segmentación basada en detección de bordes aglomera un gran número de técnicas, usando el concepto de 
frontera como método de separación. Estos bordes delimitan las zonas de la imagen donde se producen 
discontinuidades, ya sea en los niveles de grises, en el color, etc. Una vez halladas las fronteras entre objetos y 
fondo se pueden separar ambas regiones. 
Existen varios problemas en la detección de bordes, principalmente causados por el ruido en la imagen. Este 
ruido podría localizar un borde cuando no lo hay en el objeto real, o en cambio, no aparezca cuando sí exista. 
 Filtros de gradiente 
Los filtros para detectar cambios entre píxeles de la imagen suelen valerse de la primera y segunda derivada. Es 
decir, usan el operador gradiente y el operador de la laplaciana, para la localización de bordes en los objetos. Se 
considera borde, aquellos píxeles donde el gradiente supera un umbral establecido y existe un cambio de signo 
en su segunda derivada, o lo que es lo mismo, pasa por el valor cero. 
Tras el filtrado se pueden aplicar algoritmos que analicen los resultados. Uno de los más conocidos es la 
transformada de Hough, diseñada para encontrar líneas rectas y curvas en la imagen a partir de sus posiciones. 
Los resultados son buenos pero la carga computacional es elevada. 
2.2.1.3 Crecimiento de regiones 
Estas técnicas determinan zonas dentro de una imagen guiándose por similaridad y proximidad entre píxeles. El 
resultado de la segmentación es una división de la imagen en regiones homogéneas. Esta homogeneidad, o falta 
de ella, entre regiones contiguas se utiliza como criterio para unir, o no, los píxeles de la zona. 
 Unio n de regiones 
Es un proceso de agrupación de píxeles, los cuales forman regiones con similares características. Inicialmente, 
el algoritmo selecciona de manera aleatoria puntos orígenes. Desde estos puntos se realiza una búsqueda a su 
alrededor, y si los nuevos píxeles cumplen los criterios de homogeneidad establecidos por cada región se agregan 
al conjunto. 
Tras las primeras ideas desarrolladas aparecen algoritmos como “Split and merge”, en 1976, resolviendo el 
problema de aleatoriedad de los píxeles iniciales. O los algoritmos de clustering, técnica habitual en el 
reconocimiento de patrones, donde cada píxel de la imagen se considera un punto en el espacio. Se eligen 
aleatoriamente los centros de cada cluster, para a continuación, estudiar repetidamente las distancias entre los 
centros y los píxeles de alrededor hasta agrupar los de distancia mínima. [3] 
 
Figura 6 Algoritmo de clustering [4] 
 Watershed 
La segmentación Watershed, o algoritmo de inundación, es otro método basado en el crecimiento de regiones 
cuyo concepto original fue introducido por Digabel y Lantuejoul en 1978. La imagen en escala de grises se 
representa como el modelo topográfico de un terreno con crestas y cuencas, donde cada píxel se define por su 
nivel de gris correspondiente. Desde los valles, o valores mínimos, el algoritmo empieza a “inundar” las 
diferentes superficies sin que se mezclen las cuencas. El resultado final muestra una región distinta por cada 
mínimo y las líneas de separación entre ellas se definen como contornos. Es una técnica aconsejada para 
imágenes con texturas homogéneas y con gradientes de intensidad débiles. Su principal problema es la sobre-
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segmentación, es decir, la detección de un número excesivo de regiones. Muchas de las cuales no representan 
objetos existentes en la imagen original. [5] 
 
Figura 7 Resultado del algoritmo watershed [6] 
 Aplicaciones e investigaciones académicas 
La segmentación como ya se ha indicado representa una pieza clave en el tratamiento de imágenes y en la visión 
artificial. Por lo tanto, existen numerosos estudios que se basan en ella para desarrollar sus aplicaciones. A 
continuación, se listan algunas investigaciones académicas y empresas que hacen uso de la segmentación. 
2.2.2.1 Estudios medicos 
Hay cuantiosos estudios basados en algoritmos de segmentación que realizan posteriormente un análisis médico. 
Son muy comunes en la detección de tumores cancerígenos, o en la observación de células en la sangre. 
Por ejemplo, siguiendo el libro Intelligent Data Analysis for Biomedical Applications, en su octavo capítulo 
propone un sistema computacional automatizado de detección y segmentación de células rojas. [7] Es un estudio 
basado en la segmentación inductiva, una técnica que se fundamenta en el empleo de la granulometría y se utiliza 
para estimar el tamaño de las células. [8] Tras los resultados arrojados por la investigación, se comprueba que el 
rendimiento de la aplicación depende mucho de si las células se encuentran superpuestas, por lo que se amplia 
el mismo estudio en el siguiente paper [9] evolucionando a una segmentación basada en la técnica watershed, 
que no sólo perfecciona la detección de células rojas en sangre, si no que además, amplia el algoritmo para la 
deteccioón de tumores en el cerebro. 
 





Figura 9 Imágenes de la técnica watershed en la detección de un tumor 
Por hacer una comparación de las técnicas que posteriormente, cuarto capítulo, se desarrollan en este proyecto, 
se muestra el resultado de otro estudio, en el que la técnica de contornos activos es utilizada para imágenes 
médicas. [10] 
 
Figura 10 Imagen clínica de una CT de la columna espinal 
2.2.2.2 Otros estudios 
Además de la investigación médica, la segmentación puede ser usada en otros ámbitos como, por ejemplo, la 
localización e identificación de objetos [11] o la eliminación de fondos indeseados. [12] Además, las diferentes 
técnicas no sólo se limitan al estudio de una única imagen estática, ya que existe la posibilidad de realizarlas en 
sucesiones de ellas. Ampliando su utilidad para usarlas en vídeos. [13] 
Es posible encontrar un número mucho más amplio de papers e investigaciones que usen estas técnicas, pero se 
han mostrado algunos resultados que utilizan los algoritmos de segmentación, que también serán usados para 






3 GUÍA BÁSICA: ESTRUCTURA DE UNA LLAVE 
Para entender los objetos que se van a analizar en este proyecto, en este capítulo se presenta una pequeña guía 
de conocimientos básicos sobre el ámbito de las llaves. Se muestran las características básicas que las componen, 
además de señalar marcas que existen actualmente en el mercado y el código de numeración que siguen.  
3.1 Tipos 
En el mercado existen distintos tipos de cerraduras con diferentes grados de seguridad. Acompañando a estas 
cerraduras, las llaves se adaptan a la norma dependiendo del nivel de seguridad de dicha puerta. A pesar de la 
existencia de un número mayor de tipos de llave, esta guía se centra en las llaves dentadas o llaves de sierra, 
pero se presentará una breve descripción de la llave de puntos. 
El conjunto de llaves está incompleto sin la presencia del bombín. El elemento más utilizado en cualquier 
cerradura de sierra o de seguridad. La forma que disponen los pines en el interior del bombín, señala la 
codificación de seguridad que sigue la llave. 
 
Figura 11 Bombín 
Una llave de sierra se inserta de forma vertical en el bombín, donde existe una sola hilera de pines que se adaptan 
a los dientes que la componen. En cambio, las llaves de seguridad se insertan de forma horizontal y abre la 
posibilidad de la presencia de dos hileras de pines, una arriba y otra abajo, aumentando el nivel de seguridad de 
la llave. En general, las llaves de sierra se pueden considerar menos seguras debido a la hilera menor que poseen.  
En la seción 3.2 se explicará con mayor detenimiento la estructura de la llave de sierra. 






Figura 12 Llave de sierra 
Es la llave más común que hay en el mercado y de menor grado de seguridad. Debe su nombre al perfil 
puntiagudo que tiene. Se puede observar en la Figura 12 que la parte superior de la llave la forma una hilera de 
cinco valles, estos valles son los que encajan en los pines del bombín y que permite que al girarlo la puerta se 
abra. 
 Llave de puntos o de seguridad 
 
 
Figura 13 Llave de seguridad 
Aunque sigan el mismo concepto que la llave de dientes de sierra, se puede advertir a simple vista como las 
diferencias entre las dos son claras. Las hileras ya no se encuentran en el perfil, si no en los frontales de la llave, 
en la Figura 13, se muestra una llave con seis perforaciones a distintos niveles. Generalmente, tienen el mismo 
número de puntos en ambas caras. 
3.2 Estructura de la llave dientes de sierra 
En la sección anterior se han mostrado dos llaves aleatorias, de sierra y seguridad, con una disposición que las 
hace únicas. En el proyecto se busca catalogar las fotografías de llaves tomadas por la aplicación, por ello es 
importante saber cuales son las características relevantes que permiten esa clasificación. 
A continuación, se detalla la estructura de una llave de sierra y los elementos que la componen. En español, los 
nombres dados a las partes de la llave suelen variar según el lugar o la persona, por lo que en este trabajo se 
utilizará la terminología en inglés con el fin de unificar términos. 













Parte más ancha de la llave que sirve como sujeción. Irrelevante a la hora de clasificar. 
 Shoulder 
Une la head con el blade. Delimita la zona donde empiezan los cortes de la combinación de la cerradura. La 
longitud de la llave se toma desde el shoulder hasta la tip. 
 Blade 
El blade es la parte introducida en el bombín de la cerradura. En él se encuentran los elementos clasificadores 
notches, teeth y tip. Asimismo, el ancho y la distancia que hay entre el shoulder y la tip varía según el fabricante, 
algo a tener en cuenta para saber qué tipo de llave es dentro de las llaves de sierra. 
Tanto el ancho, como la longitud del blade serán dos características básicas a buscar en el trabajo. 
 Notches, teeth y tip 
Son los tres elementos más relevantes que se encuentran en cualquier llave del tipo dientes de sierra. Su 
disposición se muestra de forma más detallada en la Figura 15 en una llave AZ-17D. Se debe recalcar que cada 
fabricante tiene una medida diferente para sus modelos.  
Los notches son los valles que se encuentran en el perfil de la llave. La profundidad de estos valles puede variar 
según el modelo, por ejemplo, la AZ-17D tendrá ocho cotas posibles. Partiendo del nivel 1 con 7.8mm de altura 
a el nivel 8 con 5mm. La profundidad de los notches, unida a su posición para que cuadren con los pines de la 
cerradura, dan lugar al código combinación que permite abrirla. 
Los teeth se conocen como los dientes de la llave, se crean debido a los notches. 
La tip es la zona más alejada de la head. Es utilizada por algunos fabricanes para alinear la llave. Tiene forma 






Figura 15 Notches, teeth y tip (mm/100) 
 
 Valles del perfil 
Aunque no aparecen señalados, en la Figura 14 se muestra como existen valles que recorren la parte interna de 
las llaves. Existen muchos tipos según la marca y el fabricante. [15] [16] 
3.3 Muestrario del mercado 
Existen un gran número de tipos de llaves en el mercado, tantos como fabricantes. Cada uno tiene una 
numeración propia de tamaños, en alturas y anchos, además de medidas distintas de notches, teeth y tip. 
Para el proyecto se ha trabajado con los datasets con los que contaban la empresa MyKeys, por lo que el 







3.4 JSONs de datos 
Las características especificadas por los fabricantes vienen detalladas en archivos jsons, que definen el ancho, el 
alto, el ángulo y el valle de cada modelo. El valle se divide en dos listas de valores, cuts y boundaries, medidos 
en mm entre 100. Tanto los cuts, como los boundaries se adaptan a los notches de las llaves. Los cuts se toman 
como la posición del notch en el blade y los boundaries varían según la profundidad que posean. Son estas 
cuencas las que hacen diferentes llaves de la misma marca. 
Estas características dependen de los fabricantes y su modelo de llave, difiere la longitud y el número de cuts de 
una llave FAC, a la que puede tener una llave CAY. 
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Como conclusión de este capítulo, se muestra el funcionamiento del código de llaves usados para diferenciar 
llaves de la misma marca. Se supone una combinación aleatoria de un modelo CAY y otro FAC como ejemplos. 




        420, 
        820, 
        1220, 
        1620, 
        2020 
    ], 
    "boundaries": [ 
        { 
            "text": "9", 
            "value": 420 
        }, 
        { 
            "text": "8", 
            "value": 460 
        }, 
        { 
            "text": "7", 
            "value": 500 
        }, 
        { 
            "text": "6", 
            "value": 540 
        }, 
        { 
            "text": "5", 
            "value": 580 
        }, 
        { 
            "text": "4", 
            "value": 620 
        }, 
        { 
            "text": "3", 
            "value": 660 
        }, 
        { 
            "text": "2", 
            "value": 700 
        }, 
        { 
            "text": "1", 
            "value": 740 
        } 
    ] 
FAC 
"cuts": [ 




        1020, 
        1470, 
        1920, 
        2370, 
        2820, 
        3270 
    ], 
    "boundaries": [ 
        { 
            "text": "8", 
            "value": 450 
        }, 
        { 
            "text": "7", 
            "value": 500 
        }, 
        { 
            "text": "6", 
            "value": 550 
        }, 
        { 
            "text": "5", 
            "value": 600 
        }, 
        { 
            "text": "4", 
            "value": 650 
        }, 
        { 
            "text": "3", 
            "value": 700 
        }, 
        { 
            "text": "2", 
            "value": 750 
        }, 
        { 
            "text": "1", 
            "value": 800 
        } 
    ] 
Las llaves CAY tienen cinco niveles de cuts, donde sus medidas no varían, y nueve niveles de boundaries 
numerados del 1 al 9. Estos valores marcan la profundidad de los cuts. Se puede observar que a nivel 1 tiene una 
profundidad de 740 y en el nivel 9 de 420, a mayor número la llave tiene unos cuts más profundos. A su vez las 
llaves FAC tienen siete valores de cuts y vuelven a tener ocho niveles de boundaries que van desde 800 en el 
nivel 1 hasta el 450 en el 8.  
Llaves como la TE tienen un número aún mayor de boundaries debido a que su ancho de blade es mayor. 
Siguiendo los jsons definidos, el código marcá por cada cut de la llave un nivel de boundarie. Se empieza desde 
la parte del shoulder hacia el final, o tip. 
Por ejemplo, en una CAY un código 1-6-6-4-3 significa que: 
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Tabla 1: Equivalencia de código en una llave CAY 
Código Cuts [mm/100] Profundidad [mm/100] 
1 420 740 
6 820 540 
6 1220 540 
4 1620 620 
3 2020 660 
Una llave FAC con código 2-5-5-1-4-7-4 tendrá la siguiente equivalencia: 
Tabla 2: Equivalencia de código en una llave FAC 
Código Cuts [mm/100] Profundidad [mm/100] 
2 570 750 
5 1020 600 
5 1470 600 
1 1920 800 
4 2370 650 
7 2820 500 

























































4 SEGMENTACIÓN DE LA LLAVE 
La aplicación MyKeys a grandes rasgos se divide en cuatro partes. Ver Figura 16. Un recorte previo de la 
fotografía para separar moneda y llave, la segmentación de ambas imágenes, la detección de características tras 
un análisis y por último la clasificación de la llave. La primera parte de la aplicación se realiza anteriormente 
con otro algoritmo, por lo que este proyecto toma como imagen inicial la fotografía ya recortada. 
 
Figura 16 Diagrama aplicación MyKeys 
Con este proceso de segmentación se busca aislar el perfil de la llave, de manera que elementos determinantes 
como el blade, y las características que lo componen, sean visibles para el análisis. Para ello se desarrollan tres 
algoritmos diferentes. La evolución de los algoritmos se debe a la necesidad de mejorar el resultado de la 
segmentación ante los errores producidos, sea por fallos de luminosidad o tiempos de ejecución excesivamente 
largos. En los siguientes capítulos, se muestran trozos de código relevantes para la explicación de los algoritmos, 
si se desea ver el código completo se puede acudir al Anexo I. 
 
Figura 17 Llave recortada 
4.1 Primeras aproximaciones a las técnicas de segmentación 
Como primera aproximación al problema se propone un modelo básico, a la par que eficiente, usando las 




parecer básico, un primer planteamiento define ideas útiles que serán utilizadas en algoritmos más complejos, 
además de errores a tener en cuenta. 
La empresa MyKeys desarrolló la idea original desde una fotografía con fondo blanco, lo que crea ciertos 
problemas que se describen a la par que se muestran ejemplos. Debido a estas complicaciones se propone un 
cambio de fondo posteriormente. 
 Aproximación con técnicas básicas 
En los siguientes apartados se describe el proceso seguido para la segmentación con funciones de MATLAB. 
Algunas de estas funciones, mencionadas ahora, se vuelven a utilizar en técnicas posteriores, como es el caso de 
las operaciones morfológicas. 
4.1.1.1 Lectura de la imagen 
La imagen que llega al algoritmo tras la fase de recorte pasa a ser leída por MATLAB con la función imread. 
Se da por hecho que la foto ha sido tomada correctamente desde la aplicación. 
Las imágenes con las que se ha trabajado, en su mayoría, procedían de un dataset de llaves proporcionado por 
la empresa. El dataset se compone de fotografías de alta calidad, unos 12 Megapíxeles, donde las posiciones de 
llave y moneda variaban, para ejemplificar las posibilidades en el uso real de la aplicación por el usuario. Además 
de las fotos del dataset, se han hecho pruebas posteriores con imágenes de menor calidad tomadas desde la 
aplicación. 
4.1.1.2 Procesamiento de imagen 
En la parte de segmentación se busca separar llave y fondo. Para ello, se debe tener en cuenta que los modelos 
de llaves comúnmente tienen un color gris metalizado, sin embargo, no sucede siempre así, ya que en el mercado 
existen llaves de colores muy variados. Por lo tanto, como paso fundamental en el procesamiento de imagen, se 
busca homogenizar todos los colores que pueda haber en la fotografía. Así, se procede a desaturar y convertirla 
en una imagen en escala de grises. Es decir, pasa a ser una matriz UINT8 de una sola capa con valores 
comprendidos entre el 0 y 255, siendo el 0 el negro y el 255 blanco. 
La conversión de un espacio de color RGB a escala de grises se realiza con la función rgb2gray. 
 
Figura 18 Llave en escala de grises con con fondo blanco 
Para completar el preprocesamiento previo se utiliza un filtro de mediana. Con este filtro se busca eliminar 
pequeñas imperfecciones, que pueda tener la imagen a causa del ruido, sin dañar el contorno de la llave. Se usa 
la función medfilt2 con una máscara cuadrada de 12 píxeles, inicialmente se convirten los valores UINT8 a 
double para realizar el filtrado. Aunque los filtros gaussianos se usan frecuentemente en preprocesamiento, se 
ha preferido no utilizarlos debido a la facilidad con la que estropeaban los teeth de las llaves. 
Los filtros son útiles como primera aproximación para suprimir elementos extraños, sin embargo, para una 
eliminación más profunda se acude a operaciones morfológicas. Ver 4.1.1.5. 
4.1.1.3 Expansión de contraste 
Al trabajar en escala de grises, la matriz imagen tiene unos valores muy parecidos, siempre entre 0 y 255, por lo 
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que se pretende que la llave y el fondo se diferencien lo máximo posible. Para ello se utiliza el proceso de 
expansión de contraste de una imagen desarrollada en la función ExpansionContraste.m. Ver anexo. En esta 
función se realiza una ampliación del histograma. El histograma de la imagen es la representación gráfica de los 
píxeles agrupados por su nivel de gris, muestra el número de píxeles totales repartidos en el intervalo de 0 y 255, 
aunque en una imagen no siempre son usados todos los valores. Con la ampliación del histograma se procede a 
separar las zonas más pobladas, y se dividen proporcionalmente por todo el intervalo de posibilidades.  
La función adapta el nuevo histograma con un porcentaje residual del 1%, que se encarga de delimitar los valores 




i=1; %índice de (rmin) 
j=256; %índice de (rmax) 
 
while suma < valor 
    suma=suma + a(i);  




while suma <= valor 
    suma= suma + a(j);  










Figura 19 Imagen original y su histograma 
En la Figura 19 se muestra como en el histograma, tanto al principio como al final, existen niveles de gris menos 
usados. Cuando el número de píxeles sea mayor que el porcentaje residual establecido valor, el nivel del 
histograma en ese punto pasa a ser el valor mínimo, o máximo, para posteriormente realizar las modificaciones 
en el resto del histograma. Dando como resultado la Figura 20. El histograma de la Figura 19 ha ampliado su 





Figura 20 Imagen con expansión de contraste y su histograma 
4.1.1.5 Binarización de la imagen 
Cuando se ha realizado la expansión de contraste, el siguiente paso lleva a completar la binarización de la 
imagen, es decir, convertir la matriz de escala de grises a otra que sólo contenga unos y ceros. Blancos y negros. 
Se utiliza para ello la función de MATLAB graythresh. Esta función se encarga de elegir, usando el método de 
Otsu, el mejor umbral para realizar la segmentación correcta de la imagen. El método de Otsu elige un umbral 
óptimo maximizando la varianza entre clases, grupos de niveles de gris, mediante una búsqueda exhaustiva. 
Al observar el resultado obtenido en la Figura 21, ya se puede apreciar que hay ciertos errores graves en la 




Figura 21 Binarización de la imagen 
4.1.1.6 Operaciones morfológicas 
La morfología matemática se basa en operaciones de teoría de conjuntos. Desde un punto de vista general se 
interpreta por el estudio y forma de la estructura. Las operaciones morfológicas simplifican imágenes, 
conservando las características de forma de los objetos. Se definen como procesos no lineales realizados a los 
píxeles y su vecindad, para modificar su estructura. 
Para ejecutar este tipo de operaciones son necesarios los llamados elementos estructurantes o estructurales. Un 
elemento estructurante es una matriz que identifica el píxel de la imagen que se está procesando, y define la 
vecindad utilizada en el procesamiento de cada píxel. [17] En elementos estructurales binarios se considera el 
punto central como el origen del elemento, se identifica como el píxel de la imagen que se está procesando, los 
píxeles vecinos se componen de valores verdaderos o falsos, 1 o 0, donde sólo los verdaderos se incluyen en el 




Existen diferentes tipos de operaciones morfológicas siendo las más conocidas la dilatación, erosión, apertura y 
cerradura. También conocidos como opening y closing. Que no son más que la sucesión de dilataciones y 
erosiones, en el caso de la apertura una erosión seguida de una dilatación, y en el caso del cierre viceversa, 
dilatación seguida de erosión. 
Se procede a explicar la dilatación y erosión, siendo las otras dos una mezcla de las anteriores. 
El proceso de dilatación agrega píxeles al objeto. Se define desde el punto de vista de teoría de conjunto como 
𝐴 ⊕ 𝐵.  El elemento estrucutrante B realiza la dilatación en la imagen A. Un ejemplo de esto puede verse en la 
Figura 22. Siempre que el píxel origen tenga un valor verdadero o 1, en la imagen resultante se agrega un píxel. 
Los resultados dependen del elemento estructurante seleccionado. 
 
Figura 22 Operación morfológica. Dilatación 
El proceso de erosión al contrario elimina píxeles. Se define como 𝐴 ⊝ 𝐵. En la Figura 23 se muestra un proceso 
de erosión. El elemento estructurante recorre los píxeles de la imagen hasta que su origen es un valor verdadero, 
si los valores vecinos, en el caso de la Figura 23 el píxel derecho, son falsos, se elimina de la imagen resultante. 
Este tipo de operaciones puede verse como una búsqueda de valores mínimos, o máximos, en el conjunto de 
píxeles del elemento estructurante, especialmente cuando son grandes. En un proceso de dilatación, si el 
conjunto de píxeles que forman el origen y su vecindad su valor máximo es 1, añade el píxel al objeto final. Para 
el proceso de erosión se calcula el mínimo y si es 0 elimina el píxel. 
Pueden existir problemas alrededor en los bordes de la imagen al no haber píxeles existentes, aunque se puede 





Figura 23 Operación morfológica. Erosión 
En el algoritmo, se realizan distintas operaciones morfológicas buscando la mejora de la imagen binarizada.  
Primero un proceso de erosión. La función de MATLAB usada se llama imerode. Esta función necesita 
especificar previamente el elemento estructurante que se va a usar con la función strel. 
mask = strel('disk',12);      
fBinEro = imerode(imagen_binaria,mask); 
A continuación, se realiza un proceso de dilatación. Función imdilate. 
mask = strel('disk',9); 
fBinOpen = imdilate(fBinEro,mask); 
Como se ha visto estas dos funciones se podrían haber realizado de una vez utilizando la operación morfológica 
opening, pero buscando un mayor control en el proceso se realiza por separado. 
Por último, se procede al closing de la imagen, donde se rellena los posibles huecos que se hayan producido. Se 
busca que el resultado tenga una forma compacta para el análisis posterior de la llave. 
mask = strel('disk',12); 
fBinClose = imclose(fBinEro,mask); 
 
Figura 24 Procesos de erosión, dilatación y closing 
La Figura 24 muestra las diferentes operaciones morfológicas realizadas. Se observa como el contorno de la 
llave no corresponde con el objeto real. Ver Figura 25. Las sombras han pasado la criba del umbral, y las 
operaciones morfológicas no se adaptan lo suficiente para eliminarlas completamente, sin estropear el resto del 




Figura 25 Llave con máscara 
Por lo que se propone el cambio de fondo de blanco a negro para mejorar el problema de sombras en la imagen.  
Además, se propone un cambio de algoritmo y no depender únicamente del umbral elegido por la función 
graythresh. 
Las operaciones morfológicas se usan en todos los algoritmos del proyecto, por ello se ha preferido explicar aquí 
en que consisten y sólo se mencionarán en los apartados siguientes. 
 Aproximación técnicas gradientes 
Con el nuevo fondo negro y buscando un nuevo procedimiento más efectivo, se prueba con una segmentación 
basada en gradientes de la imagen. Como en el caso anterior se realiza un preprocesamiento previo, un filtro de 
mediana y una expansión de contraste. Pero esta vez, en lugar de buscar el objeto completo, el algoritmo se 
centra en el contorno de la imagen, delimitando la frontera entre fondo y llave. 
4.1.2.1 Gradiente de una imagen 
Los bordes de una imagen digital se pueden definir como las transiciones entre dos regiones de niveles 
significativamente distintos. La mayoría de las técnicas para detectar bordes emplean operadores locales basados 
en aproximaciones discretas de la primera y segunda derivada de los niveles de grises de la imagen. [20] Los 
puntos donde la primera derivada es máxima se corresponden a cambios de intensidad grandes, normalmente 
asociados a los bordes de los objetos en la imagen, cuanto más rápidas sean los cambios su valor será mayor.  
 
Figura 26 Dirección del gradiente 
Matemáticamente, el gradiente se define como las derivadas parciales en las direcciones x e y. En el ámbito del 
procesamiento de imágenes puede discretizarse siguiendo una aproximación de diferencia entre píxeles 
adyacentes. Para calcular el gradiente siguiendo la dirección x, se convoluciona por una máscara columna. 
𝑑𝑓(𝑥, 𝑦)
𝑑𝑥
 ≈ ∇𝑥𝑓(𝑥, 𝑦) = 𝑓(𝑥, 𝑦) − 𝑓(𝑥 − 1, 𝑦) 




 ≈ ∇𝑦𝑓(𝑥, 𝑦) = 𝑓(𝑥, 𝑦) − 𝑓(𝑥, 𝑦 − 1) 
 
Por lo tanto, tras el cambio de fondo oscuro y siendo las llaves de un gris más claro se utiliza el gradiente de la 




imagen. En el algoritmo se usa la función de MATLAB imgradientxy con la máscara Sobel. 
4.1.2.2 Operador Sobel 
El operador Sobel se utiliza para calcular el gradiente de la imagen. Se definen como matrices cuadradas de 3x3 
elementos que estiman las derivadas parciales a lo largo de X y Y. El cálculo se realiza en la imagen 
convolucionando las distintas máscaras. El operador Sobel tiene dos máscaras según la dirección tomada.  











En el algorimo desarrollado tras el cálculo de los gradientes Gx y Gy se procede a calcular su magnitud Gm.  
Gm = √𝐺𝑥2 + 𝐺𝑦2 
Este valor indica la rapidez con la que cambia las intensidades, por lo que los valores más altos definen el 
contorno. 
[Gx,Gy] = imgradientxy(filtro); 
Gm = sqrt(Gx.^2 + Gy.^2); 
T=255*graythresh(Gm); 
Tras la realización de pruebas con diferentes llaves, se puede ver en la Figura 27, como con un fondo liso, 
delimita los bordes que la componen de forma efectiva. En cambio, el resultado de la Figura 28 se encuentra con 
mucho ruido debido al fondo rugoso. Viendo la dependencia del algoritmo con el fondo en el que se encuentre 
la llave, se procede a buscar otra técnica de segmentación donde no interfiera en exceso. 
 





Figura 28 Llave FAC con fondo rugoso 
4.2 Contornos activos 
Tras las primeras aproximaciones con técnicas básicas, utilizando funciones del toolbox de análisis de imagen 
de MATLAB, se busca una nueva técnica de segmentación que de solución a los problemas de textura de la 
imagen.  
 Intoducción 
Se decide seguir la técnica de contorno activos. Los contornos activos se han convertido en una herramienta 
eficaz en el ámbito de la segmentación. Desde sus primeros usos siguiendo las indicaciones de Michael Kass y 
colaboradores [21] esta técnica ha evolucionado de muchas formas. Sin embargo, para este proyecto se ha 
mantenido un planteamiento clásico siguiendo el paper desarrollado por Tony F. Chan y Luminita Vese. [22] y 
modificando el algoritmo desarrollado por Shawn Lankton en MATLAB. [23] 
Para no interferir con el algoritmo de contornos activos, en la parte de preprocesamiento previo únicamente se 
modifica la imagen convirtiéndola a escala de grises. Finalizando con una fase de operaciones morfológicas para 
pulir errores de huecos que pueda tener la llave. 
Antes de la explicación del algoritmo de contornos activos, se ha preferido desarrollar un contexto teórico para 
poner en situación. 
 Contexto teórico 
Un contorno activo, también llamado Snake, se compone de una curva flexible colocada sobre una imagen. [24] 
Su objetivo pasa por delimitar las regiones de interés de forma que separe un objeto en primer plano del fondo, 
partiendo de una primera suposición y siendo esta hipótesis original el contorno inicial, que se presupone 
cerrado. La técnica se basa en la deformación de la curva mediante la aplicación de fuerzas internas propias del 
arco, además de fuerzas externas provenientes de la imagen. Las fuerzas internas controlan el suavizado de la 




Una curva puede ser parametrizada usando una única variable S. En contornos activos, S se compone de 
coordenadas X e Y variantes en el tiempo t. La parametrización de contornos activos se expresa mediante el 
funcional de energía E, donde se busca el mínimo valor para encontrar la forma y la posición final de la curva. 
E se compone de la suma de energías internas y externas relacionadas con las fuerzas mencionadas 
anteriormente. [26] 
𝐸𝑇𝑂𝑇𝐴𝐿 = ∫ 𝐸(𝑋(𝑠), 𝑌(𝑠))
1
0




𝐸𝑖𝑛𝑡 se define como la energía que cuantifica el suavizado del contorno. Donde α y β son dos ponderaciones no 
negativas, que expresan el grado de resistencia al estiramiento y a la torsión del contorno respectivamente. Por 
ejemplo, un aumento en α tiende a eliminar rizos en el arco mediante la reducción de la longitud del contorno. 
En cambio, el aumento de β incrementa la rigidez de la curva haciéndola más suave y menos flexible. 


























 𝑑𝑠  
Eext se encarga de encontrar los contornos del objeto, busca los mínimos locales de forma que coincidan con 
extremos de intensidad o bordes. 
𝐸𝑒𝑥𝑡 =  − ∫ 𝑓(𝑋(𝑠)
1
0
, 𝑌(𝑠)) 𝑑𝑠, 𝑤ℎ𝑒𝑟𝑒 𝑓(𝑥, 𝑦) =  |∇𝐼(𝑥, 𝑦)|2 
En el proceso de minimización de la energía total, se aplican cálculos de ecuaciones diferenciales obteniendo 





















En el paper [22] se desarrolla un modelo de contornos activos relacionado con el funcional de Mumford-Shah, 
para minimizar la energía total de la curva. Se encarga de buscar un criterio de optimalidad en la segmentación 
de una imagen en subregiones. [27] A la vez, se formula el modelo de funciones por subconjunto de niveles. 
Con ello se pretende remediar deficiencias que tiene la minimización de energía. Este modelo busca trabajar con 
una franja estrecha alrededor del contorno actual y no sólo con bordes. 
El modelo teórico que se desarrolla en MATLAB sigue la siguiente fórmula [22]: 
 𝐹𝑀𝑆 = ∫ |𝑢0(𝑥, 𝑦) − 𝑢(𝑥, 𝑦)|
2 𝑑𝑥 𝑑𝑦 +
Ω ∫ |𝛻𝑢(𝑥, 𝑦)| 𝑑𝑥 𝑑𝑦Ω/𝐶  siendo Ω la superficie, C la curva y u la 
media. 
La primera parte del funcional relaciona las fuerzas exteriores de la energía y la segunda las fuerzas interiores 
de suavizado en la curvatura. 
 Contexto práctico 
Como ya se ha mencionado anteriormente, en la técnica de contornos activos se busca detectar el objeto de 
interés, en el caso del proyecto las llaves, siguiendo las curvas de una imagen dada. El resumen de pasos a seguir 
son los siguientes: 
1. Seleccionar el contorno activo o snake cerca de la región de interés. 
2. Localizar las fuerzas internas y externas dentro de la imagen. La curva se mueve cerca del objetivo en 
un proceso iterativo. 
3. Calcular la energía. Se estima gracias a estas fuerzas internas y externas, capaces de encontrar con 
precisión el objeto. 
4. Minimar la función de energía en ese proceso reiterativo. Las fuerzas internas ayudan a suavizar el 
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modelo, y las fuerzas externas empujan los límites del contorno inicial cerca de las regiones de interés. 
 
Una vez que la imagen se encuentra en escala de grises, se selecciona un contorno desde el que parte el algoritmo. 
Se toma un rectángulo centrado en el origen como máscara inicial con valores 255 y 0. Ver Figura 29. El modelo 
relaciona el blanco como objeto y el negro como fondo. 
 
Figura 29 Llave original y máscara inicial 
A grandes rasgos, el algoritmo se compone de un bucle donde por cada iteración el borde del rectángulo se 
adapta paso a paso al contorno de la llave. A su vez la máscara sigue la forma de los márgenes de la máscara 
deformándose hasta que el bucle finalice. Si el algoritmo se realiza correctamente el resultado final de la máscara 
debe ser la silueta de la llave. 
La función segmentación.m contiene el loop del proceso de contornos activos. Primeramente, se inicializan las 
variables alpha y phi. Como ya se ha definido previamente la variable alpha determina la carga en el término 
del suavizado. Como se busca un nivel alto de definición en el perfil del objeto se utiliza 0.2. Por su parte phi, 
crea una matriz a partir de la máscara inicial, los valores de esta matriz forman un mapa de una función distancia 
con signo, SDF. De esta variable depende prácticamente todo el algoritmo por lo que se explica más 
detenidamente su empleo. 
El mapa de distancia con signo mide la distancia entre un punto a una superficie. Para ello se usa la función de 
MATLAB bwdist que calcula la distancia euclídea de la imagen binaria, es decir, la distancia entre un píxel y el 
píxel distinto de cero más cercano. En el algoritmo, phi toma valores positivos cuando miden píxeles fuera de la 
superficie de la máscara, en negro, tiende a 0 a medida que se acerca a los bordes y toma valores negativos si 
está dentro de la máscara, píxeles en blanco.  
Una vez definidos las variables iniciales empieza el bucle principal. Se selecciona un máximo de iteraciones, un 
número grande, 2500. Se ha comprobado que para algunas imágenes las repeticiones se quedan cortas y otras 
en cambio pasan a ser ineficientes debido a que se llega al resultado final mucho antes. Depende del perfil de la 
llave y si hay muchos cambios de luminosidad que provoquen una carga computacional superior. 
Se ha mencionado anteriormente en el contexto teórico que una de las partes que propone el paper se basa en 
trabajar con una banda estrecha de píxeles y no limitarse únicamente a los bordes. Pues en la variable idx se 
guarda esa banda de píxeles. Para que se encuentre en el intervalo adecuado phi debe encontrarse en un valor 
próximo al cero, por lo que se deja la apoximación ≤  1.2 o ≥-1.2. Este valor se toma como máximo, o mínimo, 
siguiendo la distancia euclídea entre dos píxeles diagonales contiguos.  
indImagen = find(phi <= 1.2 & phi >= -1.2);  %contorno interior de la mascara 
Estos índices se usan en la siguiente parte del modelo del paper, basarse en el funcional M-S para buscar 
minimizar la energía total. La aproximación teórica que sigue se dejó indicada en el apartado anterior, en 
MATLAB se sigue el siguiente desarrollo: 
upts = find(phi<=0);                 % puntos interiores de la mascara 
vpts = find(phi>0);                  % puntos exteriores de la mascara 
u = sum(I(upts))/(length(upts)+eps); % media interior 
v = sum(I(vpts))/(length(vpts)+eps); % media exterior 
    
F = (I(indImagen)-u).^2-(I(indImagen)-v).^2;         




El cálculo de la variable curvature se realiza desde la función get_curvature.m donde se calcula la curvatura a 
lo largo de SDF. La función se deja en los anexos para más información. 
Por último, se minimiza la energía. Se halla calculando el gradiente descendiente de phi, variable de energía 
total en el bucle. Se trata de un algoritmo de optimización iterativo de primer orden para encontrar un mínimo 
local de una función diferenciable. [28] 
dphidt = F./max(abs(F)) + alpha*curvature;  % gradiente que minimiza la 
energia 
Para hacer efectivo los cambios de phi y que la máscara final de la segmentación varíe se acude a un proceso de 
adaptación desde la función sussman.m. 
Un ejemplo de la técnica se muestra en las siguientes imágenes. En la Figura 30 tras veinte iteraciones, se muestra 
como el contorno se va deformando y adaptándose al perfil de un color más claro como la llave. 
 
Figura 30 Primeras iteraciones del algoritmo de contornos activos 
La iteración continua hasta que se cumple el número máximo. Si para entonces no se han realizado un número 
suficiente de iteraciones la segmentación de la llave se queda incompleta. En cambio, en el momento que los 
valores de phi mantengan su signo, el objeto segmentado ya no varía más. 
 
Figura 31 Segmentación final 
Aunque esta técnica da unos resultados aceptables. El problema radica en el tiempo que ocupa su realización. 
En el capítulo 6 se realizará una comparación entre la técnica de contornos activos y el siguiente método 
desarrollado, demostrando la necesidad de buscar una nueva técnica debido a su tiempo de procesamiento. 
4.3 Método SFFCM 
Buscando solucionar el problema de los tiempos de ejecución, se desarrolla un nuevo algoritmo basado en el 




Tras el paso por la técnica de contornos activos, se busca un algoritmo que mantenga, y si es posible mejore los 
resultados de la segmentación. Pero sobre todo, minimice su carga computacional, reduciendo el tiempo de 
ejecución. Para que la aplicación final sea más rápida y ágil. Con estas expectativas se decide cambiar a las 
técnicas de clustering, cuya idea general fue explicada en el capítulo 2. Específicamente, en el proyecto se ha 
seguido el paper Superpixel-Based Fast Fuzzy C-Means Clustering for Color Image Segmentation propuesto 
por T. Lei y colaboradores del IEEE. Adaptando el algoritmo desarrollado por los creadores, en función a las 
necesidades del proyecto MyKeys. [29] 
A diferencia de los algoritmos anteriores, SFFCM trabaja con las imágenes a color por lo tanto no se necesita 
transformarla previamente a escala de grises. Durante y tras el algoritmo principal se realizan operaciones 
morfológicas para terminar el proceso de segmentación, además de un proceso de selección descrito en el 
apartado práctico de la sección. 
 Contexto teórico 
En este paper se utilizan dos términos que merecen ser explicados previamente. Como son: 
• Superpixel 
• Fuzzy C-Means clustering (FCM) 
Superpíxel 
El concepto de superpíxel fue propuesto y desarrollado en 2003 por Xiaofeng Ren. [30] Consiste en el 
agrupamiento, en distintas regiones, de píxeles que tengan rasgos similares dentro de una imagen, remplazando 
así la estructura original de cuadrícula. Capturan la redundancia de imágenes proporcionando primitivas para 
calcular sus características y así reducir la complejidad en el procesamiento posterior. El número de segmentos 
en el que se divide cada imagen es un factor determinante en el procesado de esta. Por ejemplo, si la imagen es 
segmentada en un número muy elevado de superpixels, el tiempo de procesado va a ser muy alto. En cambio, si 
la imagen se segmenta en un número demasiado pequeño, el tiempo de ejecución se reduce, pero la separación 
de objetos o regiones de interés se ve afectada, generando un gran número de errores. 
Algunas de las características de los algoritmos son: [31] 
o Son computacionalmente eficientes: Reducen la complejidad de una imagen de cientos de 
miles de píxeles a solo unos cuantos cientos de superpíxels. 
o Realizan una representación eficiente de la imagen: Los superpíxels pueden relacionarse entre 
sí dentro de una sección más grande en la imagen. 
o Los superpíxels son significativos perceptualmente: Todos los píxeles dentro de un superpíxel 
son uniformes y similares en características, por ejemplo, en color, textura y posición espacial. 
o Debido a que los superpíxels son resultado de una sobre-segmentación, muchas de las 
estructuras de la imagen se conservan. 
Fuzzy C-Means 
Fuzzy C-Means o Fuzzy Clustering, en español agrupamiento difuso, es una clase de algoritmos de agrupamiento 
donde cada elemento tiene un grado de pertenencia difuso a los gurpos. [32] El principio básico del FCM es la 
minimización de la siguiente función objetivo:  
𝐽𝐹𝐶𝑀 = ∑ ∑ 𝑢𝑖𝑘








 {𝑦𝑘 ,k= 1,2,…,N} denotan una imagen de N píxeles que será partida en c clústers. 
{𝑣𝑖 ,i= 1,2,…,c} denotan cada centro de los clústers. 




p es el exponente de ponderación. 
Por último, ‖𝑦𝑘 − 𝑣𝑖‖ es la distancia euclídea; representa como de lejos está el píxel 𝑦𝑘 del centro del clúster 
𝑣𝑖. [33] 
La minimización de esta función requiere mucho tiempo y los resultados de segmentación no son lo 
suficientemente satisfacotorios por lo que el paper propone una mejora del método FCM a través del histograma. 
Desarrollando el algoritmo Superpixel-based Fast FCM. significativamente más robusto.  
A continuación, se presentan las dos contribuciones del paper: [29] 
1. Se realiza una reconstrucción multiescala del gradiente morfológico (MMGR-WT) para generar una 
imagen de superpíxels con límites precisos, útil para integrar información vecinal adaptativa, 
reduciendo el número de diferentes píxeles en una imagen a color. 
2. Partiendo de la imagen de superpíxel obtenida por MMGR-WT, se propone un método computacional 
de histograma simple, que se pueda utilizar para lograr un algoritmo FCM más rápido en la 
segmentación a color. 
El primer paso de este proceso pasa por generar una imagen de superpíxels. Para ello se propone un algoritmo 
llamado MMGR-WT. Que no es más que la combinación y mejora de otros dos. WT y MGR. WT es un 
algoritmo rápido de segmentación watershed, que busca el mínimo local del gradiente de la imagen, además de 
las líneas adyacentes entre estas zonas. El problema de este algoritmo es que causa sobre-segmentación debido 
a que es muy sensible al ruido. Para intentar solucionar este problema, se usa la reconstrucción morfológica del 
gradiente, o MGR. Es un algoritmo que resuelve la sobre-segmentación de WT al ser capaz de preservar los 
detalles de los contornos, eliminando ruido y los detalles del gradiente no usados. 
MGR se define como: 
{
𝑅𝑓
𝜀(𝑔) =  𝑓
(𝑖)(𝑔)
𝑅𝑓
δ (𝑔) =  𝛿𝑓
(𝑖)(𝑔)
 , donde Rε y Rδ representan la erosión morfológica y la dilatación respectivamente. f es la 
imagen original, g la imagen a modificar, ε es la operación de erosión y δ de dilatación. La reconstrucción por 
erosión necesita que g ≥ f, y la dilatación g ≤ f. 
En todo proceso morfológico se necesita un elemento estructurante SE, y en este proceso de reconstrucción 
también. Se define SE con el valor ‘disk’ donde r se toma como el radio del elemento. Se ha comprobado que 
el número de regiones disminuye al aumentar el valor de r. Sin embargo, un SE pequeño produce sobre-
segmentación, y un SE grande lo contrario. Se propone el uso de diferentes SEs para reconstruir el gradiente de 
la imagen, y al finalizar la reconstrucción, fusionar todas las imágenes y quitar la dependencia de los resultados 
con SE. Esta operación se denota en el paper como MMGR. La cual conduce a la siguiente fórmula: 
 
𝑅𝑓
𝑀𝐶(𝑔, 𝑟1, 𝑟2) =  {𝑅𝑓
𝐶(𝑔)𝐵𝑟1, 𝑅𝑓
𝐶(𝑔)𝐵𝑟1+1, … , 𝑅𝑓
𝐶(𝑔)𝐵𝑟2} 
Donde 𝑟1 controla el tamaño mínimo de la región y 𝑟2  el tamaño máximo. Si el valor de 𝑟1 se toma muy pequeño 
habrá muchas regiones pequeñas en la segmentación resultante. Sin embargo, si es muy grande, el perfil perderá 
precisión. La variable 𝑟2 cambia según la imagen, por lo que es difícil darle un valor concreto. A la hora de poner 
en práctica este proceso, r2 es un valor adaptativo no necesario en MMGR mientras haya un error mínimo de 
umbral denotada por 𝜂. En este proyecto se toma 𝜂 = 10−4 . Este umbral marca la convergencia entre las dos 
imágenes. 
Y que siga la siguiente ecuación: 
 
max{𝑅𝑓
𝑀𝐶(𝑔, 𝑟1, 𝑟2) − 𝑅𝑓
𝑀𝐶(𝑔, 𝑟1, 𝑟2 + 1)} ≤  𝜂 
Gracias a esto, se obtiene un grupo de píxeles, con las mismas características locales, donde se puede 
computerizar el histograma de acuerdo con los colores correspondientes a los superpixels hallados. Esta imagen 
de superpixels reduce el número de colores de la imagen original lo que permite cuantificarla de forma más fácil, 
hallando un histograma simplificado. Lo que marca el primer paso a una segmentación más rápida. Las regiones 
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de superpixels siempre serán menores que el número de píxeles de la imagen original. Por lo que puede ser 
simplificada de manera eficiente, hallando su histograma al contar el número de píxeles en cada región de la 
imagen de superpíxels 
Como segunda parte del desarrollo del paper, se propone un algoritmo que combine MMGR-WT, anteriormente 
explicado, y FCM. Ddenominado a partir de ahora SFFCM. Básicamente, consiste en incorporar a FCM, la 
información local espacial de los superpixels resultantes de MMGR-WT.  
Unificando conceptos se propone una función objetivo distinta. Se combina la función de FCM con la imagen 
de superpixels obtenida gracias a MMGR-WT. 
La nueva función objetivo que se propone para SFFCM es la siguiente: 











Donde i es el nivel de color, 1 ≤ l ≤ q, q es el número de regiones de la imagen de superpixeles, 𝑆𝑖 es el número 
de píxeles en la i-ésima región y 𝑥𝑝 es el color del píxel dentro de la la i-ésima región obtenida por MMGR-
WT. 
A diferencia de FCM, la función introduce la información del nuevo historgrama. Cada píxel de color en la 
imagen original se remplaza por la media de color de la región correspondiente a la imagen superpixel. El 
número de niveles de color equivale al número de regiones en la imagen superpixel. 
 Contexto práctico 
El algoritmo SFFCM puede resumirse en los siguientes pasos: 
1. Definir valores iniciales para la obtención de las regiones de la imagen de superpixels. 
2. Hallar la imagen de superpixels y a continuación su histograma. Se calcula el gradiente y se implementa 
MMGR-WT para obtener la imagen final. 
3. Inicializar una matriz aleatoria de partición de elementos difusos. 
4. Iniciar un bucle desde donde actualizar los centros de los clustering y la matriz aleatoria. 
5. Realizar el Fast FCM. 
La adaptación a MATLAB se realiza siguiendo el algoritmo realizado por los propios desarrolladores del paper. 
[34] En el proyecto se realiza desde la función de MATLAB segmentación_llave.m. 
4.3.3.1 Función superpixels de MATLAB 
Los valores iniciales del algoritmo son Spixel y cluster. El primero hace referencia al número de superpíxels 
iniciales deseados y el segundo valor indica el número de colores del histograma final, utilizado posteriormente. 
Para que el algoritmo funcione correctamente, los valores iniciales deben ser adecuados sea cual sea la imagen 
que llegue desde la fase de recorte, esto, estre otras cosas, implica distintos tamaños de imágenes. El algoritmo 
funciona de forma diferente según el valor que se le de a los valores iniciales, por lo que, tras la realización de 
pruebas con distintas llaves, se establecen los valores de Spixel con valor 40000 y cluster 8. Pero se realiza un 
cambio ponderado de tamaño en todas las imágenes que llegan al algoritmo. Se busca tener el mismo número 
aproximado de píxeles en todas las imágenes, alrededor de 0.3 Megapíxeles. Esto se lleva a cabo desde la función 
cambiatam.m. 
Antes de realizar el algoritmo de MMGR-WT propuesto por el paper, se ha comprobado que realizando una 
subdivisión previa a superpixels con la función de MATLAB superpixels mejora los resultados del algoritmo. 
A simple vista puede que no se vean diferencias. Ver Figura 32. Pero el resultado final mejora, ya que facilita la 
búsqueda del histograma de MMGR-WT. Además, reduce la carga computacional debido a la asociación de 
colores previos. Se muestra la función segmentación.m donde se desarrolla el primer ciclo de superpixels. 
I_reducida se refiere a la imagen con el tamaño ya modificado desde la función cambiatam.m. Y el valor Spixel 
se ha inicializado anteriormente. 





[LSP,N] = superpixels(I_reducida,Spixel); %division en (Spixel) superpixels 
de la imagen, previo al método de Superpixel avanzado 
%(LSP) matriz de etiquetas, de cada región de la imagen 
%(N) número de regiones de la imagen superpixelada 
llave_pixelada = zeros(size(I_reducida),'like',I_reducida); 
  
%División de etiquetas en RGB 
  
idx = label2idx(LSP);  
    for labelVal = 1:N      
        redIdx = idx{labelVal};      
        greenIdx = idx{labelVal}+nfila*ncolum;      
        blueIdx = idx{labelVal}+2*nfila*ncolum;      
        llave_pixelada(redIdx) = mean(I_reducida(redIdx));      
        llave_pixelada(greenIdx) = mean(I_reducida(greenIdx));      
        llave_pixelada(blueIdx) = mean(I_reducida(blueIdx));  
    end 
Los valores resultantes de la función superpixels son LSP y N. La primera devuelve una matriz de etiquetas que 
indica las regiones de la nueva imagen, la segunda el número total de regiones de color obtenidas tras la función. 
Siempre ocurre que N < Spixel, es decir, el número de regiones, o etiquetas, de la matriz resultante será menor 
al número de súperpixels que se desean, ya que se agruparán píxeles locales similares. Por poner un ejemplo, la 
imagen de la Figura 32 devuelve de los 40000 que se pretenden, 37200. Para terminar esta primera función, se 
agrupa cada región de LSP en relación al espacio de color RGB para que la imagen original se convierta en una 




Figura 32  Imagen original y primer superpixelado 
  
4.3.3.2 Método SSFCM 
A continuación se realiza el superpixelado de la imagen a través de MMGR-WT. Como ya se vio en el contexto 
teórico, se basa en watershed y reconstrucciones morfológicas adaptativas y multiescala. Desarrollado desde 
w_MMGR_WT.m. Esta función se divide en cuatro pasos: 
Primero, antes de realizar la reconstrucción, se realiza un filtro gaussiano. Con la imagen resultante se calcula el 
gradiente de la imagen en el espacio color Lab. Este espacio de color es ampliamente usado porque correlaciona 
los valores numéricos de color consistentemente con la percepción visual humana. L indica la luminosidad, a y 
b son las coordenadas cromáticas, la primera relaciona el rojo-verde y la segunda amarillo-azul. [35] Aplicado 
al gradiente de la imagen da como resultado un perfil más marcado. Se pueden comparar las Figuras 28 y 33 




Figura 33 Gradiente pervio a MMGR 
Tras el gradiente ahora sí se calcula MMGR. 
%% step3 MMGR 
f_g=zeros(size(f,1),size(f,2));diff=zeros(max_itr,1); 
for i=1:max_itr 
    gx=w_recons_CO(ngrad_f1,strel('disk',i+se_start-1));  
    f_g2=max(f_g,double(gx)); 
    f_g1=f_g;f_g=f_g2; 
    diff(i)=mean2(abs(f_g1 - f_g2)); 
    if i > 1 
        if diff(i) < min_impro, break; end 
    end   
end 
La función w_recons_CO.m reproduce la reconstrucción morfológica del proceso. Ver Anexo I. Se ha elegido 
un elemento estructurante inicial se_start  de valor 3. Como se vio en el contexto teórico, esta función tiene una 
serie de operaciones morfológicas donde este elemento va a ir evolucionando conforme el bucle de MMGR 
vaya realizándose. El número de iteraciones, max_itr, se ha mantenido según lo marcado en el algoritmo original. 
Siguiendo el recorrido de la función se observa como el elemento estructurante va creciendo conforme aumentan 
las iteraciones. En el contexto teórico también se especificó como en MMGR r2 era un valor adaptativo y variaba 
según un valor umbral 𝜂. En la función, el bucle para cuando la diferencia de parecido entre las dos imágenes 
sea menor a  0.0001. Es decir, 𝜂 < 0.0001. En la Figura 34 se muestra la primera iteración y la última. El 
resultado final de la reconstrucción morfológica ha oscurecido partes de la llave, realzando las zonas claras del 
contorno. 
 
Figura 34 Iteración inicial y final de la reconstrucción morfológica 
Por último, se procede al cuarto paso de la función. Para completar el proceso de MMGR-WT se llama a la 





Como ya se vio en el capítulo 2, estado del arte del proyecto, el algoritmo watershed devuelve una matriz con 
las distintas regiones inundadas. Comparando la Figura 35, resultado del algoritmo, y la imagen original que se 
le pasa, Figura 34, se observa como se han ido etiquetando las distintas partes de la imagen dividiéndolas en 
regiones. Se debe señalar que el contorno de la llave se distingue claramente entre las partes, lo que es muy 
importante para la aplicación. 
 
Figura 35 Resultado de las inundaciones watershed 
Una vez finalizada la función w_MMGR_WT.m, tras el algoritmo de watershed, el resultado del algoritmo pasa 
por la función Label_image.m que como ya se vio al principio, con la función segmentación.m, se vuelven a 
convertir las etiquetas en escala de grises de la imagen, al espacio de color RGB. Aunque en este punto de la 
función lo que importa no es la imagen resultante si no el número y centro de los clusters de cada región. Como 
se puede comprobar el cambio de espacios de color en este algoritmo se utiliza varias veces, algo en lo que 
difiere con el algoritmo desarrollado en contornos activos, que trabajaba todo el tiempo en escala de grises. 
[~,~,Num,centerLab]=Label_image(llave_pixelada,L2); 
La función devuelve Num y centerLab. El número total de regiones de la imagen tras la función watershed y los 
centros del espacio de color Lab, respectivamente. Aunque no se utiliza, en la Figura 36 se muestra la imagen 
de etiquetas asociadas al color de la imagen original. 
   
Figura 36 Label_image con Num=15 
Una vez obtenida la imagen de superpixels L2, aún en escala de grises. Ver Anexo I. Se rescata el valor cluster 
definido inicialmente, que indica el número de superpixels finales deseados. Además, de los centros de las 
regiones, centerLab y el número total de ellas, Num encontrados gracias a Label_image.m. Se realiza el 
algoritmo de Fast FCM. Se realiza desde la función w_super_fcm.m.. Antes de este proceso la imagen resultante 
tiene 15 centros, o lo que es lo mismo 15 regiones con distinto color. Ver Figura 36.  
Label=w_super_fcm(L2,centerLab,Num,cluster); 
En la función w_super_fcm.m se busca recrear la minimización de la ecuación JSFFCM, para ello previamente se 
inicializa una función matriz aleatoria U de partición difusa para clustering desde la función initfcm.m. Es 
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importante tener en cuenta que esta matriz se crea con valores aleatorios: 
U = rand(cluster_n, data_n); 
En la práctica esta aleatoriedad provoca que los centros de los clusters cambien y hace que el resultado de la 
imagen tras el agrupamiento difuso pueda variar. En algunos casos puede radicar en errores de segmentación. 
En el capítulo 6 se muestran algunos ejemplos de este problema. 
Una vez más se acude a la función Label_image.m. Ahora sí, devuelve la imagen final del resultado del algoritmo 
SSFCM completo. 
 
Figura 37 Imagen con SSFCM completa. Num=8 
4.3.3.3 Segmentación final 
Una vez que el proceso de cambio de regiones del paper se ha cumplido, y la imagen se ha quedado dividida en 
regiones diferenciadas. Se pretende sacar la silueta de la llave a través del resultado final. Figura 37. Para ello y 
como se ha advertido previamente se trabaja con el espacio de color Lab.  
En la siguiente propuesta se busca la comparación entre la imagen de superpixels original, Figura 32, y el 
resultado del algoritmo final. Todo este proceso se realiza desde la función separacion_llave.m donde se 
transforma la imagen resultante de SSFCM al espacio Lab. A continuación, se convierte los valores de cada 
matriz a escala de grises con la función de MATLAB mat2gray. Con ello se busca definir tres máscaras de 
recorte por cada capa Lab. Se realiza a través de las medias de los valores de gris de cada capa, L, a y b. Ver 
Figura 38.  
mediab=mean(mean(b8)); 
ss_b = b8>mediab; 
  
mediaa=mean(mean(a8)); 
ss_a = a8>mediaa; 
  
mediaL=mean(mean(L8)); 
ss_L = L8>mediaL; 
 
Figura 38 Máscaras Lab 
Una vez halladas dichas máscaras, se llama a la función comparacionLab.m donde cada máscara se multiplica 





m_L = uint8(Lseg.*L); 
m_a = uint8(Lseg.*a); 
m_b = uint8(Lseg.*b); 
 
Lseg se ha pasado a escala de grises previamente. En la Figura 39 se muestra los resultados de las máscaras 
halladas según cada capa, tras las pruebas realizadas en el proyecto se ha comprobado que en la mayoría de 
casos los valores que mejor recortan la silueta de la llave suelen ser las capas L y b. 
 
Figura 39 Tras máscara de recorte 
Los valores anteriores obtenidos se comparan con la llave de superpixels, pasada también a escala de grises, 
gracias a la función de MATLAB corr2. Se encarga de calcular el coeficiente de correlación, devuelto como 
escalar numérico.  











salida = salida(:,:,n_cor); 
El valor con mayor correlación, es decir, la capa más parecida a llave_pixelada, se convierte en la silueta 
seleccionada. El valor de salida devuelve la máscara de recorte de la capa Lab correcta. 
Este método tiene sus problemas y en el capítulo 6 se hace referencia a fallos que ocurren en la función, pero 
dado que su uso reporta pocos errores en comparación a las veces que la máscara seleccionada es la correcta se 
mantiene el uso de esta forma de selección.  
Por último, en la función etiquetado.m primero se realiza una serie de operaciones morfológicas, rellenando 
posibles huecos que se hayan podido formar en la segmentación, como el del head de la llave. Además, elimina 
partes de la fotografía que no sean llave. Como, por ejemplo, la moneda. Para ello, se ha utilizado regionprops, 
una función de MATLAB muy útil que permite medir las propiedades de las regiones de la imagen. En este 
caso, se limita a la búsqueda de áreas. Se entiende que tras el recorte previo de la imagen en la aplicación, y 
teniendo en cuenta los tamaños de las llaves, si existe algún trozo de moneda en la imagen recortada siempre 
tendrá un tamaño menor al de la llave, por lo tanto, se elige la región que tenga el área mayor.  
stats = regionprops(fEtiqs,'Area'); 
areas = reshape([stats.Area],1,[]); 
Max_Area = max(areas); 
llave = find(Max_Area == areas); 
 
Si al elegir la máscara de recorte ocurre un error, y el área seleccionada es mucho mayor a lo que debería ser el 
tamaño normal de la llave, la función perimetro.m debe comprobarlo, y en caso afirmativo avisar a la aplicación. 
En el capítulo 6 se muestra el error mencionado. Si todo ha ido bien y no se han producido errores, la 
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segmentación final tras etiquetado.m se muestra en la Figura 40. 
 
Figura 40 Imagen antes de etiquetado y segmentación final 
 



































































5 DETECCIÓN DE CARACTERÍSTICAS 
En el capítulo anterior se explicó el desarrollo seguido para la fase de segmentación. El resultado final de esta 
segmentación es muy importante debido a que, gracias a ella, se encuentran los contornos de la llave y tras un 
análisis de la imagen sus perfiles en mílimetros. En la aplicación MyKeys se busca la clasificación de las distintas 
marcas de llaves, para ello se necesita extraer datos de estos perfiles hallados. Estos datos a encontrar son los 




• Cuts y boundaries 
Se utilizan para distinguir una marca de otra. O para llaves de la misma marca.  
Se debe recordar que las llaves difieren por su longitud, ancho y número de cuts. Además, para llaves de la 
misma marca, lo que cambia es la codificación del contorno. Es decir, dos llaves FAC distintas tienen la misma 
longitud y ancho, pero varían en su código de cadena de la cerradura.  
En el siguiente capítulo, se pretende buscar estas características y que empiecen arrojar valores reales que poder 
utilizar. Previamente a esta detección de características, se realiza un análisis a la imagen de la moneda que 
permite convertir las medidas a valores reales, en el caso del proyecto mm. A partir de ese momento, se deja de 
trabajar con la silueta de la imagen en píxeles y se genera un contorno de la llave en mm, lo que permite comparar 
los datos obtenidos de la segmentación y los datos del JSON. 
 
Figura 41 Perfiles obtenidos en el análisis 
En el algoritmo desarrollado se busca una primera aproximación al problema de detección de características, 
por lo que los resultados muchas veces no son óptimos. Se idea este proceso como una idea de la que partir, tal 
como se tomaban las primeras aproximaciones de segmentación en el capítulo anterior. Una visión general de 
cómo enfocar el objetivo y los inconvenientes que se pueden encontrar en el momento de desarrollarlo. 
El desarrollo parte de los perfiles hallados en el análisis de la segmentación, por la función perfilado, Figura 41, 
pero cuyo estudio no pertenece a este proyecto. Sí compete a este proyecto la función clasificacion.m, donde se 
desarrolla toda la búsqueda de características. Ver Anexo II. 
5.1 Longitud y ancho del blade 
Sabiendo que el head no cuenta para la búsqueda de elementos relevantes en la llave. Se plantea la solución al 
problema partiendo de la base que todas las medidas buscadas deben de ser calculadas a partir del shoulder. 




Se sabe que el shoulder limita la entrada de la llave a la cerradura como tope. En la Figura 42 se muestra como 
la pendiente del perfil es muy pronunciado. Teniendo en cuenta esta forma del shoulder y tras comprobar que 
todas las llaves del dataset, incluso las de seguridad, tienen esta zona vertical. Se decide buscar esta pendiente 
como forma de localizar el shoulder y por tanto, la longitud del blade. 
 
 
Figura 42 Shoulder como tope de la cerradura 
El desarrollo del nuevo algoritmo se centra en la parte superior de la llave, la zona donde se encuentran los 
elementos del blade. A la función clasificación.m le llegan los valores perfil y mmpx, hallados en el análisis 
previo, donde perfil contiene los dos perfiles de contorno. Ver Figura 41, dos colores diferenciados para la parte 
superior e inferior. La parte de los teeth y la parte lisa de la llave. Por su parte mmpx es el valor de proporción 
para la conversión entre píxeles y milímetros. 
 Longitud 
La búsqueda de longitud de la llave se realiza desde la función extrae_longitud.m. Se debe tener en cuenta que, 
en general, todas las llaves tienen unas medidas muy parecidas por lo que prima la buena detección del shoulder, 
aunque se presupone inevitable errores de medición. 
Como se ha mencionado antes, la función de perfilado de contorno separa en dos la llave, esta partición no sigue 
una división exacta entre perfiles, por lo que, antes de nada, se resta el valor mínimo, si no ha habido problemas, 
debe corresponderse al valor final de la llave, o tip. De esta forma se inician todos los cálculos en 0. Este paso 
puede no tener importancia, pero tras las primeras pruebas se ha comprobado que suele dar problemas a la hora 
de detectar la pendiente del shoulder, por lo que se prefiere llevar este sencillo paso y solventar errores futuros. 
dientes = perfil{1}; %zona de los dientes de la llave 
  
%calculo del valor de la punta 
punta_llave = dientes(end); 
llave_minimo = dientes - punta_llave; %restandole el valor de la punta para 
que se inicien los cálculos desde cero 
 
En la Figura 43 se ven los resultados del paso previo de la resta del mínimo valor. Se toma como que el valor 






Figura 43 Contorno superior y la resta de su valor mínimo [mm] 
Según la posición de la llave, orientada de tip a head se busca la pendiente máxima. Esta pendiente se encuentra 
en un punto punto localizado en el shoulder. Para encontrar este punto se usa la función de MATLAB diff que 
calcula las diferencias en los valores de un vector. En el caso de la función desarrollada: 
d_mm = diff(llave_minimo); %diferencia para calcular el cambio del shoulder 
al inicio de la cabeza 
k_mm = find(d_mm==max(d_mm))-1; %localización de ceros en la punta para 
eliminarnos 
  
while k_mm < 10 %si la diferencia encontrada está muy cercana a la cabeza se 
elimina y pasa a buscar la siguiente diferencia mayor 
   d_mm(k_mm) = 0; 
   k2=sort(d_mm); 
   k_mm = find(d_mm==k2(end-1)); %Evitar ceros problematicos 
end 
Siendo d_mm el resultado de las diferencias y k_mm los índices donde se encuentra su máximo valor. 
Tras algunas pruebas, se comprueba como existen contornos donde hay problemas en los índices cercanos al 
origen, en el ángulo de la tip que puede ser muy pronunciado. No ocurre habitualmente, pero se ha probado que 
pueden tener una pendiente superior a la del shoulder, por lo que se prefiere eliminar posibles errores excluyendo 
los valores cuyos índices se encuentren cercanos al 0, o tip. No varía la localización del shoulder y elimina 
problemas. Una vez localizado el shoulder se pude decir que se ha hallado la longitud del blade y, por tanto, de 
la llave. Se debe mencionar que el valor es aproximado, y que existen errores de medición que pueden variar 
por debajo de 1 mm, pero teniendo en cuenta las medidas de las llaves esto puede llevar a una longitud incorrecta 
y al final, a una clasificación errónea. Sin embargo, los resultados obtenidos, teniendo en cuenta la segmentación 
y el análisis, demuestran que el método funciona y devuelve un valor ajustado a la imagen original. Ver Figura 
44. 
shoulder_x = x(min(k_mm));  
long = shoulder_x; 
 
La variable x ya tiene los valores en milímetros gracias a la ponderación mmpx por lo tanto lo único que hay 
que hacer para hallar el valor de la pendiente es buscar el índice k_mm dentro del vector. La búsqueda del 
valor min de los índices se hace debido a que a veces, puede haber valores máximos repetidos. Aparecen en 
valores correlativos del shoulder, por lo que se utiliza el valor mínimo como método general, aunque se sabe 





Figura 44 Longitud del blade 
 Ancho 
La búsqueda del ancho se lleva a cabo de forma muy parecida a la longitud. En este caso en lugar de buscar la 
pendiente del shoulder se busca la zona plana contigua que lo acompaña. La función que desarrolla la búsqueda 
del ancho del blade es extrae_ancho.m. En ella se puede observar como el inicio es idéntico. Pero cambia a la 
hora de realizar la función de MATLAB diff. La búsqueda de la pendiente se realiza desde la tip hasta el shoulder, 
encontrado en la función anterior, para no realizar cálculos en la parte del head que no se va a usar. 
indice_s = find(x==longitud); %indice en x del shoulder, no mm 
cuerpo = diff(llave_minimo(1:indice_s)); %buscamos el primer cambio plano 
después del shoulder para calcular el ancho 
i = find(cuerpo<0,1,'last')+1; 
La variable i toma el valor de la zona de pendiente negativa más cercana al shoulder. Esta pendiente negativa 
puede entenderse como la zona plana contigua al shoulder. Representada a un nivel normal, quizás no se perciva 
de forma correcta en la imagen por lo que en la Figura 45 se ha hecho Zoom In para que sea más claro.  
Para el cálculo final del ancho se toma el índice hallado previamente y se sustituye en la medida de los perfiles. 
Tanto la zona de los teeth, como la zona lisa. 
ancho_x1 = dientes(i); 
ancho_x2 = liso(i); 
ancho_mm_y = ancho_x1 + abs(ancho_x2); 
ancho = ancho_mm_y; 
Se utiliza el valor absoluto de la variable ancho_x2 ya que en la separación de perfiles comúnmente la parte lisa 




Figura 45 Zoom In de la zona plana 
De esta forma tanto la longitud y ancho del blade han sido encontrados. Se sabe que existen errores de medición, 
y en ciertas llaves el algoritmo no reconoce correctamente las pendientes del problema, pero como método 
aproximado da buenos resultados en la gran mayoría. Con resultados que están localizados en el shoulder de la 
segmentación, aunque los valores comparados con los JSONs varíen. 
 
Figura 46 Longitud-verde, Ancho-rojo 
5.2 Detección de cuts y boundaries 
Para la localización de los notches de la llave, y los valores referidos en el código de cadena cuts y boundaries, 
se buscan los mínimos de todo el perfil del blade. Este proceso se lleva a cabo en la función extrae_surcos.m. 
Los mínimos se encuentran utilizando la función de MATLAB islocalmin. Estos valores mínimos señalan las 
zonas donde se encuentran los valles del perfil. Ver Figura 47. Se observa como algunos sí son los notch de la 





Figura 47 Mínimos locales 
 
[~,cutsmin]=islocalmin(llave_minimo); 
[~,ia,~] = unique(cutsmin); %minimos locales 
 
j = 1:length(ia);    
m = [ia(j),llave_minimo(ia(j))']; 
La variable m devuelve la localización de los mínimos del perfil. De entre estos mínimos, se busca encontrar los 
mínimos cercanos a los cuts de la llave. 
Antes de nada, se realiza una fase de agrupamiento de mínimos desde la función agrupar.m. Se encarga de 
reducir el número de mínimos encontrados dejando sólo un valor, para mejorar la búsqueda de los cuts. Esta 
agrupación de mínimos se realiza a través de la distancia entre puntos. Si se encuentra a una distancia menor de 
3.5 mm se mantiene como un punto independiente. No es una tolerancia muy exigente ya que se busca la 
eliminación de puntos muy dispersos. 
A continuación, se busca relacionar esos mínimos locales, con los cuts y boundaries desde la función 
relaciona_cut.m. En ella, se relacionan los datos de los JSONs con los mínimos encontrados. 
resta(:,j) = (relacion_l(j) - rel_cuts)/relacion_l(j); % relacion de los 
minimos con la longitud 
puntos(:,j) = encuentracut(resta,minimos,j); 
Se busca la relación entre los cuts y la longitud de los datos de los JSONs con la longitud encontrada en 
extrae_longitud y los mínimos agrupados. Ya que aunque los resultados en mm no sean exactos tal como marcan 
los JSONs, la relación de tamaños debe parecerse. La función encuentracut.m se ha desarrollado como tolerancia 
a estas proporciones de tamaño, y así saber si un mínimo es válido como cut o no, se acepta si la variable resta 
se encuentra entre valores de 0.09 y -0.0. Añadiendo como posible cut ese punto. Siendo la variable final de cuts 
elegidos, puntos. 
Para encontrar los valores de boundaries, se procede a utilizar los puntos hallados anteriormente. Como el valor 
en el eje x simboliza la medida en mm del cut, en la posición de ese cut en el eje y se encuentra el valor del 
boundarie de cada punto. Para cuadrar las medidas, hay que sumar el valor mínimo del tip restado al principio 





Figura 48 Mínimos elegidos 
Como último elemento de la función se busca el código de cadena de la llave. Para ello, se relacionan medidas, 
tal como se ha hecho en la búsqueda de cuts, sólo que esta vez con los anchos. Los mínimos absolutos de la 
variable resul_b que devuelve esta relación, ya con los puntos seleccionados, da el código de cadena. Variable 
bon. 
 
    relacion_a = llaves_prop(ind).relacion_width; 
    tama = length(relacion_a); 
     
    r_a = (puntos(2,:)+mi)/ancho; % relacion de los minimos con el ancho  
     
        for i=1:tama 
        resul_b(i,:) = (relacion_a(i) - r_a)./relacion_a(i); 
        end 
[~,bon] = min(abs(resul_b)); 
 
Como ya se ha indicado esto es una aproximación muy primaria y tosca a la detección de características, pero 
puede señalar problemas futuros. Por ejemplo, los errores de medición que dificultan la clasificación final. 
En el siguiente capítulo se muestra un desarrollo completo de la parte de segmentación y detección de 























































6 APLICACIÓN PRÁCTICA 
En el capítulo 4 se especificó la estructura de la aplicación de MyKeys. Tras la explicación del último capítulo, 
se ha realizado aproximadamente tres cuartas partes del proyecto final. Aunque no se ha completado la 
aplicación, y existen errores que deben ser revisados y mejorados, en el siguiente capítulo se muestran resultados 
de las distintas partes del proyecto, con distintas llaves. Así como una comparación de los dos algoritmos de 
segmentación desarrollados tras la primera aproximación. Contornos activos y el método SSFCM. 
6.1 Resultados segmentación 
En el siguiente apartado, se muestran los resultados de la segmentación de llaves del dataset, proporcionado por 
la empresa. Al haber un gran número de posibilidades, se ha elegido tres fabricantes de llaves como muestrario. 
Por último, se comparan los tiempos de ejecución de contornos activos y SSFCM. 
 FAC-11D 
 
Figura 49 Llave FAC-11D 
 
Figura 50 Segmentación FAC. C.A y SFFCM 
 
Tabla 3: Tiempo ejecución FAC 
Llave T. ejecución C.A [min] T. ejecución SFFCM [min] 






Figura 51 Llave CAY-1D 
 
Figura 52 Segmentación CAY. C.A y SFFCM 
 
Tabla 4: Tiempo ejecución CAY 
Llave T. ejecución C.A [min] T. ejecución SFFCM [min] 
CAY-1D 0.3015 0.1091 
 LIN-3D 
 




Figura 54 Segmentación LIN. C.A y SFFCM 
 
Tabla 5: Tiempo ejecución LIN 
Llave T. ejecución C.A [min] T. ejecución SFFCM [min] 
LIN-3D 0.3148 0.06067 
Observando las figuras se puede comprobar como la segmentación con superpíxels mejora la silueta de la llave. 
Y, además, reduce el tiempo de ejecución, por lo que se demuestra la mejora y la lógica del cambio de método 
de segmentación. 
 
6.2 Resultados detección de características 
Tal como se ha hecho con la segmentación se muestran resultados de la detección de características, 
especialmente la búsqueda de ancho y longitud de las llaves. A su vez se muestra una primera aproximación de 









Figura 56 Shoulder seleccionado. CVL 
 
Tabla 6: Medidas de CVL 
Llave Ancho [mm] Longitud L-L [mm] 
CVL-5I 8.5239 28.8238 
 TE-8I 
 




Figura 58 Shoulder seleccionado. TE 
 
Tabla 7: Medidas de TE 
Llave Ancho [mm] Longitud L-L [mm] 
TE-8I 8.6588 28.5039 
 FAC-11D 
 





Figura 60 Shoulder seleccionado. FAC 
 
Tabla 8: Medidas de FAC 
Llave Ancho [mm] Longitud L-L [mm] 
FAC-11D 7.9231 39.3993 
 
Tabla 9: Código de cadena 
Cadena Cuts [mm] Boundaries [mm] 
7 5.4664 7.3329 
2 10.6233 4.8398 
3 15.1615 5.4814 
5 19.6996 6.4314 
1 24.0315 4.3782 
4 28.7759 5.9286 






Figura 61 Mínimos locales y cuts seleccionados 
Se muestra como de los valores mínimos se agrupan, y desaparecen puntos irrelevantes en la detección del cut. 
Como se puede observar en la Figura 61 existen puntos distintos puntos por la misma zona, pero la relación de 
tamaño permite elegir sólo uno de ellos. 
6.3 Errores 
En el desarrollo de una aplicación siempre aparecen errores a la hora de implementarla, durante la realización 
de este proyecto han aparecido varios que se listan a continuación. 
 Tiempo de ejecución en contornos activos 
Desde el punto de vista del algoritmo de contornos activos, antes de desarrollar la función de recorte, se hicieron 
pruebas previas de segmentación de llave y moneda juntas. Los resultados eran muy aceptables, incluso mejores 
que los resultantes tras el recorte. Se puede comprobar con el ejemplo de una llave LIN-3D, como en la Figura 
62, la llave está completamente segmentada correctamente y en cambio en la Figura 54 falta un trozo de silueta. 
El problema radica en que el tiempo de ejecución aumentaba hasta los cinco minutos y medio. Por lo que se 
puede considerar que el método de contornos activos funciona mejor con imágenes de un tamaño mayor, pero 
la carga computacional, y el tiempo, hace imposible su uso si pretende que la aplicación sea rápida. 
 




 Segmentación SFFCM 
La aleatoriedad de la matriz U, mencionada durante el desarrollo del algoritmo en el capítulo 4, produce que la 
misma imagen, pero usada en tres momentos diferentes, produzca distintas siluetas. Es algo que se debe tener 
presente, y aunque en la imagen del ejemplo de la Figura 63 no afecte, debido a que la head no es un elemento 
fundamental para la clasificación de la llave, puede dar problemas en otras llaves, ya que el error puede ocurrir 
en el blade. No es un problema que ocurra habitualmente en todas las fotografías, pero al no tener un control 
exacto, puede ocurrir sin saberlo de antemano. 
 
 
Figura 63 Resultado de segmentación debido a la matriz aleatoria en SFFCM 
Además, a pesar de que el 90% del dataset reacciona bien a la función de selección de llave realizada desde la 
función comparacionLab.m, hay veces donde la correlación de la imagen del superpixel produce errores. 
Para ejemplificar el error se acude a la Figura 64. Se observa como la imagen de la capa a se parece mucho más 
a Lseg que las otras dos, es decir, la correlación es mayor. A pesar de que para la segmentación de la llave 
interesa más cualquiera de las otras dos capas. Por lo tanto, la máscara devuelta, será la máscara de recorte a de 
la Figura 65. De nuevo se ve como las máscaras de las otras dos capas recortan la llave perfectamente. 
Para evitar este error, se desarrolló la función perímetro.m Aunque otra opción es, directamente, eliminar la 
opción de realizar la correlación en la capa a. 
 





Figura 65 Máscaras de Lab 
 Detección de características 
Al ser una primera aproximación al problema de detección de características, la función aún tiene que ser 
ampliamente mejorada, ya que aparecen errores graves. 
Primero en la búsqueda del shoulder. Si esta selección es errónea, el resto del algoritmo que se plantea en base 
al shoulder no será útil.  
 
Figura 66 Error en la selección de shoulder 
  
Si el shoulder se encuentra correctamente, y se consigue extraer los datos de los elementos de la llave. 
Prácticamente en su totalidad aparecen errores en los valores resultantes, ya que no son precisos. Si se comparan 
con los valores proporcionados por los JSONs los datos obtenidos para una CAY pueden valer también en una 
llave LIN3 ya que la diferencia entre llaves es de pocos milímetros. Para una correcta clasificación de las llaves 


















































7 CONCLUSIONES DEL TRABAJO 
7.1 Últimas conclusiones 
En este trabajo se han mostrado distintas técnicas de segmentación como paso intermedio para generar la 
aplicación MyKeys. Las primeras aproximaciones dieron información de funciones o pasos previos útiles que 
son utilizados en técnicas más complejas. En el caso del proyecro contornos activos y SFFCM. 
Ambos algoritmos han demostrado ser efectivos dentro del ámbito de la segmentación, ya que las siluetas 
resultantes eran adecuadas para continuar con las siguientes fases de la aplicación. Si bien es cierto, que el 
algoritmo de contornos activos se veía afectado cuando las imágenes eran de menor tamaño. Además, el 
elemento más determinante para el cambio de método de segmentación ha sido el tiempo de ejecución. 
Al principio del capítulo 1 se propusieron tres objetivos para este proyecto: 
• creación de algoritmo de segmentación, 
• pruebas de concepto, 
• identificación de características con fiabilidad. 
Tras el estudio realizado se puede decir que los objetivos se han cumplido, aunque con objeciones. 
Se ha creado el algoritmo de segmentación y se identifican características de la imagen, pero tras las pruebas de 
concepto, se comprueba que los valores resultantes de valores claves como son el ancho, la longitud y los 
elementos del blade distan de ser lo suficientemente precisos para una clasificación correcta. Por lo que se 
propone seguir trabajando en la búsqueda de algoritmos que mejoren la detección de características, con el fin 
de crear un clasificador eficiente para la apliación MyKeys. 
7.2   Futuras líneas de investigación 
Además de la búsqueda de algoritmos que mejoren la detección de características mencionadas anteriormente. 
Como idea propuesta de mejora para el proyecto, se plantea la búsqueda de un algoritmo SFFCM que no se 
inicie con una matriz aleatoria de valores difusos. Ya que no se tiene control del resultado que va a aparecer. Es 
una futura línea de investigación que el propio paper [29] plantea. 
Por último, con vistas a la aplicación de MyKeys, se puede empezar a plantear no sólo la segmentación de llaves 
de sierra si no de llaves de seguridad. Aunque la estructura sea diferente se puede comprobar si la técnica de 

























































1. Segmentación aproximaciones básicas 




%Cargar imagen, pasarlo a blanco y negro y realizarle filtro de la mediana 
f=imread('llave.jpg'); %imagen original 
figure(1); imshow(f),  title('Imagen Original'); 
fgray=rgb2gray(f); 
figure(2), imshow(fgray), title('Imagen en escala de gris'); 
[M,N]=size(fgray); 
  
fgray=double(fgray);  %convertimos a double para poder realizar cálculos en 
caso de que fueran necesarios 
  
%% 2.1 Filtrado de la mediana 
  
radioMask=6; %radio de la mascara mediana 
fMedian = FiltroMediana(fgray, radioMask); %función que reduce el ruido de la 
imagen que se le pasa 
  
figure(3);  
subplot(1,2,1), imshow(fMedian),  title('Imagen con filtro de mediana'); 
subplot(1,2,2), imhist(fMedian), title('Histograma');  %da el nivel de gris r 
[0,255] frente al numero de puntos 
 
%% 2.2 Aumento automatico del contraste 
  
e=0.01;        %porcentaje residual que tenemos que fijar del orden del 1% o 
inferior 
  
img_contraste_expandido = ExpansionContraste (fMedian, e);   %llamamos a la 
funcion ExpansionContraste 
%  
 figure (4) 
 subplot(1,2,1), imshow(img_contraste_expandido), title('Imagen con mejora 
contraste'); 
 subplot(1,2,2), imhist(img_contraste_expandido), title('Histograma 
expandido'); 
 
%% 2.3 Binarizacion de la imagen 
  
umbral = 255*graythresh(img_contraste_expandido); 
imagen_binaria = 255*(img_contraste_expandido < umbral);    %pone los objetos 
en blanco y el fondo en negro 
figure(5); imshow (imagen_binaria),title('Imagen binaria'); %representamos la 
imagen binaria 
 
%% 2.4 Morfologia para mejora de la imagen de siluetas, ”apertura” y ”cierre”   





% apertura = erosion + dilatado 
% cierre = dilatado + erosion 
  
%APERTURA      %usando distintos elementos estructurantes 
%Primeros erosionamos para quitar los pixeles sueltos de la binarizacion 
mask = strel('disk',12);      
fBinEro = imerode(imagen_binaria,mask); 
%figure(6); imshow(fBinEro); title('erosionado'); 
  
%Recuperamos un poco el contorno para que se asemeje al máximo a la figura 
original 
mask = strel('disk',9); 
fBinOpen = imdilate(fBinEro,mask);%figure(7); imshow(fBinOpen), 
title('apertura (Imagen Binaria Erosionada y Dilatada)'); 
%figure(7); imshow(fBinOpen), title('cierre') 
%Rellenamos la imagen 
mask = strel('disk',12); 
fBinClose = imclose(fBinOpen,mask); 
%figure(8); imshow(fBinClose), title('cierre'); 
 
%% 2.5 Etiquetado de la imagen de siluetas 
  
fEtiqs = bwlabel(fBinClose); %Cada objeto es separado en etiquetas 
% figure(9); imshow(fEtiqs, []);  %los [], hacen que cada objeto tenga un 
valor de gris 
  
figure(6) 
 for i = 1:8        
    fMoneda = uint8(fgray) .* uint8(fEtiqs==i); %va mostrando cada objeto por 
separado 
    imshow(fMoneda); 
    pause;            
 end 
fsilueta = uint8(fgray) .* uint8(fEtiqs==4); %va mostrando cada objeto por 
separado 
imshow(fsilueta); 
    
for i=1:M  
    for j=1:N 
        if fsilueta(i,j)==0 
            fsilueta(i,j)=255; 
        end 





for i=1:M  
    for j=1:N 
        if binaria(i,j)==255 
            binaria(i,j)=0; 
        else 
            binaria(i,j)=255; 
        end 



















    for j=radio+1:N-radio 
        gMediana(i,j)=median(reshape(f(i-radio:i+radio,j-
radio:j+radio),nPixelMask,1)); 
       
    end 
end 










valor=(nPixel*porcentajeResidual); %porcentaje residual e/100 directamente 
a=imhist(g); %valores del histograma 
  
suma=0; %variable utilizada para saber cuando el valor es menor o mayor para 
calcular rmax y rmin 
i=1; %índice de rmin 
j=256; %índice de rmax 
  
while suma < valor 
    suma=suma + a(i); %Mientras que la suma total de los valores del 
histograma sea menor que el valor seguirá sumando valores 




while suma <= valor 
    suma= suma + a(j); %Igual que la suma anterior pero empezando por los 
valores de blanco 





a=(0:(255/(rmax-rmin)):255); %valores de grises del histograma 
se=[zeros(1,rmin-1) a 255*ones(1,256-rmax)]; %valores de intensidades de (0-








%histograma original y lo pasa al histograma resultante dejando el 
%resultado del histograma expandido 
  
for i=1:M 
    for j=1:N 
        r=double(g(i,j)); %r la intensidad de la imagen dependiendo del pixel 
        if (r>-1 && r<rmin+1) 
            gHist(i,j)=uint8(se(r+1)); %valores en negro 
        elseif (r>rmin && r<rmax) 
            gHist(i,j)=uint8(se(r+1)); %valores de los distintos grises 
        else 
            gHist(i,j)=uint8(se(r+1)); %valores en blanco 
        end 






2. Segmentación aproximaciones gradiente 
Función gradiente 
 




fmediana = medfilt2(fdouble, [12 12]); %filtro de mediana con máscara 12x12 
e=0.01;        %porcentaje residual que tenemos que fijar del orden del 1% o 
inferior 
  
filtro_contraste = ExpansionContraste (uint8(fmediana), e);   %llamamos a la 
funcion ExpansionContraste 
figure(), imshow(uint8(filtro_contraste)), title('Imagen expandida'); 
  








function [varianzas,ind,fin,k,meh] = OrdenMax(filtro) 
  
[M,N]=size(filtro); 
imagen=filtro(5:M-5,5:N-5); %quitamos píxeles en negro del filtro 
[Gx2,Gy2] = imgradientxy(imagen); 
  
figure(); subplot(1,2,1); imshow(Gx2); title('Gx con fitro'); subplot(1,2,2); 
imshow(Gy2); title('Gy con fitro'); 
  
per=sum(Gx2); %Gx porque está vertical la llave con la rotación 




    varianzas(i)=var(per(i:i+3)); 
end 













[Gx,Gy] = imgradientxy(filtro); 
Gm = sqrt(Gx.^2 + Gy.^2); 
T=255*graythresh(Gm); 
x=uint8(Gx); y=uint8(Gy); 
b = uint8( 255*(Gm > T) ); 






BW=255*imbinarize(editada,T); %imbinariza me devuelve valores lógicos lo 
multiplico por 255 para los blancos 
figure(); subplot(2,2,1); imshow(uint8(BW)),  title('Imagen binarizada') 
  
%relleno de la llave 









se = strel('disk',12); closeBW = imclose(filtroBW,se); subplot(2,2,4), 
imshow(closeBW); title('close BW'); 
  
end 
3. Segmentación contornos activos 











[Mi,Ni] = size(I); %tamaño de imagen 
  
mascara = zeros(Mi,Ni);          % mascara inicial 
  
%posicion origen de la localizacion 
% x = posicionx // y = posiciony 
  
mascara(Mi/2-Mi/8:Mi/2+Mi/8,Ni/2-Ni/8:Ni/2+Ni/8) = 1; % mascara provisional 
hasta tener datos  




I = imresize(I,0.2);   
m = imresize(mascara,0.2);      
  
%% Representacion de llave 
  
subplot(2,2,1); imshow(uint8(I)); title('Llave original'); 
subplot(2,2,2); imshow(mascara); title('Máscara inicial'); 
subplot(2,2,3); title('Contorno'); 
tStart=tic; 
[contorno,phi] = segmentacion(I, m, 2500); 
tEnd = toc(tStart); 
 fprintf('%d minutes and %f seconds\n', floor(tEnd/60), rem(tEnd,60)); 
%I ==> imagen 
%m ==> mascara 
%2000 ==> numero variable de iteracciones 
  
subplot(2,2,4); imshow(contorno); title('Active Contours Without Edges'); 
  
  








function [contorno,phi] = segmentacion(I, mascara, iter) 
   
  alpha = 0.2; %suavizado al buscar el contorno (VARIABLE) 
    
  % distancia de la máscara (ceros y unos) si se encuentra dentro o fuera de 
la mascara (func distancia con signo) 
  phi=bwdist(mascara)-bwdist(1-mascara)+im2double(mascara)-.5; 
   
  %% búsqueda de contornos 
  for its = 1:iter    
  
    indImagen = find(phi <= 1.2 & phi >= -1.2);  %contorno interior de la 
mascara 
     
     
    upts = find(phi<=0);                 % puntos interiores de la mascara 
    vpts = find(phi>0);                  % puntos exteriores de la mascara 
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    u = sum(I(upts))/(length(upts)+eps); % media interior 
    v = sum(I(vpts))/(length(vpts)+eps); % media exterior 
     
    F = (I(indImagen)-u).^2-(I(indImagen)-v).^2;         
    curvature = get_curvature(phi,indImagen);   
     
    dphidt = F./max(abs(F)) + alpha*curvature;  % gradiente que minimiza la 
energia 
    %energía menor mejora el controno 
     
    % cociente entre el intervalo de tiempo y el tiempo de residencia en un 
    % volumen finito 
    dt = .45/(max(dphidt)+eps); 
         
    % Calcular phi 
    phi(indImagen) = phi(indImagen) + dt.*dphidt; 
    phi = sussman(phi, .5); 
  
    % demostración de como se asemeja la máscara inicial a la imagen de la 
    % llave que buscamos 
    if((mod(its,20) == 0))  
      displayImagen(I,phi,its);   
    end 
   end 
   
 displayImagen(I,phi,its); %imagen final 
  
   
   contorno = phi<=0; %-- máscara binaria de la imagen ginal 
   return; 




%-- compute curvature along SDF 
function curvature = get_curvature(phi,idx) 
    [dimy, dimx] = size(phi);         
    [y,x] = ind2sub([dimy,dimx],idx);  % get subscripts 
  
    %-- get subscripts of neighbors 
    ym1 = y-1; xm1 = x-1; yp1 = y+1; xp1 = x+1; 
  
    %-- bounds checking   
    ym1(ym1<1) = 1; xm1(xm1<1) = 1;               
    yp1(yp1>dimy)=dimy; xp1(xp1>dimx) = dimx;     
  
    %-- get indexes for 8 neighbors 
    idup = sub2ind(size(phi),yp1,x);     
    iddn = sub2ind(size(phi),ym1,x); 
    idlt = sub2ind(size(phi),y,xm1); 
    idrt = sub2ind(size(phi),y,xp1); 
    idul = sub2ind(size(phi),yp1,xm1); 
    idur = sub2ind(size(phi),yp1,xp1); 
    iddl = sub2ind(size(phi),ym1,xm1); 
    iddr = sub2ind(size(phi),ym1,xp1); 
     
    %-- get central derivatives of SDF at x,y 




    phi_y  = -phi(iddn)+phi(idup); 
    phi_xx = phi(idlt)-2*phi(idx)+phi(idrt); 
    phi_yy = phi(iddn)-2*phi(idx)+phi(idup); 
    phi_xy = -0.25*phi(iddl)-0.25*phi(idur)... 
             +0.25*phi(iddr)+0.25*phi(idul); 
    phi_x2 = phi_x.^2; 
    phi_y2 = phi_y.^2; 
     
    %-- compute curvature (Kappa) 
    curvature = ((phi_x2.*phi_yy + phi_y2.*phi_xx - 
2*phi_x.*phi_y.*phi_xy)./... 




%-- Método sussman 
function D = sussman(D, dt) 
  % forward/backward differences 
  a = D - shiftR(D); % backward 
  b = shiftL(D) - D; % forward 
  c = D - shiftD(D); % backward 
  d = shiftU(D) - D; % forward 
   
  a_p = a;  a_n = a; % a+ and a- 
  b_p = b;  b_n = b; 
  c_p = c;  c_n = c; 
  d_p = d;  d_n = d; 
   
  a_p(a < 0) = 0; 
  a_n(a > 0) = 0; 
  b_p(b < 0) = 0; 
  b_n(b > 0) = 0; 
  c_p(c < 0) = 0; 
  c_n(c > 0) = 0; 
  d_p(d < 0) = 0; 
  d_n(d > 0) = 0; 
   
  dD = zeros(size(D)); 
  D_neg_ind = find(D < 0); 
  D_pos_ind = find(D > 0); 
  dD(D_pos_ind) = sqrt(max(a_p(D_pos_ind).^2, b_n(D_pos_ind).^2) ... 
                       + max(c_p(D_pos_ind).^2, d_n(D_pos_ind).^2)) - 1; 
  dD(D_neg_ind) = sqrt(max(a_n(D_neg_ind).^2, b_p(D_neg_ind).^2) ... 
                       + max(c_n(D_neg_ind).^2, d_p(D_neg_ind).^2)) - 1; 
   
  D = D - dt .* sussman_sign(D) .* dD; 
  return; 
   
  %-- whole matrix derivatives 
function shift = shiftD(M) 
  shift = shiftR(M')'; 
  
function shift = shiftL(M) 
  shift = [ M(:,2:size(M,2)) M(:,size(M,2)) ]; 
  
function shift = shiftR(M) 
  shift = [ M(:,1) M(:,1:size(M,2)-1) ]; 
  
function shift = shiftU(M) 
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  shift = shiftL(M')'; 
   
function S = sussman_sign(D) 
  S = D ./ sqrt(D.^2 + 1);   
4. Segmentación SSFCM y añadidos 
Función segmentación_llave 
function [cllave,escala] = segmentacion_llave(imagen) 
[M,N,u]=size(imagen); 
cllave = zeros(M,N); 
  
escala = cambiatam(imagen); %reducción de la imagen    
  
Spixel = 40000; %valor utilizado para el superpixel de la imagen 
  
cluster = 8; %niveles divisibles de colores 
  














llave_pixelada_gray = rgb2gray(llave_pixelada); 
  
b1 = separacion_llave(llave_pixelada_gray,Lseg); 
  
  
[etiq,~] = etiquetado(b1); 








% Igualacion de la imagen que nos llega para que aproximadamente tengan el 
% mismo número de píxeles para efectuar superpixels, (aproximar pixeles 
% útiles) 
function escala = cambiatam(I) 
  
[M,N,~]=size(I); 






%El número de píxel que queremos está alrededor de 0.3 Megapixeles un 
%intervalo entre [0.29-0.31] 
escala = 0.3; 
I2 = imresize(I,escala); 
[M2,N2,~]=size(I2); 
n_pixel_ajustada = M2*N2/10^6; 
  
while 1 % buscamos el tamaño adecuado de imagen 
    if (n_pixel_ajustada < 0.28) 
        escala = escala+0.01; 
        I2 = imresize(I,escala); 
        [M2,N2,~]=size(I2); 
        n_pixel_ajustada = M2*N2/10^6; 
     
    elseif(n_pixel_ajustada > 0.32) 
        escala = escala-0.01; 
        I2 = imresize(I,escala); 
        [M2,N2,~]=size(I2); 
        n_pixel_ajustada = M2*N2/10^6; 
    else 
     % el intervalo de pixeles es correcto 
      break 
    end 
end 
         
end 
Función segmentacion 
function [llave_pixelada] = segmentacion(I,rsize,Spixel) 
  
I_reducida = imresize(I,rsize); 
[nfila,ncolum,~]=size(I_reducida); 
[LSP,N] = superpixels(I_reducida,Spixel); %division en Spixel pixeles la 
imagen, previo al método de Superpixel avanzado 
%(LSP) matriz de etiquetas, que indica las regiones de la imagen 
%N número de regiones de la imagen superpixelada 
llave_pixelada = zeros(size(I_reducida),'like',I_reducida); 
  
%División de etiquetas según colores de la imagen, para después volver a 
%superpixelar por espacio de color Lab 
  
idx = label2idx(LSP); %agrupamos en idx las regiones 
    for labelVal = 1:N      
        redIdx = idx{labelVal};      
        greenIdx = idx{labelVal}+nfila*ncolum;      
        blueIdx = idx{labelVal}+2*nfila*ncolum;      
        llave_pixelada(redIdx) = mean(I_reducida(redIdx));      
        llave_pixelada(greenIdx) = mean(I_reducida(greenIdx));      
        llave_pixelada(blueIdx) = mean(I_reducida(blueIdx));  





%% MMGR-WT achieves superpixel segmentation using adaptive and multiscale 
morphological gradient reconstruction 
% L_seg is lable image with line 
% i is the maximal iterations 
% diff is the difference between the previous result and current gradient 
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%% step1 gaussian filtering 
sigma=1.0;gausFilter=fspecial('gaussian',[5 
5],sigma);g=imfilter(f,gausFilter,'replicate'); 
%% step2 compute gradient image 




%% step3 MMGR 
f_g=zeros(size(f,1),size(f,2));diff=zeros(max_itr,1); 
for i=1:max_itr 
    gx=w_recons_CO(ngrad_f1,strel('disk',i+se_start-1));  
    f_g2=max(f_g,double(gx)); 
    f_g1=f_g;f_g=f_g2; 
    diff(i)=mean2(abs(f_g1 - f_g2)); 
    if i > 1 
        if diff(i) < min_impro, break; end 
    end   
end 




































%fs is the result of segmentation, center_p is the center pixel of each 
%areas 
% f is the original image 
% L is the label image 
f=double(f); 
num_area=max(max(L)); %The number of segmented areas 
Num_p=zeros(num_area,1); 
  
    %% Color image 
  
    [M,N]=size(f(:,:,1)); 
    s3=L; 
    fs=zeros(M,N,3); 
    fr=f(:,:,1);fg=f(:,:,2);fb=f(:,:,3); 
    center_p=zeros(num_area,3); 
    for i=1:num_area 
        fr2=fr(s3==i);r_med=median(fr2);r=(s3==i)*r_med; 
        fg2=fg(s3==i);g_med=median(fg2);g=(s3==i)*g_med; 
        fb2=fb(s3==i);b_med=median(fb2);b=(s3==i)*b_med; 
        fs=fs+cat(3,r,g,b); 
        center_p(i,:)=uint8([r_med g_med b_med]); 
        Num_p(i)=sum(sum(s3==i)); 
    end 









function [Lr2,center_Lab,U,iter_n]=w_super_fcm(L1,data, Label_n,cluster_n) 
  
data_n = size(data, 1); %the row of input matrix 
  
expo = 2;       % Exponent for U 
max_iter = 50;      % Max. iteration 
min_impro = 1e-5;       % Min. improvement 
  
U = initfcm(cluster_n, data_n);         % Initial fuzzy partition 
Num=ones(cluster_n,1)*Label_n'; 
for i = 1:max_iter 
    mf = Num.*U.^expo;       % MF matrix after exponential modification 
    center = mf*data./((ones(size(data, 2), 1)*sum(mf'))'); % new center 
    out = zeros(size(center, 1), size(data, 1)); 
    if size(center, 2) > 1 
        for k = 1:size(center, 1) 
            out(k, :) = sqrt(sum(((data-ones(size(data, 1), 1)*center(k, 
:)).^2)')); 
        end 
    else    % 1-D data 
        for k = 1:size(center, 1) 
            out(k, :) = abs(center(k)-data)'; 
        end 
    end 
    dist=out+eps; 
    tmp = dist.^(-2/(expo-1)); 
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    U = tmp./(ones(cluster_n, 1)*sum(tmp)+eps); 
    Uc{i}=U; 
    if i> 1 
        if abs(max(max(Uc{i} - Uc{i-1}))) < min_impro, break; end 
    end 
end 










function U = initfcm(cluster_n, data_n) 
%INITFCM Generate initial fuzzy partition matrix for fuzzy c-means 
clustering. 
%   U = INITFCM(CLUSTER_N, DATA_N) randomly generates a fuzzy partition 
%   matrix U that is CLUSTER_N by DATA_N, where CLUSTER_N is number of 
%   clusters and DATA_N is number of data points. The summation of each 
%   column of the generated U is equal to unity, as required by fuzzy 
%   c-means clustering. 
% 
%       See also DISTFCM, FCMDEMO, IRISFCM, STEPFCM, FCM. 
  
%   Roger Jang, 12-1-94. 
%   Copyright 1994-2002 The MathWorks, Inc.  
%   $Revision: 1.11 $  $Date: 2002/04/14 22:21:58 $ 
  
U = rand(cluster_n, data_n); 
col_sum = sum(U); 





function [salida] = separacion_llave(llave_pixelada,Lseg) 
%volvemos a pasar al espacio de color Lab 
Lsegab = rgb2lab(Lseg); 
  
L = Lsegab(:,:,1); 
a = Lsegab(:,:,2);  
b = Lsegab(:,:,3); 
  
%pasamos los números decimales a valores gray para representarlos  
L8 = mat2gray(L); 
a8 = mat2gray(a); 
b8 = mat2gray(b); 
  
mediab=mean(mean(b8)); 
ss_b = b8>mediab; 
  
mediaa=mean(mean(a8)); 






ss_L = L8>mediaL;  
  




function salida = comparacionLab(llave_pixelada,Lseg,L,a,b) 
  
Lseg = double(rgb2gray(Lseg)); 




imshow(L,[]); title('L mascara'); 
  
subplot(1,3,2); 
imshow(a,[]); title('a mascara'); 
  
subplot(1,3,3); 
imshow(b,[]); title('b mascara');  
  
m_L = uint8(Lseg.*L); 
m_a = uint8(Lseg.*a); 
m_b = uint8(Lseg.*b); 



























salida = salida(:,:,n_cor); 
 
Función etiquetado 




out = morfologia(llave_bruto); 
  
fEtiqs = bwlabel(out); 
stats = regionprops(fEtiqs,'Area'); 
  
areas = reshape([stats.Area],1,[]); 
Max_Area = max(areas); 
llave = find(Max_Area == areas); 
  
[f,c] = size(fEtiqs); 
BW = zeros(f,c); 
  
for i=1:f 
    for j=1:c 
        if (fEtiqs(i,j) == llave) 
            BW(i,j) = 1; 
        end 
    end 
end 
  
    flag=perimetro(BW,Max_Area); 
    if flag==1 
        error('Hay problemas en la segmenacion de llave'); 




function llave = morfologia(entrada) 
  
entrada = imfill(uint8(entrada),'holes'); 
  
se = strel('Octagon', 6); 
th = imtophat(entrada, se); 
bh = imbothat(entrada, se); 
  
out = uint8((double(th)+double(bh))/2); 
out = double(entrada)+double(out); 
  





function flag = perimetro(BW,area) 
flag =0; 
per = bwperim(BW); 
sumper = sum(sum(per)); 
P = regionprops(BW,'perimeter'); 
propsper = P.Perimeter; 
  
%% para las llaves en bruto las areas y el perimetro no da, demasiado grande 
se elimina esta parte 
  
if (propsper > 2010 || propsper < 1110 || area > 110000) 
    %flag=1; %Hay problemas con la llave 





relacion = sumper/area; %relacion entre el perimetro y el area 




























































1. Longitud de la llave 
Función extrae_longitud 
function long = extrae_longitud(perfil,mmpx) 
%% detección de la longitud a partir del perfil 
  
dientes = perfil{1}; %zona de los dientes de la llave 
  
%calculo del valor de la punta 
punta_llave = dientes(end); 
llave_minimo = dientes - punta_llave; %restandole el valor de la punta para 
que se inicien los cálculos desde cero 
x = (1:length(llave_minimo))*mmpx; %eje x 
  
flag = llave_minimo > 0; 
llave_minimo = llave_minimo.*flag; %inicie la detección desde 0 y no en 
valores negativos 
  
llave_minimo = flip(llave_minimo); %damos la vuelta a la llave para que en la 
búsqueda de la pendiente sea de los primeros resultados 
   
%% Cálculos de longitud 
  
d_mm = diff(llave_minimo); %derivada para calcular el cambio del shoulder al 
inicio de la cabeza 
k_mm = find(d_mm==max(d_mm))-1; %localización de ceros en la punta para 
eliminarnos 
  
while k_mm < 10 %si la derivada encontrada está muy cercana a la cabeza se 
elimina y pasa a buscar la siguiente derivada mayor 
   d_mm(k_mm) = 0; 
   k2=sort(d_mm); 
   k_mm = find(d_mm==k2(end-1)); %Evitar ceros problematicos 
end 
  
%% shoulder localizado: longitud del blade de la llave 
shoulder_x = x(min(k_mm));  
indice_s = find(x==shoulder_x); %posición en x del shoulder, no mm, para 
representación 
%Se repite el proceso por si hay varios k_mm 
long = shoulder_x; 
  
%% representación del shoulder 
dientes_y = flip(perfil{1}); 
liso_y = flip(perfil{2}); 
  
shoulder_y = dientes_y(indice_s) - liso_y(indice_s); %coordenada y 










2. Ancho de la llave 
Función extrae_ancho 
function ancho = extrae_ancho(perfil,mmpx,longitud) 
%calculo del ancho de la llave 
  
llave = perfil{1}; %zona de los dientes de la llave 
  
%calculo del valor de la punta 
  
punta_llave = llave(end); 
llave_minimo = llave - punta_llave; %restandole el valor de la punta para que 
se inicien los cálculos desde cero 
x = (1:length(llave_minimo))*mmpx; %eje x 
  
flag = llave_minimo > 0; 
llave_minimo = llave_minimo.*flag; %inicie la representación desde 0 y no en 
calores negativos 
  
llave_minimo = flip(llave_minimo); 
  
%% Cálculos de ancho 
  
dientes = flip(perfil{1}); 
liso = flip(perfil{2}); 
x_f = (1:length(dientes))*mmpx; 
indice_s = find(x==longitud); %posición en x del shoulder, no mm 
  
cuerpo = diff(llave_minimo(1:indice_s)); %buscamos el primer cambio plano 
después del shoulder para calcular el ancho 
i = find(cuerpo<0,1,'last')+1; 
  
%cálculo anchura llave 
  
ancho_x1 = dientes(i); 
ancho_x2 = liso(i); 
ancho_mm_y = ancho_x1 + abs(ancho_x2); 
ancho_mm_x = x_f(i); 
plot(ancho_mm_x,ancho_mm_y,'ro'); title('Selección de shoulder'); 
hold off 
ancho = ancho_mm_y; 
end 
3. Cuts y boundaries de la llave 
Función extrae_surcos 
function [cuts, boundaries] = extrae_surcos(med,hoja,llaves_prop) 
%% funcion que devuelve los cuts y los boundaries de las llaves_prop 
  
punta_llave = hoja.y(end); 
llave_minimo = hoja.y - punta_llave; 





[~,ia,~] = unique(cutsmin); %minimos locales 
  
j = 1:length(ia);    
m = [ia(j),llave_minimo(ia(j))']; 







c = agrupar(m',hoja); %cuts agrupados de la imagen 
  
%relacion de cuts y boundaries de los cuts posibles con las llaves prop 
  
num_llaves = length(llaves_prop); 
  
if isempty(num_llaves) 




    if datos == 0 
                
     [cuts.cuts(ind,:), 
boundaries.boundaries(ind,:),boundaries.numero(ind,:)] = 
relaciona_cut(med,llaves_prop,punta_llave,c,ind); 
      
    else 
      cuts.cuts(ind) = 0; % no hay concordancia entre las llaves encontradas 
y los cuts y boundaries hallados 
      boundaries.boundaries(ind) = 0; 
      boundaries.numero(ind) = 0; 




function final = agrupar(minimo,hoja) 
%% agrupan los mínimos encontrados, reduce el número de mínimos 
   
%preparacion de la hoja 
punta_llave = hoja.y(end); 
llave_minimo = hoja.y - punta_llave; 
  
  
vector = zeros(3,length(minimo)); 
%1: posicion x 
%2: posicion y 
%3: clase 
  
[a,~]=sort(minimo(1,:)); %minimos ordenador por posicion x 
vector(2,:) = llave_minimo(a); 
vector(1,:) = hoja.x(a); 
  
figure; plot(hoja.x,llave_minimo);title('minimos agrupados'); 
hold on 





%se van a agrupar por distancias entre puntos 
distancias = zeros(1,length(vector)-1); 
for i=1:length(vector)-1 
     distancias(i)=norm(vector((1:2),i)-vector((1:2),i+1)); 
end 
 normalizado = (distancias -min(distancias(:)))/(min(distancias(:))-
max(distancias(:))); 
for i = 1:length(distancias) 
  
    if i ~= length(normalizado) 
        if normalizado(i) > -0.5 
            vector(3,i) = cut; 
            cut = cut + 1; 
            vector(3,i+1) = cut; 
        else         
            vector(3,i) = cut; 
        end 
     else 
        if normalizado(i) > -0.5 
            vector(3,i) = cut; 
            vector(3,i+1) = cut + 1; 
        else 
            vector(3,i) = cut; 
            vector(3,i+1) = cut; 
        end     
    end 
     
end 
  
%eliminamos posibles mínimos en la punta de la llave 
  
v_long = vector(1,:); 
v_clase = vector(3,:); 
posicion = 0; % cuantas posiciones hay que reducir los minimos 
  
for j =1:length(v_long) 
    if (v_long(j) < 3.5) 
        posicion = posicion + 1; 
    end 
end 
  
   %comprobación que no nos hemos dejado ninguno sin clasificar bien por la 
   %tolerancia del 3.5 
    
   %OJO si se pasa la tolerancia y la clase es de la siguiente puede dar 
   %error CUIDADO con las TE 
    
   while 1 
       if v_clase(posicion+1) == v_clase(posicion) 
           posicion = posicion + 1; 
       else 
           break; 
       end 
   end 
    
   %El vector empezaría en posicion+1 
   posicion = posicion + 1; 
   clasificacion = vector(:,(posicion:end)); 
   clasificacion(3,:) = clasificacion(3,:) - vector(3,posicion)+1; 
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   %De los minimos localizados nos quedamos con el mínimo de cada cut 
    
   m = max(clasificacion(3,:)); 
   indice=1; 
    
    for k =1:m 
        v1 = (clasificacion(3,:)==k); 
        t=v1.*clasificacion(2,:); 
        [~,b]=find(t); 
        [aux(1,indice),aux(2,indice)] = min(clasificacion(2,v1)); 
         
         
        %localizacion del cut 
        i_t(indice) = b(aux(2,indice)); 
        indice = indice + 1; 
    end 
     
      
    hold on 
    plot(clasificacion(1,i_t),clasificacion(2,i_t),'r*','LineWidth',3); 
    hold off 
     
    final.numero_cuts = length(i_t); 





function [cu,bo,bon] = relaciona_cut(med,llaves_prop,mi,cuts,ind) 
%%calculo de cuts,boundaries y número de boundarie 
  
  
%% datos de la llave a clasificar 
ancho = med.bladeWidth; 
largo = med.bladeLength; 
minimos = cuts.cuts(1:2,:); 
rel_cuts=minimos(1,:)./largo; 
  
%% Valores minimos y maximos 
  
    relacion_l = llaves_prop(ind).relacion_length; %relacion de largo con los 
jsons 
    taml = length(relacion_l); 
  
    for j=1:taml 
    resta(:,j) = (relacion_l(j) - rel_cuts)/relacion_l(j); 
  
    puntos(:,j) = encuentracut(resta,minimos,j); 
    




    relacion_a = llaves_prop(ind).relacion_width; 
    tama = length(relacion_a); 




    r_a = (puntos(2,:)+mi)/ancho; % relacion de los minimos con el ancho  
     
        for i=1:tama 
        resul_b(i,:) = (relacion_a(i) - r_a)./relacion_a(i); 
        end 











function punto = encuentracut(resta,minimos,i) 
%% elige un punto entre todos los puntos que se han encontrado con la 
relación entre longitud y ancho  
  
indice = find(resta(:,i) <0.09 & resta(:,i) >-0.09); 
  
if isempty(indice) 
 punto = [0;0]; 
else 
 puntos = minimos((1:2),indice); % puntos minimos encontrados 
 tam=length(puntos); 
 if(mod(tam,2) == 0) 
     ind = tam/2; 
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