In this paper we develop a method for the nonlinear filtering of dynamic population codes with unknown latent dynamics. This method is based on a parameterized function which updates beliefs while keeping the dimension of the belief space constant. In order to optimize this function, we construct a graphical model representation of the belieflatent state dynamics, and show that a certain marginalization of the graphical model has the form of a conditional exponential family harmonium. This marginalization allows us to maximize the likelihood of observations, and thereby optimize the parameterized function, by the method of contrastive divergence minimization. By defining the parameterized function as a multilayer perceptron, we show how the stochastic contrastive divergence gradient may be computed with backpropagation. We conclude by demonstrating the effectiveness of this approach on a filtering problem based on a stochastic pendulum.
Introduction
Because perception often feels like an automatic process, it is easy to forget that we do not perceive the world directly, but rather only indirectly through vast populations of neurons which spike in response to the stimulation of our sense organs. Before we may behave intelligently, our brains must first solve the problem of how to turn noisy, indirect observations into an estimate of the unknown state of the world. This problem is known as the filtering problem, and the Bayesian approach to this problem is known as recursive Bayesian filtering.
In the Bayesian approach to filtering, the unknown state of the world is referred to as the latent state, and estimates of the latent state are represented by probability distributions. These probability distributions are in turn encoded as beliefs, and the goal of filtering is to ensure that, over time, the distributions encoded by our beliefs represent the actual latent state as accurately as possible. In order to solve the filtering problem, we must perform two fundamental computations at every time step: Firstly, we must update our belief about the latent state at the previous time to a belief about the latent state at the current time based on our knowledge of the latent dynamics. Secondly, we must combine this updated belief with our new observation.
Formally speaking, recursive Bayesian filtering involves using Bayes rule to combine a new observation with an optimal prior, where the optimal prior contains all the available information about the latent state of the system (Haykin, 2004; Thrun et al., 2005; Särkkä, 2013) . Posteriors which result from an exact application of Bayes rule to an observation and an optimal prior lose no information about the latent state, and are known as optimal beliefs. For finite state systems, as well as linear systems with Gaussian noise, exact, closed form solutions exist for the filtering problem (Kalman, 1960; Elliott et al., 1995) . In the case where the dynamics of the system are nonlinear, numerous methods have also been developed to perform approximate filtering, and nonlinear filtering remains an active area of research (Wan et al., 2000; Ko and Fox, 2009; Newton, 2015) .
In the case of our brains, a belief is typically defined as the vector of firing rates of a particular population of neurons. Population codes (Zemel et al., 1998; Pouget et al., 2000; Wu et al., 2002) are stochastic models of populations of neurons which have been applied to modelling a variety of cognitive tasks such as decision making (Beck et al., 2008) , multi-modal integration (Deneve et al., 2001; Deneve and Pouget, 2004) , and causal inference (Lochmann and Deneve, 2011) . For the purposes of filtering, population codes have the invaluable property that the optimal encoding of the posterior distribution of a population response and an optimal prior encoded as a rate vector may be computed as a linear combination of the response and the rate vector (Ma et al., 2006; Doya, 2007) .
Population codes may be generalized to dynamic population codes, which are continuous-time stochastic processes composed of infinitesimal population codes. Analogous to the case of linear systems with Gaussian noise, optimal filtering of dynamic population codes where the latent dynamics are known and linear can also be solved exactly (Deneve et al., 2007; Huys et al., 2007; Susemihl et al., 2013) . This work is based on the fact that for linear dynamical systems, if the current belief is given by a rate vector, then the subsequent optimal prior may also be encoded as a rate vector, and therefore a linear combination of the prior encoding with the subsequent response exactly implements Bayes rule. Unfortunately, since the optimal prior is only guaranteed to be encodable as a rate vector in the case where the latent dynamics are linear, nonlinear filtering with dynamic population codes has remained an open problem.
Our brains regularly solve nonlinear filtering problems without built in knowledge of the dynamics of the world, and the goal of this paper is to generalize the application of population code filters to systems where the latent dynamics are nonlinear and unknown, in order to provide a more complete model of filtering in neural systems. In particular, we develop a graphical model of the transitions of a Markov process composed of the latent dynamics, the population response, and the belief dynamics, where the belief dynamics are determined by a parameterized function called the prior belief function. The prior belief function computes subsequent priors from current beliefs, and is defined as a map from the space of rate vectors to the space of rate vectors. Since computed priors are guaranteed to have the form of a rate vector, the prior belief function reduces the computation of the transitions of the belief process to computing the subsequent prior and adding the result to the subsequent response in accordance with Bayes rule.
At every transition of the belief process we observe a current belief and a subsequent response, and so we may optimize the prior belief function by maximizing the likelihood of the belief-response pairs gathered from sample paths of the process. Since we cannot compute the true optimal beliefs, but rather only approximate beliefs, we must somehow avoid maximizing the likelihood of erroneous beliefs when maximizing the likelihood of sample paths. As we show, since the initial optimal belief is equal to the initial response, we may overcome this problem by initially training the prior belief function on sample paths of a single transition, and then gradually increasing the length of the sample paths.
In order to maximize the likelihood of belief-response pairs, we take advantage of the exponential family structure of population codes (Beck et al., 2007) , and show that a particular marginalization of the graphical model has the form of a conditional exponential family harmonium (Smolensky, 1986; Welling et al., 2004; Taylor, 2009 ), which in turn allows us to apply contrastive divergence minimization to approximately maximize the likelihood (Hinton, 2002; Bengio and Delalleau, 2009) . Although the likelihood gradient we derive is general to any form of parameterized function, the definition of the prior belief function requires that its codomain be the rate space, which is the space of real vectors with non-negative elements. In order to define the prior belief function appropriately, we rederive multilayer perceptrons using the mathematics of exponential families, which allows us to define a multilayer perceptron with a codomain equal to the rate space. By defining the prior belief function as such a multilayer perceptron, we may express the likelihood gradient of the prior belief function using backpropagation, while keeping the calculated rates within the required bounds.
In order to demonstrate this method, we train our model to filter a dy-namic population code driven by a stochastic pendulum, and show how the resulting belief process successfully estimates the latent state of the system over extended periods of time. We then discuss the results of our simulations, and examine the relationship between the method developed in this paper and other approaches to nonlinear filtering. Finally, in closing, we consider the relevance of this work for computational neuroscience, and in particular study how the model learns to maintain a stable hill of activity in the rate space, and how the model successfully filters the dynamic population code even as the strength of the population response is varied over time.
Coding Theory
In this section we introduce exponential families, exponential family harmoniums, and the additive solution to Bayes rule, which describe the form of the latent and belief spaces, the encoding and decoding distributions, and the computational means to update our beliefs, respectively. Both in this section and in the rest of the paper we observe the following notational conventions with respect to probability distributions: The letter P is used exclusively to denote distributions of random variables, whereas the letter Q is used to denote distributions which have been somehow derived or directly constructed. In both cases, the lower case letters p and q denote the corresponding density functions of the distributions in question.
Exponential Families
Where n is the dimension of the sample space, a d-dimensional exponential family is a manifold M of probability distributions on n , equipped with a dual pair of coordinates systems known as the mixture parameters H ⊂ d and the natural parameters Θ ⊂ d . Where is a sigma algebra on n , we define a particular exponential family by a pair (s, µ), where s:
n → H is the sufficient statistic, and µ:
→ is the base measure. Given a pair (s, µ), the density q of the distribution Q ∈ M parameterized by θ ∈ Θ satisfies the equation
is the log-partition function. The log-partition function of an exponential family is convex, and the convex conjugate φ : H → is equal to the negative entropy of the given distribution. Moreover, the gradients ∂ θ ψ: Θ → H and ∂ η φ : H → Θ define the coordinate transformations between the mixture and natural coordinate systems, and for simplicity we denote them by τ := ∂ θ ψ and τ * := ∂ η φ, respectively (Amari and Nagaoka, 2007; Wainwright and Jordan, 2008; Nielsen and Garcia, 2009 ).
Harmoniums
An exponential family harmonium (Welling et al., 2004 ) is a generalization of the well known restricted Boltzmann machine (see Bengio, 2009) . Given the probability space (Ω, P), we define a harmonium as a pair of random variables (X , Z): Ω → n × m , where the joint distribution P X Z is an element of a certain form of exponential family M . In particular, let M X and M Z be exponential families with natural parameter spaces Θ X and Θ Z , defined by arbitrary base measures and sufficient statistics (s X , µ X ) and (s Z , µ Z ), respectively. We define M in terms of M X and M Z by the sufficient statistic and base measure (s, µ), where µ = µ X × µ Z , and both s and the parameters θ ∈ Θ are defined by the equation
where θ X ∈ Θ X and θ Z ∈ Θ Z are known as biases, and Θ ∈ Θ X ⊗ Θ Z is the interaction matrix, which together form the component parameters of θ . We depict the graphical model structure of a harmonium in figure 1 .
Given a set of exponential families
, the product family M X = M X 1 × · · · × M X n is also an exponential family, where each distribution P X ∈ M X is given by p X = n i=1 p X i , where P X i ∈ M X i . Now, a restricted Boltzmann machine is typically defined in terms of the density p X Z (x, z) ∝ e −E(x,z) over binary vectors, parameterized by W, a, and b, where E : n × m → is the so called energy function defined as
This is equivalent to a harmonium where both M X and M Z are product families of independent Bernoulli distributions, where the parameters are defined by Θ = W, θ X = a, and θ Z = b.
Additive Bayes Rule
For simplicity, let us now assume that M Z in the definition of the harmonium (X , Z) is a natural exponential family, which means that the sufficient statistic s Z is the identity function. It is straightforward to show that the conditional distribution P X |Z satisfies
and therefore that P X |Z=z is an element of M X with parameters θ X + Θ · z, such that we may interpret P X |Z=z as the distribution with parameters given by the affine function θ X |Z (z) → θ X + Θ · z. Since θ X |Z is well defined over the entirety of H Z , we generalize the conditional distribution P X |Z , and define the decoding distribution of each element z of the mixture parameter space H Z as the distribution Q X |Z=z ∈ M X defined by the parameters θ X |Z (z).
Suppose now that we are given an encoding z ∈ H Z , and we interpret Q X |Z=z as the prior distribution of X . Given the realization ω ∈ Ω and the observation n = Z(ω), Bayes rule tells us that the posterior distribution
Since it can also be show that P Z|X =x is given by
we see that Q X |N =n satisfies
and therefore that the posterior Q X |N =n is an element of M X with natural parameters θ X + Θ · (n + z).
The bias θ X may be interpreted as an additional way to insert prior information into the application of Bayes rule; in this paper, however, we generally assume that θ X = 0. Given this, the posterior distribution may then be expressed by Q X |N =n = Q X |Z=n+z , such that the application of Bayes rule in the context of harmonium-based encodings may be reduced to the addition of a prior encoding and a given observation (Ma et al., 2006) .
Population Codes
We ultimately wish to use harmoniums to describe populations of neurons, and so our next step is to fix the exponential families M X and M Z appropriately, and determine the parameters θ Z and Θ of the harmonium (X , Z). In general, the standard way to do determine the parameters of a harmonium is to gather a set of independent samples from a target distribution and then maximize the log-density of the samples with respect to the parameters, which consequently improves the ability of the elements of H Z to encode the given samples. In this paper, however, we concern ourselves with samples from the phase spaces of simple mechanical systems, for which there are two reasons why the method of maximum likelihood, at least at this stage, is not an ideal approach.
Firstly, in typical applications of harmoniums, the probable data lies in a small section of the support of P X and has a great deal of internal structure, and the purpose of maximizing the likelihood is to find this section and untangle the structure. If we consider the phase space of a simple mechanical system, however, the distribution of sample trajectories on the phase space is typically both widespread, and not especially complicated. Secondly, recall that the parameters of the decoding distribution Q X |Z may be computed by an affine function θ X |Z : H Z → Θ X . Now in many cases Θ X is unbounded, and so we need not doubt that θ X |Z evaluates into Θ X when learning the parameters of θ X |Z . Unfortunately, in our case, M X will be some variant of manifold of multivariate normal distributions with unknown variance, the natural parameter spaces of which are indeed bounded.
Since we know the structure of the data we wish to encode, we instead construct our harmonium directly, and thereby avoid any problems with the boundedness of the natural parameter space. In particular, when M Z is defined to be the product family of m independent Poisson distributions, a harmonium is often equivalent to a population code. Population codes are defined by a vector of tuning curves f = ( f 1 , . . . , f m ), where f i :
n → H Z i , which map latent states to firing rates of a Poisson population, with peak rates at the preferred stimuli {x
. The equivalence between harmoniums and population codes is easy to see when M X is the manifold of normal distributions: since s X (x) = (x, x 2 ) and θ i2 < 0, when we let θ i1 = x 0 i θ i2 , we find that the conditional mixture parameters of the harmonium
which is a Gaussian tuning curve with peak at x 0 i (figure 2). In addition to their tuning curves, population codes are often parameterized by a positive-valued gain which scales the total rate of the population of neurons. The theory of gain modulation in population codes emerged from the observation that for many neural models, the total rate of population responses are independent of the stimulus itself (Salinas and Thier, 2000; Blohm and Crawford, 2009 ). Now, for the gain to be proportional to the total rate and independent of the stimulus x, m i=1 f i (x) must be constant. In the Gaussian case, if we assume that the support of the data is a bounded subrectangle of n , and that the preferred stimuli are uniformly distributed over a large enough region containing this support, then the total rate of the population converges to a constant as the density of the preferred stimuli is increased (Ma et al., 2006) .
By solving a few equations one may show that in order to define a harmonium as a population code with normal decoding distributions, preferred stimuli {x
, and tuning width σ 2 , one should set the interaction parameters θ i j to
, and the biases θ Z i to
Multivariate cases may be similarly solved and expressed.
Dynamics
In this section we combine a sequence of population codes with a transition distribution over the latent states in order to model the response of a population code to a latent process over time. We then construct a belief process by defining a function which computes an encoding of the optimal prior, and using Bayes rule to combine the computed encoding with the response at every time step. We conclude by deriving the continuous-time version of the complete belief-latent state process, which allows us to describe the solution of the filtering problem for the case of linear dynamics. The responses and beliefs both live in the rate space H Z , and so it would be reasonable to denote either the responses or beliefs with the letter Z. Nevertheless, to emphasize the countable nature of the observations, we denote population responses by N , and reserve Z for beliefs. In addition, since we no longer need to refer to the elements of random vectors, we abandon our previous usage of subscripts to denote vector elements, and use subscripts instead to indicate a stochastic process at a particular time.
Hidden Markov Processes
Given the time discretization h ∈ + , consider the sequence of population codes (X hk , N hk ) k∈ on the probability space (Ω, P), jointly distributed at every time point t ∈ {hk | k ∈ } according to the tuning curves f and gain hγ. Since the joint distributions P X hk ,N hk are independent of time, we denote the encoding distributions in general by Q N h |X := P N hk |X hk , ∀k. Similarly, since the decoding distributions are independent of the gain as well as time, we continue to use Q X |Z to denote the generalized decoding distribution.
Where a: n → n is known as the drift and B: n → n ⊗ n is known as the diffusion, we define the dynamics of the latent process (X hk ) k∈ with the latent state Markov kernel Q X |X , which at every x is a normal distribution with mean x + ha(x) and covariance hB(x) · B (x). Given these definitions, we may construct the hidden Markov model depicted in figure 3 by taking Q N h |X to be the emission distribution and Q X |X to be the transition distribution.
Belief Processes
A optimal belief process (Z hk ) k∈ is a process which loses no information about (X hk ) k∈ as (Z hk ) k∈ evolves over time. In general, since N 0 is all the available information about X 0 at the beginning of a dynamic population code, we may equate Z 0 with N 0 . Given a realization ω, the initial belief z 0 = Z 0 (ω) = N 0 (ω), and the subsequent response n h = N h (ω), the graphical model of the dynamic population code tells us that the distribution over the latent states at time h is given by
which has the form of Bayes rule with respect to the optimal prior P X h |Z 0 =z 0 , and the observation n h .
Let us refer to the function g: H Z → H Z as the prior belief function, and model the optimal prior P X h |Z 0 =z 0 with the distribution Q X |Z=g(z 0 ) . If P X h |Z 0 =z 0 = Q X |Z=g(z 0 ) , then the rate n h + g(z 0 ) exactly encodes the posterior P X h |Z 0 =z 0 ,N h =n h , and is therefore an optimal belief. By extension, let us define the belief process (Z hk ) k∈ by the recursive equation
, where Z 0 = N 0 . We may describe this belief process in terms of the belief-state kernel Q Z |Z=z,N =n defined at z and n as the Dirac distribution at g(z) + n . By combining the belief-state kernel with the latent-state kernel and emission distribution, we may define the density of the Markov kernel Q X ,N ,Z |X ,Z as the product Here we depict a Markov process composed of the latent process, dynamic response, and belief process. The arrow from Z t to Z t+h represents the contribution of the prior belief function, the result of which is added to N t+h in order to fully calculate Z t+h . We refer to the continuous-time analogue of this model as a belief jump-diffusion.
which describes a hidden Markov process coupled with a belief process, as depicted in figure 4 .
If for any ω ∈ Ω, g satisfies P X t+h |Z t =Z h (ω) = Q X |Z=g(Z t (ω)) , then the process (Z hk ) k∈ is an optimal belief process, with a time-invariant optimal belief kernel Q X |Z := P X h(k+1) |Z hk , ∀k. In most cases, such an optimal g does not exist, and we must approximate the optimal belief. In the case of continuous-time, linear dynamics, however, an optimal g does in fact exist.
Continuous-Time Limits
By taking continuous-time limits of the Markov kernel Q X ,N ,Z |X ,Z , we may form the Ito diffusion (X t ) t∈ + on the probability space (Ω, P) defined as a solution of the stochastic differential equation
where (W t ) t∈ + is a Brownian motion, as well as the inhomogenous Poisson process (N t ) t∈ + with stochastic rate η Z|X (X t ) (Figueroa-López, 2012; Ceci and Colaneri, 2012) . Moreover, if we suppose that for small h, g(z) ≈ z + hġ(z), whereġ represents the Bayes optimal vector field on H Z , then the continuoustime limit of the Markov kernel Q X ,N ,Z |X ,Z may be used to define the belief jump-diffusion (X t , Z t ) t∈ + which solves the coupled stochastic differential equation
If we assume that M X is the manifold of multivariate normal distributions, that the drift is a linear function given by A ∈ n ⊗ n , and that the diffusion B is independent of the latent state, then an optimalġ exists and has the forṁ
where Deneve et al., 2007; Beck et al., 2011; Susemihl et al., 2013) . Intuitively, G 2 drives the rate of the population in proportion to the linear dynamics A, G 3 suppresses the rate of the population in proportion to the diffusion B, and z 0 is a parameter which encourages the average rate of the belief process to remain near z 0 . The goal of this paper is to develop a prior belief function for the case of unknown, nonlinear dynamics. In doing so, we abandon closed-form expressions for the optimal prior belief function, and instead make use of a parameterized prior belief function which we optimize by maximizing the likelihood of partial observations of the discrete-time belief jump-diffusion. Although we cannot compute the optimal priors for nonlinear systems directly, we can at least optimize a parameterized prior belief function so as to minimize the divergence of the decodings of computed prior beliefs from the true prior beliefs.
Maximum Likelihood
The prior belief function is used to model the optimal prior Q X |Z , and by extension defines Q X |Z,N and Q Z |Z,N . If we define the prior belief function as an element of a parameterized function space, and specify an appropriate distribution Q X Z over the states of the discrete-time belief jump-diffusion, then we may define a parameterized model Q X ,N ,Z ,X ,Z in terms of the product distribution of the parameterized Markov kernel Q X ,N ,Z |X ,Z and Q X Z . We may thus optimize a model of the belief jump-diffusion by maximizing the likelihood of partial observations of transitions of the optimal belief jump-diffusion.
It is critical to recognize that Q X Z does not simply represent the initial distribution over latent states and beliefs, but rather a distribution over latent states and beliefs at any time in the realization of the jump-diffusion. In a perfect world, Q X Z would be the time average over an optimal belief jumpdiffusion of a given duration 1 . Since, however, the world is not perfect, and we cannot compute the true distribution over beliefs for longer sample paths, we must improvise in our construction of Q X Z .
Conditional Harmonium Marginalization
Suppose the prior belief function g is parameterized by θ 0 ∈ Θ 0 , and we use it to define a parameterized Markov kernel Q X ,N ,Z |X ,Z as described in the previous section. Given a distribution Q X Z over latent states and beliefs, the product distribution of Q X Z with Q X ,N ,Z |X ,Z is the joint distribution Q X ,N ,Z ,X ,Z over an entire transition of the belief jump-diffusion. We may increase the likelihood of the partial observation (z, n ) with respect to this model by maximizing the log-density log q N ,Z (n , z) = log q Z (z) + log q N |Z (n | z). For now, let us ignore the first term and consider the problem of optimizing log q N |Z (n | z) exclusively.
Under fairly general conditions, two conditional distributions Q X |Y and Q Y |X are sufficient for determining a joint distribution Q X Y (Casella and George, 1992) . In our case, the definitions we have used in constructing the belief jump-diffusion are sufficient for determining the joint distribution Q X ,N |Z=z at any z ∈ H Z . On one hand, the graphical model of the belief jump-diffusion tells us that Q N |Z=z,X =x = Q N h |X =x , and therefore that Q N |Z=z,X =x is an element of M Z with parameters θ Z + s X (x ) · Θ. On the other hand, since we model the optimal prior Q X |Z with the prior belief function g, we know by extension that the model distribution Q X |Z=z,N =n is given by Q X |Z=g(z)+n , and therefore that Q X |Z=z,N =n is an element of M X with parameters Θ · (g(z) + n ). Based on our knowledge of the conditional distributions of a harmonium, we may therefore conclude that the density of Q X ,N |Z is given by
such that Q X ,N |Z=z ∈ M is the distribution of an exponential family harmonium with interaction matrix Θ, latent bias Θ · g(z), and observation bias θ Z .
Contrastive Divergence
Harmoniums and their variants afford likelihood maximization by gradient descent (Welling et al., 2004; Bengio, 2009 ). In our case, the gradient of the negative log-likelihood of Q N |Z given the observation (z, n ) is
where η X |Z (z) → τ X (θ X + Θ · z). Intuitively, the expectation in this equation is the difference between the prediction of the latent state based on the observation n on one hand, and the model expectation of N on the other.
Since we cannot directly compute the expectation in this equation, we rely on contrastive divergence minimization (Hinton, 2002) to do so approximately. In general, the expectations of an exponential family harmonium may be approximated by Gibbs sampling (Geman and Geman, 1984; Roberts and Polson, 1994) . Given the realization ω ∈ Ω, we begin Gibbs sampling by choosing an initial response n 0 ∈ H Z , and then iteratively generating a sample from the random variables
It can be shown that (X ∞ , N ∞ ) ∼ Q X ,N |Z=z , and therefore that these samples may be used to approximate the expectation in the log-likelihood gradient. Since generating an infinite number of iterates is expensive, the contrastive divergence gradient was developed as an approximation to the log-likelihood gradient. Computing the contrastive divergence gradient proceeds in the same way as maximizing the likelihood with Gibbs sampling, except instead of an arbitrary starting condition which we wish the sampler to forget, we let n 0 = n , which allows a useful gradient to be calculated after a handful of iterations.
Generating Sample Paths
Now that we can approximately maximize log q N |Z (n | z), let us return to the construction of the distribution Q X Z , and the first term in the log-likelihood log q Z (z). Given an initial distribution P X 0 over the latent states, since the initial belief is equal to the initial response, one may define a joint latent stateoptimal belief density as
Unfortunately, in order to train the prior belief function on trajectories longer than an initial transition, we require something which we do not have, namely, the optimal belief at every transition. The best we can do is to generate approximate beliefs with our model, and though an approximate belief is certainly better than no belief at all, we must proceed carefully in order to pursue a reasonable gradient.
Towards this end, it is helpful to consider the difference between the form and content of a particular population encoding. The form of an encoding is simply the vector z ∈ H Z , while the content is the information that z contains about the latent state as defined by the decoding distribution Q X |Z=z . Given a realization ω and an initial distribution P X 0 , we know that training the prior belief function on the partial observation (z 0 , n h ) = (Z 0 (ω), N h (ω)) minimizes the divergence of our model from the true model of the optimal filtering problem, and therefore maximizes the information that the encoding Z h has about X h . Since the likelihood gradient we derived depends only on the current belief through its content, once we have optimized the content of Z h , maximizing the likelihood of the partial observation (z h , n 2h ) = (Z h (ω), N 2h (ω)) should increase the information that Z 2h contains about X 2h .
Unfortunately, since the prior belief function is shared across all time steps, maximizing q N |Z (n 2h | z h ) changes the probability of generating z h in the first place, which may undermine the usefulness of maximizing this particular conditional density. This problem is exactly what maximizing the density q Z of observed beliefs is meant to address, and maximizing the complete log-likelihood thus maximizes the content of the code while preserving its current form. Now, if we are given an optimal belief on which to train the prior belief function, then preserving the form of the belief would indeed be sensible, as we would know that it is correct. However, when we do not know the form and care only about the content, it is not clear that preserving the form is a good idea. In fact, what we would wish when training on longer trajectories is to preserve the content while changing the form so as to render it amenable to recursive filtering. Although there is an argument to be made for scaling the two terms in the log-likelihood on a case by case basis, in this paper we simply ignore log q Z , and instead maximize log q N |Z exclusively, on sample paths of gradually increasing length.
Prior Belief Function
In this final section of theoretical development we define the prior belief function as a multilayer perceptron. There are two reasons why multilayer perceptrons form ideal prior belief functions. Firstly, in order to train the prior belief function we require an expression for the gradient ∂ θ 0 i g, which backpropagation readily provides (Rumelhart et al., 1986) . Secondly, multilayer perceptrons may be defined in terms of exponential families, which will prove helpful in keeping our beliefs bounded.
Given a set of l + 1 exponential families
, we define a multilayer perceptron as a function g:
where ent activation functions in the form of τ Y i . For example, the product family of independent Bernoulli distributions results in the logistic activation function, and the multivariate normal family with known covariance equal to the identity matrix results in an identity activation function, allowing the implementation of an affine final layer.
For a given input y ∈ H Y 0 , let us denote the sequence of natural parameters which result from the evaluation of g(y) by
, where w 0 = τ * Z (y). In order to pursue the gradient of an arbitrary error function ε: H Y n → with respect to the parameters of a multilayer perceptron, we first calculate the vector θ l y = ∂ g(y) ε(g(y)). Backpropagation is then the recursive algorithm for calculating the complete gradient ∂ θ 0 ε(g(y)) given by
where We may define a prior belief function g as a multilayer perceptron with a judicious selection of the manifolds {M Y i } (figure 5). In particular, by the definition of a prior belief function, the domain and codomain of g must be H Z . Since the use of multilayer perceptrons with more than three layers is difficult to justify without the use of more sophisticated methods (Hinton et al., 2006; Hinton, 2007) , we concentrate on the three layer case, and therefore let l = 2 and M Y 2 = M Y 0 = M Z . In order to make use of the well-tested logistic activation function, we let M Y 1 = M Y , where M Y is the product family of independent Bernoulli distributions. In turn, the manifold M Z determines the activation function in the final layer to be the exponential function, which thus ensures that the prior belief function evaluates within the bounds of H Z . With the prior belief function thus defined, we may finally attempt to maximize the likelihood of our model.
Simulations
In this section we describe in detail how to train and apply a prior belief function to approximately filter a dynamic population code driven by a damped stochastic pendulum. A stochastic pendulum is a two-dimensional Ito diffusion where the first dimension represents angular position, and the second dimension represents angular velocity. The drift of the stochastic pendulum featured in this section is given by a 1 (q,q) =q, a 2 (q,q) = −9.81 sin(q) − 0.1q, where 9.81 is the gravitational constant and 0.1 is the coefficient of friction, and the diffusion is given by
2 is the variance of the noise process, which interacts with the pendulum exclusively through the angular velocity. By restricting the noise to the velocity we add a degree of realism to the pendulum, and may imagine that the diffusion models unpredictable perturbations in the environment like strong winds and other annoyances.
To define the dynamic population code, we let M X be the product family of two independent normal distributions, such that M X is a four dimensional submanifold of the bivariate normal family, and we let M Z be the 144-dimensional product family of independent Poisson distributions. We define the parameters Θ and θ Z in terms of Gaussian tuning curves with tuning width given by σ 2 1 = σ 2 2 = 2, preferred stimuli distributed over a 12 × 12 grid on the rectangle
, and gain γ = 20. To define the multilayer perceptron, we let M Y be the product family of 50 independent Bernoulli distributions, which results in a multilayer perceptron with 14,594 parameters. We set the time step in our simulations to h = 0.1. We generate samples from the jump-diffusion by first generating an initial latent state x 0 = X 0 (ω) from a uniform distribution over [−π, π] × [−5, 5] , then generating a response n 0 = N 0 (ω) of this latent state from the population code at gain hγ = 2, and then setting this response to the initial belief z 0 = n 0 , allowing us to construct an initial state (x 0 , z 0 ) for the Markov process. Given this initial state, we then generate a sample path of length k + 1 using the model Markov kernel Q X ,N ,Z |X ,Z , thus producing k training samples
. We begin training the multilayer perceptron by using a learning rate of = 0.05 and sample paths of length given by k = 1. We set the number of contrastive divergence steps to n C D = 1, and when running contrastive divergence we generate 10 samples in parallel to approximate the expectation. We train the model for 1, 000, 000 iterations, over the course of which we gradually change the parameters to = 0.01, k = 10, and n C D = 5. An additional issue that arises in training is that rare events occasionally produce outliers in estimating the stochastic gradient, which we assume is due to the relatively high variance of the Poisson distribution. To deal with this we reject gradients for which the value of any individual derivative exceeds 2. This results in a rejection rate of roughly 1 in every 200 samples.
In order to validate the model, we generate initial states of the Markov process in the same manner as before, but with k = 200, which results in 20 seconds of simulation time. Since the duration of the validation paths grant the stochastic pendulum enough time to exceed the bounds of the period [−π, π] , and thus eventually the bounds of the preferred stimuli, we simply discard the paths for which the pendulum flips. For every ith state of every jth path denoted by (x i j , n i j , z i j ), we calculate the negative logarithms of q X |Z (x i j | n i j ) and q X |Z (x i j | z i j ). After generating 1000 validation sample paths, and dropping those paths for which latent state goes out of bounds, we generate a histogram (figure 6) of the resulting negative log-densities. The distribution of the belief negative log-likelihoods has a long tail, and so a small number of values are left off of the histogram.
In order to better understand the result of a single simulation, we generate a sample path with an initial latent state of x 0 = (1, 0), and visualize the results (figure 7). In particular, we visualize the latent angular position and velocity over time, and compare them with the mean of the decoding distribution based on responses, on one hand, and the beliefs, on the other. In addition, since the total rate of a population encoding is approximately proportional to the precision of the decoding distribution, we visualize the precision of the decoding distributions by comparing the total spike count of each response with the total rate of the belief. All simulations presented in this paper were developed in Haskell, and are available with the library with name and version goal-0.1 on the Haskell library database hackage.haskell.org, and on the darcs host hub.darcs.net. The simulations were computed on a 4-core 2.7 gigahertz processor, and ran primarily on a single core. With this system, computing the million iterations to train the prior belief function takes about half a day, computing the thousand sample paths for validation takes a few minutes, and generating a single sample path for visualization takes less than a second. Although training a prior belief function is slow, the approximate filtering itself may be computed in real time.
Discussion
Based on the results presented in figures 6 and 7, we conclude that our parameterized prior belief function has learned a good model of the optimal prior, as the generated beliefs reliably contain more information about the stimulus than the population responses alone. The population responses serve as a good baseline for performance because if an approximate belief cannot provide more information about the stimulus than the response alone, then one should discard the belief and rely exclusively on the response. This is not to say that coming close to the baseline is not an achievement. When modelling the prior belief function, initialized multilayer perceptrons result invariably in divergent belief processes. Even for the model to learn to suppress all prior knowledge and rely exclusively on responses takes time and a reasonable gradient. Nevertheless, the method developed in this paper allows our model to exceed this, and we suspect that the simulation statistics could be further improved by increasing the number of model parameters and amount of training time, or by applying more recent developments in deep learning (Hinton et al., 2006; Srivastava et al., 2014 ). An alternative to rejecting simulations which run out of bounds would be to define M X as a product of a normal family and a von Mises family. A von Mises family is an exponential family, and a von Mises distribution is intuitively a normal distribution wrapped around the interval [−π, π] . For the purposes of training, we only require the ability to generate samples from M X , and generating samples from the von Mises distribution is indeed possible (Best and Fisher, 1979) . However, since there is no closed form expression for the von Mises density, we cannot directly analyze the log-likelihood statistics of the results, and so we chose to remain with the pair of independent normal families for the purposes of validation.
From a certain point of view, the central empirical question of this paper has been whether or not a parametric prior belief function trained on short simulations can generalize to filtering problems of a longer duration. This question arises from the hypothesis that, in lieu of truly Markovian beliefs, the optimal model of a single belief transition should generate beliefs which are as Markovian as possible. If we therefore assume that an optimal belief distribution can be described by its recent history, we would expect that short training simulations would be sufficient for approximating it. The fact that short paths are indeed sufficient for training a good model of the optimal jump-diffusion appears to support our hypothesis.
Most methods for filtering unknown systems rely on first optimizing a parametric model of the latent dynamics of the system, and then applying a conventional filtering method with the trained model taken as the true model. Of these methods, those which apply expectation-maximization are nearest to what we have developed here (Smith and Brown, 2003; Haykin, 2004; Schön et al., 2011) ; on one hand, expectation-maximization reduces an upper bound on a negative log-likelihood, and on the other, our method descends an approximate gradient of a negative log-likelihood. Nevertheless, our approach remains distinct from these because our method models the optimal belief dynamics directly, as opposed to modelling the latent dynamics as part of a larger algorithm.
For this reason, the filters we train have more in common with projection methods for nonlinear filtering (Brigo et al., 1998; Armstrong and Brigo, 2013) . In these approaches, the optimal posterior is continually projected back onto a selected exponential family manifold in order to approximate the optimal belief with a finite dimensional vector. In this context, our method can be interpreted as training a parametric function to approximate these projected vectors. Nevertheless, our method is unique amongst such projection methods, due to the maximum likelihood approach to learning the filter, and the greater complexity of the filtering problems it is capable of solving.
The model we have constructed has a number of attractive features as a model of nonlinear filtering in neural systems. To begin, it is important not to forget that while the visualization of the single simulation depicted in figure 7 offers an understanding of how estimates of the latent state evolve over time, the state space of the belief process is H Z , and so what is evolving over time is not a multivariate normal distribution, but rather a collection of dynamic rates in the form of (Z t ) t∈ + . To highlight this difference and help understand the belief code itself, we depict in figure 8 the computation of a single belief Step: A complete step from an update of the trained belief process at ten seconds into a simulation. Each image is a pixel map, where the opacity of each pixel is equal the rate of a neuron normalized to within 0 and 4.35, and the (row, column) location of the pixel is ordered according to the (velocity, position) of the preferred stimulus of the neuron. Counting from left to right, the first pixel map is of the current belief (red), the second is of the subsequent prior (blue), the third is of the subsequent response (black), and the fourth is of the subsequent belief (red). From these encodings we may infer that the pendulum is moving upwards in its phase space along the left side.
transition. Among other properties, this figure demonstrates how the prior belief function maintains the noisy hill of activity often seen in population code research (Pouget et al., 2000; Deneve et al., 2007; Beck et al., 2011) .
The gain-independence properties of population codes have also been thoroughly studied in the literature, and our model manifests such properties as well. On one hand, as can be seen in figure 7 , the total rate of the beliefs remains roughly constant over the course of the simulation, and thus independent of the latent state. On the other hand, and perhaps more surprisingly, although we trained the model exclusively on responses generated with a gain of 20, the trained model can successfully filter in simulations where the gain is as little as 5, as large as 100, or is even varied over time, as depicted in figure 9 . This suggests that a neural network driven by an observation model with a stimulus-independent total rate can learn to solve filtering problems in a manner which independent of the gain.
Our work was originally motivated by the intuitions that population codes behave like stochastic feature detectors (Zemel et al., 1998) , and that regression problems are easier to solve in high-dimensional feature spaces. We therefore expected that we could model the optimal belief dynamics directly in the belief space, while maintaining a degree of biological realism. Indeed, the components of our method, namely population codes, contrastive divergence, and multilayer perceptrons, each have a substantial literature demonstrating their applicability as neural models (Pouget et al., 2013; Makin et al., 2013; Bengio et al., 2015) . Although in this paper we have not undertaken any direct comparison of our results with empirical data, we nevertheless expect that our method would serve to model nonlinear filtering in real neural systems. Figure 9: Variable Gain Simulation: This simulation was generated with the same parameters as the simulation in figure 7 , except instead of a constant gain of γ = 20, we sinusoidally vary the gain between 5 and 40. The belief process maintains an accurate encoding of the latent state regardless of the gain. The difference between the total belief rate and the total response also remains constant as the gain is varied, which indicates that the prior belief function tends to retain a constant amount of information about past, regardless of the gain used to generate the responses.
Finally, although set within the computational neuroscience literature, the true unifying theory of this work is the mathematical theory of exponential family probability distributions, which we have applied to describe multilayer perceptrons and exponential family harmoniums, and by extension population codes. One computation in particular underlies nearly all computations in these various models, namely evaluating an affine function from the mixture coordinates of one exponential family manifold to the natural coordinates of another, and then sending this result back into the mixture parameter space. Whether this operation is evaluating a tuning curve, computing an activation function, or generating a sample, the fundamental theory is more or less the same. As such, we propose that the theory of exponential families serves as a unifying theory of fundamental mechanisms in computational neuroscience, a proposal which we hope to pursue in further work.
