In 1991 Perkins [7] showed that the normalized critical binary branching process is a time inhomogeneous Fleming-Viot process. In the present paper we extend this result to jump-type branching processes and we show that the normalized jump-type branching processes are in a new class of probability measure-valued processes which will be called "jump-type Fleming-Viot processes". Furthermore we also show that by using these processes it is possible to introduce another new class of measure-valued processes which are obtained by the combination of jump-type branching processes and Fleming-Viot processes.
Introduction
In the theory of measure-valued Markov processes there are two basic classes; one is the class of measure-valued branching processes and another one is of Fleming-Viot processes.
The measure-valued branching process is obtained as a weak limit of properly scaled branching particle systems and it is also extended to the class of with jumps, where the branching particle system is a typical example of population models such that each particle moves and branches independently, especially, in the (critical) binary branching case each particle dies at random time and produces 0 or two offsprings with probability 1/2 (cf. Ethier and Kurtz [4] or Dawson [1] ). Note that in this paper we only consider the critical case, i.e., the case where the branching mean is one. So the binary branching process always means the critical binary branching process (this is also called the Dawson-Watanabe process, or the critical binary branching superprocess).
On the other hand, the Fleming-Viot process is well-known as a model in the theory of population genetics introduced by Fleming and Viot [6] in 1979 and recently investigated actively, e.g., Ethier and Kurtz [4] , [5] , Dawson [1] , Donnelly and Kurtz [2] , [3] and so on. This is a probability measure-valued diffusion obtained as the infinite population limit of the distribution of allelic frequencies in a genetic model with mutation (the simplest model is the Moran particle system, in which at each random time a pair of particles is selected and one particle jumps to the location of another particle.
There exists a relationship between the binary branching process and the FlemingViot process as follows: Perkins [7] established that the conditional law of the normalized binary branching process given a non-random total mass process is a time inhomogeneous Fleming-Viot process (see the last of this section with θ = 1). However for the general measure-valued branching processes with jumps, such relations are not yet obtained.
The aim of this paper is to obtain the Perkins-type relations for jump-type branching processes. In order to do it, we introduce a new class of probability measure-valued processes which will be called the jump-type Fleming-Viot processes and give the Perkins-type relations of them. This result also suggest that jump-type Fleming-Viot processes will be useful to built larger classes of measure-valued jump-type processes. We give examples of such processes by considering the combination of branching processes and Fleming-Viot processes.
The paper is organized as follows. In §2 we show the well-posedness of the martingale problem for the time inhomogeneous jump-type Fleming-Viot process. This process can be constructed as a scaling limit of a "generalized Moran particle system". Note that in the recent paper of Donnelly and Kurtz [3] essentially the same type martingale problem is treated (compare the equations of L g t F h (µ) described after Theorem 2.1 of this paper and (4.2), (4.4) of [3] ). They use the method of countable particle representations of the measure-valued processes. However we investigate the processes more directly and also give the semi-martingale representations as jump-type measure-valued processes.
In §3 we consider a simple model of branching particle systems with interaction. Namely, at each random time one particle dies and produces j particles with probability q j (j = 0, 1, 2, . . . ) at the location of another particle (for more detail definition, see §3). This model is called the sampling branching particle system or, simply, the SB-particle system. We show that the same scaling limit exists as in the branching case, and it is unique in the sense of the martingale problem. We call the limit as the jump-type branching Fleming-Viot process. We also show that another scaling limit exists uniquely and the total mass process is an absorbing Lévy process. This limit is called the jump-type branching Fleming-Viot-like process.
Let S be a compact metric space, and set D = D([0, ∞) → S) be a path space of right continuous functions with left-hand limit. Let (w(t), P x ) t≥0,x∈S be an S-valued time homogeneous Borel strong Markov process starting from x with sample paths in D. We denote the transition semi-group by (P t ) and the generator by A with a domain D(A) ⊂ (C(S), · ), where C(S) is the family of continuous functions on S and · = · ∞ denotes the supremum norm. We suppose that this semi-group is a conservative Feller semi-group, i.e., a strongly continuous contraction conservative semi-group on C(S).
Let M F = M F (S) (resp. M 1 = M 1 (S)) be the family of finite Radon measures (resp. probability measures) on S with the weak topology, that is, µ n → µ in M F (resp. in M 1 ) if µ n , f → µ, f for every f ∈ C(S), where µ, f = f dµ. Then, M F is a Polish space, i.e., a complete separable metrizable space and M 1 is a compact metric space (cf. Chap. 3 of [4] ). For µ ∈ M F \ {0}, we always denote the normalized measure as µ = µ/ µ, 1 .
It is well-known that if (Z t , P µ ) is a binary branching process starting from µ ∈ M F \ {0}, then it is an M F -valued diffusion satisfying that Z t = Z t∧τ0 (τ 0 := inf{s; Z s = 0} < ∞ a.s.), and Z t , f (f ∈ D(A)) has the following semi-martingale representation:
2. Jump-type Fleming-Viot processes and generalized Moran particle systems
The following give the definition of time inhomogeneous jump-type Fleming-Viot processes (Y t , P (A,g,a,ν) µ ). Let
; g is right-continuous and has left-hand limit, and
.
where N (ds, dη) is the martingale measure with compensator
, then the pure discontinuous martingale part is given as
where N g (ds, dη) is the martingale measure with compensator
Before proceeding to the proof of Theorem 2.1 we investigate this process. Let D n be the algebra generated by {f 1 (
In the following we assume µ ∈ M 1 and n ≥ 2.
where Θ j1;j2,...,jm h is the operator changing variables (x j2 , . . . , x jm ) of h to x j1 . The above (j1,{j2,...,jm}) denotes the summation about j 1 in {1, . . . , n} and about (m−1)-combinations {j 2 , . . . , j m } choosing from {1, . . . , n} \ {j 1 }. Moreover
with the beta function ). In fact, for simplicity of the notations, we only consider the case of ν = ν β α and let g(t) ≡ g > 0 be a constant and a = 0. Then for t < τ g , (
Thus by using Ito's formula the generator L g is expressed as (note that µ is a probability measure)
..,jm} denotes the summation about m-combinations {j 1 , . . . , j m } choosing from {1, . . . , n} and Θ x,{j1,...,jm} h is the operator changing variables (x j1 , . . . , x jm ) of h to x. Moreover the summation about m = 0, 1 of the last second term is expressed as
In order to show the uniqueness of the solution (Y t , P (A,g,a,ν) µ ) to the martingale problem, we use a function-valued dual process: for g ∈ D + , fix 0 ≤ r ≤ T < τ g .and
and γ m,n (s) := m n m γ 0 m,n (s). We consider the following function-valued dual pro-
(ii) Between jumps H s is deterministic and evolves according to the semi-group (P n t ) with generator A (n) .
(iii) After jumping to the space C(S), the process is deterministic and evolves according to (P t ). . First H r = h ∈ C(S n ) and for s ∈ [r, σ 1 ), H s evolves according to (P n s−r ). At the time s = σ 1 , the process jumps from
Note that for convenience, we always embed f ∈ C(S k ) (k < n) to the initial state C(S n ) by natural way. So we can write . Then H s evolves according to (P n s−σ1 ) for s ∈ [σ 1 , σ 2 ) and at the time s = σ 2 , the process jumps from
). These operations are continued. Hence the process
, N ≥ n) satisfies the following:
Remark 2.2 This (V s,t ) is the transition semi-group of the time inhomogeneous generalized Moran particle system. Recall that the Moran particle system is a model such that a pair of particles is selected at random time and one particle jumps to the location of another particle. However this generalized Moran particle system is a model such that particles more than one are selected at random time and they jump at the same time to the location of one of them.
Proof of Theorem 2.1. We first mention independent particle system.
µ ) be an independent Markov particle system starting from µ associated with the motion process (w(t), P x ), i.e., for independent
For any nonnegative bounded function f on S such that 1
, the generator L 0 of this particle system is given by the following:
Let n ≥ 1. We consider the n-scaled particle system Z 0
t ≡ µP t : the deterministic process as n → ∞ by a dynamical law of large numbers. The generator of Z 0 t is given as
In fact the generator of Z 0 n,t is given as
For f ∈ D(A) such that f ≥ 0, f < 1 and n = 1, 2, . . . , if we set
(note that x < − log(1 − x) < x/(1 − x) for 0 < x < 1). Moreover
Hence we have as
Fix any 0 < T < τ g . We first prove the existence and uniqueness in
For the uniqueness, we consider the above function-valued dual process (H s
This result can be easily checked by Th. 5. ) is given by
The existence of the jump-type Fleming-Viot process can be shown by the same way as in case of the Fleming-Viot processes (refer to §5, §2 in [1] ). In fact, for each integer n, let M
1 (S) be the family of counting measures on S of the form η n = n k=1 δ x k /n. We always assume that µ n ∈ M (n) 1 → µ ∈ M 1 and let L g n,t be the generator of scaled generalized Moran particle system (Y n,t , P n,µn ). Moreover let f n = −n log(1 − f /n) for f ∈ D(A) such that f < 1 and inf f > 0. It is possible to show that for each T < τ g ,
(we give the proof at the end of this section). Hence if we denote the transition semi-group of the empirical process of the generalized Moran particle system as T 
is a P n,µn -martingale and sup n P n,µn ess sup t≤T | Y n,t , Af | ≤ Af , { Y n,t , f } is tight by Th. 9.4 in Chap. 3 (p 145) in [4] . Therefore by Th. 3.7.1 in [1] (Y n,t , P n,µn ) t≤T converges weakly to (
). Thus (Y t , P µ ) t≤T exists uniquely in D T for all T < τ g .
In order to extend T → ∞, we consider the stopped process Y 
s , Af I(s < τ g − 1/k)ds and satisfies that sup t≤T ,k≥1
By Doob's maximal inequality
Since {M
(k)
T (f )} is a bounded martingale in k, the right hand side converges to 0 as j, k → ∞. Hence there exists a suitable subsequence {k j } such that M
s. for all T ≥ τ g , and by the uniqueness it holds that M (∞) t (f ) = M t (f ) for t < τ g . Therefore M τg− (f ) exists and it is possible to extend as
The semi-martingale representation can be shown as in case of measure-valued branching processes (see the proof of Th. 6.1.3 in [1] ).
It remains to show (2.2). For simplicity, we consider the case of A = 0, a = 0, ν = ν β α , g(t) ≡ g > 0 is a constant and we omit the notation "t". For η = n j=1 δ xj /n ∈ M (n) 1 , by the definition of the generalized Moran particle system (see Remark 2.2), L g n is given as
where we use 
Thus by the definition of
it is enough to show that for each fixed k ≥ 2,
as n → ∞, where p = 1/(1 + u), q = u/(1 + u). Note that the relations
We can see that the main terms of the expansion of
Indeed, first, the coefficient of η, f k (i.e., i = 0, 1);
as n → ∞ or if m ≥ k + 1, then (by considering the cases of taking f j1 or not)
Next the coefficient of η, f i η, f k−i (i ≥ 2) can be obtained as the following: consider the cases of taking f j1 ; (a)
with {s 1 , . . . , s k−i } ⊂ {2, . . . , m}, or not taking f j1 , i.e., (c) f
with {s 1 , . . . , s k−i+1 } ⊂ {2, . . . , m} (moreover we shall see that (a) is main). Then
and we can change the last two fractions to 1. Because if we define P k,i (m) by
Therefore we can get (2.3) and hence (2.2). We complete the proof of Theorem 2.1.
Jump-type branching Fleming-Viot(-like) processes
We first define sampling branching Markov particle systems (X t , Q µ (N ) ). As in the proof of Theorem 2.1, we denote the independent particle system by (X m,k } 1≤k≤M be a probability. Also let {q j } ∞ j=0 be a probability. We consider the following Markov particle system (X t , Q µ (N ) ) starting from µ (N ) : first N -particles move independently. After the independent λ(N )-exponential random time τ 1 , one particle, for example, m-th particle is selected with probability 1/N . At the same time another k-th particle is selected with probability p (N ) m,k (we admit the same particle can be selected). Then the m-th particle dies and produces j particles at the location of the k-th particle with probability q j (j = 0, 1, 2, . . . ). Note that the number of particles N changes to X τ1 , 1 = N − 1 + j. The resulting particles move independently. Again after the independent λ( X τ1 , 1 )-exponential random time τ 2 , m -th particle is selected with probability 1/ X τ1 , 1 and at the same time τ 1 + τ 2 , k -th particle is selected with probability p
. Then the m -th particle dies and produces j particles at the location of the k -th particle with probability q j and the resulting particles move independently. These operations are continued (if all particles die, then these operations will be stopped).
This particle system (X t , Q µ (N ) ) is called the sampling branching Markov particle system starting from µ (N ) associated with the motion process (w(t), P x ), sampling rate function λ = λ(M ), sampling probability {p N ) ) is the unique solution to the following equation:
Note that L t (0) = 1. If we denote the generating function of {q j } as G(z) = j≥0 z j q j , then the generator L is given as
We set the domain of L by
Then it is easy to see that (X t , Q µ (N ) ) is a Markov process with sample paths in
) and the unique solution to the martingale problem for
Next we consider the scaled SB-particle system (Z n,t , P n,µn ) and show that the two kinds of scaling limit exist.
For n, N = 1, 2, . . . , set
Thus N depends on n and N/n → µ, 1 ∈ (0, ∞) as n → ∞. We consider the following:
Branching mechanism;
where c ≥ 0 is a constant and ν(du) is a measure on (0, ∞) satisfying the condition (2.1). Then
(in particular, we mainly consider the following case: with α ≥ 0, 0 < β < 1,
where Γ denotes the gamma function). Moreover set a n := Ψ (n) ≥ 0 and let
It is easy to check that this is a generating function and thus the branching probability {q
Sampling rate functions; λ n (0) = 0 and with γ > 0 for M = 1, 2, . . . ,
Sampling probability {p 
Moreover let r M = r M − s M . For convenience, we further set s 1 = 0 and r 1 = 1. In order to take the limit, we further assume that there exist constants θ ∈ [0, 1] and M 0 ≥ 1 such that
In this case we have r M ≡ θ (M ≥ M 0 ). Let (X t , Q µ (N ) ) be the sampling branching Markov particle system with the sampling rate function λ n and branching probability {q
We define the scaled particle system Z n = {Z n,t } t≥0 by Z n,t = X t /n and denote its probability law by P n,µ
We define an operator L Z as follows. Recall that µ := µ/ µ, 1 for µ ∈ M F \ {0}.
We also define the domain
We have the following result.
) and the condition (3.1) for r M is satisfied with some θ ∈ [0, 1], M 0 ≥ 1. Then, corresponding to λ n (M ) = γM a n , γna n , the scaled sampling branching process (Z n,t , P n,µ (N ) n where N (ds, dη) is a martingale measure with compensator
Remark 3.1 In the binary branching case we have
If λ n (M ) = γM n and θ = 1, then
The corresponding Markov process is the measure-valued binary branching process.
We call the limit process (Z t , P µ ) as the jump-type branching Fleming-Viot process in case of λ n (M ) = γM a n , and as the jump-type branching Fleming-Viot-like process in case of λ n (M ) = γna n .
The following is the extension of the Perkins's result in [7] . It is also used to prove the uniqueness of the solution (Z t , P µ ) to the above martingale problem.
If we set
(more exactly we should use stopping times τ n = inf{t; |Z t | ≤ 1/n}). Therefore, roughly speaking, under the condition |Z t | = g(t) we can get the desired distribution. It is the same in case of λ n (M ) = γna n .
Remark 3.2 For
) be the Fleming-Viot process described in Theorem 2.1 with a = γc(3 − 2θ) and Q µ,1 be a probability measure on D + such that under Q µ,1 , the canonical process {g(t)} is the same as {x t } in Theorem 3.2. Then under P µ := Q µ,1 (dg)P (A,g,a,ν) µ , Z t := g(t)Y t is the desired jump-type branching Fleming-Viot(-like) process.
In order to prove Theorem 3.1 we apply the following result (it is a modified result of Cor. 8.16 in Chap. 4 (p236) in [4] to our case). For each integer n, let M (n)
F (S) be the family of counting measures on S of the form η Proof of Theorem 3.1. By Theorem 3.2 the uniqueness follows from the uniqueness of the total mass process and from the jump-type Fleming-Viot process.
By using the above relations we have, with f n = −n log(1 − f /n) of Lemma 3.1, n ) is the error term. Therefore noting that lim n→∞ f n − f = 0, f n ≥ f ≥ inf f = > 0, f n ≤ C f := f /(1 − f ) ( f < 1), lim n→∞ a n /n = c and (3.1), we can easily get lim n→∞ sup M |R n (η (N ) n )| = 0 in both cases of λ n (M ) = γM a n , γna n , and thus the condition (3.3) is fulfilled.
In order to prove that (Z n,t , P n,µ (N ) n ) satisfies the condition (3.2), it is enough to show that for each x > 0,
However this immediately follows from the following result: Therefore the weak convergence follows by Lemma 3.1. The semi-martingale representation can be shown as in the proof of Th. 6.1.3 in [1] . We complete the proof of Theorem 3.1.
