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Chapter 1
Introduction
1.1 Preface
This thesis follows the article [3] by Jean Bourgain and Ciprian Demeter called A
Study Guide for the l2 Decoupling Theorem. However, this text is self-sufficient,
that is, you do not need the original article to be able to follow along. This text
acts as a ”study guide for a study guide”, presenting techniques that are used in
decoupling. An attempt has been made to present a lot of details. The purpose
of this is to help beginners get to grips with this subject. Having said that, we
(unfortunately) take some essential results as granted (see chapter 6), which will
leave some things in the dark. For instance, the details of the role of ν-transverse
cubes in the argument will not be examined. Also, the reason why exactly choosing
the weight exponent E to be greater than 100n suffices is not revealed.
The contributions of this thesis in addition to an overall detailed exposition
include: the careful treatment of the exponent E, especially in Proposition 5.2.3,
and construction of the Schwartz functions to be used in proofs. Also, the operator
lemmas in Section 4.2 are presented in detail in both cases and have received some
layout modifications.
What is l2 decoupling? It refers to a collection of inequalities where on the
left-hand side there is an Lp norm (p ≥ 2) of a function f and on the right-hand
side there is a l2 norm of a (possibly infinite) sequence of Lp norms of functions
that depend on f in a specific way. Usually, the functions on the right-hand side
are so called Fourier projections generated from f that are associated with pairwise
disjoint sets. The right-hand side is multiplied by a large enough constant for the
inequality to hold; this constant is called a decoupling constant. The topic of this
thesis concerns one specific case of l2 decoupling, where the disjoint sets form a
partition of a cube in Rn−1. Decoupling concerns more than just l2 decoupling. A
recent book by C. Demeter, published in 2020, that covers decoupling in a wide
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generality is [7].
The realm of decoupling was initiated by T. Wolff in [13] in 2000. Since then,
new techniques involved in decoupling and new applications of decoupling have
been discovered, for instance in the milestone paper [2] (2013) by J. Bourgain. In
[6], it is l2 decoupling that Bourgain, Demeter and Guth use to prove the famous
number-theoretic problem called Vinogradov’s mean value theorem. The theorem
concerns finding an upper bound for the amount of integer solutions to a specific
equation system. Other recent works include [5] (the paper that [3] is a study
guide to), [9] (a short proof of l2 decoupling), [11] (about Vinogradov’s mean
value theorem) as well as [1] (a connection to Riemann zeta function) and [4] (an
extension of [5]).
This thesis begins with a presentation of the Fourier transform -like operator
EQ. Then we introduce the weight functions that we use as weights in Lp-norms of
the functions produced by the operator EQ. The main result that considers the
so-called decoupling constant is given in the first chapter as well.
The second chapter is devoted to arming ourselves with useful theorems from
the realm of real analysis. Schwartz functions are defined along with some results.
We will use some specific Schwartz functions to aid us in proving some of the
propositions later on.
In the third chapter we examine some properties of the weight functions and
develop a useful operator lemma. We can reduce many of the arguments that we
will face to this lemma.
In the fourth chapter we prove propositions that describe decoupling in L2 and
how the decoupling constant is related to smaller cubes as well.
In chapter five, we give the definition of a decoupling constant that depends on
some additional parameters and present a couple of results from [3]. Among these
is a result that gives the basis for the induction used in the final chapter.
The sixth chapter is about the quantities Ap and Dp. We develop inequalities
that concern these quantities and that will be of use in the final chapter.
The seventh and final chapter is devoted to the proof of the main result of this
thesis.
I would like to express my gratitude to my thesis supervisor Tuomas Hytönen
for all the guidance he has kindly offered to me.
1.2 Notations
N = {0, 1, 2, . . .} and N+ = N \ {0}.
Throughout this text n ∈ N+. Often we restrict n to be greater or equal to
2. Whenever the Euclidean space Rn−1 is brought up, we implicitly assume that
n ≥ 2.
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If we mention measurability (e.g. in the form of measurable functions, measur-
able subsets, integrals) and do not explicitly present the measure in question, we
consider the Lebesgue-measure in Rn. The symbol mn is also used to refer to the
Lebesgue measure in Rn.
The symbol p is reserved for the power in Lp spaces. Throughout, p <∞.
The operation a ·∞, where 0 < a <∞, might occur in formulas. We agree that
a · ∞ =∞, if a > 0. We agree that 0 · ∞ = 0.
For a Lebesgue measurable set A ⊂ Rn, we use the standard notation
Lp(A) = {f : A→ C Lebesgue measurable |
∫
|f |p dmn <∞}.
Cubes in Rn are in a big role in this thesis. Throughout, all cubes have
side length in 2Z := {2z|z ∈ Z} !! We do this restriction to make it possible to
create unique partitions of cubes into smaller cubes. By ”all cubes” we mean the
cubes in the statements of theorems, propositions, lemmas and definitions that are
usually denoted by B, Q, q, ∆. However, in proofs we might construct auxiliary
cubes with arbitrary side lengths.
Because of the nature of integration, the inclusion (or exclusion) of the bound-
aries of cubes does not essentially matter since the boundaries are null sets. With
this in mind, we decide to present the cubes as closed, that is, including their
boundaries. A consequence of this is that when we ”partition” bigger cubes into
smaller cubes, we do not strictly make a partition; we allow the boundaries of the
smaller cubes to overlap (see notations for cubes and partitions in section 2.3).
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Chapter 2
The beginning
In this chapter, we present the principal result of the thesis, the l2 decoupling
theorem.
2.1 The operator EQ
• Here n ≥ 2.
• We denote e(t) := ei2pit for each t ∈ R.
• Let Q ⊂ [0, 1]n−1 be a cube. We let g : Q→ C be Lebesgue-measurable (the
dimension is n − 1) i.e. the g-preimage of an open set is measurable w.r.t.
the Lebesgue measure. Additionally, let us suppose that the integral
∫
Q |g| dξ
is finite. In short, we assume that g ∈ L1(Q).
• Assume that x = (x1, . . . , xn) ∈ Rn. Since we assume that g is integrable,
also
ξ 7→ g(ξ)e(ξ1x1 + . . .+ ξn−1xn−1 + (ξ21 + . . . ξ2n−1)xn)
= g(ξ)e(ξ1x1 + . . .+ ξn−1xn−1 + |ξ|2xn)
is integrable on Q. This is because the latter function is measurable as a
product of measurable functions and |g(ξ)e(ξ1x1 + . . .+ ξn−1xn−1 + |ξ|2xn)| =
|g(ξ)|.
• We define the function EQg : Rn → C as follows:
EQg(x) =
∫
Q
g(ξ)e(ξ1x1 + . . .+ ξn−1xn−1 + |ξ|2xn) dξ,
where ξ = (ξ1, . . . , ξn−1) and x = (x1, . . . , xn).
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• Claim: EQg : Rn → C is continuous. Observe that
(1) |g(ξ)e(ξ1x1 + . . .+ ξn−1xn−1 + |ξ|2xn)| ≤ |g(ξ)| for all ξ ∈ Q and x ∈ Rn,
(2) |g| ∈ L1(Q),
(3) for a fixed ξ ∈ Rn−1 the function x 7→ e(ξ1x1 + . . .+ ξn−1xn−1 + |ξ|2xn) is
a continuous function from Rn into C.
Hence if xk → a, k →∞, in Rn, then by Lebesgue’s dominated convergence
theorem
lim
k→∞
EQg(xk) = EQg( lim
k→∞
xk) = EQg(a).
This proves the continuity.
• Especially EQg : Rn → C is a measurable function, and for each x ∈ Rn
|EQg(x)| ≤
∫
Q
∣∣∣g(ξ)e(ξ1x1 + . . .+ ξn−1xn−1 + |ξ|2xn)∣∣∣ dξ
=
∫
Q
|g(ξ)| dξ
= ‖g‖L1(Q) <∞.
Thus EQg is a bounded function and EQg ∈ L∞(Rn).
• We write Eg as a shorthand for E[0,1]n−1g.
2.2 How to interpret EQg as a Fourier transform
in Rn
First, we recall the definition of Fourier transform in Rn with respect to Lebesgue
measure.
Definition 2.2.1. Let f ∈ L1(Rn). Then the Fourier transform f̂ of f is defined
as the function
f̂(ξ) :=
∫
Rn
f(x)e−i2piξ·x dx,
where ξ ∈ Rn. Here we integrate using Lebesgue measure.
Respectively, the inverse Fourier transform F−1f of f is defined by
(F−1f)(ξ) :=
∫
Rn
f(x)ei2piξ·x dx.
• Remark: The Fourier transform f̂ : Rn → C is continuous. This can be
proved using Lebesgue’s dominated convergence theorem. Furthermore, the
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so-called Riemann-Lebesgue lemma states that f̂(x) → 0, when |x| → ∞.
These together imply the result that f̂ : Rn → C is in fact uniformly
continuous.
• Remark: There are several conventions (e.g. 2pi removed from the exponent)
to the definition of the Fourier transform; above we used one of them. However,
all of the conventions carry the same essential properties.
Here we only consider the case n = 2.
Let P = {(ξ, ξ2) : 0 ≤ ξ ≤ 1}. Then P can be called a truncated paraboloid.
Fix an interval Q ⊂ [0, 1] (open, closed, half-open) and an integrable function
g : Q→ C.
As before, let EQ be an operator that defines a function EQg : R2 → C with
the formula
EQg(x) =
∫
Q
g(ξ1)e(ξ1x1 + ξ21x2) dm1(ξ1),
where e(t) = e2piit, x = (x1, x2) ∈ R2 and integration is with respect to the Lebesgue
measure m1 in R.
In the Bourgain-Demeter paper the above integral is given an interpretation
as ”the Fourier transform ĝdσ, where the measure dσ is the lift of the Lebesgue
measure from [0, 1] to the paraboloid”.
Aside from a few differences, the formula for EQg does look like a formula for
the Fourier transform of g. Observe that the integration variable ξ1 has a dimension
one smaller than x. Inside the exponential function this is compensated by adding
ξ21 as a factor for x2. Together they form a point (ξ1, ξ21) on the paraboloid P.
In fact, EQg is a kind of a Fourier transform of a function that depends
considerably on g. Let us formally show this.
First, let us construct the measure µ that acts as ”the lift of the Lebesgue
measure from [0, 1]”. Define ρ : R → R2 with ρ(t) = (t, t2). Let the function
µ : Bor R2 → [0,+∞] be defined as follows (we will show that it is well-defined):
µ(E) = m1(ρ−1E),
where m1 is the Lebesgue measure in R. In other words, the measure µ is the
1-dimensional Lebesgue measure of the first projection of a Borel set.
Lemma 2.2.2. The function µ : Bor R2 → [0,+∞] is a well-defined measure and
hence we have the measure space (R2,Bor R2, µ).
Proof. (Note especially the bolded part.) Let E ∈ Bor R2. We know that ρ :
R → R2 is a Borel function because it is continuous. Thus ρ−1E is a Borel
set (because it is a preimage of a Borel set in a Borel function). Hence pi−1E is
Lebesgue-measurable in R. We have shown that µ is a well-defined function.
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Clearly µ(∅) = 0. Let Ej ∈ Bor R2 be disjoint sets, where j ∈ N. Now
µ(
⋃
j
Ej) = m1(ρ−1(
⋃
j
Ej)) = m1(
⋃
j
ρ−1Ej) =
∑
j
m1(ρ−1Ej) =
∑
j
µ(Ej),
since the sets ρ−1Ej are disjoint. Thus µ is countably additive. We have shown
that µ is a measure.
In what follows we will assume that x = (x1, x2) ∈ R2 is fixed. Using ρ we can
write
EQg(x) =
∫
Q
g(ξ1)e(ρ(ξ1) · x) dm1(ξ1)
=
∫
Q
(g ◦ ρ−1)(ρ(ξ1))e(ρ(ξ1) · x) dm1(ξ1).
Observe that ρ is a bijection [0, 1]→ P and ρ−1 : P→ [0, 1] is its inverse. We have
ρ−1((s, t)) = s for all (s, t) ∈ P.
We let 1A denote the indicator function of an arbitrary set A. Moreover, we make
an agreement concerning the product function (notation) f1A, where f : A→ C is
a function and A ⊂ X. Namely, we define the function f1A : X → C as follows:
• (f1A)(t) := f(t)1A(t) = f(t), when t ∈ A,
• (f1A)(t) := 0, when t ∈ X \ A.
The following observation (1) for indicator functions creates a question whether
something similar would hold for all Borel measurable functions. Clearly ρQ ∈
Bor R2, since it is a connected ”piece” of the paraboloid P. Hence we can integrate
over ρQ with respect to µ.
(1) Let E ∈ Bor R2. Now∫
ρQ
1E(ξ) dµ(ξ) =
∫
R2
1ρQ∩E(ξ) dµ(ξ)
= µ(ρQ ∩ E)
= m1(ρ−1(ρQ ∩ E))
= m1(Q ∩ ρ−1E) (ρ is an injection)
=
∫
R
1Q∩ρ−1E(ξ1) dm1(ξ1)
=
∫
Q
1ρ−1E(ξ1) dm1(ξ1)
=
∫
Q
1E(ρ(ξ1)) dm1(ξ1).
Let us generalize (1) further.
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(2) Let s : R2 → R be a simple Borel measurable function defined by s =∑k
j=1 aj1Aj , where aj ∈ R, aj ≥ 0 and Aj ∈ Bor R2 are distinct sets. Using
(1), ∫
ρQ
s dµ =
∫
ρQ
k∑
j=1
aj1Aj dµ
=
k∑
j=1
aj
∫
ρQ
1Aj dµ
=
k∑
j=1
aj
∫
Q
(1Aj ◦ ρ) dm1 by (1)
=
∫
Q
k∑
j=1
aj(1Aj ◦ ρ) dm1
=
∫
Q
(s ◦ ρ) dm1.
(3) Let f : R2 → R, f ≥ 0, be a non-negative Borel measurable function.
Now there exists a sequence (sk)k∈N+ of simple functions as in (2) such that
0 ≤ s1 ≤ s2 ≤ . . . and limk→∞ sk(x) = f(x) for all x ∈ R2 (see e.g [12]
Theorem 1.17). Using monotone convergence and (2),∫
ρQ
f dµ =
∫
ρQ
lim
k→∞
sk dµ
= lim
k→∞
∫
ρQ
sk dµ (monotone convergence)
= lim
k→∞
∫
Q
(sk ◦ ρ) dm1 by (2)
=
∫
Q
lim
k→∞
(sk ◦ ρ) dm1 (monotone convergence)
=
∫
Q
(f ◦ ρ) dm1.
(4) Let γ = R2 → C be a Borel-measurable function satisfying ∫R2 |γ| dµ < ∞.
Let u = Re γ and v = Im γ. Using (3),∫
ρQ
γ dµ =
∫
ρQ
u+ dµ−
∫
ρQ
u− dµ+ i
∫
ρQ
v+ dµ− i
∫
ρQ
v− dµ
=
∫
Q
(u+ ◦ ρ) dm1 −
∫
Q
(u− ◦ ρ) dm1 + i
∫
Q
(v+ ◦ ρ) dm1 − i
∫
Q
(v− ◦ ρ) dm1
=
∫
Q
(u ◦ ρ)+ dm1 −
∫
Q
(u ◦ ρ)− dm1 + i
∫
Q
(v ◦ ρ)+ dm1 − i
∫
Q
(v ◦ ρ)− dm1
=
∫
Q
(γ ◦ ρ) dm1.
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To use (4) for our needs, we need a Borel function. It turns out that it is
beneficial to choose a Borel function g∗ : Q → C such that g∗(t) = g(t) for m1-
almost every t ∈ Q. It is known that such a Borel function exists; see e.g. Lemma
1 of Theorem 8.12 in [12]. Then, continuing from where we left off,
EQg(x) =
∫
Q
g∗(ξ1)e(ρ(ξ1) · x) dm1(ξ1)
=
∫
Q
(g∗ ◦ ρ−1)(ρ(ξ1))e(ρ(ξ1) · x) dm1(ξ1).
Let us define
γ(ξ) := g∗(ρ−1(ξ))e(ξ · x),
for ξ ∈ ρQ.
Lemma 2.2.3. The function γ : ρQ→ C is µ-measurable.
Proof. Clearly ξ 7→ e(ξ · x) is a continuous function ρQ→ C. Hence it is a Borel
function. For the same reason, ρ−1 : ρQ → Q is a Borel function and hence
g∗ ◦ ρ−1 : ρQ → C is a Borel function. A product of Borel functions is a Borel
function. This proves the claim.
We see that∫
ρQ
|γ| dµ =
∫
ρQ
|g∗(ρ−1(ξ))e(ξ · x)| dµ(ξ)
=
∫
ρQ
|g∗ ◦ ρ−1| dµ
=
∫
Q
|g∗| dm1 by (3)
=
∫
Q
|g| dm1
<∞.
Thus by (4)
EQg(x) =
∫
Q
γ(ρ(ξ1)) dm1(ξ1)
=
∫
ρQ
γ(ξ) dµ(ξ)
=
∫
R2
((g∗ ◦ ρ−1)1ρQ)(ξ)e(ξ · x) dµ(ξ).
From the last formula we read that EQg is the inverse µ-Fourier transform of the
function
(g∗ ◦ ρ−1)1ρQ.
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(The µ-Fourier transform is defined analogously to the case of Lebesgue measure.)
That is, we integrate using the lower dimensional Lebesgue measure in the projection
of the paraboloid.
In the light of the sign of the exponent in the formula for a Fourier transform
not mattering much, Fourier transform and inverse Fourier transform are practically
the same. Because of this and by using a convention for dµ we could also say that
EQg is the Fourier transform of ((g∗ ◦ ρ−1)1ρQ) dµ.
2.3 Notation for cubes, the partition Partα(B) and
implicit constants
We will write B = B(cB, R) for the closed cube in Rn centered at cB and with side
length R > 0.
We use l to denote the side length of a cube e.g. l(Q) = 2 means the side length
of a cube Q is 2.
Given a cube B ⊂ Rn with side length l(B) ∈ 2Z and α ∈ 2Z such that α ≤ l(B),
we will denote by Partα(B) the unique essential partition of B by using closed
cubes Bα of side length α. By essential we mean that the boundaries of the cubes
Bα are allowed to overlap and an inner point of a cube Bα is not contained in any
other partition cube. It is easy to believe (e.g. by drawing a picture of an example
case) that the essential partition exists and that it is unique. Throughout, we will
refer to Partα(B) as a partition, leaving the word essential out for brevity’s sake.
Because the boundaries of cubes have Lebesgue measure zero, the boundaries
are negligible in calculating the Lp-norms of the functions EQg. Hence thinking
about the cubes Q as closed is a natural and simple way of interpreting the l2
decoupling theorem (see section 2.5).
(Alternatively, we could think of the cubes as having a suitable amount of
boundary (e.g. half open cubes), so that we would get actual partitions.)
Throughout this paper we use the following notation: Let F and G be non-
negative real-valued (sometimes also +∞ is allowed as a value) variables that share
some parameter domain P = {υ1, . . . , υm} (in practice the domain is implicitly
known in the context) i.e. the values of F and G depend on the same parameters.
We denote F . G if there exists a strictly positive constant 0 < C <∞ such that
F ≤ CG in the domain P . We denote
F .υj1 ,...,υjk G (2.1)
if the only parameters that the value of the constant 0 < C < ∞ depends on
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are υj1 , . . . , υjk , where 1 ≤ j1, . . . , jk ≤ m. The constant C associated with the
.-notation is called implicit.
An example: Let F,G : [0, 1]→ R be functions. If there exists a constant C > 0
such that the inequality F (x) ≤ CG(x) holds for all x ∈ [0, 1], we can write F . G.
One can say that here the expression F . G means that if for some x it holds that
G(x) is strictly smaller than F (x), then G(x) is smaller only by a predetermined
constant that does not depend on x.
We denote F ∼ G, if F . G and G . F (with parameters that at least one of
the constants depends on added as subscripts if necessary).
2.4 The weight function
Definition 2.4.1. Let B = B(c, R) ⊂ Rn be a cube, where R > 0. Let E > n.
We define a weight function wB,E by
wB,E(x) :=
1(
1 + |x−c|
R
)E
for x ∈ Rn. Throughout, we will write wB = wB,E just to simplify formulas in
cases where only weight functions with the same exponent E are present.
The function wB,E is a sort of a smooth version of the indicator function 1B (i.e.
without the jump from 0 to 1 near the boundary of the set). This version gets values
in (0, 1], attains the value 1 only in the center of the cube, and decreases the further
away from the center of the cube it is evaluated. Observe that in integrating wB,E
over Rn we have to consider the values outside B, unlike in the case of integrating
the function 1B. The graph of wB,E is, you could say, round-shaped (instead of
having sharp edges like a cube). The absolute value in the definition above is the
Euclidean norm.
Later in the thesis we will only consider large exponents E ≥ 100n in the
denominator of wB,E. The exponent is ”chosen large enough to guarantee various
integrability requirements”, as Bourgain and Demeter state in their paper. Lillian
Pierce [11] states that: ”The exponent E is simply chosen large enough that we
may apply e.g. Hölder’s inequality as many times as the argument requires, and
still yield a weight, which we will also call wB, that is tailored to the ball B and
decays sufficiently to be integrable in Rn”. The condition E > n guarantees that
wB,E is integrable, as is seen shortly. Many results in this thesis are presented for
all E > n.
We will make use of the following fundamental estimate of the magnitude of the
L1 norm of a weight function wB,E. In particular, this proves that wB,E ∈ L1(Rn).
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Lemma 2.4.2. Let n ≥ 1 and E > n. Then the following holds:∫
Rn
wB,E(x) dx ∼E,n Rn
for all cubes B = B(c, R) in Rn, R > 0.
Proof.
∫
Rn
wB,E(x) =
∫
|x−c|≤R
(
1+ |x− c|
R
)−E
dx+
∞∑
k=1
∫
2k−1R<|x−c|≤2kR
(
1+ |x− c|
R
)−E
dx,
where ∫
|x−c|≤R
(
1 + |x− c|
R
)−E
︸ ︷︷ ︸
≤1
dx .n Rn
and
∞∑
k=1
∫
2k−1R<|x−c|≤2kR
(
1 + |x− c|
R
)−E
dx ≤
∞∑
k=1
∫
|x−c|≤2kR
(1 + 2k−1)−E︸ ︷︷ ︸
≤(2k−1)−E
dx
.n
∞∑
k=1
(2kR)n(2k−1)−E
.E Rn
∞∑
k=1
(2n−E)k
.E,n Rn,
where the geometric series converges because n− E < 0. The claim∫
Rn
wB,E(x) dx .E,n Rn
follows by taking the sum of the two implicit constants.
For the other direction,
Rn .E 2−ERn .n
∫
|x−c|<R
2−E dx ≤
∫
|x−c|<R
(
1 + |x− c|
R
)−E
dx ≤
∫
Rn
wB,E(x) dx.
For p ≥ 1 and non-negative v ∈ L1(Rn) we denote
Lp(v) :=
{
f : Rn → C measurable :
∫
Rn
|f(x)|pv(x) dx <∞
}
.
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For f ∈ Lp(v) we define
‖f‖Lp(v) :=
( ∫
Rn
|f(x)|pv(x) dx
) 1
p .
The norm here is an example of a weighted Lp norm (the weight in this case is v).
The Lp norms we will consider are finite:
Lemma 2.4.3. Let p ≥ 1. Let f : Rn → C be a bounded function and v ∈ L1(Rn)
be a non-negative function. Then ‖f‖Lp(v) <∞.
Proof. ∫
Rn
|f(x)|pv(x) dx ≤ ‖f‖pL∞
∫
Rn
v(x) dx <∞.
2.5 The l2 decoupling theorem
In the Main Theorem 2.5.3 only the weight exponent E = 100n will be considered,
since it is large enough for 2.5.3 to hold. That is why in this section we consider
the exponent 100n. However, in order to prove Theorem 2.5.3 we will also need
knowledge about exponents strictly bigger than 100n. This can be seen for example
in Theorem 6.2.1.
Let n ≥ 2. Fix a cube B = B(cB, R) ⊂ Rn, g : [0, 1]n−1 → C and a cube
Q ⊂ [0, 1]n−1. Let us break down the mathematical entity of
‖EQg‖Lp(wB) =
( ∫
Rn
|EQg(x)|pwB(x) dx
) 1
p
=
( ∫
Rn
|wB(x)
1
pEQg(x)|p dx
) 1
p
= ‖w
1
p
BEQg‖Lp(Rn),
where 2 ≤ p <∞ and
wB(x) = wB,100n(x).
Now EQg is the intricate inverse Fourier transform described in section 2.2.
We only use the values of g in the cube Q to produce the transform. Note that
wB ∈ L1(Rn) by Lemma 2.4.2. Since additionally EQg is bounded, it follows from
Lemma 2.4.3 that ‖EQg‖Lp(wB) <∞.
We weight EQg with the pth root of wB. Remember that wB achieves values
in (0, 1] so this procedure dampens the function. The least dampening happens
near the cube B and the most dampening happens far away from B. Taking the
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pth root of wB makes the dampening a bit weaker; the bigger p is, the weaker the
dampening is. Actually, taking the pth root will not affect the weight function itself
arbitrarily much, since we restrict 2 ≤ p ≤ 2(n+1)
n−1 ≤ 6 in Theorem 2.5.3. (Observe
that the upper bound for p is 6, when n ≥ 2. The upper bound decreases, when n
increases. When n = 5, the upper bound is 3.)
Then we take the Lp norm of this dampened function. And voilà!
Definition 2.5.1. (Decoupling constant). Let n ≥ 2, p ≥ 2 and δ ∈ 4−N. We
define the decoupling constant Decn(δ, p) to be the smallest non-negative real
number such that
‖Eg‖Lp(wB) ≤ Decn(δ, p)
( ∑
Q∈Part
δ
1
2
([0,1]n−1)
‖EQg‖2Lp(wB)
) 1
2
holds for every cube B ⊂ Rn with side length δ−1 and every g : [0, 1]→ C.
Lemma 2.5.2. The decoupling constant is well defined.
Proof. We could prove this already. However, we will present the proof in Lemma
2.6.1 in a more general setting.
The inequality
‖Eg‖Lp(wB) ≤ Decn(δ, p)
( ∑
Q∈Part
δ
1
2
([0,1]n−1)
‖EQg‖2Lp(wB)
) 1
2
,
can be seen as a modified inequality version of the Pythagorean theorem. Maybe
this is seen clearer if both sides are first squared as in
‖Eg‖2Lp(wB) ≤ Decn(δ, p)2
∑
Q∈Part
δ
1
2
([0,1]n−1)
‖EQg‖2Lp(wB).
Observe that since we have an essential partition, we can write the left-hand side
differently and get
‖ ∑
Q∈Part
δ
1
2
([0,1]n−1)
EQg‖2Lp(wB) ≤ Decn(δ, p)2
∑
Q∈Part
δ
1
2
([0,1]n−1)
‖EQg‖2Lp(wB). (2.2)
On the left-hand side we integrate over the whole interval [0, 1]n−1 once and
square the result. On the right-hand side we integrate once per each member Q of
the partition and add the squares of these integrals together.
The following theorem is the main result of the thesis. We work our way towards
proving this, which will ultimately happen in Chapter 8. We will only show the
proof in the case 2 ≤ p ≤ 2n
n−1 . Much of what is needed in the case p >
2n
n−1 will be
covered simultaneously, but the final arguments in that case can be found in [3].
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Theorem 2.5.3. Let us fix n ∈ N, n ≥ 2 and 2 ≤ p ≤ 2(n+1)
n−1 . In addition, let us
fix  > 0. Now there exists a constant C > 0 such that the following statement
holds:
Decn(δ, p) ≤ C · δ−
for all δ ∈ 4−N. That is,
Decn(δ, p) .,p,n δ−
for all δ ∈ 4−N.
Theorem 2.5.3 states that although the weighted Lp norms in question are not
necessarily blessed with being ”Pythagorean” in the sense that there is an inequality
in (2.2), the inequality is not arbitrarily ”wide”; we have an upper bound for the
decoupling constant that depends on δ and the chosen exponent − of δ.
2.6 The decoupling constant Decn(δ, p, E)
We also define decoupling constants related to all other exponents E > n with the
same logic and prove the existence of the constants.
Let n ≥ 2. Fix p ≥ 2, δ ∈ 4−N and E > n.
Denote with Dδ,p,E the set of constants 0 ≤ a <∞ that satisfy the inequality
‖Eg‖Lp(wB,E) ≤ a ·
( ∑
Q∈Part
δ
1
2
([0,1]n−1)
‖EQg‖2Lp(wB,E)
) 1
2 (2.3)
for every cube B ⊂ Rn with side length δ−1 and every g ∈ L1([0, 1]n−1).
We show that Dδ,p,E has a smallest element, which we will call Decn(δ, p, E).
We show first that the set Dδ,p,E is not empty.
Fix a cube B ⊂ Rn with side length δ−1 and g : [0, 1]n−1 → C. Now
‖Eg‖Lp(wB,E) =‖
∑
Q∈Part
δ
1
2
([0,1]n−1)
EQg ‖Lp(wB,E)
≤ ∑
Q∈Part
δ
1
2
([0,1]n−1)
‖EQg‖Lp(wB,E) (Minkowski)
≤
( ∑
Q∈Part
δ
1
2
([0,1]n−1)
1
) 1
2
( ∑
Q∈Part
δ
1
2
([0,1]n−1)
‖EQg‖2Lp(wB,E)
) 1
2 (Cauc.-Schw.)
= δ−n−14
( ∑
Q∈Part
δ
1
2
([0,1]n−1)
‖EQg‖2Lp(wB,E)
) 1
2 . (2.4)
Hence δ−n−14 ∈ Dδ,p,E.
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But does Dδ,p,E have a smallest element? It turns out that it does.
We show that d := inf Dδ,p,E ∈ Dδ,p,E. Clearly d ≥ 0. If g and B are such that
the right-hand side sum of (2.3) is zero, then so is the left-hand side, as can be
seen in (2.4). If B and g are such that the right-hand side sum is non-zero, we get
‖Eg‖Lp(wB,E)(∑
Q∈Part
δ
1
2
([0,1]n−1) ‖EQg‖2Lp(wB,E)
) 1
2
≤ a
for all a ∈ Dδ,p,E, which implies that a above can be replaced with the infimum d.
We showed that d is the smallest element of Dδ,p,E.
Hence we proved the following:
Lemma 2.6.1. Decn(δ, p, E), as defined above, is a well defined non-negative
number for p ≥ 2, δ ∈ 4−N, n ≥ 2 and E > n. Additionally,
‖Eg‖Lp(wB,E) ≤ Decn(δ, p, E)
( ∑
Q∈Part
δ
1
2
([0,1]n−1)
‖EQg‖2Lp(wB,E)
) 1
2 (2.5)
and Decn(δ, p, E) ≤ δ−n−14 . In particular, Decn(δ, p) = Decn(δ, p, 100n).
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Chapter 3
General preliminaries
In this chapter, we present and recall some general results that highlight the
techniques we use to prove the l2 decoupling theorem. These results will be used
throughout. In particular, we define Schwartz functions and study the properties
of them and their Fourier transforms.
3.1 The results
Theorem 3.1.1. (An inequality for averaged integrals) Let 1 ≤ p ≤ q <∞. Let
(X,Γ, µ) be a complete measure space such that 0 < µ(X) < ∞. If f : X →
R ∪ {−∞} ∪ {∞} is measurable and f ∈ Lq(X), then( 1
µ(X)
∫
X
|f |p dµ
) 1
p ≤
( 1
µ(X)
∫
X
|f |q dµ
) 1
q .
Proof. We can assume p < q.
Assume that f ∈ Lq(X). Now∫
X
(|f |p) qp dµ =
∫
X
|f |q dµ <∞.
Thus |f |p ∈ L qp (X).
Now q
p
, q
q−p > 1. By Hölder’s inequality∫
X
|f |p dµ ≤
( ∫
X
|f |q dµ
) p
q
( ∫
X
1
q
q−p dµ
) q−p
q =
( ∫
X
|f |q dµ
) p
qµ(X)
q−p
q .
By taking the pth root of both sides we get( ∫
X
|f |p dµ
) 1
p ≤
( ∫
X
|f |q dµ
) 1
qµ(X)
1
pµ(X)−
1
q
whence the claim follows by moving the terms around.
19
Theorem 3.1.2. (The n-product Hölder’s inequality) Let n,K ∈ N+. Let 0 ≤
akj <∞ for all 1 ≤ j ≤ n and 1 ≤ k ≤ K. Then
K∑
k=1
n∏
j=1
a
1
n
kj ≤
n∏
j=1
( K∑
k=1
akj
) 1
n .
Proof. Use induction on the 2-product Hölder’s inequality.
Minkowski’s inequality for finite sums can be extended to hold for countable
sums.
Theorem 3.1.3. (Minkowski’s inequality for countable sums) Let p ≥ 1. Let
fj : Rn → C, j ∈ N+ be Lebesgue-measurable functions. Then
‖
∞∑
j=1
|fj|‖Lp(Rn) ≤
∞∑
j=1
‖fj‖Lp(Rn).
Proof.
‖
∞∑
j=1
|fj|‖Lp(Rn) =
( ∫ ( ∞∑
j=1
|fj(x)|
)p
dx
) 1
p
=
( ∫
lim
N→∞
( N∑
j=1
|fj(x)|
)p
dx
) 1
p
=
(
lim
N→∞
∫ ( N∑
j=1
|fj(x)|
)p
dx
) 1
p (monotone convergence)
= lim
N→∞
( ∫ ( N∑
j=1
|fj(x)|
)p
dx
) 1
p
≤ lim
N→∞
N∑
j=1
( ∫
|fj(x)|p dx
) 1
p (Minkowski)
=
∞∑
j=1
‖fj‖Lp(Rn).
Theorem 3.1.4. (Young’s convolution inequality) Let f, g : Rn → C. Let 1 ≤
p, q, r ≤ ∞ be such that 1
q
= 1
p
+ 1
r
− 1 (with interpretation 1∞ = 0). If f ∈ Lp(Rn)
and g ∈ Lr(Rn), then f ∗ g ∈ Lq(Rn) and
‖f ∗ g‖q ≤ ‖f‖p‖g‖r.
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Proof. We skip the proof, but this can be proven using Hölder’s inequality and
Fubini’s theorem. A proof (albeit in a more general setting) can be found in [8],
Theorem 1.2.12.
Theorem 3.1.5. (The reverse Minkowski’s inequality in lp) Let 0 < p ≤ 1. For
u, v ∈ lp, where
lp :=
{
z = (zk)∞k=1 : zk ∈ C and
∞∑
k=1
|zk|p <∞
}
,
we have ( ∞∑
k=1
(|uk|+ |vk|)p
) 1
p ≥
( ∞∑
k=1
|uk|p
) 1
p +
( ∞∑
k=1
|vk|p
) 1
p .
Proof. We use the notation ‖u‖p :=
(∑∞
k=1 |uk|p
) 1
p and the same notation for v.
(Notice though that if p < 1, this does not define a norm!) First of all,
(|uk|+ |vk|)p ≤ 2p(max{|uk|, |vk|})p ≤ 2p(|uk|p + |vk|p),
which implies that
∞∑
k=1
(|uk|+ |vk|)p ≤ 2p(‖u‖pp + ‖v‖pp) <∞.
We can assume that ‖u‖p > 0 and ‖v‖p > 0. We use the concavity of the function
x 7→ xp, x ≥ 0. For t ∈ (0, 1),
(|uk|+ |vk|)p =
(
t
|uk|
t
+ (1− t) |vk|1− t
)p ≥ t |uk|p
tp
+ (1− t) |vk|
p
(1− t)p .
Taking the sum, we get for t ∈ (0, 1)
∞∑
k=1
(|uk|+ |vk|)p ≥
∞∑
k=1
t
|uk|p
tp
+
∞∑
k=1
(1− t) |vk|
p
(1− t)p .
By choosing t = ‖u‖p‖u‖p+‖v‖p we get
∞∑
k=1
(|uk|+ |vk|)p ≥ t
∞∑
k=1
|uk|p
‖u‖pp
(‖u‖p+‖v‖p)p
+ (1− t)
∞∑
k=1
|vk|p
(1− ‖u‖p‖u‖p+‖v‖p )p
= t(‖u‖p + ‖v‖p)p + (1− t)(‖u‖p + ‖v‖p)p
= (‖u‖p + ‖v‖p)p.
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Remark 3.1.6. Applying induction to Theorem 3.1.5, we can extend the claim to
hold for all finite collections {u1, . . . , um} consisting of sequences in lp:( ∞∑
k=1
( m∑
j=1
|(uj)k|
)p) 1
p ≥
m∑
j=1
( ∞∑
k=1
|(uj)k|p
) 1
p .
The following theorem is Theorem 7.26 from [12]. The proof is given there.
Theorem 3.1.7. (Change of variables using differentiability) Suppose that
(1) X ⊂ V ⊂ Rn, V is open, T : V → Rn is continuous;
(2) X is measurable, T : X → Rn is an injection, and T is differentiable at every
point of X;
(3) mn(T (V \X)) = 0.
Then ∫
T (V )
f(x) dx =
∫
V
f(T (x))| detT ′(x)| dx,
where f : Rn → [0,∞) is measurable or f : Rn → C is integrable.
Remark 3.1.8. Also, it is noted in [12] that if V ⊂ Rn is open and T : V → Rn is
differentiable at every point of V , then T maps sets of measure 0 to sets of measure
0.
The following theorem is given without a proof. It can be found in Section 2.2
in [8].
Theorem 3.1.9. (Plancherel) Let f ∈ L1(Rn) ∩ L2(Rn). Then fˆ ∈ L2(Rn) and
‖fˆ‖L2(Rn) = ‖f‖L2(Rn).
3.2 Schwartz functions
Schwartz functions will be used in this thesis in conjunction with the operator
lemmas that are formulated in Section 4.2.
Definition 3.2.1. The class S(Rn) of Schwartz functions is defined by
S(Rn) := {f ∈ C∞(Rn) | ‖xβ∂αf‖∞ <∞ ∀α, β ∈ Nn},
where
‖xβ∂αf‖∞ := sup
x∈Rn
|xβ∂αf(x)|
and
C∞(Rn) := {f : Rn → C | ∂αf exists and is continuous for all α ∈ Nn}.
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Remark 3.2.2. In Definition 3.2.1, we used notations xβ = xβ11 · · · xβnn and ∂α =
∂α11 · · · ∂αnn .
Schwartz functions decrease rapidly. Here is one (specific) manifestation of this
phenomenon:
Lemma 3.2.3. Let φ : Rn → [0,∞) be a Schwartz function. Let s > 0. Then
φ(x) .φ,s,n
1
(1 + |x|)s
for all x ∈ Rn.
Proof. We divide the proof into two cases.
(1) Let |x| ≤ 1. Then
(1 + |x|)sφ(x) ≤ 2sφ(x) .s φ(x) ≤ ‖φ‖L∞ .n 1.
(2) Let |x| > 1. Below, when β ∈ Nn, we denote |β| := β1 + · · ·+ βn. Using the
multinomial theorem we get
(1 + |x|)sφ(x) ≤ 2s|x|sφ(x) .s |x|sφ(x)
≤ (|x|2)dseφ(x)
=
∑
β∈Nn
|β|=dse
(dse
β
)
x2βφ(x)
≤ ∑
β∈Nn
|β|=dse
(dse
β
)
‖x2βφ‖L∞
.φ,s,n 1.
In the last line, we used the definition of a Schwartz function in order to deduce
that the L∞-norms are finite.
By combining (1) and (2) we get
φ(x) .φ,s,n
1
(1 + |x|)s .
Corollary 3.2.4. Let φ : Rn → [0,∞) be a Schwartz function. Let p ≥ 1 and
s > 0. Then
φ(x)p .φ,s,p,n
1
(1 + |x|)s .
for all x ∈ Rn.
Proof. Substitute s 7→ s/p in Lemma 3.2.3 and raise both sides to power p.
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3.3 Fourier transforms of Schwartz functions
A consequence of Lemma 3.2.3 is that φ .φ,n wB(0,1),100n for all φ ∈ S(Rn), which
by Lemma 2.4.2 implies that φ is integrable on Rn. Since a Schwartz function is
integrable on Rn, its Fourier transform is defined. Let f˜ denote the reflection of
f , that is f˜(x) = f(−x) for all x ∈ Rn. Let ∗ denote convolution and f¯ be the
complex conjugate of f .
If f, g ∈ S(Rn) and a > 0 and y ∈ Rn, then the following hold:
• f˜ ∈ S(Rn),
• f ∗ g ∈ S(Rn),
• fˆ ∈ S(Rn),
• f̂ ∗ g = fˆ gˆ, holds also for f, g ∈ L1(Rn).
• ̂˜̂f = f ,
• if f ≥ 0, then ̂˜f = ¯ˆf ,
• if h(x) = f(ax) for x ∈ Rn, then h ∈ S(Rn) and hˆ(x) = 1
an
fˆ( 1
a
x) for all
x ∈ Rn,
• if h(x) = f(x − y) for x ∈ Rn, then h ∈ S(Rn) and hˆ(x) = e−i2piy·xfˆ(x) for
x ∈ Rn.
We will prove one of the properties, but the other proofs of these properties are
omitted. This topic is discussed e.g. in Section 2.2. in [8]. Let f, g ∈ L1(Rn). Then
by Fubini’s theorem and a simple change of variables
f̂ ∗ g(ξ) =
∫
e(−ξ · x)
∫
f(y)g(x− y) dy dx
=
∫
f(y)
∫
g(x− y)e(−ξ · x) dx dy
=
∫
f(y)
∫
g(x)e(−ξ · (x+ y)) dx dy
=
∫
f(y)e(−ξ · y)
∫
g(x)e(−ξ · x) dx dy
=
∫
f(y)e(−ξ · y)gˆ(ξ) dy
= fˆ(ξ)gˆ(ξ).
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3.4 Some special Schwartz functions
Here we will prove the existence of particularly helpful Schwartz functions that we
will use in proofs as auxiliary funtions.
Recall that given a function f , its support, supp(f), is the closure of the set
{x ∈ Rn : f(x) 6= 0}. A compactly supported function is a function that has a
compact support.
Lemma 3.4.1. A compactly supported function f ∈ C∞(Rn) is a Schwartz func-
tion.
Proof. The claim follows from the definition of a Schwartz function, because each
partial derivative of f is continuous and compactly supported.
There are Schwartz functions whose graph resemble a ”bump” of a given
maximum diameter:
Lemma 3.4.2. For each n, there exists a Schwartz function f ∈ S(Rn), f ≥ 0,
such that
supp(f) ⊂ B(0, 12)
and
1 < ‖f‖L1(Rn) <∞.
Proof. Define η : R→ [0,∞),
η(t) :=
e
1
t2−1 if |t| < 1,
0 if |t| ≥ 1.
Observe that η ∈ C∞(R) and ‖η‖L1(R) > 0 (see e.g. [10], Exercise 2.8.6).
Define g : Rn → [0,∞) with
g(x) := η(4x1) · · · η(4xn).
Then g ∈ C∞(Rn). Additionally, supp(g) ⊂ B(0, 12), since g(x) 6= 0 implies that|xk| < 1/4 for all k.
Clearly ‖g‖L1(Rn) > 0. Let a > 0 be a real number such that ‖ag‖L1(Rn) > 1.
Note that compactly supported C∞-functions are Schwartz functions. Thus if we
define f := ag, then f satisfies the required conditions.
Furthermore, the ”bump” can be flat, that is, the function can be constant in a
given cube:
Lemma 3.4.3. For each n, there exists a non-negative Schwartz function θ ∈ S(Rn)
such that θ(x) = 1 for all x ∈ B(0, 1).
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Proof. Let g be as in the proof of Lemma 3.4.2. Define h = bg, where b > 0 is
chosen so that ‖bg‖L1(Rn) = 1. Now h ∈ C∞(Rn), supp(h) ⊂ B(0, 1/2) and h ≥ 0.
Define
θ = h ∗ 1B(0,2).
Then θ ∈ C∞(Rn) by Proposition 6.1.2 in [10]. Additionally, supp(θ) ⊂ B(0, 4),
which implies that θ is compactly supported. We have shown that θ is a Schwartz
function.
Clearly θ ≥ 0. Fix x ∈ B(0, 1). If y ∈ supp(h), then for all k it holds that
|xk − yk| ≤ 1/2 + 1/4 < 1. Hence supp(h) ⊂ B(x, 2). Thus
θ(x) =
∫
Rn
h(y)1B(0,2)(x− y) dy =
∫
B(x,2)
h(y) dy =
∫
Rn
h(y) dy = 1.
Lemma 3.4.4. For each n, there exists a non-negative Schwartz function ϕ ∈ S(Rn)
such that 1B(0,1) ≤ ϕ and supp(ϕˆ) ⊂ B(0, 1).
Proof. Let f ∈ S(Rn) be as in Lemma 3.4.2. Denote h := f ∗ f˜ . Then
hˆ = fˆ ˆ˜f = fˆ ¯ˆf = |fˆ |2,
since f ≥ 0 (see section 3.3). Now
hˆ(0) = (fˆ(0))2 = ‖f‖2L1(Rn) > 1.
Since hˆ is continuous, we find a 0 < γ < 1 such that
hˆ(x) ≥ 1,
when x ∈ B(0, γ). Define
φ := ˜ˆh = |˜fˆ |2.
Then
φ ≥ 1B(0,γ)
and
φ ≥ 0.
Also,
φˆ = h
and because supp(f) ⊂ B(0, 1/2) and supp(f˜) ⊂ B(0, 1/2), we get
supp(φˆ) = supp(f ∗ f˜) ⊂ B(0, 12 +
1
2) = B(0, 1).
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Additionally, φ ∈ S(Rn).
Define ϕ(x) := φ(γx) for all x ∈ Rn. Then for x ∈ Rn it holds that
ϕ(x) ≥ 1B(0,1)(x).
Note that ϕ ∈ S(Rn) and ϕ ≥ 0.
And if ϕˆ(x) = 1
γn
φˆ( 1
γ
x) 6= 0, then 1
γ
x ∈ B(0, 1), which implies x ∈ B(0, γ) and
finally x ∈ B(0, 1). Hence supp(ϕˆ) ⊂ B(0, 1).
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Chapter 4
Properties of the weight function
We begin to study covers of cubes with smaller cubes and the relations between the
weight functions related to these cubes. We will also present the useful operator
lemmas. The chapter ends with a reverse Hölder inequality.
Excluding the reverse Hölder inequality, the weight exponents E do not change
in the proofs in this chapter. That is why it is justified to use the shorthand
wB = wB,E throughout.
4.1 Inequalities for weight functions
We start with a basic inequality that compares an indicator function to a weight
function.
Lemma 4.1.1. Let E > n and 0 < R′ ≤ R. Then
1B .E,n
∑
∆∈B
w∆,E,
where B = B(cB, R) ⊂ Rn is a cube and B is a cover of B with cubes of side length
R′.
Proof. Let x ∈ B. Let ∆x ∈ B be centered at cx be such that x ∈ ∆x. Now
w∆x(x) =
1
(1 + |x−cx|
R′ )E
≥ 1
(1 +
√
nR′
2R′ )E
= 1
(1 +
√
n
2 )E
.
Thus
1B(x) = 1 ≤ (1 +
√
n
2 )
Ew∆x(x) ≤ (1 +
√
n
2 )
E
∑
∆∈B
w∆(x).
Let x ∈ Rn \B. Now 1B(x) = 0 ≤ (1 +
√
n
2 )
E∑
∆∈B w∆(x).
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Hence
1B .E,n
∑
∆∈B
w∆.
By choosing R′ = R > 0 and B = {B} in Lemma 4.1.1 we get the following
result:
Corollary 4.1.2. Let E > n. For all cubes B = B(c, R) ⊂ Rn, where R > 0, we
have
1B .E,n wB,E.
Actually, by doing a similar proof as in Lemma 4.1.1 we get the following
corollary as well:
Corollary 4.1.3. Let E > n. Let B = B(c, R) ⊂ Rn be a cube such that R > 0.
Let A = {x ∈ Rn : |x− c| ≤ 2√nR} be the ball centred at c. Then
1A .E,n wB,E,
where the implicit constant is (1 + 2
√
n)E.
Next we present a result that is used to estimate the amount of essentially
disjoint cubes of fixed size that fit inside a ball. This will be used in the upcoming
lemmas. Recall that in an essentially disjoint collection of cubes the intersection of
two members of the collection has measure zero.
Lemma 4.1.4. Let R > 0. Let B be an essentially disjoint collection of cubes
B(cB, R) ⊂ Rn. Let k ∈ N. Then for each x ∈ Rn it holds that
|{∆ ∈ B : |x− c∆| ≤ 2kR}| ≤ (2k+1 +
√
n)n.
Proof. Fix x ∈ Rn. Assume that ∆ ∈ B is such that |x− c∆| ≤ 2kR. Now for all
a ∈ ∆
|x− a| ≤ |x− c∆|+ |c∆ − a| ≤ 2kR +
√
nR
2 =
(
2k +
√
n
2
)
R.
Thus ∆ ⊂ {a ∈ Rn : |x − a| ≤ (2k +
√
n
2 )R} ⊂ B(x, (2k+1 +
√
n)R). In other
words, ∆ is contained in a cube centered at x with side length (2k+1 +
√
n)R. (We
used the fact that a ball in Rn with radius r is contained in the cube with side
length 2r and the same center.)
Because the cubes of B are essentially disjoint (only their zero-measure bound-
aries may intersect) we can write
|{∆: |x− c∆| ≤ 2kR}| ≤ (2
k+1 +
√
n)nRn
Rn
= (2k+1 +
√
n)n.
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In the middle we have the quotient of the volumes of the container cube and a
partition cube, that is, how many distinct partition cubes can fit inside B(x, (2k+1 +√
n)R).
Next we pair Lemma 4.1.1 with another inequality. This time we restrict B to
be a partition so that the overlap between the cubes is in control. The implicit
constant in the new inequality is obtained with the help of a converging geometric
series.
Lemma 4.1.5. Fix E > n. Now
1B .E,n
∑
∆∈B
w∆,E .E,n wB,E
is valid for all cubes B ⊂ Rn with l(B) = R and all essential partitions B of B
with cubes ∆ of fixed side length R′, where 0 < R′ ≤ R.
Proof. Let 0 < R′ ≤ R. Let B = B(c, R) and let B be an essential partition of B
with cubes of side length R′.
By Lemma 4.1.1, it is enough to show the second inequality.
First, let us consider the case that |x− c| ≤ 2√nR. This means that x is in B
or relatively close to B. Now, by Corollary 4.1.3, it holds that 1 .E,n wB(x). To
prove the claim, we show that the sum ∑∆ w∆ is bounded from above by some
constant that only depends on n and E.
We will divide the set B according to how far each center point c∆ is from x.
We use powers of 2 to categorise the distances.
Throughout this proof, inside set and sum notations, the symbol ∆ is shorthand
for ∆ ∈ B. We can write
∑
∆
w∆(x) =
∑
∆
(
1 + |x− c∆|
R′
)−E
=
∑
∆: |x−c∆|≤R′
(
1 + |x− c∆|
R′
)−E
+
∞∑
k=1
∑
∆:
2k−1R′<|x−c∆|≤2kR′
(
1 + |x− c∆|
R′
)−E
≤ ∑
∆: |x−c∆|≤R′
1 +
∞∑
k=1
∑
∆:
2k−1R′<|x−c∆|≤2kR′
(2k−1)−E
≤ ∑
∆: |x−c∆|≤R′
1 + 2E ·
∞∑
k=1
∑
∆: |x−c∆|≤2kR′
2−kE
= |{∆: |x− c∆| ≤ R′}|+ 2E ·
∞∑
k=1
2−kE|{∆: |x− c∆| ≤ 2kR′}| (4.1)
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From the last row we see that we have reduced solving our upper bound to the
question: How many center points c∆ lie in each ball Ak = {a ∈ Rn : |x−a| ≤ 2kR′},
where k = 0, 1, 2, . . .? Lemma 4.1.4 presents an upper bound for the amount of
center points:
|{∆: |x− c∆| ≤ 2kR′}| ≤ (2k+1 +
√
n)n
for k ∈ N.
Going back to our previous inequality, we can now write
∑
∆
w∆(x) ≤ (2 +
√
n)n + 2E ·
∞∑
k=1
2−kE(2k+1 +
√
n)n.
Denote Mk = max{2k+1, 2n} for k = 1, 2, . . .. Observe that 2k+1 +√n ≤ 2Mk. We
can write
∞∑
k=1
2−kE(2k+1 +
√
n)n =
∞∑
k=1
2−kE(2Mk)n
= 2n
∞∑
k=1
2−kEM nk
= 2n
( n−1∑
k=1
2−kE2n2 +
∞∑
k=n
2−kE2(k+1)n
)
= 2n
(
2n2
n−1∑
k=1
(2−E)k + 2n
∞∑
k=n
(2n−E)k
)
:= Un,E, (4.2)
where the series converges since n− E < 0. Observe that 0 < Un,E <∞. Hence∑
∆
w∆(x) ≤ (2 +
√
n)n + 2E · Un,E .E,n 1 .E,n wB(x),
which finishes the proof in this first case.
Observe that we used the fact that the cubes do not overlap much (B is an
essential partition) but we did not yet need the fact that all of the elements of B
are close to B. It was enough that when x is in B or almost in B, then wB(x) can
not be arbitrarily small, which in turn was ensured by the inequality 1 .E,n wB(x).
Next, let us consider the case |x− c| > 2√nR. We use the same expansion as
in (4.1)
∑
∆
w∆(x) ≤ |{∆: |x− c∆| ≤ R′}|+ 2E ·
∞∑
k=1
2−kE|{∆: |x− c∆| ≤ 2kR′}|.
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We write M := |x−c|
R
and N :=
√
n
2 . Observe that
M −N > 2√n−
√
n
2 =
3
2
√
n ≥ 32 . (4.3)
Let k ∈ N be such that
Ak := {∆ ∈ B : |x− c∆| ≤ 2kR′} 6= ∅.
Then let ∆ ∈ Ak. Now since c∆ ∈ B(c, R),
|x− c| ≤ |x− c∆|+ |c∆ − c| ≤ 2kR′ +
√
nR
2 ,
which implies that
2k ≥ |x− c| −
√
nR
2
R′
= (M −N)R
R′
. (4.4)
We denote
k0 := min
{
k ∈ N+ : 2k ≥ (M −N)R
R′
}
.
Since B is an essential partition of B(c, R), we have that |B| = (R/R′)n ∈ N. Using
the aforementioned, we can write
∞∑
k=1
2−kE|{∆: |x− c∆| ≤2kR′}| =
∞∑
k=k0
2−kE|{∆: |x− c∆| ≤ 2kR′}|
≤
∞∑
k=k0
(2−E)k
(R
R′
)n
=
(R
R′
)n ∞∑
k=0
(2−E)k+k0
= 2−k0E
(R
R′
)n ∞∑
k=0
(2−E)k
= (2k0)−E
(R
R′
)n 1
1− 2−E
≤
((M −N)R
R′
)−E(R
R′
)n 1
1− 2−E
≤ (M −N)−E 11− 2−E
.E (M −N)−E,
since R/R′ ≥ 1 and n− E < 0.
By our assumption M2 > N which implies that M = 2(M − M2 ) < 2(M −N).
Thus M .M −N .
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Additionally, since M ≥ 1/2, we can write
M + 1 ≤M + 2M = 3M,
whence M + 1 .M .
Combining these we can write (M −N)−E .E (M + 1)−E and thus
∞∑
k=1
2−kE|{∆: |x− c∆| ≤ 2kR′}| .E (M + 1)−E
We will then show that A0 = ∅. If on the contrary A0 was non-empty, then as
seen earlier, (4.4) would hold with k = 0. Combining this with (4.3) we would get
1 ≥ (M −N)R
R′
>
3
2 > 1,
which is a contradiction. Thus A0 = ∅.
Thus ∑
∆
w∆(x) .E 2E · (M + 1)−E .E (M + 1)−E = wB(x),
which finishes the proof in the other case.
After taking the maximum of the implicit constants of the two cases we have
proved the claim.
Lemma 4.1.6. Let E > n. Let 0 < R′ ≤ R and let C > 0. If B = B(c, R) and
B′ = B′(c′, R′) are cubes in Rn and |c− c′| ≤ CR, then
wB′,E(x) .C,E wB,E(x)
for all x ∈ Rn.
Proof. Assume first that |x− c| ≤ 2CR. Then
wB′,E(x) =
(
1 + |x− c
′|
R′
)−E ≤ 1 .C,E (1 + 2C)−E ≤ (1 + |x− c|
R
)−E
= wB,E(x).
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Assume for the rest of the proof that |x− c| ≥ 2CR. Then
(
1 + |x− c
′|
R′
)−E ≤ (1 + |x− c′|
R
)−E
≤
(
1 + |x− c|
R
− |c− c
′|
R
)−E
≤
(
1 + |x− c|
R
− CR
R
)−E
≤
(
1 + |x− c|
R
− C
)−E
≤
(
1 + |x− c|
R
− |x− c|2R
)−E
=
(
1 + |x− c|2R
)−E
.E
(
1 + |x− c|
R
)−E
.
4.2 Operators related to weight functions
Before delving into the operators, we start with a lemma.
Lemma 4.2.1. Fix E > n. Let R > 0 and let B = B(cB, R) be a cube in Rn. Let
B be an essential partition of Rn with cubes B′ = B′(cB′ , R). Then
wB,E(x) .E,n
∑
B′∈B
1B′(x)wB,E(cB′) (4.5)
and ∑
B′∈B
wB′,E(x)wB,E(cB′) .E,n wB,E(x) (4.6)
for all x ∈ Rn.
Proof. Let R > 0. Let B be a cube in Rn with side length R. Denote the center of
B with cB.
Let B be an essential partition of Rn with cubes B′ = B′(cB′ , R). Since Rn is
separable, the partition B is countable.
34
Proof of (4.5): Let x ∈ Rn. Let B′x ∈ B such that x ∈ B′x. Now
|cB′x − cB|
R
≤ |x− cB′x|+ |x− cB|
R
≤
√
nR
2 + |x− cB|
R
=
√
n
2 +
|x− cB|
R
and thus
1 + |cB′x−cB |
R
1 + |x−cB |
R
≤ 1 +
√
n
2 +
|x−cB |
R
1 + |x−cB |
R
≤ 1 +
√
n
2 .
Hence
wB(x) =
1
(1 + |x−cB |
R
)E
≤ (1 +
√
n
2 )
E
(1 + |cB′x−cB |
R
)E
= (1 +
√
n
2 )
EwB(cB′x)
≤ (1 +
√
n
2 )
E
∑
B′∈B
1B′(x)wB(cB′)
and thus
wB(x) .E,n
∑
B′∈B
1B′(x)wB(cB′).
Proof of (4.6): Because B is an essential partition, by Lemma 4.1.4 it holds
for all k ∈ N and x ∈ Rn that
|{B′ ∈ B : |x− cB′| ≤ 2kR}| ≤ (2k+1 +
√
n)n.
This estimate will be used freely throughout the proof and it also implies that for
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all x ∈ Rn
∑
B′ : |x−cB′ |>R
wB′(x) ≤
∞∑
k=1
∑
B′ :
2k−1R<|x−cB′ |≤2kR
wB′(x)
≤
∞∑
k=1
∑
B′ :
2k−1R<|x−cB′ |≤2kR
2−kE2E
.E
∞∑
k=1
2−kE|{B′ : |x− cB′| ≤ 2kR}|
≤
∞∑
k=1
2−kE(2k+1 +
√
n)n
.E,n 1,
where the last inequality holds, because E > n (see (4.2)). We deduced that∑
B′ : |x−cB′ |>R
wB′(x) .E,n 1 (4.7)
for all x ∈ Rn.
(1) First let x ∈ Rn be such that |x− cB| ≤ 2√nR. Now, by Corollary 4.1.3 it
holds that 1 .E,n wB(x). Then by (4.7)∑
B′∈B
wB′(x)wB(cB′) ≤
∑
B′ : |x−cB′ |≤R
1 +
∑
B′ : |x−cB′ |>R
wB′(x)
.E,n |{B′ : |x− cB′ | ≤ R}| + 1
≤ (2 +√n)n + 1
.n 1
.E,n wB(x),
This case was similar to the proof of the respective case in Lemma 4.1.5.
(2) Then let x ∈ Rn be such that |x− cB| > 2√nR. We denote
H := {B′ : |x− cB′ | ≤ R},
I := {B′ : |cB − cB′ | ≤ R},
J := {B′ : min{|x− cB′|, |cB − cB′|} > R},
S := J ∩ {B′ : |x− cB′ | ≥ |cB − cB′ |},
T := J ∩ {B′ : |x− cB′ | < |cB − cB′ |}.
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Observe that if B′ ∈ H, then |cB − cB′ | ≥ |x − cB| − |x − cB′ | ≥ |x − cB| − R >
(2
√
n − 1)R ≥ R. Similarly, if B′ ∈ I, then |x − cB′ | ≥ |x − cB| − |cB − cB′ | ≥
|x − cB| − R > (2√n − 1)R ≥ R. Hence it holds that H ∩ I = ∅ and thus
B = H ∪ I ∪ S ∪ T , where the union is disjoint. Hence we can write∑
B′∈B
wB′(x)wB(cB′) =
( ∑
B′∈H
+
∑
B′∈I
+
∑
B′∈S
+
∑
B′∈T
)
wB′(x)wB(cB′),
although in this case a non-disjoint union and therefore an inequality would suffice.
We note that it is enough to bound each of these four sums separately with wB(x)
multiplied by a constant that depends only on E and n.
If B′ ∈ H, then
wB(cB′) ≤
(
1 + |x− cB| −R
R
)−E
=
( |x− cB|
R
)−E
.E
(
2 · |x− cB|
R
)−E
≤ wB(x),
where our assumption |x− cB| > R guarantees the last inequality.
If B′ ∈ I, then similarly
wB′(x) ≤
(
1 + |x− cB| −R
R
)−E
.E wB(x).
We get∑
B′∈H
wB′(x)wB(cB′)︸ ︷︷ ︸
.EwB(x)
.E wB(x) ·
∑
B′∈H
wB′(x) ≤ wB(x) ·
∑
B′∈H
1
≤ |{B′ : |x− cB′ | ≤ R}| · wB(x)
≤ (2 +√n)nwB(x)
and similarly∑
B′∈I
wB′(x)︸ ︷︷ ︸
.EwB(x)
wB(cB′)︸ ︷︷ ︸
≤1
.E |{B′ : |cB − cB′ | ≤ R}| · wB(x) ≤ (2 +
√
n)nwB(x).
Denote M := |x− cB|/R. Then
1 +M . 12 +
M
2 ≤ 1 +
M
2 .
Let B′ ∈ S. Then
|x− cB|
2 ≤
|x− cB′ |+ |cB − cB′|
2 ≤
2 · |x− cB′|
2 = |x− cB′ |,
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and thus
wB′(x) ≤ (1 + M2 )
−E .E (1 +M)−E = wB(x).
Hence ∑
B′∈S
wB′(x)wB(cB′) .E wB(x) ·
∑
B′∈S
wB(cB′),
where by (4.7)∑
B′∈S
wB(cB′) ≤
∑
B′ : |cB−cB′ |>R
wB(cB′) =
∑
B′ : |cB−cB′ |>R
wB′(cB) .E,n 1.
Let B′ ∈ T . Then (similarly as in the case where S is considered)
|x− cB|
2 ≤
|x− cB′|+ |cB − cB′|
2 ≤
2 · |cB − cB′|
2 = |cB − cB′ |,
and thus
wB(cB′) ≤ (1 + M2 )
−E .E (1 +M)−E = wB(x).
Hence ∑
B′∈T
wB′(x)wB(cB′)︸ ︷︷ ︸
.EwB(x)
.E wB(x) ·
∑
B′∈T
wB′(x),
where by (4.7) ∑
B′∈T
wB′(x) ≤
∑
B′ : |x−cB′ |>R
wB′(x) .E,n 1.
We have proved that for all x ∈ Rn∑
B′∈B
wB′(x)wB(cB′) .E,n wB(x).
Next we consider L1+(Rn), the space of non-negative functions in L1(Rn). For
us, these functions act as weight functions, so we use the letter W to denote the
space L1+(Rn).
We consider operators that act on W and that are of a specific type. We derive
a way to determine inequalities between the values of these operators. Then we
construct an example of such operators. These kinds of operators will arise in the
proofs of 4.4.3, 5.1.1 and 5.2.3 and it is beneficial not to repeat the same arguments
in these proofs, as made possible by the following lemmas.
Lemma 4.2.2. Fix E > n. Fix R > 0. Let the operators O1, O2 : W → [0,∞]
have the following four properties:
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(W1) O1(1B) . O2(wB,E) for all cubes B ⊂ Rn of side length R, where the implicit
constant is independent of the center point of B but is allowed to depend on
R, E and n.
(W2) O1(
∑∞
k=1 αkuk) ≤
∑∞
k=1 αkO1(uk) for all uk ∈ W and αk ∈ (0,∞) such that∑∞
k=1 αkuk ∈ W.
(W3) O2(
∑∞
k=1 αkuk) ≥
∑∞
k=1 αkO2(uk) for all uk ∈ W and αk ∈ (0,∞) such that∑∞
k=1 αkuk ∈ W.
(W4) If u ≤ v, u, v ∈ W, then Oj(u) ≤ Oj(v), where j ∈ {1, 2}.
Then
O1(wB,E) . O2(wB,E) (4.8)
for each cube B ⊂ Rn with side length R. The implicit constant in (4.8) only
depends on the implicit constant from (W1), on E and n.
Proof. Fix E > n. Fix R > 0. Denote the implicit constant in (W1) by C1 > 0.
Let z : Rn → R be the zero function i.e. z(x) = 0 for all x ∈ Rn.
Assume first that O1(z) =∞. Let B be a cube in Rn with side length R. Now
by (W4) it holds that O1(1B) =∞. Thus by (W1) we can write O2(wB,E) =∞,
which implies that O1(wB,E) . O2(wB,E), where the implicit constant can be, for
example, chosen to be 1.
Assume then that O2(z) =∞. Let B be a cube in Rn with side length R. Now
by (W4) O2(wB,E) = ∞ and this implies that O1(wB,E) . O2(wB,E), where the
implicit constant can be, for example, chosen to be 1.
Assume for the rest of the proof that O1(z) <∞ and O2(z) <∞. By (W2) we
can write
O1(z) = O1(
∞∑
k=1
1
2k+1 z) ≤
1
2 O1(z),
which implies that O1(z) = 0. Additionally, by (W3) we can write
2O2(z) ≤ O2(
∞∑
k=1
1
2k−1 z) = O2(z),
which implies that O2(z) = 0. Observe that using the fact that O1(z) = O2(z) = 0
we get that conditions (W2)-(W3) hold also for finite sums. In particular, with
u2, u3, . . . = z we get
O1(αu) ≤ αO1(u) = αO1(α−1αu) ≤ O1(αu)
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for all u ∈ W and α ∈ (0,∞). We can do a similar deduction for O2 and hence we
get
Oj(αu) = αOj(u) (4.9)
for j ∈ {1, 2}, u ∈ W and α ∈ (0,∞).
Then let us prove (4.8). Let B be a cube in Rn with side length R. Let B be
an essential partition of Rn with cubes B′ = B′(cB′ , R). Recall that B is countable
because of the separability of Rn.
By Lemma 4.2.1 for all x ∈ Rn
wB(x) ≤ C2
∑
B′∈B
1B′(x)wB(cB′)
and ∑
B′∈B
wB′(x)wB(cB′) ≤ C3wB(x),
where C2 > 0 and C3 > 0 only depend on E and n. With the help of Lemma 4.1.5
we have for all x ∈ Rn that
0 ≤ ∑
B′∈B
1B′(x)wB(cB′) .E,n
∑
B′∈B
wB′(x)wB(cB′) ≤ C3wB(x), (4.10)
and thus all of the functions appearing in (4.10) belong to W , since wB ∈ W . This
observation explains why all usages of the rules (W1)-(W4) and (4.9) below are
valid.
O1(wB) ≤ O1(C2
∑
B′∈B
wB(cB′)1B′) (W4)
= C2O1(
∑
B′∈B
wB(cB′)1B′) (4.9)
≤ C2
∑
B′∈B
wB(cB′)O1(1B′) (W2)
≤ C2
∑
B′∈B
wB(cB′)C1O2(wB′) (W1)
= C1C2
∑
B′∈B
wB(cB′)O2(wB′)
≤ C1C2O2(
∑
B′∈B
wB(cB′)wB′) (W3)
≤ C1C2O2(C3wB) (W4)
= C1C2C3O2(wB) (4.9).
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Let η : Rn → [0,∞) be a function andB = B(c, R) be a cube in Rn. Throughout,
we will consider the translated and scaled version ηB : Rn → [0,∞) defined by the
formula ηB(x) = η(x−cR ).
We also need a version of the previous lemma, where instead of O2(wB) in (W1)
we have O2(ηB) for a certain rapidly decreasing function η.
Lemma 4.2.3. Let ϕ be the function constructed in Lemma 3.4.4 and let p ≥ 1.
Denote η = ϕp. Fix E > n. Fix R > 0. Let the operators O1, O2 : W → [0,∞]
have the following four properties:
(V1) O1(1B) . O2(ηB) for all cubes B ⊂ Rn of side length R, where the implicit
constant is independent of the center point of B but is allowed to depend on
R, E, p and n.
(V2) O1(
∑∞
k=1 αkuk) ≤
∑∞
k=1 αkO1(uk) for all uk ∈ W and αk ∈ (0,∞) such that∑∞
k=1 αkuk ∈ W.
(V3) O2(
∑∞
k=1 αkuk) ≥
∑∞
k=1 αkO2(uk) for all uk ∈ W and αk ∈ (0,∞) such that∑∞
k=1 αkuk ∈ W.
(V4) If u ≤ v, u, v ∈ W, then Oj(u) ≤ Oj(v), where j ∈ {1, 2}.
Then
O1(wB,E) . O2(wB,E) (4.11)
for each cube B ⊂ Rn with side length R. The implicit constant in (4.11) only
depends on the implicit constant from (V1), on E, p and n.
Proof. Fix E > n. Fix R > 0. Denote the implicit constant in (V1) by D1 > 0.
We start the proof with an observation. Let B = B(c, R) be a cube. Because ϕ
is a non-negative Schwartz function, then η ∈ W . By Corollary 3.2.4
η .E,p,n wB(0,1),E.
Thus for all x ∈ Rn we have
ηB(x) = η
(x− c
R
)
.E,p,n wB(0,1),E
(x− c
R
)
= wB,E(x). (4.12)
Let us denote the implicit constant in (4.12) by D = DE,p,n.
Then let us start the main part of the proof. Let z : Rn → R be the zero
function i.e. z(x) = 0 for all x ∈ Rn.
Assume first that O2(z) =∞. Let B be a cube in Rn with side length R. Now
by (V4) it holds that O2(wB,E) =∞ and this implies that O1(wB,E) . O2(wB,E),
where the implicit constant can be, for example, chosen to be 1.
41
Assume then that O2(z) <∞. Let B be a cube in Rn with side length R. As
in the proof of Lemma 4.2.2 we get
O2(αu) = αO2(u) (4.13)
for u ∈ W and α ∈ (0,∞). Then we aim to prove (W1). Let B be a cube in Rn
with side length R. By (V1), (V4) and (4.13)
O1(1B) ≤ D1O2(ηB) ≤ D1O2(DwB,E) = D1DO2(wB,E).
The constant D1D is independent of the center point of B. Hence (W1) and
conditions (W2)-(W4) hold. Thus Lemma 4.2.2 implies that
O1(wB,E) . O2(wB,E)
holds for each cube B ⊂ Rn with side length R, where the implicit constant only
depends on D1D, E and n. Since D is entirely determined by E, p and n, the
claim follows.
Remark 4.2.4. Although in (W1) and (V1) the implicit constant is allowed to
depend on R, we will mostly use these theorems in situations where it does not
depend on R. This is because we often do not want the implicit constants in (4.8)
and (4.11) to depend on R.
4.3 An example of operators that satisfy the con-
ditions (W2)-(W4) of Lemma 4.2.2
We will construct a family of operators that satisfy conditions (W2)-(W4). Such
operators will appear in proofs later on.
Here n ≥ 1. Let W be the collection of all non-negative, integrable functions
on Rn.
First, let us fix a measurable function f : Rn → C and p ≥ 1. We define
O1 :W → [0,∞] with the following formula:
O1(v) :=
∫
Rn
|f(x)|pv(x) dx = ‖f‖pLp(v)
for all v ∈ W .
We prove that O1 satisfies the conditions (W2) and (W4) of Lemma 4.2.2.
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Let uk ∈ W and αk ∈ (0,∞) such that w := ∑∞k=1 αkuk ∈ W . Now
O1(
∞∑
k=1
αkuk) =
∫
Rn
|f |p
∞∑
k=1
αkuk
=
∞∑
k=1
αk
∫
Rn
|f |puk
=
∞∑
k=1
αkO1(uk),
so (W2) holds. Assume then that u ≤ v. Then
O1(u) =
∫
Rn
|f |pu ≤
∫
Rn
|f |pv = O1(v),
and thus (W4) holds.
Then fix p ≥ 2 and measurable L∞-functions fi : Rn → C, i ∈ N+. Define
O2 :W → [0,∞] with the following formula:
O2(v) := (
∑
i
‖fi‖2Lp(v))p/2
for v ∈ W. Choosing L∞-functions guarantees that ∫Rn |fi|pv < ∞ for all i ∈ N+
and v ∈ W .
We prove that O2 satisfies the conditions (W3) and (W4) of Lemma 4.2.2.
Assume that u, v ∈ W , u ≤ v. Then
O2(u) =
(∑
i
( ∫
Rn
|fi|pu
)2/p)p/2 ≤ (∑
i
( ∫
Rn
|fi|pv
)2/p)p/2
= O2(v),
and hence (W4) holds.
Next, let uk ∈ W and αk ∈ (0,∞) such that w := ∑∞k=1 αkuk ∈ W. We can
assume that ∑i ‖fi‖2Lp(w) <∞. Now using monotone convergence and the reverse
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Minkowski’s inequality in l2/p we get
∞ > O2(w) =
(∑
i
( ∫
Rn
|fi|p
∞∑
k=1
αkuk
)2/p)p/2
=
(∑
i
( ∞∑
k=1
∫
Rn
|fi|pαkuk
)2/p)p/2
=
(∑
i
lim
N→∞
( N∑
k=1
∫
Rn
|fi|pαkuk
)2/p)p/2
m. c.= lim
N→∞
(∑
i
( N∑
k=1
∫
Rn
|fi|pαkuk
)2/p)p/2
r.M.≥ lim
N→∞
N∑
k=1
(∑
i
( ∫
Rn
|fi|pαkuk
)2/p)p/2
=
∞∑
k=1
αk
(∑
i
( ∫
Rn
|fi|puk
)2/p)p/2
=
∞∑
k=1
αkO2(uk).
Hence (W3) holds.
We proved the following:
Proposition 4.3.1. Let us fix p ≥ 2 and functions fi and f as above. Then the
aforementioned operators O1 and O2 satisfy conditions (W2)-(W4) of Lemma 4.2.2.
Remark 4.3.2. For certain fi and f , such as the ones used in 4.4.3, 5.1.1 and 5.2.3,
the condition (W1) or (V1) will hold as well. That will allow us to use the operator
lemmas 4.2.2 and 4.2.3.
4.4 A reverse Hölder inequality
• Let A be a set. If A ⊂ Rn and A has positive Lebesgue measure, then |A|
will refer to the Lebesgue measure of A. Otherwise, |A| will refer to the
cardinality of A.
• We denote ‖F‖Lp#(wB,E) := 1|B|1/p‖F‖Lp(wB,E), for F ∈ Lp(wB,E).
Before stating the reverse Hölder inequality, we present the following lemmas.
Lemma 4.4.1. Let f, g ∈ L1(Rn). Then f ˜ˆg ∈ L1(Rn) and
f̂ ˜ˆg = fˆ ∗ g.
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Proof. The first statement is proven by∫
|f(x)˜ˆg(x)| dx ≤
∫
|f(x)|
∣∣∣ ∫ g(y)e(y · x) dy∣∣∣ dx ≤ ∫ |f(x)| ∫ |g(y)| dy dx
= ‖f‖L1(Rn)‖g‖L1(Rn).
Hence the Fourier transform of f ˜ˆg is well defined and using Fubini’s theorem we
get
f̂ ˜ˆg(ξ) =
∫
f(x)e(−ξ · x)
∫
g(y)e(y · x) dy dx =
∫
g(y)
∫
f(x)e((y − ξ) · x) dx dy
=
∫
g(y)fˆ(ξ − y) dy
= fˆ ∗ g(ξ).
Lemma 4.4.2. Let f ∈ L1(Rn), Q ⊂ [0, 1]n−1 be a cube and g ∈ L1(Q). Then for
all x ∈ Rn
f̂EQg(x) =
∫
Q
g(ξ)f̂(x− ρ(ξ)) dξ, (4.14)
where ρ(ξ) = (ξ1, . . . , ξn−1, |ξ|2). If in addition f ∈ S(Rn), then
̂˜
f̂EQg = fEQg. (4.15)
Proof. By Fubini’s theorem,
f̂EQg(x) =
∫
f(y)e(−x · y)
∫
Q
g(ξ)e(y · ρ(ξ)) dξ dy
=
∫
Q
g(ξ)
∫
f(y)e(−(x− ρ(ξ)) · y) dy dξ
=
∫
Q
g(ξ)f̂(x− ρ(ξ)) dξ.
By using this equality, we get by Fubini’s theorem and a simple change of variables
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that
̂˜
f̂EQg(y) =
∫
e(−y · x)
∫
Q
g(ξ)f̂(−x− ρ(ξ)) dξ dx
=
∫
Q
g(ξ)
∫
f̂(−(x+ ρ(ξ)))e(−y · x) dx dξ
=
∫
Q
g(ξ)
∫
f̂(−x)e(−y · x)e(y · ρ(ξ)) dx dξ
=
∫
Q
g(ξ)e(y · ρ(ξ)) ̂˜̂f(y) dξ
=
∫
Q
g(ξ)e(y · ρ(ξ))f(y) dξ (see 3.3)
= f(y)EQg(y).
Theorem 4.4.3. (A reverse Hölder inequality) Let n ≥ 2. Let 1 ≤ p ≤ q and let
E > nq
p
. Let R ≥ 1. Then for each cube Q ⊂ [0, 1]n−1 with l(Q) = 1
R
and each cube
B ⊂ Rn with l(B) = R and each g ∈ L1(Q) we have
‖EQg‖Lq#(wB,E) .E,q,p,n ‖EQg‖Lp#(wB,Epq ).
Especially, the implicit constant is independent of R, Q, B and g.
Proof. Fix E, q, p and R as above. Let Q ⊂ [0, 1]n−1 be a cube with l(Q) = 1/R
and let g ∈ L1(Q). Let B = B(cB, R) ⊂ Rn be a cube with l(B) = R.
Let ϕ : Rn → [0,∞) be the function constructed in Lemma 3.4.4. Now ϕ is a
Schwartz function satisfying 1B(0,1) ≤ ϕ, such that the support ϕ̂ is contained in
the cube B(0, 1).
We let η = ϕp. Now since
1B(x) = 1B
(x− cB
R
)
≤ ϕ
(x− cB
R
)
= ϕB(x)
we get
‖EQg‖Lq(B) ≤ ‖EQg‖Lq(ϕqB) = ‖ϕBEQg‖Lq(Rn). (4.16)
Also, ϕB : Rn → [0,∞) is a Schwartz function and by the properties described in
3.3 we have
ϕ̂B(x) = e(−cB · x)Rnϕˆ(Rx).
for all x ∈ Rn. Thus
supp(ϕ̂B) ⊂ B(0, R−1). (4.17)
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Denote ρ(ξ) = (ξ1, . . . , ξn−1, |ξ|2). Let d be the center of Q. Assume that
ϕ̂BEQg(x) 6= 0 for some x. Applying (4.14) we see that then ϕ̂B(x− ρ(ξ)) 6= 0 for
some ξ ∈ Q. This in turn implies by (4.17) that x ∈ B(ρ(ξ), R−1). By applying
the triangle inequality we see that |xj − dj| ≤ R−1 for 1 ≤ j ≤ n− 1. Also,
|xn − |d|2| ≤ |xn − |ξ|2|+ ||ξ|2 − |d|2|
= |xn − ρ(ξ)n|+ ||ξ| − |d||(|ξ|+ |d|)
≤ R
−1
2 + |ξ − d|(|ξ|+ |d|)
≤ R
−1
2 +
√
n− 1R−1
2 2
√
n− 1
=
(
n− 12
)
R−1
≤ nR−1.
Hence x ∈ B(ρ(d), 2nR−1). We denote S = 2nR−1. Let ∆ = ∆(−ρ(d), S) be the
cube with center −ρ(d) and side length S. We just showed that
supp(ϕ̂BEQg) ⊂ −∆. (4.18)
Let θ : Rn → [0,∞) be the Schwartz function constructed in Lemma 3.4.3.
Then θ equals to 1 on the cube B(0, 1). Consider the Schwartz function θ∆. Observe
that if x ∈ ∆, then θ∆(x) = 1. Thus by (4.18) θ∆ ≡ 1 in the support of ˜̂ϕBEQg.
Using this, Lemma 4.4.1 and (4.15) we get
(ϕBEQg) ∗ θ̂∆ =
( ˜̂
ϕBEQgθ∆
)̂
=
̂˜
ϕ̂BEQg = ϕBEQg.
Applying Young’s convolution inequality (Theorem 3.1.4) we get
‖ϕBEQg‖Lq(Rn) = ‖(ϕBEQg) ∗ θ̂∆‖Lq(Rn) ≤ ‖ϕBEQg‖Lp(Rn)‖θ̂∆‖Lr(Rn)
= ‖EQg‖Lp(ηB)‖θ̂∆‖Lr(Rn), (4.19)
where r ∈ [1,∞) is such that
1
q
= 1
p
+ 1
r
− 1⇔ r = pq
pq + p− q .
47
Observe that
‖θ̂∆‖Lr(Rn) =
( ∫
|Snθˆ(Sx)|r dx
) 1
r
= Sn
( ∫
|θˆ(Sx)|r dx
) 1
r
.n R−n
( ∫
|θˆ(Sx)|r dx
) 1
r
= R−n
( ∫
S−n|θˆ(x)|r dx
) 1
r
= R−nS−nr ‖θˆ‖Lr(Rn)
.q,p,n R−nR
n
r ‖θˆ‖Lr(Rn) (θ only depends on n)
.q,p,n R−n(1−
1
r
).
Combining this with (4.16) and (4.19) we have now reached the following
important estimate:
‖EQg‖Lq(B) .q,p,n R−n(1− 1r )‖EQg‖Lp(ηB). (4.20)
Next we use Lemma 4.2.3 for F := Ep/q > n. We define the operators
W → [0,∞]
O1(v) := ‖EQg‖pLq(vq/p) =
( ∫
||EQg|pv|
q
p
) p
q = ‖|EQg|pv‖Lq/p(Rn)
and
O2(v) := R−np(1−
1
r
)‖EQg‖pLp(v).
Clearly (V4) holds for both O1 and O2. Let αk ∈ (0,∞) and uk ∈ W be such that∑∞
k=1 αkuk ∈ W . Since q/p ≥ 1, by Minkowski (see Theorem 3.1.3) we get
O1(
∞∑
k=1
αkuk) = ‖|EQg|p
∞∑
k=1
αkuk‖Lq/p(Rn) ≤
∞∑
k=1
αk‖|EQg|puk‖Lq/p(Rn)
=
∞∑
k=1
αkO1(uk).
Thus (V2) holds. As seen in the proof of Proposition 4.3.1,
O2(
∞∑
k=1
αkuk) =
∞∑
k=1
αkO2(uk)
since O2 without the coefficient R−np(1−
1
r
) is of the form stated there and having
the coefficient preserves the equality. Thus (V3) holds. Since (4.20) translates
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to O1(1B)1/p .q,p,n O2(ηB)1/p, also (V1) holds. Now Lemma 4.2.3 implies that
O1(wB,F ) .E,p,q,n O2(wB,F ) which implies that
‖EQg‖Lq(wq/pB,F ) .E,q,p,n R
−n(1− 1
r
)‖EQg‖Lp(wB,F ).
This is equivalent with (note that 1− 1
r
= 1
p
− 1
q
)
‖EQg‖Lq(wB,E) .E,q,p,n R−n(
1
p
− 1
q
)‖EQg‖Lp(wB,F )
⇔
( ∫
|EQg|qwB,E
) 1
q .E,q,p,n R−
n
pR
n
q
( ∫
|EQg|pwB,F
) 1
p
⇔
( 1
Rn
∫
|EQg|qwB,E
) 1
q .E,q,p,n
( 1
Rn
∫
|EQg|pwB,F
) 1
p
⇔ ‖EQg‖Lq#(wB,E) .E,q,p,n ‖EQg‖Lp#(wB,Epq ).
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Chapter 5
Inequalities related to decoupling
In this chapter, we consider propositions that resemble our main decoupling in-
equality (2.5). The first one will be used in chapter 7 while the other one is useful
in the case p > 2n
n−1 of the l
2 decoupling theorem.
5.1 L2 decoupling
Proposition 5.1.1. Fix E > n. Let R ≥ 1. Let Q ⊂ [0, 1]n−1 be a cube with
l(Q) ≥ R−1. Then for each cube B ⊂ Rn with side length R and each g ∈ L1(Q)
we have
‖EQg‖L2(wB,E) .E,n
( ∑
q∈Part 1
R
(Q)
‖Eqg‖2L2(wB,E)
) 1
2 . (5.1)
Proof. We intend to use Lemma 4.2.3. To this end, let ϕ : Rn → [0,∞) be the
function constructed in Lemma 3.4.4. Now ϕ is a Schwartz function satisfying
1B(0,1) ≤ ϕ, such that the support of the Fourier transform of ϕ is contained in the
cube B(0, 1). Let η = ϕ2.
Fix E > n and let Q ⊂ [0, 1]n−1 be a cube with l(Q) ≥ R−1, where R ≥ 1. Let
g ∈ L1(Q). We define the operators
O1(v) = ‖EQg‖2L2(v)
and
O2(v) =
∑
q∈Part 1
R
(Q)
‖Eqg‖2L2(v).
By Proposition 4.3.1 these satisfy conditions (V2)-(V4) of Lemma 4.2.3.
Let B = B(cB, R) ⊂ Rn be a cube. By Lemma 4.2.3 the claim follows once we
prove that
O1(1B) .n O2(ηB). (5.2)
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If x ∈ B, then x−cB
R
∈ B(0, 1). Hence if x ∈ B, then ηB(x) = η(x−cBR ) ≥ 1. Thus
we can write
‖EQg‖2L2(B) =
∫
|EQg|21B ≤
∫
|EQg|2ηB = ‖√ηBEQg‖2L2(Rn) = ‖ϕBEQg‖2L2(Rn).
Observe that ϕ̂B(x) = e(−cB · x)Rnϕˆ(Rx) for x ∈ Rn and thus
supp(ϕ̂B) ⊂ B(0, R−1). (5.3)
Throughout, we fix some x ∈ Rn. Denote ρ(ξ) = (ξ1, . . . , ξn−1, |ξ|2) for ξ ∈ Rn−1.
For q ∈ Part 1
R
(Q), denote hq = hq,B,g = ϕBEqg. We get by Lemma 4.4.2 that
ĥq(x) = ϕ̂BEqg(x) =
∫
q
g(ξ)ϕ̂B(x− ρ(ξ)) dξ. (5.4)
Let An be the maximal number of closed cubes that intersect a given cube,
when all the cubes are members of an essential partition of a cube in Rn into
smaller cubes. In other words, given a cube q ∈ Part 1
R
(Q), then An is the maximal
number of cubes in Part 1
R
(Q) that are adjacent to q, including q itself. That is,
A1 = 3, A2 = 9, A3 = 27, ..., An = 3n.
Let q = q(c, R−1) ∈ Part 1
R
(Q). Assume furthermore that there is an element
ξ ∈ q such that x − ρ(ξ) ∈ B(0, R−1). Let then a be an element of some non-
adjacent cube to q, the cube still taken from the partition. Then a /∈ q(c, 3R−1).
That is, there is some 1 ≤ j ≤ n− 1 such that |aj − cj| > 32R−1. Then
|xj − cj| ≤ |xj − ρ(ξ)j|+ |ρ(ξ)j − ξj|+ |ξj − cj| ≤ R
−1
2 + |ξj − ξj|+
R−1
2 = R
−1
and thus
|xj − ρ(a)j| = |xj − aj| ≥ |aj − cj| − |cj − xj| > 32R
−1 −R−1 = R
−1
2 .
Hence x− ρ(a) /∈ B(0, R−1).
We just proved that given two non-adjacent cubes q1, q2 ∈ Part 1
R
(Q), then
x− ρ(qk) ⊂ Rn \B(0, R−1) for some k ∈ {1, 2}. For if (x− ρ(q1)) ∩B(0, R−1) 6= ∅,
then the previous deduction with q = q1 shows that x − ρ(q2) ⊂ Rn \ B(0, R−1).
By combining this with (5.3) and (5.4) we see that given two non-adjacent cubes
q1, q2 ∈ Part 1
R
(Q), then
ĥqk(x) = 0 for some k ∈ {1, 2}. (5.5)
We show that ∣∣∣ ∑
q∈Part 1
R
(Q)
ĥq(x)
∣∣∣2 .n ∑
q∈Part 1
R
(Q)
|ĥq(x)|2. (5.6)
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Let
M = max
q∈Part 1
R
(Q)
|ĥq(x)|.
If M = 0, then clearly (5.6) holds. On the other hand, if we assume that M > 0,
then ∣∣∣ ∑
q∈Part 1
R
(Q)
ĥq(x)
∣∣∣2 ≤ ( ∑
q∈Part 1
R
(Q)
|ĥq(x)|
)2
=
( An∑
k=1
|ĥqk(x)|
)2
by (5.5)
≤ An
An∑
k=1
|ĥqk(x)|2 (Cauchy-Schwarz)
.n
An∑
k=1
|ĥqk(x)|2
=
∑
q∈Part 1
R
(Q)
|ĥq(x)|2.
Finally, since x was arbitrary,
‖√ηBEQg‖2L2(Rn) = ‖ ̂
√
ηBEQg‖2L2(Rn) by Theorem 3.1.9 (Plancherel)
= ‖ ∑
q∈Part 1
R
(Q)
ĥq‖2L2(Rn)
.n
∑
q∈Part 1
R
(Q)
‖ĥq‖2L2(Rn) by (5.6)
=
∑
q∈Part 1
R
(Q)
‖hq‖2L2(Rn) by Theorem 3.1.9 (Plancherel)
=
∑
q∈Part 1
R
(Q)
‖√ηBEqg‖2L2(Rn)
=
∑
q∈Part 1
R
(Q)
‖Eqg‖2L2(ηB).
Thus we have proven (5.2).
Remark 5.1.2. Note that (5.1) does not directly give information about the decou-
pling constant Decn(δ, 2, E) despite its similarities with (2.5). That is because on
the right-hand side of (2.5) the side length of B is not the reciprocal of the side
length of the partition cube. However, Proposition 5.1.1 will be used in Proposition
7.2.2.
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5.2 Passage from EQ to E[0,1]n−1
In Lemma 2.6.1 we defined the decoupling constant Decn(δ, p, E). In that context,
we partitioned [0, 1]n−1 into cubes of smaller side length. But what if we would
instead partition a cube Q ( [0, 1]n−1 into smaller cubes and tried to find the
constants a that satisfy a similar inequality
‖EQg‖Lp(wB,E) ≤ a ·
( ∑
q∈Part
δ
1
2
(Q)
‖Eqg‖2Lp(wB,E)
) 1
2
for some small δ and B with l(B) = δ−1? It turns out that Decn(δ, p, E) scales
nicely in this situation as we shall see in Proposition 5.2.3.
We begin with a lemma.
Remark 5.2.1. Let n ≥ 2. Let 0 < σ < 1, σ ∈ 4−N. Let Q ⊂ [0, 1]n−1 be a cube
with l(Q) = σ1/2. We can write Q = a+ [0, σ 12 ]n−1 for some a ∈ [0, 1− σ 12 ]n−1. We
define the linear operator TQ : Rn → Rn, to be used in this section, by the formula
TQx := ((x1 + 2a1xn)σ
1
2 , . . . , (xn−1 + 2an−1xn)σ
1
2 , xnσ).
We will use the shorthand T = TQ.
Lemma 5.2.2. (a) Let n ≥ 1. Let E > n. Let α ∈ 2Z. Let B ⊂ Rn be a cube
with side length R. Then for all x ∈ Rn∑
∆∈F
w∆,E(x) .E,n wB,E(α−1x),
where F is the unique essential partition of αB using cubes ∆ of side length
R′, where 0 < R′ ≤ αR.
(b) Let n ≥ 2. Let E > 3n. Let 0 < δ ≤ σ < 1, δ ∈ 4−N, σ ∈ 4−N. Let
T : Rn → Rn be as in 5.2.1. Let B ⊂ Rn be a cube with side length δ−1. Then
there exists a finite cover F of T (B), F consisting of cubes of side length
δ−1σ, such that ∑
∆∈F
w∆,E(x) .E,n wB,E3 (T
−1x),
for all x ∈ Rn.
Proof. (a): Notice that αB = B(αcB, αR). Then by Lemma 4.1.5 we get∑
∆∈F
w∆,E(x) .E,n wαB,E(x) = wB,E(α−1x).
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(b): We use part (a). Note that
T−1x := T−1(x) = (σ− 12x1 − 2a1σ−1xn, . . . , σ− 12xn−1 − 2an−1σ−1xn, σ−1xn)
for x ∈ Rn.
Observations: When a 6= 0, then the element a will cause technical difficulties
and we will use the approximation |a| ≤ 1. If a = 0, then the formula for T−1
simplifies a bit but the last coordinate in the formula for T−1 contains a different
power of σ than the rest of the coordinates and even then part (a) does not directly
apply. These technical difficulties must be solved.
Throughout the proof we will use the well-known fact that
|x| ∼d |x|∞ ∼d
d∑
j=1
|xj|. (5.7)
for x ∈ Rd, where |x|∞ = max1≤j≤d |xj|.
By triangle inequality and because aj ≤ 1 we get
T (B) ⊂
[ n−1∏
j=1
B((TcB)j, 4δ−1σ
1
2 )
]
×B((TcB)n, δ−1σ).
We choose F to be the essential partition of the hyperrectangle
[ n−1∏
j=1
B((TcB)j, 4δ−1σ
1
2 )
]
×B((TcB)n, δ−1σ)
using cubes of side length δ−1σ. Observe that now (c∆)n = (TcB)n = σ(cB)n for
all ∆ ∈ F .
We use the notation y′ = (y1, . . . , yn−1) for y ∈ Rn. First we separate the last
coordinate: ∑
∆∈F
w∆,E(x)
=
∑
∆∈F
(
1 + |x− c∆|
δ−1σ
)−E3 (1 + |x− c∆|
δ−1σ
)− 2E3
≤ ∑
∆∈F
(
1 + |x
′ − c′∆|
δ−1σ
)−E3 (1 + |xn − (c∆)n|
δ−1σ
)− 2E3
=
(
1 + |σ
−1xn − (cB)n|
δ−1
)− 2E3 ∑
∆∈F
(
1 + |x
′ − c′∆|
δ−1σ
)−E3
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Note that σ 12 ∈ 2Z. Thus we may apply part (a) in dimension n− 1 and continue
as follows:
(a)
.E,n
(
1 + |σ
−1xn − (cB)n|
δ−1
)− 2E3 (1 + |σ− 12x′ − σ− 12 (TcB)′|4δ−1
)−E3
.E
(
1 + |σ
−1xn − (cB)n|
δ−1
)− 2E3 (1 + |σ− 12x′ − σ− 12 (TcB)′|
δ−1
)−E3
=
(
1 + |σ
−1xn − (cB)n|
δ−1
)−E3
·
(
1 + |σ
−1xn − (cB)n|
δ−1
)−E3 (1 + |σ− 12x′ − σ− 12 (TcB)′|
δ−1
)−E3 .
In the last product we have
(
1 + |σ
−1xn − (cB)n|
δ−1
)−E3 (1 + |σ− 12x′ − σ− 12 (TcB)′|
δ−1
)−E3
.E
(
1 + 2|σ
−1xn − (cB)n||a|
δ−1
)−E3 (1 + |σ− 12x′ − σ− 12 (TcB)′|
δ−1
)−E3
=
(
1 + |2(σ
−1xn − (cB)n)a|
δ−1
)−E3 (1 + |σ− 12x′ − c′B − 2(cB)na|
δ−1
)−E3
≤
(
1 + max{|2(σ
−1xn − (cB)n)a|, |σ− 12x′ − c′B − 2(cB)na|}
δ−1
)−E3
(5.7)∼E
(
1 + |σ
− 12x′ − c′B − 2(cB)na|+ |2(σ−1xn − (cB)n)a|
δ−1
)−E3
≤
(
1 + |σ
− 12x′ − c′B − 2(cB)na− 2(σ−1xn − (cB)n)a|
δ−1
)−E3
=
(
1 + |σ
− 12x′ − 2σ−1xna− c′B|
δ−1
)−E3
=
(
1 + |(T
−1x− cB)′|
δ−1
)−E3 .
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Put together, we get∑
∆∈F
w∆,E(x)
.E,n
(
1 + |σ
−1xn − (cB)n|
δ−1
)−E3 (1 + |(T−1x− cB)′|
δ−1
)−E3
=
(
1 + |(T
−1x− cB)n|
δ−1
)−E3 (1 + |(T−1x− cB)′|
δ−1
)−E3
≤
(
1 + |T
−1x− cB|∞
δ−1
)−E3
(5.7)∼E,n
(
1 + |T
−1x− cB|
δ−1
)−E3
= wB,E3 (T
−1x).
Proposition 5.2.3. Let E > n and let p ≥ 2. Let 0 < δ ≤ σ < 1, δ ∈ 4−N,
σ ∈ 4−N. For each cube Q ⊂ [0, 1]n−1 with l(Q) = σ1/2, each g ∈ L1(Q) and each
cube B ⊂ Rn with l(B) ≥ δ−1 we have
‖EQg‖Lp(wB,E) .E,p,n Decn
( δ
σ
, p, 3E
)( ∑
q∈Part
δ
1
2
(Q)
‖Eqg‖2Lp(wB,E)
) 1
2 .
Proof. Fix E > n and p ≥ 2. Set F := 3E.
Let 0 < δ ≤ σ < 1, δ ∈ 4−N, σ ∈ 4−N. Let Q ⊂ [0, 1]n−1 be a cube with
l(Q) = σ1/2. We can write Q = a + [0, σ 12 ]n−1 for some a = (a1, . . . , an−1). Fix
g ∈ L1(Q).
(Observe that now δ
σ
∈ 4−N.)
We define the following operators in the spirit of Proposition 4.3.1:
O1(v) = ‖EQg‖pLp(v),
O2(v) = Dec
( δ
σ
, p, F
)p( ∑
q∈Part
δ
1
2
(Q)
‖Eqg‖2Lp(v)
) p
2 .
By Proposition 4.3.1 these operators satisfy the conditions (W2)-(W4) of Lemma
4.2.2. The operator O2 is exactly of the form discussed in 4.3.1 if the term
Dec
(
δ
σ
, p, F
)p
is removed. But that term does not depend on the function v and
thus one can check that having it as a multiplier does not affect the satisfaction of
the conditions (W3)-(W4). Also, O1 and O2 are finite-valued.
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We first assume that B is a cube such that l(B) = δ−1. In the light of Lemma
4.2.2 we will show that then
‖EQg‖Lp(B) .E,p,n Dec
( δ
σ
, p, F
)( ∑
q∈Part
δ
1
2
(Q)
‖Eqg‖2Lp(wB,E)
) 1
2 . (5.8)
Using our notation, the above is equivalent with
O1(1B) .E,p,n O2(wB).
We define the transformation L = LQ,
L(ξ1, . . . , ξn−1) =
(ξ1 − a1
σ
1
2
, . . . ,
ξn−1 − an−1
σ
1
2
)
.
We point out that L : Rn−1 → Rn−1 has an inverse: L−1(ξ1, . . . , ξn−1) = (σ 12 ξ1 +
a1, . . . , σ
1
2 ξn−1 + an−1). Observe that L is a combination of a translation by −a
and a stretching by σ− 12 . Notice that L(Q) = [0, 1]n−1.
Let T = TQ be the transformation defined as
T (x1, . . . , xn−1, xn) = ((x1 + 2a1xn)σ
1
2 , . . . , (xn−1 + 2an−1xn)σ
1
2 , xnσ).
We point out that T : Rn → Rn has an inverse: T−1(x1, . . . , xn−1, xn) = (x1σ− 12 −
2a1xnσ−1, . . . , xn−1σ−
1
2 − 2an−1xnσ−1, xnσ−1).
Let Q˜ ⊂ Q be a cube. We denote Q˜L = L(Q˜) and gL = g ◦ L−1 : [0, 1]n−1 → C.
Observe that Q˜L is a cube. Additionally, we denote ρ(ξ) := (ξ1, . . . , ξn−1, ξ21 + . . .+
ξ2n−1). Now for each x ∈ Rn
|E
Q˜
g(x)|
=
∣∣∣ ∫
Q˜
g(ξ)e(ρ(ξ) · x) dξ
∣∣∣.
We show that |E
Q˜
g(x)| = σ n−12 |E
Q˜L
gL(T (x))|. By change of variables (Theorem
3.1.7), ∫
Q˜
g(ξ)e(ρ(ξ) · x) dξ = σ n−12
∫
Q˜L
g(L−1(ξ))e(ρ(L−1(ξ)) · x) dξ.
The justification for the change of variables above is: L−1 is a bijection Q˜L → Q˜.
Both Q˜L and Q˜ are closed cubes, whose boundaries have zero measure, and the
boundaries map to each other. Thus on both sides we can integrate over the interior
of a closed cube. The partial derivatives of the component functions of L−1 are
continuous; thus L−1 is differentiable. Observe that det(L−1)′(x) = (σ 12 )n−1 = σ n−12 ,
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since (L−1)′(x) is an upper triangular (n− 1)× (n− 1)-matrix. Also, the integral∫
Q˜
g(ξ)e(ρ(ξ) · x) dξ exists.
We write the term in the right-side integral in a different way:
e(ρ(L−1(ξ)) · x)
= e
((
σ
1
2 ξ1 + a1, . . . , σ
1
2 ξn−1 + an−1,
n−1∑
j=1
(σ 12 ξj + ai)2
)
· x
)
= e
((
σ
1
2 ξ1 + a1, . . . , σ
1
2 ξn−1 + an−1,
n−1∑
j=1
σξ2j +
n−1∑
j=1
2σ 12 ξjaj +
n−1∑
j=1
a2j
)
· x
)
= e
((
σ
1
2 ξ1, . . . , σ
1
2 ξn−1,
n−1∑
j=1
σξ2j +
n−1∑
j=1
2σ 12 ξjaj
)
· x
)
e
(
ρ(a) · x
)
= e
( n−1∑
j=1
σ
1
2 ξjxj + xn
n−1∑
j=1
2σ 12 ξjaj + xn
n−1∑
j=1
σξ2j
)
e
(
ρ(a) · x
)
= e
( n−1∑
j=1
ξj(xj + 2ajxn)σ
1
2 + xnσ
n−1∑
j=1
ξ2j
)
e
(
ρ(a) · x
)
= e(ρ(ξ) · T (x))e(ρ(a) · x).
We have shown that g(L−1(ξ))e(ρ(L−1(ξ)) · x) = g(L−1(ξ))e(ρ(ξ) · T (x))e(ρ(a) · x).
Thus∣∣∣ ∫
Q˜
g(ξ)e(ρ(ξ) · x) dξ
∣∣∣ = ∣∣∣σ n−12 ∫
Q˜L
g(L−1(ξ))e(ρ(ξ) · T (x))e(ρ(a) · x) dξ
∣∣∣
= σ n−12
∣∣∣e(ρ(a) · x)∣∣∣∣∣∣ ∫
Q˜L
g(L−1(ξ))e(ρ(ξ) · T (x)) dξ
∣∣∣
= σ n−12
∣∣∣ ∫
Q˜L
g(L−1(ξ))e(ρ(ξ) · T (x)) dξ
∣∣∣
= σ n−12 |E
Q˜L
gL(T (x))|
i.e.
|E
Q˜
g(x)| = σ n−12 |E
Q˜L
gL(T (x))| (5.9)
for all x ∈ Rn, which is what we wanted to show.
We denote S = T (B). We let F be the cover of S described in Lemma 5.2.2.
Now F consists of cubes of side length δ−1σ. A similar proof as in 4.1.1 yields
1S(x) .E,n
∑
∆∈F
w∆,F (x).
By Lemma 5.2.2 we have ∑
∆∈F
w∆,F (x) .E,n wB,E(T−1x).
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Joining these we have
1S(x) .E,n
∑
∆∈F
w∆,F (x) .E,n wB,E(T−1x). (5.10)
Hence (remember that QL = L(Q) = [0, 1]n−1)
‖EQg‖Lp(B) =
( ∫
B
|EQg(x)|p dx
) 1
p
=
( ∫
B
σ
p(n−1)
2 |EQLgL(T (x))|p dx
) 1
p by (5.9)
= σ n−12
( ∫
B
|EgL(T (x))|p dx
) 1
p
(change of variables)
= σ n−12
(
σ−
n+1
2
∫
S
|EgL(x)|p dx
) 1
p
= σ n−12 σ−
n+1
2p ‖EgL‖Lp(S).
The justification for the change of variables above is: T is a bijection B → S.
By Remark 3.1.8 we can consider the integrals over the interior of B and the
image of that interior. The partial derivatives of the component functions of T are
continuous; thus T is differentiable. Observe that det T ′(x) = (σ 12 )n−1σ = σ n+12 ,
since T ′(x) is an upper triangular n× n-matrix.
By (5.10) we get
‖EgL‖Lp(S) =
( ∫
Rn
|EgL(x)|p1S(x) dx
) 1
p
.E,p,n
( ∑
∆∈F
∫
Rn
|EgL(x)|pw∆,F (x) dx
) 1
p
=
( ∑
∆∈F
‖EgL‖pLp(w∆,F )
) 1
p ,
and by the definition of the decoupling constant, this is dominated as follows (it is
essential that l(∆) = (δ/σ)−1) :
≤
[ ∑
∆∈F
Dec
( δ
σ
, p, F
)p( ∑
q′∈Part
( δσ )
1
2
([0,1]n−1)
‖Eq′gL‖2Lp(w∆,F )
) p
2
] 1
p
= Dec
( δ
σ
, p, F
)[ ∑
∆∈F
( ∑
q′∈Part
( δσ )
1
2
([0,1]n−1)
‖Eq′gL‖2Lp(w∆,F )
) p
2
] 1
p .
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Observe that q ∈ Part
δ
1
2
(Q) if and only if q = ∏n−1k=1(ak + [(jk − 1)δ 12 , jkδ 12 ]) for
some jk ∈ {1, 2, . . . , (σδ )
1
2}, 1 ≤ k ≤ n− 1. Thus if q ∈ Part
δ
1
2
(Q), then
qL = L(q) =
n−1∏
k=1
[(jk − 1)
( δ
σ
) 1
2 , jk
( δ
σ
) 1
2 ].
Since
Part
( δ
σ
)
1
2
([0, 1]n−1) =
{ n−1∏
k=1
[(jk − 1)
( δ
σ
) 1
2 , jk
( δ
σ
) 1
2 ] : ∀k jk ∈ {1, 2, . . . , (σ
δ
) 12}
}
,
we have shown that
{qL : q ∈ Part
δ
1
2
(Q)} = Part
( δ
σ
)
1
2
([0, 1]n−1)
In addition, (q1)L 6= (q2)L if q1, q2 ∈ Part
δ
1
2
(Q) and q1 6= q2. Hence for each ∆ ∈ F∑
q′∈Part
( δσ )
1
2
([0,1]n−1)
‖Eq′gL‖2Lp(w∆,F ) =
∑
q∈Part
δ
1
2
(Q)
‖EqLgL‖2Lp(w∆,F ).
By the reverse Minkowski inequality in l 2
p
∑
∆∈F
( ∑
q∈Part
δ
1
2
(Q)
‖EqLgL‖2Lp(w∆,F )
) p
2 =
∑
∆∈F
( ∑
q∈Part
δ
1
2
(Q)
(‖EqLgL‖pLp(w∆,F ))
2
p
) p
2
≤
( ∑
q∈Part
δ
1
2
(Q)
( ∑
∆∈F
‖EqLgL‖pLp(w∆,F )
) 2
p
) p
2
=
( ∑
q∈Part
δ
1
2
(Q)
(
‖EqLgL‖pLp(∑w∆,F )) 2p) p2
=
( ∑
q∈Part
δ
1
2
(Q)
‖EqLgL‖2Lp(∑w∆,F )) p2 .
Then by combining the above and followed by (5.10) we finally get (we denote
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wB = wB,E)
‖EQg‖Lp(B) .E,p,n σ n−12 σ−
n+1
2p Dec
( δ
σ
, p, F
)[( ∑
q∈Part
δ
1
2
(Q)
‖EqLgL‖2Lp(∑w∆,F )) p2 ] 1p
= σ n−12 σ−
n+1
2p Dec
( δ
σ
, p, F
)( ∑
q∈Part
δ
1
2
(Q)
‖EqLgL‖2Lp(∑w∆,F )) 12
.E,p,n σ
n−1
2 σ−
n+1
2p Dec
( δ
σ
, p, F
)( ∑
q∈Part
δ
1
2
(Q)
‖EqLgL‖2Lp(wB◦T−1)
) 1
2
= Dec
( δ
σ
, p, F
)( ∑
q∈Part
δ
1
2
(Q)
(
σ
n−1
2 σ−
n+1
2p ‖EqLgL‖Lp(wB◦T−1)
)2) 12
Then by change of variables, when q ∈ Part
δ
1
2
(Q), then
σ
n−1
2 σ−
n+1
2p ‖EqLgL‖Lp(wB◦T−1) = σ
n−1
2 σ−
n+1
2p
( ∫
Rn
|EqLgL(x)|pwB(T−1(x)) dx
) 1
p
= σ n−12
( ∫
Rn
σ−
n+1
2 |EqLgL(x)|pwB(T−1(x)) dx
) 1
p
(change of variables)
= σ n−12
( ∫
Rn
|EqLgL(T (x))|pwB(x) dx
) 1
p
=
( ∫
Rn
|Eqg(x)|pwB(x) dx
) 1
p by (5.9)
= ‖Eqg‖Lp(wB)
The change of variables is justified because T is a bijection Rn → Rn and because
of the reasons already stated in the previous change of variables.
Finally, we have
‖EQg‖Lp(B) .E,p,n Dec
( δ
σ
, p, F
)( ∑
q∈Part
δ
1
2
(Q)
‖Eqg‖2Lp(wB,E)
) 1
2 , (5.11)
which is the estimate (5.8) that we wanted to show. Now by Lemma 4.2.2
O1(wB,E) .E,p,n O2(wB,E),
because the implicit constant in (5.11) only depends on E, p and n. This finishes
the proof in the case l(B) = δ−1 after taking the pth root of both sides.
Fix next some τ ≥ δ−1 and assume that l(B) = τ . (Remember that δ−1 > 1.)
Here all weight functions are with respect to E and so we omit E from their
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subscripts. Then
‖EQg‖Lp(B) =
( ∫
Rn
|EQg|p1B
) 1
p
.E,p,n
( ∫
Rn
|EQg|p
∑
∆∈Partδ−1 (B)
w∆
) 1
p (Lemma 4.1.5)
=
( ∑
∆∈Partδ−1 (B)
∫
Rn
|EQg|pw∆
) 1
p
=
( ∑
∆∈Partδ−1 (B)
‖EQg‖pLp(w∆)
) 1
p
.E,p,n
( ∑
∆∈Partδ−1 (B)
Dec
( δ
σ
, p, F
)p( ∑
q∈Part
δ
1
2
(Q)
‖Eqg‖2Lp(w∆)
) p
2
) 1
p
= Dec
( δ
σ
, p, F
)( ∑
∆∈Partδ−1 (B)
( ∑
q∈Part
δ
1
2
(Q)
‖Eqg‖2Lp(w∆)
) p
2
) 1
p ,
where the second . holds since l(∆) = δ−1 (we use the first part of this proof). It
is crucial there that the implicit constant is independent of ∆ and therefore can be
taken out of the sum ∑∆∈Partδ−1 (B).
By using the reverse Minkowski inequality just like in the first part of the proof
we deduce that the above is dominated by
≤ Dec
( δ
σ
, p, F
)( ∑
q∈Part
δ
1
2
(Q)
‖Eqg‖2Lp(∑w∆)) 12
.E,p,n Dec
( δ
σ
, p, F
)( ∑
q∈Part
δ
1
2
(Q)
‖Eqg‖2Lp(wB)
) 1
2 . (Lemma 4.1.5)
We have proved that for all cubes B ⊂ Rn of side length τ it holds that O1(1B) .E,p,n
O2(wB). Thus by Lemma 4.2.2 O1(wB) .E,p,n O2(wB) for all cubes B ⊂ Rn with
side length τ , which finishes the proof for side length τ after taking the pth root of
both sides. (Again the constant does not depend on τ .)
We split the proof into two cases; the final implicit constant is taken to be the
maximum of the two implicit constants. The claim is proved.
Remark 5.2.4. Proposition 5.2.3 will not be used in this thesis. It will, however, be
helpful in the case p > 2n
n−1 of the l
2 decoupling theorem. For this, see [3].
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Chapter 6
The multilinear decoupling
constant
In this chapter, we will present the so-called multilinear decoupling constant
Decn(δ, p, ν,m,E). This depends on the concept of ν-transversality, which is defined
shortly. In Theorem 6.2.1 we will present a result that shows that the decoupling
constants Decn(δ, p, ν,m,E) dominate the decoupling constants Decn(δ, p, E).
6.1 The decoupling constant with respect to m
and ν
Denote Pn−1 := {(ξ1, . . . , ξn−1, ξ21 +. . .+ξ2n−1) : 0 ≤ ξi ≤ 1}. Let pi : Pn−1 → [0, 1]n−1
be the projection map, that is, pi(ξ1, . . . , ξn−1, ξ21 + . . .+ ξ2n−1) = (ξ1, . . . , ξn−1).
Definition 6.1.1. Let 0 < ν < 1. We say that the cubes Q1, . . . , Qn ⊂ [0, 1]n−1
are ν-transverse if the volume of the parallelepiped spanned by unit normals n(Pi)
is greater or equal to ν, for each choice of Pi ∈ Pn−1 with pi(Pi) ∈ Qi.
Definition 6.1.2. Let n ≥ 2, E > n, p ≥ 2, m ∈ N+, 0 < ν < 1 and δ ∈ 4−N.
We let Decn(δ, p, ν,m,E) be the smallest constant 0 ≤ a < ∞, such that the
inequality [ ∑
∆∈Partµ−1 (B)
( n∏
i=1
‖EQig‖pLp(w∆,10E)
) 1
n
] 1
p
≤ a ·
[ n∏
i=1
∑
qi∈Part
δ
1
2
(Qi)
‖Eqig‖2Lp(wB,E)
] 1
2n
holds for each cube B ⊂ Rn with l(B) = δ−1, each g ∈ L1([0, 1]n−1) and all
ν-transverse cubes Qi ⊂ [0, 1]n−1 with equal side lengths µ satisfying µ ≥ δ2−m .
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Remark 6.1.3. Some remarks considering the definition of Decn(δ, p, ν,m,E): The
existence of the constant is proved shortly. The lower bound δ2−m imposed on
µ is more severe than the lower bound δ 12 that is needed in order to Part
δ
1
2
(Qi)
make sense. The exponent 10E on the left-hand side is chosen rather than E for
technical reasons and it will affect the proof of Lemma 8.1.1.
Proof of existence: We prove that there exists a constant a that satisfies the
condition in Definition 6.1.2. We apply n-product Hölder’s inequality (Theorem
3.1.2), Lemma 4.1.5 and (2.4). We get[ ∑
∆∈Partµ−1 (B)
( n∏
i=1
‖EQig‖pLp(w∆,10E)
) 1
n
] 1
p
≤
[ n∏
i=1
( ∑
∆∈Partµ−1 (B)
‖EQig‖pLp(w∆,10E)
) 1
n
] 1
p
=
[ n∏
i=1
( ∑
∆∈Partµ−1 (B)
‖EQig‖pLp(w∆,10E)
) 1
p
] 1
n
=
[ n∏
i=1
( ∑
∆∈Partµ−1 (B)
∫
|EQig|pw∆,10E
) 1
p
] 1
n
=
[ n∏
i=1
( ∫
|EQig|p
∑
∆∈Partµ−1 (B)
w∆,10E
) 1
p
] 1
n
.E,p,n
[ n∏
i=1
( ∫
|EQig|pwB,10E
) 1
p
] 1
n
=
[ n∏
i=1
‖EQig‖Lp(wB,10E)
] 1
n
(2.4)
≤
[ n∏
i=1
δ−
n−1
4
( ∑
qi∈Part
δ
1
2
(Qi)
‖Eqig‖2Lp(wB,10E)
) 1
2
] 1
n
= δ−n−14
[ n∏
i=1
∑
qi∈Part
δ
1
2
(Qi)
‖Eqig‖2Lp(wB,10E)
] 1
2n
≤ δ−n−14
[ n∏
i=1
∑
qi∈Part
δ
1
2
(Qi)
‖Eqig‖2Lp(wB,E)
] 1
2n ,
where the calculation of (2.4) was applied n times with [0, 1]n−1 replaced by Qi,
1 ≤ i ≤ n.
Similarly as in Lemma 2.6.1 we see that the constant Decn(δ, p, ν,m,E) is the
infimum of the non-negative constants a satisfying the inequality. In particular,
Decn(δ, p, ν,m,E) ≤ δ−n−14 . (6.1)
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The following proposition gives us an estimate for the decoupling constant
Decn(δ, p, ν,m,E) for all δ, when the decoupling constant can be estimated for a
sparse, but not too sparse a subset of 4−N. This estimate will be used in the final
proof in Chapter 8.
Proposition 6.1.4. Let m ≥ 2. Put Nm := {2m−1k : k ∈ N}. Let δ ∈ 4−N be such
that δ ≤ 4−2m. Then there is a δ1 ∈ 4−Nm such that δ ≤ δ1 and
Decn(δ, p, ν,m,E) .m,E,p,n Decn(δ1, p, ν,m− 1, E).
Proof. Let n ≥ 2, E > n, p ≥ 2, m ∈ N such that m ≥ 2, 0 < ν < 1 and δ ∈ 4−N
such that δ ≤ 4−2m . Let µ ≥ δ2−m . Let B ⊂ Rn be a cube with l(B) = δ−1,
g ∈ L1([0, 1]n−1) and Q1, . . . , Qn ν-transverse cubes with equal side lengths µ.
Denote Cm := 42
m−1 . Then there is a δ0 ∈ 4−Nm such that δ0 ≤ δ ≤ Cmδ0 ∈
4−Nm . Put δ1 := Cmδ0. Observe that since δ ≤ C−2m ,
δ2
−(m−1)
1 = (Cmδ0)2
−(m−1) = (C2mδ20)2
−m ≤ (C2mδ2)2
−m = (C2mδδ)2
−m ≤ δ2−m .
Hence µ ≥ δ2−(m−1)1 and
[ ∑
∆∈Partµ−1 (B)
( n∏
i=1
‖EQig‖pLp(w∆,10E)
) 1
n
] 1
p
=
[ ∑
B1∈Partδ−11
(B)
∑
∆∈Partµ−1 (B1)
( n∏
i=1
‖EQig‖pLp(w∆,10E)
) 1
n
] 1
p
≤
[ ∑
B1∈Partδ−11
(B)
Decn(δ1, p, ν,m− 1, E)p
[ n∏
i=1
∑
qi∈Part
δ
1
2
1
(Qi)
‖Eqig‖2Lp(wB1,E)
] p
2n
] 1
p
= Decn(δ1, p, ν,m− 1, E)
[ ∑
B1∈Partδ−11
(B)
[ n∏
i=1
∑
qi∈Part
δ
1
2
1
(Qi)
‖Eqig‖2Lp(wB1,E)
] p
2n
] 1
p .
Because l(B1) = δ−11 ≤ δ−1 = l(B) and additionally |cB − cB1 | ≤
√
n
2 δ
−1, Lemma
4.1.6 implies that wB1,E .E,n wB,E. Thus continuing from the latest estimate we
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get
[ ∑
B1∈Partδ−11
(B)
[ n∏
i=1
∑
qi∈Part
δ
1
2
1
(Qi)
‖Eqig‖2Lp(wB1,E)
] p
2n
] 1
p
.E,p,n
[ ∑
B1∈Partδ−11
(B)
[ n∏
i=1
∑
qi∈Part
δ
1
2
1
(Qi)
‖Eqig‖2Lp(wB,E)
] p
2n
] 1
p
=
[(Cmδ0
δ
)n[ n∏
i=1
∑
qi∈Part
δ
1
2
1
(Qi)
‖Eqig‖2Lp(wB,E)
] p
2n
] 1
p
≤
[
Cnm
[ n∏
i=1
∑
qi∈Part
δ
1
2
1
(Qi)
‖Eqig‖2Lp(wB,E)
] p
2n
] 1
p
.m,p,n
[ n∏
i=1
∑
qi∈Part
δ
1
2
1
(Qi)
‖Eqig‖2Lp(wB,E)
] 1
2n
By essentially the same application of Minkowski’s and Cauchy-Schwarz as in (2.4)
we get for each qi ∈ Part
δ
1
2
1
(Qi) that
‖Eqig‖Lp(wB,E) = ‖
∑
ri∈Part
δ
1
2
(qi)
Erig‖Lp(wB,E)
≤
( ∑
ri∈Part
δ
1
2
(qi)
1
) 1
2
( ∑
ri∈Part
δ
1
2
(qi)
‖Erig‖2Lp(wB,E)
) 1
2
=
(Cmδ0
δ
)n−1
4
( ∑
ri∈Part
δ
1
2
(qi)
‖Erig‖2Lp(wB,E)
) 1
2
≤ C
n−1
4
m
( ∑
ri∈Part
δ
1
2
(qi)
‖Erig‖2Lp(wB,E)
) 1
2
.m,n
( ∑
ri∈Part
δ
1
2
(qi)
‖Erig‖2Lp(wB,E)
) 1
2 .
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Plugging this into the preceding inequality we get
[ n∏
i=1
∑
qi∈Part
δ
1
2
1
(Qi)
‖Eqig‖2Lp(wB,E)
] 1
2n
.m,n
[ n∏
i=1
∑
qi∈Part
δ
1
2
1
(Qi)
∑
ri∈Part
δ
1
2
(qi)
‖Erig‖2Lp(wB,E)
] 1
2n
=
[ n∏
i=1
∑
qi∈Part
δ
1
2
(Qi)
‖Eqig‖2Lp(wB,E)
] 1
2n .
Finally, combining the previous estimates we have
[ ∑
∆∈Partµ−1 (B)
( n∏
i=1
‖EQig‖pLp(w∆,10E)
) 1
n
] 1
p
.m,E,p,n Decn(δ1, p, ν,m− 1, E)
[ n∏
i=1
∑
qi∈Part
δ
1
2
(Qi)
‖Eqig‖2Lp(wB,E)
] 1
2n ,
which gives the result of this proposition.
6.2 Induction and a multilinear Kakeya inequal-
ity
We present the following theorems without proofs. The proofs can be found in [3].
In [3], the first theorem is Theorem 8.1 and the second theorem is Theorem 9.2.
The first theorem forms the backbone of the induction to be used in the proof of
Theorem 2.5.3. The condition (ii) shows that we need knowledge of the decoupling
constant for possibly very large E.
Theorem 6.2.1. For each n ≥ 2 and E ≥ 100n there is a constant Γn(E) ≥ 100n
such that the following statement holds.
Fix n ≥ 2, E ≥ 100n and p ≥ 2. Assume that one of the following holds:
(i) n = 2.
(ii) n ≥ 3 and Decn−1(δ, p,Γn−1(10E)) .,E,p,n δ− holds for each δ ∈ 4−N and
 > 0.
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Then there exists a function θ : (0, 1)→ (0,∞) with limν→0 θ(ν) = 0 such that for
each 0 < ν < 1 and m ∈ N+ there are constants Cν,m > 0 and Dν,m > 0 such that
Decn(R−1, p, E) ≤ Cν,mRθ(ν)
(
1 + sup
1≤R′≤R
Decn((R′)−1, p, ν,m,E)
)
for each R ∈ 4N such that R ≥ Dν,m.
Here is another theorem that will be used. It is a consequence of a certain
multilinear Kakeya inequality, as seen in [3].
Theorem 6.2.2. Fix E ≥ 100n. Let p ≥ 2n
n−1 and 0 < δ < 1, δ ∈ 2−N and
 ∈ (0,∞). Let 0 < ν < 1. Consider n ν-transverse cubes Q1, . . . , Qn ⊂ [0, 1]n−1.
Let B be a cube in Rn with l(B) = δ−2, and let B be the unique partition of B into
cubes ∆ with l(∆) = δ−1. Then for each g ∈ L1([0, 1]n−1) we have
1
|B|
∑
∆∈B
[ n∏
i=1
( ∑
Qi,1∈Partδ(Qi)
‖EQi,1g‖2
L
p(n−1)
n
# (w∆)
) 1
2
] p
n
.,ν,E,p,n δ−
n∏
i=1
( ∑
Qi,1∈Partδ(Qi)
‖EQi,1g‖2
L
p(n−1)
n
# (wB)
) 1
2
] p
n .
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Chapter 7
The Iteration Scheme
In this chapter, we create a series of propositions, based on Proposition 5.1.1, whose
purpose is to pave the way for the domination of Decn(δ, p, ν,m,E) with a power
of δ in the final chapter. The final proposition, Proposition 7.3.2, is achieved by
iterating the proposition that precedes it, hence the name of this chapter.
Let A be a set. If A ⊂ Rn and A has positive Lebesgue measure, then |A| will
refer to the Lebesgue measure of A. Otherwise, |A| will refer to the cardinality of
A.
7.1 Definitions
• In each proposition, lemma, corollary and remark of Chapter 7 and in these
definitions, we assume the following:
Let n ≥ 2, E ≥ 100n, 0 < ν < 1 and 0 < δ < 1 such that δ ∈ 2−N.
Additionally, let Q1, . . . , Qn ⊂ [0, 1]n−1 be ν-transverse cubes with δ ≤
l(Qi) ≤ 1 for each i.
• For a positive integer s ≥ 1, Bs will refer to cubes in Rn with side length
l(Bs) = δ−s and arbitrary centers.
• Let t, p ≥ 1 and consider positive integers 1 ≤ q ≤ s ≤ r.
For each cube Br and g ∈ L1([0, 1]n−1) , we define
Dt(q, Br, g) =
[ n∏
i=1
( ∑
Qi,q∈Partδq (Qi)
‖EQi,qg‖2Lt#(wBr )
) 1
2
] 1
n .
Here wBr is a shorthand for wBr,E.
We define Bs(Br) := Partδ−s(Br). That is, Bs(Br) is the unique essential
partition of Br with cubes Bs of side length δ−s. Also, one can check that
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this unique partition always exists (s ≤ r); thanks to our ’2Z-assumption’
concerning δ.
For each cube Br and g ∈ L1([0, 1]n−1), we define
Ap(q, Br, s, g) =
( 1
|Bs(Br)|
∑
Bs∈Bs(Br)
D2(q, Bs, g)p
) 1
p .
Observe that if r = s, then Br(Br) = {Br} and
Ap(q, Br, r, g) = D2(q, Br, g). (7.1)
• Fix n ≥ 2. If p > 2n
n−1 , set
κp :=
pn− p− 2n
(p− 2)(n− 1) . (7.2)
If 2 ≤ p ≤ 2n
n−1 , set κp := 0. Note: both p and n need to be known to define
κp.
Observe that the quotient in (7.2) is zero if p = 2n
n−1 . Also, 0 < κp < 1 for all
p > 2n
n−1 .
• When κp = 0, we make an agreement that xκp = 1 for all x ≥ 0.
7.2 Preparation for iteration
We record the following lemma for its usefulness in the upcoming propositions.
Lemma 7.2.1. Let p ≥ 2. Let 1 ≤ q ≤ r be positive integers. Then D2 .E,p,n Dp,
that is,
D2(q, Br, g) .E,p,n Dp(q, Br, g)
for all cubes Br and g ∈ L1([0, 1]n−1).
Proof. Clearly we can assume that p > 2. Fix integers r ≥ q ≥ 1. Fix Br. Assume
that g ∈ L1([0, 1]n−1).
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Let 1 ≤ i ≤ n. Let Qi,q ∈ Partδq(Qi). We denote h := EQi,qg. Now α := p2 > 1.
By Hölder’s inequality
‖h‖L2#(wBr ) =
( 1
|Br|
∫
|h|2wBr
) 1
2
=
( 1
|Br|
∫
|h|2w
1
α
Brw
α−1
α
Br
) 1
2
≤
[ 1
|Br|
( ∫
|h|2αwBr
) 1
α
( ∫
wBr
)α−1
α
] 1
2
∼E,p,n
(
|Br|
)− 12( ∫ |h|pwBr) 1p(|Br|) p−22p
=
( 1
|Br|
∫
|h|pwBr
) 1
p
= ‖h‖Lp#(wBr ).
Hence we get for all p > 2 that
‖EQi,qg‖L2#(wBr ) .E,p,n ‖EQi,qg‖Lp#(wBr )
for all 1 ≤ i ≤ n and Qi,q ∈ Partδq(Qi). After applying this to the definitions of
D2 and Dp, the claim is proved.
Proposition 7.2.2. We have for each cube B2, p ≥ 2, g ∈ L1([0, 1]n−1) and  > 0,
Ap(1, B2, 1, g) .,ν,E,p,n δ−Ap(2, B2, 2, g)1−κpDp(1, B2, g)κp .
Proof. Assume that g ∈ L1([0, 1]n−1). Let B2 be fixed. Let  > 0 and let p ≥ 2.
We assume for the first part of the proof that p ≥ 2n
n−1 . Now 2 ≤ p(n−1)n . By
using Lemma 7.2.1 we get
Ap(1, B2, 1, g)p =
1
|B1(B2)|
∑
B1∈B1(B2)
D2(1, B1, g)p
.E,p,n
1
|B1(B2)|
∑
B1∈B1(B2)
D p(n−1)
n
(1, B1, g)p
= 1|B1(B2)|
∑
B1∈B1(B2)
[ n∏
i=1
( ∑
Qi,1∈Partδ(Qi)
‖EQi,1g‖2
L
p(n−1)
n
# (wB1 )
) 1
2
] p
n ,
since the implicit constant does not depend on anything else except possibly on E,
p or n. Now by Theorem 6.2.2 we estimate the term above with
.,ν,E,p,n δ−
[ n∏
i=1
( ∑
Qi,1∈Partδ(Qi)
‖EQi,1g‖2
L
p(n−1)
n
# (wB2 )
) 1
2
] p
n
≤ δ−p
[( n∏
i=1
∑
Qi,1∈Partδ(Qi)
‖EQi,1g‖2
L
p(n−1)
n
# (wB2 )
) 1
2n
]p
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Hence
Ap(1, B2, 1, g) .,ν,E,p,n δ−
( n∏
i=1
∑
Qi,1∈Partδ(Qi)
‖EQi,1g‖2
L
p(n−1)
n
# (wB2 )
) 1
2n . (7.3)
On the right,
n∏
i=1
∑
Qi,1∈Partδ(Qi)
‖EQi,1g‖2
L
p(n−1)
n
# (wB2 )
=
n∏
i=1
∑
Qi,1∈Partδ(Qi)
( 1
|B2|
∫
|EQi,1g|
p(n−1)
n wB2
) 2n
p(n−1)
=
n∏
i=1
( 1
|B2|
) 2n
p(n−1) ∑
Qi,1∈Partδ(Qi)
( ∫
|EQi,1g|
p(n−1)
n wB2
) 2n
p(n−1) . (7.4)
We proceed to handle the sum in (7.4). Assume first that p > 2n
n−1 . For all
1 ≤ i ≤ n. By Hölder’s inequality (first for integrals and then for sums)
∑
Qi,1∈Partδ(Qi)
( ∫
|EQi,1g|
p(n−1)
n wB2
) 2n
p(n−1)
=
∑
Qi,1∈Partδ(Qi)
( ∫
|EQi,1g|
2p
(p−2)nw
p
(p−2)n
B2 |EQi,1g|
p(pn−p−2n)
(p−2)n w
pn−p−2n
(p−2)n
B2
) 2n
p(n−1)
≤ ∑
Qi,1∈Partδ(Qi)
[( ∫
|EQi,1g|2wB2
) p
(p−2)n
( ∫
|EQi,1g|pwB2
) pn−p−2n
(p−2)n
] 2n
p(n−1)
=
∑
Qi,1∈Partδ(Qi)
( ∫
|EQi,1g|2wB2
)1−κp( ∫ |EQi,1g|pwB2) 2κpp
≤
( ∑
Qi,1∈Partδ(Qi)
∫
|EQi,1g|2wB2
)1−κp( ∑
Qi,1∈Partδ(Qi)
( ∫
|EQi,1g|pwB2
) 2
p
)κp
.
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By (7.4) and the previous inequality
n∏
i=1
∑
Qi,1∈Partδ(Qi)
‖EQi,1g‖2
L
p(n−1)
n
# (wB2 )
≤
n∏
i=1
( 1
|B2|
) 2n
p(n−1)
( ∑
Qi,1∈Partδ(Qi)
∫
|EQi,1g|2wB2
)1−κp
·
( ∑
Qi,1∈Partδ(Qi)
( ∫
|EQi,1g|pwB2
) 2
p
)κp
=
n∏
i=1
( ∑
Qi,1∈Partδ(Qi)
1
|B2|
∫
|EQi,1g|2wB2
)1−κp
·
( ∑
Qi,1∈Partδ(Qi)
( 1
|B2|
∫
|EQi,1g|pwB2
) 2
p
)κp
=
n∏
i=1
( ∑
Qi,1∈Partδ(Qi)
‖EQi,1g‖2L2#(wB2 )
)1−κp( ∑
Qi,1∈Partδ(Qi)
‖EQi,1g‖2Lp#(wB2 )
)κp
=
( n∏
i=1
∑
Qi,1∈Partδ(Qi)
‖EQi,1g‖2L2#(wB2 )
)1−κp( n∏
i=1
∑
Qi,1∈Partδ(Qi)
‖EQi,1g‖2Lp#(wB2 )
)κp
=
( n∏
i=1
∑
Qi,1∈Partδ(Qi)
‖EQi,1g‖2L2#(wB2 )
)1−κp
Dp(1, B2, g)2nκp (7.5)
If on the other hand p = 2n
n−1 , then
p(n−1)
n
= 2, κp = 0 and
n∏
i=1
∑
Qi,1∈Partδ(Qi)
‖EQi,1g‖2
L
p(n−1)
n
# (wB2 )
=
( n∏
i=1
∑
Qi,1∈Partδ(Qi)
‖EQi,1g‖2L2#(wB2 )
)1−κp
. (7.6)
By (7.3), (7.5) and (7.6) we have
Ap(1, B2, 1, g) .,ν,E,p,n δ−
( n∏
i=1
∑
Qi,1∈Partδ(Qi)
‖EQi,1g‖2L2#(wB2 )
) 1−κp
2n Dp(1, B2, g)κp ,
(7.7)
which is almost the claim of this proposition.
We proceed to handle the L2-term in the above formula. Let 1 ≤ i ≤ n. Let
Qi,1 ∈ Partδ(Qi). Since 0 < δ < 1, we know that l(Qi,1) = δ > δ2 = (δ−2)−1 =
l(B2)−1. Hence, by Proposition 5.1.1,
‖EQi,1g‖2L2(wB2 ) .E,n
∑
q∈Partδ2 (Qi,1)
‖Eqg‖2L2(wB2 ).
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Since the implicit constant above is the same for all Qi,1, we can estimate
∑
Qi,1∈Partδ(Qi)
‖EQi,1g‖2L2#(wB2 ) =
1
|B2|
∑
Qi,1∈Partδ(Qi)
‖EQi,1g‖2L2(wB2 )
.E,n
1
|B2|
∑
Qi,1∈Partδ(Qi)
( ∑
q∈Partδ2 (Qi,1)
‖Eqg‖2L2(wB2 )
)
= 1|B2|
∑
Qi,2∈Partδ2 (Qi)
‖EQi,2g‖2L2(wB2 )
=
∑
Qi,2∈Partδ2 (Qi)
‖EQi,2g‖2L2#(wB2 ).
Let again p ≥ 2n
n−1 be arbitrary. We get
( ∑
Qi,1∈Partδ(Qi)
‖EQi,1g‖2L2#(wB2 )
) 1−κp
2n .E,p,n
( ∑
Qi,2∈Partδ2 (Qi)
‖EQi,2g‖2L2#(wB2 )
) 1−κp
2n .
Since the implicit constant above is the same for all Qi, we can take products and
estimate
( n∏
i=1
∑
Qi,1∈Partδ(Qi)
‖EQi,1g‖2L2#(wB2 )
) 1−κp
2n
.E,p,n
( n∏
i=1
∑
Qi,2∈Partδ2 (Qi)
‖EQi,2g‖2L2#(wB2 )
) 1−κp
2n
= D2(2, B2, g)1−κp
= Ap(2, B2, 2, g)1−κp .
Thus by (7.7)
Ap(1, B2, 1, g) .E,p,n δ−Ap(2, B2, 2, g)1−κpDp(1, B2, g)κp .
This finishes the proof when p ≥ 2n
n−1 .
Assume then that 2 ≤ p < 2n
n−1 . Then κp = 0. Now by averaged Hölder’s
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inequality (3.1.1) and the first part of the proof we get
Ap(1, B2, 1, g) =
( 1
|B1(B2)|
∑
B1∈B1(B2)
D2(1, B1, g)p
) 1
p
≤
( 1
|B1(B2)|
∑
B1∈B1(B2)
D2(1, B1, g)
2n
n−1
)n−1
2n
= A 2n
n−1
(1, B2, 1, g)
.,ν,E,n δ−A 2n
n−1
(2, B2, 2, g)
= δ−D2(2, B2, g)
= δ−Ap(2, B2, 2, g)1−κp ,
where in the last lines we used (7.1). This completes the proof of Proposition
7.2.2.
Let us formulate another useful lemma.
Lemma 7.2.3. Let p ≥ 2. Let 1 ≤ q ≤ s ≤ r be positive integers. Then
1
|Bs(Br)|
∑
Bs∈Bs(Br)
Dp(q, Bs, g)p .E,n Dp(q, Br, g)p.
for all cubes Br and g ∈ L1([0, 1]n−1).
Proof. Fix p ≥ 2. Fix integers r ≥ s ≥ q ≥ 1. Fix Br. Assume that g ∈
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L1([0, 1]n−1). Then
1
|Bs(Br)|
∑
Bs∈Bs(Br)
Dp(q, Bs, g)p
= |B
s|
|Br|
∑
Bs∈Bs(Br)
[ n∏
i=1
( ∑
Qi,q∈Partδq (Qi)
‖EQi,qg‖2Lp#(wBs )
) p
2
] 1
n
=
∑
Bs∈Bs(Br)
n∏
i=1
[( ∑
Qi,q∈Partδq (Qi)
( 1
|Br|
∫
|EQi,qg|pwBs
) 2
p
) p
2
] 1
n
(H)
≤
[ n∏
i=1
∑
Bs∈Bs(Br)
( ∑
Qi,q∈Partδq (Qi)
( 1
|Br|
∫
|EQi,qg|pwBs
) 2
p
) p
2
] 1
n
(r.M.)
≤
[ n∏
i=1
( ∑
Qi,q∈Partδq (Qi)
( ∑
Bs∈Bs(Br)
1
|Br|
∫
|EQi,qg|pwBs
) 2
p
) p
2
] 1
n
(Lemma 4.1.5)
.E,n
[ n∏
i=1
( ∑
Qi,q∈Partδq (Qi)
( 1
|Br|
∫
|EQi,qg|pwBr
) 2
p
) p
2
] 1
n
=
[ n∏
i=1
( ∑
Qi,q∈Partδq (Qi)
‖EQi,qg‖2Lp#(wBr )
) 1
2
] p
n
= Dp(q, Br, g)p.
In (H), we used the n-product Hölder’s inequality. In (r.M.), we used the reverse
Minkowski’s inequality in 2
p
.
Corollary 7.2.4. Let p ≥ 2. Let 1 ≤ q ≤ s ≤ r be positive integers. Then
Ap(q, Br, s, g) .E,p,n Dp(q, Br, g)
for all cubes Br and g ∈ L1([0, 1]n−1).
Proof. By Lemma 7.2.1 and Lemma 7.2.3,
Ap(q, Br, s, g)p =
1
|Bs(Br)|
∑
Bs∈Bs(Br)
D2(q, Bs, g)p
.E,p,n
1
|Bs(Br)|
∑
Bs∈Bs(Br)
Dp(q, Bs, g)p
.E,n Dp(q, Br, g)p.
76
Remark 7.2.5. Let p ≥ 2. Fix B2 and g ∈ L1([0, 1]n−1). Let  > 0. Observe that by
Corollary 7.2.4
Ap(1, B2, 1, g) .E,p,n Dp(1, B2, g) ≤ δ−Dp(1, B2, g).
This shows that Proposition 7.2.2 is true with κp replaced by 1.
Remark 7.2.6. Furthermore, we can also consider exponents between κp and 1 by
using Proposition 7.2.2 and the previous remark. Namely, the proposition and the
remark imply that Ap ≤ C1δ−A1−κpp DκppAp ≤ C2δ−Dp,
where C1 depends on , ν, E, p and n and C2 depends on E, p and n. Let
C = max{C1, C2}. Let 0 < θ < 1. Raising to powers θ and 1− θ we getAθp ≤ Cθδ−θA(1−κp)θp DκpθpA1−θp ≤ C1−θδ−(1−θ)D1−θp
Thus
Ap = AθpA1−θp ≤ Cδ−A(1−κp)θp D1−(1−κp)θp ,
where C only depends on , ν, E, p and n. Note that t := 1− (1− κp)θ takes all
the values in (κp, 1), when 0 < θ < 1. Thus for all κp < t < 1
Ap(1, B2, 1, g) .,ν,E,p,n δ−Ap(2, B2, 2, g)1−tDp(1, B2, g)t.
Lemma 7.2.7. Let p ≥ 2. Then κp < 12 if and only if p < 2(n+1)n−1 .
Proof. If 2 ≤ p ≤ 2n/(n− 1), then κp = 0 < 1/2 and p < 2(n+ 1)/(n− 1). Assume
on the other hand that p > 2n/(n− 1). Now
κp <
1
2 ⇔ pn−p−2n(p−2)(n−1) < 12
⇔ pn− p− 2n < 12pn− 12p− n+ 1
⇔ 12pn− 12p < n+ 1
⇔ p < 2(n+1)
n−1
Proposition 7.2.8. We have for each cube BM with M ≥ 2, p ≥ 2, integrable
g : [0, 1]n−1 → C and  > 0 that
Ap(1, BM , 1, g) .,ν,E,p,n δ−Ap(2, BM , 2, g)1−κpDp(1, BM , g)κp .
Especially, the implicit constant is independent of M .
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Proof. Assume that g ∈ L1([0, 1]n−1). Let  > 0. Let M ≥ 2 be an integer and fix
BM . Let p ≥ 2.
Observe that |B1(B2)|−1 does not depend on the cube B2 ∈ B2(BM ) and we get∑
B2∈B2(BM )
Ap(1, B2, 1, g)p
=
∑
B2∈B2(BM )
1
|B1(B2)|
∑
B1∈B1(B2)
D2(1, B1, g)p
= 1|B1(B2)|
∑
B2∈B2(BM )
∑
B1∈B1(B2)
D2(1, B1, g)p
= 1|B1(B2)|
∑
B1∈B1(BM )
D2(1, B1, g)p
= |B1(B
M)|
|B1(B2)| Ap(1, B
M , 1, g)p
= δ(2−M)nAp(1, BM , 1, g)p,
that is,
Ap(1, BM , 1, g)p = δ(M−2)n
∑
B2∈B2(BM )
Ap(1, B2, 1, g)p. (7.8)
We first consider p > 2n
n−1 . Let B
2 ∈ B2(BM). Let us raise the claim of
Proposition 7.2.2 to the power p and we get (recalling (7.1)) that
Ap(1, B2, 1, g)p =
1
|B1(B2)|
∑
B1∈B1(B2)
D2(1, B1, g)p
.,ν,E,p,n δ−pD2(2, B2, g)(1−κp)pDp(1, B2, g)κpp
By summing over B2 ∈ B2(BM) we get (the implicit constant does not depend on
B2) ∑
B2∈B2(BM )
Ap(1, B2, 1, g)p
.,ν,E,p,n
∑
B2∈B2(BM )
δ−pD2(2, B2, g)(1−κp)pDp(1, B2, g)κpp
= δ−p
∑
B2∈B2(BM )
D2(2, B2, g)(1−κp)pDp(1, B2, g)κpp
≤ δ−p
( ∑
B2∈B2(BM )
D2(2, B2, g)p
)1−κp( ∑
B2∈B2(BM )
Dp(1, B2, g)p
)κp (H)
= δ−p
(
|B2(BM)|Ap(2, BM , 2, g)p
)1−κp( ∑
B2∈B2(BM )
Dp(1, B2, g)p
)κp
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In (H), we used Hölder’s inequality in the spaces l
1
1−κp (B2(BM )), l
1
κp (B2(BM )) where
1
1−κp ,
1
κp
∈ (1,∞).
Hence recalling (7.8) we get
Ap(1, BM , 1, g)p
.,ν,E,p,n δ(M−2)nδ−p
(
|B2(BM)|Ap(2, BM , 2, g)p
)1−κp( ∑
B2∈B2(BM )
Dp(1, B2, g)p
)κp
= δ−pAp(2, BM , 2, g)p(1−κp)δnκp(M−2)
( ∑
B2∈B2(BM )
Dp(1, B2, g)p
)κp
,
which is almost the claim of this proposition.
It now suffices to show that
δn(M−2) · ∑
B2∈B2(BM )
Dp(1, B2, g)p .E,n Dp(1, BM , g)p.
But this is equivalent with
1
|B2(BM)|
∑
B2∈B2(BM )
Dp(1, B2, g)p .E,n Dp(1, BM , g)p,
which follows from Lemma 7.2.3.
We then consider 2 ≤ p ≤ 2n
n−1 . Now κp = 0. Then (again) by Proposition 7.2.2
and by summing over B2 ∈ B2(BM ) we get (the implicit constant does not depend
on B2)
Ap(1, BM , 1, g)p
(7.8)= |B1(B
2)|
|B1(BM)|
∑
B2∈B2(BM )
Ap(1, B2, 1, g)p
.,ν,E,p,n
|B1(B2)|
|B1(BM)|
∑
B2∈B2(BM )
δ−pAp(2, B2, 2, g)p
(7.1)= δ(M−2)n
∑
B2∈B2(BM )
δ−pD2(2, B2, g)p
= δ−p 1|B2(BM)|
∑
B2∈B2(BM )
D2(2, B2, g)p
= δ−p 1|B2(BM)| |B2(B
M)|Ap(2, BM , 2, g)p
= δ−pAp(2, BM , 2, g)(1−κp)p,
which proves the claim.
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7.3 Iteration
Proposition 7.3.1 is iterated to obtain Proposition 7.3.2.
Proposition 7.3.1. Let l,m ∈ N with l + 1 ≤ m. We have for each cube B2m,
p ≥ 2, g ∈ L1([0, 1]n−1) and  > 0,
Ap(2l, B2
m
, 2l, g) .,ν,E,p,n δ−2
lAp(2l+1, B2
m
, 2l+1, g)1−κpDp(2l, B2
m
, g)κp .
The implicit constant is independent of l and m.
Proof. Let l,m ∈ N with l + 1 ≤ m. Assume that g ∈ L1([0, 1]n−1) and fix B2m .
Let p ≥ 2 and let  > 0.
We aim to use Proposition 7.2.8. Because m ≥ l + 1, we deduce that 2m−l ≥ 2.
Since 0 < δ < 1 we know that 0 < δ2l ≤ δ < 1. Also, δ2l ∈ 2−N.
Denote δ′ := δ2l . Observe that l(B2m) = δ−2m = (δ′)−2m−l . Also, l(Qi) ≥ δ ≥ δ′
for all 1 ≤ i ≤ n. In what follows, all quantities D′t and A′t as well as cubes (Bs)′
and partitions B′s are relative to δ′, not δ. Using Proposition 7.2.8 with M = 2m−l,
and δ′ instead of δ, we get
A′p(1, (B2
m−l)′, 1, g) .,ν,E,p,n (δ′)−A′p(2, (B2
m−l)′, 2, g)1−κpD′p(1, (B2
m−l)′, g)κp .
By opening up the expressions this is seen to be the same as( 1
|B2l(B2m)|
∑
B2l∈B2l (B2
m )
D2(2l, B2
l
, g)p
) 1
p
.,ν,E,p,n (δ2
l)−
( 1
|B2l+1(B2m)|
∑
B2l+1∈B2l+1 (B2
m )
D2(2l+1, B2
l+1
, g)p
) 1−κp
p
·
[ n∏
i=1
( ∑
Q
i,2l∈Partδ2l (Qi)
‖EQ
i,2l
g‖2Lp#(wB2m )
) 1
2
]κp
n
which in turn is the same as
Ap(2l, B2
m
, 2l, g) .,ν,E,p,n δ−2
lAp(2l+1, B2
m
, 2l+1, g)1−κpDp(2l, B2
m
, g)κp .
Then we iterate Proposition 7.3.1.
Proposition 7.3.2. Let m ∈ N+. We have for each cube B2m, p ≥ 2, g ∈
L1([0, 1]n−1) and  > 0,
Ap(1, B2
m
, 1, g)
.,ν,m,E,p,n δ−Ap(2m−1, B2
m
, 2m−1, g)(1−κp)m−1
m−2∏
l=0
Dp(2l, B2
m
, g)κp(1−κp)l .
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Proof. Let m ∈ N,m ≥ 1 and p ≥ 2. Fix g and  > 0. Let B2m ⊂ Rn be a cube.
Assume first that m = 1. Then because 1 < δ− we can write
Ap(1, B2, 1, g) ≤ δ−Ap(1, B2, 1, g)(1−κp)0
and hence the claim holds for m = 1.
Assume then that m ≥ 2. Denote ′ := ∑m−2
l=0 2
l(1−κp)l
> 0. Notice that ′ only
depends on , m, p and n. Our strategy is to iterate Proposition 7.3.1 m− 1 times
with ′. The first usage will be to Ap(1, B2
m
, 1, g). What do we mean by iterating
Proposition 7.3.1? Using Proposition 7.3.1 results in a product and one of the terms
is an Ap-term. We apply Proposition 7.3.1 again to that Ap-term. We continue in
this manner and get a chain of inequalities. Let C = C,ν,m,E,p,n > 0 be the implicit
constant of Proposition 7.3.1 when using ′.
Claim: For all k ∈ N it holds that: if k ≤ m− 1, then Proposition 7.3.1 applied
k times to Ap(1, B2
m
, 1, g) with ′ results in
C
∑k−1
l=0 (1−κp)lδ−
′∑k−1
l=0 2
l(l−κp)lAp(2k, B2
m
, 2k, g)(1−κp)k
k−1∏
l=0
Dp(2l, B2
m
, g)κp(1−κp)l .
(7.9)
We prove this by induction. Clearly (7.9) holds for k = 0.
Then assume that (7.9) holds for some k. If k ≥ m− 1, then there is nothing
to prove. Assume then that k ≤ m− 2. The proposition applied k times results in
(7.9) by our assumption. Then by applying Proposition (7.3.1) we get
Ap(2k, B2
m
, 2k, g)(1−κp)k
≤ C(1−κp)kδ−2k′(1−κp)kAp(2k+1, B2m , 2k+1, g)(1−κp)(1−κp)kDp(2k, B2m , g)κp(1−κp)k
Plugging this estimate into (7.9) gives (7.9) for k + 1.
Thus by induction the Claim holds. Especially it holds for k = m− 1 and we
get
Ap(1, B2
m
, 1, g)
.,ν,m,E,p,n δ−
′∑m−2
l=0 2
l(1−κp)lAp(2m−1, B2
m
, 2m−1, g)(1−κp)m−1
·
m−2∏
l=0
Dp(2l, B2
m
, g)κp(1−κp)l
= δ−Ap(2m−1, B2
m
, 2m−1, g)(1−κp)m−1
m−2∏
l=0
Dp(2l, B2
m
, g)κp(1−κp)l ,
where the implicit constant is C
∑m−2
l=0 (1−κp)l , which only depends on , ν, m, E, p
and n.
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Chapter 8
Decoupling when 2 ≤ p ≤ 2nn−1
We will use the results of Chapter 7 to dominate Decn(δ, p, ν,m,E) with a power
of δ. Through the induction present in Theorem 6.2.1, we will then be able to
dominate Decn(δ, p, E) with a power of δ as well.
We continue to use the notations Bs, Dt, Ap and so on. These are familiar from
Chapter 7.
8.1 A proof of Decn(δ, p) .,p,n δ− for 2 ≤ p ≤ 2nn−1
We start this section with a lemma. Compare this with Definition 6.1.2.
Lemma 8.1.1. Let n ≥ 2, 2 ≤ p ≤ 20 and E ≥ 100n. Let 0 < ν < 1 and m ∈ N+.
Let Q1, . . . , Qn ⊂ [0, 1]n−1 be ν-transverse cubes with equal side lengths l(Qi) = µ.
Let δ ∈ 2−N, 0 < δ < 1, be such that δ ≤ µ. Using the notation of Chapter 7 we
have
[ ∑
∆∈Partµ−1 (B2m )
( n∏
i=1
‖EQig‖pLp(w∆,10E)
) 1
n
] 1
p
.E,p,n δ−
n−1
2 δ−
2mn
p Ap(1, B2
m
, 1, g)
for all cubes B2m ⊂ Rn and g ∈ L1([0, 1]n−1).
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Proof. We get by Cauchy-Schwarz and µ ≤ 1 that
[
δ2
mn
∑
∆∈Partµ−1 (B2m )
( n∏
i=1
‖EQig‖pLp(w∆,10E)
) 1
n
] 1
p
=
[
δ2
mn
∑
∆∈Partµ−1 (B2m )
( n∏
i=1
∥∥∥ ∑
qi∈Partδ(Qi)
Eqig
∥∥∥p
Lp(w∆,10E)
) 1
n
] 1
p
≤
[
δ2
mn
∑
∆∈Partµ−1 (B2m )
( n∏
i=1
∥∥∥ ∑
qi∈Partδ(Qi)
|Eqig|
∥∥∥p
Lp(w∆,10E)
) 1
n
] 1
p
≤ µn−12 δ−n−12
[
δ2
mn
∑
∆∈Partµ−1 (B2m )
( n∏
i=1
∥∥∥( ∑
qi∈Partδ(Qi)
|Eqig|2
) 1
2
∥∥∥p
Lp(w∆,10E)
) 1
n
] 1
p
≤ δ−n−12
[
δ2
mn
∑
∆∈Partµ−1 (B2m )
( n∏
i=1
‖hi‖pLp(w∆,10E)
) 1
n
] 1
p ,
where we denote
hi :=
( ∑
qi∈Partδ(Qi)
|Eqig|2
) 1
2 .
Then by n-Hölder and Lemma 4.1.5 we get
∑
∆∈Partµ−1 (B2m )
( n∏
i=1
‖hi‖pLp(w∆,10E)
) 1
n
=
∑
B1∈Partδ−1 (B2m )
∑
∆∈Partµ−1 (B1)
( n∏
i=1
‖hi‖pLp(w∆,10E)
) 1
n
≤ ∑
B1∈Partδ−1 (B2m )
n∏
i=1
( ∑
∆∈Partµ−1 (B1)
‖hi‖pLp(w∆,10E)
) 1
n
=
∑
B1∈Partδ−1 (B2m )
n∏
i=1
( ∑
∆∈Partµ−1 (B1)
∫
|hi|pw∆,10E
) 1
n
=
∑
B1∈Partδ−1 (B2m )
n∏
i=1
( ∫
|hi|p
∑
∆∈Partµ−1 (B1)
w∆,10E
) 1
n
.E,n
∑
B1∈Partδ−1 (B2m )
n∏
i=1
( ∫
|hi|pwB1,10E
) 1
n
=
∑
B1∈Partδ−1 (B2m )
( n∏
i=1
‖hi‖pLp(wB1,10E)
) 1
n .
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Combining these two inequalities we get
[
δ2
mn
∑
∆∈Partµ−1 (B2m )
( n∏
i=1
‖EQig‖pLp(w∆,10E)
) 1
n
] 1
p
.E,p,n δ−
n−1
2
[
δ2
mn
∑
B1∈Partδ−1 (B2m )
( n∏
i=1
‖hi‖pLp(wB1,10E)
) 1
n
] 1
p .
Let B1 ∈ Partδ−1(B2m) and 1 ≤ i ≤ n. By Minkowski’s inequality and the reverse
Hölder inequality (Theorem 4.4.3) we have
‖hi‖pLp(wB1,10E) =
∥∥∥( ∑
qi∈Partδ(Qi)
|Eqig|2
) 1
2
∥∥∥p
Lp(wB1,10E)
=
∥∥∥ ∑
qi∈Partδ(Qi)
|Eqig|2
∥∥∥ p2
L
p
2 (wB1,10E)
≤
( ∑
qi∈Partδ(Qi)
‖|Eqig|2‖L p2 (wB1,10E)
) p
2
=
( ∑
qi∈Partδ(Qi)
‖Eqig‖2Lp(wB1,10E)
) p
2
.E,p,n
( ∑
qi∈Partδ(Qi)
|B1| 2p‖Eqig‖2L2#(wB1, 20Ep )
) p
2
= δ−n
( ∑
qi∈Partδ(Qi)
‖Eqig‖2L2#(wB1, 20Ep )
) p
2
≤ δ−n
( ∑
qi∈Partδ(Qi)
‖Eqig‖2L2#(wB1,E)
) p
2 . (p ≤ 20)
In the application of the reverse Hölder inequality it was essential that 1 ≤ 2 ≤ p,
10E > np2 , δ
−1 ≥ 1 and l(qi) = (l(B1))−1.
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All together, we have
[
δ2
mn
∑
∆∈Partµ−1 (B2m )
( n∏
i=1
‖EQig‖pLp(w∆,10E)
) 1
n
] 1
p
.E,p,n δ−
n−1
2
[
δ2
mn
∑
B1∈Partδ−1 (B2m )
( n∏
i=1
δ−n
( ∑
qi∈Partδ(Qi)
‖Eqig‖2L2#(wB1,E)
) p
2
) 1
n
] 1
p
= δ−n−12
[
δ2
mnδ−n
∑
B1∈Partδ−1 (B2m )
( n∏
i=1
( ∑
qi∈Partδ(Qi)
‖Eqig‖2L2#(wB1,E)
) 1
2
) p
n
] 1
p
= δ−n−12
[
δ2
mnδ−n
∑
B1∈Partδ−1 (B2m )
D2(1, B1, g)p
] 1
p
= δ−n−12
[ 1
|B1(B2m)|
∑
B1∈B1(B2m )
D2(1, B1, g)p
] 1
p
= δ−n−12 Ap(1, B2
m
, 1, g).
Lemma 8.1.2. Let n ≥ 2, 2 ≤ p ≤ 2n
n−1 , E ≥ 100n, δ ∈ 2−N such that 0 < δ < 1,
 > 0, 0 < ν < 1 and m ∈ N+. Let Q1, . . . , Qn ⊂ [0, 1]n−1 be ν-transverse cubes
with equal side lengths l(Qi) = µ ≥ δ. Then
δ−
2mn
p Ap(1, B2
m
, 1, g) .,ν,m,E,p,n δ−
[ n∏
i=1
∑
qi∈Part
δ2m−1 (Qi)
‖Eqig‖2Lp(w
B2m,E)
] 1
2n .
for all cubes B2m ⊂ Rn and g ∈ L1([0, 1]n−1).
Proof. Now κp = 0. By Proposition 7.3.2, we can write
Ap(1, B2
m
, 1, g) .,ν,m,E,p,n δ−Ap(2m−1, B2
m
, 2m−1, g).
Furthermore by Corollary 7.2.4 we get
Ap(2m−1, B2
m
, 2m−1, g) .E,p,n Dp(2m−1, B2
m
, g).
Furthermore,
δ−
2mn
p Dp(2m−1, B2
m
, g) =
[ n∏
i=1
∑
qi∈Part
δ2m−1 (Qi)
‖Eqig‖2Lp(w
B2m,E)
] 1
2n ,
which follows easily by removing the normalization (#) from Dp. The claim follows
after applying these estimates.
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Here is a reminder of what we are about to prove:
Definition 8.1.3. (Decoupling constant). Let n ≥ 2, p ≥ 2 and δ ∈ 4−N. We
define the decoupling constant Decn(δ, p, 100n) to be the smallest non-negative real
number such that
‖Eg‖Lp(wB,100n) ≤ Decn(δ, p, 100n)
( ∑
Q∈Part
δ
1
2
([0,1]n−1)
‖EQg‖2Lp(wB,100n)
) 1
2
holds for every cube B ⊂ Rn with side length δ−1 and every g : [0, 1]→ C.
Theorem 8.1.4. (Decoupling for 2 ≤ p ≤ 2n
n−1 .) Let us fix n ∈ N, n ≥ 2 and
2 ≤ p ≤ 2n
n−1 . In addition, let us fix  > 0. Now there exists a constant C > 0 such
that the following statement holds:
Decn(δ, p, 100n) ≤ C · δ−
for all δ ∈ 4−N. That is,
Decn(δ, p, 100n) .,p,n δ−
for all δ ∈ 4−N.
We will prove this for all E ≥ 100n, wherein the implicit constant will addi-
tionally depend on E. Of course, if E = 100n, then E is completely determined by
n.
Proof. (Proof of Theorem 8.1.4)
Let n ∈ N, n ≥ 2. Assume 2 ≤ p ≤ 2n
n−1 . Let E ≥ 100n. Let  > 0.
Let m ∈ N+. Let Nm := {2m−1k : k ∈ N}. Let δ ∈ 4−Nm be such that 0 < δ < 1.
Let 0 < ν < 1. Let Q1, . . . , Qn ⊂ [0, 1]n−1 be ν-transverse cubes with equal side
lengths µ satisfying µ ≥ δ2−m . Let B1 ⊂ Rn be a cube with side length δ−1 and let
g ∈ L1([0, 1]n−1).
Denote δ′ := δ2−m . Our assumption about δ guarantees that δ′ ∈ 2−N and
0 < δ′ < 1. Also, δ′ ≤ µ and p ≤ 20. Denote ′ = 2m−2. In what follows, the extra
apostrophe (e.g. in A′p) means that the quantity is relative to δ′ instead of δ. Now
Lemma 8.1.1 combined with Lemma 8.1.2 gives[ ∑
∆∈Partµ−1 ((B2m )′)
( n∏
i=1
‖EQig‖pLp(w∆,10E)
) 1
n
] 1
p
.E,p,n (δ′)−
n−1
2 (δ′)−
2mn
p A′p(1, (B2
m)′, 1, g)
.,ν,m,E,p,n (δ′)−
n−1
2 (δ′)−′
[ n∏
i=1
∑
qi∈Part(δ′)2m−1 (Qi)
‖Eqig‖2Lp(w(B2m )′,E)
] 1
2n .
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Substituting δ′ = δ2−m gives
[ ∑
∆∈Partµ−1 (B1)
( n∏
i=1
‖EQig‖pLp(w∆,10E)
) 1
n
] 1
p
.,ν,m,E,p,n δ−(n−1)2
−m−1
δ−

4
[ n∏
i=1
∑
qi∈Part
δ
1
2
(Qi)
‖Eqig‖2Lp(wB1,E)
] 1
2n .
Thus by Definition 6.1.2
Decn(δ, p, ν,m,E) .,ν,m,E,p,n δ−(n−1)2
−m−1
δ−

4 (8.1)
for all δ ∈ 4−Nm . Note that 1 ∈ 4−Nm . Above we particularly assumed that
δ < 1. However, the inequality (8.1) in the case δ = 1 follows from the estimate
Decn(δ, p, ν,m,E) ≤ δ−(n−1)/4 (see (6.1)).
From this point onward, we fix m = m(, n) ∈ N+ large enough so that
(n− 1)2−m ≤ /4 and m ≥ 2. Let δ ∈ 4−N be such that δ ≤ 4−2m . By Proposition
6.1.4 there is δ1 ∈ 4−Nm such that δ ≤ δ1 and
Decn(δ, p, ν,m,E) .,E,p,n Decn(δ1, p, ν,m− 1, E).
Observe that δ1 ∈ 4−Nm−1 . Thus by (8.1) we get
Decn(δ1, p, ν,m− 1, E) .,ν,E,p,n δ−(n−1)2
−m
1 δ
− 4
1 ≤ δ−

4
1 δ
− 4
1 = δ
− 2
1 ≤ δ−

2 .
Combining these two inequalities we have
Decn(δ, p, ν,m,E) .,ν,E,p,n δ−

2 (8.2)
for all δ ∈ 4−N such that δ ≤ 4−2m . Then assume that δ ∈ 4−N and δ > 4−2m . Then
by (6.1)
Decn(δ, p, ν,m,E) ≤ δ−n−14 ≤ 4
2m(n−1)
4 .,n 1 ≤ δ− 2 .
We just proved that for all δ ∈ 4−N
Decn(δ, p, ν,m,E) .,ν,E,p,n δ−

2 , (8.3)
where m = m(, n).
We proceed to use induction on n and Theorem 6.2.1.
First, let n = 2. Recall that we use m = m(, n). Let θ = θE,p,n be the
function described in Theorem 6.2.1. Let ν = ν(, E, p, n) be such that 0 < θ(ν) <
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min{/2, 1}. Now there exist constants C = Cν,m > 0 and D = Dν,m > 0 such that
when δ ∈ 4−N and δ ≤ D−1, we have
Decn(δ, p, E) ≤ Cδ−θ(ν)
(
1 + sup
δ≤δ′≤1
Decn(δ′, p, ν(, E, p, n),m(, n), E)
)
.,E,p,n δ−θ(ν)
(
1 + sup
δ≤δ′≤1
Decn(δ′, p, ν(, E, p, n),m(, n), E)
)
(8.3)
.,E,p,n δ−θ(ν)
(
1 + sup
δ≤δ′≤1
(δ′)− 2
)
≤ δ−θ(ν)
(
1 + δ− 2
)
. δ−θ(ν)δ− 2
≤ δ− 2 δ− 2
= δ−.
If δ ∈ 4−N and δ > D−1, then
Decn(δ, p, E) ≤ δ−n−14 ≤ D n−14 .,E,p,n 1 ≤ δ−.
Hence, when n = 2,
Decn(δ, p, E) .,E,p,n δ−
for all δ ∈ 4−N, E ≥ 100n, 2 ≤ p ≤ 2n
n−1 and  > 0.
Then we do the induction step. Assume that n ≥ 3 and
Decn−1(δ, p, E) .,E,p,n δ− (8.4)
for all δ ∈ 4−N, E ≥ 100(n− 1), 2 ≤ p ≤ 2(n−1)
n−2 and  > 0.
Fix 2 ≤ p ≤ 2n
n−1 and E ≥ 100n. Then 2 ≤ p ≤ 2(n−1)n−2 . Also, 10E ≥ 100(n− 1)
and thus Γn−1(10E) ≥ 100(n− 1). Then (8.4) particularly gives
Decn−1(δ, p,Γn−1(10E)) .,E,p,n δ−
for all δ ∈ 4−N and  > 0.
Thus the condition (ii) of Theorem 6.2.1 holds. Then we fix  > 0 as well and
continue the proof as we did in the case n = 2. Ultimately we get
Decn(δ, p, E) .,E,p,n δ−
for all δ ∈ 4−N.
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