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КВАЗІ-НАПІВНЕПЕРЕРВНА ЗНИЗУ РЕГУЛЯРИЗАЦІЯ ВІДОБРАЖЕНЬ
У БАНАХОВИХ ПРОСТОРАХ
Запропоновано спосіб  квазі-напівнеперервної знизу  регуляризації
відображень у банахових просторах.
Вступ. Добре відомим фактом теорії варіаційного числення є
ome
можливість побудови для довільної дійснозначної функції Г:Е >В її
напівнеперервної знизу регуляризації виходячи з правила
f(x) = liminff(y). (1)
yx
Проте у випадку, коли Е:ЕЕ е вдображенням, де Е є частково
впорядкований нормований простір, властивість напівнеперервності можна
означити в декількох, загалом, незалежних варіантах. Зокрема, це
напівнеперервність знизу за конусом,  квазі-напівнеперервність знизу,
порядкова напівнеперервність та інші (|1,4,8). Кожна з таких характеристик,
відіграє вагому роль у питаннях розв'язності відповідних задач векторної
оптимізації. У зв'язку 3 цим є актуальною проблема  резуляризації
векторнозначних відображень. Оскільки операція Шпіїаї (у) в частково
yx
впорядкованих просторах е множиннозначною, то залучення правила (1) до
їхньої резуляризації є неможливим.
Ця проблема була частково розв'язана в |6|, де авторами запропонована
схема напівнеперервноїзнизу регуляризації векторнозначних відображень,яка
опирається на поняття границі послідовності множинза Пеневле-Куратовським,
та є зручною для практичного застосування. Проте властивість
напівнеперервності знизу є досить обмежливим припущенням у задачах
нескалярноїоптимізації(1,2,5). Більш загальним класом відображень, залучення
яких є коректним у задачах оптимізації, є квазі-на 'внеперервні знизу
відображення. Проблема їхньоїрегуляризації розглядалася в [7]. Проте, попри
теоретичу простоту методу викладеного B [7], Його практичне застосування є
досить обмежливим. У зв'язку з цим метою даної роботи є дослідження
проблеми квазі-напівнеперервної знизу регуляризації відображень f: E> F,
яка б була простою у застосуванні, та її порівняльний аналіз 3
напівнеперервним випадком.
Основні поняття та попередні результати. Нехай всюдидалі Е та F—
дійснозначні векторні нормовані простори. Для довільної підмножини А в Е
через ИЕ А та с1А будемо позначати відповідно її внутрішність та замикання
відносно топології індукованої нормою. Нехай у просторі Е задано частковий
порядок, який породжено замкненим загостреним конусом ACF, тобто
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Yi S, ¥2 @ YD EY, +A, Ae BBaxaeteca, що  Лп-Л є 10). Позначимо через
Ерозширення простору К невласним елементом чо, який назвемо найбіль-
шимелементомпростору Е за конусомЛ. Насправді -юо є класом еквівалент-
ності, який включає до себе всі граничні точки послідовностей (Р, у. С Е, які
задовольняють умови:
(i) У; не обмежені за нормою простору,
(їі)  УбеРКапо :Ь2 Ї,Уп» по.
Надалі будемо казати, що підмножина А с Еє напрямленою за конусом Л,
якщо для будь-яких а,б є А існує елемент с є А такий, що а 5, ,б 2, С.
Елемент У є У називають Л -мінімальним на множині У с Е, якщо не
існує жодного уе У такого, шо У 5, yy ¥y, ToOTro YA(y —A)= {У} .
Елемент у є У с Еназивається Л-найменшим елементом (або ЛА-ідеальним
мінімумом) множини У , якщо ук у, для всіх у є У . Далі будемо позначати
його як y=A - ЇМіп У . Як випливає з наведеного означення, якщо для деякої
множини У с Еіснує Л -ідеальний мінімум,то він єдиний.
Нехай для певної множини А в Е існує елемент ає Ктакий, шо:
Ба2.5,Убе А; 2) ах, с для сєЕ, тодіі тільки тоді, коли 5 <, с,УБЕА.
Тоді цей елемент називають найменшою верхньою гранню множини Аза кону-
_ сом Л 1 позначають як 5арА. Аналогічним чином визначається найбільша
нижня грань ШРА множини А. Простір Е називають векторною решіткою
(ВР), якщо для будь-якої пари а,Бє Е їснують заріа,б) та inf{a,b}. Якщо ж
будь-яка обмежена підмножина простору Е має найменшу верхню та найбіль-
шу нижню грані, то. Б називають К -простором,або повною нормованою век-
торною решіткою.
Нагадаємо також (поняття. нижньої границі послідовності множин
ГА, Еу сенсі Пенлеве-Куратовського. Кажуть, що А с Р є нижньою грани-
цею послідовності множин (А, у у сенсі Пеневле-Куратовського відносно T -TO-
пології, якщо А с т - йшиіпіА, , де
п
t—liminf A, =|y¢F:y=t-limy,,3ng ‘Yn cA,,¥n 2 no}.
п п
Квазі- та напівнеперервні знизу відображення. Метою даного пункту
є порівняльний аналіз класів напівнеперервних знизу(нн. зн.) та квазі-
напівнеперервних знизу (кв.-нн. зн) відображень Р:Е-» Е", що діють у парі
нормованих просторів. Надалі вважатимемо, що базовою топологією простору
Е є топологія, індукована його нормою. Припускається, що Е є топологічно
*
двоїстим простором Е=У до повного нормованого (не обов'язково
рефлексивного) сепарабельного простору У. Отже, за теоремою Банаха-
Алаоглу, будь-яка обмежена послідовність в Е є відносно компактною в
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ew ... Ж . *
*-слабкй топологий. Нагадаемо, що *-слабкою топологею на УМ називають
. ж te tows .
локально опуклу топологію  С(У ,У) в якій лінійні функцюнали
ж . - -
уєУ ую (у, У). у неперервні. Тому надалі вважатимемо, що Е є топологіч-
ним простором (Е, o(F, V)) .
Як відомо, у векторнозначному випадкуіснує декілька можливих шляхів
для узагальнення класичного поняття напівнеперервності знизу скалярнознач-
них відображень Ї:Е -» R. До найбільш відомих, можна віднести наступні:
Означення 1. 8) Відображення Г:Е-з» Е" називається нн.зн. в точці
X) € Domf = {x eE|f(x)<, чно) якщодля будь-якого околу нуля 9 у Е існує
xeE
окіл 9 є Е точки Хо такий, що #(%0) с Е(х.)+3+Л {+0}.
Означення2. |3| Відображення Її: Е -» Е" називається кв.-нн,зн. в точці
Хо роті, якщо для будь-якого елемента Б є Е, такого, що Б 2, Е(х.,), існує
xeE
ол {ЕЕ точки ху такий, що 6%) Г(х), для будь-якого хе 9.
Відображення Р:Е З КГ називають(квазі-)нн. зн. на множині Е, якщо
воно є (квазі-) нн. зн. в кожній точціцієї множини. Оскільки "-слабка топологія
є метризованою в БЕ, то наведені вище означення можна подати y секвенцій-
ній формі.
Означення3.|6)Відображення БЕЗЕ €HH. 3H. в точці Ху у тому і
тільки тому разіколи для будь-якої послідовності: їхбаевЕ,що збігаєтьсядо
м існує послідовністьКВНев, що> oF, У)-збігається |до (хо) така, що
by <Sp £(x,) 6 :
Означения4 Відображення г: BSF "є кв.“HH. зн. вху тоді Фстілеки
і
тоді, коли для будь-якої послідовності (іх,Р Е.В;; що збігається до. хо», та для
будь-якогоелемента b є Е, такого, що р+ко),існує число пе М таке, що:
ЬХ, Е(х,) при вах п> п.
Означення 5. В1дображення #:Е > Е" Ее нн.зн. в ху тод! ! тільки тоді,
- . . ao .
колидля будь-якої послідовності Їх, Ya є Е , що збігається до Хо, та для будь-
якого околу нуля 9 в (Е, o(F, V)) існує число п є М таке, що
и) < Е)++ЛУ{+09} для всіх пап.
Як показано в |3|, у випадку, коли Е та Е є банаховими просторами,а
Е напівупорядковано с(Р, У)-замкненим загостреним конусом Л, то для до-
вільного відображення Б:Е-з Е" з його напівнеперервності знизу випливає
властивість його квазі-напівнеперервності знизу. Наступний приклад ілюструє,
що замкнутість конуса є суттєвим обмеженням.
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Приклад 1. Розглянемо відображенняf :[1,3] > В” де
f(x) = (х, 2), якщо Хх el, 2)
9 = (р, якщо х & [2,3]
а простір Ж?  напіввпорядкований нозамкненимзагостреним конусом
A= (Око) еВ*| х, >0,х. > 0} 200,0). Тоді, як легко бачити, відображення
Ї буде нн. зн. в точці Хо 2 2, проте не буде кв.-нн.зн. в цій точці.
Для того, щоб отриматиумови,які б гарантували справедливість оберне-
ної імплікації «квазі-нн. зн.п» нн. зн.», наведемо деякі додаткові поняття.
Нехай { УкI
множину вах Й о(Е,У)-кластерних точок, тобто у є Гук) , якщо знайдеться
- довільна послідовність у Е. Позначимо через ІДук)-
. . . © со * . . ~
підпослідовність ук \ ic {Yih така, що у, ——>уу Е при 1-> со. Нехай
. 171=1.. т і
РІЕ-з Р"- довільне відображення, х, є Едовільний елемент його області
визначення. Покладемо І(Е(хо)) з U  Lcf(x,)), де операція об'єднання
Ка?Хо
розглядається на множинівсіх послідовностей 1х | С Е таких, що Х, 72Хоу?пп
сильно в Б. Характерною рисою квазі-HH. 3H. відображеньє наступний резуль-
тат:
Лема 1. |2) Якщо відображення Р:Е-з Е" є кв-нн. зн. в точці хо E,
то Г(хо) є Л -найменшим елементом множини ЩЇ(Хо) тобто
(хо) =A-IMinL(f(x9)).
Тепер установимо справедливсть наступного результату.
_ Теорема 1. Нехай Е натвупорядковано ©(Е,У)-замкненим загостре-
жим конусом М. Якщо відображення Р:Е-» Е" є локально обмеженим, то з
кв.-нн. зн. Е в (точці Ху випливає його HH. зн.. в цій точці.
Доведення. Покажемо, що для будь-якого околу нуля З в топологічному про-
сторі (Б,0(F, V)) знайдеться оюл точки хо: (ху) с Е такий, що
ГЗКхо) є(коль. о 0)
Припустимо обернене, а саме нехай існує окіл 9 такий,що УММХ(Х)СсеЕ
знайдеться елемент хе (хо) на якому
f(x) €f(Xp) + 9+ AU f400}. З
Отже існує послідовність {x, =Е така, що Х,-2Хо і при цьому
Еха) є С) 9 КА {+00} Мп є М.
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Оскільки відображення Ї є локально обмеженим, то існує підпослідовність
о
ху c{x,}", Taka, mo Ех,joer єв, | «чо.
3 того, що f кв.-нн. зн. в точці Хо, за лемою 1, маємо:
f(x) = A-—IMin L(f(xg)). Ome, Р є Р(Хо)'- АЛ. Проте, в цьому випадку для
будь-якого околу нуля 9 є Е, справедливе включення
f+ 9cf(x))+9+AU {+0}.
. . © . *
Отже, з того, що послідовність FO, у, с(Е,У)-збігається до f
отримаємо: УЗ є (Ео(Е, У)) знайдеться число КЕМ ‚при якому
f(x, f(xy) + $+AU {+0} Vk >k,
що, у свою чергу, суперечить співвідношенню (2). Отже припущення (3) є хиб-
ним, тому відображення Ї є нн. зн. в точш! Ху. Теорема доведена.
Наслідок 1. За умов теореми | поняття напівнеперервності знизу та
квазі-напівнеперервності знизу співпадають,
Як показує наступний приклад, умова локальної обмеженості відобра-
ження Ї у теоремі1 є суттєвою.
ем» якщо х с 0
(jt) ,, | |
; i} в іншомувипадку,
аee І? напівупорядкований конусом невід"ємних елементів А :
лак) є В? іх, 20, x2 20}. "
Приклад 2. Нехай с: В > В?, де 2(х) =
 
Легко бачити, що в точці (0,0) умова нн. зн. не виконується, в той час як відоб-
раження 5 залишається квазі-нн. зн. в усіх точках простору В.
Покажемо також, що суттєвою в теоремі 1 є умова, яка накладається на
простір Е, а саме, що існує банахів сепарабельний простір У до якого Е є
топологічно двоїстим, що породжує"слабку топологію в Б.
Приклад 3. Нехай банахів простір Б « Л(-1,1) з сильною топологією
М.С.
нашввпорядковано конусом невд. ел. Л :=о«ПОЛ ( С 2 0B сьо, .
Розглянемо відображення В :Г-1,1 -> [/(-1,1) ‚ означене як
|
l+|x|,x#K,neN —, tef{-l,-} y tneN
моз М ie N’ де u,(t)=42 ELA)Цре .
Unt), X= Ame п, te[-¥,V¥].neN
64
Неважко переконатися, що відображення В обмежене за нормою простору
; ІВСОЇ <4,х#И.ЦП(-1,1), а тому є локально обмеженим: h(x) <3,х=И;
 
Покажемо, що відображення Б є кв.-нн. зн. в точці Х, 2 0, тобто для
будь-якої послідовності {xa} €E=[~-1,1], mo збгаеться до х,=0, та для
будь-якого елемента (С) є Е, такого, що Б, Б(хо) 2 1,1 є (-1,1), існує число
пе таке, що Б 2, В(х, ) для будь-якого п2 п. У даному випадку маємодві
характерні послідовності, які збігаються до точки Х/ «0:
. . х,->0
Фо {x,} # {4}. toai h(x,) =1+|x,/—>1=h(0) за нормою
простору ПО);
Gi) {х,} ={И} тоді який би елемент Бе L'(-1,)) ne обратиny піп? ’ з
знайдеться номер п такий, що
h(x, (t)=n>b(t)+1,ana te[-¥,¥],vn=n. (4)
Оскільки Лебегова міра множини |[-.И] для довільного пстрого
більше нуля, то Б, В(х,),Уп 2 п. Отже, відображення Б є кв.-нн.зн. в точці
Xo =O. Проте п не є нн. зн, відображенням. Дійсно, візьмемо за окіл нуля
наступну множину Мес< Тоді для послідовності х, 2 Й , що
збігається до Хо 2 0, маємо:
h(x,) =u, (t)¢1+9+AU {+0}, Vn 22, 60 un= fs Ha (-1,4)940/1), у
той час коли Р(0) с 1.
Геометричнийзміст кв.-нн. знизу. Для подальшого аналізу властивості
квазі-напівнеперервності знизу наведемо ряд допоміжних понять. Зауважимо,
що надалі ми будемо розглядати лише загостреніі замкнуті відносно топології
простору Е конуси.
Означення 6. Нехай Б:Е -з Р" - задане відображення і послідовність
с «о
їхаР В е такою, що х, > х, в Е. Будемо казати, що {x,} А; -
. . 6 A
зб1гаеться до ху ЕЕ 1 позначати цей факт, як X,—+>X), N+, AKIO
виконується одна з двох умов:
(i) послідовність {f(x,yr обмежена за нормою у простор! Е;
(1) послідовність ха не обмежена за нормою простору Е,
проте існують такі néN та елемент beF так, що
Ех) <b,Vn2n.
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Зрозуміло, що будь-яка стаціонарна послідовність власних точок відображення
Р є Ло -збіжною.
Означення 7. Для довільних Р:Е > Е” та ху еОош{ множину
АГ = у еЁ! V{x,}МоВу)—у: ba Sa F(x,)} будемо називати
множиною нижнього рівня відображення Ї у точці Хо.
Покажемо результат, який пов'язує властивість кв.-нн. знизу та специ-
фіку множини нижнього рівня А.
Теорема 2. Нехай Е є повною нормованою векторною решіткою від-
носно (Б, У)-замкненого конуса №. Тоді для заданих Ф:БЕ-» Р) ma
Хо є роті, маємо:
(хо) Е Ay, с» Ї -ке,-нн. зн. в точці Ху.
У загальному випадку, коли Е є довільним нормованим простором, має
місце наступний результат, доведення якого легко відтворити за схемою роботи
[6].
Твердження 1. Нехай Е банахів простір, Ф.Е -з» Б", а топологічний
простір (ЕoF,У) напівупорядковачно с(Е, У) замкненим загостреним ко-
нусом А. Нехайхо є роті. Тоді |
f А . :
A, =А, -Л;—
Хо Хо
2. Г екв.-нн.зн. вт. хо> А»‚=Ихо)-А;
3. якщо Ё кв.-НН.ЗН. ВТ. Хх), то ЕС) Е А};
4. якщо Е-повна банахова решітка, то AY —напрямлена вгору множина.
Квазі-напівнеперервна|знизу регуляризація відображень. У даному
пункті пропонується процедура кв.-нн, знизу регуляризації довільних векторно-
значних відображеньзі значеннями у просторі Б М", який є банаховою решіт-
кою відносно часткового порядку породженого конусом A. Наводиться також
порівняння зі схемою кв.-нн. знизу регуляризацй, яка запропонованау [7]. При
чому зауважимо, що результати регуляризації за схемою |7| збігаються з
результатами, запропонованимив даній роботі.
Означення 8. Для будь-якого відображення Г:Е-з Р" найбільшез кв.-
нн. зн. відображень, які не перевищуютьЇ, називається його кв.-нн. зн. регуля-
ризацією.
Для довільної точки х, є рога, маємо Al = @ 1 при цьому А -
~ _ б : :
обмежена зверху множина. Покладемо Ї,(Х) г 8зир А... У разі, коли для довіль-
. . . . . о
ного х існують лише не Л,-збіжні послідовності {x,} які» Образи яких
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о .
охо не обмежені за нормою, то А! «(2. Отже, в цьому випадку
1. (х) = +. Таким чином, вдображення [,(х):Е >Е с означеним при вах
х є Е. Нижче будуть установлені умови,за яких . кв.-Нн. зн. регуляризацією
відображення Р. Почнемо з наступного допоміжного результату:
Лема2. |6) Нехай конус Л має непусту внутрішність і відображення
Р:Е -з Р" є локально обмежениму Хо. Тоді І,(х)є ЧА», 1 при цьомудля будь-
якого ус А», такого, що I;(xj)-yeintA (naman таке відношення
. . . о
позначатимемо як у «а Їн(Хо)), існує послідовність {Bi bey с ЧА! ‚ яка задо-
вольняє умови: В. ——> I; (Хо) та у за Ву, УК, де через сі позначено опера-
цію замикання в С(Е, У) -топології. |
Зауважимо, що для довільного хо рої маютьмісце співвідношення
CLE; (Xp) =Hp (xq), AL, CclE¢ (Xo) = Hy (xq) асАД»
де відповідні множини означеніяк
Вход зе у € Ax, LY <a I¢(Xq)} ‚ Нехо) = у є САУ, LY Sq І, (хо)
Лема 3. Нехай Л - с(Е, У) замкнутий конусз непустою внутрішністю.
‚1 © В -довльна послідовність, яка Л, збігається Хо. Тоді AY, €Нехай Ї ху)
о
- нижньою границею за Пеневле-Куратовським послідовності множин [А
відносно СЕ, У) -топології. | |
Доведення, Для цього достатньо показати, що уе Шиш! АХ, для
і
довільного ує Еє(Хо). Оскільки ух, ЇЕ(хо), То за лемою 2, знайдуться
{Вк} Е АЕ Taxi, mo  f, —1,(хо) tay <, B,,. Vk. Нехай
Ук ——> y, Yt «а У, УК. Тоді
39,2 0:УК, ук Ха £(x) VX € BX, 59), (5)
інакше для будь-якого 5 » 0 існували б число К і точка х, є В(Ху, до) такі, що
f(xs)-y, €A.
У цьому випадку f(x;
—
— у еук-У+Е\А=-А+Е\Л=Е\ЛА, що
Кк
неможливо.
Покажемо тепер, що Ук Ay, . Для кожного К побудуємо послідовності
. - 5 .








n м пцьому 7к Ха Ук: Нехай також у, г й
f(xy), п по.
5. о.
Вважаючи, що х. В(Хо,2) УК 2 По , маємо хь е В(ху, бу) УК, п > пу.
: fЗвідки, у силу (5), отримуємо ук Яд Г(ху) УК, п 2 по. Отже у, А, УК2Ппо.
Таким чином у є liminf AX , З чого випливає, що
Ey (Xo) liminf АГ.
Оскільки liminf А), є с(Е,У)-замкнутою множиною, то
В(хо) с liminfА У результаті А, c liminfА ‚ що і потрібно було
встановити. Лема доведена.
Зауважимо, що надалі ми будеморозглядати лише конуси з непустою
внутрішністю.
Означення9. Будемо казати, що відображення Б: Е -» РЕ" є секвенційно
кв.-нн. зн. в точці х, Допії якщо
УЇха| позхо A{b,}и), ха хи).
* ‘ з .
Лема 4; Нехай f:E— F°, Е 2 У -- банахова решітка відносно С(Е, М)-
замкнутого загостреного конуса Л з непустою внутрішністю. Нехай
хо є роті і відображення Г локально обмежене в ху. Тод! з кв.-НН.зн,в т.
хо відображення Ї випливає, що для будь-якоїпослідовності Їх) УЗ Хо ВИКО-
нується умова: |
VOC Fan :f(x,)€f(x))+9+A, Vn>n,
де 9 -окіл нуля у просторі AF, o(F,V)) .
Доведення. Припустимо обернене. Нехай існує послідовність
ха —> Xp Taka, що
49) VneO) Sk > n: f(x, )¢f(Xg) + BQ +A. (6)
Оскільки, за вихідними припущеннями, послідовність f(x, ) е локально
обмеженою, то виходячи з теореми Банаха-Алаоглу, можна вибрати "-слабко
збіжну в Е послідовність {f(хуЖ , яка задовольнятиме умову(6). Проте для
її границі Й" одержимо 5" 2, (хо), що суперечитьлемі1.
Твердження2. За умов леми4, означення4 і 9 є тотожними.
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Доведення. Озн.42» Озн.9. За означенням 4, для будь-якої послідов-
ності Ха є Е,, яка збігається до Хо, та для будь-якого елемента Б є Е, тако-
го, що 6 2, Б(Х.), випливає існування такого числа neN, mob Z, {(x,), aa
будь-якого п 2 п. Тоді, за лемою 4, Vx,—“i» x, , Maemo
VGAny :f(x,) є (хо) Я9--Л, Уп 2 по.
Спираючись на теорему 2, можна показати, що послідовність
б = inf {f(x,),f(x9)} задовольняє умовам Db,—(хо) i by, Sq £(x,). THM
самим, за означенням 9, відображення {:Е -> Е” с секвенщЙно кв.-нн. зн. в
точці ху рогаї. Для доведення оберненого твердження: Озн.9 => Озн.4,
досить скористатися теоремою 2.
Теорема3. Заумов леми4 відображення 1, :Е > Е° кв.-нн. зн. в кожній
точці ефективної множини Рроті,
Доведення. Нехай х, є Ропії і нехай ходовільна послі-
довність. Тоді за лемою 2 існує послідовність {yh с САУ, така, що
Гук —— >I, (Xq)- Проте, враховуючи лему 3 та той факт, що нижня границя за
Пеневле-Куратовським Е с(Е,У)-замненою множиною, . : :маємо
Ук liminf AY при "всіх "Кє М. Тоді для кожного” фіксованого КЕ м
знайдуться послідовності Гу, є АГ5, такі, що Ууу,при поз co . Ясно,
що ук Ха 8Ир AY =I,(X,) при всіх пе №. Нехай К:М—> Ме відображенням
«таким, що k(n) -> 0 спри. всіхпе М. Покладемо ba =Yen VOEN. Тоді
by —51#(Хо) і при цьому В, < TX, УУпє М. Тим самим показано, що за
означенням 9 відображення Ae є секвенційно KB.-HH. зн. в точці Хо). Для
завершення,досить скористатися твердженням2.
Теорема 4. За умов леми 4 1,:E—F" є кв.-нн. зн. регуляризацією
відображення Ї.
Доведення. Нехай є:Е -» Е'довільне кв.-нн. зн. відображення, яке
задовольняє умову 5(х)2, Г(х), Ух є Б. Виходячи з означень 6-7, маємо
АЗ с А",Ух є Е, оскільки Л,-збіжність довільної послідовності ха) cE
rapantye ii Л, -збжнсть. Осюльки идображения #:Е > Е° kB.-HH. 3H., TO 3a
твердженням | (див. пункт 3) 5(х)є А? при всіх xeDomf. Orxe
I, (x) = sup А! 2, 8(х), що і доводитьтеорему.
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Отримані результати даютьпідстави започаткувати наступну концепцію:
Означення 10. Будемо казати, що елемент 5 є Е є нижньою (за конусом
A) Ч-границею відображення РБ:Е-» РЕ" у точці Хо рої, якщо
&=[,(x)) = sup AX, . При цьому будемо залучати наступне позначення
5 а йтіоб 3 (х).
хх,
Суттєвим є той факт, що на відміну від існуючих узагальнень поняття
нижньої границі відображень зі значеннями в частково впорядкованих
просторах(5, операція Штіпіне є множиннозначною.Більше того, як прямий
Xo
наслідок встановлених вище результатів, можемо зробити наступний висновок:
Теорема5. Заумов леми4 є еквівалентними наступні твердження:
І. відображення Ї:Е -» Е" кв,-нн. зн. в точці Х ;
2. £(%o) S, liminf4f(x).
хо
Наведемо тепер процедуру регуляризації, яка запропонована в {7}. Нехай
БЕЗЕ, де РЕ-банаховий простір, який є повною нормованою векторною
решіткою, та який упорядковано замкненим загостреним конусом Л з
непустою внутрішністю. Тоді квазі-напівнеперервна знизу регуляризація Ё
випуклого відображення Ї визначається, як.
f(x) =inf fy EF(x,У)є чеібр о
де epi(f)={(y)eExF']y2,FO)p.“оо : Г
Зауважимо що такий спосіб регуляризації, по суті, грунтується на
наступному факті: якщо конус Л має, непусту внутріщність, то властивість
квазі-напівнеперервності відображення суть еквівалентна замкненості Horo
надграфіка, проте операція замикання в нескінченновимірних просторах Е
досить нетривіальною, до того ж його можна застосувати лише для випуклих
відображень, а отже залучення цього підходу є досить обмежливим з прак-
тичної точки зору. Разом з тим виходячи з означення 8 та теореми 4 легко
бачити, що квазі-напівнеперервна знизу регуляризація у сенсі означення 8 є
еквівалентною до регуляризації за правилом (7).
Заключні зауваження. Оскільки метод кв.-ни. знизу регуляризації, що
запропонованийуданій роботі, опирається на метод нн. знизу регуляризації161,
наведемо приклад,який ілюструє їхню суттєву відмінність. Нехай відображення
Г.В >В? означенеяк( рис. 1)
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(у x <0;
(= (3,3);  х=0;
(х.-9, . х>.0.
Нехай частковий порядок в ЖК? задається конусом невід'ємних елементів
2лаку) єВ | х, 20,х, 20).
 г
 
        
Рис.1
Легко бачити, що в точці х=0 відображення f не є ні
напівнеперервним знизу, ані квазі-напівнеперервним знизу. Побудуємо його
кв.-нн. знизу регуля-ризацію, виходячи з теореми 4. Для цього зауважимо, що
жодна з послідовнос-тей аа які збігаються до точки 0 зліва не є Ag -
збіжною. Проте, послідов-ності, які збігаються до 0 справа, є Л; -з@1жними.1
при цьому кожназ них є такою, що Ї(х,)-» (o,-lif(X,) 24 (0,—1]' при всіх
пєМ. Оскільки f(0) «ГП Zz, [0,-1]', то для будь-якого вектора
у= (У1,У2)е Е? <A f0,-1]" стаціонарна послідовність {b, = (yp¥a)}, задо-
вольняє умову Б, 2; Ї(х,), для всіх ЛА, -зЗбіжних до 0 послідовностейр.
One Al_, =[0,-1]' -A.
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Таким чином, кв.-нн. знизу регуляризащею для Ї буде наступне
відображення
(51), x <0;
I(x) =4(0,-1), x =0;
(x,-l, х>0.
Разом з тим, залучаючи метод запропонованийв [6], отримаемонн.зн.





Jlerko Gauntu, wo I,(x) 2, I;(x)Vx e R Goxpema 1, (0)2-, 1,(0)), що є
типовим співвідношенням між запропонованою квазі-нн. зн. регуляризацією, та
нн. зн. регуляризащею [6].
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