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Abstract
Previous authors have shown that the asymptotic capacity of a multiple element antenna
(MEA) system with
￿ transmit and
￿ receive antennas (termed an
￿
￿
￿
￿
￿
￿
￿
￿
￿ MEA) grows
linearly with
￿ if, for all
￿ , the correlation of the fading for two antenna elements whose
indices differ by
￿ remains ﬁxed as antennas are added to the array. However, in practice,
the total size of the array is often ﬁxed, and thus the correlation of the fading for two elements
separated in index by some value
￿ will change as the number of antenna elements is increased.
Inthispaper, undertheconditionthatthesizeof anarrayofantennasisﬁxed, andassumingthat
the transmitter does not have access to the channel state information (CSI) while the receiver
has perfect CSI, the asymptotic properties of the instantaneous mutual information
￿
￿
￿
￿
￿
￿ of
an
￿
￿
￿
￿
￿
￿
￿
￿
￿ MEA wireless system in a quasi-static fading channel are derived analytically and
tested for accuracy for ﬁnite
￿ through simulations. For many channel correlation structures,
it is demonstrated that the asymptotic performance converges almost surely, implying that such
MEA systems have a certain strong robustness to the instantiation of the channel fading values.
￿
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Multiple element antenna (MEA) wireless systems have demonstrated the theoretical [1, 2] and
practical [3] potential to increase system bandwidth efﬁciencies well beyond those previously
imagined. In this paper, the instantaneous mutual information between the transmitter and receiver
in an
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿ MEA system, with
￿
￿
￿ transmit antennas and
￿
￿
￿ receive antennas, is considered.
Early work in this area, which motivatedmuch of the MEA work to follow, assumed that the fading
between different element pairs was independently and identically distributed (i.i.d). Under this
assumption, it has been shown [1, 2] that, even if the transmitter has no knowledge of the channel
fading values, the capacity divided by
￿
￿
￿ min
￿
￿
￿
 
￿
￿
￿
!
￿
￿
￿
"
￿ approaches a non-zero constant for a
ﬁxed average transmit power, as
￿
￿
$
#
% .
The aforementioned assumption of an i.i.d distribution of channel path gains can often be vio-
lated due to the insufﬁcient spacing of antennas and/or the absence of a rich scattering environment
around the transmitter and/or receiver. For example, for a given angular spreading of the incoming
waves, the spatial correlation of the signals received at two points will generally increase with de-
creasing distance between the points [4]. Electromagnetic mutual coupling between the elements
will also change the correlation between the signals received from adjacent points. Recent work
investigating the impact of correlated fading on the capacity of MEA systems can be found in [5]
and [6]. In [6], a
￿
￿
￿
&
￿
￿
￿
’
￿ MEA wireless system is assumed, and antennas are arranged in a regular
grid, the total size of which scales upward with the number of antennas, thus preserving the relative
position of adjacent antennas. Under this assumption, [6] employed random matrix theory to show
that, as
￿ approaches inﬁnity, the instantaneous mutual information
(
￿
)
￿
￿ of such MEA systems
still increases linearly, albeit with a smaller rate than in the i.i.d fading case.
In practice, the maximum physical size of the antenna array is ﬁxed due to physical constraints
imposed by the application (e.g. on a mobile unit). In this work, the asymptotic characteristics
of
(
￿
￿
￿
￿ are investigated in a scenario where the length of a linear array is ﬁxed, and no channel
state information (CSI) is available to the transmitter while the receiver has the perfect CSI. Two
different sets of assumptions for the signal-to-noise ratio will be considered. In one case, it is
assumed that the total average transmit power from the
￿
 
￿ antennas will be ﬁxed, which implies
1that the average receiver power grows linearly with
￿
*
￿ . This set of assumptions would apply, for
example, if a systems engineer were considering adding small dipoles to a sparse linear array at
the receiver, in which case the total effective area of the receive array would scale with
￿
￿
￿ . In
contrast, [7] independently has considered asymptotic mean capacity for antenna arrays of ﬁxed
size has been considered assuming that the total average received power is ﬁxed, thereby implying
that the total effective area of the receive antennas does not grow with
￿
￿
￿ . In this case, the results
will indicate the gain as RF chains are added at the receiver.
Traditional information theory for fading channels has often been devoted to ﬁnding the mean
capacity for a given channel, as is investigated in [7]. However, recent work in information theory
for fading channels, particularly for multiple antenna element systems, has been devoted to outage
capacity (e.g. [1]); that is, it is often of interest to know how often the capacity of a system will be
above some required rate. By demonstrating almost sure convergence of the asymptotic capacity
of ﬁxed-size linear arrays, the mean and outage capacities are both addressed. In particular, almost
sure convergence to a limiting expression implies: (1) the mean capacity converges to the same
expression, and (2) the system will almost always be in outage for desired rates above the derived
capacity and almost never be in outage for rates below the derived capacity.
To understand the practical signiﬁcance of almost sure convergence of the mutual information
of
￿
￿
￿
&
￿
￿
￿
’
￿ MIMO systems, contrast such results with those for asymptotic mean capacity (e.g.
[7]). For a given type of propagation environment characterized by the correlation properties of
the channel fading matrix, the mean capacity characterizes how well a system does on average but
sayslittleabouthowthesystemwouldoperateinanysingleenvironment, thusgreatlycomplicating
wireless network planning. The demonstration of almost sure convergence for the same system
for a given channel correlation structure implies that the system will operate reliably - regardless
(almost surely) of the actual instantiation of the channel fading values that are encountered. Figure
1 shows a representative example of the results derived here. For the case with a ﬁxed size array at
the receiver end only (e.g. a base-to-mobile communication), the upper set of curves demonstrates
that the mutual information under each of the instantiations of the fading converges rapidly to
the mean capacity, thus demonstrating the robustness of the performance of the MEA system to
2the speciﬁc instantiation of the fading values. The lower set of curves of Figure 1 shows results
when there are ﬁxed size arrays at both the transmitter and receiver (e.g. a mobile-to-mobile
communication), where mean convergence occurs but almost sure convergence does not occur.
The main results of this work are shown in Table 1. In Section 2, the system model is presented,
which follows that in [6]. Note that the approaches taken in [6] cannot be employed here. Instead,
the asymptotic characteristics of eigenvalues of Hermitian matrices and the statistical characteris-
tics of eigenvalues of large sample covariance matrices are investigated in Section 3.1 and Section
3.2, respectively. Section 4 applies the results to the analysis of the mutual information of MEA
systems. Simulation results are presented in Section 5, and conclusions are drawn in Section 6.
2 System Model
Throughout the paper, the following notations will be used:
(
￿ for the
￿
,
+
-
￿ identity matrix,
.
0
/
for transpose conjugate of the matrix
. ,
.
2
1 for conjugate of the matrix
. , det
￿
3
.
2
￿ for determinant
of the square matrix
. ,
.
5
4 for transpose of the matrix
. , and
6 for column vector.
A single-user, point-to-point, narrowband wireless communication system with
￿ transmit an-
tennasand
￿ receiveantennasisassumed. Thecase wherethenumber oftransmit antennasand the
number of receive antennas differ can be considered in an analogous manner. Let
7 be the
￿
8
+
9
￿
channel fading matrix, whose
￿
;
:
<
￿
>
=
?
￿ th entry
7
A
@
￿
B is the complex path gain between transmitter
= and
receiver
: . Then, the discrete-time equivalent system model is given by:
C
￿
D
7
&
6
E
G
F (1)
where
6 is an
￿
H
+
J
I vector whose
= th component represents the signal transmitted by the
= th an-
tenna. Similarly, the received signal and received noise are represented by
￿
K
+
&
I complex vectors,
C
and
F , respectively. The noise vector
F is an additive white Gaussian random vector, whose
entries
L
M
F
N
@
O
￿
<
:
P
￿
Q
I
R
￿
T
S
T
S
T
S
U
￿
!
￿
W
V are i.i.d circularly symmetric complex Gaussian random variables with
mean zero, where
F
N
@ is the additive noise in the
: th receiver. Let
X
￿
Y
Z be the variance of
F
N
@ , which
will be normalized to one. Thus,
F
[
@
]
\
^
￿
J
￿
￿
_
‘
￿
T
I
a
￿ , where
\
^
￿
b
￿
;
c
N
￿
￿
X
Y
￿ indicates a random variable
possesses a circularly symmetric complex Gaussian distribution with mean
c and variance
X
Y .
3As noted in the Section 1, two different assumptions regarding the total average transmit and
receiver power will be considered in this work: (1) the total average receive power is ﬁxed, and
(2) the total average transmit power is ﬁxed. For the reminder of this section, quantities will be
written only for the second case to make the exposition smoother, but they are easily modiﬁed
for the ﬁrst case as shown in Section 4.1. Let the total average power transmitted across the
￿
transmit antennas be
d
f
e
h
g
￿
i
!
j
l
k
)
m
6
i
m
Y
<
n
￿
p
o , regardless of
￿ . Entries of the channel fading matrix
7 are assumed to be circularly symmetric complex Gaussian random variables with zero mean
and
d
9
q
m
7
r
@
￿
B
m
Y
<
s
t
￿
u
I , and thus a Rayleigh fading channel is being assumed. Therefore, the average
signal-to-noise ratio (SNR) at a single receive antenna is
o for the second case as stated above.
In this work,
7 will be treated as quasi-static, which means entries of
7 are constant during a
data frame and vary from frame to frame. It is assumed that the transmitter has neither knowledge
of the entries of
7 nor knowledge of the correlation statistics of the entries, but that the receiver
has perfect knowledge of the entries of
7 (i.e. no transmitter channel state information (CSI)
is assumed, but perfect receiver CSI is assumed). Hence, as in [2], if the input vector
6 is a
proper complex Gaussian random vector, whose covariance matrix is
d
v
q
6
w
a
6
/
s
x
￿
z
y , the mutual
information
(
￿
￿
￿
￿ of this MEA system (conditioned on
7 ) is
(
￿
￿
￿
￿
￿
|
{
~
}
R
￿
Y
det
￿
<
(
￿
E
￿
7
￿
w
T
y
￿
w
￿
7
/
O
￿ bps/Hz (2)
Since there is no CSI nor knowledge of the correlation of the entries of
7 available at the trans-
mitter, a reasonable
y is
￿
￿
(
￿ [2], which implies transmitting data independently with the same
average power
o
?
￿
￿
￿ across each of the
￿ antennas. Then, (2) simpliﬁes to
(
￿
￿
￿
￿
￿
|
{
~
}
R
￿
Y
det
￿
￿
(
￿
E
o
￿
7
￿
w
￿
7
/
￿
￿ bps/Hz
S (3)
It is assumed that the covariance matrix of the random variables
7
A
@
￿
B has the following general
covariance structure, as described in [6]:
d
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q
￿
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￿ (4)
where
￿
￿ and
￿
￿ are
￿
￿
+
￿
￿ covariance matrices generated by the transmit and receive antennas,
respectively. In [6], it was assumed that as
￿ was increased, the relative position of adjacent
4antennas is ﬁxed for some regular arrays, such as square or linear grids, implying that the total size
of the array grows with
￿ . In contrast to [6], assume that the total length of the linear array at
the receiver (mobile unit) side is ﬁxed. The length of the linear array at the transmitter side (base
station) will be assumed to be either: (1) ﬁxed, or (2) large enough to make
￿
￿
￿
D
(
￿ .
As in [6], matrix
7 can be factorized in the form
7
￿
￿
￿
8
￿
<
￿
￿
￿
P
￿
￿
￿
￿
￿
!
￿
￿
￿
4
￿
￿
, where the entries of
￿
are i.i.d with
^
￿
b
￿
3
_
‘
￿
T
I
￿
￿ , and
￿
￿
￿
￿
￿ means random variables
￿ and
￿ have the same distribution.
In order to analyze the asymptotic performance of (3), as
￿
￿
#
% , the unitary transformation of
matrices yields
(
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￿
￿
￿
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￿ (5)
where
￿
￿
￿ and
￿
￿
￿ are diagonal matrices, whose diagonal entries are the eigenvalues of
￿
￿ and
￿
￿ , respectively, in descending order of their magnitudes: i.e.,
￿
￿
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￿
￿
I
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T
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3 Asymptotic Analysis of Eigenvalues of Large Matrices
From (5), it is clear that the eigenvalues of the random matrix
k
￿
￿
￿
￿
￿
￿
￿
￿
￿
/ determine the char-
acteristics of
(
￿
)
￿
￿ . First, in Section 3.1, the asymptotic behavior of the deterministic covariance
matrix
￿
￿ is considered. Next, in Section 3.2, the asymptotic behavior of eigenvalues of the ran-
dom matrix
k
￿
￿
￿
￿
￿
￿
k
￿
ƒ
Y
￿
z
￿
/
￿
￿
￿
￿
￿
k
￿
ƒ
Y is studied.
3.1 Characteristics of Eigenvalues of Large Covariance Matrices
In this section, interest is in the number of nonzero eigenvalues of
￿
￿ and the rate at which the
eigenvalues converge to their limiting values. Without loss of generality, let
^
§
￿
￿
3
¤
￿
￿ be the normal-
ized (
^
§
￿
￿
3
_
'
￿
“
￿
p
I ) spatial correlation function at the receiver end for a linear array of ﬁxed length,
such that
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5where
ﬁ
￿ is the total length of the linear array. Therefore,
￿
￿ is a non-negativedeﬁnite Hermitian
and Toeplitz matrix. As noted in [7], the eigenvalues of the matrix
￿
￿
￿
￿
￿ will be converging to
the point spectrum (i.e. eigenvalues in this case)
–
?
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"
‡
￿
￿
·
￿
￿
i
¶ of the non-negative deﬁnite Hermitian
operator
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¶ are the eigen-functions of the operator
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‘
￿ . From [15, pp.
365], zero is the only limit point of the spectrum of
§
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￿ . In addition, the nonzero eigenvalues
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§
￿
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￿
)
￿
<
￿
⁄
￿ have ﬁnite multiplicity and form a sequence tending to zero if they are denumerable
inﬁnite in number [15, pp. 233].
First, consider the rate at which the eigenvalues of
￿
￿
￿
￿
￿ converge to their limiting values. Let
–
'
†
‡
￿
￿
￿
P
￿
i
¶ be the eigenvalues of the
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where tr
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;
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￿ is the trace of matrix
. . From (6) and (8), observe that the eigenvalues
–
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￿
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￿
i
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obtained from the quadrature method using the rectangle rule [11, pp. 107] to approximate the
eigenvalues of the homogeneous Fredholm’s integral equation of the second kind in (8). Thus, as
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Next, it will be shown that the number of nonzero eigenvalues of
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￿
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￿ . For any matrix
. with real eigenvalues, let
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_ , as will be shown in the simulation results.
3.2 Eigenvalues of Large Dimensional Sample Covariance Matrices
In this section, convergence issues regarding the eigenvalues of (random) sample covariance ma-
trices of the form
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complex Gaussian random variables distributed as
^
￿
b
￿
3
_
‘
￿
T
I
￿
￿ . In particular, it is established that the
eigenvalues of the random matrix
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Therefore, it can be concluded that the the number of nonzero eigenvalues of
￿
￿ is
￿
M
￿
P
￿
￿
￿
¥
￿ as well
forlarge
￿ , and theyconverge to the nonzero eigenvaluesof
§
￿
￿
;
￿
)
￿
￿
￿
‘
￿ pointwisely,with probability
one, as
￿
æ
#
% .
4 Asymptotic Analysis of Mutual Information
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4.1 Asymptotic Analysis of
￿
¨
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￿
ı with Fixed Total Received Signal Power
In Section 2, the motivatingequations were written for the case when the total transmitted power is
o after normalizing the variance of the additive noise. For the case of a ﬁxed total received power,
8the modiﬁcation is obtained mathematically by further scaling the transmitted power by
I
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￿ , thus
making the correlation matrix
y in (2) equal to
￿
￿
￿
(
￿ [7].
4.1.1 Fixed Length Linear Array at the Receiver Side Only
In this section, it will be assumed that as
￿
￿
#
% ,
￿
￿ can be maintained as
(
￿ . However, at the
receiver side, the antennas will need to be ﬁt into a ﬁxed-length linear array. This scenario is the
case when the base station can afford a large array, while the mobile unit cannot due to its physical
constraints. In such a scenario, the asymptotic characteristics of
(
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will be investigated, where
￿
￿
￿ is deﬁned in (5). Based on the assumptions stated above, the
authors in [7] argued that if there exists only one-sided correlation caused by the receive antennas,
d
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)
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s (i.e. the average of
(
￿
￿
￿
￿ in (2) ) converges to a constant. In this section, by employing
the results of Section 3, a stronger result will be shown. In particular, with a ﬁxed length linear
array on the receiver side, as well as the total received signal power ﬁxed, the instantaneous mutual
information
(
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￿ will be shown to converge almost surely to a deterministic constant as
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9As shown in Section 3.2,
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The proof of (20) is accomplished by Lemmas1 and 2, which are stated and proven in Appendix
A. Hence, if the ﬁxed length linear array is located at the receiver side, as
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ø . Theorem 1 is a more precise statement of
Lemma 2 of the independent work [21], which employs a quite different proof technique.
4.1.2 Fixed Length Linear Array at Both Sides
In this section, the case with ﬁxed length linear arrays located at both the transmitter and re-
ceiver will be investigated. In this case, let
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￿ , respectively, which are determined by the receive
and transmit spatial correlation function in the same way as that in (8).
10As one might expect, it can be shown, using Hadamard’s inequality, Theorem 1, and Lemma
2 (see [22]) that the expected value of
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length linear array at the receiver end only. As more antennas are put in this MEA system, the
ergodic capacity will be non-decreasing under the conditions assumed throughout this work; thus,
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4.2 Asymptotic Analysis of
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ı with Fixed Total Transmit Signal Power
4.2.1 Linear Array of Fixed Length at Receiver Side Only
Following Section 3.2,
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% , where
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In this case of ﬁxed total transmit power, we are unable to get a result similar to almost sure
convergence to a deterministic constant as that in Theorem 1 for the case with the ﬁxed total
received power. This is directly attributed to the extra factor
￿ in (23), and can be explained
intuitively by noticing that as
￿ increases, the total received power will be increased accordingly,
which will make the mutual information
(
￿
)
￿
￿ grow as well. Thus, in this section, two results
that are much weaker than the precise almost sure convergence in Theorem 1 are established. In
particular, it will be shown that, for the case of ﬁxed total transmit power: (1) the normalized
mutual information converges almost surely to zero, and (2) the mean capacity is upper bounded
by an expression that is analogous to that on the right side of Theorem 1. Much stronger results
(analogous to Theorem 1) can be justiﬁed by exploiting properties of speciﬁc spatial correlation
functions, as will be discussed in Section 4.3.
First, it will be shown that the normalized mutual information
￿
(
￿
￿
￿
￿
￿
￿
￿ converges to zero almost
11surely.
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where the ﬁrst inequality is because of the concavity of the function
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4.2.2 Fixed Size Linear Array at Transmitter and Receiver
If the transmitting antennas are also spatially dense (i.e. with ﬁxed length linear arrays located at
both the base station and mobile), and
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By taking the same approach as that in Section 4.1.2, it can be shown as well that [22]
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where the right hand side of (27) can be approximated as
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a ﬁxed length linear array at the receiver side only, when the spatial correlation functions satisfy
certain conditions discussed in Section 4.3.
124.3 Exploiting Properties of Common Correlation Functions
InSection4.1and4.2,attentionhasbeenrestrictedtoageneralspatialcorrelationfunction
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sulting from common spatial correlation functions are studied to assist in the evaluation of the
quantities derived in Section 4.1 and 4.2 and to develop some well-justiﬁed (although less formal)
approximations for the asymptotic behavior of the mutual information. In particular, a result simi-
lar to Theorem 1 for the case of ﬁxed total transmit power is developed, and consideration is given
to how the expressions for the asymptotic mutual information in all cases can be approximated
very simply from properties of the power spectral density corresponding to the spatial correlation
function.
Signiﬁcant simpliﬁcations are obtained by approximating the number of non-zero eigenvalues
in
–
†
‡
￿
￿
￿
P
￿
i
¶ , for large
￿ , as a ﬁnite constant
￿
Z for a broad class of spatial correlation functions.
First, consider
￿
￿
￿
N
￿
3
￿
’
￿ for the case of a bandlimited spatial correlation function, which is true in
manyapplications[5][4, p. 134]. Let
￿
P
￿
P
￿
￿
￿
￿
￿ bethepowerspectral densitycorresponding to
§
￿
￿
3
¤
￿
￿ ,
and assume the support of
￿
t
￿
N
￿
￿
￿
￿
￿ is on the interval
q
￿
«
￿
￿
￿
Z
￿
￿
￿
￿
Z
s . Let
L
M
†
‡
￿
￿
￿
P
￿
i
￿
￿
˘
￿
￿
D
_
‘
￿
T
S
￿
S
T
S
￿
￿
!
￿
«
￿
I
￿
V be
the eigenvaluesof
￿
￿
￿
U
￿ . Based on Toeplitz matrix theory [9], by taking the same approach as that
in our work on power control [10], it can be shown that as
￿
#
% ,
L
M
†
￿
‡
￿
￿
￿
t
￿
i
V is asymptotically
equally distributed with
–
￿
‡
·
¯
￿
￿
￿
￿
i
￿
i
￿
￿
￿
￿ ,
˘
￿
￿
D
_
‘
￿
T
I
￿
￿
T
S
T
S
T
S
￿
￿
!
￿
8
«
˙
I
￿
V [22]. Let
￿
i
￿
￿
￿
i
ﬁ
￿
x
￿
U
￿ , and
thus
￿
i
￿
ˆ
˘
￿
￿
￿
￿
ﬁ
￿ . Then,
￿
‡
·
￿
￿
￿
￿
i
￿
˚
￿
ˆ
￿
‡
·
￿
￿
￿
￿
￿
i
￿ can be determined as follows,
￿
‡
·
¯
￿
￿
￿
￿
i
￿
￿
￿
{
￿
￿
￿
￿
￿
￿
￿
￿
·
I
￿
￿
[
￿
k
¸
￿
j
￿
‰
￿
￿
￿
k
§
￿
￿
￿
￿
ﬁ
￿
￿
K
«
›
I
˝
￿
￿
￿
M
B
￿
￿
￿
￿
m
￿
￿
￿
j
!
 
￿
￿
"
￿
ƒ
￿ (28)
where
￿
‡
·
￿
￿
￿
￿
￿
￿
￿
￿
￿
k
"
￿
￿
"
￿
￿
#
"
￿
§
￿
N
￿
;
¤
R
￿
￿
￿
M
B
 
%
$
`
¤ . Therefore, as
￿
˛
#
% , eigenvalues of the large matrix
￿
￿
￿
￿
￿ behave the same as the sampling points of the power spectral density determined from
(28) in an average sense. What this indicates is that for a given linear array of ﬁxed length, if
more and more antennas are allocated within this array, the same segment of fading correlation
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useful for numbers of antenna elements of interest. In particular, the power spectral density decays
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any non-zero eigenvalue will eventually (
￿ large enough) have a signiﬁcant absolute impact on
the capacity in the case when the total average transmit power is ﬁxed ( i.e. in (30) below), but this
does not happen until
￿ approaches the inverse of that eigenvalue, and thus the threshold below
which a sample of the power spectral density is ignored can be chosen small enough to place those
￿ beyond the values of interest. Numerical results will ﬁrmly support this approach.
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obtained. Further interpretation of (30) can be found in [8].
5 Simulation Results
The key to the applicability of the results of Section 4 is how well they hold for large but ﬁnite
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Almost sure convergence is demonstrated through a combination of two approaches. First, a
number of randomly generated realizations of
(
￿
￿
￿
￿ are shown to behave as expected. Second,
histograms are generated to demonstrate convergence in distribution of
(
￿
)
￿
￿ , which is, of course,
implied by almost sure convergence. Figures 3, 4, 5 and 6 showthe characteristics of instantaneous
mutual information
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￿ MEA system versus
￿ , with the normalized total average
received power, for various spatial correlation functions. In the case with a ﬁxed length array at
the receiver side only,
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￿
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￿ is converging to the analytical results as
￿ grows large as claimed
in Theorem 1 (20). In the case of the ﬁxed length arrays put at both sides, more randomness
is observed, as expected. In addition, the mean value of
(
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￿ is demonstrated to converge to a
constant that is smaller than the limit if ﬁxed length linear array exists at only one side.
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still satisﬁed for
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￿ . Therefore, when the total receive power is ﬁxed, the similar convergence
conclusions can still be drawn as claimed by Theorem 1 and veriﬁed in Figure 6, but with slower
convergence as predicted in proofs of Lemma 1 and 2 than that in Figures 3 and 4.
In Figures 7 and 8, histograms of
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￿ agree with the results obtained in Figure 5, because the
PDFs of
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￿ increases from 40 to 200, when the ﬁxed length array is put at only one side; the PDF does not
show any convergence as
￿ increases when such arrays are put at both sides, but the mean of
(
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￿
￿
shows little variation with the increasing of
￿ .
Figures 1, 9, 10 and 11 demonstrate the performance of the instantaneous mutual information
(
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￿ of a
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￿ MEA system versus
￿ with the ﬁxed total average transmit power. It can be
observed that the sum term in (30) is a very accurate approximation for
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￿ if there exists a
ﬁxed length linear array at one side with spatial correlation functions being bandlimited or having
nice analytical properties as that of
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indicated by the dash-dot lines in those ﬁgures, does not show convergence, which is as expected
from analysis, and the average value is upper bounded by the asymptotic value of
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￿ when the
ﬁxed length array is used at one side only, as given in (27).
6 Conclusion
In this paper, the convergence of the instantaneous mutual information
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system is investigated analytically and tested through simulations, for the case when spatial cor-
relations are caused by the restriction that the elements of the array must occupy a ﬁxed length at
either the mobile unit or at both sides (see Table 1). The main contribution of this paper is that the
almost sure convergence of the mutual information
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￿ under certain conditions has been shown
in Theorem 1 by exploiting the relationships between the eigenvalues of the random matrix
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tion functions described in Section 4.3, some simple approximations of
(
￿
￿
￿
￿ can be achieved for
the case with total ﬁxed transmit power. This implies that, when the ﬁxed length array is put at
the receiver side only, and
￿ is large,
(
￿
￿
￿
￿ can be approximated well by a deterministic ﬁgure,
which only relies on a ﬁnite number of non-zero eigenvalues determined by the spatial correlation
function. Similar results can be obtained in a straightforward way in the case when an arbitrary
2-D antenna array is used at either the receiver side or both sides by exploiting the Hermitian
characteristic of the covariance matrix
￿
￿ and
￿
￿ [22].
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A Proofs of Results from Section 4.1.1
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Table 1: The main results of the paper, where
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Figure 7: With the same parameters as those in Fig. 5, the three ﬁgures shown above are the
histograms of
i
9
j
l
k
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