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Abstract
One broad goal of quantum simulation is to start a simple quantum system in its ground state and
slowly evolve theHamiltonian to a complex one,maintaining the ground state throughout the
evolution (called adiabatic state preparation). This provides a natural setting to create a highly
entangled and correlated quantum state if the ﬁnalHamiltonian supports such a ground state. In ion-
trap-based quantum simulations, coherence times are too short to allow for such ground-state
evolution for large chains, because the rapid evolution of the system creates excitations to higher
energy states. Because the probability for this excitation depends exponentially on the excitation
energy and because the thermal distribution also depends exponentially on the excitation energy, we
investigate whether this so-called diabatic excitation can create the analog of a thermal distribution; as
this could serve as an alternative for creating thermal states of complex quantum systemswithout
requiring contact with a heat bath. In this work, we explore this relationship and determine situations,
where diabatic excitation can approximately create thermal states.
1. Introduction
Quantum simulation in ion traps hasmade signiﬁcant progress over the pastﬁve years. Initial work examined
the transverse-ﬁeld Isingmodel with adiabatic state preparation [1–3] andmore recently with excited state
spectroscopy (since the experiments created signiﬁcant diabatic excitations) [4–6]. The latest work has examined
Lieb–Robinson bounds in Ising andXY systems [7, 8] and higher-spin variants [9]. In general, the coherence
time of the experiments is too short to allow for adiabatic state preparation (which becomesworse for frustrated
spin systems, and for larger numbers of spins, because the small excitation gaps implymore excitation for the
same experimental run time), so the systems generically have signiﬁcant diabatic excitation. In this work, we
examine how close the eigenstate populations from a diabatic excitation are to those of a thermal distribution
andwe compare common experimentalmeasurements (like the spin structure factor or the Binder cumulant)
between these two cases to determine how close diabatic expectation values are to thermal expectation values for
typical operators.
In the controlled quantum environment of an isolated quantum system, onewould like to be able to
examine situations that represent equilibriumphysical behavior. Namely, wewould like to be able to create
thermal distributions of a complex quantum system from some simple initial states of well-understood
quantum systems. This approach goes a step beyond conventional adiabatic state preparation because its goal is
not just to create the ground state, but to create the appropriatemixture of quantum states that corresponds to a
thermal distributionwithout having to place the system into contact with a thermal reservoir. If this goal can be
achieved, then onewould have a highly tunable quantum simulator that can solvemany equilibriumquantum
problems and can determine critical phenomena like scaling exponents and other universal properties of phase
transitions in the presence of large quantum effects. At themoment, we do not have suchﬂexibility in
conventional simulations, but because the energy gap determines the excited state populations both in the
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diabatic case and in the thermal case, it seems possible that these two casesmay have situations where the
diabatic excitations do appear to be thermal.We investigate this possibility here.
Note that onemight have thought that creating a thermal state is easy—just attach the system to a thermal
reservoir at a given temperature and youwill create a thermal state. But in the area of quantum computing this is
not a simple thing to do.Most realizations of quantum simulators are isolated from external perturbations. It is
this isolation that allows them to have long coherence times, which are required to simulate quantum systems,
but at the same time, it prevents them frombeing easily attached to a thermal reservoir that can create a thermal
distribution at a given temperature. This is generally viewed as one of the beneﬁts of quantum simulators, in that
one can use techniques like adiabatic state preparation to create complex quantumground states, but the
adibatic criterion—where the system is changed slow enough that it remains in the ground state—often is not
feasible before the system loses its quantum coherence.Hence, we pose a related question here, if ground-state
preparation is not possible, canwe create analogs of thermal states whenwe evolve the system so rapidly that it
creates excitations to higher energy states?We are careful to say this is an analog of a thermal state, because the
system remains in a pure quantum state, and so, whenwe evaluate expectation values of different observables,
the systemwill include contributions fromoff-diagonalmatrix elements (in the eigenstate basis), which never
enter for a thermal distribution. But if the contribution from those off-diagonal elements is small, then it is
possible that the system approximates a thermal state well. This is the fundamental questionwe examine in
this work.
This idea of creating thermal states in quantum computers has been around for some time. Initial proposals
created coherent states with the correct populations (called coherent encoding of a thermal state or CETS) and
then decohered the system employing ancilla q-bits to create the thermal statewhich has no off-diagonal
elements whenmatrix expectation values are taken [10]. Recently, NMR-based quantum simulators
implemented a simpler version of this techniquewith three spins [11], but it is clear that this approach is quite
complex to carry out for large systems, and the alternative we propose herewill bemuch simpler if it is
successful.
The system thatweworkwith is a transverse-ﬁeld Isingmodel with static Ising exchange parameters and a
time-dependent transverse ﬁeld. The Ising exchange parameters are long-range and approximately decaywith a
power law in the inter-ion distance that is tunable between the uniform case (a = 0) and the dipole–dipole case
(a = 3). They are calculated exactly following the results in [12], and they approximately satisfy
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with J0 an overall scale for the exchange interactions,Ri the position of the ith ion and a the average nearest-
neighbor distance between ions in the chain (hence the denominator is nearly ∣ ∣- ai j ). The equilibrium
positions of the ions in a harmonic trap are not uniformly spaced, but they are nearly so for the chains we
consider in this work. All Jij are positive for the ferromagnetic case and negative for the antiferromagnetic case.
TheHamiltonian becomes
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Here, ( )sgi is the Pauli spinmatrix (with eigenvalues±1 andwith g = x, y, or z denoting the spatial direction of
the Paulimatrix) at lattice site i,Bx(t) is the time-dependent transverse ﬁeld, andN is the number of spins in the
lattice; wework in units where the spins are dimensionless andwe simulate the transverse-ﬁeld Isingmodel in a
linear Paul trap. Thismodel is generated in the ion trap by applying an optical spin-dependent force (which
employs two optical beamswith slightly different frequencies), and integrating out the effects of the phonons
(assuming they are only virtually occupied) [12]. In general, the spin exchange parameters are time-dependent,
but in experiments with the detuning of the difference of the two optical beams to the blue of the transverse
center-of-massmode—where all of the exchange coefﬁcients have the same sign—the system is approximated
well by the static spin exchange parameters [13], even if phonons are excited during the drive from the laser.
2.Methods
The explicit formula for the static spin exchange coefﬁcients is [12]
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andwe use the experimental parameters from [3]where W = 600 kHz is the Rabi frequency,
( )n l= =h M 18.5 kHzR 2 is the recoil energy of a +Yb171 ion (with hPlanck’s constant,M themass of the ion,
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and l = 355 nm thewavelength of the laser light), bim is the value of the orthonormal eigenvector at the ith ion
site of themth transverse normalmode for theN-ion chain, wm is the corresponding normalmode frequency,
and m w h w= + W =3 1.0233COM COM is the detuning from the transverse center ofmassmode (with
h n w= = 0.0621R COM the Lamb–Dicke parameter).Wework in conventional (cyclic) frequency units
throughout. The range of the spin exchange coefﬁcients is adjusted by changing the anisotropy between the
transverse and the axial traps, keeping the transverse trap ﬁxed. The axial center ofmassmode then has a
frequency running from620kHz to 950kHz, corresponding to a nearest neighbor exchange interactionwhich
is near 1 kHz ( »J 10 kHz) and the power law decay running from a< <0.7 1.2.
The protocol we follow for the adiabatic state preparation (with diabatic excitations) is as follows: (i)
initialize the systemwith all spins in the x-direction andwith theﬁeld large and positive B Jx 0, so it starts in
the ground state and (ii) reduce themagnetic ﬁeld in an exponential fashionwith ( ) ( )t= -B t B texpx 0 for a
time constant τwith t »J 1 20 and the total time interval for the evolution being on the order of t6 time units;
the initialmagnetic ﬁeld satisﬁes =B J50 0.With »J 1 kHz0 , we have t » 0.5ms and the total running time for
the experiment being 3ms, similar to the experimental run times of recent experiments.We also choose the trap
asymmetry so that the power law for the decay of the spin exchange satisﬁes  a0.5 2.Weworkwith chains
ranging in size fromN=6 toN=12.
The time evolution of the system is calculated by evolving thewavefunction forward in time.We employ the
Crank–Nicolson [14] algorithm to do this, with a small enough step size in the time discretization that unitarity
of the time evolution is preserved throughout the simulation. This is checked explicitly by reducing the step size
until results do not changewithin the precision of the calculation.
Wewill be comparing the diabatic evolution of the ground-state wavefunction to themixed state of a
thermal distribution. In order to do this, we need to identify a strategy for determining the effective temperature
of the thermal distribution for this comparison.Of course, if the system evolved fully into a thermal distribution,
then all of the different techniques we use to identify the effective temperature would agree. But because the
evolution is not exact, these different strategies can yield different results.We summarize these strategies next.
Theﬁrst thingwe have to realize is that one difference between the diabatic evolution and a thermal
distribution is that the diabatic evolution can only populate quantum states that have the same symmetry as the
initial ground state. For the transverse-ﬁeld Isingmodel, with long-range couplings, there are two symmetries
that arise. Theﬁrst is a spatial reﬂection symmetry, which can be expressed as = - -J Jij N iN j, if we number the
lattice sites in the chain from left to right in increasing order. This symmetry arises from the fact that the ion
positions in the trap have a reﬂection symmetry about the origin in the axial direction, and so do the normal
modes (due to the even symmetry of the trapping potentials). The second symmetry is a spin-reﬂection parity,
wherewe perform the unitary transformation ˜s sx x, ˜s s -y y and ˜s s -z z, which leaves the
Hamiltonian and the spin–spin commutation relations invariant. Both of these reﬂection symmetries produce
eigenvalues with respect to the parity of the reﬂection, which can be even or odd for the spatial and for the spin
symmetry, separately. Hence, the diabatic evolutionwill only populate states in the initial symmetry sector of the
ground state; the other symmetry sectors are unchanged due to the diabatic evolution, and remain unpopulated.
Note that this last statement can be relaxed if phonons are actually created during the time evolution, rather than
just being virtually created. This is because the spin-reﬂection parity is not a symmetry of the laser-ion
interactingHamiltonian, but only of the effective spinHamiltonian.
We employ three different strategies to extract an effective temperature for the thermal distribution thatwe
will use to compare to the diabatic distribution. Theﬁrst one is toﬁnd the effective temperature of the thermal
distribution that has the same average energy as that of the time-evolved state. If we deﬁne the (orthonormal)
eigenstates of the system to satisfy ( )∣ ∣ ñ = ñt n E nnf at the end of the experiment, then the partition function
becomes ( ) b= å - Eexpn n , with b = T1 the inverse temperature (setting kB=1) and tf theﬁnal time for
the evolution of the system. Then, if we denote the ﬁnal time-evolvedwavefunction by ∣ ( )y ñtf , the effective
temperature for the average energy ﬁt solves
( )∣ ( )∣ ( ) ( )
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where the sum goes over all of the eigenstates of theﬁnalHamiltonian (including all symmetry sectors). The only
adjustable parameter isβ, which is adjusted to solve the above equation. Thismethod is called the thermal
average ﬁt for the effective temperature. The secondmethodwe use is toﬁnd the effective temperature that has
the same thermalﬂuctuations of the energy about themean. This relation becomes
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which also has just one parameter to adjust for theﬁt—β. Thismethod is called the thermalﬂuctuation ﬁt for the
effective temperature. The third strategy is to relate the ratio of the probability to be in the ﬁrst excited state over
the probability to be in the ground state to the Boltzmann formula for that ratio in terms of the excitation energy.
Namely we use
( )( ) =b- - P
P
e , 6E E 1
gs
1 gs
or
( )b = --
P P
E E
ln ln
, 7
gs 1
1 gs
where ∣ ∣ ( ) ∣y= á ñP n tn f 2. This last result is onlymeaningful when the probability to be in the ground state is
larger than the probability to be in the ﬁrst excited state, otherwise it produces a negative effective temperature,
which is not a thermally stable state. Thismethod is called the thermal ratio ﬁt for the effective temperature.
3. Results
Weexamined the diabatic evolution of the transverse-ﬁeld Isingmodel, employing parameters similar to those
used in experiment, for a range of different systems includingN=6, 8, 10, and 12,α ranging from0.5 to 2 in
steps of 0.25, and for the ferromagnetic >J 00 and antiferromagnetic <J 00 cases. In general, we found that the
effective temperaturewas determined best by the thermal average ﬁt. Theﬁt from the thermal ratio oftenwould
yield negative effective temperatures for the antiferromagnetic case, while the ﬁt for the thermalﬂuctuations
tended to produce too high an effective temperature to properly ﬁt the lower excited states. In cases where all
threeﬁts are close to one another (which occurredmore often for the ferromagnetic case), we can often infer that
the system is nearly in the analog of a thermal state.
Figure 1 shows the comparison of the probability distribution for the energy eigenstates at time tf for the
diabatically evolved state to those of a thermal distributionwith an effective temperature ﬁt; we have examined
dozens of cases and illustrate typical results forN=10 and a = 1 in theﬁgure. The ferromagnetic casematches
well to the thermal distribution, while the antiferromagnetic case does not. Note that the antiferromagnetic case
usually has the ground-state probability lower than theﬁrst excited-state probability except in cases of largeα
when the Ising coupling becomes closer to a nearest-neighbor interaction.While the ferromagnetic case is
describedwell by a thermal distribution.
One interesting feature arises in the antiferromagnetic case. The data for the probabilities appear toﬁt
distributionswith two distinct effective temperatures, one linked to the ground-state probability and one to the
ﬁrst excited-state probability. This behavior can be clearly seen inﬁgure 1(b).While we do not have any
conclusive explanation forwhy this behavior occurs, we did notice that the states in each of the distributions
tend to be characterized by an expansion in terms of two product states in the position-space z-basis states or
four product states in the position space z-basis states when one simultaneously diagonalizes the energy, spatial
Figure 1.Probability distribution of energy eigenstates in the same symmetry sector as the ground state for a= =N 10, 1, when the
system is diabatically evolved for t = =t6 3.0f ms. Panel (a) on the left is for the ferromagnetic case, while panel (b) on the right is for
the antiferromagnetic case. The effective temperature ﬁt using the average energy usually yields the bestﬁt compared to the other
choices. Theseﬁts are displayed by the lines which are evaluated at the corresponding eigenenergy values. The symbols plot the
probabilities of those eigenenergies in the diabatic wavefunction, with the blue lines as a guide to the eye.
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parity, and spin parity at  +B 0x . If we apply the parity symmetry operations (spatial and spin) to a given
product state, it eithermaps back onto the state itself, or itmaps onto another state, so if we group product basis
states in the z-axis orientation according to their spatial and spin parity eigenstates, these states include two or
four terms in the expansion; they also become eigenstates whenBx=0.
Onemust note, however, that having the correct distributions for the populations of the eigenstates does not
mean that the time-evolved diabatic state is a thermal state. It is not. But if it has the correct distributions of the
populations for the low-lying eigenstates, and if it gives similar results for other expectation values of interest for
the system, then it is an excellent analog of a thermal state. Hence, wemust also examine some common
expectation values. This allows additional perspective for comparing the expectation values of a pure time-
evolved quantum state to the corresponding thermal expectation value (which is evaluated via a trace over all
states weighted by the densitymatrix). One commonoperator is the Binder cumulant [15], which is deﬁned by
( )
( )
( )= á - á ñ ñá - á ñ ñg
m m
m m
. 8s
s s
4
s s
2 2
Here, the operatorms stands for the uniformmagnetization operator for the ferromagnetic case and the
staggeredmagnetization operator for antiferromagnetic case: ( ) ( )s= å =m 1N iN i zis
1
1 .We further scale the
calculated Binder cumulants to ¯ ( ) ( )= - -g g g g 1s s0 s s0 with = -g N3 2s0 to removeﬁnite-size effects and
to have the Binder cumulant vary from0 in the least-ordered state to 1 in themost-ordered state. Figure 2 shows
these results.
The ferromagnet rapidly orders as we decrease the ramping speed and lengthen the simulation time. The
ferromagnetic thermalﬁt produces a similar Binder cumulant, indicating that the diabatic Binder cumulant can
be describedwith a corresponding thermal Binder cumulant. On the other hand, the antiferromagnet does not
become strongly ordered aswe lengthen the simulation time.Moreover, the corresponding thermalﬁt for the
antiferromagnet has a Binder cumulant that is less than zero for small values of t6 and is larger than the diabatic
result when the simulation is done for longer times. Aswe increase the number of ionsN and decrease the power
law exponentα, the Binder cumulant becomes smaller and takes a longer time to achieve order. Nevertheless,
the trends remain the same.Once again, weﬁnd that the antiferromagnetic case does not approximate a thermal
distributionwell.
Another operator that we calculated is themagnetic structure factor. Themagnetic structure factor is the
Fourier transformof the static spin–spin correlation function ( ) ( ) ( ) ( )s s s s= á ñ - á ñá ñCi j zi zj zi zj, , whichmeasures
the correlation between two spins at sites i and j. The formula for the structure factor becomes
( ) ( ) ( )å= - =S k N C r
1
1
e . 9
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kr
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Here, ( ) = å- =- +C r CN r mN r m m r
1
1 , is the average correlation between spins separated by r sites, and k is thewave
number (  p p- k ). The larger the structure factor is, themore ordered the spin system is for a spin
distortion that ismodulated by thewavevector k. Figure 3 plots the structure factor for two different exponents
a = 0.76 and 1.
For the ferromagnetic case, the structure factor shows a reasonable agreement between the diabatically
evolved state and the thermal distribution. Asα is increased—corresponding to shorter-ranged spin–spin
Figure 2.Binder cumulant for the diabatic evolution (solid line) compared to a thermal distributionwith an effective temperature
given by the thermal averageﬁt (dashed line) forN=10 and a = 1 as the simulation time tf is increased from1 ms to 5 ms (in all
cases t = t 6f ). The diabatic results are given by solid lines and the thermalﬁts by dashed lines. The FMcase (red) uses the scale on
the left, while the AFMcase (blue) uses the scale on the right.
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couplings—the structure factor for the time-evolved systembecomes closer to the thermal distribution result.
Of course, these results are peaked near k=0, since that is where the ferromagnetic order is the strongest. The
opposite holds for the antiferromagnetic case. Increasingα (reducing the range of the interaction) produced
worse agreement between the time-evolved and the thermal states. Overall, the ordering is reduced (and is now
peaked around the p=k value).
The examination of these two typical experimental observables indicate that the extra coherence effects in
the diabatically evolvedwavefunction (or equivalently, the off-diagonalmatrix elements in the expectation
valueswhen expanded in an eigenbasis) do not strongly affect the expectation values of typical observables for
the ferromagnetic case, but do for the antiferomagnetic case.While not an exhaustive proof, this result is critical
to have if onewants to employ the diabatically evolved state as an analog of a thermal one.Note, however, that if
wewere interested in expectation values of operators that strongly couple states with different symmetries, or
that have very different results for one symmetry sector versus another, then the diabatic expectation value
would deviate signiﬁcantly from the thermal expectation value; such operators do not seem to be commonones
that are used to characterize the system, though.
Finally, we examine an analog of the speciﬁc heat. The traditional deﬁnition of the speciﬁc heat holds only in
equilibrium, because the deﬁnition involves the temperature of the system and is given by
( ) ( )= ¶á ñ¶ =
á D ñ
C
E
T
E
T
. 10v
therm
2
therm
2
Here, we generalize the deﬁnition for the diabatic case, by employing the effective temperature that is ﬁt with the
thermal average ﬁt via ( )= á D ñC E Tvdia 2 dia eff2 . These results are plotted inﬁgure 4 forN=6, 8, 10, and 12.
The ferromagnetic speciﬁc heat has an interesting peak that develops near tf=2ms. It is unclear what the
origin of this peak is.We do see, however, that the time-evolved diabatic state and the thermal distribution
results agreewell for long enough experimental times, but the agreement gets worse asN increases. The
antiferromagnetic case has a fairlyﬂat speciﬁc heat andworse agreement between the diabatic and the
equilibrium results, but the shape is preservedwell for different lengths of the chains andwhenwe compare the
diabatic result with the equilibrium result. It looks like the speciﬁc heat is not a good indicator of the differences
between the thermal and the diabatic cases.
4.Discussion
The transverse-ﬁeld Isingmodel is a workhorsemodel for testingmany different quantum theories given its
position as one of the simplestmodels with a nontrivial phase transition. It is employed in awide range of analog
quantum simulators, particularly those that use ultracold ions in traps. One of the proposedmodes of operation
for a quantum simulator is adiabatic state preparation, where the quantum system is prepared in a simple state
and theHamiltonian ismodiﬁed, adiabatically, to evolve the system into the ground state of a nontrivial
Hamiltonian. It turns out this goal is difﬁcult to achieve inmost quantum simulators, especially as the size of the
system grows and as the gap to excited states gets smaller. So, an interesting corollarywould be to create the
analog of thermal states in the systemwithout requiring the system to be attached to a bath (which could lead to
decoherence and other problems).We have performed a series of calculations to test this idea, examining both
Figure 3. Structure factor for the diabatically evolved state (solid line) compared to the thermal distribution (dashed line) forN=10
and t =6 3 ms.
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ferromagnetic and antiferromagnetic cases.Weﬁnd that the idea seems towork quite well for ferromagnetic
cases. Three different ways that one can extract an effective temperature from the data tend to agree, and the
value of the effective temperature is governed by the rate that theHamiltonian is changed, which determines the
extent of the diabatic excitations created in the system.We compared a number of different observables aswell,
and found that generically, they also seem to be reproduced accurately by this approach. So, while it is clear that
there are some differences, the idea does seem toworkwell under one caveat. Namely, the diabatic excitation
only excites states that are directly coupled to the original ground state. If the systemhas quantumnumbers that
are preserved during the time-dependent evolution of the system, then theywill not allow for diabatic excitation
into any other symmetry sector. Perhaps the equilibrium results are still accurately produced because of the
eigenstate thermalization hypothesis [16], which says that the expectation value ofmost experimentally
measured quantities have the same approximate value for all states that arewithin a narrow energywindow—
hence, if we average over only those states in a given energywindow that share the same symmetry as the ground
state, theywill still approximate the results that average over all states, as long as all energywindows are well-
represented in the subspacewith the ﬁxed quantumnumbers.
The antiferromagnetic case presents a different story. Because the systemhasmuch smaller gaps, includes a
large number of low-lying states, and has a good deal of frustration, this diabatic evolution does not represent an
equilibrium thermal statewell.We found it difﬁcult toﬁt the results to a unique effective temperature and the
different experimental quantities were not approximated sowell by a thermal distribution. This leads us to
conclude that while it is possible that one can use generalizations of adiabatic state preparation to create effective
thermal distributions, it does not indicate that such an approachwill always work. Instead, it shows that there are
some systems, which are themore interesting systems, where this approach is likely to fail and the diabatic
evolution is not going to create the analog of a thermal distribution.We think one of the reasonswhy the
antiferromagnetic case is different from the ferromagnetic one is that the initial excitation of states is governed
by an exponential dependence on the gap and how rapidly it is traversed. But as the system excites signiﬁcant
probability into excited states, they can have secondary excitations (or de-excitations) to other states, which are
governed by different excitation gaps. The net result is that if one has toomuch excitation, then the system
creates states that no longer look thermal, and this ismore likely to occur for antiferromagnets with frustration,
due to their signiﬁcantly smaller energy gaps.
5. Conclusion
In this work, we examined the difference between the diabatic evolution of a quantum system and states
represented by thermal distributions. The goal was to determinewhether one could use amodiﬁcation of the
adiabatic state preparation approach to create analogs of thermal states in quantum simulators without
attaching them to external baths at ﬁxed temperatures. For concreteness, we chose the transverse-ﬁeld Ising
model as the quantum system, with parameters that are similar to those used in recent experiments.Weﬁnd that
the ferromagnetic case does appear to be able to create near thermal distributions of the Isingmodel (when the
total excitation is small). This was veriﬁed by examining different ways to extract the effective temperature, and
commonobservables like the Binder cumulant and the spin structure factor.We also found that this approach
Figure 4.Generalized speciﬁc heat for the diabatic state (solid line) compared to the equilibrium speciﬁc heatﬁt with the thermal
average ﬁt (dotted line). The parameters are a = 1, t = t6 f ,N=6, 8, 10, and 12, and tf ranging from 1 ms to 5 ms.
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does notwork aswell for the antiferromagnetic case,most likely because of the small energy gaps and the large
density of states at low energywhich emerge due to frustration in themodel.
If one could easily create thermal distributions in quantum emulators, it would open the door to a new class
of experiments, where one could engineer the temperature by controlling the speed of the diabatic evolution,
and then use these quantum emulators to directly test quantumphenomena in a controlled environment but
with equilibrium thermal states. Such studies could provide interesting insight into critical phenomena,
especially critical exponents, perhaps allowing them to be directlymeasured in systemswhere they are difﬁcult to
calculate. Further work could investigate whether there are alternativemethods that would improve these
results, such as varying the shape of the ramp function for themagneticﬁeld, examining the effect of real phonon
creation, or adding other terms like those used in shortcuts to adiabaticity [17] thatmight improve the similarity
of the diabatic state with the thermal one.
Our results indicate that this approachmight be feasible in ferromagnetic systems.While these systems
might not be themost interesting because they do not have frustration, they could serve as a useful paradigm for
this type of study and could allow for a number of interesting benchmarks to bemeasuredwhichmix in both the
quantumand the thermal aspects in a controlled environment.We hope that experimental colleagues will
investigate these ideas in the near future.
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