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Introduction
For each integral domain R, we denote by R[x] = R[x1, . . . , xn] the
polynomial ring in n variables over R, where x = {x1, . . . , xn} is a set of
variables and n ∈ N. For an R-subalgebra A of R[x], we consider the
automorphism group Aut(R[x]/A) of the ring R[x] over A. We say that
φ ∈ Aut(R[x]/R) is affine if deg φ(xi) = 1 for i = 1, . . . , n, or equivalently
φ(xi) =
n∑
j=1
ai,jxj + bi
for i = 1, . . . , n for some (ai,j)i,j ∈ GL(n,R) and b1, . . . , bn ∈ R. Here,
deg f denotes the total degree of f for each f ∈ R[x]. We say that φ ∈
Aut(R[x]/R) is elementary if φ belongs to Aut(R[x]/Ai) for some i ∈ {1, . . . , n},
where
(0.1) Ai := R[x \ {xi}].
If this is the case, then we have φ(xi) = αxi + f for some α ∈ R
× and
f ∈ Ai, since Aut(R[x]/Ai) = Aut(Ai[xi]/Ai). By Aff(R,x), E(R,x), and
T(R,x), we denote the subgroups of Aut(R[x]/R) generated by all the affine
automorphisms, all the elementary automorphisms, and Aff(R,x)∪E(R,x),
respectively. We caution that Aff(R,y) (resp. E(R,y) and T(R,y)) may
not be equal to Aff(R,x) (resp. E(R,x) and T(R,x)) for another set y of
variables, i.e., a subset of R[x] with n elements such that R[y] = R[x]. When
R and x are clear from the context, we sometimes say that φ ∈ Aut(R[x]/R)
is tame if φ belongs to T(R,x), and wild otherwise.
The following problem is a fundamental problem in polynomial ring
theory.
Tame Generators Problem. When is T(R,x) equal to Aut(R[x]/R)?
The equality holds when n = 1. In fact, every element of Aut(R[x]/R)
is affine and elementary.
When n = 2, it is known that T(R,x) = Aut(R[x]/R) if and only if R
is a field. Here, the “if” part is due to Jung [12] in the case where R is
a field of characteristic zero, and to van der Kulk [14] in the general case.
The “only if” part is due to Nagata [22, Exercise 1.6 of Part 2].
Throughout this monograph, k denotes an arbitrary field of characteris-
tic zero. In the case of n = 3, Shestakov-Umirbaev [27] gave a criterion for
deciding whether a given element of Aut(k[x]/k) belongs to T(k,x). As a
corollary, they proved a statement equivalent to the following theorem ([27,
Corollary 10]).
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Theorem 1 (Shestakov-Umirbaev). If n = 3 and k is a field of character-
istic zero, then it holds that
Aut(k[x]/k[x3]) ∩ T(k,x) = T(k[x3], {x1, x2}).
It was previously known that some elements of Aut(k[x]/k[x3]) do not
belong to T(k[x3], {x1, x2}). For example, Nagata defined ψ ∈ Aut(k[x]/k[x3])
by
(0.2)
ψ(x1) = x1− 2(x1x3+x
2
2)x2− (x1x3+x
2
2)
2x3, ψ(x2) = x2+(x1x3+x
2
2)x3,
and proved that ψ does not belong to T(k[x3], {x1, x2}). He also conjec-
tured that ψ does not belong to T(k,x) (see Theorem 1.4 and Conjecture
3.1 of Part 2 of [22]). By means of Theorem 1, Shestakov and Umirbaev
decided that these elements of Aut(k[x]/k[x3]) do not belong to T(k,x).
Thereby, Nagata’s conjecture was also solved in the affirmative. For this
work, Shestakov and Umirbaev were awarded the E. H. Moore Prize for
2007 by the American Mathematical Society. The Tame Generators Prob-
lem is not solved in the other cases.
The purpose of this monograph is to study when elements of Aut(k[x]/k)
do not belong to T(k,x) in the case of n = 3 in more detail. Let φ be an
element of Aut(k[x]/k). If φ fixes two variables, then φ is elementary, and
hence belongs to T(k,x). Assume that φ fixes exactly one variable. Then,
φ may not belong to T(k,x) anymore. Thanks to Theorem 1, the study of
such automorphisms is reduced to the case of two variables. For this reason,
Part 1 of this monograph is devoted to developing a theory of automorphisms
in two variables over a domain. As applications, we prove the wildness of
elements of Aut(k[x]/k) fixing one variable in various situations.
Recently, the author generalized the theory of Shestakov and Umirbaev
in [15] and [16]. This makes it possible to decide efficiently whether a given
element of Aut(k[x]/k) belongs to T(k,x). In Part 2 of this monograph,
we deal with elements of Aut(k[x]/k) which fix no variable. We prove the
wildness of such elements of Aut(k[x]/k) using the generalized Shestakov-
Umirbaev theory.
Our strategy for studying wildness of automorphisms is as follows. For
an R-subalgebra A of R[x], consider the tame intersection
Aut(R[x]/A) ∩T(R,x)
with the automorphism group over A. If an element of Aut(R[x]/A) does
not belong to this subgroup, then the element does not belong to T(R,x) by
definition. Hence, determining the tame intersection is the same as giving
a sufficient condition for wildness of elements of Aut(R[x]/A). For exam-
ple, Theorem 1 describes the structure of the above subgroup for R = k,
n = 3 and A = k[x3], from which it was decided that some elements of
Aut(k[x]/k[x3]) do not belong to T(k,x). We will prove the wildness of a
great many automorphisms by studying tame intersections.
The method of tame intersection is particularly effective in the study of
so-called exponential automorphisms. We say that D ∈ DerRR[x] is locally
nilpotent if Dl(f) = 0 holds for some l ∈ N for each f ∈ R[x]. We denote
by LNDRR[x] the set of all the locally nilpotent derivations of R[x] over R.
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Assume that R is a Q-domain, and D is an element of LNDRR[x]. Then,
we can define the exponential automorphism expD ∈ Aut(R[x]/R) by
(expD)(f) =
∑
l≥0
Dl(f)
l!
for f ∈ R[x]. Since various automorphisms of interest have this form, it is
of great importance to find conditions for wildness of exponential automor-
phisms. Note that kerD is an R-subalgebra of R[x], and (expD)(f) = f
holds for each f ∈ kerD. Hence, expD always belongs to Aut(R[x]/ kerD).
Therefore, the study of the wildness of expD is reduced to the study of the
tame intersection
Aut(R[x]/ kerD) ∩ T(R,x).
Generalizing the idea of “tame intersection”, we also formulate the no-
tion of “W-test polynomial” in Chapter 5 (Definition 1.1). This is an effec-
tive new technique for proving the wildness of automorphisms which are not
explicitly defined.
Let us list problems and questions to be studied in this monograph. For
f ∈ R[x] and D ∈ DerRR[x], it is known that the element fD of DerRR[x]
is locally nilpotent if and only if D(f) = 0 and D is locally nilpotent (cf. [6,
Corollary 1.3.34]). It is also known that, even if expD is tame, exp fD may
be wild for some f ∈ kerD. It is natural to ask whether the converse is true
in general .
Question 1. Let D be a nonzero element of LNDRR[x]. Does expD always
belong to T(R,x) if exp fD belongs to T(R,x) for some f ∈ kerD \ {0}?
We say thatD ∈ DerRR[x] is triangular ifD(xi) belongs toR[x1, . . . , xi−1]
for i = 1, . . . , n. If this is the case, then D is locally nilpotent. Moreover,
we have
(expD)(xi) = xi + fi
for some fi ∈ R[x1, . . . , xi−1] for i = 1, . . . , n. Hence, expD belongs to
E(R,x), and so belongs to T(R,x). In general, however, exp fD does not
necessarily belong to T(R,x) for f ∈ kerD \ R. For example, assume that
n = 3, and define D ∈ Derk k[x] by
D(x1) = −2x2, D(x2) = x3, D(x3) = 0.
Then, D is triangular if x1 and x3 are interchanged, and f = x1x3 + x
2
2
belongs to kerD. Moreover, exp fD is equal to Nagata’s automorphism
defined in (0.2).
The following problem arises naturally.
Problem 2. Assume that D ∈ LNDRR[x] is triangular. When does exp fD
belong to T(R,x) for f ∈ kerD \R?
As mentioned, it is possible that T(R,x) is not equal to T(R,y) for
another set y of variables. Namely, φ−1 ◦ T(R,x) ◦ φ may not be equal to
T(R,x) for φ ∈ Aut(R[x]/R). A member of a set of variables is called a
coordinate. More precisely, we call f ∈ R[x] a coordinate of R[x] over R if
R[f, f2, . . . , fn] = R[x] for some f2, . . . , fn ∈ R[x], or equivalently f = φ(x1)
for some φ ∈ Aut(R[x]/R). A coordinate f of R[x] over R is said to be tame
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if f = φ(x1) for some φ ∈ T(R,x), and wild otherwise. We mention that
Jie-Tai Yu conjectured that the two coordinates of k[x] over k given in (0.2)
are wild (the strong Nagata conjecture). The conjecture was solved in the
affirmative by Umirbaev-Yu [29].
For polynomials, we introduce three notions of wildness. Here, when R
is just a domain containing Z, we mean by expD the automorphism exp D¯
of R¯[x] := Q ⊗Z R[x] for each D ∈ LNDRR[x], where D¯ is the natural
extension of D to R¯[x]. Since R[x] is identified with a subring of R¯[x], it
induces an element of Aut(R[x]/R) if (expD)(R[x]) = R[x].
Definition 0.1. Let f be an element of R[x].
(i) We say that f is totally wild if Aut(R[x]/R[f ]) ∩ T(R,x) = {idR[x]}.
(ii) We say that f is quasi-totally wild if Aut(R[x]/R[f ])∩T(R,x) is a finite
group.
(iii) Assume that R contains Z. We say that f is exponentially wild if there
does not exist D ∈ LNDRR[x] \ {0} such that D(f) = 0 and expD induces
an element of T(R,x).
In order to avoid ambiguity, we sometimes call f a totally (resp. quasi-
totally, exponentially) wild element of R[x] over R if f satisfies (i) (resp. (ii),
(iii)) of Definition 0.1. If a coordinate f of R[x] over R is a totally (resp.
quasi-totally, exponentially) wild element of R[x] over R, then we call f a
totally (resp. quasi-totally, exponentially) wild coordinate of R[x] over R.
By definition, totally wild polynomials are quasi-totally wild. We claim
that quasi-totally wild coordinates are wild when n ≥ 2. In fact, if f is a
tame coordinate, and φ ∈ T(R,x) is such that φ(x1) = f , then Aut(R[x]/R[f ])∩
T(R,x) contains infinitely many automorphisms defined for each l ≥ 0 by
φ(xi) 7→ φ(xi) for i 6= 2, and φ(x2) 7→ φ(x2 + x
l
1).
Assume that R contains Z, and D is a nonzero element of LNDRR[x].
Then, we have (expD)l = exp lD 6= idR¯[x] for each l ≥ 1. Hence, expD has
an infinite order. If expD induces an element of Aut(R[x]/R), then it also
has an infinite order. Thus, if f ∈ R[x] is quasi-totally wild, then expD
does not induce an element of Aut(R[x]/R[f ]) ∩ T(R,x). Consequently,
there does not exist D ∈ LNDRR[x] \ {0} such that D(f) = 0 and expD
induces an element of T(R,x). Therefore, we know that quasi-totally wild
polynomials are exponentially wild. When n = 1, no coordinate is wild or
exponentially wild. We claim that exponentially wild coordinates are wild
when n ≥ 2. In fact, if f is a tame coordinate, and φ ∈ T(R,x) is such that
φ(x1) = f , then the locally nilpotent derivation
(0.3) D := φ ◦
(
∂
∂x2
)
◦ φ−1
kills f and expD induces an element of T(R,x).
Problem 3. Find coordinates which are totally (quasi-totally, exponen-
tially) wild.
The existence of such coordinates means the existence of a very large
class of wild automorphisms. It is noteworthy that, if f is a totally wild
coordinate, and f2, . . . , fn ∈ R[x] are such that k[f, f2, . . . , fn] = R[x], then
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the automorphism defined by
(0.4) f 7→ f, f2 7→ cf2 and fi 7→ fi for i = 3, . . . , n
does not belong to T(R,x) for each c ∈ R× \{1}. Similarly, if R contains Z,
and if φ ∈ Aut(R[x]/R) is such that φ(x1) is exponentially wild, then the
exponential automorphism for the locally nilpotent derivation defined as in
(0.3) induces an element of Aut(R[x]/R) not belonging to T(R,x).
We say that D ∈ DerRR[x] is triangularizable if τ
−1 ◦D ◦ τ is triangular
for some τ ∈ Aut(R[x]/R). If this is the case, then D is locally nilpotent.
Since
(0.5) exp τ−1 ◦D ◦ τ = τ−1 ◦ (expD) ◦ τ,
it follows that expD belongs to T(R,x) if τ belongs to T(R,x). If τ does
not belong to T(R,x), however, expD does not belong to T(R,x) in general.
Due to the following theorem of Rentschler [25], every element of LNDk k[x]
is triangularizable when n = 2.
Theorem 2 (Rentschler). Assume that n = 2. For each D ∈ LNDk k[x] \
{0}, there exist τ ∈ T(k,x) and f ∈ k[x1] \ {0} such that
τ−1 ◦D ◦ τ = f
∂
∂x2
.
Hence, there exits a coordinate g of k[x] over k such that kerD = k[g].
When n ≥ 3, there exist elements of LNDk k[x] which are not trian-
gularizable due to Bass [1] and Popov [24]. Combining this result and a
result of Smith [28], Freudenburg showed that, for each n ≥ 4, there exists
D ∈ LNDk k[x] such that D is not triangularizable and expD belongs to
T(k,x) (cf. Lemma 3.36 of [9] and the remark following it). So he asked the
following question (cf. [9, Section 5.3.2]).
Question 4 (Freudenburg). Assume that n = 3. Let D ∈ LNDk k[x] be
such that expD belongs to T(k,x). Is D always triangularizable?
We say that D ∈ DerRR[x] is affine if degD(xi) ≤ 1 for i = 1, . . . , n.
If this is the case, then degDl(xi) ≤ 1 holds for each l ≥ 0. Hence, if
D ∈ LNDRR[x] is affine, then we have deg (expD)(xi) = 1 for i = 1, . . . , n.
Thus, expD belongs to Aff(R,x), and so belongs to T(R,x).
We say that D ∈ DerRR[x] is tamely triangularizable if τ
−1 ◦D ◦ τ is
triangular for some τ ∈ T(R,x), and is tamely affinizable if τ−1 ◦ D ◦ τ is
affine for some τ ∈ T(R,x). If D ∈ LNDRR[x] is tamely triangularizable or
tamely affinizable, then it is obvious that expD belongs to T(R,x).
We pose the following problem.
Problem 5. Find conditions under which D is tamely triangularizable or
tamely affinizable if and only if expD belongs to T(R,x).
There exists a relation between Question 1 and Problem 5 as follows. Let
D be a subset of LNDRR[x] such that fD belongs to D for each D ∈ D and
f ∈ kerD. Assume that D is tamely triangularizable or tamely affinizable
for every D ∈ D such that expD belongs to T(R,x). Then, Question 1
has an affirmative answer for each D ∈ D. Actually, if exp fD belongs to
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T(R,x) for D ∈ D and f ∈ kerD \ {0}, then there exists τ ∈ T(R,x) such
that
D′ := τ−1(f)(τ−1 ◦D ◦ τ) = τ−1 ◦ (fD) ◦ τ
is triangular or affine by assumption, since fD belongs to D. If D′ is trian-
gular, then D0 := τ
−1 ◦D ◦ τ must be triangular, since τ−1(f) 6= 0. Hence,
expD belongs to T(R,x). If D′ is affine, then D0 must be affine, since
degD′(xi) = deg τ
−1(f) + degD0(xi). Hence, expD belongs to T(R,x).
We can modify Question 4 as follows.
Question 6. Assume that n = 3. Let D ∈ LNDk k[x] be such that expD
belongs to T(k,x). Is D always tamely triangularizable?
The rank rankD of D ∈ Derk k[x] is by definition the minimal number
r ≥ 0 for which there exists σ ∈ Aut(k[x]/k) such that D(σ(xi)) 6= 0 for
i = 1, . . . , r (cf. [8]). For example, if n = 2, then we have rankD ≤ 1 for
each D ∈ LNDk k[x] by Theorem 2. We remark that, if n ≥ 2 and D is
triangular, then D always kills a tame coordinate of k[x] over k. In fact,
D kills x1 if D(x1) = 0, and D(x1)x2 − f if D(x1) 6= 0, where f ∈ k[x1]
is such that ∂f/∂x1 = D(x2). Hence, if n ≥ 2 and D is triangular, then
we have rankD ≤ n − 1. Consequently, if n ≥ 2 and D is triangularizable,
then we have rankD ≤ n − 1. Freudenburg [8] gave the first examples of
D ∈ LNDk k[x] with rankD = n for each n ≥ 3.
In connection with Question 4, we are interested in the following ques-
tion.
Question 7. Assume that n ≥ 3. Does there exist D ∈ LNDk k[x] such
that rankD = n and expD belongs to T(k,x)?
We mention that, when n ≥ 3, tameness and wildness of expD are not
previously determined for any D ∈ LNDk k[x] with rankD = n.
The study of polynomial automorphisms is closely related to the study
of locally nilpotent derivations, so we are interested in locally nilpotent
derivations. The following problem is an important problem in polynomial
ring theory with little progress.
Problem 8. Describe all the elements of LNDk k[x].
When n = 1, every element of LNDk k[x] has the form c(∂/∂x1) for some
c ∈ k. When n = 2, Theorem 2 gives a solution to the problem. Assume
that n = 3. If rankD ≤ 2, then σ−1◦D◦σ belongs to LNDk[x3] k[x] for some
σ ∈ Aut(k[x]/k). Since each element of LNDk[x3] k[x] naturally extends to
an element of LNDk(x3) k(x3)[x1, x2], the problem is reduced to the case of
n ≤ 2. When rankD = 3, the problem remains open. Actually, there is no
simple way to find D ∈ LNDk k[x] with rankD = 3. The problem is also
open when n ≥ 4 and rankD ≥ 3.
The outline of this monograph is as follows (see also [17] for a summary
of an early version of this monograph). Part 1 deals with automorphisms in
two variables over a domain as mentioned. In Chapter 1, we give a useful
criterion for deciding wildness of elements of Aut(R[x]/R). In the study of
polynomial automorphisms, the notion of “elementary reduction” is of great
importance. As an analogue of this notion, we introduce the notion of “affine
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reduction”. Note that Aff(R,x) is contained in E(R,x) for some kinds of R.
For example, if R is a local ring or a Euclidean domain, then every element
of GL(n,R) is a product of elementary matrices. Consequently, Aff(R,x)
is contained in E(R,x). In general, however, Aff(R,x) is not contained
in E(R,x), and so T(R,x) is not equal to E(R,x). To analyze elements
of T(R,x) \ E(R,x), the notion of “affine reduction” is essential. For a
subgroup G of Aff(R,x), let G+ be the subgroup of T(R,x) generated by
G and E(R,x). Then, we can naturally formulate a criterion for deciding
whether a given element of Aut(R[x]/R) belongs to G+ using the notions
of “affine reduction” and “elementary reduction” (Theorem 2.1). In the
case where G = Aff(R,x), this gives a tameness criterion for elements of
Aut(R[x]/R).
Chapter 2 is devoted to developing the machinery to be used in Chap-
ters 3 and 4. For f ∈ R[x] \ R, we say that f is tamely reduced over R
if
degx1 τ(f) + degx2 τ(f) ≤ degx1 f + degx2 f
holds for every τ ∈ T(R,x). Here, degxi f denotes the degree of f in xi
for each i. We investigate the properties of such a polynomial using the
tameness criterion given in Chapter 1. As a consequence, we determine the
structure of the tame intersection
H(f) := Aut(R[x]/R[f ]) ∩ T(R,x)
in a coarse sense (Theorems 2.4 and 2.7). This result plays key roles in the
proofs of various interesting theorems in the following two chapters.
In Chapter 3, we study tameness and wildness of exponential automor-
phisms. In Section 1, we answer Question 1 in the affirmative when n = 2
(Theorem 1.2), and when n = 3, R = k and D kills a tame coordinate of k[x]
over k (Theorem 1.3 (ii)). We solve Problem 5 when n = 2 (Theorem 1.1).
We answer Question 6 in the affirmative when D kills a tame coordinate of
k[x] over k (Theorem 1.3 (i)). In Section 2, we solve Problem 2 in the cases
where n = 2 (Theorem 2.2), and where n = 3 and R = k (Theorem 2.3). As
an application, we describe all the wild automorphisms of k[x] over k of the
form exp fD for some D ∈ LNDk k[x] and f ∈ kerD in whichD is triangular
(Proposition 2.4). In Section 3, we study a problem similar to Problem 2
for affine locally nilpotent derivations instead of triangular derivations, and
solve this problem for n = 2 (Theorem 3.1).
Assume that R contains Z, and let S be an over domain of R, i.e., a
domain which contains R as a subring. Consider a coordinate f ∈ R[x] of
S[x] over S with H(f) 6= {idR[x]} and degx1 f ≥ degx2 f which is tamely
reduced over R. The main result of Chapter 4 is a classification of such
elements of R[x]. If degx2 f = 0, then f belongs to R[x1]. Since f is a
coordinate of S[x] over S, it follows that f is a linear polynomial in x1 over
R. In the case where degx2 f ≥ 1, we classify such polynomials into five
types of polynomials (Definition 1.1, Theorem 1.2). Moreover, we describe
the structure of H(f) for the five types of polynomials (Theorem 1.3). As a
consequence, we show that f is exponentially wild if and only if f is quasi-
totally wild for a coordinate f ∈ R[x] of S[x] over S (Corollary 1.5 (i)).
In Section 5, we apply the results to the coordinate fi := (exphD)(xi) of
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R[x] over R for i = 1, 2. Here, R is a Q-domain, and D ∈ LNDRR[x] and
h ∈ kerD \ R are such that D is triangular and exphD is wild. Then, we
completely determine wildness, quasi-totally wildness and totally wildness
of fi (Theorem 5.4), and thereby solving Problem 3 when n = 2 and R is a
Q-domain.
Part 2 contains highly technical applications of the generalized Shestakov-
Umirbaev theory. Throughout, we assume that n = 3, and study the wild-
ness of elements of Aut(k[x]/k). In Chapter 5, we briefly review the gen-
eralized Shestakov-Umirbaev theory, and derive some consequences needed
later. In Chapter 6 we prove that some coordinates of k[x] over k are quasi-
totally wild or totally wild (Corollary 1.2). Thus, we solve Problem 3 for
n = 3 and R = k. This is one of the most difficult result in this monograph.
In Chapter 7, we study Question 7. First, we construct large families
of elements of LNDk k[x] (Theorems 1.1 (i) and 1.5 (i)) by generalizing the
construction of Freudenburg [7]. Then, we check that most of the members
of the families have rank three (Theorems 1.3 and 1.6) by using a technique
based on “plinth ideal” (Proposition 12.4). Finally, we completely determine
the tameness and wildness of the exponential automorphisms by means of
“W-test polynomials” (Theorems 1.1 (iii) and 1.5 (ii)). The result is that
expD is wild whenever rankD = 3. This gives a partial affirmative answer
to Question 7. In the last section, toward the solution of Problem 8 for
n = 3, we discuss how to get more examples of locally nilpotent derivations
of rank three.
We conclude this monograph with problems, questions and conjectures.
Part 1
Automorphisms in two variables
over a domain

CHAPTER 1
Tame automorphisms over a domain
1. Graded structures
Graded structures onR[x] play important roles in the study of Aut(R[x]/R).
Let Γ be a totally ordered additive group, i.e., an additive group equipped
with a total ordering such that α ≤ β implies α + γ ≤ β + γ for each
α, β, γ ∈ Γ. Then, Γ is torsion-free. In this monograph, we assume that a
totally ordered additive group is always finitely generated without mention-
ing it. Then, it follows that Γ is free. Hence, we sometimes regard Γ as a
subgroup of the Q-vector space Q⊗Z Γ.
Let w = (w1, . . . , wn) be an n-tuple of elements of Γ. We define the
w-weighted grading
R[x] =
⊕
γ∈Γ
R[x]γ
by setting R[x]γ to be the R-submodule of R[x] generated by the monomials
xa11 · · · x
an
n for a1, . . . , an ∈ Z≥0 with
∑n
i=1 aiwi = γ for each γ ∈ Γ. Here,
Z≥0 denotes the set of nonnegative integers. The set of positive integers
will be denoted by N. We say that f ∈ R[x] \ {0} is w-homogeneous if f
belongs to R[x]γ for some γ ∈ Γ. Write f ∈ R[x] \ {0} as f =
∑
γ∈Γ fγ,
where fγ ∈ R[x]γ for each γ ∈ Γ. Then, we define the w-degree of f by
degw f = max{γ ∈ Γ | fγ 6= 0}.
We define fw = fδ, where δ := degw f . When f = 0, we define f
w = 0 and
degw f = −∞. Here, −∞ is a symbol which is less than any element of Γ.
If Γ = Z and wi = 1 for i = 1, . . . , n, then the w-degree of f is the same
as the total degree deg f of f . When Γ = Zn, we denote degxi f = degei f
for i = 1, . . . , n, where e1, . . . , en are the coordinate unit vectors of R
n. Let
f = g/h be an element of the field of fractions of R[x], where g, h ∈ R[x]
with g 6= 0. Then, we define
degw f = degw g − degw h and f
w =
gw
hw
.
We note that this definition does not depend on the choice of g and h.
Next, let Ω be the module of differentials of R[x] over R, and ω an
element of the r-th exterior power
∧r Ω of the R[x]-module Ω for r ∈ N.
Then, we may uniquely express
(1.1) ω =
∑
1≤i1<···<ir≤n
fi1,...,irdxi1 ∧ · · · ∧ dxir ,
where fi1,...,ir ∈ R[x] for each i1, . . . , ir. Here, df denotes the differential of
f for each f ∈ R[x]. We define the w-degree of ω by
degw ω = max{degw fi1,...,irxi1 · · · xir | 1 ≤ i1 < · · · < ir ≤ n}.
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Then, we have
(1.2) degw df = max{degw(∂f/∂xi)xi | i = 1, . . . , n} ≤ degw f
for each f ∈ k[x], since df =
∑n
i=1(∂f/∂xi)dxi. Here, we note that the
equality holds if f does not belong to R, R contains Z, and wi > 0 for
i = 1, . . . , n. For f ∈ R[x], ω ∈
∧r Ω and η ∈ ∧sΩ, we have
degw fω = degw f + degw ω and degw ω ∧ η ≤ degw ω + degw η.
Take f1, . . . , fr ∈ R[x] and set ω = df1 ∧ · · · ∧ dfr. Then, it follows that
(1.3) degw ω ≤
r∑
i=1
degw dfi ≤
r∑
i=1
degw fi.
When f1, . . . , fr are w-homogeneous, we have degw ω =
∑r
i=1 degw fi if and
only if ω 6= 0. Indeed, if ω is written as in (1.1), then the w-degree of each
monomial appearing in fi1,...,irxi1 · · · xir is equal to
∑r
i=1 degw fi. Let K be
the field of fractions of R. Then, it is well-known that ω = 0 if f1, . . . , fr
are algebraically dependent over K (cf. [19, Section 26]). Thus, we have
degw ω <
∑r
i=1 degw fi if f
w
1 , . . . , f
w
r are algebraically dependent over K.
For an endomorphism φ of the R-algebra R[x], we define an n×n matrix
by
Jφ =
(
∂φ(xi)
∂xj
)
i,j
.
Then, we have dφ(x1) ∧ · · · ∧ dφ(xn) = (det Jφ)dx1 ∧ · · · ∧ dxn. If φ is an
element of Aut(R[x]/R), then det Jφ belongs to R×. Hence, we obtain the
inequality
degw φ :=
n∑
i=1
degw φ(xi) ≥ dφ(x1) ∧ · · · ∧ dφ(xn)
= degw(det Jφ)dx1 ∧ · · · ∧ dxn =
n∑
i=1
wi =: |w|.
(1.4)
If φ(x1)
w, . . . , φ(xn)
w are algebraically dependent over K, then we have
degw φ > |w| by the discussion above.
For an R-submodule A of R[x], we denote by Aw the R-submodule of
R[x] generated by {fw | f ∈ A}. If A is an R-subalgebra of R[x], then Aw
forms an R-subalgebra of R[x], since (fg)w = fwgw holds for each f, g ∈
R[x]. Clearly, R[fw1 , . . . , f
w
r ] is contained in R[f1, . . . , fr]
w for f1, . . . , fr ∈
R[x]. We remark that, if fw1 , . . . , f
w
r are algebraically independent over K,
then we have
R[fw1 , . . . , f
w
r ] = R[f1, . . . , fr]
w.
To see this, take any h =
∑
i1,...,ir
ci1,...,irf
i1
1 · · · f
ir
r ∈ R[f1, . . . , fr] \ {0},
and define µ to be the maximum among degw f
i1
1 · · · f
ir
r for i1, . . . , ir with
ci1,...,ir 6= 0, and h
′ to be the sum of
(ci1,...,irf
i1
1 · · · f
ir
r )
w = ci1,...,ir(f
w
1 )
i1 · · · (fwr )
ir
for i1, . . . , ir such that degw f
i1
1 · · · f
ir
r = µ. Then, h
′ belongs to R[x]µ, and
is nonzero by the assumption that fw1 , . . . , f
w
r are algebraically independent
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over K. Hence, we know that hw = h′. Since h′ belongs to R[fw1 , . . . , f
w
r ],
it follows that so does hw.
Lemma 1.1. For any w ∈ Γn and φ ∈ Aut(R[x]/R), we have
degw φ ≥ |w|.
Furthermore, it holds that degw φ = |w| if and only if φ(x1)
w, . . . , φ(xn)
w
are algebraically independent over K.
Proof. Thanks to (1.4) and the note following it, it suffices to check
the “if” part of the last statement. Assume that φ(x1)
w, . . . , φ(xn)
w are
algebraically independent over K. Then, it holds that
R[φ(x1)
w, . . . , φ(xn)
w] = R[φ(x1), . . . , φ(xn)]
w = R[x]w = R[x]
as remarked. Hence, we may define ψ ∈ Aut(R[x]/R) by ψ(xi) = φ(xi)
w for
i = 1, . . . , n. Then, we have
ω := dφ(x1)
w ∧ · · · ∧ dφ(xn)
w = (det Jψ)dx1 ∧ · · · ∧ dxn.
Since detJψ belongs to R×, we get degw ω = |w|. On the other hand, we
obtain
degw ω =
n∑
i=1
degw φ(xi)
w
by the w-homogeneity of φ(xi)
w’s. Since degw φ(xi)
w = degw φ(xi) for each
i, this is equal to degw φ. Therefore, we conclude that degw φ = |w|. 
For a permutation xi1 , . . . , xin of x1, . . . , xn, we define
J(R;xi1 , . . . , xin)
to be the set of φ ∈ Aut(R[x]/R) such that φ(R[xi1 , . . . , xil ]) is contained in
R[xi1 , . . . , xil ] for l = 1, . . . , n. Let φ be any element of J(R;xi1 , . . . , xin).
Then, φ induces an automorphism of R[xi1 , . . . , xil ] for l = 1, . . . , n. By
induction on n, it is easy to check that
(1.5) φ(xil) = alxil + hl
for some al ∈ R
× and hl ∈ R[xi1 , . . . , xil−1 ] for l = 1, . . . , n. From this, we
see that J(R;xi1 , . . . , xin) is a subgroup of E(R,x).
In the rest of this section, we assume that n = 2, and investigate the
w-degrees of coordinates of R[x] over R.
Lemma 1.2. Let f be a coordinate of R[x] over R, and w = (w1, w2) an
element of Γ2. Then, the following assertions hold:
(i) If f belongs to R[x1], then degw f is equal to w1 or zero, and is greater
than or equal to w1.
(ii) If f does not belong to R[xi] and wj > 0 for i, j ∈ {1, 2} with i 6= j, then
we have degw f ≥ wj .
Proof. (i) Let φ ∈ Aut(R[x]/R) be such that φ(x1) = f . Then, φ
belongs to J(R;x1, x2), since f belongs to R[x1] by assumption. Hence,
we have f = ax1 + b for some a ∈ R
× and b ∈ R. Thus, we get degw f =
max{w1,degw b}. Since degw b is equal to zero or −∞, it follows that degw f
is equal to w1 or zero, and is greater than or equal to w1.
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(ii) We show that the monomial xtj appears in f for some t ≥ 1. Suppos-
ing the contrary, f − c is divisible by xi for some c ∈ R. Since f − c is also a
coordinate of R[x] over R, we have f − c = axi for some a ∈ R
×. It follows
that f = axi − c belongs to R[xi], a contradiction. Hence, x
t
j appears in f
for some t ≥ 1. Thus, we get degw f ≥ twj. Since wj > 0 by assumption,
we have twj ≥ wj . Therefore, we conclude that degw f ≥ wj . 
Let φ be an element of Aut(R[x]/R). Then, φ(x1) or φ(x2) does not
belong to R[xi] for i = 1, 2. Hence, if w1 > 0 or w2 > 0, then we have
(1.6) max{degw φ(x1),degw φ(x2)} > 0
by Lemma 1.2 (ii).
2. Affine reductions and elementary reductions
For a subgroup G of Aff(R,x), we define G+ to be the subgroup of
T(R,x) generated by G ∪ E(R,x). By definition, we have Aff(R,x)+ =
T(R,x) and {idR[x]}
+ = E(R,x). In this section, we give a criterion for
deciding whether a given element of Aut(R[x]/R) belongs to G+ when n = 2.
Let φ be an element of Aut(R[x]/R), and w an element of Γn. We say
that φ admits a G-reduction for the weight w if there exists α ∈ G such that
degw φ ◦ α < degw φ.
Here, the composition is defined by (σ ◦ τ)(f) = σ(τ(f)) for each σ, τ ∈
Aut(R[x]/R) and f ∈ R[x] as usual. We call a G-reduction an affine reduc-
tion if G = Aff(R,x). We say that φ admits an elementary reduction for the
weight w if there exists ǫ ∈ Aut(R[x]/Ai) for some i ∈ {1, . . . , n} such that
degw φ ◦ ǫ < degw φ,
where we define Ai as in (0.1). This condition is equivalent to the condition
that φ(xi)
w belongs to R[{φ(xj) | j 6= i}]
w for some i. If there is no fear of
confusion, we omit to mention the weight w.
We define E0(R,x) to be the subgroup of Aff(R,x) ∩E(R,x) generated
by
n⋃
i=1
Aut(R[x]/Ai) ∩Aff(R,x),
and G¯ to be the subgroup of Aff(R,x) generated by G ∪ E0(R,x). Clearly,
G¯ is contained in G+. If G contains E0(R,x), then G¯ is equal to G. Hence,
we have Aff(R,x) = Aff(R,x).
Theorem 2.1. Assume that n = 2. Let G be a subgroup of Aff(R,x), and
w ∈ Γ2 such that w1 > 0 or w2 > 0. If degw φ > |w| holds for φ ∈ G
+, then
φ admits a G¯-reduction or elementary reduction for the weight w.
We mention that a similar result is known for G = Aff(R,x) in the case
where Γ = Z and w = (1, 1) (see for example [10, Proposition 1]). In the
following, we prove Theorem 2.1 using a technique similar to [27].
Assume that n = 2. We define ι ∈ Aut(R[x]/R) by
ι(x1) = x2 and ι(x2) = x1.
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Then, we have ι = ι1 ◦ ι2 ◦ ι3, where we define ι1, ι2, ι3 ∈ Aut(R[x]/R) by
ι1(x1) = x1 − x2 ι2(x1) = x1 ι3(x1) = x2 − x1
ι1(x2) = x2 ι2(x2) = x2 + x1 ι3(x2) = x2.
Hence, ι belongs to E0(R,x). For i, j ∈ {1, 2} with i 6= j, we define
Ji,j = J(R;xi, xj) ∪ J(R;xi, xj) ◦ ι.
Then, Ji,j is equal to the set of φ ∈ Aut(R[x]/R) such that φ(x1) or φ(x2)
belongs to R[xi]. Since
(2.1) ι ◦ J(R;xi, xj) = J(R;xj , xi) ◦ ι,
we get
ι ◦ Ji,j = ι ◦ J(R;xi, xj) ∪ ι ◦ J(R;xi, xj) ◦ ι
= J(R;xj , xi) ◦ ι ∪ J(R;xj , xi) = Jj,i.
Lemma 2.2. For i, j ∈ {1, 2} with i 6= j, we have the following:
(i) ψ−1 and ψ−1 ◦ τ belong to J := J1,2 ∪ J2,1 for each ψ, τ ∈ Ji,j .
(ii) φ ◦ τ belongs to Ji,j for each φ ∈ J(R;xi, xj) ◦ ι and τ ∈ Jj,i.
Proof. (i) By assumption, ψ belongs to J(R;xi, xj) or J(R;xi, xj)◦ι. If
ψ belongs to J(R;xi, xj), then ψ
−1 belongs to J(R;xi, xj), since J(R;xi, xj)
is a group. Since τ is an element of Ji,j by assumption, it follows that
ψ−1 ◦ τ belongs to Ji,j. If ψ belongs to J(R;xi, xj) ◦ ι, then ψ
−1 belongs to
ι ◦ J(R;xi, xj). By (2.1), it follows that ψ
−1 belongs to J(R;xj , xi) ◦ ι, and
hence belongs to Jj,i. Since ψ
−1 and τ belong to ι ◦ J(R;xi, xj) and Ji,j,
respectively, we know that ψ−1 ◦ τ belongs to ι ◦ Ji,j = Jj,i. Therefore, ψ
−1
and ψ−1 ◦ τ belong to J in either case.
(ii) Since φ ◦ ι belongs to J(R;xi, xj), and ι ◦ τ belongs to ι ◦ Jj,i = Ji,j,
we know that φ ◦ τ = (φ ◦ ι) ◦ (ι ◦ τ) belongs to Ji,j. 
By Lemma 2.2 (i), we see that J is closed under the inverse operation.
Since G¯ is a group, it follows that G¯∪J is closed under the inverse operation.
Note that J is contained in E(R,x), since ι and J(R;xi, xj)’s are contained in
E(R,x). Hence, G¯∪J is contained in G+. Since J contains all the elementary
automorphisms, and G¯ contains G, we know that G+ is generated by G¯∪J .
Because G¯∪ J is closed under the inverse operation, this implies that G+ is
generated by G¯ ∪ J as a semigroup.
Let φ andw be any elements of Aut(R[x]/R) and Γ2, respectively. Then,
we show that φ admits an elementary reduction for the weightw if and only if
degw φ ◦ σ < degw φ for some σ ∈ J . Since every elementary automorphism
of R[x] belongs to J , the “only if” part is clear. To prove the “if” part,
assume that degw φ ◦ σ < degw φ for some σ ∈ J . Take i, j ∈ {1, 2} with
i 6= j such that σ belongs to Ji,j. Then, σ(x1) or σ(x2) belongs to R[xi].
Hence, we may write
(2.2) σ(xp) = αxi − g and σ(xq) = βxj − h,
where p, q ∈ {1, 2} with p 6= q, α, β ∈ R×, g ∈ R and h ∈ R[xi]. Then, we
have
(2.3) degw φ ◦ σ = degw(αφ(xi)− g) + degw(βφ(xj)− φ(h)).
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Since (2.3) is less than degw φ = degw φ(xi) + degw φ(xj) by assumption, it
follows that
degw(αφ(xi)− g) < degw φ(xi) or degw(βφ(xj)− φ(h)) < degw φ(xj).
This implies that αφ(xi)
w = g or βφ(xj)
w = φ(h)w. Since α−1g and
β−1φ(h)w belong to R[φ(xj)]
w and R[φ(xi)]
w, respectively, we know that
φ(xi)
w belongs to R[φ(xj)]
w, or φ(xj)
w belongs to R[φ(xi)]
w. Therefore, φ
admits an elementary reduction for the weight w.
Now, we prove Theorem 2.1. We define Gw to be the set of φ ∈
Aut(R[x]/R) for which there exist l ∈ N, φ1, . . . , φl−1 ∈ Aut(R[x]/R) and
φl ∈ G¯ ∪ J as follows:
φ1 = φ and degw φl = |w|;
(A)
degw φi+1 < degw φi and φi+1 = φi ◦ τi for some τi ∈ G¯ ∪ J for 1 ≤ i < l.
(B)
Assume that φ ∈ Gw satisfies degw φ > |w|. Then, we have l ≥ 2 in view
of (A). Hence, we see from (B) that degw φ◦τ < degw φ for some τ ∈ G¯∪J .
Thus, φ admits a G¯-reduction or elementary reduction. Therefore, it suffices
to verify that G+ is contained in Gw.
The following is a key proposition.
Proposition 2.3. φ ◦ τ belongs to Gw for each φ ∈ Gw and τ ∈ G¯ ∪ J .
Clearly, idR[x] belongs to G¯ ∪ J , and satisfies degw idR[x] = |w|. Hence,
idR[x] belongs to Gw. Since G
+ is generated by G¯ ∪ J as a semigroup, we
know by Proposition 2.3 that G+ is contained in Gw. Therefore, Theo-
rem 2.1 follows from Proposition 2.3.
We remark that, if there exists τ ∈ G¯∪J such that degw ψ ◦ τ < degw ψ
and ψ ◦ τ belongs to Gw for ψ ∈ Aut(R[x]/R), then ψ belongs to Gw by
the definition of Gw. From this, we see that Proposition 2.3 holds when
degw φ◦τ > degw φ. In fact, (φ◦τ)◦τ
−1 = φ belongs to Gw by assumption,
and τ−1 belongs to G¯∪J because G¯∪J is closed under the inverse operation.
Lemma 2.4. Let φ ∈ Aut(R[x]/R) and σ ∈ G¯∪J be such that degw φ◦σ ≤
degw φ. Then, the following statements hold:
(i) If degw φ(x1) = degw φ(x2), then σ belongs to G¯.
(ii) If degw φ(xi) < degw φ(xj) for i, j ∈ {1, 2} with i 6= j, then σ belongs to
Ji,j.
Proof. (i) In view of (1.5), we see that J(R;xi, xj) ∩ Aff(R,x) is con-
tained in E0(R,x) for each i, j ∈ {1, 2} with i 6= j. Since ι is affine, we
have
J(R;xi, xj) ◦ ι ∩Aff(R,x) =
(
J(R;xi, xj) ∩Aff(R,x)
)
◦ ι.
Since ι belongs to E0(R,x), the right-hand side of this equality is also con-
tained in E0(R,x). Hence, Ji,j ∩ Aff(R,x) is contained in E0(R,x). Thus,
J ∩Aff(R,x) is contained in E0(R,x), and therefore contained in G¯.
Now, suppose to the contrary that σ does not belong to G¯. Then, σ
belongs to J . Since J∩Aff(R,x) is contained in G¯, it follows that σ does not
belong to Aff(R,x). Write σ(x1) and σ(x2) as in (2.2), where i, j ∈ {1, 2}
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with i 6= j. Then, we have degxi h ≥ 2. Since w1 > 0 or w2 > 0, and
δ := degw φ(x1) = degw φ(x2) by assumption, we get δ > 0 by (1.6). Thus,
we see from (2.3) that
degw φ ◦ σ = degw φ(xi) + degw φ(h) ≥ 3δ > 2δ = degw φ,
a contradiction. Therefore, σ belongs to G¯.
(ii) Since degw φ(xi) < degw φ(xj) =: δ by assumption, we have degw φ <
2δ, and δ > 0 by (1.6). Suppose to the contrary that σ does not belong to
Ji,j. Then, σ(x1) and σ(x2) do not belong to R[xi], and σ belongs to G¯ or
Jj,i. First, assume that σ belongs to G¯. Then, σ is affine. Hence, (φ◦σ)(xl)
is a linear polynomial in φ(xi) and φ(xj) over R for l = 1, 2. Moreover,
(φ◦σ)(xl) does not belong to R[φ(xi)], since σ(xl) does not belong to R[xi].
Thus, we know that degw(φ ◦ σ)(xl) = degw φ(xj) = δ. Therefore, we
get degw φ ◦ σ = 2δ > degw φ, a contradiction. Next, assume that σ be-
longs to Jj,i. Then, we may write σ(xp) = αxj − g and σ(xq) = βxi − h,
where p, q ∈ {1, 2} with p 6= q, α, β ∈ R×, g ∈ R and h ∈ R[xj]. Since
σ(xq) does not belong to R[xi], we have degxj h ≥ 1. Hence, we know
that degw φ ◦ σ = degw φ(xj) + degw φ(h) ≥ 2δ > degw φ, a contradiction.
Therefore, σ belongs to Ji,j . 
Let W be the set of w ∈ Γ2 such that w1 > 0 or w2 > 0, and
Σw := {degw ψ | ψ ∈ Aut(R[x]/R)}
is a well-ordered subset of Γ. If wi ≥ 0 for i = 1, 2, then {l1w1 + l2w2 |
l1, l2 ∈ Z≥0} is a well-ordered subset of Γ (cf. [16, Lemma 6.1]). Hence, Σw
is also well-ordered. Thus, W contains the set of w ∈ Γ2 such that w1 > 0
and w2 ≥ 0, or w1 ≥ 0 and w2 > 0. Consider the following statements:
(I) Proposition 2.3 holds for each w ∈W .
(II) If w1 > 0 or w2 > 0 for w ∈ Γ
2, then Σw is a well-ordered subset of Γ.
By the discussion after Proposition 2.3, (I) implies that Theorem 2.1 holds
for each w ∈ W . On the other hand, (II) implies that w ∈ Γ2 belongs to
W if w1 > 0 or w2 > 0. Thus, Theorem 2.1 follows from (I) and (II). We
prove (I) in the rest of this section. By making use of it, we prove (II) at
the end of Section 1. To prove (I), we may assume that degw φ◦ τ ≤ degw φ
by the remark after Proposition 2.3. To prove (I) and (II), we may assume
that w1 ≤ w2 and w2 > 0 by interchanging x1 and x2 if necessary.
Let us prove (I). Take any w ∈W . Then, Σw is a well-ordered subset of
Γ. Since degw φ belongs to Σw for each φ ∈ Gw, we prove the statement of
Proposition 2.3 by induction on degw φ. By Lemma 1.1, µ := min{degw φ |
φ ∈ Gw} is at least |w|. Since idR[x] belongs to Gw, we get µ = |w|.
So assume that degw φ = |w|. Then, we have degw φ ◦ τ ≤ |w| by the
assumption that degw φ ◦ τ ≤ degw φ. This implies that degw φ ◦ τ = |w|
because of Lemma 1.1. Note that σ belongs to Gw if and only if σ belongs
to G¯∪ J for σ ∈ Aut(R[x]/R) with degw σ = |w|. Hence, it suffices to show
that φ ◦ τ belongs to G¯∪J . Since φ is an element of Gw with degw φ = |w|,
we know that φ belongs to G¯ ∪ J . More precisely, φ satisfies the following
conditions.
Claim 2.5. The following statements hold:
(1) If w1 = w2, then degw φ(x1) = degw φ(x2) and φ belongs to G¯.
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(2) If w1 < w2, then one of the following conditions holds:
(a) degw φ(x1) < degw φ(x2) and φ belongs to J(R;x1, x2).
(b) degw φ(x2) < degw φ(x1) and φ belongs to J(R;x1, x2) ◦ ι.
Proof. Take (i, j) ∈ {(1, 2), (2, 1)} such that φ(xj) does not belong to
R[x1]. Then, we have degw φ(xj) ≥ w2 by Lemma 1.2 (ii), since w2 > 0 by
assumption. Whether or not φ(xi) belongs to R[x1], we have degw φ(xi) ≥
w1 by (i) and (ii) of Lemma 1.2, since w1 ≤ w2 by assumption. Thus, we
conclude that degw φ(xi) = w1 and degw φ(xj) = w2 from the assumption
that degw φ = |w|.
(1) Since w1 = w2 by assumption, the first part follows from the preced-
ing discussion. Since φ belongs to G¯∪J , we show that φ belongs to G¯ when
φ belongs to J . As remarked in the proof of Lemma 2.4, J ∩ Aff(R,x) is
contained in G¯. So we show that φ belongs to Aff(R,x). By the definition of
the w-degree, we have degw h = w1 deg h for each h ∈ R[x], since w1 = w2
and w2 > 0. Hence, we get w1 degφ(xl) = degw φ(xl) for l = 1, 2. Since
degw φ(xl) = w1, it follows that degφ(xl) = 1 for l = 1, 2. Thus, φ belongs
to Aff(R,x). Therefore, φ belongs to G¯.
(2) We claim that φ(xi) belongs to R[x1]. In fact, if not, w1 = degw φ(xi)
is not less than w2 by Lemma 1.2 (ii), since w2 > 0 by assumption. This
contradicts that w1 < w2. If (i, j) = (1, 2), then it follows that φ belongs to
J(R;x1, x2). Since w1 < w2, we know that degw φ(x1) = degw φ(xi) = w1
is less than degw φ(x2) = degw φ(xj) = w2. Therefore, φ satisfies (a). If
(i, j) = (2, 1), then φ(x2) = φ(xi) belongs to R[x1]. Hence, φ belongs to
J(R;x1, x2)◦ι. Since w1 < w2, we know that degw φ(x2) = degw φ(xi) = w1
is less than degw φ(x1) = degw φ(xj) = w2. Therefore, φ satisfies (b). 
Now, we prove that φ ◦ τ belongs to G¯ ∪ J . Since degw φ ◦ τ ≤ degw φ,
the statements (i) and (ii) of Lemma 2.4 hold for σ = τ . If w1 = w2, then we
know by Claim 2.5 (1) and Lemma 2.4 (i) that φ and τ belong to G¯. Hence,
φ ◦ τ belongs to G¯. If w1 < w2, then we have (a) or (b) of Claim 2.5 (2).
In the case of (a), τ belongs to J1,2 by Lemma 2.4 (ii). Since φ belongs to
J(R;x1, x2), it follows that φ◦τ belongs to J1,2. In the case of (b), τ belongs
to J2,1 = ι ◦ J1,2 by Lemma 2.4 (ii). Since φ belongs to J(R;x1, x2) ◦ ι, it
follows that φ ◦ τ belongs to J1,2. Hence, φ ◦ τ belongs to G¯ ∪ J in every
case. Thus, φ◦τ belongs to Gw. Therefore, the statement of Proposition 2.3
holds when degw φ = |w|.
Next, assume that degw φ > |w|. Since φ is an element of Gw, we may
find ψ ∈ G¯ ∪ J such that degw φ ◦ ψ < degw φ and φ ◦ ψ belongs to Gw in
view of (B). Then, (φ ◦ψ) ◦σ belongs to Gw for any σ ∈ G¯∪J by induction
assumption. We show that ψ−1 ◦ τ belongs to G¯ ∪ J . Then, it follows that
φ◦τ = (φ◦ψ)◦(ψ−1 ◦τ) belongs to Gw. If degw φ(x1) = degw φ(x2), then ψ
belongs to G¯ by Lemma 2.4 (i) since degw φ◦ψ < degw φ by the choice of ψ.
Since degw φ◦τ ≤ degw φ by assumption, τ also belongs to G¯ by Lemma 2.4
(i). Hence, ψ−1 ◦ τ belongs to G¯. Likewise, if degw φ(xi) < degw φ(xj) for
some i, j ∈ {1, 2} with i 6= j, then τ and ψ belong to Ji,j by Lemma 2.4 (ii).
Hence, ψ−1 ◦ τ belongs to J by Lemma 2.2 (i). Therefore, ψ−1 ◦ τ belongs
to G¯∪J in either case. This completes the proof of (I), and thereby proving
Theorem 2.1 for each w ∈W . In particular, Theorem 2.1 is verified for each
w ∈ Γ2 such that w1 > 0 and w2 ≥ 0, or w1 ≥ 0 and w2 > 0.
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3. Analysis of reductions
Throughout this section, we assume that n = 2. We investigate proper-
ties of affine reductions and elementary reductions.
To deal with affine reductions, the following notion is crucial. Let K be
the field of fractions of R. We define V (R) to be the set of α/β ∈ K× for
α, β ∈ R \ {0} such that αR + βR = R. Note that αR + βR = R if and
only if α and β are the entries of a row or column vector of an element of
GL(2, R) for α, β ∈ R.
Lemma 3.1. (i) R \ {0} is contained in V (R).
(ii) For α, β ∈ R \ {0}, it holds that α/β belongs to V (R) if and only if
αR+ βR is a principal ideal of R.
(iii) For γ ∈ V (R) and (ai,j)i,j ∈ GL(2, R), it holds that
a1,1γ + a1,2
a2,1γ + a2,2
belongs to V (R).
Proof. (i) For each a ∈ R\{0}, we have aR+1R = R. Hence, a = a/1
belongs to V (R).
(ii) Assume that α/β belongs to V (R) for α, β ∈ R \ {0}. Then, there
exist α′, β′ ∈ R \ {0} such that α′/β′ = α/β and α′R + β′R = R. Set
γ = α/α′ = β/β′ and take a, b ∈ R such that α′a+ β′b = 1. Then, we have
αa+βb = γ. Hence, γ belongs to R, and γR is contained in αR+βR. Since
α = γα′ and β = γβ′ belong to γR, we know that αR+ βR is contained in
γR. Thus, we get αR + βR = γR. Therefore, αR + βR is a principal ideal
of R. Next, assume that αR + βR = γR for some γ ∈ R. Then, α and β
belong to γR. Hence, we have α = α′γ and β = β′γ for some α′, β′ ∈ R.
Then, we get α′R+ β′R = R. Therefore, α/β = α′/β′ belongs to V (R).
(iii) Let γ1, γ2 ∈ R \ {0} be such that γ = γ1/γ2 and γ1R + γ2R = R.
Then, we have
δ :=
a1,1γ + a1,2
a2,1γ + a2,2
=
a1,1γ1 + a1,2γ2
a2,1γ1 + a2,2γ2
and
(a1,1γ1 + a1,2γ2)R+ (a2,1γ1 + a2,2γ2)R = γ1R+ γ2R = R.
Hence, δ belongs to V (R). 
By Lemma 3.1 (ii), it follows that V (R) = K× if R is a PID. If r belongs
to V (R), then r−1 and ur belong to V (R) for each u ∈ R× by Lemma 3.1
(iii).
The following lemma naturally follows from the definition of affine re-
duction and elementary reduction.
Lemma 3.2. Let φ, τ ∈ Aut(R[x]/R) and w ∈ Γ2 be such that degw φ(xi) >
0 for i = 1, 2 and degw φ ◦ τ < degw φ.
(i) If τ belongs to Aff(R,x), then we have φ(x1)
w = aφ(x2)
w for some
a ∈ V (R), and (φ ◦ τ)(xi)
w = bφ(x1)
w for some i ∈ {1, 2} and b ∈ K×.
(ii) Assume that τ belongs to Ji,j for some i, j ∈ {1, 2} with i 6= j. Then, we
have φ(xj)
w = b(φ(xi)
w)t for some b ∈ R\{0} and t ≥ 1, and (φ◦τ)(xp)
w =
αφ(xi)
w for some p ∈ {1, 2} and α ∈ R×.
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Proof. (i) Take A = (ai,j)i,j ∈ GL(2, R) and b1, b2 ∈ R such that
τ(xi) = ai,1x1 + ai,2x2 + bi
for i = 1, 2, and put
δi = max{degw ai,1φ(x1),degw ai,2φ(x2)}
for i = 1, 2. Then, we have δi > 0 for i = 1, 2, since no row of A is zero, and
degw φ(xj) > 0 for j = 1, 2 by assumption. Since no column of A is zero,
we know that δ1 + δ2 ≥ degw φ. We claim that aj,1φ(x1)
w + aj,2φ(x2)
w = 0
for some j ∈ {1, 2}. In fact, if not, we have
degw
(
(φ ◦ τ)(xi)− bi
)
= degw(ai,1φ(x1) + ai,2φ(x2)) = δi
for i = 1, 2. Since bi is an element of R, and δi is positive, this implies that
degw(φ◦τ)(xi) = δi for i = 1, 2. Hence, we get degw φ◦τ = δ1+δ2 ≥ degw φ,
a contradiction. Thus, we may find j ∈ {1, 2} as claimed. Then, aj,1 and
aj,2 are nonzero, since (aj,1, aj,2) 6= (0, 0), and φ(xl)
w 6= 0 for l = 1, 2. Put
a = −aj,2/aj,1. Then, a belongs to V (R), and satisfies φ(x1)
w = aφ(x2)
w.
Take i ∈ {1, 2} with i 6= j. Then, b := ai,1 + ai,2a
−1 belongs to K×, since
detA 6= 0. Hence, we get
ai,1φ(x1)
w + ai,2φ(x2)
w = ai,1φ(x1)
w + ai,2(a
−1φ(x1)
w) = bφ(x1)
w 6= 0.
Since degw φ(x1) = degw φ(x2), this implies that(
(φ ◦ τ)(xi)− bi
)w
=
(
ai,1φ(x1) + ai,2φ(x2)
)w
= bφ(x1)
w.
Because bi is a constant and degw φ(x1) > 0, it follows that (φ ◦ τ)(xi)
w =
bφ(x1)
w.
(ii) Since τ is an element of Ji,j , we have an expression as (2.2) with
σ = τ . Then, we may write (φ ◦ τ)(xp) = αφ(xi)− g. Since degw φ(xi) > 0
and g is a constant, it follows that (φ ◦ τ)(xp)w = αφ(xi)w, proving the
latter part. Consequently, we get degw(φ ◦ τ)(xp) = degw φ(xi). Since
degw φ ◦ τ < degw φ by assumption, we know that the w-degree of (φ ◦
τ)(xq) = βφ(xj)− φ(h) is less than degw φ(xj). Because β 6= 0, this implies
that βφ(xj)
w = φ(h)w. Since φ(h) belongs to R[φ(xi)], it follows that
φ(xj)
w = β−1φ(h)w belongs to R[φ(xi)]
w = R[φ(xi)
w]. Hence, we may
write φ(xj)
w = b(φ(xi)
w)t in view of the w-homogeneity of φ(xj)
w, where
b ∈ R \ {0} and t ≥ 0. Then, we have t ≥ 1, since degw φ(xl) > 0 for
l = 1, 2. 
From (i) and (ii) of Lemma 3.2, we get the following statement. Assume
that φ ∈ Aut(R[x]/R), τ ∈ Aff(R,x)∪ J and w ∈ Γ2 satisfy degw φ(xl) > 0
for l = 1, 2 and degw φ ◦ τ < degw φ. Then, we have
φ(xj)
w = a(φ(xi)
w)t and φ(xi)
w = b(φ ◦ τ)(xq)
w
for some i, j, q ∈ {1, 2} with i 6= j, a, b ∈ K× and t ≥ 1. Hence, φ(x1)
w and
φ(x2)
w are powers of (φ ◦ τ)(xq)
w multiplied by elements of K× for some
q ∈ {1, 2}.
Now, let κ be any field, and w ∈ Γ2 such that wi > 0 for i = 1, 2.
Then, w belongs to the set W defined after Lemma 2.4. Hence, Proposi-
tion 2.3 holds for this w by (I). As a consequence, we know that T(κ,x) =
Aff(κ,x)+ is contained in Aff(κ,x)w. On the other hand, T(κ,x) is equal
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to Aut(κ[x]/κ) due to Jung [12] and van der Kulk [14]. Thus, Aut(κ[x]/κ)
is contained in Aff(κ,x)w.
Lemma 3.3. Assume that wi > 0 for i = 1, 2. Then, for each φ ∈
Aut(κ[x]/κ) and p ∈ {1, 2}, there exist a ∈ κ×, ψ ∈ Aff(κ,x) ∪ J and
t ≥ 1 such that φ(xp)
w = a(ψ(x1)
w)t.
Proof. By the discussion above, φ belongs to Aff(κ,x)w. Hence, there
exist l ∈ N, φ1, . . . , φl−1 ∈ Aut(κ[x]/κ) and φl ∈ T := Aff(κ,x)∪J satisfying
(A) and (B). We prove the lemma by induction on l. If l = 1, then we have
φ = φl by (A). Hence, φ belongs to T . Thus, if p = 1, then the statement
holds for a = 1, t = 1 and ψ = φ. Note that (φ ◦ ι)(x1) = φ(x2) and
φ ◦ ι belongs to T . Hence, if p = 2, then the statement holds for a = 1,
t = 1 and ψ = φ ◦ ι. Assume that l ≥ 2. Then, for q = 1, 2, there exists
ψq ∈ T such that φ2(xq)
w is a power of ψq(x1)
w multiplied by a nonzero
constant by induction assumption. By (B), there exists τ1 ∈ T such that
φ2 = φ ◦ τ1 and degφ ◦ τ1 = degw φ2 < degw φ. Since φ(xl) is not a
constant, we have degw φ(xl) > 0 for l = 1, 2 by the choice of w. Hence,
we know from the remark after Lemma 3.2 that φ(x1)
w and φ(x2)
w are
powers of (φ ◦ τ1)(xq)
w multiplied by nonzero constants for some q ∈ {1, 2}.
Therefore, φ(xp)
w is a power of ψq(x1) multiplied by a nonzero constant,
since so is (φ ◦ τ1)(xq)
w = φ2(xq)
w. 

CHAPTER 2
Tamely reduced coordinates
1. Structure of coordinates
Throughout this chapter, we assume that n = 2. The purpose of this
chapter is to discuss reductions of polynomials by tame automorphisms. The
notion of “tamely reduced” coordinates introduced in Section 2 will play a
crucial role in the next two chapters.
In this section, we study the structure of coordinates. Let κ be any field.
For each f ∈ κ[x] \ {0}, we define an element w(f) of (Z≥0)
2 by
w(f) = (degx2 f,degx1 f).
Set pi = degxi f for i = 1, 2. Then, the monomial x
p1
1 x
t
2 appears in f for
some t ≥ 0. Hence, we have
(1.1) degw(f) f ≥ degw(f) x
p1
1 x
t
2 = p1p2 + tp1 ≥ p1p2.
From this, we see that xp11 appears in f if degw(f) f = p1p2 and p1 > 0. If this
is the case, then xp11 appears in f
w(f), since degw(f) x
p1
1 = p1p2 = degw(f) f .
Likewise, if degw(f) f = p1p2 and p2 > 0, then x
p2
2 appears in f
w(f).
Lemma 1.1. Assume that pi > 0 and x
q
j appears in f
w(f) for some i, j ∈
{1, 2} with i 6= j and q ≥ 0. Then, we have q = pj and degw(f) f = p1p2.
Hence, both xp11 and x
p2
2 appear in f
w(f).
Proof. Since xqj appears in f
w(f), we have degw(f) f = degw(f) x
q
j =
piq. Hence, we get piq ≥ pipj in view of (1.1). Since pi > 0 by assumption,
it follows that q ≥ pj . On the other hand, we have q ≤ degxj f = pj,
since xqj is a monomial appearing in f . Thus, we get q = pj, and therefore
degw(f) f = piq = p1p2. Since pi > 0, this implies that x
pi
i appears in f
w(f)
by the remark. Consequently, both xp11 and x
p2
2 appear in f
w(f). 
Now, assume that f is a coordinate of κ[x] over κ. Then, we have
|w(f)| = degx2 f + degx1 f ≥ 1,
since f is not a constant. We remark that |w(f)| = 1 if and only if f is a
linear polynomial in xi over κ for some i ∈ {1, 2}, and hence if and only if
f belongs to κ[xi] for some i ∈ {1, 2}.
Proposition 1.2. Let f be a coordinate of κ[x] over κ with |w(f)| > 1.
Then, there exist i, j ∈ {1, 2} with i 6= j, l,m ∈ N and a, b ∈ κ× such that
degxi f = m, degxj f = lm and f
w(f) = a(xi − bx
l
j)
m.
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Proof. Since |w(f)| > 1 by assumption, f does not belong to κ[xi] for
i = 1, 2. Hence, we have pi := degxi f > 0 for i = 1, 2. By Lemma 3.3,
we know that fw(f) = c(ψ(x1)
w(f))m for some c ∈ κ×, ψ ∈ Aff(κ,x) ∪ J
and m ≥ 1. Then, ψ(x1)
w(f) has the form αxli or α(xi + bx
l
j) for some
α, b ∈ κ×, l ≥ 1 and i, j ∈ {1, 2} with i 6= j. Thus, fw(f) is written as axlmi
or a(xi + bx
l
j)
m, where a := cαm. If fw(f) = axlmi , then the two monomials
xp11 and x
p2
2 appear in f
w(f) by Lemma 1.1, a contradiction. Therefore, we
conclude that fw(f) = a(xi + bx
l
j)
m. Since xmi and x
lm
j appear in f
w(f), it
follows from Lemma 1.1 that degxi f = pi = m and degxj f = pj = lm. 
Next, let f ∈ κ[x] \ κ be such that pi := degxi f > 0 for i = 1, 2. Then,
the following conditions are equivalent:
(a) degw(f) f = p1p2.
(b) xp11 and x
p2
2 appear in f
w(f).
In fact, since pi > 0 for i = 1, 2 by assumption, (a) implies (b) by the remark
after (1.1), and the converse is obvious. In view of Proposition 1.2, we see
that the equivalent conditions are satisfied if f is a coordinate of κ[x] over
κ with |w(f)| > 1.
Put
qi =
pi
gcd(p1, p2)
for i = 1, 2. Then, every w(f)-homogeneous element of κ[x] is written as a
product of a monomial and irreducible binomials of the form xq11 − bx
q2
2 for
some b ∈ κ¯×. Here, κ¯ denotes an algebraic closure of κ. Hence, if f satisfies
(a) and (b), then we may write
(1.2) fw(f) = a
m∏
i=1
(xq11 − bix
q2
2 )
because of (b) and the w(f)-homogeneity of fw(f), where a ∈ κ×, m ∈ N
and bi ∈ κ¯
× for i = 1, . . . ,m. Then, we have pi = mqi for i = 1, 2.
In this situation, we have the following proposition.
Proposition 1.3. Let f be as above, and let w ∈ Γ2 and τ ∈ Aut(κ[x]/κ) be
such that w1 > 0 or w2 > 0, and (τ(x1)
w)q1 6= bi(τ(x2)
w)q2 for i = 1, . . . ,m.
Then, we have
(1.3) degw τ(f) = max{p1 degw τ(x1), p2 degw τ(x2)}.
Proof. We may extend τ to an element of Aut(κ¯[x]/κ¯) naturally. Then,
we have
τ(fw(f)) = a
m∏
i=1
(τ(x1)
q1 − biτ(x2)
q2).
Put ξi = degw τ(xi) for i = 1, 2. Then, we obtain
degw(τ(x1)
q1 − biτ(x2)
q2) = max{q1ξ1, q2ξ2}
for i = 1, . . . ,m by the assumption that (τ(x1)
w)q1 6= bi(τ(x2)
w)q2 and
bi 6= 0. Hence, it follows that
degw τ(f
w(f)) = mmax{q1ξ1, q2ξ2} = max{p1ξ1, p2ξ2} =: d.
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Thus, it suffices to check that degw τ(f − f
w(f)) < d. Let xa11 x
a2
2 be any
monomial appearing in f − fw(f). Then, we have
a1p2 + a2p1 = degw(f) x
a1
1 x
a2
2 < degw(f) f = p1p2,
since f satisfies the condition (a) by assumption. This yields that
(1.4) a2 < p2 − a1p2p
−1
1 and a1 < p1 − a2p1p
−1
2 .
First, assume that p1ξ1 ≤ p2ξ2. Then, we have d = p2ξ2. Since w1 > 0 or
w2 > 0 by assumption, we know by (1.6) that max{ξ1, ξ2} > 0. Hence, we
get ξ2 > 0. Thus, it follows from the first inequality of (1.4) that
degw τ(x
a1
1 x
a2
2 ) = a1ξ1 + a2ξ2 < a1ξ1 + (p2 − a1p2p
−1
1 )ξ2
= a1p
−1
1 (p1ξ1 − p2ξ2) + p2ξ2 ≤ p2ξ2 = d.
Next, assume that p1ξ1 > p2ξ2. Then, we have d = p1ξ1, and ξ1 > 0 by (1.6)
as above. Hence, it follows from the second inequality of (1.4) that
degw τ(x
a1
1 x
a2
2 ) = a1ξ1 + a2ξ2 < (p1 − a2p1p
−1
2 )ξ1 + a2ξ2
= a2p
−1
2 (p2ξ2 − p1ξ1) + p1ξ1 < p1ξ1 = d.
Thus, we have proved degw τ(f−f
w(f)) < d. Therefore, we get degw τ(f) =
d. 
Let f be a coordinate of κ[x] over κ with |w(f)| > 1. Then, f satisfies
the assumption of Proposition 1.3. Write fw(f) as in Proposition 1.2, and
take w ∈ Γ2 such that w1 > 0 or w2 > 0. Clearly, x
w
i is not equal to b(x
w
j )
l.
Hence, we get
(1.5) degw f = max{m degw xi, lm degw xj} = max{mwi, lmwj}
by applying Proposition 1.3 with τ = idκ[x].
Now, we prove the statement (II) after Lemma 2.4. We may assume
that w1 < 0 and w2 > 0 as noted. First, we show that degw f belongs to
{tw2 | t ∈ N} for each coordinate f of R[x] over R not belonging to R[x1].
Since w2 > 0 by assumption, this is clear if f belongs to R[x2]. Assume that
f does not belong to R[x2]. Then, we have |w(f)| > 1, since f also does not
belong to R[x1] by assumption. Note that f is regarded as a coordinate of
K[x] over K. Hence, we know by (1.5) that degw f = max{t1w1, t2w2} for
some t1, t2 ∈ N. Since w1 < 0 and w2 > 0, we get degw f = t2w2. Thus,
degw f belongs to {tw2 | t ∈ N}. Now, observe that
(1.6) {tw2 | t ∈ N} ∪ {w1 + w2}
is a well-ordered subset of Γ. We show that Σw is contained in (1.6). Take
any φ ∈ Aut(R[x]/R). If φ(xi) does not belong to R[x1] for i = 1, 2, then
degw φ(xi) belongs to {tw2 | t ∈ N} for i = 1, 2 by the preceding discussion.
Hence, degw φ belongs to (1.6). Assume that φ(xi) belongs to R[x1] for some
i ∈ {1, 2}. Then, degw φ(xi) is equal to zero or w1 by Lemma 1.2 (i). Because
φ belongs to J1,2, we have φ(xj) = ax2 + g for some a ∈ R
× and g ∈ R[x1]
for j 6= i. Hence, we get degw φ(xj) = w2, since degw ax2 = w2 > 0 and
degw g = (degx1 g)w1 ≤ 0. Thus, degw φ is equal to w2 or w1 + w2, and
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so belongs to (1.6). Therefore, Σw is contained in (1.6), proving the well-
orderedness of Σw. This completes the proof of (II), and thereby completing
the proof of Theorem 2.1.
2. Reduction of a polynomial
Let f be an element of R[x] \ R. Recall that f is said to be tamely
reduced over R if
|w(τ(f))| ≥ |w(f)|
holds for every τ ∈ T(R,x). Obviously, f is tamely reduced over R if
|w(f)| = 1, since f is a linear polynomial in xi over R for some i ∈ {1, 2}.
Now, assume that pi := degxi f > 0 for i = 1, 2, and f satisfies the
equivalent conditions (a) and (b) before Proposition 1.3. Then, fw(f) is
written as in (1.2) with κ = K.
With this notation, we have the following proposition.
Proposition 2.1. Let f ∈ R[x] be as above. Then, the following conditions
are equivalent:
(1) f is tamely reduced over R.
(2) The following statements hold:
(i) If p1 = p2, then b1, . . . , bm do not belong to V (R).
(ii) If p1 < p2 and p1 divides p2, then b1, . . . , bm do not belong to R.
(iii) If p1 > p2 and p2 divides p1, then b
−1
1 , . . . , b
−1
m do not belong to R.
(3) Let Γ be any totally ordered additive group, w ∈ Γ2 such that w1 > 0 or
w2 > 0, and τ any element of T(R,x). Then, we have
degw τ(f) = max{pi degw τ(xi) | i = 1, 2}.
To prove this proposition, we use the following lemmas.
Lemma 2.2. Let f be as above, and g ∈ R[x] such that degw(f) g ≤
degw(f) f and degxi g
w(f) < degxi f for some i ∈ {1, 2}. Then, we have
|w(g)| < |w(f)|.
Proof. It suffices to show that degxi g < pi and degxj g ≤ pj, where j 6=
i. Suppose to the contrary that degxi g ≥ pi. Then, the monomial x
pi+s
i x
t
j
appears in g for some s, t ≥ 0. Since pl > 0 for l = 1, 2 by assumption, we
have
pipj ≤ (pi + s)pj + tpi = degw(f) x
pi+s
i x
t
j ≤ degw(f) g ≤ degw(f) f.
On the other hand, we know that degw(f) f = pipj by the condition (a)
before Proposition 1.3. Hence, it follows that s = t = 0 and degw(f) x
pi
i =
degw(f) g. Thus, x
pi
i appears in g
w(f). Therefore, we get degxi g
w(f) ≥ pi =
degxi f , a contradiction. This proves that degxi g < pi. Next, suppose to
the contrary that degxj g > pj. Then, the monomial x
s
ix
pj+t
j appears in g
for some s ≥ 0 and t ≥ 1. Hence, we have
degw(f) g ≥ degw(f) x
s
ix
pj+t
j = spj + (pj + t)pi > pipj = degw(f) f,
a contradiction. Therefore, we get degxj g ≤ pj. 
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We say that τ ∈ Aut(R[x]/R) isw-homogeneous if τ(xi) isw-homogeneous
and degw τ(xi) = wi for each i. If this is the case, then τ(R[x]γ) is con-
tained in R[x]γ for each γ ∈ Γ. Hence, we have degw τ(h) = degw h and
τ(h)w = τ(hw) for each h ∈ R[x].
Lemma 2.3. Let f be as above, and assume that τ ∈ Aut(R[x]/R) is w(f)-
homogeneous. If degxi τ(f
w(f)) < degxi f
w(f) for some i ∈ {1, 2}, then we
have |w(τ(f))| < |w(f)|.
Proof. Since τ isw(f)-homogeneous, we have degw(f) τ(f) = degw(f) f
and τ(f)w(f) = τ(fw(f)). Since degxi τ(f
w(f)) < degxi f
w(f) by assumption,
it follows that degxi τ(f)
w(f) < degxi f
w(f) ≤ degxi f . Therefore, we get
|w(τ(f))| < |w(f)| by applying Lemma 2.2 with g = τ(f). 
Now, let us prove Proposition 2.1. First, we prove that (1) implies the
three statements of (2) by contradiction. Suppose that p1 = p2 and bs
belongs to V (R) for some s. Then, we have q1 = q2 = 1. Since bs belongs
to V (R), there exists (ai,j)i,j ∈ GL(2, R) such that bs = a1,1/a2,1. Define
τ ∈ Aff(R,x) by τ(xi) = ai,1x1 + ai,2x2 for i = 1, 2. Then, τ is w(f)-
homogeneous, and satisfies degx1 τ(x1 − bix2) ≤ 1 for i = 1, . . . ,m. By the
choice of (ai,j)i,j , we have
τ(x1 − bsx2) = a1,1x1 + a1,2x2 − bs(a2,1x1 + a2,2x2) = (a1,2 − bsa2,2)x2.
Hence, we know that
degx1 τ(f
w(f)) = degx1 a
m∏
i=1
τ(x1 − bix2) < m = degx1 f
w(f).
Thus, we conclude that |w(τ(f))| < |w(f)| by Lemma 2.3. Since τ is affine,
this contradicts that f is tamely reduced over R. Therefore, (1) implies (i)
of (2).
Next, suppose that p1 < p2, p1 divides p2, and bs belongs to R for some
s. Then, we have q1 = 1 and q2 = p2/p1. Since bs is an element of R,
we may define τ ∈ Aut(R[x]/R[x2]) by τ(x1) = x1 + bsx
q2
2 . Then, τ is
w(f)-homogeneous, and
τ(fw(f)) = a
m∏
i=1
τ(x1 − bix
q2
2 ) = a
m∏
i=1
(
x1 + (bs − bi)x
q2
2
)
.
From this, we know that degx2 τ(f
w(f)) < mq2 = degx2 f
w(f). Thus, we
conclude that |w(τ(f))| < |w(f)| by Lemma 2.3. Since τ is elementary, this
contradicts that f is tamely reduced over R. Therefore, (1) implies (ii) of
(2). We can check that (1) implies (iii) of (2) similarly.
Next, we prove that (2) implies (3). Take any totally ordered additive
group Γ, w ∈ Γ2 with w1 > 0 or w2 > 0, and any τ ∈ T(R,x). Then, we may
regard τ as an element of Aut(K[x]/K). Hence, we may use Proposition 1.3
for w and τ by taking κ = K, since w1 > 0 or w2 > 0 by assumption. Thus,
it suffices to check that (τ(x1)
w)q1 6= bi(τ(x2)
w)q2 for i = 1, . . . ,m. Suppose
to the contrary that
(2.1) (τ(x1)
w)q1 = bs(τ(x2)
w)q2
32 2. TAMELY REDUCED COORDINATES
for some s. Then, τ(x1)
w and τ(x2)
w are algebraically dependent over
K. Hence, we have degw τ > |w| by Lemma 1.1. Since τ belongs to
T(R,x) = Aff(R,x)+, and w1 > 0 or w2 > 0 by assumption, it follows
from Theorem 2.1 that τ admits an affine reduction or elementary reduction
for the weight w.
First, assume that τ admits an affine reduction. Since w1 > 0 or w2 > 0,
we have degw τ(xi) > 0 for some i ∈ {1, 2} by (1.6), and hence for any
i ∈ {1, 2} by (2.1). On account of Lemma 3.2 (i) with φ = τ , we know
that τ(x1)
w = cτ(x2)
w for some c ∈ V (R). Then, we have cq1(τ(x2)
w)q1 =
bs(τ(x2)
w)q2 in view of (2.1). Since degw τ(x2) > 0, it follows that q1 = q2.
This implies that q1 = q2 = 1. Hence, we get c = bs. Thus, bs belongs to
V (R). On the other hand, we have p1 = p1 since q1 = q2. This contradicts
(i) of (2).
Next, assume that τ admits an elementary reduction. Then, by Lemma 3.2 (ii)
with φ = τ , we know that τ(xi)
w = c(τ(xj)
w)t for some i, j ∈ {1, 2} with
i 6= j, c ∈ R \ {0} and t ≥ 1. Note that c and c−1 belong to V (R). Hence,
we can get a contradiction as in the previous case when t = 1. Assume
that t ≥ 2. If (i, j) = (1, 2), then we have cq1(τ(x2)
w)tq1 = bs(τ(x2)
w)q2 .
Since degw τ(x2) > 0, this gives that tq1 = q2. Hence, we get q1 = 1,
q2 = t ≥ 2 and bs = c. Thus, we know that p1 < p2, p1 divides p2, and
bs belongs to R. This contradicts (ii) of (2). If (i, j) = (2, 1), then we
have (τ(x1)
w)q1 = bsc
q2(τ(x1)
w)tq2 . Since degw τ(x1) > 0, this gives that
q1 = tq2. Hence, we get q2 = 1, q1 = t ≥ 2 and b
−1
s = c. Thus, we know that
p1 > p2, p2 divides p1, and b
−1
s belongs to R. This contradicts (iii) of (2).
Therefore, (τ(x1)
w)q1 6= bi(τ(x2)
w)q2 holds for i = 1, . . . ,m. This proves
that (2) implies (3).
Finally, we prove that (3) implies (1). Without loss of generality, we
may assume that p1 ≤ p2 by interchanging x1 and x2 if necessary. Take any
τ ∈ T(R,x). Then, we have
degxj τ(f) = max{pi degxj τ(xi) | i = 1, 2}(2.2)
for j = 1, 2 by applying (3) with Γ = Z and w = ej. First, take s ∈ {1, 2}
such that degxs τ(x2) ≥ 1. Then, we obtain degxs τ(f) ≥ p2 from (2.2) with
j = s. Next, take l ∈ {1, 2} such that degxt τ(xl) ≥ 1 for t ∈ {1, 2} with
t 6= s. Then, we get degxt τ(f) ≥ pl by (2.2) with j = t. Since p1 ≤ p2 by
assumption, it follows that degxt τ(f) ≥ p1. Hence, we have
|w(τ(f))| = degxs τ(f) + degxt τ(f) ≥ p2 + p1 = |w(f)|.
Thus, f is tamely reduced over R. Therefore, (3) implies (1). This completes
the proof of Proposition 2.1.
For f ∈ R[x] \R, we consider the subgroup
H(f) := Aut(R[x]/R[f ]) ∩ T(R,x)
of Aut(R[x]/R). It is worthwhile to mention that, if R = k[x3], then we
have
(2.3) H(f) = Aut(k[x1, x2, x3]/k[x3, f ]) ∩T(k, {x1, x2, x3})
by virtue of Theorem 1. Here, we recall that k is an arbitrary field of
characteristic zero throughout this monograph.
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By means of Proposition 2.1, we obtain the following theorem.
Theorem 2.4. Assume that f ∈ R[x] satisfies degxi f > 0 for i = 1, 2 and
the equivalent conditions (a) and (b) before Proposition 1.3. If f is tamely
reduced over R, then the following assertions hold:
(i) If degx1 f = degx2 f , then H(f) is contained in Aff(R,x).
(ii) If degxi f > degxj f for i, j ∈ {1, 2} with i 6= j, then H(f) is contained
in J(R;xi, xj).
Proof. Since f satisfies the assumption of Proposition 2.1, and is tamely
reduced over R, we know that f satisfies the equivalent conditions of Propo-
sition 2.1. In particular, (2.2) holds for every τ ∈ T(R,x) due to (3).
Now, take any τ ∈ H(f). Then, τ belongs to T(R,x) by definition.
Hence, τ satisfies (2.2). Since τ(f) = f , it follows that
degxj f = max{(degxi f) degxj τ(xi) | i = 1, 2}(2.4)
for j = 1, 2.
(i) Since degx1 f = degx2 f , we get max{degxj τ(xi) | i = 1, 2} = 1 for
j = 1, 2 by (2.4). Put wi = w(τ(xi)) for i = 1, 2. Then, it follows that
|wi| = 1 or wi = (1, 1). If |wi| = 1, then τ(xi) is a linear polynomial. The
same holds when wi = (1, 1) in view of Proposition 1.3. Thus, τ belongs to
Aff(R,x). Therefore, H(f) is contained in Aff(R,x).
(ii) Since degxi f > degxj f , we have degxi f > 0, and
degxi f > degxj f ≥ (degxi f) degxj τ(xi)
by (2.4). Hence, we get degxj τ(xi) < 1, and so τ(xi) belongs to R[xi]. Thus,
τ belongs to J(R;xi, xj). Therefore, H(f) is contained in J(R;xi, xj). 
Now, let S be an over domain of R. In the rest of this section, we consider
the case where f ∈ R[x] is a coordinate of S[x] over S. Assume that |w(f)| >
1. Then, f satisfies degxi f > 0 for i = 1, 2 and the equivalent conditions
(a) and (b) before Proposition 1.3. Hence, f satisfies the assumption of
Proposition 2.1. Let L be the field of fractions of S. Then, we may regard
f as a coordinate of L[x] over L. Hence, there exist i, j ∈ {1, 2} with i 6= j,
a, b ∈ L× and l,m ∈ N such that
degxi f = m, degxj f = lm and f
w(f) = a(xi − bx
l
j)
m
by Proposition 1.2 with κ = L.
With this notation, the following proposition follows from Proposition 2.1.
Proposition 2.5. Let f ∈ R[x] be a coordinate of S[x] over S such that
|w(f)| > 1. Then, the following assertions hold:
(i) Assume that degx1 f = degx2 f , i.e., l = 1. Then, f is tamely reduced
over R if and only if b does not belong to V (R).
(ii) Assume that degxi f < degxj f , i.e., l ≥ 2. Then, f is tamely reduced
over R if and only if b does not belong to R.
In fact, we obtain (i) and (ii) from the equivalence between (1) and (2)
of Proposition 2.1, since degxi f = m divides degxj f = lm in the case of
(ii).
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Corollary 2.6. Assume that V (R) = L×. Let f ∈ R[x] be a coordinate of
S[x] over S. If f is tamely reduced over R, then we have degx1 f 6= degx2 f .
Proof. Suppose to the contrary that degx1 f = degx2 f . Then, we have
|w(f)| > 1, since f is not a constant. Hence, fw(f) is written as above.
Since b is an element of L×, and L× = V (R) by assumption, it follows that
b belongs to V (R). Thus, f is not tamely reduce over R by Proposition 2.5
(i). This is a contradiction. Therefore, we get degx1 f 6= degx2 f . 
Theorem 2.4 immediately implies the following theorem. This theorem
plays a crucial role in Chapters 3 and 4.
Theorem 2.7. Let f ∈ R[x] be a coordinate of S[x] over S with |w(f)| > 1.
If f is tamely reduced over R, then the following assertions hold:
(i) If degx1 f = degx2 f , then H(f) is contained in Aff(R,x).
(ii) If degxi f > degxj f for i, j ∈ {1, 2} with i 6= j, then H(f) is contained
in J(R;xi, xj).
CHAPTER 3
Triangularizability and tameness
1. Triangularizability
Throughout this chapter, we assume that R is a Q-domain, and K is
the field of fractions of R. We study tameness and wildness of expD for
D ∈ LNDRR[x] using the theory developed in the previous chapter.
The following theorem is a key result in this section. This theorem gives
a solution to Problem 5 for n = 2.
Theorem 1.1. Assume that n = 2. Let D ∈ LNDRR[x] be such that expD
belongs to T(R,x). Then, there exists τ ∈ T(R,x) such that τ−1 ◦D ◦ τ is
triangular or affine. If V (R) = K×, then there exists τ ∈ T(R,x) such that
τ−1 ◦D ◦ τ is triangular.
Here, we recall that D ∈ LNDRR[x] is said to be affine if degD(xi) ≤ 1
for i = 1, . . . , n.
In view of the remark after Problem 5, Theorem 1.1 implies the following
theorem. From this theorem, we know that the answer to Question 1 is
affirmative when n = 2.
Theorem 1.2. Assume that n = 2. Let D be an element of LNDRR[x]. If
exp fD belongs to T(R,x) for some f ∈ kerD \ {0}, then expD belongs to
T(R,x).
With the aid of Theorem 1, we get the following theorem from Theo-
rems 1.1 and 1.2. This theorem gives partial answers to Question 1 and
Problem 5.
Theorem 1.3. Assume that n = 3. Let D be an element of LNDk k[x]
which kills a tame coordinate of k[x] over k. Then, the following assertions
hold:
(i) expD belongs to T(k,x) if and only if τ−1 ◦D ◦ τ is triangular for some
τ ∈ T(k,x).
(ii) If exp fD belongs to T(k,x) for some f ∈ kerD\{0}, then expD belongs
to T(k,x).
Proof. By assumption, there exists a tame coordinate g of k[x] over
k such that D(g) = 0. Take σ ∈ T(k,x) such that σ(x1) = g, and put
D′ = σ−1 ◦ D ◦ σ. Then, we have D′(x1) = 0. Hence, D
′ belongs to
LNDk[x1] k[x], and expD
′ belongs to Aut(k[x]/k[x1]).
(i) The “if” part is clear. We prove the “only if” part. Assume that expD
belongs to T(k,x). Then, expD′ belongs to T(k,x). Since expD′ belongs
to Aut(k[x]/k[x1]), it follows that expD
′ belongs to T(k[x1], {x2, x3}) on
account of Theorem 1. Since k[x1] is a PID, we have V (k[x1]) = k(x1)
×.
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Regard D′ as a derivation of the polynomial ring in the two variables x2 and
x3 over k[x1]. Then, it follows from the last part of Theorem 1.1 that
D′′ := τ−1 ◦D′ ◦ τ = (σ ◦ τ)−1 ◦D ◦ (σ ◦ τ)
is triangular for some τ ∈ T(k[x1], {x2, x3}), i.e., D
′′(x1) = 0, D
′′(x2) be-
longs to k[x1], and D
′′(x3) belongs to k[x1, x2]. This implies that D
′′ is
a triangular derivation of k[x] over k. Clearly, σ ◦ τ belongs to T(k,x).
Therefore, the “only if” part is true.
(ii) Since exp fD belongs to T(k,x) by assumption, and σ is an element
of T(R,x), we see that
expσ−1(f)D′ = σ−1 ◦ (exp fD) ◦ σ
belongs to T(k,x). We may regard σ−1(f)D′ as an element of LNDk[x1] k[x].
Hence, expσ−1(f)D′ belongs to Aut(k[x]/k[x1]). Thanks to Theorem 1, it
follows that expσ−1(f)D′ belongs to T(k[x1], {x2, x3}). Thus, we know that
expD′ belongs to T(k[x1], {x2, x3}) by virtue of Theorem 1.2. This implies
that expD′ belongs to T(k,x). Therefore, expD belongs to T(k,x). 
Now, we prove Theorem 1.1. The following is a key proposition.
Proposition 1.4. Assume that n = 2. Let f ∈ R[x] be a coordinate of
S[x] over S for some over domain S of R, and D ∈ LNDRR[x] such that
D(f) = 0 and expD belongs to T(R,x). If f is tamely reduced over R, then
the following assertions hold:
(i) If degx1 f > degx2 f , then D is triangular.
(ii) If degx1 f = degx2 f , then D is affine.
Let f and D be as in Proposition 1.4. Then, we have (expD)(f) = f ,
since D(f) = 0 by assumption. Hence, expD belongs to H(f) due to the
assumption that expD belongs to T(R,x). Since f is tamely reduced over
R, we know by Theorem 2.7 that H(f) is contained in J(R;x1, x2) in the
case of (i), and in Aff(R,x) in the case of (ii). Thus, expD belongs to
J(R;x1, x2) in the case of (i), and to Aff(R,x) in the case of (ii). Therefore,
Proposition 1.4 is proved by the following lemma.
Lemma 1.5. For each D ∈ LNDRR[x], the following assertions hold, where
n ∈ N may be arbitrary.
(i) If expD belongs to J(R;x1, . . . , xn), then D is triangular.
(ii) If expD belongs to Aff(R,x), then D is affine.
Proof. Consider the power series
p(z) = exp z − 1 =
∞∑
i=1
zi
i!
,
where z is a variable. Since z = log
(
(exp z − 1) + 1
)
, we get the identity
(1.1) z =
∞∑
i=1
(−1)i+1
p(z)i
i
in the formal power series ring Q[[z]], where the right-hand side of (1.1)
makes sense because p(z) is an element of zQ[[z]]. Now, let EndRR[x] be
the ring of the R-linear endomorphisms of R[x], Q[D] the Q-subalgebra of
2. NAGATA TYPE WILD AUTOMORPHISMS 37
EndRR[x] generated by D, and Q[[D]] the completion of Q[D] by the max-
imal ideal of Q[D] generated by D. Then, Q[[D]] is contained in EndRR[x]
by the assumption that D is locally nilpotent. Since p(D) is a multiple of
D, we see that p(D) is locally nilpotent, i.e., for each f ∈ R[x], there exists
l ∈ N such that p(D)l(f) = 0.
(i) Since expD belongs to J(R;x1, . . . , xn) by assumption, we may write
(expD)(xi) = aixi + gi
for i = 1, . . . , n, where ai ∈ R
× and gi ∈ R[x1, . . . , xi−1]. Then, it is easy to
check that (expD)j(xi) has the form a
j
ixi+gi,j for some gi,j ∈ R[x1, . . . , xi−1]
for each j ≥ 0 by induction on j. Hence, we get
p(D)l(xi) = (expD − idR[x])
l(xi)
=
l∑
j=0
(−1)l−j
(
l
j
)
(expD)j(xi) =
l∑
j=0
(−1)l−j
(
l
j
)
ajixi + hi,l = (ai − 1)
lxi + hi,l
for each l ∈ N, where hi,l ∈ R[x1, . . . , xi−1]. Since p(D) is locally nilpo-
tent, it follows that ai = 1 for each i. Hence, p(D)
l(xi) = hi,l belongs to
R[x1, . . . , xi−1]. In view of (1.1) with z replaced by D, we know that D(xi)
belongs to R[x1, . . . , xi−1] for each i. Therefore, D is triangular.
(ii) Since expD is affine by assumption, p(D)(xi) = (expD)(xi)−xi has
total degree at most one for i = 1, . . . , n. Hence, we have deg p(D)l(xi) ≤ 1
for each l ∈ N. In view of (1.1) with z replaced by D, we get degD(xi) ≤ 1
for each i. Therefore, D is affine. 
We mention that the method used in the proof of this lemma is simi-
lar to that used in van den Essen [6, Proposition 2.1.3] and Nowicki [23,
Proposition 6.1.4 (6)].
Now, let us complete the proof of Theorem 1.1. If D = 0, then the
theorem is clear. Assume that D 6= 0. Let D˜ be the natural extension of D
to an element of LNDK K[x]. Since R is a Q-domain, K is of characteristic
zero. Hence, there exists a coordinate f of K[x] over K such that ker D˜ =
K[f ] by Theorem 2. Multiplying by an element of K×, we may assume that
f belongs to R[x]. Take τ ∈ T(R,x) such that |w(τ(f))| is minimal. Then,
f ′ := τ(f) remains a coordinate of K[x] over K, and is tamely reduced over
R. Without loss of generality, we may assume that degx1 f
′ ≥ degx2 f
′ by
changing τ if necessary. Put D′ := τ ◦D ◦ τ−1. Then, D′ kills f ′. Therefore,
by applying Proposition 1.4 with S = K, we know that D′ is triangular if
degx1 f
′ > degx2 f
′, and affine if degx1 f
′ = degx2 f
′. This proves the first
part of Theorem 1.1.
To prove the last part, assume that V (R) = K×. Then, we have
degx1 f
′ 6= degx2 f
′ thanks to Lemma 2.6, because f ′ is tamely reduced
over R. Since degx1 f
′ ≥ degx2 f
′ by assumption, it follows that degx1 f
′ >
degx2 f
′. Therefore, D′ is triangular by Proposition 1.4 (i), proving the last
part. This completes the proof of Theorem 1.1.
2. Nagata type wild automorphisms
In this section, we study Problem 2. First, assume that n = 2, and
let D be a triangular derivation of R[x] over R. We consider when exp fD
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belongs to T(R,x) for f ∈ kerD. If f belongs to R, then fD is triangular.
Hence, exp fD belongs to T(R,x). If D(xi) = 0 for some i ∈ {1, 2}, then
exp fD belongs to Aut(R[x]/R[xi]), and hence belongs to T(R,x) for any
f ∈ kerD.
Assume that f does not belong to R, and D(xi) 6= 0 for i = 1, 2. Write
(2.1) D(x1) = a and D(x2) =
l∑
i=0
bix
i
1,
where l ∈ Z≥0, and a, b0, . . . , bl ∈ R with a 6= 0 and bl 6= 0. Then,
(2.2) h := ax2 −
l∑
i=0
bi
i+ 1
xi+11
is a coordinate of K[x] over K such that D(h) = 0. By the following
theorem, it follows that kerD is contained in K[h].
Theorem 2.1 (Rentschler). Assume that n = 2. If D(f) = 0 holds for D ∈
LNDk k[x]\{0} and a coordinate f of k[x] over k, then we have kerD = k[f ].
We remark that this theorem is a consequence of Theorem 2. Indeed,
we have kerD = k[g] for some coordinate g of k[x] over k by Theorem 2.
Hence, if f is a coordinate of k[x] over k belonging to kerD, then f is a
linear polynomial in g over k. Therefore, we get k[f ] = k[g] = kerD.
Since f is an element of kerD, it follows that f belongs to K[h]. We
denote by degh f the degree of f as a polynomial in h over K. Then, it
holds that degh f = degx2 f , since degx2 h = 1.
We define
(2.3) I = {i ∈ {0, . . . , l} | bi 6∈ aR}.
Then, we have the following theorem. This theorem gives a complete solu-
tion to Problem 2 in the case of n = 2.
Theorem 2.2. Let D be as above, and f an element of kerD \ R. Then,
exp fD belongs to T(R,x) if and only if one of the following conditions
holds:
(1) I = ∅. (2) I = {0}, and b0/a belongs to V (R) or degx2 f = 1.
In particular, if V (R) = K×, then exp fD belongs to T(R,x) if and only if
bi belongs to aR for i = 1, . . . , l.
Proof. Define τ ∈ Aut(R[x]/R[x1]) by
(2.4) τ(x2) = x2 +
∑
i∈I′
bi
(i+ 1)a
xi+11 ,
where I ′ := {0, . . . , l} \ I. Then, we have
(2.5) h0 := τ(h) = ax2 −
∑
i∈I
bi
(i+ 1)
xi+11 .
Put D0 = τ ◦D ◦ τ
−1 and f0 = τ(f). Then, φ := exp fD is tame if and only
if φ0 := exp f0D0 = τ ◦ φ ◦ τ
−1 is tame. Note that D0(h0) = τ(D(h)) = 0
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and D0(x1) = τ(D(τ
−1(x1))) = τ(D(x1)) = a. Hence, we have φ0(h0) = h0
and
(2.6) φ0(x1) = (exp f0D0)(x1) = x1 + f0D0(x1) = x1 + af0.
Now, assume that I 6= ∅ and I 6= {0}, i.e., t := max I ≥ 1. Then, we
prove that φ is wild. Suppose to the contrary that φ is tame. Then, φ0 is
tame. Since φ0(h0) = h0, it follows that φ0 belongs to H(h0). From (2.5),
we see that degx1 h0 = t+ 1 > 1 = degx2 h0, and
(2.7) h
w(h0)
0 = a(x2 − bx
t+1
1 ), where b :=
bt
(t+ 1)a
.
Since t is an element of I, we know that bt does not belong to aR, and so b
does not belong to R. Hence, h0 is tamely reduced over R by Proposition 2.5
(ii). By Theorem 2.7 (ii), it follows that H(h0) is contained in J(R;x1, x2).
Thus, φ0 belongs to J(R;x1, x2). Because of (2.6), this implies that af0
belongs to R[x1]. Since D0(f0) = 0 and D0(x1) = a 6= 0, we conclude that
f0 belongs to R. Thus, f belongs to R, a contradiction. Therefore, φ is wild
if I 6= ∅ and I 6= {0}.
Next, assume that I = ∅. Then, we have h0 = ax2. Since φ0(h0) = h0,
it follows that φ0 belongs to Aut(R[x]/R[x2]). Hence, φ0 is elementary.
Therefore, φ is tame.
Finally, assume that I = {0}. Then, we have h0 = ax2−b0x1 with b0 6= 0.
Hence, the total degree of f0 is equal to degh0 f0 = degh f = degx2 f . Since
h0 = φ0(h0), we have
ax2 − b0x1 = h0 = φ0(h0) = φ0(ax2 − b0x1) = aφ0(x2)− b0(x1 + af0)
in view of (2.6). This gives that φ0(x2) = x2 + b0f0. We prove that φ is
tame if and only if degx2 f = 1 or b0/a belongs to V (R). First, assume
that degx2 f = 1. Then, we have deg f0 = 1 as mentioned. Hence, we
get deg φ0(xi) = 1 for i = 1, 2. Thus, φ0 is affine. Therefore, φ is tame.
Next, assume that b0/a belongs to V (R). Then, there exists σ ∈ Aff(R,x)
such that σ(h0) = cx2 for some c ∈ R \ {0}. Put φ1 = σ ◦ φ0 ◦ σ
−1.
Then, we have φ1(cx2) = σ(φ0(h0)) = σ(h0) = cx2. Hence, φ1 belongs to
Aut(R[x]/R[x2]). Thus, φ1 is elementary. Therefore, φ is tame. Finally,
assume that degx2 f 6= 1 and b0/a does not belong to V (R). Then, we have
degx2 f ≥ 2, since f is not an element of R by assumption. Hence, we get
deg f0 ≥ 2, and so φ0 is not affine in view of (2.6). Since b0/a does not belong
to V (R), we know by Proposition 2.5 (i) that h0 = ax2 − b0x1 is tamely
reduced over R. Hence, H(h0) is contained in Aff(R,x) by Theorem 2.7 (i).
Thus, φ0 does not belong to H(h0). Since φ0(h0) = h0, this implies that φ0
is wild. Therefore, φ is wild. This proves that φ is tame if and only if (1)
or (2) holds.
To prove the last part, assume that V (R) = K×. Then, we claim that
(2) is equivalent to I = {0}. In fact, if I = {0}, then we have b0 6= 0, and
hence b0/a always belongs to K
× = V (R). Therefore, the first part of the
theorem implies that φ is tame if and only if I = ∅ or I = {0}. By the
definition of I, this condition is equivalent to the condition that bi belongs
to aR for i = 1, . . . , l. 
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Next, assume that n = 3, and let D be a triangular derivation of k[x]
over k. We consider when exp fD belongs to T(k,x) for f ∈ kerD \ k.
(i) Assume that D(x1) = 0 and f belongs to k[x1]. Then, fD is trian-
gular. Hence, exp fD belongs to T(k,x).
(ii) Assume that D(xi) = D(xj) = 0 for some 1 ≤ i < j ≤ 3. Then,
exp fD belongs to Aut(k[x]/k[xi, xj ]). Therefore, exp fD belongs to T(k,x).
(iii) Assume that D(x1) 6= 0. Then, D(x1) belongs to k
× by the tri-
angularity of D. Hence, s := x1/D(x1) is an element of k[x1]. Define
τ ∈ J(k[x1];x2, x3) by
τ(xi) =
∑
l≥0
Dl(xi)
l!
(−s)l
for i = 2, 3. Then, we have D(τ(xi)) = 0 for i = 2, 3. In fact, since D(s) = 1,
it follows that
D
(
Dl(xi)
l!
(−s)l
)
= gl+1 − gl for each l ≥ 0, where gl := l
Dl(xi)
l!
(−s)l−1.
Hence, we know that D0 := τ
−1 ◦ fD ◦ τ kills xi for i = 2, 3. Thus, expD0
belongs to Aut(k[x]/k[x2, x3]). Therefore, exp fD belongs to T(k,x).
In the rest of the case, tameness of exp fD is determined by the following
theorem.
Theorem 2.3. Assume that n = 3. Let D be a triangular derivation of k[x]
over k such that D(x1) = 0 and D(xi) 6= 0 for i = 2, 3, and f an element
of kerD \ k[x1]. Then, exp fD belongs to T(k,x) if and only if ∂D(x3)/∂x2
belongs to D(x2)k[x1, x2].
By the triangularity of D, we may regard D(x3) as a polynomial in x2
over k[x1]. Then, ∂D(x3)/∂x2 belongs to D(x2)k[x1, x2] if and only if the
coefficient of xi2 in D(x3) belongs to D(x2)k[x1] for each i ≥ 1.
Theorem 2.3 is derived from Theorem 2.2 with the aid of Theorem 1 as
follows. Let R = k[x1], yi = xi+1 for i = 1, 2 and y = {y1, y2}. Then, we
may regard D as a triangular derivation of R[y] over R. By assumption,
f does not belong to R = k[x1], and D(yi) = D(xi+1) 6= 0 for i = 1, 2.
Hence, D fulfills the assumption of Theorem 2.2. Since k[x1] is a PID, we
have V (k[x1]) = k(x1)
×. Thus, we know by the last part of Theorem 2.2
that φ := exp fD belongs to T(R,y) if and only if the coefficient of yi1 =
xi2 in D(y2) = D(x3) belongs to D(y1)R = D(x2)k[x1] for each i ≥ 1.
This condition is equivalent to the condition that ∂D(x3)/∂x2 belongs to
D(x2)k[x1, x2] as remarked. Thanks to Theorem 1, φ belongs to T(R,y) =
T(k[x1], {x2, x3}) if and only if φ belongs to T(k,x), since φ is an element of
Aut(K[x]/k[x1]). Therefore, φ belongs to T(k,x) if and only if ∂D(x3)/∂x2
belongs to D(x2)k[x1, x2]. This proves Theorem 2.3.
As an application of Theorem 2.3, we describe all the wild automor-
phisms of k[x] over k of the form exp fD for some triangular derivation D
of k[x] over k and f ∈ kerD. Let Λ be the set of (g, h) ∈ (k[x1] \ {0}) ×
(x2k[x1, x2] \ {0}) as follows:
(i) g and h have no common factor;
(ii) g is a monic polynomial in x1;
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(iii) ∂2h/∂x22 does not belong to gk[x1, x2].
Here, by “no common factor”, we mean “no non-constant common factor”.
For each (g, h) ∈ Λ, we define a triangular derivation Tg,h of k[x] over k by
(2.8) Tg,h(x1) = 0, Tg,h(x2) = g, Tg,h(x3) = −
∂h
∂x2
.
Then, we have
Tg,h(gx3 + h) = gTg,h(x3) +
∂h
∂x2
Tg,h(x2) = 0.
Hence, k[x1, gx3 + h] is contained in kerTg,h. Take any f ∈ k[x1, gx3 + h] \
k[x1]. Then, it follows from Theorem 2.3 that
Φfg,h := exp fTg,h
does not belong to T(k,x), since ∂Tg,h(x3)/∂x2 = −∂
2h/∂x22 does not belong
to Tg,h(x2)k[x1, x2] = gk[x1, x2] by (iii).
Proposition 2.4. Assume that n = 3. Let D be a triangular derivation
of k[x] over k and f ∈ kerD such that exp fD does not belong to T(k,x).
Then, there exist unique (g, h) ∈ Λ and f0 ∈ k[x1, gx3 + h] \ k[x1] such that
fD = f0Tg,h.
Proof. First, we prove the existence of g, h and f0. Due to Theorem 2.3
and the discussion before this theorem, we know that D(x1) = 0, f does
not belong to k[x1], and ∂D(x3)/∂x2 does not belong to D(x2)k[x1, x2].
Moreover, D(x2) and D(x3) are nonzero elements of k[x1] and k[x1, x2],
respectively. Hence, we can construct h1 ∈ x2k[x1, x2] such that ∂h1/∂x2 =
−D(x3) by integrating −D(x3) in x2. Take the highest degree polynomial
f1 ∈ k[x1] \ {0} such that f1 divides both D(x2) and h1, and that g :=
D(x2)/f1 is a monic polynomial. Then, h := h1/f1 belongs to x2k[x1, x2],
and g and h have no common factor by the maximality of degx1 f1. By the
definition of h, f1 and h1, we have
f1
∂2h
∂x22
=
∂2(f1h)
∂x22
=
∂2h1
∂x22
= −
∂D(x3)
∂x2
.
Since this polynomial does not belong to D(x2)k[x1, x2] = f1gk[x1, x2], it
follows that ∂2h/∂x22 does not belong to gk[x1, x2]. Thus, (g, h) belongs to
Λ. Moreover, we have D = f1Tg,h, since
D(x1) = 0, D(x2) = f1g and D(x3) = −
∂h1
∂x2
= −f1
∂h
∂x2
.
Set f0 = ff1. Then, we get fD = f0Tg,h. Furthermore, f0 belongs to
kerD \ k[x1], since f and f1 belong to k[x1] \ {0} and kerD \ k[x1], respec-
tively. Because kerD = ker Tg,h, it remains only to show that ker Tg,h =
k[x1, gx3 + h]. We prove this by means of the “kernel criterion” (cf. [9,
Proposition 5.12]). Since gx3 + h is a coordinate of k(x1)[x2, x3] over k(x1)
such that Tg,h(gx3+h) = 0, we know by Theorem 2.1 that the kernel of the
extension of Tg,h to k(x1)[x2, x3] is generated by gx3+ h over k(x1). Hence,
ker Tg,h is contained in k(x1, gx3+h). Since g and h have no common factor,
and are elements of k[x1] \ {0} and x2k[x1, x2] \ {0}, respectively, it follows
that g and ∂h/∂x2 have no common factor. Hence, Tg,h(x2) and Tg,h(x3)
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have no common factor. This implies that Tg,h is irreducible, i.e., Tg,h(k[x])
is contained in no proper principal ideal of k[x]. In this situation, we may
conclude that ker Tg,h = k[x1, gx3 + h] by virtue of the “kernel criterion”.
Therefore, f0 belongs to k[x1, gx3 + h] \ k[x1]. This proves the existence of
g, h and f0.
To prove the uniqueness, assume that f1Tg1,h1 = f2Tg2,h2 for some
(gi, hi) ∈ Λ and fi ∈ k[x1, gix3 + hi] \ k[x1] for i = 1, 2. Then, we have
f1g1 = f2g2 and f1
∂h1
∂x2
= f2
∂h2
∂x2
.
Since g1 and g2 are elements of k[x1], and f1 and f2 are nonzero, this gives
that
∂g1h2
∂x2
= g1
∂h2
∂x2
= (g1f
−1
2 )f2
∂h2
∂x2
= (g2f
−1
1 )f1
∂h1
∂x2
= g2
∂h1
∂x2
=
∂g2h1
∂x2
.
Because g1h2 and g2h1 belong to x2k[x1, x2], it follows that g1h2 = g2h1.
Since gi and hi have no common factor for i = 1, 2, we may write g1 = cg2
and h1 = ch2, where c ∈ k
×. Then, we have c = 1 by the assumption that
g1 and g2 are monic polynomials. Thus, we get g1 = g2 and h1 = h2, and
therefore f1 = f2g2/g1 = f2. This proves the uniqueness of g, h and f0. 
3. Affine locally nilpotent derivations
Similarly to Problem 2, we can consider the following problem.
Problem 9. Assume that D ∈ LNDRR[x] is affine. When does exp fD
belong to T(R,x) for f ∈ kerD \R?
We remark that this problem is reduced to Problem 2 when n = 2
and V (R) = K×. Indeed, if D ∈ LNDRR[x] is affine, then expD belongs
to T(R,x). Hence, D is tamely triangularizable due to the last part of
Theorem 1.1.
The following is the main result of this section.
Theorem 3.1. Assume that n = 2, and that D ∈ LNDRR[x] is affine, and
ψ−1 ◦D ◦ ψ is not triangular for any ψ ∈ Aff(R,x). Then, exp fD belongs
to T(R,x) if and only if f belongs to R for f ∈ kerD.
The following is a key lemma.
Lemma 3.2. Let D be as in Theorem 3.1. Then, the following assertions
hold:
(i) We have degxi D(xj) = 1 for every i, j ∈ {1, 2}.
(ii) There exists h ∈ R[x] satisfying the following conditions:
(1) D(h) = 0.
(2) 1 ≤ degx1 h = degx2 h ≤ 2.
(3) h is a coordinate of K[x] over K.
(4) h is tamely reduced over R.
By assuming this lemma, we can prove Theorem 3.1 as follows. The
“if” part of the theorem is clear. We prove the “only if” part. Assume that
φ := exp fD belongs to T(R,x) for some f ∈ kerD. Take h ∈ R[x] as in
Lemma 3.2 (ii). Then, we have φ(h) = h by (1). Hence, φ belongs to H(h),
since φ belongs to T(R,x) by assumption. Because h satisfies (2), (3) and
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(4), we know by Theorem 2.7 (i) that H(h) is contained in Aff(R,x). Thus,
φ belongs to Aff(R,x). By Lemma 1.5 (ii), it follows that fD is affine. By
Lemma 3.2 (i), this implies that f belongs to R. Therefore, the “only if”
part of Theorem 3.1 follows from Lemma 3.2.
Let us prove Lemma 3.2. Write
(D(x1),D(x2)) = (x1, x2)A+ (b1, b2),
where A ∈M(2, R) and b1, b2 ∈ R. Then, A is a nilpotent matrix. Since D
is not triangular, we have A 6= O. Hence, we know from linear algebra that
P−1AP =
(
0 1
0 0
)
for some P ∈ GL(2,K). From this, we see that A has the form
A = t
(
α1α2 −α
2
1
α22 −α1α2
)
for some t ∈ K× and α1, α2 ∈ K. Then, α1 is nonzero, for otherwise D is tri-
angular if x1 and x2 are interchanged. Similarly, α2 is also nonzero. Hence,
we have degxi D(xj) = 1 for every i, j ∈ {1, 2}. This proves Lemma 3.2 (i).
We show that α1/α2 does not belong to V (R). Suppose to the contrary that
α1/α2 belongs to V (R). Then, there exist α ∈ K
× and β1, β2 ∈ R such that
(αα1)β2−(αα2)β1 = 1, and αα1 and αα2 belong to R. Put p = α1x1+α2x2,
and define ψ ∈ Aff(R,x) by
ψ(x1) = αp, ψ(x2) = β1x1 + β2x2.
Then, we have δ := D(p) = α1b1 + α2b2. Hence,
(ψ−1 ◦D ◦ ψ)(x1) = ψ
−1(D(αp)) = αδ
is a constant. Since D′ := ψ−1 ◦D ◦ ψ is locally nilpotent, this implies that
D′(x2) belongs to R[x1]. Thus, D
′ is triangular, a contradiction. Therefore,
α1/α2 does not belong to V (R). When δ = 0, we define h = tα2p. Then, h
belongs to R[x], since tα2αi is an entry of A for i = 1, 2. Since δ = 0, we get
D(h) = tα2δ = 0, proving (1). Since α1 and α2 are nonzero, we see that h
is a coordinate of K[x] over K such that degx1 h = degx2 h = 1, proving (3)
and (2). Since α1/α2 does not belong to V (R), we know by Proposition 2.5
(ii) that h is tamely reduced over R, proving (4). Thus, h satisfies all the
conditions of Lemma 3.2 (ii). Next, assume that δ 6= 0. We define
h = tα1δ
(
x1 −
b1
δ
p−
tα2
2δ
p2
)
.
Then, h belongs to R[x], since tα1δ, tα1p and t
2α1α2p
2 belong to R[x]. Since
D(h) = tα1δ
(
(tα2p+ b1)−
b1
δ
δ −
tα2
2δ
(2p)δ
)
= 0,
we get (1). It is easy to check that degxi h = degxi p
2 = 2 for i = 1, 2,
proving (2). Since K[h, p] = K[x1, p] = K[x], we see that h is a coordinate
of K[x] over K, proving (3). Since hw(h) is equal to p2 up to a nonzero
constant multiple, and since α1/α2 does not belong to V (R), we know that
h is tamely reduced over R by Proposition 2.5 (ii). Hence, h satisfies (4).
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Therefore, h satisfies all the conditions of Lemma 3.2 (ii). This completes
the proof of Lemma 3.2, and thereby completing the proof of Theorem 3.1.
CHAPTER 4
Tame intersection theorem
1. Main result
Assume that n = 2. Let S be an over domain of R, and f ∈ R[x] a
coordinate of S[x] over S which is tamely reduced over R. As we have seen
in the previous chapter, the tame intersection
H(f) = Aut(R[x]/R[f ]) ∩ T(R,x)
plays important roles in proving the wildness of automorphisms. This mo-
tivates us to study H(f) in detail.
Throughout this chapter, we assume that R contains Z unless otherwise
stated. Under this assumption, we investigate coordinates f ∈ R[x] of S[x]
over S which are tamely reduced over R, and for which H(f) 6= {idR[x]}.
Our goal is to give a complete classification of such f ’s, and to describe the
concrete structures of H(f)’s.
We mention that Aut(R[x]/R[f ]) itself is an infinite group for the fol-
lowing reason. Recall that, for each D ∈ LNDRR[x], we mean by expD the
exponential automorphism for the natural extension of D to R¯ := Q⊗ZR[x].
Since D is locally nilpotent, we may find m ∈ N such that Dm(xi) = 0 for
i = 1, 2. Then, φ := expm!D induces an element of Aut(R[x]/R), since
φ(xi) and φ
−1(xi) = (exp−m!D)(xi) belong to R[x] for i = 1, 2. Now,
define ∆f ∈ DerRR[x] by
(1.1) ∆f (x1) = −
∂f
∂x2
and ∆f (x2) =
∂f
∂x1
.
Then, we have ∆f (f) = 0. We show that ∆f is locally nilpotent. It suffices
to check that ∆f extends to a locally nilpotent derivation of S[x]. Since
f is a coordinate of S[x] over S, there exists ψ ∈ Aut(S[x]/S) such that
ψ(x1) = f . Then, we have ∆f (ψ(x1)) = ∆f (f) = 0, and
∆f (ψ(x2)) = −
∂f
∂x2
∂ψ(x2)
∂x1
+
∂f
∂x1
∂ψ(x2)
∂x2
= detJψ.
Since detJψ belongs to S×, it follows that ∆2f (ψ(x2)) = 0. Hence, ∆f ex-
tends to a locally nilpotent derivation of S[x] = S[ψ(x1), ψ(x2)]. Thus, ∆f is
locally nilpotent. As remarked, there exists c ∈ N such that φ := exp c∆f in-
duces an element of Aut(R[x]/R). Then, φ belongs to Aut(R[x]/R[f ]), since
∆f (f) = 0. Because φ has an infinite order, we conclude that Aut(R[x]/R[f ])
is an infinite group
Now, let K be the field of fractions of R. Then, K is of characteristic
zero by the assumption that R contains Z. Thanks to the following lemma,
we may assume that S = K without loss of generality.
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Lemma 1.1. If f ∈ R[x] is a coordinate of S[x] over S, then f is a coor-
dinate of K[x] over K.
Proof. Let U be the set of f ∈ K[x] such that f is not a coordinate
of K[x] over K, but is a coordinate of L[x] over L, where L is the field of
fractions of S. Then, τ(U) is contained in U for each τ ∈ Aut(K[x]/K).
Now, suppose to the contrary that there exists a coordinate f ′ ∈ R[x] of S[x]
over S which is not a coordinate of K[x] over K. Then, f ′ is a coordinate of
L[x] over L. Hence, f ′ belongs to U . Thus, U is not empty. Take f ∈ U so
that |w(f)| is minimal. Then, τ(f) belongs to U for each τ ∈ Aut(K[x]/K).
Hence, we get |w(τ(f))| ≥ |w(f)| by the minimality of |w(f)|. Thus, f is
tamely reduced over K. Since f is not a coordinate of K[x] over K, we
see that f is not a linear polynomial. Because f is not a constant, we
get |w(f)| > 1. By applying Proposition 1.2 with κ = L, we may write
fw(f) = a(xi+ bx
l
j)
m, where a, b ∈ L×, i, j ∈ {1, 2} with i 6= j and l,m ∈ N.
Then, axmi and mabx
m−1
i x
l
j belong to K[x], since f is an element of K[x].
Hence, a belongs to K×. Since m ≥ 1, and K is of characteristic zero, it
follows that b belongs to K×. Thus, b belongs to K and V (K). Thanks
to Proposition 2.5, this implies that f is not tamely reduced over K, a
contradiction. Therefore, every coordinate f ∈ R[x] of S[x] over S is a
coordinate of K[x] over K. 
When R does not contain Z, a statement similar to Lemma 1.1 does
not hold in general. We will give a counterexample at the end of the next
section.
Let us define five types of elements of R[x]. In (1) and (2) of the following
definition, c ∈ R \ {0} denotes the leading coefficient of the polynomial
g ∈ R[x1]. It is easy to check that the following five types of polynomials
are coordinates of K[x] over K.
Definition 1.1. Let f be an element of R[x].
(1) We say that f is of type I if
f = f1 := ax2 + g
for some a ∈ R \ {0} and g ∈ R[x1] such that degx1 g ≥ 2, and c does not
belong to aR.
(2) We say that f is of type II if
f = f2 := a
′x1 + h
for some a′ ∈ K× and h ∈ K[x] as follows:
(a) There exist ζ ∈ R \ {1} and e ≥ 2 such that ζe = 1 and a′ belongs to
R′ := R[(ζ − 1)−1].
(b) There exists g ∈ R[x1] such that degx1 g ≥ 2, c does not belong to
(ζ − 1)R and h belongs R′[ye2] \R
′, where y2 := (ζ − 1)x2 + g.
(3) We say that f is of type III if
f = f3 := a1x1 + a2x2 + b
for some a1, a2 ∈ R \ {0} and b ∈ R such that a1/a2 does not belong to
V (R).
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(4) We say that f is of type IV if
f = f4 := aτ4(x1)
2 + τ4(x2)
for some a ∈ R \ {0}, and τ4 ∈ Aff(K,x) for which there exist α1, α2 ∈ K
×
such that τ4(x1) = α1x1 + α2x2 and α1/α2 does not belong to V (R).
(5) We say that f is of type V if
f = f5 := τ5(x2 + g
′)
for some τ5 ∈ Aff(K,x) and g
′ ∈ K[x1] \ {0} with degx1 g
′ ≥ 3 as follows:
(a) g′ belongs to xe
′
1 K[x
e′
1 ] for some e
′ ≥ 2.
(b) Let αi, βi ∈ K for i = 0, 1, 2 be such that
τ5(x1) = α1x1 + α2x2 + α0 and τ5(x2) = β1x1 + β2x2 + β0.
Then, we have αi 6= 0 for i = 1, 2, and α1/α2 does not belong to V (R).
(c) There exists ζ ′ ∈ R \ {1} such that (ζ ′)e
′
= 1, and
γi,j(ζ
′) :=
(ζ ′ − 1)αiβj
α1β2 − α2β1
belongs to R for i = 0, 1, 2 and j = 1, 2.
By definition, no element of R[x] is of type III or IV or V if V (R) = K×.
If R is a Q-domain and ζ ∈ R\{1} is a root of unity, then ζ−1 is a nonzero
element of Q[ζ] = Q(ζ), and hence belongs to R×. Thus, no element of
R[x] is of type II by (b) of (2). If R is a Q-domain, then (b) and (c)
of (5) imply that βi 6= 0 for i = 1, 2. In fact, if β1 = 0, then we have
γ2,2(ζ
′) = (ζ ′− 1)α2/α1. Since ζ
′− 1 belongs to R×, it follows from (c) that
α2/α1 belongs to R. Hence, α1/α2 belongs to V (R), a contradiction to (b).
Similarly, we get a contradiction if β2 = 0, since γ1,1(ζ
′) = (1 − ζ ′)α1/α2
belongs to R.
Put λ = degx1 g, λ1 = degy2 h and λ2 = degx1 g
′, where we regard h as
a polynomial in y2 over R
′. Then, we have λ ≥ 2, λ1 ≥ 2, λ2 ≥ 3 and
(1.2) w(fi) = (degx2 fi,degx1 fi) =


(1, λ) if i = 1
(λ1, λλ1) if i = 2
(1, 1) if i = 3
(2, 2) if i = 4
(λ2, λ2) if i = 5.
Let c1 ∈ R
′ and c2 ∈ K be the leading coefficients of h and g
′, respectively.
Then, we have
(1.3) f
w(fi)
i =


ax2 + cx
λ
1 if i = 1
c1
(
(ζ − 1)x2 + cx
λ
1
)λ1 if i = 2
a1x1 + a2x2 if i = 3
a(α1x1 + α2x2)
2 if i = 4
c2(α1x1 + α2x2)
λ2 if i = 5.
By assumption, c/a does not belong to R when i = 1, c/(ζ − 1) does not
belong to R when i = 2, a1/a2 does not belong to V (R) when i = 3,
and α1/α2 does not belong to V (R) when i = 4, 5. Hence, we know by
Proposition 2.5 that fi is tamely reduced over R for i = 1, . . . , 5. This
implies that, if fi is a coordinate of R[x] over R, then fi is wild. Indeed, if
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a tame coordinate of R[x] over R is tamely reduced over R, then it must be
a linear polynomial in xi over R for some i ∈ {1, 2}.
The following is the main theorem of this chapter.
Theorem 1.2. Assume that n = 2. Let R be a domain containing Z, K the
field of fractions of R, and f ∈ R[x] a coordinate of K[x] over K. Then, f
is of one of the types I through V if and only if the following three conditions
hold:
(A) H(f) is not equal to {idR[x]}.
(B) f is tamely reduced over R.
(C) degx1 f ≥ degx2 f ≥ 1.
As discussed in the next section, there exist many elements of R[x] which
are coordinates of K[x] over K satisfying (B) and (C), but are of none of
the types I through V. For such f ∈ R[x], we have H(f) = {idR[x]} due to
Theorem 1.2. Since Aut(R[x]/R[f ]) itself is an infinite group, this means
the existence of a large number of wild automorphisms.
When R does not contain Z, a statement similar to the “if” part of
Theorem 1.2 does not hold in general. We will give a counterexample at the
end of the next section.
Next, we define a subset Hi of Aut(R[x]/R) for the polynomial fi in
Definition 1.1 for i = 1, . . . , 5.
Definition 1.2. (1) For f1, we define
H1 = {φ ∈ J(R;x1, x2) | φ(x2) = x2 + a
−1(g − φ(g))}.
(2) For f2, let µ be the maximal integer such that h belongs to R
′[yµ2 ], and
Z the set of ω ∈ R× such that ωµ = 1 and gω := (ω − 1)(ζ − 1)
−1g belongs
to R[x1]. Then, we define
H2 = {φ ∈ Aut(R[x]/R[x1]) | φ(x2) = ωx2 + gω for some ω ∈ Z} .
(3) For f3, we define H3 to be the set of φ ∈ Aff(R,x) defined by
(1.4) (φ(x1), φ(x2)) = (x1, x2)A+ (b1, b2)
for some A ∈ GL(2, R) and b1, b2 ∈ R such that
(1.5) Aa = a and a1b1 + a2b2 = 0, where a :=
(
a1
a2
)
.
(4) For f4, we define H4 to be the set of φ ∈ Aff(R,x) such that
(1.6)
(
(τ−14 ◦φ◦τ4)(x1), (τ
−1
4 ◦φ◦τ4)(x2)
)
= (x1, x2)
(
ǫ 2ǫαa
0 1
)
−(α,α2a)
for some ǫ ∈ {1,−1} and α ∈ K.
(5) For f5, let µ
′ be the maximal integer such that g′ belongs to K[xµ
′
1 ],
and Z ′ the set of ω ∈ R× such that ωµ
′
= 1 and γi,j(ω) belongs to R for
i = 0, 1, 2 and j = 1, 2. Then, we can define φω ∈ Aff(R,x) by
(1.7)
φω(x1) = (1 + γ1,2(ω))x1 + γ2,2(ω)x2 + γ0,2(ω)
φω(x2) = −γ1,1(ω)x1 + (1− γ2,1(ω))x2 − γ0,1(ω)
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for each ω ∈ Z ′. Actually, we have detJφω = ω, since
(1 + γ1,2(ω))(1 − γ2,1(ω))− (−γ1,1(ω))γ2,2(ω)
= 1 +
(ω − 1)(α1β2 − α2β1)
α1β2 − α2β1
−
(ω − 1)2α1β2α2β1
(α1β2 − α2β1)2
+
(ω − 1)2α1β1α2β2
(α1β2 − α2β1)2
= ω.
We define H5 = {φω | ω ∈ Z
′}.
In the notation above, the following theorem holds.
Theorem 1.3. Let f1, . . . , f5 be as in Definition 1.1, where f5 need not to
satisfy (c) of (5). Then, we have H(fi) = Hi for i = 1, . . . , 5.
We remark that H2 is a finite set with at most µ elements, since Z
consists of µ-th roots of unity. Similarly, H5 is a finite set with at most
µ′ elements. Thus, H(f2) and H(f5) are finite groups due to Theorem 1.3.
Therefore, if f is of type II or V for f ∈ R[x], then f is quasi-totally wild.
Proposition 1.4. f1, f3 and f4 are not exponentially wild. In particular,
H(f1), H(f3) and H(f4) are infinite groups.
Proof. For i = 1, 3, 4, define ∆fi as in (1.1). Then, ∆fi is locally
nilpotent, since fi is a coordinate of K[x] over K. Take mi ∈ N such that
∆mifi (xj) = 0 for j = 1, 2, and set Di = mi!∆fi . Then, we have Di(fi) = 0,
and expDi induces an element of Aut(R[x]/R). From the definition of f1
and f3, we see that ∂fi/∂x2 belongs to R, and ∂fi/∂x1 belongs to R[x1]
for i = 1, 3. Hence, D1 and D3 are triangular. Thus, expD1 and expD3
belong to T(R,x). Since ∂f4/∂xi is a linear polynomial for i = 1, 2, we see
that D4 is affine. Hence, expD4 belongs to T(R,x). Therefore, fi is not
exponentially wild for i = 1, 3, 4. Since expDi belongs to H(fi) and has an
infinite order, we know that H(fi) is an infinite group for i = 1, 3, 4. 
As a consequence of Theorems 1.2 and 1.3 and Proposition 1.4, we get
the following corollary.
Corollary 1.5. Assume that f ∈ R[x] is a coordinate of K[x] over K.
(i) f is quasi-totally wild if and only if f is exponentially wild.
(ii) Assume that R is a Q-domain such that V (R) = K×. If H(f) is not
equal to {idR[x]}, then H(f) is an infinite group.
Proof. (i) It suffices to prove the “if” part. Assume that f is exponen-
tially wild. Without loss of generality, we may assume that H(f) 6= {idR[x]}.
By replacing f with τ(f) for some τ ∈ T(R,x), we may assume further that
f is tamely reduced over R and degx1 f ≥ degx2 f . Since f is exponentially
wild by assumption, f is not killed by ∂/∂x2. Hence, we get degx2 f ≥ 1.
Thus, f satisfies (A), (B) and (C) of Theorem 1.2. Therefore, f must be of
one of the types I through V. By Proposition 1.4, f is not of type I or III
or IV. Hence, f must be of type II or V. Therefore, f is quasi-totally wild
as mentioned after Theorem 1.3.
(ii) By replacing f with τ(f) for some τ ∈ T(R,x), we may assume that
f is tamely reduced over R and degx1 f ≥ degx2 f . If degx2 f = 0, then f
is a linear polynomial in x1 over R. Hence, we have H(f) = H(x1). Thus,
H(f) is an infinite group. Assume that degx2 f ≥ 1, and H(f) 6= {idR[x]}.
Then, f satisfies (A), (B) and (C) of Theorem 1.2. Hence, f must be of one
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of the types I through V. Since R is a Q-domain such that V (R) = K×,
we know that f is of none of the types II through V by the remark after
Definition 1.1. Thus, f is of type I. Therefore, H(f) is an infinite group by
Proposition 1.4. 
Thanks to Theorem 1, Corollary 1.5 (ii) implies the following corollary.
Corollary 1.6. Assume that n = 3. Let f ∈ k[x] be a coordinate of
k(x3)[x1, x2] over k(x3). Then, Aut(k[x]/k[x3, f ])∩T(k,x) is equal to {idk[x]}
or an infinite group.
Actually, R = k[x3] is a Q-domain such that V (R) = K
×, and
H(f) = Aut(k[x]/k[x3, f ])∩T(k[x3], {x1, x2}) = Aut(k[x]/k[x3, f ])∩T(k,x)
by Theorem 1.
2. Examples
In this section, we construct various examples. First, we give the five
types of polynomials. It is easy to find polynomials of types I through IV.
For example, let R = Z. Then, g1 := 2x2 + x
2
1 is of type I, and
g2 := x1 + (2x2 + x
2
1)
2
is of type II with ζ = −1, e = 2 and g = −x21. Let R = Z[a1, a2] be the
polynomial ring in a1 and a2 over Z. Then, a1/a2 does not belong to V (R)
by Lemma 3.1 (ii). Hence, g3 := a1x1 + a2x2 is of type III, and
g4 := (a1x1 + a2x2)
2 + x2
is of types IV with a = 1 and τ4 ∈ Aff(K,x) defined by τ4(x1) = a1x1+a2x2
and τ4(x2) = x2.
To construct a polynomial of type V, consider the subringR := Z[y, 2z, yz]
of the polynomial ring Z[y, z]. Then, it is easy to see that y is an irreducible
element of R, z does not belong to R, and I := yR+ yzR is not equal to R.
We claim that I is not a principal ideal of R. In fact, if I = pR for some
p ∈ R \R×, then p divides y, since y belongs to I. Hence, we get pR = yR
by the irreducibility of y. Since yz belongs to I, it follows that y divides
yz. Hence, z belongs to R, a contradiction. Thus, I is not a principal ideal
of R. Therefore, yz/y does not belong to V (R) by Lemma 3.1 (ii). Define
τ5 ∈ Aff(K,x) by τ5(x1) = yx1 + yzx2 and τ5(x2) = x2. Then,
g5 := τ5(x2 + x
4
1)
is an element of R[x] of the form of f5 with g
′ = x41, and τ5 satisfies (b) of
Definition 1.1 (5). Since x41 belongs to x
4
1K[x
4
1], we see that (a) holds for
e′ = 4. Observe that γ1,2(−1) = −2y/y = −2, γ2,2(−1) = −2yz/y = −2z
and γi,j(−1) = 0 if i = 0 or j = 1. Hence, γi,j(−1) belongs to R for
i = 0, 1, 2 and j = 1, 2. Since (−1)4 = 1, we conclude that (c) holds for
ζ = −1. Therefore, g5 is of type V.
We remark that g1, . . . , g5 above are not coordinates of R[x] over R.
This can be verified by using the following lemma and proposition.
Lemma 2.1. Let f be a coordinate of R[x] over R, p a prime ideal of R, and
f¯ the image of f in (R/p)[x]. If f¯ belongs to (R/p)[xi] for some i ∈ {1, 2},
then we have degxi f = 1.
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Proof. Since f is a coordinate of R[x] over R, we may find φ ∈
Aut(R[x]/R) such that φ(xi) = f . Set R¯ = R/p. Then, φ¯ := idR¯ ⊗ φ
is an automorphism of R¯[x] = R¯ ⊗R R[x] over R¯. Since φ¯(xi) = f¯ belongs
to R¯[xi] by assumption, φ¯ induces an element of Aut(R¯[xi]/R¯). Because R¯
is a domain, this implies that φ¯(xi) is a linear polynomial. Therefore, we
get degxi f¯ = 1. 
Since the images of g1 and g2 in (Z/2Z)[x] are x
2
1 and x1 + x
4
1, respec-
tively, we know by Lemma 2.1 that g1 and g2 are not coordinates of Z[x]
over Z. Since the image of g4 in (Z[a1, a2]/(a1))[x] is (a2x2)
2+x2, we know
that g4 is not a coordinate of (Z[a1, a2])[x] over Z[a1, a2] similarly. As for
g5, observe that p = (y, 2z, 2) is a prime ideal of R = Z[y, 2z, yz]. Since the
image of g5 in (R/p)[x] is (yzx2)
4+ x2, we know that g5 is not a coordinate
of R[x] over R.
By the following proposition, g3 is not a coordinate of R[x] over R.
Proposition 2.2. No coordinate of R[x] over R is of type III.
Proof. Suppose to the contrary that φ(x1) = f3 for some φ ∈ Aut(R[x]/R).
Then, det Jφ belongs to a1R+a2R, since ∂f3/∂xi = ai for i = 1, 2. Because
detJφ belongs to R×, we get a1R + a2R = R. This contradicts that a1/a2
does not belong to V (R). Therefore, f3 is not a coordinate of R[x] over
R. 
Next, we give examples of coordinates of R[x] over R which are of types
I, IV and V. The following fact is well-known (see [6, Lemma 1.1.8] for a
more general statement).
Lemma 2.3. Let φ be an endomorphism of the R-algebra R[x] such that
detJφ belongs to R×. If K[φ(x1), φ(x2)] = K[x], then φ belongs to Aut(R[x]/R).
Assume that R = Z. Then, it is easy to see that
h1 := 4x2 + 1 + x1 + 2x
2
1
is a type I element of R[x]. We show that h1 is a coordinate of R[x] over R.
Since
2h21 − 3h1 ≡ 2(1 + x1)
2 + (1 + x1 + 2x
2
1) ≡ x1 − 1 (mod 4R[x]),
we see that
h′1 :=
1
4
(
x1 − 1− (2h
2
1 − 3h1)
)
belongs to R[x]. Hence, we may define an endomorphism φ of the R-algebra
R[x] by φ(x1) = h1 and φ(x2) = h
′
1. Then, we have det Jφ = −1, since
dh1 ∧ dh
′
1 =
1
4
dh1 ∧ dx1 = −dx1 ∧ dx2.
Thus, detJφ belongs to R×. Since K[h1, h
′
1] = K[h1, x1] = K[x], we con-
clude that φ belongs to Aut(R[x]/R) by Lemma 2.3. Therefore, h1 is a
coordinate of R[x] over R.
Next, let R = Z[α1, α2] be the polynomial ring in α1 and α2 over Z.
Define elements of R[x] by
h4 = α1(α1x1 + α2x2)
2 + x2, h
′
4 = α2(α1x1 + α2x2)
2 − x1.
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Then, h4 is of type IV with a = α1 and τ4 ∈ Aff(K,x) defined by τ4(x1) =
α1x1+α2x2 and τ4(x2) = x2. Since α2h4−α1h
′
4 = α1x1+α2x2, we see that
x1 and x2 belong to R[h4, h
′
4]. Hence, we get R[h4, h
′
4] = R[x]. Therefore,
h4 is a coordinate of R[x] over R.
Finally, we construct a coordinate of type V. Let R0 be the polynomial
ring in four variables αi and βi for i = 1, 2 over Z. Put δ = α1β2 − α2β1,
and consider the subring
R := R0
[
2α1δ
−1, 2α2δ
−1, 4β1δ
−1, 4β2δ
−1, (α1 + 2β1)δ
−1, (α2 + 2β2)δ
−1
]
of R0[δ
−1]. Define τ5 ∈ Aff(K,x) by
τ5(x1) = α1x1 + α2x2 + 2 and τ5(x2) = β1x1 + β2x2.
Then, h5 := τ5(x2+x
4
1) is an element of R[x] of the form of f5 with g
′ = x41,
and satisfies (a) of Definition 1.1 (5) for e′ = 4. We check (b) and (c).
Define a homomorphism ψ : R0 → Z of Z-algebras by
ψ(α1) = 0, ψ(α2) = 2, ψ(β1) = −2, ψ(β2) = 3.
Then, we have ψ(δ) = 4. Hence, ψ extends to a homomorphism ψ¯ :
R0[δ
−1] → Z[1/4] of Z-algebras. Then, we have ψ¯
(
4βiδ
−1
)
= ψ(βi) for
i = 1, 2, and
ψ¯
(
2α1δ
−1
)
= 0, ψ¯
(
2α2δ
−1
)
= 1, ψ¯
(
(α1+2β1)δ
−1
)
= −1, ψ¯
(
(α2+2β2)δ
−1
)
= 2.
Thus, ψ¯(R) is contained in Z. Therefore, we get ψ¯(R) = Z.
We prove that 2 is an irreducible element of R by contradiction. Suppose
that 2 = pq for some p, q ∈ R \ {0} not belonging to R×. Since p and q
belong to R0[δ
−1], we may write p = p′δ−l and q = q′δ−m, where p′, q′ ∈ R0
and l,m ∈ Z≥0. Then, we have 2δ
l+m = p′q′. Since 2 and δ are irreducible
elements of R0, we may write p
′ = 2uδl
′
and q′ = uδm
′
by interchanging
p′ and q′ if necessary, where u ∈ {1,−1}, and l′,m′ ∈ Z≥0 are such that
l′ +m′ = l +m. We show that (l,m) = (l′,m′). Then, it follows that q =
(uδm
′
)δ−m = u belongs to R×, and we are led to a contradiction. Suppose
to the contrary that (l,m) 6= (l′,m′). Then, we have l > l′ or m > m′. If
l > l′, then uδl−l
′−1p belongs to R, since so does p. Since p = (2uδl
′
)δ−l,
we have uδl−l
′−1p = 2δ−1. Hence, 2δ−1 belongs to R. Thus, ψ¯(2δ−1) = 1/2
belongs to ψ¯(R) = Z, a contradiction. Similarly, if m > m′, then uδm−m
′−1q
belongs to R. Since q = (uδm
′
)δ−m, we have uδm−m
′−1q = δ−1. Hence, δ−1
belongs to R. Thus, ψ¯(δ−1) = 1/4 belongs to ψ¯(R) = Z, a contradiction.
Therefore, 2 is an irreducible element of R.
We show that I := α1R+ α2R is not a principal ideal of R. First, note
that I is not a unit ideal, since ψ¯(I) = 2Z. Suppose that I = sR for some
s ∈ R \R×. Then, s divides
α1
(
(α2 + 2β2)δ
−1
)
− α2
(
(α1 + 2β1)δ
−1
)
= 2(α1β2 − α2β1)δ
−1 = 2.
Since s is not a unit of R, it follows that sR = 2R by the irreducibility of 2.
Hence, 2 divides α1. Thus, α1/2 belongs to R, and so belongs to R0[δ
−1],
a contradiction. Therefore, I is not a principal ideal of R. Consequently,
α1/α2 does not belong to V (R) by Lemma 3.1 (ii). This proves that τ5
satisfies (b) of Definition 1.1 (5). Observe that
γi,j(−1) = −2αiβjδ
−1 = −βj(2αiδ
−1) and γ0,j(−1) = −4βjδ
−1
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belong to R for each i, j ∈ {1, 2}. Since (−1)e
′
= 1, we know that (c) holds
for ζ = −1. Therefore, h5 is of type V.
Next, we show that h5 is a coordinate of R[x] over R. Consider the
polynomial
h′5 := δ
−1
(
τ5(x1) + 2(h5 − 17)
)
.
Then, we have K[h5, h
′
5] = K[h5, τ5(x1)] = K[τ5(x2), τ5(x1)] = K[x], and
(2.1) dh5 ∧ dh
′
5 = δ
−1dh5 ∧ dτ5(x1) = δ
−1dτ5(x2) ∧ dτ5(x1) = −dx1 ∧ dx2.
We check that h′5 belongs to R[x]. Note that p := τ5(x1)
4 − 16 is divisible
by α1x1+α2x2. Since 2δ
−1(α1x1+α2x2) belongs to R[x], we see that 2δ
−1p
belongs to R[x]. Since h5 − 17 = τ(x2) + p− 1, it follows that
h′5 = δ
−1
(
τ5(x1)+2(τ(x2)+p−1)
)
= (α1+2β1)δ
−1x1+(α2+2β2)δ
−1x2+2δ
−1p
belongs to R[x]. Hence, we may define an endomorphism φ of the R-algebra
R[x] by φ(x1) = h5 and φ(x2) = h
′
5. Then, we have detJφ = −1 by
(2.1). Hence, detJφ belongs to R×. Thus, φ belongs to Aut(R[x]/R) by
Lemma 2.3. Therefore, h5 is a coordinate of R[x] over R.
As remarked after Theorem 1.2, we can easily construct elements of R[x]
which are coordinates of K[x] over K satisfying (B) and (C) of Theorem 1.2,
but are of none of the types I through V. For example, take any polynomial
f1 of type I, and Φi(z) ∈ R[z] with ei := degz Φi(z) ≥ 2 for each i ≥ 1. We
define a sequence (pi)
∞
i=0 of elements of R[x] by
p0 = x1, p1 = f1 and pi+1 = pi−1 +Φi(pi) for i ≥ 1.
Then, pi is a coordinate of K[x] over K for each i ≥ 0, sinceK[p0, p1] = K[x]
and R[pl, pl+1] = R[pl−1, pl] for each l ≥ 1. We show that pi satisfies (B)
and (C), but is of none of the types I through V when i ≥ 3. Let ci be the
leading coefficient of Φi(z) for each i ≥ 1. First, we show that
(2.2) pwi = c1 · · · ci−1(f
w
1 )
e1···ei−1
holds for each w ∈ N2 and i ≥ 1 by induction on i. The assertion is clear
if i = 1. Assume that i ≥ 2. Then, we have pwj = c1 · · · cj−1(f
w
1 )
e1···ej−1
for j = 1, . . . , i − 1 by induction assumption. When i ≥ 3, this implies
that degw pi−1 = ei−2 degw pi−2. Since ei−2 ≥ 2, we get degw pi−1 >
degw pi−2. The same holds when i = 2 since degw f1 > degw x1. Hence,
degw Φi−1(pi−1) = ei−1 degw pi−1 is greater than degw pi−2. Thus, it follows
that
pwi =
(
pi−2 +Φi−1(pi−1)
)w
= Φi−1(pi−1)
w = ci−1(p
w
i−1)
ei−1
= ci−1
(
c1 · · · ci−2(f
w
1 )
e1···ei−2
)ei−1 = c1 · · · ci−1(fw1 )e1···ei−1 .
Therefore, (2.2) holds for every i ≥ 1. Since pi is a coordinate of K[x] over
K, we may write p
w(pi)
i as in Proposition 1.2. Thanks to (2.2), this implies
that f
w(pi)
1 = ax2+ cx
λ
1 . Hence, p
w(pi)
i is a power of x2+(c/a)x
λ
1 multiplied
by a nonzero constant. Since f1 is of type I, we have λ ≥ 2, and c/a does
not belong to R. Hence, pi is tamely reduced over R by Proposition 2.5 (ii).
Thus, pi satisfies (B). By Proposition 1.2, we have degxl pi = degxl p
w(pi)
i for
l = 1, 2. Hence, we see from (2.2) that
(2.3) degx1 pi = λe1 · · · ei−1 and degx2 pi = e1 · · · ei−1.
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Since λ ≥ 2, it follows that pi satisfies (C). Moreover, we know that pi is
not of type other than II owing to (1.2). We show that pi is not of type II.
Suppose to the contrary that pi is of type II. Then, we may find q ∈ K[x]
such that degx2 q = 1 and K[pi, q] = K[x]. SinceK[pi, pi−1] = K[x], we may
write q = αpi−1 + Ψ(pi), where α ∈ K
× and Ψ(z) ∈ K[z]. Since i ≥ 3, we
have degx2 pi > degx2 pi−1 ≥ e1 ≥ 2 by (2.3). Hence, degx2 q is equal to the
maximum between degx2 pi−1 and degx2 Ψ(pi), and is at least degx2 pi−1 ≥ 2.
This is a contradiction. Thus, pi is not of type II. Therefore, pi is of none
of the types I through V.
In closing, we construct counterexamples to statements similar to Lemma 1.1
and the “if” part of Theorem 1.2 in the case where R does not contain Z.
First, let R = (Z/2Z)(z2) and S = (Z/2Z)(z), and consider the element
f := x2 + x
2
1 + z
2x22
of R[x]. Since f = x2 + (x1 + zx2)
2, we can define ψ ∈ Aut(S[x]/S) by
ψ(x1) = f and ψ(x2) = x1 + zx2. Hence, f is a coordinate of S[x] over S.
Observe that fw(f) = (x1 + zx2)
2. Since z does not belong to R = K, this
implies that f is not a coordinate of K[x] over K in view of Proposition 1.2.
Therefore, f is a counterexample to a statement similar to Lemma 1.1.
Next, let R = (Z/2Z)[z], and define σi ∈ Aut(K[x]/K) for i = 0, 1, 2 by
(σ0(x1), σ0(x2)) = (x1, zx2),
(σ1(x1), σ1(x2)) = (x1, x2 + x1 + x
2
1) and (σ2(x1), σ2(x2)) = (x1 + x
2
2, x2).
Then, consider the polynomial
g := (σ0 ◦ σ1 ◦ σ2 ◦ σ1)(x2)
= (σ0 ◦ σ1)
(
x2 + (x1 + x
2
2) + (x
2
1 + x
4
2)
)
= σ0
(
(x2 + x1 + x
2
1) + x1 + (x
2
2 + x
2
1 + x
4
1) + x
2
1 + (x
4
2 + x
4
1 + x
8
1)
)
= x21 + x
8
1 + zx2 + z
2x22 + z
4x42.
Clearly, g belongs to R[x], and is a coordinate of K[x] over K by definition.
We show that g satisfies (A), (B) and (C) of Theorem 1.2, but is of none
of the types I through V. Define φ ∈ Aut(R[x]/R[x2]) by φ(x1) = x1 + 1.
Then, φ belongs to T(R,x), and satisfies φ(g) = g. Hence, φ belongs to
H(g). Thus, g satisfies (A). Since gw(g) = z4(x2 + z
−1x21)
4, and z−1 does
not belong to R, we know that g is tamely reduced over R by Proposition 2.5
(ii). Hence, g satisfies (B). Since degx1 g = 8 and degx2 g = 4, we see that g
satisfies (C). Moreover, g is not of type other than II because of (1.2). Since
R does not contain a root of unity of positive order, we know that g is not
of type II. Therefore, g is of none of the types I through V.
3. Proof (I)
We begin with the proof of the “only if” part of Theorem 1.2. Let
f ∈ R[x] be a coordinate of K[x] over K of one of the types I through V.
Then, f is tamely reduced over R by the discussion after (1.3). Hence, f
satisfies (B). From (1.2), we see that f satisfies (C). By Proposition 1.4,
H(fi) is an infinite group for i = 1, 3, 4. Hence, f satisfies (A) if f is of type
I or III or IV. We show that H2 and H5 are not equal to {idR[x]}. Then,
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when Theorem 1.3 is proved, it is also proved that f satisfies (A) if f is of
type II or V.
For f2, set d = lcm(e, µ). Then, h belongs to R
′[yd2 ], since h belongs to
R′[ye2] and R
′[yµ2 ] by assumption. By the maximality of µ, it follows that
d = µ. Hence, µ is divisible by e. Since ζe = 1 by assumption, we get
ζµ = (ζe)µ/e = 1. Because gζ = (ζ − 1)(ζ − 1)
−1g = g belongs to R[x1], we
know that ζ belongs to Z. Define φ ∈ Aut(R[x]/R[x1]) by φ(x2) = ζx2 + g.
Then, φ belongs to H2, and is not equal to idR[x]. Therefore, H2 is not equal
to {idR[x]}. Similarly, since g
′ belongs to K[xe
′
1 ] and K[x
µ′
1 ] by assumption,
we know that µ′ is divisible by e′ by the maximality of µ′. Hence, we have
(ζ ′)µ
′
= ((ζ ′)e
′
)µ
′/e′ = 1. Since γi,j(ζ
′) belongs to R for i = 0, 1, 2 and
j = 1, 2 by assumption, it follows that ζ ′ belongs to Z ′. Thus, H5 contains
φζ′ . Since det Jφζ′ = ζ
′ 6= 1, we have φζ′ 6= idR[x]. Therefore, H5 is not
equal to {idR[x]}.
Next, we prove Theorem 1.3. Assume that i = 1. Since f1 is tamely
reduced over R, and degx1 f1 = λ is greater than degx2 f1 = 1, we know that
H(f1) is contained in J(R;x1, x2) thanks to Theorem 2.7 (ii). By definition,
H1 is also contained in J(R;x1, x2). Hence, it suffices to show that φ belongs
to H(f1) if and only if φ belongs to H1 for each φ ∈ J(R;x1, x2). Take any
φ ∈ J(R;x1, x2). Then, φ belongs to T(R,x). Hence, φ belongs to H(f1)
if and only if φ(f1) = f1. Since f1 = ax2 + g and a 6= 0, this condition is
equivalent to aφ(x2) + φ(g) = ax2 + g, and to φ(x2) = x2 + a
−1(g − φ(g)).
This condition is equivalent to the condition that φ belongs to H1. Thus, φ
belongs to H(f1) if and only if φ belongs to H1. Therefore, we get H(f1) =
H1.
We treat the case i = 2 later. For i = 3, 4, 5, we have degx1 fi = degx2 fi
by (1.2). Since fi is tamely reduced over R, we know that H(fi) is contained
in Aff(R,x) thanks to Theorem 2.7 (i). By definition, Hi is also contained
in Aff(R,x). So we show that φ belongs to H(fi) if and only if φ belongs to
Hi for each φ ∈ Aff(R,x). Since Aff(R,x) is contained in T(R,x), it suffices
to check that φ(fi) = fi if and only if φ belongs to Hi.
Assume that i = 3. Set f ′3 = f3−b. Then, we have φ(f3) = f3 if and only
if φ(f ′3) = f
′
3. Write φ as in (1.4). Then, since f
′
3 = a1x1+ a2x2 = (x1, x2)a,
we have
φ(f ′3) = φ
(
(x1, x2)a
)
= (φ(x1), φ(x2))a
=
(
(x1, x2)A+ (b1, b2)
)
a = (x1, x2)(Aa) + a1b1 + a2b2.
Hence, we know that φ(f ′3) = f
′
3 if and only if
(x1, x2)(Aa) + a1b1 + a2b2 = (x1, x2)a,
and hence if and only if A, b1 and b2 satisfy (1.5). Thus, we have φ(f3) = f3
if and only if φ belongs to H3. This proves that H(f3) = H3.
We use the following lemma for the cases of i = 4, 5.
Lemma 3.1. Let ψ ∈ Aff(K,x) be such that ψ(x2 + g) = x2 + g for some
g ∈ K[x1] with degx1 g ≥ 2. Then, ψ belongs to J(K;x1, x2).
Proof. It suffices to show that degx2 ψ(x1) ≤ 0. By assumption, we
have ψ(g) = ψ
(
(x2 + g)− x2
)
= x2 + g − ψ(x2). Since degx2 g = 0 and ψ is
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affine, this implies that degx2 ψ(g) ≤ 1. On the other hand, we have
degx2 ψ(g) = (degx1 g) degx2 ψ(x1) ≥ 2 degx2 ψ(x1),
since g is a polynomial in the single variable x1 with degx1 g ≥ 2. Thus,
we get 2 degx2 ψ(x1) ≤ 1. This gives that degx2 ψ(x1) ≤ 0. Therefore, ψ
belongs to J(K;x1, x2). 
Now, assume that i = 4. Then, φ fixes f4 = τ4(ax
2
1 + x2) if and only
if φ′ := τ−14 ◦ φ ◦ τ4 fixes ax
2
1 + x2. Since φ
′ belongs to Aff(K,x), this
implies that φ′ belongs to J(K;x1, x2) by Lemma 3.1, and so implies that
φ′(x1) = ǫx1 − α for some ǫ ∈ K
× and α ∈ K. Hence, φ′ fixes ax21 + x2 if
and only if φ′(x1) = ǫx1 − α and
(3.1) a(ǫx1 − α)
2 + φ′(x2) = φ
′(ax21 + x2) = ax
2
1 + x2
for some ǫ ∈ K× and α ∈ K. Since φ′ is affine, (3.1) implies that ǫ2 = 1.
Hence, for ǫ ∈ K× and α ∈ K, we have (3.1) if and only if ǫ belongs to
{1,−1} and
φ′(x2) = 2ǫαax1 + x2 − α
2a.
Since φ′(x1) = ǫx1 − α, we may write (φ
′(x1), φ
′(x2)) as in (1.6). Thus, we
know that φ(f4) = f4 if and only if (1.6) holds for some ǫ ∈ {1,−1} and
α ∈ K. Therefore, we conclude that H(f4) = H4.
To prove Theorem 1.3 for i = 5, we need the following lemma.
Lemma 3.2. For ω ∈ K×, we have
(3.2) φω(τ5(x1)) = ωτ5(x1), φω(τ5(x2)) = τ5(x2).
Proof. Put φ = φω, τ = τ5 and γi,j = γi,j(ω) for each i and j. Then,
we have
(3.3)
(
φ(τ(x1)), φ(τ(x2))
)
=
(
φ(x1), φ(x2)
)(α1 β1
α2 β2
)
+ (α0, β0)
and (
φ(x1), φ(x2)
)
= (x1, x2)
(
1 + γ1,2 −γ1,1
γ2,2 1− γ2,1
)
+ (γ0,2,−γ0,1).
A direct computation shows that(
1 + γ1,2 −γ1,1
γ2,2 1− γ2,1
)(
α1 β1
α2 β2
)
=
(
α1 + γ1,2α1 − γ1,1α2 β1 + γ1,2β1 − γ1,1β2
γ2,2α1 + α2 − γ2,1α2 γ2,2β1 + β2 − γ2,1β2
)
=
(
ωα1 β1
ωα2 β2
)
and
(γ0,2,−γ0,1)
(
α1 β1
α2 β2
)
=
(ω − 1)α0
α1β2 − α2β1
(β2,−β1)
(
α1 β1
α2 β2
)
=
(
(ω−1)α0, 0
)
.
Hence, the right-hand side of (3.3) is equal to
(x1, x2)
(
ωα1 β1
ωα2 β2
)
+
(
(ω − 1)α0, 0
)
+ (α0, β0) =
(
ωτ(x1), τ(x2)
)
.
Therefore, we get φ(τ(x1)) = ωτ(x1) and φ(τ(x2)) = τ(x2). 
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We show that φ(f5) = f5 if φ belongs to H5 = {φω | ω ∈ Z
′}. Take
ω ∈ Z ′ such that φ = φω. Then, we have ω
µ′ = 1. Hence, every element
of K[τ5(x1)
µ′ , τ5(x2)] is fixed under φω by Lemma 3.2. Since g
′ belongs to
K[xµ
′
1 ], we see that f5 = τ5(x2 + g
′) belongs to K[τ5(x1)
µ′ , τ5(x2)]. Hence,
f5 is fixed under φω. Therefore, we get φ(f5) = f5.
To prove the converse, we use the following lemma.
Lemma 3.3. Let f be an element of K[z] \K, m the maximal integer for
which f belongs to K[zm], and φ ∈ Aut(K[z]/K) such that φ(z) = αz for
some α ∈ K×. If φ(f) = f , then we have αm = 1.
Proof. Let S be the set of i ∈ Z such that the monomial zi appears
in f with nonzero coefficient. Then, we have αi = 1 for each i ∈ S by the
assumption that φ(f) = f . Let m′ be the positive generator of the ideal (S)
of Z generated by S. Then, we may write m′ =
∑
i∈S ini, where ni ∈ Z for
each i ∈ S. Hence, we have αm
′
=
∏
i∈S(α
i)ni = 1. Since (S) is generated
by m′, we know that S is contained in m′Z. Hence, f belongs to K[zm
′
].
By assumption, f also belongs to K[zm]. Thus, f belongs to K[zd], where
d := lcm(m,m′). By the maximality of m, it follows that d = m. Hence, m′
divides m. Therefore, we conclude that αm = (αm
′
)m/m
′
= 1. 
Now, assume that φ ∈ Aff(R,x) fixes f5 = τ5(x2 + g
′). Then, φ′ :=
τ−15 ◦ φ ◦ τ5 fixes x2 + g
′. Since φ′ belongs to Aff(K,x), and degx1 g
′ ≥ 3
by assumption, it follows that φ′ belongs to J(K;x1, x2) by Lemma 3.1.
Write φ′(x1) = ωx1 + β, where ω ∈ K
× and β ∈ K. We show that β = 0.
Suppose to the contrary that β 6= 0. Then, the monomial xλ2−11 appears in
φ′(c2x
λ2
1 ) = c2(ωx1 + β)
λ2 . Set g′′ = g′ − c2x
λ2
1 . Then, we have
φ′(c2x
λ2
1 ) = φ
′
(
(x2 + g
′)− (x2 + g
′′)
)
= x2 + g
′ − φ′(x2 + g
′′).
To obtain a contradiction, it suffices to check that xλ2−11 does not appear in
g′ and φ′(x2+ g
′′). Since g′ belongs to K[xµ
′
1 ], we know that λ2 = degx1 g
′ is
divisible by µ′. Since µ′ ≥ 2, this implies that λ2 − 1 is not divisible by µ
′.
Hence, xλ2−11 does not appear in g
′. Note that λ2−2 ≥ 1 by the assumption
that λ2 ≥ 3. Since g
′′ is an element of K[xµ
′
1 ] with degx1 g
′′ < λ2, we have
degx1 g
′′ ≤ λ2 − µ
′ ≤ λ2 − 2. Hence, x2 + g
′′ has total degree at most
λ2 − 2. Since an affine automorphism preserves the total degrees, it follows
that deg φ′(x2 + g
′′) ≤ λ2 − 2. Thus, x
λ2−1
1 does not appear in φ
′(x2 + g
′′).
Therefore, we are led to a contradiction. This proves that β = 0. Hence, we
have φ′(x1) = ωx1, and so φ
′(xi1) = ω
ixi1 for each i ≥ 0. Since g
′ belongs
to K[xµ
′
1 ], it follows that g
′ − φ′(g′) belongs to xµ
′
1 K[x
µ′
1 ]. On the other
hand, we have g′ − φ′(g′) = φ′(x2)− x2, since φ
′(x2 + g
′) = x2 + g
′. Hence,
φ′(x2) − x2 belongs to x
µ′
1 K[x
µ′
1 ]. Since φ
′ is affine and µ′ ≥ 2, this implies
that φ′(x2) = x2. Consequently, we have φ
′(g′) = g′. Since µ′ is the maximal
integer for which g′ belongs to K[xµ
′
1 ], we conclude that ω
µ′ = 1 by means
of Lemma 3.3. Note that φ(τ5(x1)) = ωτ5(x1) and φ(τ5(x2)) = τ5(x2), since
φ′(x1) = ωx1, φ
′(x2) = x2 and φ
′ = τ−15 ◦ φ ◦ τ5. By Lemma 3.2, this
implies that φ = φω. Because φ is an element of Aff(R,x), it follows that
ω = detJφω belongs to R
×. Moreover, φω(xi) = φ(xi) belongs to R[x] for
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i = 1, 2. From this, we see that γi,j(ω) belongs to R for i = 0, 1, 2 and
j = 1, 2. Thus, ω belongs to Z ′. Therefore, φ = φω belongs to H5. This
completes the proof of Theorem 1.3 for i = 5.
Here is a useful identity to be used in the following discussions. Let A be
a domain, and γi and pi elements of A for i = 1, 2. Define an endomorphism
φ of the A-algebra A[z] by φ(z) = γ1z + p1, and define
z′ = γ2z + p2 and p
′ = γ2p1 − (γ1 − 1)p2.
Then, it holds that
(3.4) φ(z′) = γ2φ(z) + p2 = γ1(γ2z + p2)− (γ1 − 1)p2 + γ2p1 = γ1z
′ + p′.
Now, we show thatH2 is contained inH(f2). Take any φ ∈ H2. Then, we
have φ(x1) = x1 and φ(x2) = ωx2+gω for some ω ∈ Z. In the notation above
with A = R[x1], z = x2 and (γ1, p1, γ2, p2) = (ω, gω, ζ−1, g), we have φ(z) =
ωx2+ gω = φ(x2), z
′ = (ζ − 1)x2+ g = y2 and p
′ = (ζ − 1)gω− (ω− 1)g = 0.
Hence, we get φ(y2) = γ1z
′ + p′ = ωy2 by (3.4). Since ω
µ = 1, it follows
that φ fixes every element of K[x1, y
µ
2 ]. Hence, φ fixes f2 = ax1+ h, since h
belongs to K[yµ2 ] by the choice of µ. Clearly, φ belongs to T(R,x). Thus, φ
belongs to H(f2). Therefore, H2 is contained in H(f2).
The reverse inclusion is proved by using the following lemma and propo-
sition, where we denote H(x1) = Aut(R[x]/R[x1]) for simplicity.
Lemma 3.4. H ′2 := H(f2) ∩H(x1) is contained in H2.
Proof. Take any φ ∈ H ′2. Then, we have φ(x1) = x1. Hence, we
may write φ(x2) = ωx2 + p, where ω ∈ R
× and p ∈ R[x1]. We show that
ωµ = 1 and p = gω. Then, it follows that φ belongs to H2. By applying
(3.4) with A = R[x1], z = x2 and (γ1, p1, γ2, p2) = (ω, p, ζ − 1, g), we get
φ(y2) = ωy2 + q, where
q := (ζ − 1)p− (ω − 1)g.
Then, we have p = gω if and only if q = 0. So we prove that q = 0. Note
that h = f2−ax1 is fixed under φ, since φ belongs to H(f2)∩H(x1). Hence,
we have
c1(ωy2 + q)
λ1 = φ(c1y
λ1
2 ) = φ(h− h
′) = h− φ(h′),
where h′ := h− c1y
λ1
2 . Now, suppose to the contrary that q 6= 0. Then, the
monomial yλ1−12 appears in (ωy2 + q)
λ1 as a polynomial in y2 over R
′[x1].
Hence, yλ1−12 appears in h or φ(h
′) by the preceding equality. Since h be-
longs to R′[yµ2 ], we know that λ1 = degy2 h is divisible by µ. Since µ ≥ 2,
this implies that λ1 − 1 is not divisible by µ. Hence, y
λ1−1
2 does not ap-
pear in h. Note that degy2 h
′ ≤ λ1 − µ ≤ λ1 − 2, since h
′ is an element
of R′[yµ2 ] with degy2 h
′ < λ1. Because φ(y2) = ωy2 + q, it follows that
degy2 φ(h
′) = degy2 h
′ ≤ λ1 − 2. Hence, y
λ1−1
2 does not appear in φ(h
′).
This is a contradiction, thus proving q = 0. Therefore, we get p = gω and
φ(y2) = ωy2. Since φ(h) = h, and µ is the maximal number such that h
belongs to R′[yµ2 ], it follows that ω
µ = 1 by Lemma 3.3. This proves that φ
belongs to H2. Therefore, H
′
2 is contained in H2. 
The following proposition is a key to the proof of the “if” part of Theo-
rem 1.2, and Theorem 1.3 for i = 2.
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Proposition 3.5. Let f ∈ R[x] be a coordinate of K[x] over K which is
tamely reduced over R.
(i) Assume that degx1 f > degx2 f ≥ 2. If φ(f) = f for some φ ∈ J(R;x1, x2)
with φ 6= idR[x], then φ belongs to H(x1) and f is of type II.
(ii) Assume that degx1 f = degx2 f ≥ 2. If φ(f) = f for some φ ∈ Aff(R,x)
with φ 6= idR[x], then f is of type IV, or f satisfies the condition (5) of
Definition 1.1 except for (c).
We prove Proposition 3.5 in the next section. In the rest of this section,
we derive from Proposition 3.5 the “if” part of Theorem 1.2, and Theorem 1.3
for i = 2.
Let f ∈ R[x] be a coordinate of K[x] over K which satisfies (A), (B)
and (C) of Theorem 1.2. We show that f is of one of the types I through
V. Since degx1 f ≥ degx2 f ≥ 1 by (C), we have |w(f)| > 1. Hence, there
exist l,m ∈ N and α, β ∈ K× such that degx1 f = lm, degx2 f = m and
fw(f) = α(x2+βx
l
1)
m by Proposition 1.2. Because f is tamely reduced over
R by (B), it follows from Proposition 2.5 that β does not belong to V (R) if
l = 1, and to R if l ≥ 2.
Assume that l = m = 1. Then, we have degx1 f = degx2 f = 1 and
fw(f) = α(x2+βx1). Hence, f has the form αx2+αβx1+ b for some b ∈ R.
Since f belongs to R[x], it follows that a2 := α and a1 := αβ belong to
R \ {0}. Since l = 1, we know that a1/a2 = β does not belong to V (R).
Therefore, f is of type III.
Assume that l ≥ 2 and m = 1. Then, we have degx1 f = l, degx2 f = 1
and fw(f) = α(x2+βx
l
1). From this, we see that g := f −αx2 is an element
of R[x1] of degree l ≥ 2 with leading coefficient αβ. Since l ≥ 2, we know
that β does not belong to R. Hence, αβ does not belong to αR. Therefore,
f is of type I.
Assume that l ≥ 2 and m ≥ 2. Then, we have degx1 f > degx2 f ≥
2. Thanks to Theorem 2.7 (ii), this implies that H(f) is contained in
J(R;x1, x2) because of (B). By (A), there exists φ ∈ H(f) with φ 6= idR[x].
Then, φ belongs to J(R;x1, x2) and satisfies φ(f) = f . Therefore, f is of
type II due to Proposition 3.5 (i).
Finally, assume that l = 1 and m ≥ 2. Then, we have degx1 f =
degx2 f ≥ 2. Thanks to Theorem 2.7 (i), this implies that H(f) is contained
in Aff(R,x) because of (B). By (A), there exists φ ∈ H(f) with φ 6= idR[x].
Then, φ belongs to Aff(R,x) and satisfies φ(f) = f . Due to Proposition 3.5
(ii), this implies that f is of type IV, or satisfies the condition of Defini-
tion 1.1 (5) except for (c).
We show that f is of type V in the latter case. By assumption, we may
write f = τ5(x2 + g
′). Here, τ5 is an element of Aff(K,x) satisfying (b) of
Definition 1.1 (5), and g′ is an element of xe
′
1 K[x
e′
1 ] for some e
′ ≥ 2 with
degx1 g
′ ≥ 3. By Theorem 1.3 for i = 5, we have H(f) = H5. Hence, we
get Z ′ \ {1} 6= ∅ by (A). Take ω ∈ Z ′ with ω 6= 1. Then, we have ωµ
′
= 1
and γi,j(ω) belongs to R for i = 0, 1, 2 and j = 1, 2 by definition. Since
g′ belongs to K[xµ
′
1 ] and x
e′
1 K[x
e′
1 ], we know that g
′ belongs to xµ
′
1 K[x
µ′
1 ].
Thus, f satisfies (a) and (c) of Definition 1.1 (5) with e′ replaced by µ′.
Therefore, f is of type V.
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This proves that f is of one of the types I through V. Therefore, the“if”
part of Theorem 1.2 follows from Proposition 3.5.
To complete the proof of Theorem 1.3 for i = 2, it remains only to prove
thatH(f2) is contained inH2. Thanks to Lemma 3.4, it suffices to verify that
H(f2) is contained in H(x1). By (1.2), we have degx1 f2 > degx2 f2 ≥ 2. In
view of Theorem 2.7 (ii), this implies that H(f2) is contained in J(R;x1, x2),
since f2 is tamely reduced over R. By Proposition 3.5 (i), we know that
Aut(R[x]/R[f2]) ∩ J(R;x1, x2)
is contained in H(x1). Thus, H(f2) is contained in H(x1). This proves that
H(f2) is contained inH2. Therefore, Proposition 3.5 (i) implies Theorem 1.3
for i = 2.
4. Proof (II)
The goal of this section is to prove Proposition 3.5. Recall that elements
of Aut(R[x]/R) are naturally regarded as elements of Aut(A[x]/A) for any
R-domain A. For each φ ∈ Aut(R[x]/R), we define an A-subalgebra of A[x]
by
A[x]φ = {f ∈ A[x] | φ(f) = f}.
Lemma 4.1. (i) Let t ≥ 2 be an integer, and f ∈ R[xt1, x2] a coordinate
of K[x] over K. Then, we have f = αx2 + p for some α ∈ R \ {0} and
p ∈ R[xt1].
(ii) Let φ ∈ Aut(K[x]/K) be such that φ(x1) = αx1 and φ(x2) = x2 + q for
some α ∈ K× and q ∈ K[x1] \ {0} with φ(q) = q. Then, K[x]
φ is contained
in K[x1].
Proof. (i) Let U be the set of f ∈ K[xt1, x2] which is a coordinate
of K[x] over K, but is not of the form f = αx2 + p for any α ∈ K
×
and p ∈ K[xt1]. For each q ∈ K[x
t
1], we define ψq ∈ Aut(K[x]/K[x1]) by
ψq(x2) = x2 − q. Then, we remark that ψq(U) is contained in U . Now,
suppose to the contrary that there exists a coordinate f ′ ∈ R[xt1, x2] of
K[x] over K which is not of the form f ′ = αx2 + p for any α ∈ R \ {0} and
p ∈ R[xt1]. Then, f
′ belongs to U . Actually, if f ′ = αx2+p for some α ∈ K
×
and p ∈ K[xt1], then α and p belong to R\{0} and R[x
t
1], respectively. Hence,
U is not empty. Choose f ∈ U so that |w(f)| is minimal. First, we show
that |w(f)| > 1. Suppose to the contrary that |w(f)| = 1. Then, f is a
linear polynomial in xi over K for some i ∈ {1, 2}. Since f is an element of
K[xt1, x2] with t ≥ 2, we know that i = 2. Hence, we have f = αx2 + β for
some α ∈ K× and β ∈ K. Thus, f does not belong to U , a contradiction.
Therefore, we get |w(f)| > 1. By Proposition 1.2, there exist i, j ∈ {1, 2}
with i 6= j, l,m ∈ N and α, β ∈ K× such that degxi f = m, degxj f = lm
and fw(f) = α(xi+ βx
l
j)
m. Since K is of characteristic zero, the monomials
xix
l(m−1)
j and x
m−1
i x
l
j appear in f
w(f), and hence appear in f . Because f
is an element of K[xt1, x2] with t ≥ 2, it follows that (i, j) = (2, 1), and
l is a multiple of t. Hence, q := βxl1 belongs to K[x
t
1]. Put ψ = ψq.
Then, ψ(U) is contained in U as remarked. Hence, ψ(f) belongs to U .
Thus, we get |w(ψ(f))| ≥ |w(f)| by the minimality of |w(f)|. To obtain a
contradiction, we show that |w(ψ(f))| < |w(f)| using Lemma 2.3. Since f
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is a coordinate of K[x] over K with |w(f)| > 0, we know that f satsfies the
equivalent conditions (a) and (b) before Proposition 1.3. By definition, we
have ψ(x1) = x1 and ψ(x2) = x2 − βx
l
1. Since w(f) = (m, lm), we see that
ψ is w(f)-homogeneous. Since
ψ(fw(f)) = ψ
(
α(x2 + βx
l
1)
m
)
= αxm2 ,
we have degx1 ψ(f
w(f)) < degx1 f
w(f). Thus, it follows that |w(ψ(f))| <
|w(f)| by Lemma 2.3. Therefore, we are led to a contradiction, proving (i).
(ii) Define a K-linear endomorphism of K[x] by δ := φ− idK[x]. Then,
we have ker δ = K[x]φ, and
δ(xi1) = φ(x1)
i − xi1 = α
ixi1 − x
i
1 = (α
i − 1)xi1
for each i ∈ Z≥0. If δ
2(cxi1) = c(α
i − 1)2xi1 = 0 for c ∈ K and i ∈ Z≥0,
then we have c = 0 or αi = 1, and hence δ(cxi1) = c(α
i − 1)xi1 = 0. Thus,
δ2(f) = 0 implies δ(f) = 0 for each f ∈ K[x1].
Now, take any p ∈ K[x]φ\{0}, and write p =
∑l
i=0 pl−ix
i
2, where l ∈ Z≥0
and p0, . . . , pl ∈ K[x1] with p0 6= 0. Then, it suffices to show that l = 0.
Since φ(K[x1]) is contained in K[x1], and φ(x2) = x2 + q, we have
p = φ(p) =
l∑
i=0
φ(pl−i)(x2 + q)
i
= φ(p0)x
l
2 + (lφ(p0)q + φ(p1))x
l−1
2 + (terms of lower degree in x2).
Hence, we get φ(p0) = p0 and lφ(p0)q + φ(p1) = p1. Thus, p0 belongs to
K[x]φ and
δ(p1) = φ(p1)− p1 = −lφ(p0)q = −lp0q.
Since q belongs to K[x]φ by assumption, −lp0q belongs to K[x]
φ = ker δ.
Hence, it follows that δ2(p1) = 0. This implies that δ(p1) = 0 as mentioned.
Thus, we get lp0q = 0. Since p0 and q are nonzero, we conclude that l = 0
due to the assumption that R contains Z. Therefore, p belongs to K[x1],
proving (ii). 
In the following discussion and two lemmas, n ∈Nmay be arbitrary. For
each endomorphism φ of the R-algebra R[x] and each matrix A = (ai,j)i,j
with entries in R[x], we denote φ(A) = (φ(ai,j))i,j . Then, by chain rule, we
have
(4.1) J(φ ◦ ψ) = φ(Jψ) · Jφ
for endomorphisms φ and ψ of the R-algebra R[x]. If ψ is an automorphism,
then we get
(4.2) J(ψ−1 ◦ φ ◦ ψ) = (ψ−1 ◦ φ)(Jψ) · ψ−1(Jφ) · J(ψ−1).
Now, define an endomorphism ǫ0 of the R-algebra R[x] by ǫ0(xi) = 0 for
i = 1, . . . , n. Assume that ǫ0 ◦ φ = ǫ0 ◦ ψ = ǫ0, i.e., φ(xi) and ψ(xi) have no
constant terms for each i. Then, the matrices ǫ0
(
J(ψ−1 ◦φ◦ψ)
)
and ǫ0(Jφ)
are similar for the following reason. Since ǫ0 = (ǫ0 ◦ψ) ◦ψ
−1 = ǫ0 ◦ψ
−1, we
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have
ǫ0(Jψ) · ǫ0
(
J(ψ−1)
)
= (ǫ0 ◦ ψ
−1)(Jψ) · ǫ0
(
J(ψ−1)
)
= ǫ0
(
ψ−1(Jψ) · J(ψ−1)
)
= ǫ0
(
J(ψ−1 ◦ ψ)
)
= E.
Hence, we get ǫ0
(
J(ψ−1)
)
= ǫ0(Jψ)
−1. Thus, it follows from (4.2) that
ǫ0
(
J(ψ−1 ◦ φ ◦ ψ)
)
= ǫ0
(
(ψ−1 ◦ φ)(Jψ)
)
· ǫ0
(
ψ−1(Jφ)
)
· ǫ0
(
J(ψ−1)
)
= (ǫ0 ◦ ψ
−1 ◦ φ)(Jψ) · (ǫ0 ◦ ψ
−1)(Jφ) · ǫ0(Jψ)
−1
= ǫ0(Jψ) · ǫ0(Jφ) · ǫ0(Jψ)
−1.
Therefore, ǫ0(J(ψ
−1 ◦ φ ◦ ψ)) and ǫ0(Jφ) are similar.
Lemma 4.2. Let κ be any field, and φ ∈ J(κ;x1, . . . , xn) such that φ(f) = f
for some coordinate f of κ[x] over κ. Then, we have φ(xi) = xi+g for some
i ∈ {1, . . . , n} and g ∈ κ[x1, . . . , xi−1].
Proof. Write φ(xi) = αixi + gi for i = 1, . . . , n, where αi ∈ κ
× and
gi ∈ κ[x1, . . . , xi−1]. We show that αi = 1 for some i by contradiction.
Suppose that αi 6= 1 for all i. Then, we can define c1, . . . , cn ∈ κ by
ci := −(αi − 1)
−1gi(c1, . . . , ci−1)
by induction on i. Define τ ∈ Aut(κ[x]/κ) by τ(xi) = xi−ci for i = 1, . . . , n.
Then, we have
(4.3)
(φ ◦ τ)(xi) = φ(xi − ci) = αixi + gi − ci
= αi(xi − ci) + gi + (αi − 1)ci = αi(xi − ci) + gi − gi(c1, . . . , ci−1)
for i = 1, . . . , n. Set φ0 = τ
−1 ◦ φ ◦ τ . Then, we see from (4.3) that
φ0(xi) = τ
−1
(
(φ◦τ)(xi)
)
has the form αixi+g
′
i for some g
′
i ∈ κ[x1, . . . , xi−1]
for each i. Hence, Jφ0 is a lower triangular matrix with diagonal entries
α1, . . . , αn. Thus, the same holds for ǫ0(Jφ0). Therefore, α1, . . . , αn are the
eigenvalues of ǫ0(Jφ0).
Observe that (4.3) is sent to zero by the substitution xj 7→ cj for j =
1, . . . , i. Since (ǫ0 ◦ τ
−1)(xj) = ǫ0(xj + cj) = cj for j = 1, . . . , n, it follows
that
(ǫ0 ◦ φ0)(xi) = (ǫ0 ◦ τ
−1)
(
(φ ◦ τ)(xi)
)
= 0.
Hence, we get ǫ0 ◦ φ0 = ǫ0. Since f is a coordinate of κ[x] over κ by
assumption, there exists σ ∈ Aut(κ[x]/κ) such that σ(x1) = f . Define
σ0 ∈ Aut(κ[x]/κ) by
σ0(xi) = (τ
−1 ◦ σ)(xi)− ǫ0
(
(τ−1 ◦ σ)(xi)
)
for i = 1, . . . , n. Then, we have ǫ0(σ0(xi)) = 0 for each i. Hence, we get
ǫ0◦σ0 = ǫ0. Set φ1 = σ
−1
0 ◦φ0◦σ0. Then, ǫ0(Jφ0) and ǫ0(Jφ1) are similar by
the discussion above. Accordingly, α1, . . . , αn are the eigenvalues of ǫ0(Jφ1).
Since φ(σ(x1)) = φ(f) = f = σ(x1), and β := ǫ0
(
(τ−1◦σ)(x1)
)
is a constant,
we have
(φ0 ◦ σ0)(x1) = (τ
−1 ◦ φ ◦ τ)
(
(τ−1 ◦ σ)(x1)− β
)
= τ−1
(
φ(σ(x1))
)
− (τ−1 ◦ φ ◦ τ)(β) = (τ−1 ◦ σ)(x1)− β = σ0(x1).
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Hence, we get
φ1(x1) = (σ
−1
0 ◦ φ0 ◦ σ0)(x1) = σ
−1
0
(
(φ0 ◦ σ0)(x1)
)
= σ−10
(
σ0(x1)
)
= x1.
This shows that the first row of Jφ1 is (1, 0, . . . , 0), and the same holds
for ǫ0(Jφ1). Thus, 1 is an eigenvalue of ǫ0(Jφ1). Since α1, . . . , αn are the
eigenvalues of ǫ0(Jφ1), this contradicts that αi 6= 1 for all i. Therefore, we
have αi = 1 for some i. 
We also use locally nilpotent derivations to prove Proposition 3.5. For
each domain A, we denote by Q(A) the field of fractions of A. Then, the
following facts are well-known. Here, we recall that k is an arbitrary field of
characteristic zero. For D ∈ LNDk k[x] \ {0}, the transcendence degree of
Q(kerD) over k is equal to n−1 (cf. [6, Proposition 1.3.32]). If D(f) 6= 0 for
D ∈ Derk k[x] and f ∈ k[x], then f is transcendental over Q(kerD) (cf. [18,
Proposition 5.2]).
The following lemma is a consequence of these facts.
Lemma 4.3. For D ∈ LNDk k[x], we put φ = expD. Then, we have
k[x]φ = kerD.
Proof. Obviously, kerD is contained in k[x]φ. We prove the reverse
inclusion by contradiction. Suppose that D(f) 6= 0 for some f ∈ k[x]φ.
Then, f is transcendental over Q(kerD) as mentioned. Clearly, D is nonzero.
Hence, Q(kerD) has transcendence degree n−1 over k as mentioned. Thus,
the transcendence degree of Q(kerD)(f) over k is equal to n. Since L :=
Q(k[x]φ) contains Q(kerD)(f), we know that k(x) := Q(k[x]) is a finite
extension of L. Note that φ extends to an automorphism of k(x) over L.
Hence, φ must be of finite order. This contradicts that φ = expD with D 6=
0. Thus, k[x]φ is contained in kerD. Therefore, we have k[x]φ = kerD. 
For φ ∈ Aut(k[x]/k), consider the k-linear endomorphism δ = φ− idk[x]
of k[x]. For each f, g ∈ k[x], we have
δ(fg) = φ(fg)− fg =
(
φ(f)− f
)
g + φ(f)
(
φ(g) − g
)
= δ(f)g + φ(f)δ(g).
Since δ ◦ φ = φ ◦ δ, it follows that
δl(fg) =
l∑
i=0
(
l
i
)
φi(δl−i(f))δi(g)
for each l ≥ 1. By this formula, we know that δl+m(fg) = 0 if δl(f) = 0
and δm(g) = 0 for l,m ∈ N. Hence, we see that δ is locally nilpotent if
δli(xi) = 0 for some li ∈N for i = 1, . . . , n.
Lemma 4.4. Let φ ∈ Aut(k[x]/k) be such that φ(xi) = xi + gi for some
gi ∈ k[x1, . . . , xi−1] for i = 1, . . . , n. Then, we have φ = expD for some
triangular derivation D of k[x] over k.
Proof. By induction on n, we can check that δ = φ − idk[x] is locally
nilpotent. In fact, assuming that the restriction of δ to k[x1, . . . , xn−1] is
locally nilpotent, we have δl(xn) = 0 for some l ∈ N, since δ(xn) = (xn +
gn) − xn = gn belongs to k[x1, . . . , xn−1]. This implies that δ is locally
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nilpotent by the discussion above. Due to van den Essen [6, Proposition
2.1.3] and Nowicki [23, Proposition 6.1.4 (6)], it follows that
D :=
∑
i≥1
(−1)i+1
δi
i
belongs to LNDk k[x] and satisfies φ = expD. Since δ(xi) = (xi + gi) −
xi = gi belongs to k[x1, . . . , xi−1], and δ(k[x1, . . . , xi−1]) is contained in
k[x1, . . . , xi−1], we see that D(xi) belongs to k[x1, . . . , xi−1] for i = 1, . . . , n.
Therefore, D is triangular. 
Now, we prove Proposition 3.5 (i). Let f ∈ R[x] be a coordinate of K[x]
over K which is tamely reduced over R and satisfies degx1 f > degx2 f ≥ 2.
Take idR[x] 6= φ ∈ J(R;x1, x2) such that φ(f) = f , and write
(4.4) φ(x1) = u1x1 + v and φ(x2) = u2x2 + g,
where u1, u2 ∈ R
×, v ∈ R and g ∈ R[x1]. Then, we have u1 = 1 or
u2 = 1 by Lemma 4.2. Since f is a coordinate of K[x] over K with
degx1 f > degx2 f ≥ 2, we see from Proposition 1.2 that f has the form
αxl2 + (terms of lower degree in x2) for some α ∈ R \ {0} and l ≥ 2. Then,
we have
φ(f) = αul2x
l
2 + (terms of lower degree in x2)
because of (4.4). Since φ(f) = f , it follows that ul2 = 1. Hence, u2 is a root
of unity. We show that u1 = 1 and u2 6= 1 by contradiction.
Suppose that u1 = u2 = 1. Then, there exists a triangular derivation D
of K[x] over K such that φ = expD by Lemma 4.4. Here, we identify φ with
the natural extension to K[x]. Since φ 6= idR[x], we have D 6= 0. Assume
that D(x1) = 0. Then, we have D(x2) 6= 0. Hence, we get kerD = K[x1].
Since f belongs to K[x]φ, and K[x]φ = kerD by Lemma 4.3, it follows
that f belongs to K[x1]. Hence, f is a linear polynomial in x1 over K.
This contradicts that degx2 f ≥ 2. If D(x1) 6= 0, then D(x1) belongs to
K× by the triangularity of D. By integrating D(x1)
−1D(x2) in x1, we can
construct q ∈ K[x1] such that dq/dx1 = D(x1)
−1D(x2). Then, we have
D(x2 − q) = D(x2) − D(x1)dq/dx1 = 0. Since x2 − q is a coordinate of
K[x] over K, it follows that kerD = K[x2 − q] by Theorem 2.1. Hence, f
belongs to K[x2− q]. Since f is a coordinate, f must be a linear polynomial
in x2 − q over K. Thus, we get degx2 f = 1, a contradiction. Therefore, we
have (u1, u2) 6= (1, 1).
Next, suppose that u1 6= 1 and u2 = 1. Set
z1 = (u1 − 1)x1 + v.
Then, we have K[z1] = K[x1] since u1 6= 1. Moreover, we get
φ(z1) = u1z1 + (u1 − 1)v − (u1 − 1)v = u1z1
by applying (3.4) with (γ1, p1, γ2, p2) = (u1, v, u1 − 1, v). Since g belongs to
K[x1] = K[z1], we may write g =
∑
i≥0 βiz
i
1, where βi ∈ K for each i. Let
I be the set of i such that βi 6= 0 and u
i
1 6= 1. Then, define
z2 = x2 + q, where q :=
∑
i∈I
βi(1− u
i
1)
−1zi1.
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Since u2 = 1, we have
φ(z2) = φ(x2 + q) = (x2 + g) + φ(q) = (z2 − q) + g + φ(q) = z2 + q
′,
where
q′ := g + φ(q)− q =
∑
i≥0
βiz
i
1 +
∑
i∈I
βi(1− u
i
1)
−1(φ(zi1)− z
i
1)
=
∑
i≥0
βiz
i
1 +
∑
i∈I
βi(1− u
i
1)
−1(ui1 − 1)z
i
1 =
∑
i 6∈I
βiz
i
1.
Note that i does not belong to I if and only if βi = 0 or u
i
1 = 1, and so if and
only if φ(βiz
i
1) = βiu
i
1z
i
1 is equal to βiz
i
1. Hence, we get φ(q
′) = q′. If q′ 6= 0,
then we know by Lemma 4.1 (ii) that K[x]φ is contained in K[z1] = K[x1].
Hence, f is a linear polynomial in x1 over K, a contradiction. If q
′ = 0,
then we have φ(z2) = z2. Since φ(z1) = u1z1 with u1 6= 1, it follows that
K[x]φ = K[z1, z2]
φ is equal to K[zt1, z2] for some t ≥ 2 if u1 is a root of unity,
and to K[z2] otherwise. In the former case, f is a linear polynomial in z2
over K[zt1] by Lemma 4.1 (i). In the latter case, f is a linear polynomial in
z2 over K. In either case, we have degx2 f = 1, a contradiction. Therefore,
we conclude that u1 = 1 and u2 6= 1.
Since u2 is a root of unity as mentioned, we may find the maximal integer
e ≥ 2 such that ue2 = 1. Then, we have
φe(x1) = x1 + ev and φ
e(x2) = x2 + p
for some p ∈ R[x1]. Hence, φ
e belongs to J(R;x1, x2). Since φ
e(f) = f ,
we may conclude that φe = idR[x] from the discussion for the case of u1 =
u2 = 1. Hence, we have ev = 0, and so v = 0. Thus, we get φ(x1) = x1.
Therefore, φ belongs to H(x1), proving the first part of Proposition 3.5 (i).
We check that f is of type II. Set u = u2 − 1, and define
y2 = ux2 + g and R
′ = R[u−1].
Then, we have R′[x1, y2] = R
′[x] since u2 6= 1. Moreover, we get φ(y2) =
u2y2 by applying (3.4) with (γ1, p1, γ2, p2) = (u2, g, u, g). Hence, it follows
that
R′[x]φ = R′[x1, y2]
φ = R′[x1, y
e
2]
by the definition of e. Since f belongs to this set, we know by Lemma 4.1
(i) that f = a′x1 + h for some a
′ ∈ R′ \ {0} and h ∈ R′[ye2]. Then, h does
not belong to R′ by the assumption that degx2 f ≥ 2. Furthermore, we have
λ := degx1 g ≥ 2 by the assumption that degx1 f > degx2 f . Let c be the
leading coefficient of g. Then, fw(f) is equal to a power of y
w(y2)
2 = ux2+cx
λ
1
multiplied by an element of R′ \ {0}. Since λ ≥ 2 and f is tamely reduced
over R by assumption, it follows from Proposition 2.5 (ii) that c does not
belong to uR. Thus, f satisfies all the conditions of Definition 1.1 (2).
Therefore, f is of type II. This completes the proof of Proposition 3.5 (i).
We use the following lemma to prove Proposition 3.5 (ii).
Lemma 4.5. Let f ∈ R[x] be such that f = ψ(γx2 + q) for some ψ ∈
Aff(K,x), γ ∈ K× and q ∈ K[x1]. If f is tamely reduced over R, and
degx1 f = degx2 f , then the following statements hold:
(i) If degx1 q = 2, then f is of type IV.
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(ii) Assume that q belongs to K[(sx1+ t)
l] \K for some s ∈ K×, t ∈ K and
l ≥ 2. If degx1 q ≥ 3, then f satisfies the conditions of Definition 1.1 (5)
except for (c).
Proof. Write ψ(x1) = α
′
1x1 + α
′
2x2 + α
′
0, where α
′
1, α
′
2, α
′
0 ∈ K. If
degx1 q = 2, then we may write
q = β2(x1 − α
′
0)
2 + β1x1 + β0,
where β0, β1, β2 ∈ K with β2 6= 0. Take u ∈ K
× such that a := u2β2 belongs
to R. Then, we can define τ ∈ Aff(K,x) by
τ(x1) = u
−1ψ(x1 − α
′
0), τ(x2) = ψ(β1x1 + γx2 + β0),
since γ 6= 0. Using this τ , we may write
f = ψ(q + γx2) = ψ
(
β2(x1 − α
′
0)
2 + β1x1 + β0 + γx2
)
= aτ(x1)
2 + τ(x2).
Put αi = u
−1α′i for i = 1, 2. Then, we have τ(x1) = α1x1 + α2x2. Since
degx1 f = degx2 f by assumption, we know that α1 and α2 are nonzero.
Hence, we get
fw(f) = aτ(x1)
2 = aα22
(
(α1/α2)x1 + x2
)2
.
Since f is tamely reduced over R by assumption, this implies that α1/α2
does not belong to V (R) by Proposition 2.5 (i). Therefore, f is of type IV.
Next, assume that q is as in (ii). Put y1 = sx1 + t, and write q = q
′ + δ,
where q′ ∈ yl1K[y
l
1] and δ ∈ K. Let g
′ be an element of xl1K[x
l
1] obtained
from q′ by replacing y1 with x1. Then, we have λ := degx1 g
′ = degy1 q
′ =
degy1 q ≥ 3. Define τ ∈ Aff(K,x) by τ(x1) = ψ(y1) and τ(x2) = ψ(γx2+ δ).
Then, we have
(4.5) f = ψ(γx2 + q
′ + δ) = ψ(γx2 + δ) + τ(g
′) = τ(x2 + g
′).
Hence, f is written as in Definition 1.1 (5), and satisfies (a). Put αi := sα
′
i
for i = 1, 2. Then, we have
τ(x1) = ψ(sx1 + t) = α1x1 + α2x2 + sα
′
0 + t.
Since degx1 f = degx2 f by assumption, we see from (4.5) that α1 and α2
are nonzero, and
fw(f) = (g′)w(f) = c(α1x1 + α2x2)
λ = cαλ2 ((α1/α2)x1 + x2)
λ,
where c ∈ K× is the leading coefficient of g′. Since f is tamely reduced
over R by assumption, this implies that α1/α2 does not belong to V (R) by
Proposition 2.5 (ii). Thus, (b) of Definition 1.1 (5) is satisfied. Therefore,
f satisfies the conditions of Definition 1.1 (5) except for (c). 
Now, we prove Proposition 3.5 (ii). Let f ∈ R[x] be a coordinate of K[x]
over K which is tamely reduced over R and satisfies degx1 f = degx2 f ≥ 2.
Assume that φ(f) = f for some idR[x] 6= φ ∈ Aff(R,x). Then, it suffices to
show that f is written as in Lemma 4.5. Write (φ(x1), φ(x2)) = (x1, x2)A+
(b1, b2), where A ∈ GL(2, R) and b1, b2 ∈ R. Let K
′ be an extension field
of K to which the eigenvalues of A belong. Then, we know from linear
algebra that P−1AP is upper triangular for some P ∈ GL(2,K ′). We define
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ψ ∈ Aff(K ′,x) by (ψ(x1), ψ(x2)) = (x1, x2)P , and put φ
′ = ψ−1 ◦ φ ◦ ψ.
Then, we have
(φ′(x1), φ
′(x2)) =
(
(ψ−1 ◦ φ)(x1), (ψ
−1 ◦ φ)(x2)
)
P
=
(
(ψ−1(x1), ψ
−1(x2))A+ (b1, b2)
)
P = (x1, x2)P
−1AP + (b1, b2)P.
Since P−1AP is regular and upper triangular, we may write
φ′(x1) = u1x1 + β1 and φ
′(x2) = vx1 + u2x2 + β2,
where u1, u2 ∈ (K
′)× are the eigenvalues of A, and v, β1, β2 ∈ K
′. Hence,
φ′ belongs to J(K ′;x1, x2). Since φ(f) = f by assumption, φ
′ fixes the
coordinate ψ−1(f) of K ′[x] over K ′. Thus, we have u1 = 1 or u2 = 1 by
Lemma 4.2. Since u1u2 = detP
−1AP = detA belongs to R×, it follows that
u1 and u2 belong to R
×. Hence, we may assume that K ′ = K. Since u1 = 1
or u2 = 1, we have u1 6= u2 if and only if (u1, u2) 6= (1, 1). If this is the
case, then we may choose P so that P−1AP is a diagonal matrix. Then, we
have v = 0. In this case, we may assume further that u1 6= 1 and u2 = 1 by
replacing P if necessary. Thus, we are reduced to the following two cases:{
φ′(x1) = x1 + β1
φ′(x2) = x2 + αx1 + β2,
{
φ′(x1) = ux1 + β1
φ′(x2) = x2 + β2.
Here, α, β1 and β2 are elements of K, and u 6= 1 is an element of R
×.
First, we consider the former case. Define D ∈ DerK K[x] by
D(x1) = β1 and D(x2) = αx1 + β2 −
αβ1
2
.
Then, D is triangular, and satisfies expD = φ′, since
(expD)(x1) = x1 +D(x1) = x1 + β1
(expD)(x2) = x2 +D(x2) +
D2(x2)
2
= x2 +
(
αx1 + β2 −
αβ1
2
)
+
αβ1
2
.
Hence, we have K[x]φ
′
= kerD by Lemma 4.3, and so K[x]φ = ψ(kerD).
Since f is a coordinate of K[x] over K belonging to K[x]φ, we know that, if
kerD = K[h] for some h ∈ K[x], then f is a linear polynomial in ψ(h) over
K.
We prove that β1 6= 0 by contradiction. If β1 = 0, then we have kerD =
K[x1]. Hence, f is a linear polynomial in ψ(x1) over K. Since ψ is affine, it
follows that deg f = 1, a contradiction. Thus, we get β1 6= 0. Define
q =
α
2β1
x21 +
(
β2
β1
−
α
2
)
x1.
Then, we have D(x2 − q) = 0, since
D(q) = D(x1)
∂q
∂x1
= β1
(
2
α
2β1
x1 +
β2
β1
−
α
2
)
= D(x2).
Since x2−q is a coordinate of K[x] over K, it follows that kerD = K[x2−q]
by Theorem 2.1. Hence, we have
f = γψ(x2 − q) + γ
′ = ψ
(
γx2 + (γ
′ − γq)
)
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for some γ ∈ K× and γ′ ∈ K as remarked. Since deg f ≥ 2 by assumption,
this implies that degx1 q ≥ 2. Thus, we get α 6= 0, and so degx1(γ
′ − γq) =
degx1 q = 2. Therefore, f is expressed as in Lemma 4.5 (i).
Next, we consider the latter case. Set y1 = (u − 1)x1 + β1. Then, we
have K[x] = K[y1, x2] since u 6= 1. Moreover, we get φ
′(y1) = uy1 by
applying (3.4) with (γ1, p1, γ2, p2) = (u, β1, u− 1, β1). We prove that β2 = 0
and u is a root of unity. Suppose to the contrary that β2 6= 0. Then,
K[x]φ
′
= K[y1, x2]
φ′ is contained in K[y1] by Lemma 4.1 (ii). Hence, f
belongs to ψ(K[y1]). This implies that f is a linear polynomial in ψ(y1)
over K. Since ψ is affine, it follows that deg f = degψ(y1) = deg y1 = 1,
a contradiction. Thus, we get β2 = 0, and so φ
′(x2) = x2. Suppose that
u is not a root of unity. Then, we have K[x]φ
′
= K[y1, x2]
φ′ = K[x2],
since φ′(y1) = uy1. Hence, f belongs to ψ(K[x2]). This implies that f is a
linear polynomial in ψ(x2) over K. Thus, we get deg f = 1, a contradiction.
Therefore, u is a root of unity. Consequently, we have K[x]φ
′
= K[yl1, x2] for
some l ≥ 2. Note that ψ−1(f) belongs to K[x]φ
′
, and is a coordinate of K[x]
over K. Hence, by virtue of Lemma 4.1 (i), we may write ψ−1(f) = γx2+ q,
where γ ∈ K× and q ∈ K[yl1]. Then, we have f = ψ(γx2 + q). Since
deg f ≥ 2 by assumption, we see that q does not belong to K. Hence, we
know that degx1 q = degy1 q ≥ l ≥ 2. If degx1 q = 2, then f is expressed as
in Lemma 4.5 (i). If degx1 q ≥ 3, then f is expressed as in Lemma 4.5 (ii).
This completes the proof of Proposition 3.5 (ii), and thereby completing the
proof of Theorems 1.2 and 1.3.
5. Application
Assume that R is a Q-domain, and let D be a triangular derivation of
R[x] over R with D(xi) 6= 0 for i = 1, 2. Take any f ∈ kerD \ R, and put
φ = exp fD. In this section, we investigate when the coordinates φ(x1) and
φ(x2) of R[x] over R are totally wild or quasi-totally wild. Note that φ(xi)
is quasi-totally wild if and only if φ(xi) is exponentially wild for i = 1, 2
by Corollary 1.5 (i). If φ(xi) is exponentially wild, then φ(xi) is wild as
mentioned after Definition 0.1. If φ(xi) is wild for some i ∈ {1, 2}, then φ
does not belong to T(R,x) by definition. Conversely, if φ does not belong
to T(R,x), then φ(xi) is wild for i = 1, 2. In fact, if φ(xi) is tame for some
i ∈ {1, 2}, and τ ∈ T(R,x) is such that τ(xi) = φ(xi), then τ
−1 ◦ φ belongs
to Aut(R[x]/R[xi]).
Write D as in (2.1), and define I as in (2.3). Then, due to Theorem 2.2,
φ does not belong to T(R,x) if and only if one of the following conditions
holds:
(W1) I ∩ {1, . . . , l} 6= ∅.
(W2) I = {0}, b0/a does not belong to V (R) and degx2 f 6= 1.
Here, we note that degx2 f 6= 1 if and only if degx2 f ≥ 2, since f is not an
element of R by assumption.
Define τ ∈ Aut(R[x]/R[x1]) as in (2.4), and set gi = τ(φ(xi)) for i = 1, 2.
Then, φ(xi) is totally (resp. quasi-totally) wild if and only if gi is totally
(resp. quasi-totally) wild for i = 1, 2.
With this notation, we have the following theorems.
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Theorem 5.1. Assume that φ = exp fD does not belong to T(R,x). Then,
the following assertions hold:
(i) degx1 g1 ≥ 2, degx1 g1 ≥ degx2 g2 ≥ 1, and degx1 g2 ≥ degx2 g2 ≥ 2.
(ii) g1 and g2 are tamely reduced over R.
(iii) Assume that H(gi) is not equal to {idR[x]} for some i ∈ {1, 2}. Then,
gi is of type I or IV or V if i = 1, and of type IV or V if i = 2.
Next, consider the following condition:
(5.1) I = {0} and b0/a does not belong to V (R), and l = 0 if i = 2.
Theorem 5.2. The following assertions hold:
(i) g1 is of type I if and only if degx2 f = 1 and I ∩ {1, . . . , l} 6= ∅.
(ii) gi is of type IV for i ∈ {1, 2} if and only if degx2 f = 2 and (5.1) holds.
(iii) If gi is of type V for i ∈ {1, 2}, then we have degx2 f ≥ 3 and (5.1).
First, we describe φ(x1) and φ(x2) concretely. Since D(x1) = a, we have
φ(x1) = (exp fD)(x1) = x1 + fD(x1) = x1 + af.
Define h as in (2.2). Then, we have φ(h) = h, since D(h) = 0. Hence, we
get
ax2 −
l∑
i=0
bi
i+ 1
xi+11 = h = φ(h) = aφ(x2)−
l∑
i=0
bi
i+ 1
(x1 + af)
i+1.
This gives that
φ(x2) = x2 +
l∑
i=0
bi
(i+ 1)a
(
(x1 + af)
i+1 − xi+11
)
.
Set f0 = τ(f). Then, we have
(5.2)
g1 = τ(φ(x1)) = x1 + af0
g2 = τ(φ(x2)) = x2 +
l∑
i=0
bi
(i+ 1)a
(x1 + af0)
i+1 −
∑
i∈I
bi
(i+ 1)a
xi+11 ,
since I is the complement of I ′ in {0, 1, . . . , l}.
Now, we prove Theorems 5.1 and 5.2. Since φ does not belong to T(R,x)
by assumption, we have I 6= ∅ by Theorem 2.2. Set t = max I ≥ 0 and
h0 = τ(h). Then, we see from (2.5) that h
w(h0)
0 is written as in (2.7). Since
kerD is contained in K[h] as mentioned before Theorem 2.1, f0 belongs to
K[h0] \R. Hence, we have m := degx2 f = degh f = degh0 f0 ≥ 1. We show
that
(5.3) g
w(g1)
1 = c1(x2 − bx
t+1
1 )
m, g
w(g2)
2 = c2(x2 − bx
t+1
1 )
(l+1)m
for some c1, c2 ∈ K
×, where b = ((t + 1)a)−1bt. Since f
w(f0)
0 is equal to
(h
w(h0)
0 )
m = am(x2 − bx
t+1
1 )
m up to a nonzero constant multiple, it suffices
to verify that degx1 f0 ≥ 2, degx2 f0 ≥ 1 and degx2 f
l+1
0 ≥ 2 in view of (5.2).
Note that degx1 h0 = t+ 1, degx2 h0 = 1 and
degxi f0 = (degh0 f0) degxi h0 = m degxi h0
for i = 1, 2. First, assume that t ≥ 1. Then, it follows that degx1 f0 ≥
2m ≥ 2 and degx2 f0 = m ≥ 1. Since I is a subset of {0, . . . , l}, we have
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l ≥ t. Hence, we get degx2 f
l+1
0 = (l + 1)m ≥ 2. Thus, the assertion
holds. Next, assume that t = 0. Then, we have I = {0}. Since φ does not
belong to T(R,x) by assumption, this implies that φ satisfies (W2). Hence,
we get m = degx2 f ≥ 2. Since degxi h0 = 1 for i = 1, 2, it follows that
degxi f0 = m ≥ 2 for i = 1, 2, and degx2 f
l+1
0 = (l + 1)m ≥ m ≥ 2. Thus,
the assertion holds. Therefore, we obtain (5.3).
Thanks to Proposition 1.2, we see from (5.3) that
(5.4)
degx1 g1 = (t+ 1)m degx1 g2 = (t+ 1)(l + 1)m
degx2 g1 = m degx2 g2 = (l + 1)m.
By the preceding discussion, we have l ≥ t, and m ≥ 2 if t = 0. Hence, (i)
follows from (5.4). We prove (ii) using Proposition 2.5. First, assume that
t = 0. Then, we have b = b0/a. Since I = {0}, we know that b does not
belong to V (R) by (W2). By (5.3), this implies that g1 and g2 are tamely
reduced over R because of Proposition 2.5 (i). Next, assume that t ≥ 1.
Since t is an element of I, we see that bt does not belong to aR. Hence,
b = ((t+ 1)a)−1bt does not belong to R. By (5.3), this implies that g1 and
g2 are tamely reduced over R because of Proposition 2.5 (ii). This proves
(ii).
To prove (iii), take any i ∈ {1, 2}, and assume that H(gi) is not equal
to {idR[x]}. Then, gi satisfies (A) of Theorem 1.2. By (ii) and (i) of Theo-
rem 5.1, gi also satisfies (B) and (C). Thus, gi must be of one of the types
I through V by Theorem 1.2. Since R is a Q-domain, gi is not of type II
as remarked after Definition 1.1. Since gi is a coordinate of R[x] over R, we
know that gi is not of type III by Proposition 2.2. Since degx2 g2 ≥ 2 by (i),
we see that g2 is not of type I. Therefore, gi is of type I or IV or V if i = 1,
and is of type IV or V if i = 2. This proves (iii), and thus completing the
proof of Theorem 5.1.
Next, we prove Theorem 5.2. Note that degx2 f = 1 and I∩{1, . . . , l} 6= ∅
if and only if degh0 f0 = 1 and t ≥ 1. If these conditions are satisfied, then
we see from (2.5) and (5.2) that g1 has the form a
′(ax2 − g) + x1 for some
a′ ∈ K× and g ∈ K[x1] with degx1 g = t+1 ≥ 2 whose leading coefficient is
equal to bt/(t+1). Since bt/(t+1) does not belong to aR, we know that g1 is
of type I. Conversely, if g1 is of type I, then we see from (2.5) and (5.2) that
degh0 f0 = 1 and t ≥ 1. Hence, we have degx2 f = 1 and I ∩ {1, . . . , l} 6= ∅.
This proves (i).
We prove the “only if” part of (ii), and (iii). Take any i ∈ {1, 2}, and
assume that gi is of type IV or V. Then, we have degx1 gi = degx2 gi by
(1.2). This implies that t = 0 by (5.4). Hence, φ does not satisfy (W1).
Since gi is a coordinate of R[x] over R, and is of type IV or V, we know
that gi is wild by the remark before Theorem 1.2. Hence, φ does not belong
to T(R,x). Thus, φ satisfies (W2). Consequently, φ satisfies the first two
parts of (5.1). Now, assume that gi is of type IV. Then, we have deg gi = 2
by definition. Since t = 0, we know by (5.4) that m = 2, and l = 0 if i = 2.
Hence, we get degx2 f = 2 and the last part of (5.1). This proves the “only
if” part of (ii). Next, assume that gi is of type V. Then, we have deg gi ≥ 3
by definition. If i = 1, or if i = 2 and l = 0, then it follows from (5.4) that
5. APPLICATION 71
degx2 f = m ≥ 3, since t = 0. To complete the proof of (iii), it suffices to
verify that g2 is not of type V when l ≥ 1.
Lemma 5.3. Assume that f5 is as in Definition 1.1. Let f¯5 be a linear form
in x1 and x2 over K such that f
w(f5)
5 = αf¯
u
5 for some α ∈ K
× and u ∈ N.
Then, we have df¯5 ∧ df5 = βdx1 ∧ dx2 for some β ∈ K
×.
Proof. From (1.3), we see that f¯5 = c(α1x1 + α2x2) for some c ∈ K
×.
Hence, τ5(x1) belongs to K[f¯5]. Since f = τ5(x2 + g
′) for some g′ ∈ K[x1],
it follows that
df¯5 ∧ df5 = df¯5 ∧ dτ(x2 + g
′) = df¯5 ∧ dτ5(x2) = c(α1β2 − α2β1)dx1 ∧ dx2.
Since τ5 is an element of Aff(K,x), we know that detJτ5 = α1β2 − α2β1
belongs to K×. Therefore, c(α1β2 − α2β1) belongs to K
×. 
Since t = 0, we have I = {0}. Hence, we get h0 = a(x2 − bx1) by (2.5).
Thus, we see from (5.3) that g
w(g2)
2 = ch
u
0 for some c ∈ K
× and u ∈ N.
Now, suppose to the contrary that l ≥ 1 and g2 is of type V. Then, we have
dh0 ∧ dg2 = βdx1 ∧ dx2 for some β ∈ K
× by Lemma 5.3. By (5.2) with
I = {0}, we get
dh0 ∧ dg2 = dh0 ∧ dx2 +
l∑
i=0
bi
a
(x1 + af0)
idh0 ∧ dx1 −
b0
a
dh0 ∧ dx1
= −
l∑
i=0
bi(x1 + af0)
idx1 ∧ dx2,
since dh0 ∧ df0 = 0, dh0 ∧ dx1 = −adx1∧ dx2 and dh0 ∧ dx2 = −b0dx1 ∧ dx2.
By the supposition that l ≥ 1, this implies that dh0 ∧ dg2 6= βdx1 ∧ dx2 for
any β ∈ K×, a contradiction. Therefore, g2 is not of type V if l ≥ 1. This
completes the proof of Theorem 5.2 (iii).
Finally, we prove the “if” part of Theorem 5.2 (ii). Assume that degx2 f =
2 and (5.1) is satisfied. We show that gi is of type IV for i = 1, 2 by means
of Lemma 4.5 (i). Since (W2) is satisfied, φ does not belong to T(R,x). By
Theorems 5.1 (ii), it follows that gi is tamely reduced over R for i = 1, 2.
Since I = {0} by (5.1), we have t = 0. Hence, we get degx1 gi = degx2 gi
for i = 1, 2 by (5.4). Since I = {0}, we have h0 = ax2 − b0x1 by (2.5).
Define ψ ∈ Aff(K,x) by ψ(x1) = h0 and ψ(x2) = x1, and take q ∈ K[x1]
such that ψ(q) = f0. Then, we have g1 = x1 + af0 = ψ(x2 + aq) by (5.2),
and degx1 q = degh0 f0 = degx2 f = 2 by assumption. Therefore, we con-
clude that g1 is of type IV thanks to Lemma 4.5 (i). If i = 2, then we
have l = 0 by the last part of (5.1). Hence, we get g2 = x2 + b0f0 by (5.2).
Define ψ′ ∈ Aff(K,x) by ψ′(x1) = h0 and ψ
′(x2) = x2. Then, we have
g2 = ψ
′(x2 + b0q). Therefore, we conclude that g2 is of type IV similarly.
This proves the “if” part of (ii) Theorem 5.2, and thus completing the proof
of Theorem 5.2.
Theorem 5.4. For i ∈ {1, 2}, the following statements hold:
(i) The coordinate φ(xi) of R[x] over R is wild and is not quasi-totally wild
if and only if one of the following conditions holds:
(1) i = 1, degx2 f = 1 and I ∩ {1, . . . , l} 6= ∅.
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(2) degx2 f = 2 and (5.1) holds.
(ii) The coordinate φ(xi) of R[x] over R is quasi-totally wild if and only if
one of the following conditions holds:
(1) i = 2 or degx2 f ≥ 2, and I ∩ {1, . . . , l} 6= ∅.
(2) i = 2, l ≥ 1, degx2 f = 2, I = {0} and b0/a does not belong to V (R).
(3) degx2 f ≥ 3, I = {0} and b0/a does not belong to V (R).
(iii) If I ∩ {1, . . . , l} 6= ∅ and degx2 f ≥ 2, then φ(x1) is a totally wild
coordinate of R[x] over R.
(iv) If one of the following conditions holds, then φ(x2) is a totally wild
coordinate of R[x] over R:
(1) I ∩ {1, . . . , l} 6= ∅.
(2) l ≥ 1, degx2 f ≥ 2, I = {0} and b0/a does not belong to V (R).
Proof. We may replace φ(xi) with gi in the statements of the corollary
if necessary.
(i) If φ(xi) is wild, then φ does not belong to T(R,x). When this is the
case, we know by Theorem 5.1 (iii) and Proposition 1.4 that gi is not quasi-
totally wild only if i = 1 and gi is of type I, or gi is of type IV. Conversely, if
gi is of type I or IV, then gi is wild and is not quasi-totally wild. Thus, φ(xi)
is wild and is not quasi-totally wild if and only if i = 1 and gi is of type I,
or gi is of type IV. Therefore, (i) follows from (i) and (ii) of Theorem 5.2.
(ii) Note that φ(xi) is quasi-totally wild if and only if φ(xi) is wild and
(1) and (2) of (i) do not hold. We prove that this condition is equivalent to
the condition that one of (1), (2) and (3) of (ii) holds. First, assume that
I ∩ {1, . . . , l} 6= ∅. Then, φ does not belong to T(R,x). This implies that
φ(xi) is wild as mentioned. Since I 6= {0}, we see that (5.1) does not hold.
Hence, (2) of (i) is not satisfied. In this case, (1) of (i) does not hold if and
only if i = 2 or degx2 f ≥ 2. Hence, gi is quasi-totally wild if and only if
(1) of (ii) holds. Next, assume that I ∩ {1, . . . , l} = ∅. Then, (W1) and
(1) of (i) do not hold. Hence, we know that gi is quasi-totally wild if and
only if (W2) holds and (2) of (i) does not hold. Since the first two parts of
(W2) and (5.1) are the same, it follows that gi is quasi-totally wild if and
only if (W2) holds, and degx2 f 6= 2 or i = 2 and l ≥ 1. This condition is
equivalent to the condition that (2) or (3) of (ii) is satisfied. Therefore, gi
is quasi-totally wild if and only if one of (1), (2) and (3) of (ii) holds.
(iii) Since I∩{1, . . . , l} 6= ∅ by assumption, φ does not belong to T(R,x).
Hence, it suffices to show that g1 is not of type I or IV or V in view of
Theorem 5.1 (iii). Since degx2 f ≥ 2 by assumption, g1 is not of type I by
Theorem 5.2 (i). Since I 6= {0}, we see that (5.1) does not hold. Hence,
g1 is not of type IV or V by (ii) and (iii) of Theorem 5.2. Therefore, g1 is
totally wild.
(iv) Assume that (1) or (2) is satisfied. Then, φ does not belong to
T(R,x), since (1) is the same as (W1), and (2) implies (W2). Thus, it
suffices to show that g2 is not of type IV or V in view of Theorem 5.1 (iii).
Note that (5.1) does not hold, since I 6= {0} in the case of (1), and l ≥ 1 in
the case of (2). Hence, we know by (ii) and (iii) of Theorem 5.2 that g2 is
not of type IV or V. Therefore, g2 is totally wild. 
Since no elements of R[x] is of type IV or V when V (R) = K×, Theo-
rem 5.4 implies the following corollary.
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Corollary 5.5. Assume that V (R) = K×.
(i) The following conditions are equivalent:
(1) φ does not belong to T(R,x) and degx2 f ≥ 2.
(2) φ(x1) is a quasi-totally wild coordinate of R[x] over R.
(3) φ(x1) is a totally wild coordinate of R[x] over R.
(ii) The following conditions are equivalent:
(1) φ does not belong to T(R,x).
(2) φ(x2) is a wild coordinate of R[x] over R.
(3) φ(x2) is a quasi-totally wild coordinate of R[x] over R.
(4) φ(x2) is a totally wild coordinate of R[x] over R.
Proof. (i) Assume that (1) is satisfied. From the first part of (1), we
have (W1) or (W2). Since V (R) = K× by assumption, (W2) does not hold.
Hence, we get (W1), and so I ∩ {1, . . . , l} 6= ∅. Since degx2 f ≥ 2 by the
last part of (1), we know that φ(x1) is totally wild by Theorem 5.4 (iii).
Therefore, (1) implies (3). Clearly, (3) implies (2). Assume that φ(x1) is
quasi-totally wild. Then, one of (1), (2) and (3) of Theorem 5.4 (ii) holds.
Since V (R) = K× by assumption, (2) and (3) do not hold. Hence, (1) of
Theorem 5.4 (ii) holds. Since i = 1, it follows that I ∩ {1, . . . , l} 6= ∅ and
degx2 f ≥ 2. This implies (1). Therefore, (1), (2) and (3) are equivalent.
(ii) Since V (R) = K×, we see that (1) implies (W1). By (1) of Theo-
rem 5.4 (iv), (W1) implies (4). Hence, (1) implies (4). Clearly, (4) implies
(3), and (2) implies (1). We have shown that (3) implies (2) after Defini-
tion 0.1. Therefore, (1) through(4) are equivalent. 
Finally, assume that n = 3, and consider the element Φfg,h = exp fTg,h of
Aut(k[x]/k) defined before Proposition 2.4 for (g, h) ∈ Λ and f ∈ k[x1, gx3+
h] not belonging to k[x1]. As mentioned, Φ
f
g,h does not belong to T(k,x).
We define
Hi = Aut(k[x]/k[x1,Φ
f
g,h(xi)]) ∩ T(k,x)
for i = 2, 3. Then, we have the following corollary.
Corollary 5.6. For i ∈ {2, 3}, we have Hi 6= {idk[x]} if and only if i = 2
and degx3 f = 1.
Proof. Let R = k[x1], yi = xi+1 for i = 1, 2 and y = {y1, y2}, and put
φ = Φfg,h. Then, we have Hi = Aut(R[y]/R[φ(yi−1)]) ∩ T(R,y) for i = 2, 3
on account of Theorem 1. Hence, we have Hi 6= {idk[x]} if and only if φ(yi−1)
is not a totally wild element of R[y] over R. Note that Tg,h is a triangular
derivation of R[y] over R with Tg,h(yj) = Tg,h(xj+1) 6= 0 for j = 1, 2, and
φ is an element of Aut(R[y]/R) not belonging to T(R,y). Hence, φ(y1) is
totally wild if and only if degy2 f ≥ 2 by Corollary 5.5 (i), and φ(y2) is
always totally wild by Corollary 5.5 (ii). Since f is not an element of k[x1],
we have degy2 f = degx3 f ≥ 1. Thus, φ(yi−1) is not totally wild if and only
if i = 2 and degy2 f = 1. Therefore, we have Hi 6= {idk[x]} if and only if
i = 2 and degx3 f = 1. 
In Chapter 6, we will give coordinates of k[x] over k some of which are
totally wild, and others are quasi-totally wild, but not totally wild.
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CHAPTER 5
Generalized Shestakov-Umirbaev theory
1. Shestakov-Umirbaev reductions
Part 2 is devoted to applications of the generalized Shestakov-Umirbaev
theory. Throughout, a tame (resp. wild) automorphism of k[x] will always
mean an element of T(k,x) (resp. Aut(k[x]/k)\T(k,x)). In this chapter, we
briefly review the generalized Shestakov-Umirbaev theory, and derive some
consequences needed later.
Let Γ be a totally ordered additive group, and let F = (f1, f2, f3) and
G = (g1, g2, g3) be triples of elements of k[x] such that f1, f2, f3 and g1, g2,
g3 are algebraically independent over k, respectively. Here, n ∈ N may be
arbitrary for the moment. We denote by Γ>0 the set of positive elements of Γ.
For w ∈ (Γ>0)
n, we say that the pair (F,G) satisfies the Shestakov-Umirbaev
condition for the weight w if the following conditions hold (cf. [16]):
(SU1) g1 = f1+ af
2
3 + cf3 and g2 = f2+ bf3 for some a, b, c ∈ k, and g3− f3
belongs to k[g1, g2];
(SU2) degw f1 ≤ degw g1 and degw f2 = degw g2;
(SU3) (gw1 )
2 ≈ (gw2 )
s for some odd number s ≥ 3;
(SU4) degw f3 ≤ degw g1, and f
w
3 does not belong to k[g
w
1 , g
w
2 ];
(SU5) degw g3 < degw f3;
(SU6) degw g3 < degw g1 − degw g2 + degw dg1 ∧ dg2.
Here, h1 ≈ h2 (resp. h1 6≈ h2) denotes that h1 and h2 are linearly
dependent (resp. linearly independent) over k for each h1, h2 ∈ k[x] \ {0}.
We say that (F,G) satisfies the weak Shestakov-Umirbaev condition for the
weight w if (SU4), (SU5), (SU6) and the following conditions are satisfied
(cf. [16]):
(SU1′) g1 − f1, g2 − f2 and g3 − f3 belong to k[f2, f3], k[f3] and k[g1, g2],
respectively;
(SU2′) deg fi ≤ deg gi for i = 1, 2;
(SU3′) deg g2 < deg g1, and g
w
1 does not belong to k[g
w
2 ].
It is easy to check that (SU1), (SU2) and (SU3) imply (SU1′), (SU2′) and
(SU3′), respectively. Hence, the Shestakov-Umirbaev condition implies the
weak Shestakov-Umirbaev condition. As listed in [16, Theorem 4.2], if
(F,G) satisfies the weak Shestakov-Umirbaev condition for the weight w,
then (F,G) has certain special properties such as
(P1) (gw1 )
2 ≈ (gw2 )
s for some odd number s ≥ 3, and so δ := (1/2) degw g2
belongs to Γ.
(P2) degw f3 ≥ (s− 2)δ + degw dg1 ∧ dg2.
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(P5) If degw f1 < degw g1, then s = 3, g
w
1 ≈ (f
w
3 )
2, degw f3 = (3/2)δ and
degw f1 ≥
5
2
δ + degw dg1 ∧ dg2.
(P7) degw f2 < degw f1, degw f3 ≤ degw f1, and δ < degw fi ≤ sδ for
i = 1, 2, 3.
In what follows, we simply say that elements of Γ are linearly dependent
(resp. linearly independent) if they are linearly dependent (resp. linearly
independent) over Z.
Lemma 1.1. Assume that (F,G) satisfies the Shestakov-Umirbaev condition
for the weight w. Then, degw fi and degw f2 are linearly dependent for i = 1
or i = 3.
Proof. If degw f1 = degw g1, then we have
2 degw f1 = 2degw g1 = s degw g2 = s degw f2
for some odd number s ≥ 3 by (SU3) and (SU2). Hence, degw f1 and degw f2
are linearly dependent. If degw f1 6= degw g1, then we have degw f1 <
degw g1 by (SU2), and hence degw f3 = (3/2)δ = (3/4) degw g2 by (P5).
Since degw g2 = degw f2 by (SU2), it follows that degw f3 and degw f2 are
linearly dependent. 
We define the rank rankw of w = (w1, . . . , wn) as the rank of the Z-
submodule of Γ generated by w1, . . . , wn. If rankw = n, then x
a1
1 · · · x
an
n ’s
have the different w-degrees for different (a1, . . . , an)’s. Hence, f
w and gw
are monomials for each f, g ∈ k[x] \ {0}. When this is the case, fw and gw
are algebraically independent over k if and only if degw f and degw g are
linearly independent.
Now, assume that n = 3. Then, we may identify F ∈ Aut(k[x]/k) with
the triple (f1, f2, f3), where fi := F (xi) for i = 1, 2, 3. For a permutation
σ of {1, 2, 3}, we define Fσ = (fσ(1), fσ(2), fσ(3)). We say that F admits a
Shestakov-Umirbaev reduction for the weight w if there exist a permutation
σ of {1, 2, 3} and G ∈ Aut(k[x]/k) such that (Fσ, Gσ) satisfies the Shestakov-
Umirbaev condition for the weight w. If this is the case, degw fi and degw fj
must be linearly dependent for some i 6= j by virtue of Lemma 1.1. If
rankw = 3, then this implies that fwi and f
w
j are algebraically dependent
over k for some i 6= j. Therefore, if rankw = 3, and fw1 , f
w
2 and f
w
3
are pairwise algebraically independent over k, then F admits no Shestakov-
Umirbaev reduction for the weight w.
Lemma 1.2. Assume that degw f1 > degw f2 > degw f3. If F admits a
Shestakov-Umirbaev reduction for the weight w, then we have 3 degw f2 =
4degw f3, or 2 degw f1 = s degw fi for some odd number s ≥ 3 and i ∈
{2, 3}.
Proof. By definition, there exist σ and G such that (Fσ , Gσ) satis-
fies the Shestakov-Umirbaev condition for the weight w. Since degw f1 >
degw fi for i = 2, 3 by assumption, we know that σ(1) = 1 in view of
(P7). If degw f1 = degw g1, then we have 2 degw f1 = s degw fσ(2) for some
odd number s ≥ 3 by (SU3) and (SU2). Since σ(2) must be 2 or 3, we
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get the last statement. If degw f1 6= degw g1, then we have degw fσ(3) =
(3/2)(1/2) degw fσ(2) by (P5) and (SU2). Hence, we get 3 degw fσ(2) =
4degw fσ(3). Since deg f2 > degw f3 by assumption, it follows that σ is
the identity permutation. Therefore, we obtain 3 degw f2 = 4degw f3. 
The following theorem is a generalization of the main result of Shestakov-
Umirbaev [27].
Theorem 1.3 ([16, Theorem 2.1]). Assume that n = 3. If degw φ > |w|
for φ ∈ T(k,x) and w ∈ (Γ>0)
3, then φ admits an elementary reduction for
the weight w, or a Shestakov-Umirbaev reduction for the weight w.
We mention that φ ∈ Aut(k[x]/k) is tame if degw φ = |w| (cf. [16,
Lemma 6.1]). By Lemma 1.1, we have degw φ = |w| if and only if φ(x1)
w,
φ(x2)
w and φ(x3)
w are algebraically independent over k.
By Theorem 1.3, it follows that F = (f1, f2, f3) ∈ Aut(k[x]/k) is wild if
there exists w ∈ (Γ>0)
3 with rankw = 3 as follows:
(1) fw1 , f
w
2 and f
w
3 are algebraically dependent over k, and are pairwise
algebraically independent over k;
(2) fwi does not belong to k[{f
w
j | j 6= i}] for i = 1, 2, 3.
In fact, the former part of (1) implies that degw F > |w|. Since rankw = 3,
the latter part of (1) implies that F admits no Shestakov-Umirbaev reduc-
tion for the weight w as mentioned. The latter part of (1) also implies that
k[fi, fj]
w = k[fwi , f
w
j ] for each i 6= j by the discussion before Lemma 1.1.
Hence, (2) implies that F admits no elementary reduction for the weight w.
Definition 1.1. We call P ∈ k[x] a W-test polynomial if there do not
exist φ ∈ T(k,x), totally ordered additive group Γ and w ∈ (Γ>0)
3 with
rankw = 3 which satisfy the following conditions:
(a) degw φ(P ) < degw φ(xi1) for some i1 ∈ {1, 2, 3};
(b) degw φ(xi2) and degw φ(xi3) are linearly independent for some i2, i3 ∈
{1, 2, 3}.
Since rankw = 3, the condition (b) is equivalent to the condition that
φ(xi2)
w and φ(xi3)
w are algebraically independent over k for some i2, i3 ∈
{1, 2, 3}. Note that P is a W-test polynomial if and only if the following
condition holds:
(†) If φ ∈ Aut(k[x]/k) satisfies (a) and (b) for some totally ordered additive
group Γ and w ∈ (Γ>0)
3 with rankw = 3, then φ does not belong to T(k,x).
For P ∈ k[x], we define
F(P ) = {Pv | v ∈ (Λ>0)
3, Λ is a totally ordered additive group}.
The following result will be used in Chapter 7 to prove the wildness of certain
exponential automorphisms.
Proposition 1.4. Assume that P ∈ k[x] does not belong to k[x \ {xi}] for
i = 1, 2, 3. If the following conditions hold for each f ∈ F(P ), then P is a
W-test polynomial:
(i) f is not divisible by xi − g for any i ∈ {1, 2, 3} and g ∈ k[x \ {xi}] \ k.
(ii) f is not divisible by xsii −cx
sj
j for any i, j ∈ {1, 2, 3} with i 6= j, si, sj ∈ N
and c ∈ k×.
80 5. GENERALIZED SHESTAKOV-UMIRBAEV THEORY
Proof. Let P be as in the proposition. We verify that P satisfies (†).
Assume that φ ∈ Aut(k[x]/k) satisfies (a) and (b) for some totally ordered
additive group Γ and w ∈ (Γ>0)
3 with rankw = 3. Then, we show that
φ is wild. Since rankw = 3, it suffices to check the conditions (1) and (2)
after Theorem 1.3. Set fi = φ(xi) and vi = degw fi for i = 1, 2, 3. Then,
v := (v1, v2, v3) belongs to (Γ>0)
3, since so does w, and f1, f2 and f3 are
not constants. Because P does not belong to k[x \ {xi}] for i = 1, 2, 3 by
assumption, there appears in P a monomial involving xi1 . Hence, we have
degv P ≥ vi1 . By (a), vi1 = degw φ(xi1) is greater than degw φ(P ). Thus,
we get degv P > degw φ(P ). This implies that ψ(P
v) = 0, where ψ is the
endomorphism of the k-algebra k[x] defined by ψ(xi) = f
w
i for i = 1, 2, 3.
Consequently, we know that fw1 , f
w
2 and f
w
3 are algebraically dependent
over k.
We show that fw1 , f
w
2 and f
w
3 are pairwise algebraically independent over
k by contradiction. Suppose that fwi and f
w
j are algebraically dependent
over k for some i 6= j, say i = 2 and j = 3. Since rankw = 3 by assumption,
fw2 and f
w
3 are monomials. Hence, we have (f
w
3 )
s = c(fw2 )
t for some c ∈ k×
and s, t ∈ N with gcd(s, t) = 1. Then, xs3 − cx
t
2 is an irreducible element of
k[x]. Since xs3−cx
t
2 is a monic polynomial in x3, it follows that x
s
3−cx
t
2 is an
irreducible polynomial in x3 over k[x1, x2], and hence over k(x1, x2). Note
that fw1 and f
w
2 are algebraically independent over k by (b), since f
w
2 and f
w
3
are algebraically dependent over k by supposition. Let z be an indeterminate
over k[x]. Then, fw1 , f
w
2 and z are algebraically independent over k. Hence,
p(z) := zs − c(fw2 )
t is an irreducible polynomial in z over k(fw1 , f
w
2 ). Since
p(fw3 ) = (f
w
3 )
s − c(fw2 )
t = 0, it follows that p(z) is the minimal polynomial
of fw3 over k(f
w
1 , f
w
2 ). Let q(z) be the element of k[f
w
1 , f
w
2 ][z] obtained from
Pv by the substitution xi 7→ f
w
i for i = 1, 2 and x3 7→ z. Then, we have
q(fw3 ) = ψ(P
v) = 0. Hence, q(z) is divisible by p(z). Accordingly, Pv
is divisible by xs3 − cx
t
2, a contradiction to (ii). Thus, f
w
1 , f
w
2 and f
w
3 are
pairwise algebraically independent over k, proving (1). As a consequence, we
know that kerψ is a prime ideal of k[x] of height one, and hence a principal
ideal of k[x].
Finally, we show (2) by contradiction. Suppose to the contrary that
fwi belongs to k[{f
w
j | j 6= i}] for some i, say i = 1. Then, there exists
g ∈ k[x2, x3] \ k such that f
w
1 = ψ(g). Note that x1 − g is an irreducible
element of k[x] such that ψ(x1−g) = f
w
1 −ψ(g) = 0. Since kerψ is a principal
prime ideal of k[x] as mentioned, this implies that kerψ is generated by
x1 − g. Since P
v belongs to kerψ, it follows that Pv is divisible by x1 − g.
This contradicts (i). Therefore, φ satisfies (2). This proves that φ is wild,
and thereby proving that P is a W-test polynomial. 
2. Shestakov-Umirbaev inequality
In this section, we review the generalized Shestakov-Umirbaev inequality
[15]. Consider a nonzero polynomial Φ in one variable z over k[x]. Take
w ∈ (Γ>0)
n and g ∈ k[x] \ {0}, and set wg = (w,degw g). Regard Φ as a
polynomial in n+ 1 variables over k with xn+1 = z. Then, we have
deggw Φ := degwg Φ ≥ degw Φ(g), deg
g
w Φ ≥ (degz Φ)degw g.
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We denote by Φ(i) the i-th order derivative of Φ in z for each i ≥ 0. Then, we
have deggw Φ
(i) = degw Φ
(i)(g) for sufficiently large i ≥ 0. We define mgw(Φ)
to be the minimal i ∈ Z≥0 such that deg
g
w Φ
(i) = degw Φ
(i)(g). We mention
that mgw(Φ) is equal to the minimal i ∈ Z≥0 such that (Φ
wg)(i)(gw) 6= 0 (see
[15, Lemma 3.1(ii)]).
With this notation, we have the following theorem. This is a generaliza-
tion of Shestakov-Umirbaev [26, Theorem 3].
Theorem 2.1 ([15, Theorem 2.1]). Let f1, . . . , fr be elements of k[x] which
are algebraically independent over k, and ω := df1 ∧ · · · ∧ dfr, where r ∈ N.
If Φ belongs to k[f1, . . . , fr][z] \ {0}, then we have
degw Φ(g) ≥ deg
g
w Φ+m
g
w(Φ)(degw ω ∧ dg − degw ω − degw g).
In the situation of Theorem 2.1, Φwg belongs to k[f1, . . . , fr]
w[z] \ {0}.
LetK be the field of fractions of k[f1, . . . , fr]
w, ψ(z) the minimal polynomial
of gw over K, and m := mgw(Φ). Then, Φ
wg is divisible by ψ(z)m, since m
is equal to the minimal number such that (Φwg)(m)(gw) 6= 0 as mentioned.
Since degz Φ
wg ≤ degz Φ, it follows that m is at most the quotient of degz Φ
divided by [K(gw) : K].
Now, let S = {f, g} ⊂ k[x] be such that f and g are algebraically
independent over k, and φ a nonzero element of k[f, g]. Then, we may
uniquely write φ =
∑
i,j ci,jf
igj , where ci,j ∈ k for each i, j ∈ Z≥0. We
define degSw φ to be the maximum among degw f
igj for i, j ∈ Z≥0 with
ci,j 6= 0. We remark that, if f
w and gw are algebraically independent over
k, then degSw φ is equal to degw φ. Take Φ ∈ k[f ][y] such that Φ(g) = φ.
Then, we have deggw Φ = deg
S
w φ. Hence, it follows that degw φ < deg
S
w φ if
and only if mgw(Φ) ≥ 1.
Lemma 2.2. If degw φ < deg
S
w φ for φ ∈ k[f, g] \ {0}, then the following
assertions hold:
(i) There exist p, q ∈ N with gcd(p, q) = 1 such that (gw)p ≈ (fw)q.
(ii) degw φ ≥ q degw f + degw df ∧ dg − degw f − degw g.
(iii) Assume that degw f < degw g, degw φ ≤ degw g and g
w does not belong
to k[fw]. Then, we have p = 2, and q ≥ 3 is an odd number. Moreover,
δ := (1/2) degw f belongs to Γ, and
degw φ ≥ (q − 2)δ + degw df ∧ dg > degw g − degw f.
If furthermore degw φ ≤ degw f , then we have q = 3.
(iv) Let Φ ∈ k[x][z] be such that Φ(g) = φ. Then, mgw(Φ) is at most the
quotient of degz Φ divided by p.
Proof. (i) and (ii), and (iii) follow from Lemmas 3.2 and 3.3 of [16],
respectively. We prove (iv). Since k[f ]w = k[fw], the field of fractions of
k[f ]w is equal to k(fw). Hence, mgw(Φ) is at most the quotient of degz Φ
divided by [k(fw)(gw) : k(fw)] as remarked above. Since (gw)p ≈ (fw)q,
there exists c ∈ k× such that (gw)p = c(fw)q. Then, zp − c(fw)q is the
minimal polynomial of gw over k(fw), since gcd(p, q) = 1. Hence, we have
[k(fw)(gw) : k(fw)] = p. Therefore, mgw(Φ) is at most the quotient of
degz Φ divided by p. 
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Using the results above, we prove a technical lemma which will be used in
Chapters 6 and 7. Assume that f, g ∈ k[x] satisfy the following conditions:
(1) degw f < degw g;
(2) gw does not belong to k[fw];
(3) f and g are algebraically independent over k.
Then, we define
η1 = degw f +
3
2
degw g and η2 = 2degw f + degw g.
Take any θ(z) ∈ k[z] with d := degz θ(z) ≥ 1. Then, there exists
η(θ; f, g) := min{degw(θ(g) + fh) | h ∈ k[f, g]},
since {degw h | h ∈ k[x]\{0}} is a well-ordered subset of Γ by the assumption
that w is an element of (Γ>0)
3 (cf. [16, Lemma 6.1]).
With the notation and assumption above, we have the following lemma.
Lemma 2.3. If one of the following three conditions is satisfied, then we
have η(θ; f, g) > ηi for i = 1, 2:
(i) d = 2, degw df ∧ dg > degw g and (2l + 1) degw f = l degw g for some
integer l ≥ 3.
(ii) d ≥ 3 and degw df ∧ dg > (d− 1) degw f .
(iii) d ≥ 9 and d 6= 10, 12.
Proof. Take h ∈ k[f, g] and Φ ∈ k[f ][z] such that η(θ; f, g) = degw(θ(g)+
fh) and h = Φ(g), and put Ψ = θ + fΦ. Then, we have η(θ; f, g) =
degwΨ(g). Note that
(2.1) degzΨ = max{degz θ,degz fΦ} ≥ degz θ = d,
since the leading coefficient of θ is an element of k×, while that of fΦ is a
multiple of f . Hence, we know that
(2.2) deggwΨ = degwg Ψ ≥ (degz Ψ)degw g ≥ ddegw g.
First, assume that mgw(Ψ) = 0. Then, we have deg
g
wΨ = degwΨ(g).
Since η(θ; f, g) = degwΨ(g), we get η(θ; f, g) ≥ ddegw g by (2.2). Assume
that (i) is satisfied. Then, it follows that η(θ; f, g) ≥ 2 degw g, since d = 2.
Because
degw f =
l
2l + 1
degw g
for some l ≥ 3, we know that degw f is less than (1/2) degw g. Hence, we see
that ηi < 2 degw g for i = 1, 2. Therefore, we get η(θ; f, g) > ηi for i = 1, 2.
If (ii) or (iii) is satisfied, then we have η(θ; f, g) ≥ 3 degw g for i = 1, 2,
since d ≥ 3. Because degw f < degw g by (1), we see that ηi < 3 degw g for
i = 1, 2. Therefore, we get η(θ; f, g) > ηi for i = 1, 2.
Next, assume that mgw(Ψ) ≥ 1. Then, degwΨ(g) is less than deg
g
wΨ =
degSwΨ(g), where S := {f, g}. By Lemma 2.2 (i), there exist p, q ∈ N with
gcd(p, q) = 1 such that (gw)p ≈ (fw)q. Then, we have 2 ≤ p < q by (1)
and (2). Let a and b be the quotient and remainder of degz Ψ divided by
p. Then, we have a ≥ mgw(Ψ) by Lemma 2.2 (iv). Since m
g
w(Ψ) ≥ 1 by
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assumption, it follows that a ≥ 1. Set δ = p−1 degw f . Then, we have
degw f = pδ, degw g = qδ and
(2.3) η1 =
(
p+
3
2
q
)
δ, η2 = (2p + q)δ.
Since f does not belong to k by (3), and w is an element of (Γ>0)
3, we have
degw df = degw f by (1.2) and the note following it. Hence, we get
η(θ; f, g) = degwΨ(g) ≥ deg
g
wΨ+m
g
w(Ψ)(degw df ∧ dg − degw f − degw g)
by Theorem 2.1. Since mgw(Ψ) ≤ a, and degw df ∧ dg ≤ degw f +degw g by
(1.3), we have
mgw(Ψ)(degw df ∧ dg − degw f − degw g) ≥ a(degw df ∧ dg − degw f − degw g)
= a(degw df ∧ dg − pδ − qδ).
By (2.2), we know that deggwΨ ≥ (ap+ b)qδ. Therefore, we get
(2.4)
η(θ; f, g) ≥ deggwΨ+ a(degw df ∧ dg − pδ − qδ)
≥ (ap + b)qδ + a(degw df ∧ dg − pδ − qδ).
First, assume that (i) is satisfied. Then, we have (p, q) = (l, 2l + 1).
Since degw df ∧ dg > degw g = qδ by assumption, and a ≥ 1 and b ≥ 0, it
follows that
η(θ; f, g) > (ap)qδ + a(q − p− q)δ = ap(q − 1)δ ≥ 2l2δ
by (2.4). By (2.3), we have η1 = (4l+ 3/2)δ and η2 = (4l+ 1)δ. Since l ≥ 3
by assumption, we know that ηi < 2l
2δ for i = 1, 2. Therefore, we conclude
that η(θ; f, g) > ηi for i = 1, 2.
Next, assume that (ii) is satisfied. Then, we have degw df ∧ dg >
2 degw f = 2pδ. Hence, we get
η(θ; f, g) > (ap+ b)qδ + a
(
2p− p− q
)
δ =
(
a
(
p+ (p − 1)q
)
+ bq
)
δ =: α
by (2.4). We show that α ≥ (p+2q)δ. If p ≥ 3, then this is clear, since a ≥ 1
and b ≥ 0. Assume that p = 2. Then, we have 2a + b = degz Ψ ≥ d ≥ 3
with 0 ≤ b ≤ 1. Hence, we get a ≥ 2 or (a, b) = (1, 1). Thus, we know that
α ≥ (p+2q)δ. Since p < q, we see from (2.3) that ηi < (p+2q)δ for i = 1, 2.
Therefore, we conclude that η(θ; f, g) > ηi for i = 1, 2.
Finally, assume that (iii) is satisfied. By (3), we have df ∧ dg 6= 0. Since
w is an element of (Γ>0)
3, it follows that degw df ∧ dg > 0. Hence, (2.4)
gives that
η(θ; f, g) > deggwΨ− a(p+ q)δ(2.5)
≥ (ap + b)qδ − a(p+ q)δ =
(
a
(
(p− 1)q − p
)
+ bq
)
δ =: β.
Note that β > a(p − 2)qδ, since a ≥ 1, b ≥ 0 and p < q. First, assume that
p ≥ 3. We show that a(p−2) ≥ 3. Since a ≥ 1, this is clear if p ≥ 5. If p = 4,
then we have a ≥ 2, since 4a+b = degz Ψ ≥ d ≥ 9 with 0 ≤ b ≤ 3. Hence, we
get a(p−2) ≥ 4. If p = 3, then we have a ≥ 3, since 3a+b = degz Ψ ≥ d ≥ 9
with 0 ≤ b ≤ 2. Hence, we get a(p − 2) ≥ 3. Thus, we know that β > 3qδ.
Because ηi < 3qδ for i = 1, 2, we conclude that η(θ; f, g) > ηi for i = 1, 2.
Next, assume that p = 2. Then, we have η1 = ((3/2)q+2)δ and η2 = (q+4)δ
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by (2.3). Since q ≥ p+1 = 3, it follows that ηi ≤ (5q−8)δ for i = 1, 2. First,
consider the case where degz Ψ 6= 10, 12. Since 2a + b = degz Ψ ≥ d ≥ 9
with 0 ≤ b ≤ 1, we know that a ≥ 7, or 4 ≤ a ≤ 6 and b = 1. If a ≥ 7, then
we have
β ≥ 7(q − 2)δ =
(
5q + (2q − 14)
)
δ ≥ (5q − 8)δ,
since p = 2 and q ≥ 3. If 4 ≤ a ≤ 6 and b = 1, then we have
β ≥ (4(q − 2) + q)δ = (5q − 8)δ.
Therefore, we conclude that η(θ; f, g) > ηi for i = 1, 2. Next, consider the
case where degz Ψ = 10 or degz Ψ = 12. Since d 6= 10, 12 by assumption,
degzΨ is not equal to d = degz θ. Hence, we have degz θ < degz fΦ by (2.1).
Since θ is an element of k[z], we get
degwg θ = (degz θ) degw g < (degz fΦ)degw g ≤ degwg fΦ.
Thus, we obtain
deggwΨ = degwg(θ + fΦ) = degwg fΦ = degw f + degwg Φ
≥ degw f + (degz Φ)degw g =
(
2 + (degz Φ)q
)
δ.
Since degz θ < degz fΦ, we have degz Φ = degz fΦ = degz Ψ by (2.1).
Because degz Ψ = 2a + b ≥ 2a, it follows that deg
g
w Ψ ≥ (2 + 2aq)δ by the
preceding inequality. Hence, the first inequality of (2.5) gives that
η(θ; f, g) > deggwΨ− a(2 + q)δ ≥ (2 + 2aq)δ − a(2 + q)δ =
(
a(q − 2) + 2
)
δ.
Since 2a+ b = degz Ψ ≥ 10 with 0 ≤ b ≤ 1, we have a ≥ 5. Hence, we know
that a(q − 2) + 2 ≥ 5(q − 2) + 2 = 5q − 8, since q ≥ 3. Therefore, we get
η(θ; f, g) > ηi for i = 1, 2. 
The following criterion for wildness will be used in Section 2.
Lemma 2.4. F = (f1, f2, f3) ∈ Aut(k[x]/k) is wild if the following condi-
tions hold:
(a) fw1 , f
w
2 and f
w
3 are algebraically dependent over k.
(b) fw1 and f
w
2 do not belong to k[f2, f3]
w and k[fw3 ], respectively.
(c) degw f1 ≥ degw f2 + degw f3.
(d) degw f2 > degw f3.
(e) 2 degw f1 6= 3degw f2.
Proof. By Lemma 1.1, (a) implies that degw φ > |w|. Hence, it suffices
to check that φ admits no elementary reduction for the weight w, and no
Shestakov-Umirbaev reduction for the weight w by virtue of Theorem 1.3.
Suppose to the contrary that φ admits a Shestakov-Umirbaev reduction for
the weight w. By definition, there exist σ and G such that (Fσ, Gσ) satisfies
the Shestakov-Umirbaev condition for the weight w. Then, (Fσ , Gσ) has the
properties listed before Lemma 1.1. By (P7), we know that fσ(1) > fσ(2)
and fσ(1) ≥ fσ(3). Since degw f1 > degw f2 > degw f3 by (c) and (d), it
follows that σ(1) = 1. Hence, we have degw g1 = sδ and degw gσ(2) = 2δ for
some s ≥ 3 by (P1), and degw g1 ≥ degw f1 and degw gσ(2) = degw fσ(2) by
(SU2). Thus, we get
degw fσ(3) > (s− 2)δ = degw g1 − degw gσ(2) ≥ degw f1 − degw fσ(2)
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by (P2). This contradicts (c). Therefore, φ admits no Shestakov-Umirbaev
reduction for the weight w.
Next, we show that φ admits no elementary reduction for the weight w.
Since fw1 does not belong to k[f2, f3]
w by (b), we check that fw2 and f
w
3 do
not belong to k[f1, f3]
w and k[f1, f2]
w, respectively.
First, suppose to the contrary that fw2 belongs to k[f1, f3]
w. Then, there
exists h ∈ k[f1, f3] such that h
w = fw2 . We show that degw f2 = degw h is
greater than degw f1 − degw f3 by applying Lemma 2.2 (iii) with f = f3,
g = f1 and φ = h. Then, we get a contradiction to (c). Since f
w
2 does not
belong to k[fw3 ] by (b), we know that h belongs to k[f1, f3] \ k[f3]. Since
degw h = degw f2 is less than degw f1 by (c), this implies that degw h <
degS2w h, where S2 := {f1, f3}. By (c), we have degw f1 > degw f3, and
degw f1 > degw f2 = degw h. By (b), f
w
1 does not belong to k[f
w
2 , f
w
3 ], and
hence does not belong to k[fw3 ]. Thus, we conclude from Lemma 2.2 (iii)
that degw h > degw f1 − degw f3. This proves that f
w
2 does not belong to
k[f1, f3]
w.
Next, suppose to the contrary that fw3 belongs to k[f1, f2]
w. Then, there
exists h ∈ k[f1, f2] such that h
w = fw3 . We show that (f
w
1 )
2 ≈ (fw2 )
3 by
applying Lemma 2.2 (i) and the last part of Lemma 2.2 (iii) with f = f2,
g = f1 and φ = h. Then, we get a contradiction to (e). By (c) and (d),
we have degw h = degw f3 < degw fi for i = 1, 2. Hence, we get degw h <
degS3w h, where S3 := {f1, f2}. By (c) and (d), we have degw f1 > degw f2
and degw f2 > degw f3 = degw h. By (b), f
w
1 does not belong to k[f
w
2 , f
w
3 ],
and hence does not belong to k[fw2 ]. Thus, we conclude from Lemma 2.2 (i)
and the last part of Lemma 2.2 (iii) that (fw1 )
2 ≈ (fw2 )
3. This proves that
fw3 does not belong to k[f1, f2]
w. 

CHAPTER 6
Totally wild coordinates
1. Main result
In what follows, we always assume that n = 3 unless otherwise stated.
The purpose of this chapter is to give coordinates of k[x] over k some of
which are totally wild, and others are quasi-totally wild, but not totally
wild.
Let θ(z) be an element of k[z] with d := degz θ(z) ≥ 1. Define Dθ ∈
Derk k[x] by
Dθ(x1) = −θ
′(x2), Dθ(x2) = x3, Dθ(x3) = 0.
Then, Dθ is locally nilpotent, since Dθ is triangular if x1 and x3 are inter-
changed. Since fθ := x1x3 + θ(x2) belongs to kerDθ, it follows that fθDθ is
locally nilpotent. Set σθ = exp fθDθ and yi = σθ(xi) for i = 1, 2, 3. Then,
we consider the tame intersection
Gθ := Aut(k[x]/k[y1]) ∩ T(k,x).
Let us describe y1 concretely. Since Dθ(fθ) = Dθ(x3) = 0, we have
σθ(fθ) = fθ and y3 = x3, and so
y1x3 + θ(y2) = σθ(x1x3 + θ(x2)) = σθ(fθ) = fθ = x1x3 + θ(x2).
Hence, we get
(1.1) y1 = x1 +
θ(x2)− θ(y2)
x3
.
Note that y2 = x2 + fθx3, since (fθDθ)(x2) = fθx3 and (fθDθ)
2(x2) = 0.
Therefore, (1.1) gives that
(1.2) y1 = x1 −
θ(x2 + fθx3)− θ(x2)
x3
= x1 −
d∑
i=1
1
i!
θ(i)(x2)f
i
θx
i−1
3 ,
where θ(i)(z) denotes the i-th order derivative of θ(z).
Now, let c and c′ be the coefficients of zd and zd−1 in θ(z), respectively.
Put κ = −c′/(cd) and write
θ(z) =
d∑
i=0
ui(z − κ)
i,
where ui ∈ k for each i. Then, we have ud = c, ud−1 = 0 and u0 = θ(κ). Let
e ∈N be the greatest common divisor of U := {2i−1 | i = 1, . . . , d with ui 6=
0}, i.e., the positive generator of the ideal (U) of Z. Then, we define
Tθ = {ζ ∈ k
× | ζe = 1}.
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For each ζ ∈ Tθ, we define an element φζ of J(k;x3, x2, x1) by
φζ(x1) = x1 + gζ
φζ(x2) = ζ
2(x2 − κ) + ζ(ζ − 1)θ(κ)x3 + κ
φζ(x3) = ζx3,
where
gζ :=
ζθ(x2)− φζ(θ(x2)) + (1− ζ)θ(κ)
ζx3
.
Here, we note that gζ belongs to k[x] if and only if ζ belongs to Tθ for ζ ∈ k
×.
To see this, observe that the numerator of gζ is congruent to
ζ
d∑
i=0
ui(x2 − κ)
i −
d∑
i=0
ui
(
ζ2(x2 − κ)
)i
+ (1− ζ)θ(κ) =
d∑
i=1
uiζ(1− ζ
2i−1)(x2 − κ)
i
modulo x3k[x], since θ(κ) = u0. Then, the right-hand side of this equality
belongs to x3k[x] if and only if it is equal to zero. This condition is satisfied
if and only if ζj = 1 for each j ∈ U , and hence if and only if ζ belongs to
Tθ.
The following is the main result.
Theorem 1.1. In the notation above, φζ belongs to Gθ for each ζ ∈ Tθ, and
ι : Tθ ∋ ζ 7→ φζ ∈ Gθ
is an injective homomorphism of groups. If d ≥ 9 and d 6= 10, 12, then ι is
surjective.
Theorem 1.1 immediately implies the following corollary.
Corollary 1.2. Assume that d ≥ 9 and d 6= 10, 12. Then, the following
assertions hold:
(i) y1 is a quasi-totally wild coordinate of k[x] over k.
(ii) y1 is a totally wild coordinate of k[x] over k if and only if Tθ = {1}.
Recall that k is said to be real if −1 is not a sum of squares in k. We
remark that the roots of unity in a real field are only 1 and −1. Actually,
real fields are ordered fields (cf. [18, Chapter XI, Section 2]). Hence, if
ζ2 6= 1, then we have ζ2 > 1 or 0 ≤ ζ2 < 1. If ζe = 1 for some e ≥ 1, then it
follows that 1 = (ζ2)e > 1e = 1 or 1 = (ζ2)e < 1e = 1, a contradiction.
By the following proposition, we see that there exist a number of totally
wild coordinates.
Proposition 1.3. If one of the following conditions is satisfied, then we
have Tθ = {1}:
(1) k is a real field.
(2) ud−i 6= 0 for some i ≥ 2 such that gcd(i, 2d − 1) = 1.
Proof. Since ud is nonzero, e must be a divisor of 2d − 1. Hence, e is
an odd number. This implies that Tθ = {1} if k is a real field.
If ud−i 6= 0, then e divides 2(d− i)− 1. Hence, e divides
gcd(2(d − i)− 1, 2d − 1) = gcd(2i, 2d − 1) = gcd(i, 2d − 1) = 1.
Thus, we have e = 1. Therefore, we get Tθ = {1}. 
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We remark that σz2 is equal to Nagata’s automorphism defined in (0.2).
Clearly, y3 = x3 is a tame coordinate, while y1 and y2 are wild coordinates
due to Umirbaev-Yu [29]. Observe that y2 = x1x
2
3+(x2+x
2
2x3) is killed by
D ∈ Derk k[x] defined by
(1.3) D(x1) = 1 + 2x2x3, D(x2) = −x
2
3, D(x3) = 0.
Since D is triangular if x1 and x3 are interchanged, we know that expD is
tame. Hence, y2 is not exponentially wild. Thus, a wild coordinate of k[x]
is not always exponentially wild. Since θ(z) = z2, we have e = 2d − 1 = 3.
Hence, we get Tz2 = {ζ ∈ k | ζ
3 = 1}. Therefore, y1 is not totally wild if
k contains a primitive third root of unity. The author believes that y1 is
quasi-totally wild, but it remains open.
In the rest of this section, we prove the first part of Theorem 1.1.
Lemma 1.4. For each ζ ∈ Tθ, we have
φζ(y1) = y1, φζ(y2 − κ) = ζ
2(y2 − κ), φζ(y3) = ζy3.
If furthermore θ(κ) = 0, then we have
φζ(x1) = x1, φζ(x2 − κ) = ζ
2(x2 − κ), φζ(x3) = ζx3,
and so σθ ◦ φζ = φζ ◦ σθ.
Proof. Write φ = φζ for simplicity. Since y3 = x3, we have φ(y3) = ζy3
by the definition of φζ . A direct computation shows that
φ(fθ) = φ
(
x1x3 + θ(x2)
)
= (x1 + gζ)(ζx3) + θ
(
φ(x2)
)
= ζ
(
x1x3 + θ(x2)
)
− ζθ(x2) + gζ(ζx3) + θ
(
φ(x2)
)
= ζfθ + (1− ζ)θ(κ).
Since y2 = x2 + fθx3, it follows that
φ(y2 − κ) = φ(x2 − κ) + φ(fθ)φ(x3)
= ζ2(x2 − κ) + ζ(ζ − 1)θ(κ)x3 +
(
ζfθ + (1− ζ)θ(κ)
)
(ζx3)
= ζ2(x2 − κ+ fθx3) = ζ
2(y2 − κ).
Hence, we have
(1.4) φ
(
θ(y2)
)
=
d∑
i=0
uiφ(y2 − κ)
i = ζ
d∑
i=1
uiζ
2i−1(y2 − κ)
i + u0.
Since ζ is an element of Tθ, we have ζ
2i−1 = 1 for each i ≥ 1 with ui 6= 0.
Thus, the right-hand side of (1.4) is equal to
(1.5) ζ
d∑
i=1
ui(y2 − κ)
i + u0 = ζθ(y2) + (1− ζ)u0.
Therefore, it follows from (1.1) that
φ(y1) = φ
(
x1 +
θ(x2)− θ(y2)
x3
)
= x1 + gζ +
φ
(
θ(x2)
)
−
(
ζθ(y2) + (1− ζ)u0
)
ζx3
= x1 +
ζθ(x2)− ζθ(y2)
ζx3
= y1.
90 6. TOTALLY WILD COORDINATES
Next, assume that θ(κ) = 0. Then, we have φ(x2 − κ) = ζ
2(x2 − κ). Hence,
we obtain φ(θ(x2)) = ζθ(x2) + (1 − ζ)θ(κ) from (1.4) and (1.5) with y2
replaced by x2. This implies that gζ = 0. Thus, we get φ(x1) = x1. By
definition, we have φ(x3) = ζx3. Since σθ(xi) = yi for i = 1, 2, 3, it is easy
to see that σθ ◦ φ = φ ◦ σθ. 
Since φζ is tame, and φζ(y1) = y1 by Lemma 1.4, we know that φζ
belongs to Gθ for each ζ ∈ Tθ. By Lemma 1.4, we have
(φα ◦ φβ)(y1) = y1 = φαβ(y1)
(φα ◦ φβ)(y2 − κ) = α
2β2(y2 − κ) = φαβ(y2 − κ)
(φα ◦ φβ)(y3) = αβy3 = φαβ(y3)
for each α, β ∈ Tθ. Hence, ι is a homomorphism of groups. If φζ = idk[x] for
ζ ∈ Tθ, then we have ζx3 = φζ(x3) = x3, and hence ζ = 1. Therefore, ι is
injective.
Sections 2, 3 and 4 are devoted to proving the following theorem. Let
Λ be the totally ordered additive group Z2 equipped with the lexicographic
order such that e1 > e2. We consider the element v := (e1, e2, e1) of Λ
3.
Theorem 1.5. (i) Let Γ be a totally ordered additive group, and w ∈ (Γ>0)
3.
If d ≥ 9 and d 6= 10, 12, then we have degw φ(y2) > degw φ(x3) for each
φ ∈ Gθ.
(ii) Let v be as above, and assume that d ≥ 9. If degv φ(y2) > degv φ(x3)
for φ ∈ Gθ, then there exists ζ ∈ Tθ such that φ = φζ .
By this theorem, it follows that ι is surjective if d ≥ 9 and d 6= 10, 12.
Thus, the proof of Theorem 1.1 is completed.
2. Proof (I)
Let φ be an element of Aut(k[x]/k[y1]). First, we investigate when φ is
wild in general. Set zi = φ(xi) for i = 1, 2, 3. Then, we have
(2.1)
z1 =
(
φ(fθ)− θ(z2)
)
z−13
z2 = φ(y2 − fθx3)
z3 = φ(y3),
since z1z3+θ(z2) = φ(fθ), x2 = y2−fθx3, and x3 = y3. Let w = (w1, w2, w3)
be an element of (Γ>0)
3. Then, there exist
γw0 := min{degw
(
φ(fθ) + h0
)
| h0 ∈ k[z3]}
γw1 := min{degw
(
θ(z2) + h1z3
)
| h1 ∈ k[z2, z3]}
γw2 := min{degw(z2 + h2) | h2 ∈ k[z3]}
by the well-orderedness of {degw h | h ∈ k[x] \ {0}}.
Take h0, h2 ∈ k[z3] and h1 ∈ k[z2, z3] such that
γw0 = degw
(
φ(fθ)+h0
)
, γw1 = degw
(
θ(z2)+h1z3
)
, γw2 = degw(z2+h2).
Then, φ(fθ) + h0 and z2 + h2 do not belong to k, for otherwise φ(fθ) or z2
belongs to k[z3], and so fθ or x2 belongs to k[x3], a contradiction. Similarly,
θ(z2) + h1z3 does not belong to k, since z2 and z3 are algebraically inde-
pendent over k. Hence, we have γwi > 0 for i = 0, 1, 2 by the choice of w.
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For this reason, the w-degrees of φ(fθ) + h0 and z2 + h2 are not changed if
we subtract the constant terms from h0 and h2. Therefore, we may assume
that h0 and h2 are elements of z3k[z3]. We remark that
(
φ(fθ) + h0
)w
and
(z2+h2)
w do not belong to k[z3]
w = k[zw3 ] by the minimality of γ
w
0 and γ
w
2 .
Set γw3 = degw z3 > 0. Then, we have the following lemma.
Lemma 2.1. If degw φ(y2) < γ
w
0 + γ
w
3 , then we have γ
w
i < γ
w
2 for i = 0, 3.
Proof. Since γwi > 0 for i = 0, 3, it suffices to show that γ
w
0 +γ
w
3 ≤ γ
w
2 .
Since h2z
−1
3 belongs to k[z3] by the choice of h2, we have degw(φ(fθ) −
h2z
−1
3 ) ≥ γ
w
0 by the minimality of γ
w
0 . Hence, we get
(2.2) degw(φ(fθ)− h2z
−1
3 )z3 ≥ γ
w
0 + γ
w
3 > degw φ(y2)
by assumption. Since z2 = φ(y2)− φ(fθ)z3 by (2.1), we have
γw2 = degw(z2 + h2) = degw
(
φ(y2)− (φ(fθ)− h2z
−1
3 )z3
)
.
Thus, we see from (2.2) that γw2 is equal to the left-hand side of (2.2), and
is at least γw0 + γ
w
3 . Therefore, we conclude that γ
w
i < γ
w
2 for i = 0, 3. 
We define ψ ∈ Aut(k[x]/k) by
ψ(x1) = z1 + h0z
−1
3 − h1, ψ(x2) = z2 + h2, ψ(x3) = z3.
Then, φ−1 ◦ ψ belongs to J(k[x3];x2, x1). Hence, φ is tame if and only if so
is ψ. We note that degw ψ(xi) = γ
w
i for i = 2, 3.
Lemma 2.2. Assume that γw0 < γ
w
1 , γ
w
2 > γ
w
3 and
(2.3) 2γw1 > 3γ
w
2 + 2γ
w
3 , γ
w
1 ≥ γ
w
2 + 2γ
w
3
for some w ∈ (Γ>0)
3. Then, φ is wild.
Proof. It suffices to prove that ψ is wild. We check that ψ satisfies the
conditions (a) through (e) of Proposition 2.4. Since degw ψ(xi) = γ
w
i for
i = 2, 3, and γw2 > γ
w
3 by assumption, we see that ψ satisfies (d). By (2.1),
we have
ψ(x1) =
(
φ(fθ)−θ(z2)
)
z−13 +h0z
−1
3 −h1 =
(
(φ(fθ)+h0)−(θ(z2)+h1z3)
)
z−13 .
Since degw
(
φ(fθ)+h0
)
= γw0 < γ
w
1 = degw
(
θ(z2)+h1z3
)
by assumption, it
follows that
(2.4) ψ(x1)
w = −
(
θ(z2) + h1z3
)w
(zw3 )
−1.
Hence, ψ(x1)
w belongs to the field of fractions of k[z2, z3]
w. Since ψ(x2) and
ψ(x3) belong to k[z2, z3], we know that ψ(x2)
w and ψ(x3)
w also belong to
k[z2, z3]
w. Thus, ψ(x1)
w, ψ(x2)
w and ψ(x3)
w are algebraically dependent
over k, since the field of fractions of k[z2, z3]
w has transcendence degree at
most two over k. Therefore, ψ satisfies (a). Since degw ψ(x1) = γ
w
1 − γ
w
3 by
(2.4), we have
2 degw ψ(x1) = 2γ
w
1 − 2γ
w
3 > 3γ
w
2 = 3degw ψ(x2)
by the first part of (2.3). This proves (e). Similarly, we have
degw ψ(x1) = γ
w
1 − γ
w
3 ≥ γ
w
2 + γ
w
3 = degw ψ(x2) + degw ψ(x3)
by the second part of (2.3). This proves (c). Since ψ(x2)
w = (z2 + h2)
w
does not belong to k[ψ(x3)
w] = k[zw3 ] as mentioned, ψ satisfies the second
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part of (b). We prove the first part of (b) by contradiction. Suppose that
ψ(x1)
w belongs to k[ψ(x2), ψ(x3)]
w. Then, there exists h ∈ k[ψ(x2), ψ(x3)]
such that hw = ψ(x1)
w. By (2.4), it follows that
(hz3)
w + (θ(z2) + h1z3)
w = hwzw3 − ψ(x1)
wzw3 = 0.
Hence, the w-degree of
θ(z2) + (h1 + h)z3 = hz3 +
(
θ(z2) + h1z3
)
is less than degw(θ(z2)+h1z3) = γ
w
1 . By the minimality of γ
w
1 , this implies
that h1+h does not belong to k[z2, z3]. However, h1 is an element of k[z2, z3],
and h is an element of k[ψ(x2), ψ(x3)] = k[z2 + h2, z3] = k[z2, z3]. Hence,
h1+h belongs to k[z2, z3], a contradiction. This proves the first part of (b).
Thus, ψ satisfies (a) through (e) of Proposition 2.4. Therefore, we conclude
that ψ is wild. Consequently, φ is wild. 
Since h2 belongs to z3k[x3], we see that θ
(
ψ(x2)
)
= θ(z2 + h2) has the
form θ(z2) + hz3 for some h ∈ k[z2, z3]. Similarly, θ(z2) = θ
(
ψ(x2) − h2
)
has the form θ
(
ψ(x2)
)
+h′z3 for some h
′ ∈ k[ψ(x2), z3]. Since k[ψ(x2), z3] =
k[z2, z3], it follows that
{θ
(
ψ(x2)
)
+ hz3 | h ∈ k[ψ(x2), z3]} = {θ(z2) + hz3 | h ∈ k[z2, z3]}.
Hence, we have
(2.5) γw1 = min{degw
(
θ(ψ(x2)) + hz3
)
| h ∈ k[ψ(x2), z3]}.
In the notation of Lemma 2.3, we may write γw1 = η(θ; z3, ψ(x2)). We note
that the conditions (2) and (3) before Lemma 2.3 are fulfilled for f = z3 and
g = ψ(x2), since ψ(x2)
w = (z2 + h2)
w does not belong to k[zw3 ], and ψ(x2)
and z3 = ψ(x3) are algebraically independent over k. Since degw ψ(x2) = γ
w
2
and degw z3 = γ
w
3 , the condition (1) is equivalent to γ
w
2 > γ
w
3 .
Lemma 2.3. Assume that γw2 > γ
w
3 . Then, φ satisfies (2.3) if one of the
following conditions holds:
(i) d ≥ 3 and ψ(x2)
w and zw3 are algebraically independent over k.
(ii) d ≥ 3 and degw dz2 ∧ dz3 > (d− 1) degw z3.
(iii) d ≥ 9 and d 6= 10, 12.
Proof. First, assume that (i) is satisfied. Then, we have k[ψ(x2), z3]
w =
k[ψ(x2)
w, zw3 ], since ψ(x2)
w and zw3 are algebraically independent over k.
Take any h ∈ k[ψ(x2), z3]. Then, h
w belongs to k[ψ(x2)
w, zw3 ]. Hence, we
know that θ(ψ(x2))
w ≈ (ψ(x2)
w)d 6≈ hwzw3 = (hz3)
w. This implies that
degw
(
θ(ψ(x2))+hz3
)
= max{degw θ(ψ(x2)),degw hz3} ≥ degw θ(ψ(x2)) = dγ
w
2 .
Thus, we obtain γw1 ≥ dγ
w
2 in view of (2.5). Since d ≥ 3 and γ
w
2 > γ
w
3 by
assumption, it follows that
2γw1 ≥ 2dγ
w
2 > 5γ
w
2 > 3γ
w
2 + 2γ
w
3 , γ
w
1 ≥ dγ
w
2 ≥ 3γ
w
2 > γ
w
2 + 2γ
w
3 .
Therefore, φ satisfies (2.3).
Next, assume that (ii) or (iii) is satisfied. Since dψ(x2)∧dz3 = dz2∧dz3,
we see that (ii) is equivalent to (ii) of Lemma 2.3. Clearly, (iii) is the same
as (iii) of Lemma 2.3. Since γw2 > γ
w
3 by assumption, the conditions (1),
(2) and (3) listed before Lemma 2.3 are fulfilled for f = z3 and g = ψ(x2)
as mentioned. Hence, we know by Lemma 2.3 that γw1 = η(θ; z3, ψ(x2)) is
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greater than η1 = γ
w
3 + (3/2)γ
w
2 and η2 = 2γ
w
3 + γ
w
2 . Therefore, we get
(2.3). 
Now, we prove Theorem 1.5 (i). Assume that d ≥ 9 and d 6= 10, 12.
Suppose to the contrary that degw φ(y2) ≤ degw φ(x3) for some φ ∈ Gθ.
Since degw φ(x3) = degw z3 = γ
w
3 , and γ
w
0 > 0, we have degw φ(y2) ≤ γ
w
3 <
γw0 + γ
w
3 . By Lemma 2.1, it follows that γ
w
3 < γ
w
2 and γ
w
0 < γ
w
2 . Hence, φ
satisfies the assumption of Lemma 2.3. Since d ≥ 9 and d 6= 10, 12, we know
by (iii) that φ satisfies (2.3). Since γw0 < γ
w
2 , (2.3) implies that γ
w
0 < γ
w
1 .
Thus, we conclude from Lemma 2.2 that φ is wild, a contradiction. There-
fore, we have degw φ(y2) > degw φ(x3) for each φ ∈ Gθ. This completes the
proof of Theorem 1.5 (i).
3. Proof (II)
The goal of this section is to prove the following proposition, which is a
key to the proof of Theorem 1.5 (ii).
Proposition 3.1. Assume that d ≥ 9. Let φ ∈ Gθ be such that degv φ(y2) >
degv φ(x3). Then, the following assertions hold:
(i) degv φ(y2) = 3e1.
(ii) φ(x3) = z3 = α3x3 + g3 for some α3 ∈ k
× and g3 ∈ k[x2].
(iii) γv2 < e1.
We begin with the following lemma, which is proved by a technique
similar to Hadas–Makar-Limanov [11, Corollary 3.3].
Lemma 3.2. Let τ be an element of Aut(k[x]/k), and w an element of Γn,
where n ≥ 3 may be arbitrary. Assume that there exist i1, i2 ∈ {1, . . . , n}
such that τ(xi1)
w is divisible by xi for each i 6= i2. Then, τ(xj)
w belongs to
k[x \ {xi2}] for j = 1, . . . , n.
Proof. For each 0 6= D ∈ Derk k[x], we define
γD = max{degwD(xi)x
−1
i | i = 1, . . . , n},
and Dw ∈ Derk k[x] by
(3.1) Dw(xi) =
{
D(xi)
w if degwD(xi)x
−1
i = γD
0 if degwD(xi)x
−1
i < γD
for i = 1, . . . , n. We show that Dw(fw) 6= 0 implies D(f)w = Dw(fw)
for each f ∈ k[x] \ {0}. For each h ∈ k[x] and i = 1, . . . , n, we denote
hxi = ∂h/∂xi for simplicity. Then, we have degw fxi ≤ degw fx
−1
i , and
degw fxi = degw fx
−1
i if and only if f
w does not belong to k[x \ {xi}].
Hence, we know that
(3.2) (fw)xi =
{
(fxi)
w if degw fxi = degw fx
−1
i
0 if degw fxi < degw fx
−1
i
for i = 1, . . . , n. Let I be the set of i ∈ {1, . . . , n} such that degwD(xi)x
−1
i =
γD and degw fxi = degw fx
−1
i . Then, we have
(3.3)
Dw(fw) =
n∑
i=1
Dw(xi)(f
w)xi =
∑
i∈I
D(xi)
w(fxi)
w =
∑
i∈I
(
D(xi)fxi
)w
.
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Note that
degwD(xi)fxi ≤ (γD + degw xi) + (degw f − degw xi) = γD + degw f
for i = 1, . . . , n, in which the equality holds if and only if i belongs to I.
Since Dw(fw) 6= 0 by assumption, this implies that
∑
i∈I
(
D(xi)fxi
)w
=
(
n∑
i=1
D(xi)fxi
)w
= D(f)w.
Thus, we get D(f)w = Dw(fw). Using this, we can prove by induction
on l that (Dw)l(fw) 6= 0 implies Dl(f)w = (Dw)l(fw) for each l ∈ N and
f ∈ k[x] \ {0}. Therefore, if D is locally nilpotent, then Dw is also locally
nilpotent.
Now, take any i0 ∈ {1, . . . , n} \ {i1}, and put D = τ ◦ (∂/∂xi0) ◦ τ
−1.
Then, D is locally nilpotent. Hence, Dw is also locally nilpotent. Thus,
kerDw is factorially closed in k[x], i.e., if fg belongs to kerDw for f, g ∈
k[x]\{0}, then f and g belong to kerDw (cf. [20, Lemma 1.3.1]). Since i1 6=
i0, we have D
(
τ(xi1)
)
= 0. This implies thatDw(τ(xi1)
w) = 0, for otherwise
D(τ(xi1))
w = Dw(τ(xi1)
w) 6= 0, a contradiction. Hence, τ(xi1)
w belongs
to kerDw. Since xi is a factor of τ(xi1)
w for each i 6= i2 by assumption, it
follows that xi belongs to kerD
w for each i 6= i2 by the factorially closedness
of kerDw. Hence, k[x \ {xi2}] is contained in kerD
w. Since D is nonzero,
so is Dw. Hence, the transcendence degree of kerDw over k is less than
n. Thus, we conclude that kerDw = k[x \ {xi2}]. If j 6= i0, then we have
D
(
τ(xj)
)
= 0. This implies that Dw
(
τ(xj)
w
)
= 0 as mentioned. Hence,
τ(xj)
w belongs to kerDw = k[x \ {xi2}]. Since n ≥ 3 by assumption, we
may take i′0 ∈ {1, . . . , n} \ {i0, i1}. Then, by a similar argument with i0
replaced by i′0, we can verify that τ(xj)
w belongs to k[x \ {xi2}] for each
j 6= i′0. Thus, τ(xi0)
w also belongs to k[x\{xi2}]. Therefore, τ(xj)
w belongs
to k[x \ {xi2}] for j = 1, . . . , n. 
Recall that fθ = x1x3 + θ(x2), y2 = x2 + fθx3 and y3 = x3. Since
v = (e1, e2, e1), we have
(3.4) fvθ = x1x3, y
v
2 = x1x
2
3, y
v
3 = x3
by the definition of Λ. Hence, we see from (1.1) that
(3.5) yv1 = −θ(y2)
vx−13 ≈ x
d
1x
2d−1
3 .
To prove Proposition 3.1, assume that d ≥ 9, and take φ ∈ Gθ such that
degv φ(y2) is greater than degv φ(x3) = degv z3. Then, we have φ(y1) = y1.
Hence, φ(y1)
v = yv1 is divisible by x1 and x3 by (3.5). Since φ(y1) = (φ ◦
σθ)(x1), it follows that φ(y2)
v = (φ◦σθ)(x2)
v and zv3 = (φ◦σθ)(x3)
v belong
to k[x1, x3] by Lemma 3.2. Hence, we know that degv φ(y2) = ae1 and
degv z3 = be1 for some a, b ∈ N. Since degv φ(y2) > degv z3 by assumption,
we get a ≥ b+ 1.
Lemma 3.3. If degv y1z3 = ddegv φ(y2), then we have
(a, b) = (3, 1), degv φ(y2) = 3degv z3
and zv3 is a linear form in x1 and x3 over k.
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Proof. By (3.5), we see that degv y1 = (3d− 1)e1. Since degv φ(y2) =
ae1, degv z3 = be1, and degv y1z3 = ddegv φ(y2) by assumption, we know
that 3d−1+b = da. Because 1 ≤ b ≤ a−1, it follows that 1 ≤ da−3d+1 ≤
a− 1. Hence, we have
3 ≤ a ≤
3d− 2
d− 1
= 3 +
1
d− 1
< 4,
since d ≥ 9. Thus, we get a = 3. Since 3d− 1 + b = da = 3d, it follows that
b = 1. Therefore, we have degv φ(y2) = 3e1 = 3degv z3. Since degv z3 = e1
and v = (e1, e2, e1), we know that z
v
3 is a linear form in x1 and x3 over
k. 
Using this lemma, we can prove the following proposition.
Proposition 3.4. If (y1z3)
v ≈ (φ(y2)
v)d, then we have φ(y2)
v ≈ x1x
2
3 and
zv3 ≈ x3.
Proof. Since (y1z3)
v ≈ (φ(y2)
v)d, we have degv y1z3 = ddegv φ(y2).
Hence, we may write zv3 = αx1 + βx3 by Lemma 3.3, where α, β ∈ k are
such that α 6= 0 or β 6= 0. In view of (3.5), we have
(φ(y2)
v)d ≈ (y1z3)
v ≈ xd1x
2d−1
3 (αx1 + βx3).
Since d ≥ 9, this implies that α = 0, β 6= 0, φ(y2)
v ≈ x1x
2
3 and z
v
3 = βx3 ≈
x3. 
Since σθ(fθ) = fθ, σθ(x3) = x3 and φ(y1) = y1, we have
(3.6) φ(fθ) = φ(σθ(fθ)) = φ(y1x3 + θ(y2)) = y1z3 + θ(φ(y2)).
The following proposition forms the core of the proof of Proposition 3.1.
Proposition 3.5. If (y1z3)
v 6≈ (φ(y2)
v)d, then the following inequalities
hold:
(i) degv dφ(fθ) ∧ dz3 > (d− 1) degv φ(y2).
(ii) degv dz2 ∧ dz3 > (d− 1) degv φ(y2) + degv z3.
(iii) γv0 + γ
v
3 > (d− 1) degv φ(y2).
Proof. (i) First, assume that degv y1z3 = ddegv φ(y2). Then, we have
(3.7) φ(fθ)
v =
(
y1z3 + θ(φ(y2))
)v
= (y1z3)
v + c(φ(y2)
v)d
by (3.6), since (y1z3)
v 6≈ (φ(y2)
v)d by assumption. Hence, we get
(3.8) degv φ(fθ) = ddegv φ(y2).
Now, suppose that (i) is false. Then, we have
degv dφ(fθ) ∧ dz3 ≤ (d− 1) degv φ(y2) < degv φ(fθ) + degv z3
by (3.8). This implies that φ(fθ)
v and zv3 are algebraically dependent
over k. Since φ(fθ)
v and zv3 are v-homogeneous polynomials of positive
v-degrees, it follows that (φ(fθ)
v)l = c1(z
v
3 )
m for some l,m ∈ N with
gcd(l,m) = 1 and c1 ∈ k
×. By (3.8) and Lemma 3.3, we know that
degv φ(fθ) = 3ddegv z3. Hence, we get (l,m) = (1, 3d). By (3.7), it fol-
lows that c(φ(y2)
v)d = c1(z
v
3 )
3d − yv1 z
v
3 . From this, we see that (φ(y2)
v)d
is divisible by zv3 . By Lemma 3.3, z
v
3 is a linear form, and so irreducible.
Hence, zv3 divides φ(y2)
v. Since d ≥ 9 by assumption, it follows that zv3
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divides yv1 . By (3.5), we see that z
v
3 = c2xi for some c2 ∈ k
× and i ∈ {1, 3}.
Thus, c(φ(y2)
v)d = c1(c2xi)
3d − c2xiyv1 is a binomial. Since k is of charac-
teristic zero, no binomial is a proper power of a polynomial. Therefore, we
get d = 1, a contradiction.
Next, assume that degv y1z3 < ddegv φ(y2). Then, we have 3d− 1+ b <
da. This yields that a > 3 + (b − 1)/d ≥ 3. Hence, we get a ≥ 4. First, we
prove that
(3.9) degv y1z
2
3 ≤ (d− 1) degv φ(y2)
by contradiction. Suppose that (3.9) is false. Then, we have
(d− 1)a ≤ (3d− 1 + 2b)− 1.
Since b ≤ a − 1, it follows that (d − 1)a ≤ 3d + 2a − 4. Since d ≥ 9 by
assumption, this yields that
a ≤
3d− 4
d− 3
= 3 +
5
d− 3
< 4,
a contradiction. Therefore, (3.9) is true. By (3.6), we get
(3.10) dφ(fθ) ∧ dz3 = d(y1z3) ∧ dz3 + dθ(φ(y2)) ∧ dz3.
Since φ(y2) = φ(σθ(x2)) and z3 = φ(σθ(x3)) are algebraically indepen-
dent over k, we know that dφ(y2) ∧ dz3 is nonzero. Hence, the v-degree
of dθ(φ(y2)) ∧ dz3 = θ
′(φ(y2))dφ(y2) ∧ dz3 is greater than degv θ
′(φ(y2)) =
(d− 1) degv φ(y2). Thus, it follows from (3.9) that
degv dθ(φ(y2)) ∧ dz3 > (d− 1) degv φ(y2) ≥ degv y1z
2
3 ≥ degv d(y1z3) ∧ dz3.
In view of (3.10), this implies that degv dφ(fθ) ∧ dz3 > (d− 1) degv φ(y2).
Finally, assume that degv y1z3 > ddegv φ(y2). Then, we have
degv dθ(φ(y2)) ∧ dz3 ≤ degv θ(φ(y2)) + degv z3 = ddegv φ(y2) + degv z3
< degv y1z3 + degv z3 = degv y1z
2
3 .
We show that
(3.11) degv y1z
2
3 = degv d(y1z3) ∧ dz3.
Then, it follows that degv dθ(φ(y2)) ∧ dz3 < degv d(y1z3) ∧ dz3. In view of
(3.10), this implies that degv dφ(fθ) ∧ dz3 = degv d(y1z3) ∧ dz3. By (3.11),
this is equal to degv y1z
2
3 , and is greater than (d − 1) degv φ(y2) by the
assumption that degv y1z3 > ddegv φ(y2). Therefore, we get degv dφ(fθ) ∧
dz3 > (d− 1) degv φ(y2).
Since d(y1z3)∧ dz3 = z3dy1 ∧ dz3, it suffices to verify that y
v
1 and z
v
3 are
algebraically independent over k. Suppose to the contrary that yv1 and z
v
3
are algebraically dependent over k. Then, we have (yv1 )
q ≈ (zv3 )
r for some
q, r ∈ N with gcd(q, r) = 1, since yv1 and z
v
3 are v-homogeneous polynomials
of positive v-degrees. Because gcd(d, 2d− 1) = 1, we see that yv1 ≈ x
d
1x
2d−1
2
is not a proper power of a polynomial. Hence, we know that r = 1. Thus,
we get q degv y1 = degv z3. Since degv y1z3 > ddegv φ(y2) by assumption,
and degv φ(y2) > degv z3 by the choice of φ, it follows that
2 degv z3 = q degv y1 + degv z3 ≥ degv y1z3 > ddegv φ(y2) > ddegv z3.
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This contradicts that d ≥ 9. Therefore, yv1 and z
v
3 are algebraically inde-
pendent over k, proving that degv dφ(fθ) ∧ dz3 > (d− 1) degv φ(y2).
(ii) By (i), we know that
degv z3dφ(fθ) ∧ dz3 = degv dφ(fθ) ∧ dz3 + degv z3
> (d− 1) degv φ(y2) + degv z3 > degv dφ(y2) ∧ dz3,
since d ≥ 9. Because z2 = φ(y2)− φ(fθ)z3 by (2.1), we have
dz2 ∧ dz3 = dφ(y2) ∧ dz3 − z3dφ(fθ) ∧ dz3.
Therefore, we get
degv dz2 ∧ dz3 = degv z3dφ(fθ) ∧ dz3 > (d− 1) degv φ(y2) + degv z3.
(iii) Take h0 ∈ k[z3] such that γ
v
0 = degv(φ(fθ) + h0). Then, we have
γv0+γ
v
3 = degv(φ(fθ)+h0)+degv z3 ≥ degv d(φ(fθ)+h0)∧dz3 = degv dφ(fθ)∧dz3.
Therefore, we get γv0 + γ
v
3 > (d− 1) degv φ(y2) by (i). 
Now, let us complete the proof of Proposition 3.1. First, we prove that
(y1z3)
v ≈ (φ(y2)
v)d. Suppose to the contrary that (y1z3)
v 6≈ (φ(y2)
v)d.
Then, we have the three inequalities (i), (ii) and (iii) of Proposition 3.5. We
deduce that φ is wild by means of Lemma 2.2. By the inequality (iii), we
have
γv0 + γ
v
3 > (d− 1) degv φ(y2) > degv φ(y2),
since d ≥ 9. By Lemma 2.1, it follows that γw3 < γ
w
2 and γ
w
0 < γ
w
2 . Hence,
φ satisfies the assumption of Lemma 2.3. Since degv φ(y2) > degv z3 by the
choice of φ, the inequality (ii) yields that
degv dz2 ∧ dz3 > (d− 1) degv φ(y2) + degv z3 > (d− 1) degv z3.
Since d ≥ 9, this implies that φ satisfies (2.3) because of Lemma 2.3 (ii). The
second part of (2.3) implies γv1 > γ
v
2 . Since γ
v
0 < γ
v
2 , it follows that γ
v
0 < γ
v
1 .
Thus, we conclude from Lemma 2.2 that φ is wild, a contradiction. This
proves that (y1z3)
v ≈ (φ(y2)
v)d. Therefore, we get φ(y2)
v ≈ x1x
2
3 and z
v
3 ≈
x3 thanks to Proposition 3.4. Hence, we have degv φ(y2) = 3e1, proving
Proposition 3.1 (i). Since v = (e1, e2, e1), we know that z3 = α3x3 + g3 for
some α3 ∈ k
× and g3 ∈ k[x2]. This proves Proposition 3.1 (ii).
Next, we prove Proposition 3.1 (iii). First, we show that γv2 ≤ e1.
Suppose to the contrary that γv2 > e1. We deduce that φ is wild by means
of Lemma 2.2. Since γv3 = degv z3 = e1, we have γ
v
2 > γ
v
3 . Hence, φ
satisfies the assumption of Lemma 2.3. Define ψ ∈ Aut(k[x]/k) as before
Lemma 2.2. Then, ψ(x2)
v = (z2 + h2)
v does not belong to k[zv3 ] = k[x3]
by the minimality of γv2 . Hence, ψ(x2)
v and zv3 ≈ x3 are algebraically
independent over k. Since d ≥ 9, we know by Lemma 2.3 (i) that φ satisfies
(2.3). Finally, we show that γv0 < γ
v
1 . The second part of (2.3) implies
γv1 > γ
v
2 . If γ
v
0 ≤ γ
v
2 , then we get γ
v
0 < γ
v
1 . So assume that γ
v
0 > γ
v
2 . Then,
we have degv φ(y2) ≥ γ
v
0 + γ
v
3 by the contraposition of Lemma 2.1. Since
degv φ(y2) = 3e1 and γ
v
3 = e1, it follows that 2e1 ≥ γ
v
0 . Hence, we get
γv1 ≥ γ
v
2 + 2γ
v
3 > 2γ
v
3 = 2e1 ≥ γ
v
0
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by the second part of (2.3). Thus, we conclude from Lemma 2.2 that φ is
wild, a contradiction. This proves that γv2 ≤ e1. Therefore, we may write
z2 + h2 = αx1 + α
′x3 + g,
where α,α′ ∈ k and g ∈ k[x2]. In order to conclude that γ
v
2 < e1, it suffices
to show that (α,α′) = (0, 0). Suppose to the contrary that (α,α′) 6= (0, 0).
Then, we have α 6= 0, since (z2+h2)
v = αx1+α
′x3 does not belong to k[z
v
3 ] =
k[x3]. Since h2 is an element of k[z3], and z3 = α3x3+g3 belongs to k[x2, x3],
we know that h2 belongs to k[x2, x3]. Hence, z2 = αx1 + α
′x3 + g − h2 is a
linear polynomial in x1 over k[x2, x3] with leading coefficient α. Regard z1z3
and θ(z2) as polynomials in x1 over k[x2, x3]. Then, the leading coefficient
of z1z3 is a multiple of z3, while that of θ(z2) is an element of k
×. Since z3
does not belong to k, it follows that
degx1 φ(fθ) = degx1
(
z1z3 + θ(z2)
)
= max{degx1 z1z3,degx1 θ(z2)}.
Since degx1 z3 = 0 and degx1 z2 = 1, this gives that degx1 φ(fθ) = max{degx1 z1, d}.
Hence, we get
degx1 φ(y2) = degx1
(
z2 + φ(fθ)z3
)
= degx1 φ(fθ) = max{degx1 z1, d}.
Consequently, we see from (1.1) that
degx1 φ(y1) = degx1
(
z1 +
(
θ(z2)− θ(φ(y2))
)
z−13
)
= degx1 θ(φ(y2)) = ddegx1 φ(y2) ≥ d
2.
On the other hand, we have degx1 y2 = degx1(x2+ fθx3) = 1. Hence, we get
degx1 y1 = degx1
(
x1 +
(
θ(x2)− θ(y2)
)
x−13
)
= degx1 θ(y2) = d.
This contradicts that φ(y1) = y1, thus proving that (α,α
′) = (0, 0). There-
fore, we conclude that γv2 < e1. This completes the proof of Proposition 3.1
(iii).
4. Proof (III)
In this section, we complete the proof of Theorem 1.5 (ii). Assume that
d ≥ 9. Take φ ∈ Gθ such that degv φ(y2) > degv φ(x3). Then, we have
(4.1) φ(x3) = z3 = α3x3 + g3
for some α3 ∈ k
× and g3 ∈ k[x2] by Proposition 3.1 (ii). We establish that
φ = φα3 and α3 belongs to Tθ. If φ = idk[x], then we have α3 = 1. Since
ι : Tθ → Gθ is a homomorphism of groups, it follows that φα3 = ρ(1) = idk[x].
Hence, the assertion is true. In what follows, we assume that φ 6= idk[x].
By Proposition 3.1 (iii), degv(z2 + h2) = γ
v
2 is less than e1. Hence,
z2 + h2 belongs to k[x2]. Since z2 + h2 = ψ(x2) is a coordinate of k[x] over
k, it follows that z2+h2 is a linear polynomial in x2 over k. Hence, we have
(4.2) φ(x2) = z2 = α2x2 + g2
for some α2 ∈ k
× and g2 ∈ k[z3] = k[α3x3 + g3], since h2 is an element
of k[z3]. From this and (4.1), we see that φ induces an automorphism of
k[x2, x3]. Thus, we know that k[x1, φ(x2), φ(x3)] = k[x]. This implies that
(4.3) φ(x1) = α1x1 + g1
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for some α1 ∈ k
× and g1 ∈ k[φ(x2), φ(x3)] = k[x2, x3] by the following
lemma.
Lemma 4.1. Let τ ∈ Aut(k[x]/k) be such that k[xi, τ(x2), τ(x3)] = k[x] for
some i ∈ {1, 2, 3}. Then, we have τ(x1) = αxi + g for some α ∈ k
× and
g ∈ k[τ(x2), τ(x3)].
Proof. Since k[xi, τ(x2), τ(x3)] = k[x], we can define ρ ∈ Aut(k[x]/k)
by
ρ(x1) = xi and ρ(xj) = τ(xj) for j = 2, 3.
Then, ρ−1 ◦ τ belongs to Aut(k[x]/k[x2, x3]). Hence, we may write (ρ
−1 ◦
τ)(x1) = αx1 + g
′, where α ∈ k× and g′ ∈ k[x2, x3]. Then, we have
τ(x1) = ρ((ρ
−1 ◦ τ)(x1)) = ρ(αx1 + g
′) = αxi + ρ(g
′),
in which ρ(g′) is an element of ρ(k[x2, x3]) = k[τ(x2), τ(x3)]. 
Since y2 = x2 + fθx3 = x2 +
(
x1x3 + θ(x2)
)
x3 is a linear polynomial in
x1 with leading coefficient x
2
3, we see from (1.1) that
y1 = −cx
d
1x
2d−1
3 + (terms of lower degree in x1).
In view of (4.1), (4.2) and (4.3), we have
φ(y1) = −c(α1x1)
d(α3x3 + g3)
2d−1 + (terms of lower degree in x1).
Since φ(y1) = y1, we get α
d
1(α3x3 + g3)
2d−1 = x2d−13 by comparing the
coefficients of xd1. This implies that g3 = 0. Hence, we have
(4.4) φ(x3) = z3 = α3x3 = φα3(x3).
From this, we know that φ commutes with the substitution x3 7→ 0. By
(1.2), we see that y1 is sent to x1 − θ
′(x2)θ(x2) by the substitution x3 7→ 0.
Since y1 = φ(y1), it follows that
x1− θ
′(x2)θ(x2) = φ(x1)−φ(θ
′(x2)θ(x2)) = α1x1+(an element of k[x2, x3])
by (4.3) and (4.2). This gives that α1 = 1. Therefore, we conclude that
φ(x1) = x1 + g1.
Since y3 = x3, we have φ(y3) = α3y3 by (4.4). Hence, we get
k[y1, y2, y3] = k[φ(y1), y2, φ(y3)].
By Lemma 4.1, this implies that
φ(y2) = β2y2 + h
for some β2 ∈ k
× and h ∈ k[y1, y3] = k[y1, x3]. We note that degv h ≤ 3e1,
since degv φ(y2) = 3e1 by Proposition 3.1 (i), and degv y2 = degv x1x
2
3 = 3e1
by (3.4). We prove that h belongs to k[x3]. Suppose to the contrary that
h does not belong to k[x3]. Then, we have deg
S
v h ≥ degv y1, where S :=
{y1, x3}. Since y
v
1 ≈ x
d
1x
2d−1
3 and x3 are algebraically independent over k, we
have degv h = deg
S
v h. Hence, we get degv h ≥ degv y1 = (3d−1)e1 > 3e1, a
contradiction. This proves that h belongs to k[x3]. From (1.1), we see that
0 = α3x3
(
y1 − φ(y1)
)
= α3
(
x1x3 + θ(x2)− θ(y2)
)
−
(
α3(x1 + g1)x3 + θ(α2x2 + g2)− θ(β2y2 + h)
)
=
(
θ(β2y2 + h)− α3θ(y2)
)
−
(
α3g1x3 + θ(α2x2 + g2)− α3θ(x2)
)
.
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Hence, we have
(4.5) p := θ(β2y2 + h)− α3θ(y2) = α3g1x3 + θ(α2x2 + g2)− α3θ(x2).
Since h belongs to k[x3] = k[y3], we see that p belongs to k[y2, y3]. As
an element of k[y2, y3], we may consider the partial derivative ∂p/∂yi for
i = 2, 3. Then, we have
∂p
∂x1
=
∂y2
∂x1
∂p
∂y2
+
∂y3
∂x1
∂p
∂y3
= x23
∂p
∂y2
by chain rule. Since g1 and g2 are elements of k[x2, x3], we know that p
belongs to k[x2, x3] by (4.5). Hence, we have ∂p/∂x1 = 0. Thus, we get
0 =
∂p
∂y2
= β2θ
′(β2y2 + h)− α3θ
′(y2)
by the preceding equality. This implies that h is algebraic over k(y2). Since
h is an element of k[y3], it follows that h belongs to k. Consequently, p
belongs to k[y2]. Since ∂p/∂y2 = 0, we conclude that p belongs to k.
We prove that β2 6= 1. Suppose to the contrary that β2 = 1. Then, the
coefficient of yd2 in p is equal to c(1 − α3). Since p belongs to k, it follows
that α3 = 1. Hence, we get φ(y3) = y3 by (4.4). Since β2 = α3 = 1, we have
p = θ(y2 + h)− θ(y2) =
d∑
i=1
θ(i)(y2)
i!
hi.
Since p belongs to k, this implies that h = 0. Thus, we get φ(y2) = β2y2+h =
y2. Since φ(y1) = y1, we conclude that φ = idk[x], a contradiction. This
proves that β2 6= 1. Set κ
′ = h/(1− β2), and write
θ(z) =
d∑
i=0
u′i(z − κ
′)i,
where u′i ∈ k for i = 0, . . . , d. Then, we have
φ(y2 − κ
′) = (β2y2 + h)−
h
1− β2
= β2
(
y2 −
h
1− β2
)
= β2(y2 − κ
′).
Hence, we know that
p = θ(β2y2 + h)− α3θ(y2) = θ(φ(y2))− α3θ(y2)
=
d∑
i=0
u′iφ(y2 − κ
′)i − α3
d∑
i=0
u′i(y2 − κ
′)i =
d∑
i=0
u′i(β
i
2 − α3)(y2 − κ
′)i.
Since p belongs to k, it follows that p = u′0(1 − α3), and u
′
i = 0 or β
i
2 = α3
for i = 1, . . . , d.
We show that κ′ = κ by contradiction. Suppose that κ′′ := κ′ − κ is
nonzero. Since ud−1 = 0 by the definition of κ, we may write
θ(z) = ud(z−κ
′+κ′′)d+
d−2∑
i=0
ui(z−κ)
i = ud(z−κ
′)d+dκ′′ud(z−κ
′)d−1+ · · · .
Hence, we get u′d = ud and u
′
d−1 = dκ
′′ud. Since ud 6= 0, and κ
′′ 6= 0 by
supposition, we know that u′d and u
′
d−1 are nonzero. Hence, we have β
i
2 = α3
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for i = d, d − 1. Thus, we get β2 = 1, a contradiction. This proves that
κ′ = κ. Therefore, we have u′i = ui for i = 0, . . . , d. Consequently, we get
(4.6) p = u′0(1− α3) = u0(1− α3) = (1− α3)θ(κ).
To complete the proof, we verify that φ(xi) = φα3(xi) for i = 1, 2. Since
σθ(fθ) = fθ, φ(y1) = y1 and φ(y3) = α3y3, we have
φ(fθ) = φ(σθ(fθ)) = φ
(
y1y3 + θ(y2)
)
= y1(α3y3) + θ(φ(y2))
= α3fθ − α3θ(y2) + θ(φ(y2)) = α3fθ + p.
Hence, we get
φ(y2) = φ(x2 + fθx3) = (α2x2 + g2) + (α3fθ + p)(α3x3).
On the other hand, we have
φ(y2) = β2y2 + h = β2(x2 + fθx3) + h.
Since g2 and h are elements of k[x3] and k, respectively, the monomial x2
does not appear in g2 and h. Clearly, the monomial x2 does not appear in
a multiple of x3. Thus, we get α2 = β2 by comparing the coefficients of x2.
Equating the two expressions of φ(y2), we obtain
g2 − h =
(
β2fθ − α3(α3fθ + p)
)
x3 =
(
(α2 − α
2
3)fθ − α3p
)
x3.
Note that g2 − h belongs to k[x3], while fθ does not belong to k[x3]. Since
p is a constant, it follows that α2 = α
2
3 and g2 = h − α3px3. Therefore, we
have
φ(x2 − κ) = φ(x2 − κ
′) = α2x2 + g2 −
h
1− β2
= α2x2 + (h− α3px3)−
h
1− α2
= α2
(
x2 −
h
1− α2
)
− α3px3 = α
2
3(x2 − κ) + α3(α3 − 1)θ(κ)x3
because of (4.6). This proves that φ(x2) = φα3(x2). By (4.5) and (4.6), we
have
g1 =
α3θ(x2)− θ(α2x2 + g2) + p
α3x3
=
α3θ(x2)− φ(θ(x2)) + (1− α3)θ(κ)
α3x3
= gα3 .
Since φ(x1) = x1 + g1, this proves that φ(x1) = φα3(x1). Therefore, we
conclude that φ = φα3 . Since gα3 = g1 belongs to k[x], we know that α3
belongs to Tθ as noted before Theorem 1.1. This completes the proof of
Theorem 1.5 (ii), and thereby completing the proof of Theorem 1.1.

CHAPTER 7
Locally nilpotent derivations of rank three
1. Main result
Recall that the rank of D ∈ Derk k[x] is defined to be the minimal
number r ≥ 0 for which there exists σ ∈ Aut(k[x]/k) such that D(σ(xi)) 6= 0
for i = 1, . . . , r. It is difficult to handle D ∈ LNDk k[x] with rankD = 3.
In this chapter, we construct families of elements of LNDk k[x] using
“local slice construction” due to Freudenburg [7]. Then, we prove that most
of the members of the families are of rank three, for which the exponential
automorphisms are wild.
For i = 0, 1, take ti ∈ N and α
i
j ∈ k for j = 1, . . . , ti−1. First, we define
a sequence (bi)
∞
i=0 of integers by
b0 = b1 = 0 and bi+1 = tibi − bi−1 + ξi for i ≥ 1,
where ti := t0 if i is an even number, and ti := t1 otherwise, and where
ξi := 1 if i ≡ 0, 1 (mod 4), and ξi := −1 otherwise. Next, for each i ≥ 0, we
define a polynomial ηi(y, z) ∈ k[y, z] by
ηi(y, z) = z
tibi+1 +
ti−1∑
j=1
αijy
jz(ti−j)bi + yti if i ≡ 0, 1 (mod 4)
ηi(y, z) = y
ti +
ti−1∑
j=1
αijz
jbi−1yti−j + ztibi−1 otherwise,
where αij := α
0
j if i is an even number, and α
i
j := α
1
j otherwise. Set
r = x1x2x3 −
t0∑
i=1
α0i x
i
2 −
t1∑
j=1
α1jx
j
1,
where α0t0 := α
1
t1 := 1. Then, we define a sequence (fi)
∞
i=0 of rational
functions by
f0 = x2, f1 = x1 and fi+1 = ηi(fi, r)f
−1
i−1 for i ≥ 1.
Set qi = ηi(fi, r) for each i ≥ 1. Then, we have
(1.1) q1 = η1(x1, r) = r +
t1∑
j=1
α1jx
j
1 = x1x2x3 −
t0∑
i=1
α0i x
i
2.
Hence, we get
(1.2) f2 = q1x
−1
2 = x1x3 − θ(x2), r = x2f2 −
t1∑
j=1
α1jx
j
1,
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where θ(z) :=
∑t0
i=1 α
0
i z
i−1. When t0 = 2, we have f2 = x1x3 − x2 − α
0
1. In
this case, we can define τ2 ∈ T(k,x) by
(1.3) τ2(x1) = f2, τ2(x2) = x1 and τ2(x3) = x3.
For each g1, g2 ∈ k[x], we define ∆(g1,g2) ∈ Derk k[x] by
dg1 ∧ dg2 ∧ dg = ∆(g1,g2)(g)dx1 ∧ dx2 ∧ dx3
for g ∈ k[x]. Then, k[g1, g2] is always contained in ker∆(g1,g2). When fi and
fi+1 belong to k[x], we consider the derivation
Di := ∆(fi+1,fi)
of k[x]. For example, since f0 = x2 and f1 = x1 by definition, D0 = ∆(x1,x2)
is the partial derivation of k[x] in x3. By (1.2), we see that D1 = ∆(f2,x1) is
the triangular derivation of k[x] defined by
(1.4) D1(x1) = 0, D1(x2) = x1 and D1(x3) = θ
′(x2) =
t0∑
i=2
(i− 1)α0i x
i−2
2 ,
since
df2∧dx1∧dx2 =
∂f2
∂x3
dx1∧dx2∧dx3, df2∧dx1∧dx3 = −
∂f2
∂x2
dx1∧dx2∧dx3.
We say that D ∈ Derk k[x] is irreducible if D(k[x]) is contained in no
proper principal ideal of k[x], or equivalently D(x1), D(x2) and D(x3) have
no common factor. Here, “no common factor” means “no non-constant
common factor”. Then, D0 is clearly irreducible, and D1 is irreducible if
and only if t0 ≥ 2. We mention that, if t0 = 1, then kerD1 = k[x1, x3] is
not equal to k[f1, f2] = k[x1, x1x3 − 1].
We can similarly construct the sequence of rational functions from the
same data
(1.5) t0, t1, (α
0
j )
t0−1
j=1 and (α
1
j )
t1−1
j=1
by interchanging the roles of t0 and t1, and (α
0
j )
t0−1
j=1 and (α
1
j )
t1−1
j=1 , respec-
tively. To distinguish it from the original one, we denote it by (f ′i)
∞
i=0. If
t1 = 2, then we can define τ
′
2 ∈ T(k,x) by τ
′
2(x1) = f
′
2, τ
′
2(x2) = x1 and
τ ′2(x3) = x3. When f
′
i and f
′
i+1 belong to k[x], we define D
′
i = ∆(f ′i+1,f ′i).
Let I be the set of i ∈ N such that
aj := tjbj + ξj > 0
for j = 1, . . . , i. Then, we have
I =


{1} if t0 = 1
{1, 2} if (t0, t1) = (2, 1)
{1, 2, 3, 4} if (t0, t1) = (3, 1)
N otherwise
(1.6)
as will be shown in Section 3. We note that ai = ξi = 1 for i = 0, 1, since
b0 = b1 = 0. For each i ≥ 1, we have
(1.7) ai+1 = ti+1ai − ai−1,
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since
ai+1 − ti+1ai + ai−1 = (ti+1bi+1 + ξi+1)− ti+1(tibi + ξi) + (ti−1bi−1 + ξi−1)
= ti+1(bi+1 − tibi + bi−1 − ξi) + ξi+1 + ξi−1 = 0.
Now, we are ready to state the main results of this chapter.
Theorem 1.1. In the notation above, the following assertions hold for each
i ∈ I:
(i) fi and fi+1 belong to k[x], Di belongs to LNDk k[x] and Di(r) = fifi+1.
Moreover, we have the following:
(a) If i is the maximum of I, then Di is not irreducible and kerDi 6=
k[fi, fi+1].
(b) If i is not the maximum of I, then Di is irreducible and kerDi =
k[fi, fi+1].
(ii) If t0 = 2, then we have τ
−1
2 ◦ Di ◦ τ2 = D
′
i−1. Hence, D2 is tamely
triangularizable. If t0 = t1 = 2, then we have τ
−1 ◦Di ◦ τ = D0, where
τ :=
{
(τ2 ◦ τ
′
2)
i/2 if i is an even number
(τ2 ◦ τ
′
2)
(i−1)/2 ◦ τ2 otherwise.
(iii) If t0 = 2, t1 ≥ 3 and i ≥ 3, or if t0 ≥ 3 and i ≥ 2, then exphDi is wild
for each h ∈ kerDi \ {0}.
By means of this theorem, we can completely determine when exphDi is
tame or wild for h ∈ kerDi\{0} and i ∈ I as follows. First, consider the case
of i = 1. Since D1 is triangular and D1(x1) = 0 by (1.4), we see that hD1
is triangular if h belongs to k[x1]. In this case, exphD1 is tame. Assume
that h does not belong to k[x1]. If t0 = 1, then we have D1(x3) = 0. Hence,
exphD1 is elementary, and so tame. When t0 ≥ 2, we have D1(xj) 6= 0 for
j = 2, 3. By Theorem 2.3, we know that exphD1 is tame if and only if
∂D1(x3)
∂x2
=
t0∑
i=3
(i−1)(i−2)α0i x
i−3
2 belongs to D(x2)k[x1, x2] = x1k[x1, x2],
and hence if and only if t0 = 2. Therefore, exphD1 is tame if and only if h
belongs to k[x1] or t0 ≤ 2. When t0 = 1, we have I = {1}. Hence, this case
is completed. Assume that t0 = 2. Then, we have
hD2 = τ2 ◦ (τ
−1
2 (h)D
′
1) ◦ τ
−1
2
by (ii). Since τ2 is tame, exphD2 is tame if and only if so is exp τ
−1
2 (h)D
′
1.
From the preceding discussion, it follows that exp τ−12 (h)D
′
1 is tame if and
only if τ−12 (h) belongs to k[x1] or t1 ≤ 2. Since τ2(x1) = f2 by definition,
τ−12 (h) belongs to k[x1] if and only if h belongs to k[f2]. Therefore, we
conclude that exphD2 is tame if and only if h belongs to k[f2] or t1 ≤ 2
when t0 = 2. If (t0, t1) = (2, 1), then we have I = {1, 2}. Hence, this case
is completed. If t0 = t1 = 2, then we have hDi = τ ◦ (τ
−1(h)D0) ◦ τ
−1 for
each i ∈ I by (ii). Since D0(xj) = 0 for j = 1, 2, we see that exp τ
−1(h)D0
is elementary. Hence, it follows that exphDi is tame by the tameness of τ .
If t0 = 2, t1 ≥ 3 and i ≥ 3, or if t0 ≥ 3 and i ≥ 2, then exphDi is wild due
to (iii). Therefore, we have completely determined when exphDi is tame or
wild for h ∈ kerDi \ {0} and i ∈ I.
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By the discussion above, we see that exphDi is tame only if i = 1 or
(i, t0) = (2, 2) or (t0, t1) = (2, 2). In this case, Di is tamely triangularizable,
and hence kills a tame coordinate of k[x] over k. Thanks to Theorem 1.3,
this implies that hDi is tamely triangularizable if exphDi is tame. Clearly,
exphDi is tame if hDi is tamely triangularizable. Therefore, we get the
following corollary to Theorem 1.1.
Corollary 1.2. For h ∈ kerDi \{0} and i ∈ I, it holds that exphDi is tame
if and only if hDi is tamely triangularizable.
If D is a derivation of k[x], then
plD := D(k[x]) ∩ kerD
forms an ideal of kerD, and is called the plinth ideal of D. Assume that D
is locally nilpotent. Then, plD is not a zero ideal unless D = 0. Moreover,
plD is always a principal ideal of kerD by Daigle-Kaliman [5, Theorem 1].
Hence, the notation plD = (p) will mean that plD = p kerD. The plinth
ideals are important in the study of the ranks of locally nilpotent derivations.
In the following theorem, we completely determine plDi and rankDi for
i ∈ I.
Theorem 1.3. The following assertions hold for each i ∈ I:
(i) If t0 = 1 or (t0, t1, i) = (2, 1, 2), then we have plDi = (fi) and rankDi =
1.
(ii) If (t0, i) = (2, 1) or t0 = t1 = 2, then we have plDi = kerDi and
rankDi = 1.
(iii) If t0 = 2, t1 ≥ 3 and i = 2, or if t0 ≥ 3 and i = 1, then we have
plDi = (fi) and rankDi = 2.
(iv) If t0 = 2, t1 ≥ 3 and i ≥ 3, or if t0 ≥ 3, (t0, t1) 6= (3, 1) and i ≥ 2, then
we have plDi = (fifi+1) and rankDi = 3.
(v) If (t0, t1) = (3, 1), then we have plD2 = (f3) and rankD2 = 2, plD3 =
kerD3 and rankD3 = 1, and plD4 = (f4) and rankD4 = 1.
On the homogeneity of fi’s, we have the following result. Assume that
αij = 0 for i = 0, 1 and j = 1, . . . , ti−1. Then, we have r = x1x2x3−x
t0
2 −x
t1
1
and f2 = x1x3 − x
t0−1
2 . Put
t := (t0, t1, t0t1 − t0 − t1).
Then, it is easy to check that r and f2 are t-homogeneous. Moreover, we
have the following proposition.
Proposition 1.4. If αij = 0 for i = 0, 1 and j = 1, . . . , ti − 1, then fi and
fi+1 are t-homogeneous for each i ∈ I.
Next, we construct another family of elements of LNDk k[x] by making
use of (fi)
∞
i=0. Take any
λ(y) ∈ k[y] \ {0} and µ(y, z) =
∑
j≥1
µj(y)z
j ∈ zk[y, z],
where µj(y) ∈ k[y] for each j. For i ≥ 2, we set
ri = λ(fi)r˜ − µ(fi, fi−1), where r˜ :=
{
x2 if i = 2
r if i ≥ 3.
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Then, we define
f˜i+1 = η˜i
(
fi, riλ(fi)
−1
)
f−1i−1λ(fi)
ai , where η˜i(y, z) :=
{
y + θ(z) if i = 2
ηi(y, z) if i ≥ 3.
When f˜i+1 belongs to k[x], we consider the derivation D˜i := ∆(f˜i+1,fi) of
k[x].
To study D˜i, we may assume that λ(y) and µ(y, z) have no common
factor for the following reason. Let ν(y) be a common factor of λ(y) and
µ(y, z), and let
λ0(y) := λ(y)ν(y)
−1 and µ0(y, z) := µ(y, z)ν(y)
−1.
Then, we have
g : = η˜i
(
fi,
(
λ0(fi)r˜ − µ0(fi, fi−1)
)
λ0(fi)
−1
)
λ0(fi)
aif−1i−1
= η˜i
(
fi, riλ(fi)
−1
)
λ(fi)
aif−1i−1ν(fi)
−ai = ν(fi)
−ai f˜i+1.
Hence, we get D˜i = ∆(f˜i+1,fi) = ν(fi)
ai∆(g,fi). Therefore, the study of D˜i is
reduced to the study of ∆(g,fi).
If µ(y, z) = 0, then we have riλ(fi)
−1 = r˜. In this case, we cannot obtain
a new derivation as D˜i for the following reason. Since µ(y, z) = 0, we may
assume that λ(y) = c for some c ∈ k× by the preceding discussion. Then,
we have
(1.8)
f˜3 = η˜2(f2, c
−1r2)f
−1
1 c
a2 = η˜2(f2, x2)f
−1
1 c
a2
= ca2
(
f2 + θ(x2)
)
f−11 = c
a2x1x3x
−1
1 = c
a2x3
when i = 2. This gives that D˜2 = c
a2∆(x3,f2). Since f2 is a symmetric
polynomial in x1 and x3 over k[x2], we may regard D˜2 as c
a2∆(x1,f2) =
−ca2D1 by interchanging x1 and x3. When i ≥ 3, we have r˜ = r and
η˜i(y, z) = ηi(y, z) by definition. Since riλ(fi)
−1 = r˜ and λ(y) = c, it follows
that f˜i+1 = c
aifi+1. Thus, we get D˜i = c
aiDi. Therefore, we may assume
that µ(y, z) 6= 0.
In the notation above, we have the following theorem.
Theorem 1.5. Assume that t0 ≥ 3 and i = 2, or t0 ≥ 3, (t0, t1) 6= (3, 1)
and i ≥ 3. If λ(y) ∈ k[y] \ {0} and µ(y, z) ∈ zk[y, z] \ {0} have no common
factor, then the following assertions hold:
(i) f˜i+1 belongs to k[x], and D˜i is irreducible and locally nilpotent. Moreover,
we have ker D˜i = k[fi, f˜i+1], and
(1.9) D˜i(ri) =
{
λ(f2)f˜3 if i = 2
λ(fi)fif˜i+1 if i ≥ 3.
(ii) For h ∈ ker D˜i \ {0}, it holds that exphD˜i is tame if and only if i = 2,
λ(y) belongs to k×, µ(y, z) belongs to zk[z]\{0}, and h belongs to k[f˜3]\{0}.
If this is the case, then hD˜i is tamely triangularizable.
In the statement (iii) of the following theorem,
√
(λ(y)) denotes the
radical of the ideal (λ(y)) of k[y].
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Theorem 1.6. Under the assumption of Theorem 1.5, the following asser-
tions hold:
(i) If i ≥ 3, then we have rank D˜i = 3.
(ii) If λ(y) belongs to k×, then we have rank D˜2 = 2 and pl D˜2 = (f˜3).
Moreover, f˜3 is a coordinate of k[x] over k.
(iii) Assume that λ(y) does not belong to k×. If t0 ≥ 4, or t0 = 3 and µj(y)
does not belong to
√
(λ(y)) for some j ≥ 2, then we have rank D˜2 = 3.
If t0 = 3 and µj(y) belongs to
√
(λ(y)) for every j ≥ 2, then we have
pl D˜2 = (f˜3).
In the last case of (iii), we do not know the rank of D˜2 in general.
However, if f˜3 is a coordinate of k[x] over k, then we may conclude that
rank D˜2 = 2 as follows. Since D˜2 kills f˜3, we have 1 ≤ rank D˜2 ≤ 2 by the
assumption that f˜3 is a coordinate of k[x] over k. Suppose that rank D˜2 =
1. Then, we have ker D˜2 = σ(k[x2, x3]) for some σ ∈ Aut(k[x]/k). Since
ker D˜2 = k[f2, f˜3] by Theorem 1.5 (i), it follows that
k[f2, f˜3][σ(x1)] = k[σ(x2), σ(x3)][σ(x1)] = σ(k[x]) = k[x].
This implies that f2 is a coordinate of k[x] over k. Since t0 = 3, we have
f2 = x1x3 − (α
0
1 + α
0
2x2 + x
2
2). Hence, f2 is changed to a polynomial with
no linear monomial by the substitution x2 7→ x2 − α
0
2/2. This implies that
f2 is not a coordinate of k[x] over k, a contradiction. Therefore, if f˜3 is a
coordinate of k[x] over k, then we have rank D˜2 = 2. Possibly, f˜3 is always
a coordinate of k[x] over k.
Finally, we discuss the locally nilpotent derivations of rank three given by
Freudenburg [7, Section 4] (see also [9, Sections 5.5.2 and 5.5.3]). Assume
that t0 = t1 = 3 and α
i
j = 0 for i = 0, 1 and j = 1, 2. Then, we have
r = x2f2 − x
3
1 and f2 = x1x3 − x
2
2 by (1.2). Moreover, we have f0 = x2 and
f1 = x1, and
fi−1fi+1 = f
3
i + r
ai for each i ≥ 1
by the definition of ηi(y, z)’s. As mentioned, we have a0 = a1 = 1, and
ai+1 = 3ai − ai−1 for i ≥ 1 by (1.7). From these conditions, we know that
−Di = ∆(fi,fi+1) is the same as the locally nilpotent derivation of “Fibonacci
type” by Freudenburg for each i ≥ 1, where we regard x1, x2 and x3 as x,
−y and z, respectively. It is previously known that ∆(fi,fi+1) has rank three
if i ≥ 2. In this case, exp h∆(fi,fi+1) is wild for each h ∈ ker∆(fi,fi+1) \ {0}
by Theorem 1.1 (iii).
Next, let λ(y) = yl and µ(y, z) = −zm for l ≥ 1 and m ≥ 1. Then, we
have r2 = f
l
2x2 + x
m
1 . Since η˜2(y, z) = y + z
2 and a2 = t2a1 − a0 = 2 by
(1.7), it follows that
f2f˜3 = η˜2
(
f2, r2λ(f2)
−1
)
λ(f2)
a2 =
(
f2 + (r2f
−l
2 )
2
)
f2l2 = f
2l+1
2 + r
2
2
= f2l2 (x1x3 − x
2
2) + (f
l
2x2 + x
m
1 )
2 = x1(f
2l
2 x3 + 2f
l
2x
m−1
1 x2 + x
2m−1
1 ).
Hence, we get
f˜3 = f
2l
2 x3 + 2f
l
2x
m−1
1 x2 + x
2m−1
1 .
This shows that, if m = 2l+1, then −D˜2 = ∆(f2,f˜3) is the same as the rank
three homogeneous locally nilpotent derivation of “type (2, 4l + 1)” due to
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Freudenburg, where we regard x1, x2 and x3 as x, y and z, respectively. If
l ≥ 1 and m ≥ 1, then exph∆(f2,f˜3) is wild for each h ∈ ker∆(f2,f˜3) \ {0} by
Theorem 1.5 (iii), since λ(y) = yl does not belong to k×. If m ≥ 2, then we
have rank∆(f2,f˜3) = 3 by Theorem 1.6 (iii), since t0 = 3 and µm(y) = −1
does not belong to
√
(λ(y)) = (y).
Note: Recently, Prof. Freudenburg kindly informed the author that he inde-
pendently realized that Karas´-Zygad lo [13, Theorem 2.1] implies the wild-
ness of expD for his homogeneous locally nilpotent derivation of type (2, 5)
as follows: In this case, it holds that
deg (expD)(x1) = 9, deg (expD)(x2) = 25, deg (expD)(x3) = 41.
On the other hand, the above-mentioned result of Karas´-Zygad lo implies
that φ ∈ AutCC[x1, x2, x3] is wild if the following conditions hold:
(i) deg φ(x3) ≥ deg φ(x2) > degφ(x1) ≥ 3.
(ii) deg φ(x1) and degφ(x2) are mutually prime odd numbers.
(iii) degφ(x3) does not belong to Z≥0 degφ(x1) + Z≥0 deg φ(x2).
It is easy to check that expD satisfies (i), (ii) and (iii). The author
would like to thank Prof. Freudenburg for informing him the remark.
2. A reduction lemma
Recall that we defined elements τ2 and τ
′
2 of T(k[x3], {x1, x2}) when
t0 = 2 and t1 = 2, respectively. Let k(x) be the field of fractions of k[x].
Then, τ2 and τ
′
2 uniquely extend to automorphisms of k(x). By abuse of
notation, we denote them by the same symbols τ2 and τ
′
2. The purpose of
this section is to prove the following lemma, and Theorem 1.1 (ii) on the
assumption that fi and fi+1 belong to k[x] for each i ∈ I.
Lemma 2.1. (i) If t0 = 2, then we have τ2(f
′
i) = fi+1 for each i ≥ 0.
(ii) If t1 = 2, then we have τ
′
2(fi) = f
′
i+1 for each i ≥ 0.
(iii) If t0 = t1 = 2, then we have (τ2 ◦ τ
′
2)
j(fi) = fi+2j for each i, j ≥ 0.
From the data (1.5), we can similarly define (bi)
∞
i=0, r, (ηi(y, z))
∞
i=0, and
(ai)
∞
i=0 by interchanging the roles of t0 and t1, and (α
0
j )
t0−1
j=1 and (α
1
j )
t1−1
j=1 ,
respectively. To distinguish them from the original ones, we denote them by
(b′i)
∞
i=0, r
′, (η′i(y, z))
∞
i=0 and (a
′
i)
∞
i=0,
respectively. We note that b′0 = b
′
1 = 0 and b
′
i+1 = ti+1b
′
i− b
′
i−1+ ξi for each
i ≥ 1.
In the rest of this section, we always assume that t0 = 2.
Lemma 2.2. For each i ≥ 0, we have
b′i = bi+1 +
ξi+1 − ξi
2
=


bi+1 − 1 if i ≡ 1 (mod 4)
bi+1 + 1 if i ≡ 3 (mod 4)
bi+1 otherwise.
Proof. We prove the first equality by induction on i. Since b′0 = b
′
1 = 0,
and
b1 +
ξ1 − ξ0
2
=
1− 1
2
= 0 and b2 +
ξ2 − ξ1
2
= 1 +
(−1)− 1
2
= 0,
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the equality holds for i = 0, 1. Assume that i ≥ 2. Then, we have b′j =
bj+1+ (ξj+1− ξj)/2 for j = i− 2, i− 1 by induction assumption. Hence, we
get
b′i = tib
′
i−1 − b
′
i−2 + ξi−1 = ti
(
bi +
ξi − ξi−1
2
)
−
(
bi−1 +
ξi−1 − ξi−2
2
)
+ ξi−1.
Since tibi − bi−1 = bi+1 − ξi and −(ξi−1 − ξi−2) = ξi+1 − ξi, the right-hand
side is equal to
bi+1 − ξi + ti
ξi − ξi−1
2
+
ξi+1 − ξi
2
+ ξi−1 = bi+1 + (ti − 2)
ξi − ξi−1
2
+
ξi+1 − ξi
2
.
Since ti = 2 if i is an even number, and ξi − ξi−1 = 0 otherwise, the right-
hand side is equal to bi+1+(ξi+1− ξi)/2. This proves that the first equality
holds for every i ≥ 0. The second equality is readily verified. 
Since t0 = 2 by assumption, we know by Lemma 2.2 that η
′
i(y, z) is equal
to
zt1b
′
i+1 +
t1∑
j=1
α1jy
jz(t1−j)b
′
i = zt1bi+1+1 +
t1∑
j=1
α1jy
jz(t1−j)bi+1 if i ≡ 0 (mod 4)
z2b
′
i+1 + α01yz
b′i + y2 = y2 + α01yz
bi+1−1 + z2bi+1−1 if i ≡ 1 (mod 4)
yt1 +
t1∑
j=1
α1jy
t1−jzjb
′
i−1 = yt1 +
t1∑
j=1
α1jy
t1−jzjbi+1−1 if i ≡ 2 (mod 4)
y2 + α01yz
b′i−1 + z2b
′
i−1 = z2bi+1+1 + α01yz
bi+1 + y2 if i ≡ 3 (mod 4)
for i ≥ 0. In each case, the right-hand side is equal to ηi+1(y, z). Hence, we
get
η′i(y, z) = ηi+1(y, z)
for i ≥ 0. Since a′i = degz η
′
i(y, z) and ai+1 = degz ηi+1(y, z), this implies
that a′i = ai+1 for each i ≥ 0.
Now, let us prove Lemma 2.1. First, we prove (i) by induction on i.
Since f ′0 = x2 and f
′
1 = x1, we get
τ2(f
′
0) = τ2(x2) = x1 = f1 and τ2(f
′
1) = τ2(x1) = f2
by (1.3). Hence, the statement holds for i = 0, 1. Assume that i ≥ 2. Since
t0 = 2, we see that
r′ = x1x2x3 −
t1∑
i=1
α1i x
i
2 −
2∑
j=1
α0jx
j
1 = x1(x2x3 − α
0
1 − x1)−
t1∑
i=1
α1i x
i
2.
Hence, we get
τ2(r
′) = f2(x1x3 − α
0
1 − f2)−
t1∑
i=1
α1i x
i
1 = f2x2 −
t1∑
i=1
α1ix
i
1 = r
in view of (1.2). Since τ2(f
′
j) = fj+1 for j = i − 2, i − 1 by induction
assumption, and η′i−1(y, z) = ηi(y, z) as shown above, it follows that
τ2(f
′
i) = τ2
(
η′i−1(f
′
i−1, r
′)(f ′i−2)
−1
)
= ηi(fi, r)f
−1
i−1 = fi+1.
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This proves (i). We can prove (ii) similarly. To prove (iii), assume that
t0 = t1 = 2. Then, we have τ2(f
′
i) = fi+1 and τ
′
2(fi) = f
′
i+1 for each i ≥ 0
by (i) and (ii). Hence, know that
(τ2 ◦ τ
′
2)(fi) = τ2(f
′
i+1) = fi+2.
Therefore, we get (τ2 ◦ τ
′
2)
j(fi) = fi+2j for each i, j ≥ 0. This proves (iii),
and thus completes the proof of Lemma 2.1.
For g1, g2, g3 ∈ k[x], define an endomorphism ψ of the k-algebra k[x] by
ψ(xi) = gi for i = 1, 2, 3. Then, we have ∆(g1,g2)(g3) = detJψ. From this,
it follows that
(2.1) φ−1 ◦∆(φ(g1),φ(g2)) ◦ φ = (detJφ)∆(g1,g2).
Actually, since J(φ ◦ ψ) = φ(Jψ) · Jφ, and det Jφ is a constant, we have
(φ−1 ◦∆(φ(g1),φ(g2)) ◦ φ)(g3) = φ
−1(det J(φ ◦ ψ)) = φ−1
(
det
(
φ(Jψ) · Jφ
))
= φ−1(φ(det Jψ) det Jφ) = (det Jψ) det Jφ = (det Jφ)∆(g1,g2)(g3).
Now, we prove Theorem 1.1 (ii) on the assumption that fi and fi+1
belong to k[x] for each i ∈ I. Assume that t0 = 2, and take any i ∈ I.
Then, it follows that f ′j−1 = τ
−1
2 (fj) belongs to k[x] for j = i, i + 1 by
Lemma 2.1 (i), since i ≥ 1. Hence, we may consider D′i−1. By definition, we
see that detJτ2 = 1. Thus, we know by (2.1) that
(2.2) τ−12 ◦Di ◦τ2 = τ
−1
2 ◦∆(τ2(f ′i),τ2(f ′i−1)) ◦τ2 = (det Jτ2)∆(f ′i ,f ′i−1) = D
′
i−1.
This proves the first part of Theorem 1.1 (ii). Since D′1 is triangular, and
τ2 is tame, the second part follows immediately.
To prove the last part, assume that t0 = t1 = 2, and define τ as in the
theorem. Then, we know by Lemma 2.1 (iii) that
τ(x2) = (τ2 ◦ τ
′
2)
i/2(f0) = fi, τ(x1) = (τ2 ◦ τ
′
2)
i/2(f1) = fi+1
if i is an even number. Since τ2(f
′
0) = f1 and τ2(f
′
1) = f2 by Lemma 2.1 (i),
we have
τ(x2) = ((τ2◦τ
′
2)
(i−1)/2◦τ2)(f
′
0) = fi, τ(x1) = ((τ2◦τ
′
2)
(i−1)/2◦τ2)(f
′
1) = fi+1
if i is an odd number. Hence, τ(x2) = fi and τ(x1) = fi+1 hold in either
case. Because detJτ2 = det Jτ
′
2 = 1, we get det Jτ = 1. Thus, we conclude
that
τ−1 ◦Di ◦ τ = τ
−1 ◦∆(τ(x1),τ(x2)) ◦ τ = (detJτ)∆(x1,x2) = D0
by the formula (2.1). This proves the last part of Theorem 1.1 (ii), and
thereby completing the proof of Theorem 1.1 (ii).
3. Properties of (ai)
∞
i=0
Let us prove (1.6). By (1.7), we can check the first three cases imme-
diately. Actually, we have a1 = 1 and a2 = 0 if t0 = 1, a1 = a2 = 1 and
a3 = 0 if (t0, t1) = (2, 1), and a1 = a3 = a4 = 1, a2 = 2 and a5 = 0 if
(t0, t1) = (3, 1). If t0 = t1 = 2, then we have ai+1 − ai = ai − ai−1 for each
i ≥ 1 by (1.7). Since a0 = a1 = 1, it follows that ai = 1 for every i ∈ N.
Hence, we get I = N.
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By (ii) of the following lemma, we have I = N if t0 ≥ 3 and (t0, t1) 6=
(3, 1). Then, it follows that I = N if t0 = 2 and t1 ≥ 3, since ai+1 = a
′
i for
each i ≥ 0 as mentioned after Lemma 2.2. Thus, (1.6) is proved in all cases.
Lemma 3.1. If t0 ≥ 3 and (t0, t1) 6= (3, 1), then the following assertions
hold:
(i) For each i ≥ 1, we have ai+2 − ai ≥ 2 if i is an even number, and
ai+2 − ai ≥ 1 otherwise.
(ii) For each i ≥ 2, we have ai ≥ 2 and bi ≥ 1.
(iii) For each i ≥ 3, we have ai > ti.
(iv) For each i ≥ 3, we have bi ≥ 1 if i ≡ 0, 1 (mod 4), and bi ≥ 2 otherwise.
(v) For each i ≥ 2 and l ∈N, we have lai 6= ti.
To prove Lemma 3.1, we use the following lemma.
Lemma 3.2. Let γi−2, . . . , γi+2 be five elements of an abelian group for
some i ∈ Z. Assume that there exists l ∈ Z such that γj+1 = tj+lγj − γj−1
for j = i− 1, i, i + 1. Then, we have γi+2 − γi = (t0t1 − 4)γi + (γi − γi−2).
Proof. Since tj+lγj = γj+1 + γj−1 for j = i− 1, i, i + 1, we get
ti+l−1ti+lγi = ti+l−1(γi+1 + γi−1)
= t(i+1)+lγi+1 + t(i−1)+lγi−1 = (γi+2 + γi) + (γi + γi−2).
This gives that γi+2 − γi = (t0t1 − 4)γi + (γi − γi−2). 
Now, let us prove Lemma 3.1. To prove (i), we demonstrate that
a2i−1 ≥ 0, a2i ≥ 0, a2i+1 − a2i−1 ≥ 1, a2i+2 − a2i ≥ 2
for each i ≥ 1 by induction on i. Since t0 ≥ 3 and (t0, t1) 6= (3, 1) by
assumption, we have t0 ≥ 4 and t1 = 1, or t0 ≥ 3 and t1 ≥ 2. Assume that
i = 1. Then, we have a1 = 1 and a2 = t0 − 1 ≥ 2 by the definition of ai.
From (1.7), it follows that
a3 − a1 = t3a2 − 2a1 = t1(t0 − 1)− 2 ≥ 1,
a4 − a2 = t4a3 − 2a2 = t0(t1(t0 − 1)− 1)− 2(t0 − 1)
= t0(t1(t0 − 1)− 3) + 2 ≥ 2.
Thus, the statement holds when i = 1. Assume that i ≥ 2. Then, we have
a2i−3 ≥ 0, a2i−2 ≥ 0, a2i−1 − a2i−3 ≥ 1, a2i − a2i−2 ≥ 2
by induction assumption. This implies that a2i−1 ≥ 0 and a2i ≥ 0. By
(1.7), we know that aj+1 = tj+1aj − aj−1 for j = 2i − 2, 2i − 1, 2i, since
j ≥ 2i− 2 ≥ 2. Hence, we get
a2i+1 − a2i−1 = (t0t1 − 4)a2i−1 + (a2i−1 − a2i−3)
by Lemma 3.2. Since t0 ≥ 4 and t1 = 1, or t0 ≥ 3 and t1 ≥ 2, we have t0t1 ≥
4. Because a2i−1 ≥ 0, we conclude that a2i+1 − a2i−1 ≥ a2i−1 − a2i−3 ≥ 1.
Similarly, since aj+1 = ti+1aj − aj−1 for j = 2i − 1, 2i, 2i + 1 by (1.7), and
since a2i ≥ 0 and a2i − a2i−2 ≥ 2, we get
a2i+2 − a2i = (t0t1 − 4)a2i + (a2i − a2i−2) ≥ a2i − a2i−2 ≥ 2
by Lemma 3.2. Therefore, the statement holds for every i ≥ 1. This proves
(i).
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By (i), we know that ai is at least a2 or a3 for each i ≥ 2. Since
a2 = t0 − 1 ≥ 2 and a3 = t1(t0 − 1) − 1 ≥ 2, it follows that ai ≥ 2
for each i ≥ 2. This implies that bi ≥ 1 for each i ≥ 2, for otherwise
ai = ti+1bi + ξi ≤ 1. Therefore, we get (ii).
To prove (iii), it suffices to check that ai > ti for i = 3, 4, since ai+2j ≥ ai
by (i) and ti = ti+2j for each j ≥ 0. Since t0 ≥ 4 and t1 = 1, or t0 ≥ 3 and
t1 ≥ 2, we see that a3 = t1(t0 − 1) − 1 is greater than t1 = t3. By (i), we
have a4 ≥ a2 + 2 = t0 + 1 > t4. Therefore, we get (iii).
By (iii), it follows that tibi + ξi = ai ≥ ti + 1 for each i ≥ 3. Hence,
we have bi ≥ 1 + (1 − ξi)t
−1
i . Since ξi = 1 if i ≡ 0, 1 (mod 4), and ξi = −1
otherwise, we get bi ≥ 1 if i ≡ 0, 1 (mod 4), and bi > 1 otherwise. This
proves (iv).
By (iii), we have lai > ti for any l ∈ N if i ≥ 3. Hence, (v) holds when
i ≥ 3. Suppose that la2 = t2 for some l ∈ N. Then, we have l(t0 − 1) = t0.
Hence, t0/(t0 − 1) = l must be an integer. This contradicts that t0 ≥ 3.
Therefore, we get (v). This completes the proof of Lemma 3.1.
4. Theory of local slice construction
The main part of Theorem 1.1 (i), and Theorem 1.5 (i) are proved by
means of local slice construction due to Freudenburg [7]. In this section, we
briefly review basic facts about locally nilpotent derivations, and summarize
the theory of local slice construction.
Let f, g ∈ k[x] be such that kerD = k[f, g] for some D ∈ LNDk k[x].
Then, kerD has transcendence degree two over k (cf. [20, 1.4]). Hence, f and
g are algebraically independent over k. Since k[f, g] is the polynomial ring in
f and g over k, it is clear that f is an irreducible element of k[f, g], and k[f ]
is factorially closed in k[f, g], i.e., if pq belongs to k[f ] for p, q ∈ k[f, g]\{0},
then p and q belong to k[f ]. Recall that kerD is factorially closed in k[x]
(cf. [20, 1.3.1]). Thus, it follows that f is an irreducible element of k[x],
and k[f ] is factorially closed in k[x]. In particular, fk[x] is a prime ideal of
k[x]. Since g 6≈ f , and g is also an irreducible element of k[x], we know that
g does not belong to fk[x]. Here, p ≈ q (resp. p 6≈ q) denotes that p and q
are linearly dependent (resp. linearly independent) over k for p, q ∈ k[x].
We summarize these facts in the following lemma.
Lemma 4.1. Let f, g ∈ k[x] be such that kerD = k[f, g] for some D ∈
LNDk k[x]. Then, f and g are algebraically independent over k, f is an
irreducible element of k[x], k[f ] and k[f, g] are factorially closed in k[x],
and fk[x] is a prime ideal of k[x] to which g does not belong.
In the situation of the lemma above, assume that K is an extension
field of k. Then, D naturally extends to a locally nilpotent derivation D¯ :=
idK ⊗ D of K[x] := K ⊗k k[x]. Since K is flat over k, we have ker D¯ =
K ⊗k kerD = K[f, g]. Hence, f = 1 ⊗ f is an irreducible element of K[x]
(see also [4, Corollary 1.7] for a stronger statement). Similarly, f + α is an
irreducible element of K[x] for each α ∈ K, since K[f + α, g] = K[f, g].
Lemma 4.2. (i) Assume that f, g ∈ k[x] are algebraically independent over
k. If kerD = k[f, g] holds for some D ∈ Derk k[x], then we have k[f ] ∩
gk[x] = {0}.
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(ii) If f, s ∈ k[x] \ k are such that D(f) = 0 and D(s) 6= 0 for some
D ∈ Derk k[x], then f and s are algebraically independent over k.
(iii) Let f, g, s ∈ k[x] be such that kerD = k[f, g] and D(s) 6= 0 for some
D ∈ LNDk k[x]. Then, P := k[f, s] ∩ gk[x] is a principal prime ideal of
k[f, s]. If η(y, z) is an irreducible element of k[y, z] such that η(f, s) belongs
to gk[x], then P is generated by η(f, s).
Proof. (i) Suppose to the contrary that k[f ] ∩ gk[x] 6= {0}. Then, we
may find λ(y) ∈ k[y] \ {0} and g′ ∈ k[x] \ {0} such that λ(f) = gg′. Since
D(f) = D(g) = 0, it follows that gD(g′) = D(λ(f)) = 0. Hence, we get
D(g′) = 0. Thus, g′ belongs to kerD. Since kerD = k[f, g], we may write
g′ = µ(f, g), where µ(y, z) ∈ k[y, z] \ {0}. Then, we have λ(f) = gg′ =
gµ(f, g). Since λ(y) and µ(y, z) are nonzero, this contradicts that f and g
are algebraically independent over k. Therefore, we get k[f ] ∩ gk[x] = {0}.
(ii) Since k is of characteristic zero, k(f, s) is a separable extension of
k(f). Since D(f) = 0 and D(s) 6= 0, it follows that k(f, s) is not a finite
extension of k(f) (cf. [18, Proposition 5.2]). Hence, s is transcendental over
k(f). Since f does not belong to k by assumption, k(f) is a transcendence
extension of k. Therefore, f and s are algebraically independent over k.
(iii) Since D is locally nilpotent and kerD = k[f, g] by assumption, f
and g are algebraically independent over k by Lemma 4.1. Hence, we get
k[f ] ∩ gk[x] = {0} by (i). By Lemma 4.1, gk[x] is a prime ideal of k[x]
to which f does not belong. Hence, P = k[f, s] ∩ gk[x] is a prime ideal
of k[f, s]. Let f¯ be the image of f in the k-domain k[x]/gk[x]. Then, f¯
is transcendental over k, since k[f ] ∩ gk[x] = {0}. Hence, k[f, s]/P has
transcendence degree at least one over k. Accordingly, P is of height at
most one. Since k[f, s] is the polynomial ring in f and s over k by (ii),
we see that k[f, s] is a noetherian UFD. Therefore, P is a principal ideal of
k[f, s] (cf. [19, Theorem 20.1]).
Assume that η(y, z) is an irreducible element of k[y, z] for which q :=
η(f, s) belongs to gk[x]. Then, q belongs to P , and is an irreducible element
of k[f, s]. Since P is a principal prime ideal of k[f, s], it follows that P is
generated by q. 
Now, we briefly summarize the theory of local slice construction. Assume
that D ∈ LNDk k[x] is irreducible and satisfies the following conditions:
(LSC1) There exist f, g ∈ k[x] such that D = ∆(f,g) and kerD = k[f, g];
(LSC2) There exist s ∈ k[x]\gk[x] and F ∈ k[f ]\{0} such that D(s) = gF .
Since kerD = k[f, g] by (LSC1), we know that f and g are algebraically
independent over k by Lemma 4.1. In particular, we have g 6= 0. Hence,
we get D(s) = gF 6= 0 due to (LSC2). Thus, f and s are algebraically
independent over k by Lemma 4.2 (ii), and P := k[f, s]∩ gk[x] is a principal
prime ideal of k[f, s] by Lemma 4.2 (iii).
We show that P is not the zero ideal. Since D(g) = 0, we see that D
induces a derivation D¯ of R := k[x]/gk[x] over k. Then, D¯ is nonzero, since
D(k[x]) is not contained in gk[x] by the irreducibility of D. Because gk[x]
is a prime ideal of k[x] by Lemma 4.1, and is of height one, we know that R
is a domain having transcendence degree two over k. Accordingly, ker D¯ has
transcendence degree at most one over k. On the other hand, the images f¯
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and s¯ of f and s in R belong to ker D¯, since D(f) = 0 and D(s) = gF . Thus,
f¯ and s¯ are algebraically dependent over k. Consequently, some element of
k[f, s] \ {0} belongs to gk[x]. Therefore, P is not the zero ideal.
Since P is a principal prime ideal of k[f, s], we may find an irreducible
element q of k[f, s] such that P = qk[f, s]. Then, h := g−1q belongs to
k[x]. We note that q does not belong to k[f ]. In fact, q = gh belongs to
gk[x] \ {0}, and k[f ] ∩ gk[x] = {0} by Lemma 4.2 (i).
The following theorem is due to Freudenburg [7] (see also [9, Theorem
5.24]).
Theorem 4.3 (Freudenburg). In the notation above, we have the following
assertions:
(a) ∆(f,h) belongs to LNDk k[x].
(b) ∆(f,h)(s) = −hF .
(c) If ∆(f,h) is irreducible, then ker∆(f,h) = k[f, h].
The element ∆(f,h) of LNDk k[x] is called a locally nilpotent derivation
obtained by local slice construction from the data (f, g, s).
5. Irreducibility criteria
In the situation of Theorem 4.3, the following proposition is useful to
check the irreducibility of ∆(f,h).
Proposition 5.1. If F and ∆(f,h)(g0) have no common factor for some
g0 ∈ k[x], then ∆(f,h) is irreducible.
Proof. Suppose to the contrary that E := ∆(f,h) is not irreducible.
Then, there exists p ∈ k[x] \ k such that E(k[x]) is contained in pk[x].
Without loss of generality, we may assume that p is an irreducible element
of k[x]. Then, F does not belong to pk[x], since F and E(g0) have no
common factor by assumption, and E(g0) belongs to pk[x] by supposition.
By Theorem 4.3 (b), we have −hF = E(s). Since E(s) belongs to pk[x], it
follows that h belongs to pk[x]. Hence, q = gh belongs to pk[x]. Recall that
q is an element of k[f, s], and f and s are algebraically independent over
k. Hence, we may consider the partial derivatives ∂q/∂f and ∂q/∂s. Since
E(h) = E(f) = 0 and E(s) = −hF , we get
E(g) = E(qh−1) = E(q)h−1 =
(
∂q
∂f
E(f) +
∂q
∂s
E(s)
)
h−1 = −
∂q
∂s
F
by chain rule. Because E(g) belongs to pk[x], and F does not belong to
pk[x] as mentioned, we conclude that ∂q/∂s belongs to pk[x].
Now, take φ(y, z) ∈ k[y, z] such that φ(f, s) = q. Then, φ(y, z) is an
irreducible element of k[y, z] by the irreducibility of q in k[f, s]. Since q does
not belong to k[f ], it follows that φ(y, z) does not belong to k[y]. Let f¯ and
s¯ denote the images of f and s in k[x]/pk[x], respectively. We show that f¯
is algebraic over k. Define elements of the polynomial ring (k[x]/pk[x])[z]
by ψ(z) := φ(f¯ , z) and ψ′(z) := dψ(z)/dz. Then, we have ψ(s¯) = ψ′(s¯) = 0,
since φ(f, s) = q and (∂φ/∂z)(f, s) = ∂q/∂s belong to pk[x] as mentioned.
Now, suppose to the contrary that f¯ is transcendental over k. Then, f¯
and z are algebraically independent over k, since z is an indeterminate over
116 7. LOCALLY NILPOTENT DERIVATIONS OF RANK THREE
k[x]/pk[x]. Because φ(y, z) is an irreducible element of k[y, z] not belonging
to k[y], it follows that ψ(z) is an irreducible element of k[f¯ , z] not belonging
to k[f¯ ]. Consequently, ψ(z) is an irreducible polynomial in z over k[f¯ ],
and hence over k(f¯). Since k is of characteristic zero, this contradicts that
ψ(s¯) = ψ′(s¯) = 0. Therefore, f¯ is algebraic over k.
Let µ1(y) be the minimal polynomial of f¯ over k. Then, we have µ1(f¯) =
0. Hence, µ1(f) belongs to pk[x]. On the other hand, µ1(f) is an irreducible
element of k[f ], since f is not a constant. By Lemma 4.1, k[f ] is factorially
closed in k[x]. Hence, it follows that µ1(f) is an irreducible element of k[x].
Therefore, we conclude that µ1(f) ≈ p.
By definition, ψ(z) belongs to k[f¯ ][z]. We claim that ψ(z) is nonzero.
In fact, if ψ(z) = 0, then φ(y, z) is divisible by µ1(y). By the irreducibility
of φ(y, z), it follows that φ(y, z) ≈ µ1(y). Hence, φ(y, z) belongs to k[y],
a contradiction. Thus, ψ(z) belongs to k[f¯ ][z] \ {0}. Since ψ(s¯) = 0 and
f¯ is algebraic over k, this implies that s¯ is algebraic over k. Let µ2(z) be
the minimal polynomial of s¯ over k. Then, we have µ2(s) = ph0 for some
h0 ∈ k[x], while µ
′
2(s) does not belong to pk[x], where µ
′
2(z) := dµ2(z)/dz.
Since p ≈ µ1(f) is killed by D, and D(s) = gF by (LSC2), we get
pD(h0) = D(ph0) = D(µ2(s)) = µ
′
2(s)D(s) = µ
′
2(s)gF.
Because µ′2(s) and F do not belong to pk[x], this implies that g belongs to
pk[x]. By the irreducibility of g, it follows that g ≈ p. Since p ≈ µ1(f), we
conclude that f and g are algebraically independent over k, a contradiction.
Therefore, E must be irreducible. 
To prove the irreducibility of polynomials in two variables, we use the
following lemma.
Lemma 5.2. Let q ∈ k[x1, x2] be such that q
v = xa1+αx
b
2 for some v ∈ N
2,
a, b ∈ N with gcd(a, b) = 1 and α ∈ k×. Then, q is an irreducible element
of k[x1, x2].
Proof. Since gcd(a, b) = 1 and α 6= 0 by assumption, we see that
xa1 + αx
b
2 is an irreducible element of k[x1, x2]. Suppose to the contrary
that q = q1q2 for some q1, q2 ∈ k[x1, x2] \ k. Then, q
v
1 and q
v
2 belong to
k[x1, x2]\k by the choice of v. Since x
a
1+αx
b
2 = q
v = qv1 q
v
2 , this contradicts
the irreducibility of xa1 + αx
b
2. Therefore, q is an irreducible element of
k[x1, x2]. 
Let Γ be a totally ordered additive group. Then, we have the following
lemma.
Lemma 5.3. Let v = (a, t) ∈ Γ2 be such that a > 0 or t > 0. Then, for
each i ≥ 0, we have
ηi(x1, x2)
v =


xti1 if tia > ait
xti1 + x
ai
2 if tia = ait
xai2 if tia < ait.
Proof. Assume that t ≤ 0. Then, we have a > 0 by assumption.
Hence, we get tia > 0 ≥ ait. By definition, ηi(x1, x2) is a monic polynomial
in x1 over k[x2] of degree ti ≥ 1. Since a > 0 and t ≤ 0, it follows that
ηi(x1, x2)
v = xti1 . Therefore, the assertion is true.
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Assume that t > 0. If i ≡ 0, 1 (mod 4), then we have ai = tibi + 1.
Hence, we know that
degv x
j
1x
(ti−j)bi
2 = ja+ (ti − j)bit = ja+ (ti − j)
(
ai − 1
ti
)
t
= ait+
t
ti
(j − ti) +
j
ti
(tia− ait)
for j = 1, . . . , ti. If tia ≥ ait, then degv x
j
1x
(ti−j)bi
2 has the maximum value
degv x
ti
1 = tia when j = ti. Hence, we have
(
ηi(x1, x2)− x
tibi+1
2
)v
=

 ti∑
j=1
αijx
j
1x
(ti−j)bi
2


v
= xti1 .
Since xtibi+12 = x
ai
2 , it follows that ηi(y, z)
v = xti1 if tia > ait, and ηi(y, z)
v =
xti1 + x
ai
2 if tia = ait. If tia < ait, then degv x
j
1x
(ti−j)bi
2 is less than ait =
degv x
ai
2 for j = 1, . . . , ti. Hence, we get ηi(y, z)
v = xai2 . Therefore, the
lemma is true when i ≡ 0, 1 (mod 4).
If i ≡ 2, 3 (mod 4), then we have ai = tibi − 1. Hence, we know that
degv x
ti−j
1 x
jbi−1
2 = (ti − j)a + (jbi − 1)t = (ti − j)a+ j
ai + 1
ti
t− t
= tia+
t
ti
(j − ti) +
j
ti
(ait− tia)
for j = 1, . . . , ti. If tia ≤ ait, then degv x
ti−j
1 x
jbi−1
2 has the maximum value
degv x
tibi−1
2 = ait when j = ti. This implies that
(
ηi(x1, x2)− x
ti
1
)v
=

 ti∑
j=1
αijx
ti−j
1 x
jbi−1
2


v
= xtibi−12 = x
ai
2 .
Hence, we have ηi(y, z)
v = xai2 if tia < ait, and ηi(y, z)
v = xti1 + x
ai
2 if
tia = ait. If tia > ait, then degv x
ti−j
1 x
jbi−1
2 is less than tia = degv x
ti
1 for
j = 1, . . . , ti. Hence, we get ηi(y, z)
v = xti1 . Therefore, the lemma is true
when i ≡ 2, 3 (mod 4). 
By Lemma 5.3, we have ηi(x1, x2)
vi = xti1 +x
ai
2 for vi := (ai, ti) for each
i ≥ 0. Moreover, ti and ai = tibi + ξi are mutually prime, since ξi = 1,−1.
Therefore, we conclude that ηi(x1, x2) is an irreducible element of k[x1, x2]
by Lemma 5.2.
For each i ≥ 3, we define
h˜i = ηi(x1, x2λ(x1)
−1)λ(x1)
ai .
Then, h˜i belongs to k[x1, x2], since ηi(x1, x2) is a monic polynomial in x2
over k[x1] of degree ai. We show that h˜i is an irreducible element of k[x1, x2].
Let v˜i = (ai, uai+ ti), where u := degy λ(y). Then, we have degv˜i x1 = ai =
degvi x1 and degv˜i x2λ(x1)
−1 = ti = degvi x2. Since ηi(x1, x2)
vi = xti1 + x
ai
2 ,
we see that
ηi
(
x1, x2λ(x1)
−1
)v˜i = xti1 + ((x2λ(x1)−1)v˜i)ai = xti1 + (x2(cxu1 )−1)ai ,
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where c is the leading coefficient of λ(y). Hence, we get h˜v˜ii = c
aixuai+ti1 +
xai2 . Since ti and ai are mutually prime, it follows that uai + ti and ai are
mutually prime. Therefore, h˜i is an irreducible element of k[x1, x2] thanks
to Lemma 5.2.
Since degz θ(z) = t0 − 1 = a2, we see that
h˜2 := η˜2
(
x1, x2λ(x1)
−1
)
λ(x1)
a2 =
(
x1 + θ
(
x2λ(x1)
−1
))
λ(x1)
a2
belongs to k[x1, x2]. We show that h˜2 is an irreducible element of k[x1, x2].
Let v˜2 = (a2, ua2+1). Then, we have degv˜2 x1 = a2 and degv˜2 x2λ(x1)
−1 =
1. Hence, we get
h˜v˜22 =
(
x1 +
(
x2(cx
u
1)
−1
)a2) (cxu1)a2 = ca2xua2+11 + xa22 .
Since ua2+1 and a2 are mutually prime, we conclude that h˜2 is an irreducible
element of k[x1, x2] thanks to Lemma 5.2.
The following lemma is also a consequence of Lemma 5.3.
Lemma 5.4. Let f, p ∈ k(x) \ {0} and w ∈ Γ3 be such that degw f > 0 or
degw p > 0. If ti degw f 6= ai degw p for i ∈ Z≥0, then we have
degw ηi(f, p) = max{ti degw f, ai degw p}.
Proof. Set v = (degw f,degw p). First, assume that ti degw f > ai degw p.
Then, we have ηi(x1, x2)
v = xti1 by Lemma 5.3, since degw f > 0 or degw p >
0 by assumption. This implies that ηi(f, p)
w = (fw)ti . Hence, we get
degw ηi(f, p) = ti degw f . Thus, the lemma is true in the case where ti degw f >
ai degw p. Next, assume that ti degw f ≤ ai degw p. Then, we have ti degw f <
ai degw p, since ti degw f 6= ai degw p by assumption. By Lemma 5.3, it fol-
lows that ηi(x1, x2)
v = xai2 . This implies that ηi(f, p)
w = (pw)ai . Hence,
we get degw ηi(f, p) = ai degw p. Thus, the lemma is true in the case where
ti degw f ≤ ai degw p, and therefore in all cases. 
6. Local slice constructions (I)
The goal of this section is to prove Theorem 1.1 (i), except for (a) when
(t0, t1, i) = (3, 1, 4). The exceptional case is postponed to Section 11. At
the end of this section, we also prove Proposition 1.4.
Consider the following statements for i ∈ {0} ∪ I:
(1) fi and fi+1 belong to k[x]\{0}, Di belongs to LNDk k[x], Di(r) = fifi+1,
and r does not belong to fik[x]. If i ≥ 1, then −Di is obtained by a local
slice construction from the data (fi, fi−1, r).
(2) If i 6= max I, then Di is irreducible and kerDi = k[fi, fi+1].
(3) If i 6= max I, then qi+1 is an irreducible element of k[fi+1, r] belonging
to fik[x].
(4) If i ≥ 2 and i 6= max I, then fi and Di(fi−2) have no common factor.
We note that, if i 6= max I, then (1), (2) and (3) imply that
(6.1) k[fi+1, r] ∩ fik[x] = qi+1k[fi+1, r].
To see this, it suffices to check that the assumptions of Lemma 4.2 (iii) are
fulfilled for D = Di, f = fi+1, g = fi, s = r and η(y, z) = ηi+1(y, z).
By (2), we have kerDi = k[fi, fi+1]. By (1), we have Di(r) = fifi+1 6= 0,
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and Di belongs to LNDk k[x]. Moreover, ηi+1(y, z) is an irreducible element
of k[y, z] as mentioned after Lemma 5.3, and ηi+1(fi+1, r) = qi+1 belongs
to fik[x] by (3). Thus, the assumptions of Lemma 4.2 (iii) are fulfilled.
Therefore, we get (6.1). Similarly, if i 6= max I and fi−1 belongs to k[x],
then (1) and (2) imply that
(6.2) k[fi, r] ∩ fi+1k[x] = qik[fi, r].
Actually, since qi = ηi(fi, r) = fi−1fi+1 belongs to fi+1k[x], we obtain (6.2)
by applying Lemma 4.2 (iii) with D = Di, f = fi, g = fi+1, s = r and
η(y, z) = ηi(y, z).
We prove the following proposition using the theory of local slice con-
struction.
Proposition 6.1. The statements (1) through (4) hold for each i ∈ {0}∪ I.
Proof. We proceed by induction on i. First, assume that i = 0. Recall
that f0 = x2, f1 = x1 and D0 = ∂/∂x3. Since r has the form x1x2x3+h for
some h ∈ k[x1, x2] \ x2k[x], we have D0(r) = x1x2, and r does not belong
to x2k[x]. From these conditions, we know that (1) and (2) are true. As for
(3), we see from (1.1) that q1 is an irreducible element of k[x1, r] belonging
to x2k[x]. Since i < 2, (4) is obvious. Therefore, (1) through (4) hold for
i = 0.
Next, take any j ∈ I, and assume that (1) through (4) hold for i < j.
First, we prove that (1) holds for i = j. Put l = j−1 and l′ = j+1. Then, (1)
through (4) hold for i = l by induction assumption. By (1), it follows that
fl and fj belong to k[x] \ {0}, Dl belongs to LNDk k[x], Dl(r) = flfj , and
r does not belong to flk[x]. Since j is an element of I, we have l 6= max I.
Hence, Dl is irreducible and kerDl = k[fl, fj ] by (2). Since Dl = ∆(fj ,fl)
by definition, we know that Dl satisfies (LSC1) for f = fj and g = fl,
and (LSC2) for s = r and F = fj. By (3), qj is an irreducible element of
k[fj, r] belonging to flk[x]. Hence, fl′ = qjf
−1
l belongs to k[x] \ {0}. This
proves the first part of (1). By (a) and (b) of Theorem 4.3, we know that
Dj = ∆(fl′ ,fj) = −∆(fj ,fl′) belongs to LNDk k[x] and satisfies
Dj(r) = (−∆(fj ,fl′))(r) = −(−fl′fj) = fjfl′ ,
and −Dj = ∆(fj ,fl′) is obtained by a local slice construction from the data
(fj, fl, r). Finally, we prove that r does not belong to fjk[x]. Suppose to
the contrary that r = fjg
′ for some g′ ∈ k[x]. Then, g′ does not belong to
k, for otherwise fjfl′ = Dj(r) = Dj(fj)g
′ = 0. Since kerDl = k[fl, fj ], we
see that fj also does not belong to k by Lemma 4.1. Hence, r is not an
irreducible element of k[x]. On the other hand, r is a linear and primitive
polynomial in x3 over k[x1, x2]. Hence, r is an irreducible element of k[x],
a contradiction. Thus, r does not belong to fjk[x]. Therefore, (1) holds for
i = j.
Next, we prove that (2) holds for i = j. So assume that j 6= max I.
Then, we have t0 ≥ 2, since I = {1} if t0 = 1. In view of Theorem 4.3 (c),
it suffices to check that Dj is irreducible. Since t0 ≥ 2, we know that D1 is
irreducible as mentioned after (1.4). Hence, the assertion is true if j = 1.
So assume that j ≥ 2. We prove that (4) holds for i = j. Then, it follows
that Dj is irreducible thanks to Proposition 5.1, since F = fj. Because Dl
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is an element of LNDk k[x] with kerDl = k[fl, fj ], we know that pj := fjk[x]
is a prime ideal of k[x] by Lemma 4.1. Therefore, it suffices to prove that
Dj(fj−2) does not belong to pj .
Since (1) holds for i ≤ j, we have Di(r) = fifi+1 6= 0 for each i ≤ j.
On the other hand, Di = ∆(fi+1,fi) kills fi and fi+1 for any i ≥ 0. Hence,
we know that r and fi are algebraically independent over k for i ≤ l
′ by
Lemma 4.2 (ii). Thus, we may regard qi as a polynomial in r and fi over k
for each i ≤ l′. First, we show that
(6.3) q := aj
∂ql
∂fl
fl +
∂ql
∂r
r
does not belong to pj . Suppose to the contrary that q belongs to pj . Then,
q belongs to p′ := pj ∩ k[fl, r]. Since j ≥ 2, we have l − 1 = j − 2 ≥ 0.
Hence, (1) holds for i = l − 1, and so fl−1 belongs to k[x]. Since (1) and
(2) hold for i = l, it follows that p′ = qlk[fl, r] by (6.2) with i = l. Thus,
q′ := q − alql belongs to qlk[fl, r]. Write ql = ηl(fl, r) = f
tl
l + r
al + h, where
h ∈ k[fl, r]. Then, we can easily check that degfl h < tl. When l ≡ 0, 1
(mod 4), we have degr h ≤ (tl−1)bl < bltl+1 = al. When l ≡ 2, 3 (mod 4),
we have l ≥ 2, and so bl ≥ 1 by Lemma 3.1 (ii). Hence, we get
degr h ≤ (tl − 1)bl − 1 < tlbl − 1 = al.
Thus, we may write
aj
∂ql
∂fl
fl = aj
(
tlf
tl−1
l +
∂h
∂fl
)
fl = ajtlf
tl
l + h1
∂ql
∂r
r =
(
alr
al−1 +
∂h
∂r
)
r = alr
al + h2,
where h1, h2 ∈ k[fl, r] are such that degfl hi < tl and degr hi < al for i = 1, 2.
Since tlaj − al = al′ by (1.7), it follows that
(6.4)
q′ = q − alql = (ajtlf
tl
l + h1) + (alr
al + h2)− al(f
tl
l + r
al + h)
= (tlaj − al)f
tl
l + h1 + h2 − alh = al′f
tl
l + h1 + h2 − alh.
From this, we see that degr q
′ < al = degr ql. Since q
′ belongs to qlk[fl, r] as
mentioned, it follows that q′ = 0. On the other hand, we have al′ = aj+1 6= 0
by the assumption that j 6= max I. Hence, we see from (6.4) that degfl q
′ =
tl, a contradiction. Therefore, we conclude that q does not belong to pj .
By chain rule, we have
Dj(qi) =
∂qi
∂fi
Dj(fi) +
∂qi
∂r
Dj(r)
for each i. Since Dj = ∆(fl′ ,fj) kills fl′ and fj, and since Dj(r) = fjfl′ by
(1) with i = j, it follows that
(6.5) Dj(fl) = Dj(qjf
−1
l′ ) = Dj(qj)f
−1
l′ =
∂qj
∂r
Dj(r)f
−1
l′ =
∂qj
∂r
fj.
Similarly, we have
Dj(fj−2) = Dj(qlf
−1
j ) = Dj(ql)f
−1
j
=
(
∂ql
∂fl
Dj(fl) +
∂ql
∂r
Dj(r)
)
f−1j =
∂ql
∂fl
∂qj
∂r
+
∂ql
∂r
fl′ ,
(6.6)
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where we use (6.5) for the last equality. Put (y) = yk[y, z]. Then, we have
ηj(y, z) ≡ z
aj (mod (y)), and so ∂ηj(y, z)/∂z ≡ ajz
aj−1 (mod (y)). Since
fjk[fj, r] is contained in pj , it follows that
(6.7) flfl′ = qj ≡ r
aj (mod pj) and
∂qj
∂r
≡ ajr
aj−1 (mod pj).
Thus, we know by (6.6) that flDj(fj−2) is congruent to
∂ql
∂fl
fl(ajr
aj−1) +
∂ql
∂r
raj = qraj−1
modulo pj . Since r does not belong to pj by (1) with i = j, and q does not
belong to pj as shown above, we conclude that Dj(fj−2) does not belong to
pj . This proves that (4) holds for i = j, and thereby proving that (2) holds
for i = j.
Finally, we prove that (3) holds for i = j. Since fl′ and r are alge-
braically independent over k as mentioned, we know that ql′ = ηl′(fl′ , r) is
an irreducible element of k[fl′ , r] by the irreducibility of ηl′(y, z) in k[y, z].
We show that ql′ belongs to pj . By (1) with i = j, we see that r does not
belong to pj . Since kerDl = k[fl, fj ] by (2) with i = l, we know that fl does
not belong to pj in view of Lemma 4.1. Since j 6= max I by the assumption
of (3), we have kerDj = k[fj, fl′ ] by (2) with i = j. Hence, fl′ also does not
belong to pj by Lemma 4.1. Since bl′ = tjbj − bl + ξj by definition, we have
aj = tjbj + ξj = bl + bl′ .
Hence, we get flfl′ ≡ r
bl+bl′ (mod pj) by the first part of (6.7). This gives
that
(6.8) flr
−bl ≡ f−1l′ r
bl′ , f−1l r
bl ≡ fl′r
−bl′ (mod pjk[x]pj ).
Put θi(z) =
∑ti
m=1 α
i
mz
m for each i ≥ 0. Then, we have
(6.9)
ηi(fi, r) = r
tibi(r + θi(fir
−bi)) if i ≡ 0, 1 (mod 4)
ηi(fi, r) = f
ti
i r
−1(r + θi(f
−1
i r
bi)) if i ≡ 2, 3 (mod 4),
and r = x1x2x3 − θ0(x2) − θ1(x1). We show that ηl(fl, r) belongs to pj .
First, assume that j = 1. Then, we have l = 0. Since b0 = 0, we see from
(6.9) that
η0(f0, r) = r + θ0(x2) = x1x2x3 − θ1(x1).
Hence, η0(f0, r) belongs to p1 = x1k[x]. Next, assume that j ≥ 2. Then,
fj−2 belongs to k[x] by (1) with i = j − 2. Hence, ηl(fl, r) = fj−2fj belongs
to pj . Thus, ηl(fl, r) belongs to pj in all cases. Thanks to (6.9), it follows
that r + θl(flr
−bl) and r + θl(f
−1
l r
bl) belong to pjk[x]pj if l ≡ 0, 1 (mod 4)
and if l ≡ 2, 3 (mod 4), respectively. Assume that l ≡ 0, 1 (mod 4). Then,
this implies that r + θl(f
−1
l′ r
bl′ ) belongs to pjk[x]pj by (6.8). Since l
′ =
l + 2, we have θl′(z) = θl(z) and l
′ ≡ 2, 3 (mod 4). Hence, we see from
the second equality of (6.9) that ql′ = ηl′(fl′ , r) belongs to pjk[x]pj . Since
pjk[x]pj ∩ k[x] = pj , it follows that ql′ belongs to pj . Similarly, we can check
that ql′ belongs to pj when l ≡ 2, 3 (mod 4). Therefore, (3) holds for i = j.
This proves that (1) through (4) hold for every i ∈ {0} ∪ I. 
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As a consequence of Proposition 6.1, we know that (6.1) holds for each
i ∈ {0} ∪ I with i 6= max I, and (6.2) holds for each i ∈ I with i 6= max I.
This proves the first part of the following lemma.
Lemma 6.2. Assume that (j, l) = (i, i−1) for some i ∈ I, or (j, l) = (i−1, i)
for some i ∈ I \ {1}. Then, we have
k[fj , r] ∩ flk[x] = qjk[fj, r].
If aj ≥ 2, then we have (r + k[fj]) ∩ flk[x] = ∅.
Here, for s ∈ k[x] and a k-vector subspace A of k[x], we define
s+A = {s+ f | f ∈ A}.
The last part of the lemma is proved as follows. Suppose to the contrary
that there exists h ∈ (r + k[fj]) ∩ flk[x]. Then, we have degr h = 1, and so
h 6= 0. Since h belongs to k[fj , r]∩flk[x] = qjk[fj, r], it follows that degr h ≥
degr qj = aj ≥ 2, a contradiction. Therefore, we get (r+ k[fj])∩ flk[x] = ∅.
Now, let us complete the proof of Theorem 1.1 (i), except for (a) when
(t0, t1, i) 6= (3, 1, 4). Proposition 6.1, we know that (1) through (4) hold
for each i ∈ {0} ∪ I. By (1), we get the first part of Theorem 1.1 (i). By
(2), we get (b) of Theorem 1.1 (i). Hence, it remains only to check (a) of
Theorem 1.1 (i) in the cases where t0 = i = 1 and (t0, t1, i) = (2, 1, 2). If
t0 = 1, then D1 is not irreducible and kerD1 6= k[f1, f2] as mentioned after
(1.4). Hence, (a) holds when t0 = i = 1. Assume that (t0, t1) = (2, 1). Then,
we have D2 = τ2 ◦D
′
1 ◦ τ
−1
2 by Theorem 1.1 (ii). Since t1 = 1, we know that
D′1 is not irreducible and kerD
′
1 6= k[f
′
1, f
′
2]. Hence, it follows that D2 is not
irreducible and kerD2 6= k[f2, f3]. Thus, (a) holds when (t0, t1, i) = (2, 1, 2).
This proves Theorem 1.1 (i), except for (a) when (t0, t1, i) 6= (3, 1, 4).
Finally, we prove Proposition 1.4. So assume that αij = 0 for i = 0, 1
and j = 1, . . . , ti − 1. Then, we have qi = ηi(fi, r) = f
ti
i + r
ai for each
i ≥ 1. Set di = degt fi for each i. We prove that fi+1 is t-homogeneous and
ti+1di+1 = t0t1ai+1 for each i ∈ {0} ∪ I by induction on i. Since f1 = x1,
d1 = t0 and a1 = 1, we see that the statement holds for i = 0. Since f2 is
t-homogeneous as mentioned, and d2 = t1(t0 − 1) and a2 = t0 − 1, we see
that the statement also holds for i = 1. So assume that i ≥ 2. Then, fl is
t-homogeneous and tldl = t0t1al for l = i − 1, i by induction assumption.
Hence, we have degt f
ti
i = tidi = t0t1ai = degt r
ai . Since fi and r are t-
homogeneous, this implies that qi = f
ti
i + r
ai is t-homogeneous. Because
fi−1 is t-homogeneous, it follows that fi+1 = qif
−1
i−1 is t-homogeneous. Note
that degt qi = degt f
ti
i = tidi. Since qi = fi−1fi+1, we get di−1+ di+1 = tidi.
Hence, we know that
ti+1di+1 − t0t1ai+1 = ti+1(tidi − di−1)− t0t1(ti+1ai − ai−1)
= ti+1(tidi − t0t1ai)− (ti−1di−1 − t0t1ai−1)
in view of (1.7). Since tldl = t0t1al for l = i − 1, i, the right-hand side
of the preceding equality is zero. Thus, we get ti+1di+1 = t0t1ai+1. This
proves that the statement holds for every i ∈ {0} ∪ I. Therefore, fi and
fi+1 are t-homogeneous for each i ∈ {0} ∪ I. This completes the proof of
Proposition 1.4.
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7. Local slice constructions (II)
In this section, we prove Theorem 1.5 (i). So assume that i = 2 and
t0 ≥ 3, or i ≥ 3, t0 ≥ 3 and (t0, t1) 6= (3, 1). Then, l := i−1 belongs to I, and
is not the maximum of I. By Theorem 1.1 (i), it follows that Dl = ∆(fi,fl)
is irreducible and locally nilpotent, and satisfies kerDl = k[fl, fi]. Hence,
Dl satisfies (LSC1) for f = fi and g = fl.
We show that Dl satisfies (LSC2) for s = ri, and for F = λ(f2) if
i = 2, and F = λ(fi)fi if i ≥ 3. First, we check that ri does not belong to
pl := flk[x]. Suppose to the contrary that ri = λ(fi)r˜ − µ(fi, fl) belongs
to pl. Then, λ(fi)r˜ belongs to pl, since µ(fi, fl) belongs to flk[fi, fl] by the
choice of µ(y, z). Since kerDl = k[fl, fi], we know by Lemmas 4.1 and 4.2
(i) that pl is a prime ideal of k[x] with k[fi] ∩ pl = {0}. Because fi is not a
constant, we have λ(fi) 6= 0 by the assumption that λ(y) 6= 0. Hence, λ(fi)
does not belong to pl. Thus, r˜ belongs to pl. However, r˜ = x2 does not
belong to p1 = x1k[x] if i = 2, and r˜ = r does not belong to pl if i ≥ 3 by (1)
of Proposition 6.1. This is a contradiction. Therefore, ri does not belong to
pl. If i = 2, then we have Dl(r˜) = D1(x2) = x1 = f1 by (1.4). If i ≥ 3, then
we have Dl(r˜) = Dl(r) = flfi by Theorem 1.1 (i). Since
Dl(ri) = Dl
(
λ(fi)r˜ − µ(fi, fl)
)
= λ(fi)Dl(r˜),
it follows that D1(r2) = f1λ(f2) if i = 2, and Dl(ri) = flλ(fi)fi if i ≥ 3.
Thus, we get Dl(ri) = flF for each i ≥ 2 for the F mentioned above.
Therefore, Dl satisfies (LSC2) for s = ri and this F .
Recall that h˜i is an irreducible element of k[x1, x2] as shown after Lemma 5.2.
Since Dl(fi) = 0 and Dl(ri) = flF 6= 0, we know that fi and ri are alge-
braically independent over k by Lemma 4.2 (ii). Hence, it follows that
(7.1) q˜i := h˜i(fi, ri) = η˜i
(
fi, riλ(fi)
−1
)
λ(fi)
ai
is an irreducible element of k[fi, ri]. We show that q˜i belongs to pl. Since
µ(fi, fl) belongs to pl, we have ri ≡ λ(fi)r˜ (mod pl). Hence, we get
q˜i ≡ η˜i(fi, r˜)λ(fi)
ai (mod pl).
If i = 2, then η˜2(f2, x2) = x1x3 belongs to p1 = x1k[x]. If i ≥ 3, then
η˜i(fi, r˜) = ηi(fi, r) = flfi+1 belongs to pl. Therefore, it follows that q˜i
belongs to pl. Hence, f˜i+1 = q˜if
−1
l belongs to k[x]. From (a) and (b) of
Theorem 4.3, we conclude that D˜i = ∆(f˜i+1,fi) belongs to LNDk k[x], and
D˜i(ri) = F f˜i+1 is as in Theorem 1.5 (i).
In view of Theorem 4.3 (c), it remains only to prove that D˜i is irreducible
to complete the proof of Theorem 1.5 (i).
Under the assumption of Theorem 1.5, the following lemma holds.
Lemma 7.1. λ(fi) and D˜i(fi−2) have no common factor.
Proof. Suppose to the contrary that λ(fi) and D˜i(fi−2) have a common
factor p ∈ k[x] \ k. By Lemma 4.1, k[fi] is factorially closed in k[x], since
kerDl = k[fl, fi] by Theorem 1.1 (i). Hence, p belongs to k[fi]. Thus, p is
divisible by fi−α for some α ∈ k¯, where k¯ is an algebraic closure of k. Since
p is a factor of λ(fi), we have λ(α) = 0. By the assumption that λ(y) and
µ(y, z) have no common factor, it follows that µ(α, z) 6= 0. Since µ(y, z) is an
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element of zk[y, z], we may write µ(α, z) = −zν(z), where ν(z) ∈ k[z] \ {0}.
Then, ri is congruent to λ(α)r˜−µ(α, fl) = flν(fl) modulo p := (fi−α)k¯[x].
Note that η˜i(y, z) is a monic polynomial in z over k[y] of degree ai for any
i ≥ 2. Hence, we see from (7.1) that q˜i is congruent to r
ai
i , and hence to
fail ν(fl)
ai modulo p. Put ψ(z) = zai−1ν(z)ai . Then, it follows that
f˜i+1 = q˜if
−1
l ≡ ψ(fl) (mod p).
If i = 2, then we have a2 = t0 − 1 ≥ 2, since t0 ≥ 3. If i ≥ 3, then we have
ai ≥ 2 by Lemma 3.1 (ii), since t0 ≥ 3 and (t0, t1) 6= (3, 1). Hence, ψ(z) is
not a constant, and so the derivative ψ′(z) is nonzero.
Now, regard ∆ := ∆(fi,fi−2) as a derivation of k¯[x]. Then, we have
∆(fi − α) = 0. Hence, ∆(p) is contained in p. Since f˜i+1 ≡ ψ(fl) (mod p),
it follows that
∆(f˜i+1) ≡ ∆(ψ(fl)) (mod p).
Since ∆(f˜i+1) = ∆(fi,fi−2)(f˜i+1) = D˜i(fi−2), and D˜i(fi−2) is divisible by p
by supposition, this implies that ∆(ψ(fl)) belongs to p. By chain rule, we
have ∆(ψ(fl)) = ψ
′(fl)∆(fl), in which
∆(fl) = ∆(fi,fi−2)(fl) = −Dl(fi−2) = −
∂ql
∂r
fl
by (6.5). Hence, ψ′(fl)fl(∂ql/∂r) belongs to p. We show that ∂ql/∂r belongs
to p. As discussed after Lemma 4.1, we may extend Dl to a locally nilpotent
derivation D¯l of k¯[x] such that
(7.2) ker D¯l = k¯[fl, fi] = k¯[fl, fi − α].
Hence, we know by Lemmas 4.1 and 4.2 (i) that p is a prime ideal of k¯[x]
such that k¯[fl] ∩ p = {0}. Since ψ
′(fl) 6= 0 as mentioned, it follows that
ψ′(fl)fl does not belong to p. Thus, we conclude that ∂ql/∂r belongs to p.
Note that D¯l(p) is contained in p, since D¯l(fi − α) = 0. Hence, D
j
l (∂ql/∂r)
belongs to p for any j ≥ 0. Since ql = ηl(fl, r) is a monic polynomial in r over
k[fl] of degree al, we have ∂
alql/∂r
al = al!. Because Dl(fl) = Dl(fi) = 0
and Dl(r) = flfi, it follows that
Dal−1l
(
∂ql
∂r
)
= Dal−2l
(
∂2ql
∂r2
Dl(r)
)
= Dal−2l
(
∂2ql
∂r2
flfi
)
= Dal−2l
(
∂2ql
∂r2
)
flfi = · · · =
∂alql
∂ral
(flfi)
al−1 = al!(flfi)
al−1
by chain rule. Therefore, al!(flfi)
al−1 belongs to p.
When i = 2, we have al!(flfi)
al−1 = 1, since al = a1 = 1. This implies
that p = k¯[x], a contradiction. Assume that i ≥ 3. Then, we have al =
ai−1 ≥ 2 by Lemma 3.1 (ii). Hence, fl or fi belongs to p. In view of (7.2),
we know by Lemma 4.1 that fl does not belong to p. Hence, fi belongs
to p. Thus, we get α = 0. Since fi is an element of k[x], it follows that
p ∩ k[x] = fik¯[x] ∩ k[x] = fik[x], to which ∂ql/∂r belongs. Hence, ∂ql/∂r
belongs to fik[x]∩k[fl, r]. By Lemma 6.2, we have fik[x]∩k[fl, r] = qlk[fl, r].
Thus, ∂ql/∂r is divisible by ql. This implies that ∂ql/∂r = 0. Hence, we
get al = degr ql = 0, a contradiction. Therefore, λ(fi) and D˜i(fi−2) have no
common factor. 
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If i = 2, then λ(f2) and D˜2(f0) have no common factor by Lemma 7.1.
Since F = λ(f2), it follows that D˜2 is irreducible by Proposition 5.1. Assume
that i ≥ 3. Then, we have F = λ(fi)fi. By Lemma 7.1, we know that λ(fi)
and D˜i(fi−2) have no common factor. Hence, it suffices to prove that fi and
D˜i(fi−2) have no common factor by virtue of Proposition 5.1. Since fi is
an irreducible element of k[x], we verify that D˜i(fi−2) does not belong to
pi = fik[x].
If λ(0) = 0, then fi is a factor of λ(fi). Since λ(fi) and D˜i(fi−2) have
no common factor, it follows that D˜i(fi−2) does not belong to pi. So assume
that λ(0) 6= 0. If µ(0, z) = 0, then µ(fi, fl) belongs to pi. Since r˜ = r, it
follows that ri ≡ λ(fi)r (mod pi). Hence, we see from (7.1) that
q˜i ≡ ηi(fi, r)λ(fi)
ai ≡ λ(0)aiqi (mod pi).
Since q˜i = flf˜i+1 and qi = flfi+1, it follows that fl(f˜i+1−λ(0)
aifi+1) belongs
to pi. Because fl does not belong to pi by Lemma 4.1, we conclude that
f˜i+1−λ(0)
aifi+1 belongs to pi. Write f˜i+1−λ(0)
aifi+1 = fig, where g ∈ k[x].
Then, we have
D˜i = ∆(f˜i+1,fi) = λ(0)
ai∆(fi+1,fi) + fi∆(g,fi) = λ(0)
aiDi + fi∆(g,fi).
Since fi∆(g,fi)(fi−2) belongs to pi, we get D˜i(fi−2) ≡ λ(0)
aiDi(fi−2) (mod pi).
By (4) of Proposition 6.1, fi and Di(fi−2) have no common factor. Since
λ(0) 6= 0 by assumption, it follows that λ(0)aiDi(fi−2) does not belong to
pi. Therefore, D˜i(fi−2) does not belong to pi.
Finally, assume that λ(0) 6= 0 and µ(0, z) 6= 0. Then, we have µj(0) 6= 0
for some j ≥ 1. Put
g′ = aiµz(0, fl)fl − µ(0, fl) =
∑
j≥1
µj(0)(jai − 1)f
j
l ,
where
µz(y, z) :=
∂µ(y, z)
∂z
=
∑
j≥1
jµj(y)z
j−1.
Then, we have g′ 6= 0, since ai ≥ 2 by Lemma 3.1 (ii).
Now, we prove that D˜i(fi−2) does not belong to pi by contradiction.
Suppose to the contrary that D˜i(fi−2) belongs to pi. Then, we have the
following claim. Here, we define q ∈ k[fl, r] as in (6.3) with j = i, and
g = g′∂ql/∂r.
Claim 7.2. λ(0)q + g belongs to pi.
First, we assume this claim, and derive a contradiction. Since λ(0)q + g
is an element of k[fl, r], it follows from Claim 7.2 that λ(0)q + g belongs to
pi ∩ k[fl, r]. By Lemma 6.2, we have pi ∩ k[fl, r] = qlk[fl, r]. Hence,
g1 := λ(0)(q − alql) + g = (λ(0)q + g) − λ(0)alql
belongs to qlk[fl, r]. This implies that degr g1 ≥ degr ql or g1 = 0. From
(6.4), we see that degr(q − alql) < al = degr ql. Since g
′ is an element of
k[fl] \ {0}, we have
degr g = degr g
′ ∂ql
∂r
= degr
∂ql
∂r
< degr ql.
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Hence, we get degr g1 < degr ql. Thus, we conclude that g1 = 0. Therefore,
we obtain q − alql ≈ g.
First, assume that i = 3. Then, we have bl = b2 = 1, and so
ql = q2 = η2(f2, r) = f
t0
2 +
t0∑
j=1
α0jf
t0−j
2 r
j−1.
Regard ql as a polynomial in r over k[f2]. Then, the coefficient of r
t0−2 in
ql is equal to f2 multiplied by a constant. From (6.3), we see that the same
holds for the coefficient of rt0−2 in q, and hence for the coefficient of rt0−2
in
q − alql ≈ g = g
′ ∂ql
∂r
= g′
t0∑
j=2
α0j (j − 1)f
t0−j
2 r
j−2.
Because α0t0(t0 − 1)g
′ 6= 0, it follows that g′ ≈ f2. Hence, we get degf2(q −
alql) = t0−1. On the other hand, we have degf2(q−alql) = degfl(q−alql) =
tl = t0 by (6.4). This is a contradiction.
Next, assume that i ≥ 4. Regard ql = ηl(fl, r) as a polynomial in r over
k[fl]. We show that r
al−1 does not appear in ql. When l ≡ 0, 1 (mod 4),
it is easy to see that ral−1 = rtlbl does not appear in ql. When l ≡ 2, 3
(mod 4), we have bl ≥ 2 by Lemma 3.1 (iv), since l = i− 1 ≥ 3. From this,
we know that ral−1 = rtlbl−2 does not appear in ql. By (6.3), it follows that
ral−1 does not appear in q, and hence in q − alql ≈ g. Since degr ql = al,
however, we see that ral−1 appears in ∂ql/∂r with coefficient al 6= 0, and
hence in g with coefficient alg
′ 6= 0. This is a contradiction. Therefore, we
conclude that D˜i(fi−2) does not belong to pi.
Finally, we prove Claim 7.2. Recall that fi and ri are algebraically
independent over k. Hence, we may consider the partial derivatives of q˜i =
h˜i(fi, ri) in fi and ri. Since fl = q˜if˜
−1
i+1, D˜i(fi) = D˜i(f˜i+1) = 0 and D˜i(ri) =
λ(fi)fif˜i+1, we have
(7.3) D˜i(fl) = D˜i(q˜if˜
−1
i+1) = D˜i(q˜i)f˜
−1
i+1 =
∂q˜i
∂ri
D˜i(ri)f˜
−1
i+1 =
∂q˜i
∂ri
λ(fi)fi
by chain rule. Since ri = λ(fi)r − µ(fi, fl), it follows that
λ(fi)fif˜i+1 = D˜i(ri) = D˜i
(
λ(fi)r − µ(fi, fl)
)
= λ(fi)D˜i(r)− µz(fi, fl)D˜i(fl) = λ(fi)D˜i(r)− µz(fi, fl)
∂q˜i
∂ri
λ(fi)fi.
Since λ(fi) 6= 0, this gives that
(7.4) D˜i(r) = fi
(
µz(fi, fl)
∂q˜i
∂ri
+ f˜i+1
)
.
From (7.3) and (7.4), we obtain
D˜i(ql) =
∂ql
∂fl
D˜i(fl) +
∂ql
∂r
D˜i(r)
= fi
(
∂ql
∂fl
∂q˜i
∂ri
λ(fi) +
∂ql
∂r
(
µz(fi, fl)
∂q˜i
∂ri
+ f˜i+1
))
.
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Since f˜i+1 = q˜if
−1
l , the right-hand side of this equality is written as fif
−1
l h1,
where
h1 := fl
∂q˜i
∂ri
(
λ(fi)
∂ql
∂fl
+ µz(fi, fl)
∂ql
∂r
)
+ q˜i
∂ql
∂r
.
Because D˜i(fi−2) belongs to pi by assumption,
h1 = f
−1
i flD˜i(ql) = f
−1
i flD˜i(fi−2fi) = flD˜i(fi−2)
belongs to pi. Since ηi(0, z) = z
ai , we see from (7.1) that
(7.5) q˜i ≡ ηi(0, λ(fi)
−1ri)λ(fi)
ai = raii (mod fik[fi, ri]).
This gives that
∂q˜i
∂ri
≡ air
ai−1
i (mod fik[fi, ri]).
Hence, we have h1 ≡ r
ai−1
i h2 (mod pi), where
h2 := aifl
(
λ(0)
∂ql
∂fl
+ µz(0, fl)
∂ql
∂r
)
+ ri
∂ql
∂r
.
Since al = ai−1 ≥ 2 by Lemma 3.1 (ii), we have (r + k[fl]) ∩ pi = ∅ by
Lemma 6.2. Since λ(0) 6= 0 by assumption, and ri ≡ λ(0)r − µ(0, fl)
(mod pi), it follows that ri does not belong to pi. Thus, we know that
h2 belongs to pi. Now, observe that
λ(0)q + g = λ(0)
(
aifl
∂ql
∂fl
+ r
∂ql
∂r
)
+
(
aiµz(0, fl)fl − µ(0, fl)
)∂ql
∂r
= aifl
(
λ(0)
∂ql
∂fl
+ µz(0, fl)
∂ql
∂r
)
+ (λ(0)r − µ(0, fl))
∂ql
∂r
.
Since the right-hand side of this equality is congruent to h2 modulo pi, we
conclude that λ(0)q + g belongs to pi. This proves Claim 7.2, and thereby
completing the proof of Theorem 1.5 (i).
8. Recurrence equations
In what follows, let Γ be the totally ordered additive group Z3 equipped
with the lexicographic order such that e1 < e2 < e3. From Γ
3, we take the
weight w := (e1, e2, e3), and define
δi = degw fi
for each i ≥ 0. Then, we have
(8.1) δ0 = (0, 1, 0), δ1 = (1, 0, 0), δ2 = (1, 0, 1), degw r = (1, 1, 1).
We remark that, if
γi := tiδi − ai degw r > 0
for i ∈N, then thew-degree of qi = ηi(fi, r) is equal to max{tiδi, ai degw r} =
tiδi by Lemma 5.4, since degw r > 0. When this is the case, we have
δi+1 = degw fi+1 = degw qif
−1
i−1 = tiδi − δi−1.
Proposition 8.1. If t0 ≥ 3, then δi+1 = tiδi−δi−1 holds for each i ∈ I \{1}.
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Proof. We prove that the following statements hold for each i ∈ I by
induction on i:
(1) If (t0, t1) = (3, 1) and i 6= max I, then we have γi+1 > 0.
(2) If (t0, t1) 6= (3, 1), then we have γi+1 > 0. If furthermore i ≥ 2, then we
have γi+1 − γi−1 > 0.
(3) If i ≥ 2, then we have δi+1 = tiδi − δi−1 and γi+1 = ti+1γi − γi−1.
Since
γ2 = t2δ2 − a2 degw r = t0(1, 0, 1) − (t0 − 1)(1, 1, 1) = (1, 1 − t0, 1) > 0,
we see that the statements hold when i = 1. Take i ∈ I with i ≥ 2. Then,
i− 1 belongs to I, and is not the maximum of I. Hence, we have γi > 0 by
the induction assumption of (1) and (2). As remarked above, this implies
that δi+1 = tiδi−δi−1, proving the first part of (3). Since ai+1 = ti+1ai−ai−1
by (1.7), and ti+1 = ti−1, it follows that
γi+1 = ti+1δi+1 − ai+1 degw r = ti+1(tiδi − δi−1)− (ti+1ai − ai−1) degw r
= ti+1(tiδi − ai degw r)− (ti−1δi−1 − ai−1 degw r) = ti+1γi − γi−1.
This proves the second part of (3). Hence, we have γj+1 = tj+1γj − γj−1 for
j = 2, . . . , i, where the case j < i is due to the induction assumption of (3).
When i = 2, we have γ3 = t1γ2 − γ1, and so γ3 − γ1 = t1γ2 − 2γ1. Since
γ2 > 0 and
γ1 = t1δ1 − a1 degw r = t1(1, 0, 0) − (1, 1, 1) = (t1 − 1,−1,−1) < 0,
it follows that γ3 and γ3 − γ1 are positive. Hence, (1) and (2) are true if
i = 2. When i = 3, we have γj+1 = tj+1γj − γj−1 for j = 2, 3. This gives
that
γ4 − γ2 = t0γ3 − 2γ2 = t0(t1γ2 − γ1)− 2γ2 = (t0t1 − 2)γ2 − t0γ1.
Since t0 ≥ 3 by assumption, and γ2 > 0 and γ1 < 0, it follows that γ4−γ2 >
0, and so γ4 > 0. Thus, (1) and (2) are true if i = 3. When (t0, t1) = (3, 1),
we have I = {1, . . . , 4}. Hence, the proof is completed in this case. So
assume that (t0, t1) 6= (3, 1) and i ≥ 4. Then, we have γj+1 = tj+1γj − γj−1
for j = i− 2, i − 1, i, since i− 2 ≥ 2. Hence, we get
γi+1 − γi−1 = (t0t1 − 4)γi−1 + (γi−1 − γi−3)
by Lemma 3.2. Since (t0, t1) 6= (3, 1), and t0 ≥ 3 by assumption, we have
t0t1 ≥ 4. Since i− 2 ≥ 2, we know that γi−1 and γi−1− γi−3 are positive by
the induction assumption of (2). Thus, we conclude that γi+1 − γi−1 > 0,
and so γi+1 > 0. Therefore, (2) is true if i ≥ 4. This proves that (1), (2) and
(3) hold for every i ∈ I. Consequently, we know by (3) that δi+1 = tiδi−δi−1
holds for each i ∈ I \ {1}. 
We derive some consequences of Proposition 8.1. When (t0, t1) = (3, 1),
we have
δ3 = 3δ2 − δ1 = (2, 0, 3), δ4 = δ3 − δ2 = (1, 0, 2), δ5 = 3δ4 − δ3 = (1, 0, 3)
by Proposition 8.1 and (8.1). From this and (8.1), we can easily check that
the following proposition holds when (t0, t1) = (3, 1), since I = {1, . . . , 4}.
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Proposition 8.2. If t0 ≥ 3, then the following assertions hold:
(i) δi+1 > 0 for each i ∈ {0} ∪ I.
(ii) δi and δi+1 are linearly independent for each i ∈ I.
(iii) If t1 ≥ 2, then δi+1 − δi > 0 for each i ≥ 1.
(iv) If (t0, t1) 6= (3, 1), then δi+2 − δi > 0 for each i ≥ 1.
(v) The second component of δi+1 is zero for each i ∈ {0} ∪ I.
Proof. By the discussion above, we may assume that (t0, t1) 6= (3, 1).
Then, we have I = N, since t0 ≥ 3 by assumption.
First, we prove (v) by induction on i. By (8.1), the second components
of δ0 and δ1 are zero. Assume that i ≥ 2. Then, we have δi+1 = tiδi − δi−1
by Proposition 8.1. Hence, the second component of δi+1 is zero, proving
(v).
We prove (i) through (iv) simultaneously by induction on i. When i = 0,
(ii), (iii) and (iv) are obvious. Since δ1 > 0 by (8.1), we get (i). When
i = 1, (i), (ii) and (iii) follow from (8.1). By Proposition 8.1, we have
δ3 − δ1 = t0δ2 − 2δ1. Since the third component of t0δ2 − 2δ1 is t0 > 0,
we know that δ3 − δ1 > 0. This proves (iv). Assume that i ≥ 2. Then,
we have δi−1 > 0 and δi+1 − δi−1 > 0 by the induction assumption of (i)
and (iv), since i − 1 ≥ 1. Hence, we get δi+1 > 0, proving (i). By the
induction assumption of (ii), δi−1 and δi are linearly independent. Hence,
δi and δi+1 = tiδi − δi−1 are linearly independent, proving (ii). To show
(iii), assume that t1 ≥ 2. Then, we have ti − 2 ≥ 0 independently of the
parity of i. By the induction assumption of (i) and (iii), we have δi > 0 and
δi − δi−1 > 0. Since δi+1 = tiδi − δi−1, it follows that
δi+1 − δi = (ti − 2)δi + (δi − δi−1) ≥ δi − δi−1 > 0,
proving (iii). Finally, we show (iv). When i = 2, we have
(8.2) δ4 − δ2 = t1δ3 − 2δ2 = t1(t0δ2 − δ1)− 2δ2 = (t0t1 − 2)δ2 − t1δ1.
Since the third component of (t0t1 − 2)δ2 − t1δ1 is t0t1 − 2 > 0, we know
that δ4 − δ2 > 0. Thus, (iv) is true if i = 2. Assume that i ≥ 3. Then, we
have δj+1 = tjδj − δj−1 for j = i− 1, i, i + 1, since i− 1 ≥ 2. Hence, we get
δi+2 − δi = (t0t1 − 4)δi + (δi − δi−2)
by Lemma 3.2. Since t0 ≥ 3 and (t0, t1) 6= (3, 1) by assumption, we have
t0t1 ≥ 4. By the induction assumption of (i) and (iv), we have δi > 0 and
δi − δi−2 > 0, since i ≥ 3. Thus, it follows that δi+2 − δi > 0, proving (iv).
Therefore, (i) through (iv) hold for every i. 
9. Wildness (I)
In this section, we give a sufficient condition for wildness of certain
exponential automorphisms. Assume that i ≥ 2, and let g, s ∈ k[x] and
ν(y) ∈ k[y] \ {0} be such that E := ∆(g,fi) is locally nilpotent, and
fi−1g = q := η˜i(fi, s
′)ν(fi)
ai , where s′ := sν(fi)
−1.
Take any h ∈ k[fi, g] \ {0}, and set
φ = exphE, α = degw φ(s) and β = degw φ(r˜).
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Then, we have φ(fi) = fi, since E(fi) = 0. For each j ≥ 0, we define
ǫj = degw φ(fj) and d(j) = tjǫj − ajβ.
Then, we have ǫi = δi, since φ(fi) = fi. Because φ(r˜) and φ(fj) are not
constants, and all the components of w are positive, we have β > 0, and
ǫj > 0 for each j ≥ 0.
In this situation, consider the following conditions:
(a) δi and δ := degw g are linearly independent.
(b) Set v = degy ν(y). Then, we have α ≥ vδ2 + δ and δ > δ2 if i = 2, and
α = (v + v1)δi + v2δ for some v1, v2 ∈ N if i ≥ 3.
(c) If i = 2, then β and ǫ1 are linearly independent. If i ≥ 3, then we have
β ≥ α.
(d) If i ≥ 3, then we have d(i − 1) 6= 0.
(e) If i ≥ 3 and d(i− 1) < 0, then we have β ≥ ǫi−1− vδi and δ > aivδi, and
ai−1β − δi and ǫi−1 are linearly independent.
We mention that (a) implies that fi and g are algebraically independent
over k, and hence implies that E is nonzero.
In the notation above, we have the following theorem.
Theorem 9.1. Assume that i = 2 and t0 ≥ 3, or i ≥ 3, t0 ≥ 3 and
(t0, t1) 6= (3, 1). Let g, s ∈ k[x], ν(y) ∈ k[y] \ {0} and h ∈ k[fi, g] \ {0} be
such that (a) through (e) are fulfilled. Then, φ = exphE is wild.
First, we show that (b) implies
(9.1) ǫi−1 = aiα− δ
when i = 2 and t0 ≥ 3, or i ≥ 3, t0 ≥ 3 and (t0, t1) 6= (3, 1). Since E(g) = 0,
we have φ(q) = φ(fi−1g) = φ(fi−1)g. Hence, we get degw φ(q) = ǫi−1 + δ.
Thus, it suffices to prove that degw φ(q) = aiα.
Since φ(fi) = fi and degy ν(y) = v, we have
α′ := degw φ(s
′) = degw φ(sν(fi)
−1) = degw φ(s)ν(fi)
−1 = α− vδi.
First, assume that i = 2 and t0 ≥ 3. Then, (b) implies that
(9.2) α′ ≥ (vδ2 + δ) − vδ2 = δ > δ2.
Hence, degw θ(φ(s
′)) = (t0−1)α
′ is greater than degw f2 = δ2. Since φ(f2) =
f2 and t0 − 1 = a2, it follows that
degw φ(q) = degw η˜2(f2, φ(s
′))ν(f2)
a2 = degw
(
f2 + θ(φ(s
′))
)
ν(f2)
a2
= (t0 − 1)α
′ + a2vδ2 = a2(α
′ + vδ2) = a2α.
This proves (9.1).
Next, assume that i ≥ 3, t0 ≥ 3 and (t0, t1) 6= (3, 1). Then, we have
ai > ti by Lemma 3.1 (iii), and (b) implies that
α′ =
(
(v + v1)δi + v2δ
)
− vδi = v1δi + v2δ ≥ δi + δ.
Hence, it follows that
(9.3) aiα
′ − tiδi ≥ ai(δi + δ)− tiδi = (ai − ti)δi + aiδ > 0.
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Thus, we get degw ηi(fi, φ(s
′)) = aiα
′ by applying Lemma 5.4 with f = fi
and p = φ(s′). Since η˜i(y, z) = ηi(y, z), we know that
degw φ(q) = degw ηi(fi, φ(s
′))ν(fi)
ai = aiα
′ + aivδi = aiα,
proving (9.1). As a consequence, it follows that
(9.4) ǫi−1 = aiα− δ = ai(v + v1)δi + (aiv2 − 1)δ,
since α = (v + v1)δi + v2δ by (b).
Now, let us prove Theorem 9.1. Recall the notion of W-test polynomial
introduced in Section 1 (see Definition 1.1). We show that f2 is a W-test
polynomial if t0 ≥ 3 by means of Proposition 1.4. Take any totally ordered
additive group Λ, and u ∈ (Λ>0)
3. Then, we have degu x
i
2 < degu x
t0−1
2 for
i = 0, . . . , t0 − 2. Hence, f
u
2 must be x1x3 or −x
t0−1
2 or x1x3 − x
t0−1
2 . Since
t0 ≥ 3, we see that these three polynomials are not divisible by xi−g for any
i ∈ {1, 2, 3} and g ∈ k[x \ {xi}] \ k, and by x
si
i − cx
sj
j for any i, j ∈ {1, 2, 3}
with i 6= j, si, sj ∈ N and c ∈ k
×. Therefore, f2 is a W-test polynomial by
Proposition 1.4.
First, assume that i = 2 and t0 ≥ 3. Then, we have
degw φ(x1) = ǫ1 = a2α− δ = (t0− 1)α− δ ≥ 2α
′− δ > δ2 = ǫ2 = degw φ(f2)
by (9.1) and (9.2). Since degw φ(x2) = degw φ(r˜) = β, we know by (c) that
degw φ(x1) and degw φ(x2) are linearly independent. Thus, we conclude
that φ is wild because f2 is a W-test polynomial. This proves Theorem 9.1
when i = 2 and t0 ≥ 3.
Next, assume that i ≥ 3, t0 ≥ 3 and (t0, t1) 6= (3, 1). Then, by Proposi-
tion 9.2 to follow, we know that degw φ(f2) = ǫ2 is less than degw φ(x2) = ǫ0,
and degw φ(x2) = ǫ0 and degw φ(x1) = ǫ1 are linearly independent. Hence,
we conclude that φ is wild similarly. Thus, the proof of Theorem 9.1 is
completed.
Proposition 9.2. In the situation of Theorem 9.1, assume that t0 ≥ 3,
(t0, t1) 6= (3, 1) and i ≥ 3. Set i
′ = i if d(i − 1) > 0, and i′ = i − 1 if
d(i− 1) < 0. Then, the following statements hold for each l ∈ {1, . . . , i′}:
(i) We have d(l − 1) > 0, and ǫl−1 and ǫl are linearly independent.
(ii) If l 6= i′, then we have ǫl−1 = tlǫl − ǫl+1 and ǫl−1 > ǫl+1.
Proof. First, we show that d(l) > 0 implies ǫl−1 = tlǫl − ǫl+1 for l ≥ 1.
Since i ≥ 3, we have r˜ = r. Hence, we know that tl degw φ(fl) > al degw φ(r)
by the assumption that d(l) = tl degw φ(fl) − al degw φ(r˜) is positive. By
applying Lemma 5.4 with f = φ(fl) and p = φ(r), we obtain
degw φ
(
ηl(fl, r)
)
= degw ηl
(
φ(fl), φ(r)
)
= tl degw φ(fl) = tlǫl.
Since ηl(fl, r) = fl−1fl+1, it follows that
ǫl−1 + ǫl+1 = degw φ(fl−1fl+1) = degw φ
(
ηl(fl, r)
)
= tlǫl.
Therefore, we get ǫl−1 = tlǫl − ǫl+1.
Similarly, if d(i− 1) < 0, then we have
degw φ
(
ηi−1(fi−1, r)
)
= ai−1 degw φ(r) = ai−1 degw φ(r˜) = ai−1β
by Lemma 5.4. Since degw φ(ηi−1(fi−1, r)) = φ(fi−2fi) = ǫi−2+ǫi, this gives
that ǫi−2 = ai−1β − ǫi = ai−1β − δi.
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Now, we prove (i) and (ii) simultaneously by descending induction on
l. When l = i′, we have only to check (i). Assume that d(i − 1) > 0 and
l = i′ = i. Then, the first part of (i) is obvious. Since ai ≥ 2 by Lemma 3.1
(ii), and v2 ≥ 1, we have aiv2 − 1 > 0. Hence, we see from (9.4) that ǫi−1
and ǫi = δi are linearly independent by virtue of (a), proving the second
part of (i). Thus, the statements hold. Assume that d(i − 1) < 0 and
l = i′ = i−1. Then, we have ǫi−2 = ai−1β−δi as mentioned. Since ti−2 = ti
and tiai−1 − ai−2 = ai by (1.7), it follows that
d(l − 1) = d(i− 2) = ti−2ǫi−2 − ai−2β = ti(ai−1β − δi)− ai−2β
= (tiai−1 − ai−2)β − tiδi = aiβ − tiδi.
Since β ≥ α by (c) and α ≥ α′, we know that
(9.5) aiβ − tiδi ≥ aiα
′ − tiδi > 0
by (9.3). Hence, we get d(l− 1) > 0. Since ǫi−2 = ai−1β− δi, it follows from
(e) that ǫl−1 = ǫi−2 and ǫl = ǫi−1 are linearly independent. Therefore, the
statements are true.
Next, assume that 1 ≤ l ≤ i′ − 1. Then, we have d(l) > 0 by induction
assumption. This implies ǫl−1 = tlǫl − ǫl+1 as remarked. Hence, we get the
first part of (ii). Since ǫl and ǫl+1 are linearly independent by induction
assumption, it follows that ǫl−1 and ǫl are linearly independent, proving the
latter part of (i).
We show that ǫl−1 > ǫl+1. Note that
(9.6) ǫj−1 = tjǫj − ǫj+1 for l ≤ j ≤ i
′ − 1,
where the case j = l is just mentioned above, and the case l < j ≤ i′ − 1 is
due to the induction assumption. Using this equality for j = l, we get
(9.7) ǫl−1 − ǫl+1 = (tlǫl − ǫl+1)− ǫl+1 = tlǫl − 2ǫl+1.
First, consider the case where l = i′ − 1. When d(i − 1) > 0, we have
l = i − 1. Since ai ≥ 2, v1 ≥ 1 and v2 ≥ 1, we know by (9.4) that
ǫi−1 > 2δi = 2ǫi. Hence, we have ǫl > 2ǫl+1. Thus, we obtain ǫl−1 > ǫl+1
from (9.7). When d(i − 1) < 0, we have l = i − 2. Since ǫi−2 = ai−1β − δi
as remarked, it follows from (9.7) that
(9.8) ǫl−1 − ǫl+1 = ti−2ǫi−2 − 2ǫi−1 = ti(ai−1β − δi)− 2ǫi−1.
Since β ≥ ǫi−1 − vδi by (e), the right-hand side of this equality is at least
ti
(
ai−1(ǫi−1 − vδi)− δi
)
− 2ǫi−1 = (tiai−1 − 2)ǫi−1 − ti(ai−1v + 1)δi.
Note that (9.4) implies
ǫi−1 ≥ ai(v + 1)δi + δ > ai(v + 1)δi + aivδi = ai(2v + 1)δi,
since v1 ≥ 1, aiv2 − 1 ≥ 1, and δ > aivδi by (e). Hence, the right-hand side
of the preceding equality is greater than(
(tiai−1 − 2)ai(2v + 1)− ti(ai−1v + 1)
)
δi
=
(
tiai−1
(
ai(2v + 1)− v
)
− 2ai(2v + 1)− ti
)
δi
=
(
ai−2
(
ai(2v + 1)− v
)
+ ai
(
(ai − 2)(2v + 1)− v
)
− ti
)
δi,
(9.9)
where we use tiai−1 = ai−2 + ai for the last equality. When ai ≥ 3, we
have (ai − 2)(2v + 1) − v ≥ 1. Since ai > ti by Lemma 3.1 (iii), and
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ai(2v+1)−v > 0, we see that the right-hand side of (9.9) is positive. When
ai ≤ 2, we have ai = 2 and i = 3 in view of (i) and (ii) of Lemma 3.1. Since
a3 = t1(t0− 1)− 1, and t0 ≥ 3 and (t0, t1) 6= (3, 1) by assumption, it follows
that (t0, t1) = (4, 1). Hence, the right-hand side of (9.9) is equal to((
2(2v + 1)− v
)
+ 2(−v)− t3
)
δ3 = (v + 1)δ3 > 0.
Thus, we know that (9.8) is positive. Therefore, we get ǫl−1 > ǫl+1.
Next, consider the case where l = i′ − 2. In this case, we have ǫl > ǫl+2
by the induction assumption of (ii). By (9.6), we have ǫj−1 = tjǫj − ǫj+1 for
j = l, l + 1. Hence, it follows from (9.7) that
ǫl−1 − ǫl+1 =
tl
2
ǫl +
tl
2
ǫl − 2ǫl+1 =
tl
2
ǫl +
tl
2
(tl+1ǫl+1 − ǫl+2)− 2ǫl+1
=
tl
2
(ǫl − ǫl+2) +
1
2
(tltl+1 − 4)ǫl+1 ≥
tl
2
(ǫl − ǫl+2) > 0,
since tltl+1 = t0t1 ≥ 4. Therefore, we get ǫl−1 > ǫl+1.
Finally, consider the case where 1 ≤ l ≤ i′ − 3. Since l + 2 = i′ − 1, we
have ǫj−1 = tjǫj − ǫj+1 for j = l, l+1, l+ 2 by (9.6), and ǫl+1 > ǫl+3 by the
induction assumption of (ii). By Lemma 3.2, it follows that
ǫl−1 − ǫl+1 = (t0t1 − 4)ǫl+1 + (ǫl+1 − ǫl+3) ≥ ǫl+1 − ǫl+3 > 0.
Therefore, we get ǫl−1 > ǫl+1. This proves the second part of (ii).
It remains only to show that d(l − 1) > 0. Since ǫl−1 = tlǫl − ǫl+1 and
al+1 = tl+1al − al−1, we have
d(l + 1) + d(l − 1) = (tl+1ǫl+1 − al+1β) + (tl−1ǫl−1 − al−1β)
= tl+1(ǫl+1 + ǫl−1)− (al+1 + al−1)β = tl+1tlǫl − tl+1alβ = tl+1d(l).
Since d(l) > 0 by induction assumption, it follows that d(l− 1) > −d(l+1).
When l = i′ − 1 and d(i − 1) > 0, we have
d(l + 1) = d(i′) = d(i) = tiǫi − aiβ = tiδi − aiβ < 0
by (9.5). Hence, we get d(l − 1) > −d(l + 1) > 0. When l = i′ − 1 and
d(i − 1) < 0, we have d(l + 1) = d(i′) = d(i − 1) < 0. Hence, we get
d(l − 1) > 0 similarly.
Assume that 1 ≤ l ≤ i′− 2. Then, we have d(l′ − 1) > 0 for l′ = i′− 1, i′
by induction assumption, and l − 1 ≤ i′ − 3 < i′ − 1 if l ≡ i′ (mod 2), and
l − 1 ≤ i′ − 4 < i′ − 2 otherwise. Note that ǫj−1 > ǫj+1 for l ≤ j ≤ i
′ − 1,
where the case j = l is just verified above, and the case l < j ≤ i′ − 1
is due to the induction assumption. Hence, we know that ǫl−1 > ǫi′−1 if
l ≡ i′ (mod 2), and ǫl−1 > ǫi′−2 otherwise. On the other hand, we have
a0 = 1 < t0 − 1 = a2, and aj−1 < aj+1 for j ≥ 2 by Lemma 3.1 (i). Hence,
we similarly obtain that al−1 < ai′−1 if l ≡ i
′ (mod 2), and al−1 < ai′−2
otherwise. Since d(l′ − 1) > 0 for l′ = i′ − 1, i′, we have al′−1β < tl′−1ǫl′−1
for l′ = i′ − 1, i′. Thus, it follows that
al−1β < al′−1β < tl′−1ǫl′−1 = tl−1ǫl′−1 < tl−1ǫl−1,
where l′ := i′ if l ≡ i′ (mod 2), and l′ := i′ − 1 otherwise. Therefore, we get
d(l − 1) = tl−1ǫl−1 − al−1β > 0. This proves that (i) and (ii) hold for every
l. 
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10. Wildness (II)
Thanks to Theorem 1.1 (ii), the former case of Theorem 1.1 (iii) is
reduced to the latter case. The latter case of Theorem 1.1 (iii) is divided
into the following three cases:
(w1) t0 ≥ 3, (t0, t1) 6= (3, 1) and i ≥ 3.
(w2) (t0, t1, i) = (3, 1, 3), (3, 1, 4).
(w3) t0 ≥ 3 and i = 2.
We show that the case (w3) is contained in Theorem 1.5 (ii). Let λ(y) =
y and µ(y, z) =
∑t1
j=1 α
1
jz
j . Then, we have
r2 = λ(f2)x2 − µ(f2, f1) = f2x2 −
t1∑
j=1
α1jx
j
1 = r
by (1.2). Hence, we get
f1f˜3 = η˜2
(
f2, r2f
−1
2
)
fa22 = η˜2
(
f2, rf
−1
2
)
fa22 =

f2 + t0∑
j=1
α0j
(
rf−12
)j−1 f t0−12
= f t02 +
t0∑
j=1
α0jr
j−1f t0−j2 = η2(f2, r) = f1f3.
Thus, it follows that f3 = f˜3. Therefore, we conclude that D2 = D˜2.
Since λ(y) = y does not belong to k, the wildness of exp hD2 follows from
Theorem 1.5 (ii).
This section is devoted to proving Theorem 1.1 (iii) in the case of (w1),
and Theorem 1.5 (ii). The case (w2) of Theorem 1.1 (iii) will be treated in
Section 11.
First, we prove Theorem 1.1 (iii) in the case of (w1). Take any h ∈
kerDi \ {0} and put φ = exphDi. By definition, we have Di = ∆(fi+1,fi).
Since i ≥ 3, we have
fi−1fi+1 = qi = ηi(fi, r) = η˜i(fi, r).
Hence, Di is obtained by the construction stated before Theorem 9.1 from
the data (g, s, ν(y)) = (fi+1, r, 1). Since kerDi = k[fi, fi+1] by Theorem 1.1
(i), h belongs to k[fi, fi+1] \ {0}. Therefore, it suffices to check (a) through
(e) by virtue of Theorem 9.1.
Since i ≥ 3, we have s = r = r˜. Hence, we get α = β, proving (c).
Since δi and δi+1 are linearly independent by Proposition 8.2 (ii), we get
(a). Since Di(r) = fifi+1 by Theorem 1.1 (i), we have
φ(r) = r + hfifi+1.
We show that degw r < degw hfifi+1. Since t0 ≥ 3 by assumption, degw r =
(1, 1, 1) is less than (t0, 0, t0) = t0δ2. By Proposition 8.1, we have t0δ2 =
δ1 + δ3. Since δ1 < δ2 in view of (8.1), we get δ1 + δ3 < δ2 + δ3. By
Proposition 8.2 (iv), we know that δj + δj+1 < δj+1 + δj+2 for each j ≥ 1.
Hence, it follows that δ2 + δ3 < δi + δi+1, since i ≥ 3. Since h 6= 0, we have
δi + δi+1 ≤ degw hfifi+1. Thus, we conclude that degw r < degw hfifi+1.
Therefore, we get α = degw φ(r) = degw hfifi+1.
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Since degw fi = δi and degw fi+1 = δi+1 are linearly independent, we
know that fwi and f
w
i+1 are algebraically independent over k. Hence, we
have k[fi, fi+1]
w = k[fwi , f
w
i+1] by the discussion before Lemma 1.1. Since h
belongs to k[fi, fi+1] \ {0}, it follows that degw h = v
′
1δi + v
′
2δi+1 for some
v′1, v
′
2 ∈ Z≥0. Thus, we get
α = degw hfifi+1 = (v
′
1 + 1)δi + (v
′
2 + 1)δi+1.
Because v = degy ν(y) = 0, we see that (b) holds for vj = v
′
j+1 for j = 1, 2.
Consequently, we have ǫi−1 = aiα− δi+1 by (9.1). Since ti+1ai = ai−1+ai+1
by (1.7) and α > δi+1, it follows that
ti−1ǫi−1 = ti+1(aiα−δi+1) = (ai−1+ai+1)α−ti+1δi+1 > ai−1α+(ai+1−ti+1)δi+1.
Since ai+1 > ti+1 by Lemma 3.1 (iii), the right-hand side of this inequality
is greater than ai−1α = ai−1β. Thus, we get d(i−1) = ti−1ǫi−1−ai−1β > 0,
proving (d) and (e). Therefore, (a) through (e) are fulfilled. This completes
the proof of Theorem 1.1 (iii) in the case of (w1).
Next, we prove Theorem 1.5 (ii). First, we consider the case where i = 2
and t0 ≥ 3. Let J be the set of j ≥ 1 such that uj := degy µj(y) is equal to
v := degy λ(y), and let c and cj be the leading coefficients of λ(y) and µj(y)
for each j ∈ J , respectively. Since µ(y, z) is an element of zk[y, z], and λ(y)
and µ(y, z) have no common factor by assumption, we see that
µ¯(y, z) := µ(y, z)− c−1λ(y)
∑
j∈J
cjz
j
belongs to zk[y, z], and λ(y) and µ¯(y, z) have no common factor. We show
that µ¯(y, z) = 0 if and only if λ(y) belongs to k× and µ(y, z) belongs to
zk[z]. If µ¯(y, z) = 0, then we have µ(y, z) = c−1λ(y)
∑
j∈J cjz
j. Since λ(y)
and µ(y, z) have no common factor, it follows that λ(y) belongs to k×, and
so µ(y, z) belongs to zk[z]. Conversely, if λ(y) belongs to k× and µ(y, z)
belongs to zk[z], then we have λ(y) = c and µ(y, z) =
∑
j∈J cjz
j . Hence, we
get µ¯(y, z) = 0.
Define τ ∈ J(k[x1];x2, x3) by
τ(x2) = x2 + c
−1
∑
j∈J
cjx
j
1 and τ(x3) = x3 + x
−1
1
(
θ(τ(x2))− θ(x2)
)
.
Then, we have τ(f1) = τ(x1) = x1 = f1,
τ(f2) = x1τ(x3)− θ(τ(x2)) = x1x3 − θ(x2) = f2
and
τ(r2) = λ(f2)τ(x2)− µ(f2, x1) = λ(f2)x2 − µ¯(f2, x1).
Hence, τ(f˜3) is equal to the polynomial obtained similarly to f˜3 from λ(y)
and µ¯(y, z) instead of λ(y) and µ(y, z). By the formula (2.1), we get
(10.1) D′ := ∆(τ(f˜3),f2) = ∆(τ(f˜3),τ(f2)) = τ ◦ D˜2 ◦ τ
−1,
since detJτ = 1.
Now, take any h ∈ ker D˜2 \ {0}. Assume that λ(y) belongs to k
× and
µ(y, z) belongs to zk[z] \ {0}. Then, we show that exphD˜2 is tame if and
only if h belongs to k[f˜3]. By assumption, it follows that λ(y) = c and
µ¯(y, z) = 0. Hence, we have τ(f˜3) = c
a2x3 by (1.8). Since f2 is a symmetric
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polynomial in x1 and x3 over k[x2], we may regard D
′ = ca2∆(x3,f2) as
ca2∆(x1,f2) = −c
a2D1 by interchanging x1 and x3. Put h
′ = τ(h). Then,
h′ belongs to kerD′ \ {0} by (10.1). Note that exphD˜2 is tame if and only
if exph′D′ is tame. By the discussion after Theorem 1.1, it follows that
exph′D′ is tame if and only if h′ belongs to k[x3] or t0 ≤ 2, and hence
if and only if h′ belongs to k[x3] by the assumption that t0 ≥ 3. Since
k[x3] = k[τ(f˜3)], we conclude that exphD˜2 is tame if and only if h belongs to
k[f˜3]. When this is the case, h
′D′ is triangular if x1 and x3 are interchanged.
Hence, hD˜2 is tamely triangularizable, proving the last part of Theorem 1.5
(ii).
Take any h ∈ ker D˜i \ {0}. To complete the proof of Theorem 1.5 (ii), it
suffices to prove that exphD˜i is wild in the following cases:
(1) i = 2, t0 ≥ 3 and µ¯(y, z) 6= 0.
(2) i ≥ 3, t0 ≥ 3 and (t0, t1) 6= (3, 1).
In the case of (1), we may replace µ(y, z) with µ¯(y, z) because of (10.1).
Therefore, we may assume that uj 6= v for each j ≥ 1, since uj 6= v if j does
not belong to J , and degy(µj(y)− c
−1cjλ(y)) < v otherwise.
By definition, we have D˜i = ∆(f˜i+1,fi), and
fi−1f˜i+1 = q˜i = η˜i(fi, r
′
i)λ(fi)
ai ,
where r′i := riλ(fi)
−1. Hence, D˜i is obtained by the construction stated be-
fore Theorem 9.1 from the data (g, s, ν(y)) = (f˜i+1, ri, λ(y)). Since ker D˜i =
k[fi, f˜i+1] by Theorem 1.5 (i), h belongs to k[fi, f˜i+1] \ {0}. Therefore, it
suffices to check (a) through (e) by virtue of Theorem 9.1.
Since µ(y, z) 6= 0 by assumption, J ′ := {j ≥ 1 | µj(y) 6= 0} is not empty.
Since δi−1 and δi are linearly independent by Proposition 8.2 (ii), we see
that degw µj(fi)f
j
i−1 = ujδi + jδi−1’s are different for different elements j’s
of J ′. Hence, we may find l1 ∈ J
′ such that
degw µ(fi, fi−1) = degw µl1(fi)f
l1
i−1 = ul1δi + l1δi−1.
By Proposition 8.2 (v), the second components of δi−1 and δi are zero, while
degw r˜ equals (0, 1, 0) if i = 2, and (1, 1, 1) if i ≥ 3. Because δi−1 and
δi are linearly independent, it follows that δi−1, δi and degw r˜ are linearly
independent. Hence, degw µ(fi, fi−1) is not equal to degw λ(fi)r˜ = vδi +
degw r˜. Thus, we know that
(10.2)
degw ri = degw
(
λ(fi)r˜ + µ(fi, fi−1)
)
= max{vδi + degw r˜, ul1δi + l1δi−1},
and so
degw r
′
i = degw ri − vδi ≥ degw r˜ > 0.
Since δi−1, δi and degw r˜ are linearly independent, and l1 ≥ 1, we see from
(10.2) that δi and degw ri are linearly independent. Therefore, δi and degw r
′
i
are linearly independent. In the case of (1), it follows that
degw η˜2(f2, r
′
2) = degw
(
f2 + θ(r
′
2)
)
= max{δ2, a2 degw r
′
2},
since degz θ(z) = t0 − 1 = a2. In the case of (2), we have tiδi 6= ai degw r
′
i.
Hence, we get
degw η˜i(fi, r
′
i) = degw ηi(fi, r
′
i) = max{tiδi, ai degw r
′
i}
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by applying Lemma 5.4 with f = fi and p = r
′
i. Set t˜2 = 1 in the case of
(1), and t˜i = ti in the case of (2). Then, we have
δ := degw f˜i+1 = degw η˜i(fi, r
′
i)λ(fi)
aif−1i−1
= max{t˜iδi, ai degw r
′
i}+ aivδi − δi−1
= max{(t˜i + aiv)δi, ai degw ri} − δi−1.
(10.3)
Now, let us prove (a). From (10.3) and (10.2), we see that δ and ri have
two possibilities. In the case where δ = ai degw ri − δi−1 and degw ri =
ul1δi + l1δi−1, we have
δ = aiul1δi + (ail1 − 1)δi−1.
Note that a2 = t0− 1 ≥ 2 in the case of (1), and ai ≥ 2 in the case of (2) by
Lemma 3.1 (ii). Hence, we have ail1−1 ≥ ai−1 ≥ 1. Thus, we know that δi
and δ are linearly independent, since so are δi and δi−1. In the other cases,
we can easily check that δi and δ are linearly independent because δi−1, δi
and degw r˜ are linearly independent. Therefore, we get (a).
Recall that uj 6= v for each j in the case of (1). Hence, we have (ul1 , v) 6=
(0, 0). From (10.2), we see that degw r2 > δ2. Since a2 ≥ 2, and δ1 = (1, 0, 0)
is less than δ2 = (1, 0, 1), it follows from (10.3) that
δ ≥ a2 degw r2 − δ1 ≥ degw r2 + (degw r2 − δ2) + (δ2 − δ1) > degw r2 > δ2.
Therefore, we get the second part of (b) for i = 2. Since D˜2(r2) = λ(f2)f˜3 by
Theorem 1.5 (i), we have φ(r2) = r2+hλ(f2)f˜3. By the preceding inequality,
we know that degw hλ(f2)f˜3 ≥ δ > degw r2. Hence, we get
α = degw φ(r2) = degw hλ(f2)f˜3 ≥ degw λ(f2)f˜3 = vδ2 + δ,
proving the first part of (b) for i = 2.
In the case of (2), it follows from (10.3) that
δ ≥ (ti + aiv)δi − δi−1 = (tiδi − δi−1) + aivδi = δi+1 + aivδi > aivδi,
since tiδi − δi−1 = δi+1 by Proposition 8.1. This proves the second part of
(e).
Since degw fi = δi and degw f˜i+1 = δ are linearly independent by (a),
we have k[fi, f˜i+1]
w = k[fwi , f˜
w
i+1]. Hence, we may write
degw h = v
′
1δi + v
′
2δ,
where v′1, v
′
2 ∈ Z≥0. In the case of (1), we have α = degw hλ(f2)f˜3 as
mentioned. Hence, we get
(10.4) α = degw hλ(f2)f˜3 = (v
′
1 + v)δ2 + (v
′
2 + 1)δ.
Consider the case of (2). Since D˜i(ri) = λ(fi)fif˜i+1 by Theorem 1.5 (i),
we have
φ(ri) = ri + hλ(fi)fif˜i+1.
We show that (v + 1)δi + δ is greater than degw ri. Then, it follows that
degw hλ(fi)fif˜i+1 ≥ (v + 1)δi + δ > degw ri.
Consequently, we obtain
(10.5) α = degw φ(ri) = degw hλ(fi)fif˜i+1 = (v
′
1 + v + 1)δi + (v
′
2 + 1)δ,
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and thereby proving that (b) for i ≥ 3 holds with v1 = v
′
1+1 and v2 = v
′
2+1.
First, assume that ai degw r
′
i < tiδi. Then, we have
degw ri = degw r
′
i + vδi <
(
ti
ai
+ v
)
δi < (1 + v)δi < (v + 1)δi + δ,
since ti < ai by Lemma 3.1 (iii). Hence, the assertion holds. Next, assume
that ai degw r
′
i ≥ tiδi. Since degw r
′
i and δi are linearly independent, it
follows that ai degw r
′
i > tiδi, and so ai degw ri > (ti + aiv)δi. Hence, we
know that δ = ai degw ri − δi−1 by (10.3). Thus, we have
(v + 1)δi + δ − degw ri = (v + 1)δi + (ai − 1) degw ri − δi−1
>
(
v + 1 + (ai − 1)
ti + aiv
ai
)
δi − δi−1
=
(
1 + aiv −
ti
ai
)
δi + tiδi − δi−1 > tiδi − δi−1 = δi+1 > 0.
Therefore, we get (v + 1)δi + δ > degw ri. This proves (10.5), and (b) for
i ≥ 3.
Recall that (b) implies (9.1). By (10.4) and (10.5), it follows that
ǫi−1 = aiα−δ and δi are linearly independent, since δ and δi are linearly inde-
pendent, and ai(v
′
2+1)−1 ≥ 1. Hence, degw µj(fi)φ(fi−1)
j = ujδi+ jǫi−1’s
are different for different elements j’s of J ′. Thus, we may find l2 ∈ J
′ such
that
γ := degw µ
(
fi, φ(fi−1)
)
= degw µl2(fi)φ(fi−1)
l2 = ul2δi + l2ǫi−1.
We show that γ > α. If α > δ, then we have
γ ≥ l2ǫi−1 ≥ ǫi−1 = aiα− δ > (ai − 1)α ≥ α.
In particular, we have γ > α in the case of (2), since α > δ by (10.5). Assume
that α ≤ δ in the case of (1). Then, we see from (10.4) that v′1 = v
′
2 = v = 0
and α = δ. Since ul2 6= v by assumption, it follows that ul2 > 0. Hence, we
get γ ≥ δ2 + ǫ1. Since α = δ and a2 ≥ 2, we have ǫ1 = a2α − δ ≥ α. Thus,
we conclude that γ > α. Therefore, degw µ
(
fi, φ(fi−1)
)
= γ is greater than
degw φ(ri) = α. On the other hand, we have
(10.6) φ(ri) = φ
(
λ(fi)r˜ − µ(fi, fi−1)
)
= λ(fi)φ(r˜)− µ
(
fi, φ(fi−1)
)
,
since φ(fi) = fi. This implies that degw λ(fi)φ(r˜) = degw µ
(
fi, φ(fi−1)
)
=
γ. Hence, we get
(10.7) β = degw φ(r˜) = γ − degw λ(fi) = (ul2 − v)δi + l2ǫi−1.
From this, we know that β ≥ ǫi−1− vδi. This proves the first part of (e). In
the case of (2), we have ai−1 ≥ 2 by Lemma 3.1 (ii), since i− 1 ≥ 2. Hence,
we get ai−1(ul2 − v)− 1 6= 0. Because
ai−1β − δi =
(
ai−1(ul2 − v)− 1
)
δi + ai−1l2ǫi−1
by (10.7), and δi and ǫi−1 are linearly independent as mentioned, it follows
that ai−1β − δi and ǫi−1 are linearly independent, proving the last part of
(e).
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In the case of (1), we have ul2 6= v. Since δ2 and ǫ1 are linearly indepen-
dent, we know by (10.7) that β and ǫ1 are linearly independent, proving (c)
for i = 2. In the case of (2), it follows from (10.7), (9.1) and (10.5) that
β − α ≥ (ǫi−1 − vδi)− α = (ai − 1)α− δ − vδi ≥ α− δ − vδi
≥
(
(v + 1)δi + δ
)
− δ − vδi = δi > 0.
This proves (c) for i ≥ 3.
Finally, we prove (d) by contradiction. Suppose that d(i−1) = 0. Then,
we have
ti−1ǫi−1 = ai−1β = ai−1
(
(ul2 − v)δi + l2ǫi−1
)
by (10.7). Since ǫi−1 and δi are linearly independent, it follows that ti−1 =
ai−1l2. Since i− 1 ≥ 2, this contradicts Lemma 3.1 (v), proving (d). Thus,
we have verified (a) through (e). Therefore, φ is wild in the case of (1) and
(2) by Theorem 9.1. This completes the proof of Theorem 1.5 (ii).
11. Exceptional case
The goal of this section is to complete the proof of Theorem 1.1 by
proving (a) of (i) in the case of (t0, t1, i) = (3, 1, 4), and (ii) in the case of
(w2). Assume that (t0, t1) = (3, 1). Then, we have b2 = t1b1 − b0 + ξ1 = 1,
b3 = t2b2− b1+ ξ2 = 2 and b4 = t3b3− b2+ ξ3 = 0, since b0 = b1 = 0. Hence,
we see from (6.9) that
(11.1)
f0f2 = q1 = r + f1
f1f3 = q2 = f
3
2 r
−1
(
r + θ0(f
−1
2 r)
)
= f32 + r
2 + α02f2r + α
0
1f
2
2
f2f4 = q3 = f3r
−1
(
r + f−13 r
2
)
= f3 + r
f3f5 = q4 = r + θ(f4)f4,
since θ(z) = z2 + α02z + α
0
1, θ0(z) = θ(z)z and θ1(z) = z. By (1.2), we have
r = x2f2 − x1. Hence, the second equality of (11.1) gives that
f1f3 = f
3
2 + (x2f2 − x1)
2 + α02(x2f2 − x1)f2 + α
0
1f
2
2
= x21 − x1(2x2 + α
0
2)f2 + (f2 + x
2
2 + α
0
2x2 + α
0
1)f
2
2 .
Since f1 = x1 and f2 + x
2
2 + α
0
2x2 + α
0
1 = f2 + θ(x2) = x1x3 by (1.2), it
follows that
(11.2) f3 = x1 − (2x2 + α
0
2)f2 + x3f
2
2 .
Thus, we know by the third equality of (11.1) that
f2f4 = r+f3 = (x2f2−x1)+(x1−(2x2+α
0
2)f2+x3f
2
2 ) = f2(x3f2−x2−α
0
2).
Therefore, we get
f4 = x3f2 − x2 − α
0
2.
With the notation of Chapter 6, define D˜ = D−θ. Then, we have
D˜(f2) = 0, since f2 = x1x3 − θ(x2) = f−θ. Hence, −f2D˜ belongs to
LNDk k[x]. Set σ˜ = exp(−f2D˜) and yi = σ˜(xi) for i = 1, 2, 3. Then,
we have
(11.3) y3 = x3 and y2 = x2 − f2x3 = −f4 − α
0
2,
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since D˜(x3) = 0, and D˜(x2) = x3 and D˜(f2) = 0. Since f2 is fixed under σ˜,
we see that f2 = x1x3− θ(x2) is equal to σ˜(f2) = y1x3− θ(x2− f2x3). From
this, we obtain
y1 = x1 +
(
θ(x2 − f2x3)− θ(x2)
)
x−13 .
Hence, we get
(11.4) y1 = x1 − θ
′(x2)f2 +
1
2
θ′′(x2)f
2
2x3 = f3,
since θ′(x2) = 2x2+α
0
2 and θ
′′(x2) = 2. Thus, we can define σ3 ∈ Aut(k[x]/k)
by
(11.5) σ3(x1) = y1 = f3, σ3(x2) = −y2 − α
0
2 = f4, σ3(x3) = y3 = x3.
Note that the sum of the two roots of θ(z) is equal to −α02. Hence, θ(z)
and θ(−z−α02) have exactly the same roots. Since θ(z) and θ(−z−α
0
2) are
monic polynomials, we conclude that θ(−z − α02) = θ(z). Thus, we have
σ3(f2) = y1y3 − θ(−y2 − α
0
2) = y1y3 − θ(y2) = σ˜(f2) = f2.
Therefore, σ3 belongs to Aut(k[x]/k[f2, x3]). Since x1x3 = f2 + θ(x2) by
(1.2), we know that
f3x3 = σ3(x1x3) = σ3(f2 + θ(x2)) = f2 + θ(f4).
Hence, it follows that
f3(x3f4 − 1− f5) = (f3x3)f4 − (f3 + r)− (f3f5 − r)
= (f2 + θ(f4))f4 − f2f4 − θ(f4)f4 = 0
by the last two equalities of (11.1). Therefore, we get f5 = x3f4 − 1.
Now, let us prove (a) of Theorem 1.1 (i) in the case of (t0, t1, i) = (3, 1, 4).
Since
(11.6) D4 = ∆(f5,f4) = ∆(x3f4−1,f4) = f4∆(x3,f4),
we see that D4 is not irreducible, and x3 belongs to kerD4. By (11.5), we
have σ−13 (x3) = x3, σ
−1
3 (f4) = x2 and σ
−1
3 (f5) = σ
−1
3 (x3f4 − 1) = x2x3 − 1.
Hence, we know that σ−13 (x3) = x3 does not belong to σ
−1
3 (k[f4, f5]) =
k[x2, x2x3−1]. Thus, x3 does not belong to k[f4, f5]. Therefore, we conclude
that kerD4 6= k[f4, f5]. This proves (a) of Theorem 1.1 (i) when (t0, t1, i) =
(3, 1, 4).
Next, we prove Theorem 1.1 (iii) in the case of (t0, t1, i) = (3, 1, 4). Take
any h ∈ kerD4 \{0}. We show that exphD4 = exphf4∆(x3,f4) is wild. Since
∆(x3,f4)(x1) = −
∂f4
∂x2
= 1− x3
∂f2
∂x2
= 1 + θ′(x2)x3
∆(x3,f4)(x2) =
∂f4
∂x1
= x3
∂f2
∂x1
= x23 and ∆(x3,f4)(x3) = 0,
we see that ∆(x3,f4) is triangular if x1 and x3 are interchanged. Since hf4
belongs to ker∆(x3,f4) \ k[x3], and ∂(∆(x3,f4)(x1))/∂x2 = θ
′′(x2)x3 = 2x3
is not divisible by ∆(x3,f4)(x2) = x
2
3, we conclude from Theorem 2.3 that
exphf4∆(x3,f4) is wild. Therefore, Theorem 1.1 (iii) is true when (t0, t1, i) =
(3, 1, 4).
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The rest of this section is devoted to proving Theorem 1.1 (iii) in the
case of (t0, t1, i) = (3, 1, 3). Take any h ∈ kerD3 \{0} and put φ = exphD3.
Since q3 = r+f3 by (11.1), we have D3(f2) = (∂q3/∂r)f3 = f3 by (6.5) with
j = 3. Hence, we get
φ(f2) = f2 + hf3.
First, we describe zi := φ(xi) for i = 1, 2, 3. By (11.3) and (11.4), we have
D3 = ∆(f4,f3) = ∆(−y2−α02,y1) = ∆(y1,y2).
Since x3 = y3, it follows that D3(x3) = ∆(y1,y2)(y3) = det Jσ˜.
Here, we remark that det J(expD) = 1 for any D ∈ LNDk k[x]. This
is verified as follows. Let R = k[t] be the polynomial ring in one variable
over k. Then, D naturally extends to an element D¯ of LNDRR[x]. Since
Ψ := exp tD¯ belongs to Aut(R[x]/R), we know that det JΨ belongs to R× =
k×. Put R0 = R/(t) and R1 = R/(t − 1), and define an automorphism of
Ri ⊗R R[x] = Ri[x] = k[x] over Ri = k by ψi = idRi ⊗Ψ for i = 0, 1. Then,
we have ψ0 = idk[x] and ψ1 = expD. Hence, the images of det JΨ in R0[x]
and R1[x] are det J(idk[x]) = 1 and detJ(expD), respectively. Since det JΨ
belongs to k×, it follows that det J(expD) = detJΨ = 1.
By the remark, we know that detJσ˜ = detJ(exp(−f2D˜)) = 1. Thus,
we conclude that D3(x3) = 1. Therefore, we get
z3 = x3 + h.
Since D3 = ∆(y1,y2) kills y1 and y2, we have φ(yi) = yi for i = 1, 2. Hence,
it follows from (11.3) that
y2 = φ(y2) = φ(x2 − f2x3) = z2 − φ(f2)z3.
Thus, we get
(11.7) z2 = y2 + φ(f2)z3 = y2 + (f2 + hy1)(x3 + h).
Since f2 = x1x3 − θ(x2) is equal to σ˜(f2) = y1x3 − θ(y2), we know that
φ(f2) = z1z3− θ(z2) is equal to φ(σ˜(f2)) = y1z3− θ(y2). Therefore, we have
(11.8)
z1 = y1 +
(
θ(z2)− θ(y2)
)
z−13
= y1 +
(
θ
(
y2 + φ(f2)z3
)
− θ(y2)
)
z−13
= y1 + (2y2 + α
0
2)φ(f2) + φ(f2)
2z3
= y1 + (2y2 + α
0
2)(f2 + hy1) + (f2 + hy1)
2(x3 + h).
We show that y2 is a W-test polynomial. Take any totally ordered
additive group Λ and v ∈ (Λ>0)
3. Then, fv2 is equal to x1x3 or −x
t0−1
2 or
x1x3 − x
t0−1
2 as mentioned before Proposition 9.2, since t0 = 3. Hence, we
have
yv2 = (x2 − f2x3)
v = −fv2 x3,
and is equal to −x1x
2
3 or x
t0−1
2 x3 or −(x1x3−x
t0−1
2 )x3. Thus, we know that
yv2 is not divisible by xi − g for any i ∈ {1, 2, 3} and g ∈ k[x \ {xi}] \ k,
and by xsii − cx
sj
j for any i, j ∈ {1, 2, 3} with i 6= j, si, sj ∈ N and c ∈ k
×.
Therefore, y2 is a W-test polynomial due to Proposition 1.4.
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Recall that Γ = Z3 has the lexicographic order with e1 < e2 < e3, and
w = (e1, e2, e3). Hence, we have f
w
2 = x1x3. By (11.4), (11.2) and (11.3),
it follows that
(11.9) yw1 = f
w
3 = (x3f
2
2 )
w = x21x
3
3 and y
w
2 = (−f2x3)
w = −x1x
2
3.
Hence, we get degw y1 > degw y2 > degw f2. In view of (11.7) and (11.8),
we see that
(11.10) zw1 = (h
2y21)
w(x3 + h)
w and zw2 = (hy1)
w(x3 + h)
w.
Thus, we have degw z1 > degw y1. Since φ(y2) = y2, it follows that
degw φ(x1) = degw z1 > degw y1 > degw y2 = degw φ(y2).
Therefore, if zwi and z
w
j are algebraically independent over k for some
i, j ∈ {1, 2, 3}, then we may conclude that φ is wild, because y2 is a W-
test polynomial.
Assume that h belongs to k×. Then, we have (x3 + h)
w = x3. Hence,
we get zw1 ≈ (y
w
1 )
2x3 and z
w
2 ≈ y
w
1 x3 by (11.10). Since y
w
1 and x3 are
algebraically independent over k by (11.9), it follows that zw1 and z
w
2 are
algebraically independent over k. Therefore, we conclude that φ is wild.
Assume that h does not belong to k×. Then, hw does not belong to k×.
Since max I = 4 > 3, we have kerD3 = k[f3, f4] by Theorem 1.1 (i). By
(11.3) and (11.4), we see that k[f3, f4] = k[y1, y2]. Because y
w
1 and y
w
2 are
algebraically independent over k by (11.9), we have k[y1, y2]
w = k[yw1 , y
w
2 ].
Thus, hw belongs to k[yw1 , y
w
2 ] \ k. This implies that degw h ≥ degw yi
for some i ∈ {1, 2}. Since degw y1 > degw y2 > degw x3, it follows that
(x3 + h)
w = hw. Therefore, we get zw1 = (h
3y21)
w and zw2 = (h
2y1)
w from
(11.10).
Assume that hw belongs to k[yw1 , y
w
2 ] \ k[y
w
1 ]. Then, h
w and yw1 are
algebraically independent over k, since so are yw1 and y
w
2 . This implies that
zw2 and z
w
3 are algebraically independent over k. Therefore, we conclude
that φ is wild.
In the rest of this section, we consider the case where hw belongs to
k[yw1 ] \ k. In this case, there exists l ∈ N such that h
w ≈ (yw1 )
l. Then, we
have
(11.11) zw1 ≈ (y
w
1 )
3l+2, zw2 ≈ (y
w
1 )
2l+1, zw3 ≈ (y
w
1 )
l, φ(f2)
w ≈ (yw1 )
l+1.
Put S = {y1, y2}. Then, we have deg
S
w h = degw h = l degw y1, since y
w
1
and yw2 are algebraically independent over k.
First, assume that l = 1. Then, we have degSw h = degw y1 < degw y
2
2.
Hence, we may write
h = a1,0y1 + a0,1y2 + a0,0,
where a1,0, a0,1, a0,0 ∈ k with a1,0 6= 0. We define φ
′ ∈ Aut(k[x]/k) by
φ′(x1) = a
2
1,0z1 + (z
3
3 − 2a1,0z2)z
2
3 , φ
′(x2) = a1,0z2 − z
3
3 , φ
′(x3) = z3.
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Then, φ−1 ◦ φ′ belongs to J(k[x3];x2, x1). Hence, φ is wild if and only if φ
′
is wild. Consider the polynomial
g := z23 − a1,0φ(f2) = (x3 + h)
2 − a1,0(f2 + hy1)
= h(2x3 + h− a1,0y1)− a1,0f2 + x
2
3
= h(2x3 + a0,1y2 + a0,0)− a1,0f2 + x
2
3.
Since degw h = degw y1 is greater than degw f2 and degw x
2
3, we see that
gw = (a0,1hy2)
w ≈ (y1y2)
w if a0,1 6= 0, and g
w = (2hx3)
w ≈ (y1x3)
w
otherwise. In either case, we have degw g > degw y1, and g
w and zw3 ≈ y
w
1
are algebraically independent over k. A direct computation shows that
φ′(x1) = a
2
1,0z1 +
(
z33 − 2a1,0
(
y2 + φ(f2)z3
))
z23
= a21,0z1 +
(
z43 − 2a1,0φ(f2)z
2
3 − 2a1,0y2z3
)
z3
= a21,0z1 +
(
g2 − a21,0φ(f2)
2 − 2a1,0y2z3
)
z3
= (g2 − 2a1,0y2z3)z3 + a
2
1,0
(
z1 − φ(f2)
2z3
)
= (g2 − 2a1,0y2z3)z3 + a
2
1,0
(
y1 + (2y2 + α
0
2)(f2 + hy1)
)
,
where we use (11.7) and (11.8) for the first and last equalities. Since
degw g
2z3 > 3 degw y1 > degw hy1y2, this gives that φ
′(x1)
w = (g2z3)
w.
By (11.7), we have
φ′(x2) = a1,0(y2+ φ(f2)z3)− z
3
3 = a1,0y2− (z
2
3 − a1,0φ(f2))z3 = a1,0y2− gz3.
Hence, we get φ′(x2)
w = (−gz3)
w. Thus, φ′(x1)
w, φ′(x2)
w and φ′(x3)
w =
zw3 are algebraically dependent over k, and are pairwise algebraically inde-
pendent over k, since gw and zw3 are algebraically independent over k. It is
easy to check that (g2z3)
w, (gz3)
w and zw3 do not belong to k[(gz3)
w, zw3 ],
k[(g2z3)
w, zw3 ] and k[(g
2z3)
w, (gz3)
w], respectively. Therefore, φ′ satisfies
the conditions (1) and (2) after Theorem 1.3. This proves that φ′ is wild,
thereby proving that φ is wild.
For the case of l ≥ 2, we need the following lemma.
Lemma 11.1. We have degw dz2 ∧ dz3 ≥ degw z2x3.
Proof. Since z2 = y2+φ(f2)z3, we may write dz2∧dz3 = dy2∧dz3+z3η,
where η := dφ(f2) ∧ dz3. We show that degw η ≥ degw hy1x3 below. Then,
it follows that
degw z3η ≥ degw degw hy1x3z3 > degw y2z3 ≥ degw dy2 ∧ dz3.
This implies that degw dz2 ∧ dz3 = degw z3η, and is at least
degw hy1x3z3 = (2l + 1) degw y1 + degw x3 = degw z2x3
by (11.11). Thus, the lemma is proved.
Now, we show that degw η ≥ degw hy1x3. Since φ(f2) = f2 + hy1 and
z3 = x3 + h, we have
η = d(f2 + hy1) ∧ dz3 = df2 ∧ dz3 + d(hy1) ∧ d(x3 + h) = η
′ + hdy1 ∧ dh,
where η′ := df2 ∧ dz3 + d(hy1) ∧ dx3. Since (hy1)
w ≈ (yw1 )
l+1 and x3 are
algebraically independent over k, we have
degw d(hy1) ∧ dx3 = degw hy1x3 > degw f2z3 ≥ degw df2 ∧ dz3.
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Hence, we get degw η
′ = degw hy1x3. If h belongs to k[y1], then we have
dy1 ∧ dh = 0, and so degw η = degw η
′ = degw hy1x3. Thus, the assertion
is true. Assume that h does not belong to k[y1]. Since h is an element of
kerD3 = k[y1, y2], we get
dy1 ∧ dh =
∂h
∂y2
dy1 ∧ dy2 and
∂h
∂y2
6= 0.
Since yw1 and y
w
2 are algebraically independent over k, we have degw dy1 ∧
dy2 = degw y1y2. Hence, it follows that
degw hdy1∧dh = degw h
∂h
∂y2
dy1∧dy2 ≥ degw hy1y2 > degw hy1x3 = degw η
′.
Since η = η′ + hdy1 ∧ dh, this implies that degw η = degw hdy1 ∧ dh, and is
greater than degw hy1x3. Therefore, the assertion is true. 
Now, assume that l = 2. Then, we have degSw h = degw h = degw y
2
1.
Since degw y
3
2 < degw y
2
1 < degw y
4
2 by (11.9), we may write
h = a2,0y
2
1 + a0,3y
3
2 + a1,1y1y2 + a0,2y
2
2 + a1,0y1 + a0,1y2 + a0,0,
where ai,j ’s are elements of k such that a2,0 6= 0. Define ψ ∈ Aut(k[x]/k) by
ψ(x1) = f := a2,0z1 + (a1,0z2 − z
3
3)z3
and ψ(xi) = zi for i = 2, 3. Then, φ
−1 ◦ ψ is elementary. Hence, φ is wild if
and only if ψ is wild. So we prove that ψ is wild.
In the notation above, we have the following lemma.
Lemma 11.2. (i) degw h
3x3 ≤ degw f < degw h
4.
(ii) fw and yw1 are algebraically independent over k.
Proof. Set h¯ = h− (a2,0y
2
1 + a1,0y1). Then, by (11.7), we have
g1 := a1,0z2 − h
2(h− a2,0y
2
1)
= a1,0
(
y2 + (f2 + hy1)(x3 + h)
)
− h2(h¯+ a1,0y1)
= a1,0
(
y2 + f2(x3 + h) + hy1x3
)
− h2h¯.
If h¯ 6= a0,0, then h¯
w is equal to one of (y32)
w, (y1y2)
w, (y22)
w and yw2 up to
nonzero constant multiples, since yw1 and y
w
2 are algebraically independent
over k. If this is the case, then we have degw h¯ > degw x3. Hence, we get
degw h
2h¯ > degw hy1x3. Thus, we know that g
w
1 ≈ (h
2h¯)w and degw g1 >
degw h
2x3. If h¯ = a0,0, then we have degw g1 ≤ degw h
2. Since z3 = x3 + h,
we have
(11.12)
g2 := a2,0(f2 + hy1)
2 + a1,0z2 − z
3
3
= a2,0(f
2
2 + 2f2hy1)− (x
3
3 + 3hx
2
3 + 3h
2x3) + g1.
From this, we see that (g2 − g1)
w ≈ (h2x3)
w. Therefore, we get
gw2 ≈ g
w
1 ≈ (h
2h¯)w if h¯ 6= a0,0, and g
w
2 = (g2−g1)
w ≈ (h2x3)
w otherwise.
In either case, we have degw h
2x3 ≤ degw g2 < degw h
3. If h¯ 6= a0,0, then
gw2 ≈ (h
2h¯)w is equal to one of (y41y
3
2)
w, (y51y2)
w, (y41y
2
2)
w and (y41y2)
w up to
nonzero constant multiples. Since yw1 and y
w
2 are algebraically independent
over k, we know that gw2 and y
w
1 algebraically independent over k. The same
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holds when h¯ = a0,0 since y
w
1 and x3 are algebraically independent over k.
Thus, it suffices to show that fw = (g2h)
w. By (11.8), we have
f = a2,0z1+g2z3−a2,0(f2+hy1)
2z3 = a2,0
(
y1+(2y2+α
0
2)(f2+hy1)
)
+g2z3.
Since degw h
2x3 ≤ degw g2, it follows that
degw(f − g2z3) = degw hy1y2 < degw h
3x3 ≤ degw g2h = degw g2z3.
Therefore, we get fw = (g2z3)
w = (g2h)
w. 
We prove that ψ admits no elementary reduction and no Shestakov-
Umirbaev reduction for the weight w. Then, it follows that ψ is wild due to
Theorem 1.3. By (11.11) with l = 2, we have zw2 ≈ (y
w
1 )
5 and zw3 ≈ (y
w
1 )
2.
Hence, fw and zwi are algebraically independent over k for i = 2, 3 in view
of Lemma 11.2 (ii). Thus, we know that k[f, zi]
w = k[fw, zwi ] for i = 2, 3.
Since zwi does not belong to k[z
w
j ] for (i, j) = (2, 3), (3, 2), we see that z
w
i
does not belong to k[fw, zwj ] for (i, j) = (2, 3), (3, 2). Therefore, ψ(xi)
w does
not belong to k[ψ(x1), ψ(xj)]
w for (i, j) = (2, 3), (3, 2). To conclude that ψ
admits no elementary reduction for the weight w, it suffices to check that
fw does not belong to k[z2, z3]
w.
Suppose to the contrary that fw belongs to k[z2, z3]
w. Then, there
exists g ∈ k[z2, z3] such that g
w = fw. By Lemma 11.2 (ii), fw cannot be
an element of k[yw1 ]. Hence, g
w does not belong to k[zw2 , z
w
3 ]. This implies
that degw g < deg
T
w g, where T := {z2, z3}. By (i) and (ii) of Lemma 2.2,
there exist p, q ∈ N with gcd(p, q) = 1 such that (zw2 )
p ≈ (zw3 )
q and
degw f = degw g ≥ q degw z3 + degw dz2 ∧ dz3 − degw z2 − degw z3.
Then, we have (p, q) = (2, 5). Since degw dz2∧dz3 ≥ degw z2x3 by Lemma 11.1,
the right-hand side of the preceding inequality is at least
5 degw z3 + degw z2x3 − degw z2 − degw z3 > 4 degw z3 = degw h
4.
Hence, we get degw f > degw h
4. This contradicts Lemma 11.2 (i). Thus,
fw does not belong to k[z2, z3]
w. Therefore, ψ admits no elementary reduc-
tion for the weight w.
Next, we check that ψ admits no Shestakov-Umirbaev reduction for the
weight w by means of Lemma 1.2. By Lemma 11.2 (i), we have degw f ≥
degw h
3x3 > 6 degw y1. Since degw z2 = 5degw y1 and degw z3 = 2degw y1,
it follows that degw ψ(x1) > degw ψ(x2) > degw ψ(x3). Clearly, 3 degw ψ(x2) =
15degw y1 is not equal to 4 degw ψ(x3) = 8degw y1. Since rankw = 3, we
know by Lemma 11.2 (ii) that degw f and degw y1 are linearly independent.
Hence, 2 degw ψ(x1) is not equal tom degw ψ(xi) for anym ∈ N and i = 2, 3.
Thus, we conclude from Lemma 1.2 that ψ admits no Shestakov-Umirbaev
reduction for the weight w. This proves that ψ is wild, and thereby proving
that φ is wild.
Finally, we prove that φ is wild when l ≥ 3 using Lemma 2.2. Define
ι ∈ Aut(k[x]/k[x2, x3]) by ι(x1) = −x1. First, we show that D
′ := ι−1 ◦
(fθDθ) ◦ ι is equal to −f2D˜. Since ι
−1(fθ) = −x1x3 + θ(x2) = −f2 and
Dθ(−x1) = θ
′(x2) = D˜(x1), we have
D′(x1) = ι
−1(fθ)ι
−1
(
Dθ(−x1)
)
= −f2θ
′(x2) = −f2D˜(x1).
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Since Dθ(x2) = D˜(x2) = x3, Dθ(x3) = D˜(x3) = 0 and ι(xi) = xi for i = 2, 3,
we have D′(xi) = ι
−1(fθ)ι
−1
(
Dθ(xi)
)
= −f2D˜(xi) for i = 2, 3. Hence, we
get D′ = −f2D˜. Thus, it follows that
ι−1 ◦ σθ ◦ ι = ι
−1 ◦ (exp fθDθ) ◦ ι = expD
′ = exp(−f2D˜) = σ˜.
Since φ = exphD3 fixes f3 = σ˜(x1), we know that φ
′ := ι ◦ φ ◦ ι−1 fixes
ι(σ˜(x1)) = σθ(ι(x1)) = −σθ(x1). Therefore, φ
′ belongs to Aut(k[x]/k[σθ(x1)]).
So we prove that φ′ is wild by means of Lemma 2.2. Then, it follows that φ
is wild.
Define γw0 , . . . , γ
w
3 as in Section 2 for φ
′. Thanks to Lemma 2.2, it suffices
to verify that
(11.13) γw0 < γ
w
1 , γ
w
2 > γ
w
3 , 2γ
w
1 > 3γ
w
2 +2γ
w
3 and γ
w
1 ≥ γ
w
2 +2γ
w
3 .
For i = 2, 3, we have φ′(xi) = ι(φ(xi)) = ι(zi). Since ι preserves thew-degree
of each element of k[x], it follows that degw φ
′(xi) = degw zi for i = 2, 3.
Since φ′(fθ) = ι(φ(−f2)) = −ι(φ(f2)), we have degw φ
′(fθ) = degw φ(f2)
similarly. Put γ = degw y1. Then, it follows from (11.11) that
(11.14) degw φ
′(x2) = (2l+1)γ, degw φ
′(x3) = lγ, degw φ
′(fθ) = (l+1)γ.
Since l ≥ 3 by assumption, 2l + 1 is not a multiple of l. Hence, we know
that φ′(x2)
w does not belong to k[φ′(x3)]
w. By the definition of γw2 , this
implies that γw2 = degw φ
′(x2). Hence, γ
w
2 is greater than γ
w
3 = degw φ
′(x3)
by (11.14). This proves the second part of (11.13). Since l + 1 is not a
multiple of l, we know that φ′(fθ)
w does not belong to k[φ′(x3)]
w. By the
definition of γw0 , this implies that γ
w
0 = degw φ
′(fθ). Hence, γ
w
0 is less
than γw2 = degw φ
′(x2) by (11.14). By the definition of γ
w
1 , we may write
γw1 = η(θ;φ
′(x3), φ
′(x2)) in the notation of Lemma 2.3. Note that
θ(φ′(x2)) + ρ
(
φ′(x2), φ
′(x3)
)
φ′(x3) = ι
(
θ(z2) + ρ(z2, z3)z3
)
for any ρ(y, z) ∈ k[y, z]. Since ι preserves the w-degree, it follows that
γw1 = η(θ;φ
′(x3), φ
′(x2)) = η(θ; z3, z2).
By (11.11), we see that (1) and (2) before Lemma 2.3 are fulfilled for
f = z3 and g = z2. Clearly, (3) is satisfied. Moreover, the condition (i)
of Lemma 2.3 is satisfied, because degz θ(z) = 2, degw dz3 ∧ dz2 > degw z2
by Lemma 11.1, (2l + 1) degw z3 = l degw z2 by (11.11), and l ≥ 3 by as-
sumption. Thus, we conclude that γw1 = η(θ; z3, z2) is greater than
degw z3 +
3
2
degw z2 and 2degw z3 + degw z2.
Since degw zi = degw φ
′(xi) = γ
w
i for i = 2, 3, this implies the last two
parts of (11.13). Since γw0 < γ
w
2 as mentioned, it follows that γ
w
0 < γ
w
1 .
Therefore, we get the four inequalities of (11.13). This proves that φ′ is
wild, and thereby proving that φ is wild.
This completes the proof of Theorem 1.1 (iii) in the case of (w2), and
thus completing the proof of Theorem 1.1.
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12. Plinth ideals (I)
The goal of this section is to prove Theorem 1.3. First, we remark that
plσ ◦D ◦ σ−1 = σ(plD)
for each σ ∈ Aut(k[x]/k) and D ∈ Derk k[x], since
kerσ ◦D ◦ σ−1 = σ(kerD) and (σ ◦D ◦ σ−1)(k[x]) = σ(D(k[x])).
By definition, we have
rankσ ◦D ◦ σ−1 = rankD.
Lemma 12.1. For D ∈ LNDk k[x], the following conditions are equivalent:
(1) plD = kerD.
(2) D(s) = 1 for some s ∈ k[x].
(3) D is irreducible and rankD = 1.
Proof. By the definition of plD, we see that (1) and (2) are equivalent.
Since D(s) = 1 belongs to no proper ideal of k[x], (2) implies that D is
irreducible. Recall that, if D(s) = 1 for D ∈ LNDk k[x] and s ∈ k[x], then
we have k[x] = (kerD)[s] (cf. [6, Proposition 1.3.21]). By Miyanishi [21], we
have kerD = k[f, g] for some f, g ∈ k[x] for any D ∈ LNDk k[x]\{0}. Hence,
(2) implies that k[f, g, s] = k[x] for some f, g ∈ k[x], and so implies that
rankD = 1. Thus, (2) implies (3). If rankD = 1 forD ∈ LNDk k[x], then we
have σ ◦D ◦σ−1 = f∂/∂x1 for some σ ∈ Aut(k[x]/k) and f ∈ k[x2, x3]\{0}.
If furthermore D is irreducible, then f belongs to k×. When this is the case,
s := f−1σ(x1) belongs to k[x], and satisfies D(s) = 1. Thus, (3) implies (2).
Therefore, (1), (2) and (3) are equivalent. 
We begin with the proof of (i) and (ii) of Theorem 1.3. If t0 = 1, then
we have I = {1}. From (1.4), we see that rankD1 = 1 and
plD1 = x1k[x] ∩ k[x1, x3] = x1k[x1, x3] = x1 kerD1,
proving the first part of (i). Hence, we get rankD′1 = 1 and plD
′
1 = x1 kerD
′
1
if t1 = 1. If furthermore t0 = 2, then we have D2 = τ2 ◦ D
′
1 ◦ τ
−1
2 by
Theorem 1.1 (ii). Thus, it follows that rankD2 = 1 and
plD2 = τ2(plD
′
1) = τ2(x1 kerD
′
1) = f2 kerD2,
proving the second part of (i). If (t0, i) = (2, 1) or i = 0, then we have
Di(x3) = 1. Hence, we get plDi = kerDi and rankDi = 1 by Lemma 12.1.
By the last part of Theorem 1.1 (ii), the same holds for every i ≥ 1 if
t0 = t1 = 2, proving (ii).
To analyze the detailed structure of plinth ideals, the following lemma is
useful. For an irreducible element p of k[x], we consider the p-adic valuation
vp of k(x), i.e., the map vp : k(x) → Z ∪ {∞} defined by vp(f) = m for
each f ∈ k(x) \ {0} and vp(0) = ∞, where m ∈ Z is such that f = p
mg/h
for some g, h ∈ k[x] \ pk[x]. Now, take D ∈ LNDk k[x] and s ∈ k[x] such
that D(s) 6= 0 and D2(s) = 0. Then, D(s) belongs to plD. Since plD is a
nonzero principal ideal of kerD, and D(s) 6= 0 by assumption, we may find
a factor q of D(s) (may be an element of k×) such that plD = q kerD. Let
p ∈ k[x] be any factor of D(s) which is an irreducible element of k[x]. Then,
p belongs to kerD by the factorially closedness of kerD in k[x]. Note that
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i := vp(q) is the maximal number such that p
−iq belongs to k[x]. Since p−iq
belongs to kerD, we see that i is equal to the maximal number such that q
belongs to pi kerD. Thus, we know that
i = vp(q) = max{i ≥ 0 | plD is contained in p
i kerD}.
We define
j = max{j ≥ 0 | (s + kerD) ∩ pjk[x] 6= ∅}.
In the notation above, we have the following lemma.
Lemma 12.2. It holds that i + j = vp(D(s)). Hence, plD is contained in
p kerD if (s+ kerD) ∩ pk[x] = ∅.
Proof. Put l = vp(D(s))− vp(q). We show that
S1 := (s + kerD) ∩ p
lk[x] 6= ∅ and S2 := (s + kerD) ∩ p
l+1k[x] = ∅.
Then, it follows that l = j. Hence, we get i+j = vp(q)+ l = vp(D(s)). Since
q kerD = plD, we have q = D(t) for some t ∈ k[x]. Since D(s) belongs to
plD, there exists h1 ∈ kerD such that D(s) = qh1 = D(t)h1. Then, it
follows that D(s − th1) = 0. Hence, h2 := s − th1 belongs to kerD. Thus,
th1 = s− h2 belongs to s+ kerD. Since h1 = D(s)q
−1, we have
vp(th1) = vp
(
tD(s)q−1
)
≥ vp(D(s))− vp(q) = l.
Hence, th1 belongs to p
lk[x]. Thus, th1 belongs to S1. Therefore, S1 is not
empty. Next, suppose to the contrary that S2 is not empty. Then, we have
s + h = pl+1u for some h ∈ kerD and u ∈ k[x]. Since D(h) = D(p) = 0, it
follows that D(u) = D(s)p−l−1. Hence, we get
vp(D(u)) = vp(D(s)p
−l−1) = vp(D(s))− l − 1 = vp(q)− 1.
On the other hand, D(u) belongs to plD, since D2(u) = D2(s)p−l−1 = 0.
Hence, we have D(u) = qh′ for some h′ ∈ kerD. Thus, we get vp(D(u)) ≥
vp(q), a contradiction. Therefore, S2 is empty.
To prove the last part, assume that (s + kerD) ∩ pk[x] = ∅. Then, we
have j = 0. Since vp(D(s)) = i+ j, it follows that i = vp(D(s)). Because p
is a factor of D(s), we have vp(D(s)) ≥ 1. Thus, we get i ≥ 1. Therefore,
plD is contained in p kerD. 
We remark that the former case of Theorem 1.3 (iii) is reduced to the
latter case thanks to Theorem 1.1 (ii). In fact, since t0 = 2, we have D2 =
τ2 ◦D
′
1 ◦ τ
−1
2 by Theorem 1.1 (ii). Since t1 ≥ 3, it follows that rankD2 =
rankD′1 = 2 by the latter case of Theorem 1.3 (iii). Since τ2(f
′
1) = f2 by
Lemma 2.1 (i), the latter case of Theorem 1.3 (iii) implies that
plD2 = τ2(plD
′
1) = τ2(f
′
1 kerD
′
1) = τ2(f
′
1)τ2(kerD
′
1) = f2 kerD2.
Similarly, the former case of Theorem 1.3 (iv) is reduced to the latter case.
Now, we prove Theorem 1.3 (iii). By the remark, we may assume that
t0 ≥ 3 and i = 1. Note that D1(x2) = x1 and D
2
1(x2) = 0. Hence, we have
plD1 = (q) for some factor q of x1 by the discussion before Lemma 12.2.
We prove that q ≈ x1. Then, it follows that plD1 = (x1) = (f1). Since
D1 is irreducible when t0 ≥ 3 by (b) of Theorem 1.1 (i), this implies that
rankD1 ≥ 2 because of Lemma 12.1. Since D1(x1) = 0, we have rankD1 ≤
2. Hence, we get rankD1 = 2. Thus, the proof is completed. Now, suppose
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to the contrary that q 6≈ x1. Then, q must be an element of k
×. Hence,
we have plD1 = kerD1, and is not contained in x1 kerD1. Since x1 is an
irreducible factor of D1(x2), it follows that (x2 + kerD1) ∩ x1k[x] 6= ∅ by
the last part of Lemma 12.2. Take g1 ∈ kerD1 and g2 ∈ k[x] such that
x2 + g1 = x1g2. Since kerD1 = k[x1, f2] by Theorem 1.1 (i), we may write
g1 = ν(x1, f2), where ν(y, z) ∈ k[y, z]. Then, we have x2 = −ν(x1, f2)+x1g2.
Substituting zero for x1, we get x2 = −ν
(
0,−θ(x2)
)
. Hence, ν(0, z) does
not belong to k. Thus, we know that
1 = degx2 x2 = (degz ν(0, z)) degx2 θ(x2) ≥ degx2 θ(x2) = t0 − 1 ≥ 2,
a contradiction. This proves that q ≈ x1, and thereby completing the proof
of (iii).
To prove (iv), we need the following result.
Lemma 12.3. Assume that D ∈ LNDk k[x] \ {0} is irreducible. If D(p) =
0 for a coordinate p of k[x] over k, then we have D(k[x]) ∩ k[p] 6= {0}.
Consequently, we have plD = (q) for some q ∈ k[p] \ {0}.
Proof. Without loss of generality, we may assume that p = x1. Then,
D extends to a locally nilpotent derivation D˜ of R := k(x1)[x2, x3] over
k(x1). We show that D˜ is irreducible by contradiction. Suppose to the
contrary that D˜ is not irreducible. Then, we may find q ∈ R \ k(x1) such
that D˜(R) is contained in qR. Multiplying by an element of k(x1)
×, we may
assume that q belongs to k[x] \ k[x1], and is not divisible by any element of
k[x1] \ k. Then, qh does not belong to k[x] for any h ∈ R \ k[x]. Hence,
qR ∩ k[x] is contained in qk[x]. Since D(k[x]) = D˜(k[x]) is contained in
qR ∩ k[x], it follows that D(k[x]) is contained in qk[x]. This contradicts
that D is irreducible. Therefore, D˜ is irreducible.
Now, by Theorem 2, there exist τ ∈ Aut(R/k(x1)) and f ∈ k(x1)[x2]\{0}
such that D′ := τ−1 ◦ D˜ ◦ τ = f∂/∂x3. Since D˜ is irreducible, so is D
′.
Hence, f belongs to k(x1)
×. Take g ∈ k(x1)
× such that fg and s := τ(x3)g
belong to k[x]. Then, fg belongs to k[x1] \ {0}. Since τ
−1(s) = x3g and
D′(x3g) = fg, it follows that
D(s) = τ
(
D′(τ−1(s))
)
= τ
(
D′(x3g)
)
= τ(fg) = fg.
Thus, D(s) belongs to k[x1] \ {0}. Therefore, we get D(k[x]) ∩ k[x1] 6= {0}.
Since D 6= 0 by assumption, we have plD = (q) for some q ∈ k[x] \ {0}.
Take any h ∈ D(k[x]) ∩ k[x1] \ {0}. Then, h belongs to plD. Hence, q is a
factor of h. Since k[x1] is factorially closed in k[x], it follows that q belongs
to k[x1] \ {0}. 
Using Lemma 12.3, we get the following proposition.
Proposition 12.4. Let D ∈ LNDk k[x] \ {0} and p1, p2, q ∈ k[x] be such
that plD = (q), and p1 and p2 are factors of q. If D is irreducible, and p1
and p2 are algebraically independent over k, then we have rankD = 3.
Proof. Suppose to the contrary that rankD ≤ 2. Then, we have
D(p) = 0 for some coordinate p of k[x] over k. Since D is irreducible by as-
sumption, it follows that plD = (q′) for some q′ ∈ k[p]\{0} by Lemma 12.3.
Then, we have q ≈ q′. Hence, q belongs to k[p]\{0}. Since k[p] is factorially
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closed in k[x], we know that p1 and p2 belong to k[p]. Thus, p1 and p2
are algebraically dependent over k, a contradiction. Therefore, we conclude
that rankD = 3. 
Let D ∈ LNDk k[x] \ {0} and q ∈ k[x] be such that D is irreducible and
plD = (q), and let K be the subfield of k(x) generated over k by all the
factors of q. Then, we have trans.degkK ≤ 2, since every factor of q belongs
to kerD, and trans.degk kerD = 2. By Lemma 12.1, we have trans.degkK =
0 if and only if rankD = 1. Hence, we know by Proposition 12.4 that
trans.degkK = 1 if rankD = 2. We do not know whether rankD = 2
whenever trans.degkK = 1.
Now, let us prove Theorem 1.3 (iv). Without loss of generality, we may
assume that t0 ≥ 3, (t0, t1) 6= (3, 1) and i ≥ 2 as remarked. Since I = N,
we see that i belongs to I, and is not the maximum of I. Hence, Di is
irreducible, kerDi = k[fi, fi+1] and Di(r) = fifi+1 by Theorem 1.1 (i).
Since D2i (r) = 0, we have plDi = (q) for some factor q of Di(r) = fifi+1
by the discussion before Lemma 12.2. We show that q ≈ fifi+1. Since fi
and fi+1 are irreducible elements of k[x] with fi 6≈ fi+1 by Lemma 4.1, it
suffices to verify that vfl(q) = 1 for l = i, i + 1. Suppose to the contrary
that vfl(q) = 0 for some l ∈ {i, i+ 1}. Then, plDi = (q) is not contained in
fl kerDi. Hence, (r + kerDi) ∩ flk[x] is not empty due to the last part of
Lemma 12.2. Since kerDi = k[fi, fi+1], it follows that (r+k[fj])∩flk[x] 6= ∅,
where j ∈ {i, i + 1} with j 6= l. By the last part of Lemma 6.2, this implies
that aj < 2. However, since t0 ≥ 3, (t0, t1) 6= (3, 1) and j ≥ i ≥ 2, we have
aj ≥ 2 by Lemma 3.1 (ii), a contradiction. This proves that q ≈ fifi+1.
Therefore, we get plDi = (fifi+1). Since fi and fi+1 are algebraically
independent over k, it follows that rankDi = 3 by Proposition 12.4. This
completes the proof of (iv).
Finally, we prove Theorem 1.3 (v). Assume that (t0, t1) = (3, 1). Then,
we can define σ3 ∈ Aut(k[x]/k) as in (11.5). Since f2 = σ3(f2), f3 =
σ3(x1) = σ3(f1) and f4 = σ3(x2) = σ3(f0), we have
D2 = −∆(f2,f3) = −∆(σ3(f2),σ3(f1)) = −(detJσ3)(σ3 ◦D1 ◦ σ
−1
3 )
D3 = −∆(f3,f4) = −∆(σ3(f1),σ3(f0)) = −(detJσ3)(σ3 ◦D0 ◦ σ
−1
3 )
by the formula (2.1). Since t0 = 3, we have plD1 = f1 kerD1 and rankD1 =
2 by Theorem 1.3 (iii). Hence, it follows that
plD2 = σ3(f1 kerD1) = σ3(f1)σ3(kerD1) = f3 kerD2
and rankD2 = 2. Since plD0 = kerD0 and rankD0 = 1, we get plD3 =
kerD3 and rankD3 = 1 similarly. Recall that D4 = f4∆(x3,f4) by (11.6).
Since x3 = σ3(x3) and f4 = σ3(x2), we have
∆ := ∆(x3,f4) = ∆(σ3(x3),σ3(x2)) = (det Jσ3)
(
σ3 ◦∆(x3,x2) ◦ σ
−1
3
)
.
Since ∆(x3,x2) = −∂/∂x1, it follows that pl∆ = ker∆ and rank∆ = 1.
Therefore, we conclude that plD4 = f4 kerD4 and rankD4 = 1. This com-
pletes the proof of (v), and thus completing the proof of Theorem 1.3.
13. PLINTH IDEALS (II) 151
13. Plinth ideals (II)
In this section, we prove Theorem 1.6. Assume that t0 ≥ 3 and i = 2, or
t0 ≥ 3, (t0, t1) 6= (3, 1) and i ≥ 3. By Theorem 1.5 (i), D˜i is irreducible and
locally nilpotent, and satisfies ker D˜i = k[fi, f˜i+1]. Hence, fi and f˜i+1 are
irreducible elements of k[x] by Lemma 4.1. From (1.9), we see that f˜i+1 is a
factor of D˜i(ri). If i ≥ 3, then fi is also a factor of D˜i(ri). Since D˜
2
i (ri) = 0,
we have pl D˜i = (g˜i) for some factor g˜i of D˜i(ri) by the discussion before
Lemma 12.2.
We note that ai ≥ 2 under the assumption above. Actually, we have
a2 = t0 − 1 ≥ 2 if i = 2, and ai ≥ 2 if i ≥ 3 by Lemma 3.1 (ii).
Lemma 13.1. f˜i+1 is a factor of g˜i. Hence, we have rank D˜i ≥ 2. If g˜i and
D˜i(ri)f˜
−1
i+1 have a non-constant common factor, then we have rank D˜i = 3.
Proof. Suppose to the contrary that f˜i+1 is not a factor of g˜i. Then,
pl D˜i is not contained in f˜i+1 ker D˜i. By the last part of Lemma 12.2, it
follows that (ri + ker D˜i) ∩ f˜i+1k[x] 6= ∅. Since ker D˜i = k[fi, f˜i+1], this
implies that
S := (ri + k[fi]) ∩ f˜i+1k[x] 6= ∅.
Note that S is contained in P˜ := k[fi, ri]∩f˜i+1k[x]. Since ker D˜i = k[fi, f˜i+1]
and D˜i(ri) 6= 0, we know by Lemma 4.2 (iii) that P˜ is a principal prime ideal
of k[fi, ri]. As mentioned, q˜i is an irreducible element of k[fi, ri] by (7.1).
Since q˜i = fi−1f˜i+1 belongs to f˜i+1k[x], we conclude that P˜ is generated by
q˜i. Because S is contained in P˜ , this implies that degri q˜i ≤ 1. On the other
hand, we see from (7.1) that
degri q˜i = degz h˜i(y, z) = degz η˜i(y, z) = ai ≥ 2,
a contradiction. Therefore, f˜i+1 is a factor of g˜i. In particular, we get
pl D˜i 6= ker D˜i. Since D˜i is irreducible, this implies that rank D˜i ≥ 2 by
Lemma 12.1.
Assume that g˜i and D˜i(ri)f˜
−1
i+1 have a common factor p ∈ k[x] \ k.
Since D˜i(ri)f˜
−1
i+1 belongs to k[fi], and k[fi] is factorially closed in k[x] by
Lemma 4.1, it follows that p belongs to k[fi] \ k. Because fi and f˜i+1 are
algebraically independent over k, we know that p and f˜i+1 are algebraically
independent over k. Therefore, we get rank D˜i = 3 by Proposition 12.4. 
Now, we prove Theorem 1.6 (ii). Assume that i = 2 and c := λ(y)
belongs to k×. Then, we have D˜2(ri) = cf˜3. Since g˜2 is a factor of D˜2(ri),
and is divisible by f˜3 by Lemma 13.1, it follows that g˜2 ≈ f˜3. Hence,
we get pl D˜2 = (f˜3). This implies that pl D˜2 6= ker D˜2. Hence, we have
rank D˜2 ≥ 2 by Lemma 12.1. We show that f˜3 is a coordinate of k[x]
over k. Then, it follows that rank D˜2 = 2, and the proof is completed. Put
g = c−1µ(f2, x1)x
−1
1 . Then, g belongs to k[x1, f2], since µ(y, z) is an element
of zk[y, z]. Let D¯ be the triangular derivation of k[x] defined by D¯(x1) = 0,
D¯(x2) = x1 and D¯(x3) = θ
′(x2). Then, we have D¯(f2) = 0, and so D¯(g) = 0.
Hence, −gD¯ belongs to LNDk k[x]. Define σ¯ = exp(−gD¯). Then, we have
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σ¯(x1) = x1 and
σ¯(x2) = x2 − gx1 = x2 − c
−1µ(f2, x1) = c
−1r2.
Since f2 = x1x3 − θ(x2) is equal to σ¯(f2) = x1σ¯(x3) − θ(c
−1r2), we know
that
σ¯(x3) = x3+
(
θ(c−1r2)−θ(x2)
)
x−11 =
(
x1x3−θ(x2)−θ(c
−1r2)
)
x−11 = c
−a2 f˜3.
Therefore, f˜3 is a coordinate of k[x] over k. This proves Theorem 1.6 (ii).
Lemma 13.2. Assume that i ≥ 3. If λ(0) 6= 0, then fi is a factor of g˜i.
Proof. Suppose to the contrary that fi is not a factor of g˜i. Then, pl D˜i
is not contained in fi ker D˜i. Set pi = fik[x]. Then, we know by the last part
of Lemma 12.2 that (ri+ker D˜i)∩pi is not empty. Since ker D˜i = k[fi, f˜i+1],
it follows that (ri + k[f˜i+1]) ∩ pi is not empty. Take ψ(z) ∈ k[z] such that
ri − ψ(f˜i+1) belongs to pi. Then, we have
(13.1) λ(0)r − µ(0, fi−1)− ψ(f˜i+1) ≡ ri − ψ(f˜i+1) ≡ 0 (mod pi).
Note that (λ(0)r + k[fi−1]) ∩ pi = ∅ by the last part of Lemma 6.2, since
λ(0) 6= 0 by assumption, and ai ≥ 2. Hence, we see from (13.1) that ψ(z)
does not belong to k. Define ψ1(z), ψ2(z) ∈ k[z, z
−1] by
ψ1(z) = ψ(z)
aiz−1 and ψ2(z) = λ(0)
−1
(
µ(0, ψ1(z)) + ψ(z)
)
.
We show that ηi−1(ψ1(z), ψ2(z)) = 0. Since k[f˜i+1]∩pi = {0} by Lemma 4.2
(i), the image of f˜i+1 in k[x]/pi is transcendental over k. Hence, it suffices
to verify that
h := ηi−1(ψ1(f˜i+1), ψ2(f˜i+1))
belongs to pik[x]pi . By (7.5), we know that fi−1f˜i+1 = q˜i is congruent to
raii modulo pi. Since ri ≡ ψ(f˜i+1) (mod pi) by the choice of ψ(z), it follows
that fi−1f˜i+1 ≡ ψ(f˜i+1)
ai (mod pi). Hence, ψ1(f˜i+1) = ψ(f˜i+1)
ai f˜−1i+1 is
congruent to fi−1 modulo pik[x]pi . This implies that
ψ2(f˜i+1) ≡ λ(0)
−1
(
µ(0, fi−1) + ψ(f˜i+1)
)
≡ r (mod pik[x]pi)
by (13.1). Thus, h is congruent to ηi−1(fi−1, r) = fi−2fi modulo pik[x]pi ,
and therefore belongs to pik[x]pi . This proves that ηi−1(ψ1(z), ψ2(z)) = 0.
Put lj = degz ψj(z) for j = 1, 2. Then, we claim that
(13.2) ti−1l1 = ai−1l2.
In fact, if ti−1l1 6= ai−1l2, then it follows from Lemma 5.4 that
degz ηi−1(ψ1(z), ψ2(z)) = max{ti−1l1, ai−1l2} > −∞,
a contradiction. Since ψ(z) does not belong to k as mentioned, we have
l := degz ψ(z) ≥ 1. Since ai ≥ 2, it follows that
(13.3) l1 = degz ψ1(z) = ψ(z)
aiz−1 = ail − 1 ≥ 1.
Put m = degz µ(0, z). Then, we have
(13.4) l2 = degz ψ2(z) = degz
(
µ(0, ψ1(z)) + ψ(z)
)
≤ max{l1m, l},
in which the equality holds when l1m 6= l.
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First, assume that µ(0, z) = 0. Then, we have ψ2(z) ≈ ψ(z), and so
l2 = l. Hence, it follows from (13.3) and (1.7) that
ti−1l1 − ai−1l2 = ti−1(ail − 1)− ai−1l = (ti−1ai − ai−1)l − ti−1 = ai+1l − ti−1.
Since l ≥ 1, and ai+1 > ti+1 by Lemma 3.1 (iii), we know that ai+1l− ti−1 >
0. Thus, we get a contradiction to (13.2).
Next, assume that µ(0, z) 6= 0. Then, µ(0, z) belongs to zk[z]\{0}, since
µ(y, z) is an element of zk[y, z]. Hence, we have m = degz µ(0, z) ≥ 1.
Assume that i = 3. If l2 = l1m, then we have t2l1 = a2l2 = a2l1m by
(13.2). Hence, we get m = t2/a2 = t0/(t0 − 1). Since t0 ≥ 3, it follows that
m is not an integer, a contradiction.
Assume that l2 6= l1m. Then, we have l1m ≤ l in view of (13.4) and the
note following it. By (13.3), it follows that
l ≥ l1m = (a3l − 1)m =
(
(a3 − 1)l + (l − 1)
)
m.
Since a3 ≥ 2, l ≥ 1 and m ≥ 1, this implies that l = m = l1 = 1 and a3 = 2.
Since l1m ≤ l, we have l2 ≤ l by (13.4), and so l2 ≤ 1. By the assumption
that l2 6= l1m, it follows that l2 ≤ 0. Hence, we get 3 ≤ t2 = t2l1 = a2l2 ≤ 0
by (13.2), a contradiction.
Finally, assume that i ≥ 4. Then, we have ai ≥ 3 by (i) and (ii) of
Lemma 3.1. Since l ≥ 1, it follows that l1 = ail−1 > l by (13.3). Hence, we
get l1m > l. This implies that l2 = l1m by (13.4) and the note following it.
Since i−1 ≥ 3, we have ti−1 < ai−1 by Lemma 3.1 (iii). Thus, we know that
ti−1l1 < ai−1l1 ≤ ai−1l1m = ai−1l2, a contradiction to (13.2). Therefore, fi
is a factor of g˜i. 
If i ≥ 3, then fi is a factor of D˜i(ri), and hence a factor of D˜i(ri)f˜
−1
i+1.
By Lemma 13.2, it follows that fi is a common factor of g˜i and D˜i(ri)f˜
−1
i+1 if
i ≥ 3 and λ(0) 6= 0. If this is the case, then we have rank D˜i = 3 due to the
last part of Lemma 13.1. This proves Theorem 1.6 (i) when λ(0) 6= 0. To
complete the proof of Theorem 1.6, we have only to prove (i) when λ(0) = 0,
and (iii). Therefore, we assume that λ(y) is not an element of k in what
follows.
Let α ∈ k¯ be a root of λ(y), and λα(y) the minimal polynomial of α over
k. We define m ∈N to be the maximal number such that λα(y)
m is a factor
of λ(y) if i = 2, and of yλ(y) if i ≥ 3. Then, we have the following lemma.
Lemma 13.3. If ai ≥ 3 or degz µ(α, z) ≥ 2, then λα(fi)
m is a factor of g˜i.
Proof. Since p := λα(fi) is an irreducible element of k[fi], and k[fi] is
factorially closed in k[x] by Lemma 4.1, it follows that p is an irreducible
element of k[x]. Since D˜i(ri) is divisible by λ(fi) if i = 2, and by λ(fi)fi
if i ≥ 3, we have vp(D˜i(ri)) ≥ m by the definition of m. We show that
(ri + ker D˜i) ∩ pk[x] = ∅. Then, it follows that vp(g˜i) = vp(D˜i(ri)) ≥ m by
Lemma 12.2, and the lemma is proved.
Suppose to the contrary that (ri + ker D˜i) ∩ pk[x] is not empty. Since
ker D˜i = k[fi, f˜i+1], we may find ν(y, z) ∈ k[y, z] such that ri + ν(fi, f˜i+1)
belongs to pk[x]. Then, ri + ν(fi, f˜i+1) belongs to p := (fi − α)k¯[x]. Put
µ¯(z) = −µ(α, z) and ν¯(z) = ν(α, z). Then, µ¯(z) belongs to zk¯[z], since
µ(y, z) is an element of zk[y, z]. We show that ψ(z) := µ¯(z)+ν¯
(
µ¯(z)aiz−1
)
=
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0. As remarked after Lemma 4.1, Di extends to an element of LNDk¯ k¯[x]
with kernel k¯[fi−1, fi − α]. Hence, p is a prime ideal of k¯[x] by Lemma 4.1.
Since k¯[fi−1] ∩ p = {0} by Lemma 4.2 (i), the image of fi−1 in k¯[x]/p is
transcendental over k¯. Hence, it suffices to verify that ψ(fi−1) ≡ 0 (mod p).
Note that
fi−1f˜i+1 = η˜i(fi, riλ(fi)
−1)λ(fi)
ai
and η˜i(y, z) is a monic polynomial in z of degree ai over k[y]. Since λ(α) =
0, we see that η˜i(fi, riλ(fi)
−1)λ(fi)
ai ≡ raii (mod p), while ri = λ(fi)r˜ −
µ(fi, fi−1) is congruent to λ(α)r˜ − µ(α, fi−1) = µ¯(fi−1) modulo p. Hence,
it follows that fi−1f˜i+1 ≡ µ¯(fi−1)
ai (mod p), and so f˜i+1 ≡ µ¯(fi−1)
aif−1i−1
(mod p). Thus, we get
ψ(fi−1) = µ¯(fi−1) + ν¯(µ¯(fi−1)
aif−1i−1)
≡ ri + ν¯(f˜i+1) ≡ ri + ν(fi, f˜i+1) ≡ 0 (mod p)
by the choice of ν(y, z). This proves that ψ(z) = 0. Hence, we know that
µ¯(z) = −ν¯(µ¯(z)aiz−1). From this, we obtain
(13.5) l := degz µ¯(z) = degz ν¯(µ¯(z)
aiz−1) = (ail − 1) degz ν¯(z).
Note that ai ≥ 3 or l ≥ 2 by assumption. We claim that l ≥ 1. In fact,
µ¯(z) = −µ(α, z) belongs to zk¯[z], and is nonzero by the assumption that
λ(y) and µ(y, z) have no common factor. Since ai ≥ 2, it follows from
(13.5) that degz ν¯(z) = 1, ai = 2 and l = 1, a contradiction. Therefore,
(ri + ker D˜i) ∩ pk[x] is empty. 
In the situation of Lemma 13.3, we have rank D˜i = 3 due to the last
part of Lemma 13.1. In particular, we have rank D˜i = 3 if ai ≥ 3. We note
that ai ≥ 3 in the following cases:
(I) i = 2 and t0 ≥ 4.
(II) i ≥ 3 and (t0, t1, i) 6= (4, 1, 3).
Actually, we have a2 = t0 − 1 ≥ 3 in the case of (I). If i ≥ 3, then
we have t0 ≥ 3 and (t0, t1) 6= (3, 1) by assumption. Hence, we know that
a3 = t1(t0− 1)− 1 ≥ 3 if (t0, t1) 6= (4, 1). If i ≥ 4, then it follows that ai ≥ 3
by (i) and (ii) of Lemma 3.1.
Similarly, we have rank D˜i = 3 if degz µ(α, z) ≥ 2 for some α ∈ k¯ with
λ(α) = 0. This condition is equivalent to the following condition:
(III) µj(y) does not belong to
√
(λ(y)) for some j ≥ 2.
From (I) and (III), we get the first part of Theorem 1.6 (iii). From (II),
(III) and the discussion after Lemma 13.2, we see that Theorem 1.6 (i) is
proved except for the case where λ(0) = 0, (t0, t1, i) = (4, 1, 3) and µj(y)
belongs to
√
(λ(y)) for every j ≥ 2. To complete the proof of Theorem 1.6,
it suffices to prove (i) in this exceptional case, and the last part of (iii).
Therefore, we are reduced to proving the following statements under the
assumption that µj(y) belongs to
√
(λ(y)) for every j ≥ 2:
(1) If λ(0) = 0 and (t0, t1) = (4, 1), then we have rank D˜3 = 3.
(2) If t0 = 3, then we have g˜2 ≈ f˜3.
We remark that λ(y) and µ(y, z)−µ1(y)z have a non-constant common
factor under the assumption above, since we are assuming that λ(y) is not
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an element of k. Hence, λ(y) and µ1(y) have no common factor, since so do
λ(y) and µ(y, z).
First, we prove (1). By Lemma 4.1, f3 and f˜4 are irreducible elements of
k[x] with f3 6≈ f˜4. Since D˜3(r3) = λ(f3)f3f˜4, and λ(0) = 0 by assumption,
we have
a := vf3(D˜3(r3)) ≥ 2 and vf3(λ(f3)) = a− 1,
and so vf3(λ(f3)
2) = 2(a− 1) ≥ a. Hence, we get λ(f3)
2 ≡ 0 (mod fa3 k[x]).
Set
f =
(
µ(f3, f2)
2 − 2λ(f3)µ(f3, f2)r
)
f−12 .
Then, f belongs to k[x], since η(y, z) is an element of zk[y, z]. We show that
f˜4 ≡ f (mod f
a
3 k[x]). Since (t0, t1) = (4, 1), we have a3 = t1(t0− 1)− 1 = 2
and η˜3(y, z) = η3(y, z) = y + z
2. Hence, we get
f2f˜4 = η˜3(f3, r3λ(f3)
−1)λ(f3)
2 = f3λ(f3)
2 + r23.
From this, we see that f2f˜4 is congruent to
r23 = (λ(f3)r˜ − µ(f3, f2))
2 = λ(f3)
2r2 − 2λ(f3)rµ(f3, f2) + µ(f3, f2)
2,
and hence to f2f modulo f
a
3 k[x]. Since f2 and f3 have no common factor,
it follows that f˜4 ≡ f (mod f
a
3 k[x]).
To conclude that rankD = 3, it suffices to show that f3 is a factor of g˜3
thanks to the last part of Lemma 13.1, since f3 is a factor of D˜3(r3)f˜
−1
4 =
λ(f3)f3. Suppose to the contrary that vf3(g˜3) = 0. Then, (r3 + ker D˜3) ∩
fa3 k[x] is not empty by Lemma 12.2. Since ker D˜3 = k[f3, f˜4], we may find
ν(y, z) ∈ k[y, z] such that r3 + ν(f3, f˜4) belongs to f
a
3 k[x]. Since f˜4 ≡ f
(mod fa3 k[x]), it follows that r3 + ν(f3, f) belongs to f
a
3 k[x]. We note that
r3 and f are linear polynomials in r over k[f2, f3] whose leading coefficients
are multiples of λ(f3). Here, r, f2 and f3 are algebraically independent over
k because
df3 ∧ df2 ∧ dr = D3(r)dx1 ∧ dx2 ∧ dx3 6= 0.
Hence, we may uniquely write
r3 + ν(f3, f) =
∑
i,j
ψi,j(f3)r
if j2 ,
where ψi,j(y) is an element of λ(y)
ik[y] for each i and j. We show that
vy(ψ1,0(y)) or vy(ψ0,1(y)) is less than a. Let (r, f2) be the ideal of k[r, f2, f3]
generated by r and f2. Then, we have µ(f3, f2) ≡ µ1(f3)f2 (mod (r, f2)
2).
Hence, we get
r3 ≡ λ(f3)r − µ1(f3)f2 (mod (r, f2)
2)
f ≡ µ1(f3)
2f2 − 2λ(f3)µ1(f3)r (mod (r, f2)
2).
Write ν(y, z) =
∑
j≥0 νj(y)z
j , where νj(y) ∈ k[y] for each j. Then, we have
ν(f3, f) ≡ ν1(f3)f + ν0(f3) (mod (r, f2)
2),
since f belongs to (r, f2). Hence, r3 + ν(f3, f)− ν0(f3) is congruent to(
λ(f3)r − µ1(f3)f2
)
+ ν1(f3)
(
µ1(f3)
2f2 − 2λ(f3)µ1(f3)r
)
=
(
1− 2ν1(f3)µ1(f3)
)
λ(f3)r + µ1(f3)
(
ν1(f3)µ1(f3)− 1
)
f2
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modulo (r, f2)
2. From this, we see that
ψ1,0(y) =
(
1− 2ν1(y)µ1(y)
)
λ(y) and ψ0,1(y) = µ1(y)
(
ν1(y)µ1(y)− 1
)
.
Now, assume that v(ψ1,0(y)) ≥ a. Then, 1 − 2ν1(y)µ1(y) belongs to yk[y],
since vy(λ(y)) = vf3(λ(f3)) = a−1. This implies that ν1(y)µ1(y)−1 does not
belong to yk[y]. Since λ(0) = 0 by assumption, and λ(y) and µ1(y) have no
common factor as mentioned, we know that µ1(y) does not belong to yk[y].
Hence, ψ0,1(y) does not belong to yk[y]. Thus, we get vy(ψ0,1(y)) = 0 < a.
Therefore, vy(ψ1,0(y)) or vy(ψ0,1(y)) is less than a. Consequently, we have
b := min{vy(ψi,j(y)) | i, j} < a.
Since r3 + ν(f3, f) belongs to f
a
3 k[x], it follows that g := (r3 + ν(f3, f))f
−b
3
belongs to f3k[x]. Set ψ¯i,j(y) = ψi,j(y)y
−b for each i and j. Then, ψ¯i,j(y)
belongs to k[y] for every i and j, and ψ¯i,j(0) 6= 0 for some i and j. Hence,
h :=
∑
i,j ψ¯i,j(0)r
if j2 is a nonzero element of k[r, f2]. We note that degr h ≤
1. In fact, we have
vy(ψi,j(y)) ≥ vy(λ(y)
2) = vf3(λ(f3)
2) ≥ a
if i ≥ 2, since ψi,j(y) is an element of λ(y)
ik[y]. Since g =
∑
i,j ψ¯i,j(f3)r
if j2 ,
we have h ≡ g (mod f3k[x]). Because g belongs to f3k[x], it follows that h
belongs to f3k[x]. Thus, h belongs to k[f2, r]∩ f3k[x] \ {0}. By Lemma 6.2,
we have k[f2, r] ∩ f3k[x] = q2k[f2, r]. Therefore, we get degr h ≥ degr q2 =
a2 = t0− 1 = 3, a contradiction. This proves that rank D˜3 = 3, and thereby
completing the proof of (1).
Next, we prove (2). Suppose to the contrary that g˜2 6≈ f˜3. Then, g˜2f˜
−1
3
belongs to k[x] \ k, since f˜3 is a factor of g˜2 by Lemma 13.1. Let p be a
factor of g˜2f˜
−1
3 which is an irreducible element of k[x]. Since g˜2 is a factor
of λ(f2)f˜3, we know that g˜2f˜
−1
3 is a factor of λ(f2). Hence, p is a factor of
λ(f2). Since k[f2] is factorially closed in k[x] by Lemma 4.1, it follows that
p belongs to k[f2]. By Lemma 4.1, f˜3 is an irreducible element of k[x], and
does not belong to k[f2]. Hence, p does not divide f˜3. Thus, we get
(13.6) a := vp
(
D˜2(r2)
)
= vp
(
λ(f2)f˜3
)
= vp
(
λ(f2)
)
≥ 1.
Set q = pak[x]. Then, we have (r2 + ker D˜2) ∩ q = ∅ by Lemma 12.2, since
vp(g˜2) = vp(g˜2f˜
−1
3 ) ≥ 1 by the choice of p.
We define f˜ = µ(f2, x1)
2x−11 . Then, f˜ belongs to x1k[x1, f2]. We show
that f˜3 ≡ f˜ (mod q). By (13.6), we have λ(f2) ≡ 0 (mod q). Since
η˜2(y, z) = y + α
0
1 + α
0
2z + z
2, we see that x1f˜3 = η˜2(f2, r2λ(f2)
−1)λ(f2)
2
is congruent to r22 modulo q. On the other hand, r2 = λ(f2)x2−µ(f2, x1) is
congruent to −µ(f2, x1) modulo q. Hence, we get x1f˜3 ≡ µ(f2, x1)
2 (mod q).
Since p is an element of k[f2], we have x1 6≈ p. Therefore, f˜3 is congruent to
µ(f2, x1)
2x−11 = f˜ modulo q.
The following is a key claim.
Claim 13.4. There exists h ∈ µ(f2, x1) + k[f2, f˜ ] such that vp(h) ≥ a.
Assuming this claim, we can complete the proof of (2) as follows. By
the claim, there exists ν(y, z) ∈ k[y, z] such that µ(f2, x1)+ ν(f2, f˜) belongs
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to q. Then, we have
r2 − ν(f2, f˜3) ≡ −µ(f2, x1)− ν(f2, f˜) ≡ 0 (mod q),
since r2 ≡ −µ(f2, x1) (mod q) and f˜3 ≡ f˜ (mod q). Hence, r2 − ν(f2, f˜3)
belongs to q. This contradicts that (r2+ker D˜2)∩q = ∅, and thereby proving
g˜2 ≈ f˜3.
Let us prove Claim 13.4. Note that µ(f2, x1) + f˜k[f2, f˜ ] is contained in
x1k[x1, f2], since µ(f2, x1) and f˜ belong to x1k[x1, f2]. Hence, each element
of µ(f2, x1) + f˜k[f2, f˜ ] is written as
h =
∑
j≥1
hjx
j
1, where hj ∈ k[f2] for each j ≥ 1.
By assumption, µj(y) belongs to
√
(λ(y)) for each j ≥ 2. Since p is a factor
of λ(f2), and is an irreducible element of k[x], this implies that p divides
µj(f2) for each j ≥ 2. Hence, we have
b := min
{
vp(µj(f2))
j − 1
∣∣∣ j ≥ 2} > 0.
Let S be the set of h ∈ µ(f2, x1) + f˜k[f2, f˜ ] such that
(13.7) vp(hj) ≥ (j − 1)b for each j ≥ 2.
Then, µ(f2, x1) belongs to S, since
(13.8) vp(µj(f2)) ≥ (j − 1)b for each j ≥ 2
by the definition of b. Hence, S is not empty. To prove Claim 13.4, it
suffices to verify that vp(h) ≥ a for some h ∈ S. Suppose to the contrary
that vp(h) < a for all h ∈ S. Then, we can find
l(h) := min{l ∈N | vp(hl) < a}
for each h ∈ S. Actually, if vp(hl) ≥ a for every l ∈ N for f ∈ S, then we
have vp(h) ≥ a. By (13.7), we have
(13.9)
(
l(h)− 1
)
b ≤ vp(hl(h)) < a
for each h ∈ S. Hence, we can find l := max{l(h) | h ∈ S}. Take h ∈ S and
u(y) ∈ k[y] such that l = l(h) and hl = u(f2). Since λ(y) and µ1(y) have no
common factor, the same holds for λ(y) and µ1(y)
2l. Hence, we may find
u1(y), u2(y) ∈ k[y] such that
(13.10) u1(y)λ(y) + u2(y)µ1(y)
2l = u(y).
Since k[f2] is factorially closed in k[x], we see that λ(f2) and µ1(f2) have no
common factor. Since p is a factor of λ(f2), it follows that vp(µ1(f2)) = 0.
Hence, we get
(13.11)
vp
(
u2(f2)
)
= vp
(
u2(f2)µ1(f2)
2l
)
= vp
(
u(f2)− u1(f2)λ(f2)
)
= vp
(
hl − u1(f2)λ(f2)
)
≥ min{vp
(
hl
)
, vp
(
u1(f2)λ(f2)
)
}
≥ min{(l − 1)b, a} = (l − 1)b
in view of (13.6) and (13.9).
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Write
µ(f2, x1)
2l =

∑
j≥1
µj(f2)x
j
1


2l
=
∑
j≥l
gjx
j+l
1 ,
where gj is the sum of
∏2l
t=1 µjt(f2) for j1, . . . , j2l ∈ N such that
∑2l
t=1 jt =
j + l for each j ≥ l. Then, we have gl = µ1(f2)
2l, and vp(gj) ≥ (j − l)b for
each j ≥ l, since
vp
(
2l∏
t=1
µjt(f2)
)
=
2l∑
t=1
vp
(
µjt(f2)
)
≥
2l∑
t=1
(jt − 1)b = (j − l)b
by (13.8). Hence, it follows from (13.11) that
(13.12) vp
(
u2(f2)gj
)
= v
(
u2(f2)
)
+ vp(gj) ≥ (l − 1)b+ (j − l)b = (j − 1)b
for each j ≥ l.
Now, consider the polynomial
h′ := h− u2(f2)f˜
l = h− u2(f2)µ(f2, x1)
2lx−l1 =
∑
j≥1
(
hj − u2(f2)gj
)
xj1,
where gj := 0 for 1 ≤ j < l. Since h is an element of µ(f2, x1)+f˜ k[f2, f˜ ], and
u2(f2)f˜
l belongs to f˜k[f2, f˜ ], it follows that h
′ belongs to µ(f2, x1)+f˜k[f2, f˜ ].
By (13.7) and (13.12), we have
vp
(
hj − u2(f2)gj
)
≥ min{vp(hj), vp
(
u2(f2)gj
)
} ≥ (j − 1)b
for each j ≥ 1. Hence, h′ belongs to S. For each 1 ≤ j < l, we have
vp
(
hj − u2(f2)gj
)
= vp(hj) ≥ a
by the definition of l = l(h). From (13.6) and (13.10), we see that
vp
(
hl−u2(f2)gl
)
= vp
(
u(f2)−u2(f2)µ1(f2)
2l
)
= vp
(
u1(f2)λ(f2)
)
≥ vp(λ(f2)) = a.
Hence, we get l(h′) > l. This contradicts the maximality of l. Thus, we
have proved Claim 13.4, and thereby proving (2). This completes the proof
of Theorem 1.6.
14. Further local slice constructions
In this section, we discuss how to get more examples of elements of
LNDk k[x]. First, we note that r may be replaced with a polynomial of the
more general form x1x2x3 − ψ(x1, x2) in the construction of (fi)
∞
i=0. Here,
ψ(x1, x2) ∈ k[x1, x2] is such that x1x2x3 − ψ(0, x2) − ψ(x1, 0) = r. In fact,
since ψ(0, 0) = 0, we can define τ ∈ Aut(k[x]/k[x1, x2]) by
τ(x3) = x3 + (ψ(x1, x2)− ψ(0, x2)− ψ(x1, 0))x
−1
1 x
−1
2 .
Then, we have τ(f0) = f0, τ(f1) = f1 and τ
(
x1x2x3 − ψ(x1, x2)
)
= r.
Therefore, we get
(
τ−1(fi)
)∞
i=0
instead of (fi)
∞
i=0 by this construction.
In the construction of f˜i+1 for i ≥ 3, we may interchange the role of fi−1
and fi+1. Namely, when i 6= max I, we consider
si := λ(fi)r − µ(fi, fi+1) and g˜i−1 := h˜i(fi, si)λ(fi)
aif−1i+1
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instead of ri and f˜i+1. Since i 6= max I, we have kerDi = k[fi, fi+1], and
Di is irreducible due to Theorem 1.1 (i). Hence, −Di = ∆(fi,fi+1) satisfies
(LSC1) for f = fi and g = fi+1. By Lemma 4.1, pi+1 := fi+1k[x] is a prime
ideal of k[x]. We claim that si does not belong to pi+1. Actually, λ(fi) and r
do not belong to pi+1 by Lemma 4.2 (i) and by (1) of Proposition 6.1, while
µ(fi, fi+1) belongs to pi+1 since µ(y, z) belongs to zk[y, z]. Since Di(fi) =
Di(fi+1) = 0, we get −Di(si) = −λ(fi)Di(r) = −λ(fi)fifi+1. Thus, −Di
satisfies (LSC2) for s = si and F = −λ(fi)fi. By the irreducibility of
h˜i(x1, x2), it follows that fi+1g˜i−1 = h˜i(fi, si) is an irreducible element of
k[fi, si]. Since si ≡ λ(fi)r (mod pi+1), we see that h˜i(fi, si) is congruent to
ηi(fi, r)λ(fi)
ai = fi−1fi+1λ(fi)
ai modulo pi+1. Hence, g˜i−1 belongs to k[x].
Therefore, we know by (a) and (b) of Theorem 4.3 that ∆(fi,g˜i−1) is locally
nilpotent and ∆(fi,g˜i−1)(si) = g˜i−1λ(fi)fi.
Next, let ∆(f,h) be an element of LNDk k[x] obtained from a data (f, g, s)
by a local slice construction. We consider when ∆(f,h) has rank three. In
view of Theorems 1.3 and 1.6, we see that there exist many examples in
which ∆(f,g) and ∆(f,h) both have rank three. We are interested in the case
where rank∆(f,g) ≤ 2 and rank∆(f,h) = 3.
Proposition 14.1. Assume that rank∆(f,g) ≤ 2 and rank∆(f,h) = 3. Then,
we have rank∆(f,g) = 2, pl∆(f,g) = (g), and g is a coordinate of k[x] over
k.
Proof. By the assumption of local slice construction, ∆(f,g) is irre-
ducible. Since rank∆(f,g) ≤ 2 by assumption, there exists a coordinate p of
k[x] over k such that ∆(f,g)(p) = 0. Hence, we know by Lemma 12.3 that
pl∆(f,g) = (q) for some q ∈ k[p] \ {0}.
Suppose to the contrary that rank∆(f,g) = 1. Then, we have ker∆(f,g) =
σ(k[x2, x3]) for some σ ∈ Aut(k[x]/k). Since ker∆(f,g) = k[f, g] by (LSC1),
it follows that f and g are coordinates of k[x] over k. Since ∆(f,h)(f) = 0,
we have rank∆(f,h) ≤ 2, a contradiction. Thus, we get rank∆(f,g) = 2. By
Lemma 12.1, this implies that q does not belong to k×. By (LSC2), there
exists F ∈ k[f ] \{0} such that ∆(f,g)(s) = gF . Since D
2(s) = 0, we see that
D(s) belongs to pl∆(f,g). Therefore, q is a factor of gF .
We show that q ≈ g. First, suppose that q is not divisible by g. Then,
q is a factor of F by the irreducibility of g. Since q is an element of k[p] \ k,
we may find α ∈ k¯ such that p− α divides q. Then, p − α is a factor of F .
By Lemma 4.1 and the remark following it, k¯[f ] is factorially closed in k¯[x].
Hence, p − α belongs to k¯[f ]. On the other hand, p is a coordinate of k¯[x]
over k¯, since a coordinate of k[x] over k is necessarily a coordinate of k¯[x]
over k¯. Hence, p − α is a coordinate of k¯[x] over k¯. In particular, p − α is
an irreducible element of k¯[x]. Thus, p − α must be a linear polynomial in
f over k¯. Since p and f are elements of k[x], this implies that p is a linear
polynomial in f over k. Hence, f is a coordinate of k[x] over k. Thus, we
get rank∆(f,h) ≤ 2, a contradiction. Therefore, q is divisible by g. Next,
suppose that q 6≈ g. Then, q′ := g−1q is a factor of F . Hence, q′ belongs
to k[f ] \ k by the factorially closedness of k[f ] in k[x]. Since f and g are
algebraically independent over k, it follows that q′ and g are algebraically
independent over k. This contradicts that q′g = q belongs to k[p]. Thus,
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we get q ≈ g, proving that pl∆(f,g) = (g). Consequently, g belongs to k[p].
Since g is irreducible in k¯[x], this implies that q is a linear polynomial in p
over k. Therefore, g is a coordinate of k[x] over k. 
For example, D2 is of rank three if t0 ≥ 3 and (t0, t1) 6= (3, 1) by Theo-
rem 1.3 (iv), and is obtained from the data (f2, x1, r) by a local slice construc-
tion. In this case, D1 = ∆(f2,x1) is triangular. It is previously not known
whether there exists an example in which rank∆(f,h) = 3, rank∆(f,g) = 2
and ∆(f,g) is not triangularizable. In closing this section, we construct
f, s ∈ k[x] such that the data (f, x1, s) yields a rank three locally nilpo-
tent derivation, and ∆(f,x1) is not triangularizable.
Define p1, p2, f ∈ k[x] by
p1 = (x1 + 1)x2 − x
2
1x
2
3, p2 = x1x3 + (x1 + 1)p
2
1
f = (x1 + 1)
−1(p1 + p
2
2) = x2 + 2x1x3p
2
1 + (x1 + 1)p
4
1.
Then, we have k(x1)[f, p2] = k(x1)[p1, p2] = k(x1)[p1, x3] = k(x1)[x2, x3].
We show that D := ∆(f,x1) is locally nilpotent. Since
df ∧ dx1 ∧ dp2 = (x1 + 1)
−1dp1 ∧ dx1 ∧ dp2 = −x1dx1 ∧ dx2 ∧ dx3,
we have D(p2) = −x1. Since D(f) = D(x1) = 0, it follows that D ex-
tends to a locally nilpotent derivation of k(x1)[x2, x3] = k(x1)[p2, f ] over
R := k(x1)[f ]. Therefore, D is locally nilpotent. We mention that kerD is
contained in R, and hence in k(x1, f).
Now, following Daigle [3, Example 3.5], we show thatD is not triangular-
izable by contradiction. Suppose to the contrary that D is triangularizable.
Then, there exists a coordinate p of k[x] over k[x1] such that k(x1)[f, p] =
k(x1)[x2, x3] (see [3, Corollary 3.4]). Since k(x1)[x2, x3] = k(x1)[f, p2], it
follows that
R[p] = k(x1)[f, p] = k(x1)[x2, x3] = k(x1)[f, p2] = R[p2].
This implies that p = ap2 + b for some a ∈ R
× = k(x1)
× and b ∈ R. Hence,
we may write
a0(x1)p = a1(x1)p2 +
∑
i≥0
bi(x1)f
i,
where ai(x1) 6= 0 for i = 0, 1 and bi(x1) for i ≥ 0 are elements of k[x1] with
no common factor. Since
(14.1) p1 ≡ x2, p2 ≡ x
2
2, f ≡ x2 + x
4
2 (mod x1k[x]),
it follows that
a0(0)p = a1(0)x
2
2 +
∑
i≥0
bi(0)(x2 + x
4
2)
i.
When a0(0) = a1(0) = 0, the preceding equality implies that bi(0) = 0 for
every i ≥ 0. Hence, x1 is a common factor of a0(x1), a1(x1) and bi(x1)
for i ≥ 0, a contradiction. If a0(0) 6= 0 and a1(0) = 0, then we have
p ≈
∑
i≥0 bi(0)(x2+x
4
2)
i. Hence, p is an element of k[x2], and is not a linear
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polynomial. This contradicts that p is a coordinate of k[x] over k[x1]. If
a0(0) = 0 and a1(0) 6= 0, then we have
b0(0) + b1(0)(x2 + x
4
2) +

a1(0) +∑
i≥2
bi(0)(1 + x
3
2)
ixi−22

x22 = 0.
This gives that b0(0) ≡ 0 (mod x2k[x2]), and so b0(0) = 0. Hence, we have
b1(0)x2 ≡ 0 (mod x
2
2k[x2]), and so b1(0) = 0. Then, it follows that bi(0) = 0
for every i ≥ 2, and consequently a1(0) = 0. Thus, x1 is a common factor
of a0(x1), a1(x1) and bi(x1) for i ≥ 0, a contradiction. Therefore, D is not
triangularizable. In particular, we have rankD 6= 1.
We show that D is irreducible. Suppose that D is not irreducible. Then,
D(k[x]) is contained in x1k[x], since D(p2) = −x1 as mentioned. Hence,
x−11 D belongs to LNDk k[x]. Since (x
−1
1 D)(−p2) = 1, we get rankD =
rankx−11 D = 1 by Lemma 12.1, a contradiction. Therefore, D is irreducible.
Since kerD is contained in k(f, x1) as mentioned, we conclude that kerD =
k[x1, f ] by the “kernel criterion” (cf. [9, Proposition 5.12]). Hence, D =
∆(f,x1) satisfies (LSC1) for (f, g) = (f, x1). Note that s := p2f + x
2
1 does
not belong to x1k[x], since
s ≡ p2f ≡ x
2
2(x2 + x
4
2) 6≡ 0 (mod x1k[x]).
Moreover, we have
D(s) = D(p2f + x
2
1) = D(p2)f = −x1f.
Hence, D satisfies (LSC2) for s = p2f + x
2
1 and F = −f .
Now, define q = (s2 − f3)2 − f3s. Since s ≡ p2f (mod x1k[x]), we see
that q is congruent to
(p22f
2 − f3)2 − f4p2 = f
4
(
(p22 − f)
2 − p2
)
modulo x1k[x]. By (14.1), this polynomial is congruent to
f4
((
(x22)
2 − (x2 + x
4
2)
)2
− x22
)
= 0
modulo x1k[x]. Hence, q belongs to x1k[x]. We show that q is an irreducible
element of k[f, s]. Write q = f4((t2 − f)2 − t), where t := s/f . Then,
q′ := (t2− f)2− t is a coordinate of k[f, t] over k, since k[q′, t2− f ] = k[f, t].
Hence, q′ is an irreducible element of k[f, t]. Since q′ does not belong to k[f ],
it follows that q′ is an irreducible polynomial in t over k[f ], and hence over
k(f). Thus, q is an irreducible polynomial in t over k(f). Since t = s/f ,
this implies that q is an irreducible polynomial in s over k(f). Because q is
a primitive polynomial in s over k[f ], we conclude that q is an irreducible
element of k[f, s]. Put h = qx−11 . Then, it follows from (a) and (b) of
Theorem 4.3 that D′ := ∆(f,h) is locally nilpotent and D
′(s) = hf .
We show that D′ is irreducible. Thanks to Proposition 5.1, it suffices to
check that f and D′(p2) have no common factor. Since kerD = k[f, x1], we
know by Lemma 4.1 that fk[x] is a prime ideal of k[x]. Hence, it suffices to
verify that D′(p2) 6≡ 0 (mod fk[x]). Since x1 = qh
−1, D′(f) = D′(h) = 0
and D′(s) = hf , we have
D′(x1) = D
′(qh−1) = D′(q)h−1 =
∂q
∂s
D′(s)h−1 = (4s(s2 − f3)− f3)f
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by chain rule. On the other hand, we have
hf = D′(s) = D′(p2f + x
2
1) = D
′(p2)f + 2x1D
′(x1).
From the two equalities above, it follows that
D′(p2) = h− 2x1
(
4s(s2 − f3)− f3
)
.
Note that s ≡ x21, q ≡ s
4 ≡ x81 and h = qx
−1
1 ≡ x
7
1 (mod fk[x]). By
Lemma 4.1, x1 does not belong to fk[x]. Thus, we know that
D′(p2) ≡ h− 8x1s
3 ≡ −7x71 6≡ 0 (mod fk[x]).
Therefore, D′ is irreducible. Consequently, we get kerD′ = k[f, h] by The-
orem 4.3 (c).
Since D′(s) = hf belongs to plD′, there exists a factor g′ of hf such
that plD′ = (g′). We show that g′ ≈ hf . Since kerD′ = k[f, h], we know by
Lemma 4.1 that f and h are irreducible elements of k[x] with f 6≈ h. Hence,
it suffices to check that g′ is divisible by h and f .
Suppose to the contrary that g′ is not divisible by h. Then, plD′ is not
contained in hk[x]. Hence, we have (s+kerD′)∩ hk[x] 6= ∅ by the last part
of Lemma 12.3. Since kerD′ = k[f, h], it follows that (s+ k[f ])∩ hk[x] 6= ∅.
Hence, k[f, s] ∩ hk[x] contains a linear polynomial in s over k[f ]. On the
other hand, k[f, s]∩ hk[x] is a principal prime ideal of k[f, s] by Lemma 4.2
(iii). Since q = x1h belongs to k[f, s]∩hk[x], and is an irreducible element of
k[f, s], we know that k[f, s]∩hk[x] is generated by q. Because degs q = 4 > 1,
it follows that k[f, s] ∩ hk[x] contains no linear polynomial in s over k[f ], a
contradiction. Therefore, g′ is divisible by h.
Suppose to the contrary that g′ is not divisible by f . Then, plD′ is not
contained in fk[x]. Hence, we have (s+kerD′)∩ fk[x] 6= ∅ by Lemma 12.3.
Since kerD′ = k[f, h], we get (s + k[h]) ∩ fk[x] 6= ∅. Hence, k[h, s] ∩ fk[x]
contains a linear polynomial in s over k[h]. On the other hand, k[h, s]∩fk[x]
is a principal prime ideal of k[h, s] by Lemma 4.2 (iii). Since s7 − h2 is an
irreducible element of k[h, s] with s7 − h2 ≡ 0 (mod fk[x]), it follows that
k[h, s] ∩ fk[x] is generated by s7 − h2. This contradicts that k[h, s] ∩ fk[x]
contains a linear polynomial in s over k[f ]. Therefore, g′ is divisible by f .
This proves that g′ ≈ hf . Because f and h are algebraically independent
over k, we conclude that rankD′ = 3 by Proposition 12.4.
Conclusion
In closing this monograph, we list some problems, questions and con-
jectures. We assume that n = 3, and D is a nonzero element of LNDk k[x]
unless otherwise stated.
Conjecture A. If expD is tame, then D is tamely triangularizable.
We claim that Conjecture A is equivalent to the following conjecture.
Conjecture B. If expD is tame, then D kills a tame coordinate of k[x]
over k.
In fact, if D is tamely triangularizable, then D kills a tame coordinate
of k[x] over k, since a triangular derivation always kills a tame coordinate.
Conversely, Conjecture B implies Conjecture A by virtue of Theorem 1.3 (i).
By the remark after Problem 5, Conjecture A implies the following con-
jecture. This conjecture is true if D kills a tame coordinate of k[x] over
k.
Conjecture C. If exp fD is tame for some f ∈ kerD \ {0}, then expD is
tame.
Conjecture B immediately implies the following conjecture.
Conjecture D. If rankD = 3, then expD is wild.
Next, we discuss totally (quasi-totally, exponentially) wildness of coor-
dinates of k[x] over k.
Problem E. For D ∈ LNDk k[x] with rankD = 3, study totally (quasi-
totally, exponentially) wildness of (expD)(xi) for i = 1, 2, 3.
As we have seen in Chapter 6, it is very hard to prove that a coordinate
is totally wild or quasi-totally wild.
Problem F. Find simple criteria for totally (quasi-totally, exponentially)
wildness of coordinates of k[x] over k.
The following question is not answered even for Nagata’s automorphism.
Question G. Assume that σ ∈ Aut(k[x]/k) is wild. Is one of σ(x1), σ(x2)
and σ(x3) always quasi-totally wild?
As remarked after Definition 0.1, “quasi-totally wild” implies “exponen-
tially wild”. In view of Corollary 1.5 (i), we may ask the following question.
Question H. Is every exponentially wild coordinate of k[x] over k quasi-
totally wild?
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Recall that there exists a wild coordinate of k[x] over k which is not
exponentially wild.
Conjecture I. Let f be a wild coordinate of k[x] over k which is not
exponentially wild. Then, there always exists D ∈ LNDk k[x] with rankD =
1 such that D(f) = 0 and D is tamely triangularizable.
For example, let ψ be Nagata’s automorphism defined in (0.2). Then,
ψ(x2) is wild due to Umirbaev-Yu [29], but is not exponentially wild as
mentioned. In fact, ψ(x2) is killed by D ∈ LNDk k[x] defined in (1.3), which
is triangular if x1 and x3 are interchanged. Since D kills x3 = ψ(x3) as well
as ψ(x2), we know that rankD = 1. Hence, the conjecture is true in this
case.
We show that Conjectures A implies Conjecture I. Since f is not expo-
nentially wild, there exists D ∈ LNDk k[x] \ {0} such that D(f) = 0 and
expD is tame. Then, D is tamely triangularizable by Conjecture A, and
hence kills a tame coordinate g of k[x] over k. Since f is wild and g is tame,
we know that f is not a linear polynomial in g over k. Hence, we have
k[f ] 6= k[g]. Therefore, we conclude that rankD = 1 from the following
lemma.
Lemma 14.2. Let f and g be coordinates of k[x] over k such that k[f ] 6=
k[g]. If D(f) = D(g) = 0 for D ∈ LNDk k[x]\{0}, then we have rankD = 1.
Proof. First, we show that f and g are algebraically independent over
k. Suppose to the contrary that f and g are algebraically dependent over
k. Then, f is algebraic over k(g). Since g is a coordinate of k[x] over k, we
see that k(g) is algebraically closed in k(x), and k(g) ∩ k[x] = k[g]. Hence,
f belongs to k[g]. Similarly, g belongs to k[f ]. Thus, we get k[f ] = k[g], a
contradiction. Therefore, f and g are algebraically independent over k.
Now, we prove that rankD = 1. Without loss of generality, we may
assume that D is irreducible. Then, we have plD = (p) = (q) for some
p ∈ k[f ] \ {0} and q ∈ k[g] \ {0} by Proposition 12.3. Since (kerD)× = k×,
it follows that p = cq for some c ∈ k×. Because f and g are algebraically
independent over k, this implies that p and q belong to k×. Thus, we get
plD = kerD. Therefore, we know by Lemma 12.1 that rankD = 1. 
For any n ≥ 3, it is widely believed that every σ ∈ Aut(k[x]/k) is stably
tame, i.e., the natural extension of σ to an element of
Aut(k[x1, . . . , xr]/k[xn+1, . . . , xr])
belongs to T(k, {x1, . . . , xr}) for some r ≥ n (Stable Tameness Conjecture).
Assume that n = 3. Then, every element of Aut(k[x]/k[x3]) is stably tame
due to Berson-van den Essen-Wright [2] (see also [28]). Hence, expD is
stably tame for each D ∈ LNDk k[x] with D(x3) = 0.
The following question is open.
Question J. Is expD stably tame for D ∈ LNDk k[x] with rankD = 3?
We mention that some D ∈ LNDk k[x] with rankD = 3 can be extended
to elements of LNDk k[x1, . . . , r] with rankD = r for each r ≥ 4 in a very
simple manner (cf. [8, Section 3]). In view of this fact, we may ask the
following question, in contrast with Conjecture D.
CONCLUSION 165
Question K. Assume that n ≥ 4. Does there exist D ∈ LNDk k[x] such
that rankD = n and expD is tame?
For each subgroup G of Aut(k[x]/k), we define G∗ to be the normal
subgroup of Aut(k[x]/k) generated by⋃
σ∈Aut(k[x]/k)
σ−1 ◦G ◦ σ.
We say that φ ∈ Aut(k[x]/k) is absolutely wild if φ does not belong to
T(k,x)∗. We note that the wild automorphism defined as in (0.4) is not
absolutely wild. We do not know whether Nagata’s automorphism is abso-
lutely wild.
The following is an “absolute” version of the Tame Generators Problem.
Problem L. Decide whether T(k,x)∗ equal to Aut(k[x]/k).
For each α ∈ k×, define ψα ∈ Aut(k[x]/A1) by ψα(x1) = αx1, where Ai
is as in (0.1) for each i ∈ {1, 2, 3}. Then,
ι : k× ∋ α 7→ ψα ∈ Aut(k[x]/k)
is an injective homomorphism of groups. We set Gm(k) = ι(k
×).
Proposition 14.3. We have Gm(k)
∗ = T(k,x)∗.
Proof. Since T(k,x) = E(k,x), it suffices to show thatGm(k)
∗ contains
Aut(k[x]/Ai) for i = 1, 2, 3. For i = 2, 3, define τi ∈ Aut(k[x]/k) by τi(x1) =
xi, τi(xi) = x1 and τi(xj) = xj, where j ∈ {2, 3} with j 6= i. Then, we have
τ−1i ◦ Aut(k[x]/A1) ◦ τi = Aut(k[x]/Ai). So we show that Aut(k[x]/A1) is
contained in Gm(k)
∗. Take any φ ∈ Aut(k[x]/A1). Then, we have φ(x1) =
αx1 + h for some α ∈ k
× and h ∈ A1. Define σ ∈ Gm(k)
∗ by σ(x1 + h) =
2(x1+h) and σ(xi) = xi for i = 2, 3. Then, we have σ(x1) = 2x1+h, and so
(ψα/2 ◦ σ)(x1) = αx1+ h. Since (ψα/2 ◦ σ)(xi) = xi for i = 2, 3, we conclude
that ψα/2 ◦ σ = φ. Hence, φ belongs to Gm(k)
∗. Thus, Aut(k[x]/A1) is
contained in Gm(k)
∗. Therefore, we get Gm(k)
∗ = T(k,x)∗. 
Note that
π : Aut(k[x]/k) ∋ φ 7→ detJφ ∈ k×
is a homomorphism of groups such that π ◦ ι = idk× . Hence, Aut(k[x]/k)
is a semidirect product of kerπ and Gm(k). The Exponential Generators
Conjecture says that ker π is generated by expD for D ∈ LNDk k[x]. For
∅ 6= I ⊂ {1, 2, 3}, we define ExpIk k[x] to be the subgroup of Aut(k[x]/k)
generated by expD for D ∈ LNDk k[x] with rankD = r for r ∈ I. Then,
ExpIk k[x] is a normal subgroup of Aut(k[x]/k) for each ∅ 6= I ⊂ {1, 2, 3}.
However, we know nothing about the structure of ExpIk k[x].
We would like to conclude this monograph with the following remark.
When n ≥ 4, there exist complicated tame automorphisms. Indeed, some
wild automorphisms in three variables extend to tame automorphisms in
four or more variables by the stable tameness. When n = 3, in contrast, the
Shestakov-Umirbaev theory suggests that the tame automorphisms are sim-
ple. Indeed, the tame automorphisms in three variables can be completely
controlled by elementary reductions and some types of reductions. We be-
lieve that no tame automorphism in three variables is beyond imagination.
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In other words, automorphisms in three variables are usually wild unless
they are obviously tame.
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