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Résumé
L’objectif de cet article est la comparaison de deux approches de l’adaptation. L’adaptation par révision
(APR) s’appuie sur un opérateur de révision des connaissances et consiste à appliquer cet opérateur pour
réviser le cas source par le cas cible qui représente le problème à résoudre, en prenant en compte les connais-
sances du domaine. Les connaissances utiles à l’APR sont l’opérateur de révision et les connaissances du
domaine. L’adaptation différentielle (AD) s’inspire du calcul différentiel en le généralisant à des espaces de
représentation non nécessairement numériques. Les connaissances d’adaptation de l’AD sont les influences
de chaque variation de descripteurs de problème sur les variations des descripteurs de solution. Il est mon-
tré que l’APR généralise l’AD au sens où on peut construire un opérateur de révision paramétré par les
connaissances de l’AD telles que l’APR muni d’un tel opérateur et sans connaissances du domaine coïncide
avec l’AD. Cela indique d’une part comment étendre l’AD pour qu’elle tienne compte de connaissances du
domaine et, d’autre part, comment choisir un opérateur de révision pertinent pour l’APR en s’appuyant sur
les principes de l’AD.
Mots clés : adaptation par révision, adaptation différentielle, adaptation conservatrice
1 Introduction
L’adaptation est une étape du raisonnement à partir de cas (RÀPC [17]) qui est à l’heure actuelle moins
formalisée que, p. ex., la remémoration, bien que des propositions aient été faites récemment. L’une de ces
propositions est l’adaptation par révision qui cherche à réutiliser la théorie de la révision des connaissances
pour l’adaptation. Une autre proposition est l’adaptation différentielle, qui généralise le calcul différentiel.
L’objectif principal de cet article est d’étudier le lien entre ces deux théories.
En section 2 nous présentons les notions utilisées dans cet article. La section 3 présente l’adaptation par
révision et l’adaptation différentielle. Ensuite, nous montrons dans la section 4 que l’adaptation différentielle
est un type d’adaptation par révision, et cela entraîne des nouveaux résultats sur ces deux types d’adaptation. En
section 5 nous comparons l’adaptation conservatrice (qui est un type de l’adaptation par révision) et l’adaptation
différentielle dans une perspective d’acquisition des connaissances d’adaptation. Enfin, la section 6 résume les
contributions de cet article et présente quelques perspectives.
2 Préliminaires
Soit U un ensemble (éventuellement infini) appelé l’espace des cas. Une instance de cas ✉ est, par définition,
un élément de U : ✉ ∈ U . Un cas ❈ est une classe d’instances de cas : ❈ ∈ 2U (dans cet article, un cas représente
une classe d’expériences, c’est ce que l’on appelle un cas ossifié dans [17] et un cas généralisé dans [16]). Un
cas source est noté ❙♦✉r❝❡ : il s’agit d’un cas de la base de cas. Le cas cible est noté ❈✐❜❧❡ : c’est l’entrée
du système de RÀPC. Dans beaucoup d’applications, les cas sources sont spécifiques : chacun d’entre eux
représente une seule instance de cas ✉ (❙♦✉r❝❡ = {✉}). Au contraire, le cas cible ne spécifie que sa « partie
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problème » et a besoin d’être complété par une « partie solution » : l’objectif de l’adaptation est d’assurer cette
complétion :
❆❞❛♣t❛t✐♦♥ : (❙♦✉r❝❡, ❈✐❜❧❡) 7→ ❈✐❜❧❡❈♦♠♣❧été❡
avec ❈✐❜❧❡❈♦♠♣❧été❡ ⊆ ❈✐❜❧❡
Dans beaucoup d’applications du RÀPC, une instance de cas ✉ peut être décomposée en une partie problème
x et une partie solution y : ✉ = (x, y). Soient U♣❜ et Us♦❧ les espaces d’instances de problèmes et de solutions :
x ∈ U♣❜, y ∈ Us♦❧, U = U♣❜ × Us♦❧. Un cas source ❙♦✉r❝❡ est décomposé en un problème source sr❝❡ ∈
2U♣❜ et sa solution ❙♦❧(sr❝❡) ∈ 2Us♦❧ , ainsi ❙♦✉r❝❡ = sr❝❡ × ❙♦❧(sr❝❡) avec comme interprétation : pour
tout x ∈ sr❝❡ il existe y ∈ ❙♦❧(sr❝❡) tel que ✉ = (x, y) est un cas licite (c.-à-d., y résout x). La partie
solution du cas cible est inconnue, ainsi ❈✐❜❧❡ = ❝✐❜❧❡× Us♦❧, où ❝✐❜❧❡ est appelé le problème cible. Cette
décomposition problème-solution est inutile pour présenter l’adaptation par révision mais elle est un pré-requis
pour l’adaptation différentielle.
Les connaissances du domaine ❈❉ forment une base de connaissances qui donne la condition nécessaire
pour qu’une instance de cas soit licite1. Ainsi, les connaissances du domaine peuvent être représentées par un
sous-ensemble ❈❉ de U et pour chaque ✉ ∈ U , ✉ 6∈ ❈❉ implique que ✉ n’est pas licite. Quand l’espace des cas
est décomposé en U♣❜ × Us♦❧, ✉ = (x, y) 6∈ ❈❉ veut dire que y n’est pas une solution de x ou que x et/ou y
n’ont pas de sens (c.-à-d., que ce sont des objets représentés dans un langage qui n’a pas de correspondance
dans le monde réel, p. ex., dans le domaine de la zoologie, un chat n’est pas un mammifère). Ne pas avoir de
connaissances du domaine (ou ne pas les prendre en compte) équivaut à ❈❉ = U .
Une distance dans l’ensemble U est définie dans cet article comme une fonction ❞✐st : U × U → [0; +∞[
telle que ❞✐st(✉1, ✉2) = 0 ssi ✉1 = ✉2 (la propriété de symétrie et l’inégalité triangulaire ne sont pas nécessaires
dans cet article). Si U = IRn (où IR est l’ensemble de nombres réels), une distance L1 est une distance ❞✐st






où (a1, a2, . . . , an) (resp., (b1, b2, . . . , bn)) est la représentation de x (resp., de y) dans B. Quand B est une base






FIG. 1 – La fonction logarithme naturel est approchée ici par RÀPC. Le demi-plan sous la droite est ❈❉ (la
partie hachurée est U \ ❈❉). ❙♦✉r❝❡ = {(xs, ys)} est un cas source spécifique. ❝✐❜❧❡ = {xc} est un problème
cible spécifique.
1En général, elles ne fournissent pas une condition suffisante : si c’était le cas, cela voudrait dire que les connaissances du domaine
sont complète, ce qui est une hypothèse rarement faite en RÀPC [14].
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Présentation de l’exemple suivi au cours de cet article. Les deux approches de l’adaptation étudiées dans
cet article ont été appliquées à des domaines avec des représentations symboliques complexes. Mais, pour des
raisons de clarté, un exemple numérique simple est considéré : les tables de logarithmes. Plus précisément,
U♣❜ =]0; +∞[, Us♦❧ = IR, (x, y) ∈ U est une instance de cas licite si y ≃ lnx (où ln est un logarithme
naturel, avec base e), et la base de cas est une table logarithmique : chaque cas source ❙♦✉r❝❡ est spécifique :
❙♦✉r❝❡ = {(x, y)} où y ≃ lnx. Les connaissances du domaine prises en compte sont lnx 6 x−1, ce qui veut
dire que :
❈❉ = {(x, y) ∈ U | y 6 x− 1} (1)
La figure 1 illustre ces notions.
3 Deux approches de l’adaptation
3.1 L’adaptation par révision
Dans un formalisme de représentation donné, un opérateur de révision ◦ associe à deux bases de connais-
sances ψ et µ une base de connaissances ψ ◦ µ, la révision de ψ par µ. Intuitivement, ψ ◦ µ est obtenue en
changeant ψ au minimum pour obtenir ψ′ telle que la conjonction de ψ′ et µ, ψ′ ∪ µ, soit cohérente. ψ ◦ µ
est le résultat de cette conjonction. La notion de changement minimal peut être modélisée de plusieurs façons,
ainsi il y a plusieurs opérateurs. Cependant, quelques postulats ont été proposés pour cet opérateur, comme
les postulats AGM [1]. Ces postulats ont été appliqués à la logique propositionnelle [13] et beaucoup étudiés
dans ce formalisme (voir, p. ex., [11]). En particulier, étant donné une distance ❞✐st sur l’ensemble U des
interprétations, un opérateur ◦❞✐st unique (à l’équivalence près) peut être défini en établissant que l’ensemble
des modèles de ψ ◦❞✐st µ est l’ensemble des modèles de µ à distance minimale de l’ensemble des modèles de
ψ. Cette idée peut être généralisée en définissant un opérateur de révision ◦❞✐st sur les sous-ensembles d’un
espace métrique (U , ❞✐st) :
❈ ◦❞✐st ❉ = {❞ ∈ ❉ | ❞✐st(❈, ❞) = ❞✐st(❈, ❉)}
avec ❞✐st(❈, ❞) = inf
❝∈❈
❞✐st(❝, ❞) et ❞✐st(❈, ❉) = inf
❝∈❈,❞∈❉
❞✐st(❝, ❞)
Cet opérateur de révision est une généralisation de l’opérateur de révision défini en [11]. Le seul postulat
requis pour ❞✐st est : ❞✐st(❝, ❞) = 0 ssi ❝ = ❞.
Pour un opérateur de révision ◦ donné, la ◦-adaptation consiste simplement à utiliser l’opérateur de révision
pour effectuer l’adaptation, tout en prenant en compte les connaissances du domaine :
❈✐❜❧❡❈♦♠♣❧été❡ = (❈❉ ∩ ❙♦✉r❝❡) ◦ (❈❉ ∩ ❈✐❜❧❡) (2)
L’idée est de réutiliser au maximum les connaissances du cas source (c.-à-d. de le changer au minimum), pour
prendre en compte les contraintes données par le cas cible. La première propriété attendue d’une adaptation est
qu’elle soit cohérente avec l’information associée avec les connaissances du domaine et le cas cible :
❈✐❜❧❡❈♦♠♣❧été❡ ⊆ ❈❉ ∩ ❈✐❜❧❡
Cette propriété est entraînée par la ◦-adaptation en raison de la propriété de ◦ suivante : ❈ ◦ ❉ ⊆ ❉. Cette
propriété est satisfaite par un opérateur vérifiant les postulats AGM et donc par un opérateur ◦❞✐st.
Dans [15], cette approche de l’adaptation a été étudiée dans le cadre de la logique propositionnelle. Dans [3,
4], la ◦-adaptation est étudiée dans un cadre formel similaire à celui de cet article. Dans [5], elle est étendue à
la combinaison de cas (aussi connue comme adaptation de plusieurs cas). Dans [7, 8], une approche similaire
de l’adaptation est décrite pour la logique de descriptions ALC.
Application à l’exemple. Soit ❞✐st la distance sur U =]0; +∞[×IR définie pour ✉1, ✉2 ∈ U avec ✉i =








FIG. 2 – Illustration sur l’exemple de l’adaptation par révision suivant un opérateur défini à l’aide de la distance
L1 de la base canonique. Cette adaptation correspond à une adaptation par copie et correction : tant que la copie
est cohérente avec les connaissances du domaine elle est appliquée (cf. la flèche horizontale à droite), quand
elle ne l’est plus, elle est corrigée suivant les connaissances du domaine (cf. l’autre flèche).
l’adaptation d’un cas source ❙♦✉r❝❡ = {✉s} avec ✉s = (xs, ys) pour résoudre un problème cible ❝✐❜❧❡ =
{xc}. Le cas cible est ❈✐❜❧❡ = ❝✐❜❧❡× IR.
On suppose d’abord qu’il n’y a pas de connaissances du domaine : ❈❉ = U . ❈✐❜❧❡❈♦♠♣❧été❡ est l’en-
semble des (xc, yc) qui minimisent ❞✐st((xs, ys), (xc, yc)). Puisque xs, ys, et xc sont fixés, la minimisation de
❞✐st((xs, ys), (xc, yc)) consiste à minimiser |yc − ys|. Le minimum est atteint pour yc = ys, ainsi
❈✐❜❧❡❈♦♠♣❧été❡ = {(xc, ys)}. Par conséquent, avec cette distance et sans connaissances du domaine, la
◦❞✐st-adaptation est une adaptation par copie (aussi appelée « adaptation nulle » [17]) : la solution du cas source
est simplement réutilisée par le problème cible).
On prend maintenant en compte les connaissances du domaine définies par l’équation (1), si le résultat de
l’adaptation par copie est cohérent avec ❈❉ alors l’adaptation par copie est appliquée, sinon, elle fournit une
solution à la frontière de ❈❉ :
yc = min (ys, xc − 1) (3)
Cette adaptation est une « adaptation par copie et correction » : la solution du cas source est réutilisée et, quand
elle est incohérente avec les connaissances du domaine et les contraintes du problème cible, elle est corrigée
pour résoudre cette inconsistance.
La figure 2 illustre cet exemple.
On montre plus loin qu’une ◦❞✐st-adaptation peut être plus sophistiquée et incorporer des connaissances
d’adaptation spécifiques au domaine.
3.2 L’adaptation différentielle







appliquée à une fonction différentiable f : x ∈ IRm 7→ y ∈ IRn. Cette équation peut servir à calculer une
approximation du premier ordre de f en interprétant les différentielles dxi et dyj comme des petites différences.






. ❈❆ est l’abréviation de connaissances
d’adaptation : cette approximation du premier ordre peut être vue comme une adaptation. En effet, si U♣❜ =
IRm, Us♦❧ = IRn, ❙♦✉r❝❡ = {✉s} est un cas source spécifique avec ✉s = (xs, ys) et ys = f(xs), alors (4)
permet de calculer











L’adaptation différentielle est présentée en détail dans [12], nous proposons dans cet article une version
simplifiée. Cette simplification consiste à généraliser le calcul différentiel en substituant IR par (éventuellement)
d’autres ensembles de valeurs : U♣❜ = V1× . . .×Vm, Us♦❧ = W1× . . .×Wn, où les Vi et lesWj sont différents
types d’ensembles de valeurs. Un type T peut être numérique (p. ex., T = IR or T = ZZ) ou non (p. ex.,
types énumérés, ensembles des parties d’un ensemble fini, etc.), sous condition de disposer d’une opération,
notée +, telle que (T ,+) soit un groupe commutatif2. On considère donc m+ n groupes commutatifs (Vi,+)
et (Wj ,+) qui ne sont pas nécessairement différents. Soit + définie sur U♣❜ (resp., sur Us♦❧) par a + b =
(a1 + b1, . . . , am + bm) (resp., a + b = (a1 + b1, . . . , an + bn)). (U♣❜,+) et (Us♦❧,+) sont des groupes
commutatifs. Étant donné un cas spécifique ❙♦✉r❝❡ = {✉} avec ✉ = (xs, ys) et un problème cible spécifique
❝✐❜❧❡ = {xc}, dx et dy dénotant respectivement xc − xs et yc − ys.
L’adaptation différentielle consiste à ➀ calculer dy à partir de dx et ➁ calculer yc = ys + dy. L’étape ➁ est
simple. Soit Dxs la fonction qui calcule l’étape ➀ : Dxs : dx 7→ dy. Dans le cadre du calcul différentiel numé-







. Dans le cadre de l’adaptation différentielle
générale, Dxs correspond aux fonctions
∂yj
∂xi








Dxs((dx1, . . . , dxm)) = (dy1, . . . , dyn)
yc = ys +Dxs(x







(0) = 0 : si le descripteur du problème xi ne change pas (dxi = 0) alors il ne







FIG. 3 – Illustration de l’adaptation différentielle sur l’exemple. Elle consiste simplement à suivre la droite de
pente ̺s (le choix optimal de ̺s est choisi ici : la droite est la tangente à la courbe en xc). Aucune connaissance
du domaine n’est considérée (❈❉ = U).
Application à l’exemple. Pour cet exemple, Dxs : dx ∈ IR 7→ ̺s · dx ∈ IR, avec ̺s ∈ IR. Ainsi, l’adaptation
est simplement définie par
yc = ys + ̺s · (xc − xs) (6)
(l’adaptation se fait en suivant une droite et ̺s est la pente de cette droite). Le choix « optimal » de ̺s est





(3). Le choix ̺s = 0 correspond à l’adaptation par copie : yc = ys.
2Un groupe commutatif (T , +) est tel que + est une opération interne associative et commutative, (T , +) a un élément neutre, noté
0, et chaque a ∈ T a un élément inverse noté −a (a + (−a) = 0). b − a est une notation pour b + (−a). Dans [12] les hypothèses sur
(T , +) sont plus faibles.
3 C’est le choix optimal dans le sens où yc − (ys + ̺s · (xc − xs)) =xc→xs o(xc − xs) ssi ̺s = 1xs , ce qui est une conséquence
directe de la définition des dérivées.
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La figure 3 illustre cet exemple.
4 L’adaptation différentielle vue comme une adaptation par révision
La proposition suivante montre que l’adaptation différentielle peut être simulée par l’adaptation par révi-
sion :
Proposition 1 Étant donné les connaissances d’adaptation différentielles exprimées par la fonction Dxs pa-
ramétrée par xs ∈ U♣❜, il existe un opérateur de révision ◦ tel que le résultat de l’adaptation différentielle
coïncide avec la ◦-adaptation sans connaissances du domaine.
Plus précisément, soient ❞✐st♣❜ et ❞✐sts♦❧ respectivement des distances sur U♣❜ et Us♦❧, et soit ❞✐st la
distance telle que pour ✉s, ✉c ∈ U , avec ✉s = (xs, ys) et ✉c = (xc, yc),
❞✐st(✉s, ✉c) = ❞✐st♣❜(x
s, xc) + ❞✐sts♦❧(y
s, yc −Dxs(x
c − xs)) (7)
La ◦❞✐st-adaptation de ❙♦✉r❝❡ = {(xs, ys)} pour résoudre ❈✐❜❧❡ = {xc} × Us♦❧ donne donc
yc = ys +Dxs(x
c − xs) qui est le résultat de l’adaptation différentielle.
Preuve. Montrons d’abord que ❞✐st est une distance. Si ❞✐st(✉s, ✉c) = 0 alors (a) ❞✐st♣❜(xs, xc) = 0 et
(b) ❞✐sts♦❧(ys, yc − Dxs(xc − xs)) = 0. Puisque ❞✐st♣❜ est une distance, (a) entraîne que xs = xc. Donc
Dxs(x
c − xs) = 0, et (b) entraîne que ❞✐sts♦❧(ys, yc − 0) = 0. Puisque ❞✐sts♦❧ est une distance, ys = yc.
Finalement, ✉s = ✉c et ❞✐st est une distance (suivant la définition de la section 2).
Soit yc le résultat de la ◦❞✐st-adaptation de {(xs, ys)} par l’instance du problème cible xc. yc minimise
donc ∆ = ❞✐st((xs, ys), (xc, yc)), où xs, ys et xc sont fixés. (7) entraîne que ∆ > ❞✐st♣❜(xs, xc). ∆ =
❞✐st♣❜(x
s, xc) n’est atteint que si ❞✐sts♦❧(ys, yc − Dxs(xc − xs)) = 0, ce qui équivaut, puisque ❞✐sts♦❧
est une distance, à ys = yc − Dxs(xc − xs), soit yc = ys + Dxs(xc − xs). Donc, si yc est le résultat de la
◦❞✐st-adaptation avec ❞✐st définie par (7) alors yc est aussi le résultat de l’adaptation différentielle. La preuve
de l’implication inverse est directe. 
Ce résultat enrichit mutuellement les deux approches de l’adaptation :
– L’adaptation par révision généralise l’adaptation différentielle dans le sens où elle permet de considérer
des cas sources qui ne sont pas nécessairement spécifiques et, surtout, elle permet de prendre en compte
les connaissances du domaine pour l’adaptation différentielle.
– L’adaptation par révision dépend du choix d’un opérateur de révision et les connaissances d’adaptation
associées à l’adaptation différentielle peuvent servir à définir un opérateur de révision pertinent pour
effectuer l’adaptation.
L’adaptation conservatrice revue et corrigée. Dans [15] et [3], l’adaptation par révision est appelée conser-
vative adaptation (adaptation conservatrice). Ce qualificatif semble être mal approprié pour certaines adapta-
tions par révision, en particulier pour celles qui simulent l’adaptation différentielle (qui peuvent difficilement
être qualifiées de conservatrices, sauf si Dxs(dx) = 0 pour tout dx ∈ U♣❜). Quand la ◦-adaptation est-elle
conservatrice ? Pour répondre à cette question, on considère la distance suivante sur U (avec les hypothèses de
la proposition 1) :
❞✐st(✉s, ✉c) = ❞✐st♣❜(x
s, xc) + ❞✐sts♦❧(y
s, yc) (8)
Lorsque la ◦❞✐st-adaptation est appliquée, on peut remarquer que le résultat de la minimisation de yc 7→
❞✐st(✉s, ✉c) dépend seulement de ys, elle ne dépend ni de xs, ni de yc. La ◦❞✐st-adaptation avec cette dis-
tance est conservatrice dans le sens où elle consiste à copier et corriger la solution du cas source. L’adaptation
de (3) illustre cela. Contrairement à la distance définie par (8), la distance définie par (7) établit une corrélation
entre les instances de problème et les instances de solution : le résultat de la minimisation de la distance dépend
de xs, ys, et xc. Cette remarque justifie la proposition suivante pour la définition d’adaptation conservatrice :
Définition 1 Une adaptation est dite conservatrice s’il s’agit d’une ◦-adaptation où ◦ est un opérateur de
révision sur U tel qu’il existe un opérateur de révision ◦♣❜ sur U♣❜ et un opérateur de révision ◦s♦❧ sur Us♦❧
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vérifiant la propriété suivante :
si P1, P2 ∈ 2
U♣❜ , S1, S2 ∈ 2
Us♦❧ , alors (P1 × S1) ◦ (P2 × S2) = (P1 ◦♣❜ P2) × (S1 ◦s♦❧ S2) (9)
En particulier, la ◦❞✐st-adaptation, avec la distance ❞✐st définie par (8), est conservatrice puisque la propriété
ci-dessus, reliant ◦, ◦♣❜ et ◦s♦❧ est vérifié pour ◦=◦❞✐st, ◦♣❜=◦❞✐st♣❜ , et ◦s♦❧=◦❞✐sts♦❧ .
Lorsqu’un opérateur de révision ◦ sur U vérifie (9), on parle d’opérateur de révision orthogonal (par rapport






















FIG. 4 – Deux illustrations de l’adaptation par révision suivant un opérateur de révision intégrant des connais-
sances d’adaptation différentielle. Dans la situation (a), le résultat de l’adaptation différentielle est cohérent avec
les connaissances du domaine, il n’y a donc pas besoin de le corriger (cela est équivalent à l’adaptation de la
figure 3). Dans la situation (b), le résultat de l’adaptation différentielle n’est pas cohérent avec les connaissances
du domaine, il faut donc le corriger. Le résultat de cette adaptation est équivalent à l’adaptation conservatrice
représentée en (c).
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Application à l’exemple. Avec des distances ❞✐st♣❜ et ❞✐sts♦❧ de la forme | · − · | (c.-à-d. les distances L1
sur les bases canoniques de U♣❜ et Us♦❧), l’équation (7) donne
❞✐st(✉s, ✉c) = |xc − xs| + |yc − (ys + ̺s · (xc − xs))| (10)
Donc, sans connaissances du domaine, la ◦❞✐st-adaptation donne le résultat (6) et avec les connaissances du
domaine spécifiées dans (1), cette adaptation donne :
yc = min (ys + ̺s · (xc − xs), xc − 1)
La situation ̺s = 0 correspond à l’adaptation conservatrice (cf. équation (3)). Plus généralement, la distance
❞✐st définie par (10) est une distance L1 dans la base (
−→e1 ,







−→ε2) est la base canonique (
−→ε1 = (1, 0) et
−→ε2 = (0, 1)) : la pente de
−→e1 dans (
−→ε1 ,
−→ε2) vaut ̺s. (
−→e1 ,
−→e2) est
une base orthogonale (par rapport à (−→ε1 ,





avec la distance ❞✐st définie par (10) est orthogonale (avec le sens de (9)) ssi (−→e1 ,
−→e2), la base dans laquelle
❞✐st est L1, est orthogonale. Cela justifie a posteriori l’adjectif « orthogonal » de l’opérateur de révision.
La figure 4 illustre cette adaptation.
Remarque 1 Dans cet exemple, cette adaptation coïncide soit avec l’adaptation différentielle soit avec l’adap-
tation conservatrice. Ce n’est pas toujours le cas. Par exemple, supposons qu’on cherche à approcher par un
système de RÀPC la valeur de la fonction sinus en π/2 en connaissant sa valeur en 0. U = U♣❜ × Us♦❧ avec
U♣❜ = Us♦❧ = IR, ❙♦✉r❝❡ = {(0, 0)} et le problème cible à résoudre est ❝✐❜❧❡ = π/2, on s’appuie sur la
valeur de la dérivée du sinus en 0 qui vaut 1 et sur les connaissances du domaine qui établissent que la fonction
sinus est à valeurs dans [−1, 1] :
❈❉ = {(x, y) ∈ U | − 1 6 y 6 1}
L’adaptation de ❙♦✉r❝❡ pour résoudre ❝✐❜❧❡ donne ❈✐❜❧❡❈♦♠♣❧été❡ = {(xc, yc)} avec :






yc = 0 avec l’adaptation conservatrice.
yc = π/2 avec l’adaptation différentielle (sans tenir compte de ❈❉).
yc = 1 avec la ◦❞✐st-adaptation pour ❞✐st définie suivant (10).
5 De l’adaptation conservatrice à l’adaptation différentielle optimale
Cette section traite d’adaptations qui sont « entre » l’adaptation conservatrice (AC) et l’adaptation diffé-
rentielle optimale (ADO), étant donné des connaissances du domaine. L’ADO est une adaptation différentielle







, c.-à-d., un choix de Dxs donnant les résultats optimaux
pour l’adaptation différentielle suivant des critères prédéfinis (pour l’exemple, ce choix optimal est expliqué
dans la note 3 en bas de page 5). L’adaptation conservatrice correspond, elle, au choix arbitraire ∂yj
∂xi
(xs) = 0
(pour chaque xs, i et j).
D’un côté, l’ADO peut être préférée à l’AC, puisqu’elle donne la meilleure adaptation parmi les adaptations
différentielles. D’un autre côté, l’AC ne demande par d’effort d’acquisition de connaissances d’adaptation ni
d’apprentissage alors que l’ADO en demande beaucoup. L’idée d’adaptations intermédiaires entre AC et ADO
a donc émergé, elle consiste à définir une procédure d’acquisition de connaissances d’adaptation, pour affiner
graduellement l’opérateur d’adaptation en partant de l’AC comme état initial, et en convergeant vers l’ADO.
Cette procédure pourrait être implantée suivant les principes de l’acquisition opportuniste de connaissances
d’adaptation (voir p. ex. [9]) ou de l’extraction opportuniste de connaissances d’adaptation (voir p. ex. [2]).
6 Conclusion et perspectives
Cet article compare l’adaptation par révision (APR) et l’adaptation différentielle (AD), deux approches
complémentaires de l’adaptation qui permettent d’aborder le problème de conception d’un module d’adapta-
tion sous des angles différents. Ces approches d’adaptation sont toutes deux définies au niveau des inférences
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(c.-à-d., indépendamment des algorithmes réalisant ces inférences). À ce niveau, il est montré que l’AD est plus
spécifique que l’APR : un opérateur de révision prenant en compte les connaissances d’adaptation de l’adap-
tation différentielle peut être défini de sorte, qu’en l’absence de connaissances du domaine, l’APR utilisant cet
opérateur de révision coïncide avec l’AD. Ce résultat implique que ces deux approches de l’adaptation peuvent
bénéficier l’une de l’autre :
– L’AD peut être étendue grâce à l’APR pour prendre en compte des connaissances du domaine, elle peut
aussi bénéficier des travaux sur la révision des connaissances.
– L’approche de l’APR ne précise pas comment choisir un opérateur de révision pertinent pour effectuer
l’adaptation, les connaissances d’AD peuvent guider le choix d’un « bon » opérateur de révision pour








Une autre contribution de cet article est le retour sur la notion d’adaptation conservatrice. Dans les travaux
précédents, les termes adaptation conservatrice et APR étaient utilisés comme synonymes. Dans cet article,
l’adaptation conservatrice est redéfinie comme une APR pour laquelle l’opérateur de révision a la propriété
de pouvoir être décomposé orthogonalement suivant U♣❜ et Us♦❧, ce qui correspond à une adaptation par co-
pie et correction. Inversement, une adaptation non conservatrice correspond à un opérateur de révision « non
orthogonal » : une variation dans l’espace des problèmes implique une variation dans l’espace des solutions.
La dernière contribution de cet article s’appuie sur une comparaison de deux approches de l’adaptation ex-
trêmes : l’adaptation conservatrice, qui ne requiert aucune acquisition de connaissances d’adaptation et consti-
tue une adaptation novice, et l’adaptation différentielle optimale, très exigeante en termes d’acquisition de
connaissances d’adaptation. Une procédure d’acquisition de connaissances d’adaptation est envisagée, qui part
de l’adaptation conservatrice et qui devrait converger vers l’adaptation différentielle optimale. Cette procédure
pourrait, par exemple, s’appuyer sur les principes de l’acquisition opportuniste de connaissances. Une première
perspective serait de concevoir une procédure d’acquisition suivant ce modèle et d’étudier expérimentalement
l’évolution des performances d’un système de RÀPC suivant cette acquisition.
Une perspective plus générale serait de comparer l’adaptation par révision et d’autres approches de l’adapta-
tion. Une première comparaison avec les approches de l’adaptation par règles a été effectuée dans [6]. D’autres
comparaisons peuvent être faites, par exemple, avec l’adaptation à partir de cas (voir, p. ex., [10]).
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