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Abstract
We construct solutions of IIB supergravity dual to non-supersymmetric states of the D1D5
system. These solutions are constructed as perturbations carrying both left and right moving
momentum around the maximally rotating D1D5 ground state at linear order. They are found
by extending to the asymptotically flat region the geometry generated in the decoupling limit
by the action of left and right R-currents on a known D1D5 microstate. The perturbations are
regular everywhere and do not carry any global charge. We also study the near-extremal limit
of the solutions and derive the first non-trivial correction to the extremal geometry.
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1 Introduction
The D1D5 system has been a useful physical set-up to study the microscopic properties
of black holes within String Theory since the very early days [1]. When the S1 common
to the n1 D1 and the n5 D5 branes is taken larger than all other scales in the problem,
the system is described by a CFT and holographic methods can be applied to gain insight
on the system. The CFT becomes particularly simple at a special point of the theory’s
moduli space where it reduces to an orbifold sigma-model with target space MN/SN ,
with M the compact space wrapped by the D5’s and N = n1n5. The orbifold CFT
provides useful informations on many aspects of black hole physics: it can be used for
example for counting extremal states that carry the minimum allowed energy for given
charges [2, 3], or for computing moduli-independent quantities, like 3-point functions of
1/4 and 1/8 BPS operators [4–6]. Sometimes the orbifold CFT gives exact results even
for processes that are not expected to be protected by supersymmetry, like for travel
times and decay rates of perturbations in supersymmetric [7] and non-supersymmetric
states [8]. However many qualitative features of black holes, like thermalisation [9] or
chaos [10], are not captured by the orbifold CFT, and can be analysed only by deforming
the CFT away from the free orbifold point. This can be done perturbatively by turning
on marginal twist operators [11–13], but extrapolating this perturbative expansion all
the way to the strong coupling regime where the supergravity description applies, seems
a daunting task.
At the supergravity point a simple picture of black hole microstates is expected again
to emerge: the CFT states that can be identified with the microstates of black holes have
a conformal dimension that scales like the central charge c = 6N and are expected to be
described by smooth horizonless geometries with the same global charges as the black
hole [14–18]. In the “decoupling limit” in which the holographic description applies, these
“microstate geometries” tend at large distances to AdS3×S3×M. Establishing a precise
link between the geometries and the states of the orbifold CFT is however a subtle task,
already for supersymmetric states. One source of complications is that not all states that
preserve some supersymmetry at the orbifold point are guaranteed to exist at strong
coupling: as the moduli are changed, short multiplets might join into long multiplets
whose conformal dimension grows without bound in the supergravity limit. This does
not happen for 1/4 BPS states, and indeed one can construct all the geometries dual
to Ramond-Ramond ground states [19, 5] and establish a precise map with the orbifold
states [4]. However with this much supersymmetry there is no supergravity solution with
a regular horizon of finite area, and these states represent the microstates of string-size
black holes. For 1/8 BPS configurations, for which a regular black hole exists already at
the classical level, the situation is more involved. A subset of states that can be matched
with supergravity modes has been identified in [20], and is dubbed “supergraviton gas”.
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The characterisation of the supergraviton gas relies on the CFT chiral algebra, which
consists of the usual left and right Virasoro generators (Ln, L˜n), of an affine SU(2)L ×
SU(2)R R-symmetry algebra (J
a
n , J˜
a
n), corresponding to rotations in the non-compact
spatial dimensions, and of the (4, 4) supercharges (G±,±n , G˜
±,±
n ). One should also recall
that the states of an orbifold theory split in different twist sectors: each twist sector can be
described as a collection of effective strings, or “strands”, of different winding numbers,
with the constraint that the total winding of all the strands equals N . Graviton gas
states are the ones obtained by acting globally on a 1/4 BPS state with any element of
the CFT chiral algebra (we will refer to such states as “superdescendants”) or by acting
independently on any strand with an element of the global sub-algebra generated by L0,
L±1, Ja0 , G
±,±
±1/2 plus the corresponding right-moving generators. The geometries dual to
this latter class of states – known as “superstrata” – have been constructed in [21–23]
exploiting a crucial linear structure possessed by the BPS equations [24]: one constructs
the building blocks corresponding to each individual strand and then uses the linearity
of the equations to take linear combinations of these building blocks and thus generating
the geometry of the full state.
Generating the geometries of superdescendants is much simpler. Indeed the CFT
chiral algebra is represented on the gravity side by diffeomorphisms that do not vanish
at the AdS boundary and the geometries of superdescendants are obtained by applying
such diffeomorphisms to the RR ground state geometries. This produces asymptotically
AdS solutions: black holes, however, are asymptotically flat (by which we mean that at
large distances the spacetime is R4,1 × S1×M), and geometries that admit an interpre-
tation as black hole microstates should be extendable from asymptotically AdS solutions
to asymptotically flat ones. Even for supersymmetric superdescendants this extension
requires solving a non-trivial gravity problem, since the asymptotically flat geometry is
not diffeomorphic to the seed 1/4 BPS solution, with the non-trivial deformation of the
geometry occurring in the “neck” region that joins AdS and asymptotic infinity. This
problem was first considered in [25], where it was solved using a double approximation:
first one considers the limit in which the microstate can be described as a perturbation
around the background of a simpler state, then the linear equations for the perturbation
are solved approximately using a matching procedure between the AdS and the asymp-
totic regions. This technique was generalised in [26–28], while an exact construction
was given, for two different classes of states, in [29] and [30]. The existence of an exact
solution is again ultimately a consequence of the linearity of the BPS equations.
The purpose of this paper is to investigate how much of this structure extends to non-
supersymmetric microstates. We know only very few non-extremal microstate geometries.
The first example, and also the only one with a known CFT dual, was constructed in [31]
generalising to the non-BPS case the technique of [32]. The full holographic interpreta-
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tion of this solution was found in [33] and it involves states obtained by applying spectral
flow in both left-moving and right-moving sectors to some simple 1/4 BPS state. The
existence of non-supersymmetric supergravity solutions that carry no global charges was
conjectured in [34], where a construction of these solutions based on neutral oscillat-
ing supertubes was outlined. Powerful techniques to construct exact fully non-linear
non-supersymmetric solutions have been developed over the past years [35–38], but the
relation between these gravity solutions and the states of the CFT is unclear yet. In
fact, the issue of which states of the orbifold theory survive in the spectrum at strong
coupling is even less understood for non-supersymmetric states than for supersymmetric
ones. The existence of a non-BPS analogue of the graviton gas made of states that are
not descendants of RR ground states is far from obvious, since the linear properties of
the gravity equations that allowed the construction of the supergraviton gas in the super-
symmetric setting is not guaranteed to persist when supersymmetry is broken. On the
other hand the chiral algebra guarantees the existence of superdescendants on the whole
moduli space, even when the states contain both left-moving and right-moving genera-
tors and, hence, break supersymmetry completely. The geometry of these states in the
decoupling limit is obtained straightforwardly by acting with a large diffeomorphism on a
1/4 BPS solution. The non-trivial task is again the extension of the asymptotically AdS
geometry so constructed to an asymptotically flat one, which could be interpreted as a
black hole microstate. We will not attempt here to perform this task at the full non-linear
level, and we will work in the regime in which the microstate is a linear perturbation
around a supersymmetric background. We show that the simplification that allowed for
a simple solution of the problem for supersymmetric states does not happen when the
perturbation breaks supersymmetry. We reduce the problem to the solution of a partial
differential equation, which we solve approximately using the same matching technique
of [25].
Our main goal is to prove the existence of a solution that interpolates between the
geometry in the decoupling limit and a well-behaved solution at large distances. The
existence of such a solution is not obvious since non-extremality has drastic effects on
the large-distance behaviour of the geometry. It was shown in [25] that when the pertur-
bation carries more energy than its charge, it will be non-normalisable, i.e. it belongs to
the continuum spectrum of excitations around the extremal background: this behaviour
is expected for non-extremal perturbations, and does not signal a pathology of the so-
lution1. A similar conclusion was reached more recently in [33], which also considered
non-extremal states obtained by applying left and right-moving chiral algebra transfor-
mations to 1/ 4 BPS geometries: it was concluded that the only normalisable solutions
are given by extremal perturbations around the non-extremal background of [31]. Here
1We thank Samir Mathur for clarifying to us this point.
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we consider genuinely non-extremal perturbations and we find that they indeed fall-off
very slowly (like r−3/2) at large distances. This is the expected asymptotic behaviour
for non-extremal states; moreover we verify that, via a somewhat non-trivial mechanism,
the perturbation does not alter the global charges of the background. Hence we conclude
that the perturbative non-extremal solutions we find can be consistently identified with
non-supersymmetric microstates of the black hole.
In the next Section we describe the states we consider using the language of the orb-
ifold CFT, and also recall the construction of their dual geometries in the decoupling
limit. We introduce the general ansatz we use to extend the asymptotically AdS ge-
ometries to the asymptotically flat region in Section 3: we consider a background dual
to the maximally rotating RR ground state and a perturbation that excites the NSNS
B-field and the RR 0-form and write down an ansatz that generalises the one appropriate
for supersymmetric solutions [39]. In Section 4 we work out the linearised equations of
motion for the perturbation and we reorganise them in such a way that they reduce to
a single partial differential equation of the second order. The whole perturbation can be
easily reconstructed from a solution of this differential equation. We solve approximately
this differential equation by matching at leading order the decoupling limit geometry,
valid at small distances, with the solution at large distances. We do this for two different
classes of states. In Section 5 we consider a maximally non-extremal state obtained by
adding to the maximally rotating RR ground state an equal amount of left and right-
moving momentum via an SU(2)L × SU(2)R affine algebra transformation. In Section
6 we construct a near-extremal state, where we take the left-moving momentum much
bigger than the right-moving one and we solve the equations at the first non-trivial order
in the non-extremality parameter. We summarise our results and outline some possible
developments in the concluding Section. The details of some calculations are collected
in the appendices: in Appendix A we adapt the equations of motion to our ansatz and
simplify them, in Appendix B we prove a useful identity for the covariant Laplacian.
2 The CFT states
A system of n1 D1 branes and n5 D5 branes compactified on S
1 ×M is described, in
the limit in which the radius R of the S1 is much larger than both the string scale and
the volume ofM, by a 2-dimensional CFT with (4, 4) supersymmetry. The CFT admits
a simple description at a special point of its moduli space, where it reduces to a sigma-
model on the orbifold space MN/SN with N = n1n5. We refer to [40] and [6] for an
introduction on the orbifold theory and for the details on our conventions. The basic
ingredients that will be useful for us here are the RR ground states of the theory and its
symmetry algebra.
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The RR ground states can be described as a collection of “strands”, each characterised
by the winding number k and the left/right R-charge quantum numbers (, ¯): we will
denote the state of each strand by |, ¯〉k and the full D1D5 state containing Ni strands of
type |i, ¯i〉ki as
∏
i(|i, ¯i〉ki)Ni, with the constraint that the total winding number equals
N , i.e.
∑
i kiNi = N . For example the RR ground state with the maximum values of (, ¯)
is denoted as (|+,+〉1)N and has  = ¯ = N/2. The CFT has a spectral flow symmetry
which maps R and NS sectors. Performing one unit of spectral flow on the left and the
right sector of the CFT maps the state (|+,+〉1)N into the SL(2,C)-invariant vacuum.
This fact allows to deduce easily the gravity dual geometry for the state (|+,+〉1)N .
Each D1D5 ground state admits a dual description in terms of an asymptotically
AdS3 × S3 ×M geometry [19]. For all the states considered in this work the compact
4D space M will just play a spectator role, and we will only focus on the dimensionally
reduced 6-dimensional theory. The geometry dual to the SL(2,C)-invariant vacuum is
simply global AdS3 × S3:
ds2 =
√
Q1Q5 (ds
2
AdS3
+ ds2S3) , (2.1a)
ds2AdS3 =
dr2
r2 + a2
− r
2 + a2
Q1Q5
dt2 +
r2
Q1Q5
dy2 , (2.1b)
ds2S3 = dθ
2 + sin2 θ dφˆ2 + cos2 θ dψˆ2 , (2.1c)
F = 2Q5 (−volAdS3 + volS3) , e2Φ =
Q1
Q5
, (2.1d)
volAdS3 =
r
Q1Q5
dr ∧ dt ∧ dy , volS3 = sin θ cos θ dθ ∧ dφˆ ∧ dψˆ , (2.1e)
where ds2 is the Einstein metric in 6D, F is the RR 3-form field strength and Φ the
dilaton. Q1 and Q5 are the supergravity D1 and D5 charges
Q1 =
(2π)4n1gs(α
′)3
V4
, Q5 = gsn5α
′ , (2.2)
where gs is the string coupling and V4 is the volume of theM. The parameter a is linked
to the D-brane charges and the S1 radius R by
a =
√
Q1Q5
R
. (2.3)
In the following we will slightly simplify our equations by taking Q1 = Q5 = Q. Spectral
flow acts geometrically on the gravity side through the change of coordinates
φˆ = φ− t
R
, ψˆ = ψ − y
R
. (2.4)
Note that this is a diffeomorphism that acts non trivially at the AdS3 boundary, and
hence it changes the state. Thus the geometry dual to the state (|+,+〉1)N is (2.1) with
the coordinate redefinition (2.4).
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One can construct more interesting and more generic states by adding strands with
different winding numbers and/or different spins. For example one can consider the state
|0, 0〉k, with winding k and  = ¯ = 0 (there is only one such state that is also a scalar
under the SU(2)× SU(2) group that corresponds to rotations in the internal spaceM).
The RR ground state (|+,+〉1)N1(|0, 0〉k)N2 with N1 + kN2 = N (or more precisely a
coherent superposition [41] of states of these form, see [6] for details) sources a non-
trivial geometry when both N1 and N2 are numbers of order N . The full geometry is
given for example in eq. (3.11) of [30]. The limit of interest in this paper is when the
strands of type |0, 0〉k are much fewer then the ones of type |+,+〉1: N2 ≪ N1. In this
regime the appropriate gravitational description of the state is as a perturbation around
the AdS3×S3 background (2.1), which solves the supergravity equations at linear order.
After flowing to the NS sector this perturbation is an anti-chiral primary of dimension
and charge h = h¯ = − = −¯ = k/2 [25]. The linearised perturbation is controlled by
a scalar w, which is identified with the RR 0-form, and by the 2-form B-field B, and is
given by
w = B Y , B = Q
k
(Y ∗AdS3 dB − B ∗S3 dY ) , (2.5a)
B = bR
Q
(
a√
r2 + a2
)k
e−ik
t
R , Y = Y ℓ,ℓ−ℓ,−ℓ = sin
k θ e−ikφˆ with k = 2ℓ , (2.5b)
where ∗AdS3 and ∗S3 are the Hodge duals2 with respect to the AdS3 and S3 metrics
defined in (2.1b) and (2.1c). Y ℓ,ℓ,¯ denotes the S
3 spherical harmonics of order k = 2ℓ:
✷S3Y
ℓ,ℓ
,¯ = −k(k + 2)Y ℓ,ℓ,¯ ; (2.6)
analogously B is an eigenfunction of the AdS3 Laplacian:
✷AdS3B = k(k − 2)B . (2.7)
The parameter b controls the number of strands of type |0, 0〉k (b2 ∼ N2/N) and the
above perturbation solves the supergravity equations at first order in b.
While the holographic description of RR ground states is well-understood [19, 4, 5],
the analysis of excited states, and in particular of non-supersymmetric states which
carry excitations on both the left and right sectors of the CFT, is largely incomplete.
2Our conventions for the Hodge dual of a p-form in d dimensions are
∗ ω(p) =
√
|g|
p!(d− p)!ǫi1...id−p
j1...jpω
(p)
j1...jp
dxi1 ∧ . . . dxid−p .
We choose the 3D orientations so that ǫrty = ǫθφψ = +1, the 4D orientation so that ǫrθφψ = +1 and the
6D orientation so that ǫrtyθφψ = +1.
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An effective way to approach the problem is to use the CFT chiral algebra, which, for
general M, it is composed by the usual Virasoro generators, by the SU(2)L × SU(2)R
R-currents Jan, J˜
a
n and by the fermionic supercurrents. A simple class of excited states,
which are guaranteed to exist at any point of the CFT moduli space, is formed by
descendants obtained by acting on RR ground states with an arbitrary string of chiral
algebra generators. In this paper we focus on the R-charge currents and consider the
states
[|+,+〉1]N1 [(J+−1)m(J˜+−1)m¯ |0, 0〉k]N2 ; (2.8)
when both m and m¯ are non-vanishing theses states are non-supersymmetric. As ex-
plained above, in the limit N2 ≪ N1 the states are holographically described by a lin-
earised perturbation around AdS3 × S3, which is easily constructed starting from (2.5).
Indeed, when one flows to the NS sector the currents J+−1 and J˜
+
−1 are mapped to J
+
0
and J˜+0 , which rotate the perturbation (2.5) while leaving the AdS3 × S3 background
invariant. Thus the perturbation dual to the state (2.8) for N2 ≪ N1 is of the form of
eq. (2.5), with the same B but a rotated Y :
Y = Y ℓ,ℓ−ℓ+m,−ℓ+m¯ . (2.9)
This construction provides a systematic way to generate the geometries dual to de-
scendant states in the decoupling limit, valid when the S1 radius is large (R ≫ √Q)
and in the inner region of the spacetime, in which r ≪ √Q. In this region the geome-
tries have AdS3 × S3 asymptotics. If the states represent microstates of asymptotically
flat black holes, they should admit a description outside the inner region, in which they
smoothly join to the R4,1 × S1 flat spacetime at large distances. The construction of
this asymptotically flat extension for non-supersymmetric states will be the focus of the
remainder of this article. We will concentrate on two subclasses of states: non-extremal
states with m = m¯ = 1 and near-extremal states with m = k ≫ 1, m¯ = 1.
3 Asymptotically flat ansatz
The non-supersymmetric solutions we are after solve the equations of motion of type IIB
supergravity linearised around a supersymmetric background, which is the asymptotically
flat extension of the AdS3×S3 solution (2.1). We will work in the 6D theory dimensionally
reduced on M, whose field content and equations of motion have been nicely reviewed
in [42]. The fields that make up the background are the metric, the RR 3-form field
strength F = dC, the dilaton and the volume of M; these last two scalars trivialise if
one takes Q1 = Q5. The background, which represents the first example [43, 44] of an
asymptotically flat solution dual to a D1D5 state (the maximally rotating RR ground
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state |+,+〉N1 ), can be conveniently written as
ds2 =− 2
Z
(du+ ω)(dv + β) + Z ds24 , (3.1a)
C =− 1
Z
(du+ ω) ∧ (dv + β) + γ , (3.1b)
with
ds24 = Σ
(
dr2
r2 + a2
+ dθ2
)
+ (r2 + a2) sin2 θdφ2 + r2 cos2 θdψ2 , (3.2a)
β =
Ra2√
2Σ
(sin2 θ dφ− cos2 θ dψ) , ω = Ra
2
√
2Σ
(sin2 θ dφ+ cos2 θ dψ) , (3.2b)
Z = 1 +
Q
Σ
, γ = −Q r
2 + a2
Σ
cos2 θ dφ ∧ dψ , Σ ≡ r2 + a2 cos2 θ . (3.2c)
The light-cone coordinates u and v are related with time t and the S1 coordinate y by
u =
t− y√
2
, v =
t + y√
2
; (3.3)
the Euclidean 4D metric ds24 is just flat R
4 written in a convenient system of coordinates,
which are related to the usual cartesian coordinates xi by
x1 + ix2 =
√
r2 + a2 sin θ eiφ , x3 + ix4 = r cos θ e
iψ . (3.4)
Note that the following relations, which are ultimately a consequence of supersymmetry,
are satisfied:
dβ = ∗4dβ , dω = − ∗4 dω , ∗4dZ = dγ , (3.5)
where ∗4 is the Hodge dual with respect to ds24. The length scale a is defined in (2.3). It is
simple to verify that the asymptotically flat geometry (3.1,3.2) reduces to the AdS3×S3
solution (2.1) in the decoupling limit (r, a ≪ √Q), in which one can discard the 1 in
the function Z. Note also that for Q1 = Q5 the 3-form F is anti-self-dual in the full
asymptotically flat geometry:
F + ∗F = 0 , (3.6)
where ∗ denotes the Hodge dual with respect to the 6D Einstein metric ds2.
The perturbation that corresponds to add few strands of the type (J+−1)
m(J˜+−1)
m¯ |0, 0〉k
excites the NSNS B-field B, the RR 0-form χ1 and the component of the RR 4-form along
M, χ2: again a slight simplification happens for Q1 = Q5, in which case χ1 = χ2 ≡ w.
In the decoupling limit the form of the perturbation is given by (2.5) and (2.9). We find
that the task of extending the perturbation to the asymptotically flat region is simplified
by using an ansatz inspired by the supersymmetric solutions:
w =
Z4
Z
, B = −Z4
Z2
(du+ ω) ∧ (dv + β) + a4 ∧ (dv + ω) + b4 ∧ (du+ β) + δ2 . (3.7)
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Here Z, β and ω are the same 0 and 1-forms that appear in the background (3.1), while
the 0-form Z4, the 1-forms a4, b4 and the 2-form δ2 are the unknowns that parametrise the
perturbation. All these forms have legs only along the 4D Euclidean space ds24, but might
depend also on u and v. It was found in [39] that general supersymmetric solutions have
the form (3.7) with b4 = 0 – if one specialises the results of [39] to Q1 = Q5; moreover
supersymmetry implies that nothing can depend on u. It is clear that any 0-form w
and any 2-form B can be written as in (3.7), for some choice of Z4, a4, b4, δ2; having
chosen the uv component of B to be controlled by the same function Z4 that appears
in w has partially restricted the 2-form gauge invariance B → B + dλ. The remaining
gauge freedom is the one where λ is a u and v-dependent 1-form with only legs on R4; it
acts on our unknowns as
a4 → a4 − ∂vλ , b4 → b4 − ∂uλ , δ2 → δ2 +Dλ , (3.8)
where we introduce the covariant differential
D ≡ d4 − β ∧ ∂v − ω ∧ ∂u , (3.9)
with d4 the exterior differential with respect to the R
4 coordinates. The combinations of
a4, b4, δ2 that are left invariant by this residual gauge freedom are
A ≡ ∂ua4−∂vb4 , Θ4 ≡ Da4+∂vδ2 , Θ˜4 ≡ Db4+∂uδ2 , Ξ ≡ Dδ2−a4∧dβ− b4∧dω ,
(3.10)
and it will be convenient to express the equations of motion in terms of these gauge-
invariant quantities. These quantities satisfy the Bianchi identities
∂uΘ4 − ∂vΘ˜4 = DA , (3.11a)
DΘ4 − ∂vΞ +A ∧ dω = 0 , DΘ˜4 − ∂uΞ−A ∧ dβ = 0 , (3.11b)
DΞ = −Θ4 ∧ dβ − Θ˜4 ∧ dω . (3.11c)
For supersymmetric solutions, for which b4 = 0 and ∂u is an isometry, A and Θ˜4 are
trivial. In that case the parametrisation (3.7) was particularly useful as it trivialised
the problem of finding the asymptotically flat linearised solution, given the one in the
decoupling limit [39]. It turns out, indeed, that when supersymmetry is preserved the
supergravity equations for Z4, a4 and δ2 do not depend on Z: then, all one has to do to
construct the asymptotically flat solution is to keep the same Z4, a4 and δ2 of the inner
region solution and simply “add back the 1” in the function Z that appears in [39]. The
hope is that a similar simplification also happens for non-extremal solutions: we will see
that life is not quite as easy, since the equations of motion couple A with Z and hence
deforming Z, as it is required by asymptotic flatness, necessarily induces deformations
of all the objects (Z4, a4, b4, δ2) that control the (w,B) fields. Nevertheless we find that
using the parametrisation (3.7) helps in simplifying the equations and ultimately reduces
the whole problem to a single partial differential equation for a scalar function.
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4 Linearised supergravity equations
Our goal is to construct a solution of the linearised equations of motion around the
background (3.1,3.2); the solution contains the fields w and B, parametrised as in (3.7),
and must reduce to the near-horizon solution described in Section 2 in the inner region.
The non-trivial equations of motion for (w,B) at linear order are
d(∗H + 2wF ) = 0 , (4.1a)
d ∗ dw + F ∧H = 0 , (4.1b)
where H = dB is the NSNS 3-form and the Hodge dual ∗ and the 3-form F = dC refer
to the background (3.1,3.2). The first equation can be partially integrated to
∗H −H + 2wF = 0 , (4.2)
after taking into account the anti-self-duality of F (3.6). With the ansatz (3.7), eq. (4.2)
is equivalent to
∗4DZ4 = Ξ− Z2 ∗4 A , (4.3a)
Θ4 = ∗4Θ4 , Θ˜4 = − ∗4 Θ˜4 . (4.3b)
The scalar eq. (4.1b) adds one more differential constraint which, after using (4.3a), can
be shown to reduce to
∗4 D ∗4 A = 2 ∂u∂vZ4 . (4.4)
Details of these manipulations can be found in Appendix A.
One can check that the near-horizon solution (2.5,2.9), when rewritten in the form
(3.7), indeed satisfies eqs. (4.3a), (4.3b) and (4.4). When one considers the same equa-
tions in the asymptotically flat background, one has to replace Z → Z + 1: then the
Z-dependent term in eq. (4.3a) is modified, and this induces a non-trivial modifica-
tion of all other fields. We have already remarked that this complication is peculiar to
non-supersymmetric solutions, for which A 6= 0.
Eqs. (4.3a), (4.3b), (4.4) seem to form a complicated set of coupled partial differential
equations. One can however considerably simplify the problem by reducing this set to a
single equation for the 1-form A. This is done as follows. Eqs. (3.11a) and (4.3b) imply
∂uΘ4 + ∂vΘ˜4 = ∗4DA . (4.5)
From (3.11b) and the identity above one derives
2 ∂u∂vΞ = D ∗4 DA+ ∂uA ∧ dω − ∂vA ∧ dβ . (4.6)
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Applying D to (4.4) and using (4.3a) one obtains
D ∗4 D ∗4 A =− 2 ∂u∂v(∗4Ξ + Z2A)
= − ∗4 D ∗4 DA− ∗4(∂uA ∧ dω − ∂vA∧ dβ)− 2Z2∂u∂vA ,
(4.7)
where in the last step we have used (4.6). If one defines the Laplacian associated with
the covariant differential D:
∇2 ≡ −(D ∗4 D ∗4 + ∗4 D ∗4 D) + ∗4(∂vA ∧ dβ − ∂uA ∧ dω) , (4.8)
one can prove (see Appendix B) that ∇2 has a simple action on forms
∇2 = DiDi , (4.9)
where indices are contracted using the flat metric ds24. Then eq. (4.7) reduces to
∇2A = 2Z2∂u∂vA , (4.10)
which is a set of decoupled partial differential equations for each component of the 1-form
A. These are the main dynamical equations one needs to solve to construct the linearised
solution. All other gauge-invariant quantities (Z4, Θ4, Θ˜4, Ξ) can be reconstructed from
the 1-form A thanks to eqs. (4.4), (3.11a), (4.5) and (4.6). Note that in the examples we
consider in this paper the perturbation has a simple exponential dependence on u and v,
hence inverting u and v derivatives is a trivial task.
In summary, we need to solve eq. (4.10) with the constraint that A agrees with the
decoupling limit result in the inner region and vanishes sufficiently fast at large distances.
5 A non-extremal solution
Consider the state [|+,+〉1]N1 [J+−1J˜+−1 |0, 0〉k]N2 in the N2 ≪ N1 regime: this is a “max-
imally” non-extremal perturbation of the background (3.1,3.2), where one adds energy,
through the action of the currents J+−1 and J˜
+
−1, without adding any net momentum along
the S1.
In the inner region, the perturbation is given by (2.5) with
Y = Y ℓ,ℓ−ℓ+1,−ℓ+1 = e
−i(k−2)φ (k cos2 θ − 1) sink−2 θ (where ℓ = k/2) . (5.1)
The inner region solution can be recast in the form (3.7), and hence one can read
off the “near-horizon” values of the gauge-invariant quantities Z4, A, Θ4, Θ˜4, Ξ that
parametrise the perturbation. In particular we find
An.h. = e−i
√
2 (u+v)
R
−i(k−1)φ fn.h.(r, θ) (dx1 + idx2) , (5.2)
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with
fn.h.(r, θ) =
2
R
b ak
(r2 + a2)
k+1
2
sink−1 θ . (5.3)
As explained, all other gauge-invariant quantities easily follow from A; for example
Z4,n.h. = Re
−i
√
2 (u+v)
R
−i(k−2)φ b a
k
(r2 + a2)
k
2
sink−2 θ
k cos2 θ − 1
r2 + a2 cos2 θ
. (5.4)
A natural ansatz for the asymptotically flat extension of A is
A = e−i
√
2 (u+v)
R
−i(k−1)φ fn.h.(r, θ) f(r, θ) (dx1 + idx2) , (5.5)
where f(r, θ) is an unknown function such that f(r, θ)→ 1 for r, a≪ √Q and f
rk+1
→ 0
for r → ∞. f(r, θ) is determined by a partial differential equation which descends from
(4.10):
(r2 + a2)∂2rf + ((1− 2k)r2 + a2)
∂rf
r
+ ∂2θf − 2
1− 2k cos2 θ
sin 2θ
∂θf
+
4
R2
[
(r2 + a2 cos2 θ) + 2Q
]
f = 0 .
(5.6)
Note that the term in the last line is negligible for r, a≪ √Q (which implies Q≪ R2),
and hence f = 1 is a solution in the inner region, as expected. Due to the θ-dependent
term in the last line of eq. (5.6), that equation is not separable and thus we could not
find an exact analytic solution. To provide evidence of the existence of a solution with
the required boundary conditions we resort to a matched asymptotic expansion, as was
done in [25] and [42]. This expansion applies to the regime in which one has two widely
separated scales a and
√
Q with a ≪ √Q: one can then solve the equation separately
in the inner region r ≪ √Q and in the outer region r ≫ a, and require that the two
solutions match in the overlapping region a ≪ r ≪ √Q. We will perform the matching
at leading order. We already know the inner region solution (f = 1) so we just have to
solve eq. (5.6) in the outer region.
5.1 The solution in the outer region r ≫ a
When a is negligible with respect to r the equation for F simplifies:
r2∂2rf + (1− 2k)r∂rf +
4
R2
(r2 + 2Q)f + ∂2θf − 2
1− 2k cos2 θ
sin 2θ
∂θf = 0 . (5.7)
This equation is separable: f(r, θ) = f1(r)f2(θ); moreover, since it has to match to a
constant for small r, we need to take a constant f2(θ); one can also check that a constant
is the only solution of the angular equation that does not have unphysical singularities
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for some values of θ. The radial equation is a Bessel equation, whose general solution
gives
f(r, θ) = rk
[
c1 Jα
(
2r
R
)
+ c2 Yα
(
2r
R
)]
with α =
√
k2 − 8Q
R2
, (5.8)
where c1 and c2 are constants. Substituting this result in (5.5), we see that the asymptotic
behaviour of the 1-form A for r ≫ R is
A ∼ 1
r3/2
e−i
√
2 (u+v)
R
−i(k−1)φ sink−1 θ
[
c˜1 cos
(
2r
R
)
+ c˜2 sin
(
2r
R
)]
(dx1 + idx2) , (5.9)
with c˜1 = c1 cos
(
2α+1
4
π
) − c2 sin (2α+14 π), c˜2 = c2 cos (2α+14 π) + c1 sin (2α+14 π); we find
the same fall-off for the scalar Z4: Z4 ∼ r−3/2. This is a slower fall-off than the one
exhibited by the extremal solutions, and agrees with the one estimated in Section 3.3
of [25] for non-extremal perturbations3. Notice that this is a general unavoidable feature
of non-extremal perturbations, since all non-trivial solutions of eq. (4.10) have this fall-
off; the only way to a obtain a faster asymptotic decay is to impose A = 0, which implies
that the perturbation is u and/or v-independent, i.e. it is extremal. We will show that,
despite the slowness of the fall-off, the global charges of the solution are not altered by
the perturabation, and thus the solution can be consistently identified with a microstate
of a D1D5P black hole.
5.2 The matching region a≪ r ≪ √Q
Consistency with the near-horizon solution requires that in the limit r ≪ √Q (and
a≪√Q) the function (5.8) tends to 1, for some choice of the constants ci. This actually
guaranteed a priori, since the asymptotic analysis has not imposed any constraint on the
integration constants ci, and we know that the equation for f has the solution f = 1 in
the inner region. Indeed one finds in the small r limit
f(r, θ) ≈ rk
[
c1
k!
( r
R
)k
− c2 (k − 1)!
π
( r
R
)−k]
, (5.10)
where we have approximated α ≈ k since Q ≪ R2 for a ≪ √Q. Hence the solution
matches at leading order if c2 = −π R−k/(k − 1)!.
5.3 Asymptotic charges
We have shown the existence of a solution which interpolates between the near-horizon
and the asymptotic regions; the fields of the perturbation fall off at large distances like
3Note that the same decay was found for the time-dependent non-supersymmetric solutions of [34].
We thank D. Turton for pointing this out to us.
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r−3/2. This is a very slow decay: in 5 non-compact dimensions a field strength carrying a
global charge vanishes like r−3, and we expect our perturbation to decay faster, so as to
leave the global charges of the solution invariant. We show here that the unusually slow
decay is in fact not a problem, as the non-trivial angular dependence of the perturbation
guarantees that it does not contribute to the global charges.
Since the perturbation excites the B-field, it could carry a global F1 and NS5 charge,
proportional to
QF1 ∼
∫
S3
∗6H , QNS5 ∼
∫
S3
H , (5.11)
where the integral is over a 3-sphere with infinite radius in the four non-compact spatial
directions. It follows from eq. (4.2), and the fact that the wF term is negligible at large
r, that ∫
S3
H =
∫
S3
∗6H =
∫
S3
Ξ . (5.12)
The large r limit of the 3-form Ξ can be computed from the asymptotic expression for A
in (5.9) via eq. (4.6), where one can discard the last two terms at large distances:
2 ∂u∂v Ξ ≈ D ∗4 DA . (5.13)
One finds∫
S3
Ξ ∼ lim
r→∞
r1/2
[
c˜1 sin
(
2r
R
)
− c˜2 cos
(
2r
R
)]
×
×
∫
dθ dφ dψ e−i
√
2 (u+v)
R
−i(k−2)φ sink−1 θ cos θ [(k + 2) cos 2θ + 3(k − 2)] .
(5.14)
Based only on the r-dependence of Ξ one would conclude that the charge carried by the
perturbation is not only non-vanishing, but divergent. However the integral over the
angular variables vanishes for any k > 0: when k 6= 2 the oscillating factor e−i(k−2)φ kills
the φ-integral, while for k = 2 it is the θ integral that vanishes:
∫ π/2
0
dθ sin(4θ) = 0. Note
that the state with k = 2 is special because it does not depend on either φ or ψ: this is a
consequence of the fact that the strand J+−1J˜
+
−1 |0, 0〉2 carries the same angular momenta
as (|++〉1)2.
6 A near-extremal solution
We want to consider here a non-supersymmetric state where the departure from extremal-
ity could be made arbitrarily small. We could start from the supersymmetric D1D5P
state [|+,+〉1]N1 [(J+−1)k|0, 0〉k]N2 : note that k is the maximum number of times the charge
J+−1 can act on the ground state |0, 0〉k, since (J+−1)k+1|0, 0〉k = 0. We can break supersym-
metry by acting once with the right-moving current J˜+−1: [|+,+〉1]N1 [(J+−1)kJ˜+−1|0, 0〉k]N2 .
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In the limit of large k one would expect this to be a small perturbation of the super-
symmetric state: we will thus set-up a large k expansion and keep the first non-trivial
order in 1/k. As usual we will also assume N2 ≪ N1, so we can linearise the supergravity
equations around the background (3.1,3.2).
The solution in the inner region is given by (2.5) with
Y = Y ℓ,ℓℓ,−ℓ+1 = e
i(k−1)ψ+iφ cosk−1θ sin θ (ℓ = k/2) , (6.1)
where we discard the spherical harmonic normalisation factor. We can extract from this
solution the near-horizon values of the functions that appear in the ansatz (3.7); for
example:
Z4,n.h. = Rb e
−i
√
2
R
(u+kv)+i(k−1)ψ+iφ ∆k,k−1
Σ
, (6.2a)
An.h. = −2 b
R
e−i
√
2
R
(u+kv)+i(k−1)ψ ∆k,k−1√
r2 + a2 sin θ
(dx1 + idx2) , (6.2b)
where we define
∆k,m ≡
(
a√
r2 + a2
)k
sink−m θ cosm θ . (6.3)
This is an exact solution of the equations of motion in the inner region for any k.
We expect that the problem of extending the solution outside of the inner region
simplifies in the regime of large k, in which the state becomes approximately extremal.
For this reason we look for a solution of the equations of motion (4.3), (4.4) in the form
of an expansion in 1/k, and only keep the first non-trivial order:
Z4 = Z4,0 + k
−1Z4,1 +O(k−2) , A = A0 + k−1A1 +O(k−2) . (6.4)
In defining the large k expansion, we keep the exact k-dependence of exponents, so we
do not expand the oscillating factor exp[−i
√
2
R
(u + kv) + i(k − 1)ψ + iφ] or ∆k,k−1, and
only expand the k-dependent coefficients that multiply the various functions. According
to this definition, Z4,A, Θ˜4 start at order k0, while the leading term of Θ4 is of order k1.
Moreover, when v, r, θ and ψ derivatives act on our solution, they increase the k-order
by one (as a consequence of the k-dependence of exp[−i
√
2
R
(u+ kv) + i(k− 1)ψ+ iφ] and
∆k,k−1), while u and φ derivatives do not change the order in k: schematically D, ∂v ∼ k1,
∂u ∼ k0.
One can now see how the equations of motion simplify at large k. As explained in
Section 4 it is convenient to derive A using eq. (4.10); the remaining gauge invariant
quantities follow from A without the need to integrate any further differential equation.
The leading contribution to the l.h.s. of (4.10) is of order k2 (as ∇2 ∼ k2) , while the
r.h.s. starts at order k. Hence at leading order one should require
∇2A0 = O(k) . (6.5)
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Since Z has disappeared from the equation above, the solution for A at leading order in
k coincides with the near-horizon solution even outside the inner region:
A0 = An.h. . (6.6)
At the next order in 1/k, the l.h.s. of (4.10) has two contributions: the order leading
contribution to k−1∇2A1, and the order k contribution to ∇2An.h., which is given by
∇2An.h. = 2 Q
2
Σ2
∂u∂vAn.h. , (6.7)
as a consequence of the near-horizon equations of motion. On the r.h.s. one can approx-
imate A with An.h. up to corrections of O(k0). Hence the first non-extremal correction
to our solution is determined by
k−1∇2A1 = 2
(
1 + 2
Q
Σ
)
∂u∂vAn.h. +O(k0) . (6.8)
Given the form of An.h. (6.2b), one can search a solution for A1 of the form
A1 = 2 b
R
e−i
√
2
R
(u+kv)+i(k−1)ψ G(r, θ) (dx1 + idx2) . (6.9)
Then (6.8) implies
L̂(k,k)G = 4k
2
R2
(
1 + 2
Q
Σ
)
∆k,k−1√
r2 + a2 sin θ
+O(k) , (6.10)
where L̂(k,k) is the covariant Laplacian that was defined in [21]:
L̂(k,k)G ≡ 1
rΣ
∂r(r(r
2 + a2)∂rG) +
1
Σ sin θ cos θ
∂θ(sin θ cos θ ∂θG)− k2 r
2 + a2 sin2 θ
(r2 + a2)Σ cos2 θ
G
≈ r
2 + a2
Σ
∂2rG+
1
Σ
∂2θG− k2
r2 + a2 sin2 θ
(r2 + a2)Σ cos2 θ
G ,
(6.11)
where in the second line we have kept only the terms of order k2, according to our working
assumption that r and θ derivatives of G give terms of order k.
We have thus reduced our problem to the solution of a Poisson equation for the de-
formed Laplacian L̂(k,k)G; equations of this type appeared in the construction of extremal
superstrata [21], but the source term in (6.10) is different from the one of [21]. Though
we do not exclude that a variation of the techniques of [21] could be used to find an exact
solution of (6.10), we have not been able to find one. Hence we resort to a matching
technique to show that (6.10) admits a solution that is well behaved at large distances
and is negligible with respect to An.h. in the inner region.
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6.1 A matching near-extremal solution
We assume as usual that a ≪ √Q and look for a solution in the outer region r ≫ a,
where the l.h.s. of (6.10) approximates to
L̂(k,k)G ≈ ∂2rG+
1
r2
∂2θG−
k2
r2 cos2 θ
G+
a2
r2
[
sin2 θ ∂2rG−
cos2 θ
r2
∂2θG+
2k2
r2
G
]
(6.12)
and the r.h.s. to
r.h.s. ≈ 4k
2
R2
(
1 +
2Q
r2
)
ak
rk+1
cosk−1 θ . (6.13)
One can look for a factorised solution of the form
G(r, θ) ≈ g(θ)
(
1 +
2Q
r2
)
ak
rk+n
cosk−1 θ , (6.14)
where n is a number that we assume to be much smaller than k (n≪ k) and that will be
determined shortly. At leading order in 1/k, one can approximates ∂2rG ≈ k2/r2G and
∂2θG ≈ k2 tan2 θ G, so that when one substitutes (6.14) into (6.12) one immediately sees
that the leading term in a/r vanishes for any choice of n up to terms of O(k):
∂2rG+
1
r2
∂2θG−
k2
r2 cos2 θ
G =
k2
r2
[
1 + tan2 θ − 1
cos2 θ
]
G+O(k) = O(k) . (6.15)
Hence only the term proportional to a2/r2 survives in (6.12) and to match the source
(6.13) one needs n = −3. The equation for G then becomes
k2 a2
r4
[sin2 θ − sin2 θ + 2]G = 4k
2
R2
(
1 +
2Q
r2
)
ak
rk+1
cosk−1 θ +O(k) , (6.16)
which is satisfied by taking
g(θ) =
2
Q2
. (6.17)
Then the solution for A1 in the outer region is
A1 ≈ 4 b
Q2R
e−i
√
2
R
(u+kv)+i(k−1)ψ
(
1 +
2Q
r2
)
ak
rk−3
cosk−1 θ (dx1 + idx2) . (6.18)
Consistency requires that in the matching region (a≪ r ≪ √Q) A1 be suppressed with
respect to An.h.; this is evidently so, as
|A1|
|An.h.| ∼
r4
Q2
≪ 1 for a≪ r ≪
√
Q . (6.19)
17
The remaining fields in the outer region can be reconstructed from A1; for example:
Z4,1 ≈ −2R b
Q2
e−i
√
2
R
(u+kv)+i(k−1)ψ+iφ
(
1 +
2Q
r2
)
ak
rk−2
cosk−1 θ sin θ . (6.20)
One can also see that in the near-extremal regime k ≫ 1 the fields of the perturbation
fall-off very fast at large distances (for example Z4 ∼ 1/rk−2). This is to be contrasted
with the much slower (r−3/2) fall-off seen for the non-extremal solution. This indicates
that the k → ∞ and r → ∞ limits do not commute: our near-extremal expansion is
valid up to a distance r that grows with k, while for larger distances one should recover
the large r behaviour of non-extremal solutions.
7 Summary and outlook
We have constructed linearised solutions of the type IIB equations of motion that are
dual to non-extremal states of the D1D5P system obtained by acting with left and right-
moving chiral algebra generators on a 1/4 BPS state. We have used an ansatz inspired by
the supersymmetric geometries. However we have shown that already at the linear level
the solution of the equations is significantly more difficult for non-extremal configurations.
In our ansatz the complication arises from the fact that the warp factor Z does not
decouple from the equations for the perturbation: hence the problem of extending the
solution outside of the inner region requires solving a non-trivial differential problem.
The problem is sourced by the 1-form A, which couples to Z through the last term of eq.
(4.3a); it is evident from eq. (4.4) that A does not vanish precisely when the perturbation
is non-extremal and depends on both light-cone coordinates u and v. From the technical
point of view, our main result is the reduction of the differential problem to a single
equation (4.10) of the Poisson type for A. The full perturbation can be reconstructed
from A without having to solve any further differential equation. Though we have not
been able to solve the A equation exactly, we have shown that it admits a solution that
interpolates between the inner region result and an asymptotically decaying solution.
Despite the unusually slow fall off of the solution at large distances, the global charges of
the solution are well defined and equal to the ones of the D1D5P black hole, supporting
the identification of our solutions with black hole microstates. We have also developed an
approximation scheme that allows to consistently expand near-extremal solutions around
a supersymmetric background.
The most obvious development of our work would be the extension of our pertur-
bative solutions to fully non-linear solutions of the supergravity equations. This would
be interesting not only as a technical achievement but it would also have a significant
conceptual spin-off, as it would imply the existence of a non-supersymmetric analogue of
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the supergraviton gas. We recall that the geometries dual to the supergraviton gas states
were constructed in [21] by first taking linear combinations of the linear solutions corre-
sponding to superdescendants and then building up the non-linear complication of the
solution. The existence of the non-linear solution heavily relied on the linear structure
of the BPS equations and also on the fact that the spatial 4D base ds24 did not receive
non-linear corrections. It is thus highly non-obvious that a similar method could be used
in the non-supersymmetric case. A preliminary analysis of the non-linear non-extremal
solution generated in the decoupling limit via the action of the chiral algebra indeed
indicates that ds24 receives corrections at non-linear orders. Probably a more manageable
problem is the non-linear completion of the near-extremal solution of Section 5: we be-
lieve that a non-linear extension of the large k expansion should be feasible and we hope
to return on this in future work.
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A Supergravity equations
We show here in detail how eqs. (4.3, 4.4) follow from the linearised equations of motion
(4.1). We first express the field strengths H , ∗H and F in terms of the quantities that
appear in the general ansatz (3.1),(3.7). To simplify the notation we define
duˆ ≡ du+ ω, dvˆ ≡ dv + β ; (A.1)
note that these are not exact differentials, but d(duˆ) = dω, d(dvˆ) = dβ. We find
H = −
[
D
(
Z4
Z2
)
+A
]
∧ duˆ ∧ dvˆ +
[
Θ4 − Z4
Z2
dω
]
∧ dvˆ +
[
Θ˜4 +
Z4
Z2
dβ
]
∧ duˆ+ Ξ ,
(A.2a)
∗6H = 1
Z2
∗4 Ξ ∧ duˆ ∧ dvˆ +
[
∗4Θ4 + Z4
Z2
dω
]
∧ dvˆ −
[
∗4Θ˜4 + Z4
Z2
dβ
]
∧ duˆ
+ Z2 ∗4
[
D
(
Z4
Z2
)
+A
]
, (A.2b)
F =
dZ
Z2
∧ duˆ ∧ dvˆ − 1
Z
[dω ∧ dvˆ − dβ ∧ duˆ] + ∗4dZ . (A.2c)
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In writing F we have used that dγ = ∗4dZ.
Eq. (4.1a) can be integrated to (4.2), whose two terms are given by
∗6H −H =
[DZ4
Z2
+A+ 1
Z2
∗4 Ξ− 2Z4
Z3
dZ
]
∧ duˆ ∧ dvˆ
−
[
(Θ4 − ∗4Θ4)− 2Z4
Z2
dω
]
∧ dvˆ −
[(
Θ˜4 + ∗4Θ˜4
)
+ 2
Z4
Z2
dβ
]
∧ duˆ
+
[
−Ξ + Z2 ∗4 A+ ∗4DZ4 − 2Z4
Z3
dZ
] (A.3)
and
2wF = 2
Z4
Z3
dZ ∧ duˆ ∧ dvˆ − 2Z4
Z2
[dω ∧ dvˆ − dβ ∧ duˆ] + 2Z4
Z
∗4 dZ . (A.4)
Hence eq. (4.2) reads
0 =
1
Z2
[DZ4 + Z2A+ ∗4Ξ] ∧ duˆ ∧ dvˆ + [−Ξ + Z2 ∗4 A+ ∗4DZ4]
− (Θ4 − ∗4Θ4) ∧ dvˆ −
(
Θ˜4 + ∗4Θ˜4
)
∧ duˆ ,
(A.5)
which is equivalent to the relations (4.3).
As for eq. (4.1b), one has
d ∗ dw = d ∗
[DZ4
Z
− Z4
Z2
dZ +
1
Z
∂uZ4duˆ+
1
Z
∂vZ4dvˆ
]
= d
[(
1
Z
∗4 DZ4 − Z4
Z2
∗4 dZ
)
∧ duˆ ∧ dvˆ − Z (∂uZ4duˆ− ∂vZ4dvˆ) ∧ vol4
]
=
[
1
Z
D ∗4 DZ4 − 2DZ4
Z2
∧ ∗4dZ + 2Z4
Z3
dZ ∧ ∗4dZ
−Z4
Z2
d ∗4 dZ + 2Z∂u∂vZ4vol4
]
∧ duˆ ∧ dvˆ
=
[
− 1
Z
Θ4 ∧ dβ − 1
Z
Θ˜4 ∧ dω − 1
Z
D (Z2 ∗4 A)− 2DZ4
Z2
∧ ∗4dZ
+
2Z4
Z3
dZ ∧ ∗4dZ + 2Z∂u∂vZ4vol4
]
∧ duˆ ∧ dvˆ ,
(A.6)
where vol4 is the volume of ds
2
4, we have used the identity
ω1 ∧ ∗4 ω2 = ω2 ∧ ∗4 ω1 = − ∗4 ω1 ∧ ω2 (A.7)
valid for any 1-forms ω1, ω2, the fact that Z is a harmonic function d ∗4 dZ = 0 and the
equation for Z4:
D ∗4 DZ4 = −Θ4 ∧ dβ − Θ˜4 ∧ dω −D
(
Z2 ∗4 A
)
, (A.8)
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which follows by applying D to (4.3a) and using the Bianchi identity (3.11c). Moreover
F ∧H =
[
dZ
Z2
∧ Ξ + ∗4dZ ∧
(
2
Z4
Z3
dZ − DZ4
Z2
−A
)
+
1
Z
(
dω ∧ Θ˜4 + dβ ∧Θ4
)]
∧ duˆ ∧ dvˆ
=
[
dZ
Z2
∧
(
Ξ− 2Z4
Z
∗4 dZ + ∗4DZ4 + Z2 ∗4 A
)
+
1
Z
(
dω ∧ Θ˜4 + dβ ∧Θ4
)]
∧ duˆ ∧ dvˆ
=
[
dZ
Z2
∧
(
−2Z4
Z
∗4 dZ + 2 ∗4 DZ4 + 2Z2 ∗4 A
)
+
1
Z
(
dω ∧ Θ˜4 + dβ ∧Θ4
)]
∧ duˆ ∧ dvˆ ,
(A.9)
where we have again used (A.7) and (4.3a). Eq. (4.1b) then follows by summing (A.6)
and (A.9), which yields
0 = − 1
Z
D (Z2 ∗4 A)+ 2Z∂u∂vZ4vol4 + 2 dZ ∧ ∗4A
=Z (−D ∗4 A+ 2 ∂u∂vZ4vol4) ,
(A.10)
whose Hodge dual is equivalent to (4.4).
B The D-Laplacian
In this appendix we prove that the “covariant Laplacian” ∇2 defined in (4.8) has the
simple action (4.9) on forms expressed in cartesian coordinates. Let us first look at the
operator
∆A ≡ −(D ∗4 D ∗4 A+ ∗4D ∗4 DA) . (B.1)
Writing down the single terms in components one finds
D ∗4 D ∗4 A = −D ∗4 D
(Ai εijkl dxj ∧ dxk ∧ dxl)
= −dxiDiDjAj,
∗4D ∗4 DA = ∗4D ∗4
(DiAj dxi ∧ dxj)
= −dxi (DjDjAi −DjDiAj) ,
(B.2)
where indices are contracted with the flat R4 metric ds24. Then
∆A = dxiDjDjAi + dxi (DiDj −DjDi)Aj. (B.3)
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The last term can be simplified to
dxi (DiDj −DjDi)Aj = −dxi(∂iβj − ∂jβi)∂vAj − dxi(∂iωj − ∂jωi)∂uAj
= − ∗4 (dβ ∧ ∂vA) + ∗4(dω ∧ ∂uA) ,
(B.4)
where we have used that
D2 = −dβ ∧ ∂v − dω ∧ ∂u , (B.5)
and the (anti-)self-duality of dβ (dω): dβ = ∗4dβ, dω = − ∗4 dω. So finally we find
∆A = dxj DiDiAj − ∗4 (∂vA ∧ dβ − ∂uA ∧ dω) . (B.6)
Then the definition (4.8) gives
∇2 = ∆+ ∗4 (∂vA ∧ dβ − ∂uA ∧ dω) = DiDi , (B.7)
which proves (4.9).
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