Network meta-analysis is becoming more popular as a way to compare multiple treatments simultaneously. Here, we develop a new estimation method for fitting models for network meta-analysis with random inconsistency effects. This method is an extension of the procedure originally proposed by DerSimonian and Laird. Our methodology allows for inconsistency within the network. The proposed procedure is semi-parametric, non-iterative, fast and highly accessible to applied researchers. The methodology is found to perform satisfactorily in a simulation study provided that the sample size is large enough and the extent of the inconsistency is not very severe. We apply our approach to two real examples.
statistical expertise required to choose appropriate priors, good parameterisations to ensure good mixing, checking convergence diagnostics and dealing with Monte Carlo error.
Our estimation method is motivated by the recently proposed decomposition of the Q statistic for network meta-analysis [14, 15] , which is a statistic that is also used in the context of multivariate metaregression [16] . The proposed method can be adapted to fit certain types of loop inconsistency models [17] , and we will explain how this can be achieved in Section 4.3. Loop inconsistency models are intended to reflect the sources of inconsistency that might arise when closed loops in the network occur. By allowing each design to estimate different treatment effects, the design-by-treatment interaction model includes more inconsistency parameters than loop inconsistency models [18] . To our knowledge, our suggestion in Section 4.3 in the succeeding text is the first proposal for fitting loop inconsistency models with random inconsistency effects within a frequentist framework. The application of standard three-level models [19] to network meta-analysis, where the within-study, between-study and inconsistency variations provide the three levels, also warrants further investigation so that a likelihood-based network meta-analysis using random inconsistency effects might be performed. We return to this issue in the discussion.
The rest of the paper is set out as follows. In Section 2, we describe the model, and in Section 3, we present our new estimation method. In Section 4, we discuss some useful special cases of our method, and in Section 5, we discuss ways to make further inferences from the fitted model. In Section 6, we perform a simulation study, and in Section 7, we apply our method to two examples. We conclude with a discussion in Section 8.
The model
It is possible to fit models for network meta-analysis using either contrast-based or arm-based analyses [20] [21] [22] , and we will use a contrast-based analysis. The previous implementation of our modelling approach [7] allowed arm-based analyses, but the methods developed in this paper do not allow this.
In a contrast-based analysis, the outcome data are estimated treatment effects, such as mean differences or log odds ratios. Without loss of generality, we take treatment A as the reference treatment and refer to the other treatments as B, C, D and so on. We follow the convention of taking the design d as referring only to the set of treatments compared in a trial [7, 14, 15, 18, 23] . For example, if the first design compares treatments A and B only, then d = 1 refers to two-arm trials that compare these two treatments. The trials may have more than two treatment arms.
Our model is a special case of the one proposed by Jackson et al. [7] , where here we use normal withinstudy approximations. Hence, our modelling framework has been described previously, but we present our model again here so that this paper is self-contained. Our model for network meta-analysis is
where Y di is the vector of estimated treatment effects from the ith study of design d and all B di , d and di are assumed to be independent. The length of Y di is c d , where c d is the number of treatments included in design d minus one. To conveniently take a set of estimated effects from studies of design d to be used in analysis, and so provide Y di in model (1), we choose a baseline treatment in design d. The entries of Y di are then the estimated treatment effects of the other treatments included in design d relative to this baseline treatment. It is most straightforward to choose the baseline treatments as the treatment in each design that first appears in the alphabet.
The four components that comprise model (1) have previously been described by Jackson et al. [7] , but we also provide details of these immediately in the succeeding text in the context of the less general case assumed here where normal within-study approximations are used for the di .
The average treatment effects
We define the average (across all studies and designs) treatment effects relative to the reference treatment A as AB , AC , AD and so on, where these parameters are referred to as the basic parameters. These parameters are of primary interest. There are c basic parameters, where c equals the number of treatments in the network meta-analysis minus one.
The vector d in model (1) then contains appropriate linear combinations of these basic parameters so that d denotes the average treatment effect corresponding to the vector of effects Y di . For example, if the first design contains treatments A, B and E, and treatment A is taken as the baseline treatment for this design, then 1 = ( AB , AE ) T . As another example, if the second design contains treatments C, D, E and G, where this design provides only indirect information about the basic parameters, and treatment C is taken as the baseline treatment for this design, then 2 = ( AD − AC , AE − AC , AG − AC ) T . This means that we do assume that the consistency equations apply to the average treatment effects across all designs and studies, but we still allow for inconsistencies in the network by including the random inconsistency effects d .
The between-study heterogeneity
The term B di contains study by treatment interaction terms, which model the between-study heterogeneity. We assume that
where P c d denotes a c d × c d matrix with ones on the leading diagonal and halves elsewhere. This is a standard assumption, justified by the assumption that the heterogeneity variance is the same for all treatment comparisons for every study [20] . Using J a to denote the a × a matrix where all entries are one, and I a to denote the a × a identity matrix, we can write
, which is useful in computation and in Appendix C.
The inconsistency parameters
The term d models the inconsistency; if any d ≠ 0, then the designs provide different treatment effects and the network is inconsistent. We assume that
This form of the inconsistency variance components is justified in a very similar way to the assumed form of between-study heterogeneity variance components in the previous section. We assume that the inconsistency variance is the same for all treatment comparisons for every design [7] . This distributional assumption is however less familiar than the one made in Section 2.2 and is partly motivated by the fact that it leads to an especially simple model. The inconsistency is therefore modelled using design-specific random effects. Our definition of consistency is that the inconsistency variance, which we will denote as 2 , is equal to zero. Those who are not prepared to model inconsistency as an additional source of random variation are likely to prefer the use of fixed effects for the inconsistency parameters. Furthermore, the inconsistency in a given network might instead be attributed to a variety of other reasons [24, 25] .
The within-study variation
We use normal approximations for the within-study distributions so that
This means we assume that the di are multivariate normal with within-study covariance matrix S di . This type of normal approximation is standard in univariate and multivariate meta-analyses; for example, normal approximations are often used for log odds ratios, risk differences and so on. Because the estimates of treatment effect from a multi-arm study share a common baseline treatment group, the within-study covariances (the non-diagonal entries of S di ) are non-zero, and it is important that these are not ignored in the analysis [26] . We regard the S di as fixed and known in the network meta-analysis.
Together, these assumptions provide the marginal distribution
when presenting this marginal distribution, it is important to recognise that the Y di from the same design d are correlated because they share a common inconsistency random effect.
Estimation
The model described in Section 2 has (c + 2) parameters: the c basic parameters ( AB , AC , etc.) that describe the average treatment effects relative to treatment A and two variance components 2 and 2 that describe the extent of the between-study heterogeneity and the inconsistency, respectively. The estimation will proceed in the usual way when using the method of moments for meta-analysis [8] [9] [10] : we begin by estimating the variance components and then treating them as fixed and known. This is a justifiable assumption provided that both the number of designs, and the replication of studies within designs and between designs, are great enough to accurately estimate 2 and 2 , respectively. Although this is often not the case in practice, the simulation study in Section 6 in the succeeding text suggests that networks with relatively little replication within and between designs provide reasonably accurate inferences.
The estimating equations
To estimate 2 and 2 using the method of moments, we require two estimating equations that are to be obtained from the expectation of quadratic forms [8] [9] [10] . Appropriate quadratic forms for this purpose are given by the recently proposed decomposition of the Q statistic for network meta-analysis [14, 15] , which is given by
where D is the number of designs, Q net is the scalar Cochran-type Q statistic for the entire network meta-analysis (given as Q s in equation (7) of Jackson et al. [16] , and as Q in equation (9) of Gasparrini et al. [27] in the context of multivariate meta-analysis) and Q het d
is this Q statistic calculated using only studies of the dth design; these Q statistics are defined in the succeeding text. Equation (2) provides three quadratic forms, but clearly these are linearly dependent, and two estimating equations follow from (2), as required to estimate 2 and 2 . We will obtain estimating equations by matching Q net and ∑ Q het d to their expectations. The expectation of Q inc and a third, linearly dependent, estimating equation could then be obtained by subtraction.
Moment-based proposals for estimating the between-study variance 2 have previously been proposed by Lu et al. [13] and Rücker and Schwarzer [28] . The point estimates of the variance components can be used to perform both point and (approximate) interval estimation for the treatment effect parameters, which are the parameters of primary interest.
The first estimating equation.
We will obtain our first estimating equation by calculating
is obtained by summation. No inconsistency between trials of the same design is possible under model (1). Hence, the variation in the estimates from the same design is assumed to be due to within-study sampling variation and between-study variation. An implication of this for our modelling framework is that no inconsistency terms should be included in the model for a subgroup analysis where only trials of the same design are included.
In order to define Q het d
and evaluate its expectation, we stack the Y di to form Y d and we use the designspecific marginal model for this vector
where ⊗ denotes the Kronecker product and n d is the number of studies of design d. 
wherêd i is the fitted value of di under model (3) where 2 = 0.
where
and tr(⋅) denotes the trace operator. Equation (5) shows that the expectation of the quadratic form Q het d is equal to its associated degrees of freedom plus the product of a fixed constant and the heterogeneity variance, just as it is in the standard univariate case [8] . Summing (5) across all designs gives
with its observed value and 2 witĥ2, we obtain our first estimating equation:
where (6) can be used to evaluate K d . We propose solving (7) for̂2 to produce an 'untruncated' (possibly negative) estimatê2.
The second estimating equation.
We will obtain our second estimating equation by calculating
We now vertically stack all the d to produce and use the marginal model implied by our model described in Section 2:
where is the block diagonal matrix containing the d and so contains the di matrices. The vector contains the basic parameters, so that = ( AB , AC , AD , · · ·) T and the design matrix provides the mean structure for described in Section 2.1; is therefore not obtained by stacking the d matrices in Equation (3). The matrices P 1 and P 2 are square matrices of appropriate dimension that contain entries from the set {0, 1∕2, 1} to provide the variance structures described in Sections 2.2 and 2.3, respectively. This means that P 1ij = 0 if the corresponding entries of in model (8) , i and j , are from separate studies; otherwise, P 1ii = 1 and P 1ij = 1∕2 for i ≠ j. Similarly, P 2ij = 0 if the corresponding entries i and j are from different designs; otherwise, P 2ij = 1 if i and j relate to the same treatment effect and P 2ij = 1∕2 if i and j relate to different treatment effects within the same design. We have that
where W = S −1 andŶ is the fitted value of Y under model (8) with 2 = 2 = 0. Defining
so that our second estimating equation is
We propose substituting the 'untruncated' estimate from (7) into (10) and solving for̂2 to produce an 'untruncated' (again, possibly negative) estimatê2 . Together, Equations (7) and (10) provide simultaneous equations, and hence, in practice, we estimate the two unknown variance components at the same time. By producing 'untruncated' estimates of the unknown variance components by matching moments in this way, these untruncated estimators are unbiased under the assumptions of the model.
Inference for the average treatment effects
As in the univariate case [8] , the estimated variance components can be negative unless they are truncated to prevent this. In the event that either or both of them are negative, we propose following the univariate convention and truncatinĝ2 and̂2 to zero when making inferences about the treatment effects, which results in positive bias. We then follow the further convention of approximating the true variance components with their estimates when making inferences about the average treatment effects. We denote the total estimated variance of by
Then the estimated basic parameters, which are the average treatment effects relative to treatment A, arê
which is approximately multivariately normally distributed with covariance matrix
so that confidence intervals and the results from hypothesis tests can be obtained. The estimates of the basic parameters contained in̂describe the average treatment effects relative to the reference treatment A. The average treatment effects relative to other treatments can be obtained as appropriate linear combinations of̂. The normality approximation for̂results in straightforward inference for these linear combinations and hence for all average treatment effects estimable from the network meta-analysis. The treatment effects are interpreted as average treatment effects across all studies of all designs.
Special cases of the method
The previous section describes our proposed method for the analysis of network meta-analysis datasets. Our method estimates both the heterogeneity and the inconsistency variances but collapses to simpler models when one or both of these variances are zero. This is reminiscent of random effect models collapsing to a fixed effect model when the between-study variance is zero. Some simplifications of our proposed method are therefore both immediate and useful. Although our primary proposal is to fit our full model, we recognise that others may prefer to use alternative models, and so we describe some variations that we anticipate other meta-analysts are likely to find attractive. For example, the consistency model may be preferred when the consistency assumption is supported by the data and loop inconsistency models may be preferred when the inconsistency in the network is to be attributed to a particular closed loop or loops.
Inference under the consistency assumption
In our framework, the consistency assumption is equivalent to assuming that 2 = 0. Hence, our method could very easily be modified to assume consistency by constraininĝ2 = 0 in Equations (11), (12) and (13) . This is because (7) provides an estimate of̂2 regardless of the value 2 . Furthermore, thiŝ2 could be used for all values of̂2 assumed in the context of a sensitivity analysis if the inconsistency variance is to be used as the sensitivity parameter.
However, the estimate of 2 from (7) makes no use of the additional information contained in the consistency assumption. Furthermore, it appears strange that the estimate of one variance component should be unaffected by the assumed magnitude of another variance component in the model, for this is not the case when using likelihood-based or Bayesian methods. The issue is whether the sum of squares due to inconsistency is ignored or attributed to heterogeneity: under the consistency model, either is correct, but the latter provides more precise estimation. Hence, for an analysis assuming consistency, we propose calculatinĝ2 from Equation (10) witĥ2 constrained to be zero, truncatinĝ2 to zero if necessary and then proceeding as shown in Equations (11), (12) and (13) witĥ2 set to zero. This does not result in the same estimation as Lu et al. [13] because here we assume a different, and more conventional, structure for the between-study variance components.
In a standard univariate meta-analysis, a fitted random effects model 'collapses' to (gives the same point estimate and confidence interval) a fixed effect model whenever the estimated between-study variance is zero. Fitted consistency models, as described in this section, collapse to a 'common-effect and consistent' model ( 2 = 0 and 2 = 0) when̂2 = 0. Furthermore, fitted full models collapse to a commoneffect and consistent model when̂2 =̂2 = 0. However, a fitted full model does not collapse to the corresponding fitted consistency model when̂2 = 0 when using our proposal for fitting consistency models. If we instead used Equation (7) to estimate 2 when assuming consistency, then fitted full models would collapse to fitted consistency models when̂2 = 0.
The standard method of DerSimonian and Laird
In Appendix C, we show that DerSimonian and Laird's estimating equation for the between-study heterogeneity variance is recovered as a special case when all studies are two-arm trials comparing the same two treatments. No inconsistency terms are included when all studies are of the same design (Section 3.1.1). Hence, the proposed procedure is a direct extension of DerSimonian and Laird's method for network meta-analysis as claimed in the title of the paper.
Loop inconsistency models
Loop inconsistency models contain a subset of the inconsistency parameters contained in the design-bytreatment interaction model [18, 23] . Because the proposed model (1) is a special case of the designby-treatment interaction model [7] , loop inconsistency models with random inconsistency effects can be incorporated into the estimation procedure by modifying P 2 . For example, this may involve setting some further entries to zero (the entries that correspond to any inconsistency parameters in our model that are not included in the loop inconsistency model).
Estimation then proceeds as explained in the previous text but using this modified P 2 matrix. Hence, the proposed methodology can also incorporate loop inconsistency models. Lu and Ades [17] suggest comparing the magnitudes of 2 and 2 in the context of loop inconsistency models, and this can also be performed when using the model presented here by taking the ratio of the point estimates.
Further inferences
It is not sufficient to make inferences about only the basic parameters because other aspects of the model fit are also important [7] . In this section, we describe how to perform other inferences using the proposed estimation method, and alternative ideas when the proposed method is not so amenable.
Uncertainty in the variance components
A disadvantage of our proposed approach is that measures of uncertainty in the variance components are not immediate from the methods described in the previous text just as they were not in the original account of DerSimonian and Laird [8] . The recently proposed methods for the interval estimation of moments-based estimates of between-study variance, developed for univariate random effects metaanalysis [29] and meta-regression [30] , have the potential to be extended for use with the model proposed here. However, this type of extension is not immediate when studies with more than two treatment arms are included in the analysis because then some of the estimates are not independent, and here, we have two unknown variance components. This type of extension could form the subject of future work. A practical alternative is to use some form of bootstrapping to obtain an indication of the uncertainty in the variance components. A variety of approaches to performing bootstrapping in meta-analysis have been proposed [31, 32] . These methods could be used to obtain standard errors and/or confidence intervals of either the truncated and/or the untruncated estimates of the variance components, and we can obtain these on the variance or the standard deviation scale as desired. However, the best form of bootstrapping for this type of purpose is a special investigation in its own right. For now, we will omit statements about the uncertainty in the variance components, as is quite common practice when implementing the more familiar DerSimonian and Laird procedure for random effects meta-analysis, but we do not regard this as ideal. This comment also applies to the extensions of DerSimonian and Laird's method for multivariate (multiple outcomes) meta-analysis [9, 10] . The best way to allow for the uncertainty in the variance components when making inferences about the treatment effects is another important topic for further work.
Ranking of the treatments
The probabilistic ranking of the treatments is often an important aim in network meta-analysis. For example, the intention might be that the results from the network meta-analysis are to feed into a decision analysis. Probabilistic ranking is most naturally performed in a Bayesian framework, but here, we adopt a classical approach.
The probabilistic ranking of the treatments can be performed in a similar way to White et al. [23] . Here, we simulate treatment effect vectors from a normal distribution centred at̂from Equation (12) and with covariance matrix given by Var(̂) from Equation (13) . We then record the proportion of simulated treatment effect vectors in which each treatment is the most effective, and this estimates the probability that each treatment is best. The proportion of simulated treatment effect vectors in which each treatment is the second most effective estimates the probability that each treatment is second best, and so on. It is important to consider the whole distribution of the rankings for each treatment; the probability of being the best can be a misleading guide when ranking the treatments, especially when there is little statistical information about the treatment network. In our first example (Section 7.1), we show the probabilities that each treatment effect is best so that our new results can be compared with those obtained previously [7] . However, the parameter estimation provides the focus of this paper, and so we do not make any formal attempt to rank the treatments in either example in Section 7.
This proposed method for the probabilistic ranking of treatments takes the average of all studies and all designs as the target for inference. We could also rank the treatments in a new study, or a new design, using our model [7] .
I 2 statistics
Because we have based our estimation procedure on Q statistics, it is tempting to calculate I 2 statistics as (Q − v)∕Q, where Q is an appropriate Q statistic and v is its associated degrees of freedom, in the usual way [16, 33] . However, the justification for calculating I 2 statistics using this idea requires an explanation of why the resulting expression estimates a suitable quantity [16, 33] . It is not obvious that the Q statistics used here are capable of producing meaningful I 2 statistics in this way. We therefore suggest, if I 2 statistics that describe the impact of the between-study heterogeneity and/or the inconsistency are desired, that the methods used by Jackson et al. [7] for calculating I 2 statistics should also be used with the estimation procedure suggested here. So that this paper is self-contained, we will also describe these methods in this section.
We explain how to fit the full model in Section 3, and we refer to this as the 'random-effects and inconsistent' (RI) model, because both between-study heterogeneity and inconsistency are incorporated into the model. We explain how to fit the model under the consistency assumption in Section 4.1, and we refer to this as the 'random-effects and consistency' (RC) model. It is also straightforward to fit the model under the assumption that both 2 and 2 are zero; here, we use Equations (11) and (12) with = , and we refer to this as the 'common-effect and consistent' (CC) model. We denote the volumes (or generalised notions of volume in more than three dimensions) of the 95% (or some other coverage probability, this coverage probability is immaterial) confidence regions for all c basic parameters from these three models as V CC , V RC and V RI , and the covariance matrices of the estimates of the c basic parameters CC , RC and RI , respectively. The R statistic comparing a model with an additional source (or sources) of variation to an alternative, reduced model, is given by the cth root of the ratio of the volumes of the confidence regions resulting from these two models, where the model with additional variation appears in the numerator.
For example, the R statistic comparing the 'random-effects and inconsistent' and the 'random-effects and consistent' models, which describes the impact of including inconsistency in the random effects model, is given by
where | ⋅ | denotes the matrix determinant, and we then define I 2 statistics as I 2 = (R 2 − 1)∕R 2 , where we multiply these I 2 statistics by 100% in order to express them as percentages. The R statistic comparing the 'random-effects and inconsistent' and the 'common-effect and consistent' models is obtained by replacing 'RC' with 'CC' in (14) ; similarly, the R statistic comparing the 'random-effects and consistent' and the 'common-effect and consistent' models is obtained by replacing 'RI' with 'RC' and 'RC' with 'CC', respectively.
If desired, we may also obtain R, and hence I 2 , statistics for particular subsets of the basic parameters [16] rather than for all the basic parameters and hence the network meta-analysis as a whole. For example, we could take RI and RC as the submatrices for a subset of basic parameters and replace c with the reduced dimension of either RI and RC when computing (14) . This could be of particular interest when different types of treatments are included in the network, for example pharmacological and nonpharmacological treatments, so that the impact of the heterogeneity on different types of treatment can be quantified. I 2 statistics can also be calculated for any linear combination of treatment effects that are estimable in the network meta-analysis that might be of inferential interest, and not just for the treatment effects relative to treatment A, by using appropriate linear combinations [16] .
An investigation into the use of I 2 statistics of the type (Q − v)∕Q may form the subject of future work, but we suggest that they should not be used until their use is clearly and properly justified. We will also refrain from giving thresholds to interpret our I 2 statistics because meta-analysts may not agree on how to interpret the magnitudes of standard univariate I 2 statistics. Despite this, whatever convention the analyst is comfortable in using when interpreting standard I 2 statistics can also be used when interpreting the magnitude of the I 2 statistics described in this section.
Model section
Jackson et al. [7] used deviance information criterion (DIC) statistics [34] to determine the model fit and to decide whether or not the extra variance parameter in the inconsistency model is needed to adequately describe the data. Here, we do not adopt a likelihood-based approach and so have no such general method such as DIC or AIC to determine model fit. We leave the best way to assess the adequacy of the consistency model, compared with the full model, as further work, but for now, the approach of White et al. [23] is probably the best frequentist approach for assessing the strength of evidence against the consistency assumption. This approach provides a global hypothesis test for the presence of inconsistency using fixed effects for the inconsistency parameters.
Locating inconsistencies in the network
Jackson et al. [7] used the posterior distributions of d to identify where the inconsistencies in the network occur. This was convenient because WinBUGS was used to fit the model. However, the resulting inferences for the d could be driven by normality assumptions, and although empirical Bayes estimates of the d using our approach could be derived, this approach is not nearly as convenient when using the method of moments as proposed here.
Hence, we suggest that alternative methods are more suitable for identifying where the inconsistency arises. These include the fixed effect inconsistency parameters approach of White et al. [23] and node splitting [35] . The proposed approach is intended as a simple and direct way of performing pooling across a network meta-analysis, where the possibility of inconsistency is to be entertained, but it does not provide a very convenient framework for identifying where the inconsistency might arise.
Simulation study
The proposed method uses the estimated variance components as if they were the true values when making inferences about the treatment effect parameters. This raises the obvious concern that the uncertainty in the parameter estimation is not fully being taken into account. This means that the actual coverage probabilities of confidence intervals are likely to be less than their nominal values, so that the actual significance levels of hypothesis tests are likely to be larger than their nominal values. The aim of the simulation study is to explore this issue. We do not compare the proposed method to an alternative 'gold standard' method because there is no currently universally accepted gold standard to compare our procedure to.
The simulation study design
The simulation study imitates previous simulation studies for multivariate meta-analysis in some respects [9, 10, 36 ], but we modified previous simulation study designs to make it more suitable for network metaanalysis. For each study of each design, we simulated a single within-study variance 2 di from the scaled and truncated 2 distribution originally proposed by Brockell and Gordon [37] for simulating withinstudy variances for log odds ratios. Specifically, we simulate within-study variances as independent 0.25× 2 1 random variables, where we further truncate so that these variances lie between 0.009 and 0.6. The within-study covariance matrices were then obtained as
. This assumes that, within studies, all within-study variances are the same and that the within-study correlations are 0.5. This was deemed appropriate because it reflects an equal allocation of participants to each treatment arm within studies.
In each dataset, we simulated the entire sample of estimates directly from model (8) using an appropriate design matrix and fixed values of 2 and 2 . We assumed that four treatments appear in the network, so that we estimate three basic parameters AB , AC and AD . We considered values of 0, 0.024 and 0.168 for both 2 and 2 , because using these three values of 2 correspond to I 2 = 0, 0.3, 0.75, where this I 2 compares the RC and CC models [9, 10, 36] . Hence, these values of 2 can be interpreted as no betweenstudy heterogeneity, mild heterogeneity and more severe heterogeneity respectively. For 2 , these values correspond to the consistency assumption, mild inconsistency and more severe inconsistency, respectively. Jackson et al. [7] argue that the model should only be used when 'small amounts of inconsistency are present'. Hence, 2 = 0.168 represents a situation where the use of network meta-analysis per se is to be discouraged, but we will investigate what happens if the proposed method is used.
The design matrix X depends on the designs of the studies included in the network meta-analysis, and three simulation runs were performed to explore different possibilities for X. The first run involved 10 studies and five different designs. For this, we used two studies of each of the five designs ABC, ABD, AB, AC and AD, so that in total, there were 14 estimated treatment effects. The second run involved 50 studies and five different designs. For this, we used 10 studies of each of these five designs ABC, ABD, AB, AC and AD, so that in total, there were 70 estimated treatment effects. The third run involved 50 studies and 10 different designs ABC, ABD, ACD, BDC, AB, AC, AD, BC, BD and CD (that is, all possible two and three arm designs were included). For this, we used five studies of each of these 10 designs so that again there were 50 studies that provide 70 treatment effects. The important difference between the second and third runs is that the latter involves more designs so that 2 can be better estimated. We simulated data assuming all treatment effects are zero, so that in model (8), we use = 0, but this is immaterial because the estimation of the variance components is location-invariant and the point estimation of the means is just translated when using an alternative ≠ 0.
The number of simulated datasets
Three-thousand independent datasets were simulated for each combination of X, 2 and 2 . Biases were estimated as the average difference between parameter estimates, and the true value and coverage probabilities of nominal 95% confidence intervals were estimated as the proportion of the intervals that cover the true value. Three-thousand datasets were used because a slight decrease from the nominal coverage probability of 0.95 was expected, and 2 √ 0.92 × 0.08∕3000 ≈ 0.01, which means that estimated coverage probabilities can be taken to be accurate to within around 0.01 of the correct value.
Results using the full model
For the first two runs, the results for AC and AD were in agreement (within Monte Carlo error). This is appropriate because the designs of these two networks are symmetrical in treatments C and D. For the third run, the results for all three basic parameters were in agreement, which is also appropriate. Hence, we present results for AB and AC for the first two runs and the results for AB only for the third run. Because before truncation the estimates of 2 and 2 are obtained by matching moments, they are truly unbiased if truncation is not performed (this was confirmed by the simulation study; results not shown). However , truncation invokes a positive bias in the variance components, and the coverage probabilities of nominal 95% confidence intervals deviated from 0.95 as expected.
Hence, in Table I , we show the empirical and the average model-based standard errors of the estimated basic parameters, and the estimated actual coverage probabilities of the corresponding nominal 95% confidence intervals. The model-based standard errors are obtained from (13) whereas the empirical standard errors are obtained as the standard deviation of the point estimates; if the modelling and estimation are both adequate, then empirical and model-based standard errors will be in good agreement. We also show the excess kurtosis of the estimates of treatment effect to assess whether the distribution of the estimates have heavier tails than a normal distribution, which would imply that the use of quantiles from a t distribution could be more appropriate than those from a standard normal when calculating con- Table I . Results from the simulation study.̂A fidence intervals and performing hypothesis tests. The excess kurtosis is the kurtosis minus 3 (3 is the kurtosis of a normal distribution), so that the excess kurtosis of a normal distribution is 0. Positive values of excess kurtosis suggest that a t distribution could perform better than a standard normal distribution when making inferences. Finally, in Table I , we also show the average (with standard deviations) of the truncated estimates of the variance components.
From Table I , we see that the truncation of the variance components results in notable positive bias when the sample size is small (run 1), but this bias is much smaller in runs 2 and 3. The proposed approach is conservative (the actual coverage probabilities of the confidence intervals are larger than the nominal 0.95) when the consistency assumption is true ( 2 = 0 ) , as one should anticipate, because then the model allows for a superfluous variance component. This is reminiscent of the conservatism of the univariate random effects model when the fixed effect assumption is true. When the inconsistency is present ( 2 = 0.024, 0.168), the actual coverage probabilities drop from the nominal 0.95. This is because the proposed method does not take into account the uncertainty in the estimated variance components. Given the simplicity of the method, the general picture from Table I is that the method performs reasonably well. The proposed method is conservative when the empirical standard errors are less than the average model-based standard errors and is anti-conservative when the empirical standard errors are more than the average model-based standard errors, as expected.
It is interesting, and perhaps slightly disconcerting, that actual coverage probabilities in run 2 are not better than those from run 1 and, in fact, appear to be slightly worse. This is despite the fact that run 2 involves 50 studies but run 1 only involves 10 studies. This can be explained because run 2 involves the same number of designs as run 1, so the estimation of 2 is not impressively better in run 2 than in run 1; this can be seen from the magnitudes of the standard deviations of the estimates of the inconsistency variances. The precision of the estimated treatment effects becomes considerably greater in run 2 as expected, but the magnitude of the uncertainty in 2 relative to this precision remains large in run 2. Hence, the impact of taking 2 as fixed and known remains considerable in run 2. This is because in moving from run 1 to run 2, we have begun to take a limit in an artificial way: we have begun to allow the number of studies to tend towards infinity while holding the number of designs fixed. For the proposed approach to perform well, we require that both variance components are well estimated, so that ideally, we need large numbers of studies and designs. This is the case in run 3, where we have 50 studies and 10 designs. The actual coverage probabilities in run 3 are closer to the nominal level than in runs 1 and 2, which emphasises that the amount of replication within and across designs together determine the accuracy of the proposed method in practice.
The values of excess kurtosis in Table I are both positive and negative, which makes it unlikely that a consistent improvement could be obtained simply by using quantiles from a t distribution, rather than a standard normal, when making inferences. However, the excess kurtosis is generally greatest when both 2 and 2 are zero, which suggests that the distributions of the estimates of treatment become heavy-tailed when superfluous variance components are included in the model.
The implications of making the consistency assumption
The consistency assumption is commonly, and sometimes implicitly, made. In Table II , we present the results where we apply the consistency analysis described in Section 4.1 to the simulated datasets (we omit the results 2 because this is assumed to be zero in a consistency analysis). Hence, we calculatê2 from Equation (10) witĥ2 constrained to be zero. From Table II , we can see that the consistency analysis is less conservative than the proposed method (Table I) when the consistency assumption is true ( 2 = 0) . The consistency analysis also results in more precise estimation of 2 when the consistency assumption is true. However, the consistency analysis becomes misleading when inconsistency is present. When 2 > 0, the truncated̂2 becomes even more positively biased, because the consistency model attempts to describe the additional variation in the data. Despite this, the consistency model fails to adequately describe the data and the nominal coverage probability drops accordingly. The results in Table II make it clear that analyses that incorrectly make the consistency assumption can be misleading.
To summarise, the simulation study reassures us that the proposed method performs adequately. Indeed, the method performs better than many might suspect given its simplicity. However, it requires sufficient replication both within and between designs to perform very well. Because the proposed method is conservative when the consistency assumption is true, it provides a very viable option under the assumption of consistency or when a small amount of inconsistency is present. These are exactly the circumstances Table II . Results from the simulation study where the consistency model is fitted. Run 1 has 10 studies of five different designs, run 2 has 50 studies of five different designs and run 3 has 50 studies of 10 different designs. SE (emp) is the empirical standard error of the estimates, and SE (model) is the average model-based standard error. Cover is the estimated coverage probability of nominal 95% confidence intervals, and Excess kurt is the excess kurtosis.
The average truncated̂2, and the empirical standard error of these estimates, are also shown as E and SE, respectively. For each of the 27 sets of parameter values used, 3000 simulated datasets were produced. In runs 1 and 2, the results for̂A under which the use of network meta-analysis should be encouraged, and so the proposed method performs best in the situations where we anticipate that most network meta-analyses will be performed.
Examples
In this section, we apply our new method to two real examples and we compare the results to those obtained using Bayesian analyses performed using WinBUGS. Details of the prior specification used for the first example (Section 7.1 in the succeeding text) are given by Jackson et al. [7] , and the same priors were used for the second example (Section 7.2), but we also briefly give details here. All location parameters were given vague (normal with very small precision) prior distributions. Uniform prior distributions from 0 to 5 were used for the standard deviations and . Because the prior distributions used for variance components are often influential in Bayesian analyses, these particular priors are only intended to provide some illustrative results. Investigating the sensitivity of conclusions to the prior distributions is highly recommended in practice.
A very large burn-in of 30 000 was used for the first example to ensure convergence, which was checked by running three chains at different starting values. The second example is of much lower dimension and presents considerably less of a challenge for Markov chain monte carlo (MCMC) algorithms, so here, Bayesian analyses were performed using single chains with burn-ins of 20 000. For making inferences for the first and second examples, 450 000 and 100 000 draws from the posterior distributions were used, respectively.
Example one: osteoarthritis of the knee
This example was used previously by Jackson et al. [7] . Here, there are 87 trials of 38 designs, each comparing a subset of 22 treatments for pain relief for osteoarthritis of the knee. The outcomes are continuous measurements, and the standardised mean difference of pain at the end of the trial is used to compare treatments, where a negative treatment effect indicates benefit. For one trial, only treatment contrasts were available, and two arms were in the same treatment category. Jackson et al. [7] treated these treatment effects as from a multi-arm trial with a shared random effect contributing to each treatment effect. The proposed approach does not allow this type of flexibility in the modelling, and here, we instead chose one of the treatment effects to use in the analysis at random. This example involves many different studies and designs, but there is relatively little replication of studies within designs.
The results are shown in Table III . The previous WinBUGS analysis reported the results in terms of the standard deviations and so in Table III , we present the truncated estimateŝand̂, which were obtained by square-rooting the moments-based estimates of the two variance parameters. The probabilities that each treatment is best were obtained as explained in Section 5.2 using 10 000 simulated treatment effect vectors. The two sets of results are in reasonable agreement, but the main difference is that the proposed method provides a truncated estimatê2 = 0. This is not surprising because the DIC statistic from the Bayesian analysis of these data assuming consistency is smaller than the corresponding DIC for the full model (132.61 vs. 133.23) [7] . This indicates that the consistency model adequately describes the data as reflected in the truncated̂2 = 0. However, this results in smaller standard errors for the estimated basic parameters, and the inferences from the proposed method are in better agreement with the previous Bayesian analysis where consistency was assumed [7] .
The results for this example in Table III are therefore in reasonable agreement with the results obtained previously, and the discrepancies are easily explained. However, the proposed method appears to understate the uncertainty in the results from an analysis that allows for the possibility of inconsistency. This is despite the relatively large sample size of the osteoarthritis of the knee dataset. The I 2 statistics however are quite similar to those obtained previously using WinBUGS: the I 2 statistic comparing the RI and RC models is 12%, the I 2 statistic comparing the RI and the CC models is 71% and the I 2 statistic comparing the RC and the CC models is 68%; in the previous WinBUGS analyses, these three I 2 statistics were 19%, 75% and 69%, respectively.
Example two: topical antibiotics
This example is taken from a Cochrane Systematic Review Topical antibiotics without steroids for chronically discharging ears with underlying eardrum perforations [38] . Here, 13 studies, two of which are three-arm studies, provide outcome data on treatment failure due to persistent discharge. The network meta-analysis involves four treatment arms: A (no treatment), B (topical quinolone antibiotic), C (topical NMES, neuromuscular electrical stimulation; PES, pulsed electrical stimulation; PEMF, pulsed electro-magnetic fields; TENS, transcutaneous electrical nerve stimulation. Two sets of results are shown, those using the new 'DerSimonian and Laird' method and those from the previous analysis using WinBUGS are also shown for comparison. For the new procedure, estimates are followed by standard errors in parentheses. For the previous WinBUGS analysis, the estimates are posterior means, which are followed by posterior standard deviations in parentheses. P (best) is the probability that each treatment is best; these probabilities are included so that the results using the new method can be compared with those obtained previously and are not adequate for the full probabilistic ranking of the treatments.
non-quinolone antibiotic) and D (topical antiseptic). Unlike the previous example, here, binary outcome data are available. Hence, when using the Bayesian implementation of the model proposed by Jackson et al. [7] , exact binomial within-study distributions can be used in an arm-based analysis as explained in section 2.6 of their paper. Hence, when using WinBUGS to produce results to compare those from the new method with, both these binomial distributions and normal approximations to the log odds ratios were used. The Bayesian results using binomial distributions give us an indication of the adequacy of the normal approximations used in the other two analyses. The variances of the log odds ratios used in the normal approximations were obtained in the usual way, and the within-study covariances were obtained as the variance of the log odds in the baseline treatment arm. The proposed method uses the normal approximations as explained in Section 2.4. Because the treatment effects are log odds ratios comparing the other treatments to treatment A, and the outcome is harmful, negative basic parameters indicate that treatments B, C and D are more beneficial than treatment A (no treatment). The results are shown in Table IV , which sets out the results in the same way as in Table III . Comparing the two sets of WinBUGS results, we can see that the use of normal approximations dilutes the estimated treatment effects, which shows that the use of normal approximations can have quite a considerable impact unless the studies are very large. The proposed procedure further dilutes the estimated treatment effects, and the standard errors are very considerably smaller than the posterior standard deviations from the Bayesian analyses. One reason why the proposed method results in smaller standard errors is because it does not take into account the uncertainty in the variance components, which is very considerable in relatively small and highly inconsistent networks such as this one. However, the proposed Three sets of results are shown, those using the new method and then two sets of results using Win-BUGS are also shown for comparison: those using normal approximations (normal) and those using binomial within-study distributions. For the new 'DerSimonian and Laird' procedure, estimates are followed by standard errors in parentheses. For the WinBUGS analyses, the estimates are posterior means, which are followed by posterior standard deviations in parentheses.
method also results in a much smaller̂than the Bayesian analyses, and this too reduces the standard errors. Better agreement can be expected in situations where the estimated variance components using the various estimation methods are smaller and more similar. Although the simulation study reassures us that the repeated sampling properties of the proposed method are not unacceptable in small networks, this example provides a pertinent reminder that the proposed method will, in general, result in artificially small standard errors of the treatment effects unless the network is large. Methods that attempt to take into account the uncertainty in variance components, which are analogous to those proposed in multivariate meta-analysis [36, 39] , are clearly worth developing for use in examples such as this one but are beyond the scope of this paper. The I 2 statistics are generally reasonably similar to those obtained from the Bayesian analyses. Using the proposed method, the I 2 statistic comparing the RI and RC models is 30%, the I 2 statistic comparing the RI and the CC models is 80% and the I 2 statistic comparing the RC and the CC models is 72%. In the Bayesian analysis using normal approximations, these I 2 statistics are 56%, 92% and 81%, respectively. In the Bayesian analysis using binomial within-study distributions, these I 2 statistics are 66%, 93% and 80%, respectively.
Discussion
We have proposed an extension of DerSimonian and Laird's procedure for random effects meta-analysis that can be used for network meta-analysis. Our method retains all the advantages of DerSimonian and Laird's approach but also inherits all its limitations. Furthermore, by extending DerSimonian and Laird's method to a model for network meta-analysis with two random effects, the limitations of this method might be thought to be exacerbated, but the simulation study reassures us that the proposed method performs adequately. The main limitations are that normal approximations are used, reasonably large datasets are required for accurate inference and the estimation of the variance components is not based on sufficient statistics, so that more precise inferences for 2 and 2 are likely to be possible using likelihoodbased methods. The question of how to make good inference about the uncertainty in the estimated variance components remains an open one, but some form of bootstrapping provides a practical approach. The second example illustrates that the use of normal approximations can have considerable impact, but our simulation study reassures us that the repeated sampling properties of the proposed method are reasonable when these normal approximations are adequate. The simulation study suggests that five different designs is probably the minimum number required to adequately estimate the inconsistency variance. Sufficient replication is also required within designs in order to adequately estimate the between-study heterogeneity variance. The proposed method only works very well when the departure from the consistency assumption is small, but network meta-analyses are, in any case, to be generally discouraged when the inconsistency in the network is large. The main advantages of the proposed method is that no iteration is required, the estimation is simple and transparent and that it is closely related to methods that many working in meta-analysis will already be familiar with. Another advantage is that the method is semiparametric (the formula for the expectation of a quadratic form used in the Appendices does not require the normality assumption (Searle [40] , p. 55)) so that valid meta-analyses can be performed in large samples without requiring the assumption that either the between-study heterogeneity or the inconsistency follow normal distributions.
Our estimation method is based on the recently proposed decomposition of the Q statistic. Alternative quadratic forms could also be used and warrant further investigation. More general variance structures for the between-study heterogeneity and inconsistency parameters should be considered in datasets where these may be well identified, and extending the method to accommodate them also warrants further investigation. Likelihood-based frequentist methods could easily accommodate alternative assumptions for the random effects but have the disadvantage of requiring iterative methods to maximise the likelihood. Although the proposed model is a type of linear mixed model, models for meta-analysis such as ours require the use of fixed and known within-study variances. This makes many standard algorithms for linear mixed models either inappropriate or difficult to use. The developing of likelihood-based methods for fitting the model, and variants of this model, is left as an important avenue for further work.
Most of the types of inference that are used in the context of likelihood-based or Bayesian analyses are also available when using the method of moments in the way we propose, but no DIC or AIC model fit statistics are immediate. This is one of the prices we pay for using the method of moments rather than a likelihood-based or a Bayesian analysis. Here, we focus on a new method for performing the estimation, but appropriate graphical displays [41] are important in practice to help visualise the data and informally assess the model fit. Determining the most appropriate graphical displays to accompany our method may form the subject of future work.
We have used random effects for the inconsistency parameters, but fixed effects, or node splitting, are probably more suitable for exploring where any inconsistency in the network arises. White et al. [23] describe how fixed effects inconsistency parameters can be used in the context of multivariate metaregression models, and we refer the reader to this approach if a frequentist network meta-analysis, similar to ours but with fixed effects inconsistency parameters, is to be used.
To summarise, we have proposed a simple, transparent and direct method for network meta-analysis that we believe is accessible to applied researchers. An R function is available in the Supporting Information that implements the proposed method, and we hope that this will also serve to make our method attractive to the meta-analysis community.
