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Abstract
During the simulation of the urban heat island phenomenon, the accurate representation of urban geometry in numerical models is
crucial. In this study, the local climate zone (LCZ) system was incorporated into the Weather Research and Forecasting (WRF)
model in order to facilitate proper land surface information for the model integrations. After the calculation of necessary input
canopy parameters, based on local static datasets, simulations were performed to test the model’s performance in predicting near-
surface air temperature (Ta) and urban heat island intensity (ΔT) under a heatwave period in July 2017. Themodelled values were
evaluated against the observations of the local urban climate monitoring system. The results suggest thatWRFwith a single-layer
canopy scheme and the LCZ-based static database was able to capture the spatiotemporal variation of the aforementioned
variables reasonably well. The daytime Ta was generally overestimated in each LCZ. At nights, slight overestimations
(underestimations) occurred in LCZ 6, LCZ 9, and LCZ D (LCZ 2 and LCZ 5). The mean ΔT was underestimated in the
night-time; however, the daytime ΔT was estimated accurately. The mean maxima (minima) of ΔT were underestimated
(overestimated) with around 1.5–2 °C, particularly in LCZ 2 and LCZ 5. Some components of the surface energy budget were
also computed to shed light on the inter-LCZ differences of Ta. It was concluded that the nocturnal ground heat flux was about
five times higher in urban LCZs than in the rural LCZ D, which resulted in a reduced cooling potential over the urbanized areas.
Keywords Weather Research and Forecasting model . Single-layer urban canopy scheme . Local climate zones . Urban heat
island . Szeged (Hungary)
1 Introduction
An increasing trend in the number and population of urban
areas is predicted in the forthcoming decades (UN 2014). The
intense urbanization leads to significant land use and land
cover (LULC) change, which has remarkable influence on
local climate (Solecki and Oliveri 2004; Seto and Shepherd
2009). In urban areas, natural surfaces are replaced by imper-
vious built-up structures (e.g. road, pavement, building). The
elevated fraction of artificial materials modifies the thermody-
namic properties (e.g. emissivity, albedo, heat capacity) and
energy balance of surface, decreases the evaporation produced
by vegetation and soil, and changes the wind flow at the urban
canopy level through the increased surface friction (Oke
1987). The joint effects of LULC change generate the well-
documented and widely investigated urban heat island (UHI)
phenomenon (Landsberg 1981; Oke 1987; Arnfield 2003).
UHI is a temperature surplus in the downtown related to urban
and rural areas with less artificial surface coverage and char-
acterized by a temperature difference, based on the observa-
tions at an urban-rural station pair. The highest temperature
differences (i.e. UHI intensities (UHII)) typically occur under
calm synoptic conditions (e.g. anticyclonic pattern), especially
during the nocturnal hours (Oke 1995). The anthropogenic
heat production of human metabolism, transportation, and
cooling and heating in buildings can further intensify the
existing UHI (Sailor and Lu 2004). The combined effects of
UHI and climate change have direct and indirect impact on
energy consumption (Santamouris 2007; Kolokotroni et al.
2015), air quality (Rosenfeld et al. 1995; Akbari et al. 2001),
extreme weather events (e.g. heatwaves; Ward et al. 2016),
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and human comfort (Watkins et al. 2007; Steeneveld et al.
2011) in urban areas. For these reasons, cities seem to partic-
ularly vulnerable to environmental challenges (Lankao and
Qin 2011).
The spatiotemporal behaviour of UHI can be monitored
using in situ measurements, remote sensing products, and nu-
merical models. The advantage of numerical models is that
they are able to reproduce a wide range of meteorological
fields and not restricted to space or time (Hidalgo et al.
2008). Due to the broadening of computing technology, urban
environments are taken into account by even more complicat-
ed canopy layer models, starting from the Bbulk^ approach
(e.g. Liu et al. 2006) and ending with multilayer models
(e.g. Martilli et al. 2002; Salamanca and Martilli 2010;
Krayenhoff et al. 2015).
Canopy layer models have been coupled to numerical
models (e.g. single-layer scheme of Kusaka et al. (2001) and
Kusaka and Kimura (2004) and multilayer scheme of Martilli
et al. (2002) and Salamanca and Martilli (2010) in Weather
Research and Forecast; Town Energy Balance (Masson 2000)
in MesoNH, and Met Office Reading Urban Surface
Exchange Scheme (Porson et al. 2009) in Met Office
Unified Model) in order to provide a sufficient tool for urban
climate modelling purposes. With appropriate configurations,
the coupled canopy models have the ability to reproduce most
of the processes in the urban boundary layer from building to
regional scale (Baik et al. 2009; Toparlar et al. 2015).
The Weather Research and Forecasting (WRF) non-
hydrostatic mesoscale model (Skamarock et al. 2008) has
been designed to such applications as weather prediction, re-
gional climate, and air quality modelling. In WRF, the sophis-
ticated urban environment is taken into account through im-
plemented canopy models with different degrees of complex-
ity. The first attempt to represent urban processes was a Bbulk^
parameterization (Liu et al. 2006), which uses predetermined
values for roughness length, surface albedo, volumetric heat
capacity, soil thermal conductivity, and vegetation fraction. A
single-layer urban canopy model (SLUCM) has been devel-
oped by Kusaka et al. (2001) and Kusaka and Kimura (2004).
This scheme treats the urban geometry as arrays of infinitely
long, three-dimensional street canyons. The reflection and
trapping of short- and long-wave radiation and the shadowing
effect of walls are also allowed in SLUCM. An exponential
wind profile is assumed in the canopy layer. Prognostic vari-
ables include the skin temperature of road, wall, and roof and
emitted fluxes from horizontal and vertical surfaces. In WRF,
the different SLUCM parameters are assigned to each urban
land use category and listed in look-up tables. The multilayer
canopy schemes of BEP (Building Effect Parameterization;
Martilli et al. 2002) and BEM (Building Energy Model;
Salamanca and Martilli 2010) have been linked to and incor-
porated into WRF since 2010. BEP helps to understand the
exchange of momentum, moisture, and heat (released at
different heights of buildings) within the urban boundary lay-
er. BEM has been developed to estimate the interactions be-
tween the building interior and the surrounding atmosphere. It
calculates the heat generation of occupants, and cooling and
heating equipment, even on the different floors of buildings.
Of the land surface parameterizations in WRF, Noah LSM
(Chen and Dudhia 2001; Tewari et al. 2004) is a frequent option
to give lower boundary condition. For each grid cell, Noah
computes sensible and latent heat flux, outgoing long-wave
radiation, skin temperature, emissivity, and albedo as follows:
X ¼ Fveg  X veg þ Furb  X urb
where X is the variable being calculated from the surface to
the lowest model level, Fveg is the fractional coverage of nat-
ural surfaces, Xveg is the value of a variable in Noah for natural
surfaces, Furb is the fractional coverage of impervious sur-
faces, and Xurb is the value of a variable in the given UCM
(of the three options) for artificial surfaces. The equation sug-
gests that SLUCM and Noah LSM are linked toWRF through
the urban fraction (Furb) parameter.
A vast number of parameters are required to represent the
complex urban geometry. For example, SLUCM with its me-
dium complexity employs more than 20 urban canopy param-
eters (UCPs) for each land use class. In order to update the list
of UCPs or generate LULC data, numerous information can
be applied: satellite products (e.g. images of Landsat-8 bands
with a resolution of 30 m), high-resolution LULC datasets
(e.g. U.S. Geological Survey (USGS); Homer et al. 2004;
Coordination of Information on the Environment
(CORINE): Bossard et al. 2000), building databases from lo-
cal authorities. It is noteworthy that the amount and accessi-
bility of different datasets have been extended recently, but the
quantity and quality of UCP data show huge spatial discrep-
ancies (Chen et al. 2011).
The National Urban Database and Access Portal Tool
(NUDAPT) project of Ching et al. (2009) provides WRF-
compatible gridded UCP dataset for investigations in large
US cities, with a horizontal resolution below 1 km. To broaden
NUDAPT to global scale, the World Urban Database and
Access Portal Tool (WUDAPT; Mills et al. 2015) framework
has been produced. The method uses freely available data and
software and is organized into three levels, depending on the
richness of the information on urban geometry. The first level
of hierarchy requires a LULC classification, based on the local
climate zone (LCZ) scheme of Stewart and Oke (2012). In the
next two levels, the WUDAPT method consists of detailed
UCPs (e.g. building, impervious and vegetative cover, build-
ing height, aspect ratio, sky view factor, anthropogenic heat,
surface albedo, and roughness length) for each LCZ.
Currently, the classification stage (at least for the lowest pro-
cess level) has been finished for over 20 cities.
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The LCZ classification involves ten urban and seven non-
urban LULC categories (Stewart and Oke 2012). The con-
struction of the categories relied on the geometric (e.g. sky
view factor, impervious and pervious surface fraction, height
of roughness elements), radiative (e.g. surface albedo), ther-
mal (e.g. surface admittance), and metabolic (e.g. anthropo-
genic heat output) properties of the surface. It is assumed that
each zone (with typical diameters from 100 m to few km) has
its own and individual local climate. This scheme allows a
better microclimatic description of the stations on which the
UHII parameter was determined (Bechtel et al. 2015).
Therefore, the literary comparison of the UHI-related studies
in different urban areas also gets easier.
Urban climate studies with different methodologies have
been carried out to analyze the spatiotemporal variation of
UHI (Cheval and Dumitrescu 2017; Ellis et al. 2017;
Przybylak et al. 2017; Dienst et al. 2018; Varentsov et al.
2018). Many of the investigations have used the WRF model
to simulate the alteration of meteorological variables in spe-
cific cities (Giannaros et al. 2013; Doan et al. 2016; Morris
et al. 2017; Ooi et al. 2017), during heatwave and heavy rain-
fall events (Li and Bou-Zeid 2013; Chen et al. 2014; Zhong
and Yang 2015), by using climate scenarios and projections
(Argüeso et al. 2014; Fallmann et al. 2017), and associated
with LULC processes (Bhati and Mohan 2015; Kaplan et al.
2017); nevertheless, quite a few have been published in terms
of LCZs.
Numerical simulations were performed by Morris et al.
(2016) to analyze the UHI effect in Putrajaya (Malaysia). It
was highlighted that urban greenery had a great impact on
thermal conditions at night. The nocturnal UHII in urbanized
and highly vegetated LCZs varied from 1.9 to 3.1 °C. Brousse
et al. (2016) investigated the daily temperature range (DTR)
parameter with BEP-BEM schemes in different LCZs over
Madrid (Spain) for a summer and a winter period. It was
concluded that WRF with LCZ-based land use classification
was capable to estimate the inter-LCZ temperature variability.
They also found that for those grids that were surrounded by
grids with same LULC classes, LCZ 2 (LCZ 8) had the
highest, while LCZ 6 (LCZ 2) had the lowest DTR in summer
(winter).
In Szeged, urban climate assessments have mainly been
focused on in situ (Unger et al. 2015) and mobile measure-
ments (Unger et al. 2001; Unger et al. 2010), and modelling of
the future climate change (Skarbit and Gál 2016). In the study
of Gál et al. (2016), observed near-surface air temperature was
evaluated for the period between June 2014 and May 2015. It
was concluded that UHI, on average, formed around sunset
and lasted about 9-h long, while the strongest UHI occurred
3 h after sunset. In summer, the highest temperature differ-
ences between a rural station and the given LCZ were ob-
served in compact (midrise and low-rise) classes, with an or-
der of 3.5 °C. The mean intra-LCZ intensities in other LCZs
were also measured to be around 3 °C. Contrarily, the mean
UHII remained under 2 °C in winter months, with much
smaller spatial variability in each class.
In this study, we aimed (i) to incorporate a Szeged-
specified LCZ land use (Lelovics et al. 2014) and urban can-
opy parameter database into the model to give a better repre-
sentation of artificial surface coverage; (ii) to predict the spa-
tiotemporal variability of near-surface air temperature and en-
ergy budget components under a 6-day heatwave period be-
tween July 18 and 24, 2017, characterized by low synoptic
wind and daily maximum temperatures around 35 °C; (iii) and
to evaluate our WRF-SLUCM-LCZ scheme against the mea-
surements of the local urban climate monitoring system.
2 Study area
Szeged (46.26° N; 20.15° E) is situated in the south-eastern
part of Hungary, at the riverside of Tisza, with a population of
162,000 (Fig. 1). Several small lakes are located to the west,
which may impact the microclimate of their immediate sur-
roundings due to elevated potential evaporation in the summer
period. The climate of Szeged is Dfb due to Köppen-Geiger’s
classification (Peel et al. 2007), with an annual mean temper-
ature of 10–12 °C and an annual total precipitation of 500–
600 mm. Because of the relatively high frequency of summer-
time high-pressure synoptic pattern, the amount of annual
sunshine duration is around 2000 h.
The urban area is surrounded by a flat terrain (the mean
elevation is around 80 m a.s.l.) with croplands, pastures, and
deciduous forests. The total area of the city is around 281 km2,
even if the rigorously taken urbanized area is much smaller (~
50 km2). The inner city, which consists of offices, administra-
tive and educational buildings, and apartment houses, is cov-
ered by compact LCZs (i.e. LCZ 2 and LCZ 3) (Fig. 1). LCZ
5, LCZ 6, and LCZ 9 with family houses, blocks of flats
(mostly in the north), and shopping centres are found in the
outer areas. The north-western parts with logistics and indus-
trials were classified as LCZ 8.
3 Preparation of land use data and urban
canopy parameters
Accurate representation of a complex urban surface is essen-
tial to estimate the thermal conditions in a densely built region
(Chen et al. 2011). Most of the databases in association with
LULCs and UCPs have been designed to global scale and
have not the ability to describe the thermal, radiative, and
geometric properties of surface in a specific urban area.
Therefore, it is required to seek for alternative sources of such
data. WRF includes the USGS 24-category classification
(based on AVHRR satellite data) with 1-km resolution and
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the MODIS 20-category classification with 1-km resolution
(Homer et al. 2004) as default LULC option. Additionally, the
CORINE database (Bossard et al. 2000) derived from IRS P6
LIS III and RapidEye remote-sensed images, with 44 classes
and a resolution of 100m, is also a reasonable choice for many
European cities. The assignment of the urban categories in
CORINE was based on the spectral feature of surface not on
the influence of urban geometry on microclimate. Contrarily,
the LCZ concept has been developed to classify an urban area
according to the thermal reaction of urban canopy on distinct
built-up regimes. For this reason, the LCZ framework has
widely been used for observation-based comparison of UHI
(Alexander and Mills 2014; Leconte et al. 2015) and can be
interpreted to state-of-art modelling studies.
For deriving the LCZ map of Szeged, three-dimensional
building database, road database, aerial photographs,
RapidEye image with a resolution of 5.16 m, and CORINE
LULC data were employed (Fig. 2). First, we have calculated
the following parameters: sky view factor (Gál et al. 2009),
building height (Gál and Unger 2009), surface roughness,
surface albedo, building surface fraction, impervious surface
fraction, and pervious surface fraction using GIS technique.
Then, the so-called lot area polygons were merged to zones
with a diameter from metres to several kilometres. Finally,
these zones were aggregated to unified classes representing
the given LCZ (for further details, see Unger et al. 2014).
It is noteworthy that the previous process was only per-
formed for the urbanized area of Szeged. For the rest of the
study area (including other cities), the CORINE LULC data-
base was taken into account. After all, we have found six
LCZs from the possible ten urban zones. LCZ 6 (open low-
rise) had the largest extension, while LCZ 2 (compact midrise)
and LCZ 3 (compact low-rise) spanned the lowest number of
grids (Table 1.).
In the following step, the existed (default) UCPs have been
specified for the study area, and so the new UCPs (Table 2)
were ready to be updated to the urban parameter table ofWRF.
By far, there was a little information about the
thermodynamic-related UCPs, although they play important
role in energy partitioning. To address this issue, we intended
to adjust some of the most relevant parameters listed in
Table 3. Such small areas (around 200 m × 200 m) were
assigned on Google Earth images that represent a given LCZ
and contain roads and buildings. It was assumed that the dom-
inant building materials in this region are asphalt and concrete
for road, concrete and brick for wall, and tile and concrete for
roof. Knowing the characteristic thermodynamic quantities
(e.g. thermal conductivity, heat capacity) of asphalt, brick,
concrete, and tile (or ceramic) from engineering reference ta-
bles (Wang and Kuo 2001) and the relative occurrence of a
given material in each LCZs, the following simple assumption
(for example, for heat capacity) was employed to the estimate
the new variables:
CLCZx ¼ Casphalt M asphalt þ Cbrick M brick þ Cconcrete M concrete þ Ctile M tile
Fig. 1 Study area with the corresponding LCZ classes and location of urban climate monitoring stations
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where CLCXx is the heat capacity of wall, road, or roof in a
given LCZ in Joules per cubic metre per Kelvin; Casphalt,
Cbrick,Cconcrete, andCtile are the heat capacity of asphalt, brick,
concrete, and tile, respectively, in Joules per cubic metre per
Kelvin; andMasphalt,Mbrick,Mconcrete, andMtile are the relative
fraction of asphalt, brick, concrete, and tile coverage on wall,
road, and roof surfaces, respectively. The upgraded UCPs
from Tables 2 and 3 were applied to all simulations.
Fig. 2 Major steps on the
preparation of LULC data and
UCPs in our WRF-SLUCM-LCZ
modelling scheme.
Table 1 Absolute and relative
values of urban and non-urban
land use categories in the finest
(d03 with 1.5-km grid spacing)
model domain. The last six
classes indicate the urban LCZs
Land use category Number of grids Frequency of the category (%)
Urban and built-up land 481 5.9
Dryland cropland and pasture 6596 80.5
Cropland/woodland mosaic 411 5.0
Grassland 153 1.9
Mixed shrubland/grassland 136 1.7
Deciduous broadleaf forest 169 2.1
Evergreen needleleaf 63 0.8
Mixed forest 53 0.7
Water bodies 71 0.9
Herbaceous wetland 18 0.2
Compact midrise 1 < 0.1
Compact low-rise 1 < 0.1
Open midrise 4 0.1
Open low-rise 15 0.2
Large low-rise 3 < 0.1
Sparsely built 15 0.2
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4 Model configuration and observational
data
The simulations were performed using the WRF model ver-
sion 3.8.1. coupled to the SLUCM of Kusaka et al. (2001) and
Kusaka and Kimura (2004). Three one-way nested domains
with a grid spacing (and grid points) of 13.5 km (80 × 75),
4.5 km (121 × 94), and 1.5 km (105 × 78) were applied
(Table 4) to the integrations. The innermost domain (d03)
covered a wider neighbourhood of Szeged, with a centre at
46.13° N and 20.16° E (Fig. 3). Sigma vertical coordinates
were prescribed from the surface to 20 hPa. Twenty of 44
vertical levels can be found under 1.5 km in order to give a
sufficient representation for the urban boundary layer. The
simulation period started on 17 July 2017 (initialized at
12:00 UTC (14:00 LT)) and lasted until 24 July 2017 00:00
UTC (02:00 LT). The first day (24 h) of the output was con-
sidered as spin-up, the rest 132 h was taken into account dur-
ing the analysis. Three-hour NCEP GFS dataset with a hori-
zontal resolution of 0.25° granted the initial and boundary
conditions for the simulations. We have switched the
following physical parameterizations on the following: Noah
land surface model (Tewari et al. 2004), Rapid Radiative
Transfer Model (RRTMG) scheme for long- and short-wave
radiation (Iacono et al. 2008), modified MM5 surface layer
scheme (Jimenez et al. 2012), BouLac boundary layer scheme
(Bougeault and Lacarrere 1989), WSM 5-class scheme (Hong
et al. 2004) for microphysics, and Kain-Fritsch cumulus pa-
rameterization (Kain 2004). The cumulus convection scheme
was not considered for the finest domain (d03), because the
model can solve the convection explicitly at such a fine reso-
lution (1.5 km).
The analysis period was selected according to the Weather
Factor (WF) of Oke (1998). WF (ϕw) determines the potential






where k is the correction factor for cloud height (Bolz
1949),m is the cloud amount in tenths, and u is the wind speed
in metre per second. WF ranges from 0 (poor cooling
Table 3 Specified values of those thermodynamic-related parameters of building and road facets that have been coupled to the LCZ-based land use
classification and integrated into the WRF-SLUCM modelling system













Road, roof, and road 0.15 0.14 0.12 0.16 0.16 0.17
Thermal conductivity (J m−1 s−1 K−1)
Road 0.70 0.70 0.70 0.70 0.70 0.70
Roof 1.04 1.01 1.20 1.01 1.24 1.01
Wall 1.02 1.01 1.10 1.02 1.20 1.01
Heat capacity (J m−3 K−1)
Road 1.95·106 1.98·106 1.95·106 1.98·106 1.94·106 1.98·106
Roof 1.97·106 1.97·106 1.97·106 1.97·106 1.97·106 1.97·106
Wall 1.63·106 1.62·106 1.72·106 1.62·106 1.86·106 1.61·106
Emissivity (−)
Road 0.93 0.93 0.93 0.93 0.93 0.93
Roof 0.91 0.92 0.87 0.92 0.86 0.92
Wall 0.92 0.93 0.90 0.93 0.87 0.93
Table 2 Specified values of those urban geometry-related canopy parameters that have been coupled to the LCZ-based land use classification database
and integrated into the WRF-SLUCM modelling system














Urban fraction 0.90 0.82 0.58 0.66 0.75 0.25
Vegetation fraction 0.10 0.18 0.42 0.34 0.25 0.75
Building height (m) 13.6 7.9 15.4 5.4 6.6 5.0
Road and roof width (m) 5.1 4.3 5.3 3.2 5.5 2.9
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conditions: overcast, clouds with low base, high wind speed)
to 1 (excellent cooling conditions: clear sky, wind speed is
under 1 m s−1). Here, we have applied the threshold of 0.8
forWF during the nocturnal hours of 2017. A long contiguous
period was found on the days between 18 and 24 July. At that
time, a strong high-pressure system formed over Central
Europe. The maxima of near-surface air temperature raised
over 31 °C on each day. The heatwave was peaked on 21
July, when the air temperature was around 35 °C. This period
was ended by a cold front passed on 24 July.
In order to evaluate the performance of WRF in simulating
near-surface air temperature, the observations of the local ur-
ban climate monitoring system (UCMS) were employed. For
each day, the hourly means of the observed near-surface air
temperature (Ta-OBS) have been calculated and compared with
the modelled values (Ta-WRF). During the analysis, Ta-WRF was
considered in the nearest grid to the location of the corre-
sponding measurement site (with a given Ta-OBS) of UCMS.
To carry out a more straightforward interpretation of the re-
sults, the computedmetrics (e.g. statistics) have been averaged
and ordered by the LCZs. Figure 4 highlights the names and
locations of those sites that have been designated according to
the LCZ scheme and used for the evaluation. Because of
maintenance works at station 8-1, 8-2, and D-2 in 2017,
LCZ 8 has not been taken into consideration in the analysis.
Additionally, those model grids that were not in the same LCZ
category as the given station (e.g. grids near station 3-1) were
also omitted from the study. As a consequence of former stud-
ies (e.g. Unger et al. 2015; Gál et al. 2016), it was assumed
that each station is representative for the corresponding LCZ.
Hereinafter, we refer to the observed and modelled tempera-
ture at station D-1 (dryland, cropland, and pasture in the
original (default) classification, low plants (LCZ D) in the
LCZ scheme) as the rural reference value, since the microcli-
mate of this site is not affected by urban influences (Gál et al.
2016).
We employed different statistical measures (e.g. mean bias
(MB), mean absolute error (MAE) root mean squared error
(RMSE) index of agreement (IOA), hit rate (HR), and corre-
lation coefficient (CC0) (Table 5) to assess the performance of
WRF in simulating Ta with the updated LULC and UCPs. In
Table 5, TWRFi and TOBSi are the modelled and observed near-
surface temperature in the ith hour of the simulation period,
TWRF and TOBS are the daily mean of the modelled and ob-
served near-surface air temperature, n andm are the number of
observations and model outputs (must be equal to 6 in our
case), and k is a factor for the desired model accuracy (A).
Two degrees Celsius was considered for A parameter (Cox
et al. 1998).
5 Results and discussion
5.1 Evaluation of the spatiotemporal variability
of near-surface air temperature
In order to evaluate the ability of our WRF-SLUCM-LCZ
system over the study area under an ideal (in terms of UHI
development) synoptic condition, the hourly means of
modelled near-surface air temperature were compared with
the observations of the local UCMS. Figure 5 illustrates the
time series of the observed and simulated Ta in different LCZs
during the 6-day analysis period. The maxima of Ta-OBS
Table 4 Basic information about the model setup of the simulations
General information
Model version WRF v3.8.1.
Spin-up and simulation time (h) 24 and 130
Initial and boundary conditions GFS 0.25° × 0.25° with 3-h interval
Grid configuration
Grid spacing of finest domain 1.5 km
Number of domains and grid ratio 3 and 1:3
Number of vertical levels 44 (sigma)
Physical parameterization
Land surface model Noah LSM
Urban canopy layer SLUCM
Surface layer Revised MM5
Boundary layer BouLac
Short- and long-wave radiation RRTMG
Microphysics WSM5
Cumulus convection Kain-Fritsch
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ranged from 30 to 35 °C, showing a warming tendency. The
differences in the minima of Ta-OBS between LCZs generated
by the diversity of urban landscape (and physical settings)
disappeared, approaching to the end of the period. For exam-
ple, while the difference in the minimum of Ta-WRF (Ta-OBS)
between LCZ 2 and LCZ 5 was around 5.3 °C (3.8 °C) on 19
July, it decreased to 1.2 °C (0.1 °C) by 23 July. The thermal
contrast within the city almost completely blurred during the
night of the last day.
Overall, it can be concluded that WRF-SLUCM with the
modified LCZ land use classification was able to simulate the
spatiotemporal variation of Ta reasonably well. Ta-OBS was
consistently overestimated in the daytime. The overestimation
persisted in LCZ 6, LCZ 9, and LCZ D in the night-time,
while slight nocturnal underestimation occurred in LCZ 2
and LCZ 5. The highest difference between Ta-OBS and Ta-
WRF manifested in the afternoon of 22 July, when a more
intense low-level moisture advection and local-scale cumulus
convection were produced by the initialization phase, al-
though it was not confirmed by the observations. On the other
days, the model performed satisfactorily in each LCZ.
Figure 6 shows the diurnal variations of observed and pre-
dicted Ta in different LCZs. General overestimation of Ta-OBS
was identified during the daytime, with the highest magnitude
in early afternoon around 12 UTC (14 LT). In LCZ 5, the
overestimation shifted to an underestimation after 12 UTC.
The overestimations in the daytime were particularly high in
LCZ 2 and LCZ D. To understand this, it is required to con-
sider the microclimatic environment of the stations (Fig. 4).
Station 2-1 stands in the middle of a square with a higher
Fig. 3 Location of domains with the corresponding land use categories of finest (d03) model domain. The black dot and square in the upper and bottom
plot mark the location of Szeged
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amount of vegetation related to that was prescribed for LCZ 2.
Additionally, station D-1 is close to the urbanized area (see
Fig. 1); thus, Ta-WRF might be affected by the advection of
warmer urban air.
The daytime Ta-WRF behaved as a bimodal distribution. At
first, Ta-WRF culminated around 11–12 UTC. Subsequently,
the first growth phase seemed to be reduced. It was likely
attributed to the appearance of convective clouds, which
attenuated the incoming shortwave radiation. Around 14
UTC, Ta-WRF started to increase again, creating a second but
a lower peak as earlier. The dissipation of cumulus clouds
allowed Ta to grow up to 16 UTC.
In the night-time, Ta-OBS was simulated well in LCZ 2 and
LCZ 5. On the other hand, LCZ 6, LCZ D, and particularly
LCZ 9 were characterized by overestimations of about 2–4 °C.
The overestimation appeared to be the most pronounced after
Fig. 4 Microclimatic environment of the urban (and one rural) climatemonitoring sites being applied to the evaluation process. In the designation of each
station, the first number refers to the LCZ in which the station is located; the second number is the ordinal number of the station
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Fig. 5 Temporal variability of
observed and modelled near-
surface air temperature in
different LCZs during the 6-day
simulation period. This
comparison covers the time
period between 18 July (12 UTC;
14 LT) and 24 July (00 UTC;
02 LT).
Table 5 Equations of basic statistics being applied to the validation. Detailed explanation of the variables is found in the text
Statistic metric Expression
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sunset (around 18:30 UTC). The warm bias decreased to 0.5–
1 °C by the end of the night. The nocturnal overestimation of
urban canopy temperature in LCZ 6, LCZ 9, and LCZ D might
be stemmed from a more significant heat release from artificial
materials caused by the over-prediction of heat capacities. It
mus t be emphas i zed tha t the de te rmina t ion of
thermodynamic-related UCPs was based on a simple approxi-
mation utilizing the frequency of dominant urban fabrics in
different LCZs, so this assumption has limitations, even though
it provides amore realistic description of the effect of surface on
energy exchange than the default UCPs. In addition to that LCZ
9 (sparsely built) is a transition zone between the urban and
rural landscapes, thus, the consideration of the microclimate
of the corresponding stations is essential. For instance, stations
9-2 and 9-4 are located at the edge of LCZ 9. Indeed, the
daytime Ta-OBS in LCZ 9 can be characterized by Burban
features^ like Ta-OBS in other urban LCZs, while the nocturnal
Ta-OBS was rather similar to that in LCZD. Ta-WRF, however, has
not varied significantly from the Burban pattern^ in both the
night-time and daytime, causing the inconsistencies in question.
The relatively high night-time biases in LCZ 9 were also
reported in the study of Richard et al. (2018), who modelled
the spatiotemporal distribution of Ta over Dijon (France) for
July of 2015. They found a mean cold bias of 3–4 °C, with the
larger uncertainties in the nocturnal hours. It was also similar
that at 20UTC, when the UHI effect started to enhance, LCZ 2
(LCZ 9 and LCZ D) showed the highest (lowest) Ta-WRF. On
the other hand, Ta was simulated to be 1–1.5 °C higher in LCZ
9 than in LCZ 6, which was not the case for Szeged. It might
be the consequence of the difference in the UCP datasets ap-
plied to the numerical integrations.
For assessing the daily fluctuation of Ta, the daily temper-
ature range (DTR) parameter was calculated. DTR, the differ-
ence of maximum and minimum temperature, characterizes
the ability of surface to cool down and heat up the overlying
canopy layer and usually larger over natural surfaces as over
densely built landscapes. The observed DTRs (DTROBS)
ranged from 12.8 to 17.4 °C (Fig. 7). The highest DTROBS
occurred in the rural LCZ 9 because of a large cooling poten-
tial of the near-surface air layers at night. For similar reasons,
Fig. 6 Mean diurnal variations of
observed and modelled near-
surface air temperature in
different LCZs
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the second largest DTROBS (15.4 °C) was in LCZ D. Among
open categories (LCZ 5 and LCZ 6), only a difference of
0.6 °C in DTR was observed. As a result of a relatively high
nocturnal Ta-OBS, the lowest DTROBS evolved in LCZ 2.
In LCZ 5 and LCZ 6, the simulated DTR (DTRWRF)
was in line with DTROBS. The daytime overestimation
of Ta-OBS compensated the night-time overestimations;
therefore, DTRWRF has not changed substantially related
to DTROBS. The overestimations of DTROBS with
around 1–2 °C in LCZ 2 and LCZ D was the conse-
quence of the warm bias of Ta-OBS in the daytime. As
we discussed earlier, Ta-OBS around the stations in LCZ
9 was basically influenced by rural effects, particularly
in the night-time. In turn, Ta-WRF resembled rather the
Burban pattern^ (e.g. in LCZ 6) than the Brural
(nocturnal) pattern^ (e.g. in LCZ D). It must be
underlined again that LCZ 9 is a transition between
LCZ 6 and LCZ D. The microclimatic investigation of
a particular site can be decisive in determining whether
urban or rural effects dominate the thermal conditions
nearby.
In the study of Brousse et al. (2016), DTR was calculated
for all urban climate zones (i.e. LCZ 1––LCZ 10) of Madrid
by using the simulations of WRF with multilayer canopy
schemes (i.e. BEP and BEM). Based on the mean of a 4-day
analysis period, DTR was ranged between 6.5 and 13.5 °C. If
we only consider those LCZs that can also be found in our
analysis, the lowest DTR occurred in LCZ 2 (7 °C), while the
largest ones were in LCZ 6 and LCZ 9 (around 10.5 °C). This
tendency was captured by our simulations as well. An addi-
tional common feature was that only a small deviation of DTR
prevailed between LCZ 6 and LCZ 9. On the other hand, the
significant contrast (in terms of urban fraction and other phys-
ical properties) between LCZ 2 and LCZ 9 was not simulated
perfectly with our model configurations. It can be due to the
difference in the complexity of the selected urban schemes
and canopy parameters. The multilayer BEP-BEM not only
takes the external properties of a building (i.e. the thermody-
namic variables of wall and roof) into account but also con-
siders the internal factors (e.g. heat generation by A/C systems
and indoor electronic equipment). With the road width of
12.7 m (10 m) and building width of 17.5 m (10 m) in LCZ
2 (LCZ 9), Madrid had higher and wider urban canyons in
contrast with Szeged (Table 2). (The urban fractions were
nearly the same.) It means that the extension of the active
surface that absorbs, reflexes, and emits energy during the
entire day was larger in Madrid. Consequently, for example,
the emission of stored heat could be more pronounced at
night, resulting in higher nocturnal temperatures and lower
DTR in LCZ 2. Additionally, the topographic effect played
pivotal role in Madrid, while it could entirely be ignored in
Szeged.
In Fig. 8, the accuracy of Ta-WRF and Ta-OBS was
compared through the coefficient of determination (r2).
In principle, LCZs with higher urban fractions (e.g.
LCZ 2 and LCZ 5) were typified by higher r2 than
those that are located near to the outskirts of the city
(e.g. LCZ 9 and LCZ D). r2 were similarly around 0.87
in most of the LCZs, which denotes robust connection
between the observed and modelled Ta. In LCZ 9, r
2
decreased to 0.84 because of the remarkable night-time
overestimation of Ta-OBS that has already been discussed
at Figs. 6 and 7. Some outliers can be detected near to
the point of (Ta-OBS, Ta-WRF) = (32 °C, 25 °C). It was
due to an excessive and erroneous cumulus formation
on 22 July, which was being generated wrongly during
the model initialization.
Table 6 reveals further statistics (listed in Table 5) of Ta-OBS
and Ta-WRF averaged over the 6-day integration period. The 6-
day means of Ta-OBS showed high correlations with the built-
up fraction and compactness (LCZ 5 < LCZ 2 < LCZ 6 < LCZ
9 < LCZD). Albeit with lower differences (0.7 to 2.3 °C), very
similar sequence can be set up for Ta-WRF (LCZ 5< LCZ 2 <
LCZ 9 < LCZ 6 < LCZ D). The absolute errors (AEs) of Ta-
OBS and Ta-WRF stayed below 1.5 °C in most of the urban
zones (i.e. from LCZs 2 to 6). The mean AEs and biases of
around 2 °C, however, underpinned the large uncertainties in
LCZ 9 and LCZ D. The best overall performances evolved in
LCZ 5 and LCZ 2, with biases of 0.22 °C and 0.98 °C, re-
spectively. IOAs and SCCs of 0.9 for Ta-WRF are close to those
statistical metrics that were reported by former studies. For
example, Giannaros et al. (2013) simulated UHI over Athens
and found mean AEs around 0.93 during a 2-day summertime
period. Regarding the calculated SCCs, WRF with the
SLUCM canopy scheme performed most accurately in LCZ
3 (0.95). There were slightly worse SCCs in LCZ 5 (0.88) and
LCZ 9 (0.91). Similar consequences were drawn in the study
Fig. 7 Mean observed and modelled daily temperature range of near-
surface air temperature in different LCZs
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of Hammerberg et al. (2018) in which the spatiotemporal dis-
tribution of Ta in Vienna was investigated. Ta-WRF with a
WUDAPT-based LULC database was characterized by
RMSEs around 2.45 °C. Overall, there were larger simulation
errors in the night-time than in the daytime. This temporal
dichotomy was also a feature in our study.
5.2 Evaluation of the spatiotemporal variation
of urban heat island
We illustrated the spatial distribution of the modelled urban
heat island intensity (ΔTa-WRF) over Szeged and its surround-
ing for three distinct times (06, 14, and 20 UTC) on each day
(Fig. 9). ΔTa at 06 UTC (20 UTC) was selected to describe
UHI after the sunrise (the sunset). ΔTa at 06 UTC represents
UHI in the early afternoon. ΔTa-WRF was computed by
subtracting the hourly mean of Ta-WRF at the station D-1 mon-
itoring site from all other Ta-WRF grids.
It is clearly seen that UHI was particularly strong after the
sunset. On the other hand, UHI was simulated to be negative
at either 06 UTC or 20 UTC. After the sunrise, the urban area
was 1–3 °C colder than the rural surroundings. Heading to the
end of the heatwave period, this urban cool island effect was
even more pronounced, with the largest negative ΔTa-WRF in
the downtown and northern parts of Szeged. The presence of
the urban cool island can be attributed to the shadowing effect
Fig. 8 Linear regression analysis
of observed and modelled near-
surface air temperature in
different LCZs. r2 is the
coefficient of determination
between the variables
Table 6 Statistics of Ta in different LCZs.MeanOBS, 6-day mean of Ta-
OBS;MeanWRF, 6-day mean of Ta-WRF; Bias, 6-day mean of the difference
of Ta-OBS and Ta-WRF; AE, 6-day mean of absolute error; RMSE, 6-day
mean of root mean squared error; IOA, 6-daymean of index of agreement;
SCC, 6-day mean of spatial correlation coefficient
MeanOBS MeanWRF Bias AE RMSE IOA SCC
LCZ 2 27.3 28.3 1.0 1.7 2.1 0.94 0.93
LCZ 5 28.2 28.4 0.2 1.3 1.8 0.97 0.95
LCZ 6 27.0 28.2 1.2 1.8 2.3 0.95 0.93
LCZ 9 26.2 28.3 2.1 2.7 3.3 0.91 0.91
LCZ D 25.9 27.7 1.8 2.3 2.8 0.94 0.93
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of the buildings. Then, a higher amount of solar energy con-
verts to heat energy over the rural parts; hence, these areas can
warm faster than the built-up ones. As the solar elevation
increases, the attenuation of the building becomes less signif-
icant. It was verified by the simulations:ΔTa-WRF limited to −
1 °C at 14 UTC and the spatial variability decreased further
over the city. After the sunset, ΔTa-WRF turned to 3–4 °C,
suggesting higher Ta-WRF in the urban grids. The largest pos-
itive occurred in the centre of the city, where LCZ 2 and LCZ
5 LULC categories are found. In the outer parts of Szeged
Fig. 9 Spatial distribution of
modelled urban heat island
intensity at 06, 14, and 20 UTC
on each day of the simulation
period
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(classified as LCZ 6 and LCZ 9),ΔTa-WRF reduced by 1–2 °C,
although not as much as expected. This possible positive bias
could stem from the over-prediction of Ta-WRF in LCZ 9. At
the last night of the simulation period, intense wind has started
to flow from the northwest, causing the dislocation of heat
island to the southeast and the corresponding positive biases.
The model simulated a significant hot (cold) spot about 20 km
northwest of the city centre, which was attributed to the Lake
Fehér (with a total area of 14 km2). The lake and its environ-
ment seemed to be colder in the daytime and warmer in the
night-time, due to the higher heat capacity of water.
Figure 10 a represents the mean diurnal variation of ΔTa-
OBS and ΔTa-WRF in different LCZs. Here, ΔTa-OBS/ΔTa-WRF
was calculated after the same procedure as previously and by
considering only those stations that are illustrated in Fig. 4. It
is confirmed that WRF underestimated ΔTa-OBS in the vast
majority of the day. Another important feature is that the
inter-LCZ variability in the simulations was less pronounced
than in the observations: for example, a difference of 1 °C in
ΔTa was predicted between LCZ 2 and LCZ 9 around 20
UTC, though this value was observed to be 4 °C by the
UCMS (naturally, ΔTa was higher in LCZ 2 at that time).
Overall, the model showed weaker negative heat (cool) island
during the entire period. The largest mean overestimations of
1–1.5 °C evolved around 05–06 UTC.
To understand the background of the consistent daytime
underestimations and nocturnal overestimations of ΔTa-OBS,
it is worth to overview the extrema of ΔTa-OBS and ΔTa-WRF.
The maxima of ΔTa-OBS were underestimated in most LCZs,
in particular in LCZ 5 (Fig. 10b). The underestimations were
the highest in LCZ 2 and LCZ 5, with about 2 °C. The minima
of ΔTa-WRF in LCZ 2 and LCZ 5 were simulated with values
around − 0.5 °C, which is 1–1.5 °C higher than the observed
ones. In LCZ 6, the biases decreased to 0.5–1 °C in both the
daytime and night-time. In LCZ 9, the maxima of ΔTa-OBS
were simulated properly, though the minima were predicted
with a bias of 1 °C. WRF was able to capture that the maxima
ofΔTa-OBS in LCZ 5 were higher than those in LCZ 2, in spite
of the higher urban surface fraction of LCZ 2. The lower
minima ofΔTa-OBS in LCZ 2 related to LCZ 5, however, were
not simulated accurately.
As we have seen in Fig. 10a, the maxima of both ΔTa-OBS
were created at night (around 20 UTC); thus, the exact pre-
diction of ΔTa in that time of the day is demanded. It was
concluded earlier that the night-time Ta-OBS was overestimated
in LCZ 6, LCZ 9, and LCZ D, but it was simulated with low
biases in LCZ 2 and LCZ 5. Consequently, the modelled lower
cooling potentials near to the rural reference station could
have resulted in the strong cold biases of ΔTa in LCZ 2 and
LCZ 5 and with less magnitude in LCZ 6. Since the overesti-
mation of the night-time Ta-OBS was higher in LCZ 9 than in
LCZ D, the maxima ofΔTa-WRF were in agreement with those
of ΔTa-OBS.
The corresponding overestimations of the negative UHI,
when the near-surface air layers over the urban areas warming
slower than over the rural ones, can be determined by com-
paring the observed and modelled temperature gradients (i.e.
cooling/warming rate in °C h−1) of the different LCZs. Before
the observed peak time of the cool island (before 05 UTC), the
model indicated low negative biases of Ta-WRF in LCZ 2 and
LCZ 5 and higher positive biases in LCZ 6, LCZ 9, and LCZ
D.As a consequence of the observations, the cooling of Ta-OBS
shifted to a warming around 03:30 UTC. At 04 and 05 UTC,
the gradient was the highest (lowest) in LCZ D (LCZ 2) with
the values of 1.1 °C h−1 (0 °C h−1) and 4.4 °C h−1 (1.4 °C h−1),
respectively. This contrast remained until 06:30 UTC. In the
simulations, the timing of the change from cooling to warming
phase and the finishing of negative ΔTa were captured per-
fectly. On the other hand, the magnitude of the warming in
WRF was not consistent with the observations. The warming
Fig. 10 Mean diurnal variation (a) and mean, maxima, and minima (b) of observed and simulated urban heat island intensity in different LCZs
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rate in LCZ D (1.6 °C h−1) was only about 1 °C h−1 higher at
04 UTC than that in other LCZs. One hour later, it increased to
2.6 °C h−1, but the mean difference decreased to 0.3 °C h−1.
Therefore, the underestimation of the warming potential
around the rural grid point was a remarkable impediment in
the accurate representation of modelled urban-rural contrast.
5.3 Analysis of the mean daily variation of surface
energy budget components
The appropriate representation of the surface energy budget
(SEB) is a key factor in predicting the thermal conditions in
the urban canopy. The formula of SEB can be given as:
Q* þ QF ¼ QH þ QE þ QG W m−2
 
where Q* is the net all-wave radiation, QF is the anthropo-
genic heat flux, QH is the sensible heat flux, QE is the latent




The different components of SEB have been calculated and
averaged over the whole simulation period (Fig. 11). These
modelled components cannot directly be validated due to the
lack of observations, although the evaluation of Ta-WRF can
provide indirect information about the accuracy of the com-
ponents. During the analysis, the anthropogenic heat term was
neglected.
Q* varied from − 70 to 650 W m−2. Only a small distinc-
tion of around 10–15 W m−2 was identified within the urban
zones in both the daytime and night-time. Q* in LCZ D was
30–40 W m−2 lower in the daytime and 20–30 W m−2 higher
in the nocturnal hours than that in other LCZs. Such differ-
ences in Q* between urban and rural territories stemmed from
the outgoing long-wave part of Q*, which is proportional to
the surface (skin) temperature (Ts). ΔTs between areas with
more and less built-up (e.g. surface urban heat island) were
particularly greater in the daytime, governing Q* in the above
manner. In the shortwave part of Q*, only a minor contrast
existed among impervious and vegetated surfaces.
The daily course of QG showed a significant spatiotempo-
ral variation, particularly in the daytime. QG covered a spec-
trum between − 450 and 50 W m−2 and correlated firmly with
the impervious (urban) fraction of surface. Besides, higher
heat capacity and lower thermal conductivity also enhanced
the contribution of |QG| in SEB. QG has become negative in
the daytime between 04:00 UTC and 17:30 UTC. The nega-
tive sign refers to the storage of incoming radiation in the
surface materials. Due to the much lower heat storage in
LCZ D than in other LCZs, the maximum of |QG| (−
50 W m−2) was about nine times lower in the rural zone than,
for example, in the urban LCZ 2 (− 450 W m−2). In other
Fig. 11 Mean diurnal variation of modelled energy budget components and Bowen ratio in different LCZs
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words, the surface in LCZ 2 retained a greater amount of the
incoming solar energy around 11:00 UTC, while this effect
was less important in LCZ D. QG in LCZ 5 and LCZ 6 pos-
sessed similar characteristics during the whole day, with the
lowest values of − 300 W m−2. In LCZ 9, (with an urban
fraction of 0.2), QG decreased further to – 150 W m
−2.
During the night-time, nearly the same amount of stored heat
released from the surface to the overlying atmospheric layers.
In LCZ D, however, the nocturnal QG was 5–10Wm
−2 lower
than in the other LCZs. All in all, the differences in the urban
(and vegetation) fraction between urban LCZs had less influ-
ence on QG in the night-time than in the daytime.
Bowen ratio (β) describes some characteristics of the tur-
bulent heat transfer in the boundary layer. In urban areas,
where evaporation is low, the heat is mostly transferred as
sensible heat; therefore, β > 1. On the other hand, the higher
amount of vegetation evaporates more water in rural areas,
increasing the latent heat over the sensible heat (β < 1). This
tendency is clearly seen in Fig. 11. The greatest β occurred in
LCZ 2, with a maximum of 8. In the rest of the LCZs, β stayed
below 3, with the highest values in LCZ 5 and LCZ 6. In
LULC categories with significant vegetation coverage (LCZ
9 and LCZ D), β decreased below 1 in some stages of the day.
Surprisingly, the mean β in LCZ 9 was slightly lower than that
in LCZ D. It is quite likely that β was generally overestimated
in the night-time (due to the underestimation of the latent heat
flux), especially in LCZ 2. One of the potential explanations
can be the exclusion of anthropogenic-related water treatment
processes, for example, the irrigation of urban parks and gar-
dens and the evaporation of engineered pavements. The deter-
mination of anthropogenic heating requires detailed gridded
data on human metabolism, transportation, and other energy
consumption activities. For this reason, the anthropogenic
heat term of SEB is always difficult to estimate and often
being neglected from the urban climate studies.
6 Summary and conclusions
A local climate zone (LCZ)–based land use/land cover classifi-
cation with the corresponding urban canopy parameters of the
single-layer urban canopymodel (SLUCM) has been integrated
into the Weather Research and Forecasting (WRF) mesoscale
numerical model in order to simulate the spatiotemporal behav-
iour of near-surface air temperature (Ta) and urban heat island
intensity (UHII) in Szeged, Hungary, under a 6-day heatwave
period from July 2017. We have validated the above meteoro-
logical parameters against the observations of the local urban
climate monitoring system. In this study, our ambition was to
test the WRF’s ability in estimating Ta with an adjusted LCZ-
based surface database. For this purpose, 17 urban geometry-
and thermodynamic-related parameters of SLUCM were deter-
mined for each LCZ. Then, these parameters have been
incorporated into the physical modules of WRF, being able to
start the numerical integrations with a more appropriate static
data.
Overall, WRF with the adjusted land use database and the
static surface information had the ability to estimate Ta and
UHII with reasonable accuracy both in space and time.
According to the calculated statistics of Ta (e.g. absolute error
(AE), spatial correlation coefficient (SCC)), the model per-
formed satisfactorily in each LCZ, particularly in LCZ 5 and
LCZ 6, with mean AEs of 1.3 °C and 1.8 °C and mean SCCs
of 0.95 and 0.93, respectively. Larger biases of Ta occurred in
LCZ 9, with AE of 2.7 °C and SCC of 0.91. General overes-
timations in observed daytime Ta were noticed in all LCZs. At
nights, there were no clear tendencies: in LCZ 2 and LCZ 5, Ta
was slightly underestimated, while in LCZ 6, LCZ 9, and LCZ
D, overestimations were emerged.
With the daily temperature range (DTR) of Ta, the warming
and cooling potentials of surface over different urban landscapes
(i.e. over different LCZs) were intended to be expressed. The
highest DTR (16.3 °C) was predicted in LCZD,while the lowest
DTRs occurred in LCZ 2 and LCZ 5, with values around 14–
15 °C. Only a small difference in DTR (0.6 °C) was found
among the Bopen^ (e.g. LCZ 5 and LCZ 6) land use classes.
The observed DTR was underestimated in LCZ 9 and
overestimated in LCZ 2 and LCZ D. In LCZ 5 and LCZ 6, the
simulated DTR showed good agreement with the observations.
We have calculated the urban-rural contrast of Ta to analyze
how the UHII parameter sensitive to the LCZs with different
physical settings is. Both the magnitude and shape of UHI were
simulated reasonably well. The largest night-time UHII was
predicted over the centre of the city (in LCZ 2 and LCZ 3),
with the values of around 2–3 °C. Heading to the outer areas of
Szeged, the overestimation of UHII increased gradually. There
was not any considerable difference in predicted and observed
UHII between the urban and rural areas in the daytime. This
was not case for the maxima of UHII that were primarily
underestimated in LCZ 2 and LCZ 5, with about 2 °C. WRF
was not able to catch the urban cool island accurately: the
minima of UHII were overestimated in each LCZ. It was due
to the underestimation of the warming rate of observed Ta
around the sunrise, when the simulated Ta should have in-
creased faster in the rural areas than in the urban territories.
Some components of the surface energy budget (SEB) were
analyzed to shed light on the differences in Ta between urban and
rural zone(s). The net all-wave radiation showed a little spatial
fluctuation. The small distinctions of 20–30 Wm−2 evolved due
to the spatial inhomogeneity of skin temperature that governs the
outgoing long-wave rotation segment.WRF simulated a relative-
ly low daytime heat storage in LCZ D (with a maximum of
around − 40 W m−2) and notably higher values in the urban
zones (with peaks ranged from − 150 to − 400 W m−2). In the
urban LCZs, the sensible heat flux was about two to three times
larger than the latent heat flux. The Bowen ratio increased further
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in LCZ 2 to around 6–8 (here, the vegetation fraction was 10%),
which implies particularly low evapotranspiration over this area.
During some stages of the night in LCZ 9 and LCZ D, the latent
heat flux exceeded the sensible heat flux.
It can be concluded thatWRFwith the above alterations (i.e.
the introduction of a LCZ-based static dataset) is a valuable tool
to predict the spatiotemporal variation of the thermal field in the
urban canopy, although there may be certain shortcomings. One
of the major factors in which this modelling framework should
develop is the quality of the input meteorological data.
Consequently, as a next step, we intend to assimilate the obser-
vations of our local monitoring system into the model, instead
of using the NCEP GFS data, wherewith a more proper repre-
sentation of the initial meteorological field may be achieved.
On the other hand, the collection of UCPsmust be broadened to
apply other WRF canopy schemes (i.e. BEP or BEM) with
larger complexity. The future investigations should also contain
such non-ideal synoptic situations (e.g. extreme precipitation
event) when the physical configurations can further be tested.
Additionally, we would like to improve the thermodynamic
representation of LCZ, particularly in LCZ 9, by using similar
methodology but different data sources (for example,
orthophotos with very fine spatial resolution).
Funding information Open access funding provided by University of
Szeged (SZTE). This work has been granted by the Hungarian
Scientific Research Fund (OTKA K-111768). The authors are grateful
to the anonymus reviewers for their valuable comments on the article.
The third author was supported by the ÚNKP-17-4 New National
Excellence Program of the Ministry of Human Capacities.
Open Access This article is distributed under the terms of the Creative
Commons At t r ibut ion 4 .0 In te rna t ional License (h t tp : / /
creativecommons.org/licenses/by/4.0/), which permits unrestricted use,
distribution, and reproduction in any medium, provided you give appro-
priate credit to the original author(s) and the source, provide a link to the
Creative Commons license, and indicate if changes were made.
References
Akbari H, Pomerantz M, Taha H (2001) Cool surfaces and shade trees to
reduce energy use and improve air quality in urban areas. Sol Energy
70(3):295–310. https://doi.org/10.1016/S0038-092X(00)00089-X
Alexander PJ, Mills G (2014) Local climate classification and Dublin’s
urban heat island. Atmos. 5:755–774. https://doi.org/10.3390/
atmos5040755
Argüeso D, Evans JP, Fita L, Bormann KJ (2014) Temperature response
to future urbanization and climate change. Clim Dyn 42(7–8):2183–
2199. https://doi.org/10.1007/s00382-013-1789-6
Arnfield AJ (2003) Two decades of urban climate research: a review of
turbulence, exchanges of energy and water, and the urban heat is-
land. Int J Climatol 23:1–26. https://doi.org/10.1002/joc.859
Baik JJ, Park SB, Kim JJ (2009) Urban flow and dispersion simulation
using a CFD model coupled to a mesoscale model. J Appl Meteorol
Climatol 48:1667–1681. https://doi.org/10.1175/2009JAMC2066.1
Bechtel B, Alexander PJ, Böhner J, Ching J, Conrad O, Feddema J, Mills
G, See L, Stewart I (2015) Mapping local climate zones for a world-
wide database of the form and function of cities. ISPRS Int J Geo-Inf
4:199–219. https://doi.org/10.3390/ijgi4010199
Bhati S, Mohan M (2015) WRF model evaluation for the urban heat
island assessment under varying land use/land cover and reference
site conditions. Theor Appl Climatol 126:385–400. https://doi.org/
10.1007/s00704-015-1589-5
Bolz HM (1949) Die Abhängigkeit der infraroten gegenstrahlung von der
Bewölkung. Z Meteorol 3:201–203
Bossard M, Feranec J, Otahel J (2000) CORINE land cover technical
guide. Addendum 2000. Technical Report No. 40. Copenhagen:
European Environmental Agency
Bougeault P, Lacarrere P (1989) Parameterization of orography–induced
turbulence in a mesobeta––scale model. Mon Weather Rev 117:
1872–1890. https://doi.org/10.1175/1520-0493(1989)117%
3C1872:POOITI%3E2.0.CO;2
Brousse O,Martilli A, FoleyM,Mills G, Bechtel B (2016)WUDAPT, an
efficient land use producing tool for mesoscale models? Integration
of urban LCZ WRF over Madrid. Urban Clim 17:116–134. https://
doi.org/10.1016/j.uclim.2016.04.001
Chen F, Dudhia J (2001) Coupling an advanced land-surface/hydrology
model with the Penn State/NCAR MM5 modeling system. Part I:
model implementation and sensitivity. Mon Weather Rev 129:569–
585. https://doi.org/10.1175/1520-0493(2001)129%3C0569:
CAALSH%3E2.0.CO;2
Chen F, Kusaka H, Borstein R, Ching J, Grimmond CSB,
Grossman-Clarke S, Loridan T, Manning KW, Martilli A,
Miao S, Sailor D, Salamanca FP, Taha H, Tewari M, Wang
X, Wyszogrodzki AA, Zhang C (2011) The integrated WRF/
urban modelling system: development, evaluation, and appli-
cations to urban environmental problems. Int J Climatol 31:
273–288. https://doi.org/10.1002/joc.2158
Chen F, Yang X, Zhu W (2014) WRF simulations of urban heat island
under hot-weather synoptic conditions: the case study of Hangzhou
City, China. Atmos Res 138:364–377. https://doi.org/10.1016/j.
atmosres.2013.12.005
Cheval S, Dumitrescu A (2017) Rapid daily and sub-daily temperature
variations in an urban environment. Clim Res 73:233–246. https://
doi.org/10.3354/cr01481
Ching J, BrownM,McPherson T, Burian S, Chen F, Cionco R, Hanna A,
Hultgren T, Sailor D, Taha H, Williams D (2009) National Urban
Database and Access Portal Tool, NUDAPT. Bull AmMeteorol Soc
90(8):1157–1168. https://doi.org/10.1175/2009BAMS2675.1
Cox R, Bauer BL, Smith T (1998) A mesoscale model intercomparison.
Bull Am Meteorol Soc 79:265–283. https://doi.org/10.1175/1520-
0477(1998)079%3C0265:AMMI%3E2.0.CO;2
DienstM, Lindén J, Esper J (2018) Determination of the urban heat island
intensity in villages and its connection to land cover in three
European climate zones. Clim Res 76:1–15. https://doi.org/10.
3354/cr01522
Doan QV, Kusaka H, Ho QB (2016) Impact of future urbanization on
temperature and comfort index in a developing tropical city: Ho Chi
Minh City. Urban Clim 17:20–31. https://doi.org/10.1016/j.uclim.
2016.04.003
Ellis KN, Hathaway JM, Mason LR, Howe DA, Epps TH, Brown VM
(2017) Summer temperature variability across four urban
neighbourhoods in Knoxville, Tennessee, USA. Theor Appl
Climatol 127:701–710. https://doi.org/10.1007/s00704-015-1659-8
Fallmann J, Wagner S, Emeis S (2017) High resolution climate projec-
tions to assess the future vulnerability of European urban areas to
climatological extreme events. Theor Appl Climatol 127(3–4):667–
683. https://doi.org/10.1007/s00704-015-1658-9
Gál T, Unger J (2009) Detection of ventilation paths using high-resolution
roughness parameter mapping in a large urban area. Build Environ
44:198–206. https://doi.org/10.1016/j.buildenv.2008.02.008
G. Molnár et al.
Gál T, Lindberg F, Unger J (2009) Computing continuous sky view factor
using 3D urban raster and vector data bases: comparison and appli-
cation to urban climate. Theor Appl Climatol 95:111–123. https://
doi.org/10.1007/s00704-007-0362-9
Gál T, Skarbit N, Unger J (2016) Urban heat island patterns and their
dynamics based on an urban climate measurement network. Hung
Geogr Bull 65:105–112. https://doi.org/10.15201/hungeobull.65.2.
2
Giannaros TM,Melas D, Daglis IA, Keramitsoglou I, Kourtidis K (2013)
Numerical study of the urban heat island over Athens (Greece) with
the WRF model. Atmos Environ 73:103–111. https://doi.org/10.
1016/j.atmosenv.2013.02.055
Hammerberg K, Brousse O, Martilli A, Mahdavi A (2018) Implications
of employing detailed urban canopy parameters for mesoscale cli-
mate modelling: a comparison between WUDAPT and GIS data-
bases over Vienna, Austria. Int J Climatol 38:1241–1257. https://
doi.org/10.1002/joc.5447
Hidalgo J, Masson V, Baklanov A, Gimeno L (2008) Advances in urban
climate modeling. Ann N YAcad Sci 1146(1):354–374. https://doi.
org/10.1196/annals.1446.015
Homer C, Huang C, Yang L, Wylie B, Coan M (2004) Development of a
2001 national land cover database for the United States. Photogram.
Eng. Rem. S. 70(7): 829–840. https://doi.org/10.14358/PERS.70.7.829
Hong SY, Dudhia J, Chen SH (2004) A revised approach to ice micro-
physical processes for the bulk parameterization of clouds and pre-
cipitation. Mon Weather Rev 132:103–120. https://doi.org/10.1175/
1520-0493(2004)132%3C0103:ARATIM%3E2.0.CO;2
IaconoMJ, Delemere JS, Mlawer EJ, Shephard MW, Clough SA, Collins
WD (2008) Radiative forcing by long-lived green-house gases: cal-
culations with the AER radiative transfer models. J Geophys Res
113:D13103. https://doi.org/10.1029/2008JD009944
Jimenez PA, Dudhia J, Gonzalez–Rouco JF, Navarro J, Montavez JP,
Garcia–Bustamante E (2012) A revised scheme for theWRF surface
layer formulation. Mon Weather Rev 140:898–918. https://doi.org/
10.1175/MWR-D-11-00056.1
Kain JS (2004) The Kain–Fritsch convective parameterization: an update.
J Appl Meteorol 43:170–181. https://doi.org/10.1175/1520-
0450(2004)043%3C0170:TKCPAU%3E2.0.CO;2
Kaplan S, Georgescu M, Alfasi N, Kloog I (2017) Impact of future ur-
banization on a hot summer: a case study of Israel. Theor Appl
Climatol 128:325–341. https://doi.org/10.1007/s00704-015-1708-3
Kolokotroni M, Ren X, Davies M, Mavrogianni A (2015) London’s
urban heat island: impact on current and future energy consumption
in office buildings. Energ Buildings 47:302–311. https://doi.org/10.
1016/j.enbuild.2011.12.019
Krayenhoff ES, Christen A, Martilli A, Oke TR (2015) A multi-layer
urban canopy model for neighbourhoods with trees. ICUC9 - 9th
International Conference on Urban Climate jointly with 12th
Symposium on the Urban Environment, Toulouse, France
Kusaka H, Kimura F (2004) Coupling a single-layer urban canopy model
with a simple atmospheric model: impact on urban heat island sim-
ulation for an idealized case. J Meteorol Soc Jpn 82(1):67–80.
https://doi.org/10.2151/jmsj.82.67
Kusaka H, Kondo H, Kikegawa Y, Kimura F (2001) A simple single-
layer urban canopy model for atmospheric models: comparison with
multi-layer and slab models. Bound-Layer Meteorol 101:329–358.
https://doi.org/10.1023/A:1019207923078
Landsberg HE (1981) The urban climate. Academic Press, London
Lankao PR, Qin H (2011) Conceptualizing urban vulnerability to
global climate and environmental change. Curr Opin
Environ Sustain 3:142–149. https://doi.org/10.1016/j.cosust.
2010.12.016
Leconte F, Bouyer J, Claverie R, Pétrissans M (2015) Using local climate
zone scheme for UHI assessment: evaluation of the method using
mobile measurements. Build Environ 83:39–49. https://doi.org/10.
1016/j.buildenv.2014.05.005
Lelovics E, Unger J, Gál T, Gál CV (2014) Design of an urbanmonitoring
network based on local climate zone mapping and temperature pat-
tern modelling. Clim Res 60:51–62. https://doi.org/10.3354/
cr01220
Li D, Bou-Zeid E (2013) Synergistic interactions between urban heat
islands and heat waves: the impact in cities is larger than the sum
of its parts. Am Meteorol Soc 52:2051–2064. https://doi.org/10.
1175/JAMC-D-13-02.1
Liu J, Chen F,Warner T, Basara J (2006) Verification of a mesoscale data-
assimilation and forecasting system for the Oklahoma city area dur-
ing the Joint Urban 2003 Field Project. J Appl Meteorol 45:912–
929. https://doi.org/10.1175/JAM2383.1
Martilli A, Clappier A, Rotach MW (2002) An urban surface exchange
parameterization formesoscalemodels. Bound-LayerMeteorol 104:
261–304. https://doi.org/10.1023/A:1016099921195
Masson V (2000) A physically-based scheme for the urban energy bud-
get. Bound-Layer Meteorol 94:357–397. https://doi.org/10.1023/A:
1002463829265
Mills G, Bechtel B, Ching J, See L, Feddema J, Foley M, Alexander, P,
O’Connor M (2015) An introduction to the WUDAPT project. In:
Climatol., Meteo France, Toulouse, France
Morris KI, Chan A, Ooi MC, Oozeer MY, Abakr YA,Morris KJK (2016)
Effect of vegetation and waterbody on the garden city concept: an
evaluation study using a newly developed city, Putrajaya, Malaysia.
Comput Environ Urban Syst 58:39–51. https://doi.org/10.1016/j.
compenvurbsys.2016.03.005
Morris KI, Chan A, Morris KJK, Ooi MCG, Oozeer MY, Abakr JA,
Nadzir MSM, Mohammed IY (2017) Urbanisation and urban cli-
mate of a tropical conurbation, Klang Valley, Malaysia. Urban Clim
19:54–71. https://doi.org/10.1016/j.uclim.2016.12.002
Oke TR (1987) Boundary layer climates, 2nd ed. Routledge, London.
https://doi.org/10.4324/9780203407219
Oke TR (1995) The heat island of the urban boundary layer: characteris-
tics, causes and effects. In: Cermak JE, Davenport AG, Plate EJ,
Viegas DX (eds)Wind climate in cities. NATOASI Series (Series E:
Applied Sciences), vol 277. Springer, Dordrecht. https://doi.org/10.
1007/978-94-017-3686-2_5
Oke TR (1998) An algorithmic scheme to estimate hourly heat island
magnitude. Preprints, Second Urban Environment Symp.,
Albuquerque, NM, Amer. Meteor. Soc., 80–83
Ooi MCG, Chan A, Ashfold MJ, Morris KI, Oozeer MY, Salleh SA
(2017) Numerical study on effect of urban heating on local climate
during calm inter-monsoon period in greater Kuala Lumpur,
Malaysia. Urban Clim 20:228–250. https://doi.org/10.1016/j.
uclim.2017.04.010
Peel MC, Finlayson BE, McMahon TA (2007) Updated world map of the
Köppen-Geiger climate classification. Hydrol Earth Syst Sci 11:
1633–1644. https://doi.org/10.5194/hess-11-1633-2007
Porson A, Harman IN, Bohnenstegel SI, Belcher SE (2009) How many
facets are needed to represent the surface energy balance of an urban
area? Bound-Layer Meteorol 132(1):107–128. https://doi.org/10.
1007/s10546-009-9392-4
Przybylak R, Uscka-Kowalkowska J, Arazny A, Kejna M, Kunz M,
Maszewski R (2017) Spatial distribution of air temperature in
Torun (Central Poland) and its causes. Theor Appl Climatol 127:
441–463. https://doi.org/10.1007/s00704-015-1644-2
Richard Y, Emery J, Dudek J, Pergaud J, Chateau-Smith C, Zito S, Rega
M, Vairet T, Castel T, Thévenin T, Pohl B (2018) How relevant are
local climate zones and urban climate zones for urban climate re-
search? Dijon (France) as a case study. Urban Clim 26:258–274.
https://doi.org/10.1016/j.uclim.2018.10.002
Rosenfeld AH, Akbari H, Bretz S, Fishman BL, Kurn DM, Sailor D, Taha
H (1995) Mitigation of urban heat islands: materials, utility pro-
grams, updates. Energ Buildings 22:255–265.https://doi.org/10.
1016/0378-7788(95)00927-P
Integration of an LCZ-based classification into WRF to assess the intra-urban temperature pattern under a...
Sailor DJ, Lu L (2004) A top-down methodology for developing diurnal
and seasonal anthropogenic heating profiles for urban areas. Atmos
Environ 38:2737–2748. https://doi.org/10.1016/j.atmosenv.2004.
01.034
Salamanca F, Martilli A (2010) A new building energy model coupled
with an urban canopy parameterization for urban climate
simulations–part II. Validation with one dimension offline simula-
tions. Theor Appl Climatol 99:345–356. https://doi.org/10.1007/
s00704-009-0143-8
Santamouris M (2007) Heat island research in Europe: the state of the art.
Adv Build Energy Res 1:123–150. https://doi.org/10.1080/
17512549.2007.9687272
Seto KC, Shepherd JM (2009) Global urban land-use trends and climate
impacts. Curr Opin Environ Sustain 1:89–95. https://doi.org/10.
1016/j.cosust.2009.07.012
Skamarock WC, Klemp JB, Dudhia J, Gill DO, Barker DM, Duda MG,
Huang XY, Wang W, Powers JG (2008) A description of the ad-
vanced researchWRFVersion 3.NCAR Tech. Note NCAR/TN-475+
STR, 113 p. https://doi.org/10.5065/D68S4MVH
Skarbit N, Gál T (2016) Projection of intra-urban night-time climate
indices during the 21st century. Hung Geogr Bull 65:181–193.
https://doi.org/10.15201/hungeobull.65.2.8
Solecki WD, Oliveri C (2004) Downscaling climate change scenarios in
an urban land use change model. J Environ Manag 72:105–115.
https://doi.org/10.1016/j.jenvman.2004.03.014
Steeneveld GJ, Koopmans B, Heusinkveld BG, van Howe LWA,
Holtslag AAM (2011) Quantifying urban heat island effects and
human comfort for cities of various and urban morphology in the
Netherlands. J Geophys Res 116:1–14. https://doi.org/10.1029/
2011JD015988
Stewart ID, Oke TR (2012) Local Climate Zones for urban temperature
studies. Bull Am Meteorol Soc 93:1879–1900. https://doi.org/10.
1175/BAMS-D-11-00019.1
Tewari M, Chen F, Wang W, Dudhia J, LeMone MA, Mitchell K, Ek M,
Gayno G, Wegiel J, Cuenca RH (2004) Implementation and verifi-
cation of the unified NOAH land surface model in the WRF model.
20th conference on weather analysis and forecasting/16th confer-
ence on numerical weather prediction, pp. 11–15
Toparlar Y, Blocken B, Vos P, van Heijst GJF, Janssen WD, van Hooff T,
Montazeri H, Timmermans HJP (2015) CFD simulation and valida-
tion of urban microclimate: a case study for Bergpolder Zuid,
Rotterdam. Build Environ 83:79–90. https://doi.org/10.1016/j.
buildenv.2014.08.004
Unger J, Sümeghy Z, Gulyás Á, Bottyán Z, Mucsi L (2001) Land-use and
meteorological aspects of the urban heat island. Meteorol Appl 8:
189–194. https://doi.org/10.1017/S1350482701002067
Unger J, Gál T, Rakonczai J, Mucsi L, Szatmári J, Tobak Z, van Leeuwen
B, Fiala K (2010)Modeling of the urban heat island pattern based on
the relationship between surface and air temperatures. Idojaras 114:
287–302
Unger J, Lelovics E, Gál T (2014) Local climate zone mapping using GIS
methods in Szeged. Hung Geogr Bull 63(1):29–41. https://doi.org/
10.15201/hungeobull.63.1.3
Unger J, Gál T, Csépe Z, Lelovics E, Gulyás Á (2015) Development, data
processing and preliminary results of an urban human comfort mon-
itoring and information system. Idojaras 119:337–354
United Nations (2014) World Urbanization Prospects: The 2014
Revision. Department of Economic and Social Affairs, Population
Division, 32 p.
Varentsov M, Wouters H, Platonov V, Konstantinov P (2018) Megacity-
induced mesoclimatic effects in the lower atmosphere: a modeling
study for multiple summers over Moscow. Russia Atmosphere
90(2):50. https://doi.org/10.3390/atmos9020050
Wang SK, Kuo S (2001) Handbook of air conditioning and refrigeration.
2nd Edition. 1401 p
Ward K, Lauf S, Kleinschmit B, Endlicher W (2016) Heat waves and
urban heat islands in Europe: a review of relevant drivers. Sci Total
Environ 569–570:527–539. https://doi.org/10.1016/j.scitotenv.
2016.06.119
Watkins R, Palmer J, Kolokotroni M (2007) Increased temperature and
intensification of the urban heat island: implications for human com-
fort and urban design. Built Environ 33(1):85–96. https://doi.org/10.
2148/benv.33.1.85
Zhong S, Yang XQ (2015) Ensemble simulations of the urban effect on a
summer rainfall event in the Great Beijing Metropolitan Area.
Atmos Res 153:318–334. https://doi.org/10.1016/j.atmosres.2014.
09.005
Publisher’s note Springer Nature remains neutral with regard to
jurisdictional claims in published maps and institutional affiliations.
G. Molnár et al.
