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　道路を初めとした交通施設整備に対し多くの疑問が投げかけられている。これは、過去に整
備された交通施設の利用者が計画段階での予測値を下回り、その結果、採算性が極めて低くな
っていることに端を発している。この原因の一っには、計画の前提となる交通需要予測が過大
であったことが挙げられる。各種の交通施策の実施及びその規模の決定には、将来需要を知る
ことが必要なため、交通需要予測は交通施設整備に多大な影響をもたらす。
　今目、需要予測が過大になりがちな理由を列挙する。
　まず、いくつかの需要予測は右肩上がりの高度経済成長期・バブル期に行われたため、その
際に設けられた仮定が現在の低成長時代に合っていないことが挙げられる。また、今後の少子
高齢化の急激な進行も実際の需要が予想を下回る可能性を孕んでいる。また、いったん計画さ
れた交通施設整備の必要性が再検討されることがほとんどないことも、需要予測の誤りを修正
できない原因となりうる。
　需要予測モデルの観点から需要予測の誤りを見た場合、①使用したモデルの誤り、②モデル
ヘのインプット値の誤り、が考えられる。1）モデルの誤りとは、予測に用いたモデル自体が不
適切であり、将来の交通状況を適切に反映できないことを表す。一方、2）モデルヘの入力値の
誤りとは、モデル自体は適切であっても、モデルに代入する入力値の予測が誤っているために
起こるものである。①と②のどちらが予測に対して大きい影響をもつのかということに対して、
②モデルヘの入力値の誤り（外生変数の予測誤差）が、①使用したモデルの誤りよりも卓越的
に大きいことが土木学会誌の2003年7月号p6で述べられている。
　以上のように需要予測の誤りは様々である。このような需要予測の誤りの要因を考慮した需
要予測モデルの構築が今、望まれていると考える。
1．2　目的
　本研究では、近年国民の注目を浴び、その予測手法とデータが公開されている全国交通需要
推計に着目し、需要予測モデルの改善を行うことを目的とした。具体的には、現在の全国交通
需要推計モデルが長期需要予測モデルとして統計的に正しいのかの検討、及び、長期需要予測
モデルとして統計的に正しくない場合の、モデル構築のあり方の検討を計量経済学で用いられ
ている手法により試行した。
　また、需要予測モデルの変数の時系列推移を把握することも目的とした。少子高齢化や景気
の低迷から現在、経済や交通の諸指標は、右肩上がりではなくなりっっあるといわれているが、
実際にマクロ・ミクロレベルのデータの時系列推移を確認しておくことは需要予測モデルを構
築する上で重要である。
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2．研究の構成
　まず、1章で背景と目的を述べる。2章では、本論文の構成について述べる。3章では、これ
までの長期需要予測を全国交通需要推計を例にレビューする。4章では、マクロ・ミクロレベ
ルの交通・経済指標の時系列推移を見る。多くの交通・経済指標は長期的に下降すると考えら
れるが、実際には、需要減少が始まっているものもあれば、そうでないものもある。5章では、
6章で用いている時系列モデルの手法について説明している。6章では、長期需要予測モデルの
改善を行った。7章で本研究のまとめを行った。
1章　はじめに
2章　研究の手順
3章　全国交通需要推計のレビュー
4章　マクロ・ミクロレベルの交通・
　経済データの時系列推移
5章　本研究で用いた時系列統計
　　　　手法の説明
6章　　全国交通需要推計
の統計的改善
7章　まとめ
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3．交通需要推計のレビュー
　本研究では、国土交通省道路局の交通需要推計ゆで用いられているモデルを研究対象として
いる。そこで、本章第一節では、交通需要推計についての概略を説明する。また、第二節では、
公開されている『将来交通量予測のあり方に関する検討委員会』（率2）での議事録及び資料をレビ
ューし、検討されている今後の交通需要推計の考え方を整理する。
3．1交通需要推計の概略
　交通需要推計は大きく全国と地域別の推計の2つに分けられている（図3－1）。大まかな流れ
は、全国レベルで将来推計量を算出した後、それを地域別に分割し各路線に配分するというも
のである。本研究の対象範囲は全国の交通需要推計に限定しているため、全国の推計手順にっ
いて説明する。
　全国の交通需要推計は、人の交通量推計と物の交通量推計の大きく2つに分けられる。まず、
3．L1で人の交通量推計について、3．1。2で物の交通量推計について簡単に説明する。
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図3－1　道路計画における交通需要推計の手順
3
3．1．1　全国交通需要推計（人流）
　本節では、人の交通量推計（人流）について説明する。推計の流れは図3－1－1の通りである。
　1で属性別（性別，年齢階層別，就業・非就業別，免許保有の有無別，地域別）人口を設定
　する。
　2で設定した属性別人口を発生源単位モデル（地域内、地域間別）に乗じることで全機関の
べ利用人数を求める．
　3で全機関のべ利用人数に乗用車分担率（地域内、地域間別）を乗じることで乗用車のべ利
用人数を推計する．
　4で乗用車のべ利用人数に平均利用距離を乗じることで乗用車のべ利用人キロを推計する．
　5で乗用車のべ利用人数を平均輸送人数で除することで乗用車走行台キロを推計する．
以上が、人の交通量推計の大まかな流れである。
図3－1－1　全国交通需要推計（人流）
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3．1．2　全国交通需要推計（物流）
　貨物交通需要推計は，品目別の生産額、輸入額をフレームとして、図3・1・2に従って推計して
いる。ただし、軽貨物車による輸送シェアは僅かであることから（1999年の輸送トンキロで
0・4％）、その他の交通機関と同様に推計せず、別途推計している。
　1でGDPから品目別生産額、輸入額を設定し、これらに貨物輸送原単位モデル（t／円）を乗
じることで、品目別全機関輸送トン数を算出する．
　2で品目別全機関輸送トン数に機関分担モデルを乗じることで、品目別貨物車輸送トン数を
算出する，
　3で車種別（普通貨物車、小型貨物車）、業態別（自家用，営業用）の分担率モデルを構築し、
この分担率に品目別貨物車輸送トン数を乗じることで品目別車種業態別貨物車輸送トン数を
推計する．
　4で品目別車種業態別貨物車輸送トン数に品目別車種業態別の平均輸送距離を乗じることで、
品目別車種業態別貨物車輸送トンキロが算出される．
　5で車種業態別の貨物車平均積載トン数（トンキロ／台キロ）の将来値を推計し，将来の車種
業態別の貨物車輸送トンキロを車種業態別の貨物車平均積載トン数で除して車種業態別の貨
物車走行台キロを推計する．
　6で車種業態別に貨物車1台あたりの年間輸送トン数（トン／台・年）を推計し，3で求めた
貨物車輸送トン数推計値を除して貨物車保有台数を推計している．
　以上が貨物交通需要推計のおおまかな流れである。
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図3－1－2　全国将来交通需要推計（物流）
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3，2　全国交通需要推計の課題
　全4回『将来交通量予測のあり方に関する検討委員会』の公開されている資料で、全国交通
需要推計の見直すべき点とそれに対する解決策に関する議論を本節でまとめる。見直すべき点
と一口にいっても、その内容は多岐に渡る。おおまかには全国レベルと地域レベルという2つ
に分けることができる。本研究での対象範囲は、全国レベルに限られているのでこの点につい
ての議論をレビューする。
　レビューの結果を先んじると、現時点で、即座に対応可能な課題というのは限定的であるこ
とが分かる。多くの課題はデータ制約や、計算量が膨大になったり、メカニズムが未知である
ことからモデル構築が困難であるといったものである。
　本研究では、即対応可能な課題としてモデル精度の検定及び、交通分野では使われてこなか
った時系列モデリングの手法を使った予測手法によるモデル推計を行う。
【人流】
これまで課題とされてきた内容をまとめると、人流では、2つの課題がある。
①同時推定の可能性
　→発生モデルで用いる免許保有率、機関分担率モデルで用いる乗用車保有率の各々の関係に
　おいて、どちらが先決変数であるかの理論的な検証はされていない。そのため、推計モデル
　に「同時方程式バイアス」が存在する可能性もある。この「同時方程式バイアス」の問題を
　解決するためには、理論的な検証に基づく先決変数の決定や、同時決定と考えられる変数を
　推計する際の同時決定モデル構築の可能性等について検討を行う必要がある。
②地域の細分化（大都市圏、地方都市圏、中山間地域等）の必要性と限界
　→現在の旅客交通需要推計モデルにおける地域区分別の推計は、地域の交通特性（モビリテ
　ィや交通手段の選択可能性等）をモデルに反映を目的に行われているが、特に、平野農業地
　域や中山間地域等では、利用可能なパーソントリップ調査データは限定されている。今後、こ
　れらの地域での交通調査の充実を図るとともに、利用可能な交通調査データの制約から地域
　区分の細分化の限界について検討する必要がある。
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【貨物】
　これまで課題とされてきた内容をまとめると、物流では、5つの課題がある。
①貨物交通の推計手順（生産（円）→貨物需要（トン・トンキロ）→貨物車交通（台・台キ
　　ロ））の妥当性
②都市間物流と都市内物流の分離など貨物の輸送特性を反映させたモデル化の必要性
③品目の詳細化の必要性と限界（不確実性の要因をより多く取り込んでいないか）
　→長期の交通需要推計においては、品目別の推計を行うことにより不確実性の要因をより多
　く取り込んでいる可能性があり、品目の細分化の限界に関しての検討が必要である。
　　一方で、品目別の貨物輸送原単位は変動幅は大きくても、品目を区分しないマクロな貨物
　交通需要はGDPと極めて高い因果関係をもっていることなどから、将来地のおおまかな傾向
　はマクロ的に見たほうが性格に把握される場合もある。そのため、モデルの高度化に向けた
　試みとは別に、別途、マクロなモデル構築を行い、両者の推計値のチェックを行いっっ、貨
　物交通需要推計を行っていく必要がある。
④物流のメカニズムを反映させたモデル化の必要性
　→現在の貨物交通需要推計モデルでは、品目別、機関別、車種（自家用・営業用、大型者・
　小型車）別の交通特性は反映しているが、基本的にトレンドでモデルを構築しており、物流
　メカニズムを記述するモデルにはなっていない。今後、既存の統計データを用いた解析だけ
　ではなく、企業や業界団体へのヒアリング等の手段も含めて、物流メカニズムの解明に関す
　る基礎的な研究を行い、将来交通需要推計モデルヘの適用の可能性を検討する必要がある。
⑤　GDPの扱い
　→貨物車輸送トンキロとGDPの相関が0．998と高いので、GDPを予測することは貨物交通量
　そのものを予測することに等し．く、交通需要推計においてGDPは要らない可能性がある。GDP
　を用いない場合の理論的な問題点として、発生原単位などにおいて時系列データを利用する
　にしても、産業構造の変化や技術革新を背景にしたメカニズムの変化による説明が必要とな
　る。GDPを用いずに貨物自体の時系列だけで将来の貨物交通量を想定してよいか、が論点と
　なる。経済学のテクニックで、直線的でないトレンドをうまく捕まえる方法もある。
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【共通】
これまで課題とされてきた内容をまとめると、人流と物流の共通した課題をまとめる。
①交通施設整備等政策シナリオヘの対応とそれに伴うモデルに組み込むべき説明変数の選定
②道路以外の交通手段との整合性について
　→道路だけでなく、港湾、空港、鉄道なども共通に予測すべき。先進国は、モードは全部一
　緒に予測している。
③定数項補正の妥当性
　→定数項補正の妥当性にっいては、比較的近い将来と遠い将来を分けて考える必要がある。
　比較的近い将来の交通需要推計を扱う場合、直近の実績値と推計値に乖離があると支障が生
　じることから、定数項補正の必要性がある。特に、有料道路の償還計画や費用便益分析によ
　る評価等では、現況の実績値を踏まえた比較的近い将来の交通需要推計が大きく影響する。
　しかし、その定数項補正の影響が比較的遠い将来の交通需要推計に及ぶ場合には、定数項補
　正を行うか否か、また、定数項補正を行う場合の手法等、今後も検討が必要と考える。具体
　的な定数項補正の手法は、比較的近い将来の交通需要推計を扱う場合、比較的遠い将来の交
　通需要推計を扱う場合とも、今後さらに検討すべきである。その対応案は、以下の3つのよ
　うなものである。
対応案11定数項補正を行った推計値を採用する。
対応案21定数項補正を行わない推計値を採用する。
対応案3＝長期の推計値に対する定数項補正は行わないが、比較的近い将来の推計値は実績
　　　　値へのすり付けを行う。
⑤地域別社会経済指標等の基礎的マクロ指標の整備
⑥　P　T調査、センサスOD調査等の基礎調査の充実とデータベース化
⑦系列相関処理のマニュアル化
　→時系列データを用いたパラメータ推定に際して、従来から、決定係数（R2）やt値による精
　度検定は行ってきたが系列相関を考慮した精度検定は行われていなかった。
　系列相関が存在する場合には、決定係数やt値が高くても、推定されたパラメータは不安定
　であり、過大推計または過小推計となる可能性がある。また、系列相関が存在するモデルに
　おいても、それを修正することにより、パラメータの安定性が大きく向上する場合もある。
　　将来推計値の精度を高めるという観点から、全ての時系列推定において、系列相関の精度
　検定に関する基準の明確化有無の判定、必要に応じた系列相関の修正、推定結果の精度検
　定基準等に関して、共通の仕様（マニュアル）の作成が必要。
⑧GDP、人ロ等の最新実績・データの反映とそれに基づく将来想定値に見直し
　→外生変数であるGDPや人口が将来交通需要推計（自動車走行台キロ）に及ぼす影響が大き
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いため、将来交通需要を見直す時点で、GDP、人口の今後数年間の傾向を捉えるとともに、
それに基づく最新の想定値を採用していく。
⑨幅予測
　→過去の将来交通需要推計で用いてきた政府見通しに基づく将来GDP推計値は過大推計の傾
　向にある。その理由は、政府見通し自体が目標水準としての側面があると考えられる。その
　ため、政府見通しに基づく将来GDPは上限値とし、別途、下限の将来GDPを設定して、将来
　GDPに幅を持たせるという対応案が考えられる。
⑩GDPを用いないモデルについて
　→過去の道路整備五箇年計画の将来交通需要推計において、将来GDP推計値が過大に推計さ
　れる影響を排除するための一っの方策としては、GDPを用いない将来交通需要推計モデルを
　開発することが考えられる。
　　人流では、観光目的の旅客発生原単位（地域間）や観光目的の平均輸送距離といった限ら
　れたモデルであるため、GDPを用いない推計は可能であると考えられる。
　　物流では、将来GDPから推計される生産額、輸入額に貨物原単位を乗じて将来の貨物輸送
　トン数を推計しており、将来GDPは非常に重要な要因となっている。
⑪将来交通需要推計値の見直し基準について
　→推計値と実測値の乖離のチェックは、「台キロ」だけではなく、主要な発生集中交通量な
　ど、新しい指標の概念が必要。（毎年得られるデータが「台キロ」しかない）
⑫将来交通需要推計値の見直しの基準について
　1）道路交通センサス、パーソントリップ調査等の新たな交通行動データが入手された場合
　→道路交通センサスやパーソントリップ調査と大規模交通調査が入手された場合には、これ
　らの調査データから把握される最新の交通行動データを用いて推計モデルを推定し、将来交通
　需推計値を見直す。道路交通センサスは概ね5年毎に実施されており、新たな交通行動デー
　タの入手に伴う将来交通需要推計値の見直しも概ね5年毎になる。
2）人ロやGDPといった外生変数の将来見通しが変更された場合
→道路交通センサスやパーソントリップ調査といった大規模な交通行動データが更新され
ない場合においても、人口やGDPといった将来交通需要推計の主要な外生変数の将来値が見
直された場合には、将来交通需要推計値の見直しの検討を行う。
　人口の将来見通しに関しては、最新の国勢調査結果に基づき、国立安全保障・人口問題研
究所（旧人口問題研究所）により、概ね5年ごとに推計値が見直されている。また、中期の
経済成長率も概ね3～5年ごとに推計値が見直されている。この場合、大規模な交通行動デー
タが更新されないため、モデル構造の全面的な見直しは困難であるが、モデルに用いている
各種指標の最新データを用いてパラメータの修正をあわせて行うことが望ましい。
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3）交通需要や人ロ、GDPの推計値と実績値に乖離が生じた場合
→新たな大規模な交通データの入手や人口・GDPの将来見通しの更新に伴う将来需要推計値の
見直しは、概ね3～5年毎の定期的な見直しといえる。しかしながら、これら以外にも、将
来交通需要推計値が実績値と乖離した場合には、将来交通需要推計値の見直しの検討に着手
すべきと考える。過去の将来交通需要推計においては、推計基準年から5年後の全車走行台
キロ推計値は、実績値と比べて概ね1～3％程度乖離しており、全車走行ダイキロの推計値が
実績値と比べて約5％程度以上乖離した場合にも将来交通需要推計値の見直しの検討に着手
すべきであると考える。
　なお、2010年について現在のモデルにおける乗用車走行ダイキロ推計値に対するGDP弾性
値は約0．07、貨物車走行ダイキロ推計値に対するGDP弾性値は約0、58であり、GDP推計値
が実績値と比べて5％乖離した場合は、乗用車走行ダイキロ推計値は実績値と比べ約0．35％
乖離し、貨物車走行ダイキロ推計値は実績値と比べ2．9％乖離すると試算される。
　人口については、過去の推計では、概ね5年後の推計値と実績値との乖離は概ね1％未満
あり、現在の社会構造を前提とすると5年未満での推計値の見直しの必要性は高くないと判
断されるが、今後、国際化に伴う就業構造の変化など、大きな社会変化が想定される場合に
は、将来交通需要推計値の見直しの検討に着手すべき。
⑬全国交通需要推計値から将来OD交通量推計に至る推計手順の課題
　→『「全国」でブロック単位のフレームを決め、「地域」でのブロックから都道府県単位への
　ブレークダウンについては標準的な方法のみを決めておく』という考え方がある。また、『ブ
　ロックは飛ばして、「全国」で直接都道府県レベルのフレームを決める』、という考え方もあ
　る。「地域」については、その特性を踏まえて独自のフレームを設定したり、さまざまなモ
　デルを採用できるようにしておくなど、地域の考え方を取り入れられる仕組みが良い。「地
　域」で作業を行う際には、地域をまたがる通過交通など、他の地域に影響を及ぼす部分につ
　いて統一的な考え方が必要。
⑭モデルの精度検定にっいて
　→学会で確立している方法論での最小限のチェックが必要。
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4．マクロ・ミクロレベルの経済・人ロ・交通指標の時系列推移
　近年、マクロレベルで見ると多くの経済・人口・交通指標は右肩上がりではないと考えられてい
る。
　本章では、実際に近年『右肩上がりでない時代』を迎えているのか否か、経済・人口・交通の面
から見て確認する。これを4．1で行う。
　次に、ミクロレベルで見ると、少子高齢化と人口減少、都心回帰といった問題が近年起こってい
るとされている。住民基本台帳の年齢階層別人口を用いてこれらの現状を把握する。
4．1　マクロレベルの経済・人ロ・交通指標の時系列推移
　本節では、経済・人口・交通指標の時系列推移を確認する。これらの推移は、概ね、①最大値を
有し近年減少傾向、②変曲点を有し近年伸び率が縮小、③減少傾向、④ほとんど変化していない、
⑤右肩上がり、5つに分けることができる（図4・1・1～図4－1－5〉。これらを分類する上で、①右肩
上がりと②変曲点を有し近年伸び率が縮小を統計的にすることは、非常に困難である。従って、
まず、①③④⑤の分類を行い、その後に、図4・1・6～図4・1－36を見て①と②を分類することに
した。図4・1－6～図4・1・30は、増加量（Xt・Xt－1）をプロットしたものである。デ・タの推移が
0よりも大きい時は毎年増加しており、この推移が0に急速に近づいたところでは近年伸び率
が縮小していることを示している。
　さて、図H－6～図4－1－36より得られた結果をまとめた表4・1－1からは伸び率が鈍化していない
と考えられるような指標は存在せず、多くの指標が近年減少傾向にあるか、伸び率が鈍化傾向にあ
ることがわかる。増加傾向にあるのは、国内航空の輸送トンキロと輸送人員、全国世帯数、第三次
産業生産額のみであった。また、変曲点や最大値の時点を見るとその多くが、1990年前後である
ことが分かる。多くの指標は、バブル崩壊とともに『右肩上がりの時代』でなくなったことが示さ
れた。
　　Variable　　　　　　　　　　　　　　　　　　　　　　　　Variable　　　　　　　　　　　　　　　　　　　　　Variable
Time Time Time
図4＋1データ推移の例①
　variable
Time
図4－1－2データ推移の例②
　Variable
Time
図4－1－4データ推移の例④ 図4＋5　データ推移の例⑤
図4－1－3データ推移の例③
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　　　図4－1－6　全国人ロの一回階差プロット
【経済指標プロット】
図4－1－7　全国世帯数の一回階差プロット
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図4刊一8　第一次産業生産額の一回階差プロット 図4－1－9　第二次産業生産額の一回階差プロット
???????????????????????????????????? ????????????????? 「??? ??? 「??????????????　　
　　
　　
　　
　　
　　
　　
　　』
．．?
??????
oつ??
　　
　　
　　
　　
　　
　　
　　
　　一
???????????? ???????????《?????????
???
? ???? ? ?? ?? ? ??? ??
図4－1－10　第三次産業生産額の一回階差プロット
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【交通指標プロット】
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図4－1－14　輸送機関計輸送人員の一回階差プロット 図4－H5　鉄道輸送人員の一回階差プロット
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図4－1－16　バス輸送人員の一回階差プロット 図4－H7　乗用車輸送人員の一回階差プロット
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図4－H8　自家用貨物車輸送人員の一回階差プロット 図4－1－19　国内航空輸送人員の一回階差プロット
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図4－1－25　輸送機関計人キロの一回陛差プロット 図4十26鉄道人キロの一回階差プロット
50r
401
30旨
20・
10－
　0旨　　 の一10・OD
　　 　o－20rF
－30
一40　
一50一
（億人キロ）
雛罪闘縫麟闘
600
500
400
300
200
100
　0
（億人キロ）
OD　　o　　o　　▼一　　N　　㎝　　寸　　M⊃　　o　　r㍉　　oo　　σ》　　0
0D　　OD　　o　　o　　σ》　　σ》　　6り　　o　　o　　σ》　　σ》　　σ》　　o
σ》　　σ，　σ》　　σ》　o　　σ》　　6り　　σ》　　σ｝　　σ》　　o　　o　　o
▼一 　▼一　　 〒一 　　F　　▼脚　　F　　　F　　　▼一　　▼一　　▼一　　　F　　　▼一・　　e輔
図4－1－27バス人キロの一回階差プロット 図4－1－28乗用車人キロの一回階差プロット
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図4－1－29　自家用貨物車人キロの一回階差プロット 図4－1－30　国内航空人キロの一回階差プロット
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図4－1－31内航海運人キロの一回階差プロット
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図4－1－32　輸送機関計トン数の一回階差プロット 図4－1－33鉄道トン数の一回階差プロット
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図4－1－34　自動車トン数の一回階差プロット 図4－1－35内航海運トン数の一回階差プロット
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図4－1－36　国内航空トン数の一回階差プロット
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表4－1司　人ロ・経済・交通データの時系列推移分類表
最大値あり 近年増加が鈍る 単調減少 ほぼ変化せず 単調増加
最大値年次 年平均変化率（％） 変曲点年次 年平均変化率（弘） 年平均変化率（％） 年平均変化率（％〉 年平均変化率（％）
??
?????
輸送機関計 1991 一〇．88
JR 1990 一3．77
民鉄 1990 一3．62
自動車 1991 一〇．86
内航海運 1990 一〇、65
国内航空 0．00
?????
輸送機関計 1999 一〇．33
JR 1996 一1。11
民鉄 1991 一〇．69
バス 1990 一2．32
乗用車 1989 2．65
自家用貨物車 1989 一3．39
国内航空 1999 0．50
内航海運 1991 一3，66
??????
輸送機関計 1990 0．58
JR 1990 一1．93
民鉄 1989 一409
自動車 1996 0．63
内航海運 1991 一〇．24
国内航空 生97
????
輸送機関計 1995 0．13
JR 1996 一〇．92
民鉄 1991 一〇，75
バス 1991 一2，81
乗用車 1989 2．77
自家用貨物車 1989 一3．11
国内航空 4．94
内航海運 1990 一3．27
?? 全国人ロ 1987以前 0．27
全国世帯数 1989 1．41 1．40
??
???第一次産業 1990 一3．45
第二次産業 1991 一1．71
第三次産業 1991 2．25 4．15
消費者物価指数 1998 一〇．80??実質 1991 1．11
名目 1997 一〇．63
＊　　『最大値あり』、『近年増加が鈍る』の年平均変化率は、それぞ
　　れ最大値、変曲点以降の値である。
＊　分類が困難な場合2つの値を載せている。
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4．2　変曲点を有するモデルの検討
　4．1で示したように多くの指標は、最大値あるいは変曲点を有することが示された。これらの指
標を使って需要予測をするとどのような問題があるのだろうか。まず、重大な問題にトレンドに回
帰するモデルがある。近年減少あるいは、伸び率が低下している変数を用いれば、重大な予測誤差
をうむ可能性が高い。なぜなら、時開が立てば否応なく、増えるというモデルであるからである。
　一方でこの問題に対処するために、変局点から再度回帰式を推定することも考えられるが、表
4－1－1の通り需要予測で用いられるような多くの変数は近年に変局点を有しており、再度回帰する
にせよデータが不足しており、仮にその少ないデータで回帰してもその長期的方向の妥当性に疑問が
残る。また、説明変数を時間とすることからモデルに変数間の因果関係を含まないモデルとなり、
妥当なモデルとは言いがたい。
　しかし、このようなモデルを構築するのは、①因果関係が定かでない、②因果関係がわかっても
それを説明するようなデータが存在しない、という問題があるからである。一方で、なんらかの予
測をしなければならない場合も存在する。
　このようにトレンドモデルは妥当ではないが、他に代替の方法がない場合は、仕方のない方法と
も言える。ただ、トレンドモデルに回帰する場合は、図4－2－1のような問題があるから、トレンド
モデルに回帰してよいのかということについての客観的な指標が必要である。これに答えを与える
手法に単位根検定と呼ばれる手法がある。詳細は、次章以降に説明するが、簡単にはそのデータが
トレンドに回帰する場合に、そのトレンドの線上を循環するようなデータ、すなわち一時的にトレ
ンド線上から乖離してもトレンド線上に戻ってくるようなデータといえるのかどうかを検定するも
のである。今後の需要予測モデルにおいて、現在まで行われてきたトレンドモデルをどう変えるべ
きかは難しいが、少なくともトレンドモデルを用いる場合、この検定を行い統計的妥当性を検討す
る必要があると考える。
　さて、単回帰や重回帰によるモデルであれば、変局点を有するようなモデルを使って予測するこ
とにいかなる問題があるのだろうか。まず、これらの変局点の位置が異なるもの同士で、回帰式を
構築した場合、変数間の関係がその時点の前後で大きく変わっていることから、それらの関係を表
している回帰式も、その妥当性が疑われる。すなわち、そのような回帰式に別途推計している外生
変数を代入するとその予測値の妥当性が低い。しかし、そういった問題は、他の代替できる変数が
あればさほど問題とはならないように思われる。
　変局点の位置が同じである場合は、一見、回帰式自身の問題はないように思われる。すなわち、
ある期閲の中での変数間の関係を表現しているため、別途推計された外生変数を挿入しても問題な
いように思われる。通常、変曲点前後でパラメータが安定していないことから、ダミー変数が用いら
れてきた。しかし、ダミー変数は、不安定期を取り除くためのものであり、ダミー変数前後で明らか
に傾向が異なる場合は、安定したパラメータを得ることはできない。また、変曲点以降で再度回帰
することも考えられるが、データ数が少ないためこれも困難である。このような問題に対して、ど
のように解決すべきかは非常に困難である。この問題に対して、良い解決策を見つけることは困難
であり、データがある程度蓄積されるのを待つ以外に難しいかもしれない。
　さて、このような変曲点以外の問題に、見せ掛けの回帰という問題が存在する。これは、変数を
時間に回帰してそれが、長期的な方向性を持つことが認められない場合（単位根がある場合）、回
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帰式にそれらの変数を用いると、そのパラメータのt値や決定係数が本来の値よりも高く見積もら
れてしまうことをさす。両変数に単位根があっても、特殊な場合に、長期的モデルとして回帰式が
妥当である場合がある。これを共和分といい、これを検定する手法を共和分検定という。共和分が
成立する場合には、見せ掛けの回帰という問題はない。
　まとめると、今後の需要予測モデルにおいては、トレンドモデルの根拠として①単位根検定をす
る必要があること、回帰モデルの根拠として①単位根検定と②共和分検定といった検定を行う必要
がある。従って、本研究6章でこの検定を行うことにする。また、この検定に合格しない場合どの
ようなモデルを構築すればよいのかについても6章で述べる。
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4，3　人ロ減少・少子高齢化・都心回帰の現状
　マクロレベルの交通・経済・人口の諸指標では、4．1での分析の通りすでに右肩あがりではない
ことが確認された。
　一方で、今後のミクロレベル（県や市町村レベル）の需要予測について考えてみると、マクロと
は全く異なった予測上の問題が出てくることが考えられる。中でも、人口に関する近年の変化、つ
まり、人口減少以外に、少子高齢化、都心回帰や地方の核となるような都市への人口集積は、需要
予測に大きな影響を与えるだろう。それにも関わらず、現状の需要予測では、これらのことを考慮
しているとはいえない。実際にいくっかの自治体では、年齢階層3区分別の推計を行うことで、少
子高齢化の影響を交通需要推計に反映させているところもあるが、そうでないところも多い（1）。
　本節では、住民基本台帳市町村別年齢階層別人口を用いて、一都六県を対象にまず近年の人口減
少・少子高齢化について分析を行う。次にG　I　Sに住民基本台帳市町村別年齢階層別人口を挿入す
ることで、都心回帰の関係を分析する。
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4、3．1人ロ減少の現状分析
　人口変化にっいて一都六県を対象に、県別（図4－3－H、図4－3－1－2）、自治体のタイプ別（図4－3－1－3、
図4－3－1－4）、人口規模別（図4－3－1－5、図4－3－1－6）の人口の増加率と人口減少している自治体数
を知るための分析を行った。図4－3－1－1、図4－3－1－3、図4－3－1－5の縦軸は、それぞれ県別、自治
体のタイプ別、人口規模別で見たときの1997年から2002年の人口伸び率を表しており、それぞれ
の区分けでの人口の伸び率を示した図である。図4－3－1－2、図4－3－1－4、図4－3－1－6はそれぞれ県
別、自治体のタイプ別、人口規模別で見たときの人口の変化した市区町村数を表しており、それぞ
れの区分けでどのくらいの市区町村が人口減少しているのかを見る図である。なお、1997年～2002
年にかけていくつかの自治体が市町村合併している（表杢3－H）。また、町名が変更している市町
村もある（表4－3－1－2）。本研究では、2003年4月1目の市町村に、合併前の市町村を合わせる形
で分析している。
表4－3－H　市町村合併自治体名（1997年以降）
　合併後
表4－3一1－2　市町村名変更自治体名（1997年以降）
県名 変更後 変更前 変更時期
茨城県 守谷市 守谷町 2002年4月
千葉県 白井市 白井町 2001年4月
干葉県 富里市 富里町 2002年4月
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　県別に見ると、いずれの県でも人口は増加傾向にあり、中でも一都三県の伸び率が比較的高いこ
とが分かる（図4－3－1－1）。また、東京都を除けば概ね各々の県の40％～60％の市区町村で人口が
減少していることがわかる（図4－3－1－2）。
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図4一3－1－1一都六県人ロ伸び率（1997年卿2002年）
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図4－3。1－2　一都六県人口増減別市区町村数（1997年～2002年）
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　自治体のタイプ別に見ると、すべての自治体のタイプで人口が増加しているように見える（図
4－3－1－3）。一方で町村を除けば、人口減少している自治体はさほど多くないことがわかる（図
4－3－1－4）。町村において人口減少している自治体のほうが多いにも関わらず、人口が伸ぴているよ
うに見えるのは千葉県本埜村で卓越して人口が増えているためであり、概ね町村では人口減少して
いるといえる（図4－3－1－5）。
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中核市 特例市　　政令指定都市　　特別区 市 町村
図4－3－1－3　自治体のタイブ別人ロ悼び率（1997年僧2002年）
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図4－3－1－4　自治体のタイプ別人口変化別市区町村数（1997年～2002年）
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図4－3－1－5　町村人ロ変化量（1997年～2002年
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　人口規模別に見ると、1997年の人口が多いところは比較的人口増加の伸びが高く、町村のような
人口規模の小さい自治体では、人口減少に転じていることが分かる（図4－3－1－6）。また、人口減少
している自治体の割合は、人口規模が小さいほど大きいことが分かる（図4－3－1－7）。
?????????????????????（％）
???? ??〜??ー????????? ???? ???? ?????
図4－3－1－6　人ロ規模別人ロ伸び率（1997年～2002年）
100％
80％
60％
40％　
20％
0％
　　　　　　　　　　　　　　　　　　　　　　　　　　　　　9
　　　　　　　　　　　　　　　　　　　　　　　93
　　　　　　　　　　　　　　　　　　46
　　　　　　　　　　　　58　　　　　　　16　11
　　　　　　　　　　　　　　　　　　　　　　　　　　　　　46
　　　　　　　　　　　　　　　　　　　　　　　123
　　　　　　　　　　　　　　　　　　23
　　　　　　　　　　　　10　　　　　　　1　 一　　　　　　　　　　 『　　年50万以上　30万～50万10万～30万5万～10万　1万～5万　5千～1万
　　　　　　　　　　人ロ減少自治体数　人ロ増加自治体数　　　　　　　　　 　　 　　　 　　　 　　　　　　　　　　　　　　　　　　　　　 　　　　　　　　 　　　　　
6
28
5干人以下
図4－3－1－7　人ロ規模別人ロ変化別市区町村数（1997年～2002年）
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　さて、どのような自治体で人口減少をしているのかを知るために、人口の増減量（2002年人ロ
ー1997年人口）をプロットした（図4－3－1－8）。この図からは、人口が増加している自治体は、都心
までのアクセスが比較的良い自治体、あるいは、地方の核となる都市、およびそれらの周辺都市で
あることが分かる。
（人）
100000
50000
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　1000
　　0－1000
図4－3－1－8　人ロ増減量（2002年一1997年）
　以上の分析をまとめると人口の変化率の分析において、県別・自治体のタイプ別では人口減少は
見られないが、人口規模が小さい自治体ではその多くが人口減少になっていることが示された。
県別では約半数の自治体で人口減少となり、自治体のタイプ別では人口規模の小さい町村で概ね人
口減少となっていることがわかった。
　また、自治体の数の分析では、県別の市町村数で見ると、各県で約半数の自治体で人口が減少し
ていることがわかった。自治体のタイプ別・人口規模別で見ると、人口規模の小さい多くの自治体
で人口減少となり、人口規模の大きい自治体ほど人口減少に転じていることはないことがわかった。
　また、G　I　Sによる分析から、人口増加している自治体は、都心までのアクセスが比較的良いと
思われる自治体、あるいは、地方の核となるような都市であることが分かった。
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4．3．2　少子高齢化の現状分析
　少子高齢化について分析するために住民基本台帳年齢階層別人口を用いて図を作成した。人口減
少の分析と同様に県別・自治体のタイプ別・人口規模別の分析をした。図4－3－2－1と図4－3－2－3と
図4－3－2－5の軸は、それぞれ1997年から2002年までの人口の伸び率を示している。図4－3－2－1と
図4－3－2－4と図4－3－2－6の軸は、1997年から2002年までに人口減少した自治体のそれぞれの区分
けの中での割合を示したものである。
　県別の分析を見る（図4－3－2－1）。0－9歳では、東京都と神奈川県を除いて数％の減少傾向がある。
10－19歳では、すべての県で一20％前後の減少傾向である。20－29歳では0－9％の傾向とは逆に東京
都と神奈川県で老0％前後の減少傾向がある一方で、その他の県ではほぽ現状維持となっている。
また、減少傾向にある年代としては40－49歳代の人口が10代とほぼ同様に推移しているのが特徴
的である。これは、団塊の世代が50歳代になったためと考えられる。その他、30－39歳、50－59歳、
60歳以上では、それぞれ増加している。図4－3－2－2から読み取れる結果と合わせて、いずれの県で
も少子高齢化は進展している事がわかる。
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　　図4－3－2－1一都六県年齢階層別人ロ伸び率（1997年～2002年）
o－9歳　（％）
100丁
60歳以上＼
　　　　　〆50－59歳㌔〆
　＿！ピ，モ／‘
80．
60
40
　0
ノコ N
「「 　ア
　／
10－19歳
　　　　　「＋茨城県
　　　　　＋栃木県
　　　　　　　　群馬県
　　　　　 ＋埼玉県　　　　　20－29歳　　→←一千葉県
　　　　　一→一東京都
　　　　　 一←一神奈川県
　　　　　　　／　　　　、、　　　　　　．ラ／〆　　　　ン　　　　　　　　　　＼
40－49歳　　　　　　　ン30－39歳
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　自治体のタイプ別の分析を行う（図4－3－2－3）。政令指定都市、中核市、特例市、市、町村の各々
がよく似た人口変化の傾向があることが分かる。10代、20代、40代が人口減少傾向にあるのに対
して、その他の年代では、増加傾向にある。特に60代以上の人口は約30％増えている。図4－3－1－4
とあわせて、どの自治体のタイプでも少子高齢化が進展していることが分かった。
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　人口規模別では、50代60代ではどの人口規模でも増加傾向にある（図4－3－2－5）。どの人口規模
でも50代60代の人口が減少している自治体は非常に少ない事がわかりつまり高齢化が進んでいる。
　0－9歳、10代20代では、どの人口規模でも人口は減少傾向にある。また、どの人口規模でも0－9
歳、10代20代の人口が減少している自治体は非常に多い事がわかり、つまり高齢化が進んでいる
（図4－3－2－6）。
　一方で30代は人口規模が大きいほど人口増加しており、人口規模が小さいと人口減少となって
いる。40代はどの人口規模でも減少傾向にある。
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　さらに具体的にどの自治体で少子化や高齢化が起こっているのかを把握するためにG　I　Sに各
自治体の15歳未満人口の割合（図4－3－2－7、図4－3－2－8）、65歳以上人口の割合（図4－3－2－g、図4－3－2－10）
をプロットした。15歳未満人口の割合は、特に地域特性もなくほとんどの自治体で進行している。
また、65歳以上人口の割合は、都心から離れた自治体ほど進行している。これらかも、少子高齢化
が進行していることが分かる。
　以上の分析をまとめるといずれの県・自治体のタイプ・人口規模でも少子高齢化が進展している
ことが示された。
　また、本節の分析では、人口規模が大きい年では人口が増加し、人口規模が小さい都市では人口
が減少しているという傾向が見られた。これが、都心回帰であるのか、地方の都市への人口の集積
なのかは不明であるのでこれを次節で確認する。
　（％）圏　24　20　16　12
　（％）圏　24　20　16　12
図4－3－2－7　15歳未満人ロ割合（1997年） 図4－3－2－815歳未満人ロ割合（2002年）
　（％）目　32　24　16　8
）％（????? ?圏
図4－3－2－7　65歳以上人ロ割合（1997年） 図4－3－2－865歳以上人ロ割合（2002年）
32
4．3．3　都心回帰の現状分析
　人口問題として、人口減少や少子高齢化といった問題と同様に都心回帰が一つの重要な問題とな
っている。本節では、各年齢別の社会増減のプロットと各年齢別の単純な人口変動のプロットをみ
ることで都心回帰を分析する。図4－3－3－1～図4－3－3－12のプロットの色は、2002年t＋5～t＋4＋5歳
人口から1997年t～t＋4歳人口（t＝0，5，10…55）を引いたものである。これは、各自治体における
人口の社：会増分を示している。都心回帰や地方の核となる都市への人口集積を分析するには、社会
増分で見る必要がある。
　分析の結果を先に述べると、まず、年代によって大きく人口移動の様子が異なることが分かる。
大まかに2002年の40代以下の年代では、都心回帰や地方の核となる都市への人口集積が見られる
が、50代以上では、むしろ都心から離れる傾向が目立つ。年代によって大きく人口移動の様子が異
なることが示された。
　さて詳細な分析だが、2002年5～9歳人ロー1997年0～4歳人口からは、都心部で人口が減少して
いることが特徴的である（図4－3－3－1）。っまり、1997年0～4歳の都心部で生まれた子供は、他の
地域に移動していることが考えられる。
　2002年10～14歳人ロー1997年5～9歳人口では、さいたま市などのベッドタウンで人口が大幅に
増えており、ベッドタウンヘ人口が移っている様子が分かる（図4－3－3－2）。
　2002年15～19歳人ロー1997年10～14歳人口では、2002年10～14歳人ロー1997年5～9歳人口で
見られたベッドタウンや、23区内の人口が増えており、都心回帰や地方の核となる都市への人口集
中が見られる（図4－3－3－3）。
　2002年20～24歳人ロー1997年15～19歳人口や2002年25～29歳人ロー1997年20～24歳人口では、
さらに都心回帰や地方の核となる都市への人口集中が明確に見られる（図4－3－3－4・図4－3－3－5）。
　2002年30～34歳人ロー1997年25～29歳人口では、地方の核となる都市への人口集中は見られる
が、都心回帰はあまり見られない（図4－3－3－6）。23区内では、人口が増えている区もあればそう
でない区もほぼ同数あり、近隣のベッドタウンヘの移動や23区内で人口移動している可能性があ
る。この傾向は、2002年35～39歳人ロー1997年30～34歳人口（図4－3－3－7）や2002年40～44歳
人ロー1997年35～39歳人口（図4－3－3－8）でも同様である。2002年45～49歳人ロー1997年40～44
歳人口（図4－3－3－9）でも同様の傾向はあるが、全体的に人口移動が少ない。2002年50～54歳人
ロー1997年45～49歳人口（図4－3－3－10〉以降の年代では、都心部や地方の核となるような都市で
の人口が減少していることが分かる。
　参考に2002年t～t＋4歳人ロー1997年t～t＋4歳人口（t＝0，5，10…60）も載せている（図4－3－3－13
～図4－3－3－24）。これらを合わせてみると、若年層では、人口が急激に減りつつも、都心回帰や地
方の核となる都市への人口移動があり、高年層では、人口は増えつつもそれらが自然増加であるこ
とが分かる。
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5．　本研究で用いた時系列統計手法の説明
　本研究では、計量経済学で用いられる様々な手法を用いて6章で、モデルの検定・構築を行
っている。本章ではそれらの統計的手法について説明する。
　5．1では、単位根検定について説明する。単位根検定は、予測式に用いる変数が定常である
か否かを検定するものである。長期予測式の推計上、単位根検定で非定常と診断されると基本
的に長期予測不可能な変数となる。
　5，2では、共和分検定にっいて説明する。単位根検定で非定常と診断されても、長期予測可
能な場合がある。これを共和分という。
　5．3では、単変量時系列モデルについて説明する。通常、モデルを定式化する時、何らかの
因果関係を仮定し定式化する必要がある。単変量時系列モデルは、説明変数に自らの過去の値
を用いることで、因果関係を仮定せずに予測することが可能なモデルである。短期的には、よ
く機能すると言われている。なお、このモデルでは、定常であることが仮定されている。
　5．4では、多変量時系列モデルについて説明する。多変量時系列モデルは、通常のモデルの
ように外生変数を他のモデル等で設定する必要がないというメリットを持つ。短期・中期的に
はよく機能すると言われている。また、予測とは関係ないが変数選択の際に役立つ、グランジ
ャーの因果性についても説明している。
　5．5では、構造変化テストについて説明する。予測モデルを構築する時、その推計期間に構
造変化があると正しい推計結果を得ることはできない。近年のような、需要減を迎えつつある
ときであれば、構造変化を捨象したモデル構築は、過大推計となりかねない。
　5．6では、系列相関のあるモデルの推定法について説明する。定常性を確保することや、系
列相関の検出されないモデルを推定することは、困難なことである。ここでは、あらかじめモ
デルの誤差項にAR1を仮定して系列相関に対処する。
　これらの手法について基本的には、TSPによる経済データの分析、・郵政研究所，月報の1999．11
の応用計量経済学（8）に基づいている。
5．1　単位根検定
　単位根について説明する前に、定常性について5．1．1で定義する。5．1．2で、なぜ定常
性が問題となるのかについて説明する。5．1．3では、共和分という概念を説明するのに必
要な和分という概念について説明する。5．1．4で単位根検定について説明する。5．1．5では、
単位根検定の手法について説明する。5．1．6では、単位根検定の問題点について説明する。
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5．1，1定常性の定義
　対象時系列データをある確率過程（stochastic　process）からの実現値と考え、その確率変数
をy、とする（tはある時点を表す）。その確率変数が次の条件①②③を満たす時、
E（y、）＝μ　　全てのある時点を通じて
V（y、）；σ2　全てのある時点を通じて
C・v（yt，yt－k）＝γk　　k＝…，一1，0，1，2…
???
　そのデータは定常性を充たす、あるいは弱定常過程（weakly　stationary　stochastic　process）
であるという。期待値（平均）と分散は時間を通じて一定で、かつ自己共分散（auto－covariance）
は時点の2時点の差kのみに依存し、時点tには依存しない。これらの条件を満たす時、デー
タは定常であり①②③式のいずれかの条件を満たさない時、そのデータは非定常（non－
stationary）であるという。
　定常な確率過程の代表としてホワイト・ノイズ（white　noise）がある。これは
E（yt）；μ　全てのある時点を通じて
V（yt）＝σ2　全てのある時点を通じて
cov（yt，yt－k）＝O　k＝±1，　2一・
???
を充たすもので平均、分散が一定で系列相関が全くないものである。
　感覚的に定常性を知るために、定常なデータ推移（図5－1－H）非定常なデータ推移（図
5－1－1－2）の例を示す。図5－H－1のようなデータ推移では、期待値（平均）周りで推移している
ことが分かる。このようなデータ推移をしているものは、定常とみなせる。
　一方で、図5－1－1－2のようなデータ推移では、期待値に対しいつ戻ってくるのか分からない。
また、途中から上方トレンドを持っているように見える。このようなデータ推移をしているも
のは、非定常とみなせる。
variable vari＆ble
time
図5－1－1－1　定常なデータ推移の例
time
図5－1－1－2　非定常なデータ推移の例
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5．1、2　なぜデータの定常性が問題になるのか（見せかけの回帰について）
　⑦のような確率過程、あるいはデータの生成過程（data　generating　process，DGP）を想定す
る。あるt期の実現値は、過去の実績値とホワイトノイズな誤差により表現されるというもの
である。
yt；yt皿1＋Ut　Ut～m（0，σ2） ⑦
⑦式のような過程をランダム・ウオーク（random　walk）という。ytの初期値をy。とすると、
y1＝yo十Ul
y2；y1＋U2＝yo＋U1＋U2
yt＝yO＋U1＋U2＋…Ut；yO＋ΣUj ⑦’
となる。このとき
E（yt）＝y。
V（yt）＝E（u21＋u22＋…u2t）；tσ2
Cov（yt，yt－k）＝（t－k）σ2
?????
となる。t→・・のとき、分散は無限大となるので、⑧b式と⑧c式よりこのデータは定常性を充
たさない。X、もy、と同様の性質を持つものであるとする。この時、次の回帰を考える。
yt＝a。＋a1、Xt＋et　e、は誤差項とする
でパラメータは与えられた。このような分散が無限大になる時、t統計量は通常の意味を持た
ず、帰無仮説を棄却しやすい。　　　　　　　　　師
　GrangerとNewboldは⑦式に従うytとx、を独立にランダムサンプルを作成し、推計してこの
問題を指摘した（独立の非定常なランダムサンプルであるからy、とx、は無相関である）。al二〇
の帰無仮説が伝統的なt検定で採択されず、かつ高い決定係数（R2）が得られること、DW比が極
めて低いことを報告した。本来相関を持たないはずのy、とX、の回帰でこのような結果が得ら
れることは奇妙である。このような回帰を見せかけの回帰（spuriousregression）という。被
説明変数、説明変数の中に1個でも非定常な変数が含まれていれば、見せかけの回帰が生じる
場合がある。これがデータが定常かどうかが問われる意味である。
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5．1，3　和分過程
非定常な性質を持っデータとしてどのようなものがあるかを見てみる。ランダム・ウォーク
として⑦式を考えた。
yt＝yt－1＋Ut　Ut～m（0，σ2） ⑦
⑦式の1回の階差（first　difference）をとると
yt＝yt－yt－1＝Ut ⑨
となり、⑨式の△y、は定常となる。このように階差をとり定常過程になるものを階差定常
（difference－stationaryprocess，DSP）という。1回の階差をとって定常になる場合を1次で和
分された（integratedoforderl）といい、1（1）と表記する。d回の差分を取って定常になる場
合を1（d）変数という。
⑦式に定数項を加えると
yt＝a＋yt、1＋UtUt～IID（0，σ2）⑩となる。これを趨勢付き、あるいはドリフト付きランダムウォークという。初期値をyoとし代
入を繰り返すと、以下のようである。
yt＝at＋yO÷U1＋U2＋…＋Ut＝at＋yO＋ΣUj ⑩’
E（y、）＝a、＋y。は線形トレンドa、を持ち、またV（y、）はtσ2となるのでy、は非定常である。1回の
階差をとると、
yt；a＋Ut ⑩”
となり、平均aだけドリフトしている定常なデータとなる。これもDSPである。さらにタイム
トレンドtを考える。
yt＝bOt＋yt－1＋utut～IID（0，σ2） ⑪
となる。ここでは係数b。のトレンドを持つとする。上式を書き直すと
△yt＝bot＋Ut
yt－bot＝Ut
??
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となり、トレンドの回りで定常となる⑪”。このような場合を確定的トレンド（deterministic
trend）を持つという。時間に回帰しトレンドを除去（detrending）し、定常にするものであり、
確定トレンド定常過程（trend　stationary　process，TSP）という。⑪’式によって発生する△
ytはTSP過程である。
　これに対し、和分される過程の分散がトレンドに依存する場合、確率的トレンド（stochastic
trend）を持つという。確率トレンドは階差定常の一つのパターンとして捉えることができる。
定数項とトレンドを加えた
yt＝a＋bot＋yt－1＋Ut ⑫
を考えることができる。
　DSPの例として図5－1－3、図5－1－4とTSPの例として図5－1－5、図5－1－6を記す。これらの図
から判るとおり、同様のデータをDSP、TSPのどちらで解釈しても定常になっていることが分
かる。これは、非常に重要な間題である。詳細は、省略するが、どちらのデータ生成過程とみ
なすかで、あやまったデータ生成過程とみなすと、後のモデル構築の際に重大な過ちを犯す。
　予測を行う場合、TSPであれば、トレンドの回りで分散は一定であるから一定の幅の信頼区
間となる。DSPであれば、分散は時間と共に変化するために、長期の予測は誤差の分散が大き
くなるので、これを長期予測に用いるのは困難である。
Vlariable Variable
Time Time
図5一1－3　非定常なデータ推移の例 図5－1－4DSPとみなした時のデータ推移（階差）の例
Variable 碍Variable
Trend
Time Time
図5－1－5　非定常なデータ推移の例 図5－1－6TSPとみなした時のデータ推移の例
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5．1、4単位根検定の概略
　DGPでデータが定常であるか、あるいはそれがDSPを持っものかTSPを持つのかが問題とな
った。このデータの定常性の検定を行うのが、Dickey－Fullerによって提唱された単位根検定
である（unit　root　test）。
　単位根について説明するために簡単な定数項のないAR（1）のケース⑬を例にする。
yt＝blyt－1＋Ut ⑬
　階差オペレータを使い書き直すと（1－b1L）y，；u、である。特性方程式は、1－blLニ0であり、L＝1／bl
の解を持つ。従ってデータが定常であればIb11〈1である。Ibli＞1であれば、AR（1）モデルは発
散する。b1＝一1であれば、周期を2として発散する。従って問題となるのはb1；1（すなわちL＝1、
unity）のケースである。実際には、b…；1であるかlb11〈1であること以外、ほとんどないといわ
れている。従って、b1＝1とIblk1の検定を行えばよい事となる。
5，1．5　単位根検定の各種検定手法
　単位根の検定方法や統計量については多くの提案がなされている。本研究では単位根の検定
と検定統計量を示したDickey、FullerのDFテスト（Dickey－Fuller　test）とその拡張版であ
るADFテスト（AugmentedDickey－Fullertest）・PPテスト（PhillipPeasontest）を用いたので
これらについて説明する。
5．1．5．1　DFテスト
　DFテストは次の帰無仮説と対立仮説を考える。帰無仮説は、データには単位根がある（デー
タは非定常である）。対立仮説は、データには単位根は存在しない（データは定常である）。ラ
ンダム・ウオーク、ドリフト付きランダム・ウオーク、トレンドのあるモデルに応じて次の三つ
の式を考える。それぞれ、左の式の両辺からy、、エを減じると右の式となる。
yt＝blyt－1＋ut　　　∠yt；（bl－1）yt－1＋ut
yt＝a。＋blyt『1＋ut　　∠yt＝a。＋（b1－1）yt－1＋ut
yt＝a。＋b。t＋blyt－1＋ut∠yt＝a。＋b。t＋（b1－1）yt－1＋ut
???
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⑭式において帰無仮説と対立仮説は、次のように書ける。
???????
l
Ho：b1－1＝O
H1：b1－1＜0
ここで帰無仮説についてt検定を行えばよいと思われる。しかし、単位根が存在する場合、そ
の分布は通常のt分布に従わないことをDickey、Fullerは示した。また、⑭～⑯式でそれぞ
れ分布が異なる。McKinnon（1990）の研究の臨界値の分布を使って検定を行うことが出来る。
　対立仮説をみると、この検定は片側検定で行うべきであることが分かる。得られた統計量が
τ統計量の臨界値よりも小さければ、帰無仮説は棄却される。得られた統計量が臨界値より大
きければ、帰無仮説は棄却されない（単位根は存在し、データは非定常である）。
5、1．5．2　ADFテスト
　さて，⑭～⑯式のε、には何らかの自己相関が存在することがあり得る。ε、～MD（0，σ2）の
仮定が成立しないケースに対応し上記の3種類のモデルは以下のように拡張することができる。
　　　　　　　ブ∠ア’一αア∫．1＋Σγ’∠ア’．’＋μ’
　　　　　　　’＝1
　　　　　　　　　ブ∠ly’一μ＋αアf．1＋Σγ’∠アf－1権f
　　　　　　　　　’＝1
　　　　　　　　　　　　∠ア∫一μ＋δ∫＋αア’一1＋Σγ’∠」yご、’＋μ’
　　　　　　　　　　　i＝1
⑰
⑱
⑲
　ここでUt～NID（0，σ2）である。こうした定式化についての単位根検定はADFテスト
（Augmented－Dickey－Fuller　test）と呼ばれる。拡張項の次数pは赤池情報量AICやSBICを用い
て決めることができる。
5．1．5．3　PPテスト
　系列相関がある場合にも有効な単位根検定を行うもう一つの方法が、PhillipsとPeasonに
よって開発されたノンパラメトリック（nonparametric）な検定方法でPhillips－Peasonテスト
（PPテスト）である。これはNewey－Westの分散不均一と系列相関がある下での一致性のある推
定量の考え方を利用するものである。
　⑭一⑯式においてεtは自己相関無し，分散一定と仮定されている。この制約条件を緩めるた
めに，PhillipsとPeasonの1988年論文がPhillips－Peasonテストを提案した。Phillips－Peason
検定量の表式は複雑であるので、ここでは省略する。
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5．1．6　単位根検定の諸問題と本研究での考え方
5．1．5で説明した各種の単位根検定には、様々な問題がある。それらの問題を列挙すると
1手法によってしばしば異なる結果が得られ、どの手法の結果を選択すべきか問題がある
　（そもそも単位根検定の各種手法の検出力が小さい）
2定常化のプロセスとしてトレンドを取るのか、階差をとるのかの明確な選択基準はない
　とされている。この選択を誤るとモデル構築の際に、重大な欠陥を抱えることになる。
3　ラグ次数を選択する手法に、最適といえるものはない。一方でラグ次数の選択によって、
　和分次数は大きく変わってくる。
4データ期間が短いと正しい検定を行うことは出来ない。（必ずしもデータ数そのものでは
　なく、データ期間の問題である。例えば、四半期データで20年分あったとしても、年次デ
　ータの30年分の方がよい。）
となる。これらの問題に対しての解決策として本研究では、以下のように考えモデル構築を行
った。（本来、これらの問題に対して最適な手法はなく、分析者によって、あるいは対象とす
るデータの期種（月次データであるのか、四半期データ等であるのか）により、まちまちなのが
現状のようである。）
1いくつかの手法を用いて単位根検定を行ってみる。結果、明らかに書いてみたグラフと
　異なる場合、ADFとPPの両手法において5％有意水準で帰無仮説が棄却される場合の和分
　字数を選択する。
2　レベルでADFとP　P両手法において5％有意水準でトレンド定常と診断され、かっ、グラ
　フからトレンド定常とみなされる場合に、トレンド定常とする。それ以外は、階差定常と
　みなす。
3本研究では、年次データを扱っていることからデータ数が少ない。従って、先行研究1）に
　ならい、ラグ次数を1として分析を行った。
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5．2共和分検定
　5．2．1で共和分検定の概略について説明したのち、5．2．2で共和分検定の手法の説明をす
る。5．2．3で共和分する時の条件をまとめる。
5．2．1共和分検定の概略
　単位根検定により単位根があると判断された場合、その変数を回帰式に用いるのは誤りであ
る。しかし、特殊な場合に回帰式の和文次数が同じときに、例え、各々の変数が非定常であっ
ても、回帰（線形結合）を行ってもよい特殊な場合がある。これを共粕分という。共和分する時、
そのモデルは長期的に安定し長期モデルとして採用することが出来る。結果的には、本研究で
対象としたモデルには、共和分検定を行うための条件を満たす変数がなかったため共和分検定
を行っていないので、ここでは、簡単な説明にとどめている。
5．2．2共和分検定の手法の説明
　共和分検定に良く用いられる手法は、EG検定（恥g！e－Granger　test）とJohansenの検定である。
前者は、変数が2個の時のみ使用でき、後者は、変数が2個以上の時にも使用できる。ここでは、
単純なEG検定のみ説明する。EG検定の考え方は、ADFテストの単純な応用である。
Yt＝a＋bXt＋Ut ①
をOLSで推計し、そこから得られる残差
ム　　　　　　　　　　ハ　　　ハ
勧＝ン，一α一わxご ②
に関して、帰無仮説と対立仮説を次のように置き、
Ho：u、は1（1）である。
H1：Utは1（0）である。
の検定を行う。具体的にはADFの単位根検定を
　ヘ　　　　　　　　　　　　ハ　　　　　　　　　　　ハ
ム勿’＝α＋α㍑’一1＋β△z有一1＋w∫
w、～IID（0，σ2）
③
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について行う。帰無仮説と対立仮説は次の通り。
Ho：α＝O
H1二α〈0
ただし、単位根検定のときのADF分布とは異なる。Mackinnonによって示された分布表で判断す
ることになる。（Davi（lsonandMacKinnon（1993）table20．2）
5．2．3共和分検定の条件
共和分検定を行う時には、いくっかの条件がある。以下に共和分するときの条件をまとめた。
①単回帰の場合
（1）　和分の次数が異なる変数は共和分することはできない。
　　　　Y，～1（1）、Xt～1（O）、あるいはY，～1（2）、Xt～正（1）のとき、YtとXtは共和分しない。
（2）　Ut；Yt一α一βXtとするとき
　（i）　　Y、～1（0），Xt～1（0）ならばUt～1（0）
　（ii）　Yt～1（d）、X、～1（d）、d≧1のときu、～1（0）となることが出来る（共和分）。
　　　つまり、単回帰のとき、共和分するためにはY・、X・の和分次数が同じでなければなら
　　　ない。
②重回帰の場合
Ytこβ正Xl，＋β2×2t＋Utのとき
））?（（
（3）
（4）
（5）
Yt，Xlt，X2t～1（0）ならばut～1（O）
Yt，～1（1）、Xlt、X2t～1（0）のとき、β圭Xlt＋β2×2tが1（1）と和分の次数を上げることはな
いから、Y，X1，X2は共和分しない。　　　　脚
Y、～1（0）、X1、、X2t～1（1）のとき、β1×1t＋β2×2tが1（0）ならばut～1（0）
Y、、X、t、X2t～1（1）のとき、Yt一β1×1t一β2×2、～1（0）ならばut～RO）
Yt～1（1）、Xlt～1（1）、X2、～1（2）のとき、βIXlt＋β2×2、が1（1）で共和分することはない。
従って、Y，Xl，X2は共和分しない。
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Yt二β1×1t＋β2×2t＋β3×3t＋utのとき
（6）　Y、～1（1）、X1、、X2、～1（1）、X3、～1（2）のとき、β1×1、＋β2×2、÷β3×3、は共和分しない。従
　　　って、長期的関係式としての意味のない式となる。
（7）　Y、～1（1）、X1、～1（1）、X2，、X3、～1（2）のとき、β2×2、＋β3×3，～1（1）ならば、Y、、β1Xl，、
　　　β2×2、＋β3×3、すべて1（1）となり、u、～1（O）となることはできる。
　結局、重回帰モデルにおいてUt～1（0）となるには、
・被説明変数の和分次数は、説明変数の和分の最大次数をこえることはできない。
・被説明変数の和分次数が説明変数の祁分の最大次数より低い時、この最大の和分の次数と同
じ次数をもつ説明変数は少なくとも二つなければならない。
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5．3単変量時系列モデル
　前節までで長期予測モデルの条件が、変数が定常であること、非定常であっても共和分する、
のいずれかであることが分かった。しかし、いつでも、これらの条件が満たされる変数を用い
たモデルを構築できるわけではない。本研究では、長期予測不可能である場合に短期から中期
まででは比較的よく機能するといわれている、時系列モデルを構築してみた。ここでいう時系
列モデルは自身の過去の値を含むモデルである。
　時系列モデルには大きく分けて①モデル内に含まれる時系列変数が1つのみの単変量時系列
モデル、②複数の時系列変数を含む多変量時系列モデルがある。ここ．では、単変量時系列モデ
ルについて説明する．
5．3．1　単変量時系列モデルの概略
主な単変量時系列モデルは以下に示すようなモデルである。
①ARモデル
　最も基本的な時系列モデルであるAR（p）モデルは、以下のように自己ラグ変数のみを用いて
表される。
yt＝φ1yt＿1＋φ2yt＿1。●o。φpyt－P＋Ut
　ここでy、は定常時系列データであり、更にu、はホワイト・ノイズと呼ばれる確率過程に従う。
特にAR（1）は、yt＝φly、、1＋u、となるが、これに適合する時系列データが比較的多いこともあり、
よく用いられるモデルである。
②MAモデル　　　　　　　　　　　　　　　　　　婦
　次にMA（q〉は、一般に過去のホワイト・ノイズのみを用いて表される。
yt＝Ut一θ1Ut一θ2Ut一…一θqUt－q
ここでもARモデル同様、Utはホワイト・ノイズである。
③ARMAモデル
　ARMA（p，q）モデルは、ARモデルとMAモデルを組み合わせた以下の式で表される。
yt＝φ1yt＿1＋φ2yt＿1・o”φPyt＿P＋Ut一θ1Ut一θ2Ut‘●’。一θqUt－q
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　ARMAモデルの特長は、比較的低い次数のp，qによってかなり複雑な確率過程を説明できる点
にあるとされる。
④ARIMAモデル
　ARMAモデルの変形バージョンとして、ARIMAモデルがある。元の時系列データについてd回
階差（y、一y、1等）をとった後の定常系列をAR甑（p，q）で表すとき、これをARIMA（p，d，q〉モデルと呼
ぶ。従って、AR（p）モデルは、ARIMA（p，0，0）モデル、MA（q）モデルはARIMA（O，0，q）、さらに
ARMA（p，q）モデルはARIMA（p，0，q）に該当する。
5、3．2モデルの同定と推定
　ARIMAモデルの同定と推定は、BOX－JENKINS法で行う。まず対象時系列データを定常化した上
で、自己相関関数（ACF）および偏自己相関関数（PACF）の形状から視覚的に判断して次数を決定
する。BOX－JENKINS法は、より良いモデル構築がされるまで何度も階数、次数を変えてゆく手
法である。推計のフローを図5，3．2．1に示す。表5．3，2．1は、次数の低いARIMAモデルについて、
ACFとPACFの形状の特徴をまとめたものである。なおACFやPACFの形状をみても明確に次数を同
定しかねる場合などに、類似の多くのARIMA（p，d，q）モデルを比較したいとき、その都度、自己
相関係数や偏自己相関係数の形状を確かめつつも、多変量時系列モデル同様AICあるいはSBIC
によって次数を決定するという方法が山本（1988）で提案されている。AIC及びSBICは、以下の
ように定義される。各モデルについてAIC及びSBICを求め、もっとも値が小さくなるモデルを
選択すればよい。
AIC＝（サンフ。ル期間数）・log（誤差項分散の最尤推計量）＋2・（パラメータ数＋1）
SBIC＝一2・log（誤差項分散の最尤推計量）＋（パラメータ数）・log（サンフ。1レ期関数）
　AR（1）
　AR（2）
　AR（P）
　MA（1〉
　MA（2）
　MA〈q〉
ARMA（1，1〉
ARMA（P，q）
　モデル
表5－3－2－15種のモデルの自己相関と偏自己相関
ACF
書旨数的、ある丸電ま振動】し有：か》うΣ霞少
指数的、ある」臆サイン曲纐領ご哀少
指鼓的、ある岡まサイン曲線師ゴ成少
　　　θk＝Ok＞1
　　　θk＝Ok〉2
　　　θk＝Ok＞q
　澱衰、ラグ1カリう指数的に減少
qっラグの後滅衰、q－pラグの後擶鼓か、ま加まサイン曲線的に減少
　　　　　　φkk＝Ok＞1
　　　　　　φkk20k〉2　　　　　　φkk；Ok〉P
　　　　　　減衰する指数曲線
　　　　減衰する指数、ある㌧｝まサイン曲線
　　　減衰する指数、あ瓢1まサイン曲線の混含
　　　　澱衰、ラグ1カリう指納こ減少
q－pラグの緩減衰、qっラグの後指数か、またはサイン曲線醐ご成少
　　　　　　　PACF
資料＝TSPによる経済データの分析174頁
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ステップ1階差系列が次のようになる階差dを選択する（「定常化」）
（本研究ではこれを単位根検定で行う。）
1．一定値の上下を変動する
2．時間に無関係の分散を有する
3．時間に無関係の自己共分散を有する
↓
ステップ2　階差系列は純粋のAR過程か、あるいは純粋のMA過程か？
十
ACFがqより大きなラグ以降
切断されているか？ YES　一〉
そのモデルは
IMA（0，d，q）である
十N・
PACF（偏自己相関関数）がp
より大きなラグ以降切断され
ているか？
YES　一レ
そのモデルは
ARI（p，d，0）である
十N・
ACFとPACFの両方が徐々に消滅するので、そのモデルはARIMA（p，d，q）であ
る。pとqを同定するためには、ステップ3を検討する。
十
ステップ3ACFのどれだけの項が異常であるか（すなわち、指数的減少と減
衰的サイン曲線との混合でないか）？ACFにおける異常項の数は
碇pである。PACFにおける異常項の数はp・qである。
図5．3．2．l　AR糊A（O，p，q）の同定と推定
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5．3．3単変量時系列モデルの問題点
単変量時系列モデルの間題点を以下の2つのように整理した。
　①長期的な予測には向かない
　一般的に単変量のARIMA（P，d，q）モデルは、おおよそ目次から月次までの予測をする際には比
較的有用であると考えられるものの、他の変数が大きく変化しうる長期の四半期の予測などに
ついては手段として問題があると言える。
　②モデルの同定で恣意性がある
　ARIMAの次数の決定においてBOX－JENKINS法では、ACFやPACFを見て判断するが、必ずしも正
しい次数を決定できるわけではない。いくつかモデル次数の候補を決めた後、AICやSBICを用
いて、その値が最小になるものを選択するという方法もある。しかし、必ずしも正しいとは言
えず、～の基準による決定は責任回避の手段ともいえなくもない。
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5．4　多変量時系列モデル（VARモデル）
　多変量時系列モデルは、VAR（Vector　Auto　Regressive）モデルとも呼ぶ。このモデルはどう
時点とラグ付の外生変数もシステムに含むことができる。この型の同時方程式モデル化は計量
経済学の分野ではSIMS（1980〉によって導入され、現在小規模から中規模のマクロ計量経済モデ
ルで、特に予測の面で広く使用されている。従ってVARモデルは、本論文3章2節でも指摘され
ている、GDPの内生化を行うこともできる可能性を持つ。また、VARモデルから2変数のモデル
である場合に、どちらが先決変数なのかを検定するグランジャーの因果性検定を導くことがで
きる。
　5．4．1ではVARモデルの概略について説明し、5．4．2でVARモデルの同定の仕方について説明す
る。5．4。3ではグランジャーの因果性について説明する。
5．4．1VARモデルの概略
　VARモデルは、内生変数ベクトルをそれ自身と互いのラグ付きの値の線形関数として表す多
変量時系列モデルである。ここでの説明は基本的にTSPによる経済データの分析による。ここ
で所得Yと消費Cに関するVARモデルの具体例を取り上げ、モデルの概要をみておく。
　今期の消費C、は、今期の所得Y、と、習慣形成の意映で前期の消費C、、1に依存すると仮定する．
すなわち、
Ct＝a＋b・Yt＋C・Ct一1＋Ut
とする。次に、今期の所得Y、は1期前の所得Y，．1と、消費が経済を刺激し所得を増加させる効果
により前期の消費C、．1に依存すると考える。すなわち、
Yt＝α＋β・Yt冒1＋γ。Ct暫1＋Vt
である。この2式を変形し、先決変数であるラグ付き変数を説明変数とし、今期の変数を被説
明変数とする誘導形にすることが可能である。すなわち、
Ct＝π11＋π12・Ct－1＋π13・Yt－1＋wlt
Yt＝π21＋π22・Ct＝と＋π23’Yt－1＋w2t
となる。これは1次のVARモデルである。p期のラグを持つVARモデルをVAR（p）と表すが、その
一般形は以下の通りである。
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Xt＝m＋n1。Xt－1＋n2。Xt－2＋・・。＋np・Xt＿P＋ut
（X，：内生変数ベクトル、m：定数項ベクトル、n，：パラメータ行列、u，：誤差項ベクトル）
　通常VARモデルは、上記の例のように内生変数のみで構築されるモデルだが、外生変数も組
み込むことができる。
5．4．2VARモデルの同定
　通常VARモデルにおけるモデルの同定は、AICやSBICといった情報量基準によって行う。つま
りラグが1期のVARモデルをVAR（1）と書いたとき、例えばVAR（1）、VAR（2〉、VAR（3）のうちいずれ
をモデルとして選択するか判断する際に、AICやSBICが最小となるモデルを選ぶ。
5．4。3グランジヤー因果性
　定式化に関する1つの重要な問題として、一方の変数が他方の変数と因果関係があるかどう
かという事がある。この問題に答えるためにGranger（1969）は、グランジャー因果として知ら
れるようになった因果性の概念を導いている。大雑把に言えば、もしy2tに関する過去の情報が
y1、の予測を改良するのに役立つならば、変数yl、はy2tのグランジャーの意味で原因になっている
という。VARモデルに関しては、これは簡単にテストすることができる。たとえば①で、もし
π13ニ0ならばそのときに限りy2はy1のグランジャーの意味で原因になっていない。次のVAR（2）
モデルを考えたときには
yt＝π11＋π生2y1，t－1＋箱3yl，8＋π14y1，t－2＋π15y1，t－2＋Vlt ①
π13ニπ15＝0のときのみy2はy1のグランジャー因果ではない。言い換えれば、y2のラグ付きの値が
y1の誘導型方程式に現れていなければ、そのときに限りy2はy1とグランジャー因果ではない。
　さてこのようなグランジャー因果性のテストは、次のようにして行うことができる。
ytニ（ylt，y2tアは定常で、正規分布に従う2変量VAR（p）プロセスによって生成され、
［凱ト圏＋臣需1［鍔二］＋…＋臣畿］［鍔二］＋［矧 ②
さらにy、はすべての関連する情報を含んでいると仮定する。もし
π12，1＝π12，2’。●＝π12，Pニ0 ③
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であれば、y2はy1のグランジャー因果ではないことを示すことができる。次に、もし
π21，1＝π12，2…；π12，P；0
であればy1はy2のグランジャー因果ではない。言い換えると、もしy2が②の最初（y圭）の方程式に
現れなければ、y2はy1のグランジャー因果ではない。そしてylがシステムの2番目の方程式に
現れていなければ、ylはy2のグランジャー因果ではない。したがって、グランジャーの意味で
の因果性がないという仮説検定は、VAR（P）の係数にゼロ制約をおくことによって行う。帰無仮
説③はy2からy1へのグランジャー因果がないという帰無仮説と同じである。この帰無仮説は、
次の検定統計量に基づくF検定を用いて検定する事ができる。
λ＝（R皿一u蜘）／ρ
UgSR／（T－2p－1）
　ここでRSSR（制約なし残差平方和）とUSSR（制約付残差平方和）はそれぞれ、②の最初の方程式
に③の制約をつけた場合とっけない場合の最小二乗推定によって得られた残差平方和である。
帰無仮説が正しければ、統計量λは近似的に自由度（P，T－2P－1）（P：ラグの数、T：期間）のF分布
に従うと考えられる。
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5．5　構造変化検定
5．5．1　構造変化検定の概略
　回帰において構造変化を考慮する場合、ダミー変数を入れたり、構造変化したと思われる時
点から再度回帰を行うといったことがなされてきた。いずれにせよ、構造変化する時点が、既
知である仮定で行われている。ここでは、構造変化点を定量的に求める手法であるCUSUMテス
トとCUSUMSQテストを説明する。
5、5．2　逐次推定と構造安定性
　回帰パラメータのシフトがいつ何回おこっているのか分からない場合を考える。モデルの安
定性を考える上で逐次推定というものがある。逐次推定は、同じモデルで1期づつデータ期間
を増やしながら、繰り返しOLSを行って毎期の推定値を得る方法である。
　ここでy、はyのt番目の要素を表し、x、がxのt行のベクトルを表すとし、X、とY，をそれ
ぞれt番目までの行と要素からなる行列とすると
ハ
β、ニ（xlX、）一1（x渚）
と表すことが出来る。yl，y2，・…　　，yt．1の観測値に基づいたy、の予測値は
ハ　　　　　　　　　ハ
yT＝x’β～一1
で得られる。様々なデータセットから、一定のβの変動する推定値を導いていることになる。
　　　　　　　　　　　　　　　　　　バもしモデルが構造的に安定しているなら、β∫の時間を通じての変動は小さく、ランダムにな
　　　　　　ムる。そこで、β、の突然の大きな変化は、構造変化の期問であることを示唆している。
　この逐次推定から、逐次残差（recursive　residuals）を次のように定義することができる。
　　　　　　ハVT＝ア∫一X，β∫一l　　t＝K＋1，・…　T
これは、OLS推定で得られた一期先予測誤差に一致する。回帰係数βが一定でu、～N（0，σ2）で
あるという帰無仮説の下で、v、～N（0，σ2d2，）である。ここで
4－1＋・μ訊、以ア
そしてxl、1＝（Xl，…　　，X、．1）である。さらに・橡準化逐次誤差を次のように定義できる・
w～ニvノ、ゴ’～N（0，σ2）
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　標準化逐次誤差はOLS残差と同じ分布に従うが、多くの利点がある。第一に、OLS残差は（定
数項が回帰に含まれている場合）和がゼロになるという制約がある。そこで定義から、残差は
ゼロから全般的に大きく乖離しない。これは逐次残差の場合には、正しくなく、パラメータの
時間変化に何らかの特定化の誤りがあれば、ゼロからシステマティックな乖離傾向を示す。逐
次残差の2番目の重要な性質は
∬Rご＝SSR、一1＋w～
である。すなわち、1からtの期間におけるOLS推定の残差平方和は、1からt－1期までのOLS
推定の残差平方和と時間tの標準化逐次残差平方和の和である。
　逐次残差のこれらの性質の利点を考慮した二つのテストは、CUSUMテストとCUSUMSQテスト
である。逐次残差のCUSUMは、次のように定義される。
　　1　丁夙一7Σ殊
　　σε＝κ＋1
t＝K＋1，・・一・，T
でここ
〈2 　　1　　　T　　　一
σ一 　　　Σ（肱一w）2　　（T－K－1）、；κ＋1
そして
??????????????????
??
である。
　CUSUMテストは、残差の標準誤差で標準化した逐次残差である。残差が確率的なら、CUSUM
統計量はゼロに近いままとなる。ゼロからのシステマティックな乖離は特定化の誤りを示して
いる。モデルが正しくないと＋と一の逐次残差の数に大きな差が出てくる。この累積効果は、
Wtが水平軸からそれていく傾向を示している。Wt；0の上下に対称に引いた2本の線は、水平
軸からの乖離が有意か否かを評価するのに用いる。この線は、上下どちらか一方、あるいは両
方と交わる確率が有意水準と等しくなるように、次の様にして決められる。
死一± 雇＋2 ）／一…・」
aは5％有意水準のとき0．948であり、10％のとき0．850となる。
　CUSUMSQは、次の数値をプロットしたものである。
?ー?????????＝剛 t；K＋1，6。…　ラT
57
　CUSUMSQ統計量は、全期間での残差平方和で標準化した逐次残差平方和であるから、丁期
ではWWT＝1になる。モデルが正しいと、WWtは平均が（t－K）／（T－K）のベータ分布に従う。この
プロットで各平均値と平行に
卿Vご＝±Co＋（1一κ）／（T－K）
の2本の線を引いて、どちらかの線と交わったら、正しい特定化という帰無仮説を棄却する。
Coの値はHoの下でどちらかの線と交差する確率が有意水準と等しいところで決められ、この
値は数表化されている（Durbin，J（1969））。
これらの両方のテストはcuSuM（累積和：w）あるいはCUSuMSQ（累積平方和：ww）統計量を
時間に対してプロットした形で一般に使われ、その臨海値はHarvey（1981）が与えている。一般
には、テストの検出力はかなり低いとされており、参考的な診断としてのみ使われることが多
い。
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5．6　系列相関のあるモデルの推定法
　系列相関の検出されるモデルは、変数選択や関数形について何らかの誤りのあることが多い。
しかし、モデルの特定化に完全を期すことが困難な場合も多い。この場合、誤差項に系列相関
の存在をあらかじめ仮定してモデルで推定することになる。本研究で用いたソフトTSPでは、
誤差項に1次の系列相関のあるモデルを推定する方法が利用できる。それを次のモデルで説明
する。
5．6．1　M　L法による系列相関の考慮
　誤差項に一階の自己相関があるときのもう一つのパラメータ推定法として、ML法がある。ML
法にもいくつかの種類があり、本節で説明するBeach　and　MacKinnon（1978）によるML法と本研
究で用いたTSPのアルゴリズムは若干異なると考えられるが、Beach　and　MacKinnon（1978）に
よるML法について説明する。
Yt二α＋βXt＋Ut
Ut＝ρUt十εt
εt～NID（0，σ2ε）
に従っているとき、対数尤度関数は次式で与えられる。
　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　2n n　　　　　l　　 l n1・9五一一一1・92π一一1・9σ2・＋一1・9（1一ρ2）一　2Σ（｝ず一αC’一βX1）
　　　　222　2σ、，＝1
α、βに初期値として適当な推定値を与えると、この所与のα、βに対して誤差
①
②
At＝Yt一α一βXt、　t＝1，…　　，n
が得られる。このAtを用いて
　　　　　　　　　　カΣ（ど一αC’一βX♪）一P－2ρ9＋（1＋ρ2）R
’＝i
と表すことができる。
59
ここで、
P＝オ21＋オ2．
　　カ9一Σオ、オ，．1　　　　　　　　　　　　　　　　　　　　　　③
　　’＝2
　　カヨR一Σオ2」
　　俘2
である。
このとき②は次のように表すことができる。
　　　　n　　　　n　　　　l　　　　　　　llog五二一一log2π一一10gσ～＋一10g（1一ρ2）一石［P－2ρg＋（1＋ρ2）R］④
　　　　2　　　　2　　　　2　　　　　　2σ　　　　　　　　　　　　　　　　　　　　　　ε
　α、βは所与であるから、④式はσ2とρは
　　　　　　　　　　　　　　　　ε
∂logL＝0
　∂o子
∂10g五
　　　二〇　∂P
の解として得られる。上記の必要条件から所与のα、βに対するσ～、およびρの推定量として
く2 1　　　〈　　　　　八σ、＝一［P－2ρ9＋（1＋ρ2）Rヨ　　　　　　　　　　　　。　⑤
　　n
〈　〈　　〈　　　　　　　　　　　　　　　　　　　　　　　　　　　　　⑥ρ3＋αρ2植ρ＋伊0
　　　（n－2）9
αニー　　　（n－1）R
　　　（n＋1）R＋Pわ＝一
　　　　（n－1）R
　　　ng
o＝　　（n－1）R
　　　　　　　　　　　　〈が得られる。⑥式から3個の0が得られるが、この式においては3個とも実根であり、1つの
　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　く根のみが安定条件1ρ1＜1を満たすことがわかっている。この安定条件を満たす根のみをρ
と表すことにする。
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　結局、Beach　and　MacKinnonによるML法は次のようにしてパラメータ推定が行われる。
LY、＝α＋βX、＋u、に通常のOLSを適用し、残差からρの推定値ρを求める。ρの求め方は、
初期値であるから、何でもよいがOLSで推定する。
2．ρを用いてα、βの2SPWによる推定値α＊、β＊を求める。
3．α＊、β＊を所与として、誤差、At＝Yt一α＊一β＊Xt，t＝1，…，鷺
　　を計算する。　　　　　　　　　　　　　　　　　　　　　　　　　　　　　～
4．③式によりP，Q，Rを求め、⑥式の係数a，b，cを求め、⑥式の安定条件を満たす根ρ　を
　　計算する。
5．収束チェック
　　ρ一ρ　　　～　≦ε、ε＝0．00001
　　　ρ
を行う。
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6．全国交通需要予測モデルの改善
　3章で全国交通需要予測モデル推計上の課題が整理された。本章では、その課題の中でも①
長期需要予測モデルの妥当性の統計的判断、②外生変数を用いない予測モデルの推計、③見せ
かけの回帰を防ぐモデル推計について検討していく。
　本章の中で課題①への対応を6．1及び6，2で検討した。具体的には、6．1で単位根検定を行
うモデルとデータについて説明する。また、データをグラフ化し何回の階差で定常となるのか
の目安をつける。6．2では、単位根検定を行う。ここで、非定常との結果が得られると、基本
的には長期予測不可能となる。非定常との結果が得られたとしても、共和分すれば長期予測可
能となるが、結果を先んじて述べれば共和分の条件を満たす変数はなかった。
　課題②への対応を6。3と6。4で検討した。具体的には、6．3でARモデル、6．4でVARモデ
ルによる予測モデルの構築を行う。6．2で得た和分字数を用いてデータを定常化すると、長期
予測は不可能であるものの、短期予測手法であるARやVARを構築できる可能性があるので
モデル推計を行った。
　6．5では、グランジャーの因果性について説明する。この因果性を検定すると、2変数のど
ちらが先行指数になっているのかを統計的に判断することができる。ここでの分析は、予測モ
デル構築に直接関係しないが分析を行った。
　課題③への対応を6．6で検討した。6．6では、厳密にデータの定常性を確保した上での長期
予測が困難であることから、構造変化と系列相関にそれぞれ対処することで、長期予測として
次善の策を考えた。
　本章では、単位根検定をはじめとした計量経済学の各種手法を用いているが、これら各種手
法同士の関係は分かりにくい。そこでそれら各種手法の関係とフローを示す。図6・1に定常性
を確保した上でのモデル推計手順、図6・2に非定常時、または共和分しない時の長期予測モデ
ルの推計手順を示す。
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Xt，Yt
1）和分の検定
乱 ，．’
Xt～1（0），Yt～1（0） Xt～1（d），Yt～1（d） Xt～1（b），Yt～1（c）
　　（b≠c）
2）共和分の検定
．7
共和分の検定結果
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　（d＝b）
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明可能
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築
E　CMの構築 変数の再検討
Grangerの意味
因果がある
Grangerの意味
因果がない
モデル式の採用
短期・中期モデル〉
図6－1　定常性を確保した上でのモデル推計手順
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　　　非定常or共和分しない
　　　　　　　　　　　　　　CU　SUMテスト
　　　　　　　　　　　　　　CUSUMSQテスト変数の再検討
　　　　　　　　　　　構造変化点を求める
構造変化点から回帰 ダミー変数で構造変化
を考慮
　　　　　　　　　　　　　　　　　　　　　　　　　　　　ML法
　　　　　　系列相関の問題がある　　　　　系列相関の問題がない
　　　　　　AR1の存在を仮定し
　　　　　　たモデルを解く
　　　　　　　　　　　　　　　　　　　ML法
系列相関の問題がある　　　　系列相関の問題がない
　　　　　　　　　　　　　　　　　　　　長期モデル式として採用
　　図6－2　共和分しない時の長期予測モデル推計手順
　　　　　　　　　　　65
6．1単位根検定の対象としたモデルとデータ
　本研究では、国土交通省道路局の「交通需要推計」と財団法人運輸政策研究機構のr21世紀
初頭のわが国の交通需要」で推計されたモデルのデータに対する単位根検定を行った。単位根
検定は、連続した時系列データの時のみできるので、対象となるモデルのデータのみ検定をし
た。対象としたモデルは①から⑤である。
　単位根検定を行う前に、データをグラフ化した。単位根検定を行う場合、通常、分散安定化
のために対数をとるので本研究でもすべての変数に対数をとることにする。何回階差をとれば
定常となっているかの見方は時間とともに期待値が変化しない、時間とともに分散が大きくな
っていない、の2点である。
　図1～図38よりすべての変数は、単位根をもち、1回の階差をとることでほとんど定常化し、
一部の変数で2回の階差をとる必要があるように見える。
【交通需要推計モデル】
①貨物車平均積載トン数モデル（営業用普通貨物車を除く）
ln（Yt）＝α→一βT
Y：貨物車平均積載トン数（トン／台）
T：西暦年（1980年～1999年）
②乗用車保有率モデル
Yi＝α＋β・ln（LPOPi／POpi）
Yi　　　：地域iの世帯あたり保有台数
LPOPi　：地域iの免許保有者数
POPi　：地域iの人口
③一台あたり年間輸送トン数モデル
Y1＝α1＋β1・Tl
Yl：車種業態1の1台当り年間輸送トン数
　　（車種業態：自家用普通貨物車、営業用小型貨物車、
T　：西暦年（1980年～1999年）
自家用小型貨物車）
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【21世紀初頭のわが国の交通需要】
全国輸出入量モデルー国際貨物需要予測
④輸出貨物量モデル
lnYt二α1＋α2・lnGDPt＋α3。lnERt＋α4。DMYt
Y、　　：t年度の全国全品目輸出量（トン）（繰越貨物を含む）
GDP、　：t年度の国内総生産（10億円）
ERt　　lt年度の為替レート（円／ドル、インターバンク相場）
DMYt　　：年度（1986～1988年度＝1）
T　　　：年度（t＝1979～1996）
⑤輸入貨物量モデル
lnYt＝α1＋α2・lnGDPt＋α3・lnERt＋α4・DMYt
Y、　　：t年度の全国全品目輸出量（トン）（繰越貨物を含む）
GDP、　：t年度の国内総生産（10億円）
ERt　　：t年度の為替レート（円／ドル、インターバンク相場）
DMYt　：年度（1986～1988年度＝1）
T　　　：年度（t＝1979～1996）
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6．2単位根検定
　6．1での分析からrデータを定常にするためには、何回の階差をとるべきか」の目安がっい
た。本節では、定量的に定常性を把握するために単位根検定を行い、何回の階差（和分）をとれ
ばよいのかを計算してみる。単位根検定の手法には、DF（Dickey　Fuller〉とADF（Augmented
Dickey　Fuller）およびPP（Phillip　Peason）を使った。
　単位根検定における一つの重要な要素にラグ次数の決定がある。ラグ次数の決定手法に絶対
的なものはなく、多くの経済学の論文ではAICやSBICといった情報量基準を用いてラグ次数
を決定している。しかし本研究で対象としたデータは、小標本であることからこれを考慮する
ために、年次データの単位根検定を行っている先行研究に習い、ラグ次数を1と仮定すること
にした。（1）
　単位根検定の結果、全ての変数は単位根を持つ可能性がある（表6－2．1～表6－2．16）。レベル
変数でADFを用いて1％水準で単位根があるとの帰無仮説を棄却できる変数がある。すなわち、
定常と診断しうる変数がある。しかし、図6．L1～図6．L38のグラフを見ていると明らかに定
常とは言い難い。これは、小標本であるが故のADFの単位根検出力の弱さに原因があると考え
られる。
　本研究では、こういった単位根の検出力の弱さを考慮して、グラフから見て、明らかに定常
となっていない場合に限り、ADFとPPの両方で5％有意水準で棄却できた場合に定常と判断す
ることにする。
　結果として本研究では、世帯あたり乗用車保有台数、人口あたり免許保有台数、実質GDP、
輸入量が2回の階差をとることで定常になりその他の変数については1回の階差をとることで
定常となった。
　通常、各変数が非定常と診断された場合、長期予測の変数として使うことはできないが、特
殊な場合として共和分がある。これは、各変数が非定常であっても線形結合したときの誤差項
が定常であるときには、そのモデルが長期的に安定することを示す。このときの条件は、各々
の変数がすべて1（1）であることが前提となる。しかし、本研究で検定した変数は、モデルの両
辺が全て1（1）でない。従って、これらの変数を用いた長期予測は不可能であるとの結果にな
った。他の定常な変数を用いる、あるいは共和分する毛デルを構築する必要があるが、マクロ
レベルの需要予測では、他の変数を用いることはデータ制約上困難である。
　従って、以降の節では、単位根検定の結果からデータを定常にし、ARやVARを用いた短期か
ら中期の予測モデル構築を試みる。また、単位根があると長期予測をすることが不可能である
が、なんらかの方法で長期予測しなければならない場合がある。そこで根本的に非定常性であ
る可能性を排除できないが、誤差項にARlを仮定してモデル推計する方法や構造変化を定量的
に判断する方法を試行し、長期モデルとしての次善の策を考えることにした。
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【単位根検定】、
＊　有意水準10％で帰無仮説を棄却
＊＊　有意水準5％で帰無仮説を棄却
＊＊＊　有意水準1％で帰無仮説を棄却
表6－2－1自家用小型平均積載トン数 表6－2－2営業用普通平均積載トン数
法 定　　　り・トレンド項なし 定数項　り・トレンド　　り 手法 り・トレンド　なし 定　　　り・トレンド項　り
レベル
DF
レベル
DF
ADF（1） ADF（1）
PP（1） PP（1〉
階差1
DF ＊＊＊ ＊＊＊
階差1
DF ＊＊＊ ＊＊＊
ADF（≦） 料 ADF（1） ＊＊ ＊
PP（1） ＊＊＊ 緋 PP（1） 林 ＊
表6－2－3営業用小型平均積載トン数 表6－2－4自家用普通平均積載トン数
手法 定　　　り・トレンド項なし 定　　　り・トレンド項あり 手法 定数項あり・トレンド項なし 定数項あり・トレンド項あり
レベル
DF
レベル
DF
ADF（1） ADF（1） 緋
PP（1） PP（1）
階差1
DF ＊＊＊ ＊＊＊
階差1
DF
ADF（1） ＊＊ ＊ ADF（1） 榊 ＊PP（1） 料 ＊ PP（1）
階差2
DF ＊＊＊ 料
ADF（1） 緋 ＊
PP（蓬〉 牌
表6－2－5営業用普通貨物車一台あたり平均年間輸送トン数　　表6－2－6自家用貨物車一台あたり平均年間輸送トン数
手法 定　項あり・トレンド　なし 定　項あり・トレンド　　り 手法 定　項あり・トレンド項なし 定数項あり・トレンド項あり
DF
レベル
DF ＊＊＊
レベル　ADF（1） ADF（1）
PP（1） PP（1）
DF ＊＊＊ ＊＊＊
階差1
DF ＊＊＊ ＊＊＊
階差1　ADF（1） ＊＊＊ ＊＊＊ ADF（1） 料
PP（1） 料 ＊ PP（1） 料
表6－2－7営業用小型貨物車一台当り平均年間輸送トン数　　表6－2－8自家用小型貨物車一台当り平均年間輸送トン数
手法 項あり・トレンド項なし 定 り・トレンド項あり 法 り・トレンド項なし 定 り・トレンド り
レベル
DF ＊
レベル
DF
ADF（1） ＊＊＊ ADF（1）
PP（1） PP（1）
階差1
DF ＊＊＊ ＊＊＊
階差1
DF 料＊ ＊＊＊
ADF（1） ＊＊＊ ＊＊ ADF（1） 料
PP（1） ＊＊＊ ＊　＊ PP（1） ＊＊＊ 料
表6－2－9世帯あたり乗用車保有台数 表6－2－10人口あたり免許保有者数
手法 定数項あり・トレンド項なし 定数項あり・トレンド項あり 手法 定　　　り・トレンド　なし 項　り・トレンド　　り
レベル
DF
レベル
DF ＊＊＊
ADF（1） ＊＊＊ ・ADF（1） ＊＊＊
PP（1） PP（1）
階差1
DF ＊＊＊
階差1
DF ＊＊＊
ADF（1） ADF（1） ＊＊
PP（1） PP（1） ＊
階差2
DF ＊＊＊ ＊宰＊
階差2
DF ＊＊＊ ＊＊＊
ADF（1） ＊＊＊ 将 ADF（1） ＊＊＊ ＊＊＊
PP（1） ＊＊＊ ＊ PP（1） ＊＊＊ ＊＊
表6－2刊1世帯あたり乗用車保有台数（全国） 表6－2－12人ロあたり免許保有者数（全国）
手法 定　項あり・トレンド　なし 定　項あり・トレンド　　り 手法 定　　　り・トレンド　なし り・トレンド　あり
レベル
DF 緋＊ レベル
DF ＊＊＊
ADF（1） ADF（1） ＊＊
PP（1〉 PP（1）
階差1
DF ＊＊＊ 料＊ 階差1
DF ＊
ADF（1） ＊＊＊ 料 ADF（1） ＊
PP（1） ＊＊＊ 牌 PP（1）
階差2
DF ＊＊＊ ＊＊＊
ADF（1） ＊＊
PP（1） ＊＊＊ ＊＊
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表6－2－13実質GDP
手法 定数項あり・トレンド項なし 定数項あり小レンド項あり
レベル
DF
ADF（1）
PP（1）
階差1
DF
ADF（1）
PP（1）
階差2
DF 将
ADF（1） 聯
PP（1〉 料
表6－2－14為替レート
手法 定数項あり・トレンド項なし 定数項あり・トレンド項あり
レベル
DF
ADF（1） ＊
PP（1）
階差1
DF
ADF（1） ＊
PP（1）
階差2
DF ＊＊＊ ＊＊＊
ADF（1） ＊＊ ＊
PP（1） ＊＊
表6－2－15輸出量
手法 定　　　り・トレンド項なし 定　　　り・トレンド　　り
DF
レベル　ADF（1〉
PP（1）
DF ＊＊＊ ＊
階差1　ADF（1） ＊＊ ＊
PP（1〉 林
表6－2－16輸入量
手法 定　　あり・トレンド項なし 定　　　り・トレンド項あり
レベル
DF
ADF（1）
PP（1）
階差1
DF 継
ADF（1）
PP（1） ＊
階差2
DF ＊＊＊ ＊＊＊
ADF（1） 牌 ＊
PP（1） 料 ＊
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6．3　ARモデル
　ARモデル（自己回帰モデル）の名の通り説明変数に自分自身の過去の値を用いたモデルであ
る。短期的にはよく機能すると言われている。ここでの目的は、長期予測であるからここの分
析には意味がないが、データの定常性を確保した上では長期予測は不可能であるから、短期予
測モデルを構築してみることとした。
　本研究では、Box－Jenkinsの方法によりARモデルを構築した。これは、モデルの定式化（同
定）、推定、モデルチェック（診断）のステップを繰り返し、最後に予測を行うものである。
　交通需要推計の貨物モデルの中で営業用普通貨物車一台あたり年間輸送トン数モデルにAR
モデルを適用してみる。ここで、良好なモデルが得られれば数年先までの予測を、単純なトレ
ンドモデルによらずに構築することができる。
　対象とするモデルの目的は、将来の一台当り年間輸送トン数を求め別途推計された将来の年
間輸送トン数で除することで貨物車保有台数を求めることである。トレンドに回帰する一台あ
たり年間輸送トン数モデルを推計すると表6－3－1のようになる。DW比から系列相関の可能性が
あり、決定係数が高いことから、見せかけの回帰が疑われる。6，2で明らかになった通り、一
台当り年間輸送トン数は、単位根があり1階の階差をとる必要がある。従って、定常化した上
で短期モデルであるARモデルを構築する。
表6－3－1通常のOLSによる予測
α β R2 DW
普通貨物車（普通用） パラメータ 8，025 一〇．104 0，789 1，511t値 513．31 一8．218
6．3．1ARモデルの同定
　ARモデルは定常であることを条件としているので、データに一回の階差と対数をとりモデル
の同定を行った。ARの次数は、コレログラムを作成し決定した。図6－3－Hと図6－3－1－2及び
表6－3－1－1とよりAR2以上のモデルとなることが予想される。
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　AR（1）
　AR（2）
　AR（P）
　MA（1）
　MA（2〉
　MA（q〉
ARMA（1，1〉
ARMA（p，q）
　モデル
表6－3－1－1モデル同定のための目安
ACF
　　　　指鼓的、あるいは振動しながら減少
　　　指数的、あるいはサイン曲線的こ減少
　　　指数的、あるいはサイン曲線制こ減少
　　　　　　　θk＝O　k＞1
　　　　　　　θk；O　k＞2
　　　　　　　θkニOk〉q　　　　減衰、ラグ1から指鼓的に減少
qっラグの後澱衰、qっラグの後指妻蜘、、ま掴まサイン曲線的に減少
　　　　　　　φkk＝Ok〉1
　　　　　　　φkk＝O　k〉2
　　　　　　　φkk＝Ok〉p　　　　　　減衰する指数曲線
　　　　減衰する指数、ある㌧臆サイン曲線
　　　減衰する指鼓、あるいはサイン曲線の混合
　　　　減衰、ラグ1から指鼓的に滅少
q－pラグの後減衰、q－pラグの後指数か、またはサイン曲線的に減少
　　　　　　　PAOF
6，3．2　ARモデルの推定
　ACFとPACFからARモデルの同定を試みたが、AR2以上であることのみしか確認できない。
このような場合、AICやSBICといった情報量基準を使って、モデルの情報量が最も多い次数に
同定する方法がある。ここでは、AICとSBICが最小の値をとるラグ次数を選択してモデルの同
定を行った。AR4となった。モデルの推計結果は、表6－3－2－1、表6－3－2－2のようになった。
表6－3－2－1推計されたARモデル
パラメータ　推定量　標準偏差　　t値
定数項
表6－3－2－2　自由度
琵正2みξ　，、 0．36
SBIC 一32．98
AIC 一35．34
表6－3－2－1を式で表すと、
階差（＝差分）・・・…　　X（t）；x（t）一x（t－1）
AR（4）・・・…　　X（t〉一定数＝a1｛X（t－1）一定数｝＋a2｛X（t－2）一定数／
　　　　　　　　　　　　　a3｛X（t－1）一定数｝＋a4｛X（t－2）一定数｝＋u（t）
なので
｛x（t）一x（t－1）｝＋0．315；一〇．478×［｛x（t－1）一x（t－2）｝＋0．315］
　　　　　　　　　一〇．626×［｛x（t－2）一x（t－3）／＋0。315］
　　　　　　　　　一〇．168×［｛x（t－3）一x（t－4）｝＋0，3f5］
　　　　　　　　　一〇．6．68×［｛x（t－4）一x（t－5）／＋0．315］
　　　　　　　　　＋u（t）
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6．3、3ARモデルの診断
　ARモデルでは、ホワイトノイズの仮定を判断するために、残差プロット（図6－3－3－1）と累
積ペリオドグラム・プロット（図6－3－3－2）を見る。通常、DW比などを用いてモデルのホワイ
トノイズを判断するが、ARモデルのように過去の値を説明変数に含むモデルでは、DW比を使
うことはできない。累積ペリオドグラム・プロットでは、もしホワイトノイズ系列ならば、10％
のKolmogorov－Smirnov　limitsの範囲内の45℃線上にプロットされる。図6－3－1と図6－3－2か
らモデルのホワイトノイズの仮定は満たされていることが分かる。
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ExpectedCPplottedWith（．）　ActualCPp［ottedWith（＊）
Band　（＋）　mARks　the　IO95　Ko　Imogorov－Smi　rnov　I　im　i　ts
　　　　O．00　　　　　　0履20　　　　　　0．40　　　　　　0巳60　　　　　　0．80　　　　　　1．00
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　19．001　　　　．★　　　　　　　　　　　十　　　　　　　　　　　　　　　　　　1
　　9．5012　十　1．★　　6．331　　　　　　　　　　　　　　．　★　　　　　　　　　　　　　　十　　　　　　　　　　　　　1　4．751　　十　　　　　　　　　　　　　　　　　　．　★　　　　　　　　　　　　 　　　十　　　　　　 　　　1
　　3．801　　　　　十　　　　　　　　　　　　　　　．★　　　　　　　　　　　　　　十　　　　1
　　3．17i　　　　　　　　　　　　　｛・　　　　　　　　　　　　　　　　　　　、　★　　　　　　　　　　　　　　　　　　1
　　2．711　　　　　　　　　　　　＋　　　　　　　　　　　　　．　　　★　　　　　　1
　　2．381　　　　　　　　　　　　　　　　　　十　　　　　　　　　　　　　　　、　　★　　　　1
　　2．111　　　　　　　　　　　　　　　　　　　　　十　　　　　　　　　　　　　　　2　　　i　．＊
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　　　　O．00　　　　　　0．20　　　　　　0．40　　　　　　0－60　　　　　　0．80　　　　　　1．00
　　　　　　　　　　　　図6－3－3－2累積ペリオドグラム・プロット
6．3、4　ARモデルの予測
　前節で推計したパラメータを使って予測を行った。ただしARモデルは、予測開始時期によ
って予測値が異なるという、回帰分析とは異なる欠点を持つ。従って、予測開始期問をいくつ
かずらしてみて、モデルの精度を確かめる必要がある。1990年を予測開始にして10年間の予
測を見ると、1996年を除いて実際のデータの変動をある程度予測できていることが分かる（図
6－3－4－1）。これは、1996年の時点で過去の自身の値では、説明しきれない要因（変数）がある
ことを示している。視点を変えて、1985年から10年間の予測を行ってみる（図6－3丁4－2）。実
際のデータの変動を予測できていない。
　さらに、1985年を予測開始として2005年までのARによる予測値と、回帰モデルによる予測
値を比較してみた（図6－3－4－3）。絶対平均予測誤差を比較すると、系列相関の可能性のある通
常の最小二乗法による回帰の方が小さくなった（表6－3－4－1）。また、短期的によく機能すると
言われているが、ここでは、短期的にも最小二乗法による方が、予測誤差が小さい。これらの
ことからも、営業用普通貨物車年間輸送トン数の推移は、自らの過去の値では説明しきれない
要因を含んでおり、ARモデルでは表現できないことが言える。
　ARモデルで仮によく予測しているモデルが得られたなら短期的に「当てる」場合に限り、予
測手法として一考の余地があるだろう。なぜ「当てる」なのかと言えば以下のような2つの理
由が考えられる。
①変数間の因果関係は考慮していない
②ラグ次数の同定で恣意性が残る
　一過去の値で現在（将来）を説明するモデノヒであるが、過去の値をどのくらいまでさかの
　ぼるべきか（ラグ次数をどのくらいとるべきか）の判断はAIC等の情報量基準ではなく、
　本来、交通や経済の理論から導かれるべきである
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図6－3－4－1　1990年から予測を開始した時の予測値と実績値
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図6－3－4－2　1985年から予測を開始した時の予測値と実績値
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表6－3－4－1ARモデルと回帰式の予測誤差
予測誤差（AR）予測誤差（回蜀式）
1985 0，000 0，007
1986 一〇．025 0，022
1987 一〇．064 0，051
1988 一〇．051 0，032
1989 一〇．040 0，013
1990 一〇．008 一〇．003
1991 0，023 一〇．029
1992 一〇．023 0，010
1993 一〇．037 0，026
1994 一〇．068 0，046
1995 一〇．043 0，021
1996 0，079 一〇．090
1997 一〇．026 0，009
1998 一〇．023 0，009
1999 0，022 一〇．037
絶対平均予測誤差 0，036 0，027
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6．4　VARによる予測
　本節では、VAR（Vector　Auto　Regressive）による予測を行う。VARは、小規模から中規模のマ
クロ計量経済モデルで、特に予測の面で広く使用されている。
　VARモデルの特徴は、通常の予測においては外生変数を別に予測する必要があるのに対して、
AR同様に外生変数を用いることなく予測できる点にある。ARと異なるのは、ARが過去の自ら
の値のみを使った予測であったのに対して、その他の変数の過去の値も使う点にある。
　他のVARの特徴として、様々な時系列的特性を導くことができる点にもある。計量経済学の
分野では、グランジャー（Granger）の因果性、インパルス応答関数、予測誤差の分散分解等を
用いて様々な分析が行われている。本研究では、r一方の変数が他方の変数と因果関係がある
かどうか」を検定することができるグランジャーの因果性の検定を行ってみた。
　対象は、乗用車保有率モデル（東京大阪）である。
6．4、I　VARモデルの同定
　ARモデルと同様にVARモデルでもラグ次数の取り方が問題となる。本研究では、AICとSBIC
が最小となるラグ次数に決定する。しばしばAICでは、ラグ次数を多めにとり、SBICではラグ
次数を小さくとることが言われているが、本研究ではどちらの情報量基準でも同じラグ次数4
が選択された。ここでは、ラグ次数を4まで取りAIC及びSBICが最小値を取る次数を選択し
た。
6．4、2　VARモデルの推定
　東京・大阪の乗用車保有率モデルをVARモデルで推計した。ラグ次数は、AICおよびSBICと
もに4となった（表6－4－2－1）。世帯当り保有台数、人口当たり免許保有台数は単位根検定の結
果から、2回の階差をとる。
　VARモデルの推定結果は、表6－4－2－2、表6－4－2－3の通りである。過去の値にt値では有意
となっていないものが含まれる結果となった。・なおここでZは、東京・大阪の世帯当り保有台
数を表しKは、東京・大阪の人口当たり免許保有台数を示している。
表6－4－2－1　ラグ次数
一101．373
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表6－4－2－2　独立変数を∠12東京・大阪の世帯当り保有台数とした時のパラメータ推定結果
標準誤差　t値 P値
表6－4－2－3　独立変数を∠2東京・大阪の世帯当り保有台数とした時のパラメータ推定結果
推定量　標準誤差　　t値
6．4．3　VARモデルの予測
　東京・大阪モデルでの予測結果は図6－4－3級のようになった。定数項を含む単純な回帰式の
パラメータも推定した（表6－4－3－11、表6－4－3－12）。回帰式では、DW比から見せかけの相関が
疑われる。
　さて、図6－4－3－1を見ると回帰式に比べてVARがよく機能していることが分かる。絶対平均
予測誤差からもよく機能していることが分かる（表6」4－3－13）。
　一方で、人口当たり免許保有台数を独立変数としているモデルを見ると、あまりあてはまり
が良くない。
　ここで、独立変数を世帯当り保有台数、人口当たり免許保有台数にした両方のモデルの予測パ
フォーマンスがよければ、世帯当り保有台数、人口当たり免許保有台数両方の将来予測値を出
すことができる。しかし、ここでは、人口当たり免許保有台数を独立変数にしたモデルが、過大推計
になっているため、将来の予測をすることは困難であった。
予測された値を見る限り、世帯当り保有台数←人口当たり免許保有台数は成立するものの、逆の
流れは成立していないように見える。これを定量的に診断する方法がグランジャーの因果性テ
ストである。これを次節で説明する。
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表6－4－3－11交通需要推計の乗用車保有率モデル（東京・大阪）パラメータ　　表6－4－3－12決定係数とDW比
　　　　　　の　　　　　　　　　　旦　　t　　　P　　　　　　　正沈み莞　、、　0。978
　　　　　　　　項
東京・大阪の人口当たり免許保有台数
0．208
0．918
7．733　　　0．000
29．397　　　0．000
DW比 0．653
表6－4－3－13VARと回帰式の予測誤差の比較
年 予測誤差（VAR）予測誤差（回帰式）
1984 0，000 0，000
1985 0，000 0，013
1986 0，000 0，016
1987 一〇．001 0，010
1988 一〇．002 0，010
1989 一〇．003 一〇．010
1990 一〇．003 一〇．021
1991 一〇．004 一〇．017
1992 一〇．003 一〇．012
1993 一〇．002 一〇．009
1994 一〇．001 一〇。008
1995 0，003 一〇．010
1996 0，001 一〇、008
1997 0，002 0，003
1998 0，001 0，017
1999 一〇．001 0，030
絶対平均予測誤差 0，002 0，012
6．5　グランジヤーの因果性
　モデル定式化に関する一つの重要な概念として、一方の変数が他方の変数と因果関係がある
かということがある。この問題をグランジャーの因果という概念を用いて説明することができ
る。大雑把にはグランジャーの因果とは、例えば変数がYとXであったとき、Yの予測をする
のにXの過去の値を導入すると、予測が改善される場合、グランジャーの因果があるとなる。
通常の経済主体間の因果などとは、別の意味であることに注意しなければならない。
　VARモデルの結果から、グランジャーの因果性を導いてみた。F検定のP値を見てみると、
帰無仮説［グランジャーの意味で因果がない］は、東京・大阪の世帯当り保有台数←東京・大
阪の人口当たり免許保有台数の因果はF値20．059でp値が0。03であることから有意水準5％
で認められ、東京・大阪の世帯当り保有台数→東京・大阪の人口当たり免許保有台数はF値が
L578でP値が0。31であることから因果がないとの結果となった。
　この結果は、免許をもつから車を所有するという流れが肯定され、その逆の車を所有するか
ら免許を持っというのは、否定されたことを意味する。ただし、この結果はあくまで［グラン
ジャーの意味での因果］であることに注意しなければならない。
　グランジャーの因果性検定のより適切な手法に、La－VAR（Lag－Augmented　VAR）がある。これ
は、データの定常化を経ずに因果性のみに興味がある場合に使える手法である。定常化した後
のVARによる因果性の検定は、そもそも定常化するための単位根検定の検出力が小さいために、
あまり良くない結果を得るといわれている。
　本研究でもLa－VARを推計を試みたが、最初のステップのレベル変数でのVAR構築で全ての
変数でラグ次数が1になった。レベル変数でのラグ次数が1になった場合、La－VAR推計は不可
能であることから（ラグ次数2を超えなければならない）、残念ながらLA－VARを用いた因果性
の検定は不可能となった。
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6．6　構造変化と系列相関を考慮したモデル
　前節までで真にデータの定常性を確保した上で、長期予測を行うことができないことが示さ
れた。とはいえ、社会基盤整備のための長期予測では、客観的な方法に基づいて何らかの予測
をしなければならない。
　本研究では、構造変化と系列相関の2点を考慮することで長期予測を試みた。構造変化を考
慮することは、ダミー変数を用いることでわが国の長期予測でもしばしば考慮されてきた。し
かしダミー変数の入れ方は、恣意的とならざるを得ない。本研究では、構造変化を考慮するた
めに、回帰式のパラメータの変化から構造変化を調べる手法CUSUMテスト、CUSUMSQテストを
用いて客観的に構造変化点を示した。その上で、構造変化点以降で回帰するモデル、ダミー変
数を入れるモデルを試算した。
　さらに、モデルに系列相関がある場合、モデルの誤差項にARlを仮定しMLによる計算を行
った。この計算によりDW比は向上する。交通需要推計の道路公団民営化委員会の第三者調査
結果への対応＊3）においても誤差項にAR1を仮定するモデルの検討が行われている。従って本研
究では、異なる方法で交通需要の推計をしている、r21世紀初頭のわが国の交通需要」＊4）にお
ける国際貨物需要予測の輸出モデルを対象に推計した。
6．6．1計算ケース
　全国輸出入量予測モデルの輸出、輸入モデルを対象にモデルの改善を行った。構造変化、系
列相関の考慮の仕方別に、表6－6－1－1は、輸出モデルの試算したモデルで、表6－6－1－2は、輸
入モデルの試算したモデルである。
表6－6－1－1輸出モデルの計算ケース
推計期間
1979－1996
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1は、21世紀初頭のわが国の交通需要における国際貨物需要予測の輸出モデルで採用されて
いるモデルである。
2は、1のモデルの誤差項にあらかじめ系列相関があることを仮定したモデルである。
3は、1のモデルにダミー変数を入れない場合のモデルである。
4は、3のモデル誤差項にあらかじめ系列相関があることを仮定したモデルである。
5は、構造変化点を求め、構造変化点以降回帰するモデルである。具体的に構造変化点を決
める方法は、CUSUMテスト、CUSUMSQテストで構造変化点がいつ、何回あるのかを調べ、そ
の後CHOWテストを通して定量的に構造変化しているといえるかどうかを検定している。
6は、5のモデルに誤差項にあらかじめ系列相関があることを仮定したモデルである。
7は、構造変化点以降にダミー変数を挿入し構築したモデルである。
8は、7のモデルに誤差項にあらかじめ系列相関があることを仮定したモデルである。
9は、8までのモデル推計で為替レートの説明力に疑問があることから、説明変数をGDPの
みにして構築したモデルである。これを除いて新たに構造変化点を求め、構造変化点以降回
帰したモデルである。
10は、9のモデルに誤差項にあらかじめ系列相関があることを仮定したモデルである。
11は、構造変化点を求め、構造変化点以降回帰したモデルである。
12は、11のモデルに誤差項にあらかじめ系列相関があることを仮定したモデルである。
13は、構造変化点以降にダミー変数を挿入し構築したモデルである。
14は、13のモデルに誤差項にあらかじめ系列相関があることを仮定したモデルである。
輸入モデルでは、構造変化を考慮する必要性がなかった。従って、AR1を仮定するモデルを試
行した。
表6－6－1－2輸入モデルの計算ケース
　一7’ル 変数 構造変化の考慮 系列相関の考慮 推計期間
1 為替レート・GDP 86・87・88年にダミー変数 一 1979－19962 為替レート・GDP 86・87・88年にダミー変数誤差項にAR1を仮定1979－19963 為替レート・GDP 一 ｝ 1979－19964 為替レート・GDP 一 誤差項にAR1を仮定1979－1996
　1は、21世紀初頭のわが国の交通需要における国際貨物需要予測の輸入モデルで採用されて
いるモデルである。
　2は，1のモデルの誤差項にあらかじめ系列相関があることを仮定したモデルである。
　3は、1のモデルにダミー変数を入れない場合のモデルである
　4は、3のモデル誤差項にあらかじめ系列相関があることを仮定したモデルである。
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6．6、3　パラメータ推計結果
　輸入モデルと輸出モデルの推計結果を各々表6－6－H、表6－6－3－2に示す。
　輸入モデルを推計した結果、モデル1とモデル10が決定係数、t値、DWから有意となった。
しかしモデル1は、ダミー変数の入れ方に疑問が残る。このモデルを使うのであれば、ダミー
変数の根拠を示すべきである。
　モデル10は、為替レートを除いたモデルであることから、予測モデルとして採用するのは
難しいかもしれない。なぜなら、円高は確実に輸出量に影響を与えるように考えられるからで、
これが果たして妥当であるのかという問題があるからである。ただし、為替レートのt値が低
いこと、為替レートの長期的な予測が困難であること、を考慮するならばモデル10は採用で
きる可能性を持つ。
　いくっかの統計的に有意なモデルが得られた場合、統計的に判断するのであれば、AICやSBIC
などの情報統計量で選ぶという方法もある。AICで見るとモデル1で一18．48となり、モデル10
で一18．56となり、両者ともに余り差がない。
　輸出モデルを推計した結果、モデル4のみが決定係数、t値、DW比から有意となった。
　本節をまとめると、回帰式の誤差項にAR1を考慮しML法によりモデル推計を行うとDW比が
向上する計算ケースが大半だったが、一方で向上してもなおDW比に問題があるケース、逆に
悪化してしまうケースも見られた。そもそも回帰式の誤差項にAR1を仮定しているため、誤差
項のAR1を検定する手法であるDW比が向上することは自明である。
　仮にその誤差項がARlに従わない場合、つまりAR2やAR3に従う場合、AR1を仮定している
本研究で用いた手法は適切ではない。一方で、誤差項に何次の自己相関があるのか（AR（p））
検定する決定的な検定手法は、存在しない（2）。
　最大限、変数選択やモデル形を工夫し、なお自己相関がある場合に限り、年次データである
から常識的にAR1程度である、といった仮定をしていることを踏まえた推計を行う必要がある。
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6．6．4　予測結果
　推計結果より有意となったモデルから予測を行った。輸出モデル及び輸入モデルの予測結果を
各々図6－6－4－1、図6－6－4－2に示す。GDPと為替レートの将来値（2010年）は、経済企画庁「経
済社会のあるべき姿と経済新生の政策方針」よりGDP；631兆円、為替レートを115円としてい
る。
　輸出モデルのモデル1とモデル10の予測結果は、元のモデルであるモデル1に比べ、為替レ
ートを除き誤差項にAR1を仮定したモデル10の方が20万トン程度低い予測値を得た（図
6－6－4－1）。輸入モデルでは、元のモデルであるモデル1が、ダミー変数を除いて誤差項にAR1
を仮定したモデル4の方が10万トン程度低い予測結果を得た（図6－6－4－2）。
　まとめると、構造変化と1次の自己相関を考慮しても、本研究で対象としたモデルでは、予測
量に重大な影響を与えないとの結果を得た。
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6．7　まとめ
　6．1と6。2で単位根検定を行った結果、全ての変数が単位根を持ち長期予測困難な変数である
ことが示された。ただし単位根検定の手法には、統計的問題が残っている。まず、検定を行った
データの期聞の問題である。データの期間が少ないと正しい検定が行えない。また、ラグ次数の
選定にも問題がある。本研究で用いた方法以外にも」AICを用いてラグ次数を選択しそのラグ次
数に＋2したラグ次数で検定する手法があるが、決定な手法ではない。ラグ次数の取り方によっ
て、和分字数が異なることから重大な問題である。また、単位根検定の手法の単位根の検出力は
弱いという問題もある。手法によっても異なる結果が出ることから分析者は、どの結果を使えば
よいのか迷うこととなる。現在のところ、上記の問題を正しく解決する方法はないと考えられる
が、用いたデータにあった適切な単位根検定を考えていく必要がある。
　次に、単位根検定の結果より変数を定常にした後、ARモデル（6．3）とVARモデル（6．4）を
構築し、短期的・中期的な予測モデルを構築できるか検討した。結果的には、VARモデル、AR
モデルともに有意なモデルを構築できなかった。ARもVARもやはり統計的問題がある。単位根
検定と同様ラグ次数のとり方の問題である。
　6．5では、VARモデルの結果を用いてグランジャーの因果性の検定を行った。東京・大阪の世
帯当り保有台数←東京・大阪の人口当たり免許保有台数の因果が認められた一方で、逆の因果は
否定された。ただし、6．5で述べたようにここから得られる結果は、非常に不安定なもので、こ
の因果関係は定常化のプロセスやラグ次数の決定の仕方により異なる。すなわち、分析者によっ
て正反対の結果を導くことがある。そこで、定常化のプロセスやラグ次数の決定の仕方といった
問題を避けて、グランジャーの因果性を導くことができるLA－VARの推計を試みたが、LA－VAR構
築上の条件を満たさなかったため断念した。
　6。6では、単位根検定の結果、長期予測困難な場合でも長期予測しなければならない場合の推
計を行った。具体的には、構造変化と回帰式の誤差項にAR1を仮定したモデル推計の2種類によ
りモデルの改善を行った。結果的には、この作業によって大きな将来の予測値の変化はなかった。
構造変化と回帰式の誤差項にAR1を仮定したモデル推計においても統計的にやはり問題がある。
本研究では、構造変化を調べるのにCUS田テストとCUSU近SQテストを用いたが、構造変化の検出
力は大きくないといわれている。また、回帰式の誤差項にARlを仮定した手法は、DW比を向上
させるが、DW比という統計手法がAR1があるかないかの検定であるのだから、自明である。ま
た、道路公団民営化委員会の第三者調査結果＊3）によると、本研究同様に誤差項にAR1を仮定した
推計を行っているが、AR1なのかAR2なのか分らないままにAR1を仮定している推計は恣意的な
ものと言える。
　まとめると全国交通需要推計は単位根のある変数を用いており、共和分するような関係も見出
せなかったので、時系列統計的に長期予測不可能である。また、非定常であることを受け入れた
上での推計では決定係数、t値、DW比は大きく変化するが、その予測値はさほど変化しない。
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7．おわりに
　本章では、本論文で得られた知見と今後の課題をまとめる。
　4章では、マクロの経済・人口・交通指標の時系列データの分析及び、ミクロの人口指標の
分析を行った。
　マクロの経済・人口・交通指標の時系列データの分析で、多くの指標で近年「右肩上がりで
はない時代」であることを確認できた。このことは今後の長期需要予測モデルにおいて、r右
肩上がりではない時代」に対応した長期需要予測モデル推計の必要性を意味している。
　また、ミクロの人口指標の分析で人口減少や少子高齢化、都心回帰といった問題の近年の傾
向を確認できた。具体的に人口減少については、自治体の規模の大きさに比例して人口の増減
があり、人口規模が小さい自治体ではその多くが人口減少していることが分った。少子高齢化
にっいては、ほとんどの自治体で少子化、高齢化が進展していることが分った。また、年齢階
層によって人口の増減がかなり異なることが示された。都心回帰については、年齢階層によっ
て都心回帰していると言える年代、言えない年代があることが示された。このことは今後のマ
クロ・ミクロレベルの長期需要予測モデルにおいて、少子高齢化と称される世代とともに、そ
れ以外の世代についても考慮するようなモデル構築が必要であることを意味している。
　6章では、全国交通需要推計の長期予測モデルとしての妥当性の検定および、定常性を確保
した上での時系列モデル推計、定常性を確保しない上での長期予測モデルの推計を行った。
　全国交通需要推計の長期予測モデルとしての妥当性の検定においては、単位根検定を用いる
ことで全国交通需要推計が統計的に長期予測モデルとして適切でないことが示された。単位根
検定は、長期予測モデルの妥当性を見るうえで重要な検定であり、長期予測モデルの妥当性を
見る一っの指標となりえる一方で、検定の手法や手順に課題が多い。今後、より適切な単位根
検定を行う必要性があるが、厳密な精度の検定をすることは技術的に不可能である。実際には、
単位根検定は、参考資料程度のスタンスで見ざるを得ないと思われる。
　定常性を確保した上での時系列モデル推計では、短期・中期的予測モデルであるARやVAR
を構築したが、本研究で対象としたモデルでは良好なモデルを得ることはできなかった。また、
これらの手法はモデル自体の妥当性に是非があること（変数間の因果関係をブラックボックス
にしていること）や、推計の手順に課題があり多分に恣意的にならざるを得ない等の問題点が
ある。今後、交通分野での短期的・中期的な予測モデルにおいて、時系列モデルの適応の検討
は必要かもしれないが、別途推計された予測モデルと比較するための参考資料程度のスタンス
で見るべきものかもしれない。
　定常性を確保しない上での長期交通需要予測モデルの推計では、DW比の改善を目的として
回帰式の誤差項にAR1を仮定しML法によるモデル推計を行い、モデル推計に構造変化点を
考慮するために、構造変化の検定を行うことで客観的に構造変化点を求めた。
　DW比の改善を目的として回帰式の誤差項にAR1を仮定しML法によるモデル推計では、
対象としたモデルに限っては、AR1を仮定することでDW比が向上する場合、DW比が向上
しない場合があり、また、AR1を仮定したモデルによる予測値は通常の回帰式による予測値と
ほぼ変化しないことが示された。他のモデルでも同様にAR1を仮定した場合の予測値への影
響を見るべきだが、それを推計するまでにいたらなかった。なお、『道路公団民営化委員会の
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第三者調査結果への対応』（＊1）においても、回帰式の誤差項にAR1を仮定することでDW比
を向上させる手法を用いているが、この手法にも統計的問題がある。AR1を仮定しているが、
本当にAR1を仮定してよいのか不明であり、厳密にはAR2やAR3の可能性もあるという問
題である。しかし、AR2やAR3を検定する手法は現在のところない。また、この手法は変数
の定常性を捨象しているという問題もある。ただし、定常性を確保した上での長期予測は困難
なこと、変数は年次データであることから概ねAR1であると考えられることを踏まえれば、
この手法は次善といえる手法と考えられる。
　以上で挙げた課題とは他に、本研究で用いた時系列モデルは基本的なものであるから、より
適切な時系列モデルの検討も必要と考える。
（＊1）httpl〃wwwmlit．go．jp／road／irlyosoku！1st107．pdf
94
【謝辞】
　研究の遂行に当って多くの方にご協力を頂きました。ここで感謝の意を表したいと思います。
　東京海洋大学地域計画研究室の兵藤哲朗先生には大変お世話になりました。他大学から来た出
来の良くない学生である私に、忙しい時間を割いて研究を見ていただいたことに感謝したいです。
一つ心残りなのは、ともにJAZZのLIVEを見に行くことができなかった事です。
　東京海洋大学地域計画研究室の高橋洋二先生には大変お世話になりました。先生には、他大学
から入学してきた私をあたかかく迎えていただいたこと、また、就職活動の時には大変心配して
いただき感謝の気持ちでいっぱいです。また、先生の家に遊びに行くことができたことも学生生
活の良い思いでの一つになりました。
　研究の相談に応じていただいた財団法人計量計画研究所（I　B　S）の萩野保克様、森田哲夫様、
また、時系列分析に関する資料を提供して頂いた同研究所の若井亮太様には大変お世話になりま
した。萩野保克様、森田哲夫様、若井亮太様の助言により昨年10月頃まで彷径っていた研究の方
向性を定めることができました。
　TSP及び時系列モデルについて素人だった私に、的確かつ迅速な助言を下さった大阪大学教授
の伴金実先生には大変お世話になりました。先生の助言により、教科書では判らない時系列モデ
ル構築・分析上の定石が判り、何とか研究を進めることが出来ました。また、emai1で質問を4
回ほどさせていただきましたが、いずれも30分程度の迅速な返答を頂くことができ、先生のご厚
意に今一度感謝したいと思います。
　また東京海洋大学地域計画研究室の皆様には大変お世話になりました。研究室の皆様から多く
のことを学びました。同研究室小池君からは『やさしさ』を、小松君からは『コツコツやること』
を、笹井君からは『個性ということ』を、徳永さんからは『自分らしく生きること』を、Sinarimbo
さんからは『謙虚さ』を、Schreinerさんからは『openmind』を、大和田さんからは『まじめさ』
を、土田君からは『研究に対する姿勢』を、中村君からは『マイペースに生きること』を、前田
君からは『自分が好きなことに一生懸命になること』を、八代君からは『バランス感覚』を、圷
さんからは『一生懸命さ』を、石原さんからは『普通が一番幸せで難しいこと』を、神谷君から
は『能動的に動くこと』を、松橋君からは『人柄がいいということ』を学びました。
　研究を終えてこうして謝辞を書いていると改めて、多くの人に支えられて研究を遂行してきた
ことに気づきます。皆様から学んだことを『いいとこどり』して、これから社会人としてさらに
頑張っていく所存です。
　感謝の意を言葉に表現することは、私のような舌足らずの人間にとって筆舌に尽くしがたく困
難なことで感謝の意を表しきれていないと思います。が、最後に…　ありがとう！
200卿1／27
　清水高広
