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1. INTR~UUCTI~N 
In classical approximation theory, orthogonal projections arise in the following 
manner. Consider a positive weight function ZG defined on the interval [a, b]. In 
the space C[a, b], an inner-product can be introduced by means of the equation 
(x, >I> = s b x(t)y(t) w t) dt x, y e C[a, 61. Q 
This inner-product furnishes C[a, b] with the structure of an inner-product 
space in which the concept of an orthogonal projection has its usual meaning. 
For example, one can construct an otthonormal sequence of polynomials 
PO T Pl 1.a. in which p, has exact degree i. Then the equation 
p,x = f <x, Pi> P, 
i=O 
defines an orthogonal projection of the space C[a, b] onto the subspace fl,, con- 
sisting of all polynomials of degree <n. One has {x - P,x, p> =: 0 for all .r E X 
and allpEn,. 
Out point of view here will be slightly more general. We shall consider an 
arbitrary continuous-function space X = C(T) in which T is a compact 
Hausdorff topological space. In X we consider a fixed n-dimensional subspace Y. 
We denote by Y* the linear space generated by the products uv with u E Y and 
v  E Y. Observe that Y* is finite dimensional. We make the slight additional 
assumption that Yz contains a strictly positive function. Next consider a pro- 
jection P of X onto Y. (Thus P is linear, continuous, and idempotent.) We say 
that P is an orthogonal projection if there exists an f  E X* having the properties 
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(1) f > 0 i.e. f (x) 3 0 when x E X and Y 3 0, 
(2) /If 1) = I equivalently f(l) q = I, since f ;? 0, 
(3) f ((x - Px) y) = 0 for all s E X and all y  E Y. 
This definition was introduced in [2, p. 761, and it was shown there that the 
set IX! of all orthogonal projections from X onto 1’ is closed in the weak*-operator 
topology ofP(X, Y). As a consequence, G? contains an element of minimum 
norm. Such a projection is said to be minimal in 01. We do not know the minimal 
orthogonal projection of C[a, b] onto 17, . 
Although od is rather large, and contains even Lagrange interpolation pro- 
jections, it is not in general equal to the class of all projections from X onto Y. 
It is perhaps because eGis so large that it is difficult to discover a useful character- 
ization of its minimal elements. In this paper we consider some subclasses of a 
which are more amenable to analysis. 
2. THE FAMILY Of, 
Consider now a functional f in X* which has in addition to the positivity 
property (1) above the property 
(4) f(y”) > 0 for each nonzero y  in Y. 
We can associate with f a specific orthogonal projection Pf in the following 
manner. Use the Gram-Schmidt process to obtain an f-orthonormal base 
(Yl ,‘..I yn} for I’. Thus f (yiy,) = 6,j . Then Pf is defined by 
(5) 
LEMMA 1. To each functional f having properties (1) and (4) listed abooe there 
corresponds a unique projection P: X - Y having the property f ((x - Px) y) = 0 
for all s E X andy E Y. This projection is identical with Pr as defined in Equation (5). 
Proof. It is elementary to prove that Pr has the property f ((x -- Pfx) y) == 0. 
Suppose now that P is another projection of X onto Y having this property. 
Define fi(x) = f (xyJ. If  y  E Y and fi(y) = 0 for I < i < n then y  = Pfy = 0. 
Thus the set of functionals {fi ,..., fn} is total over Y. Hence in order to prove that 
P = P, it suffices to prove that fl c (P - Pi) = 0. We have fjPx = f (y,Px) == 
f (YF) = f (yip,4 == fJ+. I 
DEFINITION 1. Let f  be a functional having properties (1) and (4) listed 
above. Define C?& = {P,:gE X*,g > 0,g 1 Y2 =f / Y’). 
The notation g ) 1’” denotes the restriction of g to II”. 
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We observe that Or, = Q& for any two functionals f  and g which are positive, 
agree on Iy2, and satisfy f  (y2) > 0 for y E Y\O. For this reason we seek conditions 
under which Pf is minimal in G& . 
An important special case occurs when T is a compact interval and Y is the 
polynomial space n+, . By the Gaussian Quadrature theory, there corresponds 
to each functional f  a set of Gaussian nodes t, ... t, interior to T and positive 
coefficients e1 ,..., en such that f  (x) = Cyzl Bix(ti) for each .V E I”. 
The counterpart of the Gaussian theory for arbitrary Haar subspaces has been 
given by Karlin and Studden [5, p. 38ffJ. Namely, if Y is a Haar space of di- 
mension n then there exist points t, ,..., t, and positive coefficients 8, ,..., ep 
such that f  (y) = x:=, e,y(tJ for y E Y, and p < (n + 2)/2. 
If I’ is a Haar subspace of dimension n and if the functional g is of the form 
g = zy=r B,i, then P, is the interpolating projection corresponding to nodes 
t t 1 ,...I n . Thus in the classes @d, we generally will find interpolating projections 
as particular members. 
All projections in a class 6& can be expressed using the same orthonormal 
system. Thus we will have Pjx = C f  (xyi) yi and P,x = C g(xy,) yi . The 
projections all have the same kernel, as defined below in Definition 2. 
LEMMA 2. The sets & are closed in the weak*-operator topology, and therefore 
each contains an element of least norm. 
Proof. The set B of all functionalsg E X* such thatg 3 0 andg / Yz = f  / 1’” 
is compact in the weak* topology of X*. The boundedness of B is proved by 
taking w E Y2 such that w > 1. Then I/ g I/ = g(1) < g(w) = f  (w), for any g E B. 
The set OZf is, by Lemma 1, the set of all projections P: X+ I’ such that for 
some g E B, g((x - Px) y) = 0 for all x E X and all y E Y. By the theorem on 
page 77 of [2], G& is closed. 1 
PROPOSITION. Let f,  X, Y be as before. If  T is an interval and Y has the Haar 
property then the condition f  (xy) = 0 for ally E Y implies that x has at least n roots. 
Proof. Suppose that x has fewer than 12 roots. Let t, ,..., t, be the roots of x 
where x(t) change sign. Since k < n, there exists an element y,, in Y which 
changes sign exactly at the points ti , has no other roots, and satisfies xy,, > 0. 
The equation f  (xy,J = 0 implies that xy,, vanishes on the support off. Hence x 
vanishes on the support off, and the support off contains at most n - 1 points. 
But this is not possible since f  (y2) > 0 for all y E Y\O. 1 
COROLLARY. For each x, the function x - P,.z has at least n roots, provided that 
the hypotheses of the previous Proposition are satisfied. 
The next result shows that within I& , the relation g H P, is one-to-one. 
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PROPOSITION. Iff#gandP,E&thenP,#Pf. 
Proof. Select a strictly positive element z in Y*. It is easy to see that it can be 
written in the form z = &yiui where Ui E Y and {yi ,..., yn} is an f-orthonor- 
mal base for Y. Select jc, E X such that f (x0) # g(xO), and set w =: N,,/z. Then 
g(xd = &w> = g(C yiw-4 = C &w4 = C gWLIw) = C f(rP,w) since 
yiPuu,w E I” and (f - g) 1 Y2 = 0. A similar argument yields f (x0) == 
Cf(yiP,u,w). Thus for some i, Pf(uzw) # P,(u,w). 1 
PROPOSITION. If Y = II+, and iff (x2) > 0 fm all nonzero x in Y2 then ol, 
is inJinite dimensional. 
Proof. By the Gaussian theory, there exist points tl ,..., t2n-1 and positive 
numbers 6, ,..., Bzn-1 such that 
2n-1 
f ( Y4 = 1 &ii 1 Y4. 
i-l 
Let {yl ,..., yznM1} be any basis for Y 2. Then the matrix (yi(tj)) is nonsingular 
and the equations 
2n-1 
zl e&Yi) =f (yi) 1 < j < 22 - 1 
have a positive solution (0, ,..., B2,-,). If the points ti are perturbed slightly this 
remains true. Hence there are infinitely many functionals of the formg = x &‘i, 
forwhich8,‘>Oandg[ Y2==fj Y2. 1 
Thus we see that generally the sets C& are rather large. In some cases, however, 
they reduce to singletons, as in the following example. 
EXAMPLE 1. Let Y be an n-dimensional Haar subspace in X = C[a, b]. Let 
a=t,<t,<...<t,=b,andletf=~~-18,2,,with8,>O.Thenf~Oand 
f(yz) > 0 for any y E Y\O because each nonzero element of Y can have at most 
n - 1 roots. By the theory of Haar subspaces, there exist elements yr ,..., yn in 
Y for which yJt,) = sjj . Put z = (-1)” yiyn . Then z E Y2, x 3 0, z(t2) = 0. If 
g is any positive element of X* which agrees with f on Y @ [z] then g = f. 
Indeed, we have g(z) = f (z) = 0 w h ence we conclude that supp(g) C Z(x) = 
supp(f). If g = z:,“=l h,Z, then, because g = f on Y, we are able to conclude that 
(4 ,**-, A,) = (4 ,..., 8,). All of this proves that OZ, consists of the sole element Pf . 
EXAMPLE 2 (The Rademacher Projection). We give here an interesting and 
nontrivial example of a minimal projection. Consider the topological space T 
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consisting of 2” disjoint closed intervals. The integer n remains fixed in the 
discussion, and for convenience we take each interval of length 2~“. If Ij is the 
j-th one of these intervals, then we define functions yi ,..., y,, in C(T) by setting 
yi(t) = (- 1)” on lj , with K = [(j - 1) 2i-n]. Here 1 < i .< n and 1 < j < 2”. 
These functions are the classical Rademacher functions, suitably modified for the 
purpose at hand. They form an orthonormal system in the sense that 
JYz(t) 4’,(t) dt = h . W e integral is with respect to Lebesgue measure on T.) 
Let Y denote the subspace of C(T) spanned by (yr ,..., y,}. It can be proved 
that Y is isometric with the n-dimensional space 1r”. Indeed ,I Cy-, h,yi (1 = 
& 1 h, /. In this connection see [l, pp. 51-591. 
Now let P denote the orthogonal projection of C(T) onto Y determined by 
(,). Thus Px = ~~=, (x, yi) yr with (u, V> = ju(t) y(t) dt. We term this the 
Rademacher projection. 
THEOREM 1. The Rademacher projection is a minimal projection from C(T) 
onto Y. 
Proof. It was proved by Rademacher [7, p. 1301 that the Lebesgue function 
(defined in Section 3) of P is constant and equal to 
2m + 1 2m 
4(t) = --p7 (m j m -= ( 1 T (greatest integer function). 
This number is therefore equal to 11 P 11. A calculation of the Lebesgue function is 
also given in [l, p. 214-2161. Grtinbaum in [4] has proved that the projection 
constant of lp) is also the number given above for 11 P 11. Since Y is isometric with 
Zp), the projection constant of Y is also this number. Finally we note that because 
Y is finite-dimensional the relative projection constant of Y as a subspace of C(T) 
is the absolute projection constant of Y. Hence P is a minimal projection of C(T) 
onto Y. 1 
EXAMPLE 3. X = C[-1, 11, Y = II,-, , f(x) = 2/r ST1 x(t) dt/dl - t2, 
n(t) = T,(t)/z/Z, y2(t) = T,(t),..., yn(t) = T&t). Then Pr is the ordinary 
Fourier-Chebyshev projection. It is known ([3]) that Pf is not a minimal projec- 
tion of X onto Y. 
EXAMPLE 4. X=E2,,, Y = the space of all n-th degree trigonometric 
polynomials, f(x) = lo x(t) dt. The corresponding orthogonal projection is the 
Fourier projection, which is known to be minimal in the class of all projections 
from X onto Y. 
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1Ve wish now to characterize the elements of least norm in one of the sets Cl, . 
First we define, for an!~ linear transformationL of .y mmz C’(7’) into ale its Lebesgue 
function (1 :- (1,: 
in which i denotes the point functional corresponding to t; that is, i(.v) =: s(t) 
for .r E X. 1\‘e have always I’L !! = /I tl ils 
LEMMA 3. Ifff~s*,f>O, andq ,..., s,, E dY, then the Lebesgue furlction of 
the operator Lx = Cf(s.x,) s, is A(t) ==f(l x x,(t) s, ;). 
Proof. \\‘e haveiLLx := ~f’(.rx,) xl(t) = f (xc s,(t) x,). It is not difficult to see 
that the supremum of this last expression, as x ranges over the unit sphere of S, 
is exactly f (1 C Xl(t) x, I). 1 
DEFINITION 2. Suppose that f  has properties (1) and (4) previously listed. 
Let v, ,..., ?‘,I be an f-orthonormal base for Y so that f  (yzyJ) = 6,j . Define 
h(t) = i 3’i(S)Yr(t) 
4) = f  (4 
S = crit /1 = {t: cl(t) = jl (1 II} 
H = closure of the convex hull of {a,: s E S). 
The function k is the kernel corresponding to Y and f. Elementary arguments 
show that k is characterized by the properties k, E Y and y(s) = f  (yk,) for all 
s E T and all y E I’. Thus k is independent of the basis. Also f  (xk,) = iPfx for all 
t E T and all N E X. 
THEOREM 2. -4ssume the notation of DeJinitions I and 2. In order that Pf be 
minimal in Csc, it is necessary and sz@cient that the following 4 conditions be in- 
compatible: h E X*, h <f, hl Y2, h(z,) > 0 for all s E 5’. 
Proof. Suppose first that P is not minimal in f& . Select P, E & such that 
(j P, 11 < I( Pf (!. Then let h = f  - g. Since f  and g agree on Y”, hL Y2. Since 
g = f  - h >, 0, h <f. Ifs E S theng(z,) = .,lPO(s) < )I P, ii < Ii Pf // = (I,/(s) =: 
f(q). Thus ~z(.zJ > 0. 
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For the converse, suppose that the 4 conditions on h are satisfied. Put g = 
f-h.Theng>OandgIY2=flY2.HenceP,~~f.ForsE:S, 
By compactness and convexity arguments [the lemma of p. 75 in 6], there is a 
number 8 in the interval (0, I) for which I[ BP, + (1 - 0) Pf I( d: II Pf I]. Since 
@P, + (1 - 8) p, = Pos+cl-e)f E &, this completes the proof. 1 
THEOREM 3. Adopt the notation of De$nitions 1 and 2. Among the following 
three conditions, we have (A)* (B) =j (C) Jf the support off is all of T then the 
three conditions are equivalent, 
(A) H n I’? is nonvoid, 
(B) Pf is minimal in && , 
(C) f(wz) = Ofor some w E H - Y2. 
Proof. (A)* (B). Suppose (B) is false. By Theorem 2 there exists an h E .I’* 
such that hj I-” and h(z,) > 0 for all s E S. By continuity and compactness, 
h(z,) 3 e for some E > 0. It follows that h(x) > E for all x F H. Hence H is 
disjoint from I-2. 
(B)=+ (C). Suppose that (C) is false. Thenf(w2) > 0 for all w E H - I’2. Xow 
the infimum, .$, off( w “) is attained as w ranges over H - Y2, bv familiar com- 
pactness arguments. Let w E Ei - Y2 and f(w2) = f. As in the proof of the 
separation theorem for Hilbert space, one can show thatf(uy) = 0 for all J E Y2 
and,f(wx) > [ for all x‘ E H. Define v = w/11 w )/ and h(x) =.f(szf). Then h <‘f, 
hl I”, and h(z,*) > 0 for all ,V E S. By Theorem 2, Pf is not minimal in a, . 
(C)z> (A). If suppCf) = T then the equation f(&) = 0 implies that w = 0. 
Hence in this case (C) implies that 0 E H - 2’2 and that H n T’J is nonvoid. 1 
C'OROLLARP 1. -3dopt the notation of Definitions I and 2. Assume in addition 
thaf T is an injirzite set, that I E I-, that ii Pf II > 1, that Pf is nukimal in 65!, , 
that I-* is a Haar subspace, and thatf(x”) > 0 f or all x E X,0. Then the c0nve.r hull 
of {z,~: s E St IS not compact. Hence the linear span of this set is injinite-dimensionaf 
and S must he an injnite set. 
Proof. If H, as in Definition 2, is simply the convex hull of {z,~: s E S), then 
we can prove that H n J7’ is void, establishing that Pf is not minimal, Suppose 
that s E N n I-?. Then .V -= ~~~, Bcz, with 0, :> 0, x 8, = I, s, E S. For each t, 
there is a choice of signs (T, _I= 5 1 such that z(r(t) == C B,o,k, . Since T is infinite, 
some u-vector (q ,..., G,,,) serves for infinitely many t. Fikng such a u-vector, 
we have I = C Bia,k,,(t) for infinitely many t. By the Haar property s == 
,r @,4, . But this cannot be true, since it implies that 1 < I] Pf !) ==.f(x) -c 
x B,c,fjk,z) = x /+,f(l . k,?) = C Bzoi < 1. fl 
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COROLLARY 2. Adopt the notation of Definitions I and 2. -4ssume in addition 
that T is an interval, that Pf is minimal in rYy, that 1 E I’, that I) Pf ,i > 1, that 
f (x2) > 0 for .Y E X\O, and that the elements of I7 are anallytic functions on the 
interval T. Then dim{z,: s E S) = co. 
Proof. As in Corollary 1, if dim{z,: s E 5’) < cc then H is the convex hull of 
{x,: s E S}. Each z, (with s E 5’) has a singularity, because x yz(s) -vz changes sign 
in the interior of T. Indeed, if z, = C y,(s) y, , then I < /I Pf i/ =-f(zJ = 
Cu&)fOJ = 1. H ence every positive linear combination of z, (s E S) has a 
singularity. Thus no element of If can belong to Y’. By Theorem 3, P, is not 
minimal in lplr . 1 
COROLLARY 3. Adopt the notation of Dejnitions 1 and 2. Assume also that 
1 E Y2 and that Ap, is constant. Then Pf is minimal in aC, . 
Proof. Since 11 is constant, 11 E Y2. In order to prove that Pf is minimal, it 
suffices to prove that fl f  H and to use Theorem 3. Now assume, without loss of 
generality, that I/f I/ -= 1. Using the integral form off and the symmetry of k, 
we have A(t) -=f(zJ = j z+(s) dp(s) = Jzs(t) dp(s), which strongly suggests 
that /1 E H. For a rigorous proof, use the Krein-Milman Theorem to write f  as 
the weak*-limit of a net: f  = lim, xi 19,,&, with Sxi > 0, Cz SUi = 1, tat E T. Put 
% = 22 424 so that A(t) = f  (q) = lirn,xi O,,z,(t,,) = lim,x:, e,izl,,(t) = 
lim, v,(t). Thy functions D, lie in a norm-compact subset of X, namely H. Hence 
some subset is uniformly convergent, say v, -+ w. Since v, converges pointwise 
to rl, we conclude that 11 == w. Hence fl E f f .  I 
EXAMPLES. Corollary 3 shows that the Rademacher and Fourier projections 
are minimal in their respective classes G& . The Fourier projection satisfies the 
hypotheses and conclusions of Corollaries 1 and 2. The Fourier-Chebyshev 
projection has only two critical points in its Lebesgue function [3] and thus is 
not minimal in its &-class. Previously it was only known that the Fourier- 
Chebyshev projection was not minimal in the family of all projections from 
C[- I, l] onto fl,_, . 
In order to see that (B) does not generally imply (A) in Theorem 3, consider 
Example 1. Since C& is a singleton set, Pf is minimal in G& . However, H n I’? 
is empty, by the same argument used in Corollary 2. 
The example just cited shows also that the hypothesis f(x’) > 0 for s 7= 0 
cannot be dropped from Corollary 2. 
In any situation where Y2 is a Haar subspace and # supp(f) < dim( Y”), the 
projection Pf will have the property (C) of Theorem 3; indeed each element .‘c in 
H can be interpolated on supp(f) by an element y  of Y2. Hence w = .r - y  will 
vanish on supp(f) andf(w”) = 0. Thus property (C) is relatively easy to secure, 
and is far from implying the minimality of P, . For a concrete example, let 
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f =Crslfi, where t, ,... , t, are the roots of the Tchebychoff polynomial T,, . 
Then P, is the Lagrange Interpolation operator having these nodes. This pro- 
jection has property (C). But the class Cn, contains also the Fourier-Tchebycheff 
projection (Example 3) which has lower norm. Hence Pf is not minimal in OZf . 
Remark. Corresponding to the positive linear functionalf there is a natural 
quadratic seminorm defined by /Ix lIf = t’f(@$ Using I( x jlf and /j x (il) in 
different combinations one can compute 4 different norms for an operator 
L: X+ Y. For example 
11 L IJ,,m = sup e . 
Elementary calculations show that if !]f]l = 1 and if Pf is the operator defined 
previously then 
I! Pf I1.z.f < II Pf If., = 1 G II PI l/co.To ,< II pt IIfS = jic I 2 Y .?‘i / 1x 
The last equation above is true without the hypothesis that 11 f [j = 1. Hence we 
conclude that I( P, &,,m is the same number /I C yz2 I\~” for all P, E @, , since the 
orthonormal base y1 ‘.. yR does not change. 
4. THE CASE WHEN Y* IS A HYPERPLANE 
As an illustration of the theory we consider the special case when T is a finite 
set and Y* is a hyperplane in C(T). Th e analysis is simple because there is 
essentially only one h E Xx such that hl Y2. This case is of interest because it 
provides examples to show that the theorems of Section 3 cannot be improved 
in certain directions. 
Let Y be a Haar subspace in X = C(T) and suppose that Y2 has dimension 
p - 1, where p is the cardinal number of T. Let h E X*\O and hl Ys. Then 
Y” = h-l(O). LetfE X*, f > 0, f (y”) > 0 for y E Y\O. One can prove easily now 
that the set r2f described in Definition 1 consists of all projections P, where 
g =f - Xh and X lies in the interval 
EXAMPLE 5. Let #T = 6 so that C(T) == lm6. We interpret T as a set of six 
equidisant points (including endpoints) in the interval [- 1, 11, and choose 
Y = I;r, . Let f = (1, 0, 1, 0, 1,O). An orthonormal base for Y is 
Yl = +(8, 3,0, --1,o, 3) 
~2 = W, 6% 6 0, -10) 
y3 = Q(O, -A 0, 3, 8, 15). 
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The subspace Y” is IId restricted t o T. It IS the null space of /r :-m 
(1, -5, 10, -10, 5, -1). The kernel k?(t) in this example is 
1 
32 
32 12 0 -4 0 12 
12 23 24 IS --4 -33 
0 24 32 24 0 -40 
-4 15 24 23 12 -9 
0 -4 0 12 32 60 
12 -33 -40 -9 60 167 _ 
The Lebesgue function of Z’$ is (1, $, 1, $, 1, $). Put g == f  ~- +,,,k. The Lebesgue 
function of P, is (5 ~2 5 a a 83). An increase in c will cause the condition 4, 30 ? 4, 32, 3, 32 
g > 0 to be violated, and a decrease in c will cause an increase in the number #$. 
Hence, by convexity, P, is the minimal element in G& . Its Lebesgue function 
has just one critical point. 
APPENDIX 
In the preceding sections of our work, we have used the hypotheses that I’ or 
Y2 were Haar subspaces. It is of some interest therefore to clarify here the relation 
between these hypotheses. 
LEMMA. I f  Y is an n-dimensional Haar subspace on a topological space con- 
taining 2n - 1 points at least, and zjc Y2 is of dimension 2n - 1, then Y’ is also a 
Haar subspace. 
Proof. It suffices to prove that for an arbitrary set S containing 2n -~ 1 points 
there exists a basis for Y2 which remains linearly independent when restricted to 
S. To this end, let S = (si , sg ,..., s~,~-~ }. Using the Haar property of Y we select 
two bases for Y, (~1~ ,..., >f,} and {ui ,..., zdn} having these properties: 
(1) yl(sJ =: 0 for 1 <i.<n--1, 
(2) f44 =- 0 for 2 .< i < n, 
(3) ul(s,) i- 0 for 1 <i.<n. 
Consider now the set of 2n - 1 functions (z+yr, u,y, ,..., ulyn ,J,u, ,yius ,..., 
-v,u,} in Ya. We shall prove that this set is independent on S. Suppose therefore 
that (ul Cy=l a,~~ + J’~ xy=, b,u,) 1 S = 0. We will show that all the coefficients 
a, and b, are zero. By (1) and (2) b a eve, the function y1 x b,u, vanishes on 
{% , s2 >..., s,,}. Hence ui x alyi also vanishes on this set. But by (3), ui does not 
vanish at any of these points. Consequently C a,yz must vanish on {si , sq ,..., s,]. 
By the Haar property, C ai-yl = 0. By linear independence, a, == a? = ... =y 
a n = 0. Thus we conclude that (or x b,u,) 1 S = 0. By (I), y1 cannot vanish at 
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any one of the points s, , s,+i ,..., sPn-i . Hence C blui must vanish at all these 
points. By the Haar property, C biu, = 0. By linear independence, b, = b, = 
..’ = 6, ;= 0. 1 
EXAMPLE 6. If  I- is generated by the functions yk(t) = eAk’ (1 < k 2: x) then 
it is easy to select the numbers X, in such a way that {ykj’,: 1 <- k <j :< n> is 
independent. Thus I-a can have dimension n(n + 1)/2 and jet be a Haar space. 
SUP f(v) =f(lYl). 
Il~llGl 
Proof. I f  // x 11 < 1 then - 1 < s < 1 and xy < j y  /. Hence j’(xy) <f (1 y 1). 
For the reverse inequality, let E > 0 and define A, B, and C to be the sets respect- 
ively where y(t) >, E, y(t) < -c, and 1 y(t)! < E. By the Tietze Extension 
Theorem, there is an x0 E X of norm 1 such that x,,(t) = I on A and s,(t) = - 1 
on B. Then, using the integral form off, we have 
LEMMA. If y1 ,..., y,, are the Rademacher functions de$ned prez'iously then 
II Ill”=1 &Yz Ilm = ZY=l I Xi 1. 
Proof. Since j yi 1 = 1 it is clear that //x hiyZ 11 < 1 I hi 1. For the reverse 
inequality, let hi ,..., h, be given. Let 1 uZ / = 1 and u,hi = 1 hi I. We will determ- 
ine an integer j such that yi I 1, = o1 for 1 < i < n. Then if t E 1, we will have 
II I?2 AYZ II 2 c U,(4 = c bJ1 = Ix I 4 I. 
Define a, = Q(a, + 1) andj = 2” - x:-i av2rf--v. Then it is easy to prove that 
1 <j < 2”. A calculation reveals that 
[(j- 1)2’-7 =2p-a,- 1 
where p is an integer. Hence - 1 raised to this power is (- l)‘l-+l = u, . By the 
definition of yi on I, we have y2 I I, = uL . 1 
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