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A plasma channel created by the combination of a capillary discharge and inverse Bremsstrahlung
laser heating enabled the generation of electron bunches with energy up to 7.8 GeV in a laser-driven
plasma accelerator. The capillary discharge created an initial plasma channel and was used to
tune the plasma temperature, which optimized laser heating. Although optimized colder initial
plasma temperatures reduced the ionization degree, subsequent ionization from the heater pulse
created a fully ionized plasma on-axis. The heater pulse duration was chosen to be longer than the
hydrodynamic timescale of ≈ 1 ns, such that later temporal slices were more efficiently guided by
the channel created by the front of the pulse. Simulations are presented that show this thermal
self-guiding of the heater pulse enabled channel formation over 20 cm. The post-heated channel had
lower on-axis density and increased focusing strength compared to relying on the discharge alone,
which allowed for guiding of relativistically intense laser pulses with peak power of 0.85 PW and
wakefield acceleration over 15 diffraction lengths. Electrons were injected into the wake in multiple
buckets and times, leading to several electron bunches with different peak energies. To create single
electron bunches with low energy spread, experiments using localized ionization injection inside a
capillary discharge waveguide were performed. A single injected bunch with energy 1.6 GeV, charge
38 pC, divergence 1 mrad, and relative energy spread below 2 percent full width half maximum
was produced in a 3.3 cm-long capillary discharge waveguide. This development shows promise for
mitigation of energy spread and future high-efficiency staged acceleration experiments.
PACS numbers: 52.38.Kd
I. INTRODUCTION
Due to their small size, laser plasma accelerators
(LPAs) [1, 2] are being investigated for a variety of ap-
plications, including free-electron lasers [3–7], Thomson
sources [8–12], and electron-positron colliders with TeV
energy [13–15]. For future TeV accelerators using PW-
class laser systems, single-stage energy gains near 10 GeV
are required for maximum efficiency and collider compat-
ible beams [14].
In order to achieve ≈10 GeV energy gain using a PW
laser system, the plasma density must be set appropri-
ately. This is due to the fact that the accelerating gra-
dient scales as Ez ∝ n1/20 , and the effective accelerator
length is limited by either the dephasing length or the
laser depletion length, both of which scale as L ∝ n−3/20
[1]. Typically for guided lasers at lower intensities, beam-
wave dephasing dominates before significant laser deple-
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tion; however, for the high laser intensities considered in
this work, depletion of the laser energy is the main effect
limiting the acceleration length. From these scalings, the
energy gain of a single-stage LPA scales inversely with
plasma density, n0. Recently, reducing the density rela-
tive to past experiments [16–19] to n0 ≈ 2.7× 1017 cm−3
allowed for the generation of electron beams with energy
up to 7.8 GeV [20], as shown in Figure 1. In addition
to lowering the plasma density, diffraction of the focused
laser pulses had to be mitigated in order to accelerate
over the full laser-depletion length and achieve maximum
energy gain. This laser pulse guiding was achieved with
a preformed plasma channel, in which the electron den-
sity is lower on-axis, creating a refractive index profile
that is peaked on-axis [21]. For a parabolic channel with
density rise (channel depth) ∆n at a radius rch given
by n(r) = n0 + (∆n/r2ch)r2, a low intensity, transversely
Gaussian laser pulse can propagate with constant spot
size when the input laser mode size r0 is equal to the
matched spot size of the channel rm, where r0 is the
radius at which the focused laser pulse intensity drops
by 1/e2 of the peak value, and rm = [pire(∆n/r2ch)]−1/4,
where re is the classical electron radius. Lower rm corre-
sponds to a plasma channel with stronger focusing force.
2The capillary discharge waveguide [22] has been used to
create plasma channels and increase the maximum beam
energy available from LPAs [19, 23, 24]. For these plasma
channels, some independent control over rm and n0 is
possible by adjusting the diameter of the capillary Dcap
since rm ∝ n−1/40 D1/2cap [25]. However, in practice the di-
ameter of the capillary must be large enough to avoid
laser damage, and for available petawatt pulses, it was
previously not possible to simultaneously achieve the re-
quired matched spot size (< 70µm) and plasma den-
sity (< 4 × 1017 cm−3) to generate high energy beams
such as those in Figure 1 [20]. In order to meet these
requirements the capillary discharge waveguide was en-
hanced with inverse Bremsstrahlung (IB) from an addi-
tional “heater" laser pulse.
FIG. 1. Electron beams generated by propagating laser pulses
with peak power 850TW through a laser-heated capillary
discharge waveguide. In (a) n0 = 3.4 × 1017 cm−3 and
rm = 69µm. In (b) n0 = 2.7 × 1017 cm−3 and rm = 61µm.
The total charge of the beams measured by the phosphor
screen was 270 pC in (a) and 420 pC in (b).
In this paper we describe the physics of laser heating
and channel formation with experiments and simulations,
and the path to higher energy and higher quality elec-
tron beams with petawatt lasers. In the experiments of
Ref. [20], guiding from the capillary discharge waveguide
and self-guiding of the heater pulse were critical for chan-
nel formation over the full length of the accelerator. Here,
we present an in-depth characterization and analysis of
the relevant processes at play. Specifically, in Sec. II the
role of heater pulse self-guiding is shown via magnetohy-
drodynamic (MHD) simulations. They show that even
though there are strong head to tail changes in the prop-
agation of the heater pulse, channels with percent-level
longitudinal uniformity can be produced. Experimental
evidence for heater self-guiding is presented in Sec. III A
with heater pulse transmitted mode measurements and in
Sec. III B with short probe pulse guiding. It was shown in
Ref. [20] that the initial electron temperature Te was an
effective control over plasma heating and channel prop-
erties. Specifically, lower pre-heater temperature plas-
mas produced the low density channels with lower rm.
However, one concern of reduced temperature is incom-
plete ionization, which could be detrimental to laser and
heater guiding. In Sec. III C this is examined via ion-
ization induced blueshifting of a probe pulse, as well as
through MHD simulations. Additional experimental con-
firmation for the measured channel properties is provided
in Sec. IIID by comparing simulated and measured spec-
tra of high power laser pulses transmitted through the
capillary. And lastly, on the accelerator side, Sec. IV
discusses the path to higher electron beam energy, while
Sec. V shows initial experiments on improving the qual-
ity of multi-GeV electron beams with controlled injection
techniques.
II. CHANNEL FORMATION PHYSICS
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FIG. 2. The measured discharge current temporal pro-
file (green), along with the simulated on-axis temperature
(black), and density (magenta). The heater pulse arrived at
time 300 ns, causing the short-duration temperature rise and
density reduction. Figure taken from A. J. Gonsalves et al,
Physical Review Letters 122, 084801 (2019) [20].
A laser-heated capillary discharge [20, 26] operates in
the following way. An electrical discharge is struck in a
capillary filled with hydrogen gas. The discharge creates
a plasma that undergoes Ohmic heating, and a plasma
with a density minimum on axis is formed due to cool-
ing at the capillary wall. Subsequently, a laser pulse
heats the plasma on-axis and deepens the plasma chan-
nel through hydrodynamic expansion, mitigated partially
by thermal conduction [21]. For the density range rele-
vant to this work, n0 =(2–5)×1017 cm−3, theory and
simulation of IB heating provide insight into the heating
process and rates [27, 28]. The heating rate can be con-
trolled by the laser intensity I, density ni, heater laser
wavelength λh and electron temperature Te. The IB ab-
sorption is described by the imaginary part of the per-
3FIG. 3. Simulation of channel formation for heater pulse arrival 320 ns after the peak of the discharge pulse and initial
hydrogen atomic density 6.12× 1017cm−3. Inset of (a): Temporal profile of the heater pulse with energy 0.3 J, with the color
scale indicating the temporal slice for subsequent plots. The dark blue and orange colors correspond to the front and back
slices of the heater pulse, respectively. (a-c) show laser and channel properties for different time slices 2 ns apart as a function
of propagation distance z. The heater pulse near field (at the focusing lens) profile was taken to be top hat. (a) Spot size of
the heater pulse. While the front of the pulse oscillates in size with large amplitude due to r0h < rm, the back of the pulse is
well-confined. (b) On-axis density is reduced due to heating. (c) Spot size of a low-power probe pulse with wavelength 815 nm,
showing good guiding a few ns after the peak of the heater pulse.
FIG. 4. Simulation of channel formation for heater pulse arrival 440 ns after the peak of the discharge pulse and initial
hydrogen atomic density 6.12× 1017cm−3. Inset of (a): Temporal profile of the heater pulse with energy 0.3 J, with the color
scale indicating the temporal slice for subsequent plots. The dark blue and orange colors correspond to the front and back
slices of the heater pulse, respectively. (a-c) show laser and channel properties for different time slices 2 ns apart as a function
of propagation distance z. The heater pulse near field (at the focusing lens) profile was taken to be top hat. (a) Spot size of
the heater pulse. While the front of the pulse oscillates in size with large amplitude due to r0h < rm, the back of the pulse
is well-confined. (b) The on-axis density is reduced more than for Fig. 3 due to a lower pre-heater plasma temperature that
increased heating rate. (c) Spot size of a low-power probe pulse with wavelength 815 nm, showing lower spot sizes than for
Fig. 3 and hence the production of a channel with lower rm.
mittivity ε = ε′ + iε′′. The heating rate, according to
Ref. [29] in Kramers approximation, is given by
R = I 2piε
′′
λh
= 2
5/2pi1/2
3
zq4eniI
m
1/2
e T
3/2
e
ω2pe
ω2h
Λ , (1)
where qe and me are the electron charge and mass, ni is
the ion density, z the ion charge number, ωpe is the elec-
tron plasma frequency, and ωh = 2pic/λh is the frequency
of the heating laser, with the Coulomb logarithm given
by
Λ = max
{
pi
31/2 ,
1
2 ln
[
25T 3e
exp (5Cγ)ω2hz2q4eme
]}
, (2)
where Cγ = 0.57721... is the Euler-Mascheroni con-
stant. This expression for the rate of plasma heat-
ing due to the absorption of the laser pulse energy via
the inverse bremsstrahlung process is valid, when Te 
z2e4me/~2 ∼ 27z2 eV, and ωh  ωpe. In the regime
treated here, with heater intensities below 1012 W/cm2,
4the heating rate dependence can be simplified to:
R ∝ niIλ
2
h
T
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e
. (3)
According to this estimation, typical temperature
changes near peak laser intensity in the experiments pre-
sented here are expected to be of order 1 eV/ns. Using
nanosecond-scale heater pulses, this can induce signifi-
cant heating in hydrogen discharge plasmas that typi-
cally have temperature distributions peaking at a few eV
[25].
Both the plasma channel formation from the discharge
and the channel modification through IB heating were
modeled with the multi-dimensional code marple (Mag-
netically Accelerated Radiative PLasma Explorer) [30–
32], with the laser heating rate calculated using equations
1 and 2. Additional modules from inf&rno [33, 34] were
used to calculate the heater laser pulse propagation. An
example of this taken from Ref. [20] is shown in Fig. 2.
The temperature rises with the current through Ohmic
heating. The density rises through ionization and drops
through channel formation. After the peak of the current
the temperature drops due to reduced Ohmic heating and
cooling at the capillary wall. The heater laser pulse with
duration 8 ns full-width-half-maximum (FWHM) arrived
300 ns after the peak of the discharge current, at which
point the temperature rises from 4.1 to 4.7 eV, resulting
in a reduction in on-axis density, indicating the lowering
of rm. Since the ion acoustic speed is tens of micron per
ns, later temporal slices of the heater pulse encounter
a plasma channel that is already deepened by preced-
ing slices. Because subsequent slices propagate through
stronger plasma channels, employing a longer pulse has
the advantage that the heater pulse focused spot size
need not be initially matched to the plasma channel. This
allows for a tighter focus of the heater pulse, and hence,
reduced rm after heating.
Due to the evolution of the heater pulse as a func-
tion of propagation distance in these experiments, the
density profile is expected to have longitudinal modula-
tions. This was investigated with marple simulations.
The heater laser pulses had wavelength λh = 532 nm, en-
ergy 300 mJ, FWHM duration 8 ns, and focused spot size
r0h = 82µm. The capillary discharge current pulse used
was experimentally measured, and shown in Fig. 2 to
have an amplitude of 450 A and rise time of 400 ns. The
capillary had diameter 800µm and length 20 cm. The
initial hydrogen atomic density was 6.12 × 1017 cm−3.
In the simulations we do not take into account density
distribution near the ends of the capillary. Although the
heater thermal self-focusing will change with more accu-
rate modeling of the density ramp between the capillary
ends and the gas inlets, the effect is expected to be small
since the ramp length of ≈ 6mm [31] is less than the
Rayleigh range of 4 cm. The heater pulse temporal pro-
file is shown in the inset of Fig. 3(a), and the color is used
to show the temporal location for subsequent plots. It
should be noted that compared to simulations presented
in Ref. [20] that employed a heater pulse with Gaussian
spatial profile, the new simulations in this work use a
profile that is top-hat at the focusing lens and is a closer
approximation of the experimental heater pulse mode.
As the heater propagates through the channel, the first
temporal slices are initially poorly confined, as evidenced
by the large spot size evolution of the blue curves in
Fig. 3(a), which is for heater arrival 320 ns after the peak
of the discharge. Here the spot size is defined as the sec-
ond moment within a radius of 160 µm. This definition of
spot size allows for a better measure of guiding efficacy
for the case of non-Gaussian laser pulses. The tempo-
ral slice of the heater pulse guided best over the 20 cm
length is a few ns after the peak, with spot size varia-
tion between 70 and 90 µm (orange curves), indicating
that 8 ns is a reasonable choice of pulse length. Guiding
of the heater pulse is important because increased heat-
ing over a smaller area around the axis more efficiently
causes expansion of a narrow heated column. Propaga-
tion of the early time slices of the heater pulse is deter-
mined mainly by the plasma channel formed in the cap-
illary discharge before the heater, whereas propagation
of the majority of the heater pulse is governed addition-
ally by the modification of the plasma channel due to
laser heating. Both these effects determine complicated
longitudinal and temporal structure of the heater laser
pulse shown in Figures 3(a) and 4(a). The density is
also lowest a few ns after the peak of the heater pulse, as
shown in Fig. 3(b), with axial variation between 2.82 and
3.02×1017cm−3. It should be noted that for timing at the
peak of the heater pulse, the longitudinal variations are
larger. This may explain the observation in Ref. [20] that
a larger portion of charge at low energy was measured in
experiments compared with simulations that employed
a heater pulse with a Gaussian spatial profile. Further
particle in cell (PIC) simulations are needed to evalu-
ate the effect of these larger density oscillations, but it
is reasonable to expect that the increased density near
the center of the capillary will introduce additional low
energy charge, as observed in the experiments (Fig. 1).
A high degree of uniformity can be achieved about 7 ns
after the peak of the heater pulse, with density variation
between 2.87 and 2.99×1017cm−3.
In order to evaluate the efficacy of the guiding struc-
ture created for the laser pulse spot size employed in the
high power experiments of Fig. 1, the evolution of a probe
pulse with focal spot size r0 ≈ 63µm was simulated. The
wavelength was 815 nm and the power low such that ion-
ization effects could be neglected. As shown in Fig. 3(c),
the best confinement of the pulse is observed for the low-
est density channel, with modest fluctuations in spot size.
This means that in high power experiments the peak in-
tensity and accelerating field is expected to remain high
throughout the capillary. In summary, Fig. 3 shows that
although the front of the heater pulse was mismatched
to the plasma channel, later temporal slices of the pulse
could be propagated with just ≈ 10 % change in spot size,
forming a channel with reduced density and rm over the
5Phosphor screen
CCD
Magnetic spectrometer
CCD array
Heater laser
Off-axis paraboloid
BELLA driver laser
Wedge with hole
Heater mode imager
Driver mode imager
CCD 53
2nmCC
D 800nm
Capillary discharge
waveguide
Telescope
Vacuum
Driver final
steering mirror
Pointing and
timing diagnostics
Far field CCDs
Photo-
diodes
Near-infrared
Spectrometer
Driver final
steering mirror
Fiber collimator
ICT
Wavefront sensor
Translation stage
FIG. 5. Schematic of the experimental setup showing the target and diagnostics of the laser and electron beam. Figure taken
from A. J. Gonsalves et al, Physical Review Letters 122, 084801 (2019) [20].
entire length of the capillary.
The experiments in Ref. [20] showed that stronger
low density channels could be achieved by operating the
heater pulse later in the discharge. This was due to the
increased laser heating associated with initially colder
plasma channels. Here we model these effects with an
MHD simulation (Fig. 4) with heater pulse arrival 440 ns
after the peak of current. Again excellent guiding of the
heater pulse is observed ≈5 ns after the peak, as shown
in Fig. 4(a), while earlier temporal slices undergo signif-
icant spot size oscillation. In contrast to the case for
320 ns delay, however, excellent guiding is observed all
the way to the tail of the pulse (yellow curve). Channels
with longitudinal density uniformity better than 10 % are
observed from about 5 ns in Fig. 4(b), with channel den-
sity variation between 2.27 and 2.47×1017cm−3 for time
6 ns. This larger density reduction observed for the colder
pre-heater plasma (Fig. 4 vs. Fig. 3) is important for
maximizing electron beam energy in the LPA. The lower
density is achieved simultaneously with the generation of
a sufficiently deep channel, with excellent confinement of
the Gaussian probe pulse shown in Fig. 4(c).
III. CHANNEL FORMATION EXPERIMENTS
A. Guiding of the heater pulse
In order to demonstrate the heater self-focusing pre-
dicted in Fig. 3, heater guiding experiments were per-
formed at the BELLA petawatt facility [35], with the
setup shown in Fig. 5. The heater and discharge pulse
parameters were chosen to be the same as the simulation
of Fig. 3 (e.g. r0h = 82µm), except for heater pulse en-
ergy, which was varied. The capillary length was chosen
to be 9 cm instead of the 20 cm used in high power ex-
periments [20] so that the output spatial modes would
be a more sensitive diagnostic of guiding and avoid con-
fusion between matched and unmatched guiding when a
small output laser mode is observed. This can be seen
from Fig. 3(a), where the front of the heater pulse (that
is minimally affected by IB heating) has a large output
mode after 9 cm of propagation. This can be contrasted
with the output mode size at 20 cm, which appears well
guided for the low power leading slice of the pulse even
when a large spot size oscillation occurs. The heater
laser pulses at the entrance and exit of the capillary were
imaged using a CCD camera and an all-reflective achro-
matic telescope with three uncoated wedges. A CCD
camera was also used to image the location of the first
uncoated wedge for alignment and near field beam pro-
filing. A photodiode and Pearson coil measured the tem-
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FIG. 6. Heater pulse output modes vs initial on-axis density (labeled above the images in units of ×1017cm−3), for a 90 mm
capillary. The heater pulse energy is shown on the left of each image row. The images have a field of view of 700 µm x 700 µm.
The effect of self-guiding of the heater is clear for increasing initial density, with significant reduction in spot size.
poral evolution and timing of the heater and discharge
pulses, respectively.
Heater pulse spatial profiles at the exit of the capillary
are shown in Fig. 6 as a function of plasma density. The
top row is for laser energy 0.01 J, for which the effects
of laser heating are negligible. As plasma density is in-
creased, the mode size decreases since the matched spot
size of the channel created by the discharge decreases as
rm ∝ n−1/40 D1/2cap [25, 36]. The bottom row is for laser en-
ergy 0.4 J. At density≈ 0.4×1017cm−3, there is negligible
effect of increasing the heater pulse energy, demonstrat-
ing that there is no self-guiding effect. As the density is
increased, the heating rate increases according to Eq. 3
and laser heated channels with lower rm are produced,
leading to smaller mode size and higher peak fluence.
The fact that the heater pulse mode size is reduced for
high compared with low heater laser pulse energy is due
to the thermal self-focusing effect shown in the simula-
tions of Fig. 3(a). Early temporal slices of the heater
pulse created subsequently deeper plasma channels that
guided later slices of the heater pulse.
B. Guiding of a low power probe pulse
In order to directly probe the channel temporal evo-
lution due to IB heating, “driver" laser pulses from the
BELLA petawatt laser at a wavelength λ = 815 nm with
spectral width 40 nm were focused to a focal spot size
r0 ≈ 60µm by a 13.5 m focal length off-axis parabolic
mirror onto the entrance of a capillary waveguide as
shown in Fig. 5. The laser pulses were stretched to τ0 '
1.5 ps full-width-half-maximum (FWHM) and attenu-
ated to driver energy Ud = 26 mJ so that ionization,
relativistic self-focusing, and wake generation could be
neglected.
For times before the heater pulse arrival (<-10 ns be-
fore the peak of the heater pulse at 0 ns), the output
probe size is constant over the times sampled. A typical
output mode taken 20 ns before the peak of the heater
pulse is shown at the top left of Fig. 7. At -5 ns, which
corresponds to the rising edge of the heater pulse, the ef-
fect of the heater is apparent from an increase in fluence
0
1
Fl
ue
nc
e 
[n
or
m
. t
o 
in
pu
t]
0.5
Before heating After heating
FIG. 7. Probe pulse output fluence vs time from heater peak
for pre-heater on-axis electron density 3.5 × 1017cm−3 and
heater pulse energy 0.4 J, after propagation through a 90 mm
capillary. Example output modes are shown with field of view
of 700 µm x 700 µm. The reduction in spot size and corre-
sponding increase in fluence demonstrate improved guiding
with the heater pulse.
at the capillary exit, followed by an oscillatory behavior.
This is due to the changing matched spot size and spot
size oscillation period, as shown in Fig. 3(c) and Fig. 4(c).
It should be noted that the details of the peak fluence lon-
7gitudinal evolution depends strongly on the spatial mode
of the probe pulse. In particular, laser pulses with top
hat near field profile show stronger peak fluence oscilla-
tions. The fluence is maximized approximately 5 ns after
the peak of the heater pulse, and a typical output mode
is shown at the top right of Fig. 7. This reduction in spot
size is also observed in the simulation shown in Fig. 4 at
z=9 cm, cf. the orange curve (5 ns) compared to the blue
curve (-7 ns).
C. Blueshift diagnostic of Ionization degree
Both marple simulations (Fig. 3 and Fig. 4) and ex-
periments of Ref. [20] show that the effect of the heater
pulse is increased by operating later in the discharge pulse
where the current and electron temperature are lower.
In addition, these are the conditions for which the high-
est energy electron beam was observed. However, as the
electron temperature is reduced, the plasma is no longer
fully ionized. In order to demonstrate this experimen-
tally, laser pulses with energy 33 mJ were compressed to
35 fs to enable ionization. Fig. 8(a) shows the ionization-
induced blueshift wavelength vs. time in the discharge
pulse. Here the blueshift wavelength is defined as the
wavelength below which 1/e2 of the laser energy resides.
As the current and plasma temperature increase, the in-
creased ionization from the discharge reduces the amount
of blueshifting (increases the blueshift wavelength). Be-
tween approximately the peak of the discharge pulse
and 300 ns later the blueshift wavelength is constant,
and there is negligible change from the input spectrum
(dashed line). As the current and plasma temperature
reduce, the spectrum shifts to shorter wavelength. The
temporal evolution of the blueshift wavelength for heater
pulse arrival 420 ns after the peak of the discharge pulse
is shown in Fig. 8(b). The spectrum almost returns to
the input spectrum at approximately 5 ns, demonstrating
ionization due to the heater pulse. The trends observed
in the experiment are consistent with the hydrogen ion-
ization fraction obtained from the corresponding marple
simulation, which is shown in Fig. 8(c). The on-axis ion-
ization fraction (red line) rises with increasing discharge
current, has a plateau of full ionization for 500 ns, and
falls as the current returns to 0. The heater pulse arrival
at 440 ns can be seen by the rise again to full ionization.
It should be noted that at larger radii the plasma is not
fully ionized by the heater pulse. Future work will in-
vestigate the effect of this on guiding of high power laser
pulses.
D. Redshift diagnostic of channel formation
Increasing the driver laser power further enables wake-
field generation and redshifting of the laser spectrum.
Figure 9(a) shows examples of redshifted spectra for in-
creased laser power. This allows for a cross-check of the
density and matched spot size measurements of Ref. [20]
by comparing experimental and simulated laser spectra
[19, 37]. Figure 9(b) shows the measured laser red-
shift versus laser energy for n0 = 3.2 × 1017 cm−3 and
rm = 68µm (black diamonds). The redshift was de-
fined as the wavelength above which 1/e2 of the signal
was measured within the NIR spectrometer spectral win-
dow of 1050 nm to 1700 nm. Also shown are simulated
values for the same conditions (black circles) obtained
using the code inf&rno after correcting for the instru-
ment spectral response. These simulated values are in
closer agreement with the experimental redshift than for
simulations performed at lower (green) or higher (blue)
density, and for smaller matched spot size (pink). These
results suggest that the average plasma density is known
to within approximately 10 percent. However it should
be noted that from low power measurements day-to-day
changes in the density for nominally identical conditions
vary by about 10 %, most likely due to changes in the
heater laser mode.
Laser-heated capillary discharge channels have been
shown to generate beams up to 7.8 GeV using 850 TW of
laser power, as was shown in Fig. 1 [20]. In this section,
experiments provided a deeper understanding of how
the plasma channel is formed and optimized. Thermal
heater-self focusing was shown via guided mode measure-
ments in which the heater guiding cannot be explained
by the discharge-formed channel. Guiding of probe pulses
provided insight into the temporal evolution of the laser-
heated channel, with optimum guiding 5 to 10 ns after
the peak of the heater pulse. For heater arrival late in
the discharge pulse where the current is close to 0, the
lowest density channels were produced, which is benefi-
cial for maximizing electron energy gain in LPAs. Al-
though the plasma is not fully ionized on-axis due to the
discharge alone, MHD simulation shows that subsequent
ionization due to the heater returns the ionization degree
to 1 on-axis.
IV. MAXIMIZING ELECTRON BEAM ENERGY
WITH A PETAWATT LASER
In this section we explore increasing the beam en-
ergy to 10 GeV via simulations using the code inf&rno
[33, 34]. The initial background plasma density profile is
longitudinally uniform with 0.6 cm-long linear ramps at
both ends of the capillary. The following expression was
used as the initial condition for the BELLA laser pulse
aˆ(ζ, r, t = 0) = a0 jinc
(
r
Rjinc
)
f‖(ζ), (4)
where the field aˆ(ζ, r, t = 0) is the amplitude of the
(complex) envelope of the normalized laser vector po-
tential, t is the time, ζ = z − ct is the longitudi-
nal co-moving coordinate (z being the longitudinal co-
ordinate), r is the transverse coordinate (the simula-
tions considered here are axisymmetric), the function
8FIG. 8. Spectral edge of probe laser pulses with energy 33 mJ and pulse length 35 fs exiting a capillary of length 20 cm for
n0 ≈ 3.8×1017cm−3. In (a) only the discharge is fired and the delay of the probe from the discharge peak is varied. The dashed
red line corresponds to the value with the capillary removed from the beam path. The inset to (a) shows example spectra for
time -300 ns (red), 150 ns (green), and 420 ns (blue). In (b) the delay of the probe from discharge peak is held constant at
420 ns, and the heater pulse timing is varied. The error bars correspond to the standard deviation of the measured data. The
hydrogen ionization fraction from the marple simulation of Fig. 4 is shown in (c) for the axial location (red), for 100um off
axis (green), and for 200um off axis (blue). The steep rise in ionization at 440 ns is due to the arrival of the heater pulse.
jinc(u) = 2J1(u)/u [J1(u) being the first-order Bessel
function of the first kind] describes the transverse laser
field shape, Rjinc ' 0.364r0, and the complex function
f‖(ζ) describes the experimentally-measured longitudi-
nal laser temporal profile. We consider an LPA operating
in the nonlinear regime, where particle production relies
on self-injection. The physical parameters are as follows.
The (post-heater) on-axis density is n0 = 2.2×1017 cm−3,
and the matched radius rm = 65 µm, which is close to
the parameters obtained in Fig. 4 for times > 5 ns af-
ter the heater peak. The laser had energy U0 = 39 J,
pulse duration is ' 30 fs (FWHM maximum of the in-
tensity, the experimental profile is used), and r0 = 64µm,
yielding peak laser power 1.3 PW and a0 = 2.86 . The
size of the computational box (2D r − z axisymmetric)
was 27k−1p × 44k−1p , where kp = ωp/c. The longitudi-
nal and transverse (radial) resolutions were, respectively,
kp∆ζ = 0.005, and kp∆r = 0.033, and the time step was
ωp∆t = 0.0012. The number of numerical particles per
cell was 6 for kpr ≤ 5, and then the number was decreased
to 1 approaching the radial boundary. The simulation
was run using a moving window with open boundary con-
ditions in the longitudinal direction, and an absorbing
boundary in the transverse direction. INF&RNO uses
a fourth-order Runge-Kutta integrator for the temporal
evolution of particles and fields [33], and a second-order
implicit integrator for the laser envelope [34]. The sim-
ulation cost for this run was ∼ 120,000 core hours (88
hours on 1350 cores) on the Edison supercomputer at
the National Energy Research Scientific Computing Cen-
ter (NERSC), an estimated reduction of a factor & 100
compared to simulations performed with conventional 3D
PIC codes.
The laser-plasma parameters were chosen to be slightly
above the threshold for particle self-injection [38]. This
helped improve the spectral properties of the accelerating
bunch by preventing continuous injection of charge. Ad-
ditional constraints in the choice of the parameters came
from the requirement that the laser must remain well
guided over the 20 cm of the plasma, and that the laser
depletion length is comparable to the dephasing length.
The plasma density profile was taken to be uniform be-
tween the gas inlets and linear between the gas inlets
and the capillary ends. Since the ramp length is approx-
imately the distance between the gas inlet and capillary
end [31], and this distance is less than the Rayleigh range
of the laser pulse, the precise shape of the ramp is ex-
pected to have only a small effect on laser propagation.
For example, in the paraxial approximation, the maxi-
mum difference in peak fluence between a linear ramp
and a more realistic square root dependence ramp was
less than 5 %.
In Fig. 10 (a) we show (red solid line) the evolution of
the peak value of the normalized laser vector potential as
a function of the propagation distance in the plasma (the
black line represents the on-axis density profile), demon-
strating that good guiding of the laser is achieved. The
LPA operates in the nonlinear regime, but, contrary to
the bubble regime, the laser does not self-guide without
the plasma channel (blue dashed line). The laser inten-
sity increased above the initially focused value due to
the effects of self-focusing and self-steepening of the laser
pulse. Efficient laser guiding was achieved, meaning that
the laser intensity remained higher than the vacuum focal
value.
Modeling shows that background electrons are self-
injected and accelerated in the laser-driven wake. Most
of self-injection occurs for z . 10 cm. In Fig. 10 (b)
we show the electron beam energy spectrum at the exit
of the LPA. In computing the spectrum we considered
95 6 7 8 9 10
1100
1200
1300
1400
1500
1600
Re
dh
sif
t[
nm
]
Energy [J]
Sim. n0 = 2.8x10
17cm-3, rm = 68 µm
Sim. n0 = 3.2x10
17cm-3, rm = 68 µm
Sim. n0 = 3.6x10
17cm-3, rm = 68 µm
Sim. n0 = 3.2x10
17cm-3, rm = 65 µm
Expt. n0 = 3.2x10
17cm-3, rm = 68 µm
Wavelength [nm]
1100 1300 1500 1700
0
7
6
5
4
3
2
1
8
Fl
ue
nc
e 
[a
rb
. u
ni
ts]
10 J
4 J
7 J
(a)
(b)
FIG. 9. (a) Example drive laser spectra at the exit of the
waveguide for input laser energy 4 J (red), 7 J (green) and 10 J
(blue). (b) Redshift vs. laser energy on target for experiment
and simulation. The experiment result (black diamonds) is
well matched to the simulated result (black circles). The error
bars correspond to the quarter percentiles of the data. Sim-
ulation for higher density (blue) showed higher redshift than
experiment and simulation for lower density (green) showed
lower redshift. Simulation for the experimental density but
lower rm (pink) showed higher redshift, due to increased con-
finement of the laser pulse.
only the particles within the angular acceptance of the
BELLA spectrometer (i.e., ±1 mrad). The accelerated
charge is 132 pC, and the charge in the high-energy quasi-
monoenergetic feature of the spectrum (average energy
9.9 GeV, rms relative energy spread 4%, rms divergence
0.26 mrad) is 80 pC. It should be noted that the exit den-
sity ramp has negligible effect on the high energy part of
the bunch since the betatron period of the bunch is longer
than the ramp itself, and the wake amplitude is reduced
as the laser intensity decreases in the ramp. However,
the presence of the down ramp at the exit of the capil-
lary results in additional self-injection of relatively low
energy particles (< 100MeV) with very high divergence.
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FIG. 10. (a) Evolution of the peak value of the normalized
laser vector potential as a function of the propagation distance
for a guided (red solid) and an unguided (blue dashed) laser
in a 10 GeV-class LPA. The black line represents the on-axis
density profile. The plasma parameters are n0 = 2.2 × 1017
cm−3, rm = 65 µm. The laser parameters are U = 39 J,
w0 = 64 µm, and T0 = 30 fs (FWHM of the intensity). (b)
Electron beam energy spectrum measured at the exit of the
LPA (z = 20 cm, self-injection) for different values of the
matched radius, rm = 65 µm (red) and rm = 70 µm (green).
The accelerated charge is 132 (56) pC for rm = 65(70) µm.
Due to the limited acceptance of the magnetic spectrom-
eter only ≈ 1 pC of this charge is captured, as shown in
Fig. 10(b).
We also ran different simulations considering variations
in the plasma parameters with respect to the proposed
working point in order to assess the sensitivity of the final
bunch properties to these parameters. The exploration
of the parameter space is made possible by the (rela-
tively) low computation cost of these simulations with
INF&RNO. In particular, we considered a set of simula-
tions where the matched radius was increased from 65 µm
to 70 µm, 75 µm, and 80 µm. Simulations show that, as
the matched radius increases, both the accelerated charge
and the maximum bunch energy decrease. For instance,
10
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FIG. 11. Spectrally resolved images of the capillary discharge,
showing the ability to control the length of mixed gas region
for ioninization injection. The pressure at the intersection of
the entrance gas inlet and the capillary was set to 20.4 Torr.
The pressure at the intersection between the exit gas inlet
and the capillary was set to 20.1 Torr for (a) and 19.4 Torr
for (b).
for rm = 75 µm the maximum bunch energy was . 8 GeV
(with a broad energy spread), and the final bunch charge
was 10 pC. No bunch at the exit of the LPA was observed
for rm > 75 µm. High-sensitivity of the final bunch pa-
rameters to the changes in the on-axis density was also
observed in lower resolution simulations. These simula-
tions show that 10 GeV electron beam single stage energy
gain can be achieved with an increase in laser power to
1.3 PW, and density reduction to n0 = 2.2× 1017 cm−3
while maintaining a low matched radius rm = 65 µm.
This motivates further laser-heater optimization, which
could include optimization of heater laser spot size and
wavelength.
V. CONTROLLING ELECTRON INJECTION
The electron beam produced in both the experiments
and simulations of the previous sections showed electron
beam spectra with multiple quasi-monoenergetic peaks,
and the simulations show sensitivity to input parameters
at the level of available control. The sensitivity is due
in large part to the self injection process used [1]. In or-
der to produce higher-quality and stable monoenergetic
electron bunches both for single stage applications and
multi-stage LPAs, injection must be controlled in addi-
tion to the laser propagation. Methods requiring addi-
tional laser pulses promise to produce beams of unprece-
dented quality [39, 40]. Here we begin the investigation
of controlled injection in multi-GeV LPAs with ioniza-
FIG. 12. Example electron beam spectra produced in a cap-
illary discharge waveguide filled with 1% nitrogen, balance
helium in the front of the capillary, and hydrogen in the re-
mainder of the capillary. The capillary had length 3.3 cm and
diameter 0.5 mm, and the plasma density was n0 = 7× 1017
cm−3. The laser, which had a vacuum focal spot of 53µm
was focused 1.3 cm into the capillary, with energy 17 J, and
pulse length 35 fs.
tion injection using the drive laser pulse, as was done for
lower beam energies [41].
Previous experiments using the capillary discharge for
LPAs saw evidence for ionization injection [42], but the
species, concentration, and length of the dopant region
were not controlled. Here we show that the length of a
mixed gas region can be controlled by introducing the
dopant species that provides the electrons to be injected
in the entrance gas inlet of a capillary and adjusting the
pressure relative to the pressure at the downstream gas
inlet. This is shown for helium gas with dopant 0.5 %
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N2 in Fig. 11 with spectrally resolved images similar to
those in Ref. [43]. The horizontal lines in each image
correspond to the capillary, the upper one correspond-
ing to hydrogen and the lower to helium. The vertical
curved lines above the capillary correspond to the gas
inlets, and the curved lines below the capillary lead to a
capacitance manometer used for pressure measurement.
He was chosen as the balance of the dopant gas since it
allows for determination of the length of the dopant re-
gion. It should be noted that He is not fully ionized and
the transverse density profile in this region will be dif-
ferent. For higher electron energy that requires efficient
guiding in a longer plasma channel, hydrogen should be
used, or the length over which dopant gas be limited to
less than a Rayleigh range. In Fig. 11(a) the pressure
at the upstream inlet-capillary intersection is 0.3 Torr
lower than for the downstream counterpart. This results
in a well localized region of the helium nitrogen mixture.
In Fig. 11(b) the pressure at the exit inlet/capillary in-
tersection was reduced to 19.4 Torr, and the mixed gas
region approximately doubled in length. It should be
noted that the images in Fig. 11 are time integrated and
do not provide a quantitative density profile of the hy-
drogen or dopant species. However they do demonstrate
the ability to localize the dopant gas within the capillary
discharge waveguide.
For electron beam generation experiments the first op-
tical wedge was translated so that the hole was in the
beam path, allowing electrons to propagate to the elec-
tron beam diagnostics shown in Fig. 5. The electron
beam energy was measured using a 2.5 m-long magnetic
spectrometer (tunable up to 1.2 T) by imaging two phos-
phor screens of length 0.2 m and 2.5 m at the exit plane of
the spectrometer onto 12 CCD cameras. In order to sep-
arate the challenges of controlled injection and guiding
over the distances required for ≈10 GeV energy gain, the
electron beam generation experiments were performed in
a capillary of length 3.3 cm, which is shown in Fig. 11.
Over this length self-guiding is effective, and the laser
heater pulse was not required. The laser for these exper-
iments had energy 17 J and pulse length 35 fs, and was
focused 1.3 cm past the entrance of the capillary. The
dopant region was localized to the first ≈ 1 cm of the
capillary and the plasma density set to n0 ≈ 7 × 1017
cm−3.
Example electron beams, chosen based on those that
were best aligned to the magnetic spectrometer, are
shown in Fig. 12. For density 65 % of that shown in
Fig. 12, which is near the threshold for electron injec-
tion, the charge was sensitive to mm changes in the
laser focal location. For the shots shown in Fig. 12,
the charge was 45pC±16 pC, and the peak energy was
1.66 GeV±0.06 GeV. In total 50 shots were taken for
these parameters and 12 shots were pointed with suf-
ficient accuracy to be measured by the magnetic spec-
trometer. For these 12 shots the charge and peak energy
were 44 pC±13 pC and 1.7 GeV±0.1 GeV, respectively.
The best centered beam (top) had energy 1.6 GeV, charge
38 pC, divergence 1 mrad FWHM, and energy spread less
than 2 % (resolution limited). Beams with such low en-
ergy spread are ideal for staged acceleration experiments,
where low energy spread is required for high efficiency
transport and capture in the second stage [44].
VI. CONCLUSION
IB heating inside a capillary discharge waveguide in-
creased the channel depth and enabled the guiding of
petawatt laser pulses at low density (≈ 3 × 1017 cm−3)
over ≈ 15 ZR. Simulations were presented, showing how
the plasma channel is formed and the crucial role ther-
mal self-focusing plays in generating low density chan-
nels with strong focusing force over the full length of
the accelerator. Self-focusing of the heater pulse was
confirmed with experiments in which the heater output
mode was reduced as its energy was increased. Guiding
of low power probe pulses shorter than the plasma evo-
lution timescale showed optimum guiding 5-10 ns after
the peak of the heater pulse, which was consistent with
MHD and laser guiding simulations.
Since optimum channels (lowest density and strongest
focusing forces) are observed for initially colder plasmas
where ionization is incomplete and guiding may be im-
pacted, guiding experiments were performed where the
probe pulse intensity was large enough to ionize neutral
hydrogen and introduce spectral shifts. The temporal
evolution of blueshifting throughout the discharge and
after arrival of the heater pulse were consistent with the
evolution of the ionization degree seen in the MHD sim-
ulation, showing that the heater pulse fully ionizes the
channel on-axis, which is beneficial for laser guiding.
Such plasma channels were used in experiments gener-
ating beams up to 7.8 GeV. Insight into the path toward
increasing the beam energy further was gained via PIC
simulations. Beams of energy 10 GeV were predicted by
not only increasing laser power to 1.3 PW, but also reduc-
ing the plasma density further to n0 = 2.2 × 1017 cm−3
while maintaining a channel with small matched spot size
of rm = 65 µm. MHD simulations suggest this is within
reach of IB-heated capillary discharge waveguides, specif-
ically by operating at later time within the heater pulse
compared to previous experiments [20]. Both current ex-
periments and these simulations of 10 GeV beams show
energy spectra with multiple peaks. In order to inject
a single electron bunch and generate a monoenergetic
beam, work has begun on controlling injection in multi-
GeV LPAs. We showed that beams with less than 2%
energy spread could be obtained by ionization injection
over a localized region in a capillary discharge waveguide.
This shows promise for future single-stage LPAs, and for
high efficiency capture and acceleration in multi-stage
LPAs.
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