Abstract. We review quantization of gauge fields using algebraic properties of 3-regular graphs. We derive the Feynman integrand at n loops for a non-abelian gauge theory quantized in a covariant gauge from scalar integrands for connected 3-regular graphs, obtained from the two Symanzik polynomials.
Introduction
Feynman rules for scalar field theories reveal astonishing connections to algebraic geometry. These are most easily seen upon the use of parametric representations, which furnish renormalized integrands suitable to be analysed in mathematical terms. Crucial are here the two Symanzik polynomials, which underlie the parametric representation [1, 2, 3, 4, 5, 6, 7] .
If one wants to generalize this approach into the realm of gauge theories, a pedestrian approach would be to turn every tensor integral appearing from any single graph into the parametric representation, creating a bewildering number of tensor integrals for each and any contributing graph in a non-abelian gauge theory. While effective on-shell methods have been suggested as an alternative and indeed succeeded at sufficiently low loop orders [8, 9] , the question how the transition from scalar to gauge field theory can be formulated mathematically remained open.
Here we establish an answer and suggest a more succinct and, we believe, more elegant approach. It allows us to obtain the renormalized integrand of a n-loop scattering amplitude in a gauge theory from the use of the scalar amplitude with cubic interaction and through one further graph polynomial, beyond the use of the two Symanzik polynomials, in one go.
We eliminate thereby the need to introduce ghosts in the context of covariant quantization and replace their use by the use of the corolla polynomial. This polynomial, which incorporates all the necessary signs of closed ghost loops, is still a strictly positive polynomial. This property is maintained in the pure YangMills sector. We also generalize it to enable the inclusion of fermions. Positivity then depends on the representation of the gauge group which we choose for fermionic matter fields.
In fact, we prove that their exists a corolla differential D Γ such that the Feynman integrand I Γ for connected 3-regular graphs Γ, (1)
gives rise, when summed over connected graphs Γ, to the total gauge theory amplitude, using D Γ I Γ . The differential D Γ arises from the corolla polynomial C Γ , which is a graph polynomial based on half-edge variables, upon replacing each half-edge variable by a suitable differential operator assigned to any halfedge 1 . In a gauge theory, we must deal with the simultaneous requirements of unitarity of the scattering matrix S and of covariance of fields which we assume to be representatives of the Poincaré group. These two requirements severely restrict possible Feynman rules [11, 12, 13] . In particular, unphysical degrees of freedom must be eliminated from observable amplitudes.
For the 3-and 4-valent vertices of gauge boson interactions this requires that those vertices are not independent [14] . This leads us to graph homology, as shrinking an edge between two 3-valent vertices gives a 4-valent vertex.
More precisely, let e be an edge connecting two 3-gluon vertices in a graph Γ, χ e be the operator which shrinks edge e, and we extend χ e to zero when acting between any other two vertices. Let e χ e sum over all internal edges. Let S, with S 2 = 0, be the generalized graph homology operator introduced below. Then, for a gauge theory amplitude r: Theorem 1.1. Let X r,n 0 ;j be the sum of all 3-regular connected graphs, with j ghost loops, and with external legs determined by r and loop number n, weighted by colour and symmetry, let X r,n / ,j be the same allowing for 3-and 4-valent vertices. We have This theorem ensures that 3-and 4-valent vertices match to fulfil simultaneously the requirement of relativistic field theory and S-matrix theory.
These two requirements also demand that unphysical degrees of freedom propagating in closed loops do cancel.
Again, let e be an edge connecting two 3-gluon vertices in a graph Γ, δ C + be the operator which marks a cycle C through 3-valent vertices and unmarked edges, extend δ C + to zero on any other cycle. Let C δ C + sum over all cycles. Let T , with T 2 = 0, be the generalized cycle homology operator introduced below. Then: Theorem 1.2. Let X r,n j ;0 be the sum of all 3-regular connected graphs contributing to amplitude r and loop number n and no ghost loops, weighted by colour and symmetry, X r,n j ;/ be the same allowing for any possible number of ghost loops. We have Remark 1.4. Y r,n is the only non-trivial element in the cycle and graph homology which we here construct. It will be an object of future study.
Finally, we get the Feynman integrands in the unrenormalized and renormalized case for a gauge theory amplitude r from 3-regular connected graphs of scalar fields. where we set ξ e = 0 after the action of the corolla differentials.
ii) The renormalized Feynman integrand at n loops for the sum of all Feynman graphs contributing to an amplitude r is Φ(Y r,k ) = |Γ|=n,res(Γ)=r
where we set ξ e = 0 after the action of the corolla differentials.
1.2.
Organization of the paper. The next section gives a detailed account of our graph-theoretic notions including graph homology. Then, we turn to the structure of Feynman rules for scalar fields in the parametric representation, including renormalization as rigorously detailed for parametric representations in [17] . The peculiar situation in gauge theory is discussed in the fourth section, and a review of gauge theory from the viewpoint of Hochschild cocycles and the corresponding combinatorial Green functions is provided in the fifth. The sixth section combines these results with the corolla polynomial and the corolla differentials, culminating in Thm.(1.5) above. Short conclusions finish the paper.
Graphs
We first define the necessary graph theoretic notions.
2.1. Vertices, edges, half-edges. We consider connected graphs with labelled edges and vertices. We consider graphs as elements of a free commutative Q-algebra H, which is graded as a vectorspace by the first Betti number, the number of algebraically independent cycles in a graph. For a graph Γ, we let Γ [1] = Γ [1] E ∪ Γ [1] I ≡ E Γ = E Γ E ∪ E Γ I be the set of its external and internal edges and let Γ
[0] ≡ V Γ be the set of its vertices. We do not allow for internal edges which form loops (tadpoles): every internal edge can be considered as a pair of two distinct vertices 2 . For a vertex v ∈ V Γ , let n(v) be the set of edges adjacent to v, and its cardinality |n(v)| be the valence of v. For an edge e ∈ E Γ , we let v(e) be the set e [1] ≡ e ∩ V Γ . If |v(e)| = 2, the edge e is an internal edge. If |v(e)| = 1, e is an external edge, as tadpoles are excluded. P e := cor(s(e))cor(t(e)), is an ordered pair of corollas.
We call two such pairs P e , P f disjoint if the edges e and f are disjoint.
External edges e at v are identified with the half-edge (v, e) and are always regarded as oriented to the vertex. Definition 2.4. We say that a graph is j-regular if all vertices have valence j, |n(v)| = j, ∀v ∈ V Γ .
Let Γ be 3-regular. Let C Γ be the set of all its cycles (not circuits!). For C ∈ C Γ and v ∈ C a vertex, let v C ∈ H Γ be the unique half-edge at v not in C i .
Definition 2.5.
A graph is n-connected if it is connected after removal of any n of its internal edges.
Remark 2.6. A 2-connected graph is commonly called one-particle irreducible (1PI) in physics.
2.2. Orientation and Cycles. We need oriented graphs for two reasons: to define graph homology, and to have cyclic ordering at each corolla so that each half-edge incident to a vertex has a precursor and a successor at that vertex. Let M k be an oriented Riemann surface of genus k. We call a graph k-compatible, if it can be drawn on M k without self-intersections. Definition 2.7. We say a graph is of genus k if it is k-compatible but not j-compatible for any j < k. A planar graph is of genus 0. Definition 2.8. An orientation (Γ, or) of a graph Γ is an ordering of V Γ together with an ordering of each v(e) for all internal edges e. Here, an ordering of v(e) is the choice of one of the two possible bijections between v(e) and the set {s(e), t(e)}.
Two orderings distinguished by an even number of vertex permutations and edge swaps are equivalent. We write (Γ, or) for an oriented graph. We set (Γ, or) = −(Γ, or ′ ) for or, or ′ inequivalent orientations of the same graph. Lemma 2.9. (Conant, Vogtmann [15] ) An ordering of a 3-regular graph is equivalent to a cyclic ordering of all its corollas. Definition 2.10. For an oriented 3-regular graph of genus k and e ∈ n(v), let e + and e − be edges before (e − ) and after (e + ) edge e in the cyclic ordering of the corolla at v, induced by the orientation of M k .
Remark 2.11. Note that such an orientation of a graph is compatible with a strict ordering of edges: the ordering of vertices orders the pair s(e), t(e) lexicographically (with s(e) < t(e) say), while multiple edges having the same source and target are ordered by the orientation of the underlying Riemann surface.
2.3. Graph homology. We will use various homologies on graphs, with corresponding boundary operators, and suitable variants to study the filtrations of graphs by the number of ghost cycles and the number of internal 4-valent vertices. We start with standard graph homology for scalar graphs with 3-and 4-valent vertices.
2.3.1. Graph homology s (following Conant, Vogtmann [15] ). For an edge e in a graph Γ, let Γ e be the graph where e shrinks to zero length. Its orientation is obtained as follows: we permute vertex labels collecting signs until the edge e connects vertex 1, s(e) = 1, to vertex 2, t(e) = 2. Let σ be the sign of the necessary permutations. Then we shrink edge e and the so-obtained vertex is labelled 1. We inherit all remaining edge orientations and the ordering of vertices remains unchanged, with vertices 3, 4, . . . , |V Γ | relabelled to 2, 3, . . . , |V Γ | − 1. This defines an orientation of Γ e . If σ is negative, we change the orientation by en edge swap.
For an oriented graph Γ, let
be a sum of graphs obtained by shrinking edge e and assigning the orientation as above. Graph homology comes from the classical result Let u w be the obvious map which removes the marking at vertex w, and W 4 (Γ) be the map which marks the vertices of Γ which are in W 4 . So u w (Γ, W 4 ) = (Γ, W 4 − w). Note that an orientation of Γ induces an ordering of the set W 4 . Set σ(w) = j iff w ∈ W 4 is in the j-th place in that ordering.
We extend graph homology with boundary s to graphs with marked 4-valent vertices and boundary S by setting
Proposition 2.14.
Proof.
where the last line vanishes due to the ordering of vertices in W 4 , which makes sure that each pair (w, u) appears twice with a relative sign.
We will soon see that the sum over all connected graphs is in the kernel of S.
Remark 2.15. While the above operators s, S were defined on scalar graphs, we also have variants for gauge theory graphs where we have internal gauge boson or ghost propagators or fermion propagators. There are obvious restrictions then to shrink only edges which connect two 3-gluon vertices. The detailed cohomology operations available in such circumstances are exhibited in section(4).
We now make graphs into a Hopf algebra.
2.4. Algebra of graphs. As we said before, we consider graphs as generators of a free commutative Qalgebra of graphs H. We write I for the unit represented by the empty set, with disjoint union of graphs furnishing the product. The most obvious Hopf algebra structure is given by a co-product based on subgraphs of non-negative weights:
is a coproduct, for a connected commutative Hopf algebra with unit I and the span of all non-trivial graphs as augmentation ideal, as usual [16] .
Definition 2.17. Let f := {γ i } be a subset of proper positive valued 1PI subgraphs γ i ⊂ Γ such that any two elements γ i , γ j of f fulfill: |f | is the number of elements of f and F Γ the set of all forests of Γ. For a union of graphs γ = i γ i we say it has ι valuation if all its components have. There are Hopf algebras for any ι-valuation:
In particular the antipode for positive valued graphs can be written as
where the sum includes the empty set. If the number of external edges of a subgraph γ is greater than two, |γ [1] E | > 2, then γ shrinks to a vertex in Γ/γ. If it equals two, the two external edges are identified to a single edge in Γ/γ 4 . These Hopf algebras on scalar graphs straightforwardly generalize to gauge theory graphs and in particuar act on the sum of all graphs contributing to a given amplitude -the combinatorial Green function-, filtered by the number of 4-valent vertices and the number of ghost loops.
From now on, we demand that orientations of a graph Γ are such that for any proper subgraph γ ⊂ Γ, with two external edges e, f , |γ [1] E | = 2, the edges e, f form a consistently oriented edge in Γ/γ. Then, the orientation of Γ determines the orientations of f and Γ/f , for all forests f . Lemma 2.20. Let γ 1 , γ 2 ⊂ Γ be two proper propagator subgraphs, |γ [1] i,E | = 2. Then, either:
Proof. Elementary. See also Lemma 51 in [17] for details. 4 If we were to have massive particles, we had to blow up notation slightly.
Feynman rules for scalar integrands
First, some general remarks. For n external edges and l loops, an overall factor c = (−i)
is not explicitly given below. All momentum integrals are understood in Euclidean space, all parametric integrals over the real simplex σ : {A e > 0}, with boundary e∈Γ [1] A e = 0. A pairing between a parametric integrand and a simplex as in
means just that: the pair of the simplex and a form, and is to be regarded as an honest integral only when the integrand is replaced by its suitably renormalized form as defined below, typically indicated by a superscript R , so that the integral actually exists. We often simply write for σ . Let Γ be a 3-regular graph as defined below. In order to define the momenta, choose an orientation on Γ, which we represent by ε (the incidence matrix): Furthermore, choose a basis of loops L ⊂ C Γ of l =: |Γ| independent loops of Γ and for each ℓ ∈ L an orientation given by ε ℓ .
5
The Feynman amplitude of Γ is
Note that we also include the external momenta, which is useful for our purposes. This gives just an overall factor above,
We define − e∈Γ [1] ,e adj. to v ε ve ξ e =: ξ v , to be the external momentum for every vertex v of our graph. Note that if v is a vertex to which an external edge e is adjacent, ξ v does not equal ξ e . In Schwinger parametric form, the Feynman amplitude for generic ξ e is (14)
where the integration is a short-hand notation for
, where e 1 and e 2 are the two edges adjacent to v, which are inside ℓ. 6 d is the dimension of spacetime, and can be safely set to four as later on we will renormalize the parametric integrand before integrating. If the reader wishes to integrate first, d can be used as a regulator, which is mathematically questionable though [18] when combined with minimal subtraction despite its popularity in physics. and the integrand is obtained from integrating the universal quadric ([1]) (16) Q Γ := e∈Γ [1] A e ξ ′2 e , so that analytically, we study the expression
which corresponds to a graph where at each vertex v, an external momentum ξ v is entering, and which can be written in the form Eq. (1), by use of the graph polynomials, to which we now turn.
3.1. The first Kirchhoff polynomial ψ Γ . For the first Kirchhoff polynomial consider the short exact sequence
Here, H 1 is provided by a chosen basis for the algebraically independent loops of a graph Γ. E = |E Γ | is the number of edges and V = |V Γ | the number of vertices, so Q E is an E-dimensional Q-vectorspace generated by the edges, similar Q V,0 for the vertices with a side constraint setting the sum of all vertices to zero. Consider the matrix (see [1, 19] )
Here, the sum on the right is over spanning trees T of Γ.
3.2.
The second Kirchhoff polynomial φ Γ and |N | Pf . Let σ i , i ∈ 1, 2, 3 be the three Pauli matrices, and σ 0 = I 2×2 the unit matrix. For the second Kirchhoff polynomial, augment the matrix N 0 to a new matrix N in the following way:
i. Assign to each edge e a quaternion
so that ξ 2 e I 2×2 = q e q e , and to the loop l i , the quaternion
ii. Consider the column vector u = (u i ) and the conjugated transposed row vector u. Augment u as the rightmost column vector to M , and u as the bottom row vector. iii. Add a new diagonal entry at the bottom right e q e q e A e . Note that by momentum conservation, to each vertex, we assign a momentum ξ v . and a corresponding quaternion q v .
The matrix N has a well-defined Pfaffian determinant (see [19] ) with a remarkable form obtained for generic ξ e and hence generic ξ v : 
A e , where τ (e) is +1 if e is oriented from T 1 to T 2 and −1 else.
Proof. See [19] .
. It gives the second Symanzik polynomial upon setting the ξ e in accordance with the external momenta:
and setting ξ e = 0 for all edges e afterwards.
where the sum is over spanning two-forests T 1 ∪ T 2 , so T 1 , T 2 are two disjoint non-empty trees which together cover all vertices of Γ. Here, Q(
, the momentum q v incoming at that vertex expressed in the quaternionic basis.
Remark 3.4. For a Feynman graph Γ contributing to a scattering amplitude r with k external edges adjacent to m ≤ k vertices of Γ, φ Γ is the quantity of interest. The quantity |N Γ | Pf , which assigns a momentum ξ v to every vertex (not only to those m which have external edges attached) is more natural from a graphtheoretic viewpoint. For us, it has the added advantage that it assigns a four-momentum ξ e to every vertex. Derivatives wrt such four-momenta will generate gauge theory Feynman rules for us below.
For edges e = f ,
For e = f , with {1, 2, 3}, {1, 2, 4} a basis for the cycles of Γ. Then,
e∈hj µ e A e e∈Γ [1] µ e µ e A e so
A e . Remark 3.7. We use the two Symanzik polynomials to integrate out loop momenta in scalar integrands upon using 1
so that we get back Eq.(1).
3.3.
Correction for quadratic subdivergences. The renormalized massless quadratically divergent twopoint self-energy
vanishes at q 2 = 0, and σ = Σ R /q 2 vanishes at q 2 = µ 2 :
This fixes the two renormalization conditions for any graph contributing to a massless quadratically divergent two-point functions which we employ. Transversality of the gluon propagator self-energy
renders this as a single condition Π(1) = 0 on the sum of all contributing graphs at each loop order. All graphs contributing to other Green functions are renormalized by simple subtractions at chosen kinematics (see [17] for a complete discussion).
Let us now discuss the correction factor for each quadratically divergent (sub)graph. The scalar integrand in parametric variables is
In fact, for gauge theory we need to study integrands which are slightly generalized:
Here,
is a rational function of the variables A e , which is a quotient of homogeneous polynomials F N , F D . In fact, our integrand in Yang-Mills or gauge theory will give us a finite sum of such terms with different F .
We want to analyse the degree of the form
Consider a set of variables γ
be twice 7 the degree of that polynomial in the variables indicated. For a rational function which is a quotient f 1 /f 2 of such functions, we have
. Also,
Proof. All short-distance singularities of a Feynman integrand correspond to forests and their degree is bounded by the powercounting ω γ , for all γ appearing as components of forests. 7 The mass dimension of an edge variable Ae is -2.
= 2 for some γ. Such quadratically divergent short-distance singularities can only originate from self-energy subgraphs.
Quadratically divergent subgraphs are either disjoint or nested, by Lemma (2.20). They are provided by self-energy subgraphs γ. Such graphs have two distinguished vertices at which external edges are adjacent. We have immediately from the definition of the second Kirchhoff polynomial φ γ =: q 2 ψ γ• , which defines γ • to be the graph where those two vertices are identified [17] .
For each |A
Lemma 3.9. A F Γ has only logarithmic poles along divergent subgraphs including self-energy subgraphs. Renormalizing these remaining logarithmic poles of self-energy subgraphs at a fixed µ 2 imposes renormalization conditions Eq.(20). Proof. A partial integration wrt the quadratic subgraph variables renders its overall divergence logarithmic. The boundary term is eliminated by our renormalization conditions, which adopt the BPHZ conditions of massive propagators to the renormalization conditions adopted here for massless gluons. See [17] , section 3.5.
In fact, let us exhibit this in an example. Integrating in the universal quadric, Eq. (16), only the propagators for the quadratically divergent subgraph γ leaves us with a contribution
with e γ ± defined in Def. (2.19) . Setting A i = t γ a i isolates the quadratic divergence:
Consider the integral lim cγ →0 ∞ cγ against the above, and partially integrate wrt t γ . This gives, modulo terms which vanish when c γ → 0, a boundary term
which is polynomial in ξ ′ e and hence vanishes in our renormalization conditions. What remains though is the logarithmically divergent
which justifies the result above, upon using momentum conservation ξ A e , with γ e a curve which picks the residue at A e = 0. Collecting such residues will be automatic in our approach below. 
in accordance with the conditions (20).
3.4. Renormalization. By summing over all F , we have finally constructed an integrand which we will call U Γ with log-poles only along any forest. We can hence render it finite by the usual forest formula. We define U
where for f = i γ i , U f = i U γi and Q, Q 0 are the maps
where q e are the momenta as prescribed by the amplitude under consideration, q e,0 those prescribed by the renormalization scheme for this amplitude.
Remark 3.11. Note that a single I Γ,F renormalizes similarly,
with notation as in [17] . Note in particular how derivatives wrt four-vectors ξ e still act on I R Γ,F : For any monomial in derivatives X E := e∈E ∂ ξe µ(e) , we have
This is particularly useful for future work when combined with the projective renormalized integrand, see [17] . Also, even when Γ is a graph without external ghost lines, some of the forests appearing above can correspond to graphs with open ghost lines. Then, Eq. , and treatin the Clifford algebra accordingly. Evaluating the parametric integrals on the regularized integrand first and renormalizing in accordance with our renormalization prescription produces the same renormalized results as above. Using a minimal substraction scheme is different though. See [18] for a discussion of this point.
Gauge Theory Graphs
We now turn to graphs in gauge theory, as contrasted to 3-regular graphs in scalar field theory. While the latter were graphs which can be regarded as corollas with three half-edges, connected by gluing two half-edges from different corollas to an internal edge e which hence determine a pair of corollas P e , the former are graphs with 3-and 4-valent vertices.
Again, we can consider them based on corollas, this time corollas which have either three or four halfedges of gauge boson type (indicated by wavy lines), or one gauge-boson half-edge with two half-edges of ghost type (indicated by consistently oriented straight dashed lines), or one gauge-boson half-edge with two half-edges of fermion type (indicated by consistently oriented straight full lines).
Also, we will mark in such graphs edges and vertices in various ways and let
be the set of all graphs with external half-edges specifying the amplitude r, with l loops and n 4-gluon vertices of type, m ghostloops. Similarly, we will indicate the number of marked ages and other qualifiers as needed.
If we want to leave a qualifier l, n, m, · · · unspecified (so that we consider the union of all sets with any number of such items), we replace it by /. A similar notation will be used below for series of graphs X r,l n ,m which are sums (for fixed l) or series (for l = /) of graphs weighted by symmetry, colour and other such factors as defined below. We dub such series combinatorial Green functions.
We now start adopting graph homology to our purposes in gauge theory.
Marking edges.
Recall that the Feynman rule for the 4-valent vertex is
We introduce a new edge type which has the following Feynman rule:
so that we can write the 4-point vertex as
(The relation ∼ denotes that the left-and right-hand side have the same Feynman amplitude.) Note that because of this relation, the internal marked edge does not correspond to a propagator. It is just a graphical way of writing the three terms of the 4-valent vertex.
For any graph Γ with marked edges, let Γ be the graph where the marked edges shrink to zero length 9 . The Feynman-Schwinger integrand of a graph with marked edges is given for us by
Here, V v is the colour-stripped part of the Feynman rule of a 3-gluon vertex,
Note that the scalar integrand I Γ does obviously not contain the edge variables of the -marked edges.
Definition 4.1. otherwise.
The next lemma shows how symmetry factors relate upon exchanging 4-valent vertices for a pair of corollas with a marked edge inbetween. We consider graphs with l loops, k 4-gluon vertices and k ′ marked edges, for an amplitude r. Also, G denotes unlabelled graphs, in contrast to labelled graphs in G . 9 If we have k marked edges, here are 3 k different graphs Γ which have the same Γ.
4 with adjacent edges 1, 2, 3, 4:
(We do not show Γ's external edges in the diagram.) Apply (25):
The following three cases can occur:
• The four edges adjacent to v are each un-interchangeable: Then
Note that the three graphs at the right-hand side are all unequal.
• Two of v's adjacent edges are interchangeable, say 1 and 2: Then (33) = .
The symmetry factors of the new graphs are 
Note that the two graphs at the right-hand side are unequal.
• Three of v's adjacent edges are interchangeable, say 1, 2 and 3: Then So:
So we can conclude that
Sum over all 4-valent vertices in Γ this with a factor #Γ
[0] 4 = k: .
Analogously, we get:
So we can write:
(45)
Example 4.5. 
The next lemma is crucial, as it shows that the fundamental relation between a 4-gluon vertex and a pair of 3-gluon vertices, in all three channels, gives a relation between combinatorial Green functions. We would have no chance at getting a well-defined gauge theory without such a relation. i. For any k and k ′ , k ′ < k:
i. From lemma 4.2 we have for the Green's function X
The factor k ′ + 1 appears because every graph in G
can be obtained from
by applying (25). Using the identity
.
ii. We have
This is true by induction: it is an equality for k ′ = 0 and the inductive step is true by i.. Taking k ′ = k gives:
In the following, if r is a n-gluon amplitude, we often replace the subscript r by n, as in this example:
Example 4.7. Take n = 3, l = 1 and k = 1.
We used (42).
Example 4.8. Take n = 2, l = 2 and k = 2. Note that G
2,2 2
contains just one graph and use (43) and (45):
The skeleton of a marked graph is the graph with its markings removed.
ii.
ii. Apply i. to the combinatorial Green's function X n,l , instead of a single graph. So we sum equation
(56) over all graphs in G n,l :
iii. Follows directly from ii. by taking the sum over k. Remark 4.11. Note that χ + has a non-trivial kernel as it can create tadpole graphs, for example:
Here we have used that
This does not influence our results, since tadpoles have amplitude zero.
It is now time to study graph homology, again by studying marked edges, but now the labelling plays a crucial role. In the above, < is a (strict) total ordering on Γ [1] . Next, we want to distinguish the markings created by χ + and s. Therefore we draw the latter with two lines instead of one. So two lines indicate the action of s, and we denote: Γ
int . Proposition 4.13.
Example 4.14. We work with labelled graphs. e∈Γ [1] (−) Proof.
(77)
Remark 4.17. Note that upon summing the markings in a 3-valent corolla, and identifying such a sum with a 4-valent vertex, the operators s and S here reduce to the operators s, S we had before in Eq.(4). 
The cancellations between 3-gluon and 4-gluon vertices necessary to obtain a unitary and covariant gauge theory demand that shrinking internal edges in graphs with k 3 3-gluon vertices and k 4 4-gluon vertices matches with the graphs having (k 3 − 2) 3-gluon vertices, and (k 4 + 1) 4-gluon vertices. Rephrased in terms of our marked edges and using our sign conventions, that precisely is captured by Proposition 4.20. Let Γ be a graph without marked edges. Then:
(87) e χ+ Γ = k≥0 e1,...,e k ∈Γ [1] int i. For Γ ∈ G n,l :
iii.
(99) e δ+ X n,l = X n,l / .
11 An (unoriented) ghost cycle is the short-hand notation for the sum of the two orientations:
Proof. Analogous to lemma(4.6). can be written as
ii. and the full combinatorial Green's function as
t: cycle homology.
Definition 4.27. For a graph Γ choose a labelling of the cycles C 1 , C 2 , . . . ∈ C Γ . We define t acting on graphs as:
where t C Γ = 0 if C has a vertex which has an adjacent marked or ghost edge Γ C otherwise.
Next, we want to distinguish the markings created by δ + and t. Therefore we draw the former with little circles instead of dots. We denote: and label the two cycles: (111)
Analogous to prop. (73).
Example 4.32.
Example 4.33.
Proposition 4.34. Let Γ be a graph without ghost edges. Then:
(122) T e δ+ Γ = 0.
Proof. Analogous to prop. (4.20).
Symmetry factors are no issue in the following example as we sum over both orientations for the two ghost lines. 
Here, H ...,... are to be regarded as reflecting the relevant vector space structure only of these spaces. The corresponding Hopf algebras and combonatorial Green functions are discussed now. This bicomplex above and its relation to gauge symmetry and BRST cohomology will be the study of future work.
Combinatorial Green functions
The Hopf algebras on scalar graphs straightforwardly generalize to gauge theory graphs. In particular, the coproduct acts on the sum of all graphs contributing to a given amplitude -the combinatorial Green function-filtered by the number of 4-valent vertices and the number of ghost loops. Let us make this more precise.
5.1.
Gradings on the Hopf algebra. Recall that the Hopf algebra H is graded by the loop number, since the number of loops in a subgraph γ ⊂ Γ and in the graph Γ/γ add up to |Γ| ≡ n(Γ). Another (multi)grading is given by the number of vertices. In order for this to be compatible with the coproduct -creating an extra vertex in the quotient Γ/γ -we say a graph Γ with E E (Γ) external edges, is of multi-vertex-degree (j 3 , j 4 , . . .) if the number of m-valent vertices is equal to j m + δ m,EE(Γ) . One can check that this grading is compatible with the coproduct. Moreover, the two degrees are related via m (m − 2)j m (Γ) = 2|Γ|. This grading can be extended to involve other types of vertices -such as j ghost-gluon vertices-cf. [20] for full details.
Series of graphs.
From a physical point of view, it is not so interesting to study individual graphs; rather, one considers whole sums of graphs with the same number of external lines.
We consider
to be the sum of all connected 3-regular (0 4-valent vertices) graphs with first Betti number n and k external gluon edges (which fixes the amplitude r under consideration), normalized by their symmetry factors sym(Γ), the rank of their automorphism groups, in the denominator, and also weighted in the numerator by the corresponding colour factor colour(Γ): Here, R v is determined by a choice of a representation of th gauge group at v, and s(e), t(e) are the vertex labels for source and target of the internal edge e. Typical, R v is the adjoint representation for gluon self-interactions or the fundamental representation for a gluon interacting with fermionic matter fields. Similarly, we write X k,n j for series of graphs which have j 4-valent vertices, with all other vertices 3-valent.
Also, we consider external ghost edges and loops. We let X k, k,n j; n denote the sum of graphs which have k external gluon edges, k external ghost edges, j 4-valent vertices, with all other vertices 3-valent, and n ghost cycles ( Figure 1 ). We let X k,n j; n be the same sum where we consider all j 4-valent vertices, and all n ghost cycles as marked.
Summarizing, the superscript on X always indicate the external structure of the graphs in the series, whereas the subscripts indicate the 4-vertex degree, the loop degree, or the ghost cycle degree.
We have shown in [21] that we can impose the Slavnov-Taylor identities on the Hopf algebra H, compatibly with the coproduct, equating all of the following formal elements:
, independent of the numbers k and k of external gluon and ghost edges, respectively. The thus-defined single formal series Q ≡ Q k, k will play the role of a 'charge' element in the Hopf algebra.
Proposition 5.1. The coproduct on the Green's functions read
with X k,n j3j4; n the above series of graphs of vertex multidegree (j 3 , j 4 ), first Betti number n and n ghost cycles. After taking the Slavnov-Taylor identities (131) into account, the coproduct reads on the above series of graphs
Remark 5.2. The inclusion of fermions is parallel to the study of ghost edges and loops, and a mere notational exercise.
Another way to describe the Green's function X k is in terms of so-called grafting operators, defined in terms of 1PI primitive graphs. We start by considering maps B γ + : H → Aug, with Aug the augmentation ideal, which will soon lead us to non-trivial one co-cycles in the Hochschild cohomology of H. They are defined as follows.
where maxf(Γ) is the number of maximal forests of Γ, |h| ∨ is the number of distinct graphs obtainable by permuting edges of h, bij(γ, h, Γ) is the number of bijections of external edges of h with an insertion place in γ such that the result is Γ, and finally (γ|h) is the number of insertion places for h in γ [22] .
Γ∈<Γ>
indicates a sum over the linear span Γ of generators of H.
The sum of the B γ + over all primitive 1PI Feynman graphs at a given loop order and with given residue will be denoted by B l;n + , as in [22] . More precisely,
With this and the above Proposition, we can show [22, Theorem 5] :
Equation (133) is known as the combinatorial Dyson-Schwinger equation, while (134) shows that B k;n + is a Hochschild cocycle for the Hopf algebra H.
5.3.
The generator of ghost loops. We again consider the map δ + : H → H that replaces gluon loops in a Feynman graph by ghost loops.
Remark 5.3. In accordance with our previous definition of δ + , it becomes an algebra derivation δ + : H → H by the assignment
for a 1PI Feynman graph Γ at ghost loop order l. The sum is over all oriented 3-regular gluon cycles g, and Γ g → g denotes the graph Γ with the 3-regular gluon cycle g replaced by a ghost cycle g (cf. Figure 1) , of the same orientation. The coefficient a Γ,g is given by the number of (equivalence classes of) pairs (Γ ′ , g ′ ), g ′ ⊂ Γ ′ that give rise to the same Feynman graph, i.e. such that
The notation δ + suggests that there is also a δ − . In fact, such an operator can be defined and would replace a ghost loop by a gluon loop. We will not further study such an operator, since our interest lies in generating physical amplitudes from zero-ghost-loop amplitudes. Its symmetry factor is Sym(Γ) = 2 so that
A two loop example is given by the graph
for which Sym(Γ ′ ) = 2. Now,
Our previous results on δ + Lemma(4.9) allow us to conclude:
Corollary 5.5. When acting on series of graphs with no ghost cycles ( n = 0):
• e δ+ where the sum is over graphs γ with no ghost cycles.
Remark 5.6. There is a similar result for connected graphs on the exponentiation of χ + . We give it here without proof. It follows directly though from extending the definition of graph Hopf algebras and their Hochschild cohomology from 1PI to connected graphs. When acting on series of graphs with no marked edges:
• e χ+ where the sum is over graphs γ with no marked edges and j(γ) is the number of 4-valent vertices. Together, the two results on the interplay of Hochschild cohomology and exponentiation show that gauge invariant combinatorial Green functions are obtained from gauge invariant skeleton graphs into which gauge invariant subgraphs are inserted.
Example 5.7. Let us consider the example of the gluon self-energy at two loops:
One readily checks that
Theorem 5.8. Let H be the Hopf subalgebra of H generated by X k,n for all n ≥ 0 and k = 2, 3, 4. Then exp δ + is an automorphisms of the graded Hopf algebra H:
Proof. By definition, δ + is an algebra derivation so that exp δ + is an algebra automorphism. Note that at a given loop order l, the exponential terminates at that power n and is thus well-defined on the graded algebra underlying H. Let us then consider the compatibility of δ + with the coproduct structure. Recall from [20] the formula
which holds even without the Slavnov-Taylor identities. It continues to hold when restricting to graphs with zero ghost loops:
We now apply exp δ + ⊗ exp δ + to this equation to obtain after imposing the Slavnov-Taylor-identities
since in the abscence of ghost vertices j 3 + 2j 4 = 2n in terms of the first Betti number n. Lemma(4.23) then yields exp δ + (X k n, n=0 ) = X k n , which completes the proof.
Example 5.9. First, recall the Slavnov-Taylor identities X 3 X 2 = X 1, 2 X 2 which at one-loop order become:
given in Eq. (136). For the first graph on the last line, we have
If we apply exp δ + ⊗ exp δ + to this expression, we obtain
For the coproduct on the last graph in Eq. (136) we have
and applying exp δ + ⊗ exp δ + to this expression yields
On the other hand,
which vanishes by the Slavnov-Taylor identities upon adding the contribution of 4-valent vertices.
6. The corolla polynomial and differentials 6.1. The Corolla Polynomial. Finally, the Corolla Polynomial ( [10] ). We need the following definitions:
• For a vertex v ∈ V let n(v) be the set of edges incident to v (internal or external).
•
• Let C be the set of all cycles of G (cycles, not circuits). This is a finite set.
• For C a cycle and v a vertex in V , since G is 3-regular, there is a unique edge of G incident to v and not in C, let v C be this edge.
For any finite graph G, this is a polynomial C = C(G) -the corolla polynomial-because C i = 0 for i > |C |.
Theorem 6.1. Let T G be the set of sets T of half edges of G with the property that
• every vertex of G is incident to exactly one half edge of T • G T has no cycles Then
Remark 6.2. This shows that the corolla polynomial is strictly positive. As it applies in this form as a corolla differential to pure Yang-Mills theory, this results in a positivity statement on Yang-Mills theory which does not hold for gauge fields coupled to matter fields. Accordingly, the sign of the β-function in gauge theory becomes dependent on the number of fermion families, and their representations.
Remark 6.3. For a graph G, let E be a set of pairwise disjoint internal edges of G. For i ≥ 0 let
where the sum forbids cycles from sharing either vertices or edges with E.
where G − E is the graph with the edges and vertices involved in E removed. Removing a vertex removes all its indicent half-edges so that 2|E| new external edges are generated. Note that C ∅ (G) = C(G).
where W e is defined in (24).
Corollary 6.4.
Proof. Immediate.
Remark 6.5. Consider a 3-regular graph G which has j, j ≥ 2, 3-valent vertices, and let P be a set of m paths, 2m ≤ j, on internal edges and 3-valent vertices in G which each connect two external 3-valent vertices (a 3-valent vertex v is external if n(v) contains an external edge) with p i ∩ p j = ∅, ∀p i , p j ∈ P. Consider for chosen set E and P as above, with E ∩ P = ∅, for i ≥ 0,
where the sum forbids cycles from sharing either vertices or edges with E, and a v,vp is the unique half-edge at v not in p.
Finally, we set
6.2. Corolla differentials. Our main use of the corolla polynomial is to construct differential operators with it. These operators differentiate wrt momenta ξ e assigned to edges e of a graph, and act on the second Kirchhoff polynomial written for generic edge momenta ξ e , that is on |N | Pf .
Only at the end of the computation will we employ the map Q : ξ e → ξ e + q(e).
We then set ξ e = 0 after we have applied the corolla differentials so that we obtain the standard second Symanzik polynomial for specific external momenta as prescribed by gauge theory amplitudes. For a half edge h ≡ (w, f ) ∈ H Γ , we let e(h) = f and v(h) = w. We remind the reader that h + and h − are the successor and the precursor of h in the oriented corolla at v(h).
We remind ourselves that we assign to a graph Γ: i. to each (possibly external) edge e, a variable A e and a 4-vector ξ e ;
ii. to each half edge h, a Lorentz index µ(h);
iii. a factor colour(Γ).
6.3. The differential D 0 . The corolla polynomial is an alternating sum over terms C i , where i counts the number of loops. Similarly, the corolla differentials are a sum of terms D i . We start with D 0 . Let Γ ∈ G n,l :
(the edges incident on v are labelled 1, 2, 3),
Using that all corollas are oriented, we can write this as
for any half-edge h. The operator D v is such that if it acts on e
e , it gives the 3-vertex Feynman rule:
v e
In order to calculate
), we also need to know the Leibniz terms D v V
w , where v, w ∈ Γ
[0] .
• If v and w do not share an edge,
• Suppose they share exactly one edge; we give it label 5. Let 1 and 2 be the other edges at v and 3 and 4 the other ones at w: Then:
This precisely equals
where W e is the Feynman rule for a marked edge (equation (24)). Note that
v .
• Suppose that v and w share two edges, 3 and 4. Let 1 be the other edge at v and 2 the other one at w: Then:
We used equation (24). Note that also in this case
v . Contracting the indices further gives tadpoles which can be omitted:
6.4. Regular terms and residues: U 0 (Γ). We can now compute immediately the application of D 0 to the scalar integrand I Γ ,
w and w ′ share an edge w<w
w and w ′ and x and x ′ share an edge
With the result of the previous subsection we get (recall that we exclude graphs with tadpoles):
[1] int e1 and e2 do not share a vertex
e1, . . . , e k do not share a vertex
The first term we recognise as the Feynman-Schwinger integrand of Γ. The other terms we can write as the integrands of marked versions of Γ (equation (26)).
Recall that in the exponent in the integrand only the unmarked edges are included. That is why the factor e Each subset of edges here is accompanied by a corresponding set of poles. By construction, the residues along these poles correspond to integrands where the edges shrink to form 4-valent vertices with the correct Feynman rules.
Using the χ e + -operator, we can write U 0 (Γ) as:
In terms of Feynman amplitudes, this is
Instead of applying U 0 to a single graph, we can do this to the combinatorial Green's function X n,l . This gives us the Green's function for all graphs in Yang-Mills theory without the ghosts, but including the 4-valent vertices: Proposition 6.6. Collecting residues as above produces the evaluation by the Feynman rules of all 3-and 4-valent graphs in gauge theory without internal ghost or fermion edges:
Proof. The above equation (155) is used, together with Lemma 4.9.iii.
6.5. Exponentiating residues. Let us discuss the pairing between the integrand with poles along the boundaries of the simplex, with boundaries given by σ Γ : 
For a function f = f ({A e }) of graph polynomial variables A e , e ∈ γ [1] I with at most simple poles at the origin localized in disjoint sets of edges E, we can write
where the sum is over all such sets and f E is the part of f which is regular upon setting variables A e , e ∈ (Γ [1] I − E) to zero. For any set E of mutually disjoint internal edges of Γ, consider e∈E γe f, and let f E be its regular part. For any finite graph Γ, let E γ be the set of all sets of mutually disjoint edges (∅ included). Consider the vector J
I |−|E| + , and the corresponding vector
Then, there is a natural pairing
6.6. Graph homology vs the residue map. Note that in parametric integration we integrate against the simplex σ ≡ σ Γ with boundary e∈Γ [1] A e = 0. We have co-dimension k-hypersurfaces given by
The Feynman integrand we have constructed above comes from regular parts, and residues along these hypersurfaces. It can be described by the following commutative diagram.
(158)
The underlying geometry will be interpreted elsewhere.
6.7. Covariant gauges. For an edge e, let
the corresponding gluon propagator in a covariant gauge (ρ = 0 being the transversal gauge, ρ = 1 the Feynman gauge). One computes
We set G
for half-edges (s(e), e) and (t(e), e), and g ρ Γ accordingly. 6.8. Yang Mills theory. Consider a cycle C through 3-valent vertices in a graph Γ, and consider
This is a differential operator with coefficients which are monomials in variables 1/A e , where e ∈ C.
Let D C be the part in this differential operator which is linear in all variables 1/A e , for e ∈ C. Let φ C be the Feynman rule for a ghost loop on C, summed over both orientations.
Proof. Directly from the Feynman rules for ghost propagators and ghost-gluon vertices. Linearization eliminates all poles with residues corresponding to 4-valent 2-ghost-2-gluon vertices.
Now consider the corolla polynomial C(Γ) and replace each half-edge variable h by the differental D g (h). This defines a differential operator
where
) and similar for D i . Consider
the scalar integrand for a graph Γ. Consider d(Γ) YM Φ Γ . We have Proposition 6.8. All poles in d(Γ) YM I Γ are located along co-dimension |E| hypersurfaces A e = 0, e ∈ E for subsets E of mutually disjoint edges are simple poles.
Proof. Corollary (3.5) ensures that poles are at most of first order and appear only when two derivatives act on the same edge. By the definition of the corolla polynomial this can only appear in mutually disjoint ordered pairs of corollas. All poles coming from divergent subgraphs are located along subsets of connected edges, as divergent subgraphs have more than a single edge.
By our previous results on the Leibniz terms we can summarize now for the parametric integrand:
Corollary 6.9. The residues of these poles correspond to graphs where each corresponding pair of corollas P e is replaced by a 4-valent vertex.
Proof. Setting an edge variable to zero shrinks that edge in the two Symanzik polynomials by the standard contraction-deletion identities [2, 3, 23] .
The Leibniz terms serve the useful purpose to shrink an edge between two 3-gluon vertices, and have a residue which is the integrand with the corresponding edge becoming a marked edge, and is hence part of the integrand for a graph with a corresponding 4-valent vertex. As we have checked before, summing over all connected 3-regular graphs, we correctly reproduce the Feynman integrand for all gluon self-interactions.
We stress that in so doing we want to shrink edges only between pairs of corollas which both are corollas for 3-gluon vertices, and will not mark edges between other type of vertices. This leads us to 
Then U Γ generates the integrand for the complete contribution of Γ to the full Yang-Mills theory amplitude. 6.10. Gauge Theory. If we include matter fields, we need to add a second differential in particular for fermion fields:
Now we must carefully distinguish between fermion and ghost cycles.
For a collection of cycles C 1 , · · · , C j contributing to C j , consider partitions of this set into two subsets I f , I g containing |I f | + |I g | = j cycles. Replace a v,vC → b v,vC for each C ∈ I f . This defines C Ig ,I f (Γ)(a h , b h ). Sum over all possible partitions I g , I l of the cycles for each j. This gives a further corolla polynomial for which we write in slight abuse of notation C(Γ)(a h , b h ).
Assign a differential operator as follows:
where in C Ig ,I f , for I g ∪I f = ∅, we keep only terms which are linear in variables 1/A e for edges e ∈ C 1 ∪· · ·∪C j . We can now proceed with U γ as before.
Note that the restriction to I l = ∅ gives back the corresponding operator for Yang-Mills theory. From here on, Thm.(1.5) follows for gauge theory as before for Yang-Mills theory.
Remark 6.13. Note that all this can be turned into a projective integrand, illuminating the slots in the period matrix which are filled in a gauge theory as compared to a scalar field theory. In particular, one hopes that the geometry of (158) is helpful to explain appearances and disappearances of periods in gauge theory.
Remark 6.14. Putting fermions into the same colour rep as gauge bosons allows for immediate cancellations between D g and D f . This can be illuminating in studying the simplifications for susy gauge theories.
6.11. Example. In the following example, we first compute the one-loop vacuum polarization in quantum electrodynamics, and then in the next example one-loop gluon vacuum polarization in Yang-Mills theory. Both examples can be obtained from corolla differentials acting on the simplest possible 3-regular graph:
We label its two internal edges 1, 2, and the external edges 3, 4. We also label the two vertices a, b. Edge 3 is oriented from vertex a to vertex b, and edge 4 vice versa, say.
We have six half-edges:
We have four 4-vectors ξ 1 , ξ 2 , ξ 3 , ξ 4 , with ξ e ∈ M 4 , Minkowski space, with scalar product ξ We can directly integrate A 3 , A 4 eliminating any appearance of ξ 3 2 , ξ 4 2 as in this example no derivatives with respect to external edges appear in the corolla differential.
Indeed, replacing the two half-edge variables in C 1 (G) by the fermion differential and using the linearized corolla differential (we symmetrize below in µ(3), µ(4) when allowed) Now we turn to Yang-Mills theory. And this expression corresponds to the ghost loop:
. They combine to a transversal result:
Multiplying with colour(γ) sym(γ) = 1 2 f h1h2h3 f h2h3h6 , this is the result for the 1-loop gluon self-energy in Yang-Mills theory. The gauge theory result is immediate from including the previous example with a suitable colour factor for the fermion loop. 
Γ in a notation which reflects the alternating structure of the corolla polynomial.
Set U gh
Γ . Covariant quantization delivers naively the integrand U 0,R Γ . Let P L be a projector onto longitudinal degrees of freedoms so that a physical amplitude is in the kernel of P L , P T the corresponding projector such that P L + P T = id.
Summing over connected graphs contributing to a physical amplitude Y r,n at n loops, we know that
The undesired longitudinal part of the ghost free sector determines the longitudinal part of the ghost contribution by definition. But also, to compute the ratio
is a combinatorial exercise in determining the interplay of these projectors with the Leibniz terms originating from the corolla differentials in the various topologies. These longitudinal and transversal differentials are determined by the same scalar integrand, and hence not independent. Eq.(179) with the ratio two between theand g form-factor is a typical example. So the transversal part of the ghost sector is determined by the combinatorics of scalar graphs and the longitudinal part. It hence is implicitly determined by the ghost free sector.
7.2. Slavnov-Taylor Identities. Slavnov-Taylor identities are treated here as originating from co-ideals in the corresponding Hopf algebras. We reproduce the Feynman rules in dimensional regularization, and hence our renormalized Feynman integrand vanishes on the corresponding co-ideals, as it should.
In future work, we will directly demonstrate the validity of Slavnov-Taylor identities from the structure of the corolla polynomial.
