In this article, we deal with the following problem which we call Boolean unification with predicates: For a given formula F[X ] in first-order logic with equality containing an n-ary predicate variable X , is there a quantifier-free formula G[x 1 ,...,x n ] such that the formula F [G] is valid in first-order logic with equality? We obtain the following results. Boolean unification with predicates for quantifier-free F is P 2 -complete. In addition, there exists an EXPTIME algorithm which for an input formula F[X ], given as above, constructs a formula G such that F [G] being valid in first-order logic with equality, if such a formula exists. For F of the form ∀yF [X ,y] with F quantifier-free, we prove that Boolean unification with predicates is already undecidable. The same holds for F of the form ∃yF [X ,y] for F quantifier-free. Instances of Boolean unification with predicates naturally occur in the context of automated theorem proving. Our results are relevant for cut-introduction and the automated search for induction invariants.
We will henceforth refer to the 2nd problem in this list as Boolean unification (BU). In this article, we extend the research on BU by analysing the following more general problem:
Problem (Boolean unification with predicates (BUP)) For an input formula F[X ] in first-order logic with equality containing predicate variables X , are there quantifier-free formulas G i [x 1 ,...,x k i ] (where k i is the arity of X i ) such that the formula F [G] is valid in first-order logic with equality?
The vector of formulas G above will be called a witness. Simple instances of BUP are, e.g. the formulas X (a)∧X (b) and X (a)∧¬X (b). In the first example, the formula G [x] :=x ≈ a ∨x ≈ b is a witness, and in the second example, no witness exists since a,b might denote the same object. More complicated instances of BUP naturally occur in the context of proof compression by introducing a cut [13] [14] [15] . The instances arising in this context are of the form ∀x.(X (x) → t∈T X (t)) → F (for a set of terms T and quantifier-free F), and a solution to BUP yields a cut-formula that can be used to prove F. Also for the approach in [7] , where an algorithm automatically producing induction invariants is presented, the solution of instances of BUP is essential.
The main aim of our article is to analyse the complexity of BUP. As indicated above, BUP contains BU since {t 1 ,...,t m } is a positive instance of BU iff t 1 ↔ t 2 ↔ ··· ↔ t m is a positive instance of BUP, where the variables of the t i are considered as 0-ary predicate variables, and the constants of the t i are considered as 0-ary predicate constants, and therefore BUP is P 2 -hard. The first main result of this article will be to show that the following problem, which lies strictly between Boolean unification and BUP, is still in On the other hand, note that BUP is undecidable since it contains the validity problem for first-order logic with equality. Towards analysing the transition from P 2 -completeness to undecidability, we introduce the following restricted versions of BUP. Proof. We give a computable reduction from the validity problem of first-order logic with equality to EBUP. First, note that this validity problem reduces to the validity problem for formulas of the form ∃x F, with F quantifier-free: let F be an arbitrary first-order formula, then we can compute a formula ∃x 1 ∀y 1 ...∃x n ∀y n F (x,y) with F (x,y) quantifier-free that is logically equivalent to F by prenexification. Let f 1 ,...,f n be functions symbols not occuring in F and define t i := f i (x 1 ,...,x i ). Then ∃x 1 ···x n F (x,t 1 ,...,t n ) is valid exactly if F is valid (since Skolemization of universal quantifiers preserves validity). Finally, if EBUP is decidable, then we can decide the validity problem for ∃x F by giving it as input to the Turing machine deciding EBUP.
Problem (EBUP)
On the other hand, the validity problem for formulas of the form ∀x G, with G quantifier-free, is decidable, so this proof does not apply to UBUP. The second main aim of this article is therefore the development of an undecidability proof for UBUP by reduction from a different well-known problem, the Post Correspondence Problem.
Related research

Second-order unification
Instead of working modulo an equational theory, the standard (i.e. syntactic first-order) unification problem has also been extended to allow for higher-order variables. Second-order unification permits, in addition to individual variables, also function variables and asks for a substitution resulting in syntactic equality of the terms to be unified. An n-ary function variable can then be substituted by a term of the form λx 1 ...x n .t where the β-reduction is considered part of the substitution. The term t is built from the original signature and may contain any number of occurrences of any of the x i . This problem has been shown to be undecidable in [12] .
Context unification is the restriction of this problem to terms λx.t where t is still in the original signature but -in contrast to second-order unification -may contain only one occurrence of x. This restriction of permitting at most one occurrence of x turns the second-order variables into context variables (into which a substitution inserts a context, i.e. a term with a hole). Several subclasses of context unification are known to be decidable, see e.g. [20, 21] . In particular, the restriction of this problem to the class containing at most one context variable has been shown NP-complete in [11] .
The second-order aspect of these problems is conceptually similar to the problems treated in this article: the problem QFBUP could be described as a second-order unification problem modulo logical equivalence. But in the light of results on first-order equational unification, see e.g. [4] , it is not surprising that working modulo logical equivalence instead of syntactical equality constitutes an essential difference, and hence the techniques and results from second-order and context unification are not applicable to the problems studied in this article.
Quantifier elimination
If L is a language and T a theory in L, we say that T has quantifier elimination if for every formula F in L, there exists a quantifier-free formula G in L such that F ↔ G holds in T . Clearly, quantifier elimination is conceptually related to the BUP problem: if, e.g. we are able to solve the BUP problem for F[X ] by providing quantifier-free formulas G such that ∃X F[X ]↔F[G] is valid, then this also yields a method for the elimination of second-order predicate quantifiers.
On the other hand, quantifier elimination does not necessarily yield witnesses: the first-order theory of real closed fields in the language L ={=,≤,+,−,·,0,1}, e.g. famously has first-order quantifier elimination, but the valid formula ∃x x·x = 1+1 does not have a witness since there is no term of L representing √ 2. Still, some quantifier elimination methods may yield the witnesses we require in our context. Since we are looking for witnesses of predicate variables, the most relevant quantifier elimination procedures are those for second-order predicate quantifiers. The SCAN algorithm introduced in [9] (see also [10] ) is such a quantifier elimination algorithm based on the resolution calculus. SCAN is known to be correct but incomplete on the class of formulas ∃X 1 ···X n F, where F is a first-order formula. SCAN improves a similar algorithm introduced by Ackermann in [1] .
More recently, the DLS algorithm was developed [6] (see also [10] ). Analogously to the SCAN algorithm, the DLS algorithm computes, given a second-order formula, a logically equivalent formula that is free of second-order quantifiers if it terminates succesfully. In contrast to the SCAN algorithm, DLS does not involve the construction of a resolution derivation, but is based on a more direct application of a central lemma of [1] . It turns out that in the context of QFBUP, the DLS algorithm always terminates successfully, and that it can be used to compute the witnesses we require. Hence, we will use (a specialization of) the DLS algorithm for obtaining the P 2 -completeness result for QFBUP in Section 5.1.
Outline of the article
We start by recalling basic definitions of logic relevant to our problems in Section 4. We then turn our attention to the QFBUP problem: in Section 5.1, we give an EXPTIME algorithm which from an input instance P of QFBUP produces a witness if it exists, thereby reducing the QFBUP problem to the validity problem of formulas of the form ∃X F[X ] with F[X ] quantifier-free. We complete the study of QFBUP by determining the complexity of this validity problem in Section 5.2. Finally, we turn to UBUP and show its undecidability in Section 6 by a reduction from Post's Correspondence Problem.
Preliminaries
The logical formalism we work in is that of classical first-order logic with equality extended by quantification over predicates. More precisely, we assume given a language L containing, for every n ∈ N, countably many function and predicate symbols of arity n. In particular, we assume that L contains a distinguished binary predicate symbol for equality denoted by ≈. Terms are defined as usual from individual variables, usually denoted by x,y,z,..., and function symbols from L. Atomic formulas are defined as usual from terms, the predicate symbols from L, as well as n-ary predicate variables, usually denoted by X ,Y ,Z,..., for every n ∈ N. Formulas are defined as usual from atomic formulas, the propositional connectives ∧,∨,¬, as well as first-and second-order quantifiers ∃x,∃X . A formula or term is called ground if it does not contain variables. The size of a formula is defined as the number of symbols it contains.
We will use the following notation to indicate substitution: if we introduce a formula as A structure is a pair M = (M ,I ) where M is a set and I is an interpretation of L, i.e. I (P) ⊆ M k for k-ary predicates P ∈ L, and I (f ) : M k → M for k-ary function symbols f ∈ L. In particular, for 0-ary predicates P, I (P) is either the empty set, which we denote by I (P) =⊥, or I (P) is the singleton set containing the empty tuple, which we denote by I (P) = . An environment is an interpretation of the set of variables. A formula F is valid in first-order logic without equality if M |= F for all structures M. We say that M = (M ,I ) is a structure for first-order logic with equality if I (≈) ={(m,m) | m ∈ M }. A formula F then is valid in first-order logic with equality if M |= F for all structures for first-order logic with equality M. If it is clear from the context which notion of validity we refer to, we will simply write 'structure' and 'F is valid'.
The quantifier-free Boolean unification problem
The complexity-theoretic characterization of QFBUP will be obtained in two steps:
Theorem 2
There exists an EXPTIME function wit from quantifier-free formulas to quantifier-free formulas such that
is valid in first-order logic with equality for all quantifier-free formulas
Theorem 3 QFBUP is P 2 -complete. The proofs of these results are presented in the two subsequent sections.
The DLS algorithm
In this section, 'valid' always means 'valid in first-order logic with equality.' The DLS algorithm, see [10] , is a quantifier elimination algorithm for formulas ∃X F[X ], where F may be an arbitrary first-order formula. If it terminates successfully on such a formula, it yields a first-order formula G such that ∃X F[X ]↔G is valid. Here, we study the specialization DLS of the DLS algorithm to the setting of formulas ∃X F[X ] with F[X ] quantifier-free, which is defined as follows:
Let us consider an examplary run of the algorithm.
Example 4 Consider the formula ∃X F[X ] with
, and therefore
It is easily seen that in first-order logic with equality, the equivalences
are valid.
To prove Theorem 2, it suffices to prove the following.
Theorem 5 The DLS algorithm terminates on every input ∃X F[X ] in exponential time in the size of F[X ] and outputs a formula S[x] such that ∃X F[X ]↔F[S] is valid.
Towards the proof of this result, we need the following two results. The first is a specialization of Ackermann's Lemma [1, 10] :
contains no occurrences of X , and B[X ] contains only negative occurrences of X . Then the following is valid:
The second result shows how to obtain witnesses for the individual disjuncts of the DNF.
be as above. Then the following are valid:
and hence by Lemma 6
It remains to show that the combination S[x] of these single witnesses are a witness for the whole disjunction.
by logic. Let i ∈{1,...,n} be the least such that M |= ∃X C i [X ] . Then for all j < i we have M |= ¬∃X C j [X ] and hence by Lemma 7 Hence by Lemma 7 we have
The exponential run-time of DLS is trivial (all steps take at most quadratic time in the size of a DNF of
We formulate the following corollary, since the fact that a single witness suffices to establish validity of an existential formula is a well-known property in logic (see e.g. [8] ).
Corollary 8
The set F of formulas of the form ∃X F[X ] for a quantifier-free formula F[X ] has the EXPTIME existence property; i.e. if ∃X F[X ] is valid, then a witness of F can be computed in exponential time in F[X ].
P
-completeness of QFBUP
The aim of this section is to establish Theorem 3, i.e. the complexity theoretic characterization of the QFBUP problem. QFBUP is P 2 -hard: the hardness proof of BUP from Section 1, showing that BU is contained in BUP, applies already to QFBUP.
It therefore suffices for P 2 -completeness to give a polynomial time reduction to a problem which is in P 2 . We choose the validity problem of quantified boolean formulas (QBFs): a formula F is called a QBF if F contains no predicate constants, no first-order quantifiers, and all predicate variables in F are 0-ary. Then the following problem is well-known to be P 2 -complete (see [18] ):
Note that for QBFs, the notions of validity with/without equality coincide since formulas do not contain ≈. Furthermore, if F is a QBF and (M ,I ),θ |= F then (M ,I ),θ |= F for any set M and any interpretation I since there are no terms, no predicate constants nor first-order variables in F. Hence we will always simply write θ |= F for QBFs F.
Towards our reduction, we introduce two validity problems corresponding to QFBUP: by 2QFV ≈ we will denote the problem of determining, given a quantifier-free formula
is valid in first-order logic with equality. By 2QFV we denote the analogous problem for first-order logic without equality. Let us introduce some notions that will be used in the following proofs. Let R,S be sets of atomic formulas, and let τ : S → R. By abuse of notation, we denote by τ also the map from formulas over S to formulas over R defined by τ (A•B) = τ (A)•τ (B) for propositional connectives •. We will often make use of the fact that if M,N are structures, then
For predicate symbols P, function symbols f , vectors of terms s,t, and terms r,u,v, define the formulas
It is an elementary result of logic that a formula F is valid in first-order logic with equality iff EqAx → F is valid in first-order logic without equality, where EqAx is a conjunction of universal closures of instances of the formulas given above. The following result is proven by strengthening this observation for the class of formulas under consideration: in our setting, it is not necessary to use the universal closure, and the number of instances required is polynomially bounded. 
Note that, since M,σ |= ∀X EqAx, J (f ) is well-defined for all f ∈ Fun. Furthermore, J (≈) is real equality on N . It remains to show that N ,θ |= ∀X ¬F[X ], where θ is an arbitrary environment. For a contradiction, assume that t 1,i ,. ..,t k,i ) and define S := { (I (t 1,i ) (s(t 1 ,. ..,t n ))} if s a predicate symbol of arity n.
Then M := (Terms,J ) is a structure such that J (t) = t for all t ∈ Terms. We claim that M |= ∀X ¬G [X ] .
Example 13
Consider the formula X (a) ↔ P(a). Let Y ,Z be a 0-ary predicate variables and let τ (X (a)) = Y and τ (P(a)) = Z. Then ∃X (X (a) ↔ P(a)) and ∀Y ∃Z(Z ↔ Y ) are both valid; in the first case we may take the witness G[x]:=P(x), and in the second case we may take Y as the witness for Z.
Lemmas 10 and 12 complete the proof of Theorem 3. In fact, we have shown that all problems considered in this section are P 2 -complete:
Theorem 14
QFBUP, 2QFV ≈ , and 2QFV are all P 2 -complete.
The universal Boolean unification problem
Having established the decidability and complexity of the quantifier-free BUP problem in the previous section, as well as the undecidability of the BUP problem when restricted to purely existential formulas in Section 1, we now turn to the investigation of the BUP problem for purely universal formulas, i.e. the UBUP problem. Our aim is to prove that this problem is undecidable as well. Our proof will proceed by reducing the modified Post's Correspondence Problem 1 (in the following: PCP) to UBUP by computing, from an instance P of PCP, a quantifier-free formula F P [X ,y] such that ∀yF P [X ,y] has a witness exactly if P has a solution. Note that a single predicate variable X in F P [X ,y] is sufficient for undecidability.
Let us begin by defining PCP in detail.
Definition 15
A binary word is a (possibly empty) string over the alphabet {0,1}. The empty string is denoted by . PCP is a standard example for an undecidable problem.
Theorem 17
It is undecidable whether an input instance P of PCP has a solution.
Proof. See e.g. [22, section 5.2] for a proof.
For the rest of the section, we fix an arbitrary instance P of PCP using the notation from Definition 16. Towards giving F P [X ,y], we first distinguish the language the formula will be in. all taken from our given language L. All symbols are assumed to be pairwise different. By T we denote the set of ground terms in this language.
Regarding the notation of terms, we will often write ft instead of f (t) for f a unary symbol and t a term. Furthermore, for n ∈ N, f a function symbol, and t a term we define f n (t) by f 0 (t) = t,f n+1 (t) = f (f n (t)).
To make the relation between objects on the meta-level and terms in our language clear, we introduce a function · defined as follows:
for n ∈ N a 1 ···a n = s a 1 ···s a n for a binary word a 1 ···a n (q 1 ,...,q n ) = p q 1 ···p q n 0 for q 1 ,...,q n ∈{1,...,|P|}
The first part of F P we will present is the axiomatization of the intended meaning of our language, together with an axiom asserting that P does not have a solution. To conveniently write down F P , we introduce some notation for formulas. 
define S[t]:= [t]⇒ [t] and S[T ]= [T ]⇒ [T ].
In the context of sequents, set-theoretic union is denoted by comma.
Let s = a 1 ···a n be a binary word and t a term. Then by s * t we denote the term s a 1 ···s a n t. Note that for binary words s 1 ,s 2 we have s 1 * s 2 = s 1 s 2 .
Definition 20 (Background Theory) For a variable x, we define the following sets of formulas:
Before we turn to defining the formula F P we use to reduce PCP to UBUP, we introduce a notion of standard model for our background theory, and study some properties of standard models. Towards the definition of standard model, we will study the rewrite relation induced by the background theory. We will thus use some basic notions and results on term rewriting systems, see e.g. [3] . Being able to assume that equalities are derived in a directed way will allow us to give simple proofs of properties about equalities which hold in the standard models.
Definition 21
By R we denote the rewrite relation on T obtained from the formulas in lw-Ax[x],rw-Ax[x] by orienting the equations from left to right.
Note that since all function symbols in our language are unary, every t ∈ T is of the form t = f 1 ···f n c, where the f i are unary function symbols and c ∈{0, }. We define the size of t as n. For a strongly normalizing and confluent rewrite relation R on T , we denote by ∼ R the induced equivalence relation on T , and by [t] R ={s | t ∼ R s} the equivalence class of a term t.
Lemma 22
R is strongly normalizing and confluent. P has a solution exactly if there exists a term t such that lw(t) ∼ R rw(t).
Proof. By definition of R, we have: if t is not in normal form w.r.t. R, then t contains a term of the form lw(t ) or rw(t ) for some t . For strong normalization, it therefore suffices to consider only terms of the form lw(t),rw(t); induction on the size of t suffices. For confluence, we observe that there are no critical pairs.
Furthermore, by induction on n it is easy to show that lw ((q 1 ,. ..,q n )) ∼ R w q 1 ···w q n w 1 , analogously for rw. Hence q 1 ,...,q n is a solution to P exactly iff lw ((q 1 ,. ..,q n )) ∼ R rw ((q 1 ,...,q n ) ). It suffices to observe by induction on the length of a normalizing R-reduction sequence of lw(t) that if lw(t) ∼ R rw(t), then t = (q 1 ,...,q n ) for some q 1 ,...,q n ∈ N.
Based on R, we can now define our notion of standard model.
Proof. The first part is immediate by definition, the second part by Lemma 22. It is simple to construct standard models with an arbitrary interpretation of the P predicate symbol.
Lemma 25
If S is a set of predicate symbols, then a formula in the language of F P containing only predicate symbols from S is called an S-formula. We introduce some standard validity preserving transformations on formulas. In the following result, denotes a fixed valid {P}-formula (e.g. P(0)∨ ¬P(0)), and a formula F is called standard unsatisfiable if it holds in no standard model.
Lemma 26
Let F be a ground quantifier-free formula.
(1) If F is a {≈,P}-formula, and F is the formula obtained from F by replacing standard valid ≈-atoms by , and standard unsatisfiable ≈-atoms by ¬ , then F ↔ F is standard valid and F is a {P}-formula. (2) If F is a standard valid {P}-formula, s,t terms, and F the formula obtained from F by replacing all terms t with t ∼ R t by s, then F is standard valid. 
Proof. Note that for any standard model
is well-defined, and the model N obtained from S by Lemma 25 fulfills N |= F.
Lemma 27 Let s[x],t[x]
be terms containing x and d ,n,m ∈ N with m,n > 0.
(1 This concludes our study of standard models. We now turn to performing the reduction of PCP to UBUP.
Definition 28 (Formula F P ) We define the sequents
Finally, we define
The intuitive meaning of X (n,s), for n ∈ N and s = (q 1 ,...,q k ) ∈ N k , is 'there are no q k+1 ,...,q k+n such that (q 1 ,...,q k+n ) is a solution of P', and the intuitive meaning of P(n) is 'there is no solution of P of size n'. Our first main task will be to show the following.
Lemma 29
is a positive instance of UBUP, then P has a solution.
The strategy for proving this lemma is to assume that P has no solution, and to argue for contradiction by using the validity of F P to derive validity of (roughly) P(q) for some q ∈ N which is large w.r.t. the witness of F P , contradicting Lemma 25. We start by studying some standard valid sequents.
Definition 30 (Sets C n (t), sequents n , n ) For n ∈ N and a term t we define the set of terms
Furthermore, for a formula G[y,z] and variables γ,ν, we define the sequents
where C −1 (t) := ∅.
Note that for the second sequent of the definition of F P we have
When reasoning with sequents, we will apply the following well-known inference rule called cut.
Lemma 31 (Cut rule) Let M be a structure, , , , sets of formulas, and C a formula. Then M |= ⇒ ,C and M |= C, ⇒ imply that M |= , ⇒ , .
Lemma 32
Assume that P has no solution and that G[y,z] is a witness of ∀αβγ ν F P [X ,α,β,γ,ν] . Then, for all n ∈ N, the formulas n [G,γ,ν] and n [G,γ ] are standard valid.
Proof. By assumption, S 2 [G,γ,ν] is valid, hence for the sequent
we have that S 2 [G,γ,ν] is standard valid by Lemma 24. Hence for all k ∈{1,...,n−1}, the sequent
as well as the sequent T := S 2 [G,γ,s n−1 ν] is standard valid. Since p 1 γ,...,p |P| γ,sγ ∈ C 1 (γ ) and C 0 (γ ) ⊆ C 1 (γ ), we can cut S 1 with T to show that the sequent
is standard valid. We continue cutting with S 2 ,...,S n−1 until we eventually obtain that n [G,γ,ν] is standard valid. Furthermore, by assumption and Lemma 24, the sequent
, for all t ∈ C 1 (γ ), with S 2 [G,γ,0] yields standard validity of
Cutting this sequent under the substitution [γ \t], for t ∈ C 1 (γ ), with the sequent S 2 [G,γ,s0] yields standard validity of
Continuing inductively yields standard validity of n [G,γ ].
We are now ready to prove our first main result.
Proof of Lemma 29. Assume that P has no solution. If F P is a positive instance of UBUP, there is a quantifier-free formula G [y,z] such that ∀αβγ ν F P [G,α,β,γ,ν] is valid. Let m be an upper bound on the sizes of the terms in G [y,z] . We choose q 1 ,q 2 ,n ∈ N with q 2 > q 1 > 2n and n > m which ensures not only q 2 > q 1 but also that q 1 and q 2 are sufficiently large to allow replacing q 1 by q 2 without destroying standard validity of a formula we are going to construct now. By Lemma 32, the ground formula 
is standard valid. Replacing the term q 1 by q 2 in this formula yields the formula 
is standard valid. Replacing G[q 1 −n,t] by H q 1 −n,t in these sequents and cutting with T , we obtain standard validity of
which implies, using validity of S 3 [G,q 2 ], the standard validity of
, then the standard model obtained by Lemma 25 is a countermodel to the latter sequent, contradicting standard validity.
We now turn our attention to the second direction of our main result.
Lemma 33
If P has a solution, then ∀αβγ ν F P [X ,α,β,γ,ν] is a positive instance of UBUP.
The proof strategy for this Lemma is as follows: remember that the intuitive meaning of the witness G[n,s] of F P was that 'there is no solution of P that can be obtained from s by extending it by n numbers'. Given a solution of P, we will define the formula G[y,z] asserting this by a finite case distinction-since there exists a solution, G[n,0] for large enough n will be unsatisfiable, making each sequent of F P valid. For the proof, we will need some sets of formulas.
Definition 34 (Sets L n ,R n ,N n , formula W n ) For n ∈ N we define the sets of formulas
For a variable z, we furthermore define the formula W n [z] by
The following properties of W n [z] follow easily from the definition.
Lemma 35
Proof. From L n ∪R n ∪N n we can derive lw ((q 1 ,. ..,q n )) ≈ w q 1 ···w q n w 1 and rw ((q 1 ,. ..,q n )) ≈ v q 1 ···v q n v 1 . Since q 1 ,...,q n is a solution, we can derive lw ((q 1 ,. ..,q n )) ≈ rw ((q 1 ,. ..,q n )), yielding a contradiction with N n since (q 1 ,...,q n ) ∈ C n (0).
Lemma 37
If q 1 ,...,q n is a solution of P, then ¬W n [0] is valid.
Proof. By Lemmas 35 and 36.
We can now finish our proof.
Proof of Lemma 33. Assume that i 1 ,i 2 ,··· ,i is a solution of P, and define the formula G[y,z] as follows. 
We sketch a formal proof. By classical logic, we distinguish:
. By classical logic, we distinguish:
, which suffices as in the previous case.
(2) sν ≈ k and sν ≈ 0,...,k −1 for some 1 ≤ k < . We derive ν ≈ k −2,ν ≈ k −3...ν ≈ 0 from compatibility and reflexivity of ≈. For every t ∈ C 1 (γ ), from these equations and
which in turn implies W k−1 [t] by Lemma 35. Together with P(γ ) → P(sγ ) we derive
which is exactly W k [γ ] . Having proven Lemmas 29 and 33 we obtain the main result of this section.
Theorem 38
The UBUP problem is undecidable.
Proof. It suffices to note that F P can be computed from P by a Turing machine.
UBUP in automated theorem proving
As stated in the introduction, instances of UBUP naturally occur in the context of algorithms for automated theorem proving and proof compression introduced in [7, [13] [14] [15] .
In [13] [14] [15] , algorithms are presented which compress analytic proofs by introducing 1 -cuts. A step of the presented algorithm for the case of one cut is the solution of instances of UBUP in order to obtain the cut-formula (see e.g. [14] , section 3.3). In [15] , it could be proved that the mentioned instances of UBUP are always solvable. In [14] , some heuristics are defined to find solutions of the mentioned UBUP instances which have a small logical complexity.
In [7] , an algorithm for automated inductive theorem proving is presented. As stated in section 1, the undecidability of UBUP is relevant for this work: the algorithm IndProof presented there automatically generates inductive invariants which are in many cases useful to prove a given universal statement.Analogously to the papers [13] [14] [15] where an UBUP problem has to be solved to find suitable cut-formulas, in [7] such a problem has to be solved to find a suitable induction formula. IndProof attacks the mentioned UBUP problem using heuristics without giving a guarantee to always find a witness if one exists. Of course, the undecidability result for UBUP proved in this article does not justify the use of heuristics instead of a complete algorithm since the instances of UBUP actually occurring during the computations of IndProof might be decidable as it is the case for the algorithms presented in the papers [13] [14] [15] .
Nevertheless, using the same techniques as in the present article, the undecidability result for UBUP can be slightly strengthened to show that already the restriction of UBUP to those instances occuring in computations of IndProof is undecidable. The strengthened result justifies the above mentioned use of heuristics in the search of a witness of UBUP instances.
Conclusion
The problem of BUP as defined on page 110 has been fully characterized in our article:
• BUP restricted to quantifier-free formulas (QFBUP) is P 2 -complete.
• BUP restricted to 1 (UBUP) or 1 (EBUP) first-order formulas is undecidable.
Nevertheless, some interesting closely related questions remain open:
• In most parts of the present article, we work in first-order logic with equality. Note that the arguments in sections 5.1 and 6 heavily rely on the use of equations. Therefore, the complexity of restrictions of BUP in the setting of first-order logic without equality remains open.
• It remains unclear how complicated the underlying logical languages L have to be to make UBUP restricted to L-formulas F[X ] undecidable. For example, the question whether undecidability already holds for X restricted to predicate variables of arity one remains open.
