Future space exploration will likely include teams of autonomous robots that can perform various tasks in order to minimize human risk and maximize mission efficiency. One particular task may include the autonomous construction of a lunar or Martian habitat to prepare for long-duration human habitation on an extraterrestrial surface. This paper describes the development of an autonomous team of two robots that cooperatively transports a long construction object. Three major aspects of the project are discussed: the measurement of robot states, the design of cooperative control laws that govern the motion of the two-robot team, and the design of the central-PC infrastructure.
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I. Phase I
The initial phase of the project focused on the development of a system of autonomous robots to transport small construction objects from lunar or Martian "landing sites" to a habitat "construction site," as illustrated in Figure 1 .
Fixed or known "robot highways," as shown, were a key simplification in this first phase of the project.
In order to accommodate rapid development, the team implemented a centralized-control system to track robot locations and allocate tasks to the individual robots. During this phase of the project, several critical subsystems were developed including wireless communication between the robots and the central PC, motion-control commands using infrared line-following techniques, and navigation algorithms using a weightedgraph representation of the design space.
II. Phase II
The second phase of project was developed to build upon the capabilities gained from Phase I, and some of the simplifying assumptions in Phase I were eliminated. The greatest challenge in Phase II arose from the removal of the known "robot highways", thus, allowing the robots to freely move in the plane. Unconstrained motion in the plane requires greater knowledge of robot states, trajectory planning, and motion-control functionality in order to govern robot motion.
The primary Phase-II goal is the hardware implementation and demonstration of two robots cooperatively moving a construction object to a desired location and orientation. The robots will communicate with a central computer that can access robot state measurements from both an overhead camera system and robot-wheel odometers. Movement commands will be computed using either single-robot trajectory-tracking or cooperative control laws and will be wirelessly communicated to the robots.
The robots will start in a random position relative to the construction object, and the overhead camera will provide the central computer with the position and orientation of the construction object as well as the initial positions and orientations of the two robots. The path-planning function will determine a path for each robot from the initial position to a final position at each end of the construction object. The closed-loop controls, using the best state estimates from the Kalman Filter, will command the robots to track the time-based trajectory to minimize any errors from the reference path. Once the robots reach the construction object, they will grasp the object at each end and simultaneously lift the construction object.
The two-robot team will then cooperatively transport the construction object to a desired final position and orientation. This step-by-step process is illustrated in Figure 2 .
B. Phase-II Objectives
The team's overall goal is a hardware demonstration of the cooperative lifting and transportation of a construction object by a team of two robots. The project requirements have been divided into several critical subsystems, as listed below that will lead to a successful completion of the project goal.
1. Inertial states of the robots and the construction object will be measured using an overhead camera system. 2. Local, or relative, states of the robots will be measured using odometry techniques determined from onboard wheel encoders. 3. A Multi-Measurement Kalman Filter will be implemented to determine the best estimates of the robot states. 4. Control laws will be developed and implemented for single-robot trajectory tracking and the cooperative movement of the team of two robots with the construction object. 5. A central PC will manage robot tasks, estimate robot states using camera and odometry measurements, calculate wheel-velocity inputs, and manage wireless communication with the robots. 6. A wireless communication system will be implemented for command and data transmission between the robots and the central computer. 7. A claw mechanism will be designed and fabricated in order to lift and transport a simple lightweight and flexible construction object. This paper focuses on three aspects of the Phase-II project: state measurement and estimation, control design, and central-PC design. The selected robotic platform and custom-designed lifting mechanism are described in Section II, and state measurement and estimation are presented in Section III. Control-design and software-design objectives and results are presented in Sections IV and V, respectively. Subsystem integration is described in Section VI, and conclusions are presented in Section VII.
II. Robotic Platform
A. iRobot Create Platform
The iRobot Create was the chosen robotic platform to allow for rapid hardware implementation and development [3] . The iRobot Create offers several advantages in implementation with its embedded wheel encoders and command module with an 8-bit microcontroller. The command module enables the user to embed path-planning algorithms and control robot motions on the robot using C/C++. The platform is differentially driven, thus allowing 360-degree rotational movement. The Create's Open Interface (OI) software also has preprogrammed drive commands for easy control of the robot's movement.
B. Mechanical-Claw Design
A mechanical-claw assembly was originally designed and integrated with the iRobot Create platform to grasp, lift, and carry one-pound, four-inch blocks from their original locations to the construction zone in Phase I of the project. An innovative cableand-hinge design was implemented which accomplishes grasping and lifting motions with a single motor. The single-motor design is ideal for space, power, and weight constraints on the iRobot platform. This design is shown in Figure 3 with design highlights denoted. To lift the block, the motor turns a cable that pulls two levers that are rigidly attached to the arms. As the levers are pulled, the arms close on the block. The whole assembly is lifted with the hinge when the levers reach their maximum travel.
III. State Measurement and Estimation
Autonomous control of the robotic platforms requires knowledge of robot positions and orientations. An overhead camera measures inertial states, and relative changes in the states are measured using wheel encoders on the robots. Kalman Filtering provides a best state estimate of the robot states by combining these state Step-by-step procedure to lift and cooperatively transport a construction object. 4 measurements with the kinematic model of the robotic platform [4] . The camera measurements, odometry measurements, and the Kalman Filter are described below.
A. Camera Measurements
The team has chosen to implement a camera system to measure inertial positions due to the cost savings over implementing an indoor-GPS system. Whereas a real lunar or Martian environment does not support an overhead camera, the overhead camera can represent a geosynchronous satellite.
A MDCS2 monochrome IEEE1394 camera was mounted above the laboratory area in order to determine the robot and construction-object states within its 12-ft by 12-ft field of view. Robot recognition will be accomplished by using distinct patterns assigned to each robotic platform and the construction object. The vision-recognition software, developed by Texas A&M University graduate students, James Doebbler and Kevin Daugherty, determines inertial positions and orientations of the robots and construction object by first locating the unique patterns in the field of view, and then by finding the centroid and orientation of each pattern. The camera will provide data in the form of x, y, and θ coordinates, which will be filtered with the odometry data in the Kalman Filter. Figure 4 shows an example of the camera output. As shown in the figure, Robot 1 and Robot 2 are identified as the iRobot Create platforms. Robot 3 is identified as the construction object; the two lines of output indicate the position and orientation of each end of the construction object. This state data from the camera is constantly updated and sent to the Kalman Filter for processing. Positionoutput units are in millimeters relative to a fixed camera origin, and angle outputs are in degrees relative to the horizontal axis.
B. Odometry Measurements
The odometry data is collected via the standard iRobot-Create wheel encoders that measure individual wheel rotations. This data is available from the iRobot Create as the average distance the wheels have moved and the change in heading angle relative to the previous measurement; hence, odometry provides local position information relative to an initial starting position only.
The odometry data gathered from the robot will contain errors due to wheel slip and changes in wheel diameter caused by variances in the payload. In order to compensate for the errors, the University of Michigan Benchmark (UMBmark) test was used to quantify the odometric errors [5] . To conduct the test, the robot was programmed to traverse a 3-ft by 3-ft square in both clockwise and counter-clockwise directions. After the completion of each square, the deviation from the starting position in an x-y coordinate system was measured. Deviations are caused by the propagation of errors in angles and distances over the square trajectory. This data was then used to calculate correction factors to reduce the odometric errors. The UMBmark test was repeated, and results before and after error correction are shown in Figure 5 . Data points in the figure represent the actual end points of the robot relative to the desired end points of the square trajectory at the origin. The odometric error was reduced from an average distance of 78.76 mm to 56.10 mm relative to the origin. The small adjustments in the accuracy of the odometry measurements will improve the estimates of robot states from the Kalman Filter. 
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C. Kalman-Filter Design and Implementation
A Multi-Measurement Kalman-Filter implementation will be used to handle the integration of odometry and camera measurements. The Multi-Measurement Kalman Filter is a concept used when state measurements come from more than one source [6] . At a systems level, synchronizing the measurements would potentially introduce timing errors. Therefore, different measurement models will be used to update the state estimates. As a result, the Kalman Filter will have two branches, where the Kalman-Filter model switches between the two measurement sources. The propagation phase in the Kalman Filter will remain unchanged, but the update feature will require additional logic to handle the switching between two measurement models. Figure 6 shows a flow chart of the Kalman Filter with the two measurement branches indicated.
More camera measurements will be used than odometry measurements for two reasons. Firstly, the camera data will be fed directly into the central software, whereas the odometry data needs to be wirelessly communicated from the robot to the computer. Secondly, experimental results have shown that the odometry data is more accurate when longer times have elapsed between measurements.
Because the Kalman Filter will need to switch between measurement models, it is necessary to distinguish between the measurement types. The odometry data is in the form of a distance traveled and change in orientation, ሺ∆݀, ∆ߠሻ; therefore, the updated positions and orientations from the odometry measurements depend upon the best state estimate from the last time that the odometry data was accessed. The equation for the updated orientation of the robot is given below, where ߠ is the best state estimate from the previous odometry measurement.
ߠ ାଵ = ߠ + ∆ߠ
The updated x and y positions are determined from the distance traveled and the change in orientation. Using the above expression, the x and y positions can be determined.
‫ݕ‬ ାଵ = ‫ݕ‬ + ∆݀ sinሺߠ ାଵ ሻ Figure 5 . Results of the UMBmark test before and after error correction. 
IV. Control-Design Objectives and Results
The control-design objectives include the design and hardware implementation of the trajectory-planning and tracking functions for a single robot and the cooperative control design for the two-robot team.
A. Path Planning and Trajectory Tracking for a Single Robot
The path-planning and trajectory-tracking theory for a single robot (steps 2-4 in Figure 2 ) is described here. The robot equations of motion are first presented for the robotic base with the body-fixed reference axis illustrated in Figure 7 . The body-fixed b-axes are aligned with the robot's wheelbase, and all translational motion is limited to the b 1 -direction. Robot motion can be completely characterized by the inertial position of the robot, x and y, and by the orientation, θ.
Kinematic equations that describe the motion of the robot are shown below.
Here, d is the distance from the center of the robot to each wheel, and v L and v R are the left and right wheel velocities, respectively. The nonholonomic constraint equation, which physically represents the no-side slip condition, or zero-velocity in the b 2 -direction, is given below.
−‫ݔ‬ሶ sin ߠ + ‫ݕ‬ሶ cos ߠ = 0
I. Path Planning
A simple path-planning algorithm was derived to find a trajectory from the initial positions of each robot to the end points of the construction object (step 2 in Figure 2 ). The initial positions and final positions of the robots were assumed known based upon measurements from the overhead camera. Cubic-polynomial functions were used to generate a reference trajectory from the initial position to the final desired position, where the initial and final velocities are assumed to be zero. The polynomial functions are time-based trajectories, which makes the total trajectory time one of the design variables. The equations below are the cubic-polynomial functions for the x and y trajectories.
The following matrix equation can be solved to determine the "a" coefficients for the x trajectory.
Here, ‫ݔ‬ሺ0ሻ = ‫ݔ‬ , ‫ݔ‬ሶ ሺ0ሻ = ‫ݔ‬ሶ = 0, ‫ݔ‬ሺܶሻ = ‫ݔ‬ , ‫ݔ‬ሶ ሺܶሻ = ‫ݔ‬ሶ = 0, and T is the desired time to reach the final position. The coefficients of the y trajectory are found in a similar manner.
II. Trajectory Tracking
The trajectory-tracking control law is designed for a time-based reference trajectory that is described as ሾ‫ݔ‬ ሺ‫ݐ‬ሻ, ‫ݕ‬ ሺ‫ݐ‬ሻሿ. Errors in the inertial position of the robot relative to the reference trajectory are defined as shown. By setting the time derivatives of the errors equal to a proportional gain times the error, we can solve for the commanded velocities in the x and y directions.
‫ݔ‬ሶ ሺ‫ݐ‬ሻ =
Due to the nonholonomic constraint, the commanded orientation cannot be uniquely controlled. commanded orientation is found from the nonholonomic constraint and the commanded velocities in the directions.
A third state error can now be defined between the actual and commanded heading angle: Here, we define the time-rate of change of the commanded heading as shown below.
The desired forward velocity can be found from the commanded velocities in the This velocity is projected onto the b 1 commanded velocities.
The individual wheel velocities for tracking relationship presented previously.
Note that the first equation is the non-holonom
B. Two-Robot Cooperative Control Laws
The cooperative control laws that govern the motion of the two robots grasping the construction object will be developed differently for different grasping configurations of configurations are investigated for the cooperative control
I. Configuration A
In Configuration A (Figure 8 ), it is assumed that the robots can construction object such that the wheels o configuration, the robot team behaves like a single robot where each robot can be treated as a single wheel. The construction object can sequence of three motions. The coupled system align its wheels along a vector between the initial and final positions will then drive forward to center the construction object over the final position and, finally, the system can again reorient to the final desired orientation
The same path-planning and trajectory can be applied to the cooperative movement of this configuration. A unique mapping exists between the trajectory-tracking control inputs and the four wheel velocities. This co be implemented first due to the straightforward extensions from the path planning and trajectory tracking for a single robot.
II. Configuration B
In Configuration B, the robots grasp the construction object at each end facing each other, a If the construction object is assumed to be rigid, the system is constrained to move along the line of the construction American Institute of Aeronautics and Astronautics A third state error can now be defined between the actual and commanded heading angle: ݁ ଷ rate of change of the commanded heading as shown below.
The desired forward velocity can be found from the commanded velocities in the x and y directions:
1 -axes through the actual heading angle in order to find the "permissible" ‫ݔ‬ሶ = ‫ݒ‬ ௗ cos ߠ; ‫ݕ‬ሶ = ‫ݒ‬ ௗ sin ߠ or tracking the trajectory can be found using the inverse of the kinematics
holonomic constraint, which will always be satisfied.
Robot Cooperative Control Laws
The cooperative control laws that govern the motion of the two robots grasping the construction object will be developed differently for different grasping configurations of the two-robot team. Three different robot are investigated for the cooperative control-law development.
t is assumed that the robots can grasp the construction object such that the wheels of both robots are parallel. In this team behaves like a single robot where each robot can be treated as a single wheel. The construction object can then be transported by a he coupled system will first reorient itself in place to along a vector between the initial and final positions; the system the construction object over the final position; the system can again reorient to the final desired orientation.
planning and trajectory-tracking theory developed previously can be applied to the cooperative movement of this configuration. A unique tracking control inputs and the four wheel velocities. This co be implemented first due to the straightforward extensions from the path planning and trajectory tracking for a single In Configuration B, the robots grasp the construction object at each end facing each other, a If the construction object is assumed to be rigid, the system is constrained to move along the line of the construction By setting the time derivatives of the errors equal to a proportional gain times the error, we can solve for the Due to the nonholonomic constraint, the commanded orientation cannot be uniquely controlled. As a result, the rientation is found from the nonholonomic constraint and the commanded velocities in the x and y ሺ‫ݐ‬ሻ = ߠሺ‫ݐ‬ሻ − ߠ ሺ‫ݐ‬ሻ.
directions: ‫ݒ‬ ௗ = ඥ‫ݔ‬ሶ + ‫ݕ‬ሶ . axes through the actual heading angle in order to find the "permissible" y can be found using the inverse of the kinematics The cooperative control laws that govern the motion of the two robots grasping the construction object will be robot team. Three different robot tracking control inputs and the four wheel velocities. This configuration will be implemented first due to the straightforward extensions from the path planning and trajectory tracking for a single s shown in Figure 9 . If the construction object is assumed to be rigid, the system is constrained to move along the line of the construction . Configuration A.
object. For a flexible construction object, the assembly can move in a series of curves and straight lines where the flexibility of the construction object dictates the maximum heading offset that the two robots can have relative to one another (see Figure 10) . Two approaches to the cooperative control of Configuration B will be investigated. In both methods, the planned trajectory must take into account the maximum flexibility of the construction object, which leads to a minimum radius of curvature in the trajectory design. In each control approach, the leading robot tracks the planned trajectory disregarding the motion of the second robot. In the first approach, a second trajectory is designed relative to the leading robot's path that the trailing robot will track. Therefore, each robot uses the single-robot trajectorytracking control law that was presented previously. In the second approach, the second robot maintains a relative distance and orientation with respect to the first robot.
III. Configuration C
In Configuration C (Figure 11 ), the robots grasp the construction object by rotating sleeves. The rotating sleeves provide additional rotational degrees of freedom. This configuration is referred to as an Active Split-Offset Castor (ASOC) design as described by Davis et al. [7] . The additional rotational degrees of freedom permit true holonomic motion meaning that each castor pivot point can move in any direction from any initial configuration. This is in contrast to the previous two configurations that are subject to nonholonomic constraints that prevent the robots from moving perpendicular to the wheel directions. This configuration will be further developed during the semester; however, we do not plan to demonstrate this particular configuration in hardware this semester due to the extra rotational freedom on the construction object.
V. Software-Design Objectives and Results
The software-design objectives include development of the wireless-communications protocol for robot-to-PC communication and the design of the central-PC infrastructure.
A. Wireless Communication
The Zigbee communication standard is the selected wireless-communications technology for robot-to-PC communication. The wireless communications protocol was developed in order to send commands from the central PC to the robot and to send odometry measurements to the central PC from the robots when requested. The robots interpret the data using a packet definition that was developed based upon the input and output needs of the robot.
The packets are defined for the robot-receiving/PC-sending side of the communications in Table 1 . Byte #1, the destination byte, determines the destination of the packet that is being sent over the ZigBee network. The source byte is used to determine the origin of the packet so that it can be parsed correctly by the destination. The destination and source bytes prevent either a robot or the central PC from erroneously parsing a packet that was not intended for that destination. The motor-control byte is being used to send motor commands to the robots to lift the mechanical claw. Right wheel velocity low byte 7
Motor arm control byte 0 = Stop-motor, 1 = Direction-1, 2 = Direction-2
The packets for the robot-sending/PC-receiving side of the communications are structured similarly, but contain necessary bytes for sending odometry data and claw position as shown in Table 2 . Mechanical-claw position 0 to 255
B. Central-PC Infrastructure
The design of the central-PC software takes advantage of the object-oriented features of C++ for data management. Each critical function was encapsulated in its own object type (class), providing a simple and efficient interface to the other functions on the central PC. The relationship between each of the fundamental classes is illustrated in Figure 12 , and the details of each class are described below.
I. Robot Class
The central computer provides a Robot Class to allow the initialization of a theoretical robot, which mirrors the state and function of the physical robot. This class facilitates communication with the robot by providing a simpler interface through which the control laws can command the robot. The control system will send wheel-velocity commands to the Robot Class, which will then construct the corresponding drive command packet and send it to the robots. The Robot Class has internal variables which keep track of the distance the robot has traveled, the angle that the robot has rotated, and the speed at which the robot is currently driving. These are private variables, meaning that they cannot be directly accessed outside of the Robot Class. To access this information, the central PC systems must use the interface provided by the Robot Class.
II. Zigbee Class
To facilitate communication between the robots and the central PC, a class was created which allows several RobotClass objects to share one Zigbee connection. When the Zigbee Class is initialized, a serial connection is established with the Zigbee USB module using the CreateFile() function provided by the Windows Application Programming Interface (API). When applied to a serial port, the CreateFile() function facilitates sending and receiving data on the serial port by creating a stream that provides both input and output operations. To send data over the serial port, a packet is written to the stream, which the Windows API then sends over the serial port at a predetermined baud rate. To receive data from the serial port, a packet is extracted from the stream and returned to the requesting function.
III. Measurement Class
A Measurement Class was designed to provide a general container for measurement data that allows the Kalman Filter to dynamically update the state information based on either odometry or camera data. Based upon the measurement's source data member (camera or odometry), the Kalman Filter will update the state information from the corresponding source.
IV. UDP Communication Class
To facilitate communication between the image-recognition PC and the central PC, the User Datagram Protocol (UDP) was implemented. UDP allows network computers to send and receive short messages (packets) in a simple and efficient manner. The UDP Communication class establishes a connection between the central PC and imagerecognition PC by which the robot's current position and orientation, as determined by the camera, is sent to the central PC. Each time a new position is determined for each robot, a UDP packet containing the new measurement data will be sent by the UDP connection to the central PC and stored for processing by the Kalman Filter.
VI. Integration
Critical project tasks have been divided amongst three teams: the Camera Team, the Central-PC Design Team, and the Control-Design Team. The integration relationships between the camera system, central PC, and the robot controls are illustrated in Figure 13 . Integration tasks are represented by lines that link the tasks between teams.
The Control-Design Team will develop C++ code for the trajectory generation, the single-robot trajectorytracking control, and the two-robot cooperative-control functions. All cooperative control laws will be first simulated in MATLAB for a variety of initial and final conditions to verify stability and implementation prior to coding in C++. 
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communications between the robots and the central computer for data accuracy and speed. To test the reliability of wireless communication between the robots and the central PC, packets will be sent repeatedly under varying conditions, such as the time lapse between transmissions and transmission distance. The mounting and calibration of the overhead camera has been completed, and the next step is the integration of the camera software with the central-PC software. Following the completion of that integration, Kalman-Filter implementation will begin. Software verification will be done at the subsystems level, and further testing will be used to ensure correct implementation. For example, the robot will be controlled along straight-line paths, so that the path can be physically measured and compared to the state estimates that are output from the Kalman Filter.
The path-planning and single-robot trajectory tracking function will be implemented following the integration of the Kalman Filter. The Configuration-A cooperative-control scheme will be implemented before Configuration B because it will reuse the single-robot trajectory-tracking functionality. Configuration B will be the final task to implement during the semester.
VII. Conclusions
Robots will be an integral part of NASA's vision for space exploration as they can greatly reduce the risks involved with manned-space missions. Robotic missions in the future will be useful in ensuring a permanent human presence in space. In order for these robotic missions to be successful, the missions must begin with a smaller-scale simulation to develop a foundation for cooperation between multiple robots. Using simple robots to achieve small tasks related to the overall goal is an effective method for this type of simulation.
This project will design and demonstrate in hardware the cooperative lifting and transportation of a construction object using two robots. A central PC will manage path-planning, state estimation, and motion control for both individual and coupled robot motion. Several subsystem components have been developed including path-planning and single-robot trajectory-tracking algorithms, an overhead camera system for inertial state measurements, odometric equations for local state measurements, a Kalman Filter for best state estimates, and a mechanical-lifting mechanism. Different grasping configurations have been investigated in order to develop the cooperative laws to transport the long construction object. Following the integration of the subsystem components, the autonomous system will be used to demonstrate the cooperative transportation of the construction object towards space-habitat construction.
