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ETEMADI AND KOLMOGOROV INEQUALITIES IN
NONCOMMUTATIVE PROBABILITY SPACES
ALI TALEBI1, MOHAMMAD SAL MOSLEHIAN 1∗ AND GHADIR SADEGHI2
Abstract. Based on a maximal inequality type result of Cuculescu, we establish
some noncommutative maximal inequalities such as Haje´k–Penyi inequality and
Etemadi inequality. In addition, we present a noncommutative Kolmogorov type
inequality by showing that if x1, x2, . . . , xn are successively independent self-adjoint
random variables in a noncommutative probability space (M, τ) such that τ (xk) = 0
and sksk−1 = sk−1sk, where sk =
∑k
j=1 xj , then for any λ > 0 there exists a
projection e such that
1−
(λ+max1≤k≤n ‖xk‖)2∑n
k=1 var(xk)
≤ τ(e) ≤
τ(s2n)
λ2
.
As a result, we investigate the relation between convergence of a series of indepen-
dent random variables and the corresponding series of their variances.
1. Introduction and preliminaries
One of important types of probability inequalities relates tail probabilities for
the maximal partial sum of independent random variables such as Kolmogorov and
Etemadi inequalities. It is known that a strong law of large numbers can be deduced
from a maximal inequality for a certain sequence of random variables [1]. In [5],
Haje´k and Renyi extended the maximal Kolmogorov inequality to weighted sums.
It asserts that if X1, X2, . . . , Xn are independent mean zero random variables and
{αk : 0 ≤ k ≤ n} is a non-increasing positive real numbers, then
P
(
max
1≤k≤n
αk
∣∣∣∣∣
k∑
i=1
Xi
∣∣∣∣∣ ≥ t
)
≤
∑n
k=1 α
2
kVar(Xk)
t2
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for any t > 0. In [3], Etemadi established an inequality, which deduces a weak law
of large numbers. It states that if X1, X2, . . . , Xn are independent random variables
defined on a probability space (Ω,F ,P), then
P
(
max
1≤k≤n
∣∣∣∣∣
k∑
i=1
Xi
∣∣∣∣∣ ≥ 3t
)
≤ 3 max
1≤k≤n
P
(∣∣∣∣∣
k∑
i=1
Xi
∣∣∣∣∣ ≥ t
)
for any positive real number t > 0.
One of the major problems occurring in the noncommutative probability theory
concerns with the extensions of classical inequalities to the noncommutative setup; cf
[11, 12, 13]. In the sequel, we recall some basic preliminaries concerning noncommu-
tative probability spaces that will be needed throughout.
A von Neumann algebra M on a Hilbert space H with the unit element 1 equipped
with a normal faithful tracial state τ : M→ C is called a noncommutative probability
space. The elements ofM are called (non-commutative) random variables. We denote
by ≤ the usual order on the self-adjoint part Msa of M. Recall that Lp(M) can
be regarded as the subspace of the p-integrable operators in the algebra M of the
measurable operators in the sense of Nelson (see [9]).
For each self-adjoint operator x ∈ M, there exists a unique spectral measure E as
a σ-additive mapping with respect to the strong operator topology from the Borel
σ-algebra B(R) of R into the set of all orthogonal projections such that for every
Borel function f : σ(x) → C the operator f(x) is defined by f(x) =
∫
f(λ)dE(λ),
in particular, 1B(x) =
∫
B
dE(λ) = E(B). Further, if x ≥ 0 and t > 0 then the
inequality
Prob(x ≥ t) := τ(1[t,∞)(x)) ≤ t
−1τ(x) .
is known as the Markov inequality in the literature. For any self-adjoint element
x ∈ L2(M) and λ > 0, it follows from the Markov inequality that
τ
(
1[λ,∞)(|x− τ(x)|)
)
≤ λ−2var(x), (1.1)
where var(x) = τ ((x− τ(x))2) and |x| = (x∗x)
1
2 denotes the absolute value of x.
Inequality (1.1) is called the Chebyshev inequality.
Let N be a von Neumann subalgebra of M. Then there exists a normal contractive
positive mapping projecting EN : M→ N satisfying the following properties:
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(i) EN(axb) = aEN(x)b for any x ∈M and a, b ∈ N;
(ii) τ ◦ EN = τ .
Moreover, EN is the unique mapping satisfying (i) and (ii). The mapping EN is called
the conditional expectation ofM with respect toN. Let P be the lattice of projections
of M. Set p⊥ = 1 − p for p ∈ P. Given a family of projections (pλ)λ∈Λ ⊆ P, we
denote by ∨λ∈Λpλ (resp., ∧λ∈Λpλ) the projection from H onto the closed subspace
generated by ∪λ∈Λpλ(H) (resp., onto the subspace ∩λ∈Λp(H)). If (pλ)λ∈Λ is a family
of projections in M then
τ (∨λ∈Λpλ) ≤
∑
λ∈Λ
τ(pλ). (1.2)
The reader is referred to [14] for more information.
In this paper, we adopt some methods in classical probability spaces (see e.g. [4])
to the non-commutative setting. Our approaches, however, employ several essential
operator algebra techniques. In fact, it is not routine to find noncommutative ver-
sions of classical inequalities involving maximum of random variables. To illustrate
the difficulties, we notify that the maximum of two self-adjoint operators does not
exist, in general. Further, the usual triangle inequality is no longer valid for the
modulus of operators, namely, we do not have |x + y| ≤ |x| + |y| for x, y ∈ M, in
general. Employing Cuculescu’s approach we establish some noncommutative max-
imal inequalities such as Etemadi inequality and Haje´k–Renyi inequality, which is
an extension of a result of [1, Proposition 5.1]. We also present a noncommutative
Kolmogorov type inequality. We also state a relation between convergence of a series
of independent random variables and the corresponding series of their variances. The
commutative versions of the given inequalities are discussed as well.
2. Noncommutative Kolmogorov type inequalities
Recall that Kolmogorov’s inequality is significantly stronger than Chebyshev’s in-
equality. In this section we first provide a noncommutative Haje´k–Renyi inequality
and as a consequence, we present a noncommutative Kolmogorov inequality. After
that a noncommutative Kolmogorov type inequality is given.
As an extension of the classical independent random variables, recall that two von
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Neumann subalgebras N1,N2 ⊂M are independent (over C) if
τ (xy) = τ(x)τ(y), x ∈ N1, y ∈ N2.
A sequence (xn)
∞
n=1 in Lp(M) is said to be successively independent [7] if the subal-
gebras W ∗(xj) and W
∗ (x1, . . . , xj−1) are independent (over C) for any 1 < j, where
W ∗(A) denotes the von Neumann algebra generated by the spectral projections of
the real and imaginary parts of any member of A ⊂M.
We introduce the other types of the notion of independence which will be used in the
sequel. We say a sequence (xk)
n
k=1 is said to be weakly fully independent (which is
weaker than fully independent defined in [6]) if for any 1 < j < n the subalgebras
W ∗ (x1, . . . , xj−1) and W
∗ (xj , . . . , xn) are independent. Clearly
weakly full independence =⇒ successively independence.
Note that if x, y are successively independent random variables, then var(x + y) =
var(x) + var(y), because
var(x+ y) = τ
(
(x+ y)2
)
− (τ(x+ y))2
= τ
(
x2
)
+ τ
(
y2
)
+ 2τ (xy)− τ (x)2 − τ (y)2 − 2τ (x) τ (y)
= var(x) + var(y) (as τ (xy) = τ(x)τ(y)) . (2.1)
Lemma 2.1. If p, q are two projections in M with p ≤ q and x ≥ 0, then ‖pxp‖ ≤
‖qxq‖.
Proof.
‖pxp‖ = ‖x
1
2p‖2 = ‖px
1
2‖2 = ‖x
1
2px
1
2‖ ≤ ‖x
1
2 qx
1
2‖ = ‖qxq‖.

Theorem 2.2 (Noncommutative Haje´k–Renyi inequality). Let x1, x2, . . . be succes-
sively independent self-adjoint random variables in L2(M) such that τ (xn) = 0 for
all n. Then for every decreasing sequence of positive real numbers {αn}∞n=0 and for
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any λ > 0 there exists a projection p such that
τ(p) ≤
∑∞
n=1 α
2
nvar(xn)
λ2
,∥∥∥∥∥(1− p)αn|
n∑
k=1
xk| (1− p)
∥∥∥∥∥ ≤ λ (n ≥ 1).
Proof. Fix n ∈ N and set sn =
∑n
k=1 xk. We use some ideas of Cuculescu [2, Propo-
sition 5]. Let e0 = 1 and inductively on 1 ≤ k ≤ n, define
ek = 1[0,λ) (ek−1αk|sk|ek−1) ek−1.
Since ek−1 is a projection, ek−1 commutes with ek−1|sk|ek−1 and hence with all its
spectral projections; in particular ek−1 commutes with 1[0,3λ) (ek−1|sk|ek−1). So ek is
also a projection in W ∗ (x1, x2, . . . , xk). It follows from ekek−1 = ek that (ek)
n
k=1 is a
decreasing sequence.
We set
pk = ek−1 − ek
for each 1 ≤ k ≤ n. Then (pk)k is a sequence of projections.
Note that τ (s2kpi) ≥ τ (s
2
i pi) for k ≥ i. In fact, by the successive independence of xj
’s, we have
τ
(
s2kpi
)
= τ

(si + k∑
l=i+1
xl
)2
pi


= τ
(
s2i pi
)
+ τ
(
k∑
l=i+1
xlsipi
)
+ τ
(
k∑
l=i+1
xlpisi
)
+ τ

( k∑
l=i+1
xl
)2
pi


≥ τ
(
s2i pi
)
+ τ
(
k∑
l=i+1
xl
)
τ (sipi) + τ
(
k∑
l=i+1
xl
)
τ (pisi)
= τ
(
s2i pi
)
(by τ(xl) = 0 for all l). (2.2)
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Therefore,
n∑
k=1
α2kvar (xk)
=
n∑
k=1
[
α2k (var (sk)− var (sk−1))
]
(by (2.1))
=
n−1∑
k=1
[(
α2k − α
2
k+1
)
var (sk)
]
+ α2nvar (sn)
=
n−1∑
k=1
[(
α2k − α
2
k+1
)
τ
(
s2k
)]
+ α2nτ
(
s2n
)
(as τ (xk) = 0)
≥
n−1∑
k=1
[(
α2k − α
2
k+1
)
τ
(
sk
(
n∑
i=1
pi
)
sk
)]
+ α2nτ
(
sn
(
n∑
i=1
pi
)
sn
)
as pkpj = (ej−1 − ej)(ek−1 − ek) = 0 when j 6= k and
∑n
i=1 pi = 1− en ≤ 1. So
n∑
k=1
α2kvar (xk) ≥
n∑
i=1
n−1∑
k=1
[(
α2k − α
2
k+1
)
τ
(
s2kpi
)]
+ α2n
n∑
i=1
τ
(
s2npi
)
≥
n∑
i=1
n−1∑
k=i
[(
α2k − α
2
k+1
)
τ
(
s2kpi
)]
+ α2n
n∑
i=1
τ
(
s2npi
)
,
since {αk}k is non-increasing and τ (s2kpi) = τ (pis
2
kpi) ≥ 0. Thus,
n∑
k=1
α2kvar (xk)
≥
n∑
i=1
n−1∑
k=i
[(
α2k − α
2
k+1
)
τ
(
s2i pi
)]
+ α2n
n∑
i=1
τ
(
s2i pi
)
(by (2.2))
≥
n∑
i=1
n−1∑
k=i
[(
α2k − α
2
k+1
) λ2
α2i
τ (pi)
]
+ α2n
n∑
i=1
λ2
α2i
τ (pi)
= λ2
n∑
i=1
τ (pi)
= λ2τ
(
n∨
i=1
pi
)
, (again as
n∑
k=1
pk =
n∨
k=1
pk) (2.3)
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in which to get the last inequality we note that pis
2
i pi ≥
λ2
α2i
pi. To show this, let
ξ ∈ H. Evidently, we may assume that ‖piξ‖ = 1. It follows from the definition of
pi that piξ ∈ 1(λ,∞) (αi |si|) (H). Applying the Holder–McCarthy inequality stating
that 〈T 2η, η〉 ≥ 〈Tη, η〉2 for any positive operator T and any unit vector η (see [8])
we deduce that
〈pis
2
i piξ, ξ〉 = 〈s
2
i piξ, piξ〉 = 〈|si|
2piξ, piξ〉 >
λ2
α2i
.
So pis
2
i pi ≥
λ2
α2i
pi.
Letting n→∞ and using the normality of the trace, we get
τ(p) ≤
∑∞
n=1 α
2
nvar(xn)
λ2
,
where p =
∨∞
n=1 pn. Furthermore, by Lemma 2.1 and Borel functional calculus
‖(1− p)αn|sn| (1− p)‖ ≤ ‖en αn|sn| en‖ = ‖enen−1 αn|sn| en−1en‖ ≤ λ.

Putting αk = 1 for all k the noncommutative Haje´k–Renyi inequality reduces the
noncommutative Kolmogorov inequality as follows.
Corollary 2.3 (Noncommutative Chebyshev-type inequality). Let x1, x2, . . . , xn be
successively independent self-adjoint random variables such that τ (xk) = 0 for all k.
Then for any λ > 0 there exists a projection e such that
τ(e) ≤
∑n
k=1 var(xk)
λ2
,
‖(1− e) |sn| (1− e)‖ ≤ λ (n ≥ 1).
The next result can be indeed considered as a (weak version of) Kolmogorov in-
equality for the maximal sum.
Theorem 2.4 (Noncommutative Kolmogorov type inequality). Let x1, x2, . . . , xn be
successively independent self-adjoint random variables in M such that τ (xk) = 0 for
all k. Then for any λ > 0 there exists a projection e such that
1−
2(λ+max1≤k≤n ‖xk‖)2∑n
k=1 var(xk)
≤ τ(e) ≤
τ
(
(
∑n
k=1 xk)
2
)
λ2
. (2.4)
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Proof. Set c := max1≤k≤n ‖xk‖. Let sk :=
∑k
i=1 xi and s0 = 0.
We set
e0 := 1, ek := ek−11[0,λ2]
(
ek−1 |sk|
2 ek−1
)
and pk := ek−1 − ek
for 1 ≤ k ≤ n. It is clear that (ek)k is a decreasing sequence of projections such that
ek |sk|
2 ek ≤ λ
2ek for all k.
Moreover, pj ∧ ek = 0 for all 1 ≤ k ≤ n and all 1 ≤ j ≤ k. To see this, let
j ≤ k and ξ ∈ pj(H) ∩ ek(H) be a unit element. Then 〈ej−1 |sj|2 ej−1ξ, ξ〉 > λ2 and
〈ej−1 |sj|2 ej−1ξ, ξ〉 ≤ λ2, since ξ ∈ ek(H) ⊆ ej(H), which gives us a contradiction.
In addition, ∨kj=1pj ≤ ∨
k
j=1e
⊥
j = e
⊥
k since pj = ej−1 − ej ≤ e
⊥
j and (e
⊥
j )j is increasing.
Since ek−1 = ek + pk, we have
τ
(
ek−1 |sk|
2 ek−1
)
= τ(|sk|ek−1|sk|) = τ(|sk|(ek + pk)|sk|) = τ
(
(ek + pk) |sk|
2 (ek + pk)
)
.
(2.5)
Thus,
τ
(
|sk−1ek−1|
2)+ τ (en) var(xk)
≤ τ
(
|sk−1ek−1|
2)+ τ (ek−1) var(xk) (since en ≤ ek−1)
= τ
(
|sk−1ek−1|
2)+ τ (ek−1) τ (x2k) (as τ (xk) = 0)
= τ
(
|sk−1ek−1|
2)+ τ (|xkek−1|2)
(by the successive independence and the tracial property of τ )
= τ
(
ek−1s
2
k−1ek−1
)
+ τ
(
ek−1x
2
kek−1
)
+ 2τ (ek−1sk−1) τ(xk)
(as τ(xk) = 0 for all k)
= τ
(
ek−1s
2
k−1ek−1
)
+ τ
(
ek−1x
2
kek−1
)
+ τ (ek−1sk−1xk) + τ (sk−1ek−1xk)
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by the successive independence. Thus,
τ
(
|sk−1ek−1|
2)+ τ (en) var(xk)
≤ τ
(
ek−1s
2
k−1ek−1
)
+ τ
(
ek−1x
2
kek−1
)
+ τ (ek−1sk−1xkek−1) + τ (ek−1xksk−1ek−1)
= τ ((ek−1sk−1 + ek−1xk) (sk−1ek−1 + xkek−1))
= τ
(
|sk−1ek−1 + xkek−1|
2)
= τ
(
|skek−1|
2)
= τ
(
ek−1 |sk|
2 ek−1
)
= τ
(
(ek + pk) |sk|
2 (ek + pk)
)
(by (2.5))
= τ
(
|skek|
2
)
+ τ
(
|skpk|
2
)
+ τ
(
ek |sk|
2 pk
)
+ τ
(
pk |sk|
2 ek
)
= τ
(
|skek|
2
)
+ τ
(
|(sk−1 + xk)pk|
2
)
+ τ
(
|sk|
2 pkek
)
+ τ
(
|sk|
2 ekpk
)
= τ
(
|skek|
2
)
+ τ
(
| (sk−1pk + xkpk) |
2
)
(since ekpk = pkek = 0)
= τ
(
|skek|
2
)
+ τ
(
pk (sk−1 + xk)
2
pk
)
= τ
(
|skek|
2
)
+ τ
(
pk |sk−1 + xk|
2
pk
)
(2.6)
≤ τ
(
|skek|
2
)
+ 2τ
(
pk(|sk−1|
2 + |xk|
2)pk
)
≤ τ
(
|skek|
2
)
+ 2τ
(
pk |sk−1|
2 pk
)
+ 2c2τ (pk)
≤ τ
(
|skek|
2
)
+ 2τ
(
pk (|sk−1|+ c)
2
pk
)
Thus
τ
(
|sk−1ek−1|
2)+ τ (en) var(xk)
≤ τ
(
|skek|
2
)
+ 2τ
(
pks
2
k−1pk
)
+ 2c2τ (pk) + 4cτ (pk|sk−1|pk) (since |xk| ≤ c)
≤ τ
(
|skek|
2
)
+ 2(λ+ c)2τ (pk) , (2.7)
where to obtain the last inequality we remark that
pks
2
k−1pk ≤ λ
2pk (2.8)
pk |sk−1| pk ≤ λpk. (2.9)
To show (2.8), we may choose ξ ∈ H such that ‖pkξ‖ = 1. So
〈pks
2
k−1pkξ, ξ〉 = 〈|sk−1|
2ek−2pkξ, ek−2pkξ〉 ≤ λ
2,
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as pkξ ∈ ek−1(H) ⊆ ek−2(H). The inequality (2.9) follows from
(pk |sk−1| pk)
2 = pk |sk−1| pk |sk−1| pk ≤ pk s
2
k−1pk ≤ λ
2pk (by (2.8)).
by taking the square roots.
It follows from (2.7) that
τ (en) var(xk) ≤ τ
(
|skek|
2
)
− τ
(
|sk−1ek−1|
2)+ 2(λ+ c)2τ (pk) .
Now by summing and telescoping, we deduce that
τ (en)
n∑
k=1
var(xk) ≤ τ
(
|snen|
2
)
+ 2(λ+ c)2 τ
(
n∨
k=1
pk
)
≤ λ2τ (en) + 2(λ+ c)
2 τ (1− en)
≤ 2(λ+ c)2, (2.10)
from which, by setting e = 1− en, we get (2.4).
It should be noted that the second inequality can be derived from the following.
〈ens
2
nenξ, ξ〉 = 〈|sn|
2en ξ, enξ〉
= 〈en−1 |sn|
2 en−1enξ, enξ〉 (as en−1en = en)
≤ λ2〈enξ, enξ〉
when ‖enξ‖ = 1, since enξ ∈ 1[0,λ2] (en−1|sn|en−1) (H). Hence |snen|
2 = ens
2
nen ≤ λ
2en,
and so τ (|snen|2) ≤ λ2τ (en).
Furthermore, we by (1.1) have
τ(e) = τ
(
1(λ2,∞)
(
en−1 |sn|
2 en−1
))
≤
τ (en−1 |sn|
2 en−1)
λ2
≤
τ (|sn|
2)
λ2
.

Remark 2.5. We may derive the noncommutative version of Kolmogorov-type inequal-
ity with the same bound if the hypothesis sksk−1 = sk−1sk satisfies for all k, where
sk =
∑k
i=1 xi. In fact, from (2.6) we have
τ
(
|sk−1ek−1|
2)+ τ (en) var(xk) ≤ τ (|skek|2)+ τ (pk |sk−1 + xk|2 pk)
≤ τ
(
|skek|
2
)
+ τ
(
pk (|sk−1|+ |xk|)
2
pk
)
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since by passing to the commutative algebra generated by two commuting self-adjoint
elements xk and sk−1, we have |sk−1 + xk|2 ≤ (|sk−1|+ |xk|)2.
Continuing the previous argument we deduce
τ(en) ≤
(λ+ c)2∑n
k=1 var(xk)
.
In the next result we deduce the commutative version of the Kolmogorov type
inequality.
Corollary 2.6. [4, Theorem 3.1.7] Let X1, X2, . . . , Xn be independent random vari-
ables with the mean 0 and supk |Xk| ≤ C for some constant C > 0. Then
P
(
max
1≤k≤n
|Sk| > t
)
≥ 1−
(t+ C)2∑n
k=1VarXk
for any t > 0.
In [1], a sufficient condition is stated for the convergence of a independent sequence
of random variables. In the next result, we show that the condition is necessary under
some conditions.
Corollary 2.7. If (xn)n∈N is a successively independent sequence of self-adjoint ran-
dom variables in M such that τ (xk) = 0 for all k and
∑∞
n=1 xn is convergent, then∑∞
n=1 var(xn) is convergent too.
Proof. Suppose that for some c > 0 ‖xn‖ ≤ c for all n. Set sn :=
∑n
k=1 xk. To
achieve a contradiction, assume that
∑
n∈N var(xn) = ∞. Let ǫ > 0 be given and
n ∈ N be arbitrary. For every m ∈ N, applying Theorem 2.4 to the finite sequence
xn+1, xn+2, . . . , xn+m, there exists a projection en,m such that
1 ≥ τ(e⊥n,m) ≥ 1−
2ǫ2 + 2c2∑m
k=n+1 var(xk)
, (2.11)
where en,m = 1[0,ǫ2] (en,m−1 |sn+m − sn|
2 en,m−1) with en,0 = 1. Our construction shows
that (en,m)m is a decreasing sequence of projections. Letting m → ∞ in (2.11)
and noticing that (e⊥n,m)m is increasing, we deduce from the normality of τ that
τ
(∨
m∈N e
⊥
n,m
)
= limm τ(e
⊥
n,m) = 1 = τ(1). Therefore∨
m∈N
e⊥n,m = 1 (2.12)
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for all n.
As (sn)n is Cauchy, there is N ∈ N such that
‖(sN+m − sN)
2‖ = ‖sN+m − sN‖
2 ≤ ǫ2
for all m ∈ N. Let ξ ∈ e⊥N,m(H) be a unit vector. Hence, by definition of the spectral
projection e⊥N,m we have 〈|sN+m − sN |
2 eN,m−1ξ, eN,m−1ξ〉 > ǫ2. On the other hand,
from ‖(sN+m − sN )2‖ ≤ ǫ2 and using the Cauchy–Schwarz inequality, we get
〈|sN+m − sN |
2 eN,m−1ξ, eN,m−1ξ〉 ≤ ǫ
2,
which is impossible. Hence e⊥N,m(H) = 0. Thus,
∨
m∈N e
⊥
N,m = 0 contradicting (2.12).

3. Noncommutative Etemadi inequality
To establish a noncommutative version of the Etemadi inequality we need the
following simple lemma.
Lemma 3.1. Let p, q and r be projections in M satisfying p ≤ q and p ≤ r. Then
τ(p) ≤ τ (qr).
In particular, for arbitrary projections p, q it holds that τ (p ∧ q) ≤ τ(pq).
Proof.
τ(p) = τ
(
p
1
2pp
1
2
)
≤ τ
(
p
1
2 rp
1
2
)
= τ
(
r
1
2pr
1
2
)
≤ τ (qr) .

Theorem 3.2 (Noncommutative Etemadi inequality). Let x1, x2, . . . , xn be weakly
fully independent self-adjoint random variables in M such that sksn = snsk, where
sk =
∑k
j=1 xj for all 1 ≤ k ≤ n. Then for every λ > 0 there exists a projection p in
M such that
τ(p) ≤ 2τ
(
1[λ,∞) (|sn|)
)
+ max
1≤k≤n
τ
(
1[λ,∞) (|sk|)
)
≤ 3 max
1≤k≤n
τ
(
1[λ,∞) (|sk|)
)
.
τ(1 − p) ≤ τ
(
1[0,3λ)(|x1|)
)
.
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Proof. As in the proof of Noncommutative Haje´k–Renyi inequality, we inductively
define Cuculescu’s projections
ek = 1[0,3λ) (ek−1|sk|ek−1) ek−1 (1 ≤ k ≤ n)
with e0 = 1. Note that ek−1 commutes with ek−1|sk|ek−1 and hence with 1[0,3λ) (ek−1|sk|ek−1).
Thus ek ∈ W
∗ (x1, x2, . . . , xk) (1 ≤ k ≤ n) is also a projection and as before the se-
quence {ek} is decreasing. Now define the projections pk in W ∗ (x1, x2, . . . , xk) by
pk = ek−11[3λ,∞) (ek−1 |sk| ek−1) , k = 1, 2, . . . , n.
Then
pkpj = 0 (k 6= j). (3.1)
To see (3.1), without loss of generality, assume that k < j. We have
pkpj = ek−11[3λ,∞) (ek−1 |sk| ek−1) ej−11[3λ,∞) (ej−1 |sj | ej−1)
= 1[3λ,∞) (ek−1 |sk| ek−1) ej−11[3λ,∞) (ej−1 |sj| ej−1) (as ej−1 ≤ ek−1).
Now we show that the last term is zero. For simplicity set qk = 1[3λ,∞) (ek−1 |sk| ek−1)
and qj = 1[3λ,∞) (ej−1 |sj| ej−1). It follows from ej−1 ≤ ek and definition of ek that
‖qkej−1qj‖
2 = ‖qjej−1qk‖
2 = ‖qkej−1qjej−1qk‖ ≤ ‖qkej−1qk‖ ≤ ‖qkekqk‖ = ‖0qk‖ = 0,
where the first inequality is due to qj ≤ 1. Set p = ∨nk=1pk =
∑n
k=1 pk. By an inductive
argument, sn commutes with all ek and so with all pk, or equivalently, sn (pk(H)) ⊆
pk(H). Hence sn (p(H)) ⊆ p(H). Therefore psnp = snp, whence psn = psnp = snp.
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We have
τ(p) = τ
(
p ∧ 1(λ,∞) (|sn|) + p ∧ 1[0,λ] (|sn|)
)
(by p = p ∧ q + p ∧ q⊥ whenever pq = qp)
≤ τ
(
1(λ,∞) (|sn|)
)
+ τ
(
(∨nk=1pk) ∧ 1[0,λ] (|sn|)
)
≤ τ
(
1(λ,∞) (|sn|)
)
+ τ
(
∨nk=1
(
pk ∧ 1[0,λ] (|sn|)
))
(since snpk = pksn)
≤ τ
(
1(λ,∞) (|sn|)
)
+
n∑
k=1
τ
(
pk ∧ 1[0,λ] (|sn|)
)
(by (1.2))
≤ τ
(
1(λ,∞) (|sn|)
)
+
n∑
k=1
τ
(
pk ∧ 1[2λ,∞) (|sn − sk|)
)
.
To reach the last inequality, consider the commutative algebra N generated by sk, sn.
If ξ ∈ pk(H) ∩ 1[0,λ] (|sn|) (H) is a unit vector, then
〈|sk|ξ, ξ〉 ≥ 3λ and 〈|sn|ξ, ξ〉 ≤ λ.
Therefore,
〈|sn − sk|ξ, ξ〉 ≥ 〈|sk|ξ, ξ〉 − 〈|sn|ξ, ξ〉 ≥ 2λ.
Hence pk ∧ 1[0,λ] (|sn|) ≤ pk ∧ 1[2λ,∞) (|sn − sk|). Therefore,
τ(p) ≤ τ
(
1(λ,∞) (|sn|)
)
+
n∑
k=1
τ
(
pk1[2λ,∞) (|sn − sk|)
)
( Lemma 3.1)
= τ
(
1(λ,∞) (|sn|)
)
+
n∑
k=1
τ (pk) τ
(
1[2λ,∞) (|sn − sk|)
)
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by the weakly full independence property of W ∗(x1, . . . , xk) and W
∗(xk+1, . . . , xn).
Therefore,
τ(p) ≤ τ
(
1(λ,∞) (|sn|)
)
+ max
1≤k≤n
τ
(
1[2λ,∞) (|sn − sk|)
)
τ (∨nk=1pk) (by (3.1)) (3.2)
≤ τ
(
1(λ,∞) (|sn|)
)
+ max
1≤k≤n
τ
(
1[2λ,∞) (|sn − sk|)
)
≤ τ
(
1(λ,∞) (|sn|)
)
+ max
1≤k≤n
{
τ
(
1[λ,∞) (|sn|)
)
+ τ
(
1[λ,∞) (|sk|)
)}
(by considering the commutative algebra generated by sk, sn)
= 2τ
(
1(λ,∞) (|sn|)
)
+ max
1≤k≤n
τ
(
1[λ,∞) (|sk|)
)
≤ 3 max
1≤k≤n
τ
(
1[λ,∞) (|sk|)
)
.
Moreover,
τ(1− p) = τ
(
∧kp
⊥
k
)
≤ τ(p⊥1 ) = τ
(
1[0,3λ)(|x1|)
)
.

Remark 3.3. Notice that the projection p in the previous theorem is nonzero provided
that τ
(
1[3λ,∞) (|sk|)
)
6= 0 for some 1 ≤ k ≤ n. In fact, if this condition occurs and
p = 0, then pk = 0 for all k. In particular, p1 = 1[3λ,∞) (|s1|) = 0, and hence
e1 = 1[0,3λ) (|s1|) = 1. Hence e2 = 1[0,3λ) (|s2|). Inductively, we can deduce that
ek = 1, and so 1[3λ,∞) (|sk|) = 0, which gives rise contradiction.
Remark 3.4. We should remark that n is fixed and we only require that sk commutes
with sn for all k. Thus our condition is weaker than the commutativity condition
xixj = xjxi for all i, j. For example, for n = 4, set
x1 =
(
2 i
−i 2
)
, x2 =
(
1 −i
i 2
)
, x3 =
(
2 1 + i
1− i 3
)
and x4 =
(
3 −1 − i
−1 + i 1
)
.
Then x1, x1 + x2 and x1 + x2 + x3 commute with x1 + x2 + x3 + x4 =
(
8 0
0 8
)
, but
not all x1, x2, x3, x4 commute with each other.
Remark 3.5. From inequality (3.2), we conclude that(
1− max
1≤k≤n
τ
(
1(λ
2
,∞) (|sn − sk|)
))
τ(p) ≤ τ
(
1(λ,∞) (|sn|)
)
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and hence
τ(p) ≤
τ
(
1(λ,∞) (|sn|)
)(
1−max1≤k≤n τ
(
1(λ
2
,∞) (|sn − sk|)
))
provided that max1≤k≤n τ
(
1(λ
2
,∞) (|sn − sk|)
)
6= 1.
Corollary 3.6. Let X1, X2, . . . , Xn be independent random variables. If t > 0 is an
arbitrary positive real number, then
P
(
max
1≤k≤n
∣∣∣∣∣
k∑
i=1
Xi
∣∣∣∣∣ ≥ 3t
)
≤ 3 max
1≤k≤n
P
(∣∣∣∣∣
k∑
i=1
Xi
∣∣∣∣∣ ≥ t
)
.
Proof. The projection ej in the proof of noncommutative Etemadi inequality above
corresponds to the characteristic function of the subset Ej = {χEj−1 |Sj| < 3λ}∩Ej−1
with E0 = Ω.
It is easy to check that
n⋃
k=1
Pk = {max |Sk| ≥ 3λ} ,
whenever
Pk = Ek−1 ∩ {|Sk| ≥ 3λ} .

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