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a b s t r a c t
We consider a path as an ordered sequence of distinct vertices with a head and a tail. Given
a path, a transfer-move is to remove the tail and add a vertex at the head. A graph is n-
transferable if any path with length n can be transformed into any other such path by a
sequence of transfer-moves. We show that, unless it is complete or a cycle, a connected
graph is δ-transferable, where δ ≥ 2 is the minimum degree.
© 2008 Elsevier B.V. All rights reserved.
1. Introduction
The graphs discussed here are finite, simple, undirected, and connected. A path consists of distinct vertices v0, v1, . . . , vn
and edges v0v1, v1v2, . . . , vn−1vn. When the direction of a path P needs to be emphasized, we use the notation 〈 〉, such as
P = 〈v0v1 · · · vn〉. If there is no danger of confusion, we abbreviate the notation 〈 〉. The reverse path of P is denoted by P−1.
The number of edges in a path P is called its length and is denoted by ‖P‖. A path of length n is called an n-path. We similarly
use these notations for cycles.
The last (resp. first) vertex of a path P in its direction is called the head (resp. tail) of P and is denoted by h(P) (resp. t(P));
for P = 〈v0v1 · · · vn−1vn〉, we set h(P) = vn and t(P) = v0. The set of all inner vertices of P (i.e., the vertices that are neither
the head nor the tail) is denoted by Inn(P).
This paper focuses on the movement of a path along a graph, which seems as a ‘‘train’’ moving on the graph: Let P be an
n-path. If h(P) has a neighboring vertex v 6∈ Inn(P), then we have a new n-path P ′ by removing the vertex t(P) from P and
adding v to P as its new head. We denote it by P
v−→ P ′ (or briefly P −→ P ′). If there is a sequence P0 x1−→ P1 x2−→ · · · xm−→ Pm,
we shortly denote it by P0
x1−→ x2−→ · · · xm−→ Pm. If there is a sequence of paths P −→ · · · −→ Q , then we say that P can transfer
(or move) to Q , and denote it by P 99K Q . We notice that if P 99K Q , then Q−1 99K P−1.
Let Pn(G) be the set of all directed n-paths in a graph G. An n-path P in a graph is called reversible if there is a sequence
of n-paths such as P −→ · · · −→ P−1, and a graph G is called n-reversible if Pn(G) 6= ∅ and if any directed n-path in G is
reversible. A graph G is called n-transferable if Pn(G) 6= ∅ and if P 99K Q holds for any pair of directed n-paths P,Q ∈ Pn(G).
By definition, if a graph G is n-transferable, then G is n-reversible. In [3] the author showed that the converse is also true:
Theorem ([3]). A connected graph G is n-transferable if and only if G is n-reversible.
The author further shows that if a graph G is n-transferable, then G is (n− 1)-transferable. The maximum number n for
which G is n-transferable is called the transferability of G, and is denoted by τ(G).
Let deg(v) be the degree of a vertex v, and δ(G) the minimum degree of a graph G. The minimum degree of complete
graphs Kn and cycle graphs Cn are known such that δ(Kn) = n − 1, δ(Cn) = 2. The transferability of these graphs are
τ(Kn) = 0 for n = 1, 2, 3, τ(Kn) = n − 2 for n ≥ 4 (see [3]), and τ(Cn) = 0. Therefore τ(Kn) < δ(Kn) and τ(Cn) < δ(Cn)
hold for n ≥ 3. We will show the following result in this paper.
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Fig. 1.
Main Theorem. Let G be a simple connected graph with minimum degree at least two. If G is neither a complete graph nor a
cycle graph, then τ(G) ≥ δ(G).
We further use several notations in this paper: LetH(n, k) be the graph that is obtained from an n-cycle by joining any
pair of vertices whose distance on the cycle is k or less than k. A path P = 〈v0 · · · vi · · · vj · · · vn〉, 0 < i < j < n, is called
smooth on a directed cycle C if P consists of the three subpaths as follows:
(a) The subpath P1 = 〈v0 · · · vi〉 ⊂ C and C have opposite directions.
(b) For the subpath P2 = 〈vi · · · vj〉, P2 ∩ C = {vi, vj}.
(c) The subpath P3 = 〈vj · · · vn〉 ⊂ C and C have the same direction.
The length of P3 is called the size of P and is denoted by s(P).
2. Proof of main theorem
Let G be a graph with minimum degree δ ≥ 2, and P a δ-path in G. It is sufficient for a proof of the main theorem to show
that P 99K P−1. If V (G) = V (P), then all vertices of G have degree δ, and then Gmust be a (δ + 1)-vertex complete graph, a
contradiction. Therefore V (G)− V (P) 6= ∅.
Since δ ≥ 2 and G is not a cycle graph, G contains at least two cycles. Then Gwill be 2-transferable (see Remark 2 in [3]).
Therefore τ(G) ≥ δ(G) holds if δ = 2. We thus assume that δ ≥ 3.
We start from Dirac’s theorem [1], which concerns with a study of a longest cycle in a graph (its well-written proof can
be found in [2]): If G is a 2-connected graph with minimum degree δ, then G has either a Hamilton cycle or a cycle of length
≥ 2δ. Our proof is composed of two parts: We first show that P can transfer to a path which is contained in a Hamilton cycle
or a cycle of length≥ 2δ, and next show that the path is reversible.
Let Q be a δ-path that satisfies P 99K Q , and Qˆ = 〈u1u2 · · · un〉 a longest path with Q ⊆ Qˆ , h(Q ) = h(Qˆ ). We choose Q
and Qˆ such that the length of Qˆ becomes as long as possible. We notice that ‖Qˆ‖ > ‖Q‖ (n−1 > δ) since V (G)−V (P) 6= ∅.
All neighbors of u1 are in Qˆ because u1 is not adjacent to any vertex outside Qˆ . Let us, δ + 1 ≤ s ≤ n, be the last of these
neighbors (see Fig. 1). Then the cycle H1 = u1u2 · · · usu1 has length s ≥ δ + 1. In the same way, all neighbors of un are in Qˆ ,
and let ut , 1 ≤ t ≤ n− δ, be the first of such vertices. The cycle H2 = utut+1 · · · unut has length n− t + 1 ≥ δ + 1.
If s ≤ t , then Q is contained in a handcuff graph, i.e., the union of two cycles H1, H2 and a path between the two. It is easy
to see that Q is reversible in the graph. Therefore there are two vertices ux, uy, x < y, such that ux and uy are adjacent to
un and u1, respectively. We choose y− x as small as possible among such pairs of indices. We consider two cases, whether
y− x = 1 or not.
Case 1. We assume that y− x = 1. Let C = 〈u1ux+1ux+2 · · · unuxux−1 · · · u2u1〉. If x ≤ n− δ, then Q can transfer to a path R
which is contained in C , and we will later show that such a path is reversible. We thus assume that x > n − δ, and then Q
is smooth on C .
We will find a sequence of δ-paths Q = S1 99K S2 99K · · · , such that each Sp is smooth on C and s(Sp) < s(Sp+1). As a
result of the increase of the size, the path Q can transfer to a path Rwhich is fully contained in C (see Fig. 2).
We reset C = 〈v1v2 · · · vn−1vnv1〉. Let R be a δ-path on C , andm := |V (C)| − |V (Q )| = n− δ − 1 > 0. We assume that
the pth path Sp has already been obtained. Without loss of generality, we set
Sp = 〈vδ+1vδ · · · vi+2vi+1v1v2 · · · vi−1vi〉 (2 ≤ i ≤ δ − 1).
We notice that s(Sp) = i − 1. If the head vertex vi is adjacent to some vertex out of C , say w, then there is a δ-path
Q ′ = 〈vδ · · · vi+2vi+1v1v2 · · · vi−1viw〉with P 99K Q ′, ‖Qˆ ′‖ = ‖〈vnvn−1 · · · vi+2vi+1v1v2 · · · vi−1viw〉‖ = n > ‖Qˆ‖, however,
this contradicts the choice of Q and Qˆ . Therefore vi is not adjacent to any vertex out of C , and then vi is adjacent to one of
the vertices vδ+1, vδ+2, . . . , vn since deg(vi) ≥ δ (see Fig. 3).
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Fig. 2. A process of reversing the path P .
Fig. 3.
We assume that vi is adjacent to the vertex vj, δ + 1 ≤ j ≤ n − 1. If j ≤ (i + 1) + m, then the cycle C1 :=
v1v2 · · · vivjvj+1 · · · vnv1 has length (n − j) + i + 1 ≥ δ + 1, and we can find that Sp vj−→ vj+1−−→ · · · vn−→ v1−→ v2−→ · · · −→ R.
We therefore assume that j > (i+ 1)+m.
Let V1 = {vi+1, vi+2, . . . , v(i+1)+m}. We notice that these vertices are lying between vi+1 and vj. If vj+1 is adjacent to some
vertex out of C , then there would be a δ-path Q ′ with P 99K Q ′, ‖Qˆ ′‖ > ‖Qˆ‖ as above, a contradiction. Therefore vj+1 is also
not adjacent to any vertex out of C . Since deg(vj+1) ≥ δ and |V1| = m + 1, vj+1 is adjacent to at least one of the vertices
in V1. Let vk, i + 1 ≤ k ≤ (i + 1) + m, be such a vertex, and C2 = v1v2 · · · vivjvj−1 · · · vk+1vkvj+1 · · · vnv1. The cycle C2 has
length n+ i− k+ 1 ≥ δ + 1, and we can find that Sp vj−→ vj−1−−→ · · · vk−→ vj+1−−→ vj+2−−→ · · · vn−→ v1−→ v2−→ · · · vi−→ vi+1−−→ vi+2−−→ · · · vk−1−−→ Sp+1.
Let the last δ-path be Sp+1. This path Sp+1 is smooth on C and has size larger than s(Sp).
We thus conclude that vi is not adjacent to any of vδ+1, vδ+2, . . . , vn−1;
vivδ+1, vivδ+2, . . . , vivn−1 6∈ E(G).
Since deg(vi) ≥ δ, the vertex vi is adjacent to the other vertices of C ,
viv1, viv2, . . . , vivi−1, vivi+1, vivi+2, . . . , vivδ−1, vivδ, vivn ∈ E(G).
Let C3 = v1v2 · · · vivnvn−1 · · · vi+1v1. The path Sp can freely move on this cycle. If some vertex of C3 is adjacent to some
vertex out of C3, then there would be a δ-path Q ′ with ‖Qˆ ′‖ > ‖Qˆ‖. Therefore C , as well as C3, is a Hamilton cycle.
Case 1.1. We assume that m = n − δ − 1 = 1. In this case, any vertex is adjacent either to all the vertices of C or to all
the vertices except one. Since vi is not adjacent to vδ+1, the vertex vδ+1 is adjacent to all the vertices except vi. Especially
vδ+1v1 ∈ E(G).
If i = δ − 1, then Sp vδ+2−−→ vδ+1−−→ v1−→ v2−→ · · · vδ−2−−→ vδ−1−−→ vδ−→ vδ+1−−→ · · · −→ R (see Fig. 4), so we assume that i < δ − 1. And then,
we notice that vδ+1vδ−1 ∈ E(G).
If i = δ − 2, then Sp vδ+2−−→ vδ+1−−→ vδ−1−−→ v1−→ v2−→ · · · vδ−2−−→ vδ−→ vδ+1−−→ vδ+2−−→ · · · −→ R, hence we can conclude that i < δ − 2.
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Fig. 4.
Fig. 5.
We set V1 = {vi+1, vi+2}. Since deg(vn) ≥ δ, the vertex vn = vδ+2 is adjacent to vi+1 or vi+2. We assume that
vnvi+1 ∈ E(G) (the case vnvi+2 ∈ E(G) is similar), and then
Sp
vδ+2−−→ vδ+1−−→ vδ−1−−→ vδ−2−−→ · · · vi+1−−→ 〈v1v2 · · · vivδ+2vδ+1vδ−1vδ−2 · · · vi+2vi+1〉
v1−→ v2−→ · · · vi−→ 〈vδ+2vδ+1vδ−1vδ−2 · · · vi+2vi+1v1v2 · · · vi〉
vδ−→ vδ+1−−→ vδ−1−−→ 〈vδ−2 · · · vi+2vi+1v1v2 · · · vivδvδ+1vδ−1〉
vδ−2−−→ · · · vi+2−−→ vi+1−−→ vδ+2−−→ 〈v2 · · · vivδvδ+1vδ−1vδ−2 · · · vi+2vi+1vδ+2〉
v1−→ v2−→ · · · vi−→ 〈vδ+1vδ−1vδ−2 · · · vi+2vi+1vδ+2v1v2 · · · vi〉
vδ−→ vδ−1−−→ · · · vi+1−−→ vδ+2−−→ v1−→ v2−→ · · · vi−→ 〈vδvδ−1vδ−2 · · · vi+2vi+1vδ+2v1v2 · · · vi〉 =: Sp+1.
Let the last δ-path be Sp+1. This path is smooth on C and has size s(Sp+1) = i > s(Sp).
Case 1.2. We assume thatm ≥ 2. We further consider two cases, whether the size of Sp is more thanm or not.
Case 1.2.1. We assume that s(Sp) = i− 1 ≤ m. Then δ + i ≤ δ +m+ 1 = n. We can find that
Sp
vn−→ vn−1−−→ · · · vi−→ 〈vδ+ivδ+i−1 · · · vδvδ−1 · · · vi+1vi〉 vn−→ v1−→ v2−→ · · · vi−1−−→ 〈vδvδ−1 · · · vi+1vivnv1v2 · · · vi−1〉 =: S ′p.
Let the last path be S ′p. This path is smooth on C and s(S ′p) = s(Sp) = i− 1. We notice that the vertices of S ′p is obtained from
the vertices of Sp by shifting them in (C−1)’s order. By applying the same discussion to S ′p, we can deduce that
vi−1vδ, vi−1vδ+1, . . . , vi−1vn−2 6∈ E(G),
vi−1vn, vi−1v1, . . . , vi−1vi−2, vi−1vi, vi−1vi+1, . . . , vi−1vδ−1, vi−1vn−1 ∈ E(G).
And then we can find the following in the same way:
Sp 99K 〈vδ−1vδ−2 · · · vivi−1vn−1vnv1 · · · vi−2〉 =: S ′′p .
Iterating in this way, we define δ-paths S ′p, S ′′p , . . . , and deduce that G corresponds toH(n, i). Especially vδ−1vδ+1 ∈ E(G) =
E(H(n, i)). Then
Sp
vn−→ vn−1−−→ · · · vδ+1−−→ vδ−1−−→ vδ−2−−→ · · · vi+1−−→ v1−→ v2−→ · · · vi−→ vδ−→ 〈vδ+1vδ−1vδ−2 · · · vi+1v1v2 · · · vivδ〉 =: T .
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If (i + 1) + m ≥ δ, then the cycle C ′1 := v1v2 · · · vivδvδ+1 · · · vnv1 has length n − δ + i + 1 ≥ δ + 1, and then
T
vδ+1−−→ vδ+2−−→ · · · vn−→ v1−→ v2−→ · · · −→ R. We thus assume that (i + 1) + m < δ. Since deg(vδ+2) ≥ δ and |V1| =
|{vi+1, vi+2, . . . , v(i+1)+m}| = m + 1, vδ+2 is adjacent to one of the vertices in V1. Let vk′ , i + 1 ≤ k′ ≤ (i + 1) + m, be
such a vertex, and C ′2 := v1v2 · · · vivδvδ+1vδ−1vδ−2 · · · vk′vδ+2vδ+3 · · · vnv1. The cycle C ′2 has length n+ i− k′ + 1 ≥ δ + 1,
and therefore T
vδ+1−−→ vδ−1−−→ vδ−2−−→ · · · vk′−→ vδ+2−−→ vδ+3−−→ · · · vn−→ v1−→ v2−→ · · · vi−→ vi+1−−→ vi+2−−→ · · · vk′−1−−→ Sp+1. Let the last δ-path be Sp+1.
This path Sp+1 is smooth on C and has size larger than s(Sp).
Case 1.2.2. We assume that s(Sp) = i − 1 > m. Let V2 = {vi−m+1, . . . , vi−2, vi−1}. We notice that V2 6= ∅ since m ≥ 2, and
|V2| = m− 1.
We assume that vn−1 is adjacent to one of the vertices in V2, say vl. Since the cycle C ′3 := v1v2 · · · vlvn−1vn−2 · · · vi+1v1 has
length n+ l− i− 1 ≥ δ + 1, we can find that Sp vn−→ vn−1−−→ · · · vi+1−−→ v1−→ v2−→ · · · vl−→ vn−1−−→ vn−2−−→ · · · vi+1−−→ vi−→ vn−→ v1−→ v2−→ · · · vi−1−−→ S ′p.
Let the last path be S ′p. In the same way as in Case 1.2.1, we can deduce that G = H(n, i), and will find the next δ-path Sp+1.
We therefore conclude that vn−1 is not adjacent to any vertex in V2. Since |V2| = m−1 and vn−1vi 6∈ E(G), vn−1 is adjacent
to the other vertices of V (G);
vn−1v1, vn−1v2, . . . , vn−1vi−m, vn−1vi+1, vn−1vi+2, . . . , vn−1vn−2, vn−1vn ∈ E(G).
Especially vn−1vδ−1 ∈ E(G). Then
Sp
vn−→ vn−1−−→ vδ−1−−→ vδ−2−−→ · · · vi+1−−→ v1−→ v2−→ · · · vi−→ vδ−→ 〈vn−1vδ−1vδ−2 · · · vi+1v1v2 · · · vivδ〉 =: T ′.
If (i + 1) + m ≥ δ, then the cycle C ′1 = v1v2 · · · vivδvδ+1 · · · vnv1 has length ≥ δ + 1, and then T ′
vδ+1−−→ vδ+2−−→ · · · vn−→ v1−→ v2−→
· · · −→ R. We thus assume that (i + 1) + m < δ. Since deg(vn) ≥ δ and |V1| = m + 1, vn is adjacent to one of the vertices
in V1. Let vk′′ , i+ 1 ≤ k′′ ≤ (i+ 1)+m, be such a vertex, and C ′′2 = v1v2 · · · vivδvδ+1 · · · vn−1vδ−1vδ−2 · · · vk′′vnv1. The cycle
C ′′2 has length≥ δ + 1, and we can find that
T ′
vδ+1−−→ vδ+2−−→ · · · vn−1−−→ vδ−1−−→ · · · vk′′−→ vn−→ v1−→ v2−→ · · ·
vi−1−−→ vi−→ · · · vk′′−1−−−→ 〈vn−1vδ−1vδ−2 · · · vk′′vnv1v2 · · · vi−1vi · · · vk′′−1〉
99K 〈vδvδ−1vδ−2 · · · vk′′vnv1v2 · · · vi−1vi · · · vk′′−1〉.
Let the last δ-path be Sp+1. This path is smooth on C and has size s(Sp+1) = k′′ − 1 ≥ i > s(Sp).
In any case the δ-path P can transfer to a δ-path Rwhich is fully contained in a Hamilton cycle C . Let R = 〈v1v2 · · · vδvδ+1〉
be a δ-path in C = 〈v1v2 · · · vn−1vnv1〉, δ + 1 < n.
We assume that vδ+1 is adjacent to one of the vertices v1, vδ+3, vδ+4, . . . , vn. Then R can move to the vertex and further
can move along C−1. The resulting path is smooth on C−1, and can transfer to R−1 in the same method. Therefore R 99K R−1,
and then P 99K P−1.
We thus deduce that vδ+1 is not adjacent to any of v1, vδ+3, vδ+4, . . . , vn. Since deg(vδ+1) ≥ δ, the vertex vδ+1 is adjacent
to the other vertices v2, v3, . . . , vδ−1, vδ, vδ+2, especially vδ+1vδ−1 ∈ E(G). We can find that R vδ+2−−→ vδ+3−−→ · · · vn−→ v1−→ v2−→
· · · vδ−1−−→ vδ+1−−→ vδ−→ S. This path S is smooth on C−1 and can transfer to R−1 in the same way, and then P 99K P−1.
Case 2. We assume that y− x ≥ 2. Let C = 〈u1uyuy+1 · · · unuxux−1 · · · u2u1〉. The vertices ux+1, . . . , uy−1 are adjacent neither
to u1 nor to un. Hence C contains (1) un, (2) all neighbors of un, and (3) all vertices uν for which uν+1 is adjacent to u1,
except uy−1. These vertices are distinct and therefore C has at least 2δ vertices. Let D1 = utut−1 · · · u1uyuy+1 · · · unut and
D2 = utut+1 · · · uxunut (see Figs. 1, 5). At least one of D1,D2 has length≥ δ + 1 since |C | ≥ 2δ, and hence Q can move to D1
or D2. In either case Q can move to C or C−1. We thus conclude that Q can move to a path which is contained in a cycle of
length≥ 2δ.
We consider a longest cycle instead of the longest path Qˆ : Let D = 〈v1v2 · · · vmv1〉 be a cycle of length ≥ 2δ and
R = 〈vm−δvm−δ+1 · · · vm−1vm〉 a δ-path on D that satisfies P 99K R. We choose the cycle D such that the length of D becomes
as long as possible. If D is a Hamilton cycle, then R can transfer to R−1 as in Case 1, we thus assume that D is not a Hamilton
cycle. Without loss of generality, we assume that v1 has a neighbor out of D. Let such a vertex bew1, and L1 = v1w1w2 · · ·wl
a longest path whose vertices w1, w2, . . . , wl are in V (G) − V (D). If l ≥ δ, then we can deduce that R is contained in a
θ-graph, which is the union of three internally disjoint paths of length≥ δ+1, or is contained in a handcuff graph. In either
case R 99K R−1, we thus assume that l < δ. And then
R
v1−→ w1−→ w2−→ · · · wl−→ 〈· · · · · · vm−1vmv1w1w2 · · ·wl〉 =: R′.
By the choice of L1, wl is not adjacent to any vertex out of D ∪ L1. And hence wl is adjacent to some vertex in D, say vi (see
Fig. 6). We move the path R′ to the vertex vi and further move it along the cycle D−1 as close to v2 as possible;
R′
vi−→ vi−1−−→ · · · v2−→ S1.
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Fig. 6.
Let the resulting path be S1. If S1 can take a step to v1, then S1
v1−→ v2−→ · · · vm−δ−−→ R−1. We thus assume that S1 cannot take a
step to v1, and then S1 is smooth on D−1. Similarly as in Case 1, we will find a sequence of δ-paths S1 99K S2 99K · · · , such
that each Sp is smooth on D−1.
Let L2 = v2w′1w′2 · · ·w′l′ be a path whose verticesw′1, w′2, . . . , w′l′ are in V (G)−V (D), and choose the length of L2 as long
as possible. If L1 ∩ L2 6= ∅, then we can find a cycle of length> |D|, this contradicts the choice of D. Hence L1 ∩ L2 = ∅, and
then
S1
w′1−→ w
′
2−→ · · · w
′
l′−→ R′′.
We can similarly deduce that w′l′ is adjacent to some vertex vj, i + 1 ≤ j ≤ m. Let D3 = vjvj−1 · · · v2w′1w′2 · · ·w′l′vj. If
|D3| ≥ δ + 1, then we can find that R′′ vj−→ vj−1−−→ · · · v2−→ v1−→ vm−→ · · · vm−δ−−→ R−1, so we assume that |D3| < δ + 1. Then
R
v1−→ v2−→ w
′
1−→ w
′
2−→ · · · w
′
l′−→ vj−→ vj−1−−→ · · · v3−→ S2.
Let the last path be S2. We notice that this path is smooth on D−1. If j ≥ i + 2, then S2 has size larger than that of S1,
and we can find δ-paths S1, S2, . . . , with s(Sp) < s(Sp+1). Therefore we assume that j = i + 1. Then we can define δ-paths
S1, S2, . . . ,with the same size, and can also obtain the paths L1, L2, . . . , step-by-step. If ‖Lp‖ ≥ 1 holds for some p, then the
union of Lp, Lp+1 and D contains a cycle D′ of length> |D| (see Fig. 6), a contradiction. We thus conclude that ‖Lp‖ = 0 for
every p (i.e., the vertices v1, v2, . . . are connected to vi, vi+1, . . . by an edge, respectively). This implies that any vertex of D
is not adjacent to any vertex out of D, however, this contradicts that D is not a Hamilton cycle.
As a consequence, we establish the main theorem. 
Let κ(G) be the connectivity of a graph G. The following is true since the inequality δ(G) ≥ κ(G) holds for any graph.
Corollary. Let G be a simple connected graph with minimum degree at least two. If G is neither a complete graph nor a cycle
graph, then τ(G) ≥ κ(G). 
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