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Global solvability of chemotaxis-fluid systems
with nonlinear diffusion and matrix-valued
sensitivities in three dimensions
Tobias Black∗
Abstract: In this work we extend a recent result to chemotaxis fluid systems which include
matrix-valued sensitivity functions S(x, n, c) : Ω× [0,∞)2 → R3×3 in addition to the porous
medium type diffusion, which were discussed in the previous work. Namely, we will consider
the system 

nt+ u ·∇n = ∆n
m −∇· (nS(x, n, c)∇c), x ∈ Ω, t > 0,
ct+ u ·∇c = ∆c− c+ n, x ∈ Ω, t > 0,
ut+(u · ∇)u = ∆u+∇P + n∇φ, x ∈ Ω, t > 0,
∇ · u = 0, x ∈ Ω, t > 0,
in a bounded domain Ω ⊂ R3 with smooth boundary. Assuming that m ≥ 1, α ≥ 0 sat-
isfy m + α > 43 , that the matrix-valued function S(x, n, c) : Ω × [0,∞)
2 → R3×3 satisfies
|S(x, n, c)| ≤ S0(1+n)α for some S0 > 0 and suitably regular nonnegative initial data, we show
that the corresponding no-flux-Dirichlet boundary value problem emits at least one global
very weak solution. Upon comparison with results for the fluid-free system this condition
appears to be optimal. Moreover, imposing a stronger condition for the exponents m and α,
i.e. m + 2α > 53 , we will establish the existence of at least one global weak solution in the
standard sense.
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1 Introduction
The coupling of chemotaxis, the biological phenomenon of directed movement of cells in response to a
signal chemical present in the neighborhood of the organism, to the Navier-Stokes-fluid-equations, and
thereby including interplay between cells, chemical and fluid surrounding, has been of increasing interest
in the last decade. Studies on broadcast spawning indicate the influence this coupling can have on the
migration process ([4, 11]). Particular attention has thus been devoted to the question whether results
known for the classical Keller–Segel-system ([6],[5]) can be transferred to the setting incorporating this
fluid interaction. A distinct feature of the Keller–Segel model (even without fluid) is its possibility to
capture the emergence of patterns arising from the aggregation of bacteria, which on the solution level
of the corresponding PDE system
nt = ∇ ·
(
D(n)∇n− S(n, c)∇c
)
ct = ∆c− c+ n, (1.1)
with n(x, t) denoting the cell density and c(x, t) the signal concentration, can be observed as blow-up of
solutions. Correspondingly, the significance of obtaining results proving or excluding the possibility of
blow-up have been a very important concern of the literature. For an extensive overview of results we
refer the reader to the survey [1]. For the Keller–Segel system of the form in (1.1) the quantity governing
the behavior has been identified to be the growth ration of S(n)D(n) , with its critical number given by
2
N
and N being the space dimension (see [14] and references therein). In fact, the sufficient conditions for
blow-up to be excluded in the corresponding Neumann-boundary value problem in a smooth domain
Ω ⊂ RN the classical solutions emerging from suitably regular initial data remain bounded for all times,
whenever
S(n)
D(n)
≤ C(n+ 1)β for all n ≥ 0 with some C > 0 and β <
2
N
.
On the other hand in [18] smooth solutions blowing-up in either infinite or finite time have been shown
to exist under the assumption of
S(n)
D(n)
≥ Cnγ for all n > 1 with some C > 0 and γ >
2
N
.
(Finite time blow-up has also been witnessed in [3]) Especially, considering cell diffusion as covered by
variants of the porous medium operator, but nondegenerate, i.e. D(n) ≡ m(n+1)m−1, and a sensitivity
functions satisfying S(n) ≡ (1+n)1−α, the condition for finite time blow-up to be excluded in (1.1) can
be expressed as m + α > 2N−2N , which will act as our comparison point for conditions arising in the
setting with fluid. For the systems incorporating fluid interaction and signal production

nt+ u ·∇n = ∇ ·
(
D(n)∇n− nS(x, n, c)∇c
)
,
ct+ u ·∇c = ∆c− c+ n,
ut+κ(u · ∇)u = ∆u+∇P + n∇φ,
∇ · u = 0,
(1.2)
where S may be a tensor-valued function, u now denotes the fluid-velocity field, P the corresponding
pressure and φ is a given gravitational potential, however, the literature is not as rich and mostly focuses
either on the case D(n) ≡ 1 or on S(x, n, c) ≡ 1. (A more common variant of (1.2) is concerned with
signal consumption and was proposed by [15]. For this setting the results are a bit more extensive and
an overview of known results in three-dimensional domains can be found in the references of [2].) Let us
briefly recapitulate the recent developments for porous medium type diffusion D(n) = mnm−1. In the
case of m = 1 (i.e. linear diffusion) and tensor-valued S(x, n, c) satisfying |S(x, n, c)| ≤ (1+n)−α global
weak solutions were shown to exist for α ≥ 37 ([10]) and global very weak solutions were established
whenever α > 13 ([16]). In space dimension N = 2 the optimal condition α > 0 can even be reached
with global bounded classical solutions ([17]). If we simplify to Stokes-fluid (κ = 0 in (1.2)) instead of
full Navier–Stokes-fluid, more regular solutions can also achieved in dimension N = 3, as indicated by
the recent studies on bounded classical solutions in [24]. On the other hand, in the case of S(x, n, c) ≡ 1
(i.e. α = 0) and m > 1 global weak solutions were obtained first for m > 2 in [26] and more recently for
m > 53 in [2], were also global very weak solutions were shown to exist whenever m >
4
3 . The results
concerning N = 3 and Navier–Stokes-fluid can be illustrated by the following picture.
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Fig. 1.1: Overview of global existence with fluid interaction prior to this work
Comparing the either or cases above one expects global very weak solutions to exist for all m ≥ 1 and
α ≥ 0 satisfying m+ α > 43 . However, connecting the currently known limit cases for weak solutions in
the standard sense to exist, leads to a line which appears to have a rather unnatural slope, posing the
question whether the current condition m = 1 and α > 37 is critical in α for global weak solutions to
exist. Our main interest thereby consists in extracting a priori estimates from the sparse information
provided by the system, which, most importantly, captures optimal conditions on m ≥ 1 and α ≥ 0.
Main results. Suppose that Ω ⊂ R3 is a bounded domain with smooth boundary, m ≥ 1 and that for
some α ≥ 0 and S0 > 0 the matrix-valued sensitivity function S ∈ C
2
(
Ω×[0,∞)2;R3×3
)
satisfies
|S(x, n, c)| ≤
S0
(1 + n)α
for all x ∈ Ω, n ≥ 0 and c ≥ 0. (1.3)
Under these assumptions we will consider

nt+ u ·∇n = ∆n
m −∇· (nS(x, n, c)∇c), x ∈ Ω, t > 0,
ct+ u ·∇c = ∆c− c+ n, x ∈ Ω, t > 0,
ut+(u · ∇)u = ∆u+∇P + n∇φ, x ∈ Ω, t > 0,
∇ · u = 0, x ∈ Ω, t > 0,
(1.4)
complemented with boundary conditions(
∇nm(x, t)− n(x, t)S
(
x, n(x, t), c(x, t)
)
∇c(x, t)
)
· ν = 0,
∇c(x, t) · ν = 0 and u(x, t) = 0 for x ∈ ∂Ω and t > 0, (1.5)
and initial conditions
n(x, 0) = n0(x), c(x, 0) = c0(x), u(x, 0) = u0(x), x ∈ Ω, (1.6)
where the gravitational potential φ is assumed to satisfy
φ ∈W 2,∞(Ω). (1.7)
Prescribing initial data which satisfy the conditions

n0 ∈ C
γ
(
Ω
)
for some γ > 0 with n0 ≥ 0 in Ω and n0 6≡ 0,
c0 ∈W
1,∞(Ω) with c0 ≥ 0 in Ω, and c0 6≡ 0,
u0 ∈W
2,2
(
Ω;R3
)
∩W 1,20
(
Ω;R3
)
such that ∇ · u0 = 0,
(1.8)
we obtain the following main results.
3
Theorem 1.1.
Let Ω ⊂ R3 be a bounded domain with smooth boundary. Suppose that m ≥ 1 and α ≥ 0 satisfy
m + 2α > 53 . Moreover, assume S ∈ C
2
(
Ω×[0,∞)2;R3×3
)
fulfills (1.3) with some S0 > 0 and that
n0, c0 and u0 comply with (1.8). Then (1.4)– (1.6) admits at least one global weak solution in the sense
of Definition 2.3 below.
Remark 1.2.
For the linear diffusion case m = 1 Theorem 1.1 provides the existence of a global weak solution for
α > 13 , extending the results of [16] and [10], which provided the existence of a global very weak solution
for α > 13 and a global weak solution for α >
3
7 , respectively.
If we merely prescribe m + 2α ≤ 53 , we have to weaken the solution concept in order to verify the
existence of global solutions – which is due to the obtainable a priori information being so weak that
we have to consider a sublinear functional of n for our testing methods.
Theorem 1.3.
Let Ω ⊂ R3 be a bounded domain with smooth boundary. Suppose that m ≥ 1 and α ≥ 0 satisfy
m + α > 43 . Moreover, assume S ∈ C
2
(
Ω×[0,∞)2;R3×3
)
fulfills (1.3) and that n0, c0 and u0 comply
with (1.8). Then (1.4)– (1.6) admits at least one global very weak solution (n, c, u) in the sense of
Definition 2.2 below. In particular, this global very weak solution satisfies
n ∈ L
2(m+α)− 43
loc
(
Ω×[0,∞)
)
, c ∈ L2loc
(
[0,∞);W 1,2(Ω)
)
, u ∈ L2loc
(
[0,∞);W 1,20,σ(Ω;R
3)
)
,
and ∫
Ω
n(·, t) =
∫
Ω
n0 for a.e. t > 0.
Since we are considering Navier–Stokes-fluid, smooth global solutions can not be expected. However,
it could be expected that the very weak solutions obtained for m+ α > 43 may in fact become smooth
solutions after some waiting time. Effects of this kind have, in more generous setting featuring signal
consumption instead of production, been observed in e.g. [23].
Illustrating the diagram of before once more with the new results, we obtain the following figure, which
neatly fits together with the expectations we obtained from Figure 1.1.
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Fig. 1.2: Overview of with Thm.1.1. and Thm.1.2.
Mathematical difficulties. The absence of any energy-functional in this setting incorporating both
fluid interaction and signal production, is one of the main difficulties in obtaining estimates optimal
with respect to m and α. Most of the problems resulting from this lack of an energy estimate can be
combated by utilizing similar methods as displayed in [16] and our previous work [2], but even greater
care has to be taken when trying to derive information on gradient terms and combined quantities
without tightening the scope for m and α. After regularizing the problem in a suitable fashion, a
functional of the form ∫
Ω
(nε + ε)
m+2α−1(·, t) +
∫
Ω
c2ε(·, t), t > 0,
4
(which for small values of m and α is of sublinear growth with respect to n) will be the main cornerstone
of our analysis and will also provide bounds on
∫ t+1
t
∫
Ω
∣∣∇(nε + ε)m+α−1∣∣2 as well as ∫ t+1t ∫Ω|∇cε|2
(Lemma 4.2), which by the Gagliardo–Nirenberg inequality can be refined into more spatio-temporal
regularity information on nε (Lemma 4.3). Carefully combining these estimates with standard arguments
for the Navier–Stokes-subsystem will enable us to conclude from compactness arguments the existnce
of the desired limit object. (Lemma 5.1). Depending on the size of m and α the convergence properties
can be relied on to conclude Theorems 1.1 and 1.3.
2 The notions of weak and very weak solutions
Let us start by laying out the except formulations of the different concepts of solvability we are going
to discuss. The notion of very weak solvability present in Theorem 1.3 is adapted from the related
works in [21, 16, 2] and the main distinguishing aspect when comparing to the standard notion of weak
solvability is the fact that the first component of the system only has to satisfy a supersolution property.
To be more precise, we require the following
Definition 2.1.
Let Φ ∈ C2([0,∞)) be a nonnegative function satisfying Φ′ > 0 on (0,∞). Assume that n0 ∈ L
∞(Ω)
is nonnegative and that Φ(n0) ∈ L
1(Ω). Moreover, let S ∈ C2
(
Ω×[0,∞)2;R3×3
)
satisfy (1.3) for some
S0 > 0 and α ≥ 0. Suppose that c ∈ L
2
loc
(
[0,∞);W 1,2(Ω)
)
and u ∈ L1loc
(
[0,∞);W 1,10
(
Ω;R3
))
with
∇·u ≡ 0 in D′
(
Ω × (0,∞)
)
. The nonnegative measurable function n : Ω × (0,∞) → R satisfying
n ∈ L1loc
(
[0,∞);W 1,1(Ω)
)
will be named a global weak Φ–supersolution of the initial-boundary value
problem 

nt+ u ·∇n = ∆n
m −∇·
(
nS(x, n, c)∇c
)
, x ∈ Ω, t > 0,
∂n
∂ν = 0, x ∈ ∂Ω, t > 0,
n(x, 0) = n0(x), x ∈ Ω,
(2.1)
if
Φ(n), and Φ′′(n)nm−1|∇n|2 belong to L1loc
(
Ω×[0,∞)
)
,
Φ′(n)nm−1∇n, and Φ(n)u belong to L1loc
(
Ω×[0,∞);R3
)
, (2.2)
Φ′(n)n belongs to L2loc
(
Ω×[0,∞)
)
, and Φ′′(n)n∇n belongs to L2loc
(
Ω×[0,∞);R3
)
,
and if for each nonnegative ϕ ∈ C∞0
(
Ω×[0,∞)
)
with ∂ϕ∂ν = 0 on ∂Ω×(0,∞), the inequality
−
∫ ∞
0
∫
Ω
Φ(n)ϕt −
∫
Ω
Φ(n0)ϕ(·, 0)
≥ −m
∫ ∞
0
∫
Ω
Φ′′(n)nm−1|∇n|2ϕ−m
∫ ∞
0
∫
Ω
Φ′(n)nm−1(∇n · ∇ϕ) (2.3)
+
∫ ∞
0
∫
Ω
Φ′′(n)n
(
∇n · S(x, n, c)∇c
)
ϕ+
∫ ∞
0
∫
Ω
Φ′(n)n
(
S(x, n, c)∇c · ∇ϕ
)
+
∫ ∞
0
∫
Ω
Φ(n)(u · ∇ϕ)
is satisfied.
Let us briefly remark on the test function we will use later on. For m ≥ 1 and α ≥ 0 satisfying the
conditionsm+α > 43 andm+2α < 2 we will consider Φ(s) ≡ (s+1)
m+2α−1. Due tom+2α−1 our main
intention in the coming section will be to obtain a priori bounds which allow for the conclusion that
nm+2α−1 ∈ L2loc
(
[0,∞);W 1,2(Ω)
)
. Combining this with suitable regularity information on the other
solution components is sufficient to determine that all of the integrals appearing in the supersolution
property above are well defined (see als Corollary 4.4 and Lemma 6.5 below).
Complementing Definition 2.1 with the standard properties of weak solvability for the remaining sub-
problems of (1.4) will lead us to the following notion of global very weak solutions.
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Definition 2.2.
A triple (n, c, u) of functions
n ∈ L1loc
(
Ω×[0,∞)
)
,
c ∈ L2loc
(
[0,∞);W 1,2(Ω)
)
,
u ∈ L1loc
(
[0,∞);W 1,10
(
Ω;R3
))
,
satisfying n ≥ 0 and c ≥ 0 in Ω×[0,∞), cu ∈ L1loc
(
Ω×[0,∞)
)
, as well as u⊗u ∈ L1loc
(
Ω×[0,∞);R3×3
)
will be called a global very weak solution of (1.4)– (1.6), if∫
Ω
n(·, t) ≤
∫
Ω
n0 for a.e. t > 0,
if ∇ · u = 0 in D′
(
Ω× (0,∞)
)
, if the equality
−
∫ ∞
0
∫
Ω
cϕt −
∫
Ω
c0ϕ(·, 0) = −
∫ ∞
0
∫
Ω
∇c · ∇ϕ−
∫ ∞
0
∫
Ω
cϕ+
∫ ∞
0
∫
Ω
nϕ+
∫ ∞
0
∫
Ω
c(u · ∇ϕ) (2.4)
holds for all ϕ ∈ L∞ (Ω× (0,∞))∩L2
(
(0,∞);W 1,2(Ω)
)
with ϕt ∈ L
2 (Ω× (0,∞)), which are compactly
supported in Ω×[0,∞), if
−
∫ ∞
0
∫
Ω
u · ψt −
∫
Ω
u0 · ψ(·, 0) = −
∫ ∞
0
∫
Ω
∇u · ∇ψ +
∫ ∞
0
∫
Ω
(u⊗ u) · ∇ψ +
∫ ∞
0
∫
Ω
n∇φ · ψ (2.5)
is fulfilled for all ψ ∈ C∞0
(
Ω× [0,∞);R3
)
with ∇ ·ψ ≡ 0 in Ω× (0,∞), and if finally there exists some
nonnegative Φ ∈ C2([0,∞)) with Φ′ > 0 on (0,∞) such that n is a global weak Φ–supersolution of (2.1)
in the sense of Definition 2.1.
If, on the other hand, m + 2α > 53 we will obtain global weak solutions in the standard sense. Let us
formulate this well-established concept for the sake of completeness in the following definition.
Definition 2.3.
Let S ∈ C2
(
Ω×[0,∞)2;R3×3
)
satisfy (1.3) for some S0 > 0 and α ≥ 0. A triple (n, c, u) of functions
n ∈ L1loc
(
Ω×[0,∞)
)
,
c ∈ L1loc
(
[0,∞);W 1,2(Ω)
)
,
u ∈ L1loc
(
[0,∞);W 1,10
(
Ω;R3
))
,
satisfying n ≥ 0 and c ≥ 0 in Ω×[0,∞), n ∈ L1loc
(
[0,∞);W 1,1(Ω)
)
and cu ∈ L1loc
(
Ω×[0,∞);R3
)
, as
well as u ⊗ u ∈ L1loc
(
Ω×[0,∞);R3×3
)
will be called a global weak solution of (1.4)– (1.6), if ∇ · u = 0
in D′
(
(Ω× (0,∞)
)
, if
nm−1∇n and n∇c, as well as nu belong to L1loc
(
Ω×[0,∞);R3
)
,
if equality (2.4) holds for all ϕ ∈ L∞ (Ω× (0,∞)) ∩ L2
(
(0,∞);W 1,2(Ω)
)
with ϕt ∈ L
2 (Ω× (0,∞)),
which are compactly supported in Ω×[0,∞), if (2.5) is fulfilled for all ψ ∈ C∞0
(
Ω× [0,∞);R3
)
with
∇ · ψ ≡ 0 in Ω × (0,∞), and if finally for each ϕ ∈ C∞0
(
Ω×[0,∞)
)
with ∂ϕ∂ν = 0 on ∂Ω×(0,∞), the
equality
−
∫ ∞
0
∫
Ω
nϕt −
∫
Ω
n0 ϕ(·, 0)
= −m
∫ ∞
0
∫
Ω
nm−1
(
∇n · ∇ϕ
)
+
∫ ∞
0
∫
Ω
n
(
S(x, n, c)∇c · ∇ϕ
)
+
∫ ∞
0
∫
Ω
n(u · ∇ϕ) (2.6)
is satisfied.
Remark 2.4.
i) If (2.3) is satisfied for Φ(s) ≡ s with equality, then (n, c, u) is a global weak solution of (1.4) in the
sense of Definition 2.3, which shows that every global weak solution is also a global very weak solution.
ii) If the global very weak solution (n, c, u) satisfies the regularity properties n, c ∈ C0
(
Ω×[0,∞)
)
∩
C2,1
(
Ω×(0,∞)
)
and u ∈ C0
(
Ω×[0,∞);R3
)
∩ C2,1
(
Ω×(0,∞);R3
)
, it can be checked that the solution
is also a global classical solution, i.e. one can find P ∈ C1,0
(
Ω×(0,∞)
)
such that (n, c, u, P ) solves
(1.4) in the classical sense. See [21, Lemma 2.1] for the arguments involved.
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3 A family of regularized problems
As a first step in the construction of global solutions in either of the senses above we will first adapt the
approaches undertaken in [21, 16, 2] to our setting in order to approximate the system (1.4) by problems
in which the no-flux boundary condition of the first component reduces to a homogeneous Neumann
boundary condition and which are solvable globally in time. With a family (ρε)ε∈(0,1) ⊂ C
∞
0 (Ω) of
cut-off functions in Ω satisfying
0 ≤ ρε(x) ≤ 1 for all x ∈ Ω such that ρε ր 1 as εց 0,
we define
Sε(x, n, c) := ρε(x)S(x, n, c), (x, n, c) ∈ Ω× [0,∞)
2 (3.1)
and accordingly for ε ∈ (0, 1) consider regularized problems of the form

nεt+ uε ·∇nε = ∇ ·
(
m(nε + ε)
m−1∇nε −
nεSε(x,nε,cε)
(1+εnε)3
∇cε
)
, x ∈ Ω, t > 0,
cεt+ uε ·∇cε = ∆cε − cε + nε, x ∈ Ω, t > 0,
uεt+ (Yεuε · ∇)uε = ∆uε +∇Pε + nε∇φ, x ∈ Ω, t > 0,
∇ · uε = 0, x ∈ Ω, t > 0,
∂νnε = ∂νcε= 0, uε = 0, x ∈ ∂Ω, t > 0,
nε(x, 0) = n0(x), cε(x, 0) = c0(x), uε(x, 0) = u0(x), x ∈ Ω,
(3.2)
where the Yosida approximation of the Stokes operator Yε is given by
Yεϕ := (1 + εA)
−1ϕ for ε ∈ (0, 1) and ϕ ∈ L2σ(Ω).
3.1 Global existence of approximating solutions and basic properties
By standard arguments involving well-established testing procedures and a Moser-type iteration one can
readily verify that for all m ≥ 1 and α ≥ 0 the classical solutions to the approximating system above
are in fact global solutions, which in addition satisfy certain L1(Ω)–estimates.
Lemma 3.1.
Let Ω ⊂ R3 be a bounded domain with smooth boundary, φ ∈ W 2,∞(Ω), ϑ > 3, m ≥ 1 and α ≥ 0.
Suppose that S ∈ C2
(
Ω×[0,∞)2;R3×3
)
satisfies (1.3) for some S0 > 0 and assume that n0, c0 and
u0 comply with (1.8). Then for any ε ∈ (0, 1), there exists a uniquely determined triple (nε, cε, uε) of
functions satisfying
nε ∈ C
0
(
Ω×[0,∞)
)
∩C2,1
(
Ω×(0,∞)
)
,
cε ∈ C
0
(
Ω×[0,∞)
)
∩C2,1
(
Ω×(0,∞)
)
∩C0
(
[0,∞);W 1,ϑ(Ω)
)
,
uε ∈ C
0
(
Ω×[0,∞);R3
)
∩C2,1
(
Ω×(0,∞);R3
)
,
which, together with some Pε ∈ C
1,0
(
Ω×(0,∞)
)
, solve (3.2) in the classical sense and fulfill nε ≥ 0 and
cε ≥ 0 in Ω×[0, Tmax,ε), as well as∫
Ω
nε(·, t) =
∫
Ω
n0 for all t ∈ (0,∞) (3.3)
and ∫
Ω
cε(·, t) ≤ max
{∫
Ω
n0,
∫
Ω
c0
}
for all t ∈ (0,∞). (3.4)
Proof: In light of the fact that |Sε(x, n, c)| ≤ S0 on Ω × [0,∞)
2 this is essentially already contained
in [2, Lemmata 3.1– 3.4] with minimal necessary adjustments. Let us briefly state the main ideas. The
proof of local-in-time classical solutions on Ω×(0, Tmax,ε), where Tmax,ε ∈ (0,∞] denotes the maximal
existence time, can be achieved by adapting standard fixed point arguments as illustrated for similar
chemotaxis frameworks in e.g. [13, Lemma 2.1], [8, Lemma 2.2] and [19, Lemma 2.1]. The nonnegativity
7
of nε and cε can then be established by relying on the maximum principle, whereas the L
1-regularity
of nε and cε follows immediately from integrating the corresponding equations and, for cε, employment
of an ODE comparison argument. To verify that the solution is indeed global in time we first rely on
standard testing procedures to obtain that for fixed ε ∈ (0, 1) and T ∈ (0, Tmax,ε] with T < ∞ there
exists C1 > 0 such that ∫
Ω
n6ε(·, t) +
∫
Ω
c6ε(·, t) ≤ C1 holds for all t ∈ (0, T ).
Relying on further testing procedures for the third equation (see also [22, Lemma 3.9]) and the smoothing
properties of the Stokes operator (e.g. [20, Lemma 3.1]) we find that for β ∈ (34 , 1) there exists C2(T ) > 0
such that ‖Aβuε‖L2(Ω) ≤ C2(T ) for all t ∈ (0, T ). These bounds at hand we can go to testing the second
equation by −∆cε to first obtain L
2-information on ∇cε, which, by standard semigroup estimates, can
then be refined to a bound on ‖∇cε(·, t)‖
L
11
2 (Ω)
for all t ∈ (0, T ). Combining this with our previous
bounds we can employ a Moser-type iteration (see e.g. [14, Lemma A.1]) to finally conclude that in fact
Tmax,ε =∞.
4 A priori estimates
As our main focus will be on values m ≥ 1 and α ≥ 0 which are both as small as possible, our main
task will be to obtain regularity information independent on ε ∈ (0, 1), which restrict m and α in the
least possible way. As in particular no energy-structure is present in (3.2) we are thereby task with
finding a testing procedure, which captures as optimal conditions on these parameters as possible. Even
obtaining an L2–estimate for nε seems to be far out of reach without gravely restricting either m or α.
Thus, similar to the approach in [2], we decide to investigate a functional which for small values of m
and α is of sublinear growth, hoping to obtain a spatio-temporal bound on the gradient of nε, which we
can refine later on to a regularity estimate beyond the L1–estimate of Lemma 3.1.
4.1 Estimates capturing optimal conditions on m and α
Let us start with an elementary identity laying the groundwork to impending testing procedures.
Lemma 4.1.
Let m ≥ 1, α ≥ 0, β ≥ 1 be such that m + β2α > 1, assume that n0, c0 and u0 comply with (1.8) and
that S ∈ C2
(
Ω×[0,∞)2;R3×3
)
. Then for any ε ∈ (0, 1) and each ϕ ∈ C∞
(
Ω×[0,∞)
)
with ∂ϕ∂ν = 0 on
∂Ω×(0,∞) the classical solution (nε, cε, uε) of (3.2) satisfies
d
dt
∫
Ω
(nε + ε)
m+βα−1
=
m(m+ βα− 1)(2− (m+ βα))
(m+ β2α− 1)
2
∫
Ω
∣∣∇(nε + ε)m+β2 α−1∣∣2 (4.1)
−
(m+ βα− 1)(2− (m+ βα))
m+ β2α− 1
∫
Ω
nε(nε + ε)
β
2 α−1
(1 + εnε)3
(
∇(nε + ε)
m+ β2 α−1 · Sε(x, nε, cε)∇cε
)
on (0,∞).
Proof: Drawing on the first equation of (3.2) straightforward calculations show that
d
dt
∫
Ω
(nε + ε)
m+βα−1
= (m+ βα− 1)
∫
Ω
(nε + ε)
m+βα−2∇ ·
(
m(nε + ε)
m−1∇nε −
nε
(1 + εnε)3
Sε(·, nε, cε)∇cε
)
− (m+ βα− 1)
∫
Ω
(nε + ε)
m+βα−2(uε · ∇nε)
holds on (0,∞). Making use of the fact that ∇ · uε ≡ 0 in Ω× (0,∞) as well as the imposed boundary
conditions, we find that upon integration by parts and appropriate reformulation of some terms the
asserted equality follows immediately.
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Depending on the sign of 2− (m+2α), we will multiply the equality of Lemma 4.1 with either positive
or negative constants and then estimate. Combining the resulting inequality with a standard testing
procedure for the second equation we will derive some information on (nε + ε)
m+2α−1, ∇(n+ ε)m+α−1,
c2ε and ∇c
2
ε. This approach has been undertaken previously in e.g. [16, Lemma 4.1] and [2, Lemma 4.2].
Lemma 4.2.
Let m ≥ 1, α ≥ 0 be such that m + α > 43 , suppose that n0, c0 and u0 fulfill (1.8) and assume that
S ∈ C2
(
Ω×[0,∞)2;R3×3
)
satisfies (1.3) with some S0 > 0. Then there exists some C > 0 such that for
all ε ∈ (0, 1) the global classical solution (nε, cε, uε) of (3.2) satisfies∫
Ω
(nε + ε)
m+2α−1(·, t) +
∫
Ω
c2ε(·, t) +
∫ t+1
t
∫
Ω
∣∣∇(nε + ε)m+α−1∣∣2 +
∫ t+1
t
∫
Ω
|∇cε|
2 ≤ C (4.2)
for all t ≥ 0.
Proof: Since the main part of the procedure does not differ to greatly from the setting with a scalar
sensitivity as discussed in [2, Lemma 4.2], we will only cover the main ideas. First assume m+ 2α < 2.
Employing Lemma 4.1 with β = 2 and multiplying the equality by − 1(m+2α−1) we can make use of
Young’s inequality and the fact that
∣∣∣nε(nε+ε)α−1Sε(·,nε,cε)(1+εnε)3
∣∣∣ ≤ S0 in Ω× (0,∞) to find that
−
1
m+ 2α− 1
d
dt
∫
Ω
(nε + ε)
m+2α−1 (4.3)
≤ −
m(2− (m+ 2α))
2(m+ α− 1)2
∫
Ω
∣∣∇(nε + ε)m+α−1∣∣2 + S20(2− (m+ 2α))
2m
∫
Ω
|∇cε|
2
in (0,∞) for all ε ∈ (0, 1). Testing the second equation of (3.2) by cε, we find that an application of
Ho¨lder’s inequality and the embedding W 1,2(Ω) →֒ L6(Ω) entail the existence of C1 > 0 such that
d
dt
∫
Ω
c2ε(·, t) +
∫
Ω
|∇cε(·, t)|
2 +
∫
Ω
c2ε(·, t) ≤ C1‖nε(·, t)‖
2
L6/5(Ω)
(4.4)
for all t > 0 and all ε ∈ (0, 1), where we used that uε is a solenoidal vector field. Moreover, drawing on
the Gagliardo–Nirenberg inequality, the nonnegativity of nε, the mass conservation featured in Lemma
3.1 and the fact that ε ∈ (0, 1), we find C2 > 0 such that
C1‖nε‖
2
L6/5(Ω)
≤ C1
∥∥(nε + ε)m+α−1∥∥ 2m+α−1
L
6
5(m+α−1) (Ω)
≤ C2
∥∥∇(nε + ε)m+α−1∥∥ 26(m+α)−7L2(Ω) + C2
holds on (0,∞) for all ε ∈ (0, 1), and, since m+α > 43 implies
2
6(m+α)−7 < 2, an application of Young’s
inequality thereby provides C3 > 0 such that
C1‖nε(·, t)‖
2
L6/5(Ω)
≤
m2
4S20(m+ α− 1)
2
∫
Ω
∣∣∇(nε + ε)m+α−1(·, t)∣∣2 + C3 for all t > 0 and all ε ∈ (0, 1).
Thus, combining (4.3) with a multiple of (4.4) and the estimate above we have
y′ε(t) + yε(t) + gε(t) ≤ C4 for all t > 0 and all ε ∈ (0, 1), (4.5)
where we have set C4 :=
C3S
2
0(2−(m+2α))
m > 0,
yε(t) := −
1
m+ 2α− 1
∫
Ω
(nε + ε)
m+2α−1(·, t) +
S20(2− (m+ 2α))
m
∫
Ω
c2ε(·, t), t > 0,
and
gε(t) :=
m(2− (m+ 2α))
4(m+ α− 1)2
∫
Ω
∣∣(nε + ε)m+α−1(·, t)∣∣2 + S20(2 − (m+ 2α))
2m
∫
Ω
|∇cε(·, t)|
2, t > 0.
An ODE comparison implies the existence of C5 > 0 satisfying yε(t) ≤ C5 for all t > 0 and all ε ∈ (0, 1),
which together with the definition of yε, the positivity of
∫
Ωc
2
ε, the fact that m+2α−1 < 1 and Lemma
9
3.1 shows that for some C6 > 0 we have |yε(t)| ≤ C6 for all t > 0 and all ε ∈ (0, 1), proving bounds
for the first two summands in (4.2). For the remaining terms we integrate (4.5) with respect to time to
find that ∫ t+1
t
gε(s) ds ≤ yε(t)− yε(t+ 1)−
∫ t+1
t
yε(s) ds+ C4
holds for all t > 0 and all ε ∈ (0, 1). Hence, the previously discussed boundedness of |yε(t)| entails the
boundedness of the latter two terms in (4.2).
In the case of m+ 2α > 2 we can follow the same arguments as above with multiplying the equation of
Lemma 4.1 this time with 1m+2α−1 to obtain a similar ODE to (4.5), which then allows us to conclude
the asserted bounds in similar fashion. If m+2α = 2, we note that m+α−1 = 1−α and that moreover
α ≤ 12 due to m ≥ 1. Thus, estimating
d
dt
∫
Ω
(nε lnnε)(·, t) ≤ −
m
2(1− α)2
∫
Ω
∣∣∇(nε + ε)1−α(·, t)∣∣2 + S20
2m
∫
Ω
|∇cε(·, t)|
2,
for all t > 0 and all ε ∈ (0, 1), and combining with (4.4) we obtain an inequality of the form
d
dt
( ∫
Ω
(nε lnnε)(·, t) +
∫
Ω
c2ε(·, t)
)
+ C7
∫
Ω
∣∣∇(nε + ε)1−α(·, t)∣∣2 + C7
∫
Ω
|∇cε(·, t)|
2 + C7
∫
Ω
c2ε(·, t) ≤ C8,
with some C7 > 0 and C8 > 0. By means of the Gagliardo–Nirenberg inequality and the evident
estimate x lnx ≤ x
5
3 for x > 0 we have C9 > 0 satisfying∫
Ω
nε lnnε ≤ ‖(nε + ε)
1−α‖
5
3(1−α)
L
5
3(1−α) (Ω)
≤ C9‖∇(nε + ε)
(1−α)‖
4
5−6α
L2(Ω) + C9 on (0,∞).
Because of 45−6α ≤ 2 for α ≤
1
2 , this now allows to pursue a similar reasoning as before, while making
use of the fact that s ln s ≥ − 1e for all s > 0.
While the main idea of utilizing the latter spatio-temporal bound for ∇(nε+ε)
m+α−1 to establish time-
space bounds for nε + ε remains unchanged from the previous works [16, Lemma 4.2] and [2, Lemma
4.3], we have to treat the term more delicate in order to prepare sufficient information for the limiting
procedure later on.
Lemma 4.3.
Let m ≥ 1, α ≥ 0 be such that m + α > 43 and assume that n0, c0 and u0 comply with (1.8) and that
S ∈ C2
(
Ω×[0,∞)2;R3×3
)
fulfills (1.3) with some S0 > 0. Then for all p ∈
(
1, 6(m+α−1)
)
there exists
C > 0 such that for all ε ∈ (0, 1) the solution (nε, cε, uε) of (3.2) satisfies∫ t+1
t
∥∥nε(·, s) + ε∥∥ 2p(m+α−
7
6
)
p−1
Lp(Ω) ds ≤ C for all t ≥ 0. (4.6)
In particular, there exist r ∈ (1, 2) and C > 0 such that∫ t+1
t
∥∥nε(·, s) + ε∥∥ 2r2−r
L
6r
6−r (Ω)
ds ≤ C and
∫ t+1
t
∥∥nε(·, s) + ε∥∥2(m+α)− 43
L2(m+α)−
4
3 (Ω)
ds ≤ C (4.7)
hold for each ε ∈ (0, 1) and all t ≥ 0.
Proof: We employ reasoning similar to [16, Lemma 4.2] and [2, Lemma 4.3]. Due to p ∈
(
1, 6(m+α−1)
)
and m + α > 43 >
7
6 we can utilize the Gagliardo–Nirenberg inequality (e.g. [9, Lemma 2.3]) to find
C1 > 0 such that with
a =
m+ α− 1− m+α−1p
m+ α− 1 + 13 −
1
2
=
p− 1
p
·
6(m+ α− 1)
6m+ 6α− 7
∈ (0, 1)
the inequality∫ t+1
t
∥∥nε(·, s) + ε∥∥ 2p(m+α−
7
6
)
p−1
Lp(Ω) ds =
∫ t+1
t
∥∥(nε + ε)m+α−1(·, s)∥∥ 2pp−1 · 6m+6α−76(m+α−1)
L
p
m+α−1 (Ω)
ds
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≤ C1
∫ t+1
t
∥∥∇(nε + ε)m+α−1(·, s)∥∥ 2pp−1 · 6m+6α−76(m+α−1) ·aL2(Ω) ∥∥(nε + ε)m+α−1(·, s)∥∥ 2pp−1 · 6m+6α−76(m+α−1) ·(1−a)
L
1
m+α−1 (Ω)
ds
+ C1
∫ t+1
t
∥∥(nε + ε)m+α−1(·, s)∥∥ 2pp−1 · 6m+6α−76(m+α−1)
L
1
m+α−1 (Ω)
ds
holds for all t ≥ 0 and all ε ∈ (0, 1). Combined with the mass conservation of nε, as established in
Lemma 3.1, this implies the existence of C2 > 0 such that∫ t+1
t
∥∥nε(·, s) + ε∥∥ 2p(m+α−
7
6
)
p−1
Lp(Ω) ds ≤ C2
∫ t+1
t
∥∥∇(nε + ε)m+α−1(·, s)∥∥2L2(Ω) ds+ C2
holds for all t ≥ 0 and all ε ∈ (0, 1), which proves (4.6) under consideration of Lemma 4.2. For the first
special case in (4.7) we first note that due to m+ α > 43 the interval I :=
(
1,min{ 6(m+α−1)m+α , 2}
)
is not
empty and that for r ∈ I we have q := 6r6−r ∈
(
1, 6(m+ α− 1)
)
. Moreover, r < 6(m+α−1)m+α together with
m+ α > 76 also readily implies r <
1+2(m+α− 76 )
m+α and hence
2q(m+ α− 76 )
q − 1
=
12r(m+ α− 76 )
7r − 6
>
2r
2− r
.
Thus, the first special case follows from (4.6) with p = 6r6−r . For the second bound in (4.7) we work
along similar lines noting that, again due to m + α > 43 , 2(m + α) −
4
3 ∈
(
1, 6(m + α − 1)
)
and that
2(m+ α)− 43 =
2(m+α− 76 )(2(m+α)−
4
3 )
2(m+α)− 43−1
, making the first part of the lemma applicable once more.
Let us also briefly establish some supplementary spatio-temporal estimates under the additional as-
sumption that m + α ≤ 2. These bounds follow in a straightforward fashion from Lemma 4.2 and
Lemma 4.3, and will later form a cornerstone in obtaining convergence properties necessary to pass to
the limit in the integrals making up the global weak Φ-supersolution for Φ(s) = (s+ 1)m+2α−1.
Corollary 4.4.
Let m ≥ 1, α ≥ 0 be such that 43 < m+ α ≤ 2, suppose that n0, c0 and u0 fulfill (1.8) and assume that
S ∈ C2
(
Ω×[0,∞)2;R3×3
)
satisfies (1.3) with some S0 > 0. Then there exists some C1 > 0 such that
for all ε ∈ (0, 1) the global classical solution (nε, cε, uε) of (3.2) satisfies∫ t+1
t
∫
Ω
∣∣∇(nε + 1)m+α−1∣∣2 +
∫ t+1
t
∫
Ω
∣∣(nε + 1)m+2α−32 (nε + ε)m−12 ∇nε∣∣2 ≤ C1, (4.8)
for all t ≥ 0. Moreover, there exist p > 2, r > 1 and C2 > 0 such that∫ t+1
t
∥∥(nε + 1)m+α−1∥∥pLp(Ω) ≤ C2 and
∫ t+1
t
∥∥(nε + 1)α(nε + ε)m−1∥∥pLp(Ω) ≤ C2, (4.9)
as well as ∫ t+1
t
∥∥(nε + 1)m+2α−1∥∥ 2r2−r
L
6r
6−r (Ω)
≤ C2 (4.10)
hold for each ε ∈ (0, 1) and all t ≥ 0.
Proof: Due to m+ α ∈ (43 , 2] it is obvious that∫ t+1
t
∫
Ω
∣∣∇(nε + 1)m+α−1∣∣2 =
∫ t+1
t
∫
Ω
(nε + 1)
2(m+α−2)|∇nε|
2
≤
∫ t+1
t
∫
Ω
(nε + ε)
2(m+α−2)|∇nε|
2 =
∫ t+1
t
∫
Ω
∣∣∇(nε + ε)m+α−1∣∣2
holds for all ε ∈ (0, 1) and t ≥ 0, whereupon the boundedness of the first term in (4.8) follows immedi-
ately from Lemma 4.2. The bound for the second term contained in (4.8) then is a direct consequence of
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the first bound in light of the fact that m ≥ 1. Reiterating the proof of Lemma 4.3 for (nε + 1) instead
of (nε+ ε), while relying on (4.8), we find that for all q ∈
(
1, 6(m+α− 1)
)
there exists C > 0 such that
∫ t+1
t
∥∥nε(·, s) + 1∥∥ 2q(m+α−
7
6
)
q−1
Lq(Ω) ds ≤ C for all t ≥ 0.
This spatio-temporal estimate at hand, straightforward calculations, similar to those undertaken to
prove the special cases presented in Lemma 4.3, verify (4.9) and (4.10), due to the facts that m ≥ 1,
α ≥ 0 and m+ α > 43 .
4.2 Estimates involving the fluid component uε
We will briefly state [7, Lemma 3.4] without proof. This result will be applied to a differential inequality
for
∫
Ω|uε(·, t)|
2 in the lemma thereafter to obtain a first boundedness information on the fluid component,
which can then be refined to additional spatio-temporal bounds.
Lemma 4.5.
For some T ∈ (0,∞] let y ∈ C1((0, T )) ∩ C0([0, T )), h ∈ C0([0, T )), C > 0, a > 0 satisfy
y′(t) + ay(t) ≤ h(t),
∫ t
(t−1)+
h(s) ds ≤ C
for all t ∈ (0, T ). Then y ≤ y(0) + C1−e−a throughout (0, T ).
Drawing on Lemmata 4.3 and 4.5, as well as Ho¨lder’s inequality we are now in a position to utilize quite
standard arguments, which and have been successfully employed before in e.g. [22, Lemmata 3.5 and
3.6] and [16, Lemma 4.3].
Lemma 4.6.
Let m ≥ 1, α ≥ 0 be such that m + α > 43 and assume that n0, c0 and u0 comply with (1.8) and that
S ∈ C2
(
Ω×[0,∞)2;R3×3
)
fulfills (1.3) with some S0 > 0. Then there exists C > 0 such that for all
ε ∈ (0, 1) the solution (nε, cε, uε) of (3.2) satisfies∫
Ω
|uε(·, t)|
2 +
∫ t+1
t
∫
Ω
|∇uε|
2 +
∫ t+1
t
‖uε‖
2
L6(Ω) ≤ C
for all t ≥ 0.
Proof: Multiplication of the third equation in (3.2) by uε, integration by parts and an application of
the Ho¨lder inequality show that
1
2
d
dt
∫
Ω
|uε|
2(·, t) +
∫
Ω
|∇uε(·, t)|
2 ≤ ‖∇φ‖L∞(Ω)‖uε(·, t)‖L6(Ω)‖nε(·, t)‖L6/5(Ω) (4.11)
holds for all t > 0 and all ε ∈ (0, 1). Recalling the embedding W 1,20,σ (Ω) →֒ L
6(Ω) and the Poincare´
inequality we find C1 > 0 satisfying
‖uε(·, t)‖
2
L6(Ω) ≤ C1
∫
Ω
|∇uε(·, t)|
2 for all t > 0 and all ε ∈ (0, 1), (4.12)
which upon combination with (4.11), (1.7) and Young’s inequality entails the existence of C2 > 0 such
that
1
2
d
dt
∫
Ω
|uε|
2(·, t) +
1
2
∫
Ω
|∇uε(·, t)|
2 ≤ C2‖nε(·, t)‖
2
L6/5(Ω)
(4.13)
is valid for all t > 0 and all ε ∈ (0, 1). Due to Lemma 4.3 implying the existence of C3 > 0 satisfying∫ t+1
t
‖nε(·, t)‖
2
L6/5(Ω)
≤ C3 for all t > 0, we find that by estimating the gradient term by means of the
Poincare´ inequality from below and then employing Lemma 4.5, there exists C4 > 0 such that∫
Ω
|uε|
2(·, t) ≤ C4 for all t > 0 and all ε ∈ (0, 1).
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The estimate for
∫
Ω|uε|
2 at hand, we can integrate (4.13) with respect to time to obtain that∫ t+1
t
∫
Ω
|∇uε|
2 ≤ 2C4 + 2C2C3 for all t > 0 and all ε ∈ (0, 1),
which also immediately implies∫ t+1
t
‖uε‖
2
L6(Ω) ≤ 2C1C4 + 2C1C2C3 for all t > 0 and ε ∈ (0, 1),
in light of (4.12), and thus concludes the proof.
With a first set of ε-independent estimates for the fluid component at hand, let us also briefly derive
some spatio-temporal estimates for the combined quantities nεuε and (nε + 1)
m+2α−1uε, which will
be a cornerstone in treating the integrals appearing in the solution concepts which correspond to the
convective term present in (3.2).
Lemma 4.7.
Let m ≥ 1, α ≥ 0 be such that m + α > 43 and assume that n0, c0 and u0 comply with (1.8) and that
S ∈ C2
(
Ω×[0,∞)2;R3×3
)
fulfills (1.3) with some S0 > 0. Then there exist r > 1 and C1 > 0 such that
for all ε ∈ (0, 1) the solution (nε, cε, uε) of (3.2) satisfies∫ t+1
t
∫
Ω
|nεuε|
r ≤ C1 for all t ≥ 0.
If, moreover, 43 < m+ α ≤ 2, then there are s > 1 and C2 > 0 such that∫ t+1
t
∫
Ω
∣∣(nε + 1)m+2α−1uε∣∣s ≤ C2
hold for each ε ∈ (0, 1) and all t ≥ 0.
Proof: For any r ∈ (1, 2) an employment of the Ho¨lder and Young inequalities to shows that∫ t+1
t
∫
Ω
∣∣nεuε∣∣r ≤
∫ t+1
t
∥∥(nε + ε)uε∥∥rLr(Ω)
≤
∫ t+1
t
‖nε + ε‖
r
L
6r
6−r (Ω)
‖uε‖
r
L6(Ω) ≤
∫ t+1
t
‖nε + ε‖
2r
2−r
L
6r
6−r (Ω)
+
∫ t+1
t
‖uε‖
2
L6(Ω)
holds for all t ≥ 0. Thus, taking r > 1 as provided by Lemma 4.3, the proof of the first assertion follows
immediately from combining the estimate above with Lemmata 4.3 and 4.6. In a similar fashion we find
that for s ∈ (1, 2) we have∫ t+1
t
∫
Ω
∣∣(nε + 1)m+2α−1uε∣∣s ≤
∫ t+1
t
∥∥(nε + 1)m+2α−1∥∥ 2s2−s
L
6s
6−s (Ω)
+
∫ t+1
t
‖uε‖
2
L6(Ω)
for all t ≥ 0 and hence the second part of the Lemma is implied by Corollary 4.4 and Lemma 4.6.
4.3 Time regularity
Having in mind an Aubin-Lions type argument to conclude the existence of limit objects of our approxi-
mate solution (nε, cε, uε) when taking εց 0, we still require regularity estimates for the time derivatives.
Relying on the bounds established in the previous sections alone does not yet yield sufficient information
on terms appearing in our estimation process.
Lemma 4.8.
Let m ≥ 1, α ≥ 0 be such that m + α > 43 , suppose that n0, c0 and u0 comply with (1.8) and assume
that S ∈ C2
(
Ω×[0,∞)2;R3×3
)
satisfies (1.3) with some S0 > 0. Then there exists C > 0 such that for
all ε ∈ (0, 1) the global classical solution (nε, cε, uε) of (3.2) satisfies∫ t+1
t
∫
Ω
∣∣∇(nε + ε)m+α2−1∣∣2 ≤ C
for all t ≥ 0.
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Proof: Similar to the proof of Lemma 4.2 we first assume m+α < 2 and employ Lemma 4.1 for β = 1
and multiply the equality by − 1m+α−1 to find that upon one application of Young’s inequality that
−
1
m+ α− 1
d
dt
∫
Ω
(nε + ε)
m+α2−1 +
m(2− (m+ α))
2(m+ α2 − 1)
2
∫
Ω
∣∣∇(nε + ε)m+α2−1∣∣2 (4.14)
≤
2− (m+ α)
2m
∫
Ω
n2ε(nε + ε)
α−2
(1 + εnε)6
|Sε(x, nε, cε)|
2|∇cε|
2
holds on (0,∞). Noting that by Sε ≤ S on Ω× [0,∞)
2 and (1.3) we have
n2ε(nε + ε)
α−2
(1 + εnε)6
|Sε(x, nε, cε)|
2 ≤
S20(nε + ε)
α
(1 + nε)2α
≤ S20 (4.15)
we find upon integration of (4.14), whilst also making use of the nonnegativity of nε throughout
Ω×[0,∞), that
m(2− (m+ α))
2(m+ α2 − 1)
2
∫ t+1
t
∫
Ω
∣∣∇(nε + ε)m+α2−1∣∣2
≤
1
m+ α− 1
∫
Ω
(nε + ε)
m+α2−1(·, t+ 1) +
S20(2− (m+ α))
2m
∫ t+1
t
∫
Ω
|∇cε|
2
for all t ≥ 0 which proves the asserted bound for m+α < 2 in light of Lemma 4.2. Identical arguments
also work for m + α > 2 if one considers ϕ = 1m+α−1 . For m + α = 2 however, we will consider the
time-evolution of
∫
Ωnε lnnε to find that
d
dt
∫
Ω
nε lnnε +
m
2(1− α2 )
2
∫
Ω
∣∣∇(nε + ε)1−α2 ∣∣2 ≤ S20
2m
∫
Ω
|∇cε|
2 (4.16)
on (0,∞). where we used estimations akin to those in (4.15) and that m − 1 = 1 − α. Here, we rely
on the elementary inequality s ln s ≤ s5/3 for s > 0, the Gagliardo–Nirenberg inequality and the mass
conservation (3.3) to estimate∫
Ω
nε lnnε ≤
∥∥(nε + ε)1−α2 ∥∥ 53(1−α2 )
L
5
3(1−α
2
) (Ω)
≤ C1
∥∥∇(nε + ε)1−α2 ∥∥ 5a3(1−α2 )L2(Ω) + C1 on (0,∞),
with some C1 > 0 and a =
12−6α
25−15α . Since, in this case, α ≤ 1 we have
5a
3(1−α2 )
≤ 2 and hence (after an
application of Young’s inequality if necessary) there exists C2 > 0 such that
d
dt
∫
Ω
nε lnnε + C2
∫
Ω
nε lnnε ≤
S20
2m
∫
Ω
|∇cε|
2 + C2 on (0,∞).
Due to Lemma 4.5 and Lemma 4.2 this implies on one hand that there exists C3 > 0 satisfying∫
Ω
nε lnnε(·, t) ≤ C3 for all t ≥ 0 and on the other hand, upon returning to (4.16) and integrating
with respect to time, that the asserted bound of the Lemma holds in light of the fact that s ln s ≥ − 1e
for all s > 0.
Now we can rely on standard reasoning to obtain the following.
Lemma 4.9.
Let m ≥ 1, α ≥ 0 be such that m + α > 43 and assume that n0, c0 and u0 comply with (1.8) and that
S ∈ C2
(
Ω×[0,∞)2;R3×3
)
fulfills (1.3) with some S0 > 0. For every T > 0 there exists C(T ) > 0 such
that for any ε ∈ (0, 1) the solution (nε, cε, uε) of (3.2) satisfies∥∥∂t((nε + ε)m+α−1)∥∥L1((0,T );(W 3,20 (Ω))∗) ≤ C(T ),
and
‖cεt‖L1((0,T );(W 3,20 (Ω))∗)
≤ C(T ).
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Proof: For fixed T > 0 we find C1 > 0 such that
‖ϕ‖L∞((0,T );W 1,∞(Ω)) ≤ C1‖ϕ‖L∞((0,T );W 3,20 (Ω))
for all ϕ ∈ L∞
(
(0, T );W 3,20 (Ω)
)
,
in light of the continuous embedding of W 3,2(Ω) →֒ W 1,∞(Ω). Noting that L∞
(
(0, T );W 3,20 (Ω)
)
is
the dual space of L1
(
(0, T );
(
W
3,2
0 (Ω)
)∗)
, we fix an arbitrary ϕ ∈ L∞
(
(0, T );W 3,20 (Ω)
)
satisfying
‖ϕ‖L∞((0,T );W 3,20 (Ω))
≤ 1 and make use of the first equation of (3.2), the Cauchy–Schwarz inequality
and the bound (1.3) to obtain
1
m+ α− 1
∣∣∣ ∫
Ω
∂t
(
(nε + ε)
m+α−1
)
ϕ
∣∣∣
≤
m|m+ α− 2|C1
(m+ α2 − 1)
2
∫
Ω
∣∣∇(nε + ε)m+α2−1∣∣2
+
mC1
m+ α2 − 1
( ∫
Ω
(nε + ε)
2(m+α2−1)
) 1
2
( ∫
Ω
∣∣∇(nε + ε)m+α2−1∣∣2) 12
+
|m+ α− 2|S0C1
m+ α2 − 1
(∫
Ω
n2ε(nε + ε)
α−2
(1 + εnε)6(1 + nε)2α
∣∣∇(nε + ε)m+α2−1∣∣2) 12(
∫
Ω
|∇cε|
2
) 1
2
+ S0C1
(∫
Ω
n2ε(nε + ε)
2(m+α−2)
(1 + εnε)6(1 + nε)2α
) 1
2
(∫
Ω
|∇cε|
2
) 1
2
+
C1
m+ α− 1
(∫
Ω
|uε|
2
) 1
2
( ∫
Ω
∣∣∇(nε + ε)m+α−1∣∣2) 12 on (0, T ) for all ε ∈ (0, 1).
Since
n2ε(nε+ε)
α−2
(1+εnε)6(1+nε)2α
≤ (nε+ε)
α
(1+nε)2α
≤ 1, multiple applications of the Young inequality and integration
over (0, T ) entails the existence of C2 > 0 such that∫ T
0
∣∣∣ ∫
Ω
∂t
(
(nε + ε)
m+α−1
)
ϕ
∣∣∣ ≤ C2
∫ T
0
∫
Ω
∣∣∇(nε + ε)m+α2−1∣∣2 + C2
∫ T
0
∫
Ω
∣∣∇(nε + ε)m+α−1∣∣2
+ C2
∫ T
0
∫
Ω
|∇cε|
2 + C2
∫ T
0
∫
Ω
(nε + ε)
2m+α−2 + C2
∫ T
0
∫
Ω
|uε|
2 + C2
holds for all ε ∈ (0, 1) and all ϕ ∈ L∞
(
(0, T );W 3,20 (Ω)
)
with ‖ϕ‖L∞((0,T );W 3,20 (Ω))
≤ 1. Because of
2m+ α− 2 < 2(m+ α)− 43 , a combination of Lemmata 4.2, 4.3, 4.6 and 4.8 now leads to the existence
of C3(T ) > 0 satisfying∫ T
0
∣∣∣ ∫
Ω
∂t
(
(nε + ε)
m+α−1
)
ϕ
∣∣∣ ≤ C3(T ) for all ϕ ∈ L∞((0, T );W 2,30 (Ω)) with ‖ϕ‖L∞((0,T );W 3,20 (Ω)) ≤ 1.
For the second part of the Lemma we follow a follow complementary reasoning for the second equation.
For fixed ϕ as before we obtain C4 > 0 such that∣∣∣ ∫
Ω
cεtϕ
∣∣∣ ≤ C1
∫
Ω
|∇cε|
2 + C1
∫
Ω
cε + C1
∫
Ω
nε +
C1
2
∫
Ω
|uε|
2 +
C1
2
∫
Ω
c2ε + C4
is valid in (0, T ) for all ε ∈ (0, 1). Hence, we can conclude the proof upon integration over (0, T ) in light
of the bounds featured in Lemmata 3.1, 4.2 and 4.6.
Enhancing arguments akin to those present in the previous proof by known results for the Yosida approx-
imation and the Stokes operator, a similar result can be established for the third solution component.
Lemma 4.10.
Let m ≥ 1, α ≥ 0 be such that m + α > 43 and suppose that n0, c0 and u0 fulfill (1.8) and that
S ∈ C2
(
Ω×[0,∞)2;R3×3
)
satisfies (1.3) with some S0 > 0. For every T > 0 there exists C(T ) > 0
such that for any ε ∈ (0, 1) the solution (nε, cε, uε) of (3.2) satisfies∫ T
0
‖uεt‖
4
3
(W 1,20,σ(Ω))
∗
≤ C(T ). (4.17)
15
Proof: In light of (4.7) from Lemma 4.3 there is C1 > 0 such that ‖nε(·, t)‖
4
3
L
6
5 (Ω)
≤ C1 for all t > 0
and hence we can follow the proof of [16, Lemma 5.5], where the related system with linear diffusion
was discussed, to conclude the desired bound. Let us state a brief outline of the steps involved. We
multiply the third equation of (3.2) with a fixed ψ ∈ C∞0 (Ω) satisfying ∇ · ψ ≡ 0 throughout Ω and
employ Ho¨lder’s inequality to obtain∣∣∣ ∫
Ω
uεt · ψ
∣∣∣ ≤ ‖∇uε‖L2(Ω)‖∇ψ‖L2(Ω) + ‖Yεuε‖L6(Ω)‖uε‖L3(Ω)‖∇uε‖L2(Ω)
+ ‖∇φ‖L∞(Ω)‖nε‖L
6
5 (Ω)
‖ψ‖L6(Ω)
on (0,∞) for all ε ∈ (0, 1). Next, we make use of known facts for the Yoshida approximation and the
Stokes operator, the embedding W 1,20,σ (Ω) →֒ L
6(Ω) and the Gagliardo–Nirenberg inequality to obtain
C2 > 0 such that
‖Yεuε(·, t)‖L6(Ω) ≤ ‖∇uε(·, t)‖L2(Ω), and ‖uε(·, t)‖
4
3
L3(Ω) ≤ C2‖∇uε(·, t)‖
2
3
L2(Ω)‖uε(·, t)‖
2
3
L2(Ω)
for all t > 0 and all ε ∈ (0, 1). Combining the estimates above with Young’s inequality shows that with
some C3 > 0 we have∫ T
0
‖uεt‖
4
3
(W 1,20,σ (Ω))
∗
≤ C3
∫ T
0
‖∇uε‖
4
3
L2(Ω) + C3
∫ T
0
‖∇uε‖
2
L2(Ω)‖uε‖
2
3
L2(Ω) + C3T
for all T > 0 and all ε ∈ (0, 1), completing the proof in terms of Lemma 4.6.
5 Limit functions and their regularity properties
The uniform bounds prepared in the previous section enabled us to derive the existence limit functions
n, c, u satisfying the regularity conditions imposed by Definition 2.2. In addition, the precompactness
properties contained in the Lemmata of the previous section will enable us to pass to obtain convergence
properties suitable for passing to the limit in most of the integrals making up the solution concepts
discussed in Section 2. In contrast to the scalar sensitivity case discussed in [2] and the linear diffusion
case discussed in [16] the very weak solution concept features terms combining nε + 1 and nε + ε in a
slightly more varied way, necessitating the preparation of additional convergence properties.
Lemma 5.1.
Let m ≥ 1, α ≥ 0 be such that m+α > 43 and suppose that n0, c0, u0 comply with (1.8) and assume that
S ∈ C2
(
Ω×[0,∞)2;R3×3
)
fulfills (1.3) with some S0 > 0. Then there exist a sequence (εj)j∈N ⊂ (0, 1)
with εj ց 0 as j →∞ and functions
n ∈ L
2(m+α)− 43
loc
(
Ω×[0,∞)
)
with ∇nm+α−1 ∈ L2loc
(
Ω×[0,∞)
)
,
c ∈ L2loc
(
[0,∞);W 1,2(Ω)
)
,
u ∈ L2loc
(
[0,∞);W 1,20,σ (Ω)
)
,
such that the solutions (nε, cε, uε) of (3.2) satisfy
(nε + ε)
m+α−1 → nm+α−1 in L2loc
(
Ω×[0,∞)
)
and a.e. in Ω× (0,∞), (5.1)
∇(nε + ε)
m+α−1⇀∇nm+α−1 in L2loc
(
Ω×[0,∞)
)
, (5.2)
nε + ε⇀n in L
2(m+α)− 43
loc
(
Ω×[0,∞)
)
, (5.3)
nε + ε→ n and nε → n in L
p
loc
(
Ω×[0,∞)
)
for any p ∈ [1, 2(m+ α) − 43 ), (5.4)
cε → c in L
2
loc
(
Ω×[0,∞)
)
and a.e in Ω× (0,∞), (5.5)
∇cε⇀∇c in L
2
loc
(
Ω×[0,∞)
)
, (5.6)
as well as
uε → u in L
2
loc
(
Ω×[0,∞)
)
and a.e. in Ω× (0,∞), (5.7)
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∇uε⇀∇u in L
2
loc
(
Ω×[0,∞)
)
, (5.8)
Yεuε → u in L
2
loc
(
Ω×[0,∞)
)
(5.9)
nεuε → nu in L
1
loc
(
Ω×[0,∞)
)
(5.10)
as ε = εj ց 0, and such that n ≥ 0, c ≥ 0 a.e. in Ω× (0,∞). If, moreover, m+ α ∈ (
4
3 , 2], then there
exists a further subsequence (εjk)k∈N ⊂ (0, 1) such that (nε, cε, uε) also satisfy
(nε + 1)
m+α−1 → (n+ 1)m+α−1 in L2loc
(
Ω×[0,∞)
)
, (5.11)
(nε + 1)
m+2α−1 → (n+ 1)m+2α−1 in L1loc
(
Ω×[0,∞)
)
, (5.12)
∇(nε + 1)
m+α−1⇀∇(n+ 1)m+α−1 in L2loc
(
Ω×[0,∞)
)
, (5.13)
(nε + 1)
m+2α−3
2 (nε + ε)
m−1
2 ∇nε⇀(n+ 1)
m+2α−3
2 n
m−1
2 ∇n in L2loc
(
Ω×[0,∞)
)
, (5.14)
(nε + 1)
α(nε + ε)
m−1 → (n+ 1)αnm−1 in L2loc
(
Ω×[0,∞)
)
, (5.15)
(nε + 1)
m+2α−1uε → (n+ 1)
m+2α−1u in L1loc
(
Ω×[0,∞)
)
, (5.16)
as ε = εjk ց 0.
Proof: Noticing that 2(m+ α− 1) < 2(m+ α)− 43 , we find that by combining Lemmata 4.2, 4.3 and
4.9 with the Aubin-Lions lemma ([12, Corollary 8.4]){
(nε + ε)
m+α−1
}
ε∈(0,1)
is relative compact in L2loc
(
Ω×[0,∞)
)
and that hence there exists a sequence εj ց 0 such that (5.1) holds. Extracting an additional subse-
quence (still denoted by εj) we conclude from the spatio-temporal bounds featured in Lemma 4.2 and
Lemma 4.3 that (5.2) and (5.3) hold as well. In light of Lemma 4.3 {(nεj + εj)
p}j∈N is equi-integrable
for any p < 2(m+α)− 43 , and thus we can rely on the a.e. convergence of nε+ε entailed by (5.1) and the
Vitali convergence theorem to obtain the first part of (5.4), with the second part then being an immedi-
ate consequence of the uniform convergence of εj to zero. Along similar lines the Lemmata 4.2 and 4.9
together with the Aubin-Lions lemma imply that upon extraction of another subsequence also (5.5) and
(5.6) hold. Moreover, applying these arguments once more for the third component of the approximate
solution while relying on Lemmata 4.6 and 4.10 proves (5.7) and (5.8), whereas (5.9) is a consequence
of the dominated convergence theorem and the boundedness of ‖uε‖
2
L2(Ω×(0,∞)) (see e.g. [22, Lemma
4.1]). The strong convergence property of the mixed term nεuε in (5.10) can be concluded by combining
the a.e. convergences contained in (5.1) and (5.7) with the equi-integrability of {|nεjuεj |
r}j∈N for some
r > 1 implied by Lemma 4.7 and Vitali’s convergence theorem. The assertions for the special case of
m+ α ∈ (43 , 2) follow from identical reasoning in light of Corollary 4.4 and Lemma 4.7. To be precise,
we can conclude (upon extraction of another non-relabeled subsequence) (5.13) and (5.14) from (4.8).
The properties (5.11), (5.12) and (5.15) are a consequence of (4.9), Vitali’s convergence theorem and
the fact that m+ 2α− 1 ≤ 2(m+ α− 1), and finally, combining Lemma 4.7 with Vitali’s theorem one
last time shows (5.16).
6 Solution properties of the limit functions
6.1 Weak solution properties of c and u
Reyling on the convergence properties prepared in Lemma 5.1, we can check in a straightforward manner
that the limit objects c and u are weak solutions of their corresponding equations in (1.4).
Lemma 6.1.
Let m ≥ 1, α ≥ 0 be such that m+α > 43 , assume that n0, c0 and u0 comply with (1.8) and suppose that
S ∈ C2
(
Ω×[0,∞)2;R3×3
)
satisfies (1.3) with some S0 > 0. Furthermore, let n, c, u denote the limit
functions provided by Lemma 5.1. Then∫
Ω
n(·, t) =
∫
Ω
n0 for a.e. t > 0, (6.1)
and c and u satisfy the weak solution properties (2.4) and (2.5), respectively, of Definition 2.2.
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Proof: The equality in (6.1) for almost every t > 0 is a direct result of the mass conservation (3.3) from
Lemma 3.1 and (5.4). To verify that c solves its corresponding equation in the weak sense, we multiply
the second equation of (3.2) by an arbitrary test function ϕ ∈ L∞ (Ω× (0,∞)) ∩ L2
(
(0,∞);W 1,2(Ω)
)
with compact support in Ω×[0,∞) and ϕt ∈ L
2 (Ω× (0,∞)) to find that
−
∫ ∞
0
∫
Ω
cεϕt −
∫
Ω
c0ϕ(·, 0) = −
∫ ∞
0
∫
Ω
∇cε · ∇ϕ−
∫ ∞
0
∫
Ω
nεϕ+
∫ ∞
0
∫
Ω
cε(uε · ∇ϕ)
holds for all ε ∈ (0, 1). In consideration of (5.5), (5.6), (5.4) and (5.7) we may pass to the limit in each
of the integrals and conclude that (2.4) holds and that hence c solves its equation in the weak sense.
In a similar fashion, we test the third equation of (3.2) by an arbitrary ψ ∈ C∞0 (Ω× [0,∞)) satisfying
∇ · ψ ≡ 0 in Ω× (0,∞) to obtain
−
∫ ∞
0
∫
Ω
uεψt −
∫
Ω
u0ψ(·, 0) = −
∫ ∞
0
∫
Ω
∇uε · ∇ψ +
∫ ∞
0
∫
Ω
(Yεuε ⊗ uε) · ∇ψ +
∫ ∞
0
∫
Ω
nε(∇φ · ψ)
for all ε ∈ (0, 1). Recalling (5.7), (5.8), (5.9), as well as (5.4) and (1.7) we can take ε ց 0 in all the
integrals and find that u satisfies (2.5).
6.2 Weak solution property of n for m+ 2α > 5
3
The currently known compactness properties do not allow us to take ε ց 0 in some of the integrals
appearing in the equation for nε corresponding to (2.6) of the weak solution concept in Definition 2.3.
However, imposing the additional condition m + 2α > 53 we can obtain supplementary convergence
properties to the ones in Lemma 5.1, which will allow us to pass to the limit in these crucial integrals.
Lemma 6.2.
Let m ≥ 1, α ≥ 0 be such that m+ 2α > 53 , suppose that n0, c0 and u0 comply with (1.8), and suppose
that S ∈ C2
(
Ω×[0,∞)2;R3×3
)
satisfies (1.3) with some S0 > 0. Furthermore, let n, c, u denote the
limit functions obtained in Lemma 5.1. Then n ∈ L2loc
(
Ω×[0,∞)
)
and for any ϕ ∈ C∞0
(
Ω×[0,∞)
)
the
weak solution property (2.6) is satisfied.
Proof: Multiplying the first equation of (3.2) by ϕ ∈ C∞0
(
Ω×[0,∞)
)
and integrating by parts, we find
that
−
∫ ∞
0
∫
Ω
nεϕt −
∫
Ω
n0ϕ(·, 0) = −
m
m+ α− 1
∫ ∞
0
∫
Ω
(nε + ε)
1−α
(
∇(nε + ε)
m+α−1 · ∇ϕ
)
(6.2)
+
∫ ∞
0
∫
Ω
nε
(1 + εnε)3
(
Sε(x, nε, cε)∇cε · ∇ϕ
)
+
∫ ∞
0
∫
Ω
nε(uε · ∇ϕ)
holds for all ε ∈ (0, 1), where we used (nε + ε)
m−1∇nε =
(nε+ε)
1−α
m+α−1 ∇(nε + ε)
m+α−1. In light of (5.4)
we see that
−
∫ ∞
0
∫
Ω
nεϕt → −
∫ ∞
0
∫
Ω
nϕt as ε = εj ց 0.
Moreover, since m+ 2α > 53 , we have 2(1− α) < 2(m+ α)−
4
3 , so that (5.4) implies that
(nε + ε)
1−α → n1−α in L2loc
(
Ω×[0,∞)
)
as ε = εj ց 0,
which together with (5.2) shows
−
m
m+ α− 1
∫ ∞
0
∫
Ω
(nε + ε)
1−α
(
∇(nε + ε)
m+α−1 · ∇ϕ
)
→ −
m
m+ α− 1
∫ ∞
0
∫
Ω
n1−α
(
∇nm+α−1 · ∇ϕ
)
= −m
∫ ∞
0
∫
Ω
nm−1(∇n · ∇ϕ)
as ε = εj ց 0. Additionally, since 2(1−α) < 2(m+α)−
4
3 , we can fix 2 < s <
2(m+α)− 43
1−α and find that∫ t+1
t
∫
Ω
∣∣∣nεSε(x, nε, cε)
(1 + εnε)3
∣∣∣s ≤ ∫ t+1
t
∫
Ω
Ss0n
s
ε
(1 + nε)sα
≤
{
Ss0 |Ω|, if α ≥ 1
S20
∫ t+1
t
∫
Ω(nε + ε)
s(1−α), if α ∈ [0, 1)
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holds on (0,∞). Making use of the fact that s(1 − α) < 2(m+ α) − 43 and Lemma 4.3 we thus obtain
that
{
n2εjSεj (x, nεj , cεj )
2(1+εjnεj )
−6
}
j∈N
is equi-integrable, which together with the a.e. convergences
of Sε → S and
nε
(1+εnε)3
→ n in Ω× (0,∞) and Vitali’s theorem shows that
nεSε(x, nε, cε)
(1 + εnε)3
→ nS(x, n, c) in L2loc
(
Ω×[0,∞)
)
as ε = εj ց 0. Merging this convergence property with (5.6) we obtain that∫ ∞
0
∫
Ω
nε
(1 + εnε)3
(
Sε(x, nε, cε)∇cε · ∇ϕ
)
→
∫ ∞
0
∫
Ω
n
(
S(x, n, c)∇c · ∇ϕ
)
as ε = εj ց 0.
Finally, relying on (5.10) we see that∫ ∞
0
∫
Ω
nε(uε · ∇ϕ)→
∫ ∞
0
∫
Ω
n(u · ∇ϕ) as ε = εj ց 0.
In conclusion, we may pass to the limit in each of the integrals in (6.2) and find that (2.6) holds.
Amalgamating the previous results finalizes the proof of Theorem 1.1.
Proof of Theorem 1.1: The proof is immediate after combination of Lemmata 6.1 and 6.2 with the
regularity information on n, c and u presented in Lemma 5.1.
6.3 Very weak solution property of n in the case of m+ α > 4
3
Under the weaker assumption that only m+α > 43 the obtained limit function n does not appear to be
regular enough to conclude that the integral
∫∞
0
∫
Ω
nm−1∇n · ϕ, appearing in (2.6), is finite. Weakening
the solution concept appears to be the only way to compensate the missing regularity information, which
is why we will only consider global very weak solutions as defined in Definition 2.2 for the parameter
range of m ≥ 1 and α ≥ 0 between m+α > 43 and m+2α ≤
5
3 . Working under these weaker hypothesis,
however, the weak convergence statement for ∇cε is insufficient to pass to the limit in the integral
containing both gradient terms. Therefore, we will have to attain a strong convergence result for ∇cε
which we prepare with the following Lemma from [16].
Lemma 6.3.
Let m ≥ 1, α ≥ 0 be such that m+α > 43 and assume that n0, c0 and u0 comply with (1.8) and suppose
that S ∈ C2
(
Ω×[0,∞)2;R3×3
)
satisfies (1.3) with some S0 > 0. Then there exists a null set N ⊂ (0,∞)
such that the functions n, c and u obtained in Lemma 5.1 satisfy
1
2
∫
Ω
c2(·, T )−
1
2
∫
Ω
c20 +
∫ T
0
∫
Ω
|∇c|2 ≥ −
∫ T
0
∫
Ω
c2 +
∫ T
0
∫
Ω
nc for all T ∈ (0,∞) \N. (6.3)
Proof: This is precisely [16, Lemma 7.1]. The same lemma has also been used in the setting with
scalar sensitivity in [2, Lemma 6.3]. We will refrain from repeating the rather technical argumentation
concerning Steklov averages underlying the proof and refer the reader to [16] for details.
Relying on the spatio-temporal estimates of Section 4 and the inequality above we can now pass to
another subsequence along which ∇cε → ∇c in L
2 (Ω× (0, T )) holds as ε ց 0. Similar reasoning has
been employed in e.g. [25, Lemma 4.4] and [16, Lemma 7.2].
Lemma 6.4.
Let m ≥ 1, α ≥ 0 be such that m+α > 43 and assume that n0, c0 and u0 comply with (1.8) and suppose
that S ∈ C2
(
Ω×[0,∞)2;R3×3
)
satisfies (1.3) with some S0 > 0. Furthermore, denote by (εj)j∈N and
n, c, u the sequence and limit functions provided by Lemma 5.1. Then there exist a subsequence (εjk)k∈N
and a null set N ⊂ (0,∞) such that for each T ∈ (0,∞) \N the classical solution (nε, cε, uε) of (3.2)
satisfies
∇cε → ∇c in L
2 (Ω× (0, T )) as ε = εjk ց 0.
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Proof: With r ∈ (1, 2) as given by Lemma 4.3 we note that, due to the bounds presented in Lemmata
4.2 and 4.3, the nonnegativity of nε and the Ho¨lder and Young inequalities we have C > 0 satisfying∫ t+1
t
∫
Ω
|nεcε|
r ≤
∫ t+1
t
‖nε + ε‖
r
L
6r
6−r (Ω)
‖cε‖
r
L6(Ω) ≤
2− r
2
∫ t+1
t
‖nε + ε‖
2r
2−r
L
6r
6−r (Ω)
+
r
2
∫ t+1
t
‖cε‖
2
L6(Ω) ≤ C
for all t > 0 and all ε ∈ (0, 1). Since r > 1, we can combine the a.e. convergence of nεcε → nc in
Ω× (0,∞) as ε = εj ց 0, as implied by Lemma 5.1, with Vitali’s convergence theorem, to find that for
all T > 0 ∫ T
0
∫
Ω
nεcε →
∫ T
0
∫
Ω
nc as ε = εj ց 0.
Denoting by N1 ⊂ (0,∞) the null set given by Lemma 6.3 we see that by Lemma 5.1 there exists another
null set N2 ⊃ N1 and a subsequence (εjk)k∈N such that∫
Ω
c2ε(·, T )→
∫
Ω
c2(·, T ) for all T ∈ (0,∞) \N2 as ε = εjk ց 0.
Hence, for any such T ∈ (0,∞) \ N2, by testing the second equation of (3.2) by cε and making use of
Lemmata 6.3 and 5.1 we obtain∫ T
0
∫
Ω
|∇c|2 ≥ −
1
2
∫
Ω
c2(·, T ) +
1
2
∫
Ω
c20 −
∫ T
0
∫
Ω
c2 +
∫ T
0
∫
Ω
nc
= lim
εjkց0
(
−
1
2
∫
Ω
c2εjk
+
1
2
∫
Ω
c20 −
∫ T
0
∫
Ω
c2εjk
+
∫ T
0
∫
Ω
nεjk cεjk
)
= lim
εjkց0
∫ T
0
∫
Ω
|∇cεjk |
2,
which together with the fact that the norm in L2 (Ω× (0, T )) is weakly lower semicontinuous and the
weak convergence property in (5.6) implies that actually∇cε → ∇c in L
2 (Ω× (0, T )) as ε = εjk ց 0.
Finally, as a last step before proving Theorem 1.3, we can verify the Φ-supersolution property of Defi-
nition 2.1 for the choice of Φ(s) = (s + 1)m+2α−1 whenever m ≥ 1 and α ≥ 0 satisfy m + α > 43 and
m + 2α < 2. The restriction m + 2α < 2, however, is of no consequence for our Theorem, since for
m ≥ 1 and α ≥ 0 with m+α > 43 and m+2α ≥ 2 the existence of a global very weak solution is already
established by Theorem 1.1 in light of the fact that every weak solution is also a very weak solution.
Lemma 6.5.
Let m ≥ 1, α ≥ 0 satisfy m + α > 43 and m + 2α < 2. Assume that n0, c0, u0 comply with (1.8) and
suppose that S ∈ C2
(
Ω×[0,∞)2;R3×3
)
fulfills (1.3) with some S0 > 0. Moreover, denote by n, c, u the
limit functions provided by Lemma 5.1 and let Φ(s) := (s + 1)m+2α−1 for s ≥ 0. Then n is a global
Φ–supersolution of (1.4) in the sense of Definition 2.1.
Proof: Because of m + 2α < 2 and α ≥ 0 we clearly have m + α ≤ 2 and we may hence draw on the
special case convergences discussed in Lemma 5.1, i.e. (5.11)–(5.16). With Φ(s) := (s + 1)m+2α−1 for
s ≥ 0, we find that the regularity requirements demanded by Definition 2.1 were already obtained in
Lemma 5.1. In particular, we find that the conditions concerning n contained in (2.2) are implied by
(5.12), (5.14), (5.13) together with (5.15), (5.16), (5.11) and (5.13), respectively, where we also used the
fact that n(n+1)
α−1
(1+n)α ∈ L
∞
loc
(
Ω×[0,∞)
)
. What remains is the verification of (2.3). We pick an arbitrary
nonnegative test function ϕ ∈ C∞0
(
Ω×[0,∞)
)
satisfying ∂ϕ∂ν = 0 on ∂Ω×(0,∞) and then fix T > 0
such that ϕ ≡ 0 in Ω × (T,∞). Keeping in mind that m + 2α < 2, we multiply the first equation of
(3.2) with (m+ 2α− 1)(nε + 1)
m+2α−2ϕ, integrate by parts and rewrite some terms to obtain that
−
∫ T
0
∫
Ω
(nε + 1)
m+2α−1ϕt −
∫
Ω
(n0 + 1)
m+2α−1ϕ(·, 0)
= m(m+ 2α− 1)(2− (m+ 2α))
∫ T
0
∫
Ω
∣∣(nε + 1)m+2α−32 (nε + ε)m−12 ∇nε∣∣2ϕ
−
m(m+ 2α− 1)
m+ α− 1
∫ T
0
∫
Ω
(nε + 1)
α(nε + ε)
m−1
(
∇(nε + 1)
m+α−1 · ∇ϕ
)
(6.4)
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−
(m+ 2α− 1)(2− (m+ 2α))
m+ α− 1
∫ T
0
∫
Ω
(nε + 1)
α−1nε
(1 + εnε)3
(
∇(nε + 1)
m+α−1 · Sε(·, nε, cε)∇cε
)
ϕ
+ (m+ 2α− 1)
∫ T
0
∫
Ω
(nε + 1)
m+α−1 (nε + 1)
α−1nε
(1 + εnε)3
(
Sε(·, nε, cε)∇cε · ∇ϕ
)
+
∫ T
0
∫
Ω
(nε + 1)
m+2α−1(uε · ∇ϕ)
holds for all ε ∈ (0, 1). Making use of (1.3) we find that
∣∣ (nε+1)α−1nε
(1+εnε)3
Sε
∣∣ ≤ S0 for all ε ∈ (0, 1). Since
moreover, (nε+1)
α−1nε
(1+εnε)3
Sε(·, nε, cε)→ (n+ 1)
α−1nS(·, n, c) a.e. in Ω× (0,∞) as εց 0 we find that
(nε + 1)
α−1nε
(1 + εnε)3
Sε(·, nε, cε)∇cε → (n+ 1)
α−1nS(·, n, c)∇c in L2 (Ω× (0, T )) as ε = εjk ց 0,
in light of Lemma 6.4 and [21, Lemma 10.4]. Combining this strong convergence with (5.11) and (5.13)
entails that∫ T
0
∫
Ω
(nε + 1)
m+α−1 (nε + 1)
α−1nε
(1 + εnε)3
(
Sε(·, nε, cε)∇cε · ∇ϕ
)
→
∫ T
0
∫
Ω
(n+ 1)m+2α−2n
(
S(·, n, c)∇c · ∇ϕ
)
and
−
∫ T
0
∫
Ω
(nε + 1)
α−1nε
(1 + εnε)3
(
∇(nε + 1)
m+α−1 · Sε(·, nε, cε)∇cε
)
ϕ
→ −
∫ T
0
∫
Ω
(n+ 1)α−1n
(
∇(n+ 1)m+α−1 · S(·, n, c)∇c
)
ϕ
as ε = εjk ց 0, respectively. Moreover, relying on (5.12), (5.13), (5.15) and (5.16) we obtain that
−
∫ T
0
∫
Ω
(nε + 1)
m+2α−1ϕt → −
∫ T
0
∫
Ω
(n+ 1)m+2α−1ϕt,
−
∫ T
0
∫
Ω
(nε + 1)
α(nε + ε)
m−1
(
∇(nε + 1)
m+α−1 · ∇ϕ
)
→ −
∫ T
0
∫
Ω
(n+ 1)αnm−1
(
∇(n+ 1)m+α−1 · ∇ϕ
)
∫ T
0
∫
Ω
(nε + 1)
m+2α−1(uε · ∇ϕ)→
∫ T
0
∫
Ω
nm+2α−1(u · ∇ϕ)
as ε = εjk ց 0. Lastly, we depend on the lower semicontinuity of the norm in L
2 (Ω× (0, T )) with
respect to weak convergence to conclude from (5.14) that
lim inf
εjkց0
∫ T
0
∫
Ω
∣∣(nε + 1)m+2α−32 (nε + ε)m−12 ∇nε∣∣2ϕ ≥
∫ T
0
∫
Ω
∣∣(n+ 1)m+2α−32 nm−12 ∇n∣∣2ϕ.
Uniting the statements above with (6.4) and the fact that m+ 2α < 2 entails that
−
∫ ∞
0
∫
Ω
(n+ 1)m+2α−1ϕt −
∫
Ω
(n0 + 1)
m+2α−1ϕ(·, 0)
≥ m(m+ 2α− 1)(2− (m+ 2α))
∫ ∞
0
∫
Ω
∣∣(n+ 1)m+2α−32 nm−12 ∇n∣∣2ϕ
−
m(m+ 2α− 1)
m+ α− 1
∫ ∞
0
∫
Ω
(n+ 1)αnm−1
(
∇(n+ 1)m+α−1 · ∇ϕ
)
−
(m+ 2α− 1)(2− (m+ 2α))
m+ α− 1
∫ ∞
0
∫
Ω
(n+ 1)α−1n
(
∇(n+ 1)m+α−1 · S(·, n, c)∇c
)
ϕ
+ (m+ 2α− 1)
∫ ∞
0
∫
Ω
(n+ 1)m+2α−2n
(
S(·, n, c)∇c · ∇ϕ
)
+
∫ ∞
0
∫
Ω
(n+ 1)m+2α−1(u · ∇ϕ),
where we used that ϕ ≡ 0 in Ω× (T,∞). It can easily be checked, that this is an equivalent formulation
of (2.3) for our choice Φ(s) ≡ (s+ 1)m+2α−1, which thereby completes the proof.
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The previous lemma at hand, we can conclude Theorem 1.3 in a straightforward manner.
Proof of Theorem 1.3: The existence of a global very weak solution for m ≥ 1 and α ≥ 0 satisfying
m+2α > 53 is already established in light of Theorem 1.1, since any global weak solution is also a global
very weak solution for the choice Φ(s) ≡ s. So that clearly, we can restrict ourselves to verifying the
Φ–supersolution property of Definition 2.1 for m ≥ 1, α ≥ 0 satisfying m+ α > 43 and m+ 2α ≤
5
3 . In
this case Lemma 6.5 is applicable and therefore, an evident combination of Lemmata 6.1 and 6.5 with
the regularity information presented in Lemma 5.1 completes the proof.
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