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Abstract—As a collection of 3D points sampled from surfaces of
objects, a 3D point cloud is widely used in robotics, autonomous driving
and augmented reality. Due to the physical limitations of 3D sensing
devices, 3D point clouds are usually noisy, which influences subsequent
computations, such as surface reconstruction, recognition and many
others. To denoise a 3D point cloud, we present a novel algorithm,
called weighted multi-projection. Compared to many previous works on
denoising, instead of directly smoothing the coordinates of 3D points, we
use a two-fold smoothing: We first estimate a local tangent plane at each
3D point and then reconstruct each 3D point by weighted averaging of its
projections on multiple tangent planes. We also provide the theoretical
analysis for the surface normal estimation and achieve a tighter bound
than in a previous work. We validate the empirical performance on
the dataset of ShapeNetCore and show that weighted multi-projection
outperforms its competitors in all nine classes.
Index Terms—3D point cloud, manifold, graph, normal vector, projec-
tion
I. INTRODUCTION
With the rapid development of 3D sensing techniques and image-
based 3D reconstruction techniques, 3D points are increasingly used
in robotics, autonomous driving, augmented reality, computer-aided
shape design and many other practical tasks involving objects or
environment reconstruction [1]–[3].
3D point clouds are usually obtained from two approaches: 3D
scanning devices and image-based 3D reconstruction [4], [5]. Both
approaches introduce noise. For example, 3D scanners suffer from
measurement noise, especially around edges or corners of objects;
image-based 3D reconstruction often fails to manage matching
ambiguities or image imperfection [6]. Noise not only makes the
reconstructed surface lose fine details and deforms the underlying
manifold structure but it also impairs subsequent geometry processing
and computation, such as compression, segmentation, registration and
recognition [7]. However, 3D point cloud denoising is challenging;
1D time series and 2D images support on grids, a 3D point cloud is
usually a set of unordered points scattered in the 3D space without
any connectivity or topology information.
To tackle the problem of 3D point cloud denoising, we propose
a novel algorithm, called weighted multi-projection (WMP), which
includes three modules, graph construction, tangent plane estimation,
and reconstruction from multiple projections. We first construct a
graph based on the 3D coordinates of points; this graph captures
the local and global geometric structures of the underlying manifold.
Based on the graph, we then estimate the local tangent planes for
all the points, which approximates the surface from which the points
are sampled. After that, a multi-projection procedure is followed by
weighted averaging. The intuition behind this algorithm is to use the
tangent planes to remove the orthogonal component of noise. We
further show a theoretical bound for the estimation error of surface
normals in the 2D case, which is proved to be a tighter bound
(a) Noise-free point cloud. (b) Noisy point cloud.
(c) Bilateral filter. (d) Graph-based filter.
(e) PDE-based filter. (f) Proposed WMP.
Fig. 1: The proposed WMP produces a cleaner and smoother mesh
reconstruction compared to its competitors. Plots (a) and (b) show
the mesh reconstructed from noiseless point cloud and noisy point
cloud, respectively. Plots (c)-(f) show the meshes reconstructed from the
denoised point cloud produced by different algorithms.
comparing with [8] and show that the multiple-projection strategy is
better than the one-time projection strategy. To validate the empirical
performance, we also test the proposed algorithm on the real dataset
of ShapeNetCore. The experimental results show that our algorithm
outperforms other algorithms in all nine categories.
Related Work. 3D point cloud denoising has been tackled
by various approaches: mesh-based denoising, bilateral-filter-based
denoising, partial-differential-equation-based denoising and graph-
based denoising. Most mesh-based denoising algorithms use meshes
constructed from 3D points as the input [9], [10]. Since mesh
construction algorithms are time-consuming and are sensitive to
noise [11], researchers have explored algorithms to directly deal with
3D point clouds. The authors in [11] adapt the bilateral filter (BF)
from mesh denoising [12], [13] and implement it to denoise point
clouds. However, mesh-based algorithms are not fully transferable
and causes unavoidable shrinkage and deformation [14]. Partial
differential equations (PDE) are widely used in image and mesh
denoising [15]; they have been extended to 3D point cloud denois-
ing [16], [17]; however, PDE-based denoising algorithm cause local
over-smoothing [15]. Graph-based denoising (GBD) algorithms have
received increasing attention because the Laplace-Beltrami operator
of manifolds can be approximated by the graph Laplacian [18];
however, a constructed graph is also noisy and cannot reflect the
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true manifold. In practice, graph signal denoising algorithms cause
clustering and deformation issues [19].
Note that we also use the graph structure to capture the local
geometric structure. Instead of using the graph to denoise directly,
like those classical graph-based algorithms, we use the graph structure
to estimate the tangent planes and use the estimated tangent planes
to denoise. This two-fold smoothing process ease the clustering and
deformation issues.
II. 3D POINT CLOUD DENOISING ALGORITHM
The proposed point cloud denoising algorithm consists of three
modules: graph construction, tangent plane estimation and weighted
projection. (1) We first construct a graph based on 3D coordinates of
a point cloud. The graph is used to capture the geometric structure
of the point cloud. (2) Based on this graph structure, we estimate
a tangent plane at each point to locally approximate the underlying
manifold. (3) We then project each point onto its own tangent plane
and its neighboring points’ tangent planes, called the multi-projection.
We finally obtain the denoised points by weighted averaging of the
coordinates of all the projections. The key component of the proposed
algorithm is the tangent plane.
Problem Setting. Let S = {p˜i ∈ R3 | i = 1, ..., N} be a noisy
3D point cloud, where N is the total number of points in S, and each
element p˜i = [xi, yi, zi]T is the noisy coordinate vector of the ith
point. Note that p˜i = pi + ni, where pi is the noiseless coordinate
vector of the ith point and ni is the noise vector attached to the
ith point. Since 3D point clouds are sampled from smooth surfaces,
they are essentially 2D manifolds embedded in the 3D space. These
smooth surfaces can be locally approximated by tangent planes. We
thus use the tangent planes to remove noise.
Theorem 1: Let T be the tangent plane associated with the noiseless
point p; t be the projection of a noisy point p˜ on T . Then,
‖t− p‖22 ≤ ‖p˜− p‖22 .
The proof is obtained from the projection theorem [20]. The pro-
jection on the tangent plane removes the orthogonal component of
noise. Inspired by this, we aim to estimate tangent planes from noisy
points and project noisy points on the estimated tangent planes to
obtain denoised points.
Graph Construction. To capture the local and global geometric
structure of a point cloud, we construct a graph G whose nodes are
3D points and edges are proximities of points. Here we build an -
nearest neighbor (-NN) graph. The ith and jth points are connected
by an edge when the Euclidean distance between p˜i and p˜j is smaller
than the pre-defined . We then construct a weighted adjacent matrix
W ∈ RN×N , whose elements are defined as
Wij =
{
1
Zi
exp(− ‖p˜i−p˜j‖22
2σ2
) if ‖p˜i − p˜j‖22 ≤ ,
0 otherwise,
where the normalization term is Zi =∑N
j=1 exp(−‖p˜i − p˜j‖22/
(
2σ2
)
), with hyperparameters σ and
 controlling the decay rate. Let Ni be the neighboring set for the
ith point, containing all the neighboring points that connect to the
ith point, Ni = {j |Wij 6= 0}.
Tangent Plane Estimation. Based on the constructed graph, we
estimate the local tangent plane at each 3D point. Let Ti = {t ∈
R3|aTi t = ci} be the tangent plane at the ith point, where ai ∈ R3
is the normal vector, ci ∈ R is the intercept of plane Ti and t is the
point on the plane Ti. Following the work in [21], we can obtain ai
and ci by minimizing the sum of weighted square distances from all
the points in Ni to Ti,
ai , ci = arg min
a,c
∑
j∈Ni
Wij
(
aT p˜j − c
)2
,
s.t. ‖ai‖22 = 1.
We can show that the normal vector ai is simply the normalized
eigenvector corresponding to the smallest eigenvalue of the weighted
covariance matrix M˜i ∈ R3×3 defined as follows,
M˜i =
∑
j∈Ni
Wijp˜jp˜
T
j − pipTi , (1)
with pi =
∑
j∈Ni Wijp˜j . Once we obtain the normal vector ai, the
intercept is calculated as ci = aTi pi.
Weighted Multi-Projection. As shown earlier, we can use the
projection to remove noise. Let T˜i be the estimated tangent plane
associated with the ith point p˜i and t be the point on the plane. We
define the denoised point p̂i as follows:
p̂i = arg min
t∈T˜i
‖p˜i − t‖22, (2)
which is called the one-time projection. Based on the geometry, we
know that p̂i is the projection of point p˜i onto the estimated tangent
plane T˜i and we have
p̂i = p˜i − aTi p˜iai + ciai.
Note that the tangent plane T˜i used in (2) is not the ground-
truth tangent plane Ti and the neighboring points are not guaranteed
to be on a same plane due to the sampling density and local
curvature, which could influence the denoising performance. Since
the neighboring points share similar geometry information [14], the
tangent planes of neighboring points are inherently similar; thus, we
can project each point to its neighbors’ tangent planes and average
the multiple projections to obtain the denoised point. For the ith point
p˜i, we project it onto all of its neighbors’ tangent planes,
t
(i)
j = arg min
t∈T˜j
‖p˜i − t‖22, j ∈ Ni.
We then obtain the denoised point p̂i by minimizing the weighted
sum of distance from p̂i to tj as,
p̂i = arg min
p
∑
j∈Ni
Wij‖p− t(i)j ‖22. (3)
The solutions is simply p̂i =
∑
j∈Ni Wijt
(i)
j . The proposed WMP
algorithm for a given noisy point p˜i ∈ S is summarized up in
Algorithm 1.
Computational Cost. For a point cloud with N points, the
computational complexities for graph construction and tangent plane
estimation are O(N logN). The projection and weighted summation
take O(kN) time, where k is the average neighbors of each point de-
cided by  in the -NN graph. In total, our computational complexity
is O(N(logN + k)).
III. THEORETICAL ANALYSIS
In this section, we show the theoretical performance of the pro-
posed WMP. For the simplicity, We just show a 2D case, where 2D
points lies along a semicircle. We could generalize the results to 3D
point clouds by replacing a semicircle to a sphere, which is left for
future works.
Let a set of N 2D points be uniformly sampled from a semicircle
centered at the center [0 , r] with radius r. The ith point in a noiseless
point cloud is
pi =
[
xi
yi
]
=
[
r sin θi
r − r cos θi
]
,
Algorithm 1 Weighed multi-projection (WMP)
Input: A noisy point cloud S = {p˜i},
A hyperparameter -NN graph construction in 
Output: A denoised point cloud Ŝ
Construct -NN graph and calculate weight matrix W
for p˜i ∈ S do
Ni ← neighbors of p˜i defined by 
pi ←
∑
j∈Ni Wijp˜j
M˜i ←∑j∈Ni Wijp˜ip˜Tj − pipTi
ai ← arg minaT M˜ja, ‖a ‖ = 1
ci ← aTj pj ,
end for
for p˜i ∈ S do
t
(i)
j ← p˜i − aTj p˜iaj + cjaj
p̂i ←∑j∈Ni Wijt(i)j
end for
!
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Fig. 2: The red dots represent the points sampled from a semicircle
centered at pc = [0 , r] with radius r. The coordinate of point pi
is represented as [xi , yi], −N ≤ i ≤ N ; p0 = [0 , 0] is the origin
point. The blue lines T0 and Ti denote the tangent lines for point
p0 and pi, respectively. The tangent lines are reconstructed based
on their neighboring points. The length of the double arrows line is
, representing the distance between neighboring points. The green
point on the tangent lines p(i)0 represents the projection of point p0
onto tangent line Ti. We use the angel θi to locate the position of
points.
and the corresponding noisy point is
p˜i =
[
x˜i
y˜i
]
=
[
r sin θi + nx,i
r − r cos θi + ny,i
]
,
where θi = i/r is the interval angle with  a constant representing
the interval distance between two points, nx,i and ny,i are the x and
y components of noise and i ∈ [−N , N ]. Following this, we have
two properties:
1) The derivative at origin point p0 = [0 , 0] is 0 and the normal
vector at point P is [0 , 1]T .
2) The curvature of all the sampled points is κ = 1/r.
Let M0, M˜0 ∈ R2×2 be the covariance matrices of the noiseless
point p0, and the noisy point p˜0 respectively, Following the definition
in (1), we have
M0 =
1
(2N + 1)
[ ∑N
j=−N x
2
j
∑N
j=−N xjyj∑N
j=−N xjyj
∑N
j=−N y
2
j
]
=
[
m11 m12
m12 m22
]
,
M˜0 =
1
(2N + 1)
[ ∑N
j=−N x˜
2
j
∑N
j=−N x˜j y˜j ,∑N
j=−N x˜j y˜j
∑N
j=−N y˜
2
j
]
=
[
m˜11 m˜12
m˜12 m˜22
]
.
Let a, â be the ground-truth normal vector at point p0, and the
estimated normal vector at point p˜0, respectively. We can bound
the error of the surface normal estimation based on Davis-Kahan
Theorem [22].
Theorem 2: Let θ be the angle difference between the ground-truth
normal vector a˜ and the estimated normal vector a. Then,
| sin θ| ≤ |m˜12|+ |m˜22 −m22|
m11
.
We omit the proof here due to space constraints. The previous work
on surface normal estimation [21] considers noise is added to y axis
and the error bound θ is
|θ| ≤ |m˜12|+ m˜22
m11
.
Compared to this bound, we assume that noise is added to both x
and y axes and our bound is tighter when the SNR of a noisy signal
is higher than 0.
We now show that the multi-projection (3) is theoretically better
than the one-time projection (2).
Theorem 3: Let p0 = [0, 0] be the origin point. Let p̂o and p̂m be
the reconstructions of p0 based on the one-time projection (2) and
the multi-projection (3), respectively. Then, we have
eo(L, κ) = ‖p̂o − p0‖2 =
1
κ
(1− sin(Lκ)
Lκ
),
em(L, κ) = ‖p̂m − p0‖2 =
1
κ
(
1
2
sin 2(Lκ)
2(Lκ)
+
1
2
− sin
2(Lκ)
(Lκ)2
),
where L = N > 0 and κ = 1/r > 0, representing the curvature at
point p0.
Fig. 3 compares errors of one-time-projection eo(L, κ) and multi-
projection em(L, κ) for a fixed κ = 1 and a fixed L = 1, respectively.
Both projection strategies produce zero error when L → 0 or
κ → 0, but the proposed multi-projection achieves lower bound for
both cases; the multi-projection is more robust than the one-time-
projection because the value of em(L, κ) varies much smoother than
eo(L, κ) for L→ 0 or κ→ 0.
Fig. 3: The multi-projection is better than the one-time projection.
Left figure shows the errors of two strategies with a fixed curvature
κ = 1. Right figure shows the errors of two strategies with a fixed
L = 1. In both, multi-projection produces smaller error and changes
more slowly near to zero.
IV. EXPERIMENTAL RESULTS
Dataset. We evaluate our algorithm on the dataset in ShapeNet-
Core, which contains 55 manually verified common object categories
with more than 50,000 clean 3D mesh models [23]. We first choose
nine categories and randomly select 50 items in each category. Then
we sample points from the surfaces of these 3D models with Poisson-
disk sampling algorithm [24] and rescale the points into a unit
cube centered at the origin. We add Gaussian noise to construct
noisy point clouds. We compare the proposed WMP with the state-
of-the-art denoising algorithms, including BF algorithm [11], GDB
algorithm [25], PDE algorithm [16] and Non-local Denoising (NLD)
algorithm [14]. For each of these algorithms, we tune the parameters
to produce its own best performance.
Results and Analysis. To quantify the performance of different
algorithms, we the following metrics: signal-to-noise ratio (SNR)
defined as,
SNR(S1,S2) = 20 log
( ∑pi∈S1 ||pi||22∑
pi∈S1,qi∈S2 ||pi − qi||22
)
;
mean squared error (MSE) defined as,
MSE(S1,S2) = 1
N
∑
pi∈S1,qi∈S2
||pi − qi||22;
Chamfer distance (CD) defined as,
CD(S1,S2) = 1
N
( ∑
pi∈S1
min
qj∈S2
||pi − qj ||22
+
∑
qi∈S2
min
pj∈S1
||qj − pi||22
)
,
where S1 and S2 represent the denoised point cloud and original point
cloud, respectively, pi and qi represent the coordinates of points and
N is the total number of points.
Figs. 4, 5 and 6 show the denoising performances in nine
categories evaluated by SNR, MSE and CD (mean and standard
deviation for 50 items in each category), respectively. We see that the
proposed WMP outperforms its competitors in all nine categories;
all algorithms perform slightly worse on chair and sofa datasets,
because chair and sofa contain more sharp edges compared with
other categories. Fig. 1 visualizes the denoising performances of
a noisy sofa from different algorithms. We construct meshes from
a noisy point cloud and its denoised versions by Poisson surface
reconstruction algorithm with same parameters in MeshLab [26]. We
see that the proposed algorithm outperforms its competitors in all
categories of point clouds by all evaluation metrics (SNR, MSE and
CD).
Fig. 4: The proposed WMP (in red) outperforms its competitors in
terms of SNR. The denoised point clouds produced by WMP contain
higher original signal intensity compared to the denoised point clouds
produced by other algorithms.
Fig. 5: The proposed WMP (in red) outperforms its competitors
in terms of MSE. The denoised point clouds produced by WMP
stay point-wise closer to the noiseless point clouds compared to the
denoised point clouds produced by other algorithms.
Fig. 6: The proposed WMP (in red) outperforms its competitors in
terms of CD. The denoised point clouds produced by WMP are closer
to the original point clouds or the manifolds point clouds are lying on
compared to the denoised point clouds produced by other algorithms.
V. CONCLUSIONS
We proposed a novel algorithm for 3D point cloud denoising by
averaging the projections from multiple tangent planes. We analyzed
the error of estimated normal vector and achieve a tighter bound com-
pared to a previous work. We also showed that the multi-projection is
more robust than the one-time projection. We validate the proposed
algorithm on real datasets and compared with other 3D point cloud
denoising algorithms and show that our algorithm outperforms its
competitors in all nine categories for all three evaluation metrics.
APPENDIX
A. Davis Kahan theorem
Recall that if V, Vˆ ∈ Rp×d both have orthonormal columns, then
the vector of d principal angels between their column spaces is give
by
(cos−1(σ1), · · · , cos−1(σd))T , (4)
where σ1 ≥ · · · ≥ σd are the singular values of Vˆ TV . Let Θ(Vˆ , V )
denote the d×d diagonal matrix whose jth diagonal entry is the jth
principal angle, and let sin Θ(Vˆ , V ) be defined entrywise.
Davis Kahan theorem: Let Σ, Σˆ ∈ Rp×p be symmetric, with
eigenvalus λ1 ≥ · · · ≥ λp and λˆ1 ≥ · · · ≥ λˆq respectively.
Fix 1 ≤ r ≤ s ≤ p, let d := s − r + 1, and let V =
(vr,vr+1, · · · ,vs) ∈ Rp×d and Vˆ = (vˆr, vˆr+1, · · · , vˆs) ∈ Rp×d
have orthonormal columns satisfying Σvj = λjvj and Σˆvˆj = λˆj vˆj
for j = r, r + 1, · · · , s. If δ := inf{|λˆ − λ| : λ ∈ [λs, λr], λˆ ∈
(−∞, λˆs−1] ∪ [λˆr+1,∞)} > 0, where λˆ0 := −∞ and λˆp+1 :=∞,
then
‖ sin Θ(Vˆ , V )‖F ≤ ‖Σˆ− Σ‖F
δ
. (5)
Frequently in applications, we have r = s = j, in which case we
can conclude that
| sin Θ(vˆj ,vj)| ≤ ‖Σˆ− Σ‖op
min(|λˆj−1 − λj |, |λˆj+1 − λj |)
(6)
B. Covariance Matrix For Noise-free Point Cloud
For the noise-free point cloud based on the model in Sec. III, we
have
pi =
[
xi
yi
]
=
[
r sin θi
r − r cos θi
]
,
and the mean values of coordinates of the sampled points are as
follows,
x¯ = 0,
y¯ = r(1− sinα
α
),
α =
N
r
.
(7)
To simplify the analysis, let
y(i) = y(i)− y¯, yn(i) = yn(i)− y¯.
The covariance matrix for origin point p0 is
Mo =
N∑
j=−N
(
[
x(j)
y(j)
]
−
[
x¯
y¯
]
)(
[
x(j)
y(j)
]
−
[
x¯
y¯
]
)T
=
N∑
j=−N
[
x(j)
yr(j)
] [
x(j) y(j)
]
=
[
m11 m12
m12 m22
]
=
[
m11 0
0 m22
]
.
(8)
Since we know 0 < α < pi
2
, we know m11 > m12. The eigenvalues
of this matrix is λ1 = m11, λ2 = m22. The corresponding
eigenvectors are v1 = [1 0], v2 = [0 1].
C. Covariance Matrix For Noisy Point Cloud
For the noisy point cloud, we have
p˜i =
[
x˜i
y˜i
]
=
[
r sin θi + nx,i
r − r cos θi + ny,i
]
.
The covariance matrix for point p˜0 is
M˜o =
N∑
j=−N
(
[
xn(j)
yn(j)
]
−
[
x
y
]
)(
[
xn(j)
yn(j)
]
−
[
x¯
y¯
]
)T
=
N∑
j=−N
[
xn(j)
yn(j)
] [
xn(j) yn(j)
]
=
[
m˜11 m˜12
m˜12 m˜22
]
.
(9)
D. Error Estimation
Based on Davis Kahan Theorem, we still have
| sin Θ(vˆj ,vj)| ≤ ‖Σˆ− Σ‖op
m11
, (10)
where Σˆ = Mˆc and Σ = Mc. We know
Σˆ− Σ =
[
0 mˆ12
m˜12 m˜22 −m22
]
,
∴ | sin(θ)| ≤ |m˜12|+ |m˜22 −m22|
m11
(11)
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