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TRANSVERSE FULLY NONLINEAR EQUATIONS ON SASAKIAN
MANIFOLDS AND APPLICATIONS
KE FENG AND TAO ZHENG
Abstract. We prove a priori estimates for a class of transverse fully nonlinear equations on
Sasakian manifolds and give some geometric applications such as the transversion Calabi-Yau
theorem for transverse balanced, (strongly) Gauduchon metrics. We also explain that similar
results hold on compact oriented, taut, transverse Hermitian foliated manifold of complex co-
dimension n, and give some geometric applications such as Calabi-Yau theorems for transverse
Hermitian, Gauduchon metrics.
1. Introduction
Sasakian manifold was first introduced by Sasaki [55] in 1960s. It is the odd dimension counter-
part of Ka¨hler manifold, just as the contact manifolds is substitutes for symplectic manifolds.
Sasakian manifold has received a lot of attention because it is the natural intersection of CR,
contact and Riemannian geometry, and plays a very important role in Riemannian & algebraic
geometry and in Physics. Sasakian manifolds first appeared in String theory in [48]. Sasaki-
Einstein metric is useful in Ads/CFT correspondence (see the detailed survey paper [58] the
references therein). Boyer-Galicki [8] includes a series of papers and references about various
differential geometric aspects of Sasakian manifolds. We can find transverse counterparts on
Sasakian manifolds of the famous results in Ka¨hler manifolds, such as the transverse Calabi-
Yau theorem [25] (see also [7, 56]), the existence of canonical metrics on Sasakian manifolds
[29], Sasaki-Einstein metrics and K-(semi-)stability on Sasakian manifolds [17, 19], the Frankel
conjecture on Sasakian manifolds [39, 40], the Uhlenbeck-Yau theorem [69] about the existence
of Hermitian-Einstein structure [3], foliated Hitchin-Kobayashi correspondence [2], and the geo-
metric pluripotential theory [38] on Sasakian manifolds. There are also many other results about
Sasakian manifolds in [6, 32, 49, 10, 30] and references therein.
Motivated by El Kacimi-Alaoui [25], we consider a class of transverse fully nonlinear equations on
a compact Sasaki manifold (M,φ, ξ, η, g) with dimRM = 2n+1 (n ≥ 2) and ω† = 12dη = g(φ·, ·)
as its transverse Ka¨hler form. Note that ω† determines uniquely a transverse Ka¨her metric
g† := ω†(·, φ·) and hence we will not distinguish the two terms in the following. All the terms
in this section can be found in Section 2.
Let us fix a basic real (1, 1) form β†. Then for any basic function u ∈ C2B(M,R), we define a
new basic real (1, 1) form
(1.1) h† = β† + ∂B∂Bu,
and get a transverse Hermitian endomorphism of (ν(Fξ), I) with respect to σ∗g denoted, here
and hereafter, by A†,u, where ν(Fξ) is the normal bundle of the foliation Fξ and σ and I are
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given by (2.3) and (2.20). That is, there holds
g† (φ (A†,u(σ(W ))) , σ(V )) = h†(σ(W ), σ(V )), ∀W, V ∈ Γ(ν(Fξ)),
where Γ(•) is the set of smooth sections of the vector bundle •.
We consider the equations for the basic function u ∈ C2B(M,R) defined by
(1.2) F (A†,u) = ψ
for a given basic function ψ ∈ C∞B (M,R), where F (A†,u) is a smooth symmetric function of the
eigenvalues (λ1, · · · , λn) of the map A†,u. We denote it by
(1.3) F (A†,u) = f(λ1, · · · , λn).
We suppose that f is defined in an open symmetric cone Γ $ Rn, with vertex at the origin. We
also assume that Γ ⊃ Γn := {(x1, · · · , xn) ∈ Rn : xi > 0, 1 ≤ i ≤ n} . For example, we can take
(see [59]) Γ as the standard k-positive cone Γk ⊂ Rn which are defined by
Γk := {x ∈ Rn : σi(x) > 0, i = 1, · · · , k}, 1 ≤ k ≤ n,
where σi is the i
th elementary symmetric polynomial defined on Rn given by
σi(x) =
∑
1≤j1<···<ji≤n
xj1 · · · xji , ∀ x = (x1, · · · , xn) ∈ Rn, 1 ≤ i ≤ n.
In addition, f satisfies
(1) f is a concave function and fi := ∂f/∂λi > 0 for any i = 1, · · · , n;
(2) there holds sup∂Γ f < infM h, where
sup
∂Γ
f := sup
λ′∈∂Γ
lim sup
Γ∋λ→λ′
f(λ);
(3) for any σ with σ < supΓ f and λ ∈ Γ, we have
lim
t→+∞ f(tλ) > σ.
Assumption (3), together with the concavity of f , yields that (see for example [9])
(1.4)
n∑
i=1
fiλi ≥ 0.
Definition 1.1. Let (M,φ, ξ, η, g) be a Sasakian manifold with dimRM = 2n + 1 (n ≥ 2) and
ω† = 12dη = g(φ·, ·) as its transverse Ka¨hler form. Then a basic function u ∈ C∞B (M,R) is called
a transverse C-subsolution of (1.2) if at each point p, the set
(1.5)
(
λ
(
A†,u
)
+ Γn
) ∩ ∂Γψ(p)
is bounded. Here and hereafter, λ(A) denotes the n-tuple of eigenvalues of A, and Γσ is a convex
set given by
Γσ := {λ ∈ Γ : f(λ) > σ}.
A basic function u ∈ C∞B (M,R) is called transverse admissible if λ
(
A†,u
) ∈ Γ.
Note that a transverse C-subsolution need not to be transverse admissible.
Theorem 1.1. Suppose the basic function u ∈ C∞B (M,R) is a solution to (1.2) with supM u = 0,
and that the basic function u ∈ C∞B (M,R) is a transverse C-subsolution to (1.2). There exists a
uniform constant C depending only on η, g, ω† and u such that
(1.6) ‖u‖C2,α(M,g) ≤ C, 0 < α < 1.
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Let us consider some applications.
Corollary 1.2. Let (M,φ, ξ, η, g) be a compact Sasakian manifold with dimRM = 2n+1 (n ≥ 2)
and ω† = 12dη = g(φ·, ·) as its strictly transverse Ka¨hler form, and let ωh be a strictly transverse
k-positive basic real (1, 1) form, i.e., the n-tuple λ(ωh) of eigenvalues of ωh with respect to ω†
satisfies λ (ωh) ∈ Γk. Then given a basic function G ∈ C∞B (M,R), there exists a unique basic
function u ∈ C∞B (M,R) and unique constant b ∈ R such that the pair (u, b) solves the equation
(1.7)
(
ωh +
1
n− 1
[
(∆Bu)ω† −
√−1∂B∂Bu
])k ∧ ωn−k† ∧ η = eG+bωn† ∧ η,
where supM u = 0 and
ωh +
1
n− 1
[
(∆Bu)ω† −
√−1∂B∂Bu
]
is a strictly transverse k-positive basic real (1, 1) form.
In the Ka¨hler setup, this equation was first introduced by [41] with k = n, and solved by Tosatti
and Weinkove [67] for k = n (see [41] on the Ka¨hler manifolds with non-negative bisectional
curvature and [65] for Hermitian case) and by Sze´kelyhidi [61] for 1 ≤ k < n which answers a
question in [64].
We say that a transverse positive basic real (1, 1) form ̟† is transverse balanced if dB̟n−1† = 0,
transverse Gauduchon if ∂B∂B̟
n−1
† = 0 and transverse strongly Gauduchon if ∂B̟
n−1
† is ∂B-
exact. We give a geometric description of Corollary 1.2 when k = n which is a transverse
counterpart of [67].
Corollary 1.3. Let (M,φ, ξ, η, g) be a compact Sasakian manifold with dimRM = 2n+1 (n ≥ 2)
and ω† = 12dη = g(φ·, ·) as its transverse Ka¨hler form, and let ω0 be a transverse balance (resp.
transverse Gauduchon, resp. transverse strongly Gauduchon) metric and F ′ ∈ C∞B (M,R) .
Then there exists a unique constant b′ ∈ R and a unique transverse balance (resp. transverse
Gauduchon, resp. transverse strongly Gauduchon) metric
(1.8) ω˜n−1†,u := ω
n−1
0 +
√−1∂B∂Bu ∧ ωn−2†
for some smooth basic function u ∈ C∞B (M,R), solving the transverse Calabi-Yau equation
(1.9)
ω˜n†,u ∧ η
ωn† ∧ η
= eF
′+b′ .
This yields that given a representative Ψ† ∈ cBC,b1 (ν(Fξ)) (basic first Chern class), there exists a
unique transverse balance (resp. transverse Gauduchon, resp. transverse strongly Gauduchon)
metric defined as in (1.8) such that
(1.10) Ric(ω˜†,u) = Ψ†.
Next, let us consider the transverse Hessian and Hessian quotient equations
Corollary 1.4. Let (M,φ, ξ, η, g) be a compact Sasakian manifold with dimRM = 2n+1 (n ≥ 2)
and ω† = 12dη = g(φ·, ·) as its transverse Ka¨hler form, and let ωh be a strictly transverse k-
positive basic (1, 1) form. Then given a basic function G ∈ C∞B (M,R), there exists a unique
basic function u ∈ C∞B (M,R) and unique constant b ∈ R such that the pair (u, b) solves the
transverse Hessian equation
(1.11)
(
ωh +
√−1∂B∂Bu
)k ∧ ωn−k† ∧ η = eG+bωn† ∧ η,
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where supM u = 0 and
ωh +
√−1∂B∂Bu
is a strictly transverse k-positive basic (1, 1) form.
When k = n and ωh = ω†, this is solved by [25] (see also [7, 56]), which is a counterpart to
Yau [72] and means that given a Sasakian structure (φ, ξ, η, g) on M and a representation 12πρ
(a real basic (1, 1) form) of the first basic Chern class c1(ν(Fξ)), there exists a unique Sasakian
structure (φ˜, ξ, η˜, g˜) defined by (2.17), (2.18) and (2.19) and homologous to (φ, ξ, η, g) such that
Ric(g˜†) = ρ− dη˜, where Ric(g˜†) is given by (2.24) ([8, Theorem 7.5.20] for more details and [66]
for Hermitian case).
If 1 < k < n, then Corollary 1.4 is a odd dimensional version of Dinew and Ko lodziej [21] in the
Ka¨hler case.
Corollary 1.5. Let (M,φ, ξ, η, g) be a compact Sasakian manifold with dimRM = 2n+1 (n ≥ 2)
and ω† = 12dη = g(φ·, ·) as its transverse Ka¨hler form, and let ωh be a closed strictly transverse
k-positive basic (1, 1) form. Then there exists a basic function u ∈ C∞B (M,R) solving the general
transverse Hessian quotient equation
(1.12)
(
ωh +
√−1∂B∂Bu
)ℓ ∧ ωn−ℓ† ∧ η = c (ωh +√−1∂B∂Bu)k ∧ ωn−k† ∧ η, 1 ≤ ℓ < k ≤ n,
if
(1.13) kcωk−1h ∧ ωn−k† − ℓωℓ−1h ∧ ωn−ℓ†
is a strictly transverse positive basic (n− 1, n− 1) form, where
c =
∫
M ω
ℓ
h ∧ ωn−ℓ† ∧ η∫
M ω
k
h ∧ ωn−k† ∧ η
.
This is a counterpart to Sze´kelyhidi [61] (see also Song and Weinkove [57] for the case of ℓ =
n− 1, k = n whose solution is the critical point of the J-flow introduce by Donaldson [22] from
the point of view of moment amps, as well as Chen [11, 12] in his study of the Mabuchi energy,
and Fang, Lai and Ma [28] for the case of general ℓ and k = n) in the Ka¨hler case. Similarly,
the solution to (1.12) for ℓ = n− 1, k = n is the critical point of the transverse J-flow
∂
∂t
ω†(t) = −
√−1∂B∂B
(
ωh ∧ ω†(t)n−1 ∧ η
ωn† (t) ∧ η
)
, ω†(0) = ωh.
Furthermore, we can also propose a transverse parabolic flow for basic function u ∈ C∞B (M,R)
∂tu = F (A†,u)− ψ, u(0) = 0,
such that the solution to (1.2) is its critical point. This is a transverse version of Phong and Toˆ
[53] in Hermitian manifolds (cf.[18, 27, 26] in Ka¨hler manifolds).
If the Sasakian manifold M is regular, then its base space B of the Boothby-Wang foliation [5]
is a Hodge manifold (see [37, Theorem 4]), in which case the transverse fully nonlinear equations
in this paper can be reduced to the fully nonlinear equations on the base space B. However,
generally the base space B is very wild and has no any manifold structure, and hence it is
meaningful to consider transverse fully non-linear equations on Sasakian manifolds from this
viewpoint.
The paper is organized as follows. In section 2, we collect some basic concepts about (almost)
contact and Sasakian manifolds. In section 3, we give the uniform bounds of the solution
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u to (1.2). In section 4 and Section 5, we give the second and first order priori estimates
of the solution u to (1.2) respectively, and complete the proof of Theorem 1.1. In Section
6, as applications, we prove Corollary 1.4 and Corollary 1.5. In Section 7, we will explain
that our method works on a compact oriented, taut, transverse foliated manifold with complex
codimension n. In particular, we give a Calabi-Yau type theorem for the transverse Gauduchon
metric on such foliated manifolds.
The method in this paper is modified from the complex case [67, 65, 61, 62, 18]. For readers’
convenience, we give all the details in Sasakian setup and sketch in the compact oriented, taut,
transverse foliated manifold case.
Acknowledgements The second-named author thanks Professor Jean-Pierre Demailly, Valentino
Tosatti and Ben Weinkove for their invaluable directions, and Professor Chao Qian and Luigi
Vezzoni for the helpful discussions about foliation and Sasakian manifolds. Part of the work
was carried out when the second-named author was a post-doc in Institute Fourier supported
by the European Research Council (ERC) grant No. 670846 (ALKAGE) and hence he thanks
the institute for the hospitality.
2. Preliminaries
In this section, we collect some preliminaries about contact manifolds which will be used in the
following (see for example [8, 71]).
2.1. Almost Contact Manifolds. Let M be a manifold with dimRM = 2n + 1, and φ, ξ, η
be a tensor of type (1, 1), a vector field and a 1-form respectively. Then if φ, ξ and η satisfy
η(ξ) =1,(2.1)
φ2Z =− Z + η(Z)ξ, ∀Z ∈ X(M),(2.2)
then M is said to have an almost contact structure (φ, ξ, η), and is called an almost contact
manifold. For the almost contact structure (φ, ξ, η), it follows from [71, Proposition V-1.1 &
V-1.2] that
φ(ξ) = 0, rankφ = 2n, η(φ(Z)) = 0, ∀Z ∈ X(M),
and that M admits a Riemannian metric g such that
g(Z, ξ) = η(Z), g†(Y,Z) := g(φY, φZ) = g(Y,Z) − η(Y )η(Z), ∀Y, Z ∈ X(M).
We also define
ω†(Y,Z) := g†(φY,Z), ∀Y, Z ∈ X(M).
Since the vector field ξ is nowhere vanishing, it generates a 1 dimensional subbundle Lξ of
the tangent bundle TM . Hence, an almost contact manifold (M, φ, ξ, η) has a 1 dimensional
foliation Fξ which is called the characteristic foliation associated to Lξ. The 1 form η is called
the characteristic 1 form, and it defines a 2n dimensional vector bundle D, called horizontal
subbundle of TM, on M , where the fiber Dp of D is defined by
Dp := Kerηp, ∀ p ∈M.
Hence we get a decomposition of the tangent bundle TM given by
TM = D ⊕ Lξ,
and an exact sequence of vector bundles
0 −→ Lξ −→ TM π−→ ν(Fξ) −→ 0,
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where ν(Fξ) := TM/Lξ which is called the normal bundle of the foliation Fξ. There is a smooth
vector bundle isomorphism σ given by
(2.3) σ : ν(Fξ) −→ D
such that π ◦ σ = Idν(Fξ). It follows that φ induces a splitting
D ⊗R C = D1,0 ⊕D0,1,
where D1,0 and D0,1 are eigenspaces of φ with eigenvalues √−1 and −√−1, respectively. We
call (D, φ↾D) an almost CR structure.
A p form ̟ on M is called basic if
ιξ̟ = 0 and Lξ̟ = ιξd̟ = 0, ξ ∈ Γ(L),
where ιξ is the inner product defined by
(ιξ̟)(X1, · · · ,Xp−1) = ̟(ξ,X1, · · · ,Xp−1), ∀ X1, · · · ,Xp ∈ X(M),
and Lξ is the Lie derivative given by Lξ = ιξ ◦ d + d ◦ ιξ. Here we recall that d̟ is defined by
(d̟)(X1, · · · ,Xp+1) =
p+1∑
λ=1
(−1)λ+1Xλ(̟(X1, · · · , X̂λ, · · · ,Xp+1))(2.4)
+
∑
λ<µ
(−1)λ+µ̟([Xλ,Xµ],X1, · · · , X̂λ, · · · , X̂µ, · · · ,Xp+1)
for any fields X1, · · · ,Xp+1 ∈ X(M).
Note that a basic 0 form (i.e., basic function) means that a function u ∈ C1(M,R) satisfying
ξu ≡ 0.
Let
∧p
B denote the sheaf of germs of basic p forms, Ω
p
B := Γ(M,
∧p
B) the set of global sections of∧p
B, and C
k
B(M,R) the set of basic functions in C
k(M,R) with k ∈ N∗∪{∞}. Since the exterior
differential preserves basic forms, we set dB := d↾ΩpB
with d2B = 0. Note that Ω
p
B is C
∞
B (M,R)
module.
The manifoldM with dimRM = 2n+1 is said to have a contact structure and is called a contact
manifold if it carries a 1-form η with
(2.5) η ∧ (dη)n 6= 0
everywhere on M , and η is called a contact form on M . We know that (see for example [8,
Lemma 6.1.24]) there exists a unique vector field ξ such that
η(ξ) = 1, dη(ξ, Z) = 0, ∀Z ∈ X(M).
The vector field ξ is called the characteristic vector field or the Reeb vector field. For this
contact manifold M , there exists (see for example [71, Theorem V-2.1]) an almost contact
metric structure (φ, ξ, η, g) such that
(2.6) ω†(Y,Z) = g†(φY,Z) = g(φY,Z) =
1
2
dη(Y,Z), Y, Z ∈ X(M).
This structure (φ, ξ, η, g) is called contact metric structure associated to the contact form η,
and a manifold with such a structure is called contact metric manifold.
For a contact metric manifold (M, φ, ξ, η, g), we take
(2.7) dvolg :=
η ∧ ωn†
n!
=
1
2nn!
η ∧ (dη)n
6
as the Riemannian volume form. We define the transverse Hodge star operator ∗† in term of
the usual Hodge star operator ∗ by (see for example [8, Formula (7.2.2)])
(2.8) ∗† : ΩpB → Ω2n−pB , ∗†ϕ 7→ ∗(η ∧ ϕ) = (−1)pιξ(∗ϕ).
The adjoint δB : Ω
p
B → ωp−1B of dB is defined by
(2.9) δB := − ∗† ◦dB ◦ ∗†.
The basic Laplacian ∆dB is defined in terms of dB and its its adjoint δB by
(2.10) ∆dB := dB ◦ δB + δB ◦ dB.
For a contact metric manifold (M, φ, ξ, η, g), if ξ is a Killing vector field with respect to g, then
(φ, ξ, η, g) is called a K-contact structure and M is called a K-contact manifold.
2.2. Normality of Almost Contact Manifolds. There are two slightly different methods to
introduce the notation of normality of the almost contact structure (see [71, Section V-3] and
[8, Section 6.5]).
Let (M, φ, ξ, η) be an almost contact manifold with dimRM = 2n+ 1. Then we define
4Nφ(Y, Z) :=φ2[Y, Z] + [φY, φZ]− φ[φY, Z]− φ[Y, φZ],
N (1)(Y,Z) :=4Nφ(Y,Z) + dη(Y,Z)ξ, N (2)(Y,Z) := (LφY η)(Z)− (LφZη)(Y ),
N (3)(Z) :=(Lξφ)(Z), N (4)(Z) := (Lξη)(Z), ∀Y, Z ∈ X(M).
If N (1) vanishes so does N (i) for i = 2, 3, 4 (see for example [8, Lemma 6.5.10]).
If (M,φ, ξ, η, g) is a contact metric manifold, then we have N (2) = N (4) = 0. Furthermore,
(M,φ, ξ, η, g) is K-contact if and only if N (3) = 0 (see for example [8, Proposition 6.5.12]).
For a smooth manifold M , we denote by X := R+ ×M the cone on M , where R+ is the set of
positive of real numbers with coordinate r. We shall identify M with {1} ×M .
Let (M, φ, ξ, η) be an almost contact manifold with dimRM = 2n + 1. Then we define an
almost complex structure J on the tangent bundle TX of the cone by
JZ = φZ − η(Z)(r∂r), J(r∂r) = ξ, Z ∈ X(M),
where r∂r := r(∂/∂r) is the Liouville (or Euler) vector field, and a Hermitian metric gX given
by
gX = dr ⊗ dr + r2g.
Indeed, a direct calculation yields that
J2 =− IdTX , gX(JY, JZ) = gX(Y,Z), ∀Y, Z ∈ X(X).
The Nijenhuis tensor NJ of this almost complex structure is defined by
(2.11) 4NJ(Y, Z) = J2[Y, Z] + [JY, JZ]− J [JY, Z]− J [Y, JZ], ∀Y, Z ∈ X(X).
If the Nijenhuis tensor is called integrable, i.e., NJ ≡ 0, then the almost contact structure
(φ, ξ, η) is called normal.
We know that (see for example [8, Theorem 6.5.9]) the almost contact structure (φ, ξ, η) of M
is normal if and only if 4Nφ = −dη ⊗ ξ; and, if and only if (see for example [35])
(a) [Γ(D0,1),Γ(D0,1)] ⊂ Γ(D0,1), i.e., the almost CR structure (D, φ↾D) is integrable;
(b) [ξ,Γ(D0,1)] ⊂ Γ(D0,1), i.e., N (3) ≡ 0.
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A normal contact metric structure (φ, ξ, η, g) on M is called a Sasakian structure, and M with
this structure is called a Sasakian manifold.
A contact metric manifold (M, φ, ξ, η, g) is Sasakian if its metric cone (X, gX := dr ⊗ dr +
r2g, 12d(r
2η), J) is Ka¨hler (see for example [8, Definitioin 6.5.15]). We know that
1
2
(d(r2η))(Y,Z) = gX(JY,Z) =: ωX(Y,Z), ∀Y,Z ∈ X(X).
For any p form ̟ on the almost contact manifold (M,φ, ξ, η, g), we can define
(2.12) (φ̟)(X1, · · · ,Xp) := (−1)p̟(φX1, · · · , φXp), X1, · · · ,Xp ∈ X(M).
If N (3) = 0, then we have
(2.13) φ[ξ, Z] = [ξ, φZ], ∀ Z ∈ X(M).
This yields that if ̟ is a basic p form, then so is φ̟, and that φ2̟ = −̟. Then we have∧1
B⊗RC :=
∧1,0
B +
∧0,1
B and
Ω1B ⊗R C := Ω1,0B +Ω0,1B ,
where Ω1,0B and Ω
0,1
B are eigenspaces of φ with eigenvalues −
√−1 and √−1, respectively. We
also denote that
∧p,q
B :=
∧p (∧1,0
B
)
⊗∧q (∧0,1B ), and
Ωp,qB :=
p∧(
Ω1,0B
)
⊗
q∧(
Ω0,1B
)
.
Then we have
∧p
B⊗RC =
⊕
r+s=p
∧r,s
B , and
ΩpB ⊗R C =
⊕
r+s=p
Ωr,sB .
It is easy to find a local frame basis θ1, · · · , θn of ∧1,0B is and a local frame basis e1, · · · , en of
D1,0 such that
θi(ej) = δ
i
j , φei =
√−1ei, 1 ≤ i, j ≤ n.
Note that ξ, e1, · · · , en, e¯1, · · · , e¯n is a local frame basis of TM⊗RC with dual η, θ1, · · · , θn, θ¯1, · · · , θ¯n.
We set
[ξ, ei] = C
0
0iξ + C
k
0iek, [ei, ej ] = C
0
ijξ + C
k
ijek + C
k¯
ij e¯k, [ei, e¯j ] = C
0
ij¯ξ + C
k
ij¯ek + C
k¯
ij¯ e¯k,
since N (3) = 0 yields that [ξ, ei](0,1) = 0. Then we get
(2.14) dθk = dBθ
k = −1
2
Ckijθ
i ∧ θj − 1
2
C k¯ij θ¯
i ∧ θ¯j −Ckij¯θi ∧ θ¯j,
since dθk is also basic.
From (2.14), we can split the basic exterior differential operator, dB : Ω
•
B ⊗R C −→ Ω•+1B ⊗R C,
into four components (see for example [1] for the almost complex case)
dB = AB + ∂B + ∂B +AB
with
AB : Ω
•,•
B −→ Ω•+2,•−1B ,
∂B : Ω
•,•
B −→ Ω•+1,•B ,
∂B : Ω
•,•
B −→ Ω•,•+1B ,
AB : Ω
•,•
B −→ Ω•−1,•+2B .
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In terms of these components, the condition d2B = 0 can be written as
A2B = ∂BAB +AB∂B = AB∂B + ∂
2
B + ∂BAB = 0,
ABAB + ∂B∂B + ∂B∂B +ABAB = 0,
A
2
B = AB∂B + ∂BAB = ∂BAB + ∂
2
B +AB∂B = 0.
For any basic function ϕ ∈ C∞B (M, R), from (2.12) and (2.4), a direct computation yields
(dBφdBϕ)(ei, ej) =− 2
√−1[ei, ej ](0,1)(ϕ),
(dBφdBϕ)(ei, ej) =2
√−1[ei, ej](1,0)(ϕ),
(dBφdBϕ)(ei, ej) =2
√−1
(
eiej(ϕ)− [ei, e¯j ](0,1)(ϕ)
)
,
where [ei, ej ]
(0,1) means the projection of [ei, ej ] to D0,1. A direct calculation shows that
√−1∂B∂Bϕ = 1
2
(dBφdBϕ)
(1,1) =
√−1
(
eiej(ϕ) − [ei, ej](0,1)(ϕ)
)
θi ∧ θj .
We also deduce
Nφ = −ℜ
(
C k¯ij(θ
i ∧ θj)⊗ e¯k
)
− 1
4
ℜ (η([ei, ej ])(θi ∧ θj)⊗ ξ)+ 1
4
η([ei, e¯j ])(θ
i ∧ θ¯j)⊗ ξ,
since N (3) = 0 means C k¯0i = 0.
For the almost contact manifold (M,φ, ξ, η, g) with N (i) = 0, i = 2, 3, 4 (e.g., the K-contact
manifold), we have C00i = C
0
ij = 0, and hence
Nφ = −ℜ
(
C k¯ij(θ
i ∧ θj)⊗ e¯k
)
+
1
4
η([ei, e¯j ])(θ
i ∧ θ¯j)⊗ ξ.
If the almost contact manifold (M,φ, ξ, η, g) is normal (e.g., the Sasakian manifold), then there
also holds C k¯0i = C
k¯
ij = 0. This yields that
dB =∂B + ∂B, ∂B∂B + ∂B∂B = 0, Nφ = 1
4
η([ei, e¯j ])(θ
i ∧ θ¯j)⊗ ξ,
√−1∂B∂Bϕ = 1
2
dBφdB(ϕ), ∀ ϕ ∈ C∞B (M,R).(2.15)
2.3. Connections on Almost Contact Manifolds. Let (M,g) be a Riemannian manifold.
Then we denote by ∇ the Levi-Civita connection. We define the Riemannian curvature R by
R(W,Y )Z = ∇W∇Y Z −∇Y∇WZ −∇[W,Y ]Z, ∀W, Y, Z ∈ X(M).
Thanks to [71, Theorem V-5.1], an almost contact metric manifold (M,φ, ξ, η, g) is a Sasakian
manifold if and only if
(2.16) (∇Y φ)Z = g(Z, ξ)Y − g(Y,Z)ξ, ∀Y, Z ∈ X(M).
Let (M, g) be a Riemannian manifold with dimRM = 2n + 1 admitting a unit Killing vector
field ξ. Then [71, Theorem V-5.2 & V-3.1] yields that M is a Sasakian manifold if only if
R(Y, ξ)Z = g(Z, ξ)Y − g(Y,Z)ξ, ∀Y, Z ∈ X(M),
or the sectional curvature for plane sections containing ξ are equal to 1 at every point of M .
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2.4. Transverse Ka¨hler Structures on Sasakian Manifolds. Let (M,φ, ξ, η, g) be a Sasakian
manifold with dimRM = 2n + 1. Then (D, φ↾D,dη) (hence (ν(Fξ), σ∗φ↾D, σ∗dη) by σ in (2.3))
gives M a transverse Ka¨hler structure with transverse Ka¨hler form ω† := 12dη and transverse
Ka¨helr metric g† defined by (2.6). We have the relationship that g = g† + η ⊗ η.
Given a Sasakian structure (φ, ξ, η, g) on M and any u ∈ C∞B (M,R), we define
(2.17) η˜ := η +
√−1(∂B − ∂B)u.
If dη˜ = dη + 2
√−1∂B∂Bu > 0 and η˜ ∧ (dη˜)n 6= 0, then (ξ, η˜, φ˜, g˜) is also a Sasaki structure
homologous to (ξ, η, φ, g) (see [8]) on M , where
φ˜ :=φ− ξ ⊗√−1(∂B − ∂B)u ◦ φ,(2.18)
g˜ :=
1
2
dη˜ ◦ (Id⊗ φ˜) + η˜ ⊗ η˜.(2.19)
These deformations fix the Reeb field ξ and change (η, φ, g) and hence D; however, the quotient
vector bundle ν(Fξ) is invariant. We equip ν(Fξ) with a complex structure I invariant under
the deformations above given by
(2.20) I(V ) := π ◦ φ ◦ σ(V ), ∀ V ∈ ν(Fξ).
2.5. Vector Bundles on Sasakian Manifolds. We recall the concepts of foliated/transverse
vector bundles in [3] originated from [51] and [45, 44]. Let M be a real smooth manifold
and S ⊂ TM an involutive subbundle of TM (i.e., smooth sections of S are closed under the
operation of the Lie bracket). Then the partial connection of a vector bundle E → M is given
by
∇0 : Γ(S)× Γ(E)→ Γ(E), (Z, s) 7→ ∇0Zs,
satisfying
∇0W+fZs =∇0W s+ f∇0Zs,
∇0Z(s+ ft) =∇0Zs+ (Zf)t+ f∇0Zt, ∀W,Z ∈ Γ(S), ∀ s, t ∈ Γ(E), ∀ f ∈ C∞(M,R).
Let (M,φ, ξ, η, g) be a Sasakian manifold with dimRM = 2n + 1. Then a foliated/transverse
complex vector bundle onM is a pair of (E,∇0), where E is a smooth complex vector bundle on
M and∇0 is a partial connection in the direction Lξ. A foliated/transverse Hermitian structure h
on (E,∇0) is a smooth Hermitian structure on the complex vector bundle E which is preserved
by ∇0. We call (E,∇0, h) foliated/transverse complex Hermitian vector bundle. We use the
notation
ΓB(E) :=
{
s ∈ Γ(E) : ∇0ξs = 0
}
.
The foliated/transverse Hermitian structure h means a reduction of structure group of the
associated frame bundle of E from GL(r,C) with rankE = r to U(r) as a foliated principle
bundle. Such a reduction does not always exist and hence not every foliated/transverse complex
vector bundle admits a foliated/transverse Hermitian structure.
A foliated/transverse holomorphic vector bundle on M is a pair of ({E,∇0},∇1), where (E,∇0)
is a foliated/transverse complex vector bundle and ∇1 is a flat partial connection of E in the
direction (Lξ ⊗R C) ⊕ D0,1 (an involutive subbundle) and coincide with ∇0 in the direction ξ.
We call ({E,∇0},∇1, h) foliated/transverse holomorphic Hermitian vector bundle. Given such
a foliated/transverse holomorphic Hermitian vector bundle ({E,∇0},∇1, h), the adapted Chern
connection ∇C on E is the unique connection which preserve h and coincides with ∇1 in the
direction (Lξ⊗RC)⊕D0,1.We denote by K(E, h) the curvature of the connection ∇C, which is a
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basic (1, 1) form with values in End(E). By the Chern-Weil theory [13], the Chern form cj(E, h)
of the foliated/transverse holomorphic Hermitian vector bundle ({E,∇0},∇1, h) is defined by
det
(
IdE +
√−1
2π
K(E, h)
)
=
∑
i≥0
ci(E, h),
where ci(E, h) is a closed basic real (i, i) form for i ≥ 0. We say that
cBC,bi (E) = {ci(E, h)} ∈ H i,iBC,b(M,ν(Fξ)) :=
{dB-closed basic real (i, i) forms}√−1∂B∂¯B{basic real (i− 1, i − 1) forms}
is the ith basic Chern class of E.
2.6. Local Coordinates on Sasakian Manifolds. Let (M, φ, ξ, η, g) be a compact Sasakian
manifold with dimRM = 2n+1. Then there is a foliated atlas U = {(Uα, ϕα)} (see for example
[35, Theorem 1]) given by
ϕα = (x
(α), z
(α)
1 , · · · , z(α)n ) : Uα → (−a, a)× Vα ⊂ R× Cn
such that
fβ = τβα ◦ fα, on Uα ∩ Uβ 6= ∅,
where fα : Uα → Vα is the natural composition of projection and ϕα and {ταβ} is a family of
bi-holomorphic maps defined by
τβα : fα(Uα ∩ Uβ)→ fβ(Uα ∩ Uβ), Uα ∩ Uβ = ∅
satisfying the cocycle conditions
τγα = τγβ ◦ τβα, on Uα ∩ Uβ ∩ Uγ 6= ∅.
Moreover, on such a foliated coordinate patch (U ;x, z1, · · · , zn), there holds
1) the Reeb vector field ξ = ∂x := ∂/∂x;
2) a smooth function K : V → R is basic, i.e., ξ(K) = 0;
3) the contact form η with
η = dx−√−1
n∑
i=1
Kidzi +
√−1
n∑
j=1
Kjdzj ,
where Ki := ∂K/∂zi, Kj := ∂K/∂zj ;
4) the metric g with
g = η ⊗ η +
n∑
i,j=1
Kij(dzi ⊗ dzj + dzj ⊗ dzi),
where Kij := ∂
2K/∂zi∂zj ;
5) the tensor field φ with
φ =
√−1
n∑
i=1
(
∂i +
√−1Ki∂x
)⊗ dzi −√−1 n∑
j=1
(
∂j −
√−1Kj∂x
)
⊗ dzj,
where ∂i := ∂/∂zi, ∂j := ∂/∂zj ;
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6) one can choose some basic smooth function K : V → R such that
ξ(K) = 0, ∂BK(p) = ∂BK(p) = 0, i, j = 1, · · · , n.
Indeed, thanks to [35], the following transformations
K 7→ K + f(z) + f(z), x 7→ x+√−1f −√−1f(z)
where f is a holomorphic function of z = (z1, · · · , zn), do not change the Sasakian
structure above. We can take the transformation given by
K 7→K − 2ℜ
(
n∑
i=1
Ki(p)zi
)
,
x 7→x−√−1
n∑
i=1
Kj(p)zj +
√−1
n∑
i=1
Ki(p)zi,
as desired.
7) we can cover M by finite foliated local coordinate charts {Uα} each of which is diffeo-
morphism to (−ε0, ε0)×B2(0) with ε0 > 0 fixed since M is compact, where B2(0) is the
ball in Cn centered at origin with radius 2, and on B2(0), there holds
C−1δij ≤ ω† ≤ Cδij
for a uniform constant C. Moreover, {12Uα} each of which is diffeomorphism to (−ε0/2, ε0/2)×
B1(0) still cover M.
Now we see that (R+ × U ; r, x, zi) is a local coordinate patch of X :=M × R+. We have
J∂x =− r∂r, J∂r = 1
r
∂x,
J∂i =
√−1 (∂i +√−1Ki∂x)+√−1Kir∂r,
J∂j =−
√−1
(
∂j −
√−1Kj∂x
)
−√−1Kjr∂r.
For any p form ϑ, we define
(Jϑ)(X1, · · · ,Xp) := (−1)pϑ(JX1, · · · , JXp), ∀X1, · · · ,Xp ∈ X(X).
Then we have that
J(dzi) =−
√−1dzi, J(dzj) =
√−1dzj ,
J(dx) =− 1
r
dr +Kidzi +Kjdzj = −
1
r
dr + dK,
J(dr) =rdx−√−1rKidzi +
√−1rKjdzj = rdx+ rJdK = rη.
It follows that (R+ × V ; z0 := log r −K +
√−1x, z1, · · · , zn) is a local holomorphic coordinate
patch ofX, which is first proved by [38, Lemma 2.1]. Indeed, since dz0∧· · ·∧dzn∧dz0∧· · ·∧dzn 6=
0, we see that (z0, · · · , zn) is local coordinates. Furthermore, the equalities above yield that
J(dzi) = −
√−1dzi, i = 0, 1, · · · , n,
as desired.
For later use, we give an equivalent statement of (holomorphic) foliated/transverse complex
vector bundle on Sasakian manifold M in the Cˇech language, and the equivalence follows from
an argument using the Frobenius theorem. A complex vector bundle E with rank r on M is
12
foliated/transverse if there exists a family of local trivialization maps φU : U × Cr → E↾U a
foliated open covering U = {U, V, · · · } of M satisfying
(1) the transition functions {gUV ∈ GL(r,C)} satisfy
ξ(gUV ) ≡ 0r×r,
where
gUV (p) := φ
−1
U,p ◦ φV,p
for any p ∈ U ∩ V with φU,p(v) := φU (p,v), ∀v ∈ Cr;
(2) Any local section s ∈ ΓB(U,E) on U can be written as
s =
∑
α
fαsU,α, fα ∈ C∞B (U,C), 1 ≤ α ≤ r,
where
{sU,α : U → E, p 7→ φU (p, eα)}1≤α≤r
is a (basic holomorphic if E is holomorphic foliated/transverse vector bundle) basis of
ΓB(Uα, E), where eα denotes the i
th standard basis vector in Cr with
∇0ξsU,α = 0.
Furthermore, E is called holomorphic foliated/transverse if such a family of local trivialization
maps also satisfies
Z(gUV ) ≡ 0r×r, ∇1ZsU,α = 0, ∀Z ∈ Γ((Lξ ⊗R C)⊕D0,1), ∀ 1 ≤ α ≤ r.
We give some calculation of the adapted Chern connection on U and write sU,α = sα for short.
We use the notations
hαβ¯ := h(sα, sβ), ∇C∂isα =: Γβiαsβ, ∇C∂i∇C∂j¯ −∇
C
∂j¯
∇C∂isα =: Rij¯αβsβ, Rij¯αβ¯ := Rij¯αγhγβ¯ ,
where hαβ¯ ∈ C∞B (U,R), 1 ≤ α, β ≤ r. Then we have
Γβiα = h
γ¯β (∂ihαγ¯) , Rij¯αβ¯ = −∂i∂j¯(hαβ¯) + hγ¯δ (∂ihαγ¯)
(
∂j¯hδβ¯
)
.
The basic Chern-Ricci form is given by
(2.21) Ric(E, h) =
√−1Rij¯ααdzi ∧ dz¯j = −∂B∂¯B log det(hαβ¯) ∈ 2πcBC,b1 (E).
It follows from [56] that ({ν(Fξ),∇B}, ∂¯B, g†) is a foliated/transverse holomorphic Hermitian
bundle, where ∇B is the Bott connection given by
∇Bξ V := π ([ξ, σ(V )]) , ∀V ∈ Γ(ν(Fξ)).
It follows from (2.16) that the transverse connection ∇† induced from the Levi-Civita connection
∇ of g is the adapted Chern connection, where for any V ∈ Γ(ν(Fξ)), the connection ∇† is given
by
(2.22) ∇†ZV :=
{
π (∇Zσ(V )) , if Z ∈ Γ(D);
∇Bξ V, if Z = ξ.
We set
(2.23) ei := ∂i +
√−1Ki∂x, e¯j = ej¯ := ∂j¯ −
√−1Kj¯∂x.
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It follows that {η,dzi,dz¯j} is the dual basis of {∂x, ei, ej¯}. We deduce that {σ−1(ei)}1≤i≤n is
a basic holomorphic basis of ΓB(U, ν(Fξ)), and that ω† is the transverse Hermitian metric on
ν(Fξ), where
ω† =
1
2
dη :=
√−1
n∑
i,j=1
(g†)ijdzi ∧ dzj =
√−1
n∑
i,j=1
Kijdzi ∧ dzj .
In the following, we will use the induced connection, also denoted by ∇†, on ∧1B⊗RC which is
the dual of ν(Fξ). For this aim, let us fix some notations.
∇†i := ∇†∂i , ∇
†
j¯
:= ∇†∂j¯ , ∇
†
idzk = −Γkijdzj, R(∂i, ∂j¯)dzℓ := −Rij¯kℓdzk.
A direct calculation yields that (see for example [56])
∇†∂xdzk = 0, Γkij = (g†)qk∂i(g†)jq, Rijkℓ = −∂jΓℓik, Rijkℓ = Rijkp(g†)pℓ
such that
Rij¯kℓ¯ = Rji¯ℓk¯, Rij¯kℓ¯ = Rkj¯iℓ¯ = Riℓ¯kj¯ = Rkℓ¯ij¯ ,
where ((g†)qk) is the inverse matrix of ((g†)jℓ).
From (2.15) and (2.21), the basic Chern-Ricci form of ν(Fξ) given by
(2.24) Ric(ω†) = −
√−1∂B∂¯B log det((g†)ij¯) = −
√−1
2
dBφdB log det((g†)ij¯) ∈ 2πcBC,b1 (ν(Fξ))
is a dB-closed real basic (1, 1) form.
For a basic (1, 0) form a = aℓdz
ℓ, we define covariant derivative ∇†iaℓ by
∇†iaℓ := ∂iaℓ − Γpiℓap.
Then we can deduce
[∇†i ,∇†j ]aℓ = −Rijℓ
pap, [∇†i ,∇†j]am = Rij
q
maq,(2.25)
where Rij
q
m = Rijp
ℓ(g†)qp(g†)ℓm.
For any u ∈ C∞B (M,R), we have
∇†iu = ∂iu =: ui, ∇†ju = ∂ju =: uj , ∇
†
j
∇†iu = ∂j∂iu =: uij, [∇†i ,∇†j ]u = 0.(2.26)
Using (2.25), we can get the following commutation formulae:
∇†ℓuij =∇†j∇
†
ℓui −Rℓjipup, ∇†mupj = ∇†jupm, ∇
†
ℓuiq = ∇†iuℓq,(2.27)
∇†m∇†ℓuij =∇†j∇
†
iuℓm +Rℓmi
pupj −Rijℓpupm.
For any basic (p, q) form
ϑ =
1
p!q!
ϑi1···ipj1···jqdzi1 ∧ · · · ∧ dzip ∧ dzj1 ∧ · · · ∧ dzjq ,
the equalities (2.7) and (2.8) yield that (see for example [47] in the Ka¨hler setup)
∗†ϑ =
(
√−1)n(−1)np+n(n−1)2 det g†
(n− p)!(n − q)!p!q! ϑi1···ipj1···jqg
ℓ1i1
† · · · g
ℓpip
† g
j1k1
† · · · g
jqkq
†(2.28)
δ1······nℓ1···ℓpb1···bn−pδ
1······n
k1···kqa1···an−qdza1 ∧ · · · ∧ dzan−q ∧ dzb1 ∧ · · · ∧ dzbn−p
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and
̟ ∧ ∗†ϑ = 1
p!q!
̟ℓ1···ℓpk1···kqϑi1···ipj1···jqg
i1ℓ1
† · · · gipℓp† gk1j1† · · · gkqjq†
ωn†
n!
,
where ̟ = 1p!q!̟i1···ipj1···jqdzi1 ∧ · · · ∧ dzip ∧ dzj1 ∧ · · · ∧ dzjq is another basic (p, q) form and
det g† = det((g†)ij). We also define the inner product of ̟ and ϑ by
〈̟, ϑ〉B := 1
p!q!
̟ℓ1···ℓpk1···kqϑi1···ipj1···jqg
i1ℓ1
† · · · g
ipℓp
† g
k1j1
† · · · g
kqjq
† .
Note that
∗†1 = ∗η =
ωn†
n!
, ∗†ϑ = ∗†ϑ,
where the second equality shows that ∗† is a real operator.
We fix a canonical orientation η ∧ (dη)n and introduce the concepts of transverse positivity on
Sasakian manifolds (see [70] and [20, Chapter III] for the complex case).
A basic (p, p) form̟ is said to be transverse positive if for any basic (1, 0) forms γj , 1 ≤ j ≤ n−p,
then
̟ ∧ √−1γ1 ∧ γ1 ∧ · · · ∧
√−1γn−p ∧ γn−p ∧ η
is a positive volume form, and is said to be strongly transverse positive if ̟ is a convex combi-
nation
̟ =
∑
Γs
√−1γs,1 ∧ γs,1 ∧ · · · ∧
√−1γs,p ∧ γs,p,
where γs,j’s are basic (1, 0) forms and Γs ≥ 0.
Any transverse positive basic (p, p) form ̟ is real, i.e., ̟ = ̟. In particular, in the local
coordinates, a real basic (1, 1) form
υ =
√−1υijdzi ∧ dzj(2.29)
is transverse positive if and only if (υij) is a semi-positive Hermitian matrix with ξ(vij¯) ≡ 0 and
we denote detυ := det(υij).
Similarly, a real basic (n− 1, n − 1) form
̺ =(
√−1)n−1
n∑
i,j=1
(−1)n(n+1)2 +i+j+1̺ji(2.30)
dz1 ∧ · · · ∧ d̂zi ∧ · · · ∧ dzn ∧ dz1 ∧ · · · ∧ d̂zj ∧ · · · ∧ dzn
is transverse positive if and only if (̺ji) is a semi-positive Hermitian matrix with ξ(̺ji) ≡ 0 and
we denote det ̺ := det(̺ji).
We remark that one can call a real basic (1, 1) form υ ( resp. a real basic (n − 1, n − 1) form
̺) strictly transverse positive (denoted by >b 0) if the Hermitian matrix (υij) (resp. (̺
ji)) is
positive definite.
For a strictly transverse positive basic (1, 1) form v defined as in (2.29), we can deduce a strictly
transverse positive (n− 1, n − 1) form
vn−1
(n − 1)! =(
√−1)n−1
n∑
k,ℓ=1
(−1)n(n+1)2 +k+ℓ+1det(vij)v˜ℓk(2.31)
dz1 ∧ · · · ∧ d̂zk ∧ · · · ∧ dzn ∧ dz1 ∧ · · · ∧ d̂zℓ ∧ · · · ∧ · · · ∧ dzn
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where (v˜ℓk) is the inverse matrix of (vij), i.e.,
n∑
ℓ=1
v˜ℓjvkℓ = δ
j
k. Hence we have
det
(
vn−1
(n− 1)!
)
= (det v)n−1 .(2.32)
From (2.30) and (2.31), we get
Lemma 2.1. There exists a bijection from the space of strictly transverse positive definite (1, 1)
forms to strictly transverse positive definite (n− 1, n − 1) forms, given by
v 7→ v
n−1
(n− 1)! .
The above bijection can be proved in [50] in the Ka¨hler setup (cf. [52, Formula (3.3)]).
For a basic real (1, 1) form φ defined as in (2.29) (no need to be positive), (2.28) implies
∗†φ =(
√−1)n−1
n∑
k,ℓ=1
(−1)n(n−1)2 +n+k+ℓ+1(detω)φℓk(2.33)
dz1 ∧ · · · ∧ d̂zk ∧ · · · ∧ dzn ∧ dz1 ∧ · · · ∧ d̂zℓ ∧ · · · ∧ dzn,
where φℓk = gℓiφijg
jk. Hence, if ξ is another basic real (1, 1) form with det ξ 6= 0, then we can
deduce
det(∗†φ)
det(∗†ξ) =
detφ
det ξ
.(2.34)
We need the following useful formulae and the proofs are direct and complicated computation.
For any basic real (1, 1) form χ =
√−1χijdzi ∧ dzj , we have
∗†(χ ∧ ωn−2) = (n− 2)!
[
(trω†χ)ω† − χ
]
.(2.35)
For any u ∈ C∞B (M,R), we define
(2.36) ∆Bu :=
ndBφdBu ∧ ωn−1†
2ωn†
=
n
√−1∂B∂Bu ∧ ωn−1†
ωn†
= gji† ∂i∂ju.
If M is a Sasakian manifold, then we have ∆Bu = −12∆dBu; otherwise, the difference of these
two operators is another operator with order one.
3. Zero Order Estimate
In this section, we prove the L∞(M) estimate of the solution to (1.2).
Theorem 3.1. Suppose that u ∈ C∞B (M,R) is a solution to (1.2) with supM u = 0, and that the
function u ∈ C∞B (M,R) is a transverse C-subsolution to (1.2). There exists a uniform constant
C depending only on η, g, ω† and u such that
(3.1) sup
M
|u| ≤ C.
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Proof. We denote by ∆g the usual Laplacian of the Riemannian metric g. It follows from [24]
that ∆g is the extension of −∆dB , i.e., for any u ∈ C∞B (M,R), we have
∆gu =
2n
√−1∂B∂Bu ∧ ωn−1† ∧ η
ωn† ∧ η
= 2∆Bu = −∆dBu.
Note that for general p form (p ≥ 1), the extension of ∆dB is a strongly elliptic second order
operator ∆˜ = ∆d − ς˜, where ς˜ is an operator with order no larger than one (see [42, 43]).
Recall that Γ ⊂ {x = (x1, · · · , xn) ∈ Rn :
∑n
i=1 xi > 0} (see [9]). Indeed, if x ∈ Γ, then the
symmetry and convexity of Γ yields that ∑
i xi
n
1 ∈ Γ,
where 1 is the n-tuple with each component 1. If there exists a point x ∈ Γ with ∑i xi ≤ 0,
then we get that the origin 0 ∈ Γ by the convexity of Γ ⊃ Γn, a contradiction. This yields that
trω†h† =
∑n
i=1(A†)i
i > 0, and hence
(3.2) ∆Bu =
n∑
i=1
(A†)ii −
nβ† ∧ ωn−1†
ωn†
> −nβ† ∧ ω
n−1
†
ωn†
≥ −C.
Suppose that u(p) = supM u = 0. We have
(3.3) 0 = u(p) =
1∫
M η ∧ ωn†
∫
M
u(y)η(y) ∧ ωn† (y) −
1
n!
∫
M
G(p,y)∆gu(y)η(y) ∧ ωn† (y),
where G(q,y) is Green’s function associated to ∆g, normalized so that
G(q,y) ≥ 0 and
∫
M
G(q,y)η(y) ∧ ωn† (y) ≤ C, ∀ q ∈M.
From (3.2) and (3.3), it follows that
(3.4)
∫
M
(−u)η ∧ ωn† ≤ C.
It is sufficient to obtain the lower bound of L := infM u < 0 to get (3.1). We assume that the
transverse C-subsolution u = 0; otherwise we can change β† to get this. Then by Definition 1.1,
the set
(λ (A†,0) + Γn) ∩ Γψ(x), ∀ x ∈M
is uniformly bounded. There exist δ > 0 and R > 0 such that there holds
(3.5) (λ (A†,0)− δ1+ Γn) ∩ Γψ(x) ⊂ BR(0), ∀ x ∈M.
We assume that u attains its minimum at the origin of the foliated chart (−ε0, ε0) × B2(0);
otherwise we can get this by translation. Let us work in B1(0). For ǫ > 0 sufficiently small, we
set v = u+ ǫ|z|2. We have
v(0) = inf
|w|≤1
v(w) = L+ ǫ, v(z) ≥ L+ ǫ, ∀ z ∈ ∂B1(0).
It follows from [61, Proposition 11] that
(3.6) c0ǫ
2n ≤
∫
P
det(D2v),
where the integration is respect to the Lebesgue measure, and the set P is given by
(3.7) P :=
{
x ∈ B1(0) : |Dv(x)| ≤ ǫ
2
, v(y) ≥ u(x) +Dv(x) · (y − x), ∀y ∈ B1(0)
}
.
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For any x ∈ P , we have |Dv(x)| ≤ ǫ2 and D2v(x) ≥ 0 which shows ∂i∂ju(x) ≥ −ǫδij and that
(3.8) det(D2v) ≤ 22n
(
det(∂i∂jv)
)2
from the argument in [4]. We choose ǫ sufficiently small depending only on δ and ω† such that
(3.9) λ (A†,u) ∈ λ (A†,0)− δ1+ Γn, ∀ x ∈ P.
On the other hand, since u is a solution to (1.2), we have
(3.10) λ (A†,u) ∈ ∂Γψ(x), ∀ x ∈ P.
From (3.5), (3.9) and (3.10), we deduce that |uij¯ | and hence |vij¯ | is bounded from above at any
point x ∈ P . This, together with (3.6) and (3.8), yields that
(3.11) c0ǫ
2n ≤ C ′Volω†(P ).
From (3.7), we have
v(x) < L+ ǫ/2 < 0,
where without loss of generality we assume that L≪ −1, from which we have
(3.12) Volω†(P ) ≤ C ′′
∫
M (−v)η ∧ ωn†
|L+ ǫ/2| .
Thanks to (3.4), (3.11) and (3.12), we get that L is uniformly bounded from below, as required.
There is another more local argument for obtaining a bound for ‖|u|p‖L1 for some p > 0 by using
the weak Harnack inequality [34, Theorem 9.22]. Indeed, we assume that M is covered by finite
the foliated charts Ui’s diffeomorphism to (−ε0, ε0) ×B2(0) ⊂ R × Cn such that {12Ui} each of
which is diffeomorphism to (−ε0/2, ε0/2)×B1(0) still covers M. We work with the quantities of
complex variables in the balls B2(0) and hence the upper bound for ‖|u|p‖L1 follows from (3.2)
and the argument in the proof of [61, Proposition 10]. 
4. Second Order Estimate
In this section, we prove the second order estimate of the solution to (1.2).
Theorem 4.1. Suppose that the function u ∈ C∞B (M,R) is a solution to (1.2) with supM u = 0,
and that the function u ∈ C∞B (M,R) is a transverse C-subsolution to (1.2). There exists a
uniform constant C depending only on η, ω† and u such that
(4.1) sup
M
|∂B∂Bu|ω† ≤ CK,
where K := 1 + |∇u|2ω† .
We need some preliminaries from [61] (cf. [68, 36]). For any σ > sup∂Γ f , the set Γ
σ = {λ ∈ Γ :
f(λ) > σ} is open and convex since f is a smooth symmetric concave function, and ∂Γσ = f−1(σ)
is a smooth hypersurface since fi > 0 for 1 ≤ i ≤ n. For any λ ∈ ∂Γσ, we denote, by n(λ), the
inward pointing unit norma vector, i.e.,
n(λ) :=
∇f
|∇f |(λ).
We also write F(λ) :=∑nk=1 fk(λ). It follows from the Cauchy-Schwarz inequality that |∇f | ≤
F ≤ √n|∇f |.
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Following [68], we set
Γ∞ := {(λ1, · · · , λn−1) : (λ1, · · · , λn) ∈ Γ for some λn} .
For any µ ∈ Rn, the set (µ+ Γn) ∩ ∂Γσ is bounded, if and only if
(4.2) lim
t→+∞ f(µ+ tei) > σ, ∀ 1 ≤ i ≤ n,
where ei denotes the i
th standard basis vector. This limit is well defined as long as any (n− 1)
tuple µ′ in µ satisfies µ′ ∈ Γ∞, i.e., on the set Γ˜ given by
Γ˜ := {µ ∈ R : there exists t > 0 such that µ+ tei ∈ Γ for all i} .
It is easy to see that Γ ⊂ Γ˜. For any λ′ = (λ1, · · · , λn−1) ∈ Γ∞, it follows from the concavity of
f that the limit
lim
λn→+∞
f(λ1, · · · , λn)
is either finite for all λ′ or infinite for all λ′ (see [68]).
If the limit is infinite, then (µ+ Γn) ∩ ∂Γσ is bounded for all σ and µ ∈ Γ˜. In particular, any
transverse admissible u is a transverse C-subsolution; however, a transverse C-subsolution need
not to be admissible.
If the limit is finite, then we define the function f∞ on Γ∞ by
(4.3) f∞(λ1, · · · , λn−1) = lim
t→+∞ f(λ1, · · · , λn−1, t).
In this case, for µ ∈ Γ˜, the set (µ+ Γn) ∩ ∂Γσ is bounded if and only if f∞(µ′) > σ, where
µ′ ∈ Γ∞ denotes any (n− 1) tuple of entries of µ.
Proposition 4.2 (Sze´kelyhidi [61]). Given δ, R > 0, if µ ∈ Rn such that
(4.4) (µ− 2δ1 + Γn) ∩ ∂Γσ ⊂ BR(0),
where BR(0) ⊂ Rn is the ball with center 0 and radius R, then there exists a constant κ > 0
depending only on δ and n on ∂Γσ such that for any λ ∈ ∂Γσ with |λ| > R, we have either
(4.5)
n∑
j=1
fj(λ)(µj − λj) > κF ,
or
(4.6) fi(λ) > κF(λ), ∀ 1 ≤ i ≤ n.
Proof. See the proof of [61, Proposition 5]. Here we just sketch. We set
(4.7) Aδ :=
{
v ∈ Γ : f(v) ≤ σ, and v ∈ µ− δ1+ Γn
}
.
Since fi > 0, 1 ≤ i ≤ n, it follows from the argument above and (4.4) that
lim
t→+∞ f(µ− δ1+ tei) ≥ limt→+∞ f(µ− 2δ1 + tei) > σ, 1 ≤ i ≤ n,
and hence Aδ is bounded.
If Γ = Γn, then µ− 2δ1 ∈ Γn and hence Aδ is compact; if Γn & Γ, then µ − 2δ1 ∈ Rn \ Γσ and
hence Aδ is not closed. For each v ∈ Aδ, we define the cone Cv with vertex at the origin given
by
Cv = {w ∈ Rn : v + tw ∈ (µ− 2δ1 + Γn) ∩ Γσ for some t > 0} .
Since Aδ is compact, the conclusion follows from applying the argument in the proof of [61,
Proposition 5] to any λ ∈ Aδ. 
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Lemma 4.3 (Sze´kelyhidi [61]). Let f be the smooth symmetric function defined on Γ satisfying
Assumption (1), (2) and (3) in the introduction. Then for any σ ∈ (sup∂Γ f, supΓ f), we have
(1) there exists an N > 0 depending only on σ such that Γ +N1 ∈ Γσ;
(2) there is a τ > 0 depending only on σ such that F(λ) > τ, ∀λ ∈ ∂Γσ.
Proof. See the proof of [61, Lemma 9]. Here we just give some details for Part (2). We choose
α > 1 such that supΓ f > σ
′ := f(αN1) > f(N1). Then the arguments in Part (1) yields that
for any x ∈ Γ, there holds x+ αN1 ∈ Γσ′ . In particular, we have
f(λ+ αN1) > σ′, ∀ λ ∈ ∂Γσ.
This, together with the concavity of f , yields that, for any λ ∈ ∂Γσ, there holds
σ′ < f(λ+ αN1) ≤ f(λ) +∇f(λ) · αN1 = f(λ) + αN
n∑
i=1
fi(λ) = σ + αNF(λ),
which implies F(λ) ≥ (αN)−1(σ′ − σ) > 0, as required. 
Let us recall some basic formulae for the derivatives of eigenvalues (see for example [59]).
Lemma 4.4 (Spruck [59]). The first and second order derivatives of the eigenvalue λi at a
diagonal matrix ((A†)ij) (consider it as a Hermitian matrix) with distinct eigenvalue are
λpqi =δpiδqi,(4.8)
λpq,rsi =(1− δip)
δiqδirδps
λi − λp + (1− δir)
δisδipδrq
λi − λr ,(4.9)
where
λpqi =
∂λi
∂(A†)pq
, λpq,rsi =
∂2λi
∂(A†)pq∂(A†)rs
.
Lemma 4.5 (Gerhardt [33]). If F (A†) = f(λ1, · · · , λn) in terms of a smooth symmetric funtion
of the eigenvalues, then at a diagonal matrix ((A†)ij) (consider it as a Hermitian matrix) with
distinct eigenvalues there hold
F ij =δijfi,(4.10)
F ij,rs =firδijδrs +
fi − fj
λi − λj (1− δij)δisδjr,(4.11)
where
F ij =
∂F
∂(A†)ij
, F pq,rs =
∂2F
∂(A†)ij∂(A†)rs
.
These formulae make sense even if the eigenvalues are not distinct. Indeed, if f is smooth and
symmetric, then f is a smooth function of elementary symmetric polynomials which are smooth
on the space of matrices by Vieta’s formulas and hence F is a smooth function on the space of
matrices. In particular, we have fi −→ fj as λi −→ λj. If f is concave and symmetric, then we
have that
fi−fj
λi−λj ≤ 0 (see [59] or [23, Lemma 2]). In particular, if λi ≤ λj , then we have fi ≥ fj.
Also it follows that
(4.12) F ij,rsxijxrs = fijxiixjj +
∑
p 6=q
fp − fq
λp − λq |xpq|
2 ≤ fijxiixjj +
∑
p>1
f1 − fp
λ1 − λp |xp1|
2.
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For any function u ∈ C∞B (M,R), we define an elliptic operator L (linearized operator of F given
in (1.2)) by
(4.13) L(u) = F ij(g†)qj∂i∂qu,
in the foliated local coordinate patch
(
(−ε0, ε0)×B2(0);x, z = (z1, · · · , zn)
)
.
Proof of Theorem 4.1. We can assume that the transverse subsolution u = 0 since otherwise we
can modify the background basic form β†. This means that for any p ∈M the sets (λ(A†,0(p))+
Γn)∩ ∂Γψ(p) are bounded, where we recall that A†,0 is the transverse Hermitian endomorphism
determined by β†,0. Since M is compact, there exist uniform δ, R > 0 such that at each point p
there holds
(4.14) (λ(A†,0)− 2δ1 + Γn) ∩ ∂Γψ(p) ⊂ BR(0).
By the argument in the proof [61, Proposition 6] (based on Proposition 4.2), we can find a uni-
form constant κ > 0 such that at any point p ∈M , if |λ(A†,u)| > R and A†,u = diag{λ1, · · · , λn}
with λ1 ≥ · · · ≥ λn, then there holds either
(4.15) F ii(A†,u) > κ
∑
q
F qq(A†,u) for all i,
or
(4.16)
∑
q
F qq(A†,u) ((A†,0)qq − λq) > κ
∑
q
F qq(A†,u).
From Lemma 4.3, it follows that there exists a uniform constant τ > 0 such that
(4.17)
∑
q
F qq(A†,u(p)) > τ, ∀ p ∈M.
Since trω†h† =
∑n
i=1 λi > 0, it is sufficient to get the upper bound of λ1 to complete the proof.
Our background is a counterpart to the Ka¨hler case in [61], and we use the method revised from
[62] (see also [14, 16, 41, 61]), where another auxiliary function ϕ(t) = D1e
−D2t is introduced.
Since there are no terms about the first order derivatives of u in (h†)ij , and the adapted Chern
connection is torsion free, we need not estimate as many terms as done in [62] (see also [61]).
Actually, we consider the function
H = log λ1 + ρ
(
|∇u|2ω†
)
+ ϕ(u),
where
ρ(t) = −1
2
log
(
1− t
2K
)
, ϕ(t) = D1e
−D2t,
with sufficiently large uniform constants D1,D2 > 0 to be determined later. A direct calculation
yields that
ρ
(
|∇u|2ω†
)
∈ [0, 2 log 2]
and
1
4K
< ρ′ <
1
2K
, ρ′′ = 2(ρ′)2.
We work at a point x0 where H achieves its maximum. After translating and orthonormal
transforms, we can assume that x0 is in a foliated local coordinate patch such that x0 is the
origin, ω† is a unit matrix and h† is diagonal with λ1 = (h†)11 ≥ · · · ≥ (h†)nn. To make sure
that H is smooth at this point, we fix a diagonal matrix B with B1
1 = 0, 0 < B2
2 < · · · < Bnn,
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and define A˜ = A†,u−B with eigenvalues denoted by λ˜1, · · · , λ˜n. Clearly, at this point x0, there
hold
λ˜1 = λ1, λ˜i = λi −Bii, i = 2, · · · , n
and λ˜1 > · · · > λ˜n. Since we assume
n∑
i=1
λi > 0, we can choose B small enough such that
n∑
i=1
λ˜i > −1
and
(4.18)
∑
p>1
1
λ1 − λ˜p
≤ C
where C is a fixed constant depending only on n. We give some remarks about B. It can also be
considered as a section in ΓB (ν(Fξ)⊗ (λB ⊗R C)) which is represented by a constant diagonal
matrix (Bi
j) in these foliated local coordinates. Hence, we get
∇†
j
Br
s =∂jBr
s = 0, ∇†i∇†jBr
s = 0,
∇†iBrs =∂iBrs − ΓpirBps + ΓsipBrp = Γsir (Brr −Bss) ,
∇†
j
∇†iBrs =∂j∇†iBrs = Rijrs (Bss −Brr) .
Here and hereafter, let ∇† denote the adapted Chern connection of ω†, and we still use the
notations ∇†i := ∇†∂i , ∇
†
j¯
:= ∇†∂j¯ .
Now consider the quantity
H˜ = log λ˜1 + ρ
(
|∇u|2ω†
)
+ ϕ(u),
which is smooth in this foliated chart and attains its maximum at the point x0. All the following
calculation is at this point. We may assume λ1 ≫ K > 1. We use subscripts k and ℓ to denote
the partial derivatives ∂/∂zk and ∂/∂zℓ. At the point x0, we have
H˜q =
λ˜1,q
λ1
+ ρ′Vq + ϕ′uq = 0, for Vq := ururq + ur∇†qur.(4.19)
H˜qq =
λ˜1,qq
λ1
− |λ˜1,q|
2
λ21
+ ρ′
(
ur∇†qurq + ur∇†q∇†qur + |∇†qur|2 + |urq|2
)
(4.20)
+ ρ′′|Vq|2 + ϕ′′|uq|2 + ϕ′uqq.
From (4.8), we get
λ˜1,p = λ˜
rs
1
(
(g†)js∇†p(h†)rj −∇†pBrs
)
= ∇†p(h†)11 −∇†pB11 = ∇†p(h†)11,(4.21)
where we use the fact that ∇†pB11 = 0. Then using this formula and (4.8) and (4.9), we can
deduce
λ˜1,pq =λ˜
rs,ab
1
(
(g†)js∇†p(h†)rj −∇†pBrs
)(
(g†)ℓb∇†q(h†)aℓ −∇†qBab
)
+ λ˜rs1
(
(g†)js∇†q∇†p(h†)rj −∇†q∇†pBrs
)
=λ˜rs,ab1
(
∇†p(h†)rs −∇†pBrs
)(
∇†q(h†)ab
)
+ λ˜rs1
(
∇†q∇†p(h†)rs −∇†q∇†pBrs
)
=
∑
r 6=1
1
λ1 − λ˜r
(
∇†p(h†)r1 −∇†pBr1
)(
∇†q(h†)1r
)
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+
∑
a6=1
1
λ1 − λ˜a
(
∇†p(h†)1a −∇†pB1a
)(
∇†q(h†)a1
)
+∇†q∇†p(h†)11,
where we also use the fact that ∇†qBab = ∇†q∇†pB11 = 0. In particular, we have
λ˜1,qq =∇†q∇†q(h†)11 +
∑
r>1
|∇†q(h†)r1|2 + |∇†q(h†)1r|2
λ1 − λ˜r
(4.22)
−
∑
r>1
(
∇†qBr1
)(
∇†q(h†)1r
)
+
(
∇†qB1r
)(
∇†q(h†)r1
)
λ1 − λ˜r
.
Recall that our choice of B yields that
∑
i λ˜i > −1, which means that
(λ1 − λ˜r)−1 ≥ (nλ1 + 1)−1
for r > 1. This, together with (4.22) and Young’s inequality, shows that
λ˜1,qq ≥∇†q∇†q(h†)11 +
1
2(nλ1 + 1)
∑
r>1
(
|∇†q(h†)r1|2 + |∇†q(h†)1r|2
)
− C(4.23)
≥∇†q∇†q(h†)11 +
1
4nλ1
∑
r>1
(
|∇†q(h†)r1|2 + |∇†q(h†)1r|2
)
− C,
where we use the assumption that λ1 ≫ 1.
From (2.27), it follows that
∇†q∇†q(h†)11 −∇†1∇
†
1(h†)qq(4.24)
=∇†q∇†q(β†)11 −∇†1∇
†
1(β†)qq +∇†q∇†qu11 −∇†1∇
†
1uqq
=∇†q∇†q(β†)11 −∇†1∇
†
1(β†)qq +Rqq1
pup1 −R11qpupq = O(λ1).
Thanks to (4.23) and (4.24), we deduce that
(4.25) F qqλ˜1,qq ≥ F qq∇†1∇
†
1(h†)qq +
1
4nλ1
∑
r>1
F qq
(
|∇†q(h†)r1|2 + |∇†q(h†)1r|2
)
− Cλ1F ,
where F =∑q F qq ≥ τ > 0 by (4.17) and at the point x0, from (1.3) and (4.9), we have
F ij =
{
0, if i 6= j,
fi, if i = j.
At the point x0, applying ∇†i to (1.2), we get
(4.26) ψi = F
pq∇i(h†)pt(g†)tq = F jj∇i
(
(β†)jj + ujj¯
)
.
Applying ∇†
i¯
to (4.26), we deduce that
ψi¯i =F
pq,rs
(
∇†i (h†)pt(g†)tq
)(
∇†
i¯
(h†)rℓ(g†)
ℓs
)
(4.27)
+ F pq∇†
i¯
∇†i (h†)pt(g†)tq
=F pq,rs
(
∇†i (h†)pq
)(
∇†
i¯
(h†)rs
)
+ F pq∇†
i¯
∇†i (h†)pq.
From (4.25) and (4.27), it follows that
F qqλ˜1,qq ≥ 1
4nλ1
∑
r>1
F qq
(
|∇†q(h†)r1|2 + |∇†q(h†)1r|2
)
(4.28)
23
− F pq,rs
(
∇†1(h†)pq
)(
∇†
1¯
(h†)rs
)
−Cλ1F ,
where we absorb the term of ψ11¯ into −Cλ1F since F ≥ τ > 0.
Combining (4.20) and (4.28), we get
0 ≥L(H˜) = F qqH˜qq¯(4.29)
≥− 1
λ1
F pq,rs
(
∇†1(h†)pq
)(
∇†
1¯
(h†)rs
)
− CF
− F
qq|λ˜1,q|2
λ21
+ ρ′
(
F qqur∇†qurq + F qqur∇†q∇†qur
)
+
∑
r
F qq
4K
(
|∇†qur|2 + |urq|2
)
+ ρ′′F qq|Vq|2 + ϕ′′F qq|uq|2 + ϕ′F qquqq,
since ρ′ ≥ 1/(4K).
Using the Ricci identity (2.27), (4.26) and the fact that ρ′ ≤ 1/(2K), we can get
ρ′F qqur∇†qurq =ρ′F qqur∇†ruqq(4.30)
=ρ′F qqur
(
∇†r(h†)qq −∇†r(β†)qq
)
≥ − CF
K1/2
,
ρ′F qqur∇†q∇†qur =ρ′F qqur∇†q∇†ruq(4.31)
=ρ′F qqur
(
∇†ruqq −Rrqqpup
)
=ρ′F qqur
(
∇†r(h†)qq −∇†r(β†)qq −Rrqqpup
)
≥ −CF .
From (4.29), (4.30), (4.31) and the fact that ρ′ ≥ 1/(4K), it follows that
0 ≥− 1
λ1
F pq,rs
(
∇†1(h†)pq
)(
∇†
1¯
(h†)rs
)
− CF(4.32)
− F
qq|λ˜1,q|2
λ21
+
∑
r
F qq
4K
(
|∇†qur|2 + |urq|2
)
+ ρ′′F qq|Vq|2 + ϕ′′F qq|uq|2 + ϕ′F qquqq,
where we use the fact that K > 1 and hence K−1/2 < 1 and absorb the constant into CF .
Next, we deal with two cases separately.
Case 1: δλ1 ≥ −λn, where the constant δ will be determined later. We set
I :=
{
i : F ii > δ−1F 11
}
.
From (4.19), the Cauchy-Schwarz inequality yields that
−
∑
q 6∈I
F qq|λ˜1,q|2
λ21
=−
∑
q 6∈I
F qq
∣∣ρ′Vq + ϕ′uq∣∣2(4.33)
≥− 2ρ′2
∑
q 6∈I
F qq |Vq|2 − 2ϕ′2
∑
q 6∈I
F qq
∣∣ϕ′uq∣∣2
≥− ρ′′
∑
q 6∈I
F qq |Vq|2 − 2ϕ′2δ−1F 11K.
24
Similarly, for q ∈ I we also have
(4.34) − 2δ
∑
q∈I
F qq|λ˜1,q|2
λ21
≥ −2δρ′′
∑
q∈I
F qq|Vq|2 − 4δϕ′2
∑
q∈I
F qq|uk|2.
Since ϕ′′ > 0, we can choose δ sufficiently small (i.e., depending on D1, D2 and supM |u|) such
that
(4.35) 4δϕ′2 <
1
2
ϕ′′.
Substituting (4.33), (4.34) and (4.35) into (4.32) shows that
0 ≥− 1
λ1
F pq,rs
(
∇†1(h†)pq
)(
∇†
1¯
(h†)rs
)
−CF(4.36)
− (1− 2δ)
∑
q∈I
F qq|λ˜1,q|2
λ21
+
∑
r
F qq
4K
(
|∇†qur|2 + |urq|2
)
− 2ϕ′2δ−1F 11K + 1
2
ϕ′′F qq|uq|2 + ϕ′F qquqq,
The assumption that δλ1 ≥ −λn implies that
(4.37)
1− δ
λ1 − λk ≥
1− 2δ
λ1
.
Substituting (4.37) into (4.12) with k = 1 means that
− 1
λ1
F pq,rs
(
∇†1(h†)pq
)(
∇†
1¯
(h†)rs
)
≥
∑
q∈I
F qq − F 11
λ1 − λq |∇
†
1(h†)q1¯|2(4.38)
≥1− 2δ
λ1
∑
q∈I
F qq|∇†1(h†)q1¯|2.
From (4.36) and (4.38), it follows that
0 ≥1− 2δ
λ21
∑
q∈I
F qq
(
|∇†1(h†)q1¯|2 − |λ˜1,q|2
)
− CF(4.39)
+
∑
r
F qq
4K
(
|∇†qur|2 + |urq|2
)
− 2ϕ′2δ−1F 11K + 1
2
ϕ′′F qq|uq|2 + ϕ′F qquqq,
From (2.27) and (4.21), a direct calculation gives
∇†1(h†)q1¯ =∇†1(β†)q1¯ +∇†1uq1¯
=∇†1(β†)q1¯ +∇†qu11¯
=∇†1(β†)q1¯ −∇†q(β†)11¯ +∇†q(h†)11¯
=∇†1(β†)q1¯ −∇†q(β†)11¯ + λ˜1,q = λ˜1,q +O(1),
which yields that
(4.40) |∇†1(h†)q1¯|2 − |λ˜1,q|2 ≥ −C(1 + |λ˜1,q|).
By (4.19), for any ε > 0, there exists a constant Cε such that
|λ˜1,q| =λ1
∣∣∣ρ′ (ururq + ur∇†qur)+ ϕ′uq∣∣∣(4.41)
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≤ Cλ1
K1/2
(∑
r
|urq|+
∑
r
|∇†qur|
)
+ λ1|ϕ′||uq|
≤ Cλ1
K1/2
(∑
r
|urq|+
∑
r
|∇†qur|
)
− ελ1ϕ′ − Cελ1ϕ′|uq|2,
where we also use the assumption that λ≫ 1.
Substituting (4.40) and (4.41) into (4.39), Young’s inequality shows
0 ≥− CF +
∑
r
F qq
8K
(
|∇†qur|2 + |urq|2
)
(4.42)
− 2ϕ′2δ−1F 11K + 1
2
ϕ′′F qq|uq|2 + ϕ′F qquqq + Cεϕ′F + Cεϕ′F qq|uq|2
≥F 11
(
λ21
16K
− 2ϕ′2δ−1K
)
+
(
1
2
ϕ′′ + Cεϕ′
)
F qq|uq|2
− CF + Cεϕ′F − ϕ′F qq ((β†)qq − (h†)qq) ,
where we use the fact that |u11¯|2 ≥ λ21/2− C and the assumption that λ1 ≫ 1.
By (4.15), (4.16) and (4.17), one of the two possibilities happens.
(a) The inequality (4.16) holds, i.e., we have F qq ((β†)qq − (h†)qq) > κF . We apply this to
(4.42) and get
0 ≥F 11
(
λ21
16K
− 2ϕ′2δ−1K
)
+
(
1
2
ϕ′′ + Cεϕ′
)
F qq|uq|2(4.43)
− CF + Cεϕ′F − κϕ′F .
We first choose ε > 0 such that ε < κ/2. Then we choose D2 in the definition of
ϕ(t) = D1e
−D2t sufficiently large such that
1
2
ϕ′′ > Cε|ϕ′|.
This, together with (4.43), shows that
0 ≥ F 11
(
λ21
16K
− 2ϕ′2δ−1K
)
− CF − 1
2
κϕ′F .
Now we choose D1 so large that −12κϕ′ > C, which yields that
0 ≥ λ
2
1
16K
− 2ϕ′2δ−1K.
Recall that δ is determined by the choice of D1, D2 from (4.35). Hence we get the upper
bound of λ1/K.
(b) The inequality (4.15) holds, which yields that F 11 ≥ κF . With the choice of constants
chosen above, from (4.42), it follows that
0 ≥ κF
(
λ21
16K
− 2ϕ′2δ−1K
)
− CF + Cεϕ′F − ϕ′F qq(h†)qq.
This, together with F qq(h†)qq ≤ λ1F , shows that
0 ≥ κλ
2
1
16K2
− C (1 +K−1 + λ1K−1) ,
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from which we get the upper bound of λ1/K required.
Case 2: δλ1 ≤ −λn, where the constants δ, D1 and D2 are fixed as in the previous case. Note
that Fnn ≥ 1nF and λ2n ≥ δ2λ21. This yields that∑
r
F qq
4K
(
|∇†qur|2 + |urq|2
)
≥F
nn
4K
|unn¯|2 ≥ F
nn
4K
|λn − (β†)nn¯|2(4.44)
≥ δ
2
8nK
F|λ1|2 − CF .
Similar to (4.33), we get
−F
qq|λ˜1,q|2
λ21
=− F qq ∣∣ρ′Vq + ϕ′uq∣∣2(4.45)
≥− 2ρ′2F qq |Vq|2 − 2ϕ′2F qq
∣∣ϕ′uq∣∣2
≥− ρ′′F qq |Vq|2 − CKF .
Substituting (4.44) and (4.45) into (4.32), we get
(4.46) 0 ≥ δ
2
8nK
F|λ1|2 − Cλ1F ,
where we use the fact that ϕ′F qquqq = O(λ1F) and the assumption that λ1 ≫ K. This also
yields the required upper bound of λ1/K. 
5. First Order Estimate
In this section, we prove the first order estimate of the solution to (1.2) and complete the proof
of Theorem 1.1.
Theorem 5.1. Suppose that the function u ∈ C∞B (M,R) is a solution to (1.2) with supM u = 0,
and that the function u ∈ C∞B (M,R) is a transverse C-subsolution to (1.2). There exists a
uniform constant C depending only on η, ω† and u such that
(5.1) sup
M
|∇u|ω† ≤ C.
Let us recall some concepts about Γ-solution from [61].
Definition 5.1. Suppose that u : Cn → R is a continuous function. We call u is a (viscosity)
Γ-subsolution if for all h ∈ C2(Cn,R) such that u− h has local maximum at z, then there holds
λ(hij¯(z)) ∈ Γ, where λ(A) is the eigenvalues of the hermitian metric A.
We call that a Γ-subsolution u is a Γ-solution if for all z ∈ Cn, h ∈ C2(Cn,R) such that u − h
has local minimum at z, then λ(hij¯(z)) ∈ Rn \ Γ.
Note that Γ-subsolution is subharmonic since Γ ⊂ {x = (x1, . . . , xn) ∈ Rn :
∑n
i=1 xi > 0}.
Theorem 5.2 (Sze´kelyhidi [61]). Let u : Cn → R be a Lipschitz Γ-solution such that |u| ≤ C
and u has Lipschitz constant bounded by C. Then u is a constant function.
Proof of Theorem 5.1. We use the blowup argument in [61, 67] originated from [21]. Assume
for a contradiction that (5.1) does not hold. There exist a sequence of basic real (1, 1) form β†,j
and basic smooth functions ψj and uj such that
‖β†,j‖C2(M,g) + ‖ψj‖C2(M,g) ≤ C
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[
inf
(x,j)∈M×N∗
ψj , sup
(x,j)∈M×N∗
ψj
]
⊂
(
sup
∂Γ
f, sup
Γ
f
)
,(5.2)
F (A†,j) =ψj, with Cj := sup
M
|∇uj |ω† → +∞, as j → +∞,(5.3)
where
sup
M
uj = 0, (A†,j)r
s = (g†)qs ((β†,j)rq + (uj)rq) .
We also assume that 0 is a transverse C-subsolution of equations given by (5.3).
From Theorem 3.1, it follows that supM |uj | ≤ C. For each j, there exists pj ∈ M such
that |∇uj|(pj) = Cj. Without loss of generality, we assume that limj→∞ pj = p0 ∈ M and
that p0 is the center of the foliated chart (−ε0, ε0) × B2(0) ⊂ R × Cn with all the points
pj ∈ (−ε0/2, ε0/2)×B1(0). Now we just need consider ω†, β†,j , uj , ψj , as quantities on B2(0).
We also assume that z = (z1, · · · , zn) is the coordinates on Cn and that ω†(0) = γ, where γ is
the standard Hermitian metric on Cn.
We define
uˆj(z) := uj(z(pj) + z/Cj), on BCj (0),
which satisfies
sup
BCj (0)
|uˆj| ≤ C, and sup
BCj (0)
|∇uˆj| ≤ C,
where the gradient and norm are the Euclidean ones. Moreover, from the definition of these
functions, it follows that
∂kuˆj(0) = C
−1
j ∂kuj(z(pj)), k = 1, · · · , n,
which yields that
|∂uˆj |(0) > c > 0.
From Theorem 4.1, it follows that
(5.4) sup
BCj (0)
|√−1∂B∂Buˆj |γ ≤ CC−2j sup
M
|√−1∂B∂Buj|ω† ≤ C.
Thanks to the elliptic estimates for ∆γ and the Sobolev embedding, we see that for each given
compact set K ⊂ Cn, each α ∈ (0, 1) and p > 1, there exists a constant C such that
‖uˆj‖C1,α(K) + ‖uˆj‖W 2,p(K) ≤ C.
This yields that there exists a subsequence of uˆj that converges strongly in C
1,α
loc (C
n) as well as
weakly in W 2,ploc (C
n) to a function u ∈ C1,αloc (Cn) ∩W 2,ploc (Cn) with supCn(|u| + |∇u|) ≤ C and|∇u|(0) ≥ c > 0. In particular, u is non-constant.
We set
Φj : Cn → Cn, z 7→ C−1j z+ xj , xj := z(pj).
Then we have
uˆj =uj ◦ Φj, on BCj (0),
γj :=C
2
jΦ
∗
jω† → γ, smoothly on compact set of Cn as j →∞.
In particular, Φ∗jω† → 0 smoothly. Similarly, χj := Φ∗jβ†,j → 0 smoothly. This also shows that
(5.5)
∣∣λ((γj)q¯s ((χj)rq + (uˆj)rq))− λ((uˆj)rs)∣∣→ 0, smoothly.
We rewrite (5.3) as
(5.6) F
(
C2j (γj)
q¯s ((χj)rq + (uˆj)rq)
)
= ψj.
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We claim that u is a Γ-solution. Indeed, we first suppose that there exists a C2 function v such
that v ≥ u and v(z0) = u(z0) for some point z0. By the construction of u, for any ǫ > 0, there
exists a large N ∈ N such that if j ≥ N , then there exist aj, zj with |aj| < ǫ, |zj − z0| < ǫ such
that
v + ǫ|z− z0|+ aj ≥ uˆj, on B1(z0), with equality at zj ,
and that λ((uˆj)kℓ) lies in the 2ǫ neighborhood of Γ ⊃ Γn by (5.5) and (5.6). This means that
vkℓ(zj) + ǫδkℓ ≥ (uˆj)kℓ(zj) and hence vkℓ(zj)+ ǫδkℓ lies in the 2ǫ neighborhood of Γ, from which
we can deduce that λ((vkℓ(z0))) ∈ Γ by letting ǫ→ 0.
We second suppose that v is a C2 function such that v ≤ u and v(z0) = u(z0). As above, for
any ǫ > 0, there exists N1 ∈ N sufficiently large such that for any j > N1, we can find aj , zj
with |aj | < ǫ, |zj − z0| < ǫ satisfying
v − ǫ|z− z0|+ aj ≤ uˆj, on B1(z0), with equality at zj ,
This yields that
(
vkℓ(zj)− ǫδkℓ
) ≤ ((uj)kℓ(zj)). If λ ((vkℓ(zj)− 3ǫδkℓ)) ∈ Γ, then λ (((uj)kℓ(zj))) ∈
Γ + 2ǫ1.
From (5.5), it follows that
(5.7) λ((γj)
q¯s ((χj)rq + (uˆj)rq)) ∈ Γ + ǫ1,
and hence
f
(
C2j (γj)
q¯s ((χj)rq + (uˆj)rq)
)
> σ
for any j > N1 (N1 may be chosen larger if necessary), where σ ∈
(
sup(x,j)∈M×N∗ ψj, supΓ f
)
by Assertion (1) in Lemma 4.3. This is a contradiction to (5.6). Finally, we deduce that
λ((vkℓ(zj))) ∈ Rn \ (Γ + 3ǫ1) and hence λ((vkℓ(z0))) ∈ Rn \ Γ by letting ǫ→ 0.
Now we get a non-constant Lipschitz Γ-solution u since |∇u|(0) ≥ c > 0, which is a contradiction
to Theorem 5.2. This contradiction yields the desired (5.1). 
Proof of Theorem 1.1. In the foliated local coordinate patch (−ε0, ε0)×B2(0), we work in B2(0).
Therefore, given (3.1), (5.1) and (4.1), the C2,α estimate follows from the Evans-Krylov theory
(see [64, 15]). 
6. Applications
In this section, we prove Corollary 1.2, Corollary 1.3, Corollary 1.4 and Corollary 1.5 by the
method from [61, 66, 67, 65].
Proof of Corollary 1.2. We use the continuity method modified from [66, 67, 65]. Here for
convenience we give all details and later we can be sketch. Fix a basic function F ∈ C∞B (M,R)
to find (u, b) ∈ C∞B (M,R)× R such that
(6.1)
(
ωh +
1
n− 1
[
(∆Bu)ω† −
√−1∂B∂Bu
])k ∧ ωn−k† ∧ η = eF+bωnh ∧ η,
with
(6.2) ωh +
1
n− 1
[
(∆Bu)ω† −
√−1∂B∂Bu
]
>b 0, sup
M
u = 0
for transverse positive basic real (1, 1) forms ωh and ω† with dBω† = 0. Note the (6.1) is slightly
different from (1.7) with F = eG
ωn
†
∧η
ωn
h
∧η .
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We consider the family of equations for (ut, bt) ∈ C2,αB (M,R)× R with t ∈ [0, 1]
(6.3)
(
ωh +
1
n− 1
[
(∆But)ω† −
√−1∂B∂But
])k ∧ ωn−k† ∧ η = etF+btωnh ∧ η,
with
(6.4) ωh +
1
n− 1
[
(∆But)ω† −
√−1∂B∂But
]
>b 0, sup
M
ut = 0.
We define a set
I :=
{
t′ ∈ [0, 1] : ∃ (ut, bt) ∈ C2,αB (M,R)× R solves (6.3) and (6.4) for t ∈ [0, t′]
}
.
Note that 0 ∈ I .We need prove the openness of I . Assume that there exists a solution of (6.3)
and (6.4) for t = tˆ. We write
ωˆ := ωh +
1
n− 1
[
(∆Butˆ)ω† −
√−1∂B∂Butˆ
]
.
It is sufficient to prove that, for some ε > 0, there exists (vt, bt) ∈ C2,αB (M,R)×R for t ∈ [tˆ, tˆ+ε)
solves (
ωˆ +
1
n− 1
[
(∆Bvt)ω† −
√−1∂B∂Bvt
])k ∧ ωn−k† ∧ η = e(t−tˆ)F+bt−btˆωˆn ∧ η
with
ωˆ +
1
n− 1
[
(∆Bvt)ω† −
√−1∂B∂Bvt
]
>b 0, vtˆ = 0
for some bt ∈ R. Indeed, given such a (vt, bt), the function ut := utˆ + vt solves (6.3) with
supM ut = 0 by adding a time-depending constant, as desired. Consider the linear differential
operator (strongly transverse elliptic [25])
(6.5) L(v) =
k
[
(∆Bv)ω† −
√−1∂B∂Bv
] ∧ ωˆk−1 ∧ ωn−k† ∧ η
(n− 1)ωˆk ∧ ωn−k† ∧ η
=: gj¯ivij¯.
Note that ω :=
√−1gij¯dzi ∧ dz¯j >b 0. We claim that there exists a smooth function σ ∈
C∞B (M,R) such that
(6.6) eσgj¯iωˆk ∧ ωn−k† ∧ η = gj¯iGωnG ∧ η,
where ωG := (gG)ij¯dzi ∧ dz¯j is a transverse Gauduchon metric. Indeed, it follows from [2,
Theorem 3.10] that there exists a smooth basic function σ′ ∈ C∞B (M,R) such that (gG)ij¯ := eσ
′
gij¯
is a transverse Gauduchon metric. Then set σ := −σ′+ log ωnG∧η
ωˆk∧ωn−k
†
∧η , as desired. Up to adding
a constant to σ, we assume that
(6.7)
∫
M
eσωˆk ∧ ωn−k† ∧ η = 1.
We can find vt ∈ C2,αB (M,R) for t ∈ [tˆ, tˆ+ ε) such that(
ωˆ +
1
n− 1
[
(∆Bvt)ω† −
√−1∂B∂Bvt
])k ∧ ωn−k† ∧ η
=e(t−tˆ)F+ctωˆn ∧ η
(∫
M
eσ
(
ωˆ +
1
n− 1
[
(∆Bvt)ω† −
√−1∂B∂Bv
])k ∧ ωn−k† ∧ η
)
,
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where ct ∈ R such that ∫
M
e(t−tˆ)F+ctωˆn ∧ η = 1.
We set
A1 :=
{
v ∈ C2,αB (M,R) :
∫
M
veσωˆk ∧ ωn−k† ∧ η = 0, ωˆ +
1
n− 1
[
(∆Bv)−
√−1∂B∂Bv
]
>b 0
}
,
A1 :=
{
w ∈ CαB(M,R) :
∫
M
eweσωˆk ∧ ωn−k† ∧ η = 1
}
.
Then we define Φ : A1 → A2 by
Φ(v) := log
(
ωˆ + 1n−1
[
(∆Bv)ω† −
√−1∂B∂Bv
])k ∧ ωn−k† ∧ η
ωˆn ∧ η
− log
(∫
M
eσ
(
ωˆ +
1
n− 1
[
(∆Bv)ω† −
√−1∂B∂Bv
])k ∧ ωn−k† ∧ η
)
.
We need find vt ∈ C2,αB (M,R) with Φ(vt) = (t − tˆ)F + ct. Since Φ(0) = 0, the inverse function
theorem yields that it suffices to prove the invertibility of
(DΦ)0 : T0A1 → T0A2,
where
T0A1 =
{
ζ ∈ C2,αB (M,R) :
∫
M
ζeσωˆk ∧ ωn−k† ∧ η = 0
}
,
T0A2 =
{
g ∈ CαB(M,R) :
∫
M
geσωˆk ∧ ωn−k† ∧ η = 0
}
denote the tangent spaces of A1 and A2 at 0. We have
(DΦ)0(ζ) = g
j¯iζij¯ −
∫
M
eσ
(
gj¯iζij¯
)
ωˆk ∧ ωn−k† ∧ η = gj¯iζij¯,
where for the first equality we use (6.5) and (6.7), and for the second equality we use (6.6) to
get∫
M
eσ
(
gj¯iζij¯
)
ωˆk ∧ ωn−k† ∧ η =
∫
M
(
(gG)
j¯iζij¯
)
ωnG ∧ η =
∫
M
n
√−1∂B∂Bζ ∧ ωn−1G ∧ η = 0.
It follows from the strong maximum principle that (DΦ)0 is injective. To show that it is
surjective, take g ∈ T0A2. The let ζ solve
(gG)
j¯iζij¯ = ge
σ
ωˆk ∧ ωn−k† ∧ η
ωnG ∧ η
,
∫
M
ζeσeσωˆk ∧ ωn−k† ∧ η = 0.
Such solution ζ exists since there holds
∫
M ge
σ ωˆ
k∧ωn−k
†
∧η
ωn
G
∧η ω
n
G ∧ η =
∫
M ge
σωˆk ∧ωn−k† ∧ η = 0 and
ωG is a transverse Gauduchon metric. This, together with (6.6), yields that
ωnG ∧ η
ωˆk ∧ ωn−k† ∧ η
e−σ
(
(gG)
j¯iζij¯
)
= gj¯iζij¯ = (DΦ)0(ζ) = g,
as desired. This establishes the openness of I .
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To show the closeness of I , we need a priori estimate of (ut, bt). The uniform bound of bt follows
from the maximum principle. To get the uniform estimate of ut, we need write (1.7) in the form
of (1.2). For this aim, we set
(6.8) β† = (trω†ωh)ω† − (n− 1)ωh.
Let A†,u be the transverse Hermitian endomorphism of ν(Fξ) with respect to ω† defined by β†,u,
and let
Tk(λ(A†,u)) =
∑
ℓ 6=k
λℓ(A†,u), 1 ≤ k ≤ n,
T(λ(A†,u)) =(T1(λ(A†,u)), · · · , Tn(λ(A†,u))).
Then (1.7) is rewritten as
(6.9) f(λ(A†,u)) = log σk(T(λ(A†,u))) = G+ b,
where we recall that σk is the k
th elementary symmetric polynomial defined on Rn. If ωh is
a transverse k-positive basic real (1, 1) form, then f is defined on Γ := T−1(Γk) and 0 is
a transverse C-subsolution. Hence a priori estimates of ut follows from Theorem 1.1 and a
bootstrapping argument. The solution to (6.3) and (6.4) at t = 1 solves (1.7).
Uniqueness of the solution (u, b) ∈ C∞B (M,R)×R to (6.3) and (6.4). Suppose that (u, b), (u′, b′) ∈
C∞B (M,R)× R solve (6.3) and (6.4). Write
ω˜† :=ωh +
1
n− 1
[
(∆Bu)ω† −
√−1∂B∂Bu
]
,
ω˜′† :=ωh +
1
n− 1
[(
∆Bu
′)ω† −√−1∂B∂Bu′] .
Then we have(
ω˜† + 1n−1
[
(∆B(u
′ − u))ω† −
√−1∂B∂B(u′ − u)
])k ∧ ωn−k† ∧ η
ω˜k† ∧ ωn−k† ∧ η
= eb
′−b.
Considering the points where u′− u attains a maximum and minimum, we get b = b′ and hence
there holds(
ω˜† +
1
n− 1
[(
∆B(u
′ − u))ω† −√−1∂B∂B(u′ − u)])k ∧ ωn−k† ∧ η = ω˜k† ∧ ωn−k† ∧ η,
i.e., [(
∆B(u
′ − u))ω† −√−1∂B∂B(u′ − u)] ∧ k−1∑
i=0
ω˜i† ∧ (ω˜′†)k−1−i ∧ ωn−k† ∧ η = 0.
Since supM u = supM u
′ = 0, the strong maximum principle yields that u ≡ u′, as desired. 
Proof of Corollary 1.3. From Lemma 2.1 and (2.35), we deduce that there exists a basic real
(1, 1) form ω0 >b 0 such that
(6.10)
1
(n− 1)! ∗†
(
ωn−10 +
√−1∂B∂B ∧ ωn−2†
)
= ωh +
1
n− 1
[
(∆Bu)ω† −
√−1∂B∂Bu
]
.
It follows from (1.7) with k = n, (2.32), (2.34), (6.10) that ω˜u given by (1.8)
(6.11) ω˜nu ∧ η = e
G+b
n−1 ωn† ∧ η.
32
Given Ψ† ∈ c1(ν(Fξ)), the basic ∂B∂B-lemma (see [8]) yields that there exists a basic function
G ∈ C∞B (M,R) such that
Ric(ω†)−
√−1
n− 1∂B∂BG = Ψ,
which, together with taking −√−1∂B∂B on both sides of (6.11), yields Corollary 1.3. 
Proof of Corollary 1.4. The conclusion follows form the argument in Corollary 1.2 by replacing
ω0 +
1
n−1
[
(∆Bu)ω† −
√−1∂B∂Bu
]
with ωh +
√−1∂B∂Bu, and replacing σk(Tk(λ)) with σk(λ)
wherever they occur. 
Proof of Corollary 1.5. We rewrite (1.12) in the form F (A†) = f(λ) = −c, where F is given by
f(λ) := −
(n
ℓ
)−1
σℓ(λ)(n
k
)−1
σk(λ)
,
which is concave and ∂f∂λi > 0 for 1 ≤ i ≤ n (see [59, 61]).
We solve the family of equations
(6.12) t
(
ωh +
√−1∂B∂But
)ℓ ∧ ωn−ℓ† ∧ η(
ωh +
√−1∂B∂But
)k ∧ ωn−k† ∧ η + (1− t)
ωn† ∧ η(
ωh +
√−1∂B∂But
)k ∧ ωn−k† ∧ η = ct,
for t ∈ [0, 1] and c1 = c.
We set
T := {t ∈ [0, 1] : Equation (6.12) has a solution ut at time t} .
It follows from Corollary 1.4 that 0 ∈ T .
For the openness, the linearized operator L˜ of (6.12) at time t is given by
L˜(w) =− t
√−1∂B∂Bw ∧
(
ωh +
√−1∂B∂But
)ℓ−1 ∧ ωn−ℓ† ∧ η(
ωh +
√−1∂B∂But
)k ∧ ωn−k† ∧ η
− ct
√−1∂B∂Bw ∧
(
ωh +
√−1∂B∂But
)k−1 ∧ ωn−k† ∧ η(
ωh +
√−1∂B∂But
)k ∧ ωn−k† ∧ η , ∀ w ∈ C∞B (M,R).
Note that −L˜ is strongly transverse elliptic operator. It follows from dBωh = 0 that −L˜ is
self-adjoint with respect to the volume form
(
ωh +
√−1∂B∂But
)k ∧ ωn−k† ∧ η. Since
C2,αB (M,R)× R→ CαB(M,R), (u, c) 7→ −L˜(u) + c,
is surjective, the openness of T follows.
By integration on both sides of (6.12) with respect to the volume
(
ωh +
√−1∂B∂But
)k∧ωn−k† ∧η,
we get ct ≥ tc for any t ∈ [0, 1]. We rewrite (6.12) as
ft(λ) = −t
(n
ℓ
)−1
σℓ(λ)(n
k
)−1
σk(λ)
− (1− t)− 1(n
k
)−1
σk(λ)
= −ct.
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We claim that u = 0 is a transverse C-subsolution. Indeed, let µ be the n-tuple of eigenvalues
of λ (ωh) with respect to g†, and it is sufficient to check that for any (n− 1)-tuple µ′ of µ, there
holds
lim
s→+∞ ft((µ
′, s)) > −ct,
which is equivalent to
−t
(
n
ℓ
)−1
σℓ−1(µ′)(
n
k
)−1
σk−1(µ′)
> −ct,
i.e.,
(6.13) nct
(
n
k
)−1
σk−1(µ′)− nt
(
n
ℓ
)−1
σℓ−1(µ′) > 0,
by the argument for (4.2).
At any given point, we choose the foliated local chart (−ε0, ε0) × B2(0) such that (g†)ij¯ = δij
and ωh is diagonal. Then we write the basic (n− 1, n − 1) form
(6.14) kctω
k−1
h ∧ ωn−k† − tℓωℓ−1h ∧ ωn−ℓ†
in the form of (2.30), and easily see that the left side of (6.13) is the eigenvalues of the coefficient
matrix of the basic (n−1, n−1) form given by (6.14). This yields that (6.13) is equivalent to the
fact that is a strictly transverse positive (n−1, n−1) form (cf. [57, 61]), where we recall that the
transverse positivity is independent of the choice of local frames (cf. the concepts of positivity
in [20, Chapter III]). Since ωh is strictly transverse k-positive and ct ≥ tc, (6.14) follows from
(1.13). Then Theorem 1.1 gives uniform a priori estimates for any t in the compact interval
[ǫ0, 1] for any small ǫ0 > 0, as desired. 
It is a meaningful problem to find geometric conditions to ensure the existence of of transverse
C-subsolution. For this aim, let us recall some concepts (see for example [2, 10]). A local basic
function u ∈ C∞B (U,C) is called basic holomorphic if ∂¯Bu = 0. We denote by OM the germ sheaf
of local basic holomorphic functions. A subset V of M is called transverse analytic subvariety
if for each point p ∈ V there exists local basic holomorphic functions f1, · · · , fr on U such that
V ∩ U = {f1 = · · · = fr = 0}. All the local properties in complex analytic geometry can be
extended to the setting of transverse analytic subvarieties. Motivated by [46, 61], we hope the
positive answer to the following
Question 6.1. Let (M,φ, ξ, η, g) be a compact Sasakian manifold with dimRM = 2n+1 (n ≥ 2)
and ω† = 12dη = g(φ·, ·) as its transverse Ka¨hler form, and let ωh be a closed strictly transverse
k-positive basic (1, 1) form. Then we can find a strictly transverse k-positive basic real (1, 1)
form ω′h ∈ [ωh] ∈ H1,1B (M,R) such that the real basic (n − 1, n − 1) form given in (1.13) with
ω′h instead of ωh if and only if for all transverse analytic subvarieties V ⊂ M of dimension
p = n− ℓ, · · · , n− 1 we have
(6.15)
∫
V
c
k!
(k − n+ p)!ω
k−n+p
h ∧ ωn−k† ∧ η −
ℓ!
(ℓ− n+ p)!ω
ℓ−n+p
h ∧ ωn−ℓ† ∧ η > 0.
It seems that we can modify the method in [18] to answer the question in the case k = n, ℓ = n−1
on toric Sasakian manifolds.
34
7. On the Transverse Complex Geometry
In this section, we point out that the method works on a compact oriented, taut, transverse
foliated manifold with complex codimension n. Let us recall some preliminaries from [2] quickly,
and for a more detailed explanation we refer the reader to their original paper (cf.[63]).
Let M be a smooth manifold with dimRM = n+ r and a foliation F of dimension r. We denote
by L := TF the tangent distribution of the foliation and by Q = TM/L the normal bundle. If
L is oriented, then the foliation F is said to be tangentially oriented.
Let g be a Riemannian metric on M. Then TM splits orthogonally as TM = L⊕L⊥ and there
exists a smooth bundle isomorphism σ : Q→ L⊥ splitting the exact sequence
0→ L→ TM → Q→ 0,
i.e., satisfying π ◦ σ = Id. The metric g is a direct sum g = gL ⊕ gL⊥ . With gQ := σ∗gL⊥ , the
splitting map σ : (Q, gQ) → (L⊥, gL⊥) is a metric isomorphism. If LξgQ = 0 for any ξ ∈ Γ(L),
then g is called bundle-like metric and gQ is said to be holonomy invariant (see [63, Chapter 5]).
A foliation F is said to be taut if M admits a Riemannian metric g such that every leaf of F is
a minimal submanifold (e.g., the K-contact manifold). We denote by χF the canonical volume
form associated to gL (i.e., the characteristic form of F , see [63]). For this χF , we have (see [54]
or [63, Formula(4.26)]),
(7.1) dχF = κ ∧ χF + ϕ0 = ϕ0,
κ is the mean curvature form associated to g (see [63, Formula (3.20)]) and ϕ0 ∈
∧r+1 satisfies
ιξ1 · · · ιξrϕ0 = 0, ∀ ξ1, · · · , ξr ∈ Γ(L).
Lemma 7.1 (Basic Stokes’ theorem [2]). Let (Mn+r,F) be a closed oriented manifold with a
taut foliation F and dimR F = r. Then we have
(7.2)
∫
M
dBϕ ∧ χF = 0, ∀ ϕ ∈ Ωn−1B ,
where χF satisfies (7.1).
Proof. See [2, Proposition 2.1]. 
Let M be a foliated manifold with dimRM = 2m + r such that the foliation F has real codi-
mension 2n, and let L = TF be the tangent distributions to the foliation and Q = TM/L the
normal bundle. A transverse almost complex structure is an endomorphism I : Q → Q such
that I2 = −Id. The transverse almost complex structure is called integrable if M can be covered
by foliated charts Uα = Vα×Wα ⊂ Rr×Cn, where I↾Uα is the natural complex structure on Cn.
A transverse Hermitian structure on a Riemannian foliated manifoldM is a pair (g, I), where g is
the bundle-like metric and I is a transverse integrable complex structure such that g(IY1, IY2) =
g(Y1, Y2) for all Y1, Y2 ∈ Γ(Q). We define a real basic (1, 1) form ω†(Y1, Y2) = g(IY1, Y2) for all
Y1, Y2 ∈ Γ(Q).
Replacing Lξ, η,Fξ , ν(Fξ) by L,χF ,F , Q respectively, all the concepts on Sasakian manifolds,
such as basic forms, basic exterior differential, transverse Hodge star operator, foliated holo-
morphic vector bundle and adapted Chern connection, basic Chern form/classes, also hold here.
Note that dB = ∂B + ∂¯B on transverse complex manifolds. Also we can propose transverse fully
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nonlinear equation defined by (1.2) with f satisfying Assumptions (1), (2) and (3) in Section 1,
and the transverse C-subsolution and transverse admissible subsolution of (1.2) are the same.
We define the basic Aeppli cohomology group (cf. [65])
Hn−1,n−1A,b (M,Q) :=
{∂B∂¯B-closed real basic (n− 1, n− 1) forms}{
∂Bγ + ∂Bγ : γ ∈
∧n−2,n−1
B (M)
} .
The basic Stokes’ theorem [2, Proposition 2.1] (see (7.2)) yields that this space is naturally in
duality with the finite dimensional basic Bott-Chern cohomology group with the nondegenerated
pairing
Hn−1,n−1A,b (M,Q) ⊗H1,1BC,b(M,Q) −→ R
given by
([α]A,b, [β]BC,b) 7→
∫
M
α ∧ β ∧ χF .
For any u ∈ C∞B (M,R), we set
γ :=
√−1
2
∂¯Bu ∧ χn−2,
where χ is a real basic (1, 1) form. Then we have
β†,u := ∂Bγ + ∂Bγ =
√−1∂B∂¯Bu ∧ χn−2 + ℜ
(√−1∂Bu ∧ ∂¯B(χn−2)) .(7.3)
β†,u is ∂B∂¯B- closed. Indeed, it is the (n − 1, n − 1) part of the dB-exact (2n − 2) form
dB
(
dcBu ∧ χn−2
)
, where
dcB =
√−1
2
(∂¯B − ∂B)
with dBd
c
B =
√−1∂B∂¯B. Let α′ and α′′ be strongly positive basic (1, 1) forms on M . Then
√−1∂B∂¯B
(
log
α′n ∧ χF
α′′n ∧ χF
)
∧ χn−2 + ℜ
[√−1∂B(log α′n ∧ χF
α′′n ∧ χF
)
∧ ∂¯B(χn−2)
]
,
is well-defined ∂B∂¯B-closed since
log
α′n ∧ χF
α′′n ∧ χF ∈ C
∞
B (M,R).
Let (M2n+r,F , g, I) be a compact oriented, taut, transverse Hermitian foliated manifold, where
F is the foliation with complex codimension n and g is the bundle-like metric. Then we split g
as g = gL ⊕ gL⊥ where L = TF and denote by χF be the characteristic form satisfying (7.1).
We assume that ω† = g(I·, ·) is a transverse Gauduchon metric without loss of generality (see
[2, Theorem 3.10]). We define the transverse Hodge star operator ∗† (see [63, Formula (7.2)]) as
∗†ϕ = ∗(χF ∧ ϕ), ∀ϕ ∈ ΩpB,
where ∗ is the ordinary Hodge star operator associated to g. Now we can define a new transverse
Hermitian metric ω˜†,u on M by
ω˜n−1†,u =ω
n−1
0 + ∂B
(√−1
2
∂¯Bu ∧ ωn−2†
)
+ ∂B
(√−1
2
∂¯Bu ∧ ωn−2†
)
(7.4)
=ωn−10 +
√−1∂B∂¯Bu ∧ ωn−2† + ℜ
(√−1∂Bu ∧ ∂¯B(ωn−2† )) >b 0,
where u ∈ C∞B (M,R). If ω0 is a transverse Gauduchon metric, then so is ω˜†,u.
We consider the transverse Gauduchon’s question (cf.[31, Chapter IV.5]): given a representative
Ψ ∈ cBC,b1 (Q), we hope to find a transverse Gauduchon metric ω˜†,u with ω˜n−1†,u ∈ [ωn−1† ]A,b ∈
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Hn−1,n−1A,b (M,Q) such that Ric(ω˜†,u) = Ψ. For this aim, we consider ω˜u uniquely determined by
(7.4), and it is sufficient to solve
ω˜n†,u = e
G+b
n ωn† , sup
M
u = 0,
where G ∈ C∞B (M,R) satisfies Ric(ω†) = Ψ−
√−1
n ∂B∂¯BG. It follows from (2.32) and (2.34) that
it suffices to solve
log
det
(
∗† ω˜
n−1
†,u
(n−1)!
)
detω†
= log
(
det ω˜†,u
detω†
)n−1
= G+ b, sup
M
u = 0,
i.e.,
log
(
ωh +
1
n−1
[
(∆Bu)ω† −
√−1∂B∂¯Bu
]
+ Z(u)
)n ∧ χF
ωn† ∧ χF
= G+ b, sup
M
u = 0,(7.5)
where ωh =
1
(n−1)! ∗† ωn−10 , ∆Bu =
√−1∂B∂¯Bu∧ωn−1† ∧χF
ωn
†
∧χF ,
ωh +
1
n− 1
[
(∆Bu)ω† −
√−1∂B∂¯Bu
]
+ Z(u) >b 0,(7.6)
and
Z(u) =
1
(n− 1)! ∗† ℜ
[√−1∂Bu ∧ ∂¯B(αn−2)] .(7.7)
Theorem 7.2. Let (M2n+r,F , I) be a compact oriented, taut, transverse Hermitian foliated
manifold, where F is the foliation with complex codimension n and I is the integrable transverse
almost complex structure on TM/(TF). Then for any G ∈ C∞B (M,R), transverse Hermitian
metric α0 and transverse Gauduchon metric α, there exists a unique pair (u, b) ∈ C∞B (M,R)×R
solving (7.5). In particular, given a representative Ψ ∈ cBC,b1 (Q), there exists a unique ω uniquely
determined by (7.4) such that ωn−1 ∈ [αn−1]A,b ∈ Hn−1,n−1A,b (M,Q) with Ric(ω) = Ψ. Moreover,
cBC,b1 (Q) = 0 holds if and only if there exist basic Chern-Ricci flat transverse Gauduchon metrics
on M.
This theorem is a transverse version of the Gauduchon conjecture solved by [62].
Proof of Theorem 7.2. We just need prove the existence and uniqueness of the solution to (7.5).
In the foliated local coordinate patch (U ;x1, · · · , xr, z1, · · · , zn), it is easy to see that Equation
(7.5), as an example of (1.2) with ψ = G+ b, is the same as the one in [62, Theorem 1.4]. Hence
this theorem is a transverse version of [62, Theorem 1.4], and we can use the calculations and
estimates at some fixed point there directly. Here we just point out some difference. We fix a
characteristic form χF of F satisfying (7.1). Note that u = 0 is the transverse subsolution to
(7.5). The proof splits into two steps.
Step 1: A priori estimates. This step also splits the following five sub-steps.
Step 1.1: The maximum principle yields that |b| ≤ supM |G|+ C.
Step 1.2: L∞ estimate
(7.8) sup
M
|u| ≤ C.
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For p sufficiently large, it follows from (7.2) that∫
M
e−pu
√−1∂B∂¯Bu ∧
(
ωn−10 + ω˜
n−1
†,u
)
∧ χF(7.9)
=p
∫
M
e−pu
√−1∂Bu ∧ ∂¯Bu ∧
(
ωn−10 + ω˜
n−1
†,u
)
∧ χF
+
∫
M
e−pu
√−1∂¯Bu ∧ ∂B
(
ωn−10 + ω˜
n−1
†,u
)
∧ χF
=:(I) + (II),
where ω˜n−1†,u is given by (7.4). Since ω˜
n−1
†,u >b 0, there exists a uniform constant C such that
(7.10) (I) ≥ 1
Cp
∫
M
√−1∂Be−
pu
2 ∧ ∂¯Be−
pu
2 ∧ ωn−1† ∧ χF .
Since e−pu
√−1∂¯Bu = −1p
√−1∂¯Be−pu, we can deduce from (7.2) that
(II) =
1
p
∫
M
e−pu
√−1∂¯B∂B
(
ωn−10 + ω˜
n−1
†,u
)
∧ χF(7.11)
=
1
p
∫
M
e−pu
√−1∂¯B∂Bu ∧
√−1∂¯B∂Bωn−2† ∧ χF
+
2
p
∫
M
e−pu
√−1∂¯B∂Bωn−10 ∧ χF
=
∫
M
e−pu
√−1∂Bu ∧ ∂¯Bu ∧
√−1∂¯B∂Bωn−2† ∧ χF
+
2
p
∫
M
e−pu
√−1∂¯B∂Bωn−10 ∧ χF
=
4
p2
∫
M
√−1∂Be−
pu
2 ∧ ∂¯Be−
pu
2 ∧ √−1∂¯B∂Bωn−2† ∧ χF
+
2
p
∫
M
e−pu
√−1∂¯B∂Bωn−10 ∧ χF
≥− 1
2Cp
∫
M
√−1∂Be−
pu
2 ∧ ∂¯Be−
pu
2 ∧ ωn−1† ∧ χF
− 1
C ′p
∫
M
e−puωn† ∧ χF ,
where we choose the constant C the same as the one in (7.10) and use the assumption that p is
sufficiently large.
On the other hand, using the foliated local coordinate patch (U ;x1, · · · , xr, z1, · · · , zn), it follows
from (2.35) and [65, Lemma 5.1] that
√−1∂B∂¯Bu
(
2ωn−10 +
√−1∂B∂¯Bu ∧ ωn−2† + ℜ
(√−1∂Bu ∧ ∂¯B(ωn−2† )))
≤C (1 + |∂Bu|2)ωn† −ℜ(√−1∂Bu ∧ ∂¯B(ωn−2† )) ,
which implies∫
M
e−pu
√−1∂B∂¯Bu
(
2ωn−10 +
√−1∂B∂¯Bu ∧ ωn−2† + ℜ
(√−1∂Bu ∧ ∂¯B(ωn−2† ))) ∧ χF(7.12)
≤C
∫
M
e−puωn† ∧ χF + C
∫
M
e−pu|∂Bu|2ωn† ∧ χF
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−
∫
M
e−pu
√−1∂B∂¯Bu ∧ ℜ
(√−1∂Bu ∧ ∂¯B(ωn−2† )) ∧ χF .
From (7.2), we can deduce
−
∫
M
e−pu
√−1∂B∂¯Bu ∧ ℜ
(√−1∂Bu ∧ ∂¯B(ωn−2† )) ∧ χF(7.13)
=−ℜ
∫
M
e−pu
√−1∂B∂¯Bu ∧
√−1∂Bu ∧ ∂¯B(ωn−2† ) ∧ χF
=
1
p
ℜ
∫
M
√−1∂Be−pu ∧
√−1∂B∂¯Bu ∧ ∂¯B(ωn−2† ) ∧ χF
=
1
p
ℜ
∫
M
√−1∂Be−pu ∧
√−1∂¯Bu ∧ ∂B∂¯B(ωn−2† ) ∧ χF
=− 4
p2
ℜ
∫
M
√−1∂Be−
pu
2 ∧ √−1∂¯Be−
pu
2 ∧ ∂B∂¯B(ωn−2† ) ∧ χF
≤C
p2
ℜ
∫
M
√−1∂Be−
pu
2 ∧ √−1∂¯Be−
pu
2 ∧ ωn−1† ∧ χF .
Note that
(7.14)
∫
M
e−pu|∂Bu|2ωn† ∧ χF =
4n
p2
∫
M
√−1∂Be−
pu
2 ∧ ∂¯Be−
pu
2 ∧ ωn−1† ∧ χF .
Thanks to (7.9), (7.10), (7.11), (7.12), (7.13) and (7.14), we get
(7.15)
∫
M
∣∣∣∂Be− pu2 ∣∣∣2 ωn† ∧ χF ≤ Cp ∫
M
e−puωn† ∧ χF .
We set v = u− infM u. Then from (7.6) we have
∆Bv =
√−1∂B∂¯Bu ∧ ωn−1† ∧ χF
ωn† ∧ χF
(7.16)
=trω†
(
∗†
ω˜n−1†,u
(n− 1)!
)
− trω†ωh − trω†Z(u)
≥− trω†ωh − trω†Z(u)
=− trω†ωh −
n
(n−1)! ∗† ℜ
[√−1∂Bu ∧ ∂¯B(ωn−2† )] ∧ ωn−1† ∧ χF
ωn† ∧ χF
=− trω†ωh −
ℜ
[√−1∂Bu ∧ ∂¯B(ωn−2† )] ∧ n(n−1)! ∗† ωn−1† ∧ χF
ωn† ∧ χF
=− trω†ωh −
nℜ
[√−1∂Bu ∧ ∂¯B(ωn−2† )] ∧ ω† ∧ χF
ωn† ∧ χF
=− trω†ωh −
n(n− 2)ℜ
[√−1∂Bu ∧ ∂¯B(ωn−1† )] ∧ χF
(n− 1)ωn† ∧ χF
≥− C −
n(n− 2)ℜ
[√−1∂Bu ∧ ∂¯B(ωn−1† )] ∧ χF
(n− 1)ωn† ∧ χF
.
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From (7.2) and (7.16), we get∫
M
∣∣∣∂Bv p+12 ∣∣∣2 ωn† ∧ χF(7.17)
=
n(p+ 1)2
4
∫
M
√−1vp−1∂Bv ∧ ∂¯Bv ∧ ωn† ∧ χF
=
n(p+ 1)2
4p
∫
M
√−1∂Bvp ∧ ∂¯Bv ∧ ωn† ∧ χF
=
n(p+ 1)2
4p
∫
M
vp(∆Bv) ∧ ωn† ∧ χF
+
n(p+ 1)
4p
∫
M
√−1(∂¯Bvp+1) ∧
(
∂Bω
n
†
) ∧ χF
=
(p + 1)2
4p
∫
M
vp(∆Bv) ∧ ωn† ∧ χF
≤C (p+ 1)
2
4p
∫
M
vp ∧ ωn† ∧ χF
+
n(n− 2)(p + 1)2
4p(n − 1) ℜ
∫
M
vp
√−1∂Bv ∧ ∂¯B(ωn−1† ) ∧ χF
=C
(p+ 1)2
4p
∫
M
vp ∧ ωn† ∧ χF +
n(n− 2)(p + 1)
4p(n − 1) ℜ
∫
M
√−1∂Bvp+1 ∧ ∂¯B(ωn−1† ) ∧ χF
=C
(p+ 1)2
4p
∫
M
vp ∧ ωn† ∧ χF ,
where we twice use the transverse Gauduchon condition ∂B∂¯Bω
n−1
† = 0. Then the L
∞ estimate
(7.8) follows from (7.17) and the Morser iteration.
There is another method to obtain the L∞ estimate by the weak Harnack inequality [34, Theorem
9.22] and the modified Alexandroff-Bakelman-Pucci maximum principle (see [61, Proposition
11]). Indeed, we assume that M is covered by finite the foliated charts Ui’s diffeomorphism to
Vi×B2(0) ⊂ Rr×Cn such that {12Ui} each of which is diffeomorphism to 12Vi×B1(0) still covers
M. We work in the quantities of the complex variables in B2(0) and hence the upper bound for
‖|u|p‖L1 follows from (7.16) and the argument in the proof of [61, Proposition 10]. Then we use
the he modified Alexandroff-Bakelman-Pucci maximum principle to prove the L∞ estimate (see
the argument in the proof of Theorem 3.1).
Step 1.3: C2 estimate
(7.18) sup
M
|∂B∂¯Bu| ≤ C
(
1 + sup
M
|∂Bu|2
)
.
Using maximum principle, the perturbation argument in the proof of Theorem 4.1, and the foli-
ated local coordinate patch (U ;x1, · · · , xr, z1, · · · , zn), we work with the qualities of (z1, · · · , zn).
Hence the estimate in (7.18) follows from the argument in the proof of [62, Theorem 1.2].
Step 1.4: C1 estimate
(7.19) sup
M
|∂Bu| ≤ C.
The argument in the proof of Theorem 5.1 yields that using the foliated local coordinate patch
(U ;x1, · · · , xr, z1, · · · , zn), we work with the qualities of (z1, · · · , zn). Hence (7.19) follows from
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the argument in the proof of [65, Theorem 1.7] (see also [67, Theorem 5.1] and [74, Theorem
5.1]).
Step 1.5: C2,β estimate
(7.20) sup
M
|u|C2,β ≤ C,
with some β ∈ (0, 1) and high order estimate
(7.21) sup
M
|u|Ck ≤ Ck.
In the foliated local coordinate patch (U ;x1, · · · , xr, z1, · · · , zn), we work with the qualities of
(z1, · · · , zn). Therefore, given (7.8), (7.18) and (7.19), the C2,α estimate (7.20) follows from the
Evans-Krylov theory (see [64, 15]) and high order estimate (7.21) follows from the bootstrapping
argument.
Step 2: Existence and uniqueness of the solution to (7.5). We use the continuity method. Fix
a basic function F ∈ C∞B (M,R) to find (u, b) ∈ C∞B (M,R)×R such that
(7.22)
(
ωh +
1
n− 1
[
(∆Bu)ω† −
√−1∂B∂Bu
]
+ Z(u)
)n
∧ χF = eF+bωn† ∧ χF ,
with
(7.23) ωh +
1
n− 1
[
(∆Bu)ω† −
√−1∂B∂Bu
]
+ Z(u) >b 0, sup
M
u = 0
for transverse positive basic real (1, 1) forms ωh and ω† with ∂B∂Bωn−1† = 0. Note the (7.23) is
slightly different from (7.5) with F = eG
ωn
†
∧χF
ωn
h
∧χF . The conclusion, except the closeness given by
Step 1, follows from the argument in Corollary 1.2 with k = n by replacing
ωh +
1
n− 1
[
(∆Bu)ω† −
√−1∂B∂Bu
]
with
ωh +
1
n− 1
[
(∆Bu)ω† −
√−1∂B∂¯Bu
]
+ Z(u),
replacing (6.5) with
L(ϕ) =
n
[
(∆Bϕ)ω† −
√−1∂B∂Bϕ+ Z(ϕ)
] ∧ (∗† ω˜n−1†,u(n−1)!)n−1 ∧ χF
(n− 1)
(
∗† ω˜
n−1
†,u
(n−1)!
)n
∧ χF
=: gj¯iϕij¯ ,
and replacing η with χF wherever it occurs. 
The same argument as in the proof of Theorem 7.2 (for L∞ estimate we use the weak Harnack
inequality) also allows us to find a transverse Gauduchon metric ω˜†,u defined in (7.4) which
solves the equation
ω˜k†,u ∧ ωn−k† ∧ χF = eG+bωn† ∧ χF , 1 ≤ k ≤ n, G ∈ C∞B (M,R).
Theorem 7.3. Let (M2n+r,F , I) be a compact oriented, taut, transverse Hermitian foliated
manifold, where F is the foliation with complex codimension n and I is the integrable transverse
almost complex structure on TM/(TF), and let ωh be a strictly transverse k-positive basic real
(1, 1) form, i.e., the n-tuple λ(ωh) of eigenvalues of ωh with respect to ω† satisfies λ (ωh) ∈ Γk.
Then Theorem 1.1 holds. In particular,
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(1) given a basic function G ∈ C∞B (M,R), there exists a unique pair (u, b) ∈ C∞B (M,R)×R
solving the equation
(7.24)
(
ωh +
1
n− 1
[
(∆Bu)ω† −
√−1∂B∂Bu
])k ∧ ωn−k† ∧ χF = eG+bωn† ∧ χF ,
where supM u = 0 and
ωh +
1
n− 1
[
(∆Bu)ω† −
√−1∂B∂Bu
]
>b 0.
(2) given a basic function G ∈ C∞B (M,R), there exists a unique pair (u, b) ∈ C∞B (M,R)×R
solving the equation the transverse Hessian equation
(7.25)
(
ωh +
√−1∂B∂Bu
)k ∧ ωn−k† ∧ χF = eG+bωn† ∧ χF ,
where supM u = 0 and
ωh +
√−1∂B∂Bu >b 0.
Furthermore, the solution of (7.25) for k = n yields that cBC,b1 (Q) = 0 holds if and only
if there exist basic Chern-Ricci flat transverse Hermitian metrics on M .
(3) if dBωh = dBω† = 0, then for any dB-closed strictly transverse positive real (1, 1) form
ω0, there exists a unique u ∈ C∞B (M,R) solving the general transverse Hessian quotient
equation
(7.26)
(
ωh +
√−1∂B∂Bu
)ℓ∧ωn−ℓ† ∧χF = c (ωh +√−1∂B∂Bu)k ∧ωn−k† ∧χF , 1 ≤ ℓ < k ≤ n,
if
(7.27) kcωk−1h ∧ ωn−k† − ℓωℓ−1h ∧ ωn−ℓ† >b 0,
where
c =
∫
M ω
ℓ
h ∧ ωn−ℓ† ∧ χF∫
M ω
k
h ∧ ωn−k† ∧ χF
.
The conclusion for Theorem 1.1 is a transverse version of [61]. Equation (7.24), (7.25) and (7.26)
are the transverse version of [65], [60, 73] and [61] respectively.
Proof of Theorem 7.3. The L∞ estimate follows from the weak Harnack inequality [34, Theorem
9.22] and the modified Alexandroff-Bakelman-Pucci maximum principle (see [61, Proposition
11]).
For the C2 estimate, using maximum principle, the perturbation argument in the proof of
Theorem 4.1, and the foliated local coordinate patch (U ;x1, · · · , xr, z1, · · · , zn), we work with
the qualities of (z1, · · · , zn). Hence the C2 estimate follows from the argument in the proof of
[62, Theorem 1.2] with Z(u) ≡ 0.
All other arguments are the same as the ones in Sasakian case by replacing η with χF wherever
it occurs. 
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