Abstract: This paper is concerned with strong solvability of linear interval inequalities. In traditional interval analysis, we suppose that values from different intervals are mutually independent. But this assumption can be sometimes too restrictive. We derive extensions of classical results for the case when there is a simple dependence structure between coefficients of an interval system. The dependency is given by equality of two sub-matrices of the constraint matrix. We apply the approach to strong solvability of complex interval linear systems of inequalities.
Introduction
Input data of practical problems are rarely known exactly. In interval analysis, we suppose that these values vary in some real intervals independently. But in many applications [e.g., the electrical circuit problem (Kolev, 1993; Kolev and Vladov, 1989) ] they are somehow related. General case of parametric dependencies in a system of linear equations has been considered, e.g., in Hladík (2012a) , Kolev (2004) , Popova (2001) and Rump (2010) , where various algorithms for finding inner and outer approximations of the parametric united solution set were proposed. The solution set itself and its Copyright © 2014 Inderscience Enterprises Ltd. characterisation was investigated in Alefeld et al. (2003) , Popova (2012a) and among others. Linear interval systems with more specific dependencies were studied, e.g., in Hladík (2008) and Mayer (2012) . Therein, basic characteristics (shape, enclosures, etc.) were derived for cases where the constraint matrix is supposed to be symmetric or skew-symmetric. In Hladík (2007) , there were generalised the Oettli-Prager and Gerlach theorems for the case of a simple dependency. Some of these results will be used in this paper to derive our main theorems. Complex interval systems, which follow such a simple dependency structure, were studied in Hladík (2010) , Kolev (1993) , Kolev and Vladov (1989) and among others. A more general concept of solutions, the so called AE-solutions, was studied, e.g., in Popova (2012b) , Popova and Hladík (2013) and Shary (2002) .
In this paper, we are concerned with another kind of solvability. We focus on strong solvability of linear interval inequalities with a simple dependence structure and derive explicit (generally non-linear) conditions for such a solvability. Strong solvability of interval systems of equations was introduced by Rohn (1981) , and later studied by Rohn (1998 Rohn ( , 2003 and in case of interval linear inequalities in Hladík (2013) and Rohn and Kreslová (1994) . We extend the results to interval linear systems of inequalities with simple dependencies. The results proposed in this paper may be useful for handling non-parametric complex interval inequalities, which have the dependence structure considered here. Another important application is interval-valued linear programming (Hladík, 2012b (Hladík, , 2014a (Hladík, , 2014b Li et al., 2013; Luo and Li, 2013; Luo et al., 2014) , where strong solvability corresponds to robustness of the model.
We use the following notation. The vector e = (1, . . . , 1) T is the vector of ones. An interval matrix is defined as
where A ≤ A are fixed real matrices. The set of all m × n interval matrices is denoted by IR m×n . By
we denote the midpoint and the radius of A, respectively. For interval matrix A ∈ IR m×n , interval vector b ∈ IR n and vectors u ∈ R m , v ∈ R n let us denote
where diag(v) stands for the diagonal matrix with entries v 1 , . . . , v n . Following notions from Fiedler et al. (2006) , we call a vector x ∈ R n to be a weak solution of a linear interval system of equations Ax = b, if Ax = b holds for some A ∈ A, b ∈ b. If there exists a weak solution of an interval system of equations, then the system is weakly solvable. A linear interval system of equations Ax = b is called strongly solvable, if Ax = b is solvable for all A ∈ A, b ∈ b. Analogously we define weak and strong solvability for interval linear inequalities and other types of interval systems (cf., Fiedler et al., 2006) .
Our results are derived by using Farkas lemma. Below, we recall it for two inequality forms (see Fiedler et al., 2006) ; for other forms of linear systems it works accordingly. 
Strong solvability
In this section, we present several results on strong solvability of interval linear systems of inequalities. First, we recall the well-known results.
Theorem 3 (Machost) : An interval system Ax ≤ b, x ≥ 0 is strongly solvable if and only if the system Ax ≤ b, x ≥ 0 is solvable.
Proof: See Fiedler et al. (2006, Theorem 2.26) or the original paper (Machost, 1970) .
Theorem 4 (Rohn-Kreslová):
An interval system Ax ≤ b is strongly solvable if and only if the system Ax
Proof: See Fiedler et al. (2006, Theorem 2.23) or the original paper (Rohn and Kreslová, 1994) . Now, we consider the situation with a simple dependency characterised by double appearance of some sub-matrix of the constraint matrix. In some cases, the dependency can be relaxed with no change in strong solvability, and then the inequality system is simply described by Theorems 3 and 4. In other cases, it is not possible; moreover, sometimes characterisation of strong solvability is rather complicated in terms of infeasibility of certain non-linear systems.
Theorem 5: Let A ∈ IR m×n , B, C ∈ IR m×h , and b, c ∈ IR m . Then the linear system
is solvable for all A ∈ A, B ∈ B, C ∈ C, b ∈ b, c ∈ c if and only if the non-parametric linear interval system
is strongly solvable.
Proof: By negation: Let A ∈ A, B ∈ B, C ∈ C, b ∈ b, c ∈ c be such that the system (1) and (2) is not solvable. Due to Farkas Lemma 1 (necessity condition) we have equivalently that there exist vectors p, q ≥ 0 satisfying
This is true iff the interval system
is weakly solvable. From the Oettli-Prager and Gerlach theorems [see Fiedler et al., (2006) , Theorems 2.13 and 2.22; or Hladík, 2013] it follows that vectors p, q, r represent a weak solution of this interval system iff they satisfy the following system
or, equivalently
We use Farkas Lemma 2 (sufficiency condition) to obtain equivalent condition on unsolvability of the system
which according to Theorem 4 means that the interval system (3) and (4) is not strongly solvable.
Remark 1: Theorem 5 says that relaxing the dependency in the interval system (1) and (2) makes no harm and we can check strong solvability simply by Theorem 4. The statement remains true even when we append some additional independent interval linear constraints. If we add linear interval inequalities, the proof is similar. If we add linear interval equations
where E ∈ E, F ∈ F , f ∈ f , then we can reduce it to the inequality case, and the proof will proceed as follows: Let E ∈ E, F ∈ F , f ∈ f be arbitrarily given. Then the system (1) and (2) together with
is solvable for all A ∈ A, B ∈ B, C ∈ C, b ∈ b, c ∈ c iff the interval system (3) and (4), and (6) and (7) is strongly solvable, or, equivalently iff the system
is strongly solvable. This equivalence is true for all E ∈ E, F ∈ F , f ∈ f . Therefore we get that solvability of (1) and (2), (5) for all A ∈ A, B ∈ B, C ∈ C, b ∈ b, c ∈ c, E ∈ E, F ∈ F , f ∈ f is equivalent to strong solvability of
is solvable for all A ∈ A, B ∈ B, C ∈ C, b ∈ b, c ∈ c if and only if the following system
is solvable for all v ∈ {±1} m .
Proof: By negation: Let A ∈ A, B ∈ B, C ∈ C, b ∈ b, c ∈ c such that the interval system (8) and (9) is not solvable. Due to Farkas Lemma 1 (necessity condition) we have equivalently that there exist vectors p, q ≥ 0 satisfying
In other words, the interval system
has a weak solution. From the Oettli-Prager and Gerlach theorems [see Fiedler et al., (2006) , Theorems 2.9, 2.13 and 2.22; or Hladík, 2013] it follows that the vectors p, q form a weak solution of this interval system iff they fulfill the system
Equivalently, there exists a vector v ∈ {±1} m such that
We use Farkas Lemma 2 (sufficiency condition) to obtain that the system (10) and (11) is not strongly solvable.
Remark 2: Contrary to the situation in common linear algebra, in interval analysis it is not generally possible to transform an interval system of equations to double system of inequalities and converse inequalities. Nevertheless, if the interval system of inequalities is integrated with certain dependence structure, such a transformation is possible. Let us consider the following linear interval system of equations (for the sake of simplicity with the fixed right-hand side)
It is strongly solvable iff for all A ∈ A the system
is solvable. From Theorem 6 we get an equivalent condition on solvability of systems
It is just Rohn's characterisation [Fiedler et al., (2006) , Theorem 2.14] of strong solvability of (12).
This also justifies the exponential number of systems (10) and (11). It is known [Fiedler et al., (2006) , Theorem 2.15] that checking strong solvability of (12) is an NP-hard problem, so a polynomial number of systems (10) and (11) would imply P = NP.
Proof: By negation: Let A ∈ A, B ∈ B, C ∈ C, b ∈ b, c ∈ c such that the system (13) and (14) has no solution. Due to Farkas Lemma 2 (necessity condition) we have equivalently that there exist vectors p, q ≥ 0 satisfying
Hence vectors p, q represent a weak solution of this interval system (with dependency), where A ∈ A, B ∈ B, C ∈ C, b ∈ b, c ∈ c. According to Hladík (2007, Corollary 3 .2), dependency can be relaxed. Using Farkas Lemma 2 (sufficiency condition), we obtain an equivalent condition on solvability of
which is (by Theorem 3) equivalent to strong solvability of (15) and (16).
is solvable for all A ∈ A, B ∈ B, C ∈ C, b ∈ b, c ∈ c if and only if the system
is not solvable.
Proof: By negation: Let A ∈ A, B ∈ B, C ∈ C, b ∈ b, c ∈ c such that the system (17) and (18) has no solution. Due to Farkas Lemma 1 (necessity condition) we have equivalently that there exist vectors p, q ≥ 0 satisfying
Vectors p, q represent a weak solution of this interval system (with dependency), where A ∈ A, B ∈ B, C ∈ C, b ∈ b, c ∈ c. From Hladík (2007, Theorem 2.1) and the Oettli-Prager and Gerlach theorems [see Fiedler et al., (2006) , Theorems 2.13 and 2.22] we have equivalently that vectors p, q fulfill the system (19) and (23).
Theorems 5 and 7 say that our dependency in the interval systems can be ignored without the change of strong solvability. But it is not true for the interval system from Theorem 8, which is shown in Example 1.
For each a ∈ [1, 2] the system (17) and (18) 
Application to complex interval systems of inequalities
Although the proposed dependence structure seems very simple, it has an important application to complex linear interval systems (see e.g., Hladík, 2010; Kolev, 1993; Kolev and Vladov, 1989) .
Consider a complex interval linear system of inequalities
where A, B ∈ IR m×n , b, c ∈ IR m , and ordering for complex values is defined as
For some special cases, e.g., when B = 0, we can easily adapt the results from Section 2. For the general case, we need a special treatment.
Corollary 9: Let A ∈ IR m×n , and b, c ∈ IR m . Then the interval system
is solvable for every A ∈ A, b ∈ b, and c ∈ c if and only if the system
is solvable. c ∈ c such that the above system has no solution. Due to Farkas Lemma 1 (necessity condition) we have equivalently that there exist vectors p, q ≥ 0 satisfying
Rewrite it as
Thus, the interval system is weakly solvable over A ∈ A, B ∈ B, b ∈ b, c ∈ c. By Hladík (2007, Theorem 2.1), there are p, q ≥ 0 such that (26) and (30) If we are asking for a strong solvability inside the orthant {x + iy | x, y ≥ 0}, then we call Corollary 9. The system (25) takes the form of 3x ≤ −10, −x ≤ 11, 3y ≤ 7, −y ≤ 5, x ≥ 0, y ≥ 0, which is infeasible. This means that strong solvability inside the non-negative orthant is not satisfied. Checking strong solvability in the whole complex plane is a very difficult problem due to the non-linear non-smooth conditions (26) which has a solution x ′ = 5, y = 2. This implies that the original complex interval system is strongly solvable, and moreover, each realisation of the system has at least one solution in the non-positive orthant.
Conclusions
We derived a characterisation of strong solvability of interval linear systems of inequalities with specific dependencies. In some cases (Theorems 5 and 7), dependencies can be relaxed with no effect on the strong solvability. In some cases (Theorems 6 and 8), however, even simple dependencies increase complexity of the problem of checking strong solvability; we conjecture that these two cases are NP-hard.
As a particular class of interval linear systems of inequalities that obey the dependence structure in question, we considered non-parametric complex interval linear systems of inequalities. Another possible application is in linear programming problems, whose input data are uncertain and modelled by interval parameters with a specific correlation.
