We present a theoretical study of various definitions of laser beam width in a given cross section. Quality of the beam is characterized by dimensionless beam propagation products (BPPs) Δx · Δθ x ∕λ, which are different for the 21 definitions presented, but are close to 1. Six particular beams are studied in detail. In the process, we had to review the properties for the Fourier transform of various modifications and the relationships between them: physical Fourier transform (PFT), mathematical Fourier transform (MFT), and discrete Fourier transform (DFT). We found an axially symmetric self-MFT function, which may be useful for descriptions of diffractionquality beams. In the appendices, we illustrate the thesis "the Fourier transform lives on the singularities of the original."
INTRODUCTION
The problem of characterizing and measuring the transverse quality of a laser beam has a long history in the literature, and specifically, it is worth mentioning a monograph by Siegman [1] and a paper by Siegman [2] as examples. Most laser beams have very small angular divergence θ x (≤10 −2 rad). Transformation of such beams by lenses without aberrations may separately change δθ x and the waist radius Δx. However, the product Δx · Δθ x (of dimension meters) is not changed by such transformation, and for almost-diffraction-quality beams, it is of the order of wavelength λ. Particular dimensionless quantity Δx · Δθ x ∕λ depends on the formal definition of Δx and Δθ x in theoretical discussions of the problem, and it depends on the measuring procedures in an experiment.
One possible definition of Δx · Δθ x is the root mean square, and related to it is the dimensionless parameter M 2 x , which has been adopted as ISO standard [3] : 
Separate measurements of M 2 x and M 2 y are often necessitated by the not quite axially symmetric character of the beam, including possible astigmatism. The particular coefficient, 4π, is chosen in such a manner that the minimum value of M 2 x equals 1, and this is achieved for an ideal beam with a perfect Gaussian profile.
It is assumed in Eq. (1) that Δx rms is measured at the z-position of its minimum (at the focal waist in the case of a focused beam), while Δθ rms is measured in the far-field zone of the beam. Quite often in the experiment, the far-field zone with its angular distribution of intensity Iθ x is substituted by the profile I waist x F · θ x in the focal plane of a positive lens with focal distance F. This often leads to confusion regarding which parameter, Δx rms or Δθ rms , corresponds to the near field and which one is related to the far field. Luckily, this modest confusion in terminology does not result in a change of M 2
x , because as we have already mentioned, the product Δx · Δθ x is invariant under transformation by paraxial optical elements without aberrations.
Many researchers have noted that the quantities Δx rms , Δθ rms and therefore M 2 x 4π · Δx rms · Δθ rms ∕λ put too much emphasis upon distant wings of distributions I 0 x and I 1 θ x , e.g., [4] [5] [6] [7] . This includes an experimental paper by Lantigua et al. [7] .
Our personal preference is for the use of a criterion involving the "width of the slit, containing 85% of total power," and the ratio of the beam propagation product (BPP) to the BPP for an ideal Gaussian beam by the same criterion. The chosen fraction of 85% seems to be reasonable for energy-delivering applications of laser beams. Meanwhile the slit technology is relatively easy to implement in field devices.
Given field E 0 x; y in the near-field zone, one finds the intensity profile there as I 0 x; y jE 0 x; yj 2 . Besides that, the angular amplitude profile, i.e., the amplitude profile in the farfield zone, is proportional to G 2 θ x ; θ y 1 2π ZZ E 0 x; ye −ikx·θ x y·θ y dxdy:
The resultant angular intensity profile is I 2 θ x ; θ y jG 2 θ x ; θ y j 2 . In the 1D z case, E 0 x; y ≡ E 0 x and
Additionally, I 1 θ x jG 1 θ x j 2 . Here and below, the wavenumber k 2π∕λ, and λ is the wavelength in the medium of the propagation path (typically in a vacuum).
For that reason, in Section 2 we review three definitions of the Fourier transform (FT): the physical Fourier transform (PFT), the mathematical Fourier transform (MFT), and the discrete Fourier transform (DFT). Specifically, in Section 2B, we discuss the one-dimensional self-MFT functions. In Section 2C, we discuss the DFT and its relationship to PFT and MFT. In Section 2D, we introduce a new axially symmetric self-MFT function based on the 1D self-MFT function 1∕ coshx π∕2 p . In Section 3, we consider 21 quantitatively different definitions of the beam width and produce a calculation table of those widths for 6 different smooth transverse profiles in the near field. We also calculate their far-field profiles. In this manner, we were able to find BPPs for these beams according to the 21 different criteria. The tables of BPPs are compiled with the assumption that one and the same criterion of width (out of the 21 considered) was taken for both the near field and far field. Meanwhile, we provide data from the calculations, which allow one to take one criterion in the near field and another in the far field, and thus arrange for such a compound BPP. Section 4 summarizes the results of this work. In Appendix A we illustrate the thesis "the Fourier transform lives on the singularities of the original." While this thesis is not scientifically new, we failed to find a mathematical presentation of it in textbooks or papers. In Appendix B, we apply DFT for the study of self-MFT functions. : PHYSICAL,  MATHEMATICAL, AND DISCRETE  FOURIER TRANSFORMS AND THE  SELF-MATHEMATICAL FOURIER  TRANSFORM FUNCTION A. Physical Fourier Transform (PFT) We start with the FT as it is used in the PFT. Consider the function f x of real variable x (for example, of dimensions of Cartesian coordinate x meter). This function may have real or complex values. We define the new function Gq for the new real argument q (of dimensions q radian∕meter) by
FOURIER TRANSFORMS
where A ≠ 0 is some constant. Then, as it is well known in mathematics, under certain (not very restrictive) conditions, the original function f x may be found by inverse Fourier transformation as follows:
Traditional choices of constant A are, for example, A 1, A 2π p , and A 1∕ 2π p , but any A ≠ 0, even a complex number, does the job. Equation (4) defines the linear operator of the PFT; it maps the space of functions f x of argument x onto the space of functions Gq of a different argument q, dimensions of q being inverse to the dimensions of x: q 1∕x. Parseval's theorem claims that
It looks especially elegant for A 1.
B. Mathematical Fourier Transform (MFT)
If one wants to discuss eigenfunctions of FT, then the FT operator must map space functions f y onto itself, Gy. In that case, dimensions q ≡ y coincide with dimensions 1∕y. In other words, argument x of functions f x for the MFT should be dimensionless. All this gives justification to the following definition of the MFT operator as
Parseval's theorem shows that the MFT operator is unitary:
Inverse PFT in Eq. (5) differs (at A 1) from the original PFT in Eq. (4) only by the sign of phase in the exponential. This allows us to conclude that application of the MFT operator to a function f x two times returns f −x:
From that one gets
i.e., the 4th power of the MFT operator is the unit operator. As a result, eigenvalues Λ of the MFT operator satisfy condition Λ 4 1,
Thus, there are only four possible eigenvalues of MFT: Λ 0 1, Λ 1 i, Λ 2 −1, and Λ 3 −i (or Λ n i n , where n 0, 1, 2, 3).
Differentiation and integration by parts in MFT Eq. (7) allow one to show that if f x is an eigenfunction of MFT with eigenvalue Λ f , i.e., if
then functions
are also eigenfunctions of MFT, and
Function g 0 x exp−x 2 ∕2 is a well known eigenfunction of MFT with an eigenvalue Λ 0 1. Moreover, Hermite polynomials H n x multiplied by g 0 x, i.e., H n x exp−x 2 ∕2; (15) up to constant factors, can be produced from g 0 x by application of the "creation operator" x − d∕dx sequentially n times. Therefore, they are eigenfunctions of MFT with eigenvalues Λ n i n . Another function,
is also an eigenfunction of MFT with an eigenvalue Λ 0 1. The main difference between g 0 x and c 0 x is in their asymptotic behavior at jxj → ∞: g 0 x exp−x 2 ∕2 (exact); meanwhile, c 0 x≐2 · exp−jxj π∕2 p . Functions const g · g 0 x and const c · c 0 x normalized to R jf xj 2 dx 1 have almost 100% overlapping integrals:
Property MFT 4 1 allows one to construct eigenfunctions of MFT out of an arbitrary function f x of the dimensionless argument. For example,
is an eigenfunction of MFT with eigenvalue Λ i β , where β is any integer number from 0 to 3. For the case with Λ 1, i.e., when β 0 is considered, formula of the type in Eq. (18) was suggested in [8, 9] .
Curious examples of MFT eigenfunctions are
with respective eigenvalues Λ even 1, Λ odd i. However, each of them has a logarithmically divergent normalization integral (both at jxj → 0 and at jxj → ∞).
C. Discrete Fourier Transform (DFT) and Approximation of PFT by DFT Discrete FT is usually introduced as an approximation for the PFT. Consider function f x at the interval a ≤ x < a L, and for definiteness, let dimensions of x be x meters. Let us characterize this function by its values at the set of N equidistant points n 0; 1; …; N − 1,
x 0 a; x 1 a s x ; …; x n a ns x ; …;
Here, s x is a step of the x-coordinate. It is convenient to assume that function f x is continued outside the interval a ≤ x < a L in a periodic manner with period L, so that f x f x L. Then, one can consider an extra point x extra a s x N ≡ a L with the value f a L f a≡ f 0 , which is already accounted for by f 0 . The corresponding vector ⃗ f of N-dimensional linear space has components
Function Gq [i.e., PFT from Eq. (4)] may be approximated by a trapezoid formula:
The periodicity assumption yields f x extra ≡ f 0 . Evidently, there are only N linear independent values of function Gq defined by Eq. (22). To express this idea, we can choose to consider N discrete values of argument q:
The periodicity condition in the x-coordinate with period L may be satisfied if the value of the step s q in q-space is chosen as s q 2π∕L (of dimensions [radian/meter]). In that case, f x extra e iq m ·x extra f 0 e iq m ·x 0 , and the trapezoid approximation for Gq becomes
Vector ⃗g of N-dimensional linear space is called the DFT of vector ⃗ f from the same space, if its components are defined by
The operator of the DFT is implemented in every widely used mathematical software package like Mathcad, MatLab, Maple, Mathematica, etc. What we were able to formulate here is that the PFT Gq from Eq. (4) may be approximated by
Intuitively, it is clear that the DFT of Eq. (25) is a certain approximation of the PFT. What is important is that the particular q m -dependent coefficient in Eq. (26) expresses the PFT via the DFT.
Remarkable mathematical facts about the operator of the DFT defined by Eq. (25) are as follows: 1) the DFT is an unitary operator in N-dimensional linear space; 2) the inverse DFT operator (IDFT) looks like an approximation of Eq. (5) for the inverse PFT (IPFT), but it is actually an exact inverse operator with respect to DFT:
The proof of this fact uses the following formula for the sum of geometrical progression:
where η exp2πin − m∕N. An additional problem to be considered is that physically both the positive and negative values of qrad∕meter in Eqs. (4) and (5) This difficulty can be resolved rather simply. For values q N∕2 Nπ∕L, the exponential factors expiq m · x n expiq m · a · expiπn oscillate versus n as expiπn≡ −1 n . This is a manifestation of the failure of discretization of f x into f n f x n . In other words, we expect the PFT of our function f x to be negligibly small at q m with m ≈ N∕2. However, subtracting Q 2πN∕L from any of the q m does not change the exponential factors in the DFT. Indeed, expiq m − Qx n expiq m − Qa · expiq m s x n· exp−iQs x n. But exp−iQns x exp−2πin ≡ 1. Therefore, one can subtract Q 2πN∕L from any q m without changing the resultant DFT. We can now introduce function
so that q m physical s q · physm values represent the positive q in the range of 0 ≤ m < N∕2 and negative q −Q q m in the range of N∕2 ≤ m ≤ N − 1.
D. Generation of Eigenfunctions of 2D MFT via Eigenfunctions of 1D MFT
The definition of MFT for functions of two dimensionless variables x, y is a trivial generalization of the 1D case:
2D MFTff gx; y 1 2π
Consider two eigenfunctions of 1D MFT: f 1 x and f 2 x, with eigenvalues Λ 1 i β 1 and Λ 2 i β 2 , respectively. Functions f 1 x and f 2 x may be identical; in that case, Λ 1 ≡ Λ 2 . Besides that, f 1 x and f 2 x may be different eigenfunctions of MFT with the same or with different eigenvalues Λ 1 and Λ 2 . In any of these cases, the factorized function of two dimensionless variables
is an eigenfunction of the unitary 2D MFT operator of Eq. (30), and Λ factor Λ 1 · Λ 2 . The proof of this simple statement is based on factorization of the exponential kernel in the 2D MFT (30) as follows:
Besides that, the scalar product r · r 0 ≡ xx 0 yy 0 in that kernel is invariant with respect to simultaneous rotation of coordinates by arbitrary angle ψ:
x; y new x; yR; x 0 ; y 0 new x 0 ; y 0 R;
Therefore, another function,
which generally is not factorized into h 1 x · h 2 y, is still an eigenfunction of the 2D MFT with Λ new Λ 1 · Λ 2 . Linearity of the 2D MFT operator guarantees that any superposition of such functions with ψ-dependent weight W ψ,
is still an eigenfunction of the 2D MFT. Using polar coordinates x ρ cos φ, y ρ sin φ in the x, y-plane, one can transform this superposition to
Let us assume that function W ψ is periodic with period 2π, i.e., W ψ 2π W ψ. Introducing the new variable α φ − ψ, one transforms the integral of Eq. (36) up to a factor (−1) into
A minor problem may arise if the integral in the right-hand side of Eq. (37) turns out, for some or other symmetry reason, to be exactly zero. Then, one gets a function equal to zero identically, which is not interesting, albeit it may formally be considered as an eigenfunction of any linear operator.
Special interest is presented by the case when W ψ −1∕2π expimψ to elucidate the rotation symmetry in the x; y-plane. Then,
We are especially interested in the case of completely axially symmetric m 0 2D self-MFT functions:
If f 1 x f 2 x exp−x 2 ∕2, then the axially symmetric result is trivial, where R 0 ρ exp−ρ 2 ∕2.
We
where c 0 x 1∕ coshx π∕2 p . A graph of this new function is presented in Fig. 1 .
Behavior of this function at small and large ρ (remember that ρ is dimensionless) is as follows:
C
However, the asymptotic behavior of C 00 ρ at ρ → ∞ is radically different from that of the Gaussian function. In this respect, C 00 ρ is a better approximation of the radial profile of a single-mode step-profile dielectric fiber with a low V-number.
In particular, consider the axially symmetric mode LP 01 r of a single-mode fiber with core radius a and V -number
where V 1.7, which is well below the threshold V < 2.4 for single-mode operation. Our new 2D self-MFT function C 00 ρ r∕u has the best overlapping with V 1.7 normalized mode LP 01 r at u 1.077 · a, and it is equal to
Meanwhile, the same mode has an optimum overlapping integral with the Gaussian function g 00 ρ exp−ρ r∕u 2 ∕2 at u 1.076 · a; the square of overlapping equals
At V 2.4 (the threshold value of V , below which single mode exists only), the Gaussian function g 00 ρ has some advantages over C 00 ρ:
However, both approximations are pretty good. A detailed study of the approximation for fundamental modes of a fiber by use of the Gaussian function was done by Marcuse [10] , where he considered a variety of smoothed profiles for the fiber refractive index. 1. Δx (HWHIM): half-width at the level of half the intensity at maximum.
2. Δx (HWe −1 IM): half-width at the level e −1 ≡ 0.368 of the intensity at maximum.
3. Δx (HWe −2 IM): half-width at the level e −2 ≡ 0.135 of the intensity at maximum.
4. Δx (HW10 −2 IM): half-width at the level 10 −2 of the intensity at maximum.
5. r (PIB f 0.5): radius of a circle containing fraction f 0.5 of the total power in the bucket of that radius.
6. r (PIB f 0.75): radius of a circle containing fraction f 0.75 of the total power in the bucket of that radius.
7. r (PIB f 0.865): radius of a circle containing fraction f 0.865 1 − e −2 of the total power in the bucket of that radius.
8. r (PIB f 0.9): radius of a circle containing fraction f 0.9 of the total power in the bucket of that radius.
9. r (PIB f 0.95): radius of a circle containing fraction f 0.95 of the total power in the bucket of that radius.
10. r (PIB f 0.975): radius of a circle containing fraction f 0.975 of the total power in the bucket of that radius.
11. r (PIB f 0.99): radius of a circle containing fraction f 0.99 of the total power in the bucket of that radius.
12. s (PIS f 0.5): half-width of the minimum width of the slit containing fraction f 0.5 of the total power in that slit for the total width 2s.
13. s (PIS f 0.75): half-width of the minimum width of the slit containing fraction f 0.75 of the total power in that slit for the total width 2s.
14. s (PIS f 0.865): half-width of the minimum width of the slit containing fraction f 0.865 of the total power in that slit for the total width 2s. 15. s (PIS f 0.9): half-width of the minimum width of the slit containing fraction f 0.9 of the total power in that slit for the total width 2s.
16. s (PIS f 0.95): half-width of the minimum width of the slit containing fraction f 0.95 of the total power in that slit for the total width 2s.
17. s (PIS f 0.975): half-width of the minimum width of the slit containing fraction f 0.975 of the total power in that slit for the total width 2s.
18. s (PIS f 0.99): half-width of the minimum width of the slit containing fraction f 0.99 of the total power in that slit for the total width 2s.
19. x rms hx −x 2 i p , root mean square of variation for the x-coordinate.
20. x 1 hjx −xji, average modulus of variation for the x-coordinate.
21. x 0.5 hjx −xj 1∕2 i 2 , square of the average of the square root for the modulus of the coordinate variation.
We calculated the data for six different profiles of the field in the near-field zone: 1) Gaussian Ex; y exp− 
As for the angular profile corresponding to those beams, their parameters, like δθ[radians], are expressed in units λ∕w for the (i) Gaussian, (ii) super-Gaussian, and (v) round top hat beams; units of λ∕u were used for the (iii) axially symmetric sech beam and the (vi) factorized sech beam. Finally, for the (iv) LP 01 -mode of a fiber with V -number V 2.4, the angular width is expressed in units of λ∕a.
The round top hat beam has a well known angular distribution of amplitude and intensity:
so that the 1st zero of intensity of the so-called "Airy disk" corresponds to θ 
Here and in Eq. (46), J 0 and J 1 are Bessel functions. Fraction of power-in-the-bucket of the radius θ Airy 1.22λ∕2w is f PIB θ 1.22λ∕2w; numerically, it is equal to f 1 − J 0 3.8317 2 0.8378. Intensity wings of this angular distribution yield logarithmically divergent hθ 2 x i. The finite value of θ 2 x for that table is calculated by truncation of the integral for θ 2
x at a value of θ max 10λ∕w. Table 2 contains the BPP values for those six beams: Δθ · Δx∕λ or δθ · r∕λ. In these BPPs, we assumed one and the same criterion (out of 21) for the coordinate size (Δx or r) and for the angular size (Δθ x or θ). In principle, one can compile 21 × 21 × 6 2646 products if different criteria are used for the near field and far field; Table 1 contains all the necessary data. Table 3 follows the ideology of Lantigua et al. [7] , i.e., to divide the BPP of the measured beam by the BPP of the Gaussian beam, which is taken by the same criteria. In Lantigua et al. [7] , the authors used experimentally measured coordinates and angular widths taken by particular criterion PIS f 0.85 (which is very close to our 0.865 1 − e −2 ). The results depicted in Table 3 disprove a deeply entrenched myth that the Gaussian field profile has the best BPP. This myth is definitely valid for the root mean square criterion (i.e., M 2 x criterion), but not necessarily for other criteria. Particular boxes where other beams show BPPs smaller than Gaussian are emphasized by the bold font. However, the "advantage" of the other beams is not very strong.
Observing the data from Tables 1-3 , we can see that the six beams of essentially diffraction quality all have a BPP of about 1. Therefore, the particular choice of criteria should depend on the task for which the beam is intended in a particular application. Experimental work by Lantigua et al. [7] used (PIS f 0.85) criteria for both the near-field and far-field zones. Power-in-the-slit is easier to measure in an experiment than PIB, especially power-in-the-circular bucket. However, PIB may be more important in a number of applications for laser beams. We established simple quantitative relationships between the PFT, MFT, and DFT. That information has allowed us to find an axially symmetric eigenfunction of MFT Eq. (40).
Using Fourier transformation, we were able to find the values of Δx and Δθ x (or r and θ) according to 21 criteria for slightly different beams of almost diffraction quality.
In our opinion, the use of particular criterion involving the "width of the slit, containing 85% of total power," constitutes a reasonable compromise between following the energy budget of the beam, on one hand, and the suppression of unimportant wings of intensity distribution and measurement noise, on the other hand. Such a technique has been demonstrated in recent physical experiments [7] . Dividing the BPP to that of the ideal Gaussian beam provides the quality parameter, which is close to well known M 2 x -criterion, but without the drawbacks of the latter.
Results of our theoretical work show that taking some other diffraction-quality beam as etalon for comparison (instead of the Gaussian) does not introduce much of a change.
In Appendices A and B, we further illustrate the important properties of the PFT and the connections between the DFT and MFT.
APPENDIX A: NOTION OF EDGE WAVES-ASYMPTOTIC BEHAVIOR OF FOURIER TRANSFORM AT LARGE "q"
The Fraunhofer zone, i.e., far-field amplitude, may be presented in the following form (see Goodman [11, 12] and Gbur [13] ):
EX; Y ; Z k 2πiZ expikjRjG 2 q x ; q y ;
Here, q x ; q y θ x ; θ y 2π∕λ X∕Z; Y ∕Z2π∕λ, and we assume exp−iωt time dependence. This means that the angular-dependent diffraction amplitude is a 2D-Fourier transform of the original field.
Appendix A is devoted to discussion of the properties of the 1D-Fourier transform, 
We assume that Ex → −∞ Ex → ∞ 0. We have emphasized in bold font the particular cells of the table where the ratios are smaller than 1. We can see that the completely symmetric self-Fourier transformed beam C 00 ρ based on hyperbolic secant functions [Eq. (40)] yields certain advantages over the Gaussian beam, albeit for a limited number of criteria. Actually, the advantages are rather modest at about 4% to 30%, depending on the particular criterion.
Integration of this formula by parts, with account of Ex → −∞ Ex → ∞ 0, yields
If function Ex contains several discrete steps at points x a, x b, with the magnitude of steps ΔE a Ex → a ε − Ex → a − ε, ε → 0, etc., then the function dE∕dx contains a corresponding number of δ-functions:
Here, dE∕dx extracted denotes the part of the dE∕dx function with extracted ΔE j · δx − x j terms. As a result, Gq takes the form 
i.e., Gq decreases as 1∕q at jqj → ∞, with the particular coefficient given by Eq. (A9). Graphs in Fig. 2 
4) If the function Ex and ALL its derivatives are continuous, then Gq at jqj → ∞ goes down faster than any power of jqj.
A physical reason for amplitude Ex to have discontinuity at the integration plane is the presence of sharp, dark edges of aperture; these edges limit the passage of the beam. The corresponding terms in Gq are "edge waves," which are emitted in the process of diffraction of the incident wave upon that edge; compare this to the exact theory of Fresnel diffraction by a semi-infinite plane [14] . The contribution of steps for the field derivative may be considered as resulting from diffraction by the edge of the transparent refractive prism or as a contribution from the sharp corner in an aperture.
Consider an interesting example of the function Ex exp−jxj∕a. It is continuous by itself, but has a step in the derivative, and as a result 
