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Frame-of-reference interaction consists of a unified 
set of 3D interaction techniques for exploratory 
navigation of large virtual spaces in non-immersive 
environments.  It is based on a conceptual framework 
that considers navigation from a cognitive perspective—
as a way of facilitating changes in user attention from 
one reference frame to another—rather than from the 
mechanical perspective of moving a camera between 
different points of interest.  All of our techniques link 
multiple frames of reference in some meaningful way.  
Some techniques link multiple windows within a zooming 
environment while others allow seamless changes of user 
focus between static objects, moving objects, and groups 
of moving objects.  We present our techniques as they 
are implemented in GeoZui3D, a geographic 
visualization system for ocean data. 
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Many scientific visualization problems require fluid 
interaction with 3D data spaces that enable the user to 
examine data at various levels of magnification. 
Examples of such problem domains include geology 
[23], molecular modeling [16], and oceanography [21]. 
For instance, in the domain of oceanography, it is 
sometimes necessary to understand how biological 
organisms function in the context of the topography of 
the ocean floor, ocean currents, physical oceanographic 
parameters such as temperature and salinity, and the 
presence of other organisms.  The scientist must be able 
to rapidly and effortlessly change the viewpoint, rotate 
the scene about a particular point and move from place to 
place, sometimes operating over orders of magnitude in 
scale. For example, one might wish to follow the path of 
a migrating whale in the context of a much larger 
landscape.  Alternatively, one may wish to replay the 
voyage of an autonomous undersea vehicle that had 
explored submarine seamounts to understand what was 
seen in the context of data gathered in previous voyages.  
Generally the challenge is to understand local 
information (such as that available regarding the whale 
or collected by the vehicle) in the larger context of 
information from various sources.  We call the general 
problem the focus-in-context problem [14]. 
We are engaged in building interactive 3D 
stereoscopic visualization environments for dealing with 
exactly these kinds of visualization problems.  We have 
worked closely with oceanographers and ocean engineers 
to support their visualization needs, and our main 
challenge has been the construction of an interactive 
environment that meets the following set of 
requirements: 
1. Ability to rapidly change scale by many orders 
of magnitude, in order to examine data objects 
of different sizes. 
2. Ability to rapidly select a point of interest and 
rotate the view around that point. 
3. Ability to have multiple simultaneous views of 
a 3D data space, in order to integrate 
information from views at multiple scales or 
locations.  For example, one should be able to 
see a submarine vehicle path in the larger 
environment while a local view of the vehicle in 
its immediate context simultaneously shows 
local data.  There are a number of more specific 
requirements associated with this. 
a) The spatial relationship between these 
views should be clear (including relative 
position, scale, and view direction). 
b) It should be possible to have a viewpoint 
tethered to a moving object. 
c) It should be possible to rapidly “hop-on” 
and off a moving object or change view 
from one object to another. 
d) It should be possible to link views in 
various ways, such as coupling their view 
directions, in order to make it easier to 
cognitively integrate spatial information. 
4. Ability to support stereoscopic viewing for all 
views. 
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There have been a number of previous approaches to 
the focus-in-context problem that have informed our 
work.  One way of showing detail in context has been to 
use fisheye views [5, 7, 15].  In these, an area of interest 
is magnified relative to the surround to show detail in 
that region.  One drawback to this approach is distortion 
of the data space, which can cause confusion when trying 
to understand spatial relationships.  A more serious 
problem is that the detail area can only be magnified by a 
relatively small amount (a factor of five or so) before the 
distortion becomes unacceptable. Also the focus area 
cannot be rotated with respect to the surrounding area.  
Generally, the fisheye approach seems more suitable to 
2D scenes than 3D scenes, although Carpendale has 
applied it to 3D models [3].  
Another way of providing detail in context is to 
facilitate rapid scaling or zooming of the information 
space [2].  Zooming affords detail by zooming in and 
context by zooming out, but the user must hold relevant 
information in visual working memory to make a 
perceptual synthesis.  We have shown that if more than a 
small amount of visual information must be transferred 
cognitively from one view to another, then multiple 
simultaneous views are necessary for efficient task 
completion [14]. 
A number of experimental systems have explored 
the possibilities for multiple 3D views of the same data 
space.  The Worlds in miniature (WIM) system is a fully 
immersive environment that contains a small model of 
the virtual world within it [17].  Navigation in WIM can 
be accomplished by moving a viewpoint proxy within 
the model world.  In a similar vein, Holm et al. [6] used a 
“Greek god metaphor”. A god user could move an actor 
from one part or the scene to another, and thereby change 
the viewpoint upon switching views to that of the actor.  
While these previous studies were sources of inspiration, 
we are interested in an easy-to-use desktop environment 
that has a more unified method for viewpoint change. 
Another source of inspiration is work on tethered 
and dynamically tethered views [22, 18]. A tethered view 
is a view attached to a moving object for the purposes of 
following the object and controlling the view’s path.  It 
has been found that for some vehicle control 
applications, it is best not to adopt a viewpoint within the 
vehicle but to have a viewpoint somewhat above and 
behind it, tethered to its motion.  One of our 
contributions in the present paper is to provide a general 
framework that encompasses tethering together with a 
number of different methods for linking viewpoints to 
each other and to moving objects. 
Finally, we have been influenced by image plane 
interaction techniques [10], which suggest that even 
though the environment is 3D, it can be simple and 
effective to use 2D interaction methods.  We use the 
image plane not only for selection, but also for 3-
dimensional placement of items and integration of 
information from multiple views. 
We have previously given partial reports of some of 
the concepts presented here.  In the UUST workshop, we 
presented an overview of system capabilities and how 
they could be applied to autonomous undersea systems 
[11].  At UIST ’02, we gave a demonstration of the 
linked view techniques but did not provide details or the 
conceptual framework [13].  This paper represents the 
first full treatment of frame-of-reference interaction. 
GeoZui3D is the platform on which we have 
developed frame-of-reference interaction.  GeoZui3D 
stands for Geographical Zooming User Interface.  
GeoZui3D has two primary purposes.  First, it is a 
geographic visualization system, especially designed for 
interaction with three-dimensional ocean and ocean-floor 
data.  Second, it serves as a proof-of-concept system for 
exploring and developing frame-of-reference interaction.  
GeoZui3D runs under Windows and Linux operating 
systems, and supports the simultaneous rendering of geo-
referenced objects from landmasses, to tracks of 
underwater vehicles, to temperature information in the 
water volume. 
2. Frames of Reference (FoR) 
There are two principles we have used to guide and 
unify the set of techniques we have developed. 
1. Frames of Reference: 3D views should be 
characterized by a frame of reference at a 
designated point of attention, rather than at the 
viewpoint.  This principle allows both views and 
objects of attention share the same valid 
operations, and opens up a whole new way of 
thinking about linking views to the target 
information and to each other. 
2. The Image Plane:  The 2D image plane should 
be used to reduce the complexity of 3D views 
whenever possible.  Many things can be done 
well in the 2D image plane, including selection, 
3D positioning, window management, and 
linkage of 3D views. 
This section describes several techniques based on the 
first principle, but makes reference to some application 
of the second principle.  The section that follows 
addresses the second principle in fuller detail. 
A reference frame is characterized by three 
composite quantities, namely position (x, y, and z), 
orientation (heading, pitch, and roll, or quaternions), and 
scale.  In FoR interaction, the origin of the reference 
frame takes on a particular significance as a device for 
mediating 3D interactions with objects and scenes, as 
well as linking different views of the same scene. 
2.1.  Window FoR: Center of Workspace 
In many 3D interfaces there are two kinds of 
reference frames that concern interaction.  One kind is 
for viewpoint control.   A common technique is to fly a 
virtual camera around the scene, which uses a viewpoint-
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centered frame of reference.  The second kind is for 
object manipulation.  When objects are to be moved 
within the scene, an object-centered frame of reference is 
adopted that specifies how the object rotates and scales.  
These two kinds of reference frames are not immediately 
compatible, and can make it difficult to properly align 
views with objects of interest. 
Our method for viewpoint control is based on the 
center of the workspace as a unifying construct.  Rather 
than putting the origin of a reference frame at the virtual 
camera for the window, the origin is placed at a “look-
at” point at a fixed location in front of the camera.  More 
specifically, the center of workspace is established at the 
center of the screen, conceptually at a depth 
corresponding to arm’s length from the user, as 
illustrated in Figure 1.  To move a different point in the 
scene to the FoR origin (or equivalently, navigate the 
view to a different point), the user simply clicks on that 
point with the middle mouse button.  This causes a 
smoothly animated translation of the selected point to the 
center.  Once there, the user can rotate and scale the view 
using a set of 3D widgets, as shown in Figure 2.  These 
widgets allow for direct manipulation of the FoR’s 
orientation and scale by grabbing various handles.  As 
we describe later, such interaction allows for scene 




Figure 1: Illustration of a workspace, relative to 
an observer.  The cross is at the “center” of the 
workspace and defines the frame of reference 
for interaction. 
This kind of center of workspace interaction is partly 
based on ideas presented in the NV3D system of Parker, 
Franck, and Ware [9].  In that system the interaction was 
based on object centers, while in GeoZui3D it is based 
on surface points.  The use of the center of workspace 
was not extended to multiple windows in NV3D. 
The center of workspace acts as a convention for 
focusing user attention.  The user brings objects to the 
center of workspace because that is where the system 
provides mechanisms for further inspection.  Meanwhile, 
the system can assume a user’s attention is focused at the 
workspace center because that is often where the 
system’s behavior causes the user to focus.  The center of 
workspace then becomes a natural location to place 
additional tools that the user may wish to use with the 
focus item. 
We have taken advantage of this in GeoZui3D.  For 
instance, GeoZui3D can optionally place scales at the 
center of workspace, as illustrated in Figure 2.  
Normally, a scale in a 3D perspective view is difficult to 
place, because distances vary with depth.  Scales at the 
center of workspace provide an excellent way to both 
convey a sense of scale, and measure distances to objects 
near the focus.  Some have raised objections to cluttering 
the display at the focal point of attention, because it 
occludes part of what the user may be looking at.  In 
practice, users have not complained about the tools at the 
center of the workspace.  Furthermore, the tools can be 
quickly hidden and redisplayed using menu items or a 
keyboard key.  Users have no problem hiding the 
widgets in the rare occasions that they do get in the way, 
and then reinstating them when they need to use them.  
 
 
Figure 2: GeoZui3D bases tools at the center of 
each workspace, such as the horizontal and 
vertical scales.  The ring at the top of the scales 
facilitates rotation in heading and pitch. 
2.2.  Application to Multiple 3D Windows 
The center-of-workspace concept extends to 
multiple windows by endowing each 3D window with its 
own attentional focal point and its own set of tools at the 
workspace center.  We call each of these 3D windows a 
zoomport.  Once there is more than one zoomport, it 
becomes necessary to enable users to clearly see the 
spatial relationships between them.  It also becomes 
possible to enforce geometric links between different 
FoR’s depending on task requirements. 
We have developed a number of techniques that use 
FoR’s to link multiple views.  Before describing these 
techniques, consider two illustrative applications for such 
linkages.  The first application is scientific exploration.  
Linked views allow scientists and engineers to explore 
complex data spaces at multiple levels of detail, making 
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it possible to see some magnified area within a larger 
context. This can also be valuable when the scientist 
wishes to present results to others.  It is this application 
that motivated the development of zoomport proxies.  
The second application is monitoring one or more 
vehicles, such as ships or ROVs (Remotely Operated 
Vehicles).  In this case a scientist may wish to have a 
close-up view of a vehicle and the data it is actively 
collecting, and at the same time have an overview of the 
surrounding environment.  Alternatively, a harbor-master 
may be required to monitor the progress of ships as they 
come in and out of port, and be ready to take corrective 
action when ships get too close to each other or start 
wandering into restricted areas.  It is such an application 
that motivated reference-frame couplings and frame-of-
reference operations. 
2.2.1. Zoomport Proxies.  We have developed 
zoomport proxies as graphical devices for showing the 
spatial relationships between views.  A zoomport proxy 
is a representation of one zoomport displayed as part of 
the scene within another zoomport, as illustrated in 
Figure 3.  The child zoomport can be translated by 
dragging its proxy in the parent window.  This is an 
example of image plane interaction.  During dragging, 
the cursor hot-point is projected back to the nearest 
surface in the parent zoomport, and the intersection 
becomes the new origin for the child zoomport’s FoR. 
 
 
Figure 3:  A child zoomport, with proxy and 
tethers linking its center of workspace to a 
parent zoomport in GeoZui3D. 
The most important part of a zoomport proxy is the 
proxy center:  a marking that represents the child’s center 
of workspace in the parent window.  It gives an 
immediate indication to the user as to where the focal 
area of the child is with respect to the area of interest in 
the parent.  It also provides an unobtrusive way of 
marking what the object of attention is in zoomports that 
are minimized or are for some other reason off-screen.  
Furthermore, it provides an affordance for dragging the 
focus of attention for the child zoomport:  the user can 
grab the proxy center and move it to a desired location in 
the context of the parent zoomport. 
Other parts of a zoomport proxy include the 
directional indicator and the tethers.  The directional 
indicator provides an indication of which way the child 
zoomport is oriented, and how wide the field of view is 
for that zoomport.  In GeoZui3D, this is done by drawing 
a representation of the camera for the child zoomport, 
with a “headlight” that suggests the shape of the viewing 
frustum for the child zoomport (see Figure 3).  A line is 
dropped from the camera through the surface to provide 
enough depth cues so that the user can distinguish 3D 
orientation.  The tethers are simple lines drawn from the 
proxy center to the near corners of the corresponding 
child zoomport window.  The tethers provide a way of 
quickly determining which zoomport belongs with which 
tether when there is any doubt. 
Our use of proxies with tethers is inspired both from 
artist renditions in magazines such as National 
Geographic, and from the use of similar devices in the 
DragMag system of Ware and Lewis [20].  One 
significant innovation over these precursors is the 
identification of the point of interest in the proxy itself, 
and then using this point to tie tethers to the 
corresponding view.  In two-dimensional settings, the 
convention has been to draw a box representing the 
extent of the child 2D view, and connect the box to the 
child view at the corners. 
2.2.2. Reference-Frame Couplings.  Reference-
frame couplings enforce relationships between 
zoomports for creating effects such as tethering a 
zoomport to a moving object, or coupling two zoomports 
to create a forward-up overview. For example, suppose 
that we wish to see a detailed view of a remotely 
operated vehicle in the context of an overview.  A 
“wingman” view or an “over-the-shoulder” view can be 
accomplished easily by attaching the FoR of a zoomport 
to the FoR of the moving object.  As implemented in 
GeoZui3D, FoR couplings make it possible for the user 
to attach a view to a moving object simply by clicking on 
that object with the middle mouse button.  This causes 
the zoomport FoR to become linked to the moving 
vehicle in such a way that further view manipulations 
occur in the reference frame of the moving object.  
Without interaction, the zoomport rotates as the object 
rotates and its center stays on the vehicle.  Interaction 
with zoomport widgets can rotate the view around the 
moving vehicle as if the vehicle were static, and 
selection of other points on the object with the middle 
mouse button provide a sense of navigating with respect 
to the moving object.   To return to a static view or 
transfer to another moving vehicle, it is only necessary 
for the user to click on the appropriate object with the 
middle mouse button. 
A reference-frame coupling is a mathematical 
constraint on a component, such as position or heading, 
such that a change in one frame of reference induces a 
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change in the other.  For instance, if two zoomports were 
to be coupled in position, any motion in one would be 
matched by the same motion in the other. To support 
vehicle-linked views and other interactions, we have 
designed three basic types of coupling: absolute, relative, 
and localized. 
Absolute coupling is the simplest.  If an absolute 
coupling exists between reference frames P and Q on an 
attribute a, then whenever P.a changes value, Q.a is 
updated to have the same value.  For instance, for a 
coupling on heading between two zoomports, if the 
heading of a zoomport characterized by P changes to 
45˚, the heading of the zoomport associated with Q is 
also set to 45˚.  Figure 4a shows a zoomport (Q) and 
object (P) at the initialization of a coupling, while Figure 
4b shows what would happen if no coupling were 
enabled and the object moved.  The effect of an absolute 
position coupling between the zoomport and object is 
illustrated in Figure 4c.  
 
 
Figure 4:  Illustration of various couplings of 
position between zoomport and object in the 
position attribute.  In the first row, the zoomport 
and object share the same position to begin 
with (a).  After the object moves, the effects of 
no coupling (b) and an absolute coupling (c) are 
shown.  In the second row, the zoomport is 
positioned behind and slightly above the object 
initially (d).  After the object moves, the effects 
of relative coupling (e) and localized coupling (f) 
are shown. 
Relative coupling is more general than absolute 
coupling.  If a relative coupling exists between reference 
frames P and Q on an attribute a, then whenever P.a 
changes by some amount , Q.a changes by  as well.  
For instance, consider what happens if the heading of the 
zoomport characterized by P starts at 45˚ and the 
zoomport associated with Q starts at 130˚.  If the heading 
of P changes to 25˚ (  = -20˚), then the heading of Q 
changes to 110˚.  Figure 4e shows the effect of a relative 
position coupling between a zoomport (Q) and object 
(P), after movement of the object from its initial position 
(Figure 4d). 
Whereas absolute and relative couplings operate 
over a single attribute and are valid for any attribute of a 
reference frame (in position, orientation, or scale), a 
localized coupling operates over all attributes.  The 
purpose of a localized coupling is to “fix” one reference 
frame with respect to another, just as would occur if one 
were to rigidly attach a camera to a moving object.  
Localized coupling works as follows.  If a localized 
coupling exists between reference frames P and Q, then 
whenever P changes in position, orientation, or scale, Q 
is updated so that its position remains unchanged with 
respect to P.  The effect of a localized coupling is to 
“fix” the position of Q into P, as if Q were rigidly 
attached to the origin of P.  Figure 4f shows the effect of 
a localized coupling between a zoomport (Q) and object 
(P), after movement of the object from its initial position 
(Figure 4d).  The position of the zoomport is always in 
the same place on the tail of the object, regardless of how 







Figure 5:  The main zoomport is coupled with 
the inset zoomport to yield a forward-up view, 
while the inset zoomport is coupled to a moving 
vehicle using a localized coupling and a relative 
coupling in heading to implement a tethered 
view. (a) and (b) show how both windows 
translate and rotate as the vehicle moves and 
turns. 
Couplings are generally most useful in 
combinations.  For instance, a forward-up overview map 
North 
North 
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can be achieved by absolute-coupling two zoomports in 
position and heading attributes.  Figure 5 shows a similar 
coupling instantiated between the inset zoomport and its 
parent in GeoZui3D.  As another example, a magnified 
view can be created by absolute-coupling two zoomports 
in position and orientation, and relative-coupling them in 
scale.  Such a coupling arrangement would provide a 
way of rapidly operating at two disparate scales (see 
figure 6).  As a third example, a tethered view can be 
created by establishing a localized coupling between a 
zoomport and an object, combined with a relative 
coupling in orientation.  Such a coupling is shown in 
Figure 5 between the inset zoomport and the moving 
vehicle (arrow with tube).  In GeoZui3D, couplings such 
as these are temporarily suspended during interaction, 
and are reinstated after interaction, essentially 
establishing a tethered view at a different location.  This 
is done in order to give the user the feeling that they can 
navigate on the moving object just as they would 






Figure 6:  Zoomports coupled in a magnified 
view arrangement.  Any movement in one is 
matched in the other, as in the translation, 
rotation, and scaling from (a) to (b), allowing the 
inset zoomport to act as a magnifying glass for 
the center of workspace in the main zoomport. 
Behaviors similar to such combinations of couplings 
have certainly appeared before.  Forward-up views have 
been around for some time and have been studied as to 
their benefits for particular tasks [8, 4, 12].  Similarly, 
“tethered views” or “dynamic tethers” have been 
proposed and implemented by others [18, 22].  While the 
behavior of dynamic tethers is not directly representable 
in terms of couplings, couplings do provide a way to 
unite various coordinated views in a single framework.  
Our introduction of frame-of-reference operations later 
in this paper makes it possible to address dynamic 
tethering in the frame-of-reference paradigm. 
We have experimented with a number of different 
subsets of possible couplings between a zoomport and its 
parent, and have provided a set of buttons on the 
zoomport borders for this purpose.  One of our informal 
results is that we find azimuth coupling to be more useful 
than elevation coupling.  Other results indicate that both 
relative and absolute couplings are useful in heading, 
while absolute coupling in position is more useful than 
relative position coupling.  Our selection of buttons 
reflects these results in our choice of a button for 
relative-coupling in heading and one for absolute-
coupling in position (upper right corner of zoomports in 
Figure 3), supplemented by position-setting and heading-
setting buttons (upper left corner).  In general we feel 
that coupling requirements are quite task specific and are 
likely to be most useful under specialized applications, 
such as steering a vehicle.   
2.3.  Frame-of-Reference Operations 
There are many instances in which it is not so 
important what individual objects are doing as what their 
emergent behavior is.  For instance, the user may want to 
monitor the extent of a fleet of vessels for their progress 
in a survey mission or a search-and-rescue mission.  
Alternatively, the user may wish to be alerted to potential 
collision conditions in the management of a busy port, 
and have views update dynamically to monitor close 
calls that may require intervention.  It is for these sorts of 
situations that we have developed frame-of-reference 
operations. 
A frame of reference operation (FoR-op) is a 
generalization of a reference-frame coupling.  A FoR-op 
is itself a reference frame that in some way aggregates 
position, orientation, and/or scale information from one 
or more other frames of reference.  We refer to the 
reference frame of the FoR-op itself as the resultant 
reference frame, and the frames of reference that it 
aggregates as operand reference frames.  We now 
describe two examples of FoR-ops from GeoZui3D to 
help illustrate the concept.  The first is the overview FoR-




Proceedings of The Coordinated & Multiple Views in Exploratory
Visualization ISBN 0-7695-1977-6/03 $17.00 © 2003 IEEE 
 Figure 7:  2-dimensional representation of the 
overview FoR-op, applied to five vehicles. 
Figure 7 shows a 2-dimensional representation of 
the idea behind the overview FoR-op as implemented in 
GeoZui3D. A cube is created that encompasses the 
operand reference frames, generated from the minimum 
and maximum x, y, and z coordinates among the 
operands.  The coordinates of the center of this cube 
become the origin for the resultant of the overview FoR-
op, and the size of the cube is stored as the scale of the 
resultant.  The average orientation of the operands is 
stored as the orientation of the resultant, as well.  The 
resultant of the overview FoR-op characterizes all the 
information needed to monitor the operands as a 
collection. 
The reference frame of the overview resultant is 
designed to be the target of a coupling with a zoomport.  
It makes it possible, for example, to couple a zoomport 
to a group of vehicles and follow them no matter where 
they go, or how far apart they stray from each other (see 
Figure 9 for an illustration).  With a coupling in position 
and scale, the zoomport widens its view as the vehicles 
spread apart, since the cube containing the vehicles’ 
reference frames gets larger.  When the vehicles move 
closer together, the cube contracts, as does the view.  If a 
zoomport coupling on orientation is enabled, the view 
points in the emergent direction in which the vehicles are 
heading. 
Figure 8 depicts a 2-dimensional representation of 
the idea behind the closest-proximity FoR-op as 
implemented in GeoZui3D. A cube is created that 
encompasses the FoR’s of the two closest operands at a 
given time, with position and scale treated in a fashion 
similar to the overview FoR.  The closest-proximity 
FoR-op is parameterized by danger thresholds.  If the 
distance between any two operands crosses a danger 
threshold, the FoR-op generates a system event.  The 
resultant of the closest-proximity FoR-op characterizes 
all the information needed to monitor the two closest 
operand reference frames at a given time and alert the 
user when user attention is required. 
 
 
Figure 8:  2-dimensional representation of the 
closest-proximity FoR-op, applied to six 
vehicles.  (a) Extent of zoomport coupled 
directly to the resultant (absolute coupling). (b) 
Extent of zoomport position-coupled to vehicle 
v and scale-coupled (relative coupling) to the 
resultant. 
The reference frame of the closest-proximity 
resultant can be used in a couple of ways for coupling 
with a zoomport.  A zoomport could be coupled to the 
resultant with absolute couplings in both position and 
scale, with an effect similar to an overview on the two 
closest operands at given time (Figure 8a).  However, 
when there is an emergency situation, the user will often 
want to take quick action, and the interface should 
facilitate such action.  This is where the event triggers 
come into play.  For instance, consider a situation in 
which two fleets are passing near each other and two of 
the member vehicles are coming dangerously close, as 
shown in Figure 8b.  The event generated by the closest-
proximity FoR-op could trigger a warning message and 
create a zoomport focused on the event.  This zoomport 
could be position-coupled to one of the vehicles (vehicle 
v in the figure) and scale-coupled to the resultant of the 
FoR-op, giving the user the opportunity to steer vehicle v 
to safety.  Alternatively, if vehicle v were in a docking 
situation, as illustrated in Figure 9, the scale coupling 
could be especially useful in making certain that optimal 
alignment is maintained. 
 
 
Figure 9:  Zoomport coupled to a closest-
proximity FoR-op (top) and another coupled to 
an averaging-overview FoR-op (bottom). 
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FoR-ops can be further extended to account for 
additional information associated with operands, such as 
velocity, fuel remaining, and repair status.  The guiding 
principle in the use of a FoR-op is that it should directly 
map to a higher-level relationship between objects that 
the user is likely to have interest in.  When used in this 
way, the FoR-op resultant acts as a sort of “chunk”, 
aggregating the information and relationships of the 
operands into a single focus of interest.  Because the 
FoR-op resultant is itself a reference frame, it can also be 
the target of even higher-level relationships represented 
by FoR-ops.  Ideally, each level of FoR-op should reduce 
cognitive load on the user by automatically monitoring 
important relationships and alerting the user only when 
specific conditions requiring user attention are met. 
2.4.  Additional FoR Benefits 
The characterization of a view by a frame of 
reference about a designated center of workspace has 
several advantages.  We have already seen how well user 
attention harmonizes with this characterization, and how 
easily multiple such windows can be integrated with 
each other.  Other benefits include exceptional suitability 
to stereo viewing and a natural region in which special 
rendering can be done. 
Humans are used to investigating objects directly in 
front of them, within arms’ reach—approximately where 
the center of workspace is located.  This location maps 
especially well to stereo display environments because it 
is also exactly where stereoscopic depth perception 
works best.  This is in contrast with flying interfaces 
where the viewpoint is usually a long way from objects 
in the scene (at least without artificial manipulations 
such as the cyclopean scale discussed in Ware et al. 
[19]). 
Rendering of 3D data often runs into various 
problems like occlusion and high computation demands.  
Having a designated point of attention in a view makes it 
easier to decide how rendering might best be done.  For 
instance, in the field of oceanography, there may be 
important information both on the surface of the sea 
bottom, and in the structure of the sediment layers 
beneath that surface.  In order to focus on information 
beneath the surface, it is necessary to remove occluding 
information.  The center of workspace provides a natural 
place to designate a high degree of interest, and remove 
anything that would occlude that information [5, 3].  
Likewise, using the workspace center to determine 
degree of interest can inform rendering as to what is 
most important to render in high resolution when 
resolution is at a premium. 
3. The Image Plane 
The image plane is the term given to describe the 
perceived 2D layout of 3D information seen by a human 
observer.  It is an implicit frame of reference that is 
present at all times.  When using a conventional monitor 
for display, this image plane maps directly to the screen.  
Frame-of-reference interaction makes use of the image 
plane for simplifying interaction in 3D space in a variety 
of ways.  We have already seen how the image plane can 
be used for selection, both in the selection of a new 
location to be brought to the center of workspace, and in 
the dragging of zoomport proxies.  We now present two 
other applications of the image plane design philosophy 
to multi-view environments. 
3.1.  Zoomports vs. Worlds in Miniature 
In our initial design discussions for zoomports, we 
considered using something like the Worlds in Miniature 
(WIM) concept of Stoakley et al. [17].  In their system, a 
complete miniature version of the 3D environment was 
implemented within an immersion VR system.  
However, our requirements are for a desktop VR system, 
and we decided on a more conventional extension of 
windows for a number of reasons. 
If WIMs were to be embedded in the scene, they 
would become rotated and scaled during navigation, 
making it hard to keep them visible.  If they were to be 
placed in the scene space, but kept in-place with respect 
to the user viewing frustum, they could be more easily 
managed, but they could also be punctured or occluded 
by the scene itself.  By placing zoomports in the image 
plane, all of these problems are avoided, maintenance 
and implementation are simplified, and user experience 
from conventional 2D windowing systems can transfer to 
a 3D environment.   
3.2.  Integration of Zoomport Views 
Often when working with multiple views, it is 
desirable to identify an item or location seen in one view, 
within the context of another view.  For objects that the 
computer can highlight, highlighting the desired objects 
can often be sufficient, as is done with the technique of 
brushing [1].  However, there are times when the user 
wishes to pick out a portion of an object, or even a 
location on a surface, which the computer cannot 
possibly know is the current focus of user attention.  This 
is where a multi-view 3D cursor finds its niche. 
The multi-view 3D cursor marks in every zoomport 
what the mouse cursor is pointing to in the zoomport the 
mouse cursor is currently in.  The first component of the 
cursor is a line drawn from the world-coordinate position 
of the cursor (in the screen plane of the current 
zoomport) in the direction of the ray from the eyepoint 
through the cursor.  Figure 10 illustrates this.  Since this 
line indicates the space that can potentially be rendered 
in the pixel under the cursor, we call this line the pixel 
ray for the 3D cursor.  The remaining components, also 
shown in Figure 10, appear only in the following case.  If 
the pixel ray intersects a surface, an indicator point is 
drawn at the intersection, and vertical and horizontal 
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lines are added through this point.  The horizontal line is 
parallel to the image plane of the zoomport containing 
the mouse cursor and indicates the horizontal extent of 
the zoomport at that depth, while the vertical line serves 
as an indicator of the intersection location even in 
zoomports of much larger scale (where the other 
components of the 3D cursor may be hard to see). 
A multi-view 3D cursor constructed in this way is 
good for more than integrating selected locations across 
3D views.  The pixel ray provides much more specific 
directional information than a zoomport proxy does, and 
can therefore help the user make decisions that might 
otherwise be more difficult.  For instance, the user may 
have the cursor over a 2D video feed coming in from a 
camera whose position and orientation are tracked by the 
computer.  The pixel ray can point into the virtual world 
to indicate what is most likely to be under the cursor in 
the video feed. 
Another advantage of this multi-view 3D cursor is 
that it updates continuously, and can be used to help in 
comprehending direction of motion in a rotated view.  
For instance, it may be clear in one view what path a 
vehicle is likely to take in following a surface, but 
unclear in another view that is rotated significantly with 
respect to the first.  By tracing out the motion with the 
3D cursor in the first window, the motion can be readily 
seen in the context of the second. 
One potential disadvantage of such a cursor is that 
the user may want to temporarily mark a location, and 
then perform an operation on that location in the context 
of another view.  This disadvantage is obviated by 
allowing in GeoZui3D by allowing the user to “anchor” 
the cursor by clicking with the left mouse button.  This 
causes the components of the cursor to remain in place 
until the user activates the 3D cursor again.  When the 
3D cursor is anchored in this manner, it is anchored with 
respect to the reference frame of the first object to 
intersect the pixel ray (if one exists).  This assumes that 
the user is interested in the surface or object, rather than 
the position at which that surface or object happened to 
be in at the time of anchoring.  While not always the 
case, this is generally a safe assumption to make. 
4. Conclusions  
We believe that frame-of-reference interaction 
provides a useful unifying concept for designing multiple 
3D windowing environments.  The use of a FoR as a 
center of workspace provides a meaningful location for 
dragging the proxy of a zoomport in the context of its 
Pixel ray 
Pixel ray 
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parent.  The capability of coupling FoR’s together 
provides ways to “hop-aboard” moving objects, making 
it possible to navigate seamlessly in dynamic 
environments.  Couplings also provide ways to quickly 
construct linked views such as forward-up overviews, 
and can be combined with FoR-ops to construct views of 
aggregate groups of objects.  Finally, the reference frame 
of the screen is a powerful tool in making it possible to 
use a 2D input device such as the mouse to interact with 
multiple 3D views. 
In an effort to determine the effectiveness of FoR 
linkage techniques in particular task domains, we are 
undertaking a series of experiments, the first of which 
have been recently published [12].  Our first experiments 
investigated the effectiveness of three linkage 
mechanisms in supporting user decision-making in 
identifying a target across two views.  The linkage 
mechanisms explored were zoomport proxies, tethers, 
and absolute-couplings in position and orientation.  The 
results indicated that proxies were extremely valuable in 
reducing user errors, and that zoomport coupling was 
helpful as well.  We expect similar future experiments 
will help quantify the effectiveness of the multi-view 3D 
cursor, and other experiments will help determine what 
situations benefit most from the ability to “hop-aboard” 
moving objects or establish couplings between 
zoomports. 
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