We study the problem of change point detection and localization in dynamic networks. We assume that we observe a sequence of independent adjacency matrices of given size, each corresponding to one realization from an unknown inhomogeneous Bernoulli model. The underlying distribution of the adjacency matrices may change over a subset of the time points, called change points. Our task is to recover with high accuracy the unknown number and positions of the change points. Our generic model setting allows for all the model parameters to change with the total number of time points, including the network size, the minimal spacing between consecutive change points, the magnitude of the smallest change and the degree of sparsity of the networks. We first identify an impossible region in the space of the model parameters such that no change point estimator is provably consistent if the data are generated according to parameters falling in that region. We propose a computationally simple novel algorithm for network change point localization, called Network Binary Segmentation, which relies on weighted averages of the adjacency matrices. We show that Network Binary Segmentation is consistent over a range of the model parameters that nearly cover the complement of the impossibility region, thus demonstrating the existence of a phase transition for the problem at hand. Next, we devise a more sophisticated algorithm based on singular value thresholding, called Local Refinement, that delivers more accurate estimates of the change point locations. We show that, under appropriate conditions, Local Refinement guarantees a minimax optimal rate for network change point localization while remaining computationally feasible.
Introduction
The analysis of network is a fundamental task in statistics due to the increasing popularity of network data generated from various scientific areas, the social sciences, emerging industries, as well as everyday life. Over the last decade, most of the advances in the area of statistical network analysis have revolved around static network models, where the properties of the data generating process are inferred from a single realization of the network. For this type of problems, a large body of results of computational, methodological and theoretical nature exist.
In contrast to basic premise of the static network modeling framework, many network data sets consist instead of multiple network realizations indexed by time, so that both the number of nodes and the connectivity structure of the network exhibit time-varying features. Such a dynamic network modeling setting is naturally more complex and challenging, as it is necessary to additionally formalize and model the underlying temporal dynamic. While there is a vast body of work on dynamic network models (see, e.g., Barabási and Albert, 1999) in the broader scientific literature, theoretical results on such models are comparatively scarce in the statistical literature, with many of the contributions being fairly recent (see Section 1.1 below for some literature review).
In this article we study a simple problem for network dynamics in discrete time, in which the set of nodes is fixed but the edge probabilities are time-varying. Specifically, we assume that we observe a sequence of T independent and possibly sparse networks of constant size whose distributions may change at K < T fixed but unknown time points, or change points. We impose minimal restrictions on the number and locations of the change points and especially on the nature of the distributional changes that may occur at those times. In particular, most popular static network models can fit into our framework. The task we set out to solve is to detect whether any such change has taken place, and to accurately estimate the time or location of the corresponding change point. Importantly, we are not interested in estimating the underlying distributions, but only the location of their changes. As our analysis will reveal, although we only consider a fairly straightforward form of network dynamic, the associated inference problem is rather subtle and far from trivial.
To set up the problem, we assume a sequence of T independent adjacency matrices of size n, each from a possibly sparse inhomogeneous Bernoulli network model, defined next.
Definition 1 (Inhomogeneous Bernoulli networks).
A network with node set {1, . . . , n} is an inhomogeneous Bernoulli network if its adjacency matrix A ∈ R n×n satisfies A ij = A ji = 1, nodes i and j are connected by an edge, 0, otherwise;
and {A ij , i < j} are independent Bernoulli random variables with E(A ij ) = Θ ij . In addition, let ρ = Θ ∞ ≤ 1, where · ∞ denotes the entrywise maximum norm of a matrix. If ρ = o(1), then we call the corresponding network a sparse network. Remark 1. Definition 1 covers a wide range of models for undirected networks, including Erdős-Rényi random graph (Erdős and Rényi, 1959) , stochastic block model (Holland et al., 1983) , degree corrected block model (Karrer and Newman, 2011) and random dot product model (Young and Scheinerman, 2007) , etc. It is worth pointing out that although we are only considering undirected networks, our results extend straightforwardly to directed networks, i.e. asymmetric adjacency matrices. Additionally, for technical convenience, we are allowing self-loops, even though networks with no loops can be easily accommodated; see Section 3.2 below. Finally, we take notice that the inhomogeneous Bernoulli network is specified by up to n(n+1) 2 parameters, which correspond to the number of observable edges.
We further assume that the probability distributions of the networks change only over an unknown subset of the time points, called change points. At this point, we impose no restrictions on the type and magnitude of the distributional changes occurring at the change points, the minimal spacing among two consecutive change points and the sparsity of the networks. We formalize our setting below.
Assumption 1 (Model setting). Let {A(1), . . . , A(T )} ⊂ R n×n be a collection of adjacency matrices of independent inhomogeneous Bernoulli networks with means Θ(1), . . . , Θ(T ) satisfying the following properties.
1. The sparsity parameter ρ = max t=1,...,T Θ(t) ∞ is such that ρn ≥ log(n).
(1)
We are concerned with the problem of estimating the unknown number and unknown locations of the change points based on one observation of a sequence {A(1), . . . , A(T )} of adjacency matrices satisfying the above assumptions. More precisely, for a given scaling of the model parameters, we seek to produce estimators of (η 1 , . . . , η K ) of the form (A(1), . . . , A(T )) → (η 1 , . . . ,ηK ) such that, with probability tending to 1 as T → ∞, K = K and max k=1,..., K
where ǫ = ǫ(T, ∆, κ 0 , ρ, n). It is important to emphasize that the limiting probability (in T ) of the event in (2) -and the value of the limit itself, if it exists -depends on the choice of the scaling. For instance, it is intuitively clear that a scaling in which all parameters decrease with T will lead to a sequence of change point problems of increasing difficulty. We will refer to the ratio ǫ T as the localization rate of the estimator and we will deem such estimator consistent if, as T → ∞, its localization rate vanishes, i.e. if lim T →0 ǫ T = 0.
Our main goal is to derive conditions on the scaling of the model parameters that guarantee the feasibility of consistent estimation of the change points and to derive computationally-feasible estimators that are consistent and in fact optimal, in the sense of achieving the minimax localization rate. Throughout, we will specify any scaling regime among the parameters by expressing them as functions of quantity √ ρκ 0 ,
which can be considered as a uniform lower bound on the signal-to-noise ratio for any network change point model satisfying Assumption 1. Indeed, the above quantity is the minimal magnitude of the signal jump, namely κ 0 nρ, divided by n √ ρ, which is an upper bound on the total variance of the entries of A.
Our contributions are as follows.
• We first demonstrate the existence of a phase transition for the problem at hand by giving nearly matching necessary and sufficient conditions on the scaling of the model parameters and T for consistent estimation of the change points. Specifically, under the low signal-tonoise scaling
no algorithm is guaranteed to be consistent (in the minimax sense: there exists a change point problem setting compatible with the above assumption such that any algorithm will have a localization rate uniformly bounded away from 0). On the other hand, if for any ξ > 0 2 ,
2 Note that ξ is allowed to be zero, if one assumes n diverges with T or ∆ = o(T ).
we demonstrate a computationally-efficient procedure, called Network Binary Segmentation (NBS) (see Algorithm 1 below) that is provably consistent. The procedure combines sample splitting, which has been proved effective by Wang and Samworth (2016) and by Wang et al. (2017) in high-dimensional change point problems, with the randomized search strategy implemented in the wild binary segmentation (WBS) algorithm of Fryzlewicz (2014) . To show the consistency of the NBS we have generalized in non-trivial ways the analysis in Venkatraman (1992) to allow for vector-and matrix-valued CUSUM statistics; we believe that such generalization may be applied to other change point detection problems and, therefore, may be of independent interest.
NBS is consistent under nearly the weakest possible conditions, since it leads to a vanishing localization rate under the scaling (5) which, save for a log 2+2ξ (T ) term, matches the phase transition boundary in (4). Remarkably, no structural assumptions on the distributions of the networks themselves are used. Indeed, in deriving the bound (4), we construct a worst-case class of distributions consisting of dynamic networks satisfying stochastic block models. This reveals that, under the scaling in which NBS is analyzed, imposing extra network structural assumptions do not necessarily lead to easier change point detection problems. This is in stark contrast with many other network problems, such as graphon estimation, clustering and testing, where some structural conditions on the edge probabilities are always necessary. For instance, Gao et al. (2015) showed that, when the number of communities r in a stochastic block model is of order n, the minimax lower bound under the normalized mean squared error loss for graphon estimators is of order 1.
• In our second set of results, we seek to investigate conditions under which structural assumptions do help with our change-point localization task. Towards that end, we introduce additional assumptions on the model defined in Assumption 1 by requiring that each difference Θ(η k ) − Θ(η k−1 ), k = 1, . . . , K + 1 be a matrix of rank at most r, which is also allowed to change with T . Such low rank condition is relative mild and is satisfied by many instances of the stochastic block model. Then, with this assumption in place and under the slightly stronger parameter scaling
we are able to devise a computationally-efficient and consistent change points estimator with localization error of the order ǫ log 2 (T )
The proposed procedure takes as input the estimates of the change point locations from any reasonable (not necessarily consistent nor optimal) estimator, including NBS, and further improves their accuracy to deliver the above localization rate. At its core, the LR algorithm relies on exactly K (this, we recall, being number of change points) separate applications of the universal singular value thresholding procedure of Chatterjee (2015) . Furthermore, we show that the localization rate afforded by the LR algorithm, given in (7), is in fact minimax rate-optimal, save for the log 2+2ξ (T ) factor. Interestingly, the expression of the rate (7) is essentially identical to the optimal localization rate for covariance and mean change point estimation, adjusted for the differences in the model settings (e.g. Wang et al., 2017) .
• We apply the LR algorithm to the problem of change point detection for sequence of networks from stochastic block models and derive optimal localization rates. For networks without selfloops -a commonly feature of network models -a technical complication arises in treating the expected adjacency matrix from a stochastic model as a low-rank matrix. When the network has no self-loops, then the diagonal entries of the expected adjacency matrix are set to be zero, which in general would prevent the low-rank assumption. In this case, we show that with very mild additional assumptions, we are still able to recover the nearly optimal localization rate (7) in this problem as well as borrow tools and ideas from several areas, including change point detection, network analysis and graphon estimation.
It is important to mention that our analysis of the NBS and LR algorithms uses different techniques and tools than the ones previously used by Wang and Samworth (2016) and Wang et al. (2017) in change-point localization problems for matrices and vectors, many of which have been newly developed or extended from the recent literature on statistical network analysis. Similarly, the NBS algorithm builds upon the WBS procedure developed and studied by Fryzlewicz (2014) for univariate mean change point estimation. However, the nature and settings of the network change point estimation problem tackled here are significantly different, and in fact more complex; and, consequently, so is our analysis.
We also want to point out that, under the model assumption of being stochastic block models and the scaling (6), other graphon-based algorithms (e.g. Gao et al., 2015) will also lead to optimal rates. In fact, these algorithms can be shown to produce the optimal rate (7) under the scaling
which is slightly weaker than the one we consider, i.e. (6). However, such algorithms are NPhard or computationally-unfeasible and, for this reason, we abstain from pursuing such analysis. Note that if in addition to (8), one further assumes r √ n, which is commonly assumed in the community-structured network models, then (8) is essentially the same as (6). The rest of this paper is organized as follows: related literature and general notation needed in this paper are collected in Sections 1.1 and 1.2 respectively; in Section 2, we propose a consistent change point detection method for inhomogeneous Bernoulli networks under conditions which will be proved to be minimax optimal; for more realistic but constrained models, e.g. stochastic block models, in Section 3 we will propose network change point detection methods which are not only consistent, but also optimal in terms of localization rates; detailed proofs will be deferred to the Appendices.
Related work
Dynamic network is a topical area which is intensely studied across different disciplines. The relevant papers listed in this section are by no means exhaustive. Readers may refer to Carrington et al. (2005) ; Goldenberg et al. (2010) ; Boccaletti et al. (2014) ; Kolaczyk (2017) for more comprehensive reviews.
In terms of the invariant quantities, most of the existing work focus on a fixed set of nodes across time, but there are also exceptions. For instance, Barabási and Albert (1999) allowed for time-varying nodes and edges, Crane (2015) assumed infinite population at every time point and allowed for random observations at different time points, to name but a few. In terms of the network models imposed for every time point, Snijders (2002) explored dynamic exponential random graph models, Tang et al. (2013) studied dynamic version of random dot product models, Ho et al. (2011) extended the mixed membership models to a dynamic one, Xu and Zheng (2009); Sewell and Chen (2015) among others considered dynamic latent space models, and dynamic stochastic block models have also been extensively studied.
Among the work on dynamic stochastic block models, Xu (2015) proposed a stochastic block transition model using a hidden Markov-type approach; Xu and Hero (2014) proposed to track dynamic stochastic block models using Gaussian approximation and an extended Kalman filter algorithm; Matias and Miele (2017) integrated a Markov chain determined group labels evolving process; Pensky and Zhang (2017) exploited kernel-based smoothing techniques dealing with the evolving block structures; Bhattacharyya and Chatterjee (2017) focused on time-varying stochastic block model and variants thereof with time-independent community labels, applied spectral clustering on an averaged version of adjacency matrices, and achieved consistent community detection. Wang et al. (2014) used two types of scan statistics investigating change point detection on time-varying stochastic block model sequences, emphasizing testing connectivity matrices changes. Cribben and Yu (2017) proposed an eigen-space based statistics testing the community structures changes in stochastic block model sequences. Liu et al. (2018) proposed a loss function based on the eigen-space to track the changes of the community structures in stochastic block model sequences. Both Cribben and Yu (2017) and Liu et al. (2018) have roots in subspace tracking in signal processing, but both lack theoretical justifications. Chu and Chen (2017) proposed a test statistics for general data type including network sequences, and their method focuses on the testing perspective.
Another related area is the general change point detection area, which is by no means new but which has been going through a renaissance due to a massive upsurge of complex data sets and advanced statistical methods in the last decade or so. Multiple change point detection problems in univariate time series have been revisited by many researchers from different angles (e.g. Harchaoui and Lévy-Leduc, 2010; Frick et al., 2014; Fryzlewicz, 2014; Lin et al., 2017) . Highdimensional time series mean change point detection problems are the obvious but by no means straightforward extension of the univariate case. Papers on this topic include Hušková (2012), Cho (2015) , Wang and Samworth (2016) , among many others. Besides mean change point detection, efforts have also been made in covariance change point detection problems (e.g. Aue et al., 2009; Barigozzi et al., 2016; Wang et al., 2017) .
Notation
For any A ∈ R n×n , let A ij be the (i, j)th entry of A, A i * and A * j the ith row and jth column of A. Let κ i (A) be the ith eigenvalue of A with ordering |κ 1 (A)| ≥ |κ 2 (A)| ≥ . . . ≥ |κ n (A)|, and A op = |κ 1 (A)| be the operator norm of A. Let A ∞ = max 1≤i,j≤n |A ij | be the entrywise maximum norm. In addition, for any B ∈ R n×n , let (A, B) = 1≤i,j≤n A ij B ij be the inner product of A and B in the matrix space, and A F = (A, A) be the Frobenius norm of A. For any vector v ∈ R p , let v i be the ith entry of v, v and v ∞ be the ℓ 2 -and entrywise maximum norms of v, respectively. For any set S, let S c be its complement.
For any positive functions of n, namely f (n) and g(n), denote f (n) g(n), if there exist constants C > 0 and n 0 such that f (n) ≤ Cg(n) for any n ≥ n 0 ; denote
Definition 2 (CUSUM statistics). For a collection of any type of data {X(t)} T t=1 , any pair of time points (s, e) ⊂ {0, . . . , T } with s < e − 1, and any time point t = s + 1, . . . , e − 1, let the CUSUM statistics be
Definition 2 can be applied to sequences of scalars, vectors or adjacency matrices. As an example, for a collection of adjacency matrices {A(t)} T t=1 , time points 1 ≤ s < t < e ≤ T , we have E( A s,e (t)) = Θ s,e (t).
Consistent Estimation: Phase Transition
Below we characterize the conditions under which consistent estimation of the change point locations for the model described in Assumption 1 is feasible. Specifically, we derive a phase transition in the space of the model parameters that separates parameter scalings for which there exists some algorithm with vanishing localization rate is possible from the ones for which no estimator is consistent.
We begin with an information-theoretic lower bound, which demonstrates that, if
then no consistent estimator of the change points can exist. The proof constructs two sequences of mixtures of stochastic block models with two communities of all possible sizes that cannot be reliably discriminated under the above scaling, and then employs the convex version of Le Cam's Lemma (see, e.g. Yu, 1997) to conclude that any change point estimator must have a localization rate bounded away from zero. As a by-product of our lower bound construction, we also see that imposing additional structural assumptions on the edge probabilities (such as that of a stochastic block model with a bounded number of communities) does not necessarily lead to a consistent estimator under the scaling in (9). The details of the construction can be found in Appendix A.
Lemma 1. Let {A(t)} T t=1 be a sequence of independent inhomogeneous Bernoulli networks satisfying Assumption 1 with K = 1 (i.e. there exists one and only one change point). Let P T κ 0 ,∆,n,ρ denote the corresponding joint distribution. Consider the class of distributions
and, for each P ∈ P, let η(P ) ∈ {1, . . . , T } denote the location of the corresponding change point. For each ζ ≤ 1/33, denote
where the infimum is over all the possible estimators of the change point location.
Remark 5. The lower bound construction used in the proof of Lemma 1 only considers change point models for networks for which ∆ = 1 33nρκ 2 0 .
In our next result, we show that parameter scalings of the form given in (9) are essentially the only ones for which consistent change point estimation is infeasible, thus proving the existence of a phase transition in the space of parameters. In particular, we will derive an algorithm (see Algorithm 1 below) that will return a consistent estimator provided that for any ξ > 0,
Note that the above bound does not quite match the scaling (9) because of the extra log 2+2ξ (T ) term. But aside from this logarithmic gap, our results cover all the possible scalings.
We will formally state the condition (10) as an assumption.
Assumption 2. There exists a sufficiently large C α > 0 such that for any ξ > 0,
Remark 6. Note that if we further assume n → ∞ as T → ∞, or assume ∆ = o(T ), then we only need to assume
i.e. ξ = 0. In the rest of this paper, we will stick to the case where ξ > 0.
To appreciate how Assumption 2 is compatible with a broad range of change point scenarios for networks and is therefore fairly mild, we highlight the following two extreme cases.
• Assume a non-sparse setting (i.e. ρ = 1). If the minimal spacing ∆ ≍ log 2+2ξ (T ), which, at least in the univariate mean change point case (see, e.g., Yao and Au, 1989) , corresponding to the minimax optimal spacing up to an extra log 2+2ξ (T ) term, then it is required that nκ 0 ≍ n 1/2 , and therefore polynomially increasing in n. This means that the edge probabilities need to change for at least √ n order many nodes.
• On the other hand, in the sparse setting where ρ is allowed to vanish with n as in Equation (1), if ∆ ≍ T (so that the number of change points is bounded), then Assumption 2 only requires κ 0 to be at least of the order log
Thus κ 0 is allowed to vanish with T , even for fixed n.
We now introduce the procedure Network Binary Segmentation (NBS), detailed below in Algorithm 1, for consistent estimation under nearly the worst possible scaling of Assumption 2.
NBS is a novel algorithm that builds on the traditional machinery developed for the univariate mean change point detection problem. The cornerstones of NBS are the CUSUM statistics A sm,em (t) and B sm,em (t) (see Definition 1). However, instead of searching for the maximum CUSUM statistics directly, as it is traditionally done in the binary segmentation and its more modern variants (see, e.g.
The set of estimated change points. Vostrikova, 1981; Fryzlewicz, 2014; Wang and Samworth, 2016) , NBS maximizes the inner product of two CUSUM statistics based on two independent samples. This is due to the fact that each entry of the adjacency matrix is a Bernoulli random variable, and for any Bernoulli random variable X, it holds that X 2 = X. This results in that A sm,em (t) 2 F cannot serve as a good estimator of Θ sm,em (t) 2 F . In addition, we introduce a tuning parameter δ to avoid false positives, which is similar to δ used in Algorithm 3 in Wang et al. (2017) , and also similar to β used in Wang and Samworth (2016) .
An interesting and possibly surprising feature of the NBS algorithm is that it merely relies on network CUSUM statistics -weighted sample averages of adjacency matrices (see Definition 2) -and does not deploy any network or graphon estimation procedures, which are computationallycostly. Though the NBS is not attempting to estimate any network parameters at all, it is still able achieve consistent network change point detection for a fairly large class of models in a fast fashion, as the next result shows. Theorem 1. Let Assumptions 1 and 2 hold and let {(α m , β m )} M m=1 ⊂ (0, T ) be a collection of intervals whose end points are drawn independently and uniformly from {1, . . . , T } and such that
for an absolute constant C 1 > 0. Suppose there exists sufficiently small 0 < c 2 < 1 such that the input parameters τ and δ of Algorithm 1 satisfy
(12) Then the collection of the estimated change points B = {η k } K k=1 returned by NBS with input param-
, τ and δ is such that
for some absolute constants c, c T > 3 and any n, T ≥ 2.
Remark 7 (Input parameters τ and δ). The lower and upper bounds of τ detailed in (12) are the upper and lower bounds of a m * in the cases where there is no change point and there exists at least one change point in the induction step, respectively. These are derived in Steps 1 and 2. The parameter δ is used in Steps 1 and 3 generating working interval [s m , e m ]. The upper bound of δ is properly chosen based on the magnitude of ǫ, see (25).
Remark 8 (Tracking the constants in Theorem 1). It can be seen from the proof that we have the following hierarchy of the constants involved in Theorem 1. Firstly, c and c T are chosen such that (13) tends to 0 as T → ∞. Consequently, C β is chosen according to Lemma 7. The constant c 2 therefore depends on C β and C α . A sufficiently large C α can guarantee that c 2 > 0 exists. Finally, a sufficiently large C 1 > 0 is chosen and depends on all the aforementioned constants and C R .
To see how Theorem 1 implies that NBS is consistent, we plug in the inequalities
stemming from Assumption 2 and Assumption 1 respectively, to bound the localization rate of NBS as follows:
As T → ∞ (with all the remaining parameters also possibly changing in accordance to any scaling compatible with Assumption 2), the last expression satisfies
since ∆ T ≤ 1. Interestingly, the above quantity remains vanishing even when n ≍ 1, which is achieved by introducing ξ > 0 in Assumption 2, so that consistent localization is possible even when the number of nodes is bounded. Of course, this is in striking contrast with the problem of consistent estimation of the edge probabilities -or of the underlying graphon, if such a model is postulated -which at the minimum requires n → ∞.
We emphasize that, while Theorem 1 shows that the NBS algorithm is consistent, the bound (11) on the localization rate it implies is slow, possibly only poly-logarithmically in T (in the worst case in which n 1). We do not make any claim to the optimality of such bound. This is somewhat unexpected, since NBS shares many features with Algorithm 3 of Wang et al. (2017) , which leads to minimax optimal localization rates for change point estimation for covariance matrices under the worst possible scaling of the parameters for that problem. This difference is partially due to the fact that in this paper, the signal jumps are characterized in Frobenius norm, while operator norm is used in Wang et al. (2017) .
What is more, a seemingly puzzling feature of the bound (11) is that it is decreasing in ∆, which is rather odd at first sight, since the smaller the value of the minimal spacing between consecutive change points the hard is should be to estimate the location of the change points. This is because the time interval considered in Theorem 1 is [0, T ] . A standard way to analyze the error bound in the change point detection literature is to rescale the time interval so that the data are sampled on [0, 1]. Therefore one can normalize the localization error ǫ in (11) by T . By doing so, one can see that
, which indicates that the scaled localization rate decreases as ∆ increases.
Proof of Theorem 1. As the random intervals {(α m , β m )} M m=1 are generated independently from the data, we will assume throughout the proof that the event M defined in (60) in Appendix E holds. By Lemma 25, the probability of the complementary event is smaller than
For 1 ≤ s < t < e ≤ T , we consider the event
Due to Lemma 7, it holds that P(A(s, t, e) c ) ≤ 6T −c T + 2T −c for some c, c T > 3, and, by a union bound argument,
All the analysis in the rest of this proof is conducted in the event A ∩ M.
The general strategy of the proof is to utilize a standard induction-like argument that is commonly used in proving the consistency of change point estimators; see, e.g. Fryzlewicz (2014) , Wang and Samworth (2016) and Wang et al. (2017) . Of course the specific details and technicalities of this argument are new and challenging in our problem. In a nutshell, we will show that, in the event A∩M and assuming that the algorithm has not made any mistakes so far in the detection and localization of change points, the procedure will also correctly identify any undetected change point and estimate its location within an error of ǫ, if such an undetected change point exists. Towards that end, it suffices to consider any generic time interval (s, e) ⊂ (0, T ) that satisfies
where q = −1 indicates that there is no change point contained in (s, e) and ǫ is given in (11).
Observe that
where the inequality follows from Assumption 1 part 1. and Assumption 2. Therefore, using the previous bound,
by appropriately assuming C α to be large enough. It, therefore, has to be the case that, for any change point
. This means that min{|η p − e|, |η p − s|} ≤ ǫ indicates that η p is a change point that has been previously detected and estimated within an error of magnitude ǫ in the previous induction step, even if η p ∈ (s, e). Below we will say that a change point η p in [s, e] is undetected if min{η p − s, η p − e} ≥ 3∆/4. In order to complete the induction step, it suffices to show that NBS((s, e), {(α m , β m )} M m=1 , τ, δ) (i) will not detect any new change point in (s, e) if all the change points in that interval have been previous detected, and (ii) will find a point b in (s, e) such that |η p − b| ≤ ǫ if there exists at least one undetected change point in (s, e).
Step 1. Suppose that there does not exist any undetected change points within (s, e). Then, for 
We will analyze situation (c) only, as the other two cases are similar and in fact simpler. Observe that if (c) holds, then by (17) and (12),
where the second inequality is fulfilled by choosing a sufficiently large C α and because, by assumption, δ ≤ 1/4. Therefore, the interval
contains no change points. To see this, notice that, in the event of A, Θ sm,em (t) = 0 for all t ∈ (s m , e m ), as there is no change point in [s m , e m ]. Furthermore, by Lemma 7, there exists a large enough constant C β > 0 such that
Thus, with the input parameter τ satisfying
we conclude that NBS((s, e), {(α m , β m )} M m=1 , τ, δ) will always correctly reject the existence of undetected change points.
Step 2. Suppose now that there exists a change point η p ∈ (s, e) such that min{η p − s, η p − e} ≥ 3∆/4. Let a m , b m and m * be defined as in NBS((s, e), {(α m , β m )} M m=1 , τ, δ). In the event M, for any η p ∈ (s, e) such that min{η p − s, e − η p } ≥ 3∆/4, there exists an interval [s ′ m , e ′ m ] containing only one change point η p such that
Next, in the event A, it holds that
It then follows from Lemma 18 that
where the last inequality stems from Equation (18). Thus, due to Assumptions 1 part1. and 2, we conclude that
and
Therefore, when n, T ≥ 2 and
for some c 2 > 0, we arrive at
By definition of m * , one then obtain the inequality
where κ s,e max = max{κ k : min{η p − s, e − η p } ≥ 3∆/4}. Thus, with input parameter τ satisfying
NBS can consistently detect the existence of undetected change points.
Step 3. Assume next that there exists at least one undetected change point η p ∈ (s, e) such that min{η p − s, η p − e} ≥ 3∆/4. Let a m , b m and m * be defined as in NBS((s, e), {(α m , β m )} M m=1 , τ, δ). To complete the induction step and therefore the proof, it suffices to show that there exists a (necessarily undetected) change point η p ∈ [s m * , e m * ] such that
and that
In this step we will prove that (21) holds. Denote
Suppose for the sake of contradiction that
Then max sm * ≤t≤em * ( A sm * ,em * (t), B sm * ,em * (t))
where the first inequality is due to the definition of the event A, the second inequality follows from (23) and the third inequality from Assumption 2, for an appropriately large C α . This contradicts (20). Therefore Therefore since e m * − s m * ≥ c 2 ∆/2 = ∆/32, the bound (17) implies that
where the second inequality follows if C α is sufficiently large. By a similar argument as in Step 4. In the final step of the proof we will show that (22) occurs. To that end, we will apply Lemma 8. Let
Observe that (24) and (19) 
for a sufficiently large c 3 > 0. Then, due to the definition of the event A,
Since (40) follows from (20), (41) 
and this combining with (24) provides that
where
and c ′ < 2 log(2)C β /c 3 . This completes the induction.
Optimal Localization
In the previous section we saw how the NBS algorithm (see Algorithm 1) can consistently estimate the locations of the change points for the dynamic network model of Assumption 1 under nearly any scaling for which this task is feasible, albeit not at a fast rate and possibly not in an optimal manner. In this section, we are to show that under stronger, but still fairly general, conditions on both the model and the scaling, a two-step algorithm that builds on NBS to refine the estimators of the locations of the change points, will achieve a minimax optimal localization rate. The additional step beyond NBS is named LR (local refinement) and is detailed in Algorithm 3.
The LR algorithm takes as input two identically distributed sequences of networks fulfilling Assumption 1 (obtained for instance by sample splitting), along with sequence {ν k } K k=1 of consistent estimators of the locations of the jumps, such as the one returned by NBS. Such estimators may be obtained from any one of the two sequences of networks that are also an input of LR (or may be obtained using other methods). The procedure inspects all the triplets of consecutive change point estimators one at a time (with the time points 0 and T as two dummy change points, for notational consistency). For each such triplet, LR utilizes the universal singular value thresholding (USVT) algorithm (Chatterjee, 2015) to construct a more accurate estimator of a local CUSUM matrix of the expected adjacency matrix at the middle point estimator. This estimator is in turn used to probe nearby locations in order to refine the original estimator of the location of the middle change point location. This results in a provably more precise estimator of that location. The conditions under which LR improves upon NBS are stronger are the ones that guarantee consistency of the latter, and are imposed in order to ensure that the USVT procedure is effective (see, e.g. Xu, 2017) . We formalized them next.
Assumption 3. Let {Θ(t)} T t=1 be defined as in Assumption 1. For all k = 1, . . . , K,
for some r > 0. Furthermore, for a sufficiently large C α > 0 and any ξ > 0,
The first condition in the above assumption is about the model itself and requires that, in addition to all the properties listed in Assumption 1, the difference between any two different consecutive expected adjacency matrices to be of low rank. On the other hand while, the second condition imposes additional restrictions on the scalings of the model parameters compared to Assumption 2 used for the consistency of the NBS. The parameter r controlling the maximal rank of the difference of consecutive expected adjacency matrices is, like all the other parameters, allowed to change with T (provided that the scaling condition (28) is satisfied). We will revisit this assumption regarding ξ after Assumption 4.
Remark 9. Assumption 3 is compatible with a broad range of parameter scalings. Focusing on the rank parameter, we highlight two extreme cases.
• When r ≍ 1, the scaling (28) is the same as that in Assumption 2, which is optimal.
• On the other hand, if the change points are far from each others so that ∆ ≍ T and again κ 0 √ ρ ≍ n −1/2 , then as long as r T log −(2+2ξ) (T ), then Assumption 3 holds. This includes the situation where T log −(2+2ξ) (T ) ≥ n, which essentially leaves the order of magnitude of r unconstrained.
Remark 10. Note that if matrices A and B are of ranks r 1 and r 2 , then the difference A − B is of rank at most r 1 + r 2 . Therefore Assumption 3 can be viewed as an additional assumption on the rank of each network involved.
Upper and lower bounds
The input of Local Refinement includes a sequence of change point estimators satisfying mild conditions and not necessarily consistent. As shown in Theorem 1 above, such a sequence may be obtained by applying the NBS algorithm, which, with high probability as T increases, estimates the correct number K of change points and their locations at an error ǫ (see (15)) satisfying
While other procedures besides NBS may return a consistent sequence of estimators of the change point locations at a different, possibly faster, rate, we will assume throughout that the LR algorithms is provided a preliminary sequence of K change point estimates from NBS satisfying the above error bound. We formalize this as an assumption below.
. . , T } be a collection of time points. Suppose that
Remark 11. Recall that for Theorem 1, we have
Therefore, there exists a large enough T 0 ∈ Z + , such that for all T ≥ T 0 , it holds that
which leads to that ǫ < ∆/6 and therefore with probability tending to 1, the outputs of the NBS satisfy Assumption 4.
Remark 12 (Recall Assumption 3). To be consistent with Assumption 2, we introduce ξ in Assumption 3, which is essentially unnecessary, but to cover the case when r ≍ n ≍ 1, ∆ ≍ T , the outputs of NBS still satisfy Assumption 4 automatically.
Theorem 2. Let Assumptions 1, 3 and 4 hold. For a large enough absolute constant C a > 0 suppose that δ = 1/2,
where C > 64× 2 1/4e 2 and C ε > 12. Then the collection of the estimated change points
returned by LR with input parameters of (0, T ), {ν k } K k=1 , τ 2 , τ 3 and δ satisfies
and C 2 > 0 depending on C α , C and C 3 .
Remark 13 (Input parameters τ 2 , τ 3 and δ). As also remarked in Xu (2017) , the parameter τ 2 serves as a cutoff of the upper bound of the operator norm difference between the sample and population version matrices of interest. The choice we adopt here can be found in the large probability event A defined in Step 3. The parameter τ 3 is an entrywise cutoff, and for more details see the arguments after (30). The parameter δ is chosen to be 1/2, which is arbitrarily chosen for convenience. It depends on the choice of the upper bound of ǫ 0 defined in Assumption 4.
Remark 14 (Tracking the constants in Theorem 2). It can be seen from the proof that we have the following hierarchy of the constants involved in Theorem 2. Firstly, C and C ε are chosen to guarantee that 2T 3−3Cε/4 → 0. Secondly, C 3 is chosen such that 4T 3−3C 2 3 /8 → 0. Finally C 2 > 0 depends on all the aforementioned constants and C α .
Proof. Note that Algorithm 3 is parallelizable in the sense that we can deal with each k ∈ {1, . . . , K} in parallel. For convenience, we have broken down the proof in five steps, each of which is applied to every k ∈ {1, . . . , K}. Before proceeding to the details, we have an overview of all steps.
In
Step 1, we are to show that each working interval (s, e) contains one and only one true change point, and the two endpoints are well separated;
Step 2 shows that the population CUSUM statistics within each working interval has good performances; the reasoning of the choices of the parameters in Algorithms 2 and 3, and the good performances of the sampler CUSUM statistics in large probability events, will be detailed in Step 3; additional probability controls regarding data splitting are demonstrated in Step 4; and finally to show the localization rates, we are to transfer the network CUSUM statistics into a univariate case in Step 5.
Step 1. By Assumption 4, η k ∈ [ν k−1 , ν k+1 ] and
Similar calculations show also that
Therefore with δ = 1/2, it holds that
As a result, the interval
contains only one change point η k . We have that
Step 2. Let Λ(k) = Θ(η k ) − Θ(η k−1 ). Then, by Lemma 18,
Next, we set
e − s and, without loss of generality, we may assume that ν k ≤ η k . Since
Step 3. We next apply Lemma 9 by letting ε = C ε log(T ), with C ε > 12. Define the event
where C > 64 × 2 1/4e 2 . Due to Lemma 9, we have P (A) ≥ 1 − 2T 3−Cε/4 . We then apply Lemma 12. Set τ 2 = (3/4)(C √ nρ + C ε log(T )), and define
In order to apply Lemma 12, let A = A s,e (t), B = Θ s,e (t), τ = τ 2 and δ = 1/3. We then have
Since ν k ≤ η k , for any i, j = 1, . . . , n, it holds that
In the event B,
By the triangle inequality and Assumption 3, we have that
where c
for any n, T ≥ 2. As a consequence,
where the second inequality follows from the definition of the event B and from (29), while the last inequality follows from Assumption 3, choosing a sufficiently large C α . Therefore,
where in the last inequality we have used again (29).
Step 4. Since {B(t)} T t=1 is independent of {A(t)} T t= , the distribution of {B(t)} T t=1 does not change in the event B. Observe that, from (30),
In combination with (31), the previous inequality implies that
Using this bound along with Lemma 5, we obtain that, for any ε > 0,
Setting ε = C √ ρ log(T ), with C > 2 √ 2, we finally obtain the probabilistic bound
Similar arguments also show that
Step 5. Consider the one dimensional time series y(t) = (B(t), A s,e (ν k )/ A s,e (ν k ) F ). Conditionally on {A(t)} T t=1 , in the event B, it holds that
is a piecewise constant function with only one change point, namely η k . Due to (32), it holds that and, by (33) and (34),
where c = 3(C 2 /8 − 1) > 0. We then apply Lemma 12 in Wang et al. (2017) by setting λ = C √ ρ log(T ). It follows that b k = arg max s≤t≤e | x s,e (t)| is an undetected change point such that, for a large enough constant C 2 > 0,
Let {A(t)} T t=1 satisfy Assumption 1 with only one change point and let P T κ 0 ,∆,n,ρ denote the corresponding joint distribution.
Lemma 2. Let {A(t)} T t=1 be a sequence of independent inhomogeneous Bernoulli networks satisfying Assumption 1 with K = 1 (i.e. there exists one and only one change point). Let P T κ 0 ,∆,n,ρ denote the corresponding joint distribution. Consider the class of distributions
Note that the family of distributions Q includes a wide range of changes. The constant 1/2 is arbitrary here and can be replaced by any constant between 0 and 1. Recall the definition of jump size κ 0 and for simplicity denote the two graphons before and after the change point by Θ 1 and Θ 2 . The jump size κ 0 nρ = Θ 1 − Θ 2 F ≤ nρ/2 means every entry is allowed to change.
Lemma 2 shows that the output of LR with high probability has a minimax optimal localization rate.
Sparse stochastic block model
Theorem 2 has shown that for network models with rank constraints, we demonstrate optimal localization for network change point detection. Low-rank network models include a wide range of common network models, e.g. Erdős-Rényi random graph model (Erdős and Rényi, 1959) , stochastic block model (e.g. Holland et al., 1983) and random dot product model (Young and Scheinerman, 2007) . However, when one uses the above mentioned models, one usually assumes there are no self-loops in the networks, i.e., the diagonal entries of the adjacency matrices are always 0, which violates the low-rank assumption. In order to fill in the gap regarding the diagonal entries, we use stochastic block model as an example in this subsection, to show that the optimal change point detection still possesses same performances even if we assume there are no self-loops in the networks.
Note that the difference of the population adjacency matrices of two stochastic block model networks still preserves block structures, while the difference possessing a block structure does not imply that it is the difference from two block structure networks. For completeness, we include a definition on sparse stochastic block model in Definition 3. In fact we tackle a more general setting with assumptions listed in Assumption 5.
Definition 3 (Sparse Stochastic Block Model).
A network is from a sparse stochastic block model with size n, sparsity parameter ρ, membership matrix Z ∈ R n×s and connectivity matrix Q ∈ [0, 1] r×r if the corresponding adjacency matrix satisfies
The membership matrix Z consists of rows, each of which has one and only one entry being 1 and has all the entries being 0; moreover, Z is a column full rank matrix, i.e. rank(Z) = r. The sparsity parameter ρ ∈ [0, 1] potentially depends on n.
Assumption 5. Let {A(t)} T t=1 ∈ R n×n be a sequence of independent adjacency matrices with Θ(t) = E(A(t)) satisfying Assumption 1.
In addition, assume for all k ∈ {1, . . . , K}, that
where Z k is a membership matrix such that rank(Z k ) ≤ r, and Q k is a connectivity matrix.
There exists a sufficiently large C α > 0 and any ξ > 0 such that
Observe that under Assumption 5, Θ(η k ) − Θ(η k−1 ) is not a necessarily a low-rank matrix and therefore Assumption 3 may not hold. In the standard graphon estimation of stochastic block model, one has diag(Λ(k)) op ≤ ρ, and diag(
which means one should expect to see that adding or subtracting the diagonal elements has little effect on the estimation rates. However, in the change point setting, this is not the case. Observe that if [s, e] contains one change point η k , then for t ∈ (s, e),
In particular, at t = η k ,
which depends on the spacing between change points. We therefore consider the following assumption.
We conjecture that C Λ can be optimized by anything greater than 1 if the constant in Lemma 14 is optimized accordingly. If Λ(k) is a diagonally-dominant matrix, then it is unclear how to estimate Λ(k) because in the no-self-loop networks, the diagonals of the adjacency matrices are always 0.
Theorem 3. In Theorem 2, if Assumption 3 is replaced by Assumption 5 and Assumption 6, then the same conclusion still holds.
Proof. In the proof of Theorem 2, note that arguments in Steps 1 and 2 still hold under Assumptions in this theorem, and arguments in Steps 4 and 5 will still hold if the conclusions in Step 3 still holds.
Let [s, e] be defined as that in the proof of Theorem 2. We apply Lemma 9 by letting ε = C ε log(T ), with C ε > 12. Define the event
where C > 64 × 2 1/4e 2 . Due to Lemma 9, we have P (A ′ ) ≥ 1 − 2T 3−Cε/4 . By Lemma 14, in the event A ′ , it holds that
where we choose δ = 1/3 in Lemma 14 for convenience. Let
Observe that since
Since [s, e] contains only one change point η k , by Assumption 6 and Lemma 18,
with c ′ 1 > 0 by choosing proper constants. As a consequence,
where the second inequality follows from (29) and event B ′ and the last inequality follows from Assumption 5 and (35). Therefore
Thus all the conclusions in
Step 3 of the proof of Theorem 2 still hold.
Discussion
In this paper, we dealt with the sparse dynamic network change point detection problem. There have been papers dealing with problems under the same name, but we believe that there is none as general as the one in our paper. We proposed two algorithms based on CUSUM statistics. The first one, namely Network Binary Segmentation, is able to detect change points consistently under an optimal scaling (off by a log-factor); and the second one called Local Refinement builds upon mild inputs, which can be provided by NBS. Under a slightly stronger but realistic assumption, we have shown that LR yields optimal change point estimators, in the sense of optimal localization rates. To justify the optimality, we have shown the phase transition in terms of scaling, and the lower bounds of the localization rates. The algorithms proposed in the paper are computationally efficient. We would also like to emphasize that we have provided careful arguments to fill in the gap between the commonly assumed low-rank and no self-loops assumptions for stochastic block models.
For readability, we did not state all the detailed requirements for every single constant involved. However, all the constants except the ones in and using Lemma 6 can be traced in the statements in the lemmas in Appendices. The appearance of those in Lemma 6 is due to the use of · ψ 2 -norm. They are in fact can be extracted in Lemma 5.5 in Vershynin (2010) .
A Proofs and auxiliary lemmas used for lower bounds
In this subsection, we provide proofs of Lemma 1 in Section 2 and Lemma 2 in Section 3.1, which provide the minimax lower bounds for detection and localization respectively. In addition, Lemmas 3 and 4 are used in the proofs for Lemmas 1 and 2.
Lemma 3. Let Θ ∈ R n×n such that Θ ij = ρ for all 1 ≤ i, j ≤ n, where 0 < ρ < 1/2. Let A be an adjacency matrix of a inhomogeneous Bernoulli network with independent edges such that
√ ρ] n , let B and C be adjacency matrices of inhomogeneous Bernoulli networks with independent edges such that E(B) = v b v ⊤ b + Θ and E(C) = v c v ⊤ c + Θ. Let P A , P B , P C be the distributions of A, B and C. Then
.
Note that
where the fist inequality follows from the observation that
Remark 15. Let Θ ij = ρ + (vv ⊤ ) ij , where v ∈ {± √ κ 0 ρ} n , 0 < ρ < 1/2 and 0 < κ 0 < 1, then the community labels can be decided according to the vector sign(v). More precisely let
The probability within C 1 or C 2 is ρ(1 + κ 0 ). The probability between C 1 and C 2 is ρ(1 − κ 0 ).
⊂ R n×n be two sequences of adjacency matrices of independent Inhomogeneous Bernoulli networks with independent edges, satisfying E(A t ) ij = ρ, and E(B v,t ) ij = ρ + κ 0 ρ(vv ⊤ ) ij , where ρ < 1/2, κ 0 < 1, and v ∈ {1, −1} n .
1. Let P ∆ 0 denote the join distribution of {A t } ∆ t=1 and P ∆ v,1 denote the joint distribution of {B v,t } ∆ t=1 . Denote by
If ∆κ 2 0 nρ ≥ 1/33, then χ 2 (P ∆ 0 , P ∆ 1 ) ≤ 1/16, where χ 2 (·, ·) is the chi-square divergence (e.g. Section 2.4 Tsybakov, 2009).
Let
and Q ∆ v,1 denote the joint distribution of {B ′ v,t } ∆ t=1 . Denote by
Proof. We first prove 1. Observe that since v ∈ {1, −1} n , vv ⊤ F = n. Let U, V ∈ R n be two independent random vectors with entries being independent Rademacher random variables. It holds that
where I = (1, . . . , 1) n , P 0 is the distribution of A t , P v,1 and P u,1 are the distributions of B v,t and B u,t , respectively. Let ε n = (I,V ) 2 n 2 . Applying Hoeffding's inequality, we have that, for any λ > 0,
Thus,
, where the first inequality is proved in Lemma 3, the third inequality follows from (37) and the last identity holds if
1−x is strictly decreasing and converges from above to 1 as x → ∞, the last display implies that, for
sufficiently large, the term χ 2 (P ∆ 1 , P ∆ 0 ) can be made arbitrarily close to 0. In particular, by taking 2(1−ρ) ∆κ 2 0 nρ = 33, which is equivalent to ∆κ 2 0 nρ > 1/33 under the condition that ρ < 1/2, the desired result follows. As for 2, by second part of Lemma 3, using the same calculations in (36), it can be shown that
and the desired result follows.
Proof of Lemma 1. Let J ∈ R n×n be such that J ij = 1, for all i, j ∈ {1, . . . , n}. For any vector u ∈ {−1, 1} n , denote B u = ρκ 0 uu ⊤ .
Step 1. Let P T 0,u denote the joint distribution of {A(t)} T t=1 satisfying
) denote the location of the change point associated to the distribution P T i,u . Then since η(P T 0,u ) = ∆ and η(P T 1,u ) = T − ∆ for any u ∈ {±1} n , |η(P T 0,u ) − η(P T 1,u )| ≥ T /3. By Le Cam's Lemma (see, e.g. Yu, 1997) ,
Step 2. It follows from the same derivation in the proof of Lemma 3 in Wang et al. (2017) , we have
where P ∆ 0 is the joint distribution of {A(t)} ∆ t=1 where E(A(1)) = · · · = E(A(∆)) = ρJ, and
By Lemma 4, if ∆κ 2 0 nρ ≥ 1/33, then it follows from Equation (2.27) in Tsybakov (2009) that
and this completes the proof.
Proof of Lemma 2. Let Θ(1), Θ(2) ∈ R n×n such that for all i, j = 1, . . . , n, Θ ij (1) = ρ/2 and that Θ ij (2) = ρ/2 + κ 0 ρ. Since κ 0 ≤ 1/2, it holds that Θ(2) ∞ ≤ ρ. For δ > 0 to be chosen later, let P δ 1 be the join distribution of a collection of independent adjacency matrices {A(t)} T t=1 such that
Let P δ 2 be the join distribution of a collection of independent adjacency matrices {B(t)} T t=1 such that
Then we have,
Since inf
B Technical details in Section 2
Observe that in Section 2, no additional structure is imposed on the adjacency matrix. In addition, for two matrices A, B ∈ R n×n , we have
where vec(·) is the vectorized version of a matrix by stacking the columns thereof. It, therefore, suffices to view A as a sparse Bernoulli vector with p = n 2 entries. The assumptions below are vector versions of Assumption 1. We include them here for brevity.
Assumption 7. Let X(1), . . . , X(T ) ∈ R p be independent random vectors with independent Bernoulli entires. Suppose that the ith coordinate X i (t) of X(t) satisfies E(X i (t)) = µ i (t) and that
Note that in fact if
A is an adjacency matrix of an inhomogeneous Bernoulli network defined in Definition 1, then due to symmetry, there are in fact p = n(n − 1)/2 independent entries. In this section, for notational simplicity, we let p = n 2 which has the same order as n(n − 1)/2. Assumption 8. Let {η k } K+1 k=0 ⊂ {0, . . . , n} be a collection of change points, such that η 0 = 0 and η K+1 = T and that µ(η k + 1) = µ(η k + 2) = . . . = µ(η k+1 ), for any k = 0, . . . , K.
Assume the spacing ∆ satisfy that
and the normalized jump size κ 0 satisfies
B.1 Probability bounds
In this subsection, our task is to provide a probability bound for the event A(s, e, t) defined in eq. (16) to hold. The result is formally stated in Lemma 7, and necessary technical details are provided in Lemmas 5 and 6. Suppose
Lemma 5. Suppose Assumption 7 holds. Let v ∈ R p and {w t } T t=1 ⊂ R satisfy (39). Then for any ε > 0, we have
due to the independence assumption and the fact that T t=1 w 2 t = 1, and that
since X i (t) is a Bernoulli random variable with mean µ i (t). The desired result follows from Bernstein inequality.
Lemma 6. Assume that the collection {Y (t)} T t=1 satisfies Assumption 7. Let v = T t=1 w t (Y (t) − µ(t)) ∈ R p . Then there exists C > 0 depending on c > 0 such that
Proof. For the first part observe that it follows from Lemma 5.9 in Vershynin (2010) that there exists some absolute constant C 1 > 0 such that
where · ψ 2 is the Orlicz norm (e.g. Definition 5.7 in Vershynin, 2010) , and the second inequality follows from
≤ 2 and T t=1 w 2 t = 1. Therefore for each i = 1, . . . , p, v i is subGaussian and there exist a constant c > 0 and a large enough C > 0 depending on c and C 1 such that
the desired result follows from a union bound argument.
For the second part, define F (x 1 , . . . , x p ) = x and G i (y 1 , . . . , y t ) = T t=1 w t (y t − µ i (t)), i = 1, . . . , p. Since both F and G i for all i are one Lipschitz function, v is a one Lipschitz function of
. It follows from the proof of Corollary 4 in Samson (2000) that, for any ε > 0,
ρp, the desired results follows by by taking ε = C log(p) ∨ log(T ).
Lemma 7. Let {X(t)} T t=1 and {Y (t)} T t=1 be two independent copies both of which satisfying Assumption 7. Suppose in addition that ρ √ p ≥ log(p).
. There exists C β > 0 depending on c and c T such that
where C β > max{4c T /3, 3c T (C + 1) 2 + C 2 }, and C, c are from Lemma 5.
Proof. Note that
It suffices to bound I and II, due to the fact that {X(t)} T t=1 and {Y (t)} T t=1 are iid. As for I, for any i = 1, . . . , p, let
, it follows from Lemma 5 that for any ε > 0, we have
due to the fact that max t |w t | ≤ 1. By Lemma 6, there exist C, c > 0 such that
Thus for any ε > 0, it holds that
Observe that III is identically distributed as II. For II, observe that for ε > 0, it follows from Lemma 5,
B.2 Localization
This is the key lemma used in the proof of Theorem 1 to locate the change points. We deliberately present this lemma with seemingly low-level conditions, in order for us to directly check the conditions in the proof of Theorem 1.
Lemma 8. Assume {X t } T t=1 and {Y t } T t=1 be two independent copies E(X t ) = E(Y t ) = µ(t) such that Assumption 8 holds.
Let [s 0 , e 0 ] be any interval with e 0 − s 0 ≤ C R ∆ and containing at least one change point η r such that
and that min{s 0 − η r , e 0 − η r+q } ≥ ∆/2. Denote κ
contains at least one change point. Let b ∈ arg max s<t<e ( X s,e (t), Y s,e (t)). For some c 1 > 0, λ > 0 and δ > 0, suppose that
Let c be defined in Lemma 16. Since e − s ≤ C R ∆,
where the first inequality follows from (44) and the last inequality holds for sufficiently small c 2 satisfying
where the first inequality follows from Lemma 16 and the second inequality follows from (48). For the sake of contradiction, suppose b ≥ d. Then
where the first inequality follows Proposition 1, which ensures that µ s,e (t) 2 is decreasing on
, the second inequality follows from (49). This is a contradiction to (41). Thus b ≤ d and so
where the third inequality follows from e − s ≤ C R ∆.
C Technical details in Section 3 C.1 Matrix estimation
In this subsection, some results concerning matrix estimation is established.
Lemma 9. 1. Let {A(t)} T t=1 be a collection of independent matrices with independent Bernoulli entries satisfying sup
with nρ ≥ log(n). Let {w(t)} T t=1 ⊂ R be a collection of scalar such that T t=1 w(t) 2 = 1 and T t=1 w(t) = 0. Then there exists an absolute constant C > 32 × 2 1/4 e 2 such that
2. If {A(t)} T t=1 are symmetric matrices, then (50) still holds.
Proof. Observe that the conclusion in 2 is consequence of that in 1, as if A(t) is symmetric, then A(t) = A ′ (t) + A ′′ (t), where A ′ (t) is the upper diagonal matrix of A(t) including the diagonal and A ′′ (t) is the lower diagonal matrix of A(t). Therefore the conclusion in 2 follows by applying the conclusion in 1 to A ′ (t) and A ′′ (t). In the rest of this proof, we will only consider 1. Let B(t) = A(t) − E(A(t)) and B = T t=1 w(t)B(t). The function
is one-Lipschitz, therefore by Corollary 4 in Samson (2000) , one has for any ε > 0,
To complete the argument, it suffices to bound E T t=1 w(t)B(t) op . By Lemma 10 and for all t ∈ {1, . . . , T }, the entries of w(t)B(t) are bounded on [−ρ, 1], there exists a collection of random matrices {Z(t)} T t=1 ⊂ R n×n such that E(Z|B) = B, where Z = (Z(1), . . . , Z(T )) and B = (B(1), . . . , B(T )), and that (Y t ) ij = (1 − ρ)(Z(t)) ij + ρ are mutually independent Bernoulli random variables with parameter ρ.
where G being convex is used in the inequality and T t=1 w(t) = 0 is used in the last equality. Since the entries of T t=1 w(t)Y (t) are independent and identically distributed, by Lemma 11,
where C > 32 × 2 1/4 e 2 .
Lemma 10. Let X ∈ [−ρ, 1] be a centered Bernoulli random variable. Then there exists a random variable Y such that
• E(Y |X) = X, and
Bernoulli random variable with parameter ρ.
Proof. The proof is taken from the proof of Lemma 2 in Tomozei and Massoulié (2014) , by letting
where U is a Uniform[0, 1] random variable independent with X.
Lemma 11. Let {A(t)} T t=1 be a collection of independent adjacency matrices whose entries are independent Bernoulli random variables with parameter ρ satisfying with nρ ≥ c 2 log(n), c 2 > 4, and let B t = A t − E(A t ). Suppose {w t } T t=1 ⊂ R be a collection of scalar such that T t=1 w 2 t = 1. Then there exists an absolute constant C > 32 × 2 1/4 e 2 such that
Proof. Let B = T t=1 w t B(t). To bound, E( B op ), since the entries of B are independent and identically distributed with E( B) = 0, by Corollary 2.2 in Seginer (2000) , one has
where C 1 = 16 × 2 1/4 e 2 . For any i ∈ {1, . . . , n}, since B i * is one-Lipschitz convex function, by Corollary 4 in Samson (2000) , it holds that for any ε > 0,
Using the above display, it follows that
where C 2 > 2, the first inequality follows from the observation that B i * are identically distributed, the second inequality follows from (51) and the last inequality follows from ρn ≥ c 2 log(n), c 2 > 2.
Lemmas 12 and 13 are from Lemma 1 in Xu (2017).
Lemma 12. Let A, B ∈ R n×n be two symmetric matrices with A − B op < τ /(1 + δ), τ > 0.
Then for a fixed δ < 1, we have Proof. Let {λ ′ i } n i=1 be the eigenvalues of Λ − diag(Λ) ordered in absolute value, {λ i } n i=1 be the eigenvalues of Λ ordered in absolute value and {v i } n i=1 be the eigenvectors of Λ. Observe that for any orthonormal basis {u i } n i=1 , and any r = 1, . . . , n − 1,
By Lemma 12, one has
For any r = 1, . . . , n, 
D Properties of population CUSUM statistics
Recall that in Definition 1 we introduced a general version of CUSUM statistics, which can be applied to various types of data. In Sections D.1 and D.2, we apply Definition 1 to vectors and scalars respectively. The results in this subsection are used in the proofs of the main theorems. Below, {V (t)} T t=1 corresponds to {µ(t)} T t=1 as defined in Assumption 1, and κ = κ 0 ρ √ p (see Assumption 1). For brevity, we introduce new notation in this subsection such that it is self-contained within this subsection. For 1 ≤ s < t < e ≤ T , denote the CUSUM statistics V s,e (t) = e − t (e − s)(t − s) t r=s+1 V (r) − t − s (e − s)(e − t) e r=t+1 V (r).
D.1 Vector version CUSUM
For simplicity denote V (t) = V 0,T (t). It is desired to show that this vector version CUSUM statistics have the same properties as the 1D CUSUM.
Remark 16. The CUSUM statistics defined in (52) is translational invariant. In other words, let W ∈ R p and U (t) = V (t) + W for all t, then V (t) = U (t).
Consequently it can be assumed that T t=1 V (t) = 0, and
Proposition 1. The quantity V (t) 2 is maximized at the change points. For t ∈ [ν m−1 , ν m ], V (t) 2 is either monotone or decreases and then increases.
Proof. Let t ∈ (ν m−1 , ν m ). By Equation (2.7) of Lemma 2.2 in Venkatraman (1992) , for every j = 1, . . . , p, V j (t) can be continuously extended to the function
where x = t/T , a j and b j are defined similarly as in Lemma 2.2 in Venkatraman (1992) . Thus it suffices to show that for x ∈ (c, d) where 0 ≤ c ≤ d ≤ 1, the function
is maximized at either c or d. Let
The desired result follows if f ′ (x) is either nonpositive, or nonnegative or that there exists x 0 ∈ (0, 1) such that
Since (x − 1) 2 x ≥ 0 for all x ∈ (0, 1). Observe that g is quadratic and that g(0) = − n i=1 a 2 i ≤ 0 and g(1) = (b i x − a i ) 2 ≥ 0. Therefore g(x) can have at most one root in (c, d). If g(x) has no root in (c, d), then g(x) is either positive or negative. If g(x) has a root x 0 ∈ (c, d), then (54) holds.
Lemma 15. Suppose there exists a change point ν ∈ (0, T ) such that any other change point ν ′ within (0, T ) satisfies min{|ν ′ − ν|} ≥ ∆. Then
Proof. Denote κ = V (ν) − V (ν + 1) .
Step 1 Without loss of generality, suppose i∈I 1 (V i (ν) − V i (ν + 1)) 2 ≥ κ 2 /3. Then
where the first equality follows from (53) and the second last inequality follows from the definition of I 1 . 
and Θ ν+l = (a + lθ)
l(i + h)j h(i + l)(j + h − l) .
Proof. Observe that
= a 2 (i + j + h) i(j + h)(i + l)(j + h − l) ((i + l)(j + h − l) − i(j + h)) − (2lθa + l 2 θ 2 )(i + j + h) (i + l)(j + h − l) = a 2 (i + j + h) i(j + h)(i + l)(j + h − l) (−il + lj + lh − l 2 ) − (2lθa + l 2 θ 2 ) (i + j + h) (i + l)(j + h − l) .
To bound the term 2lθa + l 2 θ 2 , let b = Θ 2 ν+h − Θ 2 ν . Then
Therefore bij(i + h)(j + h) i + j + h = (a 2 + 2hθa + h 2 θ 2 )i(j + h) − a 2 (i + h)j, which gives 2hθa + h 2 θ 2 = bj(i + h) i + j + h + a 2 (j − i)h i(j + h) .
