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Abstract
In this paper, by introducing the concept of topological equivalence on measure chain, we in-
vestigate the relationship between the linear system xΔ = A(t)x and the nonlinear system xΔ =
A(t)x + f (t, x). Some sufficient conditions are obtained to guarantee the existence of a equiva-
lent function H(t, x) sending the (c, d)-quasibounded solutions of nonlinear system xΔ = A(t)x +
f (t, x) onto those of linear system xΔ = A(t)x. Our results generalize the Palmer’s linearization the-
orem in [K.J. Palmer, A generalization of Hartman’s linearization theorem, J. Math. Anal. Appl. 41
(1973) 753–758] to dynamic equation measure chains. In the present paper, we give a new analyti-
cal method to study the topological equivalence problem on measure chains. As we will see, due to
the completely different method to investigate the topological equivalence problem, we have a con-
siderably different result from that in the pioneering work of Hilger [S. Hilger, Generalized theorem
of Hartman–Grobman on measure chains, J. Aust. Math. Soc. Ser. A 60 (2) (1996) 157–191]. More-
over, we prove that equivalent function H(t, x) is also ω-periodic when the systems are ω-periodic.
Hilger [S. Hilger, Generalized theorem of Hartman–Grobman on measure chains, J. Aust. Math. Soc.
Ser. A 60 (2) (1996) 157–191] never considered this important property of the equivalent function
H(t, x).
© 2007 Elsevier Inc. All rights reserved.
✩ This work was supported by the Program for New Century Excellent Talents in University (NCET-04-0388) and
Shanghai Shuguang Genzong Project (04SGG05). This work was jointly supported by the National Natural Science
Foundation of China under Grant No. 60574043, and the Natural Science Foundation of Jiangsu Province of China under
Grant No. BK2006093.
* Corresponding author at: The Institute of Mathematics, Shanghai Normal University, Shanghai 200234, China.
E-mail addresses: yhxia@fzu.edu.cn (Y. Xia), jdcao@seu.edu.cn (J. Cao), mahan@sjtu.edu.cn (M. Han).0022-0396/$ – see front matter © 2007 Elsevier Inc. All rights reserved.
doi:10.1016/j.jde.2007.01.004
528 Y. Xia et al. / J. Differential Equations 235 (2007) 527–543MSC: 34D09; 93B18; 39A12
Keywords: Measure chains; Exponential dichotomy; Linearization
1. Introduction
Hartman’s linearization theorem for ordinary differential equations states that a 1 : 1 corre-
spondence exists between solutions of a linear autonomous system x˙ = Ax and those of the
perturbed system x˙ = Ax + f (x), as long as f fulfills some good conditions, like smallness,
continuity or being Lipschitzian (see [11]). Later, Palmer [22] extended the results to a class of
linear nonautonomous system x˙ = A(t)x + f (t, x) with exponential dichotomies.
Recently, the theory of measure chain, introduced by Hilger [12,13], has received a lot of
attention. Though many good results such as linearization, stability, periodic and almost pe-
riodic solutions are obtained for the ODE and ΔDE (for example, see [5,6,9,10,23–27] and
references cited therein), the theory on measure chains is much richer and more difficult to
study. Many mathematicians have made great contributions to the work on measure chain (time
scales) (see [1–4,7,8,12–21]), some good results were obtained such as exponential dichotomy,
oscillation and bounded value problem. However few authors have considered the topological
equivalent problem on measure chain. It is well known that if a kind of nonlinear systems are
topological equivalent to their linear systems, then many properties of this kind of nonlinear
systems are identical or similar to their linear systems. Therefore, the studies of topological
equivalence for dynamic equations are very important in practice and in theory. Essentially, fol-
lowing the ideas presented by Kirchgraber and Palmer in [17], Hilger [14] proved the theorem of
Hartman–Grobman in a very general form. It stated the topological equivalence of the flow of a
nonlinear nonautonomous differential or difference equation with critical component to the flow
of a partially linearized equation. In this excellent work, the linearization problem on measure
chains was discussed. Whereas Kirchgraber and Palmer illustrated the geometric background
of their considerations, Hilger gave a more algebraically rigorous but nevertheless transparent
proof. In addition, Hilger [14] extended and generalized the results of Kirchgraber and Palmer
in [17]. However, the results and approaches used in his paper depends on geometrical and al-
gebraic arguments. In order to obtain some easily verifiable results, a new analytical method
to study the topological equivalence problem is presented in this paper. Due to our completely
different method to investigate the topological equivalence problem, we have a much differ-
ent results from the existing results in Hilger [14]. Motivated by the works Pötzsche [19–21]
and Shi and Zhang [23], we establish a Hartman–Grobman-like theorem for systems defined on
time scales/measure chains. Moreover, we investigate the periodicity of the equivalent function
H(t, x) when the measure chain is periodic.
The rest of this paper is organized as follows. Next section, after introducing some notations
and definitions on measure chains, we shall state our main results. In Section 3, some preliminary
results are introduced, which will be used to prove our main results. Finally, Section 4 is devoted
to the proof of our main results.
2. Statement of the main results
First, we shall introduce some notations from Pötzsche [19,20]. Supposed for the following
that (T,,μ) is an arbitrary measure chain with bounded graininess μ∗ and χ is a real or com-
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morphisms with the norm ‖T ‖ := sup‖x‖=1 ‖T x‖ for any T ∈ L(χ1, χ2), and GL(χ1, χ2) for the
set of toplinear isomorphisms between two linear subspaces χ1, χ2 of χ ; Iχ1 is the identity map-
ping on χ1. Additionally we write L(χ) := L(χ,χ) and N (T ) = T −1({0}) is the nullspace and
R(T ) := T χ the range of T ∈ L(χ). We also briefly introduce some notions, which are specific
for the calculus on measure chains. In particular, T+τ and T−τ are the T-intervals {t ∈ T: τ  t}
and {t ∈ T: t  τ }, respectively, for any τ ∈ T; differing from the usual standard, ρ+ :T → T
is the forward jump operator. A subset J ⊆ T is said to the unbounded above (respectively be-
low), if the set {μ(t, τ ) ∈ R: t ∈ J } is unbounded above (respectively below) for one and hence
(by the properties of the growth calibration μ) every τ ∈ T. The partial derivative of a mapping
Φ :T × T → χ with respect to the first variable is denoted by Δ1Φ . Crd(Tκ ,χ) are the rd-
continuous mappings from Tκ into χ and C+rdR(Tκ ,R) := {a ∈ Crd(Tκ ,R): 1 + μ∗(t)a(t) > 0
for t ∈ Tκ } is the linear space of positively regressive functions with the algebraic operations
(a ⊕ b)(t) := a(t)+ b(t)+μ∗(t)a(t)b(t),
(α  a)(t) := lim
h↘μ∗(t)
(1 + ha(t))α − 1
h
for t ∈ Tκ
for a, b ∈ C+rdR(Tκ ,R) and reals α ∈ R. With fixed τ ∈ T and c, d ∈ C+rdR(Tκ ,R) we define the
three linear space
B+τ,c(χ) :=
{
λ ∈ Crd
(
T
+
τ , χ
)
: sup
τt
∥∥λ(t)∥∥e
c(t, τ ) < ∞},
B−τ,d (χ) :=
{
λ ∈ Crd
(
T
−
τ , χ
)
: sup
tτ
∥∥λ(t)∥∥e
d(t, τ ) < ∞},
B±τ,c,d (χ) =
⎧⎪⎨
⎪⎩λ ∈ Crd
(
T
κ ,χ
) ∣∣∣∣ ∃τ ∈ T:
sup
τt
∥∥λ(t)∥∥e
c(t, τ ) < ∞
sup
tτ
∥∥λ(t)∥∥e
d(t, τ ) < ∞
⎫⎪⎬
⎪⎭
of so-called c+-quasibounded and d−-quasibounded mappings, which are immediately seen to
be Banach spaces with regard to the norms
‖λ‖+τ,c := sup
τt
∥∥λ(t)∥∥e
c(t, τ ), ‖λ‖−τ,d := sup
tτ
∥∥λ(t)∥∥e
d(t, τ ),
‖λ‖±τ,c,d = max
{∥∥λ|
T
+
τ
∥∥+
τ,c
,
∥∥λ|
T
−
τ
∥∥−
τ,d
}
respectively, where ec(t, τ ) is the real exponential function on T. It is easy to derive that∥∥λ(t)∥∥ ‖λ‖+τ,cec(t, τ ) for all t ∈ T+τ , ∥∥λ(t)∥∥ ‖λ‖−τ,ded(t, τ ) for all t ∈ T−τ ,∥∥λ(τ)∥∥ ‖λ‖+τ,c  ‖λ‖±τ,c,d , ∥∥λ(τ)∥∥ ‖λ‖−τ,d  ‖λ‖±τ,c,d .
Throughout this paper, we use the abbreviation b − a := inft∈Tκ (b(t) − a(t)) and introduce
the notations a  b:⇔ 0 < b − a, a  b:⇔ 0  b − a, where two positively regres-
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supt∈Tκ μ∗(t)b(t) < ∞, respectively. Then we obtain the limits
lim
t→∞ ea
b(t, τ ) = 0, limt→−∞ eb
a(t, τ ) = 0,
for growth rates a  b and on a measure chain, which is unbounded above respectively below.
Definition 2.1. A mapping φ :T → χ is said to be differentiable (in a point t0 ∈ T), if there exists
a unique derivative φΔ(t0) ∈ χ , such that for any ε > 0 the estimate∥∥φ(σ(t0))− φ(t)−μ(σ(t0), t)φΔ(t0)∥∥ ε∣∣μ(σ(t0), t)∣∣ for t ∈ U
holds in a T-neighborhood U of t0. The Cauchy integral of φ is denoted as
∫ t
τ
φ(s)s for
τ, t ∈ T, provided it exists (cf. [13, Section 4.3]).
Definition 2.2. Let ω ∈ R be given, a bijective function σω :T → T is called as translation if
the identity μ(σω(t), t) ≡ ω is valid on T. A mapping φ :T → χ is said to be ω-periodic if
φ(σω(t)) ≡ φ(t) holds on T.
Standard assumption. In case, for given ω > 0 there exists a translation σω, then the measure
chain (T,,μ) is denoted as ω-periodic and this will be a standard assumption from now on
throughout the present paper. Thus the graininess μ∗ is ω-periodic in our setting. Using the dif-
ferentiation concept for measure chain-valued mappings introduced in [19, Definition 1.1.14(a),
p. 6], one can show that σω :T → T is differentiable with σΔω (t) ≡ 1 on T (cf. [19, Corol-
lary 1.1.16, p. 6]).
Example 2.1. On time scales, translations are of the form σω(t) = t +ω. The time scale R is ω-
periodic for any real ω > 0, and N0 or Z are ω-periodic for arbitrary integers ω > 0. A nontrivial
example of 1-periodic time scales are sets of the form T = ⋃k∈N0{k + s ∈ R: s ∈ S}, where
S ⊆ [0,1] is closed, nonempty.
Now consider the following systems
xΔ = A(t)x, (2.1)
xΔ = A(t)x + f (t, x), (2.2)
where A ∈ Crd(T,L(χ)).
Definition 2.3 (Exponential dichotomy). (See [19,21].) Let P :T → L(χ) be an invariant projec-
tor of (2.1) such that the regularity condition P(t)ΦA(t, s) = ΦA(t, s)P (s) is fulfilled for s  t .
Then Eq. (2.1) is said to possess an exponential dichotomy, if the estimates
∥∥ΦA(t, s)P (s)∥∥K1ea(t, s) for s  t, s, t ∈ T,∥∥ΦA(t, s)[Iχ − P(s)]∥∥K2eb(t, s) for t  s, s, t ∈ T (2.3)
hold for real constants K1,K2  1 and growth rates a, b ∈ C+R(T,R), a  b.rd
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on R should be modified.
Considering the systems
xΔ = f (t, x), (2.4)
yΔ = g(t, y). (2.5)
Definition 2.4 (Topological equivalence on measure chain). Suppose that there exists a function
H :T× χ → χ such that
(i) for each fixed t , H(t, ·) is a homeomorphism of χ into χ ;
(ii) ‖H(t, x)‖±τ,c,d → ∞ as ‖x‖±τ,c,d → ∞, uniformly with respect to t ;
(iii) assume that G(t, ·) = H−1(t, ·) has property (ii) also;
(iv) if x(t) is a (c, d)-quasibounded solution of system (2.4), then H(t, x(t)) is a (c, d)-
quasibounded solution of system (2.5).
Then system (2.4) and (2.5) are said to be topologically equivalent, we write (2.4) ∼ (2.5),
and we say that H(t, ·) is an equivalent function (2.4) into (2.5).
Now we shall introduce some lemmas from Pötzsche [19,21].
Lemma 2.1. Let Eq. (2.1) possesses on exponential dichotomy with a, b and the invariant pro-
jectors P and Q on T be unbounded above and below. For fixed τ ∈ T and c, d ∈ C+rdR(T,R),
the P = Q and for a c b, a d  b Eq. (2.1) has no nontrivial (c, d)-quasibounded solution
on T.
Lemma 2.2. For τ, t, t1, t2 ∈ Tκ , t1  t2 and a, b ∈ C+rdR(Tκ ,R) we obtain
t2∫
t1
ea
(
t, ρ+(s)
)
eb(s, τ )s 
⎧⎨
⎩
ea(t,τ )b−a [eb
a(t2, τ )− eb
a(t1, τ )], if a  b,
ea(t,τ )a−b [eb
a(t1, τ )− eb
a(t2, τ )], if b a.
(2.6)
Lemma 2.3. If Eq. (2.1) possesses on exponential dichotomy with a, b, K1, K2 and P on T,
which is unbounded above and below. Considering the linear-inhomogeneous equation
xΔ = A(t)x + r(t) (2.7)
and fixed c, d ∈ C+rdR(T,R), a  c b, a  d  b.
Then for r ∈ B±c,d (χ), system (2.7) exists exactly one solution λ∗ ∈ B±c,d (χ), which can be
written as follows
λ∗(t) =
t∫
−∞
ΦA
(
t, ρ+(s)
)
P
(
ρ+(s)
)
r(s)s −
+∞∫
t
ΦA
(
t, ρ+(s)
)[
Iχ − P
(
ρ+(s)
)]
r(s)s.
Now we are ready to state our main results.
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c, d ∈ C+rdR(T,R), a  c b, a  d  b, suppose the following conditions hold:
(H1) The linear system (2.1) has exponential dichotomy on T.
(H2) f :T× χ → χ is rd-continuous and fulfills.∥∥f (t, x)∥∥±
τ,c,d
 μ,
∥∥f (t, x)− f (t, y)∥∥ γ ‖x − y‖ for t ∈ T, x, y ∈ χ.
(H3) γC2(c, d) < 1.
Then system (2.2) is topologically equivalent to its linear system (2.1), and equivalent function
H(t, x) satisfies ∥∥H(t, x)− x∥∥±
τ,c,d
 μC2(c, d)
where C2(c, d) = max{C1(c)+ K1c−a ,C1(d)+ K2b−c } > 0, C1(c) = K1d−a + K2b−c > 0, C1(d) =
K2d−a + K1b−d > 0.
Remark 1. Due to the completely different method to investigate the linearization problem, our
results are much different from Theorem 4.5 in Hilger [14]. For further details, see Hilger [14].
The next theorem is devoted to study the periodicity of the equivalent function H(t, x), which
was not considered by Hilger [14].
Considering the nonlinear system (2.2) with A(σω(t)) = A(t), f (σω(t), x) = f (t, x). That is,
(2.2) is a periodic system.
Now, we have a question: As the system (2.2) is ω-periodic, is the equivalent function H(t, x)
also ω-periodic? Theorem 2.2 is devoted to answer this question, while Hilger [14] has never
given an answer to this question.
Theorem 2.2. Assume that A(σω(t)) = A(t), f (σω(t), x) = f (t, x) in system (2.2), then the
equivalent function H(t, x) (in Theorem 2.1) is also ω-periodic with respect to t .
3. Some preliminary results
In this section, we will introduce some preliminary results which will used to prove our main
results.
Assume that Φ(t, t0) denotes a fundamental matrix of xΔ = A(t)x, X(t, t0, x0) is a solution
of (2.2) satisfying the initial condition X(t0) = x0, and denotes Y(t, t0, y0) is a solution of (2.1)
satisfying initial condition Y(t0) = y0.
Throughout this section, we always assume that the assumptions in Theorem 2.1 are satisfied.
Proposition 1. For any fixed (σ, η), it follows that system
zΔ = A(t)z − f (t,X(t, σ, η)) (3.1)
has a unique (c, d)-quasibounded solution h(t, (σ, η)) and it satisfies∥∥h(·, (σ, η))∥∥±
τ,c,d
 μC2(c, d),
where C2(c, d) defined in Theorem 2.1.
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h
(
t, (σ, η)
)= −
t∫
−∞
ΦA
(
t, ρ+(s)
)
P
(
ρ+(s)
)
f
(
s,X(s, σ, η)
)
s
+
+∞∫
t
ΦA
(
t, ρ+(s)
)[
Iχ − P
(
ρ+(s)
)]
f
(
s,X(s, σ, η)
)
s. (3.2)
By direct differentiation, it is easily shown that h(t, σ, η)) is a solution of (3.1). It follows
from (3.2) and condition (H2) that
∥∥h(t, (σ, η))∥∥K1
t∫
−∞
ea
(
t, ρ+(s)
)∥∥f (s,X(s, σ, η))∥∥s
+K2
+∞∫
t
eb
(
t, ρ+(s)
)∥∥f (s,X(s, σ, η))∥∥s. (3.3)
For any τ ∈ T, without losing of generality, first we consider (3.3) on T+τ , we have
∥∥h(t, (σ, η))∥∥K1
τ∫
−∞
ea
(
t, ρ+(s)
)∥∥f (s,X(s, σ, η))∥∥s
+K1
t∫
τ
ea
(
t, ρ+(s)
)∥∥f (s,X(s, σ, η))∥∥s
+K2
−∞∫
t
eb
(
t, ρ+(s)
)∥∥f (s,X(s, σ, η))∥∥s
K1
τ∫
+∞
ea
(
t, ρ+(s)
)
ed(s, τ )s
∥∥f (·,X(·, σ, η))∥∥−
τ,d
+K1
t∫
τ
ea
(
t, ρ+(s)
)
ec(s, τ )s
∥∥f (·,X(·, σ, η))∥∥+
τ,c
+K2
+∞∫
t
eb
(
t, ρ+(s)
)
ec(s, τ )s
∥∥f (·,X(·, σ, η))∥∥+
τ,c

[
K1
τ∫
ea
(
t, ρ+(s)
)
ed(s, τ )s +K1
t∫
ea
(
t, ρ+(s)
)
ec(s, τ )s−∞ τ
534 Y. Xia et al. / J. Differential Equations 235 (2007) 527–543+K2
+∞∫
t
eb
(
t, ρ+(s)
)
ec(s, τ )s
]∥∥f (·,X(·, σ, η))∥∥±
τ,c,d

[(
K1
d − a −
K2
c − a
)
ea(t, τ )+C1(c)ec(t, τ )
]
μ

[(
C1(c)+ K1d − a
)
ec(t, τ )− K1c − aea(t, τ )
]
μ for all τ ≺ t (3.4)
which implies
∥∥h(t, σ, η)∥∥e
c(t, τ )
[(
C1(c)+ K1d − a
)
− K2c − aea
c(t, τ )
]
μ
 μC2(c, d) for all τ ≺ t. (3.5)
Now we consider (3.3) on T−τ , similar to the above discussion, we have
∥∥h(t, σ, η)∥∥ μ[(C1(d)+ K2b − c
)
− K2b − deb(t, τ )
]
for all t ∈ T−τ
which implies
∥∥h(t, σ, η)∥∥e
d(t, τ ) μ
[(
C1(d)+ K2b − c
)
− K2b − deb
d(t, τ )
]
μ
 μC2(c, d) for all t ≺ τ. (3.6)
We note that (3.5) and (3.6) are also valid for t = τ . Take the supremum, it follows from (3.5)
and (3.6) that ∥∥h(·, σ, η)∥∥±
τ,c,d
 μC2(c, d) for all t ∈ T. 
Proposition 2. For any fixed (σ, η), system
zΔ = A(t)z + f (t, Y (t, σ, η)+ z) (3.7)
has a unique (c, d)-quasibounded solution g(t, (σ, η)) with ‖g(·, (σ, η))‖±τ,c,d  μC2(c, d).
Proof. Let B = {z(t) | z(t) be a (c, d)-quasibounded function with ‖z‖±τ,c,d  μC2(c, d)}. For
any z ∈ B , we define map T as follows
T z(t) =
t∫
−∞
ΦA
(
t, ρ+(s)
)
P
(
ρ+(s)
)
f
(
s, Y (s, σ, η) + z(s))s
−
+∞∫
ΦA
(
t, ρ+(s)
)[
Iχ − P
(
ρ+(s)
)]
f
(
s, Y (s, σ, η) + z(s))s. (3.8)t
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all t ∈ T. Therefore, T is a self mapping, i.e., T :B → B .
Now we shall show that T is a contraction mapping. In fact, for any z1(t), z2(t) ∈ B , it follows
from (3.8) and condition (H2) that
∥∥T z1(t)− T z2(t)∥∥
K1
t∫
−∞
ea
(
t, ρ+(s)
)∥∥f (s, Y (s, σ, η) + z1(s))− f (s, Y (s, σ, η) + z2(s))∥∥s
+K2
+∞∫
t
eb
(
t, ρ+(s)
)∥∥f (s, Y (s, σ, η) + z1(s))− f (s, Y (s, σ, η) + z2(s))∥∥s
K1
t∫
−∞
ea
(
t, ρ+(s)
)
γ
∥∥z1(s)− z2(s)∥∥s
+K2
+∞∫
t
eb
(
t, ρ+(s)
)
γ
∥∥z1(s)− z2(s)∥∥s. (3.9)
Similar to the calculation of (3.5) and (3.6), it follows from (3.9) that
‖T z1 − T z2‖±τ,c,d  γC2(c, d)‖z1 − z2‖±τ,c,d for all t ∈ T.
Condition (H3) implies γC2(c, d) < 1. Thus the map T has a unique fixed point z0(t), that is,
z0(t) satisfies the following
z0(t) =
t∫
−∞
ΦA
(
t, ρ+(s)
)
P
(
ρ+(s)
)
f
(
s, Y (s, σ, η) + z0(s)
)
s
−
+∞∫
t
ΦA
(
t, ρ+(s)
)[
Iχ − P
(
ρ+(s)
)]
f
(
s, Y (s, σ, η) + z0(s)
)
s. (3.10)
By direct differentiating on (3.10), it is not difficult to show that z0(t) is a solution of (3.7).
Furthermore, z0(t) is (c, d)-quasibounded solution of (3.7) with ‖z0‖±τ,c,d  μC2(c, d).
Now we are going to show that the (c, d)-quasibounded solution z0(t) is unique. For this
purpose, we assume that there is another bounded solution z1(t) of (3.7), which can be written
as follows
z1(t) =
t∫
−∞
ΦA
(
t, ρ+(s)
)
P
(
ρ+(s)
)
f
(
s, Y (s, σ, η) + z1(s)
)
s
−
+∞∫
ΦA
(
t, ρ+(s)
)[
Iχ − P
(
ρ+(s)
)]
f
(
s, Y (s, σ, η) + z1(s)
)
s. (3.11)t
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∥∥z1(t)− z2(t)∥∥K1
t∫
−∞
ea
(
t, ρ+(s)
)
γ
∥∥z1(s)− z0(s)∥∥s
+K2
+∞∫
t
eb
(
t, ρ+(s)
)
γ
∥∥z1(s)− z0(s)∥∥s.
Similar to the calculation of (3.5) and (3.6), we have
‖z1 − z0‖±τ,c,d  γC2(c, d)‖z1 − z0‖±τ,c,d .
Because of γC2(c, d) < 1, z1(t) ≡ z0(t). This implies that the (c, d)-quasibounded solution of
(3.7) is unique, which is of course dependent on (σ, η). We may name it g(t, (σ, η)). From the
above proof, it is easy to see that ‖g(·, (σ, η))‖±τ,c,d  μC2(c, d). 
Proposition 3. Let x(t) be any solution of system
xΔ = A(t)x + f (t, x). (3.12)
Then system
zΔ = A(t)z + f (t, x(t)+ z)− f (t, x(t)) (3.13)
has a unique (c, d)-quasibounded solution z ≡ 0.
Proof. Obviously, z ≡ 0 is a (c, d)-quasibounded solution of (3.13). Now we shall show that the
(c, d)-quasibounded solution is unique. Or else, if there is another (c, d)-quasibounded solution
z1(t). Then z1(t) can be written as follows
z1(t) =
t∫
−∞
ΦA
(
t, ρ+(s)
)
P
(
ρ+(s)
)[
f
(
s, x(s)+ z1(s)
)− f (s, x(s))]s
−
+∞∫
t
ΦA
(
t, ρ+(s)
)[
Iχ − P
(
ρ+(s)
)][
f
(
s, x(s) + z1(s)
)− f (s, x(s))]s.
By condition (H1)–(H2), we have
∥∥z1(t)∥∥K1
t∫
−∞
ea
(
t, ρ+(s)
)
γ
∥∥z1(s)∥∥s +K2
+∞∫
t
eb
(
t, ρ+(s)
)
γ
∥∥z1(s)∥∥s. (3.14)
Similar to the calculation of (3.5) and (3.6), it follows from (3.14) that
‖z1‖±τ,c,d  γC2(c, d)‖z1‖±τ,c,d for all t ∈ T.
Since γC2(c, d) < 1, z1(t) ≡ 0. This completes the proof of Proposition 3. 
Y. Xia et al. / J. Differential Equations 235 (2007) 527–543 537Now we introduce two functions as follows
H(t, x) = x + h(t, (t, x)), (3.15)
G(t, y) = y + g(t, (t, y)). (3.16)
Proposition 4. For any fixed (t0, x0), H(t,X(t, t0, x0)) is a solution of linear system (2.1).
Proof. Replace (σ, η) of (3.1) by (t,X(t, σ, η)) in Proposition 1, because system (3.1) is not
changed, system (3.1) has a unique (c, d)-quasibounded solution. Therefore
h
(
t,
(
t,X(t, t0, x0)
))= h(t, (t0, x0)).
Then, it follows from (3.15) that
H
(
t,X(t, t0, x0)
)= X(t, t0, x0)+ h(t, (t,X(t, t0, x0)))
= X(t, t0, x0)+ h
(
t, (t0, x0)
)
. (3.17)
Differentiating on (3.17), and note that X(t, t0, x0), h(t, (t0, x0)) are solutions of system (2.2)
and (3.1), respectively, we obtain
[
H
(
t,X(t, t0, x0)
)]Δ = A(t)X(t, t0, x0)+ f (t,X(t, t0, x0))
+A(t)h(t, t0, x0)− f
(
t,X(t, t0, x0)
)
= A(t)H (t,X(t, t0, x0))
which implies H(t,X(t, t0, x0)) is a solution of linear system
xΔ = A(t)x. 
Proposition 5. For any fixed (t0, y0), G(t,Y (t, t0, y0)) is a solution of nonlinear system (2.2).
Proof. Replace (σ, η) of (3.7) by (t, Y (t, σ, η)) in Proposition 2. Since system (3.7) is not
changed, system (3.7) has a unique (c, d)-quasibounded solution. Therefore,
g
(
t,
(
t, Y (t, t0, y0)
))= g(t, (t0, y0)).
Then, it follows from (3.16) that
G
(
t, Y (t, t0, y0)
)= Y(t, t0, y0)+ g(t, Y (t, t0, y0))= Y(t, t0, y0)+ g(t, (t0, x0)). (3.18)
Differentiating on (3.18) and note that Y(t, t0, y0), g(t, (t0, y0)) are solutions of system (2.1) and
system (3.7), respectively. We have
[
G
(
t, Y (t, t0, y0)
)]Δ = A(t)Y (t, t0, y0)+A(t)g(t, t0, y0)
+ f (t, Y (t, t0, y0))+ g(t, (t0, y0))
= A(t)G(t, Y (t, t0, y0))+ f (t,G(t, Y (t, t0, y0)))
which implies G(t,Y (t, t0, y0)) is a solution of system (2.2). 
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H
(
t,G(t, y)
)= y.
Proof. Let y(t) be any solution of linear system (2.1). From Proposition 5, we conclude that
G(t, y(t)) is a solution of nonlinear system (2.2). Moreover, by Proposition 4, it is easy to see
that H(t,G(t, y(t))) is also a solution of linear system (2.1), and let y¯(t) = H(t,G(t, y(t))).
Denote I (t) = y¯(t)− y(t), differentiating it, we have
IΔ(t) = A(t)y¯(t)−A(t)y(t) = A(t)I (t)
which implies I (t) is a solution of linear system (2.1). On the other hand, from (3.15), (3.16) and
Propositions 1 and 2, it follows that
∥∥I (t)∥∥= ∥∥y¯(t)− y(t)∥∥= ∥∥H (t,G(t, y(t)))− y(t)∥∥

∥∥H (t,G(t, y(t)))−G(t, y(t))∥∥+ ∥∥G(t, y(t))− y(t)∥∥
= ∥∥h(t, (t,G(t, y(t))))∥∥+ ∥∥g(t, (t, y(t)))∥∥
which implies
‖I‖±τ,c,d 
∥∥h(·, (·,G(·, y(·))))∥∥±
τ,c,d
+ ∥∥g(·, (·, y(·)))∥∥±
τ,c,d
 2μC2(c, d)+ 2μC2(c, d) = 4μC2(c, d).
This means I (t) is a (c, d)-quasibounded solution of linear system xΔ = A(t)x, but xΔ = A(t)x
has not nontrivial (c, d)-quasibounded solution on T. Therefore I (t) = 0, i.e., y¯(t) = y(t). Thus
H
(
t,G
(
t, y(t)
))≡ y(t).
Since y(t) is a solution of linear system (2.1), the assertion of Proposition 6 is proved. 
Proposition 7. For any fixed t ∈ T, x ∈ χ , the following equality always holds
G
(
t,H(t, x)
)= x.
Proof. Let x(t) be any solution of system (2.2). From Proposition 4, H(t, x(t)) is a solution of
linear system (2.1). Moreover, by Proposition 5, it is easy to conclude that G(t,H(t, x(t))) is
also a solution of nonlinear system (2.2) and let x¯(t) = G(t,H(t, x(t))).
Denote J (t) = x¯(t)− x(t), differentiating it, we have
JΔ = A(t)x¯(t)+ f (t, x¯(t))−A(t)x(t)− f (t, x(t))
= A(t)J (t)+ f (t, x(t)+ J (t))− f (t, x(t))
which implies J (t) is a solution of system (3.12).
On the other hand, from (3.15), (3.16) and Propositions 1 and 2, it follows that
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
∥∥G(t,H (t, x(t)))−H (t, x(t))∥∥+ ∥∥H (t, x(t))− x(t)∥∥
= ∥∥g(t, (t,H (t, x(t))))∥∥+ ∥∥h(t, (t, x(t)))∥∥
which implies
‖J‖±τ,c,d  4μC2(c, d).
This means J (t) is a (c, d)-quasibounded solution of system (3.12).
But from Proposition 3, system (3.12) has a unique (c, d)-quasibounded solution z(t) ≡ 0.
Therefore J (t) ≡ 0, i.e., x¯(t) ≡ x(t). Thus
G
(
t,H
(
t, x(t)
))≡ x(t).
Since x(t) is an arbitrary solution of nonlinear system (2.2), the assertion of Proposition 7 is
proved immediately. 
Now considering the periodic system
xΔ = ϕ(t, x) (3.19)
where ϕ(σω(t), x) = ϕ(t, x). Let X(t, t0, x0) be a solution of (3.19) with the initial condition
X(t0) = x0.
Proposition 8. For any t, s ∈ T, x ∈ χ , the solution X(t, s, x) of (3.19) has the property:
X
(
σω(t), σω(s), x
)= X(t, s, x).
Proof. Since
X(t, s, x) = x +
t∫
s
ϕ
(
u,X(u, s, x)
)
u,
we have
X
(
σω(t), σω(s), x
)= x +
σω(t)∫
σω(s)
ϕ
(
u,X
(
u,σω(s), x
))
u. (3.20)
Let u = σω(u), by using the periodicity of ϕ(t, x), it follows from (3.20) that
X
(
σω(t), σω(s), x
)= x +
t∫
s
ϕ
(
σω(u1),X
(
σω(u1), σω(s), x
))
u1
= x +
t∫
ϕ
(
u1,X
(
σω(u1), σω(s), x
))
u1s
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and X(s, s, x) = x. This observation, in conjunction with the uniqueness of solution of initial
value problems, implies the identity X(σω(t), σω(s), x) = X(t, s, x) for t, s ∈ T, s  t , x ∈ χ .
This completes the proof of Proposition 8. 
Proposition 9. Assume that the periodic linear system xΔ = A(t)x (A(σω(t)) = A(t)) possesses
an exponential dichotomy, i.e. the fundamental matrix ΦA(t, t0) satisfies
∥∥ΦA(t, s)P (s)∥∥K1ea(t, s), for s  t, s, t ∈ T,∥∥ΦA(t, s)[Iχ − P(s)]∥∥K2eb(t, s), for t  s, s, t ∈ T.
Then for any t, s ∈ T, the following identities hold
ΦA
(
σω(t), σω(s)
)
P
(
σω(s)
)= ΦA(t, s)P (s),
ΦA
(
σω(t), σω(s)
)[
Iχ − P
(
σω(s)
)]= ΦA(t, s)[Iχ − P(s)].
Proof. It is not difficult to check that ΦA(σω(t), t0) is also a fundamental matrix. There-
fore, there exists an invertible constant matrix C such that ΦA(σω(t), t0) = ΦA(t, t0)C. Take
C = eB(σω(t0), t0), B is a constant matrix. Denote L(t) = ΦA(t, t0)e−1B (t, t0), or ΦA(t, t0) =
L(t)eB(t, t0), then we have
L
(
σω(t)
)= ΦA(σω(t), t0)e−1B (σω(t), t0)
= ΦA
(
σω(t), t0
)[
eB
(
σω(t), σ (t0)
)
eB
(
σω(t0), t0
)]−1
= ΦA(t, t0)C · e−1B
(
σ(t0), t0
)
e−1B
(
σω(t), σω(t0)
)
= ΦA(t, t0)C ·C−1 · e−1B (t, t0)
= ΦA(t, t0)e−1B (t, t0) = L(t).
Similarly, we have L−1(σω(t)) = L−1(t). Then, we claim that ΦA(σω(t), σω(s)) = ΦA(t, s). In
fact,
ΦA
(
σω(t), σω(s)
)
= ΦA
(
σω(t), t0
)
,ΦA
(
t0, σω(s)
)
= L(σω(t))eB(σω(t), t0)[L(σω(s))eB(σω(s), t0)]−1
= L(σω(t))eB(σω(t), t0)e−1B (σω(s), t0)L−1(σω(s))
= L(t)eB
(
σω(t), σω(t0)
)
eB
(
σω(t0), t0
)
e−1B
(
σω(t0), t0
)
e−1B
(
σω(s), σω(t0)
)
L−1(s)
= L(t)eB(t, t0)e−1B (s, t0)L−1(s)
= ΦA(t, t0)Φ−1(s, t0) = ΦA(t, s).A
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∥∥ΦA(σω(t), σω(s))P (σω(s))∥∥K1ea(σω(t), σω(s)), for s  t, s, t ∈ T,
that is
∥∥ΦA(t, s)P (σω(s))∥∥K1ea(t, s), for s  t, s, t ∈ T.
This implies P(σω(s)) is also an invariant projector. It follows from Lemma 2.1 that P(σω(s)) =
P(s). Thus, we have
ΦA
(
σω(t), σω(s)
)
P
(
σω(s)
)= ΦA(t, s)P (s).
The second identity can be proved similarly, we omit it here. 
4. Proof of main results
Now we are ready to prove Theorems 2.1 and 2.2.
Proof of Theorem 2.1. To prove H(t, x) is a equivalent function of linear system (2.1) into
nonlinear system (2.2), we are going to show that H(t, ·) satisfies the four conditions of Defini-
tion 2.4.
Proof of condition (i). For any fixed t ∈ T, it follows from Propositions 6 and 7 that H(t, ·) is
a bijective mapping of χ into itself and H−1(t, ·) = G(t, ·).
Proof of condition (ii). From (3.15), and Proposition 1, it is not difficult to derive that
‖H(t, x) − x‖±τ,c,d = ‖h(t, (t, x))‖±τ,c,d  μC2(c, d), μC2(c, d) is a constant. Therefore,
‖H(t, x)‖±τ,c,d → ∞, as ‖x‖±τ,c,d → ∞, uniformly with respect to t .
Proof of condition (iii). From (3.16) and Proposition 2, it is not difficult to derive that
‖G(t, y) − y‖±τ,c,d = ‖g(t, (t, y))‖±τ,c,d  μC2(c, d). Therefore, ‖G(t, y)‖±τ,c,d → ∞, as
‖y‖±τ,c,d → ∞, uniformly with respect to t .
Using Propositions 4 and 5, it is easy to show that condition (iv) is also true.
This completes the proof of Theorem 2.1. 
Proof of Theorem 2.2. It is from (3.15) and Proposition 1 that
H(t, x) = x + h(t, x)
= x −
t∫
−∞
ΦA
(
t, ρ+(s)
)
P
(
ρ+(s)
)
f
(
s,X(s, t, x)
)
s
+
+∞∫
t
ΦA
(
t, ρ+(s)
)[
Iχ − P
(
ρ+(s)
)]
f
(
s,X(s, t, x)
)
s. (4.1)
Therefore, by Propositions 8 and 9, and using the periodicity of f (t, x), it follows from (3.21)
that
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(
σω(t), x
) = x −
σω(t)∫
−∞
ΦA
(
σω(t), ρ+(s)
)
P
(
ρ+(s)
)
f
(
s,X
(
s, σω(t), x
))
s
+
+∞∫
σω(t)
ΦA
(
σω(t), ρ+(s)
)[
Iχ − P
(
ρ+(s)
)]
f
(
s,X
(
s, σω(t), x
))
s
s=σω(s1)= x −
t∫
−∞
ΦA
(
σω(t), ρ+
(
σω(s1)
))
P
(
ρ+
(
σω(s1)
))
× f (σω(s1),X(σω(s1), σω(t), x))s1
+
+∞∫
t
ΦA
(
σω(t), ρ+
(
σω(s)
))[
Iχ − P
(
ρ+
(
σω(s)
))]
× f (σω(s1),X(σω(s1), σω(t), x))s1
Propositions 8, 9= x −
t∫
−∞
ΦA
(
t, ρ+(s)
)
P
(
ρ+(s)
)
f
(
s1,X(s1, t, x)
)
s1
+
+∞∫
t
ΦA
(
t, ρ+(s)
)[
Iχ − P
(
ρ+(s)
)]
f
(
s,X(s, t, x)
)
s1
periodicity of f= H(t, x).
This implies H(t, x) is ω-periodic. The proof of Theorem 2.2 is complete. 
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