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Abstract
Let (Xm,n)(m,n)∈Z2 be a Cp-valued wide sense stationary process. We study the prediction theory of
such processes according to different total orders on Z2. In the case of a “rational order”, we give the
spectral distribution of the resulting evanescent component and prove that for two different rational orders,
the resulting evanescent components are mutually orthogonal.
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1. Introduction
Let (Xm,n)m,n∈Z be a Cp-valued (for convenience we will use column vectors) wide sense
stationary process in L2(,F,P), i.e.:
Xm,n = (x1m,n, . . . , xpm,n)′ ∀m, n ∈ Z,
E|xim,n|2 < +∞ ∀m, n ∈ Z, 1 ip,
E [xim+r,n+sxjm,n] = i,j (r, s) ∀m, n, r, s ∈ Z, 1 i, jp. (1)
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The study of the prediction of such processes really started with the papers of Helson and
Lowdenslager [9,10]. For Cp-valued processes indexed by Z, one can refer to the earlier work of
Masani and Wiener [19,20]. Many authors studied the case of scalar-valued processes indexed by
Z or Z2 (or R), and also the case of vector-valued processes indexed by Z. In this paper we study
the prediction theory of vector-valued processes indexed by Z2.
The goal in prediction theory is, given the “past” of the process, to approximate the process by
its past (i.e. the projection of the process at time 0 on the subspace generated by its past) and to
evaluate the prediction error committed or the innovation of the process. In the case of processes
indexed by Z2, one matter is that several natural (and consistent) deﬁnitions of “past” may be
given. On the other hand processes indexed by Z2 are strictly more general than those indexed by
Z, since one can construct a singular process which presents a certain type of innovation. Such a
process was discovered and called evanescent by Helson and Lowdenslager [10].
The ﬁrst step in the analysis is to obtain a so called “Wold decomposition” (ﬁrst obtained
in [25]), that is, to show that the process can be represented as a sum of mutually orthogonal
processes with speciﬁed properties. The difﬁculties are ﬁrst to ﬁnd some spectral characterization
of the non-triviality of the processes involved in the Wold decomposition, and next to identify the
spectral distribution of these processes.
Part of the analysis of Cp-valued processes indexed by Z2 was carried out in [9]. See also
[2,3,12–16] for the scalar-valued case.
In Section 2, we will state our notations. In Section 3, we will review the Wold decomposition
for vector-valued processes indexed by Z2, for any total order on Z2. In particular, we will
rewrite results of [10], written from a Fourier analysis point of view, in terms of prediction
theory. In Section 4, we will state and prove our main results (Theorems 4.5 and 4.6) in the
case where the past is deﬁned by the usual lexicographic order. In particular, we will give a
spectral condition (generalizing the condition of fullrank for non-determinism) under which the
evanescent component is non-trivial and then we will identify the spectral distribution of the
evanescent component. In Sections 5 and 6, wewill investigate rational orders (to be deﬁned later)
different from the usual lexicographic. In particular, we will show that for two different rational
orders the resulting evanescent components are mutually orthogonal. This will generalize and
provide a complete proof for a result of [7], which was concerned with scalar-valued processes.
The proofs of the latter points rely deeply on the identiﬁcation of the spectral distribution of
evanescent processes (we were not able to ﬁnd any “geometrical” proof as in the obtention of
the Wold decomposition). We restrict ourselves to processes indexed by Z2. One can see from
the proofs that the method may apply for processes indexed by Zl (l2) with the corresponding
notational complications. In the Appendix, we give an example of a purely evanescent process,
with respect to some non-rational order, whose spectral distribution is not absolutely continuous
with respect to the Lebesgue measure. As far as we know, it is the ﬁrst example of that kind.
This work is done from a theoretical point of view. We hope that the notational complications
inherent to the problem (vector-valued processes indexed by Z2 and the use of several auxiliary
processes) will not put off any reader interested in applications. However, we will give typical
simple classes of vector-valued evanescent processes to illustrate our more theoretical results.
The reader interested in more practical results (such as algorithm to compute the innovation)
founded on theoretical results (like ours) may look at [20] or [8] (see also the references therein).
The practical relevance of evanescent processes (or, more generally of prediction theory) was
illustrated, for instance, by Loubaton [16] or Francos et al. [7]. Cohen and Francos [4] gave and
studied typical examples of scalar-valued evanescent processes. There are potential applications
(see the above references for more details) in many ﬁelds such as texture modeling, estimation,
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and coding of images (see e.g. [8]) or space-time adaptative processing of airborne radar data (see
e.g. [6]).
2. Notations and preliminaries
Let (Xm,n)m,n∈Z be a vector-valued, wide sense stationary process in L2(,F,P) (as in the
introduction).
The study of such a process needs the introduction of vector (or matrix)-valued functions
deﬁned on certain measure spaces.
Let (Y,) be anymeasurable space andM be a positive semi-deﬁnitemeasure on (i.e. am×m
matrix (m1)) whose entries are bounded complex measures, such that for any -measurable
set B, the matrix M(B) is positive semi-deﬁnite.
For any q1, denote byL2q(Y,, dM) the space of-measurable functions f onY taking values
in Mq,m(C) (the space q × m matrices) such that∫
Y
tr(fdMf ∗) < ∞.
We deﬁne on L2q(Y,, dM), the following products
〈f, g〉 :=
∫
Y
tr (fdMg∗)
and
(f, g) :=
∫
Y
fdMg∗. (2)
Notice that (f, g) is a q × q matrix, and 〈f, g〉 = tr(f, g).
Then (L2q(Y,, dM), 〈., .〉) is a Hilbert space.
For our purpose we will take (Y,, dM) = (,F,P) (i.e. m = 1) and q = p, or Y = 2 =
[−, )2,  the Borel -algebra on  and m = p = q.
When it is clear from the context, we will omit the index q.
In the following,H will denote the space L2q(dM), for some positive semi-deﬁnite measure M.
We will write 〈., .〉 and (., .) for the corresponding product. We recall some deﬁnitions of [19].
Deﬁnition 2.1. Let f, g ∈ H.
(i) f ⊥ g (f and g are orthogonal) if and only if (f, g) = 0.
(ii) f is normal if and only if (f, f ) = I , where I is the matrix identity of Mp(C).
Deﬁnition 2.2. We say that A is a subspace of H if it is a subspace in the usual sense which is
closed and stable by left multiplication by the elements of Mp(C).
One can easily prove the following relation between (., .) and 〈., .〉:
Lemma 2.1.
(i) Let f, g ∈ H such that (f, g) = 0. Then 〈f, g〉 = 0.
(ii) Let f ∈ H and M be a subspace of H. If for every g ∈ M, 〈f, g〉 = 0 then f ⊥ M.
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We recall basic properties (see [19]) of the spaces (H, (., .)), which is not Hilbert, but which
has some properties of Hilbert space.
Lemma 2.2.
(i) Let f ∈ H andA be a subspace ofH. There exists a unique element inA, denoted by (f |A),
such that
‖f − (f |A)‖ = inf
g∈A
‖f − g‖.
Then (f |A) is the unique g ∈ A satisfying (f − g) ⊥ A.
(ii) If M ⊂ N are subspaces of H, then there exists a unique subspace M′ ⊂ N such that
N = M+M′ and M ⊥ M′. Then we will write N = MM′.
(iii) Let M ⊥ M′ be any subspaces of H. Then, for all f ∈ H, (f |MM′) = (f |M) +
(f |M′).
(iv) Let ≺ be a total order on Z2 (we will deﬁne properly such order later) and (Mm,n)m,n∈Z2
be a sequence of subspaces of H such that (k, l) ≺ (m, n) implies Mk,l ⊂ Mm,n. If
M = ⋂m,n∈Z2 Mm,n then
(f |M) = lim
(m,n)→−∞(f |Mm,n),
where the limit is taken according to the total order ≺.
(v) Let (un)n1 ⊂ H such that ‖un − u‖→
n
0 for some u ∈ H. Then, for every v ∈ H,
(un, v)→
n
(u, v).
The proofs result easily from the fact that (H, ‖ · ‖) is a Hilbert space, using Lemma 2.1 and
Deﬁnition 2.2 of a subspace of H.
The stationarity equations (1) allow one to make the spectral analysis of the process (Xm,n).
Indeed, the equations (1) allow one to deﬁne a family of unitary operators (Um,n)(m,n)∈Z2 on the
space M ⊂ L2() generated by (xim,n), such that Um,n(xi0,0) = xim,n for all (m, n) ∈ Z2 and all
1 ip, (Um,n = VmWn), where V and W are, respectively, the horizontal and vertical shifts).
The family (Um,n)(m,n)∈Z2 admits the spectral representation (see e.g. [22, p. 387])
Um,n =
∫
2
eimxeinydE(x, y),
where E(.) is a resolution of the identity (i.e. E is a projection valued measure).
Then we extend E (and thus also (Um,n)) to X∞ (the subspace of L2p(,P) generated by
{Xm,n}) by
E(Xm,n) = (E(x1m,n), . . . , E(xpm,n))′ ∀(m, n) ∈ Z2.
Deﬁne dmi,j = E
[(
dE(xi0,0)
)
x
j
0,0
]
and MX = (mi,j )1 i,jp. Then the entries of MX are
complex bounded measures on 2 and for every borel set B of 2, MX(B) is positive semi-
deﬁnite.
Now, consider inL21(dM) the following rowelements y1m,n = eimxeiny(1, 0, . . . , 0), . . ., ypm,n =
eimxeiny(0, . . . , 0, 1). Deﬁne the application which send yim,n to xim,n, and extend it in a linear
1846 C. Cuny / Journal of Multivariate Analysis 97 (2006) 1842–1869
way to an application fromL21(dM) toM (the subspace ofL2() generated by {xim,n}).We obtain
in this way a unitary operator from L21(dM) onto M.
It will be more convenient to look at the process {eimxeinyIp}, where Ip denotes the identity
matrix, hence to use the previous identiﬁcation between the spacesL2p(dM) andX∞, the subspace
of L2p(,P) generated by {Xm,n}.
(Xm,n,X0,0) =
∫
2
eimxeinydMX(x, y),
and, if P = ∑m,n Am,neimxeiny , Q = ∑m,n Bm,neimxeiny are two polynomials(∑
m,n
Am,nXm,n,
∑
m,n
Bm,nXm,n
)
=
∫
2
PdMXQ∗.
The measure dE(X0,0) is called the spectral measure of the process (Xm,n), and the measure
dMX its spectral distribution.
We next recall two basic lemmata:
Lemma 2.3. Let S and T be two subspaces of X∞ such that Um,n(S) = S and Um,n(T ) = T
for every (m, n) ∈ Z2. If the processes (Sm,n = (Xm,n|S)) and (Tm,n = (Xm,n|T )) have the
same spectral distribution, then they are identical.
Proof. By the invariance of S and T (and since we assume that X∞ is spanned by (Xm,n)), the
processes (Sm,n) and (Tm,n) are stationary and span, respectively, the spaces S and T . Since the
processes (Sm,n) and (Tm,n) have the same spectral distribution and are projections of (Xm,n) on,
respectively, S and T , we have
(Sm,n,Xk,l) = (Sm,n,Sk,l) = (Tm,n,Tk,l) = (Tm,n,Xk,l) ∀(m, n, k, l) ∈ Z4.
Hence for all (m, n, k, l) ∈ Z4, (Sm,n − Tm,n) ⊥ Xk,l and the processes (Sm,n) and (Tm,n) are
identical. 
Lemma 2.4. Let B be a Borel subset of 2. Deﬁne a subspace B of X∞ by
B =
{
H ∈ X∞: H =
∫
B
Q(x, y)dE(x, y)(X0,0), Q ∈ L2(dMX)
}
.
Then B is invariant by the family (Um,n) and, if B denotes the projection on B, we have
B(Xm,n) =
∫
B
eimxeinydE(x, y)(X0,0) for every (m, n) ∈ Z2 and the process (B(Xm,n))
spans B.
The proof, which presents no difﬁculty, is omitted (see Lemma 1 of [10] for the scalar case).
3. The Wold decomposition
Now, let us consider again the process (Xm,n). One matter here is to deﬁne a total order on
the lattice Z2 in order to give a meaning for the past and the future of the process. We shall be
concerned with total orders deﬁned by a non-symmetric half-plane, which were ﬁrst introduced
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in prediction theory by Helson and Lowdenslager [9]:
Deﬁnition 3.1. A subset P of Z2 is called a non-symmetric half-plane (NSHP) if it satisﬁes the
following conditions:
(i) P ∩ (−P) = {0}.
(ii) P ∪ (−P) = Z2.
(iii) (u, v) ∈ P 2 ⇒ u + v ∈ P .
Every NSHP P induces a natural total order on Z2: (m, n)(r, s) ⇔ (r −m, s − n) ∈ P (and
(m, n) ≺ (r, s) ⇔ (r − m, s − n) ∈ P − {0}). Deﬁne
◦
X m,n := span{Xk,l : (k, l) ≺ (m, n)} ∀m, n ∈ Z2,
Im,n = Xm,n − (Xm,n|
◦
X m,n) ∀m, n ∈ Z2.
The process (Im,n) is called the innovation process. By construction (see point (i) of Lemma 2.2),
we have Im,n ⊥
◦
X m,n, for every (m, n) ∈ Z2 and the process (Im,n) forms an orthogonal family.
The ﬁrst step in prediction theory is to evaluate the following matrix (or at least its trace)
G := (I0,0, I0,0). (3)
Using the correspondence between X∞ and L2(dMX), the innovation of (Xm,n) (with respect
to a total order P) can be expressed as follows:
trG = 〈I0,0, I0,0〉 = inf
∈
∫
2
tr[(I + )∗(I + )dMX], (4)
where  ranges the polynomials of the form (x, y) = ∑(m,n)∈P−{(0,0)} Am,ne−imxe−iny .
The p × p matrix G is called the prediction error with lag 1 of the process. The dimension of
G is called the rank of the process and the process is said to be of full rank if the dimension of G
is p.
As it was pointed out by Masani–Wiener [19] and Helson–Lowdenslager [9], questions of
rank are very important in the study of such processes. For, example, the analogous of the Szegö
formula in several variables was obtained in [19,9], under the assumption of full rank. Processes
which are not of full rank were studied among other authors in [10,21] for processes indexed by
Z or in [17] for processes indexed by Z2.
In the sequel, we will denote by bold face letters (X, I . . .) the different processes that we will
consider. Then the corresponding calligraphic letters (X , I . . .) will denote any space spanned by
part of the processes (Xm,n), (Im,n). For example we will consider
◦
X m,n = span{Xk,l : (k, l) ≺ (m, n)},
Xm,n = span{Xk,l : (k, l)(m, n)},
X∞ = span{Xk,l : (k, l) ∈ Z2}
for an order  on Z2. If necessary, we will specify the order.
We need the following deﬁnitions, which depend on the order induced by P.
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Deﬁnition 3.2.
(i) The subspace X−∞ =
⋂
(m,n)∈Z2 Xm,n is called the remote past of the process (Xm,n)
(according to the order P).
(ii) A process (Xm,n) is said to be deterministic if it belongs to X−∞.
(iii) A process (Xm,n) is said to be singular if it admits no innovation.
(iv) A process (Xm,n) is said to be evanescent if it admits no innovation and if it admits no remote
past (i.e. X−∞ = {0}).
(v) A process (Xm,n) is said to be purely non-deterministic if I∞ = X∞ or equivalently if for
every (m, n) ∈ Z2, Xm,n ∈ span{Ik,l : (k, l)(m, n)}.
Remark. The deﬁnitions (i)–(v) are standard and meaningful. Deﬁnition (iv) was ﬁrstly given
in [10, p. 180], and has no practical interpretation in general. Assume that the total order is the
usual lexicographic one. To give more intuition in that case, we may say that an evanescent
process is “deterministic with respect to m” and admits “innovation with respect to n” (or admits
column-to-column innovation).
We now give a characterization of the property of full rank, which is essentially a reformulation
of Theorem 12 of [9] in terms of prediction. Then we give the Wold decomposition of a process
(Xm,n) with respect to any NSHP P, which will be the starting point of our study. We will give
part of the proof in the Appendix, for the sake of completeness.
Theorem 3.1. The wide sense stationary process (Xm,n) is of full rank if and only if its spectral
distribution admits an absolutely continuous part F (with respect to the Lebesgue measure  on
2) with log(det F) ∈ L1(d). Moreover, we have
exp
∫
2
log(det F)d = det G, (5)
where G is the prediction error deﬁned in (3).
Remarks. The proof of (5) is sketched p. 204 of [10].
Proof. See the Appendix.
Theorem 3.2. Let P be a total order on Z2. Let (Xm,n) be a vector-valued wide sense stationary
process,with spectralmeasure dE(X0,0), spectral distribution dMX = Fd+dMs and innovation
process (Im,n). Suppose that log(det F) is summable. Then, there exist a purely non-deterministic
process (Am,n), independent of P, an evanescent process (Em,n), a deterministic process (Dm,n)
and a Borel subset L of 2, with (L) = 0 (L is independent of P) such that
Xm,n = Am,n + Em,n + Dm,n ∀(m, n) ∈ Z2,
Am,n =
∑
(k,l)∈P
Bk,lIm−k,n−l ,
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where (Bk,l) is a sequence of matrices deﬁned by Bk,lG = 〈X0,0, I−k,−l〉 and B0,0G = G =
GB∗0,0. We have also
Am,n =
∫
2/L
eimxeinydE(x, y)X0,0 ∀(m, n) ∈ Z2,
dMA = Fd = ∗d and dMs = dME + dMD,
where  = ∑k,l∈P Bk,lG1/2eikxeily , dMs denotes the singular part of dM and dMA, dME and
dMD denote the spectral distribution of the processes (Am,n), (Em,n) and (Dm,n).
Remark. Notice that the process (Im,n) and the sequence (Bm,n)may depend on the orderPwhile
the process (Am,n) does not (since L does not depend on P). The processes (Em,n) or (Dm,n) may
be null, in general. The process (Am,n) is not trivial thanks to the assumption on log(det)F .
Proof. See the Appendix.
4. Spectral distribution of evanescent components
For processes of full rank, the previous section allowed one to identify the spectral distribution
of the purely non-deterministic part. Given a NSHP P, we would like to identify the spectral
distribution of the associated evanescent component, for processes having a property similar to
the notion of full rank. In this section we will study the particular (but typical) case of the usual
lexicographic order. In the next section, we will show that the study for many orders will reduce
to this case.
Let P1 := {(m, n) ∈ Z2 : m > 0, n ∈ Z} ∪ {(0, n) : n ∈ N}. The evanescent component
with respect to P1 is actually related to the (so called) horizontal innovation process, which was
considered by several authors (see e.g. [14,15] or [13]), in the scalar-valued case.
Let us deﬁne the process
Hm,n = Xm,n − (Xm,n|X˜m−1) ∀(m, n) ∈ Z2, (6)
where X˜m−1 = span{Xk,l : km − 1, l ∈ Z}. The process (Hm,n) is called the horizontal
innovation of the process (Xm,n).
Deﬁne, for every (m, n) ∈ Z2, Hm,n = span{Hk,l : (k, l)(m, n)}. Deﬁne also H∞ =
span{Hk,l : (k, l) ∈ Z2} and the process
Jm,n = (Xm,n|H∞) ∀(m, n) ∈ Z2.
We will see that in the case of a singular process (i.e. without innovation), the process (Jm,n) is
actually the evanescent component. This motivates the study of the processes (Hm,n) and (Jm,n).
We say that (Xm,n) is horizontally non-deterministic if (Jm,n) is not null and the process (Jm,n)
is called the horizontally non-deterministic part of (Xm,n). When (Jm,n) is null, it follows from
(6) that the process (Xm,n) is deterministic (belongs to the remote past), so a notion of horizontal
determinism is useless here.
We would like to identify the spectral distribution of (Jm,n). We will need to deﬁne a kind
of non-degeneracy property for the spectral distribution dMX which is not needed in the case
of scalar-valued processes. The method used here follows the general steps (pp. 134–138) of
the proof of Proposition II.6 (and the remark following the proof) of [14], where scalar-valued
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processes were considered. However, their last crucial step does not apply to the vector-valued
case. The argument we will use then is comparable to the one used in the proof of Lemma 6
of [9].
An immediate consequence of the deﬁnition of (Hm,n) is that this process is orthogonal to the
remote past. In particular, (Hm,n) is also the horizontal innovation process of (Am,n +Em,n), that
is (since (Am,n) and (Em,n) are orthogonal)
Hm,n = Am,n + Em,n − ((Am,n + Em,n)|A˜m−1E˜m−1) ∀(m, n) ∈ Z2,
where A˜m−1 = span{Ak,l : (k, l) ∈ Z2, km − 1} and E˜m−1 = span{Ek,l : (k, l) ∈
Z2, km − 1} for every m ∈ Z.
Then it is easily seen that, for every k ∈ N∗
Am,nEm,n = A˜m−kE˜m−kspan{Hi,j : m + 1 − k im, j ∈ Z with j
 n if i = m}.
Taking the limit when k goes to inﬁnity and using the fact that (Am,n + Em,n) has no remote
past, we obtain
Am,nEm,n = Hm,n ∀(m, n) ∈ Z2. (7)
Hence, Jm,n = Am,n + Em,n for every (m, n) ∈ Z2. In particular, when the process (Am,n)
is null, for every (m, n) ∈ Z2 we have Em,n = Hm,n and the processes (Em,n) and (Jm,n) are
identical.
We will investigate now the horizontal innovation process from the spectral point of view. We
start with a basic lemma which will be useful later.
Lemma 4.1. Let M = (mi,j )1 i,jp be a positive semi-deﬁnite matrix-valued ﬁnite measure
on X (X equal to  or 2). Deﬁne d = ∑pk=1 dmk,k = tr dM. Then there exists a matrix-valued
function F on X, in L1(), such that dM = Fd.
Proof. It sufﬁces to show that each entry of M is absolutely continuous with respect to  (in the
sense of [11, Deﬁnition 14.20]). For every (i, j) ∈ [1, p]2, the measure mi,j can be written
mi,j = m1i,j − m2i,j + i(m3i,j − m4i,j ),
where (mki,j )1k4 are positive ﬁnite measures, m
1
i,j and m
2
i,j are mutually singular, m
3
i,j and
m4i,j are mutually singular. According to Theorem 14.13 of [11] we have only to prove that each
mki,j is absolutely continuous (in the usual sense) with respect to .
Let A be a Borel subset of X with (A) = 0. Let (i0, j0) ∈ [1, p]2. There exists a Borel subset
B of X with m1i0,j0(B) = 0 and m2i0,j0(Bc) = 0.
We have (A ∩ B) = 0. Hence, M(A ∩ B) is a positive semi-deﬁnite matrix whose all the
diagonal terms are null, so it is null. So m1i0,j0(A) = m1i0,j0(A∩B) = 0. Similarly, one can prove
that mki,j (A) = 0 for every (i, j, k) ∈ [1, p]2 × [1, 4], which proves the lemma. 
As previously, we denote by dMX the spectral distribution of the process (Xm,n). Denote by
dX := tr dMX the measure introduced in the previous Lemma.
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Denote by  the space of trigonometric polynomials P of the form
P =
∑
l∈Z
∑
k1
Ak,le
−ikxe−ily ,
and denote by  the closure of  in L2(dMX). By deﬁnition of (Hm,n) and by Lemma 2.2 and
the correspondence between X∞ and L2(dMX), there exists a unique matrix function Q in ,
such that∫
2
tr((I + Q)dMX(I + Q)∗) = inf
P∈
∫
2
tr((I + P)dMX(I + P)∗).
Then, by uniqueness of Q,
Hm,n =
∫
2
eimxeiny(I + Q)(x, y)dE(x, y)(X0,0) ∀(m, n) ∈ Z2, (8)
dMH = (I + Q)dMX(I + Q)∗, (9)
where dMH denote the spectral distribution of the process (Hm,n).
By construction, for every (m, n) ∈ Z2, Hm,n ∈ H˜m ⊂ X˜m and Hm,n ⊥ X˜m−1. In particular,
for every (m, n) ∈ N∗ × Z, Hm,n ⊥ X0,0 and for every (m, n) ∈ Z∗ × Z, Hm,n ⊥ H0,0. So
we have∫
2
eimxeiny(I + Q)(x, y)dMX(x, y) = 0 ∀(m, n) ∈ N∗ × Z, (10)
∫
2
eimxeiny(I + Q)(x, y)dMX(x, y)(I + Q)∗(x, y) = 0 ∀(m, n) ∈ Z∗ × Z. (11)
Since Hm,n = Xm,n − (Xm,n|X˜m−1) we deduce that the orthogonality equations (10) charact-
erize Q.
Let us deﬁne the marginal d1X of the measure dX on , by∫
B
d1X(y) =
∫
×B
dX(x, y) for every Borel set B of . (12)
Similarly, we deﬁne the marginal dM1H of dMH.
We will denote by  the normalized Lebesgue measure on .
We have the following (see [14] for the scalar case and [17] for the vector case with a different
formulation).
Proposition 4.2.
(i) dMH(x, y) = d(x)dM1H(y).
(ii) dM1H(y) = F 1H(y)d1X(y), for a matrix function F 1H which is positive semi-deﬁnite 1X-a.e.
Proof. The proof follows from (11), (9) and Lemma 4.1. 
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Deﬁne the following Borel subsets of :
CH := {y ∈  : det F 1H(y) > 0},
E =
{
y ∈  :
∫

log(det FX(x, y))d(x) > −∞
}
.
Since F 1H is positive semi-deﬁnite, CH is the (measurable) subset of  on which F 1H is invertible.
We have
Proposition 4.3. Let E and CH be the Borel subsets of  deﬁned above. Then E = CH 1X-a.e.
and we have
det F 1H(y) = exp
[∫

log(det FX(x, y))d(x)
]
for 1X-a.e. y ∈ ,
where the right-hand side is 0 when
∫
 log(det FX(x, y))d(x) = −∞.
Proof. Let dMX = FXdd1X + dM̂X be the Lebesgue decomposition (entry by entry) of dMX
with respect to the measure d⊗d1X. Let A be a Borel subset of 2 supporting all entries of dM̂X
and satisfying
∫
A
d(x)d1X(y) = 0. In particular, we have
1AdMX = dM̂X, (13)
1AcdMX = FXdd1X. (14)
By Proposition 4.2 and (9), we have dMH = (I + Q)dMX(I + Q)∗ = F 1Hdd1X. So the
measure (I + Q)dM̂X(I + Q)∗ is the null measure. Hence the equations (10) are still satisﬁed
when replacing dMX by FXdd1X. In particular, for every m1, we have∫

eimx(I + Q)(x, y)FX(x, y)dx = 0 for 1X-a.e. y ∈ . (15)
We have seen in (15) that there exists a Borel subset B of  such that 1X(Bc) = 0 and:∫

(I + Q)(x, y)FX(x, y)eimxd(x) = 0 ∀(m, y) ∈ N∗ × B. (16)
Let  be the space of trigonometric polynomials (with matrix coefﬁcients) in one variable, whose
Fourier coefﬁcients have negative index.
Fix y ∈ B. Let us consider L2p(, FX(., y)d) and denote (., .)y the product as in (2).
We note y the closure of  in L2(, FX(., y)d). Then, from (16), we see that Q(., y) is the
unique element H of y such that (I + H) ⊥ , where the orthogonality is taken in the sense of
the product (., .)y . Hence∫

tr
[
(I + Q)(x, y)FX(x, y)(I + Q)∗(x, y)
]
d(x)
= inf
∈
∫

tr
[
(I + )(x, y)FX(x, y)(I + )∗(x, y)
]
d(x).
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By Theorem 7.10 of [19] (which is the analogous in one variable of Theorem 3.1), for 1X-a.e.
y ∈ B, we have:
exp
[∫

log(det FX(x, y))d(x)
]
= det F 1H(y).
In particular CH = E 1X-a.e. and the proposition is proved. 
Wewould like to identify the spectral distribution of the process (Jm,n). Previously,we identiﬁed
the spectral distribution of the purely non-deterministic part under the assumption of full rank.
We now deﬁne a new notion, comparable to the notion of full rank, in order to characterize the
spectral distribution of the evanescent component. Since the existence of an evanescent component
depends on the order, this notion must depend on the order too.
Deﬁnition 4.1. We say that the spectral distribution dMX of the process (Xm,n) is P1-proper if
the matrix function F 1H (deﬁned in Proposition 4.2) is 1X-a.s. null on CcH, where CH is deﬁned
above.
Notice that we do not assume that 1X(CH) > 0.
Deﬁnition 4.2. We say that the process (Xm,n) has complete full rank with respect to P1 if its
spectral distribution is P1-proper and if 1X(CH) > 0.
We have seen (Theorem 3.1) that the notion of full rank is equivalent to some integrability
condition on the absolutely continuous part of the spectral distribution of the process. We give
an integrability condition which is sufﬁcient for the spectral distribution of the process to be
P1-proper and for the process to be of complete full rank with respect to P1.
If S is a p×p matrix, (aii(S))1 ip will denote its diagonal coefﬁcients. Deﬁne the following
Borel subsets of :
D1 =
{
y ∈  :
∫

log(tr FX(x, y)) d(x) = −∞
}
,
D2=
{
y ∈  : ∃A0, det A0=1:
∫

log
[
aii(A0FX(x, y)A
∗
0)
]
d(x) = −∞ ∀i ∈ [1, p]
}
.
Theorem 4.4. Let (Xm,n) be a wide sense stationary process with spectral distribution dMX. Let
1X be the measure deﬁned in (12) and dMX = FXdd1X + dM̂X the Lebesgue decomposition
of dMX with respect to dd1X. Let D1, D2 and E be the Borel subsets of  deﬁned above. Let
i ∈ {1, 2}. Assume that 1X(− (Di ∪E)) = 0. Then the measureMX is P1-proper and the matrix
F 1H(y) is null for 1X-a.e. y ∈ Di . If 1X(E) > 0, the process (Xm,n) is of complete full rank with
respect to P1. Moreover, we have:
log(det F 1H(y)) =
∫

log(det FX(x, y))d(x) for 1X-a.e. y ∈ CH.
Remarks. (i) Since for a positive semi-deﬁnite matrix H, aii(H) trH , for every 1 ip, we
have D1 ⊂ D2 (taking A0 = I in the deﬁnition of D2). So the condition 1X(− (D1 ∪ E)) = 0
implies 1X(− (D2 ∪ E)) = 0.
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(ii) Since for a positive semi-deﬁnite matrix H, we have the classical Hadamard inequality (see
e.g. [18, p. 114]) det Ha11(H) . . . app(H), we have D2 ∩ E = ∅.
(iii) The property of being P1-proper asserts that for 1X-a.e y ∈ , F 1H(y) is either invertible
or the null matrix. This property is clearly satisﬁed in the case of a scalar-valued process. Then
the condition 1X(E) > 0 is equivalent to the complete full rank property in this case. We do not
know whether there is any converse of Theorem 4.4 in the general case.
(iv) It is not difﬁcult to see that purely non-deterministic processes are of complete full rank
with respect to P1. However, we will need to apply the theorem to the process (Em,n + Dm,n)
(which, by deﬁnition, is not purely non-deterministic) in order to identify the spectral distribution
of the process (Em,n).
Proof of Theorem 4.4. Assume that 1X( − (D2 ∪ E)) = 0. Since D2 ∩ E = ∅, using the
previous proposition, we need only to prove that F 1H(y) is null for 
1
X-a.e. y ∈ D2, which will
prove the theorem in this case. The case 1X(− (D1 ∪ E)) = 0 will follow from the remark (i).
Let y ∈ D2 ∩ B, where B was deﬁned in (15) and (16). Let A0 be a matrix with determinant
one such that∫

log [aii(A0FX(x, y)A∗0)]d(x) = −∞ ∀1 ip.
We will use the notation of the proof of the previous proposition. We have seen there that Q(., y)
is the unique element H of y such that I +H ⊥ , where the orthogonality is taken in the sense
of the product (., .)y .
So, we have (I +Q(., y)) ⊥ A∗0 = . Hence we deduce thatA0Q(., y) is the unique element
H of  such that (A0 + H) ⊥ y .
One can apply the classical Szego formula (cf. [24] or [9, p. 169]) to the positive real measures
(aii(A0FX(., y)A∗0)d)1 ip deﬁned on . Then, for every 1 ip, there exists a function
hi ∈ L2(aii(A0F(., y)A∗0)d), which is limit of polynomials, and whose Fourier coefﬁcients
vanish on {n ∈ Z : n1}, such that∫

|1 + hi |2(x)aii(A0FX(x, y)A∗0)d(x) = 0.
In particular, 1 + hi is null (aii(A0FX(., y)A∗0)d)-a.e.
Deﬁne the matrix function T on  which is diagonal with diagonal coefﬁcients given by
(hi)1 ip. Then T belongs to the closure 
A0
y of  in L2(A0FX(., y)A∗0d) and∫

tr
[
(I + T )(x, y)A0FX(x, y)A∗0(I + T )∗(x, y)
]
d(x) = 0.
So (I+T )A0 is the unique elementHofy such thatA0+H is ofminimal norm inL2(FX(., y)d),
that is (I + T )A0 = A0(I + Q).
In particular,
(
A0(I + Q)FX(I + Q)∗A∗0
)
(x, y) = 0, for -a.e. x ∈ . Since A0 is invertible,
F 1H(y) = (I +Q)FX(I +Q)∗(x, y) = 0, for -a.e. x ∈ , which is what we want to prove. 
Now we can identify the spectral distribution of the horizontal innovation of a process whose
spectral distribution is P1-proper. We obtain the following generalization of Theorem II.8 and
Propositions II.6 and II.7 of [15] (see also Theorem II.1 of [13]), which were concerned with
scalar-valued processes. As mentioned before, no extra condition like P1-proper was needed in
this case.
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Theorem 4.5. Let (Xm,n) be a wide sense stationary process. As previously we write dMX =
FXdd1X + dM̂X. Suppose that dMX is P1-proper and denote by (Jm,n) the horizontally non-
deterministic part of (Xm,n) and CH the set introduced in Deﬁnition 4.1. Then the spectral
distribution dMJ of (Jm,n) is given by
dMJ = 1×CHFXdd1X.
There exists a matrix function  ∈ L2(dd1X) such that
1×CHFX = ∗. (17)
Moreover, for 1X-a.e. y ∈ CH, the Fourier coefﬁcients of(., y) vanish on {m1} and its Fourier
coefﬁcient at the origin is invertible.
Proof. We have seen (Proposition 4.2 and (9)) that
dMH = (I + Q)FX(I + Q)∗dd1X = F 1Hdd1X. (18)
Hence, by assumption, the matrix function (I + Q)(x, y) is invertible for  ⊗ 1X-a.e. (x, y) ∈
× CH. So, if DH = Ac ∪ (× CH) (where A is deﬁned in (13)), we have
1×CH(I + Q)−1dE(H0,0) = 1DHdE(X0,0).
Denote by (Lm,n) the process which admits the right-hand side as spectral measure. In particular
(by Lemma 2.4) we have
Lm,n =
∫
DH
eimxeinydE(x, y)(X0,0) = (Xm,n|L∞) ∀(m, n) ∈ Z2,
where L∞ = span{Lk,l : (k, l) ∈ Z2}.
By (18), we have
1×CH(I + Q)−1dMH(1×CH(I + Q)−1)∗ = 1×CHFXdd1X.
Since FX is in L1(dd1X), then 1×CH(I + Q)−1 is in L2(dMH). Hence, we have L∞ ⊂ H∞.
On the other hand, since the process (Hm,n) is clearly orthogonal to the process whose spectral
measure is 1DcHdE(X0,0), the process (Hm,n) is also the horizontal innovation of the process
(Lm,n). This implies that H˜m ⊂ L˜m, for every integer m, and then that H˜m = L˜m, for every
integer m. In particular J∞ = H∞ = L∞. Hence we have Lm,n = (Xm,n|L∞) = (Xm,n|H∞) =
Jm,n, for every (m, n) ∈ Z2.
Finally, we conclude that the spectral distribution of the process (Am,n + Em,n) is given by
dMA+E = 1×CHFXdd1X, under the assumption that the spectral measure of the process (Xm,n)
is P1-proper. The process (Am,n +Em,n) is then not null if it is of complete full rank with respect
to P1.
Deﬁne a function  on 2 by
(x, y) = 1×CH(I + Q)−1(x, y)
√
F 1H(y) ∀(x, y) ∈ 2.
It is not difﬁcult to see that  is Borel and that  ∈ L2(dd1X).
Then, by (18), the formula (17) is true.
Using (18) again, we have 1×CH(I+Q)−1
√
F 1H = 1×CHFX(I+Q)∗
√
(F 1H)
−1 d⊗d1X-a.s.
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Taking the adjoint of Eqs. (15), we obtain that for 1X a.e. y ∈  and every m1(∫

e−imxFX(x, y)(I + Q)∗(x, y)dx
)∗
= 0.
Since 1×CH
√
(F 1H)
−1 depends only on the variable y, it follows that the Fourier coefﬁcients of
 vanish on {m1}. 
Weare ready to identify the spectral distribution of evanescent components for certain processes
of full rank. By Theorem 3.2, it sufﬁces to identify the spectral distribution of the evanescent
components for singular processes whose spectral distribution is singular with respect to the
Lebesgue measure. We will state our result in this case in order to keep the notation previously
used without introducing some much more complicated ones.
Theorem 4.6. Let (Xm,n) be a wide sense stationary process, singular and whose spectral distri-
bution dMX is singular with respect to the Lebesgue measure. Write dMX = FXdd1X + dM̂X.
Assume that dMX is P1 proper and denote by CH the set introduced in Deﬁnition 4.1. Then the
spectral distribution dME of the evanescent component with respect to P1 is given by
dME = 1×CHFXdd1X.
The proof is obvious, using Theorem 4.5. For a process (Xm,n) of full rank, one can identify
the spectral measure of the evanescent components with respect to P1 by applying the theorem to
the process (Em,n + Dm,n) with the necessary change of notations.
A direct application of the previous theorem allows one to construct purely evanescent
processes. We also give some more “constructive” typical examples.
Example. 1. Let  be a positive measure on the Borel sets of , singular with respect to the
Lebesgue measure. Let F be a positive semi-deﬁnite matrix valued function on 2, such that∫
 log(det FX(x, y))d(x) > −∞ for -a.e. y ∈ . Deﬁne on L21(Fdd) a process {Xm,n}
by X1m,n = eimxeiny(1, 0, . . . , 0), . . ., Xpm,n = eimxeiny(0, . . . , 0, 1). Then {Xm,n} is purely
evanescent with respect to P1.
2. Let (,F,P) be a probability space. Let (xin)1 id and (yin)1 id be 2d pairwise orthog-
onal processes on (,F,P) such that. For every 1 id, the process (yin) is purely deterministic
and the process (xin) is purely non-deterministic. Let A0 be any matrix with determinant 1. The
process deﬁned by
Zm,n := A0
⎛⎜⎝ x
1
my
1
n
...
xdmy
d
n
⎞⎟⎠ ∀(m, n) ∈ Z2,
is purely evanescent with respect to P1.
3. Let (,F,P) be a probability space. Let {Ym} be any purely non-deterministic vector-
valued process (with values in Cp). Let U be any unitary matrix of size p. Deﬁne the process
{Xm,n} := {UnYm}. Then {Xm,n} is stationary and is purely evanescent with respect to P1.
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5. On the different total orders
If P is a NSHP, as in Deﬁnition 3.1, we will see that it has a particular form (see also [23,
Chapter 8] or [16]) and that in some particular cases, it sufﬁces to study the processes for a typical
order.
Let P be any NSHP. Then −P is also a NSHP. Moreover, P is a “convexe cone” in the following
sense: If u, v are any elements of P and p, q any positive rationals such that pu + qv ∈ Z2 then
pu + qv ∈ P ; which is not difﬁcult to see from properties of P. Since −P has the same property,
there should exist one line  such that P is included in one of the half-plane (denoted by P˜ )
delimited by . Actually P˜ −  ⊂ P .
If has irrational slope (equivalently, if does not contain any point of Z2), then P = P˜ ∩Z2.
Assume that  has rational slope, so  ∩ Z2 = ∅. In this case we say that P is a rational
NSHP or RNSHP. Then, by properties of NSHP,  ∩ P is one of the half-lines of  started at
(0, 0). So one can ﬁnd (, ) ∈ Z2, with ,  coprime numbers such that  supports (, ) and
 ∩ P = {n(, ) : n0}.
One of the vector (,−) or (−, ) is in P ⊂ P˜ . Then P˜ is the space of vectors which admit
positive inner product with (,−) or (−, ). Hence we deduce the following form of P:
P = {(k, l) ∈ Z2 : k− l > 0} ∪ {(k, k) : k ∈ N}
or P = {(k, l) ∈ Z2 : − k+ l > 0} ∪ {(k, k) : k ∈ N}.
Let 0, 0 ∈ Z, such that 0− 0 = 1, then
P = {(k, l) = m(0, 0) + n(, ) : (m, n) ∈ N∗ × Z} ∪ {n(, ) : n ∈ N}
or P = {(k, l) = m(−0,−0) + n(, ) : (m, n) ∈ N∗ × Z} ∪ {n(, ) : n ∈ N}.
Deﬁne P1 = {(m, n) ∈ Z2 : m > 0, n ∈ Z} ∪ {(0, n) : n ∈ N} which corresponds to the
choice  = 0,  = 1, 0 = 1 and 0 = 0.
Notice that the natural action of Sl(2,Z) (the set of matrices with integer coefﬁcients and
determinant ±1) on Z2, given by
P · (m, n) = (P (m, n)∗)∗ ∀P ∈ Sl(2,Z),
induces an action of Sl(2,Z) on the space of RNSHP.
Then, from the previous equation of P, we obtain
P =
(
0 
0 
)
· P1
or P =
(−0 
−0 
)
· P1.
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We deduce that Sl(2,Z) acts transitively on the RNSHP. The stabilizer of P1 is the subgroup
 of Sl(2,Z) given by
 =
{(
1 0
0 1
)
: 0 ∈ Z
}
. (19)
Then the space of all RNSHP is isomorphic to Sl(2,Z)/.
Now we are going to prove that the study of a process with respect to the order induced by a
RNSHP P can be deduced from the study of a suitable process with respect to the order induced
by P1.
Notice that the action of Sl(2,Z) on Z2 induces a dual action on 2. For simplicity, we will
omit to write · to denote these two actions.
LetP be anyRNSHP.There existsR ∈ Sl(2,Z) such thatP = RP1. Let (Xm,n) be awide sense
stationary process. Deﬁne a process (Ym,n) by (Ym,n = XR(m,n)). Then the Wold decomposition
of (Xm,n) for P can be deduced from the Wold decomposition of (Ym,n) for P1.
For every (m, n) ∈ Z2, we have
X Pm,n = span{Xk,l : (m − k, n − l) ∈ P }
= span{Xk,l : R−1(m, n) − R−1(k, l) ∈ P1}
= span{Yi,j : R−1(m, n) − (i, j) ∈ P1}
=YP1
R−1(m,n).
So, if (IPm,n) and (I
P1
m,n) denote the innovation of the processes (Xm,n) and (Ym,n) with respect
to the order P and P1, we have
IPm,n = IP1R−1(m,n) ∀(m, n) ∈ Z2.
Similarly, the components involved in the Wold decomposition of (Xm,n) with respect to P, can
be deduced from those involved in the Wold decomposition of (Ym,n) with respect to P1 by the
change of indices given by R−1.
Moreover, the spectral distributions of (Xm,n) and (Ym,n) are related by
dMY = dMX ◦ (R∗)−1. (20)
Let us prove this fact. Assume that R is given by
R =
(
0 
0 
)
(the proof is the same if R has the other possible form). We have
(Ym,n,Y0,0)=
∫
2
eimxeinydMY(x, y)
= (XR(m,n),X0,0)
=
∫
2
eix(0m+n)eiy(0m+n)dMX(x, y)
=
∫
2
eim(0x+0y)ein(x+y)dMX(x, y).
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6. Relations between evanescent components resulting from different RNSHP
Let Z denote the group of matrices of the form( ± 1 0
0 ± 1
)
.
Let (Xm,n) be any full rank process with spectral distribution dMX = Fd + dMsX. If dMsX
is P1-proper, we will see that the evanescent components resulting of the orders (RP1)R∈Z are
essentially the same. Hence we will reduce our study to the RNSHP of Sl2(Z)/(Z) ( is deﬁned
in (19)) which will be identiﬁed with
Q+ = {(, ) ∈ Z2 : 0, ∃(0, 0) / 0− 0 = 1}.
We will prove that, for full rank processes, the evanescent components resulting from two
different orders of Q+ are mutually orthogonal. Actually we just need to prove this result when
one of the order is given by P1.
Proposition 6.1. Let (Xm,n) be a wide sense stationary process with full rank. Let P be any
RNSHP. Then the evanescent components resulting of the orders P and(−1 0
0 1
)
P
are identical.
Remark. It will be clear from the proof that the result holds for singular processes (i.e. without
innovation).
Proof. Of course, we have only to prove the result for the order induced by P1. Let (Xm,n) be a
wide sense stationary process with full rank. Denote by (Am,n), (Em,n) and (Hm,n), respectively,
the purely non-deterministic part of (Xm,n), the evanescent component of (Xm,n) (with respect to
P1) and the horizontal innovation of (Xm,n). We have seen that (see (7)):
A∞E∞ = H∞.
Actually, the proof of (7) applies to prove that (7) is still true when we replace E∞ by E ′∞ =
span{E′k,l : (k, l) ∈ Z2}, where (E′m,n) is the evanescent component of (Xm,n) with respect to
the order(−1 0
0 1
)
P1.
Notice that the space A∞ is the same in both formulae since, the process (Xm,n) having full
rank, the purely non-deterministic component does not depend on the order (by Theorem 3.2).
Hence
Em,n = (Xm,n|E∞) = (Xm,n|E ′∞) = E′m,n ∀(m, n) ∈ Z2.
So the Proposition is true. 
We want to prove that, for “nice” processes, interchanging the roles of past and future gives the
same evanescent components. Let us give some notations to make use of Theorem 4.4.
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Let (Xm,n) be a wide sense stationary process with full rank. Write dMX = Fd + dMsX. Let
P be any RNSHP. Let R ∈ Sl(2,Z) such that P = RP1. Deﬁne the process (Ym,n = XR(m,n)).
We have
dMY = F ◦ (R∗)−1d+ dMsX ◦ (R∗)−1 = F ◦ (R∗)−1d+ dMsY.
Deﬁne sY = tr dMsY and the marginal 1,sY of sY given by∫
B
1,sY (dy) =
∫
×B
sY(dx, dy) for every Borel set B of.
Let dMsY = FYdd1,sY + dM̂Y be the Lebesgue decomposition of dMsY with respect to dd1,sY .
At last, deﬁne the Borel subset D2(Y) and E(Y) of  by
D2(Y)=
{
y∈: ∃A0, det A0=1:
∫

log
[
ai,i(A0FY(x, y)A
∗
0)
]
d(x)=−∞ ∀i∈[1, p]
}
,
E(Y) =
{
y ∈  :
∫

log(det FY(x, y))d(x) > −∞
}
.
With these notations, we have:
Proposition 6.2. Let (Xm,n) be a wide sense stationary process with full rank. Let P be any
RNSHP. Assume that, with the previous notations, 1,sY ( − (E(Y) ∪ D2(Y))) = 0. Then the
evanescent component resulting of P and −P are identical. If the measure dMX is real, in par-
ticular if the process (Xm,n) is scalar valued, the result is true under the assumption that dMsY is
P1-proper.
Remarks. Notice that for scalar-valued processes, the P1-proper condition is always satisﬁed.
We do not know whether the result is true in the general case. The difﬁculty relies on showing
that the spectral distribution of the evanescent components resulting of the order P and −P are
identical. We did not ﬁnd any “geometrical” proof, that is any proof which does not include any
spectral argument.
Proof. Let prove the ﬁrst part of the Proposition. Assume that 1,sY (− (E(Y) ∪ D2(Y))) = 0.
Deﬁne the process (Zm,n = Y−m,−n). Denote by J the matrix −I . We have dMZ = dMY ◦ J .
Let dMsZ be the singular part of dMZ with respect to . Deﬁne 
s
Z = tr dMsZ and 1,sZ the
marginal of sZ. Then 
1,s
Z = 1,sY ◦ S, where S is the bijection of  which sends y to −y. Let
dMsZ = F sZdd1,sZ + dM̂Z be the Lebesgue decomposition of dMsZ with respect to dd1,sZ . We
have F sZ = F sY ◦ J .
Deﬁne the Borel subsets D2(Z) and E(Z)
D2(Z)=
{
y∈:∃A0, det A0 = 1:
∫

log
[
ai,i(A0FZ(x, y)A
∗
0)
]
d(x)=−∞ ∀i∈[1, p]
}
,
E(Z) =
{
y ∈  :
∫

log(det FZ(x, y))d(x) > −∞
}
.
Obviously, we have D2(Z) = S(D2(Y)), E(Z) = S(E(Y)) and 1,sZ (− (D2(Z)∪E(Z))) = 0.
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By Theorems 4.4 and 4.6, the spectral distribution of the evanescent components of (Ym,n) and
(Zm,n) resulting of P1 are given, respectively, by
1×E(Y)F sYdd
1,s
Y ,
1×E(Z)F sZdd
1,s
Z .
Hence (since S() =  and d ◦S = d), the spectral distribution of the evanescent components
of the process (Xm,n) resulting of P and −P are, respectively, given by[
1×E(Y)F sYdd
1,s
Y
]
◦ R∗,[
1×S(E(Z))(F sZ ◦ J )d(d1,sZ ◦ S)
]
◦ R∗.
Since these two expressions are equal, the ﬁrst part of the proposition is proved, by Lemma 2.3.
Assume now that dMX is a real measure. We will make the proof only for the order induced
by P1. Since we assume that the process has full rank we can consider for our purpose that the
purely non-deterministic component is null. Hence we will be able to use Theorem 4.6.
Deﬁne (Hm,n) the horizontal innovation of (Xm,n) and (H′m,n) the horizontal innovation of
(Xm,n) when you interchange the past and the future, that is
H′m,n = Xm,n − (Xm,n|X˜ ′m+1),
where X˜ ′m+1 = span{Xk,l : km + 1, n ∈ Z}.
Recall that  is the space of polynomials P of the form
P =
∑
l∈Z
∑
k1
Ak,le
−ikxe−ily ,
where only ﬁnitely many Ak,l are not null. Deﬁne ′ the space of polynomials whose conjugate
is in  and denote by  and ′ the closure of  and ′ in L2(dMX).
By deﬁnition of (Hm,n) and (H′m,n), there exist Q ∈  and Q′ ∈ ′, such that
Hm,n =
∫
2
eimxeiny(I + Q)(x, y)dE(x, y)(X0,0) ∀(m, n) ∈ Z2,
H′m,n =
∫
2
eimxeiny(I + Q′)(x, y)dE(x, y)(X0,0) ∀(m, n) ∈ Z2.
Moreover, Q and Q′ are the unique element of, respectively,  and ′ such that∫
2
tr((I + Q)dMX(I + Q)∗) = inf
P∈
∫
2
tr((I + P)dMX(I + P)∗),∫
2
tr((I + Q′)dMX(I + Q′)∗) = inf
P ′∈′
∫
2
tr((I + P ′)dMX(I + P ′)∗).
Since dMX is real, taking the conjugate of the ﬁrst equation, we get∫
2
tr((I + Q)dMX(I + Q)∗) = inf
P∈
∫
2
tr((I + P)dMX(I + P)∗).
By unicity, we deduce that Q′ = Q.
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Now, by Proposition 4.2 (one can easily redo the proof for the process (H′m,n)), there exist
some positive semi-deﬁnite matrix functions F 1H and F
1
H′ such that
dMH = (I + Q)dMX(I + Q)∗ = F 1Hdd1X,
dMH′ = (I + Q′)dMX(I + Q′)∗ = F 1H′dd1X.
Hence F 1H = F
1
H′ dd
1
X-a.e. So these two matrices have same trace and their determinant are
null at the same time.
Deﬁne the Borel subsets CH and CH′ of :
CH = {y ∈  : det F 1H(y) > 0},
CH′ = {y ∈  : det F 1H′(y) > 0}.
Thus, CH = CH′ and, since dMX is P1-proper, F 1H is null 1X-a.e on CcH and F 1H′ is null 1X-a.e
on CcH′ .
Denote by (Em,n) and (E′m,n) the evanescent components resulting from the orders P1 and
−P1, respectively. By Theorem 4.6, their spectral distributions are given by
dME = 1×CHFXdd1X,
dME′ = 1×CH′FXdd1X.
By Lemma 2.3, this means exactly that the processes (Em,n) and (E′m,n) are identical. 
Now we want to prove that, for full rank processes, the evanescent components correspond-
ing to two different RNSHP orders (which are not equal modulo Z) are mutually orthogonal.
We obtain
Proposition 6.3. Let (Xm,n) be a wide sense stationary process of full rank. Then the evanescent
components resulting of the orders RP1, R ∈ Sl2(Z) − Z, are mutually orthogonal.
Proof. Since we consider full rank processes and since the purely non-deterministic part does not
depend on the order, we may and do assume (without loss of generality) that the process (Xm,n)
has no purely non-deterministic part and that its spectral distribution is singular with respect to
the Lebesgue measure on 2 (i.e. that each entry of dMX is singular).
We have only to prove that for P1 and RP1(
R =
(
0 
0 
)
,  = 0
)
the resulting evanescent components are mutually orthogonal.
By (7), since we assume that there is no purely non-deterministic component, we know that the
space spanned by the evanescent component with respect to any order P is the same as the one
spanned by its horizontal innovation (we still use the terminology “horizontal innovation” for an
order P, since the new meaning of this seems to be clear to us, using the results of Section 5).
Hence we have only to prove that the horizontal innovations resulting of the order P1 and RP1
are mutually orthogonal.
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Let (HXm,n) be the horizontal innovation of (Xm,n) with respect to the order P1. We have seen
(Proposition 4.2 and (9)) that its spectral distribution dMHX is given by
dMHX(x, y) = F 1HX(y)d(x)d1X(y) = (I + QX)(x, y)dMX(x, y)(I + QX)∗(x, y).
Since we assume that all the entries of dMX are singular with respect to the Lebesgue measure
on 2, we deduce that each entry of F 1HXd
1
X is singular with respect to the Lebesgue measure
on .
Deﬁne the process (Ym,n) := (XR(m,n)) and (HYm,n) its horizontal innovation with respect to
P1. Deﬁne dMY the spectral distribution of (Ym,n), Y = tr dMY and 1Y the marginal of Y.
Again, by Proposition 4.2 and (9), there exists a positive semi-deﬁnite matrix function F 1HY ,
deﬁned on , and a matrix function QY ∈ L2(dMY), such that the spectral distribution dMHY of
(HYm,n) is given by
dMHY(x, y) = F 1HY(y)d(x)d1Y(y) = (I + QY)(x, y)dMY(x, y)(I + QY)∗(x, y).
Let (HX,Rm,n ) be the horizontal innovation of (Xm,n) with respect to the order RP1 (that is
HX,Rm,n = HYR−1(m,n) for every (m, n) ∈ Z2). Then the spectral distribution dMHX,R of (HX,Rm,n ) is
given by
dMHX,R = (F 1HYdd1Y) ◦ R∗.
Moreover, we have
dMHX,R =
[
(I + QY)dMY(I + QY)∗
]
◦ R∗
= [(I + QY) ◦ R∗] dMX [(I + QY)∗] ◦ R∗.
We would like to prove that the spectral distributions dMHX and dMHX,R are mutually singular,
i.e. there exists a Borel subset L of 2 such that the measures 1LdMHX and 1LcdMHX,R are null.
Assume that this is the case. Then, applying the Cauchy–Schwarz inequality inL2(dMX)we have
|〈HXm,n,HX,R0,0 〉| 
∣∣∣∣∫
L
eimxeiny tr
[
(I + QX)(x, y)dMX(x, y)[(I + QY)∗ ◦ R∗](x, y)
]∣∣∣∣
+
∣∣∣∣∫
Lc
eimxeiny tr
[
(I+QX)(x, y)dMX(x, y)[(I+QY)∗ ◦ R∗](x, y)
]∣∣∣∣

∥∥∥1L(I + QX)∥∥∥
L2(dMX)
∥∥∥(I + QY) ◦ R∗‖L2(dMX)
+
∥∥∥(I + QX)∥∥∥
L2(dMX)
∥∥∥1Lc(I + QY) ◦ R∗∥∥∥
L2(dMX)
.
The right-hand side is null, by construction of L. Hence, by stationarity of the processes (HXm,n)
and (HX,Rm,n ) we deduce that 〈HXm,n,HX,Rk,l 〉 = 0, for every (m, n, k, l) ∈ Z4.
Actually the same argument applies to prove that for any matricesA and B, 〈AHXm,n, BHX,Rk,l 〉 =
0, for every (m, n, k, l) ∈ Z4. Hence the subspaces of H spanned by the processes (HXm,n) and
(HX,Rm,n ) are mutually orthogonal.
So, to prove the theorem it sufﬁces to prove that dMHX and dMHX,R are mutually singular.
Deﬁne f = tr F 1HX and f R = tr F 1HX,R . The result is a direct consequence of the following
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Claim 6.4. The measures f dd1X and (f Rdd1Y) ◦ R∗ are mutually singular.
Proof of the Claim. Write d	 = f d1X and d 	˜ = f Rd1Y. By assumption, 	 and 	˜ are singular
with respect to the Lebesgue measure on . Assume that the measures dd	 and (dd 	˜) ◦R∗ are
not mutually singular. So, there exists a non-null measure 
 which is absolutely continuous with
respect to both of them, that is
d
 = g dd	 = h (dd 	˜) ◦ R∗.
We will prove that 
 is absolutely continuous with respect to the Lebesgue measure on 2, which
will give a contradiction.
By (19.27) of [11], it sufﬁces to show that for every Borel subset B of2, we have the continuity
property
lim
(x,y)→(0,0) 
((x, y) + B) = 
(B).
Let B be a Borel subset of 2. Recall that
R =
(
0 
0 
)
,
with  = 0. Let (x, y) ∈ 2.We canwrite the following decomposition: (x, y) = 1/(−y, y)+
1/(x + y, 0). Then we have
|
(B + (x, y)) − 
(B)|
 |
(B + (x, y)) − 
(B + 1/(x + y, 0))| + |
(B + 1/(x + y, 0)) − 
(B)|

∣∣∣∣∫
2
[1B((s, t) − (x, y)) − 1B((s, t) − 1/(x + y, 0))]h(s, t)(dd 	˜) ◦ R∗(s, t)
∣∣∣∣
+
∣∣∣∣∫
2
[1B((s, t) − 1/(x + y, 0)) − 1B((s, t))]g(s, t)d(s)d	(t)
∣∣∣∣

∣∣∣∣∫
2
[
1B
[
(R∗)−1(s, t)−(x, y)]−1B[(R∗)−1(s, t)−1/(x
+y, 0)]]h((R∗)−1(s, t))d(s)d 	˜(t)∣∣∣∣
+
∫

d	(t)
∫

∣∣g(s + 1/(x + y), t) − g(s, t)∣∣d(s)

∫

d 	˜(t)
∫

∣∣h((R∗)−1(s + 0y − 0y/, t)) − h((R∗)−1(s, t))∣∣d(s)
+
∫

d	(t)
∫

∣∣g(s + 1/(x + y), t) − g(s, t)∣∣d(s).
The terms of the last inequality go to 0when (x, y) goes to (0, 0) by the continuity of the translation
in L1(d), which proves the claim. 
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Appendix A
A.1. Evanescent component for irrational slope
In this section we will be concerned with NSHP which are not delimited by a line of ratio-
nal slope (then we say that the order or the NSHP are not rational). The order structure on Z2
for NSHP which are not rational is archimedean and this is not the case for RNSHP. Because
of this fact, the way of studying evanescent components cannot be the same in these different
cases. In fact, as far as we know, even the existence of a process (whose spectral distribution
is singular with respect to the Lebesgue measure) which admits an evanescent component for a
non-rational order is not known. Helson and Lowdenslager [10] characterized the purely evanes-
cent processes, with respect to some irrational order, among processes whose spectral distribu-
tion is absolutely continuous with respect to the Lebesgue measure. This case was also investi-
gated in [5].
Using a measure introduced in [9], we will prove the existence of a purely evanescent pro-
cess whose spectral distribution is singular with respect to the Lebesgue measure. The con-
struction of this process relies on the existence of a positive measure on the borel sets of 2
whose Fourier coefﬁcients vanish except on a strip delimited by two lines of same irrational
slope. Such a measure was constructed in [9] to illustrate Bochner’s Theorem [1,9] and their
Lemma 3.
Recall the construction of [9]. Consider a line  of irrational slope . Let p be the projection
from Z2 on R × {0} of direction parallel to . Since  is irrational, it is clear that p deﬁnes an
isomorphism between Z2 and a subgroup G of R. Actually, we have p((m, n)) = (m − n/, 0).
We will consider the order on Z2 induced by P = p−1(G ∩ R+). Then p is compatible with the
order induced by P on Z2 and the usual order on G.
Deﬁne a function f, on R, by: f (x) = (1−|x|)1{|x|1}. Then f is positive deﬁnite on G, that is,
for every family (i )1 i r of complex numbers and every (gi)1 i r of elements of G we have∑
1 i,j r
if (gi − gj )j 0. (21)
Indeed, denote by  the indicator function of the interval [−1/2, 1/2], then f =  ∗  and it
is well-known (see [11] (32.43e)) that f is then positive deﬁnite on R. In particular f is positive
deﬁnite as a function on G and, so, f ◦ p is positive deﬁnite on Z2.
Now, by the Theorem of Herglotz, Bochner and Weil (see e.g. [11, (33.3)]), there exists a
positive ﬁnite measure  on 2 whose Fourier coefﬁcients are given by f ◦ p.
If, −1 and 1 are the lines of slope  containing, respectively, the points (−1, 0) and (1, 0),
the Fourier coefﬁcients of  vanish everywhere except between −1 and 1. In other words
ˆ((m, n)) = 0 except for (−1, 0) ≺ (m, n) ≺ (1, 0), where ≺ is the order previously deﬁned.
On the other hand, the Riemann–Lebesgue Lemma implies that  is not absolutely continuous
with respect to the Lebesgue measure on 2.
A.2. Construction of an irrational evanescent process
Consider the process (Xm,n)m,n∈Z on L2(2, ), given by
Xm,n(x, y) = eimxeiny ∀(x, y) ∈ 2.
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Then
(Xm+k,n+l ,Xm,n) =
∫
2
eikxeily(dx, dy) = f (k − l/) ∀(k, l, m, n) ∈ Z4.
So, (Xm,n)m,n∈Z is awide sense stationary process, whose spectral distribution is given by . Since
 is not absolutely continuous with respect to the Lebesgue measure, it follows from Theorem
3.2 (Helson and Lowdenslager) that this process is not purely non-deterministic.
On the other hand, by construction, we have
(Xm,n,X0,0) = 0 ∀(m, n) ≺ (−1, 0).
So
X0,0 ⊥
◦
X −1,0.
Since
◦
X −1,0 contains the remote past of the process, this means that the deterministic component,
in the Wold decomposition, is null. Since the process cannot be purely non-deterministic we have
proved that it admits a non-trivial evanescent component. Considering only the singular (with
respect to the Lebesgue measure on 2) part of  we obtain even a purely evanescent process
whose spectral distribution is singular.
We do not know about any explicit form of the spectral distribution of the previous evanescent
process (i.e. any description of ) as it is done, for instance, in Theorem 4.6 in the case of rational
order.
A.3. Proof of Theorem 3.1
Proof. Recall that  denotes the space of trigonometric polynomials of the form∑
(m,n)∈P−{0,0} Am,ne−imxe−iny . Denote by the closure of inL2(dMX). Deﬁne H the unique
element of , satisfying
〈I0,0, I0,0〉 = inf
∈
∫
2
tr
[
(I + )∗(I + )dMX
] = ∫
2
tr
[
(I + H)∗(I + H)dMX
]
.
Then
I0,0 =
∫
2
(I + H)dE(X0,0),
G =
∫
2
(I + H)dMX(I + H)∗,
where G is the matrix deﬁned in (3).
Using the orthogonality relation I +H ⊥ , Helson and Lowdenslager [9, (53), (54), p. 188]
proved that there exists a constant matrix C such that
(I + H)F(I + H)∗d = Cd = (I + H)dMX(I + H)∗. (22)
It follows that C = G.
Fix any matrix A0 with determinant 1. Denote by HA0 the unique element of  which attains
the inﬁmum
inf
∈
∫
2
tr
[
(A0 + )∗(A0 + )dMX
] = ∫
2
tr
[
(A0 + HA0)∗(A0 + HA0)dMX
]
.
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Hence HA0 is the unique element L of, satisfying A0 + L ⊥ . On the other hand, H satisﬁes
A0 + A0H ⊥ A∗0 = . By unicity, it follows that HA0 = A0H .
Now, a theorem by Helson and Lowdenslager [9] asserts that
exp
∫
2
1
p
log (det F)d = 1
p
inf
A0,
∫
2
tr
[
(A0 + )∗(A0 + )dM
]
.
Hence, using (22), we obtain
exp
∫
2
1
p
log (det F)d= 1
p
inf
A0,
∫
2
tr
[
(A0 + )∗(A0 + )dM
]
= 1
p
inf
A0
∫
2
tr
[
(A0 + HA0)F (A0 + HA0)∗
]
d
= 1
p
inf
A0
tr
[
A0GA
∗
0
]
= (det G)1/p,
where the last equality is a well-known fact about positive semi-deﬁnite matrices. Since, when
detG = 0, there exists amatrixA0 with determinant one such that 1/p tr
[
A0GA∗0
] = (detG)1/p,
the inﬁmum in () is attained for this A0.
So, the process is of full rank (and Eq. (5) is satisﬁed) if and only if log(det F) ∈ L1(d). 
A.4. Proof of Theorem 3.2
For all (m, n) ∈ Z2 deﬁne ◦I m,n = span{Ik,l : (k, l) ≺ (m, n)}. Then, for all (m, n) ∈ Z2,
we deﬁne
Am,n = (Xm,n|
◦
I m,n),
Dm,n = (Xm,n|X−∞),
Em,n = Xm,n − Am,n − Dm,n.
DeﬁneI∞ = span{Im,n : (m, n) ∈ Z2}. BydeﬁnitionofA0,0,wehave,A0,0=∑(k,l)∈P Bk,lI−k,−l
for a sequence (Bk,l) of matrices. By stationary, we deduce that Am,n = ∑(k,l)∈P Bk,lIm−k,n−l .
Moreover, we have
〈A0,0, I−m,−n〉 =
∑
(k,l)∈P
Bk,l〈I−k,−l , I−m,−n〉 = Bm,nG.
By deﬁnition of G, we have also 〈A0,0, I0,0〉 = 〈I0,0, I0,0〉. We know that Im,n ⊥
◦
X m,n for every
(m, n) ∈ Z2. So, for every (m, n) ∈ Z2, ◦I m,n ⊥ X−∞ and I∞ ⊥ X−∞. As a consequence the
processes (Am,n), (Dm,n) and (Em,n) are mutually orthogonal.
Deﬁne a function  by
(x, y) =
∑
(k,l)∈P
Bk,lG
1/2eikxeily .
Then, it is not difﬁcult to see, by uniqueness of the Fourier coefﬁcients, that we have dMA =
∗d, in particular the spectral distribution of (Am,n) is absolutely continuous with respect to
the Lebesgue measure.
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Let us prove that Fd is the spectral distribution of the process (Am,n), where dMX = Fd+
dMs is the Lebesgue decomposition of dMX with respect to . Part of the argument may be found
on p. 191 of [9]. We keep notations of the proof of Theorem 3.1. Assume that det G = 0. By (22)
(recall that C = G), the matrix function I + H is invertible d-a.e. So there exists a Borel set
L which supports dMs and satisﬁes (L) = 0, such that I + H is invertible on Lc. Deﬁne the
process (Tm,n) whose spectral measure is given by
dE(T0,0) = 1LcdE(X0,0) = 1Lc(I + H)−1dE(I0,0).
By (22), 1Lc(I +H)−1 ∈ L2(dMI), hence T∞ ⊂ I∞ (where T∞ = span{Tm,n : (m, n) ∈ Z2}).
On the other hand, since 1LdE(X0,0) is the spectral measure of a singular process, (Im,n) is also
the innovation of (Tm,n). In particular I∞ ⊂ T∞ and I∞ = T∞. Hence, by Lemma 2.4, we have
Am,n = (Xm,n|I∞) = (Xm,n|T∞) = Tm,n ∀(m, n) ∈ Z2.
Hence, we have
dE(A0,0) = 1LcdE(X0,0),
dMA = Fd,
which proves the theorem. 
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