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It has been proved (Sklar, 1959, Publ. Inst. Statist. Univ. Paris 8 229-231) that 
any multivariate distribution function depends on its arguments only through its 
marginal distributions. An analogous result will be proved in the general framework 
of probability measures on (Polish) product spaces. Many properties, holding for 
distribution functions, still hold in the more general situation. Some results related 
to convergence in probability will be examined. 0 1989 Academic Press, Inc. 
1. INTRODUCTION 
There has been a considerable amount of research in the area of multi- 
variate distribution functitins with given marginals, in particular by Frkchet 
and followers [4]. Later Sklar [13] proved that any n-dimensional 
distribution function depends on its arguments only through its marginal 
distributions, namely, for any n-dimensional distribution function H, 
having marginals F, , . . . . F,, there exists a function C,, such that 
Wl 7 ..., 4 = C,(F,b,), ...T F,(x,)). (1.1) 
If F, , . . . . F,, are continuous, then C, is unique. 
The function C, was called copula. “The name was chosen to express 
the fact that a copula embodies the manner in which a joint distribution 
function is coupled to its one-dimensional margins” [lo, p. 851. For a 
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review of the properties of copula, the reader is referred to Sklar [ 141 and 
Schweizer and Sklar [lo]. 
Copulae have been used mainly in the analysis of probabilistic metric 
spaces (Schweizer and Sklar [lo] and references therein), and in the study 
of monotone dependence and concordance (see, e.g., Schweizer and Wolff 
[ 11, 121, Scarsini [8, 91, Kimeldorf and Sampson [ 71). The class of 
archimedean copulae has been recently studied by Genest and MacKay 
C5, 61. 
The class of copulae has a maximal (and, for n = 2, a minimal) element, 
usually called upper (lower) Frechet bound. The structure of dependence of 
the joint distribution H is entirely determined by its copula C,. In 
particular, if C, is the upper Frechet bound, then each of the random 
variables jointly distributed according to H is a strictly monotone function 
of each of the others. 
The aim of this paper is to prove that, under some conditions, a 
representation analogous to (1.1) can be obtained for any probability 
measure p on a Polish product space X;= I Xi, endowed with the product 
Bore1 o-field By=, Xi. For each i = 1, . . . . n, an increasing class (namely a 
class linearly orderable by inclusion) 4 of subsets of Xi is defined. The 
probability ,n(A, x . . . x A,) for Ai E 4 will be represented as a copula Cz, 
whose arguments are the marginals P,(A,), . . . . P,(A,). It is clear that the 
sets Aim L$ play the role, that lower sets (i.e., sets of the form (- co, xi]) 
play in the representation (1.1). 
The representation that we obtain in the general case will depend on the 
choice of the increasing classes &i, . . . . dn,, and the nice probabilistic 
properties of the copula in ( 1.1) will hold in the general situation only 
insofar as the families JX$ are well behaved. The crucial fact is that, given 
the marginals, the copula Cr gives information only about the probability 
&41x ... xA,) for AiE~, i= 1, . . . . n, and two probability measures, that 
coincide on (&r, . . . . J&) have the same copula. Therefore, given the 
marginals, there might exist more than one copula for each probability 
measure p, if not all the marginals are nonatomic, and more than one 
probability measure for each copula, if the classes 4 are not rich enough 
as to generate the Bore1 a-fields. 
This fact becomes patent in the case of the maximal copula. Under the 
maximal copula, the entire probability mass of p is concentrated on a 
“small” set. How small it is depends on how fine &i, . . . . Z& are. If they are 
fine enough, this set will have zero probability, under the product measure. 
But, in order to have a result similar to the one that holds for distribution 
functions of real valued random variables, each class 4 must generate the 
Bore1 o-field. In such case, for each pair i, j the projection of the support 
of p on Xi x Xi is the graph of a bijection. Otherwise, the result holds only 
on some quotient spaces that will be specified in Section 5. 
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Dall’Aglio [2] showed that convergence in probability of a sequence 
of random variables {Xn} to a random variable X (having continuous 
distribution function) is equivalent to the condition: 
X,, converges in distribution to X, and the copula of the joint 
distribution of (X,,, X) converges to the maximal copula. 
In order to obtain an analogous result in the case of random variables 
with values in a Polish space, the strong condition of richness of the 
increasing family d is not sufficient. A topological condition must be 
satisfied, namely, the boundary of all the sets in d must have zero 
probability. 
The paper will be organized as follows: In Section 2 some definitions and 
preliminary results are stated. In Section 3 the existence of the copula for 
a probability measure on a product space is established. In Section 4 the 
bivariate case is briefly examined. Section 5 contains the results about the 
maximal copula. Section 6 examines convergence in probability in terms of 
copulae. Section 7 is devoted to two applications. 
2. DEFINITIONS AND PRELIMINARY RESULTS 
DEFINITION. Let Dj G [0, 11, 0, 1 E Di, i = 1, . . . . n. A function 
z;:x;=, Di+ [O, l] is an n-dimensional subcopula if 
(a) 2; is n-increasing, i.e., 
Ji . . . 2 q $1, --9 S”) 2 0 Vyi>xi, i= 1, . . . . n, 
s,=x, s”=x” 
(b) 2; is grounded, i.e., 
C(S 1, aa.9 S”) =o if at least one si=O, 
(c) 2;(1, . ..) 1, si, 1, . ..) 1) = si, i = 1, . . . . n. 
A subcopula whose domain is [0, 11” is a copula. We list some impor- 
tant properties of copulae. 
Let C be an n-dimensional copula. Let x p (xi, . . . . x,). Let (Xi, . . . . X,) 
be a random vector distributed according to the distribution function H, 
having marginals F, , . . . . F,,. 
(1) The inequality 
c-(x)<c(x)<c+(x) 
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C-(x)=max i x,--n+ 1,O 
( i=l 1 
C+(x) = i=yin n (xi). , .., 
The function C+ is a copula for any n 2 2, whereas C- is a copula only 
for n = 2. 
(2) The function 
C”(x)= i xi 
i=l 
is also a copula. 
(3) C is Lipschitz, i.e., 
I w, 3 .**, x,) - C(Y,, . . . . Yn)l G i Ixi-Yil* 
i=l 
(4) There exists a copula CH such that 
H(x 1, . ..Y -4 = C,(F,(x, ), .-*, F,(X”)). 
If F,, . . . . F,, are continuous, then C, is unique, otherwise it is uniquely 
determined on X1= I Ran(FJ, where Ran(F) is the range of the function F. 
(5) Let g,, . . . . g, be strictly increasing functions. Let K be the dis- 
tribution function of (gl(X,), . . . . g,(XJ). Then C,= C, on X;=i Ran(Fi). 
(6) For n = 2, if K is the distribution function of ( -X1 , X,), then 
c,(u,u)=u-c,(1-u,u). 
(7) When F,, . . . . F,, are continuous, then CM= C+ if and only if, for 
each pair i, j, there exists a strictly monotone bijection f ii, such that 
Xi = f”(X,) a.s.. 
Unless otherwise stated, the following notation will be used throughout 
the paper: 
For i = 1, . . . . n, Xi is a Polish space; if Ai c Xi, then Ai = Xi\Ai; Ti is the 
a-field generated by the open subsets of Xi; Pi is a probability measure on 
(Xi, St;:); J$ c ?& is an increasing class of sets containing 0 and Xi. A class 
of subsets is increasing if it is linearly ordered by inclusion: VA, BE ,pU, 
either AcB, or BcA, or A=B. 
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By (XI, i Xi, @YE, ?$, p) we denote a probability space such that for 
i=l n, 9 ‘*a> 
,a(X, x . . . XXi-IXAixX;+lX ... xXn)=Pi(Ai) VAiE$ 
Furthermore, Pi(~) & Ran(A,++ P,(A,), Aim d), and d 3 A 4 X7= 1 Ai 
iff AiEd, i= 1, . . . . n. 
Given a set X, and an increasing family 99 of subsets of X, we define two 
relations on XxX <a, and wI: 
4 YEX; AEB, XEA, yd*X<, y* 
The notation N D is the symmetric complement of <I. 
LEMMA 2.1. (1) < $I is a weak order (negatively transitive and asym- 
metric). 
(2) N p is an equivalence relation. 
Proof: (1) We prove that <@ is negatively transitive, i.e., Vx, y, z E X, 
x<, y*x<,z or z<~ y. Indeed, if ZEA, then z<~ y. If ZEA, then 
x<,z. 
Now we prove that <s is asymmetric. Assume that this is not true. Then 
~AEW such that XEA, yeA; 3B~99 such that yeB, XEB. 
If BGA, thenyEA*yEB, but yEB, so BGA is not possible. 
If A E B, then x E B + x E A, but x E A, so A c B is not possible, either. 
(2) This stems from the fact that <a is a weak order (see, for 
instance, Fishburn [3]). 1 
Letxs,yifeitherx<,y,orx-,y. 
DEFINITION. Let f: X+ Y, where X(Y) is a space endowed with a weak 
order <X (<‘). Let wX ( N ‘) be the symmetric complement of <X (< ‘). 
The function f is strongly monotone with respect to (i “, < ‘) if 
z;w=-f(z)<f(w) 
3. COPULAE OF PROBABILITY MEASURES 
The probabilistic properties of copula will be examined in the general 
framework of probability measures on product (Polish) spaces. In analogy 
with property 4, we prove the existence of an unique subcopula for a prob- 
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ability measure on a product space X;= I Xi, given n increasing families of 
subsets JzZ~, .. . . ZZ$. 
THEOREM 3.1. There exists an unique subcopula ec defined on 
X;=, Pi(d), such that 
The proof of Theorem 3.1 is similar to the proof of ~existence of a 
subcopula for an n-dimensional distribution function [14, lo], and will be 
split into four lemmata. 
Proof. Absolutely analogous to the formula for the probability of an 
interval in W. 1 
LEMMA 3.3. Let A=X:=,A,, AIIBk~(A1x...xAk~,xBkx 
A k+l x ... x A,,). Then 
MA 11 B/c) - AA 11 Dk)l < IPk(Bk) - Pk(Dk)l 
ifAIIB,,AIIDkE~. 
Proo$ If Dk 1 Bk, then 
AA 11 Dk) - AA II Bk) = AA 11 Dk\Bk)) < P(xll Dk\Bk) = Pk@k) - Pk(Bk). 
By repeating the argument for B, 2 D, we obtain the result. 1 
LEMMA 3.4. IP(X~=, Ai)-p(Xy=1 Bi)l <Cl=l I/Js(Ai)-p(Bi)l if Ai, 
Bi E 4, i = 1, . . . . n. 
Proof: Apply Lemma 3.3, n times. 1 
LEMMA 3.5. There exists a function c: Xl= 1 P,(d) + [0, 11, such that, 
for AESZ’, 
10) = @‘,(A,), em.9 f’,(U). 
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Proof: By Lemma 3.4, whenever P(A,) = P( Bi), Ai, Bi E 4, i = 1, . . . . n, 
then p(A) = p(B). 1 
Proof of Theorem 3.1. All we have to do is to prove that the function 
2; defined in Lemma 3.5 is a subcopula: 
c is defined on X1=, Pi(&). P,(~)G [0, 11. 0, 1 E P,(d), since 
0, XiEs$. 
2; is n-increasing, since p is. 
2; is grounded, since Pi(Ai) = 0 *p(A) = 0. 
z;(l, . ..) 1, Si, 1, . ..) 1) = Si, since p(X1 x . . . xxi-,xAixXi+,x ... 
x X”) = P(A,). 1 
Any subcopula can be extended (in more than one way) to a copula. If 
Pi(&)= [0, 11, i= 1, . . . . n, then c: is obviously a copula. It is worth 
noticing that, in the case of distribution functions, continuity of the 
marginals is a necessary and sufficient condition for the uniqueness of the 
copula (property 4). In the general case, nonatomicity of P,, . . . . P, is only 
necessary for the uniqueness of copula. An important role is played by the 
increasing families 4. In order to generate an unique copula, they have to 
be sulliciently line, so that P,(d) = [0, 11, i= 1, . . . . n. 
The following theorem provides a preservation result, which is analogous 
to property 5. 
THEOREM 3.6. For i = 1, . . . . n, let P,(d)= [0, 11. Let Yi be a Polish 
space weakly ordered by <,, where ai is an increasing family of subsets of 
Yi, and let 91i be the Bore1 a-field of subsets of Yi. Let fi: Xi + Yi be a 
strongly monotone bijection (with respect to <dt, x~,). Consider the space 
(X1= 1 Yi, 01= t % pf-‘), where f(xl, . . . . x,) = (fl(x,), . . . . fn(x,)). Then 
cf = c$-I. 
ProoJ: VB, E gi, EM, E 4, such that Bi =fi(Ai), and vice versa (by 
strong monotonicity of fi): 
a[ilAi]=pf-‘[i,Bi] 
C$V’,(A,), -.-, P&L))= C$I(P,f;‘(B,), . . . . Pnf;‘(B,)) 
= C$(P,(A, h . . . . P,(4)). 
Therefore, 
cfct, 9 ..-> t,) = C$l(f1, . . . . t,) V(t 1, . . . . tn)E co, 11”. I 
Again, we notice that the increasing families 4, S$ are fundamental in 
defining the orders, with respect to which the copula is invariant. 
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4. THE BIVARIATE CASE 
As we said, in the bivariate case (and only in that case), C is a copula. 
The following theorem is the analogue of property 6. 
THEOREM 4.1. Let &,T be defined in the following way. sd,: 3 Ai if 
Aie~, i= 1,2. Then 
ProoJ: Let A1~dl, A,Es&; 
=f’z(A,)-~(A,xAd 
= Pz(AJ - Cf’d2z(l -P,@,), P,(4)). I 
In particular, if C:d2 = C+, then C$Fd2 = C-, and therefore 
c-4-Qf2 = p;4 
P P . 
5. MAXIMAL COPULA 
Property 7 gave a nice necessary and sufficient condition for the maximal 
copula, in the case of distribution functions on ‘3” (at least when the 
marginals are continuous). In the general case, that we are considering, the 
situation is considerably more complicated, and our results depend on how 
well behaved the classes 4. are. 
Rougly speaking, the general idea is the following: under C+, most of 
the subsets in By= i Xi will have zero probability. The following theorems 
will help us to detect the subsets with positive probability. 
From now on, the hypothesis that Pi(di)= [0, l] (i= 1, . . . . n) will be 
made. This condition is sufficient, but not necessary for Pi (i= 1, . . . . n) to 
be nonatomic. As we will see, even with this condition, we will not be able 
to obtain a result analogous to property 7. Further conditions will have to 
be imposed. 
The following lemma is the key for proving most of the results in this 
section. 
LEMMA 5.1. Let P,(d)= [0, 11, i= 1, . . . . n. Let Cf= Cf. Then, for any 
yinite or infinite) increasing sequence (A:} E 4, such that A: = @, A: 7 Xi 
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(as k + co ), there exist increasing sequences {A:} E 4, j = 1, . . . . n, j # i, such 
that 
Proof. For j # i, choose A; = $3 and A; such that P,(A;) = P,(Af ), for 
all k, which is always possible, since PJz$) = [0, 11, j= 1, . . . . n. Then 
i = 1, . . . . n; 
p >;: (A;\A)-‘)I= c (-l)#‘“I=“:‘/@r x c ... XD,), 
l-j= 1 J D => A+-' f  
j = 1: :..,'n 
but 
Therefore 
PL(DI x . . x D,) = C+(P,(D,L . . . . P,(D,)) 
=+yi” n <Pj(Dj)) , ..* 
= Pi(Af) if Dj = At Vj, 
= P,(A;-‘) otherwise. 
rn 
p )( 
1 
(A,k\A,“-‘) = P,(A;) - P,(Af-I). 
j=l 1 
Since the events [X7,, (Af\Aj-‘)I, for k = 1,2, . . . are disjoint, then 
fi ; (A;\A;-‘) = f [Pi(Af)-P,(A;-‘)]=l. 1 
k=l j=l 1 k=l 
Our qualitative statement “under C+ most of the subsets in @I I= r Xi 
have probability zero” will be made precise by next theorem. 
THEOREM 5.2. Let Pi(d) = [0, 11, i= 1, . . . . n. Zf C;1” = C+, then p I P, 
where P is the product measure of P, , . . . . P,. 
Proof: Consider a double sequence {A>“}, such that 
P,(A;“) =;, k<2”. 
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By Lemma 5.1, 
p (j i (Aik’“\Ajk+y 
[ 
= 1, 
k=l j=l 1 
p (j i (Ay\pm) = ; JyI p,(Ay\A;p) 
k=l j=l 1 k=lj=l 
= E [p,(A>“\Ajk- lql” 
k=l 
=2”& 
1 
=- ye”- 1) +O 
as m + co. Therefore /A I P. 1 
Theorem 5.2 only tells us that the support of p (supp(p)) is a set of zero 
P-probability, but does not give any information about the shape of this 
set. Some hints will be provided by the following theorem. First we state 
a useful 
LEMMA 5.3. For i = 1, . . . . n, let Ai, Bi E Xi, Ai n Bi = a, and 
p $( (AjuBj) 
[ 1 = P,(AiuBi). j=l 
Let, furthermore, 
(n- 1) P,(A,) < P,(B,) 
and 
Pi(Ai) = f’j(A/), Pi(Bi) = Pj(Bj), i,j=l n, , .*a, 
and let Di be either Ai or Bi. Zf 
p(D1 x ... x D,)>O W 1, . . . . D,) f (4, . . . . B,), 
(5.1) 
(5.2) 
then 
p(BI x . . . x B,) > 0. 
Proof. (5.1) and (5.2) imply 
C P,(Ai)<Pj(Bj); 
ifi 
that is, 
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i#j LDh=~h.BA 
h#i 
-I 
xD,J co =:, Bh~(D~X ... XDj-lXBjXDj+lX 
It > 
h#i 
After simplifying, we get 
1 [bunch of positive terms] < p( B, x . ’ . x Bj x 
that is, 
p i B, >O. 1 [ 1 i= 1 
211 
x 4); 
THEOREM 5.4. For i = 1, . . . . n, let Pi(di)= [0, 11, let xi, y,EXi, and let 
zi be either xi or yi. Let C;1” = C+. If (n2- 1) of the n2 possibie configura- 
tions (zl, . . . . z,) are in supp(p), then the n’th one is in supp(p), too. 
Proof: Without any loss of generality, let ( yl, . . . . y,J be the point that 
we want to prove to be in supp(p). Choose E,, Fi E 4, such that 
and xi, yirz E,\F,. This is always possible by Lemma 5.1. 
Let then Ai xi, Bi 3 yi be such that Ai u Bi = Ei\Fi and the hypotheses 
;ia,emma 5.3 are satisfied. Consider the two sequences {Ef }, {Ff}, such 
P,(E;\F;) -+ 0 as k-+cO, i = 1, . . . . n, 
and define sequences {A;} 3 xi, {B:) 3 yi in a suitable way. By Lemma 5.3, 
Vk, p[Xy=, Bf]>O. Since (yr, . . . . yn)~X;=l Bf Vk, then (yl, . . . . y,)~ 
SUPP(P). I 
The families &r, . . . . &j are part of the definition of C;1”. Given d, two 
probability measures ,ur, p2 on the same space (X1= 1 Xi, @y= 1 $) have 
the same copula, provided they coincide on d. Therefore the copula can 
only give information on the probability structure on the space 
(XI=, Xi, @y=r U(sQ)), where a(&) is the u-field generated by s$. The 
following two theorems clarify this statement for the maximal copula. 
683/31/2-4 
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As we saw in Section 2, an increasing family 4. induces an equivalence 
relation N &, on the set Xi. We denote by Xi4 the quotient space of Xi 
with respect to the equivalence relation N ,d,. 
THEOREM 5.5. Let P,(d)= [0, 11, i= 1, . . . . n. Let Cr= Cf. For any 
pair i, j= 1, . . . . n, there exists a bijection f ‘i: supp( Pi)/4 ++ supp(Pj)/4, 
such that the projection of supp(p) (proO(supp(p))) on (X44) x (Xj/z$) 
coincides with the graph ofy?. 
Proof Assume that the result is not true. Then there exist, for instance, 
two points 
(Cxi19 Cxjlh (CYil2 Cxjl 1 E txi/4) ’ txj/-$h 
both in pro”(supp(p)). 
There exists sets Ai, Bi E 4, such that 
CxiI f (Ai\Bih Coil 4 (Ai\Bi). 
But, by Lemma 5.1, there exist Aj, Bj, j= 1, . . . . n, j # i, such that 
P(j, (Ai\Bi))=P,(Aj\Bj), j=l,...,n. 
Since ([xi], [xi]) E proV(supp(p)), then [xi] E (Aj\Bj). Therefore 
- 
( [Y~I, [Xj]) E (A,\Bi) X (Aj\BjL and p[pro”((Ai\BJ X (Aj\Bj))l =O- Hence 
([ yJ, [xi]) 4 pro”(supp(p)), which contradicts the assumption. 1 
For any o-field %.G?&, define %y=$Q[@j,i {@,X,)1. 
THEOREM 5.6. For i = 1, . . . . n, let Pi(d) = [0, 11. Let C;1” = C+. Then, 
for i = 1, . . . . n, there exist [o(&.)] *-measurable real valued random variables 
fj (having continuous distribution functions), such that 
fi=& p-a.s. 
Proof. For i = 1, . . . . n, consider a function fi: Xi + [0, 11, 
Si(X)=Pi(Ax)v Ax= 1.v Y~,x). 
fi is strongly monotone with respect to s&, and < (the usual order in %) 
and such that 
M-?m tl) = 4 vte [O, 1-j. 
By Theorem 3.6, the probability space ([0, 1 J”, Bor([O, l]“), &‘) is 
such that Cz = C$, , where @ is the family of increasing sets in [0, I] 
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with respect to the usual order, and therefore C$-, is the usual Frechet- 
Sklar copula. But, if CF = C+, then C$, = C+, too. By the well-known 
results [4, lo], fi =fi, p- as. By construction, fi is obviously [o(d)]*- 
measurable. 1 
At this point it is clear that, in order to obtain a result analogous to 
property 7, we have to add the assumption that the families 4 are tine 
enough to generate the Bore1 o-field Xi. 
THEOREM 5.7. For i = 1, . . . . n, let o(s9,) =L!&; let P,(.&)= [0, 11; let 
Cz = C+. For any pair i, j, there exists a bijection f ‘i: supp(Pi) +-+ supp(Pj), 
such that 
pro”(supp(p)) = graph(f”). 
Furthermore, f ij is strongly monotone with respect to <&!, xdii. 
Proof: Obviously, if a(d) = Xi, then Xi/& = Xi, i = 1, . . . . n. 
We have to prove that f” is monotonic with respect to i di, < 58/. By 
Lemma 5.1, Vds{(AF} /* Xi, A:=@, 3~$3A; /* X”, such that 
c (Ar\Af-‘) x (Ar\Ar-‘) . 
k=O 1 
Now Vk>h, x~E(A~\A:-‘), y,~(Af\At-‘)*y,<,,xi and xjo 
(Ar\A)-‘), yiE (Ar\AT-‘)a yj<d, Xj. 
By considering double sequences {A:“}, {A?“} as in the proof of 
Theorem 5.2, and passing to the limit, we obtain the result. 1 
6. CONVERGENCE IN PROBABILITY 
Convergence in probability of a sequence of real valued random 
variables can be characterized in terms of copulae, as the following 
theorem shows. 
THEOREM 6.1 (Dall’Aglio [2]; see also [9]). The following two condi- 
tions are equivalent: 
(a) The sequence X, converges in probability to X (X,, +9 X), and X 
has a continuous distribution function. 
(b) The copula of the joint distribution of (X,, X) converges to C+, 
and X,, converges in distribution to X. 
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Let (C&9, P) be a probability space, and let { Y,}F= 1, Y be r.v.‘s 
defined on (0, 9, p), with values in a Polish space (X, S), where 9” is the 
o-field generated by the open sets. Let 
pn(AxB)=P({w: Y,(W)EA, Y(oJ)EB}), A, BEX. 
Let 
P,(A) 42 pn(A x J-1, 
J’(B) LG pn(Xx B). 
Let d be an increasing class of subsets of X, and let o(a) = 3. Let 
P(d) = [O, 11. 
Even if we assume all the conditions that we have assumed in 
Theorem 5.7, we will not be able to obtain a result similar to Dall’Aglio’s 
theorem. Again the role of the increasing class d is fundamental. In order 
to have nice results, d must be nice. In particular, as we will see, the sets 
in Z$ must be P-continuity sets. A set A is a P-continuity set if P(iTA) = 0 
[ 1, p. 23 J. The theorems of the previous section depend only on the “rich- 
ness” of &,, . . . . J&; the finer these classes are, the stronger results we can 
obtain. In the case of convergence in probability, it is not enough that the 
4 be line (as to generate the Bore1 a-fields), they also must have nice 
topological properties. That these properties are really necessary will be 
shown by a counterexample. 
LEMMA 6.2. (a) 
p,J(Ax~)u(~xA)]+O, VAEd, 
is equivalent to 
(b) 
CpC+ and P,‘P, 
where * denotes weak convergence. 
Proof: (a) * (b) 
O~~,[(AxA)u(AxA)]=~~(AxA)+~,(AxA) 
=P(A)-p,(AxA)+P,(A)-p,(AxA) 
= J’(A) + P,,(A ) - 2C3W4 ), PM )I 
2 P(A) + P,(A) - 2 min(P,(A), P(A)) 
+ P(A) + Q(A) - 2 min(P(A), Q(A)) = 0 
iff P(A) = Q(A) 2 lim P,,(A). 
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i.e., 
CE(x, x) -+x9 VXE co, 11, 
which implies [S, 61 C;l”n + Cc. 
(W =+ (4 
Cff(P,(A), P(A)) = &(A x A) = P,(A) - /&(A x A) = P(A) - pn(A x A). 
Therefore Cz + C+ and P, =E- P imply 
P,(4-P,WA)+P(A) 
and 
Therefore, 
P(A) - /&(A x A) -+ P(A). 
i.e., 
/.&(A x A) + p,(R x A) --t 0; 
&[(AxA)u(AxA)]+O. 1 
LEMMA 6.3. Let d 3 A be P-continuity sets. Then Y, jd Y implies 
p,[(AxA)u(AxA)]+O, VAE~. 
Proof See Billingsley [ 1, p. 26, Theorem 4.33. u 
THEOREM 6.4. Let & 3 A be P-continuity sets. Then 
Y++ Y 
implies 
cpc+ and P,=>P. 
Proof Combine Lemmata 6.2 and 6.3. 1 
Let A,= {y: ys,x}. 
THEOREM 6.5. Let f: X-+ [0, 11, f(x) = P(A,), and d 3 A be 
P-continuity sets. Then 
c;o:+c+ and Pnf-1 2. Pf-’ 
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imply 
Proof By Theorem 3.6, CE = Czrl, where C$, is a usual 
Frtchet-Sklar copula, as in the proof of Theorem 5.6, 
imply 
(Dall’Aglio [a]). 1 
THEOREM 6.6. Let the hypotheses of Theorem 6.5 hold. If f is bi- 
continuous, then 
cE+c+ and P,*P 
imply 
Y”Z Y. 
Proof If f is continuous, then P, * P implies P,f-’ * Pf-’ [ 1, p. 291. 
Therefore f ( Y,) --iB f ( Y). But, if f- ' is continuous, then this implies 
yn + “Y. 1 
Theorems 6.5 and 6.6 do not hold if the hypothesis of P-continuity of 
A E d is removed, as the following counterexample shows. 
EXAMPLE. Let X= [0, 11, &‘= {A,, XE [0, l]}, such that 
where Z? is the set of rational numbers. 
Let Y be uniformly distributed on [0, 11. Let 
where [x] is the integer part of x. Now 
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and 
but 
Y” -5 1 - Y. 
7. Two APPLICATIONS 
In this section two possible applications of the result previously stated 
are considered. The exposition will be very concise, since we plan to deal 
more extensively with these problems in some future papers. 
Simulation of Multivariate Distribution Functions 
Expression (1.1) represents any multivariate distribution function in a 
way that splits the role of the marginals and the dependence structure. This 
representation can be used to simulate multivariate distribution functions: 
the copula and the marginal distributions are simulated separately and 
then (1.1) is used to obtain the original distribution. This is particularly 
useful when simulating a class of bivariate distribution functions that con- 
centrate most of their mass around the graph of an increasing function. The 
higher the copula the stronger is the tendency to concentrate the mass 
around this increasing function. The lower the copula, the stronger is the 
tendency to concentrate around the graph of a decreasing function (see 
Frechet [4], Schweizer and Wolff [ll, 123, Scarsini 181, Kimeldorf and 
Sampson [ 71). 
It is sometimes useful to study the clustering of a bivariate distribution 
function around the graph of a non-monotone function. If we use our more 
general idea of copula (with suitable increasing classes of sets), we can 
obtain a representation similar to (1.1) in the sense that the higher the 
(generalized) copula, the stronger is the clustering around the graph of this 
not necessarily monotone function. 
To make things simple, we consider as an example the case of distribu- 
tions with uniform marginals on [0, l] (but any other case can be 
reconducted to this one). Consider the classes of sets &i, JS$, 
~,={B,:B,=[f-x,~+x];xE[O,f]} 
4= {D,:D,,= CO, ~1; YE CO, 11). 
For every probability measure p on [0, 11’ with uniform marginals, 
there exists a copula Cf such that 
AB,, D.v) = C3’k Y), 
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and vice versa. If C;I” = C+, then all the mass is concentrated on the graph 
of the function y = 12x - 1 I. If CF = C-, then all the mass is concentrated 
on the graph of the function 
i 
2% 
y= 2-2x, 
if XE [0, f], 
if xfz [$, 11. 
So, as the copula increases, we go from a situation in which the prob- 
ability mass clusters around a v -shaped function to a situation in which 
it clusters around a A-shaped function. Other more complicated situations 
can be constructed, also for the general n-variate case. 
Multivariate Random Processes 
Let 9[0, l] be the space of cadlag (right continuous with left limits) real 
valued functions (with domain [0, l]), endowed with the Skorohod metric. 
9[0, l] is Polish. An n-variate random process X(t) = (l’,(t), . . . . x,(t)), 
t E [0, 11, can be seen as a random variable with values in (9[0, l])“, if 
the univariate projections of its sample paths are cadlag. 
Consider a functional Fi of the component Xi of the process X. Define 
and let 
Af= {X,E9[0, l]:F,(x,)<z), ZE%, 
a!;= {Af, z&R}. 
Then dr is an increasing class. Let dF3 A g Xl= 1 Ai iff Aie ~$7, 
i = 1, . . . . n. If C=‘@= C+, then, for some strictly increasing hi, hi, P 
pu(xe (Q[O, 11)“: hi(Fi(xi)) = hi(Fj(xj)), i, j= 1, . . . . n} = 1, 
where p is the law of X. 
For instance, let Xi, Xi have the same law, for i, j= 1, . . . . n and let 
Fi(xi) = SUPro [0, l] xi(t). In this case, if C, &‘= C+, then the extreme values 
of the components of the process coincide with probability 1. 
As another example, consider the following families of functionals 
F!')(x.)=x.(t) tE [O 11. If C@(‘)+ c+ 
xl, . . ..I 
as t + 1 and the components 
X,, oi the process X havl the same’law, then they tend to coincide, 
with probability one, as time goes on. 
Similar examples can be constructed on this pattern. 
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