Lemma 1.2 Let 1 j 1 < < j r n. We have the equality ? r k ? r ! X j 1 X jr = X RRR where 1 k r.
Proof . Equation (3) holds trivially, if k = r. Otherwise, it can be written in the following equivalent form:
? r k ? r ! X j 1 X jr = X j 1 X jr X 1 i 1 < < i k?r n fi 1 ; : : :; i k?r g f1; : : : ; ng n fj 1 ; : : : ; j r g X i 1 X i k?r : (4) If X j i = 0, for at least one i, then both sides are 0. If X j 1 = = X jr = 1, then (4) follows by (2) , if we reduce the sample space determined by these equations. Lemma 1.3 Let 1 j 1 < < j r n, and x j 1 jrh = P(X j 1 = 1; : : : ; X jr = 1; = h); (5) where h r. We de ne p i 1 i k = P(X i 1 = 1; : : :X i k = 1);
for any 1 i 1 < < i r n.
Then we have the equality: n X h=r h ? r k ? r ! x j 1 jrh = X 1 i 1 < < i k n fi 1 ; : : :; i k g fj 1 ; : : : ; j r g p i 1 i k ; (6) where k r.
Proof . If we take the expectations on both sides in (3), then we obtain (6) . Lemma 1.4 Introduce the notation:
y j 1 jrh = x j 1 jrh h r ! ; h = r; : : :; n:
We have the equalities X 1 j 1 < <jr n y j 1 jrh = P( = h) (8) and X 1 j 1 < <jr n n X h=r y j 1 jrh = P( r):
came up h r ! times in the events A j 1 \ \ A jr . This implies that X 1 j 1 < <jr n x j 1 jrh = h r ! P( = h):
Equation (10) is the same as (8) . 
where k r and 1 j 1 < < j r n. If 
where in the blank positions we have zeros, and this matrix is clearly nonsingular. Thus, the sets of values S 0 j 1 jrk , k r and y j 1 jrh , h r uniquely determine each other for xed j 1 ; : : :; j r , and also if j 1 ; : : : ; j r vary in all possible ways.
In practice the probabilities x j 1 jrh , hence also the values y j 1 jrh , are unknown but known are the S 0 j 1 jrk for some k. Assume that we know S 0 j 1 jrk ; k = r; r + 1; : : : ; m j 1 jr ;
for all 1 j 1 < < j r n. Now we relax the equation (13) in such a way that we keep only those which have right hand side values (15). The obtained equations, together with the nonnegativity restrictions y j 1 jrh 0; for h = r; : : :; n;
for all 1 j 1 < < j r n, determine a set of feasible solutions. For such a feasible solution the equation (11) is not necessarily valid any more. However, the optimal solutions of the LP's: 
subject to (18) are lower and upper bounds, respectively, for the probability P( = r).
The constraints (18) split into n r ! subconstraints such that they contain disjoint sets of variables. These variables are coupled only in the objective function, which is the sum of the objective functions of the subproblems. Thus, the minimization, as well as the maximization problem (17) splits into n r ! subproblems and the optimum value of the original problem is simply the sum of the optimum values of the subproblems.
Let us introduce the notations: P (r) = probability that at least r out of the n events occur P r] = probability that exactly r out of the n events occur L (r) = optimum value of the minimization problem (17) 
Luckily, we are able to provide simple solutions to the subproblems, which, in turn, provide us with the sharp bounds (24) and (25).
3 Solutions to the Subproblems of Problems (17)- (18) Let us pick one subproblem from problem (17)- (18) , that has all positive entries above its main diagonal, is positive.
In what follows we use some notions, notations and facts in linear programming. For a simple and short presentation of the basic ideas, methods and theorems of linear programming the reader is referred to Pr ekopa 6].
Let a r ; : : :; a n designate the columns of the matrix A and take m The following theorem specializes the assertions of theorem 12.1, 12.2 and 12.3 in Pr ekopa 4] to the present case. Since the proof is short, we present it for the reader's convenience. We remark, however, that the main ideas of the proof are the same as those in the proofs of Theorems 8, 9, 10 in Pr ekopa 3]. If p is a nonbasic subscript, then the determinant in the numerator is di erent from 0. In fact, the determinant is either a minor of the matrix A or can be made one by changing the order of the columns. Thus, all bases are dual non-degenerate.
If we use the above result, then we can state that the basis B is dual feasible in the minimization problem (26) i c p ? z p > 0 for every nonbasic p, i.e., the determinant in the numerator of (29) is positive for every nonbasic p. This is, however,equivalent to the requirement that the basis has the structure presented in the rst line of (27).
Similarly, if B is a basis in the maximization problem (26), it is dual feasible i c p ?z p < 0 for every nonbasic p, i.e., the numerator in (29) is negative for every nonbasic p. This takes us to the structure in the second line of (27).
Based on this theorem we can derive formulas for the optimum values of problem (26), if m is small. Otherwise we can give simple dual type algorithm that solves the problem for the general case. As the formulas are simple and elegant only if m 2, we restrict ourselves to these cases. We have the formulas for m = 3, but we disregard their presentations because they are too complicated. 
For the case of r = 1 and m = 1 or m = 2 the above bounds coincide with known lower and upper bounds for the probability that at least one out of n events occur. For these known formulas and the references see Pr ekopa 5].
Algorithmic bounds. We have not presented formulas for l (r) and u (r) if S 0 r ; :::; S 0 r+m are known and m 3. However, a simple dual type algorithm for the solution of any of the (minimization or maximization) subproblems can be given. It consists of the following steps.
Step 1. Find an initial dual feasible basis B to the problem in agreement with Theorem 3.1.
Step 2. Check for B ?1 b 0. If it holds, then go to Step 4. Otherwise, go to Step 3.
Step 3. Pick any k for which (B ?1 b) k < 0. Remove the kth column from B and replace it by the uniquely determined vector which restores the dual feasible basis structure in Theorem 3.1. Go to Step 2.
Step 4. Stop, the basis is optimal and the corresponding basic solution is an optimal solution to the problem.
Solutions to the Subproblems of Problems (19)
We keep the notations introduced in Section 3 but now c = (1; 0; :::; 0) T . We pick a subproblem, suppress the subscripts j 1 ; :::; j s and cast it in the form (26). Below we state a theorem that can be proved by the use of similar ideas what we have used in the proof of Theorem 3.1. 
For the case of r = 1 and m = 1 or m = 2 the above bounds coincide with the known lower and upper bounds for the probability that exactly one out of n events occur. For these known formulas and the references see Pr ekopa 5].
For the case of a general m an algorithmic solution of the optimization problem, that produces the bound, can be given here too. It follows the same scheme as the algorithm that we have presented at the end of Section 3.
Summary of Bounding Formulas
We present the complete bounding formulas for the cases of m = 1; 2.
RRR Lower and upper bounds for P (r) Case m = 1. By (22), (23), (47) and (48) we obtain the bounds: 
The upper bound can be obtained by the use of (23) j ; k = 1; 2; 3. We present the matrices R (1) , R (2) , R (3) in detailed forms. For each event sequence, we compute the bounds for P( 2) for three di erent probability distributions. All the upper bounds are 1. The lower bounds are presented in Table 1 .
In Table 1 
