Abstract. In this paper, we classify the finite-dimensional irreducible linear representations of the Baumslag-Solitar groups BS.p; q/ D ha; b j ab p D b q ai for relatively prime p and q. The general strategy is to consider the matrix group given by the image of a representation and study its Zariski closure in GL n .
Baumslag-Solitar groups
A group G is said to be residually finite if, for each g 2 G, there is a finite group H and a homomorphism h W G ! H such that h.g/ ¤ 1. It is said to be Hopfian if each epimorphism W G G is an automorphism; equivalently, a group is non-Hopfian if it is isomorphic to one of its proper quotients. Residually finite groups are Hopfian, but not conversely. For nonzero integers p and q, the family of Baumslag-Solitar groups were defined in [1] to provide examples of finitely presented non-Hopfian groups. Note first that BS. p; q/ is just BS.p; q/, and further that BS.p; q/ Š BS.q; p/ by a 7 ! a 1 . The following definition helps classify the Baumslag-Solitar subgroups:
Definition 1.1. Positive integers p and q are said to be meshed if either (i) pjq or qjp, or
(ii) p and q have precisely the same prime divisors. As finitely-generated matrix groups are known to be Hopfian (see [3] ), it follows that the groups BS.p; q/ with p and q unmeshed do not have any faithful representations. On the other hand, the well-known representations
of BS.p; q/ are faithful when p D 1 and q > 1. so the BS.p; q/-action fixes the one-dimensional subspace span¹e 1 º, which is consequently a one-dimensional irreducible BS.p; q/-module. On the other hand, the only other proper, nonzero subspace fixed by a is span¹e 0 º, which is not fixed by b. Therefore, the representation (1.2) cannot be written as a direct sum of irreducible subrepresentations. This is in contrast to the case, say, of representations of finite groups in characteristic zero, where such a decomposition is always possible by Maschke's lemma. The present paper is concerned only with the irreducible representations of Baumslag-Solitar groups; the classification could then be used to study indecomposable representations by looking at composition series.
The following fact about Baumslag-Solitar groups will be useful:
Proof. Rewrite the Baumslag-Solitar relation as b p D a 1 b q a and take the j -th power of each side, giving
Now apply this to b p k repeatedly. In the case k > 0,
the k < 0 case is analogous, and the k D 0 case is immediate.
As a reference for representations of non-Hopfian Baumslag-Solitar groups, see [2] . There, Goodman shows the existence of some particular representations of BS.p; q/ when p and q are relatively prime, and characterizes the geometry of the variety of n-dimensional representations of BS.p; q/ at these points. 545 
Notation
Fix nonzero, relatively prime integers p and q, not both˙1, and let
Fix also an .n C 1/-dimensional complex -module V , and write
for the corresponding representation. (We consider an .nC1/-dimensional module, rather than an n-dimensional one, because it will later be convenient to index a basis by 0; 1; : : : ; n.) Let G denote the image of , and write A and B for .a/ and .b/, respectively. Finally, let H denote the subgroup of G generated by B.
3 The structure of G
We write G D G and H D H for the Zariski closures of G and H as subsets of GL nC1 .C/. We assume the standard results about linear algebraic groups, as found in Chapters 1-3 of [5] . In particular, recall that:
Key to the classification is that, while hbi is not a normal subgroup of , its image H will be normal in G. This fact is a consequence of the following two theorems:
Proof. It suffices to check that H is normalized by A, as B 2 H and A and B together generate G as an algebraic group. By the Baumslag-Solitar relation,
In turn, we see that
Conjugation by A therefore induces an automorphism of the finite group H=H 0 which takes hB p i=H 0 to hB q i=H 0 ; in particular, these two subgroups have the same order, and consequently the same index. By Fact 3.1 (ii), the former has index dividing p, whereas the latter has index dividing q. As p and q are relatively prime, both hB p i=H 0 and hB q i=H 0 must have index one in H=H 0 , so
so A normalizes H as desired.
(ii) H is a finite cyclic group generated by B,
Proof. (i) Since hBi is commutative, so is its closure H. Recall that a commutative linear algebraic group is the direct sum of its unipotent and semisimple parts, each of which is moreover a characteristic subgroup. Therefore H u E G, so we may consider the G-submodule V H u of points fixed by H u . Since H u is unipotent, it follows that V H u is nonzero. But V was simple by assumption, so V H u D V , which can only be the case if H u D 1. We must then have H D H s , so H is a commutative group of diagonalizable matrices, and therefore diagonalizable.
(ii) By the rigidity of diagonalizable subgroups, N G .H/=Z G .H/ is finite, so conjugation by A gives a finite-order automorphism of H. Let r denote this order. By Proposition 1.3 we have
Therefore hBi is finite. Consequently, hBi is already closed, so H D hBi.
(iii) If`D 1, this is immediate, so suppose`> 1. As H is cyclic of order`, jAut Hj D '.`/, so rj'.`/. By the argument from (ii),
The rest is elementary number theory. To summarize, we have now shown that every irreducible representation of factors through a metacyclic group, which is moreover cyclic-by-finite-cyclic. The following calculation will be useful in the next section:
as`D jBj by definition, we have p Á qs .mod`/. Statement (ii) is immediate from (i).
A basis for V
From now on, assume is irreducible, so that V is a simple -module and the results of Theorem 3.3 will apply. (We will not need to make use of algebraic groups any further.) As in the previous section, let`denote the order of B and s be the unique solution to p Á qs .mod`/. The next step is to get a canonical basis for V of eigenvectors of B which behaves nicely under multiplication by A.
Proposition 4.1. Let v be a nonzero -eigenvalue of B for some .
(ii) ¹v; Av; A 2 v; : : : ; A n vº is a basis of B-eigenvectors.
(iii) The eigenvalues of B are distinct primitive`-th roots of unity.
Proof. which is a proper subspace of V . Since A is invertible, this cannot be the case, so A nC1 v must be a -eigenvector of B.
Interpreting these as statements about the matrices of A and B in a particular basis, we have essentially proven the following result: for some nonzero complex number c and some primitive`-th root of unity .
Proof. Rescale the basis from Proposition 4.1 (ii).
We can cast these results in more representation-theoretic terms. Suppose we have a representation of the form (4.3) with c D 1. Let
Then we have D ind Á , where W Á ! C is the character of Á sending b to and a to 1. In principle, we could now complete the classification of simple -modules by applying the Mackey irreducibility criterion to see which of these characters induce irreducible representations of . As it turns out, though, the argument from first principles in the next section is simpler.
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Classification of simple -modules
In Proposition 4.3, we saw that each .n C 1/-dimensional simple representation of is conjugate to one of the form (4.3). In this section, we completely characterize such representations, thereby giving a complete description of the irreducible representations of . Theorem 5.1. Let c be a nonzero complex number,`a positive integer, a primitive`-th root of unity, and p Á qs .mod`/. There is an .n C 1/-dimensional representation of sending a to A and b to B, where A and B are as in (4.3), if and only if`divides q nC1 p nC1 .
Proof. Note that this condition implies that`is relatively prime to both p and q. We just need to check when AB p D B q A. Let ¹e 0 ; e 1 ; : : : ; e n º denote the standard basis of C nC1 . For 0 Ä k Ä n,
and
D´c qs kC1 e kC1 if k < n;
For k Ä n, the condition c ps k D c qs kC1 is always satisfied, as it is equivalent to p Á qs .mod`/. For k D n, the condition c ps n D c q is equivalent to the condition ps n Á q .mod`/. Multiplying through by q n , we have pq n s n Á q nC1 .mod`/. As p Á qs .mod`/, this just says that p nC1 Á q nC1 .mod`/, or in other words that`divides q nC1 p nC1 .
As an example, consider three-dimensional representations of BS.2; 5/ of this form. We want to pick some value for`which divides Notice that the former are reducible while the latter are not. All that remains is to distinguish these two cases. From Proposition 4.1 (iii), we know that it is a necessary condition that the eigenvalues ; s ; : : : ; s n be distinct. Clearly this condition is sufficient as well -if it holds, then b fixes each span¹e i º, while a permutes them in a single orbit.
Corollary 5.2. Such a representation is irreducible if and only if`does not divide
Proof. We have seen already that irreducibility is equivalent to B having distinct eigenvalues. If B does not have distinct eigenvalues, then s i D s j for some i and j with i 6 Á j .mod`/, or equivalently s i Á s j .mod`/. This may be rewritten as s i j Á 1 .mod`/; multiplying through by q i j , we have
i.e.`divides q i j p i j . Finally, notice that the difference i j can take on any value between 1 and n.
Applying this to the example above, we see that which is in accord with our observation that taking`D 9 gave an irreducible representation, while taking`D 3 did not.
An application
The results above can be applied to a reverse question as well: roughly, given a representation, which groups does it represent? For this section, fix a nonnegative integer n and a positive integer`; let s be a primitive .n C 1/-st root of unity (mod`); let , c, A, and B be as in (4.3) . Let G D hA; Bi as before. We saw above that hBi E G, and it is clear from the form of A and B that hAi \ hBi D 1, so G is the semidirect product of hAi and hBi. Indeed, by Proposition 3.4 (i), we have
The order of G is finite precisely when c is a primitive m-th root of unity for some m, in which case hAi is cyclic of order lcm.m; n C 1/, and
where . 1/ D s 2 .Z`/ . By Theorem 5.1 and Corollary 5.2, the set of relatively prime pairs .p; q/ such that BS.p; q/ has a representation sending a to A and b to B is precisely the set of relatively prime pairs .p; q/ such that p Á qs .mod`/.
As an example, consider the (abstract) dihedral group D 12 of order 12. If G is isomorphic to D 12 , then by (6.1) and elementary group theory the only possibility is that m 0 D 1, n C 1 D 2, and`D 6. There is only one primitive square root of unity (mod 6), namely s Á 1 .mod 6/, so this corresponds to
where is a primitive sixth root of unity. The relatively prime pairs .p; q/ for which BS.p; q/ has a representation of the form (6.2) are then precisely those for which p Á q .mod 6/. In particular, the relatively prime pairs .p; q/ such that BS.p; q/ has D 12 as a quotient are precisely those p and q such that either p Á 1 .mod 6/; q Á 1 .mod 6/ (6.3) or p Á 1 .mod 6/; q Á 1 .mod 6/ (6.4) holds, and gcd.p; q/ D 1.
Conclusion
It is hoped that these results can be generalized to the case of arbitrary BaumslagSolitar groups, which contain the groups examined here as subgroups: if The example from Section 6 does not seem to permit a tidy generalization that would characterize, say, those Baumslag-Solitar groups having D 2N as a quotient. For instance, the number of primitive .n C 1/-st roots of unity (mod`) is not currently known in general.
