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ROUGH PATH THEORY TO APPROXIMATE RANDOM
DYNAMICAL SYSTEMS
H. GAO, M.J.GARRIDO–ATIENZA, A. GU, K. LU, AND B. SCHMALFUSS
Abstract. We consider the rough differential equation dY “ fpY qdω where
ω “ pω,ωq is a rough path defined by a Brownian motion ω on Rm. Under
the usual regularity assumption on f , namely f P C3
b
pRd,Rdˆmq, the rough
differential equation has a unique solution that defines a random dynamical
system ϕ0. On the other hand, we also consider an ordinary random differen-
tial equation dYδ “ fpYδqdωδ, where ωδ is a random process with stationary
increments and continuously differentiable paths that approximates ω. The
latter differential equation generates a random dynamical system ϕδ as well.
We show the convergence of the random dynamical system ϕδ to ϕ0 for δ Ñ 0
in Ho¨lder norm.
1. Introduction
The theory of random dynamical systems (RDS) allows to study the qualitative
longtime behavior of differential equations containing random terms. For a com-
prehensive overview of this theory we refer to Arnold [1]. There are at least two
classes of these differential equations with random terms. One class is given by
ordinary differential equations satisfying (roughly speaking) existence and unique-
ness conditions with noise dependent coefficients (the meaning of noise is given in
Definition 2 below). The second class are stochastic differential equations. The
solutions of these equations in general contain a stochastic integral in the sense
of Ito or Stratonovich, defined as a limit in probability of special Riemann sums
related to the integrand and the increments of the noise, see for a precise definition
Kunita [17]. Remarkably, these integrals are defined only almost surely. This leads
to the fact that the solutions are defined almost surely where exceptional sets may
depend on the initial condition, causing that the solutions of these equations do not
generate an RDS, see Definition 4. To derive from an Ito (Stratonovich) equation
an RDS some effort is necessary. In particular one has to combine the fact that
a stochastic differential equation generates a stochastic flow, see Kunita [17], to
further apply a perfection technique that gives a version of the solution random
field which is an RDS, see Kager and Scheutzow [16].
A way to avoid exceptional sets is to consider a pathwise definition of the stochas-
tic integral based on fractional derivatives. For Ho¨lder continuous driven processes
with Ho¨lder exponent bigger than 1{2 the definition of the integral is nothing else
than the well-known Young integral, see Young [19] and Za¨hle [20]. In this frame-
work, there are already several investigations proving that the (pathwise) solutions
driven by these processes generate an RDS, and even stating for instance the ex-
istence of random attractors and invariant manifolds that describe the longtime
behavior of the solution, see Chen et al. [4], Gao et al. [7], Garrido-Atienza et
al. [9], [10] and [8]. For less regular processes, much less is known. Nevertheless,
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there are already some results establishing that the solution to evolution equations
driven by Ho¨lder continuous functions with Ho¨lder exponent in p1{3, 1{2s generates
an RDS, see Garrido-Atienza et al. [11]. The main tool used in that paper is a
compensation of fractional derivatives. Note that the case of a Brownian motion is
included in these considerations. An alternative method to obtain from a stochas-
tic differential equation an RDS is to interpret such an equation in the rough path
sense. Indeed the stochastic integral related to this theory is pathwise as well, so
that one can avoid exceptional sets depending on the initial states. The cocycle
property then follows easily from the additivity and a shift property of the rough
path integral. In this context we would like to mention the recent papers Bailleul
et al. [2] and Hesse and Neamtu [15].
The main goal of this article is to approximate the RDS generated by a rough
equation by RDS generated by random ordinary differential equations. In order to
do that, we shall have to calculate the difference of solutions of two rough differential
equations driven by different noises, for which it will be necessary to estimate the
distance of the two noises in a particular metric, that in fact measures the distance of
the two noise paths via the Ho¨lder norm but also the distance of the corresponding
Le´vy areas (that are second order processes) of the lifted noises in Ho¨lder norm.
Then in a first step we have to show that these Le´vy areas are well-defined. To
be more precise, for a path ω of the Brownian motion we define the stationary
Gaussian noise ωδ such that ω
1
δprq :“
1
δ
θrωpδq such that δ ą 0 and θr is defined by
(2) below, and consider the Gaussian process Xδ :“ ωδ ´ ω. We then show that
this random process has a particular increment covariance so that the stochastic
integration theory by Friz and Hairer [5] or by Friz and Victoir [6] can be applied.
As a result, we obtain that the moments of the Le´vy areas of Xδ converge to zero
when δ goes to zero. This then gives us the convergence of ωδ to ω and their
corresponding Le´vy areas as well. Hence the solution of the differential equation
driven by ωδ converges to the solution of the rough equation driven by a path of the
Brownian motion ω and the same is true for the RDS generated by these equations.
This kind of approximation by ωδ has been used for stochastic ordinary and partial
differential equations when the noise is very simple, see Gu et al. [13] and [14]. In
these papers the authors prove the convergence of the attractors of the RDS driven
by ωδ to the attractor of the RDS of the original equation. Due to the fact that the
noise in these papers is trivial (additive noise or linear multiplicative noise), the
authors apply a transformation technique rewriting the original stochastic equation
into a random equation. In particular, with this strategy the convergence of the
Le´vy area is not necessary. With the techniques developed in the current paper,
in forthcoming investigations we will try to obtain similar results regarding conver-
gence of random attractors, but without transformations of the stochastic system
into a random one and for more complicated nontrivial diffusion coefficients.
The article is organized as follows: In Section 2 we introduce the definitions of
rough path, metric dynamical system and RDS. In Section 3 we define stochastic
integrals based on the increment covariance and formulate the Kolmogorov criterion
for rough paths. In Section 4 we apply these results to obtain that the moments
of the Le´vy area of Xδ converge to zero to further establish that the area related
to ωδ converges to the area related to ω when δ Ñ 0. This interesting fact will
be exploited to prove the convergence of the RDS generated by the solution of the
equation driven by ωδ to the RDS generated by the solution of the equation driven
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by ω, in the case that ω is the Brownian motion. In the Appendix we calculate the
covariance of Xδ and ωδ when ω is a fractional Brownian motion with any Hurst
parameter H P p0, 1q.
2. Preliminaries on Rough Path Theory and Random Dynamical
Systems
For a given T1 ă T2 P R, denote by ∆rT1, T2s the simplex ∆rT1, T2s “ tps, tq : T1 ď
s ď t ď T2u. Let X be a mapping from rT1, T2s to R
m and X be a mapping from
∆rT1, T2s to R
mˆm. These mappings are called Ho¨lder continuous if the seminorms
given by
|||X |||β :“ sup
ps,tqP∆rT1,T2s,s‰t
|Xptq ´Xpsq|
pt´ sqβ
, |||X|||2β :“ sup
ps,tqP∆rT1,T2s,s‰t
|Xps, tq|
pt´ sq2β
are finite. In that case, we writeX P CβprT1, T2s,R
mq andX P C2βp∆rT1, T2s,R
mˆmq.
Definition 1. A β–rough path on an interval rT1, T2s with values in R
m consists of
a function X P CβprT1, T2s,R
mq, β P p1{3, 1{2q, as well as a second order process
X P C2βp∆rT1, T2s,R
mˆmq, subject to the Chen’s algebraic relation
(1) Xps, tq ´ Xps, uq ´ Xpu, tq “ pXpuq ´Xpsqq b pXptq ´Xpuqq
for T1 ď s ď u ď t ď T2.
X is usually referred as the path component whereas X is the (Le´vy) area component.
Note that when X is smooth, we can define X by
Xps, tq “
ż t
s
pXprq ´Xpsqq bX 1prqdr.
However, in the rough case we need to find sufficient conditions under which X can
be enhanced with a well-defined area component X, see Section 3. This property is
also known as X can be lifted to a rough path X “ pX,Xq and X is the lift of the
process X .
For β P p1{3, 1{2q we denote by CβprT1, T2s,R
mq the space of Ho¨lder rough paths
X :“ pX,Xq.
If, in addition, the symmetric part of X is given by
SympXps, tqq “
1
2
pXptq ´Xpsqq b pXptq ´Xpsqq
then we will say that X is a geometric Ho¨lder rough path and denote the corres-
ponding space by Cβg prT1, T2s,R
mq.
It is interesting to point out that the space of geometric rough paths can be defined
as the closure of smooth paths, enhanced with their iterated Riemann integrals,
with respect to the metric ρβ defined below, in C
βprT1, T2s,R
mq, see [5], Exercise
2.12.
Moreover, given two rough paths X,Y P CβprT1, T2s,R
mq we define the Ho¨lder
rough path metric by
ρβ,T1,T2pX,Yq :“ sup
ps,tqP∆rT1,T2s,s‰t
ˆ
|Xptq ´Xpsq ´ Y ptq ` Y psq|
pt´ sqβ
`
|Xps, tq ´ Yps, tq|
pt´ sq2β
˙
4 H. GAO, M.J.GARRIDO–ATIENZA, A. GU, K. LU, AND B. SCHMALFUSS
and the β-Ho¨lder homogeneous rough path norm of X by
|||X|||β :“ |||X |||β `
b
|||X|||2β.
In what follows we introduce the concept of an RDS. We start with the definition
of a general noise.
Definition 2. Let pΩ,F ,Pq be a probability space. A metric dynamical system on
pΩ,F ,Pq is given by a family of measurable transformations
θ : pRˆ Ω,BpRq b Fq Ñ pΩ,Fq
such that
(1) For t1, t2 P R,
θt1`t2 “ θt1 ˝ θt2 “ θt2 ˝ θt1 .
(2) The measure P is invariant with respect to θ.
(3) P is ergodic with respect to θt, that is, for any θt-invariant set A P F , either
PpAq “ 1 or PpAq “ 0.
Example 3. A fractional Brownian motion BH in Rm with Hurst parameter H P
p0, 1q is a centered and continuous Gaussian process with covariance
RBH ps, tq “
1
2
p|t|2H ` |s|2H ´ |t´ s|2Hqid t, s P R,
where id is the identical matrix in Rmˆm, that is, we assume that BH has indepen-
dent components. No matter the value of the Hurst parameter, we can consider a
canonical version of this random process given by
pC0pR,R
mq,BpC0pR,R
mqq,PH , θq,
where C0pR,R
mq is the topological space of continuous functions which are zero at
zero equipped with the compact open topology. This topology is metrizable giving us
a Polish space. BpC0pR,R
mqq denotes the Borel σ-algebra of C0pR,R
mq and the
probability PH is the Gaussian measure of B
H generated by the covariance RBH .
For θ we consider the so-called Wiener shift defined by
(2) θtωp¨q “ ωp¨ ` tq ´ ωptq, for t P R.
Then pC0pR,R
mq,BpC0pR,R
mqq,PH , θq is a metric dynamical system, see [12]. In
addition there exists a θ-invariant set Ω of full PH–measure such that ω P Ω is
β–Ho¨lder continuous for every β ă H on any interval r´T, T s. On Ω we choose F
to be the trace-algebra of BpC0pR,R
mqq with respect to Ω, and for the restriction of
PH to this new σ-algebra we use again the same symbol PH . In the following we
will work on pΩ,F ,PH , θq, that is also a metric dynamical system, see [3].
Finally, note that when H “ 1{2 the fractional Brownian motion reduces to the
Brownian motion B1{2.
Now we introduce the definition of a random dynamical system (RDS).
Definition 4. Let pΩ,F ,P, θq be a metric dynamical system. An RDS over pΩ,F ,P, θq
is given by a measurable mapping ϕ : R` ˆ Ωˆ Rm ÞÑ Rm such that
(1) ϕp0, ω, ¨q “ id, for all ω P Ω.
(2) The cocycle property holds true, that is,
ϕpt1 ` t2, ω, ¨q “ ϕpt2, θt1ω, ϕpt1, ω, ¨qq
for all ω P Ω and t1, t2 P R
`.
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Later we will deal with rough differential equations, that is, differential equations
that are driven by rough (non-differentiable) paths. We will use the rough path
theory to give a meaning to these equations. The stochastic integral will be given
in terms of compensated Riemann sums, thus the pathwise solution will enjoy the
property that it generates an RDS, provided that the considered noise forms a
metric dynamical system. This will be the case since in this paper we restrict our
considerations to Brownian motion, whose canonical interpretation forms a metric
dynamical system as we have already stated in Example 3. The theory of RDS will
be further applied in forthcoming works to study longtime behavior properties of
solutions of rough differential equations.
We would like to refer to the papers [2] and [15], where it is also investigated the
generation of RDS by the solutions of rough equations.
3. General results on the lift of Gaussian processes
In this section, we would like to remind several results (that the reader can find
in the monograph [5]) which shall help in order to construct the lift of a Gaussian
process.
Let X be a one dimensional process on R and suppose that Xptq P L2. Then
RXps, tq :“ EXpsqXptq
is the covariance of X . We define for s ă t, s1 ă t1 the incremental covariance by
R
ˆ
s t
s1 t1
˙
:“ EpXptq ´XpsqqpXpt1q ´Xps1qq
and the ρ-variation over an rectangle rs, ts2 by
}RX}ρ,rs,ts2 :“
ˆ
sup
Pps, tq,
P 1ps, tq
ÿ
rσ, τ s P P ,
rσ1, τ 1s P P 1
ˇˇ
ˇˇR
ˆ
σ τ
σ1 τ 1
˙ ˇˇˇˇρ˙1{ρ
for 1 ď ρ ă 2.
In this article, Pps, tq denotes as usual a partition of the considered interval rs, ts
and |Pps, tq| denotes the corresponding maximal mesh length.
The finiteness of the ρ-variation over rectangles allows us to define a stochastic
integral for Gaussian processes, see Friz and Hairer [5], Proposition 10.3.
Theorem 5. Let X, Y be two continuous centered independent Gaussian processes
such that for some 1 ď ρ ă 2
}RX}ρ,rs,ts2 , }RY }ρ,rs,ts2 ă 8.
Then for every 0 ď s ď t the stochastic integralż t
s
pY prq ´ Y psqq b dXprq
is defined as an L2-limit of the Stieltjes integrals
ş
P
pY prq ´ Y psqq b dXprq when
|Pps, tq| Ñ 0. Moreover,
E
ˆż t
s
pY prq ´ Y psqq b dXprq
˙2
ď C}RX}ρ,rs,ts2 }RY }ρ,rs,ts2
holds, where the constant C depends on ρ.
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Theorem 6. Let X “ pX1, ¨ ¨ ¨ , Xmq be a continuous centered Gaussian process in
R
m with independent components, for which there exist ρ P r1, 3
2
q and M ą 0 such
that for every i P t1, ¨ ¨ ¨ ,mu and all 0 ď s ď t ď T
}RXi}ρ,rs,ts2 ďM |t´ s|
1{ρ.
Define, for 1 ď i ă j ď m and 0 ď s ă t ď T , in the L2-sense, the process
X
i,jps, tq “
ż t
s
pX iprq ´X ipsqqdXjprq
and
X
i,ips, tq “
1
2
pX iptq ´X ipsqq2,
X
j,ips, tq “ ´ Xi,jps, tq ` pX iptq ´X ipsqqpXjptq ´Xjpsqq.
Then there exists a version of X and X so that for any β P p1
3
, 1
2ρ
q we have a rough
path X “ pX,Xq P Cβg pr0, T s,R
mq almost surely.
For the proof of this result see Theorem 10.4 in [5].
The following result, that is an adaptation of Theorem 3.3 in [5], will allow us to
measure the distance between two lifts. This theorem is a version of the well-known
Kolmogorov test.
Theorem 7. Let q ě 1, 1{ρ´ 1{q ą 2{3 and X “ pX,Xq and Y “ pY,Yq be two
rough paths in Rm such that for all ´T ď s ă t ď T
|Xptq ´Xpsq|L2q ď C|t´ s|
1{p2ρq, |Xps, tq|Lq ď C|t´ s|
1{ρ,
|Y ptq ´ Y psq|L2q ď C|t´ s|
1{p2ρq, |Yps, tq|Lq ď C|t´ s|
1{ρ,
for some constant C ą 0. Assume that for some ε ą 0 and all ´T ď s ă t ď T
|Xptq ´Xpsq ´ pY ptq ´ Y psqq|L2q ď εC|t´ s|
1{p2ρq,
|Xps, tq ´ Yps, tq|Lq ď εC|t´ s|
1{ρ.
Let β P p1
3
, 1
2ρ
´ 1
2q
q. Then |||X|||β, |||Y|||β P L2q and
|ρβ,0,T pX,Yq|L2q ď εM
where M ą 0 is independent on ε and depends increasingly on C.
We would like to stress that Theorem 3.3 works for rough paths pX,Xq defined on
r´T, T s ˆ∆r´T, T s and not only for rough paths defined on r0, T s ˆ∆r´0, T s as
proved in [5].
Further we will consider centered, continuous Gaussian processes with independent
components X “ pX1, ¨ ¨ ¨ , Xmq and stationary increments. As we have seen above,
for the construction of a lift associated to X it suffices to estimate the ρ-variation
of the rectangular incremental covariance RXi , for all i P t1, ¨ ¨ ¨ ,mu, see Theorem
6. To this end, it is enough to focus on one component, hence, in the next result
X denotes a one-dimensional path, whose law is determined by
σ2pτq “ EpXpt` τq ´Xptqq2(3)
for t P R, τ ě 0.
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Theorem 8. Let X be a real-valued continuous centered Gaussian process with sta-
tionary increments. Assume that σ2p¨q given by (3) is concave and non–decreasing
on r0, hs, for some h ą 0. Assume also
(4) σ2ptq ď Lt1{ρ
for L ą 0, ρ ě 1 and t P r0, hs. Then the incremental covariance RX of X satisfies
}RX}ρ,rs,ts2 ď LMpt´ sq
1{ρ
for all intervals rs, ts with length smaller than h and M “Mpρ, hq ą 0.
If now X “ pX1, ¨ ¨ ¨ , Xmq is a centered continuous Gaussian process with indepen-
dent components such that each X i satisfies the above assumptions with common
values of h, L and ρ P r1, 3
2
q, then X can be lifted to X P Cβg pr0, T s,R
mq.
For the proof of this result we refer to Theorem 10.9 and Corollary 10.10 in [5].
Note that revisiting the proof of Theorem 10.9 in [5], on account of (4) it turns out
that for an interval rs, ts of length smaller than h, for Π “ ttiu and Π
1 “ tt1ju two
partitions of rs, ts, if we fixed i thenÿ
t1jPΠ
1
ˇˇˇ
EpXpti`1q ´XptiqqpXpt
1
j`1q ´Xpt
1
jqq
ˇˇˇρ
ď
2
31´ρ
`
2σ2pti`1 ´ tiq
˘ρ
`
Lρ
31´ρ
|ti`1 ´ ti| ď
´21`ρ ` 1
31´ρ
¯
Lρ|ti`1 ´ ti|,
hence summing over ti and taking the supremum we obtain
}RX}ρ,rs,ts2 ď L
´21`ρ ` 1
31´ρ
¯1{ρ
pt´ sq1{ρ “: LMpt´ sq1{ρ
that is, the value of the constant M above is given by
(5) M :“
´21`ρ ` 1
31´ρ
¯1{ρ
.
4. Approximation of the Brownian motion by a stationary process
Let us consider the metric dynamical system pΩ,F ,P 1
2
, θq introduced in Example
3 in Section 2 and denote by ω :“ B1{2pωq P Ω the canonical Brownian motion on
R with values in Rm.
First of all, in this section we want to enhance ω to obtain the lift ω :“ pω,ωq.
Note that any of the components ωi of ω is such that
σ2ωipuq “ u,
for u ě 0, that obviously is non–decreasing and concave on any time interval r0, T s.
Since ρ P p1, 2s we can estimate
σ2ωipuq “ u ď T
1´1{ρu1{ρ,
hence, applying Theorem 8 we obtain
}Rωi}ρ,rs,ts2 ď T
1´1{ρM |t´ s|1{ρ(6)
with M given by (5). For ωi,jps, tq we choose the interpretation of the integral in
[5], Chapter 10, namely
ω
i,jps, tq :“
ż t
s
pωiprq ´ ωipsqqdωjprq, s ď t P R` a.s.(7)
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Despite the fact that the results of Section 3 are formulated in R`, for our purposes
we need all the lifts to be defined on R. Therefore, we extend the rough path ω to
r´T, T s so that Chen’s equality holds, that is, for all s ă 0 ă t
ω
i,jps, tq :“ ωi,jps, 0q ` ωi,jp0, tq ´ ωjptqωipsq,(8)
which means that we can restrict to check whether ωi,jps, 0q is well-defined for
s ă 0. Taking into account thatż
Pps,0q
pωprq ´ ωpsqq b dωprq “
ż
Pp0,´sq
θsωprq b dθsωprq(9)
and that θsω is a Brownian motion with the same incremental covariance as ω, then
the limit when |Pps, 0q| Ñ 0 of (9) exists in the L2 sense, which in turn implies
that ωps, tq exists for every s ă t P R due to Theorem 5.
Furthermore, by Theorem 6 we can find a rough path ω :“ pω,ωq P Cβg pr´T, T s,R
mq
for any T ą 0. Defining on a set of measure zero ωps, tq “ 0 we find a version such
that ω P Cβg pr´T, T s,R
mq for all ω P Ω.
Moreover, in virtue of Theorem 6 we can also define a version
(10) θτω :“ pθτω, θτωq P C
β
g pr´T, T s,R
mq for all T ą 0, a.s.
We emphasize that θτω represents the area of the path θτω.
Now for δ P p0, 1s we define the approximations
(11) ωδptq :“
1
δ
ż t
0
θrωpδqdr “
ż t
0
ωpδ ` rq ´ ωprq
δ
dr, t P R.
We can interpret
pt, ωq ÞÑ ωδptq
as a random process on pΩ,F ,P 1
2
, θq. Also, it is readily seen that
Rˆ Ω Q pt, ωq ÞÑ ω1δptq “
1
δ
θtωpδq
is well-defined, hence ωδ can be enhanced by defining the Riemann integral
(12) ωδps, tq :“
ż t
s
pωδprq ´ ωδpsqq b ω
1
δprqdr, s ď t P R.
Then
pps, tq, ωq Ñ ωδps, tq
for s ď t P R is a random field on pΩ,F ,P 1
2
, θq. Moreover, it is straightforward to
prove the corresponding Chen’s relation (1), henceforth the lift ωδ :“ pωδ,ωδq is a
rough path.
We also define
θτωδps, tq :“
ż t
s
pθτωδprq ´ θτωδpsqq b pθτωδq
1prqdr, τ P R, s ď t P R, ω P Ω.
Then it is easy to see
θτωδps, tq “ ωδps` τ, t` τq.(13)
Now we define
(14) θτωδ :“ pθτωδ, θτωδq, τ P R.
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It is an immediate exercise to check that θτωδ is a rough path on r´T, T sˆ∆r´T, T s,
for any T ą 0.
Also for δ P p0, 1s we define the random process
Rˆ Ω Q pt, ωq ÞÑ Xδpt, ωq :“ ωδptq ´ ωptq P R
m.
Lemma 9. Xδ and ωδ are centered Gaussian processes on R with stationary in-
crements.
Proof. Note that the integrand defining ωδ is continuous on any r´T, T s for any
fixed δ and any T ą 0. Also the second moments of the integrand are uniformly
bounded in r´T, T s. Then ωδ (and therefore Xδ as well) is a Gaussian process, see
[18], Pages 91 and 297.
Next, we prove that Xδ has stationary increments. A simply computation shows
that, for s, t P R,
Xδpt` s, ωq ´Xδpt, ωq “
1
δ
ż t`s
t
θrωpδqdr ´ pωpt` sq ´ ωptqq
“
1
δ
ż s
0
θrθtωpδqdr ´ θtωpsq
“Xδps, θtωq.
This means that the increment Xδpt` s, ωq´Xδpt, ωq has the same distribution as
Xδps, ωq due to the fact that θt is measure-preserving. The same holds for ωδ. 
Our next goal is to check that Xδ can be enhanced, in such a way that we obtain
a rough path pXδ,Xδq on r´T, T s ˆ∆r´T, T s, for any T ą 0.
Theorem 10. The variance of any of the components X iδ of Xδ satisfies
σ2
Xi
δ
puq ď δ1´1{ρu1{ρ,
for u ě 0, δ P p0, 1s, ρ P r1, 2q. As a result,
}RXi
δ
}ρ,rs,ts2 ď δ
1´1{ρM |t´ s|1{ρ
with M defined by (5).
Proof. We know from Corollary 24 in the Appendix, that the variance σ2
Xi
δ
of each
component X iδ is given by
(15) σ2Xi
δ
puq “
"
u´ u
3
3δ2
, 0 ď u ă δ,
2
3
δ, u ě δ,
for 1 ď i ď m. Obviously, σ2
Xi
δ
puq is a continuous function and it is non-decreasing.
Moreover, σ2
Xi
δ
p¨q is concave and from (15) it is easily seen that
σ2Xi
δ
puq ď Lu1{ρ, with L :“ Lpδ, ρq “ δ1´1{ρ
for u ě 0. Furthermore, as a consequence of Theorem 8 and the estimate (5), we
can derive the following explicit estimate for the ρ-variation norm of RXi
δ
:
(16) }RXi
δ
}ρ,rs,ts2 ď δ
1´1{ρ
ˆ
2ρ`1 ` 1
31´ρ
˙1{ρ
|t´ s|1{ρ.

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Corollary 11. For δ P p0, 1s the area
Xδps, tq :“
ż t
s
pXδprq ´Xδpsqq b dXδprq
is well-defined for all 0 ď s ď t. In particular we have
|Xi,jδ ps, tq|
2
L2
ď Cδ2p1´1{ρqM2|t´ s|2{ρ
where M has been defined in Theorem 10, and C only depends on ρ.
Proof. For i ‰ j the above statement follows directly from Theorem 5 and (16).
On the other hand, for i “ j note that, for all 0 ď s ď t,
|Xi,iδ ps, tq|
2
L2
ď E|X iδptq ´X
i
δpsq|
4 ď 3pE|X iδptq ´X
i
δpsq|
2q2
ď 3δ2p1´1{ρqM2|t´ s|2{ρ.

Remark 12. In fact, we can consider Xi,jδ ps, tq for all s ă t P R. For s ď 0 ď t
we define for 1 ď i, j ď m
(17) Xi,jδ ps, tq :“ X
i,j
δ ps, 0q ` X
i,j
δ p0, tq ´X
j
δ ptqX
i
δpsq,
hence we only need to give meaning to Xi,jδ ps, 0q. From Lemma 9 we know that Xδ
has stationary increments, therefore the incremental covariance of Xδ and θsXδ are
the same. We then could follow exactly the same steps as we did to define ωps, 0q
for s ă 0.
In addition, in virtue of Corollary 11 we have that, for any 1 ď i, j ď m and
s ď 0 ď t,
|Xi,jδ ps, tq|
2
L2
ď3
´
|Xi,jδ ps, 0q|
2
L2
` |Xi,jδ p0, tq|
2
L2
`
`
E|X iδpsq|
4
E|Xjδ ptq|
4
˘1{2¯
ďCδ2p1´1{ρqM2pp´sq2{ρ ` t2{ρq ď Cδ2p1´1{ρqM2pt´ sq2{ρ ă 8,
where in the penultimate inequality we have used the fact that the mapping pa, bq ÞÑ
|b´ a|θ for θ ě 1 is a control function, see [6], Page 22. Note that the last term of
the right hand side above can be estimate in this way because
`
E|X iδpsq|
4
E|Xjδ ptq|
4
˘1{2
ď Cδ2´2{ρp´sq1{ρt1{ρ ď Cδ2´2{ρpp´sq2{ρ ` t2{ρq.
Note that for s ă t ď 0, by shifting the time we have |Xi,jδ ps, tq|L2 “ |X
i,j
δ p0, t´sq|L2
which can be considered similarly to the case in Corollary 11.
Theorem 13. Let δ P p0, 1s, ρ ą 1 and q ą 1 so that 1{ρ´ 1{q ą 2{3. Then for
every β P p1
3
, 1
2ρ
´ 1
2q
q, we have |||ω|||β, |||ωδ|||β P L2q. Furthermore, there exists a
positive constant Cq,ρ,T that may depend on T , q and ρ such that
|ρβ,s,tpωδ,ωq|L2q ď Cq,ρ,T δ
1{2p1´1{ρq.
Therefore,
lim
δÑ0
E
`
ρβ,s,tpωδ,ωqq
2q “ 0,
for any rs, ts Ă r´T, T s.
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Proof. Assume first that 0 ď s ď t. To prove this result we are going to apply
the version of Kolmogorov’s theorem, see Theorem 7, hence we have to check the
corresponding moment conditions for ωδ, ω and its difference (with a uniform
constant that does not depend on δ).
Throughout the proof C is a constant that may depend on ρ and/or T but not on
δ, and may change from line to line. We will emphasize the dependence of these
values when we think it is suitable to do it.
Notice that for i ‰ j we can consider the following splitting
X
i,j
δ ps, tq “
ż t
s
rpωiδ ´ ω
iqprq ´ pωiδ ´ ω
iqpsqsdpωjδ ´ ω
jqprq
“
ż t
s
rωiδprq ´ ω
i
δpsqsdω
j
δprq ´
ż t
s
rωiprq ´ ωipsqsdωjδprq
´
ż t
s
rpωiδ ´ ω
iqprq ´ pωiδ ´ ω
iqpsqsdωjprq
“: ωi,jδ ps, tq ´ I
1,i,j
δ ps, tq ´ I
2,i,j
δ ps, tq.
The integral I1,i,jδ can be rewritten as
I
1,i,j
δ “
ż t
s
rωiprq ´ ωipsqsdωjprq `
ż t
s
rωiprq ´ ωipsqsdpωjδ ´ ω
jqprq
“: ωi,jps, tq ` I3,i,jδ ps, tq.
Hence, from the previous considerations we obtain that
ω
i,j
δ ps, tq ´ ω
i,jps, tq “ Xi,jδ ps, tq ` I
2,i,j
δ ps, tq ` I
3,i,j
δ ps, tq.(18)
According to Theorem 5 we can estimate the second moments of I2,i,jδ and I
3,i,j
δ by
the respective variation seminorms of the incremental covariances. In fact,
E|I2,i,jδ ps, tq|
2 “ E
ˆˇˇˇ
ˇ
ż t
s
rX iδprq ´X
i
δpsqsdω
jprq
ˇˇˇ
ˇ
2˙
ď C}RXi
δ
}ρ,rs,ts2}Rωj }ρ,rs,ts2
(19)
and
E|I3,i,jδ ps, tq|
2 “ E
ˆˇˇˇ
ˇ
ż t
s
rωiprq ´ ωipsqsdXjδ prq
ˇˇˇ
ˇ
2˙
ď C}Rωi}ρ,rs,ts2}RXj
δ
}ρ,rs,ts2 .
(20)
Note that (16) and (6) together with (19) and (20) imply that
E|Ik,i,jδ ps, tq|
2 ď Cδ1´1{ρT 1´1{ρM2|t´ s|2{ρ,
for k “ 2, 3. Going back to (18), taking into account Corollary 11, we obtain that
E|ωi,jδ ps, tq ´ ω
i,jps, tq|2 ď 3E|Xi,jδ ps, tq|
2 ` 3E|I2,i,jδ ps, tq|
2 ` 3E|I3,i,jδ ps, tq|
2
ď CM2δ1´1{ρpδ1´1{ρ ` T 1´1{ρq|t´ s|2{ρ
ď CM2δ1´1{ρp1` T 1´1{ρq|t´ s|2{ρ.
(21)
In fact (21) can be rewritten as
|ωi,jδ ps, tq ´ ω
i,jps, tq|L2 ď Cε|t´ s|
1{ρ,
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where ε :“ δ1{2p1{´1{ρq and C above is a constant that depends on T and ρ, but not
on δ.
Moreover, for i ‰ j, on account of Theorem 5 and (6), we obtain
E|ωi,jps, tq|2 ď CT 2p1´1{ρqM2|t´ s|2{ρ.
As a result of the previous inequality and (21) we also obtain the corresponding
estimate for ωδ, namely
E|ωi,jδ ps, tq|
2 ď 2E|ωi,jδ ps, tq ´ ω
i,jps, tq|2 ` 2E|ωi,jps, tq|2
ď CM2
´
δ2p1´1{ρq ` δ1´1{ρT 1´1{ρ ` T 2p1´1{ρq
¯
|t´ s|2{ρ,
and therefore
|ωi,jps, tq|L2 ď C|t´ s|
1{ρ, |ωi,jδ ps, tq|L2 ď C|t´ s|
1{ρ.(23)
On the other hand, since ωiptq ´ ωipsq and ωiδptq ´ ω
i
δpsq are Gaussian variables,
see Lemma 9, taking into account that ωiδptq “ X
i
δptq ` ω
iptq we can estimate
E|ωiδptq ´ ω
i
δpsq ` ω
iptq ´ ωipsq|4 ď 8E|ωiδptq ´ ω
i
δpsq|
4 ` 8E|ωiptq ´ ωipsq|4
ď24pE|ωiδptq ´ ω
i
δpsq|
2q2 ` 24pE|ωiptq ´ ωipsq|2q2
ď96pE|X iδptq ´X
i
δpsq|
2 ` E|ωiptq ´ ωipsq|2q2 ` 24pE|ωiptq ´ ωipsq|2q2
ďC|t´ s|2{ρ,
where C is uniform with respect to δ P p0, 1s, and depends on T and ρ. Note now
that, by a direct computation, when i “ j we obtain
Epωi,iδ ps, tq ´ ω
i,ips, tqq2 “
1
4
E
ˆ
pωiδptq ´ ω
i
δpsqq
2 ´ pωiptq ´ ωipsqq2
˙2
“
1
4
E
ˆ
pωiδptq ´ ω
i
δpsq ` ω
iptq ´ ωipsqqpX iδptq ´X
i
δpsqq
˙2
ď
1
4
ˆ
E|pωiδptq ´ ω
i
δpsq ` ω
iptq ´ ωipsq|4E|pX iδptq ´X
i
δpsq|
4
˙1{2
and therefore
|ωi,iδ ps, tq ´ ω
i,ips, tq|L2 ď Cε|t´ s|
1{ρ,(24)
where we remind that ε “ δ1{2p1{´1{ρq. According to (6) we obtain
|ωi,ips, tq|L2 ď C|t´ s|
1{ρ.(25)
Again, by using triangle inequality
|ωi,iδ ps, tq|L2 ď C|t´ s|
1{ρ(26)
and therefore, taking into account (22)-(26), all the moment conditions for the areas
are satisfied in the particular case that q “ 2 (see Theorem 7).
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Now by the equivalence of Lq- and L2-norms on Wiener–Ito chaos, see [6], Appendix
D, for every q ą 1 we have
|ωps, tq|Lq ď Cq,ρ,T |t´ s|
1{ρ,
|ωδps, tq|Lq ď Cq,ρ,T |t´ s|
1{ρ,
|ωδps, tq ´ ωps, tq|Lq ď εCq,ρ,T |t´ s|
1{ρ.
On the other hand, by Theorem 10
|ωδptq ´ ωδpsq ´ pωptq ´ ωpsqq|L2q “ |Xδptq ´Xδpsq|L2q ď εCq,ρ,T |t´ s|
1{p2ρq,
and by (6)
|ωptq ´ ωpsq|L2q ď Cq,ρ,T |t´ s|
1{p2ρq.
These last two inequalities trivially imply that
|ωδptq ´ ωδpsq|L2q ď Cq,ρ,T |t´ s|
1{p2ρq,
see also Lemma 22 in the Appendix.
Now for every β P p1{3, 1{2q we can find ρ ą 1 and q ą 1 so that 1{ρ´ 1{q ą 2{3
and Theorem 7 can be applied, ensuring that |||ω|||β , |||ωδ|||β P L2q and
|ρβ,s,tpωδ,ωq|L2q ď Cq,ρ,T δ
1{2p1{´1{ρq.(27)
Hence,
lim
δÑ0
|ρβ,s,tpωδ,ωq|L2q “ 0.
So far, we have considered only the case 0 ď s ď t, but the other cases are qual-
itatively the same. In fact, if s ď 0 ď t by (8) and (17) we should only estimate
the second moments of I2,i,jδ and I
3,i,j
δ defined above. For instance, for I
2,i,j
δ we
observe
I
2,i,j
δ ps, tq “
ż 0
s
rX iδprq ´X
i
δpsqsdω
jprq `
ż t
0
X iδprqdω
jprq ´X iδpsqω
jptq,
that is,
I
2,i,j
δ ps, tq “ I
2,i,j
δ ps, 0q ` I
2,i,j
δ p0, tq ´X
i
δpsqω
jptq,
and the second moments of this splitting can be estimated using Theorem 5 and
the fact that the increments of Xδ and ω are stationary.
The case s ă t ď 0 could treated taking into account that |Xi,jδ ps, tq|L2 “ |X
i,j
δ p0, t´
sq|L2 , therefore we omit it here. 
Theorem 14. Consider a sequence pδiqiPN that converges sufficiently fast to zero
when iÑ8. Then we have the following convergences
lim
iÑ8
ωδi “ ω in C
βpr´T, T s,Rmq,
lim
iÑ8
ωδi “ ω in C
2βp∆r´T, T s,Rmˆmq
(28)
for every T ą 0, for all ω P Ω and β ă 1{2.
Proof. The assumption that the sequence pδiqiPN converges sufficiently fast to zero
has the meaning that we can apply the Borel-Cantelli lemma, therefore we will
restrict here to consider δi “ 2
´i. In addition, it is sufficient to fix an arbitrary
T “ n P N.
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Taking into account (27), for every β P p1{3, 1{2q we can find ρ ą 1 and q ą 1 so
that 1{ρ´ 1{q ą 2{3 and Theorem 7 can be applied, hence there exists a positive
constant Cn such that
E
`
ρβ,´n,npωδi ,ωq
˘2q
ď Cq,ρ,nδ
qp1´1{ρq
i “ Cq,ρ,n2
iqp1{ρ´1q Ñ 0,(29)
as iÑ8. Now, by the Chebyshev inequality and (29), we have that
P 1
2
`
ω : ρβ,´n,npωδi ,ωq ą 2
i{2p1{ρ´1q
˘
ď
1
2iq{2p1{ρ´1q
E
`
ρβ,´n,npωδi ´ ωq
˘2q
ď Cq,ρ,n2
iq{2p1{ρ´1q.
By Borel-Cantelli lemma, we conclude that there exist a set Ωpnq Ă Ω of full P 1
2
–
measure and i0 “ i0pω, nq ě 1 such that for every ω P Ω
pnq,
ρβ,´n,npωδi ,ωq ď 2
i{2p1{ρ´1q
for i ě i0. Now, taking Ωˆ
0 “
Ş
ně1
Ωpnq, we have P 1
2
pΩˆ0q “ 1. Replacing ω by θτω
we can introduce the full set Ωˆτ , τ P R.
In order to find an invariant set Ω1 where the convergences (28) take place, let
Ωτ be the measurable set with respect to the sigma-algebra F of all ω such that
pθτωδiqiPN converges in C
βpr´n, ns,Rmq for any n P N, i.e. the sequence forms a
Cauchy sequence for any n. The measurability of Ωτ follows because
sup
´nďsătďn
|θτωδips, tq|
|t´ s|2β
“ sup
t´nďsătďnuXQ
|θτωδips, tq|
|t´ s|2β
, and
C0pR,R
mq Q ω ÞÑ θτωδips, tq
is measurable. For the path component we can argue in a similar way, hence we
only consider the area component. In addition the set of ω for which a sequence
of random variables is a Cauchy sequence is measurable. The sets Ωτ contain
Ωˆτ , hence Ωτ are sets of full measure. Furthermore, if ω P Ωτ , the limit is in
Cβpr´n, ns,Rmq for n P N and an indistinguible version of θτω is given by (10),
which follows by the Borel-Cantelli argument as above. On the zero-measure set
pΩτ q
c
we set ω ” 0 such that the corresponding ω is the zero path. We denote
this new version by the same symbols: θτω “ pθτω, θτωq. In virtue of (13), for any
q, τ P R,
θτ`qωδips, tq “ θτωδips` q, t` qq,
and thus, taking limits we obtain
θτ`qωps, tq “ θτωps` q, t` qq
for all s ă t P R, such that Ωτ Ă Ωτ`q. In a similar way,
θτωδips, tq “ θτ`q´qωδips, tq “ θτ`qωδips´ q, t´ qq
which implies that Ωτ Ą Ωτ`q, and therefore taking τ “ 0
Ωq “ Ω0.
Then for q P R
θ´qΩ
0 “ θ´1q Ω
0
“ tω P Ω : θqωδi converges for n P Nwith metric ρβ,´n,nu “ Ω
q “ Ω0,
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hence Ω1 :“ Ω0 is θ invariant. We have defined ω ” 0 and ω to be the zero path,
hence the convergences of the statement holds true for all ω P Ω.

5. Rough path stability of the random dynamical systems
In this section we present the main result of this paper, concerning the convergence
when δ Ñ 0 of the solution process of a differential equation driven by ωδ to the
solution process of the rough equation driven by ω. We will present this conver-
gence result under the cocycle formulation.
As we already mentioned, we use the rough path theory to define the integral with
integrator ω. We recall therefore some of the basic facts regarding this theory,
namely the definition of a controlled rough path and the sewing lemma.
Definition 15. For β P p1{3, 1{2q, given ω P Cβpr0, T s,Rmq we say that Y P
Cβpr0, T s,Rdq is controlled by ω if there exist Y 1 P Cβpr0, T s,Rdˆmq and RY P
C2βp∆r0, T s,Rdq such that
Y ptq ´ Y psq “ Y 1psqpωptq ´ ωpsqq `RY ps, tq,
for 0 ď s ď t ď T . Y 1 is known as the Gubinelli derivative of Y and RY is the
remainder term.
We introduce the space of controlled rough paths
pY, Y 1q P D2βω pr0, T s,R
dq,
with the norm
}Y, Y 1}ω,β :“
ˇˇˇˇˇˇ
Y 1
ˇˇˇˇˇˇ
β
`
ˇˇˇˇˇˇ
RY
ˇˇˇˇˇˇ
2β
` |Y p0q| ` |Y 1p0q|.
Then pD2βω pr0, T s,R
dq, } ¨ }ω,βq is a Banach space, see [5], Page 56.
Taking into account the definition of the Wiener shift (2), it is straightforward to
see that that pY, Y 1q P D2βω prτ, τ ` T s,R
dq if and only if pY p¨ ` τq, Y 1p¨ ` τqq P
D
2β
θτω
pr0, T s,Rdq.
Furthermore, the composition of a smooth function with a controlled rough path is
yet a controlled rough path.
Lemma 16. Assume that pY, Y 1q P D2βω pr0, T s,R
dq and f P C2b pR
d,Rdˆmq. Then
fpY q is also controlled by ω with
pfpY ptqqq1 “ f 1pY ptqqY 1ptq,
RfpY qps, tq “ fpY ptqq ´ fpY psqq ´ f 1pY psqqY 1psqpωptq ´ ωpsqq.
For the proof we refer to [5], Lemma 7.3.
In what follows we would like to define the integral of a controlled rough path. The
idea is to define it by using compensations of Riemann sums, which makes sense
due to the following result, known as sewing lemma.
Define the space Cβ,γp∆r0, T s,Rmq of functions Ξ from∆r0, T s into Rm with Ξpt, tq “
0 and
}Ξ}β,γ “ |||Ξ|||β ` |||δΞ|||γ ă 8,
where δΞps, u, tq :“ Ξps, tq ´ Ξps, uq ´ Ξpu, tq with |||δΞ|||γ :“ sup
săuăt
|δΞps,u,tq|
|t´s|γ .
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Lemma 17. (Sewing lemma, [5, Lemma 4.2]). Assume β P p1{3, 1{2q and γ ą 1.
Then there exists a unique continuous map I : Cβ,γp∆r0, T s,Rmq Ñ Cβpr0, T s,Rmq
such that pIΞqp0q “ 0 and
(30) pIΞqptq ´ pIΞqpsq “ lim
|Pps,tq|Ñ0
ÿ
ru,vsPPps,tq
Ξpu, vq.
As a consequence, it is easy to derive that under the assumptions of Lemma 16,
considering
Ξpu, vq “ fpY puqqpωpvq ´ ωpuqq ` f 1pY puqqY 1puqωpu, vq
we can define the integral as follows
(31)
ż t
s
fpY prqqdωprq “ lim
|Pps,tq|Ñ0
ÿ
ru,vsPPps,tq
Ξpu, vq.
Note thatÿ
ru,vsPPps`τ,t`τq
`
fpY puqqpωpvq ´ ωpuqq ` f 1pY puqqY 1puqωpu, vq
˘
“
ÿ
ru,vsPPps,tq
`
fpY pu` τqqpωpv ` τq ´ ωpu` τqq ` f 1pY pu ` τqqY 1pu` τqωpu ` τ, v ` τq
˘
“
ÿ
ru,vsPPps,tq
`
fpY pu` τqqpθτωpvq ´ θτωpuqq ` f
1pY pu` τqqY 1pu` τqθτωpu, vq
˘
“
ÿ
ru,vsPPps,tq
`
fpY˜ puqqpθτωpvq ´ θτωpuqq ` f
1pY˜ puqqY˜ 1puqθτωpu, vq
˘
,
where in the last equality Y˜ denotes the function defined as Y˜ puq :“ Y pu` τq, for
u P rs, ts. Now, taking the limit as |Pps, tq| Ñ 0 in the above expression (and thus
also |Pps` τ, t` τq| Ñ 0), by (31) and the definition of θτω “ pθτω, θτωq, we haveż t`τ
s`τ
fpY prqqdωprq “
ż t
s
fpY pr ` τqqdθτωprq “
ż t
s
fpY˜ prqqdθτωprq.(32)
The expression (32) represents the behavior of the integral under a change of varia-
ble, and this will be the key property, together with the pathwise character of the
integral, to further establish the cocycle property for the RDS generated by rough
differential equations, see Lemma 19 below.
Now we would like to solve rough differential equations driven by the rough path
ω. For T ą 0, consider the equation"
dY ptq “ fpY ptqqdωptq, t P r0, T s
Y p0q “ ξ P Rd.
(33)
The integral against ω has to be understood as in (31) above. The following result
regarding the existence and uniqueness of a solution to (33) can be found in [5],
Theorem 8.4.
Theorem 18. Let us consider any T ą 0, β P p1{3, 1{2q, f P C3b pR
d,Rdˆmq and
ξ P Rd. Then there is a unique solution pY, Y 1q P D2βω pr0, T s,R
dq to (33), that is,
(34) Y ptq “ ξ `
ż t
0
fpY psqqdωpsq, @t P r0, T s
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with Y 1 “ fpY q.
In the next result we establish that the solution operator given by (34) is a cocycle.
Lemma 19. Over the metric dynamical system pΩ,F ,P 1
2
, θq introduced in Example
3, the solution of equation (33) generates a random dynamical system ϕ0 : R
` ˆ
Ωˆ Rm ÞÑ Rm given by ϕ0pt, ω, ξq “ Y ptq, for all t P r0, T s and ω P Ω.
Proof. First of all, the measurability of ϕ0 directly follows from the Picard iteration
argument. On the other hand, it is trivial to see that ϕ0p0, ω, ξq “ ξ. Therefore,
it remains to prove the cocycle property. Taking into account that the integral
defined by (31) is additive, and its behavior under a change of variable is given by
(32), we have the following chain of equalities
ϕ0pt` τ, ω, ξq “ ξ `
ż t`τ
0
fpY psqqdωpsq
“ ξ `
ż τ
0
fpY psqqdωpsq `
ż t`τ
τ
fpY psqqdωpsq
“ Y pτq `
ż t
0
fpY ps` τqqdθτωpsq.
Considering again the auxiliary function Y˜ ptq :“ Y pt ` τq for t ě 0, the previous
expression reads
ϕ0pt` τ, ω, ξq “ Y˜ p0q `
ż t
0
fpY˜ psqqdθτωpsq
“ ϕ0pt, θτω, ϕ0pτ, ω, ξqq,
which completes the proof. 
In what follows, we would like to compare the solution of (33) with that of the
corresponding system driven by the approximated lift ωδ, that is to say, we consider
the following rough differential equation"
dYδptq “ fpYδptqqdωδptq, t P r0, T s,
Yδp0q “ ξδ P R
d,
(35)
with the aim of establishing the relationship with system (33).
We should remark that ωδ is in C
1pr0, T s,Rmq and therefore we can use the ordinary
differential equations theory to interpret this equation. This actually means that
(35) is equivalent to the following random ordinary differential equation"
dYδptq “ fpYδptqqdωδptq, t P r0, T s,
Yδp0q “ ξδ P R
d,
(36)
Then under the regularity assumption f P C3b pR
d,Rdˆmq (which indeed is too much
regularity for solving the ordinary differential equation (36)), there exists a unique
Yδ P C
βpr0, T s,Rdq solving (35), that furthermore generates an RDS ϕδ given by
ϕδpt, ω, ξδq “ Yδptq for all t P r0, T s and ω P Ω.
Now we are in position to establish the relationship between the two RDS ϕδ and
ϕ0.
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Theorem 20. Let f P C3b pR
d,Rdˆmq. For any given T ą 0 and β P p1{3, 1{2q,
there exists a sequence of positive numbers pδiqiPN (say dyadic numbers) converging
to zero such that if the sequence of initial conditions pξδiqiPN converges to ξ, then
the RDS ϕδi generated by the solution of system (35), converges to ϕ0, the RDS
generated by the solution of (33), in the space Cβpr0, T s,Rdq when iÑ8.
Proof. Since ω and ωδi are rough paths, there exists a positive constant K “ Kpωq
such that
|||ω|||β,0,T ď K, |||ωδi |||β,0,T ď K.
Now, by Theorem 8.5 and Remark 8.6 in [5], we know that there exists C “
CpK,β, fq ą 0 such that
|||Yδi ´ Y |||β,0,T ď C
´
|ξδi ´ ξ| ` ρβ,0,T pωδi ,ωq
¯
hence Theorem 14 implies
|||ϕδi ´ ϕ0|||β,0,T ď C
´
|ξδi ´ ξ| ` ρβ,0,T pωδi ,ωq
¯
Ñ 0,
when iÑ8, which completes the proof. 
Appendix: Covariances of ωδ and Xδ for the fBm with any H P p0, 1q
In this section, we would like to compute the explicit expression of the covariance of
ωδ as well as that of Xδ. In order to make the result as much general as possible, in
this section we assume that ω is a fractional Brownian motion with Hurst parameter
H P p0, 1q. In that way, in a forthcoming research, we will able to use the results
when considering a fractional Brownian motion as driven noise.
Theorem 21. The covariance of Xδ is σ
2
Xδ
puq “ Kpuqid with Kpuq given by
Kpuq “
1
H ` 1
δ2H `
1
δ2p2H ` 1qp2H ` 2q
K¯puq,
where for u ě δ,
K¯puq “ pu` δq2H`2 ` pu´ δq2H`2 ´ 2u2H`2
´ δp2H ` 2qppu ` δq2H`1 ´ pu ´ δq2H`1q ` δ2p2H ` 1qp2H ` 2qu2H ,
and for 0 ď u ă δ,
K¯puq “ pu` δq2H`2 ` pδ ´ uq2H`2 ´ 2u2H`2
´ δp2H ` 2qppu ` δq2H`1 ` pδ ´ uq2H`1q ` δ2p2H ` 1qp2H ` 2qu2H .
The proof of this result is based on the following lemma.
Lemma 22. Assume that ω is a fractional Brownian motion with values in Rm
and Hurst parameter H P p0, 1q. Then for u ě 0 the cox of ωδpuq is given by Ipuqid,
where
Ipuq :“
1
δ2p2H ` 1qp2H ` 2q
ˆ
"
ppu ` δq2H`2 ´ 2δ2H`2 ´ 2u2H`2 ` pu ´ δq2H`2q, u ě δ
ppu ` δq2H`2 ´ 2δ2H`2 ´ 2u2H`2 ` pδ ´ uq2H`2q, u ă δ
Furthermore, for u ě 0, Eωδpuqωpuq is given by Jpuqid, being
Jpuq :“
1
2δp2H ` 1q
ˆ
"
pu` δq2H`1 ´ 2δ2H`1 ´ pu ´ δq2H`1, u ě δ
pu` δq2H`1 ´ 2δ2H`1 ` pδ ´ uq2H`1, u ă δ.
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Proof. We start calculating the covariance of ωδ. First, note that for 1 ď i, j ď m,
ωiδpuqω
j
δpuq “
1
δ2
ż u
0
ż u
0
θrω
ipδqθqω
jpδqdqdr.
For i ‰ j, Epωiδpuqω
j
δpuqq “ 0 due to the independence of the components of ω. If
i “ j,
Ipuq :“ Epωiδpuqq
2 “
1
2δ2
ż u
0
ż u
0
|r ´ δ ´ q|2H ` |r ` δ ´ q|2H ´ 2|r ´ q|2Hdqdr
“: I1puq ` I2puq ` I3puq.
Notice that we have
I3puq “ ´
2
δ2
ż u
0
ż r
0
pr ´ qq2Hdqdr “ ´
2
δ2p2H ` 1q
ż u
0
r2H`1dr
“ ´
2
δ2p2H ` 2qp2H ` 1q
u2H`2.
Now we study I1. First of all, consider the case δ ă u and suppose r´ q ą δ. Then
we have ż u
q`δ
pr ´ q ´ δq2Hdr “
1
2H ` 1
pu´ q ´ δq2H`1,
that it is well-defined since δ ` q ă u. Considering now r ´ q ă δ we obtainż q`δ
0
pq ` δ ´ rq2Hdr “
1
2H ` 1
pq ` δq2H`1
for δ ` q ă u andż u
0
pq ` δ ´ rq2Hdr “
1
2H ` 1
ˆ
pq ` δq2H`1 ´ pq ` δ ´ uq2H`1
˙
for δ`q ą u. Collecting all the previous cases, when δ ă u we obtain that I1 equals
to
I1puq “
1
2δ2p2H ` 1q
ż u´δ
0
ppu ´ q ´ δq2H`1 ` pq ` δq2H`1qdq
`
1
2δ2p2H ` 1q
ż u
u´δ
ppq ` δq2H`1 ´ pq ` δ ´ uq2H`1qdq
“
1
2δ2p2H ` 1qp2H ` 2q
ppu ` δq2H`2 ´ 2δ2H`2 ` pu´ δq2H`2q.
On the other hand, when δ ą u,
I1puq “
1
2δ2
ż u
0
ż u
0
pq ` δ ´ rq2Hdrdq
“
1
2δ2
ż u
0
1
2H ` 1
ppq ` δq2H`1 ´ pq ` δ ´ uq2H`1qdq
“
1
2δ2p2H ` 1qp2H ` 2q
ppu ` δq2H`2 ´ 2δ2H`2 ` pδ ´ uq2H`2q,
and therefore for δ ą u we conclude that
I1puq “
1
2δ2p2H ` 1qp2H ` 2q
ppu ` δq2H`2 ´ 2δ2H`2 ` pδ ´ uq2H`2q.
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Finally we deal with I2puq. As before, assume in a first step that δ ă u. In addition,
suppose that r ´ q ą ´δ. Then for q ă δ, we haveż u
0
pr ´ q ` δq2Hdr “
1
2H ` 1
ˆ
pu´ q ` δq2H`1 ´ pδ ´ qq2H`1
˙
while for q ą δ, ż u
q´δ
pr ´ q ` δq2Hdr “
1
2H ` 1
pu´ q ` δq2H`1.
If we suppose that r ´ q ă ´δ, then we obtainż q´δ
0
pq ´ δ ´ rq2Hdr “
1
2H ` 1
pq ´ δq2H`1
that it is well-defined since in that case q ą δ. Collecting all the previous cases,
when δ ă u we obtain that
I2puq “
1
2δ2p2H ` 1q
ż δ
0
ppu´ q ` δq2H`1 ´ pδ ´ qq2H`1qdq
`
1
2δ2p2H ` 1q
ż u
δ
ppu ´ q ` δq2H`1 ` pq ´ δq2H`1qdq
“
1
2δ2p2H ` 1qp2H ` 2q
ppu ` δq2H`2 ´ 2δ2H`2 ` pu´ δq2H`2q.
On the other hand, when δ ą u,
I2puq “
1
2δ2
ż u
0
ż u
0
pr ` δ ´ qq2Hdrdq
“
1
2δ2p2H ` 1q
ż u
0
ppu ` δ ´ qq2H`1 ´ pδ ´ qq2H`1qdq
“
1
2δ2p2H ` 1qp2H ` 2q
ppu` δq2H`2 ´ 2δ2H`2 ` pδ ´ uq2H`2q.
As a result, it turns out that the covariance of ωδ is the mˆm matrix with diagonal
elements Ipuq and off-diagonal elements equal to zero.
Now we consider Epωδpuqωpuqq. As before, when i ‰ j, Epω
i
δpuqω
jpuqq “ 0, hence
we only consider the case i “ j. We have that
Jpuq :“ Epωiδpuqω
ipuqq “ E
´1
δ
ż u
0
θrω
ipδqωipuqdr
¯
“
1
2δ
ż u
0
`
pr ` δq2H ´ |r ` δ ´ u|2H ´ |r|2H ` |r ´ u|2H
˘
dr
“
1
2δp2H ` 1q
ppu ` δq2H`1 ´ δ2H`1q ´
1
2δ
J1puq,
where, for δ ă u,
J1puq “
ż u
u´δ
pr ` δ ´ uq2Hdr `
ż u´δ
0
pu´ δ ´ rq2Hdr
“
1
2H ` 1
pδ2H`1 ` pu´ δq2H`1q
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and for δ ą u,
J1puq “
1
2H ` 1
pδ2H`1 ´ pδ ´ uq2H`1q.
As a consequence,
Jpuq “
1
2δp2H ` 1q
ˆ
"
pu` δq2H`1 ´ 2δ2H`1 ´ pu´ δq2H`1, u ą δ
pu` δq2H`1 ´ 2δ2H`1 ` pδ ´ uq2H`1, u ă δ.
Therefore, Epωδpuqωpuqq is an m ˆ m matrix with diagonal elements Jpuq and
off-diagonal elements equal to zero.

Now we can prove the main result of this section.
Proof. (of Theorem 21). Let us consider u ě 0. Since Xδ “ ωδ ´ ω, then we know
that for any 1 ď i ď j ď m,
EpX iδpuqX
j
δ puqq “ Epω
i
δpuqω
j
δpuqq`Epω
ipuqωjpuqq´Epωiδpuqω
jpuqq´Epωjδpuqω
ipuqq.
Then the result follows simply taking into account Lemma 22 and that σ2ωpuq “
|u|2H id. 
Lemma 23. When u ă 0 the formulas in Theorem 21 and Lemma 22 hold replacing
u by ´u.
Proof. Let u ă 0. Then it is easy to check that
E
ˆż u
0
θrωpδqdr
ż u
0
θrωpδqdr
˙
“ E
ˆż 0
´u
θr`uωpδqdr
ż 0
´u
θr`uωpδqdr
˙
“E
ˆż 0
´u
θrωpδqdr
ż 0
´u
θrωpδqdr
˙
“ E
ˆż ´u
0
θrωpδqdr
ż ´u
0
θrωpδqdr
˙
.
Similarly
E
ˆ
ωpuq
ż u
0
θrωpδqdr
˙
“ E
ˆ
p´θuωp´uqq
ż 0
´u
θr`uωpδqdr
˙
“´ E
ˆ
ωp´uq
ż 0
´u
θrωpδqdr
˙
“ E
ˆ
ωp´uq
ż ´u
0
θrωpδqdr
˙
.

In the particular case of dealing with the Brownian motion, that is, when H “ 1
2
,
then Theorem 21 reads as follows.
Corollary 24. If ω denotes the Brownian motion, then the corresponding cova-
riance σ2
Xi
δ
of each component X iδ is given by
σ2
Xi
δ
puq “
"
u´ u
3
3δ2
, 0 ď u ă δ,
2
3
δ, u ě δ,
for 1 ď i ď m.
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