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Neural Networks Applied to Traffic 
Management in Telephone Networks 
BARRY E. AMBROSE AND RODNEY M. GOODMAN 
In this paper, the application of neural networks to some of the 
network management tasks carried out in a regional Bell telephone 
company is described. Network managers monitor the telephone 
network for abnormal conditions and have the ability to place 
controls in the network to improve trufic $ow. Conclusions are 
drawn regarding the utility and effectiveness of the neural networks 
in automating the network management tasks. 
I. INTRODUCTION 
Starting in 1990, Pacific Bell and CalTech began work- 
ing on a real-time traffic managemendexpert system. This 
project was called Network Operations Analyzer and Assis- 
tant (NOAA). The task of NOAA was to take information 
from the Pacific Bell network management computer, use it 
to isolate and diagnose exceptional events in the network, 
and then recommend the same corrective advice as network 
management staff would in the same circumstances. To 
date, NOAA has been deployed in three major Regional 
Bell telephone companies. 
The development of the expert system has been reported 
in previous papers [l], [2]. Applications of learning tech- 
niques to two datasets to facilitate the tasks of network 
management associated with NOAA are described in this 
paper. The studies reported on are: 1) time series analysis 
of occupancy and 2) learning trunk reservation limits. 
11. NETWORK MANAGEMENT 
Network managers of telephone networks monitor the 
network for unusual events and can put controls in the 
network to reroute traffic or cut down on traffic entering 
the network when conditions warrant. Typically there are 
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two network management centers for an entire company 
and each can take over from the other if a major disaster 
strikes. 
Typical events that are of interest to the network manager 
are given in Table 1. In each of these cases, the network 
manager must diagnose what the problem is, based on 
observable symptoms and place controls in the network to 
reduce the impact of the network event. 
A telephone network can be modeled as a set of nodes 
and links (see Fig. 1). Telephone traffic is carried on trunk 
groups. A trunk group is a set of trunks, each of which can 
support a conversation. Trunk groups are used to link the 
offices. If all the trunks are busy on a trunk group, then no 
new calls can be accepted on that trunk group. Typically a 
switch makes a number of attempts to connect the call, but 
if all routes available to it are busy, then the call is blocked. 
The nodes are the telephone offices which act as switches 
for the telephone traffic. These offices route the traffic onto 
the appropriate trunk groups depending on the number 
dialed by the customer. 
Network management staff may reroute traffic elsewhere 
(expansive controls) or cut the traffic off at its source 
(restrictive controls). 
Expansive controls are appropriate for a single overload 
situation where due to statistical fluctuations in the offered 
traffic, a trunk group does not have enough capacity to 
handle its offered load. A typical expansive control might 
be an overjZow reroute which reroutes calls to another trunk 
group after they have failed on the regular trunk group. 
Other controls may have to be put in at the same time as 
the main control to avoid routing loops. 
Restrictive controls are appropriate for call-in condi- 
tions, where most of the traffic has a low probability 
of completion, but its presence is interfering with the 
normal network operations. A call-in condition exists when 
many people call the same telephone number at the same 
time; i.e., when concert tickets go on sale or a radio 
station runs a promotion. This traffic is characterized by 
a large number of call attempts per trunk and low holding 
time. 
Data is available to the network management operators in 
the form of a display of the state of all trunk groups in the 
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Table 1 Abnormal Events of Interest to Network Managers 
Random overloads of trunk groups 
Focused overloads caused by phone ins 
Unusual calling patterns, such as on Mother's Day 
Earthquakes 
Loss of a switching office 
Loss of a transmission link 
Nodes (switching offices) 
Fig. 1. Telephone network. 
network. Overload conditions on trunk groups and alarm 
conditions in the telephone exchanges are highlighted. 
This information is polled from the offices in network 
every 5 min for trunk group data, and every 30 s for switch 
alarm data and stored in a database. The neural network 
systems can then query this information using SQL database 
interrogation commands. SQL is a database query language. 
Clearly it is important to the network manager to have 
an accurate estimate of where spare capacity exists in 
the network for the purpose of rerouting traffic. To aid 
the network manager, a system was developed to predict 
future values of trunk group capacity based on present data 
values, using neural networks. This allows the operators to 
implement reroute controls that need less adjustments over 
the course of time. 
111. TIME SERIES ANALYSIS OF OCCUPANCY 
The NOAA system acts as a network manager monitoring 
traffic in the telephone network. Measurements come in to 
NOAA every 5 min. One of these measurements is trunk 
group occupancy, which is used to tell how much spare 
capacity is on a link in the network. By predicting the next 
measurement of trunk group occupancy, NOAA can make 
better recommendations about where to reroute traffic. 
A. Occupancy 
Occupancy is a moving average of 20 samples of the 
number of trunks occupied on a route. The samples are 
taken every 30 s, and the result is scaled to be between 
zero and 100%. Each trunk in a trunk group can carry a 
single conversation. 
Neural networks, linear predictors, and local approxima- 
tion techniques were used in this study for the time series 
prediction. See the Appendix for details of the algorithms 
used to train the neural networks, linear predictors, and 
local approximators. 
The inputs to the neural network were the previous six 
values of occupancy over a 30 min period. The desired 
output was the next value of occupancy. A plot of the 
autocorrelation was used to decide the number of inputs. 
A data set consisting of I8 000 observations of occupancy 
on a trunk group with 360 trunks between Los Angeles and 
Gardena was gathered from NOAA while it was running. 
This provided about ten weeks worth of data. The first 300 
points of the data set are shown in Fig. 2. Here are some 
key features to note. 
0 The traffic level varies according to time of day. The 
plot shows the traffic level dropping on Friday evening, 
rising again on Saturday morning, and remaining level 
during Saturday afternoon. 
Spikes may be present in the time series, e.g., close 
to example 60. 
* The variance of the occupancy varies with the traffic 
level. The plot becomes more jagged as the tntnk group 
occupancy increases. 
B. Cross Validation 
The first step in testing a method is the division of the 
supplied data set into a test set and a training set. The 
training set is used to derive the coefficients of the model 
and the model is then tested on the test set. In testing two 
or more models, the one that does best on the test set is 
the better one. 
In testing the relative merits of prediction techniques, 
a distinction must be made between learning ability and 
generalization ability. A good prediction method will gen- 
eralize well on examples that have not been seen before, 
by learning the underlying function without learning the 
associated noise. 
This can be tested using cross validation. With w-fold 
cross validation and a data set of size N ,  'U tests are carried 
out. Each test employs N - N / v  samples as the training set 
and the remaining N / v  samples as the test set. This makes 
maximum use of the data set and allows us to check the 
signiikance of the results. 
Strict cross validation involves using a test set of one 
example and training on the remaining examples. This is 
done repeatedly leaving out one example at a time. In this 
way, maximum use is made, of the data set in determining 
the generalization performance of the models. Strict leave- 
one-out cross validation would have been better but results 
in a lot more computation time. A single run for the 
neural network took about a week on a Sun Sparc 10, and 
strict leave-one-out cross validation using the same software 
would have taken almost a year. The back-propagation 
algorithm [3] is the culprit for the long run times, in addition 
to the need to duplicate the runs to assess the affect of the 
random weights used for initialization. 
For this study, 50-fold cross validation was carried out. 
An advantage of using cross validation is that it provides 
some measure of the significance of the result. When 
comparing two models, one model may do better than 
another because 1) it more closely represents the underlying 
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Friday Jan 17 1992 (16:lO onwards) 
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Fig. 2. Occupancy dataset 
0.019 153 1 
100.0 200.0 
Example Number 
Using linear predictor 
Using neural network 
Using local approximation 
308.0 
13 130 
13 054 
13 01 1 
10 
6 
4 
3 
0.019 128 1 
0.019 1008 
0.018 992 4 
0.019411 0 
~ 
Table 3 Scaled RMS Prediction Error for Data Set 
Method I Error 
Using last sample I 13487 
function or 2) by chance it more closely represents the test 
set noise terms. By repeating the experiment using a second 
test set, an indication of the significance of the second factor 
is obtained. The more repetitions of the generalization 
test are carried out, the more significant the results for 
generalization capability. 
C. Neural Network 
In these studies, a feedforward neural network with a 
single hidden layer was used. Quickprop [4] was used for 
training as it had faster convergence than standard backprop 
and was freely available on the Internet. For the nebral 
network, trial and error shows that four hidden units and a 
linear output unit gives best results (see Table 2). The linear 
output unit is used to aid function fitting. This architecture 
is fixed prior to training (see Table 3). 
All methods predict the next observation based on the 
previous six observations. The linear predictor can be 
taken as the baseline performance to beat. Error is RMS 
prediction error multiplied by 10 000, with a difference of 
10 being significant. In each case, 50-fold cross validation 
is used. 
The neural network had six inputs, four hidden units, 
and one output. It was compared against a linear predictor 
which had six inputs, no hidden units, and one output. The 
neural network gave only about 0.6% improvement over 
the linear predictor and took much longer to train. 
D. Hidden Unit Activations 
A plot of hidden unit activations gives valuable insight 
into the features of the data set. There are four hidden units. 
One of the hidden units reacts strongly to the overall traffic 
level. One of the units reacts strongly to rate of change of 
traffic level while the other two reacts strongly to the rate 
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Fig. 3. Activation of hidden unit number three 
of rate of change of traffic level. Examples of two of the 
plots are given in Figs. 3 and 4. It is possible that the neural 
network is constructing a Taylor Series of the function of 
be approximated. 
E. Comparison with Recurrent Neural Network 
For comparison, a recurrent neural network was trained 
using the methods of [5]. This recurrent neural network was 
given just one input and one output instead of the six inputs 
used by the other methods. This was because the recurrent 
neural network should be able to retain state information 
internally and not need the previous history as inputs. The 
best results that were achieved were not as good as those 
from the linear predictor. Many combinations of learning 
rates and number of hidden units were tried. These results 
suggest that the function space of this particular recurrent 
neural network is not rich enough to model the expected 
value function that needs to be approximated by the time 
series predictor. 
IV. LEARNING TRUNK RESERVATION LIMITS 
In a typical'telephone network, calls are usually set 
up using either one or two hops to get from source to 
destination. One hop traffic is called direct routed traffic. 
Two hop traffic is called altemate routed traffic. 
In times of network congestion, network managers of 
telephone networks have the capability to impose trunk 
reservation on a trunk group. This means that when a small 
number of trunks are available on the trunk group, direct 
routed traffic is allowed to use these trunks but alternate 
routed traffic is blocked. The theory behind this is that direct 
routed traffic makes very efficient use of the network. 
A. Trunk Reservation 
Trunk reservation is a policy whereby in each trunk 
group, alternate routed traffic is blocked if there are fewer 
than R trunks free on the trunk group. R is known as the 
trunk reservation parameter. Recall from Section I11 that 
each trunk on a trunk group can carry a single conversation. 
Akinpelu [6] shows that trunk reservation prevents net- 
works having two stable states at high loads. Hunt and 
Laws show that a policy that chooses the least busy 
alternative for routing and implements trunk reservation 
is an asymptotically optimal policy in minimizing blocked 
traffic, as the number of network nodes increases [7]. 
Closed form solutions for the correct value of the trunk 
reservation parameter R to use as a function of network 
load, traffic mix on the trunk group, and number of trunks 
on the trunk group are not known, except in the asymptotic 
case for symmetric networks with many nodes and the 
same traffic offered to each node [SI, [9].  In this section, 
a neural network is used to choose the value of the trunk 
reservation parameter as a function of input variables that 
will be described later. 
B. Trunk Reservation as a Bet 
Consider a trunk group of size N with a trunk reservation 
parameter R of one. When there are less than N - 1 
trunks occupied or exactly N trunks occupied, the trunk 
reservation parameter does not influence network behavior. 
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Fig. 4. Activation of hidden unit number four. 
When there are exactly N - 1 trunks occupied and an 
alternate routed call arrives, trunk reservation causes this 
alternate routed call to be blocked. The expectation is that 
a direct routed call will arrive shortly that can make better 
use of the free trunk. 
From this viewpoint, trunk reservation can be looked 
upon as a bet. When an alternate routed call is rejected, 
the network loses revenue, but the bet is that a direct 
routed call will arrive within a short length of time 
that will produce more revenue, because it makes more 
efficient use of network resources. The longer it takes 
for the direct routed call to arrive, the bigger the 
revenue loss from rejecting the alternate routed call (see 
Fig. 5) .  
If it is assumed that the altemate routed call has a holding 
time (average length) of Th time units, and the direct 
routed call has twice the revenue generating potential of 
an alternate routed call, then the point when the bet has 
been lost is about 2/3Th after the alternate routed call has 
been rejected. 
C. Simulation 
For the traffic simulation, a mixture of light (4.4 Erlangs), 
medium (6.7 Erlangs), and heavy (8.9 Erlangs) traffic was 
used. Memoryless arrivals and holding times were assumed. 
An average holding time of 180 s was assumed. See [lo], 
[ll] for the reasons why these assumptions are standard. 
The simulated network had ten nodes and ten unidirectional 
trunks between each node. Because light traffic occurs far 
more often in real life than medium or heavy, a weight of 
0.3 0.4 0.5 0.6 
Traffic Level 
Profit 
t 
Time taken for a 
direct routed call to 
arrive after an 
alternate routed call 
has been blocked 
+ 
Loss 
Fig. 5. Profit following trunk reservation decision. 
0.8 was given to the light, 0.15 to the medium, and 0.05 to 
the heavy traffic for the purpose of computing blocking. 
The algorithm generated test cases and training cases as 
follows. For each alternate routed call that encounters 
trunk reservation, a test was carried out. The neural 
network inputs were noted at the time the call ar- 
rived. Then a count was carried out of the number 
of direct routed calls that arrived subsequent to the 
alternate routed call and got blocked. The counting 
period was two thirds of a holding time. The number 
of blocked direct routed calls was written to a training 
file as the desired value of trunk reservation on the 
route. 
The study simulated 500 h of traffic data for each training 
run. This was used to train the neural network. There is no 
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Fig. 6. Neural network output. 
0 012751 7 
0.014 862 2 
0.012 927 6 
0 015 770 3 
0.000 037 4 
0.000 047 7 
0 000 033 6 
0 000 041 7 
reason why the neural network cannot be trained online in 
a real network. 
D. Inputs 
Neural networks and linear predictors were used in this 
study. See the Appendix for details of the algorithms used 
to train the neural networks and linear predictors. 
The inputs were the switch loading and the alternate 
success rate. The switch loading was defined to be the 
number of occupied trunks attached to the switch divided 
by the total trunks attached to that switch. The alternate 
success rate was defined to be an exponential moving 
average of the rate at which calls are successfully carried 
after failing to get a trunk on the direct route. The rationale 
is that if there is spare capacity on the alternate routes, 
then there is less of a need to provide trunk reservation. 
The results show it impacts the level of suggested trunk 
reservation in the expected way (See Fig. 6). 
The interpretation of fractional values of the neural 
network output was as follows. If the output of the network 
was 0.1, this indicated that the “bet” would be lost nine 
times out of ten. Given this interpretation, a rounding 
approach was taken, i.e., 0.1 was rounded to a trunk 
reservation of zero. Similarly a neural network output of 0.9 
was rounded to a trunk reservation value of one. In other 
words, rounding to the nearest integral value was used or 
the bet was taken if the chance of winning was over 50%. 
Quickprop [4] was then run for 200 iterations to tune the 
neural network weights. About ten such simulation cycles 
were necessary to get good results. 
The neural network had two inputs and two hidden units. 
A linear output unit is used to aid in function fitting. 
Since good results were obtained with two hidden units, 
the number of hidden units was not varied. 
Switch Load 
Table 4 
and Fixed Reservation Parameters on Test Traffic 
Blocking Probabilities for Neural Network 
I Bloclung Probability 1 Std Dev 
Linear Predictor I 0.0127756 1 00001106 
For comparison, Table 4 also shows the performance of 
the neural network compared to a linear predictor with 
the same inputs and output. The neural network performs 
slightly better. Over ten runs with different random seeds 
for the traffic simulator, the difference between the two 
methods is found to be nonzero at the significance level of 
98%. It can be concluded that the neural network would 
be slightly better than the linear predictor in learning this 
problem. 
The neural network had two inputs, two hidden units, 
and one output. It was compared against a linear predictor 
which had two inputs, no hidden units, and one output. The 
neural network gave only about 0.2% improvement over the 
linear predictor and took much longer to train. 
V. CONCLUSIONS 
In Section I11 the application of different learning tech- 
niques to time series prediction of telephone traffic oc- 
cupancy is considered. Local approximation and neural 
networks are two techniques that generalize well. Using 
a data set with about 18 000 elements, it is possible to be 
confident in the comparative perfonnance of the different 
prediction techniques. 
It should be noted that in network management, function 
approximation is important. There are many functions that 
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Input #I 
Input #2 
Input #3 
Input #4 
Input #5 
output = 
Weighted Sum 
of Inputs 
Fig. 7. Linear predictor. 
would be difficult to solve for analytically, that can be 
obtained by fitting a function to observed network data. 
For example, the optimum trunk reservation parameters are 
considered in Section IV. 
The linear predictor and the neural network are good 
function approximators and difficult to beat. The linear 
predictor has advantages over the neural network in that it is 
quick to train and there is little or no danger of overfitting. 
On the other hand, the neural network can provide a better 
fit for functions that are a nonlinear function of their inputs. 
Cross validation is the key technique for testing learning 
ability. The cross validation technique allows maximum use 
of the dataset, by dividing it into many small test sets. In 
this way, the significance of the difference in performance 
between the various prediction methods can be judged. For 
this reason, cross validation is the perfect method for testing 
generalization capability. 
APPENDIX 
The learning techniques used in the following sections 
include linear predictors, neural networks, and local ap- 
proximation. A brief description of each technique is given 
here. 
A. Linear Predictors 
A linear predictor is a simple type of neural network 
whose output is a linear combination of its inputs (see 
Fig. 7). 
Suppose there are N inputs xi to the linear predictor, 
which has weights wi and an output y. Then the output y 
for an input vector X is given by 
N 
i=l 
Suppose now that there are P input vectors X,, each of 
which is of the form (x:, i ,  x”,, and a desired output ijp 
for each of these input vectors. Then a sum of squared error 
(SSE) function E can be defined as follows: 
P 
p = l  
A possible learning rule would be to carry out an adjust- 
ment of each weight to minimize the error E over all the 
training patterns: 
SE 
w,(new) = w, - rj- 
SW; 
( 3 )  
where q is a small constant, termed the learning rate. If 
the learning rate is too small, convergence is slow. If the 
learning rate is too big, there may be no convergence. Trial 
and error is used to find the appropriate learning rate. 
Straightforward differentiation gives 
From ( 3 )  and (4), provided q is sufficiently small, the 
optimum weights to minimize the error, E,  with respect to 
the weights can be found. As a practical matter, an extra 
input is always added to the linear predictor which is set 
to a constant, either one or -1. The constant input gets 
multiplied by a weight to give a constant term in (1). This 
allows the linear predictor to estimate a wider range of 
functions. Equation (1) now becomes 
N 
Y ( X )  = w,xi + c. ( 5 )  
i=l 
B. Neural Network Architectures 
Many neural network architectures can be found in 
the neural network literature, for example, feedforward, 
recurrent, and Hopfield neural networks. Feedforward neu- 
ral networks will be discussed shortly. Recurrent neural 
networks are similar to feedforward networks, except that 
they contain feedback connections. Hopfield networks are 
usually used for optimization problems. In this paper, only 
feedforward neural networks are considered. See [3 ]  for 
more on architectures and associated training techniques. 
C. Feedforward Neural Networks 
The feedforward neural network is one of the most widely 
used neural networks. An example of a simple feedforward 
neural network is shown in Fig. 8. In this case, the output 
y as a function of the inputs xy and x; for input pattern 
p is given by 
3 / 2  
Here Qi, the threshold term, can be treated as a weight 
applied to an extra input set to a constant - 1. In this case, 
there are three so-called hidden units, each with output: 
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Input #I 
Input #2 
3 J indicates a non-linear 
t 
Hidden 
Layer 
function such as tanh or 
sigmoid 
t indicates a 
threshold 
Fig. 8. Feedforward neural network 
If it is assumed that there are P input vectors Xp, each 
with a desired output yp, an SSE term E can be defined: 
P 
p=l 
The first layer weights are updated according to 
(9) 
Similarly, second layer weights are updated according to 
SE 
W,(new) = W, - q- 
SW, 
using the backpropagation algorithm [3].  
D. Backpropagation 
The backpropagation algorithm can be derived by dif- 
ferentiating (8) with respect to the appropriate weight. It 
derives its name from that fact that errors are propagated 
from the network outputs toward the network inputs. 
Define ep as the error when input pattern p is presented. 
Then 
e, = c, - Y(X,) (1 1) 
and the total error E is given by 
P 
E = z e : .  (12) 
p = l  
The desired derivative for any weight w is given by 
-=E,,. SE Se, 
S W  
(13) 
p=l 
The derivative of ep with respect to W, is given by 
Se,- -2e,h, 
SW, 
a ’  
where h, is the output of the hidden unit, given by (7). The 
derivative of ep with respect to wz3 is given by 
using the chain rule for differentiation and the fact that 
6 tanh (x) 
SX 
= (I - tanh ( x ) ~ ) .  
By substituting (14) and (15) in (13) and then using (9) 
and (lo), the desired weight update can be calculated. 
E. Local Approximation 
Another name for the Local Approximation technique 
might be “history will repeat.” The idea is straightforward: a 
training set and a test set are given. To carry out a prediction 
for any particular test set example, find examples in the 
training set which most closely resemble it. Then train a 
linear predictor on that subset of the training set and use it 
for prediction. This procedure is repeated for each example 
in the test set. 
The algorithm is more precisely specified as follows. 
Consider the case of a time series where the task is to 
estimate the next term in the time series, given the previous 
six. Assume two sets of data are available: 1) So, a 
training set consisting of no examples, and 2) ,571, a test 
set consisting of n1 examples. 
Each training set example is of the form 
( yi , yh, y;, yk, yk ? yk , yb}. Each test set example is of 
predicted from y1 . . y6. 
A forecast is carried out for each of the nl examples 
based on a model derived from the training data SO. Instead 
of using a single model for all the test examples, as is 
usually the case, a different model is derived for each test 
example. The model is a linear predictor which is derived 
as follows. Choose a neighborhood N,  < no. Pick from the 
the form {yl?Y2,y3,y4,y5?YS,y7} where Y7 is to be 
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training set the N, examples which minimize the Euclidean 
distance d, where 
Here y’ indicates a number from the training set and g 
indicates the current example from the test set. Finding 
these examples can be done in one pass through the training 
set and a linear predictor trained using only those examples, 
as detailed earlier. 
Excellent results are reported for this method on chaotic 
series using a small neighborhood and noise free measure- 
ments to a high precision [12]. 
The disadvantage of this method is that the most ac- 
curate predictions require keeping online a large number 
of training examples. In this case, if traffic spikes oc- 
cur infrequently, a large volume of data is needed for 
each trunk route to be sure that the spike is captured. 
In contrast, the neural network model is more attractive, 
requiring a much smaller amount of information to be 
stored (i.e., the weights) to characterize the function to be 
estimated. 
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