Introduction
We will frequently (verbally) identify an analytic, univalent function f on D with normalization f (0) = 0 and f (0) > 0 ( * ) with its range f (D) and conversely, since the Riemann mapping theorem guarantees that we can do so without ambiguity. Specifically, we will refer to convex domains which contain the origin and mean the convex functions f which map onto those domains and satisfy (*).
A problem which arose out the authors' work in the early 80's on omitted value problems for univalent functions, see [1] and [3] , is the following: Given d, 1 2 , ≤ d ≤ 1, determine a sharp constant A = A(d) such that for any f ∈ K d I −1 (f ) = 1 2π
It follows fairly easily from subordination theory that A ≤ 4/π, but this is not sharp for convex functions. For 0 ≤ α < 1 let S * (α) denote the usual subclass of S of starlike functions of order α, i.e., a function f ∈ S * (α) if and only if f satisfies Re zf (z)/f (z) > α on D, see [9] . We will show that 4/π is sharp for the class S * (
) which strictly contains K. In Theorem 3 we determine for each α, 0 ≤ α < 1, A = A(α) in (2) for the class S * (α) and show that it is sharp.
Considerable numerical evidence suggested to the authors to make the following conjecture: This conjecture was announced at several talks and conferences over the last decade including the first author's talk on "Open problems in complex analysis" given at the Symposium on the Occasion of the Proof of the Bieberbach Conjecture at Purdue University in March 1985. It also appeared as Conjecture 8 in the first author's "Open Problems and Conjectures in Complex Analysis" in [1] . It was thought, by many function theorists, that the conjecture would be easily settled, given the vast literature on convex functions and the large research base for determining integral mean estimates, see [6] .
An initial difficulty was the non-applicability of Baernstein's general circular symmetrization methods. The non-convexity of the circularly symmetrized square shows that convexity, unlike univalence and starlikeness, is not preserved under circular symmetrization. Although Steiner symmetrization does preserve convexity, see [10] , it did not appear to be helpful for the problem and, indeed, we will show that an extremal domain need posses no standard symmetry.
A confusing issue, which also arises, is that the integral means I −1 (f n ) for the standard approximating functions f n in K, which map D onto n-sided convex polygons and which are defined by f n (z) =
n k=1 α k = 1, decrease, as was recently shown in [13] , when the arbitrarily distributed θ k are replaced by uniformly distributed t k = kπ/n. The regular polygons, produced by the uniformly distributed t k , are the conjectured extremal domains. The conjecture suggests that multiplication by the minimum modulus d must overcome this decrease.
We shall verify the conjecture in Theorem 1. We also obtain, arising out of the proof, a rather unexpected sufficient condition for equality to occur in (2) for the classes K d . Additionally, modifying the proof of Theorem 1, we obtain in Theorem 1* and its corollary sharp upper and lower bounds for the integrals means I −1 (f ).
Statements of the Main Theorems
Let K d be defined as in (1) . We will say that a convex curve Γ circumscribes a circle C if the left-and right-hand tangents at each point of Γ are tangent to C.
with equality holding in
Using Theorem 1 and earlier work of the first author we also prove the following result, which gives a bound for the convex case of Brennan's conjecture [5] for arbitrary univalent functions. Let d be given, 
Theorem 2 Let d be given,
Finally, we shall prove
where
and A(α) is sharp for the class S * (α).
Proofs of Main Theorems
Proof of Theorem 1.
Let d be given,
The major idea in proving Theorem 1 is to produce, using the convexity of the domain Ω = f (D), two varied domains Ω * and Ω * * which will satisfy the inequality (7) and subordination will imply that
from which the conclusion of Theorem 1 will be obtained.
The varied domain Ω * * is constructed as follows: Let > 0 be given sufficiently small. Define f * * by f * * (z) = (1 + )f (z) and set Ω * * = f * * (D). This has the effect of radially projecting each point ω ∈ ∂f (D) to the point ω * * = (1 + )ω. This gives that
∆m.r.
(Ω * * , Ω) =
To construct Ω * we project each point ω ∈ ∂Ω outward in the direction of the normal, where it exists, a distance d. Let the extension of f to ∂D also be denoted by f . It is well known that this extension maps ∂D onto a Jordan curve (on the Riemann sphere if f is unbounded), Γ = f (∂D), having one-sided tangents everywhere with the set of points having different one-sided tangents being at most countable, see [8] .
We define the curve Γ * , which will be the boundary of Ω * , as follows: At each point where it exists, let n(ω) be the unit outward normal to Γ at
|, we will also define at each finite point where the left-and right-hand tangents differ two limiting normal vectors as
. We associate with each point ω ∈ Γ the point ω at ω * j is parallel to a one-sided tangent line to Γ at ω, so that the resulting curve Γ * bounds a convex domain Ω * . We let f * be the function which maps D onto Ω * normalized by (*). To determine the change in the mapping radius from Ω to Ω * we apply the Hadamard variational formula as developed in [2] and earlier in [12] . If Γ is bounded, then we can apply the Hadamard variational formula, cast in the form of the Julia variation, to obtain
However, if Γ is unbounded, we need to show that we can obtain (10) as a limiting argument. First, we define the varied domain Ω * 0 by identifying its boundary Γ * 0 . As in the definition of Γ * , we associate with each point 
It follows from results of the first author in [2] that ∆m.r.(Ω * , Ω * 0 ) = o( ); hence using (11) we have that (10) also holds in the case that Γ is unbounded.
To show that (7) holds, we will show that for each θ ∈ [0, 2π) the radial extension ω * * = (1 + )f (e iθ ) of ω = f (e iθ ) is at least as far from the origin as the point ω * , the point of intersection of Γ * = ∂Ω * and the ray R t = tω : t ≥ 1}. See Figure 1 . Figure 1 Let T j , j = 1 and 2, denote the left-and right-hand tangent lines to Γ at ω, possibly the same line, say T 1 . Let z j be the projection of the origin onto T j , l j the line segment joining the origin to z j , and d j the length of l j . Let θ j be the acute angle between the ray R t and the outward normal n j (ω) to Γ at ω. Note that the acute angle between R t and l j at the origin is also equal to θ j . Let t j be the line parallel to T j which passes through ω * j ∈ Γ * and let x j be the intersection of t j with R t . From convexity we have
We note that when there is a corner at ω, i.e., when x 1 = x 2 , or when Γ continues along the tangent line through ω, then |ω − ω * | = min j |ω − x j |, while if Γ does not continue along the tangent line through ω, then |ω −ω * | < |ω − x 1 |.
From the similarity of the triangles [ω, ω * j , x j ] and [0, z j , ω] we have
Thus, |ω| ≥ |ω − ω * |. Since this is true for all ω = f (e iθ ), θ ∈ [0, 2π), we have that (7) holds. Combining (8), (9) and (10) yields
Dividing (14) by d and letting → 0 yields the conclusion of the theorem. We observe that if Γ circumscribes ∂D d , then for each ω ∈ Γ we have 2 |, so that equality holds in (12) and (13) . In fact, if Γ circumscribes ∂D d , then Γ * = Γ * * and Ω * = Ω * * , so that equality holds in (14).
¤

Proof of Theorem 2.
Let 
where the subordination in (15) means there exists an analytic function w on D with |w(z)| ≤ |z| such that
.
Since, for each d,
is circular symmetric about the positive reals, it takes is minimum modulus on |z| = r at z = r, 0 ≤ r ≤ 1. Thus, applying Theorem 1 to f (rz)/r, using (16) and integrating gives 1 2π
From (17) Theorem 2 follows.
¤
The functions F d have been shown to be extremal solutions for growth and subordination problems for the classes K d , which were studied by Bogucki and Waniurski [4] and by Barnard and Lewis [2] , respectively. Also, in a paper related to the authors' earlier work [1] and [3] , Waniurski [11] has conjectured that the functions F d are extremal solutions for an omitted values problem for the classes K d . Although an explicit closed form for F d is not known, and appears to be difficult to obtain, the recently developed conformal mapping package CONFPACK [7] can be used to numerically approximate F d and, subsequently, the integral in the right-hand side of (17). We include a table of values. , in Table 1 parameterizes the family of functions Table 1 occurs because for β near 0 the elongation of F d(β) (D) causes crowding on ∂D of the pre-images of endpoints of the boundary segments defining F d(β) (D), which causes CONFPACK to fail to converge.
Proof of Theorem 3
It is well known [9] that f ∈ S * (α) if and only if
Thus, applying Littlewood's subordination theorem [6] , we have for z = e iθ 1 2π
Sharpness follows by using f n (z) = z(1 − z n ) 2(α−1) n and observing that for
as claimed. We note A(
¤ 4 Note to Theorem 1
Alternately stated, Theorem 1 gives an upper bound for the integral mean I −1 (f ) for f ∈ K in terms of the minimum distance to the envelope of tangent lines to the boundary of f (D). An analogous theorem can be proved which gives a lower bound for the integral mean I −1 (f ) for f ∈ K in terms of the maximum distance to the envelope of tangent lines to the boundary of f (D). More precisely, in the notation of the proof of Theorem 1, for each ω ∈ Γ, let T j , j = 1 and 2, denote the left-and right-hand tangent lines to Γ at ω, possibly the same line T 1 . Let z j be the projection of the origin on T j , l j the line segment joining the origin to z j , and d j the length of l j . Let
We have
Proof. The major step in the proof is to show, using the convexity of the domain Ω = f (D), there exist two varied domains Ω * * and Ω * * * which satisfy the inequality Ω * * ⊆ Ω * * * .
The domain Ω * * is constructed exactly the same as in Theorem 1, i.e., it is the (1 + ) radial expansion of Ω. The domain Ω * * * is constructed as an outward normal expansion of Ω, just as Ω * was, only we take the constant normal distance to be d * instead of d. An analogous argument can be given to show that an inequality similar to (12) holds, only the inequality senses are all reversed. In this case, the first inequality in the analog of (12) 
