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We generalize the well-known parity theorem for multiple zeta values
(MZV) to functional equations of multiple polylogarithms (MPL). This re-
proves the parity theorem for MZVwith an additional integrality statement,
and also provides parity theorems for special values of MPL at roots of unity
(also known as coloured MZV). We give explicit formulas in depths 2 and 3
and provide a computer program to compute the functional equations.
1 Introduction
Multiple zeta values (MZV) are defined for integers n ∈ Nd with nd > 1 as
ζ (n) = ζ (n1, . . . , nd) :=
∑
0<k1<···<kd
1
kn11 · · · k
nd
d
(1.1)
where d is called depth and |n| = n1 + · · · + nd is the weight [19, 35]. We set
N
0 := {∅} and ζ (∅) := 1 in weight |∅| := 0 and we write
Zdw := linQ
{
ζk(2)ζ (n) : n ∈ Nr, k ∈ N0, nr > 1, |n|+ 2k = w, r ≤ d
}
(1.2)
for all rational linear combinations ofMZVwithweightw and depth at most
d. In our convention all powers of ζ (2) have depth zero, henceZ02k = Qζ
k(2)
and Z02k+1 = {0}.
1 There are plenty of relations between MZV. The follow-
ing well-known result, conjectured in [6], has been proven analytically [34],
via double-shuffle relations [12, 21, 28] and from associator relations [22].
Theorem 1.1 (Parity for MZV). Whenever the weight w and depth d are of op-
posite parity, then Zdw = Z
d−1
w . In other words, ζ (n1, . . . , nd) is a Q[ζ (2)]-linear
combination of MZV of depth at most d− 1, provided that |n|+ d is odd.
∗All Souls College, OX1 4AL, Oxford, UK
1This definition is natural to our approach via polylogarithms (powers of pi can be generated from log(z),
which has depth zero). It also simplifies theorem 1.1 in abolishing the need to state it modulo products.
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This theorem implies ζ (2k) ∈ Qζk(2) in depth one; ζ (1, 2) ∈ Qζ (3) and
ζ (2, 3) ∈ Qζ (5) +Qζ (2)ζ (3) are examples in depth two and an explicit wit-
ness for a reduction from depth 3 is (taken from [1])
ζ (1, 5, 2) = 703875ζ
4(2)− 172 ζ (3)ζ (5)−
7
10ζ (3, 5) + 2ζ (2)ζ
2(3). (1.3)
Note that there are two products on MZV, known as shuffle and quasi-
shuffle (also called stuffle), which express a product ζ (n)ζ (m) as a linear
combination of MZV with integer coefficients [21]. For example, ζ (a)ζ (b) =
ζ (a, b) + ζ (b, a) + ζ (a+ b) shows that the right-hand side of (1.3) is indeed
in Z28 . In general, the products ensure that Z
d
w · Z
d′
w′ ⊆ Z
d+d′
w+w′.
Thinking of MZV as special values ζ (n) = Lin(1, . . . , 1) of multiple poly-
logarithms (MPL), defined by the series [17]
Lin(z) = Lin1,...,nd(z1, . . . , zd) :=
∑
0<k1<···<kd
zk11 · · · z
kd
d
kn11 · · · k
nd
d
, (1.4)
raises the question if theorem 1.1 also applies for other values of z. The case
when all zi ∈ µN :=
{
z ∈ C : zN = 1
}
are N -th roots of unity has been of
particular interest [18, 38], partly because such numbers occur in particle
physics [7–9]. We set Li∅ := 1 in weight zero and write
Zdw(µN ) := linQ
{
(2pii)k Lin(z) : n ∈ N
r,z ∈ µrN , |n|+ k = w, r ≤ d
}
(1.5)
where, in contrast to (1.2), nr = 1 is allowed as long as zr 6= 1 (this ensures
convergence) and k is restricted to even values in the cases N = 1, 2.
Indeed, David Broadhurst conjectured the parity theorem for alternating
sums (that means N = 2, so zi = ±1) in [7], but explicit proofs were only
given for depth two [3] and in low weights [1].2 We like to point out though
that in the meantime this conjecture has been established: It follows imme-
diately from [14, Théorème 7.2], a very deep result that completely describes
the algebra of motivic alternating sums. For a simpler approach via the oc-
tagon equation, see [15, corollary 4.2.4].
He also studied intensively the case N = 6 in [8, 9], where the complexity
of the arguments requires a refinement in the statement of the parity theo-
rem:
Conjecture 1.2 (Generalized parity [8, section 6.2.4]). Let z1, . . . , zd be sixth
roots of unity. If |n| + d is odd, then the real part ReLin(z) is of depth at most
d− 1. For even |n|+ d, the same holds for the imaginary part ImLin(z).3
2Jianqiang Zhao informedme of preliminary work which renders it very likely that the generating series
approach of [21] can be extended to prove the parity theorem for alternating sums.
3Again, the original formulation is slightly different (stated modulo products) but equivalent, which is
easy to see via a recursive argument that shows that one of the factors must actually be 2pii.
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Since for roots of unity, z−1i = z
∗
i is the complex conjugate, we can com-
bine the two cases and rephrase this conjecture as
Lin(z)− (−1)
|n|0 Lin(1/z) ∈ Z
d−1
|n| (µN ) (1.6)
in the case N = 6. Here we abbreviate |n|0 := |n| − d = (n1 + · · · + nd)− d
for indices n ∈ Nd and we write
1/z :=
(
1
z1
, . . . ,
1
zd
)
for vectors z ∈ Cd with z1, . . . , zd 6= 0. (1.7)
Our goal is to present a simple and constructive proof of the general parity
theorem (1.6), valid for arbitrary values of N .4 Furthermore, we realized
that (1.6) is not just true at roots of unity, but in fact holds as a functional
equation of multiple polylogarithms and remains valid for arbitrary values
of the arguments z. Concretely, in section 2 we will prove
Theorem 1.3 (parity for MPL). For all d ∈ N and all indices n ∈ Nd, the
function
PLin(z) := Lin(z)− (−1)
|n|0 Lin(1/z) (1.8)
of the variables z = (z1, . . . , zd) is of depth at most d − 1, meaning that it can be
written as aQ-linear combination of the functions
(2pii)k0
d∏
i=1
logki(−zi · · · zd)
s∏
i=1
Lin(i)(z
(i)) (1.9)
where the indices n(i) ∈ Ndi have total depth d1 + · · · + ds < d and preserve
the weight |k| +
∑s
i=1
∣∣n(i)∣∣ = |n|. Each of the arguments z(i)j is a consecutive
product zµzµ+1· · · zν for some µ ≤ ν.
These functions are multivalued and we will always assume that z is in
C
d \
⋃
1≤i≤j≤d
{z : zizi+1 · · · zj ∈ [0,∞)} . (1.10)
This simply connected domain avoides the branch cuts zi · · · zd ∈ [0,∞) of
the logarithms5 in (1.8) and makes Lin(z)well-defined via analytic continu-
ation along a straight path starting near (0, . . . , 0) ∈ Cd with (1.4), see [37].
A simple example of these functional equations in depth two is n = (1, 2):
PLi1,2(z1, z2) = Li1,2
(
1
z1
, 1z2
)
+ Li1,2(z1, z2)
= Li3(z1) + 2Li3(z2)− Li3(z1z2) + 2ζ (2) log(−z2)
− log(−z1z2)
[
Li2(z2) + Li2(z1) + ζ (2) +
1
2 log
2(−z2)
]
+ 12 Li1(z1)
[
log2(−z1z2)− log
2(−z2)
]
+ 13 log
3(−z2).
(1.11)
4While the structure of the algebraZ(µN ) varies strongly withN and is understood only in a few special
cases [14, 16], the parity theorem turns out to be insensitive to these differences and applies always.
5With log(z)we denote the principal branch with a cut along (−∞, 0], so log(−z) is analytic onC\ [0,∞).
We avoid equations like log(−z1z2) = log(z1) + log(−z2) because they are not valid everywhere.
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We will show how these functional equations can be computed explicitly
for arbitrary indices n. To illustrate this, we derive closed expressions (for
arbitrary weights) in depths two and three, see (3.2) and (4.3).
A striking feature of theorem 1.3 is the absence of any transcendental
numbers in the functional equation, except for powers of 2pii in (1.9). In the
limit when all zi approach roots of unity, we therefore obtain (see lemma 2.9)
Corollary 1.4. The generalized parity (1.6) holds for arbitrary N ∈ N.
In our example, the limit z1 → 1 in (1.11) is smooth6 and gives
Li1,2
(
1, 1z2
)
+ Li1,2(1, z2) = Li3(z2) + ζ (3)− log(−z2) Li2(z2)−
1
6 log
3(−z2).
Subsequent limits like z2 → 1,−1, i yield explicit depth-reductions such as
2ζ (1, 2) = 2ζ (3),
2Li1,2(1,−1) = ζ (3) + Li3(−1) =
1
4ζ (3) and
2ReLi1,2(1, i) = ζ (3) + Li3(i)−
1
48 ipi
3 + 12 ipi Li2(i) =
29
32ζ (3)−
1
2pi ImLi2(i),
where we simplified the result with ReLi3(i) = − 332ζ (3) [27].
7As a conse-
quence of our closed formulas for PLin(z) in small depths, we also obtain
explicit formulas for special cases like MZV. In depth two such a formula
is well-known [3, 20, 36], see (3.3), but in depth three and even weight
w = n1 + n2 + n3, the reduction
ζ (n1, n2, n3) = −
1
2
(
ζ (n1 + n2, n3) + ζ (n1, n2 + n3) + ζ (w)
)
+ (−1)n1
∑
µ+ν+2s=w
µ≥n2,ν≥n3
ζ (2s)
(
µ− 1
n2 − 1
)(
ν − 1
n3 − 1
)
ζ (µ, ν)
+ (−1)n2
∑
µ+ν+2s=w
µ≥n3,ν>n1
ζ (2s)
(
µ− 1
n3 − 1
)(
ν − 1
n1 − 1
)
ζ (µ)ζ (ν)(−1)µ
+ (−1)n3
∑
µ+ν+2s=w
µ≥n2,ν>n1
ζ (2s)
(
µ− 1
n2 − 1
)(
ν − 1
n1 − 1
)
ζ (µ, ν)
− (−1)n3
∑
n1+ν+2s=w
ν>n2
ζ (2s)
(
ν − 1
n2 − 1
)(
ζ (n1, ν) + ζ (n1 + ν)
)
(1.12)
6As the left-hand side of (1.11) is analytic at z1 = 1 (the only singularities are zi = 0, z2 = 1 and z1z2 = 1),
the non-analytic contributions from Li3(z1), Li2(z1) and Li1(z1) in the right-hand side cancel each
other.
7Note that in the last case, the imaginary parts ImLi3(i) and pi2 ReLi2(i)must cancel with −
pi3
48
, which is
indeed easily verified with (2.1).
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for arbitrary n ∈ N3, n3 > 1 appears to be new. Note that a related formula,
valid for n1, n2 > 1, was given in [24, Theorem 5.2]. Analogous depth re-
ductions of polylogarithms at arbitrary roots of unity can be obtained from
(3.2) and (4.3) as demonstrated in section 3. Furthermore, such explicit for-
mulas can in principle be derived for arbitrary depth by continuation of the
recursive algorithm that we will describe in section 2.
Notice that except for the occurrence of ζ (0) = −1/2, all coefficients in
(1.12) are integers. Indeed, we will actually prove a stronger version of the-
orem 1.3 with integer coefficients (theorem 2.5), by replacing the logarithms
with Bernoulli polynomials. In the case ofMZV, this strengthens theorem1.1
to the statement that (k = 0 is allowed here)
ζ (n1, . . . , nd) ∈
∑
|m|+2k=|n|
m∈Nr , r<d
Zζ (2k)ζ (m) (1.13)
whenever |n|0 = |n| − d is odd. This is not obvious in the example (1.3)
above, but the representation we get from (1.12) makes (1.13) manifest:
ζ (1, 5, 2) = 7ζ (8) + 3ζ (2)ζ (6) − 5ζ (4)ζ (2)2 + 2ζ (2)ζ2(3)
− 3ζ (3)ζ (5) + 7ζ (1, 7) +
3ζ2(4) + ζ (5, 3)− ζ (6, 2)
2
.
(1.14)
An integrality statement also exists for other roots of unity (see remark 2.11).
As a supplement to this article, we provide a list of the functional equa-
tions for all PLin(z) of weight |n| ≤ 6 in the file feqs. These were com-
puted usingMaple™with the script parity.mpl (also attached) which can
be used to compute higher weight equations.8
Acknowledgements My interest in the parity conjecture arose from the
computation of a Feynman integral which evaluates to MPL at sixth roots
of unity, where this conjecture played a crucial role [9, 30].9 I thank David
Broadhurst, Dirk Kreimer and Oliver Schnetz for suggesting this project in
the first place. Moreover I am grateful to Oliver for the collaboration [31],
which required a better understanding of parity. Also I thank the ESI Vienna
for hospitality during the workshop “The interrelation between mathemati-
cal physics, number theory and noncommutative geometry”,where exciting
discussions with David sparked my interest in the general case.
Furthermore I am indebted to Francis Brown, Claire Glanois, David Jarossay
and Jianqiang Zhao for helpful feedback on topics related to the parity the-
orem. Takashi Nakamura kindly pointed out is work [29] to me and helped
to compare his results with (3.2).
8Maple is a trademark of Waterloo Maple Inc.
9For this particular case an independent proof of the parity theorem was given in [30, equation (3.5.13)].
5
Finally I am very grateful to a referee for careful reading and many valu-
able suggestions which improved the clarity of this paper.
This work was carried out at the IHÉS with support from the ERC grant
257638 via the CNRS and at All Souls College.
2 Proof of the parity theorem
Our starting point is the well-known formula for depth d = 1,
PLin(z) = Lin(z) + (−1)
n Lin(1/z) = −
(2pii)n
n!
Bn
(
1
2
+
log(−z)
2pii
)
, (2.1)
which relates classical polylogarithms of inverse arguments via the Bernoulli
polynomials Bn(x) that are generated by
text
et − 1
=
∞∑
n=0
Bn(x)
tn
n!
. (2.2)
Equation (2.1) holds for all z ∈ C \ [0,∞) and goes back to [23].10 The
inductive proof given in [23] exploits that both (z∂z) PLin+1(z) = PLin(z)
and (z∂z)Bn+1(z) = Bn(z) fulfill the same differential equation, where
Bn(z) :=
(2pii)n
n!
Bn
(
1
2
+
log(−z)
2pii
)
= (−1)nBn(1/z) (2.3)
denotes the opposite of the right-hand side of (2.1). After checking
PLi1(z) = − log(1− z) + log(1− 1/z) = − log(−z) = −B1(z)
for z ∈ C \ [0,∞) to start the induction, it suffices to verify one boundary
condition for each n ≥ 2 to fix the constants of integration. The choice z → 1
yields PLi2n(z)→ 2ζ (2n) in even weight, consistent with
2ζ (2n) = −
(2pii)2n
(2n)!
B2n = −B2n(1) (2.4)
for the Bernoulli numbers B2n := B2n(0) = B2n(1).11 Finally, in odd weight,
both PLi2n+1(1) and B2n+1(1) vanish for n ≥ 1.
In order to extend (2.1) toMPL,we use differentiation to reduce theweight,
apply the theorem inductively, and integrate thereafter. This recursive ap-
proach rests on explicit differentials easily obtained from (1.4): For n1 > 1,
∂z1 Lin(z) =
1
z1
Lin−e1(z) and ∂z1 Lin(1/z) = −
1
z1
Lin−e1(1/z) (2.5)
10Note that both sides of (2.1) are analytic on this domain since we always consider the principal branches.
11This symmetry of Bernoulli polynomials cancels the ambiguity log(−z) → ±ipi depending on whether
z → 1 is approached from the upper or lower half-planes.
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where e1 = (1, 0, . . . , 0) denotes the first unit vector, while for n = (1,n′)
we set z′ = (z2, . . . , zd) and z′′ = (z1z2, z3, . . . , zd) such that
∂z1 Lin(z) =
Lin′(z
′)
1− z1
−
Lin′(z
′′)
z1(1− z1)
and (2.6)
∂z1 Lin(1/z) =
Lin′(1/z
′)
z1(1− z1)
−
Lin′(1/z
′′)
1− z1
. (2.7)
For example, in depth two these differentials, together with (2.1), show
∂z1 PLi1,n(z1, z2) =
Bn(z1z2)− Bn(z2)
1− z1
+
(−1)n Lin(1/z2)− Lin(z1z2)
z1
(2.8)
and we could apply (2.1) once more to further replace (−1)n Lin(1/z2) with
−Lin(z2)−Bn(z2). In general, we will need the following class of functions:
Definition 2.1. Given a vector z = (z1, . . . , zN ) of variables, we abbreviate
consecutive products with zi,j :=
∏j
k=i zk where i ≤ j. We define a Z-
module by
L
D
w (z) := linZ
{
N∏
i=1
Bki(zi,N )
s∏
i=1
Lin(i)(z
(i)) : k ∈ NN0 , s ∈ N0
}
, (2.9)
where for each 1 ≤ i ≤ s, the integer indices n(i) ∈ Ndi and the argu-
ments z(i) are vectors of size di > 0 such that the total depth is d = d1 +
· · · + ds ≤ D and the total weight is |k| +
∑s
i=1
∣∣n(i)∣∣ = w. As argu-
ments z(i) we allow only consecutive products which are disjoint and to-
tally ordered. Concretely, we mean that if we read all of the d arguments in
Lin(1)(z
(1)) · · ·Lin(s)(z
(s)) from left to right,
(z(1), . . . ,z(s)) = (zi1,j1 , . . . , zid,jd),
then 1 ≤ i1 ≤ j1 < i2 ≤ j2 < · · · < id ≤ jd ≤ N .
The constraints on the arguments exclude products like
Lin1(z1) Lin2(z1), Lin1,n2(z1, z3) Lin3(z2) and also Lin1,n2,n3(z1, z3, z2)
from (2.9). In particular note that each variable zi appears in at most one
argument and z1 can only appear in the first position. For example, in the
case of two variables z = (z1, z2) the explicit generators up to depth two are
L
0
w(z) =
⊕
k1+k2=w
ZBk1(z1z2)Bk2(z2) ⊂ Q[2pii, log(−z1z2), log(−z2)],
L
1
w(z) = L
0
w(z)⊕
⊕
k+n=w
L
0
k (z)⊗ linZ {Lin(z1),Lin(z2),Lin(z1z2)} and
L
2
w(z) = L
1
w(z)⊕
⊕
k+n1+n2=w
L
0
k (z)⊗ linZ {Lin1(z1) Lin2(z2),Lin1,n2(z1, z2)} .
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All of the generators (2.9) are in fact linearly independent, which follows
from their representation as iterated integrals and can be proved inductively
through differentiation [30]. So indeed we can write direct sums; however,
this linear independence will not play any role in the sequel.
In theorem 1.3 we did not have to bother about the fine structure of the
arguments z(i); knowing that they are products of the original variables is
enough to conclude the reduction in depth for roots of unity in (1.6) (corol-
lary 1.4). But for our proof it is essential to keep track of the arguments very
closely. The following result shows that L Dw (z) contains all primitives we
need to integrate ∂z1 PLin(z), like the right-hand side of (2.8):
Lemma 2.2. Every element of 1z1 L
D
w (z) has a ∂z1-primitive inL
D
w+1(z) and every
element of 11−z1
[
L Dw (z
′) + L Dw (z
′′)
]
has a ∂z1-primitive in L
D+1
w+1 (z).
12
Proof. By definition 2.1, each basis function in (2.9) has at most two factors
which depend on z1: Bk(z1,N ) and the first factor Lin(1)(z
(1)). All other fac-
tors are constants with respect to z1 and can be ignored here. We proceed by
giving explicit formulas for the primitives which can be verified easily via
differentiation using (2.5) and (2.6).
If the z1-dependence only comes from logarithms, we can use
Bk(z1,N )
z1
= ∂z1Bk+1(z1,N ) and (2.10)
Bk(z1,N )
1− z1
= ∂z1
k∑
µ=0
(−1)µ Li1+µ(z1)Bk−µ(z1,N ). (2.11)
Otherwise we have to integrate a function of the form Bk(z1,N ) Lin(z1,j ,y)
with some index 1 ≤ j ≤ N and a sequence y of z1-independent arguments.
Integrating dz1/z1 does not change the depth:
Bk(z1,N ) Lin(z1,j ,y)
z1
= ∂z1
k∑
µ=0
(−1)µBk−µ(z1,N ) Lin+(1+µ)e1(z1,j ,y). (2.12)
If the denominator is 1−z1, we consider a function inL Dw (z
′′) = L Dw (z1z2, . . .)
because the case ofL Dw (z
′)was dealt with in (2.11). Therefore wemust have
j ≥ 2 and find a primitive which increases the depth by one:
Bk(z1,N ) Lin(z1,j ,y)
1− z1
= ∂z1
k∑
µ=0
(−1)µBk−µ(z1,N )
[
Li1+µ(z1) Lin(z2,j ,y)
− Li1+µ,n(z1, z2,j ,y)− Lin+(1+µ)e1(z1,j ,y)
]
. (2.13)
12As before, z′ = (z2, . . . , zN) and z′′ = (z1z2, z3, . . . , zN ).
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Applied to the right-hand side of example (2.8), this construction yields13
L
1
n+1(z) ∋ F :=
n∑
µ=0
(−1)µ Li1+µ(z1)Bn−µ(z1z2)− Li1(z1)Bn(z2)
− Lin+1(z1z2) + (−1)
n Lin(1/z2)B1(z1z2)
(2.14)
such that ∂z1
[
PLi1,n(z) − F
]
= 0. The final ingredient is a method to de-
termine the constant of integration (it depends on z2 in this case), which we
will fix by considering the limit z1 → 0. Note that according to (1.4), all
z1-dependent MPL Lin(z1,j , . . .) vanish in this limit, so logarithms Bk(z1,N )
provide the only divergences. Let us write f ∼ g if limz1→0(f − g) = 0.
Lemma 2.3. Given n = (n1,n′) ∈ Nd, the behaviour of Lin(1/z) as z1 → 0 is
Lin(1/z) ∼ (−1)
1+n1
∑
|k|=n1
Bk1(z1,d) Lin′+k′(1/z
′)
d∏
µ=2
(
nµ − 1 + kµ
kµ
)
. (2.15)
Proof. We exploit the representation from [17, 18], which expresses MPL as
iterated integrals [13] of the differential forms ωσ := dt/(t− σ),
(−1)d Lin(1/z) =
∫ 1
0
ωnd−10 ωzdω
nd−1−1
0 ωzd−1zd · · ·ω
n2−1
0 ωz2,dω
n1−1
0 ωz1,d . (2.16)
These are called hyperlogarithms [26, 32] and defined by∫ 1
0
ωσr · · ·ωσ1 =
∫ 1
0
dtr
tr − σr
∫ tr
0
dtr−1
tr−1 − σr−1
· · ·
∫ t2
0
dt1
t1 − σ1
.
By [33] they are multiplicative,
∫ 1
0 u ·
∫ 1
0 v =
∫ 1
0 (u v), with respect to the
commutative shuffle product defined recursively by
(ωσu) (ωτv) = ωσ(u (ωτv)) + ωτ ((ωσu) v) (2.17)
for arbitrary (including empty) words u and v in the tensor algebra gen-
erated by the forms ωσ. We apply the simple combinatorial identity [30,
lemma 3.2.5]
uωτωσ1 · · ·ωσr =
r∑
k=0
(−1)k [u ωσk · · ·ωσ1 ]ωτ  ωσk+1 · · ·ωσr (2.18)
to u = ωnd−10 ωzd· · ·ωz3,dω
n2−1
0 with τ = z2,d and thus rewrite (2.16) as
(−1)d Lin(1/z) =
n1−1∑
k=0
(−1)k
∫ 1
0
(u ωk0)ωz2,d
∫ 1
0
ωn1−1−k0 ωz1,d
+ (−1)n1
∫ 1
0
(u ωz1,dω
n1−1
0 )ωz2,d .
13For brevity, we do not rewrite (−1)n Lin(1/z2) = −Lin(z2)− Bn(z2) explicitly.
9
The last term is continuous at z1 → 0 (so that we can just substitute z1 =
0), and inside the sum we use (2.16) and (2.1) to rewrite
∫ 1
0 ω
n1−1−k
0 ωz1,d =
−Lin1−k(1/z1,d) ∼ (−1)
n1−kBn1−k(z1,d). This proves
Lin(1/z) ∼ (−1)
n1+d
n1∑
k=0
Bk(z1,d)
∫ 1
0
(
u ωn1−k0
)
ωz2,d
and we conclude by expanding the products u ωn1−k0 : The coefficients of
individual words are counted by the binomial coefficients in (2.15) and we
rewrite their hyperlogarithms via (2.16) as MPL with depth d− 1.
Remark 2.4. All terms in (2.15) have depth d − 1 and no MZV occur in the
expansion of Lin(z) at z1 → 0 (except for powers of pi in (2.3), to which we
assign depth zero).14 This is crucial for our proof and the reason why we set
up our recursion with respect to the first variable z1: While the differential
behaviour is analogous if we considered zd instead, the limiting behaviour
zd → 0 is more complicated. An analogue of lemma 2.3 for this case is not
obvious.
Continuing our example from above, we obtain
(−1)n PLi1,n(z) ∼ Li1,n(1/z) ∼ nLin+1(1/z2) + B1(z1z2) Lin(1/z2).
The divergent contributionF ∼ (−1)nB1(z1z2) Lin(1/z2) is already contained
in (2.14), but we now also know the constant of integration and find15
PLi1,n(z) = F + n(−1)
n Lin+1(1/z2) (2.19)
=
n∑
µ=0
(−1)µ Li1+µ(z1)Bn−µ(z1z2)− Li1(z1)Bn(z2)− Lin+1(z1z2)
+ (−1)n
[
nLin+1(1/z2) + Lin(1/z2)B1(z1z2)
]
∈ L 1n+1(z1, z2).
Finally, we can now prove our parity theorem 1.3, formulated inside the
very explicitly described module L Dw (z) of multiple polylogarithms from
(2.9).
Theorem 2.5. For all indices n ∈ Nd, the combination PLin(z) of MPL from
(1.8) is of depth at most d− 1: PLin(z) ∈ L d−1|n| (z).
Proof. We proceed by recursion over the weight w = |n|. The depth one
case is (2.1), so let us assume d ≥ 2. If n1 > 1, we use (2.5) to find
∂z1 PLin(z) =
1
z1
PLin−e1(z) (2.20)
14In the language of regularized limits (which annihilate logarithmic divergences, see [10, 30]), the essence
of lemma 2.3 is that Regzd→∞ · · ·Regz1→∞ Lin(z) ∈ (2pii)
|n|
Q does not involve any MZV.
15To check that this reproduces (1.11) in the special case n = 2, use (2.1) to rewrite Li2(1/z2) and Li3(1/z2)
and substitute B1(z) = log(−z), B2(z) = 12 log
2(−z) + ζ (2) and B3(z) = 16 log
3(−z) + ζ (2) log(−z).
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which has depth at most d− 1 (by induction over the weight), and integrat-
ing z1 does not increase the depth according to lemma 2.2. What remains
to be checked is that the correct constant of integration also lies in L d−1w (z).
This is evident from (2.15).
Now consider the case n1 = 1. From (2.6) and (2.7) we find the key for-
mula
∂z1 PLin(z) =
PLin′(z
′)− Lin′(z
′)− Lin′(z
′′)
z1
+
PLin′(z
′)− PLin′(z
′′)
1− z1
,
(2.21)
where z = (z1,z′) and z′′ = (z1z2, z3, . . . , zd). It is crucial here that the
signs work out such that the MPL with denominator 1− z1 can be grouped
together as PLin′(z′) and PLin′(z′′), because we know by induction that
these have depth at most d− 2. We conclude that
∂z1 PLin(z) ∈
1
z1
L
d−1
w−1(z) +
1
1− z1
(
L
d−2
w−1(z
′) + L d−2w−1(z
′′)
)
and hence find a ∂z1-primitive f ∈ L
d−1
w (z) such that ∂z1 PLin(z) = ∂z1f
according to lemma 2.2. From (2.15) we know that PLin(z) − f ∼ g ∈
L wd−1(z
′) and thus finally conclude that PLin(z) = f + g ∈ L wd−1(z).
Our algorithmic proof can be used to compute explicit representations of
PLin(z) as an element of L d−1|n| (z) like (2.19). In sections 3 and 4 we will
demonstrate this by deriving closed formulas in depths two and three.
Remark 2.6. An alternative interpretation of MPL are iterated integrals in
several variables, Lin(z) =
∫ z
0
w, where w is a linear combination of words
in the differential forms d log(zi) and d log(1− zi,j) [2, 37]. The depth equals
the maximum number of forms of the second type that appear in a single
word. Hence the pullback
Φ∗d log(zi) = −d log(zi), Φ
∗d log(1− zi,j) = d log(1− zi,j)−
∑
i≤k≤j
d log(zk)
under Φ(z) := 1/z maps w to (−1)|n|0w, up to terms of lower depth. Thus
PLin(z) reduces to lower depthMPL, because Lin(1/z) =
∫ 1/z
0 w =
∫ z
∞
Φ∗(w)
equals
∫ z
0
Φ∗(w) plus products of lower depth MPL with MZV, according to
the path-concatenation formula [13]. However, we do not want to contam-
inate theorem 2.5 with such MZV, which requires our careful analysis of
limits (see remark 2.4).
Some comments are in order for arguments that are roots of unity. In
general we cannot simply substitute such values into the functions (2.9),
because some factors Lin(i)(z
(i)) might be singular. For example, in (1.11)
the term Li1(z1) = − log(1− z1) is not defined at z1 = 1. Therefore we must
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approach such arguments as limits from inside the domain (1.10), where
theorems 1.3 and 2.5 are valid. It is well-known that divergences only occur
when (nd, zd) = (1, 1), for example see [30, Lemma 3.3.16]:
Lemma 2.7. Let n ∈ Nd and |z1| = · · · = |zd| = 1 with (nd, zd) 6= (1, 1). Then
the iterated integral (2.16) for Lin(z) converges absolutely and equals the limit
Lin(z) = lim
y→z
Lin(y),
taken from y within the domain (1.10) in an arbitrary way.
To obtain (1.6) for given n ∈ Nd and z ∈ µdN with (nd, zd) 6= (1, 1), we
write PLin(y) with depth d − 1 using theorem 2.5 and consider the conver-
gent limits in the order
PLin(z) = lim
yd→zd
· · · lim
y1→z1
PLin(y). (2.22)
So in each term Lin(1)(y
(1)) · · ·Lin(s)(y
(s)) in (2.9) we compute the limits of
the arguments from left to right. Since the arguments are consecutive prod-
ucts, their limiting values are in µN . By lemma 2.7 the limits are trivial un-
less the last argument of one of the factors Lin(i)(y
(i)) approaches unity. For
this case we invoke the standard expansion in logarithms, see [11, 21, 30].
Theorem 2.8. Given m ∈ Ns and fixed arguments y1, . . . , ys−1, there exist
unique functions f0(ys), . . . , fs(ys) that are analytic at ys = 1 and fulfil
Lim(y) =
s∑
k=0
logk(1− ys)fk(ys). (2.23)
The important consequence is that the limit ys → 1 is finite if and only if
fk(1) = 0 for all k > 0, and in this case, it equals limys→1 Lim(y) = f0(1).
Since the limits in (2.22) are convergent, all divergences of the individual
terms (2.9) must cancel each other. For examplePLi1,2(y) in (1.11), the terms
Li1(y1) log
2(−y1y2) and − Li1(y1) log2(−y2)
with Li1(y1) = − log(1 − y1) are individually divergent as y1 → 1 but can-
cel each other. This cancellation of all divergences implies that we are al-
lowed to just replace each individual Lim(y) by its regularized limit f0(1),
which can be computed in various ways. For convenience of the reader we
recall here the well-known shuffle regularization [21, 30]. The alternative
approach via quasi-shuffles (4.1) will be used in section 4 to deduce (1.12)
from (4.3).
Lemma 2.9. Letm ∈ Ns and suppose y1, . . . , ys−1 ∈ µN are given N -th roots of
unity. Then there exist xk ∈ Zs−k|m|−k(µN ) for 0 ≤ k ≤ s such that
lim
ys→1
[
Lim(y)−
s∑
k=0
xk log
k(1− ys)
]
= 0. (2.24)
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Proof. Ifms ≥ 2, the limit is convergent by lemma 2.7 and we can set xk = 0
for all k > 0 and x0 = Lim(y)|ys=1. So let us assume ms = 1 and consider
the iterated integral representation (2.16),
(−1)s Lim(y) =
∫ 1
0
v where v = ω1/ysω
ms−1−1
0 ω1/ys−1,s · · ·ω
m1−1
0 ω1/y1,s .
Let 1 ≤ r ≤ s denote the number of consecutive lettersω1/ys at the beginning
of the word v. Equivaletly, r is the largest number such that mi = 1 for all
i > s − r and yi = 1 for all s > i > s − r. The case r = s corresponds to
xs = (−1)
s/s! and xk = 0 for all k < s via the shuffle product (2.17), because∫ 1
0
ωs1/ys =
1
s!
∫ 1
0
(
ω1/ys
)
s
=
1
s!
(∫ 1
0
ω1/ys
)s
=
logs(1− ys)
s!
.
Otherwise, r < s such that the word v has the form
v = ωr1/ysωτu
for some letter τ 6= 1/ys and a word u. We now apply (2.18) with all words
reversed and σ1 = · · · = σr = 1/ys. With the multiplicativity of iterated
integrals over the shuffle product (2.17) this gives
(−1)s Lim(y) =
r∑
k=0
(−1)r−k
logk(1− ys)
k!
∫ 1
0
ωτ
[
u ωr−k1/ys
]
.
After expanding the shuffle product, the iterated integrals multiplying the
powers of log(1 − ys) can be rewritten via (2.16) as linear combinations of
Lim˜(y˜) where m˜ ∈ Ns−k. By lemma 2.7 these remain finite as ys → 1,
because either τ = 0 such that m˜s−k ≥ 2 or y˜s−k = 1/τ = ys−rys → ys−r 6= 1.
Knowing (2.23), we can therefore set
xk =
(−1)s+r−k
k!
∫ 1
0
[
ωτ
(
u ωr−k1
)]
ys=1
∈ Zs−k|m|−k(µN ).
Example 2.10. Consider Li2,1(−1, z) =
∫ 1
0 ω1/zω0ω−1/z as z → 1. In this case
s = 2, r = 1 and ω1/zω0ω−1/z = ω1/z ω0ω−1/z −ω0
(
ω−1/z  ω1/z
)
such that
Li2,1(−1, z) = log(1− z)
∫ 1
0
ω0ω−1/z −
∫ 1
0
ω0
(
ω−1/zω1/z + ω1/zω−1/z
)
= − log(1− z) Li2(−z)− Li1,2(−1,−z)− Li1,2(−1, z).
From this we read off the regularized limit x0 = −Li1,2(−1,−1) − Li1,2(−1, 1).
This gives an algorithm to evaluate (2.22) explicitly as an element ofZd−1
|n|
(µN ):
Just substitute the roots of unity z into each term of the form (2.9) and re-
place each divergent factor Lin(i)(z
(i)) with the corresponding regulariza-
tion x0 from lemma 2.9.
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Remark 2.11. For z ∈ µdN , the Bernoulli polynomials Bk(zi,d) are also evalu-
ated at N -th roots of unity and evaluate to a rational multiple of (ipi)k. Via
(2.1) they give the values−2ReLik(zi,d) for evenweight k and−2i ImLik(zi,d)
in oddweight. With these taking the role of 2ζ (2k) in (1.13), theorem 2.5 spe-
cializes to an integer coefficient parity theorem for special values of MPL at
N -th roots of unity.
3 Depth two
The following formula, valid for arbitrary d, r ∈ N and k ∈ N0,n ∈ Nd, will
be very useful in the sequel to compute iterated integrals
∫
dz1/z1:
Bk(z1,d) Lin(z) = (z1∂z1)
r
k∑
µ=0
(
−r
µ
)
Bk−µ(z1,d) Lin+(r+µ)e1(z). (3.1)
It follows from (2.5) and z∂zBk+1(z) = Bk(z) because (z1∂z1)
r maps the sum-
mand to
∑k
s=µ
(
r
s−µ
)
Bk−s(z1,d) Lin+se1(z) and
∑
µ
(
−r
µ
)(
r
s−µ
)
= δs,0 where(
−r
µ
)
=
(−r)(−r − 1) · · · (−r − µ+ 1)
µ!
= (−1)µ
(
r + µ− 1
µ
)
.
We can use (3.1) to integrate (2.19) and obtain an explicit formula forPLin(z)
for arbitrary values of the indices n ∈ N2. For a start, (3.1) shows that
G :=
n2∑
µ=0
(−1)µ
n2−µ∑
ν=0
(
1− n1
ν
)
Bn2−µ−ν(z1z2) Lin1+µ+ν(z1)− Lin1(z1)Bn2(z2)
− Lin1+n2(z1z2) + (−1)
n2
[
n2 Lin2+1(1/z2)Bn1−1(z1z2) + Lin2(1/z2)Bn1(z1z2)
]
fulfils (z1∂z1)
n1−1G = PLi1,n2(z) = (z1∂z1)
n1−1 PLin(z) according to (2.20).
Thus, as a function of z1, the difference between G and PLin(z) must be
a polynomial in log(−z1z2) and can therefore be recovered from (2.15) via
PLin(z) ∼ −(−1)
n1+n2 Lin(1/z):
PLin(z) ∼ (−1)
n2
n1∑
k=0
Bn1−k(z1z2) Lin2+k(1/z2)
(
n2 − 1 + k
k
)
.
Note that the first summands (k = 0, 1) reproduce the terms of G that are
purely logarithmic in z1. Adding the remaining terms to G, we arrive at
PLin(z) = Lin(z)− (−1)
|n| Lin(1/z) (3.2)
= (−1)n1
|n|∑
µ=n1
(
µ− 1
n1 − 1
)
Liµ(z1)B|n|−µ(z1z2)(−1)
µ − Li|n|(z1z2)
+ (−1)n2
|n|∑
µ=n2
(
µ− 1
n2 − 1
)
Liµ(
1
z2
)B|n|−µ(z1z2)− Lin1(z1)Bn2(z2).
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In the special case when |z1| = |z2| = 1, this formula was obtained in [29,
Proposition 1.2].16 We will now discuss some specializations to roots of
unity which had been discovered before.
In the MZV case (z1, z2 → 1 and n2 ≥ 2) with odd weight w = n1 + n2,
Bernoulli polynomials with odd index vanish17 and the even ones become
Riemann zeta values (2.4). Thus (3.2) becomes the well-known [3, 20, 36]
ζ (n) = (−1)n1
∑
2s+k=w
k≥3
ζ (2s)ζ (k)
[(
k − 1
n1 − 1
)
+
(
k − 1
n2 − 1
)
− δk,n1
]
−
ζ (w)
2
. (3.3)
Note that we also get a (less interesting) relation for even weight, namely
0 = (−1)n1
∑
2s+k=w
k≥2
ζ (2s)ζ (k)
[(
k − 1
n1 − 1
)
+
(
k − 1
n2 − 1
)
− δk,n1
]
+
ζ (w)
2
. (3.4)
More generally, for alternating sums z1, z2 → ±1 with odd weight, we can
exploit that Bk(z) = −PLik(z) = −2Lik(z)δk,even because of 1/z = z and
(2.1) to obtain, for all z ∈ {1,−1}2, that (with the convention Li0(±1) = −12 )
Lin(z) = (−1)
n1
∑
2s+k=w
Li2s(z1z2)
[(
k − 1
n1 − 1
)
Lik(z1) +
(
k − 1
n2 − 1
)
Lik(z2)
]
− 12 Liw(z1z2) + Lin1(z1) Lin2(z2)δn2,even. (3.5)
This formula had been given in [4, equation (75)]. Sometimes the notation
ni is used to indicate that zi = −1, then a special case of (3.5) would read
ζ (n1, n2) = (−1)
n1
∑
2s+k=w
ζ (2s)
[(
k − 1
n1 − 1
)
ζ (k) +
(
k − 1
n2 − 1
)
ζ (k)
]
−
ζ (w)
2
+ ζ (n1)ζ (n2)δn2,even
where ζ (0) := −1/2. An example of the parity theorem (in depth two) for
fourth roots of unity had been worked out in [25]. That result reads (n odd)
PLin,1(i, i) + PLin,1(i,−i)
= −2ni ImLin+1(i)− 2i
n−1
2∑
s=1
(ipi)2s(4s − 1)
(2s)!
B2s ImLin+1−2s(i) (3.6)
and follows as a special case from (3.2): For the left-hand side we first get
−2nLin+1(i)−ζ (n + 1)−ζ (n+ 1)−
n−1
2∑
s=0
[
Lin+1−2s(i)B2s(1)+Lin+1−2s(−i)B2s(−1)
]
16Mind the misprint in [29, equation (1.3)]: The term ζ(a;−y)ζ(b, x)must read ζ(a;x)ζ(b,−y).
17Except for B1(z1z2), but this one cancels between the two sums.
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after exploiting B1(i) + B1(−i) = log(−i) + log(i) = 0 and B2s+1(±1) = 0.
This expression is purely imaginary since PLin,1(i,±i) = 2i ImLin,1(i,±i),
thus we recover (3.6) upon projecting on imaginary parts and using
ζ (2s)
ζ (2s)
=
B2s(−1)
B2s(1)
=
B2s(1/2)
B2s
= 21−2s − 1. (3.7)
The cancellation of the real parts implies a relation between Bernoulli poly-
nomials. More generally, consider |z1| = |z2| = 1 in (3.2) such that PLin(z)
is imaginary (real) for even (odd) weight |n|. Taking real (imaginary) parts,
we conclude with (2.1) and Bk(1/z) = (−1)kBk(z) that
|n|∑
µ=1
B|n|−µ(z1z2)
[(
µ− 1
n1 − 1
)
(−1)n1Bµ(z1) +
(
µ− 1
n2 − 1
)
(−1)n2Bµ(z2)
]
= Bn1(z1)Bn2(z2) + B|n|(z1z2).
Via z1 = e2piix and z2 = e2piiy this generalizes (3.4) to the identity (n1, n2 ≥ 0)
|n|∑
µ=0
(
|n|
µ
)
B|n|−µ(x+ y)
[(
−n1
µ− n1
)
Bµ(x) +
(
−n2
µ− n2
)
Bµ(y)− δµ,0
]
=
(
|n|
n1
)
Bn1(x)Bn2(y). (3.8)
4 Depth three
Abovewe pointed out that it is not necessary to keep track of polynomials in
log(−z1,N ) during the integration process, because these will be recovered
from the expansion z1 → 0 using lemma 2.3. So let us write f ≡ g if f − g is
a polynomial in log(−z1,N ) and 1/z1. According to (2.21),
∂z1 PLi1,n2,n3(z) ≡
PLin2,n3(z2, z3)− PLin2,n3(z1z2, z3)
1− z1
−
Lin2,n3(z1z2, z3)
z1
which we can integrate using lemma 2.2 after inserting (3.2). In the result
PLi1,n2,n3(z) ≡ Li1(z1) PLin2,n3(z2, z3)− Li1+n2,n3(z1z2, z3)
+ Lin2,1(z2, z1)Bn3(z3) + Lin2+n3,1(z2z3, z1)
−
∑
µ+ν+s=n2+n3
Bs(z1z2z3)
(
−n3
µ− n3
)
Liµ(1/z3) Li1+ν(z1)(−1)
µ+ν
−
∑
µ+ν+s=n2+n3
Bs(z1z2z3)
(
−n2
µ− n2
)
Liµ,1+ν(z2, z1)(−1)
ν
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we use summation indices µ, ν, s ≥ 0 and the quasi-shuffle formula [5, 21]
Lin2,n1(z2, z1) = Lin1(z1) Lin2(z2)− Lin1,n2(z1, z2)− Lin1+n2(z1z2) (4.1)
for compactness. Note that even though the terms with non-increasing or-
der among the arguments, like Lin2,n1(z2, z1), do not appear as generators
in (2.9), they nevertheless belong to L 2n1+n2(z1, z2) via (4.1). We use such
substitution to present concise formulas. The subsequent integrations over
dz1/z1 according to (2.20) are immediately solved by (3.1) with the result
PLin(z) ≡ Lin1(z1) PLin2,n3(z2, z3)− Lin1+n2,n3(z1z2, z3) (4.2)
+ Lin2,n1(z2, z1)Bn3(z3) + Lin2+n3,n1(z2z3, z1)
−
∑
µ+ν+s=n2
Bs(z1z2z3)
(
−n3
µ
)(
−n1
ν
)
Lin3+µ(1/z3) Lin1+ν(z1)(−1)
n3+µ
−
∑
µ+ν+s=n3
Bs(z1z2z3)
(
−n2
µ
)(
−n1
ν
)
Lin2+µ,n1+ν(z2, z1).
This primitive vanishes at z1 → 0, hence its deviation from PLin(z) is ex-
actly the expansion of lemma 2.3. So by adding
PLin(z) ∼ −
∑
µ+ν+s=n1
Bs(z1z2z3)
(
−n2
µ
)(
−n3
ν
)
Lin2+µ,n3+ν(1/z
′)(−1)n2+µ+n3+ν
to (4.2), we arrive at the final formula
PLin(z) = Lin1(z1) PLin2,n3(z2, z3)− Lin1+n2,n3(z1z2, z3) (4.3)
+ Lin2,n1(z2, z1)Bn3(z3) + Lin2+n3,n1(z2z3, z1)
−
∑
µ+ν+s=n2
Bs(z1z2z3)
(
−n3
µ
)(
−n1
ν
)
Lin3+µ(1/z3) Lin1+ν(z1)(−1)
n3+µ
−
∑
µ+ν+s=n3
Bs(z1z2z3)
(
−n2
µ
)(
−n1
ν
)
Lin2+µ,n1+ν(z2, z1)
−
∑
µ+ν+s=n1
Bs(z1z2z3)
(
−n2
µ
)(
−n3
ν
)
Lin2+µ,n3+ν(1/z
′)(−1)n2+µ+n3+ν .
Note that we can rewrite Lin(1/z) = (−1)|n|0 [Lin(z)− PLin(z)] at any time,
so keeping in mind (4.1), equation (4.3) is the explicit witness of PLin(z) ∈
L 2|n|(z). Inserting (3.2) for PLin2,n3(z2, z3) and taking the limits zi → 1 in
(4.3) yields the closed formula (1.12) which reduces MZV of even weight
and depth three.18
18The calculation shows that all potential divergences cancel each other as expected for n3 > 1. The
quasi-shuffle (4.1) was used for (1.12) to express the formula in terms of convergent MZV.
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Remark 4.1. In analogy to (3.4) in depth two, we also get a relation from odd
weight |n| in depth three: PLin(1, . . . , 1) = 0 implies an odd-weight depth-
two relation given by the right-hand side of (4.3), which automatically re-
duces to a depth one relation (theorem 1.1). Further relations come from the
necessary cancellation of imaginary parts (the coefficient of B1(z1z2z3)must
cancel when z → 1), generalizing (3.8).
We have not studied all these relations in detail, but it might be inter-
esting to do so in order to find out if these contraints contain any further
information about MZV (or other special values of MPL) beyond the parity
theorem.
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