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ABRE´VIATIONS
ADN . . . . . . Acide de´soxyribonucle´ique (en anglais : DNA)
ACP . . . . . . Analyse en composantes principales (en anglais PCA).
AIC . . . . . . . Akaike information criterion
AUC . . . . . . Area Under the Curve
ARN . . . . . . Acide ribonucle´ique (en anglais RNA)
BIC . . . . . . . Bayesian information criterion
DNA . . . . . . Deoxyribonucleic acid (en franc¸ais : ADN)
ET . . . . . . . . E´le´ment transposable (en anglais TE).
GMM . . . . . Gaussian Mixture Model
LASSO . . . Least Absolute Shrinkage and Selection Operator
LTR . . . . . . Long terminal repeats
NCBI . . . . . National Center for Biotechnology Information
OTU . . . . . . Operational Taxonomic Unit
PCA . . . . . . Principal component analysis (en franc¸ais : ACP)
RNA . . . . . . Ribonucleic acid (en franc¸ais : ARN)
ROC . . . . . . Receiver Operating Characteristic
TE . . . . . . . . Transposable element (en franc¸ais ET)
GLOSSAIRE
Acides amine´s prote´inoge`nes : Composants de base de la prote´ine.
Clusteriser : Faire des groupes.
Codon : Suite de trois nucle´otides codant un acide amine´ prote´inoge`ne.
Coline´raires : Deux vecteurs ~u et ~v sont coline´aires si ~u = k~v ou` k est un nombre ; autre-
ment dit si ~v est un multiple de ~u. En statistique, si deux variables sont coline´aires (ex :
le taux d’hormone A se´cre´te´e par chaque patient est toujours le triple du taux d’hormone
B se´cre´te´e par ce meˆme patient), alors les informations qu’elles apportent sont redon-
dantes.
Bruit : Processus ale´atoire. Dans le cadre d’un mode`le de re´gression, le bruit de´signe ce
qu’on ne parvient pas a` expliquer.
Diagonale (Matrice diagonale) : Une matrice diagonale est une matrice dont tous les
coefficients en dehors de la diagonale sont nuls. Autrement dit, si M est une matrice dia-
gonale et j , i alors Mi, j = 0.
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10 Abre´viations et glossaire
E´le´ments transposables : Se´quence d’ADN capable de se de´placer dans le ge´nome.
Eucaryote : Une cellule eucaryote est une cellule qui posse`de un noyau. Un organisme
eucaryote est un organisme dont les cellules posse`dent des noyaux par opposition aux
procaryotes. Ex : l’homme est un organisme eucaryote.
E´pissage : Proce´dure au cours de laquelle les introns (partie “inutile” de l’ARN) sont re-
tire´s et les exons sont conserve´s.
E´xons : Partie “codante” de l’ARN, conserve´e a` l’e´pissage.
Intron : Partie “non-codante” de l’ARN, retire´e a` l’e´pissage.
Libres (vecteurs libres) : Un ensemble de vecteurs est libre si aucun ne peut s’e´crire
comme une combinaison line´aire des autres. C’est une extension aux dimensions
supe´rieures de la non coline´arite´.
Me´tage´nomique (donne´es me´tage´nomiques) : Donne´es ge´ne´tiques issues d’environ-
nements complexes (ex : intestin, oce´an, sols, air, etc.) pre´leve´es dans la nature (par
opposition a` des e´chantillons cultive´s en laboratoire).
Nucle´otide : E´le´ment de base de l’ADN. Peut eˆtre de type ade´nine (A), cytosine (C),
guanine (G) ou thymine (T).
Phe´notype : Caracte`res observables d’un individu (par opposition au ge´notype). Ex : la
couleur d’une fleur est un caracte`re phe´notypique.
Procaryote : Une cellule procaryote est une cellule qui ne posse`de pas de noyau. Un
organisme procaryote est un organisme dont les cellules ne posse`dent pas de noyau,
par opposition aux eucaryotes. Les bacte´ries sont des organismes procaryotes.
Programmation dynamique : Mode de programmation consistant a` de´composer le
proble`me en sous-proble`mes, puis a` re´soudre les sous-proble`mes, des plus petits aux
plus grands en stockant les re´sultats interme´diaires.
Re´gression logistique : Mode`le statistique dont l’objectif est de pre´dire la valeur d’une
variable qualitative, e´ventuellement qualitative ordonne´e (par opposition a` la re´gression
line´aire). Ex : on cherche a` pre´dire si un patient va attraper une maladie ou non en fonc-
tion de diffe´rentes variables.
Re´gression line´aire : Mode`le statistique dont l’objectif est de pre´dire la valeur d’une va-
riable quantitative (par opposition a` la re´gression logistique). Ex : on cherche a` pre´dire le
prix ade´quat d’un bien immobilier en fonction de diffe´rentes variables.
Re´trotransposons : E´le´ments mobiles du ge´nome capables de se dupliquer en utilisant
une transcription suivie d’un transcription inverse.
Surparame´trage : Un mode`le statistique est surparame´tre´ lorsqu’il a trop de parame`tres.
De fait certains sont alors inutiles car redondants.
Taxon : Ensemble d’individus partageant des caracte`res communs. Ce terme tre`s
ge´ne´rique peut donc de´signer n’importe quel niveau de la classification du vivant. C’est-
a`-dire qu’il peut aussi bien de´finir une espe`ce (ex : espe`ce humaine) qu’une famille (ex :
cervide´s) ou une classe (ex : les mammife`res) par exemple. Transcription : En biologie,
la transcription est le me´canisme au cours duquel une mole´cule d’ARN est cre´e´e en co-
piant une partie de l’un des deux brins d’une mole´cule d’ADN.
Univarie´e : Une re´gression est dite univarie´e s’il n’y a qu’une seule variable explicative
(cf. partie 2.2.1 de l’e´tat de l’art).
Vraisemblance : La vraisemblance d’un mode`le statistique est e´gale a` la probabilite´
d’obtenir les donne´es observe´es d’apre`s ce mode`le. Par exemple, si on tire a` pile ou
face et que l’on obtient pile, la vraisemblance du mode`le “la pie`ce n’est pas truque´e” est
0.5, la vraisemblance du mode`le “la pie`ce est truque´e et tombe toujours sur pile” est 1,
la vraisemblance du mode`le “la pie`ce est truque´e et tombe toujours sur face” est 0. Le
mode`le le plus vraisemblable n’est toutefois pas toujours le meilleur, notamment du fait
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des risques de sur-interpre´tation.
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INTRODUCTION
INTRODUCTION GE´NE´RALE
Le nombre de se´quences ge´ne´tiques comple`tement de´crypte´es augmente de manie`re
exponentielle sous l’impulsion d’outils de se´quenc¸age de plus en plus performants. En
particulier, l’apparition d’outils de se´quenc¸age haut de´bit (en anglais high-throughput se-
quencing ou HTS) tels que Ion Torrent rusk2010torrents , 454 el2007evolution ou
Illumina MiSeq Illumina a drastiquement fait chuter les couˆts de ces se´quenc¸ages.
Ainsi, le premier se´quenc¸age du ge´nome humain international2004finishing , s’est
acheve´ en 2003 apre`s 13 ans de travaux d’un consortium international re´unissant 16 la-
boratoires pour un couˆt total d’environ 2,7 milliards de dollars. Une telle ope´ration couˆte
aujourd’hui un peu plus de 1000 dollars (cf. figure 1).
FIGURE 1 – E´volution du couˆt du se´quenc¸age du ge´nome humain. Graphique de Ben
Moore et Grendel Khan pour https://fr.wikipedia.org/ (se´quenc¸age de l’ADN) d’apre`s des
donne´es de https://www.genome.gov/sequencingcostsdata/
Une telle augmentation des capacite´s de se´quenc¸age a permis la constitution de larges
bases de donne´es. Ainsi par exemple, en e´cologie, les chercheurs ont pu consti-
tuer des bases de donne´es me´tage´nomiques recensant l’ensemble des populations
d’une zone ge´ographique donne´e zappelini2015diversity , foulon2016impact ,
danielsen2012fungal . De telles bases de donne´es se sont constitue´es e´galement
dans le domaine me´dical ou simplement en recherche biologique (se´quenc¸age de
diffe´rentes espe`ces). De plus, ces se´quences ge´ne´tiques deviennent de plus en plus
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facilement et librement accessibles graˆce a` la cre´ation de bases de donne´es en ligne. On
peut e´voquer en premier lieu le site du Centre ame´ricain pour les informations biotechno-
logiques (en anglais National Center for Biotechnology Information ou NCBI NCBI , mais
aussi des sites plus spe´cialise´s comme Flybase flybase qui traite exclusivement d’in-
sectes, ou encore des sites affilie´s a` une universite´ comme celle de Californie a` Santa
Cruz par exemple UCSC . Cette plus grande disponibilite´ des donne´es ouvre de nou-
veaux sujets d’e´tude qui ne´cessitent de la part des statisticiens et bio-informaticiens de
de´velopper des outils adapte´s.
Par ailleurs, les progre`s constants de la statistique ne´cessitent d’eˆtre re´gulie`rement
adapte´s au contexte de la bio-informatique. Parmi ces avance´es, notons celles qui ont
e´te´ re´alise´es dans le domaine de la re´duction de dimension comme les Laplacian ei-
genmaps qui permettent a` la fois de visualiser des donne´es en grandes dimensions
mais aussi servent d’e´tape pre´liminaire au clustering de ces donne´es. Notons e´galement
les avance´es dans le domaine des re´gressions, ou` des me´thodes comme le LASSO
(Least Absolute Shrinkage and Selection Operator Tibshirani:JRSSB96 ) permettent
une se´lection plus efficace des variables explicatives parmi un grand nombre de variables
candidates.
L’objectif de cette the`se, est l’application de techniques avance´es de statistiques a`
des proble´matiques de bio-informatique. Au gre´ de nos collaborations, nous avons e´te´
amene´s a` travailler plus pre´cise´ment sur les questions de clustering des se´quences
ge´ne´tiques, de propagation des e´le´ments transposables, d’analyse de donne´es
me´tage´nomiques et de re´gression polytomique ordonne´e.
Ainsi ce travail de the`se s’attelle tout d’abord a` une question extreˆmement ge´ne´rale : com-
ment clusteriser des se´quences ge´ne´tiques de la fac¸on la plus efficace possible? C’est-
a`-dire comment partager une base de donne´es de se´quences ge´ne´tiques en diffe´rents
groupes? Cette question extreˆmement ge´ne´rale peut eˆtre applique´e de diffe´rentes
fac¸ons. Par exemple, le clustering peut eˆtre utilise´ pour de´terminer des espe`ces. Ce type
d’espe`ces, de´finies par leur patrimoine ge´ne´tique plutoˆt que par leur phe´notype, est ap-
pele´ “Operational Taxonomic Unit” (OTU). Les OTUs sont ge´ne´ralement de´finis par clus-
tering de l’ARN 16S hao2011clustering . Le clustering de se´quences ge´ne´tiques peut
e´galement eˆtre utilise´ pour de´finir des taxons parmi un ensemble d’espe`ces repre´sente´es
par leur ADN. Enfin le clustering peut e´galement permettre d’e´tudier la re´partition de
sous-populations a` l’inte´rieur d’une meˆme espe`ce torroni1992native . Des outils de
clustering pour se´quences ge´ne´tiques existaient de´ja` avant ces travaux de the`se. Mais
re´cemment, le clustering a vu des progre`s tre`s significatifs dus aux me´thodes spectrales
et aux plongements non line´aires. Un des objectifs de cette the`se est d’apporter une nou-
velle pierre a` l’e´difice en montrant comment ces techniques peuvent eˆtre mises en œuvre
efficacement pour la bio-informatique. Dans ce manuscrit nous pre´sentons un outil de
clustering base´ sur une combinaison de Laplacian eigenmaps belkin2001laplacian
et de Mode`le de Me´lange Gaussien (GMM) day1969estimating . Les tests que nous
avons effectue´s sur notre outil utilisant des donne´es re´elles et simule´es montrent des
re´sultats encourageants. En particulier, les essais sur donne´es simule´es montrent que
les clusterisations effectue´e par notre outil retrouvent les clusters attendus nettement
plus efficacement que les outils de clustering les plus populaires. Ce travail sur le cluste-
ring de se´quences ge´ne´tiques a ainsi e´te´ le plus “ge´ne´raliste” des travaux effectue´s dans
le cadre de ce doctorat. Les travaux suivants portent sur des aspects plus spe´cifiques de
la bio-informatique, qui requie`rent leurs outils propres.
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Une partie importante de ces travaux de doctorat a concerne´ l’e´tude des e´le´ments
transposables. Ces e´le´ments mobiles du ge´nome, de´couverts durant les anne´es
50 par Barbara McClintock mcclintock1950or2 , sont une clef de compre´hension
importante de la constitution du ge´nome et donc de l’e´volution. Ils repre´sentent
ainsi 45% lander2001initial du ge´nome de l’homme, 15% de celui de la
mouche Drosophile (Drosophila melanogaster ) et plus de 70% chez le maı¨s (Zea
mais) sanmiguel1998evidence . Nous nous sommes plus particulie`rement inte´resse´s
ici au cas des re´trotransposons (ou e´le´ments transposables de classe I) qui se pro-
pagent dans le ge´nome par un syste`me de copier-coller (par opposition aux transpo-
sons a` ADN ou` e´le´ments transposables de classe II qui se propagent principalement
par couper-coller). Nous avons propose´ un mode`le mathe´matique de propagation de
ces re´trotransposons. Ce mode`le suppose principalement que les copies filles appa-
raissent plus probablement a` proximite´ de leur copie me`re, que le re´trotransposon peut
eˆtre de´grade´ a` tout moment par des mutations de ses nucle´otides, et enfin, que les
de´gradations subies par un re´trotransposon affectent la capacite´ de ce re´trotransposon a`
se dupliquer. Nous proposons ensuite un programme informatique permettant d’estimer
les parame`tres de ce mode`le.
Une autre situation qui a attire´ notre attention durant ce doctorat est l’analyse des
donne´es me´tage´nomiques. Plus pre´cise´ment, dans le cadre d’une collaboration avec
le laboratoire d’e´cologie (laboratoire chrono-environnement), il nous a e´te´ demande´ de
de´terminer parmi un grand ensemble d’OTUs de champignons et de bacte´ries quelles
populations e´taient les plus diminue´es par une pollution au mercure, et quelles popu-
lations e´taient au contraire renforce´es par cette pollution. Dit autrement, on s’inte´resse
a` connaıˆtre les meilleurs pre´dicteurs de la pollution parmi les diffe´rentes OTUs. Pour
de´terminer cela, nous avons propose´ un mode`le de courbe ROC. Ce mode`le tre`s uti-
lise´ en me´decine est beaucoup plus marginalement applique´ dans le cadre d’e´tudes
me´tage´nomiques en e´cologie, alors que nous pensons qu’il y a toute sa place. Notre
contribution ici a e´te´ de produire un outil pour effectuer une analyse ROC sur chacun
des OTU, de collecter les re´sultats et d’exhiber les OTUs les plus discriminantes. L’ob-
jectif e´tait que cet outil soit le plus simple possible d’utilisation pour des utilisateurs non
habitue´s a` la programmation informatique. L’application de cette me´thode a` la base de
donne´es fournie par le laboratoire chrono-environnement a ainsi permis d’exhiber des
OTUs particulie`rement pre´dictives qui n’e´taient pas de´tecte´es par les pre´ce´dentes ana-
lyses.
Finalement, nous avons concentre´ notre attention sur un proble`me de statistique dont
les applications me´dicales (notamment) sont particulie`rement saillantes. En langage de
statisticien, ce proble`me est celui de la re´gression polytomique ordonne´e quand p > n.
Dit de manie`re plus profane, la question est de cre´er un mode`le pour pre´dire une variable
qualitative ordonne´e (typiquement une tumeur qui aurait plusieurs niveaux de gravite´)
en fonction d’un grand nombre de variables quantitatives (typiquement le niveau d’ex-
pression d’un grand nombre de ge`nes), y compris si le nombre de variables est plus
grand que le nombre de sujets (typiquement : y compris si le nombre de ge`nes e´tudie´s
est supe´rieur au nombre de patients). Re´soudre ce proble`me de re´gression logistique
ordonne´e ne´cessite, comme pour tout proble`me de re´gression en ge´ne´ral, de re´aliser
une se´lection des variables ve´ritablement utiles. Ce genre de situation, dans laquelle le
nombre de variables est grand, est particulie`rement de´licat du point de vue statistique, car
il rend impraticables les proce´dures classiques de se´lections de variables de type forward
ou backward (cf. partie 2.2.2.3 de l’e´tat de l’art). Pour re´soudre ce proble`me de se´lection
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de variables, nous avons imple´mente´ une pe´nalisation par la norme somme des coeffi-
cients (ou pe´nalisation de norme ℓ1) similaire a` ce que propose le mode`le du LASSO dans
le cadre d’une re´gression line´aire. Une partie importante de ce travail a consiste´ a` choisir
le degre´ de pe´nalisation a` utiliser. Nous avons pour cela imple´mente´ diffe´rente me´thodes,
des classiques (AIC akaike1998information , BIC schwarz1978estimating ) et des
plus re´centes (Quantile Universal threshold giacobino2015quantile , Online Frank-
Wolfe chretien2018hedging ).
PLAN DU MANUSCRIT
A la suite de cette introduction, se trouve un e´tat de l’art. Cet e´tat de l’art est partage´
en deux parties. La partie “bioinformatique” de cet e´tat de l’art pre´sente le vocabulaire
de base ne´cessaire a` la compre´hension de cette the`se, et de´crit quelques me´thodes
d’alignement de se´quences. La partie “statistique” de´crit des me´thodes de clustering
ainsi que des me´thodes de re´ductions de dimensions souvent indispensables au clus-
tering. Cette partie statistique pre´sente e´galement diffe´rentes me´thodes de re´gressions
(line´aire, logistique, polytomique ordonne´e) et explique pourquoi et comment les variables
pertinentes sont se´lectionne´es dans le cadre de ces re´gressions. A la suite de cet e´tat
de l’art, la partie “contributions” est partage´e en 4 sous-parties : les travaux inhe´rents
au clustering de se´quences, ceux qui concernent la propagation des e´le´ments trans-
posables au sein du ge´nome, ceux qui traitent de l’application des courbes ROC aux
donne´es me´tage´nomiques en e´cologie et enfin ceux dont le sujet est la re´gression poly-
tomique ordonne´e. Chacune de ces parties reprend l’article publie´ ou propose´ au sujet
de ces travaux, accompagne´ si ne´cessaire d’informations comple´mentaires. Enfin une
conclusion permet de revenir sur les avance´es de ce doctorat et de de´velopper les pos-
sibilite´s d’ame´lioration.
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24 CHAPITRE 1. E´LE´MENTS DE BIO-INFORMATIQUE
peuvent eˆtre de 4 types : ade´nine (A), cytosine (C), guanine (G) ou thymine (T). Ainsi, un
brin d’ADN peut eˆtre repre´sente´ comme un mot compose´ uniquement des 4 lettres A, T, C
et G. Dans la structure en double he´lice de l’ADN, l’ade´nine est toujours oppose´e a` la thy-
mine et la cytosine est toujours oppose´e a` la guanine. Ainsi la connaissance d’un seul des
deux brins est ne´cessaire pour connaıˆtre la composition d’une mole´cule d’ADN. Le code
ge´ne´tique contenu dans l’ADN permet notamment la cre´ation de prote´ines, e´le´ments es-
sentiels, au fonctionnement de la cellule. Ce processus commence par la “transcription”
c’est-a`-dire la cre´ation d’une copie d’une partie d’un brin d’ADN en ARNmessager (a` l’ex-
ception de la thymine (T) qui est alors remplace´e par l’uracile (U)). Puis, l’ARN messager
subit une phase “d’e´pissage” dans laquelle les parties qui vont effectivement eˆtre lues,
appele´ “exons”, sont conserve´es, tandis que les parties non lues appele´es “introns”, sont
e´limine´es. L’ARN messager ayant subi cette ope´ration est appele´ “ARN messager matu-
re”. Finalement, l’ARN messager mature est traduit en prote´ine par des ribosomes. Les
e´le´ments de base de la prote´ine sont les acides amine´s prote´inoge`nes. Il existe 22 sortes
diffe´rentes de ces acides amine´s prote´inoge`nes. Une prote´ine peut ainsi eˆtre vue comme
un long mot dont l’alphabet est compose´ de 22 lettres. Le choix de l’acide amine´ a` incor-
porer a` la prote´ine est de´termine´ par la lecture d’une succession de 3 nucle´otides aussi
appele´e “codon”. Il existe donc 64 codons diffe´rents (43), certains pouvant repre´senter
un meˆme acide amine´. La lecture de l’ARN messager par les ribosomes s’arreˆte lorsque
ceux-ci rencontrent un des 3 “codons stop”. La transcription de l’ADN en ARN ne pro-
duit pas uniquement de l’ARN messager, mais e´galement entre autre l’ARN de transfert
qui apporte les acides amine´s au ribosome, et l’ARN ribosomique qui est le constituant
principal des ribosomes. Dans ce cas e´galement, l’ARN subit une phase d’e´pissage qui
conserve les exons et rejette les introns. Chaque partie de la mole´cule d’ADN voue´e a` un
roˆle pre´cis (transcription en ARN messager, ou ARN de transfert ou ARN ribosomique)
est appele´ un ge`ne.
Un des roˆles essentiels de la bio-informatique est la compre´hension de ces diffe´rentes
se´quences (ADN, ARN, prote´ines) et de leur lien entre elles. Ces se´quences sont alors
conside´re´es comme des mots dans leur alphabet respectif (de 4 lettres pour l’ADN et
l’ARN, de 22 lettres pour les prote´ines) afin d’eˆtre traite´es par les programmes informa-
tiques ade´quats.
1.2/ ALIGNEMENT DE SE´QUENCES ET SIMILARITE´
L’alignement de se´quences est une technique fondamentale de la bio-informatique. Cette
technique, comme son nom l’indique, consiste a` “placer” les se´quences coˆte a` coˆte
de telle fac¸on qu’un maximum de nucle´otides coı¨ncident. Une me´thode d’alignement
de se´quences peut eˆtre “globale” si elle cherche a` aligner au mieux l’ensemble des
se´quences, ou “locale” si son objectif est de chercher des morceaux de ces se´quences
ayant une grande similarite´. Dans les deux chapitres suivants, nous pre´sentons une
me´thode d’alignement globale (algorithme de Needleman-Wunsch) et une me´thode
d’alignement locale (algorithme de Smith-Waterman) parmi les plus utilise´es en bio-
informatique.
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— La valeur de la case supe´rieure (si elle existe) pe´nalise´e par la pe´nalite´ at-
tribue´e au gap. En effet, un de´calage en bas dans la matrice correspond a` la
cre´ation d’un gap dans se´quence repre´sente´e verticalement.
— La valeur de la case en diagonale supe´rieure gauche a` laquelle on ajoute le
score de match si les nucle´otides correspondent ou le score de mismatch si
les nucle´otides ne correspondent pas.
Quand la matrice est comple`tement remplie, la valeur de la case infe´rieure droite indique
le score obtenu par les deux se´quences. Plus les se´quences sont similaires, plus ce
score est important. Il faut alors “remonter” depuis la case en bas a` droite en suivant le(s)
chemin(s) possible(s) pour trouver le(s) meilleur(s) alignement(s) possible(s). Dans notre
cas, les meilleurs alignements possibles sont
G C A T G - C G
G - A T T A C A
, ainsi que
G C A - T G C G
G - A T T A C A
, ou finalement
G C A T - G C G
G - A T T A C A
Le score et l’alignement obtenus de´pendent des valeurs attribue´es aux “matchs”, “mis-
matchs” et “gap”. Dans l’exemple propose´ ci-dessus, chaque match obtient le meˆme bo-
nus et chaque mismatch obtient le meˆme malus. Ce n’est pas ne´cessairement le cas en
ge´ne´ral. Par exemple, la matrice BLOSUM (figure 1.3), souvent utilise´e dans le cadre de
l’alignement de prote´ines, accorde des bonus diffe´rents aux matchs selon l’acide amine´
concerne´ et accorde e´galement des malus diffe´rents aux mismatchs selon le couple
d’acides amine´s concerne´. La matrice indiquant les valeurs accorde´es aux matchs et
mismatchs est appele´e matrice de similarite´ des caracte`res (attention le terme “matrice
de similarite´” peut prendre des sens diffe´rents au cours de ce manuscrit). Dans le cas
de l’exemple propose´ ci-dessus, la matrice de similarite´ des caracte`res est celle qui est
montre´e dans la table 1.1. En ge´ne´ral, pour les alignements de chaıˆnes de nucle´otides,
on utilise plutoˆt la matrice EDNAFULL, dans laquelle les matchs entre nucle´otides ob-
tiennent un bonus de 5 et les missmatchs obtiennent un malus de 4. Il est e´galement
possible de distinguer, dans le score, l’ouverture d’un gap (i.e. ajouter une case vide
apre`s un nucle´otide) et l’extension d’un gap (i.e. ajouter une case vide apre`s une autre
case vide). Pe´naliser moins l’extension d’un gap que l’ouverture est assez naturel dans
le sens ou` les se´quences de nucle´otides peuvent e´ventuellement subir des de´le´tions de
blocs.
TABLE 1.1 – Matrice de similarite´ des caracte`res avec match = 1 et mismatch = -1
A T C G
A 1 -1 -1 -1
T -1 1 -1 -1
C -1 -1 1 -1
G -1 -1 -1 1
1.2.2/ L’ALGORITHME DE SMITH-WATERMAN
L’algorithme de Smith-Waterman smith1981comparison est un algorithme d’aligne-
ment local de se´quences ge´ne´tiques. Son fonctionnement est tre`s proche de celui de
Needleman-Wunsch. Ces deux algorithmes pre´sentent toutefois deux diffe´rences :
— La valeur d’une case de la matrice a` comple´ter ne peut pas eˆtre ne´gative. Le calcul
de la valeur d’une case se fait de la meˆme fac¸on que dans le cas de Needleman-
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FIGURE 1.4 – Exemple d’application de l’algorithme de Smith-Waterman. Image de Jock
Banan pour https://fr.wikipedia.org (Algorithme de Smith-Waterman)
1.3/ E´LE´MENTS TRANSPOSABLES
De´couverts dans les anne´es 50 par Barbara McClintock mcclintock1950or2 , les
e´le´ments transposables de´signent l’ensemble des e´le´ments mobiles du ge´nome,
c’est-a`-dire des chaıˆnes d’ADN mobiles. Ces e´le´ments transposables peuvent
constituer une part importante du ge´nome. Notamment ils constituent environ
45% du ge´nome humain lander2001initial et plus de 70% du ge´nome du
maı¨s sanmiguel1998evidence . De ce fait, ils sont conside´re´s comme un moteur impor-
tant de l’e´volution et de la biodiversite´. Ces e´le´ments transposables peuvent fonctionner
sur un principe de couper-coller ou de copier-coller. Ils sont partage´s en deux grandes
cate´gories, les e´le´ments transposables de classe I ou re´trotransposons, et les e´le´ments
transposables de classe II ou transposons.
Les re´trotransposons, ou e´le´ments transposables de classe I, sont des e´le´ments transpo-
sables qui fonctionnent sur un principe de copier-coller graˆce a` une transcription de l’ADN
en ARN et une re´trotranscription de cet ARN en ADN. C’est de cette re´trotranscription
que vient leur nom de “re´tro”transposons. Les transposons ou e´le´ments transposables
de classe II peuvent fonctionner par couper-coller (ex :Tn10, Tn5 Mos1...) ou par copier-
coller (ex : IS911). Mais, dans les deux cas, leur propagation n’implique pas de transcrip-
tion.
La propagation des retrotransposons au sein du ge´nome est le sujet de notre contribu-
tion 2. Comme nous utilisons un mode`le de branchement pour mode´liser cette propaga-
tion, cette contribution pre´sente brie`vement des utilisations pre´ce´dentes de mode`les de
branchement dans le cadre de l’e´tude des ETs. Il s’agit toutefois ge´ne´ralement, dans ces
utilisations pre´ce´dentes, d’e´tudier via mode`le de branchement l’e´volution de populations
dont les membres posse`dent des e´le´ments transposables.
2E´LE´MENTS DE STATISTIQUE
2.1/ PARTITIONNEMENT DE DONNE´ES
En statistique, le partitionnement de donne´es de´signe le fait de partager des donne´es
en diffe´rents groupes. Les membres d’un meˆme groupe sont alors suppose´s avoir des
similarite´s entre eux ou eˆtre proches du point de vue de la me´trique choisie.
Au sein du partitionnement de donne´es, on distingue deux grandes cate´gories qui sont
la classification supervise´e (en anglais “classification”) et la classification non supervise´e
(en anglais “clustering”). La classification supervise´e de´signe le cas ou` l’utilisateur hu-
main connaıˆt le sens des groupes qu’il veut obtenir. Il fournit alors a` son algorithme des
exemples d’e´le´ments de ces diffe´rents groupes, et l’algorithme doit par la suite eˆtre ca-
pable de classer les nouveaux sujets dans les groupes ade´quats. Par exemple, les tra-
vaux de reconnaissance d’images visant a` permettre aux machines de reconnaıˆtre si une
image contient ou non une personne rentrent dans ce cadre de la classification super-
vise´e. Dans le cadre de la classification non supervise´e, au contraire, l’utilisateur humain
fournit a` son algorithme directement toutes les donne´es sans lui fournir d’a priori sur
le sens des groupes qu’il doit constituer, mais seulement une me´trique. C’est alors l’al-
gorithme qui de´finit les groupes et, selon les cas, qui en de´finit le nombre. Charge a`
l’utilisateur humain d’interpre´ter le sens de cette classification s’il y en a une.
Dans ce manuscrit, on s’inte´ressera principalement a` la classification non-supervise´e, car
c’est ce qui va nous permettre de ge´ne´rer des clusters de se´quences ge´ne´tiques sans
avoir a` fournir d’a priori. Les deux chapitres suivants pre´sentent deux des me´thodes les
plus utilise´es. La partie 2.1.3 pre´sentera des me´thodes de re´duction de dimension, ce
qui est une e´tape pre´alable souvent ne´cessaire a` la classification non supervise´e.
2.1.1/ GMM
Le mode`le de me´lange gaussien (en anglais Gaussian Mixture Model ou
GMM day1969estimating ) est un mode`le de clustering non supervise´. Ce mode`le as-
sume que les donne´es suivent une distribution
k∑
j=1
τ j N(µ j,Σ j), ou` k est le nombre de
clusters, τ j est la probabilite´ pour un sujet d’eˆtre dans le j
eme cluster et N(µ j,Σ j) est la
loi normale de moyenne µ j et de matrice de variance-covariance Σ j. En d’autres termes,
cette distribution est une moyenne ponde´re´e de plusieurs distributions gaussiennes. La
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jet i d’eˆtre dans le cluster j. Ainsi ne´cessairement
k∑
j=1
Zi, j = 1 et
∑n
i=1 Zi, j
n
= τ j. Pour
effectuer l’algoritme EM, on commence par se choisir un vecteur initial de centres de
variances et de poids des clusters θ(0) = (θ
(0)
1
, ..., θ
(0)
k
) ou` θ
(0)
j
= (µ
(0)
j
,Σ
(0)
j
, τ
(0)
j
). Puis on iter
de la fac¸on suivante, a` l’ite´ration l, on calcule, sachant θ(l) et x, l’espe´rance pour le su-
jet i d’eˆtre dans le cluster j. C’est-a`-dire qu’on calcule ti, j = E(Zi, j|x, θ(l)). On effectue
ce calcul graˆce a` la formule de Bayes ti, j =
τ
(l)
j
f (xi, θ
(l)
j
)∑k
m=1 τ
(l)
m f (xi, τ
(l)
m )
. Ce calcul des valeurs
ti, j est donc “l’e´tape d’esperance” de l’algorithme d’espe´rance-maximisation. “L’e´tape
de maximisation”, quand a` elle, consiste a` prendre comme valeur de θ(l+1) la valeur
de θ qui maximise la vraisemblance du mode`le sachant x et les valeurs de ti, j. C’est-
a`-dire θ(l+1) = argmaxθ
n∑
i=1
k∑
j=1
ti, jlog(τ j f (xi, θ j). Cette optimisation s’effectue en prenant
τ
(l+1)
j
=
1
n
n∑
i=1
ti, j, µ
(l+1)
j
=
∑n
i=1 ti, jxi∑n
i=1 ti, j
et finalement σ
(l+1)
j
=
∑n
i=1 ti, j(xi − µ j)(xi − µ j)T∑n
i=i ti, j
Pour appliquer concre`tement un mode`le de me´lange gaussien a` une base de donne´es,
on peut utiliser des bibliothe`ques spe´cialise´es. Dans nos contributions, nous avons uti-
lise´ la fonction GMM de la bibliothe`que sklearn.mixture buitinck2013api du langage
Python. Notons aussi l’existence du projet Mixmod lebret2015rmixmod Mixmod qui
propose des bibliothe`ques en Python (Pymixmod), R (Rmixmod), C++ (mixmodLib), ainsi
que sa propre interface graphique (mixmodGUI).
2.1.2/ K-MEANS
L’algorithme des k-moyennes (ou en anglais k-means) est un algorithme de partitionne-
ment de donne´es propose´ par Hugo Steinhaus en 1957 steinhaus1956division . Son
fonctionnement est le suivant :
1. Choisir k points m1, ..., mk dans l’espace du nuage de points (par exemple la position
de k points du nuage tire´s au hasard). m1, ..., mk sont “les moyennes de nos k clus-
ters”. E´videment a` cette e´tape ces moyennes sont ge´ne´ralement mal positionne´es
et il va falloir les ame´liorer petit a` petit.
2. Cre´er les k clusters en assignant chaque point au cluster dont la moyenne est la
plus proche de lui. Dit autrement, le jeme cluster est constitue´ de tous les points qui
sont plus proches de m j que de ml, ∀l , j.
3. Recalculer les k moyennes en prenant effectivement les moyennes des k clusters
nouvellement cre´e´s. En d’autres termes, m j =
1
#C j
∑
xi∈C j
xi ou` C j de´signe le j
eme
cluster et #C j de´signe le nombre de sujets de C j.
4. Recommencer les e´tapes 2 et 3 jusqu’a` obtenir une convergence (i.e. jusqu’a` ce
que les clusters ne changent plus d’une ite´ration sur l’autre).
Contrairement a` la GMM, l’algorithme des k-moyennes est un algorithme non pa-
rame´trique. C’est-a`-dire qu’il ne suppose pas que les clusters suivent une loi particulie`re.
Pour autant il suppose que les clusters s’inscrivent dans des boules, ce qui est en fait une
supposition assez proche de celle de la GMM. La diffe´rence principale vient du fait que,
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dans le cas de l’algorithme des k-moyennes, c’est l’utilisateur qui doit fixer le nombre de
clusters, la` ou`, dans le cas de la GMM, il est possible de se fier a` des crite`res statistiques
tels que l’AIC ou` le BIC (cf. partie 2.2.2.2 pour la de´finition d’AIC et BIC).
2.1.3/ RE´DUCTION DE DIMENSION
En mathe´matique, une “re´duction de dimension” est une ope´ration qui consiste a` rem-
placer des donne´es d’un espace de grande dimension par des donne´es d’un espace de
dimension plus petite. C’est un sujet d’e´tude important des statistiques. En effet, de`s lors
que l’on dispose d’une base de donne´es de n sujets pour p variables, les sujets peuvent
eˆtre vus comme n points d’un espace a` p dimensions. Une application e´vidente des
re´ductions de dimension est que cela permet, pour les eˆtres humains que nous sommes,
de visualiser les donne´es. En effet, sur papier nous sommes en mesure de visualiser
des donne´es en deux dimensions. Sur un ordinateur, on peut e´ventuellement visualiser
des donne´es en trois dimensions en faisant pivoter l’image, mais gue`re plus. Re´duire la
dimension pour placer les donne´es dans un espace de dimension deux ou trois permet
donc de les rendre visualisables. Cependant, la re´duction de dimension est e´galement
utilise´e en tant qu’e´tape pre´liminaire au clustering. En effet, en grande dimension, les
donne´es deviennent ge´ne´ralement e´parses, ce qui rend leur clustering complique´. Ce
phe´nome`ne, de´couvert par Richard Bellman en 1957 bellman2013dynamic est nomme´
“fle´au de la dimension”. Les deux chapitres suivants de´taillent le fonctionnement de deux
me´thodes de re´duction de dimension, l’analyse en composantes principales (ACP) et
les Laplacian eigenmaps. L’ACP est la plus connue et la plus utilise´e des me´thodes de
re´duction de dimension, nous y avons eu recours plusieurs fois dans les contributions.
Les Laplacian eigenmaps quant a` elles, sont une me´thode de re´duction de dimension qui
s’applique lorsque, pour chaque couple de sujets, on peut de´finir une similarite´ entre ces
deux individus. Cette me´thode est a` la base de notre contribution 1.
2.1.3.1/ ACP
L’analyse en composante principale est une tre`s ancienne et e´prouve´e me´thode
de re´duction de dimension dont les pre´misses remontent a` Karl Pearson en
1901 pearson1901liii . On conside`re X =

X1,1 . . . X1,p
...
...
Xn,1 . . . Xn,p
 une base de donne´es a`
n sujets et p variables. X1,1...Xn,1 repre´sente le premier sujet et X1,1...X1,p repre´sente la
premie`re variable. Pour effectuer une ACP sur cette base, on applique les e´tapes sui-
vantes :
1. On calcule la matrice de variance-covariance C = 1
p
XT X. C est alors une matrice
p × p syme´trique.
2. On diagonalise C. Comme C est syme´trique, cela est toujours possible. On obtient
alors C = P−1DP ou` D est une matrice diagonale et P est la matrice de passage.
Comme C est syme´trique, P est une matrice orthogonale, c’est-a`-dire que tous ses
vecteurs colonnes sont orthogonaux. De plus, la matrice e´tant orthogonale, on a
P−1 = PT .
3. On appelle u1, u2, ..., up les vecteurs propres de C (i.e. les vecteurs colonnes de P).
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De toutes les droites vectorielles, celle ge´ne´re´e par le vecteur u1 est alors celle qui maxi-
mise la variance de la projection de X sur une droite. De toutes les droites vectorielles
orthogonales a` celle-ci, celle ge´ne´re´e par u2 est celle qui maximise la variance de la pro-
jection de X. Le plan engendre´ par u1 et u2 est le plan qui maximise la variance de la
projection de X sur un plan. De meˆme pour l’espace engendre´ par u1, u2 et u3 etc.
En ge´ne´ral, en statistique, on n’applique pas l’ACP sur les donne´es brutes, mais plutoˆt
sur les donne´es centre´es re´duites X =

X1,1−X1
σX1
. . .
X1,p−Xp
σXp
...
...
X1,1−X1
σX1
. . .
Xn,p−Xp
σXp
 ou` Xi est la moyenne de la
variable i et σXi est l’e´cart type de la variable i. Cette e´tape est ne´cessaire de`s lors que
l’on conside`re que chaque variable doit avoir le meˆme “poids” dans la construction de
l’espace dans lequel les donne´es sont projete´es. On effectue donc cette e´tape de centrer
et re´duire les donne´es avant la premie`re e´tape de l’ACP.
Une fois l’ACP effectue´e, on peut e´ventuellement visualiser les donne´es dans le plan
engendre´ par u1 et u2, ce qui donnera un nuage de points en deux dimensions du type
du graphique 2.2.
2.1.3.2/ LAPLACIAN EIGENMAPS
La me´thode des Laplacian eigenmaps est une me´thode de re´duction de dimension
propose´e par Mikhail Belkin et Partha Niyogi en 2001 belkin2001laplacian . Cette
me´thode fonctionne dans le cas ou` il est possible, pour tout couple de sujets, de pro-
poser une valeur de similarite´ entre ces deux sujets. La premie`re e´tape des Laplacian
eigenmaps consiste donc a` construire une matrice de similarite´ W telle que pour tout i et
j infe´rieurs a` n, Wi, j est la similarite´ entre le i
eme et le jeme sujet. Cette similarite´ est une
valeur d’autant plus grande que les sujets sont “proches” au sens de la me´trique choisie.
La deuxie`me e´tape est de construire la matrice Laplacienne L = D − W ou` D est la “ma-
trice des degre´s” c’est-a`-dire la matrice diagonale qui ve´rifie ∀i ∈ ~1, n, Di,i =
n∑
j=1
Wi, j.
Notons qu’a` ce stade, on peut e´galement pre´fe´rer utiliser la Laplacian normalise´e
L = D−1/2(D − W)D−1/2 comme propose´ par Fan Chen en 2007 chen2007resistance .
La troisie`me e´tape est de diagonaliser cette matrice L. Appelons alors φ1, φ2, ..., φn les n
vecteurs propres de L. Pour tout i dans 1, ...., n, l’image du sujet i dans Rk est alors le
vecteur (φ2(i), ..., φk+1(i)) ou` φ2(i) de´signe la i
eme composante du vecteur φ2. k de´signe ici
la dimension de l’espace dans lequel on veut plonger les donne´es. On peut par exemple
prendre k = 2 pour visualiser les donne´es sur un plan et obtenir ainsi un sche´ma du
type de la figure 2.2. Cependant, comme indique´ plus haut, on peut e´galement utiliser la
re´duction de dimension comme e´tape pre´liminaire a` du clustering pour e´viter le fle´au de
la dimension. Dans ce cas, k peut eˆtre plus e´leve´. Nous avons utilise´ les Laplacian eigen-
maps en tant qu’e´tape pre´liminaire a` du clustering de se´quences ge´ne´tiques dans notre
contribution 1. Cette me´thode s’y preˆte bien dans ce cas, puisqu’il est possible de de´finir
une similarite´ entre se´quences graˆce aux scores associe´s aux me´thodes d’alignements
comme ceux de´finis en partie 1.2. Pour une revue plus de´taille´e et pre´cise des diffe´rentes
me´thodes de clustering, on pourra se re´fe´rer a` jacques2014functional .
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2.2/ RE´GRESSION ET SE´LECTION DE VARIABLES
2.2.1/ MODE`LES DE RE´GRESSION
D’une manie`re ge´ne´rale on appelle “mode`le de re´gression” tout mode`le visant a` pre´dire
la valeur d’une variable (appele´e “variable a` expliquer”) en fonction d’une ou plusieurs
autres (appele´es “variables explicatives”). Par exemple, si vous souhaitez pre´dire le poids
d’un chat en fonction de sa race, de la marque de ses croquettes et de l’aˆge de son ou
sa proprie´taire, vous allez avoir besoin d’un mode`le de re´gression. Les parties 2.2.1.1,
2.2.1.2 et 2.2.1.3 de´crivent respectivement la re´gression line´aire, la re´gression logistique
et la re´gression logistique ordonne´e. Ces trois parties ne traitent donc pas de tous les
mode`les de re´gression possibles, pour cause il y en a une infinite´, mais pre´sentent deux
des plus usuels (la re´gression line´aire et la re´gression logistique) ainsi qu’un mode`le sur
lequel nous avons travaille´ (la re´gression logistique ordonne´e). Dans les parties 2.2.1.1,
2.2.1.2 et 2.2.1.3, n de´signera toujours le nombre de sujets et p de´signera toujours le
nombre de variables explicatives.
2.2.1.1/ RE´GRESSION LINE´AIRE
La re´gression line´aire est le plus ancien et le plus usuel des mode`les de re´gression. On
retrouve des calculs de coefficients de re´gressions line´aires dans les travaux de Ruder
Josip Bosˇkovic´ en 1755-1757 kusters2008dodge . Elle s’applique dans le cas ou` la va-
riable a` expliquer est quantitative. Elle repose sur la supposition que la variable a` expli-
quer est e´gale a` une combinaison line´aire des variables explicatives, plus des variations
non explique´es qu’on appelle “le bruit” (ou “les erreurs”, ou encore “les re´sidus”). La for-
mulation mathe´matique de ce mode`le est donc : Yi = β0 + β1Xi,1 + β2Xi,2 + ...+ βpXi,p + ǫi ou`
Yi est la valeur de la variable a` expliquer pour le i
eme sujet, Xi,1...Xi,p sont les valeurs des
variables explicatives pour le ieme sujet et ǫi est le bruit associe´ au i
eme sujet. β0, β1, ..., βp
sont donc les parame`tres du mode`le (a` de´terminer). On peut aussi utiliser l’e´criture ma-
tricielle suivante : Y = βX + ǫ ou` Y est le vecteur de taille n qui repre´sente les valeurs
de la variable a` expliquer pour tous les sujets, β = (β0, β1, ..., βp) est le vecteur des pa-
rame`tres a` estimer (c’est donc un vecteur de taille p+1), X est la matrice de taille n× p+ 1
dont les lignes repre´sentent les sujets et les colonnes repre´sentent les variables explica-
tives, la premie`re colonne e´tant uniquement compose´e de 1 afin d’inclure la composante
constante (i.e. β0) dans le mode`le.
En ge´ne´ral, on assume que le bruit ǫ suit une loi normale centre´e N(0, σ2I) dans laquelle
la variance σ2 est a` de´terminer. Dans ce cas, maximiser la vraisemblance du mode`le
revient a` minimiser la somme des carre´s des composantes de ǫ (aussi appele´e somme
des carre´s des erreurs). On utilise alors la me´thode des moindres carre´s pour estimer les
parame`tres du mode`le.
A titre d’exemple, la figure 2.4 repre´sente le prix de 546 maisons vendues a` Winsor
(Canada) en fonction de leur superficie anglin1996semiparametric . Le mode`le obtenu
est ici Prix = 34136 + 6.5988 × Superficie. c’est-a`-dire que, dans ce cas, β0 = 34136,
β1 = 6.5988, Xi est la superficie de la i
eme maison et Yi est le prix de cette i
eme maison.
On note sur la figure 2.4 que la variance re´siduelle est importante. Les points du nuage de
points sont loin d’eˆtre aligne´s sur la droite de re´gression. Ceci vient simplement du fait que
la superficie n’explique pas comple`tement le prix d’une maison. Pour ame´liorer le mode`le,
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FIGURE 2.4 – Prix des maisons vendues a` Winsor (Canada) en fonction de la superficie
il faut inclure d’autres variables pertinentes telles que le nombre de chambres, l’acce`s
ou non au gaz, le nombre de salles de bain, etc. Cependant, seules les re´gressions
line´aires univarie´es (i.e. avec une seule variable explicative) peuvent eˆtre pre´sente´es sur
une figure en deux dimensions comme la figure 2.4.
2.2.1.2/ RE´GRESSION LOGISTIQUE
La re´gression logistique est un mode`le de re´gression qui s’applique lorsque la va-
riable a` expliquer est binaire. Typiquement, il peut s’agir de savoir si un individu est
malade ou sain, vivant ou de´ce´de´, etc. On note ge´ne´ralement 0 et 1 les deux e´tats
possibles. L’hypothe`se principale de la re´gression logistique est que l’e´tat de la va-
riable a` expliquer Y de´pend d’une variable continue Y∗ (non observe´e), aussi appele´e
”trait latent”. On peut alors appliquer une re´gression line´aire sur ce trait latent. Y∗
i
=
β0 + β1Xi,1 + β2Xi,2 + ... + βpXi,p + ǫi. Ici ǫ est suppose´ suivre une loi logistique standard.
Cette loi est une approximation de loi normale qui a pour avantage d’avoir une fonction
de re´partition de´finie explicitement. L’hypothe`se de la re´gression logistique est que Yi = 0
si et seulement si Y∗
i
< 0, et donc Yi = 1 si et seulement si Y
∗
i
≥ 0. Il en de´coule que
P(Yi = 1) = Φ(β0 + β1Xi,1 + β2Xi,2 + ...+ βpXi,p) ou` Φ : x → 11+e−x est la fonction de re´partition
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de loi logistique standard. En d’autres termes, la probabilite´ que Yi soit e´gal a` 1 est d’au-
tant plus grande que β0 + β1Xi,1 + β2Xi,2 + ... + βpXi,p, aussi appele´ “le pre´dicteur line´aire”,
est grand. Pour finir sur la re´gression logistique, notons juste qu’il n’y pas besoin ici de
calculer de variance pour le bruit ǫ, contrairement a` la re´gression line´aire. En effet, si on
conside´rait ǫ comme une loi logistique centre´e de variance a` de´terminer, alors on aurait
une situation de surparame´trage.
Si la re´gression logistique est un mode`le relativement e´prouve´, aujourd’hui encore des
travaux sont effectue´s sur ce mode`le. Citons par exemple sur2018modern qui propose
entre autre une me´thode pour de´terminer le biais et la variance de l’estimateur de maxi-
mum de vraisemblance de ce mode`le ainsi que la distribution du rapport de vraisem-
blance. Ce papier montre ainsi entre autre que l’ide´e “si j’ai k fois plus de sujets que de
variables, l’estimation des parame`tres va bien se passer” n’est pas forcement juste. Il
de´taille aussi entre autre les conditions pour que l’estimation des parame`tres par maxi-
mum de vraisemblance soit possible quand p et n grandissent avec k = n
p
n fixe´. Ces
conditions de´pendent de k et de la “puissance de signal” γ =
√
lim
n,p→∞
‖β‖2
2
n
.
2.2.1.3/ RE´GRESSION LOGISTIQUE ORDONNE´E
La re´gression logistique ordonne´e est un mode`le qui s’applique dans le cas ou` la variable
a` expliquer est qualitative ordonne´e. Typiquement une tumeur qui aurait plusieurs degre´s
de gravite´. On appellera “Q” le nombre de modalite´s possibles de la variable a` expliquer et
m1, ..., mQ les modalite´s elles-meˆmes. Comme dans la re´gression logistique, on suppose
que la variable a` expliquer Y de´pend d’une variable continue Y∗ telle que Y∗
i
= β1Xi,1 +
β2Xi,2 + ... + βpXi,p + ǫi, ou` ǫ suit une loi logistique. La diffe´rence avec une re´gression
logistique est que ce mode`le assume e´galement l’existence de seuils γ0 = −∞ < γ1 < ... <
γQ = +∞ tels que ∀q ∈ 1...Q,Yi = mq si et seulement si Y∗i ∈]γq−1, γq[. Notons au passage
qu’il n’y a pas besoin ici de composante constante (i.e. β0) dans la re´gression line´aire
des variables explicatives sur le trait latent, car elle serait redondante avec les seuils et
causerait donc un surparame´trage. Notons aussi que, comme β0 = −∞ et βQ = +∞, seuls
Q−1 parame`tres de seuil sont a` estimer. Au final, ce mode`le compte p+Q−1 parame`tres
en tout. C’est sur ce mode`le de re´gression logistique ordonne´e que nous nous penchons
particulie`rement dans le cadre de la contribution 4.
2.2.2/ SURINTERPRE´TATION ET SE´LECTION DE VARIABLES
2.2.2.1/ SURINTERPRE´TATION
En statistique, la surinterpre´tation de´signe le fait de choisir un mode`le trop “complique´”
par rapport aux donne´es dont on dispose. Le terme “mode`le complique´” signifie ici un
mode`le ne´cessitant l’estimation de nombreux parame`tres. Ce mode`le complique´ per-
mettra de s’ajuster parfaitement aux donne´es dont on dispose mais se ge´ne´ralisera
tre`s mal a` de nouvelles donne´es et fournira de pie`tres pre´dictions. La figure 2.5 issue
de OverFitting montre un exemple didactique de surinterpre´tation. Dans cet exemple,
on dispose d’une e´valuation du bien-eˆtre d’un couple a` chacune des 10 premie`res anne´es
suivants leur mariage. On dispose donc de 10 donne´es et d’une seule variable pre´dictive,
le temps (note´ t). Une ide´e pour coller parfaitement aux donne´es pourrait alors eˆtre de
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de´finir le bien-eˆtre comme une combinaison line´aire de t, t2, ..., t9. Ainsi, on obtiendrait
le mode`le de pre´diction du bien eˆtre repre´sente´ par la courbe ondulante bleue (celle qui
passe par tous les points). Selon ce mode`le, le couple devrait connaıˆtre une pe´riode
d’euphorie extatique juste apre`s la dixie`me anne´e. Le proble`me de ce mode`le est que, si
on modifie tre`s le´ge`rement une seule donne´e, on peut obtenir le re´sultat comple`tement
inverse et eˆtre amene´ a` pre´dire pour ce couple une rapide et profonde de´pression de`s le
passage de la dixie`me anne´e effectue´.
FIGURE 2.5 – Surinterpre´tation
De meˆme l’ajout ou le retrait d’une seule donne´e peuvent comple`tement modifier
les pre´dictions. En d’autres termes, le mode`le n’est pas robuste, c’est pourquoi il se
ge´ne´ralise mal a` de nouvelles donne´es. On pre´fe´rera alors ge´ne´ralement un mode`le qui
ajuste un peu moins bien les donne´es mais plus robuste. Dans l’exemple de la figure 2.5,
on pre´fe´rera la courbe “du bas” qui repre´sente une re´gression line´aire du bien-eˆtre en
fonction de t et t2. E´videmment, l’objectif n’est pas non plus de sacrifier comple`tement
l’ajustement aux donne´es au profit de la robustesse. Par exemple, dans la figure 2.5,
un mode`le qui pre´dirait toujours un bien-eˆtre de 0 sans s’occuper des donne´es serait
parfaitement robuste car non affecte´ par l’ajout, le retrait ou une le´ge`re modification
d’une donne´e. Pour autant, ce mode`le ne s’ajusterait pas du tout aux donne´es, on serait
ici dans un cas de sous-interpre´tation, et de ce fait, ce mode`le se ge´ne´raliserait tout
aussi mal que le mode`le surinterpre´te´. Un des principaux objectifs de la statistique est
de trouver un e´quilibre entre l’ajustement et la robustesse des mode`les, en de´terminant
le nombre ade´quat de parame`tres acceptables dans le mode`le. L’ide´e ge´ne´rale est que,
plus on dispose de donne´es, plus on peut s’autoriser des mode`les complique´s. Dans la
pratique, on utilise des crite`res statistiques comme ceux de´finis aux chapitres 2.2.2.2.
L’exemple pre´sente´ dans la figure 2.5 a l’avantage d’eˆtre visualisable en deux dimensions,
car on ne dispose ici que d’une seule variable explicative (le temps) et on provoque de la
surinterpretation en inte´grant diffe´rentes puissances de cette variable dans le mode`le (t,
t2, ... , t9). Dans la pratique, et particulie`rement dans le cadre de la bio-informatique, le
risque de surinterpre´tation est plutoˆt lie´ au fait que l’on dispose au de´part d’un tre`s grand
nombre de variables. Par exemple, dans la contribution 4, on e´tudie le cas ou` l’on cherche
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a` pre´dire des niveaux de gravite´ d’une tumeur en fonction de niveaux d’expression d’un
grand nombre de ge`nes. Dans cette situation, de`s lors qu’on dispose de plus de ge`nes
que de patients on peut facilement se retrouver en mesure de proposer un mode`le qui
ajuste parfaitement les donne´es, quand bien meˆme les ge`nes e´tudie´s n’auraient en re´alite´
aucun effet sur la tumeur. (Rmq : Il y a quelques conditions mathe´matiques a` cela, il suffit
de disposer d’au moins n − 1 ge`nes tels que les vecteurs les repre´sentant soient “libres”
(cf. glossaire) et que les vecteurs repre´sentant les patients soient e´galement libres).
2.2.2.2/ AIC ET BIC
Une me´thode simple et e´prouve´e pour e´viter le phe´nome`ne de surinterpre´tation est de
chercher a` optimiser des “crite`res d’information”. Ce type de crite`res est base´ sur un
compromis entre la qualite´ de l’ajustement (que l’on cherche a` maximiser) et le nombre
de parame`tres du mode`le (que l’on cherche a` minimiser). Parmi cela, le crite`re d’infor-
mation d’Akaike (en anglais Akaike information criterion ou AIC), de´veloppe´ par Hirotugu
Akaike en 1973 akaike1998information , est un des plus populaires. Sa formule est
AIC = 2k − 2ln(L), ou` k est le nombre de parame`tres du mode`le et L et la vraisemblance
(ln(L) est donc la log-vraisemblance du mode`le). L’AIC de´croıˆt donc lorsque la vraisem-
blance du mode`le croıˆt et lorsque le nombre de parame`tres de´croıˆt. L’objectif est alors de
trouver, entre diffe´rents mode`les candidats, celui dont l’AIC est le plus faible. En d’autres
termes, le crite`re AIC “autorise l’utilisateur” a` inclure un nouveau parame`tre de`s lors que
ce parame`tre permet d’ajouter au moins 1 a` la log-vraisemblance du mode`le (c’est-a`-dire
de multiplier la vraisemblance du mode`le par e).
Un autre “crite`re d’information”, apparu un peu plus tard mais tout aussi populaire,
est le crite`re d’information baye´sien (en anglais Bayesian Information Criterion ou
BIC) schwarz1978estimating . Ce crite`re est tre`s proche de l’AIC mais tient compte
du nombre de sujets dans la pe´nalisation. Plus pre´cise´ment, BIC = ln(n) × k − 2ln(L)
ou` n est le nombre de sujets. Dans ce cas, on est “autorise´” a` inclure un nouveau pa-
rame`tre dans le mode`le de`s lors que ce nouveau parame`tre permet d’ajouter ( ln(n)
2
) a` la
log-vraisemblance, c’est-a`-dire permet de multiplier la vraisemblance par
√
n. La pe´nalite´
du BIC est plus forte que celle de l’AIC de`s lors que n > e2, c’est-a`-dire de`s lors que n > 8,
ce qui est quasiment toujours le cas en pratique. De ce fait, le BIC est plus se´lectif que
l’AIC dans le sens ou` il choisit des mode`les avec moins de variables explicatives.
2.2.2.3/ PROCE´DURES STEPWISE
Dans le cadre d’une re´gression, si on dispose de p variables explicatives potentielles,
on peut alors envisager 2p mode`les diffe´rents. Rapidement, il devient inenvisageable de
tester l’AIC ou` le BIC pour chacun de ces mode`les. Les approches standard pour traiter
cela sont des proce´dures par e´tapes (stepwise) comme la se´lection ascendante (Forward
selection) ou la se´lection descendante (Backward elimination).
Le principe de la se´lection ascendante est de partir du mode`le nul (i.e.mode`le qui n’inclut
aucune variable explicative), puis de voir si le meilleur mode`le a` une variable explicative
ame´liore le crite`re choisi. Si c’est le cas, appelons v1 la meilleure variable possible pour
un mode`le univarie´. On teste alors tous les mode`les a` deux variables incluant v1 et une
autre variable. On incre´mente ainsi successivement des variables tant que cela permet
d’ame´liorer le crite`re choisi.
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Le principe de la se´lection descendante, au contraire, est de partir du mode`le complet
(mode`le qui inclut toutes les variables explicatives potentielles), puis de voir si l’un des
mode`les a` p − 1 variables est meilleur. Puis ainsi de suite, on retire une variable tant que
cela permet d’ame´liorer le crite`re choisi.
La proce´dure ascendante, comme la proce´dure descendante, peut conduire a` estimer
p×(p+1)
2
mode`les au total. On utilise donc l’une ou l’autre selon qu’on suppose que le
meilleur mode`le inclura un nombre de variables plutoˆt bas (proche de 0) ou plutoˆt haut
(proche de p). Notons toutefois que les mode`les avec beaucoup de variables sont plus
longs a` calculer que les mode`les avec peu de variables. Il est donc raisonnable de
pre´fe´rer la se´lection ascendante dans le doute. Notons e´galement que la se´lection des-
cendante est impossible en ge´ne´ral lorsque p > n, car tous les mode`les a` p − 1 e´le´ments
permettent un ajustement parfait aux donne´es : on ne peut pas les distinguer.
2.2.2.4/ RE´GULARISATION PAR NORME ℓ1
Dans la partie 2.2.2.2, l’AIC a e´te´ de´fini comme AIC = 2k − 2ln(L) ou` k est le nombre de
parame`tres du mode`le. Une manie`re parfaitement e´quivalente d’e´crire cela dans le cadre
d’une re´gression line´aire est AIC = 2‖β‖0 − 2ln(L) ou` ‖β‖0 est la norme ℓ0 de β, c’est-
a`-dire le nombre de composantes non nulles. Cette e´criture permet de mieux mettre
en e´vidence que l’AIC est purement une fonction de β puisque a` X et Y donne´s, L est
lui-meˆme une fonction de β. De`s lors, on peut se demander s’il ne serait pas possible
d’optimiser cette fonction AIC(β) = 2‖β‖0 − 2ln(L(β)) sur l’espace Rp+1 des valeurs pos-
sibles de β. En fait, ceci n’est pas possible directement, car cette fonction AIC(β) n’est
pas convexe sur Rp+1 (ni continue).
En revanche, ∀λ ∈ R la fonction f (β) = λ‖β‖1 − ln(L(β)) est quant a` elle convexe
sur Rp+1. ‖β‖1 de´finit la norme ℓ1 de β, c’est-a`-dire
k=p∑
k=1
|βk|. E´tant convexe, cette fonc-
tion est simple a` optimiser via l’algorithme du gradian cauchy1847methode et ses
variantes telles l’algorithme de Nesterov Nesterov:MathProg05 ou l’algorithme de
Frank-Wolfe frank1956algorithm . Cette ide´e de pe´naliser la log-vraisemblance par
la norme ℓ1 plutoˆt que par la norme ℓ0 est la base de la me´thode du LASSO
(Least Absolute Shrinkage and Selection Operator), cre´e´ par Robert Tibshirani en
1996 Tibshirani:JRSSB96 . Dans cette formule, le parame`tre λ fixe l’importance de la
pe´nalite´. Plus ce parame`tre est e´leve´, plus la pe´nalite´ est e´leve´e, et donc moins il y aura
de variables explicatives se´lectionne´es. Il n’y a pas de consensus sur une fac¸on simple
et rapide de choisir ce parame`tre λ. Actuellement, en pratique, le LASSO est effectue´
pour diffe´rentes valeurs de λ et on peut comparer les re´sultats obtenus pour un crite`re
donne´ (comme AIC ou BIC), ou par de la validation croise´e. A` la base, cette me´thode
du LASSO s’applique pour des re´gressions line´aires ; toutefois, cette ide´e de pe´naliser la
log-vraisemblance par la norme ℓ1 peut s’appliquer a` diffe´rents autres mode`les. L’enjeu
de la contribution 4 est l’application de cette pe´nalisation par la norme ℓ1 a` la re´gression
polytomique ordonne´e, ainsi que la recherche de la meilleure me´thode de choix de λ, en
utilisant notamment des me´thodes assez re´centes pour ce choix de λ comme le “Quan-
tile Universal Thresholding” giacobino2015quantile , ou le “Online Frank-Wolfe algo-
rithm” chretien2018hedging .
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ment tous les sujets. Pour avoir une ide´e de la capacite´ globale de la variable pre´dictive
a` classer correctement la variable binaire, on calcule ge´ne´ralement l’aire sous la courbe
(en anglais area under the curve ou AUC). Cette aire est d’autant plus grande que la
variable pre´dictive permet de classer correctement la variable binaire. Cette aire vaut
1 si la variable pre´dictive permet de classer parfaitement la variable binaire. Dans la
contribution 3, nous de´veloppons un outil pour appliquer l’analyse par courbes ROC a`
des donne´es me´tage´nomiques en e´cologie. A` titre d’exemple nous les utilisons pour re-
trouver les bacte´ries et champignons les plus affecte´s par la pollution dans le cadre de
l’e´tude zappelini2015diversity .
II
CONTRIBUTIONS
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1CLUSTERING
Cette partie pre´sente les travaux que nous avons effectue´s sur le clustering de
se´quences. Dans ces travaux nous utilisons une combinaison de Laplacian eigen-
maps belkin2001laplacian et mode`les de me´langes gaussiens day1969estimating
pour effectuer ce clustering. Pour tester ces travaux, nous avons utilise´ une base de
donne´es compose´e de se´quences ge´ne´tiques de Plathelminthes (figure 1.1) et de Ne-
matodes (figure 1.2) ; c’est-a`-dire respectivement des vers plats et des vers ronds.
FIGURE 1.1 – Plathelminthes. Source : Richard Ling pour https://fr.wikipedia.org (Pseu-
doceros dimidiatus).
Les parties de “Abstract” a` la partie 1.4.3 correspondent a` l’article publie´ dans “Compu-
ters in Biology and Medicine” en fe´vrier 2018 sous le titre “A clustering package for nu-
cleotide sequences using Laplacian Eigenmaps and Gaussian Mixture Model” qui de´taille
les processus et les re´sultats de nos travaux de clustering.
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FIGURE 1.2 – Nematodes. Source : United States Department of Agriculture.
ABSTRACT
In this article, a new Python package for nucleotide sequences clustering is proposed.
This package, freely available on-line, implements a Laplacian eigenmap embedding and
a Gaussian Mixture Model for DNA clustering. It takes nucleotide sequences as input, and
produces the optimal number of clusters along with a relevant visualization. Despite the
fact that we did not optimise the computational speed, our method still performs reasona-
bly well in practice. Our focus was mainly on data analytics and accuracy and as a result,
our approach outperforms the state of the art, even in the case of divergent sequences.
Furthermore, an a priori knowledge on the number of clusters is not required here. For
the sake of illustration, this method is applied on a set of 100 DNA sequences taken
from the mitochondrially encoded NADH dehydrogenase 3 (ND3) gene, extracted from
a collection of Platyhelminthes and Nematoda species. The resulting clusters are tightly
consistent with the phylogenetic tree computed using a maximum likelihood approach on
gene alignment. They are coherent too with the NCBI taxonomy. Further test results ba-
sed on synthesized data are then provided, showing that the proposed approach is better
able to recover the clusters than the most widely used software, namely Cd-hit-est and
BLASTClust.
1.1/ INTRODUCTION
As the amount of available genetic sequences increases drastically every year, ac-
curate methods to deeply study them are strongly demanded vgrm+15:ij . Among
these methods, clustering is a very powerful tool that helps to understand relations
between sequences. It can be used, for instance, to classify 16S RNA sequences into
OTUs hao2011clustering , which are standard proxies for microbial species (clustering
is here a way to identify an a priori unknown number of “species”). Clustering is used too
to define taxa within groups of species represented by their DNA sequences. Other utiliza-
tions of sequence clustering in genomics encompass the study of sub-populations within
the same species torroni1992native , the discovery of possible hidden variables that
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can explain differences between such sub-populations, and so on suzek2007uniref .
However, most of the times, only generic methods for clustering a matrix of similarity
scores is applied, and methods that are more specific to DNA sequences are still waited.
Furthermore, the few existing methods that focus on sequence clustering mainly target on
speed and scalability, and they need a strong similarity between sequences to produce
accurate clusters. Furthermore, an a priori knowledge on the number of clusters is requi-
red, for instance by providing a similarity threshold cutoff. The objective of this article is to
provide a new method that relaxes such constrains, allowing the sequences to be really
divergent, and returning an a posteriori of the optimal number of clusters in an efficient
manner.
One important issue in any clustering procedure is to find an appropriate embedding
of the data under study, that will make the respective salient features in each of the
groups more clearly delineateable. However, as often stated in the Machine Learning
(ML) literature, high dimensional data are often much too scattered in order for an off-
the-shelf method to be able to work properly. This phenomenon, often referred as the
“curse of dimensionality” bellman2013dynamic, bellman2015adaptive , explains why
several embeddings have been proposed recently. Some of these embeddings are very
over-parametrized and can thus only be implemented in the supervised setting. This is
the case for methods based on neural networks (e.g., auto-encoders). Other methods
need less parameters and are more suitable to unsupervised learning, which is the
case of our proposal. Among many nonlinear embedding methods, the Laplacian Ei-
genmap belkin2001laplacian approach has been extensively studied from both the
theoretical and the application viewpoint spielman2009spectral . More involved me-
thods relying on Semi-Definite programming have also appeared recently with higher
separation power in practice than spectral methods, see e.g., chretien2016semi .
In this article, the aim is to establish the practical efficiency, for DNA sequence clustering,
of the combination of a plain Laplacian Eigenmap approach coupled with a Gaussian Mix-
ture based clustering. This particular choice is motivated by its remarkable computational
efficiency, even in the case where the objects to classify are really divergent. The overall
procedure can be divided in three steps.
1. Compute a similarity matrix between each pair of DNA sequences, i.e., provide a
matrix W of size n × n, where n is the number of sequences, which is such that Wi, j
increases with the “similarity” between sequences number i and j.
2. Diagonalise the Laplacian matrix of W. By such an operation, DNA sequences are
mapped to elements of a given vector space, whose dimension is much smaller than
the sequence lengths. This reduction of the problem dimension is a key element that
usually has a great impact on both visualization and clustering. The combination of
the two stages above is often referred as the “Laplacian eigenmap” approach.
3. Cluster the transformed data using a Gaussian Mixture Model
(GMM day1969estimating ).
By using a ready to use Python package designed at this occasion, and freely available
on-line, we have demonstrated the accuracy and efficiency of this approach for DNA se-
quence clustering. Indeed, the methodology has firstly been tested on a sample of 100
ND3 genes (DNA sequences) from Platyhelminthes and Nematoda species that have
been downloaded from the NCBI website NCBI . The classification obtained via this ap-
proach has been compared with the phylogenetic tree of these species obtained by a
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likelihood maximization method using PhyML guindon2005phyml . Obtained clusters are
consistent with both clades appearing in the phylogenetic tree and the NCBI taxonomy. In
particular, this clustering perfectly separates the Nematoda and Platyhelminthes phyla.
To evaluate the method further, extensive simulation experiments have secondly been
run on synthesized data : n DNA sequences have been randomly generated, and random
mutations and block deletions have been applied on them, leading finally to N > n se-
quences. The objective was then to group these N sequences within n clusters (n is not
a priori known), in such a way that all the elements in each cluster are originated from
the same initial DNA sequence. On this set of synthesized data, our proposal has outper-
formed the two other state-of-the-art software for DNA clustering, namely Cd-hit-est and
BLASTClust.
The remainder of this article is structured as follows. The three stages of the proposed
method are detailed in the next section. Numerical results are then presented : the appli-
cation example involving a real dataset is provided in Section 1.3.1, while the simulation
based procedure is detailed in Section 1.3.2. A general discussion about the proposed
approach is provided in Section 4.4. This research work ends by a conclusion section, in
which the contribution is summarized and intended future work is provided.
1.2/ THE CLUSTERING METHOD
1.2.1/ LAPLACIAN EIGENMAP
The so-called Laplacian Eigenmap belkin2001laplacian is an original method for em-
bedding data living in a structured set into a k-dimension vector space. The main informa-
tion needed to compute the eigenmap is a matrix containing the value of the measured
similarity between pairs of data. The main motivation for such embeddings is dimension
reduction and visualization. Moreover, spectral methods often exhibit the nice property of
separating clusters.
1.2.1.1/ THE MATRIX OF SIMILARITY
The first step in the construction of a good embedding is the creation of a similarity matrix
W. This matrix is intended to measure the similarity between each pair of sequences by
providing a number ranging between 0 and 1. The main assumption on W is that the
greater the similarity is, the closer are the sequences to each other.
In order to create this similarity matrix, a multiple global alignment of the DNA se-
quences is first run using the MUSCLE (Multiple Sequence Comparison by Log-
Expectation edgar2004muscle ) software. Then, an ad hoc “Needleman Wunsch dis-
tance” needleman1970general is computed for each pair of aligned sequence, and with
the “EDNAFULL” scoring matrix. This distance takes into account that DNA sequences
usually face (1) mutations and (2) insertion/deletion. Note that, by using MUSCLE as first
stage of this matrix computation, we operate only one (multiple) sequence alignment,
instead of n(n−1)
2
(pairwise) alignments in the classical Needleman Wunsch algorithm (that
usually contains two stages : finding the best pairwise alignment, and then compute the
edit distance). Introducing Muscle leads to a real acceleration in the construction of the
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similarity matrix.
Let us call M the distance matrix obtained by this way. M is then divided by the largest
distance value, so that all its coefficients are between 0 and 1. W can finally be obtained
as follows :
∀ i, j ∈ [[1, n]], Wi, j = 1 − Mi, j,
in such a way that Wi, j represents the similarity score between sequences i and j.
1.2.1.2/ OPERATIONS ON W
Once the similarity matrix has been constructed, the next step is to create the normalized
Laplacian matrix, as follows chen2007resistance :
L = D−1/2(D − W)D−1/2
, where W is the similarity matrix defined previously and D is the degree matrix of W. That
is to say, D is the diagonal matrix defined by :
∀i ∈ [[1, n]], Di,i =
n∑
j=1
Wi, j .
L being symmetric and real, it is diagonalisable in a basis of pairwise orthogonal eigen-
vectors {φ1, ..., φn} associated with eigenvalues 0 = λ1 6 λ2 6 ... 6 λn. The Laplacian
Eigenmap consists in considering the following embedding function :
ck1(i) =

φ2(i)
φ3(i)
...
φk1+1(i)
 ∈ R
k1 ,
where ck1(i) is the coordinate vector of the point corresponding to the i
th sequence. In other
words, the coordinate vector of the point corresponding to the ith sequence is composed
of the ith coordinate of each of the k1 first eigenvectors, ordered according to the size of
their eigenvalues.
The choice of the k1 cutoff is a crucial step and one usually proceeds as follows. The
ordered eigenvalues are plotted, and we stop at the index where the increase in the
eigenvalue is negligible : the number of eigenvalues that are not discarded is k1. For
instance, in our program, we have chosen to set k1 as the first time the difference between
the kth and (k + 1)th value is lower than 0.01.
Note that W can be seen as a weighted adjacency matrix of a graph, where nodes are
the DNA sequences while edges are labeled by the degree of affinity between their adja-
cent nodes. In the literature, the Laplacian matrix is often described as constructed from
the weighted adjacency matrix of such a graph rather than constructed from a similarity
matrix. These definitions are equivalent.
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1.2.2/ GAUSSIAN MIXTURE BASED CLUSTERING
The final step is performed by applying Gaussian Mixture based clustering
(GMM, day1969estimating ) to the point cloud. Gaussian Mixture Models belong to
the class of unsupervised learning schemes friedman2001elements , and allow to
distribute the data points into different clusters without a priori assumption about the
clusters interpretation. One of the very useful features of model based clustering is
that the model allows to use information criteria in order to estimate the number
of clusters using Akaike Information Criterion (AIC akaike1974new ), Bayesian Infor-
mation Criterion (BIC schwarz1978estimating ), or Integrated Completed Likelihood
(ICL biernacki2000assessing ) well-known criteria. The mathematical assumption of
a GMM is that the point cloud follows the distribution :
k2∑
i=1
τi N(µi,Σi),
where k2 is the number of clusters, τi is the probability for a point to be in clus-
ter i, and N(µi,Σi) is the normal distribution of mean µi and covariance matrix
Σi. GMM parameters are computed with the Expectation-Maximization (EM) algo-
rithm mclachlan2004finite . Notice that the EM algorithm may converge to singu-
lar distributions exponentially fast biernacki2003degeneracy . However, degenerate si-
tuations can be easily discarded and consistent estimators can be easily obtained in
practice. Gaussian Mixture models are still a topic of current extensive research, both
from the statistical perspective he2011laplacian, wang2014high and the computatio-
nal one yi2015regularized .
The Bayesian Information Criterion has been chosen to determine the most relevant num-
ber of clusters k2 to be considered. The BIC, which is a criterion for model selection, is
defined as follows :
BIC = −2 ln(L) + ln(n)p,
where L is the likelihood of the estimated model, n is the number of observations in the
sample, and p is the number of model parameters. This criterion allows us to select a
model whose validity is based on a balance between the value of the model’s likelihood
(fidelity term) and the number of parameters to estimate (complexity term). The likelihood
of the model increases with k2 as well as the number of parameters. The selected model
will be by default the one that minimizes this criterion. In the proposed package, the user
can also set the number of clusters manually.
1.2.3/ THE CLUSTERING SOFTWARE
The Python program corresponding to the algorithm described in this section is freely
available online 1. The main function of this package provides a clustering from nucleotide
sequences. Its prototype meets the following canvas :
clustering = Gclust(liste, nbClusters=’BIC’, drawgraphs=True,
nbEVMethod = ’delta’, nbEVCutOff = ’default’,
1. https ://github.com/SergeMOULIN/clustering-tool-for-nucleotide-sequences-using-Laplacian-
Eigenmaps-and-Gaussian-Mixture-Models
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AddToNamesOfOutputs = ’’):
where :
• list is an in-memory image of a fasta file containing the sequences associated
with their names. The fasta file must be configured as the “ND3.fasta” file in our
github repository.
• nbClusters is the number of clusters desired by the user. By default, the program
applies the BIC criterion to determine it. The user may also choose to use the AIC
criterion by writing “nbClusters = AIC”.
• drawgraphs is an optional Boolean value to produce some graphics. If
drawgraphs = TRUE, a two dimensional clustering of data is plotted (cf. Fi-
gures 1.6, 1.7, and 1.8), as well as the graphical representation of similarities (as
in Figure 1.3).
— nbEVMethod is the method chosen to determine the number of considered eigen-
vectors k1. The user can choose between 3 methods, usually reported in the lite-
rature.
— If nbEVMethod = ’delta’ then k1 is the lowest value such that λk1+1 − λk1 < δ
where δ is a constant to be fixed by the user. ’delta’ is the default method,
and with δ = 0.01.
— If nbEVMethod = ’energy’ then k1 is the lowest value such that
k1∑
i=1
(λmax − λi) ≥
C ×
n∑
i=1
(λmax − λi) where C is a constant to be chosen by the user (default C =
0.9)
— If nbEVMethod = ’log’ then k1 is the rounded value of log(n).
— nbEVCutOff is the constant δ if nbEVMethod == ’delta’ or the constant
C if nbEVMethod == ’energy’. By default, nbEVCutOff = 0.01 if
nbEVMethod == ’delta’ and nbEVCutOff = 0.9 if nbEVMethod == ’energy’.
— AddToNamesOfOutputs is a character string that is inserted as prefix in the
output filenames. By default, the file that contains the clustering is na-
med “Clustering.txt” while the one that contains the graphical representa-
tion of the similarity matrix is named “similarity matrix.png”. If the user
specifies that AddToNamesOfOutputs = ’Job1’, then these filenames become
“Job1Clustering.txt” and “Job1similarity matrix.png” respectively.
The GClust function can be, for instance, launched as follows within a Python script :
list = open(’MyFileName.fasta’).read()
groups = gclust(list, drawgGraphs=True)
The output is a list of k2 lists, each list containing the references of the sequences grouped
in a particular cluster.
1.2.4/ MODULE AND PACKAGE DEPENDENCIES
As explained in Section 1.2.1.1, the DNA sequence alignment software used during the
similarity matrix stage is MUSCLE. More precisely, the “muscle v38” function of cogent
package has been used knight2007pycogent . The Gaussian Mixture Model, for its part,
is performed using the GMM function of sklearn.mixture package buitinck2013api .
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random Distance Distance Distance
seed our tool CD-hit-est BlastClust
0 0 7 3
1 0 11 19
2 2 7 1
3 10 13 20
4 0 8 3
5 0 7 5
6 0 8 2
7 0 7 9
8 0 7 12
9 1 10 19
10 0 6 5
11 0 7 10
12 1 6 5
13 1 10 2
14 0 7 9
15 0 7 5
16 0 6 4
17 0 11 17
18 0 12 16
19 0 6 17
20 0 8 17
21 10 8 17
22 0 7 1
23 0 7 2
24 0 8 6
total 25 201 226
TABLE 1.1 – Distance from the perfect clustering
In both cases, the user has to provide a similarity threshold. In the case of CD-hit-est, this
threshold indicates the minimum similarity that a sequence must have with the reference
of a cluster to integrate this cluster. In the case of BlastClust, this threshold indicates the
minimum similarity that a sequence must have with at least one other sequence in the
cluster. This necessity to specify the threshold for similarity makes a important difference
with our tool. Indeed, our tool determines the number of clusters automatically using BIC.
Of course, CD-hit-est and BLASTClust provide a default value for this similarity (e.g., 0.9
for CD-hit-est) but it is simple to find situations in which this value is not adapted. Indeed,
this value does not fit the data as BIC does.
We have not found a way to choose similarity thresholds based only on the simulated
databases. Thus, to apply CD-hit-est and BLASTClust to the simulated data we have
deliberately biased our inputs in favor of these programs : we have sought similarity thre-
sholds that minimize the distance to the ideal clustering (as if this ideal clustering was
known in advance) in the case of the first simulated database. Then we have applied
these thresholds to the 25 simulated bases.
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In the case of CD-hit-est, we have tested different similarities between 0.82 and 0.90.
Indeed, we have calculated that, given the parameters of the simulations, the ideal thre-
shold should be in this area. The results are shown in Table 1.2. On can see that the
distance to the ideal clustering is minimized for a similarity threshold of 0.84. When stu-
dying these CD-hit-est clustering in detail, one can see that, even with this ideal similarity
of 0.84, some sequences are isolated and do not fit into their ideal cluster. If the chosen
similarity threshold increases, this number of isolated sequences increases. On the other
hand, if the chosen similarity threshold decreases (below 0.84), some clusters merge
together.
The case of BLASTClust is a little more complicated. In this case, we have varied four
parameters detailed below :
— -S <threshold> similarity threshold
— if <3 then the threshold is set as a BLAST score density (0.0 to 3.0 ; default =
1.75)
— if ≥ 3 then the threshold is set as a percent of identical residues (3 to 100)
— -L <threshold> minimum length coverage (0.0 to 1.0 ; default = 0.9)
— -b <T—F> require coverage as specified by -L and -S on both (T) or only one (F)
sequence of a pair (default = TRUE)
There are thus two binary parameters (-b on the one hand and the fact that S < 3 or
S ≥ 3 on the other hand) and two continuous parameters (S et L). The two binary para-
meters constitute 4 configurations (b = ‘T ’and S < 3 ... b =‘ F’ and S ≥ 3). For each of
these 4 cases, we have tested BlastClust on a 10,000 points grid (100 possibilities for S
× 100 possibilities for L). We have observed the minimum distance to the ideal cluste-
ring obtained on these 40,000 points (it is 3). Then we have counted which of the four
configurations contain the largest number of points that minimize the distance to the ideal
clustering (it is b = ‘F’ and S < 3). After this, we have selected the point of this configura-
tion closest to the average of the points that minimize the distance to the ideal clustering
among the points that minimize the distance to the ideal clustering. The setting obtained
is : S = 1.91 (BLAST score density), b = ‘F’, L = 0.49 and p = ‘F’ (p = ‘F’ means that we
work on nucleotide sequences, not on proteins).
After we had obtained these parameters for CD-hit-est and BLASTClust, we finally applied
these two tools to our 25 simulated datasets. The results are shown in Table 1.1 with those
of our tool.
Similarity Intra-Cluster 0.82 0.83 0.84 0.85 0.86 0.87 0.88 0.89 0.90
Distance to Ideal Clustering 10 8 7 9 9 9 10 10 13
TABLE 1.2 – Search for the best similarity threshold for CD-hit-est
1.4/ DISCUSSION
1.4.1/ COMPARISON WITH OTHER TOOLS
Compared to CD-hit-est and BLASTClust, our tool has several advantages.
1. It uses a statistical criterion (in this case, the reputed BIC) to determine the number
of clusters to consider. Thus, it can propose a number of clusters adapted to the
database without the user having to provide any a priori.
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2. As shown in Section 1.3.2, it allows a better reconstruction of the ideal clustering,
even when the similarity threshold is chosen advantageously for CD-hit-est and
BLASTClust.
3. It allows the user to plot useful graphical representations of the clustered data.
Finally, we note that CD-hit-est works only for intra-cluster similarities larger than 75%.
One drawback of our tool as compared to CD-hit-est and BLASTClust is the computation
speed. According to CD-hitFasterThanBLASTClust , CD-hit-est is the fastest of these
two programs. We have not been able to rigorously confirm this remark in our study,
simply because we used BLASTClust on our computers while we used CD-hit-est online.
To sum up, the main features of our tool are different from that of CD-hit-is and BLAST-
Clust. For users wanting to cluster their dataset into meaningful taxa, which makes it
possible to apprehend the evolution, our tool might be of greater interest. On the other
hand, if the objective is to reduce the size of the dataset by removing duplicates (or retain
only one sequence per group of close sequences), it is more appropriate to use one of
the other tools with a similarity of 100% (or close to 100%). In particular, CD-hit-est is
written so as to provide a representative sequence for each cluster.
1.4.2/ POSSIBLE ALTERNATIVES WITH THE SAME CANEVA
Various options are possible to perform the analysis we have presented previously, some
of them being listed below.
1.4.2.1/ SIMILARITY MATRIX
As stated previously, the multiple global alignment step is performed first before compu-
ting similarities, using MUSCLE software edgar2004muscle . Among the most extensi-
vely used methods, we can choose MAFFT katoh2013mafft too, as well as ClustalW or
ClustalX larkin2007clustal . In addition, instead of defining the similarity matrix W as
Wi, j = 1 − Mi, j, it could be possible to consider Wi, j = 1Mi, j or Wi, j = e−Mi, j .
1.4.2.2/ NUMBER OF CONSIDERED EIGENVECTORS
The number of eigenvectors to keep is another point to investigate. As explained in Sec-
tion 1.2.1.2, it is usually advised to check graphically when the increase of eigenvalues
is reducing. In this article, we have chosen to consider as default proposal : k1 such that
δ = λk1+1 − λk1 < 0.01. This criterion has led to k = 4 in the case study, which seems
acceptable according to the considered taxonomy.
Some authors in the literature proposed to compute k1 as the logarithm of
n matiasnotes . This method has been implemented as an option, as specified in Sec-
tion 1.2.3. In addition, the “energy” method defined in Section 1.2.3 has been imple-
mented too, in order to propose something similar to what is done in usual Principal
Component Analysis (PCA). Other approaches can be considered to solve this problem,
which is still an open one.
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1.4.2.3/ NUMBER OF CLUSTERS
We have chosen to consider the BIC schwarz1978estimating to determine the optimal
number of clusters, which is a common choice for this type of problem. An alternative
may be to use the Akaike Information Criterion (AIC, akaike1974new ). The principle of
calculating the AIC is the same as the BIC, since the goal is to maximize log-likelihood
penalized by the number of parameters (or more precisely, to minimize the number of
parameters to which the log-likelihood is subtracted). AIC formula is the following :
AIC = −2ln(L) + 2 × p,
where L is the likelihood of the estimated model and p the number of model parameters.
When ln(n) ≥ 2, that is to say n ≥ 8 (which is always the case in practice), BIC penaliza-
tion is larger than that of AIC. Thus the number of clusters obtained by BIC is lower or
equal to the one obtained by AIC. BIC is said to be “more conservative” than AIC. The
choice between these two criteria can be dependent on how stringent the clustering is
desired. The user of the GClust function may choose to use the AIC rather than the BIC
as specified in Section 1.2.3. The user of the GClust function is also able to choose the
number of clusters of his or her choice.
1.4.3/ CONCLUSION
In this work, we have proposed a new method of nucleotide sequence clustering. This
clustering is produced by a methodology combining Laplacian Eigenmap with Gaus-
sian Mixture models, while the number of clusters is automatically determined by using
the Bayesian Information Criterion. The proposed methodology was applied to 100 se-
quences of mitochondrially encoded NADH dehydrogenase 3. The resulting clusters ap-
peared to be coherent with the phylogeny (gene tree obtained with PhyML) as well as with
the NCBI taxonomy. In addition, further tests have also been carried out on fully simulated
data. These tests showed that our methodology allows to recover the expected clusters
with greater accuracy.
One possible extension for future work could be to investigate more deeply the impact of
parameters in the obtained clusters. The effects of using a different similarity matrix, or
choosing a different dimension of the image space in Laplacian Eigenmap, or the number
of desired clusters, could be investigated. Moreover, our tests on real data allowed us to
watch our tool in action while performing a clustering of species into taxons. It might be
interesting to also test the ability of our tool to classify 16S RNA sequences into OTUs on
real data. Another avenue could consist in adapting the code to the very similar problem
of protein clustering.
On a more computer-oriented aspect, our tools could be easier to access by being packa-
ged with pypi. An online tool is also possible. Finally, the graphical interface could also be
enhanced, for instance so as to make easier the identification of sequences associated
to each point cloud.

2ELE´MENTS TRANSPOSABLES
Cette partie pre´sente nos travaux sur la propagation des re´trotransposons a` l’inte´rieur
du ge´nome. Cette propagation est traite´e sous la forme d’un processus de branchement
impliquant diffe´rentes hypothe`ses, telles que le fait que la copie fille apparaisse avec une
plus grande probabilite´ a` proximite´ de la copie me`re, que les mutations subies par les
re´trotransposons affectent leurs capacite´s a` se dupliquer etc.
Les donne´es utilise´es pour appliquer ce mode`le sont des se´quences ge´ne´tiques de Dro-
sophila melanogaster ou mouche du vinaigre (figure 2.1), une espe`ce particulie`rement
appre´cie´e des biologistes pour son cycle de ge´ne´ration court (environs deux semaines),
la facilite´ d’e´levage et la facilite´ de la collecte de leur ADN.
FIGURE 2.1 – Drosophila melanogaster. Source : https://www.syngenta.fr
Les parties depuis “Abstract” jusqu’a` la partie 2.4.5 correspondent a` l’article publie´ en
fe´vrier 2017 dans le journal “Bioinformatics” sous le titre “Simulation-based estimation of
branching models for LTR retrotransposons” qui pre´sente nos travaux sur la propagation
de ces re´trotransposons.
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ABSTRACT
Motivation : LTR retrotransposons are mobile elements that are able, like retroviruses,
to copy and move inside eukaryotic genomes. In the present work, we propose a bran-
ching model for studying the propagation of LTR retrotransposons in these genomes. This
model allows us to take into account both the positions and the degradation level of LTR
retrotransposons copies. In our model, the duplication rate is also allowed to vary with the
degradation level.
Results : Various functions have been implemented in order to simulate their spread and
visualization tools are proposed. Based on these simulation tools, we have developed a
first method to evaluate the parameters of this propagation model. We applied this me-
thod to the study of the spread of the transposable elements ROO, GYPSY, and DM412
on a chromosome of Drosophila melanogaster.
Availability : Our proposal has been implemented using Python software. Source code
is freely available on the web at https ://github.com/SergeMOULIN/retrotransposons-
spread.
Supplementary information : Supplementary data are available at Bioinformatics on-
line.
2.1/ INTRODUCTION
A transposable element (TE) is a DNA sequence able to move from one location to ano-
ther inside a genome. These sequences, discovered during the 50’s by Barbara McClin-
tock mcclintock1950or2 exist in almost all living organisms and are the source of a
huge number of mutations. They are considered as a major cause of genetic disease in
human belancio2008mammalian or in Drosophila where they are responsible for more
than 80% of the spontaneous mutations green1988mobile . DNA sequences derived
from these TEs can represent a large part of a genome. For example, they represent
about 45% of the human genome lander2001initial and over 70% of the corn ge-
nome sanmiguel1998evidence . Fortunately, most of these sequences correspond to
fragments or “dead” elements that have lost their ability to move in the genome due to
several lethal mutations or are controlled, especially via epigenetic mechanisms.
TEs have two possible ways to move in a genome, according to their type
finnegan1989eukaryotic wicker2007unified . The first class of mobile elements are
cut from their original place to move to another one, and are called “DNA transposons”
or “Class II transposable elements”. The other class of mobile elements, called “retro-
transposons” or “Class I transposable elements”, use an RNA intermediate to duplicate
themselves, the new copy being inserted into another location of the genome. Two or-
ders are identified among the retrotransposons according to the presence or absence of
Long Terminal Repeat (LTR) sequences at their extremities. The LTR retrotransposons
are similar in structure to retroviruses such as HIV. In both classes, TEs can be classi-
fied as either “autonomous”, if they encode the enzymes that will allow them to move, or
“non autonomous” if they use the enzymes produced by other elements. In an assem-
bled genome, the various sequences corresponding to TE insertions can be found using
different bioinformatic approaches (see lerat2011comparative for a review), which al-
low us to determine the exact number and positions of each TE insertion. In this article,
we focused on the important problem of inferring the history of the spreading of LTR re-
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trotransposons. For this purpose, we modeled the evolution using a branching process
where each element (i.e., a copy of a given TE) can randomly evolve via duplication or
mutation.
Instances of branching processes have already been proposed in the literature, as pu-
tative models for the propagation of TEs. However, most of these studies focus on
the evolution of the host population, and not on the propagation of the TEs in the
host. The “subject” of these branching models (i.e., the entity able to change or du-
plicate) is generally the host, while in our case it is the TE itself. For instance, Mi-
chael E. Moody moody1988branching has used a branching model, where the stu-
died variable was the number of individuals owning i copies of a given TE. Sawyer et
al. sawyer1987distribution produced almost the same model, in order to study the
distribution and abundance of insertion sequences.
Kaplan et al. proposed a model where TEs can be either of wild type (i.e., non muta-
ted) or of mutant one, which is a little closer to our proposal. When a host gives birth
to its child, wild copies can mutate or be deleted, whereas mutant ones can only be re-
moved. New copies can be additionally created. This number of new created copies is
supposed to decrease with the proportion of mutants. More recently, interesting models
have been proposed that take into account the location of TEs. For instance, Drakos and
Wahl drakos2015extinction suggested a model of mobile promoter evolution, where
the probabilities for promoters to duplicate inside or outside their region is potentially not
the same.
In the present work, the objective is to propose a new approach for the propagation of
LTR retrotransposons that combines a location-dependent model with the fact that LTR
retrotransposons can face degradation (i.e., mutations, recombination, etc.), which may
decrease their duplication rate, that is, their potentiality to copy and insert elsewhere
in the genome. Then, we have developed a first method to evaluate the model para-
meters : average distance traveled by the TEs before insertion, location of the original
copy, average time between two degradations (mutations, recombination, etc.), average
impact of a degradation, and the impact of degradations undergone by copies on their
duplication speed. This method requires to define a distance between the results of
the simulations and the observed chromosome, which is based on the Hungarian me-
thod kuhn1955hungarian, munkres1957algorithms . This method has been applied to
the spreading of the LTR retrotransposons ROO, DM412, and GYPSY on the chromo-
some 3L of Drosophila melanogaster. The parameters associated to each TE are com-
puted and a branching tree is proposed in each case. Our results show that, according to
our model and method, the roots of ROO, DM412, and GYSPSY on the chromosome 3L
could correspond to the annotated copies FBti0059644, FBti0061034, and FBti0062705
respectively.
2.2/ SYSTEM AND METHODS
2.2.1/ THE BRANCHING MODEL
2.2.1.1/ THE BRANCHING TREE
An example of branching tree is shown in Figure 2.2.
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state of the ith copy at time t. This similarity decreases as a function of time, due
to degradation effects. In addition, we defined the state of deterioration by Di(t) =
1 − S i(t).
6. At each degradation, the similarity to the root is divided by 1 + E( 1β ), where β has to
be determined. In other terms, S i(τi,k+1) =
S i(τi,k)
1+E( 1β )
.
7. At time t, for the ith copy, conditionally on Di(t), we assume that the time before
the next duplication follows a distribution E( 1
1+p×Di(t) ), where p > 0 is a parameter
to be determined. In other words, the time before the next duplication is longer
when the copy is far from the original state of the root (in terms of Needleman-
Wunsch distance). Note that, in this article, “duplication rate” is just the inverse of
the “average time before the next duplication”. In other words, duplication rate =
1 + p × Di(t).
8. Moreover, each copy is also associated to its position in the chromosome. This posi-
tion is denoted by Xi for the i
th copy. This position is constant with time. We assume
that each child j of a copy i satisfies X j = Xi + χi, j, where χi, j follows a distribu-
tion U {−1, 1} × E( 1
L
), in which U represents the uniform law (i.e., the probability to
choose -1 or 1 is the same) and L is a parameter to be determined.
9. We also take into account the host structure (i.e., position of host genes) to insert
or not the child in the chromosome. Concretely, we calculate
density =
Number of TEs in genes
Surface occupied by genes
Number of TEs out of genes
Unoccupied surface
on the real chromosome. During simulations, when the child moves into a gene, it
can be inserted with a probability equal to “density”, otherwise the child position is
recomputed (if “density” ¿ 1, the child can always insert itself). Furthermore, the
child position is also relaunched when it goes outside the chromosome (cf. Part
2.3.1.3).
Our goal is thus to estimate the parameters of this model, i.e., X0, µ, β, p, L and Tobs. Note
that the duplication speed of the non-degraded root is set to 1 and it does not need to
be determined. Indeed, this duplication speed is redundant with µ and p. In addition, note
that the parameter L is not really informative about the mean distance traveled by the child
before its insertion, due to putative relaunching processes. This is why we also provide
the mean traveled distance in simulations, that is, the mean jump, which is denoted by J.
See Part 2.3.1 for an example of its computation.
2.2.2/ THE ESTIMATION METHOD
As explained in Section 2.2.1.1, the working principle of our estimation method is to si-
mulate trees in order to determine in which conditions the final states of simulated trees
match well with the observed chromosome.
Trees are simulated according to the model defined in Section 2.2.1.2. The stopping cri-
terion of these simulated trees depends on the number of copies in the observed chro-
mosome. Actually, the simulation was constrained to stop at the birth date of the n + 1th
copy, where n is the number of copies in the observed chromosome, see Section 2.3.1.2
for further details.
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In order to improve computation speed, parameters estimation has been split in three
parts, i) we estimate µ, β, and L (cf. Section 2.2.2.1) ; ii) we estimate X0 and L (cf. Sec-
tion 2.2.2.2), which requires to define a distance between simulated trees and the obser-
ved chromosome ; iii) we estimate J and Tobs (cf. Section 2.2.2.3).
2.2.2.1/ ESTIMATION OF µ, β, AND p
The objective here is to estimate the parameters µ, β, and p. We can note that these pa-
rameters only affect the distribution of deterioration states. They have no direct influence
on copy positions. Thus, the goal at this step is to minimize the differences between
the distribution of states of deterioration in the simulated trees, and the states of dete-
rioration distribution in the observed chromosome. More precisely, we want to minimize
D1(Tr,C) =
n∑
i=1
(Di,Tr − Di,C)2 where D1,Tr...Dn,Tr is the sorted distribution of the states of
deterioration for the simulated tree, D1,C ...Dn,C is the sorted distribution of the states of
deterioration for the observed chromosome, and n is the number of TEs in the observed
chromosome.
For this purpose, a 3-dimensional grid has been constructed, where each point of this
grid represents a triplet (µ, β, p), while X0 and L are set to predefined values (they do not
matter at this stage). A score S 1 =
N1∑
i=1
D1(Tri,C) has been associated to each of these
triplets. In this formula, Tri is the i
th tree simulated with the parameter set, C represents
the observed chromosome, and N1 is a parameter chosen by the user of the optimization
method (for instance, N1 = 10,000 in the case study of Section 2.4). The best of these
points is selected, and a smaller grid is constructed around it. This iterative process is
continued until the precision chosen by the user of the optimization method has been
obtained.
2.2.2.2/ DISTANCE BETWEEN TREES, ESTIMATION OF X0 AND L
The first step, in the estimation of X0 and L, is to define a distance between the final
state of a simulated tree and the observed chromosome. For this purpose, we first need
to design a distance between a copy of the simulated tree and a copy of the observed
chromosome. Let us name Ri the i
th copy of the simulated tree, Xi its position, and Di(Tobs)
its state of deterioration at the end of the process. Similarly, R˜ j is the j
th copy of the
observed chromosome, X˜ j its position, and D˜ j(Tobs) its state of deterioration. The distance
between two copies has been designed as follows :
D2(Ri, R˜ j) =
(Xi−X˜ j)2
w1
+
(Di(Tobs)−D˜ j(Tobs))2
w2
where w1 =
∑
i=1...n, j=1...n
(X˜i − X˜ j)2 and
w2 =
∑
i=1...n, j=1...n
(D˜i(Tobs) − D˜ j(Tobs))2. This weighting by w1 and w2 allows us to give the
same weight to positions and states of deterioration.
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From these distances between two copies, we can now create a matrix of dis-
tances W, verifying Wi j = D2(Ri, R˜ j). Then, the distance between final states
of two trees has been defined as the best possible adjustment between co-
pies, using the so-called Kuhn-Munkres algorithm, also named the Hungarian me-
thod kuhn1955hungarian, munkres1957algorithms . The Hungarian method is an al-
gorithm that allows us to minimize the sum of n elements of a n × n matrix, under the
condition that there is only one element by row and only one element by column. In our
case, the Hungarian method allows us to assign exactly one copy of the simulated tree to
each copy of the real chromosome while minimizing the sum of distances between paired
copies. Let us name D3 this distance created by this way.
Once this distance between trees has been defined, we use it to estimate X0 and L with
the same type of process as in the previous step. In other words, a 2-dimensional grid has
been constructed, where each point of this grid represents a couple of parameters (X0,
L) while µ, β, and p are fixed to the values found in the previous stage. The score S 2 =
N1∑
i=1
D3(Tri,C) is then computed for each of these points, and a smaller grid is recursively
built around the best point.
2.2.2.3/ ESTIMATION OF J AND Tobs
Conversely to these µ, β, p, X0, and L, which are inputted in our simulation algorithm, J
(mean jump) and Tobs are outputs. It is thus easier to estimate them. In this step, we run
N2 simulations where µ, β, p, X0, and L are set to the values found in the two previous
steps. The estimations of J and Tobs are then the mean results of the output J and Tobs of
these N2 simulations (for instance N2 = 20,000 in the case study of Section 2.4).
2.3/ ALGORITHM
Our proposal has been implemented using Python 1. A short application programming
interface is detailed thereafter.
2.3.1/ TREEBUILD
This main function is used to build branching trees following the model defined in Sec-
tion 2.2.1.2. Its halt condition is the targeted number of copies. Its prototype meets the
following canvas :
(S ,T,Tobs) = TreeBuild(X, µ, β, p, L, n, genes, density),
where n is the desired number of copies, while X0, µ, β, p, and L are the model parame-
ters as defined in Section 2.2.1.2. Moreover genes is the positions of each gene in the
observed chromosome, and density is the value defined in Part 2.2.1.2. Concerning the
outputs, S is a n × 1 vector representing states of deterioration while Tobs is the propaga-
tion time. Finally T is a n × 3 matrix containing, for each copy : its position, its birth date,
and the row of its mother, like in Table 2.1.
1. Available at https ://github.com/SergeMOULIN/retrotransposons-spread
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TABLE 2.1 – Example of the output T
[[ 0.5 0. 0. ]
[ 0.19031606 1.83699228 0. ]
[ 0.18321005 11.25706728 0. ]
[ 0.66442132 17.61532334 2. ]
[ 0.48479738 25.45993783 1. ]
[ 0.13876928 28.11662473 1. ]]
In this example, the mother of the copy located in 0.1832 is the root. The mo-
ther of the copy located in 0.6644 is the copy located in 0.1832. Other details re-
garding this main function are provided thereafter. The mean jump J is not a di-
rect output of TreeBuild, but it can be easily computed with T . In this example, J =
|0.19−0.5|+|0.18−0.5|+|0.66−0.18|+|0.48−0.19|+|0.14−0.19|
5
.
2.3.1.1/ MULTIPLE CLOCKS MANAGEMENT
The working principle of TreeBuild can be summarized as follows : it determines the next
event (deterioration or duplication) and executes it until the stopping criterion is satisfied.
To determine the next event means to know its nature (deterioration or duplication), its
time, and in which of the available copies it happens. Let j be the number of available
copies at time t1. The easiest way to determine the next event is to simulate 2 × j ex-
ponential laws, one for each possible deterioration or duplication. The minimum of these
2 × j simulations can thus provide the time, the nature, and the copy related to the next
event.
Actually, TreeBuild does not really simulate 2× j exponential laws, as two properties of this
law have been used to shorten computations. Indeed, ∀(p1, ..., p2 j) ∈ R2 j,∀(Y1, ...,Y2 j) ∼(
E(p1), ...,E(p2 j)
)
, we have :
1. min
(
Y1, ...,Y2 j
)
∼ E

2 j∑
i=1
pi
 ,
2. ∀i ∈ 1...2 j, P
(
Yi = min
(
Y1, ...,Y2 j
))
=
pi∑2 j
k=1
pk
.
Hence, due to the first property, the time of the next event can be simulated by a single
exponential law. The second property, for its part, allows us to determine the nature and
the copy affected by the next event using a single uniform law.
2.3.1.2/ STOPPING CRITERION
As stated before, the stopping criterion of TreeBuild is related to n (the number of copies
of the observed chromosome). But when a chromosome is observed, there is no way to
detect that a new duplication has just occurred. Thus, the program cannot stop exactly at
the birth of the nth copy. Actually, TreeBuild must run until the Tn+1 iteration (the birth date
of the n + 1th copy), and then the propagation time Tobs can be determined by :
Tobs =
Tn+Tn+1
2
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Furthermore, each value taken by S and T between Tn and Tn+1 is kept in memory. The-
reby, the values of T and S returned by TreeBuild are values of T and S at time Tobs.
2.3.1.3/ THE MANAGEMENT OF COPY LOCATIONS
Copy positions in the chromosome are in the interval [0,1]. The distance traveled by a TE
before insertion is assumed to follow an exponential law, but this latter can send the new
copy outside the interval [0,1]. The solution chosen in this case is to launch again the
computation of the new copy position.
In addition, the copy position is also relaunched with a probability “density” if its position
falls into a host gene, as explained in Part 2.2.1.2. In other words :
while (Xchild < [0, 1] or (Xchild ∈ gene and U1 < density)) :
Xchild = Xmother + U2 × Y
where U ∼ U{−1, 1}, U2 ∼ U{−1, 1}, and Y ∼ E( 1
L
).
2.3.1.4/ CRITICAL SITUATIONS
When TreeBuild is launched for each point of the grid of parameters, some critical situa-
tions can happen, which may induce a significant slowdown of the program. In particular,
when µ is small and β is large, the probability for an event to be a duplication rather
than a deterioration becomes very low. Thus, TreeBuild executes an inordinate number
of deteriorations before reaching the desired number of copies. To solve this issue, we
have decided that when the similarity to the root becomes lower than 0.03, then this copy
cannot be degraded anymore.
2.3.2/ ESTIMATION METHOD
In the available package, the estimation of the branching model parameters is realized by
the Optim function. Its prototype is as follows :
(Best, S core) = Optim(Grid,Case, n1, N1, N2, genes).
Here, Grid is a 5 × 4 matrix of settings defined exactly as in Section 2.2. Case, for its
part, is a 2 × n matrix containing locations and state of deterioration for each copy of the
observed chromosome. N1 and N2 are settings defined in Sections 2.2.2.1 and 2.2.2.3,
while n1 indicates how the grid is shrunk at each step after obtaining the best point (cf. the
following section). Finally, genes are the positions of each gene in the observed chromo-
some. The output Best is the parameter set (X0, µ, β, p, L, MJ, Tobs) returned by the Optim
function, while S core is the sum of N2 differences between simulations and the observed
chromosome (this S core is useful if we relaunch Optim several times).
2.3.2.1/ INTERVAL REDUCTION
As explained in Sections 2.2.2.1 and 2.2.2.2, the estimation method works with a grid
where each point represents a parameter set. When the best point of the grid is found, a
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new grid is constructed around this point. Note that the new grid is not necessarily inclu-
ded in the previous one, in order to provide a larger degree of freedom of the parameters
(in particular, when the latter are close to zero). For instance, in the case of parameter L,
the minimum of the new interval is min
(
Lmin
2
, Lbest − Ldelta2×n1
)
, where Lmin and Lmax are the mi-
nimum and maximum of the previous interval, Ldelta = Lmax − Lmin, Lbest is the L coordinate
of the best parameter set, and n1 is the reduction parameter selected by the user. Thus,
the minimum value of the test interval is divided by two at each time the best point of the
grid is close enough to zero. The maximum value of the new interval is simply Lbest − Ldelta2×n1 .
These formulas, written for L, are also valid for β, µ, and p.
2.3.2.2/ LOCATION IN THE CHROMOSOME
Unlike the other parameters for which we scan a continuous interval, in the case of X0, we
only consider the positions of the TE copies on the observed chromosome. Thus we scan
the interval of integers 1, .., n. However, we process in the same way as with the other
parameters (excepted that we use rounded values), and we never get out of the original
interval 1, .., n in this case.
For instance, if we choose to test this interval of integers in four points (as we do in our
case studies) : at the first step, X0 is tested in the first, round(1+
n−1
3
)-th, round(1+ 2×(n−1)
3
)-
th, and n-th position of TE copies in the observed chromosome. In the next step, the new
test interval thus becomes max(1, round(Xbest− Xdelta2×n1 )...min(n, round(Xbest− Xdelta2×n1 )) where Xdelta
is n − 1 here.
2.3.3/ MODULE AND PACKAGE DEPENDENCIES
The Hungarian method has been applied using the “munkres” module, implemented
in 2008 by Brian M. Clapper (Brian M. Clapper, munkres 1.0.7 for Python, https ://-
pypi.python.org/pypi/munkres/).
2.4/ RESULTS AND DISCUSSION
2.4.1/ THE DATA
This proposal has been applied to the spread of the LTR retrotransposons ROO, DM412,
and GYPSY on the euchromatin part of the chromosome 3L of the Drosophila melano-
gaster genome. This sequence corresponds to the left arm of the chromosome 3, which
is the largest autosomal chromosome of D. melanogaster.
This is also the most prolific chromosome for each of the LTR retrotransposons we
considered, this is why it has been chosen for this case study. ROO corresponds
to the LTR retrotransposon in Drosophila melanogaster with the largest number of
copies kaminker2002transposable, lerat2003sequence, de2009evolutionary .
DM412 is supposed to have been recently acquired by D. mela-
nogaster through horizontal transfer from a close relative species
bartolome2009widespread, lerat2011comparative, modolo2014new . Fi-
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nally, GYPSY is an older and likely well regulated LTR retrotransposon
lerat2011comparative .
Chromosome 3L contains 32 copies of ROO (with a mean nucleotide identity of 68.82%),
16 copies of DM412 (mean nucleotide identity of 60.24%), and six copies of GYPSY
(mean nucleotide identity of 13.6%).
Three databases have been used during the experiments. The first one contains
positions and nucleotide sequences for each TE copy annotated in D. melano-
gaster (flybase website 2 version number 5.51 of the D. melanogaster genome
adams2000genome, smith2007release ). The second database has been downloaded
from the RepBase website 3 and contains the consensus sequences for each TE cor-
responding to reference elements. The Needleman-Wunsch distance between each TE
copy (from the first database) and its reference (from the second database) has been
calculated, in order to obtain the deterioration states.
Finally, the third database comes from flybase too. This is the position of all the annota-
ted genes in the euchromatin part of chromosome 3L, in version number 5.51 of the D.
melanogaster genome.
In this case study, the estimation method described in Section 2.2.2 has actually been
applied not only once but 40 times in each situation, in order to check the consistency
of the obtained parameter sets. The best parameter set of each case study, considering
the output “score” (cf. Part 2.3.2), is presented in Section 2.4.3. The whole obtained pa-
rameter sets are presented in supplementary data with their descriptive statistics. Some
indications about consistency of these results are provided in Section 2.4.4.
2.4.2/ SETTINGS
Let us first recall that X0, which represents the root position in the chromosome, is inside
the interval [0 , 1]. In other words, copy positions have been divided by the chromosome
size. For the euchromatic part of chromosome 3L, this size has been set at 24,543,557
base pairs (bp) in the version 5.51. smith2007release .
In Table 2.2, each row represents the beginning and the end of the test interval, the num-
ber by which the test interval has been divided, and the final desired accuracy regarding
the parameter. In particular, in the third column, the value associated to each is 3. This
latter means that these parameters have been tested at the beginning, in the first third, in
the second one, and at the end of the test interval.
Finally, at each iteration, the grid used for µ, β, and p estimations contains 43 = 64 points
while, at each iteration, the grid used to estimate X0 and L contains 4
2
= 16 points.
The other parameters are :
— n1 = 1.5 : at each step, after the best point has been found, the grid’s dimensions
have been divided by 1.5.
— N1 = 10,000 : each point has been tested 10,000 times during estimation of X0, µ,
β, p, and L.
— N2 = 20,000 : J and Tobs estimations are the average values of 20,000 simulations.
The output “score” is computed based of these simulations.
2. http ://flybase.org/
3. http ://www.girinst.org/repbase/
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TABLE 2.2 – Setting table
parameter starting point end point interval division desired accuracy
X0 1 n 3 10
−3
µ 0.1 10 3 10−2
β 0.01 1 3 10−3
p 0.1 100 3 10−1
L 0.01 1 3 10−3
TABLE 2.3 – Results and consistency
Best parameter sets
parameter ROO DM412 GYPSY
X0 29 14 5
µ 2.396 1.135 0.050
β 0.351 0.235 0.093
p 0.051 0.001 0.007
L 1.331 0.336 0.016
J 0.300 0.216 0.013
Tobs 4.070 3.353 2.379
Consistency indicators
parameter ROO DM412 GYPSY
X0 0.104 0.096 0.392
µ 0.020 0.017 0.002
β 0.040 0.064 0.044
p 0.001 0.000 0.000
L 0.262 0.036 0.033
J 0.010 0.013 0.024
Tobs 0.042 0.014 0.031
Furthermore, we can notice that in the case of ROO, 18 of the 32 copies are located
inside genes while genes hold 72.7% of the studied part (euchromatin). Thus, density =
18
72,7
14
27,2
= 0.482. In the cases of DM412 and GYPSY, the densities are respectively equal to
0.625 (10
16
) and 0.187 (2
6
).
2.4.3/ RESULTS
The obtained parameters are summarized in Table 2.3.
If we consider for instance the spread of ROO, the obtained parameters can be interpreted
as follows :
— X0 = 29. The root is on the 29
th position in chromosome 3L. This is the copy
FBti0059644, which is located between the 21, 954, 331th and the 21, 954, 698th nu-
cleotide.
— µ = 2.396. The average time between two degradations is 2.396, where 1 is the
average time before duplication of the root. Degradations are thus less frequent
than duplications. Please note that this estimation of µ is without time unit : it is
related to the duplication speed of the root. It allows us to estimate duplication
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speed when the deterioration speed is known, and vice versa.
— β = 0.351. Each degradation causes a division by 1+ E( 1
0.351 ) of the similarity. Thus
the similarity is divided by 1.351 on average at each degradation.
— p = 0.051. p allows us to determine how many degradations led to a decrease in
the duplication speed. For example, in this case, if the identity between a copy and
the reference is 0.75 (i.e., state of deterioration = 0.25), then the duplication speed
of this copy is reduced by 1.275% (indeed 0.25× 0.051 = 0.01275). This looks like a
low effect.
— L = 1.331. The distance traveled by the TE before insertion follows a distribution
E( 1
1.331 ), with the relaunching process : (1) when the position of the child is out
of the chromosome (cf. Section 2.3.1.3) and (2) possibly when the position of the
child is inside a gene. As explained in Part 2.2.1.2, the parameter J is better to
represent the average distance before insertion. However, we can notice that L =
1.331 is a pretty large number (larger than 1). This value tends to suggest that the
child inserts itself more or less anywhere in the case of ROO (compared to DM412
or GYPSY).
— J = 0.300. The mean distance traveled by the TE before insertion is 0.300.
— Tobs = 4.070. The time of ROO propagation is 4.070 larger than the non-
deteriorated root. In addition, 4.070/2.396 = 1.699, thus the root has faced 1.699
degradations on average. From a global perspective, we can note that in each
case, the root corresponds to the border elements. They are in position 29th over
32, 14th over 16, and 5th position over 6 respectively for ROO, DM412, and GYPSY.
The latter correspond to positions 0.894, 0.965, and 0.969 when the chromosome
is considered as a [0,1] interval. This can be due to a larger density of TEs in
this area. In addition, we can notice that p is really close to 0 in each case. This
should imply no (linear) effect of the degradation on the duplication rate. This is an
unexpected result. Indeed, the fact that the degradation undergone by the copies
reduces their ability to duplicate sounds natural. This is why the parameter p was
added in the model. Finally, we can notice that in the case of ROO, the results
suggest a few big degradations, while in the case of GYPSY, they suggest a lot of
little ones.
The fact that some of the obtained parameters are outside the test interval chosen at
the beginning of the program (for instance, L = 1.331 in the case of ROO or µ = 0.050
in the case of GYSPY) is a desired effect, to let a larger freedom to the parameters. In
particular, the aim was to let parameters to be as close as possible to zero if required (cf.
Section 2.3).
In each of these three cases, one billion trees have been simulated with the obtained pa-
rameter set. The best of these trees is shown in Figure 2.2 for ROO and in supplementary
data for DM412 and GYPSY.
2.4.3.1/ FOCUSING ON THE ROOTS
According to these models and methods, the root of ROO could correspond to the
FBti0059644 copy. This is an incomplete copy (368 bp, compared to the reference which
has 9,112 bp) that corresponds to a solo-LTR, a remnant from a LTR-LTR recombina-
tion. This copy is thus no longer active, but it is quite recent since its divergence to the
reference is rather low (95.71% of identity on the aligned part of the sequences).
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The root of DM412 could correspond to the FBti0061034 copy. This is a very degraded
copy that has 88 bp in length, corresponding to an internal portion of the reference ele-
ment, whose length is 7440 bp. The copy is old since it is very divergent compared to the
reference (80.90% of identity).
Finally, the root of GYPSY could correspond to the FBti0062705 copy. This copy is an
incomplete and very degraded element of 1,282 bp length (7,471 bp for the reference)
with a very high divergence to the reference (70.59% identity). This copy corresponds to
a piece of the inner part of the gypsy element, and this is a very old and degraded copy
that is not currently active.
2.4.4/ CONSISTENCY OF RESULTS
As explained previously, the optimization method has been actually applied 40 times for
each TE. The descriptive statistics for these three cases are summarized in the supple-
mentary data. In addition, for each parameter that has been estimated by scanning an
interval (i.e., X0, µ, β, p, and L), quotients
Standard deviation of the results
Test interval
have been computed
in each case, in order to assess the consistency of the results. These quotients are repro-
duced in Table 2.3. Standard deviations of the output J and Tobs are also set in the same
table.
Several versions of the code have been implemented in this project in order to increase
the consistency of these results. In a previous version, X0, µ, β, p, and L were estimated
all together (i.e., steps 2.2.2.1 and 2.2.2.2 were merged). This approach implied to work in
a 45 = 1024 points grid, thus, it provided a lower number of trials by point, which reduced
consistency. In our very first version, the duplication rate was a parameter to be estimated
while Tobs = 1 was the stopping criterion of TreeBuild. The difference between n and the
number of copies at the end of the simulation (which was not necessarily n in this setup)
was penalized. However, in this setup, the duplication rate was the only parameter to be
consistent.
Finally, in the setup presented here, the consistency looks acceptable in most of the cases
(i.e., excepted for L in the case of ROO or for µ in the case of GYPSY). Nevertheless, this
requires a large number of simulations implying that the program runs several days.
2.4.5/ CONCLUSION AND FUTURE PERSPECTIVES
In this article, a model has been proposed for the propagation of LTR retrotransposons
in a genome. Various functions have been implemented to simulate this spread as well
as graphic representations. Finally, a first method for estimating the parameters of this
propagation model has been proposed and applied to the spread of TEs corresponding to
the ROO, GYPSY, and DM412 elements in a chromosome of Drosophila melanogaster.
However, this work can be improved in various directions, some of them being listed
below.
The first point is that the model of propagation should be applied to the full genome
instead of a single chromosome of Drosophila melanogaster. Indeed, a copy inserted
in a given chromosome can produce a child that will not necessarily inserts itself in the
same chromosome. An idea to extend the model to the full genome could be to let the
position of the child copy following a δ(a)U + δ(1 − a)E( 1
L
) law. In other words, the child
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copy inserts itself anywhere in the genome (uniform distribution), with a probability a, or
it inserts itself on the same chromosome than the mother copy (with the distance to the
mother following an exponential law) with probability 1− a, where a is a new parameter to
determine. Nevertheless, this approach raises various questions that must be answered
in a further study. Firstly, should E( 1
L
) represent a number of nucleotides or a proportion
of the considered chromosome? How to redefine the distance built in Part 2.2.2.2? etc.
Secondly, as explained in Part 2.4.4, the estimation method needs a large compilation
time to give acceptably consistent results. This compilation time increases quickly when
the sample size (number of TEs) increases or if we want to estimate more parameters.
Therefore, we will test other ways (likelihood maximization, neighbor joining, or Bayesian
estimation) to improve our proposal. These types of methods would also allow us to pro-
duce some confidence intervals for the estimated parameters. Our long-term objective
is to create a useful tool for estimating consistently both parameters and the branching
process itself. In other word, our goal is to produce a tool close to phylogenetic tree es-
timation but adapted to TE constraints. Another possibility of improvement could be to
consider the possibility of several roots. For instance, a method of unsupervised classi-
fication like Gaussian Mixture model could be applied in order to detect the number of
clusters.
In this project, we used RepBase consensus sequences, based on a lot of TE sequences
as root sequence. Another possibility could also be to produce an ancestral reconstruction
based only on the sequences of the case study. In this way, it would not be necessary
to search the data in two different databases. We can also note that in this work, we
consider all modifications (i.e., mutations, LTR recombination, and so on) as one single
and global deterioration effect. It could be interesting to try to distinguish each effect.
Finally the effect of an epigenetic regulation that can affect TE behaviour even if they do
not face sequence degradation could be taken into account.
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3ROC
Ce chapitre de´crit les travaux que nous avons effectue´s sur des donne´es collecte´es sur
le site de Tavaux par l’e´quipe de chrono-environnement. Ces donne´es sont constitue´es
de caracte´ristiques physico-chimiques, d’OTUs bacte´riennes et d’OTUs fongiques col-
lecte´es sur 16 arbres. Ces 16 arbres sont en l’occurrence 8 saules et 8 peupliers. La
moitie´ de ces arbres (4 saules et 4 peupliers) est situe´e sur une lagune contamine´e par
divers polluants issus de l’usine chimique Solvay de Tavaux. L’autre moitie´ (4 saules et
4 peupliers) est situe´e sur une zone naturelle non contamine´e. En particulier, cette la-
gune est affecte´e par une pollution au mercure qui s’explique par le proce´de´ d’e´lectrolyse
a` mercure utilise´ jusqu’en 2010 pour la fabrication de compose´s chlore´s. L’objectif de
cette collaboration avec l’e´quipe “chrono-environnement” e´tait de proposer des analyses
statistiques qui puissent comple´ter celles qu’ils avaient effectue´es l’anne´e pre´ce´dente
sur les meˆmes donne´es zappelini2015diversity afin d’approfondir la compre´hension
de l’effet de ces pollutions sur les populations bacte´riennes et fongiques. Au cours de
ces travaux, nous avons de´cide´ de nous concentrer plus pre´cise´ment sur les re´sultats
apporte´s par les courbes ROC. Les parties suivantes (depuis “Abstract” jusqu’a` la par-
tie 3.4) sont une version d’article telle qu’il a e´te´ propose´ au journal “Microbial Ecology” en
2017 sous le titre “A ROC-based analytical tool for environmental metabarcoding dataset
analysis”. Cette version a malheureusement e´te´ refuse´e et l’article a donc e´te´ retouche´
depuis. Ne´anmoins cette version est plus repre´sentative de mon travail que la retouche
c’est pourquoi c’est celle que je pre´sente ici. La partie 3.5 pre´sente d’autre analyses ef-
fectue´es sur ces donne´es. Plus pre´cise´ment cette partie pre´sente une visualisation des
donne´es via une combinaison ACP-GMM.
ABSTRACT
High-throughput metabarcoding tools based on next generation sequencing are able to
produce high volumes of data at an affordable cost. We have developed a receiver opera-
ting characteristic (ROC) analytical tool under Python and R that detects and emphasizes
the discriminating factors in environmental datasets obtained from a wide metabarcoding
analysis. This tool applies a ROC analysis on each variable of a given dataset (e.g., for
each operational taxonomic unit) and produces several informative outputs (like the best
threshold, the true positive and true negative rates, the area under the curve, etc.) for
each variable. These variables are then sorted according to their discrimination power.
Such a ROC analysis has been applied to a real metabarcoding dataset related to a Hg-
enriched tailing dump. We also performed an extensive comparison with other available
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methods and with our previous analysis, and found better performance of the proposal
when discriminating and highlighting keystone species in environmental analysis, regard-
less of their abundance.
3.1/ INTRODUCTION
High-throughput metabarcoding tools based on 454 gottel2011distinct ,
danielsen2012fungal , tedersoo2014global , op2015impact , Ion Tor-
rent zappelini2015diversity , or Illumina MiSeq schmidt2013illumina ,
wu2015molecular , foulon2016impact , foulon2016environmental , metabarco-
ding technologies are able to produce large volumes of data at an affordable cost.
In particular, when applied to contaminated soils bell2014linkage , these technolo-
gies have been used to reveal changes in microbial communities in the rhizosphere
soils and plant roots. They can uncover too dominant species in the rhizosphere and
endosphere of tree species under contaminant stress yergeau2015transplanting ,
azarbad2015microbial , bell2015early , zappelini2015diversity . Knowledge
of the plant-associated microbial compartment could be used to help predict the po-
tential recovery of disturbed lands kozdroj2000microflora . Recent data suggests
that the soil microbiome may have the greatest impact on plant function during the
early stages of revegetation bell2015early . The possible structural changes of
indigenous microbial communities by crops constitute a major ecological concern
because of the important role that microorganisms have in regulating soil conditions
conrad1996soil, jeffries2003contribution . The re-establishment of belowground
interactions is required to ensure a successful restoration and the creation of sustainable
plant cover. However, little is known about the entirety of the microbial communities that
are associated with tree roots in derelict soils. The investigation of microbial diversity and
biogeography in contaminated environments is also important to more broadly identify
the global environmental drivers of community composition and diversity.
Redundancy analysis (RDA), principal component analysis (PCA), or multi-dimensional
scaling (MDS) are widely used in environmental metabarcoding analysis to reveal the re-
lationship between soil and vegetation characteristics with microbial community structure,
and to test the significance of each with a permutation test. In a previous paper, we used
such a permutation test to establish that the bacterial and fungal communities residing
within a tailings dump vs. undisturbed soil samples had significantly different compo-
sitions zappelini2015diversity . In another recent article, we used a 2-dimensional
non-metric multi-dimensional scaling (NMDS) analysis combined with a permutation test
to demonstrate that the site characteristics explained most of the variance in the composi-
tion of a fungal community foulon2016impact, foulon2016environmental . Based on
PCA analysis, Hong et al. hong2015illumina shown that dominant genera changed in
mine sites with the degree of pollution. Lallias et al. lallias2015environmental used
MDS analysis coupled with a permutation test to demonstrate that microbial taxa are likely
to respond to different environmental drivers and in particular, the hydrodynamics, the sa-
linity range, and the granulometry according to varied life-history characteristics. Based
on a PCA analysis and permutation test, Yergeau et al. yergeau2015transplanting
highlighted key factors that should be considered when engineering the plant rhizosphere
microbiome, including the presence and abundance of keystone species, the diversity
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and evenness of the initial inoculum, the ecological differences between fungi and bac-
teria, the environmental conditions, and the plant growth stage from which the inoculum
originates.
Detection of the most site-dependent OTUs is mainly done in the literature by the com-
parison of relative abundances (cf. our comparison with standard benchmarks). The aim
of this work is to implement a new tool to easily achieve such detection. It is based on
the so-called ROC curves, allowing to detect the most site-dependent OTUs and to de-
termine, for each OTU, the ideal threshold under which one can assume to be in one site
rather than in the other one.
ROC curve analysis was developed in the early 1970s egan1975signal and is cur-
rently used in medical statistics to determine the best threshold for a diagnostic test
zou2002receiver . For instance, ROC curves have been used to assess the value of
diagnostic tests by providing a standard measure of the ability of a test to correctly clas-
sify subjects morrison2003receiver . A ROC curve is a graphical representation that
allows illustration of the performance of a binary classifier. This graph consists of a re-
presentation of the false positive rate in the abscissa and the true positive rate in the
ordinate. The curve joins this pair of rates for each possible threshold. In addition to this
ability to search the best threshold, ROC curves allow the assignment of a numerical va-
lue to the discriminatory power of the binary classifier due to their area under the curve
(AUC). The more relevant the classifier is, the larger its ROC AUC is, with a value up to
1 for a perfect classifier. For a larger and more accurate explanation about ROC curve
analysis, see fawcett2006introduction .
For the sake of illustration, we have applied our tool to a real metabarcoding da-
taset related to a tailings dump generated by the activity of a chlor-alkali industry.
Even though these data have already been studied in one of our previous works
zappelini2015diversity , the re-investigation of these data emphasizes new interes-
ting directions of research, which is the second contribution of this article.
3.2/ MATERIAL AND METHOD
3.2.1/ ROC CURVE ANALYSIS : GENERAL CONSIDERATIONS
ROC curve analysis egan1975signal is an analysis that determines how accurately
a quantitative variable can discriminate a binary variable. In ROC curve analysis, we
consider :
— a quantitative variable “Q” and a binary variable “B”,
— a “category 0” and a “category 1”, which are the two categories of the binary va-
riable B, and
— “negative” and “positive” subjects that are in “category 0” and “category 1”, respec-
tively.
Each value “v” taken by the quantitative variable can be considered as a threshold that
is able to classify the subjects with the following assertion (which is not always true) :
“all subjects that have a quantitative variable Q that is larger or equal to v are positives,
and the other ones are negatives”. According to this classification, each subject can be
categorized in one of the following cases as illustrated in Table 3.1. The proportion of true
positives among category number 1 is called the “true positive rate” (TPR) or “sensitivity”.
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TABLE 3.1 – Meaning of the terms : “True positive”, “True negative”, “False positive”, and
“False negative” in a ROC curve analysis
Category 0 (Negative subjects) Category 1 (Positive subjects)
Q < threshold (subject True negative False negative
classified as negative)
Q ≥ threshold (subject False positive True positive
classified as positive)
The proportion of true negative among category 0 is denoted as “true negative rate”
(TNR) or “specificity”. Similarly, the proportion of false positives among category 0 and
the proportion of false negatives among category 1 are denoted as the “false positive
rate” and “false negative rate”, respectively.
The ROC curve goes through every possible combination of true positive rate and false
positive rate as exemplified below in Figure 3.1. It always starts at (0,0) (i.e., no true
positive and no false positive) and finishes at (1,1) (i.e., each positive subject is a true
positive one, and each negative subject is false positive). When the quantitative variable is
perfectly discriminating (i.e., there is a threshold such that every subject is well classified),
the ROC curve goes through the point (0,1). One of the useful outputs of ROC curve
analysis is the ROC area under the curve (AUC). As stated previously, the more relevant
a classifier is, the larger its ROC AUC is (1 is for a perfect classifier).
3.2.2/ ROC ANALYSIS IMPLEMENTATION
Our tool receives, as input, a database such that the lines are the quantitative variables
and the columns are the subjects. For each variable, the tool determines the threshold
that optimizes the sum between the true positive rate and the true negative one.
When the number of subjects is balanced between the two categories, optimizing this
sum between the true positive and the true negative rates is equivalent to optimize the
number of well-classified subjects (WCS). One can emphasizes that the optimal threshold
is not a point value but it covers the interval contained between two consecutive values of
the quantitative variable. Thus, borders of this interval are named “inferior threshold” and
“superior threshold” (respectively abbreviated “Inf Thres” and “Sup Thres” in Tables 3.2-
3.4 and Appendices S1-2). For example, if we consider a perfect classifier, inferior and
superior thresholds are respectively the greatest value of Q so that the subject is posi-
tive, and the smallest value of Q so that the subject is negative. In this work, the mean
between the inferior and superior thresholds is simply named “threshold”. “Delta norm” is
the difference between these two values when the variable is standardized. “Delta norm”
was also used as a tiebreaker between variables that have the same ROC AUC. The
outputted “preference” value (abbreviated “pref” in Tables 3.2-3.4) indicates the category
that is supposed to be above the threshold (i.e., the “positive” category).
For each variable, we computed a Wilcoxon test of rank p-value. This test is the most
suitable one to determine whether a ROC AUC is significant, because the Wilcoxon sta-
tistic and ROC AUC are equivalent hanley1982meaning . At a constant sample size, the
ROC AUC corresponds to the unique Wilcoxon test of rank p-value, and the Wilcoxon
test of rank p-value decreases when the ROC AUC increases. The proposed tool pro-
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vides both AUC and Wilcoxon values (e.g., similar to the Pearson’s correlation coefficient
that is usually provided with its associated p-value). Note that the AUC values represent
the strength of the link between the quantitative and binary variables, whereas the Wil-
coxon value is for the significance of this link. However, in practice, most software do not
use the same formula to compute the Wilcoxon-test. Thus, the equivalence between AUC
and Wilcoxon can be highly dependent on the software and options. This is further deve-
loped in the section below. Finally, for each variable, we computed the number of nonzero
subjects in each category (denoted by #T and #U in Tables 3.2-3.4). This information can
be useful for variables with a low AUC, to determine whether the low discriminating power
was either because the variable is in both sites or because it is only in a few trees.
3.2.3/ R AND PYTHON IMPLEMENTATION
To rapidly collect all the outputs from our metabarcoding dataset, we produced a dedica-
ted python tool. This tool imports the data (if they are in text format) and directly produces
an excel file as an output similar to the tables presented in this article. We have also
produced a R tool to generate the same output, if we except that the Wilcoxon test is
slightly different in R and in Python. Let us remark that that there is a range of R pa-
ckages currently available for ROC analysis such as “pROC” robin2011proc or “ROCR”
sing2005rocr . Some solutions also exist under Python like the “roc curve” function of
the “sklearn.metrics” package scikit-learn . These libraries allow to perform a ROC
analysis between a quantitative and a binary variable. Compared to this state-of-the-art,
the particularity of our scripts is that they compute the ROC analysis for each quantita-
tive variable of the database, sort the results, and further group the outputs into a single
table that is exported as an excel file. The output tables highlight the most discriminating
variables as exemplified in Tables 3.2 to 3.4. The computational details of the parameters
set in the package are further described below 1.
3.3/ ROC ANALYSIS APPLIED TO A CASE STUDY
ROC analysis described previously has been applied to our metabarcoding dataset
previously studied zappelini2015diversity , by defining three different groups of va-
riables : (1) bacteria operational taxonomic units (OTUs), (2) fungal OTUs, and (3) soil
physico-chemical properties obtained from the two experimental locations (the tailings
dump and undisturbed soils). Figure 3.1 provides examples of ROC curves for the carbon-
nitrogen ratios (Fig. 1a), aluminium (Fig. 1b), and soil pH (Fig. 1c). The soil pH ROC curve
went through the coordinate (0,1), which was characteristic of a perfectly discriminating
variable, whereas the carbon-nitrogen ratio ROC curve was close to the first diagonal (y=x
curve in green), which is characteristic of a poorly discriminating variable. The aluminium
ROC curve, for its part, shown an intermediate discriminating variable.
1. Note that the variance used to calculate the “Delta norm” is the unbiased variance
1
n − 1
n∑
i=1
(xi − x¯)2.
This is the formula used by default in R while Python uses the biased variance
1
n
n∑
i=1
(xi − x¯)2. Thus, options
have been set to force the unbiased variance in Python, leading to two harmonized outputs.
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FIGURE 3.1 – ROC curves constructed by plotting the true positive rate and false positive
one associated with each unique value of the indicator variable. An indicator variable with
a poor discriminatory power (C/N ratio) will have an AUC near 0.5 (c), a variable with an
intermediate discriminatory power (Al) will have an AUC close to 0.75 (b), and an indicator
variable with a high discriminatory power (pH) will have a curve with an AUC near 1 (a).
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ROC AUCs were further computed for each group (i.e., bacterial OTUs, fungal OTUs,
and soil physico-chemical variables), and the groups of variables were sorted by de-
creasing AUCs. Table 3.2 shows the results for all the soil physico-chemical variables,
whereas Tables 3.3 and 3.4 show the top 30 most discriminating bacterial and fungal
OTUs, respectively. The complete lists of sorted variables for bacterial and fungal OTUs
are available as supplementary data (supplemental Tables S1 and S2). In these tables,
Delta norm is used as a tiebreaker between the variables that have the same ROC AUC.
This sorting method allowed us to rapidly detect the variables that best discriminate the
experimental site.
TABLE 3.2 – ROC AUCs and related parameters of all soil physico-chemical variables. AUC, area under the curve ; Delta norm, difference
between the threshold inferior and the threshold superior ; TPR, true positive rate ; TNR, true negative rate ; WCS, well-classified subjects ;
Pref, output preference ; Inf Thres, inferior threshold ; Sup Thres, superior threshold ; #T, nonzero subjects in the tailing dump samples ; #U
nonzero subjects in the undisturbed soil samples. For each variable, we computed a Wilcoxon test of rank p-value.
Variable Threshold Pref TPR TNR Sum WCS AUC Delta Inf Sup Wilcoxon #U #T
norm Thres Thres
Ph 7.85 Lagoon 1 1 2 16 1.000 0.236 7.70 8.00 0.0008 8 8
Ca 41959 Lagoon 1 1 2 16 1.000 0.230 29683 54234 0.0008 8 8
Na 196 Lagoon 1 1 2 16 1.000 0.164 166 226 0.0008 8 8
Sr 53.0 Lagoon 1 1 2 16 1.000 0.161 44.5 61.5 0.0008 8 8
Carbonate 3.85 Lagoon 1 0.875 1.875 15 0.984 0.030 0.000 7.70 0.0011 1 8
Pb 20.6 Natural 1 0.875 1.875 15 0.969 0.091 20.2 21.1 0.0016 8 8
As 14.0 Lagoon 0.875 1 1.875 15 0.969 0.055 13.8 14.2 0.0016 8 8
Co 5.18 Natural 1 0.875 1.875 15 0.922 0.155 4.98 5.38 0.0046 8 8
Thin silt 447 Lagoon 0.75 1 1.75 14 0.906 0.072 441 453 0.0063 8 8
CEC 96.0 Natural 1 0.625 1.625 13 0.906 0.024 95.0 97.0 0.0063 8 8
P2O5 0.185 Lagoon 1 0.875 1.875 15 0.883 0.862 0.110 0.260 0.0101 8 8
CaO 8.83 Lagoon 1 0.875 1.875 15 0.875 0.684 7.16 10.5 0.0117 8 8
Hg 1.49 Lagoon 1 0.875 1.875 15 0.875 0.242 1.23 1.75 0.0117 6 8
P 541 Lagoon 0.875 0.875 1.75 14 0.844 0.119 525 557 0.0209 8 8
Fe 10433 Natural 1 0.625 1.625 13 0.797 0.026 10348 10518 0.0460 8 8
Al 15498 Natural 0.75 0.875 1.625 13 0.781 0.416 13424 17572 0.0587 8 8
Sn 0.951 Lagoon 1 0.625 1.625 13 0.781 0.018 0.936 0.966 0.0587 8 8
Clay 195 Natural 0.75 0.875 1.625 13 0.766 0.191 184 205 0.0742 8 8
Coarse sand 14.0 Natural 0.875 0.625 1.5 12 0.766 0.156 11.0 17.0 0.0742 8 8
Mg 1905 Natural 0.75 0.875 1.625 13 0.750 0.080 1868 1942 0.0929 8 8
Na2O 0.025 Lagoon 1 0.75 1.75 14 0.750 0.060 0.024 0.025 0.0929 8 8
Large silt 250 Natural 0.625 0.875 1.5 12 0.750 0.023 249 251 0.0929 8 8
Ni 14.1 Natural 0.75 0.75 1.5 12 0.734 0.321 12.6 15.5 0.1152 8 8
Cr 25.1 Natural 0.75 0.875 1.625 13 0.719 0.297 23.0 27.2 0.1415 8 8
Bo 0.780 Lagoon 0.625 0.875 1.5 12 0.719 0.137 0.760 0.800 0.1415 8 8
Cd 0.183 Lagoon 1 0.5 1.5 12 0.703 0.179 0.156 0.209 0.1722 7 8
K2O 0.315 Lagoon 0.875 0.5 1.375 11 0.695 0.146 0.300 0.330 0.1893 8 8
K 1992 Natural 0.75 0.75 1.5 12 0.688 0.042 1968 2015 0.2076 8 8
OM 36.7 Natural 1 0.25 1.25 10 0.648 0.434 31.5 41.9 0.3184 8 8
Total C 21.2 Natural 1 0.25 1.25 10 0.648 0.432 18.2 24.2 0.3184 8 8
Se 0.490 Natural 0.25 1 1.25 10 0.625 1.478 0.000 0.979 0.4008 2 0
Total N 1.78 Natural 1 0.375 1.375 11 0.617 0.015 1.77 1.79 0.4309 8 8
Mn 135 Lagoon 1 0.5 1.5 12 0.594 0.304 116 155 0.5286 8 8
Thin sand 15.5 Natural 1 0.25 1.25 10 0.578 0.173 10.0 21.0 0.5995 8 8
Sb 0.288 Lagoon 0.5 0.75 1.25 10 0.563 0.663 0.000 0.576 0.6744 2 4
Si 281 Natural 0.5 0.75 1.25 10 0.563 0.138 277 284 0.6744 8 8
Cu 9.94 Natural 0.625 0.625 1.25 10 0.563 0.082 9.71 10.2 0.6744 8 8
MgO 0.150 Lagoon 0.75 0.5 1.25 10 0.531 0.410 0.140 0.160 0.8336 8 8
C/N 11.5 Natural 0.375 0.875 1.25 10 0.523 0.938 11.0 12.0 0.8748 8 8
TABLE 3.3 – ROC AUCs and related parameters of the top 30 most discriminating bacterial OTUs. AUC, area under the curve ; Delta norm,
difference between the threshold inferior and the threshold superior ; WCS, well-classified subjects ; Pref, output preference ; Inf Thres,
inferior threshold ; Sup Thres, superior threshold ; #T, nonzero subjects in the tailing dump samples ; #U nonzero subjects in the undisturbed
soil samples. For each variable, we computed a Wilcoxon test of rank p-value. In the column “Rel ab in U”, the number without parenthesis
indicates the percentage of the considered OTU in the undisturbed soil (i.e., 100 × sequences of this OTU ∈ the undisturbed soil
all sequences ∈ the undisturbed soil ) while the number in
the parentheses indicates the percentage of the undisturbed soil for the considered OTU (i.e., 100 × sequences of this OTU ∈ the undisturbed soil
sequence of this OTU ∈ both sites ) , for
OTUs that satisfy
sequences of this OTU ∈ the undisturbed soil
all sequences ∈ the undisturbed soil ≥ 0.02 or
sequences of this OTU ∈ the tailings dump
all sequences ∈ the tailings dump ≥ 0.02 in zappelini2015diversity . Similar
calculations for the tailings dump appear in column “Rel ab in T”. Rank, ranking of the most abundant OTUs, as determined by the standard
method. The full data set is provided in appendix S1.
OTU ID Thre Pref WCS AUC Delta Inf Sup Wilc #U #T Rel Ab Rel Ab rank
shold norm Thresh Thresh oxon in U in T
Bosea b’236 2 T 16 1.000 0.746 1 3 0.0008 3 8
unclassified b’346 13 T 16 1.000 0.526 8 18 0.0008 5 8
Tsukamurella b’533 5.5 T 16 1.000 0.501 4 7 0.0008 4 8
Iamia b’458 26.5 T 16 1.000 0.497 21 32 0.0008 8 8
unclassified b’423 339.5 T 16 1.000 0.293 311 368 0.0008 8 8 1.8 ( 25.0 ) 4.1 ( 75.0 ) 7
unclassified b’214 12.5 T 16 1.000 0.284 11 14 0.0008 6 8
Methylotenera b’332 1.5 T 16 1.000 0.282 1 2 0.0008 2 8
unclassified b’076 14.5 T 16 1.000 0.279 12 17 0.0008 6 8
Aeromicrobium b’503 12 T 16 1.000 0.279 10 14 0.0008 6 8
unclassified b’539 2 T 16 1.000 0.277 1 3 0.0008 5 8
Agrobacterium b’221 4.5 T 16 1.000 0.271 4 5 0.0008 8 8
unclassified b’051 2.5 T 16 1.000 0.251 2 3 0.0008 5 8
Haliangium b’373 2.5 T 16 1.000 0.249 2 3 0.0008 4 8
unclassified b’081 5.5 T 16 1.000 0.225 5 6 0.0008 6 8
unclassified b’424 80.5 T 16 1.000 0.222 73 88 0.0008 8 8
Cytophaga b’024 89.5 T 16 1.000 0.205 81 98 0.0008 8 8
Stenotrophomonas b’404 1 T 16 1.000 0.198 0 2 0.0008 0 8
Marmoricola b’506 26 T 16 1.000 0.191 24 28 0.0008 7 8
unclassified b’074 1.5 T 16 1.000 0.174 1 2 0.0008 1 8
Aminobacter b’213 4.5 T 16 1.000 0.158 4 5 0.0008 2 8
Polaromonas b’311 6.5 T 16 1.000 0.124 5 8 0.0008 5 8
Pseudomonas b’395 310 T 16 1.000 0.039 284 336 0.0008 8 8 1.0 ( 5.0 ) 16.1 ( 95.0 ) 3
Steroidobacter b’422 25.5 T 15 0.992 0.859 9 42 0.0009 6 8
Hyphomicrobium b’242 30 T 15 0.992 0.663 20 40 0.0009 8 8
Kaistobacter b’290 90 T 15 0.992 0.406 71 109 0.0009 8 8
unclassified b’576 4 T 15 0.984 0.889 2 6 0.0011 6 8
Lawsonia b’363 0.5 T 15 0.984 0.478 0 1 0.0011 1 8
unclassified b’080 4 T 15 0.984 0.439 3 5 0.0011 4 8
Pimelobacter b’508 6.5 T 15 0.984 0.424 3 10 0.0011 7 8
unclassified b’112 2.5 T 15 0.984 0.406 2 3 0.0011 7 8
TABLE 3.4 – ROC AUCs and related parameters of the top 30 most discriminating fungal OTUs. AUC, area under the curve ; Delta norm,
difference between the threshold inferior and the threshold superior ; WCS, well-classified subjects ; Pref, output preference ; Inf Thres,
inferior threshold ; Sup Thres, superior threshold ; #T, nonzero subjects in the tailing dump samples ; #U nonzero subjects in the undisturbed
soil samples. For each variable, we computed a Wilcoxon test of rank p-value. In the column “Rel ab in U”, the number without parenthesis
indicates the percentage of the considered OTU in the undisturbed soil (i.e., 100 × sequences of this OTU ∈ the undisturbed soil
all sequences ∈ the undisturbed soil ) while the number in
the parentheses indicates the percentage of the undisturbed soil for the considered OTU (i.e., 100 × sequences of this OTU ∈ the undisturbed soil
sequence of this OTU ∈ both sites ) , for
OTUs that satisfy
sequences of this OTU ∈ the undisturbed soil
all sequences ∈ the undisturbed soil ≥ 0.02 or
sequences of this OTU ∈ the tailings dump
all sequences ∈ the tailings dump ≥ 0.02 in zappelini2015diversity . Similar
calculations for the tailings dump appear in column “Rel ab in T”. Rank, ranking of the most abundant OTUs, as determined by the standard
method. The full data set is provided in appendix S2.
OTU ID Thre Pref WCS AUC Delta Inf Sup Wilc #U #T Rel Ab Rel Ab rank
shold norm Thresh Thresh oxon in U in T
unclassified f’064 15 T 16 1.000 0.232 13 17 0.0008 7 8
Pyrenochaeta f’033 110.5 T 16 1.000 0.159 95 126 0.0008 8 8 0.2 ( 8.0 ) 2.2 ( 92.0 ) 3
unclassified f’114 2.5 U 16 1.000 0.118 2 3 0.0008 8 5
Cryptococcus f’462 118 U 16 1.000 0.040 113 123 0.0008 8 8 2.0 ( 88.0 ) 0.3 ( 12.0 ) 7
unidentified f’371 1 U 15 0.992 0.222 0 2 0.0009 8 1
unidentified f’435 667 U 15 0.984 0.113 630 704 0.0011 8 8 7.1 ( 80.0 ) 2.0 ( 20.0 ) 9
Clavulina f’392 13 U 15 0.984 0.012 12 14 0.0011 8 6
unidentified f’063 10.5 T 15 0.977 0.059 10 11 0.0014 7 8
Ceratobasidium f’388 4.5 T 14 0.969 0.186 2 7 0.0016 5 8
Laccaria f’340 13.5 U 15 0.969 0.125 12 15 0.0016 8 7
Verticillium f’258 10 T 15 0.961 0.088 8 12 0.0019 8 8
Plectosphaerella f’257 60.5 T 15 0.953 0.340 28 93 0.0023 7 8
Lactarius f’424 29 U 14 0.953 0.054 26 32 0.0023 8 8
unclassified f’476 127.5 U 15 0.953 0.003 127 128 0.0023 8 8 2.0 ( 88.0 ) 0.3 ( 12.0 ) 8
Schizothecium f’281 10.5 T 15 0.945 0.515 8 13 0.0028 4 8
unclassified f’248 107 T 15 0.938 0.250 92 122 0.0033 8 8
Arthrinium f’250 0.5 T 15 0.938 0.071 0 1 0.0033 0 7
Cladophialophora f’068 1.5 U 13 0.930 0.793 0 3 0.0039 8 3
Trichosporon f’472 20 U 14 0.930 0.080 17 23 0.0039 8 8
Rhizoscyphus f’112 1.5 U 14 0.922 0.242 1 2 0.0046 8 4
unidentified f’180 6 U 14 0.922 0.235 5 7 0.0046 8 6
Fusarium f’235 63.5 T 14 0.922 0.158 58 69 0.0046 8 8
unclassified f’104 1.5 U 15 0.922 0.073 1 2 0.0046 7 2
Hebeloma f’322 111 T 15 0.922 0.022 103 119 0.0046 8 8 0.3 ( 7.0 ) 4.9 ( 93.0 ) 2
unclassified f’175 31.5 T 14 0.922 0.017 30 33 0.0046 8 8
unidentified f’118 16.5 U 14 0.922 0.015 16 17 0.0046 8 7
Emericellopsis f’226 0.5 T 14 0.914 0.292 0 1 0.0054 1 7
Cladosporium f’007 9.5 T 14 0.914 0.085 8 11 0.0054 8 8
Volutella f’240 99 T 14 0.906 0.371 71 127 0.0063 8 8
Meliniomyces f’140 0.5 U 14 0.906 0.131 0 1 0.0063 7 1
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For the physico-chemical variables, pH, calcium carbonate (CaCO3) concentration and
exchangeable calcium oxide (CaOex), Hg and As were found to be the most discri-
minating soil parameters (Table 3.2), which is in agreement with our previous study
zappelini2015diversity . However, ROC curves further indicated that Ca, Na, and Sr
were the three additional most relevant parameters to discriminate the two sites with AUC
values of 1, which were similar to the AUC of pH.
For the bacterial community, 22 OTUs perfectly discriminated the two sites with an AUC of
1 (Table 3.3). Among these sets of OTUs, 2 were relatively abundant (unclassified b’423
and Pseudomonas) and were already identified as key bacteria by the method used in
our previous study zappelini2015diversity . However, the ROC curves further indicate
that the two sites may also be well discriminated by less represented OTUs, such as Bo-
sea,Methylotenera, Agrobacterium, Aminobacter, and Polaromonas OTUs and additional
unclassified OTUs that belong to the Proteobacteria. Additional OTUs from other phyla
(Tsukamurella, Iamia, Aeromicrobium, and Marmoricola) also showed AUC values of 1
and were also less represented. Bosea OTUs, corresponding to the most discriminating
bacteria, was represented in each tree from the tailings dump by at least 3 sequences,
whereas trees from the undisturbed soil owned, at the most, 1 sequence. If we consider
the 30 most discriminating bacterial OTUs, all of them were more abundant on the tailings
dump (Table 3.3). If we consider 74 OTUs that lead to a correct classification of 15 or 16
trees, only 11 of them were related to the undisturbed soil (supplemental Tables S1). This
result is consistent with our previous analysis zappelini2015diversity , which showed
that more bacteria OTUs were significantly more present in the tailings dump compared
to the undisturbed soil.
For the fungal community, only 4 OTUs perfectly discriminated the two sites with an AUC
of 1 (Table 3.4) with the already identified Pyrenocheta (which was more present in the
tailings dump) and Cryptococcus (which was more present in the undisturbed soil, see
Table 3.4) OTUs. ROC curves further highlighted the two fungal OTUs that perfectly dis-
criminated the two sites, which were however unclassified OTUs in both soils. In contrast
with the bacterial OTUs, among the 30 most discriminating OTUs, 50% discriminated the
tailings dump and 50% discriminated the undisturbed soil. With an initial sample size of
16 (8 undisturbed soil and 8 tailings dump), Wilcoxon values of 0.001 and 0.05 were
reached for AUC values of approximately 0.99 and 0.79, respectively.
3.4/ COMPARISON WITH STANDARD BENCHMARK
The method used in our previous study zappelini2015diversity , to detect the
OTUs most impacted by the pollution, consists of selecting the most abundant se-
quences by retaining OTUs such that
sequences of this OTU ∈ the undisturbed soil
all sequences ∈ the undisturbed soil ≥ 0.02 or
sequences of this OTU ∈ the tailings dump
all sequences ∈ the tailings dump ≥ 0.02. Then, among these sequences, to detect those
for which the difference of relative abundance is the most important one, as defined be-
low :
100×
∣∣∣∣∣sequence of this OTU ∈ the tailings dump - sequence of this OTU ∈ the undisturbed soilsequence of this OTU ∈ both sites
∣∣∣∣∣
In this standard method, widespread among the scientific commu-
nity schmidt2013illumina , bell2014linkage , tedersoo2014global ,
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op2015impact , yergeau2015transplanting , azarbad2015microbial ,
bell2015early , wu2015molecular , zappelini2015diversity , foulon2016impact ,
foulon2016environmental , the OTU selection stage is essential. Otherwise, for
example, OTUs present in 1 copy on a single tree would appear to have a maximum
relative abundance difference of 100%. This selection criterion of most abundant OTUs
can appear as arbitrary, while ROC curves do not need such a selection. An OTU present
on only one tree will necessarily appear at the bottom of the table of the ROC curves
and will be considered as non-discriminating by the Wilcoxon test. Thus the ROC curves
allow to consider all the OTUs and to identify the most discriminating ones even among
the least abundant ones (such as Bosea), as already stated in the previous section.
Another important aspect of ROC curves is that they allow to provide a criterion for
binary classification according to the OTU (for instance, number of Bosea sequences
≥ 2 → tailings dumps), while the standard method does not allow this. We illustra-
ted this important consideration by comparing the data obtained through the classi-
cal method, with the ROC approach. In Tables 3.3 and 3.4 and in supplementary
Tables S1 and S2, the last three columns correspond to the standard method. In the
case where an OTU is abundant enough (> 2%), the number without parenthesis in
the “Rel ab in U” column provides the percentage of the considered OTU in the un-
disturbed soil
(
i.e.,
sequences of this OTU ∈ the undisturbed soil
all sequences ∈ the undisturbed soil
)
while the number inside the pa-
rentheses indicates the percentage of the undisturbed soil for the considered OTU(
i.e.,
sequences of this OTU ∈ the undisturbed soil
sequences of this OTU ∈ both sites
)
. Similar computations are provided in column “Rel
ab in T” for the tailings dump. It can be seen that, logically, the site on which the OTU is
preferentially found is the same, regardless of the approach used (ROC curves or stan-
dard method). The ”Rank” column provides the ranking of the OTU obtained with the
classical method, for OTU > 2%. The classical method allows to rank the most important
OTUs based on their abundance, whereas the ROC curve analytical tool simply allows
to rank (columns ”AUC” and ”Delta norm”) the OTUs, independently of their abundance.
This ROC curve analysis implemented with R or Python thus constitutes an interesting
tool to discriminate the two sites (e.g., highlighting the bacterial OTUs that were poorly
represented, which was exemplified by the Bosea case in this study).
RESOURCES AND DATA ACCESSIBILITY
Each code is freely available on the ”GitHub” repository, which also contains explanations
of the various functions used and examples detailing all the steps required to collect and
use data with Python or R.
— for the R codes : https://github.com/SergeMOULIN/ROC R
— for the Python codes : https://github.com/SergeMOULIN/ROC python
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3.5/ COMPLE´MENTS
Dans le cadre de ce projet nous avons e´galement re´alise´ des combinaisons ACP-
GMM pour visualiser les donne´es en deux dimensions et voir comment ces donne´es
se re´partissent en clusters.
Les figures 3.2, 3.3 et 3.4 repre´sentent respectivement les composants physico-
chimiques du sol, les OTUs des bacte´ries et enfin les OTUs des champignons. Chacune
de ces figures est partage´e en deux. Dans la partie de gauche, on repre´sente les re´sultats
de la GMM a` 2 clusters. C’est-a`-dire qu’on colorie en rouge les e´le´ments d’un cluster et
en bleu les e´le´ments de l’autre cluster. Dans la partie de droite, on colorie les e´le´ments en
fonction de leurs re´sultats a` un test de permutation visant a` tester si l’e´le´ment est signifi-
cativement plus pre´sent dans la zone pollue´e ou dans la zone non pollue´e. On colorie ici
en noir les e´le´ments significativement plus pre´sents dans la lagune pollue´e que dans la
zone naturelle. On colorie en jaune les e´le´ments significativement plus pre´sents dans la
zone naturelle que dans la lagune. Et enfin on colorie en bleu les e´le´ments pour lesquels
le test n’est pas significatif. Sur ces figures, on constate que tous les e´le´ments “pre´fe´rant
la lagune” se retrouvent syste´matiquement dans un meˆme cluster, tandis que tous les
e´le´ments “pre´fe´rant le milieu naturel” se retrouvent dans l’autre cluster. Les e´le´ments non
significatifs se retrouvent dans les deux clusters. Ceci tend a` indiquer que la pre´fe´rence
pour la lagune ou le milieu naturel est un e´le´ment essentiel dans la constitution de ces
clusters.
Par ailleurs la figure 3.5 indique les coordonne´es des centres des clusters pour chaque
GMM dans l’espace de dimension 16 (Il y a 16 arbres c’est pourquoi les OTUs des
bacte´ries sont des points d’un espace de dimension 16, tout comme les OTUs des cham-
pignons et les composantes physico-chimiques). Dans le nom des arbres, la lettre “P”
signifie que l’arbre en question est un peuplier, la lettre “S” signifie que l’arbre est un
saule, la lettre “N” signifie que l’arbre est dans la zone naturelle tandis que la lettre “L”
signifie que l’arbre se trouve dans la lagune pollue´e. Ainsi par exemple l’arbre “PL11”
de´signe un peuplier pre´sent sur la lagune. Pour plus de lisibilite´, on a surligne´ en jaune
pour chaque arbre le centre de cluster dont la coordonne´e selon cet arbre est la plus im-
portante. On voit bien apparaıˆtre, ici e´galement, qu’a` chaque fois, un cluster repre´sente
les e´le´ments plus pre´sents sur la lagune et l’autre cluster repre´sente les e´le´ments plus
pre´sents dans la zone naturelle. Notons que les arbres SN26 et SL6 qui ont un com-
portement “surprenant” a` cet e´gard avaient de´ja` e´te´ repe´re´s comme atypiques par les
analyses pre´ce´dentes dans l’article zappelini2015diversity .
L’inte´reˆt de ces analyses est de montrer que des analyses “sans a priori” telles que
l’ACP et la GMM, mettent en e´vidence la distinction de site (lagune vs zone naturelle)
comme un e´le´ment structurant de la distribution des OTUs et des composants physico-
chimiques. Toutefois, ces analyses laissent une grande place a` l’interpre´tation “subjecti-
ve” des re´sultats. C’est pourquoi nous avons pre´fe´re´ axer davantage notre article sur les
re´sultats lie´s aux courbes ROC.



4RE´GRESSION POLYTOMIQUE SPARCE
Cette partie pre´sente nos travaux sur la re´gression polytomique ordonne´e. Ce type de
re´gression s’applique dans les cas ou` la variable a` expliquer est de type polytomique
ordonne´e (typiquement une tumeur qui aurait plusieurs niveaux de gravite´ par exemple).
Dans ces travaux, nous appliquons a` cette re´gression polytomique ordonne´e une pe´nalite´
de norme ℓ1 semblable a` celle du LASSO Tibshirani:JRSSB96 . Les parties de “Abs-
tract” jusqu’a` la partie pre´sentent l’article publie´ dans le cadre de la confe´rence WABI 18
en aouˆt 2018 sous le titre “l1-Penalised Ordinal Polytomous Regression Estimators with
Application to Gene Expression Studies” qui re´sume ces travaux.
ABSTRACT
Qualitative but ordered random variables, such as severity of a pathology, are of pa-
ramount importance in biostatistics and medicine. Understanding the conditional distri-
bution of such qualitative variables as a function of other explanatory variables can be
performed using a specific regression model known as ordinal polytomous regression.
Variable selection in the ordinal polytomous regression model is a computationally diffi-
cult combinatorial optimisation problem which is however crucial when practitioners need
to understand which covariates are physically related to the output and which covariates
are not. One easy way to circumvent the computational hardness of variable selection
is to introduce a penalised maximum likelihood estimator based on some well chosen
non-smooth penalisation function such as, e.g., the ℓ1-norm. In the case of the Gaussian
linear model, the ℓ1-penalised least-squares estimator, also known as LASSO estimator,
has attracted a lot of attention in the last decade, both from the theoretical and algorithmic
viewpoints. However, even in the Gaussian linear model, accurate calibration of the re-
laxation parameter, i.e., the relative weight of the penalisation term in the estimation cost
function is still considered a difficult problem that has to be addressed with caution. In the
present paper, we apply ℓ1-penalisation to the ordinal polytomous regression model and
compare several hyper-parameter calibration strategies. Our main contributions are : (a)
a useful and simple ℓ1 penalised estimator for ordinal polytomous regression and a tho-
rough description of how to apply Nesterov’s accelerated gradient and the online Frank-
Wolfe methods to the problem of computing this estimator, (b) a new hyper-parameter
calibration method for the proposed model, and (c) a code which can be freely used that
implements the proposed estimation procedure.
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4.1/ INTRODUCTION
Ordinal polytomous variables are of paramount importance in bioinformatics where
practitioners may have to tackle qualitative but ordered data such as, e.g., the se-
verity of a certain type of cancer Tibshirani:JRSSB96 , tibshirani1997lasso ,
chretien2015investigating , chretien2015using , chretien2016bregman , etc. Un-
derstanding how such variables can be explained by other variables such as, e.g., gene
expressions, can help the research community investigate the influence of certain genes
in the pathology under study. Oftentimes, only a small number of genes are relevant to
the statistical modelling and variable selection needs to be performed in order to detect
which of them should be ignored and which of them should not. The ordinal polytomous
regression model is an adaptation of the classical regression model which is extremely
well suited for this type of problem, and the goal of the present paper is to propose efficient
approaches to the estimation and variable selection problems for this specific model.
4.1.1/ WHEN THE NUMBER OF COVARIATES EXCEEDS THE NUMBER OF OBSER-
VATIONS : THE BLESSING OF SPARSITY
One important additional problem in standard gene expression studies is that the num-
ber of observations (e.g. patients) is often much smaller than the number of covariates
(e.g. genes). In such cases, the problem cannot be expected to be solvable without
some additional structure because the number of unknowns is larger than the number
of observations. The main structural assumption which is usually made in such cases
is that some sparsity property holds. In the exemple of gene expression analysis, it is
usually considered natural to assume that only a small number of genes have signifi-
cant influence on the output under study. Therefore, only a small number of regression
coefficients should be nonzero in the estimator, although we cannot know before hand
which are the ones which should be selected. Selecting the right variables in regression
is often called “support recovery”. Various approaches to variable selection have been
proposed in the statistical literature. In practical applications, the most extensively used
selection methods are the forward selection and the AIC/BIC information criteria based
approaches akaike1998information , schwarz1978estimating miller2002subset .
Such methods however, can hardly be applied in situations where the number of cova-
riates, e.g. genes, is large and one usually resorts to convex optimisation based strategies
such as the LASSO Tibshirani:JRSSB96 and its generalisations to nonlinear models
tibshirani1997lasso , van2008high .
4.1.2/ PREVIOUS WORK ON VARIABLE SELECTION VIA ℓ1-NORM PENALISATION
Convex optimisation based variable selection approaches are often based on penalised
log-likelihood estimation, where the penalisation term is the ℓ1-norm. In the linear model,
it was discovered in candes2007dantzig that under certain specific properties of the
design matrix, known as the Restricted Isometry Property, the ℓ1-norm penalised least ℓ∞
estimator, aka the Dantzig estimator, would recover the location of the non-zero compo-
nents exactly. This type of result, was then proven for the ℓ1-penalised least ℓ2 estimator,
aka the LASSO estimator under weaker assumptions, including incoherence of the de-
sign matrix in candes2009near . The work bickel2009simultaneous provided interes-
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ting alternative views on the statistical properties of the LASSO and Dantzig estimators
which are still extensively used in the current literature on this topic.
Even when neither the Restricted Isometry Property nor the incoherence assumptions are
satisfied, the mere computational tractability of ℓ1-penalisation based estimators makes
them the method of choice when the problem size is prohibitively large.
4.1.3/ THE PROBLEM OF HYPER-PARAMETER CALIBRATION
The main advantage of ℓ1-based penalisation is to reduce the estimation problem to a
convex optimisation one if the hyper-parameter, i.e. the relative weight associated with
the ℓ1-penalisation term, is calibrated to an appropriate value. In practice however, finding
the right value for this hyper-parameter is often a complicated issue.
Most theoretical works come up with a formula for the hyper-parameter, see e.g.
candes2009near . Such types of results are very important because they prove exis-
tence of a value of the hyper-parameter that will allow exact support recovery of the
sparse regression vector under appropriate, e.g. incoherence assumptions of the design
matrix. The theoretical value often gives the right order of dependencies with respect
to the dimension of the problem, the standard deviation of the noise, and other impor-
tant structural parameters, and is therefore a good indicator of how well conditioned the
problem is, at least in theory.
In practice, however, the noise level is not known beforehand and therefore, hyper-
parameter calibration cannot be performed without joint variance estimation. Reference
chretien2014sparse presents efficient methods for solving this joint estimation/calibra-
tion problem and present preliminary computational experiments showing practical rele-
vance of the overall approach. The square-root LASSO belloni2011square is another
interesting alternative but is sometimes reported to enjoy slightly worse performance in
practice.
The usually preferred practical approach to hyper-parameter calibration is Cross Valida-
tion arlot2010survey . The Cross-Validation approach is very intuitive and enjoys nice
theoretical properties when the number of covariates is smaller than the number of obser-
vations. Another drawback of Cross-Validation is the computational burden of re-sampling
and computing the LASSO estimator a large number of times. Moreover, Cross-Validation
is oriented towards prediction performance rather than accurate support selection. An al-
ternative approach devised in chretien2018hedging , based on the Hedge algorithm of
freund1997decision and the stochastic Frank-Wolfe algorithm, was shown to outper-
form Cross Validation in terms of computational time for the linear model as well.
Recently, giacobino2015quantile devised a very efficient method called Quantile
Universal Thresholding for hyper-parameter calibration in the linear model with a
view towards efficient variable selection. Extensive numerical experiments provided
in giacobino2015quantile show that Quantile Universal Thresholding outperforms
Cross-Validation, although Cross-Validation has to be performed when the noise variance
is unknown. Fortunately enough, recent work on fast variance estimation, as described
e.g. in kennedy2018greedy or based on chretien2018hedging , should however allow
to overcome the burden of using Cross-Validation as a subroutine in the Quantile Univer-
sal Thresholding procedure of giacobino2015quantile .
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4.1.4/ CONTRIBUTIONS OF THE PAPER
The main contributions of the present paper are threefold. The first is to present a ℓ1-
penalised maximum likelihood estimator for the ordered polytomous model and present
efficient methods for computing this estimator. The second contribution is an efficient
hyper-parameter calibration procedure based on recent work giacobino2015quantile .
The last contribution is a freely available software implementation which can be downloa-
ded online lecode .
4.2/ MATERIEL AND METHOD
4.2.1/ THE MODEL AND THE PENALISED ESTIMATOR
4.2.1.1/ THE STANDARD POLYTOMOUS REGRESSION MODEL
In the ordinal polytomous regression model, the independent qualitative output variables
Yi, i = 1, . . . , n with Q modalities m1, . . . ,mQ, are assumed to result from the quantification
of a latent continuous variable Y∗
i
= Xt
i
β0 + ǫi, i = 1, . . . , n, where Xi is a p-dimensional
vector of covariates and where the residual ǫi has logistic cumulative distribution function
Φ(y) =
exp(y)
1+exp(y)
. More precisely, setting −∞ = γ0
0
< · · · < γ0
Q−1 < γ
0
Q
= +∞, we have Yi = mq if
and only if Y∗
i
∈]γq−1, γq]. For q = 1, . . . , Q, let us denote Iq the subset of {1...n} such that
i ∈ Iq if and only if Yi = mq. Let us denote by γ the vector γ = (γ1, . . . , γq−1). The conditional
likelihood given X1, . . . , Xn for this model is :
LY |X(β, γ) =
Q∏
q=1
∏
i∈Iq
(
Φ
(
Xtiβ − γq−1
)
− Φ
(
Xtiβ − γq
))
. (4.1)
where X is the n × p matrix such that Xi is its ith row for all i in 1, ..., n. The conditional
log-likelihood is given by
lY |X(β, γ) =
n∑
i=1
Q∑
q=1
1{Yi=mq} log
(
Φ
(
Xtiβ − γq−1
)
− Φ
(
Xtiβ − γq
))
,
or in other words,
lY |X(β, γ) =
Q∑
q=1
∑
i∈Iq
log
(
Φ
(
Xtiβ − γq−1
)
− Φ
(
Xtiβ − γq
))
.
The parameters of this model are usually estimated using the maximum likelihood prin-
ciple, i.e., by finding the vector (βˆ, γˆ) that maximizes lY |X. Maximization of the log-likelihood
is made easy by the well known fact that the conditional log-likelihood function is concave.
The problem with this approach is that it cannot works when p is larger than n because,
in this case, the Hessian matrix is easily shown to be singular. The situation where p is
larger than n is however frequent in gene expression analysis as in many other problems,
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and one needs an estimator which can perform variable selection in such settings with
low computational complexity. The next section introduces such an estimator based on ℓ1
penalisation.
4.2.1.2/ THE PENALISED MAXIMUM LIKELIHOOD ESTIMATOR
One estimator of choice for the type of problem we just described is the ℓ1-penalised
maximum likelihood estimator given by
(βˆ, γˆ) ∈ argmax(b,c)∈Rp×RQ−1 lY |X(b, c) − λ ‖b‖1, (4.2)
where λ is a relaxation parameter. This estimator corresponds exactly to the LASSO in
the case where the log-likelihood is the one of the linear model. The main motivation for
introducing this estimator is Theorem 1.2 in candes2009near about the LASSO. This
theorem states that for a sufficiently sparse β in the linear model Y = Xβ+ ǫ, ǫ ∼ N(0, σ2I),
the risk of the LASSO estimator is near optimal, i.e. is comparable to the risk obtained
with an oracle estimator which would know the support of β ahead of time. Moreover,
support recovery is proved to hold with large probability for a vast majority of possible
supports.
The assumptions in this theorem are the following :
1. X has low coherence, i.e. the maximum scalar product of two columns of X is less
than A0/ log(p) ;
2. the support and sign pattern of β have uniform distribution ;
3. the nonzero components of β have magnitude above the noise level times a log
factor.
It is therefore natural to expect that an appropriate translation of this result to the case
of (ordinal or not) polytomous regression model will hold as well. In the sequel, we will
present simulation based results on the penalised conditional likelihood estimator from
the view point of variable selection.
4.2.2/ ALGORITHMS
4.2.2.1/ NESTEROV’S ALGORITHM
In Nesterov:Doklady83,Nesterov:MathProg05,becker2011nesta , Nesterov introdu-
ced a new approach to convex minimization with possibly non-differentiable functions.
Nesterov’s method consists of smoothing the non-differentiable function and then apply
a refined first order scheme to the problem. The main interest of this approach is that
at iteration k, a bound of O(1/k2) on the error is garanteed, whereas standard gradient
methods only garantee O(1/k). Let us now describe a simple version of this method.
The first step is to smooth the ℓ1-norm function. Notice that, for the vector β, ‖β‖1 can be
written
‖β‖1 = max‖u‖∞≤1 u
tβ, (4.3)
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and the maximizer in this expression is simply sign(β). A possible simple smoothing of the
ℓ1-norm is given by
ℓ1,µ(β) = max‖u‖∞≤1
utβ − µ
2
‖u‖22. (4.4)
Notice that the maximizer u∗β in (4.4) exists due to continuity and coercivity, and is unique
due to the strict convexity of ‖ · ‖2
2
. The main interesting feature of this smoothing is the
following proposition.
Proposition 4.2.1. The function ℓ1,µ is differentiable with Lipschitz gradient. Moreover, the
gradient is given by
∇ℓ1,µ = u∗β (4.5)
where u∗β is the unique maximizer in (4.4) and the Lipschitz constant of the gradient is
L1 = 1/µ.
Proof. See Nesterov:MathProg05, Theorem 1 . 
With this result in hand, we can present Nesterov’s accelerated gradient algorithm for
smooth optimisation in Algorithm 1 below. In order to implement the algorithm, one needs
to know the Lipschitz constant of the gradient of minus the log-likelihood, which is unk-
nown, and the Lipschitz constant of the smoothed ℓ1-norm penalty, which is 1/µ. In prac-
tice, the Lipschitz constant of the gradient of minus the log-likelihood can be estimated
by random sampling and computing ratio between the norm of the difference between
gradients at sampled points and the norm of the difference of these sample points.
4.2.2.2/ THE FRANK-WOLFE ALGORITHM
The main trick that is needed to implement the Frank-Wolfe algorithm is to reformulate
the penalised problem
(βˆ, γˆ) ∈ argmax(b,c)∈Rp×RQ−1 lY |X(b, c) − λ ‖b‖1. (4.6)
as a constrained optimisation problem
(βˆ, γˆ) ∈ argmax(b,c)∈Rp×RQ−1 lY |X(b, c) with ‖b‖1 ≤ r (4.7)
for an appropriate value of r. In this new formulation, the problem of choosing λ is trans-
lated into the problem of choosing r.
The second formulation will be used in Section 4.2.2.2, in which the most difficult problem
is choose this r value.
The Frank–Wolfe (FW) algorithm is a constrained convex optimisation method proposed
by Marguerite Frank and Philip Wolfe in 1956 frank1956algorithm . Each iteration of
the FW algorithm consists of finding sk by minimizing sT∇ f (xk) subject to s ∈ D. We then
upgrade xk+1 = xk +
2
k+2
(sk − xk), where f is the function to minimize, k is the current
iteration, and D is the set on which we want to optimize f . In the case where D is the
hypercube defined by ‖β‖1 ≤ r (as in our case), determining sk is simple, since it is the
point :
4.2. MATERIEL AND METHOD 101
— of coordinate r for the component such that ∇β lY˜ |X(β, γ) is minimal,
— and zero for all the other components.
However, the logistic regression is a special case in which constraints have to be put on β,
but not on γ. Practically speaking, the choice has been to alternate iterations of the Frank-
Wolfe algorithm (to optimize β with γ fixed) with a simple gradient descent (to optimize γ
with β fixed).
4.2.3/ HYPERPARAMETER CALIBRATION
4.2.3.1/ SELECTION OF THE PARAMETER BY AIC
The first implemented method to select the λ parameter is to use the Akaike infor-
mation criterion (AIC) akaike1998information . This AIC is a compromise between
the likelihood of the model and the number of non-zero parameters. More precisely,
AIC = −2lY |X(β, γ) + 2‖β‖0, and the goal is to find a set of parameters that minimizes
this value. The method of choosing lambda processes in three steps. In the first one, the
objective to is determine a penalty λ# that is large enough to cancel all β components.
This objective is realized by using Algorithm 2.
One can then apply, e.g. Nesterov’s or the stochastic Frank-Wolfe algorithm with different
values of the hyperparameter. One possible set of values is λ0 = 0, λ1 =
λ#
50
, λ2 =
2×λ#
50
, ...,
λ49 =
49×λ#
50
. The AIC value is then computed for each obtained model and, at the end of
the day, the model with smallest AIC is finally selected.
4.2.3.2/ BIC SELECTION
λ is chosen in the same manner than for the AIC method, except for the fact that the value
to optimize is, this time, BIC = −2 lY |X(β, γ) + log(n)‖β‖0.
4.2.3.3/ ADAPTING THE QUANTILE UNIVERSAL THRESHOLD SELECTION TO ORDINAL
POLYTOMOUS REGRESSION
Quantile Universal Threshold (QUT) giacobino2015quantile is a simulation-based me-
thod. Its objective is to be sure that, if the vector Y to be predicted has no link with the
matrix of predictive variables X, then the vector β of the regression coefficients will be the
null vector with probability 1− α, where α is set by the user (α is set to 5% in Section 4.3).
The working principle of QUT is as follows.
— Randomly pick a large number of vectors of the same size than Y. For instance, in
the case study of Section 4.3, 100 vectors Y˜1...Y˜100 are picked as permutations of
the original Y vector. That is to say, Y˜i has the same number of subjects in each
category as the initial vector Y.
— For each random vector Y˜i, find a λi large enough such that, when the ℓ1-penalised
maximum likelihood estimator described in Section 4.2.1.2 is optimized, β is the
null vector.
— The obtained λi are sorted, and then we select the value such that a proportion
1 − α of the λi is below this threshold.
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To speed up the second step of this process, the following property is used. Let us denote
by λ# = ‖∇β lY˜ |X(β = ~0, γ)‖∞. Thus, an optimisation of the ℓ1-penalised maximum likelihood
estimator with a penalty of λ# returns β = ~0.
γ is required in order to compute λ#. However γ is not known, and λ is needed to calculate
it. So, a loop has been implemented as in Algorithm 3.
Thanks to the shortcut λ# = ‖∇β lY˜ |X(β = ~0, γ)‖∞, the computation time to obtain λ is greatly
reduced, leading to the fastest determination of λ (see Section 4.3), as it requires only a
few the optimisation of the ℓ1-penalised maximum likelihood estimator. Note that a version
of the QUT whose second step is performed by dichotomy, as in Algorithm 2, has been
implemented too, but it underperforms the other methods in terms of computation time.
4.2.3.4/ SELECTION OF THE r PARAMETER BY ONLINE FRANK-WOLFE ALGORITHM
The method follows the procedure described in chretien2018hedging with small neces-
sary adjustments in order to accommodate for the specific constraints associated with our
estimator. We refer the reader to the associated longer report chretien2018polytomous
for complete details.
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Algorithme 1 : Nesterov’s algorithm for penalised log-likelihood estimation
Input An initial point θ(0) = (β(0), γ(0)), e.g. θ(0) = 0, the relaxation coefficient λ, the
Lipschitz constants L0 (resp. L1) of the gradient of - the log-likelihood (resp. of ℓ1,µ) and
the maximum number of iterations N ∈ N∗
for k = 0...N − 1 do
Compute g(k) = ∇
(
−l(θ(k)) + λℓ1,µ(β(k))
)
Compute θ(k,1) :
θ(k,1) = argminτ∈Rp+Q−1〈g(k), τ − θ(k)〉 +
L0 + L1
2
‖τ − θ(k)‖22.
Compute θ(k,2) :
θ(k,2) = argminτ∈Rp+Q−1(
∑
0≤k′≤k
1
2(k′ + 1)
g(k
′), τ − θ(k′)〉) + L0 + L1
2
‖τ − θ(0)‖22.
Update θ(k+1) :
θ(k+1) =
k + 1
k + 3
θ(k,1) +
2
k + 3
θ(k,2).
end for
Output θ̂(N).
Algorithme 2 : Find a λ that cancels all β components following a dichotomy approach
V : number of non-zero coefficients of β, as a function of λ.
δ : desired accuracy, set by the user (default value : δ = 0.01).
λmax = 1
while V(λmax) , 0 do
λmax = λmax × 2
end while
λmin =
λmax
2
if λmax = 1 then
λmin=0
end if
while λmax − λmin ≥ δ do
λmean =
λmax−λmin
2
if V(λmean) = 0 then
λmax = λmean
else
λmin = λmean
end if
end while
Output λ# = λmean.
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Algorithme 3 : QUT : successive evaluations of gamma knowing lambda, and of lambda
knowing gamma
λ =
√
2 × log(2 ×max(p, 1)) ×max(0.01, std(Y)) (initialization of λ)
for i = 1 ... 3 do
Choose γ based on the current λ with Nesterov.
Choose λ based on the current γ with QUT.
end for
Output λ.
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4.3/ SIMULATION RESULTS
4.3.1/ DESCRIPTION OF THE EXPERIMENTS
We now assess the practical performance of the proposed methods. For this purpose, we
performed various numerical experiments on simulated data. The simulation and testing
procedure works as follows.
1. The number of subjects n, the number of variables p, the number of influential va-
riables s, and the underlying cut-off vector γ0 are set (Section 4.3.2 contains the
authors’ choices).
2. The vector of underlying parameters β0 is randomly picked. This vector is of size p
such that p − s of its components are null, while the other s components follow a
Gaussian law N(0, 1)
3. The matrix X of explanatory variables is then drawn. This is a matrix of size n× p, in
which each component follows a law N(0, 1).
4. The noise vector ǫ of Y∗ is drawn. It is of size n, where each component follows a
logistic(1,1) law.
5. Y∗ = Xβ0 + ǫ is computed, and then Y based on Y∗ and γ0.
6. Steps 2, 3, 4, and 5 above allows the construction of a database. They are repeated
50 times, leading to 50 different databases.
7. Each of these 50 databases is divided into a learning sample (2
3
of the subjects)
and a testing one (the other third).
8. Each of the regression methods listed in Section 4.3.2 is finally applied to the 50
learning samples. The performances of the models are measured on the 50 corres-
ponding test samples based on the criteria defined in Section 4.3.2.
4.3.2/ COMPARISON EXPERIMENTS
The methods we decided to compare are the following.
— λ parameter selection by AIC as in Section 4.2.3.1.
— λ parameter selection by BIC as in Section 4.2.3.2.
— λ parameter selection according to Quantile Universal Threshold, as presented in
Section 4.2.3.3.
— The use of the Frank-Wolfe algorithm, to solve the constrained optimization with se-
lection of the r parameter using Online Frank-Wolfe, as defined in Sections 4.2.2.2
and 4.2.3.4.
— The absence of variable selection. That is to say, the model obtained when the
likelihood is maximized without penalty. This model is simply named “λ = 0” in
Tables 4.1 and 4.2.
— The model that predicts, for each subject in the test sample, the largest category
of the learning sample. It is named “null model” in Tables 4.1 and 4.2, as this is the
best possibility if no explanatory variable is taken into account.
λ = 0 and the null model are only performed to check if the first four methods work well.
Indeed, when dealing with the logistic regression, it is important to check if the predictive
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model is better than simply placing all patients in the majority category. Moreover, when
working on variables selection, it can be useful to check if the obtained model is better
than the one with no selection.
Two experiments have been performed. In the first one, n > p, there are 50 variables,
the learning sample has been constituted by 200 subjects, while the test sample has 100
subjects (see Table 4.1). In the other experiment, p > n, the learning sample has 100
subjects, the test one has 50 subjects, and there are 200 variables (Table 4.2). In both
cases, the number of significant variables was set to s = 5.
We considered Q = 3 categories for Y, and we set γ0 ∈ [0, 3], as unbalanced categories
were wanted to complicate the regression problem. With this choice of γ0, Yi is in the first
category for all Y∗
i
≤ 0, i.e., for half of the simulated subjects. The Nesterov algorithm runs
for 200 iterations, while the Frank-Wolfe one iterates 200 times.
For each method, four performance criteria are studied.
— The percentage of subjects in the test sample which are well ranked by the mo-
del fitted on the learning sample. This percentage is named “well classified” in
Tables 4.1 and 4.2.
— The average likelihood. That is, the geometric mean of the probabilities that the
model fitted to the learning sample assigns the actual categories of subjects in the
test sample. This is what we called “average likelihood” in Tables 4.1 and 4.2.
— The average prediction error. That is to say, the average gap between the predicted
category and the actual category, named “prediction error” in Tables 4.1 and 4.2.
— The percentage of well-ranked subjects, weighted by the size of the categories.
More precisely, we calculate 100×
n∑
i=1
1prediction is right
Q × p
#IYi
, where #IYi is the number
of subjects in the same category than Yi. This criterion attaches greater importance
to the proper classification of subjects that are in a poorly represented category. It
is referenced as “well-classified weighted” in Tables 4.1 and 4.2.
The “average likelihood” and “well-classified weighted” criteria are relevant when classes
are very unbalanced (like 98 %, 1 %, and 1 %), which can really occur in practice. In
the case study, the “well classified” criterion has been considered first, as this is probably
the most natural criterion for not too unbalanced categories like the ones used during our
simulations. Tables 4.1 and 4.2 are sorted according to this criterion.
Table 4.1 summarizes the results in the case where the number of subjects in the training
sample is 200, the number of subjects in the testing one is 100, and the number of ex-
planatory variables is 50. Table 4.2, for its part, summarizes the results in the case where
the number of subjects in the training sample is 100, the number of subjects in the testing
one is 50, and the number of explanatory variables is 200.
Wilcoxon tests have also been performed in order to determine if the differences between
the methods are statistically significant. Tables 4.3 and 4.4 show the results of these
Wilcoxon tests. In the nlearning = 200, p = 50 case, the difference between well-classified
subjects for BIC (66,7%) and QUT (65,4%) is significant with a p-value of 8, 03 × 10−3,
even if this difference is only equal to 1,3%. Conversely, in the nlearning = 100, p = 200
case, the difference between QUT, BIC, OFW is not significant. This case may require
more simulated data if we want to separate these methods correctly. Finally, in any cases,
QUT, BIC, OFW, and AIC are significantly better than λ =0 and the null model.
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TABLE 4.1 – Monte Carlo simulations with nlearning = 200, p = 50, ntest = 100
choice of λ well average prediction well classified Time λ Nb of
(or r) classified likelihood error weighted (or r) variables
BIC 66,7 0,48 0,35 59,4 2464,9 14,8 3,9
QUT ‖‖∞ 65,4 0,48 0,36 57,9 53,0 22,0 2,6
AIC 65,3 0,47 0,36 58,6 2458,9 10,2 7,1
OFW 63,3 0,46 0,39 55,2 199,0 7,2 39,6
λ = 0 60,0 0,44 0,43 55,3 20,1 0,0 50,0
null model 49,0 - - - 0 - 0
TABLE 4.2 – Monte Carlo simulations with nlearning = 100, p = 200, ntest = 50
choice of λ well average prediction well classified Time λ Nb of
(or r) classified likelihood error weighted (or r) variables
QUT ‖‖∞ 61,0 0,43 0,42 52,4 33,5 16,9 1,3
BIC 60,7 0,44 0,42 54,0 982,9 11,9 3,5
OFW 59,8 0,43 0,42 50,2 72,4 6,4 54,1
AIC 55,4 0,42 0,48 50,1 995,8 8,9 9,2
null model 48,1 — — — 0 — 0
λ = 0 36,7 0,22 0,77 40,0 12,8 0,0 200,0
TABLE 4.3 – Paired Wilcoxon tests associated to Monte Carlo simulations with nlearning =
200, p = 50, ntest = 100
BIC QUT‖‖∞ AIC OFW λ = 0 null model
BIC - 8, 03 × 10−03 3, 69 × 10−03 7, 83 × 10−07 1, 71 × 10−09 7.38 × 10−10
QUT‖‖∞ 8, 03 × 10−03 - 7, 03 × 10−01 3, 36 × 10−03 9, 54 × 10−08 7.83 × 10−10
AIC 3, 69 × 10−03 7, 03 × 10−01 - 8, 99 × 10−04 2, 02 × 10−08 7.32 × 10−10
OFW 7, 83 × 10−07 3, 36 × 10−03 8, 99 × 10−04 - 1, 58 × 10−06 7.44 × 10−10
λ = 0 1, 71 × 10−09 9, 54 × 10−08 2, 02 × 10−08 1, 58 × 10−06 - 1.95 × 10−09
null model 7.38 × 10−10 7.83 × 10−10 7.32 × 10−10 7.44 × 10−10 1.95 × 10−09 -
TABLE 4.4 – Paired Wilcoxon tests associated to Monte Carlo simulations with nlearning =
100, p = 200, ntest = 50
QUT BIC OFW AIC null model λ = 0
QUT - 6.74 × 10−01 3.77 × 10−01 2.93 × 10−04 8, 66 × 10−09 9.13 × 10−10
BIC 6.74 × 10−01 - 4.86 × 10−01 5.47 × 10−04 1, 62 × 10−08 1.32 × 10−09
OFW 3.77 × 10−01 4.86 × 10−01 - 2.66 × 10−05 1, 17 × 10−08 1.31 × 10−09
AIC 2.93 × 10−04 5.47 × 10−04 2.66 × 10−05 - 1, 87 × 10−05 3.33 × 10−09
null model 8, 66 × 10−09 1, 62 × 10−08 1, 17 × 10−08 1, 87 × 10−05 - 6, 95 × 10−07
λ = 0 9.13 × 10−10 1.32 × 10−09 1.31 × 10−09 3.33 × 10−09 6, 95 × 10−07 -
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4.4/ DISCUSSION
First of all, the four variable selection methods work better than λ = 0 and the null mo-
del. This shows that the algorithms work correctly, and that variable selection is useful.
The absence of variable selection is particularly harmful in the case where p > n, see
Table 4.2. It makes sense because, in this case, the optimisation of the unpenalised like-
lihood allows an infinite number of solutions. This p > n case is very common in practice.
In the experiment shown in Table 4.1, the BIC works a bit better than the other methods,
while in the experiment summarized in Table 4.2, QUT, BIC, and OFW are very close. In
terms of computation time, QUT is the most interesting approach. Indeed, as explained
in Section 4.2.3.3, this method allows to choose λ by executing the regression only a few
times.
4.5/ CONCLUSION
The present paper proposed a new estimator for sparse ordinal polytomous regres-
sion in a high dimensional setting together with a strategy for hyper-parameter cali-
bration based on previous results from giacobino2015quantile . Performance of the
method was assessed via extensive numerical experiments. The forthcoming report
chretien2018polytomous will include further implementation details, and improve-
ments, and additional numerical results on large real datasets.
FUNDING
Computations have been performed on the supercomputer facilities of the Me´socentre de
calcul de Franche-Comte´.
4.6/ COMPLE´MENTS
A` la suite de la publication ci-dessus, nous avons, a` la demande des relecteurs, effectue´
des essais supple´mentaires. En l’occurrence, nous avons d’une part calcule´ l’efficacite´ de
la validation croise´e comme me´thode de choix de la pe´nalisation, et d’autre part releve´
pour chaque me´thode sa pre´cision dans la reconnaissance des variables influentes a`
travers son taux de vrai positif et son taux de faux positif.
La colonne “TPR” (true positive rate) des tables 4.5 et 4.6 de´signe le pourcentage de
variables qui ont e´te´ reconnues comme influentes sur l’output parmi celles qui sont ef-
fectivement programme´es pour influer sur l’output. La colonne “TNR” (true ne´gative rate)
de´signe le pourcentage de variables qui ont e´te´ reconnues comme non influentes sur
l’output parmi celles qui sont effectivement programme´es pour ne pas influer sur l’output.
La ligne “CV” de´signe les re´sultats pour la cross validation. Il s’agit ici d’une proce´dure de
cross validation a` l’inte´rieur des e´chantillons d’apprentissage. C’est-a`-dire que l’on cre´e
des e´chantillons d’apprentissage a` l’inte´rieur des e´chantillons d’apprentissage. Il s’agit
d’un de´coupage 9/10 (apprentissage) vs 1/10 (test). Par exemple pour le cas nlearning =
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200, p = 50, ntest = 100, on de´coupe nlearning en 10 sous e´chantillons de 20 sujets, pour
chaque valeur de lambda envisage´e on utilise 180 sujets pour apprendre et 20 pour tester
dans les 10 configurations possibles. Puis, une fois qu’on a choisi l’hyperparame`tre λ, on
utilise les 100 sujets de ntest pour comparer la cross validation aux autres me´thodes.
Concernant le TPR et TNR, comme on pouvait l’imaginer, plus la me´thode est se´lective
(pe´nalisation forte, nombre de variables retenues faibles), plus la TPR est fort et plus
le TNR est faible. Comme toutes ces me´thodes ne varient que par le choix de l’hyper-
parame`tre de pe´nalisation, aucune ne maximise TPR et TNR en meˆme temps. Si on veut
maximiser TPR + TNR par exemple, les meilleures me´thodes seraient alors OFW dans
le cas p > n et AIC dans le cas n > p.
Les performances de la validation croise´e sont correctes. Il s’agit de la 4eme meilleure
me´thode pour taux de patients bien classe´s pour p > n et de la 2eme meilleure pour n >.
En revanche, c’est de loin la me´thode la plus longue a` exe´cuter.
TABLE 4.5 – Monte Carlo simulations with nlearning = 100, p = 200, ntest = 50
choice of λ correctly average prediction CRW Time λ Nb of TPR TNR
(or r) ranked likelihood error (or r) variables
QUT ‖‖∞ 61.0 0.43 0.42 52.4 33.5 16.9 1.3 23.2 100
BIC 60.7 0.44 0.42 54.0 982.9 11.9 3.5 37.2 99.8
OFW 59.8 0.43 0.42 50.2 72.4 6.4 54.1 73.2 83.7
CV 57.0 0.41 0.47 47.3 7794.3 11.3 4.0 42,7 98,6
AIC 55.4 0.42 0.48 50.1 995.8 8.9 9.2 52.4 97.4
null model 48.1 - - 33.3 0 - 0 - -
λ = 0 36.7 0.22 0.77 40.0 12.8 0.0 200.0 - -
TABLE 4.6 – Monte Carlo simulations with nlearning = 200, p = 50, ntest = 100
choice of λ correctly average prediction CRW Time λ Nb of TPR TNR
(or r) ranked likelihood error (or r) variables
BIC 66.7 0.48 0.35 59.4 2464.9 14.8 3.9 58.8 99.6
CV 65.8 0.48 0.36 58.9 17662.1 13.4 5.3 66.8 95.6
QUT ‖‖∞ 65.4 0.48 0.36 57.9 53.0 22.0 2.6 48.4 99.96
AIC 65.3 0.47 0.36 58.6 2458.9 10.2 7.1 74.0 94.8
OFW 63.3 0.46 0.39 55.2 199.0 7.2 39.6 93.2 45.5
λ = 0 60.0 0.44 0.43 55.3 20.1 0.0 50.0 - -
null model 49.0 - - 33.3 0 - 0 - -
Par ailleurs, durant ces travaux, nous avons e´galement effectue´ des tests sur une base
de donne´e concernant le cancer de la vessie. Cette base contenait 34 ge`nes pour 78
patients. La tumeur pre´sentait 3 niveaux de gravite´. Le “de´faut” de cette base de donne´es,
qui la rend peu ade´quate pour notre sujet est que les ge`nes pre´sents sont des ge`nes de´ja`
se´lectionne´s pour leur lien statistique avec ce cancer. De`s lors, si l’on de´coupe cette base
en e´chantillons d’apprentissages et de tests, la meilleure se´lection de variables possible
sera de tout garder. C’est ce que l’on voit sur le tableau 4.7 dans lequel la me´thode sans
se´lection de variables (λ = 0) apparaıˆt comme la meilleure.
Re´cemment nous nous sommes vu confier une base de donne´es de grande taille (54675
variables, 1656 patients, 4 niveaux de gravite´ de tumeur). Cette base de donne´es
110 CHAPITRE 4. RE´GRESSION POLYTOMIQUE SPARCE
TABLE 4.7 – Re´sultats vessie
Choix λ ou r Bien Vraisemb Erreur de Bien classe´ Temps λ Nb de
Classe´s moyenne pre´diction ponde´re´ (ou r) variables
λ = 0 63,5 0,45 0,38 64,1 6,4 0,0 34,0
Quantile ‖‖∞ 63,3 0,44 0,39 60,9 16,6 10,3 6,9
OFW 62,8 0,43 0,38 56,9 41,1 6,0 18,6
AIC 61,9 0,43 0,41 59,2 478,4 13,6 3,7
BIC 60,8 0,43 0,42 58,1 474,7 14,5 2,9
Mode`le nul 49.2 - - - 0 - 0
concerne le cancer du sein, et nous a e´te´ confie´e par M. Jean Paul Feugas en vu d’une
collaboration. Les premiers essais sur cette base font apparaıˆtre des bugs, peut-eˆtre dus
a` la taille des donne´es. Je n’ai pas eu le temps de m’y pencher davantage mais cela
pourrait eˆtre une perspective de continuation possible de ces travaux.
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CONCLUSION
Durant ces trois anne´es de doctorat, nous avons pu aborder diffe´rents aspects de la
programmation bio-informatique.
Nos travaux les plus aboutis sont probablement ceux qui se situent dans le domaine
du clustering de se´quences. En effet, nous avons pu dans ce projet effectuer des tests
a` la fois sur donne´es re´elles et sur donne´es simule´es. Les tests sur donne´es re´elles
ont montre´ une cohe´rence du clustering obtenu avec l’arbre phyloge´ne´tique construit
via PhyML ainsi qu’avec la taxonomie propose´e par le NCBI. Les re´sultats sur donne´es
simule´es ont pu montrer une bonne capacite´ a` retrouver le clustering attendu, cette ca-
pacite´ exce´dant meˆme celle des outils classiques de clustering de se´quences. Ainsi, un
prolongement possible de ces travaux pourrait eˆtre de rendre l’outil plus facilement ac-
cessible en en faisant un package python via pypi par exemple, ou en en faisant un outil
utilisable en ligne. Par ailleurs il est aussi envisageable de chercher par de nouveaux
tests a` optimiser diffe´rents parame`tres de notre programme, tels la dimension de l’es-
pace dans lequel les Laplacian eigenmaps plongent les donne´es, le nombre de clusters
ou le choix de la matrice de similarite´.
Concernant nos travaux sur les e´le´ments transposables au sein du ge´nome, nous avons
pu fournir une premie`re proposition de mode`le de cette propagation et une me´thode
pour estimer les parame`tres de ce mode`le. Toutefois, cette me´thode par simulation pro-
pose´e pre´sente ses imperfections, notamment au niveau du temps de calcul qui croit
exponentiellement avec le nombre de parame`tres du mode`le et quadratiquement avec le
nombre d’e´le´ments transposables. Pour des travaux futurs, il faudrait sans doute chercher
a` estimer ces parame`tres d’une fac¸on plus mathe´matique (maximum de vraisemblance,
estimation Bayesienne...).
Nos travaux d’analyse de donne´es me´tage´nomiques via courbes ROC ont permis d’ex-
traire de nouveaux re´sultats de ces donne´es. En particulier, ils ont permis de mettre
en e´vidence des OTUs tre`s discriminantes du site (donc tre`s affecte´es par la pollu-
tion), meˆme lorsque ces OTUs sont pre´sentes en faibles quantite´. Les courbes ROC
ne sont pas un outil statistique nouveau, et chacun des re´sultats pre´sente´ dans les ta-
bleaux pre´sente´s dans notre contribution aurait pu eˆtre obtenu individuellement avec un
outil existant. L’inte´reˆt de notre contribution ici e´tait de rendre l’obtention de tous ces
re´sultats en meˆme temps, trie´s correctement, de la fac¸on la plus simple possible pour
les chercheurs en e´cologie. Ici, la question est de savoir comment cette proposition sera
rec¸ue par cette communaute´ de chercheurs. Le cas e´che´ant, si la demande existe, une
ame´lioration pourrait eˆtre ici aussi de proposer un outil en ligne pour que cet outil soit
plus accessible.
Finalement, nos travaux sur la re´gression polytomique ordonne´e pe´nalise´e par norme
ℓ1 ont permis de construire un outil pour re´soudre cette re´gression ainsi qu’une varie´te´
de strate´gies (AIC, BIC, OFW, QUT) pour choisir la pe´nalisation ade´quate. Les tests
effectue´s sur donne´es simule´es ont montre´ que la plupart de ces strate´gies sont raison-
nables du point de vue de la pre´cison mais le Quantile Universal Threshold en particulier
113
114 Conclusion
se de´marque du point de vue de la rapidite´ de calcul. Une poursuite de ces travaux pour-
rait eˆtre d’effectuer des tests sur des donne´es re´elles pertinentes.
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Résumé : De nos jours, la quantité de données 
génétiques séquencées augmente de manière 
exponentielle sous l'impulsion d'outils de 
séquençage de plus en plus performants, tels que 
les outils de séquençage haut débit en particulier. 
De plus, ces données sont de plus en plus 
facilement accessibles grâce aux bases de 
données en ligne. Cette plus grande disponibilité 
des données ouvre de nouveaux sujets d'étude 
qui nécessitent de la part des statisticiens et bio-
informaticiens de développer des outils adaptés. 
Par ailleurs, les progrès constants de la 
statistique, dans des domaines tels que le 
clustering, la réduction de dimension, ou les 
régressions entre autres, nécessitent d'être  
régulièrement adaptés au contexte de la bio-
informatique. L’objectif de cette thèse est 
l’application de techniques avancées de 
statistiques à des problématiques de bio- 
informatique. Dans ce manuscrit, nous 
présentons les résultats de nos travaux 
concernant le clustering de séquences génétiques 
via Laplacian eigenmaps et modèle de mélange 
gaussien, l'étude de la propagation des éléments 
transposables dans le génome via un processus 
de branchement, l'analyse de données 
métagénomiques en écologie via des courbes 
ROC ou encore la régression polytomique 
ordonnée pénalisée par la norme l1. 
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Abstract : Nowadays, the quantity of sequenced 
genetic data is increasing exponentially under 
the impetus of increasingly powerful sequencing 
tools, such as high-throughput sequencing tools 
in particular. In addition, these data are 
increasingly accessible through online 
databases. This greater availability of data opens 
up new areas of study that require statisticians 
and bioinformaticians to develop appropriate 
tools. In addition, constant statistical progress in 
areas such as clustering, dimensionality 
reduction, regressions and others needs to be  
regularly adapted to the context of 
bioinformatics. The objective of this thesis is the 
application of advanced statistical techniques to 
bioinformatics issues. In this manuscript we 
present the results of our works concerning the 
clustering of genetic sequences via Laplacian 
eigenmaps and Gaussian mixture model, the 
study of the propagation of transposable 
elements in the genome via a branching process, 
the analysis of metagenomic data in ecology via 
ROC curves or the ordinal polytomous 
regression penalized by the l1-norm.  
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