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Spatially distributed hydraulic models have to date been limited by a lack of parameterisation 
data commensurate with reach-scale modelling. Therefore, most research into hydraulic 
modelling is dominated by the evaluation and development of methods for treating either the 
process physics or numerical solution of the controlling equations. However, recent advances in 
the remote sensing of terrain have resulted in high-resolution topographic data becoming 
available for the first time. 
The research presented in this thesis aims to investigate techniques for integrating large 
topographic data sets acquired by remote sensing into state-of-the-art two-dimensional 
hydraulic models of flood flow. Topographic parameterisation of a model using LIDAR data is 
compared with the highest resolution data previously available. Methods of topographic 
parameterisation at the mesh node locations compare a number of interpolation techniques. 
Representation of the topography at the node location versus an average of the elevation values 
surrounding the node was also addressed. The topographic data was also used to test, for the 
first time on 'real world' data, a new wetting and drying algorithm. Alternative mesh generation 
strategies were considered which improve the representation of the topography in order to 
maximise computational efficiency, but rt-ýinimise the introduction of errors, and these were 
tested for a series of subsets of the floodplain domain. Finally, the optimum method was, 
implemented for a full reach-scale simulation and compared to the standard mesh structure. 
The thesis concludes by summarising the key points of this research. It was found that model 
response to alternative integration strategies was complex and warrants further research. In 
addition, the implications for the integration of other spatially distributed parameter sets within 
environmental models are addressed. 
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Chapter I -Introduction 
Chapter I- Introduction 
The autumn of 2000 was the wettest since records began in 1746 and caused widespread 
flooding over much of Britain and Europe with many areas experiencing their largest floods in 
over 400 years. Whilst many houses were flooded, (Figure 1.1), even more were protected by 
the existing network of flood defence works maintained by the Environment Agency. However, 
the frequency of flooding is predicted to increase in the future and many of the works are in 
urgent need of maintenance, else failure or overtopping is inevitable. It is therefore imperative 
that the areas most at risk of flooding are identified in order that the associated flood defence 
works can be prioritised and completed. 
, 7,1 ýl 
Figure 1.1 -The Boat, fronbridge Gorge, November 2000 
This chapter outlines the floodplain environment and looks at the recent flood events, in 
particular the risks and costs associated with the flooding of developed areas. 
The measures 
being taken to improve the flood defences in these areas are shown to be constrained by both 
cost and scale and thus a need for the accurate prediction of 
flood inundation extent through 
hydraulic modelling is introduced. The wider issues associated with improving all categories of 
hydraulic models are also discussed and the chapter concludes with an outline of the research to 
be covered in the remainder of the thesis. 
Chapter I- Introduction 
1.1 The floodplain environment 
Rivers drain groundwater and surface water run-off from developed and undeveloped land, but 
the river channels have a limited capacity and when this is exceeded, flooding of the adjoining 
land known as the floodplain occurs. These floodplains seek to convey and store the out of 
channel water during these times and the momentum of the flow is usually dissipated across 
these areas. Water storage on the floodplain therefore acts to reduce the peak flood flow 
occurring in the river channel, which in turn reduces overall flood levels and the risk of flooding 
downstream. The Environment Agency defines the floodplain for the purposes of assessing 
flood risk as: 
"All land adjacent to a watercourse over which water flows in the time offlood, or wouldflow 
butfor the presence offlood defences where they exist. The limits offloodplain are defined by 
the water level of an appropriate return period event on the river which is taken as being the 
greater of either the I in 100 year return period or the highest knowti water level. Where 
defence exists which protects to a greater standard than those defined, then thefloodplain is the 
area defended to the design water level ", (Environment Agency, 1997a). 
A return period, as used in the above definition of a floodplain, is a means of describing the 
magnitude of a flood. The period of a flood relates to the long-term average time interval 
between floods of a particular magnitude. For a 100-year return period flood, there is aI per 
cent chance of it occurring in any given year, i. e. the odds of it happening are 100: 1. It is 
important to remember that the risk of a flood occurring is there at all times and return periods 
are only averages. It should therefore not be assumed that it will be exactly 100 years before a 
1: 100 year period flood re-occurs. It is statistically possible for such floods to occur in 
successive years or even more than once a year. Equally, such floods may be several hundred 
years apart. 
1.2 The pressures on floodplains 
The inundation of floodplain areas is therefore both natural and desirable, however increased 
development on the floodplain has meant that flooding now impacts on human life and property. 
The effectiveness of rivers and floodplains to convey and to store flood water, and minimise 
flood risks, can be adversely affected by human activity, especially by development which 
physically changes the floodplain. There are at present almost 2 million 
homes and businesses 
located in the river and coastal floodplains of the UK. This is largely as a result of the historical 
legacy of the establishment of settlements around river crossing points and the trade routes 
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along the rivers themselves. Consequently, the floodplains and channels of many major rivers 
have become very restricted in urban areas and cannot accommodate large storm flows resulting 
in the serious flooding of developed areas. 
In addition, river levels were previously controlled to aid field drainage and to reduce the 
frequency of the flooding of arable land in the floodplain thus boosting crop yields. At many 
locations, the increasing recognition of the ecological value of floodplains together with 
changing agricultural policies are providing opportunities to re-establish the natural functions of 
floodplains. Much floodplain land is already recognised to be of high ecological value and many 
river valleys have statutory wildlife and conservation status, which restricts such agricultural 
practices. 
Overall, until recently there have been few attempts to steer development away from floodplains 
and much of the recent damage to properties observed in the floods of 2000 is a direct 
consequence of these pressures. Only in recent times has the value of the natural function of 
floodplains been recognised and government agencies increasingly accept that it can be more 
cost effective to work with nature rather than to fight it. Consequently, people and property in 
these developed areas are already at risk from flooding. This leads to pressure for new or 
improved river flood defences, with consequent long-term maintenance cost implications, in 
order to protect development that has already occurred, but there remains a need to limit further 
development. However, one in ten applications for new houses in England and Wales this year 
were sited on floodplains and, with a projected need for new housing of 3.8 million homes by 
2021, approximately 342,000 new homes could be built in the floodplain, thus these pressures 
are set to increase, (Environment Agency, 2000). Although the Environment Agency is, in 
principle, against the, further development of the floodplain, the Agency has limited powers to 
prohibit development directly, with the decision resting with the local authority. Faced with 
such a demand for housing, further floodplain development is often approved, subject to 
flood 
defence works (such as embankments), or development modifications (such as raised 
floors 
within the properties). The government has pledged to change planning laws to 
insist that 
ýsustainable drainage' exists, to divert water away from properties in the floodplain. It should be 
remembered however that flood defences do not completely remove the risk of 
flooding, but 
they do reduce it. They are built to withstand a flood of a certain magnitude 
but can be 
overtopped or fail in extreme conditions as shown in the autumn 
floods of 2000. 
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1.3 The cost of flooding 
The autumn floods were the worst in some areas of the country for 400 years and caused two 
deaths, flooding to 7,406 properties and an estimated repair bill of E500 million pounds, 
(Environment Agency, 2000). However, over 400,000 properties were protected successfully by 
the flood defence works but many of these are acknowledged by the Environment Agency to be 
close to being overtopped (the Ouse was 6mm below the top of the York flood defence wall) or 
failing, (Figure 1.2), and a significant programme of investment in flood defence works is 
required to maintain these old defences. 
Region Percentage Properties Properties Highest rivers 
Rainfall flooded protected 
compared to 
normal 
NW 195 140 N/A Weaver, Aire 
Midlands 214 1,600 40,000 Severn, Trent, 
Dove 
Wales 190 600 N/A Wye, Dee 
SW 197 430 30,000 Stour, Tone, 
Taw 
NE N/A 2,500 20,000 Ouse 
Anglian 241 50 183,000 Till, Witham 
Thames 268 974 60,000 Wey 
Southern 300 1,112 84,600 Uck, Great 
I I I Stour, Ouse 
Table 1.1 - Summary of the defences by region of the autumn 2000flOods 
(Environment Agency, 2000) 
Current uncertainties over possible climate change make the need to safeguard floodplain areas 
particularly important and both the IPCC report (IPCC, 2001) and the Met. Office's Hadley 
Centre for Climate Research estimate a significant increase in flood risk and frequency over the 
next century, with flooding becoming 'the rule rather than the exception', and floods that were 
previously I in 100 year events becoming I in 10 year events, (Environment Agency, 2000). 
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Figure 1.2 - Breached flood defences at Gowdafl, Yorkshire in November 2000 
The flooding led to a re-prioritisation of the national flood defence programme with priority 
being given to villages and towns which suffered from the worst flooding in the recent events 
such as Gowdall in Yorkshire, (Figure 1.2). Immediate repairs to the flood defences in the wake 
of the floods were estimated to be E20 million and although the government has pledged an 
extra f5l million to improve flood defences, projections from the Environment Agency far 
exceed this figure, (Environment Agency, 2000). 
1.4 The importance of floodplain modelling 
Flood risk information has always been provided by the Environment Agency to solicitors, 
estate agents and surveyors upon request when they make property searches on behalf of 
purchasers. But it is not yet required as standard, although the government is considering it as 
part of the new proposals for the home sellers' packs. The Environment Agency has also 
provided local authorities with detailed flood maps to help them curb future development in 
flood risk areas. In addition insurers have known about these risks for many years and risks are 
calculated over the long term as floods and storms are expected. As a result of the recent floods 
however, properties in some areas may need to be reassessed which may lead to an increase in 
premiums in the future and even some properties becoming uninsurable. However, the first 
many property owners knew about their property being located in a flood risk area was with the 
actual flood events of last year. 
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Coincidental with these floods, in November 2000, the Environment Agency placed online a 
series of Indicative Floodplain Maps, making flood risk information easily accessible to the 
general public for the first time. The maps are only intended to provide a general indication of 
areas within the floodplain that are at risk of flooding. It is the intention of the Environment 
Agency that the owners of existing properties within the floodplain, planners and developers 
seeking to build further properties on the floodplain and the emergency services and insurance 
industry are encouraged to use this resource to: 
" control future development within the floodplain; 
" improve the local flood warning service and target flood risk awareness campaigns; 
" aid the location, planning, design, construction and maintenance of flood defences; 
40 improve emergency planning. 
They show the risk of a one in a hundred (1%) chance of flooding each year, however more 
extreme floods (e. g. the I in 1000 year flood) may also occur and lesser floods (e. g. the I in 5 
year flood) will flood some of the areas shown. In some places due to the shape of the river 
valley, the flood will be of a very similar extent to larger floods but to a lesser depth. The maps 
are based on a combination of historical flood records, detailed computational modelling of the 
rivers, and a study by the Centre for Ecology and Hydrology at Wallingford. However, they do 
not show existing flood defence works. The maps will continue to be redefined, as new 
information becomes available, such as areas flooded during the autumn of 2000 that were 
previously thought to be safe. 
With the increasing pressures on the floodplain, the risks to life and property and the associated 
costs of insurance and flood defence, it is of the utmost importance that flood modelling is used 
to improve these maps. Primarily, it can identify the areas most at risk from inundation and 
predict the associated water depths so that adequate measures can be taken, either prohibiting 
development or prioritising flood defence measures. As discussed previously, with rising 
estimates of the cost to repair and replace existing defences to cope with the predicted increased 
flood risk, it is important that such limited resources are targeted where the flood risk is 
greatest. High-resolution modelling offers the potential to predict which areas, and even 
individual properties, will be at risk of flooding and which neighbouring properties are not. 
However, to date, such models have been limited in their applicability to such high-resolution 
modelling because of a la ck of data commensurate with the model. The next section discusses 
these limitations within the wider context of hydraulic models. 
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1.5 General issues in hydraulic and hydrological modelling 
Many of the issues relating to the further development of flood models are equally important in 
other areas of hydraulic and hydrologic modelling, thus advances in the modelling of flood 
inundation offer advances across different categories of hydraulic and hydrologic models that 
have also been data limited. This is because most research into model development is 
concentrated on either the improved representation of the process physics or advanced 
numerical solutions for the controlling equations. The assimilation of data with hydraulic 
models is therefore seldom studied and even less understood. The integration of topographic 
data with hydraulic models is just one example of this wider issue but one of the most important 
as topography is considered by many as the defining parameter in the inundation of the 
floodplain. 
The lack of topographic data with which to pararneterise a high-resolution flood model has been 
a limiting factor in the further development of such models. To date, many issues involving 
topographic scaling remain undefined and thus unresolved within high-resolution models. In 
particular, these include: 
0 at what scale does 'noise' within the data become 'information' about the terrain; 
how much topography data is required for a specified model resolution and application; 
0 how should topography be represented in the model - as an effective parameter representing 
the surrounding terrain or a single figure representing the elevation at a given location; 
0 how does topographic error propagate through the model, from its initial integration with 
the model structure through to the model results; 
0 should sub-grid data be parameterised as a friction (roughness) coefficient or as sub-grid 
topography; 
should model domains be generated with 'a priori' knowledge of the topography to take 
into account topographically important areas (such as rate of change of slope). 
Advances in remote sensing have made available data that can be used in such models to begin 
to define and answer these questions for the first time. Thus, we are in the rare position of 
moving from a data-poor environment to a data-rich environment which 
in itself, raises further 
issues in terms of process-representation and calibration. This thesis therefore aims to explore 
the methods by which these high-resolution topographic data sets may be 
integrated with 
hydraulic models to facilitate further 'real world' studies which it is hoped, will in turn, drive 
further model development. 
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1.6 Thesis plan 
This research begins with an examination in Chapter 2 of the categories of hydraulic model 
available for flood inundation modelling and the limitations associated with each. In particular it 
exan-fines some of the issues outlined in the previous section in more detail and shows how 
high-resolution topographic data can be used to drive further developments in flood modelling. 
It goes on to select a specific type of model representative of the limitations of its class but 
which has proved superior in the prediction of flood inundation extent. It concludes with the 
aims and objectives of this thesis. Chapter 3 further outlines the specific model to be used in this 
research, TELEMAC-213, and discusses the current model structure and specific limitations of 
the model. 
Chapter 4 outlines recent advances in the acquisition of high-resolution topographic data using 
remote sensing and discusses the relative merits of each. The aim is to obtain a data set for a 
river known to be subject to flooding which also provides data of a high enough resolution to 
study the wider issues of topography -model integration as outlined in the previous section. 
Chapter 5 goes on to investigate scaling issues at the grid scale. The length scales present in 
typical lowland floodplain topography are investigated and quantified with an aim to discover 
the threshold between 'noise and information' and to decide how much data is needed to 
represent the topography for a given application and resolution. The chapter also investigates 
different methods of integrating topographic data with a mesh or grid for a flood model and 
whether such integration should represent the area around a mesh point or the topography 
actually located at the horizontal coordinates of the mesh nodal point. 
Chapter 6 looks at scaling issues at the sub-grid scale. Recent developments in the 
representation of sub-grid wetting and drying processes are examined and these are found to 
have been limited in their application to date due to the lack of suitable field data. The data set is 
applied to a wetting and drying simulation to ascertain what quantity of data is required for such 
a model application to work and compared to standard methods of process representation in the 
absence of such data. 
To date, flood model domains have not been generated with 'a priori' knowledge of topography 
within the floodplain being used to assign grid or mesh nodal locations due to conflicts in the 
mesh generation procedure. These issues are examined and alternative methods for the 
generation taking into account topographically important points within the floodplain are 
proposed and investigated in Chapter 7. In addition, sub-grid scaling for the modelling of 
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wetting and drying processes is also incorporated into the new mesh. Chapter 8 draws all these 
themes together, highlighting the advances made by this research in the field of topography- 
model integration and thus concludes the thesis. 
1.7 Summary of Chapter 1 
This chapter has shown how high-resolution flood modelling is becoming increasingly 
important as floods become more frequent and properties continue to be built on floodplains. To 
date however, a lack of topographic data, and an understanding of how to effectively utilise 
such data within hydraulic models, has limited the applicability of these flood models to such 
high-resolution applications; a problem which is common throughout hydraulic and hydrologic 
modelling. These issues are now considered in more detail in Chapter 2. 
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Chapter 2- Floodplain Flow Modellin 
This research is concerned with the modelling of flood flows in natural meandering compound 
channels. Hence this chapter will begin with a review of flow processes relevant to this free- 
surface domain, moving on to consider how the different generations of hydraulic models have 
achieved representation of these processes within this domain to date. This will highlight 
inadequacies with the current generation of models and will identify ways in which such models 
need to be developed to improve flood prediction. The chapter will then conclude with the 
selection and justification of the model used in this research as the vehicle to undertake these 
developments. 
2.1 Fluvial Hydraulics 




Figure 2.1 - Cross-section of a river channel and the associated parameters. 
The discharge of a river is the product of cross-sectional area and the mean flow velocity. The 
hydraulic radius is the cross-sectional area divided by the wetted perimeter. 
Different types of fluid flow are usually distinguished by considering how these primary 
parameters vary with both time and distance, (Chadwick and Morfett, 1993). Four primary flow 
classifications are thus developed and these are summarised in Table 2.1 
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TIME 
Steady Unsteady 
Velocity and depth Velocity constant with 
Uniform constant with both position but varies 
DISTANCE position and time with time 
Non- Velocity varies with Velocity varies with 
Un ifo rm position but constant both position and time 
I with time I I 
Table 2.1 - Primary Flow Classifications 
2.1.1 Open Channel Flow 
When a river is experiencing flood conditions, the passage of the flood wave along the reach 
causes temporal and spatial changes in velocity and depth, hence the flow type is assumed to be 
unsteady and non-uniform. Changes in the flow conditions directly affect the location of the free 
surface which is one of the most important unknown parameters we seek to define in modelling, 
(Chanson, 1999). Models developed for flooding problems thus need to be unsteady in time and 
non-uniform in space. 
Another classification of flow important in the study of open channels is that of laminar and 
turbulent flow. The bulk flow of the water can be envisaged as several separate fluid parcels 
gathered in layers throughout the depth of the water column moving with a forward velocity, 
(Knighton 1998). The forces affecting the velocity of the flow are primarily gravity in the 
downslope direction causing the forward velocity of the flow, and friction caused by interaction 
of the flow with the channel boundary inhibiting the forward velocity. Thus, as the layers get 
closer to the bed of the river, the influence of friction from the bed increases and exceeds that of 
gravity, leading to the layer closest to the river bed experiencing lanýiinar flow with little 
forward 
velocity. Larninar flow thus occurs when these parcels flow along a specific horizontal path 
with no significant mixing between its layer and the layers above and below. The 
flow is fastest 
at the surface of the river (or close to it as secondary currents can depress the 
height of the 
maximum velocity filament) and slowest at the riverbed and typical velocity profiles through 
laminar flow and turbulent flow are shown in Figure 2.2A(i). Lan-iinar flow always occurs in a 
small region near the channel bed (the bed layer in Figure 2.2A(ii)), as the velocity 
is smaller 
than the viscosity of the water. However, it is very rare throughout the water column 
in natural 
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channels, though it is observed occasionally in shallow overland flow and at the boundary of 
channels. In contrast, turbulent flow occurs when the velocity or depth of the river exceeds a 
critical value. At this value, the separate layers within the water column break down and 
irregular paths are followed by the fluid parcels. Large scale mixing occurs between the former 
isolated layers and momentum transfer occurs thorough the water column through large-scale 
eddies (Knighton, 1998). This mixing also leads to the distinctive logarithmic velocity profile 
shown in Figure 2.213. 
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Figure 2.2 - Laminar and turbulentflow. 
A (i) shows the typical velocity proft-lefor laminar 
and turbulentflows and (ii) shows the structure of the 
boundary layer in channel (a) and 
floodplain (b) flow. B shows typical variations of streamflow velocity for a number of typical 
stream cross-sections (after Knighton, 1998). 
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It must also be noted that some air is entrained by friction occurring at the free surface, causing 
motion of the air molecules forn-ting an air boundary layer. In clear open channel flow, the free 
surface remains clearly defined but becomes increasingly harder to determine under turbulent 
(white water) conditions, (Chanson, 1999). 
2.1.2 Compound Channels and Over-bank Flow 
Flow constrained by channel boundaries has already been considered in this chapter. However, 
in river flooding, flow overtops the channel banks and spills out onto the adjacent floodplain. 
Here, fast moving channel water interacts with slower moving water on the floodplain leading 
to the creation of a series of vertically aligned vortices at the interface and significant 

















channel Direction -0(1. [of flow 
YZBoundary 
shear stresses 
Figure 2.3- A compound river channel showing the hydraulic processes and parameters of 
floodplain flow (after Shiono and Knight, 1991) 
It is important to determine accurately the conveyance capacity of a compound channel at a 
given depth, with all the flow physics of the interaction process suitably modelled. 
This is 
especially true at very low submergence depths on the floodplain characteristic of a 
lowland 
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flood, as momentum exchange is at its most vigorous under such conditions, (Figure 2.3). Issues 
to consider include the way in which water traverses the floodplain, the dynamic effects the 
rising and falling levels have on turbulence, and the overall effect of these on the speed and 
attenuation of the flood wave (Knight and Shiono, 1996). 
The impact of river meandering adds additional complexity to overbank flow processes (Sellin 
and Willetts, 1996). Here, the spillage of water from the downstream apex of meander bends 
across meander loops is a further vigorous mixing process that occurs during reach scale flood 
flows. This may also involve horizontal shearing at the meander crossover and generate further 
in-channel secondary circulation. 
In summary, therefore, river floods consist of a number of critical hydraulic processes operating 
over a huge range of space and time scales from that of the smallest turbulent eddies to the 
length of the flood wave itself. For reach scale hydraulic models we need to simulate this long, 
low amplitude flood wave through the reach over complex topography. This is essential if we 
are to capture the associated dynamic extension and retreat of the flow field boundary as low 
lying floodplain areas are inundated. To do this we also need to represent the impact on the 
mean flow development of shearing processes at the main channel-floodplain interface and the 
mixing of flow induced by river meandering. Finally, at the smallest scales we need to 
incorporate representations of friction and turbulence at an appropriate level of detail. 
2.2 Hydrodynamic Equations of Fluid Flow 
The mathematical modelling of the unsteady non-uniform flow found in natural river channels 
requires that equations for energy, momentum and friction be formulated and solved. The 
Navier-Stokes equations were originally formulated by Louis Navier in 1812 and later updated 
by George Stokes in 1845. They are a set of three-dimensional equations that form the basis of 
all solutions for hydrodynamic calculations by solving for the continuity and momentum of 
flow: 
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a(pui) 
axi 
a(Pui) + a(puiuj) ap at axi axi 
where: 
Xi space coordinates 
++ pgi axi 
Ui = three components of the velocity (u, v, w) 
P= density 
pressure 




fi = volume forces in the momentum equation other than pressure and gravity 
9i = gravity 
(Hervouet and Van Haren, 1996) 
The continuity equation is an expression of the mass conservation of the fluid whilst the 
momentum equation is the fundamental law of dynamics (F = ma) as applied to fluids. The 
equations solve for the u, v and w velocities and depth, h, at a single point in time and space. By 
solving a discretised form of the Navier-Stokes equations using some suitable numerical 
approximation scheme, distributed solutions in time and space can be obtained. Thus, unsteady, 
non-uniform flows such as occur in a river flood can, theoretically, be fully simulated. The 
single assumption of the equations is that the fluid is Newtonian, that is, incompressible, and 
this condition is a good approximation for water. The Navier-Stokes equations can be applied 
to compressible fluids by including tenns for the density changes within the equations. 
The main problems in solving the Navier-Stokes equations are their non-linearity and the 
approximations necessary to treat flow turbulence. Turbulence is fully included within the 
Navier-Stokes equations but remains one of the great unsolved problems of physics, (Hervouet 
and Van Haren, 1996). The direct application of these equations to turbulent flows requires a 
model discretization small enough to capture the tiniest time and length scales of turbulent 
motion. The Kolmogorov length scale describes the smallest scale turbulent motion in a given 
flow. For a typical fluvial flow with u equal to 1 ms-1, the largest length scales of the order of 1 
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m and kinematic viscosity, v, of 1.0 x 10-6 M2 S-1, the quoted value is approximately 0.03 mm 
(Hervouet and Van Haren, 1996). 
Thus, the grid resolution needs to be much less than this to capture all turbulent motions and the 
computation will need to be unsteady with a time step small enough to capture the evolution of 
the unstable and brief eddies. The number of grid cells required will therefore depend on the 
flow Reynolds number (R, ) and for practical applications with R, in excess of 106 direct 
numerical simulation of turbulence will be impossible, (Bates and Anderson 2001). 
In floodplain flow modelling however, it is the overall properties of the flow that are of interest, 
such as inundation, rather than the structure of the flow at a given instance. For this reason, the 
most common solution to the problem of turbulence modelling is to use some statistical analysis 
of the turbulence structure of the flow to determine its impact on the mean flow field. This 
method, typically termed Reynolds (1895) averaging, assumes that each variable (for example 
u) can be split into two components: a mean value (u) and a random variation about it (W). It 
is assumed that the random variations about the mean are norinally distributed and that over a 
sufficient time period these cancel to zero, (Bates and Anderson, 2001). Thus the Navier-Stokes 
equations can be re-formulated in terms of mean flow properties. However, this leads to the 
introduction of new terms in the continuity equation, which represent the increased internal 
shear stress on the mean flow due to turbulence and are known as Reynolds stresses. In turn, 
these depend on the instantaneous velocity fluctuations, which are not known in time-averaged 
models, thus a turbulence model must be included to provide closure to the equations. 
For a more thorough treatment of turbulence modelling and its solutions the reader is referred to 
Rodi (1980) and Rodi et al. (1997). However, in brief, a variety of schemes are available but the 
most simple are based on the Boussinesq approximation. In this method, the Reynolds stress is 
assumed to be the product of the depth-mean velocity gradient and an exchange coefficient, E, 
dimensionally similar to the coefficient of viscosity and termed the eddy viscosity. This eddy 
viscosity term can then be used to parameterise the model or is estimated through an additional 
equation set. Simple models of turbulence, such as the zero equation, mixing length (one 
equation), and k--F (two equation) schemes, merely attempt to provide a value for the eddy 
viscosity coefficient, (Bates et al. 1995). 
The most popular simplification of the Navier-Stokes equations, which incorporate the above 
solutions to the problem of turbulence, is the St. Venant or Shallow Water equations where the 
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full 3D equations are averaged over the depth. The resultant variables are therefore the mean 
values over the depth. Solving a suitably discretised form of the St. Venant equations gives 
values for u and v velocities and the depth, h, everywhere in the domain, over a given time step 
as functions of the initial conditions and of the boundary conditions. Assumptions and 
approximations of the equations are: 
vertical acceleration negligible (hydrostatic pressure approximation); steep slopes must be 
avoided when they are facing the flow thus a reasonable gradient limit of 1: 10 is imposed; 
bottom and free surface are impermeable; 
9 the flow is incompressible; 
0 the water colurrin is well mixed, so there are no significant density variations in the vertical; 
0 bed stresses can be modelled using a linear or quadratic (in velocity) friction law; 
dispersion terms are a limitation; if horizontal velocity varies too much along the vertical, 
the average value will have no physical meaning. Therefore, the system is particularly 
suited to floods, tides and tsunamis, which tend to have a constant velocity along the 
vertical. 
These assumptions are usually valid for rivers, estuaries and shallow seas thus allowing the 
implementation of the less computationally demanding two-dimensional equations over the 
three dimensional equations. The equations are presented in either a conservative or a non- 
conservative form. Conservative forms of the equation may lead to discontinuities in the 
solution (e. g. hydraulic jumps), so the non-conservative forrn is often utilised by developing 
derivatives in the conservative equations. 
A- -* Continuity 




AI dzf Momentum 
-+u. grad(u)+ g---div(vhgrad(u))= Sx - g- dt dx hA 
dv d, h1 dzf 
+u. grad(v)+g---div( vh grad(vSy-g- Momentum dt dy h dy 
(Hervouet and Van Haren, 1996) 
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For a more detailed discussion of the derivation of the Shallow Water Equations as used in 
hydrodynamic modelling, the reader is referred to Hervouet. and Van Haren, (1995); Hervouet 
and Van Haren, (1996) and Bates et al., (1995). 
2.3 Types of Model 
There are two types of models used to study fluvial hydraulics in the floodplain environment, 
physical and numerical. Both types are 'truncations of reality', and the following points were 
presented by Lane, (2000). Although originally presented in the context of numerical models, 
physical models are also characterised by the following points: 
i) an incomplete knowledge of the whole system; 
11) a dependence on whether the correct initial assumptions are established in their full 
spatial form at the start of the system; 
iii) assumptions made by the modeller during model formation; 
iv) a dependence of the model predictions on processes that may have a weak physical 
basis (e. g turbulence). 
Further influences upon the models, and the relative differences and the advantages and 
disadvantages of each type are presented in the following sections. 
2.3.1 Physical Models 
Physical models are a scaled representation of a hydraulic flow situation specific to a given river 
reach and floodplain. Only the flow conditions can be varied with any ease to provide 
alternative flow regimes. The boundary conditions (e. g. bottom and sidewall friction) and 
upstream flow conditions must be scaled in an appropriate manner. The flow conditions will be 
similar to those in real field situation if the model displays similarity of form (geometric 
sin-filarity), similarity of motion (kinematic similarity), and the similarity of forces (dynamic 
similarity), (Chanson, 1999). If one or more of these variables fail to display similarity, scale 
effects may be introduced into the model results. Scale effects are defined as distortions 
introduced by effects (e. g. viscosity, surface tension) other than the dominant process in the 
flow (e. g. gravity). Although these effects are usually small when considered separately, the 
synergistic effect is often significant. 
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One solution to this problem is to use a distorted model where the geometric scale differs 
between directions, usually with the larger scale in the horizontal direction. An example of this 
is the US Army Corps of Engineers physical model of the Mississippi basin (Chanson 1999). 
The actual size of basin is 3,100,000 km 2 and the river is nearly 3800 km long. Their outdoor 
model is scaled to 2000: 1. If this scale were also applied to the vertical, to give an actual river 
depth of 6m one would require flow depths of 3mm in the model which would make surface 
tension and viscous effects significant. To resolve this issue, a scale of 100: 1 is used in the 
vertical and is found not to distort the flow pattern significantly. Other benefits over non- 
distorted models are: 
the flow-velocities and turbulence in the model are larger; 
the larger vertical scale allows greater accuracy on the flow depth measurements. 
It remains difficult to model flow resistance in both distorted and non-distorted models. The 
channel and floodplain environment are often too smooth in the physical model and objects such 
as mesh, wire, and vertical rods are added to add retardance to the flow by emulating vegetation 
and thus simulate more realistic flow patterns. While this has been employed in many 
experiments, (Wilson, 1998; Sellin, Wilson and Naish, 2001) it remains difficult to represent 
realistically, channel and floodplain friction in a scaled down model, and time consuming to 
adjust the friction characteristics of the physical model. 
Another branch of physical modelling involves the use of moveable bed models. These are 
difficult to implement and often give unsatisfactory results, (Chanson, 1999). It remains 
difficult to scale both the sediment movement and fluid motion, and the bed roughness factor 
becomes a factor of the bed geometry and sediment transport. 
2.3.2 Numerical Models 
Numerical models comprise computer software that solves the basic fluid mechanics equations 
given above. Whereas physical models can only ever practically be a scaled representation of a 
single river reach, the primary advantage of the numerical model is that it can be used to 
represent the river at any user defined scale. This is also its primary limitation in that the 
numerical model, for the sake of computational efficiency, must limit the representation of some 
of the physical parameters of the flow through selective discretization. This may limit its 
application to simple flow situations and boundary conditions for which the basic equations can 
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be numerically integrated and remain meaningful. However, recent advances in numerical 
techniques and computer power are increasingly pushing back the boundaries of what can be 
achieved. Calibration and validation are also difficult and models can often be very over 
parameterised, (Chanson, 1999). These considerations and others are summarised in the table 
below and discussed in more detail later in the chapter. 
Advantages of Numerical Models Disadvantages of Numerical Models 
Usually less expensive than equivalent 
physical scale model 
Only applied where flow physics known and 
can be incorporated into model code 
Alternate designs can be readily implemented 
and tested 
Minimum topographic data requirement not 
easily quantified 
Design and data can be stored for future use Complex graphical software required for 
visualisation and presentation of model results 
Models do not suffer from scaling effects Difficulty of turbulence representation 
Table 2.2 - Comparison of numerical andphysical models 
(after Chadwick and Morfieff, 1993) 
A numerical model usually works using an iterative method. At the upstream end of the reach, 
the water level and hence the flow depth are known, usually from a gauging station. The 
following variables can be then be deduced for that station: cross-sectional area, wetted 
perimeter, hydraulic diameter, flow velocity, friction slope, total head. The water level or flow 
depth is then estimated at the downstream end of the reach. The above variables are recalculated 
for this section and for the reach in-between. It is therefore essential to correctly determine the 
boundary conditions for the reach and calculations depend critically on the assumed flow 
resistance coefficient, but in practice this is very uncertain. However, once validated, the 
computational model is a valuable tool to predict a wide range of flow conditions, (Chanson 
1999). 
2.3.3 Types of Numetical Model 
A variety of numerical models, varying in complexity, are used to mathematically model 
fluvial 
flow in rivers which can be summarised as follows: 
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Model Type Primary Model Application 
Simple flood routing models To route multiple flood hydrographs in 
drainage systems 
Steady one-dimensional flow models To determine increase in river stage after river 
engineering works 
Unsteady one-dimensional flow models To study major floods in river system (in 
bank) 
Two-dimensional and quasi two-dimensional To study major floods in river system (out of 
flow models bank) 
Three-dimensional flow models To study complex flow patterns at small scales 
Table 2.3 - Types of Numerical Models 
(after Chadwick and Morfett, 1993) 
Lane and Bates, (2000) relate the dimensionality of the model to the scale of the investigation. 
Traditionally, one-dimensional models are used at the catchment scale, two-dimensional for 
reach scale studies and three-dimensional for within-reach studies, particularly of the flow 
velocities. This occurs primarily as a result of computational limitations when modelling larger 
spatial scales. The authors also emphasise that the assumptions of physical processes occurring 
at one scale may well break down at other scales. A selection of the current commercial 
numerical models available is outlined in Table 2.4. 
21 
Cbapter 2- Hoodplain Flow Modelling 
Model Description Remarks 
HEC-1 and ID model for steady subcritical flow Developed by USACE. Standard 
HEC-2 down a flat slope (assuming step method/depth calculated from 
hydrostatic pressure distribution). distance. 
Flow resistance calculated using 
Manning formula. 
WES ID model for supercritical flow in Developed by USACE-WES. 
curved channels. Flow resistance 
calculated using Colebrook-White 
formula. 
MIKE- II ID model for the simulation of Developed by DHI. Modular 
hydrology, hydraulics, water quality system. Implicit finite difference 
and sediment transport over a variety method utilised. 
of fluvial environments. 
FLUENT 2D general computational fluid Developed by Fluent, a flow 
dynamic flow package. modelling company. 
AQUADYN 2D Hydrodynamic simulation model Developed by SSG. Finite element 
for open channel flow. methodology. 
GENFL02D 2D Model (analytical solution of NS Developed by Water Solutions. 
equations). Steady quasi-uniform Mixing length turbulence model. 
flows in complex compound channels. 
TELEMAC-213 2D model (finite element) SV Developed by LNH-EDF. 
equations. Flow resistance calculated 
using Strickler formula. 
TABS-2/ 2D finite element model. RAM-2 is the Developed by USACE-WES. 
RAM-2 steady flow hydraulic model. 
MIKE-21 2D system for free-surface flow Developed by DHI. Finite 
analysis. difference methodology. 
SSUM 2/3D model for structured/unstructured Developed by Nils Olsen, NTNU. 
grids. Solves the NS equations. 
MIKE-3 3D system for fluvial environment Developed by DHI. Finite 
analysis. difference methodology. 
TELEMAC-31) 3D finite element model for free Developed by LNH-EDF. Solves 
surface flows. the 3D Shallow Water Equations 
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DELFT-3D I 3D hydrodynamic package. Developed by Delft Hydraulics. 
Wetting and drying though moving 
boundaries. 
Table 2.4 - Current Generation Numerical Models 
2.3.3.1 One-dimensional models 
The majority of traditional numerical hydraulic models used in engineering represent flow in 
one dimension but due to the simplifying assumptions present in these models, representation of 
flow is limited to bulk flow characteristics, (Bates and Anderson, 1993). 
For even simpler flow situations the two-dimensional St. Venant equations can be reduced 
further into one-dimensional form, (Fread, 1984; Samuels, 1990; Fread, 1993; Singh, 1996; 
Ervine and MacLeod, 1999). This considers conservation of momentum between two flow 
cross-sections Ax apart and yields a first order partial differential which in conservative form 
may be expressed as: 
aQ + 
a(Q2 / A) 
+ gA 
ah 
+S =o at ax ax f 
where Q is the flow discharge [L 3 T-1]; A is the flow cross-section area [L 2J and Sf is the friction 
slope [-]. 




=0 ax at 
which with appropriate boundary conditions can be solved to yield estimates of Q and h in both 
space and time. One-dimensional codes have traditionally been parameterised through ground 
survey of topography and their cross-sectional basis integrates well with such data sources. 
Such data are highly accurate but time consuming to collect and ignore potentially important 
topographic features occurring between cross sections. One-dimensional methods thus tend to 
be used for wave routing problems where lateral and vertical velocity variations can be assumed 
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negligible. Knight and Shiono (1996) suggest that in-bank flows in river channels are a good 
example of such a situation, and for this reason the one-dimensional St. Venant equations form 
the basis of most standard hydraulic river modelling codes such as MIKE- II and HEC- 1. 
In addition, there are four specific problems in using some one-dimensional schemes that utilise 
the finite difference methodology for floodplain flow modelling, (Bates et al., 1996): 
0 Flow field processes such as momentum exchange between channel and floodplain cannot 
be incorporated into the model at an appropriate resolution thus spatial heterogeneity is lost; 
9 Complex topographic features are better represented as a series of discrete cross-sections 
instead of a continuous irregular grid; 
0 Turbulent flow effects are not specifically included; 
9 Method assumes a priori knowledge of the flow paths in the domain during the construction 
of the model. 
In summary, one-dimensional models are primarily used for calculating bulk flow 
characteristics such as discharge for in-bank flows only. It therefore falls down when applied to 
process representation such as sediment transport as such an application requires a prediction of 
the boundary shear stress, (Knight and Shiono, 1996). 
23.3.2 Two-dimensional models 
Recent advances in numerical methods for complex out-of-bank flow processes have led to two- 
dimensional models becoming available which overcome the majority of the problems 
highlighted above. One of the most important aspects of two-dimensional modelling is that it 
includes processes known to be important but absent from the bulk flow equations used 
in one- 
dimensional modelling. Most two-dimensional models use the depth-averaged St. Venant 
equations and also incorporate lateral shear and secondary flows in addition to the 
dominant 
parameter of bed friction. Two-dimensional models also include a continuous representation of 
the surface and allow complex topographic features to be included. Hence, channel meandering 
may be explicitly incorporated as well as complex cross-sectional geometry. 
Therefore, a better 
representation of the flow physics of floodplain flow is achieved 
in two-dimensional modelling 
than that possible with one-dimensional schemes, (Knight and Shiono, 1996). 
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The more advanced methods use a finite element methodology that allows a more detailed 
spatial representation of the river channel and floodplain. However, until recently, these models 
have been constrained to small-scale studies of flow patterns. They have seldom delineated the 
main channel separately from the floodplain or been capable of modelling the changing 
inundation boundary of a flood, (Bates et al. 1995). The newer generation of models are capable 
of reach scale (and larger) simulations and implement wetting and drying algorithms in the 
dynamic simulations. The three-dimensional Navier-Stokes equations are modified for shallow 
water flows as discussed in Section 2.2.1. They may then be applied to flow problems, such as 
river floods, dam breaks and estuarine flows, as it can be assumed that the vertical scale is much 
smaller than the horizontal scale and the boundary layer extends throughout the water depth, 
resulting in the hydrostatic pressure approximation, (Lane, 2000). Process representation in 
general is improved within two-dimensional models over and above one-dimensional schemes, 
however, in the depth-averaged model, the simulation of turbulence is still difficult due to the 
lack of dissipation within the water column. 
Two-dimensional models still require further development in many areas aside from the 
question of turbulence modelling. Charlton (1999) highlights that current two-dimensional 
depth averaged models do not yet consider the catchment hydrology as standard, in particular 
the hydrologic input from adjacent hillslopes is often ignored. Recent research has also shown 
that flood routing is sensitive to local topographic effects, (Bates and Anderson, 1996). 
Govindaraju et al., (1992) pick up on this theme by stating that the observed results of the 
outflow hydrographs from two-dimensional models show fluctuations due to variability 
in the 
surface topography. Furthermore, the integration of flood modelling with sediment transport 
within the most recent two-dimensional models highlights the importance of correct 
flood 
routing. To fully understand the process of sediment transport, we need to model the spatial 
patterns of water movement across the floodplain, particularly as there are 
few field 
measurements and accurate topographic representation is at the heart of the solution. 
Nicholas and Walling, (2000) quote the RMA-2 study by Bates et al., (1992) as an example of 
the numerical instability that can occur in complex topography situations. 
This may result in a 
smoothing or simplification of the topographic representation to produce a numerically stable 
model. The typical lowland field site is shown 
in this research to have a number of small-scale 
topographic features (e. g. depressions, levees, drainage ditches, 
bank breaches), which field 
measurements have shown to be important 
in the processes of sediment deposition. Yet, for the 
average reach-scale study with a mean mesh spacing of 
30m for a two-dimensional model, few 
25 
Chapter 2- Floodplain Flow Modelling 
of these are large enough to be incorporated as part of the model topography. The authors were 
able to overcome this problem by using a highly simplified set of hydraulic equations, on a very 
high-resolution mesh (approx. 5m). The results can be summarised as follows: 
i) during initial overbank flow, the water is primarily controlled in its inundation patterns 
and its ponding in low-lying areas of the floodplain by the small-scale features listed 
previously; 
ii) at intermediate flood flow levels, the flow is concentrated in a number of low-lying 
areas, predon-iinantly, the network of drainage ditches that are present on the field site 
the authors used. The velocity vectors of the flow are orientated along these ditches; 
iii) at peak flood flow levels, the overbank flow fonus a single sheet of water by expansion 
from the drainage ditches and low-lying areas. This then moves with the flow in an 
approximately down valley direction. Small-scale features have little effect at this stage. 
The level of agreement between field and model results is also attributed directly to the level of 
detail in topographic representation. The authors maintain it is vital to have meshes that 
ýaccurately replicate the complex nature of the floodplain geometry'. As a guide, they state that 
where length scale of features is of the order of 10-50m, nodal spacing should be not more than 
5m. This has implications for the size of reach that can be modelled without losing 
computational efficiency and it will require large amounts of data. If the difficulty in using 
state-of-the-art models in complex topographic areas can be overcome, the authors maintain 'it 
will result in a considerable improvement in the representation of hydraulic processes'. 
In this thesis we are primarily concerned with prediction of inundation at the reach scale during 
large floods. This corresponds to stage (iii) of the Nicholas. and Walling classification and we 
thus need to determine the scale and resolution of topographic features that are relevant at this 
scale. This has not to date been adequately determined for reach-scale inundation models. 
2.3.3.3 Three-dimensional models 
To date, the use of three-dimensional models in floodplain flow analysis has been limited. One 
of the major problems in implementing the full three-dimensional equations of shallow water 
flow occurs at the limits of the inundation as the floodwave advances and retreats over the 
floodplain. As the depth of water on the floodplain changes during this process, the ' stack' of 
elements used to model the water depth in the model would change in both number and 
height 
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and would eventually numerically 'collapse' as the water depth became zero. Therefore, many 
of the models in this category are restricted to the simulation of 'steady state' conditions, in 
which wetting and drying of the floodplain over time does not occur. In addition, three- 
dimensional models are computationally expensive and are thus restricted to small scale- 
applications. In particular, the utility of three-dimensional flow models being applied to a whole 
section is questionable as it is only at the channel-floodplain interface where the flows have 
been shown to be strongly three-dimensional. 
2.4 Model Accuracy 
In the previous section, a number of issues were raised that were specific to the dimensionality 
of the model, the validity of its numerical schemes and thus its suitability for predicting lowland 
floodplain flow. There are also other, more general issues, which affect the accuracy of all 
models irrespective of type. These are outlined in the following section. 
2.4.1 Parameterisation 
All models need to be pararneterised before a simulation is undertaken. Parameterisation is the 
quantification of physical processes and conditions in the field that the model needs in order to 
work and it is implemented by the provision of input data to the model system. Physical 
parameters that need to be defined include the friction coefficient of the channel bed and 
floodplain, and the topography. Boundary conditions that also need to be specified typically 
include the flow velocity at the top of the reach for the duration of the flood event to be 
modelled. In all classes of model, the continuously distributed topography and friction 
parameters found in reality are, in the model, at best averaged around a discrete point to form an 
effective parameter and at worst ignored beyond a certain threshold. This has resulted in the use 
of lumped or effective parameters in distributed, physic ally-based models that are 
overparameterised compared to the data available, (Beven, 1989). This issue is connected to that 
of mesh resolution dependency, that is that the model results are dependent on the spatial 
resolution of the mesh generated for the domain and which impacts on the model 
in three ways 
through, (Bates et al., 1996): 
*a lack of nodal points in the mesh relative to the gradients of the domain parameters; 
0a two-stage filter effect on data (discussed further in Section 
3.2); 
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an interaction between process scale and mesh resolution where a change of modelling scale 
may invalidate some of the modelling assumptions underlying the process representation. 
In addition, subjective decisions are often made in deciding which processes need to be 
represented for the model application and scale in mind. As discussed in Section 2.3.3.2, the 
representation of complex topography is an area in need of further development in hydraulic 
modelling that is subject to the problems outlined above. Its improved representation in 
hydraulic models will require both an increase in the complexity of the simulation and, 
potentially, an increase in the grid resolution of the model such that greater levels of terrain 
information can be included. In such situations, the model process representation may however 
become insufficient to adequately characterise the physics of the problem being studied, and the 
model may be rendered invalid, (Bates et al., 1998a). For example, the modelling of floodplain 
flow in two-dimensions over complex topography and at high spatial resolutions may result in 
significant vertical accelerations that are not represented in depth-averaged models, (Bates et al, 
1998a). Thus the model and its assumptions must remain physically valid at the given grid 
resolution. There is also a requirement to improve the understanding and representation of sub- 
grid scale processes where the topographic data is at a much higher resolution than can be 
currently captured by the grid spacing of the model. 
Furthermore, Lane et al. (1998) state that 'further model development is thus required to allow 
more complex topographies to be incorporated, which in turn will allow the more realistic 
floodplain flow simulation that is necessary in order that the simulated flow variables can drive 
other processes (such as suspended sediment transport). ' In other words, through the 
development of an improved topographic parameterisation, the representation of other processes 
may be improved. 
2.4.2 Calibration 
Calibration involves adjusting the results of a simulation to fit a known flood event and is 
usually resolved by a manipulation of parameters defined by a sensitivity analysis. The 
procedure is used to account for the energy losses due to turbulent water flow over the ground 
surface and to include processes that may have been excluded in the model through 
inadequate 
data provision or modelling complexity. This detracts from the physical nature of the model 
with parameters ceasing to have such a strong basis in reality, 
(Beven, 1989). This is 
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particularly important as it has also been shown that friction is one of the most dominant 
parameters in hydraulic modelling (Bates et al., 1996, Bates et al., 1992). It is theorised that if 
the parameter values were better represented in the model, then calibration would be minin-ýised, 
(though never completely eliminated, as the model will never fully represent reality). Present 
calibration methods must therefore be revised in order to retain any improvements in parameter 
representation that it is hoped will result from this research. 
2.4.3 Validation 
Validation is the comparison of the model predictions against known events, separate to those 
used in calibration (but using the calibrated parameter values). This can be external (comparison 
to data outside the model domain e. g. the outflow hydrograph) or internal (comparison to data 
inside the model domain, e. g. the inundation extent). In hydraulic models, this is often restricted 
to a comparison of the bulk outflow characteristics but this has been proved to be inaccurate as 
several different parameter sets can produce similar bulk outflow characteristics. Beven, (1989), 
Fawcett et al., (1995) and Bates et al. (1996) all demonstrated that a range of calibrations could 
be applied to a model, each of which produced an acceptable validation match for the outflow 
hydrograph but where the distributed parameters were seen to vary significantly within the 
domain. Internal validation of the predictions is thus preferred involving the use of internal 
gauges (which are rare at the reach length scale) or alternative spatially distributed measures of 
inundation extent, flow velocity or water depth, i. e. satellite images or aerial photos, (Biggin 
and Blyth, 1996). Validation can be further categorised as process validation (i. e. comparison of 
local flow hydraulics) or numerical validation (as is presently conducted using bulk flow 
characteristics), with the former being the hardest to achieve in the context of hydraulic 
modelling but which would eliminate the potential problem of incorrect internal process 
representation producing apparently valid results. Such a validation also prevents the user from 
introducing "proxy" processes to calibrate the model (Fawcett et al., 1995). Validation is an 
essential stage of testing a model before it can be used in a predictive capacity but, as with 
calibration, it must be recognised that the model results will never exactly match the known 
events as the model is a simplification of reality. It is also specific to the model application 
rather than the model itself. 
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" Poor physical process representation within the governing equations; 
" Inappropriate numerical solvers for the equations; 
" Data error inherent in the physical parameter and flow data; 
" Schernatisation and discretization procedures of flood parameters. 
Model development through improved parameterisation, calibration and validation is therefore 
also shown to be of primary importance and, at present, it is limited primarily by inadequate 
data provision. 
2.5 Research Aims and Objectives 
2.5.1 Aims 
The limitations associated with current hydraulic models can be broadly split into two groups. 
The first are those limitations which primarily concern the methodologies inherent in the 
modelling procedure (such as the inadequate numerical representation of the physical 
processes). The second are those limitations which are due to inadequate data provision for the 
model. Topography has long been considered the defining geornorphological parameter in 
hydrologic and hydraulic modelling. The simplest models are topographically driven where 
flow is directed by virtue of the topography. Yet, as seen in this chapter, its implementation in 
the current generation of hydraulic modelling remains problematic. Furthennore, Bates et al., 
(1998a) state that 'the study of the assimilation of terrain information into distributed models 
allows consideration of a unique set of general issues which may become more prevalent in 
modelling research as distributed field data collection techniques are developed for further 
model parameters'. Despite this, most research into hydraulic modelling is dominated by 
evaluation and development of methods for treating either the process physics (turbulence, 
friction) or numerical solution of the controlling equations. These developments are then 
typically tested against laboratory data derived for simple flow geometries as here experimental 
control may be obtained. However, practical flow problems occur at much larger scales over 
complex geometry and involve field data collection with its associated uncertainties. It is hence 
imperative that the lack of research into model parameterisation limitations for field studies is 
more formally addressed as, for real world applications, this is likely to be a greater source of 
error than improvements to numerical procedures. 
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This, therefore, is the rationale behind this thesis, and an obvious place to commence this 
process is with topographic data as this area is, as we have seen, critical to the success of 
hydraulic models. It is also an area where recent technological developments have dramatically 
increased our ability to collect high-resolution data but where the integration of such sources 
with hydraulic models has yet to be explored. For the first time, we are in the position to move 
from data-poor to data-rich applications with important implications for parameterisation, 
process representation and calibration. 
This research therefore aims to utilise the new sources of high-resolution elevation data 
available for the first time to overcome critical limitations of hydraulic models in the currently 
data sparse area of topographic representation. 
2.5.2 Objectives 
In this section, the specific ways in which current generation hydraulic models are limited by 
their topographic parameterisation are outlined. This will enable the specific objectives of the 
research to be clearly established. 
2.5.2.1 Topographic data 
As far back as 1995, Bates et al., (1995) called for a review of data collection procedures, in 
order to maximise the potential of such high space-time resolution modelling scheme as 
TELEMAC-21). A high spatial resolution topographic survey was one of the specific data sets 
highlighted as being urgently needed in order that further model development could proceed. 
The density of topographic data collected to date has been poor compared to mesh nodal 
density. In the reach-scale studies cited in this research, the maximum node spacing 
has been 
about 5m, (Nicholas and Walling, 2000) and in this case the hydraulic equations 
had to be vastly 
simplified to make the simulation computationally efficient and numerically stable. 
The 
majority of reach scale simulations utilising models that are more advanced retain a maximum 
node spacing of approximately 30m. Both of these spacings are, 
however, much denser than the 
source O. S. topographic data of 5m. vertical 
interval contour lines, which in the typically flat 
lowland floodplain may be many hundreds of metres or even kilometres apart. 
Standard 
interpolation methods are used to integrate the data, however dense or sparse, onto the mesh 
structure. Thus, it can be seen that this may result 
in a highly under-c on strained (over- 
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parameterised) mesh where effective topographic elevations are assigned to the nodes from a 
low-density source data set that may contribute a high degree of uncertainty. 
* Research Objective I- To compare standard and new sources of topographic data and 
their incorporation into hydraulic models. 
2.5.2.2 Mesh discretisation 
Following on from the previous section, Bates et al., (1998a) state that 'moving towards the 
inclusion of greater levels of topographic information in distributed geornorphological models 
requires model resolution to be increased such that it is commensurate with the new data sets'. 
The mesh is currently generated without any reference to the corresponding topography data 
aside from defining the location of the channel and the maximum extent of the domain. In an 
area that is predominantly low-lying and relatively flat, it would seem intuitively likely that 
inefficient mesh generation might occur. In theory, large elements could be used to represent 
relatively flat areas and smaller elements along areas of more varied topography. In this way, 
the typical lowland floodplain offers the potential to be represented with considerably fewer 
elements than are used in simulations where the topography is not taken into account at the 
generation stage. 
It therefore also follows that certain hydraulically important topographic features such as banks 
and drainage ditches may not be included in the mesh as generated at present. A priori 
knowledge of the topography and a revised mesh generation procedure would allow such 
features to be included, either by generating smaller elements to define such features or by 
manual addition of these features to the mesh by the user after the initial mesh has been 
generated. 
* Research Objective 2- To study alternative methods of mesh generation, which will 
optimise the topographic representation. 
2.5.2.3 Data redundancy and loss of sub-grid scale information 
It must be noted that much of the topographic representation will remain basic due to the 
limitations imposed on the model simulations by the mesh resolution. In theory, the mesh 
resolution can be equal to that of the data and can thus be generated to account 
for the known 
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topographic variation. However, at the reach scale such a resolution would lead to the amount of 
computational time required becoming prohibitive (see discussion in Section 3.2.3.4). 
Therefore, for the foreseeable future, a compromise must be obtained between data and mesh 
resolution based on computational efficiency. This results in a further requirement for the sub- 
grid variability that has been lost in such a compromise to be represented in the model or allied 
to the results. It will then act as an indication of the degree of uncertainty in the topographic 
representation and subsequent model results. Bates et al., (1996) demonstrated the effect of 
changing the mesh resolution used in a simulation on the model predictions of local hydraulics. 
This variation is thought to be due to the change in scale of the physical parameter 
representation. Their results suggest that an optimum mesh resolution may be obtainable for 
each specific application at a pre-defined scale. However, this illustrates the need for a better 
understanding of the relationship between mesh resolution and model parameterisation as 
demonstrated by the effect of mesh resolution on topographic resolution. 
To date, sub-grid data has not been available at the reach scale for incorporation in the latest 
wetting and drying algorithm proposed by Bates and Hervouet (1999) thus a generalised fractal 
substitute has been used as the domain coefficient. If sub-grid data for modelling wetting and 
drying processes becomes available, its incorporation in such wetting and drying algorithms will 
ascertain its utility in real modelling scenarios. 
9 Research Objective 3- To model the degree of spatial dependence of the floodplain 
topography to quantify the length scale present in the data. 
* Research Objective 4- To implement high-resolution data at the sub-grid level to test 
improvements to the simulation of the wetting and drying process. 
2.5.2.4 Errors in topographic representation 
At present, most studies have implicitly assumed that terrain data are correctly assimilated 
into 
distributed models. This is an invalid assumption because the DTM resolution and the domain 
discretisation interact as "filters" on the topographic parameterisation and therefore at each 
stage in the assimilation process data may be lost, (Bates et al., 1998b). In addition, nodes are 
assigned average elevation based on simple weighted linear interpolation routines, which may 
not be the most accurate or efficient method for the representation of 
floodplain topography. In 
particular, there is currently no error measurement made of 
how the interpolated surface used in 
the model differs from that of the original observed data. This potentially may 
introduce 
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unchecked errors into the effective topographic parameter that may have repercussions on the 
predicted flow and inundation extent. 
9 Research Objective 5- To reduce the Tilter' effects on topographic data as it is integrated 
into the modeL 
9 Research Objective 6- To study alternative methods of data integration that will optimise 
the topographic representation, with particular reference to hydraulically important 
floodplain features. 
2.6 Choice of Model 
In order to implement the above developments, a suitable hydraulic code is required. This code 
will then form the vehicle with which objectives 1 to 6 are conducted. We require a code with 
the following characteristics: 
1) It must simulate processes relevant to flood flows in meandering compound channels at 
an appropnate scale; 
2) It must offer efficient numerical solution algorithms that enable high space/time 
resolution models to be constructed; 
3) It must be able to represent complex topography; 
4) It must demonstrate dynamic boundary simulation of the inundation extent which 
requires effective wetting and drying algorithms; 
5) Turbulence modelling should be relevant to the scale and application of the simulation. 
6) It should have an open software architecture and available source code in order that re- 
coding of sections of the model will be possible. 
(Bates et el., 1996) 
We may break the selection process into two stages; selection of an appropriate model 
dimensionality (Section 2.6.1) and selection of the most appropriate code of this type (Section 
2.6.2). 
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2.6.1 Selection of model dimensionality 
During a flood, the faster moving water in the channel and the slower moving shallow water on 
the floodplain produce a shear layer laterally across the system. The depth mean velocity is then 
seen to decrease from one value in the river to a lower value on the floodplain. The boundary 
shear stress responds in a similar manner, although perturbations may occur wherever 
longitudinal secondary flows are strong. There is also a strong dependence of floodplain flows 
on the floodplain depth or relative depth (the ratio between floodplain depth and river channel 
depth). Maximum interaction between river and floodplain usually occurs at relative depths of 
around 0.10 - 0.30, typically at 0.20. The relative small scale makes this difficult to physically 
model hence numerical modelling offers more potential to expand our knowledge of these flow 
conditions, (Knight and Shiono, 1996). Thus physical modelling is inappropriate for reach-scale 
studies of floodplain flow. Of the numerical modelling schemes, one-dimensional models are 
only appropriate for in-bank flows (Knight and Shiono, 1996) whilst three-dimensional schemes 
are too cornputationally expensive and often cannot represent the wetting and drying processes 
which are essential to a study of floodplain flow. 
Therefore, of the various model types outlined in the Section 2.3.3, it is only two-dimensional 
modelling that offers a suitable platform for the further development of floodplain models at the 
reach scale. Two-dimensional finite element models are the only models numerically advanced 
enough at present to model the complex conditions present in a floodplain inundation as 
described above. They provide: 
9 the most complex description of the reach scale floodplain that is computationally feasible; 
the ability to handle complex topography; 
the ability to handle dynamic wetting and drying of the floodplain; 
and the model is the most appropriate in view of its assumptions being in line with the flow 
physics of the reach-scale floodplain. Hervouet and Van Haren (1996) recommend the use of 
the finite element implementation of two-dimensional models as being accurate and 
computationally efficient and fulfilling all of the criteria above. The methodology's use of 
unstructured grids also provides the potential for increased topographic representation. The 
weaknesses of using such models have been discussed and have been shown to be primarily 
limited in the past by the lack of data commensurate with the model. Indeed, 'model predictions 
may only ever be as good as the input data used to derive them' (Lane and Bates, 2000). This 
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category of model therefore provides the ideal test-bed to facilitate improved floodplain flow 
modelling through the improved parameterisation of high-resolution topographic data. 
2.6.2 Selection of a specific model 
Of the two-dimensional models discussed in Table 2.4, extensive numerical, (Hervouet and 
Janin (1994), Hervouet and Van Haren (1996)) and process validation studies, (Cooper, 1993), 
have shown that TELEMAC-21) is well suited to a number of hydraulic modelling scenarios. 
The model has been tested against other two-dimensional finite element codes and has been 
found to be superior in simulation of a range of inundation scenarios, (Bates et al., 1997b). For 
example Bates et al., 1995 compared TELENIAC-2D with RMA-2 which can also model 
wetting and drying processes but TELEMAC-21) was found to be superior. It is particularly 
suitable to be the model used as the foundation for this research for two reasons. Primarily, it is 
a good example of a complex hydraulic model where the model resolution used for reach scale 
modelling has previously lacked the comparable data resolution, (Bates et al., 1996, Bates et al., 
1992). Secondly, it also has accessible source code that can be easily modified by the user in 
order to aid model development, which is a feature not present in most of the other models 
outlined in Table 2.4. It hence is the only code that meets all of the criteria outlined above. 
The main features of TELEMAC-2D as summarised by Hervouet and Janin, (1994) are as 
follows: 
0 Structured or non-structured meshing 
Cartesian or spherical co-ordinates 
Sub-critical and supercritical regimes (with hydraulic jumps) 
Incorporation of several momentum source terms (bottom friction, wind stress, atmospheric 
pressure, Corilolis force) 
Turbulence Modelling (Elder and K-epsilon models) 
Temperature and substance concentration models 
Treatment of tidal flats 
Extensive options for selection of boundary conditions 
TELEMAC-2D uses a serni-implicit time step. This gives numerical stability as 
it formulates 
the equations before the computation 
begins, however it results in three times the number of 
nodal points worth of simultaneous equations making 
it more computationally intensive. The 
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computation time is slightly reduced by the use of element by element techniques, which 
simplifies the calculation. 
2.7 Summary of Chapter 2 
This chapter has demonstrated that current generation hydraulic models are critically limited by 
the approach they take to topographic parameterisation. Recent developments in the acquisition 
of topographic data are, however, leading to a move from a data-poor to a data-rich modelling 
environment in this particular field. The impact of these new data sets on hydraulic models has 
not, to date, been formally explored. Yet the improvements to hydraulic modelling that can be 
achieved through the full integration of such schemes with high resolution data sets potentially 
far outweighs that possible via further development of more sophisticated numerical or 
turbulence closure schemes. Despite this, most research in hydraulics focuses on the latter type 
of development, and real world studies which necessitate research into the parameterisation of 
hydraulic models with complex, uncertain data sets are relatively unstudied. A clear need 
therefore exists to develop better methods of integrating high-resolution topographic data within 
hydraulic models. Section 2.5 has identified 6 specific research objectives which need to be 
achieved to effect this aim and Section 2.6 has identified an appropriate modelling vehicle 
(TELEMAC-2D) with which to undertake these developments. In Chapter 3, a fuller 
description of the TELEMAC-2D model is provided, whilst Chapter 4 reviews recent advances 
in topographic remote sensing that may be capable of providing the high-resolution data sets 
which are critical to the further development of hydraulic models for reach scale flood 
simulation. Chapter 4 concludes with an initial exploration of the integration of TELEMAC-213 
with a high-resolution topography data set to clarify research issues and provides a benchmark 
test case against which to assess the developments to be made during this thesis. 
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Chapter 3- TELEMAC-2D 
This chapter describes in detail TELEMAC-2D, the model to be used in this study to further 
develop two-dimensional modelling. The model structure and governing equations are presented 
followed by a description of the data requirements and structure of a typical flood simulation as 
conducted at present. Throughout the chapter, the inadequacies of the procedure are examined 
and these subsequently form the basis for the research design presented at the end of the 
chapter. The research aims and objectives outlined in the previous chapter are further defined in 
the context of this specific model and its present deficiencies. In particular, the potential to 
overcome a number of fundamental problems in this generation of model, through optimum use 
of new data sources for topographic parameterisation, is presented. The possibility of adapting 
the model to better utilise the data is also suggested. 
3.1 The TELEMAC-2D system 
TELEMAC-213 is a hydrodynamic simulation model developed by the Department Laboratoire 
National d'Hydraulique (LNH) at Electricite de France, Direction Etudes et Recherches (EDF- 
DER). The package was developed as a general purpose model for free surface flows that has 
been used for a variety of environmental simulations in the estuarine, coastal and riverine 
environments. These have ranged in scale from studies of the hydrodynamics of the currents 
across the Western Continental Shelf to the simulation of the effects of tidal barrages, therinal 
emissions into estuaries and bridge pier scouring (Cooper, 1993). The system includes several 
computer programs for pre- and post-processing and for sediment and contaminant transport 
modelling. Several versions of the model have been released which vary in their methods of 
pararneterisations, turbulence model options and use of parallel processing, however the central 
model structure as used in this research is not affected. All the research in Chapters 4 and 5 of 
this thesis was conducted using Version 4.0. The modelling in Chapters 6 and 7 used Version 
5.1, the most advanced version available during the latter period of this research. 
TELEMAC-21) solves the two-dimensional St. Venant or Shallow Water Equations (SWE) 
which are the depth-averaged version of the full three-dimensional Navier-Stokes equations as 
discussed in the previous chapter. The non-conservative forms of the equations are thus used, as 
they are more numerically stable. The use of finite element analysis ensures mass conservation 
with this form of the equations and the depth-velocity versions of the equations are used (as 
opposed to celerity-velocity) as the application of mass conservation is simpler, (Hervouet and 
Janin, 1994). The non-conservative forms of the equations are shown below. 
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dt + u. grad 
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where 
h= water depth 
U, v= velocity components in the x and y directions 
9= gravitational acceleration constant 
Vt = eddy viscosity 
Zf = bottom elevation 




and h, u and v are the unknown variables in the equation. Equation 3.1 is the continuity equation 
and Equations 3.2 and 3.3 are the force-momentum equations, which the model solves at each 
computational node of a mesh, generated to cover the floodplain domain, (Hervouet and Janin, 
1994). 
The model employs finite element analysis to predict the values of water depth and velocity in 
the x and y directions across a floodplain domain discretised as a mesh. The mesh comprises 
linear triangles (unstructured) for flexibility in representing the complexity of the domain and its 
generation is the first stage of preparing a model domain. Subsequently, topographic data are 
added to the mesh to produce the geometry file, which is then used in the model simulation. In 
this file, the triangles are the 'elements' and the vertices of the triangles are the 'nodes' and it is 
the data attributed to these nodal points upon which the calculations act to predict water depth 
and velocity. In the geometry file, each node has a co-ordinate position and an elevation (z) 
value. 
A linear interpolation function (the finite element basis function) is used to interpolate the 
values of water depth (h) and the velocity components (u and v) calculated at the nodes of the 
mesh to all points across the model domain. This method is limited when applied to areas of 
rapidly changing process gradients. Further refinement of the mesh can improve this but this 
may then result in computational inefficiency. A more detailed treatment of finite element 
methodology can be found in Norton et al., (1973) and Pinder and Gray, (1977). 
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A number of solver options are included in TELEMAC-2D with which the user may define the 
methods used to account for the individual terms in the governing equations. The main choice is 
the solver technique applied to the advection step of the equations for which the following 
common options are available: 
0 Method of Characteristics 
* Centred semi-implicit scheme + upwinding SUPG 
* Hybrid scheme (Characteristics + SUPG) 
The reader is referred to Hervouet and Lang (1995) for a more detailed description of the 
different options. SUPG refers to the Streamline Upwind Petrov Galerkin method, (Brookes and 
Hughes, 1982), and is applied for the advection of h in the continuity equation to ensure mass 
conservation. According to the SUPG technique, standard Galerkin weighting functions are 
modified by adding a strean-fline upwind perturbation. 
For this research, the approach of Bates et A (1995) is adopted; the research conducted using 
TELEMAC-2D to date has primarily used the Method of Characteristics for the momentum 
equation and the semi-implicit SUPG method for the advection. of h in the continuity equation in 
order to ensure mass conservation. The second step of the equation is propagation and this is 
solved using a conjugate gradient type method. Furthermore, sub-iterations are used to improve 
the mass conservation. 
Figure 3.1 demonstrates the typical stages involved in a TELEMAC-213 simulation of 
floodplain inundation. 
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Model Liquid and Solid Boundaries defined (inflowloutflow from reach) 
Para m eterisatio n Physical parameters specified (turbulence modellfriction) 
r Used to produce a stable flow in the model ch an net by setting the 
Steady State Ru upstream and downstream boundaries to those requiredfor the 
dynamic run then running until the inflow equals the outflow 
Simulation of a flood event producing values at a 
Dynamic Run specified userdefined time-step using measured 
I 
flow data from a known flood event 
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Comparison between predicted and observed values 
Validation separatefrom any used during the calibration stage. 
Specific to the application of the model. Sufficient 
data to implement this stage seldom available. 
Figure 3.1 - Stages in the application of TELEMAC-2D to a typicalflood inundation scenario 
For a more detailed discussion of the TELEMAC-213 system and the form of the Shallow Water 
Equations used, the reader is referred to Hervouet and Van Haren, (1995); Hervouet and Van 
Haren, (1996) and Bates et al., (1995). 
This chapter continues by examining the stages outlined in Figure 3.1 in further detail. Section 
3.2 studies the data requirements and implementation for generating the model domain and the 
parameterisation of initial conditions within the model and Section 3.4 is an examination of the 
procedures involved in a typical model simulation. Both sections will demonstrate current 
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weaknesses in the system, thus Section 3.5 will suggest alternatives that will formulate the 
research design specified in Section 3.6. 
3.2 Data Specification 
This section reviews the various types of data required to parameterise TELEMAC-2D and their 
mode of incorporation within the model. At each stage, the options available within the system 
are discussed and the usual model specification, as practised to date, is presented. This section 
will also reveal current weaknesses in data provision and representation within the system, 
which will form the basis for the subsequent research design using TELEMAC-2D in Section 
3.6. 
3.2.1 Collection of terrain data 
Topography data for reach-scale models was until recently most often obtained from contour 
lines and spot heights on O. S. maps. At present, this is the only nationally available topographic 
information for the entire UK. These maps were formerly produced using a combination of air 
and ground survey (using triangulation pillars), but developments in surveying technology have 
led to modem maps being produced solely from air photo survey. Control points that locate the 
air photos relative to known locations on the ground are provided by GPS receivers (which are 
discussed in more detail, along with map projections, in Chapter 4.1). Dedicated ground survey 
is also used by modellers but only for small sections of a river due to time and cost; for larger 
studies, topography is required from a national source of data. 
For reach-scale studies, the 1: 10,000 series of maps is the most appropriate topographic data 
scale where 1 mm. on the map relates to 10m, on the ground. This is because it is the largest scale 
to cover the whole of the UK and it is the largest scale to show topographic relief in the form of 
contour lines. These are shown at vertical intervals of 5 or 10 rn depending on the area and 
gradient of the terrain of the country mapped. Therefore, relatively flat areas such as the 
lowland floodplain of this study are mapped using 5m interval contours but it is recognised that 
these may be very sparsely distributed. In addition, spot heights are also marked on the map; 
those in black have been determined by ground survey and those in brown by aerial survey. It is 
recognised though that where the spot height coincides with a delineated feature, it may have 
been moved to one side, (Harley, 1975). This calls into question the accuracy of the height 
measurements in the horizontal plane. Ordnance Survey policy is that the contour standard 
errors will not exceed 'one quarter of the vertical contour interval', in this case, ± 1.25m and 
regular testing of new maps enforces this. Such testing is not currently extended to spot 
heights 
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but evidence suggests that for the 1: 10,000 series, the maximum error encountered is ± 3.3m 
and most spot heights will be less than this, (Harley, 1975). 
The 1: 10,000 published mapping series is now superseded by a new O. S. product called Land- 
Fonn PROFELE. This is a 1: 10,000 scale digital height data set that also covers the whole of the 
country. The Ordnance Survey recommends its use in 'height critical modelling' because the 
data is of 'high accuracy', (Ordnance Survey, 1999b). In addition, its detailed representation of 
a large area and its national coverage mean that it now often forms the standard topographic 
data set in this research field. This has virtually eliminated the need for field surveys for 
modelling purposes, which usually prove too costly and time-intensive for the provision of 
comparable topographic data for most reach-scale studies. It is produced from the original 
1: 10,000 scale map data, which was re-contoured as part of a air photo capture programme that 
was completed in 1987. It is available either as the vector-based contour coverage or converted 
to a gridded Digital Terrain Model (DTM) as summarised below in Table 3.1 and discussed in 
the next section. 
Contours DTM 
Data Source Contours surveyed at the 1: 10,000 scale Contours surveyed at the 1: 10,000 
scale 
Availability National cover National cover 
Tiles in 10,577 10,549 
Series 
Tile 5 km x5 km 5 km x5 km 
Coverage 
Height 1.5m Better than one half of the vertical 
Accuracy interval of the source contours 
(usually 5m) 
Data Vector point and line Point 
Structure 
Av. Storage 4. OMB per tile 19.5MB per tile 
Space 
Table 3.1 - Summary of Land-Form PROFILE data types (Ordnance 
Survey, 1999b) 
Due to the relatively flat topography of a typical lowland floodplain, the DTM form of the data 
is utilised in flow modelling as it provides a regular gridded array of elevation 
data at I. Orn 
intervals. The DTM coverage is created from the contour coverage for that area, which has 
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been scanned and vectorised from the original contour information used to create the map 
series. The final accuracy of the DTM thus relies on a number of factors: 
0 the density of the height data contained in the contour file (too far apart and the DTM might 
a contain artificial 'terracing' of the terrain); 
0 the accuracy of the initial data capture and photogrammetric techniques to produce 
graphical contours; 
0 the accuracy of the scanning and vectorisation process to produce digital contours; 
40 the accuracy of the vector-to-grid data transformation. 
All of these lead to an estimate of the height accuracy of any point in the DTM as being 'equal 
or better than half the contour interval, that is, ± 2.5m' for typical lowland floodplains. Channel 
bathymetry is usually enhanced by the use of surveyed cross sections which are incorporated 
into the mesh (see Section 3.2.2) and the reader is referred to Bates et al., (1996) or Bates et al., 
(1992) for further information on this data set. 
It remains however, that the highest resolutions currently available throughout the country for 
reach-scale studies are the Land-Form PROFILE DTM's with height information every l0m 
horizontally. However, this resolution is somewhat artificial for floodplain environments as the 
scarcity of data and high levels of error lead to a relatively crude representation of floodplain 
topography. For example, for the 11 kin. floodplain reach considered by Bates et al., (1992) 
available topographic data consisted of 3 contours of 5m spacing and ± 2.5 error and 
approximately 30 spot heights within the circa 5km2floodplain area. This data was interpolated 
onto finite element meshes containing up to 6000 nodes and hence many nodes were 
substantially removed from known data points. DTM's derived from national map sources are 
thus based on a relatively small information content, and are heavily dependent of the 
interpolation process. Consequently, model solutions that use such data may be substantially in 
erTor. 
It is clear from the above discussion that enhanced modelling of floodplain flows is dependent 
on the development of much better topographic data sets than at present exist. Ideally, such data 
should be at least as dense as typical two dimensional finite element meshes and of substantially 
better accuracy than national map sources. Typical element sizes for floodplain applications are 
of the order of 50 - 5000 mý (Bates et al., 1998a) and we thus require data densities somewhat 
greater than this with uniforrn coverage over an area. The density also needs to be capable of 
identifying single topographic features (embankments, ditches etc) that will have an impact on 
the flow development. We do not yet fully know the scales of topographic feature that are of 
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relevance for typical applications, although we are probably in position to make a first pass 
estimate. We can be sure, for example, that features with a height above surrounding 
topography of over 1m and aligned perpendicular to the flow will have a substantial effect on 
flow development. Lastly, in terms of accuracy we ideally require each point in the data set to 
be of high accuracy in both the horizontal and vertical. Horizontal accuracy is perhaps less 
important than vertical accuracy, but clearly there is no such thing as too much accuracy in this 
context. This is because small changes in topography may give large changes in such quantities 
as predicted inundation extent and shallow water friction losses. However, small-scale 
topographic variations (such as the ridges and furrows in a ploughed field) impose a lower limit 
on the level of accuracy that could be considered as 'real'. At this level, the data becomes 
indistinguishable from background noise and further increases in accuracy are not worth 
pursuing. In this context therefore, we require a sensor capable of generating height data 
accurate in both the horizontal and vertical directions to, say, ±20 cm at I s. d. 
3.2.2 Integration of topography and mesh 
Initially, the terrain data is used to digitise the boundary of the model domain. At present, this is 
judged by eye from the topographic information of the map or DTM, (and air photos of flood 
extent if they are available), and then digitised by the user, thus allowing for input error. The 
boundary is loosely defined by following the base of areas of steep gradient (e. g., hills adjacent 
to the floodplain) to incorporate the channel and floodplain areas of the reach. Importantly, an 
additional 'safety buffer' outside the predicted maximum inundation extent of the flood to be 
modelled is incorporated, usually given to include the lower part of steep sided valleys. 
Theoretically, when maximum inundation extent is achieved within the flood event, the wetting 
and drying algorithms will allow the flow field boundary to be more accurately defined at some 
distance within the larger user-defined boundary. The initial selection of a boundary 
incorporating a margin of safety may have been underestimated in many areas of the floodplain, 
thus artificially restricting the maximum flood inundation extent. This is particularly true of 
wide floodplains with gently rising topography towards the sides of the floodplain, which 
lack 
the well-defined steep-sided valleys whose walls would naturally inhibit the 
flow. 
A mesh is then generated to cover the extent of the domain as bounded 
by the user, including 
the channel. The shape and size of the elements on the floodplain are governed 
by geometric 
and hydraulic principles, with near equilateral triangles 
being used to increase the accuracy and 
minimise mass conservation errors. The channel elements are typically slightly 
different in 
shape being lengthened into 
longitudinal, irregular triangles in order to reduce the number of 
elements present in the final mesh and provide a 
trapezoidal section. By implementing these 
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channel elements in this manner, the number of elements present in the mesh is reduced by 
about an order of magnitude. The degree of distortion in the downstream direction remains an 
issue but there are a few 'rules of thumb' to establish a suitable level (with a ratio of 4-5: 1 being 
suggested by Bates et al., 1995). Apart from being used to define the boundary of the domain 
prior to mesh generation and the position of the channel, the topography is not used at all to 
define the structure of the mesh. The mesh is generated using a specialist software program. 
TELEMAC-21) is supplied with its own mesh generation package, MATISSE but a commercial 
package such as I-DEAS or one of the many shareware versions available over the Internet such 
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Figure 3.2 - Example of a mesh for a channel andfloodplain domain (Bates et A 1998b) 
Horritt (2000) describes an alternative meshing strategy for generating the channel, which takes 
the local curvature of the channel into account. The method involves moving a cross-section 
along the reach in the direction of a vector determined from the mean direction of the two 
banks. The distance from the start of the reach is measured and if it exceeds a threshold defined 
by the curvature of the channel being modelled, the end of a first set of elements is inserted. 
The process is repeated, and a second threshold is set which prevents overly long elements 
forming in straight sections of the reach. Although this has been shown to offer improvements 
in model results, at present the method remains experimental and uses simplifications 
(such as 
neglecting turbulence) that make it unsuitable for the study of overbank 
floodplain flows. 
Once the mesh is generated, the floodplain topography is then added to the mesh to create the 
model geometry file. This is done using the pre-processing package 
STBTEL. A linear 
interpolation routine takes the nearest topographic data point in the four quadrants surrounding 
each node in the mesh and uses 
distance weighting to the node to calculate an elevation (z) for 
the node. At this stage, the channel topography 
is added by a piece of coding developed at 
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Bristol which 'bums' it into the mesh. The cross-sectional data for the bathymetry of the river 
channel is also added to the final mesh structure. The four points defining the 'trapezoidal' 
channel cross-section are extracted from available field-surveyed cross-sections and linearly 
interpolated along the length of the reach to provide the elevation data for each channel node. A 
check is then made that the volume of the channel is equal to the value of bankful discharge 
measured at gauging stations along the reach. 
The initial application of data, however, may undergo further modifications, on the channel, 
bank and floodplain. This is a result of poor topographic data sets, which might lead to 'pits' in 
the floodplain or false levees being created adjacent to the channel. Where such artefacts are 
observed in the data, their correction (by in-filling) is required to produce a more accurate 
simulation. It must be noted, however, that Bates and Anderson (1996) demonstrated the 
significant effect that a small change in topography (±10 cm) might have on model predictions 
and so such smoothing must be used with caution. 
The topographic data undergoes a two-stage filter effect in its application to a model reach. The 
resolution is first filtered as the raw topographic data are interpolated to forrn a DTM or contour 
lines on a map. A second filtering effect is then applied when the DTM or contour data is 
incorporated with a mesh which is generally at a different resolution to the DTM, (Bates et al., 
1996). This filtration modifies the data used in the model and may remove detail such as 
microtopography, (Figure 3.3). It may also lead to uncertainty in the area of spatial averages 
being used, e. g. contour lines only mark every 5m and thus a given point on a map may be +/- 
1.25m. Combined with the graphical-digital conversion errors listed in Section 3.2.1 and the 
mesh filtration effects, a large error can be introduced into the data, and height estimates may be 
coarsened outside of this error margin. For example, an area delineated as between 10 and 20 m 
on the map may be given a value outside this range if the mesh resolution is not fine enough to 
delineate the individual contours. The same applies to the application of a DTM to the hydraulic 
model. A greater spatial density of nodal points within the mesh would reduce filtration effects 
thus also allowing more of the microtopography to be retained in the model, however the 
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Figure 3.3 -Two-stage topographic filtering effect (Bates et aL, 1996) 
3.2.3 Boundary Conditions 
The boundary conditions required for a simulation of a flood event consist primarily of 
information about the location, ffiction and permeability of the boundaries around the model 
domain. They are the values of the model's dependent variables (u, v, and h) at each boundary 
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A specific file contains the boundary conditions for each boundary node in the computational 
mesh, contained within a single line of information per node. The use of the file assumes the 
conditions remain constant in time throughout the simulation but direct programming of 
additional functions within the model code can be used to override this. 
For TELEMAC-21) three digits within the boundary conditions file are used to describe the 
boundary condition at each node; the first numeral describes the depth conditions at that point, 
the second and third, the velocity component/prescribed flowrate. These boundaries are 
classified as solid or liquid boundaries. Solid boundaries are impen-neable (no flux) and 
incorporate a friction factor. They are found at the sides of the reach and at the bed of the 
model. Liquid boundaries are permeable (allow flux across them) but are difficult to impose as 
they suppose the existence of an area of fluid outside of the domain but which can influence the 
operation of the model. Hervouet and Van Haren (1995), deal with this in TELEMAC-21) by 
describing 4 types of liquid boundary condition; entry and exit with torrential flow (Froude 
number >1= supercritical) and entry and exit with tranquil flow (Froude number <1= 
subcritical). Incident waves, prescribed flowrates and prescribed downstream elevations are 
incorporated in these conditions. For fluvial applications, liquid flux boundaries are assumed at 
the inflow and outflow to the reach and the boundary conditions are assigned from gauging 
station measurements from both ends of the modelled reach. The upstream boundary is usually 
set from the flowrate time series and the downstream boundary as the water elevation time 
series as measured at flow gauging stations. This results in a well-posed problem according to 
the Method of Characteristics, provided there is no recirculation at the downstream boundary. If 
a river is ungauged at the top of the modelled reach, a catchment hydrology model can be used 
to create an inflow record for a particular storm event. Alternatively, a free downstream 
boundary or fixed stage can be used if this is not known, although here the problem is clearly 
less well posed. 
3.2.3.1 Application of boundary conditions 
The default configuration used in the modelling of a flood event indicates a closed boundary 
with no-slip or friction and this is assumed for all the solid boundaries along the side of the 
domain. The upstream liquid boundary (inflow) is set as an open boundary of freely varying 
depth and prescribed flowrate to describe a tranquil inflow. The downstream liquid boundary 
(outflow) is set as an open boundary with prescribed depth and freely varying velocity to 
describe a tranquil outflow. By definition, neither liquid boundary incorporates a friction factor. 
The relevant flowrate and depth are coded by the user into the model simulation's steering file. 
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As discussed in the previous chapter, these flow conditions are typical of a lowland flood, which 
usually compfises gradually varying flow that may lead to inundation over a long timescale 
Several physical parameters need to be defined before proceeding with a model simulation of 
most free surface flows in TELEMAC-213, including the Coriolis force, wind speed and 
atmospheric pressure. For the modelling of flood inundation, the implementation of these 
parameters is determined to have little significant effect on the model results. The Coriolis force 
only applies to the study of ocean basins and not to relatively small-scale studies such as reach- 
scale flood modelling, and the wind speed and pressure are also assumed to be negligible apart 
from in lake or ocean circulation simulations. Thus, the only parameters that need defining for 
these scenarios are bottom friction and selection of a turbulence model. 
3.2.3.2 Bottom Friction 
There is no exact measure of friction in nature that can be practically implemented, thus a 
selection of empirical equations, which in part derive from each other, have been developed 
over the years to provide a friction estimate, (Hervouet and Van Haren, 1995). TELEMAC-213 
includes options for the most common of these friction laws, which vary in how they utilise the 
input data to provide a friction coefficient for the governing equations. The options available 
are no friction, linear friction, Ch6zy's law, Strickler's law, Manning's law and Nikuradse's 
law. 
Friction is assumed to be a quadratic function of velocity in a two-dimensional model. This is a 
result of the extension of uniform flow theory (no friction, or linear friction), however flow is 
not uniform under flood conditions and thus the first two options are seldom used in practical 
applications, (Hervouet and Van Haren, 1995). The next three options are related in the manner 
in which they calculate a friction coefficient, which is then converted to force terms (Sx and Sy) 
in the x and y directions. These terms are then applied at each node in the domain throughout 
the simulation, as part of the source terms for the St. Venant equations already described in the 
chapter, (Equations 3.2 and 3.3). Nikuradse's law differs slightly as it calculates a friction 
coefficient from the water depth and the grain size of the bed material. Again, for further 
information on the individual friction laws, the reader is referred to Hervouet and Van Haren, 
1995. 
With the quadratic friction laws being so closely related, the law used in the modelling process 
depends on the user. However, Manning's law is the most cominonly used in the field of fluvial 
modelling due to the work of Chow who, in 1959, published a table of Manning's coefficient 
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values for use in engineering applications. This has fonned the acknowledged standard ever 
since. 
If the friction is constant in time and space, a single coefficient value can be included with the 
appropriate law in the model simulation steering file otherwise the user must define the 
coefficient on a point-by-point and timestep-by-timestep basis within the code. In reality, 
friction is rarely constant in time and space. It varies spatially throughout the floodplain reach 
due to differences in vegetation (hedges, pasture, crops, grain size in bed materials) and it varies 
temporally through vegetation bending under the pressure of water depth and velocity, 
(Rahmeyer et al., 1996; Kouwen and Li, 1980; Klaassen and Van der Zwaard, 1974; Kouwen 
and Unny, 1973). These changes remain difficult to measure in the field as the controlled 
environment required to isolate the friction coefficient in the flow equations does not exist. 
Laboratory studies using physical models have been carried out on different grain sizes in the 
channel. However the scale of such studies means that substitutes for floodplain friction, such as 
plastic matting for grass, are used and thus values for the actual vegetation components are not 
obtainable, only a rough approximation. Such factors make it difficult to assign a single value 
(or series of values) to the friction coefficient and thus a reliance on derived engineering values 
(as described above) and spatially and temporally lumped parameterisations has developed. 
3.2.3.3 Turbulence Model 
As discussed in the previous chapter, the modelling of turbulence is complex and at best, a 
rough approximation to the actual physical processes. TELEMAC-21) offers the user three 
options for the modelling of turbulence which are commonly offered in similar packages of this 
class. These are using a constant viscosity coefficient (zero equation), a mixing length model 
(one equation) and a k-epsilon model (two equation). Higher order approaches are only relevant 
for three-dimensional models, (Hervouet and Van Haren, 1996). 
The constant viscosity coefficient is used to represent the molecular viscosity, turbulent 
viscosity and dispersion in the vertical due to the depth averaging, which are assumed to be 
constant throughout the domain. Its value is typically higher than the molecular viscosity of 
water (10-6 rnýs-) taking into account its inclusion of turbulent viscosity as well, and typically 
has values in the range of 0.01 - 1.0 m2s-1. The value of the coefficient affects recirculation 
in 
the model, with lower values dissipating the smaller eddies. This model is thought to 
be valid in 
situations of simple flow for preliminary or exploratory analysis as 
it is computationally 
efficient, however it is an oversimplification 
(Bates et al. 1996). 
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Elder's model is a ri-ýxing-length model derived from kinetic gas theory, which separates 
longitudinal and transverse dispersion terms. The main disadvantage with this model is its lack 
of generality as it depends on the distance from the channel wall, (Hervouet and Van Haren, 
1996). 
The third modelling option is the k-epsilon model, which is the most commonly used, as it can 
be applied relatively easily to most practical flow problems and does not require calibration. In 
the two-dimensional, depth-averaged model, the turbulent viscosity of the flow is expressed as a 
function of the turbulent kinetic energy and its dissipation rate due to bed shear. 
3.2.3.4 Wetting and Drying 
During a flood event, the inundation front will pass over previously dry zones and may only 
partially inundate particular elements, (Figure 3.4a). The exact position of the boundary is not 
known a priori but must be determined by the state of the fluid at the boundary. Therefore, 
when considering unsteady channel-floodplain flows, there is also a need to consider the 
division of the spatial domain, particularly the need for finer resolution in areas where the 
boundary position is subject to sudden change, e. g. in areas of complex topography. Problems of 
numerical stability often occur in the partially wet/dry zones, where divisions by the water depth 
(h) in the calculations, can cause spurious terms to appear as h tends towards zero. Bates and 
Anderson, (1993), describe these problems in detail. 
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Figure 3.4 - Representation offree surface in TELEMAC-2D showing (a) actualfree surface 
on a partially wet element, (b) element remainingfully wet, (c) element exclusion method, 
/- P- 
(ajter Smith et al., 1997) 
Until 2000, TELEMAC-213 possessed two options for coping with the wetting and drying of the 
domain during a flood event. First a check is made for each element to test for the existence of a 
partially wet element. If the bed elevation for a particular node, Zf2 with depth h2, is greater 
than the water surface elevation (Zfl + hj) at one of the other nodes in that element, then the 
element is defined as partially wet. The two options that can then be implemented are as 
follows, (Bates et al., 1996): 
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40 Partially wet elements are retained within the solution domain. The model interpolates a 
spurious non-zero lateral free water surface across the element (see Figure 3.4b). The 




Equation 3.4 al '5 dx 
0 
where z= free surface elevation. 
In partially dry elements, the spurious free surface slope thus results in an over-prediction of 
flow velocities. A better approximation of the water surface slope is to create a new water 
surface elevation(Z2)for the dry node and this is defined in the momentum equation as: 
Z2 7- Zfl + h2 Equation 3.5 
hi addition, as only the momentum equation is modified mass conservation properties are 
not affected. 
Alternatively, the dry element can be excluded from the domain, (Figure 3.4c). In 
TELEMAC-21), this is achieved by keeping the elements spatially fixed in the mesh but 
cancelling their implementation through the use of an array set to 0 for dry elements and I 
for all the others. This simulates the presence of an 'artificial wall' along the boundary 
which may mean that frictional losses beyond the wall, often quite large for shallow flows, 
are not properly accounted for and spurious disturbances (oscillations) may propagate from 
the boundary. In addition, mass is not conserved, as water is 'lost' from the model domain 
by excluding that which is inundating the excluded element. 
Alternative methods have been proposed in water resources modelling that involve adaptive 
techniques that re-mesh and reassign nodes throughout the simulation as the flow boundary 
moves across the domain (often referred to as the moving boundary technique). These have 
proved difficult to implement due to their high computational costs and the uncertainties in the 
direction and velocity of nodal movement in situations containing complex topography, (Bates 
and Hervouet, 1999) and are therefore not investigated further in this research. 
The most recent approach divides the elements using a pseudo-porosity treatment in which 
elements make the transition between 
fully dry, partially wet and fully wet according to the flow 
boundary position, (Bates and Hervouet, 1999). A domain coefficient is used to define the 
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proportion of water in an element that is available for flow. The flow boundary is approximated 
in partially wet elements by using the domain coefficient to scale the simulated elemental water 
volume to the actual elemental water for each time step. This allows for a smooth transition 
between fully wet and dry states. The potential of this new wetting and drying algorithm is 
examined in more detail in Chapter 6. 
3.3 Summary of the TELEMAC-2D system 
The various data requirements of the TELEMAC-2D system are met by a number of user- 
specified data files. These are surnmarised in Table 3.2. 
File Name Description 
Geometry Binary file produced by mesh generator containing no. of mesh 
points, their co-ordinates, the connectivity table linking the points 
and the elements they form. A topographic height may also be 
assigned to each point by the pre-processing package. 
Steering Text file that acts as the control panel for the simulation. Values 
required for the simulations that are not the pre-defined defaults are 
entered here. 
Boundary Conditions Formatted text file that specifies the conditions present at the 
boundary of the model such as the friction and impermeabilty. 
Bottom Topography Text file of topographic data that the model interpolates onto the 
mesh if the data is not already incorporated in the geometry file. 
Fortran Text file containing all subroutines that have been modified by the 
user. 
Previous Computation Results file of a previous computation from whichTELEMAC-2D 
uses the values at the last time step to continue a simulation. 
Particularly utilised to form the steady state conditions at the 
beginning of a dynamic simulation. 
Formatted Data File supplying additional data to the program e. g. inflow data, 
variable friction coefficients. 
Table 3.2 - Data Files required by the TELEMAC-2D system 
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3.4 Model Application 
The data requirements for the model have been discussed and the issues involved in the 
parameterisations typically utilised in a simulation of a flood event have been presented. This 
section moves on to consider how the TELEMAC-213 program is applied to a typical floodplain 
flow-modelling scenario and considers issues of calibration and validation. 
There is a need to specify the values of u, v, and h, at each node for t=O as the model does not 
have information as to what has occurred within the domain prior to the simulation. This is done 
by the specification of the initial conditions as follows: 
" In the absence of velocity data, the initial velocities, u and v, are in a steady state (where 
flow does not vary with time) at bankful discharge; 
" In preparation for the flood event to be modelled, the water depth, h, is set to bankful. 
This initial parameterisation of the model is achieved through the specification of the data files 
(as discussed in Section 3.2 and 3.3). In practice, rivers are seldom found in a 'steady state' 
therefore it is important to select a start point that most reflects the above assumptions. It must 
be remembered, however, that these initial conditions are artificial and none of the values may 
be present within the domain at the actual t=O of the flood event to be modelled. The true 
conditions are impossible to know a priori and hence the above approximation must be 
employed. The model is then run in one of two ways; 'steady state' or 'dynamic'. 
3.4.1 Steady State Runs 
The model must be run to 'steady-state' before the simulation of the dynamic flood event takes 
place. This is achieved by holding the boundary conditions of the simulation constant. In a 
steady state run, the simulation is run with constant boundary conditions until the inflow 
matches the outflow (allowing for a small mass-conservation error) to produce a steady state at 
its conclusion from a model initially lacking through-flow. The natural condition of the model at 
the beginning of a simulation is that of differing discharges across the upstream and downstream 
boundaries of the reach. A prescribed flowrate is set at the upstream boundary and a constant 
stage is prescribed at the downstream boundary, with these conditions set to equal those 
required at the start of the flood event to be modelled, i. e. just below the 
bankful discharge and 
in a portion of the flow hydrograph that most closely resembles a steady state. 
The setting of the 
downstream boundary also prescribes the constant water stage to be achieved along the length 
of the reach and this usually equates to 
just under the bankful discharge of the reach. This 
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method also ensures numerical stability in the main simulation and the length of the model run 
is open-ended, depending only on when the steady state is achieved. 
3.4.2 Dynamic Runs 
The dynamic run is the main part of the model. It simulates the flood event occurring over a 
user-defined period. In addition to the model parameters needed to provide the initial 
conditions, time-varying boundary condition flow data is required which is usually obtained 
from gauging stations at the upstream and downstream boundary of the reach for typical 
flooding problems. The upstream gauging station provides the varying flowrate data and the 
downstream gauging station provides the varying stage data. 
The duration of the run is determined by the precise flood event to be modelled but the user 
must define the timestep to be used. The size of the timestep should not affect the numerical 
stability of the simulation, as the numerical model fori-nulation is implicit. However, too large a 
timestep may lead to a poor quality simulation, (Bates et al., 1996). 
3.4.3 Calibration 
As discussed in Chapter 2, calibration is a complex issue with regards to numerical models. The 
current method employed in most models is to vary one or more sets of parameters within a 
physically realistic range, and in TELEMAC-213 these are usually the bed friction coefficients. 
The only data usually known against which to calibrate are the downstream and bankful flow 
discharges. In some situations, there may be additional data in the form of flood inundation 
extent data from aerial photographs but this is rare. Calibration usually proceeds by varying the 
values of the bed friction coefficients for repeated simulations until a close match between the 
predicted downstream hydrograph and the actual downstream hydrograph of the event being 
modelled is achieved. Calibrating the model in this way compromises the physical basis of these 
parameters and it is also assumed to be a 'blanket coverage' compensation for all the known 
errors present in the model results. The calibrated parameters are also often applied directly to 
another model simulation as a certain degree of uniformity between scenarios is sometimes 
assumed. 
With bed friction coefficient as the calibration parameter, a spatially lumped calibration is often 
used as the available calibration data do not support a more complex spatial disaggregation of 
friction. Equifinality, where different calibrations may produce the same results, may also occur 
making it impossible to define the 'correct' calibration, (Bates et al., 1998). It 
is also difficult to 
calculate a spatially varying friction parameter set 
for a reach without inducing feedback effects 
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in the results due to the impact one friction value may have on the flow in another area further 
up- or downstream with a different friction coefficient. However, studies by Bates et al., (1996) 
conclude that with hydrograph data and calibration over the reach-scale, a single channel and 
single floodplain friction coefficient are usually sufficient. 
3.4.4 Validation 
The model can be validated using a variety of model results including the outflow hydrograph 
and the inundation extent. However, it has been shown that several different parameter sets may 
produce the same outflow hydrograph (equifinality as discussed above). Thus, internal process 
validation using inundation extent and local hydraulics is the best method of validating the 
model and this can be achieved by using remotely sensed images and/or internal gauges. 
Bates et al., (1998a) state that the absence of sufficient validation studies for two dimensional 
finite element codes has limited further model development in areas such as friction and 
calibration. Their study used both external and internal validation procedures on results of 
TELEMAC-21) simulations of a series of rivers of differing reach scales, flow events and flow 
regimes. The authors concluded that discharge measurements currently used in external 
validation may be inaccurate but the level of error present in methods, such as the use of the 
rating curve, relative to the model error, cannot yet be ascertained. This implies that the 
comparison of such field data (with unquantifiable errors) to model results may lead to a 
relatively weak test of the model. Internal validation is therefore encouraged, particularly the 
use of spatially varied data sets such as of flood inundation extent which will in turn enable 
spatially varied calibrations to be employed, particularly the provision of spatially distributed 
friction surfaces. At present, such a solution is hindered by the infrequent capture of a river in 
flood showing the maximum inundation extent and thus data collection is required over a long 
time-scale in order to capture these events (Fawcett et al., 1995). 
3.4.5 Post-processing of results 
A graphics package, RUBENS, is provided with the TELEMAC-213 system. The interactive 
package reads in the binary results file produced during the model simulation and provides a 
selection of user-defined displays. These include plots of velocity, depth, free-surface and other 
used-defined variables for each node in either planimetric or cross-sectional view using the 
following visual tools: 
* Mesh plots 
0 Vector fields 
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* Contour lines 
0 Coloured surfaces 
0 Space profiles 
9 Time profiles 
RUBENS also has the facility to superimpose measurements and graphics. Moreover, it can be 
used to manipulate and display externally sourced visual data appropriate to the model results. 
3.5 Specific research design 
In TELEMAC-213, the topography is one of a number of boundary conditions and physical 
parameters, such as the turbulence model and the friction coefficient, which also impact on the 
model predictions. However, in the quest to improve process representation in the model, the 
representation of turbulence and friction are well-established and researched problems, but 
topographic data provision is relatively unstudied with regards to its impact on the model. Thus, 
it is hoped that by improving topographic representation, through the better identification and 
definition of the problem, at both the grid and sub-grid scale, substantial improvements in our 
ability to simulate reach-scale flood flows will be effected. The research can thus be 
summarised as follows: 
0 In Chapter 4, the increased availability of high-resolution data sets is examined. A high- 
resolution data set which represents the complexities of topography present in the typical 
lowland floodplain environment will be selected for a given river reach. It will then be 
compared to the highest resolution O. S. topographic available for the whole country, the 
Land-Fonn PROFILE DTM data (Section 3.2.1), by its use as the elevation data in a series 
of simulations of known flood events on the chosen river reach. This elevation data has 
formed the standard topographic data set used to date in reach-scale simulations and it will 
thus provide a standard against which to test improvements in data representation in later 
chapters. 
Chapter 5 will concentrate on improving the representation of the novel high-resolution data 
in the model. Research in this chapter will quantify how much data is actually required to 
represent the domain's terrain within the known error margins of both the data and the 
model structure. Alternative interpolation routines for combining the data with the existing 
mesh structure will also be assessed in order to find the optimum method in terms of 
n-ýinin-iising interpolation error and maximising computational efficiency (Section 2.5.2.2). 
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9 Chapter 6 moves on to examine the new wetting and drying option available in TELEMAC- 
2D which to date has been limited in its implementation, having only been tested 
theoretically due to the lack of suitable elevation data. The representation of sub-grid 
variability has been highlighted as being important generally in the representation of the 
floodplain domain and it is particularly relevant to the development of improved wetting 
and drying algorithms (Section 3.2.3.4). For the first time, high-resolution data sets will 
allow a direct parameterisation of the sub-grid topography that can be used to 'by-pass' the 
fractal or planar assumptions typically used in the algorithm. However, the data will also 
provide a method by which the assumptions can be tested and, if found to be true, may 
reduce the data dependency of the algorithm. 
9 Finally, Chapter 7 will examine the issues surrounding mesh generation and will propose 
new methods which take into account the mesh topography. This is important in the 
definition of the node positions and element sizes, in order to maximise topographic 
representation of hydraulically important floodplain features (Section 2.5.2.4). Alternative 
methods of mesh generation will be examined which take into account the location and 
scale of variation in the topography and their suitability for the hydraulic modelling of 
floodplain modelling will be assessed. Finally, the optimal interpolation method proposed at 
the end of Chapter 5 will be incorporated into the model along with the wetting and drying 
algorithm of Chapter 6 to provide a comprehensive template for future model developments 
using improved high-resolution topographic data. 
3.6 Summary of Chapter 3 
This chapter has outlined the TELEMAC-21) model. It has been shown to be a well-specified 
commercial code applicable in a number of flow modelling scenarios. Its structured code allows 
for its further development in a number of areas. This chapter has highlighted that the definition 
of topographic parameterisation is one of the model's main weaknesses for practical 
applications. 
In Chapter 4, recent advances in topographic data capture are examined. A number of new data 
sets that offer the capacity for high spatial and temporal resolution elevation data are 
found to 
exist. The chapter will thus examine the potential that exists for providing data commensurate 
in 
resolution with that of the current mesh for reach-scale studies by comparison with the standard 
O. S. topographic data set that is presently utilised. 
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Chapter 4 -Topographic Remote Sensing 
In the previous two chapters, the advantages of flood modelling using the latest generation of 
two-dimensional hydraulic models were outlined. However, the models were shown to be 
limited in their accuracy and application due to a lack of full integration with topographic data 
of sufficient density and accuracy for parameterisation of the model domain. In this chapter, we 
begin by reviewing sensors capable of measuring topography and discuss their application in a 
number of research areas to date. The suitability of each sensor to provide high-resolution 
accurate topographic data is also discussed within the chapter and the sensor that can best fulfil 
the specification to enable optimum model development will be selected. Initial results using 
the existing model format for a specified field site are then presented and further objectives for 
the optirrýsation of both the data and the model are presented in the conclusion of the chapter. 
4.1 Topographic Data 
Before examining the different forms of sensors available for topographic remote sensing, it is 
important to define the concepts that govern topographic data capture. In particular, the 
underlying concepts of different coordinate systems, their translation to maps and DTM's and 
their relative accuracy and precision, must all be considered and these issues are examined in 
brief in the following section. For a more comprehensive study of the issues involved in 
topographic mapping using different coordinate systems, the reader is referred Ordnance 
Survey, (1999a). 
4.1.1 Coordinate S stems y 
Contrary to popular belief, the earth is not round. In fact, a slight bulge at the equator means that 
it is most closely described as a 'biaxial ellipsoid', a three-dimensional figure generated by 
rotating an ellipse about its shorter axis, (Figure 4.1). This axis approximately coincides with 
the rotation axis of the Earth, (Ordnance Survey, 1999a). Points on the earth's surface are then 
detem-lined, 'relative' to this simplified shape. 
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Region of best fit 
Figure 4.1 - Greatly exaggerated representation of a cross-section through the Earth 
showing cross-sections of a globally bestfitting ellipsoid and a regionally bestfitting ellipsoid. 
(Ordnance Survey, 1999a) 
This general ellipsoid works well for studies concerning the location of points over the entire 
surface of the Earth, however for smaller scale studies, other ellipsoids are found to describe the 
regional shape more accurately (Figure 4.1). Examples of this include the GRS80 (Geodetic 
Reference System 1980) which describes the entire Earth's surface and the Airy 1830 ellipsoid 
which describes the shape of Britain better than the GRS80 but which is not applicable in all 
other areas of the world. Although most topographic mapping projects now utillse global 
ellipsoids, (Cooper, 1998), due to their dependence on GPS (discussed in Section 4.1.1), the 
regional ellipsoids are still incorporated into most of the national mapping systems necessitating 
a transformation of the coordinates between the two systems. 
In order to ascribe an elevation value to a given location on the Earth's surface, it is essential to 
define the 'level surface' which is the reference surface that is at 'zero height'. Gravity must be 
taken into account in defining this level and thus the level surface is defined as 'everywhere at 
right angles to the direction of gravity', (Ordnance Survey, 1999a). Although, in general, the 
direction of gravity is towards the centre of the Earth, complex topographic surfaces and 
variations in the Earth's density means this is not always so. Precise gravity studies are therefore 
needed to determine the global reference level. Convention dictates that the particular level 
surface chosen, as being of constant 'zero height', is that which is closest to the average surface 
of all the world's oceans. This resulting three-dimensional shape is termed the 'Geoid'. It is 
almost an ellipsoid in shape and whilst an ellipsoid matches the Geoid to better than 200m 
everywhere on its surface, the Geoid has the property that every point on it has exactly the same 
height across the entire surface of the Earth, (Ordnance Survey, 1999a). 
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Local geoids also exist; they are parallel to the global Geoid but 'offset' (Figure 4.2). These are 
defined by the mean sea level using a tide gauge. In UK, this is demonstrated by the tide-gauge 
in Newlyn, Cornwall, against which all heights in the UK are measured and it only differs from 
the global Geoid by about 80cm. This mean sea level is then continued under land to produce a 
local geoid model (Ordnance Datum Newlyn) and seven hundred thousand Ordnance Survey 
benchmarks exist across the UK where the distance beneath each benchmark to the local geoid 
is known. 
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Figure 4.2 - The relationship between the Geoid, a local geoid model (based on a tide-gauge 
datum), mean sea level, and a reference ellipsoid. 
(Ordnance Survey, 1999a) 
The origin of a given coordinate system and its spatial relationship to the Earth is described by 
the geodetic datum or Terrestrial Reference System (TRS). Again, this is described by a 
reference ellipsoid and defined by eight parameters comprising: 
0 The three-dimensional location of the origin; 
0 The three-dimensional orientation of the axis; 
The size of the ellipsoid; 
The shape of the ellipsoid. 
Examples of datums include the WGS84, the OSGB36 and the ODN. 
Finally, in order to utilise a given coordinate system, a network of reference points with known 
coordinates is required, to provide a Terrestrial Reference Frame (TRF). Prior to the satellite 
age, the UK network consisted of the 
OS triangulation pillars but this role is now filled by the 
use of GPS satellites. Two coordinate systems are commonly used 
in the UK and it is important 
to understand both; WGS84 and 
OSGB36. 
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4.1.1.1 WGS84 from GPS 
Advances in satellite technology have led to the Global Positioning System (GPS). This is a 
network of 24 military satellites above the Earth that broadcast their location using the WGS84 
(World Geodetic System 1984) datum to receivers on the ground. The signal from three 
satellites is the minimum number required to obtain the X, Y, Z coordinates of the receiver but 
the presence of a fourth satellite signal helps to reduce timing errors and further improve 
accuracy, (Twigg, 1998). A full definition of the WGS84 definition can be found in Ordnance 
Survey (1999a), but, in essence, its origin is at the Geocentre (the centre of mass of the Earth) 
and is therefore used for positioning anywhere on the Earth's surface. A network of 13 tracking 
stations operated by the U. S. Department of Defence tracks their positions. The quality of the 
satellite coordinates depends on the known coordinates of the tracking stations and these have 
improved from about 10m accuracy initially, to better than 5cm at the last revision in January 
1999, (Ordnance Survey, 1999a). However, this level of accuracy has only recently become 
available to the public. Prior to May 2000, a feature known as Selective Availability (SA) was 
used to degrade the positional accuracy of the satellites broadcast to civilian GPS receivers. This 
meant that a single civilian GPS user on earth could not locate their position with less than 
100m accuracy. Although this has now changed, any data referenced to using GPS in this 
research will have been subject to SA. One way to improve the accuracy is to use differential 
GPS. This method uses two GPS receivers, one in a fixed position on a known point and the 
other above the position to be determined, and the vector difference between there locations is 
used to improve the positional accuracy of the readings to within lcm, (Twigg, 1998). 
Two other TRF's are available to the British user; the International Terrestrial Reference Frame 
(ITRF) and the European Terrestrial Reference System 1989 (ETRS89), utilised by Ordnance 
Survey for the location and definition of points in Britain to repla ce the traditional theodolite 
surveying and triangulation networks. For a more detailed analysis, the reader is again referred 
to Ordnance Survey (1999a), however, the importance of these alternative systems is that they 
provide more accurate realisations of the WGS84 datum than the military system (to within 
millimetres of the WGS84 datum for a single unit). The emphasis is, however, on the end user 
to perform the necessary calculations to relocate the data whilst the military satellites give an 
instantaneous location. 
4.1.1.2 OSGB36 
This is the standard horizontal coordinate system used by the Ordnance Survey in all national 
mapping. It comprises a datum defined by the Airy ellipsoid and a TRF, traditionally measured 
using theodolite survey methods 
from triangulation pillars but more recently replaced by GPS 
64 
Chapter 4 -Topographic Remote Sensing 
survey transformed by a Transverse Mercator projection to a planar coordinate system for use in 
mapping. This was formerly supplemented by vertical height data from the TRF of the 
Ordnance Datum Newlyn but has again been more recently replaced by a height location given 
by GPS- 
As shown above, there is no single coordinate system defined for the Earth. The result of this is 
that a single location, defined by different coordinate systems may be located by these systems, 
up to 200m apart. The error caused by this data is significant and therefore it is important to 
know which system is being used and how it is defined, (Ordnance Survey, 1999a). In addition, 
topographic information for modelling is required in the form of plane coordinates. These 
reference a location of points or features with respect to a two-dimensional plane surface that 
represents the curved three-dimensional Earth's surface. The mathematical procedures that 
provide these transformations are known as map projections and different projections are used 
to minimise the distortions and discontinuities created in the map by the conversion process 
according to the application. In the UK, the map projections are usually the National Grid 
projection or the Universal Transverse Mercator projection. The difficulties inherent, both in 
comparing them and in transforming from one system to another, are examined in the next 
section. 
4.1.2 Accuracy, Precision and Error 
The mathematical process of converting the coordinates of a point from one location to another 
is known as 'geodetic transformation'. Usually, the transformation is between two different 
TRIF's realised from two differing geodetic datums. Because the TRIF's are not perfect 
realisations of their respective datum's, it is impossible to specify an exact transformation, 
instead, giving a best estimate with a statistical measure of its quality. Differences in the 
location of the points common to both coordinate systems are used to produce this best estimate. 
The degree of error present depends on the patterns of errors present in the two TRIF's (often 
characteristic of their method of production), and how the transformation then takes account of 
those errors. Transformations between various coordinate systems are again discussed in some 
detail in Ordnance Survey (1999a). In summary, errors resulting from transformations from 
WGS84 (ETRS89) to OSGB36 are not standard throughout the UK, some areas having errors of 
up to 4m. The average transformation values from WGS84 to OSGB36 for the UK are shown in 
Table 4.1, and Figure 4.3 summarises the stages in the conversion procedure. Alternate 'rubber 
sheet' transformations exist which are applicable to specific regions in the UK where the 
transformation is local to a lkm grid resolution. 
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Stage Parameters WGS84 to OSGB36 Notes 
Datum Transformation Delta X -375 m Average values for 
Delta Y Ill m England, Scotland and 
Delta Z 431 m Wales 
Ellipsoid Semi-major axis 6 377 563.396 rn. Airy ellipsoid 
Flattening 1/299.324 964 6 
Pro . ection system J Latitude of origin 49' north United Kingdom 
Longitude of origin 2' west transverse Mercator 
False Easting 400 000 m 
False Northing -100 000 m 
Central scale factor 0.999 6012717 
Geoid Geoid height -2.0 rn. to +3.5 m Depends on location 
Table 4.1 - Required information for coordinate transformations (Twigg, 
1998) 
GPS X, Y, Z 
requires datum transformations 
parameters 
local X, Y, Z 




el. lipsoidal height 
requires projection system 




Figure 4.3 - Transformation of 
WGS84 coordinates to OSGB36 coordinates (Twigg, 1998) 
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Errors may arise in additional ways in the measurement of vertical height using the ODN datum 
and TRF. It does not take into account variations between the mean sea level at Newlyn and the 
Geoid; it must be remembered that they are not the same thing. Britain lies in a 'sea surface 
topography valley' meaning that the mean sea level around Britain is lower than the Geoid by 
about 80cm. Also, as the mean sea level is measured only at one location, 'slope error' may be 
introduced where the model is tilted ever so slightly away from this point. The actual error is not 
known but is estimated to be approximately 20cm across the 10OOkm extent of the local geoid 
model. Errors may be introduced during benchmarking; many were measured as early as 1912 
and most have not been checked since the 1970's. Consequently, benchmarks may have moved 
and there may be errors in the original computations. Position location of the GPS receiver can 
also be affected by the geometry of the satellite configuration. 
So, given the above constraints in topographic mapping, how do we define the error present in 
the data? Cooper (1998) defines the three types of error present in photogrammetry and the 
associated statistical terrns used to measure the quality of the data: 
1) Random error - the normal variation expected during the measurement process which is 
unavoidable, subject to chance and can be estimated using statistics. Precision describes 
random error in a data measurement. 
2) Systematic error - occurs with inexact models and poorly calibrated equipment. This 
I 
error is avoidable in theory and can be minimised in practice. Accuracy is a measure of 
quality with respect to systematic error in a data measurement. 
Blunders - avoidable mistakes made during measurement, often as a result of incorrect 
procedures and human error. Reliability is the detection of blunders and their impact on 
a data measurement. 
It is important to detect and (quantify if possible) errors and their sources as undetected errors 
can lead to invalid conclusions being made both about the accuracy, precision and reliability of 
the data and the physical process or surface it represents. Traditional statistics, such as least 
squares estimation, confidence tests, variance and covariances, are usually used to measure the 
data quality, although the field of geostatistics (statistics developed for spatially dependent 
variables such as topography) is increasing used and will form the basis of much of the research 
in following chapter. 
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4.2 Topographic sensors 
The sensors capable of measuring topography can be broadly categorised into two groups; 
sensors operating in the optical spectrum (such as Landsat Multi-Spectral Scanner, Airborne 
Thematic Mapper and aerial photography), and ranging sensors (Synthetic Aperture Radar, 
Light Detection and Ranging, radar altimeters), (Figure 4.4). This research is more concerned 
with the efficiency and accuracy of the data obtained from these sensors and their applicability 
to flood modelling scenarios than their physics, thus only brief description of the sensors and 
techniques is provided. For a more detailed study of the physics of the individual sensors, the 
reader is referred to Lillesand and Kiefer, 1994. 
Optical Ranging 
r 
Sp c or 
S 
Sensors Sensors 
Aerial Sa V1ý 
fSpaceborne 
Radar 
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Photography Images SAR Altimetry 
Figure 4.4 - Topographic Sensors by Type 
4.2.1 Optical Sensors 
Aerial photography has been used for several years in the traditional production of topographic 
maps and Digital Elevation Models through the technique of photogrammetry, (Dixon et al. 
1998). Two overlapping photographs (a stereopair) of the same area are taken from 
different 
positions. It is observed that the relative positions of the objects lying closer to the camera 
(at 
higher elevation) will appear to move more between the photos than objects 
further away from 
the camera (at lower elevation). Thus the change in relative position 
is known as a parallax 
effect and can be quantified and related to terrain 
height. An automated system is used to 
measure the stereopair and produce a 
distortion-free topographic map that can also incorporate 
contour lines, (Lillesand and 
Kiefer, 1994). It is widely acknowledged as one of the most 
accurate and complete means of measuring 
terrain height, (Baltsavias, 1999a, 1999c) and a 
comprehensive review of recent 
developments in photogrammetry for topographic mapping is 
provided by Konecny 
(1995). However, despite its automation in recent years, it remains 
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computationally intensive when compared to some of the other techniques reviewed later in this 
chapter. It is often used in conjunction with other data sources; Fox (1995) compiled three types 
of aerial photography, geo-referenced satellite imagery, surveyed and satellite image-derived 
control points to generate contours for a snowfield. By combining these data sources, a 
horizontal and vertical accuracy of better than ± 5m was achieved. 
In contrast, very little work has been done until recently on the use of optical imagery, 
specifically from satellite sensors, for topographic mapping. The majority of topographic maps 
that have been produced use the stereopair imaging technique described previously. For 
example, Rao et al. (1996) describe the use of IRS-IA data and digital photogrammetric 
methods to computer a DTM where 90% of the root mean squared errors (RMSE) are less than 
40m. Alternative methods have been investigated with studies such as Bryant and Gilvear, 
(1999) using the exponential decrease of radiation penetration from the Airborne Thematic 
Mapper sensor through a water column to measure the bathymetry of a river channel. Another 
recent study used a Landsat MSS image to create a Digital Elevation Model of an ice-cap in 
Svalbard using a shape-from-shading technique which resulted in an estimated root mean 
squared error of 14m, (Bingham and Rees, 1999). This error is quite large when compared to 
later sensors but the coverage of Landsat MSS means this may be a viable alternative where 
coverage from more accurate sensors is absent. 
4.2.2 Ranging Sensors 
The majority of satellite sensors used for topographic mapping are in this group. Their success 
in this application stems from their use of active radiation which works in all weather conditions 
and which are comparatively unaffected by the land cover of the terrain they are measuring. 
Both synthetic aperture radar and radar altimetry are used in topographic mapping, but, at 
present, the latter has relatively poor spatial resolution and is predominantly used for the 
mapping of sea-surface topography and large scale water bodies (Koblinsky et al., 1993). 
Therefore, this offers no improvement over the standard methods of topographic 
parameterisation discussed in the previous chapters and thus will not be considered 
further in 
this research. Again for a fuller treatment of the sensor principles discussed 
in this section, 
please refer to Lillesand and Kiefer, (1994). 
4.2.2.1 Synthetic Aperture Radar 
Synthetic aperture radar (SAR) uses a series of radio wave pulses to determine the 
distance of 
terrain features, (Orwig et al. 1995). 
The waves are transmitted as a series of short, pulses 
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directed towards the ground and the time taken for the pulses to be reflected back to the sensor, 
and the strength of the return is measured. In common with aerial photography, stereopairs are 
commonly utilised to measure the terrain displacement due to a parallax effect in order to 
produce topographic maps. Desai (1997) produced a feasibility study of extracting topographic 
information from spotlight mode SAR. The two axes of a SAR scan reveal a phenomenon 
known as radar image layover, where the elevated object appears closer in a range image than in 
an image of the cross-range. Thus, the height of the object can be calculated from the difference 
in layover between the two images. Accuracy increases as the angle between the image planes 
increases but there is a corresponding decrease in image brightness, and the enforced 
compromise between the two degrades this methods usefulness for precise measurements. 
Alternative uses of SAR imagery have also included Schuler et al. (1998,1996) who used 
polarimetric SAR data to measure terrain slope in the along track direction. By integrating these 
slopes, terrain maps can be produced. A more novel method with direct implications for flood 
modelling was conceived by Ramsey et al. (1998). Coastal marsh topography was generated 
using the SAR aboard the ERS-1 satellite by measuring the extent of the inundated area and 
converting it, using point depth measurements taken concurrently, to the underlying topography. 
Combined with recent work utilising SAR to delineate floodplain inundation, (Horritt et al., 
2001; Horritt, 1999) and coastal shorelines, (Mason and Davenport, 1996) there is increasing 
evidence that this one data source could meet several data deficiencies in hydraulic modelling. 
By far the most important development in the use of SAR for topographic mapping has been the 
development of interferometry techniques, (Massonnet and Rabaute, 1993). Bamler and Hard, 
(1998), provide a description of the principles of interferometric SAR and Cracknell, (1999), 
reviews new techniques including InSAR. In brief, it uses phase differences between a 
minimum of two SAR images derived from different positions in orbit and/or at different times 
to reconstruct the terrain, (Brackett et al., 1995). It can be used to obtain a variety of 
geophysical measurements such as topography, crustal deformations, ice flows, ocean currents 
and vegetation properties, (Alsdorf and Smith, 1999; Bindschadler et al., 1999; 
Corsini et al., 
1999; Bamber et al., 1998). 
Much research has concentrated upon the production of DEM's using these 
interferometric 
methods applied to a variety of sensors and platforms. 
Adams et al., (1996), use the airborne 
Interferometric Synthetic Aperture Radar for Digital Terrain Elevations (IFSARE) to produce 
1.5 to 3.0 metre absolute accuracy three-dimensional terrain elevation 
data over large areas 
without the need for ground control points 
(GCP's). Faller and Meier, (1995), also used an 
airborne single-pass interferometric 
SAR, which confirmed the expected absolute height 
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accuracy of approximately 2-5m. This was also confirmed by Madsen et al,. (1993), whose 
study of an airborne SAR produced DEM yielded a root mean square error ranging from 2.2m 
in relatively flat terrain up to 5. Om in mountainous areas with an average of 3.6m. These results 
were all less than the specified DEM accuracy. Spaceborne SAR has also been used extensively 
to produce DEM's, (Evans et al., 1997; Verma, 1997; Rossi et al., 1996). Rufmo et al. (1998) 
uses the ERS satellites to generate a DEM using a pair of images taken a day apart. This 
2 produced a root mean squared error of less than 20m. over a DEM of 10 x lOkm . Madsen et al. 
(1995) studied another satellite-derived DEM (from the TOPSAR sensor) by comparing it to a 
reference DEM provided by the US Army Topographic Engineering Centre. The standard 
deviation was approximately 2m. (for flat areas, 1-2m and for mountainous areas 2-3m). In 
addition, a commercial system called Star-3i has been developed by Intermap Technologies 
which is accurate to 1.5m. and DERA also operate a SAR system using two X-band antennae to 
produce a 20cm. height resolution. 
Limitations with the use of SAR however include high relief topography affecting SAR imagery 
by changing image calibration and validation, (Goyal et al., 1998). An investigation into altitude 
error by Marechal, (1995) and Hagberg and Ulander, (1993) found the topography had an effect 
on the height error present in the DEM. 
4.2.2.2 LIDAR 
The LIDAR (Light Detection and Ranging) sensor is a primarily airborne terrain mapping 
system, used principally in the measurement and production of high-resolution profiles and 
scans of macro- and micro-topography and vegetation canopies, (Ridgway et al., 1997; Ritchie 
et al., 1996; Krabill et al., 1984). It is composed of three systems; a laser rangefinder which 
emits a pulse of laser light and records its return, an Inertial Navigation System (INS) which 
records the roll, pitch and yawl of the aircraft during the scanning process to detennine the 
direction the pulse was ernitted, and a GPS system to geolocate the data. The sensor functions 
by emitting a pulse from an array of laser diodes directed at the ground below, (Figure 4.5). 
Several LIDAR systems are available (Bufton et al., 1991; Ritchie, 1996; Ritchie and Rango, 
1996; Kennett and Eiken, 1997; Lin 1997), some of which have been applied to the floodplain 
environment, (Ritchie et al., 1993, Menenti and Ritchie, 1994; Ritchie, 1996). The majority of 
early sensors, first seen in the 1960's and 1970's, (Ritchie, 1996), have been limited 
however to 
the production of one-dimensional profiles of the simple topographic surfaces, such as sea 
ice, 
rather than the more useful two and a half 
dimensional surface produced by the newer 
generation of sensors, (Pereira and Janssen, 
1999). The data is two and a half dimensional 
because for every location on the surface, only a single elevation value is given. A given 
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location may have many surfaces or elevation values, for example a tree with its canopy, trunk 
and base all existing at different levels at the same location. Axelsson, (1999), argues that for 
this reason, data should not be interpolated into a regular grid at the filtering stage (which is 
conu-non practice) as some of the information will be lost, instead preferring a TE*4 structure 
(c. f. Chapters 5 and 7). This is because some points with a similar horizontal coordinate position 
but different elevation will be lost when interpolating to a grid. The author recommends that the 
original data should be used in the filtering and modelling process. In addition, detailed terrain 
features can be extracted purely from the LIDAR data if the sampling density is high enough, 
such as breaklines, hedges, walls, ditches and dams, particularly in areas of flat terrain, 
(Ackermann, 1999). 
So how is the data separated in the underlying terrain and unrelated features? The baseline 
topography is calculated from the maximum laser measurement returned to the sensor, as it is 
assumed that across a flight line, the laser will have penetrated through any vegetation canopy 
present, (Ritchie, 1996). The penetration rate primarily depends on type of trees and season but 
useful results, depending also on the terrain roughness, can be achieved even with penetration 
rates of 20-30%, (Baltsavias, 1999a). 
GPS 
Figure 4.5 - Diagram of a typical sensor in operation, 
(Flood and Gutelius, 1997) 
The present generation of commonly used LIDAR sensors assume the 
first return will be the 
return from the top of the feature and the 
last return the return from the underlying topography, 
thus the difference in elevation measurements will be the feature or vegetation 
height, (Weltz et 
al., 1994). This will not necessarily 
be the case as either return may strike the tree at any 
position, thus the returns may 
be a part of the lower canopy and the trunk, which will lead to an 
estimate of the feature 
height, perhaps half of the real height. It can be argued that over a given 
72 
GPS 
Chapter 4 -Topographic Remote Sensing 
area, the average of each individual height differencing will give a good estimate but, again, this 
assumes a significantly large enough area for such anomalies to be smoothed out. But we may 
still end up with a relatively incomplete picture of the terrain for the quantity of data generated 
by such an advanced sensor and research is ongoing, (Magnussen et al., 1999; Kraus and 
Pfeifer, 1998). In practice, however, it is only the more advanced systems that record the first 
and last echo of a pulse that can differentiate between the two with any degree of certainty. In 
spite of this, the accuracy of the vertical height for a basic system is usually better than 15cm 
(Baltsavias, 1999b; Ell et al. 2000). 
More advanced systems are being implemented that record multiple echoes or the entire 
waveform. These can more easily discern the tree and ground height and can, in addition, 
measure a vertical object profile, thus enabling derivation of other important parameters like 
biomass estimation and tree type, (Baltsavias, 1999a; Blair et al., 1999). In addition, the 
intensity of the return can be measured. This offers the potential for categorising the type of 
surface the pulse was reflected from (for example a different percentage of the laser pulse is 
returned from pasture than tarmac) and can thus be used to improve the filtering and separation 
of objects in the data set, (Wehr and Lohr, 1999). As a result, truly three-dimensional data will 
only arise once these multiple returns and the reflectivity of the return are taken into account by 
new software processing algorithms to obtain the vertical structure of the surface, (Axelsson, 
1999). Wehr and Lohr (1999) and Petzold et al. (1999) state that, at present, the development of 
such filters to remove vegetation and morphological features is one of the primary limitations in 
the wider use of this data. 
Results to date however, taken from a variety of studies using LIDAR data, speculate that the 
accuracy of the system, combined with the speed of collection and data-processing, will lead to 
LIDAR eventually replacing traditional photogrammetric methods, (Hill et al. 2000). It is also a 
flexible system as data acquisition can be day or night and is not affected by weather conditions 
(although surface water will absorb the laser pulse and will appear as a hole in the data set, (Hill 
et al. 2000)). Petzold et al. (1999), in a study for the mapping agencies of 
Gennany, tested a 
range of methods for producing DEM's. Laser scanning was found to produce a 
high-quality 
DEM with a much shorter production time than conventional photogrammetric methods. 
Future plans include the launch of the EOS laser altimeter in 2004, which 
it is hoped will 
provide 100m coverage with elevation accurate to 
10cm, but the atmospheric effects on the 
expected accuracy are not yet known. 
LIDAR continues to be limited as no co-registered object 
information exists. Many authors (Ackermann, 1999; Axelsson, 1999; Baltsavias, 
1999a) see 
the future of LIDAR in wider mapping applications as 
depending upon its integration with 
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photogrammetric images of the same area or a pulse reflectance image (as discussed above) to 
classify objects within the image and thus improve the filters that separate the ground surface 
from the feature surfaces. Ackermann (1999) provides a comprehensive review of a standard 
airborne laser system whilst Baltsavias (1999b) and Flood and Gutelius (1997) provide a review 
of the commercial systems available to date. 
4.2.3 Choice of data type 
The previous section has reviewed the options available at present for high-resolution 
topographic representation. Referring back to the research aims outlined in Chapter 2, the 
primary concern is that hydraulic models have been data limited and thus high-resolution data 
conu, nensurate with the reach-scale modelling is required. 
In addition, the data must: 
0 be of high accuracy (to within ± 20 cm at I standard deviation for hydraulic modelling, c. f. 
Section 3.2.1); 
0 to have a point density substantially in excess of typically finite element mesh densities (i. e. 
greater than I point per 50 M2); 
be able to represent the terrain surface underneath the floodplain vegetation; 
be able to represent complex floodplain topography including small features that may affect 
flow modelling; 
0 be able to obtain data throughout the entire reach quickly; 
0 be repeatable. 
Clearly, LIDAR is the only source of topographic information that meets these criteria. EFSARE 
provides a similar coverage but does not give elevation data to a vertical accuracy of less than 
Im, (Hill et al., 2000). In addition, LIDAR data do not exhibit the parallax observed in aerial 
photography or optical imagery. Raw LIDAR data are digital and can thus be acquired, 
processed and delivered in a short space of time, in contrast to traditional topographic mapping 
which uses extensive stereopairs of aerial photography, considerable ground surveying and 
extensive post-collection analysis. Other considerations are that surfaces with very 
little or no 
texture (which describes well the pasture often found on lowland floodplains) can be accurately 
mapped, as can very small objects which may not 
be visible in optical images, (Baltsavias, 
1999a). Petzold et al. (1999) state that the accuracy of their LIDAR-derived DTM was equal to 
or better than the one achieved 
by photogrammetric stereo compilation. 
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LIDAR data has already been extensively used in the United States for flood mapping by the 
Federal Emergency Management Agency (FEMA) in conjunction with the U. S. Army Corps of 
Engineers (COE) Hydrologic Engineering Centre's River Analysis System hydraulic model, 
(Hill et. al. 2000). Pereria and Wicherson (1999) studied the terrain information needed for river 
monitoring in the Netherlands. At present, photogrammetry is used but it is expensive and 
approximately four years are needed for a complete river survey by this method. A cheaper and 
faster alternative was required and the authors found that LIDAR data fulfilled these criteria. 
4.3 Preliminary integration of LIDAR data and two-dimensional finite 
element modelling 
In order to test the suitability of LIDAR data for hydraulic modelling a pilot study was 
conducted for a single study reach. The aim of this work was to compare output from a two- 
dimensional finite element hydraulic model parameterised with O. S. Land-PROFH-E and 
LIDAR data. In this initial application the LIDAR data will be integrated with the FE mesh 
using the simple topography interpolation schemes used at present. This will confirm the 
limitations of existing topographic parameterisation methods for use with high resolution data 
sets and provide a benchmark case study against which to assess the developments to be made 
in this thesis. This thesis has benefited from the LIDAR collection programme set up the UK 
Environment Agency. This consisted of a pilot study of 5 test sites in 1998, which were 
surveyed with an Optech ALTM 1020 LIDAR. Of these 5 sites, only 1, the River Stour in 
Dorset, was a fluvial floodplain and this was therefore selected as the pilot study for this 
research. 
4.3.1 Sensor characteristics 
Of the LIDAR sensors reviewed by Flood and Gutelius in 1997, when this research was started,, 
the Optech ALTM 1020 LIDAR sensor was found to be typical of the new generation of 
scanning LIDAR sensors that had been flown for high-resolution data acquisition in this 
country. Its specifications are shown in Table 4.2. 
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Sensor Characteristic Specification 
Operating Altitude 330 - 1000m (assuming > 20% reflection from terrain) 
Elevation Accuracy < 15cm single shot RMS 
Range Accuracy 2cm. 
Range Resolution lcm. 
Scan Angle 0' - 40' 
Swath Width Variable from 0 to 0.7* altitude 
Angle Accuracy 0.05' 
Angle Resolution 0.010 
Scan Frequency 1- 50Hz (depending on scan angle) 
Roll and Pitch Accuracy 0.04' 
Heading Accuracy 0.050 
Laser Wavelength 1047nm 
Laser Reception Rate 65-500OHz 
Beam Divergence 0.25mrad 
Laser Footprint 0.3 m (at 1000m altitude) 
No. of echoes per pulse First OR last return 
Table 4.2 Specifications of the Optech ALTM 1020 LIDAR sensor (Baltsavias, 1999b) 
The Optech 1020 scanning LIDAR sensor operates by firing a laser pulse, from an array of laser 
diodes, at the ground under the flight path of an aircraft. The aircraft flies at an altitude between 
600 and 1000 m, and the time taken for the pulse to hit the ground and be reflected back to the 
detector is measured. A scanning mirror directs the pulses perpendicular to the flight path to 
allow coverage of a swath with a width dependent on the altitude of the aircraft, whilst the 
movement of the aircraft facilitates measurements along the flight path. Global Positioning 
System (GPS) receivers on board the aircraft and at control points on the ground are used to fix 
the aircraft's position and altitude at the time of the pulse. This allows the distance between the 
aircraft and the ground to be calculated to produce precise X, Y and Z positions for each 
individual laser pulse reflection detected by the sensor in terms of the WGS84 Geoid model. 
This can then be converted into other, local coordinate systems as described previously in 
Section 4.1. 
4.3.2 River Stourfield site description 
The River Stour is located in Dorset, England and is typical of many British lowland gravel-bed 
rivers. The river is subject to regular flooding due to a large area of upper catchment feeding a 
valley tightly constrained by a range of hills. The town of Blandford Forum is located at the 
downstream end of this valley and has previously suffered as a result of extreme flood events. 
However, flood defence works have protected most of the town during more recent events. The 
river was selected as the field site for this research 
due to the availability of comprehensive flow 
records for several flood events. The size of the river also made 
it an ideal choice for model 
construction with the chosen section of river 
being 12km long and with an average floodplain 
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width of 500m; large enough to ascertain the effects of high-resolution topography on the model 
parameterisation but small enough to also be computationally efficient. There are also no 
significant tributaries in the reach, which simplifies the modelling problem. 
A gauging station at Hammoon is located at the upstream end of the reach and another located 
at Blandford Forum at the end of the reach,, both located in rated sections and thus providing 
discharge measurements. The bankful discharge at Hammoon has been measured at 68 M3S_ ,. 
The average width of the river channel is 20m and the channel depth has been measured by the 
UK Environment Agency using approximately 25 cross-sections distributed along the length of 
the studied reach. The average slope of the channel over this section of reach is 0.0008. 
Figures 4.6 to 4.10 show a series of photographs of sections of the field site taken during a flood 
event in January 1997. 
Figure 4.6 - Hammon Bridge (top of reach) 
77 









Figure 4.8 - New downstreamfrom Hod Hill (ndddle of reach) 
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Figure 4.9 - riew upstreamfrom bridge at Blandford Forum (bottom of reach) <31 
Figure 4.10 - Flooded car park adjacent to bridge at Blandford Forum (bottom of reach) 
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4.4 River Stour LIDAR Data Description 
The LIDAR data was collected on the 5"' December 1996 by aerial survey as part of an initial 
test program conducted by the UK Environment Agency. An area of 31 kM2 of the field site was 
covered by the flight path obtained as 13 swaths taking approximately 1 hour with the actual 
data collection taking 25 minutes. The aircraft was flown at an altitude of 650m giving a swath 
2 width of 397m. A control area of 3,900 m was used in the Stour catchment containing a road, 
lawn and paddock and with an eastward slope. 403 ground points were surveyed using the total 
station method to describe the terrain in a systematic grid and the resultant accuracy was better 
than 3cm. Two control points were also surveyed. Each pulse returned by the ground was 
processed by the LJK Ordnance Survey to provide coordinates in the X, Y and Z plane and 
recorded in the OSGB36 coordinate system. The full LIDAR data set obtained for the area 
contained approximately 4 million data points representing an area of 5x7 km, however pre- 
processing of the data removed points not included in, or inu-nediately adjacent to the model 




200 0 200 Motors 
I 56i-=ý 
Figure 4.11 - Raw LIDAR 
data for an area of the River Stour and adjacentfloodplain 
domain (with darker shades indicating higher elevation values) 
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4.4.1 Known sources of error in the data 
The quoted relative vertical RMS error of ± 10 - 15 cm for the data used in this study 
(Environment Agency, 1997b) derives primarily from three sources of systematic error: 
Coordinate transform from WGS84 to OSGB36. The data were initially recorded in the 
WGS84 coordinate system and subsequently transformed to OSGB36 to permit continuity 
with other data products in this coordinate system used by the Environment Agency. The 
expected accuracy of WGS84 coordinates (control) is 12.8cm (RMSE) and the expected 
transformation error at this location (which differs over the UK dependent on tile being 
described) is 19cm (RMSE). 
9 Global Positioning System (GPS) Error. The GPS accuracy in the UK is estimated to be 
between 5 and 10 cm in the X and Y plane. Furthermore, accuracy may have been further 
hampered by the GPS at the ground control station utilising different satellites to the GPS 
system onboard the aircraft to produce the positional information. 
9 Vegetation Removal. The current generation of LIDAR sensors has the option of detecting 
either a single return of the initial pulse, both the first and last returns or the full waveform of 
the pulse. The maximum penetration of the vegetation canopy is achieved by using a low 
divergence and high-repetition rate allowing high sample densities but only permitting the 
sensor to operate in last pulse separation mode. The increase in pulse separation is, however, 
traded off against the frequency of measurement by the detector. In order to maximise the 
frequency, and thus density of elevation measurements, this study calibrated the sensor to 
detect only the first or last peak in the returned pulse. This meant that the usual automated 
vegetation identification through height differencing of the first and last returns or the full 
return waveform could not be performed. Thus, elevation values including a component due 
to vegetation height are more difficult to delineate from base topography elevations 
measurements using a single return sensor. 
Further areas exist where random errors may be introduced into the data capture and processing 
methodology but the error sources listed above are consistent with other research to date. 
Huising and Pereira (1999) conducted an error study over the Netherlands and found it to vary 
from 5cm to 200cm for the same reasons. Other possible sources of error include the failure to 
collect suitable data "when pulses of light are 
deflected by precipitation, rain and snow in the 
air", vegetation "when no cross checking 
is done", and better results "can be achieved on 
homogenous surfaces", (Environment Agency, 1997b). Thus, weather, terrain type and GPS 
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availability may further affect measurement accuracy. Solutions to the problems resulting from 
systematic error have been proposed by the Environment Agency (1997b). 
e The errors associated with the transformation from WGS84 to OSGB36 can be eliminated 
by displaying the Z values as WGS84. By only transforming the X and Y coordinates, the Z 
accuracy would greatly improve. This would, however, invalidate comparisons with 
standard topographic data sets, such as the one being used in this study, which are usually in 
the Ordnance Datum Newlyn local geoid model. 
0 It is also suggested that the use of at least two GPS ground stations would allow cross- 
referencing of positional data during post-processing of the aircraft position and help to 
eliminate spurious offsets. It would also act as an additional quality control measure. 
0 As the system is not dependent on fine weather or daylight hours, winter surveys can be 
scheduled to avoid errors due to vegetation. 
Further comments in the report highlighted a number of points that may also impact more 
directly upon the findings of this study. The Environment Agency suggests that calibration data 
are best obtained over a flat roof or road. It is thought that these surfaces would provide a 
smooth non-vegetated and relatively flat surface where any systematic error in the data could be 
assessed without the additional errors introduced by vegetation removal being present. A plot of 
a selection of roads however revealed large variation in height measurements between adjacent 
points and an absence of points in the centre of the road. This suggested that the LIDAR pulses 
were being reflected from tall vegetation along the edge of the road, perhaps due to the 
relatively narrow width of the road compared with the angle of the pulse incident to the ground. 
The absence of data in the centre of the road may be due to a covering of light rain absorbing 
the laser wavelength used by the sensor. Thus, the suggestion of the use of roads as a consistent 
calibration area for this sensor is, at present, to be questioned. 
4.4.2 Pre-processing / Vegetation identification 
In order to remove points containing large vegetation values, the data were gridded and a simple 
variance filter applied. This identified data points that measured the height of the trees, 
hedgerows and other floodplain features such as houses instead of the underlying topography 
(Environment Agency, 1997b). The method was implemented using ARC/INFO and the stages 
involved in the full method were as follows: 
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" Convert the vector point coverage to a Im raster grid structure 
" Calculate the statistical variance around each grid cell using a3x3 filter 
" Produce a new mask surface containing grid cells above the variance threshold of 
180,000mm 
Grow the mask slightly by producing a 5m buffer around each grid cell to ensure all 
hedgerows and woodland segments are linked 
This resulted in a mask that could be overlain onto the gridded LIDAR data to remove any cell 
values thought to be due to vegetation rather than actual topography. The method assumes that 
LIDAR elevation values that are due to large vegetation and man-made features in the 
floodplain will be distinct from adjacent cells by virtue of a sudden and noticeable height 
change. Although this method would seem at first glance to be fairly effective in the 
identification of non-topographic features, it must be noted that some features may not be 
detected. For example, a stand of trees of approximately uniform height might not show 
sufficient vanation to be selected by the method and would only be identifiable by observing it 
as a sudden, large rise in the topography in the midst of a wider, lower topography. Thus a 
variance-based method in itself may not be very accurate, particularly in the typical British 
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Figure 4.12 - Mask delineating elevation values containing spurious 
topographic floodplain 
features, (typically vegetation and shown above 
in black), from land surface elevation values 
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Pre-processing of the data removed measurements that were not within a 100m safety margin of 
the location of the existing hydraulic mesh structure. This initial bounding of the domain 
reduced the number of measurements to 300,000 and the gridding and removal of points thought 
to incorporate large vegetation measurements further reduced the final topographic data set. 
Prior to integration with the model, 261,634 points remained that were assumed to be directly 
related to the topography of the model domain. The vegetation mask used to remove these 
points is shown in Figure 4.12. The final data set represents a point density of approximately 
64,600 topographic measurements per km2 or a horizontal resolution of -4m and was 
subsequently used to provide a partial topographic parameterisation of the majority of the Stour 
reach previously described. The lowest 3km section of the reach was outside the range of the 
LIDAR flight path and so the standard topographic parameterisation previously described in 
Chapter 3 was used to complete the coverage. 
4.5 Initial runs using the standard interpolant and existing mesh 
Initial simulations of a flood event were then performed using the data in this fairly simple, 
relatively unprocessed state. The purpose was to ascertain the effects of using a different 
topographic parameterisation, to see what effects, if any, the 'relic features' left by the 
vegetation extraction had on the local hydraulics, and to study the effects of feedback on the 
area of common topography at the end of the reach. This will also provide a baseline study 
against which further improvements in model inundation processes and topographic 
parameterisations using alternate interpolation schemes can be compared and developed. 
A high resolution finite element mesh consisting of 11,265 linear triangles and 6049 
computational nodes was developed for the River Stour reach between the flow gauging stations 
at Hammoon (upstream) and Blandford Forum (downstream) and is shown in Figure 4.13. The 
mesh discretisation was designed to maximise the density of nodes on the floodplain and 
consequently used only five nodes to represent the channel cross section. This is appropriate for 
a numerical model used as a flood simulator as we are only concerned with flows above 
bankful 
discharge. Hence, we merely wish to replicate channel volume such that the onset of flooding is 
correctly simulated rather than model detailed in-channel flow patterns. The average side 
length 
of each element was therefore 26.8 in and overall the mesh represents, approximately, 
the 
current computational maximum for dynamic 
flood simulations at this scale performed on a 
high powered workstation. 
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Figure 4.13 -A finite element mesh for a 12 kin reach of the River Stour, Dorset, UK, 
between the gauging stations at Hammoon (upstream) and Blandford Forum (downstream). 
The standard O. S. Land-PROFH-E 10 x 10m DEM (as described in Chapter 3) and LIDAR- 
derived DEM data sets were interpolated onto the above mesh using a linear inverse distance 
weighting of the 4 data points closest to each node to Produce an average interpolated value 
for 
the nodal elevation. This method is appropriate for the standard IOxIOrn DEM at this mesh 
resolution, although the 
LIDAR data produces approximately 40 points to each node, resulting 
in a high degree of data redundancy. 
This was, however, unavoidable as we wished to obtain a 
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consistent processing method for both data sets which, therefore, needed to be appropriate for 
the lowest resolution data. Channel topography was assigned from 25 surveyed cross sections 
made available by the UK Environment Agency and with intermediate cross sections being 
linearly interpolated between these points. The cross sections were, however, concentrated 
primarily in the upper and lower portions of the reach, thus the channel long profile in the 
middle of the reach was specified by linear interpolation over much longer length scales. 
Boundary conditions for each simulation consisted of an imposed flow rate at the upstream 
inflow and an imposed water surface elevation at the downstream outflow. This combination 
gives a well-posed problem according to the Theory of Characteristics, providing that there is 
no recirculation at the downstream outflow. Initial conditions for each simulation were assumed 
to be steady state flow at bankful discharge calculated using identical friction parameters to 
those employed in the dynamic simulation. Steady state conditions were calculated by the model 
for each site commencing with a uniform water depth at each node. Non-dynamic boundary 
conditions representing bankful discharge were then imposed and a simulation made which 
proceeded until any waves created by the start-up procedure had passed out of the domain. In 
the case of the standard parameterisation, this procedure led to water contained in the channel 
only and floodplain areas fully dry. The complexity of the LIDAR topography meant that at this 
scale some ponding of water on the floodplain, covering 8% of the total valley floor area, 
remained at the start of the simulation and could not be removed. 
4.5.1 Topographic Differences 
Simulations were compared in terms of the differences between the two topographic 
parameterisations and the respective patterns of flow throughout the flood event. 
These two 
criteria are linked as hydraulic flood routing is particularly sensitive to changes 
in the 
topographic parameterisation and feedback (positive or negative) may well occur whereby 
changes in topography have a knock-on effect on the 
flow patterns predicted further 
downstream in the model, (Bates et al. 1998a). The topographic parameterisations were 
compared using a difference surface between the standard and 
LIDAR-derived topographic 
parameterisations, (Figure 4.14). Hydraulic 
flow patterns were analysed using time sequences of 
inundation extent. Preliminary simulations were undertaken to 
determine appropriate friction 
parameters, which discriminated 
between channel and floodplain areas. This approach was 
chosen as the only items of model-independent observed 
flow data were bankful discharge at 
the up- and downstream gauging stations and 
the timing of the downstream discharge peak. 
While water level and discharge 
data existed at the downstream gauge, the former was used as a 
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model boundary condition and the latter was subject to additional uncertainties due to the rating 
equation. Consequently only the timing of peak discharge was accurately known and 
independent of the model. Calibration was therefore achieved by manipulating friction 
parameters solely to coffectly replicate the onset of flooding given by the bankful discharge 
values and to rrýnimise the phase error between predicted and observed peak discharge. This has 
the advantage of providing a relatively robust test of the model as all other aspects of the 
hydrograph (volume, magnitude of peak, timing and speed of rise, timing and attenuation of 
recession) were allowed to vary freely. Final values for the friction parameters used were a 
Manning's n value of 0.017 for the channel and 0.035 for the floodplain. 
Figure 4.14 demonstrates values for the relative difference between the two topographies 
calculated by subtracting the elevation value for each node in the standard parameterisation 
from the value for the same node in the LIDAR parameterisation. This results in a surface where 
a negative value represents a point with a lower LIDAR elevation value than the standard 
elevation value. The relative differences range from a few areas where the LIDAR elevation 
value is up to 14.4 m higher than the standard topography to the majority of areas where it is up 
to 7.5 m lower. Differences that are greater than ± 0.5 m cover approximately 50% of the 
floodplain domain and the resulting surface is, on average, I to 3m lower than the standard 
topographic surface. The majority of this area of lower topography occurs in the middle of the 
reach, although there are also areas of lower topography of the same magnitude present in the 
upper reach albeit to a lesser extent. 
This large difference between the two topographies may be due to systematic error. Analysis of 
adjacent swaths covering the same area of the terrain estimates a systematic error of 
approximately ± 10cm. can occur between the swaths but this is within the quoted error for the 
LIDAR data published by the Environment Agency, (Environment Agency, 1997b). A further 
possibility is that systematic error of a large magnitude may be present throughout the entire 
LIDAR survey but a lack of suitable ground control point data for the reach precludes further 
investigation. Therefore, the possible presence of a large unquantified systematic error in the 
LIDAR generated topography generating the large difference in topographic elevation 
in the 
difference surface of Figure 4.14 should be taken into consideration when 
interpreting the 
results presented later in this chapter. 
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Figure 4.14 -A plot of the differences between the standard and LIDAR topographic surface C7 
paranteferisations where positive values indicate a higher LIDAR elevation measurenwnt. 
Two different storm events that occurred in 1993 were modelled for the reach. They were 
chosen as being typical of flood events on the reach in terms of duration, flood inundation 
extent and flow velocities. Both are classified as aI in 4 year recurrence events with the 5"' 
October 1993 event lasting 47 hours and the 20"' December 1993 event lasting 62 hours, from 
the bankful discharge first occurring to the flow returning to in-bank once again. 
4.5.2 Results 
Both flood events displayed similar results and responses to the differences in topographic 
representation thus, in the interests of brevity, the figures in this section are predominantly of 
the 20.12-93 flood event. During all the simulations, similar inundation patterns were observed 
in the upper portion of the reach and the slight differences that were obtained can be seen to 
reflect the areas of difference between the two topographic parameterisations. In the middle of 
the reach, where the topographic parameterisations show the maximum difference, an increase 
in water depth on the already 
inundated floodplain occurs in the LIDAR parameterised model. 
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This happens at the same timestep in both simulations as shown in Figure 4.15. Subsequently, 
the water drains back into the channel but, due primarily to the presence of depressions on the 
floodplain which may be real or a result of systematic error in the LIDAR parameterisation, 
ponding is observed in several areas of the LIDAR parameterisation and the water recedes more 
slowly than in the standard model. At the end of the simulations, the inundated area covers a 
slightly smaller percentage of the floodplain than at the start of the simulation in both model 
parameterisations. 
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Figure 4.15 - Comparison ofpredicted water depth in the model at maximum inundation 
extent using standard topography (a) versus using LIDAR topography (b) (20.12.93 event) 
The model's sensitivity to topographic parameterisation is demonstrated by the difference in 
flood inundation extent observed throughout the simulations on the comi-non topographic 
parameterisation at the end of the reach. The use of this standard topography in all simulations 
acts as a control to enable upstream feedback effects to be identified. Figure 4.16 shows very 
little flood inundation in this area in the simulation which uses the standard topographic 
parameterisation, whilst the substantial inundation in the middle reach in the LIDAR 
parameterised simulation is seen to cause additional inundation further downstream on the area 
of standard topography. Such knock-on effects are consistent with previous theoretical studies, 
(Bates and Anderson, 1996), and are demonstrated here for the first time using actual 
topographic data. This indicates the care that needs to be taken in the construction of high 
dimension, high-resolution hydraulic schemes. 
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Figure 4.16 - Comparison ofpredicted water depth in the model at maximum inundation 
extent illustrating the model's sensitivity to topographic change using standard topography 
(a) versus using LIDAR topography (b) (20.12.93 event) 
The model's sensitivity to topographic change can be considered both in terms of the change in 
the bulk characteristics of the floodwave (such as the outflow hydrograph, Figures 4.17 and 
4.19, and percentage inundation extent, Figures 4.18 and 4.20) and the local hydraulics of the 
flow (flow velocities and depths and patterns of inundation). It must be noted that although the 
upstream inflows are similar for both flood events, the downstream outflow for the 05.10.93 
event, (Figure 4.17) is some 20 cm lower in stage, and thus only a 100 M3 s-1 discharge at the 
downstream outflow is shown in contrast to the 125 M3S-1 for the event on the 20.12.93, (Figure 
4.19). This suggests that this quantity of water may have infiltrated the soil elsewhere in the 
catchment and thus not been recorded at the gauge. 
Whilst the time taken for the floodwave to pass through the reach is the same for both 
simulations (shown by peak inundation extent occurring at the same timestep in these figures), 
the physical processes within the simulation are changed and this directly affects the local 
hydraulics throughout the model. These physical process changes may potentially be further 
complicated by feedback mechanisms occurring as a result of the non-linear equation set 
being 
employed. Thus the inundation observed only 
in the LEDAR parameterised simulation on the 
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area of topography common to both simulations occurs as a result of changed flow processes on 
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Figure 4.18 - Model predictions ofpercentage of the floodplain 
inundated against time 
(05-10-93) 
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Figure 4.20 - Model predictions ofpercentage of thefloodplain 
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Figure 4.21 - Section offloodplain showing detailedflow patterns around an area of raised 
topography, which is the partially mapped railway embankment (20.12.93 event) 
The different topographic parameterisations can be said to demonstrate a degree of equifinality 
(Beven, 1993; Beven, 1996). Beven defines this concept as the same end result or model 
prediction being achieved from different model structures or parameter sets. The results outlined 
above demonstrate that both topographic parameterisations appear equally acceptable in 
simulating the bulk flow routing through the reach. It has been demonstrated, however, that 
even a small change in the topographic parameter surface may have a pronounced effect on the 
local hydraulics, (Figure 4.21). The divergence of flow observed around this area of raised 
topography is typical of the localised effects that produce the complex patterns of inundation 
extent and which is smoothed out 
in an analysis of the bulk flow characteristics throughout the 
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domain. Thus, although equifinality would appear to exist between both model topographic 
parameterisations for bulk flow, it does not exist when considering local flow processes and the 
spatially distributed model results demonstrate a surprising degree of sensitivity to differences 
between topographic parameterisations at this scale. 
4.6 Problems identified with using the LIDAR data "as is" 
Two problems in the use of such data for the hydraulic modelling of floodplain flow are, 
however, emphasised in this initial research. Primarily, the dense coverage of the LIDAR data 
set leads to a large degree of data redundancy with around 250,000 measurements being 
available from which to assign elevation values to 6049 model nodal points. Secondly, this 
redundancy is further compounded by the use of an unsophisticated interpolation method for the 
integration into the model of the data, whereby only a small number of topographic points (four 
per model node) are actually used to assign the elevation value to a given nodal point. Given 
current computational constraints, we therefore require better methods of integrating the local 
topography from a relatively large sample of points into a single composite value. Further 
research is also required to assess the quantity of data required to achieve particular simulation 
objectives with a given level of accuracy. This will require the specification of mesh resolution 
and data quality and quantity required for a given application such that the simulation remains 
computationally efficient. We also need to detennine the length scales of topographic variation 
and which specific flow features are critical to flood inundation processes at a variety of scales 
and for a variety of application objectives. 
This is observed in the differences in the topographic representation. There is a small area of 
difference between the two surfaces of approximately 1.25 in which is located where a railway 
embankment crosses the floodplain perpendicular to the channel. The embankment is not 
present at all in the standard topographic surface, hence the difference between the two 
parameterisations. Thus, this emphasises that the denser coverage of the LIDAR data offers the 
potential to detect floodplain topographic features that the smoother standard parameterisation 
may miss. Despite having identified this feature, the LIDAR data is only partially successful in 
mapping its whole length. This occurs as a result of the removal of a part of the embankment 
elevation data by the variance method for vegetation extraction previously described because 
the embankment values display a variance above the threshold value for most of the length of 
the bank. In effect, the processing method confuses 'real' topography with vegetation and 
removes points it designates (incorrectly) as spurious. Other areas where the LIDAR 
pararneterisation has elevation values that are significantly 
lower than the standard topographic 
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floodplain are observed along the edges of the domain and tend to be confined to the upper 
reach. These represent regions where the standard parameterisation includes the elevation of 
side slopes bordering the floodplain. It seems likely that smoothing of the real topography in the 
standard parameterisation leads to higher elevation values being assigned to areas that are 
actually part of the valley floor. 
Areas where the LIDAR data provides a higher parameter value than the standard topographic 
parameterisation tend to be isolated points randomly located throughout the reach. These points 
are probably a consequence of inadequacies in the vegetation removal method where a tree or 
part of an actual hedgerow may have been incorrectly identified as ground. This results in a 
locally unrealistic representation of the floodplain surface which may subsequently impact upon 
the prediction of flood inundation extent. However, these areas are relatively few in number, 
being less than 5% of the total floodplain area. Figure 4.14 also shows the extent of the area of 
common topography which results, as discussed previously, from the LIDAR data for the reach 
being incomplete and extends for approximately the final 4 km of the model domain. This 
provides a control surface for an analysis of the feedback effects of the new topographic 
parameterisation on the floodplain hydraulics and flow routing. 
A dry floodplain could not be achieved under steady state conditions in the model prior to any 
of the flood simulation using the LIDAR data. This may result from either the differences in 
elevation values already noted between the new LIDAR topographic surface and the standard 
topographic parameterisation, or from the use of the original channel cross-section data, or a 
combination of both. Despite being collected by ground survey, and hence probably of high 
accuracy, the cross-sections used to parameterise the channel were only available for the upper 
and lower reaches of the model domain, with the mid-reach channel section being an interpolant 
of this data. In attempting to gain a steady state condition in the model, it was noted that the 
areas most affected by ponding were adjacent to this middle section. Closer examination 
revealed the presence of some unrealistic channel cross sections. This may result in a localised 
change in the channel volume and thus affects the volume of bankful discharge at this point in 
the model domain. However, as noted previously, this area of data deficiency with regards to 
channel cross-sections also coincides with a much lower floodplain topography as measured 
by 
the LIDAR sensor which will also cause water to pond. It is probable, therefore, that many of 
the problems experienced in attempting to gain a dry floodplain prior to modelling the 
flood 
event are as a result of the interaction of the 
interpolated channel cross-section with the lower 
floodplain topography. This causes the water to overtop the bank as it enters the middle of the 
reach but limits drainage back 
into the river channel. In order to facilitate an accurate 
comparison between the two topographic parameterisations, 
the flood simulation was started 
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with this partially wet floodplain (approximately 8% of the floodplain inundated to a depth 
greater than 0.1 m), as removal of water prior to the simulation would have necessitated either 
adjusting bank node elevations and/or the channel flow volume, which would invalidate the 
study. 
4.7 Improvements to the channel-floodplain interface 
It can be seen from the topographic difference plot in Figure 4.14 that the LIDAR surface is an 
average of 1-3m lower than the standard surface. This may be due to the presence of an 
unquantifiable systematic error in the LIDAR data or as a result of poor interpolation in the 
production of the O. S. DEM resulting from the relatively sparse contour and spot height data on 
the floodplain. If the latter is true, it therefore follows that artefacts may have been introduced at 
the channel -floodpl ain interface such as false levees. Extraction of lateral cross-sections 
through the channel and adjacent floodplain showed this to be the case and it is likely that this 
was preventing water from receding from the floodplain. To overcome this problem two options 
were available. The first was to artificially lower the whole channel by a set amount however 
this would have led to the loss of the channel slope from the model parameterisation. The 
alternative was to lower the elevation of the bank nodes at the channel -fl oodplain interface to 
smooth it and this was the option pursued in this research. It was hoped that this would allow 
water trapped on the floodplain by discontinuities at the interface to drain back into the channel 
prior to simulation of the flood event, in order to produce a more realistic picture of flood 
inundation during the actual simulation. Analysis showed that the maximum value the bank 
nodes could be lowered by was 0.3 m as beyond this value the channel became physically 
unrealistic and the bankful discharge specified for the river channel would actually be out of 
bank. Figure 4.22 shows that the inundation extent predicted by the model follows the same 
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Figure 4.22 - Model predictions ofpercentage of the floodplain inundated against time 
(20.12.93) 
Figure 4.23 further confirms this result by showing a section of the floodplain prior to the start 
of the flood event. It is clear from the figure that the adjusted bank node topography has reduced 
slightly the quantity of water present on the floodplain before the simulation of the 20.12.93 
flood event. 
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Figure 4.23 - Section offloodplain showing water depths greater than O. Im (in grey) at the start of the 
flood simulation on (a) the original LIDARIchannel interface topography and (b) the bank node 
adjusted topography (20.12.93) 
4.8 Summary of Chapter Four 
The aim of this research is that LIDAR data may be incorporated with the DEM to provide both 
macro- and m-icro-topography for such studies as the increased sampling frequency present in 
the LIDAR data will enable smaller topographic length scales to be detected for the first time. 
This chapter has presented a comprehensive review of recent advances in remote sensing and 
has demonstrated that, of the sensors currently available on the commercial market, only 
LIDAR offers the potential to provide the high-resolution topographic data needed 
for further 
model development through the improvement of terrain representation. 
The primary advantage 
of the LIDAR data is its accurate digital nature, which was 
less subject to the horizontal errors 
inherent in using data sets derived from contour lines. Its ability to 
detect small topographic 
features on the floodplain is essential to accurate modelling 
(as highlighted in Chapter 2) and 
aerial photography may miss such areas. 
Other advantages over other data sources include its 
rapid collection and the future possibility of repeat 
flights over floodplains which may be 
subject to topographic change 
in the event of a flood, thus opening the way for a study into the 
temporally changing geomorphology of the 
floodplain. 
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We have also seen the results of using the novel higb-resolution LIDAR methods of 
parameterising topography in reach scale two-dimensional finite element hydraulic models as 
compared to standard topographic data sources. It was demonstrated that flood hydraulics are 
directly affected by even quite small changes in topography and the model sensitivity was more 
complex than might have been expected. In particular, topographic change in the upper or 
middle reaches resulted in increased inundation further down the reach in areas where the local 
topography was identical. 
The initial research has also shown, however, that several problems exist in the application of 
the LIDAR data 'as is' to the model. As the nodal density is significantly lower than the data 
density, much of the sub-grid variability will be misrepresented when the value is interpolated 
using such a basic methodology. In particular, limitations in the current interpolation routine of 
the pre-processor STBTEL mean that the smaller topographic features detected by LIDAR are 
not represented effectively in the topographic parameterisation of the model. In the next chapter, 
the data is studied more thoroughly in order to optimise its application under the current 
modelling structure and thus incorporate such features. This will test for data redundancy and 
alternative ways of representing the data in more cornputationally efficient ways while retaining 
such features where possible. 
Chapter 6 will then consider the use of optimised data in the representation of sub-grid 
topography for the modelling of wetting and drying processes. Chapter 7 will conclude with the 
development of the model to optimise the improved data provision provided by LIDAR, by 
generating the finite element mesh for the River Stour fieldsite based on topographic principles. 
The results of these studies it is hoped will lead to a set of guidelines as to the future 
specification of topography according to the aim of the hydraulic simulation and a revision of 
the mesh generation procedures to facilitate this. 
99 
Chapter 5- Development of Improved Topographic Representation 
Chapter 5- Development of Improved Topographic Revresentation 
In the previous chapter, initial simulations using the LIDAR data were conducted. Several 
problems were shown to exist in using the data in its post-vegetation format, such as the high 
degree of data redundancy and the partial capture of the topography of features within the 
landscape such as the railway embankment. The dominant reason for this latter problem lies 
with the STBTEL pre-processing package where only the four nearest elevation data 
surrounding each nodal point in the mesh is used to provide an estimate for the elevation of the 
nodal point itself. 
In this chapter, we aim to maximise the use of the data to provide the optimum topographic 
representation using the existing mesh structure for the Stour (which was generated to be 
hydraulically correct). This will be done using a number of data analysis techniques. 
Geostatistics will be used to investigate and quantify the topographic scale of the LIDAR data 
set prior to integration with the mesh. Alternative surface generation methodologies will 
replicate the surface of the floodplain and different interpolation methods derived for each type 
of surface generated will produce estimates of the elevation at each of the nodal points on the 
mesh. Finally the flood events already presented in Chapter 4 will be remodelled using the new 
topographic representation. 
5.1 Data integration with the finite element mesh 
The integration of topography with the finite element mesh can be seen as comprising of two 
stages: 
1) A DTM surface must be generated by interpolation of the post-vegetation LIDAR data for 
the floodplain domain which must: 
a) provide substitute elevation data for data sparse areas resulting from vegetation 
removal; 
b) be of the same accuracy as the original elevation data; 
c) preserve hydraulically important floodplain features; 
2) A series of elevation values are then derived 
from this surface and assigned to the mesh 
nodes. At present, terrain representation 
in hydraulic models is defined by a single elevation 
value for each node on the hydraulic mesh. 
As a result there remain two, often conflicting, 
requirements in the representation of 
terrain in hydraulic models; representation of the 
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actual elevation at that single nodal point or use of an 'effective parameter' (Beven, 1989) 
that represents the wider terrain of the adjoining elements. 
To date, both of these stages have been implemented within TELEMAC-21) by interpolating the 
4 nearest elevation data to the node point, thereby providing some measure of the terrain 
variability surrounding the node whilst constraining the subsequent calculated value to one with 
the range of the points closest to the node. Whilst this method was sufficient when standard, 
typically sparse, topographic sources such as O. S. map data were primarily used, its continued 
use would lead to a vast degree of data redundancy when newer high-resolution sources such as 
LIDAR are used. In particular, by only representing the elevation values closest to the mesh, 
topographically important features present in the LIDAR data (such as dykes and ditches) may 
not be sufficiently large enough, or close enough to a node, to be included within the elevation 
value assigned to that node and are thus not 'seen' by the model. 
An advanced knowledge of the topographic data of the domain before generating the mesh will 
enable a study of these issues to be made and will result in an accurate representation of the 
floodplain to be implemented within the existing model structure. With such knowledge it then 
becomes possible to optimise the interpolation of the data onto the mesh to efficiently represent 
the topography of the domain at the existing node location whilst representing the heterogeneity 
of the floodplain topography around the node to some degree. It must be noted, however, that 
Watson et al., (1998) conclude that an increased complexity in spatial parameterisation within 
hydraulic models will not necessarily result in a better, or more certain prediction of 
hydrological response. 
The remaining sections of this chapter will be data manipulation exercises in order to 
demonstrate the trade off between representation of the terrain surface at the node location and 
representation of the terrain surface of the element and an attempt will be made to quantify the 
optimum surface representation. 
5.2 Selection and description of test areas 
Five areas of the Stour floodplain were selected for use in detailed data analysis in the research 
in this chapter. These areas were chosen as representative of the whole 
floodplain and were 
predominantly pasture, with short grass as the main vegetation cover and a gently sloping 
gradient. In this way, the computational time required 
for a detailed analysis of the techniques 
was mininused and the areas act as a constrained test 
bed for development of data interpolation 
techniques. 
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In addition, these areas were not bisected by the river channel hence removing the occurrence of 
different vegetation that might occur in the riparian zone. This provided areas that were 
relatively free from the denser, taller vegetation that may have contributed to the errors recorded 
by the Environment Agency. The majority of these test areas were over-flown by the aircraft in 
one direction only, thus also reducing the chance of systematic errors being introduced into 
parallel flight lines. This did however severely limit the choice of areas on the floodplain from 
which the data could be obtained as the majority is subject to flightline overlap. Systematic error 
may result from overlapping flightlines when the GPS systems onboard the aircraft may change 
the satellites that they receive their positioning information from as they make the turn onto a 
new flightline. For further information, please see the discussion on errors reported by the 
Environment Agency in Chapter 4. The location of the sites within context of the whole of the 
Stour floodplain reach being modelled can be seen in Figure 5.1 and within the context of the 
swath coverage can be seen in Figure 5.2. 
fill 
w. 
Figure 5.1 - Location of thefive subsets 
(shown as black squares) used ill the data analysis ill 
this chapter with thefloodplain 
domain outlined in black. The background image is copyright 
of the Environment Agency. 
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Figure 5.2 - Location of thefive subsets (shown as black squares) used in the data analysis in CP this chapter with the coverage of each swath shown in colour. Mixed colours indicate areas 
where there is an overlap in terrain measurements from adjacent swaths. 
The test areas and their characteristics are presented in Table 5.1. Figures 5.3 through to 5.7 
show the density relationship of the data points in each area to the mesh used in the hydraulic 
model. 
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Test No. of No. of Size (m) Min Max Mean S. D 
Area data mesh elevation elevation elevation (m) 
points nodes (m) (m) (m) 
1 739 10 100 X 100 37.645 37.965 37.798 0.055 
2 731 9 100 X 100 36.435 37.485 36.818 0.115 
3 1215 10 130 x 130 35.865 43-685 36.555 0.483 
4 751 11 100 X 100 35.825 36-645 36.139 0.092 
5 1313 I- 14 130 x 130 36.055 40.105 -1 - 36.422 T 0.288 
Table 5.1 - Summary of Test Area Data 
Test Area 1: 
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Figure 5.3 - Test Area I 
This is an area of relatively flat pasture in a small 
field adjacent to the north of the river channel 
shown at the top of Figure 5.1 and covered 
by one flightline. There are no areas of sparse data 
coverage that result from vegetation removal 
in the data pre-processing. The elevation data is 
similar as reflected by the 
low value of the standard deviation. 
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Figure 5.4- Test Area 2 
This is an area of gently sloping pasture in the centre of a large field to the west of the river 
channel covered by a single flightline and shown as the second test are from top in Figure 5.1. 
There are no areas of sparse data coverage that result from vegetation removal in the data pre- 
processing. A low value for the standard deviation of the data demonstrates a smooth surface 
with sin-filar values. 
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Figure 5.5 - Test Area 3 
This is an area of gently sloping pasture in the same field as Test Area 2 to the west of the river 
channel but slightly further south as shown in Figure 5.1. This area has been observed to 
inundate slowly during the passage of a flood wave along the river. It has also been observed 
that the lower section of this area is covered by a disused railway embankment running 
approximately east to west and crossing the river channel at a perpendicular angle. This 
embankment has been discussed in the previous chapter where the current method of data 
integration within the model was shown to be insufficient to incorporate this feature in its 
entirety. Consequently, this subset has had several data points removed because the vegetation 
removal procedure categorised these points as tall vegetation. This has left a large area of sparse 
data coverage within the top third of the subset area. The area to the north east of the 
embankment in the image contains a large area of terrain where there is overlap present between 
two flightlines however the presence of residual elevation data marking the embankment leads 
to a large standard deviation value for the data set which may mask any systematic error that 
may be present between the flightlines, (c. f. Section 4.5.1). 
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Figure 5.6 - Test Area 6 
This is an area of relatively flat pasture in a field adjacent to the north of the river channel at the 
bottom of Figure 5.1 and is covered by one flightline. There are no areas of sparse data coverage 
that result from vegetation removal in the data pre-processing. A low value for the standard 
deviation of the data demonstrates a smooth surface with similar values. 
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Figure 5.7 - Test Area 5 
This is an area of pasture in a small field adjacent to the east of the river channel at the bottom 
of Figure 5.1. The majority of the pasture was covered by a single flightline aside from the top 
right-hand comer of the test area that also contains information from a second flightline. In 
addition, the lower left-hand comer of the test area contains elevation data from a hedge, which 
was not removed in its entirety during the vegetation pre-processing stage. A large value for the 
standard deviation of the data is due to some of the residual hedge elevation data. 
5.3 Spatial analysis of the LIDAR data 
It has long been known in the field of spatial data analysis that classical statistics are an 
insufficient tool, as they fail to take into account the spatial dependence often present between 
proximal observations (Burrough and McDonnell, 1998, Isaaks and Srivastava, 1989). Thus a 
new branch of statistics was founded called geostatistics which takes into account spatial 
dependence, defined as 'the likelihood that observations close in space are more alike than those 
further apart', (Atkinson, 1995). Thus, it is a measure of the statistical correlation between 
proximal data. The theory 
hypothesises that if one value is known, then we can predict 
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neighbouring values. It must be remembered however that all things are spatially dependent at 
least at some scale and it is therefore important that we take into account the scale at which we 
are studying the spatial dependence. The underlying concept of 'Regionalized Variable Theory', 
which underpins all geostatistical techniques, is well established and will not be covered here in 
depth. For a full review of this technique and other geostatistical techniques, the reader is 
referred to the core text by Isaaks and Srivastava, (1989). In essence however, the theory states 
that the spatial variation of any variable can be expressed as the sum of three major components: 
a) the structural component, having a constant or mean trend; 
b) a random, but spatially correlated component known as the variation of the regionalized 
variable, 
c) a spatially uncorrelated random noise or residual term. 
(Burrough and McDonnell, 1998) 
The spatial dependence can then be represented by a function known as a variogram, derived 
from the above theory. This is a plot of the sernivariance (half the expected squared difference 
between any pair of data) against the lag h, (the vector distance and direction of separation 
between any pair of data) at a particular lag distance. The equation is shown in Equation 5.1. 
1 
12 
y (h) =I ýz(xj) - z(xi + h) 2n i=l 
Equation 5.1 
where n is the number of pairs of sample points of observations of the values of attribute 
separated by distance h, (Burrough and McDonnell, 1998). A plot of y(h) against h forms the 
experimental vanogram and a model is then fitted to the experimental variogram in order to 
describe the spatial patterns in the data. A sample plot showing key parts of a variogram with a 
model fitted to the data is shown in Figure 5.8. 
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Figure 5.8 -A sample model variogram showing range, nugget, sill (Burrough and 
McDonnell, 1998) 
Several features of the model variogram should be noted for future discussion in this chapter. At 
large lag values, the fitted curve is seen to level off forming the sill, and at these lags, there is no 
longer any spatial dependence. The distance between where the curve starts at a low value of 
y(h) and rises to the sill, is the range (cl). This area describes the spatial dependence between 
related points and defines the maximum lag distance at which spatial dependence still occurs 
between points. Finally, the point at which the curve bisects the y- axis marks the nugget (co). 
This point shows the sernivariance present at a lag of zero, namely the semivariance between a 
point and itself. Thus, the nugget value represents a combination of several values including the 
short-range variation that has not been measured as it exists at shorter distances than the 
smallest sampling interval and the uncertainty in estimating a variogram from sample data. 
However, its greatest benefit is that it can be used to estimate the measurement error present in 
the data. Atkinson (1995) presents a method for describing quantitatively the information, 
redundancy and error in present in digital spatial data utilising the variogram. The author states 
that by modelling the spatial dependence in a given variable, it is possible to determine the 
amount of measurement error in each observation. Most spatial data incorporates an inherent 
redundancy and information is relative; information exists between measurements and a single 
measurement cannot give information without a priori information or other values to compare it 
to. So we need to look at the difference (or squared difference) between two neighbours by 
using the variogram method described above. 
The LIDAR data scan pattern approximates to an irregular gridded structure, thus variogram 
analysis was performed using the public domain software package GSLEB and its 'Gamv' 
subroutine which is designed for iffegularly spaced data, (Deutsch and Journel, 1998). Of 
particular importance in the analysis is the study of the nugget effect present 
in the variogram 
because as discussed previously, this value represents a number of sources of random error, 
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most importantly random measurement error. The majority of the test areas were also areas of 
the floodplain where measurements were obtained by one flightline thus any possible systematic 
error present between adjacent flightlines could be discounted at this stage. Trend was removed 
prior to the variogram analysis by fitting a trend surface to the data (a polynomial of order 3 was 
found to give the lowest RMS error throughout the reach) and the residual values between the 
original LIDAR elevation values and the corresponding horizontal location on the trend surface 
were then used in the calculation of the variogram. 
An omnidirectional variogram. was produced where all possible directions were combined in a 
single variogram. The directional tolerance is large enough to make the direction of any given 
lag separation vector insignificant and only the magnitude of the lag is important, in effect, an 
average of all the possible directional variograms. The lag spacing was chosen as 3m as the 
average spacing between adjacent elevation values in the LIDAR data set was estimated to be 
approximately 3m. The results of the ornnidirectional variogram for each test area are shown in 
Figures 5.9 to 5.13 below. 
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Figure 5.9 - Omnidirectional Variogram of Test Area 
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Figure 5.10 - Omnidirectional Variogram of Test Area 2 
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Figure 5.11 - Omnidirectional Variogram of Test Area 3 
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Figure 5.12 - Omnidirectional Variogram of Test Area 4 
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Figure 5.13 - Omnidirectional Variogram of Test Area 5 
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5.4 Surface Generation 
Before examining the interpolation methods that can be used on the irregularly spaced LIDAR 
data, it is important to examine the principle differences between the terrain surfaces that are 
produced as a result of the interpolation methods. This is because this may affect how we should 
interpret the output from a given interpolation method. 
Terrain surfaces potentially comprise of an infinite number of points that can be measured. As it 
is impossible to record every point, a sampling method must be used to extract points that are 
deemed representative of the terrain in order to build a surface model that approximates the 
actual surface. Where a generalisation of the surface is required rather than a precise fit, the 
modelling function will tend to be based on a more or less simple mathematical function, 
probably a low order polynomial, (Kumler, 1994). The problem with such a model is that it does 
not fit the surface at any of the data points. However, it may represent the underlying trend of 
the data if the surface is noisy, for example, where there is inherent error in the data values. 
A more accurate model is usually required in the sense that values entered as data at specific 
locations should be exactly reproduced in the final model, and areas between the data points 
should, generally, be representative of the shape of the surface. A surface model should: 
Accurately represent the surface; 
Minimise, data storage requirements; 
Maximise data handling efficiency; 
Be suitable for surface analysis; 
Be suitable for efficient data collection. 
(ESRI, 1999) 
Terrain surfaces are commonly produced using two methods; regular grids (sometimes known 
as altitude matrices) and triangular iffegulated networks (TINs), (Burrough and McDonnell, 
1998; Kumler, 1994; McCullagh, 1998). All surface generation and subsequent interpolation 
methods are performed using the commercial Geographical Information System (GIS) package 
ARC/IMFO which has been widely acknowledged as the industry standard 
in surface 
generation. Indeed, 'The TIN and GRID modules in Arc/Info are probably the present 
GIS 
market leaders', (McCullagh, 1998). 
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The omnidirectional variograms for each test area demonstrate a wide variation in the degree of 
sernivariance between pairs of points at different lags. Test areas 1,2,4 and 5 are the most 
stable structures, both reaching a sill at approximately 6m and showing a nugget semivariance 
value of less than 0.005 m. This translates as a vertical variance of less than lOcM2 which is 
much less than the quoted error of the LIDAR data. In contrast, test area 3 shows low 
sernivariances at lag spacings of less than 15m but this begins to increase dramatically, 
culminating in relatively high senýiivariances of 0.35 translating as a variance of 80cm 2. If a 
statistical model were to be fitted to the plot, the data would best fit a Gaussian curve, which 
indicates a smoothly varying pattern, and this is quoted by Burrough and McDonnell (1998) as 
often occurring with elevation data. Test area 5 reaches a sill at similar distance to areas 1,2 and 
4 and with a low sen-iivariance; however, the structure is very erratic at lower lag spacings. 
Referring back to the previous description of the test sites in Section 5.2, areas 3 and 5 are the 
least homogeneous in terms of terrain and residual vegetation/feature points. Area 3 has several 
spurious points as a result of the partial removal of the embankment and some elevation data 
from an adjacent flight scan and area 5 has some residual points of hedgerow vegetation. This 
explains the large variation seen within the variograms of these two test areas and highlights the 
importance of correct point identification and removal before the data is incorporated with the 
mesh. With the exception of area 3, spatial dependence is seen to occur in each plot up to 
distances of approximately 7 to 10m. 
Individual variograms of the test areas were also produced along two directional axes using two 
variograrns to measure the sernivariance of the scanline and flightline. This was to see if there 
was any variation in the spatial dependence scales obtained from the omnidirectional variogram 
that had been 'masked' in such a generalised measure. For the first variogram, the direction of 
the variogram. was set along the scanline (60 degrees azimuth, ± 10 degrees tolerance). This was 
constrained to the individual scanlines by using a Im tolerance for the bandwidth and a low 
angular tolerance of ± 10 degrees. A flightline transect was also taken for the pasture test areas 
by selecting a line at angle of 3200 approximately corresponding to a succession of points 
measured by different scans along the flightpath of the aircraft. A wide tolerance of ± 40 degrees 
was chosen but again, with a constrained bandwidth of Im so that the elevation measurement 
points slightly out of line with one another would still be analysed as if they were directly 
adjacent. The resulting variograms were similar in appearance to the ornnidirectional 
variograms, with no additional information conflicting with the original spatial dependence 
scales being observed. 
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5.4 Surface Generation 
Before examining the interpolation methods that can be used on the irregularly spaced LIODAR 
data, it is important to examine the principle differences between the terrain surfaces that are 
produced as a result of the interpolation methods. This is because this may affect how we should 
interpret the output from a given interpolation method. 
Terrain surfaces potentially comprise of an infinite number of points that can be measured. As it 
is impossible to record every point, a sampling method must be used to extract points that are 
deemed representative of the terrain in order to build a surface model that approximates the 
actual surface. Where a generalisation of the surface is required rather than a precise fit, the 
modelling function will tend to be based on a more or less simple mathematical function, 
probably a low order polynomial, (Kun-der, 1994). The problem with such a model is that it does 
not fit the surface at any of the data points. However, it may represent the underlying trend of 
the data if the surface is noisy, for example, where there is inherent error in the data values. 
A more accurate model is usually required in the sense that values entered as data at specific 
locations should be exactly reproduced in the final model, and areas between the data points 
should, generally, be representative of the shape of the surface. A surface model should: 
Accurately represent the surface; 
Minimise data storage requirements; 
Maximise data handling efficiency; 
Be suitable for surface analysis; 
Be suitable for efficient data collection. 
(ESRI, 1999) 
Terrain surfaces are commonly produced using two methods; regular grids (sometimes known 
as altitude matrices) and triangular irregulated networks (TINs), (Burrough and McDonnell, 
1998; Kumler, 1994; McCullagh, 1998). All surface generation and subsequent interpolation 
methods are performed using the commercial Geographical Information System 
(GIS) package 
ARC/INFO which has been widely acknowledged as the industry standard 
in surface 
generation. Indeed, 'The TIN and GRID modules in Arc/Info are probably the present 
GIS 
market leaders', (McCullagh, 1998). 
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removed by the gridding process. However, at grid cell sizes greater than lm, the number of 
elevation points retained begins to degrade dramatically. It was therefore found that the 
optimum grid cell size was Im as this retains the majority of the LEDAR information whilst 
remaining a manageable grid size in terms of computational efficiency. 
5.4.2 TIN 
Peucker developed the TIN surface model in 1969 at the Harvard Laboratory for Computer 
Graphics and Spatial Analysis as an alternative to grid representations, and it has been 
successfully used as an alternative DTM, (Chaturvedi and Piegl, 1996). The elevation data of 
the surface is stored as az value, a single variable in the vertical dimension associated with 
given horizontal coordinates which thus forms a two and a half dimensional surface. In contrast 
to the grid model of the terrain surface described in the previous section, a TIN model preserves 
the locational integrity of the original elevation data within its structure as nodes. This is 
potentially useful as the method will keep unusual elevation values that may be remnant 
topographic features that grid methods may drop. However, this is also a double-edged sword as 
they may also be vegetation outliers. The data points included in the model are termed 'nodes' 
and these points can be located at optimum sample locations in order to reduce the information 
required in the surface model compared to a gridded terrain surface model. In addition to the 
nodes, a series of 'edges' are created that join these points to forin non-overlapping triangles 
and thus a continuous 'faceted' surface. With each node possessing an elevation value, it 
becomes possible to calculate the slope of an edge or facet, the aspect and surface area of the 
facet, and values such as the volume, surface visibility and profiles of the entire terrain surface. 
In many cases, a feature can contain much more data than is actually required to accurately 
represent that feature and tolerance values can be set to limit the processing of excess data. It 
should also be noted that this is similar to the structure of a finite element mesh. 
The triangulation method satisfies the Delaunay criterion that is the method also used in the 
creation of hydraulic meshes (Chapter 3). Delaunay triangulation is a proximal method that 
satisfies the requirement that a circle drawn through the three nodes of a triangle will contain no 
other point. Simply put, this means that all the sample points are connected with their two 
nearest neighbours to form triangles. Delaunay triangulation has several advantages over other 
triangulation methods: 
The triangles are as equilateral as possible, thus reducing potential numerical precision and 
stability problems created by long skinny triangles in hydraulic codes; 
Ensures that any point on the surface is as close as possible to a node; 
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5.4.1 Gridded DEM's 
Grid's comprise matrices of elevation data with the addition of a specified point of origin to the 
grid, the spacing between the data and orientation, all of which serve to imply the horizontal 
coordinates of the elevation data and thus decrease computer storage requirements, (Kun-der, 
1994). Grids are, at present, the most common form of surface model used to represent terrain. 
They can be produced from both regularly and irregularly spaced elevation data. Each elevation 
data point within the matrix represents a square cell with a constant elevation value and all 
locations within the cell are assumed to have the same z value as the point at the centre of the 
cell. In large enough cells, however, the value of other locations within the same cell can be 
interpolated from the cell centre and the centres of neighbouring cells. 
The main disadvantages of grids are, however, the large amount of data redundancy in areas of 
uniform terrain, and the inability to adapt to areas of differing relief complexity without 
changing the grid size, (Burrough and McDonnell, 1998). In addition, surface features such as 
ridges cannot be represented directly by the array and surface anomalies such as peaks and pits 
can be missed because a large sampling interval may miss important variations in the surface. In 
many respects, the representation is similar to that of models, which use finite difference 
methods. The accuracy of an array as a surface representation can be increased by decreasing 
the interval between sample points, however this may also increase data redundancy, especially 
in areas of little variation. 
With this method however, if a cell has more than one value (as is likely with LIDAR data 
where multiple elevation data is recorded over a small area at the apex of the scan) then the 
value given to the cell is based on the scanning order and cannot easily be predicted. In addition, 
the cell resolution should be chosen carefully. There are several factors that should be 
considered. A cell size finer than the input resolution will not produce data at a finer resolution 
than the input data. The cell resolution of the output grid should be the same as, or coarser than, 
the input data. 
A study was conducted into the effects of decreasing grid cell size on the number of elevation 
points preserved in the data, as a measure of the preservation of 
irregularly spaced raw 
information in regular gridded output data. The optimum grid resolution 
is a trade-off between 
the number of elevation points retained in the output grid versus the size of 
the output grid. At 
high resolutions such as im or 0.5m grid cells, the number of elevation points preserved was 
similar to the total number of elevation points prior 
to gridding. However, some were still 
missing as they were multiple data values 
for a single cell as described above and were thus 
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removed by the gridding process. However, at grid cell sizes greater than Im, the number of 
elevation points retained begins to degrade dramatically. It was therefore found that the 
optimum grid cell size was Im, as this retains the majority of the LIDAR information whilst 
remaining a manageable grid size in terms of computational efficiency. 
5.4.2 TIN 
Peucker developed the TIN surface model in 1969 at the Harvard Laboratory for Computer 
Graphics and Spatial Analysis as an alternative to grid representations, and it has been 
successfully used as an alternative DTM, (Chaturvedi and Piegl, 1996). The elevation data of 
the surface is stored as az value, a single variable in the vertical dimension associated with 
given horizontal coordinates which thus forms a two and a half dimensional surface. In contrast 
to the grid model of the terrain surface described in the previous section, a TIN model preserves 
the locational integrity of the original elevation data within its structure as nodes. This is 
potentially useful as the method will keep unusual elevation values that may be remnant 
topographic features that grid methods may drop. However, this is also a double-edged sword as 
they may also be vegetation outliers. The data points included in the model are termed 'nodes' 
and these points can be located at optimum sample locations in order to reduce the infon-nation 
required in the surface model compared to a gridded terrain surface model. In addition to the 
nodes, a series of 'edges' are created that join these points to form non-overlapping triangles 
and thus a continuous 'faceted' surface. With each node possessing an elevation value, it 
becomes possible to calculate the slope of an edge or facet, the aspect and surface area of the 
facet, and values such as the volume, surface visibility and profiles of the entire terrain surface. 
In many cases, a feature can contain much more data than is actually required to accurately 
represent that feature and tolerance values can be set to limit the processing of excess 
data. It 
should also be noted that this is similar to the structure of a finite element mesh. 
The triangulation method satisfies the Delaunay criterion that is the method also used 
in the 
creation of hydraulic meshes (Chapter 3). Delaunay triangulation 
is a proximal method that 
satisfies the requirement that a circle drawn through the three nodes of a triangle will contain no 
other point. Simply put, this means that all the sample points are connected with 
their two 
nearest neighbours to form triangles. Delaunay triangulation 
has several advantages over other 
triangulation methods: 
The triangles are as equilateral as possible, thus reducing potential numerical precision and 
stability problems created by long skinny triangles 
in hydraulic codes; 
Ensures that any point on the surface is as close as possible to a node; 
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0 The triangulation is independent of the order the points are processed. 
(ESRI, 1999) 
Further detailed information on the triangulation method and selection of vertices can be found 
in Chapter 7 where its similarity to current hydraulic mesh structures is further explored as a 
potential substitute mesh structure. It must be noted however that the final surface 
representation may retain an imprint of Delaunay triangulation, (Burrough and McDonnell, 
1998). 
Breaklines are linear features that are used to define and control surface behaviour in terms of 
smoothness and continuity and can have constant or varying z values along their length. They 
are incorporated into the TIN data structure as triangle edges. They can be categorised as either 
csoft or hard'. Soft breaklines are used to ensure that known z values along a linear feature are 
maintained in the TIN however they do not impact on the surface smoothness. Hard breaklines 
define interruptions in the surface smoothness, and are often used to define ridges, shorelines, 
streams etc. 
The topological structure (or connectivity) of a TIN is defined by maintaining information 
defining each triangle's nodes, edge numbers and type, and their connections to other triangles. 
For each triangle, TIN records: 
The triangle number 
The numbers of each adjacent triangle 
The three nodes defining the triangle 
The x, y coordinates of each node 
The surface z value of each node 
The edge type of each triangle edge (hard or soft) 
In summary, all the data points that are used are present on the final surface, it is assumed to be 
smoothly curved except in areas where there is a break of slope, and it is also assumed that any 
interpolation between nodes should not introduce unexpected bumps and hollows, (McCullagh, 
1998). 
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5.4.3 Comparison of Grids and TINsfor surface generation 
Kumler (1994) has produced perhaps the most comprehensive study to date which compares 
TIN and Grid data structures. However, Kumler's TIN's were created either from regularly 
spaced grid data in the form of DEM's or contours thus his results may not be applicable to 
irregularly spaced data. His conclusions were, however, that the TINs made from DEM's or 
contour data were inferior to gridded data structures but that DEM's in turn were a bad source 
for TIN vertices. Interestingly, the author still believes that TINs are intuitively better at 
representing irregular terrain surfaces and his research did not rule out alternative methods of 
constructing TINs and selecting vertices which might be more efficient than regular gridded 
structures but this may need specific linear programming to achieve. In addition, whilst 
triangular networks are very common as underlying spatial representations of the surface 
generated, they are often converted to rectangular grids for visualisation owing to imperatives in 
the display software used, (McCullagh, 1998). 
Li (1992) studied the accuracy of gridded digital terrain models (DTMs) and their relationship 
to the sampling interval and concluded that it was highly correlated with the grid interval if only 
gridded data is used. When feature-specific points are added to the data set, the accuracy of the 
DTM can be improved. The author also concludes that the accuracy of the DTM also correlates 
with the slope angle of the terrain surface. 
TINs have already been used in the interpolation of LIDAR data to produce a terrain surface, 
(Pereira and Wicherson, 1999) although their LIDAR data was already pre-processed into a Im 
x Im. regular grid. Their guidelines included the use of breaklines, detected automatically using 
an edge detection algorithm to define slopes bigger than a user defined threshold value. Their 
methods also excluded some terrain features that needed to be added manually after the initial 
terrain surface was produced and errors such as discontinuities were introduced in the 
conversion from raster to vector structures which required some additional manual editing. 
The advantages and disadvantages of each method are sunu-narised in Table 5.2. 
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GRID TIN 
Size of spatial structure Approaching nodes will 2N triangles 
require interpolation, 
sometimes more 
Speed of calculation Slow, because of interpolation Fast, no interpolation 
Reproducibility of data point Very poor for coarse grids, Exact 
value at data location high accuracy requires a cell 
size less than half the spacing 
of the closest pair of points 
Data density adjustment None, grid usually over-dense Optimally sized triangles are 
in sparse data areas adjusted to data density 
Interpolation process Many options, critical None required 
Break line representation Quite difficult Easy 
Surface smoothing Simple and fast fitting to grid Irregular, triangular shapes 
cells, but needs careful choice require careful, sophisticated 
and relatively slow fitting 
methods. 
Smooth line contouring Wastes time in low data Equally slow in all areas 
density areas 
Ease of graphic display Simple, but large data More complex structure but 
volumes scan conversion fast with 
small data volumes 
Table 5.2 -A summary of the advantages and disadvantages of using a regular grid spatial 
representation compared with a modified Delaunay triangular representation of a terrain 
data set of N data points, (McCullagh, 1998) 
In summary, the accuracy of a surface reconstructed from the any elevation data is dependent on 
the following general parameters as highlighted by Li, (1992), and McCullagh, (1998): 
0 the type, accuracy, density and distribution of the source data; 
0 the terrain characteristics; 
the method of surface reconstruction (gridded or TIN); 
the fit required of the surface to the source data in the final model; 
the surface characteristics constructed from the source 
data. 
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5.5 Interpolation Methods 
The aim of this section is to investigate the different methods of interpolation available for 
manipulating the original LIDAR data prior to its integration with the mesh. This is to achieve 
the three objectives defined in Section 5.1, namely that a surface be generated that maintains the 
accuracy of the original data, the features of the floodplain, but that also estimates elevation data 
for data sparse locations resulting from the vegetation removal in Chapter 4. This will utilise the 
test sections of the existing mesh of the Stour and will investigate the trade off between the use 
of effective parameters to represent point or area topography at the nodal points, accuracy 
compared to the original data points and computational efficiency in calculating the nodal 
topographies. 
Interpolation is the procedure of predicting the value of attributes at unsampled sites from 
measurements made at point locations within the same area or region. The methods are based on 
the theory that, on average, values at points close together in space are more likely to be similar 
than points further apart (spatial dependence). If local variation can be captured successfully, it 
is to be expected that estimates of the elevation at an unknown location will be better than those 
obtained from simple averages of the data. Usually this is done because data is sparse but 
LIDAR data is very dense. The need for interpolation arises because the nodes of the hydraulic 
mesh, which the LIDAR data must be assigned to, are sparse relative to the LIDAR data and 
therefore may not reflect the terrain surrounding the mesh node in an optimal and accurate 
manner. LIDAR data has forced a dramatic shift (at least in terms of topography) from a data- 
poor to a data-rich modelling environment. Hence, there is a need to reappraise available 
interpolation techniques as these were mostly developed with sparse data sets in mind. Hence 
just using standard methods has some uniqueness and needs to be done. 
Interpolation methods can be sub-divided into exact and inexact interpolators, and global and 
local interpolators. An interpolation method that predicts a value of an attribute at a location, 
which is identical to that measured and which retains the original elevation value that was 
sampled at that location, is called an exact interpolator and all other methods are 
inexact 
interpolators, (Burrough and McDonnell, 1998). Exact methods include most distance- 
weighting methods, kriging, spline interpolation, interpolating polynomials and 
finite-difference 
methods. Inexact interpolators include distance-weighted 
least squares, least squares fitting with 
splines and power series trend models. The choice of appropriate 
interpolation model depends 
on type of data, degree of accuracy desired and amount of computational effort 
afforded. 
However, the exact methods are more reliable than the approximate ones 
due to simplicity, 
flexibility and reliability, (Lam, 1983). 
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Global interpolators use all available data to provide predictions for the whole domain, while 
local interpolators operate within a small zone around the point being interpolated to ensure that 
estimates are made only with data from locations in the immediate neighbourhood, and fitting is 
as good as possible. Global interpolators are mostly used for examining, and if needs be, 
removing, the effects of major trends in the data and methods include trend-surface analysis. 
The residuals from the global variations can then be interpolated locally. Local variation is 
regarded as noise that is not part of the greater 'trend' of the data. This contradicts the theory of 
spatial dependence outlined previously and in Section 5.3. Thus local interpolation methods 
have been developed which take into account the local variation around the point to be 
estimated. All these local functions smooth the data to some degree in that they compute some 
kind of average value within a window or search distance, (Burrough and McDonnell, 1989). 
Therefore a neighbourhood must be defined for the search distance and a maximum search 
radius of 10m. is initially set as this was the limit of the spatial dependence of the data examined 
in Section 5.3. Beyond this distance, the spatial dependence of the LIDAR data breaks down 
therefore it would be theoretically incorrect to make estimates of an unknown elevation height 
using known elevations beyond this distance. 
The different interpolation functions to be examined are as follows: 
Trend surface analysis 
Inverse distance weighting 
Splines (regularised. and tension) 
Kriging 
TOPOGRID 
Interpolation from a TIN 
These methods were chosen as being the most common used in spatial analysis 
for the 
interpolation of sparse data to unknown locations and which need to be reassessed in the 
light of 
the new data-rich environment LIDAR produces. Additional methods such as the 
Fourier 
transform and wavelets can also be used for interpolation but they require 
large amounts of data 
at many different levels of resolution and so in keeping with 
Burrough & McDonnell (1998), 
they are not considered here. 
The aim of this section is to ascertain the optimal 
interpolation method and it's associated 
parameters for both point and areal topographic representation within 
the mesh. The optimum 
methods will be applied to the reach-scale 
LIDAR data to create a continuous surface for the 
reach, (Stage 1) and a value for each of the mesh nodes can 
then be directly obtained from the 
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underlying generated surface (Stage 2). The section begins with an outline of the interpolation 
methods applied to the test areas and the known advantages and disadvantages of each. 
5.5.1 Trend Surface Analysis 
The simplest way to model long-range spatial variation is by a multiple regression of attribute 
values versus geographical location, (Burrough and McDonnell, 1998). The idea is to fit a 
polynomial line or surface by least squares through the data points thereby minimising the sum 
of squares. The trend interpolator allows the user control over the order of the polynomial used 
to fit the surface, for example, a first order trend surface interpolation simply perforins a least- 
squares fit of a plane to the set of input points. As the order of the polynomial is increased, the 
surface being fitted becomes progressively more complex. A higher order polynomial will not 
always generate the most accurate surface; it is dependent upon the data and the most common 
order of polynomials is I through 3. Trend surface interpolation creates smooth gridded surfaces 
but the surface generated will seldom pass through the original data points since it perforins a 
best fit for the entire surface. The RMS error of the interpolation is shown as part of the 
ARC/INFO algorithm and can be used to determine the best value to use for the polynomial 
order but is limited to a goodness of fit measurement. When an order higher than I is used, the 
interpolator may generate a grid surface that is highly susceptible to edge effects as it can flex 
the edges to fit the points in the centre of the area. Thus the minimum and maximum values at 
the edges might exceed the minimum and maximum values of the input file of the input 
coverage, (ESRI, 1999). 
Disadvantages include that only broad features of the data can be modelled by low-order 
surfaces but it becomes increasingly difficult to ascribe a physical meaning to complex, higher 
order polynomials above 3, (Burrough and McDonnell, 1998). In addition, the trend surfaces are 
very susceptible to outliers in the data and the deviations from a trend surface are almost always 
to some degree spatially dependent, contrary to the assumptions implicit 
in regression-based 
algorithms. In summary, the method's characteristics are: 
0 Deterministic (empirical), global, and inexact interpolator; 
0 Gradual transitions; 
Best for a quick assessment and removal of spatial trends; 
Small computing load; 
It assumes a phenomenological explanation of trend, and normally 
distributed data. 
(Burrough and McDonnell, 1998) 
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5.5.2 Inverse Distance Weighting 
This interpolation forms the current default method of calculating the topography within 
STBTEL, the pre-processing package in the TELEMAC213 system. The method assumes that 
values closer together are more likely to be similar than observations further away and thus 
gives an average value weighted by an inverse distance function, to produce a gridded surface. 
The function can either be inversely proportional to the distance from the point being estimated 
or inversely proportional to any power of the distance, although Desmet (1997), found that the 
reciprocal of the distance gave a better result that the inverse of the squared distance. As the 
power approaches 0, so the estimate is giving most of the weight to the closest sample and 
approaches the value of a simple average, (Isaaks and Srivastava, 1989). If more influence is 
given to the points closest to the unknown point, the resultant gridded surface will have more 
detail, emphasising local variation. Conversely, if more influence is given to points further 
away, detail is lost and a smoother surface will result demonstrating the general trend, (Desmet, 
1997). In addition, the user can limit the number of input points available to the algorithm for 
the interpolation procedure, however, the method can be affected by uneven distributions of 
data points since an equal weight will be assigned to each of the points even if it is in a cluster, 
(Lam, 1983). The simplest form of the procedure is the linear interpolator where the weights 
are computed from a linear function of distance between sets of data points and the point to be 
predicted, (Burrough and McDonnell, 1998). However, the most common value for the inverse 
distance weighting function is 2 as it involves fewer calculations, (Isaaks and Srivastava, 1989). 
In summary, the method's characteristics are: 
Deten-ninistic and local interpolator; 
Exact or inexact interpolator depending on the weighting function; 
Gradual transitions; 
No in-built error assessment. Poor choice of window and weighting function can give 
artefacts; 
Best for quick interpolation from dense data on regular grid or irregularly spaced samples; 
Small computing load; 
It assumes the underlying surface is smooth. 
(Burrough and McDonnell, 1998) 
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5.5.3 Splines 
A spline is a two-dimensional minimum curvature interpolation (also called thin-plate 
interpolation) which creates a smooth gridded surface that passes exactly through the input 
points. It ensures a smooth (continuous and differentiable) surface together with continuous 
first-derivative surfaces, (Desmet, 1997). As a piece-wise polynomial function (fitted to a small 
number of data points exactly whilst ensuring continuity of the curve), and in contrast to trend 
surfaces, it is possible to modify one part of the curve without having to regenerate the entire 
terrain surface. This may be required as the polynomial is entirely unconstrained, except at the 
data points, so the values in between may be unreasonable and differ significantly from those at 
nearby data points, thus warranting partial regeneration, (Lam, 1983). For large datasets, the 
method becomes computationally efficient (Desmet, 1997), and several different, but equally 
valid solutions may exist for the same data set. The number of potential solutions will increase 
as the size of the data set increases, (Lam, 1983), therefore the method is not recommended for 
large data sets. The basic form of the minimum-curvature interpolation imposes the following 
two conditions on the interpolant, (ESRI, 1999): 
1) the surface must pass exactly through the data points; 
2) the surface must have minimum curvature, the cumulative sum of the squares of the second 
derivative terms of the surface, taken over each point on the surface, must be a minimum. 
For a more detailed examination of the mathematical concepts underpinning this interpolation 
method, the reader is referred to ESRI, (1999) or Burrough and McDonnell, (1998). 
The SPLINE function in ARC/INFO has two options, which, combined with a weight function, 
are used to control the curvature of the output surface. The REGULARIZED option yields a 
smooth surface and smooth first derivatives. The TENSION option tunes the stiffness of the 
interpolant according to the character of the modelled phenomenon. The REGULARIZED 
option usually produces more smooth surfaces (with typical weight values of 0,0.001,0.01,0.1 
and 0.5) than those created with the TENSION option (where typical weight values are 0,1,5 
and 10). A weight of 0 for the TENSION option results in the basic thin plate spline 
interpolation. In addition, the greater the number of input points used, the smoother the surface 
of the output grid. 
The effects of natural variation and measurement errors may 
be such that an exact spline may 
produce local artefacts of excessively high or 
low values. These can be removed by using thin 
plate splines in which the exact spline 
is replaced by a locally smoothed average. The reader is 
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referred to Burrough and McDonnell (1998) for more information on this method. In sunu-nary, 
the method's characteristics are: 
9 Deterministic (with local stochastic component), local and exact (within smoothing limits) 
interpolator; 
0 Gradual transitions; 
0 No direct inbuilt error assessment but goodness of fit possible, but within the assumptions 
that the fitted surface is perfectly smooth; 
0 Best for quick interpolation of elevation data and related attributes, retain small scale 
features; 
9 Small computing load; 
9 Assumes the underlying surface is smooth everywhere. 
(Burrough and McDonnell, 1998) 
5.5.4 Kriging 
Kriging is an extension of the Regionalised Variable Theory introduced in Section 5.3, which, 
in essence, assumes that the spatial variation in the phenomenon represented by the z values is 
statistically homogeneous throughout the surface (i. e., the same pattern of variation can be 
observed at all locations on the surface), (Burrough and McDonnell, 1989; Isaaks and 
Srivastava, 1989). It is therefore an optimal unbiased estimate as it is based on the structural 
characteristics of the data themselves, (Lam, 1983). Kriging uses a mathematical function to 
model this spatial variation using the semivariogram. method also presented in Section 5.3. Once 
the sample semivariogram, has been plotted, the surface can be estimated using either ordinary 
kriging or universal kriging. Ordinary kriging assumes that the variation in cell values is free of 
any structural component (drift) whilst universal kriging takes the structural component into 
account. The LIDAR data sampled from the test areas has had drift (trend) removed hence 
ordinary kriging using one of 5 models in ARC/PsTFO is applied; spherical, circular, 
exponential, Gaussian and linear, (Figure 5.14). These five models are provided to ensure the 
necessary conditions of the variogram model are satisfied, which is not always possible with 
interactive 'manual' variogram fitting. The variance is calculated based upon the average 
variance of all point pairs within each interval of the cell size. The senlivariogram 
is modelled 
by fitting one of these theoretical functions to the sample sernivariogram, according to which 
function best fits the sample data, (ESRI, 1999). An optional output of the kriging 
function is a 
variance grid. This grid shows the difference between predicted and actual variance at each 
cell 
and can be used to determine the reliability of 
interpolated points, relative to each other. 
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Figure 5.14 - Kriging models (ESRI, 1999) 
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Kriging is not, however, deemed reliable unless a very large number of sample values are 
available, and the improved accuracy provided by kriging will not always justify the 
computational effort required, (Lam, 1983). In summary, the method's characteristics are: 
0 Stochastic and exact interpolator; 
* Local interpolator with global variograms. Local with local variograms when stratified. 
Local with global trends; 
0 Gradual transitions; 
Variance grid provides estimate of the error and confidence interval for each unknown 
point. Data that are known to have anomalous pits or spikes, or abrupt changes are not 
appropnate; 
0 Best for when data are sufficient to compute variograms, kriging provides a good 
interpolator for sparse data; 
9 Moderate computer load; 
0 Assumes interpolated surface is smooth and statistical stationarity and the intrinsic 
hypothesis. 
(Burrough and McDonnell, 1998) 
5.5.5 TOPOGRID 
TOPOGRID is an interpolation method specific to the ARC/E*, TFO package, which generates a 
hydrologically correct grid of elevation from point, line, and polygon coverages. It works by 
taking into account the known characteristics of terrain surfaces and is essentially a thin-plate 
spline technique that uses a finite difference interpolation procedure that can follow abrupt 
changes in terrain. The program starts with a coarse grid and increases the resolution toward the 
finer, user-specified resolution. At each resolution, drainage conditions are enforced, 
interpolation performed, and the number of remaining sinks is recorded in a diagnostic file. The 
method is optimised to have the computational efficiency of 'local' interpolation methods such 
as inverse distance weighting, without losing the surface continuity of global interpolation 
methods such as kriging and splines, (ESRI, 1999). Its procedure will remove sinks unless 
specified by the user as existing in reality and will not impose the drainage conditions in 
locations that would contradict the input elevation data. Its applicability to LIDAR data is, 
however, limited by the absence of additional data regarding topographically important ridges 
and streams, which the algorithm requires for an optimal interpolation. 
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5.5.6 Linear and Quintic Interpolation from TIN-Is 
As discussed in Section 5.4, TINs honour all the input points and incorporate them in the 
surface model. However, it is possible to interpolate a value for an unknown locatlon on the TIN 
structure in ARC/IMFO, using either a LINEAR or QUINTIC method of interpolation to 
calculate the z values from the tin surface. This can therefore be used, as discussed at the 
beginning of Section 5.5, to provide an estimate of the original elevation data at precisely the 
same horizontal location as any given mesh node. The resultant accuracy of an interpolated z 
value is dependent on the accuracy and spatial distribution of the data used to build the surface 
model. 
The LINEAR interpolation method considers the surface as a continuous faceted surface formed 
by planar triangles. The normal, or perpendicular to the slope of the surface, is constant 
throughout the extent of each triangle facet. However, as you cross over an edge separating two 
adjacent triangles, the normal changes abruptly to that of the next triangle. In LINEAR 
interpolation, the surface value to be interpolated is calculated based solely on the z values for 
the nodes of the triangle within which the point lies. Breaklines do not influence interpolation 
because LINEAR interpolation is not affected by the surface behaviour of adjacent triangles. 
The z value is obtained by intersecting a vertical line with the plane defined by the three nodes 
of the triangle, (ESRI, 1999). 
Similar to the LINEAR interpolation method, QUINTIC interpolation considers the surface 
model to be continuous. In addition, QUINTIC interpolation also considers the surface model to 
be smooth, that is, the normal to the surface varies continuously within each triangle. In 
addition, there are no abrupt changes in the normal as it crosses an edge between triangles. This 
smooth characteristic is accomplished by considering the geometry of the neighbouring 
triangles when interpolating the z value of a point in a TIN triangle, thus the triangle facet may 
be concave or convex depending on the adjacent facets. 'Hard' breaklines act as a barrier to the 
QU11*4TIC interpolator whilst 'soft' breaklines do not. The smoothing effect created by 
considering the characteristics of neighbouring triangles is interrupted at the edge where the 
surface meets a hard breakline. The surface exhibits linear behaviour where 
it crosses a hard 
breakline and thus z values of points on a hard breakline are generated 
by LINEAR 
interpolation between the nodes of the breakline triangle edge. Surface smoothing continues on 
the other side of the hard breakline. The absence of hard breaklines may 
lead to the addition of 
artefacts using this interpolation method as a result of the characteristics of 
the adjacent 
triangles being incorporated. For a more detailed examination of the mathematical concepts 
underpinning this interpolation method, the reader 
is referred to ESRI, (1999). 
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5.6 Results -point representation 
Accuracy is normally measured by comparing elevations in the DEM with "true" values of 
elevation on the terrain, where the true values often come from a subset of the original data. 
After generating the surface, the height of these known points can be subtracted from the 
generated surface to examine how closely the new surface represents the true surface, (Burrough 
and McDonnell, 1998). These differences can then be used to calculate a measure of error for 





where di -: -- Zest - Zobs 9 the difference between the estimated and observed values, (Wise, 1998). 
This method of cross-validation is applied to measure the differences at a given point location 
between a measured LIDAR point and an estimated height. The LIDAR data from each test area 
is divided into two separate files. The first forms the data that will be interpolated and consists 
of 90 percent of the original data points from the test areas. The second data set will comprise 
the 10 percent of the original input data against which to validate the accuracy of the various 
interpolation procedures that result in gridded surfaces and interpolation from TINs. This 
threshold was chosen as being sufficient to produce a statistically valid sample in excess of 30 
points per test area. By overlaying the validation elevation values on the interpolated surface, 
the differences between estimated and the observed elevation height can be measured and the 
resulting RMSE error displayed as a contour surface in order to compare methods and 
weights/powers for all test areas easily. In addition, 'shape reliability' (the degree of fidelity 
with which the shape or the spatial pattern of the topography is maintained in the interpolated 
surface, (Desmet 1997)) on Test Area 3 (which contains the railway embankment) will provide 
a visual comparison of the interpolated surface with the original data. This will show how 
closely feature representation is maintained (which may not be obvious from the calculated 
statistics). This is an exacting test of the suitability of each interpolation method 
for areas of 
sparse data which exist as a result of the vegetation removal procedure. Finally, 
it should be 
remembered that the LIDAR data has an estimated minimum accuracy of 
±15cm RMS, 
(Environment Agency, 1997b). Therefore any estimates which are larger than this 'threshold 
level' can be regarded as significant enough to affect the shape of the generated surface. 
Thus 
the number of cross-validation points that are estimated to 
be outside these limits will be 
examined. 
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5.6.1 Trend Surface Analysis 
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Figure 5.15 -Trend Surface (order = 4) of elevation values (m) of Test Area 3 
The lowest RMS error of the resultant trend surfaces was found to be in the region of 0.05m for 
trend surfaces with a polynomial order of 5 for test areas 1,2 and 4, (Figure 5.16). This value is 
however, larger than the order of 3 described in the literature as being the recommended 
maximum used to produce a physically realistic surface. At this value, maximums of 3% of the 
values were predicted as being greater than the threshold of ± 15cm, (Figure 5.17). For test 
areas 3 and 5, the polynomials of 4 and 3 respectively were found to provide the best fit 
although this led to 21% and 14% of the points being above the threshold limit respectively. 
Figure 5.15 above demonstrates that the railway embankment is represented in the trend surface 
by two areas of maximum topography to the top left and bottom right of the image however its 
linearity is not obvious. 
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Figure 5.16 - Graph of RMS Errors using Trend Surface Interpolation 
Figure 5.17 -Graph ofPercentage of Points above 
Threshold Lifnit using Trend Surface 
Interpolation 
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5.6.2 Inverse Distance Weighting 
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Figure 5.18 -Inverse Distance Weighted surface (weight = 1) of elevation values (m) of Test 
Area 3 
The lowest RMS error was approximately 0.04m for a weight of 2 for the test areas I and 4 and 
3 for test area 2, (Figure 5.19). At these values, no points were estimated as being above the 
significance threshold limit, (Figure 5.20). Test area 3 demonstrated its lowest RMS error for a 
lower weight of I and test area 5 for a weight of 3 although the errors for these were 
approximately an order higher than those for the other test areas, (Figure 5.19). In addition, 
these interpolated surfaces resulted in 5% of both sets of points being estimated as being above 
the threshold limit of ± 15 cm (RMS error), (Figure 5.20). Figure 5.18 shows that the optimal 
surface produced for test area 3 with a power of I has preserved some of the linearity of the 
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railway embankment however areas of 'no data' (shown in white) do exist along the rest of the 
line. This is, in part, due to the sparse residual data from the vegetation extraction algorithm 
being present in the region of the embankment and exacerbated by the limitation of the search 
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Figure 5.19 - Graph of RMS Errors using 
Inverse Distance Weighting Interpolation 
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Figure 5.20 - Graph of Percentage of Points above Threshold Lindt using Inverse Distance 
Weighting Interpolation 
5.6.3 Splines 
The REGULARISED option produced a surface with the lowest RMS error for a power of 0 for 
all five surfaces although the actual RMS error varied from 0.055m for areas I and 2 to 0.2m 
and 0.3m for areas 5 and 3 respectively, (Figure 5.22). The percentage of points above the 
threshold ranged ftom I% and 0% for test areas I and 2 respectively, to 15% for area 3,8% for 
area 4 and 7% for area 5, (Figure 5.23). 
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Figure 5.21 - Regularised Spline surface (weight = 0) of elevation values (m) of Test Area 3 
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Figure 5.23 - Graph of Percentage ofPoints above Threshold 
Limit using Regularised Spline 
Interpolation 
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Fiv, ure 5.24 - Tension Spline surface (weight = 0) of elevation values (m) of Test Area 3 4: 7 
The TENSION option produced a surface with the lowest RMS error for a power of 10 for all 
areas and again, the RMS errors were comparable to the errors quoted for the REGULARISED 
method, (Figure 5.25). In addition, the percentage of points estimated above the threshold level 
for each area was also ahnost identical to those achieved using the REGULARISED method, 
(Figure 5.26). Figures 5.21 and 5.24 demonstrate that much of the linearity of the railway 
embankment is preserved using both methods. 
N 
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Figure 5.25 - Graph of RMS Errors using Tension Spline Interpolation 
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Figure 5.27 - Kriged surface (linear model) of elevation values (M) of Test Area 3 
A series of different models were fitted to the sample variogram for the test areas and the linear 
with sill model was found to be the best mathematical model to describe the variance of all the 
test areas. This model was then applied to the test area data and was found to give an average 
RMS error of 0.05m for test areas 1,2 and 4 and an average of 0.25m for test areas 3 and 5, 
(Figure 5.30). In addition, no points were estimated as being above the threshold limit for areas 
1,2 and 4 whereas 7% and 4% of the points were over this limit for areas 3 and 5 respectively, 
(Figure 5.31). Figure 5.27 shows a similar pattern to that of Figure 5.18, namely that some of 
the embankment is preserved in the interpolation but by limiting the search radius of the 
algorithm to 10m (the measured spatial dependence of the data), some areas of 'no data' (in 
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Figure 5.28 - Surface of Test Area 3 elevation values (m) produced using TOPOGRID 
The RMS errors and point over-prediction produced by the TOPOGRID algorithm were of the 
same order as those derived from the kriged surface. One noticeable difference is the large 
percentage of points that were above the threshold limit for area 3, namely, 16% of the 
validation data set. Figure 5.28 demonstrates that for test area 3, unlike the kriged surface, much 
of the linearity of the railway embankment feature is preserved and there are no areas of missing 
data. 
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5.6.6 Linear and Quintic Interpolation from TINI's 
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Figure 5.29 - Surface of Test Area 3 elevation values (m) produced using TIN 
LINEAR interpolation produces quicker calculations and more predictable results than 
QUINTIC interpolation but unlike QUINTIC interpolation, it produces discontinuous first 
derivatives (slope) at triangle edges leading to the possibility of abrupt changes in slope at 
triangle edges. Therefore, it is recommended that LINEAR interpolation should be used when 
modelling surfaces, which include as many surface measurements of important features as 
possible. The QUINTIC interpolation method produces more realistic results from sparse 
sampling data sets sampled at arbitrary locations. However, as the density of data points (or 
nodes) increases, the two interpolation methods tend to generate similar results. These 
recommendations are reflected in the results for the test area data. For the data dense test areas 
1,2 and 4, the LINEAR option produced the lowest RMS error (of the order of 0.05m) whilst 
the QUINTIC interpolator was better for areas 3 and 5 which have areas of sparse data as a 
result of the vegetation removal in Chapter 4 (RMS of 0.3m and Urn respectively), (Figure 
5.30). it is interesting to note, however, that the LINEAR interpolator produced the lowest 
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percentage of points above the threshold limit for each test area (ranging from none to 10% for 
area 3) although there is not a significant d1fference between the two TfN interpolators, (Figure 
5.31). 
Figure 5.31 - Graph of Percentage ofPoints above the 
Threshold Limit using Ariging, 
TOPOGRID and Tin Interpolation 
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Figure 5.30 - Graph of RMS Errors using Kriging, TOPOGRID and Tin Interpolation 
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5.7 Results - area representation 
It is recognised in physical modelling that the representation of a spatially defined and varying 
4reality' is often limited to the parameterisation of a single data value to form an 'effective 
parameter', (Beven, 1989) representative of the area around it. It is therefore proposed that such 
a parameter should be defined in order to best represent the area that it represents rather than the 
exact point at which it is located. Topography is just such a spatially varying parameter and the 
parameterisation of single mesh nodes, located several ten's of metres apart may not reflect the 
heterogeneity of the floodplain around the point. Therefore, research was also conducted to 
obtain values for the mesh node that were deemed to be representative of the wider terrain in the 
area surrounding the mesh node location and this involved the use of a smoothing technique 
called Thiessen polygons. 
Thiessen or Voroni polygons divide an area into regions containing a single data point. Each 
region has the unique property that any location within a given region is closer to the region's 
point than to the point of any other region. Any unsampled locations that fall within the region 
defined by a polygon are assumed to have the same value as the data point at the centre of the 
polygon, (Isaaks and Srivastava, 1989). This can lead however, to abrupt changes within the 
interpolated surfaces and the presence of only one data value per region precludes the use of 
error assessment. Thus for this analysis, the full data set for each test area was used. The method 
can also be thought of as a fon-n of nearest neighbour interpolation or a weighted linear 
combination that gives all of the weight to the single elevation sample value, (Burrough and 
McDonnell, 1998). The distribution of the input data will also affect the pattern of the surface 
produced. To construct Thiessen polygons, first, a TIN is produced using the Delaunay 
triangulation method described in Section 5.4 and then the perpendicular bisectors for each 
triangle edge are generated, forming the edges of the Thiessen polygons. The locations at which 
the bisectors intersect detem-iine the locations of the Thiessen polygon vertices and the polygons 
will extend past the boundary of input coverage, (ESRI, 1999). 
A Thiessen polygon coverage was generated to divide each test area described previously 
into 
regions with the mesh nodes located within that coverage at the centre of each polygon. 
The 
non-vegetated LIDAR points falling within each region were averaged to produce an arithmetic 
mean of the terrain elevation for each mesh node. In this way, an approximate measure of 
the 
topography of the area was produced taking into account all the variation within the polygon of 
influence of a node. This method could not be applied to the reach as a whole as 
the vegetation 
removal algorithm (Chapter 4), left several areas without 
data which would have made 
calculating an average for certain polygons 
impossible. Thus, a surface needed to be produced 
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as described in Section 5.4 and in keeping with the objectives specified at the beginning of this 
chapter. The root mean squared error was then calculated for each mesh node located in each 
test area between the average value calculated using the Thiessen polygons and the grid square 
of the surface produced located at the same horizontal coordinates as the node as described 
before. 
5.7.1 Trend Surface Analysis 
Trend surface analysis at the lowest orders is seen to produce very low RMS errors, however the 
lack of elevation data and presence of residual data from the railway embankment leads to an 
increase in the error to 0.2m for Test Area 3 when high order surfaces are used, (Figure 5.32). 
Most of the orders for the other test areas however produce a very low RMS error ranging from 
approximately 0.0 1m to 0.08m with the majority of the errors being about 0.02m. 
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Figure 5.32 - Graph qfRMS Errors using 
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5.7.2 Inverse Distance Weighting 
All of the weights for the inverse distance weighting method show a very large RMS error of 
approximately IIm for Test Area 3 and this is again due to the absence of data within this area, 
(Figure 5.33). The other test areas show a range of errors from 0.02m to 0.08m with most being 
approximately 0.05m. 
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Figure 5.33 - Graph ofRMS Errors using 
Inverse Distance Weighting 
5.7.3 Splines 
The regularised spline with weight 0.5 was the only spline 
interpolation method to produce a 
consistently low RMS error across all the test areas and 
this ranged from approximately 0.03 to 
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0.17m, (Figure 5.34). Large RMS errors were shown for Test Area 3 for all the remaining 
spline weights with a RMS error ranging from 0.17 to 0.90m for this region. Test Area 5 also 
shows a large RMS error of 0.90m for the tension spline method with a weight of 0 (thin plate 
spline). 
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Figure 5.34 - Graph ofRMS Errors using Spline Interpolation U, 
5.7.4 Kriging 
Kriging was also prone to large errors in representing the average elevatiODof Test Area 3 with 
a RMS error of IIm occurring. Other areas of the floodplain were 
fouDd to have aDRMS error 
varying from 0.02 to 0.11 m, (Figure 5.3 5). 
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Figure 5.35 - Graph qfRMS Errors using Kriging, Topogrid and Linear and Quintic C7 
Interpolation ftom TINs 
5.7.5 TOPOGRID 
The TOPOGRID algorithm also produced an abnormally large RMS error of 0.75m for Test 
Area 3 for the same reasons as the previous interpolation methods, (Figure 5.35). The RMS 
errors for the other test areas ranged from 0.03 to 0.8m. 
5.7.6 Linear and Quintic Interpolation from TTVs 
Both the linear and quintic interpolation methods produced similar results to the TOPOGRID 
algorithm with a RMS error of 0.84m for both methods for area 3 and the remaining areas 
having an RMS error between 0.03 and 0.07m. 
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5.8 Summary - implications for hydraulic modelling 
In assessing the best interpolation/surface generation method for the LIDAR data, we must 
return to the original objectives. These are that the surface generated should maintain the 
accuracy of the original data, the features of the floodplain and also estimate elevation data for 
data sparse locations resulting from the vegetation removal in Chapter 4. It can be seen from the 
summary of the results so far that there is no clear-cut method that applies equally across the 
test areas. The selection of the optimum method will therefore be a trade-off between 
maintaining feature representation in the generated surface, maintaining the accuracy of the 
original LIDAR data and computational efficiency. Integral to this is a further trade-off between 
the number of points being estimated as being outside the original accuracy of the data and the 
RMS error as a description of the accuracy of the generated surface. A study of the RMS errors 
shows that there is in fact, little relative difference between the values and the level of error is 
indeed very small to begin with. Therefore it would seem to be more important to base the 
accuracy of the surface on the number of points predicted above the threshold level and thus 
outside the given accuracy of the original LIDAR data. 
In addition, it should be remembered that interpolation of such dense data to unknown positions 
is an area of interpolation research that has previously been limited in its scope as most of the 
research to date has concentrated on interpolating sparse data. This is why much of the literature 
to be found on interpolation is not deemed directly relevant to the results of this research 
although it does offer some interesting insights. The research of Desmet (1997) into optimal 
interpolation methods for DEM construction found that, in agreement with Lam (1983), spline 
interpolation methods were the best for very smooth surfaces but agreed that this was in contrast 
to most of the literature on the sub ect which recommends kriging or distance weighting 
methods. Indeed, kriging methods have been applied to elevation studies of ice-sheets using 
radar altimetry, (Hertzfeld, 1999), to give maps of Rm resolution. Burrough and McDonnell 
(1989), however, warn that thin plate splines stretch the minimum and maximum values above 
and below the recorded values and recommend the inverse distance with a weight of 
2 as giving 
the best, although both methods seem to produce the most 'natural' looking surfaces out of all 
the interpolation methods. 
Wise (1998) has compared the TOPOGRID algorithm in the production of gridded surface with 
a TIN surface generated from contours. His research utilised 
10m pixels to produce a 200 x. 200 
grid size DEM however he also incorporated smoothing techniques 
to reduce artefacts in the 
resultant DEM. This is not recommended 
in generating a surface from the LIDAR data, as some 
of the artefacts or noise in the 
data may well be real floodplain features such as levees or 
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embankments that need retaining in the generated surface because they affect flow patterns. The 
author also concluded that the RMS error values were similar and within acceptable limits of 
accuracy for DEM's and therefore the DEM's were very similar. Again, his research only 
utilised a limited validation set of 0.08% of the original data and the results may therefore be 
inapplicable to the high-resolution and dense LIDAR data set. 
With these results in mind, the data was examined in terms of the optimum interpolation method 
for point representation and the optimum method for representation of the area surrounding the 
node. 
With regards to point representation, Test areas 1,2 and 4 were initially selected as 
representative of areas of the floodplain measured by dense data and which had been little 
affected by the vegetation removal algorithm and thus had few missing data points. The 
homogeneity of these areas is reflected in the low RMS errors for point representation and 
relatively few numbers of points above the threshold level. In this situation, it would seem that 
any number of methods could be applied to the floodplain and be regarded as equally valid. 
However, the results would imply that of the gridded surfaces, inverse distance weighting, 
kriging or the TOPOGRfD methods of interpolation usually obtain the lowest numbers of over- 
predictions. Of the two TIN interpolators, linear interpolation produces a lower RMS error and 
fewer points are estimated as being above the threshold level. 
In contrast, test areas 3 and 5 were selected to show areas of the floodplain containing relatively 
sparse data which also tended to be representative of 'relic' features that the vegetation 
algorithm has removed. The heterogeneity of these areas is reflected in the number of points that 
are estimated as over the threshold level for all of the methods; the percentages are significantly 
higher than those for test areas 1,2 and 4. However, the number of points that are over- 
predicted are at the lowest for both test areas when inverse distance weighted methods (with a 
weight of approximately 1.5) are used. Of the two TIN interpolators, the quintic interpolator 
offers the best solution although again, there is not much difference between the two TIN 
methods. 
However, we need a method than can be applied across all the test areas and the choice 
is a 
compromise between accuracy, shape reliability and computational efficiency. 
Therefore the 
best interpolator was the TIN interpolator using the linear option which 
is used to directly assign 
data to the unknown mesh node. This is the best method because, while not the 
lowest in terms 
of RMS error and number of points predicted as 
being above the threshold limit, these are 
within reasonable limits. More importantly, 
it will minimise the introduction of interpolation 
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errors and artefacts to the model topography through its preservation of the input points and thus 
known terrain surface shape when generating the surface. It is also computationally the fastest 
method when applied to the whole reach. 
With regard to which method best represents the topography surrounding the mesh node, the 
trend surface with order 3 was found to produce the lowest RMS error with respect to all five 
test areas however when applied across the reach as a whole, the finer variations in the 
landscape are missed out. Therefore the optimal interpolator to represent the topography 
surrounding each finite element mesh node and which can be applied with computational 
efficiency across the domain at the reach scale is found to be TOPOGRID. 
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5.9 Simulation using optimal interpolation method for existing mesh 
Two surfaces of the River Stour reach were thus produced. The first is a TfN which was 
concluded in Section 5.8 to best represent the underlying topography for a given mesh node, 
(Figure 5.36). The second is a grid produced by the TOPOGRID method which is representative 
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Figure 5.36 - Section of River Stour domain showing 
TIN generated surface 
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Figure 5.3 7- Section of River Stour donwin showing TOPOGRID generated surface 
The mesh nodal points as used in Chapter 4 were then assigned a new elevation value, which 
was obtained either from the grid cell at the same horizontal location as the mesh node or by 
linear interpolation from the TIN surface. In this way, the assigned value is representative of the 
generated surface elevation at that point. In turn, the surface is representative of the elevation at 
that point (the TIN) and the average elevation of the surrounding area (the TOPOGRID 
surface). 
The flood events from Section 4.6 were simulated using these new topographic 
parameterisations. As described previously in Section 4.6, data at the lower section of the reach 
which did not have LIDAR data was assigned using the standard 0. S- 10 mx 10 m DENT data 
and the channel topography was interpolated from cross-sections. All other initial conditions 
boundary conditions and parameters for the two flood events remained the same. 
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5.9.1 Results 
Two difference surfaces were produced between the original LIDAR parameterisation as 
interpolated by the default routine of STBTEL, and the two alternative parameterisations as 
produced by the interpolation routines, (Figures 5.38 and 5.39). Any differences in the surface 
greater than 20cms are shown in these figures as they may impact upon the flow hydraulics of 
the flood in a manner different to the standard LIDAR parameterisation and may also be 
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Figure 5.38 - Topographic difference surface between the original 
LIDAR parameterisation 
C7 
and the interpolated surface representing the elevation at each nwsh node with a difference 
greater than 20cm shown 
However, it can be seen in these figures that there is little significance difference between the 
two for the majority of the floodplain. Most of the areas experiencing significant differences in 
topography are seen to be limited to the margins of the domain, near the 
boundary and at similar 
locations in both difference surfaces. The reason for this is not 
immediately obvious but may be 
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a result of the steeper slopes that delineate the domain boundary being included in the 
interpolation of the adjacent flatter areas of the floodplain. 
It is also important to note that the areal representation of the terrain, obtained frorn the 
TOPOGRID interpolation method, produces larger areas of elevation difference throughout the 
floodplain than the point representation however the difference values are also lower and in a 
narrower range of values. This is a result of elevation data outliers being averaged thus lowering 
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Fi-aure 5.39 - Topographic difference surface between the original 
LIDAR paratneterisation 
4: 7 
and the interpolated surface representing the average elevation of the area around each inesh 
node with a difference greater than 20xm shown 
Investigation of the predicted discharge at the downstream boundary 
for both flood events 
(Figures 5.40 and 5.4 1) shows very little difference in discharge between simulations using the 
point and area] representations of topography. However, 
both of these parameterisations predict 
a slightly lower discharge than either the standard 
O. S. or LIDAR parameterised simulations. 
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Figure 5.41 -Model predictions of discharge at the 
downstream ouiy7ow (20.12.93) 
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There is a noticeable difference in the prediction of inundation extent between the new 
parameterisat ions and both the standard O. S. and LIDAR parameterisations from the earlier 
simulations of Chapter 4, with the new parameter I sations both predicting almost 10% less 
inundation than the standard LIDAR parameterisation. However, the predicted inundation extent 
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Figure 5.42 -Model predictions of inundation extent (05.10.93) 
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Figure 5.43 -Model predictions of 
inundation extent (20.12-93) 
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However, the equifinality of the topographic parameterisations apparent in the graphs of bulk 
flow characteristics shown previously is not reflected in the inundation patterns occurring 
during the simulation. 
Th in 
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Figure 5.44 - Comparison ofpredicted water depth in the model at t= 4hours the using point 
representation (a) versus using areal representation (b) of the topography (20.12.93 event) 
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Figure 5.45 - Comparison ofpredicted water 
depth in the tnodel at I= 30 hours (nwximum 
inundation extent) the using point representation (a) versus using areal representation 
(b) of 
the topography (20.12.93 event) 
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Figure 5.44 shows the water depths on the floodplain shortly after the start of the flood event. 
Overall, the inundation extent is similar in both model parameterisations but the shape of the 
flow boundary is different. Both inserts show test area 3 including the area of raised topography 
which is the remains of elevation data defining the railway embankment (in Test Area 3) 
obstructing flow and thus the water ponding to one side of it. Of further note is an area slightly 
north of this location and west of the channel where a depression in the floodplain, (a field 
drainage ditch), has been parameterised within the model by both the point and areal 
interpolation methods. This is shown in the insert of Figure 5.44 as a thin area of water 
perpendicular to the channel and adjoining the main inundation extent boundary in an otherwise 
dry area. 
Figure 5.45 illustrates the water depths on the floodplain at the maximum inundation extent of 
the 20.12.93 flood event. Once again, whilst the inundation extent is similar in both model 
parameterisations, the shape of the inundation boundary is found to vary along its length 
according to minor (less than Im difference) variations in the local topography. This can be 
clearly seen in the insert, which shows an enlarged section of the reach where the boundary 
extent is different for each pararneterisation. 
Therefore, initially, based purely on the topographic difference surfaces, it can be seen that the 
choice of interpolation scheme is a compromise between large areas of relatively small averaged C7- - 
elevation differences and smaller areas with larger elevation differences. Equifinality is 
demonstrated by the bulk flow characteristics with both parameterisations producing the same 
results although these results are markedly different to the original standard O. S. DEM and 
LIDAR default parameterisations. However, whilst the bulk flow characteristics are similar, the 
shape and extent of the inundation front boundary differs for both topographic 
parameterisations. 
5.10 Summary of Chapter 5 
Such is the density of data such as LIODAR, the issue has moved from one of too little data to 
more data than can be incorporated into a computationally efficient hydraulic model at the grid 
scale. As a result, research issues such as how much data is actually required 
by the model and 
how to integrate it with the mesh need to be considered for the first time in order to maximise 
the efficiency of the model. 
Spatial analysis of the data using variogram analysis 
has determined that the average length 
scale of LIDAR data of homogeneous areas of the 
floodplain is 10 in, rising to 30 in in 
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heterogeneous areas where the vegetation removal has left data sparse areas or where systematic 
error due to overlapping swaths may exist. This length scale provides a known threshold below 
which points can be interpolated to substitute for unknown locations, as they are likely to be of a 
similar value to the unknown data value. Therefore, this also suggests that the overly data-rich 
environment can be reduced in size to a data set with a 10 rn spacing without a substantial loss 
of information. 
The section on interpolation methods and subsequent flood modelling has shown that the 
integration of high-resolution topography with hydraulic models is complex. Due to the lack of 
validation data, we cannot conclusively say whether point or areal topographic representation 
through interpolation to the existing mesh nodes is better. However, point representation 
through the use of a TIN is more grounded in reality than areal representation as it honours the 
input data points and thus minimises the introduction errors through interpolation that may 
propagate through the model simulation. The simulation results also demonstrate that whilst 
equifinality exists for the bulk flow characteristics of the point and areal topographic 
parameterisations, the actual pattern of inundation throughout the course of the flood event can 
differ by several metres or more. This is an important finding and one that has implications for 
hydraulic modelling in general. 
This chapter has only begun to highlight the issues surrounding the integration of topography at 
the mesh or grid scale but the need for additional research has been proven in this section by the 
differences observed between three alternate parameterisations of the same data set. Chapter 6 
now takes this one step further by considering the integration of the same data set at the sub-grid 
scale. 
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Chapter 6- Sub-grid Topographic Representation 
In the previous chapter, the issue of data redundancy was presented with regard to the amount of 
data required at the scale of the mesh node. It was found that LIDAR data points that were, on 
average, more than 10m apart showed little spatial relationship to one another and could 
therefore not be realistically used to interpolate unknown elevation values at locations beyond 
this distance. 
This chapter moves on to consider the issue of data redundancy at the sub-grid scale. As 
outlined in Chapter 2, sub-grid algorithms have been developed over recent years but their full 
implementation within two-dimensional hydraulic models has been limited due to an absence of 
high-resolution topographic data. In this chapter, the LIDAR data is applied to a new wetting 
and drying option in TELEMAC-213, (Bates and Hervouet, 1999; Bates, 2000) and will be the 
first time the algorithm has been applied to LIDAR data for the purposes of modelling river 
flooding. The aim is to both evaluate this new method in comparison to the other wetting and 
drying methods and to ascertain how much sub-grid data is actually required before the quality 
of the prediction of the inundation extent begins to improve. 
6.1 Sub-grid topographic representation for wetting and drying processes 
Extension and retreat of the flow domain over large areas dominates many fluid flow problems 
because small changes in water depth can lead to significant changes in the position of the 
predicted inundation boundary. Development of a generally applicable and computationally 
efficient framework for solving dynamic boundary movement problems is therefore a major 
research problem in hydraulics. 
6.1.1 Previous approaches to modellingfloodplain wetting and drying processes 
The wetting and drying of the floodplain during the passage of a 
flood wave throughout the 
reach have previously been simulated in the following ways: 
1) Floodplain domains modelled using the hydrodynamic equations have been restricted to 
those that remain completely wet throughout the 
flood event thus eliminating the need to 
represent wetting and drying processes, (King and 
Norton, 1978). 
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2) Moving boundary techniques - these defon-n the model grid to simulate a moving flow 
boundary representing zero depth that evolves throughout the flood event, (Lynch and Gray, 
1980). However, this has been shown to result in a non-linear boundary condition that is 
extremely difficult to solve, (Bates and Hervouet, 1999). Its implementation is also complex 
and computationally intensive, involving relocation of the mesh nodal points and 
subsequent remeshing throughout the simulation, both of which are hard to specify in areas 
of complex topography, (Bates and Hervouet, 1999). Therefore, adaptive gridding can be 
achieved but at much lower model resolutions than for fixed grids because of the 
computational demands. 
3) Fixed numerical grid techniques with inclusion of partially wet elements within the 
computational domain. This is incorporated as the first option in TELEMAC-21) for dealing 
with partially wet elements, (Figure 3.4(b)). This method often results in spurious water 
surface slopes and unrealistic velocities at the flow boundaries, (Bates et al., 1995). 
Alternatively, partially wet elements can be excluded. This is incorporated in TELEMAC- 
2D as the second option for dealing with partially wet elements, (Figure 3.4(c)). In effect, 
this creates an artificial wall along the edge of the fully inundated elements, which leads 
both to waves being reflected from this boundary and to a loss of friction beyond the wall, 
usually significant due to the small depths being modelled. Both these options fail to 
conserve mass or momentum. 
The optimum scheme will ensure that: 
stability is maintained when simulating flow over complex topography; 
spurious oscillations due to boundary movement are removed or minimised; 
small depth hydraulics are correctly represented. 
(Bates and Hervouet, 1999) 
Therefore fixed grid methods are utilised in this research, as they are the only category of model 
that meet these criteria for high-resolution modelling. 
6.1.2 Development of new fixed grid wetting and drying algorithm for TELEMAC- 
2D 
A conceptual model was proposed by Defina et al., 
(1994) which offers a solution to some of 
the problems with fixed grid methods outlined 
in the previous section and meets the 
requirements for an optimal scheme. 
Similar schemes have been proposed by King and Roig 
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(1978) for the model RMA2. The scheme works by scaling the continuity equation for partially 
wet elements based on a variable il, which is defined for each element and ranges from 0 when 
the element is fully dry to I when the element is fully inundated. This can therefore be used to 
represent the proportion of the element that is inundated for a given free surface elevation (7-f), a 
factor governed by the sub-grid topography. This relationship is typically defined by a curve as 
shown in Figure 6.1. 
Zf 
0.0 q 1.0 
Figure 6.1 - Relationship between 71 andfree surface elevation Zf (after Defina et al., 1994) 
Defina et al., (1994), also suggest that, although the curve was generated from ground surveys 
of topography, the assumed self-similar fractal nature of topography may provide an equally 
acceptable data surrogate in model simulations. 
Bates and Hervouet first implemented this method in TELEMAC-213 in 1999. The authors kept 
the method to identify partially wet elements within the model domain as described in Section 
3.2.3.4. The il coefficient specified by Defina et al. (1994) was then used to scale the continuity 
equation in Chapter 2 in order to represent the true volume of water residing on that element at 
each time step, (Equation 6.1). The continuity equation for the model is thus re-scaled to 




+ u. grad(h) + hdiv(ii) =0 
Equation 6.1 
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Therefore il varies with water depth and the form of the relationship between 71 and h is 
dependent on the sub-grid topography (i. e. 77 =f (4, h)). Such methods improve the mass 
conservation properties of the scheme, but have only an indirect effect on the momentum 
equations, (Bates and Hervouet, 1999). Therefore the correction for the momentum equations, 
as developed by Hervouet and Janin, (1994) to cancel spurious water slope terms was also 
incorporated into the final algorithm implementation. 
The combined algorithm is unique as it corrects for both mass and momentum discrepancies, 
develops the numerical analysis to combine the 71 parameter, (constant per element for a given 
water depth, h), with finite element model predictions (constant per node) and includes a full 
calculation of mass conservation. 
6.2 Basic implementation of the wetting and drying algorithm 
The new wetting and drying option in TELEMAC-2D has been limited in its application to date 
because of the need for high-resolution data to produce a set of values for the Tj coefficient. The 
availability of the LIDAR data set has resulted in a potential to move to the wider application of 
such schemes, (Bates and Hervouet, 1999). Thus the research of Chapters 4 and 5 on a section 
of the River Stour is now further extended to ascertain if LIDAR data can also be utilised to 
produce sub-grid topographic data for the parameterisation of this algorithm for the improved 
representation of river flooding processes. 
The high-resolution mesh described in Chapter 4 will again be used to represent the model 
domain however a lower resolution mesh was also generated consisting of 2481 nodes and 4396 
elements. This was in order to study the effects on inundation extent predictions of both the 
different wetting and drying options and the incorporation of sub-grid data with differing mesh 
resolutions. 
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Figure 6.2 - Low resolution mesh of the River Stour reach 
To produce the values for TI, the full non-vegetated LIDAR set is partitioned into the elements 
in which each LIDAR point's x, y coordinates fall. As a result, for each element, a file is created 
which contains all the subgrid topography for that element and the 3 vertices of the finite 
element mesh that form that element. The number of topographic points per element varied with 
element size and number of aircraft flight lines crossing the region and ranged from 0 to 167. 
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Where no elevation values were present in a given element, the algorithm uses a rough 
approximation based on the percentage of the element inundated. A mesh generation package 
called Triangle (see Chapter 7) was then used to create a Delaunay triangulation of the sub-grid 
data and the three vertices within each element. Linear interpolation then converts this 
triangulation into 5% increments (or 20 piecewise linear segments) which represent the 








30 00- . 
5 10 15 20 25 30 35 40 45 50 55 60 65 70 75 80 85 90 95 100 
Percentage of Element Inundated 
Figure 6.3 - Examples of Tj curves for the high-resolution mesh 
Examples of the calculated curves are shown in Figure 6.3. The curves are seen to vary from 
smooth and almost horizontal indicating little variation in sub-grid topography to highly curved 
indicating a large variation in the sub-grid topography. 
To assign il values for a given element, the free surface elevation of the node with minimum 
depth was specified as being the 'true' regional free surface elevation. The percentage expected 
inundation was then obtained by comparing this height to the threshold values for that element 
given in the model and then linearly interpolating an exact value, (Bates and Hervouet, 1999). 
The two flood events of Chapter 4 were modelled but again, for compactness, where the results 
for both events are similar, most of the results shown in the figures will be of the 20.12.93 
simulation. The initial conditions, boundary conditions and physical parameters remained as 
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specified in Chapter 4. Only the options for the wetting and drying phase of the TELEMAC-21D 
simulation were varied and these were as follows: 
" Option I- maintaining partially wet elements within the domain with momentum 
correction only; 
" Option 2- excluding all partially wet elements from the domain; 
" Option 3- same as Option I but with use of sub-grid topography to scale mass equation to 
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Figure 6.4 - High-resolution model predictions of 
discharge at the downstream outflow 
(20.12.93) 
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Figure 6.5 -Low-resolution model predictions of discharge at the downstream ouýflow 
(20.12.93) 
Figure 6.4 and 6.5 show the model predictions of the discharge at the downstream outflow for 
all three options against the recorded flow data for the 20.12.93 flow event. Both the high and 
low-resolution meshes produced a similar result for wetting and drying Options I and 3 with 
both matching the recorded downstream discharge curve at Blandford Forum in both shape and 
volume of peak discharge. Whilst Option 2 produced similar results to the recorded discharge 
when applied to the high resolution mesh, the same option produced differing and erratic results 
when applied to the low-resolution mesh. The same results were also observed in the simulation 
of the 05.10.93 flood event and thus the element exclusion method would appear to be 
inapplicable to the lower resolution meshes. 
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Figure 6.7-Low-resolution model predictions of inundation extent (20.12.93) 
These results are also considered in terms of the predicted maximum 
inundation extent of the 
flood events (Figures 6.6 and 6.7). For both 
flood events on the high-resolution mesh, all three 
options produce similar responses with 
Options I and 3 predicting a maximum inundation 
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extent occurring at approximately 30 hours and Option 2 showing this occurring slightly later, 
(Figure 6.6). The new wetting and drying method is also observed to predict a slightly higher 
inundation extent throughout the duration of the reach than Option I although the shape of the 
graph is similar, reflecting similar patterns Of inundation within the model. Both flood events 
modelled using the lower resolution mesh show a similar result for Options 1 and 3 in terms of 
the timing of the maximum inundation extent, again, seen to occur at approximately 30 hours. 
The new wetting and drying algorithm (option 3), again predicts a slightly higher inundation 
extent throughout the duration of the flood event compared to options I and 2. However, as was 
reflected in the discharge predictions (Figures 6.4 and 6.5), the inundation extent for the low- 
resolution mesh when option 2 (element exclusion) is implemented in the model, is significantly 
different in shape. In particular, it fails to reach an obvious maximum inundation extent and also 
demonstrates a much lower inundation extent throughout most of the duration of the flood 
event. 
Table 6.1 compares the maximum inundation extent predicted for each of the River Stour events 
on both the high and low-resolution meshes. Again, it can be seen that whilst there is little 
difference between the options implemented on the high resolution mesh, option 2 implemented 
for the low-resolution mesh for both events predicts a much lesser inundation extent. The new 
wetting and drying algorithm (option 3) is observed to predict the highest maximum inundation 
extent for each of the flood events. 
High-resolution Low-resolution High-resolution Low-resolution 
mesh 05.10.93 mesh 05.10.93 mesh 20.12.93 mesh 20.12.93 
Option 1 60.80% 59.34% 60.74% 60.49% 
Option 2 62.07% 45.00% 55.69% 44.85% 
Option 3 65.51% 66.06% 65.45% 67.17% 
Table 6.1 - Predicted maximum inundation extentfor 
the River Stour simulations. 
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Figure 6.8 - Section of Stour reach during wetting phase of 20 12.93flood event on the high- 
resolution mesh. The 0.1m depth contour is shownfor Option I (black), Option 2 (blue) and 
Option 3(red) 
173 







4900 5000 51ýO 5200 
Figure 69- Section ofStour reach during wetting phase of 20.12.93flood event on the low- <7 
resolution inesh. The 0. Im depth contour is shown for Option I (black), Option 2 (blue) and 
Option 3(red) 
The difference in predicted inundation extent is not so clear from studies of the low-resolution 
results during the wetting phase of the flood event. Figure 6.8 shows a section of the River Stour 
reach for the 20.12.93 flood event approximately 3 hours into the flood event for the high- 
resolution mesh. Each option is seen to show progressively more inundation of the floodplain 
with the new wetting and drying algorithm, (option 3) predicting the largest floodplain 
inundation at this time. It is also interesting to note that the 0.1 m depth contour shown appears 
to be smoother for Option 3 than the other TELEMAC-21) options. However, the inadequacies 
of the element exclusion method when applied to low-resolution meshes are not as easily 
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observed in the plots of water depth during the wetting phase, as reflected in Figure 6.9. In this 
plot, option 2 is seen to predict a much larger degree of inundation on the floodplain in contrast 
to the results which showed much lower levels of inundation for this option implemented for the 
flood events modelled using the low-resolution mesh. 
Sub-grid correction of mass and momentum conservation has been shown to have a significant 
effect on the simulation of flood propagation and retreat as demonstrated by the varying results 
between Options 1,2 and 3 for wetting and drying. From these results it would seem that 
excluding partially wet/dry elements from the calculation for lower resolution meshes leads to 
poor simulation results. This is likely to be as a result of a significant loss of friction beyond the 
boundary that the model does not account for as discussed previously in Section 6.1. The new 
wetting and drying option was seen to offer an apparent improvement over option I due to its 
representation of the sub-grid topography within the model structure and mass and momentum 
corrections, which is reflected in the smoother representation of the inundation boundary and 
the larger inundation extent predictions. However again, the lack of validation data precludes 
concluding which is the 'better method'. 
6.3 Data Reduction 
It has been seen in the previous section that the new wetting and drying option incorporating 
sub-grid topography into the model structure would appear to offer a significant difference in 
prediction over the previous options available. However, the quantity of data used is immense, 
with the number of sub-grid topographic elevation data points utilised ranging 
from 0 to 167 
points per element. Although all these data are not directly used in the 
final model, the pre- 
processing required to triangulate and average these points 
into 5% increments is 
computationally intensive. 
Therefore, to what degree is all the sub-grid topographic 
data available to us required by the 
model? The aim of this section is to consider alternatives to using 
the full LIDAR topographic 
data set to provide the subgrid topography. 
The LIDAR data is therefore 'cut' such that 
alternative topographic data sets containing a successively smaller 
percentage of the original 
data are produced. 
6.3.1 Reduced sub-grid topography data sets 
The original non-vegetated LIDAR 
data set was 'cut' by dividing the original data set in half. 
Further data sets were produced by recursively 
dividing each data set in half until a total of 5 
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additional topographic data sets were produced. Table 6.2 shows the number of original LIDAR 
elevation data that were present in the new data sets as a percentage of the original non- 
vegetated LIODAR elevation data set. The relatively high percentage of elements with no sub- 
grid topographic data for the element is a result of both the channel elements and the area at the 
end of the domain parameterised with standard O. S. topography (c. f. Chapter 4), not containing 
any LIDAR elevation data. 
Data Set No. of points 
in data set 
% of element with 
no data 
(high-resolution mesh) 
% of elements with 
no data 
(low-resolution mesh) 
100% 261579 43.0 40.1 
50% 130789 46.4 43.3 
25% 65394 49.8 47.0 
12.5% 32697 53.5 51.2 
6.25% 16348 58.2 55.0 
3.125% 8174 66.4 59.2 
Table 6.2 - Number ofpoints in each data set as a percentage of the original LIDAR 
data 
These data sets were then pre-processed as described in Section 6.1.2 by triangulating and 
interpolating the data to produce the 5% increments for integration with both the high and low- 
resolution models for the same flood events. In addition, a control simulation was also run with 
no sub-grid data (shown in Table 6.3 as 0%) where a rough approximation of 71 for each element 
at each time step is calculated from the percentage of element inundated, based only on the 
elevation of the three nodes that form the element. 
It was found that some instability occurred within the model 
for some combinations of flow data 
and topographic data that led to model failure and these could not 
be resolved within the scope 
of this research. The likely explanation is that these 
data sets produced a conflict with the 
numerical procedure used to approximate the 
Shallow Water Equations. This is a problem 
common to many numerical modelling studies. 
These combinations are indicated by the absence 
of data from Table 6.3 and subsequent 
diagrams. 
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Figure 6.10 - High-resolution model predictions of discharge at the downstream ouýflow 
(20.12.93) 
The predicted downstream discharge was very similar for all the data sets, for both flood events 
and for both mesh resolutions, (Figure 6.10). In contrast, the other measure of the bulk flow 
characteristics of the flood event, the predicted inundation extent, was seen to gradually 
decrease in a linear manner towards Option I as the amount of sub-grid topographic data 










Option 1 60.80% 59.34% 60.74% 60.49% 
100% 65.51% 66.06% 65.45% 67.17% 
50% 65.29% Unstable 65.48% 67.97% 
25% 64.18% 65.86% 64.04% Unstable 
12.5% 63.93% 64.01% 63.73% 65.45% 
6.25% UnstTb_Ie 64.95% 63.58% 66.06% 
3.125% 61ý8% 64.93% 63.38% 66.11% 
0% 63.16% 1 64.54% 1 62.55% 1 65.04% 
Table 6.3 - Predicted maximum 
inundation extentfor the River Stour simulations. 
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Figure 6.11 - High-resolution model predictions of inundation extent (20.12.93) 
The maximum decrease m the predicted maximum inundation extent across both mesh 
resolutions and flood events was however, only about 2% and the shape and timing of the 
predicted maximum inundation extent remained the same for all the data sets used. 
Plots of the 0.1 m contour during the initial wetting phase of the diagram show similar 
inundation patterns for both the larger data sets (Figure 6.12) compared to the full data set and 
the smaller data sets (Figure 6.13). It is noticeable however that the shape of the water depth 
contour becomes smoother where less sub-grid topographic data is used to parameterise the 
wetting and drying option, (Figure 6.13), whilst the 50% and 25% water depth contours retain 
much the same shape as the 100% data set although predicting a slightly 
larger inundation 
extent, (Figure 6.12). 
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Figure 6.12 - Section ofStour reach during wetting phase of 20-12.93 flood event on the 
high-resolution nwsh. The O. Im depth contour is shownfor 100% of the data (black), 50% of 
the data (blue) and 25% of the data (red). 
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Figure 6.13 - Section ofStour reach during wetting phase of 20.12.93flood event on the 
high-resolution mesh. The O. Im depth contour is shownfor 100% of the data (black), 12.5% 
of the data (grey), 6.25% of the data (blue) and 3.125% of the data (red). 
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6.4 Summary of Chapter 6 
It has been shown in this chapter that the implementation of a new wetting and drying algorithm 
using sub-grid topographic data produces an apparent improvement in the modelling of flood 
propagation and retreat over the floodplain as reflected by its smoother representation of the 
inundation boundary. However again, the lack of validation data precludes concluding which is 
the 'better method'. There is also an analogy between sub-grid topographic representation and 
the Large Eddy Simulation representation of turbulence which models all the turbulence scales 
that cannot be represented by the numerical grid, (Hervouet and Van Haren, 1996). Thus, a 
better understanding and improved representation of sub-grid topographic scaling may also have 
an impact on the representation of turbulence within the model. 
It can also be concluded from this chapter that as little as 25% of the original LIDAR data can 
be successfully applied to the parameterisation of the element curves for the wetting and drying 
algorithm, without losing the definition of the shape of the inundation boundary. In addition, 
even smaller quantities of sub-grid topographic data can be utilised without any significant 
change to the bulk flow characteristics being observed, which will make pre-processing more 
computationally efficient for applications where only bulk flow results are important. 
One of the reasons for this apparent ability to remove large amounts of data without significant 
changes in the results being observed in the model predictions may be due to the relatively 
flat 
nature of much of the floodplain topography. Alternatively, it may be as a result of almost 
half 
the elements containing no sub-grid data even when the full data set 
is used for the 
parameterisation. However, the use of the control simulation where the new wetting and 
drying 
algorithm is implemented but without any sub-grid 
data (thereby defaulting to a rough 
approximation), demonstrate that it may be the mere 
fact of the sub-grid correction being 
implemented in the numerical scheme that is important and not the actual slope of the curve, 
(Bates 2000). 
Chapter 7 is the final research chapter and considers alternative ways to generate 
the finite 
element mesh as a result of the findings of 
the research covered in this and earlier chapters of 
the thesis. 
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Chapter 7- Mesh Generation 
Previous chapters have addressed the issue of integrating topography onto finite element meshes 
generated for a given floodplain. None of these methods have taken account of the topography 
prior to mesh generation, other than to define the liýnits of the domain. Whilst it would seem 
common sense to take into ac count the topography of the floodplain when generating the mesh 
for the domain, the mathematics of mesh generation often precludes such methods. It is 
therefore important that the principles underpinning mesh generation are introduced before such 
limitations can be fully understood. 
This chapter seeks to outline these principles before exploring alternative ways of generating 
meshes for the test areas introduced in Chapter 5. Based on these initial results, a mesh is 
generated for the River Stour reach based on topographically important points and used to 
simulate the flood events of previous chapters. In addition, the wetting and drying algorithm of 
the previous chapter is applied to the simulation to study the model's response to sub-grid data. 
Thus the work in this chapter unites the themes investigated in the previous chapters, by 
defining the elevation data necessary for a hydraulically and computationally efficient 
description of the terrain, incorporating the remaining topographic data at the sub-grid level and 
finally generating a mesh for the reach which takes these factors into account during its creation. 
7.1 Principles of Mesh Generation 
hi order to understand possible limitations in developing alternative mesh generation 
techniques, it is useful to review the principles governing the current generation of unstructured 
mesh generation codes. 
7.1.1 Mesh generation methods 
Unstructured mesh generation codes can either fill an empty, ungridded domain with elements 
or modifying an existing mesh. The mesh generation code requires the 
following information: 
a) Surface definition -a description of bounding surfaces of 
domain; 
b) Mesh size and shape - how the element size, shape and orientation should 
be in space; 
c) Element type - triangular or quadrilateral; 
d) Grid generation technique - based on the 
first three pieces of information. 
(Lohiner, 1997) 
182 
Chapter 7- Mesh Generation 
More recent research into mesh generation techniques has concentrated on advancing the 
configuration and implementation of two mesh generation procedures which form the standard 
unstructured mesh generation packages used in the field of hydraulic modelling; Advancing 
Front and Delaunay triangulation. These are described in the next section, together with the 
TIN data structure introduced in Chapter 5, which can, potentially, be used as a finite element 
mesh. 
7.1.1.1 Advancing Front methods 
The advancing front is defined as the boundary between the gridded and ungridded region of the 
domain. The key algorithmic step is the proper introduction of new elements to the ungridded 
region, usually, one at a time. The algorithm is illustrated in Figure 7.1 and can be summarised 
as follows: 
1) The boundaries of the domain to be gridded are defined; for floodplain domains this is 
usually the floodplain and channel boundaries; 
2) The spatial variation of the element size is defined, along with stretchings and stretching 
directions for the elements to be created (such as for the distorted channel elements); 
3) Using the information on the distribution of the element size and shape in space, the sides 
are generated along the lines that connect the surface patches and which will form the initial 
front for the triangulation of the surface which is then generated; 
4) The generation parameters (element size, stretchings and stretching directions) for these 
faces are found and the face forming the smallest new element is selected as the next face to 
be deleted from the list of faces to avoid large elements crossing over regions of small 
elements; 
5) For face to be deleted: 
i) The 'best point' position for the introduction of a new point is selected; 
ii) This point is assessed to see whether it is already present in the existing grid and 
can be used instead; 
iii) The resultant element formed from the selected point is assessed to see if it crosses 
any given faces. If it does, the method selects a new point; 
6) The new element, point and faces are added to the mesh structure; 
7) The generation parameters for the new faces are found from the background grid and the 
sources and the new faces are added to the front. 
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Figure 7.1 - Advancing Front Method (Cetin, 2000) Cp 
Delaunay triangulation methods 
Delaunay triangulation satisfies the property that no other point within the mesh triangulation 
structure is contained within the circumcircle (circumsphere) formed by the nodes of the 
triangle. The theory has been known for decades but practical triangulation procedures for 
hydraulic modelling have only appeared in the last 10-15 years, (Lohner, 1997). A point 
distribution can be used as the basis for the location of nodes for the mesh or replaced by a 
general specification of desired element size and shape. Additional points are introduced in 
regions where the triangle size and angles result in sliver triangles and therefore exceed a user- 
defined tolerance in order to produce equilateral triangles that provide a stable basis for 
numerical solutions. A Delaunay mesh generator of this kind uses the following procedure: 
1) A given boundary point distribution is defined; 
2) A Delaunay triangulation of the boundary points is produced; 
3) The desired element size and shape for the points of the current mesh is computed from 
c ied by the user; the information spe if 
4) New points are introduced as required; 
5) If new points introduced a Delaunay triangulation of the new points is perfonned; 
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In some cases, the circurnsphere criterion is replaced by or combined with an angle criterion 
which has been shown to improve the quality of the mesh generated, (Lohner, 1997). 
7.1.1.3 TIN Methods 
The triangulated irregular network (TIN), introduced in Chapter 5, is commonly used to 
represent terrain and bears a strong resemblance to the Delaunay mesh generation procedure 
described previously. It possesses a unique property in that it automatically retains the original 
sample points and can easily adapt to variations in data density. It can also incorporate linear 
features, (Jones et al., 1994). However, its use in finite element modelling has been restricted by 
instabilities occurring as a result of non-equilateral triangles being incorporated within the 
mesh. 
The model has, however, been extensively used in stochastic models in recent times, for 
example, as part of a database in the modelling of storm drainage, (Djokic and Maidment, 
1991). In addition, it has been used in simple distributed rainfall-runoff models; Palaciosvelez 
and Cuevasrenaud (1992) use a TIN structure in a hydrology model to calculate and route the 
runoff for a catchment. The model determines the routing sequence of river segments and, for 
each one identifies the elements forming the contributing area, and determines a cascade of 
overland flow planes. Then, for each element and time interval, the system calculates the 
infiltration per element and routes the resultant runoff by a numerical solution of the kinematic 
wave equations with the hydrograph for any individual element or reach being available. 
Goodrich et al. (1991) used a similar procedure for two-dimensional kinematic routing on a TIN 
in distributed hydraulically based rainfall-runoff models to improve computational efficiency by 
reducing the number of points required to describe the topography. Their results show a good 
match to analytical predictions of water depth (± 3%) and volume (± 1%). 
7.2 Requirements of a mesh-generation software 
The previous section has shown that there are two standard mesh generation packages, 
Advancing Front and Delaunay, and one still predominantly experimental mesh generation 
package, TINs, which can be used to generate a 
finite element mesh for the two-dimensional 
modelling of floodplain flow. Comparisons 
between Advancing Front and Delaunay generated 
grids reveal that Delaunay grids appear more 
irregular than Advancing Front grids. This is a 
result of additional nodal points being 
introduced into the domain, which are outside the user's 
control. However, as discussed 
in Chapter 6, fixed grid methods such as the Delaunay 
triangulation are more suited to the representation of 
terrain in hydraulic models due to their 
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computational efficiency and numerical stability. As stated in Chapter 6, the optimum scheme 
will ensure that: 
stability is maintained when simulating flow over complex topography; 
spurious oscillations due to boundary movement are removed or minimised; 
small depth hydraulics are correctly represented. 
(Bates and Hervouet, 1999) 
Therefore fixed grid methods incorporating Delaunay triangulation are utilised in this research, 
as they are the only category of model that meet these criteria for high-resolution modelling and 
thus advancing front methods will not be considered any further. In addition, both Delaunay 
triangulation and TINs meet the additional criteria of being able to take the topography into 
account as specified nodal locations when generating the mesh structure. The mesh generation 
software that is used in this research must meet the following criteria: 
" Source code available; 
" Stand-alone meshing generator; 
" Public domain or research code; 
" Allows for stretched elements; 
" Unix environment; 
" Triangular elements. 
The next section reviews existing mesh generation software programs that meet these criteria. 
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7.3 Review of existing programs 
The Meshing Research Group in the School of Computer Sciences at Carnegie Mellon 
University in the United States conducted a comprehensive survey during September 1998 of 
current mesh and grid generation software. The codes surveyed ranged from simple codes that 
are used only by a few people for predominantly research purposes, to fully commercial 
packages. Table 7.1 summarises the findings that fit the specified criteria from Section 7.2. 
Total number of software products in survey 84 
Element Shapes 
Number of products that generate triangles 55 
Availability 
Number of Public Domain Codes 35 
Number of Research Codes 25 
Number of Products Available as Stand-Alone Meshing Generator 41 
Number of Products providing Source Code 22 
Tri/Tet Meshing Algorithm 
Number of tri/tet codes using some form of Delaunay Algorithm 
40 
Table 7.1 - Overall Statistics of the Meshing 
Research Corner Software Survey 
http. -Ilwww. andrew. cmu. eduluserlsowenlsoftsurv. hLmb (30109198) 
From the requirements of the mesh generation software above, only 
II packages fulfilled all of 
these requirements and they are shown in Table 7.2. 
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Product Companyl Research Stand- Surface Meshing Other 
Name Organisation Code Alone Meshing Algorithm Features 
ACE/edit OGI Y Y N Delaunay None 
BL21) INRIA Y N N Delaunay Adaptivity & 
Anisotropy 
COG WIAS Berlin N Y Y Delaunay Anisotropy & 
Refinement 
delaundo Von Karman N Y N Delaunay Boundary 
Institute & Layers & 
Advancing Anisotropy 
Front 
Easymesh U. of Trieste N Y N Delaunay None 
Advancing 
Front 
Geompack U. of Alberta Y Y N Delaunay None 
GRUMMP U. of British N N N Not Mesh 
Columbia Specified Improvement 
Javamesh U. of Y Y N Delaunay None 
Pittsburgh 
mesh2d SCOREC, RPI N N N Delaunay Adaptivity 
Qhull Geom. N N N Delaunay None 
Centre, U. of 
Minneapolis 
Triangle CMU Y Y N Delaunay Refinement 
Table 7.2 - Summary of Mesh Generation 
So arefulfilling the criteria of ftw 
Section 7.2 
Of the packages summarised above, two stand out as 
being computationally robust, easily 
available and with source codes suitable 
for further development to take into account 
hydraulically important topographic points. Therefore these will form the basis of the research 
in this chapter. 
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7.4 Selection of mesh generator 
The Triangle code is a research code used across a variety of engineering disciplines and utilises 
Delaunay triangulation, specifically, Jim Ruppert's Delaunay refinement algorithm, in its mesh 
generation procedure, (Shewchuk, 1996). Element sizing is automatic based on feature sizes but 
users can also refine meshes by tagging the elements of a coarse mesh with upper bounds on 
allowable area. Triangle is unusually robust, and generally succeeds with numerically difficult 
inputs where other programs crash; however it does not support curved boundaries. 
Easymesh is a public domain generator which requires the boundary nodes as input and which 
can use both Delaunay and Advancing Front techniques by implementing a few layers of 
Advancing Front and then Delaunay. A derivative of Easymesh, Cheesymesh (Horritt 2001; 
Horritt, 2000) has adapted within the Hydrological Processes research group at the University of 
Bristol for use specifically within TELEMAC-213. When applied to a floodplain domain, the 
generator aims to produce approximately equilateral floodplain elements that decrease in size as 
the distance of the element from the channel increases. 
7.5 Test area simulations 
The five areas of the floodplain previously studied in Chapter 5 were again selected as a test bed 
for mesh generation. As stated previously, the areas were selected to exclude areas of channel 
and to be representative of both the floodplain domain and the LIDAR data. In addition, they 
incorporate a defined slope so that the passage of the flood shoreline over the mesh could be 
observed. The characteristics of the meshes generated for these test areas are summarised in 
Tables 7.3 and 7.4. The meshes for test area 3 are shown in Figures 7.2 to 7.4. This area was 
again chosen as a section of the floodplain that was both heterogeneous in nature and data 
sparse as a result of the vegetation removal. 
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7.5.1 Cheesymesh and STBTEL default interpolation 
Five meshes consisting of uniform elements with vertices of approximately 10m were generated 
using the Cheesymesh generation package developed with the research group from the original 
Easymesh generation package. Topographic data was initially sampled onto the mesh using the 
existing STBTEL interpolation routines. The default STBTEL interpolation method of a linear- 
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Figure 7.2 - Mesh generatedfor 
Test Area 3 by Cheesymesh 
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7.5.2 Triangle 
Triangle was used to generate meshes for the same areas but the maximum grid resolution 
possible was obtained by using all the elevation data points present within each test area after 
vegetation extraction to form the mesh nodes, (Figure 7.3). Therefore, the length of the vertices 
was seen to vary from less than Im for areas of dense LIDAR data to values in excess of 25 m 
according to the density of the input data. 
Figure 7.3 - Mesh generatedfor 
Test Area 3 by Triangle 
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7.5.3 TIN 
ARC/INFO (ESRI, 1999) was used to generate a Triangular Irregulated Network, based on 
Delaunay triangulation, which was then used to create a topographically-defined mesh for each 
area based on the density and relative 'importance' of the topographic points within the domain, 
(Figure 7.4), using a technique known as VIP (c. f. Section 7.6). The use of a TIN data structure 
as a finite element mesh for hydraulic modelling represents a compromise between generating a 
mesh based on utilising all the topography data as nodal points (as demonstrated by Triangle) 
and the standard practice of generating the mesh structure without reference to the topography 
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Figure 7.4 -Mesh generatedfor 
Test Area 3 by ARCIINFO TIN 
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Test 
Area 









A v. No. of 
points per 
element 
I Cheesymesh/ STBTEL 254 148 39.4 2.91 
I Triangle 1439 739 6.9 0.51 
1 TIN 1221 618 8.2 0.61 
2 Cheesyrnesh /STBTEL 254 148 39.4 2.88 
2 Triangle 1427 731 7.0 0.51 
2 TIN 691 354 14.5 1.06 
3 Cheesyrnesh /STBTEL 422 238 40.0 2.88 
3 Triangle 2385 1215 7.1 0.51 
3 TIN 100 55 169.0 12.15 
4 Cheesymesh/ STBTEL 254 148 39.4 2.96 
4 Triangle 4=1 1451 751 6.9 0.52 
4 TIN 996 514 10.0 0.75 
5 Cheesyrnesh /STBTEL 422 238 40.0 3.11 
5 Triangle 2571 1313 6.57 0.51 
5 TIN 145 83 116.5 9.05 
Table 7.3 - Summary of mesh generation characteristics -I 
It can be seen from Figures 7.2 to 7.4 and Table 7.3 that the meshes vary widely in their 
structure and this is a function of their generation method. 
Cheesymesh has generated an element size as defined by the user and takes no account of the 
topography. This has produced the largest element size of all the mesh generation packages for 
the homogeneous test areas of 1,2 and 4 as it is a function of the size of the domain and not the 
elevation data density. 
Triangle honours all the input elevation points and defines them as nodes and this results in a 
large number of nodes compared to the other mesh generators. 
In addition, this has 
repercussions for the number of boundary nodes that must 
be specified in TELEMAC-213, 
(Table 7-4). 
The TIN-generated meshes were shown to have an average element size slightly 
larger than the 
Triangle generated meshes for the 
homogeneous, data-rich areas and much smaller than the 
Cheesymesh meshes. However, in data sparse areas, 
the size of the elements was seen to 
increase dramatically which far exceeded the element size of 
the meshes generated by the other 
mesh generation packages. 
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It is important to note that all three mesh generation codes produced sin-filar maximum numbers 
of points and elements surrounding each point (Table 7.4) which underlines the similar mesh 











Total No. of 
Boundary 
Points 




Max. No. of 




Bottom 10 40 7 7 
I Triangle Bottom 8 37 8 8 
1 TIN Bottom 2 13 12 12 
2 Cheesymesh 
/STBTEL 
Right 10 40 7 7 
2 Triangle Right 9 33 9 10 
2 TIN Right 3 15 9 9 
3 Cheesymesh 
/STBTEL 
Top 13 52 7 7 
3 Triangle Top 14 43 11 11 
3 TIN Top 2 8 9 9 
4 Cheesymesh/ 
STBTEL 
Left 10 40 7 7 
4 Triangle Left 19 49 9 10 
4 TIN Left 8 30 10 10 
5 Cheesymesh 
/STBTEL 
Bottom 13 52 7 7 
11 
5 Triangle Bottom I1 53 11 
9 
5 TIN Bottom 7 19 
9 
Table 7.4 - Summary of mesh generation characteristics -2 
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7.5.4 Test Area Simulation Results 
The passage of a flood wave across the domains portrayed by each mesh was simulated. The 
length of the simulation was varied for each mesh to represent the time taken for a flood wave, 
(proportional to the I in 4 year scale flood events studied in earlier chapters of this thesis), to 
propagate across the domain and recede. This is compared to the actual duration of the flood 
simulation that was achieved by each mesh parameterisation of the domain before instabilities 
occurred and the simulations crashed. In this way, a measure of the numerical stability of each 
domain representation could be achieved. The flood flow was restricted to an inflow and 
outflow through the single boundary with the lowest topographic gradient which is also the 
boundary through which the inundation would first occur in a full reach-scale simulation and the 
other three boundaries were specified as 'no slip'. Figures 7.5 through to 7.7 illustrate the 
passage of the flood wave over the test areas for depths greater than 0.1 m at the mid-point of the 
simulation. 
% WedeT Depth (m) 
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Figure 7.5 - Inundation Extent at 
3000 sfor the Cheesymesh representation of Test Area 3 
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Figure 7.7 - Inundation Extent at 
3000 sfor the TIN representation of Test Area 3 
196 
4900 49ZEP "Du 
Chapter 7- Mesh Generation 
It can be seen that all three representations of test area 3 show the flow around the area of raised 
topography of the railway embankment as expected. However, a much smaller inundation extent 
is predicted by the Cheesymesh model parameterisation than the other models, and the shape of 
the boundary is also observed to differ dramatically. Much of this difference is obviously due to 
the spacing of the nodes in the mesh but a comparison of Figure 7.5 and 7.6 illustrates differing 
water depths in the lower left comer which suggests that the elevation values represented at 
these locations is different. Table 7.5 shows the required and actual length of these simulations 
for each mesh, together with the maximum, mean and standard deviation of the elevation values 
within each mesh in order to gauge the differences in elevation values represented for each 


















I Cheesymesh/ STBTEL 3000 2600 37.92 37.74 0.21 
I Triangle 3000 2200 37.97 37.79 0.10 
I TIN 3000 2100 37.97 37.79 0.07 
2 Cheesyrnesh /STBTEL 4000 3900 37.13 36.77 0.23 
2 Triangle 4000 3700 37.49 36.81 0.14 
2 TIN 4000 3700 37.49 36.82 0.14 
3 Cheesyrnesh /STBTEL 6000 5200 43.12 36.74 1.07 
3 Triangle 6000 4200 43.69 36.53 0.51 
3 TIN 6000 5300 43.69 37.28 1.93 
4 Cheesymesh/ STBTEL 3000 2700 36.54 36.06 0.29 
4 Triangle 3000 2300 36.54 36.10 0.18 
4 TIN 3000 2300 36.54 36.11 0.16 
5 Cheesyrnesh /STBTEL 8000 8000 39.23 36.37 0.34 
5 Triangle 8000 7600 40.10 36.41 0.30 
5 TIN 8000 7700 40.10 36.77 1.04 
Table 7.5 - Results of Test Area Simulations 
7.5.5 Discussion 
It can be seen that the data-rich domains of 
test areas 1,2 and 4 as represented by all three mesh 
packages have similar elevation values with 
the mean elevation value of the domain being 
slightly lower, (on average 
5 crn) in the Cheesymesh domains due to the averaging effect of the 
STBTEL interpolation routine. Both Triangle and the 
TIN generation methods honour the data 
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input points and thus show the same value for the maximum elevation for each test area but the 
selection method used by TIN results in a different mean elevation value. The reduced need for 
the selection of 'important' elevation values on such a relatively flat surface also leads to the 
lowest standard deviation of the elevation values for the TIN in all these areas. In terms of 
model stability, the Cheesymesh simulation for all these areas is the most stable, taking the 
longest to fail. A very different picture emerges in data-sparse, heterogeneous areas of the 
floodplain domain (test areas 3 and 5). Significantly, for test area 3, the TIN data structure 
proves more numerically stable than the other methods. 
In theory, the optimum mesh generation method is one that honours input elevation data. In this 
way, the presence of artefacts introduced by interpolation methods is reduced. In addition, we 
only require hydraulically important elevation points such as those representing the railway 
embankment in test area 3, to form the nodes as they prove to be a significant obstruction to the 
flood flow, acting to retard the inundation time. This is shown to be the TIN data structure 
converted to a finite element mesh. However, the mesh proves to be hydraulically unstable for 
the majority of geometric arrangements (particularly the presence of long thin triangles) and 
thus it cannot be utilised in its pure form for a full flood simulation. 
Cheesymesh offers an alternative mesh generation strategy to overcome this problem. In 
generating a Delaunay triangulation, it can be forced to honour user specified elevation points 
whilst 'filling in the gaps' in the mesh by adding additional nodal points as necessary to produce 
a hydraulically efficient mesh comprised of numerically stable equilateral triangles. Therefore, 
this mesh generation software is used in Section 7.7 to generate a mesh for the River Stour 
reach, comparable in resolution to the existing high-resolution mesh used 
in the previous 
chapters but generated to take into account topographically important points. 
But how do we 
define what are topographically important points for input into the mesh generation package? 
This issue is addressed in the next section 
7.6 Detection of topographically important points 
ARC/1NFO possesses a function called VIP 
(Very Important Points). This method is a pre- 
processing method to optimise the number of points 
required to accurately represent the terrain 
surface in a TIN and this method 
is particularly good for the detection of peaks and pits within 
the landscape, (Burrough and McDonnell, 
1998). The method passes a 30 window over all the 
points of a grid and sees how well 
the 8 surrounding grid points interpolate it along the cardinal 
and intercardinal profile 
lines. Points deemed well estimated are also deemed unimportant as 
they can be replicated accurately 
by their neighbouring points, therefore points are selected 
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based on their significance in describing the surface. In effect, what is being measured is the 
curvature, or the rate of change of slope between adjacent points with points that are well 
estimated having a small rate of change of slope between their elevation value and their 
neighbouring points and vice versa. Rate of change of slope between elevation values is widely 
acknowledged as one of the most important ways of defining which elevation data are important 
in describing terrain and many models use it as a parameter value within the model e. g. 
TOPMODEL, (Brasington and Richards, 1998; Binley and Beven, 1993)). 
After the initial pass of the filter, the most significant points within the mesh are selected first 
with less significant points being added to the output point coverage until a user defined cut-off 
point is reached that results in a final number of points in the form of an output point coverage. 
This point coverage can then be subsequently converted into a TIN, (Kumler, 1994). 
The disadvantage with this method is that if there are grid cells in the input grid that contain no 
data adjacent to data cells containing elevation data, then the elevation grid cells are 
automatically output as being of high significance. For the LIDAR data set, an output grid 
resolution of Im. means that the majority of the -300,000 LIDAR elevation data within the 
reach will automatically be input as most are adjacent to a cell containing 'no data'. 
Therefore to overcome this limitation with the algorithm, the data was gridded to a coarser 
resolution in order to remove as many 'no data' grid cells from the input grid to the VIP 
algorithm as possible. A grid cell size of 5m was chosen as this removed all the 'no data' grid 
cells and had the added advantage of 'thinning' the data so as to prevent the generation of 
excessively thin (and thus unstable) elements within the output mesh as seen in Section 7.5. The 
disadvantage was that due to the presence of multiple data values in a single grid cell, some of 
the original elevation values were lost and this was estimated to be approximately 70 % of the 
original non-vegetated LIDAR data leaving only 96213 elevation values. However, this was an 
unavoidable consequence of using this procedure. 
Once gridded, the VIP procedure was run on the data and a percentage threshold of 2% set 
which was found to produce 2173 points classified as being topographically 
important within 
the domain. This threshold was chosen as the number of points, together with the number of 
nodes from the existing channel data (2885) the 
domain boundary (831) and the lower end of 
the domain (573 elevation values taken directly from the nodal values of the old mesh) total 
6462 nodal points. This value is very similar to the number of nodes 
in the original high- 
resolution mesh of the earlier chapters and 
therefore a direct comparison of the two mesh 
generation methods could be made. 
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7.7 Reach-scale mesh generation 
One of the principal problems in mesh generation is that the length of elements forming the 
channel determines the size of elements adjacent to the channel. Therefore, there is a fixed 
minimum number of elements which can exist for a given domain, (Horritt, 2000). In addition, 
the channel and domain boundaries from the original simulation were maintained in order to 
allow a direct comparison between the two representations. However, the Cheesymesh 
generator encountered problems in generating a correct mesh in areas where the channel ran 
adjacent to the domain boundary, usually due to the presence of steep valley walls forming the 
channel boundary. Therefore, in order to create a geometrically correct mesh, additional 
elements were included outside the original domain boundary however these were given an 
artificially high elevation value to prevent inundation and facilitate a direct comparison within 
the original domain boundaries as shown in Chapter 4. In addition, the smoothing function in 
Cheesymesh was turned off so that the location of the input topographic points can be honoured. 
The resultant mesh for the River Stour reach studied in previous chapters is shown in Figure 7-8. 
Figure 7.8 - High-resolution mesh 
of the River Stour generated by Cheesymesh 
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It is noticeable in the insert of Figure 7.8 that the mesh has an underlying grid structure which is 
a result of the gridding of the data during the selection of topographically important points. The 
resultant topographic parameterisation is shown in Figure 7.9 and this is observed to be quite 
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Figure 7.9 - Topographic Surfacefor River 
Stour high-resolution mesh 
The mesh was parameterised according to the criteria outlined 
in Chapter 4 and the flood events 
of the 5 th October, 1993 and 20" December, 1993 were modelled. 
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Figure 7.11 -Model predictions of 
discharge at the downstream outflow (20.12.93) 
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The outflow hydrographs (Figures 7.10 and 7.11) show a significantly lower discharge at the 
downstream boundary than the original high-resolution mesh results using both the LIDAR and 
standard O. S. topographic parameterisations. The shape of the hydrograph and the timing of the 
predicted peak discharge remain the same as the original mesh topographic parameterisations. 
The lower predicted discharge is probably a result of additional ponding occurring on the 
domain, most probably in the additional areas that were added to the domain to obtain a stable 
mesh structure. This-could be corrected in the future by exaggerating the elevation values given 
to these areas even further so that no inundation can occur. 
The predicted inundation extent for the 05.10.93 flood event, (Figure 7.12) is similar in size and 
shape to the standard topographic parameterisation of the original mesh, although the predicted 
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Figure 7.12 - High-resolution model predictions of 
inundation extent (05.10.93) 
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The predicted inundation extent for the 20.12.93 flood event, (Figure 7.13) falls almost midway 
between the two original mesh parameterisations and throughout the flood event, mimics 
















Figure 7.13 - High-resolution model predictions of inundation extent (20.12.93) 
Examination of the inundation extent predicted by the model as the flood begins to propagate 
over the domain (Figure 7.14) reveals complex patterns in inundation not observed in the results 
from simulations using the original mesh parameterised with LIDAR data. This is also shown 
clearly in Figure 7.15 where a greater variation in water depths across the floodplain are 
observed in the inundation predictions of the new mesh, despite the mesh resolution 
being 
comparable to that of the original mesh. This result is demonstrated throughout the 
domain for 




Chapter 7- Mesh Generation 
(a) (b) 
Figure 7.14 -Model predictions of inundation extent at t=4 hours. The new mesh results 
using LIDAR data are shown in (a) and the original "Wsh results using LIDAR data are 
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Figure 7.15 - Model predictions of 
inundation extent at t= 30 hours (maximum inundation 
extent). The new mesh results using 
LIDAR data are shown in (a) and the original mesh 
results using LIDAR data are shown in (b) (20.12.93) 
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7.8 Summary of Chapter 7 
This chapter has formed the culmination of an investigation into data integration with hydraulic 
models. Whilst early chapters of the thesis considered how to represent the floodplain 
topography with the maximum efficiency and minimum introduction of error, the research in 
this chapter has uniquely explored the possibility of generating the mesh itself to maximise the 
efficiency of topographic representation and rt-ýnimise the introduction of errors. 
Studies in the first half of the chapter showed that theoretically superior alternative mesh 
generation strategies such as TINs were numerically unstable. Thus a compromise between 
numerical stability and efficient topographic representation with minimum interpolation error 
was achieved by a combination of methods. First, the elevation data was pre-processed to select 
locations with the greatest rate of change of slope and the resulting points were used as nodes in 
a new mesh, with additional points being added for numerical stability. In total, this produced a 
mesh in which 27% of the points were topographically defined, 20% of the points were added 
for numerical stability, with the remainder defining the channel and domain boundary. 
The model was shown to be numerically stable and produced results that were, on the whole, 
within the range defined by the results of the original mesh and standard O. S. and LIDAR 
topographic parameterisations. In addition, it can be concluded that the model results are more 
complex with a wider range of water depths, and a more spatially variable inundation front 
boundary being observed at the same location in time and space for the new mesh 
parameterisation. 
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ChaDter 8- Summar 
This research has investigated the representation of topography in high-resolution models for 
the prediction of flood inundation extent. The issues concerned with integrating high-resolution 
topography within such models have not been fully explored before now using 'real world' data 
due to its lack of availability. However this situation has now changed and this has formed the 
foundation of the research. It is envisaged that the conclusions reached in this research will 
provide a starting point for further investigation into this poorly understood, but critical area of 
hydraulic modelling. 
The different types of models available for the high-resolution representation of the floodplain 
domain were presented and their limitations explored. Two-dimensional models were found to 
be the only models numerically advanced enough at present to model the complex conditions 
present in the inundation of the floodplain. They offer the most complex description of the 
floodplain which is computationally feasible, the ability to handle complex topography and the 
dynamic wetting and drying of the floodplain observed under flood conditions. To date, 
however, these models have been limited in their development because of the lack of suitable 
data, and the scarcity of reach-scale high-resolution topographic data is a good representative of 
this problem. Recent advances in topographic data captured through the evolution of a new 
range of remote sensors has led to a movement from a data poor to a data rich environment and 
thus a new series of 'unknown' factors in the integration of topographic data has arisen. These 
issues were specified as a series of research objectives in Chapter 2 and the fulfilment of these 
objectives is discussed in the next section. 
8.1 Discussion 
In view of the recent floods and predicted climate change, floodplain 
inundation models offer 
the potential to predict floodplain inundation to a high degree of accuracy 
but, like all categories 
of hydraulic and hydrologic models, have to 
date been limited by the lack of suitable 
topographic data for high-resolution modelling, as highlighted 
in Chapter 2. The highest 
resolution data available at the reach scale and throughout 
the country has previously been 10 x 
10m DEM's provided by the Ordnance Survey. 
Whilst this resolution is sufficient for low 
resolution studies, it is not sufficient 
for the capture of small-scale features within the floodplain 
such as depressions, levees and 
drainage ditches that are critical to the high-resolution 
modelling of floodplain flow. 
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8.1.1 High resolution topographic data 
Recent advances in remote sensing techniques at the reach-scale have resulted in topography 
becoming a data-rich environment for the first time. New remote sensors such as interferometric 
SAR and LIDAR can provide data at a greater horizontal and vertical resolution than previous 
sources of topographic data, typically, Ordnance Survey maps or DEM's. Of the sensors 
available, only airborne LIDAR presently offers the potential to capture smaller topographic 
length scales which are nonetheless important in hydraulic modelling (Chapter 2) and for the 
improved prediction of flood inundation extent, both at the grid, (Chapters 4 and 5) and sub-grid 
scales (Chapter 6). In addition, LIDAR offers the potential for repeat flights over floodplains 
which may be subject to sudden topographic change in the event of a flood, thus facilitating 
future studies of the temporally changing geomorphology of the floodplain. 
We have examined the results of using the novel high-resolution LIDAR methods of 
parameterising topography in reach scale two-dimensional finite element hydraulic models as 
compared to standard topographic data sources, (Research Objective 1). It was demonstrated 
that flood hydraulics are directly affected by even quite small changes in topography and the 
model sensitivity was more complex than might have been expected. In particular, topographic 
change in the upper or middle reaches resulted in increased inundation further down the reach in 
areas where the local topography was identical. Initial combination of the new LIDAR data for 
the River Stour using the standard integration methods present in TELEMAC-21) showed the 
sensitivity of the model to the new topographic parameterisation using the high-resolution data 
set. In particular, the degree of ponding on the floodplain was seen to be greater in the LIDAR 
parameterised model than in the standard O. S. topographic parameterisation when the flood 
receded. This may well be due to the presence of undetected systematic error within the data but 
could also be because the LIDAR pararneterisation showed a number of small depressions on 
the floodplain which were not present in the lower resolution standard 10 x 10m O. S. DEM 
parameterisation of the same area and this demonstrates the need 
for accuracy and precision in 
the representation of the topography of the floodplain. 
An absence of LIDAR data at the end of the reach 
led to its lower section being parameterised 
in both the LIDAR and standard O. S. DEM topography simulations with the standard 
O. S. 
DEM topography. This served as a useful control with which to assess the effects of upstream 
feedback. It was observed that the greater flooding 
in the middle of the reach, observed in the 
LIDAR topographic parameterisation, produced a 
knock-on effect and thus substantial 
inundation of the floodplain on this lower section of the reach. 
In contrast, the same section of 
reach with an identical topographic parameterisation 
remained largely dry in the standard O. S. 
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topographic parameterisation because the lower degree of flooding in the middle of the reach 
did not produce any knock-on effects. Taken in conjunction with the bulk flow characteristics of 
the floodwave (outflow hydrograph and inundation extent) it can be seen that the time taken for 
the flood event to pass down the reach and the overall inundation extent are similar for both 
topographic parameterisations. Thus, the resultant knock-on effects observed in the lower reach 
can only be as a result of changed flow processes occurring on the new topographic 
parameterisation upstream of this control parameterisation. This is a significant finding as 
previously only theoretical studies had investigated this effect. For the first time it has been 
proved using real topographic data. The model also demonstrates a degree of equifinality in that 
both parameterisations produce similar bulk flow characteristics for the flood event; thus the 
same end result is achieved from two different parameter sets. 
The initial research has also shown, however, that several problems exist in the application of 
the LIDAR data 'as is' to the model. As the nodal density is significantly lower than the data 
density, much of the sub-grid variability will be misrepresented when the value is interpolated 
using such a basic methodology. In particular, limitations in the current interpolation routine of 
the pre-processor STBTEL mean that the smaller topographic features detected by LIDAR are 
not represented effectively in the topographic parameterisation of the model. 
It has been shown that the removal of elevation points including tall vegetation (in order to 
leave a data set that consists of only terrain elevation data) is problematic with two observations 
being made. The first is that because most removal methods look for the differences or variance 
between points, topographic features important to floodplain modelling such as embankments, 
levees and drainage ditches may be erroneously categorised as vegetation and removed. 
The 
second observation is that the method is not comprehensive and some 
'outliers' are left in the 
vegetation data set which again, the end-user has no way of 
knowing, without further 
information, whether such points are floodplain features or heavily vegetated points. 
Further 
improvements in vegetation removal algorithms are under development which offer the 
potential to delineate vegetation from 
floodplain features and these are discussed further in 
Section 8.2. In this research, such outliers were kept in the data to 
judge their effect on the 
results and, in the case of one group of outliers, 
these data were known to be related to a 
floodplain feature, a railway embankment, which previous topographic parameterisations 
had 
been too poor in resolution to resolve. 
However, the methods developed in this thesis are 
generic in nature and should show 
improved results once the data set is truly free of vegetation 
outliers. 
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8.1.2 Alternative topography-mesh integration 
The increased resolution in the horizontal plane introduces a series of new issues in the 
integration of high-resolution data with hydraulic models. Foremost, the resolution is much 
greater than the current generation of hydraulic models can efficiently represent and thus a high- 
degree of data redundancy was observed. As a result, additional research issues such as how 
much data is actually required by the model need to be considered for the first time in order to 
maximise the computational efficiency of the model without losing the improved representation 
of floodplain topography. This is illustrated by the results from Chapter 4 where limitations in 
the current interpolation routine of the pre-processor STBTEL mean that when the LIDAR data 
is integrated with the mesh, smaller topographic features such as depressions are misrepresented 
or completely absent in the resultant parameterisation. 
Test areas of the floodplain were selected upon which to test alternative methods of topographic 
representation at the mesh nodal point, (Research Objective 2). Three of these areas were 
chosen to be representative of the homogeneous areas of the floodplain known to be free from 
elevation 'outliers' and with no points removed by the vegetation removal algorithm. In 
contrast, two other test areas were chosen which represented the heterogeneous areas of the 
floodplain. The first had several areas from which data was removed due to the classification of 
a railway embankment crossing the floodplain as vegetation. Some outliers remained in the data 
set, which represent this feature. The second test area was chosen as it had a section of 
hedgerow crossing the area and again, although the pre-processing had removed much of the 
vegetation, some outlying points remained. 
Geostatistical techniques in the form of variograms were used to assess the spatial dependence 
of each point in the test areas upon its adjacent points, (Research Objective 3). It was found that 
for 4 out of the 5 test areas, up to a distance of approximately 10m apart, the elevation data 
points in the homogenous test areas exhibited a degree of similarity 
but at distances greater than 
this, no relationship between adjacent points could be inferred. 
This is an important discovery 
for quantifying how much data is required from this 
dense data set as it can be inferred that it is 
possible to interpolate unknown values 
(such as may have been removed by pre-processing) 
within a 10m radius of known elevation 
data points. In addition, beyond this 10m length scale 
threshold, there is no physical reason to incorporate additional points 
in interpolating a value for 
an unknown location and thus computational efficiency 
is greatly improved. Conversely, points 
below this length scale threshold can be 
interpolated to substitute for other unknown locations 
within a 10m radius, as they are 
likely to be of a similar value to the unknown data value. 
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Therefore, this also suggests that the overly data-rich environment can be reduced in size to a 
data set with a 10 m spacing without a substantial loss of infonnation 
Different methods of interpolating surfaces were investigated that represented either the actual 
elevation at a mesh node (point representation) or that represented the topography surrounding 
the node (areal representation). Whilst many of the results were similar for each method in the 
homogenous test areas, the presence of outliers in the data of areas 3 and 5 caused large errors 
in interpolating to unknown locations, particularly in surfaces that represented the elevation at a 
point. 
The simulation results also demonstrate that whilst equifinality exists for the bulk flow 
characteristics of the point and areal topographic parameterisations, the actual pattern of 
inundation throughout the course of the flood event can differ by several metres or more. 
However, it was concluded that although both point and areal representation of floodplain 
topography demonstrated similar results, the TIN structure honours the gradients present in the 
floodplain in interpolating to unknown point locations and is therefore preferred. Additionally, 
there is no requirement to know a priori which floodplain features are hydraulically important 
as the TIN honours all the input features in creating the data structure from which the 
interpolated value is then extracted. Again, this has the additional advantage of n-ýnimising the 
introduction of interpolation errors during the production of the terrain surface, which may 
propagate through the model simulation. 
8.1.3 Wetting and drying 
A new wetting and drying algorithm that utilised the LIDAR data at the sub-grid scale was 
introduced in Chapter 6 and tested on both a high and low resolution mesh to assess the degree 
of mesh-resolution dependency. This algorithm had 
been tested using planar approximations 
and in other theoretical studies but this research was the 
first time it had been utilised in a river 
flood inundation simulation using real topographic data, (Research 
Objective 4). An apparent 
improvement in the modelling of flood propagation and retreat over the 
floodplain was observed 
when the new wetting and drying algorithm was 
implemented, as reflected by its smoother 
representation of the inundation boundary. 
It can also be concluded from this chapter 
that as little as 25% of the original LIDAR data can 
be successfully applied to the parameterisation 
of the element curves for the wetting and drying 
algorithm, without losing the 
definition of the shape of the inundation boundary. In addition, 
even smaller quantities of sub-grid 
topographic data can be utilised without any significant 
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change to the bulk flow characteristics being observed, which will make pre-processing more 
computationally efficient for applications where only bulk flow results are important. This 
insensitivity to the quantity of data available for sub-grid parameterisation may be due to the 
relatively flat nature of much of the floodplain topography. Alternatively, it may be as a result 
of almost half the elements containing no sub-grid data even when the full data set is used for 
the parameterisation. However, the use of the control simulation where the new wetting and 
drying algorithm is implemented but without any sub-grid data (thereby defaulting to a rough 
approximation), demonstrate that it may be the mere fact of the sub-grid correction being 
implemented in the numerical scheme that is important and not the actual slope of the curve. 
8.1.4 Mesh generation 
In the final research chapter, the options for generating the mesh to minimise the topographic 
representation to consist only of hydraulically important points whilst maxin-iising 
computational efficiency were investigated. In addition, generating meshes based on the 
elevation data itself will potentially reduce errors in the model from incorrect interpolation 
methods and 'filtration' effects, further improving the confidence in model predictions 
(Research Objective 5). It was shown that while generation methods are constrained by the need 
to produce meshes that were numerically stable, alternatives did exist to the standard methods 
and these were explored through the use of small simulations on the test areas of earlier 
chapters, (Research Objective 6). Most of the simulations using meshes generated by these 
alternative mesh generation codes were found to be numerically unstable, most likely as a result 
of the combination of artificial flow conditions with irregularly spaced elements. Thus a 
compromise was achieved by utilising elevation data selected by the ARC/INFO VIP algorithm 
as important in defining the topographic surface as mesh nodes and adding further nodes in 
data-sparse areas to ensure numerical stability. 
The model was shown to be numerically stable and produced results that were, on the whole, 
within the range defined by the results of the original mesh and standard 
O. S. and LIDAR 
topographic parameterisations. In addition, it can be concluded that the model results are more 
complex with a wider range of water 
depths, and a more spatially variable inundation front 
boundary being observed at the same location in time and space 
for the new mesh 
parameterisation. 
The aim of this research was to show 
'proof of concept' for adjusting mesh generation to take 
into account topographically important points. 
Therefore the wetting and drying algorithms 
encountered in Chapter 6 were not 
implemented for the new mesh as, it can be assumed, the 
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results would be similar to the results in Chapter 6 but relative to the new mesh. With the lack of 
validation data for the flood events and reach, it was concluded that little additional information 
would be achieved at this stage. 
8.2 Further work 
This research has been limited in its scope by the absence of suitable validation data for the 
River Stour reach under investigation. Ideally such validation would take the form of aerial 
photographs or SAR imagery in order to provide internal validation of the flood inundation 
extent as described in Chapter 2. At the initiation of this research, this river was one of only two 
in the UK to be surveyed using LIDAR as part of a test program and as one of the rivers subject 
to major flooding in the south-west, was ideal as the test site. However, the acquisition of two 
sensors by the Environment Agency and Infoterra as a result of this test programme has 
increasingly led to the acquisition of LIDAR data for other flood-prone areas of England, for 
which validation data of the type mentioned above is also available. There is therefore 
considerable further work to be done in validating the findings of this research but this will 
necessitate repeating much of the work on another reach for which validation data is available. 
In addition, although the absence of a full LIDAR data set for the reach initially proved useful 
as the common O. S. topographic parameterisation at the end of the reach acted as a control area, 
repeating the results on a full data set available for another reach will provide a more complete 
picture of the role of flow feedback mechanisms over a single topographic parameterisation. 
As discussed in Section 8.1, error propagation has occurred throughout the research as a result 
of the inadequate removal of elevation data containing tall vegetation such as trees and hedges, 
based on the variance method discussed in Chapter 4. Vegetation removal remains a high 
research priority in the field of remote sensing with new techniques based upon the intensity of 
the pulse reflected from the terrain and vegetation and thus differentiating between the two 
offering the greatest potential, (Baltsavias, 1999a, Wehr and Lohr, 1999). However, the 
presence of outliers in test areas 3 and 5, which result 
from the vegetation removal procedure, 
demonstrates the problems in quantifying length scales and generating meshes based on the 
topography in data sparse areas. Progress envisaged in 
further developing these techniques is 
likely to lead to substantially improved results from the techniques 
developed in this thesis. 
Linked to this is the separation of the friction coefficient 
for the vegetative drag from the 
topographic data. Research being conducted at 
Bristol and the Environmental Systems Science 
Centre, Reading, is using LIDAR data to obtain vegetation 
height data in order to specify a 
friction factor for each mesh node. Again, this 
highlights the importance of this research in 
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emphasising the issues governing the rapidly expanding area of data integration of spatially 
distributed parameters with high-resolution data in all areas of hydraulic modelling. 
Finally, the VEP method was limited by the presence of 'no data' cells within the gridded data 
input to the procedure. In order to overcome this obstacle, the input grid was coarsened. 
However this removed some of the input data that the procedure may have classified as 
significant. Therefore further work needs to be done on developing this algorithm to work on 
point data so as to not 'pre-select' the data for the procedure. In addition, a thinning procedure 
needs to be added to this algorithm so that minimum distance is specified between points to 
avoid excessively thin elements being generated in the output mesh which may prove 
hydraulically unstable. 
8.3 Conclusions 
Whilst, we cannot conclusively say whether our methods offer any 'improvements' over 
traditional methods, this research has fulfilled the research objectives outlined in Chapter 2 and 
additionally has: 
a) offered alternatives to the traditional methods of data-mesh integration which are 
theoretically robust; 
b) shown that often substantial differences exist in the prediction of inundation extent at both 
the grid and sub-grid level dependant upon: 
i) the topographic data set used; 
ii) the data-mesh integration method; 
iii) the density of the data set used. 
It has also shown that generation of the model domain and associated 
finite element mesh to 
take account of the topography is the way forward as: 
. it honours topographically important data points; 
it offers the potential to delineate 
hydraulically important floodplain features; 
it n-iinimises the introduction of errors to the model 
through incorrect topographic 
parameterisation or interpolation. 
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This research has taken a step towards further defining the questions surrounding the integration 
of high-resolution data with reach-scale hydraulic models. It has shown conclusively that the 
integration of topographic data with hydraulic models in the application of 'real world' flood 
inundation scenarios is an area that elicits a complex model response. Continuing progress in 
parameter definition and integration within distributed models through increased availability of 
high-resolution data sets, will make tackling the issue of spatially distributed parameterisation 
critical. Thus, this thesis forms a firm basis from which future research into data-model 
interaction to drive further model developments can emerge. 
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