Adolescence is characterized by increased risky decision-making, enhanced mesolimbic response to risk and reward, increased perceived stress, and heightened physiological response to stress relative to other age groups. In adults, evidence suggests that acute stress increases risky decision-making by stress-induced increases of dopamine in regions implicated in reward processing and decision-making. Acute stress also increases risky decision-making in adolescents, but the underlying neurobiological mechanisms remained unexplored. In this study, daily self-reports of stress were documented in adolescents and adults. Participants completed two fMRI visits during which they performed a risky decision-making task: once each when they endorsed a high and low level of stress. Results revealed that adolescent males took more advantageous risks under high stress relative to low stress whereas adult males took fewer non-advantageous risks under high stress relative to low stress. Adolescent males also showed a stress-related decrease in prefrontal activation when making risky decisions from high stress to low stress while adult males maintained prefrontal activation when making risky decisions across stress conditions. Adolescent and adult females did not exhibit stress-related changes in risky decisions. Moreover, greater prefrontal activation under stress was associated with fewer non-advantageous risks taken under stress. Implications for risk-taking under stress are discussed in light of these findings.
Introduction
Adolescence is a developmental period characterized by increased real-life (Dahl, 2004) and laboratory-based (Burnett et al., 2010; van Leijenhorst et al., 2010) risky decision-making. It is also marked by increased stress and heightened reactivity to acute stress, compared to children and adults (Dahl and Gunnar, 2009) . Surprisingly, how acute stress influences decision-making and associated neural functioning in adolescents remain poorly understood. Addressing this question is critical because (1) heightened acute stress may exacerbate risky decision making in adolescence and (2) neural systems that are vulnerable to the effects of stress in adults undergo significant neurodevelopment during adolescence.
In animals, activation of the hypothalamic-pituitary-adrenal (HPA) axis in response to acute stress releases glucocorticoids that bind to glucocorticoid receptors (GR) on dopaminergic cells in the ventral tegmental area (VTA), which releases dopamine onto the nucleus accumbens (NAcc) of the ventral striatum and prefrontal cortex (PFC) (Abercrombie, 1989; Rougé-Pont et al., 1998) . There is an inverted U-shape pattern between D1 receptor binding in the PFC and cognitive function such that sufficient amounts of dopamine binding to D1 receptors in the PFC enhance cognitive functioning by optimally suppressing "noise" and enhancing "signals" to guide behavior (Vijayraghavan et al., 2007) . Too little or too much D1 receptor binding in the PFC impairs cognitive function (Zahrt et al., 1997) . When D1 receptors are flooded by excess dopamine, over-suppression of both noise and signal occurs, impairing the PFC's ability to guide behavior (Vijayraghavan et al., 2007; Zahrt et al., 1997) . In humans, treatment with a dopamine receptor agonist before performing working memory tasks in an fMRI scanner led to decreased activity in frontal regions and decreased performance relative to those who took placebo (Gibbs and D'Esposito, 2005) . Importantly, this suppression of neuronal activity in the PFC could impact the PFC's regulatory influence over subcortical structures, resulting in amplified emotional function and response (Arnsten and Goldman-Rakic, 1998) , which has implications for enhanced risk-taking and other reward-motivated behavior.
In human adults, acute stress yields alterations in neural activation of mesolimbic-prefrontal circuitry, including the striatum, insula, and prefrontal regions (Kogler et al., 2013; Pruessner et al., 2008) , which may be due to the stress-related increases in dopamine release in ventral striatum and orbital frontal cortex observed in human positron emission tomography (PET) studies (Pruessner et al., 2004) . Indeed, this increased dopamine release is magnified in individuals who also evince increased cortisol levels in response to psychosocial stressors (Pruessner et al., 2004) . In adults, stress leads to enhanced reward salience and greater reward-biased decisions coupled with decreased sensitivity to punishment during decision-making (Pabst et al., 2013; Porcelli and Delgado, 2009; Putman et al., 2010; Starcke et al., 2008) . For instance, stressed individuals who exhibited greater increases in cortisol chose options that led to potentially high reward but actual led to high punishment more often (Starcke et al., 2008) . Another study reported that participants under acute stress took more risks in a loss domain versus gain domain (Porcelli and Delgado, 2009) , suggesting that stress may decrease sensitivity to losses. Therefore, it seems plausible that in adults, increases in acute stress-related cortisol lead to heightened activation in dopamine-rich mesolimbic regions in response to risk and reward, which then affects risky decision-making by increasing reward salience.
Acute stress amplifies gender differences in risk-taking behavior and neural activation in regions implicated in risky decision-making; the directions of these effects, however, have been mixed. Lighthall et al. (2009) found that men under acute stress took more risks on the Balloon Analog Risk Task (BART) compared to non-stressed men while women took fewer risks when stressed compared to non-stressed women. Moreover, while greater increases in stress-related cortisol was related to more conservative behaviors in women and not in men (Lighthall et al., 2009) , another study found that greater stress-related cortisol increase in men led to decreased punishment-sensitive behavior and increased reward-sensitive behavior in situations that contain high potential rewards (Putman et al., 2010) . In addition, Lighthall et al. (2012) found that in men, greater cortisol change was associated with enhanced dorsal striatum and anterior insula activation during decision-making on the BART, which led to greater reward collection and less risk taking, suggesting that men under stress tend to choose the low-risk option that resulted in more frequent gains of small rewards. The mixed findings in how stress affects risky decisionmaking in men and women could be due to differences in the decision-making tasks as well as the stress-induction methods used across studies. In adolescents, it is less known how acute stress affects risky decision-making behavior. Galván and McGlennen (2012) used a within-subjects approach to investigate how daily stress influences risky decision-making on the Cups Task, an adaptive risky decisionmaking task, in adolescents (14-17 years) and emerging adults (18-21 years) . Results indicated that all participants made more risky decisions during high relative to low stress. No developmental or gender differences were observed, which could be due to the younger age range of the "adults".
Surprisingly, the neural mechanisms by which acute stress affects risky decision-making in adolescents remain unexplored. Examining this question is important, given the increase in actual and perceived stress (Dahl and Gunnar, 2009) , greater inclination toward risk-taking compared to adults (Cauffman et al., 2010) , enhanced engagement of mesolimbic circuitry in response to reward and risk (Braams et al., 2015; Galván et al., 2006; Lamm et al., 2014) and heightened stress response that occurs during puberty and adolescence (Dahl and Gunnar, 2009; Stroud et al., 2009) . Juvenile rodents show increased dopamine levels in the striatum to rewarding events compared to adults (Andersen et al., 2002; Hajnal et al., 2004) . There are also increased dopamine D1 and D2 receptors in the striatum and NAcc in adolescence relative to adulthood (Andersen et al., 2002; Lidow and Rakic, 1992; Seeman et al., 1987) as well as increased expression of D1 receptor in the PFC via NAcc projections (Brenhouse et al., 2008) . Based on the inverted U-shape pattern between D1 receptor binding in the PFC and cognitive function, it is plausible that in adolescents, stress-related dopamine release might flood an already saturated dopaminergic system to risk and reward. Excess D1 receptor binding in the adolescent PFC could lead to greater dampening of PFC function, further subverting maturing regulatory functions in adolescents. If it were the case that saturated D1 receptors in the PFC in response to stress suppresses regulatory control in adolescents, we would expect to see decreased activation of frontal regions as a function of stress when making risky decisions and increased risk-taking in adolescents relative to adults.
The current study extends our previous work (Galván and McGlennen, 2012) to examine the physiological and neurobiological mechanisms by which acute stress affects risky decision-making in adolescents 15-17 years of age. This narrow age range was chosen to capture development during the late-pubertal to post-pubertal stage of adolescence when pubertal hormones are more stable because differences in hormonal changes in adolescents still undergoing puberty could potentially confound examination of hormonal responses to stress (Dahl and Gunnar, 2009 ). In addition, instead of inducing stress in participants through a laboratory stressor, we chose to utilize a daily diary design to monitor adolescents' daily stress (Galván and McGlennen, 2012) because it is uncertain whether or not traditional laboratory stressors (e.g., Trier Social Stress Test) are experienced similarly in adolescents and adults relative to how they would respond to their own developmentally appropriate daily stressors. Using a within-subjects design, participants came into the laboratory to complete measures on a day when they endorsed feeling high levels of stress and on another day when they endorsed feeling low levels of stress. During a brain scan, participants completed the Cups task (Levin and Hart, 2003; Levin et al., 2007) , which allows for differentiation of advantageous and disadvantageous risks to investigate how acute stress affects adaptive risk-taking, which is more akin to decisionmaking in the real-world where some risks are advantageous while others are disadvantageous. Extant research in adolescents has not been aimed at uncovering whether behavioral and neural patterns differentiate between advantageous and disadvantageous risk taking. Instead, it has mainly been assumed that risk-taking in the lab translates to disadvantageous risk-taking in real life. The Cups task allowed us to investigate how stress affects the neural computations used to assess risky decision-making such as modifying risk propensity (risk-seeking versus risk-aversion), sensitivity to gains and losses, and/ or sensitivity to expected value (EV). To investigate developmental differences in stress effects, a comparison group of traditionally defined adults (25-30 years of age) was also tested.
We predicted that, compared to adults, adolescents would show heightened striatal activation and dampened PFC activation in response to risk-taking under high stress relative to low stress, which would lead to increased risky decision-making in adolescents relative to adults. We also predicted that these effects would be mediated by cortisol response to stress. We did not have specific predictions regarding gender differences in how stress affects risky decisionmaking in adults or adolescents, as previous findings have been mixed; therefore, gender was included as an exploratory variable.
Method

Participants
Twenty-two adolescents (14 females) between 15 and 17 years of age (M=16.55, SD=.67) and twenty-three adults (12 females) between 25 and 30 years of age (M=27.27, SD=1.72) participated in the study. Participants were recruited through advertisements on the UCLA campus, surrounding neighborhoods, and local online classifieds and forums. Participants were excluded if they had any metal objects in their bodies (e.g., braces, permanent retainers), a diagnosis of a psychiatric or developmental disorder, claustrophobia, were lefthanded, or were pregnant. Informed consent was obtained from all adult participants; parental consent and assent was obtained from all participants under the age of 18 in accordance with procedures approved by the UCLA Institutional Review Board. Because cortisol levels are influenced by socioeconomic status (Chen et al., 2010; Cohen et al., 2006; Desantis et al., 2015) and recent stressful life events (Armbruster et al., 2012) 
Procedure
Each participant was enrolled in the study for two weeks (Fig. 1 ). Participants were invited to come to the laboratory for an initial intake. After providing consent, participants completed a short battery of questionnaires and received instructions regarding the study procedures. Participants provided salivary cortisol samples at the beginning and end of the intake visit to assess baseline physiological stress response to the novel, laboratory setting. Salivary cortisol is a commonly used indicator of an organism's response to stress (Hellhammer et al., 2009 ).
Daily stress assessment
Daily stress was assessed using an ecological momentary assessment (EMA; Bolger et al., 2003) method, a procedure in which participants were contacted daily through smartphones and reported daily ratings of subjective feelings of stress. A smartphone was available from the lab to participants who did not have a cellular phone and/or a text-messaging plan. However, all participants in the study used their own personal cellular phones. The EMA method has been shown to be successful at capturing naturally occurring stress (Almeida et al., 2009; Galván and McGlennen, 2012; Rahdar and Galván, 2014 ). In the current study, participants were unsystematically contacted three times per day between the hours of 9:00 a.m. and 7:00 p.m. (the average time for each contact was as follows: 11:25 a.m. contact 1 , 2:23 p.m. contact2 , 5:00 p.m. contact 3 ) over the span of 2 weeks via text messages and were asked to indicate the level of stress that they experienced in the last hour using a Likert scale (1=not stressed; 7=very stressed).
Baseline assessment
During the first three days, a baseline composite stress rating for each participant was determined by averaging the stress ratings provided via text messages throughout the day across the three days (average baseline stress rating=3.0211, SD=.904). Concurrently, during the first two consecutive days, participants collected salivary cortisol via passive drool at home to evaluate each participant's baseline diurnal cortisol pattern. Participants were instructed to collect 1 mL of saliva at awakening, 30 min post-awakening, at 4:30 p.m., and at 8:30 p.m. (participants noted the exact time of collections) using Salivette® test tubes (Sarstedt, Germany). This method and timing of salivary cortisol collection has been shown to be standard and reliable (Clements, 2012) . All samples were stored at −20°C in a laboratory freezer at UCLA until time of shipment. Salivary cortisol analyses were conducted as described by Strahler et al. (2010) .
Two subsequent laboratory visits were categorized into high-stress and low-stress visits, counterbalanced across subjects, as based on stress ratings relative to baseline stress ratings. High-stress state was determined when participants endorsed stress ratings that were at least one standard deviation above their baseline stress rating. If the baseline stress rating was already relatively high, the threshold was then a 1-point increase in stress rating. Similarly, low-stress state was determined when participants endorsed stress ratings that were at least one standard deviation below their baseline stress rating. If baseline stress rating was already relatively low, the threshold was then a 1-point decrease in stress rating.
Stress visits
After a high-stress state or low-stress state was determined, participants were asked to visit the laboratory in the late afternoon of the same day. At each stress visit, upon arrival, participants were asked to rate the level of stress (1=not stressed; 7=very stressed) that they experienced prior to coming into the laboratory across a number of stressors (e.g., conflict with roommates or parents, family demands, academic stress, peer stress, job/other responsibility stress, relationship stress); participants were given the option to list their own stressor if a stressor was not included in the list. For each stress visit, salivary cortisol was collected before participants entered the functional magnetic resonance imaging (fMRI) scanner to assess physiological response to stress as close in time to stressor onset as possible and once again after the fMRI scan to assess stress reactivity to the novel brain- Galván NeuroImage 146 (2017) 679-689 scanning environment. Duration between reported stress (stressor) and brain scan ranged from 30 min to 5 h and 30 min (M=2 h and 7 min, SD=1 h, 6 min). Duration did not significantly differ by stress state (p=.263), or age group (p=.729). During the visit, participants underwent an fMRI scan while performing the Cups Task, a risky decision-making task (Fig. 2 ).
Risky decision-making task
The Cups Task (Levin and Hart, 2003; Levin et al., 2007 ) measures decision-making under uncertainty, as individuals often make decisions under uncertain and stressful conditions. The Cups Task has been used in previous fMRI studies to study the neural correlates of risky decision-making (Xue et al., 2009 (Xue et al., , 2013 . Participants were presented with two task frames (Frame): a frame where they had the opportunity to gain money (Gain Frame, n=54 trials), and one where they could lose money (Lose Frame, n=54 trials). Depending on the frame, participants were asked to choose between a certain gain (or loss) and an uncertain gain (or loss). The neutral terms "certain" and "uncertain" were used during explanation of the task to participants to prevent suggestion of any connotations or biases that might be associated with the terms "safe" and "risky," which are used throughout the report. The certain option was to win (or lose) $2, while the uncertain option led to a probability (20%, 33%, or 50%) of either a larger win (or loss) ($4, $6, or $10) or no win (or loss). The certain option consisted of one flipped-over cup with $2 written underneath it, indicating to participants that there is a 100% chance of gaining (or losing) $2. In the uncertain option, the number of cups varied between two (50%), three (33%), and five (20%) cups, and the amount indicated underneath each set of cups varied between $4, $6, and $10. There were three trial types (n=36/trial type) that differed in expected value (EV=value×probability). The advantageous EV trials (ADV), in which the EV was greater than $2 in the gain frame or less than $2 in the lose frame, consisted of the 50%-$6, 50%-$10, and 33%-$10 trials in the gain frame and 33%-$4, 20%-$4, and 20%-$6 trials in the lose frame; in these trials, the uncertain choice yielded better EV than the certain choice. The disadvantageous EV trials (DIS), in which the EV was less than $2 in the gain frame and greater than $2 in the lose frame, consisted of the 33%-$4, 20%-$4, and 20%-$6 trials in the gain frame and the 50%-$6, 50%-$10, and 33%-$10 trials in the lose frame; in these trials, the uncertain choice yielded worse EV than the certain choice. In the equal EV trials (EQEV), in which the EV was $2, consisted of the 50%-$4, 33%-$6, and 20%-$10 trials in both gain and lose frames; in these trials, the uncertain choice yielded the same EV as the certain choice. Participants were instructed to consider each choice carefully and to earn as much money as possible in the game because at the end of the game, the computer would randomly select an outcome based on their decisions and that outcome would be added to or subtracted from their study compensation. Participants did not actually lose any money; this information was not disclosed to participants until after completion of the study. Thus, participants could earn between $2 and $10 in addition to study compensation. All participants completed two 7-min runs (n=108 total trials) of the task.
MRI data acquisition
Functional imaging data were collected on a 3 T Siemens Trio MRI scanner using a gradient-echo, echo-planar image (EPI) sequence (TR: 2 s, TE: 30 ms, flip angle: 90°, 271 volumes, 34 slices, slice thickness: 4 mm). A T2-weighted, matched bandwidth (MBW), high-resolution anatomical scan and magnetization-prepared rapid-acquisition gradient echo (MPRAGE) scan were acquired for registration purposes (TR: 2.3, TE: 2.1, FOV: 256, matrix: 192×192, sagittal plane, slice thickness: 1 mm, 160 slices). The orientation for the MBW and EPI scans was oblique axial to maximize brain coverage. E-prime software was used for task presentation.
Image preprocessing and registration
Preprocessing and statistical analyses were performed using FMRIB's Software Library (FSL) 5.0.9 (www.fmrib.ox.ac.uk/fsl). Preprocessing included motion correction, non-brain matter removal using FSL brain extraction tool (BET), spatial smoothing (5mm FWHM Gaussian kernel) to increase the signal-to-noise ratio, and filtering in the temporal domain using a nonlinear high-pass filter (100-s cutoff). All data reported are from scans with ≤2 mm in translational movement. EPI images were registered to the MBW scan, then to the MPRAGE scan, and finally into standard Montreal Neurological Institute (MNI) space (MNI152, T1 2 mm) using linear registration with FSL FMRIB's Linear Image Registration Tool (FLIRT).
Functional neuroimaging data analysis
A general linear model (GLM) with multiple regressors for each event type (decision-making and outcome) was used for fMRI analyses. Statistical modeling was first performed for each image, and variables of interest were compared between groups using two-sample t tests. Regressors of interest were created by convolving a delta function representing the onset time of each event with a canonical (double gamma) HRF. Onset time for decision-making event was defined as the trial onset for the stimulus presentation. Onset time for outcome event was defined as the trial onset for the outcome presentation. To characterize the effect of EV on risky decision-making, a GLM with multiple regressors was used for fMRI analyses. For each participant, each stress visit, and each run, eight explanatory variables were modeled: 1) risky choice in ADV trials; 2) risky choice in DIS trials; 3) risky choice in EQEV trials; 4) safe (non-risky) choice in ADV trials; 5) safe choice in DIS trials; 6) safe choice in EQEV trials; 7) outcome presentation; and 8) missed/invalid trials. Six motion parameters were modeled as events of no interest. Temporal derivatives were included as coviariates of no interest. Inter-trial and inter-stimulus interval fixation points were not explicitly modeled and therefore served as an implicit baseline.
fMRI analyses focused on participant choice (risky or safe) and EV condition (ADV, DIS, EQEV) for high stress scans and low stress scans. To examine the effects of EV on risky decision-making, the following contrasts were modeled for each participant and stress visit: 1) ADV Risk > ADV Safe; 2) DIS Risk > DIS Safe; 3) EQEV Risk > EQEV Safe; 4) ADV Risk > DIS Risk; 5) DIS Risk > ADV Risk; 6) ADV Risk > EQEV Risk; 7) EQEV Risk > ADV Risk; 8) EQEV Risk > DIS Risk; and 9) DIS Risk > EQEV Risk. A fixed effects voxel-wise analysis combined each of two runs for each stress visit for each participant at the second level. Fig. 2 . Schematic of Cups Task. Each stimulus was presented for 1500 ms. After stimulus presentation (Stimulus), participants were asked to choose between the certain (left) side or the uncertain (right) side (Cue). Once participants made their decision, a jittered inter-stimulus-interval (ISI) was shown for 500-1500 ms followed by outcome presentation (Outcome) for 1500 ms.
2 (Stress)×2 (Age)×2 (Gender) repeated measures analyses of variance (ANOVA) were conducted at the group level using the FMRIB local analysis of mixed effects (FLAME1) module in FSL. Z (Gaussianized T) statistic images were threshold using clusters determined by Z > 2.3 and a whole-brain corrected cluster significant threshold of p < .05 using Gaussian Random Field theory. Tests were corrected for family-wise errors (FWE). Anatomical localization within each cluster was obtained by searching within maximum likelihood regions from the FSL Harvard-Oxford probabilistic atlas. Regions of activation for relevant contrasts are listed in Table 4 .
Statistical analysis of behavioral and cortisol data
The percentage of risks taken on the Cups Task for each EV type was calculated by counting the number of times participants chose the risky option of each EV type divided by the total number of trials presented of each EV type, multiplied by 100.
Total earnings on how much participants would have won on the Cups task based on participants' choices and outcomes were calculated for each stress visit.
Since the time of day that participants collected salivary cortisol for baseline varied between participants, a series of linear regressions were used to individually model each participant's baseline diurnal pattern of cortisol by regressing cortisol values (Cortisol) on the time of day the cortisol sample was collected (Time) This provided a predicted baseline cortisol value for a particular time of day for a particular participant. This predicted cortisol value was then used to calculate a difference score from the actual cortisol value collected during each laboratory visit. Three difference scores in cortisol were calculated for the three laboratory visits for each participant: Lab Cortisol Difference, High Stress Cortisol Difference, and Low Stress Cortisol Difference. These difference scores were used as a measure of cortisol reactivity to stress.
Results
Stress ratings
A 2 (Stress)×2 (Age)×2 (Gender) repeated measures ANOVA on stress ratings revealed a main effect of stress condition, F(1,40) =73.592, p < .001: stress ratings under high stress (M=4.48, SD=1.42) were greater than stress ratings under low stress (M=2.32, SD=1.07). No effect of age, gender, age×gender interaction was found on stress ratings. The effect of stress condition on stress ratings (i.e., difference in stress ratings between high stress and low stress) did not differ by age, gender or age×gender (Fig. 3(A) ). There were no significant associations between stress ratings and behavioral performance, cortisol, or brain activation.
Salivary cortisol
A 2 (Stress)×2 (Age)×2 (Gender) repeated measures analysis of covariance (ANCOVA) on cortisol difference, controlling for cortisol difference during intake (Lab Cortisol Difference), SES, and recent SLE revealed a main effect of stress, F(1,32)=6.677, p=.038: cortisol difference from baseline during high stress (M=3.10 nmol/L, SD=8.42) was greater than cortisol difference from baseline during low stress (M=−.319 nmol/L, SD=7.86). This effect confirmed that participants were indeed experiencing greater levels of stress during high stress relative to low stress. No effect of age, gender, age×gender on cortisol difference was found. The effect of stress on cortisol difference also did not differ by age, gender, or age×gender ( Fig. 3(B) ). There were no significant associations between cortisol and brain activation.
Risky behavior
A 2 (Stress)×3 (EV)×2 (Frame)×2 (Age)×2 (Gender) repeatedmeasures analysis of covariance (ANCOVA) on percentage of risky Table 2 .
To characterize the nature of the Stress×EV×Age×Gender interaction, developmental differences in how stress affects risky decisionmaking (i.e., Stress×EV×Age interaction) were analyzed between males and females. Results revealed a Stress×EV×Age interaction in males, F(2,13)=4.764, p=.028, but not in females (p > .05), indicating that stress influenced risky decision-making similarly in adolescent and adult females (Fig. 4(A) ). Post-hoc simple effects were conducted to describe the nature of the Stress×EV×Age interaction in males. Under low stress, adult males and adolescent males took more ADV risks than both DIS risks and EQEV risks, and also more EQEV risks than DIS risks, F(2,37)=48.925, p < .001 and F(2,37)=18.041, p < .001, respectively, confirming that participants were sensitive to EV. However, the difference between ADV risks and DIS risks in adult males was greater than that in adolescent males under low stress, F(1,38)=4.798, p=.035. Similar patterns of EV were also found under high stress; however, developmental differences in risk-taking by EV emerged. For adolescent males, there was an increase in ADV risks taken under high relative to low stress, F(1.38)=6.955, p=.012, and no stress-related changes in DIS risks or EQEV risks, resulting in a greater difference between ADV risks and DIS risks taken under high stress compared to that under low stress, F(1,38)=6.807, p=.013 (Fig. 4(B) ). In contrast, among adult males, there was a decrease in EQEV risks taken under high stress relative to low stress, F(1,38)=8.981, p=.005, and no stressrelated changes in ADV risks or DIS risks, resulting in a greater difference between ADV risks and EQEV risks taken under high stress compared to that under low stress, F(1,38)=15.137, p < .0001 (Fig. 4(B) ). Moreover, as can be observed in Fig. 4(B) , though the difference (slope) between DIS and EQEV risks did not differ between adolescent males and adult males, adolescent males took more DIS risks relative to adult males under high stress (F(1,38)=5.302, p=.027), evidence of an increased risk preference in adolescent males versus adult males for choices that were not advantageous despite successful differentiation of EV.
Alternatively, given a 4-way interaction, developmental differences in how stress affects gender differences in risk-taking were also analyzed. Analyses comparing the Stress×EV×Gender interaction between adolescents and adults found that the Stress×EV×Gender interaction was significant only for adults, F(2,17)=4.883, p=.021, and not for adolescents (p=.374), which indicate that gender differences in how stress affects risky decision-making may be stronger in adults than in adolescents. The Stress×EV×Gender interaction in adults was driven by stress-related changes in utilization of EV information to guide risk-taking in adult males (described above) while adult females showed no significant effects of stress.
Average total earnings on the Cups task for each group as a function of stress is displayed in Table 3 . A 2 (Stress)×2 (Age)×2 (Gender) repeated measured ANCOVA on earnings revealed no significant effects. Galván NeuroImage 146 (2017) 679-689 3.4. Salivary cortisol and risky behavior EV differences were regressed on cortisol difference under high stress, controlling for age, gender, age×gender, SES, and SLE. Results revealed that as cortisol difference increases, the slope between ADV and EQEV risks gets flatter (difference decreases), t(33)=−2.471, p=.019, B=−.787 while the slope between EQEV and DIS risks gets steeper (difference increases), t(33)=2.381, p=.023, B=.777. These effects are driven by increasing EQEV risks under high stress as cortisol difference increases, t(33)=2.915, p=.006, B=1.052. Cortisol difference was not associated with ADV risks or DIS risks under high stress.
3.5. fMRI data: effects of EV and stress on risky choices
Advantageous risks versus disadvantageous risks
Within-subjects comparison of stress revealed a Stress×Age×Gender interaction in the right frontal pole (x=38, y=54, z=4, Z=3.63) for ADV Risk > DIS Risk contrast (Fig. 5(A) ). Post-hoc analyses revealed that adolescent males showed a decrease in right frontal pole activation from low stress to high stress when taking ADV Risk > DIS Risk, F(1,38)=4.727, p=.036; there was a trend showing increased right frontal pole activation from low stress to high stress when taking ADV Risk > DIS Risk for adult males, F(1,38)=3.299, p=.077 (Fig. 5(B) ). There were also Stress×Gender interactions in the left caudate (x=−12, y=14, z=10, Z=3.44), and left inferior frontal gyrus (IFG), pars opercularis (x=−54, y=12, z=20, Z=3.5) for ADV Risk > DIS Risk contrast. Parameter estimates were extracted from these regions using a 6mm sphere for analyses. Post-hoc analyses revealed that for females, averaging across age, there was an increase in caudate activation from low stress to high stress for ADV Risk > DIS Risk contrast (F(1,38) =7.941, p=.008) with no significant effect of stress in left IFG (p=.100). For males, averaging across age, there was a decrease in IFG activation from low stress to high stress for ADV Risk > DIS Risk contrast (F(1,38)=10 .144, p=.003) with no significant effects of stress in the left caudate (p=.166). The main effects of ADV Risk > DIS Risk contrast are listed in Table 4 and displayed in Fig. 6 . No significant regions of activation were found for the reverse contrast (DIS Risk > ADV Risk).
Advantageous risks versus EQEV risks
Within-subjects comparison of stress states revealed no significant effects. The main effects of ADV Risk > EQEV Risk contrast are listed in Table 4 . No significant effects were found for the reverse contrast (EQEV Risk > ADV Risk).
Disadvantageous risks versus EQEV risks
No significant regions of activation were found for either DIS Risk > EQEV Risk or EQEV Risk > DIS Risk contrast. There were also no effects of stress or group.
Salivary cortisol and fMRI correlations
Multiple regression analyses were conducted to determine how stress-related cortisol reactivity related to neural sensitivity to EV. Parameter estimates of regions that showed significant effects of stress (i.e., left caudate, left IFG, and right frontal pole) were regressed on cortisol difference. There were no significant associations between cortisol difference under high stress and activation in these regions.
fMRI and behavior correlations
Multiple regression analyses were conducted to determine how neural sensitivity to EV risks was related to risky decision-making. The percentage of risks taken at each level of EV was regressed on right frontal pole activation for adult males, adolescent males, adult females, and adolescent females. Results revealed that increasing right frontal pole activation for ADV Risk > DIS Risk under high stress was associated with decreasing EQEV risks under high stress for adult males (t(37)=−2.166, p=.037, B=−102.052) and adult females (t(37) Fig. 3 . (A) Stress ratings and (B) cortisol response on high stress days were significantly higher than stress ratings and cortisol response on low stress days. This effect of stress on ratings and cortisol response did not differ by age group or gender. Errors bars denote 1 standard error. =−2.218, p=.033, B=−153.08) (Fig. 7) . This association was not found for adolescent males (p=.221) or adolescent females (p=.949). Right frontal pole activation under low stress was not associated with EQEV risks under low stress for adult males (p=.135), adult females (p=.073), adolescent males (p=.477), or adolescent females (p=.682). Right frontal pole activation for ADV Risk > DIS Risk was not associated with ADV risks or DIS risks under high stress or low stress. Left caudate and left IFG activation for ADV Risk > DIS Risk under low or high stress were not associated with ADV risks, DIS risks, or EQEV risks taken under low or high stress, respectively.
Discussion
The goal of the present study was to examine developmental differences between adolescents and adults in the role of stress on risky decision-making and the associated neural correlates. Examining Fig. 4. (A) There was a main effect of expected value (EV) in females such that more advantageous (ADV) risks were taken than risks of equal expected value (EQEV)*, which were greater than disadvantageous (DIS) risks * , F(2,37)=93.904, p < .001. (B) Males also showed significant effects of EV that was modified by stress and age (Stress×EV×Age interaction) such that adolescent males took more ADV risks under high stress relative to low stress ** while adult males took fewer EQEV risks under high stress relative to low stress ** . Under high stress, adolescent males took more DIS risks than adult males *** . Error bars denote 1 standard error. 6 . For ADV Risk > DIS Risk contrast, averaged across stress, age and gender, mean activation was found in bilateral frontal pole (left: x =−40, y=40, z=30, right: x=50, y=42, z=18), right putamen (x=24, y=8, z=4), and right anterior insula (x=38, y=16, z=2). this question is important because the neurobiological targets of stress include regions implicated in risky decision-making and cognitive processing. These regions are also those that undergo significant developmental maturation during adolescence (Galván, 2013; Steinberg, 2008) .
We used a methodological approach that combined EMA methods to assess individuals' naturalistic, daily experiences of stress with neuroimaging that captured the same individuals' brain under a condition of low stress and under a condition of high stress, which allowed us to examine how stress within a person might alter behavior and neurobiology. We also used a risky decision-making task that allowed us to examine risk-taking at different levels of expected value (EV) and assess adolescents' decision-making patterns for risks that were advantageous (ADV), disadvantageous (DIS), and risks that were of equal expected value (EQEV), and how these patterns were modified by stress.
The present study showed that acute, normative self-reported stress was associated with altered patterns of risky decision-making in adolescent males and adult males while stress did not affect risky decision-making patterns in adolescent and adult females. Specifically, under low stress, adolescent males took more ADV risks than both DIS risks and EQEV risks, and more EQEV risks than DIS risks, indicating that they were sensitive to EV and modified risk-taking behavior based on these evaluations of EV. Similar patterns were also observed in adult males under low stress; however, the difference between ADV risks and DIS risks was greater in adult males than adolescent males, indicating that adult males generally showed better modification of risk-taking behavior as a function of EV. Under high stress, adolescent males took more ADV risk relative to low stress, which was more similar to adult males' behavior for ADV risks, with no stress-related changes in the proportion of DIS risks and EQEV risks taken. Moreover, under high stress, adolescent and adult males earned comparable amounts of money, which suggests an intriguing possibility: that the stress-related increase in ADV risks in adolescent males was indeed advantageous. Adult males, on the other hand, showed a decrease in EQEV risks taken under high stress relative to low stress with no stress-related changes in ADV risks and DIS risks, which could be due to ceiling and floor effects, respectively. Despite similar sensitivity to EV between DIS decisions and EQEV decisions (indicated by similar slopes) among adolescent males and adult males, adolescent males took more DIS risks compared to adult males under high stress. These results suggest that adolescent males may be as capable as adult males in differentiating between risks that would be advantageous and disadvantageous over accumulated trials. However, despite understanding that a risk could lead to disadvantageous outcomes or even to no differences in outcomes (i.e., EQEV trials), adolescent males continued to take risks while adult males reduced risk-taking in those contexts when stressed. Interestingly, adult males did not show an overall improvement in earnings under high stress compared to low stress conditions and even displayed a decrease in earnings (though not statistically significant), suggesting that perhaps the stress-related decrease in EQEV risks was not necessarily the more advantageous choice.
Acute stress was also associated with altered patterns of brain activation when making risky decisions between adolescent males and adult males, which predicted differences in risk-taking behavior. Under low stress, adolescent males and adult males showed similar right frontal pole activation when taking ADV risks compared to DIS risks (ADV Risk > DIS Risk contrast). Under high stress, relative to low stress, adolescent males showed a significant decrease in right frontal pole activation when taking ADV risks compared to DIS risks while adult males showed no significant stress-related change in right frontal pole activation. Moreover, increasing right frontal pole activation under high stress was associated with decreasing EQEV risks under high stress in adult males. These patterns of results indicate that the adult stress response might entail maintenance of PFC function under stress to decrease risk-taking for risks that may not lead to better outcomes in the long run (i.e., EQEV risks). Adolescent males showed a decrease in PFC function when deciding to take risks while also showing no reduction in the amount of EQEV risk or DIS risks taken as a function of stress. This result suggests that the stress-related changes in decision-making patterns observed in adolescent males relative to their adult counterparts may have been a result of dampened engagement of frontal regions under stress, perhaps leading to greater reliance on subcortical systems when making risky decisions under stress in adolescents, as there were no significant differences in subcortical activation between adolescent and adult males.
The frontal pole is a region related to decision-making in humans and also in monkeys, but the structural and functional connectivity between the frontal pole and other regions in the decision-making circuit remain less understood. Diffusion tensor imaging studies that assessed structural connectivity have found that the frontal pole is structurally connected to the lateral PFC, the ipsilateral pallidum and putamen, and the pons (Liu et al., 2013; Moayedi et al., 2014) . Functional connectivity analyses suggest that this lateral frontal pole region is positively coupled with dorsolateral PFC and negatively coupled with the ACC, ventromedial PFC, the ventral striatum, and temporal cortex (Liu et al., 2013; Moayedi et al., 2014; Neubert et al., 2015; Ray et al., 2015) and has been implicated in guiding attention and behavior related to goal-directed processing (Orr et al., 2015) . Yet, frontal pole lesion studies in monkeys (Boschin and Buckley, 2015; Mansouri et al., 2015) and fMRI studies in humans (Boorman et al., 2009; Daw et al., 2006) suggest that the frontal pole might function to redistribute cognitive resources away from the current goal to encourage exploration and evaluation of other potential goals and opportunities. In other words, when making decisions under uncertainty, the frontal pole evaluates alternative choices and balances the switch between dopaminergic-and striatal-related exploitation and exploration, which requires overriding exploitative tendencies. Though the complexity and design of the Cups task precludes clear categorization of exploitative and exploratory choices to confirm this hypothesis, that one needs to consider dynamic factors such as gains versus losses, expected value of the choices, and the degree of reward processing from prior experiences need to be taken into account when making decisions throughout the task suggests that adaptive decision-making requires considerable context-dependent evaluation and switching between making safe and risky choices that might depend on the frontal pole, a region that shows protracted development through adolescence.
These behavioral and neural findings are consistent with the hypothesis that stress-related cortisol increases in dopamine release on an already saturated adolescent dopaminergic system could create an influx of dopamine in response to risk and reward. Excess binding of D1 receptors by dopamine in the PFC could lead to suppression of PFC function, further subverting maturing regulatory functions and leading to greater reward-driven risky behaviors in adolescents compared to adults. Indeed, in adolescent rats, administration of D1 agonists increased preference for cocaine-associated environments while D1 antagonists blocked this effect (Brenhouse et al., 2008) . Animal studies also showed that adolescent male rats exhibited prolonged release of glucocorticoids in response to acute stress relative to adult males as a result of an immature negative feedback system (McCormick and Mathews, 2007; Romeo et al., 2014; Vázquez and Akil, 1993) , which could prolong and amplify the neural effects of stress in adolescent males. In the current study, we found that cortisol reactivity to stress was associated with increased EQEV risks under high stress. However, we did not find that cortisol was related to neural activation in regions that showed an effect of stress, which could be due to the imprecision of our cortisol sampling both within and between participants as well as differences in recovery that we were not able to measure. This precluded us from empirically testing neural activation as a mediator between cortisol and risk-taking.
We also found that stress amplified gender differences in risky decision-making and that the effects were stronger in adults than in adolescents. Namely, we found that acute stress altered risky decisionmaking behavior in males, but there were no effects of stress on risky decision-making in females. These findings are consistent with previous reports that stress led to divergent patterns of risky decisionmaking in males and females (Lighthall et al., 2012 (Lighthall et al., , 2009 ). However, while previous studies found that stressed women took less risks (Lighthall et al., 2009 ) and were slower to make decisions (Lighthall et al., 2012) than women in the control group and men under stress, our study did not yield any within-subjects effects of stress for females. These disparate findings could be due to differences in the decisionmaking task used between the studies, as the BART and Cups task may assess different risky decision-making processes. Specifically, the Cups task provides explicit information regarding the probability of receiving a reward and the value of the reward, allowing participants to calculate EV and objectively decide which risks are advantageous to take and which are not. Knowing that it is more advantageous to take a risk and then doing so while refraining from taking disadvantageous risks shows rational decision-making capabilities. On the other hand, the BART task, without access to explicit information about probability and outcome, may perhaps reflect participants' sensation seeking and risk propensity rather than rational decision-making capacity. There were also differences in how stress was induced in participants such that Lighthall et al. (2012) used a cold pressor stress task to induce stress while the current study utilized participants' self-reported ratings of daily stress in a within-subjects design. While our findings contribute to knowledge about gender-stress interactions in risky decision-making, further research is needed to better understand the mechanisms that underlie these interactions between stress and gender on risktaking and decision-making.
Although stress might affect decision-making under uncertainty differently in men and women, research suggests that these gender differences in stress effects might be domain-specific to risk-taking and do not generalize to other cognitive domains such as learning (Lighthall et al., 2013; Petzold et al., 2010) and memory (Buchanan and Lovallo, 2001 ). For instance, on a probabilistic reinforcement-learning task where participants were asked to learn probabilistic associations between visual cues and different types of feedback through trial and error, individuals who were stressed showed better learning from positive feedback and worse learning from negative feedback (Lighthall et al., 2013; Petzold et al., 2010) , demonstrating that stress enhanced learning about positive outcomes while diminishing learning about negative outcomes. Moreover, the effects of stress on reinforcement learning were similar for both males and females, suggesting that gender differences in stress effects might be domain-specific to risky decision-making.
The current study demonstrates the feasibility of combining daily diary approaches with fMRI to determine the effects of stress on adolescent cognition. The stress manipulation in this study is a significant and novel contribution. This approach allowed us to reduce participant variability in reactions to laboratory-based stressors and examine the effects of real-life stress on decision-making. However, there are a few limitations to note. First, the non-experimental nature of our stress induction limits our ability to precisely characterize the role of cortisol in stress-related differences in neural response. Nonetheless, our results suggest that our stress manipulation is robust and captures stress-related differences in risky decision-making behavior and its neural correlates. Second, there may be differences in cerebral blood flow (CBF) in response to stress both within-individuals across the two stress scans and between adolescents and adults that are unaccounted for in our study (Buxton, 2010) . Future studies could include arterial spin labeling to account for potential differences in CBF.
Conclusion
The current study demonstrated that naturalistic daily stress alters risky decision-making among adolescent and adult males while stress did not affect risky decision-making in adolescent and adult females. In adult males, acute stress led to decreased risk-taking for risks that were not advantageous while risk-taking for advantageous risks remained high. In contrast, acute stress led to greater risk-taking for risks that were advantageous in adolescent males, which was more similar to adult males' behavior, while there were no changes in behavior for risks that were not advantageous, which remained higher than that observed in adult males. These developmental differences in stress-related behavior appear to be supported by developmentally unique differences in PFC function in response to stress such that adolescent males showed decreased PFC function under stress while adult males maintained PFC function when making risky decisions under stress, which resulted in decreased risk-taking for risks that were not advantageous.
