We present an efficient adaptive refinement procedure for a subclass of analysissuitable T-meshes, i.e., meshes that guarantee linear independence of the T-spline blending functions. We prove analysis-suitability of the overlays and boundedness of their cardinalities as well as the linear computational complexity of the refinement procedure in terms of the number of marked and generated mesh elements.
Introduction
T-splines [1] have been introduced as a free-form geometric technology and are one of the most promising features in the Isogeometric Analysis (IGA) framework introduced by Hughes, Cottrell and Basilevs [2, 3] . At present, the main interest in IGA is in finding discrete function spaces that integrate well into CAD applications and, at the same time, can be used for Finite Element Analysis. Throughout the last years, hierarchical B-Splines [4, 5] and LR-Splines [6, 7] have arisen as alternative approaches to T-Splines for the establishment of an adaptive B-Spline technology. While none of these strategies has outperformed the other competing approaches until today, this paper aims to push forward and motivate the T-Spline technology.
Since T-splines can be locally refined [8] , they potentially link the powerful geometric concept of Non-Uniform Rational B-Splines (NURBS) to meshes with hanging nodes and, hence, the well-established framework of adaptive mesh refinement.
However, in [9] , it was shown that T-meshes can induce linear dependent T-spline blending functions. This prohibits the use of T-splines as a basis for analytical purposes such as solving an elliptic partial differential equation. In particular, the mesh refinement algorithm presented in [8] does not preserve analysis-suitability in general. This insight motivated the research on T-meshes that guarantee the linear independence of the corresponding T-spline blending functions, referred to as analysis-suitable T-meshes. Analysis-suitability has been characterized in terms of topological mesh properties in 2d [10] and, in an alternative approach, through the equivalent concept of Dual-Compatibility [11] , which allows for generalization to threedimensional meshes.
A refinement procedure that preserves the analysis-suitability of two-dimensional T-meshes was finally presented in [12] . The procedure first refines the marked elements, producing a mesh that is not analysis-suitable in general, and then heuristically computes an analysissuitable refinement of that mesh. In essence, this second refinement step is a greedy algorithm based on local estimates on how much refinement is needed to get an analysis-suitable mesh. Hence, the (worst-case) computational complexity of the algorithm remains unclear and its reliable theoretical analysis is very difficult and so is the analysis of corresponding automatic mesh refinement algorithms driven by a posteriori error estimators. Such analysis is currently available only for triangular meshes [13, 14, 15] , but is necessary to reliably point out the advantages of adaptive mesh refinement.
In this paper, we present a new refinement algorithm for analysis-suitable T-meshes which provides 1. the preservation of analysis-suitability, 2. a bounded cardinality of the overlay (which is the coarsest common refinement of two meshes), 3 . linear computational complexity of the refinement procedure in the sense that there is a constant bound, depending only on the polynomial degree of the T-spline blending functions, on the ratio between the number of generated elements in the fine mesh and the number of marked elements in all refinement steps. This paper is organized as follows. We define the refinement algorithm along with a class of admissible meshes in Section 2. In Section 3, we prove that the generated meshes provide linearly independent T-Spline blending functions. Section 4 proves essential properties of the overlay of two admissible meshes, and in Section 5 we prove linear complexity of the refinement procedure. Section 6 shows that the T-Spline functions in an admissible mesh have a uniformly bounded overlap, and conclusions and an outlook to future work are finally given in Section 7. While the Sections 3, 4 and 5 independently rely on the definitions and results of Section 2, Section 6 also makes use of the definitions from Section 3 and 4.
Adaptive mesh refinement
This section defines a class of admissible meshes along with a refinement algorithm that preserves admissibility. The initial mesh is assumed to have a very simple structure. In the context of IGA, the partitioned rectangular domain is referred to as index domain. This is, we assume that the physical domain (on which, e.g., a PDE is to be solved) is obtained by a continuous map from the active region (cf. Section 3), which is a subset of the index domain. Throughout this paper, we focus on the mesh refinement only, and therefore we will only consider the index domain. For the parametrization and refinement of the T-spline blending functions, we refer to [12] . Definition 2.1 (Initial mesh, element). Given M, N ∈ N, the initial mesh G 0 is a tensor product mesh consisting of closed squares (also denoted elements) with side length 1, i.e.,
The domain partitioned by G 0 is denoted by Ω ≔ G 0 .
The key property of the refinement algorithm will be that refinement of an element K is allowed only if elements in a certain neighbourhood are sufficiently fine. The size of this neighbourhood, referred to as (p, q)-patch and defined through the definitions below, depends on the size of K and the polynomial bi-degree (p, q) of the T-spline functions. For the sake of legibility, we assume that p and q are odd .
Definition 2.2 (Level).
The level of an element K is defined by
where |K| denotes the volume of K. This implies that all elements of the initial mesh have level zero and that the bisection of an element K yields two elements of level ℓ(K) + 1.
Definition 2.3 (Vector-valued distance)
. Given x ∈ Ω and an element K, we define their distance as the componentwise absolute value of the difference between x and the midpoint of K,
For two elements K 1 , K 2 , we define the shorthand notation
Definition 2.4. Given an element K and odd numbers p and q, the (p, q)-patch is defined by
where
Note as a technical detail that this definition does not require that K ∈ G.
Remark. The (p, q)-patch is strongly related to the supports of the T-spline functions (defined in Section 3) associated to the four vertices of the element K. In a uniform mesh, the domain G p,q (K) is the union of these four T-spline supports in one direction and their intersection in the other direction (depending on the level ℓ(K)). Figure 1 : Example of the (p, q)-patch in a uniform mesh for even ℓ(K) and p = q = 5.
In the subsequent definitions, we will give a detailed description of the elementary bisection steps and a characterization of the class of admissible meshes (depending on the polynomial bi-degree (p, q)).
Definition 2.5 (Bisection of an element). Given an arbitrary element
where µ, ν,μ,ν ∈ R andμ,ν > 0, we define the operators
Note that bisect x adds an edge in y-direction, while bisect y adds an edge in x-direction. Definition 2.6 (Bisection, (p, q)-admissible bisection). Given a mesh G and an element K ∈ G, we denote by bisect(G, K) the mesh that results from a level-dependent bisection of K,
Definition 2.7 (Multiple bisections). We introduce the shorthand notation bisect(G, M) for the bisection of several elements M = {K 1 , . . . , K J } ⊆ G, defined by successive bisections in an arbitrary order,
is a concatenation of (p, q)-admissible bisections.
Definition 2.8 (Admissible mesh
The set of all (p, q)-admissible meshes, which is the initial mesh and its (p, q)-admissible refinements, is denoted by A p,q . For the sake of legibility, we write 'admissible' instead of '(p, q)-admissible' throughout the rest of this paper.
We will now define the new refinement algorithm through a (minimal) superset clos 
Algorithm 2.9 (Closure). Given a mesh G and a set of marked elements M ⊆ G to be bisected, the closure clos
Algorithm 2.10 (Refinement). Given a mesh G and a set of marked elements M ⊆ G to be bisected, ref
The application of this algorithm is illustrated in Figure 2 . The remaining part of this section aims to prove that Algorithm 2.10 preserves admissibility.
Proposition 2.11. Any admissible mesh G and any set of marked elements
The proof of Proposition 2.11 given at the end of this section relies on the subsequent results.
Lemma 2.12 (local upper semi-uniformity
The above figure illustrates three successive applications of Algorithm 2.10 with p = q = 3. In each case, only one element K is marked. The set of points x with
is indicated by a dashed blue line. In the first case, the patch of K is as fine as K and hence no additional refinement is necessary. In the second case, one iteration of Algorithm 2.9 is needed to compute clos p,q G ({K}). In the third case, the computation of clos
Proof. For ℓ(K) = 0, the assertion is always true. For ℓ(K) > 0, consider the parentK of K (i.e., the unique elementK ∈ A p,q with K ∈ child(K)). Since K results from the bisection of K, we also have that
Since G is admissible, there are admissible meshes G 0 , . . . , G J = G and some j ∈ {0, . .
Since levels do not decrease during refinement, we get
One easily computes
, which concludes the proof.
Proof. This is a consequence of Lemma 2.12 in the strong version (1) that involves a bigger patch of K.
Proof of Proposition 2.11. Given the mesh G ∈ A p,q and marked elements M ⊆ G to be bisected, we have to show that there is a sequence of meshes that are subsequent admissible bisections, with G being the first and ref
It follows that ref
We will show by induction over j that all bisections in (2) are admissible.
For the first step j = L, we know 
p,q j (K) it follows with Corollary 2.13 thatK ∈ G p,q (K). Together with ℓ(K) < ℓ(K) − 1, Lemma 2.12 implies that G is not admissible, which contradicts the assumption.
Dual Compatibility
In this section, we give a brief review on the concept of Dual Compatibility introduced in [11] . We prove that all admissible meshes (in the sense of Definition 2.8) are dual-compatible and hence provide linearly independent T-spline blending functions.
Definition 3.1 (Active nodes). Consider an admissible mesh G ∈ A
p,q . The set of vertices (nodes) of G is denoted by N. We define the active region
and the set of active nodes N A ≔ N ∩ AR.
To each active node T , we associate local index vectors x x x(T ) and y y y(T ) that are defined below, depending on the mesh in the neighbourhood of T . These local index vectors are used to construct a tensor-product B-spline B T , referred to as T-spline blending function.
Definition 3.2 (Skeleton)
. We denote by hSk (resp. vSk) the horizontal (resp. vertical) skeleton, which is the union of all horizontal (resp. vertical) edges. Note that hSk ∩ vSk = N.
Definition 3.3 (Global index sets). For fixed
, we set
Note that in an admissible mesh, the entries 0, . . . ,
, . . . , M are always included in X X X(y) (and analogously for Y Y Y(x)).
Definition 3.4 (Local index vectors).
To each active node T = (t 1 , t 2 ) ∈ N A , we associate a horizontal (resp. vertical) index vector x x x(T ) ∈ N p+2 (resp. y y y(T ) ∈ N q+2 ) which is obtained by taking the unique p + 2 (resp. q + 2) consecutive elements in X X X(t 2 ) (resp. Y Y Y(t 1 )) having t 2 (resp. t 1 ) as their middle entry.
Definition 3.5 (T-spline blending function)
. We associate to each active node T ∈ N A a bivariate (p, q)-order B-spline function, referred to as T-spline blending function, defined as the product of the one-dimensional B-spline functions on the horizontal and the vertical index vector
Definition 3.6 (Compatibility). We say that two vectors
We say that two nodes T 1 , T 2 ∈ N are partially compatible if their index vectors are compatible in at least one dimension; this is, if x x x(T 1 ) ⊲⊳ x x x(T 2 ) or y y y(T 1 ) ⊲⊳ y y y(T 2 ). This definition coincides with the definition of partial overlap in [11] . The main result of this section is the following theorem. Proof. We prove the theorem by induction over admissible bisections. We know that the initial mesh G 0 is dual-compatible because it is a tensor-product mesh without any hanging nodes. Consider a sequence G 0 , . . . , G J of successive admissible bisections such that G 0 , . . . , G J−1 are dual-compatible. Without loss of generality we shall assume that elements are refined in ascending order with respect to their level, i.e., for
. There is such a sequence for any admissible mesh; see the proof of Proposition 4.3. We have to show that G J is dual-compatible as well.
We denote
, and we assume without loss of generality that ℓ(K) is even. Setμ ≔ µ +μ/2, then
Consider two arbitrary active nodes
2 ), and assume for contradiction that T 1 and T 2 are not partially compatible in G J , this is,
Since G J−1 is assumed to be dual-compatible, T 1 and T 2 are partially compatible in G J−1 . From (3) we get y y y J−1 (T 1 ) = y y y J (T 1 ) / ⊲⊳ y y y J (T 2 ) = y y y J−1 (T 2 ) and hence x x x J−1 (T 1 ) ⊲⊳ x x x J−1 (T 2 ). Consequently, we have
Without loss of generality, assume that (7) is true.
From (4) and (5), it follows that t 1 2 ∈ [ν, ν +ν], and hence the vertical distance of T 1 and mid(K), which is the second component of Dist(K, T 1 ), is bounded by˜ν 2 . The size of an element only depends on the level, i.e.,
The assumption that ℓ(K) is even yields˜ν 2 = 2 −(ℓ(K)+4)/2 . Since G J is admissible, the elements in G 
which is visualized in Figure 3 . elements to the right, and q+1 2 elements below and above. We hence know that the support of B T 1 is vertically (but not horizontally) bounded by G p,q J (K) in the sense that, given the projections Π 1 : (x, y) → x and Π 2 : (x, y) → y, we have
Note that (6) implies
Together, (10) and (11) yield
From (7) we getμ ∈ conv(x x x J (T 2 )) \ x x x J (T 2 ) and hence for some ε > 0 that
Together with μ − ε,μ
(12) and (14) imply that
See Figure 4 for a visualization of the following arguments. Any K ′ ∈ G p,q J (K) has an ancestorK ⊃ K ′ with odd level ℓ(K) = ℓ(K) − 1, and there is j ∈ {0, . . . , J − 1} such that
We hence know that each element in
SinceK has the widthμ and the height 2ν, all horizontal (resp. vertical) edges of elements in G are at most of lengthμ (resp. 2ν). Together with (13), we get analogously to (9) that
Recall y y y J (T 1 ) / ⊲⊳ y y y J (T 2 ) from above. Without loss of generality there is ζ ∈ y y y(T 1 ) ∩ conv y y y(T 2 ) \ y y y(T 2 ), then (t
(10) and (16) together yield (t
At the beginning of this proof, we assumed that elements are refined is ascending order with respect to their level. This means that no element finer than K has been refined, i.e., max ℓ(G J ) = ℓ(K) + 1. Denote by
the k-th uniform refinement of G 0 . Then 
Together, (20) and (21) read
Since G u|ℓ(K) is a tensor-product mesh, it contains only end-to-end edges. Since (t
and hence
(t 2 1 , ζ), which is the desired contradiction.
Overlay
This section discusses the coarsest common refinement of two meshes G 1 , G 2 ∈ A p,q , called overlay and denoted by G 1 ⊗ G 2 . We prove that the overlay of two admissible meshes is also admissible and has bounded cardinality in terms of the involved meshes. This is a classical result in the context of adaptive meshes and will be crucial for further analysis of adaptive algorithms (cf. Assumption (2.10) in [13] ). Definition 4.1 (Overlay). We define the operator Min ⊆ which yields all minimal elements of a set that is partially ordered by "⊆",
The overlay of G 1 , G 2 ∈ A p,q is defined by
is the coarsest refinement of G 1 and G 2 in the sense that for anŷ G being a refinement of G 1 and G 2 , and G 1 ⊗ G 2 being a refinement ofĜ, it follows that
Proof. G 1 is a refinement of G 2 if and only if for each
Proposition 4.3. For any admissible meshes
Proof. Consider the set of admissible elements which are coarser than elements of the overlay,
Then G 1 ⊗ G 2 is the coarsest partition of Ω into elements from A p,q that refines all elements occuring in M. Note also that M satisfies
For
Claim 1. For all j ∈ {0, . . . , J} holds M j ⊆Ḡ j . This is shown by induction over j. For j = 0, the claim is true because all admissible elements with zero level are in G 0 . Assume the claim to be true for 0, . . . , j − 1 and assume for contradiction that there exists K ∈ M j \Ḡ j .
Since K has not been bisected yet,Ḡ j does not contain any
, and ℓ(K ′ ) < j implies that K ′ has been refined in a previous step. This yields K ′ Ḡ j , which is the desired contradiction.
Claim 2. For all j ∈ {0, . . . , J}, the bisection (25) is admissible.
Consider K ∈ M j for an arbitrary j. By definition of M, there exists there is a  sequence of admissible meshes G 0 = G 1|0 , G 1|1 , . . . , G 1|I = G 1 and i ∈ {0, . . . , I − 1} such that  G 1|i+1 = bisect(G 1|i , {K}) . The fact that G 1|i+1 ∈ A p,q (and that levels do not decrease during refinement) implies
Assume for contradiction that there isK ∈ G p,q j (K) with ℓ(K) < ℓ(K) = j. This implies K M (otherwiseK would have been bisected in a previous step). Moreover, (26) and Corollary 2.13 yield that there isK ′ ∈ G p,q 1 (K) withK ′ ⊂K and henceK ∈ M in contradiction toK M from before. This proves Claim 2.
The proven claims show M j =Ḡ j \Ḡ j+1 for all j = 0, . . . , J and hence for the admissible meshḠ J+1 that there is no coarser partition of Ω into elements from A p,q that refines all elements in M. This property defines a unique partition and hence
Proof. By definition, the overlay is a subset of the union of the two involved meshes, i.e.,
Define the shorthand notation
size(ℓ(K))} with the size of K specified in (8) . To prove the lemma, it suffices to show
This implies equality and hence
Linear Complexity
This section is devoted to a complexity estimate in the style of a famous estimate for the Newest Vertex Bisection on triangular meshes given by Binev, Dahmen and DeVore [16] and, in an alternative version, by Stevenson [15] . The estimate reads as follows. Any sequence of admissible meshes G 0 , G 1 , . . . , G J with
Theorem 5.1.
Remark. Theorem 5.1 shows that, with regard to possible mesh gradings, the refinement algorithm is as flexible as successive bisection without the closure step. However, this result is non-trivial. Given a mesh G ∈ A p,q and an element K ∈ G to be bisected, there is no uniform bound on the number of generated elements #(ref p,q (G, {K}) \ G). This is illustrated by the following example. 
This is visualized in Figure 5 .
We devote the rest of this section to proving Theorem 5.1.
with "≤" understood componentwise and constants
for all k ∈ N.
The existence of K ∈ ref p,q (G, M)\G means that Algorithm 2.10 bisects child(K 0 ), with 'child' from Definition 2.6. Lemma 2.12 yields ℓ(K j−1 ) = ℓ(K j ) − 1 for j = J, . . . , 1, which allows for the estimate
The estimate Dist(K 0 , K) ≤ 2 −2−ℓ(K 0 )/2 1, √ 2 and a triangle inequality conclude the proof.
Proof of Theorem 5.1.
(2) Main idea of the proof.
(3) For all j ∈ {0, . . . , J − 1} andK ∈ M j we have
This is shown as follows. By definition of λ, we have
Since we know by definition of the level that ℓ(K) = j implies |K| = 2 − j , we know that 2 j | B| is an upper bound of #B. The rectangular set B is the union of all admissible elements of level j having their midpoints inside an rectangle of size
An admissible element of level j is not bigger than 2 − j/2 × 2 (1− j)/2 . Together, we have
and hence #B ≤ (4d p + 1)(4d q + √ 2). The claim is shown with
The repeated use of Lemma 5.3 yields j 1 > j 2 > j 3 > . . . and K 2 , K 3 , . . .
We repeat applying Lemma 5.3 as λ(K, K i ) > 0 and ℓ(K i ) > 0, and we stop at the first index L
, then a triangle inequality shows
and hence 2
The proof is concluded with
Overlap
The last main result in this paper states that in an admissible mesh, each T-Spline function communicates only with a finite number of other T-spline functions independent of the total number of functions. This implies sparsity of the linear system to be solved in Finite Element Analysis, in the sense that every row and every column of a corresponding stiffness or mass matrix is a sparse vector, which is a crucial result in that context. 
The proof of Theorem 6.1 uses the subsequent lemma.
Lemma 6.2 (local lower semi-uniformity
Proof. For this proof, we introduce for any K ∈ G ∈ A p,q the mini-patch
with child(K) the set that contains the two elements produced by the bisection of K, cf. Definition 2.6. We prove in step (1) that all elements step (2) and (3) , we show that the second order mini-patch
there exists a sequence of successive admissible bisections G 0 , . . . , G J = G with G j+1 = bisect(G j , K j ) and K j ∈ G j for j = 0, . . . , J − 1. Moreover, there exists some unique j such that K j ⊃ K ′ and ℓ(K j ) = ℓ(K). Since G is a refinement of G j , there also existŝ K ∈ G j withK ⊇ K. The identity ℓ(K j ) = ℓ(K) yields D p,q (ℓ(K j )) = D p,q (ℓ(K ′ )) and, with Corollary 2.13, that Dist(K,
and henceK ∈ G p,q j (K j ). Finally,
yields that G j+1 is not admissible in contradiction to the above assumptions.
(2) Main proof.
Define the set A p,q (K) ≔ {G ∈ A p,q | K ∈ G} of admissible meshes that contain K, and the overlayĜ ≔ ⊗A p,q (K) = Min ⊆ A p,q (K) of all these meshes. Then any G ∈ A p,q (K) satisfies
Note thatĜ in general consists of an infinite number of arbitrarily fine elements and is hence not admissible. However, we prove below that all K ′ ∈Ĝ p,q (K) satisfy ℓ(K ′ ) ≤ ℓ(K) + 2. With (30), this is sufficient for proving the Lemma.
Since (1) is fulfilled by all G ∈ A p,q (K), it follows that 
Altogether,Ĝ satisfies
Recall U p,q (K) ≔ x ∈ Ω | Dist(K, x) ≤ D p,q (ℓ(K)) from Corollary 2.13. The proof is concluded withĜ
Recall from (19) the notation
Since G u|ℓ(K)+1 \ bisect(K) ∪ {K} is admissible and contains K, (31) yields
In other words, we have the identitŷ We will prove below that
by a posteriori error estimators. As an example, compare the assumptions (2.9) and (2.10) in [13] to Theorem 5.1 and Lemma 4.4, respectively. The presented refinement algorithm can be easily extended to the three-dimensional case. The factor C p,q from the complexity estimate is affine in each of the parameters p, q and increases exponentially with growing dimension.
