This is a report of the progress, to date, on a study of the uniform flow of water in rigid open channels. The project is a part of the research program of the U.S. Geological Survey. Experimental work is being conducted in the hydraulics laboratory of the Georgia Institute of Technology, under a cooperative agreement with the Georgia Tech Research Institute. C. E. Kindsvater, Regents Professor of Civil Engineering at Georgia Tech, is consultant to the research program.
The initial phases of the study have been concerned with the determination of the relationship between the uniform flow depth, dis-A-l A-2 LABORATORY STUDIES OF OPEN-CHANNEL FLOW charge, and slope in a rectangular, smooth channel, and with the measurement of time-averaged point velocities in the flume cross section at various depths of flow and discharges. Both subcritical and supercritical flows have been considered.
THEORETICAL CONSIDERATIONS
The Navier-Stokes equations for turbulent flow may be derived from those for the laminar condition by the substitution for each velocity and pressure term a mean value and the instantaneous deviation therefrom. The time average of the resulting expressions differ from the original equations only by the addition of terms involving the time-averaged velocity fluctuations. The terms thus added are commonly referred to as "apparent" or Keynolds stresses.
The modified Navier-Stokes equations, together with the differential equation of continuity, are a starting point for the calculation of turbulent flows. There are many more unknowns than equations, however. The direct measurement or prediction of the quantities which involve the turbulent fluctuations has proven to be an almost insurmountable obstacle because of the random and extremely complicated nature of the turbulence. During the last decade, the development of the hot-wire anemometer has permitted the measurement of a number of the statistical properties of fluid turbulence to be made in air flow. A comparable instrument has not yet been developed for use in water.
The determination of the mean flow properties of the fluid are usually the eventual objective of the worker concerned with turbulent flow. Because of this, and because of the difficulties encountered in the direct solution of the Navier-Stokes equations, attempts have been made in the past to simplify the equations by the development of empirical relationships between the Keynolds stresses and the mean values of the velocity components. Some success in this direction has been attained. Boussinesq (1897) apparently was among the first to use this approach. Except that in the one case, mixing takes place on a molecular scale, while in the other, masses of fluid are interchanged between neighboring flow regions, the shear processes in laminar and turbulent flow are approximately similar. Boussinesq suggested that the shear stress in turbulent flow could be represented as the sum of a stress due to purely molecular viscosity and a stress due to the turbulent transfer of momentum, thus:
In this equation, the factor q, by analogy with the molecular viscosity p, has the significance of a viscosity coefficient; and has been called the "virtual" or "apparent" viscosity. It is not, unfortunately, like /it, a property of the fluid itself, but instead varies with the magnitude of the turbulence fluctuations. Prandtl (1925) carried this approach a step further. By assuming that the momentum of each fluid particle remains unchanged during movement from one region to another, he postulated, for a twodimensional flow: in which Z is the mixing length; the average migration distance of particles of fluid starting from a given point. This statement is equivalent to an assumption regarding the value of the apparent viscosity, thus:
By assuming that the mixing length is proportional to the distance from the wall, y, and that, near the wall, r is equal to TO, the mixing length hypothesis becomes : which may be integrated to give the logarithmic vertical-velocity distribution, (1) in which k is a constant. Because of the assumption regarding TO, the integrated expression is applicable only to the wall region. Experimental data, however, confirm the fact that it is a better description of the distribution of velocity away from the wall region than it is near the wall. Rouse (1959) suggests that it is just as reasonable to assume that, wnich eliminates the inconsistency, since T TO ( 1 )
\ yo/ Taylor (1935) , using a vorticity-transport concept, derived an expression applicable to free-turbulence flow almost identical to that given by Prandtl for turbulent flow near a fixed boundary. Von Karman (1931) basing his deductions upon the experimentally confirmed assumption that the correlation between the fluctuating components of flow in pipes remains constant almost from the center of the pipe to the region of the wall, concluded that the turbulent mechanism over this region is similar, and further, that it differs only in the time and length scales from the turbulence in any other pipe, regardless of size and boundary roughness. From this, he developed a relationship between the mixing length and certain characteristics of the mean flow. His expression is more complicated than that of Prandtl; when integrated, however, it leads to the logarithmic distribution under the assumption that r is constant and equal to r0.
The mixing-length theories have lately fallen into disrepute. They contain the implicit assumption that what is locally produced is locally dissipated, whereas in actuality the production of turbulent energy and its ultimate conversion into molecular heat are the initial and the final phase of a complex process, and do not coincide spatially. The mixing-length concept has lost much of its importance because the mean-velocity distribution may also be obtained from simple dimensional considerations. Probably no completely adequate theory will be forthcoming until more is known about the origin and structure of turbulence. Until such time, however, these concepts will continue to be useful and convenient tools.
The constant of integration of equation (1) may be obtained from the condition that u=Q at a certain distance from the wall, say at y=yn. Then
u=-~(lny lnym)
For flow near smooth walls, the motion pattern is determined by v and u*. It may be concluded, therefore, that ym is proportional to the ratio of U* and v, which has the dimension of a length. Then A similar integration over the half-section of an infinitely wide conduit having parallel, smooth walls leads to the relationship : =2.03 log JBV7-1-08
v/
In equation (5), the Reynolds number, to be consistent with that for flow in pipes, is equal to 4RU/v=4yQU/v, where y$ is the half -width of the section. In following sections of this report, the equations developed from the integration of the Prandtl mixing length hypothesis will be compared with the results obtained in the smooth, rectangular open test channel, in order to ascertain the combined effects of the free surface and the secondary motions which exist in the open channel.
APPARATUS AND PROCEDURE
The laboratory tests were made in a steel flume 3^ feet wide, 18 inches deep, and 80 feet long. The flume is supported at its midpoint on a fixed pivot and at the two ends by pairs of screw jacks. An electric motor at the pivot drives the two pairs of jacks simultaneously through torque tubes of equal length. The drive mechanism also furnishes a method for the determination of the flume slope.
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The number of turns made by the torque tubes from the level flume position is indicated by a mechanical counting device. The vertical displacement of the two ends of the flume for various counter readings has been measured by precise levels. A calibration of counter reading against flume slope has been prepared from this data and the measurement of the distance between the two end points.
Two longitudinal, variable-depth, built-up steel beams furnish the principal support for the flume box. Two 4-inch channels placed back-to-back are welded in place on top and across the beams at 3-foot intervals. Five lengths of threaded %-inch rod, inserted vertically between each channel pair and spaced at equal intervals, are held in place by nuts bearing on the top and bottom of the channels. The rods project to a height of about 3 inches above the top of the channels, and form bearing supports for five small car channels which extend the length of the flume. The flume floor is bolted directly to the car channels. Small irregularities in the flume floor as well as the curvature due to the dead weight deflection of the supporting beams may be removed by adjustments in the height of the tops of the threaded rods. The side walls are supported by channel lengths welded to the angles that form the bottom support for the side plates. The channel lengths are vertical, and on 3 foot centers. Bolts tapped through the channels permit slight adjustments to be made in the position of the side walls. The inner flume surfaces are covered by one seal coat and two coats of synthetic enamel, applied by brush.
Before tests were made in the flume, the bottom and sides of the flume were adjusted to make them as plane as possible. Precise levels were run to determine the variation of the bottom and where necessary, the bottom elevation adjusted by means of the supporting rods under the flume floor. Figure 1 shows the average configuration of the bottom and sides of the flume after the adjustments were made.
The deflection characteristics of the flume under various depths of flow are shown in figure 2. The deflection is inconsiderable except at the extreme downstream end of the flume at depths greater than one-half foot of water. Tests thus far in the flume have been limited to depths equal to or less than one-half foot.
Water surface levels are read by point gages from a carriage which moves on rails mounted on the top of the sidewalls of the flume. Piezometer openings have also been installed in the flume floor.
Water is supplied to the flume by the laboratory recirculating system through either a 12-inch or a 6-inch line. Discharges are measured by a venturi meter located in the 12-inch line, or by an orifice meter located in the 6-inch line. Both meters were calibrated gravimetrically. profile is the upstream asymptote to the Ml and the M2 backwater curves. For steep slopes, the normal profile is the downstream asymptote to the $2 and the 83 curves. In each case, the normal line lies between the two curves. The method used to determine the normal flow depth consisted of the measurement of the surface profile at depths just greater than the normal, and at depths just smaller than the normal. The normal depth was then interpolated between the two curves. Point gage readings to the nearest 1-1000th of a foot were made at five points in cross sections at one-foot intervals for the length of the flume. The point-gage readings were compared with the piezometric level at selected points in the flume. The normal flow depth has been referenced to the piezometric level for tests in which the flow was subcritical. For the supercritical flow tests, in which the velocities were generally considerably greater than those in the subcritical range, the piezometric height is more difficult to measure accurately. For these runs, a mean depth based upon pointgage readings was computed. This will be discussed in a later section. The normal depth of flow for a zero slope is infinite. Small slope changes at slopes close to the horizontal correspond to large changes in normal depth. Because of this, an apparently normal flow profile may be obtained over a comparatively large change in depth at the smaller slopes (see figure 3a) . At these slopes, therefore, the interpolated value of the normal depth is somewhat less reliable than at greater slopes.
On the other hand, at very steep slopes and at small depths, very large changes in slope are required to cause perceptible changes in depth. Errors in the measurement of depth assume a relatively greater importance at steep slopes. At these depths and slopes, therefore, it becomes important to observe $2 and S3 curves as close as possible to the normal profile in order that the error in estimating the normal depth be minimized. A typical set of measurements of flow on a steep slope is illustrated in figure 3B .
RESULTS
In all, 49 uniform flow tests have been made in the rectangular smooth flume. Twenty-four of the tests were in the subcritical flow range, and 25 in the supercritical flow range. The depth of flow was varied from 0.1 to 0.5 feet, the discharge from 0.3 cfs to 7.3 cfs. The principal results from the tests are shown in tables 1 and 2.
The flow Reynolds number, 4RU/v, is approximately proportional to the discharge per foot of width of the flume. The Reynolds number, for the discharge range tested, varied from about 35,000 to about 700,000.
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VARIATION OF THE FRICTION FACTOR IN SUBCRITICAL FLOW
The results of the twenty-four tests made in the subcritical flow range are shown on figure 4. For comparative purposes, equation (4) in which u* is the average "shear" velocity, ^Tolp = -^RS0g; R is the hydraulic radius, A/P; and U is the average velocity in the flume cross-section. The average deviation, in terms of /, of the plotted points from the line defined by equation (6) is less than one percent.
VARIATION OF THE FRICTION FACTOR IN SUPERCRITICAL FLOW
The typical free surface in supercritical flow is characterized by highly agitated transverse waves of short length. The amplitude and the period of the waves varies with the Froude number. The determination of the flow depth by means of point gages is influenced to some extent by the judgment of the observer. In this connection, also, the pressure indications given by floor piezometers are extremely sensitive to small imperfections in construction and alignment. Piezometric errors vary directly with the velocity head of the flow. The mean depth for each of the test runs in supercritical flow has been experimentally established by first measuring the elevation of the crests, and next the elevation of the valleys of the wave pattern with the point gage. The mean depth has been computed as the average of the two levels thus observed. This procedure eliminates much of the judgment required in the location of the mean depth by a single reading of the point gage. It does not, however, give adequate consideration to the fact that the location of the true depth line is a function of the shape and the spacing of the waves.
The piezometric depth was measured from four floor piezometers in a section normal to the flow seventy feet from the flume entrance. Because of the high flow velocities of many of the supercritical tests, and the consequent possibility of error, the piezometric measurements were not used. It is of interest to note, however, that at all veloci-A-12 LABORATORY STUDIES OF OPEN-CHANNEL FLOW ties, the depth indicated by three of the four piezometers agreed with that computed from the point-gage readings within one percent. The fourth gage read consistently low by amounts up to two percent of the point-gage depth.
The friction factors for the supercritical flow tests have been computed using the point-gage mean depth, which was determined as the mean of the elevations of the peaks and valleys of the waves. The results are shown in figure 5 . The average results are described by the same function as for the subcritical tests. The mean depth is listed in table 2.
An idea of the magnitude of the wave heights for the various supercritical flow runs may be gained from figure 6. In this figure, the mean water-surface levels computed from the point-gage readings have been subtracted from the point-gage levels for the corresponding wave peaks. The differences, or wave amplitudes, have been divided by the mean depth and the resulting ratios shown as a function of the Froude number. 
VELOCITY DISTRIBUTION
Point velocity measurements were made over a section normal to the flow in the region of fully established motion at the downstream end of the flume for twenty-four of the experimental runs. The measurements were made for runs in both the supercritical and subcritical flow range, using either a small pitot-static tube (0.0058 ft outside diameter), or a stagnation tube (0.0040 ft outside diameter) in conjunction with floor piezometers. Differential pressures were measured to the nearest 0.001 inch of water. The following general conclusions have been drawn from the measurements: 1. The flow is symmetrical about the vertical plane equidistant from the two sidewalls of the flume. Each half-section may be divided into two regions; one in the central portion of the channel, and the other in the vicinity of the wall. 2. Each vertical-velocity curve in the central region of flow is logarithmic from the surface to a point very close to the floor. The velocity distribution may be expected to deviate from the logarithmic law near the laminar sublayer as purely viscous stresses become of the same order of magnitude as those due to momentum exchange. Because of the relatively large diameter of the instruments that were used, measurements in the laminar zone were not obtained. The measurements in the floor vicinity also display a greater random variation than those away from the floor, because of the relatively greater difficulties encountered in the measurement of very low velocities.
Within the limits of experimental accuracy, the vertical-velocity curves appear to be identical over the width of the central region.
At a given distance from the floor, the velocity gradient ^ is thus equal to or very close to zero. A typical curve for the central region is shown in figure 7 . 3. In the vicinity of the sidewalls, the maximum velocity in each vertical is depressed below the surface. 4. In the wall region, the magnitude of the mean velocity in the vertical increases with distance from the wall. The limits of the central region of flow have been defined as the vertical-velocity curves on either side which first deviate from the characteristic logarithmic profile. The distance from each of the boundaries to the nearest sidewall has been called Z. The distance Z is a function of the depth-width ratio of the channel. The relationship between the channel-aspect ratio, yjb, and the width-depth ratio of each of the wall regions, Z/y0, is shown in figure 8 . The precise location of the central region boundaries are difficult to ascertain experimentally, which accounts for the scatter of the points about the curve of figure 8.
The velocity distribution in the central region is shown in dimensionless form in figure 9 . The ordinate scale is the ratio of point velocity to local shear velocity, u/u%; the abscissa scale is the dimensionless 
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The lines do not have a common slope. At the smaller depths, a limiting slope of 5.75 is approached, which is the same as that of the Karman-Prandtl relationship, equation (2), for flow in an infinitely wide channel. At the greater depths, farther from the infinitely wide case, the slopes become smaller. By relating the point velocities to the average wall shear stress over the flume perimeter, the data of figure 9 may be plotted upon the single logarithmic curve of figure 10 . The function shown upon the ordmate scale of the figure is the ratio of point velocity to average shear velocity, u^=^RSog ' > the abscissa function is the same as for figure 10 . The line through the points is described by the equation =5.50+5.75 log (8) The constants of equation (8) are numerically equal to those of the Karman-Prandtl expression, equation (2).
Equation (8) may be integrated over the central region to obtain an expression for the mean velocity in the region. This gives:
The distribution of mean velocity in the rectangular flume section is shown in dimensionless form in figure 11, .
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y/y0 and the ratio (% Ue}/u#. The curves are for various values of the ratio z/Z, where z is distance from the sidewall, and Z is the distance from the sidewall to the central region boundary. The curves were interpolated from the point-velocity observations; the coordinates of the points at which the data were taken did not always correspond to the coordinates of the points through which the dimensionless curves are drawn. The data may not therefore be conveniently shown. The curve for which 2/Z=1.0 corresponds to equation (8). The algebraic expression for the curve may be obtained by subtracting equation (9) 
The reversal of the curves near the surface in the wall region is an indication of transverse motion which proceeds outward from the vicinity of the wall. Visual observation of small objects immersed in the flow at various points in the wall region lead to no very definite conclusions concerning the pattern of the secondary flow.
