ABSTRACT Two-stage precoding is a promising transmission strategy for frequency-division duplex (FDD) massive multiple-input multiple-output (MIMO) systems due to its large multiplexing gain with significant overhead reduction in both downlink training and feedback. In this paper, we propose a new agglomerative clustering method to significantly simplify the user clustering process. In order to suppress the residual intercluster interference in realistic two-stage precoding transmission, we propose an average signal-to-leakageplus-noise ratio (SLNR)-based iterative cluster scheduling and outer precoder design scheme to achieve a balance between providing high multiplexing gain and improving per-user rate. For uniform linear arrays (ULAs), a fast implementation of the scheme with discrete Fourier transformation (DFT) approximation is proposed. The numerical results demonstrate the performance improvement of the proposed methods over the existing methods.
I. INTRODUCTION
In recent years, massive multiple-input multiple-output (MIMO) has become one of the promising technologies for the upcoming 5G wireless communications for its enormous potential in spectral efficiency and power efficiency [1] - [6] . Equipped with a large number of antennas, the base stations (BSs) are able to serve multiple users using the same time-frequency resource. In order to extract the multiplexing gain, the channel state information at the transmitter side (CSIT) is required, the acquisition of which creates substantial overhead for the large antenna array.
For time-division duplex (TDD) systems, the CSIT can be acquired through the uplink training by employing channel reciprocity [2] , [7] , [8] . Using orthogonal pilot, the training overhead of TDD systems scales linearly with the total number of user antennas. Frequency-division duplex (FDD) dominates the current wireless cellular systems whose downlink
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training and feedback overhead scale linearly with the number of BS antennas and will overwhelm the precious downlink resources, especially in massive MIMO systems [9] . There have been some works on FDD massive MIMO systems focusing on two-stage precoding [10] , [11] , compressive sensing [12] , limited feedback [13] , and training with memory [14] .
By emploiting the spatial correlation of massive MIMO channel, two-stage precoding is first proposed in joint spatial division and multiplexing (JSDM) [10] , [11] . The users with approximately similar channel convariance eigenspaces are picked from a large user set to form a cluster and nonoverlapping clusters are served in the same time-frequency resource. The downlink precoder is splitted into two stage: an outer precoder designed with the statistical channel state information to distinguish different clusters by suppressing inter-cluster interference, and an inner precoder designed with instantaneous effective channel state information to distinguish different users within a cluster. Since the effective channel is obtained by the product of the overall actual channel and the outer precoder, the dimension of it is much smaller than that of the overall channel, which facilitates downlink training and feedback in FDD massive MIMO systems.
For outer precoder design, several methods have been proposed based on the channel statistical information only [10] , [15] - [17] . In [10] , [11] , an approximated block diagonalization (BD) method has been proposed by projecting the dominant eigenmodes of the effective channel correlation matrices onto the null spaces of the dominant eigenspaces of all other clusters. The optimization objective of minimizing the total inter-cluster interference power has been applied to the outer precoder design in [15] . From the perspective of fairness, Liu et al. have considered maximizing the minimum average rate among all the users. By transforming the outer precoder design into a trace quotient problem, Kim et al. have proposed an outer precoder design method that maximizes the lower bound on the average signal-to-leakage-plus-noise ratio (SLNR) in [17] .
With the assumption of perfect user scheduling in which the collocated users with approximately similar channel convariance eigenspaces are picked from a large user set to form a cluster and different clusters are appropriately nonoverlapping in the angle domain, the aforementioned works treat the user clustering and the outer precoder design as two separate steps and focus on the latter. However, the perfect scheduling of users may not be achieved in a realistic scenario, resulting in approximate but not absolutely identical channel covariance matrices in each cluster. The outer precoder design based on the same channel covariance matrix assupmtion suffers from residual inter-cluster interference. The problem turns up to be a joint user scheduling and outer precoder design problem to achieve a balance between providing high multiplexing gain and improving per-user rate by suppressing inter-cluster interference. Both ends of the scale are aimed at increasing the sum rate of the system, either by increasing the users to be served or ensuring per-user rate. To jointly consider the user scheduling and the outer precoder design, we propose an agglomerative user clustering and cluster scheduling scheme in this paper. Portions of this work are included in our conference paper [18] . In this paper, we extend the method to a more realistic scenario where users in the same cluster have different channel statistics and give detailed analysis on the lower bound on average SLNR. We now summarize our major contributions in three aspects. 1) We propose an agglomerative user clustering method to significantly simplify the user clustering process. 2) We propose an average SLNR based iterative cluster scheduling and outer precoder design scheme to achieve a balance between providing high multiplexing gain and improving per-user rate by suppressing intercluster interference. 3) We propose a fast implementation of the scheme with discrete fourier transformation (DFT) approximation for uniform linear arrays (ULAs). The rest of the paper is organized as follows. In Section II, the channel model as well as the two-stage precoding architecture are presented. In Section III, we propose an agglomerative user clustering method to significantly simplify the user clustering process. In Section IV, we develop an average SLNR based iterative cluster scheduling and outer precoder design scheme. Further, a fast implementation of the scheme with DFT approximation for ULAs is proposed. Finally, we evaluate the performance of our scheme via simulation in Section V.
II. SYSTEM MODEL
We consider a single-cell FDD massive MIMO system with the BS equipped with a uniform linear array (ULA) composed of N t 1 antennas. For downlink transmission, the BS serves K single-antenna users using the same time-frequency resource. We assume that the channels remain constant within a time block and changes from one block to another, that is block fading. The received signal at all K users can be denoted as
where y ∈ C K ×1 denotes the received signal of a single channel use, H ∈ C N t ×K denotes the channel matrix between users and the BS, x ∈ C N t ×1 denotes the downlink transmitted signal with a power constrain x 2 ≤ P, z ∼ CN 0, σ 2 I K denotes the additive white Gaussian noise (AWGN) with zero mean and variance σ 2 .
The one-ring channel model in [10] , [19] , [20] is adopted, in which the user located at azimuth angle θ and distance s is surrounded by the single scattering ring of radius r, such that the angular spread can be approximated as ≈ arctan (r/s). Thus the correlation between the channel coefficients of antennas m and p (1 ≤ m, p ≤ N t ) is given by
where
T is the wave vector for a planar wave impinging with the angle of arrival α, λ is the carrier wavelength, u m and u p are the position vectors of BS antennas m and p.
Consider a two-stage downlink precoding scheme as adopted in [10] , [15] - [17] , the downlink precoder is splitted into two stage: an outer precoder to partition the K users into G clusters based on statistical channel state information and an inner precoder based on instantaneous channel state information. We denote K g to be the number of the users in cluster g and K = G g=1 K g , the users in the same cluster have the approximately similar channel correlation matrices. We further assume Rayleigh correlated channel coefficients, such that the channel vector h g,k ∼ CN 0, R g,k of user k in cluster g will be given as
where U g,k ∈ C N t ×r g,k consists of the eigenvectors corresponding to the r g,k non-zero eigenvalues of R g,k , and VOLUME 7, 2019 g,k ∈ C r g,k ×r g,k is a diagonal matrix composed of the nonzero eigenvalues of R g,k , and η g,k ∼ CN 0, I r g,k . Then the channel matrix of all K g users in cluster g can be denoted as
and the overall channel matrix of all K users in the cell can be denoted as the stack of H g , i.e.
Denote B g ∈ C N t ×B g to be the outer precoder matrix for users in cluster g. B g (B g ≥ K g ) is the dimension of the effective channel seen by the users in cluster g and B = is the total dimension of the outer precoder matrix. Then the overall outer precoder matrix of all K users will be
B g is designed based on the statistical channel state information to distinguish different clusters by suppressing inter-cluster interference and will be further discussed in Sections IV and V. Denote P g ∈ C B g ×K g to be the inner precoder for cluster g. P = diag (P 1 , P 2 , · · · , P G ) ∈ C B×K is the overall inner precoder. The transmit data vector of cluster g is
T , then the overall transmit data
T . Then the transmit signal vector x in (1) can be denoted as a cascade of the outer precoder, the inner precoder and the transmit data vector, given by
By combining the channel matrix in (5) and the outer precoder in (6), the overall effective channel matrix can be obtained by
where the effective channel seen by cluster g is given by
Assuming the perfect effective CSI of each cluster is available at the BS, a zero-forcing (ZF) inner precoder can be designed as
is the transmit power scaling matrix for satisfying the equal power constraint p g,k
From the above discussion, the received signal vector of cluster g is given by
is the noise vector of cluster g. The received signal of user k in cluster g is given by
where the second and the third terms in the right-hand side represent intra-cluster interference and inter-cluster interference, respectively.
III. AGGLOMERATIVE USER CLUSTERING
Gennerally the outer precoder design treats the users in a cluster as an entirety with the same channel covariance matrix. Many previously proposed works assume that the users to be served in one channel use are selected from a large user set, such that the users in the same cluster share the same channel covariance matrix [10] , [15] - [17] . The channels of different clusters are approximately nonoverlapping in the angle domain and the inter-cluster interference can be suppressed by the outer precoder.
However, the perfect scheduling of users may not be achieved in a realistic system with a limited number of users in the user set, resulting in approximate but not absolutely identical channel covariance matrices in each cluster. The outer precoder design based on the same channel covariance matrix assupmtion suffers from residual inter-cluster interference. The problem turns up to be a user scheduling problem to achieve a balance between providing high multiplexing gain and improving per-user rate by suppressing inter-cluster interference. Both ends of the scale are aimed at increasing the sum rate of the system, either by increasing the users to be served or ensuring per-user rate.
Given a user set with a limited number of users, the appropriate clustering of the users lays a solid foundation for user scheduling. In this section, we propose a new agglomerative user clustering method to achieve the appropriate clustering with tolerable inter-cluster interference. Instead of preinstall cluster centers, we treat each user as an initial cluster and build a hierarchy from the individual users by progressively merging clusters. A dendrogram of our proposed agglomerative user clustering method is illustrated in Fig. 1 . Specifically for the distance calculation between two channel covariance matrices, we adopt the correlation matrix distance (CMD) d corr (a, b) between two users a and b, given by where Tr (·) and · F are the trace operator and the Frobenius norm, respectively. The CMD was first introduced in [21] as a useful metric to evaluate the change of the spatial secondorder statistics in non-stationary MIMO. Note that d corr (a, b) measures the orthogonality between two correlation matrices, ranging from 0 (when the correlation matrices are equal up to a scaling factor) to 1 (when the correlation matrices differ to a maximum extent). We further extend the CMD metric to evaluate the linkage between cluster A and B by
As shown in Fig. 1 , the agglomerative user clustering process starts with each user forming an initial cluster. For the initialization, we construct a CMD matrix D, where
for rapid calculation of the linkage between two clusters.
During the bottom-up clustering process, we successively agglomerate a pair of clusters with the smallest average linkage. For example, illustrated in Fig. 1 , user A and user B are first agglomerated into Cluster 1. Then user C and user D are agglomerated into Cluster 2. As the clustering process goes on, the average linkage between each cluster increases while the number of remaining clusters decreases. We set a average linkage threshold ε linkage to stop the clustering process when the left clusters are far enough from each other, in other words, the inter-cluster interference between the left clusters is tolerable.
As a comparison, the classical heuristic algorithm, K-means user clustering method in [11] starts with a random initial choice of the cluster centers. For each iteration, all possible combinations of users and clusters need to be calculated to reallocate each user to the nearest cluster. Since the channel covariance matrices of cluster centers are updated for each iteration, the CMD calculation is repeated from time to time. As a consequence, the computational complexity of K-means user clustering method increases linearly with the number of iterations. The clustering performance depends on the initial choice of the cluster centers and the convergence of the iterations is not guaranteed with limited iterations. By contrast, our agglomerative user clustering method can be cut at any point determined by either the average linkage threshold ε linkage or the target number of clusters.
Considering a more realistic scenario with users randomly distributed in the cell, too much collocated users may be agglomerated into one large cluster, resulting in either a large dimension effective channel or lack of degree of freedom within the cluster. Thus, we also set a maximum dimension of the effective channel, B max , and a maximum number of users can be served in the cluster, N serve , defined as (14) where λ 1 ≥ λ 2 ≥ · · · ≥ λ N t are the eigenvalues of the center correlation matrix,R A,B , defined as
and 0 ≤ α ≤ 1 is a ratio set, say, to 0.9, to capture the channel power. If the total number of users exceed the maximum dimension of the effective channel or the maximum number of users can be served in the cluster during the merging stage, the process will be terminated and the two clusters will be scheduled in different time-frequency slots. The complete method is described in Algorithm 1. Now we give a simple analysis on computational complexity for our agglomerative user clustering method and the K-means user clustering method in [11] . The computational complexity for each CMD calculation is given by O M 3 + 2M 2 . For our agglomerative user clustering method with CMD, the overall computational complexity is O
is the number of CMD calculation when we construct the CMD matrix D during initialization. For K-means user clustering method with CMD, the overall computational complexity is O N iter KG M 3 + 2M 2 , where N iter is the default number of iterations. The agglomerative user clustering method only needs to calculate the CMD between each user pair and save it as a distance matrix in the beginning stage while the K-means user clustering method calculates the CMD of all possible combination of users and clusters at each iteration.
When
2G , our proposed method outperforms K-means user clustering method for computational complexity. On the one hand, as a heuristic algorithm, K-means user clustering method converges to the global optimum at a higher probability with more iterations. On the other hand, in a more realistic scenario with a limited number of users in the user set, it is particularly necessary to split users into more clusters to relieve inter-cluster interference by rejecting the most interferential clusters. As a consequence, the rise and fall on the opposite side of the inequation highlight the computational complexity advantage of our method.
We conclude the major advantages of our proposed method from two aspects. First, the performance of our agglomerative user clustering method is guaranteed under a given linkage criterion and does not depend on the initial choices of the cluster centers. Second, our method is distinctly computational efficient in a realistic scenario with a limited number of users in the user set.
IV. AVERAGE SLNR BASED ITERATIVE CLUSTER SCHEDULING
After agglomerative user clustering, the users with similar channel covariance matrices are clustered together and treated as a virtual multi-antenna user with the central channel covariance matrix defined as the mean of the channel covariance matrices in the cluster, given bȳ
To distinguish different clusters by suppressing intercluster interference, there have been some methods focus on the outer precoder design [10] , [15] - [17] based on the central channel covariance matrix. Since the users in each cluster have approximate but not absolutely identical channel covariance matrices, the outer precoder based on the central channel covariance matrix is not able to perfectly project the clusters to orthogonal channel spaces and the residual intercluster interference limits the sum rate performance.
Instead of optimizing the outer precoder design separately, we propose an average SLNR based iterative cluster scheduling scheme that combines the outer precoder design into the iterative cluster scheduling process to suppress intercluster interference while achieving the appropriate set of user clusters. A lower bound on average SLNR is first given as an optimization objective. Then an outer precoder design is proposed based on the central channel covariance matrix. Finally, we combine the outer precoder design into the iterative cluster scheduling process to achieve the balance between high multiplexing gain and low inter-cluster interference.
A. A LOWER BOUND ON AVERAGE SLNR
Assuming the perfect effective CSI of each cluster is available at the BS and an ideal ZF inner precoder in (9) is designed. From (11), the signal-to-interference-plus-noise ratio (SINR) at user k in cluster g can be denoted as
Notice that the SINR expression includes the outer precoder of each cluster, the analysis and optimization of all the outer precoders has to be jointly considered under the SINR criterion, which is nonconvex and almost impossible. Alternatively, the SLNR approach used in [17] , [22] is only dependent on the outer precoder of the current cluster, given by
Since the instaneous CSI both in the numerator and the denominator is unknown to the BS, we define an average SLNR for cluster g as a performance indicator as follows
where the statistical channel information is exploited. With the same channel covariance matrices assumption, Kim et al. have proposed a lower bound on the per user average SLNR in [17] . In this section, we extend the lower bound to a more realistic scenario where users in the same cluster have approximate but not absolutely identical channel covariance matrices. Theorem 1: When users in cluster g have different channel statistics, the average SLNR for cluster g is lower bounded by
Proof: The proof is given in Appendix.
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B. THE OUTER PRECODER DESIGN
Given the central channel covariance matrices of all clusters, we design the outer precoder by projecting the dominant eigenmodes of the correlation matrix of the effective channel onto the null spaces of all other clusters. For cluster g with the central channel covariance matrixR g , the eigenvalue decomposition (EVD) ofR g is denoted as
By stacking the dominant eigenvectors of all other clusters, we construct the interference matrix of cluster g as
Denote the singular-value decomposition (SVD) of the interference matrix asH
By projecting the dominant eigenmodes of the correlation matrix of the effective channel R g onto the orthogonal space ofH g , we can minimize the overlap between the row subspaces of the effective channels and the interference matrix. The EVD of R g is denoted as
with U
O g ∈ C (Nt−(K−Kg))×Bg representing the dominant eigenmode of R g . Then the projection can be denoted as
From (8), the outer precoder of cluster g can be calculated as
The outer precoder B g can be regarded as a set of beamforming directions that project the beam patterns of each group to nonoverlapping directions. When the users in each cluster have absolutely identical channel covariance matrices,R g = R g,k , and the channels of each cluster are perfect orthogonal, referred to as tall unitary condition in [11] , the outer precoder can be simply chosen as B g = U O g .
C. SLNR BASED ITERATIVE CLUSTER SCHEDULING
The lower bound proposed in Theorem 1 reveals the fact that the per-user rate increases as the elimination of clusters due to the decrease of the denominator of (20) . To achieve a balance between providing high multiplexing gain and improving peruser rate by suppressing inter-cluster interference, the appropriate user/cluster scheduling problem has been invested in [11] . By assuming the users in each cluster have absolutely identical channel covariance matrices,R g = R g,k , and the channels of each cluster are perfect orthogonal, the closedform expression of the sum capacity has been given in the regime of finite N t and large K . Then the outer precoder can be simply chosen as B g = U O g , which can be regarded as a special case of perfect user cluster scheduling. However, the perfect scheduling of users may not be achieved in a realistic system with a limited number of users in the user set, resulting in approximate but not absolutely identical channel covariance matrices in each cluster and inter-cluster interference.
Notice that both the lower bound on the average SLNR and the outer precoder of each cluster can be calculated with the statistical channel state information and there exists a interaction between them. We intuitively integrate the outer precoder design into the cluster scheduling process by updating the outer precoder of each cluster while eliminating the cluster with the lowest average SLNR for each iteration.
The SLNR based iterative cluster scheduling scheme is proposed in Algorithm 2.
The scheme begins with clustering the users into a relatively large number of clusters using the agglomerative user clustering method in Algorithm 1. Then we alternately design the outer precoder and calculate the lower bound on the average SLNR for each group. For each iteration , the cluster with the lowest lower bound is eliminated and left for the other time-frequency slots. Along with the increasing of iterations, the inter-cluster interference between the left clusters decreased and the per-user rate increases at the price of the loss of multiplexing gain. The sum rate shows a rise first followed by a decline until only one cluster left. A well chosen tolerance ε > 0 of the lower bound on the average SLNR is adopted that led to the highest sum rate. The tolerance ε can be trained through artificial intelligence (AI) tools during the initialization and updated with the transmission scenario changes.
V. COMPUTATIONAL COMPLEXITY REDUCTION FOR ULAS
In this section, we reconsider the correlation model in (2) in the special case of ULAs spaced by half wave-length, and propose a DFT based channel eigenspace approximation method to significantly decrease the computational complexity in both user clustering and cluster scheduling. In this case, the channel correlation matrix for each user covering 2 azimuthal angle centered at θ in (2) can be given by the Toepliz form
where m, p ∈ {0, 1, . . . , N t − 1}. We notice that α is the sampling of angle of departure. Thus, for ULAs, uniform sampling of sin (α), i.e., sin (α) = m N t , is a typical choice for spatial angles [23] . For large dimension ULAs, according to the results in [24] , the Toepliz matrix, R, can be approximated in a spatial correlation function form
where the approximation comes from the uniform sampling of sin (α). σ 2 l indicates the path power corresponding to the lth angle direction. From the property of circulant matrices [25] , the eigenvectors of C forms a unitary DFT matrix F ∈ C N t ×N t , whose (m, p)th element is given by
We define the matrix U ∈ C N t ×N t to be the eigenmatrix of R, which consists of the eigenvectors corresponding to the non-zero eigenvalues of R and the non-unique eigenvectors forming a unitary basis for the nullspace of R. Then, the eigenvalue decomposition of R can be approximated by the eigenvalue decomposition of C as
whereR = diag σ 2 0 , σ 2 1 , . . . , σ 2 N t −1 consists of the eigenvalues in the DFT domain. For massive MIMO systems with a large N t , the approximation has three major advantages: 1) We can reduce the overhead of the estimation and storage of the actual channel correlation matrix R by focusing on the eigenvalues and the corresponding eigenvectors in the DFT domain. 2) We may use the correlation of the eigenvalues in DFT domain instead of CMD as the metric for user clustering to reduce the computational complexity. 3) We can also simplify the outer precoder design and the SLNR calculation with the eigenvalues and the corresponding eigenvectors in the DFT domain. The detailed interpretation will be presented in the following subsections.
A. AGGLOMERATIVE USER CLUSTERING WITH DFT APPROXIMATION
The agglomerative user clustering method in Section III employs the CMD as the measurement of user correlation matrix distance. When DFT approximation is adopted in large dimension ULAs, the eigenmatrices of all user correlation matrices can be approximated by the same unitary DFT matrix F. In this case, CMD calculation can be replaced by the correlations of the eigenvalues in the DFT domain. We define r k = diag R k as the vector form of the eigenvalues of the kth user, the element in the ith row and the jth column of the distance matrix D is given by
By replacing the CMD matrix construction in step 2 in Algorithm 1 with the correlation calculation of the eigenvalues in the DFT domain, our agglomerative user clustering method can be easily applied to the DFT approximation case for large dimension ULAs. The computational complexity is O (M ) for the vector multiplication, which is significantly decreased in contrast to that of the CMD calculation,
B. CLUSTER SCHEDULING WITH DFT APPROXIMATION
In Section IV, we propose an SLNR based iterative cluster scheduling scheme that integrates the outer precoder design into the cluster scheduling process to suppress inter-cluster interference while achieving the appropriate set of user clusters. The main idea of the outer precoder design lies in projecting the dominant eigenmodes of the correlation matrices of the effective channels onto the joint nullspaces of all other clusters. When DFT approximation is adopted to take the place of eigenvalue decomposition in large dimension ULAs, the projecting operation in (15)- (19) can be effectively simplified to eigenmodel selection in the DFT domain. We can simply construct the outer precoder, B g , of cluster g with a selection of columns F g from the DFT F corresponding to the major eigenvalues of R g in the DFT domain. The eigenmodel selection can be obtained in the meantime we finish the user clustering. The average SINR and the average SLNR in the DFT domain can be expressed as
.
By replacing the lower bound of average SLNR calculation in step 7 in Algorithm 2 with the average SINR and the average SLNR calculation in the DFT domain, our iterative cluster scheduling and outer precoder design scheme can be easily applied to the DFT approximation case for large dimension ULAs.
The physical implication of this method is obvious. In DFT approximation case, we eliminate the cluster with the most overlapping with other clusters at each iteration whether we adopt the SINR criterion or the SLNR criterion.
VI. SIMULATION RESULTS
In this section, we present some numerical results to evaluate the performance of the proposed agglomerative user clustering method and the average SLNR based iterative cluster scheduling scheme. We assume that the BS is equipped with a ULA composed of N t = 128 antennas to serve K singleantenna users. For each user, the channel correlation matrix is specified by (2) with the azimuth angle θ k and the angular spread = 10 • . To evaluate our scheme in the scenario that users have different statistical channel state information, the K users are randomly distributed in a 120
• sector. The K users are equally divided into 5 user sets with center angles θ center ∈ −40
• , −20
• . For each user set, we define a parameter, the angle range of cluster (ARoC), to represent the centralized level of each user set. The azimuth angle, θ k , of each user is uniformly distributed in an angle range of θ center −θ , θ center +θ . Whenθ = 0 • , the angle distribution degrades into the same scenario as the previous work in [10] , [17] that users in the same user set have the same statistical channel state information. Whenθ = 10 • , the angle distribution presents decentralized characteristics that the inter-cluster interference always exists, which is a more general scenario. With the above simulation environment settings, we further assume that the target number of clusters for the proposed agglomerative user clustering method is proportional to the number of users, i.e., G = K /5 . The dimension of the effective channel seen by each cluster is allocated according to the number of users in each cluster, i.e., B g = K g N t K . Fig. 2 compares our agglomerative user clustering method with the classical K-means user clustering method in the aspect of computational complexity. For the K-means user clustering method, we set the number of iterations N iter = 10 and the targeted numbers of clusters as 5, 10 and 20. For our agglomerative user clustering method, we set the targeted number of clusters G = K /5 . As shown in Fig. 2 , the computational complexity of both methods increase with the number of users. We compare the computational complexity with the same targeted number of clusters configuration. For example, when K = 25, the targeted number of clusters is set to G = 5 for our agglomerative user clustering method. By comparing the green circle curve with the red curve at K = 25, the computational complexity is 2.2 × 10 9 for the K-means user clustering method, which is 2.2 times as high as our agglomerative user clustering method at 10 9 . By comparing the green square curve with the red curve at K = 50, the computational complexity is 10 10 for the K-means user clustering method, which is 2.5 times as high as our agglomerative user clustering method at 4 × 10 9 . By comparing the green rhombus curve with the red curve at K = 100, the computational complexity is 4.2 × 10 10 for the K-means user clustering method, which is 2.1 times as high as our agglomerative user clustering method at 2 × 10 10 . We can conclude that when K is relatively small and G is relatively large, our agglomerative user clustering method is more computationally efficient. Fig. 3 demonstrates the sum rate and the average SLNR versus the number of iterations for K = 100, G = 20 and SNR = 20 dB. From Fig. 3 , the average SLNR increases with the iterations since the inter-cluster interference is surpressed by the elimination of the interferential clusters. However, the sum rate curve shows a rise first followed by a decline, revealing the tradeoff between serving more users to provide high multiplexing gain and schedule less clusters to suppress inter-cluster interference and improve per-user rate as indicated in Section IV. In the early stages of the iterative cluster scheduling, the sum rate is mainly affected by inter-cluster interference and thus the elimination of the interferential clusters brings performance boost. Along with the iteration, the overlapping between clusters fades away and the per-user rate tends to be stable. Then the sum rate is mainly affected by the number of clusters being served for multiplexing gain. This result inspires us to choose the appropriate iteration stopping tolerance through AI tools to match the average SLNR corresponding to the highest sum rate. Fig. 4 compares the sum rate of our average SLNR based cluster scheduling method and the JSDM method with user clustering and simplified downlink scheduling in [11] . We set the ARoC as 1 • , 5 • and 10
• to reveal the influence of the centralized level. For the JSDM method, 5 users are randomly picked from each user set to form a scheduled user cluster and for each cluster we set M g = 32 and S g = K g . From  Fig. 4 , the sum rate performance of both method improves with the centralized level since the inter-cluster interference decreases as the ARoC decreases. When the ARoC,θ = 1 • , which indicates that the clusters are highly centralized with little cluster overlapping, our method performs close to the JSDM method in [11] . As the ARoC increases, our proposed method outperforms the JSDM method since our method does not rely on the cluster nonoverlapping assumption and is able to schedule more clusters as long as the inter-cluster interference falls into the tolerable range. We trade a tolerable amount of inter-cluster interference for a significant multiplexing gain by appropriately combining the subdivided clusters.
To demonstrate the performance of the DFT based channel eigenspace approximation method, we compare the achievable sum rate of the DFT approximation method proposed in Section V with the EVD based method proposed in Sections III and IV. Both the SINR criterion and the SLNR criterion are taken into comparison for the DFT approximation method. We choose K = 100, G = 20 and SNR = 20 dB. The number of antennas varies as [16, 32, 64, 128, 256 ] to reveal the effect of the numbers of antennas on the DFT approximation. From Fig. 5 , the sum rates of all three methods increase with the number of antennas while the EVD based method outperforms the DFT approximation methods obviously when the antennas are less than 128 and the performance gap shrinks as the number of antennas increases. This result verifies the analysis in Section V that the eigenvalue decomposition of R can be approximated by the DFT decomposition for large dimension ULAs. When the ULAs' dimension is relatively small, the outprecoder structured by a selection of columns from the DFT matrix can not project enough power as well as the eigenvectors in limited angle directions. By further comparing the two DFT based methods with different criteria, we can tell that the SINR criterion is better than the SLNR criterion when the ULAs' dimension is relatively small since only a small number of clusters are scheduled when the number of antennas is small, resulting in relatively small inter-cluster interference. In this case, we should give priority to the high rate cluster rather than the low interference cluster to achive a higher sum rate.
VII. CONCLUSION
In this paper, we have investigated user clustering and cluster scheduling for FDD massive MIMO systems. Two-stage precoding has been considered in a more realistic scenario with active users randomly distributed in a cell. The proposed scheme consists of two stages, the agglomerative user clustering and the following average SLNR based cluster scheduling. By exploiting the bottom-up clustering process, the agglomerative user clustering method can be distinctly computational efficient and performance guaranteed without iteration. The average SLNR based iterative cluster scheduling scheme combines the outer precoder design into the iterative cluster scheduling procdess to suppress inter-cluster interference while achieving the appropriate set of user clusters. We have extended the lower bound of the average SLNR to a more realistic scenario where users in the same cluster have different channel statistics. Furthermore, we have reconsidered the special case of ULAs and proposed a DFT based channel eigenspace approximation method to significantly decrease the computational complexity in both user clustering and cluster scheduling. Simulation results have validated the performance improvement of the proposed methods over the existing methods.
APPENDIX PROOF OF THEOREM 1
The per user average SLNR for user k in cluster g is lower bounded by For the numerator part, from the Theorem 1 in [17] , when the outer precoder B g is given and the inner precoder P g = p g,1 , p g,2 , . . . , p g,K g is a ZF precoder with equal power allocation, the transmit signal power E h 
where λ g,k is the largest eigenvalue of the channel correlation matrix R g,k .
For the denominator part, following from Jensen's inequality that the function f (x) = 
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