In this paper, we present a new feature selection method that is suitable for both unsupervised and supervised problems. We build upon the recently proposed Infinite Feature Selection (IFS) method where feature subsets of all sizes (including infinity) are considered. We extend IFS in two ways. First, we propose a supervised version of it. Second, we propose new ways of forming the feature adjacency matrix that perform better for unsupervised problems. We extensively evaluate our methods on many benchmark datasets, including large image-classification datasets (PAS-CAL VOC), and show that our methods outperform both the IFS and the widely used "minimum-redundancy maximum-relevancy (mRMR)" feature selection algorithm.
Introduction and Related Work
In many practical machine learning and classification tasks, we encounter a very large feature space with thousands of irrelevant and/or redundant features. Presence of such features causes high computational complexity, poor generalization performance and decreased learning accuracy [14, 20] . The task of feature selection is to identify a small subset of most important, i.e. representative and discriminative, features. Many feature selection algorithms have been proposed in the last three decades (e.g. [20, 24, 33, 3] ). Among them, filters have generated much interest, because they are simple, fast and not biased to any special learner. In these methods, each candidate feature subset is evaluated independent of the final learner, based on a diverse set of evaluation measures including mutual information [31, 4] , consistency [11] , significance [25, 39] , etc.
Most filter methods rely on the concept of feature relevance [4, 25, 40] . For a given learning task, a feature can be in one of the following three disjoint categories: strongly relevant, weakly relevant and irrelevant. Strongly relevant features contain information that is not present in any subset of other features and therefore they are always necessary for the underlying task. Weakly relevant features contains information which is already present in a subset of strongly or irrelevant features. These features can be unnecessary (redundant) or necessary (non-redundant) with certain conditions. Irrelevant features contain no useful information and are not necessary at all. An ideal feature selection algorithm should eliminate all the irrelevant features and weakly redundant features. However, constructing such an algorithm is computationally infeasible, as it requires to check exponentially many combinations of features to ascertain weak relevancy. Therefore, several heuristics are proposed in the literature, which consider limited combination sizes [26, 2, 31, 17, 40, 29, 39] .
Recently, an interesting filter method called "infinite feature selection" (IFS) was proposed by [32] . This method ranks features based on path integrals and the centrality concept on a feature adjacency graph. The most appealing characteristics of this approach are 1) all possible subsets of features are considered in evaluating the rank of a given feature and 2) it is extremely efficient, as it converts the feature ranking problem to simply calculating the geometric series of an adjacency matrix. Although it outperforms most of the state-of-the-art feature selection methods in image classification and gene expression problems, the algorithm suffers from two important deficiencies. Firstly, it is an unsupervised feature selection algorithm, i.e. it does not use the provided labels in a supervised learning problem. Secondly, its feature redundancy measure is not able to capture complex non-linear dependencies.
In this paper, we improve the IFS method in two ways. First, we propose a method to form the feature adjacency matrix for supervised problems. Second, we propose alternative ways of forming the adjacency matrix for unsupervised scenarios. In our experiments, we extensively compare our new methods with IFS and other popular feature selection methods. We show that our proposed methods outperform IFS on many different benchmark datasets and large imageclassification datasets (PASCAL VOC 2007 and 2012) as well 1 . Source code of our methods will be released upon acceptance of the paper.
The remainder of the paper is organized as follows: Section 2 presents the general idea behind IFS. Section 3 discusses the feature adjacency matrix along with our proposals for proper construction of this matrix in supervised and unsupervised feature selection. Section 4 reports experimental results and Section 5 concludes the paper.
Infinite Feature Selection
In this section, we review the general idea behind the IFS algorithm as proposed by [32] , for completeness. Given a dataset with m features {f 1 , f 2 , . . . , f m }, an undirected complete weighted graph G = (V, E, e) can be constructed such that V = {f i |f i ∈ F } represents the vertices, E = {{f i , f j }|f i , f j ∈ F ∧ i = j} represents the edges and e : E → R is a function calculating the pairwise energies between features. G can be represented using an adjacency matrix A, such that a ij = e({f i f j }). Let P l i,j be the set of all paths of length l (including paths with cycles) between nodes i and j, and let A l denote the power iteration of matrix A. An initial idea for feature selection could be choosing an appropriate length l, then calculating energy scores, s l (i), for each feature f i as:
and finally taking a subset of features with maximum energy value. However, this idea has two major drawbacks; first, cycles can have high impact in calculating the scores and second, computation of A l is of order O n 4 , which is impractical when the number of features is large. The main contribution by [32] is to address the deficiencies by expanding the path length to infinity and summing over all path lengths. By extending the path length to infinity, the probability of being part of a cycle is uniform for all the features so the cycle effect is somewhat normalized. Therefore, a new energy score for each feature f i , considering all path lengths including infinity, can be calculated as:
where I is the identity matrix and 1 is a column vector of ones.
In matrix algebra, ∞ k=0 X l is called the geometric series of matrix X. This series converges to (I − X) −1 if and only if ρ(X) < 1, where ρ(X) is the maximum magnitude of the eigenvalues of X. For any matrix X, it can be shown that ρ(rX) < 1 if and only if 0 < r < 1 ρ(X) . Using this property, the regularized energy score for each feature f i can be defined as
Therefore, the computation of power iterations of matrix A in Eq.1, is reduced to computing (I − rA) −1 − I , with a complexity of O n 2.37 .
Forming the Adjacency Matrix
As explained in Section 2, the IFS algorithm uses the adjacency matrix A to compute ranking scores for given feature distributions. Therefore, the formation of the matrix can be considered as the most important task in the approach. In this section, we propose new ways of constructing the matrix A both for supervised and unsupervised feature selection scenarios.
Unsupervised Feature Selection (mIFS)
Defining feature relevance in unsupervised learning is a big challenge, because we do not know a-priori what type of patterns to look for or which error metric to use. Furthermore, these two aspects often depend on the dataset used. However, one can analyse the features in terms of redundancy and dispersion. If a certain feature has zero dispersion (i.e. variance) over the examples in the dataset, then that feature does not have any information and can be discarded. For a feature with non-zero dispersion, although we can not definitively relate its relevance to its dispersion magnitude, it has been shown that using dispersion measures improves the performance [32, 20] . Let ST D f be the standard deviation of feature f . Our experiments also show that keeping features that have large standard deviation, i.e. ST D f , improves the classification accuracy.
The other measure we use in unsupervised feature selection is redundancy. Unlike relevance, redundancy is a well-defined problem in unsupervised learning and can be expressed in terms of dependency. For example, when the dependency among two disjoint feature subsets is large, one of them could be considered as redundant. [32] used the Spearman's rank correlation coefficient as a measure of redundancy of a feature. However, this measure is not able to individuate complex non-linear dependencies between features (e.g. nonmonotonic non-linear dependencies). Our experiments show that using a mutual information-based measure for redundancy yields better results in terms of classification accuracy. This is probably due to the fact that mutual information takes into account any kind of dependency (both linear and non-linear) between random variables [13] . For a given feature set F and a feature f ∈ F , we define this measure as:
where, MI(X, Y ) is the mutual information between two random variables X and Y , and is defined as
Overall, we propose the following adjacency matrix to be used in unsupervised feature selection scenarios:
where α ∈ [0, 1] is a loading coefficient that controls the relative importance of relevance vs. redundancy. We name this way of constructing A as the modified infinite feature selection or mIFS, for short.
Supervised Feature Selection (SIFS)
In supervised machine learning, the goal is to learn a general form of an unknown mapping from a feature vector f to a target variable Y . Therefore, the relevance of features can be expressed in terms of the Y -related information they have. Mutual information would be a proper measure to capture this relevance. We augment the supervised relevancy measure with an unsupervised redundancy measure. Although mutual information based redundancy yields good accuracy for unsupervised scenarios, our experiments show that when it is combined with the same measure for relevance analysis, the accuracy deteriorates significantly. Therefore, for supervised feature selection, we propose to use Spearman's rank correlation based redundancy. Specifically, we propose the following adjacency matrix:
where SP R(X, Y ) is the Spearman's rank correlation coefficient. We name this method as supervised infinite feature selection or SIFS, for short.
Experimental Results
We conducted three sets of experiments. First, as preliminary experiments, we explored the effects of different ways of constructing the adjacency matrix on the classification performance of IFS and SIFS. Next, we compared the classification performances of the IFS with original settings, IFS with the adjacency matrix proposed in Eq.6 (i.e. mIFS), SIFS with the adjacency matrix proposed in Eq.7 and the well-known minimum-redundancy maximum-relevancy (mRMR) algorithm proposed by [31] . Finally, we focused on the image classification problem where we used SIFS to select features from the state-of-the-art convolutional neural networks (CNN). Table 1 summarizes the 14 high-dimensional benchmark datasets that we used in our experiments. These benchmarks include handwritten character recognition (USPS, GINA and Gisette), cancer classification and prediction on genetic data (Colon, Lung181, DLBCL, Prostate, Arcene, REGED0 and MARTI0), generic feature selection (Madelon), pharmacology (Sido0), and image classification (PASCAL VOC 2007 . We have chosen these datasets in order to present a diverse set of challenges to the feature selection algorithms. This table also reports -to the best of our knowledge -the state-of-the-art (SoA) for each dataset.
We use linear SVM to asses the classification performance of the feature selection algorithms. To set the parameters in our models, namely the tradeoff parameter α and the C parameter of the linear SVM, we used 5-fold cross validation on training data.
Preliminary Experiments
Here, we study the effects of different ways of constructing the adjacency matrix and different data pre-processing schemes on the classification performances of IFS and SIFS algorithms. We report the results on five smaller datasets USPS, GINA, Colon, Prostate and Madelon. We consider three pre-processing schemes: 1) no pre-processing (i.e. original data), 2) standardization where each feature is transformed to zero mean and unit variance, and 3) normalization where each feature is transformed into the interval [0, 1]. The standard deviation constitutes an important part of the pairwise energy term in generating the adjacency matrix in IFS algorithm [32] . Table 2 reports the effects of the three data pre-processing schemes on the classification accuracy of IFS.
The classification accuracy is reported in two ways: avg and max. First, the feature selector ranks all the features. Then, a linear SVM is trained and tested using the top N features, yielding classification accuracy (percent correct). Considering all such accuracies obtained for N ∈ {10, 50, 100, 150, 200}, "avg" refers to the average of them and "max" refers to the maximum. "avg" has been used by [32] , so do we in order to be compatible, however, we also report "max" in all our experiments.
Considering the pre-processing methods, "normalization" yields better classification performance (than "no-preprocessing") for IFS 2. However, standardization has a reverse effect, except for GINA. When using standardized data, all the features have the same standard deviation 1, and therefore, we expect smaller (near 0) α values, representing more importance of the Spearman's correlation coefficient part. However, our experimental results are incompatible with this expectation. For all the five datasets, the returned best α value is 1. This means that the IFS algorithm does not really use SPR and ranks the features based on their order in the dataset. Moreover, these results show that the Spearman's correlation coefficient alone is not a good feature ranking method and it should be used in combination with other measures. Table 3 reports the effects of using SPR or RDN -which are two different choices to measure redundancy -alone in the construction of the adjacency matrix. As it can be seen, RDN is superior in most of the cases and shows increases of up to 8% for all the three data formats. SPR is not able to individuate non-monotonic dependencies between features and therefore more complex functional dependencies between features are not measured. On the other hand, RDN uses mutual information, which is able to individuate any kind of dependency (linear and non-linear) between features. Table 4 reports the effects of using SPR/RDN when they are used in combination with standard deviation (STD) based relevance. As it can be seen, RDN is superior again for this adjacency matrix setting. When we use the mutual information based relevance (Table 5 ), the results are slightly different and the SPR shows better classification performance. Moreover, we get the best classification performance for standardized data format, which is in contrast with the unsupervised matrix settings.
In summary, the following two important results can be derived from all these preliminary experiments:
1. For unsupervised feature selection, normalizing the data and then using STD based relevance in combination with RDN based redundancy yield the best classification performance. This corresponds to our 'modified infinite feature selection' method , mIFS.
2. For supervised feature selection, standardizing the data and then using mutual information based relevance in combination with SPR based redundancy gives the best classification performance. This corresponds to our 'supervised infinite feature selection' method, SIFS.
Comparison with IFS and mRMR
Here, we compare the performances of the proposed infinite feature selection algorithms with the state-of-the-art algorithms. For unsupervised feature selection, we compare the original IFS method [32] with mIFS, our proposed method for unsupervised problems. All features are normalized before feature selection. On 9 out of 12 datasets mIFS outperforms IFS (Table 6 . Specifically, we report 12% improvement on Arcene and 7% on Prostate datasets. For supervised feature selection, we compare mRMR [31] -arguably, the most well known information theoretic feature selection algorithm -with SIFS, our proposed method for supervised problems. All features are standardized before feature selection. On 10 out of 12 datasets, SIFS outperforms mRMR (Table 6 ) with an average improvement of 1.89% in classification accuracy. Finally, we compare IFS [32] with our SIFS. On average (over 12 datasets), SIFS outperforms IFS with a margin of about 6% in classification accuracy, which shows the impact of using supervision for feature selection.
Image classification experiments on PASCAL VOC datasets
The experiments here considers a combination of feature selection and linear SVM applied to convolutional neural network (CNN) based features. We extracted CNN features from the penultimate layers of the ResNet [23] (1000 features), GoogleNet [37] (1000 features), and VGG-VD [35] (4096 features) deep networks. We used the models, pre-trained on ILSVRC, from the MatConvNet distribution [38] . On each of the three feature sets, we applied normalization and our supervised infinite feature selection. Then, we trained a linear SVM per set and averaged the three SVM scores to obtain final classification scores. Table 7 shows the mean average-precision (mAP) results for the PASCAL VOC 2007 and 2012 datasets, using different feature selectors. Our method, SIFS, outperforms both IFS and mRMR on both datasets 2 .
Conclusions
In this paper we present two new ways of constructing the feature adjacency matrix for the infinite feature selection method. For unsupervised feature selection, we propose the mIFS method which uses a combination of standard-deviation based relevance and mutual information based redundancy. For supervised feature selection, we propose the SIFS method which uses a combination of mutual information based relevance and spearman's rank correlation based redundancy. We tested the accuracy of the proposed methods on 14 high dimensional benchmark datasets using linear SVM. Our proposed methods, mIFS and SIFS, gave top performances on most of the benchmark datasets beating both IFS [32] and mRMR [31] . Our source code is available at GitHub 3 for the sake of reproducibility of our results.
