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To enable large-scale reactive dynamic simulations of copper oxide/water and copper ion/water interactions
we have extended the ReaxFF reactive force field framework to Cu/O/H interactions. To this end, we employed
a multistage force field development strategy, where the initial training set (containing metal/metal oxide/
metal hydroxide condensed phase data and [Cu(H2O)n]2+ cluster structures and energies) is augmented by
single-point quantum mechanices (QM) energies from [Cu(H2O)n]2+ clusters abstracted from a ReaxFF
molecular dynamics simulation. This provides a convenient strategy to both enrich the training set and to
validate the final force field. To further validate the force field description we performed molecular dynamics
simulations on Cu2+/water systems. We found good agreement between our results and earlier experimental
and QM-based molecular dynamics work for the average Cu/water coordination, Jahn-Teller distortion, and
inversion in [Cu(H2O)6]2+ clusters and first- and second-shell O-Cu-O angular distributions, indicating that
this force field gives a satisfactory description of the Cu-cation/water interactions. We believe that this force
field provides a computationally convenient method for studying the solution and surface chemistry of metal
cations and metal oxides and, as such, has applications for studying protein/metal cation complexes, pH-
dependent crystal growth/dissolution, and surface catalysis.
1. Introduction
Copper-containing complexes play an important role in many
industrial and biochemical processes. For example, copper sites
in proteins activate a variety of functions including electron and
oxygen transport, oxidative cleavage of biogenic amines,
reduction of nitrogen oxides, and insertion of molecular oxygen
into flavonoids. Knowledge of the local coordination environ-
ment around copper(II) in aqueous solution is essential for
understanding mechanisms that regulate biological functions of
these metalloproteins. Detailed information on ligand arrange-
ment around copper(II) ion is only available in the solid state,
as determined by X-ray diffraction, whereas the structural
information in the aqueous phase obtained using X-ray absorp-
tion spectroscopy is more ambiguous and available only for few
Cu2+ complexes. Although static and dynamic electronic
structure calculations can, in principle, provide such information,
realistic modeling of Cu complexation in aqueous solution with
a highly flexible coordination sphere still remains a challenge.
As such, the structure of Cu2+ ion in aqueous solution is not
well understood despite extensive studies performed in the last
two decades. Several experiments such as extended X-ray
absorption fine structure (EXAFS), X-ray absorption near-edge
structure (XANES),1-3 as well as ab initio methods and
molecular dynamics (MD) simulations4-13 have been tried to
resolve this problem. For a long time, it was generally accepted
that the copper(II) ion is 6-fold coordinated in aqueous solution
with a tetragonally distorted octahedral structure, as would be
predicted from the Jahn-Teller effect for a d9 electronic
configuration. This was challenged in 2001 by Pasquarello et
al. who proposed a 5-fold coordination based on first-principles
MD and neutron diffraction.10 Their simulation indicated
frequent exchanges of square pyramidal and trigonal bipyramidal
clusters with five equal Cu-O distances. One year later Persson
et al. performed extensive EXAFS and large angle X-ray
scattering (LAXS) experiments and again suggested that the ion
was 6-fold coordinated.14 They modeled the copper-water cluster
using several different geometrical configurations and showed
that a tetragonally distorted octahedron gave the best fit to the
experimental data. In 2003, a quantum-mechanical/molecular-
mechanical (QM/MM) study by Schwenk et al. also indicated
a 6-fold coordination with Jahn-Teller distortion.12,13 However,
another Car-Parrinello molecular dynamics (CPMD) simulation
performed by Amira et al.4 and analysis of the XANES portion
of the XAS spectra by Benfatto et al.15 and Frank et al.16
suggested that the hydrated copper(II) ion can be better
represented as a five-coordinate square pyramidal structure with
one elongated axial water molecule.
More recently, Chaboy et al. performed XANES and EXAFS
spectroscopy of copper ion hydration17,18 and argued that
“neither the classical Jahn-Teller geometry nor other six- or five-
fold coordinated geometries may be proposed unambiguously
as the single preferred structure in solution”.18 According to
them, a dynamic view of different geometries exchanging with
each other is the right description of copper ion hydration. A
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review of the structural parameters of Cu2+ aqueous complexes
is referenced.19
The complicated nature of the Cu2+/water system indicates
that long-term (nanosecond) dynamics may be required to
resolve the Cu coordination in the aqueous phase. Such
simulations are extremely time-consuming with existing QM-
based methods. For this reason, attempts have been made to
simulate the Jahn-Teller effect of the copper ion by incorporat-
ing special features in the standard molecular mechanical force
fields.6-8 Curtiss et al. defined a reference frame that depends
on the instantaneous positions of the solvent atoms and used a
time-dependent rotation of the reference frame to simulate the
dynamical Jahn-Teller effect of copper ion in liquid water.8 In
addition to the strain energy of the molecule, Comba et al.
introduced a Jahn-Teller distortion energy based on the
d-orbital splitting of the copper ion.7 Burton et al. used the
d-orbital energies from the ligand field to calculate the cellular
ligand field stabilization energy (CLFSE) which has been used
as an additional energy term to simulate the Jahn-Teller effect.6
To provide a more generalized description of the Cu/water
system that properly describes the Jahn-Teller distortion and
can be straightforwardly extended to describe the dynamics and
reactivity of Cu ions in bio-organic environments we have
developed a ReaxFF reactive force field for Cu/O/H interactions.
ReaxFF is a bond-order dependent potential that also contains
a polarizable charge model20 and Coulomb interactions among
all atoms (including atoms sharing a bond). ReaxFF also
includes bond-order-dependent 3-body (valence angles) and
4-body (dihedral) interactions. While originally developed for
hydrocarbons,21 we have found that the combination of covalent
and ionic contributions allows formulation of ReaxFF for a wide
range of materials, including covalent, metallic, and ionic
systems.22-26 ReaxFF is orders of magnitude faster than QM-
based methods, thus enabling nanosecond-scale dynamics for
large (>106 atoms) systems.27
We have recently developed a ReaxFF potential for water
and proton diffusion. This parameter set was developed against
a QM-based training set containing water-dimer configurations,
water-binding energies for [H2O]n clusters (n ) 2-35), proton
transfer barriers in OH-/H2O and H3O+/H2O clusters as a
function of OsO distance, concerted hydrogen transfer reactions
in [H2O]n clusters (n ) 2-6), barriers and reaction energies
for water autodissociation, H2, O2 HO-OH structures, and
binding energies and ice (cmc) equation of state. The force field
description was validated using MD simulations on bulk water
configurations and was found to reproduce the experimental
density, cohesive energy, structure, and diffusion constant of
water; a more detailed description of this water description will
be presented in a future manuscript.
Here, we describe an extension of this water potential to the
Cu/O/H system. This extension involved training the Cu/O/H
parameters against a QM-based database, containing structures,
energies and reactions relevant to the Cu2+/water system.
Furthermore, to ensure the applicability of this ReaxFF potential
to Cu in a wide range of environments we also included QM
data describing the Cu metal, copper(I) and (II) oxides, and
copper hydroxide condensed phases in its training.
We believe that this ReaxFF Cu/O/H description provides a
good basis for studying bioorganic aspects of Cu-ion chemistry,
while its ability to describe Cu condensed phases opens up
possibilities for studying crystal growth and corrosion-related
failure of Cu-phases in aqueous environments. This paper
compares the performance of the ReaxFF Cu/O/H potential
against its QM-training set and also presents an initial study
with this potential of the dynamics of the Cu2+/water system.
2. Methods
2.1. ReaxFF: A Reactive Force Field. ReaxFF is a bond-
order-dependent reactive force field. The bond orders are
calculated using atomic distances between every atom pairs.
During an MD simulation, the evolution of the interatomic bond
orders can modify their connectivities. Electron equilibration
method (EEM)20 regulates the polarization and charge transfer
effects in the system. The electrostatic and van der Waals
interactions are calculated between every atom pairs. Reference21,23
provide more details about the ReaxFF method.
2.2. QM Calculations for Force Field Training and
Validation. 2.2.1. [Cu(H2O)n]2+and [Cu(OH)(H2O)n]+ Clus-
ters. The structures and energies for a series of
[Cux(OH)y(H2O)z]2-y clusters used in the initial force field
training set were obtained with the Jaguar 7.0 program package28
using the B3LYP functional. These structures were fully
optimized. The application of the B3LYP method to metal
ion-water systems has met with reasonable success.29-32 For
open-shell Cu2+-ligand systems with low coordination numbers
(n ) 1,2) it has been reported33-35 that B3LYP binding energies
are overestimated compared to CCSD(T) results. However, the
B3LYP relative energies for systems with similar spin density
distribution are in good agreement with those determined by
highly correlated electronic structure methods.33,36 Recent
calculations for [Cu(H2O)n]2+ showed that B3LYP with the
6-311G++(d,p) basis set for the light atoms and the LACV3P+
basis set on Cu provides a reliable description of cluster
geometries, energies, and IR spectra.37,38 The same basis sets
have been employed in the present study.
2.2.2. Cu, CuO, and Cu2O Crystalline Phases. All calcula-
tions for the CuO and Cu2O crystalline phases were performed
using 3-dimensional periodic systems and the B3LYP hybrid
DFT functional as implemented in the CRYSTAL06 program.39
Gaussian type basis sets as optimized by Harrison and Towler40
were used for the copper and oxygen atoms.The Brillouin zone
was in all cases sampled by a 7 × 7 × 7 k-point mesh of the
Monkhorst-Pack type. For CuO, spin-polarized B3LYP calcula-
tions were performed for three polymorphs having the zinc
blende, the NaCl, and the monoclinic C2/c structure, respec-
tively. Only the latter has been found in nature. In each case,
the symmetry was lowered to allow for magnetism, and the
(geometric) structure was optimized for the ferro- and antifer-
romagnetic cases. The magnetic structure that gave the lowest
total energy (antiferromagnetic for all three polymorphs) was
chosen for a subsequent calculation of the energy-volume
relation. Such curves are presented in the Results and Discussion
part, and the energies were used as input in the ReaxFF training
set. For Cu2O, only the (nonmagnetic) cubic cuprite structure
(space group Pn3jm) was investigated. The structures were
optimized using the CRYSTAL06 built-in geometry optimizer
with default parameters. In all cases, except for monoclinic CuO,
the energy-volume equation of state was created by scanning
the cell axes (i.e., for the cubic lattice types). For the monoclinic
phase, CRYSTAL06 built-in constant volume optimization was
used to create the equation of state. The Cu metal equations of
state were obtained using the SeqQuest program.41
2.2.3. Single-Point Energies of [Cu(H2O)5]2+ and
[Cu(H2O)6]2+ Structures. DFT single-point energy calculations
were performed on a set of [Cu(H2O)5]2+ and [Cu(H2O)6]2+
structures taken from MD simulations with the initial param-
etrization of the ReaxFF potential (see section 2.2.1). These
calculations used Gaussian 0342 with the B3LYP functional and
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6-311++g(2df,2p) basis set. A comparison between the LACV3P
effective core potential (section 2.2.1) and the all-electron
potential used for the [Cu(H2O)5]2+ and [Cu(H2O)6]2+ single-
point energies showed that they had very similar relative
energies with excellent correlation (R2 of 0.998), indicating that
these different programs and methods provide compatible
results.
2.3. MD Simulations. 2.3.1. Generation of [Cu(H2O)5]2+
and [Cu(H2O)6]2+ Structures for Force Field Training and
Validation. To obtain a distribution of [Cu(H2O)5]2+ and
[Cu(H2O)6]2+ structures for force field training and validation
we performed a 133 ps long MD simulation using an initial
parametrization of the ReaxFF potential. A cubic unit cell was
used, 18.62 Å on each side, containing 216 water molecules
and a Cu2+ atom. A NVT ensemble was used with a Berendsen
thermostat with a damping constant of 0.1 ps at 300 K. The
density was maintained at 1.02 kg/dm3. After 8 ps of equilibra-
tion, 45 configurations were extracted at intervals of 2.75 ps.
Clusters of Cu2+ with its closest 5 or 6 water molecules were
extracted from these configurations.
2.3.2. Simulations for Radial and Angular Distributions and
Jahn-Teller InWersion. The Cu/O radial distribution, Jahn-
Teller inversion rates and O-Cu-O angular distributions were
obtained from a 133 ps MD simulation with a periodic box
containing 216 water molecules and a Cu2+ atom using the
refitted ReaxFF potential. NVT conditions were used using the
same conditions as defined in section 2.3.1. The cubic box
dimension was 18.62 Å, and the density was 1.02 kg/dm3.
3. Results and Discussion
3.1. Force Field Development. To develop a transferable
ReaxFF potential for Cu/O/H interactions, with special focus
on the Cu2+/H2O system, we employed the strategy employed
previously by Wood et al.43:
(1) Develop an initial set of parameters by training against
an initial training set, consisting of the QM data (ReaxFFinitial).
(2) Perform a MD simulation on a Cu2+/water system using
ReaxFFinitial; obtain QM single-point energies for [Cu(H2O)5]2+
clusters extracted from configurations sampled from this trajectory.
(3) Refit the ReaxFF parameters by adding these QM single-
point energies to the training set. Since ReaxFF and QM use a
different absolute energy scale (the zero-energy point of ReaxFF
is at the fully dissociated atoms, while QM uses the separated
electrons and nuclei as a zero-energy point) ReaxFF was trained
against the energy difference between the QM-single point
energies.
(4) Validate ReaxFFrefit by repeating stage (2) with [Cu-
(H2O)6]2+-clusters.
Figure 1a compares the predictions of ReaxFFinitial and
ReaxFFrefit to the QM single-point energies of the [Cu(H2O)5]2+
clusters, indicating that ReaxFFrefit provides a substantially
improved fit to these QM data. The average unsigned deviation
of ReaxFFinitial from the QM data is 10.8 kcal/mol, while for
ReaxFFrefit this deviation has dropped to 4.8 kcal/mol. Compared
to the cumulative water binding energy in [Cu(H2O)5]2+ of about
350 kcal/mol this gives a 1.4% total average error. Furthermore,
the validation against the QM single points for the independently
created [Cu(H2O)6]2+ clusters in Figure 1b demonstrates that
this improvement is transferable to systems beyond the initial
[Cu(H2O)5]2+ clusters. The average unsigned deviation for these
Cu(H2O)6]2+ clusters is only somewhat bigger, 6.4 kcal/mol,
than for the [Cu(H2O)5]2+ clusters explicitly included in the force
field optimization process. This shows that the approach of
augmenting a force field training set with single-point QM
energies derived from a MD-simulation based on an approximate
force field provides a fast and unbiased method for testing and
validating force field parameters. All further data and discussion
in this manuscript refers to the ReaxFFrefit-parameters.
Figures 2-6 compare the ReaxFF results to the other QM
data in the training set. Figure 2 compares the ReaxFF and QM
results for various Cu-metal phases, including the 12-coordinate
face-centered cubic (fcc), 8-coordinate body-centered cubic
(bcc), 8/6 coordinate a15, 6-coordinate simple cubic (sc), and
4-coordinate diamond phase. The volume and energies of the
low-energy phases were given the most weight in the fitting,
resulting in more significant discrepancies between the ReaxFF
and QM results for the high-energy simple cubic and diamond
phases.
Figure 3 compares the ReaxFF and QM results for copper
oxide and copper hydroxide phases, indicating that ReaxFF is
capable of describing the configurational landscape of the CuIIO-
phases as well as the energetics of copper oxidation and
hydroxylation.
Parts a and b of Figure 4 describe, respectively, the ReaxFF
and QM water binding energies for [Cu(H2O)n]2+ systems and
for [Cu(OH)(H2O)n]+ systems. Of specific relevance here are
the [Cu(H2O)n]2+ systems with H2O bound directly to the Cu2+-
ions and those with H2O associated to the water ligands. ReaxFF
correctly reproduces the QM data, favoring configurations in
which one H2O associates with the water ligands instead of
directly coordinating to the Cu2+-ion in the cases with more
than 4 water ligands. The average unsigned deviation of ReaxFF
for the [Cu(H2O)n]2+ clusters (not including the irrelevant n )
1 and n ) 2 clusters) was 1.91 kcal/mol; for the [CuOH(H2O)]+
clusters we obtained an average unsigned error of 3.2 kcal/mol.
Figure 1. (a) Initial results (ReaxFF_initial) and refitted results
(ReaxFF_refit) for the comparison between QM single-point energies
for [Cu(H2O)5]2+ clusters taken from a MD-simulation using Re-
axFF_initial. Energies are plotted relative to the most stable cluster
(b) comparison between results for the refitted ReaxFF parameters to
QM single-point energies for [Cu(H2O)6]2+ clusters taken from a MD
simulation using ReaxFF_refit.
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To ensure that ReaxFF correctly describes the Jahn-Teller
distortion around Cu2+ clusters we included configurations with
a fully symmetric [Cu(H2O)6]2+ cluster (at various Cu-O
distances) and the lower-energy distorted configuration (4 short
equatorial and 2 long axial Cu-O bonds) in the ReaxFF training
set. Figure 5 shows that ReaxFF indeed recognizes the distorted
cluster as the global minimum. QM and ReaxFF both predict
low-energy inversion barriers (0.25 and 1.08 kcal/mol, respec-
tively) for the axial/equatorial exchange in the [Cu(H2O)6]2+
cluster.
3.2. MD Simulations on Cu2+/Water. 3.2.1. Cu/O Radial
Distribution and Coordination. Figure 6 shows the Cu/O radial
distribution function (RDF) as obtained from a MD simulation
at T ) 300 K on a [Cu(H2O)216]2+ system (see Methods section
for a more detailed description). The RDF has a Cu-Oeq peak
at 1.94 Å and a Cu-Oax peak at 2.27 Å. These are very close
to the EXAFS and LAXS peak positions of 1.95 Å for Cu-Oeq
and 2.29 Å for Cu-Oax.14 The peak representing the second
hydration shell is at 4.27 Å which is close to the EXAFS and
LAXS results with a mean distance of 4.17 Å.14 Thus, this
copper potential provides a good model of the Jahn-Teller
effect in copper hydrate as the water molecules have distinct
preferences for taking either the axial or the equatorial positions
rather than lying between them. This is comparable to the other
theoretical models based on sophisticated methodologies like
QM/MM12,13 or CPMD4 that could provide a satisfactory
description of the structural properties of the hydrated copper(II)
ion. A comparison of the geometrical features of copper
hydration with a few references from the literature is shown in
Table 1 (a more comprehensive list can be found in ref 4). Our
results fall well within the ranges of both experimental and
theoretical observations. Integration of the RDF to a distance
of 2.14 Å, where the RDF has a trough between the two peaks,
shows a coordination number of 3.91 (Figure 6). This roughly
corresponds to the 4 equatorial water molecules in a plane with
the copper ion. The integral reaches a coordination number of
six at 2.44 Å and retains this value until 3.49 Å, indicating
negligible water exchange between the first and the second
hydration shells during the 125 ps simulation time.
Clusters of copper with the nearest six water molecules were
visualized directly to examine their geometries. We found in
most cases that the farthest two water molecules from the copper
ion were axially opposite to each other, forming a tetragonally
distorted octahedral geometry. The few exceptions, where they
made an angle of about 90° with the copper ion, probably reflect
configurations capturing the dynamic switching of the elongation
axis (Jahn-Teller inversion).
3.2.2. Jahn-Teller InWersion. A special feature of the
dynamics of Cu2+-water interaction is the Jahn-Teller inver-
sion. Experimental studies such as electron spin resonance44
(ESR) and 17O NMR45 as well as computational methodologies
like QM/MM12,13 have shown that the axis of distortion of the
Cu2+-water cluster randomly reorients at a much faster rate
than the exchange rate of water molecules between the first
solvation shell and the bulk. Powell et al.45 used 17O NMR to
estimate τi, the mean lifetime between two inversions to be 5.1
ps. Later, Schwenk et al. suggested that τi should be less than
200 fs based on QM/MM studies.12,13 They postulated that the
Jahn-Teller inversion is an extremely fast phenomenon taking
place on a subpicosecond time scale.
Figure 2. QM and ReaxFF equations of state for Cu-metal polymorphs. ReaxFF obtains a cohesive energy of 81.2 kcal/mol for the Cu fcc phase,
compared to an experimental value of 80.7 kcal/mol.
Figure 3. QM/experiment and ReaxFF results for heats of formation and equations of state for Cu-metal, CuO, Cu2O, and Cu(OH)2 crystalline
phases. Heats of formation for the CuO(mncl), Cu2O (cuprite), and Cu(OH)2 phases were taken from experiment; the QM data was used expand
these experimental heats of formation to equations of state.
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Figure 7 shows the time evolution of the distances between two
oxygen atoms in the first solvation shell, on opposite sides of the
copper ion, during the last 75 ps of our simulation. Several distinct
intervals can be seen where one of the O-O distances is around
4.4 Å while the other two are around 3.9 Å, reflecting the
Jahn-Teller distortion. The calculation of the inversion rate was
not straightforward, because it was not clear at certain points if
the relative changes in the three distances were significant enough
to be counted as a true inversion. There were several approaches
to inversion of the distortion axis but the original orientation was
recovered within a fraction of a picosecond. We could detect 13
certain and 4 subtle inversions during the 75 ps simulation giving
a value of τi of approximately 5 ps closely matching the
experimental value of 5.1 ( 0.6 ps obtained by Powell et al.45
This level of agreement is remarkable, especially given the
difference between the ReaxFF and QM barriers for Jahn-Teller
inversion in Figure 5. Given, however, that this ReaxFF/QM
difference is well within the error margin of the QM method
Figure 4. QM and ReaxFF water binding energies to [Cu(H2O)n]2+ (a) and [CuOH(H2O)n]+ clusters (b). In the cluster notation w(x_y), x describes
the number of water molecules (or water molecules + OH) around the copper ion, while y describes the configuration number (e.g., we included
four configurations, w8_1 to w8_4, for the [CuOH(H2O)8]+-cluster). QM data were taken from ref 37. Binding energies were defined as
E([Cu(OH)y(H2O)x]) + E(H2O) - E([Cu(OH)y(H2O)x]).
Figure 5. QM and ReaxFF results for the bond distortion (bond
stretching and compression) of a symmetric [Cu(H2O)6]2+ cluster (r1
) r2 ) r3) and for the inversion path of a Jahn-Teller distorted
[Cu(H2O)6]2+ cluster. As indicated in the figure, both QM and ReaxFF
predict the distorted cluster to be about 2.5 kcal/mol more stable than
the symmetric cluster and the transition state for the Jahn-Taller
inversion is more stable than the symmetric cluster. Figure 6. Cu-O radial distribution function and integral as obtained
from a ReaxFF MD simulation on a [Cu(H2O)216]2+ system at T ) 300
K.
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employed here, it may be that ReaxFF inadvertently obtained an
inversion barrier that is more accurate than the QM result, thus
explaining the agreement with experiment.
Figure 7 also shows a few time intervals where all the three
distances are comparable to each other. A visualization of the
clusters confirmed that although the two elongated Cu2+-water
distances are mostly on opposite sides of the ion, in a few
configurations they make a 90° angle. In a few other configura-
tions, more than two Cu2+-water pairs were elongated. These
irregularities contributed to the randomness observed in a few
Figure 8. (O-Cu-O) angular distribution observed during a ReaxFF MD simulation of aqueous Cu2+, showing (a) only the six water molecules
in the first hydration shell and (b) the nearest 14 water molecules.
TABLE 1: Cu-O Distances for Equatorial (Cu-Oeq), Axial (Cu-Oax), and Second-Shell Waters (Cu-O2ndshell), the 1st and 2nd
Shell Coordination Numbers (CN), and the (O-Cu-O) Angular Distribution Peaks from the ReaxFF MD Simulations (This
Work) and as Observed in Other Theoretical and Experimental Worka
method Cu-Oeq(Å) Cu-Oax (Å) CN first Cu-Osecond shell CN second (O-Cu-O)
this work 1.94 2.27 6 4.27 12.5 90, 176
EXAFS/LAXS14 1.95 2.29 6 4.17 8
B3LYP QM/MM12,13 2.02 2.29 6 4.13 11.9 89, 173
CPMD10 1.96 1.96 5
CPMD4 2.00 2.45 5 4.03 8 90, 180
a The 2nd shell coordination number was obtained by integrating the ReaxFF RDF (Figure 6) between r(Cu-O) ) 3 to r(Cu-O) ) 4.8. The
second solvation shell peak does not completely return to zero, making the CN 2nd assignment somewhat arbitrary.
Figure 7. Time evolution of O-O distances around the [Cu(H2O)6]2+ complex during a 75 ps ReaxFF MD simulation on a [Cu(H2O)216]2+ system
at T ) 300 K.
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places in Figure 7. These have also been reported by Schwenk
et al.12,13 and illustrate fluctuations in the Jahn-Teller distortion.
3.2.3. (O-Cu-O) Angular Distribution. The structures of
the Cu2+-water solvation shell have also been analyzed by the
(O-Cu-O) angular distribution function. The first hydration
shell with 6 water molecules shows two distinct peaks at 90
and 176° (Figure 8a) as expected for an octahedral geometry.
These values match closely with both QM/MM12,13 and CPMD4
results (Table 1). Water molecules in the second hydration shell
(W2) are also structured because they form hydrogen bonds
with water molecules in the first hydration shell (W1). A direct
visualization of these structures indicates that W1 molecules
make hydrogen bonds with W2 molecules and they are not
collinear with Cu2+. Figure 8b shows the (O-Cu-O) angular
distribution for the 14 closest water molecules. The peaks at
90 and 176° are primarily due to waters in the first hydration
shell, while the peaks near 30, 60, 120, and 150° correspond to
waters in the second solvation shell (Figures 8a and 8b).
3.2.4. Cu2+ Coordination. To confirm our postulate that the
force field favors a 6-fold coordination for the Cu2+ ion in
solution, we performed a set of MD simulations with different
initial configurations. From the end point of a simulation that
included a 6-fold coordinated Cu2+ ion, we removed two axially
opposite water molecules in the first hydration shell to produce
a square planar geometry and started a new simulation from
that configuration. 5-fold square pyramidal coordination was
recovered within 11 ps and 6-fold octahedral coordination was
reached in the succeeding 26 ps. It remained 6-fold coordinated
for the rest of the simulation. We performed the same procedure
starting with a 5-fold square pyramidal configuration. 6-fold
octahedral coordination was recovered in 8 ps and the ion
remained 6-fold coordinated for the rest of the simulation. This
simulation procedure was repeated a number of times from
independent 6-fold coordinate Cu2+ ions; in all cases we found
the 4-fold to 5-fold transition to be very fast (always within 15
ps), but the 5- to 6-fold transition time had a considerably larger
variation; in one particular case the 5-fold complex survived
for the entire duration of the simulation (125 ps.).
Considering the lifetime of the 5-fold coordination in these
simulations, its existence cannot be ignored. It is reasonable to
think that copper might form a 5-fold coordination for short
time intervals during a long simulation dominated by 6-fold
coordination.
4. Conclusions
To enable large-scale reactive dynamics simulations on copper
oxide/water and copper ion/water interactions we have extended
the ReaxFF reactive force field framework to Cu/O/H interac-
tions. To this end, we employed a multistage force-field
development strategy, where the initial training set (containing
metal/metal oxide/metal hydroxide condensed phases data and
[Cu(H2O)n]2+ cluster structures and energies) is augmented by
single-point QM energies for [Cu(H2O)n]2+ clusters sampled
from a ReaxFF MD simulation. This provides a convenient
strategy to both enrich the training set and to validate the final
force field. To further validate the force field description we
performed MD simulations on Cu2+/water systems. We found
good agreement between our results and earlier experimental
and QM-based MD work for average Cu/water coordination,
Jahn-Teller distortion and inversion, and first- and second-shell
O-Cu-O angular distributions, indicating that this force field
gives an accurate description of the Cu-cation/water interactions.
We believe that this force field provides a computationally
convenient method for studying the solution and surface
chemistry of metal cations and metal oxides and, as such, has
applications for studying protein/metal cation complexes, pH-
dependent crystal growth/dissolution and surface catalysis.
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