This introduction to the special issue on Business Process Intelligence (BPI) discusses the relation between data and processes. The recent attention for Big Data illustrates that organizations are aware of the potential of the torrents of data generated by today's information systems. However, at the same time, organizations are struggling to extract value from this overload of data. Clearly, there is a need for data scientists able to transform event data into actionable information. To do this, it is crucial to take a process perspective. The ultimate goal of BPI is not to improve information systems or the recording of data; instead the focus should be in improving the process. For example, we may want to aim at reducing costs, minimizing response times, and ensuring compliance. This requires a "confrontation" between process models and event data. Recent advances in process mining allow us to automatically learn process models showing the bottlenecks from "raw" event data. Moreover, given a normative model, we can use conformance checking to quantify and understand deviations. Automatically learned models may also be used for prediction and recommendation. BPI is rapidly developing as a field linking data science to business process management. This article aims to provide an overview thereby paving the way for the other contributions in this special issue.
TOWARDS PROCESS SCIENCE
Our capabilities to store and process data have been increasing exponentially since the 1960s [Hilbert and Lopez 2011; Manyika 2011] . Today, data are collected about anything, at any time, and at any place. Moreover, the emerging "internet of things" and the rapid growth of mobile devices provide new forms of data much closer to our everyday reality (social, physical, and economical) . Figure 1 illustrates the different types of data being collected in today's world cumulating into the Internet of Events (IoE). As a result, organizations are seeking ways to exploit the information readily available hjwang@udel.edu. Permission to make digital or hard copies of part or all of this work for personal or classroom use is granted without fee provided that copies are not made or distributed for profit or commercial advantage and that copies show this notice on the first page or initial screen of a display along with the full citation. Copyrights for components of this work owned by others than ACM must be honored. Abstracting with credit is permitted. To copy otherwise, to republish, to post on servers, to redistribute to lists, or to use any component of this work in other works requires prior specific permission and/or a fee. Permissions may be requested from Publications Dept., ACM, Inc., 2 Penn Plaza, Suite 701, New York, NY 10121-0701 USA, fax +1 (212) 869-0481, or permissions@acm.org. [ Van der Aalst 2014a] . The "Big Data" hype illustrates this trend. Moreover, a new discipline has emerged: Data Science (DS). DS aims to collect, analyze, and interpret data from a variety of sources (social interaction, business processes, cyberphysical systems) [Van der Aalst 2014a; Chiang et al. 2012] . To turn data into actionable information, a comprehensive understanding of the context of the data and the ability to mine and visualize large amounts of data are essential. Therefore, the role of the data scientist is:
• to ensure that the right data is recorded and stored (provenance) and to be able to extract relevant data in a complex IT landscape, • to use a wide variety of analytical techniques to extract value (models, insights, predictions, recommendations, and visualizations) from data, and • to present the results to end users, assist in the interpretation of results, and be able to put it in context. Just like computer science emerged from mathematics when computers became abundantly available in the 1980s, we can now see that today's data tsunami is creating the need for data scientists. Although data is enabling new and exciting forms of analysis, one should not forget that in the end we would like to improve operational business processes based on data and not just collect data. Therefore, we relate DS to Business Process Management (BPM) [Van der Aalst 2013a] . BPM is the discipline that combines knowledge from information technology and knowledge from management sciences and applies this to operational business processes [Van der Aalst 2013a; Dumas et al. 2013; Reichert and Weber 2012; Weske 2007; Stohr and Zhao 2001] . BPM received considerable attention in recent years because of its potential for significantly increasing productivity and saving costs. Moreover, today there is an abundance of BPM systems. These systems are realized using generic software products that are driven by explicit process designs to enact and manage operational business processes. However, BPM is definitely not limited to BPM systems. BPM has a broader scope: from process automation and process analysis to operations management and the organization of work [Van der Aalst 2013a; Zhao et al. 2000] . On the one hand, BPM aims to improve operational business processes, possibly without the use of new technologies. For example, by modeling a business process and analyzing it using simulation, management may get ideas on how to reduce costs while improving service levels. On the other hand, BPM is often associated with software to manage, control, and support operational processes. Traditional BPM approaches do not exploit event data in a systematic way: the focus of BPM practitioners is often on modeling processes and measuring key performance indicators. However, it is obvious that the BPM discipline will become more data driven. Figure 2 shows the focus of this special issue. Next to the typical DS skills, the connection to BPM is emphasized in the figure. Next to data scientists, there is an urgent need for process scientists, who are analysts that combine BPM skills with DS skills to improve processes by exploiting event data.
BUSINESS PROCESS INTELLIGENCE
Business Process Intelligence (BPI) is on the interface between DS and BPM. BPI is closely related to topics such as Business Intelligence (BI) and Process Mining (PM).
Boris Evelson of Forrester Research defines BI as "a set of methodologies, processes, architectures, and technologies that transform raw data into meaningful and useful information used to enable more effective strategic, tactical, and operational insights and decision making." Although this definition does not exclude a process focus, BI methodologies and tools are typically not process aware.
PM aims to discover, monitor and improve real processes by extracting knowledge from event logs readily available in today's information systems as well as from corporate policy manuals [Van der Aalst 2011; Li et al. 2010; Wang et al. 2009 ]. The starting point for process mining is an event log. Each event in such a log refers to an activity (i.e., a well-defined step in some process) and is related to a particular case (i.e., a process instance). The events belonging to a case are ordered and can be seen as one "run" of the process. Event logs may store additional information about events. In fact, whenever possible, PM techniques use extra information such as the resource (i.e., person or device) executing or initiating the activity, the timestamp of the event, or data elements recorded with the event (e.g., the size of an order).
Event logs can be used to conduct three basic types of PM [Van der Aalst 2011]. The first type of PM is discovery. A discovery technique takes an event log and produces a model without using any a priori information. Process discovery is the most prominent PM technique. For many organizations, it is surprising to see that existing techniques are indeed able to discover real processes merely based on example behaviors stored in event logs. The second type of PM is conformance. Here, an existing process model is compared with an event log of the same process. Conformance checking can be used to check if reality, as recorded in the log, conforms to the model and vice versa. The third type of PM is enhancement. Here, the idea is to extend or improve an existing process model, thereby using information about the actual process recorded in some event log. Whereas conformance checking measures the alignment between model and reality, this third type of PM aims at changing or extending the a priori model. For instance, by using timestamps in the event log, one can extend the model to show bottlenecks, service levels, and throughput times.
Orthogonal to three types of PM (process discovery, conformance checking, and enhancement), one can look at the offline setting (i.e., historic data on completed cases) or the online setting (i.e., also consider event data on still running cases that can still be affected by corrective actions). For example, discovered and subsequently enhanced process models can be used for operational support and thus enable predictive analytics (e.g., predicting the remaining flow time of a case, recommending a suitable activity or resource).
Another application of the three basic types of PM is comparative process mining, which uses process cubes [Van der Aalst 2013b] to compare different subprocesses or groups of cases. The focus is no longer on a single process and a homogenous set of cases. Comparative PM can be used to identify differences between two branches of the same organization or two groups of customers. Figure 3 positions process mining as a bridge between process-centric approaches and more data-centric approaches like data mining and machine learning. It is difficult to distinguish between PM and BPI. BPI could be defined as BI with particular attention for processes. However, this is exactly what process mining is about. Therefore, we use the terms "process mining" and "BPI" interchangeably.
DS, consisting of data mining and machine learning, is concerned with four main questions [Van der Aalst 2014a]:
• Reporting: What happened?
• Diagnosis: Why did it happen? • Prediction: What will happen?
• Recommendation: What is the best that can happen?
The first two questions aim at understanding the past. The last two questions use knowledge learned from past experiences to say something about the future. Obviously, all four types of questions can be posed in the context of process improvement. Typical BPI questions are:
• What is the process that people in an organization really follow?
• Where are the bottlenecks in my business process and how to remove them?
• Where do organizations deviate from the expected or idealized process?
• What are the "highways" in my process?
• What factors are influencing the service level provide to customers?
• Can we predict problems (delay, deviation, risk, etc.) for running cases?
• Can we recommend countermeasures?
• How to redesign the process given a set of goals?
• Are noncompliant cases more costly? 
IN THIS SPECIAL ISSUE ON BPI
There is a growing interest in BPI. This is not surprising, as it is clear that management information systems need to become more process-centric while utilizing the event data at hand. This special issue presents state-of-the-art results in BPI. Out of 23 submissions, 8 articles were accepted after an initial screening and multiple rounds of reviews and revisions. A brief overview of these articles is given next.
Two articles are related to the process discovery aspect of BPI. In "On the Discovery of Declarative Control Flows for Artful Processes," Di Ciccio and Mecella focus on the study of artful processes, where decisions are based on the experience, intuition, and knowledge of the process actors. Compared with operational business processes, artful processes are much less structured, very flexible, and even completely unknown a priori. The authors propose an algorithm to automatically discover artful processes, which is critical for better understanding knowledge-intensive artful processes and providing improvements in many scenarios. Wang et al. present a unique application of PM to knowledge management for online Q&A communities in "An Analytical Framework for Understanding Knowledge Sharing Processes in Online Q&A Communities." They innovatively assign dialog act tags to posts in discussion threads and treat each thread as a process instance of dialog act tags. Then, different process patterns are discovered and analyzed to identify patterns that are more likely to lead to helpful knowledge sharing.
Conformance checking is another important part of BPI. In "Compliance Checking of Organizational Interactions," Jiang et al. look into the problem of regulatory process compliance checking. They propose a normative structure named Norm Nets (NNs) to formally model narrative process regulations and develop mechanisms to automatically check process compliance by mapping NNs to colored Petri nets. Their approach enables the systematic analysis of process compliance with dynamic interrelated regulations and business partner interactions.
The next two articles investigate the intelligent task-agent assignment problem in BPI. In "Process Analytics Approach for R&D Project Selection," Silva, Ma, and Yang, propose a research analytics framework to facilitate the reviewer assignment task in the scientific proposal selection process. Text mining and clustering techniques are used to cluster proposals and social network analysis and bibliometric analysis are applied to generate reviewers' network with no conflict of interests and their research qualification scores. Based on that, a reviewer assignment function is developed to optimize the research relevance between proposals and reviewers. In "Mining Agents' Goals in Agent-Oriented Business Processes," Yan et al. propose a framework to mining process agents' goals from process event logs. Belief-Desire-Intention (BDI) logic is used to formally represent agents' goals and a goal-mining algorithm is developed. This framework can be used to detect and analyze inconsistencies between the design and execution of business processes in terms of agents' goal and overall process goal, which facilitate process improvements and redesign.
The data perspective of BPI is discussed in the following two articles. In "Classification Models for RFID-Based Real-Time Detection of Process Events in the Supply Chain: An Empirical Study," Keller, Thiesse, and Fleisch aim to address the noisy process data problem in RFID-enabled supply chains. A number of data mining techniques have been applied to filer and aggregate RFID raw data and a customized decision-rulebased classifier is developed. The method proposed in this article can greatly improve the process data quality and thus pave the way for better real-time process monitoring and optimization. Business process integration has been an important issue for B2B collaboration. In "A Dataflow Perspective for Business Process Integration," Guo, Sun, and Vogel propose a dataflow formalism to facilitate interorganizational process integration, which provides a set of constructs to model interorganizational data exchange and a method to calculate public dataset to facilitate collaboration.
Lastly, Partington et al. present a comprehensive case study of applying process mining to the administrative and clinical data from four healthcare providers in "Process Mining for Clinical Processes: A Comparative Analysis of Four Australian Hospitals." This case study provides many useful insights into conducting practical process mining projects.
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