This paper proposes a Bayesian networks technique and a heuristic search method for retrieving the most relevant documents, by combining the user profiles with the document details in matching the given query words. This proposed technique helps users to retrieve the documents in the descending order relevant to their needs, as the users can specify their requirements through a set of query words of interests along with heuristic information regarding the required documents. This technique stores heuristic information in both document profiles and user profiles. Then Bayesian networks are used to order documents in the descending order of users' relevancy. We have completed the experiment with 850 document records in the faculty library. Experimental results show that there are two factors that might have some effects on the results. The first factor is the sampling of the documents by the system itself and the second factor is the document number relevant to the users' needs.
Introduction
Information Retrieval (IR) is a collection of organized information that the users can access according to their needs [1] [2] .
Identifying the relevant documents from all documents in the database is a basic problem of the retrieving process. Normal retrieving systems use exact match to retrieve the documents, by matching query Vol.16, No.3
As a result, the users have to spend more time, browsing through long lists of results. Therefore, this paper presents a heuristic search in retrieving relevant documents from the document space [3] . Using heuristic search is based on A algorithm and Information Retrieval A (IRA) algorithm associated with a probability technique for retrieving the relevant documents. These two algorithms update the probability function along the way as the search proceeds. Moreover, this technique stores both document profiles and user profiles as the heuristic information which include certain information, such as educational level, the field of study, and so on [4] . Then, Bayesian networks are used for sorting the documents in descending order of the users' relevancy.
A
?
Algorithm for Retrieving Documents
The A algorithm for searching a document space is a practical tool for solving problems in many problem spaces which can be represented by a graph [3] [5] . A algorithm is used to calculate the minimum cost of a given node from a start node to a goal node by using heuristic information related to the cost of an unidentified solution for any node in a graph during the search. This function is an estimate of the arc costs from the start node to the goal node which can be represented by the following formula: [6] f * (n) = g * (n) + h * (n),
where g * (n) is an estimated minimum arc costs from the start node to the node n, and h * (n) is an estimate of h(n) which is an actual arc costs from the node n to the goal node, based on heuristic knowledge.
3 IRA Algorithm and the Heuristic Function for IRA IRA algorithm is based on A algorithm of information retrieval. The difference between IRA and A is that IRA is used to search for multiple goal nodes from a set of nodes that represent the total of documents.
IRA algorithm uses two lists named OPEN and CLOSE. The OPEN list is used for storing the nodes at the present state. In contrast, the CLOSE list stores the expanded nodes.
According to A Algorithm, it can be defined as a heuristic function of IRA as follows:
where b is the number of documents which are already evaluated. a is the number of evaluated documents which are relevant to the users' needs, and G is the number of documents expected to be relevant to the users' needs. Therefore, g * (n) represents the costs or the number of the evaluations where the documents in the node n occur, and h * (n) represents the estimation of the number of documents need to be retrieved from the node n until the relevant document is found (for example G-th document). Any node that has the minimum of f * (n) will be expanded.
Heuristic Function for Searching the Document Space
Searching documents usually involve the query words which represent each document. A and IRA algorithm help the users to retrieve the documents by continuously updating the probability of the relevant documents, and the use of heuristic information.
The problem of searching documents in the document space is, if there are gooduery words, the result will be 2 q − 1 of document sets. With a large amount of document sets, the users cannot define the group of query words to get a satisfactory results. There are the technical terms used for this algorithm [6] .
The query words are terms in the node in document space.
Lattice nodes are a group of nodes that represent documents. And each node represents the depth or the level of sampling evaluated as being relevant.
Lattice node sampling is the procedure that collects samples from retrieved documents that are relevant to the users' needs. Lattice node sampling is the sampling with a replacement.
When considering the link among lattice nodes, retrieved documents may have some similar features within the lattice nodes. If the lattice node sampling is the node A, and the document D has already been retrieved, then the lattice node B is the subset of the node A. Therefore, the document D needs to be a member of node B, and this node is called an actual sampling node.
Let us assume that there are 5 features 4 , and f 5 . If the document D has the same features or properties like the node with features f 1 f 2 f 3 f 4 f 5 , and it is retrieved, then the probability value of the nodes with features Term weighting is calculated using heuristic information collected from the users and added back into the system in order to arrange the result of documents in relevant order. Therefore, this paper uses the Bayesian theory called term weighting function for ranking the documents. According to Bayes' theorem for information retrieval, it can be described in the following basic network form [7] .
One or more document features to examine is f ij . The node with t i represents the event that the document is relevant to the topic t i . The node with f ij represents the event that the feature f ij appears in the document.
From the Fig. 1 , the two probabilities need Vol.16, No.3 to be specified as follows:
• P (t i ) is the probability that the document is relevant to the topic t i called the prior probability.
• P (f ik |t i ) of each feature given in each topic is the probability that the feature appears in a document, when the relevant document to the topic t i called the conditional probability is given.
In order to find the probability of the documents relevant to the topic t i given the existed features f ij in the documents, Bayes' rule can be used directly. Therefore, the topology in Fig. 1 is called simple Bayesian inference as follows:
(3) However, we only need to rank the documents by the posteriors, Bayes' rule can be simplified as a linear decision rule as follows: (4) where I(f ik ) is an indicator variable which equals 1 or 0, only if f ik exists in the document and if f ik does not exist in the document, respectively.
w(f ik , t i ) is a coefficient to a specific feature f ik and topic t i pair, used for ranking the documents in descending order of the posterior probability.
Therefore g(t i |f i1 , . . . , f im ) can be defined as the summary of weights of the features which exist in the documents. This approach is called term weighting.
Experiments and Considerations
According to A * and IRA algorithm as previously mentioned, the search in the document space occurs by creating the model, the use of this heuristic technique for information retrieval system, and the use of Bayesian networks for ranking the documents.
Let us suppose that we used a database system with 500 documents, and 400 query words. Theoretically, if a user enters the following 4 query words into the information retrieval system; Network, Communication, Image, and Digital. The system then creates the lattice nodes for these 4 words, and creates the relationship between each node and its documents in the database as Fig. 2 . Consequently, with 4 query words that the user entered, there were 215 recovered documents from 500 documents.
Determination of the goal node
After creating the lattice nodes, the system randomizes the lattice node sampling by starting from the appropriate level of searching according to the following criterions:
The levels of lattice nodes generated are defined as:
Level 1: Every node that has any document with one of the same word as the user enters. Level 2: Every node that has any document with two of the same words as the user enters. Level 3: Every node that has any document with three of the same words as the user enters. Level 4: Every node that has any document with four of the same words as the user enters, and so on.
The searching process starts to sample the lattice nodes by using this equation:
Number of Query Words 2 .
(5) Therefore, in order to limit the number of nodes at the selection of the first node, we identify which lattice nodes in the lower level will be defined. The lower level nodes do not need to be examined because they have so little probability of being relevant to the users' needs.
According to this situation, the searching started from Level 2. By using IRA algorithm, the system would OPEN the nodes in the circled area and CLOSE the upper nodes which were in Level 1. Level 3 and Level 4 were the successor nodes which had not yet been examined.
In order to use the original heuristic function with the Bayesian networks theory, the new heuristic function is as follows:
where n is the evaluated node at the time, N Ret is the number of documents that are sampled from the node n. N Rel is the number of documents that are sampled and relevant to the users' needs, and N Doc is the total documents in each node. The criteria for choosing a node is that the node should be in the OPEN set and has the properties as follows: "r": the number of the relevant documents to the users' needs in the node number (5), (11), (12), and (15), respectively. "s": the number of the sampled documents in the node number (5), (11), (12), and (15), respectively. "Rel": Relevancy. "N-Rel": Non-Relevancy.
The experiment was initially of the type defined in case (3), therefore the sampling started at the node number 5, "Network and Communication" node. This node was the lattice node sampling. Therefore, actual sampling nodes were the node that had the link with the lattice node sampling (Every node in Level 3 and Level 4 which had the words Network and Communication, the node number 11, 12, and 15).
The system sampled the documents in the chosen lattice node s documents, for example, 25% of all documents. Eventually, the users examine if the retrieved documents satisfy their needs. For example, the node number 5 had 78 documents. If we sampled 25% of all documents, we could get 19 documents for the users to examine as Table 1 .
From Equation (2) , in this case G value was 25. In order to examine the goal node, we consider that the approximation of the relevant documents is greater than or equal to the G value. For this example, the approximation of the node number 5 equaled 6/19 × 78 = 24.63 which was less than 25, thus the node number 5 was not the goal node. Also, the system needs to consider the other nodes.
At first, if the node number 5 had f * (5) = null, then the system examined this node and evaluated the sampled documents in this node and the others in the lower levels which had the words Network and Communication. Therefore, in the first iteration, the system updated f * (5), f * (11), f * (12), and f * (15).
For example, f * (5) was updated from null to 0.50, then 0.52, and so on. Until finally this node had f * (5) = 0.49. As well as, the nodes in the lower levels, and others which are examined in the next iterations until the goal node is found. The probability value of every node will be updated, followed by f * (n) function as Equation (6) . The system records f * (n) for each node in the next examination. Then node number 5 was deleted from the OPEN set and the system expanded the OPEN set to cover the successor nodes of the node number 5 which were the node numbers 11 and 12. Therefore, the OPEN set had node numbers 6, 7, 8, 9, 10, 11, and 12 for the next iteration of search. Then the node number 6 was selected in order to examine and update the probability value of the documents within this node. Finally, the system updates f * (n) along the way the Vol.16, No.3 search is proceeded. The node with the minimum f * (n) is found as a goal node. The system then examined the nodes until the node number 12 was found as a goal node, as shown in Fig. 2 . This node has 29 documents relevant to the users' needs which is higher than G. Finally, every document in the node 12 which had these 3 query words; Network, Communication and Digital was shown to the users (by using Bayesian networks). Thus, these 3 query words were the appropriate words for this searching procedure.
This algorithm is terminated when the goal node is found or the relevant documents have been retrieved.
Before the system processes the Bayesian networks procedure, it will use some heuristic information from the users such as the user profiles which also include: educational level, the field of study, familiarity with the area of inquiry, language capabilities, journal subscriptions, reading habits, and specific preferences. The user profiles will be compared with the details of documents. For example, if one user graduated from Computer Science and the candidate documents also match the query words which this user already entered. In contrast, the subject of the candidate documents did not match with "Computer Science", therefore those documents will be deleted from the candidate documents list. The user profiles information will help the system of which some documents that do not match the users' information have been rejected. Table 2 shows the sampling of the documents in each node in the lattice nodes and includes Precision, and Recall for each node.
Experimental Results
According to Table 2 , the node number 12 had the appropriate set of query words for retrieving. This node had Precision = 0.46 and Recall = 0.80 as later mentioned. This experiment used a heuristic search, which focuses on retrieving the most relevant documents to the users' needs. Therefore, Recall must be considered. The node number 5, 9, and 12 that had the highest Recall, must be Vol.16, No.3 firstly considered. If these 3 nodes have the equal value of Recall, then we consider the node which has the highest Precision. Thus, the node number 12 was chosen as a goal node.
After the node number 12 had been considered to be the goal node, the documents in this node will be ranked by Bayesian networks using linear decision rule [Equation (4)]. The document ranking process can be separated in 2 types:
(1) Ranking by fields in the document details such as author, title, publisher, subject, edition, etc. Therefore, the features are f 1 , . . . , f 5 , I is 0 or 1 and w is the order of document features that the users want to rank. This calculation can be used if the users enter the document details. (2) Ranking by query words that the users enter. This weighting process can be used with keywords, synonyms, or abbreviations. The first word that the users enter receives the highest weight, and the weight will decrease in descending order.
The system calculates each document weight, for example, in the case of calculating from the users' entered four query words as shown in Table 3 . Fig. 3 The list of the relevant documents and their total scores, as a final result.
Doc had a higher total weight than N 
The Effectiveness of the Information Retrieval System
The heuristic search has a goal to retrieve the most relevant documents to the users' needs and skips non-relevant documents. When this system retrieves the documents from the database, the next step is to evaluate whether the retrieved documents are correct and relevant to the users' needs. There are many methods to measure the effective of the IR system. However, there are the two most popular methods, that are Precision and Recall [8] .
Precision(P ) is the ratio of the number N rel of the retrieved documents that are relevant and the number N total of the retrieved documents.
Recall(R) is the ratio of the number N rel of relevant documents that are retrieved and the number N exist of the relevant documents in the database.
Precision measures the ability of the system to reject non-relevant documents to get the most precision in the retrieving method. In contrast, Recall measures the ability of the system to retrieve the relevant documents from the database. It cannot be concluded that the system should have one value higher than another. It depends on the users' requirements. For example, if one user is interested in a high Precision value, the user should enter many query words in order to get a shorter list of documents, but there is a high possibility to be relevant to one's need. On the other hand, if the user is interested in a high Recall value, then the user should enter few query words. We can combine Precision and Recall into only one number called E-Measure as: [9] 
where P is Precision and R is Recall, while b is the measurement of relative importance of P or R. For Example, b = 0.5 means that the user is twice as much interested in Precision than Recall. In order to compare the efficiency of the new system with AND system and OR system, we considered two types of the following evaluations:
(1) The comparison of average values of Precision, Recall, and E-Measure calculated from each document on the list of the result in 20 groups of query words entered to three systems as shown in Table 4 and Fig. 4 . (2) The comparison of the influence of increasing query words from 3 to 7 words gives to Precision (a), Recall (b), and E-Measure (c) in three systems as shown in Fig. 5 .
The better systems will have a lower value of E-Measure. At the same time, both Precision and Recall need to be higher than the others for the better systems. Fig. 4 The average values of Precision, Recall, and E-Measure compared in three systems, in case of 3 to 7 query words are entered, and b = 0.5.
Conclusion
Algorithms A and IRA are applied in searching documents in the document space. These algorithms are able to find the node which has the appropriate set of query words linked to the real documents. Therefore, the goal node which is expected to have relevant documents is found. The users get the relevant documents result list from ranking procedure by using linear decision rule from Bayesian networks. The other procedure, that some heuristic information is used in the given retrieval system, is the user profiles.
Moreover, during searching goal node of the system, the users help the system judge the sampling documents whether they are relevant to their needs. Then the system uses this information from the users in updating the probability of each document in the lattice nodes and the actual sampling nodes. We find that there are two main factors that have some effects on the ability to find a good result, namely, the sampling, and the given number of documents expected to be relevant from the users. 
