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Abstract
Magnetic memory and logic technologies promise greater energy
efficiency and speed than conventional, semiconductor-based elec-
tronics. To date, electrical current has been used to operate such
devices, although voltage-control may be a more efficient way to
control magnetisation. One route to achieving voltage control
of magnetisation is to use a hybrid piezoelectric/ferromagnetic
device in which a voltage applied to the piezoelectric induces a
strain in the ferromagnetic layer, which in turn induces a magnetic
anisotropy. In this thesis such hybrid devices are used to investi-
gate the control of magnetisation by inducing uniaxial anisotropy
in the ferromagnetic layer.
One material that shows promise for use as the ferromagnetic
layer is Fe81Ga19. This material is attractive since it contains
no rare earth elements, and in bulk crystals has been shown to be
highly magnetically responsive to strain. This thesis investigates
the magnetic properties of epitaxial Fe81Ga19 thin films grown by
molecular beam epitaxy and it is demonstrated that these thin
films retain the attractive magnetostrictive properties previously
observed in bulk crystals. The presence of strong cubic magne-
tocrystalline anisotropy in the layers is exploited to demonstrate
the non-volatile switching of magnetisation using strain-induced
anisotropy in the absence of an applied magnetic field.
This thesis shows also the manipulation of magnetic anisotropies
and control of the configuration of magnetic domains and domain
walls in Fe81Ga19 at a range of different lateral dimensions, from
50µm to 1µm. It is shown that as the lateral dimensions of the
device structures studied are reduced the domain configuration
appears more regular, and that strain-induced anisotropy is more
able to control these domains. In wires around 1µm in width it
is shown that growth strain relaxation by lithographic pattern-
ing induces sufficient anisotropy to cause a change in the domain
configuration of the wire studied.
Finally, this thesis begins to investigate how inverse magnetostric-
tion can be used to tune the behaviour of domain walls in wires
1 µm wide and narrower. Experimental control of the field required
to depin a vortex domain wall from a notch in a 1 µm wide Co wire
is demonstrated. Using micromagnetic simulations it is shown that
a large degree of control over the depinning of domain walls from
notches in wires 1 µm wide and narrower is possible. The influence
of in plane uniaxial magnetic anisotropy on the domain wall veloc-
ity in wires supporting in plane transverse domain walls driven by
an external magnetic field is also investigated. Work previously
done on the effect of uniaxial anisotropy on domain wall velocities
close to Walker breakdown is extended in this thesis and in inves-
tigating the velocity and structure at driving magnetic fields far
above walker Breakdown a second peak in domain wall velocity is
observed, a phenomenon previously observed in wide wires, and
wires under the influence of a transverse magnetic field.
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Chapter 1
Introduction and Background
Theory
1.1 Introduction
Spintronics is a field of physics which seeks to investigate and exploit both
the spin and charge of electrons. The beginnings of this field were set down
as early as 1856 when William Thomson (later Lord Kelvin) observed [1] that
the resistance of a ferromagnetic material was dependent on the direction of
the magnetisation within the material with respect to the current direction,
a phenomenon that came to be known as anisotropic magnetoresistance, or
AMR. A schematic of AMR is shown in figure 1.1 (a). Sensor concepts using
the effect were developed as early as 1971 [2], but it was not until 1990 that
AMR sensors were used in the read heads of commerically available hard disk
drives in the IBM 9345. Development of AMR-based read heads continued
throughout the 1990s [3] although the relatively small magnetoresistance of a
few per cent limited areal data densities to around 5 Gb/in2 [4]. As demands
on hard drive capacities increased, so too did the required sensitivity in read
heads. It became apparent that simple AMR devices were no longer sufficient.
AMR is discussed in greater detail in section 1.2.6.
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Figure 1.1: (a) Schematic representation of AMR. The maximum change in
resistance typically is achieved when the magnetisation is rotated from parallel
to perpendicular to the current direction and vice versa. (b) A GMR stack.
A non-magnetic spacer layer separates two ferromagnetic layers. One of the
ferromagnetic layers is often pinned to create a spin valve. (c) The greatest
change in resistance in a GMR device is achieved when the magnetic moments
in each ferromagnetic layer are oriented antiparallel to each other.
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The solution to the problem of hard drive data densities came in the form
of a new spintronic phenomenon: Giant Magnetoresistance (GMR). The ini-
tial discovery in Fe/Cr multilayers and [5] Fe/Cr/Fe sandwiches [6] showed
a magnetoresistance of around 13 % at room temperature. This was soon
greatly surpassed in Co/Cu layers with a GMR of 65 % [7]. GMR can be
understood in terms of the Mott two current model of conductivity of fer-
romagnets [8]. Current in ferromagnets is carried independently by spin-up
and spin-down electrons. These two current channels have different scattering
rates as the d electrons provide a spin-dependent reservoir of states into which
the current-carrying s-p electrons can be scattered. The difference in density
of states at the Fermi energy of the spin-up and spin-down electrons results in
the spin-dependent scattering rate. In a magnetic multilayer system, shown
schematically in figure 1.1 (b), the resistance depends on the angle between
the directions of the magnetic moments of each layer, and the system will typ-
ically have a lower resistance when the magnetic moments of each layer are
parallel then when anti-parallel (figure 1.1 (c)). For hard-drive sensor applica-
tions the concept of the spin-valve was introduced [9] in which one of the layers
is fixed or pinned, relative to the other, free, layer. This pinning is typically
achieved by altering the coercivity of the pinned layer, or exhange coupling it
to an antiferromagnet [10]. The first GMR-based hard drives were brought to
market in 1997 (IBM DTTA-351680 HDD). GMR-based hard drives are now
capable of reading disks with areal densities of around 100 Gb/in2 [8].
The GMR sensor itself was also superceded by sensors based on tunnelling
magnetoresistance (TMR). TMR was first observed at low temperature in
1975 [11] in ferromagnetic thin films separated by an insulating tunnel barrier.
A schematic of a simple TMR structure is shown in figure 1.2 (a). Electrons
may only tunnel through a barrier if there are sufficient unfilled states to which
they may go. In a TMR device, if the magnetic moments of the ferromagnetic
layers either side of the tunnel barrier are aligned parallel to each other, the
majority (minority) spins in the first layer may tunnel into the unfilled states
of the majority (minority) spins in the second layer. If the magnetic moments
of the two ferromagnetic layers are however aligned anti-parallel the majority
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(minority) spins in one layer may only tunnel into the minority (majority)
spin states of the second layer. This shown schematically in figure 1.2 (b).
The dependence of conductivity on the product of the density of states at the
Fermi level of the two ferromagnetic layers then results in the TMR effect.
In terms of spin polarisation P = [D↑(EF ) − D↓(EF )]/[D↑(EF ) + D↓(EF )],
where D is the density of states, the TMR ratio can be written as Julliere’s
formula:
RTMR =
2P1P2
1− P1P2 (1.1)
where P1 and P2 are the spin polarisations for the first and second ferromag-
netic layers respectively [11, 12]. Interest in TMR was re-ignited after the
discovery of GMR and the realisation that the effect could be of technologi-
cal and commercial interest. Initial room temperature observations of TMR
in 1995 [13, 14] using an alumina tunnel barrier showed an effect only com-
parable to existing GMR-based devices. It was not until MgO-based tunnel
barriers, which allowed coherent tunnelling, were developed that magnetore-
sistance ratios of 200 % were reported [15]. TMR has since been incorporated
into spin-valve-type devices known as magnetic tunnel junctions (MTJs) [16].
Hard drives using TMR-MTJ technology have achieved areal densities of up
to 300 Gb/in2 in 2006 [17].
Despite the successes of hard drives, their limitations are becoming apparent
in terms of access times, energy consumption, and mechanical reliability [18].
Spintronics may yet however have an important role to play in the future of
computer memory and storage. One of the most promising spintronic contri-
butions is magnetoresistive random access memory (MRAM)[19, 20, 21, 22,
23], which utilises the TMR-MTJ spin-valve technology originally developed
for hard drives. Rather than having one read-head that searches a magnetic
platter, MRAM has thousands or millions of spin-valves which can each be
individually accessed and turned on, binary ’1’, or off, ’0’. MRAM was first
made commercially available in 2006 (Everspin MR2A16A) [24]. This first
generation of MRAM used magnetic fields due to current carrying lines close
to the MTJs to switch the magnetisation in the MTJ. A schematic of this
4
Figure 1.2: (a) Schematic representation of a simple TMR stack. Two ferro-
magnetic layers are separated by an ultrathin tunnel barrier. (b) A change
in resistance of around 200 % may be achieved due the dependence of con-
ductivity on the density of states of the two ferromagnetic layers. If the
magnetic moments of the ferromagnetic layers either side of the tunnel bar-
rier are aligned parallel to each other, the majority spins in the first layer
may tunnel into the unfilled states of the majority spins in the second layer.
If the magnetic moments of the two ferromagnetic layers are however aligned
anti-parallel the majority spins in one layer may only tunnel into the minority
spin states of the second layer.
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arrangement is shown in figure 1.3 (a). In an array of such MTJ bits currents
I1 and I2 are pulsed in such a way that only the target bit at the cross point
of the two lines is switched. The resistance of the MTJ is read via a separate
current path.
Figure 1.3: (a) Field-switching MRAM uses the stray fields due to two current
carrying lines (I1 and I2). The dashed lines represent the stray field due to
the current in the two lines. The bit at the cross-point of those two lines is
switched. The bit is read by a separate current path. (b) STT-MRAM uses
spin-transfer-torque to switch bits using current I1. A bit can be read using
a lower current along the same current path.
Later implementations of MRAM have used the spin-torque effect to switch
the magnetisation in MTJ bits. The spin-torque effect, or spin-transfer torque
(STT) was initially predicted in 1996 [25] and later demonstrated experimen-
tally in Co/Cu/Co multilayers and pillars[26, 27]. When a spin-polarised
current passes through a ferromagnetic conductor there is a torque on the
conductor due to the transfer of angular momentum from the polarised cur-
rent. At sufficiently high current densities (typically around 1× 1010 A/m2
[28]) the torque is able to flip the magnetic moment of an individual domain.
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In the context of an MRAM MTJ [29], the current is passed through the fixed
or pinned layer of the MTJ, and the resulting spin-polarised current is capa-
bale of switching the magnetic moment of the free layer. Using the spin-torque
effect to switch a magnetic bit has the immediate advantage of removing the
need for an inherently de-localised magnetic field to write individual bits in
the memory scheme. A schematic of a simple STT-MRAM scheme is shown
in figure 1.3 (b). In this situation each bit is connected to a bit and a word
line, which are capable or carrying a low current for read operations, and a
high current for write operations.
The main appeal of MRAM technology over conventional RAM is that it is
non-volatile, meaning that it does not require a constant supply of power to
retain information. MRAM has the added appeal that as long as write voltage
as are kept sufficiently low (roughly 400 mV [30]) to prevent dielectric break-
down of the MgO tunnel barrier, there is no apparent wear-out mechanism,
leading to an unlimited read/write endurance. In addition to non-volatility
the use of magnetisation rather than electrical charge to store data means
that magnetic technologies such as MRAM have enhanced radiation hardness
when compared to purely electrical system [31]. The key weakness in MRAM
radiation hardness is the MgO tunnel barrier [20] which can be affected by
charges induced by heavy-ion bombardment. A comparison of different mag-
netic and non-magnetic memory technologies is shown in table 1.1. Despite
the apparent success of MRAM, a major challenge for the future may be
the development of an MTJ memory cell that is compatible with the mini-
mum sized transistors required for sufficiently high-density memory [32]. At
smaller device sizes heat dissipation can also become more of a problem [33]
as the high currents and small volumes involved, along with the fact that
thermal conductivity and rate of radiation both scale with area, can increase
temperatures to the point that reading and writing operations are disturbed.
One solution to the possible problems of the future of MRAM is the Race-
track memory concept proposed and developed by the team of Stuart Parkin
at IBM [34, 35]. The simplest racetrack memory concept involves the STT-
driven movement [36] of domain walls along nanowires of in-plane magnetised
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material which can then be read using an MTJ sensor. A schematic of this
simple racetrack arrangement is shown in figure 1.4 (a). Subsequent devel-
opments included the use of perpendicularly magnetised ultrathin layers of
Co deposited on a Pt layer to enhance domain wall velocities [32] while the
most recent iteration of the concept ‘Racetrack Memory 4.0’ also incorporates
a synthetic antiferromagnet (SAF) in which two perpendicularly magnetised
sub-racetracks are antiferromagnetically coupled via an ultrathin Ru layer
[37]. This is shown schematically in figure 1.4 (b). The layers in this SAF can
be tuned to reduce the net magnetic moment of the racetrack to almost zero,
and produce domain wall velocities of close to 1000 m/s. That the domain
walls in these SAF racetracks have no net magnetic field means that they
can be packed more closely together than in a ferromagnetic racetrack. This
combination of properties means that this Racetrack Memory 4.0 may offer
a highly efficient, high-speed storage and memory solution. To achieve data
density and cost comparable to magnetic disk drives a SAF racetrack must
store approximately 100 domain walls. Storing multiple bits per cell in this
way would also allow racetrack memory to reach a density around 100 times
that of MRAM. A key promise of racetrack memory has been its suitability
for 3D operation since a racetrack should in principle work whether it lies
parallel or perpendicular to the plane. Although this may be achieveable by
deposition of material on the side walls of deep trenches [32], this aspect of
the racetrack concept has yet to be fully demonstrated.
The Racetrack memory concept encodes information as regions of magneti-
sation, separated by domain walls. It is however also possible to encode
information in the domain walls themselves [38] such as the chirality of the
vortex domain walls formed in wider and thicker wires [39, 40] which can be
set by the wall nucleation method [41]. These two chiralities could represent
the 0 and 1 in a binary system.
Throughout the development of magnetic memory and storage technologies,
an electrical current has been used to manipulate the magnetisation. In hard
drives[44] and early MRAM devices[45] control of magnetisation was achieved
through the stray magnetic field due to a current carrying wire. Use of STT
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Figure 1.4: (a) Racetrack 1.0 used in-plane magnetised material combined
with MTJ readout. (b) The most recent Racetrack 4.0 incorporating out-of-
plane magnetisation, a Pt seed layer and Ru spacer layer to achieve higher
densities and higher domain wall velocities. (c) Represenation of 3D Racetrack
1.0. One of the main appeals of racetrack memory is the possibility for 3D
storage.
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Table 1.1: Comparison of magnetic and non-magnetic memory technologies.
STT-MRAM compares favourably with SRAM and DRAM. Data from [42],
except racetrack from [43]
SRAM DRAM Flash STT - MRAM Racetrack
Endurance Unlimited Unlimited 105 Unlimited Unlimited
Read/write
time (ns)
1 30 100/106 2-30 10
Density Low Medium High Medium High
Write
power
Medium Medium High Medium Medium
Standby
power
High Medium Low Low Low
to control magnetisation has reduced the negative impact of stray fields as
current-carrying lines can be magnetically shielded although the current den-
sities required for STT switching of magnetisation are comparable to those
which result in significant heating of the MTJ [46]. This heating can cause
problems due to erroneous switching of magnetisation, particularly as device
sizes are reduced to achieve higher areal densities[47]. The current-heating
also represents wasted energy, which must be reduced to achieve higher ef-
ficiency memory systems. To minimise these current-heating effects, electric
fields rather than electric currents are being targeted as possible technologi-
cal solutions. Electric field-based magnetisation control solutions may reduce
the energy dissipation in a device by a factor of 100 over that of STT-based
devices [48].
Other possible variants of MRAM that build on STT-MRAM exist. One
example is a STT-based, 3-terminal device [49, 50] which uses an additional
terminal to reduce the voltage that needs to be applied across the dielectric
in the MTJ. 3-terminal devices have also been proposed that incorporate the
motion of a domain wall as the switching mechanism [51] (see figure 1.5).
Novel MRAM schemes have also been proposed which use the spin-Hall effect
[52], or spin-orbit torques [53] as the magnetisation switching mechanism [54],
although current densities required in these schemes are relatively high, being
10
around 5× 1011 A m2[53].
Figure 1.5: 3-terminal domain wall MRAM. Two ends of the free layer are
fixed by a pinning layer, and a domain wall is moved within the free region
between the two fixed regions. The free region forms a moveable free layer in
an MTJ stack.
1.1.1 Electric Field Control of Magnetisation
Means of electric field control of magnetisation fall into two broad areas:
direct and indirect [48]. Direct methods of magnetisation control include the
modulation of carrier concentrations in magnetic semiconductors, the use of
interface effects in ultrathin metallic films, and magnetoelectric coupling in
multiferroic materials. Indirect methods of magnetisation control typically
involve using magnetoelastic coupling to control magnetic properties through
the application of an electric field to a piezoelectric actuator.
In ferromagnetic metals electrical field control of magnetisation in bulk mate-
rials is prevented by electric field screening by the high carrier concentration in
these metals. The carrier concentration in semiconductors is typically several
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orders of magnitude lower than that found in metals, which allows for electric
field control of those carriers. In some semiconductors the charge carriers also
determine the magnetic properties of the material which allowed the demon-
stration in 2000 of the manipulation of the magnetic phase transition in a thin
film of the ferromagnetic semiconductor (In,Mn)As [55]. Similar electrical
control of the Curie temperature and saturation moment was later demon-
strated in (Ga,Mn)As [56]. Investigations into ferromagnetic semiconductors
have since expanded beyond III-V semiconductors to include group II-VI [57]
and group IV [58] materials. An important functionality was demonstrated in
the electric-field-modulation of magnetic anisotropy to achieve magnetisation
manipulation [59] and field-assisted switching of magnetisation [60]. A key
limitation in ferromagnetic semiconductor development has been the Curie
temperature, the highest of which is only around 170 K [61].
The progress made in electrical gating of ferromagnetic semiconductors en-
couraged studies of electrical control of metals which tend not to be limited
by low Curie temperatures. As has been noted, screening in bulk ferromag-
netic metals inhibits electric field control of magnetic properties. In thin films
of FePt and FePd, however, it was demonstrated in 2007 that electric fields
could modulate coercivity at room temperature [62]. Following this result
studies of spin-dependent screening in metallic ferromagnets led to further
demonstrations of electric field-induced control of magnetic anisotropy, which
was attributed to the modulation of interface magnetic anisotropy[63, 64].
A significant demonstration using BiFeO3 was the electric-field-induced mag-
netisation reversal in a ferromaget-multiferroic heterostructure in which the
BiFeO3 was coupled to the ferromagnetic metal Co9Fe1 [65, 66]. Modulation
of interface charge carrrier density has also been shown to modify the surface
magnetic anisotropy of ferromagnetic metals via spin orbit coupling due to
the change in relative electron occupancy of the 3d orbitals [67]. This effect
has been demonstrated recently in a number of systems[68] including Fe [63],
Ni [69], and Fe40Co40B20/MgO/Fe40Co40B20 tunnel junctions [70, 71].
A voltage across a multiferroic in a ferromagnetic/multiferroic heterostruc-
ture may cause an alteration in the exchange interaction between the two
12
components of the structure. In this case the exchange coupling between the
spins of the ferromagnet and the uncompensated spins of an antiferromagnetic
multiferroic gives rise to an exchange bias, characteristic of such a ferromag-
netic/antiferromagnetic interface. An electric field can then be used to control
the antiferromagnetic spin orientation. Control of the exchange bias in this
way has been demonstrated in multiferroic heterostructures using BiFeO3[72],
YMnO3 [73] and LaMnO3 [74]. Room temperature control has been achieved
in multiferroic heterostructures incorporating the magnetoelectric ferromag-
net Cr2O3. That room temperature effects have been observed suggests that
there may a possibility for functional devices based on these effects in the
future.
Electric-field-control using interface anisotropy has also been demonstrated
in MTJs through the use of an electric field pulse to temporarily re-align the
magnetic easy axis, causing precession of the magnetisation in the free layer
of the MTJ. The use of this mechanism in field and STT induced switch-
ing MTJs increases the switching probability in those devices. Electric fields
have also been used to show control of domain walls in perpendicularly mag-
netised ultrathin Co and CoB wires under an external magnetic field [75, 76].
The order of magnitude alteration of domain wall velocities observed in these
systems is probably due to modification of the magnetic anisotropy by the
electric field. Local electrical gating of ferromagnetic GdOx wires has also
been used to demonstrate voltage control of domain wall pinning sites [77].
The third strand of direct electric field control of magnetisation is in the use
of multiferroic materials in which two or more ferroic orders coexist, for exam-
ple ferroelectricity and ferromagnetism[78, 79, 80]. Magnetoelectric coupling
between the electric polarisation, P, and magnetisation, M, in such a material
allows the control of M by applying electric field, E, and controlling P by ap-
plying magnetic field, H. One important multiferroic material is BiFeO3 which,
at room temperature, has a large spontaneous polarisation (≈ 60 µC/cm2)
[81] and in thin films a weak ferromagnetic component of around 0.1µB per
Fe atom[82]. A comprehensive review of BiFeO3 is given in [83]. Another
important multiferroic material isYMnO3, which grows epitaxially on several
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subtrates including Pt(111) [84, 85], GaN[86], and ZnO[87]. The naturally
occuring multiferroic FeO4 is both ferrimagnetic and ferroelectric [88, 89, 90],
and as a ferrite, could be of technological interest in microwave applications.
Outside of BiFeO3 however the typically low critical temperatures of multi-
ferroics combined with the complexity of their crystal structures makes the
adoption of intrinsic multiferroics in practical applications a difficult prospect
[68].
1.1.2 Strain-Control of Magnetisation
It is also possible to indirectly achieve electric field control of magnetisation by
utilising the piezoelectric properties of ferroelectrics, an approach which offers
dramatic improvements in efficiency over competing current- or field-driven
magnetic techniques, with no loss of performance [91]. The strain manip-
ulation of magnetic properties is the main topic of my thesis. The strain
experienced by the ferromagnetic layer in a multiferroic heterostructure will
alter its magnetic properties through magnetoelastic coupling [80, 92, 93, 94].
Several approaches to coupling ferromagnetic and piezoelectric materials in-
cluding sintering of particulate composites[80, 92, 95] and the use of litho-
graphicaly defined magnetic material on ferroelectric substrates. A schematic
of a ferromagnet/piezoelectric heterostructure is shown in figure 1.6.
In this way Weiler et al. [96] showed reversible 70◦ adjustment of the mag-
netisation direction in a polycrystalline Ni thin film. More recently Hockel
et al. [97] demonstrated the strain-induced rotation of magnetisation involv-
ing the motion of individual domain walls in a patterned Ni ring deposited
directly onto the metal contact of a piezoelectric substrate. Progess has also
been made in the growth of epitaxial films deposited directly onto ferro-
electric substrates including CoPd/PZT [98, 99], Fe3O4/BaTiO3(100) [100],
Fe50Co50/BaTiO3, Ni/BaTiO3 [101, 102], Co60Fe20B20/PMN-PT [103], and
Fe3O4/PMN-PT [104]. It is not possible to epitaxially grow all materials
directly on ferroelectric substrates. Rushforth et al. [105] demonstrated in
2008 the ability to control magnetocrystalline anisotropy in the ferromagnetic
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Figure 1.6: Ferromagnetic/piezoelectric heterostructure consisting of a ferro-
magnet deposited or bonded to a piezoelectric material. A voltage across the
piezoelectric component induces a strain in the piezoelectric which in turn
induces a change in the magnetic properties of the ferromagnet.
semiconductor GaMnAs where a GaAs substrate was bonded to a piezoelec-
tric transducer. The same technique was used by Overby et al. [106] to
demonstrate the principle of a memory device. These GaMnAs-based devices
required that the ferromagnetic layer be grown on a separate GaAs substrate,
and later bonded to a piezoelectric transducer.
In ferromagnetic devices with sufficiently small dimensions flux-closing Lan-
dau patterns and vortex domain configurations may form. These domain
patterns have been shown to be a possible option for a 4-state memory device
[107] and similar systems are also of interest for their possible use in resonators
[108] and spin-torque vortex oscillators (STVOs) [108, 109]. In smaller struc-
tures the influence of other anisotropy sources may also become important
when the material has a large magnetostriction. If there is a mismatch be-
tween the lattice constant of an epitaxially grown layer and the substrate,
a strain can be built into the layer. When the layer is etched during fab-
rication, this strain is released at the edges of the structure. The effect of
this strain-relaxation on magnetic anisotropy was studied extensively in the
dilute magnetic semiconductor GaMnAs [110, 111, 112, 113] where the dilute
magnetic moment allowed for the data to be understood in terms of a single
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domain model.
To incorporate strain control into domain-wall-based memory concepts it is
essential that there is a good understanding of how strain-induced anisotropy
will affect the behaviour of domain walls. Two key areas of interest are the
velocity of domain walls as they travel through wires, and the behaviour of
domain walls pinned at notches or imperfections along the length of the wire.
Notches may be present due to imperfections in fabrication, or introduced as
part of a domain wall computing scheme [38] or to help facilitate the formation
of only one chirality [114]. Since these notches may be considered a hindrance
to the motion of domain walls along wires, or as features to help control the
flow and structure of domain walls, it is important that the behaviour of these
domain walls is understood. The depinning behaviour of a domain wall at
a notch is highly dependent on the geometry of both the domain wall and
the notch [115, 116]. Domain walls and domain wall behaviour, including
pinning are discussed in greater detail in section 1.2.5. One important recent
development is the memory device concept of Lei et al. [117] in which both
piezoelectric and ferromagnetic layers were deposited onto a SrTiO3 substrate
to show a doubling of domain wall propagation fields under locally applied
strain. The effect of strain-induced uniaxial anisotropy on domain walls in
metallic nanowires has been studied in detail, including the deformation of
the walls under strain [118], and the effect on domain wall mobility [119].
There have also been some early studies of the possibility of strain-induced
motion of magnetic domain walls [120] which would not require any electric
currents at all.
A hybrid multiferroic device requires two key elements: a piezo-electric ma-
terial in which a strain is induced on the application of an electric field, and
a magnetic material with sufficiently strong magnetostrictive behaviour to
respond appropriately to the induced strain. Materials with a large magne-
tostriction coefficient typically contain rare earth metals, an example being
Terfenol-D [121], which contains Dy, and is used in actuators, motor drives,
transducers and sensors. This reliance on rare-earth elements is particularly
problematic due to the large economic, social, and environmental costs asso-
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ciated with the extraction and processing of the material [122]. One promis-
ing material which does not contain any rare-earth elements is ‘Galfenol’,
Fe81Ga19, which has been shown to have the highest magnetostriction coeffi-
cient of any material not containing rare earths, over an order of magnitude
larger than that for pure iron [123]. Previous studies on the magnetostric-
tive properties Galfenol have tended to focus on quench-cooled bulk crystals
[123, 124], from which there has been success in terms of optimising the stoi-
chiometry, and exploring the origin of the enhanced magnetostriction. For the
material to be of use for future memory technologies, the same functionality
must be demonstrated in thin films, as well as the bulk. Fe(1-x)Gax thin films
have previously been grown by MBE, [125, 126] but clamping of the film to the
substrate has prevented a study of the magnetostrictive properties. Futher
information on Galfenol and other magnetostrictive materials is provided in
section 1.3.
The motivation of this thesis is to continue this work into the strain-induced
control of magnetisation in hybrid piezoelectric/ferromagnetic systems. The
thesis presents investigations into the magnetic properties of Fe81Ga19, a pos-
sible new material for use in the ferromagnetic component of the devices, and
examine how strain-induced uniaxial anisotropy affects the the behaviour of
magnetisation and magnetic domain walls in devices with lateral length scales
ranging from 45µm to less than 100 nm. This thesis is laid out as follows:
This chapter goes on to describe the theoretical ideas and background to the
concepts covered in the thesis including magnetic anisotropies, magnetostric-
tive materials and micromagnetism. Chapter 2 describes the measurement
systems and simulation techniques used to obtain the results in this thesis.
Chapter 3 presents work investigating the magnetic, electrical and structural
properties of epitaxial Fe81Ga19 thin films. A 45 µm device is used to investi-
gate the highly magnetostrictive properties of our Fe81Ga19 film. The ability
to reversibly switch the magnetisation direction between the two bi-axial easy
axes in our layer is demonstrated, along with observation of the magnetic do-
main configuration involved in the reversal. In Chapter 4 the investigation
is extended into microfabricated Fe81Ga19 devices in which a more regular
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domain pattern is observed. The reversal mechanisms in 15 µm devices are
explored and the control of flux-closing magnetic domain states using voltage
induced strain is demonstrated. Length scales are reduced another order of
magnitude in Chapter 5 which presents the results of a study of domain wall
velocities and depinning fields in wires 1µm wide and narrower. Concluding
remarks and suggested areas for further investigation are in Chapter 6.
1.2 Magnetic Phenomena
1.2.1 Spin-orbit coupling
Spin orbit coupling (SOC) is the relativistic effect which couples the spin
and orbital angular momenta of an electron. Spin orbit coupling is respon-
sible for many magnetic and magneto-transport phenomena including [127]
magnetocrystalline anisotropy and anisotropic magnetoresistance which are
described in the following sections. The effect comes about as in the rest
frame of a moving electron, the electron is influenced by the effective mag-
netic field resulting from the movement of the positively charged nucleus.
This effective magnetic field due to the nucleus interacts with the spin of
the electron, hence coupling the spin and orbital angular momenta. For an
effective magnetic field experienced by the electron Beff =
1
2mec2
(p × ∇V )
the spin orbit coupling modifies the energy of the electron according to the
Hamiltonian [128]:
HSO =
e~
2mec2
S · (p×∇V )
= − e~
2
2m2ec
2
1
r
dV (r)
dr
S · L
= ζ(r)S · L (1.2)
where S is the spin angular momentum of the electron, L the orbital angular
momentum, me is the electron mass V is the electric potential at the position
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of the electron and p is the electron’s momentum. The expectation value
of ζ(r), 〈ζ(r)〉 gives the spin-orbit coupling constant, ζ. Coupling constant
values for a selection of materials are shown in table 1.2.
Table 1.2: Spin-orbit coupling strengths (ζ) of a number of magnetic, and
non-magnetic materials. Materials of particular relevance to this thesis are
highlighted in bold. Values taken from [129]
Element Symbol Atomic Number Atomic Mass (u) ζ(1/cm)
Aluminium Al 13 26.981538 62
Cobalt Co 27 58.9332 550
Copper Cu 29 63.546 857
Dysprosium Dy 66 162.5 2074
Gallium Ga 31 69.723 464
Gold Au 79 196.96655 5104
Hydrogen H 1 1.00794 0.24
Iron Fe 26 55.845 431
Nickel Ni 28 58.6934 691
Platinum Pt 78 195.078 4481
Ruthenium Ru 44 101.07 1042
1.2.2 Exchange Energy
In a ferromagnetic the exchange interaction favours parallel alignment of the
magnetic moments. From the Heisenberg Hamiltonian[130] it is known that
the exchange energy between two neighbouring spins S1 and S2, separated by
angle φ, is
Eexch = −JS1 · S2 = −2JS2 cosφ (1.3)
where J is the exchange integral. In a ferromagnet the exchange energy is
minimised when the spins are aligned parallel to each other.
The exchange energy is very large over short distances, so the angle between
the two spins is small. In this case the equation can be approximated as:
Eexch = JS
2φ2 + const
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The exchange constant, A, can also be used to characterise the strength of
this exchange coupling:
A =
n
a
JS2 (1.4)
where n is the number of atoms per unit cell (n = 1 for a simple cubic lattice)
and a is the lattice parameter.
1.2.3 Magnetic Anisotropy
Magnetic anisotropy refers to the preference for the magnetisation of a sample
to lie along a particular direction[131] and is defined as the energy required
to rotate the magnetisation from an easy to a hard direction [128]. In the
absence of an applied magnetic field, the magnetisation prefers to lie along
one of the easy axes defined by the anisotropy of the system. Possible origins
of anisotropy in a material include the crystal symmetry, sample shape, and
stress. The strength of an anisotropy is typically characterised by anisotropy
coefficients, K, an energy density with units J/m3. Anisotropy can also be
represented as an effective field, HK , called the anisotropy field. If M deviates
from an easy axis, this anisotropy field induces a precession about the easy axis
that tends to force the magnetisation back along the easy axis. The value of
the anisotropy field along a particular direction can be read from a hysteresis
loop as the magnetic field required to just saturate a magnetic sample along
that direction. A schematic of the anisotropy field in a hysteresis loop is shown
in figure 1.7 for field along a uniaxial hard axis. This use of anisotropy fields
to determine magnetic anisotropy is discussed in greater detail in chapter 2.
1.2.3.1 Magnetocrystalline Anisotropy
The origin of magnetocrystalline anisotropy is the spin-orbit interaction, which
results in certain orientations of molecular orbitals or bonding charge distri-
butions being more energetically favourable than others[131]. The magnetic
elements Fe, Ni and Co each have different magnetocrystalline anisotropies.
bcc Fe has cubic anisotropy in which the 〈100〉 directions are easy axes, with
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Figure 1.7: Hard axis hysteresis loop showing saturation magnetisation, MS
and anisotropy field HK . The value of the anisotropy field along a particular
direction can be read from a hysteresis loop as the magnetic field required to
just saturate a magnetic sample along that direction.
〈111〉 being magnetically hard. In fcc Ni there is also cubic anisotropy, but
〈111〉 directions are easy directions, whereas 〈100〉 are hard axes. hcp Co has
uniaxial anisotropy with the [0001] c axis being much easier than the 〈1000〉
basal plane. The structures and anisotropy directions of these elements are
shown schematically in figure 1.8.
To first order, the uniaxial anisotropy energy density can be expressed as
EU = KU sin
2(θ) (1.5)
where KU is the uniaxial anisotropy coefficient and θ is the angle between the
magnetisation and easy axis. hcp Co has a uniaxial K1 = 7.0× 105 J/m3 at
room temperature [131].
An expression for the cubic anisotropy energy density can be arrived at by
an expansion of the free energy in terms of direction cosines of magnetisation
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Figure 1.8: Crystal structure and magnetic easy axis directions for (a) bcc
iron, (b) fcc Ni, (c) hcp Co.
with respect to the principal crystal axes, α [131]:
EC = K0 +K1(α
2
1α
2
2 + α
2
2α
2
3 + α
2
3α
2
1) +K2(α
2
1α
2
2α
2
3) (1.6)
In spherical coordinates (θ, φ) the coefficient of K1 can then be written:
sin4 θ cos2 φ sin2 φ+ cos2 θ sin2 θ =
sin4 θ sin2 2φ+ sin2 2θ
4
(1.7)
Typical room temperature values of K1 for cubic Ni and Fe are 5.2× 104 J/m3
and −12× 104 J/m3 respectively [131].
The samples in this thesis with magnetocrystalline anisotropy have both cubic
and uniaxial anisotropy, with the magnetisation confined to the plane of the
film, in which case we can write the magnetocrystalline anisotropy energy
density for an in-plane magnetic material as (to first order):
Eanis = −KC
4
sin2(2θ) +KU sin
2(θ) (1.8)
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where KC and KU are the lowest order biaxial (cubic) and uniaxial anisotropy
constants (see [132]) and θ is the angle between the magnetisation and a
crystal axis.
Magnetoelastic Anisotropy
If the crystal lattice of a magnetic material is distorted, its magnetic prop-
erties may also be altered due to the spin-orbit coupling. This is called
magneto-elastic anisotropy. Magnetoelastic anisotropy is related to the phe-
nomenon of magnetostriction, by which the dimensions of a magnetic spec-
imen will change when it is exposed to a magnetic field [127]. The mag-
netostriction, λ, is simply the fractional change in length (strain) experi-
enced by the magnetic specimen as it is subjected to the magnetic field.
The magnetostriction under a saturating magnetic field is denoted λS. In
crystalline materials the magnetostriction depends on the direction of the
applied field relative to the crystal axes. In cubic materials the relevant
coefficients are λ100 and λ111 which correspond to magnetostriction along
the 〈100〉 and 〈111〉 crystallographic directions respectively. For example
[131] iron has λ100 = 20.5× 10−6 and λ111 = −21.5× 10−6, while nickel has
λ100 = −40.6× 10−6 and λ111 = −25× 10−6. The sign of these values denotes
the fact that magnetising iron along 〈100〉 will cause an expansion along that
direction and a contraction along 〈111〉, whereas nickel will contract along
the direction of magnetisation for any crystal orientation. In addtion to λs,
which refers to the strains produced at magnetic saturation, magnetostrictive
effects can also be described in terms of the magnetoelastic coupling constant,
B, corresponding to the magnetic stress that causes λs.
The magnetoelastic effect, sometimes referred to as the inverse magnetostric-
tion effect, or the Villari effect [131], is also important as it allows the ma-
nipulation of magnetic properties using strain. If λs is positive it is easier to
magnetise a sample along the tensile stress direction, and harder along the
compressive stress direction. The reverse is true for λs negative. The inverse
magnetostriction effect is shown schematically in figure 1.9.
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Figure 1.9: Inverse magnetostriction, magnetoelastic, or Villari, effect. Tensile
stress (σ) acting on a material with positive λs favours magnetisation to lie
along that direction. The reverse is true for materials with negative λs.
The method used to induce a strain in a magnetic layer bonded to a piezo-
electric transducer is given in chapter 2. The magneto-elastic contribution to
the magnetic free energy density in this siutation is given by [133]
EME = B1[εxx(α
2
1 −
1
3
) + εyy(α
2
2 −
1
3
) + εzz(α
2
3 −
1
3
)] (1.9)
+B2[εxyα1α2 + εyzα2α3 + εxzα1α3]
where B1 and B2 are magnetoelastic constants, α1, α2 and α3 represent the
direction cosines of the magnetisation along the x, y and z directions respec-
tively, and εxx, εyy, etc. are the components of the strain tensor. Assuming
only magnetisation in the plane of the film (α3 = 0), and the strain terms εxy,
εyz and εxz are negligible compared to εxx, εyy, εzz assuming no shear strain:
EME = B1[εxx(α
2
1 −
1
3
) + εyy(α
2
2 −
1
3
)] (1.10)
The assumption of no shear strain is reasonable as in this thesis the ferromag-
netic crystal is elongated along a cubic axis. The known Poisson ratio of the
piezoelectric transducer νpiezo is used, using the assumption that the strain
is transmitted to the ferromagnetic layer in such a way that the in-plane de-
formation of the sample coincides with that of the piezoelectric transducer.
This is a reasonable assumption in this thesis as the ferromagnetic samples
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used are orders of magnitude thinner than the piezoelectric transducers (see
chapter 2). The relation between εxx and εyy is given by the Poisson ratio,
εxx = −νpiezoεyy. In this thesis νpiezo is taken to be 0.5 [134]. To determine
the change in volume associated with the strain it is necessary to also find
the fractional change in thickness εzz for which the formulation described by
Brandlmaier et al.[135] and Sander[136] is used. The elastic energy of a cubic
crystal with elastic moduli cij is given by:
Eel =
1
2
c11(ε
2
xx + ε
2
yy + ε
2
zz) + c12(εxxεyy + εyyεzz + εxxεzz) (1.11)
again, assuming no shear strain. Since no stress is applied perpendicular to
the film plane
∂Eel
∂εzz
= 0. So equation (1.11) gives
εzz = −c12
c11
(εxx + εyy) (1.12)
Taking vpiezo = 0.5 it follows that for the out-of-plane deformation of the
sample
εzz = −0.5c12
c11
εxx = −0.5 νfilm
1− νfilm εxx (1.13)
so, with νfilm = 0.5, εzz = −0.5εxx. The elastic constants for bulk Fe81Ga19
were found by Clark et al. [123] to be c11 = 195 GPa and c12 = 155 GPa,
which corresponds to νfilm = 0.44. Since the exact value of νfilm for the layers
used in this thesis is not known, using 0.5 is a reasonable approximation.
The magnetoelastic constant B1 is given by [133].
B1 =
3
2
λ100(c12 − c11) (1.14)
where λ100 is the relevant magnetostriction constant and c12 and c11 are the
elastic constants.
Therefore, the change in magneto-elastic energy for a rotation of the mag-
netisation by an angle ψ from the [010] direction (with [010] defined as the x
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axis) is:
∆EME =
3
2
λ100(c12 − c11)(εxx − εyy) cos2 ψ (1.15)
Shape Anisotropy
In addition to the anisotropies originating from spin-orbit-coupling previously
described, there can also be a significant anisotropy which depends on the
shape of the magnetic sample, and originates from the magnetostatic interac-
tion of the magnetisation with the magnetic field it itself induces. Magneto-
static energy is also key to the formation of domains and domain walls, which
are discussed in greater detail in section 1.2.5.
Starting from the basic relationship B = µ0(H + M), taking the divergence,
and rearranging, the divergence of magnetisation, M is found to be:
∇ ·M = ∇ ·B
µ0
−∇ ·H (1.16)
From Maxwell’s equations it is known that ∇ ·B = 0 which gives
∇ ·H = −∇ ·M (1.17)
The physical meaning of equation 1.17 is that for any divergence in M there
is a corresponding field H which acts to maintain the condition that there
is no divergence in B. The field acts in opposition to the magnetisation
of the ferromagnet, so is often referred to as the demagnetising field. The
demagnetising or shape anisotropy energy density can then be written in
terms of the magnetisation of the sample M and the demagnetising field
Hdemag:
Edemag = −1
2
µ0
∫
sample
Hdemag ·MdV (1.18)
where the factor of a half avoids double counting of magnetic moments within
the sample.
The shape anisotropy energy density can also be written in terms of a de-
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magnetising factor, N . This factor takes into account the effect of the shape
of a magnetic specimen through the magnetic charges resulting from the ter-
mination of lines of M at the specimen surface [137]. Demagnetising factors
have been derived analytically for rectangular prisms of arbitrary dimensions
[138], and ellipsoids [139]. For an ellipsoidal ferromagnet Edemag = 2piNM
2
s .
Each orthogonal direction may have a different demagnetising factor, which
must obey N2x + N
2
y + N
2
z = 1, so as not to go beyond the total possible
energy. In 1 dimension the demagnetising factor tends to N = 1, as the other
dimensions approach zero. In thin films, the shape anisotropy is typically only
important in the out of plane direction for which Nz ≈ 1, with Nx ≈ Ny ≈ 0.
To minimise shape anisotropy energy a magnetic material can form domains,
the configuration of which will tend to reduce or minimise the demagnetis-
ing field, and hence the demagnetising, or shape, anisotropy energy. Domain
formation will continue until the total magnetic free energy is minimised.
1.2.4 Magnetic Free Energy Density
A total magnetic free energy density can be written to account for the ex-
change energy, magnetic anisotropies, and any external sources of energy such
as the Zeeman energy term resulting from an externally applied magnetic field.
The total magnetic energy density can be written as:
Etotal = Eexch + Eanis + Edemag + EZeeman + EME (1.19)
where Eexch is the exchange energy between spins, Eanis refers to anisotropy
energy associated with the crystal lattice, Edemag is the demagnetising energy
associated with dipole-dipole magnetostatic interactions, and EZeeman is the
energy associated with interaction of spins with an applied magnetic field.
EME is the magnetoelastic energy induced by strain present in the material.
The balance of these different energies is important for understanding the
formation and control of magnetic domains and domain walls.
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1.2.5 Magnetic Domains and Domain Walls
The magnetostatic energy, given in equation (1.18), is minimised by min-
imising the demagnetising field. The number of lines of M, or flux, which
terminate on the surface (giving a stray field via equation (1.17)) can be re-
duced by forming flux-closed magnetic domains. An example of a flux-closing
domain configuration is shown in figure 1.10.
Figure 1.10: Schematic of domains in a magnetic thin film. The domain
pattern becomes increasingly flux-closed from (a) to (c). The resulting domain
pattern is similar to that which might be observed in a material with cubic
anisotropy, with a uniaxial anisotropy along the short-axis of the rectangle.
Domains are separated by domain walls. The presence of a domain wall incurs
an energy cost since it involves the local magnetisation pointing along a di-
rection not favoured by the various contributions to the magnetic free energy
(equation (1.19)). Some basic ideas about domain walls can be understood
by considering a domain wall separating two domains with antiparallel mag-
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netisation in a material with uniaxial anisotropy (KU)[131]. In the absence of
exchange energy, the domain wall would be one atomic layer thick and there
would be an abrupt switch from one magnetisation orientation to the other. In
reality, however, this configuration would involve a large exchange energy cost
as exchange energy increases with increasing angle between adjacent spins, see
equation (1.3). The exchange energy is minimised by minimising the angle of
rotation between adjacent spins, which requires a large number of interatomic
spacings, N , in the domain wall. In this case the angle between adjacent spins
is approximately pi/N , and the exchange energy is ≈ JS2( pi
N
)2. The energy
per unit area of a wall N spacings with area a2, in a material with lattice
parameter a is then given by:
σexch = JS
2 pi
2
Na2
(1.20)
which is clearly minimised by maximising N , and making the wall as wide as
possible.
The magnetisation in the two domains is oriented to lie along an easy axis
direction, which means that the spins in the domain wall necessarily lie along
non-easy directions. This situation has an energy cost associated with it that
can be represented approximately by:
σanis ≈ KUNa (1.21)
which is minimised by reducing the wall width. The equilibrium wall width
is then that which minimises the sum of these two energy terms:
σanis + σexch = JS
2 pi
2
Na2
+KUNa (1.22)
which is minimised for N =
√
(
JS2pi2
KUa3
). This number of spacings corresponds
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to a wall thickness δ of approximately:
δ = Na = pi
√
A
KU
(1.23)
where A is the exchange stiffness parameter (equation (1.4)). In soft magnetic
materials with low anisotropy, such as Fe, this domain wall width is around
100 nm to 200 nm, whereas in materials with high anisotropy the width may be
as small as 10 nm. The energy density of the domain wall is found by inserting
this width into equation (1.22). Typical values are around 0.1 mJ/m3
To minimise this energy cost a magnetic system tends to form as few domains
as necessary, and those that are produced will be of a type which has the
smallest energy cost associated with it. In a bulk magnetic material the
preferred rotation is within the plane of the wall. In which case the domain
wall is called a Bloch wall (see figure 1.11 (a)). In in-plane magnetised thin
films, a Bloch wall will incur an additional demagnetising energy cost as the
magnetisation rotates out of the plane of the film. Therefore, it becomes
favourable for the magnetisation to rotate perpendicular to the plane of the
wall, in the plane of the film. These are called Ne´el walls (see figure 1.11 (b)).
Figure 1.11: Schematic examples of a Bloch (a) and Ne´el (b) domain wall.
The magnetisation in the Bloch wall rotates in the wall plane, whereas in the
Ne´el wall the magnetisation rotates perpendicular to it. ‘+’ symbols represent
the magnetic charges formed by the wall.
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In patterned magnetic structures such as strips, ribbons, or wires, the role
of geometry and shape anistropy becomes more significant and more novel
domain wall types may be present [140]. This is particularly true in soft
magnetic materials with low magnetocrystalline anisotropy. The result of the
relatively enhanced shape anisotropy means that in structures such as wires,
the magnetisation tends to point along the length of the wire. In a two-domain
situation a 180◦ domain wall must exist. In 1997 McMichael and Donahue
[40] predicted two possible domain wall types for such a system. Firstly the
transverse wall (figure 1.12 (a)) in which the spins rotate in the plane of the
film. The wall is asymmetric along the y-axis to further reduce the shape
anisotropy. Secondly the vortex wall (figure 1.12 (b)) in which spins rotate
in the plane of the film about a central core, with magnetisation pointing
in the positive or negative z direction. By analysis of the energies of the
transverse and vortex wall McMichael and Donahue were able to produce a
phase diagram of domain wall types as a function of film thickness and wire
width. A schematic of the domain wall phase diagram is shown in figure 1.13.
The key conclusion from it is that vortex domains tend to be favoured in
wider, thicker wires. This phase diagram was later refined by Nakatani and
Thiaville [39] to include additional asymmetric domain walls (figure 1.12 (c))
which are energetically favourable in a small range of geometries. The full
phase diagram [141, 142], including the asymmetric domain walls [143], has
since been observed experimentally.
Domains and domain walls can be controlled by manipulating the magnetic
energy landscape. If the energies are adjusted such that one direction of
magnetisation becomes more favourable relative to another, then the domains
with magnetisation pointing along that direction will grow at the expense of
others. The motion of domain walls under the influence of a magnetic field was
described in one dimension by Schryer and Walker [144]. This model describes
the exact solution for the motion of 180◦ domain walls, and predicts three
regimes of motion [145], with velocities typically up to a few hundred m/s
[146, 147]. Up to a critical field, the Walker breakdown field, the domain wall
velocity increases steadily and is characterised by uniform motion. Beyond
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Figure 1.12: Schematic examples of domain wall types found within thin-film
wires. (a) Symmetric transverse wall (b) Vortex Wall. Smaller arrows denote
regions where stray field enters the vortex wall. (c) Antisymmetric transverse
wall.
Figure 1.13: Phase diagram of domain wall types in magnetic wires as a
function of width and thickness. Vortex domain walls tend to be favoured in
wider, thicker wires. A boundary region of asymmetric transverse walls exists
between vortex and symmetric domain walls for some wire dimensions.
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the critical field, no steady state solution is possible and there lies a region
where the average velocity of the wall decreases with increasing applied field.
In these solutions the magnetisation of the wall oscillates between Bloch and
Ne´el wall configurations, while the wall itself oscillates back and forth. The
breakdown of the wall is characterised by vortex-like structure of the wall.
At still higher fields the domain wall velocity increases with turbulent motion
that is difficult to analyse in detail [145]. A summary of the three domain
wall motion regimes is shown in figure 1.14. This 1D model for a single
domain wall in an infinite magnetic material captures the essential features
of the behaviour of Ne´el and Bloch domain walls in nanowires [148], but
tends to over estimate the breakdown field and the maximum velocity [149].
There is also another regime of motion, not studied in this thesis, in which
domain walls creep along by thermally activated jumps [150]. The disorder
in such systems washes out the Walker breakdown and suppresses the peak
in velocitiy associated with it. The motion of domain walls in nanowires is
discussed further in chapter 5.
Wall velocity
Applied Field
Walker breakdown
Steady 
motion
Precessional 
propagation Turbulent regime
Figure 1.14: Sketch of domain wall velocity as a function of applied field.
There are three regimes of motion: steady motion at low fields below Walker
breakdown, precessional motion immediately after Walker breakdown, and
turbulent motion at magnetic fields far above Walker breakdown. Domain wall
velocities are typically up to a few hundred m/s, although Walker breakdown
is typically less than 100 m/s [146, 147]
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1.2.5.1 Domain Wall Pinning
The energy of a domain wall depends on its size so it could be expected then
that smaller domain walls in narrower constrictions are more readily pinned
at a constriction, which acts as an attractive potential well. The magnetic
field required to depin the domain wall from that narrower constriction is
greater than a wider one. Although instructive, this simple picture of domain
wall pinning and depinning does not fully account for the nuanced elements
of the behaviour of domain walls, in particular in neglecting the differences in
spin structure between the vortex and transverse domain walls found in wires
[140].
Transverse domain walls do largely follow the simple picture above, vortex
domain walls behave radically differently. It has been shown experimentally
that vortex walls are in fact repelled from the constriction itself, being pinned
instead next to the constriction [141, 151, 152]. The potential landscape
experienced by transverse (a) and vortex domains (b) is shown in figure 1.15.
Note that there is a small energy barrier between the the potential well and flat
potential surrounding it. This was observed by measurements of the magnetic
fields required to move a domain wall into the notch, rather than depin from
it [153]. Domain walls at constrictions have been observed as occupying the
locations indicated by these energy landscapes [140]. On which side of the
constriction a vortex wall is pinned is determined by the slight geometrical
asymmetries of the notches observed. A vortex domain wall has two areas
where a stray field occurs [140] (shown schematically in figure 1.12 (b)) and
one of these areas becomes pinned at the constriction, with the centre of the
wall itelf being pinned directly adjacent to the constriction.
A domain-wall-pinning potential well can be characterised with three key
parameters: depth, width and curvature. The depth of the potential well
corresponds to the pinning strength and can be probed by measuring the
externally applied field required to depin the domain wall from the well, as a
function of constriction width. The depth of pinning potential wells has been
well studied [115, 140, 151, 153]. The spatial extent or width of a domain
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Figure 1.15: Pinning potentials due to a constriction experience by (a) a
transverse wall and (b) a vortex wall. The transverse wall is attracted to the
constriction. The vortex wall is repelled from the constriction itself, but is
pinned adjacent to the wall. (After [140].)
wall pinning potential has also been well studied by varying the shape of
the constriction [115, 152]. Finally, the profile or curvature is also needed to
fully characterise a domain wall pinning potential. In static measurements
the exact nature of the curvature is not crucial, but in dynamic oscillatory
measurements the pinned domain wall can oscillate within its potential well
[140]. This has been observed in permalloy ring structures [140, 154]. Notches
in magnetic wires are a common means of introducing a pinning constriction,
but other pinning schemes have been used, including protusions from the
wire [153], sharp bends [155, 156, 157], and the pinning potential at the join
between an injection pad and the wire [141, 158]. Combinations of notch
constrictions have been used as a means of selecting domain wall types [159].
1.2.6 Anisotropic Magnetoresistance
In 1856 William Thomson (Lord Kelvin) observed that the resistance of a
magnetic material depends on the direction of an applied magnetic field with
respect to the direction of the current flowing through the sample [1]. Since
these initial observations AMR has been further investigated in a range of 3d
transition metals and alloys [160, 161, 162, 163].
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The origin of this anisotropic magnetoresistance (AMR) is attributed to the
spin-orbit coupling [163] which causes the density of states, the shape of the
Fermi surface and scattering probabilities to become a function of the mag-
netisation direction. The origin of AMR can be further understood in terms of
the model developed by Campbell, Fert and Jaoul (CFJ) [162], and described
by Malozemoff[164]. This CFJ model builds on the two-current interpretation
of conduction in ferromagnets introduced in section 1. In this model current
proceeds through a ferromagnet in two parallel channels with resistivity ρ↑ for
spin-up electrons, and ρ↓ for spin-down electrons. In the absence of spin-orbit
coupling, each channel has contributions to the resistivity of ρss from scat-
tering between like-spin s states, and ρsd from scattering between like-spin s
and d states. Spin orbit coupling introduces scattering between spin-up and
spin-down states. Crucially, the proportionality factor of this coupling, γ,
is anisotropic. From the CFJ model, for low temperatures, it can then be
written that:
ρ‖↑ = ρ⊥↑ + γρ⊥↓
ρ‖↓ = ρ⊥↓ − γρ⊥↓ (1.24)
where ρ‖ and ρ⊥ are the resistivities for current parallel and perpendicular to
the field, respectively. This result relies on two key assumptions. Firstly that
ρ↓ is predominantly due to s-d scattering, such that ρ↓ = ρsd↓+ρss↓ ≈ ρsd↓, and
secondly that ρ⊥↑ is due entirely to s-s scattering as in strongly ferromagnetic
materials all of the spin-up d states are pushed below the Fermi surface. From
equations 1.24, Campbell, Fert and Jaoul [162] derived their formula for AMR:
∆ρ
ρ
=
ρ‖ − ρ⊥
ρ
= γ[(ρ↓/ρ↑)− 1] (1.25)
In bulk alloys at low temperature, the AMR can be as large as around 20 %
such as in NiFe at 20 K. At higher temperatures phonon scattering reduces
the AMR magnitude down to around 5 % [165]. Typical AMR values in thin
films are further reduced to just a few per cent due to surface scattering and
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structural defects.
There are two aspects to the anisotropic magnetoresistance, a longitudinal
AMR parallel to the current direction (ρxx), and a transverse term perpen-
dicular to the current flow (ρxy). By convention ‘positive AMR’ refers to the
situation when ρxx is larger when the magnetisation is parallel to the current
than when perpendicular to it. ‘Negative AMR’ then refers to the opposite
case. These conventional terms are strictly appropriate only when the AMR
is predominantly a function of the angle between the magnetisation and the
current direction. There are materials in which the ordered crystalline struc-
ture results in a significant component of the AMR which is dependent on
the angle between the magnetisation and the crystal axes. In these material
systems the positive and negative AMR terminology is less meaningful.
In 1938 Do¨ring [166] established experimentally that bulk Ni single crystals
had a more complicated magnetoresistance than that observed in polycrys-
tals and found that it was necessary to consider both the angle between the
current and the crystallographic axes and the magnetisation. Magnetoresis-
tance measurements of epitaxial Fe thin films [165] have shown that a more
complicated relationship than the simple isotropic case is required there too.
In this case the AMR can be written as
ρ− ρav
ρav
− δ = C1 cos2 ψ + C2 cos4 ψ + C3 cosψ sinψ + C4 cosψ cos3 ψ (1.26)
where ψ is the angle between the magnetisation and the current direction.
van Gorkom et al. [165] conclude that in general the coefficients, C, can vary
significantly through the 4.2 K to 230 K range studied.
Phenomenologically[163], the functional forms can be found by considering
the projection of the electric field onto directions parallel and perpendicular
to the current flow. This gives expressions for the AMR which are suitable
for isotropic, polycrystalline samples, or materials with small crystalline con-
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Table 1.3: Table of AMR at 300 K and 77 K for different magnetic materials.
The value ∆ρ/ρav is the AMR.
Alloy Temp ∆ρ/ρav ρav ∆ρ Ref
K % µΩ cm µΩ cm
Fe 300 0.2 9.8 0.02 [167]
77 0.3 0.64 0.002 [168]
Co 300 1.9 13 0.25 [163]
Ni 300 2.02 7.8 0.16 [169]
77 3.25 0.69 0.023 [167]
tributions to the AMR:
ρxx = ρav + ∆ρ cos 2θ (1.27)
and
ρxy = ρav + ∆ρ sin 2θ (1.28)
where θ is the angle between the current and the direction of magnetisation,
∆ρ = ρ− ρave, and ρave is ρ averaged over 360◦.
1.2.7 Magneto-Optical Kerr Effect
Faraday first observed in 1846 [170] the rotation of polarisation of light trans-
mitted through a magnetised material. The change in polarisation due to light
reflected from a magnetised material was later observed by Kerr in 1877 [171].
This reflection effect is now called the magneto-optical Kerr effect (MOKE).
The use of MOKE in experiments in this thesis is discussed in chapter 2.
Maxwell in 1873 [172] established the phenomenological explanation of magneto-
optical effects as being the result of the different propagating velocities of
the two circular modes making up linearly polarised light. It is possible to
rigorously derive the magneto-optic effects [173, 174], but the important con-
clusions can be understood by considering the Lorentz force acting on light-
agitated electrons[145]. Magneto-optic effects allow the dielectric field for
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displacement, D, to be written as
D = ε(E + iQvM× E) (1.29)
where E is the electric field associated with the electromagnetic wave, M the
magnetisation, ε the permittivity and Qv the Voigt constant which determines
the strength of the magneto-optic effect. A linearly polarised light beam will
induce motion of electrons parallel to the plane of polarisation, that is the
plane of the electric field, E, of the light. For light conventionally reflected
(i.e. no magneto-optic effects) the reflected plane of polarisation is the same
as that of the incident light. This conventional reflected component is denoted
RN . In addition to this conventional interaction there will also be a small
Lorentz interaction as the electrons move within the magnetic field of the
material. This component is perpendicular to both the magnetisation, M,
and the electric field E. The velocity of this secondary motion is proportional
to
vLor = −M× E (1.30)
The origin of the form of this Lorentz velocity can be found by going back
to the expression for the Lorentz force, F = q(E + v × B). Taking B to be
proportional only to M and that for an electron drift velocity, µ, v = µE,
reversing the order of the cross product gives the desired result in equation
(1.30). From this motion and Huygens’ principle (reflection and transmission
at an interface) the Faraday amplitude, RF , for transmission and the Kerr
amplitude RK for reflection are found. The reflected light will then be a
superposition of RN , and RK . By convention the angle of rotation of the
polarisation plane θK is positive if the plane of polarisation turns clockwise
when the observer faces the source.
Magneto-optical effects in ferromagnetic materials were initially understood
in terms of an effective field [174]. Although this interpretation produced
the right order of magnitude of the effects, it was incompatible with the
Heisenberg’s exchange interaction model of ferromagnetism since the exhange
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interaction does not directly couple an electron’s spin to its orbital motion.
This problem was solved by Hulme in 1932 [175] who noted that the spin-orbit
interaction allowed magneto-optic effects within the Heisenberg model. The
spin-orbit origin of magneto-optical effects was fully derived using perturba-
tion theory in 1955 [176].
This longitudinal MOKE interaction is shown schematically in figure 1.16.
Figure 1.16: Longitudinal MOKE. For ordinary (RN) and Kerr (RK) reflected
electric field amplitudes. E is the direction of polarisation of the light. vlor is
the Lorentz motion. Adapted from [145].
In this thesis the longitudinal Kerr effect is used in which the magnetisation
is in the plane of the sample and pointing along the plane of incidence of the
beam. For normally incident light there is zero magneto-optical contribution
as M points along the direction of E and sin 0 = 0. By rotating the incident
beam away from normal incidence the angle between E and M is opened up
and the magneto-optical contribution increases.
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1.2.8 X-Ray Magnetic Circular Dichroism
A technique for analysing magnetic materials is the X-ray magnetic circular
dichroism (XMCD) in which x-rays incident on a sample excite electrons from
core energy levels. Information is obtained by measuring the difference in x-
ray absorption spectra (XAS) for positively and negatively circularly polarised
light. The technique is element specific as the binding energy of an electron
in a core level is unique to the absorbing element. Magnetic sensitivity comes
from the polarisation of the x-rays. The x-ray absorption is typically mea-
sured by detection of secondary electrons escaping the sample surface [177].
The sample depth is determined by how far these electrons travel out of the
sample and is typically around 2 nm to 10 nm. The XMCD mechanism can
be understood as a two step process, shown schematically in figure 1.17. In
the first step left- (LCP) or right- circularly polarised (RCP) photons transfer
angular momentum to the excited photoelectrons. The photon angular mo-
mentum couples to the orbital angular momentum of the electron. If the core
states are spin-orbit split, as in the case of p1/2 and p3/2 the photon angular
momentum is transferred to both the spin and the orbital angular momenta.
In X-ray spectroscopy the L edge refers to absorption from the 2p orbital, to
the 3d orbital. L2 refers to 2p1/2, while L3 refers to 2p3/2. It can be shown
from consideration of Fermi’s Golden Rule [178] the L3 RCP light excites
more (62.5%) spin up than (37.5%) spin down electrons. The reverse holds
for LCP light. For the L2 edge RCP light preferentially couples to spin down
electrons (25% spin down to 75% spin up). Again, the opposite is the case
for LCP light. An example of an XMCD spectrum for RCP and LCP light is
shown in figure 1.18, measured from a sample of Fe81Ga19 from wafer Mn746.
Data from this wafer is presented in chapter 3.
In this first step the ‘spin up’ and ‘spin down’ are defined relative to the pho-
ton spin direction. The effects are therefore independent of the magnetisation
of the material itself. The second component to XMCD is that electrons may
only be excited if there are sufficient empty states for them to be excited to.
This second step accounts for the magnetic properties of the sample since
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Figure 1.17: The XMCD effect illustrated for the L-edge absorption edge in
Fe. Left- (LCP) or right- circularly polarised (RCP) photons transfer angular
momentum to the excited photoelectrons. The photon angular momentum
couples to the orbital angular momentum of the electron. Electrons may only
be excited if there are sufficient empty states for them to be excited to. The
transition intensity is proportional to the number of empty d states of a given
spin.
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Figure 1.18: Typical x-ray energy scan of Fe (in Fe81Ga19), showing L2 and
L3 edges for RCP (+) and LCP (-) light. The XMCD difference between the
two scans is also shown.
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the difference in the density of states above the Fermi level of a ferromagnet
therefore acts as a spin-sensitive detector. The transition intensity is propor-
tional to the number of empty d states of a given spin. Electrons emitted by
these processes undergo further collisions before they exit the sample, causing
the emission of secondary electrons. The method of implementing XMCD to
obtain magnetic contrast images is described in chapter 2.
1.3 Magnetostrictive Materials
To successfully control magnetisation with strain it is necessary that the
magnetic material responds strongly to a given strain. Increased interest in
magnetostrictive materials for sonar applications during the 1940s continued
into the 1960s during which time it was observed that the rare-earth ele-
ments terbium [179] and dysprosium [180] showed magnetostrictions as large
as 10 000× 10−6 at low temperatures. Room temperature magnetostriction
was, however, severely limited by the low Curie temperature of these ma-
terials. Increases in Curie temperature were achieved by alloying with 3d
transition metals such as iron in TbFe2 and DyFe2[179], although the high
magnetocrystalline anisotropy ( around 5× 107 J/m3 [181]) of these materials
still limited useability. Investigations into the proportions of Tb and Dy in
the alloys led to the development of Tb27Dy73Fe195 (commercially, terfenol-
D), which has a magnetostriction of 2000× 10−6 at room temperature with
a much lower magnetic anisotropy (K1 = −6× 104 J/m3 [182]) than TbFe2
or DyFe2. In addition to the drawbacks associated with containing rare-earth
elements, Terfenol-D is also brittle [180], which limits its applicability in harsh
operating environments.
In the last 10 years or so a potential alternative to Terfenol-D has been de-
veloped, called Galfenol. Galfenol, an FeGa alloy with magnetostrictive prop-
erties markedly enhanced over those of pure iron was developed by Clark et
al. [183] as a quench-cooled bulk crystal [123, 124]. The magnetostrictive
properties of FeGa are highly composition dependent, with the highest peak
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in λ100 appearing at 19 %, with another peak at around 28 % Ga. A sketch of
the magnetostrictive properties of FexGa1-x is shown in figure 1.19.
Figure 1.19: Sketch of the magnetostriction coefficient
3
2
λ100 as a function of
gallium concentration x in Fe1−xGax. The structure of the material changes
to accomodate the greater Ga concentration. There are two peaks in λ100
19 % and 28 % Ga.
The two peaks have two different origins [184, 185]. The first peak at 19 %
Ga is thought to be due to local ordering of gallium atoms [186] which form
pairs along the 〈100〉 directions, but not maintaining long-range order. The
quench cooling used to form bulk samples was important for crystallising this
partially ordered state. Schematics of the structuring within FeGa are shown
in figure 1.20. The phase-diagram of Galfenol is discussed in greater detail
in [187]. Ga atoms form nanoclusters within the bcc (A2) Fe lattice. These
nano-precipitates have a D03 structure and are disorted to an intermediate
tetragonal phase (such as D022) to make the structure closer to the fcc L12
equilibrium phase. There is evidence that these nanoclusters are the origin
of the enhanced magnetostriction [188, 189] and that there is a local strain in
the vicinity of the clusters [190]. The second peak is due to a drop in elastic
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constant C′ = c11 − c12[191, 192].
Figure 1.20: The suggested crystal structures of FeGa. Fe81Ga19 is thought
to consist of D03 FeGa nanoprecipitates in an A2 Fe matrix. Ga atoms form
nanoclusters within the bcc (A2) Fe lattice. These nano-precipitates have a
D03 structure and are disorted to an intermediate tetragonal phase (such as
D022) to make the structure closer to the fcc L12 equilibrium phase.
The magnetostriction constant λ is important, but other properties also con-
tribute to the suitability of a material for magnetostrictive devices. Table
1.4 shows a summary of the magnetic properties of Fe81Ga19 compared to
pure magnetic materials. For many practical applications the magnetoelastic
coupling, B1, (see equation (1.14)) is the important value since it determines
the strength of the magnetoelastic contribution to the magnetic free energy.
In laterally confined systems, however, the shape anisotropy may become im-
portant, in which case the ratio |B1|/M2S becomes the factor determining the
ability to control magnetisation using strain. This table demonstrates how re-
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markably high the value of magnetostriction in Fe81Ga19 is compared to pure
Fe. The relatively small elastic modulus of Fe81Ga19 and large saturation
magnetisation means that in confined systems, its behaviour may be compa-
rable, or less sensitive than Ni. In this thesis we have investigated devices
fabricated from both Co and Fe81Ga19.
Table 1.4: Summary of magnetostrictive properties for different materials.
Saturation magnetisation (Ms), elastic constant (c11 − c12), magnetostriction
3/2λ100, and magnetoelastic constant B1. The ratio |B1|/M2s is a measure of
how responsive to strain a device made from that material might be. Higher
values are more responsive.
Material MS c11 − c12 3/2λ100 B1 |B1|/M2s
(MA/m) (GPa) (10−6) MJ/m3 µJm/A2
Fe81Ga19 1.386 19.7[123] 395[123] -7.78 4.0
Fe 1.712[193] 48[194] 30[123] -1.44 0.5
Ni 0.49[193] 46.6[194] -46[127] 2.15 9.0
Co 1.431[193] 71.1[194] -75[195] 5.33 2.6
1.4 Micromagnetism
Micromagnetism is a formalism which allows macroscopic properties such as
magnetic domains and stray magnetic fields to be simulated using approx-
imations for the fundamental atomic behaviour of a material, such as the
exchange interaction and other properties. At the heart of micromagnetic
simulations is the Landau-Lifshitz-Gilbert (LLG) equation which describes
the time-evolution of a magnetic dipole moment M in an effective magnetic
field Heff.
∂M
∂t
= −γM×Heff −
γα
|M|M× (M×Heff) (1.31)
where γ is the gyromagnetic ratio and α is the damping parameter. To un-
derstand this equation we can can look at the two parts separately. The first
term −γM×Meff describes the precession of magnetisation M about an ef-
fective field Heff. This expression comes from the torque felt by a magnetic
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moment M in a magnetic field H
τ =
dL
dt
= M×H (1.32)
where
dL
dt
is the time differential of the angular momentum. The magnetic
moment of an electron is related to its angular momentum by M = −γL.
Taking the time derivative of this equation and substituting in the expression
for torque in equation (1.32) gives us the first term in equation (1.31). Heff
contains information about the magnetic environment the magnetisation is
in, not just the applied magnetic field. We can obtain the effective field by
considering the free energy of the magnetisation. The effective field is defined
as
Heff = −
1
µ0
∂E
∂M
(1.33)
where E contains energy contributions from the different terms in the total
magnetic free energy, in equation (1.19).
The second term,− γα|M|M×(M×Heff), is a damping term with a damping co-
efficient α that exists phenomenologically to bring the system to equilibrium.
The exact physical meaning of α is still an active area of research [130, 196].
An important development has been the recent theoretical demonstration
that the Gilbert damping term originates from spin-orbit coupling [197]. For
accurate time-resolved, dynamical simulations, an accurate representation of
the Gilbert damping parameter is required. Typical values are α = 0.002 for
Fe [198], and α = 0.043 for Ni [199]. For quasi-static simulations, a larger
damping parameter may be used to force the system to equilibrium faster.
Another important concept in micromagnetic calculations is that of the ex-
change length. The exchange length can be thought of as the region over
which the exchange energy is constant, and is a characteristic length that de-
termines the smallest resolvable feature in a simulation [200]. The exchange
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length, lex, is given by the equation
lex =
√
A
K
(1.34)
where A is the exchange stiffness, and K is the anisotropy coefficient of the
system. In thin films of magnetically soft materials where shape anisotropy
dominates K = Kd =
µ0M
2
S
2
. The exchanges length is typically less than
5 nm. The use of equation (1.31) in micromagnetic calculations will be de-
scribed in more detail in chapter 2, along with the relevant micromagnetic
parameters.
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Chapter 2
Materials and Techniques
This chapter contains information about the materials and experimental tech-
niques used in this thesis.
2.1 Materials Used
The different wafers and chips used to obtain the results presented in this
thesis are summarised in table 2.1. The Mn-series of wafers are 2 inch wafers
grown by molecular beam epitaxy (MBE). Mn635 was Fe81Ga19 grown on an
un-doped, semi-insulating GaAs substrate, suitable for transport and optical
measurements. Mn746 was Fe81Ga19 grown on an n-doped (Si, 1× 1024/m3)
GaAs substrate for XMCD-PEEM measurements, since doping prevents charg-
ing of the substrate by making it electrically conducting. Devices were made
by lithography and etching, after which the substrates were thinned from
350µm to 150 µm to increase the transmission of strain through the substrate
before being mounted on piezoelectric transducers. Sample dp012 was sput-
tered as part of a lift-off fabrication process. Using a substrate thickness of
100µm meant that the substrates did not have to be thinned before being
mounted on piezoelectric transducers. Pt was used as a buffer, while Al was
used as a capping layer.
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Table 2.1: Summary of growths used in this thesis
ID number Substrate Material (nm)
Mn635 350 µm GaAs (001) Fe81Ga19(21)/GaAs (3)
Mn746 350µm n-doped GaAs (001) Fe81Ga19(14)/GaAs (1.5)
dp012 100µm Si (111) Pt(5)/Co(10)/Al(2.5)
2.1.1 Growth
Samples in the ‘Mn’ series were grown using MBE by Dr. Richard Campion.
The MBE samples were grown by co-evaporation from Fe and Ga Knudsen
cells at a base pressure of 2× 10−10 Torr. The GaAs(001) substrate was pre-
pared by a high temperature (550 ◦C) bake in vacuum followed by deposition
at high temperature of a GaAs buffer layer. The Fe81Ga19 itself was grown
at room temperature. The growth rates (calibrated by x-ray reflectivity) of
Fe81Ga19 in Mn635 and Mn746 were 6.5 nm/h and 6.9 nm/h respectively. The
Fe81Ga19 layer was capped by an amorphous GaAs capping layer to protect
the metal from oxidation. A simple schematic of the MBE system used is
shown in figure 2.1 (a).
The crystal structure of the layers was investigated by high-resolution x-ray
diffraction by Dr. Peter Wadley. The determination of the crystal structure
using x-rays is discussed in greater detail in section 2.3.7. Stoichiometric
ratios were set by pre-calibrated growth rates and confirmed by SQUID mag-
netometry carried out by Dr. Andrew Rushforth prior to the start of my
PhD. SQUID magnetometry is discussed in greater detail in section 2.3.6.
Sample dp012 was sputtered using a magnetron sputter system from high
purity (99.999 %) Co, Al, and Pt targets, with growth rates (calibrated by x-
ray reflectivity) of 0.018, 0.045, and 0.046 nm/s respectively. The substrates
were Si(111) which had windows defined by electron beam lithography in
PMMA for nanowires. Sputtering was carried out at room temperature with
a base pressure of 6.8× 10−8 Torr. During growth, with 30 sccm Ar flow, the
pressure was 1.7× 10−3 Torr. The sample was rotated at 20 rpm to ensure a
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uniform growth profile.
Figure 2.1: (a) Schematic Diagram of MBE growth chamber. The electron gun
and screen are for in-situ RHEED (Reflection High Energy Electron Diffrac-
tion). The pyrometer monitors the substrate temperature. (b) Schematic of
sputter chamber configuration. Also shown is the ion-milling setup made by
reverse biasing one of the sputter targets, and applying a negative bias to the
substrate manipulator (c).
2.2 Fabrication
2.2.1 Lithography
Standard photo- and electron-beam-lithographic techniques were used to make
the samples in this thesis. Unless otherwise stated processing and fabrication
was carried out in the nanofabrication and clean room facilities at Notting-
ham. The processing steps for the ‘Mn’ series of samples is summarised in
table 2.2.
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Table 2.2: Summary of the processing steps used to make the samples in this
thesis. A combination of photo- and electron-beam-lithography techniques
were used.
Step BPRS 150 PMMA 495k AR-N
(UV) (E-beam) (E-beam)
Spin resist 4 krpm 5 krpm 4 krpm
Edge bead yes no no
Hotplate 90 ◦C, 2 min 180 ◦C,2.5 min 90 ◦C, 2 min
Expose 75 J/cm2 300µC/cm2 150 µC/cm2
Develop AZ400K 15 H2O:35 IPA AZ706 MIF
Etch Wet etch Ion milling Ion milling
Strip resist Warm acetone
Warm acetone,
resist stripper
Warm acetone,
resist stripper
The electron beam lithography stages for sample dp012 were done by Dr
Andrew Irvine, University of Cambridge using a EBL system capable of pro-
ducing narrower wires with better edge definition than the Nottingham sys-
tem. For these samples rather than etching, material was deposited through
windows in the resist in Nottingham.
2.2.2 Ion milling
Ion milling is a ballistic process involving Ar+ ions being fired at the sample
to be etched. Ion milling of samples for MOKE measurements in chapter 3
and 4 was done using a reversed-polarity planar magnetron sputter source, as
described in [201], using a 630 V bias and a pressure of 1.6× 10−3 Torr during
milling, from a base pressure of 1.4× 10−8 Torr. The sample was rotated at
20 rpm to promote an even etch profile, with a target-substrate distance of
200 mm. A schematic of the ion-milling system used is shown in figure 2.1
(c). For the XMCD-PEEM measurements described in chapter 4 the samples
were milled by a dedicated milling system at University College London.
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2.2.3 Substrate Thinning
To achieve better transmission of the strain from the transducers to the mag-
netic films the GaAs substrates were thinned following the other fabrication
steps. A standard fast GaAs etch[202] of 5 H2SO4 +40 H2O2 +5 H2O was used
to thin the GaAs substrates from 350 µm to 150 µm. This solution had a nom-
inal etch rate of 10µm/min, although testing showed that this rate decreased
over the etch time. A graph of etch depth as a function of etch time for a
range of test samples is shown in figure 2.2. Also shown in this graph is a fit
to a curve of the form y = y0 +A exp(R0t) where y the etch depth, and t the
etch time. Fitting coefficients were y0 = 210(50) µm, A = −200(50) µm/min
and R0 = −0.1(4)/min.
Figure 2.2: Etch depth of GaAs substrates as a function of etch time, with
exponential fit. Error bars are from the z-scale on the optical microscope used
to determine etch depth.
This wet etching was done after the other fabrication stages, so it was im-
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portant to protect the grown-on side by mounting the samples face-down on
a glass slide using BPRS photoresist. Etching was done by immersing the
samples mounted on the slide into the etch solution. The solution was stirred
and the slide turned every minute or so to reduce the risk of a wedge-shaped
etch profile. The etch was stopped in ultra-pure water after which the samples
were removed from the slide using acetone followed by IPA and dried with
nitrogen gas. The etch depth was then measured by observing the focal point
in an optical microscope with z-axis calibration for the top and bottom sides
of the sample.
2.2.4 Piezoelectric transducers
The piezoelectric transducers used to induce strain in this thesis were Piezo-
mechanik GmbH Parts: Pst 150/5x5/7, Pst 150/3x3/7, which have a safe
operating voltage range of −30 V to 150 V at room temperature, which cor-
responds to a range of applied strain of around 1× 10−3. The piezoelectric
transducers were prepared in the following way. First the polymer coating on
the transducer was removed using glass paper. The piezoelectric transducer
was then cleaned with IPA. Epo-Tek H70E two part epoxy was used to bond
the samples to the piezo. This epoxy was selected as it does not outgas in
ultra high vacuum systems. The recommended cure of 80 ◦C for 2 h was used
unless otherwise stated. This curing procedure has the effect of building in a
strain to the samples as there is a non-isotropic expansion coefficient of the
piezoelectric material. A photograph of samples mounted and bonded to a
piezoelectric transducer for transport measurements is shown in figure 2.3.
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Figure 2.3: Photograph of samples mounted to a piezoelectric transducer and
bonded to a header suitable for transport measurements.
2.3 Measuring Instruments and Procedures
2.3.1 Magnetotransport
System Description
The transport measurements described in this thesis were principally carried
out in a helium-cooled cryostat capable of temperatures in the range 4.2 K
to 400 K. A schematic of the cryostat used is shown in figure 2.4. The
cryostat system was principally used to maintain a measurement temperature
of 300.00(1) K. The sample was situated between the poles of a rotatable
electromagnet capable of applying a field of up to 0.5 T with a resolution
of 5× 10−4 T. In chapter 3 measurements were also done in the absence of
any external magnetic field. In this case the sample probe was removed from
the cryostat and mounted in such a way that external magnetic fields were
shielded by mu-metal to reduce the effect of any external fields.
Four-terminal measurements of transverse and longitudinal voltages were car-
ried out with a Keithley 2400 sourcemeter and Keithley voltmeters in con-
stant current mode, with a current of 2 mA. Current-voltage measurements
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Figure 2.4: Schematic of cryostat used for magnetotransport measurements.
The sample was situated between the poles of a rotatable electromagnet ca-
pable of applying a field of up to 0.5 T.
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confirmed that the sample was Ohmic up to this current, indicating that no
significant Joule heating was present. Where necessary piezoelectric transduc-
ers were controlled by a separate Keithley 2400 sourcemeter. The maximum
leakage current of the piezoelectric transducer was below 800 nA. The exper-
iments were controlled and data collected via LabView programs.
Measurement Description
The magnetotransport measurements described in this thesis were carried
out on Hall bars with dimensions shown schematically in 2.5. This figure also
shows the notation and polarity conventions used.
Figure 2.5: Schematic of Hall bar device including notation and polarity con-
ventions. I is the current which flows through the device, Vxx and Vxy are the
longitudinal and transverse voltages, respectively.
For in-plane anisotropic magnetoresistance measurements the sample was
mounted on an appropriate sample probe and placed in a saturating field
capable of rotation through 200◦ in the plane of the film. Magnetic field
sweeps were also carried out along different directions.
2.3.2 Sample Preparation
It was known [105] that the recommended curing procedure for the piezoelec-
tric transducers introduced a ‘built-in’ strain due to the anisotropic thermal
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Figure 2.6: Microscope image of Fe81Ga19 Hall bars on which magnetotrans-
port measurements were made. The piezoelectric transducer extends beyond
the image bounds. The extent of the transducer can be seen more clearly in
figure 2.3.(a) Hall bar oriented with long-axis at 45◦ to long-axis of piezeo-
electric transducer (b) Hall bar oriented with long axis parallel to long-axis
of piezoelectric transducer. Labelled are the current source I+ and drain I−,
and probes for Rxx (i-ii) and Rxy (ii - iii) measurement.
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expansion coefficient of the piezoelectric material. The transducer expands
non-isotropically, the glue cures, and then as the sample cools this strain is
introduced. This built-in strain limited the extent to which both tensile and
compressive strain could be applied along both the [100] and [010] axes of the
Fe81Ga19. To get around that situation, rather than use the recommended
curing process, the sample was bonded to the transducer and during the cur-
ing process, and the sample heated above the ferroelectric Curie temperature
(around 150 ◦C), causing the PZT to expand isotropically. An electric field
was applied to the transducer as it was cooled down through the Curie tem-
perature to repolarise the PZT. A schematic of the transducer-mounted Hall
bar is shown in figure 2.7. It is important that the Fe81Ga19 was mounted in
such a way that the strain induced will be parallel to the [100]/[010] direc-
tions, since it is only the λ100 magnetostriction constant which is enhanced
relative to Fe.
2.3.3 Strain Calibration
Calibration of the strain is very important. It was known that the transducers
used are capable of applying a strain of 10−3. However, due to the elastic
properties of the glue used to bond the sample to the transducer, and the GaAs
substrate, the actual strain experienced by the sample will be reduced. The
treatment of the PZT during the glue-curing process may also have affected
the maximum possible strain. To determine the exact strain we are able to
apply two different techniques were used.
Firstly the sample itself was used as a strain gauge. By applying a saturating
field any anisotropic magnetotransport effects were removed, since the mag-
netisation direction was prevented from moving away from the direction of
the applied field. Secondly, to confirm this first measurement of the strain a
Ni80Cr20 resistance bridge was also fabricated on a GaAs substrate thinned in
the same way as the Fe81Ga19 Hall bar. This resistance bridge strain gauge
was bonded to a piezoelectric transducer in the same manner as the Fe81Ga19
Hall bar. Resistance measurements of the two strain gauges are shown in
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Figure 2.7: (a) Schematic of Hall bar mounted on piezoelectric transducer,
along with the crystallographic and magnetic easy axes of FeGa. (b) Resis-
tance bridge used for strain calibration.
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figure 2.8.
In general resistance varies with strain with a dependency on both the geo-
metrical changes, and changes of the resistivity with strain [203, 204, 205].
The change in resistivity originates from the distortion of the Fermi surface
in the metal induced by the distortion of the lattice. The combination of
geometrical and resistivity changes is often combined into a single term, the
gauge factor, which determines how strain will scale with a change in resis-
tance. The gauge factor itself can be thickness dependent. For the thickness
of Ni80Cr20 strain gauge used, a gauge factor of around 2 is expected [206].
Fe81Ga19 is less well studied as a strain-gauge material, with little literature
about the strain dependence of resistivity of either Ga, Fe, or Fe81Ga19 itself.
In the sections below it is shown that geometrical considerations produce a
gauge factor for the Ni80Cr20 in the range expected. A geometrical consid-
eration of the gauge factor is also made for the Fe81Ga19 Hall bar measured
as a strain gauge. The close agreement of the resistance bridge and Hall bar
curves indicates that using the saturated Hall bar as a strain gauge provides
an acceptable measure of the strain.
Ni80Cr20 Strain Gauge
The strain measured by the Ni80Cr20 resistance bridge strain gauge can be
deduced as follows. Looking at the schematic of the resistance bridge in
figure 2.7 there are some relationships between the voltages and resistances
that can be observed:
(V2 − V1) + (V3 − V2) = Vin
(V4 − V1) + (V3 − V4) = Vin
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Figure 2.8: a) The uniaxial strain along the direction of the transducer to
which the samples were bonded as a function of the voltage applied. The
strain was determined at T=300 K using a Ni80Cr20 resistance bridge (red
symbols) and using the change in the longitudinal resistance of the Fe81Ga19
Hall bar in a saturating magnetic field of 0.5 T applied along the direction
of the current (blue symbols). b) Strain measurements later extracted from
field sweep measurements. Additional noise is present since the measurements
were not made during a continuous voltage sweep as in a). The linear fit (red
line) has an intercept of −2(2)× 10−5 and gradient of 3.3(7)× 10−6/V
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and since IR1 + IR2 = IR3 + IR4,
V2 = Vin
R2
R1 +R2
V4 = Vin
R4
R3 +R4
Using the assumption that R1 +R2 = R3 +R4, then this becomes
V2 − V4 = Vout = VinR2 −R4
R1 +R2
For a volume of material in the resistance bridge of width w, thickness t
and length l, when the long axis of the transducer is along l it can be
said that [134] that
∂w
w
=
∂t
t
= −1
2
∂l
l
, in order to conserve volume. The
corresponding change in resistance of the volume of material will then be
∂R =
∂R
dl
∂l+
∂R
∂w
∂w+
∂R
∂t
∂t. Substituting in the correct expressions for the
partial differentials of R from the equation R =
ρl
wt
yields
∂R =
ρ
wt
∂l − ρl
w2t
∂w − ρl
wt2
∂t.
dividing both sides of this equation by R =
ρl
wt
leaves
∂R
R
=
∂l
l
− ∂w
w
− ∂t
t
which in terms of
∂l
l
is
∂R
R
=
∂l
l
+
1
2
∂l
l
+
1
2
∂l
l
so to determine the strain εxx, along l:
∂R
R
= 2
∂l
l
= 2εxx
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If the strain is along w then
∂w
w
= εxx and the expression for
∂R
R
= −2εxx
Bringing the change in resistance together with the strain applied to the
resistance bridge, with R1 and R4 being under tensile strain, and R2 and R3
being under compressive strain gives:
R1 → (1 + 2εxx)R1
R4 → (1 + 2εxx)R4
R2 → (1− 2εxx)R2
R3 → (1− 2εxx)R3
Finally, the expressions for the voltages of the strained bridge are:
V2 − V4 = Vin (1− 2εxx)R2 − (1 + 2εxx)R4
(1 + 2εxx)R1 + (1− 2εxx)R2
V2 − V4 = Vout = −2Vinεxx
Which have been simplified since the initial resistances R1 = R2 = R3 = R4.
Measurements of the different resistances in the bridge show that they are
equal within 2 % of each other, so the assumption is justified. See table 2.3.
This leaves
εxx =
−Vout
2Vin
.
Table 2.3: Differences in resistance bridge resistances, relative to resistance
R1.
Resistance label Difference (%)
R2 -1.6
R3 -1.5
R4 0.1
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Fe81Ga19 Hall Bar Strain Gauge
In addition to the Ni80Cr20 resistance bridge the Fe81Ga19 Hall bar itself was
also used to measure the strain. The use of an Fe81Ga19 hall bar was confirmed
as a reasonable measurement of the strain by measuring a Hall bar for which
the current was applied along the same direction of the strain. An image
of this device is shown in figure 2.6 (a). In this case the strain ε =
δRxx
2Rxx
.
Figure 2.8 shows that there is good agreement between the Fe81Ga19 and
Ni80Cr20 strain measurements for much of the voltage range studied. The
deviation at large negative voltages may be due to different properties of the
two transducers used. Having established that considering only geometrical
factors to determine the gauge factor of FeGa gives a reasonable estimate of
the strain, a method to determine the strain in a Hall bar rotated 45 degrees
from the axis of the uniaxial strain is now considered. The strain was also
measured using the transverse resistance of the Hall bar shown in figure 2.7,
which was used to investigate the magnetostrictive properties of Fe81Ga19. In
this case the Hall bar was oriented in such a way that the current direction
was at 45◦ to the strain axis. An image of this Hall bar is shown in figure 2.6
(b). The case for a Hall bar with current along a direction 45◦ to the strain
axis is shown in figure 2.9.
Figure 2.9: Schematic for determining the effect of a strain at 45◦.
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The strain along the x direction is defined as εxx, and strain along the y
direction defined as εyy = −εxx
2
, and along z, εzz =
−εxx
2
. Before any strain
is induced in the system, the x and y coordinates can be written down in
terms of the dimensions l and w.
x1 = l cos 45
◦ y1 = l sin 45◦
x2 = l cos 45
◦w cos 45◦ y2 = l sin 45◦ + w sin 45◦
x3 = −w cos 45◦ y3 = w sin 45◦
After the strain is applied, these coordinates become:
x′0 = x0 y
′
0 = y0
x′1 = (1 + εxx)x1 y
′
1 = (1−
εxx
2
)y1
x′2 = (1 + εxx)x2 y
′
2 = (1−
εxx
2
)y2
x′3 = (1 + εxx)x3 y
′
3 = (1−
εxx
2
)y3
and
l′ = [(x′1 − x′0)2 + (y′1 − y′0)2]1/2
= [(x1 − x0 + εxxx1)2 + (y1 − y0 − εxx
2
y1)
2]1/2
w′ = [x′23 + y
′2
3 ]
1/2
t′ = (1− εxx
2
)t
These changes in dimensions due to the strain can be equated with the changes
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in resistance of the Hall bar.
R =
ρl
wt
R′ =
ρl′
w′t′
∆R = ρ[
l′
w′t′
− l
wt
]
∆R
R
=
wt
l
[
l′
w′t′
− l
wt
] =
l′
l
w
w′
t
t′
− 1
Solving these equations numerically yields
2
∆R
R
= εxx (2.1)
The value of εxx − εyy is often the quantity of interest, in which case it can
be said that
εxx − εyy = 3
2
2
∆R
R
= 3
∆R
R
(2.2)
2.3.4 Magneto-optical Kerr effect imaging equipment
System Description
In this thesis two types of MOKE measurement systems are used. Firstly
a wide-field microscope capable of imaging with magnetic contrast along a
particular axis (figure 2.10 (a)). Secondly a focussed laser MOKE system
capable of resolving changes in direction of magnetisation in devices as narrow
as 100 nm (figure 2.10 (b)).
The wide field microscope system used was that at beamline I06 at Diamond
Light Source, and was based on a Zeiss Axio microscope. Strain-free lenses
combined with a polariser and analyser allowed the magnetically sensitive
imaging to be done, with a maximum spatial resolution of around 300 nm[207].
In-plane component of the magnetisation was of interest so it was necessary
to have the light incident at an oblique angle. This was achieved by using an
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Figure 2.10: The types of MOKE measurement setup used in this thesis. (a)
Wide field microscope configured for sensitivity to the in-plane component of
magnetisation. The aperture stop is configured to block out the centre of the
incident light beam to ensure that incident light arrives a the sample at an
oblique angle. (b) Focussed laser MOKE system capable of focussing laser
spot of size 4 µm onto the sample
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aperture to block out the centre of the incident light beam, leaving only that
at oblique angles.
The focussed MOKE equipment was used in the Department of Engineering
at the University of Sheffield, under the guidance of Dr. Tom Hayward. In
this system polarised laser light of wavelength 532 nm from a Coherent Verdi
V-2 laser was focussed into a spot of around 4 µm onto the sample. Light
reflected from the sample was passed through an analyser onto a detector.
The analyser was set to close to extinction to allow only the Kerr signal
through to the detector. In this set-up the intensity varies as the sin of the
Kerr angle which maximises sensitivity. The sample was placed in the poles
of a magnet capable of applying a field of approximately 100 mT, determined
from a calibration table. The field can be driven at a frequency of up to
20 Hz. Either single shot measurements, sweeping the field from negative
field to positive field and back again, or multiple averages were recorded via
an Agilent Infinium 54832D oscilloscope.
Measurement Description
For the wide field microscope experiments in chapters 3 and 4 images were
taken at voltages in the range −30 V to 50 V. The images taken were then
processed using the ImageJ software package. A summary of the processing
steps used in ImageJ is shown in figure 2.11. The whole stack of images from
a field sweep was loaded into the software, in the order that they were taken.
The first image in the sequence is that for a saturating field along a particular
direction. This first, magnetically saturated, image was subtracted from all of
the images in the stack to leave images representing the difference in magnetic
contrast between each image and the saturated starting condition. Where
information about the average magnetisation projection within a particular
section of the magnetic material was required a region of interest (ROI) was
defined in the software and applied to the whole stack. The average pixel
intensity was then extracted and normalised. Since each image was associated
with a particulary value of applied field, a M-H loop could be created for that
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ROI.
For the focussed laser MOKE experiment in chapter 5, the laser spot was
positioned at different points along a Co wire. The spot, approximately 4 µm
in size, detected the magnetisation direction of the wire in this spot. By
sweeping the magnetic field forwards and backwards with a frequency of 20 Hz
up to 100 sweeps could be measured. The effect of induced uniaxial strain on
the depinning behaviour of a domain wall in the wire was investigated.
2.3.5 X-Ray Magnetic Circular Dichroism Photo-emission
electron Microscopy Equipment
System Description
XMCD-PEEM measurements were carried out at beamline I06 of the Dia-
mond Light Source synchrotron. Electrons are generated in an electron gun
then accelerated first by a linear accelerator, a booster synchrotron and finally
the large storage ring. The storage ring is a many-sided polygon with straight
sections joined by bending magnets which steer the electrons around the ring.
As an electron passes through the bending magnet it emits radiation. On
I06 X-ray photons are emitted from the storage ring to the beamlines using
an insertion device called an undulator which forces the electron path to os-
cillate, producing x-rays. The undulator produces a narrow beam of bright
light, the energy and polarisation of which is tunable by moving individual
arrays of dipole magnets within the undulator. The I06 beamline at Diamond
uses high intensity soft x-rays, with energies in the range 80 eV to 2 keV.
X-rays incident on the sample induce the emission of electrons in the man-
ner described in chapter 1. Electrons leaving the sample are accelerated to
20 keV due to the potential difference between the sample and objective lens.
The electrons pass through a set of transfer lenses and an energy analyser,
which removes chromatic aberrations, before being imaged by a micro chan-
nel plate/CCD image intensifier. For greatest image intensity it is necessary
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Figure 2.11: Steps used to process wide-field microscope MOKE images. (a)
The whole stack of images from a field sweep was loaded into the software,
in the order that they were taken. (b) The first image in the sequence is
that for a saturating field along a particular direction. This first, magneti-
cally saturated, image was subtracted from all of the images in the stack to
leave images representing the difference in magnetic contrast between each
image and the saturated starting condition. (c) Where information about the
average magnetisation projection within a particular section of the magnetic
material was required a region of interest (ROI) was defined in the software
and applied to the whole stack. The average pixel intensity was then extracted
and normalised. Since each image was associated with a particulary value of
applied field, a M-H loop could be created for that ROI.
72
to maximise the peak in the secondary electrons by adjusting the accelerat-
ing voltage to ensure the peak in the secondary electrons is at 20 keV. The
XMCD-PEEM system has a spatial resolution of 60 nm[208].
Measurement Description
To build up an image with magnetic contrast we then need to take images
with both left- and right-circularly polarised light, taken with x-ray energies
on the edge jump of the material in question. Since the background intensity
could be different for different images it is also important to take images with
x-ray energies off-edge, that is not on the L3 or L2 edge. It is possible to use
either the L2 or the L3 edge to get contrast. In practice the edge which gives
best contrast for a given material is used.
Intensities for the right circularly polarised (RCP) (+) and left circularly
polarised LCP (-) x-rays of the L3 edge are given by
X+ =
IL3+
Ipre−edge
(2.3)
X− =
IL3−
Ipre−edge
(2.4)
where Ipre−edge is the off resonance energy.
The XMCD, D, and the related asymmetry, A, are given by
D = X+ −X− (2.5)
A =
X+ −X−
X+ +X−
(2.6)
.
In a measurement four images are taken: LCP on edge, off edge; RCP on
edge off edge. Using Igor image processing software the image stacks are first
drift corrected before the XMCD and asymmetry are found by performing
equations 2.5, 2.6 on the images. The contrast in the XMCD image will be
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proportional to the angle of incidence of the beam of electrons. From this
contrast the greyscale images can be interpreted magnetisation directions.
2.3.6 SQUID
The magnetometry measurements described in this thesis were carried out
with a commercially available Quantum Design MPMS-X super-conducting
quantum interference device (SQUID) magnetometer. Using the recipro-
cating sample measurement option the system has a sensitivity of up to
1× 10−12 A/m. A schematic of the SQUID system used is shown in figure
2.12 (a). The current passed through the weak link in the Josephson junc-
tion in a SQUID is proportional to the magnetic flux through a search coil
connected to the junction[209] (see figure 2.12 (b)). When a sample is moved
through the detection coils the magnetic moment causes a change in the mag-
netic flux through the pickup coil. The corresponding change in current can
be seen as a series of interference fringes. It is possible to count these to
measure the change in magnetic flux, or to use a feedback system to compen-
sate for the external field and lock the system onto one of the fringes. The
feedback voltage is then proportional to the magnetic flux. It is this second
method that is used in the MPMS. Shielding from external magnetic fields
is important to improve the sensitivity of the device. This field protection is
achieved by placing the SQUID in a region of a small, constant magnetic field
enclosed by a superconducting shield. The pickup coils are also arranged as a
second-order gradiometer. These efforts combine to make the SQUID highly
insensitive to magnetic noise. The MDMS system is routinely calibrated using
a Pd reference sample provided by the manufacturer.
The super conducting quantum interference device (SQUID) magnetometry
measurements described in this thesis were carried out by Dr. Andrew Rush-
forth. For measurements the sample is mounted in a drinking straw. A stepper
motor moves this straw, connected to the end of a sample rod, along the axis
of the gradiometer. The SQUID feedback voltage is measured as a function
of the position of the sample within the gradiometer. Fitting to this spatial
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Figure 2.12: Schematic of (a) SQUID system and (b) SQUID. When a sample
is moved through the detection coils the magnetic moment causes a change
in the magnetic flux through the pickup coil. The corresponding change in
current can be seen as a series of interference fringes. A feedback system is
used to compensate for the external field and lock the system onto one of the
fringes. The feedback voltage is then proportional to the magnetic flux.
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dependence by the Quantum Design software gives the projection along the
measurement direction of the magnetic moment of the sample.
M vs H loops were carried out using the SQUID at constant temperature.
Sweeping the field from large positive, to large negative and back to large
positive for a range of applied field directions gives a complete set of M vs H
loops at a given temperature. An example of the hysteresis loops obtained
from the SQUID is shown in figure 2.13 (a). M vs H loops measured in this way
will generally have a diamagnetic background. This can be removed by fit-
ting to the regions above the saturation magnetisation. Anisotropy constants
were extracted from the magnetometry data using the method described in
ref [210], which uses coefficients determined from the magnetic energy of an
isolated in-plane magnetic domain. In the single domain approximation the
energy density of the magnetic sample can be written as
E = −KC sin2(2θ)/4 +KU sin2(θ)−MH cos(φ− θ) (2.7)
where KC and KU are the lowest order biaxial and uniaxial anisotropy con-
stants, H is the external magnetic field, M the magnetisation, and θ and φ
are, respectively, the angle of M and H to the [11¯0] direction. By looking at
the case with zero applied field (i.e. H = 0) equation 2.7 it is possible to
determine the remnant magnetisation direction. In this case the derivative of
the energy density with respect to angle can be written
∂E
∂θ
= KU sin 2θ −KC sin 2θ cos 2θ (2.8)
which when equated to zero, gives an expression for the remenant magnetisa-
tion direction:
θ =
1
2
arccos
(−Ku
Kc
)
(2.9)
The magnetic free energy density equation can also be used to determine the
anisotropy fields from magnetic field sweeps along a particular direction. An
example of hysteresis loops used to obtain anisotropy fields is shown in figure
2.13 (b). Starting with the case of φ = 90◦, the first and second derivatives
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Figure 2.13: (a) Examples of M-H loops from SQUID data. (b) Zoomed in
region of (a) showing anisotropy fields HK,[110] and HK,[11¯0] extracted from
loops.
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of equation (2.7) are:
∂E
∂θ
= KU sin 2θ +KC sin 2θ cos 2θ −MsH cos θ (2.10a)
∂2E
∂θ2
= 2KU cos 2θ + 2KC cos 4θ +MsH sin θ (2.10b)
There is a minimum energy density when the first derivative is equal to zero,
and the second derivative is greater than zero. The magnetisation along the
[110] direction is then
M[110] = Ms for H > |2KC − 2KU |/MS (2.11a)
M[110] = Ms sin θ for H < |2KC − 2KU |/MS (2.11b)
So the anisotropy field along the [110] direction is:
HK,[110] =
2(KU −KC)
Ms
(2.12)
Treating the case for φ = 0◦ first and second derivatives to the magnetic free
energy density of
∂E
∂θ
= KU sin 2θ +KC sin 2θ cos 2θ +MsH sin θ (2.13a)
∂2E
∂θ2
= 2KU cos 2θ + 2KC cos 4θ +MsH cos θ (2.13b)
There is a minimum energy density when the first derivative is equal to zero,
and the second derivative is greater than zero. The magnetisation along the
[11¯0] direction is then
M[11¯0] = Ms for H > |2KC + 2KU |/MS (2.14a)
M[11¯0] = Ms cos θ for H < |2KC + 2KU |/MS (2.14b)
So the anisotropy field along the [11¯0] direction is:
HK,[11¯0] =
2(KU +KC)
Ms
(2.15)
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2.3.7 X-ray Diffraction
System Description
X-ray diffraction (XRD) is a technique useful for non-destructively determin-
ing the structural properties of a crystal. X-ray diffraction relies on the Bragg
condition for maximising the intensity of a diffracted beam at a particular an-
gle [211]
nλ = 2d sin θ (2.16)
where the integer n is the order of the diffraction, λ is the X-ray wavelength,
d is the interplanar spacing, and θ is the angle of incidence of the x-rays. The
diffraction of a plane wave off successive plane of a crystal structure is shown
in figure 2.14.
Figure 2.14: Bragg diffraction (of order n) of x-rays by the planes in a crystal.
The x-rays are incident at angle θ onto planes separated by a length d.
X-ray diffraction measurements described in this thesis were made using a
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Phillips Panalytical X‘Pert Materials Research Diffractometer (MRD) by Dr
Peter Wadley, using the CuKα wavelength of 0.154 nm [211]. A schematic of
the XRD setup is shown in figure 2.15. The x-ray beam is passed through
a beam conditioner which act to collimate and monochromate the beam, as
well as limit the spatial width of the beam. The sample is mounted on a
stage capable of adjustment of x, y, z and φ (rotation about about an axis
perpendicular to the plane of the sample), ψ (tilt - rotation about an axis
lying in the plane of the sample). The X-ray source is at a fixed angle ω (the
angle between the incident beam and the sample surface), and the detector
at an angle 2θ between the incident beam and diffracted beam. The angular
resolutions achievable in the X‘Pert system are: 0.01◦ for tilt (ψ) and rotation
(φ), and 0.0003◦ for ω and 2θ.
Figure 2.15: XRD measurement configuration. The x-ray beam is passed
through a beam conditioner which acts to collimate and monochromate the
beam, as well as limit the spatial width of the beam. The sample is mounted
on a stage capable of adjustment of x, y, z and φ (rotation about about an
axis perpendicular to the plane of the sample), ψ (tilt - rotation about an
axis lying in the plane of the sample). The X-ray source is at an angle ω (the
angle between the incident beam and the sample surface), and the detector
at an angle 2θ between the incident beam and diffracted beam.
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Measurement Description
In this thesis three scans were used to determine properties of thin films used:
2θ− ω, ω or rocking scan, and φ scan. The 2θ− ω involves both the incident
beam angle ω and the detector angle 2θ being coupled and simultaneously
rotated, which gives information about the out of plane lattice parameter
of the thin film and substrate. The out-of-plane lattice parameter is given
by the Bragg relation, equation 2.16. From the full width at half maximum
(FWHM) of the peak it is possible to determine the thickness of the film,
using the Scherrer formula [211]
FWHM =
0.9λ
t cos θB
(2.17)
where the FWHM is expressed in radians, λ is the x-ray wavelength, t is the
layer thickness, and θB is the Bragg angle of the reflection. X-ray diffraction
of films with a finite number of atomic planes may also show Laue oscillations
on either side of the principal peak [212]. Laue oscillations can be seen on
either side of the peak between 62◦ and 63◦ in figure 2.16, taken from XRD
data presented in chapter 3. The separation of these oscillations is a measure
of the number of coherently scattering atomic planes. Information can be
manually extracted from the 2θ − ω scan, or done more accurately by fitting
the diffraction curve using the Panalytical Epitaxy software. An ω scan, or
rocking curve, gives information about defects or mosaicity in the sample
as the diffraction planes of individual mosaic blocks will match the Bragg
condition 2.16 at different angles. In an ω scan the incident beam rotated
(“rocked”) through the Bragg angle θB while the detector is held at a fixed
angle 2θ. The width of such a rocking curve is then a direct measure of
the range of orientations present in the crystal. Each subgrain of a mosaic
crystal successively satisfies the Bragg condition. In a φ scan the detector 2θ
and incident beam ω angles are fixed on a Bragg peak as φ is rotated. The
measured intensity in such a scan is proportional to the number of grains in
the film that have their normal to the crystal planes picked out by that Bragg
peak. A random orientation of grains in a thin film will result in a featureless
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φ scan, whereas a scan of an epitaxial thin film will be characterised by a
small number of discrete peaks, four in the case of a cubic crystal.
Figure 2.16: Example of Laue oscillations on either side of the peak in XRD
2ω scan between 62◦ and 63◦
2.3.8 X-ray Reflectivity
Similar in concept to x-ray diffraction is x-ray reflectivity (XRR) in that it is
a non-destructive, non-contact technique for determination of film properties
[213]. XRR is relevant to this thesis as it was the technique used by others
to calibrate the growth rates of the MBE and sputter systems described in
section 2.1.1. XRR is capable of determining the thickness of films in the
range 1 nm to 200 nm with a precision of around 0.1 nm to 0.3 nm [213].
In XRR the intensity of the reflected beam of x-rays incident on a sample is
measured as a function of incident angle. A schematic of an XRR measure-
ment are shown in figure 2.17. The sample is initially aligned such that it
cuts the incident x-ray beam in half, with the sample surface and incident
beam being essentially parallel. Total internal reflection occurs for incident
angles ω below the critical angle ωc. Typical incident angles are in the range
0.25◦ to 3◦. When ω is above ωc the reflections from the different interfaces
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in the sample interfere and gives rise to interference fringes. The thickness of
each layer determines the period of the interference fringes. Surface and inter-
face roughness result in diffuse scattering which gives rise to a more rapidly
reduced intensity with increasing reflected angle. An equation for the layer
thickness is given in reference [214]:
mλ = 2D
√
sin2 ωi − sin2 ωc (2.18)
where m is the order of the reflected fringe, ωc is the critical angle, ωi is the
angle at which the fringe appears, and D is the layer thickness. In this thesis,
however, the thickness was determined using the software XPert Reflectivity
(Version 1.1) from PANalytical which allows different layers including the
substrate, growth and capping layers to be simulated.
2.3.9 Micromagnetic Calculations
Software Description
Micromagnetic calculations allow the behaviour of device geometries for dif-
ferent materials under a range of conditions to be modelled. By solving the
magnetic equation of motion, the Landau-Lifshitz-Gilbert (LLG) equation
(equation (1.31)), for given initial anisotropy conditions we can determine
the ground state configuration, or see how the system will evolve with time.
More details of micromagnetism are given in chapter 1.
There are two key problems in the evaluation of magnetic behaviour using
micromagnetism. The first is to accurately approximate the effective mag-
netic field, Heff and the second is to evaluate the time evolution of the LLG
equation (see equation (1.31)) [215]. The effective field can be found from
the derivative of the free energy terms given in equation 1.19 [216]. The
anisotropy, exchange and magnetostatic energy terms in this equation must
be accounted for in a micromagnetic calculation, and form the basis of the
micromagnetic equations.
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Figure 2.17: (a) X-ray reflectivity scan orientation (b) Sketch of x-ray reflec-
tivity trace. Total internal reflection occurs for incident angles ω below the
critical angle. The thickness of each layer in a sample determines the period
of the interference fringes. Surface and interface roughness result in diffuse
scattering which gives rise to a more rapidly reduced intensity with increasing
reflected angle.
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To calculate the effective field and solve the LLG equation (equation (1.31))
the continuum interpretation of time and space must be discretised [215]. A
common approach to the discretisation of the problem is the finite difference
(FD) method in which the continuum is replaced by a set of discrete regions.
A comprehensive review of finite difference methods in micromagnetism is
given in reference [217].
In the FD model the partial derivatives of a function u(r, t) are approximated
by finite differences ∆x, ∆y, ∆z, and ∆t such that
u(x+ ∆x, y, z, t) = u(x, y, z, t) + ∆x
∂u
∂x
(x, y, z, t) (2.19)
(∆x)2
2
∂2u
∂x2
(x, y, z, t) + . . .
The partial derivatives in the LLG equation (equation (1.31)) replaced by the
appropriate FD approximations which can then be solved using an iterative
numerical process to obtain an approximate solution. In micromagnetic FD
solutions, the calculation region is divided into equally sized cubes or cuboids
of volume Vi = ∆x×∆y×∆z, with magnetic moment Mi = MsVi. The time
evolution of M is found by integrating equation (1.31) for each computational
cell.
In this thesis the Object Oriented Micromagnetic Framework (OOMMF) is
used which discretises the calculation region and iteratively solves the LLG
equation. The anisotropy energy and Zeeman energy terms can both be eval-
uated relatively easily as they are both local in nature, and can be calculated
individually for each cell. The exchange and magnetostatic energies are more
difficult to determine [215, 216, 217]. In OOMMF, the exchange energy is
approximated using a 6 nearest neighbour interaction [218, 219]:
Ei =
∑
j∈Ni
A
mi · (mi −mj)
∆2ij
(2.20)
where Ni is the set of the six cells nearest to cell i, A is the exchange stiffness
and ∆ is the descretisation step size between cells i and j. The magnetostatic
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energy in OOMMF is computed using the methods described in [220, 221]
and a fast fourier transform convolution [218].
Calculation Description
OOMMF uses ‘evolvers’ to coordinate the solving of the LLG equation and
update the magnetisation configuration from one discretised time step to the
next. It is into the evolver functions that the Gilbert damping parameter, α is
set, along with the timestep to be used along with other parameters. OOMMF
offers evolvers using a first order Euler method, or a Runge-Kutta method
[218]. The overall coordination of the micromagnetic simulation carried out
by OOMMF is done by ‘drivers’. It is into the driver function that parameters
such as mesh size, initial magnetisation configuration and stopping criteria
are entered. The stopping criteria specifies the point at which a stage in
the simulation should be considered complete. Possible options for stopping
criteria include ‘stopping dm dt’ which specifies a threshold in the maximum
|dm/dt|, the ‘stopping time’ which simply sets a maximum time limit for
the simulation, or ‘stage iteration limit’, which sets the maximum number of
iterations for a particular stage. It is the ‘stopping dm dt’ stopping parameter
that is used in OOMMF simulations in this thesis. For quasistatic simulations
a stopping dm dt in the range 0.01 ◦/ns to 1.0 ◦/ns is reasonable[222]. Other
evolver and driver parameters used in the OOMMF calculations presented in
this thesis are specified in the relevant chapters. A summary of micromagnetic
parameters for some materials, including those used in this thesis are shown
in table 2.4.
Calculations were initialised using an image to set the initial magnetisa-
tion conditions. Simulation parameters were input via the OOMMF prob-
lem file which included values for the cubic and uniaxial magnetocrystalline
anisotropies, saturation magnetisation and exchange constant. For some cal-
culations further automation was done using a python script to pass the out-
put (.omf) file of one simulation into the input of a following one. Calcula-
tions requiring long simulation times were carried out using the Nottingham
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Table 2.4: Summary of some micromagnetic parameters. Gilbert damping
(α), Exchange stiffness (A), saturation magnetisation, and exchange length
(lex =
√
2A/µ0M2S).
Material α A MS lex
(1× 10−11 J/m) (MA/m) (nm)
Fe81Ga19 0.017[223] 1.3[224] 1.386 3.3
Fe 0.002[198] 2.1[222] 1.712[193] 3.5
Ni 0.043[199] 0.9[222] 0.49[193] 7.7
Co 0.008[225] 1.9[226] 1.431[193] 3.8
High Performance Computer cluster (HPC). OOMMF outputs both scalar
and vector data which can be further processed and analysed. Vector maps of
magnetisation and stray field as well as other quantities can be made. Scalar
data output includes energy densities of the different contributions to the total
energy as well as the aggregate magnetisation in the simulated region.
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Chapter 3
The Magnetic, Electrical and
Structural Properties of
Epitaxial Fe81Ga19 Thin Films.
3.1 Introduction
This chapter describes the investigations of the structural, electrical and mag-
netic properties of epitaxial MBE-grown Fe81Ga19 films. The investigations
demonstrate how a high quality, MBE-grown thin film of Fe81Ga19 has mag-
netostrictive properties comparable to the best so far reported for bulk mate-
rial. It is also shown that this highly magnetostrictive behaviour, combined
with biaxial magnetocrystalline anisotropy, can be utilised to demonstrate
reversible, non-volatile switching of magnetisation using only induced strain,
in the absence of an externally applied magnetic field.
The study begins by characterising the crystal and magnetic properties of the
layer. The AMR is measured at the measurement temperature to be used
as a tool for determining the magnetisation direction. Using a PZT piezo-
electric transducer uniaxial strain is induced in the Fe81Ga19 layer to demon-
strate control of the magnetic easy axis in the absence of an external field.
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Magnetotransport measurements reveal that the high-quality, MBE-grown
sample has magnetostrictive properties comparable with the best observed
in bulk Fe(1-x)Gax. The samples used in this chapter are from wafer Mn635,
a 21.0(2) nm layer of Fe81Ga19 grown by MBE onto a GaAs(001) substrate.
Devices were patterned into Hall bars 45µm across, as described in chapter
2.
3.2 Characterisation of Mn635
3.2.1 X-ray Diffraction
The first stage of characterisation of wafer Mn635 was X-ray diffraction to de-
termine the out-of-plane lattice parameter of the crystal. X-ray measurements
were carried out by Dr. Pete Wadley. The 2θ − ω scan in figure 3.1 clearly
shows two peaks: a strong, narrow one for the GaAs substrate and a weaker
broader peak for the Fe81Ga19 layer. The presence of a single peak indicates
that the film is crystalline with a single lattice parameter in the growth di-
rection. The 2θ−ω scan was fitted by standard XRD software using a model
of a single crystal layer on a semi-infinite substrate, which indicated a lattice
parameter along the growth direction of a⊥ = 0.296 07(3) nm, and a layer
thickness of t = 21.0(2) nm. The lattice parameter corresponds to a lattice
mismatch of
a⊥ − a0
a0
= 4.6 %, where a0 = 0.283 nm corresponds to half of
the GaAs substrate lattice parameter. Also important in this thesis is the
relaxed, bulk, Fe81Ga19 lattice parameter, a reference value [227] for which is
aBulk = 0.287 nm. With Poisson ratio ν it can be written that:
abulk − a0
abulk
= ν
a⊥ − abulk
abulk
(3.1)
which means that the expected out-of-plane lattice parameter of the Fe81Ga19
would be:
a⊥ = abulk +
1
ν
(abulk − a0) = 0.296(2) nm (3.2)
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where the value ν = 0.45(5) for Fe81Ga19 was taken from reference [228].
This reference value of a⊥ is within the uncertainty of that measured for the
Fe81Ga19 layer used in this study, so one can be confident that the measured
value is reasonable.
The four-fold symmetry shown in the φ scan shown in the inset of figure
3.1 confirms the epitaxial relationship between the Fe81Ga19 film and the
substrate [229]. In addition to reflection high-energy electron diffraction
(RHEED) measurements observed during growth, the single-crystal nature
of the mean crystal structure was confirmed by the sharp majority compo-
nent in the ω scan, also shown as an inset in figure 3.1.
Figure 3.1: XRD scans along with fitted curves (red). The main figure shows
X-ray diffraction 2θ−ω scan of the Fe81Ga19 film on a GaAs substrate showing
the sharp reflection from the GaAs substrate at around 66◦ and the Fe81Ga19
layer peak at around 62.75◦. The central sharp peak of the inset ω scan is
indicative of a film with few defects and little mosaicity. The four vertical lines
of the inset φ scan confirm the epitaxial relationship between the Fe81Ga19
film and the substrate. Measured by Dr Pete Wadley.
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3.2.2 SQUID Magnetometry
The magnetic anisotropy was characterised using SQUID magnetometry car-
ried out by Dr. Andrew Rushforth at 300 K. Figure 3.2 shows SQUID magne-
tometry field sweeps along an easy axis [100] and two hard axes [110] and [11¯0].
Using the method described in section 2.3.6 the magnetic anisotropies were
found to be Kc = 32.7 kJ/m favouring the [100]/[010] direction, and Ku =
8.6 kJ/m favouring the [110] direction. Using equation (2.9) the easy axes
were found to be rotated from [100]/[010] by 7◦. This was confirmed to be in
agreement with the SQUID data by considering the remenant magnetisation
projection along the [110] and [11¯0] directions, which were 6.40(5)× 10−4 A m2
and 4.7(50)× 10−4 A m2 respectively and give an offset angle from the [100]
direction of θ = 9(3)◦. SQUID magnetometry in combination with thickness
measurements from x-ray diffraction, was also used to determine the satura-
tion magnetisation of the film, which was found to be 1.4(1) MA/m, from the
sample volume of 5.57(2)× 10−13 m3. This confirmed the composition to be
x = 0.188(4).
3.2.3 Measurement of AMR in Fe81Ga19
In this study the AMR is used to determine the magnetisation direction from
magnetotransport measurements. A full systematic study of the AMR in
Fe81Ga19, whilst potentially an interesting topic of research, was not the in-
tention, and is beyond the scope of the current study.
The Hall bar sample (described in section 2.3.1) was placed in a magnetic
field, such that the magnetic field was in the plane of the sample. A saturating
magnetic field of 0.5 T was rotated in the plane of the sample through a range
of 200◦ whilst the transverse and longitudinal voltages were measured. The
results of these measurements are shown in figure 3.3, along with statistical
fits to the curves, and the associated residuals are shown in figure.
The experimental data was fitted to both second and fourth order equations
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Figure 3.2: SQUID magnetometry magnetic hysteresis loops of the unpro-
cessed Fe81Ga19 sample measured at 300 K for field applied along [100] (black),
[11¯0] (blue), and [110] (red) directions. Measured by Dr. Andrew Rushforth.
for ρxx:
ρxx = ρxx,0 + A sin 2θ (3.3a)
ρxx = ρxx,0 + A sin 2θ +B sin 4θ (3.3b)
and ρxy:
ρxy = ρxy,0 + C cos 2θ (3.4a)
ρxy = ρxy,0 + C cos 2θ +D cos 4θ (3.4b)
where θ is the magnetisation direction with respect to current direction. A
summary of the fitting parameters used is given in table 3.1.
The inclusion of a fourth order term does improve the fit to the data although
examination of the coefficients and residuals (figure 3.3) reveal that this term
is small relative to the second order term (0.8 % and 7.5 % for ρxx and ρxy
respectively)and the value of the coefficient of the second order term changes
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Figure 3.3: Transverse (a) and longitudinal (d) resistivity measured as a func-
tion of angle for a magnetic field of 0.5 T applied in the plane of the Fe81Ga19
film, along with statistical fits to second and fourth order phenomenological
expressions for the change in resistivity. Also shown are the residuals from
the second order fit for ρxy (b) and ρxx (e), and the residuals for the fourth
order fit for ρxy (c) and ρxx (f).
Table 3.1: Summary of fitting parameters used to fit experimental ρxx and
ρxy data to equations (3.4) and (3.3) respectively. Also shown is the R
2 value
indicating the closeness of the sum-of-squares fitting in each case.
ρ Fit Order (µΩ cm) (µΩ cm) (µΩ cm) R2
ρxx,0 A B
xx 2 82.2550(8) 0.1329(1) - 0.9974
4 82.2551(9) −0.132(1) 1(1)× 10−3 0.9973
ρxx,0 C D
xy 2 0.389(1) −0.079(1) - 0.988
4 0.3881(6) −0.080(1) 0.0060(9) 0.994
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by less that 1 % when the 4th order term is included in the fit. Therefore, as an
approximation, this thesis considers only the lowest order terms. Knowledge
of the coefficients for the AMR equations then allows the direction of M to be
determined from magnetotransport measurements in the subsequent sections.
Inspection of the residuals of the fourth-order fit indicates that the largest
residual contribution is approximately 13 % of the fitting parameter C for
ρxy and 6 % of the fitting parameter A for ρxx. It is noted that the value of
ρxx,0 = 82.2550(8) µΩ cm is in agreement with that previously measured in
Galfenol, 85(5) µΩ cm [230].
3.3 Control of Magnetic Anisotropies by Strain
3.3.1 Control of Magnetic Easy Axis Using Strain
The magnetisation direction of a sample will tend to prefer to lie along the
direction of the easy magnetic axis or axes. This easy axis is the direction of
magnetisation which will minimise the magnetic free energy of the system. An
equation for which is shown in equation (1.19). In this section this easy axis
is controlled by introducing a strain-induced anisotropy energy term to the
magnetic free energy, by applying a strain via a PZT piezoelectric transducer.
For a given strain induced in the magnetic layer, the effect on the magnetisa-
tion will depend on its magnetostrictive properties. The AMR characterised
in section 3.2.3 is used here to track the rotation of the magnetisation direc-
tion and the induced strain used to favour either the [010] or [100] cubic easy
axes of the layer.
At zero applied field, the magnetisation will lie along an easy axis direction.
In the case of the unstrained Fe81Ga19 layer this will be along either [100] or
[010]. With the application of a magnetic field along either of these easy axis
directions one would not expect to see a measurable change in AMR signal,
since the magnetisation would simply flip from parallel to the field to anti-
parallel to the applied field. As the magnetisation changes direction, there
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will be a intermediate state which could be detected as a change in resistance.
The time and field resolution of the measurements here were not sufficient to
detect this intermediate state. If however a magnetic field were applied along
a hard axis direction, a change in the AMR signal would be expected as the
magnetisation is pulled away from the zero-field position along the easy axis,
towards the direction of the applied field.
Figure 3.4 shows magnetic field sweeps along [010] and [100] axes. These axes
are aligned to the transducer such that a positive voltage applied to the trans-
ducer induces a tensile strain in the transducer along the [010] direction, with
a corresponding compression along [100]. The reverse is true for a negative
voltage applied to the piezoelectric transducer. The maximum change in the
transverse resistivity is consistent with the amplitude of the AMR measured
in section 3.2.3. The plots in figure 3.4 demonstrate how it is possible, by
inducing a particular strain in the piezoelectric transducer, to select either
[100] or [010] as the magnetic easy axis of the Fe81Ga19 layer. In figure 3.4 (a)
a large positive voltage (50 V) was applied to the transducer, which induced
a tensile strain along the [010] direction (ε = 8.6(2)× 10−5), with magnetisa-
tion along this direction. Sweeping the field along the [010] easy axis showed
no significant change in resistance, indicating no change in magnetisation di-
rection with respect to current. Sweeping the field along the [100] hard axis
however showed two switching events. First as the field is reduced to zero
from a negative saturating field, and the magnetisation direction returns to
its preferred easy axis direction, and then again as the magnetisation is pulled
away from the easy axis to along the [100] axis by a saturating positive field.
Two switching events then also occurred as the field was swept from a satu-
rating positive field, through 0 T to a saturating negative field. Figure 3.4 (b)
shows similar field sweeps with a large negative voltage applied to the trans-
ducer VP = −30 V, which corresponds to a compressive strain along the [010]
(ε = −8.0(2)× 10−5), causing the magnetisation to favour the [100] direction
at zero magnetic field. The easy axis field sweep shows no significant change
in magnetisation direction. The hard axis sweep however shows the same two
steps of the magnetisation direction as it returns to the easy axis at low field,
95
Figure 3.4: Change in transverse resistivity, ∆ρxy, as a function of applied
magnetic field for (a) large tensile strain and (b) large compressive strain
along [010]. The magnetic easy axis changes from along the [010] direction in
(a), for tensile strain along this direction, to being along the [100] direction
in (b), for compressive strain along [010].
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and is then pulled back away from the easy axis as the field is increased.
3.4 Determination of Magneto-elastic
Properties of Fe81Ga19
The hysteresis loops found from the magneto-transport data were also used
to extract information about the magnetostrictive properties of the Fe81Ga19
layer. It was not possible from the measurements undertaken to determine
separately the magnetostriction and elastic constants due to the clamping of
the Fe81Ga19 film to the substrate. The magneto-elastic constant, B1, could
however be extracted. It is B1 which determines the strength of the magneto-
elastic energy contribution to the magnetic free energy, as discussed in chapter
1, equation (1.15). B1 can be found by knowing how much magnetoelastic
energy is put into the system for a given strain, (εxx − εyy). A fit to the field
sweep data using a model based on the magnetic free energy density, including
a magneto-elastic energy density term, was used to find B1,
E(ψ) =
KC
4
sin2(2ψ) +KU sin
2(ψ − pi
4
)−MHcos(δ − ψ) + EME (3.5)
where ψ is the angle between the magnetisation and the [010] crystal direction.
The first term represents the cubic magnetocrystalline anisotropy density,
favouring easy axes along the [100] and [010] direction. The second term
is a uniaxial magnetocrystalline anisotropy energy density, typically found
in Fe films deposited on GaAs (001) substrates, of order 5× 104 J/m3 [231],
which favours the [110] direction for our films. The third and fourth terms
represent, respectively, the Zeeman energy of the magnetisation M interacting
with the external field, H applied at an angle δ to the [010] direction, and the
magnetoelastic energy induced by the applied strain. The fitting program also
included a parameter representing a domain wall de-pinning energy density,
EDepin, which allowed magnetisation switching events between local energy
minima if the energy saved in doing so was greater than this domain wall
de-pinning energy density. This term was not included in the magnetic free
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energy, rather it was used to set the condition for when switching occurred. A
schematic of this process is shown in figure 3.5. The shaded region represents
the the magnetic anisotropy contribution to the energy density of the domain
wall associated with the misalignment of the spins relative to the anisotropy
direction (see chapter 1). An alternative interpretation of EDepin is that it
in fact represents a nucleation energy density. The MOKE images presented
section 3.5.1 are evidence in favour of it being a depinning energy density as
they indicate that the pinning and depinning of domain walls is key to the
magnetisation reversal process in this sample.
Figure 3.5: Schematic of the magnetic free energy density as a function of
angle θ. The shaded area (EDW ) represents the magnetic anisotropy con-
tribution to the domain wall energy corresponding to the misalignment of
the magnetisation with the easy anisotropy direction as it transitions from
[100] to [010]. EDepin is the value used as a fitting parameter for determining
magnetoelastic properties. The magnetisation is free to switch energy den-
sity minimum if the energy saved in doing so is greater than the set value of
EDepin.
The transport data was first converted into a representation of the magneti-
sation rotation using the AMR equations. By rearranging the equation for
ρxy (1.28) an expression for the magnetisation direction with respect to the
current was found. It is possible to determine the angle of the magnetisation
direction with respect to current θ with
θ =
1
2
arcsin
(
ρxy − ρav
∆ρ
)
(3.6)
An example of ρxy for 40 V across the piezoelectric transducer is shown in
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figure 3.6(a). The magnetisation direction rotates between ±45◦ from the
current direction, which in this case is at an angle 45◦ to the applied field
axis, along [100]. This angle θ, while mathematically correct, is valid in mul-
tiple quadrants of the magnetisation rotation. A judgement was therefore
made as to which region a particular measurement belonged based upon the
known field direction in the measurement, with the biaxial easy axes having
determined the sense of the magnetisation rotation. The result of this in-
terpretation is shown as θM in figure 3.6(b). The colours correspond to the
regions indicated in the schematic of the magnetisation reversal process shown
in figure 3.7. As the magnetic field is reduced from a large negative value the
magnetisation rotates away from [1¯00] into region 1, towards the biaxial easy
axis direction, not favoured by the strain induced easy axis anisotropy (non-
bold dashed line) before switching abruptly towards the bold dashed line at
low field magnitude. At zero field the magnetic easy axis lies in region 2.
As the field is increased along the [100] direction the magnetisation rotates
through region 3, towards the axis of the applied field, until it lies along the
[100] direction. The reverse process then happens as the magnetic field is re-
duced and the magnetisation rotates again towards the non-favoured biaxial
easy axis direction and through region 4. At zero field the magnetisation is
in region 5, lying along a direction close to [010] and the zero-strain biaxial
easy axis. Finally as the applied magnetic field is increased the magnetisation
rotates to lie along the [1¯00] direction. In practical terms this meant that
regions 3, 4 and 5 were interpreted as rotations relative to [100], where as
regions 1, 2 and 6 were interpreted as rotations relative to [010].
Having established the angle of the magnetisation, θM the projection M of
the saturation magnetisation Ms along the field direction could be found with
M = MS sin(θM). (3.7)
An example of the magnetisation direction found in this way is shown in fig-
ure 3.6 (c). The non-zero value of M/Ms at zero magnetic field corresponds
to the rotation away from the 〈100〉 direction of the easy axis caused by the
intrinsic uniaxial anisotropy term KU(see section 2.3.6). The uncertainty in
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the magnetisation projection was estimated, rather than determined statisti-
cally, from the uncertainty in the angle corresponding to the uncertainty in
the resistance measurement.
Figure 3.6: Steps used to determine magnetisation direction from magneto-
transport data showing case for VP = 40 V, with field applied along the [100]
direction. (a) Initial ρxy transverse resistivity measurement. (b) Angle of
magnetisation interpreted as rotation away from [100] and [1¯00]]. The colours
correspond to the regions indicated in the schematic of the magnetisation
reversal process shown in figure 3.7. (c) M/MS for the projection of magneti-
sation along the field direction. The error bars shown are an estimate based
on the uncertainty in the angle calculated from ρxy.
A fit to the field-sweep data is shown in figure 3.8 which also shows the
corresponding resistivity vs field graph. Fitting was done by adjusting the
magneto-elastic energy density and domain wall de-pinning energy density to
minimise the absolute differences between the experimental switching fields
and those produced by the simulation. Two switching events Hc1 and Hc2
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Figure 3.7: Different magnetisation direction regions used for interpreting
magnetisation direction from magnetotransport data (see 3.6). The current
direction at 45◦ to the [100] direction is also labelled. The bold dashed
line represents the biaxial easy axis favoured by the strain-induced uniax-
ial anisotropy. As the magnetic field is reduced from a large negative value
the magnetisation rotates away from [1¯00] into region 1, towards the biaxial
easy axis direction, not favoured by the strain induced easy axis anisotropy
(non-bold dashed line) before switching abruptly towards the bold dashed line
at low field magnitude. At zero field the magnetic easy axis lies in region 2.
As the field is increased along the [100] direction the magnetisation rotates
through region 3 towards the axis of the applied field. The reverse process
happens as the magnetic field is reduced and the magnetisation rotates again
towards the non-favoured biaxial easy axis direction and through region 4. At
zero field the magnetisation is in region 5, lying along a direction close to both
[010] and the zero-strain biaxial easy axis. Finally as the applied magnetic
field is increased the magnetisation rotates to lie along the [1¯00] direction.
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were defined as the magnetisation first switched from the hard axis to the
easy axis, and then from the easy axis to the hard axis again. Shown in figure
3.8 is the data for a voltage of 40 V, which induces a tensile strain favouring
the [010] direction. The magnetisation switches first from the [100] axis, to
the [010] axis, and finally back to lie along the [100] axis.
The two free parameters in the model, the magnetoelastic and domain wall
energies, were adjusted to fit to these switching fields. The magnetoelastic
energy term shifts the average position of Hc1 and Hc2, such that higher mag-
netoelastic energies result in higher average switching fields. Increasing the
domain wall depinning energy density term increases the separation between
the two fields. Estimates of the error bounds of these fitting parameters were
obtained by adjusting the parameters to achieve a fit with the maximum and
minimum values of magnetic field within the switching region. The full set of
hysteresis loops used for fitting the data are shown in figure 3.10. At strains
close to zero, the magnetisation tends to switch from parallel to anti-parallel
to the hard axis, without lying along an intermediate direction at low field.
This indicates that the two axes are equally energetically favourable, which
is to be expected if the magnetoelastic energy has effectively been removed
from equation 3.5. As the absolute value of the strain is increased, however,
it becomes increasingly energetically favourable for the magnetisation to lie
at low field along the axis preferred by the strain. As the strain is increased,
the magnetisation is able to switch away from the hard axis sooner. A higher
field is also required to switch the magnetisation away from its easy axis.
This behaviour is consistent with increasing the magnetoelastic energy term
in equation 3.5.
The dependence of the extracted magneto-elastic energy on strain is shown
in figure 3.11 (a). Also shown is a line representing the values that would
be obtained for quench-cooled bulk Fe81Ga19, using
3
2
λ = 3.95× 10−4 and
(c12−c11) = 39.4 GPa, from [123]. This corresponds to B1 = 1.56× 107 J/m3.
A linear fit of the experimental data, shown as a red line on the graph, reveals
that the Fe81Ga19 thin film studied has B1 = 1.39(7)× 107 J/m3 indicating
that the MBE-grown film studied here has comparable magnetoelastic prop-
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Figure 3.8: Fitting to transport hysteresis loops. a) The initial transport
data. b) M vs H loop derived from transport data showing switching fields
Hc1 and Hc2, as well as an example of the simulated fit produced by the model
used. Estimates of the error bounds of these fitting parameters were obtained
by adjusting the parameters to achieve a fit with the maximum and minimum
values of magnetic field within the switching region.
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Figure 3.9: The effect of the two fitting parameters EDepin and EME on the
simulated hysteresis loop. Increasing the domain wall depinning energy den-
sity EDepin term increases the separation between the two fields. The magne-
toelastic energy EME term shifts Hc1 towards zero field and Hc2 away from
zero field.
erties to the previously studied bulk material.
The domain wall de-pinning energy density, shown in figure 3.11(b) was not
found to have a significant dependence on the induced strain. The average
domain wall depinning energy density was found to be 1950(50) J/m3. Al-
though the domain wall energy density itself would be affected by the change
in anisotropy affected by the strain, the additional energy density introduced
in the fitting procedure represents a domain wall depinning energy density.
The evidence presented here suggests that this domain wall depinning en-
ergy density is independent of strain. Why this should be the case is not
immediately obvious.
One possible explanation for the strain-dependence of EDepin is as follows.
Pinning of domain walls in the sample results from spatial variations in the
magnetic anisotropy energy density. If EDW is the magnetic anisotropy con-
tribution to the domain wall energy density, then the spatial variation of this
value might look the solid line (EME,1) in figure 3.12. The domain wall would
be pinned at minima in this curve until the application of an external mag-
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Figure 3.10: Hysteresis loops derived from magnetotransport measurements.
(a) Strain favours [010] axis, field is applied along [100] axis. (b) Strain favours
[100], field is applied along [010]. For clarity error bars have been omitted.
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Figure 3.11: (a) Magnetoelastic constant, B1 as a function of strain. Also
shown on this graph (green line) isB1 = 1.56× 107 J/m3 as a function of strain
for bulk Fe81Ga19, using parameters from [123], and a linear fit to the experi-
mental data for thin-film Fe81Ga19 corresponding to B1 = 1.39(7)× 107 J/m3
(red line). (b) Domain wall depinning energy density term, EDepin as a func-
tion of strain. Estimates of the error bounds of individual B1(εxx − εxy) and
EDepin were obtained by adjusting the parameters to achieve a fit with the
maximum and minimum values of magnetic field within the switching region.
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Figure 3.12: Pinning of domain walls in the sample results from spatial varia-
tions in the magnetic anisotropy, such as that shown in the solid line (EME,1).
A uniform strain-induced anisotropy would affect the domain wall energy
density (EDW in figure 3.5) equally across the spatial extent of the sample,
resulting in an overall shift in the spatial variations of the domain wall energy,
depicted as the dashed curve (EME,2). As the magnetisation rotates through
angle θ, the domain wall moves through a distance ∆x (in one dimension). In
the fitting simulations EDepin is associated with a single, global move in the
angle θ of the magnetisation direction. In this figure EDepin instead represents
a local depinning energy density.
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netic field provides sufficient energy to move the domain wall to the next
minimum. A uniform strain-induced anisotropy would affect the domain wall
energy density equally across the sample, resulting in an overall vertical shift
in the spatial variations of the domain wall energy without changing the over-
all shape of the curve, depicted as the dashed curve (EME,2) in figure 3.12.
A domain wall will move through a distance ∆x (in one dimension) if the
increase in domain wall energy (EDepin) is offset by the reduction of the mag-
netic free energy in the region spanned by ∆x as the magnetisation angle in
that region rotates. Since the increase of domain wall energy (EDepin) is not
affected by a uniform induced strain then one would not expect to measure a
strain dependence of the term EDepin in the experiment. In the fitting simu-
lations in this study, EDepin was treated as a single, global depinning event.
In reality there may be multiple pinning sites as depicted in energy landscape
in figure 3.12. Section 3.5 introduces evidence that supports the idea that do-
main wall depinning happens across large areas of the device studied. Within
the limited resolution of the transport measurements it may be that EDepin
represents an average depinning energy.
3.5 Non-volatile switching of magnetisation us-
ing strain
Section 3.4 showed that by inducing strain in a Fe81Ga19 layer it is possible to
select either [010] or [100] as the preferred easy axis direction. In this section
it is demonstrated that it is possible to switch between those two directions
using only induced strain, in the absence of an externally applied magnetic
field. For this experiment magnetisation was saturated along [010] and the
sample removed from the magnetic field and placed in µ metal shielding.
This starting magnetisation direction along the [010] direction corresponds
a tensile strain along this direction. The voltage applied to the transducer
and hence the strain was then swept from 50 V (ε = 8.6× 10−5) to −30 V
(ε = −8.0× 10−5).
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Figure 3.13: The change in transverse resistivity with respect to both strain
(a) and voltage applied to the transducer (b). Non-volatile switching of mag-
netisation is demonstrated as the magnetisation is set to state α or β depend-
ing on the strain history of the device. Barkhausen-like jumps in the loop
suggest that the switching proceeds via the motion and depinning of domain
walls. Values for ∆ρxy corresponding to the [010] and [100] directions are
marked on these graphs.
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Figure 3.13 shows several sweeps of the strain induced (a), and the correspond-
ing applied voltage (b). The significant feature to highlight in this figure is
the non-volatility in both voltage and strain. In this study the magnetisation
was set into two different states (labelled α and β in figure 3.13 (a)) at both
zero voltage and zero strain. With the application of smaller maximum volt-
age amplitudes to the piezoelectric transducer a family of minor hysteresis
loops could also have been produced, with a corresponding range of remenant
magnetisation states. This was not, however, possible because a crack devel-
oped in the device after the third sweep of the voltage on the piezoelectric
transducer making further measurements impossible. The graphs of ρxy vs
V and ρxy vs strain show evidence of Barkhausen effect events commonly
seen in M vs H loops as the jumps in resistivity indicate that domain walls
undergo many pinning and depinning events as the voltage and strain are
swept. There are many small jumps in resistivity, indicating a large number
of pinning sites, in addition to a few large jumps which are evidence for some
domain walls moving over relatively large distances. These observations are
supported by the MOKE microscopy images discussed in section 3.5.1. The
magnetisation does not point along the [010]/[100] directions at VP = 0 V
which is attributed to the small uniaxial component of the anisotropy favour-
ing the [110] direction and causing the easy axes to be offset by 7◦ when the
strain is zero.
The measured value of ρxy included an offset, ρoffset, which is independent of
magnetic field. The original data, without offset removed are plotted in figure
3.14 as a function of strain (a) and voltage (b). This offset may have arisen
from imperfect alignment of the transverse voltage probes (shown schemati-
cally in figure 3.15), which tends to mix the ρxx signal into the ρxy measure-
ment. From the data presented in table 3.1, ρxx ≈ 82× 10−8 Ω m, which will
also be the resistivity of one square of the Hall bar. Taking the offset resistiv-
ity to be 0.17× 10−8 Ω m, this corresponds to 2.1× 10−3 squares of material.
The length of one square is 45µm, so the voltage probe misalignment of the
transverse voltage probes would need to be around 95 nm to fully explain the
measured offset. This degree of misalignment is not unreasonable given the
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Figure 3.14: The change in transverse resistivity ρxy with respect to both
strain (a) and voltage applied to the transducer (b). In this figure the off-
set due to misalignment of the voltage probes of the Hall bar has not been
removed.
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Figure 3.15: Schematic of the spatial offset of transverse voltage probes which
may give rise to the offset in ρxy measured. A probe offset in the transverse
probes (a) and (b) means that a contribution from ρxx is mixed into the ρxy
signal.
size of the Hall bar and tolerances of the lithography, which suggests that it
is a reasonable explanation for the offset in measured resistivity.
In this study an inhomogeneity in the strain will contribute to this offset
which can therefore be strain dependent. ρoffset is approximately 1 part in
1× 104 of the longitudinal resistance and has a weak dependence on strain.
To determine the strain dependence ρxy was measured as a function of strain
with a saturating magnetic field along the [100] and [010] directions. This is
shown in figure 3.16. The dependence of the offset on strain is approximately
linear and the slope of each line
dρxy
dε
= 156.8 µΩ cm for both the forward and
reverse direction of magnetic field. ρoffset was defined as the average of the
curves along the [100] and [010] directions. This has been subtracted from the
measured data in figure 3.13 to show ∆ρxy = ρxy − ρoffset. After subtraction
of this offset the variations in ρxy are due only to variations in the direction
of the magnetisation.
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Figure 3.16: Graph showing the offset in ρxy as a function of strain. The
offset is likely due to imperfect alignment of the voltage probes of the Hall
bar.
3.5.1 MOKE Microscopy of Magnetisation Switching
MOKE microscopy was also used to study the mechanism of the switching of
magnetisation between the two strain states. The microscopy images shown
in figure 3.17 are of the same section of the Hall bar as was used for transport
measurements. These images were taken by Dr. Stuart Cavill. 3.17(a) shows
a similar sequence of sweeping the strain as shown for magnetotransport mea-
surements in figure 3.13. The ρxy magnetotransport measurements were taken
across the voltage probes visible in these images. The changes in the contrast
of the majority of the region between the contacts in figure 3.17 (a) (ii) and
(iii) reflect the changes in magnetisation detected in the magnetotransport
measurements.
Further evidence of the switching mechanism of the magnetisation within the
contact region is found in figure 3.17(b) which shows a sequence of images as
an increasingly tensile strain is applied from image (i) to image (iv). These
sequences show that the magnetisation reversal occurs by the motion of mag-
netic domain walls. The changes in the domains appear disordered with the
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domain walls overcoming multiple pinning sites, which is consistent with the
evidence of Barkhausen-like jumps observed in figure 3.13. The domain walls
themselves are not straight lines and appear to have no definite preferred
orientation, although there is a general tendency to lie roughly across the
bar. The MOKE microscope images also reveal that the Hall bar is not fully
reversed by the strain: some vestigial domains remain at the edges. These
vestigial domains may result from domain wall pinning due to anisotropy
variations, imperfections in growth and lithography or local variations in the
strain, which result in local inhomogeneities in the magnetic anisotropy.
The images shown in figure 3.17 clearly show that the pinning and depinning
of domain walls is key to the magnetisation reversal process in this sample.
This supports the interpretation in section 3.4 of EDepin as being a depinning
energy density, rather than being related to domain wall nucleation. Fur-
thermore, there are multiple pinning sites within the transport measurement
region, which also supports the possibility that EDepin represents an average
depinning energy.
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Figure 3.17: MOKE microscopy images of the voltage probe region of the Hall
bar studied. The red arrows indicate the direction of magnetisation projection
in different domains in the Hall bar. (a) The importance of strain history in
setting the domain configuration. (i-ii) magnetisation direction within the
voltage probe region set by large compressive strain. (iii-iv) large tensile
strain changes the majority magnetisation direction within the voltage probe
region. (v) The original majority magnetisation component is reset by a large
compressive strain. (b) the mechanism of switching involving the motion
of several domain walls over 10s of microns as increasingly tensile strain is
induced in the layer (i - iv). MOKE images taken by Dr Stuart Cavill.
3.6 Conclusions
This chapter began by presenting the characterisation of the basic structural
and magnetic properties of the MBE-grown layer of Fe81Ga19 studied. XRD
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was used to find the out-of-plane lattice parameter in the compressed epi-
taxial layer, from which the fully relaxed lattice parameter was calculated.
The XRD results presented also showed the good epitaxial and single-crystal
growth of the Fe81Ga19 layer. SQUID magnetometry was used to determine
the magnetocrystalline anisotropy constants of the Fe81Ga19 layer. The layer
was found to have cubic magnetic anisotropy favouring the [100]/[010] direc-
tions and a weaker uniaxial component favouring the [110] direction. This
results in a biaxial anisotropy with easy axes offset by 7◦ from the [100]/[010]
directions. The AMR of Fe81Ga19 was studied at room temperature to provide
a tool for determining the direction of magnetisation using magnetotransport.
Magnetotransport was further used to demonstrate the setting of two distinct
magnetic easy axes using strain induced via a piezoelectric transducer. Simu-
lations of magnetisation reversal based on the expression for the magnetic free
energy were used to fit to the magnetotransport data in order to extract the
magnetoelastic coupling constant. The value of B1 = 1.39(7)× 107 J/m3 for
this MBE-grown layer was comparable to that for single-crystal bulk material
of B1 = 1.56× 107 J/m3. This chapter has shown that measuring the magne-
totransport properties of hybrid ferromagnetic/piezoelectric devices provides
a reliable method of determining the magnetostrictive properties of thin films
clamped to substrates.
The highly magnetostrictive properties of the MBE-grown layer were exploited
to demonstrate switching of the magnetisation in the Hall bar between two
easy axes in the absence of an externally applied magnetic field. Evidence
from magnetotransport and MOKE microscopy data indicates that domain
pinning processes are an important mechanism in the switching of magnetisa-
tion in the device studied. The fitting to magnetotransport-derived hystersis
loops does however seem to suggest that the domain wall depinning energy
density is not strain-dependent within the resolution of this measurement.
The demonstration in this chapter of voltage-controlled non-volatile switching
of near-90◦ magnetisation direction is important for its potential applicability
to technology. A device based on this could be used to create a memory that
can be written with only an electric field. For the device to be of technolog-
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ical interest, however, the same, or similar effects must also be observed at
more technologically relevant scales: certainly below 1µm, and ideally below
100 nm. On these length scales the magnetisation reversal may occur by the
motion of single domain walls, or an alternative single domain model may
become relevant.
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Chapter 4
Strain Control of Magnetic
Domains in Micro-fabricated
Fe81Ga19
4.1 Introduction
Device applications will require devices with dimensions much smaller than
the 45µm bars investigated in chapter 3 [232]. As device size is reduced the
relative influence of shape anisotropy is increased, favouring the formation of
domains. In the Hall bar devices discussed in chapter 3 the magnetisation
reversal mechanism involved the motion of domain walls with no well defined
shape and between random pinning sites determined by imperfections in the
material structure or fabrication which caused an irregular pattern of domains.
If domain walls are to be used as elements in future memory [34, 35] and logic
[233] technologies they will need to be formed in a regular pattern and be able
to move between well defined positions so that information can be reliably
stored and accessed.
This chapter builds on the work presented in chapter 3 to show how the
balance of magnetocrystalline, magnetostatic and strain-induced anisotropies
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can be tuned in micron-sized devices fabricated from a single crystal Fe81Ga19
film. Both growth-induced strain and a strain induced by a piezoelectric
transducer are used to induce and control the formation of ordered domains.
The magnetic reversal characteristics as a function of voltage applied to a
piezoelectric transducer are investigated in an L-shaped bar with 8 µm and
15µm wide sections. It is also demonstrated in this device that the uniaxial
anisotropy induced in the Fe81Ga19 layer can be used to control the ordered
flux-closing magnetic domain state found in the device in the absence of an
externally applied magnetic field. The control of an ordered domain config-
uration using strain-induced uniaxial anisotropy is further demonstrated in
micron-sized disks where XMCD-PEEM and micromagnetic calculations are
used to observe the control of the flux-closing domain configuration.
Finally the importance of the relaxation of growth strain in the magnetic
domain configuration of 1µm wide Fe81Ga19 wires is investigated. It is found
that a distorted flux-closing domain pattern is supported in the wire by the
presence of the growth-relaxation-induced uniaxial anisotropy, transverse to
the long axis of the wire, an observation which may be of use or a hindrance
in the development magnetisation- and domain-wall-based technologies using
Fe81Ga19.
4.2 Control of Anisotropies and Domains in
15 µm wide Fe81Ga19 device
In this section a piezoelectric transducer is used to induce strain in a 15µm
wide bar fabricated from the same Fe81Ga19 thin film (wafer Mn635) used in
chapter 3. By manipulating the strain-induced anisotropy energy the mag-
netic reversal characteristics of the device are tuned. The control of the
configuration of an ordered domain pattern using voltage-induced strain in
the absence of a magnetic field is also demonstrated.
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4.2.1 Sample
The sample studied was an L-shaped structure fabricated from wafer Mn635,
as used in chapter 3, by electron beam lithography and Ar ion milling, using
the reverse-biased sputter system described in chapter 2. The arms of the
structure were 125µm long each with two sections, one of width 15µm and
one of width 8 µm. The two widths of the structure allowed the effect of
varying shape anisotropy to be studied. The ends of the arms were tapered.
The arms were oriented so as to lie along the [010]/[100] axes of the Fe81Ga19
layer. An image of the device obtained by wide-field microscopy is shown
in figure 4.1 (d). The GaAs (001) substrate was thinned to 150 µm before
being bonded to a piezoelectric transducer. The bonding process was the
one described chapter 2 and did not attempt to compensate for any built-in
strain resulting from the glue curing process. In this experiment there was
no means of directly characterising the strain induced by the piezoelectric
transducer. The strain induced in the magnetic layer was instead inferred
from the measurements in chapter 3 and evidence from this experiment.
From SQUID magnetometry carried out on this layer (Mn635) and presented
in chapter 3 it was known that the cubic anisotropy was parallel and perpen-
dicular to the arms of the L-bar, with Kc = 32.7 kJ/m along the [100] and
[010] directions. The uniaxial anisotropy arising from the GaAs interface was
along the [110] direction with Ku = 8.6 kJ/m.
4.2.2 Controlling Interplay of Anisotropies
The balance of anisotropies in the sample determines the magnetic domain
configuration and the magnetisation reversal behaviour. In addition to the
cubic and uniaxial magnetocrystalline anisotropies, there was also present
a shape-induced anisotropy favouring magnetisation pointing along the long
axis of each arm. Strain-induced uniaxial anisotropy energy favoured mag-
netisation along the the vertical arm of the structure for positive strain.
Spatially resolved MOKE images, with a pixel size of 0.4 µm, taken at different
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points along magnetic field sweeps for different voltages applied to the piezo-
electric transducer reveal the effect on the domain configuration of changing
the strain-induced uniaxial anisotropy. Images were taken using the Kerr
imaging microscope at Diamond Light Source with Dr. Stuart Cavill, now
at the School of Physics, University of York. The images presented here are
background-subtracted images, using the method described in chapter 2.
The different reversal mechanisms for three voltages, VP , applied to the piezo-
electric transducer are discussed in the following sections. The different rever-
sal mechanisms observed at the different voltages mean that it is not mean-
ingful to compare the coercivities across the voltage range.
50V
The behaviour of the average projection of magnetisation in each arm is dif-
ferent due to the different balance of anisotropies in each section. For the case
where +50 V is applied to the piezoelectric transducer shown in figure 4.1 (a)
the magnetization component along the field direction (parallel to the vertical
arm of the L-shape) is shown normalised to the saturation magnetization. It
is known from section 2.3.3 that this corresponds to a large tensile strain of
approximately 2× 10−4 along the axis of the vertical arm of the L-bar (la-
belled 3 and 4 in figure 4.1 (d)). In this case the strain induced anisotropy
dominates the magnetic free energy density and the vertical and horizon-
tal sections have similar reversal characteristics resulting in square hysteresis
loops in each section. There is a significant reduction, of around 5 mT, in the
coercivity of section 1 compared to the coercivities the other three sections
which are all equal within the measurement accuracy. This difference in co-
ercivity comes from the additional shape anisotropy in section 1 compared
to section 2. The shape-induced anisotropy acts in greater opposition to the
strain-induced anisotropy to make the magnetisation reversal relatively easy
in this section. This reduces the energy barrier for 180◦ switching in this
section, compared to sections 2, 3 and 4.
The individual MOKE images in figure 4.2 reveal that the magnetisation
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Figure 4.1: Hysteresis curves for the vertical (y) component of magnetisation
obtained by MOKE microscopy images for different voltages applied to the
piezoelectric transducer: 50 V (a), 0 V (b), −30 V (c). Also shown are the
approximate strain values associated with these voltages. Plots are shown for
the different regions of the L-shaped bar studied (d).
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reversal takes place via nucleation of a 180◦ domain wall in the narrow, hori-
zontal section of the wire (section 1). The domain wall then sweeps through
the whole structure. Domain wall nucleation takes place in this narrow sec-
tion because this is where the shape-induced anisotropy acts most strongly
against the strain-induced anisotropy, allowing magnetisation to reverse at a
lower field in this section than else where.
0V
M vs H loops for the case where VP = 0 V, are shown in figure 4.1 (b). It is
estimated that this voltage corresponds to a tensile strain of 1× 10−4. This
estimation comes from magnetotransport measurements on a device similar
to that presented in chapter 3, but without the electric field cooling. In
this device −30 V was required to compensate the built-in strain. From the
strain calibration in section 2.3.3, −30 V corresponds to a strain of around
1× 10−4. In the vertical arm (sections 3 and 4 in figure 4.1) the strain-induced
anisotropy acts along the same direction as the shape-induced anisotropy,
strengthening the easy axis along this arm. This results in a square magnetic
hysteresis loop for both wide (3) and narrow (4) sections of the vertical arm
similar to that observed in figure 4.1(a). Reversal is too rapid to be captured
by the time resolution of the measurements and proceeds via motion of one or
more domains walls along the arm. In the horizontal arm (labelled 1 and 2 in
figure 4.1) the strain-induced anisotropy acts in the direction perpendicular to
the bar and therefore perpendicular to the axis preferred by the shape-induced
anisotropy. From figure 4.2 (c) and (d) it is seen that the magnetisation
reversal proceeds gradually via the formation of a domain state consisting
of regions where magnetisation points either along or transverse to the bar.
This flux-closing domain pattern shown in figure 4.2 forms to minimise the
stray magnetic field in that section and arises when a magnetic anisotropy
component is induced in a direction perpendicular to the axis preferred by
the shape-induced anisotropy. As in the case for VP = 50 V there is an
approximately 1 mT reduction of the coercivity in section 1, the narrower of
the horizontal sections, in which relatively larger shape anisotropy acts in
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Figure 4.2: MOKE microscopy images showing examples of the reversal pro-
cess. The magnetic field H is applied in the vertical direction, indicated by
arrows. The field value is shown in each panel along with the applied voltage,
VP , and approximate strain, ε. Contrast is indicated by the colour boxes. (a,
b) 50 V: Magnetisation reversal takes place via nucleation of a 180◦ domain
wall in the narrow, horizontal section of the wire (section 1). The domain
wall then sweeps through the whole structure. (c, d) 0 V: The magnetisation
reversal proceeds gradually via the formation of a domain state consisting
of regions where magnetisation points either along or transverse to the bar.
(e, f) −30 V: Transition from magnetisation along the horizontal direction to
the vertical proceeds via formation of a multi-domain zig-zag structure in the
vertical arm with domains pointing along and perpendicular to the arm. By
contrast, in the horizontal arm the transition takes place via motion of a 90◦
domain wall that sweeps along the arm.
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greater opposition to the strain-induced anisotropy.
-30V
The strain at −30 V applied to the piezoelectric transducer appears to ap-
proximately compensate the strain built in during fabrication. Similar strain-
compensation behaviour has been previously observed in studies of (Ga,Mn)As
[105] and evidence for this behaviour in this device is in the characteristic hys-
teresis loops for a material with biaxial anisotropy (figure 4.1 (c)). In this case
the [100]/[010] axes are approximately equivalent easy axes of the device. The
shape anisotropy remains in each of the arms, making the arm direction the
easy axis for that arm. Sweeping from negative field the first step in the hys-
teresis loop represents rotation of the magnetisation from negative vertical
to horizontal. The second step shows switching from horizontal to positive
vertical. The effect of the shape-induced anisotropy is to shift the first step
to a more negative field value and the second step to a more positive field in
the horizontal arm (sections 2 and 3).
In the vertical arm (sections 3 and 4) the opposite trend is true. Here shape
anisotropy makes it more favourable for the magnetisation to lie along the
vertical direction at zero field. Transition from magnetisation along the hor-
izontal direction to the vertical proceeds via formation of a multi-domain
zig-zag structure in the vertical arm, shown in figure 4.2 (e) and (f), with
domains pointing along and perpendicular to the arm. By contrast, in the
horizontal arm the transition takes place via motion of a 90◦ domain wall
that sweeps along the arm. 90◦ domain walls are common in epitaxial iron
films [145], and one forms in this case because of the biaxial magnetocrys-
talline anisotropy in the film, in that the [100] and [010] are approximately
equivalent easy directions at this voltage, as the in-built strain induced during
the glue-curing process has been compensated by the voltage-induced strain.
There remains the presence of the shape-anisotropy of the two wide sections
(2 and 3), either side of the corner, although their equivalent shape means
that the shape anisotropy energy of each will also be equivalent. The rela-
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tively larger shape-induced anisotropy energy in the narrower section (section
1) still favours flux-closure domains, hence the sloping hysteresis loop.
4.2.3 Control of Ordered Domain Structure
Unlike in the 45µm Hall bar device studied in chapter 3, the domain structures
in this 15 µm device are ordered, as a result of the relatively large shape-
induced anisotropy. In this section it is demonstrated how voltage-induced
strain can be used to control this ordered domain pattern. The wide horizontal
section of the wire (section 2) was first initialised in a flux-closure state.
The magnetic field was then set to zero before the voltage applied to the
piezoelectric transducer (VP ) was swept.
The evolution of the magnetic domain pattern in region 2 as the voltage ap-
plied to the transducer is varied is shown in figure 4.3. At VP = 0 (figure 4.3
(a))there are clear triangular regions of longitudinally magnetised domains.
These surround central regions where magnetisation points transverse to the
bar. With VP = 30 V (figure 4.3 (b)) the longitudinal triangles diminish in
size as the transverse directions become increasingly an easier axis than along
the bar length. Only at the edges of the bar is it favourable for the magneti-
sation to point along the bar due to competition between magnetocrystalline
anisotropy, strain-induced and magnetostatic anisotropy energies present in
the system. By VP = 60 V (figure 4.3 (c)) the strain-induced anisotropy has
almost completely extinguished the longitudinal domains. On returning to
VP = 0 V (figure 4.3 (d)) the domain pattern shows little change from the
domain configuration at higher voltage, indicating hysteresis in the system.
This hysteresis could be due to local inhomogeneities in the composition or
crystal structure of the Fe81Ga19 film causing pinning of domain walls, or
could be the result of hysteresis in the transducer as observed in section 2.3.3.
The triangular longitudinal domains are recovered by VP = −30 V (figure 4.3
(e)).
Micromagnetic calculations were carried out to confirm the understanding of
the competition between different anisotropies. The wide horizontal (section
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Figure 4.3: MOKE microscope images showing the evolution of the domain
pattern in section 2 of the horizontal bar in the absence of a magnetic field
for different voltages, VP applied to the piezoelectric transducer. Contrast is
indicated by arrows and the colour boxes. (a) At VP = 0 there are clear trian-
gular regions of longitudinally magnetised domains. These surround central
regions where magnetisation points transverse to the bar. (b) With VP = 30 V
the longitudinal triangles diminish in size as the transverse directions become
increasingly an easier axis than along the bar length. Only at the edges of
the bar is it favourable for the magnetisation to point along the bar due to
competition between magnetocrystalline anisotropy, strain-induced and mag-
netostatic anisotropy energies present in the system. (c) By VP = 60 V the
strain-induced anisotropy has almost completely extinguished the longitudi-
nal domain. (d) On returning to VP = 0 V the domain pattern shows little
change from the domain configuration at higher voltage, indicating hystere-
sis in the system. (e) The triangular longitudinal domains are recovered by
VP = −30 V
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2) was simulated using a mesh size of 25 nm× 25 nm× 20 nm. In most situa-
tions this mesh size is far too large, and would result in unreliable simulation
output. A more reasonable mesh size would be smaller than the exchange
length in Fe81Ga19, around 4 nm. The very large size of the simulation region
however prohibits the use of a more conventionally sized mesh. This mesh
element size was acceptable here because of the relatively low energy density
contribution of the exchange energy. The magnetocrystalline anisotropies
used were those determined for wafer Mn635 by SQUID magnetometry. Also
included was an extra uniaxial anisotropy energy, KS, which represents the
strain-induced anisotropy from the piezoelectric transducer, favouring mag-
netisation pointing transverse to the bar studied for KS > 0. Only the ground
state configuration was required (that is not time-resolved dynamics) so the
calculations were run with a high damping factor of α = 0.5. The result of
each calculation at a given value of KS was used as the starting configuration
for the next KS value. The range of KS studied was based on the measure-
ments of the magnetoelastic coupling constant B1 = 1.39× 107 J/m3, and the
strain range determined in section 2.3.3 of around εxx − εyy = 2× 10−4 for
the voltage range used in this experiment. This corresponds to an anisotropy
range required for modelling of around 4 kJ/m3. The stopping parameter used
was ‘stopping dm dt = 1.0’.
The results of these simulations are shown in figure 4.4. Within the range of
anisotropies studied the simulations qualitatively agree with those observed
in the MOKE images. The energies involved in the simulation (figure 4.4
(b)) reveal how the strain induced anisotropy energy increases sub-linearly as
it is compensated by domain rearrangement, at the expense of the demag-
netisation energy, as domains in the favoured direction grow. The uniaxial
magnetocrystalline energy remains high because magnetisation is everywhere
predominantly pointing 45◦ to the uniaxial easy direction [110].
To further confirm the qualitative agreement between the experimental im-
age and the micromagnetic calculation the Matlab implementation of the Otsu
method of threshold selection [234, 235] was used to bin the magnetisation
data of both the MOKE microscope images and the micromagnetic simula-
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Figure 4.4: (a) The remnant magnetic domain configuration of section 2 of the
horizontal arm calculated by micromagnetic simulations for different values of
the strain-induced anisotropy energy coefficient (Ks). (b) The contributions
of the strain-induced (black squares), demagnetisation (red full circles), cu-
bic magnetocrystalline (blue down triangles), and uniaxial magnetocrystalline
anisotropy (green up triangles) anisotropy energy terms to the total magnetic
free energy in the remnant domain configuration as a function of KS. The
small contribution of the exchange energy is represented by half-filled circles.
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tion output into perpendicular and parallel components. The Otsu binning
method works by calculating the optimum threshold between binning levels
to minimise the variance of pixels in each bin. The steps of this binning are
shown in figure 4.5. To combine pixel values corresponding to parallel and
anti-parallel magnetisations, the absolute pixel values, Iabs, were found using
Iabs = |I − Imean|+ Imean (4.1)
where I corresponds to the image pixel values and Imean is the mean pixel
value of the image. This means that pixels that were initially black become
white pixels, and that sections where magnetisation is perpendicular to the
bar are grey initially, so will give a low value of Iabs, whereas sections mag-
netised along the bar would be black or white initially and would give larger
values of Iabs. The results of the binning are shown graphically in figure 4.6.
The increase in uniaxial anisotropy in 4.6(a) clearly tends to favour magneti-
sation perpendicular to the bar axis, at the expense of those domains with
magnetisation lying parallel to the bar axis. There is broadly the same trend
in the MOKE microscope images 4.6(b) which shows that magnetisation per-
pendicular to the bar axis is favoured as the voltage across the piezoelectric
transducer is increased. That the magnetisation components are not of equal
proportion at −30 V may be because the built-in strain is in fact not com-
pletely compensated at this voltage.
These micromagnetic simulations, with zero free parameters, have shown good
agreement with experimentally obtained results. The simulations have also
shown that the range of KS required to manipulate domains in these devices
is relatively small compared to KU and KC in this system, but is consistent
with the range used to switch the magnetic easy axis direction in chapter 3.
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Figure 4.5: Analysis of images to determine proportion of bar section with
magnetisation lying parallel and perpendicular to the bar axis for (a) MOKE
microscopy images and (b) micromagnetic simulations. In each case (i) cor-
responds to the raw image, and (ii) to the absolute pixel values of the raw
image. (iii) shows bins corresponding to magnetisation parallel (white) and
perpendicular (grey) to the bar axis.
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Figure 4.6: Parallel and perpendicular magnetisation components in (a) mi-
cromagnetic simulation output images (b) MOKE microscope images. In-
creasing the voltage (VP ) across the piezoelectric transducer has the effect
of increasing the uniaxial anisotropy perpendicular to the bar. The steps
in obtaining these values are shown in figure 4.5. The increase in uniaxial
anisotropy in (a) clearly tends to favour magnetisation perpendicular to the
bar axis, at the expense of those domains with magnetisation lying parallel to
the bar axis. There is broadly the same trend in the MOKE microscope images
(b) which shows that magnetisation perpendicular to the bar axis is favoured
as the voltage across the piezoelectric transducer is increased. That the mag-
netisation components are not of equal fractional contribution at −30 V may
be because the built-in strain is in fact not completely compensated at this
voltage.
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4.3 Modification of Flux Closure Domains In
Micron-Sized Discs
This section provides an additional example of how an ordered domain con-
figuration can be manipulated using strain-induced anisotropy, by controlling
the flux-closing domain configuration of a 2.2 µm Fe81Ga19 disc. Disc struc-
tures are of interest because they tend to form vortex or flux-closing domain
configurations which may be used in memory devices and spin-torque oscilla-
tors [236].
4.3.1 Sample
Samples in this study were produced from wafer Mn746, a 14 nm thick sample
of Fe81Ga19 on an n-doped GaAs (100) substrate, with a 1.4 nm thick amor-
phous GaAs capping layer to prevent oxidisation. It was necessary to use an
n-doped conducting substrate to prevent charging during the XMCD-PEEM
imaging process. From previous X-ray studies on Fe81Ga19 (see chapter 3)
it was known that this material grows epitaxially on GaAs (001). SQUID
magnetometry showed the anisotropies to be Kc = 18.9 kJ/m
3, favouring the
[100]/[010] direction, and Ku = 12.4 kJ/m
3, favouring the [110] direction.
4.3.2 XMCD-PEEM measurements
XMCD-measurements were made on the disc sample to investigate the do-
main configuration as a function of voltage applied to the piezoelectric trans-
ducer. Strain was induced in the magnetic layer along the [010] direction
via a voltage applied to a piezoelectric transducer. Figure 4.7 reveals how
the magnetisation has formed a flux-closing domain pattern to minimise the
stray field. By adjusting the voltage applied to the piezoelectric transducer
the strain-induced anisotropy in the Fe81Ga19 layer was manipulated (figure
4.7) (a – d). This changed the balance of energies which caused the domains
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to reconfigure. The strain-induced anisotropy axis is along the [010] direction.
Domains parallel to this direction grow at the expense of those perpendicular
to it. The asymmetry in the black and white triangular regions is caused by
the intrinsic uniaxial anisotropy present in the Fe81Ga19 layer, which favours
magnetisation along the [110] direction.
Figure 4.7: Evolution of magnetic domain pattern in a 2.2 µm circular
FeGa/PZT structure for different voltages applied to the PZT transducer
(top, a-d). Micromagnetic simulation of the 2.2 µm FeGa/PZT device (bot-
tom) with KS equal to (e) 0, (f) 3.5, (g) 8.4, and (h) 10 kJ/m
3. The yellow
arrows indicate the direction of magnetisation in each domain.
Micromagnetic calculations confirmed that the domain configuration can be
controlled by uniaxial anisotropy. Micromagnetic calculations were carried
out using the Object Oriented Micromagnetic Framework (OOMMF). The
cell size used 2 nm × 2 nm × 10 nm to create a 2-dimensional array of 3-
dimensional spins. The stopping parameter used was stopping dm dt = 1.0.
Figure 4.7 (e–f) shows the domain configuration calculated for a range of uni-
axial anisotropies. The energy of constant uniaxial strain-induced anisotropy,
KS, is comparable to the range expected for the strain induced by this piezo-
electric transducer at this temperature and voltage range [223]. The need
to apply a large negative bias to the piezoelectric transducer to produce the
state expected for zero induced strain is consistent with the observation of
near-cubic biaxial anisotropy in the hysteresis loop in figure 4.1(c). Dynamic
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micromagnetic calculations carried out by Stuart Cavill revealed that the
voltage-induced strain can cause a marked change in spin oscillations, and the
frequency and orbital motion of the central core of the flux-closing domain
state [236]. These observations will be of interest for the study of tuneable
spin-torque oscillators, but a study of the dynamics is beyond the scope of
this present work and will be carried out separately.
4.4 Effect of Growth Strain on Magnetic Do-
main Configuration
This section presents investigations into an additional contribution to the
anisotropy energy which can result from the relaxation of growth strain at
the edges of lithographically patterned bars when the width is reduced to
the order of 1µm. This strain-relaxation originates from a lattice mismatch
between the epitaxially grown magnetic layer and the substrate.
4.4.1 Sample
The sample was fabricated from wafer Mn746, described in chapter 2 and
section 4.3. From this 14.3 nm layer of Fe81Ga19 a bar of width 1.2 µm was
fabricated using electron beam lithography carried out by Dr. Ryan Beardsley
and Ar ion milling by Paul Warburton and Ivan Isakov from the London
Centre of Nanotechnology, University College London. The milled depth was
greater than the film thickness which resulted in a 100 nm GaAs mesa with
the Fe81Ga19 and capping layers on top, as shown in figure 4.8 (a). This
investigation focusses on the behaviour in one 6µm-long arm of an L-shaped
structure.
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4.4.2 XMCD and micromagnetic calculations
The sample was imaged using the X-ray Photoemission electron microscope
as described in chapters 1 and 2. Figure 4.12 (a) shows an image of the
domain configuration in the 1.2 µm by 6µm bar. The flux-closure domain
configuration observed is different to that seen in previous studies of wires
with width 45 µm and 15 µm presented in figures 3.17 and 4.3 respectively, in
that the regions with magnetisation perpendicular to the length of the bar are
broadened at the edges of the bar. This is attributed to the relatively larger
effect of strain relaxation at the bar edges in this smaller device, as will be
explained in the following section.
Finite element structural calculations were carried out by Dr. Jan Zemen
using the COMSOL software package to gain insight into the structural be-
haviour of a strain-relaxed bar. A bar was simulated as having infinite length
and the same cross sectional dimensions as the experimental device. A fixed
structural constraint was set at the substrate boundaries and an initial in-
plane compressive strain of (aBulk − a0)/aBulk = 1.4 % was included in the
Fe81Ga19 layer, where aBulk = 0.287 nm is the bulk lattice parameter of
Fe81Ga19, and a0 is half the lattice parameter of GaAs. The over-etch into
the GaAs substrate was included in the calculation. Figure 4.8(a) shows the
simulated layer profile and the relaxed strain as a function of position in the
bar cross section. From these calculations it was possible to extract the strain
profile shown in figure 4.9, which reveals that there is strongly localised strain
at the edges of the bar. There is a non-zero strain relaxation in the centre of
the cross section, which increases in amplitude away from the bar centre. A
similar, edge-localised effect was also seen in the previous studies on GaMnAs-
based device. An interesting feature of this profile is the abrupt decrease in
amplitude in the regions near to the edges of the bar. This discontinuity seems
to arise from the GaAs capping layer, which tends to suppress the relaxation
of the in-built strain by partially clamping the top surface as shown in 4.8 (b).
The GaAs cap was included in the calculation as a single 1.4 nm thick layer,
which assumed bulk-like amorphous GaAs properties, with no oxidation.
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Figure 4.8: (a) The layer structure of the experimental device and color scale
map showing the relaxation of the growth strain as a function of position in
the bar. (c) A zoomed section of (a) showing the relaxation of the growth
strain as a function of position in the edge region of the bar
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Figure 4.9: The simulated strain and anisotropy energy profile across the
Fe81Ga19 bar at the FeGa/Cap interface. The COMSOL simulation is shown
(black) along with the fit (red) used to input into the OOMMF micromagnetic
simulation.
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To understand the experimentally observed domain configuration micromag-
netic calculations were performed using OOMMF. The simulation used mag-
netocrystalline anisotropy coefficients taken from the SQUID magnetometry,
a cell size of 2 nm × 2 nm × 10 nm, α = 0.5 and stopping dm dt = 0.01.
A 10 nm z dimension of cell size was based on the nominal Fe81Ga19 layer
thickness. The OOMMF simulation was initialised in a flux-closing state,
with flux-closing units (see figure 4.10) having an aspect ratio of 1:1.3, which
is the average aspect ratio present in the experimental image. A 6 µm-long
bar and an infinitely-long bar (that is, periodic boundary conditions) were
simulated. The approximate equivalence of the shape anisotropy in each of
these situations was confirmed by simulating devices initially saturated along
the negative x-direction, as a function of magnetic field applied along the
y-direction. The results of these simulations are shown in figure 4.11.
Figure 4.10: Bitmap initialisation for (a) periodic, and (b) 6 µm long wire
section. y = 1.2 µm. The ratio x/y = 1.3 was the average ratio present in the
experimental image.
The change in energy density corresponding to the simulated strain was
found using the relation between strain and magneto-elastic energy, ∆E =
3/2λ100(c12 − c11)ε, with the value of 3/2λ100(c12 − c11) = 1.56× 107 J/m3,
taken from the study of the magnetostrictive properties of MBE-grown Fe81Ga19
presented in chapter 3. To include this term in the micromagnetic cal-
culations the simulated energy density profile was approximated using an
exponential rise and a linear fall for each edge of the region studied, as
shown in figure 4.9. This strain-induced anisotropy energy was then in-
cluded in the OOMMF calculation as an additional uniaxial magnetocrys-
talline anisotropy term, KS, with the anisotropy axis perpendicular to the
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Figure 4.11: Normalised y-component of magnetisation as a function of ap-
plied B field for finite (blue line) and periodic (red line) simulations. The
magnetocrystalline and strain-induced anisotropies were turned off in these
simulations, so these curves show the approximate equivalence of the shape
anisotropy in each of the simulations.
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length of the bar. The linear sections were represented (in units of J/m3)
by KS = ±−4.56× 1013y + 5.52× 105, where y was the transverse posi-
tion along wire. The exponential fitted to the COMSOL curve was, again
with units of J/m3, KS = y0 + A exp((w − y)/R) where y0 = 13× 103 J/m3,
A = 10× 106 J/m3 and R = −5.72 m, again with y the transverse position
along the wire. w = 0 nm for the right-hand exponential and w = 1200 nm
for the left hand exponential.
The results of micromagnetic calculations based on the approximated anisotropy
profile are shown in figure 4.12(b). Similar to the experimental data, the
ground state is a flux-closure pattern with the regions magnetised perpen-
dicular to the length of the bar. To observe the broadening of the domain
boundaries at the edges and centre of the bar the magnitude of the strain-
induced anisotropy was increased by a factor of two in the simulations shown
in figure 4.12(c). Many approximations were used to model the strain induced
in the Fe81Ga19 sample including modelling it as a homogeneous, infinitely-
long, strip with zero edge roughness. That the essential qualitative features
of the experiment can be recovered by altering the simulation by only a factor
of two are an indication the model is reasonable.
Figure 4.12(d) shows a calculation without the additional strain-induced anisotropy,
which reveals that the bar will not support the regular flux closure domain
configuration in the absence of the strain-induced anisotropy due to the dom-
inant role of the shape-induced anisotropy. Calculations on bars with the
same 1.2 µm width, but using periodic boundary conditions to simulate infi-
nite length, shown in figure 4.12(e), revealed that a very similar flux closure
pattern exists when the strain induced anisotropy is included. This final
simulation confirms that the domain configuration in the simulations of the
finite-length bar were not the result of the end-effects present in the simula-
tion.
In Fe81Ga19 the cubic magnetocrystalline anisotropy supports magnetic easy
axes along the [100] and [010] directions. The magneto-elastic effects are
largest in the direction of strain relaxation due to the magnetostriction con-
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Figure 4.12: (a) Experimental PEEM image with arrows indicating the mag-
netization direction. (b) OOMMF simulation for the 1.2 µm× 6 µm bar with
an anisotropy profile that includes the calculated strain relaxation profile. (c)
To observe the broadening of the domain boundaries at the edges and cen-
tre of the bar the magnitude of the strain anisotropy term was increased by
a factor of two in the simulations. (d) Calculation without the additional
strain-induced anisotropy which reveals that the bar will not support the reg-
ular flux closure domain configuration in the absence of the strain-induced
anisotropy. (e) Calculation on bars with the same 1.2 µm width, but using
periodic boundary conditions to simulate infinite length. Here two identical
images of the periodic unit cell have been stitched together.
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stant in Fe81Ga19 being an order of magnitude larger along the [010]/[100]
directions than the [110] direction [123]. To further confirm the qualitative
agreement between the experimental image and the micromagnetic calcula-
tion the Matlab implementation of the Otsu method of threshold selection
[234, 235] was used to bin the magnetisation data into perpendicular and
parallel components. The results of this analysis for both the simulated and
experimentally obtained images are shown in figure 4.13. The experiment
(figure 4.12(a)) and simulation (figure 4.12 (b)) are in excellent agreement
with 80 % and 74 % of the magnetization perpendicular to the bar respec-
tively. The control simulation, with no strain relaxation (figure 4.12(d)), is
dominated by the shape anisotropy and shows only 18 % of the magnetisation
perpendicular to the bar.
This investigation has revealed that relaxation of growth strain may be an im-
portant consideration in the study and design of micron sized devices based on
Fe81Ga19. In the 1.2 µm wide bars investigated, the strain-induced anisotropy
stabilises the formation of a regular flux-closure domain configuration and
distorts the features near the edges of the bar. Growth strain is an additional
degree of freedom to be controlled or manipulated in the design of nanoscale
magnetic devices and experiments. The strain relaxation is largest in the
region around 50-100 nm from the edges of the structure, therefore, the ef-
fects observed may well be more prominent in narrower wires, which offers
potential for further investigation and tuning of the strain-relaxation-induced
anisotropy. These observed effects could become very important as devices
from MBE-grown Fe81Ga19 layers are scaled down to sub-micron sizes.
This has been a limited study, examining just a single device experimentally
and there are a number of things that could be done to develop it further.
From an experimental stand point it would be interesting to observe more
devices over a range of widths, which would alter the relative effect of any
strain-relaxation present. It would also be interesting to study a range of ori-
entations of the bar with respect to the Fe81Ga19 axes which would effectively
vary the magnetoelastic effect of any strain relaxation. Orienting the bar axis
along the [110] direction would be of particular interest as the magnetostric-
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Figure 4.13: Grey-level binning analysis for PEEM (a–c) and micromagnetic
simulation (d–f) images. (a, d), the original image. (b, e) The absolute pixel
values. (c, f) Bins corresponding to components parallel and anti-parallel
(grey) and perpendicular (white) to the bar axis.
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tion in Fe81Ga19 is not enhanced along this direction, so the effect on the
magnetisation of any strain-relaxation would be much reduced. The results
presented here also seem to indicate that the capping layer is important, and
future studies could include an investigation of different capping thicknesses
and materials to determine exactly the role it plays, and also optimise the
strain-relaxation if it is to be used in future technologies.
The simulations could also be developed further to better reflect the physical
system. It would be particularly interesting to more directly combine the
micromagnetic and microstructural calculations, possibly be using a finite el-
ement micromagnetic package to take an of the strain profile directly from
the finite element microstructural calculation. The microstructural calcula-
tion could also include more realistic variations in material parameters, such
as oxidation of the capping layer or the Fe81Ga19.
These possible future experimental and simulated studies would have scientific
interest as they may better determine the existence, origin and significance
of the strain-relaxation. A better understanding of the strain relaxation in
Fe81Ga19 would also be of interest for the optimisation and development of
possible technological applications.
4.5 Conclusion
This chapter explored the control of anisotropies and magnetic domains in
microfabricated Fe81Ga19 devices with sizes of order 10 µm and smaller. The
work presented in this chapter highlights the importance of size and scaling
on the future of devices based on magnetostrictive principles. As different
anisotropies are introduced the behaviour of domains and our ability to control
them is altered.
Firstly in an L-shaped bar with 8 µm and 15 µm wide sections, the magnetic
reversal characteristics as a function of voltage applied to a piezoelectric trans-
ducer were investigated. Also in this bar it was demonstrated that the uniaxial
anisotropy induced in the Fe81Ga19 layer could be used, in the absence of an
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externally applied magnetic field, to control the ordered flux-closing magnetic
domain state found in the device. Another example of the control of an or-
dered domain configuration was investigated in micron-sized disks. XMCD-
PEEM and micromagnetic calculations demonstrated the ‘pinching’ of the
flux-closing domain configuration using strain-induced uniaxial anisotropy.
The voltage-control of magnetisation in disks may have technological appli-
cations in microwave electronics, and this initial demonstration has laid the
foundations for future work in this area.
The importance of the relaxation of growth strain in the magnetic domain
configuration of 1 µm wide Fe81Ga19 wires was investigated. It was found that
a distorted flux-closing domain pattern could be supported in the wire by the
presence of the growth-relaxation-induced uniaxial anisotropy, transverse to
the long axis of the wire. This observation could be of use or a hindrance
in the development magnetisation- and domain-wall-based technologies using
Fe81Ga19.
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Chapter 5
Control of Domain walls in
Nanowires
5.1 Introduction
This chapter examines the effect of uniaxial strain-induced anisotropy on do-
main wall motion and depinning from a notch in micron and sub-micron sized
wires. The chapter begins by looking at the depinning behaviour of domain
walls in micron-wide wires of Co bonded to a piezoelectric transducer. Fo-
cussed MOKE supported by micromagnetic calculations is used to investigate
the pinning behaviour of vortex domain walls and how the strain dependence
of the depinning field depends on the chirality of the domain wall. Clock-
wise vortex domain walls are much more sensitive than anticlockwise vortex
domain walls to uniaxial anisotropy and variations in the notch depth. Mod-
ulation of the depinning field of two chiralities of vortex domain walls in 1 µm
wide wires is achieved, with the depinning field of anti-clockwise vortex walls
having a negative dependence on uniaxial anisotropy along the wire axis, while
clockwise vortex domain walls generally have a positive, but smaller depen-
dence. The simulations and measurements for vortex walls show reasonable
agreement in terms of the fields required to depin the domain wall from the
notch studied. Analysis of the micromagnetic simulation outputs for a range
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of simulated notch depths indicates that there are two depinning regimes for
the clockwise domain wall, which results in a wide variation in the sensitivity
of the domain walls of this chirality to depinning. There were significant dif-
ferences in the dependence of depinning field on uniaxial anisotropy of the two
wires studied which may have been due to slight differences in the lithography
or deposition of the two wires. Such variation in the effects observed between
devices is likely to be problematic for device applications, so future stud-
ied must address the sensitivity of the anisotropy-dependence of depinning
behaviour to such issues.
The chapter goes on to simulate the behaviour of domain walls in 100 nm
and 48 nm nanowires which support transverse walls rather than vortex walls.
The changes in domain wall mobility observed in the simulations are broadly
in keeping with the changes associated with a change in domain wall width
resulting from the additional uniaxial anisotropy energy. The agreement with
the expected theoretical values is not as good in wider wires, which, it is spec-
ulated, is due to the increased deviation from the narrow wire regime. An
important result of this chapter is that it is found that in nanowires 100 nm
wide there is a second peak in average domain wall velocity at high driving
fields above the Walker breakdown regime when the wire is under the influ-
ence of a uniaxial anisotropy. This observation builds on previous studies
where similar effects have been observed both experimentally and in simu-
lations of relatively wide wires [237], wires under the influence of transverse
magnetic fields [238] and perpendicularly magnetised ferromagnetic semicon-
ductors [239].
Finally, this chapter also begins to investigate how strain-induced uniaxial
anisotropy affects the depinning of transverse walls from notches in wires of
width 48 nm and 100 nm. It is observed that in the 48 nm wires studied there
is a linear dependence of depinning field on strain, with a negative gradient.
In the 100 nm wires studied, however, the relationship is non-linear, with a
positive average gradient. This large difference in behaviour across the range
of anisotropy energy densities and wire widths studies marks out a large area
of parameter space to explore in the future.
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5.2 Focussed MOKE measurements of microwires
5.2.1 Sample
The sample used for this study was labelled dp012c, consisting of a stack of
Pt(5 nm)/Co(10 nm)/Al(2.5 nm) sputtered onto a 100µm Si (111) substrate.
This sample featured 1µm wide wires with a 675 nm deep triangular notch de-
fined using electron beam lithography by Dr Andrew Irvine at the University
of Cambridge. Further details of the growth and fabrication of this sample
are given in chapter 2.
A schematic of the device layout is shown in figure 5.1. One end of the wire
has a large pad to facilitate domain wall nucleation where it joins the wire.
The other end has a tapered section to suppress domain formation there [240].
Two devices were measured on this chip: dp012c-1, and dp012c-2. dp012c-2
was fabricated in an identical way to dp012c-1, but was rotated by 90◦. In
device dp012c-1 a positive voltage applied to the transducer induced a tensile
strain perpendicular to the length of the bar. In device dp012c-2 a positive
voltage induced a tensile strain parallel to the length of the bar.
5.2.2 Depinning Fields in Co
The sample was mounted in an electromagnet, capable of applying up to
30 mT along the length of the wire at a frequency of 20 Hz. For the experiment
a 4 µm diameter laser spot was focussed onto the sample, in the position
marked in figure 5.1. Domain wall processes are stochastic in nature, so 100
measurements of hysteresis loops were made to build up a picture of the
aggregate domain wall behaviour.
Device dp012c-1 was measured first. The hysteresis loop from a single field
sweep shown in figure 5.2 shows clearly the rapid change in magnetisation
direction that is associated with a domain wall moving along a wire past the
laser spot. A domain wall is nucleated in the injection pad on the left hand
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Figure 5.1: (a)Schematic of the device measured by MOKE in Sheffield. Two
devices of this geometry were measured: dp012c-1 and dp012c-2. dp012c-2
was oriented orthogonally to dp012c-1 on the piezoelectric transducer. Also
shown is the approximate size and location of the laser spot used. w = 1 µm,
d = 675 nm. (b) AFM image of notch.
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Figure 5.2: Single-shot MOKE hysteresis loop. The magnetisation signal
rapidly switches as a domain wall depins from the notch and sweeps through
the wire. This MOKE hysteresis loop was measured on a device similar to
the dp012c device studied in this chapter, with zero bias applied across the
transducer.
side of the device (shown in figure 5.1). The laser spot is sensitive to the local
change in magnetisation associated with the movement of domains away from
the nucleation pad from left to right. The main focus of this study was the
behaviour of domain walls moving from left to right under the influence of a
positive magnetic field.
The depinning field of a vortex domain wall at an asymmetric notch depends
on its chirality [115, 241] so one would expect to see evidence of two depinning
fields, corresponding to clockwise and anti-clockwise vortex walls. An example
of this double step is shown in figure 5.3 where there are steps at around
7.5 mT and 11 mT. This figure shows an averaged hysteresis loop built up
from 100 individual field loops. The figure also shows that there is evidence
of a third, smaller step at 4.0 to 4.5 mT. This is likely due to an optical
interference fringe from the Airy disk of the laser spot picking up a small part
of the section of wire between the nucleation pad and the notch, which has a
lower reversal field, consistent with the field at which this smaller step occurs
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(see figure 5.4).
Figure 5.3: Example of the expected double step in averaged MOKE hysteresis
loops from the presence of clockwise and anticlockwise vortex domain walls.
A smaller ‘pre-step’ at around 4.5 mT may originate from a reflection of the
laser from the nucleation pad. This example was taken from device dp012c-1,
with zero bias across the transducer.
The reversal fields with the laser spot positioned on the region of wire after
the nucleation pad and before the notch are shown in figure 5.4(a). These
switching fields are interpreted as the fields required to nucleate domain walls.
This graph itself shows evidence of a dependence on the voltage applied to the
transducer. The switching fields for positive 5.4(b) and negative 5.4(c) fields
are also shown which indicate that there is a significant variation over the
voltage range studied. At higher positive voltages there is variation between
the two repeated measurements at the same voltage indicating that there
is a stochastic element to the domain wall nucleation which may be due to
hysteresis or drift within the piezoelectric transducer.
Measurements with the laser spot focusing in a region to the right hand side
of the notch, as shown in figure 5.1, were carried out for a range of voltages
applied to the piezoelectric transducer in the range 48 V to −30 V. The hys-
152
Figure 5.4: (a) Averaged MOKE hysteresis loops of the reversal field of Co
wire in the region between the nucleation pad and the notch. This represents
the magnetic field required to inject a domain wall from the injection pad into
the wire. The coercive field in these loops was measured as the field required
to reduce the (averaged) normalised Kerr signal to zero. The variation in this
coercivity as a function of voltage is shown for positive (b) and negative (c)
applied magnetic field. There are significant differences in the coercive field
as a function of voltage, although the differences between measurement runs
are within the uncertainty of the measurements, as determined from the the
minimum B field step size.
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Figure 5.5: Averaged MOKE hysteresis loops of device dp012c-1 for different
voltages applied to the piezoelectric transducer. There are three clear steps.
The ‘pre-step’ is at the same switching field as in figure 5.4 so corresponds
to the nucleation of the domain wall in the wire. The first depinning event,
labelled ‘1’, at approximately 7.5 mT is much less sensitive to changes in
voltage than the second, labelled ‘2’, at around 10 mT.
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teresis loops collected at each transducer voltage are shown in figure 5.5. The
two main depinning events are present in the loops and it is clear that the sec-
ond depinning field is much more strongly dependent on the strain induced by
the piezoelectric transducer. The two depinning fields as a function of voltage
applied to the transducer are shown in figure 5.6(a). The fitting parameters
of a linear fit to each of the plots are given in table 5.1. This graph and
the linear fits to the data confirm the trends observed in the hysteresis loops
for the second depinning event to be much more sensitive, since the gradient
parameter, HE is up to around 20 times larger for the second chirality than
the first.
Table 5.1: Fitting parameters for linear fits to depinning field as a function of
voltage (see figure 5.6), H0 is the offset, and HE the slope. The superscript
H denotes depinning fields derived from fits to the single-shot measurement
histograms in figure 5.8.
Device Chirality H0 HE R
2
mT mT/V
dp012c-1 1 7.556(9) −0.0005(3) 0.1276
2 10.403(6) 0.0087(2) 0.9928
dp012c-2 1 3.75(2) 0.0042(5) 0.8861
2 6.72(2) −0.0121(4) 0.9867
dp012c-2H 1 3.68(3) 0.0017(7) 0.2951
2 6.69(1) −0.0126(3) 0.9926
Following on from the measurements on device dp012c-1, the depinning be-
haviour in device dp012c-2 was investigated by James Wheelwright at the
University of Sheffield which confirmed the chirality dependent response to
the strain induced by the transducer. Figure 5.7 shows the characteristic
double step behaviour associated with averaging over two switching events.
A plot of the depinning fields for device dp012c-2 as a function of voltage
applied to the transducer is shown in figure 5.6(b). The fitting parameters for
a linear fit to each chirality are shown in table 5.1. The trends observed in
this device are broadly consistent with those observed in device dp012c-1 in
as much as the second chirality (higher depinning field) is more sensitive to
strain. An important distinction to make however is that the second device
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Figure 5.6: Depinning fields as a function of voltage applied to the piezoelec-
tric transducer for (a) device dp012c-1,(b) device dp012c-2, and (c)dp012c-2H
determined from histograms of single-shot measurements. The difference in
sign of the slopes between (a) and (b-c) is due to the orthogonal orientation of
the wires in each device, which changes the sign of the magnetoelastic energy
induced by the strain. In (a) and (b) the error bars were determined from be-
ginning and end of the switching events in the averaged MOKE loops (figure
5.5 and 5.7 respectively). The error bars in (c) come from the Gaussian fits
to the histograms in figure 5.8.
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Figure 5.7: Averaged MOKE hysteresis loops as a function of voltage applied
to the piezelectric transducer for device dp012c-2, as measured by James
Wheelwright at the University of Sheffield. The first switching event is much
more sensitive to strain induced by the piezoelectric transducer than the sec-
ond.
was oriented at 90◦ to the first so that positive voltage applied to the trans-
ducer induced tensile strain parallel to the wire axis rather than perpendicular
to it. This explains why in device dp012c-1 the depinning fields tend to con-
verge at high positive voltage, while in device dp012c-2 the depinning fields
diverge at high positive voltage. The depinning fields are markedly lower for
device dp012c-2 compared to dp012c-1, and the depinning field associated
with the first chirality appears to be much more responsive to strain than
was observed in dp012c-1. These variations may be due to slight variations in
lithography or local anisotropy. As this figure shows the average of 100 field
sweeps, the broadening of the step in the hysteresis loop at the first switching
event indicates that the domain wall depinning took place over an appreciable
range of fields.
Histograms of single shot measurements shown in figure 5.8 reveal more in-
formation about the distributions of depinning events. It is immediately clear
that the depinning event at higher field is more susceptible to the strain in-
157
Figure 5.8: Histograms of depinning fields for different voltages applied to the
piezoelectric transducer for device dp012c-2. Red lines are Gaussian fits to
the data. Data collected by James Wheelwright at the University of Sheffield.
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duced by the piezoelectric transducer than the depinning at lower field. The
variation in depinning fields for larger positive voltages applied to the trans-
ducer is greater than at large negative voltages for the second chirality. The
first chirality, which switches at a lower field, shows a generally larger degree
of variation in switching field across the whole range of voltages studied. To
quantify the degree of variation observed a Gaussian was fitted to the two
histogram peaks originating from the two depinning field regimes observed.
From figure 5.8 it can be seen that the second chirality, at higher field, is closer
to Gaussian behaviour. The depinning event at lower field is generally not
so well approximated as a Gaussian where there appear to be multiple peaks,
close to the average depinning field. The Gaussian fits to the histograms were
used to create the graph of depinning field as a function of voltage shown in
figure 5.6(c). The fitting parameters for each plot are given in table 5.1. The
trends in depinning field as a function of voltage applied to the transducer
observed in the hysteresis loops are also seen in the histograms, in addition
to confirmation of the broad range of depinning fields for the first depinning
event. Explanation for the additional broadening of depinning fields of the
first depinning event was provided by micromagnetic simulations, discussed
in the following paragraphs.
Further insight into the depinning behaviour of these wires was gained from
micromagnetic calculations. A 1µm wide wire with notch depths of of 675 nm,
650 nm and 500 nm were simulated for clockwise (CW DW) and anticlockwise
(ACW DW) vortex walls passing the notch. The micromagnetic parameters
used were M = 1400 kA/m, A = 3× 10−11 J/m, and a damping of α = 0.2.
This relatively large damping parameter was used to suppress oscillation of
the domain wall before it reached the notch. Oscillations would introduce a
stochastic element because the domain wall would be at a different phase of the
oscillation cycle for each single shot measurement due to thermal fluctuations
and variations in the nucleation field.
To make a direct comparison between the experiment and micromagnetic sim-
ulations a relationship between the piezoelectric transducer voltage and strain
was required. Since the strain was not directly measured on these devices the
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same linear relationship between voltage and strain-induced anisotropy de-
scribed in section 2.3.3 for the GaAs-mounted devices was assumed, with the
equation εxx− εxy = −3(3)× 10−5 + 5(1)× 10−6/V. The corresponding mag-
netoelastic energy was then calculated multiplying εxx − εyy by the value of
B1 = 5.33 MJ/m
3 of Co from chapter 2. The sign of the energy density was
changed for device dp012c-1 to account for its 90◦ rotation relative to device
dp012c-2 and the micromagnetic simulations, so that positive anisotropy en-
ergy density corresponds to an easy axis perpendicular to the bar axis for both
devices. The depinning fields for devices dp012c-1, dp012c-2, the histogram-
derived values for dp012c-2, and simulated depinning fields are shown in figure
5.9.
Table 5.2: Fitting parameters for the linear fits to data in figure 5.9 where H0
is the offset, and HE the slope. The superscript H denotes depinning fields
derived from fits single-shot measurement histograms.
Device Chirality H0 HE R
2
mT ×10−4mT/(J/m3)
dp012c-1 1 7.553(9) 0.2(1) 0.1276
2 10.456(6) −3.3(1) 0.9928
dp012c-2 1 3.80(1) 1.4(2) 0.8861
2 6.54(1) −4.7(1) 0.9867
dp012c-2H 1 3.69(3) 0.63(3) 0.2951
2 6.61(1) −4.7(1) 0.9926
Simulation 675 nm CW 3.72(4) 2.4(1) 0.9897
ACW 6.00(4) −2.0(1) 0.9895
Simulation 625 nm CW 4.42(4) 0.3(1) 0.6275
ACW 6.00(2) −2.0(6) 0.9895
Simulation 500 nm CW 3.97(9) 0.8(2) 0.8462
ACW 5.93(2) −1.70(6) 0.9895
A summary of the fitting parameters for linear fits to each of the data is
given in table 5.2. Although there are differences in the exact values of these
parameters, it is important to note that there is agreement in the signs of the
gradients of the fits for the simulated and experimentally determined values,
as well as two distinct depinning fields at zero uniaxial anisotropy. This
agreement of the general trends observed in the simulations and experiment
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Figure 5.9: Depinning fields as a function of (approximate) anisotropy energy
density, along with linear fits to the data (black lines). Positive anisotropy
energy density corresponds to an easy axis perpendicular to the bar axis.
Averaged MOKE measurements were made on two devices (a) dp012c-1 (b)
dp012c-2. Gaussian fits to histograms of single shot measurements of dp012c-2
were also used to extract depinning fields (c). (d) Micromagnetic simulations
for 500 nm, 625 nm and 675 nm.
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is an indication that the simulation is at least capturing the essential physics
of the experimental system. Also immediately clear is that in the 675 nm
simulation the clockwise vortex domain wall simulation is much more strongly
dependent on anisotropy than that of the anti-clockwise wall. This is not
the case in the other simulations, or the experiments. Each of the devices
and simulation measurements is addressed in more detail in the following
paragraphs.
The fitting parameters of device dp012c-1 are in best agreement with the
625 nm notch depth simulation. The gradients of the first switching event,
associated with the clockwise domain wall, are in agreement within the error of
the two statistical fits. The anti-clockwise domain wall, corresponding to the
switching event at higher field has gradients that are not in such agreement,
although they are still within 50 % for the simulated and experimental data,
and like the experiment the depinning fields of the anti-clockwise wall is more
sensitive to the induced anisotropy.. The intercepts of the experimental data
for this device are around twice as large as the simulated values.
For both the averaged-MOKE and single-shot histograms, the fitting param-
eters of device dp012c-2 are in closer agreement with the 500 nm simulation.
Here the gradients of the first switching event (clockwise domain wall) agree
to within three times the uncertainty of each value. The gradient of the de-
pinning fields associated with the anti-clockwise domain wall has the same
sign in the simulation, although the value is nearly three times smaller in the
simulation than the experiment. The intercept of the linear fit to the exper-
imental data for device dp012c-2 is generally in closer agreement with the
simulations than device dp012c-1. Although still not within the uncertainty
of the values, the worst agreement of the intercept is around 15 %.
It is also interesting to note the variation in the fitting parameters of the
range of simulations. These are presented graphically in figure 5.10 showing
the gradient (a) and intercept (b). In both cases, as seen in figure 5.9(d), the
clockwise domain wall is much more sensitive to changes in notch depth than
the anticlockwise wall. For the clockwise domain wall there is a marked rise
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in the gradient parameter, corresponding to a greater dependence of depin-
ning field on uniaxial anisotropy, at 675 nm. 625 nm represents a minimum
in the gradient, although there is a much smaller increase for 500 nm than
675 nm. For the intercept, 625 nm corresponds to a maximum. Why there
might be this large change in behaviour for 675 nm can be better understood
by examining the output images of the micromagnetic simulations.
Examination of the output images of the micromagnetic simulations at zero
uniaxial anisotropy energy density for 675 nm (figure 5.13), 625 nm (figure
5.12), and 500 nm (figure 5.11) reveal that these notch depths span two dif-
ferent types of behaviour in the clockwise vortex domain wall, while the be-
haviour of the anti-clockwise domain wall is consistent across the three notch
depths. For all three depths the ACW DW (d – f) remains pinned before the
notch, and requires a larger field to reverse the magnetisation in the region
after the notch. After depinning, the propagating domain wall resembles a
transverse wall (f). From these simulations it was also possible to extract
depinning fields as a function of uniaxial anisotropy, representing the strain
induced anisotropy induced by the piezoelectric transducer.
In both the 625 nm (figure 5.12)and 500 nm (figure 5.11) deep notches the
clockwise vortex core is temporarily pinned at the notch (b). As the field is
increased it passes the notch, still recognisable as a vortex core (c), although
there is also the addition of a large transverse-like-wall component that is
nucleated at the notch as the field is increased.
For 675 nm (figure 5.13) the behaviour of the clockwise vortex domain wall is
different than in the other two widths studied. The CW DW (a – c) passes
through the notch with the vortex core being pinned at the notch. The domain
wall that emerges from the notch is purely transverse, without the remaining
vortex core component observed in the 625 nm and 500 nm notches.
The micromagnetic simulations of different notch depths may well then be
able to explain the experimental observations. Firstly the anti-clockwise do-
main wall is relatively unaffected by variations in the notch depth as the
vortex core is pinned adjacent to the notch, and the depinning may in fact be
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Figure 5.10: (a) Dependence of depinning field on uniaxial anisotropy (gradi-
ents of figure 5.9(d)). The depinning of the anti-clockwise where domain wall
is much less dependent on the depth of the notch than the clockwise vortex
domain wall, where is a marked rise in gradient for the 675 nm deep notch.
(b) Depinning field at zero uniaxial anisotropy (intercepts of 5.9(d)). In both
plots the error bars are the errors in the linear fits to the plots in figure 5.9(d).
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Figure 5.11: Micromagnetic simulations at zero uniaxial anisotropy energy
density for 500 nm notch depth of a clockwise (a–c), and anticlockwise (d–
f) vortex domain wall as it approaches and passes through a notch. The
clockwise vortex core (a – c) is temporarily pinned at the notch (b). As the
field is increased it passes the notch, still recognisable as a vortex core (c),
although there is also the addition of a large transverse-like-wall component
that is nucleated at the notch as the field is increased. The ACW DW (d –
f) remains pinned before the notch, and requires a larger field to reverse the
magnetisation in the region after the notch. After depinning, the propagating
domain wall resembles a transverse wall (f).
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Figure 5.12: Micromagnetic simulations at zero uniaxial anisotropy energy
density for 625 nm notch depth of a clockwise (a–c), and anticlockwise (d–
f) vortex domain wall as it approaches and passes through a notch. The
clockwise vortex core (a – c) is temporarily pinned at the notch (b). As the
field is increased it passes the notch, still recognisable as a vortex core (c),
although there is also the addition of a large transverse-like-wall component
that is nucleated at the notch as the field is increased. The ACW DW (d –
f) remains pinned before the notch, and requires a larger field to reverse the
magnetisation in the region after the notch. After depinning, the propagating
domain wall resembles a transverse wall (f).
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Figure 5.13: Micromagnetic simulations at zero uniaxial anisotropy energy
density for 675 nm notch depth of a clockwise (a–c), and anticlockwise (d–f)
vortex domain wall as it approaches and passes through a notch. The vortex
core of the clockwise wall is pinned (b) and then annihilated (c) at the notch.
The vortex core of the anticlockwise wall (d) remains pinned before the notch,
while the rest of the domain wall is pinned at the peak of the notch (e). The
propagating wall resembles a transverse wall (g).
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a nucleation of a transverse-like domain wall on the other side of the notch.
The average depinning field of this chirality, however, does change signifi-
cantly between devices in the experiment, which is not in agreement with
the simulations. The clockwise domain wall is much more sensitive to the
character of the notch, and is much more accurately simulated by a notch
depth of 500 nm. The micromagnetic simulations also reveal that there is a
large dependence of the depinning field on uniaxial anisotropy when the vor-
tex core remains pinned at the notch. This is the case for the anticlockwise
wall in all of the notch depths studied, and the clockwise domain wall for the
675 nm deep notch. One explanation for this could be that the nucleation
of the transverse-like wall from the notch is more sensitive to the uniaxial
anisotropy than the depinning of the vortex core. Although the notch itself
was constant during the experiment, it could be that slight variations in the
spatial extent of vortex, or the vortex core location of the clockwise domain
walls nucleated resulted in some being pinned, and passing through, while
the vortex core of some of the domain walls was annihilated at the notch.
This might explain the large spread of depinning fields reflected in the uncer-
tainties of the data in figure 5.9, and the range of possible dependencies on
uniaxial anisotropy. A key deficiency in the simulations is the unrealistically
high damping parameter, which suppresses movement of the vortex core of
the domain walls. In the physical devices the vortex core is more free to move
as the wall proceeds along the wire, and the exact position of the core as it
reaches the notch could be an important factor in determining the pinning
and depinning behaviour.
To build on these measurements it would first be interesting to measure more,
perhaps 1000 rather than the 100 used here, single-shot hysteresis loops to
better determine if there are indeed multiple peaks in the first depinning field.
To fully investigate this deviation between the micromagnetic calculations and
measurements it would be informative to image the formation and depinning
of each domain wall such that the depinning field could be matched to a par-
ticular domain wall configuration, or position of the vortex core as it arrived
at the notch. The physical system could be better simulated by using a lower,
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more realistic damping parameter and including edge roughness, which acts
as a series of smaller pinning sites along the wire length [242]
The evidence presented here suggests that there is sufficient voltage or strain
control of the device to manipulate the depinning field in at least one of the
vortex domain wall chiralities. However, since even the two devices studied
here have shown variability in the depinning field offset, it would also be in-
teresting to see the results of a more in-depth study which perhaps looked
at the variability of behaviour across perhaps tens or even hundreds of de-
vices. This is certainly an important question to ask when thinking about the
applicability of such a system to viable memory technologies or devices.
5.3 Micromagnetic Calculations of Sub-micron
Wires
For technological applications wires of width 100 nm or less may be more
favourable than wider wires. In these narrower wires transverse domain walls
tend to be favoured[39], which have already been shown to be sensitive to
and configurable by the uniaxial anisotropy induced by strain. Bryan et al.
showed how in-plane uniaxial anisotropy affects both the domain wall width
and the phase boundary between transverse and vortex walls [120]. In this
section micromagnetic calculations are used to investigate the effect of uniaxial
anisotropy on domain wall velocities and the fields required to depin transverse
domain walls from a notch in the wire. Chapter 2 described the three velocity
regimes: steady motion before Walker breakdown, precessional propagation
immediately after Walker breakdown, and a turbulent regime at driving fields
much higher than the Walker breakdown field.
The average domain wall velocity in the steady regime, before Walker break-
down, can be approximated [147, 238, 243] as
v =
γ0∆
α
Hx (5.1)
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where α is the Gilbert damping, γ0 is the gyromagnetic ratio, ∆ is the wall
width, andHx is the driving field. Above Walker breakdown the time averaged
velocity v¯ becomes
v¯ =
αγ0∆¯
1 + α2
Hx (5.2)
where ∆¯ is the time-average domain wall width.
Bryan et al. [120] investigated magnetic field driven domain wall motion in
planar nanowires in which the domain wall was subjected to a magnetic field
transverse to the wire axis. They found dramatic changes to the average
domain wall velocity when the transverse field was applied, both before and
after Walker breakdown. Although there was some change to the domain wall
width with the transverse magnetic field, they also found that the average
domain wall velocity was highly sensitive to the domain rotation either side
of the wall. The simple 1D approach was not sufficiently complex to describe
the domain wall dynamics precisely.
The effect of actual wire width on domain wall velocity has also been studied
by Lee et al. [237] who found in wider wires a second peak in velocity at
high driving fields, followed by a fall and then steady rise with field. The
effect of uniaxial anisotropy on domain wall propagation has been previously
studied by Dean et al. [119]. They found that uniaxial anisotropies both
parallel and orthogonal to the wire axis could result in marked changes in
the behaviour before and immediately after the Walker breakdown. Uniaxial
anisotropy which favoured magnetisation along the wire axis tended to reduce
the Walker breakdown velocity. Uniaxial anisotropy favouring magnetisation
transverse to the wire axis both increased the Walker breakdown velocity, and
the breakdown field. This is interpreted in terms of changing the effective
dimensions of the wire with axial anisotropy causing the wall to behave as
if in a wider, thinner wire than for transverse anisotropy, even though the
physical dimensions of the wires remain constant. Dean et al. did not however
investigate the behaviour of domain walls at high driving magnetic fields.
A consistent feature of the high-field regime, far beyond Walker breakdown
seems to be a ’high-field kink’, a second peak in average domain wall velocity,
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that has been observed in wide wires [237], wires under transverse anisotropy
[238], and out-of-plane magnetised GaMnAs and GaMnAsP wires [239]. A
sketch of such a second peak in average domain wall velocity is shown in figure
5.14.
Figure 5.14: Sketch of the ‘high-field kink’ that has been observed in wide
wires [237], wires under transverse anisotropy [238], and out-of-plane mag-
netised GaMnAs and GaMnAsP wires [239]. The second peak in high field
may be comparable (solid line) to the Walker breakdown velocity, as in [239]
and [238], or significantly smaller (wide dashed line) or larger (narrow dashed
line), as in the case of [237]. Following the second peak, the average velocity
returns to its asymptotically linear relation with applied magnetic field.
The exact origin of this second peak in average velocity has not yet been
established, although there is evidence that suggests it may be due to flexing
[239] or rotation [238] of the magnetisation around the domain wall. This
section builds on these studies to explore the behaviour of domain walls under
the influence of uniaxial anisotropies far beyond the Walker breakdown.
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5.3.1 Simulation Details
The simulation parameters were as follows: a mesh of 4 nm×4 nm×10 nm was
used to create a two-dimensional array of three-dimensional spins, damping
was α = 0.02, saturation magnetisation was MS = 1378× 103 A/m corre-
sponding to Fe81Ga19, with an exchange stiffness was A = 1.9× 10−11 J/m.
Wires of 48 nm and 100 nm width were studied both with and without a notch.
The wires had an aspect ratio of 20, with tapers at both ends to suppress for-
mation of domain walls.
To confirm that the wire widths studied favoured the formation of transverse
walls, the total energies of different wire widths initialised with both trans-
verse and vortex walls were compared. The difference in energies for the two
wall types is shown in figure 5.15 which shows that the 48 nm wire stud-
ied strongly favours transverse walls, whereas the 100 nm wire is close to the
point where vortex walls become more energetically favourable. Domain walls
were initialised in the wires using an image file to coarsely define the domain
wall configuration, which was then allowed to relax to equilibrium. The only
anisotropy term included was a uniaxial anisotropy term with coefficient KS.
KS > 0 anisotropy favoured magnetisation transverse to the wire axis while
KS < 0 favoured magnetisation pointing along the axis of the wire. In the
context of this thesis this anisotropy can be thought of as that induced by the
strain from a piezoelectric transducer.
To investigate depinning behaviour of the domain walls a notch was intro-
duced to the initialisation image. The domain walls were brought up to the
notch position with an applied field below the Walker breakdown field. The
field was then increased until the domain wall depinned from the notch. For
the 48 nm wide wire the notch depth was 25 % of the width of the wire and
15 % of the width of the 100 nm wire. A smaller notch depth was selected for
the 100 nm wide wire to allow the wall to depin within a reasonable simula-
tion time. This prevents direct comparison of the depinning behaviour of the
domain walls in the wires.
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Figure 5.15: Comparison of total energies for vortex and transverse domain
walls as a function of wire width. There is a transition between transverse
and vortex domain walls at around 100 nm.
5.3.2 Domain Wall Velocities
The initialised domain walls were propagated along the wire by a magnetic
field (simulated by a Zeeman term in the calculation). Figure 5.16 shows
the average domain wall velocity for the 48 nm and 100 nm wire simulated,
for both axial and transverse anisotropies, as a function of the applied field.
The position of the domain wall was determined from the net magnetisation
integrated over the wire. The domain wall position along the wire was taken
to be the fraction of the wire with magnetisation aligned from left to right.
The average velocity was taken from initial domain wall position to the end
of the wire.
48 nm Wide Wire
The 48 nm wire is considered here first. In this case anisotropies of magnitude
10 kJ/m3 and 15 kJ/m3 were used to build up the average velocity curve in
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Figure 5.16: Average domain wall velocities for 48 nm (a) and 100 nm (b) for
uniaxial anisotropy Ks = ±15,±10, and 0 kJ/m3. Ks > 0 favours magnetisa-
tion transverse to the length of the wire whereas Ks < 0 favours magnetisation
along the wire.
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figure 5.16 (a). The average velocity as a function of field shows the steady
increase in velocity up to the Walker breakdown field at which point the
average velocity decreases as the domain wall enters the precessional motion
regime. At higher fields the average velocity begins to recover back towards
its pre-Walker breakdown level. The average velocity tends to be increased for
KS > 0, and decreased for KS < 0. These changes are broadly in keeping with
the understanding that a uniaxial anisotropy changes the effective width of
the wire [119, 237]. Negative values of KS correspond to anisotropy favouring
magnetisation along the length of the wire. In shape anisotropy terms this
could be achieved by a narrower wire. The opposite is true for positive values
of KS which favours magnetisation transverse to the wire axis.
It is possible to estimate the expected change in domain wall width associated
with the uniaxial anisotropy by considering the fractional changes in domain
wall width δ and anisotropy K. Differentiating the equation for domain wall
width (equation (1.23)) yields:
dδ
δ
=
1
2
dK
K
. (5.3)
where the sign of K has been reversed to be consistent with the definition
of K used in the simulations. Starting with an approximate initial domain
wall width δ equal to the width of the wire allows the initial shape-induced
anisotropy K to be estimated using equation (1.23).
For the 48 nm wires, the initial domain wall width δ was taken to be 48 nm.
Using equation (1.23) this width corresponds to an initial anisotropy of 78 kJ/m3.
The fractional change in domain wall width determined from equation (5.3)
was found to be ±0.06 for ±10 kJ/m3, and ±0.1 for ±15 kJ/m3. Since, from
equation (5.2), domain wall velocity is linear in domain wall width, these are
also the fractional changes in domain wall velocity associated with each uni-
axial anisotropy, that is to say
dδ
δ
=
dv
v
. The fractional changes in velocity
for the simulated data for the 48 nm wire are shown in figure 5.17 (a). The
mean values of these data for ±15 kJ/m3 and ±10 kJ/m3 are given in table
5.3. It is clear from the data in figure 5.17 (a) that there is a dependence
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of the fractional change in velocity on applied magnetic field. A table of the
linear fitting parameters from fits to figure 5.17 (a) is shown in table 5.4 which
shows that there is agreement between the two values of KS studied for both
positive and negative anisotropies. Why there should be a linear dependence
on applied field is not immediately clear. Equations (5.2) (5.1) are linear in
field and it may be that there is an additional mechanism involved in the frac-
tional changes in simulated domain wall velocity, in addition to the changes
in domain wall width on which the predicted changes in domain wall velocity
were based. Investigating this linear dependence could be an interesting area
of future work.
Table 5.3: Theoretically predicted and simulated relative velocities in the
48 nm wire for ±15 kJ/m3 and ±10 kJ/m3
KS(kJ/m
3) -15 15 -10 10
Theory 0.1 −0.1 0.06 −0.06
Simulated 0.09(4) −0.08(3) 0.08(3) −0.09(2)
Table 5.4: Fitting parameters to the relative changes in domain wall velocity
as a function of applied magnetic field for 48 nm wires, as shown in figure
5.17(a)
KS (kJ/m
3) Intercept Slope (1/µT)
15 0.03(1) 3.2(4)
10 0.05(3) 2(1)
−10 −0.02(2) −3.5(7)
−15 −0.03(1) −3.6(5)
It is also possible to look at the instantaneous velocity determined from the
relative magnetisation of the wire. The 10 mT case is considered first, which
it can be seen from figure 5.16 is soon after the Walker breakdown. The
instantaneous velocity curve for 0, ±10 kJ/m3 shown in figure 5.18 (a) are
similar to that reported previously [238] for domain wall motion soon after
Walker breakdown. The change in behaviour at long times is due to the
interactions of the domain wall with the end of the wire. The plots show an
initial rise in velocity, followed after the breakdown by a marked reduction
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Figure 5.17: Fractional change in velocity as a function of applied field for
different uniaxial anisotropy values. (a) 48 nm wires. Here, black lines are
linear fits to the data. The fitting parameters for which are given in table 5.4.
(b) 100 nm wires.
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in velocity, then retrograde motion followed by a further Walker breakdown.
The fast Fourier transform (FFT) of these velocity curves shown in figure 5.18
(b) reveals the frequencies of these different processes. There may be some
slight changes in the peak at around 1.2 GHz as a function of anisotropy, but
it is difficult to say for sure at this frequency resolution.
The instantaneous domain wall velocity under a 50 mT driving magnetic field
in the 48 nm wire is shown in figure 5.19 (a). There is still a clear periodic
component to the motion, but with additional higher frequency oscillations.
The FFT shown in figure 5.19 (b) reveals peaks or clusters of peaks for oscil-
lations at around 2, 3, and 6 GHz. There does seem to be a slight suppression
of the amplitude of the peaks for 10 kJ/m3 and enhancement at −10 kJ/m3.
The first of these peak groups may correspond to the oscillations also seen
at a 10 mT driving field. Images of the domain wall propagation at 50 mT
shown in figure 5.20 provide more insight into the origin of the higher fre-
quency modes. In all three anisotropy cases the domain wall either side of
the transverse component of the wall can be seen to flex as the wall moves
forwards and backwards along the wire.
100 nm Wide Wire
The 100 nm wire also shows a rich range of behaviour in the range of fields
and uniaxial anisotropies studied, as shown in figure 5.16. In particular there
is a marked deviation from the zero uniaxial anisotropy condition at higher
fields, with a second peak in average domain wall velocity, followed by a fall
and return to the more gradual increase with applied field.
As for the 48 nm wires the expected change in domain wall width for the
100 nm wire was approximated using equation (5.3), with an initial domain
wall width δ = 100 nm, with a corresponding K = 18.7 kJ/m3. For Ks =
15 kJ/m3, the fractional change in domain wall width relative to the zero
anisotropy case
dδ
δ
= −0.4. For Ks = 15 kJ/m3, the fractional change in
domain wall width
dδ
δ
= 0.4. This same analysis applied to the simulated
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Figure 5.18: (a) Instantaneous domain wall velocity as a function of time
in a 48 nm wide wire with a 10 mT applied magnetic field. (b) FFT of the
instantaneous velocity.
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Figure 5.19: (b) Instantaneous domain wall velocity as a function of time in a
48 nm wire with a 10 mT applied magnetic field. (b) FFT of the instantaneous
velocity.
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Figure 5.20: Examples of domain wall motion in the 48 nm wide wire with a
driving field of 50 mT, for uniaxial anisotropy Ks. The magnetisation direc-
tions represented in the image are shown in the coloured boxes.
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velocity data is shown in figure 5.17 (b), where the operation (vKs − vK)/vK
has been performed, where vKs is the velocity with the uniaxial anisotropy
present, and vK is the velocity with no uniaxial anisotropy present. Here
the mean value of the relative velocity change is
dv
v
= 0.28(5) for KS =
15 kJ/m3 which is within three standard errors of the predicted value. For
KS = −15 kJ/m3 the average fractional velocity change is dv
v
= −0.11(4)
which is significantly less than that predicted. The simulated and predicted
average changes in velocity are summarised in table 5.5. The key assumption
in the predicted value was the that the initial domain wall width was equal to
the wire width. This approximation does yield values of fractional change in
velocity that agree to within an order of magnitude of the average simulated
values, but the approximation could be improved by examining in more detail
the exact behaviour of the domain wall in the wire. Equations (5.1) and
(5.2) are strictly valid below the turbulent regime, below around 30 mT in
figure 5.17(b). Despite this the close agreement between the simulated and
predicted values continues into the turbulent regime, as the change in velocity
is relatively flat as a function of applied magnetic field.
Table 5.5: Theoretically predicted and simulated relative velocities in the
100 nm wire for ±15 kJ/m3
KS(kJ/m
3) -15 15
Theory −0.4 0.4
Simulated −0.11(4) 0.28(5)
This study is particularly concerned with the behaviour of the domain wall
at magnetic fields far beyond the Walker breakdown. First the intermediate
field range is considered, in the precessional regime between approximately
5 and 30 mT. The instantaneous domain wall velocity for the 100 nm wire
with a 10 mT driving magnetic field is shown in figure 5.21 (a). The curves
for 0 and −15 kJ/m3 resemble the form observed in the 48 nm wire, with the
small addition of some higher frequency oscillations. The 15 kJ/m3 case shows
markedly different behaviour, particularly following the Walker breakdown
where there is a greater tendency for forward motion, along with relatively
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strong higher frequency components. The FFTs of these velocity curves shown
in figure 5.21 (b) reveal the frequencies of these oscillations. There are four
peaks with frequencies below around 2.5 GHz which are likely to be due to the
slower periodic behaviour also observed in the narrower wires. The peaks at
around 2.6 and 5.2 GHz are strongest in the 15 kJ/m3 case. The origin of this
different behaviour is revealed by images of the domain wall motion shown
in figure 5.22. For Ks = 0 and −15 kJ/m3 an antivortex core forms on the
bottom edge of the wire at t = 0.250 ns. The antivortex core moves across
to the other side of the wire between t = 0.480 ns and t = 1.525 ns, where
it annihilates at t = 1.830 ns. As in the case of the 48 nm wire the arms of
the wall appear to flex as the wall moves, giving rise the the higher frequency
components seen in the velocity curves. The behaviour of the domain wall
for the 15 kJ/m3 is markedly different as a vortex core nucleates on the top
edge of the wire, and becomes a full vortex wall. This can happen because
the anisotropy allows wider walls to be supported in the wire, therefore the
vortex wall is more stable. The arms of this vortex wall also oscillate, giving
rise to the different velocity behaviour and higher frequencies observed.
The average velocity profile (figure 5.16) reveals that in the presence of a
positive uniaxial anisotropy, there is a second peak in velocity at around
38 mT. As before the instantaneous velocity of the domain wall was also
examined, as shown in figure 5.23 (a). At such a high driving magnetic
field, the velocity has lost its periodicity, and undergoes much more turbulent
motion. The FFTs in figure 5.23 (b) indicate some periodicity at around
1 GHz. The velocity traces seem to show peaks in instantaneous velocity
at around 1 ns for 15 kJ/m3, 1.5 ns for 0 kJ/m3 and 3.5 ns for −15 kJ/m3.
The origin of these peaks is revealed by images of the domain wall motion
shown in figure 5.24. The peaks in instantaneous velocity coincide with the
detachment of a transverse-like component of the domain wall, from an anti-
vortex core. The transverse-like wall is able to proceed rapidly along the wire
before being halted by a Walker breakdown event involving the nucleation
of an anti-vortex core at the edge of the wire. Similar detachment has been
observed previously in wide wires [244] and narrow wires under the influence
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Figure 5.21: (a)Instantaneous domain wall velocity as a function of time in
a 100 nm wire with a 10 mT applied magnetic field. (b) FFT of instantaneous
velocity.
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Figure 5.22: Examples of domain wall motion behaviour in 100 nm wire under
a 10 mT driving field for uniaxial anisotropy Ks. The magnetisation directions
represented in the image are shown in the coloured boxes.
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of a transverse magnetic field [238, 245], in which case the transverse wall
is sufficiently stabilised to breakaway from the anti-vortex core. In the data
presented here the positive value of Ks seems to perform a similar role in
stabilising the transverse-like wall, as the detachment happens at an earlier
time step and the transverse component propagates along the wire at a higher
velocity. This stabilising effect is reasonable as the Ks > 0 anisotropy favours
magnetisation lying transverse to the wire axis, along which the transverse
wall also lies. With zero and negative uniaxial anisotropy, the detachment
takes place following a Walker breakdown event, with the anti-vortex core
being pinned to the top, rather than the bottom edge of the wire in the zero
uniaxial anisotropy case.
There is also a peak in average domain wall velocity at 40 mT for Ks =
−15 kJ/m3. Plots of the instantaneous velocity of the domain wall at this
driving field are shown in figure 5.25(a). They reveal that there is again a
peak in the velocity, this time close to 1 ns for all three anisotropies studied.
There also seems to be a second peak between 2 and 3 ns. The second peak
for −15 kJ/m3 happens around 0.5 ns before the zero anisotropy case, and
marginally before the 15 kJ/m3 case. These changes in peak velocities may
be reflected in the FFTs in figure 5.25 which seem to show a slight increase
in frequency in a peak at around 1 GHz, although it is difficult to resolve the
lowest frequencies. These peaks in velocity coincide with particular domain
wall behaviour shown in figure 5.26. For 15 kJ/m3 a first domain wall detach-
ment at around 1 ns is followed by a return to an approximate vortex domain
wall, and then a second detachment of the transverse-like wall component at
about 2.2 ns. In both cases the anti-vortex core is pinned to the bottom of
the wire. For 0 kJ/m3 the anti-vortex core is pinned during the detachment
to the top edge of the wire. In the −15 kJ/m3 there seems to be greater defor-
mation of the domain wall prior to the full detachment of the transverse-like
component. Why there should be a second peak in velocity at driving fields
above the Walker breakdown field, and then only in the presence of a uniaxial
anisotropy, are key questions raised by this work. The answers to these ques-
tions have previously proved elusive [237, 238, 239] and rather than provide
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Figure 5.23: (a) Instantaneous domain wall velocity as a function of time in a
100 nm wire with a 38 mT applied magnetic field. (b) FFT of instantaneous
velocity.
187
Figure 5.24: Examples of domain wall motion behaviour in 100 nm wire under
a 38 mT driving field for uniaxial anisotropy Ks. The magnetisation directions
represented in the image are shown in the coloured boxes.
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an answer, this study provides another possible system where these questions
could be investigated or exploited.
Finally the case for a 60 mT driving magnetic field in the 100 nm wire is
examined. The instantaneous velocities at this magnetic field are shown in
figure 5.27 (a). For 15 kJ/m3 there seem to be four peaks, approximately
every 0.5 ns. For 0 and −15 kJ/m3 there is no apparent periodicity. The FFTs
for each anisotropy, shown in figure 5.27 (b) do not seem to reveal a strong
periodicity at the resolvable frequencies. Images of the domain wall motion
(figure 5.28) do however reveal the occurrence of the domain wall detachment
observed at lower magnetic fields. As for the lower driving magnetic fields
the core seems to favour being pinned along the bottom edge of the wire for
non-zero anisotropy, whereas for zero anisotropy the vortex core is pinned
alternately to the bottom and top edges of the wire.
The turbulent nature of the domain wall motion at higher magnetic fields
makes it difficult to fully explain the observations presented here. The general
trend for positive uniaxial anisotropy values to increase domain wall velocities,
and for negative values to decrease the velocity, is in keeping with the simple
explanation that the effective width of the wire is being altered[119, 238].
Negative anisotropy values favour magnetisation along the length of the wire,
effectively narrowing its width. Positive values of anisotropy in this study
favour magnetisation orthogonal to the length of the wire, such that the do-
main wall width increases as if it were in a wider wire.
This study has not looked into the possible effect of domain rotation either
side of the domain wall, which had a significant impact on the domain wall
velocity in wires subjected to a transverse magnetic field [238]. The second
peak in average velocity at high magnetic fields has previously been observed
in (effectively) wide wires [237, 238], and may be attributable to the greater
stability afforded to the domain wall under these conditions. The high-field
kinks in out-of-plane magnetised GaMnAs and GaMnAsP were attributed
to deformation of the domain wall, although no complete explanation was
provided [239]. A significant factor in our observations of the 100 nm wire
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Figure 5.25: (a) Instantaneous domain wall velocity as a function of time in a
100 nm wire with a 40 mT applied magnetic field. (b) FFT of instantaneous
velocity.
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Figure 5.26: Examples of domain wall motion behaviour in 100 nm wire under
a 40 mT driving field for uniaxial anisotropy Ks. The magnetisation directions
represented in the image are shown in the coloured boxes.
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Figure 5.27: (a) Instantaneous domain wall velocity as a function of time in a
100 nm wire with a 60 mT applied magnetic field. (b) FFT of instantaneous
velocity.
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Figure 5.28: Examples of domain wall motion behaviour in 100 nm wire under
a 60 mT driving field for uniaxial anisotropy Ks. The magnetisation directions
represented in the image are shown in the coloured boxes.
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is likely to be the proximity of this width to vortex domain walls being the
favoured equilibrium state. This may well have made the behaviour of domain
walls more susceptible to alteration by uniaxial anisotropy. The changes in
instantaneous velocity at the higher driving magnetic fields are more difficult
to explain and investigating further how exactly the uniaxial anisotropy affects
the structure and motion of domain walls at these high fields will be an
important area for future study.
5.3.3 Depinning Behaviour
This section builds on the investigation of domain wall velocities in wires
48 nm and 100 nm wide by exploring how the depinning behaviour of do-
main walls is affected by uniaxial anisotropy. In this case domain walls were
propagated towards the notch at fields below the Walker breakdown field to
minimise distortion of the domain wall before it reaches the notch. Differences
in behaviour between the two wires are observed, although this study does
not determine exactly the origin of the differences. The simulations presented
reveal the range of behaviours one can expect to see when we study depin-
ning behaviour as a function of uniaxial anisotropy. The depinning behaviour
of domain walls is important for real device applications where pinning sites
may be introduced deliberately or due to fabrication defects. Depinning is
discussed further in section 1.2.5.1.
The depinning field was found by examining graphs of the magnetisation
as a function of applied field, an example of which is shown in figure 5.29,
where there is a rapid change in magnetisation as the domain wall depins, in
this case the depinning field is about 38 mT. The depinning field as a func-
tion of anisotropy for the 48 nm and 100 nm wires is shown in figure 5.30.
Also shown in these graphs are statistical fits to the data. A first order
polynomial was fitted to the 48 nm width wire data in figure 5.30(a), with
the depinning field Hdepin = 23.16(1) mT − 7.1(1)× 10−5 mT/(kJ m3). The
100 nm width wire data in figure 5.30 was fitted with a second order polyno-
mial, the depinning field, Hdepin = 46.3(4) mT− 6.9(2)× 10−4 mT/(kJ m3) +
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−1.9(2)× 10−8 mT/(kJ/m3)2. It is clear that the anisotropy has a much
greater influence on the depinning behaviour of the 100 nm wire than the
48 nm wire, the range of depinning fields being an order of magnitude larger
in the wider wire over the range of anisotropies studied. This greater depen-
dence on anisotropy is not unexpected as the narrower wire will have a larger
shape anisotropy, meaning that the uniaxial anisotropy will have a relatively
smaller effect. Also of interest is the difference in sign between the first order
fitting coefficients, which may arise from a different depinning mechanism in
each case.
Figure 5.29: Example of graph of magnetisation as a function of applied field
used to determine depinning field. The rapid change in magnetisation after
depinning happens within one field step.
The images produced by the micromagnetic simulations were used to help
further understand the depinning behaviour in these two wires. The 48 nm
wire, shown in figure 5.31, is considered first. The domain wall approaches
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Figure 5.30: Simulated field required to depin domain walls in (a) 48 nm with
linear fit and (b) 100 nm with second order polynomial fit as a function of
uniaxial anisotropy (KS). The error bars originate from the magnetic field
step size used in each simulation.
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the notch with field below the Walker breakdown field. As it reaches the
notch the domain wall deforms before beginning to oscillate, before finally
being pinned to the right hand side of the notch. As the field is increased
the domain wall eventually depins from the notch whereupon the motion of
the domain wall is in the precessional regime expected for such a driving field
(close to 23 mT).
Figure 5.31: Examples of domain wall depinning in the 48 nm wire for uniaxial
anisotropy Ks = −10 kJ/m3 (a), Ks = 0 kJ/m3 (b) and Ks = 10 kJ/m3
(c). The depinning fields are 22.1 mT, 23.2 mT and 24.2 mT for −10 kJ/m3,
0 kJ/m3 and 10 kJ/m3 respectively.
The behaviour of the domain wall in the 100 nm wire shows some differences
to that observed in the 48 nm wire. Steps in the depinning of the domain wall
in the 100 nm wire are shown in figure 5.32. As in the 48 nm wire the domain
wall is brought up to the notch with a field below the Walker breakdown field.
On reaching the notch the wall begins to flex whilst pinned, as in the 48 nm
case. Unlike the 48 nm wire however, the domain wall oscillates on the left
hand side of the notch, before settling into a position at the centre of the
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Figure 5.32: Examples of domain wall depinning in the 100 nm wire for uni-
axial anisotropy Ks = 15 kJ/m
3 (a), Ks = 0 kJ/m
3 (b) and Ks = −15 kJ/m3
(c). The domain walls approach the notch under a field of 2.5 mT.
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notch. As the relative size of the notch in the wire is different in the two wire
widths it is not possible to make a direct comparison between the behaviours
in the two wire widths, but the observations may be used to guide further
work into the effect of uniaxial anisotropy on depinning behaviour.
These results indicate that one can expect a large degree of control of domain
walls with uniaxial anisotropy, and a broad range of behaviours with wire and
notch dimensions. More work needs to be done to fully establish the reasons
for the range of behaviour observed here. One possibility is that the domain
wall is deformed by the uniaxial anisotropy as it travels along the wire, a
phenomenon which has been reported elsewhere [118]. The depinning of a
domain wall from a notch is dependent on its configuration as it approaches
the notch [246], so any deformation could result in a change in depinning field.
One way to check this would be to repeat the micromagnetic simulations using
an initial magnetisation state of a domain wall already pinned at the notch.
Only at this stage would the uniaxial anisotropy be introduced and the system
allowed to evolve.
5.4 Conclusions
This chapter has begun to study the effect of uniaxial anisotropy on the
behaviour of domain walls in micron and sub-micron wide wires. Focussed
MOKE was used to demonstrate that in micron-sized Co wires, the depinning
fields of two chiralities of vortex domain wall could be controlled by voltage-
induced strain. This observed behaviour was supported by micromagnetic
simulations. Experimentally, the depinning field of clockwise vortex walls was
found to increase with uniaxial strain parallel to the bar axis, with a small
positive gradient. The depinning field of the anticlockwise vortex domain
walls had a stronger, negative dependence on the same anisotropy.
The micromagnetic simulations indicated that the clockwise domain wall was
much more sensitive to variations in notch depth, and analysis of the output of
the simulations revealed that two pinning regimes of the clockwise domain wall
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were present, depending on the depth of the notch. The smaller notch depths
of 500 nm and 625 nm allowed the vortex core to pass through the constriction
following depinning of the wall. In the 675 nm deep notch, however, the
vortex core was annihilated at the notch. These two depinning mechanisms
resulted in significantly different dependencies of the depinning on the uniaxial
anisotropy, with the 675 nm deep notch being much more strongly dependent
than the smaller notches. Of the notch depths simulated, the 500 nm notch
showed the greatest agreement with the experimentally obtained depinning
fields for the clockwise and anticlockwise vortex domain walls.
Analysis of histograms of single shot, rather than averaged, MOKE hystere-
sis data indicated that there was a much greater range of depinning fields in
the clockwise vortex domain walls than in the anticlockwise walls. It may be
in the experiment, this greater sensitivity of the depinning of that domain
wall chirality originated in variation in the micromagnetic configuration of
the wall, such as vortex core position as it approached the notch. Further
investigations are however required to establish exactly the origin of this ex-
perimentally observed variation in the depinning fields of clockwise domain
walls. There was a large degree of variation in the behaviour of the two wires
studied experimentally which may have been due to slight differences in the
lithography or deposition of the two wires. Such variation in the effects ob-
served between devices is likely to be problematic for device applications, so
future studies must address the sensitivity of behaviour to such issues.
The changes in domain wall mobility observed in simulations of sub-micron
wires showed that the mobility was increased for positive anisotropy constant
KS and reduced for negative KS. The changes observed were broadly in
keeping with the changes associated with a change in domain wall width
resulting from the additional uniaxial anisotropy energy. In the 48 nm wide
wire studied there was a linear dependence of fractional change in velocity on
applied magnetic field, the origin of which may be an interesting area of future
research. In future work it will also be important to more extensively study
the two wire widths studied here. By extending the range of applied magnetic
fields in the 48 nm wide wire it will be possible to see if this width also shows
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the flattening off of the change in velocity with respect to field. Likewise it
would be interesting to study the fractional change in domain wall velocity
at lower fields in the 100 nm wide wire, so that a direct comparison between
the behaviour in the two wire widths could be made. This could itself lead to
a systematic study of the domain wall velocity behaviour observed here as a
function wire width.
Previous studies of the effect of uniaxial anisotropy on domain wall motion did
not investigate the regime for magnetic fields far beyond the Walker break-
down. This chapter demonstrated that for driving magnetic fields far be-
yond the Walker breakdown, domain walls under the influence of a uniaxial
anisotropy show a second peak in average domain wall velocity, similar to
that seen in wider wires, and those under the influence of a transverse mag-
netic field. An important next step for this work will be to better understand
the mechanism for the changes in domain wall velocity under different uni-
axial anisotropy conditions at high magnetic fields. One initial avenue for
investigation could be the role of domain rotation either side of the domain
wall.
Finally, this chapter also began to investigate how strain-induced uniaxial
anisotropy affects the depinning of transverse walls from notches in wires
of width 48 nm and 100 nm. A radically different dependence of depinning
field on uniaxial anisotropy density for the wire widths was observed, with
the 48 nm wire having a negative, linear dependence on uniaxial anisotropy
transverse to the wire axis, while the 100 nm had a positive, parabolic depen-
dence. These observations, although inconclusive, mark out a large area of
parameter space to explore in the future.
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Chapter 6
Conclusions
In this thesis a combination of magnetotransport, magnetic imaging tech-
niques and micromagnetic simulations have been used to investigate the mag-
netostrictive properties of Fe81Ga19, and how the anisotropies and magnetic
domain walls in metallic thin films can be manipulated by strain-induced uni-
axial anisotropy. Devices across a range of length scales were studied, from
50µm Hall bars in chapter 3, to sub-micron nanowires in chapter 5. Across
these length scales the behaviour of the domains and domain walls, and their
response to strain-induced uniaxial anisotropy has varied.
Chapter 3 began by presenting the characterisation of the basic structural
and magnetic properties of the MBE-grown layer of Fe81Ga19 studied. XRD
was used to find the out-of-plane lattice parameter in the compressed epi-
taxial layer, from which the fully relaxed lattice parameter was calculated.
The XRD results presented also showed the good epitaxial and single-crystal
growth of the Fe81Ga19 layer. SQUID magnetometry was used to determine
the magnetocrystalline anisotropy constants of the Fe81Ga19 layer, which was
found to have cubic magnetic anisotropy favouring the [100]/[010] directions
and a weaker uniaxial component favouring the [110] direction. This resulted
in a biaxial anisotropy with easy axes offset by 7◦ from the [100]/[010] direc-
tions. The AMR of Fe81Ga19 was studied at room temperature to provide a
tool for determining the direction of magnetisation using magnetotransport.
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Magnetotransport was further used to demonstrate the setting of two distinct
magnetic easy axes using strain induced via a piezoelectric transducer. Simu-
lations of magnetisation reversal based on the expression for the magnetic free
energy were used to fit to the magnetotransport data in order to extract the
magnetoelastic coupling constant. The value of B1 = 1.39(7)× 107 J/m3 for
this MBE-grown layer was comparable to that for single-crystal bulk ma-
terial of B1 = 1.56× 107 J/m3 [123]. Chapter 3 also demonstrated that
the measurement of the magnetotransport properties of hybrid ferromag-
netic/piezoelectric devices provides a reliable method of determining the mag-
netostrictive properties of thin films clamped to substrates.
The highly magnetostrictive properties of the MBE-grown layer were exploited
in chapter 3 to demonstrate switching of the magnetisation in the Hall bar
between two easy axes in the absence of an externally applied magnetic field.
Evidence from magnetotransport and MOKE microscopy data indicated that
domain pinning processes are an important mechanism in the switching of
magnetisation in the device studied. The fitting to magnetotransport-derived
hysteresis loops did however seem to suggest that the domain wall depinning
energy density is not strain-dependent within the resolution of the measure-
ments. The demonstration in chapter 3 of voltage-controlled non-volatile
switching of near-90◦ magnetisation direction is important for its potential
applicability to technology. A device based on this could be used to create a
memory that can be written with only an electric field. For the device to be
of technological interest, however, the same, or similar effects must also be
observed at more technologically relevant scales: certainly below 1 µm, and
ideally below 100 nm. On these length scales the magnetisation reversal may
occur by the motion of single domain walls, or an alternative single domain
model may become relevant.
Chapter 4 studied devices with lateral dimensions an order magnitude smaller
than those in chapter 3 and explored the control of anisotropies and magnetic
domains in microfabricated Fe81Ga19 devices with sizes of order 10 µm and
smaller. Chapter 4 highlights the importance of size and scaling on the fu-
ture of devices based on magnetostrictive principles. The ability to control
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the behaviour of magnetic domains was altered as different anisotropies were
introduced to the system.
Chapter 4 first investigated an L-shaped bar with 8 µm and 15 µm wide sec-
tions, where the magnetic reversal characteristics as a function of voltage
applied to a piezoelectric transducer were studied. By changing the voltage-
induced strain it was possible to move between regimes where the magnetic
domain configuration was determined mainly by the strain induced anisotropy
or mainly by the shape anisotropy. By doing so the reversal mechanism was
tuned between requiring the propagation of 90◦ domain walls, 180◦ domain
walls and an intermediate flux closure pattern. Also in this bar it was demon-
strated that the uniaxial anisotropy induced in the Fe81Ga19 layer could be
used, in the absence of an externally applied magnetic field, to control the
ordered flux-closing magnetic domain state found in the device. Another ex-
ample of the control of an ordered domain configuration was investigated in
micron-sized disks. XMCD-PEEM and micromagnetic calculations demon-
strated the ‘pinching’ of the flux-closing domain configuration using strain-
induced uniaxial anisotropy. The voltage-control of magnetisation in disks
may have technological applications in microwave electronics, and this initial
demonstration has laid the foundations for future work in this area.
The importance of the relaxation of growth strain in the magnetic domain
configuration of a 1µm wide Fe81Ga19 wire was also investigated in chapter 4.
It was found that a distorted flux-closing domain pattern could be supported
in the wire. Finite element structural calculations combined with micromag-
netic calculations showed the important role of a growth-relaxation-induced
uniaxial anisotropy, transverse to the long axis of the wire in stabilising the
flux-closure state. This observation could be of use or a hindrance in the devel-
opment magnetisation- and domain-wall-based technologies using Fe81Ga19.
Further studies, for example of wires of varying width, or orientation would
be needed to understand the quantitative discrepancies between the experi-
mental and simulated results.
Chapter 5 continued the reduction in the length scale of devices studied to
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investigate the effect of uniaxial anisotropy on the behaviour of individual
domain walls in micron and sub-micron wide wires, two and three orders of
magnitude smaller, respectively, than those devices initially studied in chapter
3. Focussed MOKE was used to demonstrate that in micron-sized Co wires,
the depinning fields of two chiralities of vortex domain wall could be con-
trolled by voltage-induced strain. This observed behaviour was supported by
micromagnetic simulations. Experimentally, the depinning field of clockwise
vortex walls was found to increase with uniaxial strain parallel to the bar axis,
with a small positive gradient. The depinning field of the anticlockwise vortex
domain walls had a stronger, negative dependence on the same anisotropy.
The micromagnetic simulations presented in chapter 5 indicated that the
clockwise domain wall was much more sensitive to variations in notch depth,
and analysis of the output of the simulations revealed that two pinning regimes
of the clockwise domain wall were present, depending on the depth of the
notch. The smaller notch depths of 500 nm and 625 nm allowed the vortex
core to pass through the constriction following depinning of the wall. In the
675 nm deep notch, however, the vortex core was annihilated at the notch.
These two depinning mechanisms resulted in significantly different dependen-
cies of the depinning on the uniaxial anisotropy, with the 675 nm deep notch
being much more strongly dependent than the smaller notches. Of the notch
depths simulated, the 500 nm notch showed the greatest agreement with the
experimentally obtained depinning fields for the clockwise and anticlockwise
vortex domain walls.
Analysis of histograms of single shot, rather than averaged, MOKE hysteresis
data indicated that there was a much greater range of depinning fields in the
clockwise vortex domain walls than in the anticlockwise walls. It may that
the sensitivity of the depinning of the domain wall chirality in the experiment
originated in variation in the micromagnetic configuration of the wall, such
as vortex core position as it approached the notch. Further investigations
are however required to establish exactly the origin of this experimentally ob-
served variation in the depinning fields of clockwise domain walls. There was
a large degree of variation in the behaviour of the two wires studied experi-
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mentally which may have been due to slight differences in the lithography or
deposition of the two wires. Such variation in the effects observed between
devices is likely to be problematic for device applications, so future studies
must address the sensitivity of behaviour to such issues.
The changes in domain wall mobility observed in simulations of sub-micron
wires in chapter 5 showed that the mobility was increased for positive anisotropy
constant KS and reduced for negative KS. The changes observed were broadly
in keeping with the changes associated with a change in domain wall width
resulting from the additional uniaxial anisotropy energy. In the 48 nm wide
wire studied there was a linear dependence on applied magnetic field of the
fractional change in velocity due to the presence of uniaxial anisotropy, the
origin of which may be an interesting area of future research. In future work
it will also be important to investigate more extensively the two wire widths
studied in this thesis. By extending the range of applied magnetic fields in
the 48 nm wide wire it will be possible to investigate whether this width also
shows the flattening off of the change in velocity with respect to field. Likewise
it would be interesting to study the relative change in domain wall velocity
at lower fields in the 100 nm wide wire, so that a direct comparison between
the behaviour in the two wire widths can be made. This could itself lead to
a systematic study of the domain wall velocity behaviour as a function wire
width.
Previous studies of the effect of uniaxial anisotropy on domain wall motion did
not investigate the regime for magnetic fields far beyond the Walker break-
down. Chapter 5 demonstrated that for driving magnetic fields far beyond the
Walker breakdown, domain walls under the influence of a uniaxial anisotropy
show a second peak in average domain wall velocity, similar to that seen in
wider wires, and those under the influence of a transverse magnetic field. An
important next step for this work will be to better understand the mechanism
for the changes in domain wall velocity under different uniaxial anisotropy
conditions at high magnetic fields. One initial avenue for investigation could
be the role of domain rotation either side of the domain wall.
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Finally, chapter 5 also began to investigate how strain-induced uniaxial anisotropy
affects the depinning of transverse walls from notches in wires of width 48 nm
and 100 nm. A radically different dependence of depinning field on uniax-
ial anisotropy density for the wire widths was observed, with the 48 nm wire
having a negative, linear dependence on uniaxial anisotropy transverse to the
wire axis, while the 100 nm had a positive, parabolic dependence. These ob-
servations, although inconclusive, mark out a large area of parameter space
to explore in the future.
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