INTRODUCTION
The last decade witnessed tremendous advances in efferent brain-machine interface (BMI) control. At (
The inner sum is the filtering operation for binned spike trains from a particular unit to produce a unit 49 output, and then the outer sum simply sums all unit outputs to produce the final 'decode'. Given a synch-50 ronized set of input-output pairs {(x m (t), y(t)) : t = 0, 1, 2, . . . , T − 1; m = 1, 2, . . . , C}, the unit filter x 1 (T − 1) x 1 (T − 2) . . .
. . .
The solution is obtained by solving the so-called normal equations, X Xθ = X y, and the 'optimal linear filters' are given succinctly by 54 θ * = (X X) −1 X y,
where the matrix X † (X X) −1 X is known as the pseudo-inverse matrix of X (Strang, 2009).
55
Hence, by stacking all filter coefficients for all units {g m (t) : m = 1, 2, . . . , C; t = 0, 1, . . . , L − 1} into 56 a parameter vector θ and arranging the binned neural spike counts into an input data matrix X, we obtain 57 the pseudo-inverse solution as in (3). According to the projection theorem, the pseudo-inverse solution 58 can be interpreted as the solution that minimizes the error between the decodeŷ = Xθ, and the actual 
where r mn is a L × L correlation matrix between units m and n at different time lags L (autocorrelation 70 in case m = n and crosscorrelation in case m = n), and the LC × 1 cross-correlation vector between the 71 inputs and the output as
where p m is a L × 1 cross-correlation vector between unit m and the output y(t) at different time lags L, 
The intimate relationship between optimal linear decoding and Wiener filtering is seen when we consider 76 the definitions of the correlations in R and p given by
and
respectively. Thus, the solution given in (3) is the large-sample approximation of the idealized solution 79 given in (8). In fact, the matrix
has its elements
Therefore, the data-based matrixR is an unnormalized estimate of the sample covariance matrix, which 82 is a biased estimator of R. Similarly, the vectorp is an unnormalized biased estimate of p. Given a large 83 data set for estimating the decoder, we expect the data-driven solution (3) to converge to the idealized 
CONNECTION WITH SYSTEM IDENTIFICATION
The optimal linear filters structure presented in Figure 1 is a very general structure for modeling black-89 box input-output data. In the general case, the filter coefficients for each unit can be of infinite length.
90
For example, the Kalman filter employed in the context of neural decoding gives exponentially decaying
91
filter weights to all of the temporal history of the neural input, due to its recursive nature, as was formally x m (t − k)g m (t).
Hence, decoders with finite-duration linear filters 2 are indeed lower-order approximations of general 96 infinite-duration linear filters 3 (Ljung, 1999) . The goodness of these approximations depends on the 97 dynamics of the approximated filters. Slower dynamics necessitate unit filters of longer duration to fully 98 capture their temporal extent, whereas faster dynamics can be captured using unit filters of a shorter dura-99 tion. In other words, the approximation error is bounded by the rate at which the individual unit filter 
SINGULAR VALUE DECOMPOSITION OF OPTIMAL LINEAR DECODERS
Consider the SVD of the neural data matrix X, which is a rectangular T × LC matrix with T LC,
where U = [u 1 . . . 
113
The SVD formula can also be written in a 'scalar' form (Shlens, 2014) by the eigenmode analysis of the matrix
This shows that the PCs of the neural data matrix X are indeed the same as the eigenvectors v i . 
This last result can also be written in a 'scalar' form
where y u i u i , y is the dot product (or degree of similarity) between the actual kinematic samples y typically correspond to 'noisy' eigenmodes of the neural data, resulting in noisy decoder filter structures 145 and correspondingly noisy decode.
146
These numerical issues were recognized and addressed starting with the seminal works of Phillips
147
(1962) and Tikhonov and Arsenin (1977) using regularization techniques -which are a special case 148 of kernel-based regularization as presented in the next subsection. One of the simplest regulariza-
To gain more insight into the underpinnings of ridge regression, we look at the SVD of the correlation 159 matrix X X (17). Noting that µ 2 I = V(µ 2 I)V , we get
This solution converges to the pseudo-inverse solution as µ → 0, and converges to the zero solu-161 tion (θ = 0) as µ → ∞, making µ 2 a 'tuning' parameter for this solution.
162
As noted by Hansen (1998), regularization techniques are rooted in the idea of filtering out (i.e. sup- for each eigenmode, the truncated SVD pre-multiplies that gain term by a filter factor
which is similar to an 'ideal low-pass' filter. Similarly, ridge regression uses a filter factor
Therefore, the essence of regularization techniques is to limit the solution to a particular subspace with 168 desirable properties that reflect prior knowledge. The techniques presented in this subsection limit the 169 solution to a SVD-based subspace. This idea is generalized in the next subsection to arbitrary subspaces 170 using kernel methods. 
KERNEL METHODS FOR SYSTEM IDENTIFICATION

188
For simplicity of the presentation, we use this second formulation here. Let Z = {t 1 , t 2 , . . . , t L } be the 189 set of time indices for all unit filter functions g m (t). For example,
L filter coefficients at L time indices. Let U = {1, 2, . . . , C} be the set of indices that index all units.
191
Let the time-unit index tuple t im ∈ X Z × U be a pair of indexes t im (t i , m) that can index all 
Intuitively, the scalar k im,jn defines an inner product (a generalization of a vector dot product) which
196
denotes the degree of coupling (or covariance, see next subsection) between two filter coefficients g m (t i )
197
and g n (t j ). A well-known theorem in kernel methods is the Moore-Aronszajn theorem (Aronszajn, 
210
Referring to Figure 1 , we define a unit output z m (t) as the output of filtering the m th unit binned spike 211 counts 6 , x m , with the corresponding unit filter g m . Using the 'functional' notation as in Pillonetto et al.
where L t [g m ] is a 'functional' (i.e. a function that takes another function as an input) that represents a unit 214 output at time t. With this notation, the decode is expressed as
This equation -with minor notational changes -is the same as the optimal linear decoder presented earlier 216 in (1). With this notation, the variational minimization problem for the MISO case can be succinctly 217 written as
where g 2 H is the induced norm of the RKHS H (Pillonetto et al., 2014).
219
This abstraction is quite powerful. It can be readily extended to filters of infinite duration or even conti- (q mn ) ij = K(t im , t jn ) = k im,jn .
The modified minimization problem can be simplified -with a slight abuse of notation -by stacking the 230 coefficients of all the finite-duration unit filters in one vector θ as in (2)
where the notation θ ∈ H means that the elements of θ are taken as samples from the scalar function g ∈ H, and θ 2 H is simply used to denote the norm g 2 H . This latter norm is greatly simplified (Pillonetto 233 et al., 2014) for finite-duration filter functions as 7
Therefore, this squared norm is indeed the squared Mahalanobis distance between the vector θ and a mul- The solution to this minimization problem (see Appendix 2 in the supplementary material) is
We conclude this subsection by a few remarks on the connection between the pseudo-inverse, ridge Further, the pseudo-inverse solution is a special case of the ridge regression solution with µ → 0. These 247 remarks together with an overview of these solutions are summarized in Table 1 . 
The kernel matrix Q acts as the covariance matrix of a prior distribution on the parameters. Moreo-256 ver, standard results from Gaussian-process regression directly give us a posterior distribution on the 257 parameters after observing the data y
Thus, the mean of the posterior distribution -which is also the mode or the maximizer of the posterior in 
PROPOSED KERNELS FOR BIOMIMETIC DECODING
As we noted earlier, ridge regression is equivalent to an identity kernel matrix Q = I. However, this 271 kernel structure assumes that all decoder filter coefficients are uncorrelated. The hypothesis that we put 272 forward is that optimal unit filter functions possess a well-defined structure that coincides with the eigen- 
286
Based on this hypothesis, the first kernel matrix we propose is to use the estimated unnormalized neu- 
where {d i : i = 1, 2, . . . , LC} are the diagonal elements of the matrixR. Second, the diagonal-normalized 296 kernel matrix,R N , is calculated using element-wise matrix product (or Hadamard product) ofR and D.
Finally, for numerical conditioning, any diagonal element inR that is strictly less than one is replaced by 298 one in the matrix D.
299
At this point, it is informative to examine the SVD of the kernel-based solution in (33). With the first 300 proposed kernel, Q =R, we get
Hence, the SVD filter factor of this kernel matrix is 
Compared to the ridge regression filter factor in Equation (25), we see that the weight of the regularization to the decoder design problem as presented in Table 2 . 
UNIT-FILTER MATCH METRICS
From a 'matched filter' standpoint, we hypothesize that the structure of the single-unit firing rates around 309 the natural velocity peaks should match the structure of the corresponding unit filter functions. We propose 
We refer to this metric as the unit-filter match magnitude. The second metric -which relies on the statisti-315 cal significance of these correlations -is the fraction of units for which r m is significantly different than 316 zero (p < 0.05) under a t-test. We refer to this metric as the unit-filter match unit fraction.
317
PERFORMANCE METRICS OF DECODERS
Performance of different decoders has been traditionally assessed based on the ability of a decoder model 
whereȳ is the mean of the actual data samples, y(t). This metric is a unitless metric in the range [−∞, 1], with the upper limit indicating perfect model output.
In addition to this standard metric, we propose five additional metrics that can be used to judge the 324 online performance of a decoder and its fitness for real-time robotic control -even before closing the 325 loop with this decoder. In other words, we conjecture that deterioration in performance as assessed by 326 these metrics can inform a decoder re-calibration decision. The first metric we propose is to quantify the 327 signal-to-noise ratio (SNR) of a kinematic signal. In particular, we note that hand velocity trajectories 328 during reaching by primates -which is the main motor control signal we are attempting to extract - be detected here, however, is a characteristic velocity peak -which we refer to as a 'velocity spike'. We time is
where c is a predefined threshold and t 0 is some initial time that can be taken as the start of a record or the 346 end time of a previously detected velocity spike. The second event time is
A velocity spike snippet is a collection of absolute velocity samples stacked up in a vector
Next, we define the SNR of velocity spikes similarly to the SNR of spikes detected in extracellular 349 potentials 350 SNR y(t) = 10 log
where K is the number of extracted velocity spikes. In other words, it is the ratio of the squared average an expectation taken over the empirical probability mass function of the values |y(t)|
where v i is a center of histogram bin number i and p i is the empirical probability associated with this 356 bin. Numerically, the total number of bins B can be taken as the ceiling integer to the square root of the 357 number of velocity samples
where ∆ is the bin width of the kinematic signal y(t), I(.) is the indicator function, and sgn(.) is the 361 signum function.
362
The third metric, which we call the filter latency, quantifies the average feed-forward delay introduced 363 by the decoder filters. It is calculated using the phase response of the individual unit filters of a decoder.
364
Denote the frequency response of a unit filter function g m (t) by G m (jω), then the phase response of a 365 unit filter is
and the filter delay as a function of frequency -also known as the group delay of a filter (Oppenheim
367
and Willsky, 1997) -is given by the negative of the first-order derivative of the phase response, −φ m (ω).
368
We define the filter latency as the average filter delay across all frequencies and across all units
where µ(.) is the mean of a filter's group delay.
370
The fourth metric -which was also introduced earlier in Badreldin et al. constitute more than 90% of the total sum magnitudes of all unit outputs. Algorithmically, let
where the unit numbers, m = 1, . . . , C, are sorted in descending order of unit output magnitude. From 379 this, ν is calculated by
We note that this metric assesses unit contributions in a way that is comparable to the 'neural push' unit 
382
The fifth metric we propose is a variation on the sample skewness that we used in earlier To address these problems, we make use of another metric of asymmetry of a distribution. In particular, Székely and distribution, the following result holds
Which can be rearranged as
Moreover, equality holds if and only if the underlying distribution is perfectly symmetric, i.e. when the 393 random variables x and −x have exactly the same distribution. Using this fact, we define a sample-based 
EXTENSION TO NON-BIOMIMETIC DECODING
One advantage of using kernel methods in decoder design is the possibility to exploit the same pro- Oweiss (2014), we propose a constrained maximization problem
whereŷ(t) is the decode, and the parameters Γ 0 and ζ 0 are determined from prior knowledge. This con-406 strained maximization problem attempts to maximize the SNR of the decode, SNRŷ (t) , while maintaining 407 a symmetric motor control signal, Γŷ (t) ≥ Γ 0 , and bounding the average number of zero-crossings per filters. In both cases, we found that it is computationally more feasible to use truncated kernels that are 415 comprised of a finite number of basis functions (see Table 2 ). Hence, we propose to use the truncated 
where α is chosen to control the decay rate. Example window functions for practical values of α are
429
shown in Supplementary Figure 1 . In practice, a particular value of α to achieve a 50% decay of the filter 430 weights at a predefined time point t 0.5 can computed as
Therefore, t 0.5 can be computed in such a way as to mimic the structure of regularized biomimetic deco-432 ders. To this end, it is useful to define a decoder half-RMS point for a particular decoder. By first stacking 433 up all unit filter coefficients at each time point in a vector
we define the decoder half-RMS point
RESULTS
In this section, we demonstrate the underpinnings and performance of the proposed algorithms for both 436 biomimetic and non-biomimetic decoding using publicly available data from the Database for Reaching 
KERNELS AND REGULARIZATION
As noted in subsection 2.6, kernel methods are equivalent to a Bayesian approach where a prior distri- 
461
The temporal structure of the RIDG kernel samples is similar to that of white noise. This is because the as seen in Figure 2B . However, this effect is not clear in Figure 2D . The reason is that, although this follow the time window function as revealed in Figure 2D . (20 time bins) decoder filters. We used all data from all 11 sessions, without excluding any data segments.
490
We employed a variation on the generalized cross-validation scheme (Bishop, 2006) for reporting deco-491 ding performance. Each session was divided into 10 'blocks' of data, where each block is approximately 492 one minute. We used three blocks for 'training' the decoders using all algorithms, i.e. to estimate the deco-
493
der filters. Then, we used seven blocks as 'test' data to report decoding performance. Each session had block arrangements on which we report performance. We further divided the three blocks of training data 496 into two blocks for estimating the neural and kinematic covariance matrices,R andp, and one block for 497 tuning the regularization parameters. We compare the three main algorithms from Table 1 , namely: PINV,
498
RIDG, COV, and COV|N. Additionally, we also compare the 'truncated' versions of these algorithms by using only the first M basis vectors from the SVD analysis. We refer to these truncated version using the 500 same mnemonic with added '|T' suffix, i.e. PINV|T, RIDG|T, COV|T, and COV|N|T, respectively. Finally, since PINV does not have any regularization parameters, its best performance is achieved with longer data 502 records. Therefore, for PINV, we used the entire three blocks of training data with no further partitioning. data. For the truncated algorithms, two parameters need to be tuned, which are the truncation order M 508 and the regularization parameter µ 2 . We select these parameters using a (possibly suboptimal) greedy 509 algorithm -by first selecting M followed by µ 2 .
510
Using these block arrangements and parameter tuning procedures, we conducted a multi-faceted analy- 
529
We also used the same statistical test to study the effect of 'truncation' on all algorithms. Trunca- spective. For each algorithm, the block arrangement that produced highest decode SNR on test data was 548 selected, and the average velocity spikes are shown for that block arrangement. These average velocity spikes only represent the 'signal' -as opposed to 'noise' -component. Even though PINV almost repro-duced the average velocity spikes of the actual hand kinematics, its decode has a relatively lower indicating that this algorithm is also amplifying the 'noise' component. Additionally, whereas both RIDG 552 and COV|N produce comparable decode SNR, they achieve this result by two different mechanisms -as 553 can be seen from the respective average velocity peaks -where RIDG puts more emphasis on 'noise' 554 suppression and COV|N emphasizes the 'signal' component more.
555
Supplementary Figure 5 demonstrates the spatio-temporal structure of decoder filters, and echoes the 556 same observations related to sampling from prior distributions as was shown in Figure 2 . 
SINGLE-UNIT DYNAMICS AND UNIT FILTER FUNCTIONS
To provide more evidence for our 'matched filter' hypothesis, we calculated single-unit PETHs as descri- 
EFFECT OF DECODING PAST AND FUTURE MOVEMENTS
Training of linear Wiener-style decoders is typically done on synchronized sets of neural and kinematic 568 data where the history of the neural input prior to a specific time t, is used to decode current kinematic 569 signal at the same time t. This problem is known in estimation theory as the filtering problem. However,
570
it is also possible to decode future kinematic signals at times t + k, with positive k -which is known as 571 the prediction problem -and to decode past kinematic signals at times t − k -which is known as the 572 smoothing problem (Wiener, 1949) . We analyzed the decoding performance as it relates to decoding of 573 past, current, and future data. We trained regularized decoders (RIDG, COV, and COV|N) to decode past, 574 current, and future data by artificially changing the temporal alignment of the velocity signal. Decoding 575 future (past) data amounts to moving the velocity signal k bins backward (forward) in time. Figure 8 shows 576 the results. We also examined the decoder filters structure and their relation to unit PETHs constructed 577 using the same time shifts in the velocity signal. Figure 9 demonstrates one representative example. This 578 effect is also quantified in Figure 8 using the filter half-RMS time t 0.5 .
579
To determine the statistical significance of the trends seen in Figure 8 , we pooled the data from the three with increasing k from +2 to +3.
NON-BIOMIMETIC DECODING PERFORMANCE
Lastly, we used the same data set to study generalization performance of non-biomimetic decoders with 591 one DOF. We partitioned the neural data from each session in block arrangements similar to Supple- and the decode with the highest SNR is subsequently selected to initialize the constrained optimization 604 solver in MATLAB R2014b (MathWorks, Inc.) to find the final decoder.
605
As a baseline, we compare these non-biomimetic decoders to heuristic decoders designed using half- 
618
We trained decoders with C = 150 units, where this number is selected similar to (Flint et al., 2012).
619
For simplicity, we select these units in each session as the top-C units that correlate with actual hand 620 velocity, although we note that a fully non-biomimetic unit selection scheme can be achieved based on the 
632
Finally, COV|N|T|W had significantly the smallest decoder filters latency compared to all others (p < 633 0.05) with a median of 47 ms, except for COV|T|W (not significant).
634
We also investigated the effects of windowing on the proposed performance metrics. Windowing did that is well-described by a dynamical system, suggesting that these decaying oscillatory dynamics can 666 form a dynamical basis from which more complex waveforms can be generated. In a series of studies, we 667 hypothesized that the unit filters structure -for non-biomimetic decoding -should match the neural popu- 
BIOMIMETIC AND NON-BIOMIMETIC DECODING PERFORMANCE
Offline decoding performance have long been quantified in terms of how well the decode reconstructs 
696
The second metric we proposed is a decode's average zero-crossings per second. We showed that the 
700
(see supplementary Figure 7 ).
701
The third metric quantifies the average delay, or filter latency, associated with a given decoder. This filter 702 latency is a major contributor to feedforward delays in a closed-loop control system, and it can adversely 
706
The fourth metric is a unit contribution index which quantifies the number of units that contribute more 2014). We showed that among all regularized algorithms, the diagonal-normalized neural covariance 710 kernel performed best in terms of this metric.
711
The fifth metric -which we mainly used for the non-biomimetic decoder design -is concerned with Figure 7) . Additionally, the windowing approach we used to 'taper' the basis functi- values, we conclude this analysis by pointing out that these kernels provide a good compromise in terms
726
of the decoding metrics that we used.
OPTIMAL LINEAR DECODERS AS MATCHED FILTERS
The main hypothesis we put forward in this study is that the unit filters of optimal linear decoders should the filters latency. It is worth noting that the PETHs were computed using all data on a given session,
738
whereas linear decoders were only computed using a very limited subset of the data on the same session.
739
Our results suggest that the better the matching between the filters and the PETHs, the better these filters 740 approach optimal performance. Moreover, consistent with a matched filter hypothesis, our results indicate 741 that decoding of past and future data using finite filters is equivalent to the 'causal' truncation of these 742 filters 10 .
743
The decode SNR improvement with better unit-filter matching provides further evidence that harnessing 
EFFECT OF DECODING FUTURE MOVEMENT
To our knowledge, there is only one study that have investigated the effect of decoding future move- 767 -mainly because of their 'flat' structure that uniformly weights neural activity across time.
768
These insights also justify our non-biomimetic decoder design. The neural covariance kernels ensure 
Figure 1 | Linear decoder block diagram. Raw spike trains, r i (t), are counted using predefined time bins to produce binned spike counts, x i (t), which are subsequently filtered using a unit filter function, g i (t), to produce unit outputs, z i (t). The decode is computed as the summation of all unit outputs. These plots demonstrate the ubiquitous empirical observation that, for some bandlimited low-frequency input, the low-ranked SVD output eigenmodes are dominated by low-frequency components whereas the high-ranked ones are dominated by high-frequency components. (A-E) Relationship between unit-filter match magnitude and decoding performance metrics for all block arrangements from all algorithms after excluding outliers. Outliers in each metric were excluded using the same criterion used in box plots to detect outliers, which relies on interquantile ranges. (F-J) Same for unit-filter match unit fraction. 
