While a variety of methods have been developed to carry out atomistic simulations of thinfilm growth at small deposition angles with respect to the substrate normal, due to the complex morphology as well as the existence of multiple scattering of depositing atoms by the growing thin-film, realistically modeling the deposition process for large deposition angles can be quite challenging. Accordingly, we have developed a computationally efficient method based on the use of a single graphical processing unit (GPU) to carry out molecular dynamics (MD) simulations of the deposition and growth of thin-films via glancing angle deposition. Using this method we have carried out large-scale MD simulations, based on an embedded-atom-method potential, of Cu/Cu(100) growth up to 20 monolayers (ML) for deposition angles ranging from 50
While a variety of methods have been developed to carry out atomistic simulations of thinfilm growth at small deposition angles with respect to the substrate normal, due to the complex morphology as well as the existence of multiple scattering of depositing atoms by the growing thin-film, realistically modeling the deposition process for large deposition angles can be quite challenging. Accordingly, we have developed a computationally efficient method based on the use of a single graphical processing unit (GPU) to carry out molecular dynamics (MD) simulations of the deposition and growth of thin-films via glancing angle deposition. Using this method we have carried out large-scale MD simulations, based on an embedded-atom-method potential, of Cu/Cu(100) growth up to 20 monolayers (ML) for deposition angles ranging from 50
• to 85
• and for both random and fixed azimuthal angles. A variety of quantities including the porosity, roughness, lateral correlation length, average grain size, strain, and defect concentration are used to characterize the thin-film morphology. For large deposition angles (θ ≥ 80 o ) we find well-defined columnar growth while for smaller angles, columnar growth has not yet set in. In addition, for θ = 70 o − 85 o the thinfilm porosity and columnar tilt angles (for fixed azimuthal angle φ) are in reasonable agreement with experiments. We also find that for both random and fixed φ the average strain is initially compressive but becomes tensile after the onset of columnar growth, in good qualitative agreement with recent experimental observations. Our results also indicate that for large deposition angles a variety of complex dynamical processes including coalescence, large-scale collective events, and budding play a key role in determining the evolution of the surface morphology and microstructure. 
I. INTRODUCTION
Glancing angle deposition (GLAD) is a commonly used physical vapor deposition technique which may be used to produce sculptured thin-films with a variety of different morphological, electrical, and chemical properties.
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In this technique, atoms are typically deposited at a large angle θ with respect to the substrate normal while the azimuthal angle φ may either be held fixed to produce tilted nanocolumns, continuously rotated to produce vertical columnar growth, or manipulated in a more complicated manner to produce nanostructures such as nanosprings. As a result glancing-angle deposited thin-films have potential applications 2, 3 in a variety of different areas including sensors, hydrogen storage, antireflective coatings, fuel-cells, magnetic storage devices, and solar cells.
Due to the dominant influence of shadowing on the thin-film morphology, a variety of simplified models 4, 5 (corresponding to growth on a simple-cubic lattice) have been successfully used to model the dependence of the overall thin-film morphology on deposition angle. However, a variety of other important aspects such as the crystalline structure, grain boundaries, and defects, as well as deposition-triggered events 6, 7 and concerted activated events are not included in these simulations. In addition, while a kinetic Monte Carlo model (ADEPT) for polycrystalline Al growth 8 has recently been developed which approximately takes into account grain orientation and grain boundaries by using multiple lattices, due to the lattice restriction this model does not take into account strain effects during growth, deposition-triggered events, 6, 7 or concerted activated events. While limited in time-scales, molecular dynamics (MD) simulations can realistically take into account all of these aspects of glancing-angle deposition thin-film growth. However, due to the existence of multiple scattering at large deposition angles, carrying out molecular dynamics simulations of glancing angle deposition over extended length-scales can be quite challenging. Accordingly, we have developed a computationally efficient method (based on the use of a single graphical processing unit or GPU) to simulate the deposition process at large deposition angles.
Using this method we have carried out large-scale MD simulations of GLAD of Cu/Cu(100) at 300 K, in order to study the dependence of the morphology and crystal structure on deposition angle both with and without substrate rotation. In agreement with experiments, for large deposition angles (θ ≥ 80 o ) we find well-defined columnar growth with vertical (tilted) columns for random (fixed) φ, while for θ = 70 o − 85 o the thin-film porosity and columnar tilt angles (for fixed φ) are in reasonable agreement with experiments. In addition, we find that while the average strain is initially compressive for both random and fixed φ, it becomes tensile after the onset of columnar growth, in good qualitative agreement with recent experimental observations. 9 Our results also indicate that even on MD time-scales a variety of complex dynamical processes including coalescence, large-scale collective events, and budding play a key role in determining the evolution of the surface morphology and microstructure. This paper is organized as follows. In Sec. II we first discuss our simulation methods and parameters as well as the quantities measured. We then present our results for the evolution of the thin-film morphology and microstructure as a function of film thickness and deposition angle, for the case of both fixed and random azimuthal angle in Sec. III. Finally, we summarize our results in Sec. IV.
II. SIMULATIONS A. Simulation Parameters and Methods
In our simulations we have used an embedded-atommethod (EAM)
10 potential for Cu developed by Mishin et al.
11 which has been parameterized to reproduce the ab initio values of stacking fault and twin formation energies. In order to minimize finite-size effects we have used a relatively large system size corresponding to an initial square Cu(100) substrate of width L = 80 a (where a is the lattice constant of Cu) with 3 (bottom) fixed layers, 5 (middle) constant-temperature layers, and 2 (top) moving layers. A Langevin thermostat with a friction coefficient of 10 12 s −1 was used for the constant temperature layers while periodic boundary conditions were assumed parallel to the substrate. In order to study the dependence on deposition conditions, we have carried out simulations for deposition angles θ ranging from θ = 50
o , as well as for both fixed azimuthal angle φ (corresponding to deposition along the [110] direction) and random φ (corresponding to a rotating substrate). Our simulations were carried out at 300 K while a total of 20 monolayers (ML) corresponding to 256,000 atoms were deposited in each case. In order to maximize computational efficiency, our simulations were carried out using a single graphical processing unit or GPU along with the public domain software HOOMD-blue, 12-14 which provides an efficient implementation of molecular dynamics on GPUs for a variety of different potentials.
In our simulations 1/200 ML (corresponding to 64 atoms) was deposited in each deposition step or cycle, while to avoid interactions a sublattice was used (see Fig. 1 ). In particular, the area above the growing film was divided into an 8×8 grid which was further divided into 4 sublattices, A,B, C, and D (see Fig. 1 ). At the beginning of each deposition cycle one of the sublattices is randomly selected and within each grid an initial (x, y) coordinate is randomly selected within the corresponding sublattice. The initial z-coordinate was determined by adding the cutoff distance to the highest z-coordinate in the film. Each depositing atom was then "launched" with the appropriate deposition and azimuthal angle, with an initial kinetic energy of 0.2 eV (corresponding to K i = √ 2k B T m where T m is the melting temperature of Cu). We note that the use of a grid with sublattices ensures that the initial distance between depositing atoms is larger than 5a or approximately 18Å.
In order to efficiently take multiple scattering of de- positing atoms by the growing film into account, in each deposition cycle an alternating sequence of processes consisting of ballistic deposition of all depositing atoms until they are within a cutoff distance from the substrate, followed by molecular dynamics simulations of the entire system for 1000 MD steps is carried out. In order to ensure accurate evolution during deposition, a relatively short time-step (0.41 fs) is used. This sequence of ballistic deposition and molecular dynamics was repeated until all of the depositing atoms were able to satisfy a landing criterion for two 1000 MD-step sequences. We note that to be considered to have 'landed' an atom was required to move less than 1.5Å from its initial position (roughly 60% of the nearest-neighbor distance for Cu) at the end of two successive 1000 MD-step sequences. Once all depositing atoms have landed, an additional 5000 MD steps were performed. We then increased the time-step to 3.2 fs and continued performing MD of the entire system until a total MD time of 16.4 ps had elapsed during each deposition cycle (corresponding to a deposition rate of 0.3 ML/ns). We note that when running on a single CPU each of our simulations would have required over 15,000 hours of CPU time which is significantly larger than the few hundred hours required when using a GPU.
B. Quantities Measured
In order to analyze the surface morphology we have measured a variety of quantities, including the rootmean-square height fluctuation or roughness
where h(r i ) is the maximum height z i above the substrate of all the atoms in column i at position r i = (x i , y i ) along the substrate plane and N c = 160 2 is the number of columns. Here we have mapped the (x, y) coordinates of each atom to the nearest point on a 160 × 160 square grid of box-size a/2 andh is the average film height. In addition, we have calculated the porosity,
where h max is the maximum height of the film above the substrate, N dep is the total number of atoms deposited, and V atom = a 3 /4 is the volume per atom in an fcc crystal. For the case of random azimuthal angle (corresponding to vertical columnar growth) we have also calculated the circularly-averaged height-height correlation function
whereh(r) = h(r) −h and the brackets denote a circular average over all directions, as well as the lateral correlation length ξ = r min where G(r min ) is the minimum value of G(r).
In order to analyze the thin-film microstructure, we have also measured a variety of other quantities. In particular, in order to distinguish between bulk, surface, and/or defect atoms for each atom i of the film we have calculated the centrosymmetry parameter ρ CS (i), defined by,
where R j and R j+6 are the vectors corresponding to the six pairs of most opposite nearest atoms. Using this parameter, atoms were then classified as either bulk atoms (ρ CS < 0.03), dislocation atoms (0.03 < ρ CS < 0.075), stacking fault atoms (0.075 < ρ CS < 0.5), or surface atoms (ρ CS > 1.25). By counting the number of "bulk" atoms surrounded by defects, the average grain-size and grain-size distribution were also determined. In addition, we estimated the vacancy density by calculating the volume of empty regions surrounded by surface atoms within a grain, and dividing by the average volume per atom. In order to study the effects of deposition conditions on strain, we have also calculated the average strainǭ = ǫ i as a function of film-thickness where
is the local strain at atom i, a 1 is the nearest-neighbor distance of bulk Cu, and the sum is over the total number N of nearest-neighbors of atom i (corresponding to all atoms whose distances are within 20% of the bulk nearest-neighbor distance).
III. RESULTS
A. Morphology Fig. 2 shows typical pictures of the surface morphology at coverage 15 ML for the case of random azimuthal angle. As can be seen, for moderate deposition angles θ = 50 o (not shown) and 60 o columnar growth has not yet set in, although the surface morphology becomes increasingly rough with increasing coverage. However, for larger deposition angles θ ≥ 70 o a well-defined vertical columnar structure is beginning to develop, which becomes more pronounced with increasing deposition angle and film-thickness.
In contrast, for fixed azimuthal angle (see Fig. 3 ) and moderate deposition angles θ = 50 o − 60 o , ridgelike behavior with (100) cliffs running perpendicular to the deposition direction may be seen, as was previously found in Ref. 7 . However, for larger deposition angles (θ = 70 o , 80 o , and 85 o ) a well-defined columnar structure is again observed, which becomes more pronounced with increasing deposition angle and film-thickness. In this case the columns are tilted in the deposition direction. Accordingly, we have measured the average tilt angle β corresponding to the angle between columns and the substrate normal at t =
o at higher coverage (see Fig. 3 ) the value is somewhat lower than expected. However, our two other values are close to the tilt angles measured in GLAD experiments by Suzuki and Taga 5 e.g. β = 43 o at θ = 70 o for both T a 2 O 5 and T iO 2 , and β = 53 o at θ = 82 o for T a 2 O 5 . We note that for both random and fixed φ, shadowing of smaller columns by larger columns as well as coalescence of nearby columns can be observed. Both of these processes lead to coarsening as the film-thickness increases. In particular, for θ = 85 o with random φ (see Fig. 2 ), as the coverage increases from 10 ML to 15 ML the three columns in the bottom right corner of the system merge to form one column. In addition, for the case of random azimuthal angle, "budding" or splitting of a single column into two columns is also observed due to "twin" (111) facet formation (see back middle portion of pictures for θ = 85 o ).
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Fig . 4 shows our results for the porosity P (averaged over 12 − 20 ML) as a function of deposition angle. As can be seen, the porosity increases significantly with increasing deposition angle although there is little difference between the results for fixed and random φ. Also shown (dashed lines) are fits to experimental results of Poxson et al 17 for SiO 2 and indium tin oxide (ITO) for fixed azimuthal angle, where we have used the Poxson et al 17 fitting form P exp = θ tan θ c+θ tan θ with c = 3.17 (3.55) for SiO 2 (ITO) respectively. For large deposition angles there is good agreement between our simulation results and experiments due to the fact that the effects of shadowing dominate in this case. As can be seen in the inset to Fig. 4 for these angles the porosity saturates relatively quickly after the first few layers. However, for smaller deposition angles our porosity results for Cu/Cu(100) are somewhat higher than the experimental values for SiO 2 and ITO, perhaps because fully columnar behavior has not yet been reached for these angles in our simulations.
The thin-film density as a function of height after 20 In order to gain a better understanding of the surface morphology, we have also measured the roughness w as a function of film-thickness. As can be seen in Fig. 6 , for random φ the surface roughness increases approximately linearly, as expected for columnar growth. However, for fixed φ the growth exponent β (where w ∼ t β and t is the film thickness) is less than 1 for small deposition angles, but approaches 1 for θ = 80 o and 85 o . We note however, that for θ = 85 o the surface roughness is somewhat reduced for t > 15 ML due to finite-size effects.
The circularly-averaged lateral correlation length ξ for random φ is shown in Fig. 7 as a function of deposition angle and film-thickness. For large deposition angles, the coarsening exponent n (where ξ ∼ t n ) is approximately 1/2 in good agreement with previous GLAD simulation results using a simple-cubic lattice model in the absence of diffusion. 18, 19 The large value of the coarsening exponent is also consistent with the large amount of shadowing and coalescence (discussed in more detail below) at high deposition angles. However, for smaller deposition angles, the coarsening exponents are significantly smaller (n ≃ 0.2 − 0.33) and are consistent with the values obtained in simulations with surface diffusion. 19 In contrast, we find that while the surface atom fraction (not shown) increases with deposition angle, the surface area growth exponent δ ≃ 0.5 (where S ∼ t δ is the number of surface atoms) is independent of deposition angle.
B. Microstructure and Strain
In order to study the microstructure we have used the centrosymmetry parameter to classify film atoms as either surface atoms, defect atoms (corresponding to stacking faults and/or partial dislocations), or bulk atoms. Fig. 8(a) shows a typical picture of the grain structure for the case of θ = 85 o and random φ at t = 15M L. (Note that the configuration in this picture is the same as that shown in Fig. 2 but viewed from behind.) In this picture only the bulk atoms are shown and have been colored to distinguish between different grains while the gaps between grains correspond to stacking fault atoms which have been removed from the image. In this case, approximately 90% of the deposited atoms do not belong to the original (yellow) "substrate" grain. (In contrast, for θ = 50 o and 15 ML, only approximately 35% of the deposited atoms correspond to defects or bulk atoms which do not belong to the substrate grain.) Fig. 8(b) shows just the stacking fault atoms for this configuration. As can be seen there are well-defined stacking fault planes. This is consistent with our observation that for all deposition angles there are a relatively large number of (100) and (111) facets, while the ratio of (111) facet atoms to (100) facet atoms increases with deposition angle. Fig. 9 shows the evolution of the average (nonsubstrate) grain size (corresponding to the average number of atoms in a grain) as a function of coverage for the case of random φ and different deposition angles. As can be seen, both the average non-substrate grain size as well as the total number of grains (see inset) increase rapidly with both film thickness and deposition angle. Similar results have also been obtained for fixed φ. However, due to the fact that both shadowing and coalescence are more significant for fixed φ, in this case the average grain size is significantly larger than for random φ while the number of non-substrate grains is significantly smaller.
In order to more completely analyze the microstructure we have also calculated the vacancy volume fraction for random φ as shown in Fig. 10 . As can be seen, while the vacancy fraction increases with deposition angle, it appears to saturate at a value of approximately 0.001 which is independent of deposition angle. This very small vacancy density may be explained by the presence of deposition-induced events, which have been previously shown 7 to eliminate vacancies even in the absence of thermally activated events. Similar results (not shown) were also obtained for the case of fixed φ and in this case the vacancy fraction was approximately the same. Interestingly, the vacancy density v exhibits an approximate power-law dependence on thickness of the form v ∼ t γ starting at a few ML up until saturation. The exponent γ is independent of deposition angle and is approximately given by 1.5 (1.3) for random (fixed) φ. We note that this power-law behavior extends over a larger range of coverage for smaller deposition angles, due to the slower rate of vacancy formation. In contrast, the total defect atom density including dislocations and stacking faults is more than two orders of magnitude larger (see inset). In addition, while it increases rapidly in the first 2 ML for all deposition angles, for large coverage it depends strongly on the deposition angle.
We have also measured the average strain as a function of coverage and deposition angle. As can be seen in Fig. 11 for the case of random φ, while the strain is initially compressive for all deposition angles, for large deposition angles (θ = 80 o and 85 o ) it becomes tensile at larger thicknesses corresponding to columnar growth. Interestingly, for θ ≥ 70 o , the maximum compressive strain appears to correspond to the onset of a columnar morphology during the growth. Similar results have also been obtained (not shown) for the case of fixed azimuthal angle. The transition from compressive to tensile strain at the onset of columnar growth is qualitatively similar to the behavior obtained previously in Ref. 9 in sputterdeposition experiments on Be growth with and without substrate bias. C. Large-scale rearrangement, coalescence and budding
As previously noted, in the case of columnar growth (θ ≥ 70 o ), the coalescence of nearby columnar structures plays an important role in determining the evolution of the surface morphology. In particular, a careful examination of the evolution of the surface morphology after columnar structures have formed, indicates that due to deposition-induced fluctuations as well as the large defect density (see inset of Fig. 10 ) large-scale rearrangements continually occur leading to 'wiggling' of columns. In addition, when two columns or grains approach within a cutoff distance from one another, then rapid coalescence occurs as a result of large-scale collective motions which include rotation and tilting (see Fig. 12 ). In order to understand this in more detail we have carried out annealing simulations for the case of random φ and θ = 70 o both with and without deposition, and at both 77 K and 300 K. Surprisingly, we find that while depositioninduced events may enhance the fluctuations which lead to coalescence, coalescence occurs both with and without deposition and at both high and low-temperatures. However, at low temperature less atomic re-arrangement is observed after coalescence.
In contrast to the large-scale rearrangement and coalescence of nearby columns, which enhance coarsening, we have also found that in the case of random azimuthal angle, splitting and/or budding of columns may also occur as shown in more detail in Fig. 13 . Similar budding behavior has also been seen experimentally 16 and has been explained 16 as due to the existence of twin (111) facets combined with shadowing and the existence of a 3D Ehrlich-Schwoebel barrier 20-22 to interfacet diffusion. As can be seen by the orientation of the stacking faults shown in the front-center of Fig. 8(b) , the budding appears to be associated with twin (111) facets which form spontaneously during growth.
IV. DISCUSSION
We have developed a computationally efficient method to carry out molecular dynamics simulations of the deposition and growth of thin-films for large deposition angle. Since the entire system is included at every stage of the simulation, multiple scattering events which occur at large deposition angles are easily taken into account. Using this method we have carried out large-scale simulations of Cu/Cu(100) growth for deposition angles ranging from 50
• for both fixed and random azimuthal angle with a deposition rate corresponding to 0.3 ML/ns.
In agreement with experiments, for large deposition angles (θ ≥ 80 o ) we find well-defined columnar growth with vertical (tilted) columns for random (fixed) φ. For fixed φ and θ = 70 o − 85 o we have also found reasonable agreement between the measured tilt angle and experiments on T a 2 O 5 and T iO 2 growth by Suzuki and Taga.
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In addition, for large deposition angles our results for the thin-film porosity were found to be in excellent agreement with recent experimental values. 9 In this case for both random and fixed φ we have also found that while the strain is initially compressive, it becomes tensile after the onset of columnar growth for large deposition angles, in good qualitative agreement with the behavior obtained previously by Zepeda-Ruiz et al 9 in sputter-deposition experiments on Be growth with and without substrate bias.
In contrast, for smaller deposition angles (θ = 50 o and 60 o ) columnar growth is not observed up to the maximum coverage (20 ML) studied in our simulations. Instead, primarily ridge-like behavior is observed in good agreement with previous MD and temperature-accelerated dynamics results, 7 while the average strain remains compressive. For these angles our simulated porosities are somewhat higher than experimental values, perhaps due to the fact that columnar growth has not yet set in at these thicknesses.
For all deposition angles, we find large values of the surface roughness growth exponent β, where β ≃ 1 for the case of random φ while β ≃ 0.6 − 1 for fixed φ. In addition, for random azimuthal angle and large deposition angles (θ = 80 o and 85 o ) the coarsening exponent n ≃ 1/2 is in good agreement with previous GLAD simulation results using a simplified cubic-lattice model without diffusion. 19 However, for smaller deposition angles, the corresponding coarsening exponents (n ≃ 0.2 − 0.33) are consistent with GLAD simulation results previously obtained in the presence of surface diffusion.
19 One possible explanation for this difference in the coarsening behavior may be the existence of relaxation processes which only occur at small length-scales.
Due to the large deposition rate in our MD simulations, a large number of stacking faults are also observed leading to the formation of numerous grains and grain boundaries. In addition, the number of defects and grains, as well as the average non-substrate grain size increase with increasing deposition angle. In contrast, due to deposition-induced events the vacancy density remains extremely small (less than 0.1%) for all deposition angles.
While these results reveal a number of interesting features (such as the existence of defects, grain boundaries, low vacancy density, and a transition from compressive to tensile strain) which can only be properly studied using atomistic models, our simulations have also revealed two other important and interesting processes which may occur during glancing-angle deposition. In particular, our simulation results indicate that deposition fluctuations as well as large-scale re-arrangement events lead to 'wiggling' of columns for large deposition angles. In addition, when two columns approach within a cutoff distance from one another, further large-scale re-arrangements occur followed by rapid coalescence, thus enhancing the coarsening process. We have also found that in the case of large deposition angle with random φ, splitting and/or budding of columns may also occur. This has been previously observed experimentally 16 and explained as a result of the formation of twin (111) facets combined with shadowing as well as a 3D Ehrlich-Schwoebel barrier [20] [21] [22] to diffusion from one facet to the other. We note that in our simulations this budding occurs naturally, in contrast to previous MD simulations 16 in which the growth of a single column with twinned facets was studied.
In conclusion, our simulations demonstrate that while simplified lattice models may provide a good description of some of the morphological features and processes in glancing-angle deposition, atomistic simulations are required in order to obtain a more complete understanding. In the future it would be interesting to combine our "parallel" MD simulations with parallel temperature-accelerated dynamics simulations, 7, 23 in order to study the evolution of the thin-film morphology and microstructure over longer time-and length-scales.
