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Abstract
In this work, I perform detailed calculations on the bulk and electronic properties of aluminum and copper metal. Originally, I was motivated by experimental work on the solidsolid phase changes in pure aluminum. These phase changes were well predicted by density
functional theory(DFT) but difficult or impossible to predict using embedded atom method
potentials(EAM). EAM potentials are in wide use to describe many properties of bulk materials, and it seemed worrying that something so basic as a phase change could not be
predicted. I began running high precision calculations with DFT and compared the results
to EAM potentials which had been fit by as many different authors as I could find. Though
originally motivated by phase changes, I realized that there had been no systematic work
comparing basic material properties predicted by various EAM potentials. In essence, each
author fit a potential for a particular problem and then published the potential for general
use, but there were few if any guidelines on how to expect each potential to behave in general.
Thus this work. I have systematically examined the predictions for 11 EAM potentials for
a number of bulk material properties, including stiffness, phase changes, thermal expansion,
melting point and viscosity. This work may contribute to cross-validation efforts among
those researchers using EAM and may also shed light upon where, and why, EAM potentials
fail to perform as desired.
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Chapter 1
Atomic Simulations
It is frequently desirable, given the expense and difficulty of many experiments to determine
material properties, to have a reliable method of simulating the performance of various
materials. There are at least three scales at which effective simulation can be performed. The
largest scale, called the continuum scale, is concerned with the behavior of entire pieces or
bulk samples of a material and models it as a continuous distribution of material rather than
as composed of particles[1]. Continuum mechanics encompasses all of elastic and deformation
theory and focuses on properties that are of concern from an engineering standpoint, such
as elastic modulus, thermal or electric conductivity or hardness. As a simple example, the
vibrational modes of a beam are the solutions to a partial differential equation which depends
on the stiffness of the beam.[2]
Stepping down in scale, one encounters a family of models related to the finite element
method[3]. At this level, materials are considered to be composed of an ensemble of finite
sized particles which are continuous internally. Here, the emphasis is on the interactions
between grains or chunks. Stress and heat can pass between grains and in some models,
grains may even slide relative to each other. This can be an exceptionally useful level of
simulation for, e.g., ferrous metallurgy; properties of steel alloys are frequently dependent
on the size and distribution of the crystal grains within the material[4, 5, 6].

1

Figure 1.1: Behavior of the L-J potential energy as a function of separation, in reduced units.
Vertical line represents point of lowest energy. Horizontal red lines represent energy levels.
Both of these levels of simulation share a common problem, namely that one must know
or guess the stiffness, strength or other properties of the material to begin with. At a
yet smaller scale, one may simulate the motions of atoms themselves, from which the bulk
properties of the material ultimately emerge. This does not entirely erase the need for some
a priori knowledge about how atoms interact with each other.
There are two strategies for obtaining knowledge about the behavior of atoms, called
empirical and ab initio. In empirical models, the energy of an atomic system is taken to be
a function of the distances between atoms. Parameters in the function are then adjusted
until the properties predicted by the simulation match the experimentally observed property
of interest. The embedded atom method (EAM)[30] will be discussed in more detail later,
but a robust and historical potential is the Lennard-Jones (LJ) potential[8], named for John
Lennard-Jones who first proposed it in 1924. The LJ potential can be written as:

VLJ = 



 r 6
rm 12
m
−2
r
r

2



Here, VLJ is the energy between two particles that are a distance r apart. The potential
is parameterized, for any given pair of atoms, by adjusting , the minimum energy between
the particles and rm , the inter particle distance at which the minimum energy occurs. The
exponents in the potential are a matter of some interest. The attractive term, the r−6
term, represents the van der Wahls force between two particles, and the quantum dynamical
fluctuation of electrical polarization in otherwise neutral atoms does in fact give rise to a
force which varies with the 6th power of the distance. The r−12 term, however, contains
an arbitrary exponent which is chosen large in order to overwhelm the attractive force at
close range. This approach is typical of empirical atomic potentials. It contains a physically
motivated core, additional construction to create qualitatively correct results and a number
of tunable parameters that allow, at least in limited ranges, quantitatively correct results.
Even with this simple model for atomic behavior, one can observe physically sensible
behavior. Consider figure 1. At small separations, two atoms have a large positive energy
– this corresponds to a strong repulsive force between them. At longer distances, there is a
weak attractive force which tends to zero as the distance gets very large. Near the minimum
energy, there is an approximate symmetry to the energy curve, giving rise to a Hooke’s law
linear restoring force toward the minimum; in other words, the potential predicts that atoms
will vibrate harmonically around their preferred positions. At slightly larger perturbations
from the preferred separation, the shape of the curve is noticeably steeper on the left than
the right and anharmonic distortion is added to an atom’s vibration.
The other class of strategies for atomic simulation are called ab initio and are derived,
in principle, directly from quantum mechanics. Though they, like all simulations, provide
only approximate answers, they are dominated by mathematical approximations rather than
physical handwaving. The most successful ab-initio framework for atomic simulations is
called density functional theory[9], and it will be discussed in detail shortly.
We choose to perform simulations at an atomic level rather than continuum or finite
element because we are interested in the microscopic origin of macroscopic effects. What
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does strength and stiffness or heating and melting mean at an atomic scale and how can
we design new materials to have desirable properties? How can we predict the behavior of
familiar materials in novel situations? With either novel applications or novel materials –
either of which might not yet exist – it is preferable make as few physical approximations as
possible in order to more accurately predict behaviors and properties.

1.1

Density Functional Theory

Density functional theory is a method of approximately solving Schrodinger’s equation for
a many body system. This equation is the fundamental description of the behavior of a
quantum mechanical system. The wave function, ψ contains all of the knowable information
about a quantum mechanical system and Schrodinger’s equation describes how that wave
function is shaped by and evolves with the total energy, or Hamiltonian, of the system.

i~

∂
|ψ(t)i = Ĥ|ψ(t)i
∂t

The Hamiltonian operator, Ĥ, is related to the sum of kinetic and potential energy
in a system. Several simple potentials can be solved exactly by using methods of partial
differential equations and are routinely done so in undergraduate level textbooks. The Dirac
comb potential is slightly more complex, frequently omitted, and of interest to the problem
of atomic simulations. Imagine an infinite line of equally spaced protons a distance l apart
and an equal number of electrons at indeterminate positions – in other words, the simplest
conceivable crystal of solid material. We further imagine a case where the protons only
interact with the electrons if they occupy the same position and the position of the protons
is fixed. In other words, the potential of the electron system is given by:

4

V (x) =




−δ(x − kl), k ∈ N


0,

otherwise

We note that the problem is periodic with period l, and thus we imagine that, in the
steady state condition, so too is the wavefunction that describes the electrons. That is,
ψ(x + kl) = ψ(x). We can make this more precise. Let T̂ be a translation operator that
moves a distance l in the positive x direction: T̂ ψ(x) = ψ(x + l). If T̂ commutes with Ĥ then
ψ is an eigenfunction of both operators or can be written as a sum of such eigenfunctions.
Let us be precise about what we mean by Ĥ.

Ĥ = −

~2 ∂ 2
+ V (x)
2m ∂x2

Beginning with the first term, we show the commutivity of T̂ and Ĥ:


∂2
~2 ∂ 2
~2
00
T̂ f (x) − 2 f (x + l) = 0
[T̂ , −
]f (x) = −
2m ∂x2
2m
∂x

As for the second term of Ĥ:

[T̂ , V (x)]f (x) = T̂ V (x)f (x) − V (x)T̂ f (x)
= V (x + l)f (x + l) − V (x)f (x + l)
=0

since V (x) = V (x + l). So T̂ and Ĥ commute. Since ψ is an eigenfunction of both
operators, we can now write
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T̂ ψ(x) = λψ(x) = ψ(x + l)
T̂ 2 ψ(x) = λ2 ψ(x) = ψ(x + 2l)
T̂ 3 ψ(x) = λ3 ψ(x) = ψ(x + 3l)...

However, as we go arbitrarily far along the line of protons, one expects neither infinitely
dense electrons nor zero electrons. Thus, |λ| must be equal to 1, and so we write:

ψ(x + a) = eikl ψ(x)

This result is known as Bloch’s theorem, named for the Nobel prize winning physicist Felix
Bloch. This result lets us apply the idea of periodic boundary conditions to the problem of
the Dirac comb. After having passed some number of protons, let us return to the first proton
on the line. Instead of an infinite line of evenly spaced protons, we instead have a loop of n
evenly spaced protons, or V (0) = V (nl). Bloch’s theorem then gives us ψ(nl) = einkl ψ(0).
This requires nkl be equal to some whole number times 2π, or k = (p/nl)2π for arbitrary
p ∈ Z.
Returning to our differential equation, we examine the region between protons. We define
√
β = 2mE/~ to obtain:

∂ 2ψ
= −β 2 ψ
∂x2
→ ψ(x) = A cos βx + B sin βx
→ ψ(x) = e−ikl (A cos β(x + l) + B sin β(x + l))

This last line is arrived at by applying Bloch’s theorem on a leftward translation of the
6

wavefunction from x to x+l. We require the function be continuous at x=0.

limx→0 A cos βx + B sin βx = limx→0 e−ikl (A cos β(x + l) + B sin β(x + l))
→ A = e−ikl (A cos βl + B sin βl)

(1.1)

From the solution to a Dirac delta function potential, we know that integrating across a
potential spike (such as we have at the location of each proton) gives us a requirement on
the difference between the left and right side first derivatives. Here, α is the product of the
width and depth of a Dirac delta, which is imagined to remain constant as the width and
depth tend to zero and infinity, respectively.

∂ψ
∂x

−
+

∂ψ
∂x

−

=−

2mα
ψ(0)
~2

→ β[B − e−ikl (−A sin βl + B cos βl)] = −

2mα
A
~2

(1.2)

Equations 1 and 2 can be solved via substitution which causes the cancellation of A and
B. Making the following substitutions simplifies the process: γ =

mlα
~2

and z = βl. We also

recall our constraint on the allowed values of k. After cleaning up, we are left with:

cos

sin z
2πm
= cos z − γ
n
z

(1.3)

This result is interesting for two reasons and provides some motivation to look in the
direction of DFT. The usual reason to discuss the Dirac comb potential is that it predicts
the existence of band structure in electron energies. Eq 3 is a transcendental equation, and
thus has infinitely many solutions, but there are regular regions where there are no solutions
at all; the left hand side of the equation always has magnitude of one or less, but the right
7

Figure 1.2: Plot of the right hand side of Eq.3 for values of z –which is related to the energies
–up to 4π. γ has been fixed at 4. The dotted lines indicate unique values taken on by the
left hand side of Eq. 3 for two different choices of n.
hand side is bounded only by the size of γ. The second reason to be truly interested in
this potential is because it is a quantum mechanical problem where the solution you obtain
depends on the physical extent of the model. For different choices of n, one obtains different
values and quantities of allowed energies. Figure 2 illustrates this. The fact choice of size
changes the predictions of a model is a very important thing to keep in mind when performing
atomic simulations.
DFT is, at its heart, a variational method of approximating solutions to quantum mechanical problems. The variational principle in quantum mechanics states, basically, that
if one attempts to approximate the ground state wavefunction for a system, that the estimate of the ground state energy one obtains will be an overestimate. The complete set
of eigenfunction solutions for a particular system spans the Hilbert space for the system,
and so any arbitrary function can be written as a sum of the eigenfunctions. If one makes
a guess at a wavefunction, either the guess is exactly the ground state eigenfunction – in
which case exactly the ground state energy is obtained – or the guess can be written as a
sum of eigenfunctions, some of which are above ground state. In this case, the contribution
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of the excited eigenfunctions cause the guessed function to produce an energy above the true
ground state energy.
The usefulness of this principle lies in making a guess that has a number of tunable
parameters in it. In this way, if the energy is minimized as a function of those parameters,
then the end result will still be an overestimate. A very good and well parameterized guess
could get close to the true ground state energy but not less than it. Note that this still
requires the Hamiltonian of the system to be written down exactly. Approximations of the
Hamiltonian could still produce energies that are below the true ground state energy of the
system.
In DFT, it is customary to write the expectation energy of the system as a function of the
electron density, hψ|ψi rather than the usual hψ|Ĥ|ψi. The electron density has the benefit
of being a real-valued function and so functionals of the energy that depend on the density
have both domain and range in the real numbers. In Kohn and Sham’s landmark paper[9],
they wrote the expectation energy of a many-body system as follows.

Z
E=

1
v(r)n(r)dr +
2

Z Z

n(r)n(r0 )
drdr0 + G[n]
|r − r0 |

(1.4)

Here, v is the background potential of the atomic nuclei and n is the electron density.
Units are chosen such that ~2 /2m = 1 to simplify the appearance of formulae throughout.
The first term in Eq. 4 is the Coulombic attraction between the nuclei and electrons;
the second term is the Coulombic repulusion between electrons. These two terms can be
calculated exactly, given n and v. The third term, G is a functional that describes the
kinetic, exchange and correlation energy of the electronic system. It is within G that an
approximation to the Hamiltonian occurs. First, we separate out the kinetic energy from
the functional.

9

G[n] = T [n] + Exc [n]

A relatively simple problem is the three dimensional infinite square well. Quantum
mechanical particles which are confined to a box and do not interact have a series of allowed
kinetic energies. Electrons in a solid can be modeled as existing inside such a potential
well; this model is called a Fermi gas. Solutions to this problem are associated with allowed
kinetic energies of electrons trapped in that potential; we might take, as an approximation,
the kinetic energies of electrons in this infinite well as the kinetic energy of electrons in any
real system.
Real electrons, however, do interact with each other – electrons repulse each other via
Coulombic and exchange interaction. It is possible, though more difficult, to develop an
accurate model which includes electron-electron interactions; this model is frequently called
Jellium[10]. Thus, an accurate value for the difference between the energies of an interacting
and non-interacting electron gas can be calculated[12]; collectively, these differences are called
the exchange and correlation energy. Hohenberg and Kohn[11] showed that, in fact, there
existed a universal functional that related the exchange and correlation energy in an arbitrary
electronic system to the exchange and correlation energy in Jellium. As is frequently the case
in mathematics, showing the existance of the functional proved much easier than determining
its form. In Kohn and Sham’s landmark paper, they made an approximation would allowed
them to write out a specific form for this functional, and today we call this the local density
approximation (LDA). In the limit of a slowly varying electronic density, Hohenberg and
Kohn showed that the functional would tend toward:

Z
Exc (n) =

n(r)xc (n(r))dr

10

Here, xc (n) is the exact exchange and correlation energy for a Jellium system of local
electron density n. This is not, of course, the only possible functional form for the exchange
and correlation energy of a system. Many systems do not have slowly varying electronic
densities, but several important systems do. Simple metals are assumed to have a uniform
gas of valence electrons contained inside an atomic lattice – this is the essence of the DrudeSommerfeld model[13]. The more a metal behaves like a Drude metal, the more accurately
it will be well-described by an LDA functional. For covalently bonded or semi-conductor
systems, one can imagine that the highly localized electrons expected in such a system would
violate the assumptions of LDA.
The next most complex approximation which would assume that the exchange and correlation energy can be written as a functional not just of n(r) and xc but also upon the
gradient of the density, ∇n(r). Functionals of this sort are called generalized gradient approximations (GGA). One of the most popular and successful of these methods was proposed
by Perdew, Burke and Ernzerhof(PBE)[119] in 1996. In this formalism, GGA is considered
as a correction term to LDA, and the authors begin by examining how this correction term
must behave in two limits. In the slowly varying limit, the correction can be had by a gradient expansion of a spin-scaling expression produced by Perdew and Wang[15] five years
earlier. In the quickly varying limit, correlation must vanish all together and so reduces to
the negative of the Jellium solution.
With these formalisms in hand, one is ready to attempt a calculation of actual electronic
energies. By necessity, this must be done numerically. The program VASP [16, 17, 18, 19]
(Vienna Ab-Initio Simulation Package) is a well-tested and common source of numerical
calculations using DFT formalisms. VASP operates on a looping iterative scheme and stops
when convergence criteria are reached. Fig. 3 gives a basic schematic of these loops.
In general, we are interested in finding the correct atomic positions (R), charge density
distribution(ρ) and wavefunctions(ψ) for our system of interest. Before we can begin refinement of these values, we must start with some initial guess for each of them. An initial guess
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Figure 1.3: Schematic of the refinement loops used by VASP
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of atomic positions usually involves some knowledge of common crystal structures. If the
arrangement of the crystal is known from prior calculations or from experiment, that makes
an excellent ansatz. Failing that, a structure from a chemically similar crystal taken from,
e.g., the Inorganic Crystal Structure Database[24] may be used. As a last resort, one may
simply resort to common crystal structures; many simple metals adopt either a face-centered
or body-centered cubic structure[25].
Discussing an ansatz for the wavefunctions requires a few words on the form that wavefunctions are assumed to take. In simple quantum systems, like particle in a box and quantum
harmonic oscillator, natural eigenfunctions emerge from the solutions of those problems. The
basis functions used by VASP and other programs are not eigenfunctions but are instead
generally plane waves; Fourier analysis assures us that any arbitrary function may be written
as a sum of plane waves. Wavefunctions in VASP are stored as lists of Fourier coefficients
with the understanding that there is a regular difference in the energy of the plane waves
thus weighted. Furthermore, the finiteness of any value of interest – charge density, energy,
position – within the crystal leads us to conclude that the coefficients of plane waves must
shrink quickly with increasing energy. So, some maximum energy is specified, beyond which
the coefficients of plane waves are taken to be zero identically. Because of the difficulty in
guessing wavefunctions beforehand, the list of coefficients is generally filled with random
numbers and optimized later.
Our ansatz for the charge density in the structure requires mention of the concept of
psuedopotentials[20, 21, 22, 23]. DFT is by its nature a computationally intense formalism,
and the cost of the computation scales poorly with the number of electrons in the system.
Therefore, for most calculations, we make use of a psuedopotential. The atom is divided into
two parts – valence electrons and ionic core. The core of atoms is assumed to be insensitive
to external conditions; the nucleus and inner electrons together make a net positive effective
potential. The valence electrons are assumed to be the only electrons involved in bonding and
those are dealt with directly via charge density and wavefunction optimisation. The initial
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charge density for each atom is taken to be the equilibrium charge density of a lone atom of
that species. The initial guess for the charge density of the system is a linear combination
of the charge density of each atom in the system.
The next task of the calculation is to set up the Hamiltonian for the current step. Eq. 4
is essentially the Hamiltonian for a DFT system. The charge densities marked as n(r) refer
to the current best guess at the ground state charge density for the system; those marked as
n(r0 ) refer to the densitites of the previous step. At the outset, these two densities will be
identical, but in later iterative steps they will be different – if not, that is an indication that
convergence has been reached.
The first optimization made in each loop is that of the wavefunctions. This reduces to
a standard, albeit large, eigenfunction problem and is in principle solvable by any number
of standard eigensolvers[26]. In practice, there are a few algorithms that lend themselves
to paralellization and the size of the problem. First is the block Davidson algorithm[27],
which seeks to save computational time by solving for only the lowest few eigenvalues and
their corresponding eigenvectors; this is the default algorithm of VASP and has guaranteed
convergence. The second is the RMM-DIIS method[28] which attempts to construct the final
wavefunction as a linear combination of guesses from previous iterations; this procedure is in
practice a factor of 2 faster than Davidson’s method, but the convergence is not guaranteed.
Once the wavefunctions have been found, the new charge density implied by each function hψ|ψi and the wavefunctions may be reoptimized based on this new charge density. In
practice, the new charge density is taken to be a linear combination of the current estimation
along with all previous estimations in the spirit of the RMM-DIIS algorithm used for wavefunctions. This practice is known as density mixing[28, 29] and speeds up convergence by
providing a sort of damping factor to the oscillations of the charge density between iterations.
Once the inner loop has sufficiently optimized the wavefunctions and charge density,
forces on ionic cores can be calculated via the Hellman-Feynman theorem and their positions
updated by allowing a small amount of time, generally on the order of a femtosecond, for
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the ions to move under these forces. This process is then repeated until the desired level
of convergence is reached. The convergence criteria can be defined by either a very small
change in total energies between two steps or by very small forces on all atoms at the end
of any given step.

1.2

Embedded Atom Method

The embedded atom method (EAM) is a classical description of atomic interactions which
is inspired by DFT; energies in EAM depend both on interatomic spacings and the electron
charge density at the atomic positions. [30, 31] The cohesive energy of an EAM system of
atoms is given by:

!
Ecoh =

X
i

Gi

X

ρaj (Rij )

j6=i

+

1 X
Uij (Rij )
2 i,j,i6=j

G is known as the embedding energy and is the (attractive) energy required to place an
atom of species i into the electronic charge density produced by other nearby atoms. The
total charge density is assumed to be at all times a linear combination of the charge density
of individual atoms; ρaj (Rij ) is the spherically symmetric charge contribution of atom j at
the position of atom i. Uij is the interatomic repulsion between atoms i and j.
EAM calculations have been used with great success for a wide variety of calculations [32],
including mechanical properties, bulk phonons, thermal expansion and alloy segregation. In
atomic metals with a face-centered cubic crystal structure, EAM has been used for both
static and dynamic molecular dynamics simulations. For example, in copper, the shock
Hugoniot line has been calculated with great accuracy [33] using EAM. It is highly desirable
to be able to apply such a simple and physically meaningful method to aluminum metal, as
well.
EAM formalisms take the frozen core assumption of DFT a step further – the charge
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distribution about every atom is assumed to be static. Furthermore, every charge distribution
is radially symetric – this is equivalent to assuming that all valence orbitals in an atom are
s-type orbitals. On the other hand, the energy is a function of atomic positions alone, and so
EAM calculations can be performed on the order of hours or days where ab initio calculations
might take weeks, months or even be completely infeasible. Attempts to simulate shockwaves,
melting, nano- or micro-scale defects or additively manufactured materials must necessarily
make use of empirical potentials due to the vast computational cost of attempting to use ab
initio methods on such systems.
EAM potentials are developed primarily by the so-called force matching method[34]. In
a reference system, information about several physical quantities are gathered from both
experimental and DFT sources. Common choices include the energy per atom at 0K in the
ground state and the cold curve (both produced by DFT calculations), the density of a liquid
at melt temperature and the metling temperature itself(generally measured experimentally),
stacking fault defect energies and elastic properties. The embedding energies, pairwise energies and charge densities as a function of radius are paramaterized at a (sometimes large)
number of points with intermediate distances interpolated. The physical quantity of interest
is estimated via simulation and the parameters that make up the potential are optimized
so as to minimize the difference between the simulated and actual value for the quantity of
interest.
LAMMPS(Large-Scale Atomic/Molecular Massively Parallel Simulator)[35] is an open
source simulation package distributed by Sandia National Laboratories under the GPL license. It is an easily extensible and modifiable framework for running a variety of classical
simulations including those under the EAM formalism. It also has built in support for MPI
style parallel processing and excellent documentation. By default, it integrates Newton’s laws
of motion via a velocity-Verlet integrator. Velocity-Verlet is a 2nd order predictor-corrector
method for numerical integration which is standard for many applications, including molecular dynamics[26]. Forces between atoms are calculated by taking the gradiant of the cohesive

16

energy.
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Chapter 2
Simulation Methods
Although, in general terms, the process of allowing atoms to move under interatomic forces
is the same for all atomic simulations, the details of each simulation play a large role in
which physical properties may be predicted. In this chapter, we examine some general
considerations – how to produce temperature and pressure, for example – and also several
specific examples of methods which have produced results that we will discuss in a later
chapter.

2.1

Thermodynamic Ensembles

A basic but important consideration for atomic simulations is the thermodynamic ensemble[36]
that a simulation is taking place under. The most basic sort of simulation seeks to find the
ground state energy of a system given an atomic configuration. Slightly more complex is
attempting to find a ground state atomic configuration given an initial guess. In both these
types of simulations, the relevant thermodynamic quantity is the energy of the system. These
are sometimes referred to as 0 kelvin or cold simulations, because while the positions of atoms
are adjusted in each iteration, they are not allowed to carry kinetic energy from one step
to another; their temperature is, in effect, 0 K, and the energy of the system lies only in
Coulomb interactions. Volume and atomic position are parameters to be adjusted in this
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ensemble, and any multidimensional minimization scheme will be sufficient for finding the
ground state cell parameters and atomic positions.
When simulating the ”cold curve” of a material (the pressure-volume relationship at 0
kelvin), the thermodynamic quantity of interest becomes the enthalpy, H = Uinternal + P V .
Pressure and volume become important state variables along with atomic position. A virial
expansion yields a connection between the microscopic forces on and positions of atoms and
the macroscopic concept of pressure.[37]

Wtotal =

X

F~ · ~r

Total virial

atoms

1
hWtotal i = lim
τ →0 τ

Z
0

τ

X

~r(t) · m~r¨dt

Ensemble averaging

atoms

Z
X m(~r˙ (τ ) · ~r(τ ) − ~r˙ (0) · ~r(0)
1 τ X
= lim
− lim
m(~r˙ · ~r˙ )dt Integration by Parts
τ →0
τ →0 τ 0
τ
atoms
atoms
Assuming the bulk material is at rest, the sum on the left is zero. The integral on the
right is the average kinetic energy times −2, and the virial theorem tells us the total ought to
equal −3N kB T . Next, we imagine that the system is encased in a cube with sides of length
L with one corner at the origin. (The enclosing surface need not be a cube, but it makes for
a simpler derivation.) If the system is under hydrostatic pressure P, then each of the faces
experiences a force equal to −P L2 . The quantity F~ ·~r is then 0 for three faces (because their
normal coordinate is 0) and equal to −LP L2 = −P V for the other three faces. Our virial
for the pressure is then:

hWexternal i = −3P V

Lastly, we can write a virial for the internal forces only.
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Summing up, we have:

hWtotal i = hWinternal i + hWexternal i
*
+
X
→ −3N kB T = −3P V +
F~internal · ~r
atoms

1
N kB T
+
→P =
V
3V

*

+
X

F~internal · ~r

atoms

This gives us a way, then of calculating pressure – an external characteristic – in terms
of only internal quantities which a simulation gives us access to.
Both of the previous ensembles constitute what are called static calculations. If the
atoms in the simulation are permitted to carry velocity from one step to the next, then a
temperature for the entire simulation can be defined. Such simulations are called molecular dynamics(MD)[38]. There are three ensembles in general use that allow for a nonzero
temperature of a system, and they vary based on what thermodynamic variables are kept
constant during a simulation. The simplest of these is the NVE ensemble, also called the
constant energy or microcannonical ensemble. In this setup, the number of atoms, size of the
simulation box and total energy of the system is kept constant, but pressure and temperature
are emergent properties rather than parameters one attempts to control. The utility of this
ensemble is two-fold. First, it is the simplest computationally; no scheme need be put forth
to maintain a chosen temperature and pressure, and the atoms evolve only according to the
forces they exert on one another. Second, this means that atoms in a simulation are free
to exchange potential energy for kinetic energy and vice versa; this is important for, e.g.,
simulations where one desires to observe a sold-liquid phase transition.
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The other two common MD ensembles are the NVT (isochoric-isothermal, cannonical)
and NPT(isobaric-isothermal) ensembles. In both of these ensembles, number of atoms and
temperature are controlled; they differ in whether volume is kept fixed and pressure assumed
to be an emergent property, or whether pressure is kept fixed and the volume adjusted to
compensate.
Controlling the temperature in a simulation is a tricky problem[39]. Temperature is a
property defined by bulk average, but in a simulation, we have access to the kinetic energy
of only a very few atoms which are assumed to be part of a larger bulk material. The
average kinetic energy of the whole object is related to its temperature, but from statistical
considerations, we expect the average kinetic energy of any given portion of the system to
fluctuate. If T is temperature of the whole system and E is the energy of just our simulation,
then one expects that the probability density of observing our simulation with a total energy
E should be equal to[36]:

ρ(E) =

1 −βE
e
Z

Here, β is the usual 1/kB T and Z is the partition function of the system. One may
calculate the variance in the energy by the usual means σ 2 (E) = hE 2 i − hEi2 and use this
to estimate the size of energy fluctuations expected. For an NVT ensemble in contact with
a heat bath, energies are distributed according to a Maxwell-Boltzman distribution, and the
partition function is:

Z
Z=

e−βE(~p,~q) d~p d~q
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Here, we use p~ and ~q to stand for the 3N momenta and coordinates of a three dimensional
system of N particles. Proceeding, we have:

1
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So, we expect energy fluctuations to depend on the heat capacity and temperature of
the system. We should like very much if we can achieve a simulation setup that mimics
this behavior. The simplest method for achieving a constant temperature is to rescale the
velocities of all particles in the system so that their average matches the desired temperature
according to the equipartition theorem. This is essentially the idea behind the Evans thermostat, which requires the average kinetic energy be matched at every time step. A more
sophisticated approach is taken by Berendsen [40] which requires that the average kinetic
energy of the system tend toward the desired value by scaling the unconstrained velocities
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of the atoms:


vs = vu

∆t
1+
2τ




T0
−1
T

Here, vs and vu are the scaled and unscaled velocities, ∆t is the length of the simulation
timestep, T0 is the target temperature, T the current temperature and τ is a parameter
chosen to control the strength of the tendancy toward T0 .
Unfortunately, this approach does not lead to a cannonical ensemble – the kinetic energies
of the particles, e.g., are not guarenteed to follow a Boltzman distribution. It is possible
to force a cannonical ensemble through velocity rescaling. Bussi, et. al.[42] showed that if,
instead of choosing a constant target temperature, one drew the target kinetic energy at each
step from a canonical distribution of kinetic energies centered at the nominal temperature,
then one obtains a canonical distrubtion of energies in the simulation as a whole. However,
this technique is not in wide use; many applications still used Berendsen’s method despite
the fact it is only approximately cannonical.
Berendsen also employed a similar scaling factor to the distances and positions involved
in a simulation, and this Berendsen barostat does not suffer from the drawbacks that the
thermostat does. For an isotropic cubic system, all the atomic positions as well as the period
of the simulation box should be scaled by a factor µ, where ∆t and τ have the same meaning
as above, K is the isothermal compressibility of the system, P0 is the target pressure and P
is the current pressure determined by virial:

µ=1−

K∆t
(P0 − P )
3τ

Another route to controlling the temperature involves explicit interaction of the simulation with a heat bath through the use of coupled differential equations; this is the route
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taken by Nosé[43] and Hoover[44]. The Nosé-Hoover thermostat involves a modified Hamiltonian and 4 coupled differential equations. Here, q and p are position and their conjugate
momenta, V is the potential energy, X the degrees of freedom of the system (usually 3N-3),
s is a time scaling factor and ps is its conjugate momentum, and Q is a parameter that can
be thought of as the mass of the surrounding heat bath.

X p2
p2s
+
(X
+
1)k
T
ln
s
+
B
2ms2
2Q
p
ps
q̇ =
,
ṗ = F (q),
ṡ =
2
ms
Q
X p2
kB T
p˙s =
− (X + 1)
2
ms
s

HN H = V (q) +

Nosé showed that this methedology produced canonical distributions in both NVT and
NPT ensembles, and Hoover showed that, for appropriate choices of Q, a very large portion of
phase space would be sampled by this thermostat. Thus, this methedology is the thermostat
is in widest use for high precision molecular dynamics simulations.
Hoover began to modify these equations to be suitable for an isobaric-isothermal ensemble
as well, and this work was finished by Melchionna, et. al. [45]. Melchionna modified the
coupled differential equations of Nose and Hoover to include explicit drag terms representing
external effects from a pressure and temperature bath. In this form, ξ is a ”frictional” drag
coefficient and η is a strain rate coefficient. q0 is the coordinate of the center of mass of
system while qi and pi are the position and momenta of the various atoms. The parameters
vT and vP are thermostatting time scales for temperature and pressure, respectively, and D
is the dimensionality of the system (generally, 3).

q˙i =

pi
+ η(qi − q0 )
mi

ṗi = Fi − (η + ξ)pi
24

ξ˙ = vT2
η̇ =




T (t)
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V̇ = DV η

In this formalism, it is easy to see that fluctuations from the target pressure and temperature cause a change in the drag coefficients that in turn cause the system to tend back
toward the equilibrium pressure and temperature. Melchionna shows that these coupled
equations lead to an exact canonical distribution and, eloquently, to a Hamiltonian which is
quadratic in the drag coefficients and makes clear that this formulation governs temperature
and pressure fluctuations with a spring-style harmonic oscillator. Namely:

dN kB Text
H = K + U + Pext V +
2



η2
ξ2
+
vT2
vP2



Despite the extensive work done by Melchionna, this formalism is generally referred to
as the Nosé-Hoover barostat.

2.2

Periodic Boundary Conditions

The properties of surfaces and bulk materials are, in general, quite different. To prevent
simulations of bulk material from being unduly influenced by the surface atoms in a simulation box, it is desirable to minimize the portion of atoms which are on the surface of the
simulation.
Commonly, this problem is solved via the imposition of periodic boundary conditions.
The original simulation box is called the unit cell and every atom has a potentially infinite
number of images. The language of multi-dimensional algebra employed by Parinello and
Rahman is ideal here[46].
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The natural or lattice vectors of a unit cell, ~a, ~b and ~c, need not be perpendicular to one
another so long as their scalar triple product is positive and nonzero. In general, we might
write the vectors of the crystal lattice in terms of Cartesian coordinates. Let h be the matrix
whose columns are the components of the lattice vectors.



ax bx cx 



h=
 ay b y c y 


az b z c z
The metric tensor for this space is G=hT h; for an orthonormal basis set this reduces to
the identity matrix. The volume of the unit cell is the usual scalar triple product ||h|| =
~a · (~b × ~c). An arbitrary position inside the unit cell can be written as ~r = ~sh where ~s has
components α, β, θ which are of magnitude 1 or less; vecs is called the fractional coordinates
of the atom. For λ, µ, ν ∈ Z we define an image vector ~t = (λ, µ, ν). For every real atom
inside the unit cell at position ~s, there exist images of that atom at positions (~s + ~t)h.
Physically, this allows atoms that are near the boundary of the unit cell to experience long
range forces as if they were in the bulk. In practice, only the nearest few images are ever
sampled; all atomic simulations specify a cut off distance beyond which interatomic forces
are defined to be zero.
Sampling images of the unit cell does not, unfortunately, increase the degrees of freedom
of the simulation. Critically, this means that any periodic behavior in the structure of the
simulation, e.g. phonons, have a maximum wavelength equal to the shortest length of the
unit cell.
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2.3

Elasticity

Elasticity is a basic material property that describes the response of a bulk material to
compression or tension. In macroscopic terms, we write:

P =K

∆V
V

Here, P and V are pressure and volume and ∆V /V is the fraction by which the volume
of the object has changed. K is called the bulk modulus of the material. Similar definitions
follow for the uniaxial Young’s modulus (P = Y ∆L/L), shear modulus (P = S∆x/y)
and others. Our main concern is with the bulk modulus. In statistical mechanics, it is
more precisely defined as a derivative at constant temperature, a formulation that admits a
nonlinear relationship between stress (applied pressure) and strain (mechanical deformation
in response to stress) at large stresses.

1
1
=−
K
V



∂V
∂p


T

Materials with a large bulk modulus exhibit high stiffness – that is, they remain rigid
under tensile or compressive load.

Bulk modulus is also related to the hardness of a

material[47, 48]. Knowledge of a material’s stiffness and hardness is key for materials with
mechanical applications, and so the ability to estimate these properties from atomic simulations is very desirable, especially with materials that may be difficult or costly to synthesize
for experiment. Fortunately, there are many equations of state which allow predictions of
macroscopic quantities, like the bulk modulus, from microscopic motions of atoms.
In general terms, an equation of state is a function that relates various thermodynamic
state variables such as pressure, temperature, and volume. The most well known equation of
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state is the ideal gas law – P V = N kB T but this is only approximately true for gases and not
at all correct for solids. A popular equation of state for solids is the Birch-Murnaghan[49, 50]
equation of state which relates the pressure and volume of a compressed solid. It is derived
by assuming that the strain energy can be written as a Taylor series of the strain. With that
expansion taken to 3rd order, the pressure as a function of volume can be written as:



3 0
3K 7
5
2
1 + (K − 4)(f − 1)
f −f
P (V ) =
2
4
Here, K’ is the pressure derivative of the bulk modulus and f = (V0 /V )1/3 with V0 being
the volume at zero stress. Relative volumes can be easily had from simulation. Pressures can
be evaluated by virial, and indeed, a data set at regularly spaced pressures can be generated
by suitably altering the volume of the simulation box. An equation of state such as BirchMurnaghan gives us a way to estimate the bulk modulus from a set of pressure and volume
data. Because the expansion of the strain energy is taken about P=0, however, there is no
reason to expect the Birch-Murnaghan equation to accurately predict the P-V relationship
at high pressures. In this work we have instead used the Vinet equation of state[51] which
yields better results at high pressure. The form for this equation of state is:

P (V ) = K

3(1 − f ) 3/2(K 0 −1)(1−f )
e
f2

For equation of state fitting, we make use of the excellent program EoSfit[53, 54, 55, 56]
by Ross Angel. It has, unusually for scientific software, a usable GUI along with robust
non-linear fitting and a large variety of equations of state for fitting isothermal, isobaric or
phase transition data.
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2.4

Thermal Expansion

Objects tend to expand as their temperature increases. For small changes in temperature,
this is approximately:

Vf
= α(Tf − T0 )
V0
Here, α is called the coefficient of thermal expansion. More precisely, it is defined by the
thermodynamic relationship:

α=

1 ∂V
1 ∂S
=−
V ∂T
V ∂P

In general, there is no requirement on the shape of the function α(T ) except that α(0) = 0
(a consequence of the minimum entropy at T=0K) and that it is generally observed that

dα
dT

is approximately constant for high enough temperatures.
In simulation, estimates of the expansion parameters are made by employing a thermostatting method, described above, then rescaling positions and box size until the average
pressure is zero. If this process is done at a number of nominal temperatures, a set of
volume-temperature data may be built up.
In this work, we use the Kroll[52] equation of state. The Kroll thermal equation of state
is an interpolation between the observed linearity of the thermal expansion coefficient at
high temperatures and the thermodynamic requirement that the coefficient vanish at T=0
K. It incorporates information about a materials bulk modulus and first derivative and the
Einstein temperature of the material in addition to temperature-volume data to produce an
estimate for the thermal expansion coefficient at any desired temperature. The actual form
of the equation of state is sufficiently complicated that we refer readers to the cited paper
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Figure 2.1: The relative enthalpy per atom of hcp versus fcc phase copper as predicted by
DFT. Copper has no known solid-solid phase transitions and, appropriately, the enthalpy
for the hcp phase is always higher than that of the fcc phase.
rather than reproduce it here. As before, we make use of the EoSfit software for fitting
simulated data to thermal expansion curves.

2.5

Phase Transitions

Frequently, the preferred crystal structure of a solid is not well known or it is suspected that a
solid-solid phase transition might occur at some pressure. In this case, it is possible to develop
pressure-volume data sets for several competing structures and compare the enthalpy(H =
U + P V ) per atom of each structure as a function of pressure at T=0K. As a first order
consideration, the structure with the lowest enthalpy at a given pressure is said to be favored.
This does not take into account the effect of temperature or chemical environment; it may
well be that,e.g., at finite temperatures, there are vibrational instabilities that cause a ”nonfavored” structure to be observed in experiment. It is possible to estimate these effects by
either considering the phonon spectrum of the material or by molecular dynamics simulation
to build up a set of pressure-temperature-volume data. In the current work, we do not make
this attempt – the simple structures at work make it unnecessary.
This does not guarantee that the material will actually be found in its favored phase
in experiment. There may be a large kinetic barrier between phases that make it difficult
to transition to a lower enthalpy phase from a higher one. That is, even though a lower
enthalpy phase exists, the structure must pass through a higher enthalpy configuration in
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Figure 2.2: Examples of three different possible crystal structures. In blue is the facecentered cubic (fcc) structure, in red is the body-centered cubic (bcc) structure and in green
is the hexagonal close-packed (hcp) structure. Image made with the visualization software
VESTA[57].

R
Figure 2.3: PDF for a hot, but solid simulated material. Though the peaks of the function
are widened by heat, the presence of many well-defined peaks marks it as in its solid phase.
order to reach it.
Additionally, there is no guarantee that any of the structures considered are the native
structure of the material. In general, it is impossible to find the global minimum of a function,
only to find local minimums in restricted ranges. This holds true for choosing favored crystal
structures, as well; there may be some more favored structure which is not considered.
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2.6

Melting

Solid-liquid phase transitions are generally processes that begin at the surface of an object[58]
– that is, the center of a melting ice cube is the last bit to go. However, in a system which
is applying periodic boundary conditions to eliminate surfaces, it is difficult to observe a
melt directly. One solution to this problem is the so-called sandwich, or phase coexistance,
method[59]. In this method, the simulation box is filled with three ”slabs” of material – the
outer two are solid and the inner liquid. Appropriate positions and velocities for the particles
in the various slabs are obtained by simulating them separately for some length of time. The
solid portions are simulated at a high temperature that is below the expected melting point,
and the liquid region is melted at a very high temperature and then gradually cooled to just
above the expected melting temperature. The three slabs are then simulated together in an
NVE ensemble with no temperature control. In this way, an interface surface is created and
melting (or recrystallization) can proceed. If the temperatures chosen are reasonably near
the melting point, then the release or absorption of latent heat should ensure the equilibrium
temperature of the system is the melting temperature of the material. If the temperatures
are chosen too cold, then recrystallization is observed. If the temperatures are chosen too
hot, the entire simulation melts. A plot of Energy vs. Temperature will show a discontinuity
at the melting temperature equal to the latent heat of fusion for the material.
To fully equilibrate the three slab system is fairly costly computationally. We employ
a related method in this work. Two slabs, one liquid and one solid are used. After being
equilibrated separately, they are brought together in an NVE ensemble. After a relatively
short simulation time, we analyze the area of the simulation box near the interface surface.
We make use of a pair-distribution function (PDF) to analyze the phase of the material.
A PDF measures the relative frequency of interatomic distances. In a perfect crystal, one
observes sharply defined interatomic distances; for a liquid, one observes a closest approach
between atoms but no structure beyond that. We used a PDF to determine the phase of
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a thin slice of atoms to either side of the interface surface. If the region on the formerly
solid side had turned liquid, we concluded that the temperature surrounding the interface
was above the melt temperature; similarly, if the liquid region had solidified, we concluded
the temperature surrounding the interface was below the melt temperature. In this way, we
were able to bracket the predicted value of the melting temperature.

2.7

Viscosity

Viscosity has a number of equivalent macroscopic descriptions–a fluid’s resistance to flow or
deformation, or its tendency toward transverse momentum transport. The typical picture
given is that of a Couette flow, with the fluid trapped between two infinitely large plates.
The top plate is constrained to some velocity u and the bottom plate is at rest. The fluid in
contact with each of these plates shares its velocity. We imagine the fluid divided into many
different thin layers and that each experiences a frictional force with the adjacent layers. To
avoid being slowed by the layer below it, each layer must experience a positive force per area
from the layer above it equal to:

∂u
F
=η
A
∂y
This equation is sometimes called Newton’s law of viscosity. The value η is called the
dynamic viscosity of the liquid. Frequently, the quantity of interest is the viscosity per mass,
ν = η/ρ which is called the kinematic viscosity. It is possible to set up a Couette flow
in a simulation directly, though the setup is non-trivial. First, the thermostatting of the
simulation must be altered so as to not control the velocity of atoms in the direction of the
flow; the temperature thus obtained is less than precise.
Second, the velocity of the ”boundaries” of the flow must be controlled carefully. A simple
implementation would involve the layer of atoms at the +y boundary of the simulation held
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to a velocity u0 and the layer of atoms at the -y boundary held to a velocity of zero. However,
this would require us to break the periodic boundary conditions in the y direction. A more
sophisticated solution involves causing a flow at the center of the simulation box and, once
equilibrium is reached, considering only the relative velocities between the controlled layer
and the layer at the ± y boundary.
Third, the force needed to maintain a maximum flow velocity needs to be tracked. It is
not enough to simply fix the velocities of the controlled layer so that vx = u0 by definition.
The velocity of the controlled atoms must be allowed to slow through contact with noncontrolled layers and then a force applied to accelerate the controlled atoms back up to the
nominal velocity. The average force needed to maintain the speed of the controlled layer
divided by the dimension of the x-z plane in the simulation box provide the left hand side
of Newton’s law of viscosity, above. The gradient on the right hand side can be determined
by observing vx (y) for all the atoms being simulated. An estimate for viscosity can thus be
made.
This method can be quite costly computationally. Couette flow does not begin instantaneously, and so the simulation must be equilibrated for some time before statistics are
gathered for analysis. Also, it generally requires a large number of atoms to be simulated
to acquire good averages for the high temperature systems under consideration. Lastly, the
approximations that must be made with regards to thermostatting makes a study of viscosity
as a function of temperature problematic. However, it does have the benefit of being able to
study viscosity as a function of u0 .
Another method of studying viscosity makes use of Green-Kubo relations, and this is the
method we use in this work. In general, Green-Kubo formulas relate a transport coefficient
to the time integral of an autocorrelation function[60, 61, 62]. For viscosity, the relationship
is
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η=

V

Z

kB T

∞

dthPxy (0)Pxy (t)i
0

Here, Pxy is a component of the stress tensor; for linear materials, any off-diagonal
component is sufficient, since all off-diagonal components should be uniformly small and on
average zero. In practice, though the integral is over all time, the autocorelation goes to
zero relatively quickly, and so an integral over finite time can be sufficient. This method is
cheaper computationally than the method described above. The liquid system need merely
be equilibrated at the desired temperature and then observed for some length of time. No
approximations to the thermostat of the system are required, and so a study of viscosity as
a function of temperature is straightforward. However, it is impossible to vary u0 in this
implementation; indeed, the Green-Kubo viscosity can be thought of as the limit as u0 → 0
of the above implementation.

2.8

Shock Compression

In the discussions of elasticity and thermal expansion above, an unstated assumption was that
the volume of the material varied relatively slowly. For some applications, this assumption
is inappropriate. Under dynamic compression, materials may manifest shock waves, exhibit
greater or lesser stiffness than expected, change phases unexpectedly, or liquefy, among other
interesting behaviors. A large body of work has been built up examining the thermodynamic
behavior of materials under dynamic compression[98, 99, 100, 102, 103, 105, 106, 107, 108,
109, 101, 110, 111, 104]. Shockwaves may be induced in a material through impact of a
piston or flyer plate, impingement by a pulsed laser, or exposure to an explosion.
One-dimensional shockwaves in both fluids and solids are governed by the RankineHugoniot[77, 78] conditions which correspond to a conservation of mass, momentum and
energy across a shock front. A shockwave travels through a material at some speed, Us after
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being struck by a piston at speed Up . The unshocked material in front of the shockwave has
quantities denoted by a subscript 0, whereas the material behind the shockwave is denoted
by subscript 1. The total energy (E), total pressure (P), pressure in the shockwave direction
(Pzz ) volume (V) and density (ρ) in a 1-dimensional shockwave passing through a solid obey
the following relationships.[79]

ρ0 = ρ1 (Us − Up )

Conservation of Mass

Pzz = P0 + ρUs Up

Conservation of Momentum

1
E1 = E0 + (Pzz + P0 )(V0 − V1 )
2

Conservation of Energy

There is, in general, no simple relationship between Us and Up . However, for Up on the
order of the acoustic speed of the material, a linear relationship is often observed.

Us = c0 + sUp

Here, c0 is the bulk acoustic speed and s is a parameter obtained from fitting a set of Us − Up
data.
Producing a shockwave in a simulated material is theoretically straightforward but computationally expensive. In practice, one needs a very large number of atoms in order obtain
good statistics; in particular, one wishes to have the simulation box be long in the direction
of the traveling shock so that the shockwave can be observed for a relatively long time.
To simulate a shockwave, a system is first equilibrated at some low temperature before
switching to an NVE ensemble – one wishes to observe, rather than control, the temperatures
and pressures created by the shockwave. A thin layer of atoms at the -z boundary of the
simulation box is given a fixed velocity in the +z direction; these atoms serve as the piston.
The shockwave is analyzed at multiple times over as long a period as may be. One considers
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the velocity of the simulated atoms as a function of the z component of their position. For
atoms in front of the shockwave, v̄(z) = 0 and for atoms behind the shockwave, v̄(z) = Up .
Thus, an estimate of the shockwave’s speed may be built up by examining multiple snapshots
from the simulation. If this procedure is performed for multiple values of Up , simple regression
can produce an estimate for the value of c0 and s.
Because of the large computational cost associated with this method, several attempts
have been made to estimate Hugoniot parameters through less expensive means. The most
successful method is the Hugoniostat method of Ravelo[80]. In this method, a specified
target pressure is specified, and volume and temperature are treated as parameters. The
thermostat for the simulation is a Nose-Hoover thermostat with one modification – the target
temperature is updated at regular intervals according to an iterative scheme based on the
third Rankine-Hugoniot condition above.

Ti+i = Ti +

1/2(Pref + P0 )(V0 − Vi ) + E0 − Ei
Ndof kB

Ndof refers to the total degrees of freedom of the simulation (often 3N-3), Pref is the
target pressure, P0 and V0 are the initial pressure and volume of the system, Ti and Ti+1
are the current and next target temperatures and E0 and Ei are the initial and current
total energy of the system. Between updates of the thermostat, the volume of the system is
optimized so as to reach the target pressure. By controlling which dimensions of the system
are free to move, one can control whether the simulated shock is uniaxial or isotropic. In
this sense, Up and Us are treated as parameters that connect the pre- and post-shock states
of the system which are specified by Pref and P0 . Unfortunately, as of this date, our shock
simulations have not been cleared for export by Los Alamos National Labs and so our results
here can only be discussed in generalities.

37

Chapter 3
Aluminum and Copper Simulations
Our main work concerns the suitability of several simulation methods to the problem of
bulk metal of aluminum and copper; in fact, it is aluminum which interests us primarily,
but copper serves as a useful check and validation for the methods used. The main ore of
aluminum is bauxite, a sedimentary rock composed of several mixed minerals. Its primary
components are two hydroxides of aluminum, Al(OH)3 and AlO(OH) but also contains oxides
of iron and titanium as well as aluminum clay (Al2 Si2 O5 (OH)). Alloys of aluminum[81] are
commonly used in transportation and aerospace applications due to its adequate strength
and low density, in food packaging because of its resistance to corrosion and in electrical
applications because of its high conductivity. The primary oxide of aluminum, called alumina
(Al2 O3 ) is very hard and chemically inert, and so it sees use as an abrasive and catalyst in
industrial applications[82]
Copper is much denser than aluminum but also more highly conductive for both electricity
and heat. Roughly half of all copper production is for electrical wiring[83] with much of the
rest being used for motors, generators, integrated circuits, printed circuit boards, heat sinks
and the like. Copper is one of the few metals that naturally occurs as a native metal,
and historically, this was the form which was first used. In modern times, most copper is
extracted from sulfide minerals, primarily chalcopyrite (CuFeS2 ) and bornite (Cu5 FeS4 ).
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Aside from the general usefulness of these two metals, they also make good test cases for
theoretical work. Copper is very nearly a Drude metal[84, 85] in its electrical behavior and
in normal conditions, each atom contributes only a single electron to the conduction band.
More importantly for this work, copper has no known pressure induced phase transitions and
a relatively high melting point. Aluminum has one pressure induced phase transition, but
it has only three valence electrons and no d-orbitals in its ground state which makes it an
electronically simple metal. Thus, these systems serve as good benchmarks for the validity
of the methods employed.
Aluminum has been very well studied experimentally and theoretically. As mentioned, the
ground state of aluminum at ambient pressure lacks d-orbitals and has a well understood facecentered cubic (fcc) structure, and so it has been used as a test case for ab initio computations
since the 1970s[86, 87]. Later work attempted to calculate the phase transition pressure of
aluminum using different functionals and algorithmic details; a phase transition from fcc to
hexagonal close packed (hcp) structures at pressures between 120 GPa and 360 GPa was
predicted.[88, 89, 90] An all electron ab initio calculation for aluminum was published in
1996[91] and predicted a transition pressure(205 ± 20 GPa) that is in good agreement with
current work[93] in theory and experiment. Recently, theoretically work in the multi TPa[92]
range suggested the presence of several high pressure polymorphs at pressures far exceeding
those considered in this work.
Observation of a solid-solid phase transition has proved elusive until recently, but the
equation of state is well studied. A recent multiphase equation of state for aluminum [94]
incorperates a large amount of experimental data from static anvil compression[95, 96, 97],
laser and flyer driven dynamic compression[98, 99, 100, 101, 102, 103, 104, 105, 106, 107, 108,
109], and underground nuclear tests[110] among other data sources. That work builds on
considerable earlier attempts to build a comprehensive equation of state for aluminum.[112,
113, 101, 114, 115]
In 1994, Greene et al. performed diamond anvil experiment which reached 219 GPa
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without finding a phase transition. [116] This seemed to contradict earlier shock work[117]
that suggested the existance of a high pressure phase transition. However, in 2006, Akahama
et al. performed diamond anvil cell experiments on very pure aluminum foil up to 333 GPa
and found the onset of an fcc-hcp transition at 217 ± 10 GPa[118] – in excellent agreement
with the 1996 calculations of Boettger and Trickey [91].
It is desirable to have both highly efficient and highly accurate ways of modeling the
behavior of aluminum. Density functional theory, though able to produce highly accurate
results, is also very computationally expensive, and the limits on cell size prohibits studies
of many dynamic properties of the material. Empirical methods like the embedded atom
method, on the other hand, are very cheap computationally, but their accuracy is not guarenteed when considering thermodynamic states far from the region over which the potential
is fit. In fact, the embedded atom method is known to perform more poorly for aluminum
than for other fcc metals like copper, and this study aims to evaluate the ways in which it
succeeds and the ways in which it fails.

3.1
3.1.1

Potentials
DFT

For DFT calculations, we made use of the PBE[119] psuedopotentials for both aluminum
and copper which are distributed with the program VASP[16, 17, 18, 19, 20, 21, 22, 23].
There are a few parameters which need to be decided upon before proceeding with a series
of DFT calculations. The most important of these are the cutoff energy and the density of
the k-point grid. The cutoff energy determines how many terms are included in our Fourier
representatioin of the electronic wavefunction; all terms with plane wave energies greater than
the cutoff are excluded. The k-point mesh determines the locations in the simulation cell
where energies and densities are calculated explicitly; for all off-point locations, interpolation
between the nearest k-points are used.
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Al
kpoints
23
43
63
83
103
123
83
83
83
83

cutoff
energy
(GPa)
700
700
700
700
700
700
500
600
800
900

cell
volume
(Å3 )
67.87
66.07
66.04
66.01
66.04
66.1
65.98
65.98
66.02
66.01

bulk
modulus
(GPa)
78.8
83.2
83.8
83.2
83.2
83.1
83.6
83.5
83.1
83.2

Cu
kpoints
23
43
63
83
103
123

cutoff
energy
(GPa)
500
500
500
500
500
500

cell
volume
(Å3 )
50.1
48.8
48.13
48.11
48.05
48.06

bulk
modulus
(GPa)
124.6
124.8
138.1
139.1
141.11
140.6

Table 3.1: Summary of convergence testing for Al and Cu PBE pseudopotentials.
We set about performing convergence tests. It was decided that we desired both convergence in the predicted cell volume at zero pressure and temperature as well as the bulk
modulus at zero temperature. We summarize our results in Table 3.1. For aluminum, we
concluded that k-point grid containing at least 83 points and a cutoff energy of at least 800eV
was nessecary for adequate convergence. This is significantly above the default cutoff energy
of 500eV. For copper, we determined that 103 points and a cutoff energy of 500eV were sufficient. For each combination of k-points and cutoff energy, we generated a cold curve and
used a 3rd order Birch-Murnaghan equation of state fitting to estimate a bulk modulus. For
comparison, we also performed calculations with LDA psuedopotentials; for copper, there
was relatively little difference, but for aluminum, PBE pseudopotentials produced uniformly
better results.

3.1.2

EAM

The National Institute of Standards and Technology(NIST) lists seven EAM potentials for
pure aluminum[120] and four modern potentials for copper as of this writing. We describe
these briefly in roughly chronological order.
Yuri Mishin has been prolific in the field of embedded atom method research, and his
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original EAM potential for aluminum (M99) with Farkas, Mehl and Papaconstantopoulos
has been cited over 600 times. [121]. In the original paper, Mishin et.al. calculated a
number of near-ambient properties including atomic volume, elastic moduli, phonon frequencies and defect and surface energies that agree very well with experimental and ab
initio data. Other authors have used this potential to study a great range of properties
including stacking fault energies, [122, 123] shock loading,[124] dislocation interactions,[125]
grain boundary interactions,[126] and fracture rates.[127] It has also been used as the basis
for potentials modeling Ni-Al alloys,[128] and Tantalum.[129] Mishin, Mehl and Papaconstantopoulos, along with A.F. Voter and J.D. Kress (Mishin), also developed a widely used
copper potential[132] that has been cited more than 800 times. Mishin also worked with
Rajendra Zope to develop a potential for the Ti-Al alloy system,[130] and this potential
(ZM) is worth evaluating in its own right; it has been used to study, among other things,
structural properties of metallic glasses.[131]
In 2000, Sturgeon and Laird (SL) reparameterized an existing potential to focus on
simulating the melting temperature of aluminum, [133] and this potential has been using in
strain-energy and melting simulations.[134, 135]
Liu, Ercolessi and Adams (LEA) in 2004 proposed a new model for aluminum that was
heavily reliant on DFT to provide many data points in areas of phase space which is difficult
to reach by experiment.[34] This potential has been used to study, among others, melt
properties,[137, 136] shock loading,[124, 138] and twinning deformation.[139]
Zhou, Johnson and Wadley(ZJW) in 2004 published a set of parameters for an EAM
potential which grew out of their study of vapor-deposited layered alloys[140]. The aluminum potential contained therein has been used to study high entropy alloys and[141]
Al-Fe interfaces[142] among other systems. Their method of generating parameters has been
included in the default LAMMPS installation as the eam database tool that generates potential files for a variety of metals. In this work, we use both their aluminum and copper
metal potentials.
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Figure 3.1: Predicted cold curves for aluminum and copper using DFT and EAM simulation
methods. Solid lines are aluminum and dashed lines are copper.
Mendelev, Kramer, Becker and Asta(MKBA) in 2008 developed potentials for both aluminum and copper that focused on reproducing accurate melting tempetatures and liquid
structures. [143] These potentials have been used to study solid-liquid interface boundaries[144]
and melt properties.[137, 148] This work evaluates both their aluminum and copper metal
potentials.
Lastly, we consider an unpublished copper potential of Mendelev and King (Mend) which
is described as an improvement on his 2008 work, particularly in the description of stacking
fault energies.
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Al

V0
K0
(Å3 ) (GPa)
GGA
16.52 77.1
LDA
15.84 83.7
LEA
16.39 75.1
M99
16.61 76.0
MKBA 16.55 74.9
SL
16.61 76.0
WKG
16.30 79.1
ZJW
16.61 65.7
ZM
16.61 77.3
EXP[118] 16.6
72.7

K’

Cu

V0
K0
(Å3 ) (GPa)
4.601
GGA
12.06 128.8
4.60
LDA
10.97 175.4
5.68
MKBA 12.05 122.8
3.95
Mend
12.05 122.8
10.4
Mishin
11.81 127.8
3.95
ZJW
11.81 140.2
4.49 EXP[147] 11.81
137
3.83
4.44
4.83

K’
5.55
5.46
13.94
13.94
5.62
4.26
5.59

Table 3.2: A summary of cold curve parameters produced by both DFT and EAM simulations
for aluminum and copper compared to experimental results:the ambient pressure volume
3
(V0 , inÅ /atom), bulk modulus (K, in GPa) and first pressure derivative (K’). Experimental
reference is at ambient temperature.

3.2
3.2.1

Results
Cold Curve

As with all data sets generated for this work, we employed control scripts to perform calculations at our desired thermodynamic conditions. The format of a LAMMPS input file lends
itself well to data sets as well as individual calculations; there exists syntax for loops, editing
persistent variables and even calling shell commands. VASP is better suited for individual
calculations and a bash script is used to edit VASP input files and call the VASP executable
to perform calculations.
A similar concern exists for post calculation analysis. LAMMPS has a robust set of
analytic functions built in to its scripting language, and one may track, average or sum any
thermodynamic quality by species, region or label. Relatively little external scripting must
be done for analysis. VASP has no such functions. Analyzing a VASP output file consists
of building a utility that searches for keywords in the OUTCAR, CHGCAR or OSZICAR
file and tracks relevant quantities. The raw output of a VASP calculation includes position
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and velocity of atoms as well as forces on the atoms, the thermodynamic quantities of the
system and the wavefunctions that produce those ground state estimates.
For the cold curve calculations, we controlled the target pressure of the system as discussed in the previous chapter and left the volume as a free parameter; nominal pressures
were increased by 50 GPa between volume optimizations. Both VASP and LAMMPS report
the pressure and volume of the optimized system, and EoSfit was used to fit the pressurevolume data to a Vinet equation of state.
Both DFT and EAM produce excellent predictions for the ambient pressure atomic volume of Aluminum and Copper. However, we are mostly interested in the high pressure
behaviors of these potentials. For DFT calculations, a cell of 4 atoms was considered, while
for EAM calculations, 32 atoms were used.
Table 3.2 summarizes the fit parameters from a Vinet equation of state fitting from all
eleven potentials plus GGA and LDA functionals. Pressure-volume data for these simulations
are plotted in Figure 3.1.
For copper, the GGA functional predicts a bulk modulus of 129 GPa when fit to pressures
under 200 GPa, which is in good agreement with experiment; the LDA functional significantly overestimates the bulk modulus while underestimating the atomic volume at ambient
pressure. The ZJW potential is slightly harder than the GGA prediction and the Mishin
potential is slightly softer; both are reasonably good calculations; in fact, the ZJW potential
reproduces the experimental bulk modulus most exactly. The MKBA and Mend potentials
produce unphysical curves that preclude fitting to an equation of state over the whole range
of pressures; the tabulated values are from a fit to data points under 20 GPa. At pressures
under 20 GPa, the Mend and MKBA potentials produce nearly identical results.
For Aluminum, the GGA functional predicts a bulk modulus of 77 GPa; this compares
favorably with experimental results. Once again, LDA underestimates atomic volume and
overestimates stiffness. The MKBA potential produces an unphysical curve and so, as with
copper, the tabulated values are fitted to data points under 20 GPa.
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Figure 3.2: Relative enthalpy curves for considered EAM potentials and DFT for aluminum;
the enthalpy per atom of the fcc phase is defined as 0. Note the different pressure scale on
the DFT plot. The upper DFT plot considers both hcp and bcc high pressure phases, while
the EAM plot considers only the hcp high pressure phase.

3.2.2

Phase Changes

Calculations performed to determine preferred crystalline phases are essentially identical to
those used to produce cold curves; the same number of atoms and barostats are employed in
both cases. The difference lies in the analysis. In this analysis, we examine the relationship
between enthalpy and pressure for multiple possible crystal structures; the structure with
the lowest enthalpy per atom is presumed to be the preferred phase at a given pressure.
Phase changes are one of the key reasons to be interested in high pressure simulation of
crystals, including metals. The fcc to hcp transition in aluminum was predicted via ab initio
calculations long before it was experimentally realized. Therefore, one would very much like
to be able to accurately reproduce the presence or absence of phase transitions in whatever
potential is used in simulation. Figures 3.2 and 3.3 plot the enthalpy difference curves for
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Figure 3.3: Relative enthalpy curves for considered EAM potentials and DFT for copper.
The enthalpy per atom of the fcc phase is defined as 0, and the relative enthalpy of the
(nonexistant) high pressure hcp phase is plotted as a function of pressure.

Al
GGA
LEA
M99
MKBA
SL
WKG
ZJW
ZM
EXP

V
P(GPa)
V0
215
0.5115
24
0.8267
13
0.884
22
0.867
13
0.884
22
0.836
36
0.763
39
0.761
217
0.51

V
Cu
P(GPa)
V0
GGA
N/A
N/A
MKBA
46
0.8495
Mend
46
0.8495
Mishin
52
0.8023
ZJW
75
0.7495
EXP
N/A
N/A

Table 3.3: Predicted transition pressures and strains for fcc to hcp phase transition in
aluminum and copper. Note: copper has no known pressure induced phase transition.
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Al
V300
α
Cu
LEA
16.63 47.8 MKBA
M99
16.69 46.7
Mend
MKBA 16.90 74.9 Mishin
SL
16.91 71.1
ZJW
WKG
16.7 79.1
EXP
ZJW 17.39 114.7
ZM
16.83 58.9
EXP
16.6
69

V300
12.17
12.17
11.96
12.14
11.81

α
32.9
32.5
49.4
65.5
49.5

Table 3.4: A summary of thermal parameters produced by both DFT and EAM simulations
at ambient pressure for aluminum and copper compared with experiment: the volume at
3
room temperature (V300 , in Å ) and the coefficient of bulk thermal expansion (α, in 10−6 K −1 )
aluminum and copper respectively. Table 3.3 summarizes the predicted pressures and strains
required for a fcc-hcp phase transition. These transition pressures and strains were obtained
via a linear fit of the difference in enthalpy per atom between the fcc and hcp phases for
pressures that resulted in nearly the same enthalpy for both phases.
DFT with the GGA functional is very successful in predicting the phase transition in
aluminum, yielding a value practically identical to experiment, and is likewise successful in
predicting the lack of a transition for copper. We reiterate, however, that to reproduce the
phase transitions in aluminum, cutoff energies of 700eV were required, which is considerably
higher than the default cutoff energy.
However, the performance for the various EAM potentials are fairly poor. In EAM
copper, phase transitions occur between 46 and 75 GPa despite copper metal being single
phase up to very high pressures. In EAM aluminum, all potentials predict a transition under
40 GPa.

3.2.3

Thermal Expansion

For thermal expansion data sets, a relatively large number of atoms were considered in
order to somewhat minimize the effect of local fluctuations in temperature. For the EAM
calculations performed here, we used simulation boxes of 13,500 atoms and a full Nosé-
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Figure 3.4: Thermal expansion curves for tested potentials of both aluminum and copper.
Closed circles are aluminum and crosses are copper.
Hoover barostat. The nominal temperature was increased in steps of 50K between volume
optimizations when producing the temperature-volume data sets analyzed in this section.
Table 3.4 summarizes the fitting parameters for the Kroll thermal equation of state.
Figure 3.4 plots the relaxed cell volumes at nominal temperatures for the eleven empirical
potentials.
In copper, the MKBA and Mend potentials overestimate the room temperature volume
and significantly underestimate the thermal expansion and the ZJW potential overestimates
both parameters. The Mishin potential is very close to experimental values both in room
temperature volume and thermal expansion.
In aluminum, there is a similar spread of predictions. All potentials, with the exception
of ZJW, produce reasonable predictions for room temperature volume. The LEA and M99
potentials significantly underestimate the thermal expansion, but the MKBA, SL and WKG
potentials only slightly overestimate the expansion. The ZJW potential has significant errors
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in both room temperature volume and thermal expansion.

3.2.4

Melting Point

LAMMPS has a built in function for analyzing the pair distribution function(PDF) of a
system. However, there exists no easy way to analyze the PDF of a system as a function
of z-coordinate, which is what was needed to determine melting point in the method we
chose. Instead, a custom utility was written for this purpose. Given a LAMMPS output
file that included lists of atomic positions as a function of timesteps, it produced a timeand chunk-averaged PDF of two phase system described in the previous chapter. Time
averaging was done on a relatively short timescale – about 1 ps – but this was sufficient to
reduce the noise associated with a relatively small number of atoms. The entire simulation
box consisted of 16000 atoms – half originally solid and half liquid – but each chunk was
only two atomic layers thick, or 800 atoms. The density of both phases were taken to be
that of the solid close to the expected melting temperature. This density was taken from the
thermal expansion data in the previous section, and the original guess at melt temperature
for each potential was taken to be the experimental melt temperature. For most potentials,
a second round of simulations was performed with an updated density once an estimate of
the melt temperature for that potential was obtained from a first round.
In determining the solid or liquid state of a chunk of the material, the third neighbor peak
was the most helpful metric. Longer neighbor distances could not be observed, as chunks
were designed to be approximately 8Å wide, and so examining fifth neighbor distances or
beyond would be probing the arrangement of a neighboring chunk. This technique works by
bracketing the melting point. If solid features are seen in what was originally a liquid chunk,
then it is above the melting point; if liquid features are seen in what was a solid chunk, then
it is below the melting point. If no movement of solid into liquid or vice versa is seen, the
temperature is deemed to be near the melting point. Melting point predictions are taken to
be the midpoint of the least upper bound and greatest lower bound of the melting point,
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Al
TM (K) σM (K)
Exp[146] 933.45
0.2
LEA
950
13
MKBA
976
2.7
M99
1091
15
SL
1043
9.5
WKG
870
30.7
ZJW
< 850
ZM
877
5.2

Cu
TM (K) σM (K)
Exp[145] 1357.95
0.2
MKBA
1405
11
Mend
1382
37
Mishin
1376
28
ZJW
1374
13.9

Table 3.5: Predicted melting points and estimated errors associated with those melting
points for the various potentials considered. Experimental values are taken from the NIST
handbook.
and the error is taken to be half width of that span.
Table 3.5 summarizes the melting point predictions obtained from the various potentials.
Not surprisingly, the variance among aluminum potentials is greater than that among copper
potentials. What is surprising is that, although there is a span of about 200K in predicted
melting temperatures, there is a span of more than 500K in liquid temperatures required to
produce the least upper bound on the temperature. Several potentials produced least upper
bounds with an initial liquid temperature of just 1000K. The M99 potential, on the other
hand, had a least upper bound produced by a liquid temperature of 1500K. This indicates
that the difference between the various aluminum potentials are not just constant offsets but
are instead differences in physical energetics; it indicates a large difference in the prediction
for the heat of fusion for aluminum metal. This simulation setup is, unfortunately, too coarse
to calculate the heat of fusion directly.

3.2.5

Viscosity

There are two complementary methods for calculating the viscosity of a melt. In this paper,
we focus on the Green-Kubo method. In the Green-Kubo method, it is impossible to evaluate
the effect of strain rate on shear viscosity; instead, it can be thought of as the limit as strain
rate tends to zero. Cherne and Deymier/citeCherne used EAM to examine the shear viscosity

51

Figure 3.5: Pair distribution functions of neighboring, same temperature chunks at the
middle of the simulation box. Both chunks are at or near the melting temperature but are
notably different phases.
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of aluminum at strain rates of 1011 s−1 and above as well as the equilibrium Green-Kubo
method that we use here. This strain rate is typical in non-equilibrium molecular dynamics
simulations and is constrained by the size of the simulation box and reasonable simulation
times. Experimental measurements of viscosity, however, typically occur at strain rates of 104
s−1 or lower. Thus, both equilibrium and non-equilibrium viscosity simulations are necessary
to provide predictions in the low and high strain rate limits, since experimental strain rates
can not be directly simulated. Cherne and Deymier reported a difference in viscosity of about
15% for the potential they considered when comparing the non-equilibrium and equilibrium
simulations. That is smaller than the difference between the various potentials that we
consider here.
For our Green-Kubo viscosity simulations, we used a simulation box of 4000 atoms.
Before statistics were gathered for the autocorrelation function, the system was equilibrated
at its nominal temperature for 10ps. Statistics were then gathered during each of several
10ps correlation periods, for a total simulation time of 1 ns at each nominal temperature;
the decay in the correlation function for each of these 10ps periods was then averaged to
create a final estimate of the viscosity at a given temperature. There is a 50K gap between
each nominal temperature studied. Several Arhennius plots for viscosity as a function of
temperature are shown in Figure 3.6, and the parameters are summarized in Table 3.6.
Viscosity as a function of temperature is assumed to follow an exponential relationship, and
this assumption is born out by the linearity of our Arhennius plots.

3.2.6

Hugoniot Line

Unfortunately, the results of our shock simulations are not fully export approved, and so this
section can only be discussed in general. Two methods of calculating the Hugoniot line were
used, as described in the previous chapter. The Hugoniostat simulation used a box of 4000
atoms and the NEMD simulation required 2 million atoms; the increase in simulation size
from Hugoniostat to NEMD did not necessarily result in higher quality results, especially for
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Figure 3.6: An Arhennius plot of the simulated viscosities of copper and aluminum. Experimental results are the recommended values of the review papers by Assael, et al.[149, 150]
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Al

η0
(mPa · s)
Exp[149]
0.185
LEA
0.2587
MKBA
0.2096
M99
0.2274
SL
0.1772
WKG
0.3925
ZJW
0.2957
ZM
0.2669

EA
Cu
η0
(eV/atom)
(mPa · s)
6.37
Exp[150]
0.379
6.32
MKBA
0.2034
5.71
Mend
0.2819
10.41
Mishin
0.5389
ZJW
0.6989
8.04
2.94
2.23
4.354

EA
(eV/atom)
24.68
74.05
47.87
19.31
6.56

Table 3.6: Parameters for an Ahrennius style relation for viscosity and temperature of the
form η = η0 eEA /T
shocks along face and body diagonal directions. In both types of simulations, we observed a
region of lower velocity shockwaves and higher velocity shockwaves in which particle speed
and shockwave speed appeared to have a different (though still linear) relationship. In the
Hugoniostat method, we observed sharp discontinuities in the Up -Us plots which indicated
an abrupt transition from one regime to the other; NEMD simulations are too expensive
computationally to build up sufficient data points to comment on how abrupt the transition
is.
In NEMD simulations, one observes the wave front directly, and a number of artifacts
were observed, including solitons and double shock profiles.[152, 153, 154]. It is unclear
whether these artifacts are features of the potential or artifacts of the simulation size. Due
to the computational costs involved with running simulations of 2 million atoms using 11
different potentials, it was infeasible to systematically compare these results with those from
an even larger simulation size.
For the Hugoniostat simulations, the Al potentials were able to accurately reproduce the
constant term in the Us − Up relationship, which represents bulk accoustic speed, but were
significantly different in the linear term when compared to experiment. For copper, neither
the constant nor the linear term were accurately reproduced. There are two interesting
features in these results. First, we note that simulations of copper using the given potentials
produced excellent results when using the NEMD method but quite poor results when using
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the Hugoniostat method. We understand this to mean that copper is actually well-described
by the EAM formalism, but that it is the Hugoniostat method (or our implementation
thereof) which describes the process of dynamic compression less well than might be desired.
On that note, however, multiple studies have produced excellent Us − Up curves for copper
when using non-equilibrium molecular dynamics (NEMD) methods[33] and another study
had difficulty matching an experimental curve for silicon using the Hugoniostat method with
ab initio rather than empirical calculations.[151]
It is interesting to note that all the studied potentials agreed very well with each other
using the Hugoniostat method despite differing significantly from experiment and from each
other in predicting elastic, thermal and Hugoniot parameters under the NEMD method.
This may, perhaps, point to an insensitivity in the Hugoniostat method itself.

3.3

Conclusions

In this work, we examine two physical reasons why EAM potentials might not perform adequately under high pressure loading. First, under the EAM formalism, the cloud of electronic
charge around an ion is considered to extend a finite distance, typically extended far enough
to encompass the first few nearest neighbors. In this study, all considered potentials had
a cutoff distance between 5.5 and 7.0 Å. At high pressures, we may be considering atomic
volumes which are half that of ambient volumes, and so at high pressures, additional pair
interactions are included in the energy calculations which are not present in ambient pressure
calculations.
A second problem is suggested by analysis of valence charge densities obtained from
DFT calculations; these results are depicted in Figure 3.7. Bulk copper metal is very nearly
an ideal Drude metal, with a uniforrm distribution of electron density outside of the ionic
cores. This aligns well with the core assumption made by EAM, and so copper may, at
least in principle, be well described by EAM. Aluminum, however, is quite different. The
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Al
rc
Cu
rc
LEA
6.06 MKBA 6.00
M99
6.29 Mend 6.00
SL
5.58 Mishin 5.51
MKBA 6.50 ZJW 6.40
WKG 6.37
ZJW 6.40
ZM
6.72
Table 3.7: Table of cutoff distances for all considered EAM potentials. Distances are in
Angstroms.
charge density of aluminum displays significant structure, with covalent-style concentration
of valence charge between aluminum atoms that persists up to phase transition pressure.
Aluminum may require a formalism that takes into account the torsional energy stored
in these bonds during nonisotropic loadings in order to be well-described. In this case,
attempting to describe Aluminum with EAM at high pressures or finite temperatures may
be difficult, indeed.
It is interesting to note where the various potentials showed similarity and differences.
There was, for the most part, excellent agreement among the 11 potentials studied when the
properties of stiffness and thermal expansion were studied and this agreement extended to
experimental and DFT work. However, there was also good agreement among the empirical
potentials when it came to phase changes, and yet those predictions uniformly did not agree
with experiment. This is interesting since L-J potentials,which we discussed earlier, are less
sophisticated than the potentials studied here but can be tuned to exhibit phase changes
between fcc and hcp phases at whatever pressure one likes (or to exhibit no phase change
at all) by tuning its parameters. It might be natural to think that since the properties that
contribute to phase changes, like stiffness, density and ambient volume, are predicted well
by EAM, we should get phase transition pressures ”for free”.
The problem might lie with the way the potentials were fit rather than the formalism itself. The method of fitting most often used is the so-called force-matching method pioneered
by Ercolessi and Adams[34]. This method is somewhat akin to spline interpolation, where
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Figure 3.7: Charge density maps of the 001 plane in aluminum and copper.Circlular structures are ionic cores.
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the potential is tuned to ensure exact matches to per atom forces and local energies predicted, usually, by DFT calculations. Other authors[155] have discussed difficulty with this
approach. By focusing on the energetics of atom level interactions, large discrepencies with
bulk properties may be observed. Instead, it may be more fruitful to focus on reproducing
bulk properties when choosing an objective function for the potential fitting.
To recommend a general potential for high pressure simulations, we looked at the normalized squared error for the various predictions which can be checked against experiment.
For example, when considering the bulk modulus of the LEA potential, we assign it a root
p
((75 − 77.8)2 /77.82 ) = 0.036. The potential with
normalized squared error as follows:
the smallest sum of these errors would be the most reliable in a least squares sense. The
properties we used for computing error included three values from the hydrostatic cold curve
(V0 , K0 , K 0 ), the coefficient of thermal expansion, α, and the viscosity parameter η0 . Using
this methedology, our recommendation for aluminum is the SL potential with a total error
of approximately 0.3; also acceptable were the ZM and M99 potentials, with a total error
of approximately 0.73 and 0.79 respectively. For other potentials, we recommend careful
consideration of the properties it reproduces before adoption into a more general simulation.
We recommend against the use of the MKBA and Mend potentials for any of the calculations presented here. Those two potentials were original fit for liquid simulations and so it is
not suprising that they perform very poorly for solid state applications like those this paper
considers.
There is much work left to do in this vein, and it is an active area of research for
many teams worldwide. There is some possibility of altering existing potentials to suit high
pressure simulations, e.g. by scaling the cutoffs or spacings used by the potential. More
likely, though, entirely new potentials will need to be fit and a richer set of reference data
be used to capture behavior under high pressure.
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I taught hands-on portion of introductory physics classes. Most notably, I wrote the lab
manual for the new Physics for a Better Environment class.
Mentor Tutor, Jan 2011 to Dec 2012
Academic Success Center, University of Nevada, Las Vegas
I tutored physics, chemistry and mathematics and trained other tutors to do so. I wrote
procedures for how to tutor physics to introductory students.

Research Experience
Current Use of particle swarm optimization schemes to fit force-field potentials for empirical
atomic calculations
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2016 to 2021 Density Functional Theory and Embedded Atom Method calculations of dynamic properties of metals
2013 to 2015 Density Functional Theory calculations of transport properties of alkali-rich
antiperovskites
2012 to 2013 Classical high-temperature calculations of mechanical properties of carbon
nanotubes

Publications and Conference Presentations
“Buckling of double-walled carbon nanotubes under compression and bending: Influence of
vacancy defects and high temperature annealing”, W. Wolfs, C. Tang, C. Chen, Journal of
Applied Physics, 114 174308 (2013)
“Teaching physics to non-physicists”, W. Wolfs, College Reading and Learning Association,
Houston 2012
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