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Abstract 
This work studies the design problem of feedback stabilizers for discrete-time 
systems with input delays. A backstepping procedure is proposed for 
disturbance-free discrete-time systems. The feedback law designed by using 
backstepping coincides with the predictor-based feedback law used in 
continuous-time systems with input delays. However, simple examples 
demonstrate that the sensitivity of the closed-loop system with respect to 
modeling errors increases as the value of the delay increases. The paper 
proposes a Lyapunov redesign procedure which can minimize the effect of the 
uncertainty. Specific results are provided for linear single-input discrete-time 
systems with multiplicative uncertainty. The feedback law that guarantees 
robust global exponential stability is a nonlinear, homogeneous of degree 1 
feedback law.  
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1. Introduction 
 
    Continuous-time systems with input delays have been studied extensively in the literature (see 
[1,17,18] and the references therein). However, discrete-time systems with input delays have been 
rarely studied. In many aspects the results in discrete-time systems are complementary to the 
results obtained for continuous-time systems. The papers [9,23] tried to extend the Smith 
predictor design for nonlinear discrete-time systems, which are feedback linearizable. The works 
[4,5,6,19,21] have provided results for discrete-time linear systems with input or measurement 
delays. In most cases where the delay is time-varying, the delay is considered to be an unknown 
perturbation of a nominal value and a predictor-based design is implemented. 
 
    It should be noted that discrete-time systems with input delays is a special class of systems with 
characteristics that are not met in continuous-time systems. The following list summarizes some 
of the differences between discrete-time systems and continuous-time systems: 
 
1) Discrete-time systems with input delays of the form  
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where nmnf ℜ→ℜ×ℜ:  is a mapping with 0)0,0( =f  and 1≥r  is an integer, or uncertain discrete-
time systems with input delays of the form 
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where lD ℜ⊆  is a non-empty set, Dd ∈  denotes the vector of unknown time-varying paramenters 
(uncertainties), nmnDF ℜ→ℜ×ℜ×:  is a mapping with 0)0,0,( =dF  for all Dd ∈  and 1≥r  is an 
integer, are always forward complete. This is a major difference with continuous-time systems, 
where forward completeness is not guaranteed. 
 
2) The closed-loop system (1.1) with the feedback law 
 
))1(),...,(),(()( −−= turtutxKtu                                                   (1.3) 
 
where mrmnK ℜ→ℜ×ℜ:  is a mapping with 0)0,...,0,0( =K , or the closed-loop system (1.2) with the 
feedback law (1.3), are again finite-dimensional discrete-time systems, i.e., the feedback law (1.3) 
preserves the qualitative characteristics of the system. This is in sharp contrast with continuous-
time systems: as shown in the literature (see [1,17,18] and the references therein) the closed-loop 
system of a finite-dimensional control system with input delays and a feedback law that depends 
on the history of the input is a system with very different characteristics (it is not a finite-
dimensional system). To see why the character of the system is preserved for discrete-time 
systems, we should note that system (1.1) is equivalent to the system: 
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and system (1.2) is equivalent to the system: 
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Indeed, it is straightforward to verify that the following equalities hold: 
 
)1()( irtutyi +−−= , for ri ,...,1=  and irt −+≥ 1                                   (1.6)  
 
Therefore, the closed-loop system (1.1) with the feedback law (1.3) is equivalent to the closed-
loop system (1.4) with  
 
))(),...,(),(()( 1 tytytxKtu r=                                                   (1.7) 
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Clearly, the closed-loop system (1.4) with (1.7) is a finite-dimensional discrete-time system. 
Similarly, the closed-loop system (1.2) with the feedback law (1.3) is equivalent to the closed-
loop system (1.5) with (1.7), which again is an uncertain finite-dimensional discrete-time system.  
 
3) The equivalent description of the discrete-time systems (1.1) or (1.2), i.e., systems (1.4) and 
(1.5), respectively, have a specific structure: they are composed from a nonlinear component and 
a cascade of “sum-ators”. This specific structure can be exploited in order to design the feedback 
law (1.7) efficiently by means of backstepping: this feature is absent in the analysis of continuous-
time systems. The backstepping feedback design for discrete-time systems was studied in 
[11,12,22] and is in the same spirit of the backstepping feedback design for continuous-time 
systems (see [16]). 
 
4) The following implication holds: if the feedback law (1.3) stabilizes the equilibrium point for 
(1.1) or (1.2) then the feedback law     
 
))1(),...,(),(()( −−−= turturtxKtu                                                   (1.8) 
 
stabilizes the equilibrium point for ))(),(()1( tutxftx =+  or ))(),(),(()1( tutxtdFtx =+ , respectively. In 
other words, input delays and measurement delays can be treated in the same way: this convenient 
feature is not completely true in continuous-time systems (see the discussion in [13]).  
 
    This work is devoted to the answer of the following question: how can we design a feedback 
law of the form (1.7) so that rmn ℜ×ℜ∈0  is (robustly) globally asymptotically stable for the 
corresponding closed-loop system. Notice that we consider nonlinear systems with uncertainties: 
system (1.2) is a discrete-time system with vanishing perturbations (multiplicative uncertainties). 
The structure of this paper is as follows: 
 
• Section 2 describes a backstepping solution which exploits the specific structure of 
systems (1.4) and (1.5). It is shown that the backstepping solution is a direct extension of 
the predictor-based approach, which has already been described for continuous-time 
systems. Our approach does not require the assumption of open-loop stability, which is 
present in [9,23]. 
 
• As expected, simple examples show that the sensitivity of the closed-loop system with 
respect to uncertainties is magnified as the value of the delay 1≥r  increases. For this 
reason, it is important to redesign the stabilizing feedback after applying the backstepping 
approach in order to reduce the sensitivity: this is the topic of Section 3. Specific results 
for the Lyapunov redesign are provided for linear single-input systems with vanishing 
perturbations (Theorem 3.2). Explicit inequalities allow the determination of the lowest 
upper bound for the magnitude of the uncertainty for which robust global exponential 
stability holds for the closed-loop system. A simple example shows the importance of the 
Lyapunov redesign procedure (Example 3.4). 
 
It should be noted that Lyapunov redesign is a well-known procedure for nonlinear continuous-
time systems (see [15]). Recently, Lyapunov redesign has been used extensively in sampled-data 
feedback design (see [7,8,20]). 
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Notation. Throughout the paper we adopt the following notation:  
∗  For a vector nx ℜ∈  we denote by x  its usual Euclidean norm, by x′  its transpose. For a real 
matrix mnA ×ℜ∈ , nmA ×ℜ∈′  denotes its transpose and { }1,;sup: =ℜ∈= xxAxA n  is its induced 
norm. nnI ×ℜ∈  denotes the identity matrix. 
∗  +ℜ  denotes the set of non-negative real numbers. 
 
    Throughout the paper, we assume that the mapping nmnf ℜ→ℜ×ℜ:  appearing in the right hand 
side of (1.1) is continuous. Moreover, we assume that the mapping nmnDF ℜ→ℜ×ℜ×:  appearing 
in the right hand side of (1.2) is continuous. The notions of (robust) global asymptotic stability 
and robust global exponential stability employed in this work are the standard notions described in 
[10,12,14]. 
 
 
2. A Backstepping Solution 
 
We assume, as in the continuous-time case, that system (1.1) with 0=r  (the delay-free version of 
(1.1)) is stabilizable, i.e., we make the following assumption. 
 
(H1) There exists a continuous function mnk ℜ→ℜ:  with 0)0( =k  such that nℜ∈0  is Globally 
Asymptotically Stable (GAS) for the closed-loop system (1.1) with 0=r  and ))(()( txktu = .  
 
In order to be able to address the stabilization problem for (1.1) with 0>r , or equivalently the 
stabilization problem for (1.4), we need the following technical lemma. 
 
Lemma 2.1 (the backstepping lemma for discrete-time systems): Suppose that (H1) holds. Let 
a continuous, positive definite and radially unbounded function +ℜ→ℜnV :  and a constant 
)1,0[∈λ  be such that the following inequality holds: 
 
)()))(,(( xVxkxfV λ≤ , for all nx ℜ∈                                           (2.1) 
 
Then the following hold: 
(i) mn ℜ×ℜ∈0  is GAS for the closed-loop (1.4) with 1=r  and ( )))(),(()( 1 tytxfktu = ,  
(ii) for every ∞∈Ka  and for every constant λ−> 1
1c , the function +ℜ→ℜ×ℜ mnV :  defined by 
 ( ))()),(()(:),( 111 xkyayxfcVxVyxV −++=                                 (2.2) 
 
is a continuous, positive definite and radially unbounded function that satisfies: 
 ( ) ),())),((),,(( 1111 yxVcyxfkyxfV −+≤ λ , for all mnyx ℜ×ℜ∈),( 1                 (2.3) 
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Proof: (i) is a direct consequence of (ii), the fact that 11 <+ −cλ  (which is a consequence of 
λ−> 1
1c ) and the Lyapunov theorem for discrete-time systems (see [10,12,14]). Therefore, we 
focus on proving (ii).  
 
Continuity of +ℜ→ℜ×ℜ mnV :  is a direct consequence of continuity of +ℜ→ℜnV : , 
nmnf ℜ→ℜ×ℜ:  and ∞∈Ka . The fact that +ℜ→ℜ×ℜ mnV :  as defined by (2.2) is positive definite 
is a direct consequence of definition (2.2) and the fact that 0)0( =k . In order to show that 
+ℜ→ℜ×ℜ mnV :  is radially unbounded, it suffices to show that the set  
 { }MyxVyxS mnM ≤ℜ×ℜ∈= ),(:),(: 11                                        (2.4) 
 
is bounded for every 0≥M . Indeed, by virtue of definition (2.2), we conclude that for each 
MSyx ∈),( 1  it holds that MxV ≤)( . Since +ℜ→ℜnV :  is radially unbounded, it follows that the 
component nx ℜ∈  of the vector MSyx ∈),( 1  is bounded, i.e., there exists 0≥R  such that Rx ≤  for 
all MSyx ∈),( 1 . Since mnk ℜ→ℜ:  is continuous, it follows that there exists 0~ ≥R  such that 
Rxk ~)( ≤ , for all MSyx ∈),( 1 . Finally, notice that definitions (2.2), (2.4) allow us to conclude the 
following inequality for all MSyx ∈),( 1 : 
 
)()( 11 Maxky
−≤−                                                       (2.5)   
 
Combining (2.5) with the inequality Rxk ~)( ≤ , for all MSyx ∈),( 1 , we obtain RMay ~)(11 +≤ − , for all 
MSyx ∈),( 1 . In other words, the component my ℜ∈1  of the vector MSyx ∈),( 1  is bounded. 
Therefore, MS  as defined by (2.4) is bounded for every 0≥M . 
 
We are left with the task of proving (2.3). Definition (2.2) implies: 
 
)))),((),,((()),(())),((),,(( 11111 yxfkyxffcVyxfVyxfkyxfV += , for all mnyx ℜ×ℜ∈),( 1       (2.6) 
 
Using (2.1) with ),( 1yxf  in place of nx ℜ∈  and (2.6), we obtain: 
 
( ) )),((1))),((),,(( 111 yxfVcyxfkyxfV λ+≤ , for all mnyx ℜ×ℜ∈),( 1                        (2.7) 
 
Finally, notice that definition (2.2) implies ),(1)),(( 11 yxVcyxfV ≤  for all 
mnyx ℜ×ℜ∈),( 1 . The 
previous inequality in conjunction with (2.7) gives (2.3).  
 
The proof is complete.        
 
    The reader should notice at this point that the existence of a continuous, positive definite and 
radially unbounded function +ℜ→ℜnV :  and a constant )1,0[∈λ  satisfying (2.1) is a direct 
consequence of assumption (H1) and Proposition 3.1 in [12].  
 
Applying Lemma 2.1 inductively, allows us to construct a globally stabilizing feedback for 
system (1.4). We define the extended vectors 
 
xz =0 , ),...,,( 1 ii yyxz = , for 1,...,1 += ri                                                 (2.8) 
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and the vector fields )( ii zF , 1,...,1,0 += ri  by the recursive formula: 
 
 ( )111 ),(:)( +++ = iiiii yzFfzF  for ri ,...,0=  and xxF =:)(0                                   (2.9) 
  
We notice that the following formulae hold: 
 
)(),...,,(),...,),,(( 11111121 +++++ == iiiiii zFyyxFyyyxfF  for ri ,...,1=                     (2.10) 
 
We are now ready to state and prove a result which deals with the global stabilization of (1.4). 
The proof of Lemma 2.2 can be made by induction. However, for clarity purposes, we will 
provide a different (and more direct) proof for Lemma 2.2, which uses the identities (2.9) and 
(2.10).   
 
Lemma 2.2: Consider system (1.4) with 2≥r  and suppose that (H1) holds. Let a continuous, 
positive definite and radially unbounded function +ℜ→ℜnV :  and a constant )1,0[∈λ  be such that 
(2.1) holds. Then the following hold: 
(i) mn ℜ×ℜ∈0  is GAS for the closed-loop (1.4) and ( )))(()( tzFktu rr= ,  
(ii) for every ∞∈Kai  ( ri ,...,1= ) with )()( 1 sasa ii +≤  for all 1,...,1 −= ri  and 0≥s , for every constant 
λ−> 1
1c , the function +ℜ→ℜ×ℜ rmnV :  defined by 
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is a continuous, positive definite and radially unbounded function that satisfies: 
 ( ) )()))((,,...,),,(( 121 rrrr zVczFkyyyxfV −+≤ λ , for all rmnrr yyxz ℜ×ℜ∈= ),...,,( 1            (2.12) 
 
Proof: (i) is a direct consequence of (ii), the fact that 11 <+ −cλ  (which is a direct consequence of 
the fact that λ−> 1
1c ) and Proposition 2.3 in [12]. The fact that the function +ℜ→ℜ×ℜ rmnV :  is a 
continuous, positive definite and radially unbounded function can be proved in exactly the same 
way as in the proof of Lemma 2.1. We show next the validity of inequality (2.12).  
 
Using definition (2.11), we obtain: 
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The identities (2.10) in conjunction with (2.13) give: 
 
( ) ( )
( )( ) ( )( ))()(
)(1)(),,...,),,((
1
1
1
1
1121
rrr
r
r
i
iiii
i
r
i
ii
i
rr
r
r
zFkuaczFkyac
zFVc
c
zFVcuyyyxfV
−+−+
+=
∑
∑
−
=
+
=
++
                            (2.14) 
 7
 
Using identity (2.9) for ri =  and inequality (2.1) with )( rr zF  in place of nx ℜ∈ , in conjunction 
with (2.14), we obtain for ( ))( rr zFku = : 
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Inequality (2.15) in conjunction with the equality 
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Finally, inequality (2.12) is a consequence of (2.16), the fact that )()( 1 sasa ii +≤  for all 1,...,1 −= ri , 
0≥s  and the inequality ( ) )()( rrrr zVzFVc ≤  (which is a direct consequence of definition (2.11)). 
The proof is complete.        
 
 
    The globally stabilizing feedback laws that are proposed by Lemma 2.1 (for the case 1=r ) or 
Lemma 2.2 (for the case 2≥r ) are feedback laws which are based on prediction schemes. Indeed, 
we may verify that the implementation of the feedback law ( )))(),(()( 1 tytxfktu =  for system (1.4) 
with 1=r  guarantees ))1(()( += txktu  for all 0≥t  and that the implementation of the feedback law 
( )))(()( tzFktu rr=  for system (1.4) with 2≥r  guarantees ))(()( rtxktu +=  for all 0≥t . Therefore, the 
prediction-based control schemes described in [1,13,17,18] for continuous-time systems are 
modified in an obvious way for discrete-time systems.  
 
   For the case of continuous-time systems, the predictor-based control scheme suffers from 
sensitivity with respect to modeling errors: the sensitivity with respect to modeling errors tends to 
be larger as the value of the input delay increases. This feature is present in discrete-time systems 
as well. The following example shows how the sensitivity with respect to vanishing perturbations 
is magnified as the value of the input delay becomes higher and higher.  
 
Example 2.3: Consider the scalar discrete-time system 
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−++=+
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where 0≥a  and 0≥r  is an integer. System (2.17) is equivalent to the system  
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The nominal value for the uncertainty ],[ aad −∈  is 0≡d . Based on the nominal value for the 
uncertain parameter, we obtain the disturbance-free discrete-time system: 
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The assumptions of Lemma 2.1 (for the case 1=r ) and the assumptions of Lemma 2.2 (for the 
case 2≥r ) hold for system (2.19) with xxk −=)( , 2)( xxV =  and 0=λ . Therefore, a globally 
stabilizing feedback for (2.19) is  
⎟⎟⎠
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i
i tytxtu
1
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If the feedback law (2.20) is applied to the uncertain system (2.18), then the following question 
arises: 
 
“For what values of 0≥a , is rℜ×ℜ∈0  robustly globally asymptotically stable  
for the closed-loop system (2.18) with (2.20)?” 
 
First, we notice that the closed-loop system (2.18) with (2.20) has a constant and non-zero 
solution when the constant sequence 
1
1)( +≡ rtd  is applied and the initial condition satisfies 
0
1
)0()0(...)0(1 ≠+−=== r
xyy r . Therefore, it is clear that a necessary condition for robust global 
asymptotic stability of the equilibrium point rℜ×ℜ∈0  for the closed-loop system (2.18) with 
(2.20) is  
1
1
+< ra                                                             (2.21) 
 
   In order to obtain a sufficient condition for robust global asymptotic stability, we use the 
knowledge of a Lyapunov function for the closed-loop system (2.18) with (2.20) with 0≡d . 
Notice that the function )( ii zF  defined by (2.9) is given by iii yyxzF +++= ...)( 1  for 1,...,1 += ri . 
Therefore, Lemma 2.1 or Lemma 2.2 guarantees that the function   
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with 1>c , 0>ϕ , is a Lyapunov function for the closed-loop system (2.18) with (2.20) with 0≡d . 
Notice that the function defined by (2.22) corresponds to formula (2.11) with 2)( ssai ϕ≡  for 
ri ,...,1= , xxk −=)( , 2)( xxV =  and 0=λ . However, it is clear that the function defined by (2.22) is a 
continuous, positive definite and radially unbounded function for all 0>c  and 1−>ϕ . Therefore, 
we consider the function defined by (2.22) for 0>c  and 1−>ϕ .   
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For 1=r , we get for 1yxu −−=  and for all 21),( ℜ∈yx , ℜ∈d : 
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Completing the squares, we obtain from (2.23) for all 0>ε , 21),( ℜ∈yx  and ad ≤ : 
 
( ) 222111 )1(1))(1(),( xacyxuydxxV ϕεε ++++++≤++ −                        (2.24) 
 
It follows from (2.24) and (2.22) with 1=r , that there exists )1,0[∈σ  such that 
),(),( 11 yxVuydxxV σ≤++  holds for all 21),( ℜ∈yx  and ad ≤ , provided that there exists 0>ε  so that 
the following inequalities hold: 
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Inequalities (2.25) hold for certain 0>ε , provided that the following inequality holds: 
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The greatest value for the fraction 22 )1(
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c  is obtained for 2)1( =+ϕc . Therefore, using 
Proposition 2.3 in [12], we can conclude that the equilibrium point ℜ×ℜ∈0  for the closed-loop 
system (2.18) with (2.20) and 1=r  is robustly globally asymptotically stable, provided that 
2/1<a .  
 
Next, we consider the case 2≥r . We get for ryyxu −−−−= ...1  and for all 11 ),...,,( +ℜ∈ rryyx , ℜ∈d :  
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Using the inequality 21112211 )()(2 yxxdyxdx ++≤+ −εε , which holds for every 01 >ε , 21),( ℜ∈yx , 
ℜ∈d  and the inequalities ( ) ( )2111222211 ......2 +−+ +++++≤++++ iiii yyyxxdyyyxdx εε , which hold for 
all 1,...,1 −= ri , 02 >ε , 11 ),...,,( +ℜ∈ rryyx , ℜ∈d , we obtain from (2.27) for all ad ≤ : 
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It follows from (2.28) and (2.22), that there exists )1,0[∈σ  such that 
),...,,,(),,...,,( 2121 rr yyyxVuyyydxxV σ≤++  holds for all 11 ),...,,( +ℜ∈ rryyx  and ad ≤ , provided that 
there exist 01 >ε  and 02 >ε  so that the following inequalities hold: 
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Inequalities (2.29) hold for appropriate 01 >ε  and 02 >ε  provided that the following inequality 
holds:  
⎟⎟⎠
⎞
⎜⎜⎝
⎛
−
−+−+⎟⎟⎠
⎞
⎜⎜⎝
⎛
−
−+−++
< −+−+
2
11
2
2
11
2
)1()1(
11
c
ccccs
c
ccccs
sa
rrrrrr
                             (2.30) 
 
where 01)1( >−+= ϕcs . The greatest value for the fraction 
⎟⎟⎠
⎞
⎜⎜⎝
⎛
−
−+−+⎟⎟⎠
⎞
⎜⎜⎝
⎛
−
−+−++
−+−+
2
11
2
2
11
)1()1(
11
c
ccccs
c
ccccs
s
rrrrrr
 is obtained for 
cccc
cs
rrr −+−
−= −+ 11
1 . The value of 
1>c , which maximizes the right hand side of (2.30) for 
cccc
cs
rrr −+−
−= −+ 11
1  can be found 
numerically.  
 
    What have we found so far? We have shown that rℜ×ℜ∈0  is robustly globally asymptotically 
stable for the closed-loop system (2.18) with (2.20) provided that rAa < . The value of rAa <  is 
estimated by the necessary condition (2.21) and the sufficient condition (2.30) with 
cccc
cs
rrr −+−
−= −+ 11
1 . The results are shown in Table 1. 
 
 
r  rA  
0 10 =A  
1 5.01 =A  
2 [ ]3333.0,3311.02 ∈A  
3 [ ]25.0,2451.03 ∈A  
4 [ ]2.0,1923.04 ∈A  
5 [ ]1667.0,1573.05 ∈A  
6 [ ]1429.0,1326.06 ∈A  
7 [ ]125.0,1144.07 ∈A  
8 [ ]1112.0,1005.08 ∈A  
9 [ ]1.0,0896.09 ∈A  
10 [ ]0909.0,0807.010 ∈A
15 [ ]0625.0,0539.015 ∈A
20 [ ]0476.0,0404.020 ∈A
Table 1: Results of the robustness analysis  
for system (2.18) with (2.20) 
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     It is clear that as the value of the input delay r  increases, the value of rA  with the property that 
rℜ×ℜ∈0  is robustly globally asymptotically stable for the closed-loop system (2.18) with (2.20), 
ad ≤  and rAa < , decreases rapidly. In other words, as the value of the input delay r  increases, 
the sensitivity with respect to uncertain parameter ℜ∈d  is magnified. 
 
The example will be studied further.         
 
     The results of Example 2.3 are expected. However, it should be emphasized that the results are 
not discouraging for the use of predictor feedback: the sensitivity with respect to modeling errors 
is not magnified because of the use of the predictor feedback. This happens because the control 
problem itself is difficult when the value of the input delay increases. On the other hand, we 
should seek predictor-based feedback laws that minimize the sensitivity with respect to modeling 
errors as much as possible. This is the topic of the following section. 
   
   
3. Lyapunov Redesign  
 
    As remarked in the previous section, it is very important to design a feedback law that 
minimizes the sensitivity with respect to modeling errors. It is important to emphasize that 
although the “nominal feedback law” )(xku =  may be “optimal” in the sense that minimizes some 
measure of the sensitivity of the corresponding closed-loop system with respect to modeling 
errors, this is not necessarily true for the feedback law proposed by Lemma 2.1 or Lemma 2.2. 
 
    In order to design a feedback law that minimizes the sensitivity with respect to modeling errors, 
we exploit the Lyapunov function proposed by Lemma 2.1 and Lemma 2.2. We consider the 
problem of robust global feedback stabilization of the equilibrium point mrn ℜ×ℜ∈0  for the 
uncertain control system (1.5).     
 
The procedure that we are proposing includes the following steps: 
 
The Lyapunov redesign procedure: 
 
Step 1: Find a value Dd ∈0  for the uncertainty Dd ∈ , which is nominal in a certain sense. Define 
the “nominal” vector field ),,(),( 0 uxdFuxf = , for all mnux ℜ×ℜ∈),( .  
 
Step 2: Verify assumption (H1) for the corresponding system (1.1) with 0=r . More specifically, 
find a continuous function mnk ℜ→ℜ:  with 0)0( =k , a continuous, positive definite and radially 
unbounded function +ℜ→ℜnV :  and a constant )1,0[∈λ  such that inequality (2.1) holds. 
 
Step 3: Use a family of functions ∞∈Kai  ( ri ,...,1= ) with )()( 1 sasa ii +≤  for all 1,...,1 −= ri  and 0≥s , 
and a constant 1>c  and define the function +ℜ→ℜ×ℜ rmnV :  by means of (2.11).  
 
Step 4: For each rmnryyx ℜ×ℜ∈),...,,( 1  solve the minimax problem 
 
),...,),,,((maxmin 121
1
+∈ℜ∈+ rDdy
yyyxdFV
m
r
                                       (3.1) 
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If problem (3.1) is solvable for every rmnryyx ℜ×ℜ∈),...,,( 1  and if the following inequality holds 
for all rmnryyx ℜ×ℜ∈),...,,( 1 : 
 ( )),...,,(),...,,(),...,),,,((maxmin 11121
1
rrrDdy
yyxVyyxVyyyxdFV
m
r
ρ−≤+∈ℜ∈+                 (3.2) 
 
for certain continuous and positive definite function ++ ℜ→ℜ:ρ  then the robust global feedback 
stabilizer ),...,,( 1 ryyxK  can be defined as any of the minimizers of the minimax problem (3.1), i.e., 
the robust global feedback stabilizer ),...,,( 1 ryyxK  satisfies for all rmnryyx ℜ×ℜ∈),...,,( 1  
 
)),...,,(,,...,),,,((max),...,),,,((maxmin 121121
1
rrDdrDdy
yyxKyyyxdFVyyyxdFV
m
r ∈+∈ℜ∈
=
+
                (3.3) 
 
The procedure that we just described has many “open issues”: 
 
1) Under what conditions will the minimax problem (3.1) be solvable for all 
rmn
ryyx ℜ×ℜ∈),...,,( 1 ? 
2) Under what conditions does there exist a continuous and positive definite function 
++ ℜ→ℜ:ρ  such that (3.2) holds? 
3) What are the regularity properties for the function ),...,,( 1 ryyxK  that satisfies (3.3)? 
4) How can we select the nominal value for the uncertainty parameter Dd ∈0 , the constant 
1>c  and the family of functions ∞∈Kai  ( ri ,...,1= ) with )()( 1 sasa ii +≤  for all 1,...,1 −= ri  
and 0≥s ?  
       
 
The following theorem answers questions (1) and (3) above. 
 
Theorem 3.1: Assume that lD ℜ⊆  is a non-empty, compact set. Then the minimax problem (3.1) 
is solvable for all rmnryyx ℜ×ℜ∈),...,,( 1  and every function mrmnK ℜ→ℜ×ℜ: , that satisfies (3.3) 
for all rmnryyx ℜ×ℜ∈),...,,( 1 , is locally bounded. Moreover, there exists a measurable function 
mrmnK ℜ→ℜ×ℜ:  that satisfies (3.3) for all rmnryyx ℜ×ℜ∈),...,,( 1 . Finally, if there exists an open 
set rmnO ℜ×ℜ⊆ , such that the minimax problem (3.1) has a unique solution for all Oyyx r ∈),...,,( 1 , 
then every function mrmnK ℜ→ℜ×ℜ: , that satisfies (3.3) for all rmnryyx ℜ×ℜ∈),...,,( 1 , is 
continuous on rmnO ℜ×ℜ⊆ .      
 
Proof: Since +ℜ→ℜ×ℜ rmnV :  is a continuous, positive definite and radially unbounded function, 
by virtue of Lemma 3.5 in [15], there exist functions ∞∈Kaa 21,  such that: 
 ( ) ( )rrr yyyxayyyxVyyyxa ,...,,,),...,,,(,...,,, 21221211 ≤≤ , for all rmnryyx ℜ×ℜ∈),...,,( 1      (3.4) 
 
Define for all mrnrr yyyx )1(11 ),,...,,( ++ ℜ×ℜ∈ : 
 
),...,),,,((max:),...,,,( 121121 +∈+
=Ψ r
Dd
r yyyxdFVyyyx                                  (3.5) 
 
Theorem 1.4.16 in [2], in conjunction with continuity of +ℜ→ℜ×ℜ rmnV : , nmnDF ℜ→ℜ×ℜ×:  
and compactness of lD ℜ⊆  implies that ++ ℜ→ℜ×ℜΨ mrn )1(:  as defined by (3.5) is continuous. 
 13
Since the mapping ++ ℜ→ℜ×ℜΨ mrn )1(:  is bounded from below, we can define for all 
rmn
ryyx ℜ×ℜ∈),...,,( 1 :  
 { }mrrrr yyyyxyyxV ℜ∈Ψ= ++ 1111 ;),,...,,(inf:),...,,(~                                 (3.6) 
 { }),,...,,,(),...,,(~::),...,,( 11111 ++ Ψ=ℜ∈= rrrmrr yyyxyyxVyyyxM                      (3.7) 
 
In order to show that every function mrmnK ℜ→ℜ×ℜ: , that satisfies (3.3) for all 
rmn
ryyx ℜ×ℜ∈),...,,( 1 , is locally bounded, it suffices to show that the set-valued mapping 
m
ryyx ℜ⊆),...,,( 1M  defined by (3.7) is non-empty for all rmnryyx ℜ×ℜ∈),...,,( 1  and locally bounded. 
Define: 
 
( )( )10,,...,,:),...,,( 1111 +Ψ= − rr yyxayyxp                                            (3.8) 
 
and notice that the mapping ),...,,( 1 ryyxp  is a continuous, positive function. Definitions (3.5), 
(3.6), (3.8) and the left hand side inequality (3.4) imply that for each fixed rmnryyx ℜ×ℜ∈),...,,( 1  
we have: 
 
( ){ } ( ){ }( )
( ){ } ( ){ }( )
( ){ }( )1)0,,...,,(,,...,,;),,...,,(infmin
,...,,;)(inf,,...,,;),,...,,(infmin
,...,,;),,...,,(inf,,...,,;),,...,,(infmin
),...,,(~
11111
11111111
11111111
1
+Ψ≤Ψ≥
>≤Ψ≥
>Ψ≤Ψ
=
++
++++
++++
rrrrr
rrrrrrr
rrrrrrrr
r
yyxyyxpyyyyx
yyxpyyayyxpyyyyx
yyxpyyyyxyyxpyyyyx
yyxV
 
 
Clearly, since ),,...,,(),...,,(~ 111 +Ψ≤ rrr yyyxyyxV , the above inequality implies that the case 
( ){ }( ) 1)0,,...,,(1)0,,...,,(,,...,,;),,...,,(infmin 111111 +Ψ=+Ψ≤Ψ ++ rrrrrr yyxyyxyyxpyyyyx  cannot happen. 
Thus we conclude that:  
 
( ){ }rrrrr yyxpyyyyxyyxV ,...,,;),,...,,(inf),...,,(~ 11111 ≤Ψ= ++                              (3.9) 
 
Equality (3.9) in conjunction with continuity of ),...,,,( 121 +Ψ ryyyx  implies that the set-valued map 
m
ryyx ℜ⊆),...,,( 1M , as defined by (3.7), is non-empty for each rmnryyx ℜ×ℜ∈),...,,( 1 .  Continuity of 
the mapping ),...,,( 1 ryyxp  and definitions (3.6), (3.7) in conjunction with (3.9) imply that the set-
valued map mryyx ℜ⊆),...,,( 1M  is locally bounded: notice that every ),...,,( 1 ryyxu M∈  satisfies 
( )ryyxpu ,...,, 1≤ .  
 
    Moreover, continuity of the mapping ),...,,( 1 ryyxp , Corollary 1.4.10 in [2] (and the remark just 
after the statement of Corollary 1.4.20 in [2], page 43), Theorem 1.4.16 in [2] (page 48) and 
equality (3.9) imply that the mapping ( ) ),...,,(~,...,, 11 rr yyxVyyx →  is continuous. Continuity of the 
mappings ( ) ),...,,(~,...,, 11 rr yyxVyyx →  and ++ ℜ→ℜ×ℜΨ mrn )1(:  in conjunction with definition (3.7) 
and statement (c) on page 150 in [3] imply that the set-valued mapping ),...,,( 1 ryyxM  is 
measurable. Consequently, Theorem 5.3 on page 151 in [3] implies that there exists a measurable 
function mrmnK ℜ→ℜ×ℜ:  that satisfies ),...,,(),...,,( 11 rr yyxyyxK M∈  for all rmnryyx ℜ×ℜ∈),...,,( 1 . 
Therefore, definitions (3.5), (3.6) and (3.7) imply that mrmnK ℜ→ℜ×ℜ:  satisfies (3.3) for all 
rmn
ryyx ℜ×ℜ∈),...,,( 1 .  
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In order to show that the last assertion of the theorem, it suffices to show that the set-valued map 
m
ryyx ℜ⊆),...,,( 1M  is upper semi-continuous. Indeed, this automatically implies that if 
m
ryyx ℜ⊆),...,,( 1M  is a singleton for all Oyyx r ∈),...,,( 1 , where rmnO ℜ×ℜ⊆  is an open set, i.e., 
)},...,,({),...,,( 11 rr yyxyyx ϕ=M , then ),...,,( 1 ryyxϕ  is continuous on rmnO ℜ×ℜ⊆ .  
 
In order to show that mryyx ℜ⊆),...,,( 1M  is upper semi-continuous, it suffices to prove that for 
every rmnrr yyxz ℜ×ℜ∈= ),...,,( 1  and for every 0>ε  there exists 0>δ  such that 
 
⇒<− δrzw Bzw r ε+⊂ )()( MM  
 
The proof is made by contradiction. Suppose the contrary: there exists rmnrr yyxz ℜ×ℜ∈= ),...,,( 1  
and 0>ε , such that for all 0>δ , there exists Bzw r δ+∈ }{  and )(wu M∈′  with ε≥−′ uu , for all 
)( rzu M∈ . Clearly, this implies the existence of a sequence { }∞=′ 1),( jjj uw  with rj zw → , )( jj wu M∈′  
and ε≥−′ uu j , for all )( rzu M∈  and ,...2,1=j . On the other hand since ju ′  is bounded, it contains a 
convergent subsequence )( ri zuu M∉→′ . By continuity of the mappings ),...,,(~ 1 ryyxV  and 
),,...,,( 1 uyyx rΨ , we have: )(~)(~ ri zVwV →  and ),(),()(~ uzuwwV riii Ψ→′Ψ= . Consequently, we must 
have: ),()(~ uzzV rr Ψ= , which, by virtue of definition (3.7) implies that )( rzu M∈ , a contradiction.     
 
The proof is complete.         
 
    The answer to question (4) above is an open problem which is directly related to the answer to 
question (2). However, there are some simple cases for which we can give explicit formulae for 
the stabilizing feedback. Next we consider the simple single-input case (1.2) with 
dGxBuAxuxdF ++=),,( , ℜ⊆−=∈ℜ∈ℜ∈ ],[,, aaDdux n . The reader should notice that even in this 
“almost linear” case, the proposed feedback is nonlinear: it is a homogeneous function of degree 
1.  
 
Theorem 3.2: Consider the single input discrete-time system 
 
ℜ⊆−=∈ℜ∈ℜ∈
++=+
],[)(,)(,)(
)()()()()1(
aaDtdtutx
tGxtdtButAxtx
n                                    (3.10) 
 
where nnnn GA ×× ℜ∈ℜ∈ ,  are constant matrices, 0≥a  is a constant and nB ℜ∈  is a constant vector. 
Suppose that there is a vector nk ℜ∈ , a constant )1,0[∈λ  and a symmetric positive definite matrix 
nnP ×ℜ∈  such that the following inequality holds for all nx ℜ∈ : 
 
PxxxkBAPkBAx ′≤′+′′+′ λ)()(                                                 (3.11) 
 
Let 2≥r  be a positive integer, and let 1>c , 0>ϕ , )1,0[∈σ  be constants. Define: 
 
)(: ϕ+′= PBBcp r                                                        (3.12) 
 
( ) GxAkPABcxL rr 1:)( −′−′= ϕ                                            (3.13) 
 
 15
( ) ( )
( )∑ ∑
∑
=
−
=
−
−
=
−+
′+′
′
⎟⎟⎠
⎞
⎜⎜⎝
⎛
++
′−′+′+=
r
i
i
i
j
j
jiii
r
i
i
i
i
r
GxAkkPAAByAxAc
GxAkPABycPGxByAxyyx
1
1
1
1
1
1
111 :),...,,(
ϕ
ϕκ
                   (3.14) 
 
( ) ⎟⎟⎠
⎞
⎜⎜⎝
⎛
+′−′= ∑
=
−
r
j
j
jrrr
r ByAxAkPABcyyxb
1
1 :),...,,( ϕ                                (3.15) 
 
( )
( )
( )21
2
2
1
1
111
11
1 11
1
1
212
0
2
1
)1(
)1(
)()(:),...,,(
xkycPxxByAkxAkycc
ByAxAkkPAAByAxAc
ByAxAPByAxAcc
GxAkcaGxAPAGxcayyxc
r
i
i
j
j
jii
i
i
r
j
j
jrr
r
j
j
jrrr
r
i
i
j
j
jii
i
j
j
jiii
r
i
ii
r
i
iii
r
′−−′−⎟⎟⎠
⎞
⎜⎜⎝
⎛ ′−′−−+
⎟⎟⎠
⎞
⎜⎜⎝
⎛
+′+′
′
⎟⎟⎠
⎞
⎜⎜⎝
⎛
++
⎟⎟⎠
⎞
⎜⎜⎝
⎛
+
′
⎟⎟⎠
⎞
⎜⎜⎝
⎛
+−+
′+′′′=
∑ ∑
∑∑
∑ ∑∑
∑∑
=
−
=
−−−−
=
−
=
−
= =
−
=
−−
=
−
=
ϕσσϕσ
ϕ
σ
ϕ
           (3.16) 
 
Consider the continuous, homogeneous of degree 1, function defined by: 
 
( )
( )⎪⎩
⎪⎨
⎧
−≤−−
≥−+−
<−−
=
−
−
−
)()(),...,,(),...,,(),...,,()(
)()(),...,,(),...,,(),...,,()(
)()(),...,,(),...,,(),...,,()(
:),...,,(
2
111
1
2
111
1
2
111
1
1
xaLxLyyxbyyxpifyyxbxaLp
xaLxLyyxbyyxpifyyxbxaLp
xaLxLyyxbyyxpifyyxxL
yyxK
rrr
rrr
rrr
r
κ
κ
κκ
   (3.17) 
 
Suppose that the following inequalities hold:  
0),...,,(
)(
),...,,(),...,,(2
)(
),...,,(
1
1
1
2
1 ≤+−⎟⎟⎠
⎞
⎜⎜⎝
⎛
r
r
r
r yyxc
xL
yyxyyxb
xL
yyxp κκ , 
for all rnryyx ℜ×ℜ∈),...,,( 1  with )()(),...,,(),...,,( 211 xaLxLyyxbyyxp rr <−κ           (3.18) 
 
( ) 0),...,,(2),...,,(),...,,()( 11211 ≤+++− − rrr yyxayyxcyyxbxaLp κ , 
for all rnryyx ℜ×ℜ∈),...,,( 1  with )()(),...,,(),...,,( 211 xaLxLyyxbyyxp rr ≥−κ           (3.19) 
 
( ) 0),...,,(2),...,,(),...,,()( 11211 ≤−+−− − rrr yyxayyxcyyxbxaLp κ , 
for all rnryyx ℜ×ℜ∈),...,,( 1  with )()(),...,,(),...,,( 211 xaLxLyyxbyyxp rr −≤−κ           (3.20) 
 
Then rn ℜ×ℜ∈0  is robustly globally exponentially stable for the closed-loop system: 
 
( )
],[)(,)()(
,,...,1)(,)(
,...,1,)()1(
)()()()()1(
1
1
1
aaDtdtuty
ritytx
rityty
tGxtdtBytAxtx
r
i
n
ii
−=∈ℜ∈=
=ℜ∈ℜ∈
==+
++=+
+
+                                                  (3.21) 
with (1.7) and (3.17).  
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Remark 3.3: Inequalities (3.18), (3.19) and (3.20) cannot be guaranteed by design. They are the 
inequalities which allow us to calculate (numerically) the lowest upper bound for the uncertainty 
magnitude 0>a  for which robust global exponential stability holds for the closed-loop system 
(3.21) with (1.7) and (3.17). The use of inequalities (3.18), (3.19) and (3.20) is illustrated in the 
example below.  
 
Proof: For 1>c , 0>ϕ , we consider the Lyapunov function  +ℜ→ℜ×ℜ rnV :  defined by (2.11) 
with 2)( ssai ϕ≡  for ri ,...,1= , xkxk ′=)(  and PxxxV ′=)(  for the disturbance-free discrete-time system 
(1.4) with BuAxuxf +=),( , ℜ∈ℜ∈ ux n , (this is the control system that corresponds to the nominal 
value of the disturbance 0=d ): 
( ) ∑ ∑
∑ ∑∑
=
−
=
−−−
= =
−
=
−
⎟⎟⎠
⎞
⎜⎜⎝
⎛ ′−′−+′−+
⎟⎟⎠
⎞
⎜⎜⎝
⎛
+
′
⎟⎟⎠
⎞
⎜⎜⎝
⎛
++′=
r
i
i
j
j
jii
i
i
r
i
i
j
j
jii
i
j
j
jiii
r
ByAkxAkycxkyc
ByAxAPByAxAcPxxzV
2
2
1
1
112
1
1 11
:)(
ϕϕ
                   (3.22) 
 
where rnrr yyxz ℜ×ℜ∈= ),...,,(: 1 . Notice that the formula (3.22) coincides with formula (2.11), 
since we have ∑
=
−+=
i
j
j
jii
ii ByAxAzF
1
)( , where the vector fields )( ii zF , 1,...,1,0 += ri  are defined by 
the recursive formula (2.9). Using (3.22) and definitions (3.12), (3.13), (3.14), (3.15), (3.16), we 
obtain for all ℜ×ℜ×ℜ×ℜ∈ rnr duyyx ),,,...,,( 1 : 
 
( )
( ) ( ) ⎟⎟⎠
⎞
⎜⎜⎝
⎛ ′+′′′−+
++
+++
=++
∑∑
=
−
=
r
i
ii
r
i
iii
rr
rr
r
GxAkdcGxAPAGxcad
yyyxVyyyxc
uxLyyyxduyyyxbpu
uyydGxByAxV
1
21
0
22
2121
2121
2
21
)()(
),...,,,(),...,,,(
)(),...,,,(2),...,,,(2
),,...,,(
ϕ
σ
κ
                          (3.23) 
 
Since nnP ×ℜ∈  is positive definite, it follows that the coefficient of 2d  in (3.23) is non-negative, 
i.e. ( ) 0)()(
1
21
0
≥′+′′′ ∑∑
=
−
=
r
i
ii
r
i
iii GxAkdcGxAPAGxc ϕ . Therefore, it follows from (3.23) for all 
ℜ×ℜ×ℜ∈ rnr uyyx ),,...,,( 1 : 
),...,,,(),...,,,(
)(),...,,,(2),...,,,(2
),,...,,(max
2121
2121
2
21
rr
rr
rad
yyyxVyyyxc
uxLyyyxauyyyxbpu
uyydGxByAxV
σ
κ
++
+++
=++
≤
                          (3.24) 
 
It follows from the minimization of the function defined in (3.24) that the minimizer must satisfy 
),...,,( 1 ryyxKu = , where ℜ→ℜ×ℜ rnK :  is defined by (3.17). Finally, inequalities (3.18), (3.19) 
and (3.20) guarantee that the inequality  
 
),...,,,()),...,,,(,,...,,(max 212121 rrrad
yyyxVyyyxKyydGxByAxV σ≤++
≤
               (3.25) 
 
holds for all rnryyx ℜ×ℜ∈),...,,( 1 . The conclusion of the theorem is a consequence of (3.25) and 
Proposition 2.3 in [12]. The proof is complete.         
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    A similar result with that of Theorem 3.2 holds for the case 1=r .   
 
    Notice that Theorem 3.2 does not give a complete answer to the Lyapunov redesign procedure 
for the simple system (3.21). However, the control practitioner can use the formulae in the 
statement of Theorem 3.2 and select values for the constants 1>c , 0>ϕ , )1,0[∈σ  so that the value 
of 0≥a  becomes as large as possible and thus minimize the sensitivity with respect to modeling 
errors. 
 
 
Example 3.4: The importance of Lyapunov redesign will be illustrated by means of system (2.18) 
for 1=r , which was studied in Example 2.3. We consider again we consider the Lyapunov 
function defined by (2.22) for 0>c  and 1−>ϕ . For 1=r , we get for all 21),( ℜ∈yx , ℜ∈d : 
 
( )
( ) ( ) ( )uyxdxxdcuyxcyx
uydxxcydxxuydxxV
+++++++++++=
+++++++=++
1
222
1
2
1
2
1
2
11
222)1(1)1()(
)1()(),(
ϕϕ
ϕ  
 
The above equality implies that:  
 
( )
( )( ) ( )121
1
2222
1
21
2221),(max
yxquyxq
xuxyxaxaqquuydxxV
ad
+++++
+++++=++
≤  
 
where 0)1( >+= ϕcq . The feedback law is defined as the minimizer of the above quantity, i.e.,  
 
11 yxq
au −⎟⎟⎠
⎞
⎜⎜⎝
⎛ +−= , for 212 xq
axyx ≥+                                           (3.26) 
 
11 yxq
au −⎟⎟⎠
⎞
⎜⎜⎝
⎛ −−= , for 212 xq
axyx −≤+                                            (3.27) 
 
122 yxu −−= , for xq
ayx <+ 1                                                 (3.28) 
 
Figure 1 shows the three regions in the state space which are involved in (3.26), (3.27) and (3.28). 
Notice that the feedback law defined by (3.26), (3.27) and (3.28) is a continuous, piecewise linear 
feedback law, which is homogeneous of degree 1.  
 
 
      The reader should notice the difference between the above feedback law and the feedback law 
defined by (2.20) with 1=r , which was obtained with no Lyapunov redesign. In order, to find the 
value for 0)1( >+= ϕcq  that allows 0≥a  to be as large as possible, we follow a robustness analysis 
similar to the analysis of Example 2.3. The existence of )1,0[∈σ  so that 
),(),(max 11 yxVuydxxV
ad
σ≤++
≤
 for all 21),( ℜ∈yx  and u  given by (3.26), (3.27) and (3.38) is 
equivalent to the following inequalities:  
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( ) ( ) 0)1(12112 211222 ≤−+−++⎟⎟⎠
⎞
⎜⎜⎝
⎛ −+−++− yqxyqaxqaq
q
aa σσσσ , for 212 xq
axyx ≥+  
 
( ) ( ) 0)1(12121 211222 ≤−+−+−⎟⎟⎠
⎞
⎜⎜⎝
⎛ −+−−−+ yqxyqaxq
q
aaaq σσσσ , for 212 xq
axyx −≤+  
 
( ) ( )( ) 01)(1 2221 ≤−+++−+ xaqyxqq σσ , for xqayx <+ 1  
The existence of )1,0[∈σ  that satisfies the above inequalities is equivalent to the following 
inequalities: 
 
( ) ( ) 1)2sin(1)(cos112 222 −<−++⎟⎟⎠
⎞
⎜⎜⎝
⎛ −++− qqaaq
q
aa θθ , for all )2,0[ πθ ∈  with )(cos12)2sin( 2 θθ ⎟⎟⎠
⎞
⎜⎜⎝
⎛ −≥
q
a  
 
( ) ( ) 1)2sin(1)(cos121 222 −<−−+⎟⎟⎠
⎞
⎜⎜⎝
⎛ −−−+ qqa
q
aaaq θθ , for all )2,0[ πθ ∈  with )(cos12)2sin( 2 θθ ⎟⎟⎠
⎞
⎜⎜⎝
⎛ +−≤
q
a  
 
( )( ) 0)2sin(1)(cos11 22 <++−+ θθaq , for all )2,0[ πθ ∈  with )(cos12)2sin()(cos12 22 θθθ ⎟⎟⎠⎞⎜⎜⎝⎛ −<<⎟⎟⎠⎞⎜⎜⎝⎛ +− qaqa  
 
   The numerical evaluation of all the above quantities shows that for 535.0=a  all the above 
inequalities hold with 81.1=q . The reader should notice the improvement compared to the 
feedback design with no Lyapunov redesign of Example 2.3, where the necessary and sufficient 
condition for robust global asymptotic stability was 5.0<a .  
 
 
Figure 1: The three regions in the state space,  
which are involved in (3.26), (3.27) and (3.28), for 5.0==
q
aζ .  
 
Even better results can be obtained if we notice that a feedback stabilizer for the delay-free system 
can be given by the formula xxk β−=)( , where )2,0(∈β .          
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4. Concluding Remarks 
 
   This work studied the design problem of feedback stabilizers for discrete-time systems with 
input delays. A backstepping procedure is proposed for disturbance-free discrete-time systems. 
The feedback law designed by using backstepping coincides with the predictor-based feedback 
law used in continuous-time systems with input delays. As in the continuous-time case, the 
backstepping procedure allows a simultaneous determination of a stabilizing feedback and a 
Lyapunov function for the corresponding closed-loop system (Lemma 2.1 and Lemma 2.2).  
 
   However, simple examples demonstrate that the sensitivity of the closed-loop system with 
respect to modeling errors increases as the value of the delay increases (Example 2.3). The paper 
proposed a Lyapunov redesign procedure which can minimize the effect of the uncertainty. The 
point values of the feedback law can be found as the solution of a specific minimax problem 
(Theorem 3.1) Specific results are provided for linear single-input discrete-time systems with 
multiplicative uncertainty (Theorem 3.2). The feedback law that guarantees robust global 
exponential stability is a nonlinear, homogeneous of degree 1 feedback law. Explicit inequalities 
allow the determination of the lowest upper bound for the magnitude of the uncertainty for which 
robust global exponential stability holds for the closed-loop system. A simple example showed the 
importance of the Lyapunov redesign procedure (Example 3.4).   
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