In this paper, we compare "traditional" engineered (hand-crafted) features (or descriptors) and learned features for content-based indexing of image or video documents. Learned (or semantic) features are obtained by training classifiers on a source collection containing samples annotated with concepts. These classifiers are applied to the samples of a destination collection and the classification scores for each sample are gathered into a vector that becomes a feature for it. These feature vectors are then used for training another classifier for the destination concepts on the destination collection. If the classifiers used on the source collection are Deep Convolutional Neural Networks (DCNNs), it is possible to use as a new feature vector also the intermediate values corresponding to the output of all the hidden layers. We made an extensive comparison of the performance of such features with traditional engineered ones as well as with combinations of them. The comparison was made in the context of the TRECVid semantic indexing task. Our results confirm those obtained for still images: features learned from other training data generally outperform engineered features for concept recognition. Additionally, we found that directly training KNN and SVM classifiers using these features performs significantly better than partially Appl (2017) 76:11941-11958 retraining the DCNN for adapting it to the new data. We also found that, even though the learned features performed better that the engineered ones, fusing both of them performs even better, indicating that engineered features are still useful, at least in the considered case. Finally, the combination of DCNN features with KNN and SVM classifiers was applied to the VOC 2012 object classification task where it currently obtains the best performance with a MAP of 85.4 %.
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Introduction
Deep Convolutional Neural Networks (DCNN) have recently made a significant breakthrough in image classification [14] . This has been made possible by a conjunction of factors including: findings about how to have deep networks effectively and efficiently converge [18] (e.g. initialization using deep auto-encoders [12] and use of Rectified Linear Units [17] ), the use of convolutional layers [9, 15] , the availability of very powerful parallel architectures (GPUs), findings about how exactly a network should be organized for the task [14] , and the availability of huge quantity of cleanly annotated data [7] .
Not to minimize the importance of the hardware progress and of algorithmic breakthroughs, the availability of a large number of image examples for a very large number of concepts was really crucial as DCNNs really needs such amount of training data for actually being efficient. Data augmentation (e.g. multiple crops of training samples) can further help but only when a huge amount of data is already available. Such amount of training data is currently available only with ImageNet which corresponds to a single type of application and only for still images. For video documents for instance, several annotated collections exist but with much smaller number of concepts and/or much smaller number of examples. Trying to train DCNNs on such data generally leads to results that are less good than those obtained using "classical" engineered features (or descriptors) combined with also "classical" machine learning methods (typically SVMs), these being more suitable when small to moderate amounts of training data are available.
Two strategies have been considered for making other domains benefit from the success of the DCNN/ImageNet combination. The first one consists in pre-training a DCNN using ImageNet data and annotations as a source collection and then partly retrain or fine-tune it on a different destination collection [5, 41] . Generally, only the last layers are retrained, the exact number of which, as well as the learning parameters, being experimentally determined by cross-validation. Though this strategy can produce much better results than by training the DCNN only on the destination data, it does not necessarily compete with classical approaches and/or it leads to gains that are much less important than in the ImageNet case.
The second strategy consists in using a DCNN pre-trained on ImageNet as a source collection, applying it to a different destination collection and use the final ImageNet concept detection scores and/or the output of the hidden layers as features for training classifiers and making prediction on the destination collection. Razavian et al. [21] have successfully applied this strategy to a number of test collections for both image indexing and image retrieval.
In this work, we explore how these strategies perform in the context of video indexing. We also investigate how they can be combined with classical methods based on engineered features and how they can be combined with other video-specific improvement methods like temporal re-scoring [24] . Experiments have been carried out in the context of the semantic indexing task at TRECVid [19, 32] . Additionally, we evaluated the DCNN features / SVM classifiers combination on the object classification task of VOC 2012 [8] . In this paper, we make the following contributions:
1. We confirm the results obtained for still images in the case of video shot indexing:
features learned from other training data generally outperform engineered features for concept recognition. 2. We show that directly training SVM classifiers using these features does better than partially retraining the DCNN for adapting it to the new data. 3. We show that, even though learned features outperform engineered ones, fusing them performs even better, indicating that engineered features are still useful, at least in this case. 4. We show that temporal and conceptual re-scoring methods, as well as the use or multiple key frames within video shots also improve classification results obtained with DCNN features. 5. We show that the DCNN features / SVM classifiers combination is very efficient for still images too and evaluated it on the VOC 2012 object classification task.
The paper is organized as follows: Section 2 describes related work; Section 3 describes the features and methods used for conducting the experiments; Section 4 presents comparative results on the TRECVid semantic indexing task; Section 5 presents results obtained on the VOC 2012 object classification task; and Section 6 gives some conclusions.
Related work
Semantic features are not restricted to DCNN and had already been used for multimedia classification and retrieval. Smith et al. [33] introduced them as "model vectors". These provide a semantic signature for multimedia documents by capturing the detection of concepts across a lexicon using a set of independent binary classifiers. Ayache et al. [2] proposed to use local detection scores of visual categories on regular grids or to use topic detection on ASR transcriptions for video shot classification. Su et al. [38] also proposed to use semantic attributes obtained with supervised learning either as local or global features for image classification.
In all of these works and many other similar ones, semantic features are learned on source collections different from the destination one and generally for source concepts or categories different from those searched for on the destination collection. Hamadi et al. [11] used the approach using the same collection and the same concepts both for the semantic feature training and for their use in a further classification step. In this variant, called "conceptual feedback", a given target concept is learned both directly from the "low-level" features and from the detection scores of the other target concepts also learned from the same low-level features (the training of the semantic features has to be done by cross-validation within the training set so that it can be used for the second training step both on the training and test sets).
Concerning the first DCNN transfer strategy (DCNN re-training), Yosinski et al. [41] showed that the features corresponding to the output of the hidden layers are well transferable from one collection to another and that re-training only the last layers is very efficient both for comparable or for dissimilar concept types. Their experiments were conducted only within the ImageNet collection however. Similar results were obtained by Chatfield et al. [5] on different data. Features obtained from unsupervised deep learning, typically obtained from auto-encoders [12] can also be quite good but they are generally a bit less good than those obtained from supervised deep learning.
Concerning the second DCNN transfer strategy (classical training with features produced by DCNNs), Razavian et al. [21] showed that it works very well too, for several test collection, some of which are close to ImageNet and some of which are quite different both in terms of visual contents and in terms of target concepts. They also showed that this type of semantic features can be successfully used both for categorization tasks and for retrieval tasks. Finally, they showed that in addition to the score values produced by the last layer, the values corresponding to the output of all the hidden layers can be used as feature vectors. The semantic level of the layers output increases with the layer number from low-level, close to classical engineered features for the first layers, to fully semantic for the last layers. Their experiments showed that using the last but one and last but two layers' outputs generally gives the best results. This is likely because the last layers contain more semantic information while the last one has lost some useful information as it is tuned to different target concepts. There is generally no equivalent to the output of the hidden layers in classical learning methods (e.g. SVMs) and these can only produce the final detection scores as semantic features.
Many variants of the "classical" approach exist. Most of them consist in a feature extraction step followed by a classification step. As several different features can be extracted in parallel and different classification methods can also be used in parallel, a fusion step has to be considered. Fusion is called "early" when it is performed on extracted features, "late" when it is performed on classification scores or "kernel" when it is performed on computed kernel within the classification step (for kernel-based methods); many combinations can also be considered.
A very large variety of engineered features has been designed and used for multimedia classification. Some of them are directly computed on the whole image (e.g. color histograms), some of them are computed on image parts (e.g. SIFTs) [16] . In the latter case, the locally extracted features need to be aggregated in order to produce a single fixed-size global feature. Many methods can be used for that, including the "bag of visual words" one (BoW) [6, 31] or the Fisher Vectors (FV) one [28] and similar ones like Super Vectors (SV), and Vectors of Locally Aggregated Descriptors (VLAD) [13] or Tensors (VLAT) [20] . Some of them may reach their maximum efficiency only when they are highly dimensional, typically the FV, VLAD and VLAT ones. Two different strategies can be considered for dealing with them: either use linear classifiers combined with compression techniques [28] or using dimensionality reduction techniques combined with non-linear classifiers [27] . In the case of video indexing, engineered features have been proposed also for the representation of audio and motion content.
The comparison of methods presented here has been conducted in the context of the Semantic INdexing (SIN) taskà TRECVid [19, 32] . It differs from the ImageNet Large Scale Visual Recognition Challenge (ILSVRC) [22] in many respects. Indeed, the indexed units are video shots instead of still images. The quality and resolution of the videos are quite low (512 and 64 kbit/s for the image and audio streams respectively). The target concepts are different: 346 non-exclusive concepts with generic-specific relations. Many of them are very infrequent in both the training and test data. The way the collection has been built is also very different. In ImageNet, a given number of sample images have been selected and checked for each target concept resulting in a high quality and comparable example set size for all concepts. In TRECVid SIN, videos have been randomly selected from the Internet Archive completely independently of the target concepts; the target concepts have been annotated a posteriori resulting in very variable number of positive and negative examples for the different concepts. Most of the concepts are very infrequent and also not very well visible. Compared to ImageNet, the positive samples are much less typical, much less centered, of smaller size and with a much lower image quality. The task is therefore much more difficult than the ILSVRC one but it may also be more representative of indexing and retrieval tasks "in the wild". An active learning method was used for driving the annotation process for trying to reduce the imbalanced classes effect in the training data and also ensure a minimum number of positive samples for each target concept [1] . The resulting annotation is sparse (about 15 % in average) and consists in 28,864,844 concept × shots judgments. All of these differences probably explain why training DCNNs directly on TRECVid SIN data gives much poorer results than on ImageNet data and why the two considered adaptation strategies are needed (or perform much better) in this case.
Methods
We present in this section the various elements used for our evaluation: features (or descriptors), classifiers and fusion methods, as well as several other processing steps used for further improving the overall system performance: use of multiple frames, feature optimization, temporal re-scoring and conceptual feedback.
Engineered features
We use a series of 13 different types of engineered features contributed and shared by the participants of the IRIM group of the French GDR ISIS [4] . They are of very variable performance but several of them are quite good and at the level of the state of the art before the availability of DCNN-based features. Most of them follows the bag-of-words (BoW) approach [6, 31] or the Fisher vectors [28] approach or some variants of it like VLAT [20] .
Here is a description of the six best performing types: LIRIS BoW OC-LPB: this is bag-of-words type descriptor. A dictionary of 4096 visual words has been computed using k-means. Orthogonal Combination of Local Binary Pattern (OC-LBP) [42] were extracted as the local patterns. In OC-LBP, instead of encoding local patterns on 8 neighbors as in regular LBP, encoding is performed on two sets of 4 orthogonal neighbors, resulting into two independent codes. Concatenating and accumulating two codes leads to a final 32 dimensional LBP histogram, compared with original 256 dimensions. The original LBP histogram size is then greatly reduced while the same time preserving information from all neighboring pixels. The descriptor size is of 4096 dimensions. LIG BoW opponent SIFT: this is a set of four bag-of-words type descriptors. Dictionaries of 1000 visual words have been computed using k-means in four different conditions. The local descriptors used were opponent SIFTs that were generated using Koen Van de Sande's software [40] (384 dimensions per selected point before clustering). Four different 1000-dimensional bag-of-words descriptors were generated corresponding to two different conditions for the interest point selection strategy (Harris-Laplace filtering versus dense sampling), combined with two different types of histogram representations (classical versus fuzzy). These four variants led to relatively similar classification performances when used separately but they provided a significantly higher performance when combined by late fusion [4] , indicating that they capture complementary information.
CEA-LIST pyramidal BoW dense SIFT: this is a set of two bag-of-words type descriptors computed on two variants of pyramidal (hierarchical) decomposition of the images [29] . Dictionaries of 1024 visual words have been computed using k-means for all blocks in the spatial pyramids. The local descriptors used were dense SIFT that were extracted with a stride of 6 pixels. Bags have been generated with soft coding and max pooling. Early fusion was used for concatenating the histograms of all blocks of the spatial pyramid. The final signatures result from a three-level spatial pyramid with two variants: 1024 × (1 + 2 × 2 + 1 × 3) = 8192 dimensions and 1024 × (1 + 2 × 2 + 4 × 4) = 21504 dimensions. These two variants led to relatively similar classification performances when used separately and they provided a slightly higher performance when combined by late fusion. ETIS pyramidal BoW LAB and QW: this is a set of 18 bag-of-words type descriptors computed on a pyramidal (hierarchical) decomposition of the images and aiming at characterizing the color and texture distributions [10] . Dictionaries of 256, 512 and 1024 visual words have been computed using k-means for all blocks in the spatial pyramids. The local descriptors used were LAB (CIE LAB colors) or QW (Quaternionic Wavelets with 3 scales and 3 orientations). Early fusion was used for merging the block histograms at each level of the spatial pyramid but each level is then considered as a different global description. 18 variants were produced combining two descriptor types (LAB or QW), three image decompositions (1 × 1 for histograms computed on the whole image, 1 × 3 for histograms computed on 3 horizontal parts or 2 × 2 for histograms computed on 4 image parts), and three dictionary sizes (256, 512 or 1024). These 18 variants lead to relatively similar classification performances when used separately but they provided a large performance increase when combined by late fusion, indicating that they capture complementary information. Early fusions of features of the same type were also included yielding also a small performance increase. LISTIC BoW retina SIFT: this is a set of 11 bag-of-words type descriptors. Bio-inspired retinal preprocessing strategies are applied before extracting Bag of Opponent SIFT features (details in [35] ) using the retinal model from [3] . Features extracted on dense grids on 8 scales (initial sampling=6 pixels, initial patch=16x16pixels), using a linear scale factor 1.2. k-means clustering is used for producing dictionaries of 768, 1024 or 2048 visual words. The proposed descriptors are similar to those from [35] except that multi-scale dense grids are used. Despite showing equivalent mean average performance, the various pre-filtering strategies present different complementary behaviors that boost performances at the fusion stage [36] . ETIS VLAT: this descriptor is based on the aggregation of tensor products of discriminant local features. It is named VLAT (Vectors of Locally Aggregated Tensors) [20] . It is an extension of VLAD (Vectors of Locally Aggregated Descriptors) representations [13] which are first order approximations of Fisher vector representations [28] .VLAT also captures second order information. As the standard VLAT approach leads to quite large representations, a Kernel PCA is applied for reducing the final size of the VLAT descriptors to 4096 dimensions. The low-level local descriptor is a dense histogram of gradient computed every 6 pixels with 8×8 pixels cells. The global descriptor for one frame has 4096 dimensions.
Learned or semantic features
Attribute (or semantic) descriptors [2, 38] are built by applying a set of classifiers trained on different data (and generally for different target categories) to the currently considered data (e.g. trained on ImageNet and applied to TRECVid) and by using the set of detection scores concatenated into a vector which becomes a new global descriptor. We used this approach with "classical" classifiers based on Fisher vectors and with three state-of-the-art deep learning classifiers. Considering deep learning classifiers, we used not only the final network outputs which are actually semantic features but also the values extracted from the last hidden layers. These features have a slightly lower semantic level but on the other hand they are less tuned toward the target categories of the "foreign" training set; they are more general and therefore possibly more suited for the current target categories. For the AlexNet model, we selected the last four levels. For the GoogLeNet and VGG-19 models, we tried the last two or three layers and kept only the one giving the best results in cross-validation. We considered the following learned or semantic feature types:
XEROX semantic features: this is a set of two attribute type descriptors that were produced by Xerox Research Centre Europe (XRCE). Classification was done using Fisher vectors [28] and local descriptions are SIFT [16] . For "Xerox ILSVRC 1000 features", 1000 classifiers were trained using annotated data from the ILSVRC 2010 challenge. For "Xerox ImageNet 10174 features", 10174 classifiers were trained using ImageNet annotated data. The resulting detection scores were accumulated into semantic feature vectors of 1000 and 10174 dimensions respectively. Despite the fact that the latter include much more semantic categories, the performance of both descriptors are comparable. Just as with engineered features, combining them leads to an increase of classification performance. AlexNet out: this is also an attribute type descriptor. The AlexNet model pre-trained on the ImageNet data only [14] has been applied unchanged on the TRECVid key frames, both on training and test data, providing detection scores for 1000 concepts. These are accumulated into a semantic feature vector of 1000 dimensions. AlexNet conv5, fc6 and fc7: these descriptors were computed using the same pre-trained AlexNet model [14] but they are made of the values of the last three hidden layers (convolutional "conv5", and fully connected "fc6" and "fc7"), see [26] for more details. The descriptor sizes are of 4096 dimensions for fc6 and fc7, and of 43,264 dimensions for conv5. GoogLeNet pool5: this descriptor is obtained by extracting the output of the last but one layer ("pool5") of the pre-trained GoogLeNet model [39] . This descriptor has 1024 dimensions. VGG-19 out: this descriptor is obtained by extracting the output of the last layer of the pre-trained VGG-19 model [5, 30] before the last normalization stage. This descriptor has 1000 dimensions.
The Xerox features are of semantic type by construction but they also belong to the engineered type as the low-level features they rely upon (SIFT and Fisher vectors) have been explicitly designed using human expertise rather than having been built from learning like the DCNN-based features. Early fusions of features of the same type were also considered.
Use of multiple key frames
All features (except audio and motion ones) have been computed on the reference key frame provided in the reference shot segmentation. Additionally, some of them have been computed on all the I-frames extracted from the video shots (typically one every 12 video frames and about 13 per shot in average). Classification scores were computed in the same way both for the regular key frames and all the additional I-frames; a max pooling operation is then performed over all the scored frames within a shot [34] . This max pooling operation is performed right after the classification step and before any fusion operation (though it would probably have been better to postpone it after).
Feature optimization
The feature (descriptor) optimization consists in a PCA-based dimensionality reduction with pre and post power transformation [27] . Optionally, a L 1 or L 2 unit length normalization can also be performed before the PCA-based dimensionality reduction. This method allows to simultaneously reduce the dimensionality of the feature vectors (by factors from 2 to 50) and significantly improve the classification performance. It can also be used to transform feature vectors not naturally suited for the use of Euclidean distance into feature vectors suited for it, greatly simplifying (or speeding up) the classification process.
Classification
Two different classifiers have been used and their predictions were fused producing a globally better result [26] :
MSVM: the first classifier is based on a multiple learner approach with SVMs. The multiple learner approach is well suited for the imbalanced data set problem [23, 25] , which is the typical case in the TRECVid SIN task in which the ratio between the numbers of negative and positive training samples is generally higher than 100:1. The principle of the MSVM approach is to replace a single highly imbalanced classifier by a number of balanced or moderately imbalanced classifiers. The multiple classifiers all include all the sample to the minority class (generally the positive one) while the samples of the majority class are split across the multiple classifiers so that all of them are represented at least once. A late fusion is then performed on the multiple prediction scores produced. By using more balanced classifiers, this approach leads to a better global performance even though it is not globally optimal. This is probably due to the fact that a global optimization on highly imbalanced data does not work well, even when giving strong weights to the samples of the minority class. KNN: the second classifier is kNN-based. It is directly designed for simultaneously classifying multiple concepts with a single nearest neighbor search. A score is computed for each concept and for each test sample as a linear combination of 1's for positive training samples and of 0's for negative training samples (non-annotated or skipped samples are ignored) with weights chosen as a decreasing function of the distance between the test sample and the training sample. As the nearest neighbor search is done only once for all concepts, this classifier is quite fast for the classification of a large number of concepts. It is generally less good than the SVM-based one but it is much faster. The imbalanced classes problem is handled by giving higher weights to the samples of the majority class. The weighting approach works in this case while it was not good for the SVM case, possibly because the weighting scheme is applied considering the ratio of positive to negative samples within the set of selected neighbors and not at the level of the whole data set. The optimal number of selected neighbors was chosen by cross-validation within the training set and was typically of 1024. FUSE: a late fusion between the two available classifiers is finally performed. The fusion is simply done by a MAP weighted average of the scores produced by the two classifiers. Their output is naturally (or by construction) normalized in the [0:1] range. Even though the MSVM classifier is often significantly better than the KNN one, the late fusion of both is most often even better, probably because they are very different in term of information type capture. The MAP values used for the weighting are obtained by a two-fold cross-validation within the training set.
Classification scores are always produced both on the training set (by cross-validation) and on the test set (by prediction) so that they can be used in the higher levels of fusion.
Fusion
Several early and late fusions of features of the same type were also considered [37] . Hierarchical late fusion was made successively on variants of the same feature, on variants of classifiers on results from the same features, on different types of features and finally on the selection of groups of features.
Temporal re-scoring and conceptual feedback
At the end, temporal re-scoring (re-ranking) and conceptual feedback are performed. Temporal re-scoring consists in modifying the detection score of a given video shot for a given concept according to the detection scores of adjacent video shots for the same concept [24] . Conceptual feedback consists in modifying the detection score of a given video shot for a given concept according to the detection scores of other concepts for the same video shot [11] . This is done by building an additional semantic feature constituted of the prediction scores (by cross-validation within the training set) and adding it to the pool of other engineered or learned features for inclusion in the global fusion process.
Evaluation on the TRECVid 2013-2015 semantic indexing task
Experiments were conducted on the 2013, 2014 and 2015 issues of the TRECVid semantic indexing task [19] . This task is defined as follows: "Given the test collection, a reference shot segmentation, and concept definitions, return for each target concept a We also considered the average of these measures over the three years as it is expected to be more stable. Additionally, a training set with the annotation of 346 concepts (including the 60 ones for which results should be submitted) was provided to the participants for training their systems [1] .
Engineered features versus semantic and learned features
In this section, we compare the performance of engineered features and semantic and learned features. For the engineered features, we used a series of features shared by the participants of the IRIM group of the French GDR ISIS [4] . As the IRIM participants did not all provide prediction scores on the I-frame set, results are shown here only for the key frames (only one per shot). Table 1 shows the performance of several types of engineered features. Performance is shown for the six best groups of feature types as well as the fusion of the seven less good ones and the overall fusion. In several cases, the result is shown for already a combination of variants of the same feature type, for instance corresponding to a pyramidal image decomposition. Performance is given as the Mean (Inferred) Average Precision on the 2013, 2014 and 2015 editions of the TRECVid SIN task as well as their mean. The task was a bit harder in 2014 than in 2013 and a bit harder too in 2015 than in 2014 because the set of evaluated concepts was different, including more difficult ones. We can see that the fusion of all features does significantly better than the best of them. Also, fusion of the seven least performing IRIM feature types does slightly better that the best individual one. Table 2 shows the performance of engineered and learned features as well as of their combinations. The first row reproduces the result of the fusion of all the IRIM engineered The next row shows the performance of the fusion of IRIM and Xerox features which is significantly higher than that of each of them taken separately. This performance is the best one that could be achieved using only engineered features (as Xerox ones also fall in this category even though they include some learning).
The next six row of Table 2 show the performance obtained with the features extracted from the AlexNet, GoogLeNet and VGG deep neural networks. It is detailed for the four last layers in the case of AlexNet. The best DCNN feature for each of the three network already has a performance comparable to the IRIM/Xerox fusion or even higher. Again, this is due to the use of ImageNet data but also to the very good effectiveness of DCNNs. The last but one row shows the performance of the fusion of the best three DCNN features which is significantly higher than that of each of them taken separately, indicating that the three network extract complementary information. Finally, the last row shows the performance of the fusion of non-DCNN-based features and of DCNN-based features. This performance is once again significantly higher than that of both of them taken separately, even if the performance of non-DCNN-based features is significantly lower than that of DCNN-based features, indicating that engineered features are still useful, even with a lower performance.
Partial DCNN retraining versus use of DCNN layer output as features
We made several trials for retraining the last layers of the pre-trained AlexNet, GoogLeNet and VGG-19 implementation using the caffe framework. We tried to retrain the last one, last two or last three layers, doing our best to select the optimal training parameters in each case. Actually, due to the design of the inception module in the GoogLeNet architecture, it was not easy to retrain only the last two or last three layers so, alternatively, we did the two layers retraining by adding another last fully connected layer and we did not try a three layers retraining or any equivalent. The best performance was obtained by cross-validation when retraining only the last two layers for AlexNet and only the last layer for GoogLeNet and VGG-19.
For these features, we were able to do the evaluation both using only one key frame per shot and using additionally all the available I-frames within the shot. In both cases, the training was done using only the key frames as the collaborative annotation was done mostly only on them while the assessment for the evaluation was done on the basis of the full shots [19] . Table 3 shows the performance obtained with the AlexNet, GoogLeNet and VGG-19 implementations as well as for the fusion of their predictions. The first (resp. second) half of the table shows results using only the key frames (resp. using the key frames and the Iframes) for the prediction. Results are displayed using the classical KNN/MSVM learning approach applied to the best extracted features for each implementation and by retraining these implementations. It can be observed that:
• the classical KNN/MSVM learning consistently perform better than the retraining of the last layers. This may be because the last layers actually implement only a one or twolayer perceptron, because there is not enough training data for a good neural network learning (while KNN and MSVM are more robust to this) and/or because they have difficulties with highly imbalanced training data (cost sensitive training was also tried but brought no improvement); • the differences between 2013, 2014 and 2015 collections and between using or not Iframes are smaller in the case of retrained networks, indicating a better generalization capability despite a lower global performance.
Combining with improvement methods
Considering the same features, classifiers and fusion methods, several methods can be used to further improve the overall system performance. We evaluated the three following ones: the temporal re-scoring method proposed by Safadi et al. [24] , the conceptual feedback method proposed by Hamadi et al. [11] , and the use of multiple frames proposed by Snoek et al. [34] . As previously mentioned, only a few of the IRIM engineered features were computed by the participants on the I-frame set; the Xerox features were not available either on this set. Therefore, we were not able to evaluate and compare all the combinations and some fusions are partial. Table 4 shows the effect of the temporal re-scoring (TRS) and conceptual feedback (CF) methods for the fusions of the engineered (IRIM and Xerox) features, the DCNN-based features and their combinations (All). The effect of additionally using the Iframes si also shown, except in the case of the engineered features since not enough of them were available for doing better that using the key frames alone. These were however included in the "All" fusion when possible. It can be observed that: • all three improvement methods are always effective, even when combined though the "TRS" and "I-frames" ones do not accumulate well; this is probably because both search information in the neighborhood, either within the current shot or within adjacent shots and such information may be redundant; • fusing engineered features and DCNN-based features always lead to an improvement, even if engineered ones are less good and even if less of them were available in the I-frames case.
The five combinations with TRS and CF were the LIG (or Quaero) official submissions with respective identifiers: 2C M A Quaero. 13 
Evaluation on the VOC 2012 object classification task
We tried the DCNN features and KNN/MSVM combination on the VOC 2012 classification competition. The official deadline for this competition has passed but the annotations on the test set is kept hidden and an evaluation server is left permanently opened, allowing for new participation in conditions similar to those of the original competition. The submission count is limited so that no tuning on the test set is possible. The goal of the task is, for each of twenty predefined classes, predict the presence/absence of an example of that class in the test image. More generally, a classification with a real value is expected, allowing to sort the test samples according to their likeliness of containing an example of the target class. The official metric is the average precision (AP) by concept and the overall mean average precision (MAP) over the 20 target classes [8] .
We participated with a single submission. We used a single feature for the KNN/MSVM classification. This feature is an early fusion of the AlexNet fc6 layer output (last but two layer, 4096 dimensions), the GoogLeNet pool5 output (last but one layer, 1024 dimensions), and the final output of the VGG-19 network (1000 dimensions). These are the same as those used in the TRECVid semantic indexing task, and the same feature optimization Section 3.4 parameters were used, reducing the dimensionality of the DCNN features to 662, 660 and 609 respectively. Early fusion is then performed by concatenating the three optimized and normalized features resulting in a unique feature of 1931 dimensions. A second feature optimization step is performed reducing it further to 294 dimensions. This is done again with the same parameters as those computed for the TRECVid semantic indexing task. No feature optimization was performed on the VCO 2012 data.
The KNN and MSVM classifiers were trained only using the training and validation data and annotations. No other data and annotation was used directly in the training. ImageNet data and annotations was used indirectly for training the DCNN systems from which the features were extracted and TRECVid SIN data and annotations was used indirectly for optimizing these features and their early fusion but these data and annotations were not used directly for training the classifiers on the VOC 2012 data. Therefore, we made our submission in the "comp1" category as other teams did in similar conditions. This submission obtained a MAP of 85.4 % while the second best performance obtained a MAP of 82.9 %.
Conclusion
In this paper, we have compared the use of "traditional" engineered features and learned features for content-based semantic indexing of video documents. We made an extensive comparison of the performance of learned features with traditional engineered ones as well as with combinations of them. Comparison was made in the context of the TRECVid semantic indexing task. Our results confirm those obtained for still images: features learned from other training data generally outperform engineered features for concept recognition. Additionally, we found that directly training KNN and MSVM classifiers using these features does better than partially retraining the DCNN for adapting it to the new data. We found that, even though the learned features performed better that the engineered ones, the fusion of both of them still perform significantly better, indicating that engineered features are still useful, at least in this case. We also found that the improvement methods based on temporal re-scoring, on conceptual feedback and on the use of multiple frames per shot are effective on both types of features and on their combination. Finally, we applied the combination of DCNN features with KNN and MSVM classifiers to the VOC 2012 object classification task where it currently obtains the best performance with a MAP of 85.4 %. Efrain-Leonardo Gutierrez-Gomez received a Master of Science in applied mathematics from the Université Grenoble Alpes, France. His is currently doing a PhD at Université Catholique de Louvain. His research interests include semantic multimedia indexing and temporal evolution of subjects over social networks.
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