We give an upper bound to the finite block length capacity of discrete time nonstationary Gaussian channel with delayed feedback. With the aid of minimization of a quadratic form, it is proved that the L time delayed feedback capacity C
L n,F B (P ) ≤ Cn(P * ), where P * is concretely given. And we give a sufficient condition for C L n,F B (P ) to be increased by L time delayed feedback. Finally we also give a necessary and sufficient condition for C 2 n,F B (P ) of a class of Gaussian channel to be increased by 2 time delayed feedback.
I. INTRODUCTION
The following model for the discrete time Gaussian channel with feedback is considered:
Y n = S n + Z n , n = 1, 2, . . .
where Z = {Z n ; n = 1, 2, . . .} is a non-degenerate, zero mean Gaussian process representing the noise and S = {S n ; n = 1, 2, . . .} and Y = {Y n ; n = 1, 2, . . .} are stochastic processes representing input signals and output signals, respectively. The channel is with noiseless L time delayed feedback, so S n is a function of a message to be transmitted and the output signals Y 1 , . . . , Y n−L . For a code of rate R and length n, with code words x n (W, Y n−L ), W ∈ {1, . . . , 2 nR }, and a decoding function g n : R n → {1, 2, . . . , 2 nR }, the probability of error is
where W is uniformly distributed over {1, 2, . . . , 2 nR } and independent of Z n . The signal is subject to an expected power constraint 1 n
and the feedback is causal, i.e., S i is dependent of Z 1 , . . . , Z i−L for i = 1, 2, . . . , n. Similarly, when there is no feedback, S i is independent of Z n . We introduce a finite block length capacity in the following:
where the maximum is on B = {b ij ; 
Similarly, let C n (P ) be the maximal value when B = 0, i.e., when there is no feedback. It is not difficult to show that the result obtained by Cover and Pombra [2] for no delayed feedback is extended for L time delayed feedback in the following. When block length n is fixed, we are interested in the relationship between C L n,F B (P ) and C n (P ). C n (P ) was obtained in the following.
Proposition 1 (Gallager [4])
In this paper we obtain an upper bound to C L n,F B (P ), which is represented by C n (P * ) for some P * (> P ). In section II, we consider a real quadratic form and give several optimization theorems. In section III, we give an upper bound to C L n,F B (P ). In section IV, we give a sufficient condition for C L n,F B (P ) to be increased by L time delayed feedback. And also show that C L n,F B (P ) does not increase for sufficiently large P . Finally, in section V, we give a necessary and sufficient condition for C 2 n,F B (P ) of a class of channel to be increased by 2 time delayed feedback.
II. MINIMIZATION OF A QUADRATIC FORM
We consider the following real quadratic form:
where R is a positive definite symmetric matrix,
We denote by < ·, · > k the inner product in R k . And let
where R 
Theorem 2 The minimal value of (2) is given by
The proof is given in Appendix. Now we want to estimate the maximal value of (3) under any orthogonal matrices W . We obtain the following:
Theorem 3 Under any orthogonal matrices W , the upper bound of (3) is given by
It follows from Theorem 2 that we have the result. 2
We also consider the real quadratic form given by replacing W by I (= identity). That is
Then we want to minimize (4) under any L type lower triangle matrices Q. By Theorem 2 we obtain the following.
Theorem 4
The minimum value of (4) is given by
Proof. It is not difficult to obtain the result by putting in Theorem 2
In this section we use the following notations:
Lemma 1 For any matrices A, C, T r[AC
Proof. See [3] . 2
Lemma 2 Under the condition (1), an upper bound of
is given by
The proof is given in Appendix. Now we can state the following proposition.
Proposition 2
where
The proof is given in Appendix. We let R (n)
U is symmetric, but not necessarily positive definite. We denote R
Since R
U are positive definite, we have
We want to obtain an upper bound of
] under the condition (1). It follows from
Lemma 2 that an upper bound of
U ] is given by P 1 . Then we have to obtain an upper
U ] under the condition (1).
Lemma 3 Under the condition (1), an upper bound of
The proof is given in Appendix. Now we can state the main theorem.
It is easy to obtain the Corollary.
, where
Proof. To avoid the complexity we denote R (n)
Z by R Z . We apply Lemma 1 for
As the same method of Lemma 3 we obtain the result. 2 [6] .
F B (P ) is the capacity of Gaussian channel with nodelayed feedback. Then Theorem 5 is an extension of the result in Yanagi

Remark 2
The following relation generally holds.
Then the above statement is valid only in the case of n > L.
IV. SUFFICIENT CONDITION Let k(≤ n) be the largest integer satisfying nP
We denoteR
And then we define R
Under those representation it is easily shown that
Now we give the sufficient condition for C L n,F B (P ) to be increased by L time delayed feedback.
Theorem 6 If there exists
The proof is given in Appendix. 
We give an example for this remark.
Example 1 Let L = 2, and
Then the following statement is given.
The following is obtained.
Theorem 7
If nP + r 1 + · · · + r n ≥ nr n and Gaussian noise is L type white, then
The proof is given in Appendix.
V. NECESSARY AND SUFFICIENT CONDITION
Let L = 2 and
where b > 0. When Z = {Z n ; n = 1, 2, . . .} is a moving average process of order 1, then the covariance matrix is given by (5) . Now in this section we obtain a necessary and sufficient condition for C 2 n,F B (P ) to be increased by 2 time delayed feedback. By Balraw and Moura [1] , the eigenvalues r i of R (n) Z are in the following:
We remark that a and b have to satisfy a > 2b cos π n + 1 .
The normalized eigenvectors x i of R (n)
Z relative to r i is given by
. . .
Then it is easy to show thatR
Z V for an orthogonal matrix V = x 1 x 2 . . . x n . Let k be the largest integer satisfying
If nP + r 1 + · · · + r n ≥ nr n , then it follows from Theorem 7 that
Then we assume that k (1 ≤ k ≤ n − 1) satisfies
Then it is clear that
Now (6) is rewritten by
Furthermore
)} + 2b cos iπ n + 1 .
And then (7) is rewritten by
We denote
And if i = 2, j = n, then
We use several lemmas.
Lemma 4 The followings hold.
(1) A = 0. We omit the proof since it is easy to prove.
Lemma 5
n =1 r = na.
Proof. It is clear that
Then we obtain the result. 2
Now we obtain the theorem.
Theorem 8 (1) If
, then
The proof is given in Appendix. We conclude this paper by stating an open problem whether Theorem 8 hold when R (n) Z is generally L type white.
APPENDIX
Proof of Theorem 2. At first, for 1 ≤ k ≤ L, we want to minimize
under any L type matrix Q = {q ij }. Let 1 ≤ ≤ n. (11) is rewritten in the following
We partially differentiate (12) at q k and we get
the minimal value of (11) is given by
Secondly, for L + 1 ≤ k ≤ n, we want to minimize
We partially differentiate (14) at q k and we get n i=k−L+1
n). Then the minimal value can be represented by
We remark that
Hence the minimal value of (13) is given by
Thus we obtain the following.
Then we obtain the result. 
, where B is a strictly L type lower triangle matrix and Q is an L type matrix. And we remark that T r[BQ] = 0. Then we obtain
And we also take a strictly L type lower triangle matrix B = {b ij } i,j=1,...,n as follows:
On the other hand since R
Since log(1 + x) is operator monotone,
Then P 1 = P . By Proposition 2,
On the other hand if nP + r 1 + · · · + r n > nr n , then it follows from Proposition 1 that
Proof of Theorem 8.
(1) Since P ≥ 2b cos π n + 1 , it follows from Lemma 5 that nP + r 1 + · · · + r n ≥ nr n . By Theorem 7 we have C n (P ) = C 2 n,F B (P ).
(2) Since P < 2b cos π n + 1 , it follows from Lemma 5 that nP + r 1 + · · · + r n < nr n . Then there exists k (1 ≤ k ≤ n − 1) such that
At first when k = 1, i.e. r 1 < nP + r 1 ≤ r 2 , it follows from (7) that By Theorem 6, C n (P ) < C 2 n,F B (P ). Secondly, when k = n − 1, i.e. (n − 1)r n−1 < nP + r 1 + · · · + r n−1 < (n − 1)r n , it follows from (8) that 2b cos 2π n + 1 < X < 2b cos π n + 1 . 
