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Abstract
Optimal transport is a machine learning technique with applications including distribution comparison,
feature selection, and generative adversarial networks. In this paper, we propose feature robust optimal
transport (FROT) for high-dimensional data, which jointly solves feature selection and OT problems. Specif-
ically, we aim to select important feature sets and use them to compute the transportation plan. The FROT
problem can be formulated as a min–max optimization or a convex minimization problem. Then, we pro-
pose a Frank–Wolfe-based optimization algorithm, where the sub-problem can be accurately solved using
the Sinkhorn algorithm. An advantage of FROT is that important features can be analytically determined.
Furthermore, we propose using the FROT algorithm for feature selection and the layer selection problem in
deep neural networks for semantic correspondence. By conducting synthetic and benchmark experiments, we
demonstrate that the proposed method can determine important features. Additionally, we show that the
FROT algorithm achieves a state-of-the-art performance in real-world semantic correspondence datasets.
1 Introduction
Optimal transport (OT) is a machine learning technique with several applications in machine learning, computer
vision, and natural language processing communities. The applications include the Wasserstein distance estima-
tion [1], domain adaptation [2], multi-task learning [3], barycenter estimation [4], semantic correspondence [5],
feature matching [6], and photo album summarization [7].
The OT problem is extensively studied in the computer vision community as the earth mover’s distance
(EMD) [8]. However, the computational cost of EMD is cubic and is computationally expensive. Recently, the
entropic regularized EMD problem was proposed, where the problem can be solved by the Sinkhorn algorithm
with quadratic cost [9]. Owing to the development of the Sinkhorn algorithm, researchers have replaced the
EMD computation with its regularized counterparts.
More recently, a robust variant of the OT was proposed and used for divergence estimation [10]. In the
robust OT framework, the transportation plan is computed with the discriminative subspace of the two data
matrices X ∈ Rd×n and Y ∈ Rd×m, where the subspace can be obtained by solving the dimensionality reduction
problem. An advantage of the subspace robust approach is that it does not require prior information about the
subspace. However, given prior information such as feature groups, we can consider a computationally efficient
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(a) OT on clean data. (b) OT on noisy data. (c) FROT on noisy data (η = 1).
Figure 1: Transportation plans between two synthetic distribution with 10-dimensional vectors x˜ = (x>, z>x ),
y˜ = (y>, z>y ), where two-dimensional vectors x ∼ N(µx,Σx) and y ∼ N(µy,Σy) are true features and zx ∼
N(08, I8) and zy ∼ N(08, I8) are noisy features. (a) OT between the distribution x and y is a reference. (b)
OT between the distribution x˜ and y˜. (c) FROT transportation plan between the distribution x˜ and y˜ where
true features and noisy features are grouped respectively.
formulation. The computation of the subspacecan be computationally expensive if the dimensionality of data is
high, for example 104.
One of the most common prior information is a feature group. Using a group feature is popular in feature
selection problems and extensively studied in Group Lasso [11]. The key idea of Group Lasso is to pre-specify the
group variables and select the set of group variables using the group norm (also known as the sum of `2 norms).
For example, if we use pre-trained neural network for a feature extractor and to compute OT using the features,
we require a careful selection of important layers to compute OT. Specifically, each layer output is regarded as
a grouped input. Therefore, using feature group as a prior is a natural setup and important for considering OT
for deep neural networks (DNNs).
This study proposes a feature selection variant of the optimal transport for high-dimensional data utilizing
grouped feature prior information. Specifically, we propose a feature robust optimal transport (FROT) problem,
where we select distinct group feature sets instead of determining its distinct subsets as proposed in [10]. We
formulate the FROT problem as a min–max optimization problem and transform it to a convex optimization
problem, where it can be accurately solved by the Frank–Wolfe algorithm [12, 13]. The FROTs sub-problem
can be accurately solved by the Sinkhorn algorithm [9]. An advantage of FROT is that we can obtain a globally
optimal solution owing to its convexity. Moreover, we can determine the significance of the features after solving
the FROT problem without any additional cost; this can aid in interpreting features. Therefore, the FROT
formulation is suited for feature selection and layer selection in DNNs. Through synthetic experiments, we
initially demonstrate that the proposed FROT can determine important groups (i.e., features) and is robust
to noise dimensions (See Figure 1). Then, we use the FROT for high-dimensional feature selection problems.
Furthermore, we applied the FROT to a semantic correspondence problem [5] and showed that the proposed
algorithm improves semantic correspondence.
Contribution:
• We propose a feature robust optimal transport (FROT) problem and derive a simple and efficient Frank–
Wolfe based algorithm. Furthermore, we propose a feature robust Wasserstein distance (FRWD).
• We apply FROT to the high-dimensional feature selection problem and show that FROT is consistent with
the Wasserstein distance based feature selection algorithm with less computational cost than the original
algorithm.
• We used FROT for the layer selection problem in a semantic correspondence problem and showed that the
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proposed algorithm outperforms existing baseline algorithms.
2 Background
In this section, we briefly introduce the OT problem.
Optimal transport (OT): Given independent and identically distributed (i.i.d.) samples X = {xi}ni=1 ∈ Rd×n
from a d-dimensional distribution p and i.i.d. samples Y = {yj}mj=1 ∈ Rd×m from the d-dimensional distribution
q. In the Kantorovich relaxation of OT, admissible couplings are defined by the set of transportation plan:
U(a, b) = {Π ∈ Rn×m+ : Π1m = a,Π>1n = b},
where Π ∈ Rn×m+ is called the transportation plan, 1n is the n-dimensional vector whose elements are ones,
and a = (a1, a2, . . . , an)
> ∈ Rn+ and b = (b1, b2, . . . , bm)> ∈ Rm+ are the weights. The OT problem between two
discrete measures µ =
∑n
i=1 aiδxi and ν =
∑m
j=1 bjδyj is to determine the optimal transportation plan of the
following problem:
min
Π∈U(a,b)
n∑
i=1
m∑
j=1
piijc(xi,yj), (1)
where c(x,y) is a cost function. For example, the squared Euclidean distance is used, that is., c(x,y) = ‖x−y‖22.
To solve the OT problem, Eq. (1), (also known as the earth movers distance) using linear programming requires
O(n3), (n = m) computation, which is computationally expensive. To address this, the entropic-regularized
optimal transport is used [9].
min
Π∈U(a,b)
n∑
i=1
m∑
j=1
piijc(xi,yj) + H(Π),
where  ≥ 0 is the regularization parameter and H(Π) = ∑ni=1∑mj=1 piij(log(piij)− 1) is the entropic regulariza-
tion. If  = 0, the regularized OT problem reduces to the EMD problem. Owing to entropic regularization, the
entropic regularized OT problem can be accurately solved using Sinkhorn iteration [9] with O(nm) computational
cost (See Algorithm 1).
Wasserstein distance: If the cost function is defined as c(x,y) = d(x,y)p with d(x,y) a distance function and
p ≥ 1, then we define the p-Wasserstein distance of two discrete measures µ = ∑ni=1 aiδxi and ν = ∑mj=1 bjδyj
as
Wp(µ, ν) =
 min
Π∈U(a,b)
n∑
i=1
m∑
j=1
piijd(xi,yj)
p
1/p .
3 Proposed Method
This study proposes a feature robust optimal transport. We assume that the vectors are grouped as x =
(x(1)
>
, . . . ,x(L)
>
)> and y = (y(1)
>
, . . . ,y(L)
>
)>,. Here, x(`) ∈ Rd` and y(`) ∈ Rd` are the d` dimensional
vector, where
∑L
`=1 d` = d. This setting is useful if we know the explicit group structure for the feature vectors
a priori. In an application in L-layer neural networks, we consider x(`) and y(`) as outputs of the `th layer of
the network. Specifically, for d1 = d2 = . . . = dL = 1 and L = d, we consider each feature independently.
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Algorithm 1 Sinkhorn algorithm.
1: Input: a, b,C, , tmax
2: Initialize K = e−C/,u = 1n,v = 1m, t = 0
3: while t ≤ tmax and not converge do
4: u = a/(Kv)
5: v = b/(K>u)
6: t = t+ 1
7: end while
8: return Π = diag(u)Kdiag(v)
Algorithm 2 FROT with the Frank–Wolfe.
1: Input: {xi}ni=1, {yj}mj=1, η, and .
2: Initialize Π, compute {C`}L`=1.
3: for t = 0 . . . T do
4: Π̂ = argminΠ∈U(a,b)〈Π,MΠ(t))+H(Π)
5: Π(t+1) = (1− γ)Π(t) + γΠ̂
6: with γ = 22+t .
7: end for
8: return Π(T )
3.1 Feature Robust Optimal Transport (FROT)
The FROT formulation is given by
min
Π∈U(a,b)
max
α∈ΣL
n∑
i=1
m∑
j=1
piij
L∑
`=1
α`c(x
(`)
i ,y
(`)
j ),
where ΣL = {α ∈ RL+ : α>1L = 1} is the probability simplex.
The underlying concept of FROT is to estimate the transportation plan Π using the distinct groups with
large distances between {x(`)i }ni=1 and {y(`)j }mj=1. We note that determining transportation plan in non-distinct
groups is difficult, because the data samples in {x(`)i }ni=1 and {y(`)j }mj=1 overlap. In contrast, in the distinct
groups, {x(`)i }ni=1 and {y(`)j }mj=1 are different, and this aids determining an optimal transportation plan. This is
an intrinsically similar idea to the subspace robust Wasserstein distance [10], that estimates the transportation
plan at the discriminative subspace. In contrast, our approach selects the important groups. Therefore, FROT
can be regarded as a feature selection variant of the vanilla OT problem Eq. (1), whereas the subspace robust
one is the dimensionality reduction counterparts.
FROT with Frank–Wolfe: An alternative approach can be used to estimate FROT; we initially estimate Π
and then α. However, it can have an local optimal solution due to its non-convexity. Thus, we propose a convex
optimization of FROT with Frank–Wolfe. Specifically, we introduce the entropic regularization for α and rewrite
the FROT as a function of Π. Therefore, we solve the following problem for α:
min
Π∈U(a,b)
max
α∈ΣL
Jη(Π,α),with Jη(Π,α) =
n∑
i=1
m∑
j=1
piij
L∑
`=1
α`c(x
(`)
i ,y
(`)
j )− ηH(α),
where η ≥ 0 is the regularization parameter and H(α) = ∑L`=1 α`(log(α`)− 1) is the entropic regularization for
α. An advantage of the entropic regularization is that the non-negative constraint is naturally satisfied and the
entropic regularizer is a strong convex function.
Proposition 1 The optimal solution of the optimization problem
α∗ = argmax
α∈ΣL
Jη(Π,α), with Jη(Π,α) =
L∑
`=1
α`φ` − ηH(α)
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with a fixed admissible transportation plan Π ∈ U(a, b), is given by
α∗` =
exp
(
1
ηφ`
)
∑L
`′=1 exp
(
1
ηφ`′
) with Jη(Π,α∗) = η log( L∑
`=1
exp
(
1
η
φ`
))
+ η.
Using Proposition 1 together with the setting φ` =
∑n
i=1
∑m
j=1 piijc(x
(`)
i ,y
(`)
i ) = 〈Π,C`〉, [C`]ij = c(x(`)i ,y(`)i ),
the global problem is equivalent to
min
Π∈U(a,b)
Gη(Π), with Gη(Π) = log
(
L∑
`=1
exp
(
1
η
〈Π,C`〉
))
.
This function is the soft-maximum of the transportation costs in each group. The regularization parameter η
controls how ”soft” the maximum is: if η is small, Gη(Π) is similar to the maximum whereas if η is large, the
function becomes smooth.
Proposition 2 Gη(Π) is a convex function relative to Π.
The derived optimization problem is convex. Therefore, we can determine globally optimal solutions. We
employ the Frank–Wolfe algorithm [12, 13], where we approximate Gη(Π) by linear functions at Π
(t) and move
Π towards the optimal solution in the convex set (See Algorithm 2).
The derivative of the loss function Gη(Π) at Π
(t) is given by
∂Gη(Π)
∂Π
∣∣∣∣
Π=Π(t)
=
1
η
L∑
`=1
exp
(
1
η 〈Π(t),C`〉
)
∑L
`′=1 exp
(
1
η 〈Π(t),C`′〉
)C` = MΠ(t) .
Then, we update the transportation plan by solving the EMD problem:
Π(t+1) = (1− γ)Π(t) + γΠ̂ with Π̂ = argmin
Π∈U(a,b)
〈Π,MΠ(t)〉,
where γ = 2/(2 + k). By the Frank–Wolfe algorithm, we can obtain the optimal solution. However, solving the
EMD problem requires cubic computational cost that can be computationally expensive if n and m are large.
To address this, we can solve the regularized OT problem.
We propose a p-feature robust Wasserstein distance (p-FRWD).
Proposition 3 For the distance function d(x,y),
FRWDp(µ, ν) =
 min
Π∈U(a,b)
max
α∈ΣL
n∑
i=1
m∑
j=1
piij
L∑
`=1
α`d(x
(`)
i ,y
(`)
j )
p
1/p ,
is a distance for p ≥ 1.
3.2 Application 1: Feature Selection
We considered X ∈ Rd×n and Y ∈ Rd×m as sets of samples from classes 1 and 2, respectively. An advantage
of the FROT formulation is that we can determine the important features α` for each grouped features. The
optimal important feature is given by
α̂` =
exp
(
1
η 〈Π̂,C`〉
)
∑d
`′=1 exp
(
1
η 〈Π̂,C`′〉
) , with Π̂ = argmin
Π∈U(a,b)
log
(
d∑
`=1
exp
(
1
η
〈Π,C`〉
))
,
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where [C`]ij = (x
(`)
i − y(`)j )2. Finally, we selected top-K features by the ranking α̂. Hence, α changes to a
one-hot vector for small η and αk ≈ 1L for large η.
3.3 Application 2: Semantic Correspondence
We applied our proposed FROT algorithm to semantic correspondence. The semantic correspondence is a
problem that determines the matching of objects in two images. That is, given input image pairs (A,B), with
common objects, we formulated the semantic correspondence problem to estimate the transportation plan from
the key points in A to that in B, where this framework is proposed in [5]. In Figure 2, we show the overview of
our proposed framework.
Cost matrix computation C`: In our framework, we employed the pre-trained convolutional neural network
to extract dense feature maps for each convolutional layer. The dense feature map of the `th layer output of the
sth image is given by
f
(`,s)
s,q+(r−1)hs ∈ Rd` , q = 1, 2, . . . , hs, r = 1, 2, . . . , ws, ` = 1, 2, . . . , L,
where ws and hs are the width and the height of the sth image, respectively and d` is the dimension of `th
layer’s feature map. Note that because the dimension of dense feature map is different for each layer, we sample
feature maps to the size of the 1st layer’s feature map size (i.e., hs × ws).
The `th layer’s cost matrix for images s and s′ is given by
[C`]ij = ‖f (`,s)i − f (`,s
′)
j ‖22, i = 1, 2, . . . , wshs, j = 1, 2, . . . , ws′hs′ .
A potential problem of FROT is that the estimation significantly depends on the magnitude of the cost of each
layer (also known as group). Hence, normalizing each cost matrix is important. Therefore, we normalized each
feature vector by f
(`,s)
i ← f (`,s)i /‖f (`,s)i ‖2. Consequently, the cost matrix is given by [C`]ij = 2− 2f (`,s)i
>
f
(`,s′)
j .
We can use distances such as L1 distance.
Computation of a and b with staircase re-weighting: For semantic correspondence, setting a ∈ Rhsws and
b ∈ Rhs′ws′ is important because semantic correspondence can be affected by background clutter. Therefore, we
generated the class activation maps [14] for the source and target images and use as a and b, respectively. For
CAM, we chose the class with the highest classification probability and normalized it to the range [0, 1].
4 Related Work
In this section, we review divergence measures and optimal transport.
Divergence measure and optimal transport: Divergence measures can be categorized into two: f -divergence
[15] including the Kullback–Leibler (KL) divergence [16] and the α-divergence [17, 18], and integral probability
metric [19], such as the Wasserstein distance [20].
The KL divergence is a commonly used divergence. A naive approach for estimating the KL divergence
between p(x) and p′(x) is to estimate the probability densities p(x) and p′(x) separately using some density
estimators and then computing their ratio. However, density estimation is a difficult problem, and the KL
divergence estimation can be inaccurate. An efficient approach can be based on density ratio estimation ap-
proaches, where we directly estimate the ratio of p(x) and p′(x) without using the density estimations [21]. For
the Jensen–Shannon divergence [22], we can use the relative density ratio estimation alternate to the standard
density ratio estimation [23]. For non-overlapping distributions, the KL divergence can be infinite. Moreover, in
this case, neural network training with KL and JS divergences can be affected by vanishing gradients.
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y(`)
<latexit sha1_base64="YQVQlZDT AKyi4yW8oPOIIFbJkMw=">AACLTXicvZ1LcxvHEYDHzsOO87AcX1KVC2NFi ZRSVJCSlFNOpcp8ghIlEST4NiwWAC5BWMvFGgBJADT+gPIDcvApqfiQys/I JbeccvBPSOXopHJxpTKPnZ19zXQ3FjJZJMFB99c9Mz2PndkdtEK/OxhWKp+ /8urXvv6Nb772+rfe+PZ3vvu9N2+89f29Qe+i3/Z22z2/1z9oNQee3w283W F36HsHYd9rnrd8b7/1fFm8v3/p9QfdXrAzHIfeh+fNTtA97babQ550fOPNR qvnn4yfXd9ueL5/Z3p842blXkV+LeRf3I9e3GTRV6331urbrMFOWI+12QU7Z x4L2JC/9lmTDfj3B+w+q7CQp33Irnlan7/qyvc9NmVvcN0LLuVxiSZPfc5/ d/h/H0SpAf9fMAdSu82t+PynzzUX2K3KPyp/rnxR+VvlL5V/Vr60sq4lQ/g y5n9bStcLj9988YP6f0Gtc/53yM6MllPD56+Ef12pcy5zercgXdBceR+yU/ ZrmecuL4NQpojSaCs/Lie//6L+3vat659U/lj5Fy+HP1Q+r/yVl0Rw+e/2Z 1ve9qecLvgB17qSNj1p3+O2r3lteZzf5axrthK9DqRvXS4VRPVSrBvyVz3+ e8r91BzhZy1K7/Ec4Ui+/HueIz2O0ptObf1/VnsnJecitOXrPGE5SvdlDPd 51LgoHhvJSMlSVqP0MBHpxYRTWfvDHGEtTrfr6sjK6i4WRNwb7JajLEReuw X5WE68IwgLMUOUn6qngGtc83RNVTHS44ypbP8fyncDntKVsqqPEGktLrPAb kfR05P/qd/pelxgNznnDv87RfihY3QefhTHNc0fHenz8Me0jqQPDf49ix/B 3D2BvdDtbh6lkW+rRaUCRYryoch6Q/a7I/5b+HCd8uGO7IuxfE+mKStnsnU Jn3/M/1vi74/kq0seY2osEKPJg6h3hEt0i/c2KxG7z8cKX+q/K0fdaeLVNDU q5DkD3mcEEUePe33ZP+h33LnV/UYgezxFHEZjm2jHfgFZ6Uyl/G9BC6KOO3 Jczfop4ilPT8o3+Eg8RVto8jqhWBDyOAt9+fp5KurTTCOh2uwpf++2jOuG7 NE7XHIo489lZyjnSTYb6t3bUWuB6rUr5yZ2mpEo4/FA1lPbEoH6vQb7DcC5 kO24H41m2uNPIn8+QWsPUvom/VqSpuwZb6NulvBZvKdq4kFE8qVER5aU6q/ u8t8P4tjo5OYMReRu3J/ArazL7smfE/4zjbW6cf/izsGJnKMWt4ZQ5i7kr3 6U+NGpcJ8T8lcXkh2CfelJ1K+E7KeAbC2m1kBJTa2B1FD2JKpf+Jgdy97C5 6lnmblqXjOQ10ah7C2aUWRdR/Nj0bt/Nd+/4t/u2tC12+Lfy5kaF2nXMtWd 16T8aiFjlcR4Wsh4SmJsFzK2SYx6IaOOiPGWnKGcsIlsFT3JSabrK9OebLs VxBiiNXvxWGvn3Y95GOIiQFskeLcEsJYIrGWAtUxgrQCsFQJrFWCtElhrAG uNwKoCrCqBtQ6w1gmshwDrIYH1CGA9IrA2ANYGgfUYYD0msJ4ArCcE1lOA9 ZTA2gRYmwRWDWDVCKwtgLVFYG0DrG0Cqw6w6gTWDsDaIbB2AdYugbUHsPYIr H2AtU9gHQCsAwLrEGAdElhHAOuINHI3AVqT4FkLYLUIrDbAahNYJwDrhMCC 5k0egXUKsE4JrA7A6hBYZwDrjMDqAqwugfURwPqIwHoOsJ4TWD7A8gmsc4B 1TmAFACsgsKDrjx6BFQKskMD6GGB9TGD1AVafwBoArAGBNQRYQwLrAmBdEF iXAOuSwLoCWFcE1ghgjQisMcAaE1gTgDUhjdyTaDU2nfaMJVcbkqu2eC+H8 Uo8xPUSHuNmG2bly1US6TUy/PzDk2uaENvI4UfXJtO7y252UhI/PxHrrxjP k5L4GUsoV23FPRDQiNDISeOjBlf2E3LZ47hUqtp1xpCTkvhZTw/FNnL4eUt T7lHD7KQkfibTlAz4uqCRkcXPb6ARqBHJ4Gc5MDEgEUfgrLURyeBnPDAxJB H7cjcFYmop/KylG+1LQuSkJL7NNRF1paXwMxpK/5aVxtfgGaoOz0i12EZR2 0SqyiHs64BEFemeHN8gclISS6+iR9ikJJa+gh5hk5L4lTXsWLIzw1jymNAn p2XxK11wtByQYqWGINZIxDq6Z6rP0DPtkvqQrDS+VDCtvUZs7TVUa68RW/s murUnJfFXjk151wGl1It1aBbxs768PM0SZsRPStLouNE/LUuzgJ8J5OWpJYV pFWlZZWHBaaUtryHNzrS+dlXpuD1pJbtkZWD2opXsspWB2YNWsitWBmbvWc muWhmYPWclu2ZlYPaalWzVysDsMSvZdSsDs7esZB9aGZg9ZSX7yMrA7CUr2 Q0rA7OHrGQfWxmYvWMl+8TKwOwZK9mnVgZmr1jJbloZmD1iJVuzMjB7w0p2 y8rA7Akr2W0rA7MXrGTrVgZmD1jJ7lgZmL1fJbtrZWD2fJXsnpWB2etVsvt WBmaPV8keWBmYvV0le2hlYPZ0leyRlYHby9W5GSZ2MIpy5F4bxuXWZeNwLj YO4vVnWj48Yj7sNuz5SNpwWTHzRrOXeiXvvfXkmvYwIwX7bWSHOeJQzofFK yo1vxrq8rdo7ZRuAfK/jJUJIRf4lWg9k3RRzWwT6+sqykvKnYBVFJFyD98u iojp+V25xeTxI4c+Zd+/RYgQ+j5RixjjWQsuG8m+yNzRku6hThKkr+r+cPX t9l2tHjblcwH6CRkzBmM1xynNQ4LmJKV5BGiap2dPoqcdVMm6dMTKhFiLbs u/WuucrHUWeZqPyiILbnogY2sQ3esC+RIw85xCm1hCuk6z6ccFMYrZfc9yx gQ+Zkc+y5kQ+Lhd+r7UEft7yZUMYaUPxoTWnDpJOIYrnoq5WPI5/1H70S4/ j6P+zvRzUHvwHSVQRHP3AeIJSvUM7jhXE9CzQ+psAvFkpLJ/ybwcA3pSKO3B FPDqGWvIFjskUfUOqItcFMl6PjubVX0vJNXqSWmrw0xMp8dWV53Pw5+iqDB lAcXMy/LAxMAsHlAjwVYG9t4GbkuukqFEiN0HV2RQLMwef9RWPVteXDVMbW vz8yBZl7fQPphRpmwvN6vdsv0cpcSzY6qrjF3UUD4/3YvvD1R7TG6Nnmz3X kZzVg883sK7kXYbUYLQSD6KR8/sbHIMlvHEojtB6OqZbfG+1AjUHzv1tX3o aWe96gY/7azXteCnncO4TEPLPP0uai4dxuVbzJmgOSOnNzhPXH5gCK6cUO7 1HbH83bkjgm72DtwRWJ/G4qjEXcDGto2C6dXGsS/jEr6MY19sFIwv6TsGTK 2k02f3Msv3CHyM/8bnACHpRZJQtCjZi0jaNW7iSCGCRJtjwSNQsa0+aSabt TrbWE+dP5u9moMSkWd2SmwUytNoByzfY5XxLsnN9mbz8Hdc4G+Z3ibJzfpb pv+pykgSvCpK0j7j1iRormTGDDNnNmnlS36UmBNDXErJj4Arq+Q4ii2Di4I yuJhDGVwUlIGNSymDywJ/L+fg72WBvzYuxV9VvvaYNXLQniq+1MtYw+TNxEy ZSDERAseFe3zVHNvoislTEOepzBgtRsTk+ZTmNCKXjjnBSGi0QBtGXmlAo6 m4wtQnx2J2LwIGrSKKXEFl7Z5VCC117+QKOANRsrp+VkrEnGbpiLGxcLnQr cm+l5GUwbXg7Nq+2wZ2PpWnpFdSMLmhWsj3p64dkHKz1LyF/ChBsU6breYt wD3wPEv5zJrTsxI9YnGZ0m1Rxq90vrKrfa4onnc+y9um5Fs905BvMSq9fN4 UJ98mXHya/wOL/4M5+T+w+G/nJ5+9tltYknuqnSitaBV0CXGi3Sk7ifZs+v K08eSabpq2yOrxaX/QCbSn1n7kFOHRhfTCnBkutLA9WlY73RpOidpQLtzrb Tqqyq3aQTOaUakZsbmSLHP9OInzOo9zCuA8p68Y52ExkPeGlLOIW7NMzuL0 /2XWKJMzTDeP0i+m1zjz/eO81ljt9nC1kX1qbF6rvckaehmryckam89qct5 /+1zuZZaau97mZ9nMa4rm6/PgFs3EZ6+fxdjPxRLeLcZe2SgYXw5iX8qtUk P1DT+b4ObrvM5nFTwfJ/NZBcf3VuXKw1DykTmPEqoWlFB1Dv5WC/y1cSn+Lh b4W6ZtGUbe3zKtTTM2pL95nzcc1xl3S+ZF2cznh2qTnk+8PTwXnw/aflPe3 /nsN+F7hnGpniEdWS8jntJx9DKiZwPlP0QxdVnu/gSo5srVl7mzt8z+o/2O SPjuJ/ddiPbcYfzSz38k751VKbOXmH4yJMs8LM08yjGPSjOTI7Q77/jyPMw xbXnHM49yTFveKUx3j2ee1IFWUGpMnztci7zSK0DwvSs1pvZoauiVozC2Fp Kt6VPbQrS1ILKGuZ+nyTD3COk4a2XiDuJruWZGD2sNU9sHiDI0fmCJ2LUdX SL4O+6MZDOni9Nc521H9yvF1+BGEj+jOENTz1Bxm+QmT9uDuNh5P9ZbypOr HTS1QyqDDroMMCduB0yvyfei1XWfqU9C06cz43ZodxjmeVbKCf8dFJFyqvg 6ikiN8/nG4hKKiDn1x5VbTB5deaPkaJ1hn0WmlTyWSvF1BU2lfNbOPppK+3 QILBVzlgjkI8YzqPQwZbYFMDBn3mw5IhejD0UsJk6h2sHUySPrdc8jhK5rd gLr71lt74G6a1bdNVC3atWtgrob0flT2auCjej0KUjXvg+BJbhnhBiKmb91H f4kpbBEc545zE2ffU6j49aR8BYwfuNp5pRA1zhLOUsweQq1i1l0WjWmZOu5 64J64bUv5bNt6uwKxaR85sF+zs/90n7u5/wsZmL81P7N7pX2ZnYfTGn7yFr 1ifXqI2vWJ9Zt3t/iUqD5u1/gr42Lq2PfWcs474xXZXy54un6E4SnUXxg5W 093VXcb7ifJBZ3XGXvk06fiu3ypFjbnFbl0l1mq3yGsBmdjmc+h1yV3LKcP Rzn0vfB0qwB5FoJtiZvknzeJPhcTLb7DLPXnKWxVqKc3eRaCbYgLzm9XrKW B9ZzF79W0sIin789lHVaRE++C3nqJtVyLBctfefgE8B2NepLFuO5sn7mS/R 0t2X6HTAHmvIk/nThNEWk4ykXMqc2j1aJPrlYQYbmXv8QtA7T62PZvrgj4w ha7Rb66nPO1ZOCHanzjP0MMeudxLbN/PaYVbg2ZHUgP2Ui+9nnKrrMe5Dnx n7ymQl3HYi0IPpcLmM5ebKyqomsV+KJGVMr+uy4BV5XvUh7gbdcUYpd/rsl x6UBe0+ewK1ldUsQqeqUF9GqzPs7/P8D9nNpWZ80IWTfkSli1fOdhPSqzNV7 xzdu3r9XkV8L9hd7D+7d/8W9B1u/vPn+ElNfr7Mfct5tdp+9y95n67xV7zJ xBs2n7E/ssxd/f/GfF1+++J8SffWVSOdtlvr63Wv/B6rAYmQ=</latexit>
C`
<latexit sha1_base64="OacnRizJ RBX89wDWgRojPha2Xaw=">AACLWnicvZ1Lb2NJFYBrhtc8gOlhWCDBIkzT0 IOalrsBDRpAmjyd7nR3nDjv8XTkx43jaef6jh+J7Yw3LOkfwIIVSEggVvAX 2PAHWIzEH0AsB4kNC+px69Z9VZ1zfN2TKIlTPuc7p6pOPW7VveVG0O0MhqX Spy+9/IUvfunLX3nl1dde/+rXvv7GjTe/cTDojfpNb7/Z6/b6R436wOt2fG 9/2Bl2vaOg79UvGl3vsPFsVbx/eOn1B52evzecBN6HF/W23znrNOtDnnR64 zu1oTceSs5132vNrmuNXre1elrzut3Z6Y2bpbsl+bWUfXEvfHGThV+V3pvrb 7Eaa7Eea7IRu2Ae89mQv+6yOhvw7w/YPVZiAU/7kF3ztD5/1ZHve2zGXuO6 Iy7lcYk6T33Gf7f5fx+EqT7/XzAHUrvJrXT5T59rLrFbpX+U/lT6rPT30p9 L/yr9z8q6lgzhy4T/bShdLzh949ffqv4X1Lrgf4fs3Gg5Nbr8lfCvI3UuZE 7v5KQLmivvQ3bGfibz3OFlEMgUURpN5cfl9DefVd/bvXX9/dLvS//m5fC70 qelv/GS8C//0/zDjrf7W04XfJ9rXUmbnrTvcdvXvLY8zu9w1jVbC1/70rcO l/LDesnXDfirHv89435qjvCzEqb3eI5wpK78e5EhPQrT605t/X9aey8h5yI 05essYTVM78oY7vOocVE8NpaRkqash+lBLNLzCWey9ocZwkaUbtfVkZXWXc 6JuNfYLUdZiLx2cvKxGntHEJYihig/VU8+17jm6ZqqYqTHGTPZ/j+U7/o8p SNlVR8h0hpcZondDqOnJ/9Tv5P1uMRucs47/O8M4YeO0UX4kR/XNH90pC/C H9M64j7U+Pc8fvgL9wT2Qre7RZRGtq3mlQoUKcqHPOs12e+O+W/hw3XCh3d kX4zlezJNWTmXrUv4/D3+3wp/fyxfXfIYU2OBGE3uh70jXKI7vLdZC9l9PlZ 0pf67ctSdxV7NEqNCljPgfYYfcvS415f9g37HnVvdb/iyx1PEYTi2iXbczS ErnZmU/yVoQdRxW46raT9FPGXpcfkaH4lnaAt1XicUC0IeZ6EvXz9LRH2Sa SRUmz3j792WcV2TPXqbSw5l/LnsDOU8yWZDvXs7bC1QvXbk3MROMxJFPB7I empaIlC/V2M/Bzgj2Y774WimPf4k9OcTtPYgoW/SryVpxp7yNupmCZ/Fe6o m7oekrpRoy5JS/dUd/vt+FBvtzJwhj9yJ+hO4lXXYXfnT4j+zSKsT9S/uHL TkHDW/NQQydwF/9d3Yj06F+5yAvxpJdgD2pa2wXwnYDwDZSkStgJKaWgGpg exJVL/wMTuVvUWXp56n5qpZTV9eGwWyt6iHkXUdzo9F7/75fP+Uf7trQ9du g3+vpmpcpF3LVHde4/LruYx1EuNJLuMJibGby9glMaq5jCoixhtyhtJiU9k qepITT9dXpj3ZdkuIMURr9qKx1s67F/EwxGWAtkzwbgVgrRBYqwBrlcBaA1 hrBNY6wFonsDYA1gaBVQZYZQJrE2BtElgPANYDAushwHpIYG0BrC0C6xHAe kRgPQZYjwmsJwDrCYG1DbC2CawKwKoQWDsAa4fA2gVYuwRWFWBVCaw9gLVHY O0DrH0C6wBgHRBYhwDrkMA6AlhHBNYxwDomsE4A1glp5K4DtDrBswbAahBY TYDVJLBaAKtFYEHzJo/AOgNYZwRWG2C1CaxzgHVOYHUAVofA+ghgfURgPQN YzwisLsDqElgXAOuCwPIBlk9gQdcfPQIrAFgBgfUxwPqYwOoDrD6BNQBYAw JrCLCGBNYIYI0IrEuAdUlgXQGsKwJrDLDGBNYEYE0IrCnAmpJG7mm4GptMe 8riqw3xVVu8l8NoJR7iejGPcbMNs/LlKonkGhl+/uHJNU2IbeTwo2ud6d1l NzsuiZ+fiPVXjOdxSfyMJZCrtuIeCGhEqGWk8VGDK/spuexxXCpV7TpjyHF J/Kynh2IbOfy8pS73qGF2XBI/k6lLBnxdUEvJ4uc30AhUC2XwsxyY6JOIY3 DWWgtl8DMemBiQiH25mwIxtRR+1tIJ9yUhclwS3+bqiLrSUvgZDaV/S0vja /AcVYfnpFpsoqhNIlXlEPZ1QKKKdE+ObxA5Lomll9EjbFwSS19Dj7BxSfzK GnYs2ZtjLHlE6JOTsviVLjhajkixUkEQKyRiFd0zVefomfZJfUhaGl8qmNZ eIbb2Cqq1V4itfRvd2uOS+CvHurzrgFLq+To0i/hZX1aeZgkz4sclaXTc6J+ UpVnAzwSy8tSSwrSKpKyysOS00pTXkGZnWl+7qnTcnrSSXbEyMHvRSnbVys DsQSvZNSsDs/esZNetDMyes5LdsDIwe81KtmxlYPaYleymlYHZW1ayD6wMz J6ykn1oZWD2kpXslpWB2UNWso+sDMzesZJ9bGVg9oyV7BMrA7NXrGS3rQzM HrGSrVgZmL1hJbtjZWD2hJXsrpWB2QtWslUrA7MHrGT3rAzM3q+S3bcyMHu +SvbAysDs9SrZQysDs8erZI+sDMzerpI9tjIwe7pK9sTKwO3l6twMYzsYeT lyrw3jcuuycbwQG0fR+jMtHx4xH3Yb9nzEbbismHmj2Uu9kvfeenJNe5iSg v02ssMMcSjnw+IVlZpdDXX5m7d2SrcA+V/EypSQC/xKtJ5Juqhmton1dR3l JeVOwDKKSLmHbx9FxPT8rtxi8viRQ5+y798gRAh9n6hBjPG0BZeNeF9k7mh J9lCtGOnzuj9cfbt9V6uHdflcgH5CxozBWM1JQvOYoDlNaJ4Amubp2Vb4tI MqWZeOWJkQa9FN+VdrXZC1zkNPs1GZZ8FN92VsDcJ7XSBffGaeU2gSS0jXa Tr9NCdGMbvvac6EwMfsyKc5UwIft0vflzpify++kiGs9MGY0JozJwnHcMVT PhdLvuA/aj/a5edp2N+Zfg5qD11HCeTR3H2AeIJSPYM7ydQE9OyQOptAPBmp 7F8yL8OAnhRKejADvHrKarLFDklUvQPqIudFsp7PzmdV3wtJtdoqbHWYiun k2Oqq80X4kxcVpiygmHlRHpgYmMcDaiTYysDe28BtyVUylAix++CKDIqF+e OP2qrny4urhqltbXEexOvyFtoHM8oU7eXmtVu0n6OUeHpMdZWxixrI56d70 f2Bao/JrdGT7d5Lac7rgcdbeCfUbiJKEBrJx9HomZ5NTsAynlp0pwhdPbPN 35cag/oTp762Dz3trFfd4Ked9boW/LRzEJVpYJmn30HNpYOofPM5UzRn7PQ G54nLDwzBlRPKvb5jlr07d0zQTd+BOwbr01gcF7gL2Ni2UTC92iTyZVLAl0 nki42C8SV5x4CplWT6/F6m+R6Bj/Hf+OwjJL1QEooWJTsKpV3jJo4UIEi0O RY8AuXb6pNmsmmr84311Pmz2as5KhB5ZqfERqE8jXbEsj1WEe/i3HRvtgh/ Jzn+Fult4ty0v0X6n7KMJMEroyTtM25NguZKZswwc2aTVrzkx7E5McSllPw YuLKKj6PYMhjllMFoAWUwyikDG5dSBpc5/l4uwN/LHH9tXIq/qnztMWvkoD1 VfKkXsYbJm4mZIpFiIgSOC/f4qjm20RWTJz/KU5ExWoyI8fMpzWlELh1zgp HQaIA2jLzSgEZTcYWpT47F7F74DFpFFLmCyto9qxBa6t7JNXAGomR1/awVi DnN0hFjY+FyoVuTfS8jLoNrwem1fbcN7HwqS0mupGByQ7WQ7U9dOyDFZqlZ C9lRgmKdNlvNWoB74EWW8rk1p+cFesT8MqXbooxfyXylV/tcUbzofBa3Tcm 3eqYh22JUevG8KU62Tbj4NP8HFv8HC/J/YPHfzo8/e223sCL3VNthWt4q6A riRLsz1gr3bPrytPH4mm6Stsyq0Wl/0Am0Z9Z+5Azh0Uh6Yc4MF1rYHi2tn WwNZ0RtKBfu9TYdVcVW7aAZzbjQjNhcSRa5fpxGeV3EOQVwnpNXjIuw6Mt7 Q4pZxK1Zxmdx+v8ia5TxGaabR+kXk2uc2f5xUWusdnu42kg/Nbao1d54Db2 I1eR4jS1mNTnrv30u9yJLzV1vi7Ns5jV58/VFcPNm4vPXz3Lk53IB75Yjr2 wUjC9HkS/FVqmh+oafTXDzdV4XswqejZPFrILje6ti5WEo2chcRAmVc0qovA B/yzn+2rgUf5dz/C3Stgwj62+R1qYZW9LfrM9bjuuMOwXzomxm80O1Sc8n3 h6ei88Hbb8p6+9i9pvwPcOkUM+QjKwXEU/JOHoR0bOF8h+imLosdn8CVHPF 6svc2Vtk/9F+RyR895P7LkR77jB+6ec/4vfOqpT5S0w/GZJmHhdmnmSYJ4W Z8RHanXd8eR5nmLa845knGaYt7xSmu8czT+pAKygVps8droRe6RUg+N6VCl N7NBX0ylEQWQvI1vSpbQHamh9aw9zPU2eYe4R0nDVScQfxtVw9pYe1hqntI 0QZGj+wROzaji4R/B13RrKe0cVpbvK2o/uV/GtwI4mfUZyjqeeouI1z46ft QVzsvB/rLeXJ1Taa2iaVQRtdBpgTt32m1+R74ep6l6lPQtOnM+N2aPcY5nl Wygn/bRSRcqr4JopIjfPFxuIKiog59ceVW0weXXmj5GiTYZ9FppU8lkrxdQ 1NpXzWziGaSvt0CCwVc5YI5CPGM6j0MGW2AzAwZ97sOCIXow9FLCZOodrB1 MlD63XPQ4Sua3YC6x9YbR+AuhtW3Q1Qt2zVLYO6W+H5U+mrgq3w9ClI174Pg SW4Z4QYipm/dRz+xKWwRHOeOcxNnn1Oo+PWkfAWMH7jaeaUQNc4SzlLMH4K tYuZd1o1pmSrmeuCau61L+WzbarsCsWkfObBYcbPw8J+Hmb8zGdi/NT+ze+ V9mZ+H0xpd5G12iXWaxdZs11i3Wb9zS8Fmr+HOf7auLg67jprGeed8aqIL1 c8XX+C8CyMD6y8rae7ivoN95PE4o6r9H3SyVOxXZ7ka5vTqly6q2ydzxC2w 9PxzOeQq5JblbOH00z6IViaFYBcKcDW5G2Sz9sEn/PJdp9h9oazNDYKlLOb XCnAFuQVp9cr1vLAeu7iVwpaWObztweyTvPo8XchT92kSobloiXvHHwM2C6 HfclyNFfWz3yJnu62TH8HzIGmPI4+XThJEel4ykjm1ObROtEnF8tP0dzrH4 LWZnp9LN0Xt2UcQavdQl99zrl6UrAtdZ6yHyJmvdPItpnfnrIS14asDuSnT KQ/+1xFl3kP8tzYjz8z4a4DkeaHn8tlLMdPVlY1kfZKPDFjakWfHbfE66oX ai/xlitKscN/N+S4NGDvyRO4taxuCSJVnfIiWpV5f4//f8R+JC3rkyaE7Nsy Rax6vh2TXpe5eu/0xs17d0vya8n+4uD+3Xs/vnt/5yc33/8FU1+vsG9z3m1 2j73L3mebvFXv85z8iv2R/YX99df/fP7y81efv65EX34p1HmLJb6ef/P/i9 dl0A==</latexit>
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Figure 2: Proposed semantic correspondence framework based on FROT.
To address the instability problem in KL and JS divergences, using a distance based approach is promising.
The maximum mean discrepancy (MMD) [24] is a kernel based measure defined as a difference of means of
two distributions in a reproducing kernel Hilbert space (RKHS), that can be accurately computed without
optimization. Another type of distance based measure is the Wasserstein distance [1]. The Wasserstein distance
can be determined by solving the OT problem. An advantage of the Wasserstein distance is its robustness to
noise; moreover, we can obtain the transportation plan, which is useful for many machine learning applications.
To reduce the Wasserstein distance computation cost, the sliced Wasserstein distance is useful [25]. Recently,
the tree variant of Wasserstein was proposed [26, 27]; the sliced Wasserstein distance is a special case of this
alogorithm.
In addition to accelerating the computation, structured optimal transport (SOT) incorporates structural
information directly into the OT problems [28]. Specifically, they formulate the submodular optimal transport
problem and solve the problem by a saddle-point mirror prox algorithm. Recently, the more complex structured
information is introduced in the OT problem such as hierarchical structure [29, 30]. These approaches successfully
incorporate the structured information into the OT problems with respect to data samples. In contrast, FROT
incorporates the structured information into features.
The most related work to FROT is that a robust variant of Wasserstein distance called the subspace robust
Wasserstein distance [10]. The subspace robust Wasserstein distance method computes the OT problem in the
extremely discriminative subspace, that can be determined by solving dimensionality reduction problems. Owing
to the subspace robust Wasserstein, it can successfully compute the Wasserstein from noisy data. The FROT
is a feature selection variant of Wasserstein distance, whereas the subspace robust one is for dimensionality
reduction.
OT applications: OT has received significant attention in several computer vision tasks. Applications include
the Wasserstein distance estimation [1], the domain adaptation [2], the multi-task learning [3], the barycenter
estimation [4], the semantic correspondence [5], the feature matching [6], photo album summarization [7], genera-
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(a) Colon dataset. (b) Leukemia dataset. (c) Prostate ge dataset. (d) GLI 85 dataset.
Figure 3: Feature selection results. We average over 50 runs of the accuracy (on the test set) of an SVM trained
with the top-k features selected by several methods.
Table 1: Computational time comparison (second) for feature selection from biological datasets.
Data d n Wasserstein Linear MMD FROT
Colon 2000 62 21.38 (± 4.09) 0.00 (± 0.00) 1.36 (± 0.15) 0.41 (± 0.07)
Leukemia 7070 72 79.86 (± 16.95) 0.01 (± 0.00) 5.03 (± 0.79) 1.13 (± 0.14)
Prostate GE 5966 102 61.05 (± 13.67) 0.02 (± 0.00) 6.01 (± 1.17) 1.04 (± 0.11)
GLI 85 22283 85 426.24 (± 21.45) 0.04 (± 0.00) 23.6 (± 1.21) 3.44 (± 0.36)
tive model [31, 32, 33, 34], and graph matching [35, 36]. Recently, OT was applied to the semantic correspondence
problem, and it outperformed existing state-of-the-art semantic correspondence algorithms [5].
5 Experiments
In this section, we initially evaluate the FROT algorithm using synthetic datasets. Then, we demonstrate the
performance using feature selection and semantic correspondence tasks.
5.1 Synthetic Data
We compare FROT with a standard OT using synthetic datasets. In these experiments, we initially generate
two-dimensional vectors x ∼ N(µx,Σx) and y ∼ N(µy,Σy). Here, we set µx = (−5, 0)>, µy = (5, 0)>,
Σx = Σy = ((5, 1)
>, (4, 1)>). Then, we concatenate zx ∼ N(08, I8) and zy ∼ N(08, I8) to x and y, respectively
to give x˜ = (x>, z>x ), y˜ = (y
>, z>y ).
For FROT, we set η = 1.0 and the number of iterations of the Frank–Wolfe algorithm as T = 10. The
regularization parameter is set to  = 0.02 for all methods. To show the proof-of-concepts, we set the true
features as a group and the remaining noise features as another group.
Fig. 1a shows the correspondence from x and y with the vanilla OT algorithm. Figs. 1b and 1c show the
correspondence of FROT and OT with x˜ and y˜, respectively. Although FROT can identify a good matching,
the OT fails to obtain a significant correspondence. We observed that the α parameter corresponding to true
group is nearly one.
5.2 Feature selection
Here, we compared FROT with several baseline algorithms in feature selection problems. In this study, we
employed the high-dimensional and few sample datasets with two class classification tasks (see Table 1). All the
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Table 2: Per-class PCK (αbbox = 0.1) results using the SPair-71k. All models use ResNet101 as the backbone.
Methods aero bike bird boat bottle bus car cat chair cow dog horse moto person plant sheep train tv all
Authors’
original
models
CNNGeo [38] 21.3 15.1 34.6 12.8 31.2 26.3 24.0 30.6 11.6 24.3 20.4 12.2 19.7 15.6 14.3 9.6 28.5 28.8 18.1
A2Net [39] 20.8 17.1 37.4 13.9 33.6 29.4 26.5 34.9 12.0 26.5 22.5 13.3 21.3 20.0 16.9 11.5 28.9 31.6 20.1
WeakAlign [40] 23.4 17.0 41.6 14.6 37.6 28.1 26.6 32.6 12.6 27.9 23.0 13.6 21.3 22.2 17.9 10.9 31.5 34.8 21.1
NC-Net [41] 24.0 16.0 45.0 13.7 35.7 25.9 19.0 50.4 14.3 32.6 27.4 19.2 21.7 20.3 20.4 13.6 33.6 40.4 26.4
SPair-71k
finetuned
models
CNNGeo [38] 23.4 16.7 40.2 14.3 36.4 27.7 26.0 32.7 12.7 27.4 22.8 13.7 20.9 21.0 17.5 10.2 30.8 34.1 20.6
A2Net [39] 22.6 18.5 42.0 16.4 37.9 30.8 26.5 35.6 13.3 29.6 24.3 16.0 21.6 22.8 20.5 13.5 31.4 36.5 22.3
WeakAlign [40] 22.2 17.6 41.9 15.1 38.1 27.4 27.2 31.8 12.8 26.8 22.6 14.2 20.0 22.2 17.9 10.4 32.2 35.1 20.9
NC-Net [41] 17.9 12.2 32.1 11.7 29.0 19.9 16.1 39.2 9.9 23.9 18.8 15.7 17.4 15.9 14.8 9.6 24.2 31.1 20.1
SPair-71k
validation
HPF [42] 25.2 18.9 52.1 15.7 38.0 22.8 19.1 52.9 17.9 33.0 32.8 20.6 24.4 27.9 21.1 15.9 31.5 35.6 28.2
OT-HPF [5] 32.6 18.9 62.5 20.7 42.0 26.1 20.4 61.4 19.7 41.3 41.7 29.8 29.6 31.8 25.0 23.5 44.7 37.0 33.9
Without
SPair-71k
validation
OT 30.1 16.5 50.4 17.3 38.0 22.9 19.7 54.3 17.0 28.4 31.3 22.1 28.0 19.5 21.0 17.8 42.6 28.8 28.3
FROT (η = 0.3) 35.0 20.9 56.3 23.4 40.7 27.2 21.9 62.0 17.5 38.8 36.2 27.9 28.0 30.4 26.9 23.1 49.7 38.4 33.7
FROT (η = 0.5) 34.1 18.8 56.9 19.9 40.0 25.6 19.2 61.9 17.4 38.7 36.5 25.6 26.9 27.2 26.3 22.1 50.3 38.6 32.8
FROT (η = 0.7) 33.4 19.4 56.6 20.0 39.6 26.1 19.1 62.4 17.9 38.0 36.5 26.0 27.5 26.5 25.5 21.6 49.7 38.9 32.7
FROT (η = 1.0) 32.8 19.1 55.8 19.8 39.1 25.7 19.7 61.5 17.2 37.1 35.9 25.1 27.2 25.0 24.7 21.4 47.7 37.8 32.0
feature selection experiments were run on a Linux server with Intel Xeon CPU E7-8890 v4 2.20 GHz and 2 TB
RAM.
In our experiments, we initially randomly split the data into two sets (75% for training and 25% for test)
and used the training set for feature selection and building a classifier. Note that we standardized each feature
using the training set. Then, we used the remaining set for the test. The trial was repeated 50 times and we
reported the averaged classification accuracy. Considered as baseline methods, we computed the Wasserstein
distance, the Maximum mean discrepancy (MMD) [37], and linear correlation1 for each dimension and sorted
them in descending order. Then, we selected the top-K features as important features. For FROT, we computed
the feature importance and selected the features that had significant importance score. In our experiments, we
set η = 1.0 and T = 10. Then, we trained 2-class SVM2 with the selected features.
Fig. 3 shows the averaged classification accuracy relative to the number of selected features. From Figure 3,
FROT is consistent with the Wasserstein distance based feature selection, and outperforms the linear correlation
method and the MMD for two datasets. Table 1 shows the computational time (second) of the methods. FROT
is about two order of magnitude faster than that of Wasserstein distance and also faster than MMD. Note that
although MMD is as fast as the proposed method, it cannot determine the correspondence between samples.
5.3 Semantic correspondence
We evaluated our FROT algorithm for semantic correspondence. In this study, we used the SPair-71k [43].
The SPair-71k dataset consists of 70, 958 image pairs with variations in viewpoint and scale. For evaluation,
we employed the percentage of accurate key-points (PCK), that counts the number of accurately predicted key-
points given a fixed threshold αbbox [43]. All the semantic correspondence experiments were run on a Linux
server with NVIDIA P100.
For the proposed framework, we employed ResNet101 [44] that are pre-trained on ImageNet [45] for feature
and activation map extraction. Note that we did not fine-tune the network. We compared the proposed method
to several baselines [43]. In particular, HPF [42] and OT-HPF [5] are state-of-the-art methods for semantic
correspondence. The HPF and OT-HPF required the validation dataset to select important layers, whereas
FROT did not require the validation dataset. The OT is a simple optimal transport based method without
selecting layers.
Table 2 shows the per-class PCK results using the SPair-71k dataset. FROT (η = 0.3) outperforms most
existing baselines including HPF and OT. Moreover, FROT (η = 0.3) is consistent with OT-HPF [5], which
requires the validation dataset to select important layers. In this experiment, setting η < 1 gives favorable
1https://scikit-learn.org/stable/modules/feature_selection.html
2https://scikit-learn.org/stable/modules/generated/sklearn.svm.SVC.html
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(a) FROT (η = 0.3). (b) Feature importance of FROT.
Figure 4: One to one matching results of FROT (η = 0.3) and the feature importance of FROT.
performance. Figure 4a shows an example of the matched key-points using the FROT algorithm. Fig.4b shows
the corresponding feature importance. The lower the η value, the smaller number of layers used. The interesting
finding here is that the selected important layer in this case is the third layer from the last.
6 Conclusion
In this paper, we proposed a feature robust optimal transport (FROT) for high-dimensional data, which jointly
solves the feature selection and OT problems. An advantage of FROT is that it is a convex optimization problem
and can determine an accurate globally optimal solution by the Frank–Wolfe algorithm. Then, we used FROT
for high-dimensional feature selection and semantic correspondence problems. By extensive experiments, we
demonstrated that the proposed algorithm is consistent with state-of-the-art algorithms in both feature selection
and semantic correspondence.
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Appendix
Proof of Proposition 1
We optimize the function with respect to α:
max
α
J(α)
s.t. α>1K = 1, α1, . . . , αK ≥ 0,
where
J(α) =
L∑
`=1
α`φ` − η
L∑
`=1
α`(logα` − 1). (2)
Because the entropic regularization is a strong convex function and its negative counterpart is a strong concave
function, the maximization problem is a concave optimization problem.
We consider the following objective function with the Lagrange multiplier :
J˜(α) =
L∑
`=1
α`φ` − η
L∑
`=1
α`(logα` − 1) + (α>1K − 1)
Note that owing to the entropic regularization, the non-negative constraint is automatically satisfied.
Taking the derivative with respect to α`, we have
∂J˜(α)
∂α`
= φ` − η
(
logα` − 1 + α` 1
α`
)
+  = 0.
Thus, the optimal α` has the form:
α` = exp
(
1
η
φ`
)
exp
(

η
)
.
α` satisfies the sum to one constraint.
exp
(

η
)
=
1∑L
`′=1 exp
(
1
ηφ`′
)
Hence, the optimal α` is given by
α` =
exp
(
1
ηφ`
)
∑L
`′=1 exp
(
1
ηφ`′
) .
Substituting in to Eq.(2), we have
J(α∗) =
L∑
`=1
exp
(
1
ηφ`
)
∑L
`′=1 exp
(
1
ηφ`′
)φ` − η L∑
`=1
exp
(
1
ηφ`
)
∑L
`′=1 exp
(
1
ηφ`′
)
log
 exp
(
1
ηφ`
)
∑L
`′=1 exp
(
1
ηφ`′
)
− 1

= η log
(
L∑
`=1
exp
(
1
η
φ`
))
+ η
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Therefore, the final objective function is given by
J(α∗) = η log
(
L∑
`=1
exp
(
1
η
φ`
))
+ η

Proof of Proposition 2
Proof: For 0 ≤ θ ≤ 1, we have
L∑
`=1
exp (〈θΠ1 + (1− θ)Π2,D`〉) =
L∑
`=1
exp (θ〈Π1,D`〉+ (1− θ)〈Π2,D`〉)
=
L∑
`=1
exp (〈Π1,D`〉)θ exp (〈Π2,D`〉)1−θ
≤
(
L∑
`=1
exp (〈Π1,D`〉)
)θ ( L∑
`=1
exp (〈Π2,D`〉)
)1−θ
Here, we use the Ho¨lder’s inequality with p = 1/θ, q = 1/(1− θ), and 1/p+ 1/q = 1.
Applying logarithm on both sides of the equation, we have
log
(
L∑
`=1
exp (〈θΠ1 + (1− θ)Π2,D`〉)
)
≤ θ log
(
L∑
`=1
exp (〈Π1,D`〉)
)
+ (1− θ) log
(
L∑
`=1
exp (〈Π2,D`〉)
)

Proof of Proposition 3
For the distance function d(x,y), we prove that
FRWDp(µ, ν) =
 min
Π∈U(a,b)
max
α∈ΣL
n∑
i=1
m∑
j=1
piij
L∑
`=1
α`d(x
(`)
i ,y
(`)
j )
p
1/p
is a distance for p ≥ 1.
It is clear that FRWDp(µ, ν) is symmetric and FRWDp(µ, µ) = 0.
Triangle inequality
Let µ =
∑n
i=1 aiδxi , ν =
∑m
j=1 bjδyj , γ =
∑u
k=1 ckδzk and α ∈ ΣL, we prove that
FRWDp(µ, γ) ≤ FRWDp(µ, ν) + FRWDp(ν, γ)
.
To simplify the notations in this proof, we define D` the distance ”matrix” such that [D`]ij = d(x
(`)
i ,y
(`)
j ) is
the ith row and jth column element of the matrix D`, [D`]jk = d(y
(`)
j , z
(`)
k ) and [D`]ik = d(x
(`)
i , z
(`)
k ). Moreover,
note that Dp` , the ”matrix” where each element is the element of D` raised to the power p.
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Consider P ∈ U(a, b) the optimal transportation plan of FRWDp(µ, ν) and Q ∈ U(b, c) the optimal trans-
portation plan of FRWDp(ν, γ). Similarly to the proof for Wasserstein distance in [1], letS = Pdiag(1/b˜)Q. We
can show that S ∈ U(a, c).
(
min
R∈U(a,c)
L∑
`=1
α`〈R,Dp` 〉
) 1
p
≤
(
L∑
`=1
α`〈S,Dp` 〉
) 1
p
=
(
L∑
`=1
α`
∑
ik
Sik[D`]
p
ik
) 1
p
≤
 L∑
`=1
α`
∑
ik
[D`]
p
ik
∑
j
pijqjk
b˜j
 1p =
 L∑
`=1
α`
∑
ijk
[D`]
p
ik
pijqjk
b˜j
 1p
≤
 L∑
`=1
α`
∑
ijk
([D`]ij + [D`]jk)
p pijqjk
b˜j
 1p
By letting gijk` = [D`]ij(α`pijqjk/b˜j)
1/p and hijk` = [D`]ij(α`pijqjk/b˜j)
1/p, the right-hand side of this
inequality can be rewritten as
 L∑
`=1
α`
∑
ijk
([D`]ij + [D`]jk)
p pijqjk
b˜j
 1p =
 L∑
`=1
∑
ijk
(gijk` + hijk`)
p
 1p
≤
 L∑
`=1
∑
ijk
gpijk`
 1p +
 L∑
`=1
∑
ijk
hpijk`
 1p
≤
 L∑
`=1
α`
∑
ijk
[D`]
p
ij
pijqjk
b˜j
 1p +
 L∑
`=1
α`
∑
ijk
[D`]
p
jk
pijqjk
b˜j
 1p
by the Minkovski inequality.
(
min
R∈U(a,c)
L∑
`=1
α`〈R,Dp` 〉
) 1
p
≤
 L∑
`=1
α`
∑
ij
[D`]
p
ijpij
∑
k
qjk
b˜j
 1p +
 L∑
`=1
α`
∑
ik
[D`]
p
jkqjk
∑
j
pij
b˜j
 1p
≤
 L∑
`=1
α`
∑
ij
[D`]
p
ijpij
 1p +( L∑
`=1
α`
∑
ik
[D`]
p
jkqjk
) 1
p
≤
max
α∈ΣL
L∑
`=1
α`
∑
ij
[D`]
p
ijpij
 1p +(max
α∈ΣL
L∑
`=1
α`
∑
ik
[D`]
p
jkqjk
) 1
p
≤ FRWDp(µ, ν) + FRWDp(ν, γ)
This inequality is valid for all α, therefore we have
FRWDp(µ, ν) ≤ FRWDp(µ, ν) + FRWDp(ν, γ)
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Min/Max formulation
We define the max-min formulation of the FROT as
max
α∈ΣL
L∑
`=1
α` min
Π∈U(a`,b`)
n∑
i=1
m∑
j=1
piijc(x
(`)
i ,y
(`)
j ),
where ΣL = {α ∈ RL+ : α>1L = 1} is the probability simplex, the set of probability vectors in RL.
This problem can be solved by computing the group that maximizes the optimal transport distance k∗ =
argmax kW1(µ
(`), ν(`)) and then by taking α∗ = δk∗ as a one-hot vector.
The result of this formulation gives an intuitive idea (same as for the robust Wasserstein method). Hence, we
maximize the group (instead of the subspace) that gives the optimal result. However, the formulation requires
solving the OT problem L times. This approach may not be suitable if we have large L. Moreover, the argmax
function is generally not differentiable.
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