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CALCUL DE WICK EN DIMENSION INFINIE
BERNARD LASCAR
Abstract. On prouve ici des re´sultat de bornes infe´rieures a` la
Melin-Ho¨rmander en grandes dimension par la me´thode du calcul
de Wick.
Soit m ∈ R et k ∈ N, k ≥ 1, et Λ ≥ 1 le parame`tre spectral; on note
Definition 1. Soit Nm,2k(Rn,Σ) la classe des ope´rateurs pseudo-diffe´rentiels
classiques de symboles p(x, ξ,Λ) qui ont la proprie´te´ :
P (x,
Dx
Λ
,Λ)u(x) =∫∫
p(
x+ y
2
, ξ,Λ) exp (iΛ(x− y)ξ)u(y,Λ)dy
(
Λdξ
2pi
)n
,
ou` u ∈ S(Rn)
(0.1)
(0.2) p(x, ξ,Λ) ∼ Λmpm(x, ξ) + . . .+ Λm−jpm−j(x, ξ) + . . .
ou` pm−j ∈ S(1,Γ), avec Γ = |dX|2 et pm−j(X) = O(d(2k−2j)+Σ )(X).
Avec dΣ la distance euclidienne a` une sous-varie´te´ lisse symplectique
de Rn ⊕ Rn, de codimension 2d et donc d ≤ n.
Une condition comme (2.1) est invariante par transformation canon-
ique et donc on peut supposer que
Σ = {(x, ξ); x′′ = ξ′′ = 0}, (x′′, ξ′′) ∈ Rd ⊕ Rd.
On change par souci de commodite´ les notations et X” devient X ∈
Rd ⊕ Rd tandis que la variable le long de Σ, Xn ∈ Rn−d ⊕ Rn−d est
note´e Xn.
On suppose :
Hypothe`se 1. i) P ∗ = P , pm ≃ d2kΣ .
ii) En tout point ρ ∈ Σ, le symbole de Wick du localise´ Pρ est un
symbole uniforme´ment avec (ρ,Λ, d) elliptique dans S(Λm−k(1+
|z])2k, G) ou` G = |dz|2
(1+|z|)2
The´ore`me 0.1. Sous les hypothe`ses (H1), il existe deux constantes
C0 > 0 et C1 > 0 telles que :
(0.3) (Pu, u) ≥ −C0Λm−k−1‖u‖2, pour u ∈ S(Rn)
uniforme´ment pour dΛ−1 ≥ C1 et (n− d) ≤ C−11 ,
ou bien-suˆr si d est fixe et Λ→∞.
1avec une annexe de R. Lascar Richard.Lascar@unice.fr
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Remarque 1. Quand k = 1 il s’agit du the´ore`me [3].
On effectue comme dans [5] une dilatation pre`s des caracte´ristiques,
(0.4) u(x, xn)→ v(y, yn,Λ) = u(Λ−1/2y, yn)Λ−d/4, dans le domaine
Eε = {(Y, Yn); |Y | ≤ εΛ1/2, Yn ∈ V (ρ0)}, (Y, Yn) ∈ Rn ⊕ Rn
En effet, lorsqu’on change x en Λ1/2x, ξ est change´ en Λ−1/2ξ mais
comme on quantifie le nouvel ope´rateur pseudo-diffe´rentiel en Weyl-
(1,Λ), c’est que ξ devient Λ1/2ξ, on retrouve donc une bonne ho-
moge´ne´ite´, et c’est le symbole de Weyl qui est transforme´ exactement.
1. L’argument de Melin-Ho¨rmander en dimension n.
(1.1) (Qv)(y, yn,Λ) =
∫∫
q(
x+ y
2
, η,Λ)v(y,Λ)
exp [i(x− y)η + Λ(xn − yn)ηn]
(
Λ
2pi
)n−d
dyndηn
(
dydη
2pi
)d
ou` q(Y, Yn,Λ) = p(Λ
−1/2Y, Yn,Λ).
On rappelle que L. Boutet de Monvel [1] a introduit pour m, k ∈ R la
classe :
(1.2) S˜m,k(Rn,Σ) =
{f˜ ∈ C∞(Rn); |DpXDqXn f˜X,Xn)| ≤ Λmdk−pΣ (X,Xn)}
avec dΣ(X,Xn) = Λ
−1/2 + |X|.
La me´trique correspondante [2] est
(1.3) g˜X =
|dX|2
d2Σ(X)
+ |dXn|2
Le poids est m˜(X) = ΛmdkΣ(X). Donc la dilatation produite en (4.8)
produit la classe S(Λm−k/2d(Y )k, g) pour f(Y, Yn) = f˜(Λ−1/2Y, Yn) avec
(1.4) da(Y ) = (a
2 + |Y |2)1/2, et gY = |dY |
2
d2a(Y )
+ |dYn|2, avec a = 1.
On voit facilement que :
(1.5) |da(X + Y )− da(X)| ≤ |Y |, |da(X + Y )
da(X)
− 1| ≤ ga,X(Y )1/2
Donc les me´triques ga sont lentes de`s que a > 0.
Puis :
(1.6)
1
d2a(X)
≤ 1
d2a(X + Y )
2(1 + ga,X(Y ))
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La tempe´rance re´sulte donc de la lenteur et de ha ≤ 1 qui est assure´e
de`s que a ≥ 1.
(1.7) ha(Y ) = max(d
−2
a ,Λ
−1)
ω = σY + Λ
−2σYn , et donc
gωa = d
2
a|dY |2 + Λ−2|dYn|2 ≥ min (d−4a ,Λ−2)ga
(1.8)
Il faut donc que da(Y ) ≥ 1, ce qui donne bien a ≥ 1.
Une autre remarque est que si f˜(X,Xn) ∈ S(1,Γ) alors f(Y, Yn) ∈
S(1,Λ−1|dY |2 + |dYn|2), il faut donc imposer aussi la condition Λ−1 ≤
C1d
−2
a , soit aussi , ce qui impose de se limiter a` une zone comme EC et
de prendre aussi 1 ≤ a ≤ CΛ1/2. Alors f˜ ∈ S(1,Γ) ⇒ f ∈ S(1, g), au
moins dans EC . Et donc ha ∼ d−2a .
Le calcul mixte d de classes S(m, ga)#S(m
′gb) ⊂ S(mm′, gmin(a,b))
et ha,b ∼ d−1a d−1b .
Si on part de f˜ ∈ S(m˜, gb˜), alors f ∈ S(m, gΛ1/2b˜), avec m(Y ) =
m˜(Λ−1/2Y ).
(1.9) f˜ ∈ S(Λmdβµ, gµ)⇒ f ∈ S(Λm−β/2dβµΛ1/2 , gΛ1/2µ)
En particulier si f˜ ∈ Sα = S(〈X〉α, |dX|2〈X〉2 ), alors f ∈ S(dαΛ1/2Λ−α/2, gΛ1/2).
Ce qui fait que si f˜ ∈ S(Rd ⊕ Rd), f ∈ ⋂α∈R− S(dαΛ1/2Λ−α/2, gΛ1/2).
Comme on peut toujours partir d’un proble`me microlocalise´ au sens
usuel pre`s de Σ on sera toujours pour q(Y, Yn,Λ) dans la classe :
(1.10)
q(Y, Yn,Λ) ∈
⋂
α∈R−
S(dαµΛ1/2Λ
m−α/2, gµΛ1/2)
def
= T mµ (Rn,Σ) avec µ = 1.
On choisira convenablement µ > 0 et une partition de l’unite´ (χµ)µ∈N ,
χµ ∈ S(1, gµ), telle que∑
µ∈N
χ2µ(X) = ζ0(X), ou` ζ0 ∈ C∞0 (Rn ⊕ Rn),
ζ0 ≡ 1 pre`s de (0, ρ0) et est supporte´e pre`s de ce meˆme point.
(1.11)
On aura donc remplace´ q(Y, Yn,Λ) par qν = χΛ,µq avec χΛ,µ(Y, Yn) =
χ2µ(Λ
−1/2Y, Yn) ou` les χµ sont donne´es par (1.11). Le nouveau grand
parame`tre de deuxie`me microlocalisation est de la forme ν = Λ1/2µ,
avec ν grand et µ = Λ−1/2ν petit.
Si ε ≤ 1, on peut former le de´veloppement de Taylor a` l’ordre N
(1.12) f(Y, Yn) =
∑
0≤j≤N−1
1
j!
DjY f(0, Yn) Y
j +RN ((f)Y, Yn)
avec RN (f)(Y, Yn) =
∫ 1
0
(1− τ)N−1
(N − 1)! D
N
Y f(τY, Yn)Y
Ndτ .
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Comme Y ∈ S(da, ga)∀a; et que si f˜ ∈ S(1,Γ) alors
(1.13) ∀C > 0 dans EC , RN(f)(Y, Yn) ∈ S(Λ−N/2dNa , ga).
Si maintenant f˜ ∈ Nm,2k, alors RN(f)(Y, Yn) ∈ S(Λm−N/2dNa , ga) et
DjY f(0, Yn) = 0 pour j ≤ 2k − 1, donc
(1.14) f(Y, Yn) =
∑
2k≤j≤N−1
Rj(f)(0, Yn) + RN(f)(Y, Yn)
Les conditions da ≤ CΛ1/2 entraˆınent alors que f(Y, Yn) ∈ S(Λm−k/2dka, ga)
et RN(f)(Y, Yn) ∈ S(Λm−N/2dNa , ga) pour tout N et Rj(f)(0, Yn) = 0
pour j < 2k.
(1.15)
q(Y, Yn) =
∑
0≤l≤k

 ∑
2(k−l)≤j≤Nl−1
Rj(qm−l)(0, Yn) +RNl(qm−l)(Y, Yn)

+
qm−k−1 + . . .+ qm−k−M + . . .
Si on choisit Nl = 2(k − l) + 1 dans (4.17), on obtient : On a donc
Proposition 1.1. Si P ∈ Nm,2k alors
(1.16) q(Y, Yn) =
∑
0≤l≤k
(
R2(k−l)(qm−l)(0, Yn) +R2(k−l)+1(qm−l)(Y, Yn)
)
+ qm−k−1 + . . .+ qm−k−M + . . .
et donc
(1.17) q(Y, Yn) =∑
0≤l≤k
(
R2(k−l)(qm−l)(0, Yn) +R2(k−l)+1(qm−l)(Y, Yn)
)
+S(Λm−k−1/2d2k+1a , ga)
ou` a est arbitraire pourvu que 1 ≤ a ≤ Λ1/2.
Le Corollaire de (4.19) a` l’aide des arguments de seconde microlocal-
isation e´voque´s plus hauts conduisent au the´ore`me optimal [5] suivant:
The´ore`me 1.1. Sous les hypothe`ses :
Hypothe`se 2. i) P ∗ = P , pm ≃ d2kΣ .
ii) En tout point ρ ∈ Σ, l’ope´rateur localise´ Pρ ≥ 0 sur L2.
on de´duit : pour tout n ∈ N, il existe Cn > 0 tel que
(1.18) (Pu, u) ≥ −CnΛm−k−1/2‖u‖2 ∀u ∈ S(Rn).
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2. Espace de Fock et calcul de Toeplitz
On travaille directement sur l’espace de Fock commutatif d’un espace
de Hilbert complexe H de dimension quelconque, dont on supposera
qu’il est le complexifie´ d’un espace de Hilbert re´el H1 se´parable.
On note |z| la norme de H et pour k ∈ N, l’espace Wk = ⊗kH , et
Vk le sous-espace engendre´ par les tenseurs syme´triques, l’ope´rateur de
syme´trisation total ope`re bien de Wk ⊗Wl dans Vk+l est a bien pour
norme 1.
Si n = dimH il est clair que dimVk =
(n+k)!
n!k!
= O(Nk) quand n →
∞. Donc plus la dimension N augmente plus Vk verra sa dimension
augmente´e avec k.
L’espace de Fock F (H) = ⊕kVk avec la convention de somme hilber-
tienne :
(2.1) Φ =
∑
k
Φk, Φk ∈ Vk Φk(z) =
∑
|α|=k
Φα
zα
α!1/2
et donc ‖Φ‖2 =
∑
α
|Φα|2 =
∫
H
|Φ(z)|2dν ′(z)
Dans (2.1), ν ′ est la mesure gaussienne sur H de variance 1/2, ν ′ =
exp(−|z|2)L(dz)
pin
quand dimH = n.
Donc F (H) = L2(H, ν ′)∩E , ou` E est l’espace des fonctions entie`res,
avec juste une convention a` expliquer quand dimH = ∞ car H est
de mesure nulle dans L2(H, ν ′) et donc ne peut avoir ve´ritablement de
fonctions continues et entie`res les simples polynoˆmes comme |z|2k e´tant
presque partout infinis de`s que k ≥ 1 ce qui est la source ve´ritable des
infinis de renormalizations.
Il y a bien un projecteur orthogonal de L2(H, ν ′) sur F (H) note´ par
pi donne´ par la formule de la TFBI [7] :
(2.2) pif(z) =
∫
H
f(w,w) exp(zw)dν ′(w);
pi(f) = f si et seulement si f est holomorphe
ez = exp(zw) est bien pour z ∈ H est dans L2w et donc la` il n’y a plus
d’ambiguite´ de diffe´rentiabilite´. ez est l’e´tat cohe´rent en z.
La` c’est purement L2 car une difficulte´ connue (calcul de Malliavin
par exemple) est que pi n’a plus de raisons d’ope´rer dans Lp. Lp pour
p 6= 2 est donc une autre the´orie.
On peut de´finir des ope´rateurs non triviaux dans F par la formule :
(2.3) A(Φ) = pi(aanti−wickΦ) ou` aanti−wick ∈ L∞ν′
‖A‖ ≤ ‖aanti−wick‖L∞
ν′
avec une ine´galite´ stricte en ge´ne´ral car F
n’engendre pas L2.
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Nous dirons que aanti−wick est l’anti-symbole de Wick de A, il est
bien suˆr uniquement de´fini par (4.8) on note alors A = (aanti−wick)w et
on de´finit le symbole de Wick
awick(z, z) = p˜i(aanti−wick)(z, z).
p˜i est encore une TFBI a` deux variables cette fois que l’on restreint a`
la diagonale {(w, z) ∈ H ×H ;w = z}, awick(z, z) est lui bi-holomorphe
et dans L2(H, ν ′)⊗L2(H, ν ′)∩E1, cette fois E1 est l’espace des fonctions
bi-holomorphes en (z, z) et on a aussi l’autre e´galite´ :
(2.4)
∫
H×H
|awick(z, w)|2dν ′(z)dν ′(w) =
∫
H
|aanti−wick(w,w)|2dν ′(w).
Soit Hk,l le polynoˆme d’Hermite obtenu par la formule :
(2.5) exp(−|z + w|2) =
∑
k,l∈N
(−1)k+lHk,l(w,w)z
kzl
k!l!
exp(−|w|2)
Les polynoˆmes d’Hermite obtenus par (4.10) sont deux a` deux or-
thogonaux dans L2(H, ν ′) et les Hk,l = Hk,l(k!l!)−1/2 sont la base or-
thonorme´e de L2(H, ν ′) obtenue par orthonormalisation des zkzl. Il
re´sulte alors de (4.10) que
(2.6) p˜i(f)(z, z) = exp(−|z|2)
∫
f(w,w) exp(zw + zw)dν ′(w) =
∑
k,l
(−1)k+l
∫
f(w,w)Hk,l(w,w)z
lzk
k!l!
dν ′(w)
=
∑
k,l
(−1)k+lfk,l z
kzl
(k!l!)1/2
ou` fk,l = (f,Hk,l)
Ce qui prouve (4.9) et aussi que :
(2.7) p˜i(f)(z, z) = exp(∂z∂z)f(z, z) =
∑
θ∈NN
1
θ!
∂θz∂
θ
zf(z, z)
La formule (4.12) s’inverse par :
(2.8) f(z, z) = exp(−∂z∂z)f(z, z) =
∑
θ∈NN
(−1)|θ| 1
θ!
∂θz∂
θ
z p˜i(f)(z, z)
Les formules (4.11) et (4.12), montre que si l’ope´ration f → p˜i(f) ne
pose pas de proble`me, l’ope´ration inverse ne se produit pas dans les
distributions tempe´re´es.
Le calcul du compose´ C de B et A; ou` B et A sont des ope´rateurs
ayant pour anti-symboles deWick respectivement les fonctions banti−wick
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et aanti−wick, au moins formellement C est lui donne´ par la formule :
(2.9)
canti−wick(z, z) =
∑
j∈N
(−1)j
j!
tr(Djzb
anti−wick)⊗ (Djzaanti−wick)(z, z)).
La formule (4.14) est exacte quand aanti−wick ou banti−wick est un
polynoˆme.
3. Ope´rateurs de cre´ation et d’annihilation dans l’espace
de Fock.
Avant de regarder des ope´rateurs de Toeplitz abstraits on conside`re
les annihilateurs ak = D
k
z et les cre´ateurs a
∗
j = z
j . On de´finit un espace
de Sobolev
Definition 2. Soit s ∈ R, l’espace de Sobolev F s(H) est l’ensemble
des Φ(z) ∈ E telles que :
Φ =
∑
k
Φk, Φk ∈ Vk,Φk(z) =
∑
|α|=k
Φα
zα
α!1/2
et ‖Φ‖2s =
∑
k
|Φk|2(1 + k)s <∞
(3.1)
On constate que
Proposition 3.1. ak ∈ L(F s, F s−k ⊗ Vk) et ‖ak‖ ≤ supq≥k(1 + q −
k)s−k(1 + q)−s q!
(q−k)!k! .
Donc par passage a` l’adjoint :
Proposition 3.2. a∗k ∈ L(F s ⊗ Vk, F s−k) et ‖a∗k‖ ≤ supq≥k(1 + q −
k)s−k(1 + q)−s q!
(q−k)!k! .
On peut construire des oscillateurs harmoniques d’ordre m par
A =
∑
k+l≤m
a∗kak,lal, ak,l ∈ L(Vl, Vk)
et ainsi A ∈ L(F s, F s−m) pour tout s ∈ R.
(3.2)
Il est facile de voir que l’on constitue ainsi une alge`bre d’ope´rateurs
diffe´rentiels a` coefficients polynomiaux et que les symboles principaux
(3.3) am(z, z) =
∑
k+l=m
tr z⊗k ⊗ ak,lz⊗l
se multiplient, et que A∗ a pour anti symbole de Wick la fonction
aanti−wick(z, z).
Quand dimH = n, l’anti symbole de Wick de A(z,Dz) est donne´
par la formule :
(3.4) aanti−wick(z, z) =
∑
k+l≤m,τ≤min(k,l)
(−1)τ
τ !
trτ D
τ
zD
τ
za
wick(z, z).
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Il re´sulte de (4.7) = que pour 0 ≤ p ≤ k et 0 ≤ q ≤ l
(3.5) ‖DpzDqz(ak,l(zk, zl))‖L(Vp,V ∗q ) ≤ C|z|k+l−p−q
DτzD
τ
zA(z, z) ∈ L(Vτ , V ∗τ ), la dimension de Vτ e´tant dimVτ = (n+τ)!n!τ ! =O(nτ ),
(3.6) trDτzD
τ
zA(z, z) = O(|z|k+l−2τnτ ).
Remarque 2. Quand k = 1 et l = 1, c’est l’oscillateur harmonique; il
y a deux termes (az, z), a ∈ L(H) se comporte comme |z|2 quand a est
inversible positif, et a donc une norme L1
loc
e´gale a` n, le deuxie`me terme
est tr a ≃ n; ils ne se compensent pas, meˆme en moyenne quadratique
puisque la norme L2 vaut :
(3.7)∫
H
|(az, z)−tr a)|2dν ′(z) =
∫
H
|
n∑
j=1
λjH(j),(j)|2dν ′(z) =
n∑
j=1
λ2j ≥ n‖a‖2
4. Calcul symbolique de Toeplitz
Soit θ ∈ C soit Nθ l’ope´rateur d’anti-Wick nθ = (|z|2 + n) θ2 ∈
S((n1/2 + |z|)Rθ, G)).
On introduit donc la translation symplectique unitaire, τY est l’ope´rateur
:
(4.1) τY = (aY )
anti−wik ou` aY (Z,Z) = exp (i(Y Z + Y Z) +
1
2
|Y |2)
Et donc :
(4.2) τY1 ◦ τY2 = τY1+Y2 exp (−iσ(Y1, Y2))
lorsqu’on identifie Y = (y + iη) ∈ Cn avec Y = (y, η) ∈ Rn ⊕ Rn.
Soit
(4.3) fanti−wick(Z,Z) =
∫
exp (i(Y Z + ZY ) +
1
2
|Y |2)m(Y )dY
Alors
(4.4)
F = (fanti−wick)wick =
∫
τYm(Y )dY =
∫
τY m˜(Y ) exp (−1
2
|Y |2)(2pi)−ndY
puisqu’on posera
(4.5) m˜(Y ) = exp (
1
2
|Y |2)m(Y )(2pi)n
avec une fonctionm(Y ) ∈  L1(Rn⊕Rn) , la superposition F des τYm(Y )dY
donne un ope´rateur
F =
∫
τYm(Y )dY de norme ≤ 1
de`s que
∫
|m(Y )|dY ≤ 1 ou encore si ‖m˜‖L∞ ≤ 1
(4.6)
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Composant deux ope´rateurs donne´s par les formules (4.6) et relatifs a`
deux poidsm1 etm2 inte´grables on obtient par composition l’ope´rateur:
(4.7)
F3 = F1 ◦ F2 =
∫∫
τY1+Y2 exp (−iσ(Y1, Y2))m1(Y1)m2(Y2)dY1dY2
Au moins formellement
(4.8) F3 = ((f3)
anti−wick)wick
ou` f3(Z,Z) =
∫∫
exp (i((Y1 + Y2)Z + (Y1 + Y2)Z) +
1
2
|Y1 + Y2|2)
exp ((−iσ(Y1, Y2))m1(Y1)m2(Y2)dY1dY2
On e´crit l’inte´grale (4.8) sous la forme :
(4.9) f3(Z,Z) =
∫
exp (i(Y3Z + Y3Z) +
1
2
|Y3|2)dY3∫
m1(
1
2
Y3 + Y4)) exp (iσ((Y3, Y4))m2(
1
2
Y3 − Y4))dY4.
avec Y3 = Y1 + Y2 et Y4 =
1
2
(Y1 − Y2), si
(4.10) m3(Y3) =
∫
m1(
1
2
Y3 + Y4)m2(
1
2
Y3 − Y4) exp (iσ(Y3, Y4))dY4
Pour monter que l’inte´grale (4.10) converge vers vers une fonction
tempe´re´e en exp 1
2
|Y3|2m3(Y3) on a besoin d’extension dans le complexe,
on revient donc a` la notation de Y = (y, η) ∈ Rn ⊕ Rn, et on fait des
prolongements dans Cn de y et η.
On de´forme donc simplement le contour d’inte´gration de
On suppose que
i) La fonction m˜(y, η) se prolonge en une fonction holomorphe et
borne´e dans le domaine de Cn ⊕ Cn :
Dθ = {(y, η), |I(y, η)| < (θ2 + |R(y, η)|2)1/2}
pour un nombre positif θ a` pre´ciser.
(4.11)
Soit ΓY3,ε le contour d’inte´gration
(4.12) y˜4 = y4 + iεη3, η˜4 = η4 − iεy3
Les fonctions m˜j(
1
2
Y3±Y4)) sont bien holomorphes dans le domaine de
de´formation de contours si |ε| ≤ 1
2
.
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Sur ce contour les exponentielles de (4.11) deviennent oscillantes et
on a :
(4.13) m˜(Y3) = exp (
1
4
|Y3|2)
∫
m˜1(
1
2
Y3 + (y˜4 − iεη3, η˜4 + iεy3))
m˜2(
1
2
Y3 − (y˜4 − iεη3, η˜4 + εy3))
exp [−(y˜24 + η˜24)) + ε2(y23 + η23) + i2ε(y˜4η3 − η˜4y3)]
exp [i(y˜4η3 − η˜4y3) + ε(η23 + y23]2−npi−ndy˜4dη˜4
Le choix de ε = −1
2
est optimal et donc :
(4.14) m˜3(Y3) =∫
m˜1(
1
2
Y3 + (y˜4 + i
1
2
η3, η˜4 − i1
2
y3))m˜2(
1
2
Y3 − (y˜4 + i1
2
η3, η˜4 − i1
2
y3))
2−npi−n exp−[y˜24 + η˜24]dy˜4dη˜4
Si on se contente d’un embryon de calcul symbolique a` savoir que
le compose´ de deux antiwick est modulo un ope´rateur compact un
ope´rateur d’antiwick on a a` priori besoin de beaucoup moins.
On e´crit donc :
(4.15) exp (iσ((Y3, Y4)) = 1 + iσ(Y3, Y4)
∫ 1
0
exp (iτσ((Y3, Y4))dτ
Ce qui revient a` changer dans le reste inte´gral de (4.15); le premier
terme de (4.15) donne F1(Z,Z)F2(Z,Z) le reste inte´gral domine un
ope´rateur borne´ par :
(4.16) ‖R‖L(F s,F s+1) ≤
C
(∫
(|∇Ym1|+ |m1|)(Y )dY
)(∫
(|∇Ym2|+ |m2|(Y ))dY
)
En effet appliquer F s dans F s+j consiste a` e´tudier les normes dans
‖ · ‖L(Bs) des ope´rateurs DZl ◦ B = (Z
⊗l
F (Z,Z)) qui correspondent
aux fonctions ml(Y ) = (i∂Y − Y2 )lm(Y ); ceci pour 0 ≤ l ≤ j.
Corollaire 1. Si Nα = (n+ |z|2)α)anti−wick, alors
(4.17) Nα#Nβ = Nα+β +R R ∈ L(Bs, Bs−R(α+β)−1).
On se rame`ne en effet aux cas ou` Rα et Rβ < 0 et on e´crit
(4.18) N−α(Z,Z) =∫∫ ∞
0
exp (−(1 + n)t)tα exp i(Y Z + Y Z) dt
Γ(α)
exp (−|Y |
2
t
)
dY
pintn
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Le corollaire est donc e´vident. Cela sera ge´ne´ralement vrai pour toute
superposition ade´quates de mesures.
Reste a` traiter le cas du calcul symbolique qui implique une fonction
de troncature dans dans la classe S(1, G), et a` discuter ses constantes de
structure qui de toute e´vidence jouent un roˆle crucial dans le re´sultat.
Soit χ ∈ C∞0 (Rn ⊕ Rn).
On note χ˜ sa transforme´e de Fourier pour le produit scalaire de
Rn ⊕ Rn note´ (X.Y ) = 2RXY .
On a donc :
(4.19) χ˜(Y ) =
∫
exp (−i(Y Z + ZY ))χ(Z)dZ et χ(Z)
=
∫
exp (i(Y Z + ZY ))χ˜(Y ))
dY
(2pi)2n
Donc l’ope´rateur χanti−wick a avec les notations pre´ce´dentes pour fonc-
tion
(4.20) m(Y ) = exp (−1
2
|Y |2)(2pi)−2nχ˜(Y )
Donc
(4.21) ‖χanti−wck‖ ≤
∫
exp (−1
2
|Y |2)(2pi)−2n|χ˜(Y )|dY
≤ sup
Y
|χ˜(Y )|(2pi)−n ≤ R
2nΩ2n−1
2n2npin
Si R = n1/2ρ, comme Ω2n−1 = pi
n
Γ(n)
on trouve que par la formule de
Stirling que
(4.22) ‖χanti−wick‖ ≤ knρ2nsi ‖χ‖∞ ≤ 1 et suppχ ⊂ B(0, R)
Cette ine´galite´ (6.2) montre que les normes d’ope´rateurs s’ame´liorent
avec la dimension pourvu que ρ < k−1/2 ou` k est une constante uni-
verselle que l’on pourra calculer si ne´cessaire. Si n → ∞ on pourra
ne´gliger les ope´rateurs vivant dans des re´gions suppχ ⊂ B(0, ρn1/2) et
ces termes sont totalement ne´gligeables si en outre Λ ≤ k2n si ρ < k−11 .
On a donc :
Proposition 4.1. Soit B(Φ) = pi(banti−wick(Φ)) ou` pi est le projecteur
de Bergman de L2(Cn, ν ′) sur le sous-espace ferme´ des fonctions entie`res
de L2(Cn, ν ′).
Si :
i) ‖banti−wick‖L∞ ≤ 1
ii) supp banti−wick ⊂ E1 = {z; |z| < ρn1/2}, where ρ < 1√e
(4.23) ‖B‖L(L2) ≤ ‖B‖HS = o(n) when n→∞.
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5. Fin de la preuve
L’ellipticite´ transverse entraˆıne que :
(5.1) am(z, z) ≥ C0|z|m
Il est donc naturel de prendre les symboles S(m,G) avec
Definition 3.
(5.2) m(z) = (n1/2 + |z|)α, Gn,z = |dz|
2
n + |z|2
et S(m,G) la classe des fonctions satisfaisant a`
‖DpzDqzf(z, z)‖L(Vp,G,V ∗q,G) ≤ Cm(z)
Vp,G est Vp muni de G.
Remarque 3. Les me´triques Ga,z =
|dz|2
a+|z|2 sont bien suˆr lentes et
tempe´re´es de`s que a ≥ 1.
Comme (5.1) fait que awick ∈ S((n1/2 + |z|)m, G); aτ ∈ S((n1/2 +
|z|)m−2τnτ , G), pour 0 ≤ τ ≤ m.
La condition (5.1) entraˆıne que dans une zone E0 = {z; |z| ≥ c0n1/2)
ou` c0 ne de´pend que de a
wick, on a r1 =
∑m
τ=1 aτ ∈ S((n1/2+|z|)m−2, G).
Soit aanti−wick = am(1 + a−1m R1), r = a
−1
m r1 ∈ S((n1/2 + |z|)−2, G)
dans E0, donc si on augmente encore c0, |r(z, z)| ≤ 1/2, ce qui fait que
(1 + r)−1(z, z) ∈ S(1, G) dans E0.
Dans E0 on a bien :
(5.3) aanti−wick(z, z) ≥ c1(n1/2 + |z|)m.
Les me´triques Gn,z e´tant lentes elles admettent des partitions de
l’unite´ lentes [2]. Soit χ0 ∈ S(1, G) supporte´e par E0 on a e´galement :
(5.4) (χ0a
anti−wick)(z, z) ≥ c1χ0(n+ |z2|)m2
Comme Nm est un symbole elliptique de S(m,G), on obtient aussi :
ce qui fait que
(5.5) (Au, u) = ((aanti−wick)wu, u) ≥ c2((χ0n−m
2
)wu, u)− C‖u‖2−1
Proposition 5.1. Soit B(Φ) = pi(banti−wick(Φ)) ou` pi est le projecteur
de Bergman de L2(Cn, ν ′) sur le sous-espace ferme´ des fonctions entie`res
de L2(Cn, ν ′). Si :
i) ‖banti−wick‖L∞ ≤ 1
ii) supp banti−wick ⊂ E1 = {z; |z| < ρn1/2}, where ρ < 1√e
(5.6) ‖B‖L(L2) ≤ ‖B‖HS = o(n) when n→∞.
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Preuve de la proposition Comme
(5.7) ‖B‖2HS =
∑
α∈Nn
‖B(zα)‖2
α!
≤
∫ ∑
α∈Nn
|b(z, z)|2 |z|
2α
α!
dν ′(z)
≤
∫
B(0,R)
L(dz)
pin
=
R2nΩ2n−1
2npin
=
R2n
2nΓ(n)
=
nnρ2n
2Γ(n+ 1)
La formule de Stirling prouve donc que
(5.8) ‖B‖HS ≤ C‖b‖L∞ (e
1/2ρ)n
n1/4
C e´tant inde´pendant de b et de n
6. L’argument quand n→∞.
Le calcul de Wick remplace avantageusement le calcul de Weyl pour
ce qui est d’obtenir des bornes des ope´rateurs pseudo-diffe´rentiels.
Il y a essentiellement un argument qui consiste a` dire que l’ellipticite´
transverse va suffire a` assurer une borne infe´rieure dans une zone EI =
{(x, ξ) ∈ Rd⊕Rd; |(x, ξ)| ≥ C0d1/2} pour une constante C0 assez grande
de´pendant du seul ope´rateur.
Le controˆle de EcI est plus de´licat.
Il y a une troisie`me zone E3 = {(x, ξ) ∈ Rd ⊕ Rd; |(x, ξ) ≤ c0d1/2}
cette fois c’est une zone borne´e avec pour c0 une constante universelle
e´gale a` 1
e
, cette zone pourra aussi eˆtre ne´glige´e. Les difficulte´s n’arrivent
que dans E2 = {(x, ξ) ∈ Rd ⊕ Rd; c0d1/2 ≤ |(x, ξ)| ≤ C0d1/2, zone dans
laquelle l’anti-symbole de Wick [4], n’a pas vraiment de signe.
La variable (x, ξ) e´crite ici est bien-sur la variable e´clate´e Y de la
section pre´ce´dente, elle ne vit pour ce qui nous concernent que dans
EC = {(X,Xn) ∈ Rn ⊕ Rn; |X| ≤ CΛ1/2}. Il suffit d’observer que si
(6.1) CΛ1/2 <
1
2
c0d
1/2 ⇒ EC ∩ E2 = ∅.
Ce qui sera assure´ de`s que Λ et d satisfont a` :
(6.2) Λd−1 ≤ 1
C1
, avec une constante universelle C1.
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Appendix A. Comments about the paper, by R.Lascar
The author extends to high and eventually infinite dimensions the
results obtained with R. Lascar in “Ine´galite´ de Melin Ho¨rmander en
caracte´ristiques multiples”, to appear in Israel Journal of Mathematics,
that extended to higher multiplicities the optimal lower bound given
by L. Ho¨rmander in his book.
The statement of B. Lascar corresponding to the ellipticity of the
Wick symbol is probably optimal.
We have not seen any errors in this paper but detailed proofs of some
statements are missing.
Our remarks are as follows:
• It might be a good idea to restrict the attention to the case
when the characteristic set is a linear symplectic space on which
the symplectic form is uniformly nondegenerate in a reasonable
sense. In this way we have established an extension of the
Darboux lemma to large dimensions that would allow to avoid
the developement of a full calculus of Fourier integral operators
and general canonical transformations.
• The author claims that he can microlocalize–by means of a
pseudodifferential operator–the essential part of the problem
to a domain in phase space,
EC = {(X,Xn); |X| ≤ CΛ1/2, |Xn| ≤ C},
where Λ ≥ 1 is a large parameter, and the characteristic variety
Σ is given by X = 0, where X = (x, ξ) ∈ R2d. Does there exist
in the preceding works of B. Lascar or elsewhere in the literature
the material allowing this reduction in high dimension?
• It seems also that one has to specify the assumption far from
Σ. We suggest to assume
1
C
δ((x, ξ),Σ) ≤ pm(x, ξ) ≤ Cδ((x, ξ),Σ),
δ((x, ξ),Σ) =
d(x, ξ),Σ
1 + d((x, ξ),Σ)
,
where d((x, ξ),Σ) denotes the Euclidean distance to Σ. Far
from Σ one may then apply G˚arding type arguments (as in the
recent work of J. Nourrigat and R. Lascar).
• The author’s remark that the domain {z; |z| ≤ ρd1/2} where
ρ = Const. < 1/
√
e, is pertinent and deserves to be retained.
Here z is the complex variable corresponding toX after a partial
Bargmann transform.
• The same is valid for the study of the region |z| ≥ Cd1/2, where
the constant C depends on the operator.
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• His assertions about Wick calculus, Bargman/FBI transforms,
Toeplitz operators are valuable and interesting.
Bernard Lascar. Institut de Mathe´matiques. Analyse Alge´brique.
Tour 15-25 5. Universite´ Pierre et Marie Curie. 2 Place Jussieu 75005.
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