In 1986, Merzbach and Nualart demonstrated a method of transforming a two-parameter point process into a planar Poisson process of unit rate, using random stopping sets. Merzbach and Nualart's theorem applies only to a special class of point processes, since it requires two restrictive conditions: the F4 condition of conditional independence and the convexity of the 1-compensator. The F4 condition was removed in 1990 by Nair, but the convexity condition remained. Here both the F4 condition and the convexity condition are removed by making use of predictable sets rather than stopping sets. As with Nair's theorem, the result extends to point processes in higher dimensions.
Suppose N is a point process. Is it possible to rescale the domain in such a w ay that N is transformed into a P oisson process with rate 1?
When N is a simple point process on the line, the question is answered by P apangelou 1972 and by Br emaud 1972 , using the characterization of the Poisson process of Watanabe 1964. Provided its compensator is continuous, any such N can be transformed into a unit rate Poisson process via random stopping times. Now suppose that N is a multivariate point process, i.e. a countable sequence of point processes on the line. Meyer 1971 shows that provided an orthogonality condition is satis ed, N can be transformed into a sequence of independent unit rate Poisson processes on the line. This result is also proven by Aalen and Hoem 1978 for the self-exciting case, and an elegant p r o o f b y B r o wn and Nair 1988 generalizes Meyer's result to include a wide class of multivariate point processes.
When N is a point process on the plane, the situation is more complex. Merzbach and Nualart 1986 show that N can be transformed into a unit rate Poisson process using random stopping sets, provided several conditions are met. For instance, N must satisfy the conditional independence condition F4 of Cairoli and Walsh 1975 . The need for this condition is removed by Nair 1990. However, both Merzbach and Nualart 1986 and Nair 1990 assume the convexity of the 1-compensator. This convexity condition is rather stringent; for example self-exciting point processes generally do not satisfy this condition.
The current paper investigates transformations based on F 1 -predictable sets rather than stopping sets and eliminates the need for the conditions mentioned above. However, the existence of the F 1 -a n d F 2 -intensities is assumed, which is also required by Merzbach and Nualart 1986 but not by Nair 1990 . As with the result of Nair 1990, the result extends to the case where N i s a p o i n t process in R k , for k 2.
The next section introduces planar point processes, predictable sets, stopping sets, and some related concepts. In section 3 the result on transforming planar point processes to Poisson processes is presented, and a brief comparison of the use of stopping sets and predictable sets is given. An example is provided in section 4. In section 5, the result is extended to point processes in higher dimensions.
Preliminaries
First, some notation. In what follows, z, z 0 , and z 00 represent elements of R 2 + , the positive quadrant o f t h e plane, while s; s 0 ; t ; t 0 ; t 00 ; xand y denote elements of R + .
Before de ning planar point processes, some ordering of points in the plane is required. For z = s; t and z 0 = s 0 ; t 0 2 R 2 + , s a y z z 0 if s s 0 and t t 0 . Similarly, z z 0 if s s 0 and t t 0 . Let z;z 0 denote the rectangular region in R 2 + consisting of all points greater than z and less than or equal to z 0 ; i.e. z;z 0 = fz 00 : z z 00 z 0 g. Let ; F; P be a complete probability s p a c e . A ltration Fz is a collection of sub--elds of F which is increasing i.e. Fz F z 0 f o r z z 0 , right c o n tinuous i. Fs 0 ; t . The focus of most of this paper is on properties related to the ltration F 1 ; the de nitions and results related to F 2 are analogous.
The -eld P 1 generated by sets of the form F z;z 0 , for z z 0 and F 2 F 1 z, is called the F 1 -predictable -eld, and an element o f P 1 is an F 1 -predictable set. A p r o c e s s X on R 2 + is called F 1 -predictable if it is P 1 -measurable; i.e. if f!;z : ! 2 ; z2 R 2 + ; X !;z 2 Bg 2 P 1 , for any Borel set B 2 R 2 + .
A mapping D from to the closed subsets of R 2 + is called an F 1 -stopping set provided z 0 2 D! implies z 2 D! for all z z 0 , a n d f! : z 2 D!g 2 F 1 z for all z 2 R 2 + .
A process Nz o n R 2 + is increasing if Nz;z 0 0 f o r e v ery z z 0 , and Ns; 0 = N0; t = 0 for every s,t 0. If an adapted process Nz o n R 2 + taking values in N f1g is right-continuous and increasing, then N is a point process.
For X a process on R 2 + and B a Borel set in R 2 + , l e t XB denote R 1 B zdXz, provided the integral exists. In particular, if z = s; t s 0 ; t 0 = z 0 , t h e n Xz;z 0 can be written as Ns , ; t , ; s; t = 0 or 1, for each s,t 2 R + . A Poisson process on R 2 + is a simple point process N where for any disjoint Borel sets B 1 ; :::; B n in R 2 + , NB 1 , ..., NB n are independent P oisson random variables. If the mean of N satis es ENB = B for any Borel set B, where denotes Lebesgue measure on R 2 + , t h e n N is said to have unit rate.
A 1-martingale is an integrable F 1 -adapted process X where for each z z 0 , E Xz;z 0 jF 1 z = 0. If N is an F 1 -adapted point process, then a 1-compensator A of N is an increasing F 1 -predictable process so that N , A is a 1-martingale. The existence and uniqueness of A for simple, integrable N are proven by Jacod 1975. Suppose that A is the 1-compensator of N and that there exists an integrable, non-negative, real-valued, F 1 -predictable process such that with probability 1, for each z 2 R 2 + , Z z 0 z z 0 dz 0 = Az; 2.2 where denotes Legesbue measure. Then is called an F 1 -intensity of N.
Transformation of Planar Processes
This section contains a result on transformations changing point processes on R 2 + into Poisson processes.
First, recall the following lemma of Nair 1990, which generalizes a similar result in Brown, Ivano and Weber 1986 for 1-parameter point processes.
Lemma 3.1. If N is an F 1 -adapted point process on R 2 + with deterministic, continuous 1-compensator A and at most one point o n a n y v ertical line, then N is a Poisson process whose mean corresponds to A. In order to be a point process, M must furthermore take v alues in Z f1g, be increasing, and be In order to establish that M is a point process, only the right-continuity o f M remains to be veri ed.
Fix any ! 2 . From the de nition of in ?? and the fact that 1 1, it follows that for any x 2 R + , z 0 !;x z !;x a s z 0 z. Consequently, f o r a n y x; y 2 R 2 + , 1 D z 0 !;x;y 1 Dz !;x;y a s z 0 z, and the right-continuity o f M follows by monotone convergence. Thus M is a well-de ned, F 1 -adapted point process.
Using Lemma 2.1 of Nair 1990 and the assumption that the F 2 -intensity o f N exists, N contains at most one point o n a n y v ertical line a.s. This is true also of M, since the de nition of M implies that N has a point a t s; t if and only if M has a point a t s; Thus M , C is a 1-martingale; i.e. C is the 1-compensator of M. F rom Lemma 3.1, the proof is complete. 2 Remark 3.3. The relation of Theorem 1 to the results of Nair 1990 and Merzbach and Nualart 1986 is of interest. The results of the previous authors involve transforming the point p r o c e s s N via a sequence of stopping sets. Notice that the sets D z de ned in Theorem 1 are generally not stopping sets, since they may fail to meet the requirement that if a stopping set contains a point z 0 , t h e n i t m ust also contain all points less than z 0 .
Theorem 3.3 of Nair 1990 assumes that A is 1-convex, i.e. that As + s; t , As; t As + 2 s; t , As+ s; t, for all s, s, a n d t 2 R + . W h e n 1 exists, the 1-convexity o f A is equivalent to the assumption in Theorem 4 of Merzbach and Nualart 1986 that for any t, Then M i s a P oisson process on R 2 + with unit rate if and only if 1 = 1 , -a.e., where is the product measure P, a n d denotes Lebesgue measure on R 2 + .
Proof. In order for the statement t o h a ve meaning, it should rst be noted that the set f 1 = 1 g is always a -measurable set. Since both 1 and 1 are F 1 -predictable, so is 1 , 1 . T h us by the de nition of predictability, f 1 , 1 = 0 g 2 fF 1 z z;z 0 ; z;z 0 2 R 2 + g F B ; where B denotes the Borel subsets of R 2 + . That is, f 1 = 1 g is -measurable.
If 1 = 1 -a.e., then 1 is a version of the F 1 -intensity o f N, s o M is a unit-rate Poisson process by Theorem 3.2.
For the other direction, suppose that M is a unit-rate Poisson process, and that f 1 6 = 1 g 0. We m ust show that this leads to a contradiction. Observe that I z and K z R 2 + are each F 1 -predictable sets, since 1 and 1 are both F Remark 3.6. Corollary 3:5 m a y be useful for the evaluation of point process models. Given a point process N and a model specifying the F 1 -conditional intensity, 1 , b y Corollary 3:5 the problem of assessing the t of the model boils down to examining whether M is a planar Poisson process of unit rate. Much h a s been written on the latter problem; see e.g. Diggle 1983 , Heinrich 1991 , or Andersen, Borgan, Gill, and Keiding 1992 
Example
Rathbun 1995 describes a planar version of the self-exciting point process analyzed by H a wkes 1971.
Here the F 1 -intensity m a y be given by: 1 s; t = fs; t + R 1 fs 0 sg gs , s 0 ; jt , t 0 j dNs 0 ; t 0 where f and g are deterministic, nonnegative functions from R 2 to R. Similarly, t h e F 1 -intensity o f a k-dimensional version of a Hawkes process can be given by: 1 t 1 ; :::; t k = ft 1 ; :::; t k + R 1 ft 0 1 t1g gt 1 , t 0 1 ; jt 2 , t 0 2 j; :::; jt k , t 0 k j dNt 0 1 ; : : : ; t 0 k where f and g are now deterministic nonnegative functions from R k to R.
Such processes generally do not satisfy the convexity condition of Merzbach and Nualart 1986 and Nair 1990 . For instance, suppose N is a planar Hawkes process and f and g are decreasing functions. Then for any s, s 0 , and t 2 R + such t h a t Ns; t = Ns 0 ; t , 1 x; y is decreasing in x for s x s 0 and y t. T h us t R 0 1 x; ydy is decreasing in x for s x s 0 , w h i c h violates the convexity condition.
Extension to higher dimensions
In this section, Theorem 3.2 is generalized to include the case where N i s a p o i n t process in R k + , for k 2.
First, a few of the previous de nitions must be extended.
For z = t 1 ; :::; t k a n d z 0 = t 0 1 ; : : : ; t 0 k 2 R k + , s a y z z 0 if t i t 0 i for each i , a n d s a y z z 0 if t i t 0 i for each i. A ltration F on R k + may be de ned exactly as in Section 2. Let F 1 z denote u2;u3;:::;uk Ft 1 ; u 2 ; u 3 ; :::; u k , where z = t 1 ; : : : ; t k . The F 1 -predictable -eld P 1 , t h e 1-compensator A and the F 1 -i n tensity of N can be de ned exactly as in Section 2.
The following lemma is an extension of Lemma 3.3 of Brown, Ivano and Weber 1986 . A slightly stronger version is given in Proposition 4.2 of Nair 1990 and proven for the three-dimensional case.
Lemma 5.1. If N is an F 1 -adapted point process on R k + with deterministic, continuous 1-compensator A and at most one point o n e v ery hyperplane ft 1 = tg, t h e n N is a Poisson process whose mean corresponds to A.
Theorem 5.2. Suppose that N i s a s i m p l e F-adapted point process on R k + with F 1 -intensity 1 , F 2 -intensity 2 , : : :, a n d F k -intensity k . If with probability one, for all t 1 ; t 2 ; : : :; t k,1 2 R + , It follows by the same argument a s i n T h e o r e m 3 . 2 t h a t D z is F 1 -predictable and that M is a well-de ned F 1 -adapted point process. Further, from Proposition 4.1 of Nair 1990 it follows that with probability 1 , N has at most one point o n a n y h yperplane perpendicular to the t 1 -axis, and therefore the same is true for M. Thus Cz is the 1-compensator of the unit rate Poisson process in R k + .
It follows from exactly the same argument as in Theorem 3.2 that C is the 1-compensator of M. Using Lemma 5:1, the proof is complete. 2
