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Abstract
A measurement of Z → τ+τ− production cross-section is presented using data,
corresponding to an integrated luminosity of 2 fb−1, from pp collisions at
√
s =
8 TeV collected by the LHCb experiment. The τ+τ− candidates are reconstructed in
final states with the first tau lepton decaying leptonically, and the second decaying
either leptonically or to one or three charged hadrons. The production cross-section is
measured for Z bosons with invariant mass between 60 and 120 GeV/c2, which decay
to tau leptons with transverse momenta greater than 20 GeV/c and pseudorapidities
between 2.0 and 4.5. The cross-section is determined to be σpp→Z→τ+τ− = 95.8±
2.1 ± 4.6 ± 0.2 ± 1.1 pb, where the first uncertainty is statistical, the second is
systematic, the third is due to the LHC beam energy uncertainty, and the fourth
to the integrated luminosity uncertainty. This result is compatible with NNLO
Standard model predictions. The ratio of the cross-sections for Z → τ+τ− to
Z→ µ+µ− (Z→ e+e−), determined to be 1.01 ± 0.05 (1.02 ± 0.06), is consistent
with the lepton-universality hypothesis in Z decays.
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1 Introduction
The measurement of the production cross-section for a Z boson1 using different decay
modes in proton-proton (pp) collisions, σpp→Z→ff¯ , is an important verification of Standard
Model (SM) predictions. The ratio of the Z→ τ+τ− production cross-sections to other
leptonic decay modes provides a test of lepton universality (LU). The LEP experiments
have performed high accuracy tests of LU at the Z pole, with a precision better than 1% [1].
Consequently, the observation in proton-proton collisions of any apparent deviation from
LU in Z decays would be an evidence of new phenomena producing final-state leptons,
like in the theoretical context of mSUGRA [2], constrained NMSSM [3], Randall-Sundrum
models [4, 5], or lepton-violating decays of Higgs-like bosons [6–10].
This analysis extends the LHCb results obtained with pp collisions at
√
s = 7 TeV [11]
to
√
s = 8 TeV. The cross-section is measured for leptons from the Z decay with transverse
momentum (pT) above 20 GeV/c and a Z invariant mass between 60 and 120 GeV/c
2, as
for the previously published Z → µ+µ− and Z → e+e− cross-sections [12, 13]. The
cross-section measurements in the pseudorapidity range 2.0 < η < 4.5 covered by the
LHCb experiment are complementary to those with the central detectors ATLAS [14] and
CMS [15].
In the present analysis, the reconstruction of the tau-pair candidates is performed in
both leptonic and hadronic decay modes of the tau, requiring at least one leptonic mode
for the tau-pair candidate. The reconstruction of high-pT tau leptons in the 3-prong decay
mode is performed for the first time in LHCb.
2 Detector and datasets
The LHCb detector [16,17] is a single-arm forward spectrometer designed for the study
of particles containing b or c quarks. The detector includes a high-precision tracking
system consisting of a silicon-strip vertex detector surrounding the pp interaction region,
a large-area silicon-strip detector located upstream of a dipole magnet with a bending
power of 4 Tm, and three stations of silicon-strip detectors and straw drift tubes placed
downstream of the magnet. The tracking system provides a measurement of momentum
of charged particles with a relative uncertainty that varies from 0.5% at low momentum
to 1.0% at 200 GeV/c. The minimum distance of a track to a primary vertex (PV), the
impact parameter (IP), is measured with a resolution of (15 + 29/pT)µm, where pT is
the component of the momentum transverse to the beam, in GeV/c. Photons, electrons
and hadrons are identified by a calorimeter system consisting of scintillating-pad (SPD)
and preshower detectors (PS), an electromagnetic calorimeter (ECAL) and a hadronic
calorimeter (HCAL). Muons are identified by a system composed of five stations of
alternating layers of iron and multiwire proportional chambers.
The online event selection is performed by a trigger, which consists of a hardware stage,
based on information from the calorimeter and muon systems, followed by a software
stage, which applies a full event reconstruction. The hardware trigger imposes a global
event cut (GEC) requiring the hit multiplicity in the SPD to be less than 600, to prevent
events with high occupancy from dominating the processing time in the software trigger.
1Z refers to Z/γ?, i.e. includes contributions from the virtual photon production and interference.
1
This analysis uses pp collisions at
√
s = 8 TeV corresponding to a total integrated
luminosity of L = (1976 ± 23) pb−1 [18]. Simulated data samples are used to study
the event selection, determine efficiencies, and estimate systematic uncertainties. In
the simulation, pp collisions are generated using Pythia 8 [19] with a specific LHCb
configuration [20], and parton density functions taken from CTEQ6L [21]. Decays of
hadronic particles are described by EvtGen [22], in which final-state radiation is generated
using Photos [23]. The interaction of the generated particles with the detector, and its
response, are implemented using the Geant4 toolkit [24] as described in Ref. [25].
3 Event selection
The Z boson is reconstructed from τ particles decaying into leptonic (muons or electrons)
or hadronic (one or three charged hadrons) final states. Charged tracks are reconstructed
by the tracking system and matched with clusters of ECAL/HCAL cells and hits in the
muon detector. Muon candidates are identified by matching tracks to hits in the muon
stations downstream of the calorimeters. They are required to leave hits in at least three
muon stations, or four muon stations if they have pT > 10 GeV/c. Electron candidates
must fail the muon identification criteria and fall within the acceptance of the PS, ECAL,
and HCAL sub-detectors. On average, 30% of a material radiation length is crossed by a
particle before the bending magnet, causing a considerable energy loss by bremsstrahlung
for electrons and positrons. Hence, the electron or positron candidate momentum is
corrected using a bremsstrahlung photon recovery technique [26]. However, since the
ECAL is designed to register particles from heavy-flavour hadron decays, calorimeter
cells with transverse energy above about 10 GeV saturate the electronics, and lead to
incomplete electron bremsstrahlung recovery. A large energy deposit in the PS, ECAL, but
not in HCAL is required, satisfying EPS > 50 MeV, EECAL/p > 0.1, and EHCAL/p < 0.05,
where p is the reconstructed momentum of the electron candidate, after applying the
bremsstrahlung photon recovery. Charged hadrons are required to be within the HCAL
acceptance, deposit an energy of EHCAL/p > 0.05, and must fail the muon identification
criteria. The pion mass is assigned to all charged hadrons.
The analysis is divided into seven “streams”, labelled as τµτµ, τµτe, τµτh1, τµτh3,
τeτe, τeτh1, and τeτh3, where the subscript denotes the final state reconstructed. Charge-
conjugate processes are implied throughout. The streams are chosen such that at least one
τ lepton decays leptonically. The tau-pair candidates are selected by triggers requiring
muons or electrons with a minimum transverse momentum of 15 GeV/c. The trigger
efficiency is between 70% and 85%, depending on the number of leptons in the stream.
The final states presented in this analysis account for 58% of all Z→ τ+τ− decays. In
the following, a τ candidate corresponds to a single particle for the τe, τµ, and τh1 decay
channels, or a combination of the three hadrons in the case of τh3. A pair of τ candidates
must be associated to the same PV. In case where multiple PVs are presented in the
event, the associated PV is defined as that with a smallest change in vertex-fit χ2 when it
is reconstructed with and without the τ candidate.
The dominating backgrounds are of QCD origin with one or several jets (call “QCD
events” in the following), as well as electroweak processes, mainly W/Z +jets (“Vj”). The
following requirements on the transverse momentum of τ decay products are used to reduce
these backgrounds. For all the streams the triggering lepton must have pT > 20 GeV/c.
For the processes τµτµ, τeτe, and τµτe the second lepton pT threshold is 5 GeV/c. The
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hadron of the τh1 candidates is required to have pT > 10 GeV/c. For the τh3 decay channel,
each of the three charged hadrons are selected with pT > 1 GeV/c, and at least one must
be above 6 GeV/c. In addition, the τh3 candidates must have a total pT in excess of
12 GeV/c, and an invariant mass in the range 0.7 to 1.5 GeV/c2. This leads to the τh3
identification efficiency of about 30%, comparable with the value of 35% found in the
context of the B0→ D∗−τ+ντ analysis [27]. For all streams, the reconstructed direction
of the τ candidate must be in the fiducial geometrical acceptance 2.0 < η < 4.5.
Additional selection criteria are needed to suppress background processes due to
semileptonic c- or b-hadron decays, misidentification of hadrons as leptons, or, especially
in the τh3 stream, combinations of unrelated particles.
Signal candidates tend to have back-to-back tracks in the plane transverse to the beam
axis, and a higher invariant mass than the background. Hence, the tau-pair is required to
have an invariant mass above 20 GeV/c2, or 30 GeV/c2 for the stream containing τh1,τh3
candidates. Additionally, for the dilepton streams τµτµ, τeτe, the selected mass range is
below 60 GeV/c2, to avoid the on-shell Z→ µ+µ− and Z→ e+e− regions. The absolute
difference in azimuthal angle of the two τ candidates is required to be greater than 2.7
radians. The above selections are found to be 70 to 80% efficient, depending on the
analysis stream.
Charged particles in QCD events tend to be associated with jet activity, in contrast
to signal candidates where they are isolated. An isolation variable, IˆpT , is defined as
the pT of the candidate divided by the transverse component of the vectorial sum of all
track momenta in a cone surrounding the candidate of radius Rηφ = 0.5, defined in the
pseudorapidity-azimuthal angle (η−φ) space. A fully isolated candidate has IˆpT = 1, while
lower values indicate the presence of jet activity. The selection IˆpT > 0.9 is applied to all
τ candidates, with an efficiency of more than 64% for the tau-pair signal and rejecting
about 98% of QCD events.
The lifetime of the τ lepton is used to separate the signal from prompt background.
For the τ decay channels with a single charged particle, it is not possible to reconstruct a
secondary vertex and a selection on the particle IP to the associated PV is applied. The
efficiency on the signal from these criteria is in the range 71 to 79%.
In the τh3 case, a vertex reconstruction is possible: the maximum distance between
the three tracks in the η − φ space is required to be less than 0.005 · pT where pT is the
transverse momentum of τh3 in GeV/c. The proper decay time is subsequently estimated
from the distance of the reconstructed vertex to the associated PV, and the momentum
of the candidate, taken as an approximation of the τ momentum. A minimum of 60 fs is
imposed for this variable, efficiently discarding the prompt background whilst keeping
about 77% of the signal. For the τh3 decay, a correction to the mass is also possible by
exploiting the direction of flight, recovering part of the momentum lost due to undetected
particles. The corrected mass is defined as
mcorr ≡
√
m2 + p2 sin2 θ + p sin θ , (1)
where m and p are the invariant mass and momentum computed from the three tracks
and θ is the angle between the momentum and flight direction of the candidate. The
requirement mcorr < 3 GeV/c
2 reduces the QCD background by about 50% and the Vj
background by about 60%, retaining 80% of the signal. Fig. 1 shows the mass distributions
of τh3 candidates before and after correction for data, compared to the distributions of
Z→ τ+τ− decays and of the Vj background from simulation.
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Figure 1: Distributions of invariant (dashed line) and corrected (full line, shaded) mass of τh3
candidates from the τµτh3 channel. The yields are normalised to the integrated luminosity of
the data. The results from data are represented by the black points. The error bars represent
the statistical uncertainty only. The distributions are compared to the signal distributions from
simulated Z→ τ+τ− (blue) events and the Vj (red) background.
In the τeτe and τµτµ streams an additional background component arises from Z→ l+l−
decays. This process produces two muons or two electrons with similar pT values, in
contrast to signal which tends to have unbalanced pT due to the missing momentum
from unreconstructed neutrinos and neutral hadrons. The pT asymmetry, ApT , is defined
as the absolute pT difference of the two candidates divided by their sum. For the two
leptonic streams ApT is required to be greater than 0.1. A particular case is the τµτe
stream, where background from Vj processes arises, with one lepton coming from the jet
causing a relatively large pT imbalance with respect to the lepton from the W/Z boson.
A suppression by a factor of two of this source of background, with a loss of 10% of the
signal is obtained imposing a maximal ApT value of 0.6. For τh1 and τh3 the ApT criterion
has been found inefficient for background rejection, hence no such a constraint is imposed
to these two decay modes.
4 Signal and background estimation
After the selections described in the previous Section, a maximum of one Z → τ+τ−
candidate per event is found. The number of signal candidates is determined from the
number of observed candidates in data subtracted by the total number of estimated
backgrounds. The results are summarized in Table 1. The invariant-mass distributions
for such candidates are shown in Fig. 2, for the seven analysis streams.
A data-driven approach is used to estimate the amount of background from QCD
and Vj processes. Same-sign (SS) tau-pair candidates are selected with identical criteria
as the signal, but requiring the tau candidates to have identical electric charge. From
simulation, the SS candidates yield is found to originate mainly from QCD and Vj
processes, while the mis-reconstructed Z → τ+τ− process contributes less than 1%:
NSS = NSSQCD +N
SS
Vj +N
SS
Z→ τ+τ− . The last term originates, for instance, from an electron
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Figure 2: Invariant-mass distributions for
(a) τµτµ, (b) τeτe, (c) τµτh1, (d) τeτh1, (e)
τµτh3, (f) τeτh3, (g) τµτe candidates with
the excluded mass ranges indicated by the
gray areas. The Z→ τ+τ− simulation (red)
is normalised to the observed signal. The
Z (blue), QCD (brown), and electroweak
(magenta) backgrounds are estimated from
data. The tt, V V backgrounds and cross-
feed (green) are estimated from simulation
(see text) and generally not visible.
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either from a pi0 decay or pair-production, a single hadron from partially-reconstructed
τh3, 3-prong from false combinatorics, or a muon from a misidentified hadron. The amount
of QCD and Vj events in the SS dataset is determined by a fit to the pT(τ1) − pT(τ2)
distribution, for each analysis stream [11]. In the fit, the QCD distribution templates
are taken from an SS QCD-enriched dataset, obtained by the anti-isolation requirement
IˆpT < 0.6; the distributions templates for the two Vj processes (W+jet, Z+jet) are
obtained from simulation and are found to be statistically consistent. Subsequently, the
number of QCD and Vj background candidates is computed as NQCD = rQCD ·NSSQCD, and
NVj = rVj ·NSSVj . The value of rVj is obtained from simulation, considering both W and Z
contributions, and varies from 1.05± 0.08 for the τeτe up to 2.37± 0.30 for the τµτh1. The
same-sign and opposite-sign QCD-enriched datasets provide the rQCD values, which are
all close to unity, with the exception of 1.30± 0.05, obtained for τµτµ.
The Z→ l+l− decays (l = e, µ) are a background for all the streams, except for τµτh3
and τeτh3. The number of Z→ l+l− decays contaminating the τµτµ stream is determined
by applying all selection criteria except for the requirement on the dimuon mass: this
produces a sample with a clear peak at the Z mass, as well as an off-shell contribution
at lower mass, as shown in Fig. 2(a). A template distribution obtained from simulation
is normalised to the data in the 80–100 GeV/c2 mass interval. The fraction of genuine
Z→ τ+τ− candidates in the normalisation region is found to be negligible from simulation.
The contribution from Z → µ+µ− decays to the background in the signal region is
inferred from the normalised distribution. A similar procedure is applied to estimate the
τeτe background from Z→ e+e− decays, but with the normalisation performed in the
70–100 GeV/c2 interval to account for the electron momentum resolution degraded by an
incomplete electron bremsstrahlung recovery. For this process, 1% of non-Z background
candidates are subtracted from the normalisation region, as estimated from SS dilepton
events.
The process Z→ µ+µ− can be observed as a fake τµτh1 candidate when one of the
muons is misidentified as a charged hadron. This background is evaluated by applying the
τµτh1 selection but requiring a second identified muon rather than a hadron, and scaling
by the probability for a muon to be misidentified as a hadron. The misidentification
probability, obtained from simulation and cross-checked using a tag-and-probe method
applied to Z→ µ+µ− data (requiring an identified muon as a tag, and an oppositely-
charged track as a probe), is of the order of 10−3 for muons with pT < 10 GeV/c, and
10−4–10−5 at larger pT values. The uncertainty on the estimation of this background is
obtained from the lepton misidentification probability uncertainty combined with the
statistical uncertainty of the dimuon candidates sample. A similar procedure allows the
estimation of Z→ µ+µ−, Z→ e+e− backgrounds in τµτe, τeτh1 streams.
Other background processes are due to diboson decays, tt events, and Z decays into b
hadrons. Their contributions are relatively small and obtained from simulation.
Some of the selected tau-pair candidates may not originate from the stream under
study. For instance, a τh1 candidate may be selected from a partially reconstructed τh3
candidate. The fraction of cross-feed candidates is obtained from the Z→ τ+τ− simulated
sample. The statistical uncertainty is 1 to 3%, to which a small contribution from the
uncertainties on the branching fractions of the contaminating streams is added.
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Table 1: Expected backgrounds yields and total number of candidates observed. In the last row
the uncertainties are the statistical and systematic contributions combined.
τµτµ τµτh1 τµτh3 τeτe τeτh1 τeτh3 τµτe
Z→ l+l− 249.7± 8.8 1.2± 0.5 — 420.8± 25.3 16.1± 2.2 — 25.3± 5.4
QCD 50.9± 10.2 235.8± 19.3 21.2± 5.3 42.7± 8.8 330.8± 22.8 19.4± 5.1 160.0± 16.9
Vj 12.7± 7.4 144.2± 43.0 5.1± 3.4 5.8± 2.7 68.3± 19.7 10.1± 5.8 65.3± 25.7
V V 0.2± 0.1 1.2± 0.2 0.2± 0.1 0.2± 0.1 0.8± 0.1 0.2± 0.1 10.0± 0.5
tt 1.0± 0.2 2.2± 0.2 0.6± 0.1 0.2± 0.0 0.7± 0.1 0.1± 0.0 5.5± 0.2
Z→ bb 0.8± 0.4 0.3± 0.2 0.1± 0.1 0.1± 0.1 0.3± 0.2 0.1± 0.1 0.3± 0.2
Cross-feed 4.5± 1.1 22.2± 2.5 13.9± 2.0 13.0± 3.9 16.5± 2.4 7.3± 1.7 52.5± 4.2
Total bkg. 319.9± 12.7 407.1± 37.5 41.1± 5.3 482.7± 24.2 433.5± 22.0 37.2± 5.8 318.9± 23.6
Observed 696 1373 205 610 861 110 1322
Z→ τ+τ− 376.1± 29.0 965.9± 52.1 163.9± 14.2 127.3± 32.9 427.5± 35.8 72.8± 11.1 1003.1± 41.8
5 Cross-section measurement
The production cross-section of Z boson to tau-pair is measured for each analysis stream
using
σpp→Z→τ+τ− =
Nobs/ε
obs
rec −
∑
kNbkg,k/ε
bkg,k
rec
L B A εsel , (2)
where Nobs is the number of observed Z bosons and Nbkg,k is the estimated background
from source k.
The total integrated luminosity is denoted by L, and B is the product of the branching
fractions of the tau lepton pair to decay to the given final state, with values and uncertain-
ties taken from the world averages [28]. The acceptance factor, A, is needed to normalise
the results of each analysis stream to the kinematical region 60 < Mττ < 120 GeV/c
2,
2.0 < ητ < 4.5, and pτT > 20 GeV/c, which allows the comparison with the Z→ µ+µ−,
Z→ e+e− decay measurements in LHCb [12,13]. This factor is the fraction of Z→ τ+τ−
events where the generated τ satisfy the chosen kinematical selections, which also fulfill the
fiducial acceptance selection. The value of A for each stream is obtained from simulation,
using the POWHEG-BOX [29] at next-to-leading order with PDF MSTW08NLO90cl [30], and
Pythia 8.175 [19]. The uncertainty on A from the choice of PDF is estimated following
the procedure explained in Ref. [31].
The event reconstruction and selection efficiencies, εrec and εsel, as well as their
uncertainties, are estimated from simulation and calibrated using a data-driven method
(where applicable) derived from the method described in Refs. [11–13]. The term εrec
is the product of the GEC, trigger, tracking and particle identification efficiencies. The
smallest value of εrec is found to be 9% in the τeτh3 stream, while the largest value is
65% for τµτµ. The GEC efficiency is determined from Z→ l+l− decays in data collected
with a relaxed requirement. The muon and electron trigger efficiencies are evaluated as
a function of η and pT using a tag-and-probe method applied on Z→ l+l− decays. The
tracking efficiency for muons uses a tag-and-probe method from Z→ µ+µ− decays in
data, whereas for electrons and charged hadrons simulated samples are used. The particle
identification efficiency is also obtained by a tag-and-probe procedure. In order to cover
the signal pT spectrum, different data samples are selected: Z→ µ+µ− and J/ψ → µ+µ−
decays for muons, Z → e+e− and B+ → J/ψ (→ e+e−)K+ decays for electrons, and
D∗+ → D0(→ K−pi+)pi+ decays for charged hadrons.
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Table 2: Relative uncertainties of the various contributions affecting the cross-section mea-
surement, given in percent. The uncertainties are correlated between streams, except in rows
denoted with †.
τµτµ τµτh1 τµτh3 τeτe τeτh1 τeτh3 τµτe
Tau branching fractions product 0.5 0.3 0.5 0.5 0.3 0.5 0.3
PDF, acceptance, FSR 1.3 1.9 1.5 1.3 1.9 1.5 1.3
Reconstruction 2.1 3.1 5.6 4.5 5.4 7.0 2.7
Selection 5.0 3.5 4.7 5.7 3.5 5.1 3.9
Background estimation† 3.4 3.9 3.2 19.0 5.2 8.0 2.4
Systematic 6.4 6.2 8.0 20.3 8.4 11.8 5.2
Statistical† 6.9 3.8 8.1 17.6 6.6 13.1 3.4
Beam energy 0.2 0.2 0.2 0.2 0.2 0.2 0.2
Luminosity 1.2 1.2 1.2 1.2 1.2 1.2 1.2
Total 9.6 7.5 11.5 27.0 10.8 17.7 6.5
The efficiency of the selection ranges between 20% for τeτe and 50% for τµτe. The
values are obtained from the simulation. Corrections at the level of 1% are inferred by
the comparison of the selection-variable distributions for Z→ µ+µ− decays in data and
simulated samples, which are also added to the systematic uncertainty.
A summary of uncertainties is given in Table 2, with the statistical uncertainty from
Nobs obtained assuming Poissonian statistics. The contribution of the LHC beam energy
uncertainty [32] is of 0.2% as studied with the Dynnlo generator [33]. The integrated
luminosity is measured using van der Meer scans [34] and beam-gas imaging method [35],
giving a combined uncertainty of 1.2% [18].
The cross-section results compared with the previous Z → µ+µ− and Z → e+e−
measurements inside the same acceptance region at 8 TeV [12, 13], are presented in
Fig. 3, where the region is defined for Z bosons with an invariant mass between 60 and
120 GeV/c2 decaying to leptons with pT > 20 GeV/c and 2.0 < η < 4.5. The predictions
from theoretical models are calculated with the Fewz [36, 37] generator at NNLO for the
PDF sets ABM12 [38], CT10 [39], CT14 [40], HERA15 [41], MSTW08 [30], MMHT14 [42],
and NNPDF30 [43]. A best linear unbiased estimator is used to combine the measurements
from all streams taking into account their correlations, giving a χ2 per degree of freedom
of 0.69 (p-value of 0.658). The combined cross-section is
σpp→Z→τ+τ− = 95.8± 2.1± 4.6± 0.2± 1.1 pb ,
where the uncertainties are statistical, systematic, due to the LHC beam energy uncertainty,
and to the integrated luminosity uncertainty, respectively.
Lepton universality is tested from the cross-section ratios [12,13]
σ8 TeVpp→Z→τ+τ−
σ8 TeVpp→Z→µ+µ−
= 1.01± 0.05 , σ
8 TeV
pp→Z→τ+τ−
σ8 TeVpp→Z→e+e−
= 1.02± 0.06 ,
where the uncertainties due to the LHC beam energy and to the integrated luminosity
are assumed to be fully correlated as the analyses share the same dataset, whilst the
statistical and systematic uncertainties are assumed to be uncorrelated.
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Figure 3: Summary of the measurements of Z→ l+l− production cross-section inside the LHCb
acceptance region from pp collisions at 8 TeV. The error bar represents the total uncertainty.
The dotted inner error bar corresponds to the statistical contribution. The coloured band
corresponds to the combined measurement of Z→ τ+τ− from this analysis. The last 7 rows
represent the NNLO predictions with different parameterizations of the PDFs.
6 Conclusion
A measurement of Z→ τ+τ− production cross-section in pp collisions at √s = 8 TeV inside
LHCb fiducial acceptance region is reported, where the region is defined as a tau-pair
of invariant mass between 60 and 120 GeV/c2, with the tau leptons having a transverse
momentum greater than 20 GeV/c, and pseudorapidity between 2.0 and 4.5.
The reconstruction of tau-pair candidates is performed in both leptonic and hadronic
decay modes of the tau lepton, requiring at least one leptonic mode for the tau-pair
combination. The backgrounds to Z→ τ+τ− are mainly from QCD and W/Z +jets and
are estimated with a data-driven method.
The production cross-section with all uncertainties summed in quadrature yields
95.8± 5.2 pb, in agreement with the SM prediction. The results are consistent with the
Z→ e+e− and Z→ µ+µ− cross-sections measured at LHCb. They are compatible with
LU at the level of 6%.
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