A semigroup S is called an equational domain (e.d.) if any finite union of algebraic sets over S is algebraic. For a semigroup S with a finite ideal we find the necessary and sufficient conditions to be an e.d.
Introduction
An algebraic set is the principal notion of algebraic geometry over a field k. Remind that an algebraic set is a solution set of a system of polynomial equations S = {f i (x 1 , x 2 , . . . , x n ) = 0|i ∈ I}. However, one can define the notion of an equation for any algebraic structure A (group, Lie algebra, semigroup, see. [2, 3] ). Thus, the algebraic sets over A are the solution sets of systems of equations over A.
Algebraic sets have the common properties which hold in every algebraic structure A. For example, the intersection of an arbitrary number of algebraic sets is always algebraic for any algebraic structure A.
However the union of algebraic sets is not algebraic in general. Hence, in [4] it was defined the notion of the equational domain (e.d.) as an algebraic structure, where any finite union of algebraic sets is algebraic. Moreover, in [4] it was proved the necessary and sufficient conditions for any group (Lie algebra, associative ring) to be an e.d. For instance, equational domains among commutative associative rings are exactly the rings with no zero-divisors.
For groups in [4] it was proved the criterion with the necessary and sufficient conditions for a group to an e.d. Following this result, the groups of the next classes are e.d.:
1. free non-abelian groups (for such groups it was earlier by G. Gurevich, one can see the proof in [7] );
2. simple non-abelian groups (it also follows from [5] ).
In [8] we found the necessary and sufficient conditions for a finite ideal-simple semigroup to be an e.d.
The current paper continues the study of [8] , hence we investigate the properties of e.d. in the class of semigroups with nontrivial ideals. Sections 2, 3, contains the definitions and results of semigroup, algebraic geometry respectively. In Section 4 we give the required results of the paper [8] .
In Section 5 we prove the following: if a semigroup S is an e.d. and has a finite minimal ideal K than K is also an e.d. (Theorem 5.6) . From Theorem 5.6 it follows that there are not semigroup equational domains which are not groups and contain less than 240 elements (Corollary 5.7).
The main result of Section 6 is the absence of two distinct elements α, β in an equational domain S such that α, β have the same action on an ideal I of a semigroup S (Theorem 6.2). Thus, any infinite semigroup with a finite ideal is not an equational domain (Corollary 6.4).
Finally, in Section 7 we prove the criterion, when a semigroup S with a finite minimal ideal K is an e.d. Precisely, in Theorem 7.3 we prove that the necessary conditions of Theorems 5.6, 6.2 are sufficient for such semigroup S.
Definitions: semigroups
Let us give the general definitions of semigroup theory. For more details see [6, 1] .
A semigroup is a nonempty set with associative binary operation · which is called a multiplication. A semigroup with a single element is called trivial.
An element 0 of a semigroup S is a zero if for any s ∈ S s0 = 0s = 0. A subset I ⊆ S is called a left (right) ideal if for any s ∈ S, a ∈ I it holds sa ∈ I (as ∈ I). An ideal which is right and left simultaneously is said to be two-sided (or an ideal for shortness). For example, the set {0} in a semigroup with zero is always ideal.
A semigroup S with a unique ideal I = S is called simple. Let us give the next theorem in the form proven in [1] .
Theorem 2.1. For any finite simple semigroup S there exists a finite group G and finite sets I, Λ such that S is isomorphic to the set of triples (λ, g, i), g ∈ G, λ ∈ Λ, i ∈ I. The multiplication over the triples (λ, g, i) is defined by
where p iµ ∈ G is an element of a matrix P such that 1. P consists of |I| rows and |Λ| columns; 2. the elements of the first row and the first column equal 1 ∈ G (i.e. P is normalized).
Following Theorem 2.1, we denote any finite simple semigroup S by S = (G, P, Λ, I). Notice that the cardinalities of the sets Λ, I are equal respectively to the numbers of minimal right and left ideals of a semigroup S. Corollary 2.2. A finite simple semigroup S = (G, P, Λ, I) is a group iff |Λ| = |I| = 1.
The numbers λ ∈ Λ, i ∈ I of an element (λ, g, i) in a finite simple semigroup S = (G, P, Λ, I) is said to be the first and the second index respectively.
The minimal ideal of a semigroup S is called a kernel and denoted by Ker(S). Obviously, if S = Ker(S) the semigroup is simple. If Ker(S) is a group then S is said to be a homogroup.
Definitions: algebraic geometry
All definitions below are derived from the general notions of [2, 3] , where the definitions of algebraic geometry were formulated for an arbitrary algebraic structure in the language with no predicates.
Semigroups as algebraic structures are often considered in the language L 0 = {·}. However, for a given semigroup S one can add to the language L 0 the set of constants {s|s ∈ S} which corresponds to all elements of the semigroup S. We denote the extended language by L S , and further we consider all semigroups in such language.
Let X be a finite set of variables x 1 , x 2 , . . . , x n . An L S -term in the variables X is a finite product of variables and constants s ∈ S. For example, the following expressions xsy 2 x, xs 1 ys 2 x 2 , x 2 yxz are L S -terms.
An equation over L S is an equality of two L S -terms t(X) = s(X). A system of equations over L S (a system for shortness) is an arbitrary set of equations over L S .
A point P = (p 1 , p 2 , . . . , p n ) ∈ S n is a solution of a system S in variables x 1 , x 2 , . . . , x n , if the substitution x i = p i reduces any equation of S to a true equality in the semigroup S. The set of all solutions of a system S in the semigroup S is denoted by V S (S). A set Y ⊆ S n is called algebraic over the language L S if there exists a system over L S in variables x 1 , x 2 , . . . , x n with the solution set Y .
Following [4] , let us give the main definition of our paper. A semigroup S is an equational domain (e.d. for shortness) in the language L S if for any finite set of algebraic sets
The next theorem contains the necessary and sufficient conditions for a semigroup to be an e.d.
is algebraic, i.e. there exists a system S in the variables x 1 , x 2 , x 3 , x 4 with the solution set M sem .
Below we will study equations over groups, therefore we give some definitions of algebraic geometry over groups. Any group G below will be considered in the language L G = {·, −1 , 1} ∪ {g|g ∈ G} extended by the constants {g|g ∈ G}. An L G -term in the variables X = {x 1 , x 2 , . . . , x n } is a finite product which consists of the variables in integer degrees and constants g ∈ G. In other words, an L G -term is an element of the free product F (X) * G, where F (X) is a free group generated by the set X.
The definitions of equations, algebraic sets and equational domains over groups are similar to the corresponding definitions in the semigroup case.
For the groups of the language L G we have the following result.
is algebraic, i.e. there exists a system S in variables x 1 , x 2 with the solution set M gr .
One can reformulate Criterion 3.2 in more simple form using the next definition. An element x = 1 of a group G is a zero-divisor if there exists 1 = y ∈ G such that for any g ∈ G it holds [x, 
Results from [8]
The matrix P of a semigroup S = (G, P, Λ, I) is non-singular if it does not contain two equal rows or columns.
Lemma 4.1. Suppose the matrix P of a finite simple semigroup S = (G, P, Λ, I) has equal rows (columns) with indexes i, j (λ, µ). Then for the elements s 1 = (1, 1, i), s 2 = (1, 1, j) (s 1 = (λ, 1, 1), s 2 = (µ, 1, 1)) and for an arbitrary L S -term t(x) one of the following conditions holds:
begins with x).
Theorem 4.2.
A finite simple semigroup S = (G, P, Λ, I) is an e.d. in the language L S iff the next two conditions hold:
Define a finite simple semigroup S 240 = (A 5 , P, {1, 2}, {1, 2}), where A 5 is the alternating group of degree 5,
and g = 1. Hence S 240 is an e.d. and its order equals
From the theorems of [8] it was obtained the next statements.
Corollary 4.4. Is a homogroup S is an e.d. then S is a groups, i.e. S = Ker(S).
Corollary 4.5. Any nontrivial semigroup S with a zero is not an e.d. in the language L S .
Non-simple equational domains
In this section we always assume that a semigroup S has the finite kernel K = (G, P, Λ, I).
Let S = (G, P, Λ, I) be a finite simple semigroup. It is easy to see that the set
is isomorphic to G, and (1, 1, 1) is the identity element of Γ. Denote
Lemma 5.1. Let K = (G, P, Λ, I) be the kernel of a semigroup S, hence the sets L i (R λ ) are left (right) ideals of the semigroup S.
Proof. We prove only the property of the set L 1 . In other words, one should check α(1, g, i) ∈ L 1 for any α ∈ S.
As the semigroup K is a two-sided ideal, α(1, g, i) ∈ K. Hence, the element α(1, g, i) is of the form (µ, h, j). By the equalities
) be a kernel of a semigroup. Hence, for any α ∈ S there exist elements g α ∈ G, λ α ∈ Λ, i α ∈ I such that
Proof. Let us prove all statements of the lemma.
1. Following Lemma 5.1, the set L 1 is a left ideal. Therefore, the element α (1, 1, 1) equals to the expression (λ α , g α , 1) for some λ α , gα.
3. By Lemma 5.1 the set R 1 is a right ideal. Hence, the element (1, 1, 1)α has the form (1, h α , i α ). Let us show h α = g α :
On the other hand,
According Lemma 5.2 for any α ∈ S we have:
We need in the lemma proven in [8] .
Lemma 5.3. Let S = (G, P.Λ, I) be a finite simple semigroup, and x, y ∈ Γ. Hence 1. x(λ, c, i)y = x(1, c, 1)y;
if an equation
is consistent over S, then it is equivalent to
over the group Γ;
Lemma 5.4. Suppose a semigroup S with the kernel K = (G, P, Λ, I) is an equational domain in the language L S . Then the group G is an e.d. in the language L G .
Proof. As S is an e.d., the set of pairs M = {(x, y)|x = (1, 1, 1) or y = (1, 1, 1)} ⊆ S 2 is algebraic over S, i.e. there exists a system S(x, y) with constants from S such that V S (S) = M.
Let us show that S does not contain any equation of the form t(x, y) = α, where α ∈ S \ K. Indeed, the value of the term t(x, y) at ((1, 1, 1), (1, 1, 1) ) ∈ M belong to the kernel K, and the equality t ((1, 1, 1), (1, 1, 1 )) = α is impossible.
Thus, all parts of the equations of S contain the occurrences of the variables. Apply to the equations of S the formulas (4) and obtain that S is equivalent over Γ to a systemS which constants belong to K.
If an equation of the form (λ, g, i)t ′ (x, y) = xs ′ (x, y) belongs toS, it does not satisfy the point ((µ, h, j), (1, 1, 1) ) ∈ M, where µ = λ. Thus,S does not contain such equations.
For any equation fromS one can apply the formulas from Lemma 5.3, and obtain a system S ′ whose constants belong to the group Γ. Moreover, the system S ′ is equivalent to S over the group Γ.
Finally, we have V Γ (S ′ ) = {(x, y)|x = (1, 1, 1) or y = (1, 1, 1)} ⊆ Γ 2 , and, by Theorem 3.2, the group Γ is an equational domain in the language L Γ . The isomorphism between the groups Γ, G proves the lemma.
Lemma 5.5. If a semigroup S with a kernel K = (G, P, Λ, I) is an e.d. in the language L S , the matrix P is nonsingular.
Proof. Assume that S is an e.d. with a singular matrix P which has equal rows with the the numbers i, j (similarly, one can consider the matrix P with two equal columns).
As the semigroup S is an e.d., there exists a system of equations S(x, y, z) with the solution set
Let t(x, y, z) = s(x, y, z) be an equation of S which does not satisfy the point Q = ((1, 1, j), (1, 1, j), (1, 1, j) ).
By the formula (2), the equation t(x, y, z) = s(x, y, z) is equivalent over the subsemigroup L 1 to the one of the following equations
where all constants of the terms t ′ (x, y, z), s ′ (x, y, z) belong to the kernel K, α, β ∈ S \ K.
Consider only the second type of the equation t(x, y, z) = s(x, y, z) (similarly, one can prove the another ones).
As the terms t(x, y, z), s(x, y, z) end by constants, one can suppose that the terms t ′ (x, y, z), s ′ (x, y, z) end by variables. We have exactly two cases.
1. The terms t ′ (x, y, z), s ′ (x, y, z) end by different variables, e.g. t ′ (x, y, z) ends by x and s ′ (x, y, z) ends by y.
Consider the terms in one variable
As any constant of the terms t ′′ (z), s ′′ (z) belong to the kernel K and the terms end by constants, by Lemma 4.1 we have the equalities 1, j) ).
Since ( (1, 1, j), (1, 1, j), (1, 1, i) ) ∈ M, we have
Following the equalities above, obtain
that contradicts with the choice of the equation t(x, y, z) = s(x, y, z).
2. The terms t ′ (x, y, z), s ′ (x, y, z) end by the same variable. Without loss of generality one can assume that this variable is x. Define the terms t ′′ (z), s ′′ (z) from the previous case and repeat the proof above. Proof. Let K = (G, P, Λ, I) be the kernel of the semigroup S. From Theorem 5.6 it follows that 1. the matrix P is nonsingular. It means that either P has at least two rows and columns or |Λ| = |I| = 1;
2. the group G is an e.d. in the language L G .
If |Λ| = |I| = 1 the kernel is a group, hence S becomes a homogroup. By Corollary 4.4, we obtain that S = K, and S is not a proper e.d.
Thus, the matrix P contains at least two rows and columns. Therefore, the group G is not trivial (otherwise, it makes P singular).
As the alternating group A 5 is an e.d. with the minimal order, we obtain the next estimation:
Recall that the estimation above is reachable (see Example 4.3).
Suppose a semigroup S has an ideal I. A map f α (x) : I → I is called a left (right) action of the element α ∈ S on the ideal I if f α (x) = αx (f α (x) = xα) for all x ∈ I. If two elements α, β ∈ S have the same left and right actions on the ideal I, they are called equivalent and denoted by α ∼ I β. The equivalence relation ∼ I is trivial if any equivalence class consists of a single element, i.e. a trivial equivalence relation ∼ I coincides with the equality relation over a semigroup S.
Lemma 6.1. Suppose a semigroup S has an ideal I and for elements α, β ∈ S it holds α ∼ I β. Hence, for any term t(x, y) which contains occurrences of the variable y we have t(α, r) = t(β, r)
for all r ∈ I.
where the terms w i (y) contains the constants and occurrences of the variable y.
As the term t(x, y) contains y, the variable y occurs in at least one of the terms w i (y). Without loss of generality, one can assume that y occurs in w 1 (y). Thus, w 1 (r) ∈ I for any r ∈ I. Since α ∼ I β, we have w 1 (r)α = w 1 (r)β ∈ I, and the term w 1 (y)x n 1 has the same values at (α, r), (β, r). Again, one can use the condition α ∼ I β and for the elements w 1 (r)α n 1 w 2 (r), w 1 (r)β n 1 w 2 (r) ∈ I obtain w 1 (r)α n 1 w 2 (r)α = w 1 (r)β n 1 w 2 (r)β.
Thus, the values of the term w 1 (y)x n 1 w 2 (y)x n 2 at (α, r), (β, r) are the same. Continue this process and obtain the equality t(α, r) = t(β, r).
Notice that the statement of Lemma 6.1 fails for the terms t(x, y) which do not depend on the variable y (i.e. y does not occur in t(x, y)). Theorem 6.2. Let I be an ideal of a semigroup S. If the equivalence relation ∼ I is not trivial, the semigroup S is not an e.d. in the language L S .
Proof. Denote by X the set of four variables {x 1 , x 2 , x 3 , x 4 }.
If I = {r} the element r is the zero of the semigroup S, and Corollary 4.5 states that S is not an e.d. Further, let r 1 , r 2 be two distinct elements of the ideal I.
By condition, there exist elements α, β ∈ S with α ∼ I β. Assume the converse: the set M sem = {(x 1 , x 2 , x 3 , x 4 )|x 1 = x 2 or x 3 = x 4 } is a solution of a system S(X), and t(X) = s(X) is an equation of S which does not satisfy the point (α, β, r 1 , r 2 ).
The occurrences of the variables in the equation t(X) = s(X) should satisfy one of the following.
1. There exists a variable x i ∈ X which does not occur in the equation.
2. The variables of the sets {x 1 , x 2 }, {x 3 , x 4 } occur in the both parts of the equation.
3. The variables {x 3 , x 4 } belong to the one part of the equation, whereas the variables {x 1 , x 2 } belong to the both parts of the equation.
4. The variables {x 1 , x 2 } occur in the one part of the equation, whereas the variables {x 3 , x 4 } are found in the both parts of the equation.
5. One part of the equation contains only the variables {x 1 , x 2 }, and the another part contains only {x 3 , x 4 }.
One of the parts of the equation does not contain any variable.
Let us consider all types of the equation t(X) = s(X).
1. Without loss of generality one can assume that the equation t(X) = s(X) does not contain the occurrences of the variable x 4 , i.e. t(x 1 , x 2 , x 3 ) = s(x 1 , x 2 , x 3 ). As (α, β, r 1 , r 1 ) ∈ M sem , we have t(α, β, r 1 ) = s(α, β, r 1 ). However the point (α, β, r 1 , r 2 ) does not satisfy the equation t(X) = s(X), and we obtain the inequality t(α, β, r 1 ) = s(α, β, r 1 ), that contradicts with the assumption.
2. By Lemma 6.1 we have:
that contradicts with the choice of the equation t(X) = s(X).
3. Let t(X) = s(X) be the next expression t(x 1 , x 2 ) = s(x 1 , x 2 , x 3 , x 4 ). Following Lemma 6.1, we have:
As (α, α, r 1 , r 1 ), (α, β, r 1 , r 1 ) ∈ M sem , obtain t(α, α) = s(α, α, r 1 , r 1 ), t(α, β) = s(α, β, r 1 , r 1 ), and t(α, α) = t(α, β). Since (α, α, r 1 , r 2 ) ∈ M sem , Lemma 6.1 gives us the equalities t(α, α) = s(α, α, r 1 , r 2 ) = s(α, β, r 1 , r 2 ).
Therefore, t(α, β) = s(α, β, r 1 , r 2 ), that contradicts with the choice of the equation t(X) = s(X).
Suppose the equation t(X)
. For the point (α, α, r 1 , r 2 ) ∈ M sem we have t(α, α, r 1 , r 2 ) = s(r 1 , r 2 ).
By Lemma 6.1, obtain t(α, α, r 1 , r 2 ) = t(α, β, r 1 , r 2 ), hence t(α, β, r 1 , r 2 ) = s(r 1 , r 2 ), that contradicts with the choice of the the equation t(X) = s(X).
Let the equation t(X)
= s(X) be t(x 1 , x 2 ) = s(x 3 , x 4 ). For the points (α, α, r 1 , r 1 ), (α, β, r 1 , r 1 ), (α, α, r 1 , r 2 ) ∈ M sem we have the equalities
hence t(α, β) = s(r 1 , r 2 ), that contradicts with the choice of the equation t(X) = s(X).
6. Assume that t(X) = s(X) is t(x 1 , x 2 , x 3 , x 4 ) = c, where c ∈ S. According Lemma 6.1 the equality t(α, α, r 1 , r 2 ) = c implies t(α, β, r 1 , r 2 ) = c that contradicts with the choice of the equation t(X) = s(X).
Corollary 6.3. Let I be a finite ideal of a semigroup S, and |I| = l. If |S| > l 2l the semigroup S is not an e.d. in the language L S .
Proof. Let us show that the condition |S| > l 2l implies the existence of two distinct elements α, β with α ∼ I β. Indeed, any left action of the element α on the ideal I is a function f α : I → I. The number of different mappings over the set I equals l l . Similarly, the number of different right actions on I is equal to l l . Hence, the number of ∼ I -classes is not more than l l · l l = l 2l .
Thus, the equality |S| > l 2l implies the existence of two distinct elements α, β with α ∼ I β. By Theorem 6.2 we conclude that S is not an e.d. in the language L S .
Corollary 6.4. Any infinite semigroup S with a finite ideal I is not an e.d. in the language L S .
Let us improve the estimation of Corollary 6.3 for a semigroup S with the finite kernel K.
Lemma 6.5. Suppose a semigroup S has the finite kernel K = (G, P, Λ, I). Hence, for any α ∈ S there exist an element g α ∈ G and maps Λ α : Λ → Λ, I α : I → I such that
Let us define the map G α (λ) by
On the other hand, using Lemma 5.2,
2. Following Lemma 5.1 an element (1, 1, i)α belongs to the ideal R 1 , hence
Obviously, for any t(X) ∈ T (S n , Γ) it holds t −1 (X) ∈ T (S n , Γ), and
We prove T P (M, Γ) = ∅ by the induction on the cardinality of the set M ⊆ S n . Let |M | = 2, and P, Q ⊆ S n two distinct points of the set M .
Without loss of generality one can assume that the points P, Q have the distinct first coordinates p 1 = q 1 . By Lemma 7.1, there exists a term t(x) ∈ T (S, Γ) with t(p 1 ) = t(q 1 ). Let s(X) = t(x 1 )t −1 (q 1 ) ∈ T (S, Γ), and we have s(P ) = t(p 1 )t −1 (q 1 ) = (1, 1, 1), s(Q) = t(q 1 )t −1 (q 1 ) = (1, 1, 1 ). Thus, s(X) ∈ T P (M, Γ).
Suppose that for any set M with |M | ≤ m the statement of the lemma is proved. Let us prove the lemma for a set M with m + 1 elements.
Let M = {P, Q 1 , Q 2 , . . . , Q m }. By the assumption of the induction, there exist terms (1, g 1 , 1) (1, h 1 , 1) (1, 1, 1) (1, 1, 1 ) . . . (1, 1, 1 ) s(X) (1, g 2 , 1) (1, 1, 1) (1, h 2 , 1) (1, 1, 1 ) . . . (1, 1, 1 ) One can choose the elements g 1 , g 2 ∈ G which do not commute. Indeed, the second property of the set T P (M, Γ) allows us to take g 2 from the conjugacy class C = {gg 2 g −1 |g ∈ G}. If g 1 commutes with all elements of C then g 1 is a zero-divisor in the group G, and, by Theorem 3.3, G is not an e.d. that contradicts with the conditions of the lemma.
The values of the term p(X) = [t(X), s(X)] = t −1 (X)s −1 (X)t(X)s(X) ∈ T (S, Γ), (1, [g 1 , g 2 ], 1) (1, 1, 1) (1, 1, 1) (1, 1, 1 ) . . . (1, 1, 1) where [g 1 , g 2 ] = g −1 1 g −1 2 g 1 g 2 = 1 is the commutator of the elements g 1 , g 2 in the group G.
Thus, p(X) ∈ T P (M, Γ), and we have proved the lemma. 2. the equivalence relation ∼ K is trivial.
Proof. The direct statement follows from Theorems 5.6, 6.2. Prove the converse. If S is infinite the equivalence relation ∼ K is nontrivial. Thus, the semigroup S is finite.
Consider the set M sem = {(x 1 , x 2 , x 3 , x 4 )|x 1 = x 2 or x 3 = x 4 } ⊆ S 4 . By Lemma 7.2 for any point P / ∈ M sem there exists a term t P (x 1 , x 2 , x 3 , x 4 ) ∈ T P (S 4 , Γ). Obviously, the solution set of the system S = {t P (x 1 , x 2 , x 3 , x 4 ) = (1, 1, 1)|P / ∈ M sem } equals M sem . Hence the set M sem is algebraic and by Theorem 3.1 the semigroup S is an e.d.
Corollary 7.4.
Let a semigroup S with the finite kernel K be an e.d. in the language L S . Hence, any nonempty set M ⊆ S n is defined by a system of the type S = {t i (X) = (1, 1, 1)|i ∈ I}, t i (X) ∈ T (S n , Γ).
Proof. By Corollary 6.4, the semigroup S is finite.
Let S n \ M = {P i |i ∈ I}. Following Lemma 7.2, there exist terms t i (X) ∈ T P i (S n , Γ) such that the solution set of the equation t i (X) = (1, 1, 1) equals S n \{P i }. Thus the solution set of the system S = {t i (X) = (1, 1, 1)|i ∈ I} coincides with M .
