Massive MIMO techniques are expected to deliver significant performance gains for the future wireless communication networks by improving the spectral and the energy efficiencies. In this paper, we propose a method to optimize the positions, the coverage, and the energy consumption of the massive MIMO base stations within a suburban area in Ghent, Belgium, while meeting the low power requirements. The results reveal that massive MIMO provides better performances for the crowded scenario where users' mobility is limited. With 256 antennas, a massive MIMO base station can simultaneously multiplex 18 users at the same timefrequency resource while consuming 8 times less power and providing 200 times more capacity than a 4G reference network for the same coverage. Moreover, a pilot reuse pattern of 3 is recommended in a multiuser multicell environment to obtain a good tradeoff between the high spectral efficiency and the low power requirement.
Introduction
The demand for reliable high throughput wireless communication links requires an unprecedented key technology to be enabled in the future fifth-generation wireless systems (5G). Both academia and industry have identified massive Multiple Input Multiple Output (MIMO) as an indispensable technology that can support high spectral efficiencies to cope with the requested high throughput, providing impressive energy efficiency at the same time [1, 2] . The key distinguishing feature of massive MIMO from the conventional MIMO resides in the use of a very large number of antennas at the base stations (BS) and the multiplexing and demultiplexing of users data based on the measured propagation characteristics rather than on assumed propagation characteristics. The use of many antennas at the base BS brings about favorable propagation conditions and renders the simplest types of signal processing (both linear decoding in the uplink and linear precoding in the downlink) exceedingly effective. Moreover, it permits the same quality of service with less radiated power [3] [4] [5] compared to 4G.
However, there are technical challenges in practical design which require to be tackled with appropriate architectures schemes: signal modeling, performance analysis, electromagnetic field (EMF), spectral efficiency (SE), and energy efficiency. Various recent works have addressed these topics. In [6, 7] , the authors derived the achievable SE of a massive discrete Fourier transform (DFT) based low-cost hybrid architecture assuming they have perfect knowledge of channel state information (CSI) and zero-forcing (ZF) processing at the BS. They showed that it is lower than the achievable SE obtained with the hybrid architecture with ideal and quantized phase shifters. The work in [8] investigated a single-cell multiuser system consisting of a BS with a uniform rectangular array of antennas and showed that the achievable SE logarithmically increases with the number of antennas. Moreover, they improved the obtained achievable SE thanks to a user scheduling scheme which relies on the feedback of users' angle of departure (AoD) information. Other recent studies have assessed the EMF exposure for the base stations using massive MIMO [9] [10] [11] . While [9, 11] proposed statistical-based models for a realistic assessment 2 Wireless Communications and Mobile Computing of the EMF exposure for 5G base stations employing massive MIMO to meet the EMF regulations requirements, the authors in [10] discussed the necessity and the impacts of considering the EMF exposure constraints on the planning of 5G cellular network.
In this study, we focus on the design of a multiuser multicell massive MIMO system which provides higher throughput to the users, while meeting the low power consumption requirements. Few recent related works in [12, 13] addressed the design of macrocellular massive MIMO networks where the energy efficiency (EE) is maximized for a given coverage of the users (95%). In [12] , based on an assumed number of network cells, the authors investigated how the optimal number of users depends on the number of BS antennas and other parameters such as the precoding scheme, to maximize the EE. The paper [13] maximized the EE of a multicell massive MIMO system while optimizing the number of users served simultaneously and the total radiated power. With 15 users served simultaneously, the authors could achieve a total EE which is 1000 times greater than that of a Long Term Evolution (LTE). The main contribution of this paper consists in designing a multicell massive MIMO network in a realistic environment while optimizing the placements of the 5G BSs with the objective of minimizing the overall power consumption. To this end, we propose as novelty a simulation-based tool which optimizes the set of realistic possible locations of BSs retrieved from a mobile operator in Ghent, Belgium, so that the designed cellular massive MIMO network responds to the requested bit rate of the users, while meeting the coverage probability (at least 95% users) and power consumption requirements. The relevant performance parameters of the designed networks are assessed and compared to the LTE network. To the best of our knowledge, none of the related existing works investigated the optimization of BS positions, in the context of multicell massive MIMO.
The remainder of this paper is organized as follows. Section 2 discusses the multicell massive MIMO system in the context of 5G and the related assumptions. In Section 3, the massive MIMO network design process is thoroughly described and finally Section 4 presents the results obtained with the capacity-based deployment tool with respect to the assumed massive MIMO scenarios. We then provide the final conclusions in Section 5.
Notation. Throughout the paper, we consider now the convention whereby matrices and vectors are expressed as upper and lower case boldface letters, respectively.
Multicell Massive MIMO System Model Description
The massive MIMO system model consists of multiple base stations, each equipped with a large number of antennas, , operating phase-coherently. Each base station serves many single-antenna users in its associated cell at the same time. However, the different base stations do not cooperate. Each user is associated and covered by one of the BSs.
The number of BS antennas M and maximum served users are assumed, while the number of active users K served by a given BS results from the BS-user association algorithms. To achieve this, we assume that the network operates in time division duplex (TDD) mode to benefit from its channel reciprocity properties. The uplink (UL) pilots are used to estimate both the uplink and downlink (DL) channels on the BS side. We consider that these channels are constant during the coherence time interval of length expressed in symbols and change independently every interval. In each time interval, symbols are used for channel estimation in uplink and − symbols are dedicated for the data transmission. In this paper, we focus on the DL data transmission. The expressions of the Signal to Interference plus Noise Ratio (SINR) and achievable sumrate (or capacity) considered throughout this work assume the simple linear precoding technique denoted maximum ratio combining/maximum ratio transmission (MRC/MRT). However, advanced processing techniques like zero-forcing (ZF) can also be used.
Throughout this paper, we assume that all operations take place in the coherence interval: uplink pilot transmission, uplink payload transmission, and downlink transmission [16] . Downlink pilots transmission is not considered. Therefore, both the uplink training and downlink transmission time are less than or equal to the channel coherence interval.
Moreover, the small-scale fading coefficients ℎ , from user in cell to the ℎ antenna at BS , are assumed independent and identically distributed (i.i.d) Rayleigh fading [17] and have to be estimated from the received pilot signals. The massive MIMO measurements based on experimental data conducted in [18] agree with this assumption. Therefore, ℎ follows a complex Gaussian distribution with zero mean and unit variance. The large-scale fading which changes slowly over a period of time captures the effects of the path loss, the geometric attenuation, and the shadowing and is independent of the frequency over the BS antennas. It is denoted by [19] , with the subscripts , , and referring to the user, the serving cell, and the base station, respectively. We assume that the large-scale fading is perfectly known.
Based on the above assumptions, the system can be modeled by the propagation factor between the ℎ antenna of the base station at the ℎ cell and the ℎ user at the ℎ cell as follows [19] :
where is the propagation factor between the ℎ antenna of the base station at ℎ cell and the ℎ user at the ℎ cell; ℎ is an independently identically distributed (i.i.d) fast Rayleigh fading coefficient from the ℎ user to the ℎ antenna of the base station with zero mean and unit variance; √ represents the large-scale fading that takes into account the effects of the geometric attenuation, the shadow fading, and the path loss. In normal massive MIMO TDD operation, the BS receives the pilot signals from the users during the uplink Wireless Communications and Mobile Computing 3 phase and proceeds with an estimation of the propagation channel matrix in (1) at each antenna by means of a linear estimation theory such as the minimum mean square error estimator (MMSE) [5] . During the downlink phase, the BS precodes the signals to all the users in the same time-frequency resource based on the propagation matrix estimated in the uplink. To benefit from the advantages of massive MIMO, it is necessary to obtain an accurate channel state information (CSI) at the BS side. This is hardly achievable in practice in a multicell environment since the transmission from the ℎ BS in the ℎ cell to its associated ℎ user is interfered by the transmission from other BSs to their respective users in the network. Pilot contamination is one of the causes of the intercell interference given that the same frequencies and the same set of pilots are reused throughout the network. Intracell interference caused by the use of nonorthogonal pilots within a cell, interference resulting from the lack of power control, or any other type of interference is not considered in this study.
The pilot reuse strategy has been considered as one of the solutions to mitigate the pilot contamination by setting apart the cells sharing the same pilots [13, 20] . The pilot reuse strategy is designed in such a way that different orthogonal signals are assigned to each cell within the cluster. Here, the pilot reuse patterns of 1, 3, and 7 are investigated and their influence on the energy efficiency and power consumption has been assessed as well. The pilot reuse factor (1, 3, and 7) corresponds to the number of cells in a cluster that share the same set of orthogonal pilots. The higher the pilot reuse factor of a cluster, the less interference in the network since the cells belonging to different clusters (with the same set of orthogonal pilots) expected to interfere one another are far apart.
Under the conditions of the favorable propagation which require the propagation channels between the BS antennas array and the users to be mutually orthogonal, the received signal vector at the users in the ℎ cell can be expressed as a superposition of the signals intended to the users in ℎ cell and those from the neighboring BSs [5, 21] :
where the first term of (2) refers to the signal received by the ℎ user in the ℎ serving cell, the second term refers to the contaminating signal (inter-cell interference) from the ℎ neighboring cell received by the ℎ user, and the third term refers to the additive white Gaussian noise (AWGN) whose elements are i.i.d with zero mean and variance 2 .
Based on (2), the signal interference noise ratio for the ℎ user in the ℎ cell can be expressed in terms of variances of those different terms as follows: with the normalization constant considered to satisfy the transmit power constraint at the BS [21] ; is the power of the pilots (in W) and is the DL power of the serving base station (in W) in cell ;
is the DL power of the interfering BS (in W) in cell ;
represents the large-scale fading; and 2 is the noise variance. The achievable rate of the ℎ user in cell of a multicell system under imperfect channel state information (CSI) scales with the SINR as follows [19, 22] :
with the pilot reuse pattern, defined in (3), and is the data symbols portion (out of the coherence interval) reserved for DL transmission ( = 50% [5] ). The capacity that the massive MIMO BS can support is obtained after multiplying the sum capacity or spectral efficiency in (4) by the entire bandwidth of the channel:
where B is the bandwidth of the channel (in Hz), is defined in (4), and is the number of users simultaneously served by the cell. The sum spectral efficiency in (5) does not grow indefinitely; the number of BS antennas and the length of the coherence interval are the limiting factors. So, the number of maximum users to be served simultaneously in a cell depends on these two factors. The authors in [12, 15] addressed that and set up a rule of thumb for the spectral efficiency which reaches its asymptotic limit when half of the coherence interval is spent on pilots. In other words, the spectral efficiency is maximized when = = /2.
Method: Massive MIMO Network Design
In this study, a realistic suburban area of 6.85 2 in Ghent, Belgium (Figure 1 ), where a Belgian mobile operator has deployed its 4G network, has been used for the design of the massive MIMO network. The operator's network consists of 75 locations of the base stations to cover the entire area and provides voice and data services to the users.
Problem Formulation.
Given an initial set of massive MIMO 5G base stations, the optimization problem consists in determining a subset (from ) of optimal number of massive MIMO 5G base stations ( < ) that satisfies the constraints of minimizing the power consumption of the obtained network, responding to the data rates requested by the users and ensuring a coverage of at least 95% of the users:
where ( ) is a function of the power consumption of the designed network, ∑ is the sum of bit rate demanded by the users associated with a BS, depending on the applications used (video streaming, online gaming, etc.), is the capacity of the BS, and V is the coverage of the users. This problem is solved by means of system-level simulations using the capacity-based network deployment tool [23, 24] that we describe further in this section. The analysis takes place at the busy hour (BH) (worst case scenario), for which the operator supplied confidential data that showed that 224 simultaneous active users can be served by the 4G network. We assume the same number of simultaneous active users for the design of the massive MIMO network to ensure a fair comparison with the 4G network.
Massive MIMO System Setup and Scenarios.
In this section, we present the main characteristics of the massive MIMO scenarios that we use for performance evaluation by means of system simulations. Moreover, we consider a Massive MIMO setup in which the operating frequency is set at 3.70 GHz and the bandwidth at 20 MHz (below 6 GHz). For realistic and practical reasons, the base stations use multiple antennas (16, 32, 48, 64 , and 256). The user equipment is assumed to have one single transmit antenna. The following scenarios have been considered [14, 25] (iii) Scenario III: dense urban information society with application like real-time video gaming requiring an average throughput of 300 Mbps per user. Here, the coherence time is set to 1 ms.
Depending on the simulation scenario, the number of maximum simultaneous active users and the number of BSs deployed are generated automatically by the algorithms described in Figures 3 and 5. Referring to [5] , the coherence time is set to 1 ms for scenarios with high user mobility (such as suburban dense areas) and to 2 ms for the crowded environment like stadium or open exhibition whereby users are almost static. The coherence bandwidth is set to 210 KHz. The effects of intercell interference are captured by means of a different pilot reuse pattern: 1, 3, and 7. Based on the confidential data provided by a Belgian mobile operator, the number of simultaneous active users at peak hour in Ghent Centrum is derived and set to 224.
Capacity-Based Network Deployment Tool.
In this paper, a capacity-based network deployment tool is proposed for the design of optimal 5G networks. The tool is simulationbased and developed in java. The aim of the tool is to optimize the initial set of the base stations deployed in the area of interest based on the BS-user association principles with respect to the following optimization constraints: (i) the obtained network must be the least power consuming, (ii) it must respond to the instantaneous bit rates (voice and data) requested by the users, and (iii) it must provide a coverage to at least 95% of the users.
The flow chart of the tool describing all the processes is shown in Figure 2 . First, two types of input files are required: (i) traffic files consisting of the list of users, their locations, and bit rates generated by means of the uniform distribution functions (explained further) and (ii) the additional files related to the link budget parameters, the 3-dimension (3D) shape of the environment, the power consumption parameters of the individual BS components, and the initial set of BSs locations. The second step consists of the network generation algorithm that simulates realistic networks based on the above input files. From the initial set of possible locations of the BSs which are assumed inactive, the algorithm estimates the path loss between each BS and the user; the BS with the lowest path loss and available capacity to support the user's demand in terms of data rate is enabled and associated with that user. During this step, the BS antenna assignment algorithm is invoked to control the input power of the BS since it influences the power consumption. So the users are assigned only the required number of BS antennas to be associated instead of accounting on the maximum transmit power of the BS. The output of the algorithm results into an optimal massive MIMO 5G network meeting the requirements in terms of the low-power consumption and the coverage of the users (at least 95%).
For each considered scenario, we run multiple simulations (40 simulations in total) to ensure a good estimation of the relevant parameters investigated such as the number of BSs, the power consumption, the energy efficiency, the BS capacity, and the multiplexing gain. This latter refers to the number of users that can be served simultaneously by a base station during the coherence interval. The higher the multiplexing gain, the larger capacity the base station provides.
In the following lines, we discuss the different steps of the proposed tool with more details.
Step 1: Creation of the Traffic Files.
Here, based on the confidential data provided by the mobile operator, we generate the files which contain the traffic information related to the maximum number of simultaneous active users, their locations, and their bit rates obtained thanks to the below distributions functions as shown in Figure 3 . These traffic files will serve as inputs for the network generation algorithm.
(i) User distribution ( Figure 3 , step 1): this distribution returns the maximum number of simultaneous active users, based on the ratio between the daily data usage and the data usage at business hours. These are confidential data provided by a Belgian 4G mobile operator. To match with 5G applications requiring very high throughput such as live streaming and realtime gaming, these data rates have been extrapolated based on 38% yearly increase, as reported in the Ericsson forecast [26] .
(ii) Location distribution ( Figure 3, step 3 ): a uniform distribution is considered for the location of each user within the area of interest of the simulation. Each location will have the same chance to be chosen as a user location [24] .
(iii) Bit rate distribution ( Figure 3 , step 3): this distribution returns the bit rate that the individual user demands for the service. A uniform bit rate distribution is assumed for the users since the coherence beamforming gain (that grows with , the number of BS antennas) can help provide enough Signal to Noise Ratio (SNR) to enable higher bit rates for the users. The voice calls are made at 64 kbps and the data transfer requested scales with the type of services offered in future 5G wireless network. These services are indicated in Section 3.2.
In total, 40 traffic files are generated since we run 40 simulations as explained above.
BS Antennas Assignment to the Users.
This section describes the BS antenna assignment algorithm that accounts for the control of the BS transmit power and the accurate calculation of the coherence beamforming gain based on the effective number of BS antennas needed to associate a user, rather than considering all the BS antennas. This latter case would lead to an overestimation of the beamforming gain to be used for the calculation of the maximum allowable path loss (MAPL). This algorithm is shown in Figure 4 and invoked by the network generation algorithm ( Figure 5 , step 4) to decide on the number of antennas ( 1 ≤ ≤ ) needed by the user to connect to the serving BS.
For each user, the algorithm incrementally assigns antennas (1 ≤ ≤ ) to the user and each time uses the corresponding transmit power to evaluate the path loss (PL) the user is experiencing from the serving BS ( Figure 4 , step 2). If the path loss (PL) experienced is less than the MAPL, then the number of antennas assigned to the user is set to (Figure 4, step 4) . Otherwise, is incremented ( Figure 4, step 5 ) and the same verification applies until the ≤ condition is met. If all antennas of a BS are used and the path loss condition is not met, then the algorithm moves to another BS for the same process (Figure 4, step  6 ). If all BSs are considered and none of them satisfies the path loss condition, then the user cannot be served (Figure 4, step 6 ). The same operations are repeated for all the users. 
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Generation of Network
Traffic. This capacity-based network deployment tool is based on the design of [23] , where a 5G network was optimized with beamforming capability only. Here, in addition to beamforming, we implement the optimization algorithm to cope with the massive MIMO requirements in terms of the higher data rates imposed by the 5G applications, the sum spectral efficiency described in (5), the path loss, and the power consumption models. We consider both the 3GPP LTE Rel. 8 path loss model and the power consumption model proposed in [14] as they are well suited for massive MIMO. These models are detailed further in this section.
In this section, we describe the algorithm that generates the different optimal 5G networks as a solution to the optimization problem described earlier. In addition to the traffic files generated above, the following is needed to create the 5G network: a file with the set of possible locations of the base stations in the considered area, two geographic information system (GIS) shapefiles (one describing the environment and the second the digital terrain model depicting the building locations and heights within the environment), a file with the link budget parameters, and finally a file containing the power consumption values of the different components of the base station. This BS-user association algorithm ensures at least 95% of the users are served while optimizing the number of base stations to be deployed towards the power consumption. For each time interval of 1 hour, 40 simulations are done whereby 40 networks are created.
We assume all the BSs in the initial set of base stations are inactive. The aim of the algorithm is to activate the least possible BSs from this set whenever the conditions to associate a user to a BS are met and to ensure the power consumption of the entire network is minimized. This results into a subset of active BSs which will constitute the desired 5G networks.
For a new user in the area ( Figure 5 , step 3) to be associated with a BS, the path loss experienced and the requested bit rate must be lower than the MAPL and the effective capacity of the BS, respectively. This latter refers to the difference between the maximum capacity of the BS Step 1
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Figure 4: BS antenna assignment algorithm.
in (5) and the sum of the bit rates of the already connected users. During the evaluation of the path loss, not all the BS antennas are needed for the coherent beamforming gain. The algorithm in Figure 4 is invoked ( Figure 5 , step 4) and assigns the necessary number of BS antennas required for the user to receive enough signal strength from the BS. This also contributes to the reduction of the power consumption of the BS as some RF chains might not be solicited. The algorithm will check if it is possible to connect the user to an existing active BS. If it is not possible, the power of the existing active BS is incremented and the association conditions are evaluated again. If it is still not possible to connect the user to an already existing active BS, a new base station will be enabled (activated) on condition that the path loss between this base station and the user is the lowest among the disabled base stations ( Figure 5 , step 5). At the same time, the requirements related to the effective capacity of the newly enabled BS should be met as well to support the applications or the services requested by the user. Moreover, in Figure 5 , step 6, the algorithm will assess the possibility of migrating the users already connected to other active base stations to this newly enabled base station, since they may experience a lower path loss from this new base station. If this is the case, then there is a possibility to 
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reduce the input power of the base station the user is removed from. When all users are migrated to a newly enabled BS, the existing active BS is left empty and is deactivated automatically. If no base station can be enabled or all base stations are already active, the user cannot be served. This operation is repeated for all the users defined in the traffic file for a given time interval. The new obtained subsets of BSs with their respective placements within the area of interest are then optimal. The number of users associated with this subset of active BSs is aggregated and compared to the 224 users to ensure that at least 95% of them are covered. While the link budget parameters used for the computation of this algorithm are given in Table 1 , the path loss model The path loss model has been obtained from the 3GPP LTE Rel. 8 as proposed in [14] for a fair comparison with the 4G network: (7) with ( ) = 40 (1 − 4 ⋅ 10 −3 ⋅ ℎ ) log 10 ( ) − 18log 10 (ℎ ) + 21log 10 ( ) + 80 (8) where is the distance in m between the BS and the user; is the carrier frequency in MHz; ℎ is the antenna height of the BS in ; and log is a lognormally distributed large-scale fading variable with standard deviation of 10 dB. (ii) Massive MIMO Power Consumption Model.
The main components or subcomponents of the massive MIMO base station and their respective power consumption models are discussed. In this analysis, we consider the power consumption model approach of [27] ; this latter has been complemented with the scaling rules in [14, 28] . This choice is motivated by the fact that it provides more details about the dedicated components specific to massive MIMO. In addition, it sets up a rule-of-thumb that governs the way the power consumption varies with the parameters like the bandwidth, the frequency, the quantization resolution, and so forth. Based on this approach, a typical massive MIMO base station architecture is shown in Figure 6 and consists of the following components:
(a) Power amplifier (PA): thanks to its low perantenna power output, massive MIMO base stations do not require an external power amplifier. A predriver (last buffer stage of the analog frontend) is used instead [28] . This latter can generate the required output power of the antenna element. The power consumption of the predriver is modeled in the same way as a traditional PA, provided that it delivers an output power level with an efficiency set to a maximum of 50% [14] . (b) Analog front-end: this component consists of relevant subcomponents usable in UL, DL, or both. The frequency synthesizer and the clock generation are used in both UL and DL. Predrivers, modulators, and digital-to-analog converters (DACs) are only used in the DL, while low-noise amplifiers (LNAs), mixers, variable-gain amplifiers (VGAs), and analog-todigital converters (ADCs) are only active in UL. Tables 2 and 3 summarize the power consumption of these subcomponents for a reference scenario of 20 MHz, a single antenna, and 24-bit quantization [28] . The power model of the analog front-end scales with three different design parameters: the bandwidth, the number of BS antennas , and the digital quantization resolution Q. The following equation provides the power consumption model of the analog front-end, valid for UL and DL [14, 28] :
where is the set of analog front-end subcomponents (predrivers, modulators, etc.); is the set of scenario parameters (bandwidth, antennas, and quantization resolution); , is the power consumption of analog frontend subcomponents for the reference scenario parameters (20 MHz, single antenna, 24-bit quantization); is the scaling parameter at a given operating point; and , is the scaling exponent of each analog front-end subcomponent with regard to any of the parameter .
(c) Digital signal processing or digital baseband: it consists of the following subcomponents: filtering, sampling, OFDM modulation/demodulation, channel coding, precoding/combining, and so forth. The power consumption of these subcomponents is modeled in a similar way to that of the analog subcomponents but scales with more additional scenario parameters. The digital power consumption is modeled through the digital complexity in terms of Gigaoperations per second (GOPS); these values are then translated into power consumption values as a function of the intrinsic efficiency of the hardware, measured in GOPS/W. The reference conversion factor is set to 8 GOPS/W [28] . The digital baseband power consumption depends on the system load (in the frequency-domain), the number of users , the data streams, and the spectral efficiency SE assigned to each user. This model is given by the following equation [14, 28] :
where is the set of the digital subcomponents;
is the set of scenario parameters (bandwidth, spectral efficiency, antennas, load factor, number of users, streams, and quantization resolution); is a reference value;
is the operation value with regard to the scenario parameter ; and , is the scaling exponent. Tables 4 and 5 summarize the power consumption and the scaling exponents of the digital baseband subcomponents, respectively, for a reference scenario of 20 MHz, a single antenna, and a 24-bit quantization. Besides the digital signal processing, some additional digital functions are required: platform control (data flow management, etc.), network processing (higher-layer protocols), and backhauling to the core network. They are modeled together with the digital baseband components and indicated in Tables 4 and 5. (d) Power systems ( ): the power system mainly includes the AC/DC and DC/DC converters as well as the cooling system. Both the AC/DC and DC/DC are simply modeled as having 8% losses each; i.e., 92% of their power consumption gets transferred to the other components in the system.
Based on the above equations, the total power consumption of the massive MIMO BS can be modeled as follows:
3.4. Energy Efficiency. Deciding which designed network provides the better energy efficiency is not simple since various parameters are taken into account (covered area, capacity, covered users, etc.). For a better comparison, we consider an energy efficiency (EE) metric that combines multiple network performance parameters such as the covered area, the ergodic achievable bit rate, and the coverage of the users. The energy 
where is the area covered by the designed network (in 2 ), is the number of served users, ∑ =1 is the total achievable bit rate offered by the network (in ) obtained with (5), ∑ =1 is the total power consumption of the network (in Watt) obtained with (11) , and is the total number of active BSs of the designed network. The higher the EE value is, the more energy-efficient the network is.
We would like to mention that other EE metrics could be used, which would result into different values. Here, we consider this metric that merges the effects of individual existing metrics / ∑ [29] , / ∑ [30] , and ∑ / ∑ [31] corresponding to the power consumed by the network to cover a given geographical area, to serve the users and to deliver the required achievable bit rates, respectively. Since the designed networks obtained from the simulations differ from one scenario to another in terms of geographical area covered, number of users served, and total achievable bit rates, such a combined metric will be useful to allow a fair comparison between the scenarios.
Results and Discussions
In this section, we discuss the performance of the different 5G massive MIMO networks obtained thanks to the system level simulations, based on the scenarios described in Section 3. Tables 6 and 7 show the results of the simulations. These are analyzed later and compared with those related to the 4G reference network. In all the scenarios investigated, Tables 6 and 7 show that a massive MIMO BS consumes 8 times less power than the 4G reference scenario and provides almost 200 times more capacity. In fact, based on the results, a massive MIMO BS consumes only 172 W, while the 4G base station needs 1.4 KW to provide services to the users. This is explained by the low-power consumption components used in massive MIMO base stations, with simpler architecture. Moreover, the large number of antennas at the massive MIMO BS implies low output power level at each antenna element. Therefore, there is no need to keep the traditional external power amplifier as in 4G; a predriver at the buffer stage of the front-ends is used instead, to comply with this low output power level requirement. However, Figures 7 and 8 show that the power consumption of the massive MIMO networks increases with the number of BS antennas. In scenario II (Figure 7) , when the number of antennas increases from 16 to 256, the power consumption increases by 67%, while, in scenario III (Figure 8 ), the increase is more pronounced. When 256 antennas are used at the BS side, the power consumption is 4 times higher compared to the case where 16 antennas are used. This is mostly attributed to the number of RF chains behind each antenna. There are as many antennas as the number of associated RF chains. But this increase is still lower than the power consumption of the 4G reference network.
Based on the chosen energy efficiency metric considered, Figures 7 and 8 show a degradation of the energy efficiency as the circuit power scales with the number of massive MIMO BS antennas. The more the antennas are, the less energy efficient the massive MIMO network is because of the power consumption that increases with the number of BS antennas. However, massive MIMO networks present impressive performances in terms of energy efficiency in comparison with the 4G reference network. They are 400 times more energy efficient than 4G and this performance is achieved thanks to the number of simultaneous users that can be multiplexed contributing to a higher throughput of the networks and the low-power consumption equipment they are using.
Another interesting result of the massive MIMO network is the multiplexing gain, i.e., the number of simultaneous users that can be multiplexed in the same time-frequency resource (coherence interval). Figure 9 shows that the multiplexing gain is important when the number of antennas at the base stations increases, despite the effect of the intercell interference (pilot contamination). Even in the most interfering situation where the pilot reuse factor is set to 1, the strength of the spatial multiplexing gain is still noticeable through the increase of the served users. In scenario II (open exhibition), the multiplexing gain is multiplied by 3 when the number of antennas grows from 16 to 256, while, in scenario III (Dense urban information society), the multiplexing gain is increased by 25% when the number of antennas varies from 16 to 256 (Figure 9) . However, when comparing the two scenarios, there are 3 times more users served by multiplexing in scenario II than in scenario III (Tables 6 and 7) . This is mainly explained by the mobility of the users: in an environment with moderate mobility of the users like an open exhibition, it is required to use a longer coherence interval (2 ms in our study) that provides more room for longer pilots (210 pilots in our study) and to give possibilities to serve many users, while the high mobility environment requires a shorter coherence interval (1 ms in our study). The massive MIMO network (256x1) in the open exhibition scenario requires 2 times less base stations and therefore consumes almost 3 times less power than the networks (256x1) in the suburban information society (Tables  6 and 7) .
In terms of base station capacity, it is shown in Tables 6 and 7 that the pilot reuse pattern of 3 shows better results compared to the pattern of 7: it provides 23% more capacity for scenario II and 3% more capacity for scenario III. In fact, the number of pilots is reduced (divided by 7) in the reuse 7 because they have to be shared between the all noninterfering cells belonging to this pattern, while, in the case of reuse pattern of 3, the number of pilots is divided only by 3. This means that multicell massive MIMO networks with a pilot reuse pattern of 3 can serve more users than those with a reuse pattern of 7.
The results obtained with our proposed method show that a massive MIMO BS (equipped with 256 antennas) is 200 times more energy-efficient while consuming 8 times less power, compared to a LTE BS. These results are comparable to those obtained in the other previous works in [13, 28, 32] which investigated the energy efficiency and the power consumption of the massive MIMO BS. In [13] , a large-scale antenna system (LSAS) equipped with 64 service antennas has been investigated in dense urban area. The LSAS can simultaneously serve 15 users, while being almost 1000 times more energy-efficient than a typical LTE BS. The study of [32] shows that a massive MIMO system with 100 and 400 antennas, operating at 3.7 GHz (with 20 MHz bandwidth), consumes 6.5 times and 12 times less power than the traditional LTE network, respectively. Finally, in [28] , the authors proposed a power consumption model for the LSAS base stations which can reduce the power consumption of the entire system by a factor of 10, compared to 4G.
Conclusion
In this study, we propose an optimal low power design of a massive MIMO network at 3.75 GHz using a capacitybased network deployment tool. In addition to the 4G reference scenario, two other scenarios have been considered, a crowded one with limited mobility of the users and an urban information society, less crowded but with high mobility. We show that the increase of massive MIMO BS antennas can achieve the same performance of a 4G reference network in terms of coverage while consuming 8 times less power and providing 200 times more capacity. We also show that massive MIMO is well suited for crowded scenarios where limited mobility of the users is required. The increase of antennas in that case helps provide uniformly good services to 3 times more users simultaneously, compared to the information society scenario. The pilot reuse pattern of 3 appears to be the optimum one to ensure a trade-off between high capacity and low power consumption requirements.
Data Availability
The data (figures) used to support the findings of this study are included within the article, in the tables. Further details can be provided upon request.
