In this paper we introduce efficient algorithm for the multiplication of split-octonions. The 
Introduction
The Clifford and hypercomplex algebras [1] are seeing increased application to digital signal and image processing [2] [3] [4] [5] , computer graphics and machine vision [6] [7] , telecommunications [8] [9] [10] and in public key cryptography [11] . Among other arithmetical operations in the Clifford and hypercomplex algebras, multiplication is the most time consuming one. The reason for this is, because the usual multiplication of these numbers requires ) 1 ( − N N real additions and 2 N real multiplication. It is easy to see that the increasing of dimension of hypernumber increases the computational complexity of the multiplication. Therefore, reducing the computational complexity of the multiplication of Clifford and hypercomplex numbers is an important theoretical and practical task. Efficient algorithms for the multiplication of various hypercomplex numbers already exist [12] [13] [14] [15] [16] [17] [18] [19] [20] [21] . No such algorithms for the multiplication of the split-octonions have been proposed. In this paper, an efficient algorithm for this purpose is suggested.
Formulation of the problem
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We can see that the schoolbook method of multiplication of two split-octonions requires 64 real multiplications and 56 real additions.
Using the matrix notation, we can rewrite the above relations as follows:
(1) where 
The direct realization of (1) requires 64 real multiplications and 56 real additions too. We shall present the algorithm, which reduce arithmetical complexity to 28 real multiplications and 92 real additions.
Synthesis of a rationalized algorithm for multiplying two split-octonions
It easy to see, that the matrix 8 B can be represented as an algebraic sum of a symmetric Toeplitz-type matrix and another matrix which has many zero elements
where M .
Then we can write
where
and sign " ⊕ " -denotes the direct sum of two matrices [24] ,
We can see that the matrix It is easily verify [25] [26] [27] that the matrix ) 1 ( 8 B with this structure can be factorized, than the computational procedure for multiplication of the split-octonions can be represented as follows:
where 
M
It is easily to verify [25] [26] [27] Substituting (4) and (5) in (3) Fig. 2 shows a data flow diagram of the rationalized algorithm for multiplying of two split-octonions at the second stage of synthesis. The circles in this figure show the operation of multiplication by a variable (or constant) inscribed inside a circle.
Consider now the matrices
As can be seen, these matrices also have a "good" structures leading to a decrease in the number of real multiplications during calculation of the splitoctonion product. Using the above notations and combining partial decompositions in a single computational procedure we finally can write following: Fig. 3 shows a data flow diagram of the rationalized algorithm for multiplying of two split-octonions at the final stage of the algorithm derivation. 
Evaluation of computational complexity
We calculate how many real multiplications (excluding multiplications by power of two) and real additions are required for realization of the proposed algorithm, and compare it with the number of operations required for a direct evaluation of matrix-vector product in Eq. (2). Let us look to the data flow diagram in Figure 3 . It is easy to verify that all the real multiplications which to be performed to computing the product of two split-octonions are realized only during multiplying a vector of data by the quasi-diagonal matrix 
D
requires 28 real multiplications and only a few trivial multiplications by the power of two. Multiplication by power of two may be implemented using convention arithmetic shift operations, which have simple realization and hence may be neglected during computational complexity estimation. So, the number of real multiplications required using the proposed algorithm is 28. Thus using the proposed algorithm the number of real multiplications to calculate the split-octonion product is significantly reduced. Now we calculate the number of additions required in the implementation of the algorithm. It is easily to verify that the number of real additions required using our algorithm is 92.
Conclusion
In this paper, we have presented an original algorithm that allows us to compute the product of two splitoctonions with reduced multiplicative complexity. The proposed algorithm saves 36 real multiplications compared to the schoolbook algorithm. Unfortunately, the number of real additions in the proposed algorithm is somewhat greater than in the direct algorithm, but the total number of arithmetical operations is still the same. For applications where the "cost" of a real multiplication is greater than that of a real addition, the new algorithm is generally more efficient than direct method.
