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Abstract. Let f be a degree d ≥ 9 homogenous polynomial with border rank 5. We prove
that it has rank at most 4d− 2 and give better results when f essentially depends on at most
3 variables or there are other conditions on the scheme evincing the cactus and border rank
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case was done by myself in Acta Math. Vietnam. 42 (2017), 509–531.
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Introduction
A more descriptive title would be “ Geometry of low degree zero-dimensional
curvilinear schemes and an application to the ranks of homogeneous polynomials
of degree at least 9 and border rank 5 ”. Let νd,m : Pm → Pr, r :=
(
m+d
m
) − 1,
denote the Veronese embedding of Pm, i.e. the embedding of Pm induced by
the complete linear system |OPm(d)|. If M is a k-dimensional linear subspace of
Pm and a ∈ M , then νd,k(a) = νd,m(a) (here we use the image of |OPm(d)| in
|OM (d)| to get the Veronese embedding of M). Thus we usually write νd instead
of νd,m (this paper is a continuation of [2] and we used νd in [2]). For any q ∈ Pr
the rank rm,d(q) of q is the minimal cardinality of a finite set S ⊂ Pm such
that q ∈ 〈νm,d(S)〉, where 〈 〉 denote the linear span. For all integers a > 0
the a-secant variety σa(νd(Pm)) of νd(Pm) is the closure in Pr of the union of
all 〈νd(S)〉, where S is a subset of Pm with cardinality a. For any q ∈ Pr the
border rank bm,d(q) of q is the minimal integer a such that q ∈ σa(νd(Pm)). By
concision we have rm,d(q) = rk,d(q) and bm,d(q) = bm,k(q) if q ∈ 〈νd,k(M)〉 with
M a k-dimensional linear subspace of Pm ([10, Exercise 3.2.2.2], [11, §3.2]). Let
Z ⊂ Pm be a zero-dimensional scheme. Z is said to be curvilinear if for each
point q of its support Zred the Zariski tangent space of Z at q has dimension at
most 1. A zero-dimensional scheme is curvilinear if and only if it is contained
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in a smooth curve (and if and only if it is contained in a reduced curve whose
smooth locus contains Zred).
Another possible title would be “ The stratification by ranks of the homoge-
neous polynomials with border rank 5 and depending on at most 4 variables ”,
because the opposite was done in [2]. By concision ([10, Exercise 3.2.2.2]) we
are basically working in P3.
We prove the following result.
Theorem 1. Assume d ≥ 9. Let P ∈ Pr be a point with border rank 5. Then
rm,d(P ) ≤ 4d− 2.
We do not have a complete description of all the possible integers rm,d(P )
with P of border rank 5. Since d ≥ 4, each P ∈ Pr is contained in the linear
span 〈νd(A)〉 of νd(A), where A ⊂ Pm is a degree 5 zero-dimensional smoothable
scheme A ([7, Lemma 2.6], [6, Proposition 2.5]). A is Gorenstein ([6, Lemma
2.3]). Since deg(A) is so low, we get very strong restrictions on the possible
schemes A, both as abstract schemes and as embedded subschemes of Pm. The
structure of A gives very strong restrictions on the rank of P . The main result is
not Theorem 1, but a long list of cases in which we compute the value rm,d(P ).
A main step in the proofs of all intermediate results is the use of certain zero-
dimensional schemes with low degree. For each of these schemes A we give
an upper bound for the ranks of the points associated to A. For some A we
give the precise value of the ranks. In most cases we only need curvilinear
subschemes ([2, Remark 1]) and that each zero-dimensional curvilinear scheme
has only finitely many subschemes. However, even for these easy schemes there
is a positive-dimensional family Γ of associated polynomials (a projective space
minus finitely many of its hyperplanes) and often it is not easy to check the exact
value of the rank for all these polynomials, not only for the general element of
Γ.
We summarize parts of Propositions 3, 4 and 5 in the following way.
Proposition 1. Assume m ≥ 3 and d ≥ 9. Fix a 3-dimensional linear
space H ⊆ Pm. Let A1 ⊂ H be a degree 4 connected and curvilinear scheme
with 〈A1〉 = H. Let A1 (resp. A2) be the degree 2 (resp. 3) subscheme of A.
Fix O2 ∈ 〈A1〉 \ (A1)red and set A := A1 ∪ {O2}. Fix P ∈ 〈νd(A)〉 such that
P /∈ 〈νd(E)〉 for any E ( A.
(i) If O2 /∈ 〈A′′〉, then rm,d(P ) = 3d− 3.
(ii) If O2 ∈ 〈νd(A′′)〉 \ 〈νd(A′)〉, then 3d− 3 ≤ rm,d(P ) ≤ 3d− 2.
(iii) If O2 ∈ 〈νd(A′)〉, then rm,d(P ) = 3d− 1.
Part (iii), i.e. Proposition 4, is the part of the paper with the longer proof.
We summarize Propositions 8, 10, 11, 12 in the following way.
Proposition 2. Assume d ≥ 9. Let A1, A2 ⊂ Pm, m ≥ 3, be disjoint curvi-
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linear schemes such that deg(A1) = 3 and deg(A2) = 2. Set A := A1 ∪ A2.
Assume dim(〈A〉) = 2 and take P ∈ 〈νd(A)〉 such that P /∈ 〈νd(E)〉 for any
E ( A.
(a) If A is in linearly general position in 〈A〉, then rm,d(P ) = 3d− 3.
(b) If A is not in linearly general position in 〈A〉, then rm,d(P ) = 3d− 2.
In this paper we also prove the following results:
(1) If A is not connected and d ≥ 9, then rm,d(P ) ≤ 3d− 1 (Lemma 9).
(2) If m = 3, d ≥ 9, A is connected and A is in linearly general position in
P3, then rm,d(P ) = 3d− 3 (Proposition 3).
Take d ≥ 9 and A as in Theorem 1. We recall ([2, Proposition 5]) that if
dim〈A〉 = 2 (and in particular if m = 2), then rm,d(P ) ≤ 3d.
Many thanks are due to the referee for many comments and relevant remarks.
1 Preliminaries
For any P ∈ Pr let rm,d(P ) (the rank of P ) denote the minimal cardinality
of a finite set B ⊂ Pm such that P ∈ 〈νd(S)〉 and let S(P ) denote the set of
all subsets of Pm evincing the rank of P , i.e. the set of all subset B ∈ Pm such
that P ∈ 〈νd(B)〉 and ](B) = rm,d(P ). For any P ∈ Pr let bm,d(P ) denote the
border rank of P . For any P ∈ Pr the cactus rank of P is the minimal degree
of a zero-dimensional scheme Z ⊂ Pm such that P ∈ 〈νd(Z)〉.
Remark 1. Fix q ∈ Pr such that there is a line L ⊆ Pm with q ∈ 〈νd(L)〉.
Sylvester’s theorem says that b1,d(q) ≤ b(d + 2)/2c, either b1,d(q) = r1,d or
r1,d(q) = d+2−b1,d(q), that each integer y with 1 ≤ y ≤ b(d+2)/2c is the border
rank of some P ∈ L and that each integer x such that 1 ≤ x ≤ d occurs as a rank
for some q ∈ 〈νd(L)〉. Moreover, each q ∈ 〈νd(L)〉 has cactus rank equal to its
border rank b1,d(q). There is a unique zero-dimensional scheme Z ⊂ L evincing
the cactus rank of q (and hence deg(Z) = b1,d(q)). We have b1,d(q) = r1,d(q)
if and only if Z is reduced. If b1,d(q) 6= r1,d(q) and B ∈ S(q), then B ∩ Z = ∅
([8], [11, 4.1]). The fact that b1,d(q) is at least the cactus rank of q follows from
general statements ([7, Lemma 2.6], [6, Proposition 2.5]) and easily implied that
for q border and cactus ranks coincides. Granted this fact the uniqueness of Z
and the fact that if b1,d(q) 6= r1,d(q), then b1,d(q) + r1,d(q) ≥ d+ 2 follows from
[3, Lemma 1] and the fact that h1(P1, IW (d)) = 0 for every zero-dimensional
scheme W ⊂ P1 with deg(W ) ≤ d+ 1.
Let X be any projective scheme and let D ⊂ X be an effective Cartier
divisor of X. For any zero-dimensional scheme Z ⊂ X let ResD(Z) denote the
closed subscheme of X with IZ : ID as its ideal sheaf. We have deg(Z) =
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deg(Z ∩ D) + deg(ResD(Z)). For any line bundle L on X we have the exact
sequence
0→ IResD(Z) ⊗ L(−D)→ IZ ⊗ L → IZ∩D,D ⊗ L|D → 0 (1)
We say that (1) is the residual exact sequence of the inclusion D ⊂ X.
The next 4 easy statements are contained in [2]. They are easily proved and
they are the only parts of [2] that we use (except of course the statement of the
main theorem of [2], which basically reduce the proof of Theorem 1 to prove it
when m = 3; the case m = 3 is exactly the content of this paper).
Remark 2. Let T ⊂ P2 be a reduced curve of degree t < d. It is connected
and the projective space 〈νd(T ))〉 has dimension x :=
(
d+2
2
)−(d−t+22 )−1. Every
point of 〈νd(T )〉 has rank at most x with respect to the curve νd(T ) (the proof of
[11, Proposition 5.1] works verbatim for reduced and connected curves). Hence
if B ∈ S(P ), then ](B ∩ T ) ≤ x. If t = 1 (resp. t = 2, resp t = 3) then x = d
(resp. 2d, resp. 3d− 1).
Lemma 1. Fix an integer d ≥ 6. Let Z ⊂ Pm, m ≥ 2, be a zero-dimensional
scheme with deg(Z) ≤ 3d + 1 and h1(IZ(d)) > 0. Then either there is a line
L ⊂ Pm with deg(L∩Z) ≥ d+ 2 or there is a conic T ⊂ Pm with deg(T ∩Z) ≥
2d+ 2 or there is a plane cubic F with deg(F ∩ Z) ≥ 3d.
Remark 3. Take the set-up of Lemma 1 and assume the existence of a
plane conic T with deg(T ∩ Z) ≥ 2d+ 2, but that there is no line L ⊂ Pm with
deg(L ∩ Z) ≥ d + 2. In many cases (e.g. when Z has many reduced connected
components), it is obvious that T must be reduced. Assume that T is reduced
and reducible, say T = D∪R, with D and R lines and D 6= R. Set {o} := D∩R.
Since deg(D ∩ Z) ≤ d + 1 and deg(R ∩ Z) ≤ d + 1. We get deg(D ∩ Z) =
deg(R ∩ Z) = d + 1 and that either o /∈ Zred or that Z is a Cartier divisor of
the nodal curve T (it is a general property of nodal curves). Now assume the
existence of a plane cubic F with deg(F ∩Z) ≥ 3d. F is not reduced if and only
if there is a line L ⊂ F appearing in F with multiplicity at least two. To get
that F is reduced it is sufficient to assume that deg(R∩Z) ≤ d+ 1 for each line
R and that Z has at least 2d+ 2 reduced connected components.
Lemma 2. ([2, Proposition 5]) In the set-up of Theorem 1 if dim(〈A〉) ≤ 2,
then rm,d(P ) ≤ 3d.
2 A few lemmas
A connected zero-dimensional scheme A ⊂ Pn is called curvilinear if it has
embedding dimension ≤ 1, i.e. if and only if either it is a point with its reduced
structure or dim(µ/µ2) = 1, where µ is the maximal ideal of the local ring OA,O,
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{O} := Ared. A zero-dimensional scheme A ⊂ Pn is called curvilinear if its con-
nected components are curvilinear. If A is connected and curvilinear, then for
each integer z with 1 ≤ z ≤ deg(A) there is a unique degree z subscheme of A.
Hence a curvilinear zero-dimensional scheme has only finitely many subschemes.
Usually for a projective scheme X and a coherent sheaf F on X we write
H i(X,F), i ∈ N, for its cohomology group and set hi(X,F) := dimH i(X,F),
but we often write H i(F) and hi(F) if X is a projective space obvious from the
context.
Let Q ⊂ P3 be any smooth quadric surface. We have Pic(Q) ∼= Z2 and we
take as a free basis of it the line bundles OQ(1, 0) and OQ(0, 1) whose complete
linear systems induce the two projections Q→ P1. Both OQ(1, 0) and OQ(0, 1)
are base-point free, h0(OQ(1, 0)) = h0(OQ(0, 1)) = 2 and OQ(1) ∼= OQ(1, 1).
The integers hi(Q,OQ(a, b)), i = 0, 1, 2, (a, b) ∈ Z2, are computed using the
Ku¨nneth’s formula and the cohomology of line bundles on P1. In particular we
have h1(Q,OQ(a, b)) = 0 and h0(Q,OQ(a, b)) = (a + 1)(b + 1) if a ≥ −1 and
b ≥ −1.
Lemma 3. Fix an integer d ≥ 8. Let Q ⊂ P3 be a smooth quadric sur-
face and let Z ⊂ Q be a zero-dimensional scheme with deg(Z) ≤ 3d + 3 and
h1(IZ(d)) > 0. If deg(Z) > 3d, then assume that the union of the non-reduced
connected components of Z has degree ≤ 5. Then one of the following cases
occurs:
(1) there is L ∈ (|OQ(1, 0)| ∪ |OQ(0, 1)|) with deg(L ∩ Z) ≥ d+ 2;
(2) there is T ∈ |OQ(1, 1)| with deg(T ∩D) ≥ 2d+ 2;
(3) there is F ∈ (|OQ(2, 1)| ∪ |OQ(1, 2)|) with deg(F ∩ Z) ≥ 3d+ 2;
Proof. Taking a minimal Z ′ ⊆ Z with h1(IZ′(d)) > 0, we reduce to the case
in which h1(IE(d)) = 0 for all E ( Z. If deg(Z) ≤ 3d, then use Lemma 1. In
particular we may assume 3d < deg(Z) ≤ 3d+ 3 and that the lemma is true for
all integers d′ < d. Fix D ∈ |OQ(2, 2)| with x := deg(D ∩ Z) maximal.
(a) Assume that h1(D, ID∩Z(d)) > 0. Since h1(Q, ID(d)) = 0, we get
h1(IZ∩D(d)) > 0. Since h1(IE(d)) = 0 for all E ( Z, we get Z ⊂ D. Let G ⊆ D
be a minimal subcurve such that Z ⊂ G. Assume for the moment that G is
not reduced, i.e. it has a multiple component. If G has no line counted with
multiplicity ≥ 2, then see the case C1 = C2 of step (a2) below. Assume that G
has a line with multiplicity 2, say G = 2L ∪ J with L ∈ |OQ(1, 0)| and either
J = ∅ or J ∈ |OQ(0, e)| with e ∈ {1, 2}; set e := 0 if J = ∅. Since the union of the
non-reduced connected components of Z has degree ≤ 5 and Z ⊂ 2L∪J , we get
deg(ResL∪J(Z)) ≤ 2 and hence h1(Q, IResL∪J (Z)(d−1, d−e)) = 0. The residual
exact sequence of the inclusion L∪J ⊂ Q gives h1(L∪J, IZ∩(L∪J)(d)) > 0. Since
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h1(Q,OQ(d − e, d − 1)) = 0, we get h1(Q, IZ∩(L∪J)(d)) > 0, contradicting the
definition of G. Therefore except in step (a2) we freely use that G is reduced. G is
a union of lines if and only if C is a union of 4 lines. Since h1(Q,OQ(d)(−G)) = 0,
we have h1(G, IZ(d)) > 0. If G ( D, then we are in one of the cases listed in
the statement of the lemma.
(a1) Assume that D is irreducible. Since D is a complete intersection of
two quadric surfaces, ωD ∼= OD. Therefore Riemann-Roch gives deg(Z) ≥ 4d, a
contradiction.
(a2) Assume D = C1 ∪ C2 with Ci irreducible conics (we allow the case
C1 = C2). Note that ResC1(Z) ⊂ C1. If C1 6= C2 up to a change of the labels we
may assume deg(C1 ∩ Z) ≥ deg(C2 ∩ Z) and hence deg(Z ∩C1) ≥ deg(Z)/2. If
C1 = C2, then note that ResC1(Z) ⊆ Z and so deg(C1 ∩ Z) ≥ deg(ResC1(Z) ∩
C1) = deg(ResC1(Z)), i.e. deg(C1∩Z) ≥ deg(Z)/2. Since C1 is a Cartier divisor
of Q, we have deg(ResC1(Z)) = deg(Z)− deg(C1 ∩Z) ≤ (3d+ 3)/2 < 2d. Since
ResC1(Z) ⊂ C2 and C2 is irreducible, we get h1(IResC1 (Z)(d − 1)) = 0. The
residual exact sequence of the inclusion C1 ⊂ Q gives h1(C1, IC1∩Z(d)) > 0 and
hence deg(C1 ∩ Z) ≥ 2d+ 2.
(a3) By steps (a1) and (a2) we may assume that G = D is reduced and
that it contains a line L, say of type (1, 0). Take F ∈ |OQ(1, 2)| with D = L+F .
Since G = D, we have Z∩F ( Z and hence h1(IF∩Z(d)) = 0. Thus the residual
exact sequence of the inclusion F ⊂ Q gives h1(IResF (Z)(d− 1, d− 2)) > 0 and
hence deg(L∩ResF (Z)) ≥ d. Hence deg(F ∩Z) ≤ 2d+3. First assume that F is
irreducible. We get h1(F, IF∩Z(d−1)) = 0. Hence h1(F, IResL(Z)(d−1, d)) = 0.
The residual exact sequence of the inclusion L ⊂ Q gives h1(L, IZ∩L(d)) > 0
and hence Z ∩ L = Z and G = L, a contradiction. Assume that F is reducible
and take a curve C ′ ⊂ F of type (1, 1) (it may be reducible). Write F =
C ′ + R. Since h1(IResC′+L(Z)(d − 2, d − 1)) > 0, we get deg(ResC′+L(Z)) ≥
d and hence deg((L ∪ R) ∩ Z)) ≥ 2d. Therefore deg(ResR+L(Z)) ≤ d + 3.
Since h1(C ′, IResR+L(Z)(d − 1)) > 0, we get that C ′ is reducible and there is a
component J of C ′ with deg(J∩ResR+L(Z)) ≥ d+1. Since deg(ResJ+R+L(Z)) ≤
2, we have h1(Q, IResJ+R+L(Z)(d − 1)(−J)) = 0. Hence G ⊆ J ∪ R ∪ L, a
contradiction.
(b) Assume h1(D, ID∩Z(d)) = 0. The residual exact sequence of D in Q
gives h1(IResD(Z)(d−2)) > 0. Set W := ResD(Z). Since h0(OQ(2)) = 9, we have
x ≥ 8 and hence deg(W ) ≤ 3d−5 = 3(d−2)+1. The inductive assumption gives
that either there is a line L ⊂ Q with deg(L∩W ) ≥ d or there is E ∈ |OQ(1, 1)|
with deg(W ∩ E) ≥ 2d − 2 or there a curve F ∈ (|OQ(2, 1)| ∪ |OQ(1, 2)|) with
deg(F ∩ Z) ≥ 3d− 4.
Assume the existence of E. Note that OQ(2, 2)(−E) = OQ(1, 1). We have
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h0(Q,OQ(1, 1)) = 4. Thus there is a curveN ∈ |OQ(1, 1)| such that deg(ResE(Z)∩
N) ≥ min{deg(ResE(Z), 3}. Since deg(E ∩ Z) ≥ deg(E ∩ W ) ≥ 2d − 2, we
get x ≥ 2d + 1 and hence deg(W ) ≤ d + 2, a contradiction. In the same
way we exclude F . Therefore there is a line L ⊂ Q with deg(L ∩ W ) ≥ d.
Set Z0 := Z. Fix N1 ∈ |IL(1, 1)| such that f1 := deg(Z0 ∩ N1) is maxi-
mal. Since h0(Q, IL(1, 1)) = 2, we have f1 ≥ 1 + deg(Z ∩ L) ≥ d + 1. Set
Z1 := ResN1(Z0). Take N2 ∈ |OQ(1, 1)| such that f2 := deg(N2 ∩ Z1) is maxi-
mal and set Z2 := ResN2(Z1). Fix an integer h > 2 and assume defined fi, Ni
and Zi for all i < h. Take any Nh ∈ |OQ(1, 1)| such that fh := deg(Nh ∩ Zh−1)
is maximal. We have just defined Ni, fi, Zi for all i ≥ 1. We have fi ≥ fi+1 for
all i ≥ 2 and if fi ≤ 2, then fi+1 = 0 and Zi = ∅. Since f1 ≥ d + 1, we have∑
i≥2 fi ≤ 2d+ 2. Recall that h1(Q, IZ0,Q(d)) > 0. Fix an integer h ≥ 2 and as-
sume h1(Ni, IZi−1∩Ni,Ni(d+1−i)) = 0 for all i < h. The residual exact sequence
of Nh ⊂ Q gives h1(Q, IZh,Q(d+1−h)) > 0. Since h1(OQ(t)) = 0 for all integers
t, there is a minimal integer g′ such that h1(Ng′ , IZg′−1∩Ng′ ,Ng′ (d+ 1− g′)) > 0.
Note that fg′ > 0. Since fi ≥ 3 if fi+1 > 0 and
∑
i≥2 fi ≤ 2d + 2, we have
g′ < d. Since h1(P3, INg′∩Zg′−1(d+ 1− g′)) = h1(Ng′ , INg′∩Zg′−1(d+ 1− g′)) > 0,
there is a line R ⊂ P3, such that deg(R ∩ Zg′−1) ≥ d + 3 − g′ ([5, Lemma
34]). Since deg(R ∩ Zg′−1) ≥ 3, we have R ⊂ Q. Note that R 6= L, because
deg(R ∩ ResL∪R(Z)) ≥ d ≥ 8 and the sum of the degrees of the unreduced
connected components of Z is at most 5. Assume for the moment g′ ≥ 2. Since
g′ < d and (g′−1)(d+3−g′) ≤ 2d+2, we get g′ ≤ 3 and hence deg(R∩Z1) ≥ d.
If h1(Q, IZ∩(L∪R(d)) > 0, then the minimality of Z gives Z ⊂ L ∪ R. L ∪ R
is either a plane conic or the union of 2 disjoint lines and in both cases we
conclude, because we assumed at the beginning of the proof deg(Z) > 3d. Now
assume h1(Q, IZ∩(L∪R)(d)) = 0. The residual exact sequence of L∪R ⊂ Q gives
h1(Q, IResL∪R(Z)(d)(−L − R)) > 0. Hence h1(Q, IResL∪R(Z)(d − 2, d − 2) > 0.
Since deg(ResL∪R(Z)) ≤ d + 2, [5, Lemma 34] gives the existence of a line
J ⊂ P3 such that deg(J ∩ResL∪R(Z)) ≥ d. Bezout’s theorem gives J ⊂ Q. Note
that J 6= R and J 6= L, because deg(J ∩ ResL∪R(Z)) ≥ d ≥ 8 and the sum of
the degrees of the unreduced connected components of Z is at most 5. Since
deg(ResL∪R∪J(Z)) ≤ 3, we get h1(Q, IResL∪R∪J (Z)(d)(−L− R − J)) = 0 (even
if the lines L,R, J are in the same ruling of Q, because d ≥ 8. The minimality
of Z gives Z ⊂ L∪J ∪R. We start with one of the lines L,R, J (call it L1) with
deg(L1∩Z) maximal. If deg(L1∩Z) ≥ d+2, the proof is over. If deg(L1∩Z) ≤
d+1 and all lines L, R and J are in the same ruling of Q, then taking the resid-
ual first with respect to L, then to R and then to J we get h1(Q, IZ(d)) = 0,
a contradiction. Thus at least one of the other lines meets L1 and we call L2
a line among {L,R, J} \ L1 meeting L1 and with deg(L2 ∩ ResL1(Z)) maxi-
mal. Note that deg(Z ∩ (L1 ∪ L2)) = deg(L1 ∩ Z) + deg(L2 ∩ ResL1(Z)). If
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deg(Z∩(L1∪L2)) ≥ 2d+2, then we are in case (2). If deg(Z∩(L1∪L2)) ≤ 2d+1,
then h1(Q, IZ∩(L1∪L2)(d)) = 0. Since L1 ∪ L2 ∈ |OQ(1, 1)|, the residual ex-
act sequence of L1 ∪ L2 ⊂ Q gives h1(Q, IResL1∪L2 (Z)(d − 1, d − 1)) > 0.
Hence [5, Lemma 34] gives deg(ResL1∪L2(Z)) ≥ d + 1. Call L3 the line in
{L,R, J} \ {L1, L2}. Since d+ 1 ≥ deg(Z ∩L1) ≥ deg(Z ∩L3), we get deg(L1 ∩
Z) = deg(L3 ∩Z) = deg(L3 ∩ResL1∪L2(Z)) = d+ 1. We see that L1 and L3 are
in the same ruling of Q, say |OQ(1, 0)| and that h1(Q, IZ∩(L1∪L3)(d)) = 0. The
residual exact sequence of L1 ∪ L3 ⊂ Q gives h1(Q, IResL1∪L3 (Z)(d− 2, d)) > 0
and hence deg(ResL1∪L3(Z)) ≥ d. Since ResL1∪L3(Z)) ⊂ L3 ∈ |OQ(0, 1)|, we are
in case (3) with F union of 3 lines. QED
Lemma 4. Fix an integer d ≥ 8. Fix o ∈ P3 and 3 distinct lines L1, L2, L3
of P3 with {o} = L1 ∩ L2 ∩ L3 and 〈L1 ∪ L2 ∪ L3〉 = P3. Let Z ⊂ L1 ∪ L2 ∪ L3
be a zero-dimensional scheme such that deg(Z ∩L1) ≥ deg(Z ∩Li) for all i and
deg(Z ∩ (L1∪L2)) ≥ deg(Z ∩ (L1∪L3)). We have h1(P3, IZ(d)) = h1(L1∪L2∪
L3, IZ(d)). We have h1(P3, IZ(d)) > 0 if and only if either deg(L1 ∩Z) ≥ d+ 2
or deg(Z ∩ (L1 ∪ L2)) ≥ 2d+ 2 or deg(Z) ≥ 3d+ 2.
Proof. We have h1(P3, IZ(d)) = h1(L1 ∪ L2 ∪ L3, IZ(d)), because L1 ∪ L2 ∪
L3 is arithmetically Cohen-Macaulay. Since h
0(OL1∪L2∪L3(d)) = 3d + 1 and
h0(OL1∪L2(d)) = 2d+ 1, the “ if ” part is obvious. Assume deg(Z ∩L3) ≤ d. Set
H := 〈Z ∩ (L1 ∪ L2)〉. We have dim(H) ≤ 2 and we may assume dim(H) = 2,
because the lemma is true if Z ⊂ Li for some i. We may apply [5, Lemma
34] to Z ∩ H, because H ∩ Z = Z ∩ (L1 ∪ L2) and if deg(Z ∩ H) ≥ 2d + 2,
then we are done. Therefore we may assume h1(IZ∩H(d)) = 0. Hence a residual
exact sequence gives h1(IResH(Z)(d− 1)) > 0. Since ResH(Z) ⊆ Z ∩L3, we get
deg(Z ∩L3) ≥ d+ 1. By the proof just given we may also assume deg(Z ∩L2) =
deg(Z ∩ L1) = d + 1. Since L1 ∩ L2 = {o} (scheme-theoretically) we have
deg(Z ∩ (L1 ∪L2)) ≥ 2d+ 1. Since (L1 ∪L2)∩L3 = {o} (scheme-theoretically),
we get deg(Z) ≥ deg(Z ∩H) + deg(Z ∩ L3)− 1 ≥ 3d+ 2. QED
Lemma 5. Fix an integer d ≥ 3. Let Q ⊂ P3 be an irreducible quadric
cone with vertex o and Z ⊂ Q a zero-dimensional scheme with deg(Z) ≤ 3d+ 3
and h1(IZ(d)) > 0. If deg(Z) ≥ 3d, then assume d ≥ 8, that the union of
the unreduced connected components has degree ≤ 5 and that each of them is
curvilinear and linearly independent. Then one of the following cases occurs:
(i) there is a line L ⊂ Q with deg(L ∩ Z) ≥ d+ 2;
(ii) there is a plane section D ⊂ Q with deg(D∩Z) ≥ 2d+ 2; if we are not in
case (i) either D is smooth or D = L1 ∪ L2 with L1, L2 distinct lines and
deg(Z ∩ L1) = deg(Z ∩ L2) = d+ 1;
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(iii) there is a curve F ⊂ Q with deg(F ∩Z) ≥ 3d+2 and either F is the union
of a plane section of Q and a line of Q or it is a rational normal curve; if
we are not in cases (i) or (ii) then either F is a smooth rational normal
curve or F = D∪L with D a smooth conic, L a line, deg(D∩Z) = 2d+1
and deg(L ∩ Z) = d+ 1.
Proof. By Lemma 1 we may assume deg(Z) ≥ 3d+1. Therefore we may assume
d ≥ 8. We immediately reduce to the case h1(IW (d)) = 0 for all W ( Z. Since
the case in which Z is reduced is known ([1]), we may assume Z 6= Zred. We
may assume that deg(Z) ≥ 3d + 1 even after these reductions, because any
subscheme of a curvilinear scheme is curvilinear.
Fix D ∈ |OQ(2)| such that x := deg(D∩Z) is maximal. Since h0(OQ(2)) = 9,
we have m ≥ 8.
(a) Assume h1(D, ID∩Z(d)) > 0. Hence D ∩ Z = Z, i.e. Z ⊂ D. We have
h0(P3, ID(2)) = 2, because h0(Q, ID,Q(2)) = h0(Q,OQ) = 1 and h0(P3, IQ(2)) =
1; equivalently, we use that D is a complete intersection of 2 quadric surfaces.
Take a general quadric Q′ ⊂ P3 containing D. Since Q is irreducible, Q′ is ir-
reducible. If Q′ is smooth, then we apply Lemma 3 and get the existence of a
certain curve L or T or F inside Q′ (call T ′ this curve) with h1(IT ′∩Z(d)) > 0,
deg(T ′ ∩ Z) large and h1(IT ′′∩Z(d)) = 0 for every proper subcurve T ′′ of T .
Bezout’s theorem gives T ′ ⊂ Q (in all cases, even if T ′ is reducible). Now as-
sume that all quadrics Q′ are singular. Since Q is irreducible and Q′ is a general
element of |ID(2)|, Q′ is irreducible. Bertini’s theorem gives that a general Q′
has singular point contained in D. Each complete intersection curve of a surface
singular at some o′ ∈ P3 with a surface containing o′ is singular at o′. We get
that either D has a multiple component or that D is the complete intersection
of two quadric cones with the same vertex, o. In the latter case D is the union
of 4 lines of Q through o (if D has no multiple component).
(a1) Assume that D has no multiple component. In this case case D =
L1 ∪L2 ∪L3 ∪L4 with each Li a line. Set mi = deg(Li ∩Z). We order the lines
L1, L2, L3, L4 of D so that m4 ≤ mi for all i.
(a1.1) First assume m4 ≤ d − 1. If h1(L1 ∪ L2 ∪ L3, IZ∩(L1∪L2∪L3)(d)) >
0, then we use Lemma 4. Now assume h1(L1 ∪ L2 ∪ L3, IZ∩(L1∪L2∪L3)(d)) =
0. Since Z is curvilinear, it has only finitely many subschemes. Since L1 ∪
L2 ∪ L3 is scheme-theoretically cut out by quadrics, we have Q1 ∩ Z = Z ∩
(L1 ∪ L2 ∪ L3) for a general quadric surface Q1 ⊃ L1 ∪ L2 ∪ L3. Since h1(L1 ∪
L2 ∪ L3, IZ∩(L1∪L2∪L3)(d)) = 0 and Q1 ∩ Z = Z ∩ (L1 ∪ L2 ∪ L3), the residual
exact sequence of the inclusion Q1 ⊂ P3 gives h1(IResQ1 (Z)(d − 2)) > 0. Since
ResQ1(Z) ⊆ Z ∩ L4, we get m4 ≥ d, a contradiction.
(a1.2) Now assume m4 ≥ d and hence mi ≥ d for all i. As in the last
part of the proof of Lemma 4 we get deg(Z ∩ (L1 ∪ L2)) ≥ 2d− 1 and deg(Z ∩
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(L1 ∪ L2 ∪ L3)) ≥ 3d − 2. Since deg(L3 ∩ (L1 ∪ L2 ∪ L3)) = 2, we also get
deg(Z) ≥ 4d− 4 > 3d+ 3, a contradiction.
(a2) Assume that D has at least one multiple component. Set f :=
deg(D)−deg(Dred). Since Zred ⊂ Dred and deg(Zred) ≥ deg(Z)−4 ≥ 3d−3, we
may assume f = 1, i.e. that D is the union of the double 2L of a line L (i.e. the
scheme-theoretic intersection ofQ with a plane tangent toQ at a point of L\{0})
and a conic C (a smooth plane section of Q or the union of two lines through o).
Since Z is curvilinear, it has finitely many subschemes. Since C∪L is the scheme-
theoretic base locus of |IC∪L(2)| (take a general plane H ⊂ P3 and use that 3
non-collinear points of H are cut out by conics), we have Z∩Q′ = Z∩(C∪L) for
a general Q′ ∈ |IC∪L(2)|. Since Z 6= Zred, we have h1(Q, IZred(d)) = 0 and hence
h1(P3, IZred(d)) = 0 and hence h1(Q′, IZred(d)) = 0. The residual exact sequence
of the inclusion Q′ ⊂ P3 gives h1(IResQ′ (Z)(d−2)) > 0. Hence deg(ResQ′(Z)) ≥
d. Since deg(ResQ′(Z)) = deg(Z) − deg(Q′ ∩ Z) ≤ deg(Z) − deg(Zred) ≤ 4, we
get a contradiction.
(b) In this step we assume h1(C, ID∩Z(d)) = 0. A residual exact sequence
gives h1(IResD(Z))(d− 2)) > 0. As in step (b) of the proof of Lemma 3 we first
get the existence of a line L ⊂ Q with deg(L∩Z) ≥ d, then define Ni, fi, Zi, g′,
get g′ ≤ 3 and we land in one of the cases (i), (ii) or (iii) with curves unions of
lines. Note that for two different lines of T , say L are R, the divisor L ∪ R is
a Cartier divisor of Q (it is a plane section of Q) and hence we may define the
residual sequence with respect to L ∪R, but not with respect to L. We call L1
an element of {L,R, J} with deg(L1 ∩ Z) maximal. Then we call L2 one of the
other 2 lines with deg(Z ∩ (L1 ∪ L2)) maximal. QED
Lemma 6. Let A ⊂ Pm, m ≥ 2, be a connected curvilinear scheme such
that deg(A) = 3 and dim(〈A〉) = 2. Set {o} := Ared. Let L,R be lines of Pm
such that L 6= R. We have A ⊂ L ∪ R if and only if L ∪ R ⊂ 〈A〉, o ∈ L ∩ R
and one of the lines L,R contains the degree two subscheme of A.
Proof. If either o /∈ L or o /∈ R, then A * L ∪ R, because Ared = {o} and
dim(〈A〉) = 2. Now assume {o} = L ∩ R. Therefore M := 〈L ∪ R〉 is a plane.
If A ⊂ L ∪R, then 〈A〉 ⊆ 〈L ∪R〉. Therefore we may assume L ∪R ⊂ 〈A〉. We
use that L,R are Cartier divisors of the plane 〈A〉 and hence ResL(ResR(A)) =
ResL+R(A) = ResR+L(A) = ResR(ResL(A)). Since 〈A〉 = P2, for any line D we
have deg(A ∩ D) ≤ 2 and equality holds if and only if D is the line spanned
by the the degree two zero-dimensional scheme A′ of A. Therefore A * L ∪ R
if o /∈ L ∪ R. Assume o ∈ L ∪ R and take one of the lines L,R, say R, which
doesn’t contain A′. We have ResR(A) = A′. Therefore A ⊂ L ∪R if and only if
A′ ⊂ L. QED
Border rank 5 65
Lemma 7. Fix o ∈ P3 and let L,R,D 3 distinct lines of P3 such that
o ∈ L ∩ R ∩ D and 〈L ∪ D ∪ R〉 = P3. Let A ⊂ P3 be a connected curvilinear
scheme such that deg(A) = 4 and 〈A〉 = P3. Then A * L ∪D ∪R.
Proof. If {o} 6= (A)red, then the lemma is obvious, because A is linearly inde-
pendent and in particular it is not contained in a line. Therefore we may assume
{o} = Ared. Let A′ (resp. A′′) be the degree two (resp. 3) subscheme of A. At
most one of the lines L,R,D contains A′, i.e. it is the line 〈A′〉. Take lines L,R
which do not contain A′.
First assume A′ * 〈L ∪ R〉. In this case the plane 〈L ∪ R〉 is transversal to
〈A′〉 and hence deg(A ∩ 〈L ∪ R〉) = 1. Therefore Res〈L∪R〉(A) = A′′. Since A is
linearly independent, then A′′ * D and hence A * (〈L ∪R〉) ∪D.
Now assume 〈A′〉 ⊂ 〈L ∪ R〉. Since L 6= 〈A′〉 and R 6= 〈A′〉, Lemma 6 gives
deg(A ∩ 〈L ∪ R〉) = 2 and hence Res〈L∪R〉(A) = A′. Since D * 〈L ∪ R〉, we get
A′ * D and hence A * (〈L ∪R〉 ∪D). QED
Lemma 8. Let A ⊂ P3 be a connected curvilinear degree 4 scheme such that
deg(A) = 4 and 〈A〉 = P3. Set {o} := Ared and let A′ be the degree 3 closed
subscheme of A. Let C ⊂ 〈A′〉 be any smooth conic containing A′. There is a
line L ⊂ P3 such that A ⊂ C ∪ L and o ∈ L for any such a line L.
Proof. If L exists, then obviously o ∈ L * 〈A′〉. Since A * 〈A′〉, we have
(A ∪ C) ∩ 〈A′〉 = C. We get the existence of a smooth quadric Q ⊃ C ∪ A.
Call OC(1, 0) any ruling of Q and let L be the line of |OQ(1, 0)| containing
o. We have ResC(A) = {o} ∈ L. Since C,L are Cartier divisors of Q, we get
A ⊂ C ∪ L. QED
3 The main results
Let A ⊂ Pn, n ≥ 2, be a zero-dimensional scheme. We recall that A is said to
be in linearly general position in Pn if deg(V ∩A) ≤ dimV + 1 for every linear
subspace V ( Pn. If deg(A) > n (and in particular if 〈A〉 = Pn), A is in linearly
general position if and only if deg(H ∩ A) ≤ n for all hyperplanes H ⊂ Pn. If
A is in linearly general position in Pn, then each subscheme of A is in linearly
general position in Pn. If deg(A) ≤ n+ 1, A is in linearly general position in Pn
if and only if it is linearly independent, i.e. if and only if dim(〈A〉) = deg(A)−1.
Proposition 3. Assume d ≥ 7 and m ≥ 3 and take P ∈ Pr with bm,d(P ) =
5 and A ⊂ Pm evincing the cactus rank of P with A = A1 unionsq {O2}, deg(A1) =
4 and A1 connected. Assume the existence of a 3-dimensional linear subspace
H ⊆ Pm such that H ⊃ A and A is in linearly general position in H. Then
rm,d(P ) = 3d− 3.
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Proof. By concision ([10, Exercise 3.2.2.2]) we may assume m = 3. Since A1 is
Gorenstein ([6, part (ii) of Proposition 2.2]) and dim〈A1〉 = deg(A1)− 1, A1 is
unramified and curvilinear ([9, Theorem 1.3]).
Claim: A is contained in a rational normal curve C.
Proof of the Claim: Since A is curvilinear, it has only finitely many sub-
schemes. This property and a dimensional count give that the scheme A ∪ {Q}
is in linearly general position for a general Q ∈ P3. By [9, part (b) of Theorem
1] A∪{Q} is contained in a unique rational normal curve. Hence A is contained
in a rational normal curve.
Since νd(C) is a degree 3d rational normal curve in its linear span and A ⊂ C,
Sylvester’s theorem (Remark 1) says that P has at most rank 3d−3 with respect
to νd(C). Hence rm,d(P ) = r3,d(P ) ≤ 3d− 3. Assume r3,d(P ) ≤ 3d− 4 and take
any B ⊂ P3 evincing the rank of P . We have deg(A∪B) ≤ 3d+ 1. The proof of
[4, Proposition 5.19] gives a contradiction (see the proofs of Propositions 4 and
Proposition 5 for similar, but harder proofs). Alternatively, take P1 ∈ 〈νd(A1)〉
such that P ∈ 〈{P1, νd(A)}〉; it is easy to check that P1 /∈ 〈νd(E)〉 for any
E ( A1; since d ≥ 7, A1 is the unique zero-dimensional scheme F ⊂ Pm with
deg(F ) ≤ 4 and P1 ∈ 〈νd(F )〉; therefore A1 evinces the cactus rank of P and
hence rm,d(P1) = 3d − 2 ([4, Proposition 5.19]); since P1 ∈ 〈{νd(O2), P}〉, we
get rm,d(P ) ≥ 3d− 3. QED
Proposition 4. Assume d ≥ 9. Let A1 ⊂ Pm, m ≥ 3, be a connected and
curvilinear zero-dimensional scheme such that deg(A1) = 4 and dim(〈A1〉) = 3.
Set {O1} := (A1)red. Let A′ be the degree 2 subscheme of A1. Fix O2 ∈ 〈A′〉\{O1}
and set A := A1 ∪ {O2}. Take any P ∈ 〈A〉 such that P /∈ 〈E〉 for any scheme
E ( A. Then rm,d(P ) = 3d− 1, bm,d(P ) = 5 and A is the only scheme evincing
the cactus rank of P .
Proof. By concision ([10, Exercise 3.2.2.2]) we may assume m = 3. There is
a unique P1 ∈ 〈νd(A1)〉 such that P ∈ 〈{P1, νd(O2)}〉. Since P ∈ 〈A〉 and
P /∈ 〈E〉 for any E ( A, then P1 ∈ 〈A〉 and P1 /∈ 〈E〉 for any E ( A1.
Hence rm,d(P1) = 3d − 2 ([4, Proposition 5.19]). Since P ∈ 〈{P1, νd(O2)}〉 and
P1 ∈ 〈{P, νd(O2)}〉, then 3d− 3 ≤ rm,d(P ) ≤ 3d− 1. Assume rm,d(P ) ≤ 3d− 2
and take B ∈ S(P ). Set W0 := A ∪ B. We have deg(W0) ≤ 3d + 3. We have
h1(IW0(d)) > 0 ([3, Lemma 1]).
Claim 1: A1 is not contained in a union of 3 distinct lines.
Proof of Claim 1: Assume A1 ⊂ L∪D∪R with L,D,R distinct lines. Since
A1 is connected and 〈A1〉 = P3, we have 〈L∪R∪D〉 = P3 and O1 ∈ L∩D ∩R,
contradicting Lemma 7.
Claim 2: A is not contained in a union of a reduced conic C and a line L.
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Proof of Claim 2: Assume A ⊂ C ∪ L. Claim 1 gives that C is a smooth
conic. Since A1 is connected and 〈A1〉 = P3, we have L * 〈C〉 and {O1} = C∩L.
Since deg(C ∩ D) ≤ 2 for each line D, while deg(〈{O1, O2}〉 ∩ A) = 3, we get
L = 〈{O1, O2}〉. Since L * 〈C〉, we have deg(A1 ∩ 〈C〉) = 1 and O2 /∈ 〈C〉.
Therefore Res〈C〉(A1) = A′′ * L. Therefore A1 * 〈C〉 ∪ L, a contradiction.
Claim 3: We have O2 /∈ B.
Proof of Claim 3: Assume O2 ∈ B and set B′ := B \{O2}. The curvilinear
scheme A1 is contained in a rational normal curve of P3. Using this curve we
see that A1 is cut out by quadrics and hence by surfaces of degree d. Since
O2 6= O1, we get h1(P3, IA(d)) = 0 and hence νd(O2) /∈ 〈νd(A1)〉. Since O2 ∈ B,
P /∈ 〈νd(A1)〉 and P ∈ 〈νd(A)〉, the line 〈{νd(O2), P 〉 contains at least one point,
P2, of 〈νd(A1)〉. If P2 ∈ 〈νd(E)〉 for some E * A1, we have rm,d(P2) ≤ 2d − 1
by [5] and so rm,d(P ) ≤ 2d, contradicting the inequality rm,d(P ) ≥ 3d − 2. If
P2 /∈ 〈νd(E)〉 for any E * A1, we get rm,d(P2) = 3d− 1 ([4, Proposition 5.19]).
Hence ](B′) ≥ 3d− 1, contradicting the assumption ](B) ≤ 3d− 1.
Let H1 ⊂ P3 be a plane such that e1 := deg(W0 ∩ H1) is maximal. Set
W1 := ResH1(W0). Fix an integer i ≥ 2 and assume to have defined the integers
ej , the planes Hj and the scheme Wj , 1 ≤ j < i. Let Hi ⊂ P3 be any plane
such that ei := deg(Hi ∩Wi−1) is maximal. Set Wi := ResHi(Wi−1). We have
ei ≥ ei+1 for all i. For each integer i > 0 we have the residual exact sequence
0→ IWi(d− i)→ IWi−1(d+ 1− i)→ IWi−1∩Hi,Hi(d+ 1− i)→ 0 (2)
Since h1(IW0(d)) > 0, there is an integer i > 0 such that h1(Hi, IWi−1∩Hi,Hi(d+
1 − i)) > 0. We call g the minimum such an integer. Since h1(OP3(t)) = 0 for
every integer t, we have eg > 0. Since any zero-dimensional scheme with degree
3 of P3 is contained in a plane, if ei ≤ 2, then Wi = ∅ and ej = 0 if j > i. We
have
∑
i ei = deg(W0) ≤ 3d+ 3. Since A is not in linearly general position, we
have e1 ≥ 4.
(a) Assume g ≥ d + 2. In particular ed+2 > 0. Therefore ei ≥ 3 for
1 ≤ i ≤ d+ 1. We get deg(W0) > 3d+ 3, a contradiction.
(b) Assume g = d + 1, i.e. assume h1(IHd+1∩Wd) > 0. We get ed+1 ≥ 2.
Since e1 ≥ 4, we get e1 = 4, ei = 3 for 1 ≤ i ≤ d, ed+1 = 2, Wd+1 = ∅ and
deg(W0) = 3d + 3. In particular we have A ∩ B = ∅ and hence O2 /∈ B. Let
Q ⊂ P3 be a quadric surface such that γ := deg(Q ∩ W0) is maximal. Since
h0(OP3(2)) = 10, we have γ ≥ 9. Set E2 := ResQ(W0). Since γ ≥ 9, then
deg(E2) ≤ 3d − 6. Let M3 ⊂ P3 be a plane such that h3 := deg(M3 ∩ E2)
is maximal. Set E3 := ResM3(E2). Fix an integer i ≥ 4 and assume to have
defined the plane Mj , the scheme Ej and the integer hj for all j ∈ {2, . . . , i−1}.
Let Mi be a plane such that hi := deg(Mi ∩ Ei−1) is maximal. Set Ei :=
ResMi(Ei−1). Since any zero-dimensional scheme of degree ≤ 3 of a projective
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space is contained in a plane, if hi ≤ 2, then hi+1 = 0 and Ei = ∅. Since
deg(E2) ≤ 3d− 6, then
∑
i≥3 hi ≤ 3d− 6.
(b1) Assume h1(IW0∩Q(d)) = 0. The residual exact sequence of the inclu-
sion Q ⊂ P3 gives h1(IE2(d−2)) > 0. A residual exact sequence like (2) with Ei
instead of Wi and Mi instead of Hi gives the existence of an integer i ≥ 3 such
that h1(Mi, IMi∩Ei−1(d+ 1− i)) > 0. We call c the first such an integer. We ob-
viously have hc > 0. Since hi ≥ 3 for all i ∈ {3, . . . , c−1} and
∑
i≥3 hi ≤ 3d−6,
we get c ≤ d. By [5, Lemma 34], either hc ≥ 2(d + 1 − c) + 2 or there is a line
L ⊂ Hc such that deg(L∩Ec−1) ≥ d+ 3− c. Assume for the moment c ≥ 4 and
the existence of a line L ⊂ Hc such that deg(L∩Ec−1) ≥ d+3−c. Since hc > 0,
we get hc−1 ≥ d + 4 − c. Therefore
∑
i≥3 hi ≥ (c − 3)(d + 4 − c) + d + 3 − c.
We obviously get this inequality even if c = 3 and L exists. Since d ≥ 9, in
this case we get 3d − 6 ≥ (c − 3)(d + 4 − c) + d + 3 − c and hence 3 ≤ c ≤ 4.
Now assume hc ≥ 2(d + 1 − c) + 2. Since hi ≥ hi+1 for all i ≥ 3, we get
3d− 6 ≥ 2(c− 2)(d+ 2− c) and hence c = 3. By [5, Lemma 34] we have h3 ≥ d.
Hence e1 ≥ d, a contradiction.
(b2) Assume h1(IW0∩Q(d)) > 0.
(b2.1) Assume h1(IE2(d−2)) > 0. As in step (b1) we first see the existence
of an integer i ≥ 3 such that h1(Mi, IMi∩Ei−1(d + 1 − i)) > 0 and then we get
e1 ≥ d− 2, a contradiction.
(b2.2) Assume h1(IE2(d− 2)) = 0. Since A1 is connected and it spans P3,
[4, Lemma 5.1] gives that either W0 ⊂ Q or O2 ∈ B, O2 * Q and A1 ∪ (B \
{O2}) ⊂ Q. By Claim 3 we may assume W0 ⊂ Q.
(b2.2.1) Assume that Q is smooth. Lemma 3 gives that either there is a
line L ⊂ Q such that deg(L ∩ W0) ≥ d + 2 or there is a conic T ⊂ Q with
deg(T ∩W0) ≥ 2d+2 or there is a degree 3 curve F ⊂ Q of type (2, 1) or of type
(1, 2) with deg(F ∩W0) ≥ 3d+ 2. L does not exist, because its existence would
imply e1 ≥ d+3. T does not exist, because its existence would imply e1 ≥ 2d+2.
Therefore F exists, say with F ∈ |OQ(2, 1)|. Since deg(ResF (W0)) ≤ 1, we have
h1(Q, IResF (W0)(d−2, d−1)) = 0. Since O2 /∈ B (Claim 3), applying [4, Lemma
5.1] to the inclusion F ⊂ Q we get W0 ⊂ F and in particular A ⊂ F . Since
deg(〈A′〉∩A) = 3, Bezout’s theorem gives 〈A′〉 ⊂ Q. Since F has type (2, 1) and
deg(F ∩〈A′〉∩A) = 3, we get that 〈A′〉 is a component of F . The non-existence
of T or L gives deg(W0 ∩ 〈A′〉 ∩A) ≥ d− 1 and hence e1 > 4, a contradiction.
(b2.2.2) Assume that Q is singular and irreducible. We use Lemma 5
instead of Lemma 3. Cases (i) and (ii) are excluded, because e1 = 4. Therefore
there is a curve F ⊂ Q with deg(F∩Z) ≥ 3d+2 and either F is a smooth rational
normal curve or F = D ∪ L with D a smooth conic, L a line, deg(D ∩W0) =
2d + 1 and deg(L ∩W0) = d + 1. Since e1 = 4, there is no line L ⊂ P3 with
deg(L∩W0) ≥ 4. Now assume that F is a rational normal curve. Since A is not in
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linearly general position, we get (A\{O2})∪B ⊂ F and O2 /∈ F . Since IF (2) is
spanned by its global sections (i.e. the evaluation map H0(IF (2))⊗OP3 → IF (2)
is surjective), there is a quadric Q′ ⊃ F , with O2 /∈ Q′. Since ResQ′(W0) = {O2},
[4, Lemma 5.1] gives O2 ∈ B, contradicting Claim 3.
(b2.2.3) Assume that Q is not irreducible. Since γ ≥ 9, there is a plane
M ⊂ Q with deg(M ∩W0) ≥ 5. Hence e1 ≥ 5, a contradiction.
(c) Assume g ≤ d. By [5, Lemma 34] either there is a line L ⊂ Hg such
that deg(L ∩Wg−1) ≥ d + 3 − g or eg ≥ 2(d + 2 − g) + 2 = 2(d + 3 − g). In
the latter case we get 3d + 3 ≥ 2g(d + 3 − g) and hence g = 1. In the former
case if g ≥ 2 we get eg−1 ≥ d + 4 − g, because A spans P3. In the former case
we also have eg ≥ deg(L ∩Wg−1) ≥ d+ 3− g. Hence in the former case we get
3d+ 3 ≥ e1 + · · ·+ eg ≥ g(d+ 4− g)− 1 and hence 1 ≤ g ≤ 3.
(c1) Assume g = 3. We saw that there is a line L ⊂ H3 such that deg(L∩
W2) ≥ d and that e2 ≥ d + 1. Therefore d + 1 ≤ e1 ≤ d + 2 and e2 = d + 1.
Let N1 be a plane containing L and with f1 := deg(N1 ∩W0) maximal among
the planes containing L. Set Z0 := W0 and Z1 := ResN1(Z0). Let N2 ⊂ P3 be
a plane such that f2 := deg(Z1 ∩N0) is maximal. Set Z2 := ResN2(Z1). Fix an
integer i ≥ 3 and assume to have defined fj , Nj , Zj for all j < i. Let Ni ⊂ P3
be any plane such that fi := deg(Ni ∩Zi−1) is maximal. Set Zi := ResNi(Zi−1).
The residual exact sequences like (2) with Ni instead of Hi and Zi instead of Wi
give the existence of an integer i > 0 such that h1(Ni, INi∩Zi−1(d+ 1− i)) > 0.
Let g′ be the minimal such an integer. Since h1(OP3(t)) = 0 for all integers t,
we have fg′ > 0. Since A spans P3, we have f1 ≥ 1 + deg(L ∩W2) ≥ d + 1.
We have fi ≥ fi+1 for all i ≥ 2 and
∑
i≥2 fi ≤ 3d + 3 − f1 ≤ 2d + 2. Since
fi ≥ 3 if fi+1 > 0, we get 3(g′ − 2) + 1 ≤ 2d + 2 and hence (since d ≥ 8)
g′ ≤ d. Hence either fg′ ≥ 2(d + 1 − g′) + 2 or there is a line R ⊂ Ng′ with
deg(R∩Zg′−1) ≥ d+3−g′ ([5, Lemma 34]). In the former case (since f2 ≥ · · · ≥
fg′−1 ≥ fg′) we get 2(g′ − 1)(d+ 2− g′) ≤ 2d+ 2 and hence 1 ≤ g′ ≤ 2. In the
latter case if g′ ≥ 2 we have fg′−1 ≥ d+ 4− g′; hence in the latter case we have
2d+ 2 ≥ (g′ − 1)(d+ 4− g′)− 1 and hence 1 ≤ g′ ≤ 3. Recall that since g ≥ 2,
we have f1 ≤ e1 < 3d+ 2 and hence f2 > 0. Thus f1 ≥ 1 + deg(L∩W0) ≥ d+ 2.
Since d+2 ≥ e1 ≥ f1 ≥ d+2, we have e1 = f1 = d+2. Hence f2 + · · ·+fg′ ≤ 2d.
(c1.1) Assume g′ = 3. Thus f3 ≥ d. We saw in (c1) the existence of a line
R ⊂ N3 such that deg(Z2 ∩ R) ≥ d. Since deg(D ∩ A) ≤ 3 for each line D and
B∩Z1 ⊂ B\B∩L, we getR∩(B\B∩L) 6= ∅. ThereforeR 6= L. We haveR∩L = ∅
because e1 < 2d− 1. Let Q ⊂ P3 be a smooth quadric surface containing R∪L.
We have δ := deg(W0 ∩Q) ≥ 2d and hence deg(ResQ(W0)) ≤ d+ 3.
(c1.1.1) Assume for the moment h1(IResQ(W0)(d− 2)) = 0. By [4, Lemma
5.1] either O2 ∈ B or W0 ⊂ Q. Claim 3 gives W0 ⊂ Q. Since e1 ≤ d+ 2, there is
no line D ⊂ P3 with deg(D ∩W0) ≥ d+ 2 (use that A1 spans P3) and no conic
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T ⊂ P3 with deg(T ∩W0) ≥ 2d+2. Since deg(Z2∩R) ≥ d, deg(W0∩L) ≥ d and
R ∩ L = ∅, Lemma 3 gives the existence of F ⊂ Q of type (2, 1) or (1, 2) with
deg(F ∩W0) ≥ 3d+ 2. We get F = L ∪R ∪D with D a line. Since L ∩R = ∅,
we have D ∩ L 6= ∅ and hence e1 ≥ 2d− 1, a contradiction.
(c1.1.2) Now assume h1(IResQ(W0)(d − 2)) > 0. Since deg(ResQ(W0)) ≤
d+3 ≤ 2(d−2)+1, there is a lineD ⊂ P3 such that deg(D∩ResQ(W0)) ≥ d. Since
deg(D∩A) ≤ 3, we get D∩(B\B∩(L∪R)) 6= ∅. Therefore D,R,L are 3 distinct
lines. Since e1 < 2d−1, we have D∩R = D∩L = ∅. Let Q′ be the only quadric
containing D∪L∪R (Q′ is smooth). Since deg(ResQ′(W0)) ≤ 3d+2−d−d−d,
we have h1(IResQ′ (W0)(d− 2)) = 0. Claim 3 and [4, Lemma 5.1] gives W0 ⊂ Q
′.
Since h1(IW0(d)) = h1(Q′, IW0(d)) > 0, deg(W0) ≤ deg(W0 ∩ (L ∪D ∪ R)) + 2
and e1 ≤ d+ 2, Lemma 3 gives a contradiction.
(c1.2) Assume g′ = 2. Since f2 ≤ deg(Z1) ≤ 2d + 1, either there is a line
R ⊂ N2 with deg(R ∩ Z1) ≥ d+ 1 or there is a conic T with deg(T ∩ Z1) ≥ 2d
and in particular f2 ≥ 2d. The latter case cannot occur, because e1 ≤ d + 2
for g = 3. Hence R exists. We have R ∩ (B \ B ∩ L) 6= ∅ and hence R 6= L. If
R ∩ L 6= ∅, then e1 ≥ 2d− 1, contradicting the inequality e1 ≤ d+ 2. Therefore
R ∩ L = ∅. We continue as in step (c1.1.1) and (c1.1.2).
(c1.3) Assume g′ = 1.
(c1.3.1) Assume deg(L ∩W0) ≥ d + 2. Since A spans P3, we have e1 ≥
f1 ≥ 1 + deg(L ∩W0) ≥ d+ 3, a contradiction.
(c1.3.2) Assume deg(L ∩W0) ≤ d + 1. Since f1 ≤ e1 ≤ d + 2 ≤ 2d + 1,
Lemma 1 gives the existence of a line D ⊂ N1 with deg(D ∩ W0) ≥ d + 2.
Since L 6= D, deg(L ∩W0) ≥ d and L ∪ D ⊂ N1, we get e1 ≥ f1 ≥ 2d + 1, a
contradiction.
(c2) Assume g = 2. We saw that there is a line L ⊂ H3 such that deg(L∩
W2) ≥ d + 1. Hence e1 ≤ 2d + 2. Let N1 be a plane containing L and with
f1 := deg(N1 ∩W0) maximal among the planes containing L. Since A spans P3,
we have f1 ≥ 1 + deg(L∩W2) ≥ d+ 2. Define Ni, fi, Zi, g′ as in step (c1). Since
fi ≥ 3 if fi+1 > 0, we get g′ ≤ d. Hence either fg′ ≥ 2(d+1−g′)+2 = 2(d+2−g′)
or there is a line R ⊂ Ng′ with deg(R ∩ Zg′−1) ≥ d+ 3− g′. In the former case
if g′ ≥ 2 we get 2(g′ − 1)(d+ 2− g′) + d+ 2 ≤ 3d+ 2 and hence 1 ≤ g′ ≤ 2. In
the latter case if g′ ≥ 2 we have fg′−1 ≥ d + 4 − g′; in the latter case we have
3d+ 2 ≥ g′(d+ 4− g′)− 1, because f1 ≥ d+ 2; thus 1 ≤ g′ ≤ 3.
(c2.1) Assume g′ = 3. We saw the existence of a line R ⊂ P3 such that
deg(R∩Z2) ≥ d. Since f3 > 0, Z1 spans P3. Hence f2 ≥ deg(R∩Z2)+1 ≥ d+1.
Since f1 ≥ d + 2 and deg(W0) ≤ 3d + 3, we get deg(R ∩ Z2) = d, Z2 ⊂ R,
f2 = d + 1 and f1 = d + 2. Since f1 < 2d, we have R ∩ L = ∅. Let Q be
any smooth quadric containing R ∪ L. Since IR∪L(2) is spanned by its global
sections and A1 * R ∪ L, [4, Lemma 5.1] gives h1(IResQ(W0)(d − 2)) > 0.
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Since deg(ResQ(W0)) ≤ d + 2 ≤ 2(d − 2) + 1, there is a line D with deg(D ∩
ResQ(W0)) ≥ d. We have D 6= R and D 6= L. Since ID∪R∪L(3) is spanned,
A1 * D ∪R ∪ L (Claim 1) and A is curvilinear, there is Y ∈ |ID∪R∪L(3)| with
A1 * Y . Since deg(ResY (W0)) ≤ 3d+ 3− (d+ 1)− d− d+ 1 ≤ d− 2, we have
h1(I(ResY (W0)(d − 3)) = 0, contradicting [4, Lemma 5.1] and the assumption
A1 * Y .
(c2.2) Assume g′ = 2. Since f2 ≤ deg(Z1) ≤ 2d, either there is a line
R ⊂ N2 with deg(R ∩ Z1) ≥ d + 1 or f2 = deg(Z1) = 2d and there is a conic
T ⊃ Z1. If R exists, then R ∩ (B \B ∩ L) 6= ∅ and hence R 6= L.
(c2.2.1) Assume the existence of R and that R ∩ L = ∅. We continue as
in step (c2.1).
(c2.2.2) Assume the existence of R and that R ∩ L 6= ∅ and hence f1 ≥
(d+ 1) + (d+ 1)− 1. Since A1 * N1, [4, Lemma 5.1] gives h1(IZ1(d− 1)) > 0.
Since deg(Z1) ≤ 3d + 2 − f1 ≤ 2d − 1, [5, Lemma 34] gives the existence of a
line D ⊂ P3 such that deg(D ∩ Z1) ≥ d+ 1. Using |IR∪L∪D(3)| and [4, Lemma
5.1] as in step (c2.1) we get A1 ⊂ R ∪ L ∪D, contradicting Claim 1.
(c2.2.3) Assume deg(Z1) = 2d and the existence of a reduced conic T ⊃
Z1. The sheaf IT∪L(3) is spanned by its global sections. Fix Y ∈ |IT∪L(3)|.
Since deg(ResY (W0)) ≤ 4, we have h1(IResY (W0)(d − 3)) = 0. Hence A1 ⊂ Y
([4, Lemma 5.1]). Since IT∪L(3) is spanned and A is curvilinear, as in step (c2.1)
we get A1 ⊂ T ∪ L, contradicting Claim 2.
(c2.3) Assume g′ = 1.
(c2.3.1) Assume deg(L ∩W0) ≥ d + 2. Since A spans P3, we have f1 ≥
1 + deg(L ∩W0) ≥ d + 3 and hence deg(Z1) ≤ 2d. Since A1 * N1, [4, Lemma
5.1] gives h1(IZ1(d− 1)) > 0. Lemma 1 gives that either there is a line R with
deg(R ∩Z1) ≥ d+ 1 or deg(Z1) = 2d and Z1 ⊂ T for some reduced conic. First
assume the existence of R. Since R∩ (B \B∩L) 6= ∅, Remark 2 gives A∩R 6= ∅,
i.e. either O1 ∈ R or O2 ∈ R. Hence R ∩ L 6= ∅. Let M be the plane spanned
by R∪L. Since A1 *M , [4, Lemma 5.1] gives h1(IResM (W0)(d− 1)) > 0. Since
deg(M ∩W0) ≥ (d+2)+(d+1)−1, there is a line D with deg(D∩ResM (W0)) ≥
d+ 1. Since D∩ (B \ (B ∩ (R∪L)) 6= ∅, then D 6= R and D 6= L. Since f1 < 3d,
〈D∪R∪L〉 = P3. For all possible configurations of L,D,R we see that ID∪R∪L(3)
is spanned by its global sections. We conclude as in the last part of step (c2.1).
Now assume deg(Z1) = 2d and Z1 ⊂ T for some reduced conic T . Since IT∪L(3)
is spanned and O2 /∈ B (Claim 3), [4, Lemma 5.1] gives W0 ⊂ T ∪ L. Since
deg(W0 ∩ L) ≥ d + 2, Remark 2 gives L = 〈A′〉. Since A1 ⊂ T ∪ L, we have
L * 〈T 〉 and hence deg(L ∩ T ) ≤ 1. Since L = 〈A′〉, we get T ∩ A1 = {O1} as
schemes and hence A1 * T ∪ L.
(c2.3.2) Assume deg(L ∩W0) ≤ d + 1. Since f1 ≤ e1 ≤ 2d + 2, Lemma 1
gives that either there is a line D ⊂ N1 with deg(D∩W0) ≥ d+2 or f1 = 2d+2
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and there is a reduced conic T ⊃ W0 ∩N1. If D exists, then D 6= L and hence
f1 ≥ (d + 1) + (d + 2) − 1, i.e. f1 = 2d + 2 and W0 ∩ N1 ⊂ D ∪ L. Therefore
in both cases we have deg(Z1) ≤ 2(d − 1) + 1. Since h1(IZ1(d − 1)) > 0 by [4,
Lemma 5.1], there is a line R ⊂ P3 with deg(R ∩ Z1) ≥ d + 1. We have 3 lines
R,L,D′ with either D′ = D or D′∪L = T . In all cases we see that ID∪R∪L(3) is
spanned by its global sections and we conclude as in the last part of step (c2.1).
(c3) Assume g = 1. Since A1 is connected and A1 * H1, [4, Lemma 5.1]
gives h1(IW1(d− 1)) > 0. Since h1(H1, IW0∩H1(d)) > 0, we have e1 ≥ d+ 2 and
hence deg(W1) ≤ 2d + 1. By Lemma 1 either there is a line R ⊂ P3 such that
deg(R∩W1) ≥ d+1 or there is a plane conic T with deg(T∩W1) ≥ 2d. The latter
case does not arise, because it would imply e1 ≥ 2d and hence deg(W1) ≤ d+ 3.
Therefore there is a line R ⊂ P3 such that deg(R ∩ W1) ≥ d + 1. Therefore
e1 ≤ 2d + 2. Since g = 1, Lemma 1 gives that either there is line L ⊂ H1
such that deg(L ∩ W0) ≥ d + 2 or there is a plane conic T ⊂ H1 such that
deg(W0 ∩ T ) ≥ 2d+ 2.
(c3.1) Assume the existence of a plane conic T ⊂ H1 such that deg(W0 ∩
T ) ≥ 2d + 2. We get e1 = 2d + 2, W0 ∩ H1 ⊂ T and W1 ⊂ R. Remark 2
gives deg(T ∩ B) ≤ 2d and hence O1 ∈ T . First assume R ∩ T = ∅. The linear
system |IT∪R(2)| is formed by the pencil of the reducible quadrics H1 ∪ M
with M a plane containing R. By [4, Lemma 5.1] we get A1 ⊂ H1 ∪M . Since
R∩T = ∅ and O1 ∈ T , we may find M ⊃ R with M ∩A1 = ∅. Thus A1 ⊂ H1, a
contradiction. Now assume R∩T 6= ∅. In this case R∪T is the scheme-theoretic
base locus of the linear system |IR∪T (2)|. Fix any Y ∈ |IR∪T (2)|. [4, Lemma
5.1] gives A1 ∪ (B \ {O2}) ⊂ Y and either O2 ∈ Y or O2 ∈ B. Claim 3 gives
O2 ∈ Y . Therefore W0 ⊂ Y . Since IR∪T (2) is spanned, we get W0 ⊂ R ∪ T .
Since deg(A ∩ 〈{O1, O2}〉) = 3, we get 〈{O1, O2}〉 ⊂ R ∪ T . Claim 1 implies
that T is a smooth conic. Hence R = 〈{O1, O2}〉 = 〈A′〉. Obviously O1 ∈ T .
Since R * N1 = 〈T 〉, we get deg(T ∩ A) = 1. Hence deg(A1 ∩ (R ∪ T )) ≤ 3, a
contradiction.
(c3.2) Assume the existence of a line L ⊂ H1 such that deg(L∩W0) ≥ d+2.
Remark 2 gives deg(L ∩ A) ≥ 2. Hence L = 〈{O1, O2}〉. Since deg(R ∩ A) ≤ 3,
we have R∩(B \B∩L) 6= ∅. Therefore R 6= L. Remark 2 gives R∩A 6= ∅. Hence
either O1 ∈ R or O2 ∈ R. In both cases we have R∩L 6= ∅. Let M be the plane
spanned by L∪R. Since A1 *M , [4, Lemma 5.1] gives h1(IResM (W0)(d−1)) > 0.
Since deg(ResM (W0)) ≤ 3d+ 3− (d+ 2)− (d+ 1) + 1, we get ResM (W0) ⊂ D
for some line D. Since A1 is curvilinear and ID∪L∪R(3) is spanned, as in step
(c2.1) we get get A1 ⊂ D ∪ L ∪R, a contradiction. QED
Proposition 5. Assume d ≥ 9, m ≥ 3. Let A1 ⊂ Pm, m ≥ 3, be a con-
nected and curvilinear zero-dimensional scheme such that deg(A1) = 4 and
dim(〈A1〉) = 3. Set {O1} := (A1)red. Let A′ (resp. A′′) be the degree 2 (resp. 3)
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subscheme of A. Fix O2 ∈ 〈A′′〉\〈A′〉, set A := A1∪{O2} and take any P ∈ 〈A〉
such that P /∈ 〈E〉 for any E ( A.
(i) We have 3d− 3 ≤ rm,d(P ) ≤ 3d− 2.
(ii) Fix any B ⊂ Pm such that 3d− 3 ≤ ](B) ≤ 3d− 2, P ∈ 〈νd(B)〉 and
P /∈ 〈νd(E)〉 for any E ( B. Then there are a smooth conic C ⊂ 〈A′′〉 and a
line L ⊂ 〈A1〉 such that L ∩ 〈A′′〉 = {O1}, A′′ ∪ {O2} ⊂ C, ](B ∩ L) = d and
A ∪B ⊂ C ∪ L.
(iii) We have rm,d(U) = 3d − 3 for some U ∈ Pr whose cactus rank is
evinced by A.
Proof. By concision ([10, Exercise 3.2.2.2]) we may assume m = 3. Set H :=
〈A′′〉. Since O2 /∈ 〈A′〉, we have deg(D ∩A′′) ≤ 2 for all lines D ⊂ H. Therefore
h0(H, IA′′∪{O2}(2)) = 2 and a general conic C of H containing A′′ ∪ {O2} is
smooth. By Lemma 8 there is a line L ⊂ P3 such that A1 ⊂ C ∪ L, O1 ∈ L
and L * H. Therefore O2 /∈ L. Since O2 ∈ C, we get A ⊂ C ∪ L. Hence
P ∈ 〈νd(C ∪ L)〉. Therefore there are P1 ∈ 〈νd(C)〉 and P2 ∈ 〈νd(L)〉 such
that P ∈ 〈{P1, P2}〉 (we do not claim that P1 6= P2, but if P1 = P2, then
P = P2 and hence rm,d(P ) ≤ d by Sylvester’s theorem (Remark 1) and we
will later get a contradiction with the weaker assumption rm,d(P ) ≤ 3d − 4).
We have P1 ∈ 〈νd({O2} ∪ A′′)〉. Since P /∈ 〈νd(A1)〉, we have P1 /∈ 〈νd(A′′)〉.
Assume for the moment P1 ∈ 〈νd({O1}∪A′)〉. Since P2 has at most rank d with
respect to the rational normal curve νd(L) and every point of 〈νd(〈A′〉)〉 has at
most rank d with respect to the rational normal curve νd(〈A′〉), we would get
rm,d(P ) ≤ 2d+ 1; we will later find a contradiction with the weaker assumption
rm,d(P ) ≤ 3d − 4. Now assume P1 /∈ 〈νd({O1} ∪ A′)〉. Since P /∈ 〈νd(A1)〉, we
have P1 /∈ 〈νd(A′′)〉. Therefore P1 has border rank 4 with respect to the degree
2d rational normal curve νd(C). Sylvester’s theorem ([8], Remark 1) gives that
P1 has rank 2d− 2 with respect to νd(C). Every point of 〈νd(L)〉 has rank ≤ d
with respect to the rational normal curve νd(L). Hence rm,d(P ) ≤ 3d− 2. Take
B ∈ S(P ) and set W0 := A∪B. We saw that deg(W0) ≤ 3d+ 3. To prove parts
(i) and (ii) of Proposition 5 it is sufficient to prove that deg(W0) ≥ 3d+ 2 and
that there are curves C,L as in part (ii). See step (d) for the proof of part (iii).
Claim 1: If B ⊂ H ∪ L, then ](B ∩ (L \ {O1})) ≥ d.
Proof of Claim 1: Assume ](B∩(L\{O1})) ≤ d−1. Since ResH(A) = {O1},
we get deg(ResH(W0)) ≤ d and hence h1(IResH(W0)(d− 1)) = 0. By [4, Lemma
5.1] we get A1 ⊂ H, a contradiction.
Claim 2: Assume A1 ⊂ C ∪ L with L a line and C either a reduced conic
or the disjoint union of two distinct lines. Then C is a smooth conic, A′′ ⊂ C,
H = 〈C〉, L * H, and {O1} = L ∩ C = L ∩H.
Proof of Claim 2: By Claim 1 of the proof of Proposition 4 A1 is not
contained in the union of 3 lines. Hence C must be a smooth conic. Since
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A1 is connected and 〈A1〉 = P3, we have L * 〈C〉 and the scheme-theoretic
intersection L ∩ 〈C〉 is a single point, o. Since A1 is connected and 〈A〉 = P3,
we get o = O1. First assume L = 〈A′〉. Since 〈C〉 + L, we get deg(A ∩ 〈C〉) = 1
and hence Res〈C〉(A) = A′′. Since 〈A′′〉 is a plane, we have A′′ * L and hence
A * 〈C〉 ∪ L. Therefore A * C ∪ L, a contradiction. Hence L 6= 〈A′′〉. Since
A1 ⊂ C ∪ L, we get A′′ ⊂ C and hence 〈C〉 = H.
Claim 3: Assume W0 ⊂ C ∪L with C a reduced conic and L a line. Then
](B ∩ C) ≥ 2d− 3, O1 /∈ B, ](B ∩ L) = d and deg(A ∩ L) = 1.
Proof of Claim 3: By Claim 2 C is a smooth conic, H = 〈C〉 and A′′ ⊂ C.
Since A′′ ⊂ C, we have deg(L ∩ A1) = 1. Since O1 ∈ L, we have O2 /∈ L. Since
A1 * H and O2 /∈ L, we have deg(L ∩ A) = 1 and hence deg(W0 ∩ L) = d+ 1.
Assume ](B ∩ C) ≤ 2d − 4. Take a smooth quadric Q containing C ∪ L. Since
deg(W0∩C) = 2d, deg(W0∩L) = d+1 and deg(W0) ≤ deg(W0∩C)+deg(W0∩
L) = 3d+ 1, Lemma 3 gives h1(IW0(d)) = 0, a contradiction.
Our goal is to prove the existence of a reduced conic C and a line L such
that W0 ⊂ C ∪L. If we prove the existence of C and L, then we get part (i) by
Claim 3.
We repeat the proof of Proposition 4, except that now we also have to
handle the smooth conics containing A1∪{O2}. Since A is not in linearly general
position in P3, then e1 ≥ 4. Steps (a), (b), (c1) works verbatim (they only use the
integers ei and not the position of O2). The first difference arises in step (c2.3.1).
Instead of having L = 〈A′〉 we have that either L = 〈A′〉 or L = 〈{O1, O2}〉.
However in this part of the proof we have deg(W0) = 3d+ 3 (i.e. A∩B = ∅ and
](B) = 3d− 2) and W0 ⊂ T ∪L with T a reduced conic. So in this case instead
of having a contradiction we just jump to step (d). In step (c2.3.1) we either
get a contradiction or get deg(W0) = 3d+ 3 and W0 ⊂ T ∪ L with T a reduced
conic. Claim 3 gives parts (i) and (ii). We rewrite with minimal modifications
steps (c3.1) and (c3.2).
(c3.1) Assume the existence of a plane conic T ⊂ H1 such that deg(W0 ∩
T ) ≥ 2d+2. We get e1 = 2d+2, W0∩H1 ⊂ T and W1 ⊂ R. Therefore e2 = d+1
and deg(W0) = 3d+ 3. Since deg(B ∩ T ) ≤ 2d by Remark 2, we have O1 ∈ T .
First assumeR∩T = ∅ and in particularO1 /∈ R. The linear system |IT∪R(2)|
is formed by the pencil of all reducible quadrics H1 ∪M with M a plane con-
taining R. By [4, Lemma 5.1] we get A1 ⊂ H1 ∪M . Since O1 /∈M for a general
M ⊃ R, we get A1 ⊂ H1, a contradiction. Now assume R ∩ T 6= ∅. In this case
R∪T is the scheme-theoretic base locus of the linear system |IR∪T (2)|. Fix any
Y ∈ |IR∪T (2)|. [4, Lemma 5.1] gives A1 ∪ (B \ {O2}) ⊂ Y and either O2 ∈ Y or
O2 ∈ B. The case x = 2 of Claim 3 of the proof of Proposition 4 gives W0 ⊂ Y .
Since R ∪ T is the scheme-theoretic base locus of the linear system |IR∪T (2)|,
we get W0 ⊂ T ∪R. Apply Remark 2 and Claim 2 to get (i) and (ii).
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(c3.2) Assume the existence of a line L ⊂ H1 such that deg(L∩W0) ≥ d+2.
Remark 2 gives deg(L∩A) ≥ 2. Hence either L = 〈{O1, O2}〉 or L = 〈A′〉. Since
deg(R ∩ A) ≤ 3, we have R ∩ (B \ B ∩ L) 6= ∅. Therefore R 6= L. First assume
R∩L 6= ∅. Let M be the plane spanned by L∪R. Since A1 *M , [4, Lemma 5.1]
gives h1(IResM (W0)(d− 1)) > 0. Since deg(ResM (W0)) ≤ 3d+ 3− (d+ 2)− (d+
1)+1, [5, Lemma 34] gives deg(ResM (W0)) = d+1 and ResM (W0) ⊂ D for some
line D. Since A1 is curvilinear, we also get A1 ⊂ D∪L∪R, contradicting Claim
1. Now assume R∩L = ∅. Remark 2 gives R∩A 6= ∅. Therefore L = 〈A′〉, O2 ∈ R
and O1 /∈ R. Fix any o ∈ B \B ∩ (L∪R) and take any Q ∈ |IL∪R∪{o}(2)|. Since
deg(W0 ∩ (L ∪R)) ≥ 2d+ 3, we have deg(ResQ(W0)) ≤ d− 1 (this is obviously
true even if B ⊂ L ∪ R) and hence h1(IResQ(W0)(d − 1)) = 0. By [4, Lemma
5.1] we get A1 ⊂ Q. Since R ∩ L = ∅, the base locus of |IL∪R∪{o}(2)| is a line
D. Hence A1 ⊂ L ∪ D ∪ R (we even have A1 ⊂ L ∪ D, because O1 /∈ R), a
contradiction.
(d) We saw that for each B ∈ S(P ) we have 3d − 3 ≤ ](B) ≤ 3d − 2,
and that there are C,L such that W0 ⊂ C ∪ L and ](B ∩ (L \ {O1})) = d (and
hence ](B ∩ C) = ](B)− d). Take P with rm,d(P ) = 3d− 2 (if any). Therefore
](B ∩ C) = 2d− 2.
Claim 4: A ∩B = ∅.
Proof of Claim 4: Assume A ∩ B 6= ∅. Remark 2 gives O1 /∈ B. Assume
O2 ∈ B and set B′′ := B \ {O2}. Since deg(A ∩ B) = 1, we have dim〈νd(A)〉 ∩
〈νd(B)〉) ≥ 1 and hence 〈νd(A1)〉 ∩ 〈νd(B′′)〉 6= ∅. Take V ∈ 〈νd(A1)〉 ∩ 〈νd(B′′)〉
and let E ⊆ B′′ be the minimal subset of B′′ with V ∈ 〈νd(E)〉. Since B ∈ S(P ),
then E ∈ S(V ). Since P ∈ 〈νd(E ∪ {O2}))〉, we get ](E) ≥ 3d− 3, i.e. E = B′′.
By [5] V has not border rank ≤ 3. Hence A1 evinces the border rank of V .
Therefore ](B′′) = 3d− 2 ([4, Proposition 5.19]), a contradiction.
Since B∩A = ∅ (Claim 4), rm,d(P ) = 3d−2 if and only if B∩C evinces the
rank of a point P1 ∈ 〈νd(C)〉 with border rank 4. Since h0(OC∪L(d)) = 3d + 2
and deg(W0) = 3d + 3, we see that 〈νd(B)〉 ∩ 〈νd(L)〉 is a line. Fix o ∈ B ∩ C.
The set 〈νd(A)〉 ∩ 〈νd(B \ {o})〉 is a point, P ′′, and rm,d(P ′′) ≤ 3d − 3. Set
B′ := B \ {o}.
Claim 5: A evinces the cactus rank of P ′′ and B′ evinces the rank of P ′′.
Proof of Claim 5: P ′′ has cactus rank at most 5. Since d ≥ 8, P ′′ has
cactus rank 5 if and only if P ′′ /∈ 〈νd(E)〉 for any E ( A. Assume P ′′ ∈
〈νd(A′′ ∪ {O2})〉. We would get rm,d(P ′′) ≤ (2d − 1) + 1 by [5, Theorem 37]
and hence rm,d(P ) ≤ 2d+ 1, contradicting, for instance, Claim 3 and steps (b),
(c) of the proof of Proposition 4. Now assume P ′′ ∈ 〈νd(A1)〉 \ 〈νd(A′′)〉. Since
rm,d(P
′′) = 3d − 2 ([4, Proposition 5.19]), we get ](B′) ≥ 3d − 2 and hence
](B) ≥ 3d−1, a contradiction. Let B1 ⊆ B′ be a minimal subset of B′ such that
P ′ ∈ 〈νd(B1)〉. Since B ∈ S(P ), it is easy to check that B1 ∈ S(P ′). If B1 ( B′,
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then ](B1) ≥ 3d − 3 (by what we proved in steps (a), (b) and (c)) and hence
](B) ≥ 3d− 1, a contradiction.
Claim 5 shows that rm,d(P ) = 3d−3 for some P whose cactus rank is evinced
by A. QED
Proposition 6. Fix integers m ≥ 1, b ≥ 2, d ≥ 2b + 1 and let P ∈ Pr be
a point with border rank b whose border rank and cactus rank is evinced by a
scheme A with b−1 connected components, one of degree 2 and the other ones of
degree 1. Write A = A1unionsq{O2, · · ·Ob−1} with deg(A1) = 2 and set L := 〈A1〉. Let
c be the number of indices i ∈ {2, . . . , b−1} such that Oi ∈ L. Assume 2b ≤ 4+3c.
We have rm,d(P ) = d + b − 2 − 2c and every B ∈ S(P ) has a decomposition
B1 unionsq B2 with ](B2) = b − c − 2, B2 = {O2, . . . , Ob−1} \ {O2, . . . , Ob−1} ∩ L,
](B1) = d− c, B1 ⊂ L \Ared ∩ L and A ∩B1 = ∅.
Proof. Set W0 := A ∪ B. Since A is not reduced, we have A 6= B and hence
h1(IA∪B(d)) > 0 ([3, Lemma 1]). The case m = 1 (and hence c = b− 2) of the
assertion on rm,d(P ) is Sylvester’s theorem (Remark 1, [8], [11, Theorem 4.1],
[5, Theorem 23]). For m = 1 the assertion on S(P ) says only that Ared ∩B = ∅,
which is true by the last part of Remark 1.
Now assume m > 1. Take any B ∈ S(P ). Set E := A ∩ L and F :=
{O2, . . . , Ob−1} \ {O2, . . . , Ob−1} ∩L. We have ](F ) = b− 2− c. Since A evinces
the cactus rank of P , there are P1 ∈ 〈νd(E)〉 and P2 ∈ 〈νd(F )〉 such that
P ∈ 〈{P1, P2}〉, E evinces the cactus rank of P1 and F evinces the cactus rank
of P2. Sylvester’s theorem gives r1,d(P1) = d − c (Remark 1, [8], [11, Theorem
4.1], [5, Theorem 23]). Since F is reduced, we get rm,d(P ) ≤ d+ b− 2− 2c and
hence ](B) ≤ d + b − 2 − 2c. Let M ⊂ Pm be a general hyperplane containing
L (hence M = L if m = 1). Since every non-reduced connected component of
A is contained in L, W0 \ W0 ∩ L is a finite set and M is general, we have
M ∩W0 = W0∩L and hence ](W0 \W0∩L) ≤ d+2b−4−3c. Since 2b ≤ 4+3c,
we have ](W0 \W0∩L) ≤ d and hence h1(IResM (W0)(d−1)) = 0. By [4, Lemma
5.1] we get B \B ∩L = F . Hence deg(W0) ≤ d+ 2 + b− 2c. Since B evinces the
rank of P , we get rm,d(P ) = b − 2 − c + rm,d(P1). By concision ([10, Exercise
3.2.2.2]) we have rm,d(P1) = r1,d(P1) and every element of S(P1) is contained
in L. QED
Proposition 7. Fix integers d ≥ 5, x ≥ 0, y ≥ 0, and assume x < d(d −
2)/2e and d ≥ 2 + 2y. Let A1 ⊂ Pm, m ≥ 2, be a curvilinear scheme of degree
3 such that dim(〈A1〉) = 2. If m = 2, then assume y = 0. Let A′ ⊂ A1 be
the degree two subscheme of A1. Set {O1} := (A1)red and L := 〈A′〉. Fix finite
sets E ⊂ L \ {O1} and F ⊂ Pm \ 〈A1〉 with ](E) = x and ](F ) = y. Set
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A := A1 ∪E ∪ F . Fix P ∈ 〈νd(A)〉 such that P /∈ 〈νd(U)〉 for any U ( A. Then
rm,d(P ) = 2d− 1− x+ y and every B ∈ S(P ) contains F .
Proof. First assume y = 0. By concision we may assume m = 2. Since P /∈
〈νd(U)〉 for any U ( A, the set 〈νd(E) ∪ {P}〉 ∩ 〈νd(A1)〉 is a single point, Q1,
and Q1 /∈ 〈νd(U)〉 for any U ( A1. Therefore A1 achieves the cactus rank and
the border rank of Q1. Therefore rm,d(Q1) = 2d − 1 ([5, Theorem 37]). Hence
2d+1−x ≤ rm,d(P ). Therefore it is sufficient to prove that rm,d(P ) ≤ 2d−1−x.
Let R ⊂ P2 be any line such that O1 ∈ R and L 6= R. Since ResL(A) =
{O1} ⊂ R, we have A ⊂ L∪R and hence P ∈ 〈νd(L∪R)〉. Fix P1 ∈ 〈νd(L)〉 and
P2 ∈ 〈νd(R)〉 such that P ∈ 〈{P1, P2}〉. Let A′ be the degree two subscheme of
A1.
Claim 1: We have P1 ∈ 〈νd(A′ ∪ E)〉.
Proof of Claim 1: Assume P1 /∈ 〈νd(A′ ∪ E)〉 and call J ⊂ L any zero-
dimensional scheme evincing the border rank, b, of P1 with respect to the ratio-
nal normal curve νd(L). Let K ⊂ R be any zero-dimensional scheme evincing
the border rank, b′, of P2 with respect to νd(R). We have b ≤ b(d + 2)/2c and
b′ ≤ b(d + 2)/2c and hence deg(J ∪ K) ≤ b + b′ ≤ 2b(d + 2)/2c (Remark 1).
We have P ∈ 〈νd(J ∪K)〉. If A * J ∪K, then h1(IJ∪K∪A(d)) > 0 ([3, Lemma
1]). We have deg(J ∪K ∪ A) ≤ 2b(d + 2)/2c + 3 + x ≤ 2d + 1. By [5, Lemma
34] we get the existence of a line T ⊂ P2 with deg(T ∩ (J ∪ B ∪ A)) ≥ d + 2.
Since A ∪ J ∪K ⊂ L ∪ R, then either T = L or T = R. Assume T = R. Since
T ∩ A = {O1} as schemes, we get b′ ≥ d + 1, a contradiction. If T = L we get
2 + x+ b ≥ d+ 2, i.e. x ≥ d(d− 2)/2e, a contradiction. Now assume A ⊂ J ∪K.
Since R∩A = {O1} as schemes, we get A′∪E ⊆ J and hence P1 ∈ 〈νd(A′∪E)〉.
Claim 2: We have P1 /∈ 〈νd(U)〉 for any U ( E.
Proof of Claim 2: Assume P1 ∈ 〈νd(U)〉 for some U ⊆ E. We get P ∈
〈νd(U ∪ R)〉. Let K ⊂ R be a scheme evincing the cactus rank, b′, of P2 with
respect to νd(R). Since A * U ∪K, [3, Lemma 1] gives h1(IU∪K(d)) > 0 and
hence deg(U ∪K) ≥ d+ 2. Since deg(U ∪K) ≤ x+ 1 + b′ ≤ x+ 1 + b(d+ 2)/2c,
we get a contradiction.
By Claims 1 and 2 P1 has border rank 2+x with respect to νd(L). Sylvester’s
theorem (Remark 1), gives the existence of B1 ⊂ L such that ](B1) = d−x and
P1 ∈ 〈νd(B1)〉. By Sylvester’s theorem (Remark 1) applied to νd(R) and P2 it
would be sufficient to prove that P2 has border rank > 2 with respect to νd(R)
for some choice of P1, P2. Instead of P2 we may take any P
′
2 ∈ 〈{P1, νd(O1)}〉 \
{νd(O1)} and then find a new point P1. We may find P ′2 with border rank > 2
unless the border rank of P2 is evinced by the degree two scheme v ⊂ R with
O1 as its support. In this case we would have P ∈ 〈νd(v ∪ A′ ∪ E)〉. Since
v ∪ A′ is contained in the scheme 2O1 ⊂ P2 with (IO1)2 as its ideal sheaf
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and since each point of 〈νd(2O1)〉 has rank d ([5, Theorem 32]), we would get
rm,d(P ) ≤ d+ x < 2d− 1− x, a contradiction.
Now assume y > 0 and hence m > 2. By the case y = 0 we know that
rm,d(P ) ≤ 2d−1−x+y. Fix any B ∈ S(P ). We have ](B) ≤ 2d−1−x+y and
hence W := A ∪ B has degree ≤ 2d + 2 + 2y. By the case y = 0 it is sufficient
to prove that F ⊂ B. We have deg(W ) ≤ 2d + 2 + 2y ≤ 3d and there is no
plane containing A1 ∪ F . Since h1(IW (d)) > 0 by [3, Lemma 1], Lemma 1 and
Remark 3 give that either there is a line D with deg(D ∩W0) ≥ d+ 2 or there
is a reduced conic T with deg(T ∩W0) ≥ 2d + 2. Assume the existence of T .
Let H ⊂ Pm be any hyperplane containing T . Since deg(ResM (W )) ≤ d − 2,
we have h1(IResH(W )(d − 1)) = 0. By [4, Lemma 5.1] we get A1 ⊂ M and
B\B∩M = (E∪F )\(E∪F )∩M . Since M is an arbitrary hyperplane containing
T , we get 〈A1〉 = 〈T 〉 and F ⊂ B. We also get that B \ F evinces the rank of a
point with A1 ∪ E evincing its cactus rank and hence ](B \ F ) = 2d− 1− x.
Now assume the existence of the line D such that deg(D∩W ) ≥ d+2. Since
](F ) = y ≤ d, we have deg(A1 ∪ E) ≥ 2. Therefore L ⊂ 〈A1〉 and, as we saw
using T , we get F ⊂ B. QED
Proposition 8. Assume d ≥ 9. Let A1, A2 ⊂ Pm, m ≥ 3, be disjoint
connected curvilinear schemes such that deg(A1) = 3 and deg(A2) = 2. Set
A := A1 ∪ A2. Assume dim(〈A〉) = 3 and that A is in linearly general position
in 〈A〉, i.e. assume (A2)red /∈ 〈A1〉 and that the line 〈A2〉 does not intersect
the line spanned by the degree two subscheme of A1. Fix P ∈ 〈νd(A)〉 such that
P /∈ 〈νd(U)〉 for any U ( A. Then rm,d(P ) = 3d− 3.
Proof. By concision we may assume m = 3. Since A is curvilinear, it has only
finitely many subschemes. Hence A ∪ {Q} is in linearly general position for a
general Q ∈ P3. The scheme A ∪ {Q} is contained in a unique rational normal
curve C ([9, part (b) of Theorem 1]). Hence P ∈ 〈νd(C)〉. Since A is not reduced
and d ≥ 4, Sylvester’s theorem says that P has rank 3d+ 2− deg(A) = 3d− 3
with respect to the degree 3d rational normal curve νd(C) (Remark 1). Therefore
rm,d(P ) ≤ 3d−3. Assume rm,d(P ) ≤ 3d−4 and fix B ∈ S(B). Set W0 := A∪B
and use the proof of [4, Proposition 5.19] (the proof of Proposition 4 was harder
(e.g. step (b) in that proof does not occur), because now deg(W0) ≤ 3d + 1,
while deg(W0) ≤ 3d+ 2 in that proof). QED
Proposition 9. Fix integers m ≥ 2, c ∈ {0, 1, 2}, y ≥ 0, and d ≥ max{9, 2+
2y}. If y > 0, then assume m ≥ 3. Let A1 ⊂ Pm be a connected curvilinear
scheme such that deg(A1) = 3 and dim(〈A1〉) = 2. Set {O1} := (A1)red. Let
A′ be the degree 2 zero-dimensional subscheme of A1. Fix sets E ⊂ 〈A1〉 \ 〈A′〉
and F ⊂ Pm \ 〈A1〉 such that ](E) = c and ](F ) = y. If c = 2, then assume
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O1 /∈ 〈E〉. Set A := A1 ∪E ∪F . Fix P ∈ 〈νd(A)〉 such that P /∈ 〈νd(U)〉 for any
O * A. Then rm,d(P ) = 2d− 1− c+ y and every element of S(P ) contains F
Proof. First assume y = 0. By concision we may assume m = 2. Our as-
sumptions on E imply the existence of a smooth conic C containing A and
hence P ∈ 〈νd(C)〉. Since A is not reduced, Sylvester’s theorem gives that
P has rank 2d − 1 − c with respect to the curve νd(C) (Remark 1). Hence
rm,d(P ) ≤ 2d − 1 − c. Assume rm,d(P ) ≤ 2d − 2 − c and fix B ∈ S(P ). Set
W := A∪B. Since h1(IW (d)) > 0 ([3, Lemma 1]) and deg(W ) ≤ 2d+1, there is
a line R with deg(R ∩W ) ≥ d+ 2. Since ResR(W ) has degree ≤ d− 1, we have
h1(IResR(W )(d− 1)) = 0. By [4, Lemma 5.1] we get A1 ⊂ R, a contradiction.
If y > 0, then the proof of Proposition 7 works verbatim. QED
Proposition 10. Assume d ≥ 9 and m ≥ 3. Let A1 ⊂ Pm be a degree 3
connected curvilinear scheme such that 〈A1〉 is a plane. Let A′ be the degree two
subscheme of A1. Fix O2 ∈ (〈A1〉 \ 〈A′〉) and call A2 any degree two connected
zero-dimensional scheme such that (A2)red = {O2} and A2 * 〈A1〉. Set A :=
A1∪A2. Fix P ∈ 〈νd(A)〉 such that P /∈ 〈νd(U)〉 for any U ( A. Then rm,d(P ) =
3d− 2.
Proof. By concision we may assume m = 3. Since O2 ∈ 〈A1〉 \ 〈A′〉, we have
h0(〈A1〉, IA1∪{O2}(2)) = 2 and a general conic C ⊂ M containing A1 ∪ {O2} is
smooth. Since P ∈ 〈νd(A)〉, but P /∈ 〈νd(U)〉 for any U ( A, the set 〈νd(A1 ∪
{O2})〉 ∩ 〈{P} ∪ νd(A2)〉 is a line containing νd(O2). Fix any point P ′ 6= νd(O2)
of this line. We have P ′ /∈ 〈νd(U)〉 for any U ( A1 ∪ {O2}. Therefore P ′ has
border rank 4 with respect to the degree d rational normal curve νd(C). By
Sylvester’s theorem (Remark 1) there is B1 ⊂ C such that ](B1) = 2d− 2 and
P ′ ∈ 〈νd(B1)〉. Since P ′ ∈ 〈{P} ∪ νd(A2)〉, there is P ′′ ∈ 〈νd(A2)〉 such that
P ∈ 〈{P ′, P ′′}〉. Since P ′′ ∈ 〈νd(〈A2〉)〉 and every point of 〈νd(〈A2〉)〉 has rank
at most d with respect to the degree d rational normal curve νd(〈A2〉), we get
rm,d(P ) ≤ 3d−2. Assume rm,d(P ) ≤ 3d−3 and take B ∈ S(P ). Set W0 := A∪B.
We have h1(IW0(d)) > 0 ([3, Lemma 1]) and deg(W0) ≤ 3d+ 2.
Claim 1: Assume the existence of a reduced conic C such that W0 ⊂
C ∪ 〈A2〉. Then ](B \ (B ∩ 〈A1〉)) ≥ d.
Proof of Claim 1: Assume ](B \ (B ∩〈A1〉)) ≤ d− 1. Since Res〈A1〉(W0) =
{O2}∪(B\(B∩〈A1〉)), we have deg(Res〈A1〉(W0)) ≤ d and hence h1(IRes〈A1〉(W0)
(d − 1)) = 0. If h1(I〈A1〉∩W0(d)) = 0, then a residual exact sequence gives
h1(IW0(d)) = 0, a contradiction. If h1(I〈A1〉∩W0(d)) > 0, then [4, Lemma 5.1]
shows that A ⊂ 〈A1〉, a contradiction.
Claim 2: Assume the existence of a reduced conic C such that W0 ⊂
C ∪ 〈A2〉. Then ](B ∩ C) ≥ 2d− 2.
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Proof of Claim 2: Since (A1)red /∈ 〈A2〉, then A1 ⊂ C and 〈A1〉 = 〈C〉.
Claim 1 and Remark 2 gives O2 /∈ B and ](B ∩ 〈A2〉) = d.
(i) Assume h1(〈A1〉, IW0∩〈A1〉(d)) > 0.
(i1) First assume O2 ∈ C and that C is a smooth conic. Since deg(C ∩
A) = 4 and ](B ∩ C) ≤ 2d − 3, then h1(C, IC∩W0(d)) = 0 and hence h1(〈A1〉,
IW0∩〈A1〉(d)) = 0.
(i2) Now assume O2 ∈ C and that C is not smooth. Since O2 /∈ 〈A′〉,
we have 〈C〉 = 〈{O2} ∪ A′〉. Set M := 〈{O2} ∪ A′〉. We have ResM (A) = A′.
Since 〈A〉 = P3 and no connected component of A is reduced, [4, Lemma 5.1]
gives h1(IResM (W0)(d− 1)) > 0 and hence ](B ∩ (〈A′〉 \ {O1})) ≥ d− 1. Assume
](B ∩ (〈{O1, O2}〉 \ {O1, O2})) ≤ d− 2. If B ∩ (〈{O1, O2}〉 \ {O1, O2}) = ∅, then
set  := ∅. If B ∩ (〈{O1, O2}〉 \ {O1, O2}) 6= ∅, then fix o ∈ (B ∩ (〈{O1, O2}〉 \
{O1, O2})) and set  := {o}. There is a smooth quadric Q ⊃ 〈A′〉〉 ∪ 〈A2〉 ∪ 
and with A1 * Q. Since deg(ResQ(W0)) ≤ d− 1 by our definition of  and the
assumption on the integer ](B ∩ (〈{O1, O2}〉 \ {O1, O2})), [4, Lemma 5.1] gives
a contradiction.
(i3) Now assume O2 /∈ C. Assume for the moment h1(C,OC∩W0(d)) =
0. Since h1(〈C〉, IO2(d − 2)) = 0, the residual exact sequence of the inclu-
sion 〈A1〉 ⊂ P3 gives h1(〈A1〉, IW0∩〈A1〉(d)) = 0, a contradiction. Now assume
h1(C,OC∩W0(d)) > 0. If C is smooth, then as before we get ](B∩C) ≥ 2d−1, a
contradiction. Now assume that C is not smooth. Since C ⊃ A1, C is the union
of 〈A′〉 and another line D ⊂ 〈A1〉 with O1 ∈ D. Remark 2 gives ](B ∩D) ≤ d.
Hence h1(C,OC∩W0(d)) > 0 only if either ](B ∩C) = 2d− 1 or ](B ∩ 〈A′〉) ≥ d.
We may assume that the latter case occurs and that ](B∩(D\{O1})) ≤ d−3. Fix
a general quadric Q ⊂ P3 containing the two disjoint lines 〈A′〉 and 〈A2〉. Since
I〈A′〉∪〈A2〉(2) is spanned by its global sections, we have Q∩ (B ∩ (D \ {O1}) = ∅
and A1 * Q. Hence ResQ(W0) = {O1} ∪B ∩D. Since deg(ResQ(W0)) ≤ d− 2,
then h1(IResQ(W0)(d − 2)) = 0. Therefore [4, Lemma 5.1] implies A1 ⊂ Q, a
contradiction.
(ii) Assume h1(〈A1〉, IW0∩〈A1〉(d)) = 0. Since Res〈A1〉(W0) = {O2} ∪ (B ∩
〈A2〉), we have h1(IRes〈A1〉(W0)(d− 1)) = 1. The residual exact sequence of the
inclusion 〈A1〉 ⊂ P3 gives h1(IW0(d)) ≤ 1 and hence h1(IW0(d)) = 1. Grass-
mann’s formula gives dim(〈A〉 ∩ 〈B〉) = deg(A ∩B). Set B2 := B ∩ 〈A2〉. Since
O2 /∈ B and ](B ∩ 〈A2〉) = d, Grassmann’s formula gives that 〈νd(A)〉 ∩ 〈νd(B)〉
is the linear span of the point 〈νd(A2)〉 ∩ 〈νd(B2)〉 and the set E := B ∩A ∩C.
Since P /∈ 〈νd(U)〉 for any U ( A, we get A1 ⊆ E ⊂ B, contradicting the fact
that A1 is not reduced.
(a) By Claims 1 and 2 to get a contradiction to the assumption ](B) ≤
3d − 3 it is sufficient to prove the existence of a reduced conic C such that
W0 ⊂ C ∪ 〈A2〉. Since 〈A1〉 is a plane, W0 is not contained in the union of 3
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disjoint lines. Since A is not in linearly general position in P3, A is not contained
in a rational normal curve. Since 〈A〉 = P3, A is not contained in a plane cubic.
Hence any degree 3 reduced curve containing W0 (if any) has either 1 line or 3
lines as components and in both cases 〈A2〉 is one of these lines. Therefore to
get a contradiction it is sufficient to prove that W0 is contained in a reduced
degree 3 curve.
(b) Let H1 ⊂ P3 be a plane such that e1 := deg(W0 ∩H1) is maximal. Set
W1 := ResH1(W0). Fix an integer i ≥ 2 and assume to have defined the integers
ej , the planes Hj and the scheme Wj , 1 ≤ j < i. Let Hi ⊂ P3 be any plane such
that ei := deg(Hi∩Wi−1) is maximal. SetWi := ResHi(Wi−1). We have ei ≥ ei+1
for all i. We look at the residual exact sequences (2). Since h1(IW0(d)) > 0, there
is an integer i > 0 such that h1(Hi, IWi−1∩Hi,Hi(d + 1 − i)) > 0. We call g the
first such an integer. Since any zero-dimensional scheme with degree 3 of P3
is contained in a plane, if ei ≤ 2, then Wi = ∅ and ej = 0 if j > i. We have∑
i ei = deg(W0) ≤ 3d+ 2. Since A is not in linearly general position, we have
e1 ≥ 4. Therefore g ≤ d+ 1. Assume g = d+ 1. We get ed+1 ≥ 2. Since e1 ≥ 4,
we get e1 = 4, and ei ≥ 3 for i ≤ d. Therefore deg(W0) ≥ 3d+4, a contradiction.
(c) Assume g ≤ d. Since h1(OP3(t)) = 0 for all integers t, we have eg > 0.
Recall that e1 ≥ · · · ≥ eg−1 ≥ eg and that e1 + · · · + eg ≤ 3d + 2. By [5,
Lemma 34] either there is a line L ⊂ Hg such that deg(L∩Wg−1) ≥ d+ 3− g or
eg ≥ 2(d+2−g)+2 = 2(d+3−g). In the latter case we get 3d+2 ≥ 2g(d+3−g)
and hence g = 1. In the former case if g ≥ 2 we get eg−1 ≥ d+ 4− g, because A
spans P3. Hence in the former case we get 3d+ 2 ≥ g(d+ 4− g)− 1 and hence
1 ≤ g ≤ 3.
(c1) Assume g = 3. We saw that there is a line L ⊂ H3 such that deg(L∩
W2) ≥ d and that e2 ≥ d+ 1. Therefore e1 = e2 = d+ 1 and e3 = d. Let N1 be
a plane containing L and with f1 := deg(N1 ∩W0) maximal among the planes
containing L. Since d < f1 ≤ e1 = d + 1, we have f1 = d + 1. Set Z0 := W0
and Z1 := ResN1(Z0). Let N2 ⊂ P3 be a plane such that f2 := deg(Z1 ∩ N0)
is maximal. Set Z2 := ResN2(Z1). Fix an integer i ≥ 3 and assume that we
had defined fj , Nj , Zj for all j < i. Let Ni ⊂ P3 be any plane such that fi :=
deg(Ni∩Zi−1) is maximal. Set Zi := ResN2(Zi−1). The residual exact sequences
like (2) withNi instead ofHi and Zi instead ofWi give the existence of an integer
i > 0 such that h1(Ni, INi∩Zi−1(d+ 1− i)) > 0. Let g′ be the minimal such an
integer. Since A spans P3 we have f1 ≥ 1 + deg(L ∩ W2) ≥ d + 1. We have
fg′ > 0 because h
1(OP3(t)) = 0 for all integers t. We have fi ≥ fi+1 for all
i ≥ 2 and ∑i≥2 fi ≤ 3d + 2 − f1 ≤ 2d + 1. Since fi ≥ 3 if fi+1 > 0, we get
g′ ≤ d. Hence either fg′ ≥ 2(d + 1 − g′) + 2 or there is a line R ⊂ Ng′ with
deg(R∩Wg′−1) ≥ d+3−g′. In the former case we get 2(g′−1)(d+2−g′)+f1 ≤
3d+ 2 with f1 = d+ 1 and hence 1 ≤ g′ ≤ 2. In the latter case if g′ ≥ 2 we have
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fg′−1 ≥ d+ 4− g′; hence in the latter case we have 3d+ 2 ≥ g′(d+ 4− g′)− 1
and hence 1 ≤ g′ ≤ 3.
(c1.1) Assume g′ = 3. Since f1 = d+ 1, we have R ∩ L = ∅. Fix a general
quadric Q ⊃ L ∪ D. Since W0 is curvilinear and IL∪R(2) is spanned by its
global sections, we have W0 ∩ Q = W0 ∩ (L ∪ R). If h1(Q, IL∪R(d)) > 0, we
immediately get that either deg(R ∩ W0) ≥ d + 2 (false because e3 = d) or
deg(L∩W0) ≥ d+2 (false because f1 = d+1). The residual sequence of Q ⊂ P3
gives h1(IResQ(W0)(d− 2)) > 0. Since deg(ResQ(W0)) ≤ 3d+ 2− d− d, there is
a line D with deg(ResQ(W0)) ≥ d. Since W0 = A ∪B with B reduced, we have
D 6= R and D 6= L. Since e1 < 2d−1, we have D∩R = D∩L = ∅. Let T be the
only quadric containing L∪R∪D. T is smooth. Call |OQ(1, 0)| the ruling of T
containing L, R and D. Since deg(W0) − deg(W0 ∩ (L ∪ R ∪D)) ≤ 2, we have
h1(Q, IResL∪R∪D(W0)(d− 2, d)) = 0. Thus [4, Lemma 5.1] gives W0 ∪L∪R∪D,
contradicting the connectedness of A1 and that 〈A1〉 is a plane.
(c1.2) Assume g′ = 2. Since f2 ≤ deg(Z1) ≤ 2d + 1, either there is a line
R ⊂ N2 with deg(R∩Z1) ≥ d+ 1 or there is a conic T with deg(T ∩Z1) ≥ f2 =
deg(Z1) = 2d and T ⊃ Z1. The latter case cannot occur, because e1 < 2d. Hence
R exists. Since deg(R ∩W0) ≥ deg(R ∩ Z1) ≥ d+ 1 and W0 is not contained in
a line, we get e1 ≥ d+ 2, a contradiction.
(c1.3) Assume g′ = 1.
(c1.3.1) Assume deg(L ∩W0) ≥ d + 2. Since A spans P3, we have e1 ≥
f1 ≥ 1 + deg(L ∩W0) ≥ d+ 3, a contradiction.
(c1.3.2) Assume deg(L∩W0) ≤ d+1. Since f1 ≤ e1 ≤ d+2 ≤ 2d+1, Lemma
1 (or [5, Lemma 34]) gives the existence of a line D ⊂ N1 with deg(D ∩W0) ≥
d+ 2. Since L 6= D, L∪D ⊂ N1 and deg(L∩W0) ≥ d, we get e1 ≥ f1 ≥ 2d+ 1,
a contradiction.
(c2) Assume g = 2. We saw in step (c) that there is a line L ⊂ H2 such
that deg(L ∩W1) ≥ d + 1. Hence e1 ≤ 2d + 1. Let N1 be a plane containing L
and with f1 := deg(N1 ∩W0) maximal among the planes containing L. Define
Ni,fi,Zi, g
′ as in step (c1). In particular fi ≥ fi+1 for all i ≥ 2. We have
f1 ≥ d+ 2 (because W0 * L) and f2 + · · ·+ fg′ ≤ 3d+ 2− f1 ≤ 2d. Since fi ≥ 3
if fi+1 > 0, we get g
′ ≤ d. Hence either fg′ ≥ 2(d + 1 − g′) + 2 = 2(d + 2 − g′)
or there is a line R ⊂ Ng′ with deg(R ∩ Zg′−1) ≥ d+ 3− g′. In the former case
we get that either g′ = 1 or 2(g′ − 1)(d + 2 − g′) ≤ 2d; thus 1 ≤ g′ ≤ 2. In the
latter case if g′ ≥ 23 we have fg′−1 ≥ d+ 4− g′, because Zg′−2 is not contained
in the line Rn and fg′−1 satisfies a maximality condition. Hence in the latter
case if g′ ≥ 3 we have 2d ≥ (g′ − 2)(d+ 4− g′) + d+ 3− g′. Thus in the latter
case we have 1 ≤ g′ ≤ 3.
(c2.1) Assume g′ = 2, f2 ≥ 2d and the non-existence of a line R such that
deg(R∩Z1) ≥ d+1. Since e1 ≥ f2, we get e2 ≤ d+1. Since deg(L∩W1) ≥ d+1,
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we get deg(W1) = d+ 1 and W1 ⊂ L. We also get f1 = d+ 2 and hence (since
W0 * L) we have deg(L ∩ W0) = d + 1. Since f1 = d + 2, f2 ≥ 2d and
deg(W0) ≤ 3d+2, we get f2 = 2d and Z1 ⊂ N2. Since h1(N2, IZ1∩N2(d−1)) > 0
and there is no line R with deg(R ∩W1) ≥ d+ 1, Lemma 2 gives the existence
of a plane conic E ⊂ N2 containing Z2. Recall that it is sufficient to prove
that W0 ⊂ E ∪ L with E a reduced conic. Since the sum of the degrees of the
unreduced connected components of W0 is at most 5 and d ≥ 9, E is not a
double line. Since deg(E ∩W1) ≥ 6 and B is reduced, L is not a component
of E. By step (a) it is sufficient to prove that W0 ⊂ L ∪ E. Let M ⊂ P3 be a
general plane containing L. Since W0 is curvilinear and M is general, we have
W0 ∩M = W0 ∩M . Since N1 ⊃ L and deg(ResN1(W0) ∩ N2) = 2d, we have
deg(W0∩(M ∪N2)) ≥ deg(L∩W0)+f2 ≥ 3d+1. Hence deg(ResN2∪M (W0)) ≤ 1
and so h1(IResN2∪M (W0)(d − 2)) = 0. Since B is a finite set, [4, Lemma 5.1]
(applied to the degree 2 surface N2∪M , not a hyperplane) gives W0 ⊂ N2∪M .
Hence ResN2(W0) ⊂M . Since W0 ∩M = W0 ∩L, we get ResN2(W0) ⊂ L. Since
N2 ∩W0 = E ∩W0, if W0 were a finite set, we would have W0 ⊂ E ∪ L. We
at least have (W0)red ⊂ E ∪ L and to get W0 ⊂ E ∪ L it is sufficient to prove
that A1 ⊂ E ∪ L and A2 ⊂ E ∪ L. For an arbitrary zero-dimensional scheme
W0 ⊂ N2 ∪L with W0 ∩N2 ⊂ E, we have W0 ⊂ E ∪L if E ∩L∩W0 = ∅. Thus
we may assume E ∩ L ∩W0 6= ∅. In particular E ∩ L 6= ∅. Since L * N2, the
scheme E∩L is a point, o, with its reduced structure. We have h0(IE∪L(2)) = 3
Since E is not a double line, the general quadric Q containing E ∪L is smooth,
unless E is reducible and L∩E is the singular point of E, i.e. unless E ∪L is a
non-coplanar union of 3 lines through o. In the latter case IE∪L(2) is spanned by
its global sections, because for any S ⊂ P2 with ](S) = 3 and S not contained
in a line the sheaf IS,P2(2) is globally generated and the cone E ∪ L is an
arithmetically Cohen-Macaulay curve. If o is not the singular point of E, call
Q a smooth quadric containing E ∪ L and |OQ(2, 1)| the linear system of Q
such that E ∪ L ∈ |OQ(2, 1)|. Since the line bundle OQ(0, 1) is spanned by
its global sections, even in this case we see that IE∪L(2) is globally generated.
Take a general quadric T ⊃ E ∪ L. Since deg(ResT (W0)) ≤ 5 ≤ d− 2, we have
h1(IResT (W0)(d− 2)) = 0. Since B is a finite set and Ared ⊂ E ∪ L, [4, Lemma
5.1] gives W0 ⊂ T . Since this is true for a general quadric T ⊃ E ∪ L, we have
W0 ⊂ E ∪ L.
(c2.2) Assume g′ = 3. We saw the existence of a line R ⊂ P3 such that
deg(R ∩ Z2) ≥ d. Since f2 ≥ f3 ≥ d, we get f1 ≤ d + 3. Since deg(R ∩ A) ≤ 3,
we get R∩ (B \B∩L) 6= ∅ and hence R 6= L. First assume R∩L 6= ∅ and hence
R ∪ L is contained in a plane. We get f1 ≥ (d + 1) + d − 1, a contradiction.
Now assume R ∩ L = ∅. Let Q ⊂ P3 we a general quadric surface containing
R ∪L. Since W0 is curvilinear, IR∪L(2) is spanned by its global sections and Q
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is general, we have Q ∩W0 = (R ∪ L) ∩W0. Since deg(ResQ(W0)) ≤ d+ 1. We
continue as in step (c1.1).
(c2.3) Assume g′ = 2. By step (c2.1) there is a line R ⊂ P3 such that
deg(R ∩ Z2) ≥ d + 1. Since deg(R ∩ A) ≤ 3, we get R ∩ (B \ B ∩ L) 6= ∅ and
hence R 6= L.
(c2.3.1) Assume R∩L 6= ∅, then f1 ≥ (d+1)+(d+1)−1 = 2d+1. Since A *
N1, [4, Lemma 5.1] gives h
1(IZ1(d−1)) > 0. Since deg(Z1) ≤ 3d+3−f1 ≤ 2d−1,
[5, Lemma 34] gives the existence of a line D ⊂ P3 such that deg(D∩Z1) ≥ d+1.
Using |IR∪L∪D(3)| and [4, Lemma 5.1] we get A ⊂ R∪L∪D, contradicting step
(a).
(c2.3) Assume g′ = 1.
(c2.3.1) Assume deg(L∩W0) ≥ d+ 2. Since A * N1, [4, Lemma 5.1] gives
h1(IZ1(d− 1)) > 0. Since A spans P3, we have f1 ≥ d+ 3 and hence deg(Z1) ≤
2(d− 1) + 1. Therefore there is a line R ⊂ P3 such that deg(R ∩Z1) ≥ d+ 1. If
B ⊂ L∪R, then set  := ∅. If B * L∪R, then fix o ∈ (B \B ∩ (R∪L)) and set
 := {o}. Let Q be any quadric containing R ∪ L. Since deg(W0 ∩ (R ∪ L)) ≥
(d+ 1) + (d+ 2)− 1 and deg(A) ≤ d− 1, we have deg(ResQ(W0)) ≤ d− 1 and
hence h1(IResQ(W0)(d − 2)) = 0. Therefore [4, Lemma 5.1] gives W0 ⊂ Q. If
L ∩R = ∅, then IL∪R∪(2) is spanned and hence varying Q, we get A ⊂ L ∪R,
a contradiction. If L∩R 6= ∅, it is sufficient to take as o a point of B not in the
plane 〈L ∪R〉 (it exists by concision [10, Exercise 3.2.2.2]).
(c2.3.2) Assume deg(L ∩ W0) ≤ d + 1. Since f1 ≤ e1 ≤ 2d + 1, there
is a line D ⊂ N1 with deg(D ∩ W0) ≥ d + 2. We have D 6= L and hence
e1 ≥ f1 ≥ (d+ 1) + (d+ 2)− 1 = 2d+ 2, a contradiction.
(c3) Assume g = 1. Since A spans P3, [4, Lemma 5.1] gives h1(IW1(d −
1)) > 0. Therefore deg(W1) ≥ d + 1 and hence e1 ≤ 2d + 1. Since h1(H1,
IW0∩H1(d)) > 0, we have e1 ≥ d + 2 and hence deg(W1) ≤ 2d. By Lemma 1
either there is a line L ⊂ P3 such that deg(L ∩W1) ≥ d+ 1 or there is a plane
conic T with deg(T ∩W1) ≥ 2d. The latter case does not arise, because it would
imply e1 ≥ 2d and hence deg(W1) ≤ d+ 2 < deg(T ∩W1). Therefore there is a
line L ⊂ P3 such that deg(L∩W1) ≥ d+ 1. We continue as in step (c2). QED
Proposition 11. Assume d ≥ 9 and m ≥ 3. Let A1 ⊂ Pm be a degree 3
connected curvilinear scheme such that 〈A1〉 is a plane. Let A′ be the degree two
subscheme of A1. Set {O1} := (A1)red. Fix O2 ∈ (〈A′〉 \ {O1}) and call A2 any
degree two connected zero-dimensional scheme such that (A2)red = {O2} and
A2 * 〈A1〉. Set A := A1 ∪ A2. Fix P ∈ 〈νd(A)〉 such that P /∈ 〈νd(U)〉 for any
U ( A. Then rm,d(P ) = 3d− 2.
Proof. By concision we may assume m = 3. There are P ′ ∈ 〈νd(A1 ∪ {O2}〉 and
P ′′ ∈ 〈νd(A2)〉. By Sylvester’s theorem (Remark 1), P ′′ has rank at most d with
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respect to the degree d rational normal curve νd(〈A2〉). Hence to prove that
rm,d(P ) ≤ 3d− 2 it is sufficient to prove that rm,d(P ′) ≤ 2d− 2. This is true by
the case x = 1 and y = 0 of Proposition 7. Therefore rm,d(P ) ≤ 3d− 2. Assume
rm,d(P ) ≤ 3d−3, take B ∈ S(P ) and set W0 := A∪B. We have h1(IW0(d)) > 0
([3, Lemma 1]) and deg(W0) ≤ 3d+ 2.
Since 〈A〉 = P3, A is not contained in a plane curve of degree 3. Since A is
not in linearly general position in P3, it is not contained in a rational normal
curve. Since deg(A∩〈A′〉) = 3 and O1 /∈ 〈A2〉, the only reduced degree 3 curves
containing A are the union of 3 lines: they are the union of 〈A′〉, 〈A2〉 and a
line of 〈A1〉 containing O1 and different from 〈A′〉. Assume W0 ⊂ 〈A1〉 ∪ 〈A2〉.
As in Claim 1 of the proof of Proposition 10 we see that O2 /∈ B and that
](B ∩ 〈A2〉) = d. Now assume that W0 contained in the union of 3 different
lines, 〈A′〉, 〈A2〉 and a line R of 〈A1〉 containing O1 and different from 〈A′〉.
(i) Assume h1(〈A1〉, IW0∩〈A1〉(d)) > 0. If deg(W0 ∩ 〈A1〉) ≥ 2d + 2, then
we get ](B ∩ 〈A1〉) ≥ 2d− 2, because deg(A∩ 〈A1〉) = 4. Now assume deg(W0 ∩
〈A1〉) ≤ 2d + 1. By [5, Lemma 34] there is a line L ⊂ 〈A1〉 such that deg(L ∩
W0) ≥ d + 2. Since 〈A′〉 is the only line D of 〈A1〉 with deg(D ∩ A) ≥ 2 and
deg(〈A′〉 ∩ A) = 3, Remark 2 gives L = 〈A′〉 and ](B ∩ (L \ {O1}) ≥ d − 1.
Set M := 〈{O1} ∪ A2〉. M is a plane and ResM (A) = {O1}. Since A1 * M , [4,
Lemma 5.1] gives h1(IResM (W0)(d − 1)) > 0 and hence ](B ∩ (R \ {O1}) ≥ d.
Therefore ](B) ≥ 3d− 1, a contradiction.
(ii) Assume h1(〈A1〉, IW0∩〈A1〉(d)) = 0. Since Res〈A1〉(W0) = {O2} ∪ (B ∩
〈A2〉), we have h1(IRes〈A1〉(W0)(d − 1)) = 1. A residual exact sequence gives
h1(IW0(d)) ≤ 1 and hence h1(IW0(d)) = 1. Grassmann’s formula gives dim(〈A〉∩
〈B〉) = deg(A ∩ B). Set B2 := B ∩ 〈A2〉. Since O2 /∈ B and ](B ∩ 〈A2〉) = d,
Grassmann’s formula gives that 〈νd(A)〉∩〈νd(B)〉 is the linear span of the point
〈νd(A2)〉 ∩ 〈νd(B2)〉 and the set E := B ∩ (A1 ∪ {O2}). Since P /∈ 〈νd(U)〉 for
any U ( A, we get A1 ⊆ E ⊂ B, contradicting the fact that A1 is not reduced.
Then we continue as in the proof of Proposition 10. QED
Proposition 12. Assume d ≥ 9 and m ≥ 3. Let A1 ⊂ Pm be a degree 3
connected curvilinear scheme such that 〈A1〉 is a plane. Set {O1} := (A1)red.
Fix a degree 2 connected zero-dimensional scheme A2 such that O1 ∈ 〈A2〉 and
O1 6= O2, where {O2} := (A2)red. Set A := A1 ∪ A2. Fix P ∈ 〈νd(A)〉 such that
P /∈ 〈νd(U)〉 for any U ( A. Then rm,d(P ) = 3d− 2.
Proof. By concision we may assume m = 3.
Claim 1: We have rm,d(P ) ≤ 3d− 2.
Proof of Claim 1: Since νd(A) is linearly independent and A1 ∩ A2 =
∅, there are unique points Pi ∈ 〈νd(Ai)〉 such that P ∈ 〈{P1, P2}〉. Since
P /∈ 〈νd(E)〉 for any E ( A, then Pi /∈ 〈νd(E)〉 for any E ( Ai. Fix any
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P ′i ∈ 〈{P2, νd(O1)}〉\{P2, νd(O1)} (it exists, because O1 6= O2 and νd(A2∪{O2})
is linearly independent). The parenthetical remark implies P2 /∈ 〈νd(A2)〉. There-
fore P2 has border rank and cactus rank 3 with respect to the degree d ratio-
nal normal curve νd(〈A2〉). Sylvester’s theorem gives a set B2 ⊂ 〈A2〉 such
that P ′2 ∈ 〈νd(B2)〉 (Remark 1). Fix a smooth conic C ⊂ 〈A1〉 containing
A1. We have P ∈ 〈{P ′2, νd(O1), P1}〉. Since {νd(O1), P1} ⊂ 〈νd(A1)〉. There-
fore there is P ′1 ∈ 〈νd(A1)〉 such that P ∈ {P ′2, P ′1}. Let A′ be the degree
two subscheme of A1 and assume P
′
1 ∈ 〈νd(A′)〉. Since {O1} ⊂ A′, we get
P ∈ 〈{P1} ∪ νd(A′)〉 ⊂ 〈νd(A′ ∪ A′)〉, a contradiction. Therefore P ′1 * 〈νd(E)〉
for any E ( A1. Sylvester’s theorem gives the existence of B1 ⊂ C such that
](B1) = 2d − 1 and P ′2 ∈ 〈νd(B1)〉 (Remark 1). Since P ∈ 〈νd(B1 ∪ B2)〉 and
](B1 ∪B2) ≤ 3d− 2, we get rm,d(P ) ≤ 3d− 2.
Assume rm,d(P ) ≤ 3d − 3, take B ∈ S(P ) and set W0 := A ∪ B. We have
deg(W0) ≤ 3d+ 2.
Claim 3: Assume B ⊂ 〈A1〉 ∪ 〈A2〉. Then ](B ∩ (〈A2〉 \ {O2})) ≥ d− 1.
Proof of Claim 3: Since A ⊂ 〈A1〉 ∪ 〈A2〉, we have W0 ⊂ 〈A1〉 ∪ 〈A2〉.
Assume ](B ∩ (〈A2〉 \ {O2})) ≤ d − 2. We get h1(IRes〈A1〉(W0)(d − 1)) = 0,
contradicting [4, Lemma 5.1], because A2 is connected, not reduced and A2 *
〈A1〉.
(a) Assume B ⊂ 〈A1〉∪〈A2〉. In this step we prove that either ](B∩〈A1〉) ≥
2d− 1 or ](B ∩ (〈A2〉 \ {O2})) = d and ](B ∩ (〈A1〉 \ {O1})) ≥ 2d− 2. Assume
](B ∩ 〈A1〉) ≤ 2d− 2. Set J := B ∩ (〈A2〉 \ {O2}).
(a1) Assume ](B ∩ (〈A1〉 \ {O1})) ≤ 2d − 3. Let M ⊂ P3 be the plane
spanned by A2 and the degree two subscheme of A1. Since A * N and no
connected component of A is reduced, [4, Lemma 5.1] gives h1(IResN (W0)(d −
1)) > 0. Since deg(ResM (W0)) ≤ 2d− 2, [5, Lemma 34] gives the existence of a
line D such that deg(D∩ResN (W0)) ≥ d+1. Since A2∩ResN (W0) = ∅, Remark
2 gives O1 ∈ D, O1 /∈ B and ](B ∩D) = d. Since D ∩ (B \ B ∩ 〈A2〉) 6= ∅, we
have D 6= 〈A2〉. Therefore N := 〈A2 ∪ D〉 is a plane. Since deg(ResN (W0)) ≤
2 + (2d − 3) − d, we have h1(IResN (W0)(d − 1)) = 0, contradicting [4, Lemma
5.1], because N 6= 〈A1〉.
(a2) Assume h1(〈A1〉, I〈A1〉∩W0(d)) > 0. Since deg(A1) = 3 and O2 /∈ 〈A1〉,
there is a line D ⊂ 〈A1〉 such that deg(W0 ∩D) ≥ d+ 2. Remark 2 gives that D
is spanned by the degree 2 subscheme of A1, that O1 /∈ B and that ](B∩D) = d.
Set M := 〈D ∪ A2〉. M is a plane and deg(M ∩W0) ≥ 4 + d + d − 1 by Claim
2. Since deg(W0) ≤ 3d+ 2, we get h1(IResM (W0)(d− 1)) = 0 and hence (by [4,
Lemma 5.1]) A1 ⊂M , a contradiction.
(a3) Assume h1(〈A1〉, I〈A1〉∩W0(d)) = 0. By the residual exact sequence of
the inclusion 〈A1〉 ⊂ P3 we get h1(IW0(d)) ≤ h1(〈A2〉,O〈A2〉(d− 1)(−J − A2)).
Remark 2 gives ](J) ≤ d. Since h1(IW0(d)) > 0, we get ](J) ≥ d − 1. By step
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(a1) we have ](B ∩ (〈A1〉 \ {O1})) ≥ 2d − 2. Hence if ](J) ≥ d, then step (a)
is proved. Therefore we may assume ](J) = d − 1 and hence h1(IW0(d)) =
h1(〈A2〉,O〈A2〉(d− 1)(−J −A2)) = 1. Since A ∩B = ({O1} ∪A2) ∩ (B ∩ 〈A2〉),
Grassmann’s formula gives 〈νd(A)〉 ∩ 〈νd(B)〉 = 〈νd({O1} ∪ A2)〉 ∩ 〈νd({O1} ∪
(B∩〈A2〉))〉 ⊂ 〈νd({O1}∪A2)〉. Therefore P ∈ 〈νd({O1}∪A2)〉, a contradiction.
By Claims 1 and 2 and step (a) to prove Proposition 12 it is sufficient to
either get a contradiction or to show that W0 ⊂ 〈A1〉∪〈A2〉. We follow the proof
of Proposition 10 using the same labels for the proofs. We define Hi, ei,Wi, g as
in the proof of Proposition 10 and get (as in that proof) that 1 ≤ g ≤ 3.
(c1) Assume g = 3 and take the line L ⊂ H3 such that deg(L ∩W2) ≥ d.
We have W2 ⊂ L, deg(W2 ∩L) = d and e1 = e2 = d+ 1 and d+ 1 ≤ e1 ≤ d+ 2.
Define fi, Ni, Zi, g
′ as in the quoted proof and get 1 ≤ g′ ≤ 3.
(c1.1) Assume g′ = 3. We saw (in step (c1) of the quoted proof) the
existence of a line R ⊂ N3 such that deg(Z2 ∩R) ≥ d. Since deg(D∩A) ≤ 3 for
each line D and B∩Z1 ⊂ B\B∩L, we get R∩(B\B∩L) 6= ∅. Therefore R 6= L.
We have R ∩ L = ∅ because e1 < 2d − 1. Fix a general Q′ ∈ |IL∪R(2)|. Since
R∩L = ∅, Q′ is smooth. Since A is curvilinear, we also have B∩Q′ = B∩(L∪R)
and Q′ ∩A = A∩ (L∪R) (as schemes). [4, Lemma 5.1] gives h1(IResQ′ (W0)(d−
2)) > 0. Since deg(ResQ′(W0)) ≤ d+2 ≤ 2(d−2)+1, there is a line D ⊂ P3 such
that deg(D ∩ ResQ′(W0)) ≥ d. Since D ∩ (B \B ∩ (L ∪R)) 6= ∅, we get D 6= R
and D 6= L. Fix a general U ∈ |ID∪R∪L(3)|. Since deg(D ∩ (L ∪ R)) ≤ 2, then
deg(ResU (W0)) ≤ 3d + 2 − d − d − d + 2 and hence h1(IResU (W0)(d − 3)) = 0.
Hence W0 ⊂ U ([4, Lemma 5.1]). Since ID∪R∪L)(3) is spanned, for general U we
have U ∩W0 = W0 ∩ (L∪D ∪R). Hence W0 ⊂ L∪D ∪R. Since A ⊂ L∪D ∪R
and L∩R = ∅, we get D = 〈A2〉 and that one of the lines L,R, say R′ contains
O1, while the other one, say L
′, contains O2, but not O1. We get A1 ⊂ D ∪ R,
contradicting the fact that 〈A2〉 * 〈A1〉.
(c1.2) Assume g′ = 2. We saw (in step (c1) of the quoted proof) the
existence of a line R ⊂ P3 such that deg(R∩Z2) ≥ d. Since deg(R∩A) ≤ 3, we
get R ∩ (B \ B ∩ L) 6= ∅ and hence R 6= L. Since e1 = d + 1, then R ∩ L = ∅.
We continue as in steps (c1.1).
(c1.3) Assume g′ = 1. Since e1 = d + 1, we have f1 ≤ d + 1. Hence
h1(N1, IW0∩N1(d)) = 0, a contradiction.
(c2) Assume g = 2. We saw that there is a line L ⊂ H2 such that deg(L∩
W1) ≥ d + 1. Hence e1 ≤ 2d + 1. Let N1 be a plane containing L and with
f1 := deg(N1 ∩W0) maximal among the planes containing L. Define Ni, fi, Zi,
g′ as in step (c1). Since fi ≥ 3 if fi+1 > 0, we get g′ ≤ d. If g′ ≥ 2 we have
f1 ≥ deg(L∩W0)+1 ≥ d+2, because W0 * L. Hence either fg′ ≥ 2(d+1−g′)+2
or there is a line R ⊂ Ng′ with deg(R ∩ Zg′−1) ≥ d+ 3− g′. In the former case
if g′ ≥ 2 we get 2(g′ − 1)(d+ 2− g′) + f1 ≤ 3d+ 3 and hence 1 ≤ g′ ≤ 2. In the
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latter case if g′ ≥ 2 we have fg′−1 ≥ d+ 4− g′; hence in the latter case we have
3d+ 3 ≥ g′(d+ 4− g′)− 1 and hence 1 ≤ g′ ≤ 3.
(c2.1) Assume g′ = 3. We saw the existence of a line R ⊂ P3 such that
deg(R ∩ Z2) ≥ d. Since f2 ≥ f3 ≥ d, we get f1 ≤ d + 3. Since deg(R ∩ A) ≤ 3,
we get R ∩ (B \B ∩ L) 6= ∅ and hence R 6= L. First assume R ∩ L 6= ∅. We get
f1 ≥ (d + 1) + d − 1, a contradiction. Now assume R ∩ L = ∅. We continue as
in step (c1.1).
(c2.2) Assume g′ = 2 and the existence of a line R ⊂ P3 such that deg(R∩
Z2) ≥ d+1. Since deg(R∩A) ≤ 3, we get R∩ (B \B∩L) 6= ∅ and hence R 6= L.
(c2.2.1) Assume R∩L 6= ∅, then f1 ≥ (d+1)+(d+1)−1 = 2d+1. Since A *
N1, [4, Lemma 5.1] gives h
1(IZ1(d−1)) > 0. Since deg(Z1) ≤ 3d+3−f1 ≤ 2d−1,
[5, Lemma 34] gives the existence of a line D ⊂ P3 such that deg(D∩Z1) ≥ d+1.
Using |IR∪L∪D(3)| and [4, Lemma 5.1] we get A ⊂ R ∪L∪D. Therefore one of
the lines L,R,D (call it R′) is the line 〈A2〉. The other two lines, say L′ and D′,
must contain O1 and being contained in 〈A1〉. Claim 2 and step (a) conclude
the proof.
(c2.2.2) Assume g′ = 2, f2 ≥ 2d and the non-existence of a line R ⊂ N2
with deg(Z1∩R) ≥ d+1. We saw that deg(L∩W0) = d+1, f1 = d+2, f2 = 2d
and Z1 ⊂ N2. Since h1(N2, IZ1(d − 1)) > 0, Lemma 2 gives the existence of
a conic E ⊂ N2 such that Z1 ⊂ E. Since the sum of the degrees of the non-
reduced connected components of W0 is 5 < d, E is a reduced conic. Let M be
the plane spanned by L and one of the points, α, of E∩B. Since f1 = d+ 2 and
deg(N1∩W0) ≥ deg(M ∩W0) by the definition of N1, we have deg(M ∩W0) ≥≥
d+ 2, because α /∈ L, and deg(M ∩W0) ≤ e1 < 2d. Since deg(L ∩W0) = d+ 1,
[5, Lemma 34] gives h1(M, IW0∩M (d)) = 0. We have h1(IResM (W0)(d−1)) = 0,
because α /∈ ResM (W0) and so deg(ResM (W0) ∩ E) < 2d. The residual exact
sequence of M ⊂ P3 gives a contradiction.
(c2.3) Assume g′ = 1.
(c2.3.1) Assume deg(L∩W0) ≥ d+ 2. Since A * N1, [4, Lemma 5.1] gives
h1(IZ1(d− 1)) > 0. Since A spans P3, we have f1 ≥ d+ 3 and hence deg(Z1) ≤
2(d− 1) + 1. Therefore there is a line R ⊂ P3 such that deg(R ∩Z1) ≥ d+ 1. If
B ⊂ L∪R, then set  := ∅. If B * L∪R, then fix o ∈ (B \B ∩ (R∪L)) and set
 := {o}. Let Q be any quadric containing R∪L∪ . Since deg(W0 ∩ (R∪L)) ≥
(d+ 1) + (d+ 2)− 1 and deg(A) ≤ d− 1, we have deg(ResQ(W0)) ≤ d− 1 and
hence h1(IResQ(W0)(d − 2)) = 0. Therefore [4, Lemma 5.1] gives W0 ⊂ Q. If
L ∩R = ∅, then IL∪R∪(2) is spanned and hence varying Q, we get A ⊂ L ∪R,
a contradiction. If L∩R 6= ∅, it is sufficient to take as o a point of B not in the
plane 〈L ∪R〉 (it exists by concision [10, Exercise 3.2.2.2]).
(c2.3.2) Assume deg(L ∩ W0) ≤ d + 1. Since f1 ≤ e1 ≤ 2d + 1, there
is a line D ⊂ N1 with deg(D ∩ W0) ≥ d + 2. We have D 6= L and hence
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e1 ≥ f1 ≥ (d+ 1) + (d+ 2)− 1 = 2d+ 2, a contradiction.
(c3) Assume g = 1. Since A spans P3, [4, Lemma 5.1] gives h1(IW1(d −
1)) > 0. Therefore deg(W1) ≥ d + 1 and hence e1 ≤ 2d + 1. Since h1(H1,
IW0∩H1(d)) > 0, we have e1 ≥ d + 2 and hence deg(W1) ≤ 2d. By Lemma 1
either there is a line L ⊂ P3 such that deg(L ∩W1) ≥ d+ 1 or there is a plane
conic T with deg(T ∩W1) ≥ 2d. The latter case does not arise, because it would
imply e1 ≥ 2d and hence deg(W1) ≤ d+ 2 < deg(T ∩W1). Therefore there is a
line L ⊂ P3 such that deg(L∩W1) ≥ d+ 1. We continue as in step (c2). QED
4 Other results
The following example with n = 3 describes the schemes A appearing in the
statement of Proposition 13.
Example 1. Let A ⊂ Pn be a connected zero-dimensional scheme such that
deg(A) = n+2 and 〈A〉 = Pn. Set {O} := Ared. Assume that A is not in linearly
general position. By [9, Theorem 1.3] we have 2O ⊂ A (where 2O is the closed
subscheme of Pn with (IP )2 as its ideal sheaf) and OA,O is Gorenstein. Fix
any hyperplane H ⊂ Pn. If O /∈ H, then H ∩ A = ∅. Now assume O ∈ H.
Since A is in linearly general position, we have deg(H ∩ A) ≤ n. Since A ⊃ 2O
and O ∈ H, we have deg(H ∩ A) ≥ n. Therefore A ∩ H = 2O ∩ H. Hence
h1(H, IA∩H(2)) = 0 and deg(ResH(A)) = 2. Hence h1(IResH(A)(1)) = 0. The
residual exact sequence of the inclusion H ⊂ Pn gives h1(IA(2)) = 0.
Proposition 13. Assume m ≥ 3, d ≥ 9, and take a 3-dimensional linear
subspace H ⊆ Pm. Let A ⊂ H be a connected degree 5 scheme not curvilinear
and in linearly general position in H. Then rm,d(P ) ≤ 4d− 2 for every P ∈ Pr
whose cactus rank is evinced by A.
Proof. By concision we may assume m = 3. Set {O} := Ared. We have h0(IA(2))
= 5 and h1(IA(2)) = 0 (Example 1). By Castelnuovo-Mumford’s lemma IA(3)
is spanned. Let H ⊂ P3 be a hyperplane. If O /∈ H, then no reducible quadric
with H as a component contains A. Now assume O ∈ H. Since deg(H ∩A) = 3,
the scheme ResH(A) has degree two and hence h
0(IResH(A)(1)) = 2. Therefore
a dimensional count gives that a general Q ∈ |IA(2)| is irreducible. Each Q ∈
|IA(2)| is singular at O. Take another general Q′ ∈ |IA(2)| and set T := Q∩Q′.
Claim 1: T is the union of 4 distinct lines.
Proof of Claim 1: Since Q and Q′ are irreducible and with O as their
singular point, Tred is a union of at most 4 lines through O and T = Tred if and
only if T has no multiple line. We have h0(Q, IA(2)) = 4 and for each line D ⊂ Q
(it is a line through O) we have h0(Q, IA∪D(2)) = 3. The effective Weil divisor
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2D of Q is a Cartier divisor and 2D ∈ |OQ(1)|. Therefore h0(Q, IA∪2D(2)) =
h0(Q, IA(1)) = 0. So Claim 1 is true just taking any Q′ 6= Q.
By Claim 1 T is a reduced and connected curve. Write T = L1∪L2∪L3∪L4
with each Li a line. Let {2O,Li} be the degree two effective divisor of Li with
O as its support. We have A ⊂ T and hence P ∈ 〈νd(T )〉. Therefore there
are Pi ∈ 〈νd(Li)〉 such that P ∈ 〈{P1, P2, P3, P4}〉. Let ri be the rank of Pi
with respect to the rational normal curve νd(Li). Sylvester’s theorem gives that
ri ≤ d and that equality holds if and only if Pi has cactus rank 2 and its
cactus rank is not evinced by a reduced scheme (Remark 1). Let Ei be the
only scheme evincing the cactus rank of Pi with respect to the rational normal
curve νd(Li). The points P1, . . . , P4 are not uniquely determined by P . Take
U1 ∈ 〈νd(L2 ∪ L3 ∪ L4)〉 such that P ∈ {P1, U1}. Since pa(T ) = 1, we have
{2O,L1} ⊂ L2 ∪ L3 ∪ L4 and hence changing U1 we may move P1 to a general
point P ′i ∈ 〈νd({2Oi, Li} ∪E1)〉. Therefore (changing simultaneously P1, . . . , P4
to some P ′1, . . . , P ′4) we may take deg(Ei) ≥ 3, unless Ei = {2Oi, Li}. Therefore
to prove Proposition 13 it is sufficient to prove that (changing simultaneously
P1, . . . , P4) for at most two indices i we have Ei = {2Oi, Li}. We cannot have
Ei = {2Oi, Li} for all i, because it would imply P ∈ 〈ν(2O)〉, where 2O is the
closed subscheme of P3 with (IO)2 as its ideal sheaf; this would imply that P
has border rank two by the proof of [5, Theorem 37] or by [6, Lemma 2.3] and
the fact the 2O is not Gorenstein. Assume that Ei = {2Oi, Li} for 3 indices
i, say i = 1, 2, 3. If r4 ≤ d − 2, then Proposition 13 holds. Therefore we may
assume deg(E4) = 3. We have 2O = E1 ∪ E2 ∪ E3. Since deg(Li ∩ Ei) > 2 and
A is in linearly general position, we have A 6= 2O ∪ E4. Since 2O ⊂ A, we have
deg(A ∪ (2O ∪ E4)) ≤ 8. Since d ≥ 7, and P ∈ 〈νd(A)〉 ∩ 〈νd(2O ∪ E4)〉, we get
a contradiction. QED
Lemma 9. Assume d ≥ 7 and that the degree 5 scheme evincing the cactus
rank of P is not connected. Then rm,d(P ) ≤ 3d− 1.
Proof. Write A1, . . . , As, s ≥ 2, be the connected components of A. Set ai :=
deg(Ai) and assume ai ≥ aj for all j ≥ 2. We have 5 = a1 + · · · + as. There is
Pi ∈ 〈νd(Ai)〉 such that P ∈ 〈{P1 . . . , Ps}〉 and hence rm,d(P ) ≤
∑s
i=1 rm,d(Pi).
If ai = 1, then rm,d(Pi) = 1. If 2 ≤ ai ≤ 4, then rm,d(Pi) ≤ (ai − 1)d − ai + 2
([5] and [4]). Therefore in all cases we get rm,d(P ) ≤ 3d− 1 (we get a stronger
inequality, unless s = 2). QED
Proposition 14. Assume the existence of a 3-dimensional linear space H ⊆
Pm such that A ⊂ H and A is not in linearly general position in H. Then
rm,d(P ) ≤ 4d− 2 for every P ∈ Pr whose cactus rank is evinced by A.
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Proof. By [2, Theorem 1] we may assume dim(〈A〉) = 3. Hence by concision
we may assume m = 3. By Lemma 9 we may assume that A is connected. Set
{O} := Ared. Since A is not in linearly general position in P3, there is a plane
H ⊂ P3 such that deg(A∩H) = 4. Since ResH(A) = {O}, we have A ⊂ H∪M for
every plane M containing O. Since h0(IO(1)) = 3 and h0(IA(2)) ≥ 5, a general
Q ∈ |IA(2)| has not H as a component. Fix a general plane M containing O
and take P1 ∈ 〈νd(Q ∩H)〉 and P2 ∈ 〈νd(Q′ ∩M)〉. Since M is general, Q′ ∩M
is a reduced conic. Hence [11, Proposition 5.1] gives rm,d(P ) ≤ 2. Since P1 has
cactus rank ≤ 4, the case n = 2 of [4] and concision gives rm,d(P1) ≤ 2d − 2.
Hence rm,d(P ) ≤ 4d− 2. QED
5 Proof of Theorem 1
Since d ≥ 4 and P has border rank 5, there is a zero-dimensional scheme
A ⊂ Pm such that deg(A) = 5, A is smoothable, P ∈ 〈νd(A)〉 and P /∈ 〈νd(E)〉
for any E ( A ([7, Lemma 2.6], [6, Proposition 2.5]). If A is reduced, then
rm,d(P ) = 5 (we are assuming that P has border rank 5 and hence rm,d(P ) ≥ 5).
Since deg(A) = 5, we have dim(〈A〉) ≤ min{m, 4}. By concision ([10, Exercise
3.2.2.2]) we may assume m = dim(〈A〉). The case dim(〈A〉) = 4 is the main
result of [2] (but for this paper we only need the easier upper bound for the
rank). If A is not connected, then rm,d(P ) ≤ 3d−1 by Lemma 9. If dim(〈A〉) = 2,
then rm,d(P ) ≤ 3d (Lemma 2). Therefore we may assume dim(〈A〉) = 3 and that
A is connected. If A is in linearly general position in 〈A〉 and not curvilinear,
then rm,d(P ) ≤ 4d − 2 by Proposition 13. If A is connected, curvilinear and
in linearly general position in P3, then rm,d(P ) = 3d − 3 (Proposition 3). If A
is not in linearly general position in P3, then rm,d(P ) ≤ 4d − 2 (Proposition
14). QED
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