Throughout the paper, the following notations are used:
• A; B and A × B, inner and cross product, respectively;
• · , Euclidean norm of a vector and spectral norm of a matrix and linear operator;
• π(r), set of all projections of point r ∈ R 3 onto a regular surface S ⊂ R 3 , i.e., points s ∈ S such that r − s = d S [r] := min s ′ ∈S s ′ − r ; (1.1)
• T s (S), plane tangent to S at s ∈ S;
• N (s), unit normal to tunnel S directed inside the tunnel;
• D V W , derivative of the field W in direction of V ;
• S s (V ) = −D V N , shape operator (Weingarten map);
• II s [V ; W ] := S s (V ); W , V, W ∈ T s (S), second fundamental form (shape tensor);
• κ − (s) ≤ κ + (s), principal curvatures, i.e., the eigenvalues of the quadratic form II s [·; ·];
• E ± (s), respective unit eigenvectors (principal eigenvectors) continuously depending on s ∈ S;
• p ± (s), lines spanned by E ± (s) (principal directions);
• τ (s) ∈ T s (S), smooth unit vector-field tangent to the meridian M[b(s)] that passes through s;
• τ * (s * ) ∈ T s * [S(d * )], similar vector-field on S(d * );
• S(d * ) := {p = s + d * N (s), s ∈ S \ ∂S}, locus of the desired locations of the robot;
• T s * [S(d * )], plane tangent to S(d * ) at s ∈ S(d * );
• N * (s), unit normal to S(d * ) directed outward S;
• Pr L , orthogonal projection onto a subspace L ⊂ R 3 ;
• ∇ V W , Levy-Civita covariant derivative, i.e., ∇ V W = Pr T D V W , where T is the tangent plane;
• Id s , identity operator acting in T s ;
• [A, B, C] := A; B × C , triple product;
• ∢(A, B), angle from A to B, where A, B ∈ T s (S) and positive angles are countered counterclockwise when looking from the side of N (s);
• R s (θ), rotation of the plane T s (S) through angle θ.
Tunnel environment
We consider a mobile robot that operates in a tunnel-like environment bounded by a regular surface S ⊂ R 3 . It is required to advance the robot through the tunnel and, in the case of a long operation, to eventually approach a certain "comfortable" value d * of the distance d to S. A troublemaking trait of the robot is that its sensing capacity is limited. In its local frame, it identifies the direction d to a minimum-distance point π(r) of S and the distance to S along any ray emitted from r at an angle ≤ α s with respect to d, where α s > 0 is a constant. Thus the robot "sees" only a small patch of S around π(r) but has no access to any global direction, including the desired direction of motion that corresponds to "advancing along the tunnel". Thus the robot has no other option but to recognize this direction from features of the sensed small patches of S.
As a result, the control objective is realistic not for any surface S: "advancement along the tunnel" should be of sense and its direction should be recognizable from observing small patches of S. A prototypical sample where these are satisfied is a circular cylinder. Then the "direction of advancement" is that of its generatrix, it can be determined as that in which any patch of the boundary has zero curvature. Inspired by this sample, we will deal with surfaces for which contortion of any patch is minimal in an acceptable direction of motion.
Now we pass to a rigorous definition. Let B be either a) the real line R, or b) the unit circle
Definition 2.1 A tunnel with the basis B is a C 3 -smooth regular surface S (with a one-dimensional boundary
in the case c)) equipped with a projection B : S → B such that
i) The projection is a proper surjective submersion: it is C 3 -smooth, maps S onto B, its differential has rank 1 everywhere, and the inverse image of any compact subset of B is compact;
is a simple closed curve and the set S is closed.
, the tunnel is said to be open, and closed otherwise. The (multivalued in general) basic coordinate b(r) := {B(s) : s ∈ π(r)} of r assesses progression of robot r through the tunnel: Progression is associated with evolution of b in a certain direction. The case of B = R is a model for a "very long tunnel".
A prototypical sample of a tunnel is a right cylindrical surface, where b is the coordinate along the axis of symmetry and the meridians are the perpendicular sections. A closed compact tunnel is exemplified by a torus that is obtained by revolving a circle about an axis coplanar and disjoint with the circle. Then the meridians are instant snapshots of the moving circle and the coordinate b = (cos ϕ, sin ϕ) ∈ S 1 assesses the rotation angle ϕ. Another example is a surface of revolution, where the generatrix is a graph of a positive function defined on the axis of revolution AoR, the meridians are the paths of the points of the revolved curve, and b is the coordinate along AoR. If the tunnel is open, the robot should reach its end, i.e., π(r) must arrive at the δ s -vicinity of ∂S, where δ s > 0 is given. We assume that the robot can recognize this event via presence of the edge ∂S in the sensory data. For a closed tunnel, it is needed to ensure that the basic coordinate eventually evolves in an altered direction with a speed separated from zero. Such a behavior is yet realistic only after tolerating a transient.
With these in mind, we denote by r(t) the position of the robot at time t and arrive at the final statement of the control objective. • In the case of a closed tunnel, the following statements are true whenever t ≥ t 0 :
i) The robot's basic coordinate b(t) is unique, smoothly depends on time, and ±ḃ(t) ≥ v b , where the sign in ± and v b > 0 do not alter with time;
ii) The distance d(t) to S smoothly depends on time and monotonically converges to d * as t → ∞.
This covers the cases of operation inside the tunnel and outside it. For the sake of definiteness, we focus on the first case. If B = S 1 , the derivativeḃ is meant as that of the angular coordinate of b ∈ S 1 . If the tunnel is open, Definition 2.2 sets an objective to run the entire length of the tunnel from an initial location to some end of the tunnel and, thus, to arrive at a position of leaving the tunnel. If the tunnel is closed, an endless progression through the tunnel in a fixed direction is targeted, with the distance d approaching d * .
Now we introduce a class of tunnels for which the direction of motion is recognizable from any its small patch. Definition 2.3 A tunnel is said to be regular if for any s ∈ S, the normal curvature of S in the meridian direction τ (s) is not minimal, moreover, it is separated from κ − (s) by a gap ∆ τ > 0 that does not depend on s:
The second claim follows from the first one if S is compact. Due to (2.2), κ − (s) < κ + (s) and so the principal directions p ± (s) and vector-fields E ± are well-defined. The right cylindrical surface is a regular tunnel since κ − = 0 and the meridian curvatures are positive. For the torus, the curvature of any meridian is r −1 and κ − = cos u R+r cos u [15, p. 157] , where R > r and the torus is parametrized by [(R + r cos u) cos v, (R + r cos u) sin v, r sin u], u, v ∈ [0, 2π). Hence the torus is a regular tunnel since r −1 > κ − . From now on, we deal with a regular tunnel. In conclusion of the section, we discover a geometric sense of i) in Definition 2.2 by using the map
which diffeomorphically maps S \ ∂S onto S(d * ) (under the assumptions of this paper, see Corollary 5.1). This map gives rise to the meridians
. Their tangents can be arranged into the smooth unit vector-field τ * on S(d * ):
In Definition 2.2, i) means that while moving nearly over S(d * ), the robot transverses the meridians in an unaltered direction at angles that are separated from zero and eventually crosses any meridian that lies in the direction of motion with respect to the initial one.
3 Assumptions of theoretical analysis Assumption 3.1 For any r ∈ S(d * ), the set π(r) of projections of r onto S contains a unique point s(r).
For convenience's sake, we define the operational zone Z op of the robot in terms of the extreme values d − < d + that are assumed by the distance d to the surface S in this zone: 
The last assumption is purely technical. 
Direction estimator
Its role is to generate the direction of motion along the tunnel: This direction should be transversal to the meridian passing through s to meet i) in Definition 2.2. The premise is the sensory data, i.e., the direction d from robot's location r to its projection s := π(r) onto S and the distance d(α, ϕ) to S along any ray R emitted from r at an angle α ∈ [0, α s ] to d. Here ϕ is the angle giving the direction of R in projection onto the plane
As a basic choice, the principal direction p − (s) might be used since it transverses the respective meridian due to (2.2). However, computation of p − (s) involves second-order differentiation of the sensory data, which is a highly unstable procedure. So we employ differentiation-free and simpler methods. We do not confine ourselves to p − (s) and a particular method but adopt a whole class of them that is delineated in the following definition. It takes into account that the direction of motion in needed only in the active operational zone Z a op := {r ∈ Z op : π(r) is not in the δ s -vicinity of ∂S} since the mission is terminated as soon as π(r) enters this vicinity. For closed tunnels, ∂S = ∅ and so Z a op = Z op . Here Gr(1, 3) is the smooth Grassmanian manifold of all one-dimensional linear subspaces of R 3 [23, pp. 42-44] . We assume that the output p(O) of DE is given in the local frame of the robot. For a DE to be useful, its exactness β should be less than the minimal angular discrepancy between p − [π(r)] and the meridian direction at point π(r) since then p(r) is transversal to the meridian, as is required. Now we discuss a particular design of DE under which arbitrarily high exactness can be achieved. Most-distant-point-based estimator (MDPBE) with parameter α e ∈ (0, α s ] finds the tangential directions (given by ϕ) of the ray R that are associated with the local maxima of the distance d(α e , ϕ), shifts every of the found ϕ's into (−π/2, π/2] by adding, if necessary, an integer multiple of π, computes the arithmetic mean ϕ → of the resultant angles, and returns the straight line p that goes in the normal plane d ⊥ in the direction of ϕ → . MDPBE is well-posed if the number of local maxima is finite.
Proposition 4.1 Let Assumptions 3.2 and 3.3 hold. For any β > 0, there is α ∈ (0, α s ] such that MDPBE is well-posed (with two local maxima) in the active operational zone and is a direction estimator with exactness β whenever α e ∈ (0, α).
The proof of this proposition is given in Section 6.
General properties of tunnels and technical facts
Let Assumptions 3.2-3.3 hold and let L N be taken from (3.3).
Lemma 5.1 The norm of the operator S s : T s (S) → T s (S) and the principal curvatures obey the estimates
(5.1)
3) and κ ± are the eigenvalues of S s . By (3.2) and (5.1), there exists ε
is positively definite, its least eigenvalue is no less than ∆ κ and so
and is invertible:
Hence h is a local diffeomorphism.
So the image h(T ) is open and the inverse image
Suppose that it is infinite. Then there exists an infinite sequence To this end, we first show this for the restriction h| (−ε,ε)×(S\∂S) , which evidently also is a local diffeomorphism and a covering map. Suppose to the contrary that its multiplicity is greater than 1 for ε = ε j ∀j, where ε j ∈ (0, ε) and ε j → 0 as j → ∞. We also pick s ∈ S \ ∂S. For any j, the fibre F s contains (0, s) and some other point
and so η j = 0. Hence
As j → ∞, the unit vector η −1 j (s − s j ) converges to the tangent plane T s (S) and so the left hand side of the last equation goes to zero, whereas its right hand side goes to 1. This contradiction proves that for all small enough ε > 0, the multiplicity of the map h| (−ε,ε)×(S\∂S) is 1 and so this map is a diffeomorphism onto its image. We assume that ε is decreased (if necessary) to this range. Now suppose that that the multiplicity M of h(·) on T is greater than 1, pick s 1 ∈ S \ ∂S ⊂ h(T ), and
the elements of the fibre F p , where p := h(0, s 1 ) = s 1 . Here 
, and s(θ) ≈ s 1 ∈ S \ ∂S ⇒ s(θ) ∈ S \ ∂S for θ ≈ 0, the diffeomorphic property of h| (−ε,ε)×(S\∂S) and (5.5) (with i := 1) yield that
with sufficiently small τ ∈ (0, 1]. We are going to show that in fact this is true with τ = 1.
Suppose to the contrary that the maximal such τ is less than 1. 
From now on, we focus on only such j's.
Suppose that there are arbitrarily large j's for which (5.6) with θ := θ j holds with the sign +. Then passing to a proper subsequence ensures that this is true for all j. In this case,
Then by passing to a subsequence once more, it can be ensured that i(j) does not alter with j, i.e., i(j) ≡ i ≥ 2 ∀j. Then passing to the limit as j → ∞ in the equation
] from the point p(τ ) to the surface S is attained at both s 1 (τ ) and s i (τ ), where
imply that s 1 (τ ) = s i (τ ), in violation of Assumption 3.2. The contradiction obtained proves that (5.6) with θ := θ j holds with the sign − for all large enough j's. Then by (5.5) and (5.6), we have
in violation of (5.8). The contradiction obtained proves that (5.7) holds with τ = 1.
It follows that
Hence
By putting θ := 1 here and taking into account that both s ′ 1 (θ) and Id s1(θ) − d 1 (θ)S s1(θ) s ′ 1 (θ) lie in the tangential plane, whereas N [s 1 (θ)] is normal to it, we see that
Then after applying the orthogonal projection onto the tangent plane T s1(θ) (S), we see that
On the other hand, (5.2) implies that the left hand side is no less than s
and so s 1 (θ) = s 1 (1) ∀θ by Gröwall's inequality. Putting θ := 0 here yields s 1 = s 1 (0) = s 1 (1) = s 2 , in violation of the foregoing. This contradiction proves that the multiplicity M = 1 and so h(·) is a diffeomorphism.
To prove the last claim of the lemma, we consider p ∈ Z op . By (3.1), p = s + dN (s), where
and partly retrace the foregoing arguments. Specifically, we first establish that s(θ) = s and d S [p(θ)] = dθ for all small enough θ by using the diffeomorphic property of the restriction h| (−ε,ε)×(S\∂S) . As before, we then introduce the maximal interval [0, τ ], τ ≤ 1 on which (5.7) holds with d 1 (θ) := θd and s 1 (θ) := s:
It remains to show that τ = 1. Suppose to the contrary that τ < 1. Then there there exists an infinite sequence
and θ j → τ as j → ∞. By passing to a subsequence, if necessary, it can be ensured that (5.6) with θ := θ j holds either with the sign + for all j or with the sign − for all j. However in the first case, we have
, in violation of the first inequality from (5.11) thanks to the established diffeomorphic property of h(·). So the second option holds:
. This contradiction completes the proof. Let E − and E + be orthonormal eigenvectors of Q associated with q − and q + , respectively. Since QC = q − C; E − E − + q + C; E + E + , we have
It remains to note that q − C ≤ QC ≤ q + C . Lemma 5.3 Let a point r = r(t) smoothly move over S(d * ) and let V (t), W (t) ∈ T r(t) * [S(d * )] be smooth non-vanishing vector-fields defined on its trajectory. For φ := ∢(V, W ), we havė
Here with a properly chosen ξ ∈ R, whereas
where (a) holds since N * is perpendicular to V . Therefore,
The proof is completed by handling [N * , V 0 ,Ẇ 0 ] likewise.
Lemma 5.4 Let s ∈ S and let ϑ ∈ (0, π/2] be the angle between the principal line p − (s) and the line l s = {g τ (s) + s : g ∈ R} tangent to the meridian. The following inequalities hold:
where ∆ τ and L N are taken from (2.2) and (3.3), respectively.
Proof: It suffices to note that
14)
. Hence by Corollary 5.1,
Now we invoke Assumption 3.3 and similarly see that
The proof is completed by gathering (5.15)-(5.17).
6 Proof of Proposition 4.1.
Let D η c ⊂ T c (S) stands for the disc in the tangent plane T c (S) with a radius of η > 0 centered at c. Formula (5.14) makes sense for any vector V ∈ R 3 . By using this, we extend the quadratic form II s [·; ·] and the associated symmetric bilinear form from the tangential plane to the entire space R 3 . If the tunnel is open, we put S 0 := {s ∈ S : s is not in the δ s -vicinity of ∂S}; otherwise, S 0 := S.
Lemma 6.1 There exists η > 0 such that for any point c ∈ S 0 , a patch P c (S) of S around c is a graph of a
Proof: Let γ be the normal section of S by the plane P that contains c and is coplanar with N := N (c) and a unit vector V ∈ T c (S). There is a smooth function f (θ) : E → R, E := (−ε − , ε + ), ε ± > 0 such that its graph is a part of γ, i.e., γ(θ) :
From now on, we consider the maximal such an interval E. The signed curvature κ(θ) of γ at point γ(θ) is
Here β is the angle between V × N and 
. By using formula (25) we see that
Hence due to (6.3), (6.4), (6.6), and (6.7)
So thanks to (5.1), (5.14), (6.8), and Assumption 3.3,
For some θ + = θ + (L N ) > 0, the solution q(θ) = tan(2L N θ) of the Cauchy problem q(0) = 0 for the ode
By (6.10), q ′ * ≤ λ(q * ) and q * (0) = 0 for q * (θ) := ±f ′ (θ), ±f ′ (−θ). Hence by [11, Th. 4.1, p. 26] , every of these q * (θ)'s does not exceed q(θ) whenever |θ| < min{ε − , ε + } and |θ| ≤ θ + , For such θ, we thus have
We are going to show that min{ε − , ε + } > θ + . Suppose to the contrary that ε σ = min{ε − , ε + } ≤ θ + , where σ = ±. Let σ = +, the case σ = − is treated likewise. For θ ∈ [0, ε + ), we have
Since γ ′ (θ) and γ ′′ (θ) stay bounded as θ → ε + − by (6.12), there exist s lim := lim θ→ε+− γ(θ) and W := lim θ→ε+− γ ′ (θ) and the vector W is not aligned with N . Meanwhile, s lim ∈ ∂S thanks to (6.14) since γ(0) = c is not in the δ s -vicinity of ∂S. It follows that the normal section γ extends as a graph of a smooth function to the right of ε + . Meanwhile, (6.13) and (6.14) imply that (6.2) holds for θ = ε + and so for θ > ε + , θ ≈ ε + . These violate the definition of ε + as an end of the maximal interval. The contradiction obtained proves that min{ε − , ε + } > θ + . Now we put η := θ + , V p := Based on (6.1) and (6.16), we see that
There is a non-decaying function ζ(·) such that ζ(̺) → 0 as ̺ → 0+ and the Hessian g
Proof: In R 3 , we pick a Cartesian coordinate system centered at c so that its x-and y-axes lie in the tangent plane T c (S) and the z-axis is co-directed with N (c). We also identify any point p ∈ T c (S) with the pair (x, y) of its coordinates. Since the map Γ := Γ c = [x, y, z(x, y)], z(x, y) := g c (x, y) is a coordinate chart on S, we have [15, p. 154 ] 19) where
After reducing η so that η < 1, we have for
By noting that ∇g c (c) = 0 due to (6.15), we have
where
Here
At the same time,
Similarly |z
It remains to note that for a given p from the basic disk D η c , the above estimates remain true with η being artificially reduced and made arbitrarily close to p − c . 
Corollary 6.1 The following relations hold for any
Now we consider a point r ∈ Z Thus B and its first and second derivatives uniformly converge to 0 as α → 0+. It remains to note that A and its first and second derivatives uniformly converge to the function λ(x, ϕ|0) and its respective derivatives since II c [·; ·] is a quadratic form. In the light of Lemmas 6.4 and 6.5, the implicit function theorem applied to the function x − λ(x, ϕ|α) yields the following properties of the root x = x(ϕ) of equation (6.21) (which also depends on r through d and c). By applying the implicit function theorem to the equation x ′ (ϕ) = 0 and reducing δ, if necessary, we see that this equation has a single root on every of the following (mod 2π)-intervals (−δ, δ), (π − δ, π + δ), (−π/2 − δ, −π/2 + δ), (π/2 − δ, π/2 + δ), this root continuously depends on r ∈ Z a op and uniformly goes to the center of the respective interval as α → 0+. Meanwhile, the last displayed formulas assure that there are no other roots and x(ϕ) attains its local maxima at two points: at the roots ϕ 0 ∈ (−δ, δ) and ϕ π ∈ (π − δ, π + δ). So MDPBE is well posed. It remains to note that it returns the line that goes in the direction of ϕ * := 1/2(ϕ 0 + ϕ π − π), where ϕ * → 0 as α → 0+ uniformly over r ∈ Z a op and ϕ = 0 corresponds to the principal direction p − (c).
