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Abstract
In this paper we address a common practical case of the m
machine sequencing problem where the objective is to minimize the
total setup cost. Setup costs are sequence dependent, and each can be
described by one of two magnitudes, one being much larger than the
other.
1. Introduction:
The scheduling of production with sequence dependent setup costs on
parallel machines is a frequent problem in practice. Finding a production
sequence for each machine that minimizes the total setup cost requires
solving multiple traveling salesman problems. Since each traveling
salesman problem is NP-Hard, the general problem of minimizing total
setup costs on multiple machines quickly becomes intractable.
However, in the manufacture of chemicals, it is often the case that
the setup costs fall in two classes, large and small, where the large setup
costs dominate, i.e. are orders of magnitude greater than the small setup
costs. Frequently a large setup cost occurs when it is necessary to scrub
out a machine between the production of two products. This is necessary
whenever the residue left by the first product would interfere with the
production of the second. Consider a mixing tank that is used to produce
two transparent resins: CLEARA and CLEARB, and two opaque resins:
RED and BLACK. Position ij in the matrix below represents the cost of
the setup when resin i (row) precedes resin j (column).
CLEARA CLEARB RED BLACK
CLEARA -- 1 1 1
CLEARB 1 - 1 1
RED 100 100 -- 100
BLACK 100 100 100 -
Since the residue left in the tank by a transparent resin is not sufficient to
affect the color of the other resins, production of any other resin can begin
immediately after the tank is emptied of either CLEARA or CLEARB. But,
because of the die in the opaque resins, the tank must be scrubbed after it is
emptied of either RED or BLACK. The cost of a large setup (100), emptying
and scrubbing the tank, is many times that of a small setup (1), emptying
the tank. Clearly, the benefit of eliminating one of the small setups pales
in comparison to the benefit of eliminating a large one. From a practical
point of view, the objective of minimizing total setup cost is equivalent to
minimizing the number of large setups.
In other more complex examples, the sequence dependent setup costs
may include other components such as: adjusting gauges, connecting
hoses, etc. These other components can cause small variances within the
two classes of setup costs. But if these intra-class variances are dwarfed by
the large setups, it continues to be appropriate to first minimize the number
of large setups, and then do a local search for marginal improvement in
total setup cost.
We present a methodology for sequencing products on m parallel
machines to minimize the number of large setups. Products are first
aggregated into families. A branch and bound procedure is then used to
allocate the production of families to machines. We present an algorithm
for obtaining lower bounds on the number of large setups that result from a
partial allocation. This algorithm also produces a sequence of the families
allocated to each machine that is optimal with respect to the number of
large setups. Finally, under the assumption that small setups are orders of
magnitude less expensive than the large ones, heuristics are employed to
sequence the products within the families.
The methodology that we present resulted from our analysis of the
data for a set of sequencing problems for a large chemical manufacturer.
Each period, this manufacturer receives a list of minimum production
quantities for a subset of his products that are produced on several large,
parallel machines. Because there is excess demand in the market for his
products, he can sell anything that he can produce, and the machine time
that is lost due to setups corresponds directly to lost profit. The
manufacturer wants a production sequence that meets his requirements
and minimizes this loss due to setup time. We represent setups as costs in
the objective function. Because setup times are short relative to production
run lengths, we are able to ignore them in the capacity constraints without
creating serious infeasibility problems. Our methodology is appropriate for
solving the class of parallel machine sequencing problems where setup
times do not have significant effect upon machine capacity, and all setup
costs can be described by one of two magnitudes, one of which is many
orders larger than the other.
2. Assumptions:
In the chemical industry, customers frequently sign long term
contracts (years) for the total amount of product that they will need. The
supplier is given leeway regarding the timing of deliveries so long as
certain proportions of the total are delivered prior to specific deadlines.
Long term planning models are used to determine production
requirements for each scheduling period (months) to meet these deadlines
without violating capacity.
The problem that we address, is that of translating these single
period requirements into a production sequence. We make the following
assumptions:
1. Single period.
2. Minimum production requirements D = {dj: j=l,...,n) are specified
for each product.
3. Each machine has capacity = C, and there is sufficient total
capacity to produce all requirements. (We show how this
assumption can be relaxed.)
4. m machines.
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5. Products J={1....n) can be produced on machines K={1, ... , m}).
6. Production rates P = (pj: j=l,...,n) are specified for each
product, and are the same for all machines. (We show how
this assumption can be relaxed.)
7. Setup times are short relative to production times and can
be ignored for purposes of capacity feasibility.
8. The amount of machine capacity consumed by a production batch
is proportional to its size.
9. Setup costs S = sij: i=l,...,n; j=l,...,n) are sequence dependent,
and can be partitioned into two sets, SMALL and LARGE, such
that for some positive integers x and M:
Sij E SMALL : sij x
sij e LARGE : Mx < sij < (M + 1)x,
where M >> x.
10. Machines are initially setup for some product.
Assumption 1, 2, and 3 are justified in the context of detailed scheduling,
where longer horizon planning models provide the production
requirements for this model. Assumption 4 generalizes the instances of the
problem that we experienced. In many cases fewer than four or five
machines are involved. Assumptions 5, 6, and 7 result from the specific
problem instances that we analyzed. In Section 10, we show how our
methodolgy can be modified when Assumptions 5 and 6 do not hold.
Assumption 7 may appear restrictive. But when setup times are
significant, it is often adequate to simply adjust the capacity of each
machine to allow for an "expected" amount of setup time. Assumption 8
requires that there be a linear relationship between the size of a production
batch and the amount of machine capacity that it consumes. In cases
where this assumption is not valid, it is often possible to obtain a good
solution by using a linear approximation to the true relationship.
Assumption 9 is the requirement that there be only two magnitudes of setup
costs, where one dominates the other. Finally, assumption 10 is valid
whenever schedules are developed for a factory that is already in operation.
3. Product Families:
In many problem instances, products can be grouped into families,
i.e. groups of products within which the setups are inexpensive. Once a
machine is setup for a product in a given family, any or all of the products
in that family can be produced without incurring an expensive setup.
We use these families of products as a natural means of simplifying
the scheduling problem to one that can be solved easily. First we identify
the families of products. Then, since expensive setups occur only between
families, and not within them, we minimize the number of large setups by
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developing production sequences in terms of families. Finally, we employ
simple heuristics to sequence the products within families.
By representing the setup cost structure with a graph, the families
can be readily identified. Let G'=(N',E') be a directed graph where N' is the
set of nodes and E' is the set of edges. Let nie N' for each product i, and let
eije E' if and only if there is an inexpensive setup between products i and j.
Associated with each node ni is a number ri = di / pi representing the
amount of machine capacity that is required to produce the minimum
production requirement of product i.
Table 1 lists the sequence dependent setup costs for 10 products: Al,
A2, A3, B1, B2, B3, C1, D1, El, and E2. The graphical representation of this
setup cost structure is shown in Figure 1.
r-3
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Figure 1. Graph G'=(N',E')
Since each edge in this figure represents an inexpensive setup (cost = 1), a
directed path represents a production sequence that does not require any
expensive setups. The sequence A1-A2-A3-B1-B2-B1-B3 is such a sequence.
However, the sequence A1-A2-A3-C1-D1 is not because there is no directed
arc, i.e. no inexpensive setup, between products A3 and C1.
The strongly connected components of this graph represent families
of products. (NOTE: A strongly connected component (SCC) is a maximal
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set of vertices in which there exists a directed path from every vertex to
every other vertex.) A depth first search can efficiently identify these
strongly connected components (SCC's). In figure 1, the nodes Al, A2, and
A3 are one family; the nodes B1, B2, and B3 are another family; node C1 is
alone in a family; node D1 is alone in a family, and nodes El and E2 are a
family.
Graph G'=(N',E') can be reduced to a smaller graph G=(N,E) in the
following manner: The nodes N are obtained by replacing the stongly
connected components (families) in G'=(N',E') with single nodes. i.e. If
SCi=(n i , ..... , nj) and SCk=(nk, .... ,nl) are SCC's in the graph G'=(N',E'),
then they can be represented by individual nodes nie N and nke N in the
reduced graph G=(N,E). The nodes N in the reduced graph G represent
families of products. Associated with each node niE N is a capacity
requirement ri representing the amount of machine capacity that is
required to produce the total production requirement for family i. The
edges E are obtained from the edges between strongly connected
compontents in the original graph. i.e. If there is an edge ei,k in the
original graph G'=(N',E') from some node nje SCi to some node , njE SCk
then there is an edge ei,ke E . The edge set E represents the inexpensive
transitions between families of products.
Figure 2 shows the reduced graph that would be created from the
graph in Figure 1. The families A, B, C, D, and E have been created from
the nodes that are prefixed by these letters in Figure 1. Note that the
aggregate machine capacity requirement, equal to the sum of the machine
capacity requirements of the individual products, is specified next to each
"family" node. Several observations can be made at this point:
1. The reduced graph is directed and acyclic.
2. A production schedule for a machine could be represented as a
sequence of nodes in the graph.
3. If such a production schedule is also a directed path, then that
schedule does not require any expensive setups.
A production schedule for each machine can be represented by a sequence
of nodes in the reduced graph. The number of expensive setups is equal to
the number of edges that must be added to convert the sequence into a
directed path. For example, suppose that a machine were scheduled to
produce the sequence of families: A, B, C. Since it is necessary to add an
edge between node B and node C to turn this sequence into a directed path,
one expensive setup would be incurred.
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Figure 2. Graph G=(N,E)
4. The Algorithm:
The procedure that we have developed determines optimal sequences
of families of products on the m machines. We provide an algorithm that
for a given allocation of families to a machine, determines a sequence that
is optimal in terms of the number of expensive setups. It also provides a
lower bound on the number of expensive setups that are required for any
superset of the given set of allocated families. We take advantage of this
algorithm in a branch and bound procedure for allocating the production of
families to machines. Finally a sequence is developed for the products
within each family. The steps of our procedure are as follows:
1. Create a graph G'=(N',E') : nje N' for each product j, eije E' if 3 an
inexpensive setup between products i and j. Recall that
rj = machine capacity required to produce the demand for
product j.
2. Create the reduced graph G=(N,E) from G'=(N',E') where each
node ne N is a strongly connected component (family) in
G'=(N',E'); the edges eij E E are the edges between the strongly
connected components of G'=(N',E'), and the machine capacity
requirements of each node n e N is equal to the sum of the
requirements of the products in the corresponding family.
3. Perform the branch and bound procedure described below to
allocate production of families to machines to minimize the total
number of expensive setups.
4. Sequence the individual products.
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5. Branch and Bound Procedure to Allocate Families to Machines:
Each node of the branch and bound is characterized by the following
data: [a];(1l,...,(m; cl,...,cm; 0, and is assigned a label of the form:
{Q)l},...,{(Im}; C1,...,Cm ;0, where:
[a] is a matrix where aij, the element in row i column j, represents
the amount of machine i's capacity that is allocated to family j.
(i is a set containing the families j for which aij > 0.
ci is the amount of machine capacity on machine i that has not yet
been allocated.
0 is a set containing pairs Oj = (j, rj). Each pair corresponds to a
family j for which production equal to rj > 0 units of machine
capacity still needs to be allocated.
Initialization:
Let C be the capacity of each machine. Let IPi be the product for
which machine i is setup initially, and let IFi be the family to which IPi
belongs. Note that IPi corresponds to a node in the graph G'=(N',E'), and
IFi corresponds to a node in the graph G=(N,E). The following logic is used
to initialize the branching procedure (The notation X = X + {x) is used to
represent the addition or deletion of an element x from set X. ):
For i = 1 to m
j = IFi
If rj < C then 0 = 0 - j; ci = C - rj; aij= rj; rj = 0
Else aij =C ;ci =0; rj=rj- C
Qi = j)
Next i
This logic allocates to each machine the production of the product family for
which it is initially set up. The amount allocated is equal to the minimum
of the machine's capacity or the remaining unallocated demand for the
product family.
Branching:
From a given node in the branch and bound tree, we randomly
select a family j* such that j* E 0. We create branches corresponding to
the allocation of family j* to each machine i for which ci > 0. Thus, at most
m branches are created from a given node. Let [a];(Iil,...,qDm;c,...,cm;O}
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be the node from which we are branching. Let j* be the randomly chosen
family such that j* E 0. Let [a];4l',...,cm';cll',...,cm;O'} be a child
node. The children nodes are determined as follows:
Randomly select j* E {j* I Oj* E 0}
For i = 1 to m
If ci > 0 then
Create a new child node with the following data
Set aij' = aij V ij
If rj* < ci then
aij* = rj*
o,= o - j*}
ci' = ci - rj*
rj* '= 0
Else
aij* = ci
ci' =0
rj* ' = rj* - ci
Oi'= Di +{j* 
For k = 1 to m,k • i
ck' = k
ck' = Ck
Next k
Next i
This procedure can be used recursively to build a tree according to a
strategy such as depth first, breadth first, or best first search. If the
complete tree were enumerated, all leaf nodes would have 0 = V. But
fortunately, we have developed a lower bounding procedure which, in most
cases, makes it unnecessary to enumerate the entire tree.
A simple example for a two machine problem illustrates the branching
procedure. Consider the data in Tables 1, 2, and 3. These data correspond
to the graphical representation of setup costs that is depicted in Figures 1
and 2. After initialization, the data for the root node of the branch and
bound tree is:
alA = 17, a2D = 8; h1 =(A}, I2 =(D); cl = 18, c2 = 27; 0 = {(B,16), (C,5), (E,14)),
and it is given the label: {A),{D};18,27;{B,16)},C,5),{E,14). To create the
children of this node, we select randomly from among the pairs belonging
to 0. Suppose we choose (B,16). We will create two nodes, each
corresponding to an allocation of family B to one of the two machines. The
node corresponding to the allocation of family B to machine 1 is:
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alA =17,alB =16,a2D = 8; 01 ={AB),I2 =(D); cl = 2, C2 = 27; 0 = (C,5), (E,14)},
and its label is: {AB},{D};2,27;{C,5),{E,141. The node corresponding to the
allocation of family B to machine 2 is:
aA =17,a2B =16,a2D = 8; Q1 =(A),Q2 =(BD); cl =18, c2 =11; 0 = {(C,5), (E,14)},
and its label is: {A),(BD}; 18,11;C,5},(E,14). The complete tree that is shown
in Figure 3 would result if we continued this process, assuming that family
C is the next random choice for allocation.
6. LowerBounding:
We have developed a lower bounding algorithm to help reduce the
number of nodes that need to be considered. The procedure, which we refer
to as The LB Algorithm, provides a lower bound on the number of expensive
setups for a partial allocation of products to machines. For example, for a
given partial allocation ([a];l,.., m c,..., cm ; 0 ), The LB Algorithm
determines a lower bound on the number of expensive setups that will need
to be performed in any schedule in which machine i is initially setup for
family IFi and produces at least the families allocated to it by Oi, for i =
1,...,m. We first present the algorithm, and then prove its validity.
The algorithm makes use of the reduced graph in which the nodes
represent families of products and the directed edges represent inexpensive
setups between families. It is based on the idea that if a given set of product
families (i.e. nodes) can be put in a sequence that corresponds to a directed
path in the graph, then no expensive setups would be required by that
sequence. Similarly, if at least x directed edges must be added to the graph
to create a directed path that passes through the given set of product
families, then every production sequence that includes these families
requires at least x expensive setups.
The following sub-routine, The Marking Algorithm, determines the
minimum number of directed edges that must be added to graph G=(N,E)
in order to create a directed path that originates in node IFi, and passes
through the nodes in set Q(i. We prove this claim in section 7. In the
following description of the algorithm, we simplify the notation by replacing
IFi and Oi with I and . All paths are assumed to be directed:
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Marking(G=(N,E),I, )
#SETUPS = 0
M= (I)
U = - {I)
CURRENT = [I)
While (U) • 1
While 3 a path PCURRENTj je U, and V path Pkj : ke U, kj
U=u- 0)
M =M+ )
CURRENT= j
End While
If U * then
Select 1e U :3 path Pk,l: ke U, kxl
u=u-}l)
M = M)+ (1
CURRENT =1
#SETUPS = #SETUPS + 1
End
End While
Return (#SETUPS)
The algorithm uses two sets: the set of marked nodes M and the set of
unmarked nodes U. Initially, node I is the only marked node, all other
nodes in set are unmarked. Node I is the first CURRENT node. The
network is searched for a path Pcurrentj from CURRENT to an unmarked
node je U, such that there does not exist a path Pkj from any other
unmarked node ke U to j. If such a path is found, then node j is marked,
i.e. deleted from set U and added to set M, and becomes the new CURRENT
node. If no such node exists, then it is impossible to reach all of the
unmarked nodes from the CURRENT node without adding at least one
directed edge to the network. Otherwise, the graph would contain a cycle.
The algorithm selects a node le U such that there does not exist a path Pk,j
from any other unmarked node ke U to 1. This node is marked and
becomes the new current node, and #SETUPS is incremented. The
algorithm continues to mark nodes in this manner until all of the nodes in
( have been marked, i.e. U = . Although the above pseudo-code for the
Marking Algorithm does not explicitly define a mechanism for keeping
track of the order in which nodes are marked, it is necessary that this be
done. In Section 8 we show how this order can be used to develop a
production sequence.
The Marking Algorithm is used as a subroutine by The LB
Algorithm. For a given partial allocation ([a];Oil,..., m; cl,..., cm ; 0 ) and
reduced setup graph G=(N,E), The Lower Bounding Algorithm considers
the machines individually. For each one it determines the minimum
number of large setups that will be required by a sequence that starts with
Ii (the family for which the machine is initially setup), and includes the
families which are allocated to it ( i.e. the families in the set 4i ) by calling
the Marking Algorithm. By summing the number of large setups that are
required on each machine, the lower bound is obtained.
Consider the partial allocation (alA=17,alc=5,a2B= 16,a2D=8 ; ) l =
(AC},a2=BD}; 13, 11; {E,14)) for our two machine example. According to
this allocation, 17 units of machine l's capacity are allocated to family A,
and 5 units are allocated to family C. Similarly, 16 units of machine 2's
capacity are allocated to family B and 8 units are allocated to family D. The
Lower Bounding Algorithm calls the Marking Algorithm for each of the
two machines. For machine 1 the Marking Algorithm is called with the
arguments 1l = {A,C), the families allocated to it, and IF1 = A, the family
for which it is initially setup. It starts with M = {A}, U = (C), and
CURRENT = A. Since C is the only unmarked node, it is selected for
marking. Since there is not a path from CURRENT to C, #SETUPS is
incremented to 1. After C is deleted from set U, U = and #SETUPS = 1
is returned as the number of expensive setups for machine 1. For machine
2 the Marking Algorithm is called with arguments 02 = (B,D),the families
allocated to it, and IF2 = D, the family for which it is initially setup. It
starts with M = {D), U= (B), and CURRENT = D. Since B is the only
unmarked node, it is selected for marking. Since there is not a path from
CURRENT to B, #SETUPS is incremented to 1. Now U = and #SETUPS =
1 is returned as the number of expensive setups for machine 2. Finally the
Lower Bounding Algorithm sums the lower bounds for the two machines
to obtain a lower bound of 1 + 1 = 2 for the partial allocation
(aIA=17,alc=5,a2B=1 6,a2D=8 ;1 ) = (AC)}, 2={BD); 13, 11; E,14}).
This lower bound can be verified in Figure 2 where it is clear that at
least 1 edge must be added to G=(N,E) to create a path that originates in
node A (because IP1 = A3 and A3e A) and passes through C. Similarly, at
least 1 edge must be added to G=(N,E) to create a path that originates in
node D (because IP2 = D1 and D1e D) and passes through B. Thus, given
that the 2 machines are initially setup for product families A and D
respectively, any allocation in which families A and C are produced on
machine 1 and families B and D are produced on machine 2, requires at
least 2 large setups.
In Figure 4, the lower bounds for each node in the branch and bound
tree are displayed in boxes attached to the nodes. Assuming that the nodes
of the tree are evaluated in the order indicated, the LB Algorithm
eliminates the need to evaluate the nodes in the lower-right portion of the
tree. The optimal allocation is (1) = {AB), 2 = CDE), produce families A
and B on machine 1 and families C, D, and E on machine 2. With this
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allocation, there exist sequences for machines 1 and 2 such that only a total
of 2 expensive setups are required.
7. Proof of Lower Bound.
In our graphical representation of the problem (e.g. Figure 2),
directed edges represent inexpensive setups between families of products.
The number of expensive setups that are required by a given production
sequence is equal to the number of directed edges which must be added to
this graph in order to represent the sequence as a directed path. Recall
that the reduced graph G=(N,E) is acyclic, as shown in Section 3. Thus, it
suffices to prove that the Marking algorithm identifies the minimum
number of directed edges that must be added to a directed acyclic graph in
order to create a directed path originating at node I and passing through
the nodes in set (D. We first prove a Lemma which will be used later:
Lemma: For any subgraph of a directed acyclic graph, at least one node
has no entering edges.
Proof: We first note that any subgraph of a directed acyclic graph is
acyclic. Therefore, we need only show that for any directed acyclic
graph, at least one node has no entering edges. Suppose that the
claim is not true and that there exists a directed acyclic graph in
which each node has at least one entering edge. Then we can
choose any node in the graph and mark it. We can then backtrack
along an edge that enters this node to the node from which it
originates. We can then mark this node and backtrack along an
edge that enters it. By our assumption that each node has at least
one entering edge, we can continue backtracking and marking
nodes in this manner until either: 1) We backtrack to a previously
marked node, or 2) All nodes are marked. Case 1 is impossible
since the graph is acyclic. For case 2, the last node marked can
have no entering edges, otherwise there would be a directed edge
from a previously marked node to this last node, i.e. a cycle. Since
the graph is acyclic, there must be at least one node with no
entering edge.
We will now present a proof of our main result, that the Marking
Algorithm identifies the minimum number of directed edges that must be
added to a directed acyclic graph in order to create a directed path
originating in some node I and passing through the nodes in set i.
Theorem: At every step of the Marking Algorithm, the value of the variable
#SETUPS is equal to the minimum number of directed edges that
must be added to the graph G=(N,E) to form a directed path which
originates at node I and passes through all of the nodes ne M.
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Proof: The proof is by induction:
Let:
- Ix I - the cardinality of set x.
- Mi - the set of nodes n M when IMI= i.
-Ui the set of nodes n U when I M = i.
- #SETUPSi the value of #SETUPS when I M = i.
CURRENTi - the value of CURRENT when I M I = i.
For M 1 = {I}), #SETUPS1 = 0 which is clearly the mimimum
number of edges that must be added to create a directed path
originating in node I and passing through node I e M 1.
Now assume that #SETUPSn is the minimum number of edges
that must be added in order to form a directed path that originates
in I and passes through all of the nodes in Mn. There are two
cases:
CASE 1: 3 a path PCURRENTj :j e U, and N path Pkj :k e U.
Then Mn+l = Mn + {j} and #SETUPSn+l = #SETUPSn.
Clearly, any directed path which passes through all the nodes in
Mn+l also passes through all the nodes in Mn. By assumption, it
is not possible to form a directed path through all the nodes of Mn
by adding fewer than #SETUPSn edges. Thus, it is not possible to
form a directed path through all the nodes in Mn+l by adding
fewer than #SETUPSn+l = #SETUPSn edges.
CASE 2: U • , path PCURRENTj :j E U, and ] path Pkj :k 
U.
Then we select le U: path Pk,l: k E U. The existence of such a
node 1 is guaranteed by the Lemma above. After marking this
node, we have: Mn+l = Mn + (1) and #SETUPSn+l = #SETUPSn +
1. We know that there cannot exist a path Pl,k where ke Mn
because the existence of such a path would have prevented us
from marking k. (Recall that we can only mark nodes when there
do not exist any paths to them from unmarked nodes.) Since there
does not exist a directed path from CURRENTn to , we cannot
create a directed path which originates in I and passes through
all of the nodes in Mn+l without adding at least #SETUPSn+l =
#SETUPSn + 1 edges.
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8. Sequencing the Families:
Obtaining the optimal sequence for a given allocation of product
families to machines is a straight forward procedure. Recall how the
Marking Algorithm works: It determines the minimum number of
expensive setups that are required by a sequence that begins with node
(family) I and includes all of the nodes (families) in set 0. It starts with
node I as the CURRENT node. All other nodes in set 'D are unmarked.
Until all of the unmarked nodes have been marked, it iteratively selects one
of the unmarked nodes, marks it, and makes it the new CURRENT node.
Let #SETUPS* be the minimum number of directed edges that must be
added to graph G=(N,E) in order to create a directed path that originates in
node I, and passes through the nodes in set 4. At each iteration, either
there is a directed path from the CURRENT node to the node selected for
marking, or #SETUPS is incremented. Recall that a directed path between
two nodes represents an inexpensive setup or series of setups between the
two corresponding families. #SETUPS is incremented only when an
expensive setup is required between the CURRENT node (family) and the
node (family) selected for marking. In Section 7, we showed that when the
algorithm terminates, #SETUPS = #SETUPS*. By utilizing the paths that
exist between successive nodes, we can build a sequence of families FS for
machine k as the algorithm unfolds. This sequence is optimal in the sense
that the number of expensive setups that it requires is equal to #SETUPS*.
To facilitate the description of the logic that is used to build this sequence,
we define the following function:
APPEND(ca,) = the sequence that results when the sequence 3 is
appended to the sequence o.
As before, we use I x I to represent the cardinality of set x. Thus I ck I is the
number of families allocated to machine k. Recall that IFk is the family
initially setup on machine k. The logic used to build the sequence of
families FS for machine k is as follows:
FSo = IFk
CURRENT = IFk
For i=l to k
Let j be the ith node (family) to be marked by the Marking
Algorithm.
If 3 path PCURRENTj then FSi = APPEND( FSi-1, PCURRENTj )
Else FS i = APPEND( FSi 1 , j)
Next i
In the process of building the sequence for machine k, there will be exactly
#SETUPS occasions where there does not exist a directed path from
CURRENT to the marked node. Since an expensive setup is required only
when such a path does not exist between successive nodes (families), the
final sequence FS k requires exactly #SETUPS* expensive setups. Thus,
we can easily transform an optimal allocation of families to machines into
an optimal set of sequences for the machines.
Returning to our example, recall that the optimal allocation was to
produce families A and B on machine 1, and families C, D, and E on
machine 2. For machine 1 the Marking Algorithm is called with
arguments 1 = A,B) and IF1 = A. It starts with M = (A), U={B}, and
CURRENT = A. Since there is a directed edge from A to B and B does not
have any incident edges from any other unmarked nodes, the sequence for
machine 1 is A-B, and no expensive setups are required.
For machine 2 the Marking Algorithm is called with arguments
02 = (C,D,E) and IF2 = D. It starts with M = D), U=(C,E), and CURRENT =
D. Since there are no directed paths from CURRENT to either of the nodes
in set U of unmarked nodes, the algorithm selects a node 1 E U such that 1
has no incoming edges from unmarked nodes. In this case either C or E
may be selected. Suppose that C is selected. Then C is marked, i.e. deleted
from set U, and becomes CURRENT. Finally, since E is the only node
remaining in set U, E is marked. The sequence of families for machine 2 is
then D-C-E. Since there is not directed path from either D to C or from C to
E, two expensive setups are required. Note that the total number of
expensive setups required for both machines is equal to 0 + 2 = 2, the same
number given by the Lower Bounding Algorithm.
9. Sequencing the Products within a Family:
After an optimal sequence of product families is obtained for each
machine, it is necessary to sequence the individual products within each
family. If there are only a handful of products within a family, as is often
the case, total enumeration may be a reasonable alternative. If it is not, the
use of heuristics is justified by the setup cost structure; The setups between
products within the same family have only a small effect upon total setup
cost.
Recall from Section 1 that the structure of the setup costs permits us
to solve the scheduling problem in two stages: first allocating sequences of
families to each machine, and then sequencing the individual products
within the families. However, the sequence of families imposes certain
restrictions upon the way in which their products can be sequenced. In
particular, if some family Y follows some other family X in the sequence
for a given machine, and there is an inexpensive setup between them, then
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it is necessary that the sequences of products within these two families be
constructed such that an inexpensive setup can be made between the last
product in the sequence for family X and the first product in the sequence
for family Y. To illustrate this concept, consider the example described in
Sections 3, 5, and 6. Recall that the optimal sequence of families for
machine 1 is A-B, family A followed by family B. In order to permit an
inexpensive setup between these two families, product A2 would have to be
the last product in the sequence for family A, and either product B1 or B2
would have to be the first product in the sequence for family B. It is
necessary that the products within the families be sequenced according to
these restrictions in order to guarantee that the number of expensive setups
in the final sequences of products is equal to the number obtained in our
branch and bound procedure for sequencing the families.
The general approach that we take is to sequence the products in
each family independently, and then concatenate the sequences in the order
specified by the optimal sequence of families. The products in a given
family are sequenced according to the following restrictions:
(1) If there exists an inexpensive setup from the last product in the
preceding family's sequence to a product in the current
family, then the first product in the current family's sequence
must be chosen to allow such a setup.
(2) Each product in the family appears in the sequence at least once.
(3) If there exists an inexpensive setup between this family and the
next family, then the last product in this family's sequence must
permit such a setup.
For the first family, we replace (1) with (1*):
(1*) The first product in the first family's sequence is the product
which is initially setup.
For the last family, (3) does not apply. All products in the last family are
eligible to conclude its sequence.
We describe two heuristics, GREEDY and LONGEST PATH, for
sequencing the products within a given family according to the restrictions
above. Both depend upon being able to determine the minimum cost path
between every pair of products in a family. Floyd's Algorithm [1], an O(n3 )
algorithm for finding the minimum distance path between every pair of
nodes in a network, can be used for this purpose.
To facilitate the description of these heuristics, we require the
following definitions:
PRODUCTS = a set containing all of the products in the family.
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FIRST = The set of products which qualify to lead-off for the family
according to the restrictions above.
LAST = The set of products which qualify to be the last product in the
family's sequence according to the restrictions above.
COST = A square matrix whose dimension is equal to the number of
products in the family. Position i, j represents the cost of the
minimum length path from product (row) i to product
(column) j.
Pij = A sequence of products describing the minimum length
path from product i to product j.
PRODSEQ = the sequence of products that is to be created.
Note that the sequences PRODSEQ and Pij V ij may be represented with
either arrays or linked lists. The logic for the GREEDY heuristic is as
follows:
Greedy(PRODUCTS, FIRST, LAST)
Randomly select some product k: k E FIRST
Delete k from PRODUCTS
PRODSEQ = k
=k
While PRODUCTS * a
Select le PRODUCTS: COST(r,1) < COST(tj) je PRODUCTS
PRODSEQ = APPEND(PRODSEQ, PX,l )
Delete 1 from PRODUCTS
x=1
If X e LAST then Return PRODSEQ.
ELSE select 1 e LAST: COST(x,l) < COST(rj) je LAST;
APPEND(PRODSEQ,1); RETURN PRODSEQ.
End.
The procedure starts with a sequence composed of only a single product,
chosen at random from the set FIRST. It builds upon this sequence by
appending products or sequences of products to its end. Throughout the
procedure, the variable x represents the product most recently appended to
the sequence, and the set PRODUCTS contains those products which are
not yet included in the sequence. At each pass through the "While" loop,
the algorithm selects the product in this set to which the setup (or sequence
of setups) from X is least expensive, and appends the sequence accordingly.
After all of the products in the family are included in the sequence, the
algorithm checks whether x, the last product in the sequence, is in the set
LAST, the set of products which can be used to conclude the sequence. If it
17
is not, then it appends the sequence with the minimum cost path to a
product in the set LAST.
To demonstrate the GREEDY algorithm, we apply it to the optimal
family sequence for machine 1 of the example discussed previously. Recall
that this sequence is A-B. GREEDY is first called for family A and then for
family B. It develops sequences of products for both families. The final
product sequence for machine 1 is obtained by concatenating these two
sequences. The minimum cost paths Pij and the COST matrices for these
two families are shown in Tables 6 - 9. When GREEDY is called for family
A, the arguments are as follows:
PRODUCTS = (Al, A2, A3)
FIRST = (A3)
LAST = {A2)
The set PRODUCTS contains all of the products in family A. A3 must be
the first product in the sequence since it is the product for which machine 1
is initially setup. A2 must be the last product in the sequence for family A
because it is the only product from which it is possible to take advantage of
an inexpensive setup to family B. The algorithm first chooses A3 since it is
the only product in set FIRST. It then compares the cost of setting up next
to Al versus A2. The shortest path to Al is A3-A1 with cost = 1. The
shortest path to A2 is A3-A1-A2 with cost = 2. Thus Al is the next product
in the sequence. Finally, since A2 is the only remaining product in set
PRODUCTS, A2 becomes the third product in the sequence. The sequence
at this point is A3-A1-A2. Since all of the products in family A are included
in the sequence, and A2 is in the set LAST, we are finished with family A.
GREEDY is now called for family B. The arguments are:
PRODUCTS = ({B1, B2, B3)
FIRST = {Bl,B2)
LAST = {B1, B2, B3}
The set PRODUCTS contains all of the products in the family. The set
FIRST contains B1 and B2 because they are the only products in set B into
which there is an inexpensive setup from A2, the last product in family A's
sequence. Note that if there were no inexpensive setup from A2 to any
product in family B, then the set FIRST would contain all of the products in
family B; They would all be eligible to start the sequence for family B.
Finally, the set LAST contains all of the products in the family. Since we do
not have to worry about facilitating an inexpensive transition from family B
to a subsequent family, any of the products may be the last one in family B's
sequence The algorithm selects randomly among the products in set
FIRST. Suppose that it chooses B1 to be the first product in the sequence for
family B. It then compares the cost of setting up from B1 to B2 versus from
B1 to B3. Since both setup B1-B2 and B1-B3 have cost = 1, the algorithm
chooses randomly between them. Suppose that B2 is chosen to be the
second product in the sequence for family B. Then, since B3 is the only
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product which is not already included in the sequence, the path from B2 to
B3 is appended after B2. From Table 9 and Figure 1, we see that the
shortest path from B2 to B3 is B2-B1-B3. The sequence becomes B1-B2-B1-
B3. Since all of the products in family B are included in the sequence, and
B3 is in set LAST, we are finished with family B. The complete sequence for
machine 1 is A3-A1-A2-B1-B2-Bl-B3, and the total cost - 6. Notice that B1
appears twice in the sequence. If the algorithm chooses B2 instead of B1 as
the first product in family B's sequence, then the sequence for B is B2-B1-B3,
and no product is repeated. The complete sequence is A3-A1-A2-B-B1-B3,
and the total cost = 5.
The intuition behind the LONGEST PATH heuristic is that it
attempts to include as many products in the sequence as possible before any
are repeated. It does this by considering all of the minimum length paths
that originate in products in the set FIRST, and selecting the one with the
greatest cardinality, i.e. the one which includes the largest number of
products. This path serves as the beginning of the family's sequence. The
logic of the LONGEST PATH heuristic is as follows:
Longest Path (PRODUCTS, FIRST, LAST)
Select Pkl: k e FIRST, 1 PRODUCTS, and I Pkll I Pijl
V i FIRST, j E PRODUCTS
PRODSEQ = Pkl
r=1
For each product j E Pkl delete j from set PRODUCTS
While PRODUCTS * 
Select is PRODUCTS: COST(r,i) < COST(,j) j PRODUCTS
PRODSEQ = APPEND(PRODSEQ, PX,i )
Delete i from PRODUCTS
x=i
If X E LAST then Return PRODSEQ.
ELSE select i e LAST: COST(r,i) < COST(rj) jeLAST;
APPEND(PRODSEQ,i); RETURN PRODSEQ.
End.
The algorithm first selects that minimum cost path from a product in set
FIRST which includes the largest number of products, i.e. has the
maximum cardinality. This path is used as the beginning of the sequence
for the family. At this stage, the algorithm operates exactly as the
GREEDY algorithm does: it appends minimum length paths to the
sequence until all products are included. Finally, it uses the same logic as
the GREEDY procedure to guarantee that the last product in the sequence
is in the set LAST.
To demonstrate the LONGEST PATH algorithm, we apply it to the
optimal family sequence A-B for machine 1 of the our example. As with
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the GREEDY algorithm, LONGEST PATH is first called for family A and
then for family B. It develops sequences of products for both families. The
final product sequence for machine 1 is obtained by concatenating these two
sequences. The arguments for this heuristic are exactly as they were for
GREEDY.
The algorithm first chooses from the minimum cost paths between
A3 (the only product in set FIRST) and all other products, selecting the path
with the maximum cardinality.. As shown in Table 7, the minimum cost
paths PA3A2 (from A3 to A2) and PA3A1 (from A3 to Al) have cardinalities
equal to 3 and 2 respectively. Thus PA3A2 = A3-A1-A2 is selected, and
becomes the sequence for family A. If there were any products in the
family which were not included in this sequence, then the algorithm would
use logic identical to that used by the GREEDY heuristic to append this
sequence in order to include them. In this case however, all of the
products in the family are already included in the sequence. Furthermore,
its starting and ending products are in sets FIRST and LAST respectively,
and we are finished with family A.
LONGEST PATH is now called for family B. Again, the arguments
are exactly as they were for the GREEDY procedure. In Table 9, it is shown
that of all of the minimum cost paths originating in either B1 or B2 (the
products in set FIRST), only PB2B3 = B2-B 1-B3 has cardinality 2 3. Thus,
PB2B3 = B2-B1-B3 becomes the sequence for family B. Since all of the
products in the family are included in the sequence, and its starting and
ending products are in sets FIRST and LAST respectively, we are finished
with family B. By concatenating the sequence for family A with that for
family B, the final sequence for machine 1 is A3-A1-A2-B2-B1-B3, and the
total cost = 5.
10. Non-Identical Machines:
For the sake of simplicity, we have presented our methodology under
the assumption that all machines are identical. We have assumed that
each of the machines K=(1,...,m} is capable of producing all of the products
J=(l,...,n), and that all of the machines operate at the same rate. However,
the procedure can be easily generalized to handle situations in which either
or both of these assumptions does not hold.
Suppose that at least one product cannot be produced on all
machines. We have defined a family of products to be a set of products
such that there exist sequences of inexpensive setups (in both directions)
between any pair of products in the family. These families tend to be
composed of similar products, and it is not unreasonable to assume that
the products in a given family can all be produced on the same subset of
machines.
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Let k be the set of product families that can be produced on machine
k. We will refer to k as the "constituency" of machine k. Instead of
having one reduced graph G=(N,E) for all machines, we now need a
reduced graph Gk=(Nk,Ek) for each machine k=l,...,m, where the nodes in
set Nk correspond one-to-one to the families in k, the "constituency" of
machine k, and the directed edge in set Ek correspond one-to-one to the
inexpensive setups between families. Two modifications are required in
our branch and bound procedure: First, the branching procedure must
include logic that precludes the allocation of product families to a given
machine unless they are contained in that machine's constituency.
Second, the lower bounding procedure must be restricted so that for a given
machine, it considers only sequences that are composed entirely of families
within that machine's constituency.
The modification to the branching procedure can be implemented by
simply verifying that a product family is within a machine's constituency
before making an allocation. The modification to the lower bounding
procedure can be implemented as follows: To compute lower bounds on the
number of expensive setups for a given partial allocation ([a]; {(Dl},...,({m);
cl,...,cm; {0) ), we continue to call the Marking Algorithm once for each
machine as outined in Section 6. But instead of using the same reduced
graph for all of the machines, we now must use the reduced graph
Gk=(Nk,Ek) for machine k=l,...,m. Since only those product families that
are in the constituency of machine k are represented by nodes in set Nk, the
Marking Algorithm will generate only feasible sequences. With these two
modifications, the methodology can handle situations where all products
cannot be produced on all machines.
Now suppose that all machines do not have the same processing rate.
Let 1={1l,..,Pm} be the relative processing rates on the machines, where
we arbitrarily set k = 1 for the slowest machine k. Recall from Section 3
that when the machines have identical processing rates, we compute the
amount of machine capacity that is consumed by the production of the
demand for product j as rj = dj / pj . (Assume that pj, the production rate
for product j, is scaled according to the slowest machine's processing rate. )
Now we compute the amount of capacity that would be consumed by the
production of product j on machine i as rj' = rj / Pi. To implement this
generalization, we need only modify our branching procedure to account for
the fact that a given amount of production may correspond to different
amounts of capacity on different machines. We do this by substituting
rj' = rj / pi for rj when considering machine i.
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12. Concluding Remarks:
We address a special case of the problem of scheduling production on
parallel machines with sequence dependent setup costs. The case with
which we are concerned is the one where all setup costs can be
characterized as being one of two magnitudes: large or small. For this
class of problems, minimizing the total setup cost is roughly equivalent to
minimizing the number of large, expensive setups. We propose a network
model to represent the setup cost structure, and use this model to define
families of products. We then describe a branch and bound algorithm for
allocating these families to machines, and a procedure for sequencing the
families in a given allocation. Finally, we discuss heuristic methods for
sequencing individual products within families.
The data that we use to demonstrate our technique is representative
of many problems found in practice. That is, setup costs can often be
characterized as being either large or small. Although problems
frequently involve more than two machines and ten products, most involve
only a handful of machines and less than twenty families of products. We
have not encountered any for which our procedure is computationally
untractable.
Because of capacity constraints, it is often impossible to allocate each
family to a single machine. Instead some families must be split between
machines. The logic that we propose can, in pathological cases, result in
as many as m-1 familes being split. For each family that is split between
more than one machine, it is necessary to decide where each individual
product will be produced. We have not dealt with this issue because we feel
that it is best left to the manager's discretion. Because of the structure of
the setup costs, the way that the products in a split family are divided
among the machines affects the total setup cost only marginally. There
may be factors other than setup cost that should influence this decision.
We have assumed that the amount of machine capacity that is
consumed by a production batch is proportional to its size. That is, it is
possible to schedule a very small batch of a given product that consumes a
negligible amount of capacity. When this assumption is valid, small
batches of certain "transition" products can be used to facilitate transitions
between other products without significantly affecting machine capacity.
However, there may be cases where a given product cannot be produced at
all without consuming a significant quantity of capacity. In some of these
cases, it may be possible to obtain good solutions by solving the problem as
we propose, and then making minor adjustments to ensure capacity
feasibility. Since this may not always work, there is a need to develop
techniques for dealing with situations where a transition product
consumes a large amount of capacity whenever it is produced. This
remains a topic for future research.
_·__ 
 _________11___1_1_1_ll- 
-
Acknowledgement
The authors are grateful to Professor Devanath Tirupati and Thin-Yin
Leong for their comments on an earlier version of this paper.
1  ^--~~-"ll"^-a---^`--
A1 A2 A3 B1 B2 B3 C1 D1 El E2
0 1
1 0
1 100
100 100
100 100
100 100
100 100
100 100
100 100
100 100
100 100 100 100 100 100 100 100
1 1 100 100 100 100 100 100
0 100 100 100 100 100 100 100
100 0 1 1 100 100 100 100
100 1 0 100 100 100 100 100
100 1 100 0 100 100 100 100
100 100 100 100 0 1 100 100
100 100 100 100 100 0 100 100
100 100 100 100 100 100 0 1
100 100 100 100 100 100 1 0
Position (ij), row i column j, represents the cost of product i following product j.
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