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BADLY APPROXIMABLE MATRIX FUNCTIONS
AND CANONICAL FACTORIZATIONS
R.B. ALEXEEV AND V.V. PELLER
Abstract. We continue studying the problem of analytic approximation of ma-
trix functions. We introduce the notion of a partial canonical factorization of a
badly approximable matrix function Φ and the notion of a canonical factoriza-
tion of a very badly approximable matrix function Φ. Such factorizations are
defined in terms of so-called balanced unitary-valued functions which have many
remarkable properties. Unlike the case of thematic factorizations studied earlier
in [PY1], [PY2], [PT], [AP1], the factors in canonical factorizations (as well as
partial canonical factorizations) are uniquely determined by the matrix function
Φ up to constant unitary factors. We study many properties of canonical fac-
torizations. In particular we show that under certain natural assumptions on
a function space X the condition Φ ∈ X implies that all factors in a canonical
factorization of Φ belong to the same space X . In the last section we charac-
terize the very badly approximable unitary-valued functions U that satisfy the
condition ‖HU‖e < 1.
1. Introduction
The problem of uniform approximation by bounded analytic functions has been
studied for a long time. It was proved in [Kh] that for a continuous function ϕ on
the unit circle T there exists a unique best approximation f by bounded analytic
functions and the error function ϕ−f has constant modulus almost everywhere on
T. Since that time this approximation problem has been studied by many authors.
An important step in developing the theory of approximation by analytic functions
was the Nehari theorem [Ne] according to which the distance from an L∞ function
ϕ to the space H∞ of bounded analytic functions is equal to the norm of the Hankel
operator Hϕ : H
2 → H2−
def
= L2 ⊖H2 defined by
Hϕf = P−ϕf,
where P− is the orthogonal projection onto H
2
−. Hankel operators were used es-
sentially for further development of this theory in [AAK1-3] and [PK].
Later it turned out that the approximation problem in question plays a crucial
role in so-called H∞ control theory. Moreover, for the needs of control theory
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engineers have to consider matrix-valued functions. We refer the reader to [F] for
an introduction in H∞ control.
In this paper we continue the study of best analytic approximation of matrix-
valued functions. We consider the space L∞(Mm,n) of essentially bounded functions
which take values in the space Mm,n of m×n matrices and endow it with the norm
‖Φ‖L∞ = ess sup
ζ∈T
‖Φ(ζ)‖Mm,n,
(the space Mm,n is endowed with the operator norm in the space of operators from
Cn to Cm) and we study approximations of functions Φ ∈ L∞(Mm,n) by functions
in the subspace H∞(Mm,n) of L
∞(Mm,n) that consists of bounded analytic matrix
functions in the unit disk D.
However, it is well known and it is easy to see that in the matrix case a contin-
uous (and even infinitely smooth) function Φ generically has infinitely many best
approximations by bounded analytic functions. It seems natural to impose addi-
tional constraints on a best approximation and choose among best approximations
the “very best”.
To introduce the notion of very best approximation, we recall that for a matrix
A (or a Hilbert space operator A) the singular value sj(A), j ≥ 0, is by definition
the distance from A to the set of matrices (operators) of rank at most j. Clearly,
s0(A) = ‖A‖.
Given a matrix function Φ ∈ L∞(Mm,n) we define inductively the sets Ωj ,
0 ≤ j ≤ min{m,n} − 1, by
Ω0 = {F ∈ H
∞(Mm,n) : F minimizes t0
def
= ess sup
ζ∈T
‖Φ(ζ)− F (ζ)‖};
Ωj = {F ∈ Ωj−1 : F minimizes tj
def
= ess sup
ζ∈T
sj(Φ(ζ)− F (ζ))}.
Functions in Ωmin{m,n}−1 are called superoptimal approximations of Φ by bounded
analytic matrix functions. The numbers tj = tj(Φ) are called the superoptimal
singular values of Φ. Note that the functions in Ω0 are just the best approxima-
tions by analytic matrix functions. The notion of superoptimal approximation was
introduced in [Y].
It was proved in [PY1] that for a continuous m×n matrix function Φ there exists
a unique superoptimal approximation F by bounded analytic matrix functions and
the error function Φ− F satisfies
sj(Φ(ζ)− F (ζ)) = tj(Φ) almost everywhere on T. (1.1)
Later this uniqueness result was obtained in a different way by Treil [T].
In [PT] the uniqueness result was improved. It was shown in [PT] that if
Φ ∈ L∞(Mm,n) and the essential norm ‖HΦ‖e of the Hankel operatorHΦ is less than
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the smallest nonzero superoptimal singular value of Φ, then there exists a unique
superoptimal approximation F by analytic matrix functions and (1.1) holds.
For Φ ∈ L∞(Mm,n) the Hankel operator HΦ : H2(Cn) → H2−(C
n) is defined in
the same way as in the scalar case: HΦf = P−Φf , its norm is given by
‖HΦ‖ = distL∞(Φ, H
∞(Mm,n)),
([Pa]) and its essential norm is equal to
‖HΦ‖e = distL∞(Φ, (H
∞ + C)(Mm,n))
(see e.g., [Sa] where the proof of this formula in the scalar case is given, in the ma-
trix case the proof is the same). Clearly, ‖HΦ‖ is equal to the largest superoptimal
singular value t0(Φ) of Φ.
In [PY1] and [PT] it was shown that if Φ satisfies the above conditions and F is
the unique superoptimal approximation of Φ, then the error function Φ−F admits
a so-called thematic factorization (see §2 for precise definitions). The technique
of thematic factorizations turned out to be very fruitful (see [PY1], [PY2], [PT]).
However, in the case of multiple superoptimal singular values the factors in a
thematic factorization essentially depend on the choice of a factorization and by
no means they can be determined by the matrix function Φ itself.
In this paper we consider a modification of the notion of a thematic factorization.
Under the same assumptions on Φ we show that for the superoptimal approxima-
tion F the error function Φ− F admits a so-called canonical factorization. Unlike
the case of thematic factorizations the factors in canonical factorizations are deter-
mined by the function Φ modulo constant unitary factors. Similarly, we consider
so-called partial canonical factorizations for badly approximable matrix functions
and prove the same invariance properties. This is done in §8.
Canonical factorizations are defined in terms of so called balanced unitary-valued
matrix functions which are defined in §3. The notion of a balanced matrix function
generalizes the notion of a thematic matrix function that was used to define a
thematic factorization. We discuss some remarkable properties of balanced matrix
functions in §3.
Recall that a matrix function Φ is called badly approximable if the zero function
is a best approximation of Φ by bounded analytic matrix functions. A matrix
function Φ is called very badly approximable if the zero function is a superoptimal
approximation of Φ by bounded analytic matrix functions.
In §4 we prove that badly approximable matrix functions admit so-called partial
canonical factorizations. In §5 and §6 we compare (partial) thematic factorizations
with (partial) canonical factorizations and deduce a number of results on partial
canonical factorizations from the corresponding results on partial thematic factor-
izations proved earlier in [PY1] and [PT]. Canonical factorizations of very badly
approximable functions are discussed in §7.
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§9 is devoted to hereditary properties of (partial) canonical factorizations. In
other words for many important function spaces X we prove in §9 that if Φ is a
badly approximable matrix function whose entries belong to X , then the entries of
all factors in a partial canonical factorization of Φ also belong to X . In particular
if Φ ∈ (H∞ +C)(Mm,n), then the entries of all factors in a canonical factorization
of Φ belong to the space QC of quasi-continuous functions.
In §10 we characterize the very badly approximable unitary-valued functions U
under the assumption ‖HU‖e < 1. Such unitary-valued functions are involved in
canonical factorizations.
Finally, in §2 we give definitions and state results that will be used in this paper.
2. Preliminaries
Toeplitz operators and Wiener–Hopf factorizations. For a matrix func-
tion Φ ∈ L∞(Mm,n) the Toeplitz operator TΦ : H2(Cn)→ H2(Cm) is defined by
TΦf = P+Φf, f ∈ H
2(Cn).
Suppose now that m = n. By Simonenko’s theorem [Si] (see also [LS]), if TΦ is
Fredholm, then Φ admits a Wiener–Hopf factorization
Φ = Q∗2


zd1 0 · · · 0
0 zd2 · · · 0
...
...
. . .
...
0 0 · · · zdn

Q−11 ,
where d1, · · · , dn ∈ Z, and Q1 and Q2 are matrix functions invertible in H2(Mn,n).
It is always possible to arrange the Wiener–Hopf indices dj is the nondecreasing
order: d1 ≤ · · · ≤ dn in which case they are uniquely determined by Φ.
Maximizing vectors of vectorial Hankel operators. Let Φ be a matrix
function in L∞(Mm,n) such that the Hankel operator HΦ : H
2(Cn)→ H2−(C
m) has
a maximizing vector f ∈ H2(Cn). Let F be a best approximation of Φ by bounded
analytic matrix functions. Put g = HΦf . Then
HΦf = (Φ− F )f,
‖Φ(ζ)− F (ζ)‖Mm,n = ‖HΦ‖ for almost all ζ ∈ T,
‖g(ζ)‖Cm = ‖HΦ‖ · ‖f(ζ)‖Cn for almost all ζ ∈ T,
and f(ζ) is a maximizing vector of Φ(ζ)− F (ζ) for almost all ζ ∈ T ([AAK3], see
also [PY1]).
Badly approximable scalar functions. If ϕ is a nonzero continuous scalar
function on the unit circle, then ϕ is badly approximable if and only if ϕ has
constant modulus and its winding number windϕ is negative (see [AAK1] and
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[Po]). If ϕ is a nonzero scalar function in H∞ + C, then ϕ is badly approximable
if and only if |ϕ| is constant almost everywhere on T, ϕ ∈ QC and indTϕ > 0 (see
[PK]). Here
H∞ + C
def
= {f + g : f ∈ C(T), g ∈ H∞}
is a closed subalgebra of L∞ and
QC
def
= {f ∈ H∞ + C : f¯ ∈ H∞ + C}.
Note that if ϕ ∈ QC and |ϕ| = const > 0, then the Toeplitz operator Tϕ is
Fredholm.
These results can easily be generalized to the set of scalar functions ϕ ∈ L∞
satisfying ‖Hϕ‖e < ‖Hϕ‖. Under this condition ϕ is badly approximable if and
only if |ϕ| = const and indTϕ > 0. Again it is easy to see that if |ϕ| = const and
‖Hϕ‖e < ‖Hϕ‖, then Tϕ is Fredholm.
Inner and outer matrix functions. A matrix function Φ ∈ H∞(Mm,n) is
called inner if Φ∗(ζ)Φ(ζ) = In for almost all ζ ∈ T, where In stands for the
identity n× n matrix (or the matrix function identically equal to In).
Consider the operator of multiplication by z on H2(Cn). If L is a nonzero
invariant subspace of this operator, then by the Beurling–Lax theorem, there exists
an inner matrix function Θ ∈ H∞(Mn,r) such that
L = ΘH2(Cr).
In this case
dim{f(ζ) : f ∈ L} = r for almost all ζ ∈ D.
If Θ◦ is an inner matrix function in H∞(Mn,r◦) and Θ
◦H2(Cr
◦
) = ΘH2(r), then
r = r◦ and there exists a unitary matrix U ∈Mr,r such that Θ◦ = ΘU.
A matrix function F ∈ H2(Mm,n) is called outer if the linear span of the set
{Fzjx : j ≥ 0, x ∈ Cn} is dense in H2(Cm). F is called co-outer if the transposed
function F t is outer.
If Ψ is a matrix function in H2(Mm,n), then there exist an inner matrix function
Θ and an outer matrix function F such that Ψ = ΘF . Moreover, if Ψ = Θ◦F ◦,
where Θ◦ is inner and F ◦ is outer, then there exists a unitary matrix U such that
Θ◦ = ΘU and F ◦ = U∗F.
The above results can be found in the books [SNF1] and [Ni].
Badly approximable matrix functions and thematic factorizations. Let
n ≥ 2. An n × n matrix function V is called thematic if it is unitary-valued and
has the form (
v Θ
)
,
where v is an n × 1 inner and co-outer column function and Θ is an n × (n − 1)
inner and co-outer matrix function. It is natural to say that a scalar function is
thematic if it is constant and has modulus 1.
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Let Φ be a matrix function in L∞(Mm,n) such that ‖HΦ‖e < ‖HΦ‖. If F a best
approximation of Φ, then Φ− F admits a factorization
Φ− F = W ∗
(
t0u 0
0 Ψ
)
V ∗, (2.1)
where V and W t are thematic matrix functions, u is a unimodular scalar func-
tion (i.e., |u(ζ)| = 1 a.e. on T) such that Tu is Fredholm and indTu > 0,
and Ψ is a matrix function in L∞(Mm−1,n−1) such that ‖Ψ‖L∞ ≤ t0. This re-
sult was obtained in [PT]. Earlier the same fact was proved in [PY1] in the case
Φ ∈ (H∞ + C)(Mm,n). Moreover, it was shown in [PT] that ‖HΨ‖e ≤ ‖HΦ‖e and
it was proved in [PY1] that the problem of finding a superoptimal approximation
of Φ reduces to the problem of finding a superoptimal approximation of Ψ.
Clearly, the left-hand side of (2.1) is a badly approximable function. Conversely,
it follows from the results of [PY1] that if Φ ∈ L∞(Mm,n) and Φ admits a factor-
ization in the form
Φ =W ∗
(
su 0
0 Ψ
)
V ∗,
where V and W t are thematic matrix functions, s > 0, u is a unimodular func-
tion such that Tu is Fredholm and indTu > 0, and ‖Ψ‖L∞ ≤ s, then Φ is badly
approximable and s = t0(Φ) = ‖HΦ‖.
Suppose now that ‖HΦ‖e < t1. The inequality ‖HΨ‖e ≤ ‖HΦ‖e proved in [PT]
allows one to continue the diagonalization process and prove that if l ≤ min{m,n},
‖HΦ‖e < tl−1 and tl−1 > tl, then for any matrix function F ∈ Ωl−1 (the sets Ωj
are defined in §1) the matrix function Φ− F admits a factorization
Φ− F = W ∗0 · · ·W
∗
l−1


t0u0 0 · · · 0 0
0 t1u1 · · · 0 0
...
...
. . .
...
...
0 0 · · · tl−1ul−1 0
0 0 · · · 0 Ψ

V
∗
l−1 · · ·V
∗
0 ,
(2.2)
where
Wj =
(
Ij 0
0 W˘j
)
, Vj =
(
Ij 0
0 V˘j
)
, 1 ≤ j ≤ l − 1,
the W t0 , W˘
t
j , V0, V˘j are thematic matrix functions, the uj are unimodular functions
such that Tuj is Fredholm and ind Tuj > 0, ‖Ψ‖L∞ ≤ tl−1, and ‖HΨ‖ < tl−1.
Factorizations of the form (2.2) are called partial thematic factorizations.
Finally, if ‖HΦ‖e is less than the smallest nonzero superoptimal singular value
of Φ and F is the unique superoptimal approximation of Φ, then Φ− F admits a
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factorization
Φ− F = W ∗0 · · ·W
∗
ι−1


t0u0 0 · · · 0 0
0 t1u1 · · · 0 0
...
...
. . .
...
...
0 0 · · · tι−1uι−1 0
0 0 · · · 0 0

V
∗
ι−1 · · ·V
∗
0 ,
(2.3)
where the uj, Vj, Wj are as above and tι−1 is the smallest nonzero superoptimal
singular value of Φ. Factorizations of the form (2.3) are called thematic factoriza-
tions. This result was obtained in [PT]. Earlier the same fact was proved in [PY1]
in the case Φ ∈ (H∞ + C)(Mm,n). Note that the lower right entry of the diagonal
matrix function on the right-hand side of (2.3) has size (m− ι)× (n− ι) and the
numbers m− ι or n− ι may be zero.
Clearly, the left-hand side of (2.3) is a very badly approximable function. Con-
versely, it follows from the results of [PY1] that if a matrix function admits a
thematic factorization, it is very badly approximable.
A disadvantage of thematic factorizations is that a thematic factorization may
essentially depend on the choice of matrix functions Vj and Wj and they are not
uniquely determined by the given matrix function. Moreover, with any nonzero su-
peroptimal singular value tj(Φ) we can associate the factorization index
kj
def
= indTuj of a thematic (or partial thematic) factorization. It was shown
in [PY1] that in the case of multiple superoptimal singular values even the indices
kj are not uniquely determined by Φ. We refer the reader to [PY2], [PT], and
[AP1] for further results on the thematic factorization indices kj. In particular,
in [AP1] it was proved that it is always possible to choose a so-called monotone
(partial) thematic factorization and the indices of a monotone (partial) thematic
factorization are uniquely determined by Φ. However, the matrix function Vj and
Wj are still essentially dependent of our choice.
That is why we introduce in this paper (partial) canonical factorizations and we
prove that they are “essentially” unique.
3. Balanced unitary-valued matrix functions
In [PY1] and [PT] thematic matrix functions and thematic factorizations played
a crucial role to study superoptimal approximation. We consider here a more
general class of balanced unitary-valued matrix functions.
Definition. Let n be a positive integer and let r be an integer such that
0 < r < n. Suppose that Υ is an n× r inner and co-outer matrix function and Θ
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is an n× (n− r) inner and co-outer matrix function. If the matrix function
V =
(
Υ Θ
)
is unitary-valued, it is called an r-balanced matrix function. If r = 0 or r = n, it is
natural to say that an r-balanced matrix is a constant unitary matrix. An n × n
matrix function V is called balanced if it is r-balanced for some r, 0 ≤ r ≤ n.
Recall that thematic matrix functions are just 1-balanced according to this def-
inition.
It is known (see [V]) that if 0 < r < n and Υ is an n×r inner and co-outer matrix
function, then it has a balanced unitary completion, i.e., there exists an n× (n−r)
matrix function Θ such that
(
Υ Θ
)
is balanced. Moreover, such a completion
is unique modulo a right constant unitary factor. We are going to study some
interesting properties of balanced matrix functions and we need a construction of
the complementary matrix function Θ. That is why we give the construction here.
We will see that balanced matrix functions have many nice properties which can
justify the term “balanced”.
Note that the case r = 1 was studied in [PY1]. However, it turns out that
studying the more general case of an arbitrary r simplifies the approach given in
[PY1].
Theorem 3.1. Let n be a positive integer, 0 < r < n, and let Υ be and n × r
inner and co-outer matrix function. Then the subspace L
def
= Ker TΥt has the form
L = ΘH2(Cn−r),
where Θ is an inner and co-outer n× (n− r) matrix function such that
(
Υ Θ
)
is balanced.
Proof. Clearly, the subspace L of H2(Cn) is invariant under multiplication by
z. By the Beurling–Lax theorem (see §2), L = ΘH2(Cl) for some l ≤ n and an
n× l inner matrix function Θ.
Let us first prove that Θ is co-outer. Suppose that Θt = OF where O is an
inner matrix function and F is an outer matrix function. Since Θ is inner, it is
easy to see that O has size l× l while F has size l× n. It follows that O∗Θt = F ,
and so F t = ΘO. Since both Θ and O take isometric values almost everywhere on
T, the matrix function F t is inner.
Let us show that
F tH2(Cl) ⊂ L. (3.1)
First of all, it is easy to see that ΥtΘ is the zero matrix function. Let now
f ∈ H2(Cl). We have
ΥtF tf = ΥtΘOf = 0,
which proves (3.1).
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It follows from (3.1) that
F tH2(Cl) = ΘOH2(Cl) ⊂ ΘH2(Cl).
Multiplying the last inclusion by Θ∗, we have
OH2(Cl) ⊂ H2(Cl),
which implies that O is a constant unitary matrix function.
Let us now prove that l = n − r. First of all it is evident that the columns
of Υ(ζ) are orthogonal to the columns of Θ(ζ) almost everywhere on T. Hence,
the matrix function
(
Υ Θ
)
takes isometric values almost everywhere, and so
l ≤ n− r.
To show that l ≥ n− r, consider the functions PLC, where PL is the orthogonal
projection onto L and C is a constant function which we identify with a vector in
Cn. Note that C ⊥ L if and only if the vectors f(0) and C are orthogonal in Cn
for any f ∈ L. Let us prove that
dim{f(0) : f ∈ L} ≥ n− r. (3.2)
Since Υ is co-outer, it is easy to see that rankΥ(0) = r. Without loss of generality
we may assume that Υ =
(
Υ1
Υ2
)
, where Υ1 has size (n− r)× r, Υ2 has size r× r,
and the matrix Υ2(0) is invertible. Let now K be an arbitrary vector in C
n−r. Put
f = (detΥ2(0))
−1 det Υ2
(
K
−(Υt2)
−1Υt1K
)
.
Clearly, f ∈ H2(Cn). We have
Υtf =
(
Υt1 Υ
t
2
)
f = (detΥ2(0))
−1 det Υ2(Υ
t
1K −Υ
t
2(Υ
t
2)
−1Υt1K) = 0,
and so f ∈ L. On the other hand, it is easy to see that
f(0) =
(
K
−(Υt2(0))
−1Υt1(0)K
)
and since K is an arbitrary vector in Cn−r, this proves (3.2).
We have already observed that
{f(0) : f ∈ L} = Cn ⊖ {C ∈ Cn : PLC = 0},
and so it follows from (3.2) that
dim{PLC : C ∈ C
n} ≥ n− r.
It is easy to see that for C ∈ Cn we have
PLC = ΘP+Θ
∗C = Θ(Θ∗(0))C.
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Clearly, Θ(Θ∗(0))C belongs to the linear span of the columns of Θ. This completes
the proof of the fact that l = n− r and proves that
(
Υ Θ
)
is a balanced matrix
function. 
It is well known (see [V]) that given an inner and co-outer matrix function Υ, the
balanced completion Θ is unique modulo a right constant unitary factor. Indeed,
if
(
Υ Θ1
)
is another balanced matrix function, then clearly
Θ1H
2(Cn−r) ⊂ L = ΘH2(Cn−r).
It follows (see [Ni]) that Θ1 = ΘO for an inner matrix function O. Clearly, O has
size (n− r)× (n− r). Hence, Θt1 = O
tΘt, Ot is inner, and since Θ1 is co-outer, it
follows that O is a unitary constant.
Next, we are going to study the property of analyticity of minors of balanced ma-
trix functions. Let V =
(
Υ Θ
)
be an r-balanced n×n matrix function. We are
going to study its minors Vı1···ık,1···k of order k, i.e., the determinants of the subma-
trix of V with rows ı1, · · · , ık and columns 1, · · · , k. Here
1 ≤ ı1 < · · · < ık ≤ n and 1 ≤ 1 < · · · < k ≤ n. By a minor of V on the
first r columns we mean a minor Vı1···ık,1···k with k ≥ r and 1 = 1, · · · , r = r.
Similarly, by a minor of V on the last n− r columns we mean a minor Vı1···ık,1···k
with k ≥ n− r and k−n+r+1 = r + 1, · · · , k = n.
It was proved in [PY1] (Theorem 1.1) that for a thematic (i.e., 1-balanced)
matrix function all minors on the first column are in H∞. The following result
generalizes that theorem and makes it more symmetric.
Theorem 3.2. Let V be an r-balanced matrix function of size n× n. Then all
minors of V on the first r columns are in H∞ while all minors of V on the last
n− r columns are in H∞.
Proof. It is easy to see that it is sufficient to prove the theorem for the mi-
nors on the first r columns of V. To deduce the second assertion of the theo-
rem, we can consider the matrix function V and rearrange its columns to make it
(n− r)-balanced.
Denote by Υ1, · · · ,Υr and Θ1, · · · ,Θn−r the columns of Υ and Θ. In the proof
of Theorem 3.1 we have observed that for any constant C ∈ Cn we have
PLC = ΘΘ
∗(0)C
and
dim{PLC : C ∈ C
n} = dim{Θ∗(0)C : C ∈ Cn} = n− r.
It follows that there exist C1, · · · , Cn−r ∈ Cn such that
Θj = PLCj , 1 ≤ j ≤ n− r. (3.3)
If 1 ≤ d ≤ n − r and 1 ≤ j1 < j2 < · · · < jd ≤ n − r, we consider the vector
function
Υ1 ∧ · · · ∧Υr ∧Θj1 ∧ · · · ∧Θjd
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whose
(
n
r + d
)
components are the minors of order r+ d of the matrix function(
Υ1 · · · Υr Θj1 · · · Θjd
)
.
It follows from (3.3) that
Θj = Cj − PL⊥Cj,
where PL⊥ is the orthogonal projection onto L
⊥ = closRangeTΥ. We have
Υ1∧· · ·∧Υr∧Θj1∧· · ·∧Θjd = Υ1∧· · ·∧Υr∧(Cj1−PL⊥Cj1)∧· · ·∧(Cjd−PL⊥Cjd).
The components of this vector belong to L∞ and can be approximated in L2/d by
vector functions of the form
Υ1 ∧ · · · ∧Υr ∧ (Cj1 − gj1) ∧ · · · ∧ (Cjd − gjd), (3.4)
where gj1, · · · , gjd ∈ RangeTΥ. Hence, it is sufficient to prove that the components
of (3.4) belong to H2/d. Let gjl = P+Υfl for fl ∈ H
2(Cr), 1 ≤ l ≤ d. We have
Υ1 ∧ · · · ∧Υr ∧ (Cj1 − gj1) ∧ · · · ∧ (Cjd − gjd)
= Υ1 ∧ · · · ∧Υr ∧ (Cj1 − P+Υf1) ∧ · · · ∧ (Cjd − P+Υfd)
= Υ1 ∧ · · · ∧Υr ∧ (Cj1 −Υf¯1 + P−Υf1) ∧ · · · ∧ (Cjd −Υf¯d + P−Υfd).
Clearly, almost everywhere on T the vectors Υ(ζ)fl(ζ) are linear combinations
of Υ1(ζ), · · · ,Υr(ζ). Therefore if we expand the above wedge product using the
multilinearity of ∧, all terms containing Υf¯l, give zero contribution. Thus we have
Υ1 ∧ · · · ∧Υr ∧ (Cj1 −Υf¯1 + P−Υf1) ∧ · · · ∧ (Cjd −Υf¯d + P−Υfd)
= Υ1 ∧ · · · ∧Υr ∧ (Cj1 + P−Υf1) ∧ · · · ∧ (Cjd + P−Υfd) ∈ H
2/d. 
The following immediate consequence of Theorem 3.2 was obtained in [PY1]
(Theorem 1.2) for r = 1 by another method.
Corollary 3.3. Let V be a balanced matrix function. Then detV is a constant
function of modulus 1.
We shall need another nice property of balanced matrix functions that was
obtained in [Pe4]. Namely, it was proved in Lemma 6.2 of [Pe4] that for a balanced
matrix function V of size n × n the Toeplitz operator TV : H
2(Cn) → H2(Cn)
has trivial kernel and dense range. If we apply that result to V with rearranged
columns, we see that the Toeplitz operator TV also has trivial kernel and dense
range.
Finally, we obtain in this section an analog of Lemma 1.5 of [PY1] where the
case of thematic matrix functions was considered.
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Theorem 3.4. Let 0 < r ≤ min{m,n} and let V and Wt be r-balanced matrix
functions of sizes n× n and m×m respectively. Then
WH∞(Mm,n)V
⋂( 0 0
0 L∞(Mm−r,n−r)
)
=
(
0 0
0 H∞(Mm−r,n−r)
)
.
The proof of Theorem 3.4 is exactly the same as the proof of its special case
Lemma 1.5 of [PY1].
4. Best approximation and partial canonical factorizations
For a matrix function Φ in L∞(Mm,n) satisfying the condition ‖HΦ‖e < ‖HΦ‖
and a best approximation F of Φ by bounded analytic matrix functions we ob-
tain a so-called partial canonical factorization of Φ − F . We characterize badly
approximable functions satisfying this condition in terms of partial canonical fac-
torizations. To this end we begin this section with the study of the minimal
invariant subspace of multiplication by z on H2(Cn) that contains all maximizing
vectors of HΦ.
Theorem 4.1. Let Φ ∈ L∞(Mm,n) and ‖HΦ‖e < ‖HΦ‖. Let M be the minimal
invariant subspace of multiplication by z on H2(Cn) that contains all maximizing
vectors of HΦ. Then
M = ΥH2(Cr), (4.1)
where r is the number of superoptimal singular values of Φ equal to ‖HΦ‖, Υ is an
inner and co-outer n× r matrix function.
Proof. Consider first the case m = n. Without loss of generality we may
assume that ‖HΦ‖ = 1. It follows from the results of §3 of [AP2] that there exists
a unitary interpolant U of Φ (i.e., a unitary-valued matrix function U satisfying
Uˆ(j) = Φˆ(j), j < 0) such that the Toeplitz operator TU is Fredholm and each
such unitary interpolant has precisely r negative Wiener–Hopf indices. Consider a
Wiener–Hopf factorization of U
U = Q∗2


zd1 0 · · · 0
0 zd2 · · · 0
...
...
. . .
...
0 0 · · · zdn

Q−11 , (4.2)
where Q1 and Q2 are matrix functions invertible inH
2(Mn,n), and d1 ≤ d2 · · · ≤ dn.
Since U has r negative Wiener–Hopf indices, we have
d1 ≤ · · · ≤ dr < 0 ≤ dr+1 ≤ · · · ≤ dn.
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Clearly, HΦ = HU . It is also easy to see that a nonzero function f ∈ H2(Cn) is
a maximizing vector of HΦ if an only if f ∈ KerTU . It is well known and it is easy
to see from (4.2) that
KerTU =


Q1


q1
...
qr
0
...
0


: qj ∈ P+, deg qj < −dj, 1 ≤ j ≤ r


.
(4.3)
Here we denote by P+ the set of analytic polynomials. Since M is the minimal
invariant subspace of multiplication by z that contains KerTU , it follows from (4.3)
that
M = closH2(Cn)


Q1


q1
...
qr
0
...
0


: qj ∈ P+, 1 ≤ j ≤ r


. (4.4)
Since Q1(ζ) is an invertible matrix for all ζ ∈ D, it follows easily from (4.4) that
dim{f(ζ) : f ∈ M} = r for all ζ ∈ D. Therefore the z-invariant subspace M has
the form M = ΥH2(Cr), where Υ is an n× r inner matrix function (see [Ni]). It
remains to prove that Υ is co-outer.
Denote by Q♥ the matrix function obtained from Q1 by deleting the last n− r
columns. It is easy to see that Υ is an inner part of Q♥. Let Q♥ = ΥF , where F
is an r × r outer matrix function.
Denote by Q♠ the matrix function obtained from Q
−1
1 by deleting the last n− r
rows. Clearly, Q♠(ζ)Q♥(ζ) = Ir for almost all ζ ∈ T.
We have
Ir = Q♠Q♥ = Q♠ΥF,
and so
Ir = F
tΥtQt♠.
Both F t and ΥtQt♠ are r × r matrix functions. Hence,
Ir = Υ
tQt♠F
t.
It follows that Υt is outer, and so Υ is co-outer.
Consider now the case m < n. Let Φ# be the matrix function obtained from Φ
by adding n−m zero rows. It is easy to see that the Hankel operators HΦ and HΦ#
have the same maximizing vectors. This reduces the problem to the case m = n.
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Finally, assume that m > n. Let Φ♭ be the matrix function obtained from Φ by
adding m− n zero columns. It is easy to see that f is a maximizing vector of HΦ♭
if and only if it can be obtained from a maximizing vector of HΦ by adding m− n
zero coordinates. Let M♭ be the minimal invariant subspace of multiplication by
z on H2(Cm) that contains all maximizing vectors of HΦ♭ . Clearly, the number of
superoptimal singular values of Φ♭ equal to 1 is still r. Therefore there exists an
m× r inner and co-outer matrix function Υ♭ such that
M♭ = Υ♭H
2(Cr).
It is easy to see that the last m− n rows of Υ♭ are zero. Denote by Υ the matrix
function obtained from Υ♭ by deleting the last m − n zero rows. Obviously, Υ is
an inner and co-outer n× r matrix function and M = ΥH2(Cr). 
We need the following result.
Lemma 4.2. Suppose that Φ satisfies the hypotheses of Theorem 4.1 and M is
given by (4.1). If ‖Φ‖L∞ = ‖HΦ‖ and f is a nonzero vector function in M, then
f(ζ) is a maximizing vector of Φ(ζ) for almost all ζ ∈ T.
Proof. As we have noted in §2, if f is a maximizing vector of HΦ, then f(ζ)
is a maximizing vector of Φ for almost all ζ ∈ T and ‖Φ(ζ)‖Mm,n = ‖HΦ‖ almost
everywhere. Without loss of generality we may assume that ‖HΦ‖ = 1.
Let L be the set of vector functions of the form
q1g1 + · · ·+ qMgM ,
where qj ∈ P+ and the gj are maximizing vectors of HΦ. By definition, M is the
norm closure of L. Since the gj(ζ) are maximizing vectors of Φ(ζ) for almost all
ζ ∈ T (see §2), it follows that for g ∈ L, g(ζ) is a maximizing vector of Φ(ζ) almost
everywhere on T. Let {fj} be a sequence of vector functions in L that converges
to f ∈M in H2(Cn). Clearly,∫
T
‖Φ(ζ)f(ζ)‖2
Cm
dm(ζ) = lim
j→∞
∫
T
‖Φ(ζ)fj(ζ)‖
2
Cm
dm(ζ)
= lim
j→∞
∫
T
‖fj(ζ)‖
2
Cm
dm(ζ)
=
∫
T
‖f(ζ)‖2Cmdm(ζ),
and since obviously, ‖Φ(ζ)f(ζ)‖Cm ≤ ‖f(ζ)‖Cm almost everywhere on T, it follows
that f(ζ) is a maximizing vector of Φ(ζ) for almost all ζ ∈ T. 
Again, suppose that Φ is as in Theorem 4.1. Obviously, a vector function f
in H2(Cn) is a maximizing vector of HΦ if and only if g
def
= HΦf ∈ H2−(C
m) is a
maximizing vector of H∗Φ. Let us show that a vector function g in H
2
−(C
m) is a
maximizing vector of H∗Φ if and only if z¯g¯ ∈ H
2(Cm) is a maximizing vector of
14
HΦt. Indeed, assume that ‖HΦ‖ = 1. Then g is a maximizing vector of H∗Φ if and
only if
‖H∗Φg‖2 = ‖P+Φ
∗g‖2 = ‖g‖2.
Clearly, this is equivalent to the equality
‖P−Φ
tz¯g¯‖2 = ‖z¯g¯‖2,
which means that z¯g¯ is a maximizing vector of HΦt.
It is easy to see that the matrix functions Φ and Φt have the same superoptimal
singular values. Let N be the minimal invariant subspace of multiplication by z
on H2(Cm) that contains all maximizing vectors of HΦt. By Theorem 4.1, there
exists an inner and co-outer matrix function Ω ∈ H∞(Mm,r) such that
N = ΩH∈(C∇).
By Theorem 3.1, Υ and Ω have balanced completions, i.e., there exist inner and
co-outer matrix functions Θ ∈ H∞(Mn,n−r) and Ξ ∈ H∞(Mm,m−r) such that
V
def
=
(
Υ Θ
)
and Wt
def
=
(
Ω Ξ
)
(4.5)
are unitary-valued matrix functions.
Theorem 4.3. Let Φ ∈ L∞(Mm,n) and ‖HΦ‖e < t0 = ‖HΦ‖. Let r be the
number of superoptimal singular values of Φ equal to t0. Suppose that F is a best
approximation of Φ by analytic matrix functions. Then Φ−F admits a factorization
of the form
Φ− F =W∗
(
t0U 0
0 Ψ
)
V∗, (4.6)
where V and W are given by (4.5), U is an r × r unitary-valued very badly ap-
proximable matrix function such that ‖HU‖e < 1, and Ψ is a matrix-function in
L∞(Mm−r,n−r) such that ‖Ψ‖L∞ ≤ t0 and ‖HΨ‖ = tr(Φ) < ‖HΦ‖. Moreover, U is
uniquely determined by the choice of Υ and Ω, and does not depend on the choice
of F .
Proof. Without loss of generality we may assume that ‖HΦ‖ = 1. It follows
from Lemma 4.2 that the columns of Υ(ζ) are maximizing vectors of Φ(ζ)− F (ζ)
for almost all ζ ∈ T. Similarly, the columns of Ω(ζ) are maximizing vectors of
Φt(ζ)− F t(ζ) almost everywhere on T.
We need two elementary lemmas.
Lemma 4.4. Let A ∈ Mm,n and ‖A‖ = 1. Suppose that v1, · · · , vr is an or-
thonormal family of maximizing vectors of A and w1, · · · , wr is an orthonormal
family of maximizing vectors of At. Then(
w1 · · · wr
)t
A
(
v1 · · · vr
)
is a unitary matrix.
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Lemma 4.5. Let A be a matrix in Mm,n such that ‖A‖ = 1 and A has the form
A =
(
A11 A12
A21 A22
)
,
where A11 is a unitary matrix. Then A12 and A21 are the zero matrices.
Both lemmas are obvious. Let us complete the proof of Theorem 4.3.
Consider the matrix function(
U X
Y Ψ
)
def
= W(Φ − F )V.
Here U ∈ L∞(Mr,r), X ∈ L∞(Mr,n−r), Y ∈ L∞(Mm−r,r), and Ψ ∈ L∞(Mm−r,n−r).
If we apply Lemma 4.4 to the matrices (Φ − F )(ζ), ζ ∈ T, and the columns of
Υ(ζ) and Ω(ζ), we see U = Ωt(Φ− F )Υ is unitary-valued. By Lemma 4.5, X and
Y are the zero matrix functions which proves (4.6).
Let us prove that ‖HU‖e < 1. Since
U = Ωt(Φ− F )Υ, (4.7)
we have
‖HU‖e = distL∞
(
U, (H∞ + C)(Mr,r)
)
= distL∞
(
ΩtΦΥ, (H∞ + C)(Mr,r)
)
≤ distL∞
(
Φ, (H∞ + C)(Mm,n)
)
= ‖HΦ‖e < 1.
Now it is turn to show that U is very badly approximable. Denote by L the
minimal invariant subspace of multiplication by z that contains all maximizing
vectors of HU . Suppose that f is a maximizing vector of HΦ. Then f = Υg
for some g ∈ H2(Cr). Clearly, HΦf is a maximizing vector of H∗Φ. As we have
mentioned in §2, HΦf = (Φ − F )f . Hence, z¯Φ− F f¯ is a maximizing vector of
HΦt. Therefore z¯Φ− F f¯ ∈ ΩH2(Cr), and so
Ωt(Φ− F )f = Ωt(Φ− F )Υg = Ug ∈ H2−(C
r).
It follows that g is a maximizing vector of HU and ‖HU‖ = 1. Therefore
ΥH2(Cr) ⊂ ΥL.
Hence, L = H2(Cr), and by Theorem 4.1, t0(U) = · · · = tr−1(U) = 1. It follows
that U is very badly approximable. Hence, the zero matrix function is the only
best approximation of U by analytic matrix functions.
This uniqueness property together with (4.7) implies that U does not depend
on the choice of the best approximation F .
It is evident from (4.6) that ‖Ψ‖L∞ ≤ 1. It remains to prove that ‖HΨ‖ = tr(Φ).
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Suppose that F$ is another best approximation of Φ by bounded analytic matrix
functions. Then as we have already proved, Φ− F$ can be represented as
Φ− F$ =W
∗
(
U 0
0 Ψ$
)
V∗,
where Ψ$ is a matrix function in L
∞(Mm−r,n−r) such that ‖Ψ$‖L∞ ≤ 1. Clearly,
sj((Φ − F$)(ζ)) = 1, 0 ≤ j ≤ r − 1, and sr((Φ− F$)(ζ)) = ‖Ψ$(ζ)‖ for almost all
ζ ∈ T.
By Theorem 3.4, a matrix function G ∈ H∞(Mm,n) is a best approximation of
Φ if and only if there exists Q ∈ H∞(Mm−r,n−r) such that ‖Ψ−Q‖L∞ ≤ 1 and
Φ−G =W∗
(
U 0
0 Ψ−Q
)
V∗.
This proves that ‖HΨ‖ = tr(Φ). 
Remark. It can be shown easily that if U is an r× r unitary-valued very badly
approximable matrix function and ‖HU‖e < 1, then the Toeplitz operator TU is
Fredholm. Indeed, by Theorem 3.1 of [PY1], if Φ is a very badly approximable
function in (H∞ + C)(Mm,n) and rankΦ(ζ) = m almost everywhere on T, then
the Toeplitz operator TzΦ : H
2(Cn) → H2(Cm) has dense range. The results
of [PT] show that the proof given in [PY1] also works in the more general case
when Φ ∈ L∞(Mm,n) and ‖HΦ‖e < ‖HΦ‖. Hence, TzU has dense range. Then
the operator H∗z¯U∗Hz¯U∗ is unitarily equivalent to the restriction of H
∗
zUHzU to the
orthogonal complement to the subspace
{f ∈ H2(Cr) : ‖HzUf‖2 = ‖f‖2}
(see [Pe2]). Since ‖HU‖e < 1, this subspace is finite-dimensional, and so
‖HU∗‖e = ‖Hz¯U∗‖e = lim
j→∞
sj(Hz¯U∗) = lim
j→∞
sj(HzU) = ‖HzU‖e = ‖HU‖e.
The result follows now from the well-known fact that for a unitary-valued function
U the conditions ‖HU‖e < 1 and ‖HU∗‖e < 1 are equivalent to the fact that TU is
Fredholm (see e.g., §1 of [AP2] for some comments).
Factorizations of the form (4.6) with Ψ satisfying
‖Ψ‖L∞ ≤ t0 and ‖HΨ‖ < t0
form a special class of partial canonical factorizations. The matrix function Ψ is
called the residual entry of the partial canonical factorization. The notion of a
partial canonical factorization in the general case will be defined in §7.
The following theorem together with Theorem 4.3 gives a characterization of the
badly approximable matrix functions Φ satisfying the condition ‖HΦ‖e < ‖HΦ‖.
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Theorem 4.6. Let Φ ∈ L∞(Mm,n) and ‖HΦ‖e < ‖HΦ‖. Suppose that Φ admits
a representation of the form
Φ =W∗
(
σU 0
0 Ψ
)
V∗,
where σ > 0, V and Wt are r-balanced matrix functions, U is a very badly approx-
imable unitary-valued r×r matrix function such that ‖HU‖e < 1, and ‖Ψ‖L∞ ≤ σ.
Then Φ is badly approximable and t0(Φ) = · · · = tr−1(Φ) = σ.
Proof. Suppose that V and W are given by (4.5). Let g ∈ H2(Cr) be a
maximizing vector of HU . Then it is easy to see that
‖HΦΥg‖2 = σ‖Υg‖,
while
‖HΦ‖ ≤ ‖Φ‖L∞ = σ.
Hence, ‖HΦ‖ = σ, Υg is a maximizing vector of HΦ, and Φ is badly approximable.
Since U is very badly approximable, it follows from Theorem 4.1 that the min-
imal invariant subspace of multiplication by z on H2(Cr) that contains all maxi-
mizing vectors of HU is the space H
2(Cr) itself. Let M be the minimal invariant
subspace of multiplication by z on H2(Cn) that contains all maximizing vectors of
HΦ. Since Υ is co-outer, it follows that the matrix Υ(ζ) has rank r for all ζ ∈ D.
Hence,
dim{f(ζ) : f ∈M} ≥ r for all ζ ∈ D.
It follows now from Theorem 4.1 that t0(Φ) = · · · = tr−1(Φ). 
We also need the following version of the converse to Theorem 4.3.
Theorem 4.7. Let Φ ∈ L∞(Mm,n) and ‖HΦ‖e < ‖HΦ‖. Suppose that Φ admits
a representation of the form
Φ =W∗
(
σU 0
0 Ψ
)
V∗,
where σ > 0, V and Wt are r-balanced matrix functions of the form (4.5), U is a
very badly approximable unitary-valued r×r matrix function such that ‖HU‖e < 1,
and ‖HΨ‖ < σ. Then ΥH2(Cr) is the minimal invariant subspace of multiplication
by z on H2(Cn) that contains all maximizing vectors of HΦ and ΩH
2(Cr) is the
minimal invariant subspace of multiplication by z on H2(Cm) that contains all
maximizing vectors of HΦt.
Proof. By Theorem 3.4, we may assume without loss of generality that
‖Ψ‖L∞ < s. We need the following lemma.
Lemma 4.8. Suppose that Φ satisfies the hypotheses of Theorem 4.7. A func-
tion f in H2(Cn) is a maximizing vector of HΦ if and only if f = Υg, where
g ∈ H2(Cr) and g is a maximizing vector of HU .
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Let us first complete the proof of Theorem 4.7. Since U is very badly approx-
imable, we have t0(U) = · · · = tr−1(U) = 1. By Theorem 4.1, the minimal invariant
subspace of multiplication by z on H2(Cr) that contains all maximizing vectors of
HU is H
2(Cr). It follows now from Lemma 4.8 that the minimal invariant subspace
of multiplication by z on H2(Cn) that contains all maximizing vectors of HΦ is
ΥH2(Cr). To complete the proof, we can apply this result to the matrix function
Φt. 
Proof of Lemma 4.8. First of all, by Theorem 4.6, ‖HΦ‖ = σ. Without loss of
generality we may assume that σ = 1. It has been proved in the proof of Theorem
4.6 that if g is a maximizing vector of HU , then Υg is a maximizing vector of HΦ.
Suppose now that f is a maximizing vector of HΦ. We have
Φf = W∗
(
U 0
0 Ψ
)
V∗f
= W∗
(
U 0
0 Ψ
)(
Υ∗f
Θtf
)
= W∗
(
UΥ∗f
ΨΘtf
)
.
Since W∗ is unitary-valued and ‖Ψ‖L∞ < 1, it follows that Θtf = 0. Put
g = Υ∗f ∈ L2(Cr). We have
f = VV∗f = V
(
Υ∗
Θt
)
f =
(
Υ Θ
)( Υ∗f
0
)
= ΥΥ∗f = Υg.
Let us show that g ∈ H2(Cr). Let γ be a vector in Cr. Since Υt is outer, it
follows that there exists a sequence {ϕj} of functions in H
2(Cn) such that {Υtϕj}
converges in H2(Cr) to the function identically equal to γ, and so the sequence
{ϕtjΥ} converges to the function identically equal to γ
t. Hence,
lim
j→∞
{ϕtjf} = lim
j→∞
{ϕtjΥg} = γ
tg
in L1, and so γtg ∈ H2 for any constant vector γ. Consequently, g ∈ H2(Cr).
We have
Φf =W∗
(
UΥ∗Υg
0
)
=
(
Ω Ξ
)( Ug
0
)
=
(
ΩUg
0
)
.
Clearly, f is a maximizing vector of HΦ if and only if ΩUg ∈ H2−(C
r) which is
equivalent to the condition z¯ΩUg ∈ H2(Cr). Since Ωt is outer, we can apply the
same reasoning as above to show that z¯Ug ∈ H2(Cr) which is equivalent to the
fact that Ug ∈ H2−(C
r). But the latter just means that g ∈ Ker TU , and so g is a
maximizing vector of HU . 
Suppose now that the matrix function Ψ in the factorization (4.6) also satisfies
the condition ‖HΨ‖e < ‖HΨ‖. Then we can continue this process, find a best
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analytic approximation G of Ψ and factorize Ψ − G as in (4.6). If we are able
to continue this diagonalization process till the very end, we construct the unique
superoptimal approximation Q of Φ and obtain a canonical factorization of Φ−Q.
Therefore we need an estimate of ‖HΨ‖e. In [PT] in the case r = 1 it was shown
that ‖HΨ‖e ≤ ‖HΦ‖e. We want to obtain the same inequality for an arbitrary r.
We could try to generalize the proof given in [PT] to the case of an arbitrary r.
However, we are going to choose another way. We would like to deduce this result
for an arbitrary r from the corresponding result in the case r = 1.
5. Relations with thematic factorizations
In this section we compare partial canonical factorizations obtained in §4 with
partial thematic factorizations and find useful relations between the complementing
matrix functions Θ and Ξ in (4.5) and the corresponding complementing matrix
functions in partial thematic factorizations.
Let Φ be a matrix function in L∞(Mm,n) such that ‖HΦ‖e < ‖HΦ‖. Let r be
the number of superoptimal singular values of Φ equal to ‖HΦ‖. Suppose that
r < min{m,n}. It follows from the results of §4 that if F is a best approximation
of Φ by bounded analytic matrix functions, then Φ−F admits a partial canonical
factorization
Φ− F =W∗
(
t0U 0
0 Ψ
)
V∗, (5.1)
where V and Wt are r-balanced matrix functions of the form (4.5) and
‖Ψ‖L∞ ≤ t0 = ‖HΦ‖, and ‖HΨ‖ < t0.
On the other hand, it follows from the results of [PT] that Φ−F admits a partial
thematic factorization of the form
Φ− F = W ∗0 · · ·W
∗
r−1


t0u0 0 · · · 0 0
0 t0u1 · · · 0 0
...
...
. . .
...
...
0 0 · · · t0ur−1 0
0 0 · · · 0 ∆

V
∗
r−1 · · ·V
∗
0 ,
(5.2)
where ‖∆‖L∞ ≤ t0 and ‖H∆‖ < t0,
Vj =
(
Ij 0
0 V˘j
)
, Wj =
(
Ij 0
0 W˘j
)
, 0 ≤ j ≤ r − 1,
with thematic matrix functions V˘j, W˘
t
j , and the uj are unimodular functions such
that the Toeplitz operators Tuj are Fredholm with ind Tuj > 0. For j = 0 we
assume that V˘0 = V0 and W˘0 =W0.
20
Suppose that
V˘j =
(
vj Θj
)
, W˘ tj =
(
wj Ξj
)
, 0 ≤ j ≤ r − 1, (5.3)
and
V =
(
Υ Θ
)
, Wt =
(
Ω Ξ
)
,
where the matrix functions vj,Θj,wj ,Ξj,Υ,Θ,Ω,Ξ are inner and co-outer.
Theorem 5.1. Under the above hypotheses there exist constant unitary matrices
U1 ∈Mn−r,n−r and U2 ∈Mm−r,m−r such that
Θ = Θ0Θ1 · · ·Θr−1U1 (5.4)
and
Ξ = Ξ0Ξ1 · · ·Ξr−1U2. (5.5)
Proof. It follows from Theorem 3.4 that if we replace F with another best
approximation G, the matrix function Φ− G will still admit factorizations of the
forms (5.1) and (5.2) with the same matrix functions V,W, Vj,Wj . Hence, we may
assume that F ∈ Ωr (see §1). Then the matrix functions Ψ in (5.1) and ∆ in (5.2)
satisfy the inequalities
‖Ψ‖L∞ < t0 and ‖∆‖L∞ < t0.
Define the function ρ : R→ R by
ρ(t) =
{
t, t ≥ t20
0, t < t20
.
Consider the operator M : H2(Cn) → L2(Cn) of multiplication by the matrix
function ρ
(
(Φ− F )t(Φ− F )
)
. It was proved in Lemmas 3.4 and 3.5 of [AP1] that
KerM = Θ0Θ1 · · ·Θr−1H
2(Cn−r). (5.6)
On the other hand, it follows from (5.1) that
(Φ− F )t(Φ− F ) = V
(
t20Ir 0
0 ΨtΨ
)
Vt
and since ‖ΨtΨ‖L∞ < t20, we have
ρ
(
(Φ− F )t(Φ− F )
)
= V
(
t20Ir 0
0 0
)
Vt = V
(
t20Ir 0
0 0
)(
Υt
Θ∗
)
.
By Theorem 3.1, Ker TΥt = ΘH
2(Cn−r). It is easy to see now that
KerM = ΘH2(Cn−r). Together with (5.6) this yields
Θ0Θ1 · · ·Θr−1H
2(Cn−r) = ΘH2(Cn−r)
which means that both inner functions Θ and Θ0Θ1 · · ·Θr−1 determine the same
invariant subspace of multiplication by z on H2(Cn). Therefore there exists a
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constant unitary function U1 such that (5.4) holds (see §2). To prove (5.5) we can
apply (5.4) to (Φ− F )t. 
Corollary 5.2. Let Ψ and ∆ be the matrix functions in the factorizations (5.1)
and (5.2). Then
∆ = U2ΨU
t
1, (5.7)
where U1 and U2 are unitary matrices from (5.4) and (5.5).
Proof. By Corollary 3.2 of [AP1],
∆ = Ξ∗r−1 · · ·Ξ
∗
1Ξ
∗
0(Φ− F )Θ0Θ1 · · ·Θr−1.
By Theorem 5.1,
∆ = U2Ξ
∗(Φ− F )ΘUt1.
On the other hand, it is easy to see from (5.1) that
Ψ = Ξ∗(Φ− F )Θ, (5.8)
which implies (5.7). 
Now we are in a position to estimate ‖HΨ‖e for the residual entry Ψ in the
factorization (5.1). This will be used in §7 to obtain canonical factorizations of
very badly approximable matrix functions.
Theorem 5.3. Let Φ be a function in L∞(Mm,n) such that ‖HΦ‖e < ‖HΦ‖.
Then for the residual entry Ψ in the partial canonical factorization (5.1) the fol-
lowing inequality holds
‖HΨ‖e ≤ ‖HΦ‖e.
Proof. Iterating Theorem 6.3 of [PT], we find that ‖H∆‖e ≤ ‖HΦ‖e. The result
follows now from (5.7). 
Consider now the unitary-valued matrix function U in the partial canonical
factorization (5.1). As we have observed in the remark following the proof of
Theorem 4.3, the Toeplitz operator TU is Fredholm. We are going to evaluate now
the index of TU in terms of the indices of the partial thematic factorization (5.2).
Recall that the indices kj of the partial thematic factorization (5.2) are defined by
kj
def
= indTuj , 0 ≤ j ≤ r − 1.
Theorem 5.4. Let Φ ∈ L∞(Mm,n) and ‖HΦ‖e < ‖HΦ‖. Then the entry U of
of the diagonal block matrix function in the partial canonical factorization (5.1)
satisfies
indTU = dimKer TU = k0 + k1 + · · ·+ kr−1.
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Proof. Without loss of generality we may assume that ‖HΦ‖ = 1. By Theorem
4.3, U is very badly approximable, ‖HU‖e < ‖HU‖ = 1. Therefore the Toeplitz
operator TzU has dense range in H
2(Cr) (see Theorem 3.1 of [PY1] where this fact
was proved in the case U ∈ (H∞+C)(Mr,r), however the proof given in [PY1] also
works in the more general case ‖HU‖e < ‖HU‖ = 1). Therefore Ker T ∗U = {0}, and
so indTU = dimKer TU .
By Theorem 9.3 of [PT],
dim{f ∈ H2(Cn) : ‖HΦf‖2 = ‖f‖2} = k0 + k1 + · · ·+ kr−1 (5.9)
(earlier this result was proved in [PY2], Theorem 2.2 in the case
Φ ∈ (H∞ + C)(Mm,n)). Let us show that the left-hand side of (5.9) is equal
to dimKer TU . Indeed, if g ∈ H2(Cr), then g ∈ Ker TU if and only if g is a
maximizing vector of HU . By Lemma 4.8,
dim{g ∈ H2(Cr) : ‖HUg‖2 = ‖g‖2} = dim{f ∈ H
2(Cn) : ‖HΦf‖2 = ‖f‖2}
which proves the result. 
To conclude this section, we obtain an inequality between the singular values of
HΦ and the singular values of HΨ in the factorization (5.1).
Theorem 5.5. Let Φ ∈ L∞(Mm,n) and ‖HΦ‖e < ‖HΦ‖. Suppose that
F ∈ H∞(Mm,n) is a best approximation of Φ by bounded analytic functions and
Φ− F is represented by the partial canonical factorization (5.1). Then
sj(HΨ) ≤ sι+j(HΦ), j ≥ 0, (5.10)
where ι
def
= ind TU .
Note that (5.10) was proved in [PT], Theorem 10.1 in the case r = 1. We reduce
the general case to the case r = 1.
Proof. Consider the partial thematic factorization (5.2). Let kj
def
= indTuj ,
0 ≤ j ≤ r − 1, be the indices of this factorization. We have
Φ− F = W ∗0
(
t0u0 0
0 Φ[1]
)
V ∗0 , (5.11)
where Φ[1] is given by the partial thematic factorization
Φ[1] = W˘ ∗1 · · ·
(
Ir−2 0
0 W˘ ∗r−1
)
t0u1 · · · 0 0
...
. . .
...
...
0 · · · t0ur−1 0
0 · · · 0 ∆


(
Ir−2 0
0 V˘ ∗r−1
)
· · · V˘ ∗1 .
Now we can apply Theorem 10.1 of [PT] to the factorization (5.11) and find that
sj(HΦ[1]) ≤ sk0+j(HΦ), j ≥ 0.
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Then we can apply Theorem 10.1 of [PT] to the above partial thematic factorization
of Φ[1], etc. After applying Theorem 10.1 of [PT] r times we obtain the inequality
sj(H∆) ≤ sk0+···+kr−1+j(HΦ), j ≥ 0.
The result follows now from Corollary 5.2 and Theorem 5.4. 
6. Invertibility of the Toeplitz operators TV and TW
For a matrix function Φ ∈ L∞(Mm,n) satisfying ‖HΦ‖e < ‖HΦ‖ we have con-
structed in §4 balanced matrix functions V andWt. We have mentioned in §3 that
by Lemma 6.2 of [Pe4], TV and TW have trivial kernels and dense ranges. In this
section we prove that under the condition ‖HΦ‖e < ‖HΦ‖ the Toeplitz operators
TV and TW are invertible. In the case r = 1 it was proved in [PT] (see the proof
of Theorem 5.1 of [PT]) that the Toeplitz operators TV and TWt are invertible.
Instead of trying to generalize the proof given in [PT] to the case of an arbitrary
r we are going to reduce the general case to the case r = 1.
Then we are going to prove that the matrix functions Υ,Θ,Ω,Ξ given by (4.5)
are left invertible in H∞. Note that this result in the case r = 1 plays an important
role (see [PY2] and [PT]).
We are going to use the following fact from [Pe2] (see also [PK] where the scalar
case was considered):
If V is an n × n unitary-valued function such that the Toeplitz operator
TV : H
2(Cn) → H2(Cn) has trivial kernel and dense range, then the operators
H∗V ∗HV ∗ and H
∗
VHV are unitarily equivalent. In particular, ‖HV ‖ = ‖HV ∗‖.
We need another well known fact (see [D] or [Ni] for the scalar case, in the matrix
case the proof is the same):
If V is an n×n unitary-valued function, then TV is invertible on H2(Cn) if and
only if ‖HV ‖ < 1 and ‖HV ∗‖ < 1.
Consider now a balanced matrix function V =
(
Υ Θ
)
. Clearly, ‖HV‖ = ‖HΘ‖
and ‖HV∗‖ = ‖HΥ‖. Since TV has trivial kernel and dense range (Lemma 6.2 of
[Pe4]), it follows that
‖HΘ‖ = ‖HΥ‖. (6.1)
TV is invertible if and only if the norms in (6.1) are less than 1. It is also clear
that the last condition is equivalent to the invertibility of TVt.
Theorem 6.1. Let Φ ∈ L∞(Mm,n) and suppose that ‖HΦ‖e < ‖HΦ‖. Let V and
W t be the r-balanced matrix functions in the partial canonical factorization (5.1).
Then the Toeplitz operators TV , TVt, TW , and TWt are invertible.
Recall that for r = 1 this was proved in [PT] (see the proof of Theorem 5.1 of
[PT]). We are going to reduce the general case to the case r = 1.
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Proof. Consider the partial thematic factorization (5.2) and the corresponding
thematic matrix functions V˘j and the inner matrix functions Θj given by (5.3).
As we have already mentioned, it was shown in the proof of Theorem 5.1 of [PT]
that the Toeplitz operators TV˘j are invertible for 0 ≤ j ≤ r − 1. Since the V˘j are
1-balanced, this is equivalent to the fact that ‖HΘj‖ < 1, 0 ≤ j ≤ r − 1 (see the
discussion preceding the statement of Theorem 6.1). To prove that TV is invertible,
it is sufficient to show that ‖HΘ‖ < 1, where as usual, V =
(
Υ Θ
)
.
By Theorem 5.1, Θ = Θ0 · · ·Θr−1U, where U is a constant unitary matrix.
Clearly, to show that ‖HΘ‖ < 1, it is sufficient to prove the following lemma.
Lemma 6.2. Let Θ1 be an n × k inner matrix function and let Θ2 be a k × l
inner matrix function such that ‖HΘ1‖ < 1 and ‖HΘ2‖ < 1. Let Θ = Θ1Θ2. Then
‖HΘ‖ < 1.
Let us first complete the proof of Theorem 6.1. Applying Lemma 6.2 inductively,
we find that ‖HΘ‖ < 1. As we have explained this is equivalent to the invertibility
of TV and TVt. Similarly, one can prove that the Toeplitz operators TWt and TW
are invertible. 
Proof of Lemma 6.2. Let σ < 1 be a positive number such that ‖HΘ1‖ < σ
and ‖HΘ2‖ < σ. Let f ∈ H
2(Cl). We have
‖HΘf‖
2
2 = ‖P−Θ1Θ2f‖
2
2
= ‖P−Θ1P−Θ2f + P−Θ1P+Θ2f‖
2
2
= ‖Θ1P−Θ2f + P−Θ1P+Θ2f‖
2
2
= ‖P−Θ2f +Θ
t
1P−Θ1P+Θ2f‖
2
2.
We claim that the functions P−Θ2f and Θ
t
1P−Θ1P+Θ2f are orthogonal. Indeed,
let ϕ ∈ H2−(C
k) and ψ ∈ H2(Ck). We have
(ϕ,Θt1P−Θ1ψ) = (Θ1ϕ,P−Θ1ψ) = (Θ1ϕ,Θ1ψ) = (ϕ, ψ) = 0,
since Θ1 takes isometric values almost everywhere on T. It follows that
‖HΘf‖
2
2 = ‖P−Θ2f‖
2
2 + ‖Θ
t
1P−Θ1P+Θ2f‖
2
2
≤ ‖P−Θ2f‖
2
2 + ‖P−Θ1P+Θ2f‖
2
2
= ‖P−Θ2f‖
2
2 + ‖HΘ1P+Θ2f‖
2
2
≤ ‖P−Θ2f‖
2
2 + σ
2‖P+Θ2f‖
2
2
= σ2(‖P−Θ2f‖
2
2 + ‖P+Θ2f‖
2
2) + (1− σ
2)‖P−Θ2f‖
2
2
= σ2‖Θ2f‖
2
2 + (1− σ
2)‖HΘ2f‖
2
2
≤ σ2‖f‖22 + σ
2(1− σ2)‖f‖22 = (2σ
2 − σ4)‖f‖22.
The result follows now from the trivial inequality 2σ2 − σ4 < 1. 
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Now we are going to prove that the matrix functions Υ,Θ,Ω,Ξ are left invertible
in H∞. Recall that a matrix function ∆ ∈ H∞(Mι,κ) is called left invertible in H∞
if there exists a matrix function Λ ∈ H∞(Mκ,ι) such that Λ∆ is identically equal to
Iκ. Recall that by a theorem of Sz.-Nagy and Foias [SNF2], ∆ is left invertible in
H∞ if and only if the Toeplitz operator T∆ : H
2(Cκ)→ H2(Cι) is bounded below,
i.e., ‖T∆ϕ‖2 ≥ δ‖ϕ‖2 for some δ > 0.
Theorem 6.3. Let Φ ∈ L∞(Mm,n) and ‖HΦ‖e < ‖HΦ‖. Suppose that V and W
are matrix functions of the form (4.5) in the partial canonical factorization (5.1).
Then Υ,Θ,Ω,Ξ are left invertible in H∞.
Proof. Let us prove that Θ is left invertible. By Theorem 6.1. the Toeplitz
operator TV is invertible. Hence, ‖TVf‖2 ≥ δ‖f‖2, f ∈ H2(Cn), for some δ > 0.
If we apply this inequality to functions f of the form f =
(
0
ϕ
)
, we find that
‖TΘϕ‖2 ≥ δ‖ϕ‖2, ϕ ∈ H
2(Cn−r). It follows now from the Sz.-Nagy–Foias theorem
mentioned above that Θ is left invertible in H∞.
To prove that Υ is left invertible in H∞, we can apply the above reasoning to
the matrix function V. Finally, to obtain the same results for Ω and Ξ, we can
apply the above reasoning to the matrix functions W∗ and Wt. 
7. Canonical factorizations of very badly approximable functions
Given Φ ∈ L∞(Mm,n), consider the sequence {tj} of its superoptimal singular
values. Suppose that
t0 = · · · = tr1−1 > tr1 = · · · = tr2−1 > · · · > trι−1 = · · · = trι−1 (7.1)
are all nonzero superoptimal singular values of Φ, i.e., t0 has multiplicity r1 and
trj has multiplicity rj+1 − rj, 1 ≤ j ≤ ι− 1.
By Theorem 4.3, if ‖HΦ‖e < ‖HΦ‖ and F0 is a best approximation of Φ by
bounded analytic matrix function, then Φ− F0 admits a factorization
Φ− F0 =W
∗
0
(
t0U0 0
0 Φ[1]
)
V∗0 ,
where V0 and Wt0 are r1-balanced matrix functions, U0 is very badly approximable
unitary-valued matrix function such that ‖HU0‖e < 1, and Φ
[1] is a matrix function
in L∞(Mm−r1,n−r1) such that ‖HΦ[1]‖ = tr1 .
By Theorem 5.3, ‖HΦ[1]‖e ≤ ‖HΦ‖e. If tr1 is still greater than ‖HΦ‖e, we can
apply Theorem 4.3 to Φ[1] and find that for a best approximation G1 of Φ
[1] the
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matrix function Φ[1] −G1 admits a factorization
Φ[1] −G1 = W˘
∗
1
(
tr1U1 0
0 Φ[2]
)
V˘∗1 ,
where V˘1 and W˘t1 are (r2 − r1)-balanced matrix functions, U1 is a very badly
approximable unitary-valued matrix function of size (r2 − r1) × (r2 − r1) such
that ‖HU1‖e < 1, and Φ
[2] is a matrix function in L∞(Mm−r2,n−r2) such that
‖HΦ[2]‖ = tr2 .
We can apply now Theorem 3.4 and find a matrix function F1 ∈ H∞(Mm,n) such
that
Φ− F1 =W
∗
0W
∗
1

 t0U0 0 00 tr1U1 0
0 0 Φ[2]

V∗1V∗0 ,
where
V1 =
(
Ir1 0
0 V˘1
)
and W1 =
(
Ir1 0
0 W˘1
)
.
If tr2 is still greater than ‖HΦ‖e, we can continue this process and apply Theorem
4.3 to Φ[2]. Suppose now that trd−1 > ‖HΦ‖e, 2 ≤ d ≤ ι. Then continuing the above
process and applying Theorem 3.4, we can find a function F ∈ H∞(Mm,n) such
that Φ− F admits a factorization
Φ− F =W∗0 · · ·W
∗
d−1


t0U0 0 · · · 0 0
0 tr1U1 · · · 0 0
...
...
. . .
...
...
0 0 · · · trd−1Ud−1 0
0 0 · · · 0 Φ[d]

V
∗
d−1 · · · V
∗
0 ,
(7.2)
where the Uj are (rj+1− rj)× (rj+1− rj) very badly approximable unitary valued
functions such that ‖HUj‖e < 1,
Vj =
(
Irj 0
0 V˘j
)
and Wj =
(
Irj 0
0 W˘j
)
, 1 ≤ j ≤ d− 1,
(7.3)
V˘j and W˘
t
j are (rj+1 − rj)-balanced matrix functions, and Φ is a matrix function
satisfying
‖Φ[d]‖L∞ ≤ trd−1, and ‖HΦ[d]‖ < trd−1 . (7.4)
Factorizations of the form (7.2) with Vj and Wj of the form (7.3) and Φ[d]
satisfying (7.4) are called partial canonical factorizations. The matrix function
Φ[d] is called the residual entry of the partial canonical factorization (7.2).
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Finally, if ‖HΦ‖e is less than the smallest nonzero superoptimal singular value
trι−1, then we can complete this process and construct the unique superoptimal ap-
proximation of Φ by bounded analytic matrix functions. This proves the following
theorem.
Theorem 7.1. Let Φ ∈ L∞(Mm,n) and suppose that the nonzero superoptimal
singular values of Φ satisfy (7.1). If ‖HΦ‖e < trι−1 and F is the unique super-
optimal approximation of Φ by bounded analytic functions, then Φ − F admits a
factorization
Φ− F =W∗0 · · ·W
∗
ι−1


t0U0 0 · · · 0 0
0 tr1U1 · · · 0 0
...
...
. . .
...
...
0 0 · · · trι−1Uι−1 0
0 0 · · · 0 0

V
∗
ι−1 · · · V
∗
0 ,
(7.5)
where the Vj and Wj, and Uj are as above.
Note that the lower right entry of the diagonal matrix function on the right-hand
side of (7.5) is the zero matrix function of size (m − rι) × (n − rι). Here it may
happen that m− rι or n− rι can be zero.
Clearly, the left-hand side of (7.5) is a very badly approximable matrix function.
Factorizations of the form (7.5) are called canonical factorizations of very badly
approximable matrix functions.
The following result shows that the right-hand side of (7.5) is always a very
badly approximable matrix function.
Theorem 7.2. Let Φ be a matrix function in L∞(Mm,n) such that
‖HΦ‖e < ‖HΦ‖, ι is a positive integer, r1, · · · , rι are positive integers satisfying
r1 < r2 < · · · < rι
and
σ0 > σ1 > · · · > σι−1 > 0.
Suppose that Φ admits a factorization
Φ =W∗0 · · ·W
∗
ι−1


σ0U0 0 · · · 0 0
0 σ1U1 · · · 0 0
...
...
. . .
...
...
0 0 · · · σι−1Uι−1 0
0 0 · · · 0 0

V
∗
ι−1 · · · V
∗
0 ,
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in which the Uj, Vj, and Wj are as above. Then Φ is very badly approximable and
the superoptimal singular values of Φ are given by
tκ(Φ) =


σ0, κ < r1
σj , rj ≤ κ < rj+1
0, κ ≥ rι
.
Proof. Let
V0 =
(
Υ Θ
)
and W0 =
(
Ω Ξ
)
,
where Υ,Θ,Ω,Ξ are inner and co-outer matrix functions.
By Theorem 4.7, the minimal invariant subspace of multiplication by z on
H2(Cn) that contains all maximizing vectors of HΦ is ΥH
2(Cr1) and the minimal
invariant subspace of multiplication by z on H2(Cm) that contains all maximizing
vectors of HΦt is ΩH
2(Cr1). By Theorem 4.6, Φ is badly approximable and
t0(Φ) = · · · = tr1−1 = σ0.
By Theorem 3.4, we can reduce our problem to the function
W˘∗1 · · ·
(
Irι−1−r1 0
0 W˘∗ι−1
)
σ1U1 · · · O O
...
. . .
...
...
O · · · σι−1Uι−1 O
O · · · O O


(
Irι−1−r1 0
0 V˘∗ι−1
)
· · · V˘∗1 .
This function is also represented by a canonical factorization which makes it pos-
sible to continue this process and prove that Φ is very badly approximable and the
superoptimal singular values of Φ satisfy the desired equality. 
8. Invariance properties of canonical factorizations
In this section we demonstrate an advantage of canonical factorizations over the-
matic factorizations. Namely, we show that canonical factorizations possess certain
invariance properties, i.e., the matrix functions Uj in the canonical factorization
(7.5) are uniquely determined modulo unitary constant factors. Moreover, if
V0 =
(
Υ0 Θ0
)
, Wt0 =
(
Ω0 Ξ0
)
,
V˘j =
(
Υj Θj
)
, W˘tj =
(
Ωj Ξj
)
, 1 ≤ j ≤ ι− 1,
and the V˘j and W˘j are given by (7.3), then the matrix functions Υj ,Θj,Ωj ,Ξj are
also uniquely determined modulo constant unitary factors.
We start with partial canonical factorizations of the form (5.1). Suppose that
a matrix function Φ in L∞(Mm,n) satisfies ‖HΦ‖e < ‖HΦ‖ and admits partial
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canonical factorizations
Φ =
(
Ω Ξ
)( σU 0
0 Ψ
)(
Υ Θ
)∗
(8.1)
and
Φ =
(
Ω◦ Ξ◦
)( σ◦U◦ 0
0 Ψ◦
)(
Υ◦ Θ◦
)∗
, (8.2)
where ‖Ψ‖L∞ ≤ σ, ‖HΨ‖ < σ, ‖Ψ◦‖L∞ ≤ σ◦, ‖HΨ◦‖ < σ◦, U is an r×r very badly
approximable unitary-valued function such that ‖HU‖e < 1, U◦ is an r◦ × r◦ very
badly approximable unitary-valued function such that ‖HU◦‖e < 1,
(
Υ Θ
)
and(
Ω Ξ
)t
are r-balanced matrix functions, and
(
Υ◦ Θ◦
)
and
(
Ω◦ Ξ◦
)t
are
r◦-balanced matrix functions.
Theorem 8.1. Let Φ be a badly approximable function in L∞(Mm,n) such that
‖HΦ‖e < ‖HΦ‖. Suppose that Φ admits factorizations (8.1) and (8.2). Then
r = r◦, σ = σ◦ and there exist unitary matrices V#,V♭ ∈ Mr,r, U# ∈ Mn−r,n−r,
U♭ ∈Mm−r,m−r such that
Υ◦ = ΥV#, Ω◦ = ΩV♭, (8.3)
Θ◦ = ΘU#, Ξ◦ = ΞU♭, (8.4)
and
U◦ = (V♭)tUV#, Ψ◦ = (U♭)∗ΨU#. (8.5)
Proof. By Theorem 4.6, σ = σ◦ = ‖HΦ‖. Next, by Theorem 4.7, the minimal
invariant subspace of multiplication by z on H2(Cn) that contains all maximizing
vectors of HΦ is equal to ΥH
2(Cr) and at the same time it is equal to Υ◦H2(Cr
◦
).
It follows that r = r◦ and there exists a unitary matrix V# ∈ Mr,r such that
Υ◦ = ΥV#. Applying the same reasoning to Φt, we find a unitary matrix function
V♭ ∈Mr,r such that Ω◦ = ΩV♭ which proves (8.3).
By Theorem 3.1,
ΘH2(Cn−r) = Ker TΥt and Θ
◦H2(Cn−r) = Ker T(Υ◦)t.
By (8.3), Ker TΥt = KerT(Υ◦)t which implies that there exist a unitary matrix
U# ∈ Mn−r,n−r such that Θ◦ = ΘU#. Applying the same reasoning to Φt, we find
a unitary matrix U♭ ∈Mm−r,m−r such that Ξ◦ = ΞU♭ which proves (8.4).
By (4.7),
σU = ΩtΦΥ and σU◦ = (Ω◦)tΦΥ◦.
This implies the first equality in (8.5).
Finally, by (5.8),
Ψ = Ξ∗ΦΘ and Ψ◦ = Ξ◦∗ΦΘ◦
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which completes the proof of (8.5). 
We can obtain similar results for arbitrary partial canonical factorizations and
canonical factorizations. Let us consider in detail the following special case. Sup-
pose that the matrix functions Ψ and Ψ◦ in (8.1) and (8.2) admit the following
partial canonical factorizations
Ψ =
(
Ω1 Ξ1
)( σ1U1 0
0 ∆
)(
Υ1 Θ1
)∗
(8.6)
and
Ψ◦ =
(
Ω◦1 Ξ
◦
1
)( σ◦1U◦1 0
0 ∆◦
)(
Υ◦1 Θ
◦
1
)∗
, (8.7)
where ‖∆‖L∞ ≤ σ1, ‖H∆‖ < σ1 and ‖∆◦‖L∞ < σ◦1, ‖H∆◦‖ < σ
◦
1 .
By Theorem 8.1, Ψ◦ = (U♭)∗ΨU#. It follows now from (8.7) that
Ψ =
(
U♭Ω◦1 U
♭Ξ◦
1
)(
σ◦1U
◦
1 0
0 ∆◦
)(
U#Υ◦1 U
#Θ◦
1
)∗
(8.8)
which is another partial canonical factorization of Ψ.
We can compare now the factorizations (8.6) and (8.8). By Theorem 8.1, σ◦1 = σ1
and there exist unitary matrices V#
1
,V♭
1
,U#
1
,U♭
1
such that
Υ◦1 = (U
#)tΥ1V
#
1
, Ω◦
1
= (U♭)tΩ1V
♭
1
,
Θ◦1 = (U
#)∗Θ1U
#
1
, Ξ◦
1
= (U♭)∗Ξ1U
♭
1
,
and
U◦1 = (V
♭
1
)tU1V
#
1
, ∆◦ = (U♭
1
)∗∆U1
#.
It is easy to see that the same results hold in the case of arbitrary partial
canonical factorizations as well as arbitrary canonical factorizations.
9. Hereditary properties
In this section we consider the following heredity problem. Suppose that the
initial matrix function Φ belongs to a certain function space X . We study the
problem of whether all matrix functions in a (partial) canonical factorization of
Φ belong to the same space X (by this we certainly mean that all their entries
are in X). This is not true for an arbitrary function space X . In particular, it
can be shown that this is not true if X is the space C(T) of continuous function.
Nevertheless, we prove that this is true for two natural classes of function spaces.
The first class consists of so-called R-spaces, i.e., spaces that can be described in
terms of rational approximation in the norm of BMO (see [PK]). The second class
of spaces consists of Banach algebras satisfying Axioms (A1)–(A4) below. In both
31
cases we apply so-called recovery theorems for unitary-valued functions obtained
in [Pe2] and [Pe3].
We are not going to give a formal definition of R-spaces and refer the reader
to [PK] for details. Roughly speaking, a linear R-space is a linear space X of
functions on T such that X ⊂ VMO and there exists a Ko¨the sequence space E
such that ϕ ∈ X if and only if ϕ ∈ BMO and the singular values of the Hankel
operators Hϕ and Hϕ¯ satisfy
{sn(Hϕ)}n≥0 ∈ E and {sn(Hϕ¯)}n≥0 ∈ E.
Recall that E is a Ko¨the sequence space if
{cn}n≥0 ∈ E, |dn| ≤ |cn| ⇒ {dn}n≥0 ∈ E.
Important examples ofR-spaces are the Besov spaces B1/pp , 0 < p <∞ (see [PK],
[Pe1] (the corresponding Ko¨the space E is ℓp) and the space VMO of functions of
vanishing mean oscillation (E is the space c0 of sequences converging to 0). We
refer the reader to [G] for definitions and properties of the spaces BMO and VMO.
The second class consists of function spaces X ⊂ C(T) that contain the trigono-
metric polynomials and satisfy the following axioms:
(A1) If f ∈ X, then f¯ ∈ X and P+f ∈ X;
(A2) X is a Banach algebra with respect to pointwise multiplication;
(A3) for every ϕ ∈ X the Hankel operator Hϕ is a compact operator from X+
to X−;
(A4) if f ∈ X and f does not vanish on T, then 1/f ∈ X.
Here we use the notation
X+ = {f ∈ X : fˆ(j) = 0, j < 0}, X− = {f ∈ X : fˆ(j) = 0, j ≥ 0}.
For simplicity we write Φ ∈ X if all entries of a matrix function Φ belong to X .
Note here that the Besov classes Bsp,q, 1 ≤ p < ∞, 1 ≤ q ≤ ∞, s > 1/p, the
space of functions with absolutely convergent Fourier series, the spaces
{f : f (n) ∈ VMO}, {f : P+f
(n) ∈ C(T), P−f
(n) ∈ C(T)}, n ≥ 1,
satisfy (A1)–(A4).
Among nonseparable Banach spaces X satisfying (A1)–(A4) we mention the
following ones: the Ho¨lder–Zygmund spaces Λα, α > 0, the spaces
{f : f (n) ∈ BMO}, {f : P+f
(n) ∈ H∞, P−f
(n) ∈ H∞}, n ≥ 1,
the space
{f : |fˆ(j)| ≤ const(1 + |j|)−α}, α > 1,
(see [Pe3]).
We need the following so-called recovery theorem for unitary-valued functions.
Let X be either an R-space or a space of functions satisfying (A1)–(A4) and let
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U be a unitary-valued matrix function in X(Mn,n) such that the Toeplitz operator
TU : H
2(Cn)→ H2(Cn) has dense range. Then
P−U ∈ X =⇒ U ∈ X. (9.1)
Moreover, if X is a Banach R-space, then we can conclude that
‖P−U‖X ≤ const ‖U‖X .
For R-spaces this was proved in [Pe2], for spaces satisfying (A1)–(A4) this was
proved in [Pe3], see also [PK] for the scalar case. In fact, in [PK] and [Pe3] the
assumptions onX were slightly different but it was shown in [AP2] that the method
used in [Pe3] can be adjusted to work for all spaces satisfying (A1)–(A4).
Note that bothR-spaces and spaces satisfying (A1)–(A4) are contained in VMO.
Therefore if Φ ∈ L∞(Mm,n) and P−Φ ∈ X(Mm,n), then HΦ is compact.
To establish the main result of this section we need the fact that for a linear
R-space X the space X ∩L∞ forms an algebra with respect to pointwise multipli-
cation. Indeed, suppose that ϕ, ψ ∈ X ∩L∞. Clearly, ϕ ∈ X if and only if ϕ¯ ∈ X ,
and so it is sufficient to prove that P−(ϕψ) ∈ X . Let f ∈ H
2. We have
Hϕψf = P−ϕψf = P−ϕP+ψf + P−ϕP−ψf = HϕTψf + T˘ϕHψf, (9.2)
where the operator T˘ϕ : H
2
− → H
2
− is defined by T˘ϕg = P−ϕg, g ∈ H
2
−. It is easy
to deduce from (9.2) that P−(ϕψ) ∈ X .
Theorem 9.1. Suppose that X is a linear R-space or X is a function space
satisfying (A1)–(A4). Let Φ be a bounded m× n matrix function such that P−Φ is
a nonzero matrix function in X(Mm,n). If F ∈ H
∞(Mm,n) is a best approximation
of Φ and Φ− F admits a partial canonical factorization
Φ− F =
(
Ω Ξ
)( t0U 0
0 Ψ
)(
Υ Θ
)∗
,
then Υ,Θ,Ω,Ξ, U,P−Ψ ∈ X.
Proof. Assume without loss of generality that t0 = 1. By Theorem 3.4, if
we replace a best approximating function F with any other best approximation,
we do not change P−Ψ. Thus we may assume that F is the unique superoptimal
approximation of Φ by bounded analytic matrix functions. Then Φ − F belongs
to X . For linear R-spaces this was proved in [PY1], Theorem 5.1. For spaces X
satisfying (A1)–(A4) this is Theorem 9.2 of [Pe3]. (Theorem 9.2 is stated in [Pe3]
under slightly different assumptions but using the results of §4 of [AP2], one can
easily see that the proof given in [Pe3] works for all spaces satisfying (A1)–(A4).)
Let us first prove that Θ ∈ X . Consider a partial thematic factorization of
Φ − F of the form (5.2). Then the matrix functions Vj given by (5.3) belong to
X . If X is a linear R-space, this was proved in §5 of [PY1], for spaces satisfying
(A1)–(A4) this was proved in §9 of [Pe3]. (Again this was proved in [Pe3] under
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slightly different assumptions but the results of §4 of [AP2] show that the proof
given in [Pe3] works for all spaces satisfying (A1)–(A4).) In particular the inner
matrix functions Θj in (5.3) belong to X . Since X ∩ L∞ is an algebra, it follows
now from (5.4) that Θ ∈ X .
Consider now the unitary-valued matrix function V =
(
Υ Θ
)
. We have just
proved that P−V ∈ X . As we have mentioned in §3, the Toeplitz operator TV has
dense range in H2(Cn). Therefore by (9.1), V ∈ X , and so Υ ∈ X .
If we apply the above reasoning to Φt, we prove that Ξ ∈ X and Ω ∈ X . It
follows now from (4.7) that U ∈ X . Finally, it follows from (5.8) that P−Ψ ∈ X .

Remark. It can be shown that if X is a linear R-space, then the X-norms of
Υ,Θ,Ω,Ξ, U,P−Ψ can be estimated in terms of the X-norm of P−Φ.
Clearly, it follows from Theorem 9.1 that the same result holds for arbitrary
partial canonical factorizations. In particular, the following theorem holds.
Theorem 9.2. Let Φ ∈ L∞(Mm,n) and F is the superoptimal approximation of
Φ by bounded analytic matrix functions. If (7.5) is a canonical factorization of
Φ− F , then all factors on the right-hand side of (7.5) belong to X.
Consider now separately the important case X = VMO. As we have already
noted, VMO is an R-space. It is well known that if Φ ∈ L∞, then P−Φ ∈ VMO
if and only if Φ ∈ H∞ + C. It is also well known that QC = VMO ∩ L∞.
Theorem 9.3. Let Φ ∈ (H∞ + C)(Mm,n) and P−Φ 6= 0. If F is a best approx-
imation of Φ by bounded analytic functions and Φ− F admits a partial canonical
factorization (4.6), then V,W, U ∈ QC and Ψ ∈ H∞ + C.
Theorem 9.3 follows immediately from Theorem 9.1 if we put X = VMO.
10. Very badly approximable unitary-valued functions
In this section we study unitary-valued very badly approximable matrix func-
tions which play a crucial role in canonical factorizations. The following theorem
describes such functions U under the condition ‖HU‖e < 1.
Theorem 10.1. Let U be an r × r unitary-valued matrix function such that
‖HU‖e < 1. The following are equivalent:
(i) U is very badly approximable;
(ii) the Toeplitz operator TzU : H
2(Cr)→ H2(Cr) has dense range in H2(Cr);
(iii) the Toeplitz operator Tz¯U∗ : H
2(Cr)→ H2(Cr) has trivial kernel.
Proof. First of all it is trivial that (ii) is equivalent to (iii). The implication
(i)⇒(ii) is proved in the Remark after the proof of Theorem 4.3.
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It remains to show that (ii) implies (i). Again, it is explained in the Remark
following the proof of Theorem 4.3 that TU is Fredholm. Consider a Wiener–Hopf
factorization of U :
U = Ψ∗2


zd1 0 · · · 0
0 zd2 · · · 0
...
...
. . .
...
0 0 · · · zdr

Ψ1,
where Ψ±11 ,Ψ
±1
2 ∈ H
2(Mr,r). It is well known and it is easy to see that (ii) is equiv-
alent to the condition that all Wiener–Hopf indices dj are negative. It follows from
the results of §3 of [AP2] that the superoptimal singular values t0(U), · · · , tr−1(U)
are equal to 1 which means that U is very badly approximable. 
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