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This research is a computational fluid dynamic study of the formation of vortices and
separation bubbles in a square cavity as well as in a cylindrical cavity. Whereas there has been
previous research work on the problem of a free stream over different types of cavities, like open
and closed cavities or lid driven cavities, this research on an inlet induced flow inside a square
cavity lead to unusual and interesting basic fluid dynamical phenomena. The flow in a square
cavity and in a cylindrical cavity is simulated over a range of Reynolds numbers and the
appearance of separation bubbles and vortices have been obtained.
A large separation bubble develops in the vicinity of the left bottom corner for a
range of Reynolds numbers from 1 up to about 1700. Once that Reynolds number is reached, the
bubble disappears and a new vortical structure appears in the vicinity of the top right position.
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CHAPTER I
INTRODUCTION
The Presence of cavity in a surface bounding a fluid flow can cause large fluctuations of
pressure, velocity and density in the flow in its vicinity. Study on the cavity flows has been an
area of active research and renewed significance in the past few years. In this case, the control
volume is limited. Therefore, a small number of grid nodes are required and simple boundary
conditions are set. In the earliest renditions of this problem, the Navier–Stokes equations were
transformed into vorticity–stream function variables for economies of computational resources
were obtained. The calculations were performed by brigades of specialists without the use of
computers.
When computers appeared, the indicated problem remained, as before, the focus of attention of
specialists developing computational methods. A detailed analysis of methods concerning the
problem considered that appeared in the period from the 1960s to the late 1980s is given in a set
of monographs. One of the first works in the area of numerical investigation of a viscous-fluid
flow in a square cavity began thirty years ago on a BESM-4 computer containing 21 × 21 grid
nodes in one memory cube. At that time, in the mid-1970s, high-accuracy Arakava schemes of
the second and fourth order of approximation and non-uniform grids were used for the first time
for solving Navier–Stokes equations.
Progress in computational engineering and, especially, widespread use of personal computers in
the 1980's and subsequent years have made it possible, first of all, to develop universal firstwave codes of applied programs, such as PHOENIX, FLOW3D, and FIDAP, and then more
modern information products / commercial CFD codes such as FLUENT, StarCD, and CFX.
When computers with a large memory and a high CPU speed appeared, instead of the Navier–
Stokes

equations in transformed

variables, Navier–Stokes

equations written

in physical

variables — Cartesian velocity or pressure components — began to be predominantly used. This
made it possible to increase the number of computational cells (by an order of magnitude and
more) and to increase the resolution in the near-wall region for this problem [1].
Cavity is a basic fluid dynamic configuration. The presence of cavity in a surface bounding a
fluid flow can cause large fluctuations of pressure, velocity, and density in the flow in its
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vicinity. A classical test problem is numerical simulation of a laminar/turbulent flow of
an incompressible viscous fluid in a square cavity. It has long since been a "testing area" for
approbation of approximation schemes for terms in initial equations as well as of computational
models and methods. A large number of calculation data concerning this problem have been
accumulated. Therefore, it makes sense to return periodically to the solution of the problem
verification and analysis of the computational codes developed [1].
Periodic oscillations in cavities have been observed over a large range of Mach numbers and
Reynolds numbers, with both laminar and turbulent boundary layers and over a wide range of
length-to-depth ratios. The external flow does not follow the cavity surface but instead develops
regions of massively separated flows in, above and behind cavity, which is often characterized
by a strong oscillation inside the cavity. In general, cavities are divided into open and closed
cavities as defined by Charwat etal. Open flow regimes exhibit distinct peaks in measured sound
pressure spectra, whilst the closed cavity signals are more broadband. Open cavities refer to flow
over cavities where the boundary layer separates at the upstream corner and reattaches near the
downstream corner.

Figure1. Open type cavity

Cavities are closed when the separated layer reattaches at the cavity bottom and again separates
ahead of the downstream wall. Open cavities may further be divided into shallow and deep
cavities [3].
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The type of cavity used in this research is closed square cavity with an inlet and an outlet which
are positioned at the two edges on the upper side of the square. The design and research over this
type of cavities has never been done and the fluid dynamic interactions involving various
parameters are observed. The square cavity used in this research is shown in the figure below.

Figure2. Square cavity used in this research

Computational investigations have provided solutions of the mean pressure distribution and
pressure fluctuations on the surface of the cavity as well as the internal flow in terms of the
traditional flow variables of density, pressure, Mach, and streamlines. However, the internal flow
computations cannot be validated since no experimental data exists for the comparison. The
problem is further compounded by the fact that the traditional methods of inserting a probe or
wire to measure density, pressure or temperature alter the flow field.
Internal flow cavity configurations occur in many engineering applications from segmented
rocket motors to dump combustors. The near region of the free shear layer in an internal cavity
flow plays an important role in development of the downstream characteristics of the flow,
especially in regard to the formation of axially directed spiral vortices and large, spanwise roll
vortices.
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Control of cavity flows has been an area of active research in the past few years due to increased
emphasis on internal weapons carriage in air vehicles. Flow separation resulting from a sudden
expansion in geometry, as is encountered in cavities, occurs in a large array of engineering
applications. Although these geometries are considered as canonical test cases for separated
flows commonly encountered in aerodynamic and hydro-dynamic problems, the flow-separation
characteristics of these base flows can readily be extended to more complex geometries such as
in high angle-of-attack or bluff-body flows.
Flow over cavities is of interest, because the presence of cavities changes the drag and heat
transfer and may cause intense periodic oscillations. In particular, cavity flow has specific
relevance to the drag experienced on many aerodynamic bodies. This is exemplified through the
presence of numerous cavity-like geometries on standard aircraft, including cargo bays and
landing gear enclosures. These flow disruptions resulting in adverse pressure gradients have a
significant effect on the overall drag of a body [2].
1.1. Classification of Flows over Cavities
From a fluid mechanics standpoint, cavity flow presents a unique problem. The feedback loop
subsequently builds up the disturbance waves at certain frequencies, creating large oscillating
pressure waves and noise. Most flows over cavities are susceptible to oscillations. Oscillating
flows have been classified by Rockwell and Naudascher according to the kind of interaction
involved in the oscillation.
a. Fluid Dynamic Interactions
These involve coupling between oscillations of the shear layer over the cavity with the flow
inside the cavity. Standing acoustic modes are not involved, nor or the high Mach numbers and
compressibility effects required. Many of the oscillating flows at the low speeds over the shallow
cavities fall under this category. The mechanisms involved are believed to arise from shear layer
instability and vortex shedding. Large scale coherent structures present in the shear layer are
known to play the major role in such interactions.
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b. Fluid Resonant Interactions
These are the flow oscillations which appear to be controlled by the acoustic modes of cavity.
These are usually encountered in cavities which have large depths normal to flow direction, or
large volumes with small openings to the flow. Oscillations observed in flows over cavities at
high Mach number involve fluid resonant oscillations as well.
c. Fluid Elastic Interactions
These are the flow interactions between the shear layers over the cavity and the elastic
boundaries of the cavity. It may be expected that such interactions will be involved in sonic
fatigue problems. In many situations, more than one of the above forms of interaction may occur,
as in compressible flows over shallow cavities with deflectable surfaces, or inside large cavities
with high-speed flows and baffles located inside them [6].
1.2. FACTORS AFFECTING THE FLOW IN CAVITIES
Length-to-Depth Ratio
One of the most common parameters used to characterize cavity flows is the length-to-depth
ratio. Very Shallow cavities do not show the presence of a single predominant vortex structure.
For L/D > 10, the flow is likely to reattach on the bottom of the cavity and thus form two
recirculating regions. When L/D is of the order unity, a single vortex, stable or unstable, is
observed, usually somewhat downstream of the middle of the cavity. Small secondary vortices
rotating counter to the main vortex have been observed near the corners. In very deep cavities, a
second vortex is likely to form below the first one, forming a double-celled structure. The
resonant mode frequencies have been observed to change considerably with L/D.

Boundary Layer Characteristics
The influence of boundary layer parameters has long been recognized. Karamcheti varied the
boundary layer thickness and pressure gradient by varying the angle of attack and using a trip
wire. He observed that strong discrete tones were generated when the boundary layer was
9

laminar. The processes in the cavity were much more violent when the boundary layer was
turbulent but the generated sound was more broadband. The laminar boundary layer results in
less cavity drag for small cavities with Steady flow.
Shear Layer Growth
The boundary layer will separate from the leading edge of the cavity, and its mean velocity
profile will very rapidly assume an inflectional profile. This profile is inherently unstable and
correspondingly its thickness grows much more quickly than the thickness of an attached
boundary layer. The growth rate of the shear layer depends upon the state of the incoming
boundary layer as well as cavity resonance behavior. A laminar initial boundary layer will form a
shear which grows such that its overall thickness is roughly six percent of the distance from the
leading edge of the cavity. However the laminar shear layer cannot be sustained for a large
distance. A turbulent shear layer grows much faster; its thickness is approximately twenty
percent of its distance from the cavity leading edge. The effective origin of the linear growth of
the shear layer will be very close to the leading edge of the cavity. Consequently, for long
cavities the thickness attained by the shear layer will be very large compared to the boundary
layer thickness at the leading edge.
Reynolds Number
Although many investigators have studied the influence of Reynolds number on cavity flows,
and this quantity is certainly of importance in numerical prediction methods, the general
conclusion that emerges is that beyond the transition region, there is no significant influence of
Reynolds number to be seen in the data. The effects of viscosity are thought to be confined to the
outer regions of the steady flow in finite cavities. In most oscillating flows of interest the inertial
forces are likely to be far more important than the viscous effects. The shear layer momentum
thickness Reynolds number has long been recognized as an important parameter in the instability
behavior of the layer.
Three Dimensional Effects
The large majority of cavity flow studies encountered have been for rectangular cavity
configurations. Observations vary on the influence of the cavity span. Much visualization has
10

been performed using plane visualization techniques with good success. However, some three
dimensional effects have been observed. It’s been observed that decreasing the width of the
cavity sometimes caused large increases in amplitude of observed tones. It is possible while the
radiation pattern remains two dimensional; the presence of side walls imposes an additional
constraint which funnels the energy into some preferred mode of oscillation. Also it is observed
from the study of oscillations in low speed flows over triangular cavities that deep cavities were
much more stable than shallow ones, where several intermittent vortices were observed.
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CHAPTER II
FLOW IN A SQUARE CAVITY
2.1. Problem Formulation
One of the most important scientific achievements of the CFD in the 1980's was a numerical
solution of the diffusion problem, since this problem is associated with errors in approximation
of convective terms of equations. In simulation of separation flows, a necessary condition for
obtaining an exact result is the use of schemes with a low numerical viscosity (upwind schemes
of the second and higher orders of approximation of the type of the Leonard
scheme with quadratic interpolation, the Agarval scheme, and others) for representation
of convective terms in transfer equations. At the same time, it has been established that the firstorder schemes give erroneous solutions at high Reynolds numbers even in the case where multigrid methods are used.
The past decade has witnessed a great deal of progress in the area of computational fluid
dynamics. Developments in computer technology hardware as well as in advanced numerical
algorithms have enabled attempts to be made towards analysis and numerical solution of highly
complex flow problems. For some of these applications, the use of simple iterative techniques to
solve the Navier-Stokes equations leads to a rather slow convergence rate for the solutions. The
solution convergence rate can be seriously affected if the coupling among the various governing
differential equations is not properly honored either in the interior of the solution domain or at its
boundaries [10].
The governing equations of ﬂuid ﬂow represent mathematical statements of the conservation
laws of physics:
• The mass of a ﬂuid is conserved
• The rate of change of momentum equals the sum of the forces on a ﬂuid particle (Newton’s
second law)
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• The rate of change of energy is equal to the sum of the rate of heat addition to and the rate of
work done on a ﬂuid particle (ﬁrst law of thermodynamics)
The Navier-Stokes equation in differential form for both velocity components:
+v
+v
The continuity equation in differential form

Cylindrical coordinates
Incompressible continuity equation
+

+
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The above equations represent the General form of Navier –Stokes Equation in Cylindrical
coordinates. The θ terms and the gravity terms get eliminated when applied to the problem
discussed in the research.
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Although the Navier-Stokes equations are considered the appropriate conceptual model for fluid
flows they contain 3 major approximations:
1. Continuum hypothesis
2.Form of the diffusive fluxes
3.Equation of state
FLUENT uses a control-volume-based technique to convert the governing equations to algebraic
equations that can be solved numerically. This control volume technique consists of integrating
the governing equations about each control volume, yielding discrete equations that conserve
each quantity on a control-volume basis [11].
The acronym SIMPLE stands for Semi-implicit method for pressure-linked equations. The
algorithm was originally put forward by Patankar and Spalding (1972) and is essentially a guessand-correct procedure for the calculation of pressure on the staggered grid arrangement. If the
pressure gradient is known, the process of obtaining discretized equations for velocities from the
momentum equations is exactly same as that for any other scalar. The pressure may then be
obtained from density and temperature by using the equation of state p = p (ρ, T). However, if
the ﬂow is incompressible the density is constant and hence by deﬁnition not linked to the
pressure. In this case coupling between pressure and velocity introduces a constraint in the
solution of the ﬂow ﬁeld: if the correct pressure ﬁeld is applied in the momentum equations the
resulting velocity ﬁeld should satisfy continuity. Both the problems associated with the nonlinearities in the equation set and the pressure–velocity linkage can be resolved by adopting an
iterative solution strategy such as the SIMPLE algorithm. In this algorithm the convective fluxes
per unit mass F through the cell faces are evaluated from velocity components. Furthermore, a
guessed pressure field is used to solve the momentum equations and pressure correction
equation, deduced from the continuity equation, is solved to obtain a pressure correction ﬁeld,
which is in turn used to update the velocity and pressure ﬁelds. To start the iteration process we
use initial guesses for the velocity and pressure ﬁelds. As the algorithm proceeds our aim must
be progressively to improve these guessed ﬁelds. The process is iterated until convergence of the
velocity and pressure ﬁelds.
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The ﬁnite volume method starts, as always, with the discretisation of the ﬂow domain and of the
relevant transport equations. First we need to decide where to store the velocities. It seems
logical to deﬁne these at the same locations as the scalar variables such as pressure, temperature
etc. However, if velocities and pressures are both deﬁned at the nodes of an ordinary control
volume a highly non-uniform pressure ﬁeld can act like a uniform ﬁeld in the discretised
momentum equations [15].
If the velocities are deﬁned at the scalar grid nodes, the inﬂuence of pressure is not properly
represented in the discretised momentum equations. A remedy for this problem is to use a
staggered grid for velocity components. . The arrangement for a two-dimensional ﬂow
calculation is shown in Figure4 below. The scalar variables, including pressure, are stored at the
nodes marked (•). The velocities are deﬁned at the (scalar) cell faces in between the nodes and
are indicated by arrows. Horizontal (→) arrows indicate the locations for u-velocities and
vertical (↑) ones denote those for v-velocity. In the staggered grid arrangement, the pressure
nodes coincide with the cell faces of the u-control volume. The staggering of the velocity avoids
the unrealistic behavior of the discretised momentum equation for spatially operating pressures.

Figure3. Staggered Grid [15]
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A further advantage of the staggered grid arrangement is that it generates velocities at exactly the
locations where they are required for the scalar transport – convection–diffusion – computations.
Hence, no interpolation is needed to calculate velocities at the scalar cell faces. The SIMPLE
algorithm is relatively straightforward and has been success fully implemented in numerous CFD
procedures. The other variations of SIMPLE can produce savings in computational effort due to
improved convergence [15].
2.2. Computational grid and Construction of Geometry
The research mainly focusses on the laminar fluid flow over the cavities with the influence of
Reynolds number. The fluid dynamic interactions with the growth of shear layer and the
formation of vortices in the cavities are observed. The Reynolds Number is varied and the
influence on the vortex formation is investigated. A small square cavity is considered with an
inlet and outlet, constituting same dimensions. The water is injected at a certain velocity and the
vortex formation is observed. A series of velocities are induced with the variation of Reynolds
Numbers.
A square of dimension 20cm X 20cm is constructed using POINTWISE. Pointwise is software
which generates mesh for the computational fluid dynamics. As mentioned earlier, the inlet and
outlet constituting 1cm each are generated top ends of the cavity. Each connector is divided into
200 points and structured grid is generated in the domain as shown in the figure below. A
structured grid is preferred as mesh quality is the key for the CFD solutions.
The grid designates the cells or elements on which the flow is solved. It is a discrete
representation of the geometry of the problem. Cells grouped into boundary zones where
boundary conditions are applied. The geometry describes the shape of the problem to be
analyzed. Geometries can be created top-down or bottom-up. Top-down refers to an approach
where the computational domain is created by performing logical operations on primitive shapes
such as cylinders, bricks, and spheres. Bottom-up refers to an approach where one first creates
vertices (points), connects those to form edges (lines), connects the edges to create faces, and
combines the faces to create volumes [12].
Once the structured grid is produced, the boundary conditions are assigned.
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S.No

Boundary
Condition

1.

Velocity Inlet
Pressure Outlet
Wall

2.
3.

Number
of
connectors
1
1
4

Table1. Boundary Conditions

Figure4. Square Cavity with dimensions

 Velocity inlet boundary conditions are used to define the velocity and scalar properties of
the flow at inlet boundaries.
 Pressure outlet boundary conditions are used to define the static pressure at flow outlets.
The use of a pressure outlet boundary condition instead of an outflow condition often
results in a better rate of convergence when backflow occurs during iteration.
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 Wall boundary conditions are used to bound fluid and solid regions. In viscous flows,
the no-slip boundary condition is enforced at walls by default.
Ansys Fluent Solver is selected for the cavity domain to be solved. The file is then exported into
fluent.
2.3. Influence of Grid
Design and construction of a quality grid is crucial to the success of the CFD analysis. The rate
of convergence is also generally strongly dependent on such problem parameters as the Reynolds
number, the mesh size, and the total number of computational points. The basic idea was to
create a coarse grid with minimum number of points on the connectors. More cells can give
higher accuracy. So, the numbers of points on the connectors are increased accordingly, to
obtain a minimum possible structured grid which results in a successful CFD analysis.

Figure5. Streamlines with 50 divisions on each connector
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Figure6. Streamlines with 100 divisions on each connector

Figure7. Streamlines with 150 divisions on each connector
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Figure8. Streamlines with 200 divisions on each connector

Figure9. Streamlines with 250 divisions on each connector
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Figure10. Streamlines with 300 divisions on each connector

The numbers of divisions on the connector are varied with sequence of intervals. Each of them is
exported into FLUENT and the analysis is carried over at a particular Reynolds Number. Once
the analysis is done, the FLUENT files are imported to Tecplot for plotting down the
streamlines.
If the contours are compared, we can observe a big vortex in the center when the number of
divisions on each connector is 50. The position of vortex kept changing with the increase in the
number of divisions. The position of vortex shifted from top right corner to left bottom corner
when the divisions on connector increased from 150 to 200. If the divisions on the connectors are
further increased, the strength of left bottom vortex remains same till a particular Reynolds
number and an additional vortex at the center of the base is been formed. And if further
increased, the strength of the bottom left corner decreased. But when the number of divisions on
each connector is increased to 2000, the computers weren’t able to handle, may be because of the
processor speeds. Also we wanted the problem to be dealt with a coarse grid.
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2.4. METHODOLOGY
Once the Cavity domain is imported into FLUENT, the solution setup is assigned as stated
below:
 FLUENT allows you to choose one of the two numerical methods, Pressure based and
Density based Solvers. The pressure-based approach was developed for low-speed
incompressible flows, while the density-based approach was mainly used for high-speed
compressible flows. The pressure-based solver employs an algorithm which belongs to a
general class of methods called the projection method. In the projection method, the
constraint of mass conservation (continuity) of the velocity field is achieved by solving a
pressure equation. The pressure equation is derived from the continuity and the
momentum equations in such a way that the velocity field, corrected by the pressure,
satisfies the continuity. Since the governing equations are nonlinear and coupled to one
another, the solution process involves iterations wherein the entire set of governing
equations is solved repeatedly until the solution converges [13]
 It is recommended that you use the velocity formulation that will result in most of the
flow domain having the smallest velocities in that frame, thereby reducing the numerical
diffusion in the solution and leading to a more accurate solution. The absolute velocity
formulation is preferred in applications where the flow in most of the domain is not
rotating. The relative velocity formulation is appropriate when most of the fluid in the
domain is rotating, as in the case of a large impeller in a mixing tank [14].
 In the steady case, it is assumed that time marching proceeds until a steady-state solution
is reached. Temporal discretization of the coupled equations is accomplished by either an
implicit or an explicit time-marching algorithm.
 Setting the Viscous model to Laminar specifies a Laminar flow.
 Each material is specified by a name and its chemical formula in the FLUENT database
materials. Water-liquid is selected and pasted to the materials. The type of the fluid in
the domain is changed in Cell Zone conditions.
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 You can input the reference values manually or compute them based on values of
physical quantities at a selected boundary zone. Inlet Zone is selected for defining the
reference values.
 FLUENT uses the phase coupled SIMPLE algorithm for pressure-velocity coupling. The
velocities are solved coupled by phases, but in a segregated fashion.
 When the flow is aligned with the grid, the numerical diffusion will be naturally low, so
you can generally use the first-order scheme instead of the second-order scheme without
any significant loss of accuracy. The first-order discretization generally yields better
convergence than the second-order scheme [11].
 Default under-relaxation parameters for all variables are set to values that are near
optimal for the largest possible number of cases. An increase in the under-relaxation
factors brings about a slight increase in the residuals, but these increases usually
disappear as the solution progresses. If the residuals jump by a few orders of magnitude,
you should consider halting the calculation and returning to the last good data file saved.
 Before starting your CFD simulation, you must provide FLUENT with an initial "guess''
for the solution flow field. In many cases, you must take extra care to provide an initial
solution that will allow the desired final solution to be attained.
 There are two methods for initializing the solution:
Initialize the entire flow field (in all cells).
Patch values or functions for selected flow variables in selected cell zones [14]
 Once the solution is initialized, the solution is run for convergence.

2.5. Variation of Reynolds Numbers:
The same methodology is followed for the further analysis and the Reynolds Number is varied
from 1 to 100000 at a certain interval. The velocities with the variation of Reynolds Number are
shown below:
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Reynolds Number

Velocity(m/s)

1

5.024X

10

5.024X

100

5.024X

1000

5.024X

1100

0.0055264

1200

0.0060288

1300

0.0065312

1400

0.007033

1500

0.007536

1600

0.008038

1700

0.0085408

1800

0.009043

1900

0.009545

2000

0.010048

3000

0.015072

4000

0.020096

5000

0.02512

6000

0.030144

7000

0.035168

8000

0.040192

9000

0.045216

10000

5.024X

100000

5.024X

Table2. : Variation of Velocities with Reynolds Numbers

The FLUENT Analysis is accomplished at each respective Reynolds Number and the vortex
formation is observed. The following images shows the velocity contours with the streamlines
plotted for examining the formation of vortices.
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Figure11. Reynolds Number 1

Figure12. Reynolds Number 10
25

Figure13. Reynolds Number 100

Figure14. Reynolds Number 1000
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Figure15. Reynolds Number 1100

Figure16. Reynolds Number 1200
27

Figure17. Reynolds Number 1300

Figure18. Reynolds Number 1400
28

Figure19. Reynolds Number 1500

Figure20. Reynolds Number 1600
29

Figure21. Reynolds Number 1700

Figure22. Reynolds Number 1800
30

Figure23. Reynolds Number 1900

Figure24. Reynolds Number 2000
31

Figure25. Reynolds Number 3000

Figure26. Reynolds Number 4000
32

Figure27. Reynolds Number 5000

Figure28. Reynolds Number 6000
33

Figure29. Reynolds Number 10000

Figure30. Reynolds Number 100000
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The formation of vortex and the contours are similar for the Reynolds Numbers 1, 10 and 100.A
small vortex is formed in the top right corner of the cavity along with the strong vortex which
exists in the bottom left corner. With the increase in the Reynolds number the size and the
strength of the vortex in the top right starts increasing from Reynolds Number 1000.
Simultaneously the size and strength of the bottom left corner vortex decreases. At Reynolds
Number 1700, the bottom left corner vortex is eliminated completely. A small vortex starts
growing in the right end and starts building its strength from Reynolds Number 1500. The
Reynolds Number is further increased after 1700, both the vortices starts increasing their size
and strength. The center of the top right vortex kept shifting towards the center of the square
cavity with increase in the Reynolds Number. The center of the top right vortex almost matches
the center of cavity at Reynolds Number 100000. In same way, the vortex in the mid right edge
also shifts its center to the bottom with increase in its strength.
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CHAPTER III
FLOW IN A CYLINDRICAL CAVITY
3.1. Background Research
From the aerodynamic viewpoint, it is known from literature that the generated flow depends on
the cavity shape, and in the cylindrical case, exclusively on the aspect ratio H/D,
where H and D denote, respectively, the depth and the diameter of the cavity. Gaudet and Winter
(1973), Hiwada et al. (1983) and Dybenko and Savory (2008) showed that for aspect ratios
between 0.2 and 0.8 the flow both inside the cavity and in its wake is asymmetric [8].
From the viewpoint of the aeroacoustics, a relevant role is played by the so-called self-sustaining
oscillations consisting in the coupling between a hydrodynamic mode of the shear layer and an
acoustic mode of the cavity. This flow–acoustic mechanism has been extensively studied for
rectangular cavities (see among many Rockwell and Naudascher, 1978, for a general review).
Over the years, the semi-empirical formula proposed by Rossiter (1964) for the frequency
prediction of the rectangular cavities oscillations has been subjected to small changes introduced
after analytical developments (see for instance Bilanin and Covert, 1973, Block, 1976, Heller
and Bliss, 1975 and Howe, 1997). Usually, the characteristic length chosen to nondimensionalize
the frequency is the length of the cavity in the streamwise direction. Since for cylindrical cavities
this dimension is not constant Bruggeman et al. (1991) and Czech et al. (2006) introduced their
own expressions for the effective length of the cavity in order to accommodate Rossiter's
formula.
Depending on the geometry of the cavity, the shear layer hydrodynamic modes can excite
different acoustic modes. Plumblee et al. (1962) showed that in the case of shallow rectangular
cavities the predominant excited acoustic mode is the lengthwise mode whereas for cavities of
aspect ratio higher than unity the depth mode is the one excited. Ziada et al. (2003) noticed that
when a shallow rectangular cavity is mounted in a wind tunnel closed test-section a flow–
acoustic coupling can occur between the shear layer modes and the acoustic modes of the cavitytest-section. Alvarez and Kershen (2005) analytically evaluated the influence of the wind tunnel
confinement on the acoustic resonances of two-dimensional cavities. Similar flow–acoustic
36

coupling mechanisms exist in the case of coaxial side branches (Arthus and Ziada,
2009, Dequand et al., 2003, Oshkai and Yan, 2008 and Ziada and Shine, 1999) or in the case of
axisymmetric internal cavities mounted on pipes (Aly and Ziada, 2010). In order to avoid the
influence of the closed test-section,Yang et al. (2009) studied a deep rectangular cavity mounted
at the outlet of a duct. Similarly, Marsden et al. (2008) used an anechoic wind tunnel to
investigate the coupling mechanism taking place between the shear layer modes and the depth
acoustic modes of a cylindrical cavity of various aspect ratios.
Most of the studies have focused on rectangular cavities and little attention has been given to
cylindrical cavities despite their widespread use in aerospace applications: pressure relief valve
of the fuel vents, circular anti-icing vent holes, cylindrical landing gear wheel wells are only a
few examples among many.
Experiments showed that the flow inside a cylindrical cavity is strongly dependent on the aspect
ratio H/D (depth over diameter) of the cavity: for deep cavities (H/D>0.8), the flow aerodynamic
was found to be symmetric. While the aerodynamic and the effect on drag were the main
preoccupation of earlier studies, more attention is being paid to the acoustic characterization in
more recent works [7].
3.2. Geometry
Three dimensional effects is one of the most prominent effects influencing the cavities as
discussed earlier. The square cavity which is described in the above section, when rotated about
the edge where inlet is specified results in cylindrical section.
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Figure31. Front view of the cylinder with specified boundary conditions

Figure32. Top View of the cylinder
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Figure33. Cylindrical Cavity

Three Blocks are generated and the structured grids in all the domains are initialized. The dimension is set
in three dimensions and the inlet and outlet conditions are specified similar to the two dimensional case.
The case when imported to FLUENT, the solution setup and the initialization is accomplished similar to
two dimensional cases in order to compare the results. As the solution is initialized, the case is run
convergence for various Reynolds Numbers. The Solution is run for various Reynolds Numbers at certain
intervals and the contours with slice at center with streamlines are observed below.
3.3. Variation of Reynolds Numbers

Figure34. Reynolds Number 1
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Figure35. Reynolds Number 10

Figure36. Reynolds Number 100

Figure37. Reynolds Number 1000
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Figure38. Reynolds Number 2000

Figure39. Reynolds Number 3000

Figure40. Reynolds Number 4000
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Figure41. Reynolds Number 10000

The flow in the cylindrical cavity and the vortex formation are symmetrical about the center in
the first three counters (i.e. for Reynolds Numbers 1, 10,100). There is a huge vortex in the
center in the cylindrical cavity which forms like a ring. This center vortex ring is associated with
an edge vortex which is similar to that of the two dimensional case. When the Reynolds Number
is increased further to 1000, the edge vortex is eliminated completely with the flow passing
through the corners wiping out eddies. Further, at 2000 Reynolds Number the streamlines and
the contour loses symmetry and a secondary vortex starts growing its strength onside the huge
center vortex ring. The irregularities in the streamlines and the loss of symmetry increases with
the increase in Reynolds Number further. The flaws and distortions are clearly observed in the
contours of 10000.
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CHAPTER IV
ATTEMPTS TO CONTROL FLOW SEPARATION AND VORTEX FORMATION
For cylindrical cavity, we can observe the asymmetries and distortions explicitly from the above
cavity sections. The effect of rotation and the swirl is examined by rotating the edge of a closed
cylinder. A closed cylindrical cavity is designed with no inflow and outflow boundary
conditions. The bottom edge of the cylinder is rotated about the axis of symmetry. The
streamlines of the fluid inside the cylindrical cavity are observed. The resulted section of the
cylindrical cavity is shown in the figure below.

Figure42. A closed cylindrical cavity with induced bottom edge rotation
Monitoring the above streamlined contour, we can notice a pronounced effect of rotation on the
flow inside cylinder. Some efforts have been done to minimize the distortions and the big vortex
ring formed in the center of the cylindrical cavity. The bottom of the cylindrical cavity and the
top disc are rotated respectively with certain rotational velocities to curtail the distortions. The
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streamlined contours of the cylinder at different Reynolds Numbers with effect of rotation are
displayed below.

Figure43: Cylinder with bottom rotation at Reynolds Number 1

Figure44: Cylinder with bottom rotation at Reynolds Number 10
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Figure45: Cylinder with bottom rotation at Reynolds Number 100

Figure46: Cylinder with bottom rotation at Reynolds Number 1000

Figure47: Cylinder with top disc rotation at Reynolds Number 1
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Figure48: Cylinder with top disc rotation at Reynolds Number 10

Figure49: Cylinder with top disc rotation at Reynolds Number 100

Figure50: Cylinder with top disc rotation at Reynolds Number 1000
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The angular velocity is found out using the equation below
V=Wr
It's the relationship between angular velocity, tangential velocity, and radius.
r is in meters
W is in radians/sec
v is in meter/sec
The calculated angular velocity is imparted to the bottom edge and also to the top disc between
the inlet and the outlet respectively in each trial. When the edge surfaces are rotated with the
imparted velocities, a vortex starts developing from the surface.

Figure51: Development of vortices at the rotating edges
The swirl motion is induced to the edges in order to diminish the separation and vortices, but this
attempt to curtail increases the vortices. The above figure illustrates that a vortex starts
developing along with the direction of the edge surface rotation and also in the same direction.
This newly developed vortex collides with the existing vortices in the center and the edges. This
effect is observed phenomenally at all the Reynolds Numbers. Hence, the results from the
attempts to reduce the vortices demonstrate that inducing the swirl motion doesn’t support in
reducing the distortions. But it is observed variation of Reynolds Number shows impact on the
flow inside the cylindrical cavity. The change in the Reynolds Number implies the variation in
the inlet velocities. At a certain Reynolds Number, the vortex at the edge is eliminated.
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CHAPTER V
COMPARISION TO TURBULENT MODELS
The flow inside the square cavity and the cylindrical cavity are considered to be Laminar. In
order to compare the flow field with the laminar case, a turbulent model is considered. Turbulent
flow field is studied for both the 2D and 3D cavities at a particular Reynolds Number. Let the
Reynolds Number say 1000 because the uniformity is diminished in 3D case when the Reynolds
Number is increased further. Also in 2D case, the separation bubble shifts its position to right
corner when the Reynolds Number shifts to 2000. Therefore, at Reynolds Number 1000 2D
model, 3D model with rotation of the edge is also considered.

Figure52. Turbulent Model 2D square cavity at Re 1000
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Figure53. Laminar Model 2D square cavity at Re 1000

Figure54. Turbulent Model of Cylindrical Cavity at Re 1000
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Figure55. Laminar Model of Cylindrical Cavity at Re 1000

Figure56. Turbulent Model of Cylindrical Cavity with bottom edge rotation at Re 1000

50

Figure57. Laminar Model of Cylindrical Cavity with bottom edge rotation at Re 1000

Figure58. Turbulent Model of Cylindrical Cavity with Top Disc rotation at Re 1000
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Figure59: Laminar Model of Cylindrical Cavity with top disc rotation at Re 1000

When these streamlined contours of turbulent models are compared to those of laminar models,
there is a lot of disturbance in the turbulent models. When the two 2D models are compared,
laminar model has considerably larger vortex to the turbulent model in the left bottom corner and
also smaller vortex in top right corner is smaller in size compared to the turbulent model. If we
compare the cylindrical cavity streamline slices, the disorders and the irregularities are increased
in turbulent model. Even though there is a big vortex ring located in the center of the cavity, the
fluid flows through the outlet without creating any disturbances. The Edge vortex is completely
eliminated at Reynolds Number 1000 for the laminar model. When it comes to turbulent case,
the fluid flow reaches outlet with irregularities and also with the formation of vortices. The same
scene is repeated with the cases of bottom edge rotation and the top disc rotation. In laminar
case, even when the rotation is implied to the bottom edge and the top disc there is no edge
vortex and irregularities at the edge. But in the turbulence case, the rotation imparts additional
separation and vortex at the edge. The results show that the laminar model gives better results
and also eliminates the edge vortices.
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CHAPTER VI
PROPER ORTHOGONAL DECOMPOSITION
Proper orthogonal decomposition (POD) is a procedure for extracting a basis for a modal
decomposition from an ensemble of signals. A very appealing property of the POD is its
optimality. Among all possible decompositions of a random field, the POD is the most efficient
in the sense that for a given number of modes, the projection on the subspace used for modeling
the random field will on average contain the most energy possible. Although POD has been
regularly applied to non-linear problems, it is essential to underline that it is a linear technique
and that it is optimal only with respect to other linear representations.
The proper orthogonal decomposition (POD) is a multi-variate statistical method that aims at
obtaining a compact representation of the data. This method may serve two purposes, namely
order reduction by projecting high-dimensional data into a lower-dimensional space and feature
extraction by revealing relevant, but unexpected, structure hidden in the data.
The key idea of the POD is to reduce a large number of interdependent variables to a much
smaller number of uncorrelated variables while retaining as much as possible of the variation in
the original variables. An orthogonal transformation to the basis of the eigenvectors of the
sample covariance matrix is performed, and the data are projected onto the subspace spanned by
the eigenvectors corresponding to the largest eigenvalues. This transformation decorrelates the
signal components and maximizes variance.
The most striking property of the POD is its optimality in the sense that it minimizes the average
squared distance between the original signal and its reduced linear representation. Although it is
frequently applied to non-linear problems, it should be borne in mind that the POD only gives
the optimal approximating linear manifold in the configuration space represented by data. The
linear nature of the method is appealing because the theory of linear operators is available, but it
also exhibits its major limitation when the data lie on a nonlinear manifold [9].

53

6.1. Historical Review
The POD, also known as the Karhunen-Lo`eve decomposition (KLD), was proposed
independently by several scientists and was originally conceived in the framework of continuous
second-order processes. When restricted to a ﬁnite dimensional case and truncated after a few
terms, the POD is equivalent to principal component analysis (PCA). This latter methodology
originated with the work of Pearson as a means of ﬁtting planes by orthogonal least squares but
was also proposed by Hotelling. It is emphasized that the method appears in various guises in the
literature and is known by other names depending on the area of application, namely PCA in the
statistical literature, empirical orthogonal function in oceanography and meteorology, and factor
analysis in psychology and economics.
Because of the large amount of computations required to ﬁnd the POD modes, the technique was
virtually unused until the middle of the 20th century. Radical changes came with the appearance
of powerful computers. The POD has now gained popularity and is being used in numerous
ﬁelds. For instance, several authors used the POD in the context of turbulence to extract coherent
structures. Wax and Kailath suggested its use to detect the number of signals in a multichannel
time-series. In reference the modes of a reaction-diffusion chemical process are captured by
means of the KLD and the dynamic behaviour is ascertained. Bayly et al employed the KLD to
describe quantitative changes in spatial complexity during extended episodes of ventricular
ﬁbrillation. Epureanu et al. obtained reduced-order models of unsteady viscous ﬂows. Barnston
and Ropelewski employed the method for forecasting in meteorology. Leen et al introduced it as
a means of classifying speech data.
The ﬁrst applications of the POD in the ﬁeld of structural dynamics date back to the 1990s.
Fitzsimons and Rui considered the method for determining low-dimensional models of
distributed systems. Cusumano and co-authors exploited the technique for dimensionality
studies. Kreuzer and Kust used the POD for the control of self-excited vibrations of long
torsional strings. Azeez and Vakakis applied it to create low-dimensional models of an overhung
rotor.
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The POD now enjoys various applications in structural dynamics such as active control, aero
elastic problems, damage detection, dynamic characterization, ﬁnite element model updating,
modal analysis, multibody systems, model order reduction, sensor validation and stochastic
structural dynamics.

6.2. Physical Interpretation of the Proper Orthogonal Modes
The Signal dependent nature of the POD can be seen as one of the weakest points of the method.
This prevents us from providing a general physical interpretation of the modes extracted from the
decomposition.
However, it should be noted that the POMs can bear a resemblance to the physical mode shapes
or even coincide with them in some particular cases. The key point is to realize that the POMs
are orthogonal to each other, whereas the mode shapes are orthogonal with respect to the mass
and stiffness matrices. The rigorous convergence of the POMs to the mode shapes can thus only
be obtained for systems whose mass matrix is proportional to the identity matrix.
For nonlinear systems, no general relationships between the POMs and the mode shapes [the
nonlinear normal modes (NNMs)] can be drawn. They, however, arrived at the conclusion that, if
the motion is a single, synchronous NNM, the resonant POM minimizes the square of the
distance with the NNM under the constraint that it passes through the origin of the co-ordinate
system; the POM can therefore be considered as the best linear representation of the NNM [9].
6.3. APPLICATION TO 2D CAVITY FLOW
Maintaining possible original variables, Particle Orthogonal Decomposition reduces a large
number of interdependent variables. A large vortex in the left bottom corner exists from
Reynolds Number 1; it continues its presence to a certain Reynolds number. Once that Reynolds
Number is reached, the bubble shifts to the top right position. This transition of the separation
bubble from bottom left corner to top right corner is likely captured through Proper Orthogonal
Decomposition.
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The Fluent files are imported into Tecplot and Macro is recorded, and the polyline is selected.
The polyline is created from the starting point to the required end point. The positions and their
respective parameters like pressure, x and y velocities are recorded.

Figure60. Recording Points from the Polyline at Reynolds Number 1100

The parameters at different number of points are extracted in the way shown in the above figure.
The number of points for the given length can also be mentioned on the polyline. From the
extracted parameters, the x-velocities and the y-velocities are noted down. The same procedure is
repeated for different Reynolds Numbers till the Separation bubble is shifted to the top right
corner.
The u and v velocity components are placed in a column of a matrix, components of v followed
by u. The following columns in the matrix are placed with the x and y velocity components of
different Reynolds Numbers. Each column is a Snapshot, and there will be N number of
snapshots in the matrix. The procedure is clearly illustrated below. The transpose of this matrix
U is calculated and also C is a product of

and
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is also determined.

U=[

.........

]

=

|

|

|

|

|

|

Č=

The Eigen Value problem is solved using
Č

Proper Orthogonal Decomposition modes are found as
∑
‖∑

‖

, i = 1, 2... N

The POD modes are arranged as
Ψ=[

POD coefficients

can be found for the snapshot n as

A snapshot (fluctuating part) can be reconstructed as
∑

Eigenvalue reflects relative kinetic energy associated with corresponding mode. A snapshot may
often be reconstructed satisfactorily using a few of the most energetic modes. The most energetic
modes can be viewed as “dominant” flow structures. If the streamlined contours of the 2D
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cavities are observed, a strong separation bubble can be observed in the left bottom corner of the
cavity as mentioned. So this phenomenon is tried to capture using Proper Orthogonal
Decomposition. The required portion of the cavity is divided into 6X6 divisions along X and Y
axes respectively. The X and Y components of velocities are extracted from the tecplot using the
method described above. This is called a Snapshot.
We are interested in observing the transition of the Separation bubble from the bottom left to top
right corner. So, only those respective Reynolds Numbers are considered and each of them is
snapshots. Seven snapshots are considered for observing transition of the bubble. Each snapshot
has 36 u and 36 v velocities constitute 72 velocity components. A matrix of 72X7 is formed with
these components and the transpose of the matrix is also found in order to find the Eigen values.
The Eigen values and Eigen vectors are determined with the support of the procedure mentioned
above. The Proper Orthogonal Decomposition modes energies are calculated and arranged in an
order accordingly. Most of the energy is constituted in first and second modes. If we observe the
proper orthogonal modes, 99.25 percent of the energy is constituted in the first mode and
negligible remaining amount of energy is constituted in second mode. The snapshots are plotted
with quiver function to observe the flow in the calculated region.

Figure61. Flow field at Reynolds Number 1100
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Figure62. Flow field at Reynolds Number 1200

When the flow field is observed and compared to the interested area of the 2D cavity, the
dominant separation bubble prevailing in the cavity is completely misjudged. But the direction of
the flow at different Reynolds numbers is observed. The selected divisions of 6X6 were unable
to capture the flow field and the separation bubble located in that region. So, in order to capture
the flow field the number of divisions is increased to 21X21. Now the procedure is repeated
again, the u and v components are extracted from Tecplot and the matrix of 882X7 with 7
snapshots and 882 components of velocities are determined. Vector plots are sketched in Matlab
using quiver function. The direction of the flow and the formation of the separation bubble are
captured with this attempt. The streamline contour when compared to this flow field, the fluid is
moving the same direction. The separation bubble is clearly indicated by the arrows moving in
the lines and rotating about the center of the vortex.
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Figure63. Flow field at Reynolds Number 1100

Figure64. Flow field at Reynolds Number 1200
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Figure65. Flow field at Reynolds Number 1300

Figure66. Flow field at Reynolds Number 1400
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Figure67. Flow field at Reynolds Number 1500

Figure68. Flow field at Reynolds Number 1600
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Figure69. Flow field at Reynolds Number 1700

6.4 OBSERVATIONS
As the Reynolds Number is increased, the strength and the density of the separation bubble gets
decreasing. The strength of the vortex is high in the contour of 1100 and it starts decreasing
when Reynolds Number further. The vortex strength is minimized when Reynolds Number
reaches 1400. The effect and visibility diminishes when the Reynolds number reaches 1500. This
when compared to the 2D cavity Fluent case, left bottom corner separation bubble elimination
happens at Reynolds Number 1700. The reason for this dissimilarity may be because of the
number of divisions. The lower left corner of the cavity is divided into 21X21, which is greater
in number compared to previous 6X6 case but the points should be denser in order to capture the
flow field more accurately. The images of the flow fields for Reynolds Numbers after 1500
resemble the same but they are captured because the transition happened at 1700 in the Fluent
case when the cavity is analyzed.
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The Eigen values, Eigen vectors and the proper orthogonal modes are calculated. The mode
energies for these denser divisions are improved compared to the previous case. The first mode
constitutes 95 percent of the energy and a little percent is constituted for the second mode and a
negligible amount of energies are constituted in 3 and 4 modes.
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CHAPTER VII

CONCLUSION AND FUTURE WORK

Research accomplished on unique cases of Cavities and quite interesting observations have been
made. The flow inside a closed square cavity is analyzed at various ranges of Reynolds Numbers
and the Separation and the formation of vortices are noticed. Also the same identical square
cavity is rotated about its edge to form a cylindrical cavity. This Cylindrical cavity is also
examined at various series of Reynolds Numbers. The resulting contours of cylindrical cavity
resemble irregularity at higher Reynolds Numbers. Some attempts have been done to control the
flow inside these cavities. The base edges of the cylinder have been rotated to pacify and control
the flow inside the cylinder. Also these laminar Models were compared to that of their respective
turbulent cases. Proper Orthogonal Decomposition obtains order reduction by projecting the
higher dimensional data into lower dimensional space. This Proper Orthogonal Decomposition is
applied to a portion of square cavity where a dominant vortex is formed. This vortex starts
disappearing with decrease in its strength with increase in Reynolds Number. This process is
examined in Proper Orthogonal Decomposition.
In regards to the aforementioned work in this paper, there exists a need to validate
the analysis using experimental models. The formation of vortices and the separation bubbles is
observed but the stability of them is needed to be studied. A vortex ring in an ideal fluid is
almost always unstable. The number of waves around the perimeter in the unstable mode
depends upon the size of the vortex core. For a given vortex core, only one mode is unstable and
the smaller the vortex core, the larger the number of waves in the mode. The stability of steady,
inviscid vortex pairs in equilibrium with a circular cylinder can be studied by discretizing
equations derived from contour dynamics. Direct numerical simulation of the incompressible
Navier-Stokes equations is used to study flows where a closed region is formed known as a
laminar separation bubble. Direct numerical simulation of a corresponding unstable helical
disturbance developing on an axially periodic vortex may demonstrate a non-linear energy
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transfer mechanism responsible for a loss of energy in the mean ﬂow. Direct numerical
simulations of a vortex in external pressure gradients may suggest that axial pressure gradients
signiﬁcantly inﬂuence the Vortex formation.
Though attempts have been made to control the formation of vortices and
separation bubbles, none of them have succeeded in controlling them. Therefore there is also a
compulsion to find the control methods for the above mentioned problems. Attempts have been
started to introduce synthetic jets at different positions on the sides of square cavity to control the
formation of the vortices. Especially the synthetic jets are likely to be positioned at the places
where the size and strength of vortices are dominant. A formation criterion for synthetic jets is
proposed and validated. A synthetic jet actuator is a zero-net mass-ﬂux device that imparts
momentum to its surroundings. Jet formation is deﬁned as the appearance of a time-averaged
outward velocity along the jet axis and corresponds to the generation and subsequent convection
or escape of a vortex ring. When it comes to cylindrical cavity, few attempts have been done by
rotating the edges. At higher Reynolds numbers that is Reynolds Numbers over 1000 the flow
field is irregular and asymmetric. This phenomenon increases with the increase in Reynolds
Number and the contours and the flow physics represents numerical problem. A synthetic jet is
also likely to be applied to the cylindrical cavity. The positioning of the jet is considered by
positioning it at various positions on the surface of the cylindrical cavity.
Also we have to remember that the Proper Orthogonal Decomposition is applied to
one-fourth portion of the square cavity. Therefore, the next step is to apply Proper Orthogonal
Decomposition to the whole Square Cavity for compact representation of data and Model
reduction. Vortex dynamics of a circular cylinder controlled by a synthetic jet positioned to the
cylindrical cavity can be experimentally investigated using particle image velocimetry PIV
technique. The proper orthogonal decomposition POD method is adopted to present the
variations of the POD energy, mode, coefﬁcient, corresponding dominant frequency, and the
reconstructed spanwise vorticity.
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