It is shown in this paper that it is not only possible, but indeed expedient and advisable, to perform a simultaneous calibration of a log-normal BGM interest-rate model to the percentage volatilities of the individual rates and to the correlation surface. One of the contributions of the paper it to show that the task can be accomplished in two separate and independent steps: the first part of the calibration (i.e. to cap volatilities) can always be accomplished exactly thanks to straightforward geometrical relationships; the fitting to the correlation surface, thanks to a simple theorem, can then be carried out in a numerically efficient way so that the calibration to the volatilities is not spoiled by the second part of the procedure. The ability to carry out the two tasks separately greatly simplifies the overall task. Actual calculations are shown for a 3-and 4-factor implementation of the approach, and the quality of the overall agreement between the target and model correlation surfaces is commented upon. Finally, the dangers of overparametrization, i.e. of forcing (near) exact fitting to certain portions of the correlation matrix, are analysed by looking at the cases of a trigger swap, a Bermudan swaption and a oneway floater (resettable cap).
instantaneous forward rates, the instantaneous short rate or its variance. The calibration of a model to a set of market quantities therefore required transforming, via the black box provided by the model itself, the dynamics of these unobservable quantities into the dynamics of observable quantities.
The recently introduced Brace-Gatrek-Musiela (BGM) approach (1995), germane to the HJM (1989) model, has radically changed this picture: now directly observable market quantities, such as discrete (Libor) forward rates or swap rates, are evolved. Given the availability from the market of the volatilities of caplets and European swaptions, calibration to either set of variables has become, at least for onefactor implementations, virtually immediate. Pre-empting the more precise treatment to be found later on, given a set of (forward of swap) rates, the market gives the traded prices of series of caplets and European swaptions. From these one can directly impute, via inversion of the Black formula, the value of the average variance of the appropriate log-normal rate.
2 In turn, this quantity determines the (integral of the square of) the time-dependent instantaneous volatility that must be assigned to the corresponding model rate in order to price the market instrument exactly (at least within numerical noise). See Equation (8) below. In general, the realization at time T of the k-th log-normal forward rate, of value f k (t 0 ) today, in terms of its timedependent instantaneous volatility, s k (u), is given by 2 'Smile' effects are not taken into account in this discussion. In most interest-rate markets they tend to be of much smaller magnitude than in the FX or equity markets. 3 The requirement of orthgonality for the driving factors entails no real loss of generality, as any nonorthogonal Brownian motions can be always transformed into an equivalent orthogonal set. Since working with orthogonal processes is computationally much simpler, the assumption will always be made in the following that E[dz i ,dz j ] = δ ij dt.
under the constraint that (3) ∑ m=1,r s km (u) 2 = s k (u)
As long as Equations (2) and (3) are satisfied, the variance of the forward rates, and hence the caplet prices, will always be correctly recovered, irrespective of the number of driving factors. Similarly, one can write for the realization at time T of the k-th lognormal swap rate (using similar notation), SR k (T), As far as the pricing of either caplets or European swaptions is concerned any number of factors can be used to obtain exactly their market (Black) prices. In particular, one single factor (used with the appropriate state variables) is perfectly adequate, since, as shown in greater detail below, the quantities to be matched are
(In Equation (7) (6)), and for the time-dependence of the instantaneous volatilities will give rise to different terminal correlations, covariance elements, and, ultimately, exotic option prices. It is therefore unavoidable to optimize a very-highdimensional problem to a target time-dependent covariance matrix. Given the complexity of the task, it is not surprising to find in the literature statements along the lines of the following:
"With such a large number of variables a straightforward optimization is impractical at best. The problem is that finding the global best fit[…] is very difficult in high dimensions.
[…] The question of calibrating the correlation matrix is very interesting, but it seems impractical to undertake this calibration in parallel with the volatility calibration." (Sidenius (1998)) I propose in this paper a calibration methodology that, contrary to the statement above, does allow a simple and computationally efficient calibration designed to recover exactly and in the most general way the instantaneous volatilities of all the forward rates in the problem, and, at the same time, to fit in the 'best' possible way, given the dimensionality of the approach, the correlation matrix. Looked at in this light, the essential problem of calibration within the framework of the BGM approach therefore boils down to i) choosing the most suitable number of factors given the problem at hand;
ii) choosing a suitable time-dependence for the instantaneous volatility functions;
iii) apportioning the weights necessary for the exact recovery of the desired total instantaneous volatility amongst the time-dependent volatilities of the different factors (see Equations (3) and (6) 
-Definitions and results
Let σ i Black (T i ) be implied Black volatility of forward rate 5 i of maturity T i , f i (T i ), (often abbreviated in the following as f i ), and let s i (u,T i ) be the instantaneous volatility at time u for that forward rate. As mentioned above, the instantaneous and the implied Black volatilities are linked by the relationship
whose solution is well know to given by
then Equations (2) and (3) describe the most general n-factor log-normal forward-rate s-factor model. Notice that
• if condition (11) were not satisfied for a given model, a rotation of variables could always be carried out so as to ensure orthogonality; Equation (11) will therefore always be assumed to hold true without loss of generality.
• The loadings a ik (t) have a calendar-time dependence, and are specific to each individual forward rate via the first index. They cannot, however, be of the form a ik (f i ,t) and preserve the log-normal distributional feature for the forward rate f i .
Therefore they truly represent the most general specification of an s-factor model consistent with log-normal forward rates.
• The drift has been assumed to be forward-rate-specific but dependent at most on calendar time.
It is important to stress that the last requirement is not necessarily met for a generic choice of numeraire, since, in an arbitrary measure, the drifts may depend possibly on the full collection of forward rates. There always exists a measure, however, in which each individual forward rate displays a purely time-dependent drift.
More strongly, there always exist a forward-rate-dependent measure (the terminal measure) in which that particular forward rate is driftless. We know, however, via Girsanov's theorem, that, in moving from one measure to another, the resulting change in the process for a given forward rate is purely a drift transformation, and that, therefore, its volatility remains unchanged. Therefore, whatever result we obtain about the volatility in the terminal measure of each forward rate, we can rest assured that this result will hold true even when, for practical purposes, we work in a different measure.
In particular, if we work in the terminal measure, it is known that necessary and sufficient condition for the instantaneous volatility of a T-expiry forward rate to produce the correct Black price for a caplet (i.e. to give rise to the desired implied volatility) is that the unconditional variance of the forward rate out to its expiry T should be equal to
Therefore, in order to ensure that, in any measure, a particular caplet will be correctly priced it is sufficient to impose that, in the terminal measure (or, for that matter, in any measure with purely deterministic drifts and volatilities), the variance (12) should be recovered. Since this argument is crucial to following developments, let's look at it from a different angle: let's place ourselves in a one-factor framework, and let us assume that, in the terminal measure associated with a particular forward rate, say, forward rate k, we find a square-integrable function s(t,T k ) such that condition (8) is satisfied. For that particular measure, this is tantamount to imposing the first identity in Equation (12). This would not be correct in any other measure, since the unconditional variance for any different measure will depend on the {f}-dependent drift. However, in the terminal measure the variance relationship (12) can simply be used in order to impose the constraint on the instantaneous volatility function that produces the correct caplet price. Once one has ensured that this instantaneous volatility function, by satisfying the variance constraint, gives the correct caplet price, then this function can be transferred to any other measure, and the caplet will still be exactly priced.
With these definitions clearly in mind, we can prove Theorem (1) Theorem (1) -Given any function s(t) such that Equation (8) is satisfied, necessary and sufficient condition for the process (2) of forward rate f i to produce a caplet price consistent with the implied Black volatility σ Black (T i ) is that
Proof:
But ∑ k=1,s b ik (u) 2 =1 ∀u, because the coefficients {b} can be recognized to be the polar co-ordinates of a unit-radius (s+1)-dimensional hyper-sphere. Therefore
As a by-product of Theorem (1) one can immediately obtain that, if Equation (8) is satisfied, necessary and sufficient condition for the process (2) of forward rate f i to produce a caplet price consistent with the implied Black volatility σ Black (T i ) is that
Let us now consider any path-dependent option problem such that the expiries and maturities of a set of n forward rates constitute all the dates when price-sensitive events occur. Such events could be discrete trigger events, discrete sampling times for 
Since retaining as many factors as residual forward rates is practically too onerous for most applications, the interesting question is what happens to the model covariances when s(i) < h(i) factors are retained at each time step:
Notice that, if one retains h(i) factors at aeach time step, then, after making use of relationships (13) and (13'), there are enough degrees of freedom in order to specify any feasible exogenously specified covariance matrix element. For an option problem with a finite number of price-sensitive events these covariance elements, in turn, fully specify the valuation problem. In a sense, therefore, if h(i) factors are reatined at each time step, the calibration problem does not exist. If, however, only s(i) < h(i) fatcors are retained, the non-diagonal model covariance elements will not coincide with the corresponding arbitrarily specified exogenous inputs. But, since, by Theorem 1 above, the instantaneous volatilities (and hence the implied Black volatilities) can always be recovered for an arbitrarily small number of factors, the calibration problem is tantamount to specification of the behaviour of the model time-dependent correlation implied by the dynamics of s(i) < h(i) factors.
As shown above, the most general h-factor implementation of a log-normal-forwardrate BGM model is fully specified by the matrix {b jk }, j=1, h(i), k=1,s(i). For future reference let us denote by b r the r-th column vector in the matrix B of elements {b jk }.
Since, in general, an arbitrary target ('market' in the following) correlation function will not be reproducible with s(i) orthogonal factors, the user is faced with the problem of determining the elements of the matrix {b jk } in such a way that 1) the orthogonality between the different vectors is retained:
2) each vector is normalized to 1:
3) the sum of the coefficients {b jk } across factors also adds up to one:
4) the discrepancies between the implied (model) and market correlation matrices are minimized in some precise way to be defined.
Conditions 1) and 2) ensure orthogonality of the vectors, and condition 3) ensures the correct recovery of a desired instantaneous volatility. In general, optimizing the coefficients {b jk } is a complicated exercise, given the joint constraints about sums over factors, about sums over forward rates and about the model correlation matrix.
This, indeed, is the difficulty mentioned by Sidenius (1998) in the opening section. A simple and very useful theorem, however, is of great assistance in the joint fulfilment of desiderata 1) to 4).
Then since the matrix BB T is real and symmetric, it can be diagonalised : i.e. there exists an These scaling operations can easily be obtained using the following class of ( n n × ) matrices Thanks to Theorem (1) and (2) Theorem (3) -For a 2-factor model the correlation between forward rate i and forward rate j only depends on the difference between the angles θ i1 and θ j1 .
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6 It will be argued later in this paper that forced matching of a given sub-set of the market correlation matrix can in general be less than desirable, and indeed quite dangerous.
For s=2 the correlation ρ ij is given by
Remembering the definition of {b ir }, the orthogonality of the Brownian increments {dw r }, and dropping the redundant second subscript '1' for the angles one obtains
and therefore ρ ij = cos θ i cos θ j + sin θ i sin θ j = cos (θ θ θ θ i -θ θ θ θ j )
Q.E.D.
-Numerical results
All the results reported in the following pertain to the case of a collection of 12 twelve-month forward rates. The task was undertaken of fitting simultaneously and exactly to all the market volatilities, and to obtain the best possible fit to a given ('target' or 'market') correlation matrix by using the procedure described in Section 2.
As we know, any combination of the angles {θ θ θ θ} in Equations (13) and (13') is by construction compatible with the exact recovery of the volatilities of all the individual forward rates. We also know, however, that each of these combinations gives rise to a different correlation surface. Given an arbitrarily chosen quality function 7 , the various angles can therefore be varied in such a way as to minimize this exogenoulsy specified function. One such quality function, for instance, could be the sum of the squares of the 12 x 12 differences between the whole model and 'market' correlation matrices.
The exact procedure and the results are described in detail below.
7 A quality function is defined as the sum of the squared differences of specified subsets of the model and the target correlation matrices
3-a: Fitting the correlation surface with a 3-factor model
Random numbers were first of all chosen for the 2 x 12 angles θ ij (i=1,2, ...,12, j=1,2). The coefficients {b ij } (i=1,2,...,12, j=1,2,3) were created using Equations (13) and (13' 2 over the whole matrix was reduced to a minimum. The 'market' correlation function was assumed to be given by the following expression:
and LongCorr = 0. Tab I : The vectors {b ij } and {a ij } (1) B (2) B (3) A (1) A (2) A ( Tab Ib: The angles obtained after the optimization described in the text for the 3-factor fit to the whole 'market' correlation matrix in Tab II.
The vectors b(ij) and a(ij)
When the optimal vectors {b ij }were found, the resulting 12 x 12 matrix was orthogonalized, giving rise to new vectors {a ij }. Given the rank of the B B T matrix, Tab II: The model and market correlation matrices. 
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Fig 2 to 5:
The market and model correlations between the first, the third, the fifth and the eighth forward rates and all the other forwards obtained using 3 factors, and imposing an overall best fit to the whole correlation matrix.
The well known shortcomings of low-dimensionality models in reproducing correlation functions with positive convexity at the origin are well known (see, e.g. Rebonato and Cooper (1995) or Rebonato (1998) , where the implications for pricing are discussed at length), and were indeed observed again in this study. Without repeating material presented elsewhere, it will suffice to say that, by creating too strong a correlation between adjacent forward rates, and too weak a correlation between distant forward rates, the model correlation surface obtained with a small number of factors systematically misprices swaptions ('short' swaptions too 'expensive', and 'long' swaptions too 'cheap'). With this proviso in mind, the overall agreement found by using the procedure described above is however good, and shown more clearly by the model correlation surface shown in Fig 
3-b: Fitting the correlation surface with a 4-factor model
In order to see to what extent the agreement between the model and market correlation surfaces is sensitive to the number of factors, a similar investigation was carried out for a four-factor approach. The same procedure described in Section 3-a was followed by adding a further column of 12 angles to the set used for the 3-factor case. After randomizing all the angles and optimizing again to the whole-matrix quality function, the vectors {b ij } and {a ij } shown in the figure below were obtained. Once again, the vectors {b ij } thus obtained bear a close resemblance with the first four eigenvectors usually found with PCA. In particular, qualitatively it seems that the vectors {b ij } and their orthgonalized counterparts are linked by a phase rather than frequency transformation. This would indicate that the findings of Theorem (3) above can be extended to higher dimensions. 
The vectors b(ij) and a(ij)
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Fig 7:
The vectors {b ij } and {a ij } for the 4-factor case (all-matrix fit)
It is interesting to compare the 'improvement' in the fitting of the same columns of the correlation matrix in going from 3 to 4 factors. As is apparent from
Figs. 8 to 10, the greatest changes take place for the first series, i.e. for the correlation between the first and second forward rates and all the others. Overall, however, the improvement is rather limited, confirming previous findings (Rebonato and Cooper (1995) ) that he convergence to an exponentially decaying target correaltion surface is very slow. In particular, the same qualitative features concerning negative convexity at the origin are still observed. The analysis so far has shown the results obtained by using as quality function the sum of the squared discrepancies over the all correlation matrix. For specific option problems, however, it might be argued that specific subsections of the correlation matrix might be more important for pricing, and that the attempt should therefore be made to strive for a closer fit to these particular areas. It is therefore instructive to examine in detail the correlation surfaces obtained by using different quality functions. With 4 factors there are enough degrees of freedom to match exactly up to the first 3 columns of the correlation matrix. This choice for the quality function could be motivated by the desire to capture exactly (or as well as possible) the correlation between the first short-maturity LIBOR index rates and the residual swap rates to maturity in the case of a trigger swap. Whilst achieving this goal is indeed possible, as displayed below, if one so did the price would be paid of an increasingly unsatisfactory fit (see Figs. 11 to 14) to the remaining columns of the correlation matrix (giving therefore rise to highly unsatisfactory correlation between later indices and the residual swaps). Comparison between the market and model correlations between the first, the third, the fifth and the eighth forward rates and all the other forwards obtained using 4 factors and imposing an exact fit to the first (ModelC1), the first and second (ModelC2), the first, second and third(ModelC3) column of the correlation matrix.
Even more interesting is to explore how the whole correlation matrix behaves when use is made of all the available degrees in order to fit to as closely as possible to the elements of the matrix itself which influence the value of a particular Bermudan swaption (a 9-non-call-2 8 was chosen for the example). Despite the fact that the fit to 
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Fig 15 to 18:
Comparison between the market and model correlations between the first, the third, the fifth and the eighth forward rates and all the other forwards obtained using 4 factors and imposing an best fit to the elements of the correlation matrix which affect the value of a 9NC5 Bermudan swaption. exactly to match all the underlying Euroepan swaptions, rather than a subset, then he would be in a position not to need any reduction in the dimensionality of the problem, which is the very motivation of this study, and of most practical applications. Swaprate-based models, instead, can reproduce exactly the prices of all the European swaptions for any number of factors and any implied correlation (see Equations (4) and (5), and Rebonato (1998) for a detailed discussion of risk-neutral drifts in the swap-rate-based framework). It is therefore very dangerous, in so far as the overall correlation between different forward rates is concerned, to impose too strictly a good (or even perfect) fit to specific portions of the correlation matrix.
Along similar lines, one could explore the choice for the quality function of the sum squared errors along the tri-diagonals of the model and market correlation matrices. This choice could be seen as an attempt to reflect the importance of the correlation amongst contiguous forward rates in the pricing of instruments of the resettable-cap family (instruments, that is, where a stochastic strike on a given forward rate is determined by the reset of the immediately preceding forward rate). Without going into a detailed analysis, the resulting model correlation (see Fig. 21 ) matrix displays, once again, the shortcomings of imposing over-fitting to particular subsections of the correlation surface. As is clearly visible from the figure above, the effect of imposing an (almost) exact correlation along the three main diagonals has the effect of imposing an unrealistic decorrelation amongst forward rates farther apart. This, in turn, will produce undesirable tilts and twists in the yield curve, that, after a sufficiently high number of resets, will ultimately have a strong effect on the price of the resettable product.
-Conclusions
This paper has shown that it is not only possible, but indeed expedient and advisable, to perform a simultaneous calibration of a log-normal BGM interest-rate model to the percentage volatilities of the individual rates and to the correlation surface. It has been
shown that the task can be accomplished in two separate steps. More precisely, the first part of the calibration (i.e. to volatilities) can always be accomplished exactly thanks to straightforward geometrical relationships. After this step has been carried out, the fitting to the correlation surface, thanks to a simple theorem, can be efficiently carried out in such a way that the calibration to the volatilities is not spoiled by the second part of the procedure. The ability to carry out the two tasks separately greatly simplifies the overall task.
Actual calculations were then shown for a 3-and 4-factor implementation of the approach. Notwithstanding fundamental limitations of low-dimensioanlity models to recover the positive convexity at the origin of a market correlation function, the overall agreement between target and model correlation surfaces was shown to be very good.
Finally, the dangers of overparametrization, i.e. of forcing (near) exact fitting to certain portions of the correlation matrix, were highlighted by analysing the cases of a trigger swap, a Bermudan swaption and a one-way floater (resettable cap).
