In a graph G = (V; E), a set of vertices S is nearly perfect if every vertex in V ? S is adjacent to at most one vertex in S. Nearly perfect sets are closely related to 2-packings of graphs, strongly stable sets, dominating sets and e cient dominating sets. We say a nearly perfect set S is 1-minimal if for every vertex u in S, the set S ? fug is not nearly perfect. Similarly, a nearly perfect set S is 1-maximal if for every vertex u in V ? S, S fug is not a nearly perfect set. Lastly, we de ne n p (G) to be the minimum cardinality of a 1-maximal nearly perfect set, and N p (G) to be the maximum cardinality of a 1-minimal nearly perfect set. In this paper we calculate these parameters for some classes of graphs. We show that the decision problem for n p (G) is NP-complete; we give a linear algorithm for determining n p (T) for any tree T ; and we show that N p (G) can be calculated for any graph G in polynomial time.
Introduction
Let G = (V; E) be a graph. We say that a set S of vertices in V is a P-set if S has property P, for some property under consideration. Frequently we say that a set S has property P if the subgraph of G induced by S, denoted < S >, has some property P, eg. < S > is acyclic, or planar or has degree at most k for some non-negative integer k. Other properties, however, are not de ned in terms of induced subgraph structures. For example, S is a dominating set if every vertex in V ? S is adjacent to at least one vertex in S or S is an irredundant set if for every vertex u in S, N u] ? N S ? fug] is not empty. Most optimization problems in graph theory are concerned with nding either the minimum or maximum cardinality of a P-set in a graph G. However, recent y i y i y i research has studied the spectrum of cardinalities of a wide variety of minimal and maximal P-sets in a graph. But care should be taken in de ning a minimal or a maximal P-set. There are usually two de nitions given for each term.
(1) A P-set S is maximal if no proper superset S 0 of S is a P-set.
(1') A P-set S is maximal if for every vertex u in V ? S, S fug is not a P-set.
(2) A P-set S is minimal if no proper subset S 0 of S is a P-set. (2') A P-set S is minimal if for every vertex u in S, the set S ? fug is not a P-set.
A property P of a graph is hereditary if whenever a set S has property P, every proper subset S 0 of S also has property P. For example, the properties of being an independent set of vertices (no two vertices in the set are adjacent) or an irredundant set of vertices are hereditary. It is easy to see that de nitions (1) and (1') of maximal P-sets are equivalent if P is a hereditary property.
A property P is called super-hereditary (or expanding) if whenever a set S has property P, every superset S 0 of S also has property P. For example the properties of being a dominating set or a vertex cover are super-hereditary. It is also easy to see that de nitions (2) and (2') of minimal P-sets are equivalent for super-hereditary properties P.
In 1] Bollob as, Cockayne and Mynhardt de ned new notions of minimality and maximality as follows. A set of vertices S in V is a k-minimal P-set if the removal of any set X of k jSj vertices from S followed by the addition of any l < k vertices results in a set that does not have property P.
Similarly a set of vertices S in V is a k-maximal P-set if the addition of any set X of k vertices, followed by the removal of any l < k vertices does not result in a P-set. It is easy to see that 1-minimal P-sets are minimal P-sets according to de nition (1') and 1-maximal P-sets are maximal P-sets according to de nition (2'). It is also easy to see that there are 1-minimal P-sets which are not 2-minimal P-sets, eg. in Figure 1 each set of solid vertices is 1-minimal but the set in Figure 1 (a) is not a 2-minimal set, since if we remove the two endvertices and then add the center vertex to S, we obtain another dominating set.
The study of k-minimal and k-maximal sets is still very new; not much is known about these sets. The reader is referred to 1], 4] and 5]. The following property provides an example for which the de nition of minimal or maximal must be given carefully.
De nition of Nearly Perfect Sets
Let G = (V; E) be a graph and let u be a vertex in V . The open neighborhood of u is de ned as the set of vertices v adjacent to u; i.e., N(u) = fvjuv 2 Eg. The closed neighborhood of u is N u] = N(u) fug. In a graph G, a set of vertices S is nearly perfect if for every vertex u 2 V ? S, jN(u) \ Sj 1; i.e., every vertex u 2 V ? S is adjacent to at most one vertex in S.
Nearly perfect sets are closely related to 2-packings of graphs, strongly stable sets, dominating sets and e cient dominating sets, as indicated in Table 1 . Table 1 rst appeared in a paper by Cockayne, Hartnell, Hedetniemi, and Laskar 2], which focused on perfect dominating sets, and in particular on families of graphs whose only perfect dominating set is the entire vertex set V . Nearly perfect sets, although rst de ned in 2], were not studied there. In this paper we initiate the study of nearly perfect sets in graphs. Notice that for any graph G, the empty set of vertices, any set S = fug consisting of a single vertex, and the set V are all nearly perfect sets. Thus, using de nition (1), the only minimal nearly perfect set in any graph is the empty set. And using de nition (2), the only maximal nearly perfect set in any graph is the set V . However, using de nitions (1') and (2'), a graph can have nontrivial minimal and maximal nearly perfect sets. For example, in the graph C 4 in Figure 2 the set f1; 2g is a 1-maximal nearly perfect set; and in Figure 3 the set f1; 2; 5g is a 1-minimal nearly perfect set in the graph G.
De ne n p (G) to equal the minimum cardinality of a 1-maximal nearly perfect set, and N p (G) to equal the maximum cardinality of a 1-minimal nearly perfect set in G. Notice that n p (G) is well-de ned since V is always a 1-maximal nearly perfect set; i.e., n p (G) jV j . In particular, n p (K n ) = 1 , for n 3 and n p ( K n ) = n .
Also N p (G) is well-de ned since the empty set is always a 1-minimal nearly perfect set; i.e., N p (G) 0. In particular, N p (K n ) = n for n 3, and N p ( K n ) = 0.
Characteristics of the Parameter n p (G)
The rst result characterizes the property of 1-maximality in a nearly perfect set.
Lemma 1 A nearly perfect set S in a graph G = (V; E) is 1-maximal if and only if every vertex u in V ? S is adjacent to a vertex v 6 = u in V ? S which is adjacent to exactly one vertex in S.
Proof. The characterizing property given above is illustrated in Figure 4 . Suppose a set S is 1-maximal nearly perfect. Let u be an element of V ? S and assume that every vertex w adjacent y i y iv iu to u in V ? S is not adjacent to any vertex in S. Then every element outside of the set S fug is adjacent to at most one element in the set S fug. Thus, the set S fug is nearly perfect. This contradicts the assumption that S is 1-maximal nearly perfect.
On the other hand if S is nearly perfect and satis es the property above, then for any vertex u in V ? S, there is a vertex u 0 in (V ? S) N(u), with u 0 adjacent to some vertex v in S. Thus, S fug is not a nearly perfect set, since u 0 is adjacent to the two vertices u and v in S fug. Since u was chosen arbitrarily, we know that the union of S with any vertex in V ?S will not be a nearly perfect set. Thus, S is a 1-maximal nearly perfect set. 2
Using Lemma 1, the values of n p (G) for some classes of graphs are easily determined. For example, the complete bipartite graph K m;n (for m; n 2) has a smallest 1-maximal nearly perfect set of size two. One such set can be found by selecting one vertex from each of the partite sets of the vertex set. Since such a set is nearly perfect, it follows from Lemma 1 that the set is also 1-maximal. The following lemma will be used to calculate the parameter n p (G) for paths and cycles.
Lemma 2 Suppose G = (V; E) is a path or a cycle with order at least four and that S is a subset of the vertices of G. Then S is a 1-maximal nearly perfect set if and only if (i) the subgraph spanned by V ? S is a disjoint union of K 2 graphs, and (ii) every vertex in V ? S is adjacent to exactly one vertex of S. Proof. Suppose S is a 1-maximal nearly perfect set and let v be an element of V ? S. By Lemma 1, we know there is an element w 6 = v in V ?S with w adjacent to v and w adjacent to one vertex x of S. Since the maximum degree of G is two, N(w) = fv; xg. Further since w is in V ? S, Lemma 1 guarantees that a neighbor of w must lie outside of S and be adjacent to an element of S. Since all neighbors of w are accounted for, this element must be v. So v must be adjacent to a vertex, say y, in S. Note that y 6 = x. Since the maximum degree in G is two, we must have that N(v) = fw; yg . Since v was an arbitrary element of V ? S, we must have that < V ? S > consists of disjoint copies of K 2 and that every element of V ? S is adjacent to exactly one element in S.
Conversely, if S is a subset of V for which properties (i) and (ii) hold, then property (ii) guarantees that S is a nearly perfect set. Moreover, any vertex of V ? S will be adjacent to another vertex of V ?S which is adjacent to a vertex in S. Thus by Lemma 1 we know that S is a 1-maximal nearly perfect set. 2 Proposition 3 If P n is a path with n vertices, then n p (P n ) = 8 > < > : k + 2; if n = 3k k + 1; if n = 3k + 1 k + 2; if n = 3k + 2
Proof. Let P be the path p 1 p 2 : : :p n . The proof is by induction on n. Clearly the result holds for paths with n = 1; 2 or 3 vertices. Suppose n > 3 and assume the result holds for all paths with less than n vertices. Suppose there exists a 1-maximal nearly perfect set T with cardinality less than the cardinality of S. Let j = maxfijp i 2 V ? Tg. Since every element of V ? T must have degree two, we know j < n. Further, j > 3, for if not then with j 3 we would know that all vertices to the right of p j were in T and at least one vertex to the left of p j must be in T. Thus under this assumption we would have jTj 3k ? 2 k + 2 = jSj. The last inequality holds because k 2. So we must have 3 < j < n. Since T is 1-maximal nearly perfect, we must have p j?1 in V ? T, and p j?2 in T. Let U = fp j?2 ; p j?1 ; p j g, and consider the graph G 0 obtained by adding an edge p j?3 p j+1 to the graph G ?U. See Figure 5 . Since p j?2 is in T and p j+1 is in T, the new edge allows the same adjacencies for p j?3 in G 0 as in G. Then T ?U is a nearly perfect set in G 0 (which is P n?3 ) and the cardinality of T ? U is jTj ? 1 < (k + 2) ? 1 = (k ? 1) + 2, contradicting the inductive hypothesis on P n?3 .
Case 2. n = 3k+1 Let S = fp 1 ; p 4 ; p 7 ; : : :; p n g. Note that jSj = k + 1, and, as before, S is a 1-maximal nearly perfect set. In exactly the same way as in Case 1, we may assume T has cardinality less than that of S and is a 1-maximal nearly perfect set in the path. It is immediate to see that a subset of the path P n?3
can be found which is 1-maximal nearly perfect and which contradicts the inductive hypothesis on P n?3 .
Case 3. n = 3k+2 Let S = fp 1 ; p 4 ; p 7 ; : : :; p 3k+1 ; p 3k+2 g. Note that jSj = k + 2, and that S is a 1-maximal nearly perfect subset of the path. The proof that S is of smallest size uses the same argument as that for the rst two cases. 2
Proposition 4 If C n is a cycle with n vertices, then
The proof is similar to that of Proposition 3 and is omitted. For some graphs the smallest 1-maximal nearly perfect set must include all vertices in the graph.
One such example already mentioned is K n . Another easily veri ed example is K 1;n (a star). In fact as the next two results show, stars are the only connected graphs for which n p (G) = n.
Theorem 5 For any tree T with n vertices, n p (T) = n if and only if T has diameter at most 2;
i.e., T is a star.
Proof. Let T be a tree with n verticies and diameter at most 2 and let S be an n p -set, that is, S is a minimum cardinality 1-maximal nearly perfect set. Assume the jSj < n and let x be a vertex in V ? S. Then there is a vertex y 2 (V ? S) \ N(x) such that y is adjacent to a vertex y 0 in S. Since y 6 2 S, y must be adjacent to some vertex z in V ?S and z must be adjacent to a vertex z 0 in S. Now y 0 is not adjacent to z and z 0 is not adjacent to y, for if so a cycle would be formed. Thus z 0 ; z; y; y 0 constitutes a shortest path of length 3 from z 0 to y 0 , contradicting the diameter of T.
Conversely let T be a tree with diameter at least 3. For this class of trees we will prove by induction on n that n p (T) < n. The only tree with diameter at least 3 and n = 4 is P 4 and by Proposition 3, n p (P 4 ) = 2.
So let T be a tree with n > 4 vertices and diameter d at least 3. Let u be an endvertex such that T ? fug has diameter at least 3. Such a u must exist as follows. Let w ? v be any path of length d (w and v are necessarily endvertices). If d > 3, then diameter(T ? fug) 3 . If d = 3 (and n > 4), then there is at least one endvertex u, not on this w ? v path. Therefore T ? fug has diameter at least 3.
Let T ? fug have diameter at least 3 and T 0 = T ? fug. Then by the inductive hypothesis n p (T 0 ) < n ? 1. Let S be an n p -set of T 0 . Case 1. u is adjacent to a vertex in S In this case, by Lemma 1, S fug is a 1-maximal nearly perfect set of T and therefore n p (T) < n. Case 2a. v is adjacent to a vertex in S In this case S is an n p -set in T. Hence n p (T) < n ? 1 < n.
Case 2b. v is not adjacent to any vertex in S By Lemma 1, v must be adjacent to a vertex w in V (T 0 ) ? S, which in turn is adjacent to exactly one vertex in S. In this case S fug is a nearly perfect set in T and, by Lemma 1, is a 1-maximal nearly perfect set. Hence n p (T) < n. 2 Theorem 6 For any connected graph G with n vertices, n p (G) = n if and only if G is a star.
Proof. If G is a star with n vertices then n p (G) = n by Theorem 5. It remains to show that if n p (G) = n then G is a star.
Case 1. G is acyclic
Since G is connected, G is a tree, and again by Theorem 5, G is a star.
Case 2. G contains a triangle
Let the vertices of G = (V; E) be ordered such that v 1 , v 2 , and v 3 form a triangle. In this case we can construct a 1-minimal nearly perfect set S in G for which jSj < n, which implies that n p (G) < n. We do this as follows. Initially let S = fv 1 g. Clearly, S is a nearly perfect set. Furthermore, neither S S fv 2 g nor S S fv 3 g is a nearly perfect set. We construct a 1-maximal nearly perfect set which contains neither v 2 nor v 3 by executing the following: Clearly when this procedure has nished, the resulting set S is nearly perfect, contains neither v 2 nor v 3 , and for every vertex u in V ? S, S S fug is not a nearly perfect set. Thus, S is a 1-maximal nearly perfect set, and jSj < n; i.e., n p (G) < n.
Case 3. G contains no triangles but contains a cycle of length four Let C = fv 1 ; v 2 ; v 3 ; v 4 g be the vertices in cyclic order of such a cycle. As in the previous case, we show that we can construct a 1-maximal nearly perfect set S with jSj < n, which implies that n p (G) < n. We do this as follows. Initially let S = fv 1 ; v 4 g. Since G has no triangles, S is a nearly perfect set. We can now execute Procedure Make 1-maximal (as de ned in Case 2) and construct a 1-maximal nearly perfect set S with jSj < n (the nal set will contain neither v 2 nor v 3 ).
Case 4. G contains no triangles and no cycles of length four Let C = fv 1 ; v 2 ; v 3 ; v 4 ; : : :; v m g be the vertices, in cyclic order, of a cycle in G, where m 5. Once again we construct a 1-maximal nearly perfect set S with jSj < n. Initially let S = fv 1 ; v 4 g. If S is a nearly perfect set, then we can again apply Procedure Make 1-maximal and construct a 1-maximal nearly perfect set S with jSj < n.
If S is not a nearly perfect set then there must be a vertex, say w, adjacent to both v 1 and v 4 . Note that there can only be one such vertex, w, else G contains a cycle of length four. Let S = fv 1 ; v 4 ; wg. It follows that S must be a nearly perfect set since no vertex can be adjacent to two of these three vertices (note that if a vertex is adjacent to v 1 and w, or v 4 and w then G must have a triangle). Thus we can apply Procedure Make 1-maximal to S and construct a 1-maximal nearly perfect set S with jSj < n. 2 Proposition 7 For any graph G = (V; E) n p (G) = 1 if and only if there is a vertex u in V such that for every vertex v 6 = u there is a path of length two from u to v.
Proof. Clearly if such a vertex u exists then the set S = fug is a 1-maximal nearly perfect set, and hence n p (G) = 1. Conversely, let n p (G) = 1 and let S = fug be a 1-maximal nearly perfect set. By de nition, for every vertex v 6 = u the set S 0 = fug S fvg is not a nearly perfect set. This means that there is a third vertex w which is adjacent to both u and v; i.e., that there is a path of length two from u to v. 2 Corollary 8 For complete graphs K n and wheels, W n = K 1 + C n , n 3, n p (K n ) = 1 and n p (W n ) = 1.
Complexity Issues for n p
In this section several complexity results are given. A linear time algorithm is given which computes the value n p (T) for any tree T. In the general case, however, the decision problem for n p (G) is NP-complete, even when restricted to bipartite or chordal graphs.
For the rst result, a dynamic programming style algorithm is constructed using a blend of methodologies developed by Wimer The class of (rooted) trees can be constructed recursively from copies of a single vertex, K 1 , using only one rule of composition. This rule combines two rooted trees (T 1 ; r 1 ) and (T 2 ; r 2 ) by adding an edge between r 1 and r 2 and calling r 1 the root of the resulting tree. This is denoted by (T; r 1 ) = (T 1 ; r 1 ) (T 2 ; r 2 ): In particular, if S is a 1-maximal nearly perfect set in T, then S splits into two subsets S 1 and S 2 according to this composition/decomposition. In order to construct an algorithm for n p (T) it is necessary to characterize the classes, TS, of possible tree-subset pairs (T; S) which can occur in the process of decomposing a tree T and a 1-maximal nearly perfect set S.
For a given set of vertices S, we say that a vertex v has Property P(S) if either v 2 S or there is a vertex u in the intersection of N(v) and V ? S such that jN(u) \ Sj = 1.
Next we de ne the collection of possible tree-subset pairs TS as the set of all ordered pairs (T; S)
which satisfy these properties:
T is a rooted tree with root r, S is a nearly perfect set in T, and if r is not in S, then all vertices of T, except possibly those in N r], have property P(S), otherwise all vertices of T have property P(S). Consider next the seven subclasses of TS de ned by Table 2 . Each subclass is de ned by the presence (indicated with p ) or absence (indicated with ) of the ve properties listed in the table. The symbol r denotes the root of T. We will denote these subclasses with i]; i = 1 : : :7. Thus for example, subclass 2] is the set of all tree-set pairs (T; S) in which the root is not a member of S, S is a 1-maximal nearly perfect set in T, all vertices in T ? r have property P(S), r is adjacent to some element of S, and r has property P(S). Finally We can now derive a set of recurrence equations in terms of these subclasses. By To prove the correctness of this dynamic programming algorithm for computing n p (T) for any tree T, we would have to prove a theorem asserting that each of these recurrences is correct. These details are straightforward and are omitted here. The nal step in specifying an algorithm for an n p -set is to de ne the \initial vector". In this case, for trees, the only basis graph is the tree with a single vertex, K 1 : We need to know the minimum cardinality of a set S in a class of type 1] : : : 7] in the graph K 1 , if any exists. It is easy to see that the initial vector is (1; 1; 1; 1; 1; 0; 1) which means that for the graph K 1 :
one tree-set pair of class 1] exists and its cardinality is 1; one tree-set pair of class 6] exists and its cardinality is 0; no tree-set pairs of classes 2] thru 5] or class 7] exist.
We now have all of the ingredients for an n p -set algorithm, where the input is the parent array Parent 1..N] for the input tree T, and where the output is n p (T), which is computed by repeatedly applying the recurrence system to each vertex in the parent array, with the initial vector To show that the decision problem for arbitrary graphs is NP-complete, we need to use a known NP-completeness result, called Exact Three Cover (X3C) which is de ned as follows.
X3C
INSTANCE: A nite set X with jXj = 3q and a collection C of 3-element subsets of X. QUESTION: Does C contain an exact cover for X, that is, a subcollection C 0 C such that every element of X occurs in exactly one member of C 0 ?
FACT: X3C is NP-complete 6] n p SET INSTANCE: A graph G = (V; E) and a positive integer k. QUESTION: Is there a 1-maximal nearly perfect set S contained in V with jSj k? Theorem 11 n p SET is NP-complete, even when restricted to bipartite graphs. Proof. A nondeterministic algorithm could guess a subset S V of k vertices and, in deterministic polynomial time, verify whether or not S is 1-maximal nearly perfect. Hence the problem is in NP.
In order to show NP-completeness, we reduce an equivalent version of X3C (in which every element of X lies in at least two subsets in C) to the n p SET problem as follows.
Let X = fx 1 ; x 2 ; : : :; x 3q g and C = fC 1 ; C 2 ; : : :; C m g be an instance of X3C, where q and m are positive integers and each C i is a 3-element subset of X. We will show how to construct an undirected graph G = (V; E) and a positive integer k such that C contains an exact cover for X if and only if n p (G) k. First construct a collection of subgraphs, G i , 1 i m, by adding a P 2 to a non-center vertex of a K 1;3 graph and label the vertices as shown in Figure 6 . Next construct a set of 3q paths with 2 vertices and label the vertices of each path as x i , y i . Add a set of edges E = f(x i ; c j )jx i 2 C j g (cf. Figure 7) . Finally, let k = 3m. Clearly the above reduction can be performed in time that is polynomial in m and q, and it is easy to verify that this graph G is bipartite. We now show that the set C contains an exact 3-cover for X if and only if n p (G) k. This observation is true for the same reasons as in Observation 1, for if not, we either violate Lemma 1 or the fact that S is 1-maximal nearly perfect. Observation 3. e i 2 S or f i 2 S or c i 2 S. Otherwise e i does not satisfy Lemma 1 and S is not a 1-maximal nearly perfect set.
Notice that each subgraph G i must have three vertices in S, thus accounting for all 3m vertices in S.
Now de ne C 0 C as C 0 = fC i jc i 2 Sg. It follows from the above observations that C 0 is an exact 3-cover for X. If not, then some x i is not covered by any set in C 0 or some x i 2 X is covered by more than one set in C 0 .
If x i is covered by more than one set in C 0 , then x i is outside S and is adjacent to two elements of S. Thus S is not a nearly perfect set. If for some x i , x i is not adjacent to any c i in S, then y i could be added to S without altering its nearly perfect status. In this case S would not be a 1-maximal nearly perfect set. 2 Corollary 12 n p SET is NP-complete when restricted to chordal graphs. Proof. Forming a clique among the x i vertices in the construction in Theorem 11, yields a graph G which is chordal. The same argument holds for this graph. 2
The problem of nding a smallest 1-maximal nearly perfect set will be NP-hard for general graphs. For some NP-hard problems there are polynomial approximation algorithms that can nd a solution within a constant factor f of an optimal solution. For others, there can be no polynomial approximation algorithms that are guaranteed to come within a given constant factor f of an optimal solution, unless P = NP. With a slight modi cation to the construction in Theorem 11, we can show the problem of nding a smallest 1-maximal nearly perfect set falls into this second category.
The proof is based upon a construction derived by Irving 8] which shows that independent domination cannot be approximated within a factor of f.
A graph constructed from an instance of X3C will be described so that the instance of X3C will have an exact cover if and only if the graph has a 1-maximal nearly perfect set of cardinality 3m, where m is the number of subsets in the X3C instance. It will also be shown that if the graph has a 1-maximal nearly perfect set of cardinality f 3m, then the X3C instance has an exact cover.
Theorem 13 Unless P=NP, there is no polynomial approximation algorithm A that can take as input a bipartite graph G and nd a 1-maximal nearly perfect set for G of cardinality within a factor f of a smallest 1-maximal nearly perfect set.
Proof. For a given constant f, consider the following graph constructed from an instance of X3C, which is similar to the graph constructed in Theorem 11. Construct a collection of subgraphs, G i , 1 i m, by adding a P 2 to a non-center vertex of a K 1;3 graph and label these as shown in Figure 6 , where m refers to the number of subsets in C. Next construct a set of (3mf ?3m+1) 3q paths with 2 vertices each and label the vertices of each path as x i;j and y i;j , 1 i 3q, 1 j 3mf ? 3m + 1. Add a set of edges E = f(x i;j ; c k )jx i 2 C k g. Since f is a constant, this construction is polynomial in m and q.
Using the same argument as in Theorem 11, we can show that G has a 1-maximal nearly perfect set of cardinality 3m if and only if C has an exact cover. But we can also show that C has an exact cover if G has a 1-maximal nearly perfect set of cardinality 3mf.
Let S be a 1-maximal nearly perfect set for G with jSj 3mf. As before, let C 0 = fC i jc i 2 Sg. It follows that C 0 is an exact 3-cover for X. If some x i had not been covered, then all y i;j vertices would have to be included in any 1-maximal nearly perfect set S. In this case, jSj 3mf + 1, a contradiction. If x i is included in more than one set in C 0 , then all x i;j vertices in G are adjacent to more than one element of S. Thus for S to be nearly perfect, all x i;j vertices must be included in S. Again this implies jSj 3fm + 1, which is a contradiction. Therefore if jSj 3fm, then C has an exact cover.
Suppose A is an algorithm that can nd a 1-maximal nearly perfect set within a factor f of an optimal solution. Then algorithm A can be used to solve the decision problem for X3C. In polynomial time, a graph G is constructed as described above. This graph is given to algorithm A as input. Algorithm A nds a 1-maximal nearly perfect set with cardinality 3fm if and only if C has an exact cover. If algorithm A is polynomial, then the decision problem for X3C is polynomial as well. 2 5 Characteristics of the Parameter N p (G) The parameter N p (G), given by the size of a largest 1-minimal nearly perfect set, is surprisingly di erent from its counterpart n p (G): For example, the value of N p (G) can be calculated in linear time for any graph G. Before proving this, a useful characterizing lemma is necessary.
Lemma 14 Every non-empty nearly perfect set S is 1-minimal if and only if the subgraph induced by S, < S >; has minimum degree two.
Proof. Let S be a non-empty, nearly perfect set in a graph G. Assume S is 1-minimal and let x be a vertex in S. Since S is 1-minimal, we know that S ? fxg is not a nearly perfect set. Thus x must be adjacent to at least two vertices in S. Since x was chosen arbitrarily, the minimum degree of < S > must be at least 2. The converse follows in exactly the same way. 2
The following three corollaries are immediate and are given without proof. Proof. The N p -set S which results at the end of Algorithm N p is nearly perfect. Clearly if S is empty, then S is nearly perfect, and in this case the graph G has no cycles, and is therefore a forest. Corollary 17 then shows that in this case N p (G) has been correctly calculated. Let us assume without loss of generality, that G is connected. Assume next that the graph G has no cycle; i.e., G is a tree. One can easily prove by induction, that Algorithm N p removes every vertex of G. Hence Algorithm N p correctly asserts, that N p (G) = 0: Assume therefore that G has a cycle C. Algorithm N p cannot remove any vertex of C, regardless of the order in which the vertices of G are removed. For in order to remove a vertex of a cycle, its degree must become at most 1, which means that another vertex on the cycle must have been removed previously.
Assume therefore that S is not empty and further assume that S is not a nearly perfect set. Then there exists a vertex v in V ? S which is adjacent to at least two vertices, x and y, in S.
Since v is in V ? S, Algorithm N p removed v from V (G 0 ), implying that when it was removed its degree was at most 1. This implies that either x or y must have been removed from S before v, which contradicts the assumption that x and y are in S. Thus, S is nearly perfect. By Lemma 14 it follows that S is 1-minimal nearly perfect. It remains to show that S has maximum cardinality.
Assume that S is not of maximum cardinality and let M be a 1-minimal nearly perfect set with jMj > jSj: Let the vertices of V (G) ? S be ordered as fu 1 ; u 2 ; : : :; u k g in the order in which they are removed by Algorithm N p and let w = u i be the rst vertex of M ? S which is removed by Algorithm N p : It follows from Lemma 14 that w is adjacent to at least two vertices in M, say r and s. But w is removed by Algorithm N p only if its degree becomes at most 1,; i.e., either r or s must have been removed from V (G 0 ) before w. But this contradicts the assumption that w is the rst vertex of M ? S which is removed by Algorithm N p : Thus S is a maximum cardinality 1-minimal nearly perfect set. 2 Theorem 19 Every graph G has a unique maximum cardinality 1-minimal nearly perfect set.
Proof. We can assume without loss of generality that N p (G) 6 = 0: Let S be produced by Algorithm N p . By Theorem 18, we know that S is a maximum cardinality 1-minimal nearly perfect set. Let N be any other maximum cardinality 1-minimal nearly perfect set of G and let w be the rst vertex of N ? S which is removed by Algorithm N p . Since w is in N, it must have degree at least 2 in < N >, by Lemma 14. Let vertices x and y be vertices adjacent to w in < N >. Consider the point in Algorithm N p when w is removed. Vertex w can only be removed when its degree has become at most 1; i.e., either x or y has been previously removed. But this contradicts the assumption that w is the rst vertex of N ? S that is removed by Algorithm N p : Thus N ? S is empty and S is unique. 2 Theorem 20 For any graph G, its unique maximum cardinality 1-minimal nearly perfect set consists of the set of all vertices which are contained in either a cycle or a path connecting two disjoint cycles.
Proof. Let us assume without loss of generality that G is connected and that N p (G) 6 = 0: Using an argument similar to that used in proving Theorem 18, one can easily show that Algorithm N p cannot remove any vertex in a cycle or on a path connecting two disjoint cycles. Let x be any vertex in S which is not on a cycle or a path connecting two disjoint cycles. Since G is connected and we have assumed that N p (G) 6 = 0; then by Corollary 17 G must contain a cycle C. Let P be a path from x to C. Let z be the vertex adjacent to x on P (cf. Figure 8) . Note that the edge xz is a bridge. Consider the connected component G x containing x in G ? xz. It follows that G x is a tree (else x is on a path connecting two disjoint cycles) and therefore Algorithm N p removes every vertex of G x ; which contradicts the assumption that x is in S. 2
In order to illustrate the data structures which may be used to implement this algorithm, examples are shown in Figure 9 . For the given graph G, an array Degree, triply-connected adjacency lists and a removal queue Q are shown. Theorem 21 Algorithm N p can be implemented to run in O(jEj + jV j) time .
Proof. We can assume that the input to Algorithm N p consists of a list of vertices and a list of edges (ordered pairs of vertices). The data structures in Figure 9 , consisting of a triply-linked list of adjacencies and an array (1 : : :n) of vertex degrees, can be constructed in O(jEj) time. In O(jV j) time the vertices of degree at most 1 can be inserted into a simple queue Q. In O(1) time Algorithm N p can then remove a vertex of degree at most 1 from Q and update the linked lists, the array Degree, and the queue Q. Thus, the loop in Algorithm N p can be executed in O(jV j) time. 2
