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Abstrat. A semi-Riemannian metri in a n-manifold has n(n − 1)/2 degrees of
freedom, i. e., as many as the number of omponents of a dierential 2-form. We
prove that any semi-Riemannian metri an be obtained as a deformation of a onstant
urvature metri, this deformation being parametrized by a 2-form.
1. Introdution
It is known, sine an old result by Riemann [1℄, that an n-dimensional metri has
f = n(n − 1)/2 degrees of freedom, i. e. it is loally equivalent to the giving of f
funtions. This feature seems to be a non-ovariant property, as it is related to some
partiular hoie of either a loal hart or a loal base.
A two-dimensional metri has f = 1 degrees of freedom. In this ase, however, a
stronger, well known result holds [2℄, namely, any two-dimensional metri g is loally
onformally at, g = φ η , φ being the onformal deformation fator and η the at
metri (Gauss theorem). In the two-dimensional ase, the above Riemann result is
intrinsi and ovariant, i.e., only tensor quantities are involved, and the sole degree of
freedom is represented by a salar, onformal deformation fator, φ, whih only depends
on the metri g.
The question thus arises of, whether or not, for n > 2 they exist similar intrinsi
and ovariant loal relations between an arbitrary metri g , on the one hand, and the
orresponding at metri η together with a set of f ovariant quantities on the other.
There is a number of results onerning the diagonalization of any three-dimensional
metri: [4℄, [5℄, [6℄, [7℄ and [8℄ to quote some of them. However valuable they are, they
are not ovariant beause, in addition to f = 3 salars, an orthogonal triad or a spei
oordinate system is also involved. To our knowledge, the rst published result of this
kind for n = 3 is [3℄, where the following theorem was proved:
§ Postal address: Martí i Franquès, 1; E-08028 Barelona (Spain)
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Theorem 1 Any three-dimensional Riemannian metri g may be loally obtained from
a onstant urvature metri η by a deformation of the form
g = aη + ǫ s⊗ s , (1)
where a and s are respetively a salar funtion and a dierential 1-form. The sign
ǫ = ±1, the urvature of η and a relationship Ψ(a, s) between the salar a and the
Riemannian norm |s| may be arbitrarily presribed.
After realizing that n(n−1)/2 is preisely the number of independent omponents of
a n-dimensional 2-form, in the ontext of the general theory of relativity, B. Coll [9℄ has
onjetured that any n-dimensional metri g an be loally obtained as a deformation
of a onstant urvature metri η, parametrized by a 2-form F , aording to:
g = λ(F ) η + µ(F )F 2 (2)
where λ and µ are salar funtions of F and F 2 := Fη−1F .
It is worth notiing that the Kerr-Shild lass of metris in general relativity meet
this relation. Indeed, a Kerr-Shild metri an be written as: gαβ = ηαβ + lαlβ, where
ηαβ is the Minkowski metri and lα is a η-null vetor eld. Let pα be a unit spae vetor
eld that is orthogonal to lα and take Fαβ = lαpβ − pαlβ. Then the relation (2) holds
with λ = −µ = 1.
In the present paper we prove the following variant of Coll's onjeture for n = 4:
Theorem 2 [deformation theorem℄ Let (Vn, g) be a semi-Riemannian manifold.
Loally it always exists a 2-form F and a salar funtion a suh that:
(a) they meet a previously hosen arbitrary salar onstraint: Ψ(a, F ) = 0 and
(b) the semi-Riemannian deformed metri:
gαβ = agαβ − ǫF
2
αβ , (3)
with F 2αβ := g
µνFαµFνβ and |ǫ| = 1, has onstant urvature.
Sine the onstraint Ψ(a, F ) is a salar, it will only depend on the invariants of
F αβ = g
ανFνβ.
As our proof relies on the appliation of the Cauhy-Kowalevski existene theorem
for partial dierential systems, it only applies to the analyti ase. However, an extension
to the C∞ might be devised following the lines proposed by DeTurk and Yang [5℄ for a
similar, although simpler, problem.
Theorem 2 is proved by iteration on the number of dimensions. Right from the
start, it is true for n = 1, beause in one dimension any metri is at, and for n = 2 it
redues to the above mentioned Gauss theorem.
For the sake of iteration's onveniene, what we atually proof in setion 3 is the
following extension of theorem 2:
Theorem 3 Let (Vd, g) be a semi-Riemannian manifold and λ a 2-ovariant symmetri
tensor. Loally it always exists a 2-form F and a salar funtion a suh that:
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(a) they meet a previously hosen onstraint: Ψ(a, F, x) = 0 and
(b) the semi-Riemannian deformed metri:
gαβ = agαβ + λαβ − ǫF
2
αβ , with F
2
αβ := g
µνFαµFνβ (4)
has onstant urvature (|ǫ| = 1).
A very useful tool for the iteration is the following
Theorem 4 [iteration℄ If theorem 3 holds for d = n − 1, then it also holds for
d = n.
Setion 2 is devoted to prove Theorem 4. Theorem 3 then follows by iteration and, as
an appliation of theorem 2, Coll's onjeture is proved for n = 4.
2. Proof of the iteration theorem
Let (Vn, g) be a semi-Riemannian manifold and let {e1, . . . , en} be a base of vetors.
(Most tensor expressions in this proof are meant referred to this base.)
Both metris gαβ i gαβ will oexist through the proof. To avoid onfusion, indies
are always lowered with the metri gαβ and raised with its inverse g
αβ
. Furthermore,
h
αβ
will denote the inverse metri for gαβ (see Appendix A).
Given the Riemannian onnetions ∇ i ∇ respetively assoiated with g i g, we
dene the dierene tensor
Bαµν := γ
α
µν − γ
α
µν , (5)
so that
∇αAβ = ∇αAβ −B
µ
αβAµ (6)
And it straightforwardly follows from the denition (5) that
Bρ‖µν := B
α
µνgαρ =
1
2
(
∇µgρν +∇νgρµ −∇ρgµν ) (7)
Assoiated with eah metri gαβ and gαβ there is a Riemann tensor, respetively,
Rµναβ and Rµναβ . Both tensors are related to eah other by
Rµναβ := gµρR
ρ
ναβ = gµρR
ρ
ναβ + 2∇[αBµ‖β]ν + 2B
ρ
ν[αBρ‖β]µ (8)
This equation, together with the ondition that gαβ has onstant urvature, yields
the partial dierential system
Eµναβ := Rµναβ + kgµναβ = 0 (9)
where gµναβ := gµαgνβ − gµβgνα. It is a system with 1 + n(n − 1)/2 unknowns,
namely, the salar funtion a and the independent omponents of Fαβ . On the other
hand, onsidering the symmetries of the Riemann tensor, the system (9) onsists
of n2(n2 − 1)/12 independent equations [10℄. Therefore, for n > 2 there are more
equations than unknowns, and the system seems overdetermined. (We shall see that
this overdetermination is similar to what one enounters in analyzing Einstein equations:
part of equations (9) onstitute a partial dierential system with a well posed Cauhy
problem, while the remaining equations are subsidiary onditions on the Cauhy data.)
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2.1. The Cauhy problem
A suitably hosen part of equations (9) yields a partial dierential system for the
unknowns Fαβ and a. To pose the orresponding Cauhy problem, we shall take a
hypersurfae S with a non-null normal vetor nα, that we assume normalized, i.e.
gαβn
αnβ = σ , |σ| = 1 . We shall onsider an extension of nα to a neighborhood of
S, whih will be denoted by the same symbol, and
Παµ := δ
α
µ − σn
αnµ (10)
is the projetor g-orthogonal to nα.
It is easily seen that not all equations (9) ontain seond order normal derivatives
of the unknowns. In partiular, the only equations ontributing to the prinipal part
[11℄ of the system are the ombinations:
Eµα := Eµναβ n
νnβ = 0 (11)
and, onsidering the identities
Eµα ≡ Eαµ , Eµαn
µ ≡ 0 (12)
it is obvious that (11) onsists of n(n−1)/2 independent equations (as many as unknowns
but one). As it will be shown later on, a well posed Cauhy problem with data on the
hypersurfae S an be set up for these equations.
As for the remaining equations (9), they an be gathered as
Lµναβ := Eλρσγ Π
λ
µ Π
ρ
ν Π
σ
αΠ
γ
β = 0 (13)
Lµνα := Eλρσγ Π
λ
µ Π
ρ
ν Π
σ
α n
γ = 0 (14)
where Πλµ is the projetor dened in (10). These equations an be taken as subsidiary
onditions to be fullled by the Cauhy data on S. Indeed:
Proposition 1 Any analytial solution of (11) that meets the onstraints (13) and (14)
on S, also meets these onditions in a neighborhood of S.
Proof: Using the ombinations (11), (13) and (14), we an write:
Eµναβ ≡ Lµναβ + 2σ
(
Lµν[αnβ] + Lαβ[µnν]
)
+ 4n[νEµ][αnβ] (15)
Hene, given a solution of (11) we have that:
Eµναβ = Lµναβ + 2σ
(
Lµν[αnβ] + Lαβ[µnν]
)
(16)
Sine the Riemann tensor Rµναβ meets the seond Bianhi identity for the
onnetion ∇ and ∇αgµν = 0, the following identity holds:
∇λEµναβ +∇αEµνβλ +∇βEµνλα ≡ 0 (17)
whih, with the help of the dierene tensor (5), an be written as:
∇λEµναβ +∇αEµνβλ +∇βEµνλα + linear (E) ≡ 0 (18)
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where linear(E) stands for terms that depend linearly on Eµναβ. In partiular, by
substituting (16) into (18) and ontrating with nλΠαρΠ
β
σ, we obtain
∇nLµνρσ + 2σ∇nLρσ[µnν] +Π
α
ρ∇αLµνσ − Π
β
σ∇βLµνρ + linear (L) = 0
whih, projeted on nν , yields:
∇nLρσµ + linear (L) = 0 (19)
and, ontrated with ΠµτΠ
ν
λ yields:
∇nLτλρσ +Π
α
ρ∇αLτλσ −Π
β
σ∇βLτλρ + linear (L) = 0 (20)
Equations (19) i (20) onstitute a homogeneous, linear, partial dierential system
for the unknowns Lτλρσ and Lρσµ. The hypersurfae S is learly non-harateristi
for this system and, sine Lτλρσ and Lρσµ vanish on S, they will also vanish on a
neighborhood.‖ 
2.2. Non-harateristi hypersurfaes
Let us now see that Cauhy data an be provided so that S is non-harateristi for the
partial dierential system (11). We rst use (7), (8) and (12) to write the system as:
Eαβ = −
1
2
∇2n
(
ΠµαΠ
ν
βgµν
)
+ n. p. t = 0 (21)
where n. p. t  inludes all non-prinipal terms, i.e. terms that do not ontain seond
order normal derivatives of the unknowns.
We then onsider the splitting of Fαβ into its parallel and transversal parts with
respet to nα :
Fαβ := nαEβ − Eαnβ + F˜αβ (22)
where
Eα := −σFαµn
µ and F˜αβ := Π
µ
αΠ
ν
βFµν .
Using this, the ombination ΠµαΠ
ν
βgµν ourring in the prinipal terms in equation (21)
an be written as
ΠµαΠ
ν
βgµν = a gˆαβ +Π
µ
αΠ
ν
βλµν + σǫEαEβ − ǫ F˜
ρ
α F˜ρβ (23)
whih, substituted into (21), yields:
a¨ gˆαβ + σǫ
(
E¨αEβ + EαE¨β
)
− ǫ
(
¨˜F
ρ
α F˜ρβ + F˜
ρ
α
¨˜F ρβ
)
= Hαβ (24)
where Hαβ inludes all non-prinipal terms and  (¨ ) stands for ∇
2
n. Notie that, sine
λαβ is given, its derivatives do not ontribute the prinipal part.
Reall now that there is a beforehand xed arbitrary relation among the oeient
a and the omponents Fαβ ,
Ψ(a, Fρβ, x) = 0 (25)
‖ The validity of this reasoning, whih relies on a uniqueness theorem, is thus restrited to the analyti
ase (see [11℄).
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whih implies the following onstraint on the seond normal derivatives of the unknowns:
Ψ1a¨+Ψ
α
2 E¨α +Ψ
αβ
3
¨˜F αβ = Ψ0 (26)
where
Ψ1 :=
∂Ψ
∂a
, Ψα2 :=
∂Ψ
∂Eα
and Ψαβ3 :=
∂Ψ
∂F˜αβ
are the partial derivatives of Ψ relatively to eah of its independent variables, and Ψ0
inludes all non-prinipal terms.
The hypersufae S is non-harateristi for the presribed Cauhy data if, and only
if, the linear system (24-26) an be solved for the seond order normal derivatives E¨α,
¨˜F αβ and a¨. In Appendix C a suient ondition on the Cauhy data Eα and F˜αβ is
derived for S to be non-harateristi, namely
∆(d) 6= 0 and Γ(d) 6= 0 (27)
where ∆(d) is the determinant of the system (59-60) and Γ(d) is the determinant of
Gij := (−1)
i−1EαEβ(F˜
i+j−2)αβ, i, j = 1 . . . d. (These onditions are equivalent to the
inequalities (71).) Also in Appendix C, expliit expressions of these onditions are
listed for some few values of d, the number of dimensions of the Cauhy hypersurfae
(d = 1, 2, 3).
That is, it sues to pik a set of Cauhy data on S fullling the inequalities (27).
Notie that these only involve the values of a, Eα and F˜αβ on S, but not their normal
derivatives.
2.3. Geometrial meaning of the subsidiary onditions
Let us now assume that the hypersurfae S has been hosen so that h
αβ
nαnβ 6= 0. We
an then onsider the unit vetor g-orthogonal to S, whih is obtained on raising the
index in nβ with h
αβ
and normalizing:
ζβ := ξnβ , ξ := |h
αβ
nαnβ |
−1/2 , nα := h
αβ
ζβ (28)
and therefore, gαβn
αnβ = σ¯ , |σ¯| = 1.
We denote
Π
α
β := δ
α
β − σ¯n
αζβ (29)
the projetor g-orthogonal to nα. Sine, by denition nα and ζα are proportional to
eah other, we have that
nαΠ
α
β = ζαΠ
α
β = 0
Whene it follows straightforwardly that
ΠαβΠ
β
µ = Π
α
µ i Π
α
βΠ
β
µ = Π
α
µ (30)
Proposition 2 The subsidiary onditions (13) and (14) are equivalent to:
Lµναβ := Eλρσγ Π
λ
µΠ
ρ
ν Π
σ
αΠ
γ
β = 0
Lµνα := Eλρσγ Π
λ
µΠ
ρ
ν Π
σ
α n
γ = 0
}
(31)
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Proof: Indeed, onditions (13) and (14) are met if, and only if, Eλρσβ Π
λ
µ Π
ρ
ν Π
σ
α = 0 ,
whih implies that
Eλρσβ Π
λ
µΠ
ρ
ν Π
σ
α Π
µ
κ Π
ν
τ Π
α
γ = 0
whene, inluding (30), it follows that: Eλρσβ Π
λ
κ Π
ρ
τ Π
σ
γ = 0, whih leads
straightforwardly to (31). The onverse proof proeeds in a similar way. 
Written in the form (31) the subsidiary onditions have a lear geometrial meaning.
We only need to notie that gαβ is a semi-Riemannian metri and S is a hypersurfae.
The theory of Riemannian submanifolds an be then invoked [12℄,[13℄. Indeed, given S
we an onsider either the isometri embedding in the Riemannian manifold (V4, g) or
the isometri embedding in the Riemannian manifold (V4, g). For eah embedding we
have a rst fundamental form, respetively:
gˆαβ := gµνΠ
µ
αΠ
ν
β and g˜αβ := gµνΠ
µ
αΠ
ν
β (32)
where Πµα and Π
µ
α are the respetive projetors. We also have a seond fundamental
form for eah embedding, respetively:
φαβ := Π
µ
α Π
ν
β∇µnν and φαβ := Π
µ
αΠ
ν
β∇µnν (33)
Then, with the help of the projetor Π
λ
α and the onnetion ∇, a onnetion ∇˜ an
be dened on S, whih is preisely the Riemannian onnetion for g˜αβ. Let v
α
and wβ
be two vetor elds tangential to S, then:
∇˜vw
α := Π
α
β ∇vw
β
and also:
φαβv
αwβ = ∇vζβ w
β = −∇vw
β ζβ
The subsidiary onditions (31) an be geometrially interpreted in the light of the
Gauss and Codazzi-Mainardi equations [12℄ for the submanifold S.
2.3.1. The Codazzi-Mainardi equation It is basially a relation between some
omponents of the Riemann tensor Rµναβ and the derivatives of the seond fundamental
form [12℄. Let vµ, wν and zα be three vetors tangential to S, then:
Rµναβv
µwνzαnβ = R(v, w, z, n) = ∇˜vφ(w, z)− ∇˜wφ(v, z)
Therefore, the seond subsidiary ondition (31) is equivalent to:
∇˜vφ(w, z)− ∇˜wφ(v, z) = 0 (34)
for any v, w and z tangential to S.
A partiular solution is:
φ(v, w) = 0 ∀ v, w tangential to S (35)
whih an always be ahieved by a suitable hoie of the normal derivatives of the
unknowns on S. Indeed, substituting (28) in the rst expression (33) and inluding (6),
we obtain:
ξφαβ = Π
λ
α Π
µ
β
[
∇λnµ +B
τ
λµnτ
]
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whih, using the relations (30) and (7), leads to
ξφαβ = Π
λ
αΠ
µ
βφλµ + n
τ∇λgτµΠ
λ
(αΠ
µ
β)
−
1
2
nτΠρτ∇ρgλµΠ
λ
αΠ
µ
β −
σ
2
(nn) ΠλαΠ
µ
β∇ngλµ
Finally, aording to (28), we have that nαn
α = ξ−1σ¯ and the ondition φαβ = 0 an be
written as
∇n
[
gλµ Π
λ
αΠ
µ
β
]
= Kαβ (36)
where the right hand-side only depends on the values of gαβ on S and its tangential
derivatives.
The relations (36) are d(d+ 1)/2 independent equations. Complemented with the
onstraint obtained on dierentiating (25) one
Ψ1a˙+Ψ
α
2 E˙α +Ψ
αβ
3
˙˜F αβ = Ψ4 (37)
we obtain a linear system with 1+d(d+1)/2 equations that an be solved for the normal
derivatives a˙, E˙α and
˙˜F αβ, provided that the determinant does not vanish (Ψ4 only
depends on a, Eα, F˜αβ and their tangential derivatives). Note also that the struture of
the linear system (36)-(37) is the same as the system (24)-(26), therefore it has a unique
solution for a˙, E˙α i
˙˜Fαβ whenever the inequalities (27) are met.
2.3.2. The Gauss equation The Gauss equation relates the Riemann tensor for the
metri g˜ and the tangential omponents (i. e., on projeting with Π
α
β) of the Riemann
tensor for the metri g [12℄. So, if the vetors v, w, t and z are tangential to S, then
R(v, w, t, z) = R˜(v, w, t, z)− σ¯
[
φ(v, t)φ(w, z)− φ(v, z)φ(w, t)
]
.
Now, the rst subsidiary ondition (31) is:
Eµναβv
µwνtαzβ := R(v, w, t, z) + k [g(v, t)g(w, z)− g(v, z)g(w, t)] = 0 .
On ombining both equations and introduing the partiular hoie (35), we obtain:
R˜(v, w, t, z) + k [g(v, t)g(w, z)− g(v, z)g(w, t)] = 0 (38)
Let us now onsider a base of vetors adapted to S, i.e. {tα1 . . . t
α
d , t
α
n = n
α}, with
tαj nα = t
α
j ζα = 0 , j = 1 . . . d. It is obvious that Π
α
µt
µ
j = t
α
j .
The metri g˜ on S has the omponents:
g˜ij = g˜αβt
α
i t
β
j =
(
gµν Π
µ
αΠ
ν
β
)
Παρ t
ρ
i Π
β
λt
λ
j
and using the seond relation (30) we arrive at: g˜ij = gαβ Π
α
ρ Π
β
λt
ρ
i t
λ
j whih, inluding
(23), allows to write
g˜ij = a gˆij + λ˜ij + σǫEiEj − ǫF˜
2
ij , i, j = 1 . . . d (39)
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with λ˜ij := λij + σǫEiEj . Also in this base, equation (38) reads:
R˜ijkl + k [g˜ikg˜jl − g˜ilg˜jk] = 0 , i, j, k, l = 1 . . . d
i. e., the Cauhy data on S must be hosen so that the metri g˜ij has onstant urvature.
Now, seeking a 2-form F˜ij and a oeient a suh that the metri g˜ij has onstant
urvature, is a problem similar to what we were faing through this setion (but with
a lesser number of dimensions d = n − 1) whih, by the hypothesis of theorem 4, has
already a solution¶.
Summarizing, we hoose a hypersurfae S ⊂ Vd and nd a set of Cauhy data on
S, {a, Eα, F˜αβ} suh that:
(a) Eαn
α = 0 , and F˜αβn
β = 0 , α, β = 1, . . . , d,
(b) ∆(d) 6= 0 and Γ(d) 6= 0 (see Appendix C) and
() the metri g˜ij = a gˆij + λ˜ij − ǫF˜
2
ij on S has onstant urvature.
Then the Cauhy data are ompleted on solving the system (36-37) for a˙, E˙α and
˙˜F αβ.
With the omplete set of Cauhy data, we solve the partial dierential system (11)
to obtain a, Eα, F˜αβ in a neighborhood of S. Then, using (22) and (3), the sought
onstant urvature metri gαβ is nally obtained. 
3. Proof of Theorem 3
Theorem 3 is then proved by iteration on the number of dimensions. First, the theorem
holds for n = 1, beause in that ase every metri is at. And seond, by Theorem 4,
if the statement of Theorem 3 holds for n− 1, then it holds for n too. The proof then
follows as an appliation of the reurrene priniple.
Finally, Theorem 2 is a partiular ase of Theorem 3 for λαβ = 0 and Ψ independent
of x.
4. Appliation. A universal law of gravitational deformation
We shall now apply Theorem 2 to prove Coll's onjeture [9℄ for a Lorentzian, 4-
dimensional spaetime, whih we state as
Theorem 5 Every 4-dimensional Lorentzian metri gαβ an be loally written as:
gαβ = λ gαβ + µF
2
αβ (40)
where:
(a) Fαβ is a 2-form and λ and µ are salar funtions of Fαβ,
(b) gαβ is a onstant urvature Lorentzian metri and
¶ The onstraint Ψ˜ for this new redued problem is Ψ˜(a, F˜ , x) ≡ Ψ(a, nαEβ −Eαnβ + F˜αβ , x). Notie
that, although we had taken Ψ independent of the point x, as in Theorem 2, Ψ˜ would indeed depend
on x through Eα and nβ.
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() F
2
αβ := Fαµh
µν
Fνβ , (41)
where h
µν
is the inverse metri for gαβ.
Proof: By Theorem 2, a 2-form Fαβ and a salar funtion a exist suh that
gαβ = agαβ − ǫF
2
αβ , with F
2
αβ := Fαµg
µνFνβ (42)
has onstant urvature.
Now, solving (40) for gαβ , we have λ gαβ = gαβ − µFαµh
µν
Fνβ whih, using (50)
and (49) (Appendix B) beomes:
gαβ =
1
λ
(
1 +
ǫµI2
p(ǫa)
)
gαβ −
aµ
λp(ǫa)
F 2αβ
where I1 and I2 are the oeients of the harateristi polynomial χF (X) := det(F
α
β−
Xδαβ) and p(x) := x
2 + I1x+ I2.
On omparing it with (42), we arrive at
a =
1
λ
(
1 +
ǫµI2
p(ǫa)
)
and ǫ =
aµ
λp(ǫa)
(43)
If we then solve these equations for λ and µ we nally obtain:
λ =
a
a2 + I2
and µ = ǫ+
aI1
a2 + I2
. (44)
Inluding then the salar onstraint Ψ(a, F ) = 0, whih is an impliit equation
onneting a, I1 and I2, it follows that λ and µ only depend on the invariants I1 and I2.
5. Conlusion
We have proved that, loally, any semi-Riemannian metri an be obtained as a
deformation of a onstant urvature metri aording to the deformation law (3). As,
one the onstrain Ψ(a, F ) = 0 is xed, the onformal fator a an be written as a
funtion of the 2-form F , a orrespondene an be established between the spae of
semi-Riemannian metri gαβ and the spae of 2-forms Fαβ. We have also notied that
this kind of deformations inludes Kerr-Shild transformations [14℄ and generalized Kerr-
Shild transformations [15℄.
In general relativity (n = 4) this orrespondene ould open the possibility of
alternative approahes to the lassiation of metris and spaetimes, namely, on the
basis of a lassiation of 2-forms.
It will also permit to solve the gravitational eld equations for Fαβ , or for
Mαβ = FαµF
µ
β as a perturbation of a at metri gαβ (or a onstant urvature one,
at the best onveniene). This ould provide a new useful tool to study exat solutions
of Einstein equations.
Nevertheless, we must not forget the limitations of the result just proved, nor the
great task that is still left from a more fundamental (mathematial) point of view. We
have striven to make lear that our proof is only valid in the analyti ase, i. e. if all
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data are real analyti funtions. Therefore, an outstanding job is to extend the validity
of our theorem to the ase that the data are only C∞ funtions. An approah ould
onsist of transforming the quasilinear partial dierential system (24-26) so that it an
be linearized into a symmetri hyperboli system. In suh a ase the existene of a
solution for C∞ data would follow from the inverse funtion theorem of Nash and Moser
[16℄.
We have also insisted in the fat that our result is valid only loally, in a
neighborhood of the Cauhy surfae. It will be important to investigate how far the
solution an be ontinued.
It must be also kept in mind that the deformation of a given metri by means of
a 2-form, aording to the rule (3), to obtain a onstant urvature metri has not a
unique solution. Besides the arbitrariness in the hoie of the onstraint Ψ, a great
freedom is left in the hoie of the Cauhy data on S. To put it in a dierent way,
think of the great variety of 2-forms F that deform a given onstant urvature metri η
into another metri η = η − ǫF 2 whih has the same onstant urvature. The gauge
problem onerning this lass of deformations is still to be studied.
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Appendix A: The inverse metri h
αβ
We are seeking the inverse metri h
αβ
for the ovariant metri
gαβ = a gαβ − ǫMαβ with Mαβ := FαµF
µ
β (45)
and α, β, µ = 1, . . . n.
Sine Fαβ is skewsymmetri, the harateristi polynomial χF (X) := det(F
µ
β−Xδ
µ
β)
has degree n and only involves powers Xr with n− r even. Denoting F = (F µβ), we an
write:
χF (F) := F
n + I1F
n−2 + . . . = 0
Therefore, for the matrix M = F2 we have that
M
q + I1M
q−1 + . . . = 0 with q =
[
n+ 1
2
]
and the minimal polynomial for M has the form:
m(M) := Mr +
r−1∑
j=0
kjM
j = 0 with r ≤
[
n+ 1
2
]
(46)
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Introduing now the matrix G = (gαβ), equation (45) an be written as: G =
a I− ǫM and, if we denote H = (h
α
β), then GH = I, i. e.
aH− ǫMH = I (47)
We an nd a solution in the shape: H =
∑r−1
j=0 bjM
j
, where the oeients bj are to be
determined. Substituting the latter in (47) and inluding (46), we obtain
r−1∑
j=1
(abj − ǫbj−1 + ǫbr−1kj) M
j + (ab0 + ǫbr−1k0) I = I
whih is equivalent to
abj − ǫbj−1 + ǫbr−1kj = δ
0
j , j = 0 . . . r − 1 , b−1 = 0
To solve this system for bj , j = 0, . . . , r − 1, we write it in matrix form:
A~b+ ǫbr−1~k = ~v (48)
with vj = δ
0
j and A = a I− ǫN, where N = (N
i
j) with N
i
j = δ
i+1
j .
Solving the above system is easy one we realize that Nr = 0. Whene
A
−1 =
1
a
r−1∑
j=0
( ǫ
a
)j
N
j
and from (48) we have:
~b = A−1~v − ǫ br−1A
−1~k .
Now, br−1 = ~w
T~b, with wj = δ
r−1
j , and it follows that
br−1
(
1 + ǫ ~wTA−1~k
)
= ~wTA−1~v
whih an be solved for br−1 whenever 1 + ǫ ~w
T
A
−1~k 6= 0. A more areful alulation
that inludes (46) shows that the latter is equivalent to
r−1∑
l=0
( ǫ
a
)l
kl 6= 0
i. e. m(aǫ) 6= 0, whih holds whenever gαβ is non-degenerate.
Below we list the expliit expressions for h
αβ
in some few lowest dimensional ases
(n = 3, 4):
n = 4 h
αβ
=
a + ǫI1
p(ǫa)
gαβ +
ǫ
p(ǫa)
F αµF
µβ
(49)
n = 3 h
αβ
=
1
a
gαβ +
ǫ
p(ǫa)
F αµF
µβ
where p(x) = x2 + I1x+ I2.
The ase n = 2 is trivial beause Mαβ = I1 gαβ and gαβ = (a+ ǫI1) gαβ.
On the degrees of freedom of a semi-Riemannian metri 13
Appendix B: The harateristi polynomials for F αβ and F
α
β
We here restrit to the partiular ase n = 4. The harateristi polynomials for
F αβ := g
αµFµβ and F
α
β := h
αµ
Fµβ are, respetively,
χF (X) = X
4 + I1X
2 + I2 and χF (X) = X
4 + I1X
2 + I2
In matrix notation, F = (F αβ ) and F = (F
α
β), we have
F
4 + I1F
2 + I2I = 0 and F
4
+ I1F
2
+ I2I = 0 . (50)
I1 and I2 (resp., I1 and I2) are the g-invariant oeients (resp., the g-invariant
oeients) of the 2-form Fαβ .
Introduing now the matrix H = (h
α
β), with h
α
β given by (49), we have
F = HF and H =
a + ǫI1
p(ǫa)
I+
ǫ
p(ǫa)
F
2
(51)
Sine F and H ommute, the seond equation (50) multiplied by H−4 = G
4
yields:
F
4 + I1F
2
G
2
+ I2G
4
= 0
whih is a polynomial of eighth degree in F involving only even powers. The rst
equation (50) an then be used to redue all powers of an order higher than 2, so
obtaining C1F
2 + C0I = 0, with:
C0 = (a
2 − I2)
(
I2 −
I2
p(ǫa)
)
, C1 = I1 −
2aǫ+ I1
p(ǫa)
I2 −
a2I1 + 2aǫI2
p(ǫa)2
In order that the above matrix equation does not imply an extra restrition on F [besides
the harateristi equation (50)℄, the oeients C0 and C1 must vanish identially.
Therefore we have that:
I2 =
I2
p(ǫa)
and I1 =
a2I1 + 4aǫI2 + I1I2
p(ǫa)2
. (52)
Appendix C: The harateristi determinant of the partial dierential system (24-26)
We have to prove that Cauhy data a, Eα and F˜αβ an be provided suh that the
homogeneous linear system
a¨ gˆαβ + σǫ
(
E¨αEβ + EαE¨β
)
− ǫ
(
¨˜Fαρ F˜
ρ
β + F˜
ρ
α
¨˜F ρβ
)
= 0
Ψ1a¨+ Ψ
α
2 E¨α +Ψ
αβ
3
¨˜F αβ = 0

 (53)
only admits the trivial solution, i. e. is determined. Although indies α, β . . . run
through 1, . . . , n, the eetive dimension of the linear system is d = n− 1, as we are in
the spae tangential to S, i.e. orthogonal to nα.
Assume that the Cauhy data Eα and F˜αβ are hosen so that the vetors:
vαj := (F˜
j−1)αβE
β , j = 1, 2, . . . d
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are linearly independent, so onstituting a base for the vetor spae tangential to S. Let
ωjα, j = 1, . . . d, denote the dual base and dene:
ei := Eα
(
F˜ i−1
)α
β
Eβ , Gij := gˆαβv
α
i v
β
j = (−1)
i−1ei+j−1 , (54)
ξi := σǫE¨αv
α
i , Yij := ǫ
¨˜F αβv
α
i v
β
j = −Yji (55)
ψi2 := σǫΨ
α
2 ω
i
α , ψ
ij
3 := ǫΨ
αβ
3 ω
i
αω
j
β (56)
Sine F˜αβ is skewsymmetri, ej = 0 for j even. Moreover, the oeients ej with
j > d depend on the oeients el , l ≤ d. Indeed, the harateristi polynomial,
det
(
F˜ αβ −Xgˆ
α
β
)
, allows to write:
F˜
d =
D∑
b=1
AbF˜
d−2b
(57)
with D = [d/2] and the oeients Ab are the invariant oeients of F˜
α
β (as F˜αβ is
skewsymmetri, (57) only involves the powers d− 2b). Therefore, for l > d we have the
relations:
el =
D∑
b=1
Ab el−2b and Yil =
D∑
b=1
Ab Yi l−2b
or, taking A0 = −1,
D∑
b=0
Ab el−2b = 0 and
D∑
b=0
Ab Yi l−2b = 0 , j > d (58)
whih allows writing all oeients el and the variables Ykl in terms of ej and Yij, for
i, j ≤ d, and the harateristi polynomial oeients Ab, b = 1, . . .D.
On ontration with vαi v
β
j the system (53) yields:
Bij := a¨ Gij + ξiej + ξjei + Yi+1,j − Yi,j+1 = 0 (59)
B0 := Ψ1a¨ +
d∑
i=1
ψi2ξi +
d∑
i,j=1
ψij3 Yij = 0 (60)
Sine some among these equations are redundant, only those orresponding to
1 ≤ i ≤ j ≤ d must be onsidered. Note inidentally that, due to (58), Yi d+1 an
be written in terms of Yij, with i, j ≤ d. Therefore, (59-60) is a linear homogeneous
system of 1 + d(d + 1)/2 equations for the same number of unknowns (the oeients
depend on the salars el, Ab, and on Ψ1, ψ
i
2 and ψ
ij
3 ).
On reombining the equations (59-60) we obtain the equivalent linear system:
Bij = 0 1 ≤ i ≤ j < d (61)
Bi :=
D′∑
l=0
AlBi d−2l = 0 , 1 ≤ i ≤ d (62)
B0 = 0 (63)
with D′ = D when d 6= 2˙ and D′ = D − 1 when d = 2˙.
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Equations (61) an be solved in the Y ′s:
Yil = a¨
(−1)i−1
2
ei+l−2 +
l−1∑
t=i
ξtei+l−t−1 , i < l (64)
whih,substituted into equations (62) and (63), yields a linear homogeneous system in
the unknowns a¨ and ξj, j = 1 . . . d.
Now we have to proeed dierently depending on whether d is odd or even.
Case d = 1 + 2D On substituting (64) and using (58), the system (62-63) beomes:
B2i = 0 , i = 1 . . .D →
D∑
t=1
P ti ξ2t = 0
B2i+1 = 0 , i = 1 . . .D →
D∑
t=1
(P ti −Mdδ
t
Dδ
D
i )ξ1+2t = 0
B1 = 0 , →
Md
2
a¨ +Mdξ1 +
2D+1∑
t=2
P t0ξt = 0
B0 = 0 , → ϕ1 a¨+
2D+1∑
t=1
ϕt2ξt = 0


(65)
with
Md =
D∑
l=0
Aled−2l and P
t
i =
D∑
k=t
AD−ke1+2(k+i−t) , i, t = 0 . . .D(66)
and
ϕ1 = Ψ1+
∑
i<l
ψil3 (−1)
i−1 ei+l−2 and ϕ
t
2 = ψ
t
2+2
t∑
i=1
d∑
l=t+1
ψil3 ei+l−t−1(67)
It is now obvious that the system admits only the trivial solution if, and only if, its
determinant does not vanish, i.e.
∆(2D + 1) =
Md
2
(
2ϕ1 − ϕ
1
2
)
λ(D) ρ(D) 6= 0 (68)
with λ(D) := det (P ti )1≤i,t≤D and ρ(D) := det
(
P ti −Mdδ
t
Dδ
D
i
)
1≤i,t≤D
.
Case d = 2D Now, with D′ = D − 1, the system (62-63) beomes:
B2i = 0 , i = 1 . . .D →
D∑
t=1
P ti ξ2t−1 = 0
B2i−1 = 0 , i = 1 . . .D →
D∑
t=1
P ti−1ξ2t = 0
B0 = 0 , → ϕ1 a¨+
2D∑
t=1
ϕt2ξt = 0


(69)
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The system admits only the trivial solution if, and only if, its determinant does not
vanish, i.e.
∆(2D) = ϕ1 λ(D) ρ
′(D) 6= 0 (70)
with ρ′(D) := det
(
P ti−1
)
1≤i,t≤D
.
Are vα1 , . . . , v
α
d linearly independent? As far as the above reasoning relies on the
assumption that the vetors vαj , j = 1 . . . d are linearly independent, the ondition
∆(d) 6= 0 must be supplemented with Γ(d) := det(Gij) 6= 0. Now, sine Gij =
(−1)i−1ei+j−1 = 0 for i+j 6= 2˙, this determinant results greatly simplied by rearranging
rows and olumns so that odd indies are written before even ones:
Γ(d) =
∣∣∣∣∣ |Gij |i,j 6=2˙ 00 |Gij|i,j=2˙
∣∣∣∣∣
Therefore
Γ(d) = Γodd(d) Γeven(d)
with Γeven(d) = det (G2i 2j)i,j=1...D and Γodd(d) = det (G2i+12j+1)i,j=1...D′, where D
′ =
[(d− 1)/2].
Using then Gij = (−1)
i−1ei+j−1 and the fat that a determinant does not hange
on adding to eah olumn a linear ombination of the others, we readily obtain:
Γeven(d) = (−1)
[D/2] λ(D) and
Γodd(d) =
{
(−1)[D/2]+1Md λ(D) , d = 1 + 2D
(−1)[D/2] ρ′(D) , d = 2D
Therefore
Γ(2D) = λ(D) ρ′(D) and Γ(2D + 1) = −Md λ(D)
2
(71)
Summarizing, a suient ondition for the linear system (53) not to have non-trivial
solutions is that:
d 6= 2˙ Md 6= 0 , 2ϕ1 − ϕ
1
2 6= 0 , λ(D) 6= 0 , ρ(D) 6= 0
d = 2˙ ϕ1 6= 0 , λ(D) 6= 0 , ρ
′(D) 6= 0
(72)
Notie that the simplest possible hoie for the onstraint, namely, Ψ(a, F ) := a−1 = 0 is
onsistent with this ondition for S to be non-harateristi. Indeed, for this onstraint,
ψi2 = 0 and ψ
ij
3 = 0. Therefore, if d 6= 2˙, 2ϕ1 − ϕ
1
2 = 2 6= 0, and if d = 2˙, ϕ1 = 1 6= 0
Next, with an eventual appliation to general relativity (n = 4) in view, we display
some expliit expressions for onditions for the system (53) to be determined in some
few lowest dimensional ases (d = 1, 2, 3). We moreover assume that the onstraint Ψ
is a salar and therefore only depends on the invariants I1, . . . ID of F
α
β .
On the degrees of freedom of a semi-Riemannian metri 17
n = 4, d = 3, D = 1, Constraint Ψ(a, I1, I2) = 0.
In this ase the ondition (72) reads
A1e1 − e3 6= 0 , e3 6= 0 , A1e1 6= 0 (73)
and
2ϕ1 − ϕ
1
2 = 2
(
∂Ψ
∂a
− 2ǫ
∂Ψ
∂I1
+ ǫA1
∂Ψ
∂I2
)
6= 0 , (74)
where
A1 = σe1 − I1 , e3 = e1A1 + σI2 , e1 = −nµF
µ
αF
α
νn
ν
I1 = −
1
2
F αβFβα , I2 = −
1
4
F αβFβνF
νµFµα +
1
2
I21
n = 3, d = 2 Constraint Ψ(a, I1) = 0.
From (72) we have that
e1 6= 0 , A1 6= 0 , ϕ1 =
∂Ψ
∂a
− ǫ
∂Ψ
∂I1
6= 0 (75)
where
A1 = σe1 − I1 , and I1 = −
1
2
F αβFβα
n = 2, d = 1 Constraint Ψ(a, I1) = 0.
In this simple ase the ondition an be diretly obtained from (53) and reads:
e1 6= 0 , ϕ1 =
∂Ψ
∂a
− ǫ
∂Ψ
∂I1
6= 0 (76)
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