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Abstract—In this work, we explore a new approach to syn-
chronization of coupled oscillators. In contrast to the celebrated
Kuramoto model we do not work in polar coordinates and
do not consider oscillations of fixed magnitude. We propose a
synchronizing feedback based on relative state information and
local measurements that induces consensus-like dynamics. We
show that, under a mild stability condition, the combination of the
synchronizing feedback with a decentralized magnitude control
law renders the oscillators’ almost globally asymptotically stable
with respect to set-points for the phase shift, frequency, and
magnitude. We apply these result to rigorously solve an open
problem in control of inverter-based AC power systems. In this
context, the proposed control strategy can be implemented using
purely local information, induces a grid-forming behavior, and
ensures that a network of AC power inverters is almost globally
asymptotically stable with respect to a pre-specified solution
of the AC power-flow equations. Moreover, we show that the
controller exhibits a droop-like behavior around the standard
operating point thus making it backward-compatible with the
existing power system operation.
I. INTRODUCTION
The electric power grid is undergoing a period of un-
precedented change. A major transition is the replacement of
bulk generation based on synchronous machines by distributed
generation interconnected to the grid via power electronic
devices fed by renewable energy sources. This gives rise to
scenarios in which either parts of the transmission grid or an
islanded distribution grid may operate without conventional
bulk generation by synchronous machines. In either case,
the power grid faces great challenges due to the loss of the
machines rotational inertia and the loss of self-synchronization
dynamics inherent to synchronous machines.
The prevalent approaches to controlling inverters in the
future grid are based on mimicking the physical characteristics
and controls of synchronous machines [1]–[3]. On the one
hand, this approach is appealing because it results in a well-
studied closed-loop behavior compatible with the legacy power
system. On the other hand, machine-emulation strategies use a
system with fast actuation, almost no inherent energy storage,
and stringent limits on the output current (the inverter) to
mimic a system with slow actuation, significant energy storage,
and potentially large peak currents (the generator). Given these
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vastly different characteristics it is not obvious that machine
emulation is a suitable control strategy for grid-forming power
inverters [4]. Depending on the implementation emulation-
based strategies results in exceedingly complex dynamics that
are subject to time-delays in the control and signal processing
algorithms [4]–[6].
In a more abstract setting, the problems of synchronization
and coordination of coupled systems with limited or no
communication have been extensively studied in the control
theory literature [7]–[10] as they find application in many
domains beyond power systems, ranging from physics and
biology [11]–[14] to spacecraft coordination [15], [16], and
they pose interesting theoretical challenges.
The connection between coupled oscillators and control of
power inverters has been extensively studied in the literature.
Most of the standard approaches consider so-called droop
control [17], [18] and, for the purpose of analysis, rely
on modified versions of the Kuramoto model of coupled
oscillators [19]–[21]. While providing useful insights, these
approaches often neglect the voltage dynamics, the associated
phasor models are well-defined only near the synchronous
steady-state, and the synchronization guarantees are only local
as the phasor dynamics admit multiple equilibria on the
torus, corresponding to different relative angle configurations.
More recent approaches rely on controlling the inverters to
behave like virtual Lie´nard-type oscillators [22]–[27]. This
approach is promising, because virtual oscillator control can
globally synchronize an inverter-based power system and has
been validated experimentally. However, in its original form
virtual oscillator control (VOC) cannot be dispatched to track
references for the power injection and voltage. Likewise, all
theoretic investigations are limited to synchronization with
identical angles and voltage magnitudes, i.e., no power is
exchanged between the inverters. For passive loads it can
be shown that power is delivered to the loads [27], but the
power sharing by the inverters and their voltage magnitudes are
determined by the load and network parameters. As of today, it
is unclear how to extend the basic virtual oscillator controller
to track references for the power injection, i.e., to steer the
system to a desired solution of the power flow equations with
nonzero relative voltage angles and magnitudes between the
inverters. However, to operate grid-forming inverters as part of
a future grid they need to be dispatchable, i.e., able to track
references for the power injection and voltage.
To overcome these challenges of emulation, droop, and
virtual oscillator control, we follow a top-down approach
inspired by consensus strategies and flocking [7]–[9], [28]–
[30]. We analyze a novel control strategy that was recently
proposed by the authors in the context of power systems [31].
In particular, it is established in [31] that there exists set-
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2points for the relative phase angles that ensure almost global
synchronization of a network of power inverters. The key result
of the present manuscript is an insightful stability condition
that quantifies stability in the parameter space, i.e., we provide
a tractable condition on the set-points, control gains, and
network parameters that ensures almost global asymptotic
stability of the proposed controller. Moreover, we provide a
rigorous and deep theoretical analysis and link and compare
the results to the literature on synchronization of coupled
nonlinear oscillators. We show that, under a mild stability con-
dition, the proposed controller renders the oscillators’ almost
globally asymptotically stable with respect to pre-specified set-
points for the phase shift, frequency, and magnitude. In the
context of networked inverters, we show how the underlying
network physics can be exploited to implement the controller
in a decentralized fashion, i.e., only using local measurements
and set-points for power injection and voltage magnitude.
To the best of our knowledge, the proposed solution is the
first control strategy that, under standard assumptions, ensures
almost global asymptotic stability of an inverter-based AC
power system with respect to a pre-specified solution of the AC
power flow equations. Finally, we show that the proposed con-
troller, much like virtual oscillator control and most machine-
emulation strategies, behaves similarly to a conventional droop
controller around the synchronous harmonic steady state.
The remainder of this section recalls some basic notation
and results from graph theory. In Section II we introduce the
class of oscillators under consideration, we formally state the
control objectives, and we propose a synchronizing closed-
loop behavior that admits a decentralized implementation. Sec-
tion III introduces the model of an inverter based power system
in the context of the problem setup presented in Section II
as well as a reformulation of the proposed controller in the
context of power systems. The main result, in which we prove
almost global asymptotic stability, is given in Section IV.
Section V presents a simulation example, and Section VI
provides the conclusion and outlook.
Notation
The set of real numbers is denoted by R. R>0 denotes the
set of nonnegative reals, and S1 = [0, 2pi] denotes the circle.
Given θ ∈ S1 we define
R(θ) :=
[
cos(θ) − sin(θ)
sin(θ) cos(θ)
]
, and J :=
[
0 −1
1 0
]
.
Given a matrix A, A> denotes its transpose. We use σ¯(A)
to indicate the largest singular value of A. We write A < 0
(A  0) to denote that A is symmetric and positive semidef-
inite (definite). For column vectors x ∈ Rn and y ∈ Rm we
use (x, y) = [x>, y>]> ∈ Rn+m to denote a stacked vector.
Furthermore, In denotes the identity matrix of dimension n,
⊗ denotes the Kronecker product, ‖x‖ denotes the Euclidean
norm, and we use ‖x‖C := minz∈C‖z − x‖ to denote the
distance of a point x to a set C. We use ϕf (t, x0) to denote
the solution of dd tx = f(x) at time t ≥ 0 starting from
the initial condition x(0) = x0 at time t0 = 0. Moreover,
we use BC(r) := {x ∈ Rn|‖v‖C<r} to denote an r-
neighborhood of a set C. Finally, given x ∈ R, we denote
by dxe := miny∈N,y≥x y the ceiling operator that rounds up a
real number to the nearest integer.
Preliminaries from graph theory
In this paper, we will make extensive use of concept from
algebraic graph theory. We refer the reader to [32] for a com-
prehensive review of the topic. Given a simple connected graph
(i.e., an undirected graph containing no self-loops or multiple
edges) denoted by G = (V, E , {wjk}(j,k)∈E), V = {1, ..., N}
is the set of nodes, E ⊂ (V × V) \ ∪i∈V(i, i), with |E| = M , is
the set of undirected edges, and {wjk}(j,k)∈E is the set of edge
weights wjk corresponding to the respective edge. Assigning
an index ` ∈ {1, ...,M} and an arbitrary direction to each
edge (i, j) ∈ E , the (oriented) incidence matrix B ∈ RN×M
is defined component-wise by Bk` = 1 if node k is the sink
node of edge ` and by Bk` = −1 if node k is the source
node of edge `; all other elements are zero. Given x ∈ RN ,
the vector B>x has components xi−xj corresponding to the
oriented edge from j to i. Using the diagonal matrix of edge
weights diag ({w`}`∈E), the graph Laplacian L is defined as
L := B diag({w`}`∈E)B>. (1)
II. PROBLEM SETUP AND CONTROL STRATEGY
Before focusing on the main engineering application, we
will first precisely state the problem at hand as an abstract
coordination problem that arises in many scientific disciplines
[7]–[9]. Specifically, consider N two-dimensional integrators
with a state variable vk ∈ R2 that represents the state of os-
cillator k ∈ {1, . . . , N}. In a polar coordinate representation,
‖vk‖ is the magnitude of the oscillation, and the angle θk ∈ S1
associated to each oscillator satisfies vk = R(θk)(‖vk‖, 0).
The oscillators are interconnected via a simple connected
(not necessarily complete) graph G = (V, E , {wjk}(j,k)∈E),
with vertices V corresponding to the oscillators and Laplacian
matrix L. It should also be noted that the graph G is not
necessarily modeling a communication network. For example,
in the context of power systems the graph models the power
transmission network. We define the extended Laplacian as
L := L ⊗ I2. To each vertex we associate a two-dimensional
integrator, a local controller uk(vk, yk) : R2 × R2 → R2, and
an output variable yk ∈ R2. The dynamics of the closed loop
are given by
d
d t
vk = uk(vk, yk) k ∈ V, (2a)
y = Lv, (2b)
where v = (v1, . . . , vN ) ∈ R2N is the overall state vector,
and y = (y1, . . . , yN ) ∈ R2N is a vector of relative outputs.
We aim to construct decentralized control laws uk(vk, yk)
that synchronize the N two-dimensional integrators (almost)
globally to a harmonic oscillations with prescribed frequency,
relative phase angles, and magnitudes. Following the definition
commonly used in control of large-scale systems [33] we
consider a controller to be decentralized if it only uses the
local state vk, the local output yk, and set-points that may be
3updated infrequently by a centralized decision maker. This is
also the setup encountered in the power system application
discussed in Section III, in which vk corresponds to the AC
voltage of the k-th inverter.
A. Synchronization: a geometric characterization
We now give a geometric characterization of the control
objectives that allows us to formalize the objective of syn-
chronization and magnitude regulation, and re-state it as the
problem of stabilizing the oscillators with respect to a set.
Let us define J := IN ⊗ J . Given a function f : R2N×2N →
R2N×2N that describes the closed-loop dynamics dd tv = f(v),
a frequency ω0 ≥ 0, relative phase set-points {θ?k1}Nk=2
with θk1 ∈ S1, and magnitude set-points v? we define sets
corresponding to the three steady-state specifications:
• Relative phase angles:
S :=
{
v ∈ R2N
∣∣∣∣ vkv?k −R(θ?k1)v1v?1 = 0, ∀k ∈ V \ {1}
}
,
(3)
• Synchronous frequency:
Ff,ω0 :=
{
v ∈ R2N | f(v) = ω0J v
}
, (4)
• Magnitude of the oscillations:
Ak :=
{
vk ∈ R2 | ‖vk‖ = v?k
}
. (5)
Finally, we define the product set A := ×Nk=1Ak. In S the
oscillators will be at the prescribed phase shift with respect to
each other, in Ff,ω0 they rotate at frequency ω0 and behave
like harmonic oscillators and in A their state variables have
the correct magnitudes. The aim of this work is to construct
a vector field f of the form
f(v) =
 u1(v1, (Lv)1)...
uN (vN , (Lv)N )
 ,
such that the intersection of the three sets, i.e.,
Tf,ω0 := S ∩ Ff,ω0 ∩ A, (6)
is invariant and (almost) globally asymptotically stable.
B. Synchronizing controllers and closed-loop dynamics
The challenge of controlling coupled oscillators is that each
controller uk(vk, yk) can rely only on measurements of the
local state and output variables, while the control objectives are
global. In this section, we introduce a decentralized globally
synchronizing control law for the oscillators. Before doing that
we need some preliminary definitions. Given the graph G and
angle set-points {θ?k1}Nk=1 with θ?k1 ∈ S1 we define θ?jk :=
θ?j1 − θ?k1, the matrices
Kk :=
∑
j:(j,k)∈E wjk
(
I2 −
v?j
v?k
R(θ?jk)
)
, k ∈ V, (7)
as well as the functions
Φk(vk) :=
v?k − ‖vk‖
v?k
, (8)
which compute a scaled magnitude error. We propose the
following control laws uk(vk, yk)
d
d t
vk = uk(vk, yk)
= ω0Jvk + η (Kkvk − yk) + αΦk(vk)I2vk, (9)
where η > 0 is the synchronization gain and α > 0 is
the control gain associated with amplitude regulation. For
brevity of the presentation, we consider the case in which
all oscillators have the same control gains. The decentralized
controllers (9), together with the fact that y = Lv give rise to
the following closed loop
d
d t
v = (ω0J + η(K − L) + αΦ(v)) v =: f(v), (10)
where K and Φ(v) are defined as K := diag({Kk}Nk=1) and
Φ(v) := diag
({Φk(vk)I2}Nk=1).
We can give an intuitive interpretation for the closed-
loop dynamics (10) by defining the phase error eθ(v) :=
[e>θ,1(v), . . . , e
>
θ,N (v)]
> between each oscillator and its neigh-
bors
eθ,k(v) :=
∑
j:(j,k)∈E wjk
(
vj −
v?j
v?k
R(θ?jk)vk
)
, (11)
and the magnitude error as e‖v‖(v) :=
[e>‖v‖,1(v), . . . , e
>
‖v‖,N (v)]
>, where the components e‖v‖,k(v)
are defined as
e‖v‖,k(v) := Φk(vk)vk. (12)
While the magnitude error depends only on the local oscillator
state, the phase error depends on the neighbors’ state variables.
To clarify the interpretation of the control law (9), the follow-
ing proposition restates the closed-loop dynamics (10) in terms
of phase and magnitude errors.
Proposition 1 (Interpretation of the controller)
The dynamics (10) are equivalent to
d
d t
v = ω0J v + ηeθ(v) + αe‖v‖(v). (13)
Proof: We note that:
eθ,k(v) =
∑
j:(j,k)∈E
wjk
(
vj −
v?j
v?k
R(θ?jk)vk − vk + vk
)
=
∑
j:(j,k)∈E
wjk(vj− vk) +
∑
j:(j,k)∈E
wjk
(
I2−
v?j
v?k
R(θ?jk)
)
vk,
= −yk +Kkvk.
(14)
Form (14) and the fact that y = Lv we conclude that
eθ(v) = Kv − y = (K − L)v. (15)
In view of (15) and (12) the closed loop (10) is equivalent
to (13) and the proof is complete.
In words, the control law (9) induces closed-loop dynamics
that are a combination of a harmonic oscillation with fre-
quency ω0 as well as a linear feedback of the phase error eθ(v)
and magnitude error e‖v‖(v). The corresponding components
of uk are illustrated in Figure 1: the first term in (13) is
4tangential to vk and corresponds to the rotational speed /
frequency ω0, the second term ηeθ synchronizes the relative
phase angles θjk to the set-points θ?jk, and the third term αe‖v‖
results in a component that is radial to vk and regulates the
amplitude. Note that, if the phase angles and magnitudes are
correct, i.e., eθ = e‖v‖ = 0, the residual dynamics of (13) are
those of N decoupled harmonic oscillators with synchronous
frequency ω0. This gives an intuition on the synchronizing
behavior of the controller (9). In Theorem 1 (Section IV)
we prove that, under a mild stability condition, (9) drives the
system to synchrony and satisfies all objectives described in
Section II-A from almost all initial conditions.
0 v1
v2
ω0J v1
ω0J v2
eθ?,1
eθ?,2
ev?,1
ev?,2
Fig. 1. Illustration of the components of the closed-loop vector field for two
interconnected oscillators.
C. Relationship to the Kuramoto oscillator
The control objectives outlined in Section II-A require that
each oscillator converges to the circle defined by the set
Ak and synchronizes with the other oscillators to a rotat-
ing trajectory with a given frequency and prescribed angle
differences to neighboring oscillators. This problem falls in
the broader class of coordination/synchronization problems
using neighbors-only communication extensively studied in
the literature [7]–[9]. In the field of coupled oscillators, most
of the literature is focused on solving such synchronization
problems while restricting the dynamics of each system to
evolve on the circle Ak at all times. The most celebrated
example of such oscillator is the Kuramoto model [34]–[37]:
θ˙k = ωk + η
∑
j:(j,k)∈E wjk sin(θj − θk), k ∈ V (16)
The linear part of the closed-loop dynamics in (10) has been
described in the literature as the “linear reformulation of
the Kuramoto model” [38]. With the following proposition,
we show that the Kuramoto model (16) can be derived by
restricting the evolution of the dynamics (10) to the unit circle
(i.e., Ak with v?k = 1) by a projection operation. We define
the projector onto the direction orthogonal to vk as
Πv⊥k = I2 −
vkv
>
k
‖vk‖2 ,
Moreover, we define Πv⊥ := diag
(
{Πv⊥k }Nk=1
)
Proposition 2 (Relationship to the Kuramoto model)
Consider the vector field f(v) defined in (10), the angle θk ∈
S1 such that vk = R(θk)(‖vk‖, 0), and v?k = 1. For all v(0) ∈
A the dynamical system
d
d t
v = Πv⊥f(v) (17)
is equivalent to the Kuramoto model of coupled oscilla-
tors (16) with natural frequencies given by ωk := ω0 +
η
∑
j:(j,k)∈E wjk sin(θ
?
jk), k ∈ V .
Proof: Note that, by definition of the projection operator
Πv⊥ , A is invariant under the dynamics (17), i.e., ‖vk(t)‖ = 1
for all t > 0. Consider the kth (2-dimensional) component
of (17):
d
d t
vk = ω0Jvk+
+ ηΠv⊥k
(
Kkvk +
∑
j:(j,k)∈E wjk(vj− vk)
)
+ αΠv⊥k (Φk(vk)I2vk)
= ωkJvk + ηΠv⊥k
(∑
j:(j,k)∈E wjkvj
)
.
(18)
To prove the last equality in (18), note that with v?k = 1
for all k ∈ V , Kk =
∑
j:(j,k)∈E wjk cos(θj − θk)I2 +∑
j:(j,k)∈E wjk sin(θj−θk)J . This, together with the fact that
‖vk‖ = 1 implies that Πv⊥k Kkvk =
∑
j:(j,k)∈E wjk sin(θj −
θk)Jvk. The dynamics (18), written in polar coordinates
following the specifications outlined in [39, Proposition 2],
reduce to (16).
The Kuramoto oscillator has been extensively studied, and the
literature provides numerous conditions that guarantee local
synchronization [37]. Observe that a large amplitude control
gain α implies that ‖vk‖ ≈ v?k, i.e., (17) is the limiting
vector field of (10) for high gain amplitude control. However,
while closely related to the Kuramoto oscillator, the closed
loop (10) does not fix the magnitude of the state variables
during transients and, as outlined in Section IV, converges to
the torus asymptotically for a small amplitude control gain α.
This will allow us to prove conditions that guarantee almost
global instead of local synchronization.
III. DEFINING ENGINEERING APPLICATION:
INVERTER-BASED POWER GRIDS
In the following, we motivate the abstract theoretical prob-
lem setting in Section II by connecting it to the control
of inverter based AC power systems. The main challenge
of controlling power inverters in a power system that is
possibly islanded and without synchronous machines is that
each controller can only rely on local measurements, while
the control objectives (such as frequency synchronization and
convergence to a desired solution of the power-flow equations)
are global in nature. In this section, we show how the control
of an inverter-based power grid such as the one illustrated in
Figure 3, can be abstractly modeled within the setup described
in Section II-A.
5A. Modelling of inverter-based power grids
We study the control of N three-phase inverters intercon-
nected by a resistive-inductive network as in Figure 3 with a
setup similar to [22]–[25], [27]. Each inverter is abstracted as
a three-phase controllable voltage source. Moreover, to each
line we associate a three-phase current. All electrical quanti-
ties in the three-phase network are assumed to be balanced.
Therefore, by applying the well-known Clarke transformation
to the three-phase variables we can work in αβ coordinate
frame using two-dimensional vectors for the voltages and
currents [40]. Appendix B reviews of the Clarke transfor-
mation. To each inverter, we associate a controllable voltage
vk = (vα,k, vβ,k) ∈ R2 and an output current io,k ∈ R2. The
quantities are illustrated in Figure 2.
d
d tvk(t) = uk(vk, R(κ)io,k)
io,k to network
Fig. 2. Schematics of the decentralized control setup: the voltage vk is fully
controllable but only local measurements can be used.
We model the inverter-based power grid as a simple, con-
nected, and undirected graph G = (V, E , {wjk}(j,k)∈E),
where V = {1, ..., N} is the set of nodes corresponding to
the inverters, E ⊂ V × V , with |E| = M , is the set of
undirected edges corresponding to the transmission lines, and
{wjk}(j,k)∈E is the set of weights wjk defined as
wjk :=
1√
r2jk + ω
2
0`
2
jk
, (19)
where rjk and `jk are respectively the resistance and induc-
tance of the line (j, k) ∈ E .
Fig. 3. Inverter-based grid
Given the oriented incidence matrix B of the graph G, we
can define B := B ⊗ I2 that, again, duplicates each edge for
the α and β components. We construct the diagonal matrices
RT ∈ RM×M and LT ∈ RM×M that contain the values of the
resistance and inductance of every line on the main diagonal
and the matrices RT := RT ⊗ I2 and LT := LT ⊗ I2 that
duplicate the inductance and resistance values for the α and
β components.
We assume that the inverters are controlled such that the
time constants of the transmission lines are much faster than
those of the terminal voltages. Therefore, we assume that the
lines reach steady state almost instantaneously and couple all
inverters through the algebraic relationship
io = Yv, (20)
where io = [i>o,1, ..., i
>
o,N ]
>, v = [v>1 , ..., v
>
N ]
>, and Y is the
admittance matrix of the network, which can be constructed
as
Y = B (RT + ω0JLT )−1 B>. (21)
Note that, since αβ coordinates can be thought as an em-
bedding of the complex numbers into real-valued Euclidean
coordinates, the 90◦ rotation matrix J plays the same role
that the imaginary unit
√−1 plays in complex coordinates.
Remark 1 While the quasi-steady-state approximation (20)
(also known as phasor approximation) of the transmission
network is typically justified for conventional power systems,
the electromagnetic transients of the transmission lines can
compromise the stability of an inverter-based power system
[41], [42]. Using results from singular perturbation anal-
ysis [43] our analysis can be extended to obtain stability
guarantees that explicitly include the dynamics of transmission
lines. These results are outside of the scope of this work and
can be found in [44].
Next, note the similarity between the expression for a graph’s
Laplacian matrix (1) and the impedance matrix of the power
network (21). To formalize this observation, let us make the
following standard assumption.
Assumption 1 (Uniform inductance-resistance ratio)
The ratio between the inductance and resistance of each
transmission line is constant, i.e., there exist ρ > 0 so that
`jk
rjk
= ρ, ∀ (j, k) ∈ E .
Assumption 1 is usually satisfied for transmission lines at the
same voltage level. It is not, however, satisfied across different
voltage levels. While this assumption is required to derive the
theoretical results in the remainder of the paper, we observe
in simulation that stability is not compromised if the lines
have heterogeneous `/r ratio. Let us define the quantity κ :=
tan−1(ρω0). Given the power system’s graph G, it is easy
to verify that the extended Laplacian L := L ⊗ I2 can be
constructed as
L = R(κ)Y, (22)
where R(κ) = IN ⊗ R(κ). The extended Laplacian L is
equivalent to the Laplacian of a larger graph that presents two
identical connected components, one for the α and one for the
β coordinate. By using (22), we note that
y = R(κ)io = L v. (23)
is a relative output signal (as in (2)) that can be obtained from
local current measurements.
6B. Decentralized control of inverter-based power grids
Due to abstracting power inverters as controllable voltage
sources, we can prescribe any voltage dynamics that relies only
on local measurement to the terminal voltage. We choose the
following controller structure depicted in Figure 2:
d
d t
vk = uk(vk, yk), k ∈ V,
where each component yk ∈ R2 of the network variable y ∈
R2N defined in (23) is a function of the local output current
io,k ∈ R2 and can be obtained locally by each controller. The
problem of controlling power inverters falls in the problem
class of controlling coupled oscillators of the form (2). Next,
we argue that the control objectives (3) - (5) also have a
natural interpretation in terms of power systems. To this end,
we introduce the following definition of instantaneous active
and reactive power (see [45]).
Definition 1 (Instantaneous Power)
Given the AC voltage vk at a node k ∈ V and the AC current
io,k flowing out of the node, we define the corresponding in-
stantaneous active power pk := v>k io,k ∈ R and instantaneous
reactive power qk := v>k Jio,k ∈ R flowing out of the node.
In the context of controlling an inverter-based grid, the
control objective is to steer the voltage vectors to a syn-
chronous harmonic solution where each inverter operates at
the prescribed voltage magnitude and injects the prescribed
power into the grid. That is, given active and reactive power
set-points p?k and q
?
k we want the system to converge to a
steady state solution in Ff,ω0 ∩ A ∩ P , where Ff,ω0 and A
are defined in (3) and (5) and
P :=
{
v ∈ R2N
∣∣∣∣ io = Yv, [ v>kv>k J
]
io,k =
[
p?k
q?k
]
,∀ k ∈ V
}
.
Let us now give a formal definition of a feasible power-flow
solution.
Definition 2 A set of power and voltage set-points
{(p?k, q?k, v?k)}i∈V is feasible if there exist angle set-points θ?jk
such that the power-flow equations
p?k =
∑
j:(j,k)∈E
v?2k rjk − v?kv?j (rjk cos(θ?jk)+ ω0`jk sin(θ?jk))
r2jk + ω
2
0`
2
jk
,
q?k =
∑
j:(j,k)∈E
v?2k ω0`jk−v?kv?j (ω0`jk cos(θ?jk)− rjk sin(θ?jk))
r2jk + ω
2
0`
2
jk
(24)
are satisfied.
Equation (24) is derived by expanding the standard power-
flow equations [46] in terms of the line resistances and
inductances and ensures the existence of a corresponding
steady-state of an inverter based power system [47].
For fixed voltage magnitudes, a feasible solution to the
power flow equations according to Definition 2, can be
parametrized by relative phase shifts {θ?k1}Nk=2. The active and
reactive power set-points are related to the angle and voltage
set-points by the power-flow equations (24). Therefore, by
choosing {θ?k1}Nk=2 consistently with p?k, q?k, and v?k according
to (24), the control specifications (3) - (5) have a natural
interpretation in terms of system-wide objectives: If the set
Tf,ω0 is asymptotically stable, all state variables in the power
network converge to the pre-specified solution of the power-
flow equations and, at steady-state, evolve as sinusoidal signals
with synchronous frequency ω0.
C. Decentralized implementation for networks of inverters
There is still one obstacle to a decentralized implementation
for the power-system application: the matrices Kk in the
control law (9) defined in (7) depend on all the angle set-
points θ?jk and all the line parameters `jk and rjk through
the coefficients wjk. For power-systems applications this is
undesirable as set-points to the inverters are not given in terms
of relative angles but powers (active and reactive) and voltage
magnitudes. Furthermore, the line parameters of the whole
network are, in general, not known by the inverter operator.
In this section, we show that the matrices Kk, necessary to
compute the controller (9), can be constructed only knowing
the power and voltage set-points, and the inductance-resistance
ratio ρ.
By manipulating the power-flow equations (24), we obtain
a description of Kk that is independent of both the angle set-
points and the line parameters and is therefore realistically
implementable.
Proposition 3 (Implementable controller)
Given feasible set-points {(p?k, q?k, v?k)}i∈V according to Def-
inition 2, the matrices Kk :=
∑
j:(j,k)∈E wjk(I2 −
v?j
v?k
R(θ?jk))
can be constructed as
Kk =
1
v?2k
R(κ)
[
p?k q
?
k
−q?k p?k
]
. (25)
The proof is given in the Appendix. Considering Proposition 3
we can implement the controller (9) using only p?k, q
?
k and
v?k. Note that p
?
k, q
?
k and v
?
k need to be consistent across
the network, i.e., solve the power-flow equations. We assume
that, similar to conventional thermal generation, the set-points
are updated relatively infrequently by a centralized decision
maker to account for changes in demand and generation.
Therefore, on the time-scales of interest for stability analysis
we consider the set-points to be constant. This assumption is
also universally made in the analysis of established control
algorithms for inverters such as droop control [18].
Remark 2 In large scale power systems the set-points p?k, q?k
and v?k can be computed by solving a so-called optimal
power flow problem that accounts for economic optimality,
security, and network congestion [48]. In practice the set-
points will only approximately solve the power-flow equations
(24) due parameter uncertainty and changes in load and
generation. In future systems with large share of (fluctuating)
renewable generation more frequent updates to the set-points
may be required. Several approaches based on distributed
optimization and online optimization have been proposed to
tackle this problem [49]–[52].
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plied by the so-called droop behavior of synchronous machines
and control algorithms for inverters. In the next section, we
discuss the droop properties of the controller (9).
D. Droop-like behavior
Power droop is a control law for power inverters where
frequency and voltage are adjusted by each inverter pro-
portionally to the local imbalance of active and reactive
power. It is well known in the literature [19]–[21], [24] that
inverters controlled in this way exhibit dynamics that can be
modeled as a network of coupled Kuramoto oscillators (16).
In Section II-C we show that, by restricting the closed loop
dynamics (13) to the circle by means of a projection operation,
we recover precisely the nonlinear Kuramoto model. It is
then not surprising that, close to the nominal operating point
and purely inductive lines (i.e., κ = pi2 ), the controller (9)
resembles the classic droop characteristics. Let us define
νk := ‖vk‖ and recall the definition of θk ∈ S1 as the angle
of the voltage vk, i.e., θk satisfies vk = R(θk)(‖vk‖, 0).
Proposition 4 (Polar coordinates) If rjk = 0, ∀ (j, k) ∈ E ,
the closed loop (13) in polar coordinates is given by
ν˙k = η
(
q?k
v?2k
− qk
ν2k
)
νk +
α
v?k
(v?k − νk)νk
θ˙k = ω0 + η
(
p?k
v?2k
− pk
ν2k
) (26)
where pk = v>k io,k and qk = v
>
k Jio,k are the active and
reactive powers injected by the kth inverter. where pk = v>k io,k
and qk = v>k Jio,k are the active and reactive powers injected
by the kth inverter.
The proof is provided in the Appendix. Equation (26) shows
that the consensus-inspired controller (9), similarly to virtual
oscillator control [24], resembles a droop controller around
the normal operating point (νk ≈ v?k = 1). Moreover, the
synchronization and active power-sharing properties of droop
control that imply robustness against inconsistent active power
set-points can only be rigorously established for inductive
lines, constant voltage magnitude (i.e., ν˙k = 0), and near
the nominal operating point [19]. Under these restrictive
assumptions (26) is equivalent to standard active power droop
control with a re-scaled power set-point and has the same
properties. However, (26) differs greatly from a standard droop
dynamics during large transients. In contrast to droop control,
this allows us to prove almost global asymptotic stability of
the grid with respect to consistent set-points from almost all
initial conditions (see Theorem 1 and Proposition 8).
Moreover, as shown in [31, Prop. 3], for purely resistive
lines (i.e., `jk = 0, ∀ (j, k) ∈ E) the closed-loop system
(10) rewritten in polar coordinates is similar to the averaged
equations of the angle and voltage dynamics of virtual oscilla-
tor control [23]. However, unlike virtual oscillator control, the
controller proposed in this work is fully dispatchable and can
drive the system to a prescribed solution of the power-flow
equations. In contrast, virtual oscillator control synchronizes
a network of inverters to zero phase difference and identical
magnitudes and is robust with respect to unknown (linear)
passive loads [27]. As a consequence virtual oscillator control
delivers power to the loads, but the voltage magnitude and the
power sharing between the inverters cannot be controlled.
Given that the control (9) closely resembles the established
methods in the inductive and resistive limit, we expect that the
robustness properties of the proposed controller with respect
to inconsistency in the set-points are similar to established
methods that rely on virtual Lie´nard-type oscillators and so-
called droop characteristics, i.e., a trade-off between power
imbalance and deviations of frequency and voltage. Prelimi-
nary simulation results that confirm the droop characteristics
of the controller (9) can be found in [53]. A rigorous analysis
is an interesting topic of future work.
IV. ANALYSIS OF THE CLOSED-LOOP DYNAMICS
In Section II-B we introduced the desired closed-loop
dynamics and showed that they can be obtained with a decen-
tralized implementation. In order to state the main result of
the paper, we begin by defining the precise notion of stability
with respect to a set. Next, we provide some preliminary
results that culminate with Theorem 1 that shows that under
an insightful and tractable stability condition on the angle set-
points and grid parameters, the closed-loop dynamics (13) are
almost globally asymptotically stable from almost all initial
conditions.
A. Basic definitions
We begin by defining stability and almost global attractivity
of a dynamic system with respect to a set.
Definition 3 A dynamic system dd tx = f(x) is called stable
with respect to a set C if for every  ∈ R>0 there exists δ =
δ() ∈ R>0 such that
‖x0‖C < δ =⇒ ‖ϕ(t, x0)‖C < , ∀t ≥ 0. (27)
Definition 4 A dynamic system dd tx = f(x) is called almost
globally attractive with respect to a set C if for every pair
 ∈ R>0 and δ ∈ R>0 there exists T = T (, δ) ∈ R>0 such
that for all x0 /∈ Z
‖x0‖C < δ =⇒ ‖ϕ(t, x0)‖C < , ∀t ≥ T, (28)
and Z has zero Lebesgue measure. If, in addition, Z = ∅, the
system is called globally attractive.
Almost global asymptotic stability with respect to a set C is
defined by combining stability and almost global attractivity
(see [54]).
Definition 5 A dynamic system dd tx = f(x) is called (almost)
globally asymptotically stable with respect to a set C if it is
stable with respect to C and (almost) globally attractive with
respect to C. A dynamic system dd tx = f(x) is called globally
exponentially stable with respect to a set C if it is globally
stable with respect to C and exponentially converges to C.
As is customary for autonomous systems, these definitions
imply uniform stability and uniform attractivity. Observe, that
in contrast to the definition in [54], we do not require the
8set C to be compact. Finally, the standard notion of global
asymptotic stability [55] can be recovered by letting C = {0}
and Z = ∅.
B. Stability condition
In the following, we provide a condition on the angle set-
points and control gains that is supported by physical intuition
and guarantees that (13) is almost globally asymptotically
stable with respect to the control objectives.
Condition 1 (Stability condition)
The graph G is connected and θ?k1 ∈ [0, pi2 ] holds for all k ∈V \ {1}. Moreover, the angle set-points {θ?k1}Nk=1 as well as
the design parameters α > 0 and η > 0 satisfy
max
k
N∑
j=1
wjk
∣∣∣∣1− v?jv?k cos(θ?jk)
∣∣∣∣+ αη < 12 v?2minv?2maxλ2(L), (29)
where v?min := mink∈V v
?
k and v
?
max := maxk∈V v
?
k are
respectively the smallest and largest magnitude set-points
and λ2(L) is the second smallest eigenvalue of the graph
Laplacian L.
If the graph is connected (thus λ2(L) > 0), the inequality (29)
can always be satisfied by a proper choice of control gains and
small enough angle set-points {θ?k1}Nk=1.
Remark 3 (Interpretation of the stability condition)
Condition (29) can be interpreted as a heterogeneity-
connectivity trade-off for the desired steady state, and it
is closely related to the stability conditions for Kuramoto
oscillators presented in [20].
In the power systems context presented in Section III, under
the assumption that the transmission lines are purely inductive,
i.e., rjk = 0, the stability condition (29) becomes
max
k
N∑
j=1
1
v?2k
∣∣q?jk∣∣+ αη < 12 v?2minv?2maxλ2(L),
where q?jk are the reactive branch powers of the steady state
solution of the power flow (see (50)). In the literature of virtual
oscillator control for power inverters [22]–[25], [27] it is
shown that, for connected graphs, global synchronization can
be obtained. However, VOC cannot be dispatched to track pre-
specified power and voltage setpoints. Condition (3) (together
with Theorem 1 in Section IV-C) ensures that a pre-specified
solution of the power-flow equations (with nonzero power
flows) is almost globally stable.
C. Main result: Almost global asymptotic stability
This section is devoted to showing that the trajectories of the
closed-loop system (13) indeed converge to the invariant set
Tf,ω0 , i.e., the controller (9) drives the system to a synchronous
steady-state with the correct angle set-points (power flows for
the powers systems application) and amplitudes.
Theorem 1 (Almost global asymptotic stability)
Under Condition 1, the dynamical system (13) is almost
globally asymptotically stable with respect to the set Tf,ω0 ,
i.e., with respect to the target sets specifying the control
objectives (3), (4), and (5).
The remainder of this section is devoted to building the
necessary auxiliary results that allow us to prove Theorem 1.
In view of Definition 5, in order to prove Theorem 1, we need
to show that the target set is both (almost) globally attractive
and stable.
We begin by considering both the closed-loop system and
the control objectives in a rotating reference frame so that
equilibria in the new frame correspond to synchronous solu-
tions in the static frame. In the rotating frame, the target set
reduces to the intersection of the set S of states with correct
relative magnitudes and phase defined in (3) and the set A of
states with correct magnitude defined in (5).
As a first step to proving (almost) global attractivity The-
orem 2 establishes that the set S is globally exponentially
stable. In Proposition 10 we prove that A is asymptotically
stable when the dynamics are restricted to S. Proposition 8
shows that the origin, which is the only equilibrium of the
system that lies outside the target set, has a zero-measure
region of attraction. In Theorem 3 we merge these results
using a continuity argument and we prove that, as illustrated in
Figure 4, almost all trajectories approach S exponentially and
eventually approach A. In addition the proof of Theorem 3
requires Proposition 9, which guarantees that the trajectories
remain bounded at all times.
S
Z
A
Tf¯ ,0
Fig. 4. The trajectories v¯(t) approach the subspace S exponentially fast.
Once the distance ‖v¯‖S of v¯ from S is sufficiently small, provided that
v(t) ∈ Rn\Z , where Z is a set of zero Lebesgue measure, the magnitude
controller steers the trajectories towards A. As a result all trajectories except
those starting on Z will approach S ∩ A = Tf¯ ,0.
Finally, with Proposition 11 we construct a family of nested
invariant sets that will be used in Theorem 4 to establish
stability of the target set.
1) Proof of attractivity: We begin by performing a change
of variables for the closed loop (13) to a reference frame
rotating at speed ω0:
v¯ = diag({R(ω0t)}Nk=1)v.
Since diag({R(ω0t)}Nk=1) commutes with both K − L and
Φ(v), the dynamics (13) in the new coordinates become
d
d t
v¯ = η(K − L)v¯ + α Φ(v¯) v¯ =: f¯(v¯). (30)
9Proposition 5 (Control objectives in the rotating frame)
The following statements are equivalent:
1) The dynamics (13) are almost globally asymptotically
stable with respect to Tf,ω0 .
2) The dynamics (30) are almost globally asymptotically
stable with respect to Tf¯ ,0.
The Proposition directly follows by noting that the transforma-
tion into the rotating frame is a diffeomorphism. Proposition 5
allows us to analyze the closed loop in the rotating coordinate
frame.
Let us begin by showing that S is exponentially stable for
the closed-loop dynamics (30). To this end, we define the
matrix whose span is the set S as
S :=
1√∑
k v
?2
k

v?1I2
v?2R(θ
?
21)
...
v?NR(θ
?
N1)
 ,
and we define the matrix P as the projector onto the subspace
orthogonal to S as P := I2N−SS> and the Lyapunov function
V (v¯) = v¯>P v¯ = ‖v¯‖2S . (31)
Proposition 6 (Bound on Lyapunov derivative)
The time derivative of V (v¯) along the trajectories of (30) is
bounded by
d
d t
V (v¯)≤ v¯>[η (P (K − L) + (K − L)>P )+ 2αP ] v¯. (32)
Proof: Taking the time derivative of V (v¯) along the
trajectories of (30) we obtain
d
d t
V (v¯) = ηv¯>
[
P (K − L) + (K − L)>P ] v¯
+ α v¯> [P Φ(v¯) + Φ(v¯)P ] v¯.
In order to prove the claim we show that
v¯>PΦ(v¯)v¯ ≤ v¯>P v¯, ∀ v¯ ∈ Rn. (33)
Since
v¯>PΦ(v¯)v¯ = v¯>P v¯ − v¯> diag
({
1
v?k
‖v¯k‖I2
}N
k=1
)
P v¯,
the inequality (33) is equivalent to
v¯> diag
({
1
v?k
‖v¯k‖I2
}N
k=1
)
P v¯ ≥ 0, ∀v¯ ∈ Rn.
Next, we use θkj = θk− θj ∈ S1 to denote the relative angle
between vj and vk such that ‖vk‖vj = ‖vj‖R(θkj)vk holds.
Given the particular form of P we can write∑
n
v?2n v¯
> diag
({
1
v?k
‖v¯k‖I2
}N
k=1
)
P v¯
=
N∑
k=1
(∑
n v
?2
n
v?k
‖v¯k‖3 −
N∑
j=1
v?j ‖v¯k‖2‖v¯j‖ cos(θkj − θ?kj)
)
≥
N∑
k=1
∑n v?2n
v?k
‖v¯k‖3 −
N∑
j=1
v?j ‖v¯k‖2‖v¯j‖

=
N∑
k=1
(∑
n v
?2
n
v?k
‖v¯k‖2 (‖v¯k‖ − v?k v˜)
)
,
where v˜ := 1∑
n v
?2
n
∑N
j=1 v
?
j ‖v¯j‖ ≥ 0. Next, let us define
A :=
∑N
k=1
(∑
n
v?2n ‖v¯k‖ (‖v¯k‖ − v?k v˜)
)
,
and
B :=
∑N
k=1
∑
n v
?2
n ‖v¯k‖
v?k
(‖v¯k‖ − v?k v˜)2 .
Letting s :=
[
v?1 · · · v?N
]>
, it follows that
A = [‖v¯1‖, ..., ‖v¯n‖]
(∑
n
v?2n IN − ss>
) ‖v¯1‖...
‖v¯N‖
 ≥ 0.
Moreover, B ≥ 0 holds because B it is a sum of nonnegative
quantities. One can easily verify that∑N
k=1
(∑
n v
?2
n
v?k
‖v¯k‖2 (‖v¯k‖ − v?k v˜)
)
= v˜A+B,
and it immediately follows that the inequalities (33) and (32)
hold.
Next, we show that Condition 1 ensures that V (v¯) is deceasing
for all v¯ /∈ S.
Proposition 7 (Lyapunov decrease on S⊥)
Under Condition 1 it holds that
v>
[
η[(K − L)>P + P (K − L)] + 2αP ] v < 0 ∀v ∈ S⊥.
(34)
Proof: We start by noting that, since (K−L)v = 0 for all
v ∈ S and P is the projector onto S⊥, it holds that (K−L) =
(K − L)P. Therefore, (34) is equivalent to,
v>[ηP (K − L)P + αP ]v < 0 ∀v ∈ Rn
⇐⇒ v>[ηPKP + αP ]v < v>ηPLPv ∀v ∈ Rn (35)
For all v ∈ Rn, we can bound the left hand side of (35) by
noting that
v>PKPv ≤ 1
2
‖K +K>‖‖v‖2S
= ‖v‖2S max
k
N∑
j=1
wjk
∣∣∣∣1− v?jv?k cos(θ?jk)
∣∣∣∣ , (36)
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where (36) follows from the fact that 12 (K + K>) =
diag
({∑N
j=1 wjk
(
1− v
?
j
v?k
cos(θ?jk)
)}N
k=1
)
.
In view of (36), the left-hand side of (35) can be bounded
as follows
v>[ηPKP + αP ]v
≤ ‖v‖2S
ηmax
k
N∑
j=1
wjk
∣∣∣∣1− v?jv?k cos(θ?jk)
∣∣∣∣+ α
 . (37)
Before bounding the right-hand side of (35), we define the
matrix I ∈ R2N×2 as
I =
[
I2 · · · I2
]>
,
and the projector onto the orthogonal subspace of the span of
the matrix I as
PI⊥ := I2N −
1
N
I I>.
Note that both P and PI⊥ are projector matrices, therefore
P 2 = P and P 2I⊥ = PI⊥ . Furthermore, since Lv = 0 for all
v ∈ range(I), it holds that LPI⊥ = L. We can now bound the
right hand side of (35) as
v>PLPv = v>PPI⊥LPI⊥Pv
≥ λ2(L)‖PI⊥Pv‖2
= λ2(L)
(
v>Pv − 1
N
v>P I I>Pv
)
= λ2(L)
(
v>Pv − 1
N
v>P 2I I>P 2v
)
≥ λ2(L)‖v‖2S
(
1− 1
N
‖P I‖2
)
= λ2(L)‖v‖2S
(
1− 1
N
‖I>P I‖
)
= λ2(L)‖v‖2S1− 1
N
∑
n v
?2
n
∥∥∥∥∥∥N
∑
n
v?2n −
N∑
k=1
N∑
j=1
v?j v
?
kR(θ
?
jk)
∥∥∥∥∥∥
 .
(38)
Since R(θ?jk) = R(θ
?
kj)
>, the off-diagonal terms of the sum∑N
k=1
∑N
j=1 v
?
j v
?
kR(θ
?
jk) in (38) cancel and it follows that
N
∑
n
v?2n −
N∑
k=1
N∑
j=1
v?j v
?
kR(θ
?
jk)
=
N∑
n
v?2n −
N∑
k=1
N∑
j=1
v?j v
?
k cos(θ
?
jk)
 I2,
=
 N∑
k=1
N∑
j=1
v?2k + v
?2
j
2
− v?j v?k cos(θ?jk)
 I2  0, (39)
where the last inequality follows from the fact that v?2k +v
?2
j ≥
2v?kv
?
j . Using (39), we can express the bound in (38) as
v>PLPv ≥ λ2(L)‖v‖2S
1
N
∑
n v
?2
n
N∑
k=1
N∑
j=1
v?j v
?
k cos(θ
?
jk)
≥ 1
2
v?2min
v?2max
λ2(L)‖v‖2S . (40)
The last inequality in (40) follows from the fact that
N∑
k=1
N∑
j=1
v?j v
?
k cos(θ
?
jk) ≥ N2v?2min
1
2
,
which can be proven by induction by showing that the min-
imizing choice of angles for the sum of cosines is given by
choosing {θ?k1}Nk=2 ≤ pi2 such that dN2 e angles equal to 0 and
N−dN2 e equal to pi2 . By substituting the bounds (37) and (40)
into (35), we can conclude that (29) is a sufficient condition
for (34).
Theorem 2 (Exponential phase stability)
Given angle set-points {θ?k1}Nk=1 and design parameters α > 0
and η > 0 that satisfy Condition 1, V (v¯) = v¯>P v¯ is a
Lyapunov function for the dynamical system (30) with respect
to S. The closed-loop dynamical system (30) is globally
exponentially stable with respect to S.
Proof: Using Propositions 6 and 7 we conclude that
d
d t
V (v¯) ≤ v¯> [η (P (K − L) + (K − L)>P )+ 2αP ] v¯
= v¯>Qv¯ ≤ 0 ∀v ∈ S⊥.
Consider a vector ξ ∈ R2N . Since P is the projector onto S⊥,
it holds that ξ ∈ S if and only if V (ξ) = 0 and Pξ = Qξ = 0
hold. Using V (v¯) = ‖v¯‖2S it can be shown that
d
d t
V (v¯) ≤ −α2‖v¯‖2S ≤ −α2V (v¯),
where α2 = σ2(Q) is the smallest nonzero singular value of
Q and considering (34) it holds that α2 > 0. Using standard
results from Lyapunov theory [55] it is straightforward to show
that V converges to 0 exponentially and that the dynamical
system (30) is globally exponentially stable with respect to S.
We have established that all trajectories converge exponen-
tially to S . We now show that the origin, despite being in S
is unstable and reachable only from a set of measure zero.
Proposition 8 (Instability of v¯ = 0)
Consider dynamics (30), the equilibrium v¯ = 0, and η > 0
and α > 0. Moreover, consider the set Z in which the origin
is attractive:
Z := {v¯0 ∈ Rn| limt→∞ ϕf¯ (t, v¯0) = 0, v¯(0) = v¯0}.
The set Z has zero Lebesgue measure. Moreover, the equilib-
rium v¯ = {0} is unstable.
The proof of Proposition 8 is provided in the Appendix. The
zero measure set Z set is characterized by the eigenvectors
corresponding to the unstable eigenvalues of the Jacobian
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∂f¯(v¯)
∂v¯ |v¯=0. The reader is referred to [56, Prop. 11] and [57,
Sec. 5A] for further details. Next, we define the Lyapunov-like
functions
Wk(v¯k) = Φk(v¯k)
2,
where Φk(v¯k) is defined in (8). With the following proposition
we show that the trajectories of the closed loop (30) remain
bounded for all times.
Proposition 9 (Boundedness of the trajectories)
Under Condition 1, for every initial condition v¯0 ∈ Rn and
every k ∈ V there exists a constant Wˆk ∈ R>1 such that the
compact set
Wk(v¯0) =
{
v¯ ∈ R |Wk(v¯) ≤ Wˆk(v¯0)
}
. (41)
is invariant with respect to the dynamics (30).
The proof of Proposition 9 is given in the Appendix. Finally,
we establish that the set Tf¯ ,0 is asymptotically stable in S\{0}.
Proposition 10 (Asymptotic stability of Tf¯ ,0 in S \ {0})
For all initial conditions v¯0 ∈ S \ {0} the dynamics (30) are
asymptotically stable with respect to Tf¯ ,0.
Proof: It follows from Theorem 2 that the set S is
positively invariant under the dynamics (30), i.e, v¯0 ∈ S
implies ‖ϕf¯ (t, v¯0)‖S = 0 for all t ≥ 0. Substituting ‖v¯‖S = 0
into (52) results in
d
d t
Wk ≤ −2Wk‖v¯k‖ ≤ 0.
Next, consider the set of points such that v¯k = 0 for some
k ∈ V:
O = {v¯ ∈ Rn| ∃k ∈ V : v¯k = 0} .
By construction of S, it holds that O∩S = {0}. It follows that
d
d tWk < 0 for all v¯ ∈ S \ {0} such that Wk(v¯k) > 0. Using
v?2k Wk = ‖v¯k‖2Ak , it can be seen that ϕ(t, v¯0) 6= 0 holds for
all v¯0 ∈ S \{0}. In other words, S \{0} is invariant under the
dynamics (30). Moreover, using v?2k Wk = ‖v¯k‖2Ak , it follows
from standard results from Lyapunov theory that dd tWk < 0
for all Wk 6= 0 implies asymptotic stability of A in S \ {0}
(cf. Theorem 42.4 and Section 45 in [55]).
We are now ready for the two major results that will allow
us to prove Theorem 1: We will first establish almost global
attractivity of the closed-loop dynamics with respect to Tf¯ ,0,
i.e., the trajectories of the closed-loop dynamics in the rotating
reference frame (30) converge to Tf¯ ,0 from almost every initial
condition. Figure 4 illustrates the main idea behind the proof.
We exploit the fact that for all initial conditions the system
converges exponentially to S driving the state vectors to the
correct relative phase angles. Using similar arguments as in
[58] we show that, unless the trajectory starts from the zero-
measure set Z , once the system is close enough to S, the
states vk converge to the correct magnitude.
Theorem 3 (Almost global attractivity)
Under Condition 1, the dynamical system (30) is almost
globally uniformly attractive with respect to Tf¯ ,0.
Proof: We prove the theorem by showing that Tf¯ ,0 is
uniformly attractive for all v¯0 ∈ Rn \ Z . In other words, we
show that for every pair δ ∈ R>0 and  ∈ R>0 there exists a
time T (, δ) ∈ R>0 such that for all v¯0 /∈ Z
‖v¯0‖Tf¯,0 < δ =⇒ ‖ϕf¯ (t, v¯0)‖Tf¯,0 <  ∀t ≥ T. (42)
According to Theorem 2 the states v¯ are exponentially stable
with respect to S and we directly obtain the following property.
Property 1: For every δS ∈ R>0 and every µS ∈ R>0 there
exists a time TµS (µS , δS) ∈ R>0 such that for all v¯0 ∈ Rn\Z:
‖v¯0‖S < δS =⇒ ‖ϕf¯ (t, v¯0)‖S < µS ∀t ≥ TµS . (43)
Since Tf¯ ,0 = S ∩A it remains to show that this property also
holds for A. To this end, we require the following properties
which are a direct consequence of Proposition 10:
Property 2: For each compact subset H ⊆ S \ {0} and each
H there exists a time TH(H, H) ∈ R>0 such that for all
v¯0 ∈ H:
‖ϕf¯ (t, v¯0)‖A < H, ∀t ≥ TH . (44)
Property 3: For each each  ∈ R>0 there exists a δA ∈ R>0
and a time TδA(, δ) ∈ R>0 such that for all v¯0 ∈ S \ {0} it
holds that:
‖v¯0‖A ≤ δA =⇒
{
‖ϕf¯ (t, v¯0)‖A < /2 ∀t ∈ [0, TδA ],
‖ϕf¯ (t, v¯0)‖A < δA/2 ∀t ≥ TδA .
(45)
We require the following preliminary result that exploits the
continuity of solutions of the vector field (30) with respect to
the initial condition:
Claim 1: For each compact subset H ⊆ S \ {0}, each Tb ∈
R≥0, and each b ∈ R≥0, there is a µ(H, Tb, b) ∈ R>0 such
that for each v¯′0 ∈ H and each v¯0 ∈ Rn \ Z such that
‖v¯0 − v¯′0‖ ≤ µ =⇒
‖ϕf¯ (t, v¯0)− ϕf¯ (t, v¯′0)‖ < b ∀t ∈ [0, Tb].
(46)
Proof of Claim 1: The trajectories ϕf¯ (t, v¯0) are well-defined
for all times t ∈ R≥0 and all initial conditions v¯0 ∈ Rn.
Moreover, because f¯ is continuously differentiable, the map
φf¯ ,t : v¯0 7→ ϕf¯ (t, v¯0) is continuous for every t ∈ R>0.
Suppose that H, Tb, and b are given, pick any v¯0 ∈ H \ Z .
Because the map φf¯ ,t is continuous, there exists µv¯0 ∈ R>0
such that (46) holds for all ‖v¯0− v¯′0‖ ≤ µv¯0 . By compactness
of H we define µ as the smallest such µv¯0 .
We now prove the Theorem. Pick any  ∈ R>0, any
δ ∈ R>0, and any v¯0 ∈ Rn \ Z such that ‖v¯0‖Tf¯,0 ≤ δ.
By Proposition 8 we have that ϕf¯ (t, v¯0) /∈ Z for all t ∈ R≥0.
Next, consider the compact set
∆(δ) =
⋃
‖v¯0‖T
f¯,0
≤δ
W1(v¯0)× . . .×WN (v¯0), (47)
where the sets Wk are defined in (41). By Proposition 9 the
trajectories ϕf¯ (t, v¯0) remain in ∆(δ) \ Z for all t ∈ R≥0, let
H(δ) := ∆(δ) ∩ (S \ {0}).
We can establish the following facts
(a) There exists a δA < /2 and TδA(δA, ) ∈ R>0 that
satisfy (45).
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(b) Let H = δA/2, according to Property 2 we can pick
TH(H, δA/2) ≥ TδA(δA, ) such that (44) is satisfied.
(c) Let b = δA/2 and Tb = TH , it follows from Claim
1 that there exists µS := µ(H, TH(H, δA/2), δA/2) that
satisfies (46).
(d) Given µS as defined in (c), it follows from Property 1
that there exists TµS such that ‖ϕf¯ (t, v¯0)‖S < µS for all
t > TµS .
Since we know that after time TµS we are µS close to
S, we can exploit the continuity arguments of Claim 1 and
the stability properties of A in S to establish attractivity of
Tf¯ ,0 = S ∩ A.
To this end, pick any v¯′ ∈ S \{0} such that ‖ϕf¯ (TµS , v¯0)−
v¯′‖ ≤ µS . Such a v¯′ exists because ‖ϕf¯ (TµS , v¯0)‖ < µS . By
(b) we have that ‖ϕf¯ (TH , v¯′)‖A < δA/2 and by (c) and (d) it
follows that ‖ϕf¯ (TH + TµS , v¯0)‖A < δA. It remains to show
that ‖ϕf¯ (t, v¯0)‖A <  for all t ≥ Tk + TµS .
We have that ‖ϕf¯ (TH +TµS , v¯0)‖A < δA and ‖ϕf¯ (TH +
TµS , v¯0)‖S < µS . Using the same continuity argument we
show that starting in a δA neighborhood of A we cannot
leave an  neighborhood of A. Pick any v¯′ ∈ S \ {0} such
that ‖ϕf¯ (TH + TµS , v¯0) − v¯′‖ ≤ µS and ‖v¯′‖A < δA. By
(a) we have that ‖ϕf¯ (t, v¯′)‖A < /2 for all t ∈ [0, TδA ]
and ‖ϕf¯ (TδA , v¯′)‖A < δA/2. By (c) and TH(H, δA/2) ≥
TδA(δA, ) it follows that ‖ϕf¯ (t, v¯0)‖A <  for all t ∈ [TH +
TµS , TH + TµS + TδA ] and ‖ϕf¯ (TH + TµS + TδA , v¯0)‖A <
δA. By induction it follows that ‖ϕf¯ (t, v¯0)‖A <  for all
t > TH + TµS .
It follows that for all initial conditions v¯0 ∈ Rn\Z and every
 ∈ R>0, (42) holds for T = TH + TµS . By Proposition 8
the region of attraction Z of the equilibrium v¯ = 0 is a zero
measure set, i.e. the convergence property holds for almost
every initial condition.
2) Proof of stability: In Theorem 3, we established that
Tf¯ ,0 is (almost) globally attractive. In order to show (almost)
global asymptotic stability we need to show that the set Tf¯ ,0
is also stable in the sense of Definition 3. To establish stability
of the closed-loop dynamics, we define the function γS(γA) =
v?min
v?max
γA(v?min−γA)
σ¯(K−L) and the set
M(γA) :=
{
v¯ ∈ Rn
∣∣∣∣‖v¯‖S ≤ γS(γA),‖v¯k‖Ak ≤ γA ∀k ∈ V
}
.
Proposition 11 (Invariant neighborhood of Tf¯ ,0)
Under Condition 1, the setM(γA) is non-empty and invariant
with respect to the dynamics (30) for all γA ∈ R[0, 12v?min). For
any γA,1, γA,2 ∈ R[0, 12 v?) such that γA,2 < γA,1 it holds thatM(γA,2) ⊂ M(γA,1). Moreover, for any γA ∈ R(0, 12 v?min)
the set Tf¯ ,0 lies in the interior of M(γA) and the interior of
M(γA) is non-empty.
The proof is provided in the Appendix. Broadly speaking, the
proof establishes that trajectories stay close to A if they start
sufficiently close to S and A. In combination with exponential
stability of S this allows to construct a family of invariant sets
around Tf,ω0 . The next Theorem uses these invariant sets to
establish stability of the target set Tf,ω0 .
Theorem 4 (Stability of Tf,ω0 )
Under Condition 1, the dynamical system (13) is stable with
respect to the set Tf,ω0 .
Proof: By Proposition 5, the Theorem’s statement is
equivalent to stability of (30) with respect to the set Tf¯ ,0
in the rotating coordinate frame. According to Proposition
11 for all γA ∈ R(0, 12 v?min) the set M(γA) is invariant with
respect to the dynamics (30) and contains Tf¯ ,0 in its interior.
BecauseM(γA) is compact for all γA ∈ R(0, 12 v?min) it follows
that for every  ∈ R>0 there exists a γ ∈ R(0, 12v?min) such
that M(γ) ⊂ BTf¯,0(), i.e., M(γ) is contained in an -
neighborhood of Tf¯ ,0. Next, because M(γA) has non-empty
interior for all γA ∈ R(0, 12v?min) it follows that there exists
a corresponding δ ∈ R>0 such that BTf¯,0(δ) ⊂ M(γ) ⊂
BTf¯,0(). Because M(γ) is invariant, it follows that v¯0 ∈
BTf¯,0(δ) implies that ϕf¯ (t, v¯0) ∈ M(γ) ⊂ BTf¯,0() holds
for all t ≥ 0. This is precisely the definition of stability with
respect to the set Tf¯ ,0.
Finally, using the results developed in this section, we can
provide the proof of Theorem 1.
Proof of Theorem 1: The Proof directly follows from
Definition 5, Theorem 3, and Theorem 4.
V. POWER SYSTEMS CASE STUDY
In this section, we illustrate the theoretical results with
a simplified power system case study. We consider three
inverters connected by the grid as illustrated in Figure 5.
The grid base power is 1 GW, the base voltage is 320 kV,
and the base frequency is 50 Hz. The line resistance is
0.03 Ohm/Km, and the line reactance is 0.3 Ohm/km (at the
nominal frequency). Therefore, the reactance/resistance ratio
ω0ρ of the transmission lines is given by ω0ρ = 10, and the
angle κ can be computed as κ = tan−1(10) = 84.2894◦.
v1
v2
v3
125 Km
25 Km
125 Km
Fig. 5. Inverter based grid
We compute controllers of the form (9) using (25), i.e.,
the matrices Kk for each inverter are constructed only using
the power and voltage magnitude set-points. We simulate a
black-start and two dispatches: the first dispatch assigns a set
of feasible set-points to each inverter, the second dispatch
assigns a set of set-points corresponding to an infeasible
power-flow. In Figure 6 we show the frequency, the voltage
magnitudes, current magnitudes, and the active and reactive
powers injections of each inverter. At t = 0 s we simulate
a black-start for the inverter based grid. We initialize the
voltages to vk(0) = 10−3[1, 1]>, for k = 1, 2, 3 and we
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TABLE I
POWER AND VOLTAGE SET-POINTS FOR THE THREE INVERTERS
Power and voltage set-points during the simulation.
t = 5 s t = 10 s
k p?k p.u. q
?
k p.u. v
?
k p.u. p
?
k p.u. q
?
k p.u. v
?
k p.u.
1 0.1458 0.0432 1.01 0.1458 0.0432 1.01
2 0.7066 −0.0793 1 0.7066 −0.0793 1
3 −0.8509 0.0803 1 −0.3509 0.0803 1
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Fig. 6. At t = 0 s, the grid is black started giving the inverters zero power
set-points. At t = 5 s the grid converges to the set-points provided in the
first column of Table I. At t = 10 s, inverter 3 unilaterally changes its active
power set-point p?1 to −0.3509. To compensate, Inverters 1 and 2 reduce their
power injection and the systems settles to a different synchronous solution.
provide the inverters with zero power set-points and voltage
set-points v?k = 1 p.u. At t = 5 s we simulate a dispatch to
the set-points presented in the respective column of Table I.
The power-flow solution in Table I provides the following
angles at steady state θ?21 = 0
◦ and θ?31 = −3◦. We chose
η = 0.0015 and α = 0.01 so that condition (29) is satisfied.
As expected from Theorem 1, the inverters synchronize to the
correct relative phase and frequency, and reach the prescribed
voltage magnitudes and power injections. Then, at t = 10 s,
inverter 3, which in this simulation is acting as a load (i.e.,
has a negative active power set-point), unilaterally steps up it’s
active power set-point p?1 by 0.5 p.u., while all other inverters
keep their set-points and controllers unchanged. Therefore, the
set-points no longer correspond to a feasible power-flow and
guarantees given by Theorem 1 are lost. We note, however, that
the system remains stable and synchronous and, as expected
from the droop-like behavior (see Proposition 4) of the closed
loop, inverter 2 and 3 share the power step down needed to
accommodate for the reduced load.
VI. CONCLUSION AND OUTLOOK
In this paper, we proposed a new decentralized control
method for coupled oscillators with (almost) global asymp-
totic stability guarantees and we explored its application to
the control of grid-connected power inverters. The proposed
methods ensure synchronization and almost global stability
of a solution with the desired power injections. Some of
the technical assumptions needed to prove the results are
restrictive, in particular in the context of applying the proposed
control scheme to the power system. This opens numerous
further research directions. Among other assumptions, in this
paper, we considered a network containing only inverters
acting as source or as a load, and we neglected the dynamics
of the transmission lines. A question that arises naturally
is the analysis of the proposed control method for the case
of heterogeneous dynamic lines, structure preserving models
with load buses, and the presence of synchronous generators.
Finally, the robustness properties of the proposed control
scheme with respect to inconsistent power or magnitude set-
points need to be analyzed. From the droop-like behavior
and preliminary simulation results such as the one presented
in Section V, we expect the system to be well-behaved
and exhibit beneficial power-sharing characteristics. However,
thus far we lack analytical conditions that guarantee both
stability and robustness. Finally, experimental validation of
the proposed controller is the subject of ongoing work and
preliminary results can be found in [53].
APPENDIX A
PROOFS OF TECHNICAL RESULTS
The appendix contains the proofs of some technical results
from Sections II-B and IV.
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Proof of Proposition 3: Since κ = tan−1(ρω0), and using
the trigonometric identities
sin(κ) =
ρω0√
1 + (ρω0)2
=
`jk ω0√
r2jk + ω
2
0`
2
jk
(48)
cos(κ) =
1√
1 + (ρω0)2
=
rjk√
r2jk + ω
2
0`
2
jk
, (49)
we can write (24) as
p?k = v
?2
k
∑
j:(j,k)∈E
wjk
[
cos(κ)− v
?
j
v?k
cos(θ?jk − κ)
]
q?k = v
?2
k
∑
j:(j,k)∈E
wjk
[
sin(κ) +
v?j
v?k
sin(θ?jk − κ)
]
.
(50)
From (50) we note that[
p?k q
?
k
−q?k p?k
]
= v?2k R(κ)
>∑
j:(j,k)∈E wjk(I2 −
v?j
v?k
R(θ?jk)).
and (25) immediately follows from (7).
Proof of Proposition 4 Let us express each vector vk =
[vα, vβ ]
> as a complex number vk = vi,α + jvi,β . We define
by yik := (ω0`ik)−1, then, considering the expression for K
given in (25) we can re-write (13) as
ν˙ke
jθk + jθ˙kνke
jθk = j
(
ω0 + η
p?k
v?2k
)
νke
jθk
+ η
∑
i:(i,k)∈E
yikνie
j(θi) − η
∑
i:(i,k)∈E
yikνke
j(θk)
+ η
q?k
v?2k
νke
jθk +
α
v?k
(v?k − νk)νkejθk .
(51)
After separating the real and imaginary part of (51) and
performing simple trigonometric manipulations we obtain:
ν˙k = η
 ∑
i:(i,k)∈E
yik
(
νiνk
ν2k
cos(θi − θk)− 1
)
+
q?k
v?2k
 νk
+
α
v?k
(v?k − νk)νk
θ˙k = ω0 + η
 p?k
v?2k
−
∑
i:(i,k)∈E
yik
νiνk
ν2k
sin(θi − θk)
 .
Using (48) and similar reformulations as in the proof of
Proposition 3 we obtain (26).
Proof of Proposition 8 The proof is based on linearizing
the dynamics (30) at v¯ = 0. The Jacobian of Φk(v¯k)v¯k with
respect to v¯k is given by:
∂
∂v¯k
Φk(v¯k)v¯k =
{
I2 − 1v?k
(
v¯kv¯
>
k
‖v¯k‖ + I2‖v¯k‖
)
v¯k 6= 0
I2 v¯k = 0
.
Moreover, considering the limit limv¯k→0
v¯kv¯
>
k
v?k‖v¯k‖ = 0 it can
be verified that the derivative is continuous at v¯ and Φ(v¯)v¯ is
continuously differentiable. The Jacobian of f¯(v¯) at v¯ = 0 is
given by ∂f¯(v¯)∂v¯ |v¯=0 = η(K − L) + αI2N . Theorem 2 implies
that the set S is positively invariant under the dynamics (30).
Therefore S ⊆ ker(K − L), and it follows that at least two
eigenvalues of (K − L) are zero. Because of α > 0, the real
part of at least two eigenvalues of the Jacobian ∂f¯(v¯)∂v¯ |v¯=0
is positive. Therefore, v¯ = 0 is an unstable equilibrium.
By Proposition 11 of [56] this, and the fact that f¯(v¯) is
continuously differentiable, implies that the set Z of initial
conditions v¯0 such that ϕf¯ (t, v¯0) → 0 as t → ∞ has zero
Lebesgue measure.
Proof of Proposition 9 Consider the Lyapunov-like func-
tions Wk(v¯k) = Φk(v¯k)2 for every k ∈ V . The time derivative
of Wk is given by
d
d t
Wk = −2Wk‖v¯k‖ − 2
v?k
Φk(v¯k)
v¯>k
‖v¯k‖eθ,k
≤ −2Wk‖v¯k‖+ 2
v?k
√
Wkσ¯(K − L)‖v¯‖S ,
(52)
where eθ,k∈ R2 is the kth component of
eθ = (K − L)v¯ ∈ R2N and σ¯(K − L) denotes the largest
singular value of the matrix K − L.
By Theorem 2 it holds that ‖ϕf¯ (t, v¯0)‖S ≤ ‖v¯0‖S for all
t ≥ 0. Moreover, it can be verified that Wk > 1 implies
‖v¯k‖ > 2v?k, i.e., for all Wk > 1 and all t ≥ 0 it holds that:
d
d t
Wk ≤ −4v?kWk +
2
v?k
√
Wkσ¯(K − L)‖v¯(0)‖S
=− 4
√
Wk
(
v?k
√
Wk − 1
2v?k
σ¯(K − L)‖v¯(0)‖S
)
.
It directly follows that dd tWk < 0 if
√
Wk > 1 and
√
Wk >
1
2v?2k
σ¯(K − L)‖v¯(0)‖S . This implies that for every v¯k,0 there
exists a constant Wˆk ≥ Wk(v¯k,0) such that Wk ≤ Wˆk holds
for all t ≥ 0.
Proof of Proposition 11: Let us recall the function
γS(γA) =
v?min
v?max
γA(v?min−γA)
σ¯(K−L) . By definition it holds that
γS(0) = 0, and it can be verified that γS(γA) ∈ R>0
and d γSd γA ∈ R>0 holds for all γA ∈ R[0, 12 v?min), i.e. the
function γS(γA) is strictly positive and strictly increasing for
γA ∈ R[0, 12 v?min). It directly follows from Theorem 2 that,
for every fixed γA ∈ R[0, 12v?min), ‖v¯0‖S ≤ γS(γA) =⇒‖ϕf¯ (t, v¯0)‖S ≤ γS(γA) for all t ∈ R≥0, i.e., the set
{v¯ ∈ Rn | ‖v¯‖S ≤ γS(γA)} is non-empty and invariant for
all γA ∈ R[0, 12 v?min).
Considering (52) and letting ζ := 1v?min σ¯(K−L) it holds for
all ‖v¯‖S ≤ γS(γA) and all γA ∈ R[0, 12 v?min) that
d
d t
Wk ≤ −2
√
Wk
(√
Wk‖v¯k‖ − ζγS(γA)
)
. (53)
Next, it follows from ‖v¯k‖2Ak =
(‖v¯k‖ − v?k)2 that ‖v¯k‖ ≥
v?k − γA holds for all v¯k such that ‖v¯k‖Ak ≤ γA. Moreover,
we can use v?k
√
Wk = ‖v¯k‖Ak to obtain the following bound
for all v¯ on the boundary of M(γA), i.e., for ‖v¯k‖Ak = γA,
all γA ∈ R[0, 12 v?min), and all k ∈ V:
d
d t
Wk ≤ −2
√
Wk
((
1− γA
v?k
)
γA − ζγS(γA)
)
. (54)
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It can be verified that dd tWk ≤ 0 holds for all v¯ on the
boundary of M(γA) if the following condition holds
γA(v?min − γA) ≥ v?maxζγS(γA). (55)
This condition is satisfied by definition of γS(γA) and im-
plies that the set {v¯ ∈ Rn | ‖v¯k‖Ak ≤ γA} is non-
empty and invariant with respect to the dynamics (30) for all
γA ∈ R[0, 12v?min). Because the intersection of invariant sets is
invariant [59] and {v¯ ∈ Rn | ‖v¯‖S ≤ γS(γA)} is invariant
for γA ∈ R[0, 12v?min) it follows that M(γA) is invariant for
all γA ∈ R[0, 12 v?min). Moreover, because of γS(0) = 0 it holds
thatM(0) = Tf¯ ,0, i.e.,M(0) is non-empty and it immediately
follows that M(γA) contains a neighborhood of Tf¯ ,0 for all
γA ∈ R(0, 12 v?min). In other words, for any γA ∈ R(0, 12 v?min)
the set Tf¯ ,0 lies in the interior of M(γA) and the interior of
M(γA) is non-empty.
Finally, consider any γA,1, γA,2 ∈ R[0, 12 v?) such that
γA,2 < γA,1. Because γS(γA) is strictly increasing for
γA ∈ R[0, 12 v?min) it holds that γS(γA,2) < γS(γA,1) and, by
construction of M(γA) it directly follows that M(γA,2) ⊂
M(γA,1).
APPENDIX B
CLARKE TRANSFORMATION
Given a three phase signal vabc = (va, vb, vc), we define
the amplitude preserving Clarke transformation [40] as
vαβγ(t) =
vα(t)vβ(t)
vγ(t)
 = 2
3
1 −
1
2 − 12
0
√
3
2 −
√
3
2
1
2
1
2
1
2

va(t)vb(t)
vc(t)
.
Note that if vabc is balanced (i.e., va + vb + vc = 0), then
vαβγ(t) =
vα(t)vβ(t)
0
 = 2
3
1 −
1
2 − 12
0
√
3
2 −
√
3
2
1
2
1
2
1
2

va(t)vb(t)
vc(t)
.
Hence, the two-dimensional signal vαβ := (vα, vβ) contains
the same information as the original three-phase signal vabc.
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