Dip-moveout processing for depth-variable velocity by Artley, Craig T.
D ip -m o v eo u t p rocessin g  for  





INFORMATION TO ALL USERS 
The quality of this reproduction is dependent upon the quality of the copy submitted.
In the unlikely event that the author did not send a com p le te  manuscript 
and there are missing pages, these will be noted. Also, if material had to be removed,
a note will indicate the deletion.
uest
ProQuest 10783795
Published by ProQuest LLC(2018). Copyright of the Dissertation is held by the Author.
All rights reserved.
This work is protected against unauthorized copying under Title 17, United States C ode
Microform Edition © ProQuest LLC.
ProQuest LLC.
789 East Eisenhower Parkway 
P.O. Box 1346 
Ann Arbor, Ml 48106- 1346
T-4173
A thesis subm itted  to the Faculty and the Board of Trustees of the Colorado 
School of M ines in partia l fulfillment of the requirem ents for the degree of M aster of 
Science (Geophysics).
Golden, Colorado 
D ate I ! / 11 / $  2 -
Signed:
Craig T ^A rtley
Approved: _______
Dr. I. D. Hale




Dr. Phillip  R. Romi,
Professor and Head 
D epartm ent of Geophysics
ii
T-4173
A B S T R A C T
Dip-moveout correction (DMO) has become com m onplace in the seismic pro­
cessing flow. T he goal of DMO processing is to transform  the N M O-corrected d a ta  to 
zero-offset, so th a t the application of zero-offset (poststack) m igration is equivalent 
to  full prestack m igration of the recorded data. Nearly all DMO im plem entations 
assum e th a t the seismic velocity is constant. Usually, this is an acceptable trade­
off because of the trem endous cost savings of DMO and poststack m igration versus 
prestack m igration. W here the velocity changes rapidly w ith depth , however, this 
constant velocity theory can yield inadequate results.
For m any areas, such as the Gulf Coast, a velocity function th a t varies w ith 
dep th  is a reasonable approxim ation to the true velocity field. Using ray tracing, I 
find the raypaths from the source and receiver to the reflection point w ith the given 
recording tim e. The tim e along the corresponding zero-offset ray gives the DMO 
correction. The relationships between the three rays are expressed by a system  of 
nonlinear equations. By sim ultaneously solving the equations v ia N ewton-Raphson 
itera tion , I determ ine the m apping th a t transform s nonzero-offset d a ta  to  zero-offset.
Unlike previous schemes th a t approxim ately handle vertical velocity variation, 
th is m ethod makes no assum ptions about the offset, dip, or hyperbolic moveout. A 
characteristic of this exact m ethod is th a t even for a linear increase of velocity w ith 
depth , the DMO operator is m ulti-valued. R ather than  the fam iliar elliptical impulse 
response of constant-velocity DMO, the DMO operator now has m ultiple branches.
Tests using synthetic d a ta  as well as recorded seismic d a ta  dem onstrate the effec­
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tiveness of th is variable-velocity DMO. These tests  show th a t  this m ethod accurately 
handles vertical velocity variation, while using constant-velocity DMO can lead to 
significant errors. Com paring this technique to a form ulation which approxim ately 
handles velocity variation, however, suggests th a t the improved accuracy of the exact 
technique may not be justified due to  uncertainty in the velocity m odel and increased 
cost.
W hile improved accuracy alone m ay not justify  the use of this m ethod  in 2-D, 
its  flexibility m ay in other cases. Straightforw ard changes could be m ade to handle 
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C hapter 1 
IN T R O D U C T IO N
Since moveout velocity is dip-dependent (Levin, 1971), stacking em phasizes re­
flections whose moveout velocity is near th a t used for norm al moveout correction 
(NM O). Conversely, reflections w ith other slopes, and hence different moveout veloc­
ities, are a ttenuated . Therefore, NMO acts as a dip filter applied to  the stacked d a ta  
th a t is biased against dips w ith moveout velocities different from the NMO velocity.
Dip-moveout processing (DMO) a ttem p ts  to increase the dip bandw idth  of 
stacked d a ta  by m aking stacking velocities independent of dip (Deregowski, 1982, 
1986). DMO processing enables com m on-m idpoint stacking to  sim ultaneously trea t 
all dips accurately. The result is a stacked section th a t is equivalent to  a zero-offset 
section, as long as certain  assum ptions are satisfied.
H ale’s DM O by Fourier transform  algorithm  (1983, 1984) and m ost o ther DMO 
im plem entations assum e th a t velocity is constant. In practice, th is is found to  be an 
acceptable lim itation  because of the practical advantages in com putational speed 
of DMO and zero-offset m igration over prestack m igration. This is particu larly  
true  in three dim ensions, where the constant-velocity DMO operator rem ains two- 
dim ensional, while the prestack m igration operator is three-dim ensional (Hale, 1988).
W hen the velocity changes rapidly w ith depth, however, Black et al. (1985) and 
Hale (1988) showed th a t constant-velocity DMO can be worse th an  not applying any 
DM O. Furtherm ore, I presented num erical examples of the errors resulting from ap­
plying conventional NMO and DMO correction to d a ta  from a vertical reflector in
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a m edium  where the  velocity varies only w ith depth  (Artley, 1990). I considered 
bo th  constant-velocity DMO and the first-order depth-variable velocity DMO cor­
rection published in H ale’s thesis (1983), and found th a t while the correction is an 
im provem ent, it still leads to  significant degradation in the resolution of the stack.
Several au thors (Perkins and French, 1990; D ietrich and Cohen, 1992) have cal­
cu lated the shape of the 3-D DMO operator for m edia where the velocity increases 
linearly w ith depth. W hile the constant-velocity 3-D DMO operator rem ains two- 
dim ensional, the  variable-velocity operator has support in three dimensions. The 
operato r is saddle-shaped: concave-up in the dip-direction and concave-down in the 
strike direction. These issues highlight the need for an accurate m ethod of determ in­
ing the DMO m apping for m edia where the velocity varies w ith depth. I use the term  
v(z)  D MO  for such a process, because the velocity v is a function of dep th  z.
Hale and A rtley (1991) tuned H ale’s (1983) original v(z)  correction to  be tte r 
handle vertical velocity variation by squeezing the constant-velocity DMO operator. 
W itte  (1991) and M einardus and Schleicher (1991) com puted v(z)  DMO corrections 
for a rb itra ry  velocity fields by assum ing hyperbolic moveout and using well-known 
expressions for the dip-dependent moveout velocity. W hile these approxim ations 
m ay be sufficiently accurate in practice, there is still a desire to determ ine the exact 
v(z)  DMO correction.
Figure 1.1 com pares CM P gathers processed w ith conventional constant-velocity 
DMO and the v(z)  DMO m ethod described in la ter chapters. The m odel itself is 
described in detail in C hapter 2, bu t a t the present it is sufficient to  note th a t the 
velocity increases linearly w ith depth  and th a t it contains several horizontal reflectors 
as well as reflectors dipping a t angles from 30 to 90 degrees. The deepest reflection 
in each gather is from the vertical reflector.
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F ig . 1.1. Synthetic CM P gathers from a m edium  where velocity increases linearly 
w ith depth , (a) A fter constant-velocity DMO. (b) After v(z)  DMO correction. The 
last reflection in each gather corresponds to a dip of 90 degrees. Constant-velocity 
DM O has failed to align energy from steeply dipping reflectors.
Energy from the horizontal and gently dipping reflectors has been flattened across 
bo th  gathers. Note, however, th a t the deeper reflections, from the steeply dipping 
reflectors, still show residual moveout across the gather processed w ith constant- 
velocity DMO. Obviously, since the reflections are not aligned, stacking these d a ta  
a ttenuates  the energy from the steeply dipping reflectors. In contrast, v(z)  DMO has 
successfully removed the moveout from all of the reflections, including th a t from the 
vertical reflector. Stacking these d a ta  would yield a section w ith a wide bandw idth 
of reflection slopes th a t is equivalent (in a  traveltim e sense) to  the corresponding 
zero-offset section.
T he m ethod described here makes no assum ptions about the velocity function,
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other th an  its  la teral invariance. Unlike others, this form ulation does not make small- 
offset or sm all-dip approxim ations. Thus it is accurate for long offsets and high 
dips and arb itra ry  velocity layering, where the moveout may be significantly non- 
hyperbolic. Furtherm ore, this work has already been extended to  three dim ensions 
by Godfrey (1992), though it is discussed here only in the context of 2-D DMO. 
Indeed, the flexibility of this m ethod could enable the processing of mode-converted 
d a ta , or handling the effects of anisotropy.
C hapter 2 shows more exam ples of 2-D v(z)  DMO processing applied to  both  
synthetic  and field d a ta  and discusses some characteristics of the v(z)  DMO operator. 
C hapters 3 and 4 describe in detail my approach to  com puting and applying the 
v(z)  DM O correction. Finally, C hapter 5 concludes th is work, w ith some notes on 
possible fu ture applications.
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C hapter 2 
A P P L IC A T IO N S
To dem onstrate  the effectiveness of this v(z)  DMO m ethod, I tested  it using bo th  
synthetic  d a ta  and m arine seismic d a ta  from the Gulf of Mexico. These tests show 
th a t  v(z)  DMO is a significant im provem ent over constant-velocity DMO. W hen 
v(z)  DMO is com pared to an approxim ate technique for handling velocity variation, 
the  differences are still visible, bu t may be less significant.
2.1 S yn th etic  data
W ith  noiseless synthetic da ta , the effect of DMO correction can be clearly judged 
by viewing CM P gathers. NMO alone can only align energy associated w ith a single 
m oveout velocity a t a given tim e. To sim ultaneously align reflections having different 
m oveout velocities, DMO m ust be applied. After NMO and DMO correction, all 
reflection events in a CM P gather, regardless of the dip of the corresponding reflector, 
should be free from residual moveout.
2.1.1 C onstant velocity  gradient
For the first test, I generated synthetic d a ta  for a m odel in which the m edium  
velocity increases linearly w ith depth. The velocity is given by v(z)  = vQ + az  where 
no, the velocity a t the surface, is 1 .5 k m /s  and a, the velocity gradient, is 0 .8 s -1 . The 
m odel contains five reflectors, and each reflector is composed of a dipping segment 




F i g . 2.1. The m odel used to generate the synthetic seismic data . The CM P gathers 
shown in the following exam ples are taken from the surface position m arked w ith the 
triangle. The velocity of the m edium  varies according to v(z) = 1.5 +  0 .8 z k m /s , 
where the depth  z is m easured in kilometers.
from 30 degrees to 90 degrees in 15 degree increments.
Figure 2.2 shows a CM P gather from the dataset after various phases of process­
ing. The gathers are taken from the location marked w ith the triangle in Figure 2.1. 
Each gather contains ten  reflection events; one from each of the dipping and hori­
zontal segm ents in the model. The last reflection in each gather is from the vertical 
reflector.
Figure 2.2.a shows the uncorrected synthetic data . Note th a t the reflection from 
the vertical reflector exhibits no moveout, as expected in a v(z)  medium. After 
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F ig . 2.2. (a) U ncorrected CM P gather from the model shown in Figure 2.1. (b) After 
NMO correction, (c) A fter constant-velocity DMO. (d) A fter v(z)  DMO correction. 
The five reflections in (b) th a t are over-corrected by NMO correspond to dipping 
reflectors. The last reflection in each gather corresponds to a dip of 90 degrees.
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the horizontal segments are flat, while the reflections from the dipping segments show 
increasing am ounts of over-correction w ith dip. Constant-velocity DMO (Figure 2.2.c) 
has successfully aligned the energy for the gently dipping segments, bu t the reflections 
from the 60, 75, and 90 degree reflectors now appear to be under-corrected. C onstant- 
velocity DMO has restored too much moveout to the steeply dipping reflectors. In 
contrast, the exact v(z)  DMO process has properly flattened all reflections in the 
gather, including the energy from the vertical segment.
Figure 2.3 shows the kinem atic DMO impulse response for tim e of 2.4 s and 
source-receiver offset of 3.0 km. These values correspond to the tim e of the vertical 
reflector and the farthest offset in the data . For com parison, the im pulse responses 
of constant-velocity DMO and H ale’s first-order v(z)  correction are also shown in the 
figure.
The m ost striking differences between the exact and approxim ate curves are the 
cusps and m ultiple branches of the exact operator. The reflector dip angle a t the cusp 
is 105 degrees, while the dip a t the lower end of the second branch is 115 degrees. For 
these param eters, dips beyond 115 degrees correspond to reflection points above the 
surface of the earth . The details of the cusp and tail are dependent on the velocity 
function, tim e, and offset. In some configurations the cusp occurs before 90 degrees. 
I shall discuss the physical m eaning of the cusp and second branch in more detail 
after noting some other significant differences in the curves.
W hile not as visually dram atic , the m ost im portan t difference in practice be­
tween the im pulse response curves is their width. The chief effect of vertical velocity 
variation is the narrowing of the operator. The constant-velocity curve deviates from 
the exact a t relatively low dips, resulting in the significant errors shown in Figure 2.2. 
H ale’s original v(z)  correction (1983) lies much closer to the exact curve.
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F ig . 2.3. Zero-offset tim e t0 as a function of distance x, for NMO tim e t n =  2.4 s 
for the farthest offset (3 km) in the CM P gathers of Figure 2.2. Tim es are plotted  
for three DMO m ethods: (gray) constant-velocity DMO, (dotted) H ale’s original v(z)  
approxim ation, and (black) the exact DMO m ethod described here. The cusps of the 
exact curve correspond to reflector dips of ±105 degrees, while the tips of the tails 
correspond to dips of ±115 degrees.
Hale and A rtley (1991) proposed a simple squeezing of the constant velocity 
DM O operator to  approxim ately handle the effects of velocity variation. The squeezed 
DM O operator is not shown, bu t it can be m ade to  lie arb itrarily  close to the prim ary 
branch of the exact curve by adjusting the squeeze factor S.
Figure 2.4 com pares squeezed DMO (5  =  0.6) and the exact v(z)  DMO for the 
sam e synthetic d a ta  shown in Figure 2.2. The squeezed DMO result (Figure 2.4.a) 
shows much b e tte r alignm ent of the reflections across the gather than  the constant- 
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F ig . 2.4. (a) Com parison of squeezed DMO with (b) exact v(z)  DMO correction. 
Squeezed DMO has perform ed essentially as well as v(z)  DMO.
under-correction of the 75 and 90 degree reflection events a t the farthest offsets when 
com pared w ith exact v(z)  DMO.
Decreasing the squeeze factor to S  =  0.4 flattens even the vertical reflection, 
though it begins to d isto rt o ther reflections. The value S  =  0.6 has been found 
em pirically to work well for m ost velocity functions (Hale and Artley, 1991), but 
there is no form ula for estim ating  the optim al value. Hence while it can be adjusted 
to fla tten  a given reflection, in practice there is no convenient m ethod of choosing S.  
Also, it is im portan t to note th a t the squeezed operator will never show the m ultiple 
branches of the exact operator. v(z)  DMO, on the other hand, will properly handle 
all reflections, given the correct velocity model.
R eturning  to the discussion of the cusp and second branch, the duplication of
T-4173 11
zero-offset tim es a t a given m idpoint shift is easier to understand through Figure 2.5. 
Figure 2.5.a  shows the raypaths associated w ith the prim ary branch of the  operator. 
T he ray d iagram  shows raypaths from the source (not shown) to  the receiver such 
th a t  the traveltim e is constant. The tips of the rays hence trace out the constan t­
traveltim e surface. This surface is the prestack m igration im pulse response for this 
experim ent. For the case of constant velocity, the rays are straigh t and the reflecting 
surface is an ellipse. For the case shown, however, the velocity increases linearly w ith 
dep th  according to  v(z)  =  1.5 -I- 0 .3 zk m /s , the source-receiver offset is 3.0 km, and 
the constant-traveltim e surface corresponds to an NMO tim e of 3.0 s.
Note th a t the angle formed by the source and receiver rays a t each reflection point 
is bisected by a th ird  ray. This th ird  ray is the equivalent zero-offset ray, and the 
tim e along th is ray and its emergence point give the DMO m apping. The zero-offset 
ray is norm al to  the reflector a t each reflection point, and each point corresponds to 
a different reflector dip.
Shown to the right of the rays is a  plot of the emergence point of the zero-offset 
ray versus the tim e along th a t ray. This curve forms one-half of the DMO im pulse 
response curve. (Since the curve is sym m etric abou t the source-receiver m idpoint, 
the o ther half is sim ply the reflection of th is curve.) As the dip of the reflector 
increases, the emergence point moves to the right and the tim e along the zero-offset 
ray decreases. These rays correspond to  the prim ary branch of the DMO operator.
A t a dip of approxim ately 80 degrees, however, the behavior reverses. As the dip 
continues to increase, the zero-offset emergence point moves back toward the midpoint 
and the tim e along the ray now increases. These rays are shown in Figure 2.5.b 
and correspond to the second, backward branch of the operator. Since th is branch 




































F ig . 2.5. Physical in terpretation  of the m ulti-valued DMO operator, (a) Rays cor­
responding to the prim ary branch of the operator, (b) Rays corresponding to the 
second branch. Dips beyond 80 degrees m ap to this branch. The constant-velocity 










F ig . 2.6. The entire reflecting surface and DMO operator are 
formed by superim posing Figures 2.5.a and 2.5.b.
processing may be im portan t when im aging turning waves.
Note th a t for a range of zero-offset locations there are two possible zero-offset 
rays, w ith different zero-offset tim es. Superim posing both  sets of rays (Figure 2.6) 
builds up the entire constant-traveltim e surface, and gives the com plete DMO op­
erator. The operator is double-valued at all points for which there are two possible 
zero-offset rays.
As m entioned earlier, the details of the operator shape and the location of the 
cusp are highly dependent on the offset and velocity gradient. Figure 2.7 shows the 
effect of changing the velocity gradient. Here the offset is 3.0 km, and the NMO tim e 
is 2.5 s. The velocity a t the surface is fixed at 1 .5km /s while the gradient is varied 
from 0.0 s -1 to 0.8 s-1 . As the gradient is increased, the DMO operator becomes 
narrower and develops the backward branches. Also, the elliptically-shaped portion
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Distance (km)












F ig . 2.7. v(z)  DM O operators for NMO tim e of 2.5 s and offset of 3.0 km. The 
velocity a t the  surface is 1 .5km /s and the gradient varies from 0 .0 s_1 to  0 .8 s-1 .
Distance (km)





F ig . 2.8. v(z)  DMO operators for NMO tim e of 2.5 s and v(z) = 1.5 +  0 .6 ^ k m /s .
The offset varies from 1.0 km to 3.0 km.
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becomes more com pressed in time.
In Figure 2.8 the offset is varied from 1.0 km to  3.0 km. The velocity model is 
v(z) = 1.5 +  0 .6 z k m /s  for all cases. As w ith constant-velocity DM O, the operator 
becomes narrower as the offset decreases. The backward branches also shrink w ith 
the offset. T he operator is sm aller because DMO has less work to perform  a t sm aller 
offsets.
The final exam ple for the constant-gradient case dem onstrates the tim e-variant 
n atu re  of DMO in a variable-velocity m edium  (Figure 2.9). Here DMO operators for 
several offsets are shown for several NMO times. As w ith constant-velocity DMO, 
the  operators shrink a t late  times. So while the operator now exhibits duplications, it 
still behaves much like the constant-velocity DMO operator w ith respect to changes 
in offset and tim e.
In practice, the im portance of the second branch of the DMO operator in a 
m edium  w ith a constant velocity gradient can perhaps be discounted. D ietrich and 
Cohen (1992) analytically  calculated the shape and am plitude of the DMO operator 
for linear v(z),  and showed th a t m ost of the energy is concentrated along the prim ary 
branch of the curve. The am plitude along the lower branch is much sm aller and can 
often be ignored. Also, the location of the cusp is dependent on the source-receiver 
offset, so energy from steeply dipping reflectors may appear on the prim ary branch 
a t sm all offsets, bu t on the second branch a t farther offsets. So while squeezed DMO 
m ay im properly position energy a t the far offsets, stacking w ith the near offsets will 
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Fig. 2.9. Suite of v(z)  DMO operators for several NMO tim es and 
v(z) = 1.5 +  0.6 ^k m /s . The offset varies from 1.0 km to 3.0 km.
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2.1.2 P iecew ise-con stan t velocity  gradient
The next synthetic test uses the same five-reflector m odel as the previous test, 
bu t now w ith a layered velocity model. The velocity function is piecewise-linear w ith 
depth , as shown in Figure 2.10. The velocity is a constant 1.5 k m /s  in the first 0.3 km 
(0.4s). In the  second layer, velocity increases a t 0 .8 k m /s  per kilom eter down to 
a dep th  of 1.2 km (1.38 s). Below this depth , the velocity gradient is 0.4 s -1 . This








Fig. 2.10. Velocity function used for second synthetic d a ta  test, (a) Interval velocity 
versus depth, (b) Interval velocity (gray) and rm s velocity (black) versus tim e.
velocity m odel represents a w ater layer over sedim ents. The velocity increases rapidly 
w ith dep th  in the shallow sedim ents, and then more slowly in the deeper sedim ents.
Figure 2.11 shows CM P gathers from this m odel after DMO processing. As in 


























Fig. 2.11. Synthetic CM P gathers from a m edium  where the velocity gradient 
is piecewise-constant w ith depth  (Figure 2.10). (a) A fter constant-velocity DMO. 
(c) After squeezed DMO. (b) and (d) After v(z)  DMO. C onstant-velocity and 
squeezed DM O have under- and over-corrected the steep dips, respectively.
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results in under-correction a t the farthest offsets, though the errors are sm aller than  
before.
Conversely, squeezed DMO w ith S  = 0.6 (Figure 2.11.c) results in slight over­
correction of the 75 and 90 degree dips. Recall th a t in the constant-gradient exam ple 
(Figure 2.2.c), the squeezed DMO result showed residual under-correction, as did 
constant-velocity  DMO. Exact v ( z ) DMO (Figures 2.11.b and 2.11.d) has properly 
aligned all reflections in the CM P gather, independent of dip.
T he DMO operators for this velocity model show two branches, like those of the 
constant-gradient case. Due to their sim ilarity to the previous series of figures, they 
are not shown here.
T he sm all errors observed in th is case for constant-velocity DMO and squeezed 
DM O can be explained by the velocity gradients used in this model. In the previous 
exam ple the gradient was a  steep 0.8 s-1 . Here the velocity in the first layer is con­
stan t, and it increases a t a com paratively gentle 0.4 s -1 in the last layer. Only in the 
relatively th in  second layer does the velocity increase a t the higher gradient. Thus, 
on the whole, the velocity variation is less severe in th is m odel and we m ight expect 
conventional DMO m ethods to perform  b e tte r here.
2.2 G u lf o f M exico data
W ith  actual exploration seismic data , the traces are typically contam inated  with 
noise, m aking it difficult to determ ine the effectiveness of DMO by looking a t CM P 
gathers. Instead, the relative m erits of DMO processes are judged by viewing the 
stacked sections and com puting constant-velocity stacks.
F igure 2.12 shows stacked sections of seismic d a ta  recorded in the G ulf of Mexico 
after constant-velocity and exact v(z)  DMO processing. The steeply sloping reflection
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is energy from the vertical flank of a salt dome.
The test of any DMO process is how well both  dipping and horizontal reflectors 
are preserved in the stack. By adjusting the stacking velocities, any NM O-DM O-stack 
process can be tuned to enhance one particu lar dip a t the expense of the others, but 
the goal is to enhance all dips sim ultaneously. The v(z)  DMO result shows slightly 
b e tte r continuity of am plitude along the sloping reflector than  the constant-velocity 
result, w ithout degrading the flat-lying sediments.
The point is perhaps more clearly seen in the constant-velocity stacks of Fig­
ure 2.13. These panels have been com puted for a small window taken from the center 
of the stacked sections of Figure 2.12. W hile stacking velocities vary w ith tim e, a t any 
particu la r tim e only a single velocity may be used. Therefore DMO can be judged by 
how well it equalizes the stacking velocities for dipping and horizontal reflections a t 
a given tim e.
Consider the steeply sloping salt flank reflection in the stacked sections. This 
corresponds to the sloping reflection seen in the constant-velocity stack panels a t 
abou t 2.6 s. T he horizontally-lying sedim ents adjacent to the salt appear as the flat 
reflections cu tting  through the sloping reflection. The strongest and m ost continuous 
stack of the horizontal reflections is seen when the velocity is somewhere between 2.10 
and 2.15 km /s.
The constant-gradient tests suggest th a t constant-velocity DMO removes too 
much moveout from sloping reflections. Therefore, using a slightly lower velocity 
m ight be expected to b e tte r stack the sloping reflection. Figure 2.13.a confirms this 
hypothesis: the sloping reflection is best stacked w ith a velocity somewhere between 
2.00 and 2.05 km /s. U nfortunately, using th is velocity would over-correct the hori­
























F ig . 2.12. Stacked sections near a salt dome processed w ith 
(a) constant-velocity DMO and (b) v(z)  DMO.
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(b)
.13. Constant-velocity stacks for a window extracted  from the stacks of 
Figure 2.12. (a) Constant-velocity DMO. (b) v(z)  DMO.
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Exact v(z)  DMO (Figure 2.13.b) has equalized the stacking velocities of the dip­
ping and horizontal reflectors. In particu lar, the reflections a t 2.6 s stack best a t a 
velocity between 2.10 and 2.15 km /s, regardless of dip. Thus, v(z)  DMO has suc­
cessfully m ade the stacking velocities independent of dip. The result is the improved 
continuity  of the sloping reflection seen in the stacked section of Figure 2.12.b.
Careful com parison of the constant-velocity stacks reveals th a t v(z)  DM O has 
altered  the horizontal reflections as well as the sloping reflections. Unlike o ther DMO 
im plem entations, this form ulation does affect reflections from horizontal layers. As 
described in C hapter 4, the differences are due to errors in the Dix approxim ation 
used to  apply NMO (see, e.g., Yilmaz, 1987, pp. 159-160). The approxim ation breaks 
down a t long offsets and small tim es when the velocity varies w ith depth. Since the 
v(z)  DM O m ethod used here employs ray tracing through the stratified  m edium  to 
determ ine traveltim es, it in effect removes the NMO applied w ith the Dix approxi­
m ation  and reapplies the exact, ray-traced NMO for flat layers a t the sam e tim e it 
applies the DMO correction.
Figure 2.14 shows the corresponding constant-velocity stacks for squeezed DMO. 
Like v(z)  DM O, squeezed DMO has equalized the stacking velocities of the  dipping 
and horizontal reflections a t 2.6 s. The result is very sim ilar to  the previous v(z)  DMO 
result, though horizontal reflections have not been altered.
Figure 2.15 shows the interval velocity function as well as the corresponding rms 
velocities used for v(z)  DMO correction. Figure 2.16 shows a DMO im pulse response 
for 3.0 km offset, superim posed on the corresponding constant-velocity operator for 
an NMO tim e of 6.0 s. Unlike the previous operators, this curve now shows four  
branches. The constant-velocity operator m atches the actual operator only in the 
sm all curved region near the apex. As the velocity layering becomes more general,
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F ig . 2.14. Constant-velocity stacks com puted using squeezed DMO.
the shape of the im pulse response becomes more com plicated.
Figure 2.17 shows several DMO im pulse responses for 3.0 km offset, superim posed 
on the corresponding constant-velocity operators. As m ight be expected the errors 
are m ost severe a t early tim es. Also note th a t the w idth of the operator decreases 
w ith tim e until 4.0 s, bu t then begins to increase again. This is in contrast w ith the 
constant-velocity operator, which decreases m onotonically in w idth w ith time.
The precise shape of the DMO impulse response is highly dependent on the 
details of the velocity function. DMO, however, is generally applied early in the 
seismic processing flow, before detailed knowledge of velocity function is available. 
Because the constant-velocity stacks for v ( z ) DMO and squeezed DMO, as well as 
the  corresponding stacked sections, are so sim ilar for these data , there is little  benefit 



















FlG. 2.15. The interval velocity function (gray) and corresponding rm s velocities 
(black) used to  process the d a ta  of Figure 2.12.
Distance (km)





FlG. 2.16. DMO operator for 3.0 km offset and NMO tim e of 6.0 s. This operator 























Fig. 2.17. Several DMO operators for 3.0 km offset and the velocity function of 
Figure 2.15. The corresponding constant-velocity DMO operators are shown in gray.
T-4173 27
offered by squeezed DMO is adequate and probably more appropriate, since it requires 
only an estim ate  of the velocity profile, not a detailed interval velocity function.
2.3 C ost
Even when the velocities are well-determ ined, the improved accuracy of v(z)  
DM O comes a t the  cost of increased com pute tim e. Com pared to  conventional and 
squeezed DMO applied via fast Fourier transform  through logarithm ic stretching of 
tim e (Notfors and Godfrey, 1987), this m ethod takes anywhere from twice to ten 
tim es as long, depending on the param eters of the problem.
All the d a ta  were processed on an IBM RS/6000 Model 520 w orkstation. The 
synthetic  d a ta  exam ples consisted of 360 CM P gathers containing 30 offsets for a 
to ta l of 10 800 traces. Each trace was 251 samples long, and the to ta l size of the 
da tase t was approxim ately 10 m egabytes. The processing tim es are given in Table 2.1. 
Com paring CPU tim es shows th a t v(z)  DMO took over four tim es as long to  com plete 
as s tan d ard  DMO. If wall clock tim es are com pared, however, v(z)  DMO is only twice 
as expensive. I believe the wall clock tim es are closer to  each o ther because of the 
significant am ount of tim e spent reading from and w riting to disk. B oth m ethods, 
of course, spend roughly the sam e am ount of tim e perform ing disk I /O , bu t it is a 
larger fraction of the to ta l tim e for conventional DMO.
The G ulf of Mexico d a ta  consisted of 600 CM Ps of 30 offsets each, giving 
18 000 traces. The traces were 751 sam ples long and the da tase t was approxim ately 
51 m egabytes in size. Table 2.2 shows the CPU  and wall clock tim es for DMO pro­
cessing on the same w orkstation. The exact v(z)  DMO is now approxim ately seven 
to  nine tim es as expensive. Note th a t for this dataset, the tim e spent reading from 
and w riting to disk is less significant, so the wall clock and CPU tim e ratios are more
T-4173 28
Table 2.1. Com pute tim es in m inutes and seconds for synthetic d a ta  tests.
CPU tim e wall tim e
v(z)  DMO 4:53 9:33
DMO 1:10 4:57
ratio 4.2 1.9
Table 2.2. Com pute tim es in hours and m inutes for Gulf of Mexico data .
CPU tim e wall tim e
v(z)  DMO 4:33 5:56
DMO 0:31 0:52
ratio 8.8 6.8
consistent w ith each other.
The survey param eters of the G ulf of Mexico d a ta  are, of course, m ore typical 
of exploration seismic d a ta  than  those of the synthetic data . Therefore I m aintain  
th a t v(z)  DMO can be characterized as being five to  ten tim es as expensive as log- 
stretched DMO by Fourier transform  for realistic datasets. W hether the added cost 
results in significantly improved stacked d a ta  depends on the particu lar da tase t and 
velocity model. In this case, it did not.
These exam ples have dem onstrated  the effectiveness of v ( z ) DMO processing 
over constant-velocity DMO and, in some cases, squeezed DMO. The next chapters 
describe how I com pute and apply the v(z)  DMO correction for arb itrarily  layered 
velocity fields.
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C hapter 3 
D M O  B Y  D IP  D E C O M P O SIT IO N
There are m any ways of applying DMO correction to  seismic da ta . For exam ­
ple, the DM O process can be applied in the tim e-space dom ain via finite-difference 
m ethods (Bolondi et ah, 1982; Li, 1992) or w ith integral (i.e., Kirchhoff) schemes 
(Deregowski, 1985, 1987). A lternatively, DMO can be applied in the frequency- 
wavenum ber dom ain. The frequency-w avenum ber m ethods include H ale’s (1983, 
1984) original DM O by Fourier transform  m ethod, as well as its log-stretch vari­
ants (see, e.g., Notfors and Godfrey, 1987; Liner, 1990), and the dip-decomposition 
form ulation of Jakubow icz (1984, 1990).
The v(z)  DMO correction developed in C hapter 4 is m ost na tu ra lly  applied 
through an extension of th is last technique. M einardus and Schleicher (1991) and 
W itte  (1991) also use Jakubow icz’s m ethod to apply approxim ate v(z)  DM O correc­
tion. Here I describe DMO by dip decom position for constant velocity and lay the 
groundw ork for its extension to variable-velocity media.
3.1 D M O  for a single slope
H ale’s (1984) m ethod transform s NM O-corrected, common-offset seismic d a ta  
qn(tn ,x )  to the equivalent zero-offset section qo(to,x) in four steps. F irst, a  Fourier 
transform  over space takes the d a ta  from qn (tn,x)  to qn(tn,k).  Next, the frequency-
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wavenum ber representation of the zero-offset d a ta  is com puted by
roc
Qo(uJo,k)= dtn etuJoinAA ~ lqn(tn,k)  
Jo
(3.1)
where 2h is the source-receiver offset and
A  =
k 2h2\ 1/2
Finally, inverse Fourier transform s over frequency and wavenumber give the zero-offset 
d a ta  qo(to, x).
N ote th a t if the d a ta  were recorded a t zero offset (h =  0), A  = 1 and the integral 
transform  of equation (3.1) reduces to  a Fourier transform  over tim e. In th is case 
DM O does nothing because the d a ta  are already a t zero-offset.
In general, however, A  ^  1 and equation (3.1) is not a Fourier transform . This 
integral transform  then becomes com putationally  intensive because it cannot be per­
formed by F F T . Hoping to reduce the cost of DMO processing, Jakubow icz (1984, 
1990) developed a clever technique for applying the moveout correction to  the d a ta  
one slope a t a time.
For a  flat reflector dipping a t an angle 6 in a  m edium  of constant velocity u, the 
relationship  between zero-offset tim e tQ and NMO tim e tn a t a common m idpoint is
4h? sin2 6
(Hale, 1984). By noting th a t po = 2 sin 0 /v  =  k / luq, where po =  d t ^ /d x  is the reflec­
tion slope m easured on a zero-offset section, Jakubowicz (1990) wrote this relationship
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as
t 2n = t l - p 20h2. (3.2)
N ote th a t for a single reflection slope, DMO reduces to a simple slope-dependent 
m oveout operation.
As a result, H ale’s DMO form ula (3.1) can be w ritten  for a  single slope p0 =  k/u)Q
as
~  r°°
Q 0(uj0 lk ) =  /  dt0 el“ot°qn[tn (to,p0) ,k\.  (3.3)
Jo
By defining
q0(t0,k)  = qn[tn{t0,Po),k], (3.4)
equation (3.3) becomes
~  r°°
Qo(^o, k ) =  dto elu>ot°qo(to, k),  (3.5)
Jo
which is sim ply the  Fourier transform  of the in terpolated  d a ta  qo(to, k).
Equations (3.4) and (3.5) are equivalent to H ale’s form ula (3.1), b u t only for the 
particu la r value of reflection slope po used in com puting the moveout in equation (3.2). 
T he moveout is incorrect for all o ther slopes.
3.2 C om bining th e  slopes
Jakubow icz’s m ethod proceeds by decomposing the zero-offset section Qo(uo,k)  
into its com ponent slopes. The contribution of each slope com ponent is com puted 
separately  via equations (3.4) and (3.5). For this reason, the m ethod is som etim es 
referred to  as DM O by dip-decomposition (Hale, 1988), or, perhaps more precisely, 
reflection slope-decom position.
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Since each com ponent Qoi^ojk)  is only correct for the particu lar value of po 
used in com puting the slope-dependent moveout, the com ponents m ust be filtered 
to  remove o ther slopes before they are recombined to form the zero-offset section. 
T his filtering can easily be perform ed in the frequency-w avenum ber dom ain. Each 
slope com ponent Qo(^o, k) contributes to the zero-offset d a ta  Qo(<^o, k) only for those 
frequencies and wavenumbers such th a t k/cjQ is near the particu lar slope p Q used in 
equation (3.4). Thus, each com ponent contributes to the zero-offset section along a 
wedge-shaped region centered about the line k j cjq =  Po• The portion of Qo(uJo-,k) 
outside th is wedge is discarded. Since the slope-dependent moveout function (3.2) is 
sym m etric abou t po — 0, bo th  positive and negative slopes can be processed together.
This slope-filtering procedure is illustrated  in Figure 3.1. Here the frequency- 
wavenumber plane has been decomposed into four reference slopes A T h e  contri­
bution of each slope to the zero-offset section is com puted via equations (3.4) and 
(3.5), and the portions of the cjQ-k plane for which k/ujQ is near ±A,- are sum m ed into 
the zero-offset da ta . Figure 3.2 sum m arizes the entire DMO by dip-decom position 
algorithm .
Jakubow icz (1990) showed th a t the dip-decom position technique is equivalent 
to H ale’s (1984) DMO by Fourier transform  form ulation provided th a t the sam pling 
of reflection slope is sufficiently fine. Hale (1988) derived a sam pling criterion th a t 
avoids spatia l aliasing of the zero-offset data.
W hile Jakubowicz originally developed the dip-decom position stra tegy  to  reduce 
the cost of DMO processing, several authors (e.g., Notfors and Godfrey, 1987; Liner, 
1990) have since published techniques th a t approxim ate H ale’s DMO integral (3.1) 
by a Fourier transform  through logarithm ic stretches of tim e. Thus, DMO can be 




Fig. 3.1. Each slope com ponent Qi(tOQ,k) contributes to the zero-offset section only 
for those slopes near the reference slope po =  A, used to com pute th a t com ponent. 
A fter Hale (1988).
dip-decom position approach. Dip-decom position, however, can easily be extended to 
v(z)  DMO processing. M einardus and Schleicher (1991), W itte  (1991), and I all apply 
v(z)  DMO via Jakubow icz’s technique.
W hen the velocity varies, the DMO m apping tn (to,po) can no longer be calcu­
lated  from equation (3.2). For simple velocity functions, one could hope to  derive 
an analytic  expression for the DMO m apping (see, e.g., D ietrich and Cohen, 1992). 
R ather than  restrict myself to a few specialized velocity functions, in the next chap-
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D M O  b y  d ip -d e c o m p o s it io n :
Fourier transform NMO-corrected data qn(tn , x ) to qn{tn ,k)  
Zero Qo(wQ,k) accumulator 
For all wavenumbers k {
For all reflection slopes p 0 {
Compute q0(t0,k)  =  g„[t„(*o,Po), k] 
by interpolation 
Fourier transform qo(to,k) to Qo(uio,k) 
SumQo(ujQyk) into Qo(ujQ,k) 
for  | k / ujq | near p0
}
Inverse Fourier transform Qo(wo-,k) t° qo(to,k)
}
Inverse Fourier transform qo(to,k) to qo(to,x)
F ig . 3.2. D ip-decom position algorithm  for com puting the DM O-corrected zero-offset 
d a ta  qo(to,x) from the input NM O-corrected d a ta  qn(tn ,x)  for one common-offset 
section.
te r I show how to com pute the DMO m apping for any  velocity function which varies 
arbitrarily w ith depth. Once the DMO m apping has been tabu la ted  by th is proce­
dure, it is a  sim ple m a tte r  to use it in the DMO by dip-decom position form ula of 
equation (3.4).
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C hapter 4 
C O M P U T IN G  T H E  v( z)  D M O  M A P P IN G
As shown in the previous chapter, to  perform  v(z)  DMO by dip-decom position 
one m ust first com pute the slope-dependent relationship between NMO tim e t n and 
zero-offset tim e to- I refer to th is relationship as the DMO m apping t„(to ,po), noting 
th a t  it is, of course, also dependent on the source-receiver half-offset h. In an effort 
to  simplify the notation , th is dependence is not explicitly shown. In th is chapter 
I describe a m ethod of determ ining th is m apping for an arb itrary  depth-dependent 
velocity function.
4.1 R ayp ath  geom etry
I use a ray-tracing m ethod (Slotnick, 1959) to  determ ine this m apping for the 
variable velocity problem . The details of the ray-tracing are described in A ppendix A. 
Since the velocity of the m edium  varies w ith depth  only, the ray-tracing need only 
be perform ed for a single surface location. Rays leaving from other surface locations 
are sim ple la teral translations of the traced rays. Since rays do not need to be traced 
from every surface location, the v(z)  m ethod is potentially  efficient.
Each ray is tab led  as three functions of the ray param eter p and the two-way 
traveltim e along the ray t, as shown in Figure 4.1. The com puted quantities are the 
la tera l d istance traveled by the ray x(p , t ) ,  the two-way vertical traveltim e r(p , t), and 
the propagation angle 0(p, t). The vertical traveltim e r(p , t) is analogous to the depth  
of the ray, stretched according to dr  j d z  — 2/v(z) .  Since seismic d a ta  are recorded as
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functions of tim e, it is more convenient to work with r  than  the depth  z. The interval 
velocity function of the m edium  v(r)  is assumed to be known.
FlG. 4.1. Rays are traced through the m edium  and x, z (or r ) ,  and 0 are tabu la ted  
as functions of the ray param eter and the tim e along the ray.
Now th a t the ray tables have been constructed, the task is to find com binations 
of rays th a t m eet several conditions th a t describe the DMO transform ation. One 
such com bination (or trio) of rays is shown in Figure 4.2. Consider a sam ple of d a ta  
recorded a t tim e t — t sg with source-receiver offset 2h. The ray leaves the source 
and travels downward to the reflector, where it is reflected back up to  the receiver. 
The to ta l tim e along the pa th  is the recording tim e t sg, and the two segments of the 
p a th  are referred to  as the source ray and the receiver (or geophone) ray , respectively. 
Together, NMO and DMO transform  this sam ple of finite-offset d a ta  to  the equivalent 
zero-offset d a ta  th a t would be recorded at the zero-offset location Xq a t tim e t$.
Initially, only the half-offset h and the recording tim e t sg are known. For each 
zero-offset slope po, the problem  is to find the corresponding trio  of rays and, conse­
quently, the two-way tim e along the zero-offset ray tQ and the zero-offset location xq.
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Z t
FlG. 4.2. D iagram  showing a DMO raypath  trio. All three rays m ust term inate  a t 
the reflection point and the zero-offset ray bisects the angle formed by the source ray 
and the geophone ray. The zero-offset ray is norm al to the reflecting surface a t the 
reflection point.
This (xQ,to) pair gives one point on the DMO operator. The entire operator is con­
structed  as the locus of points (^o^o): where each point corresponds to a different 
value of po. In the following sections I show how to com pute these points and the 
DM O m apping.
4.2 S ystem  o f equations
T he source ray, w ith ray param eter p s, leaves from x  =  —h and term inates a t 
the reflection point (xr , z r). Similarly, the geophone ray departs from x  = h w ith 
ray param eter pg, while the zero-offset ray leaves from the given zero-offset location 
Xq w ith ray param eter p 0. Both rays m eet the ray from the source a t the reflection 
point.
Take the source-receiver half-offset /r, the recording tim e t sg, and the zero-offset
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ray param eter po as given. The ray param eters along the source and geophone rays, 
the  departu re  point of the zero-offset ray, and the tim es along all three rays have yet 
to  be determ ined. This gives a to ta l of six unknowns. However, the rays m ust satisfy
several conditions if they are to  form a valid raypath  trio.
T he first requirem ent is th a t all three rays term inate  a t the same lateral loca­
tion x v. Consequently, the ^-coordinates of the tips of the source, geophone, and 
zero-offset rays are, respectively,
x r = x (ps,2 t s) -  h (4.1)
=  x(pg,2tg) + h (4.2)
=  ̂ (P o ,*o)+ ^o , (4-3)
where x(p, t) is the la teral position function determ ined from ray tracing, as described 
above. E lim inating the unknown lateral location x r from equations (4.1)-(4.3) gives 
two relationships between the  six unknowns.
Furtherm ore, since the three rays also term inate a t the sam e depth  zr, they m ust 
also have the sam e vertical two-way tim e r r ,
Tr =  r{ps,2 ts) (4.4)
=  TiPgi2^ )  (4-5)
=  r{p0, t 0). (4.6)
Again, elim inating the unknown vertical tim e rr from equations (4.4)-(4.6) gives two 
m ore relationships between the unknowns.
The final condition is th a t the zero-offset ray m ust bisect the angle formed by 
the intersection of the source ray and the geophone ray. This ensures th a t the source
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ray and the geophone ray give a specular reflection at the reflection point and th a t 
the zero-offset ray is norm al to the reflecting surface there. T he propagation angle 
of the zero-offset ray a t the reflection point is thus the average of the  propagation 
angles of the source and geophone rays,
0 ( p o , t o )  =  7;\&(pa, 2 t s ) + 0 ( p g , 2 t g )].  (4.7)
Equations (4.1)-(4.7) now define a system  of five nonlinear equations in the six 
unknowns. However, the given recording tim e t sg yields the needed sixth equation. 
T he recording tim e is sim ply the sum  of the tim es along the source and geophone 
rays,
t sg = t a +  t g . (4.8)
E quation (4.8) can be used to im m ediately elim inate t s from the rem aining equa­
tions, leaving a  system  of five nonlinear equations,
0 =  x ( p g ,2 t g)  — x \ p 3, 2 ( t sg — t g ) ] + 2 h
0 =  x ( p g ,2 tg)  -  x ( p 0, t 0) +  h  -  Xo
0 =  r ( p g , 2 t g )  -  r [p „  2 ( t sg -  t g)] (4.9)
0 =  r { p g ,2tg)  -  r ( p 0,fo) ,
0 =  0 \ p s , 2 { t ag -  tg)] +  0 ( p g , 2 t g )  -  26>(poTo)
in the five unknowns .tq, p s: pg, tg, and to and three param eters /i, t sg, and pq.
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4.3 Solving th e  system
For each set of the param eters h, t sg, and po? I find th e roots of this system  
of nonlinear equations using m ulti-dim ensional New ton-Raphson itera tion  (see, e.g., 
Press et al., 1986, pp. 269-273). In this section I sum m arize the N ew ton-Raphson 
m ethod.
A system  of N  equations in the N  unknowns iq , u2, . • . ,  «jv can be w ritten  as
u2, ■ ■ • ,UN) = 0, i =  1 , 2 , . . . ,  N.  (4.10)
By defining the  TV-element vector of functions F =  ( / i ,  /h, • • •, /jv), and the N-e  lem ent 
vector of unknowns u  =  (ui,  112, . . . ,  wjv), equation (4.10) is com pactly w ritten
F(u) =  0. (4.11)







where d F / d u  is the N  x N  m atrix  of partia l derivatives
dF
d u
(  d f i / d u i  d f i / d u 2 
d f 2/d u i  d f 2/ d u 2
d f i / d u N \  
d f 2/ d u N
\ d f N/d u i  d f x  /  d u 2 . . .  d f Nj d u N )
(4.12)
(4.13)
Since equation (4.12) requires the inverse of th is m atrix , N ew ton’s m ethod will 
clearly fail if th is m atrix  is singular or near-singular. Furtherm ore, a nonsingular
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m atrix  does not guarantee convergence. B ut when the m ethod does converge, it does 
so quickly (Press et al., 1986, p. 270). Equation (4.12) is iteratively  applied to update 
u until equation (4.11) is satisfied to  w ithin some prescribed tolerance.
In the v(z) DMO application, N  =  5, the elements of F are the  right-hand-sides 
of the  equations in system  (4.9), and the elements of u are the unknowns xq, p S7 
pg, tg, and f0- I have found th a t typically five iterations are sufficient to  solve the 
system  to  w ithin an acceptable tolerance, and I have not experienced convergence 
problems. The first partia l derivatives needed for equation (4.12) are enum erated in 
A ppendix B.
It is clear th a t the equations in system  (4.9) have different dim ensions. The 
first two have units of length; the next two, time; and the last, angle. In some cases 
it m ay be necessary to use dimensionless variables and a dim ensionless system  to 
improve the  conditioning of m atrix  (4.13) for num erical purposes. I, however, did not 
encounter the need for such measures in my work. I sim ply used the na tu ra l units 
of exploration seismology: distances in m eters or kilom eters, tim es in seconds, and 
angles in radians.
4.4  E xtractin g  th e  D M O  m apping from  th e  so lu tion
As presented, the finite-offset recording tim e t sg was used as a  param eter of the 
system  and the zero-offset tim e and location were output. Therefore th is process takes 
finite-offset seismic d a ta  directly to zero offset, combining the operations of NMO and 
DMO. However, the typical seismic d a ta  processing flow perform s th is  operation in 
two steps: NMO correction, followed by DMO correction.
T his v(z)  DMO form ulation is easily pu t in this form by m aking the NMO 




=  *  +  w i n -  (4 -14)vrms\ Ln )
Here, VTms(t) denotes the root m ean square average of the interval velocity function 
of tim e v(t),
Kms(t) =  [ j ^  d iV ( s ) j
1/2
The resulting recording tim e is then used as a param eter of the system.
Figure 4.3 shows a  schem atic representation of a DMO im pulse response com­
puted  by th is procedure. The operator is constructed by first com puting t sg from the 
given NMO tim e, offset, and velocity function via equation (4.14). Next system  (4.9) 
is repeatedly  solved for particu lar values of the zero-offset ray param eter. The kine­
m atic constant-offset im pulse response is then formed by the locus of (zo(Po), to(Po)) 
points swept out as po is varied.
An im pulse a t tim e t n on the input NM O-corrected common-offset section is 
spread out along the DMO operator defined by these points. Note th a t the operator 
is shifted below the input tim e tn , im plying th a t v(z)  DMO moves d a ta  for which 
Pq =  0. W hile constant-velocity DMO has no effect on horizontal reflections, this 
form ulation does because it autom atically  corrects for the error in the small offset 
approxim ation in the Dix equation (4.14) used to com pute NMO. The error is m ost 
significant a t sm all tim es and large offsets. This v(z)  DMO form ulation first removes 
the approxim ate NMO correction from the d a ta  then applies the exact transform ation 
to  zero offset (sim ultaneous NMO and DMO correction).
To get the slope-dependent moveout required for DMO by dip-decom position, 
the zero-offset tim e £0 corresponding to a particu lar slope po m ust be projected back 
to  the m idpoint along the line tangent to the DMO operator a t (x0, t o). By definition,
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F ig . 4.3. T he kinem atic DMO im pulse response, shown here as the heavy elliptical 
arc, is found by solving system  (4.9) and param etrically  p lo tting  (^o(Po),^o(Po)) pairs 
for fixed t n and h .  To find the slope-dependent moveout needed for DMO by dip- 
decom position, t g  is projected back to the m idpoint along a line w ith slope p g .
the slope of th is tangent is dtg/dxg  =  po, so the projection is
=  to +  Po^’o-
It is actually  this t g  th a t is referred to as sim ply t g  in the DM O m apping t n ( t 0 , p g )  
required for applying DMO by dip-decom position. At th is point, however, t n is an 
independent variable and t g  =  t o ( t n , p o ) .  Inverse in terpolation is used to make t g  the 
independent variable. For a fixed value of po, assume th a t t g ( t n ) is a m onotonically 
increasing one function of t n . This ensures th a t no two NMO tim es t n correspond to
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the sam e zero-offset tim e tQ. Then linear interpolation can be used to find tn(to) for 
th a t slope, and tn (to:p0) in general.
The assum ption th a t to(tn) is m onotonic has not proven to  be a serious lim itation 
of th is scheme. In practice I have found th a t it tends to be violated only for large 
offsets and sm all tim es. Such d a ta  are often m uted as part of the NMO process 
anyway. To avoid these troublesom e areas, I com pute the m apping only for tim es th a t 
survive the user-specified NMO stretch m ute. W hen the problem  of non-m onotonicity 
arises elsewhere, I sim ply use linear extrapolation to com plete t n (to). This happens 
so infrequently th a t  I have observed no obvious adverse effect on the data.
4.5 Sum m ary and algorithm
The previous sections describe a m ethod for com puting the v(z)  DMO m apping. 
Com bined w ith the dip-decom position m ethod of C hapter 3, this yields a technique 
for applying v(z)  DMO correction to  seismic data . At th is point I shall sum m arize 
the steps of the algorithm  and address a few related com putational issues.
T he scheme for com puting the v(z)  DMO m apping t n (to,po) is outlined in the 
algorithm  of Figure 4.4. Note th a t rays are only traced through the m edium  once, 
due to the  laterally  homogeneous velocity field. Next, working w ith one offset a t a 
tim e, the DM O m apping is found for all NMO times and zero-offset slopes by solving 
system  (4.9) using N ewton-Raphson iteration  (equation (4.12)).
N ew ton-Raphson requires an in itial guess at the solution to s ta r t the iteration. 
For each value of h  and t n , the trial solution to  system  (4.9) for p 0 = 0 is determ ined 
assum ing a constant-velocity earth. For subsequent po , the final solution from the 
previous po is carried forward to the new p0 and used as the tria l solution there. 
Referring back to Figure 4.3, this means th a t first the point a t the apex of the
T-4173 45
C om p u tation  o f th e  D M O  m apping:
Compute ray tables x ( p , t ) , r (p , t ) ,  9(p,t)
For all half-offsets h {
For all NM O  times t n =  0, A t n , 2 A t n, . . .  {
Compute recording time via t2g = t2 +  4h2/ v2(tn) 
Compute trial solution to system for  po = 0, 
assuming v =  const =  V2 (tn)
For all Pq = 0, Ap$, 2 A p %,. . .  {
Refine trial solution to system using 
Newton-Raphson iteration 
Project to back to the midpoint with
t o ( t n , P o )  :=  t o ( t n i P o )  +  PO^O (^n , Po) 
Save the inverse DMO mapping to(tn ,p 0) 
Use final solution for  this po as 
trial solution for  next po
}
}
For all p i  =  0, Apjj, 2A p§,. . .  {
Compute the DM O mapping t n (^o>Po) from  
to(tnj Po) v^a inverse interpolation
}
Apply DM O via dip-decomposition to common-
offset section (as described in Chapter 3)
}
F i g . 4.4. A lgorithm  for com puting and applying v(z)  DMO correction.
operato r is found, corresponding to  po = 0. Successive points are boot-strapped  from 
the  previous point, sweeping out one limb of the operator as po is increased. (Since 
the operator is sym m etric about the m idpoint, it is not necessary to  trace out the 
o ther limb, which corresponds to po < 0.)
As po increases, the depth  of the reflection point gradually decreases. Eventually 
the reflection point reaches the surface of the earth . For a m edium  w ith constant 
velocity v th is occurs a t po = 2/v ,  while it is typically m et a t some fraction of
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2/^o for depth-variable m edia, where vq is the velocity a t the surface. The depth  of 
the  reflection point is m onitored in this scheme, and the loop over slope is broken 
when th is  occurs. Reflections in the seismic d a ta  w ith slopes greater th an  th is are 
evanescent and need not be processed.
T he slope sam pling is uniform in to avoid aliasing, as described by Hale (1988).
He showed th a t sam pling interval in p% m ust be
M p Z) <  T _ ,
where T  and F  are the m inim um  tim e of interest and the m axim um  frequency in 
the d a ta , respectively. S trictly  speaking, th is is only true for constant velocity, bu t I 
have found it to be an effective criterion for avoiding spatia l aliasing in the variable 
velocity problem  as well.
Since the DMO operators change slowly w ith tim e, the efficiency of the com­
p u ta tio n  may be im proved by sam pling the NMO tim es a t a  m ultiple of the tim e
sam pling interval of the data . In practice, I have found th a t A t n =  10A£ works well. 
The operators are linearly in terpolated  to the finer sam pling interval of the d a ta  when 
perform ing the  inverse in terpolation  from to(tn) to t n(tQ).
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C hapter 5 
C O N C L U SIO N
A ccurate poststack im aging of steeply dipping reflectors in a  m edium  where the 
velocity changes w ith depth  requires DMO processing th a t faithfully honors th a t 
velocity variation. W hile conventional DMO correction schemes assum e th a t velocity 
is constant, and while there are several approxim ate v(z)  techniques available now, 
the scheme presented here gives a m ethod for exactly com puting and applying DMO 
correction for a rb itrary  depth-variable velocity functions. Additionally, th is m ethod 
makes no assum ptions about the offset or reflector dip. This exact DMO m ethod 
properly handles energy reflected from vertical and even overhanging reflectors. An 
additional characteristic of th is m ethod is the removal of the errors a t long offsets and 
sm all tim es resulting from the assum ption of hyperbolic moveout in NMO correction.
Since the velocity of the m edium  is assum ed to be laterally  invariant, the cost 
of ray tracing  need only be borne once. Thus the tim e spent tracing  rays is an 
alm ost insignificant portion  of v(z)  DMO processing. Similarly, the DMO m apping is 
com puted ju s t once per offset, and it is applied to all d a ta  w ith th a t offset. Together, 
these efficiencies keep the cost of com puting the DMO correction low com pared with 
the cost of actually  applying it to  the d a ta  via dip-decom position, thereby m aking 
exact v(z)  DMO an affordable process.
The tests described in C hapter 2 indicate th a t v(z)  DMO can yield significant 
im provem ents over conventional DMO. Stacking velocities are be tte r equalized with 
th is m ethod, resulting in stacked sections w ith a wider bandw idth  of reflection slopes.
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T he price for increased accuracy is increased com pute times.
W hen com pared to an approxim ate v(z)  DMO (Hale and Artley, 1991), the differ­
ences are less significant. Given an accurate interval velocity model, exact v(z)  DMO 
can deliver higher accuracy than  approxim ate techniques. DMO, however, is typ i­
cally applied a t a stage in the processing flow when detailed knowledge of the interval 
velocities is unavailable. In fact, due to  the increased cost of exact v(z) DMO and 
its sensitivity to  the velocity model, it is probably more appropriate  to  use one of the 
approxim ate m ethods for handling vertical velocity variation.
In three dim ensions, the improved accuracy of this m ethod m ay prove to  be 
m ore significant. Squeezing constant-velocity DMO, for example, only improves the 
dip com ponent of the operator and does nothing to m atch the strike effects. Because 
the  3-D operato r has support in three dimensions (e.g., Perkins and French, 1990), 
squeezing the (two-dimensional) constant-velocity DMO operator is ineffective. In 
th is case, one could use th is exact m ethod, or one of the other approxim ate techniques 
(W itte, 1991; M einardus and Schleicher, 1991).
T he m ethod of C hapter 4 for com puting the DMO correction has already been 
extended to  three dim ensions (Godfrey, 1992). The system  of equations (4.9) grows to 
include equations describing the location of the reflection point in space. Similarly, the 
equation describing specular reflection of the source and geophone rays in 2-D would 
be replaced by equations describing the azim uthal and dip angles a t the reflection 
point. T he ray tracing tables rem ain unchanged, however, because the velocity field 
is only a function of depth.
Along w ith the increased accuracy of this m ethod, it is also highly flexible. Be­
sides the 3-D extension outlined above, changes to the ray tracing scheme and the 
system  of equations could extend this technique to DMO for mode-converted waves.
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Furtherm ore, recent work has indicated th a t anisotropy may have significant effects 
on recorded seismic d a ta  (see, e.g., Lynn et al., 1991; Gonzalez et al., 1992; Larner 
and Hale, 1992). A ppropriate changes to th is scheme would enable it to  handle DMO 
correction in anisotropic media.
T he issue of DMO am plitude can be handled by using dynam ic ray tracing 
(Cerveny, 1985). By adding the dynam ic ray tracing equations to  the kinem atic 
equations of A ppendix A, the geom etric spreading along each ray can be stored in 
the  ray tables along w ith the location and propagation angle. Then when the DMO 
correction is applied, the geom etric spreading inform ation could be used to  correct the 
d a ta  for divergence. This would be a prestack analogy to  the poststack dip-dependent 
divergence correction described by Fazzari (1992).
T-4173 50
R E F E R E N C E S
Artley, C. T ., 1990, Dip-moveout for depth-variable velocity: in Center for Wave 
Phenom ena report C W P -097, Colorado School of Mines.
Black, J. L., Cornish, B. E., Dingwall, K. A, G erhardstein, A. C., and M einardns, 
H. A., 1985, Velocity refinement for accurate m igration: preprin t published by 
Geophysical Service Inc.
Bolondi, G., Loinger, E., and Rocca, F., 1982, Offset continuation of seismic sections, 
Geophys. Prosp., 30, 813-828.
Cerveny, V., 1985, The application of ray tracing to the propagation of shear waves 
in complex m edia, in Dohr, G. P., Ed., Seismic shear waves, P a rt A: Theory; in 
Helbig, K., and Treitel, S., Eds., H andbook of geophysical exploration, Section 1: 
Seismic exploration, 15A: Geophysical Press.
C laerbout, J. F., 1985, Im aging the ea r th ’s interior: Blackwell Scientific Publications.
Deregowski, S. M., 1982, Dip-moveout and reflector point dispersal: Geophys. Prosp., 
30, 318-322.
Deregowski, S. M., 1985, An integral im plem entation of dip moveout: Presented a t 
the 47th M tg., Eur. Assn. Expl. Geophys.
Deregowski, S. M., 1986, W hat is DMO?: F irst Break, 4, no. 7, 7-24.
Deregowski, S. M., 1987, An integral im plem entation of dip moveout: Geophysical 
Trans, of the Geophys. Inst, of Hungary, 33, 11-22.
D ietrich, M., and Cohen, J. K., 1992, 3-D m igration to zero offset for a  constant veloc­
ity gradient: an analytical form ulation: submitted for  publication in Geophysical 
Prospecting; also published as Center for Wave Phenom ena report C W P -113.
Fazzari, F., 1992, A dip-dependent divergence correction: M.S. thesis, Colorado 
School of Mines; also published as Center for Wave Phenom ena report C W P - 
116.
Godfrey, R. J., 1992, DMO and V (z ) ,  62nd Ann. In ternat. M tg., Soc. Expl. Geophys., 
Expanded A bstracts, 952-954.
T-4173 51
Gonzales A., Levin., F. K., Cham bers, R. E., and Mobley, E., 1992, M ethod of 
correcting 3-D DMO for the effects of wave propagation in an inhomogeneous 
earth , 62nd Ann. In ternat. M tg., Soc. Expl. Geophys., Expanded A bstracts, 966- 
969.
Hale, D., 1983, Dip-moveout by Fourier transform : Ph.D . thesis, S tanford University; 
also published as Stanford Exploration P roject report SE P-36.
Hale, D., 1984, Dip-moveout by Fourier transform : Geophysics, 49, 741-757.
Hale, D., 1988, Dip m oveout processing, in Domenico, S. N., Ed., Course notes series, 
4: Soc. Expl. Geophys.
Hale, D., and Artley, C. T ., 1991, Squeezing DMO for depth-variable velocity: ac­
cepted for  publication in Geophysics; also published as Center for Wave Phenom ­
ena report C W P -112.
Jakubow icz, H., 1984, A sim ple exact m ethod of prestack partia l m igration: Presented 
a t the 46th Ann. M tg., Eur. Assn. Expl. Geophys.
Jakubow icz, H., 1990, A simple efficient m ethod of dip-m oveout correction: Geophys. 
Prosp., 38, 221-245.
Larner K., and Hale D., 1992, Dip-moveout error in transversely isotropic m edia 
w ith linear velocity, 62nd Ann. In ternat. M tg., Soc. Expl. Geophys., Expanded 
A bstracts, 979-983.
Levin, F. K., 1971, A pparent velocity from dipping interfaces: Geophysics, 36, 510- 
516.
Li, J ., 1992, Finite-difference m igration to  zero offset, 62nd Ann. In ternat. M tg., Soc. 
Expl. Geophys., Expanded A bstracts, 962-965.
Liner, C., 1990, General theory and com parative anatom y of dip moveout: Geo­
physics, 55, 595-607.
Lynn, W ., Gonzales A., and MacKay, S., 1991, W here are the fault-plane reflections?, 
61st Ann. In ternat. M tg., Soc. Expl. Geophys., Expanded A bstracts, 1151-1154.
M einardus, H. A., and Schleicher, K., 1991, 3-D tim e-variant dip moveout by the F K  
M ethod, 61st Ann. In ternat. M tg., Soc. Expl. Geophys., Expanded A bstracts, 
1208-1210.
Notfors, C. D., and Godfrey, R. J., 1987, Dip moveout in the frequency-wavenumber 
dom ain: Geophysics, 52, 1718-1721.
T-4173 52
Perkins, W. T ., and French, W. S., 1990, 3-D m igration to zero-offset for a  constant 
velocity gradient: 60th Ann. In ternat. M tg., Soc. Expl. Geophys., Expanded 
A bstracts, 1354-1357.
Press, W . H., Flannery, B. P., Teukolsky, S. A., and Vetterling, W . T ., 1986, Num er­
ical recipes: Cam bridge Univ. Press.
Slotnick, M. M., 1959, Lessons in seismic com puting: Soc. Expl. Geophys.
W itte , D., 1991, Dip moveout in vertically varying m edia, 61st Ann. In ternat. M tg., 
Soc. Expl. Geophys., Expanded A bstracts, 1181-1183.
Y ilm az, O., 1987, Seismic d a ta  processing: Soc. Expl. Geophys.
T-4173 53
A p p en d ix  A
v( z)  R A Y  T R A C IN G
In th is appendix  I derive the v(z)  ray-tracing equations needed to  com pute the 
ray tables described in C hapter 4. The objective is to find the horizontal distance 
x , dep th  z, and propagation angle 0 a t the tip  of the ray as functions of the tim e t 
along the ray and the ray param eter p, as illustrated  in Figure A .I. Slotnick (1959,
F ig . A .I. D iagram  showing the ray-tracing problem. The objective is to com pute x , 
z, and 0 as functions of the ray param eter and the tim e. Note th a t the upper ray is 
m ulti-valued as a function of depth. For this reason the rays are more conveniently 
param eterized by their traveltim e.
pp. 201-204) derived sim ilar equations, but he took the tim e along the ray as a
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dependent variable and instead found x , t , and 9 as functions of the depth. However, 
this param eterization  results in functions th a t are double-valued a t depths above the 
tu rn ing  depth  and undefined below.
For exam ple, note th a t in Figure A .l the upper ray crosses the depth  z' twice. 
In th is  case, x(z' ) ,  t ( z ' ), and 0(zr), each have two d istinct values corresponding to  the 
downgoing and upgoing portions of the ray. Conversely, the ray does not penetrate  
below the turn ing  depth , and thus the  functions are undefined there. Param eterizing 
the rays as functions of the tim e along the ray ra ther than  the dep th  avoids this 
com putational difficulty because the rays are single-valued in these param eters.
To derive the ray-tracing equations, consider the small piece of a raypath  shown 
in Figure A .2. The tim e interval A t  is taken to be small so th a t the velocity v can 
be assum ed to  be constant. As a result, the ray is stra igh t over th is interval. Ray 
bending is handled by applying Snell’s law to update the propagation angle as the 






FlG. A .2. G eom etrical relationships used in deriving the ray-tracing equations, 
(a) Triangle used to find the to ta l derivatives dxjdt, and dz /d t .  (b) For p = d t . /dx , 
holding z constant.
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A pplying sim ple trigonom etry to  the triangle in Figure A.2.a gives




These two equations describe how x  and z  change w ith tim e and will be used to  trace 
the  ray through a layer w ith 6 constant.
T he equation used to  update  9 is found by differentiating Snell’s law for the
as the change in arrival tim e of the wavefront w ith horizontal distance observed a t a 
fixed depth  z.
From the resulting triangle, Snell’s law is
sin#
or, rearranging,
For a v(z)  m edium  the ray param eter is constant along the ray (Slotnick, 1959), so 
differentiating th is equation with respect to tim e gives
propagation  angle. As shown in Figure A.2.b, the ray param eter p = d t / d x  is defined
sin 6 = pv. (A.3)
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S ubstitu ting  d z /d t  from equation (A.2) yields
dO dv
dt = PVdz’ ( A '4)
which describes the bending of the ray as it moves through layers of differing velocity.
E quations (A.2) and (A.4) are w ritten  explicitly in term s of the dep th  z. As 
discussed earlier in C hapter 4, it is generally more convenient to work w ith the vertical 
tim e r ,  where






Using the chain rule, equations (A.2) and (A.4) become, respectively,
dr
—— =  cos# (A.5)
dt y J
and
dO dv , .
T t = PTr ^
Next, use Snell’s law (equation (A.3)) to write equation (A .l) explicitly in term s 
of the ray param eter p :
dx  o  ,  .
T t = p v . (A.7)
Equations (A .5) and (A.6) together w ith equation (A.7) are in tegrated num eri­
cally to  construct the ray tables x ( p , t ), r(p , t ) ,  and 9(p,t) .  These equations are the 
keys to  the ray-tracing function used in my v(z)  DMO program . W hile they were 
derived here using the one-way traveltim e along the ray t and the one-way vertical
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tim e r ,  the equations can im m ediately be converted to the corresponding two-way 
tim es sim ply by using half-velocities, as described by, e.g., C laerbout (1985).
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A p p en d ix  B  
SY ST E M  OF E Q U A T IO N S A N D  T H E IR  
PA R TIA L D ER IV A TIV ES  
B . l  O verview
Here I present the system  of equations describing the raypath  trio  and the partia l 
derivatives needed for solving the system  using N ew ton-Raphson iteration.
As developed in C hapter 4, the five equations /,• =  0 are
f l  •X'i.Pgi ^ tg) '^\Psi ^(tsg tg)] ~h
f 2 =  x(pg,2tg) -  x(pQ, t 0) +  h -  x 0
fa =  r{pg,2 tg) - r \ p s,2{ tsg- t g)] ( B . l )
fa =  T{pgy2tg) -  T(p0, t 0)
fa =  6\Ps,2(t3g - t g)] + 0 ( p g,2tg) - 2 0 ( p Q, t o),
where the fa = f i (xo ,p s,Pg, t g, t o i h , t sg,po) are functions of the five variables and the 
three param eters fi, t sg, and pq.
N um erically solving the system  with N ew ton’s m ethod requires th a t the equa­
tions and their first partia l derivatives be evaluated a t a given tria l solution. However,
the functions x(p, t ) ,  r(p, t ) ,  and 9(p,t)  th a t appear in the equations are no t com­
puted  continuously, m aking direct evaluation of the equations im practical. R ather, 
they have been previously tabled a t regular intervals of the ray param eter p  and
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the two-way tim e t. L inear in terpolation between the nearest tab led  values is used 
to evaluate the functions a t the required points, while the partia l derivatives are 
approxim ated by finite-differencing the adjacent tabled values.
One subtlety  is the evaluation of the functions and their derivatives for values 
of p  <  0. Consider the raypath  trio  for po =  0 depicted in Figure B .l. Since the 
zero-offset ray travels straigh t down in this case, the reflection point is directly below 
the m idpoint. Note th a t the reflection point is to  the left of the receiver location, 
and hence pg is negative. Similarly, pg will be negative for sm all values of po >  0. 
Therefore I require a  m ethod for evaluating the ray functions for negative p.
z  t
F ig . B .l. A DMO raypath  trio  for pq =  0. (Com pare w ith Figure 4.2.) Note th a t 
pg <  0 in th is case because the geophone ray takes off to  the left of vertical.
Because the m edium  is laterally  invariant, the rays are sym m etric w ith respect 
to  their takeoff angle. The takeoff angle of a ray w ith ray param eter — p  is the 
negative of th a t of the ray w ith ray param eter p, so the rays are sim ply horizontal 
reflections of one another. Hence, x  and 9 are odd functions of p, while r  is even.
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Since the derivative of an odd function is even and vice versa, d x / d p  and 3 6 / dp are 
odd functions of p  and d r / d p  is even. These relationships are used to evaluate the 
functions for negative p  using values tabu la ted  only for p >  0.
B .2  F irst partial derivatives
P artia l differentiation of the  equations is straight-forw ard, though derivatives 
w ith  respect to tg, a one-way traveltim e, require the chain rule because the functions 
are tab led  in term s of two-way traveltim e. Tabulated here for com pleteness are the 
first partia l derivatives of the equations of system  (B .l), as required for the Newton- 
R aphson itera tion  described in C hapter 4.
For the first equation of the system ,
f l  — %iVgi %\Psi 2>(tSg tg)\ 4“ 2/l,
the  first partia l derivatives are
dh_ 











d p X p=Ps
« 3 / 
d t X
P — P g
t—2t.
d
+  2 — x(ps,t)
t  2  { t a g  t g )
=  0 .
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Similarly, the first partia l derivatives for the second equation of the  system ,







d f 2 d  /  \
—  =  Tpx(p,2tg)
^  =  2 — x(p t)
dtg d t " 9' ’
d h  d  f , 
= ~ F t x M
For the th ird  equation of system  (B .l),
P = P g
t = 2 t
t = t 0
h  =  T{pg ,2tg) -  T\p3,2(t ,g ~  tg)],











Q p T \ P ^ ( t s g




P = P g
t = 2 t t  2  { t a g  t g )
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d fs
=  °-d t0
Next, the fourth equation of system (B .l),
f i  =  T { j > g ,  2t g )  -  T ( p 0 , t 0 ) ,
has these first partial derivatives:
d /4 
d x 0 








Finally, the partial derivatives of the remaining equation of the system,
=  0
=  0
§-p r{p,  2tg)
2 ^ r ( p g , t )




















9(p , 2 tg)
P — Pg
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dh 0 d 
&ra = 2 Wte(p° ' t]' 9
d h
t = 2 t c t  —  2 ( t a g  t g )
d
dt0 = - 2 m e(P0’t}
t  =  t o
