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The problem of curve evolution as a function of its local geometry arises 
naturally in many physical applications. A special case of this problem is the curve 
shortening problem which has been extensively studied. Here, we consider the 
general problem and prove an existence theorem for the classical solution. The 
main theorem rests on lemmas that bound the evolution of length, curvature, and 
how far the curve can travel. 0 1992 Academic PI~SS, h. 
1. INTRODUCTION 
In this paper, we study certain evolution equations of embedded plane 
curves where the speed of the deformation is a function of the curvature, 
and whose direction is in the normal direction. 
The curve evolution problem is relevant in applied sciences. The study of 
immersed closed curves evolving as functions of their curvature has been 
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carried out for crystal growth [9,2], flame propagation [13, 14, 123, and 
curve shortening [4,6]. We would like to investigate properties of 
the classical solutions of these evolution equations. As pointed out by the 
referee, similar work has been done independently by [l]. Finally the 
equations we use for the curvature of a plane curve evolving according to 
the general law given below are classical; see, e.g., [3]. In a sequel we plan 
to consider the weak solutions when shocks develop [ll, 10, 123. 
The research has been motivated by the study of certain problems in 
computer vision [7, S]. Indeed, we are interested in studying the problem 
of shape perception, and explicitly in the reconciliation between the parts 
versus protrusions dichotomy in computer vision. This paper is primarily 
concerned with providing a rigorous basis to these results. 
The authors thank Professor Ciprian Foias for some very helpful conver- 
sations on this paper, especially about Lemma 4.2.1. 
1.1. Notation 
We will now set up some of the basic notation and concepts which we 
will need in what follows. 
Let %?(s, t) : S’ + R* be a family of embedded curves where t denotes 
time and s parameterizes each curve. We assume that this family evolves 
according to the evolution equation 
-g = a(s, t) T + p(s, t) N 
(1.1) 
where N is the outward normal, K is the Gaussian curvature, and a, fl are 
arbitrary functions. For each deformation (a, p}, there exists another 
deformation (0, fi’} such that the resulting traces of curves are equivalent 
[5]. Furthermore, we constrain the deformations to be determined by the 
local geometry of the curve; i.e., fl should be a function of curvature [S]. 
Therefore, we consider the case a(s, t) = 0 where j? is typically of the form 
P(K) = 1 - EK. Assume that %, = %?( ., t) is a C2-classical solution on some 
interval [0, t’)( t’ < co). Thus we are considering C* solutions of the system 
au 
-g = fi(K(S, t)) N 
%(s, 0) =%&e,(s). 
(1.2) 
(Note that we do not rule out the possibility that a C2-solution may exist 
for all t B 0.) 
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g(s, t) := $ = [x% +yp I I 
denote the length along the curve. The arc-length parameter s” is then 
defined as 
;((s, t) : = 1’ g((, t) d(. 
0 
Let the positive orientation of a curve be defined so that the interior is to 
the left when traversing the curve. The tangent, curvature, normal, orienta- 
tion, and length are defined in the standard way. We will take the normal 
to be pointing outwards, where the inward or outward is determined by the 
interior, or equivalently by the orientation of the curve. We then have that 
T := $;g, 
1c:= ~~~=~~!& 
- dT/dF - 1 8T -_ -=--, 
N ‘- ( ~T/I%( Kg as 
0:= L(T,x) 
L(t) : = j;= g(s, t) ds. 
We also define a quantity which we will call length-squared by 
L’*‘(t) : = s,z^ g2(s, t) ds. 
Finally, we let 
l?(t) := I *’ IK(s, t)l ds, 1) a’s 0 
denote the total absolute Gaussian curvature. 
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2. ON GENERAL CURVE FLOW 
In this section we will derive the evolution equation for the tangent T, 
normal N, metric g, curvature rc, orientation 0, and length L, for families 
of curves satisfying ( 1.1). 
It is easily established that 
dT 
ds- - -lcgN 
aN - = rcgT, 
as 
which will be used in the foIlowing proofs. Note that these evolution 
equations are for the general deformation { CI, /I>. 
Moreover, we can compute that the metric g evolves as 
w a a% as9 -=- -- ( > at at as' as 
=2($jZ) 
=2($,-g) 
=2 gT,; [crT+flNl) 
i 
Hence, we see that 
ag 
-=a,+/hcg. at 
In the special case of a = 0, 
We will need the following change of partials for computing evolution 
equations: 
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ad a ia --=- -_ 
[ I at aJ at gas 
-g a iaa 
=2-+--- g as g at as 
Next we have the following evolution equation for tangent: 
8~ a asf -=-- 
at at as 
Similarly, for the normal we see that 
= -i [fl, - alcg] T. 
Next we define the orientation of a curve as the angle the tangent makes 
with the x-axis. Let T = (cos(O), sin(O)), so that N = (sin(O), -cos(O)). 
Then, 
BT 
at= (-sin(O), cos(B)) E 
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Therefore. 
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As for curvature, we compute that 
aK a a9 -=-- 
at at a; 
=$ [a.y+PKgl$+$ -3 [ ai+.q 
For the length, we derive 
aL a 2~ -=- 
i at at o gb, f) ds 
= s 2~ w, t) ds 0 at 
zz 
5 ,:' [a.? + ikl & 
and similarly for length-squared, 
aL(*) a h 
-=at 0 at I g2b, 1) ds 
= 
i 
*n ag*(s, f) ds 
0 at 
s 
2n 
= Ma, + kg1 ds. 
0 
We now specialize to the case B(K) = 1 - EK which is a common model 
frequently used in applications such as flame propagation, crystal growth, 
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among others. First, we can easily show in this case that the metric evolves 
according to 
Second, for the tangent and normal we have 
aT EK, -- 
at= g 
N. 
--2 . dN EK T 
at g 
Next, the orientation evolution is governed by 
a0 EIC 
-=s 
at g’ 
Similarly, one can show that the evolution equation for curvature is 
z = &Kjf + Ed - lC2. 
Finally, length evolves as 
s 
2a 
&=2X-E Ic *g ds. 
0 
It is also useful to further constrain the flow and obtain evolution 
equations for the particular case of E = 0, or P(rc) = 1, for which we have 
ag 
;jt=q5 
aT 0 -= 
at ’ 
aL 
z=2”. 
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The evolution equation for curvature may be solved explicitly as 
K(S, t) = 
K(S, 0) 
1 + K(S, 0) t’ 
This implies that the classical solution will fail to exist when 
-1 t=- 
K(S, 0)’ 
Hence, if the initial curve to (1.2) is convex, the equation will have a 
classical solution for all time. 
The metric equation may also be solved as 
ag 
& = K(S, 0) 
g 1 + K(S, 0) f 
aIno= K(S, 0) 
at 1 + K(S, 0) t 
ah(g) ah(l+K(S,O)t) 
-----z 
at at 
ln(g(s, t))-ln(g(s,O))=ln(l+~(s,O)t)-In(l) 
ln(g(s,t))=ln(g(s,O))+ln(l+~(s,O)t) 
cd& t) = g(s, o)(l + K(& 0) t). 
Hence, the metric changes linearly in time with a curvature dependent coef- 
ficient. In particular, for negative curvature the metric decreases to zero at 
exactly the time the shock is formed. 
3. BOUNDS ON LENGTH, CURVATURE, AND TRAVELLED DISTANCE 
In this section we give bounds on the length and total absolute curvature 
for the family defined in Section 1. As before we are particularly interested 
in the case c1= 0 and p(s, t) = 1 - EK(S, t) which is of interest in physical 
applications and recently in computer vision [S] 
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3.1. A Boundfor Length 
LEMMA 3.1.1. Let g(s, t) be a solution of (1.2) for ~E[O, t’) and 
@(K) & M for all IC E F% (regarding fi as a function of K). Then, 
L(t) < min(L(0) + 27rt, L(0) eMr). 
In particular, for B(K) = 1 - m, 
L(t) d min (L(0) + 2rtt, L(0) e1’4E). 
ProoJ: We have 
J 
277 
L,=27t-& fc’g ds. 
0 
SO, 
L, < 2% 
L(t) ,< 2Rf + L(0). 
Note, the equality holds for E = 0. Alternatively, 
8L 2X 
at = s, Bug ds. 
Since IC/?( IC) d M 
aL< 2-l 
J at‘ 0 
Mg ds 
,< ML(t)_ 
Therefore, 
L’(t) < M 
L,(t) 
(In [WI)’ G M 
that is, 
In [L(t)] d Mf + In (L(O)) 
L(t) d L(0) e? 
In particular for j = I- EIC, M = l/4&, and 
L(t) < L(0) t?l”l=. m 
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Remarks 1. (i) In this case, as E + co, L(t) < L(0). It is interesting to 
observe that the two estimates complement each other: for small E the 
second estimate is very large making the first estimate more useful. 
However, for large E, the first estimate is exaggerated making the second 
estimate more useful. 
(ii) The same proof as above shows that the length-squared 
L@‘(t) := 1;’ g* ds 
is bounded by L’*‘(O) e2M’. (This fact could also have been used to bound 
L(t), but the bound would have been more convervative.) 
3.2. A Bound for Total Absolute Curvature 
LEMMA 3.2.1. Let %?(s, t) be a solution of (1.2) for t E [0, t’). Suppose 
that KP(K) f M, and B, < 0. Then, 
l?(t) < K(O). 
Prooj Define 
4(t) := IZn q(+, t)) As, t) ds, 
0 
where q is the piecewise smooth convex approximation of f(x) = 1 x ) given 
by 
1x1 1 if x>- 
q(x) = I 
n 
&x2 
1 
if x,<-. 
n 
Then 
=- j-‘” qK(rc)(P:: + @*I g ds + ?‘‘” q(~Wg) ds 
0 0 
=- j-““’ q,(K) Pss ds+ 1’” [q(K) - Kq,(K)l(k) ds. 
0 0 
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L(t) 
I J 
L(r) 
= -(q,(K) B3) o + q,,(K) GPS di 
0 
+ J-‘” Cq(fc) - VK(K)l(BICg) A. 
0 
= JoL”’ q,w(K) GP,- ds”+ I*= t-q(K) - Kq,(K)xBq) ds. 
0 
= j-L(rJ qrc,(~) 4P&+ J-2X Cq(u) - v,(K)l(B~g) ds. 
0 0 
Since /I, 6 0 and convexity of q requires q” > 0, we have 
Note that 
so that a bound on 4 is a bound on 2. Moreover, we have that 
1 0 
1 
if x>,- 
OGq(x)--q’(x),< 1 
n 
1 
2n 
if x6-. 
n 
Now since 
B(K)KGM, 
and Cq(K) - w,(K)1 2 0, 
B’(f) GM J-2n Cqh) - Kq,b)I g ds, 
0 
Therefore, 
c?‘(t) ~ ML(r) 
B(t) ZnR(t)’ 
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from which the result follows using the fact 
4,(t) = 4(t) -+ K(t) 
asn--+co. 1 
Remark 2. The conditions of the above lemma hold for B(K(s, t)) = 
1 -EK(S, t), for 610. 
LEMMA 3.2.2. Let a family of curves satisfy (1.2) with convex initial 
condition, i.e., K(S, 0) 20. Then, K(t) = C(O)= 2n and the curve remains 
convex for all times. 
Proof: For convex curves, 
K(s, 0) = j2r Kg ds = 271. 
0 
There is some neighborhood of time such that K(S, t) > 0 for all s. 
Therefore, 
arc- a *n -=- 
s at at o Kg ds 
= [(-&-flK*)&‘+KflKg] ds 
=- I ,p Pssg d  
s L(l) =- o Pcdg 
= -j&(~) 
= 0. 
Hence, 
i(t) = 27c. 
Since only convex curves can satisfy this condition, the evolved curve must 
be convex. 1 
409, 163r?-l, 
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LEMMA 3.2.3. Let a family of curves satisfy (1.2) for which /I, < 0. Then, 
$x5(.?, t)#Ofor alls”andOit<t’ 
l?(t) < Z(0). 
For /?, = 0, 
2(t) = i(O). 
ProojI This proof is due to Sethian [13] and we include it here for 
completeness with a few changes. 
Without loss of generality pick the starting point s”=O to be a zero of 
curvature such that positive curvature begins in the positive direction of 
the curve. Partition the interval [0, L(t)] into n + 1 maximal subintervals, 
such that K(Z) is entirely positive, negative, or zero in the interval (Si, Zi+ ,) 
for i= 1, 2, . . . . n. Then, Zi are zeros of curvature, K(Si) = 0. Note further that 
in general si = s,(t). Also, let 
~(4 Ca, bl) := 
i 
1 if rc(S)>O for ?E (a, 6) 
0 if rc(Z)=O for FE (a, 6) 
-1 if ~(2) <O for S”E (a, b). 
Then, 
arc a 2~ -=- 
s at at o IKlgds 
= i +fs’+‘aCI;/g’ds+ i ~~(si+l.t)/g(si+l,t)~ 
i=O & i=O 
-i$o I K(Si9 t)l dsi9 t, 2 
Since intervals for which curvature is uniformly zero do not contribute to 
the sum, we will discount them. Without loss of generality assume 
otherwise in the following. Then 
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= - 1 P(K, [s”i, &+I]) /%I;+’ 
i=o 
n 
= - C PCS Csi,si+II)CBS(~i+l)-B,-(s”i)l. 
i=o 
Now, by our original assumption P(K, [.Fo, SI J) = 1. The next interval, 
then, has negative curvature and p(lc, [S, , S, ] ) = - 1. Since zeros of cur- 
vature must pair up, p(lc, [S,, s”,+,])= -1. In short, p(rc, [Si, Si+,])= 
( - 1 )i. Therefore, 
at 
dt- - - ,co (-l)iCPS(si+I)-PS(si)l 
=2 i (-l)ipI(s”;) 
i=o 
= 2 i (- l)i fl,(gi) K#,). 
i=o 
Now, since rcs(.Fi) has sign ( - 1 )j if BK < 0, then 
so that 
at7 --to at 
k(t) < E(0). 
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However, if /IK = 0, such as the case with /3 = 1, 
l?(t) = K(O). 1 
Remark 3. In conclusion, convex curves remain convex and k:(f) = 2n 
for all deformations. For nonconvex curves and p = 1, we have K(t) = C(O). 
Note therefore that for all curves, the deformation p = 1 does not alter the 
total absolute curvature. Finally, for nonconvex curves and deformations 
for which /3K < 0, such as p = 1 - EK with E > 0, we have 
i(t) < K(O). 
This describes the important role of E in the deformation as one of reducing 
the total absolute curvature. Note that for p = -EEIC, the deformation will 
evolve an embedded curve to a circle [4,6]. 
4. How FAR CAN A CURVE TRAVEL? 
In this section we will address the key issue of how far the evolved curve 
can be away from the initial curve. First we derive a relationship between 
the distance of a point from a curve and the curvature of the curve at the 
nearest point. Second, the rate of change of distance of a point to a curve 
is related to the speed of the curve at its nearest point. This result holds for 
nonshock points. Third, the distance of a point from a curve bounds the 
rate of change of that distance with time. Fourth, we show that a curve can 
not travel too far pointwise. Fifth, for any time neighborhood for which the 
curve does not travel beyond E, we constrain its expansion as a function of 
time. From these we conclude that two curves close in time are close in 
their Hausdorff distance. Finally, a theorem shows that the limit of 
curvature evolution exists, and using the above we can even bound the 
total Gaussian curvature. 
4.1. On the Distance Travelled 
In what follows we will limit ourselves to the case 
B(K) = 1 - EK. 
For a subset SC R2, let N6(S) denote a closed b-neighborhood. Define the 
signed distance of a point from a curve (regarded as a point set in R2) as 
d(p, %J := 
I 
inf(d(p, q)lqe%l if p is outside %$ 
-inf{dh q)lqEK) otherwise, 
where outside is the region to the right of the curve as one traverses the 
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curve in the positive orientation. In this section we will consider an 
arbitrary point in the plane, p, and consider its relation to the curve wr. Set 
d(t) := d(p, %,). 
LEMMA 4.1.1. Let p $ %Y be a point in R2. Let q be the closest point on the 
curve to p. (Note that q exists by compactness.) Then, 
49) 
-1 
2 - 
0, 4) 
ifp is outside $2 
-1 
49) G----- 
4.c 4) 
if p is inside V. 
Proof Set d= d(p, q). First suppose the point p is outside the curve, so 
that d> 0: Let q be the closest point on the curve 59 to p. Consider the 
circle of radius d and center p which is tangent to the curve at q. We have 
two separate cases: (i) The curve has non-negative curvature at q. In this 
case, It(q) > - l/d, trivially. (ii) The curve has negative curvature at q. In 
this case, the curve 9? lies entirely outside the circle. In order to see this 
suppose to the contrary; then there exist points on % closer to p than d, a 
contradiction. Therefore, the curvature of the circle l/d is greater than the 
curvature of the curve at q, i.e., l/d B -K(q). Therefore, for both cases 
when the point p is outside the curve 9?, we have 
Now, as required suppose the point p is inside the curve %, d < 0, and 
q the closest point of the curve %? to it. Again, consider the circle of radius 
-d and center p which is tangent to the curve at q. Once more we have 
two cases: (i) the curve has non-positive curvature at q. Trivially, then 
It(q) < -l/d. (ii) The curve has positive curvature at q. In this case, the 
circle again lies entirely within the curve, touching it only at q, so that, the 
curvature of the circle - l/d is greater than the curvature of the curve K(q). 
Then, 
LEMMA 4.1.2. Let p be a point in II%’ where V, deforms along the normal 
according to (1.2). Zf /?Jg can be bounded, then 
d’(t)= -g. 
ProoJ Let q(s, t) be the closest point to p on %‘, and q(s + 6s, t + 6t) the 
closest point on U( ., t + 6t) to p. Since the line (p, q(s, t)) is normal to Z,, 
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the point q(s, t +&) is on this line a distance (iW/&) dt from q(s, t). 
Consider the triangle with vertices p, q(s, t + &), q(s + 68, t + 6t), where the 
angle at p is denoted by 68. Then, 
d(t + st) -d(t) 1 (d(t) - (a%/at) dt) 
6t =z cos (se) -d(t) 1 
1 
= cos (se) 6t [ 
a% 
2d(t) sin’ (W/2) - dt 6t 1 
= -2d(t) 
sin* (6812) a%Tpt -- 
c0s (se) dt c0s (se)’ 
In the limit, 6t + 0, 60+0. From the equations for rate of change of 
orientation with s in Section 2, 
Since 8, can be bounded 
Remark 4. Observe that as t approaches the time of shock formation, 
g(s, t) goes to zero, and therefore the conditions of Lemma 4.1.2 do not 
hold in the limit. 
LEMMA 4.1.3. Let %, be a solution of (1.2) where B(K)= 1 - EK. Let p be 
a point in Iw*. If d(t) = d(p, %Yt) < E, then, 
d’(t) d(t) 2 -2s 
ProoJ: Let q(t) be the closest point on the curve ‘& to p. First, consider 
the case where the point p is outside the curve %Z*. Then, by Lemma 4.1.1, 
Ic(q( t)) > - l/d(t). Consequently, 
d’(t)=&K-1 
>Z-l 
42) 
> -2E 
‘d(t)’ 
since d(t) is positive and d(t) 6 E. Hence we can conclude that 
d’(t) d(t) 3 -2~. 
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Now, consider the case where the point p is inside the curve which implies 
ic(q( t)) d - l/d(t). Then, 
d'(t)=&K-1 
-2E 
’ d(t)’ 
since d(t) is negative and d(t) < a. Once again, we can conclude that 
d’(t) d(t)> -2~. 1 
LEMMA 4.1.4. Consider a curve %$, evolving through a function of 
curvature as in (1.2), with P(K) = 1 -&K. Then for each E, there exists 
i= i(E, G&,) > 0, such that for each p E %‘; with 0 < i < i we have that 
d(t)dE VO<t<i, 
ProojI Let p E %?i for some 0 < i -=z i. Note that 1 - m(q( t), t) is the speed 
of the point q(t) on %?r in the evolving family. Now since K(S, t) is a periodic 
solution of a polynomial reaction-diffusion equation with analytic coef- 
ficients and smooth initial condition, there exists an interval [0, t, ] such 
that K(S, t) is uniformly bounded as a function in t say by M. Therefore on 
co> t11 
( 1 -&K(q(t), t)l d 1 $F.M. 
Thus any point q(0) E W0 cannot have travelled more than distance E from 
%$ in time 
E 
t2:= l+FM’ 
Set 
i:= min(t,, t2). 
Since p E %; for some 0 < i < i the lemma is proved. 1 
THEOREM 1. Consider a curve V,, evolving through a function of curvature 
as in 1.2 with p(K) = 1 - EK. Let i= i(&, go) he as in the previous lemma. 
Then 
for all t E [0, t] . 
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ProoJ: From Lemma 4.1.4, given E there exists i such that for all 
t E [O, t] and for all p E W, we have 
Now, by Lemma 4.1.3, 
d’(t) ’ I I - =d’(t)d(t)>2&, 2 
for all t E: [0, i]. By integration 
d(t) <,,&. 
Hence, we have shown there is i such that for t E [0, t] we have 
Ce ~Nfi F&O- I 
Remark 5. For dH the Hausdorff metric defined on compact subsets of 
!R2, from the above theorem we have that 
4.2. Limits of Classical Solutions 
LEMMA 4.2.1. Let 9$ : S’ + R2 be a family of C2 functions with uniformly 
bounded length-squared Lt2’(t). Then, ‘ik; is uniformly equicontinuous. 
Proof. The lemma is a simple modification of the result for functions 
with bounded derivatives. Note that 
Therefore if L is the uniform bound on the length-squared 
ilV(s,z)-r(s,,1)(1~6n~ild~=S:[(~)2+(~~]1’2d~ 
~[~~(~~+($);do]*‘z~L,s-s,,l’i, 
that is, the family is equicontinuous with Holder constant L and exponent 
w. I 
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THEOREM 2. Consider a curve $, evolving through a function of curvature 
as in (1.2). Then, 
in the Hausdorff metric. The curve 59* regarded as a mapping W* : S’ + IX.’ 
is Hiilder continuous with exponent l/2. 
Proof. Since the lengths-squared of the curves Ce, are uniformly 
bounded (see Lemma 3.1.1 and Remark 1 (ii)) regarding each ??* : S’ ---f a8*, 
we can apply the Lemma 4.2.1 to the family 
{W f E [O, I’] 
to conclude that it is equicontinuous. Moreover from Theorem 1, the 
curves lie in a compact region. Thus by the Arzela-Ascoli theorem and the 
proof of Lemma 4.2.1, there exists a uniformly convergent subsequence 
+gn + q7*, where V* : S’ 4 [w2 is a Holder continuous function with expo- 
nent l/2. (The Holder continuity of the limit follows the fact that the family 
is equicontinuous and Holder continuous, %‘* will also denote the corre- 
sponding curve.) Thus as compact subsets of the plane, we have that 
%?,;, -+ %?* in the Hausdorff metric. 
To complete the proof, we need to show that all the %$ -+ Q?* (in the 
Hausdorff metric) as t --+ t’. Let 6 > 0, and choose t, such that 
and 
6= 
t, > t’ - E. 
(We choose 6 > 0 sufficiently small so that t’ - d2/16& > 0.) Note that for all 
t E [t,,, t’), we have 
Therefore, by Theorem 1 
as required. \ 
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Remarks 6. (i) Note that since V* is Holder continuous, and since the 
total Gaussian curvature of the family is uniformly bounded (see 
Lemma 3.2.1), g* will have finite total Gaussian curvature. 
(ii) From the above results, we have a fairly complete picture about 
the classical evolution of a family of curves with 
P(Ic) = 1 - Erc, & > 0. 
In a future paper, we would like to study weak solutions of this family 
(after possible shock formation) with an emphasis on the physical applica- 
tions to vision. 
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