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ABSTRACT
Isomer networks provide a mechanism to understand and interpret relationships between
organic molecules with applications in medicinal chemistry and drug design. The extraction
of isomer networks is a time and data-intensive computation. The contributions of this
dissertation are a variety of techniques to more efficiently (with respect to time and memory)
compute isomers networks. Specifically, we describe our efforts to improve the network
extraction process by 1) Using the symmetry present in most molecules to reduce run time
and memory and streamlining the algorithm used for the detection of duplicate dnNames[1],
a key step in determining the bond count distances between pairs of isomers. Together,
these techniques result in reductions in memory of up to 60% and improvements in runtime
of up to a factor of 100. 2) Developing an optimal grouping algorithm to subdivide an all-all
computation with large memory requirements. The algorithm provides a solution to sub
divide the “big data” problem that arises in the construction of isomer networks into several
independent “small data” problems. Our results show that using the grouping algorithm can
help divide large data sets into independent smaller ones that can be processed in parallel.
3) Generating the isomer network for 1,050,125 isomers of Nicotine (with a preliminary
analysis of the same) using the cloud computing capabilities of Amazon Web Services[2] and
Microsoft Azure[3]. These techniques can also be employed to successfully compute isomers
networks for other chemical compounds.
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The isomer network was recently proposed by our group in collaboration with Dr. Jean-
Louis Reymond’s group at the University of Berne[1]. Prof Reymond leads the “Chemical
Space Project”[4] at the University of Berne. The stated goal of the project is to enumerate
all possible organic molecules that could be used in medicinal chemistry. This number has
been estimated at 1060 overall (1020−1024 for all molecules with up to 30 atoms). Techniques
that are a combination of graph theory and chemical knowledge have been used to generate
166.4 billion molecules of up to 17 atoms of C, N, O, S and halogens, resulting in GDB-17
[5], the largest such database to date. The GDB almost exclusively (>99.99%) consists of
new molecules and represents a vast reservoir of opportunities for drug discovery [4]. Other
possible applications of this technology include flavors and fragrances chemistry.
Our group’s previous contribution to the effort has been to propose that relationships
between chemicals can be explicitly represented by a weighted network based on their bond
count distances (BCD). The BCD between a pair of chemicals is the minimum number of
bonds that must be broken and formed to convert one chemical into another. As an example
of how this network structure might be used, one could extract the nearest-neighbors of a
chemical by identifying chemicals in its network neighborhood, potentially resulting in very
close analogs of a molecule. Our initial efforts in this direction focused on the creation of
networks of isomers - chemicals with identical sets of atoms, but different structures. Iso-
mer networks based on BCDs were found to be correlated with Tanimoto distances between
the extended connectivity fingerprints (ECFPs) of the corresponding isomers [1], suggesting
that isomer networks can be used to understand and interpret relationships between organic
molecules. Ultimately, this is an outcome of the well-known Similar Structure - Similar
Property principle in cheminformatics; i.e., that structurally similar molecules are expected
1
to exhibit similar chemical or biological properties. Beyond these exploratory studies, how-
ever, we anticipate that a network structure of chemicals will bring into play a wealth of
network analytics tools that were originally developed in the social network analytics com-
munity [6–11], but more recently have been utilized in Computer Science (e.g., the PageRank
algorithm used by Google to rank pages based on importance in the web graph) and other
areas.
However, the computation of isomer networks has proven to be extremely expensive with
respect to both computational time and memory. We briefly describe prior progress in this
area below:
A straightforward algorithm for computing isomer networks consists of individually com-
puting the bond count distance between each pair of isomers in the network. However, the
sub-problem of computing the bond count distance between a single pair of isomers is itself
NP-complete, making the problem of computing the bond count distance between all pairs
harder by a factor that is quadratic in the number of isomers.
A necessary strategy to address this has been to restrict the problem to one of computing
k-isomer networks (rather than complete isomer networks). In addition, an improved algo-
rithm (called the All Pairs Simultaneous All-All algorithm) resulted in a 15x improvement
in runtime over the naive approach described above for an isomer network consisting of 20
Nicotine isomers. Using a combination of these two strategies we have in previous work [1]
been able to obtain the computation times shown in Table 1.1 below.
Table 1.1: Isomer network generation runtimes
Isomer Set
Theoretical Sample Type of isomer Runtime
# of Isomers Size network (k) (in hrs)
Nicotine w/o small rings 219,490 2,934 10 59
Nicotine w/ small rings 507,964 10,000 8 101
Phenmetrazine 10,213,951 10,000 8 66
Tyrosine 7,682,352 10,000 8 22
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Even though this is an improvement, this approach is clearly not scalable to the com-
plete set of isomers. For example, the runtime to compute the 10-isomer network for 2,934
Nicotine (without small rings) isomers is approximately 59 hours (first row of table). An
(oversimplified) linear extrapolation to the entire set of 219,490 isomers suggests a runtime
of 4,413 hours (about half a year). The actual time complexity is super-linear, suggesting a
significantly higher runtime. In addition, we project the computation to require 1.41 TB of
intermediate storage for the set of 219,490 isomers of Nicotine.
The broad goals of this dissertation are therefore to employ a variety of techniques to
more efficiently (with respect to time and memory) compute isomer networks. Specifically,
after providing the necessary background information in Chapter 2, our contribution is as
follows.
1. In Chapter 3, we describe our efforts to improve the network extraction process (All
Pairs SAA) by using the symmetry present in most molecules to reduce runtime and
memory and streamlining the algorithm used for the detection of duplicate dnNames[1],
a key step in determining the bond count distances between pairs of isomers. Together,
these techniques result in reductions in memory of up to 60% and improvements in
runtime of up to a factor of 100.
2. In Chapter 4, we present an algorithm that enables fragments of the isomer network
to be developed in groups that can be accommodated within the available memory
resources, such that every isomer is in a group with every other isomer once and only
once. The algorithm provides a solution to sub divide the “big data” problem that
arises in the construction of isomer networks into several independent “small data”
problems. Our experimental results show that using the grouping technique described
in this chapter, can help divide large data sets into independent smaller ones that can
be processed in parallel.
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3. In Chapter 5, we present the network of 1,050,125 isomers of Nicotine. We describe
the process of isomer network generation using the cloud computing capabilities of
Amazon Web Services[2] and Microsoft Azure[3]. We also present graph analytical
metrics that can be used to analyze such a network and our results from analyzing a
network of approximately 500,000 and 1,000,000 isomers using the metrics described.




In this chapter, we present necessary background information for the remainder of the
dissertation.
2.1 Isomer Networks
Definition A graph is an ordered pair G = (V,E), where V is a set of vertices = {1, 2, 3,
· · ·, n} and E is a set of edges (2-element subsets of V ). A simple graph is an unweighted,
undirected graph containing no vertex loops or multiple edges. A multigraph is a graph
which can have multiple edges between a pair of vertices.
A coloring of V is a surjective function Π from V onto {1, 2, · · , k } for some k. The
number of colors i.e., k is denoted by |Π|. A cell of Π is a set of vertices with some given
color [12]. A pair (G, Π), where Π is a coloring of G, is called a colored graph.
Definition Chemical graphs are chemical compounds represented as colored multigraphs,
where vertices and edges represent chemical atoms, and bonds respectively. Different chem-
ical atoms are assigned different colors. Thus, |Π| is the number of different atoms in the
compound the graph represents. For example, a chemical graph of the compound C2H6O
would have V = {C1, C2, H1, H2, H3, H4, H5, H6, O} and |Π| = 3, one color each for C, H,
and O.
Definition Let V (G) be the vertex set of a graph G and E(G) its edge set. Then a graph
isomorphism from a graph G to a graph H is a bijection f : V (G) → V (H) such that two
vertices uv ∈ E(G) iff f(u)f(v) ∈ E(H).
Graph isomorphism is said to be color preserving, if Π(v) = Π(f(v)) for all v ∈ V .
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Definition A canonical naming l is a function over all graphs, mapping a graph G to a
canonical name l(G) such that for any two graphs G1 and G2, G1 is isomorphic to G2 iff
l(G1) = l(G2).
If canonical names can be found for two graphs, the graphs can be checked for isomorphism
by simply comparing their canonical names.
Definition Two molecules are isomers if they have the same formula (i.e., composition of

















Figure 2.1: Two C2H6O Isomers
Definition The Bond Count Distance BCD(I1, I2) between two isomers I1 and I2 is the
minimum number of bonds that must be broken or formed to transform one isomer into the
other. BCD(I1, I2) in Figure 2.1 is four. This is obtained by breaking the C-C and O-H




Figure 2.2: A simple isomer network for the isomers shown in Figure 2.1
Definition A complete isomer network[1] defined on a set of M isomers is a complete
weighted graph on M vertices (each corresponding to an isomer) with edge weights equal to
the bond count distances between the corresponding isomers.
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Definition A subgraph of the complete isomer network that is limited to edges with BCD
≤ c, is a c-isomer network.
Definition Another subgraph of the complete isomer network that is generated by breaking
up to B bonds per isomer is called the reduced B-isomer network. This is especially useful
when we do not have the resources to cut all bonds in each isomer. A reduced c/2-isomer
network serves as an approximation to a c-isomer network.
Table 2.1 shows an isomer network for 10 Nicotine isomers where entry (i, j) corre-
sponds to BCD(i, j). The matrix is symmetric, and the lower part of the triangle has been
omitted for clarity. Figure 2.3 shows the 4-isomer network for the complete isomer network
of Table 2.1.
Table 2.1: Complete isomer network for 10 Nicotine isomers without small rings.
Isomer Number
1 2 3 4 5 6 7 8 9 10
1 0 4 4 6 4 6 6 6 4 8
2 0 6 4 6 4 8 8 8 6
3 0 4 4 6 8 4 8 10
4 0 6 4 10 8 10 8
Isomer 5 0 4 4 8 8 8
Number 6 0 8 10 10 4
7 0 4 4 4
8 0 4 6
9 0 6
10 0
Isomer networks capture the similarity between isomers. The smaller the BCD between










Figure 2.3: An order-4 isomer social network for the complete isomer network of Table 2.1.
All edge weights (not shown in the figure) are 4.
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CHAPTER 3
IMPROVED ALL PAIR SIMULTANEOUS ALL-ALL (SAA) ALGORITHM
In this chapter we discuss the improvements made to the Simultaneous AA [1] algorithm
used to generate isomer networks.
The SAA algorithm [1] is used to construct a reduced B-isomer network over M isomers.
It utilizes two canonical labeling algorithms: dnName and Nauty[12, 13]. dnName is fast,
but not guaranteed to be accurate (i.e., two different chemical graphs could get the same
label with a small probability) while Nauty[12, 13] is slower, but guaranteed to be accurate.
To check whether two chemical graphs are the same, it first compares their dnNames. If
they match, it then compares their Nauty names for confirmation.
A reduced B-isomer network is computed as follows. For each isomer in the set, we cut
all combinations of up to B bonds. Each combination of bonds cut yields a chemical graph
that may not always be connected. If the chemical graph obtained by cutting i bonds from
isomer Ix is identical to the chemical graph obtained by cutting j bonds from isomer Iy,
then BCD(Ix, Iy) ≤ i+ j because it is possible to transform Ix to Iy through a set of i bond
deletions and j bond additions. This approach quickly runs into space constraints, as can
be inferred from data shown in Table 3.1 [1] which shows the projected space required when
breaking up to 4 bonds per isomer (B = 4) with the existing SAA algorithm for samples of
Nicotine, Tyrosine, and Phenmetrazine of sizes 2934, 10,000, and 10,000 respectively.
Extrapolating data in Table 3.1 for Tyrosine, we would need >30 TB to break 4 bonds
for the 10,213,951 isomers. We propose to reduce the space required by taking advantage of
the symmetry inherent in most molecules. Specifically, if two bonds are symmetric, cutting
one yields the same chemical graph as cutting the other. A careful exploitation of this
observation will result in improved run times and space requirements of the SAA algorithm.
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Nicotine isomers 219,490 2934 27 28 23.5 GB
Tyrosine 10,213,951 10,000 24 24 32.4 GB
Phenmetrazine 7,682,352 10,000 29 30 98.8 GB
3.1 Group Theory/Symmetry
An automorphism is an isomorphism of a graph onto itself. More formally,
Definition An automorphism (symmetry) of graph G is a permutation of its vertices that
preserves its edge relationships. [14]
Figure 3.1 and Table 3.2 together show some automorphisms in the molecule C2H6O

































Figure 3.1: Automorphisms of C2H6O depicted in Figure 2.1(a)
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G1 → G2 (1)(2)(3)(4 5)(6)(7)(8)(9) Switch vertices 4 and 5. All other vertices
stay the same.
G1 → G3 (1)(2 3)(4)(5)(6)(7)(8)(9) Switch vertices 2 and 3.
G1 → G4 (1 2)(3)(4)(5)(6)(7)(8)(9) Switch vertices 1 and 2.
G2 → G3 (1)(2 3)(4)(5)(6)(7)(8)(9) Switch vertices 2 and 3.
G2 → G4 (1)(2)(3)(4 5)(6)(7)(8)(9) Switch vertices 4 and 5.
G3 → G4 (1 2 3) (4)(5)(6)(7)(8)(9) Map 1 to 2, 2 to 3, and 3 to 1.
The set of permutations (symmetries) of G forms a group under composition (of permu-
tations). This group is called the symmetry group of G, and is denoted by Aut (G). There
are several software systems that compute symmetries [12, 13, 15–22].
Nauty was the first canonical labeling tool developed in the early 80s. The nauty search
tree is based on a branching and backtracking framework, which is optimized by integrat-
ing group-theoretical techniques. Other tools such as Bliss[15–17] and saucy[18, 19] follow
nauty’s algorithms, but are designed to address possible shortcomings of nauty’s search tree.
In particular, Bliss improves the handling of large and sparse graphs, primarily in the design
of data structures and subroutines accommodating large graphs and facilitating fast search-
ing. This makes Bliss more suitable for our purposes than nauty. Although saucy is reported
to be faster, we found this to be true for molecules with fewer bonds, and compounds of a
single atom i.e., undirected graphs with a single color. Since we are representing chemical
isomers as graphs, our graphs usually have 3 or 4 colors. Even though Bliss is primarily a
graph canonicalization tool, and finding automorphisms is more a byproduct, we found Bliss
to be more adaptable for our purposes.
Bliss uses the concepts of generators (defined below) and partition refinement. Also
included is a brief description of how Bliss works. For a more detailed explanation, readers
can refer to References [12, 14, 15], that we have used to for the following explanation.
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A generating set of Aut(G) is a subset of the symmetries of Aut(G) whose compositions
generate Aut(G). Each element of this set is a generator. The typical generator in Bliss
represents a permutation that switches a pair of vertices with each other.
A key concept used in symmetry-detection and canonical labeling algorithms is partition
refinement, which we describe next. An ordered partition of V is a subdivision of V into an
ordered list of pairwise disjoint sets: Π = (W1,W2, · · ·Wm) . Each set Wi is called a cell of
the partition and all vertices in the same cell are considered to have the same color. (This
definition of color as used by Bliss extends the definition of color defined earlier.) A partition
is discrete if all its cells are singleton sets and unit if it has only one cell (the set V ). An
equitable partition is one where every two vertices of the same color are adjacent to the same
number of vertices of each color. The refinement of a partition is the process of subdividing
one of its cells into smaller cells. Given a partition (coloring) Π, there is a unique equitable
partition that is a refinement of Π and has the least number of colors. Partition refinement
propagates the graph’s vertex degrees and colors until the partition becomes discrete. The
process of partition refinement is depicted using a tree, whose root is a unit ordered partition.
The depth-first refinement process starts by choosing a non-singleton cell and individualizing
each vertex in that cell. This results in refined partitions, each of which corresponds to a
child of the tree node. This is repeated until the partition is discrete (resulting in a leaf
node). Techniques such as coset pruning and orbit pruning are used to discard subtrees that
would lead to redundant generators, making the algorithm efficient.
A certificate is a function that assigns a certain value to an ordered partition. Given an
equitable partition (returned by partition refinement), Bliss first makes a list of edges that
connect singleton cells to other cells of the partition. Then, Bliss generates the certificate by
renaming each vertex in the list of edges with the index of that vertex in the partition. The
vertices whose refinement lead to identical certificates are generators (and are symmetric to
each other). Symmetry is also found if another node during the search produces the same
certificate as the first leaf node.
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Figure 3.2: Part of depth-first refinement tree generated by Bliss for graph shown on left
For the graph in Figure 3.1(a) (reproduced in Figure 3.2(a)), a portion of the refinement
tree generated by performing a depth-first traversal to identify equitable partitions resulting
from vertex 1 is shown in Figure 3.2(b). For example, we start with vertex 1 and try to
individualize each vertex. We arrive at the second level of the tree by performing a depth-
first refinement from vertex 1. Vertices 2 and 3 are of the same depth and color with respect
to vertex 1 and hence are in the same cell. The same applies to vertices 4 and 5. Vertices
7, 8, 9 and 6 are singleton cells since they are of different depths and colors with respect to
vertex 1. We continue refining the vertices in non-singleton cells until we arrive at the leaf
node, which contains only singleton cells. The certificates (leaf nodes) arrived at by refining
vertices 4 and 5 are the same, indicating that (4, 5) is a generator. Note that only part of
the depth-first refinement tree generated by Bliss is shown in Figure 3.2(b).
The next sections describe how we use generators identified by Bliss in our algorithm.
3.2 Application of Symmetry to SAA
Our improvements to SAA require the identification of symmetric bonds. Clearly, double
and triple bonds can be interpreted as symmetric single bonds. Identifying additional sym-
metric bonds requires further processing of the symmetric vertices identified by Bliss. We
13
derive symmetric edges (bonds) from the symmetric vertices (chemical atoms) returned by
Bliss. Consider two bonds b1 and b2 where b1 = (u1, v1) and b2 = (u2, v2). Now b1 and b2 are
symmetric if u1 = u2 or u1 and u2 are symmetric and v1 = v2 or v1 and v2 are symmetric.
(u1, v1) and (u2, v2) can also be symmetric if u1 = v2 or u1 and v2 are symmetric and v1 = u2
or v1 and u2 are symmetric. Without loss of generality, we henceforth consider only the first
case.
We also distinguish between the cases where the number of bonds to be broken B = 1
versus the case when B > 1. When B = 1, all symmetric bonds identified by Bliss can be
trivially exploited in an improved SAA algorithm. However, when B > 1, not all of the
original bond symmetries will hold in the new graph(s) obtained by cutting one bond. We





















Figure 3.3: Example Graph
All twelve H atoms (labeled 6 through 17) are symmetric as are the four C atoms with
labels 1, 3, 4 and 5. From this, we can infer that all twelve C-H bonds are symmetric. When
B = 1, cutting any one of the twelve C-H bonds results in the same chemical graph with two
components: (i) C5H11 and (ii) H. However, when B = 2, we find that cutting the bond
set (a, b) results in a different chemical graph from the one obtained by cutting the bond
set (a,A)( Figure 3.4). Even though b and A are symmetric on the original chemical graph,
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they are no longer symmetric after a is cut. However, bond set (a, b) is symmetric to bond
set (A,B) and bond set (a,A) is symmetric to bond set (b, B). It is too expensive to rerun
Bliss each time a new bond is cut. Instead, we make inferences about types of symmetry







































Figure 3.4: Two examples
Table 3.3 shows the output generated by Bliss for graph shown in Figure 3.3. Notice
that some generators consist of a single pair of vertices such as (16, 17) whereas others such
as (4, 5)(6, 12)(7, 13)(8, 14) consist of several pairs. We call the former simple and the latter
compound generators. In a compound generator, the automorphism requires interchanging
all pairs of vertices.




2, · · , b
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j) each consisting




x). Observe that, BS1 and BS2 are
symmetric if and only if there is a sequence (composition) of Bliss generators that maps the
vertices of BS1 to the vertices of BS2. More precisely, there exists a sequence of k generators
gi such that BS2 = g1 ◦ g2 ◦ g3◦ · · · ◦gk(BS1);
i.e., u2i = g1 ◦ g2 ◦ g3◦ · · · ◦gk(u
1
i ) and v
2
i = g1 ◦ g2 ◦ g3◦ · · · ◦gk(v
1
i ) ∀ i;
We consider some examples below.
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Table 3.3: Output from Bliss to graph shown in Figure 3.3 (labels added by us to help identify
generators in the examples that follow)
Generator: (16,17) (label: SG1)
Generator: (15,16) (label: SG2)
Generator: (10, 11) (label: SG3)
Generator: (9,10) (label: SG4)
Generator: (13,14) (label: SG5)
Generator: (12,13) (label: SG6)
Generator: (7,8) (label: SG7)
Generator: (6,7) (label: SG8)
Generator: (4,5)(6,12)(7,13)(8,14) (label: CG1)
Generator: (3,4)(9,12)(10,13)(11,14) (label: CG2)








Total time: 10.00 seconds
1. Consider BS1 = ((1, 2), (1, 15)) and BS2 = ((3, 2), (3, 10)).
Observe that CG3(BS1)) = CG3((1, 2), (1, 15)) = ((3, 2), (3, 9)) and SG4((3, 2), (3, 9))
= ((3, 2), (3, 10)) = BS2. Thus BS1 is symmetric to BS2.
2. Consider BS1 = ((4, 12), (4, 13)) and BS2 = ((4, 12), (3, 9)).
There is no composition of generators that map (4, 12) to itself while mapping (4, 13)
to (3, 9). Hence BS1 is not symmetric to BS2.
3. Consider BS1 = ((2, 4), (5, 7)) and BS2 = ((2, 3), (2, 5)).
Once again, there is no composition of generators that maps BS1 to BS2. Hence BS1
is not symmetric to BS2.
4. Consider BS1 = ((1, 15), (1, 2), (3, 10)) and BS2 = ((5, 7), (5, 2), (3, 10)).
BS1 = ((1, 15), (1, 2), (3, 10))
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B1
CG3−−→ ((3, 9), (3, 2), (1, 16))
B1
CG2−−→ ((4, 12), (4, 2), (1, 16))
B1
CG1−−→ ((5, 6), (5, 2), (1, 16))
B1
SG8−−→ ((5, 7), (5, 2), (1, 16))
B1
CG3−−→ ((5, 7), (5, 2), (3, 10))
B11 = BS2
Thus BS1 is symmetric to BS2.
The problem of finding a composition of Bliss generators (automorphisms) that map BS1
to BS2 can be reduced to the problem of finding a path between two vertices in a directed
graph (DG) as follows: Assuming, as before, that BS1 and BS2 each contain j bonds. Each
combination of j bonds can be denoted by a vertex in DG. Each out-edge from a vertex
DG corresponds to a generator and leads to a vertex in DG corresponding to the mapping
implied by the generator. Then, we a seek a directed path from the vertex corresponding to
BS1 to the vertex corresponding to BS2. The complexity of this approach is O(n
jg) where
g is the number of Bliss generators and n is the number of bonds in the isomer.
In general, this is too computationally expensive for our purposes. The objective of this
paper is to engineer an algorithm that quickly finds some symmetry to reduce space and time
required by the SAA algorithm. From an algorithmic standpoint, the gains associated with
identifying and exploiting symmetry do not justify the time required to compute all instances
of symmetry. Instead, we have developed an approach for quickly finding symmetry for three
commonly occurring special cases.
• Case 1: Only simple symmetry exists in graphs; (only simple generators are returned
by Bliss)
Not all compounds contain the kind of symmetry described in the example in Figure 3.3.
The compounds in our current data set (Tyrosine, Nicotine, Phenmetrazine) contain
only symmetry identified by simple generators. Implementation of this is discussed in
detail in the next section.
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• Case 2: B = 1
We use transitive closure of symmetric vertices in Table 3.3 to identify vertices that
are symmetric. We identify three sets of vertices, (2), (1, 3, 4, 5) and (6, 7, 8, 9, 10, 11,
12, 13, 14, 15, 16). Now, for any values of u1, v1, u2, v2 belonging to bonds b1 and b2,
we determine whether the vertices and hence the bonds are symmetric. For example,
bonds ((4, 13), (3, 10)) are symmetric, while bonds ((5, 8), (2, 4)) are not.
• Case 3: Special case of B = 2












1. BS1 and BS2 are symmetric if there is a
sequence (composition) of Bliss generators not involving u1 or v1 that maps the vertices
of b12 to b
2
2. For example, consider BS1 = ((4, 13), (3, 10)) and BS2 = ((4, 13), (1, 15)).
We observe that CG3(b
1
2) = CG3(3, 10) = (1, 16) and SG2(1, 16) = (1, 15) = b
1
2. Thus
BS1 is symmetric to BS2.
Figure 3.5 and Figure 3.6 illustrate the benefits of exploiting symmetry for B = 1 and
B = 2, respectively for a Nicotine isomer.
3.3 Implementation Details (Special Case 1)
Figure 3.7 is a high-level flowchart of our improved implementation. Preprocessing
Steps 1 through 4 are executed for each isomer in the dataset and primarily describe the
interaction with Bliss that is required to identify symmetric bonds. These are only part of
the enhanced SAA algorithm (this paper). Step 5 describes the improved SAA algorithm
which combines the existing SAA[1] with our enhancements. Additional details are provided
in our description of Step 5.
3.4 Preprocessing Steps
Step 1: Convert input mol files to bliss input format
The Bliss input format requires a numeric color label to be explicitly associated with each




2 14 15 16 17 18 19 20 21 28
(a) Simultaneous All All Algorithm (28 bonds cut)
1
Isomer 1
2 14 15 16 17 18 19 20 21 28
(b) Symmetry based Simultaneous All All Algorithm (23 bonds cut)
Figure 3.5: Cutting one bond per isomer. In (a) we cut 28 bonds per isomer (including the
symmetric ones, shown in the same color), and in (b), by incorporating the concept of not
cutting more than one of a set of symmetric bonds, we cut only 23 bonds per isomer. Bonds
in gray are not cut.
different types of atoms present, and assign all atoms of a specific type the same numeric
color. For example, in Nicotine (C10H15N2), all C atoms are assigned the color 0, all H atoms
the color 1, and all N atoms the color 2. Figure 3.8 shows a Nicotine isomer that we will use
as a running example to illustrate the individual steps of the algorithm.
Step 2: Run files through Bliss
Running the input files through Bliss returns the generators for the chemical graph that will
be used in Step 3 to identify symmetric vertices. For our example, Bliss returns the following
two-vertex generators: (19, 20), (21, 22), (17,18), (15,16) and (14, 15).
Step 3: Identify symmetric bonds in isomers using the generators returned by
bliss and incorporate symmetry in input file
Figure 3.9 shows the flow chart describing Step 3.
Step 3a: Use the generators output by Bliss to compute all symmetric vertices. For our
example, these are (19, 20), (21, 22), (17, 18), (14, 15, 16), also shown in Figure 3.10. Note
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Isomer 1
16 17 18 19 ... 28
15 15 15 15 15 15
2 15 16 17 18 19 20 ... 2814
1 1 1 1 1 1 1 1 1 1 1
17 18 19 ... 28
16 16 16 16 16
28
27
(a) Simultaneous All All Algorithm (378 bonds cut)
Isomer 1
16 17 18 19 ... 28
15 15 15 15 15 15
2 15 16 17 18 19 20 ... 2814
1 1 1 1 1 1 1 1 1 1 1
17 18 19 ... 28
16 16 16 16 16
28
27
(b) Symmetry based Simultaneous All All Algorithm (257 bonds cut)
Figure 3.6: Cutting two bonds per isomer. In (a), we cut 378 bonds per isomer (including
symmetric ones, shown in the same color), while in (b), by incorporating the concept of not




Convert input file(s) to
the chemical graph
format needed for bliss
Step 2
Run files through bliss
Step 3
Identify symmetric
bonds in isomers using
generators returned by
bliss and incorporate
















Figure 3.7: Flow chart depicting the generation of isomer networks using symmetry
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Figure 3.8: One Nicotine (C10H15N2) isomer represented as a chemical graph
3a Identify symmetric vertices
3b Identify symmetric bonds
3c






Figure 3.9: Flow chart describing Step 3
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that each symmetric set is the transitive closure of the generators.
Figure 3.10: Atoms identified as symmetric following the output from Bliss
Step 3b: Use vertex symmetries to identify edge symmetries. Again, without loss of gener-
ality, two edges (u1, v1) and (u2, v2) are symmetric if u1 = u2 or u1 and u2 are symmetric and
v1 = v2 or v1 and v2 are symmetric. Figure 3.11 shows the edge symmetries in our example.
Step 3c: We next update the input mol file from Step 1, to include information about
symmetric bonds by designating one of the unused fields as the integer symmVal field. If
several bonds are symmetric, they contain the same symmVal.
Step 4: Incorporate priority in input file
All symmetric bonds are assigned a distinct priority within their set for ease of processing.
For example, symmetric bonds b1, b2 and b3 could be assigned priority 1, 2, and 3, respec-
tively. These are used to choose which bond to cut, in case only one or two bonds of the
three need to be cut.
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Figure 3.11: Symmetric edges identified, from symmetric vertices.
3.5 Step 5: Improved SAA
Step 5 utilizes two data structures associated with each isomer: bitPatterns and dArray.
The first (bitPatterns) is an array that holds all possible bond subsets containing exactly
j (j = 1, 2, · · ·, B) bonds. A bit is set to 1 if the corresponding bond is in the set and





entries. Each entry is a 28 bit string with two 1s; e.g., [00000000000000000000000000011]
corresponding to the set (1, 2). Each bit pattern is then processed to determine whether the
corresponding bond set is symmetric to previous bond sets (Step 5a), in which case the bond
set is not cut. If the bond set is cut, we compute the dnName of the resulting chemical
graph and store this entry in dArray (Step 5b). After all isomers are processed, we merge
and sort the individual dArrays, and search for duplicates in order to determine the BCD
between isomers (Step 5c).
These steps are explained further in the flow chart in Figure 3.12. New steps/ enhance-
ments are shaded in gray.
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Read isomer and load relevant information
Determine bondIndex, symmetryValue,
and priority for each bond in isomer
Create array of bit patterns with #1’s = j
5a
Process current bit pattern to determine whether
to cut the bonds indicated by this bit pattern
Cut these bonds?
Compute new dnName
Consider next bit pattern
5b Insert entry in array corresponding to current isomer
5c
Merge and sort individual arrays to
arrive at a final array that we use to
calculate BCD between isomers.
Compute matrix for isomer network
yes
no
For (i = 1, 2, 3, · · ·, M)
For (j = 1, 2, 3, · · ·, B)
For (each bit pattern in the bp array)
Figure 3.12: Flow chart describing Step 5 - new/modified steps in gray
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Step 5a: Process current bit pattern to determine whether to cut the bonds
indicated by this bit pattern
Consider the example of an isomer with 28 bonds in Table 3.4. Symmetric bonds are
indicated with a symmetryV alue > 0 and priorityV alue > 0. Symmetry values and priority
values for all other bonds are 0. Recall that we need not cut symmetric bond sets, since they
generate the same dnNames, and are redundant.
Table 3.4: Sample data indicating symmetry and priority values set for bonds in the isomer
file












Let j be the iterator over the total number of bonds being cut (B). When j = 1, we
only have to cut one of the bonds of in a symmetric set. We cut those with priority = 1. So
we would cut bonds corresponding to bond indices 1, 3, 5, 8, 9, ···, 28. When j = 2, note
for example that bond set (1, 8) is symmetric to (2, 8) or that (1, 3) is symmetric to (1, 4).
We only need to cut one of the following: (1, 3), (1, 4), (2, 3), (2, 4). We cut bonds with
priority 1, and hence will cut bond set (1, 3). This approach can be used for higher values of
j. In contrast, the existing algorithm [1] generates dnNames for all bond sets and discards
duplicates.
Step 5b: Insert entry in dArray: Add the newly generated dnName for the current
isomer into the dArray belonging to this isomer. The main advantage relative to the previous
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approach is that there is no search and insert, but only a simple O(1) time append.
Step 5c: Merge and sort individual arrays to arrive at a final array that we use
to calculate BCD between isomers.
3.6 Analysis
We now analyze the benefits of exploiting symmetry to reduce memory utilization for
special case 1 discussed above. Let n be the total number of bonds in an isomer, B the
maximum number of bonds we want to break, x the total number of symmetric bonds and
y the number of instances of symmetric bonds.






































For example, consider a Nicotine isomer (C10H15N2) with 28 bonds (B1 ··· B27). In
this isomer, B1 ≡ B2 ≡ B3, B4 ≡ B5, B6 ≡ B7, and B8 ≡ B9. Here, n = 28, x =





















+ 4 = 280 bond sets per isomer.
This pattern continues up to B bonds. The exact number of options to break up to B
bonds when using our streamlined approach is isomer dependent since x and y are isomer
dependent. The number of options also depends on whether the isomer contains only simple
or simple and complex symmetry. Note that Nicotine in our example above contains only
simple symmetry.




ns denote the number of dnNames generated for Isomer i, 1 ≤ i ≤ M with












nsi . Typically, Nns ≪ Ns. In the SAA implementation,
a binary search is performed to check for duplicates each time a new dnName is generated
(O(logNs)). If the new dnName is not a duplicate it is inserted into the sorted array (O(Ns)).
The total complexity for inserting all Ns dnNames takes O(Ns
2) time.
In the improved implementation, a seperate array is maintained for each isomer. The
cost of appending a dnName to the array for isomer i takes O(1) time, since we store the
position of the last element. Next, the individual arrays are merged into a single array
and sorted using mergesort(O(Nns log(Nns))). The total complexity is O(Nns logNns), a
significant improvement over O(N2s ). Note that Ns and Nns are exponential in the number
of bonds cut per isomer and can be quite large.
Our theoretical analysis is confirmed by the empirical results below.
3.7 Results
This section shows the results of running the algorithms before and after the enhance-
ments presented in this paper. The SAA algorithm and enhancements have been developed
in Java. All experiments were carried out on a computer running Microsoft Windows Pro-
fessional 7 with a 2.67 GHz Intel Core i7 CPU and 4GB of RAM. Note that for all of the
databases, we used the Nauty chemical graph canonical naming algorithm to test for isomor-
phism. We tested the code on three sets of isomers from the GDB database[5], including
Nicotine isomers, Phenmetrazine isomers, and Tyrosine isomers provided to us by Professor
Reymond’s group.
Incorporating symmetry leads to reduction in number of bonds cut (and hence memory
utilized). Memory utilized is the amount of space required to store the dnNames generated by
cutting up to B bonds (B = 1, 2, 3 or 4 in our experiments) for the entire set of isomers under
consideration. Recall that for each bond set cut we generate a dnName. For example, when
cutting up to 4 bonds of Nicotine, the original SAA [1] breaks 603925 bonds (which results in
603925 dnNames being generated and temporarily stored). Incorporating symmetry reduces
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this to 259290, thus reducing the number of dnNames generated (and thus memory utilized
for dnNames).
Significant improvements in processing times were also observed as a result of our en-
hancements.
For example, while cutting up to 4 bonds in 25 isomers of Nicotine( Table 3.8), space
utilized dropped from 205 MB to 76.5 MB, and processing time reduced from 1.59 hours
to only 1.17 minutes. Similar improvements were found for Phenmetrazine (253 MB to 117
MB reduction in space utilized, and 4.52 hours to 2.56 minutes in processing time) and
Tyrosine (82.9 MB to 39.9 MB in space reduction, and 30.5 minutes to 1.11 minutes in
processing time). Results for these isomers while cutting up to 1, 2, 3 and 4 bonds are listed
in Table 3.5, Table 3.6, Table 3.7 and Table 3.8 below. The data listed is the average of
three run times.
Table 3.9 shows the speed up factors in terms of time and space for Nicotine, Phen-
metrazine and Tyrosine isomers when we cut up to 1, 2, 3 and 4 bonds per isomer. We note
that the greater the number of bonds we cut, the greater the improvement.
Table 3.5: Results summary when cutting 1 bond in 500 isomers
Isomer
Nicotine Phenmetrazine Tyrosine
Kouri This paper Kouri This paper Kouri This paper
et al. et al. et al.
Time taken 16.20 sec 7.45 sec 17.84 sec 7.67 sec 12.20 sec 7.84 sec
# Bond sets 14000 10900 15041 12109 12000 10145
cut
Space utilized 4.4 MB 3.4 MB 4.98 MB 4.10 MB 3.23 MB 2.73 MB
With our enhancements we were able to break up to 2 bonds for 1500 isomers each of
Nicotine, Phenmetrazine and Tyrosine, which is a significant improvement over what was
possible in the existing SAA[1] using only the available RAM.
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Table 3.6: Results summary when cutting up to 2 bonds in 500 isomers
Isomer
Nicotine Phenmetrazine Tyrosine
Kouri This paper Kouri This paper Kouri This paper
et al. et al. et al.
Time taken 21.30 min 55.83 sec 30.62 min 1.06 min 17.99 min 51.94 sec
# Bond sets 203000 126483 233771 155306 150000 109634
cut
Space utilized 61.6 MB 38.5 MB 76.3 MB 50.8 MB 39.8 MB 29.1 MB
Table 3.7: Results summary when cutting up to 3 bonds in 75 isomers
Isomer
Nicotine Phenmetrazine Tyrosine
Kouri This paper Kouri This paper Kouri This paper
et al. et al. et al.
Time taken 27.43 min 1.03 min 44.21 min 1.21 min 15.46 min 45.81 sec
# Bond sets 276150 148036 339375 184600 174300 110103
cut
Space utilized 82.5 MB 44.3 MB 109 MB 59.5 MB 45.8 MB 28.7 MB
Table 3.8: Results summary when cutting up to 4 bonds in 25 isomers
Isomer
Nicotine Phenmetrazine Tyrosine
Kouri This paper Kouri This paper Kouri This paper
et al. et al. et al.
Time taken 1.59 hours 1.17 min 4.52 hours 2.56 min 30.50 min 1.11 min
# Bond sets 603925 259290 798250 368648 323750 155440
cut
Space utilized 205 MB 76.5 MB 253 MB 117 MB 82.9 MB 39.9 MB
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Table 3.9: Improvement factor in terms of time and space
Isomer
Nicotine Phenmetrazine Tyrosine
Time Space Time Space Time Space
up to 1 bond set cut 2.17 1.30 2.33 1.21 1.56 1.18
up to 2 bond sets cut 22.90 1.60 28.89 1.50 20.78 1.37
up to 3 bond sets cut 26.63 1.86 36.54 1.83 20.24 1.60




As explained in previous chapters, the extraction of isomer networks is a time and data-
intensive computation. Despite streamlining the SAA algorithm and utilizing symmetry, it is
not possible to reduce the amount of intermediate memory needed to the extent that we are
able to process all of the dnNames of all of the isomers at one time. For example, we estimate
that computing the bond count distance (BCD) of all the 1,050,219 isomers of Nicotine will
require 5 TB. In this chapter, we approach this problem by considering isomers in smaller
groups and applying the All-Pairs SAA algorithm to each group. This will compute the BCD
between all pairs of isomers in that group. When all groups are so processed, we will have
computed the BCD between all isomers. However, creating these groups efficiently turns out
to be non-trivial and is the main contribution of this chapter.
The problem can also be described colloquially as follows: we wish to have a party for
M friends so that everyone gets to shake hands with everyone else. However, our house
can only hold N << M people, so we propose to solve this problem by holding several
smaller parties (each of size N) so that any pair of friends meets in exactly one party.
What is the minimum number of parties we need to have and whom should we invite to
each party? Suppose M = 9 with individuals {I0, I1, I2, I3, I4, I5, I6, I7, I8} and N = 3. A
possible solution to this is given by {I0, I1, I2}, {I3, I4, I5}, {I6, I7, I8}, {I0, I3, I6}, {I1, I4, I7},
{I2, I5, I8}, {I0, I5, I7}, {I1, I3, I8}, {I2, I4, I6}, {I0, I4, I8}, {I1, I5, I6} and {I2, I3, I7}.
The isomer-network construction example ( Figure 4.1 shows nine isomers I0 through I8)
whose Nauty name (NN) lists must be present in memory at a single time. If instead only
three isomers’ NN names can be accommodated at a time, we consider and run the All-Pairs
SAA algorithm on three isomers. This will compute the BCD between all pairs of isomers in
that group. Figure 4.2 shows a snapshot of this approach for isomers I0 though I8. We run
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12 iterations of the All-Pairs SAA (four of which are shown) with groups of three isomers in
each iteration. These 12 iterations can be run sequentially or in parallel. When all groups
are processed, we will have computed the BCD between all isomers.
NN(I0) NN(I1) NN(I2) NN(I3) NN(I4) NN(I5) NN(I6) NN(I7) NN(I8)













Figure 4.2: Four of 12 iterations using the grouping technique
We now present a formal description of the problem.
Problem Statement: Let M denote the number of isomers on which we wish to compute
the isomer network and N the number of isomers that can be processed in memory at a
given time. Let {I0, I1 . . . IM−1} denote the M isomers. Our goal is to generate a list of
groups of isomers where each group contains N isomers (N << M) such that all pairs of
isomers (Ix, Iy) with 1 ≤ x < y ≤ N belong to the same group once and only once. Clearly,
a pair of isomers must belong to the same group at least once in order to compute the BCD
between them. In addition, an efficient solution will avoid placing any pair of isomers in the
same group more than once to avoid the redundancy of computing the BCD between them
multiple times.
The correctness and efficiency of our algorithm requires N to be a prime number. In
practice, N can be chosen to be any prime number that permits an in-memory run of the
SAA algorithm. Given N , we determine the smallest d such that M ≤ Nd. If M < Nd,
we pad the input with M − Nd dummy isomers. These are used during the generation
of groups, but are discarded in the all-pairs BCD calculations. Our grouping algorithm is
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recursive (inductive) with respect to d.
We begin with a description of the two base cases d = 2 and d = 3. (Note that the case
where d = 1 is not interesting because it implies that M = N .) We later describe how to
generalize the algorithm to higher values of d. While the algorithms described here were
developed independently by us, we have subsequently seen references to the 2D version of
the problem in recreational mathematics in the context of forming groups of people; e.g., in
[23].
Our approach has roots in combinatorial designs and more specifically Balanced Incom-
plete Block Designs (BIBD). A BIBD can be represented as a design of the form (v, b, r, k, λ)
where v is the total number of elements in the block domain (X), b is the number of blocks
and k is the size of each block. Also, each element xj has the same valence (i.e., each appears
in the same number r of blocks) and each pair of elements xi and xj have the same covalence
(i.e., appear in the same number λ of blocks). r is called the replication number and λ is
called the index of the design[24]. Note that in a BIBD every block is the same size k ≥ 2.
A balanced design is complete if k = v, so that each block contains all v. If k < v (as in our
case), B is incomplete. [24, 25]
Consider the example, X = {0, 1, 2, 3} with blocks B1 : 012, B2 : 013, B3 : 023, B4 :
123.[24] Note that, v =| X |= 4, b = 4 (total number of blocks), r = 3 (the number of blocks
each element appears in), k = 3 (size of each block) and λ = 2 (number of blocks each pair
of elements appear in - i.e, 01 appears in 2 blocks, 12 appears in 2 blocks and so forth).
Thus, X and the blocks B1, B2, B3 and B4 form a (v = 4, b = 4, r = 3, k = 3, λ = 2) - design.
Our problem has Nd elements. We want each block (k) to contain N elements each. Since
no two elements should be in the same group more than once, λ has to be one. Given fixed
values of v, k, and λ, we arrive at b = (
Nd − 1
N − 1




for the total number of blocks (b) and number of blocks each element will be a part of (r) is
explained later in the paper.
Thus our problem forms a (v = Nd, b = (
Nd − 1
N − 1
×Nd), r = (
Nd − 1
N − 1
), k = N, λ = 1) - BIBD.
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We are not aware of algorithms or software solutions to solve a general BIBD problem. Our
algorithm solves the problem for cases where v is the power of a prime number (N), k = N
and λ = 1.
4.1 Two dimensional case (d = 2)
In this section we start with an example, followed by the proof of correctness for the case
d = 2.
4.1.1 Example
We describe the algorithm along with a running example where N = 3 and d = 2 (i.e.,
M = 9). We visualize the nine isomers as being organized in a 3 × 3 matrix as shown
in Figure 4.3.
R0 0 1 2
R1 3 4 5
R2 6 7 8
Figure 4.3: Matrix of isomers
Figure 4.4 shows the steps in the algorithm for case d = 2.
Step 0: Each row Ri, 0 ≤ i < N of isomers is output as a group.
Step 1: This step alternately iterates through Steps 1a and 1b below N times.
Step 1a: Output each column of isomers as a group.
Step 1b: Perform a circular shift within each row; specifically, shift Row Ri by i
elements. Thus, row R0 remains unchanged, row R1 is circularly shifted by 1,
row R2 is circularly shifted by 2, etc.
Figure 4.4: 2D algorithm
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On our example, Step 0 outputs three groups (0, 1, 2), (3, 4, 5), (6, 7, 8). In the first of
the N (three) iterations of Step 1, Step 1a outputs (0, 3, 6), (1, 4, 7), and (2, 5, 8) while








Figure 4.5: Matrices before and after the first circular shift
In the second iteration, Step 1a outputs (0, 5, 7), (1, 3, 8), and (2, 4, 6) while Step 1b








Figure 4.6: Matrices before and after the second circular shift
In the third iteration, Step 1a outputs the groups (0, 4, 8), (1, 5, 6), (2, 3, 7) and Step
1b performs a data movement that restores the original matrix shown in Figure 4.3. The
algorithm is now complete and the list of groups so obtained can be used to compute the
BCD between all pairs of isomers.
Table 4.1 shows the exact step in which each pair of isomers meet in a group. An S0
entry denotes that the isomers met each other in Step 0 and an Si entry, for 1 ≤ i ≤ 3
indicates they met in iteration i of Step 1a. Note that Step 1b simply moves data without
outputting any groups and is not represented in the table.
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Table 4.1: All-pairs table (matrix is symmetric, so lower triangle is not shown) showing the
algorithmic step where each pair of isomers meets.
Isomer Number
0 1 2 3 4 5 6 7 8
0 X S0 S0 S1 S3 S2 S1 S2 S3
1 X S0 S2 S1 S3 S3 S1 S2
2 X S3 S2 S1 S2 S3 S1
3 X S0 S0 S1 S3 S2
4 X S0 S2 S1 S3
Isomer 5 X S3 S2 S1




Our implementation utilizes a one-dimensional row-major order representation of the 2D
matrix rather than a two-dimensional array. Although this complicates the implementation
of the data movement operations, it gives us the flexibility to switch between different com-
binations of N and d depending on M and memory capabilities of our system. We now
describe functions that will be used subsequently for the cases where d > 2.
sequentialGroups(): implements Step 0.
process2D(): implements all of Step 1.
The 2D algorithm may be viewed simply as a call to sequentialGroups() followed by a
call to process2D().
4.1.3 Proof of correctness
Theorem 1. The two-dimensional algorithm described in Figure Figure 4.4 is correct; i.e.,
any two isomers appear together in exactly one of the output groups.
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Proof. Consider any two isomers Iα and Iβ. Let Iα be at location (i, j) and Iβ at location
(k, l) in the original N × N matrix. If i = k, Iα and Iβ are in the same row and “meet”
once (are placed in the same group) in Step 0. We next consider the case where i 6= k (i.e.,
Iα and Iβ are initially in different rows) and show that they meet exactly once in one of the
iterations of Step 1. If j = l, Iα and Iβ are initially in the same column, and meet in the
first iteration of Step 1 (i.e., after 0 data movement steps).
The remainder of the proof addresses the case where i 6= k and j 6= l. We first observe
that the column number of isomer Iα after x data movement steps is given by the expression
(j+ ix) mod N . Here j is its initial column number and x is multiplied by the row number
i because the size of each of the x circular shifts is the row number i. Similarly, the column
number of isomer Iβ after x steps can be computed as (l+kx) mod N . In order to determine
whether and when Iα and Iβ meet (i.e., they are in the same column after the same number
of steps), we must solve the following equation.
(j + ix) mod N ≡ (l + kx) mod N
Rearranging terms, we get
(i− k)x ≡ (l − j) mod N
(i− k)x ≡ (N − (j − l)) mod N
This gives us a linear congruence equation of the form
ax ≡ b mod m, (4.1)
where a = i−k (without loss of generality, we assume a > 0), b = (N − (j− l)), and m = N .
Let d = gcd(a,m). Equation 4.1 is solvable iff d|b (b is divisible by d) and has d solutions.
Section 4.6 in[26] In this case, d = 1 (since N is prime and a < N). Hence Equation 4.1 is
solvable and has exactly one solution.
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4.2 Three-dimensional example (d = 3)
We extend our results from the previous section to three dimensions with an example that
will help in understanding the algorithm presented in the next section. A similar approach
will later be used to extend to greater than three dimensions. Consider N = 3 and d = 3
(i.e. M = 27). We visualize the data as three rows and three columns ( Table 4.2), later
grouped into three 3× 3 columns (C0, C1, and C2) as shown in Figure 4.7. The reason will
become evident in Section 4.3 as we discuss higher d i.e. (d > 2). Elements in each Ci are of
a different color to keep track of the original column they belonged to as we proceed further
in the example.
Table 4.2: 27 elements are divided into 3 rows and 3 columns.
C0 C1 C2
R0 0 1 2 3 4 5 6 7 8
R1 9 10 11 12 13 14 15 16 17













Figure 4.7: Original 3× 3× 3 matrix
The 3D algorithm is described below. Steps 0 and 1 independently execute the corre-
sponding steps of the two-dimensional algorithm of the previous section for each Ci in Fig-
ure 4.7.
Step 0: For each Ci (in Figure 4.7), execute sequentialGroups(). In the example, we
add (0, 1, 2), (3, 4, 5), (6, 7, 8), (9, 10, 11), (12, 13, 14), (15, 16, 17),(18, 19, 20), (21, 22,
23), (24, 25, 26) to our list of groups.
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Step 1: For each Ci, execute process2D(). In the first iteration, this adds (0, 9, 18), (1,
10, 19), . . . , (7, 16, 25), (8, 17, 26) to the list. The next two iterations add (0, 11, 19), (1,
9, 20), (2, 10, 18) . . . (6, 17, 25), (7, 15, 26), (8, 16, 24) to the list.
Step 2: This is the key step of the 3D algorithm that extends the circular shift concept
previously discussed in Section 4.1 to three dimensions: specifically blocks of three elements
are now circularly shifted among Ci. The starting point is the original matrix in Figure 4.7.
In this step all of the elements in row i in each column are circularly right-shifted i
columns. Thus, all of the elements in Row 2 in C1 are moved to the corresponding locations
in C3. After each data movement operation, we execute process2D() on each column to
ensure that elements in different rows of the column meet each other. This is performed N−1
times (twice in our example). The two configurations are shown in Figure 4.8 and Figure 4.9.


























Figure 4.9: Matrix after the second data movement
Step 3: Combine all of the elements in Row i of all N columns into a single 2D column,
for all i; e.g., Row 0 of all of the original Ci are combined to form a new 2D column, Row 1
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Figure 4.10: Rows 0, 1, and 2 form individual C0, C1, and C2
Then, execute process2D() on each of the three Ci in Figure 4.10. Note that we do not
execute sequentialGroups() because all of the individual rows have already been output in
Step 1. This step adds (0, 3, 6), (1, 4, 7), (0, 5, 8), (1, 3, 8), (2, 4, 6) . . . (18, 23, 25), (19,
21, 26), (20, 22, 24) to our list of groups.
4.2.1 Proof of correctness
Theorem 2. The three-dimensional algorithm described above ensures that any two isomers
appear together in exactly one of the output groups.
Proof. Two isomers in the same row of the same column (Ci) in the original configuration
meet in Step 0. Two isomers in different rows in the same column in the original configu-
ration meet in Step 1 - this follows from the correctness of process2D(). Two isomers in
the same row of different columns meet in Step 2. This follows from the data movement
performed in Step 2 and the correctness of process2D(). This leaves the case where two
isomers are in different rows in different columns in the original configuration. A number-
theoretic argument similar to that used in the proof of Theorem 1 guarantees that Step 3
will place different rows from different columns in the same column exactly once; that iso-
mers contained in these different rows are guaranteed to meet follows from the correctness
of process2D().
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4.3 Higher dimensional case (d>2)
Data is initially stored in a one-dimensional array as shown in Table 4.3. The total
number of isomers (elements) is M = Nd.
Table 4.3: Data (Nd elements) stored as a one-dimensional array (mainArray)
Index [0] [1] [Nd − 1]
Element 0 1 2 Nd − 1
In the first step (Step 0 from Section 4.1), elements in groups of N are output. If d = 2,
we call Process2D() (see Section4.1) and exit. When d > 2, we divide the elements into
N × N blocks Bij, 0 ≤ i, j < N , with each Bij containing N
d−2 elements in the range
[iNd−1 + jNd−2, iNd−1 + (j + 1)Nd−2 − 1] (See Table 4.4).
Row Ri is defined as Ri =
⋃
j=0




each row/column contains Nd−1 elements.
Table 4.4: Nd elements of Table 4.3 are divided into N rows and N columns.





Consider an example where N = 3 and d = 5.( Table 4.5)
Dividing 243 = 35 elements into 3 × 3 blocks results in each Bij consisting of 3
5−2 = 27
elements and each row/column consisting of 35−1 = 81 elements as shown in Table 4.6.
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Table 4.5: Data (243 elements) stored as a one-dimensional array (mainArray)
Index [0] [1] [242]
Element 0 1 2 242
Table 4.6: 243 elements of Table 4.5 are divided into 3 rows and 3 columns.
C0 C1 C2
R0 0 · · · 26 27 · · · 53 54 · · · 80
R1 81 · · · 107 108 · · · 134 135 · · · 161
R2 162 · · · 188 189 · · · 215 216 · · · 242
Next, we alternate recursive processing of each column with a circular shift of blocks.
Similar to Step 1 in Figure 4.4, this is repeated N times, ensuring that blocks from different
rows are placed in the same column exactly once. The block circular shifts are depicted
in Table 4.7. The N th shift will bring us back to the original matrix.
We now describe the recursive processing of each column by continuing our example from
Table 4.6. The elements of C0 in Table 4.6 are reorganized as Table 4.8. (Recall that the
matrix representation is only conceptual. Data is actually stored as a one-dimensional array.)
C0 has 3
4 = 81 elements. C0 is divided into N ×N blocks, so that each column contains
N3 = 27 elements. This is shown in Table 4.9.( Table 4.9 shows only division of C0. Similar
processing is carried out for C1 and C2).
We repeat the recursive process for each Cj until we have N
2 (9) elements in each column
( Table 4.10) when we call Process2D() on each Cj.
Once elements in groups of N2 are processed (C000, C001, C002 in Table 4.10), we perform
a circular shift ( Table 4.11) of elements and process every column after each shift.
Circular shift 3 will bring elements back to their original places ( Table 4.10). After
circular shift 3, all elements in Column C00 of Table 4.9 have been in a group together once
and only once. We repeat the same process for Columns C01 and C02 of Table 4.9. Circular
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Table 4.7: Concept of circular shift
Initial data for circular shift
C0 C1 C2 C3 CN−1
R0 ? * + - / //
R1 ? * + - / //
R2 ? * + - / //
RN−1 ? * + - / //
Circular shift 1
C0 C1 C2 C3 CN−1
R0 ? * + - / //
R1 // ? * + - /
R2 / // ? * + -
RN−1 * + - / // ?
Circular shift N-1
C0 C1 C2 C3 CN−1
R0 ? * + - / //
R1 * + - / // ?
R2 + - / // ? *
RN−1 // ? * + - /
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Table 4.8: Data stored as a one-dimensional array (C0)
Index [0] ·· [26] [27] ·· [53] [54] ·· [80]
Element 0 ·· 26 81 ·· 107 162 ·· 188
Table 4.9: 81 elements in Table 4.8 are further divided into 3 rows and 3 columns.
C00 C01 C02
R00 0 · · · 8 9 · · · 17 18 · · · 26
R01 81 · · · 89 90 · · · 98 99 · · · 107
R02 162 · · · 170 171 · · · 179 180 · · · 188
shifts (of elements in B0i0j where (0 ≤ i, j ≤ N − 1)) and subsequent recursive processing
of columns C00, C01, and C02 in Table 4.9 ensures all elements in C0 of Table 4.6 have
been processed and grouped together. Similar recursive processing is employed on elements
in columns C1 and C2 of Table 4.6 which is followed by circular shifts of elements in Bij.
After circular shift 3 of elements in Table 4.6, all elements in each of the columns have been
grouped together.
Note that elements within the same row (for example, elements 0 through 80, 81 through
161) have not been processed together. To take care of this, we repeat a similar process (as
described for columns above) for each of the rows Ri (0 ≤ i ≤ (N − 1)).
We do not want elements to meet each other more than once. We avoid this by ensuring
indexNo 6= elementNo in our recursive calls. This is handled once in Step 1 of Process2D()
after which if indexNo = elementNo, we have already processed set of data under consider-
ation.
4.4 Implementation
Figure 4.11 describes the steps that help group Nd elements into groups of N elements
each.
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Table 4.10: 27 elements of column C00in Table 4.9 are further divided into 3 rows and 3
columns.
C000 C001 C002
R000 0 1 2 3 4 5 6 7 8
R001 81 82 83 84 85 86 87 88 89
R002 162 163 164 165 166 167 168 169 170
Table 4.11: Example of circular shift
Circular shift 1 of elements in Table 4.10
C000 C001 C002
R000 0 1 2 3 4 5 6 7 8
R001 87 88 89 81 82 83 84 85 86
R002 165 166 167 168 169 170 162 163 164
Circular shift 2 of elements in Table Table 4.10
C000 C001 C002
R000 0 1 2 3 4 5 6 7 8
R001 84 85 86 87 88 89 81 82 83
R002 168 169 170 162 163 164 165 166 167
Processing columns (described in the previous section, implemented in processColumn())
and processing rows (implemented in processRow()) only differ in how data in themainArray
is split into Cjs.




N−1Bij. Each Bij contains N
d−2 elements starting at (i ∗Nd−1).
In case of processRow() we sequentially divide data into Nd−1 elements. The algorithm
for processColumn() is shown in Figure Figure 4.12. The algorithm for processRow() is not
provided, as it follows similar steps as processColumn(), except for how data is divided.
We use certain auxiliary dynamic structures to enable us to shift integers (during circular
shift). We do not go into further detail here.
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Input[N, d]
Step 0: sequentialGroups(): implements Step 0 as described in Section 4.1.
Step 1: if d == 2 execute Process2D() (Section 4.1) and exit program.
Step 2: Divide data into N rows and N columns.
Step 3: This step alternately iterates through Steps 3a and 3b below N times.
Step 3a: Output each column of isomers as a group.
Step 3b: Perform a circular shift within each row; specifically, shift Row Ri by i
elements. Thus, row R0 remains unchanged, row R1 is circularly shifted by 1,
row R2 is circularly shifted by 2, etc.
Step 4: for each integer i in [0..N − 1] execute processRow(Ri,N,d− 1)
Figure 4.11: Steps to list isomer numbers in groups of N
4.5 Deriving number of groups of isomers
There are M = Nd elements. Each element has to be in the same group as the other




Since there are Nd elements, there will be
Nd − 1
N − 1
× Nd groups. Since each group has N














Figure 4.13 is a representation of our grouping algorithm.




of size N .
This list is used by the SAA algorithm to process isomers and generate the isomer net-
work. Figure 4.14 lists the steps the SAA follows for any group ofN isomers, where processing
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1: procedure processColumn(Array Ci, N , d)
2: Divide data into N columns ( Table 4.4)
3: (C0, C1, · · ·, CN−1)
4:
5: for each integer i in [0..N − 1] do
6: if d == 2 then




11: processColumns(inpArri, N , d− 1)
12: perform circular shift of blocks in subArrayi
13: end if
14: end for
15: for each integer mainCnter in [0..N − 2] do
16: ⊲ We only need N-2 more block shifts for all
17: ⊲ elements to be in the same block as each other
18: perform circular shift of blocks in mainArray
19: processColumns(mainArray, N , d)
20: end for
21: end procedure




List of groups (G)
each of size N
Figure 4.13: Grouping isomers
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of all N isomers fits into memory.
Step a: Read N isomer input files (.mol) files
Step b: Generate a canonical name[12, 13] after every bond is broken (up to B = 3
bonds) for each isomer. This is the most complicated step in the SAA (in terms of
set up required, time taken, and memory resources used). For any combination of
isomer Ix and bonds cut B, the output at this step will always be the same.
Step c: Merge and sort all canonical names for all isomers.
Step d: Compute BCD by checking for duplicates in our merged and sorted list of
canonical names. If two isomers Ix and Iy have the same canonical names (ob-
tained after breaking bx and by number of bonds for Ix and Iy respectively), then
BCD(Ix, Iy) = bx + by.
Step e: Update isomer network. The isomer network is stored as a file with entries in
the form Ix Iy BCD(Ix, Iy) where x and y belong to the group of isomers being
processed.
Figure 4.14: List of steps executed by SAA algorithm
After the execution of the All Pair SAA is complete, our isomer network file contains the
BCD between each and every pair of isomers processed by SAA such that 2 ≤ BCD ≤ 2B,
where B is the maximum number of bonds per isomer we break. We have a lower limit of 2,
since we break atleast one bond per isomer.
Recall, we want to find all pair Bond Count Distances between M isomers. Only N
isomers can be processed in memory at one time (Nd ≤ M). If Nd < M , and our groups
have dummy isomer entries, these dummy values are ignored as part of the input to the SAA
algorithm. Each of the groups (set of groups) can be processed in parallel to finally arrive
at a file that contains all pairs Bond Count Distances of all M isomers.
We now present two approaches to generating a network of M isomers.
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4.6.1 In-memory approach





The algorithm iterates through the entire list of isomer groups and stores/appends the
output of each iteration to the same output file ( Figure 4.15). Each iteration of the SAA
algorithm will find the all-pairs BCD between N isomers within a single group. The output
file contains entries in the form Ix Iy BCD(Ix, Iy) where x and y belong to the group of
isomers being processed during the current iteration. After the All Pair SAA has been run
with all the groups of isomers, our output file contains the BCD between each and every
pair of isomers such that 2 ≤ BCD ≤ 2B, where B is the maximum number of bonds per
isomer we break. We have a lower limit of 2, since we break atleast one bond per isomer.
For this discussion, we continue with the example of M = 9 from Section 4.1, where N = 3,
and d = 2. We know our list contains the following isomer groups: (0, 1, 2), (3, 4, 5), (6,
7, 8), (0, 3, 6), (1, 4, 7), (2, 5, 8), (0, 5, 7), (1, 3, 8), (2, 4, 6), (0, 4, 7), (1, 5, 6) and (2, 3,
8). We run the improved All Pairs SAA algorithm with each of these groups; i.e. iteration
1 will find the all pairs BCD between isomers 0, 1, and 2. Iteration 2 will find the all pairs
BCD between isomers 3, 4 and 5, and so forth. At the end of 12 iterations, our output file
will have bonds count distances between all 9 isomers {I0, I1 . . . I8}.
Note that this approach involves no preprocessing and does not need any storage space
on the disk. It is only constrained by the amount of isomers that can be processed in memory
at one time.
However, Step b (in Figure 4.14 and Figure 4.15) is repeated more than once for each
isomer. Each isomer is part of
Nd − 1
N − 1
groups. Thus, though the output is the same, data
is generated to the order of (M/N) times. To avoid this redundancy and make our process
more efficient we employ our next approach.
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Step a








For (each group G in list of groups)
Figure 4.15: Flow chart for in-memory approach
4.6.2 File-based approach
All Pairs SAA [1] involves 1)generating a dnName after every bond is broken (up to B
bonds) for each isomer 2) sorting dnNames corresponding to an individual isomer 3)merging
dnNames of all isomers and 4) checking for duplicates. If two isomers Ix and Iy have the
same dnName (obtained after breaking bx and by number of bonds for Ix and Iy respectively),
their Nauty names [12, 13] are generated. These Nauty names are then compared. If the
Nauty names are also equal then BCD(Ix, Iy) = bx + by.
The file-based approach divides the SAA mentioned above and in Figure 4.14 into two
steps as shown in the flowchart in Figure 4.16 . In Step 1, we generate and store canonical
names on disk for all the M isomers. In Step 2, we compute All Pairs BCD between isomers.
We describe two variations in Sections 4.6.2.1 and 4.6.2.2. The distinction between them
involves comparing the efficiency of using dnNames versus Nauty names.
We briefly review how the dnName is generated ( Figure 4.17). Consider an example of
the CH3O molecule in Figure 4.17(a). To obtain the dnName, we first label each atom using























For (each group G in list of groups)
(b) Step 2
Figure 4.16: Flow chart for file-based approach
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degree of its neighbors lexicographically ( Figure 4.17(c)). Once each atom is named, we
lexicographically sort the atom names to create the name for the molecule. More details on
















Figure 4.17: Degree Neighborhood Canonical Labeling
We obtain the Nauty name by calling the C program Nauty [12, 13].
The dnName generated for the CH3O molecule is
[[C4][H1H1H1O1]][[H1][C4]][[H1][C4]][[H1][C4]][[O1][C4]]
The Nauty name generated is
C04H01H01H01O01
When we cut one bond in the molecule, say the C - O bond, the dnName generated is
[[C3][H1H1H1]][[H1][C3]][[H1][C3]][[H1][C3]][[O0]]
The Nauty name generated for the same input is
C03H01H01H01 O00
The dnName for a molecule is generated within the All Pairs SAA algorithm itself.
Generating Nauty names requires considerable auxilliary information about the compound
other that the dnName does not. It also has the additional overhead of calling the C
program Nauty. This makes the dnName generation faster. We now discuss the two file-
based approaches.
53
4.6.2.1 Store dnNames and compute Nauty names as needed
Step 1: We generate dnNames by breaking up to B bonds for each isomer Ix (0 ≤ x < M).
B is the maximum number of bonds we break per isomer, 4 in our case. We store all
the dnNames in a file. Each isomer has a seperate file that contains all the dnNames
along with the number of bonds broken to arrive at that particular dnName. This is
done as an independent process, run for all M isomers. Considering M = 9, at the
end of Step 1, we will have nine files. {IsomerDN0, IsomerDN1 . . . IsomerDN8}.
Each file contains a list of dnNames and the number of bonds broken to arrive at that
paricular dnName for the corresponding isomer.
Step 2: We retrieve the dnName files associated with the specific isomers in a group.
We then compare these dnNames. When (dnNamex == dnNamey), we conclude
BCD(Ix, Iy) = BondsCutx + BondsCuty. We repeat Step 2 for our entire list of iso-
mer groups. In our example, iteration 1 will retreive files IsomerDN0, IsomerDN1,
and IsomerDN2. We find the dnNames that are equal for these three isomers, and
then find the BCD amongst them. This is appended/written to the output file in the
same format as described in Approach 1 (Section 4.6.1). Iteration 2 will do the same
for isomers 3, 4 and 5, and so forth. At the end of 12 iterations, our output file will
have bonds count distances between all 9 isomers {I0, I1 . . . I8}.
However comparing only dnNames is typically only 98% accurate. We still need to
compare the Nauty names for 100% accuracy. This can be done two ways:
1. Retrieve the entire compound information only for those isomers Ix and Iy whose
dnNames matched; i.e., run the entire all pair SAA algorithm for isomers Ix and Iy in
order to generate the Nauty names of Ix and Iy which can then be compared. This is
obviously not a very efficient solution, since it involves repeating the entire processing
done in Step 1 above for isomers Ix and Iy .
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2. Store auxiliary information needed to generate Nauty names along with the dnNames
in the file. This will enable us to have all the pertinent information needed to generate
the Nauty names once dnNames of two isomers are found to be similar. However this
requires considerable amount of extra disk space (This becomes evident in the Results
section of this chapter). The processing time needed to retreive the extra data from
the file and generate the Nauty names from this information is also greater than the
time it would take to generate the Nauty names in the first place as part of Step 1.
This brings us to our next approach.
4.6.2.2 Store Nauty names
Step 1: We repeat Step 1 described in Section 4.6.2.1, except we generate and store the
Nauty names after every bond is broken for each isomer instead of the dnNames.
Step 2: To find the bond count distances between isomers, we retrieve the Nauty name files
associated with the specific isomers in each group, and compare the Nauty names of
these isomers. When (Nautynamex == Nautynamey), BCD(Ix, Iy) = BondsCutx +
BondsCuty. The output is written as in previous approaches. The results are a 100%
accurate.
In this approach we calculate the Nauty names for the entire set of M isomers. This is
more time consuming than computing only dnNames. However storing Nauty names
take up less space on the disk (since Nauty names are considerably smaller than
dnNames as seen from the example described at the beginning of Section 4.6.2). Step
2 is also faster and more efficient. Another benefit to this approach is that once the
Nauty names are stored in Step 1, Step 2 requires absolutely no access to the All Pairs




Step 1 of both the file-based approaches is not constrained by the number of isomers that
can be processed together in memory at one time. This is because isomers are processed
one at a time to store dnNames/ Nauty names. We iterate through Step 1 M times. It is
however constrained by the amount of disk space available. Approach described in 4.6.2.2
is more efficient in this regard. The string size for each of the Nauty names is considerably
smaller, and hence takes up less space on disk.
The value of N in Step 2, can be larger than it would be for the approach in Section 4.6.1.
Most of the processing (including cutting bonds, and generating names) is done in Step 1.
Step 2 only involves the process of generating bond count distances. This is simplified (since
it is essentially comparing strings) and does not utilize as much intermediate memory as
approach described in Section 4.6.1. Once we have the files from Step 1, Step 2 is platform
independent and not constrained by any software/algorithmic needs. A simple program that
can process files, and compare strings will suffice. This will give us immense flexibility, since
the set up for running All Pair SAA is fairly complex.
Approach in Section 4.6.1 works best in situations where we do not have sufficient disk
space.
4.7 Results
This section shows the results of running the SAA algorithm with both the approaches
and the steps within them as described in Section 4.6. All experiments were carried out on
a computer running Microsoft Windows Professional 7 with a 2.67 GHz Intel Core i7 CPU,
4GB of RAM, and around 100 GB free disk space. The algorithm to generate the groups of
isomer networks was developed in C++.
We used the Nauty chemical graph canonical naming algorithm to test for isomorphism.
We tested the code on multiple sets of isomers from the GDB database[5], including Nicotine
isomers, Phenmetrazine isomers, and Tyrosine isomers.
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Our data consisted of 529 isomers, where N = 23, and d = 2. There were a total of
552 isomer groups (each of size 23). We chose N = 23, since experiments showed we could
process up to 25 isomers at one time (in-memory approach) in the laptop being used. 23 is
the largest prime less than 25.
4.7.1 In-memory approach
We list the results of experiments run based on the approach described in Section 4.6.1
(also referred to as In-memory approach). We simply run the improved All Pairs SAA and
find the BCD between 529 isomers (in batches of 23), where we cut up to 3 or 4 bonds per
isomer. These results are listed in Table 4.12, Table 4.13, and Table 4.14.
Table 4.12: Results for Nicotine isomer
#Bonds cut Time taken
up to 1 1.57 min
up to 2 6.85 min
up to 3 34.30 min
up to 4 7.56 hours
Table 4.13: Results for Phenmetrazine isomer
#Bonds cut Time taken
up to 1 1.32 minutes
up to 2 6.10 minutes
up to 3 1.24 hours
up to 4 15.41 hours
4.7.2 File-based approach
In this section we list the results from our file-based approach in Section 4.6.2 (also
referred to as Approach 2). Step 1 of both variations (Sections 4.6.2.1 and 4.6.2.2 - Approach
2a and Approach 2b) involve writing data to disk.
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Table 4.14: Results for Tyrosine isomer
#Bonds cut Time taken
up to 1 1.29 minutes
up to 2 5.98 minutes
up to 3 28.01 minutes
Approach 2a: Table 4.15 shows results when we write only the dnNames (Method
1) for 529 isomers and also the estimated results the when we write dnNames and the
auxiliary information needed to ensure 100% accuracy (Method 2). We ran experiments
with a data set of 69 isomers and multiplied the results by a factor of 23/3 to extrapolate it
to 529 isomers.
Table 4.15: Time and space required to write to file in Step 1 (dnNames)
Approach 2a
Method 1 Method 2 (projected results)
Size of file with Time to Size of file with Time to
only dnName write to file aux data included write to file
Nicotine 1.19 GB 38.29 min 1.79 GB 40.55 min
Phenmetrazine 2.21 GB 1.25 hours 2.85 GB 1.26 hrs
Tyrosine 910 MB 34.57 min 1.15 GB 36.25 min
Table 4.16 lists results for the experiments run on both approaches described under Step
2 of Section 4.6.2.1. In Method 1 we only compare the dnNames of all 529 isomers (in 552
groups of 23 isomers each). In order to get 100% accurate results we still need to 1) process
compounds whose dnNames are similar, or 2) Read and process auxiliary information stored
in Step 1.
To obtain results for Method 2, we ran experiments with 23 isomers and multiplied it by
a factor of 552 to get results for calculating the all pairs BCD between all 23 isomers.
We notice under Method 2 of Table 4.16 that processing compounds is very time consum-
ing. This is because when dnNames of two isomers are equal, we need to reload the entire
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.mol for both isomers to generate their Nauty names, and find the BCD between them.
Thus, isomer(compound) information is loaded multiple times for the same compound for
multiple dnNames. For e.g., when we compute all pairs BCD between only 23 isomers of
Nicotine, around 77023 pairs of dnNames to be compared. Thus this process becomes very
inefficient. For this reason, we do not consider Method 2 to be a viable approach.
Table 4.16: Time and space required to process data from file in Step 2 (dnNames)
Approach 2a
Method 1 Method 2 (projected results)
Compare only dnNames Process compounds Read aux data from file
Nicotine 14.01 min 542 hrs 4.12 hrs
Phenmetrazine 31.20 min 744 hrs 5.21 hrs
Tyrosine 12.20 min 414 hrs 3.88 hrs
Approach 2b: Table 4.17 shows the amount of disk space needed and the time taken
to generate and store Nauty names of all 529 isomers (under Step 1) and the time taken to
generate all-pair BCD from Nauty names (under Step 2). Though Nauty names take longer
to generate (49.44 minutes vs. 38.29 minutes for 529 Nicotine isomers, when breaking up
to 4 bonds), they require less space on disk (410 MB vs. 1.19 GB). As explained at the
beginning of Section 4.6.2, the string size for Nauty names is smaller. Hence sorting and
processing times are faster, leading to less time taken to generate all pair BCD.
Table 4.17: Approach 2b (Nauty names)
Approach 2b
Step 1 Step 2
Size of file Time to Time to find BCD
with Nauty name write to file
Nicotine 410 MB 49.44 min 8.25 min
Phenmetrazine 776 MB 1.71 hrs 32.6 min
Tyrosine 263 MB 40.96 min 5.18 min
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We infer from the experimental results that the the best approach (when there is insuff-
ficient memory to process all M isomers) would be to generate Nauty names and store them
on disk. We can then group isomers where the group size depends on amount of isomers
that can be processed in memory at one time.
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CHAPTER 5
ISOMER NETWORK GENERATION AND GRAPH ANALYTICS
As discussed in the previous chapters, the amount of compute time and space required
to build the isomer network (even as a 2 step process) makes it infeasible to accomplish
on a standalone machine. In this chapter, we use cloud computing to generate the Nauty
names for a million Nicotine isomers, and subsequently their isomer network. To achieve
this, we applied for and received cloud research credit scholarships from both Amazon[2] and
Microsoft[3] worth a total of $24,500 ($20,000 from Microsoft and $4,500 from Amazon).
In Section 5.1, we describe the process of isomer network generation for 1,050,125 Nicotine
isomers (the number of valid Nicotine isomers from the 1,050,219 we started out with).
In Section 5.2 and Section 5.3 we show our results from analyzing an order-4 network of
approximately 500,000 and 1,000,000 isomers. An order-4 network is one where we cut up to
4 bonds per isomer. In Section 5.4 we provide a description of the graph analytical metrics
used in Section 5.2 and Section 5.3.
5.1 Generating the isomer network
Recall that isomer network generation consists of two steps.
1. Generate and store Nauty names for each isomer along with the number of bonds cut
to arrive at each nauty name for every isomer. (One file is generated per isomer that
contains a list of Nauty names and corresponding bonds cut)
2. Use the files generated in Step 1 to generate the isomer network.
5.1.1 Genarating and storing Nauty names for each isomer
We generated Nauty names using Amazon Web Services (AWS)[2]. The following steps
were used to run our application on AWS. Technical AWS-specific information presented
here is reproduced from the AWS website. [2, 27, 28]
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1. Connect to AWS account and choose an Amazon Machine Image (AMI): An AMI
is a template that contains the software configuration (operating system, application
server, and applications) required to launch our instance. We chose the Amazon Linux
AMI 2017.03.0 (HVM), SSD Volume Type. Based on documentation regarding AMIs,
this was best suited to run our application. The default image includes AWS command
line tools, Python, Ruby, Perl, and Java.
2. Choose Instance type: Instances are virtual servers that can run applications. Amazon
Elastic Cloud Compute (EC2) provides a wide selection of instance types optimized
to fit different use-cases. These instances have varying combinations of CPU, memory,
storage, and networking capacity, that provide the flexibility to choose the appropriate
mix of resources needed. The instance types provided by AWS are listed below.
• General purpose instances provide a balance of compute, memory, and network
resources.
• Compute optimized instances have a higher ratio of vCPUs to memory than other
families and are recommended for running CPU-bound applications. A vCPU in
an AWS environment actually represents half a physical core.
• GPU instances provide graphics processing units (GPUs) along with high CPU
and network performance for applications benefiting from highly parallelized pro-
cessing, including 3D graphics, HPC, rendering, and media processing applica-
tions.
• Memory optimized instances have the lowest cost per GB of RAM among Amazon
EC2 instance types and are recommend for memory intensive applications.
In order to choose the instance type, we conducted preliminary experiments between
general, compute-optimized and memory-optimized instances (by running sample data
sets on various instance types). We then picked the general purpose instance type as
the most suitable to our application.
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3. Choose instance: Once we chose the instance type, we conducted experiments on dif-
ferent instances (M3 and M4 series). We picked the m4.2xlarge model as the most time
and cost efficient instance for our purposes. (M4 instances are the latest generation of
general purpose instances) The m4.2xlarge model has 8vCPUs, and 32 GB of memory.
4. Launch instance and connect using ssh: After accepting default setting for all other
configurations (like security), we launched the instance. Once the instance is launched,
we generated a key pair (for the first time) to use to launch putty and file transfer
sessions. The same key pair can be used during subsequent instances. We use the IP
address of the instance to ssh into the machine.
5. Set up environment on the machine: Once we are logged into the machine, we had
to install the software required to run our application. In our case Java was already
installed, but in order to zip and unzip files to and from the AWS instance, we had to
install zip and unzip.
6. Upload input files and Java application from local machine: We used Filezilla[29] to
upload input files and Java application.
7. Run the Java application to generate Nauty names from the command line.
8. Move result set to Amazon S3 storage: We created a bucket in the same region as EC2
instance (We used the US West - Oregon region as part of my scholarship). Moving
data directly from EC2 instance to Amazon S3 is faster than downloading it to our
local machine, since the EC2 instance and S3 bucket are in the same physical region.
5.1.2 Experience and Results with AWS
We now describe the experience and resources utilized to generate the 1,050,125 files
containing Nauty names and number of bonds cut for each isomer.
We ran the application in batches. Each batch processed 5,000 .mol (input) files. Recall
that a .mol file (discussed in Chapter 3) contains the structure of each Nicotine isomer
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in a fixed format read by our program. Each .mol file has a size of 3 KB. It took 15
minutes to transfer input files (15,000 KB of data) from local PC to the AWS EC2 instance.
Generating Nauty names (along with number of bonds cut to arrive at each Nauty name)
for each set of 5,000 input files took approximately 20 minutes. The Nauty name files for
5,000 isomers requires 1.5 GB. There were approximately 2,500 Nauty names per isomer.
This number varies depending on the symmetry present in each isomer. Time to move these
files to Amazon S3 storage was around 15 minutes per 5,000 files. Since S3 does not support
zipping and unzipping files, volume of data transferred for each iteration (batch) was 1.5
GB.
Thus each iteration of 5,000 files took about one hour. Some of these steps could be done
in parallel on the same instance, and also with multiple EC2 instances.
We were able to process 50,000 isomers each day (This is in contrast to 10,000 isomers
in the same time period on my desktop.)
Total cost incurred to generate Nauty names of 1,050,125 isomers and store them in AWS
was $450. Total size of NautyName files was around 325 GB. Note that this is the size of
the final file(s), which is considerable less than the intermediate space required to generate
this data.
5.1.3 Generating isomer network from Nauty names
This section describes generating the isomer network. Since it was still not feasible to
generate the isomer network of all 1,050,125 isomers at the same time, we used the grouping
algorithm described in Chapter 4 to divide the 1,050,125 isomers into groups.
The group size (number of isomers to run in memory at the same time) we chose is 1031.
10312 = 1, 062, 961, which is ≥ 1,050,125. We use −1 for all entries greater than 1,050,125.
Each iteration of the algorithm mentioned in Chapter 4 was stored in a separate file (to
enable parallel generation of isomer networks).
We first consider the example of applying the grouping technique for 9 isomers (I0, I1, · ·
·, I8) where only 3 isomers can fit into memory at one time. (This example is discussed in
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Figure 5.1: Iterations using the grouping technique
Iteration1 is the output of Step 0 in Figure 4.4, while Iteration2, Iteration3, and
Iteration4 are the outputs of Step 1 in Figure 4.4. (Please refer to Section 4.1 for specifics
on how we arrive at isomers in each group). We make the following observations (for N = 3).
1. We have four (N + 1) iterations.
2. Every isomer is in a group with every other isomer in every iteration.
3. Every iteration consists of 3 (N) groups.
4. Each group has 3 (N) isomers.
We now extend this to grouping 10312 isomers (N = 1031). Since we stored the output
of each iteration in a separate file, there were 1032 files. (1 file for the row wise grouping of
isomers and 1031 for column wise grouping). Each file had 1031 groups with 1031 isomers
in each group. For each file (iteration) all 1,050,125 Nauty name files are accessed. Thus we
access the 1,050,125 Nauty name files (325 GB) 1032 times.
Each of our Nauty name files could be accessed from AWS S3 by the EC2 instance at
a rate of 15 files/sec. This rate would not have been feasible when we needed to access
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all 1,050,125 files 1032 times. Also there was not enough local disk space to download
entire 325 GB to an EC2 instance. For this reason we chose to generate isomer networks
in Microsoft Azure. MS Azure provides virtual machines similar to AWS EC2 instances. It
also provides the capability to mount local datadrives to a virtual machine (The data drives
are not persistent storage and are available for only as long as an instance is running.)
The following steps were used to configure a virtual machine on MS Azure and launching
our application to generate the isomer network. All technical Azure-specific information
presented here is reproduced from the Microsoft Azure website. [3, 30, 31])
1. Login to Azure portal and choose type of application: We chose compute from the
group of Apps, and Ubuntu Server 16.06 LTS.
2. Create virtual machine: Azure links every virtual machine to a deployment model.
(The deployment models provided by Azure are “resource manager” where Azure man-
ages our resources, or “classic” where we have to manage our resources). For our ap-
plication, we chose resource manager as our deployment model. Every virtual machine
is also connected to a Resource group (which is a collection of resources that share the
same lifecycle, permissions, and policies). We created a resource group the first time,
and used the same one for every subsequent instance.
3. Pick the region in which to deploy the virtual machine and its configuration: We were
limited to some regions, and the number of cores we can use in each region (and the
total number of cores we can use at a single time). The machines and configurations
available in each region also vary. We chose US West2 and US East regions since they
had the configurations we wanted to use. The configuration we used was 16 cores, 112
GB memory, 32 data disks (number of data disks that can be mounted) with 50,000
Max IOPS. During configuration, we also added a data disk of 512 GB. Each virtual
machine has to have it’s own data drive. So we had transfer all 1,050,125 files to every
data disk individually. In order to get maximum benefit from this effort, we picked
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a machine with 16 cores, and high RAM, so we could run multiple instances of our
program. Other options were 8 and 4 cores. (With 16 cores, our CPU utilization is an
average of 65%.) This was the highest configuration allowed under my scholarship.
4. Launch the virtual machine and connect using ssh: Once the virtual machine is
launched (takes about 20 minutes), we ssh into the machine (using a password).
5. Set up environment on the machine: Once we are logged into the machine, we need
to mount the data disk (added during creating the virtual machine) and install the
software needed to run our application. Since Azure virtual machines do not come
with Java by default we installed Java, Zip, and Unzip.
6. Upload input files and Java application from local machine: We used Filezilla to
upload input files, Java application, and the list of groups. We uploaded files in zipped
form, and unzipped them in the data disk.
7. Run the Java application to generate the isomer network from the command line
8. Move result set back to local PC: The result set is a group of files containing the
network (Files contain entries of the form (I1 I2 BCD(I1, I2)).
5.1.4 Experience and Results with MS Azure
We now describe the experience and resources utilized to generate the isomer network
for 1,050,125 isomers.
Since it was not feasible to generate the network on AWS, we had to download all 325
GB from Amazon S3 to a local machine before we could upload it to MS Azure. Since the S3
portal does not provide the capability of zipping files, we logged into another EC2 instance,
downloaded the files (from S3 to the EC2 instance). We then zipped these files in the EC2
instance, and downloaded the zipped files onto the local pc. The total size of all zipped files
was 65 GB.
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Uploading input files and Java application from local machine to a virtual machine (after it
has been configured) involves the following steps.
1. Copy all zipped input files from local machine to virtual machine. Given the volume
of data, this took around 12 hours (All input was stored in 100 zip files)
2. Unzip all 100 files and move them to the correct input folder for the application (Took
around 2 hours)
3. Simultaneously load Java application and files containing groups of isomers.
Thus, the set up of each virtual machine took around 14 hours. We set up three virtual
machines. The above process had to be repeated three times, since Azure does not support
data disks being shared between multiple virtual machines.
Each file (set of 1031 groups) took around 2.5 hours to be processed. In each virtual
machine, 10 instances of the Java program (i.e., 10 files) could be executed at the same time.
Since we set up three instances, we processed 30 files at a time every 2.5 hours. The total
cost involved in generating the isomer network of 1,050,125 isomers is $700.
5.2 Analytics for graph with around 500K vertices
This section contains the metrics run on the isomer network of approximately 500,000
isomers of Nicotine. Though we report the metrics and what each metric captures, un-
derstanding and rating the actual significance of these metrics for isomer network requires
significant domain knowledge and further collaboration with scientists at the Chemical Space
Project[4].
We refer to the graph generated from the isomer network as G500K . We start with the
simplest metrics of the graph,
vcount(G500K) = 500786 and ecount(G500K) = 4228958.
Recall that the graph is weighted with edge-weights equal to 2 or 4 depending on the bond
count distance between the isomers that form the vertices that make edge.
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5.2.1 Centrality
Centrality indicates how important a given vertex or an edge is in a graph.
1. Vertex centrality
Figure 5.2 shows the frequency of degrees of vertices. We see that the maximum degree
of a vertex in the network is 202. Table 5.1 shows the top 25 vertices sorted on the
basis of vertex centrality in G500K .




























Figure 5.2: Frequency of degree of vertices in G500K
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2. Closeness centrality
Since our graph is large, we calculate estimated closeness centrality with a cutoff of
10. Table 5.2 shows the top 25 vertices sorted on the basis of closeness centrality in
G500K .





























We also calculate the estimated betweenness centrality with a cutoff of 10. Table 5.3
shows the top 25 vertices sorted on the basis of betweenness centrality in G500K .
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Table 5.4 shows the top 25 vertices sorted on the basis of eigenvector centrality for
G500K .




























There are three vertices at the intersection of top 100 of all four measures. These are vertices
42836, 42839 and 42847. There are 27 vertices in the intersection of the top 500 of all four
measures. (These are vertices 42839, 42836, 42847, 42875, 42886, 22948, 43092, 23009,
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43103, 42851, 31275, 72617, 42837, 43486, 42897, 42834, 1512, 42885, 2710, 2697, 43040,
43046, 23005, 43053, 4632, 22762 and 22935.)
5.2.2 Centralization
Centralization is a method for creating a graph-level centralization measure from the
centrality scores of the vertices. We measure how central the most central node in the
network is in relation to all other nodes. Table 5.5 shows centralization measures computed
for G500K .
Table 5.5: Centralization measures computed for G500K
Centrality Measure Value Theoretical Max
Degree 0.000369 250785115440
Eigen Vector 0.999737 500784
5.2.3 Network cohesion
Here are some metrics calculated to indicate how cohesive the network is.
transitivity(G500K) = 0.1786286
count maximal cliques (G500K) = 140,485,252 (Indicates that there are 140,485,252 maximal
cliques)
clique num(G500K) = 61 (Indicates that the largest clique(s) is of size 61)
Figure 5.3 shows the frequency of k− core subgraphs. We note that the maximum value for
k is 86.
G500K has 389 components. We see in Table 5.6 that G500K has 1 giant component with
499,512 vertices.
5.2.4 Community detection
We list the results of community detection algorithms we ran on G500K in Table 5.7 .
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Figure 5.3: Frequency of cores for G500K
Table 5.6: Number of components and their sizes in G500K
2 3 4 5 6 7 8 9 15 16 20 21 48 49 64 499512
241 73 39 11 10 2 2 2 1 1 1 2 1 1 1 1
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Table 5.7: Results of community detection algorithms run on G500K
Algorithm Number of clusters Size of largest Modularity
cluster
Label propagation 13223 26446 0.71
Louvian 427 36201 0.87
Fast greedy 438 58853 0.85
Optimal Not suited to large graphs
Leading eigenvector Does not work for weighted graphs
Spinglass Does not work for
unconnected graphs
Infomap Suited to directed graphs
Edge betweenness did not complete execution
in 8 hours
Walktrap clustering did not complete execution
in 8 hours
5.3 Analytics for graph with a million vertices
This section contains the metrics run on the isomer network of approximately 1,000,000
isomers of Nicotine. Though we report the metrics and what each metric captures, un-
derstanding and rating the actual significance of these metrics for isomer network requires
significant domain knowledge and further collaboration with scientists at the Chemical Space
Project[4].
We refer to the graph generated from the isomer network as G1M . We start with the
simplest metrics of the graph
vcount(G1M) = 1046670 and ecount(G1M) = 7844263.
Recall that the graph is weighted with edge-weights equal to 2 or 4 depending on the bond
count distance between the isomers that form the vertices that make edge.
5.3.1 Centrality
Centrality indicates how important a given vertex or an edge is in a graph.
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1. Vertex centrality
Figure 5.4 shows the frequency of degrees of vertices. We see that the maximum degree
of a vertex in the network is 205.
Figure 5.4: Frequency of degree of vertices in G1M
Table 5.8 shows the top 25 vertices sorted on the basis of vertex centrality in G1M .
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Since our graph is large, we calculate estimated closeness centrality with a cutoff of
12. Table 5.9 shows the top 25 vertices sorted on the basis of closeness centrality in
G1M .




























We also calculate the estimated betweenness centrality with a cutoff of 12. Table 5.10
shows the top 25 vertices sorted on the basis of betweenness centrality in G1M .
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Table 5.11 shows the top 25 vertices sorted on the basis of eigenvector centrality for
G1M .




























There are 11 vertices in the intersection of the top 500 of all four measures. (These are
vertices 42839, 42836, 42847, 23009, 31275, 72617, 43486, 42897, 42834, 2697 and 2710.)
There are 26 vertices in the intersection of the top 1000 of all four measures. (These are
vertics 42839, 42836, 42847, 42886, 23009, 70495, 21892, 31275, 72617, 42837, 43486, 42897,
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42834, 1512, 2697, 2710, 42885, 22581, 4632, 22699, 22651, 2569, 2590, 22935, 4645 and
31432)
5.3.2 Centralization
Centralization is a method for creating a graph-level centralization measure from the
centrality scores of the vertices. We measure how central the most central node in the
network is in relation to all other nodes. Table 5.12 shows centralization measures computed
for G1M .
Table 5.12: Centralization measures computed for G1M
Centrality Measure Value Theoretical Max
Degree 0.0001815388 1.095515e+ 12
Eigen Vector 0.9998709 1046668
5.3.3 Network cohesion
Here are some metrics calculated to indicate how cohesive the network is.
transitivity(G1M) = 0.157706
count maximal cliques (G1M) = 142,948,282 (Indicates that there are142,948,282 maximal
cliques)
clique num(G1M) = 61 (Indicates that the largest clique(s) is of size 61)
Figure 5.5 shows the frequency of k− core subgraphs. We note that the maximum value for
k is 88.
G1M has 480 components. We see in Table 5.13 that G1M has 1 giant component with
1,045,319 vertices.
5.3.4 Community detection
We list the results of community detection algorithms we ran on G1M in Table 5.14 .
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Figure 5.5: Frequency of cores
Table 5.13: Number of components and their sizes in G1M
2 3 4 5 6 7 8 9 10 16 20 49 64 1045319
341 72 38 9 7 3 2 2 1 1 1 1 1 1
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Table 5.14: Results of community detection algorithms run on G1M
Algorithm Number of clusters Size of largest Modularity
cluster
Label propagation 10197 361864 0.74
Louvian 520 133756 0.88
Fast greedy 1359 365622 0.76
Optimal Not suited to large graphs
Leading eigenvector Does not work for weighted graphs
Spinglass Does not work for
unconnected graphs
Infomap Suited to directed graphs
Edge betweenness did not complete execution
in 8 hours
Walktrap clustering did not complete execution
in 8 hours
5.4 Graph Analytics with an example graph
As mentioned in Chapter 1, network analytics techniques [6–11, 26] that have been de-
veloped in other research communities can be applied to chemical networks to yield insights
about chemical space.
Figure 5.6 is a classic example of social network showing fifteenth-century Florentine
marriages[32]. The vertices are the families in the oligarchy that ruled Florence at that time
and the edges are the connections made through marriages. Historically, the Medici have
been called the “godfathers of Renaissance”. They accumulated immense power in the early
fifeenth century even though they started with less wealth and political clout than other
families in the oligarchy that ruled Florence at that time (other vertices in graph)[32]. The
key to the Medici family’s rise was found to be in their network structure. They strategically
placed themselves in a position to make alliances with other families, and also be part of
alliances other families may want to have with each other (as can be seen in Figure 5.6).
In this section, we explain the graph (social) analytic metrics that were applied to the
isomer network (results of which were presented in Sections 5.2 and 5.3). We use a running
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Figure 5.6: Graph showing fifteenth-century Florentine marriages[32]
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example with graph (g) shown in Figure 5.7 which is the reproduced from the graph with
named vertices in Figure 5.6 to describe the metrics.
Most of the material presented in this section is reproduced from [6, 11, 32]. We used the
igraph package on R[6] to calculate these metrics and definitions presented in this section
are reproduced from the igraph manual.
Figure 5.7: Example graph (g)
The simplest metric for a graph is the number of vertices and the number of edges. For




In this section, we describe some metrics applicable to networks.
Definition distances calculates the length of all the shortest paths from or to the vertices
in the network.
Definition The shortest path, or geodesic between two pair of vertices is a path with the
minimal number of vertices.
By default igraph tries to select the fastest suitable algorithm to calculate the shortest path.
If there are no weights, then a breadth-first search is used. If all weights are positive, then
Dijkstras algorithm [33] is used.
Table 5.15: Table showing shortest distances between every pair of vertices in graph g.
Vertices
Vertices 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16
1 0 1 1 1 1 1 1 2 2 2 2 2 3 3 3 ∞
2 1 0 2 2 2 2 1 1 3 3 3 2 2 2 3 ∞
3 1 2 0 2 2 2 2 1 1 3 3 3 2 2 3 ∞
4 1 2 2 0 2 2 2 3 3 1 3 3 4 4 4 ∞
5 1 2 2 2 0 2 2 3 3 3 3 3 4 4 4 ∞
6 1 2 2 2 2 0 2 3 3 3 1 2 3 4 2 ∞
7 1 1 2 2 2 2 0 2 3 3 2 1 2 3 2 ∞
8 2 1 1 3 3 3 2 0 2 4 3 2 1 1 2 ∞
9 2 3 1 3 3 3 3 2 0 4 4 4 3 3 4 ∞
10 2 3 3 1 3 3 3 4 4 0 4 4 5 5 5 ∞
11 2 3 3 3 3 1 2 3 4 4 0 1 2 4 1 ∞
12 2 2 3 3 3 2 1 2 4 4 1 0 1 3 1 ∞
13 3 2 2 4 4 3 2 1 3 5 2 1 0 2 1 ∞
14 3 2 2 4 4 4 3 1 3 5 4 3 2 0 3 ∞
15 3 3 3 4 4 2 2 2 4 5 1 1 1 3 0 ∞
16 ∞ ∞ ∞ ∞ ∞ ∞ ∞ ∞ ∞ ∞ ∞ ∞ ∞ ∞ ∞ 0
Table 5.15 shows the shortest distances between each of the vertices in graph g as
returned by igraph.
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The average path length in a graph is determined by calculating the shortest paths
between all pairs of vertices. This function does not consider edge weights currently and
uses a breadth-first search.
Definition The eccentricity of a vertex is calculated by measuring the shortest distance
from (or to) the vertex, to (or from) all vertices in the graph, and taking the maximum.
This implementation ignores vertex pairs that are in different components. Isolate vertices
have eccentricity zero. Table 5.16 shows the eccentricity of each of the vertices in g. 16 is
an isolated vertex and hence has eccentricity zero. The largest distance from vertex 1 is 3
(Row 1 in Table 5.15). Hence eccentricty of vertex 1 is 3. Similarly for other vertices.
Table 5.16: Eccentricity (E) of vertices in g
Vertex 1 2 3 4 5 6 7 8
E 3 3 3 4 4 4 3 4
Vertex 9 10 11 12 13 14 15 16
E 4 5 4 4 5 5 5 0
Definition The diameter of a graph is the length of the longest geodesic.
This is also the largest eccentricity value in the graph. diameter(g) = 5.
Definition The radius of a graph is the smallest eccentricity in it.
radius(g) = 0
Definition Also known as adhesion, edge connectivity of a pair of vertices (source and
target) is the minimum number of edges needed to be removed to eliminate all (directed)
paths from source to target.
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The edge connectivity of a graph is the minimum of the edge connectivity of every (ordered)
pair of vertices in the graph. i.e, it is the minimum number of edges needed to be removed
to obtain a graph which is not strongly connected. For graphs that are not connected, edge
connectivity is obviously zero.
Definition The edge density of a graph also known as density of a graph is the ratio of
the number of edges and the number of possible edges.
edge density(g) = 0.1666667
5.4.2 Centrality
Centrality indicates how important a given vertex or an edge is in a graph. Measures
of centrality are designed to quantify notions of ‘importance’. We first discuss the four
main centrality measures, their definitions, and values for the graph (g) followed by other
centrality measures.
1. Vertex centrality
The most widely used measure of vertex centrality is the vertex degree of a graph.
This is its most basic structural property.
Definition The degree of a vertex is the number of its adjacent edges.
Table 5.17: Degree of vertices of g.
Vertex 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16
Degree 6 3 3 2 1 2 3 4 1 1 3 4 3 1 3 0
Table 5.17 shows the degree of vertices of g.
We present the frequency of each of the degrees in Table 5.18.
The next two centrality measures use the concept of shortest distance and shortest
path.
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Closeness centrality measures how many steps are required to access every other vertex
from a given vertex. It captures the idea that a vertex is ‘central’ if it is close to many
other vertices.
Definition The closeness centrality of a vertex is defined by the inverse of the
average length of the shortest paths to/from all the other vertices in the graph. It is
given by the formula (1/
∑
(d(v, i), i 6= v))
If there is no (directed) path between vertices v and i, the total number of vertices is
used in the formula instead of the path length. Table 5.19 shows the closeness centrality
of each of the vertices in g.
Table 5.19: Closeness centrality (C) of vertices in g
Vertex 1 2 3 4 5 6 7 8
C 0.0244 0.0222 0.02222 0.0192 0.0185 0.0208 0.0227 0.0217
Vertex 9 10 11 12 13 14 15 16
C 0.0172 0.0154 0.0192 0.0208 0.0196 0.0169 0.0185 0.0041
We illustrate how the closeness centrality is calculated using vertex 1 as an example.
The sum of all shortest paths from vertex 1 to every other vertex in g is 25. (This
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is sum of all values in row 1 in Table 5.15). Since there is no path from vertex 1
to vertex 16 (∞), the length of this path is considered to be 16 (the total number
of vertices). Thus, the closeness centrality of vertex 1 is the inverse of 41(25 + 16).
(1/41 = 0.024390244).
In certain cases where the graph is too large it may not be feasible to compute the
shortest path between every pair of vertices. For such scenarios, igraph provides a
function estimate closeness that only considers paths of up to a certain length (called
cutoff). This function can be run for larger graphs (if cutoff is small).
Table 5.20 shows the estimated closeness centrality of each of the vertices, when cutoff
is 3. i.e., only paths of up to length 3 are considered.
Table 5.20: Estimated closeness centrality (Ce) of vertices in g with cutoff = 3.
Vertex 1 2 3 4 5 6 7 8
Ce 0.0244 0.0222 0.0222 0.0114 0.0111 0.0167 0.0227 0.0172
Vertex 9 10 11 12 13 14 15 16
Ce 0.0094 0.0068 0.0014 0.0139 0.0016 0.0085 0.0099 0.0042
We consider vertex 4 as an example. The sum of all shortest paths from vertex 4 to
every other vertex in g up to length 3, is 24. (This is sum of all values ≤ 3 in row
4 of Table 5.15). All distances > 3 are considered to be 16 (which is equal to total
number of vertices). There are 4 such entries in row 4 (total of 64). Thus, the closeness
centrality of vertex 4 is the inverse of 24 + 64. (1/80 = 0.0114).
3. Betweenness centrality
Also known as vertex betweenness, betweenness centrality summarizes the extent to
which a vertex is located between other pairs of vertices. This is based upon the
perspective that ‘importance’ relates to where a vertex is located with respect to the
paths in the network graph. It tells us how much of an intermediary or connector a
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vertex is.
Definition V ertex betweenness is defined by the number of geodesics (shortest
paths) going through a vertex. The vertex betweenness of vertex v is given by
∑
i,j
givj/gij where i 6= j, i 6= v, j 6= v, where givj is the number of shortest paths that
between i and j that pass through v and gij is the total number of shortest paths from
i to j.
Table 5.21 shows the betweenness centrality of each of the vertices in g.
Table 5.21: Betweenness centrality (B) of vertices in g
Vertex 1 2 3 4 5 6 7 8
B 47.5000 8.3333 19.3333 13.0000 0.0000 8.5000 10.3333 23.1667
Vertex 9 10 11 12 13 14 15 16
B 0.0000 0.0000 5.0000 9.3333 9.5555 0.0000 2.0000 0.0000
We notice from Figure 5.7 that vertices 5, 9, 10, 14, and 16 cannot be in the shortest
path between any pair of vertices. Hence their betweenness is 0. We illustrate the
computation of betweenness metric with vertex 15 as an example. There are four
shortest paths that go through vertex 15. These are shortest paths between -
• Vertices 11 and 13: Shortest paths between 11 and 13 include paths (11, 15, 13)
and (11, 12, 13). There are two shortest paths between 11 and 13, one of which
passes through 15. Hence g11,15,13 = 1 and g11,13 = 2. givj/gij in this case is 1/2
= 0.5.
• Vertices 6 and 13: Shortest paths between 6 and 13 include paths (6, 11, 15, 13)
and (6, 11, 12, 13). Again, there are two shortest paths between 6 and 13, one of
which passes through 15. Hence g6,11,15,13 = 1 and g6,13 = 2. givj/gij is 1/2 = 0.5.
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• Vertices 8 and 11: Shortest paths between 8 and 11 include paths (8, 13, 15, 11)
and (8, 13, 12, 11). As in previous cases, g8,13,15,11 = 1 and g8,11 = 2. givj/gij is
1/2 = 0.5.
• Vertices 14 and 11: Shortest paths between 14 and 11 include paths (14, 8, 13,
15, 11) and (14, 8, 13, 12, 11). Again, g14,8,13,15,11 = 1 and g14,11 = 2. givj/gij is
1/2 = 0.5.
Thus, betweenness of vertex 15 is
∑
givj/gij = 2.
In certain cases where the graph is too large it may not be feasible to compute shortest
path between every pair of vertices. For such scenarios, igraph provides a function
estimate betweenness similar to estimate closeness that only considers paths of up to
cutoff. Table 5.22 shows the estimated betweenness centrality of each of the vertices,
when cutoff is 2. i.e., only paths of up to length 2 are considered.
Table 5.22: Estimated betweenness centrality (Be) of vertices in g with cutoff = 2.
Vertex 1 2 3 4 5 6 7 8
Be 13.5 1.5 2.5 1.0 0.0 1.0 2.0 5.5
Vertex 9 10 11 12 13 14 15 16
Be 0.0 0.0 2.0 3.5 2.0 0.0 0.5 0.0
Consider example of vertex 8. With shortest path length ≤ 2, the following shortest
paths go through vertex 8. These are shortest paths between -
• Vertices 13 and 14: Shortest path between 13 and 14 includes only one path (13,
8, 14). Hence g13,8,14/g13,14 = 1.
• Vertices 3 and 13: Shortest path between 3 and 13 includes only one path (3, 8,
13). g3,8,13/g3,13 = 1.
• Vertices 3 and 14: Shortest path between 3 and 14 includes only one path (3, 8,
14). g3,8,14/g3,14 = 1.
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• Vertices 2 and 13: Shortest path between 2 and 13 includes only one path (2, 8,
13). g2,8,13/g2,13 = 1.
• Vertices 2 and 14: Shortest path between 2 and 14 includes only one path (2, 8,
14). g2,8,14/g2,14 = 1.
• Vertices 2 and 3: Shortest path between 3 and 13 includes two paths - (2, 8, 3)
and (2, 1, 3). Hence g2,8,3/g2,3 = 0.5.




Eigenvector centrality is based on notions of ‘prestige’ or ‘rank’. It seeks to capture the
idea that the more central the neighbors of a vertex are, the more central that vertex
itself is.
Definition Eigenvector centrality scores correspond to the values of the first eigen-
vector of the graph adjacency matrix; these scores may, in turn, be interpreted as arising
from a reciprocal process in which the centrality of each actor is proportional to the sum






where λ is a proportionality factor. Ce(g) is an eigenvector of g and λ is it’s eigen
value.
In general, vertices with high eigenvector centralities are those which are connected to
many other vertices which are, in turn, connected to many others (and so on).
Table 5.23 shows the eigenvector centrality of each of the vertices in g.
Some other centrality scores that have their basis in eigenvectors and eigenvector cen-
trality are listed below.
• Bonacich alpha centrality: The alpha centrality measure is considered as a gen-
eralization of eigenvector centerality to directed graphs. Since our graphs are
undirected, we do not consider this centrality measure.
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Table 5.23: Eigenvector centrality (Ec) of vertices in g
Vertex 1 2 3 4 5 6 7 8
Ec 1.0000 0.7572 0.5669 0.3391 0.3071 0.4920 0.7937 0.6719
Vertex 9 10 11 12 13 14 15 16
Ec 0.1741 0.1041 0.6019 0.8273 0.6572 0.2063 0.6408 0.0000
• Bonacich power centrality: Bonacich power measure corresponds to the notion
that the power of a vertex is recursively defined by the sum of the power of its
neighbors. The nature of the recursion involved is controlled by a power expo-
nent: positive values imply that vertices become more powerful as their neighbors
become more powerful (as occurs in cooperative relations), while negative values
imply that vertices become more powerful only as their neighbors become weaker
(as occurs in competitive or antagonistic relations). The magnitude of the ex-
ponent indicates the tendency of the effect to decay across long walks; higher
magnitudes imply slower decay. This is more relevant to social networks than to
isomer networks.
• Kleinberg’s authority centrality scores: The authority scores of the vertices are
defined as the principal eigenvector of t(A)*A, where A is the adjacency matrix
of the graph. This score is mainly for directed graphs and is the same as eigen
centrality scores for undirected graphs(matrices).
Observations on centrality: We now look at the top 7 vertices (sorted in descending order)
for all centrality metrics as shown in Table 5.24, Table 5.25, Table 5.26, and Table 5.27.
In all four of the centrality measures, we notice that vertex 1 has the highest value. This
indicates that vertex 1 is the most central vertex, as is evident from the graph( Figure 5.7).
Vertex 1 maps to the Medici family.
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Next, we find the vertices other than 1 that are are at the intersection of the top seven
of all four measures These are vertices 8, 12, and 7. These vertices map to the Guadagni,
Strozzi, and Ridolfi families that were also prominent in the early fifteenth century. In this
example, we see the relevance and importance of centrality measures even before they were
recognized as such or calculated.
5.4.3 Centralization
Centralization is a method for creating a graph level centralization measure from the
centrality scores of the vertices. We measure how central the most central node in the
network is in relation to all other nodes.




cv is the centrality of vertex v and max(cw) is the largest centrality value of all vertices in
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g. (This can be degree, closeness, betweenness, or eigenvector centrality.)
Graph-level centrality score is normalized by dividing by the maximum theoretical score for
a graph with the same number of vertices, using the same parameters as the graph. For
degree, closeness and betweenness the most centralized structure is some version of the star
graph. For eigenvector centrality the most centralized structure is the graph with a single
edge (and potentially many isolates).
Normalized graph-level centrality score can be calculated using the following steps.
1. Calculate centrality for every node in graph.
2. Select node that has largest centrality.
3. Calculate the difference between largest centrality and every node.
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4. Find the theoretical max for that graph and treat that as the largest centrality. Cen-
trality of every other vertex is considered to b zero. Repeat step 3.
5. Divide the value arrived at in step 3 by the one in step 4 to get the centralization score
or graph-level centrality score.
We now consider the example of Degree centralization. The degree centralization of
graph (g) is 0.2333. It is computed as follows:
max(degree(g)) is 6. (Highest value in Table 5.17). Theoretical max for g which is a star
graph with 16 vertices is 240 (16× 15).
The numerator is ((6− 6)+ (6− 3)+ (6− 3)+ · ·+(6− 0)) = 56 and the denominator is 240
(Theoretical max). Degree centralization is 0.2333 (Numerator/Denominator).
Table 5.28 shows centralization measures computed for g.
Table 5.28: Centralization measures computed for g




Eigen Vector 0.1790 14
5.4.4 Network cohesion
Network cohesion (the extent to which subsets of vertices are cohesive or connected) is
another important aspect of networks. Some metrics we consider under network cohesion
are given below.
1. Transitivity:
Transitivity measures the probability that the adjacent vertices of a vertex are con-




A clique is a complete subgraph in a graph. Apart from listing the cliques, there are
other metrics related to cliques.
count max cliques counts the maximal cliques. (A clique in maximal if it cannot be
extended to a larger clique. The largest cliques are always maximal, but a maximal
clique is not necessarily the largest.)
count maximal cliques (g) = 16
We also calculate size of the largest clique(s). clique num(g) = 3 in our example. We
see in graph g that there are three cliques (each of size 3). These are the cliques formed
by vertices(1, 2, 7), vertices(11, 12, 15) and vertices(12, 13, 15).
3. k-core graph:
Cliques require that the subgraph is complete. This is often a very rigid condition.
This condition is weakened in a k-core graph.
Definition The k − core of a graph is the maximal subgraph in which every vertex
has at least degree k.
Table 5.29 indicates that graph g contains 3 subgraphs as shown in Figure 5.8. Vertices
of each subgraph (where k = 0, k = 1 and k = 2) are shown in different colors.
Table 5.29: k-core vertices of g
Vertex 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16
Degree 2 2 2 1 1 2 2 2 1 1 2 2 2 1 2 0
4. Components:
components finds the maximal (weakly or strongly) connected components of a graph.
The function components returns the number of components, size of each component,
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Figure 5.8: Graph showing k-core decomposition of g
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and the component each vertex belongs to. In our example, components(g) returns size
of components as 15 and 1, number of components as 2, and the component number
each vertex belongs to as is shown in Table 5.30.
Table 5.30: Component of the graph (g) each vertex belongs to.
Vertex 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16
Component 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 2
Notice that graph g has two components. The first one consists of vertices 1 though 15,
while the second component is only vertex 16. We find the individual components of
the graph using the function decompose.graph(). This returns the number of vertices
and edges in each component along with the edge list of individual components. The
Table 5.31: Edge list of individual components of g.
[1] 1 –2 1 –3 1 –4 1 –5 1 –6 1 –7 2 –7 2 –8 3 –8
3 –9 4 –10 6 –11 7 –12 8 –13 8 –14 11–12 11–15 12–13
12–15 13–15
[2]
second row in Table 5.31 is empty since the second component consists of only one
vertex (16) and no edges. We can also list the number of components and the number
of vertices belonging to each component as follows.
Table 5.32: Number of components and their sizes in g
1 15
1 1
We see in Table 5.32 that one component dominates the other in magnitude. This is
a common phenomenon called the giant component.
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5. Subcomponents:
Subcomponent finds all vertices reachable from a given vertex. This is done by con-
ducting a breadh-first search starting from the given vertex. In graph g, subcomponent
of vertex 1 (subcomponent (g, 1)) returns all vertices, while subcomponent of vertex
16 (subcomponent (g, 16)) returns only vertex 16.
6. Articulation points:
Definition Articulation points or cut vertices are vertices whose removal increases
the number of connected components in a graph.
If the original graph is connected, then the removal of a single articulation point
makes it unconnected. This is true of components of a graph too. In our exam-
ple, articulation.points(g) returns vertices 3, 8, 4, and 1. We observe that removing
any of these vertices from g, will divide the graph into more connected components.
5.4.5 Community detection
A community is a subset of vertices that are well connected among themselves and at
the same time are relatively well separated from the remaining vertices.
Definition [11] Community can be thought of as a graph partitioning problem, where the
graph partitioning algorithms seek a partition C = {C1, C2, · · ·Ck} of the vertex set V of a
graph g = (V,E) in such a manner that the sets E(Ck, Ck′) of edges connecting vertices in
Ck to vertics in Ck′ are relatively small in size compared to the sets E(Ck) = E(Ck, Ck) of
edges connecting vertices within the Ck.
Assignment of vertices to communities is community detection. The quality of a community
is found by comparing the fraction of edges within a cluster to expected fraction if edges
were distributed at random. This is also known as modularity.
igraph provides the implementation of various community detection algorithms. We now
describe a few algorithms and their output for the example graph. Note that communities
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and clusters are terms that are used inter-changeably in network analysis. Apart from
the igraph manual[6], the following sites have been referred to for an explanation of the
algorithms and their run times[34, 35].
1. Edge betweennness
This is a hierarchical decomposition process where edges are removed in the decreas-
ing order of their edge betweenness scores. The idea of the edge betweenness based
community structure detection is that it is likely that edges connecting separate mod-
ules have high edge betweenness as all the shortest paths from one module to another
must traverse through them. So if we gradually remove the edge with the highest edge
betweenness score we will get a hierarchical map. The actual algorithm is described in
[36]. The runtime of the algorithm is | V || E |2[34].
Figure 5.9: Edge betweenness clustering on g
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Figure 5.9 shows the communities returned by the edge betweenness clustering algo-
rithm. The dendogram shows the sequence of decomposition of edges. Details of each
cluster are shown in Table 5.33. There are 5 clusters. The size of the largest cluster is
5. The modularity of this division is 0.40.
Table 5.33: Communities returned by Edge betweenness clustering algorithm
Cluster Number 1 2 3 4 5
No. of components 4 4 2 5 1
2. Fast greedy
This is a bottom-up hierarchical approach. It tries to optimize modularity in a greedy
manner. Initially, every vertex belongs to a separate community, and communities
are merged iteratively such that each merge is locally optimal (i.e. yields the largest
increase in the current value of modularity). The algorithm stops when it is not possible
to increase the modularity any more. This method is fast. The actual algorithm is
described in [37]. The runtime of the algorithm is | V || E | log | V |[34].
Figure 5.10 shows the communities returned by the Fast greedy clustering algorithm.
The dendogram shows the sequence of decomposition of edges. Details of each cluster
are shown in Table 5.34. There are 5 clusters. The size of the largest cluster is 5. The
modularity of this division is 0.40.
Table 5.34: Communities returned by Fast greedy clustering algorithm
Cluster Number 1 2 3 4 5
No. of components 4 4 2 5 1
3. Walktrap clustering
This is also a hierarchical process that tries to find densely connected subgraphs in a
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Figure 5.10: Fast greedy clustering on g
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graph via random walks. The idea is that short random walks tend to stay in the same
community. Walktrap runs short random walks of n steps (default numbr of steps
is 4) and uses the results of these random walks to merge separate communities in a
bottom-up manner. This is based on the algorithm described in [38]. The runtime of
the algorithm is | E || V |2[34].
Figure 5.11: Walktrap clustering on g
Figure 5.11 shows the clusters returned by the walktrap community detection algo-
rithm. There are five clusters. Details of each cluster are in Table 5.35. The size of
the largest cluster is 5. The modularity of this division is 0.40.
Table 5.35: Communities returned by Walktrap clustering algorithm
Cluster Number 1 2 3 4 5
No. of components 4 4 5 2 1
106
4. Community matrix of leading eigenvector based clustering
This is also a hierarchical process that tries to find densely connected subgraphs by
optimizing modularity. It follows a top down approach. This is based on the algorithm
described in [39]. The runtime of the algorithm is c | V |2+| E |[34]. Figure 5.12 shows
Figure 5.12: Leading eigenvector clustering on g
the clusters returned by the leading eigenvector community detection algorithm. There
are four clusters. Details of each cluster are in Table 5.36. The size of the largest cluster
is 6. The modularity of this division is 0.36. Leading eigenvector community detection
Table 5.36: Communities returned by Leading eigenvector clustering algorithm
Cluster Number 1 2 3 4
No. of components 6 1 4 5
algorithm does not consider weighted edges. Since the isomer network consists of
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weighted edges (number of bonds cut), this is not a suitable algorithm for us.
5. Label propagation
In this algorithm every node is initialized with a unique label and at every step each
node adopts the label that most of its neighbors currently have. In this iterative
process densely connected groups of nodes form a consensus on a unique label to form
communities. The actual algorithm is described in [40]. The runtime of the algorithm
is | V | + | E |[34].
Figure 5.13: Label propagation clustering on g
Figure 5.13 shows the clusters returned by the label propagation community detection
algorithm. There are four clusters. Details of each cluster are in Table 5.37. The size
of the largest cluster is 8. The modularity of this division is 0.30. A dendogram is not
created for this clustering algorithm since it does perform a hierarchical decomposition
of the graph.
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Table 5.37: Communities returned by Label propagation clustering algorithm
Cluster Number 1 2 3 4
No. of components 8 6 1 1
6. Infomap This algorithm recognizes that links in a network induce movement across
the network and result in system-wide interdependence. A map equation is used to
highlight and simplify the network structure with respect to this flow. The algorithm
presents an intuitive derivation of this flow-based and information-theoretic method
and provide to efficiently decompose large weighted and directed networks based on
the map equationv[41]. The algorithm is given in [41].
Figure 5.14: Infomap clustering on g
Figure 5.14 shows the clusters returned by the Infomap community detection algo-
rithm. There are four clusters. Details of each cluster are in Table 5.38. The size of
the largest cluster is 5. The modularity of this division is 0.40.
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Table 5.38: Communities returned by Infomap clustering algorithm
Cluster Number 1 2 3 4 5
No. of components 5 4 4 2 1
Though this algorithm can be run on undirected graphs, it works better on directed
graphs.
7. Louvain clustering (Multi level community clustering)
This community detection algorithm is based on the modularity measure and a hier-
archal approach. Initially, each vertex is assigned to a community on its own. In every
step, vertices are re-assigned to communities in a local, greedy way: each vertex is
moved to the community with which it achieves the highest contribution to modular-
ity. When no vertices can be reassigned, each community is considered a vertex on its
own, and the process starts again with the merged communities. The process stops
when there is only a single vertex left or when the modularity cannot be increased any
more in a step. The algorithm is described in [42]. The runtime of the algorithm is
“linear” when | V |≈| E |[34].
Figure 5.15 shows the clusters returned by the Louvian community detection algo-
rithm. There are five clusters. Details of each cluster are in Table 5.39. The size of
the largest cluster is 5. The modularity of this division is 0.87. Though this cluster
Table 5.39: Communities returned by Louvain clustering algorithm
Cluster Number 1 2 3 4 5
No. of components 5 2 4 4 1
uses a hierarchal approach, no dendogram is created.
8. Optimal clustering
This algorithm calculates the optimal community structure for a graph, in terms of
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Figure 5.15: Louvain clustering on g
maximal modularity score. The calculation is done by transforming the modularity
maximization into an integer programming problem, and then calling the GLPK library
to solve that. The algorithm is given in [43].
Figure 5.16 shows the clusters returned by the Optimal community detection algo-
rithm. There are four clusters. Details of each cluster are in Table 5.40. The size of
the largest cluster is 6. The modularity of this division is 0.40.
Table 5.40: Communities returned by Optimal clustering algorithm
Cluster Number 1 2 3 4
No. of components 6 4 5 1
Since modularity optimization is an NP-complete problem, and all known algorithms
for it have exponential time complexity, this clustering algorithm is not suitable for
large graphs.
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Figure 5.16: Optimal clustering on g
Table 5.41 lists the number of clusters, size of largest cluster, and modularity for each
of the algorithms.
Table 5.41: Result of community detection algorithms run on g
Algorithm Number of Size of Modularity
clusters largest cluster
Edge betweenness 5 5 0.40
Fast greedy 4 6 0.40
Walktrap clustering 5 5 0.40
Leading eigenvector 4 6 0.36
Label propagation 4 8 0.30
Infomap 5 5 0.40
Louvian 5 5 0.87
Optimal 4 6 0.40





In this chapter we present a summary of the contributions of this dissertation and also
the future directions in this research.
6.1 Summary
To summarize, the contributions of this dissertation are a variety of techniques that can
be employed to more efficiently (with respect to time and memory) compute isomer networks.
Specifically, our contributions are as listed below.
1. We improved the network extraction process (All Pairs SAA) by using the symmetry
present in most molecules to reduce runtime and memory and streamlining the algo-
rithm used for the detection of duplicate dnNames[1], a key step in determining the
bond count distances between pairs of isomers. Together, these techniques resulted in
reductions in memory of up to 60% and improvements in runtime of up to a factor of
100.
2. We developed an algorithm that enables fragments of the isomer network to be de-
veloped in groups that can be accommodated within the available memory resources,
such that every isomer is in a group with every other isomer once and only once. The
algorithm provides a solution to sub divide the “big data” problem that arises in the
construction of isomer networks into several independent “small data” problems. This
grouping technique helped divide large data sets into independent smaller ones that
could be processed in parallel.
3. We generated the isomer network for 1,050,125 isomers of Nicotine using the cloud
computing capabilities of Amazon Web Services[2] and Microsoft Azure[3]. We pre-
sented some graph analytical metrics that can be used to analyze such a network and
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our results from analyzing a network of approximately 500,000 and 1,000,000 isomers
using the metrics described.
6.2 Future directions
We now present future directions this research can take.
1. Work with the chemists at Chemical Space Project[4] to understand significance of
results in the cheminformatics space, and provide further insights into the network
based on their feedback and requirements.
2. Explore the use of other graph analytical tools that can be used to facilitate Step 1.
3. Generate isomer networks for other compounds (like Phenmetrazine and Tyrosine).
4. In [44, 45], the authors develop visualization tools for automated reaction mapping.
We would like to develop a similar tool for displaying the results of the isomer analysis.
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