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В сучасних умовах нестабільності і криз здавалося б годі й 
думати встановити логічну послідовність тих чи інших процесів і 
явищ, що відбуваються в суспільстві, економіці, політиці, 
соціальній сфері… Проте досвідченому фахівцю, що довгий час 
працює з інформацією, її аналізує, виявляється, зовсім не складно 
буде відстежити причинно-наслідкові зв’язки тих чи інших подій і 
процесів. А все тому, що кожна подія чи явище з погляду 
системного аналізу є логічно вмотивованими. Іншим словами, 
події, що відбуваються (чи відбулися!) «запрограмовані», вони 
повинні були б статися обов’язково при певному алгоритмі 
поведінки учасників процесу. 
Системний підхід передбачає, що всі природні явища і 
катаклізми, наші економічні негаразди і проблеми, соціальна 
нестабільність, інші процеси перебувають в логічному 
взаємозв’язку з певними подіями і діями людини, а тому мають 
свою причину і прогнозовані. Що стосується інформаційних 
процесів, де б вони не протікали, то без системного бачення і 
системного аналізу не можливо уявити навіть гіпотетичну 
можливість з’ясувати причини, мотиви, наслідки і перспективи тих 
чи інших подій і процесів. В неструктурованому, 
несистематизованому «морі» інформації, а саме такими є сьогодні 
буденні потоки інформації, особливо в економіці, бізнесі, без 
системного підходу просто не реально терміново і безпомилково 
віднайти єдиноправильне ефективне управлінське рішення назрілої 
проблеми. Якраз системний аналіз є тим методом, тією 
технологією, яка дозволяє швидко вирішувати складні, а часом і 
надскладні неструктуровані завдання в умовах невизначеності і 
кризових явищ. 
Оскільки всі об’єкти, предмети, явища сучасною наукою 
розглядаються як елементи певної системи, то будь-яка 
безсистемна дія на окремий елемент системи носить деструктивний 
характер з непередбачливими наслідками. 
Прикладів таких дій можна навести багато – і стосовно 
природи, і стосовно економіки, політики, соціальних процесів... На 
жаль, сьогодні людство пожинає плоди такої руйнівної діяльності, 
на ліквідацію наслідків якої витрачаються величезні кошти, час. 
5 
Отже, аксіомою залишається правило – оскільки всі процеси і 
явища в світі носять системний характер, то і дослідження цих 
процесів і явищ, а тим більше, зміни в них мусять бути 
системними, з урахуванням всіх взаємозв’язків елементів системи, 
системного аналізу всіх можливих наслідків прогнозного розвитку 
ситуацій чи проблем. 
Предметом вивчення навчальної дисципліни є питання теорії 
та практики створення ІС для управління організаційно-технічними 
системами на основі системного підходу до виявлення загальних 
закономірностей їх функціонування з використанням 
комп’ютерних інструментальних засобів та дотриманням вимог 
діючих стандартів у галузі створення і експлуатації ІС. 
Лекції згруповано за двома змістовими модулями: 
Змістовий модуль 1. Проблематика системного аналізу. 
Теоретичні аспекти системного аналізу 
Змістовий модуль 2. Прикладні аспекти системного аналізу та 
прийняття інноваційних рішень 
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Змістовий модуль 1. Проблематика системного аналізу. 
Теоретичні аспекти системного аналізу 
Тема 1. Системний підхід до аналізу складних систем 
 
Системність існувала завжди (незалежно від нас), як загальна 
властивість матерії, форма її існування, як об’єктивна реальність. 
Поняття системності виникло разом з людиною і завжди було 
і є одним з методів науки — як для вчених минулого (які, можливо, 
до кінця не усвідомлювали, що вони використовують метод 
системності), так і сучасних науковців, дослідників. Спочатку була 
усвідомлена системність процесу пізнання, представлення знань, а 
тому дискусії з системних проблем найперше виникли в філософії, 
логіці, математиці, тобто однією з об’єктивних причин виникнення 
системних наук є системність мислення людини. 
Якщо Філософ, вчений викладав досить струнку та 
обґрунтовану сукупність поглядів і теорій, то це називали 
системою даного філософа або вченого. Наприклад, філософська 
система Платона з основами дедуктивно – аксіоматичного метода; 
система дедуктивної логіки Аристотеля; система «ідолів» та 
«індукціонізма» Френсіса Бекона, трансцендентальний ідеалізм 
(метод) Канта, геліоцентрична система світу Коперніка та Кеплера, 
і можна продовжувати приклади нескічено, кожен раз 
переконуючись, що це є системи поглядів, системи знань. 
Системність світу базується на трьох основних компонентах 
(системах, або ієрархіях за Б.С. Флейшманом): 
• ієрархії (системи), які виникли природно: фізико – 
біологічна (А – В) та соціальна (С); 
• штучна ієрархія (система): технічна (D). 
Концепція загальної теорії систем виникла у 30 роки ХХ ст. З 
пропозиції австрійського біолога-теоретика Людвіга фон 
Берталанфі, який займався питаннями системного підходу при 
вивченні живих організмів, розвиваючи загальну точку зору на 
необхідність цілісного підходу в біології та фізіології. У 1956 році 
він організував наукове товариство з досліджень в області теорії 
систем. 
Системний підхід розглядався як універсальна концепція, яка 
об’єднує інтереси різноманітних наук: кібернетики, теорії 
інформації, теорії прийняття рішень, топології, факторного аналізу, 
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автоматів, масового обслуговування, графів та мереж, дослідження 
операцій. Надалі Берталанфі виділяє наступні основні тенденції в 
розвитку теорії систем. 
• наука про системи, що досліджує застосування системних 
концепцій у природних (фізичних) та суспільних науках. Увага 
зосереджується на науковому вивченні цілісного на противагу 
поелементного, оцінюванні способів взаємодії між компонентами 
системи, широкого використання методів математичного 
моделювання для визначення ізоморфізму в системах; 
• системна технологія, яка призначення для розв’язку 
проблем з використанням методології системного підходу і 
сьогодні використовується в системному аналізі, в управлінні, 
інженерії різного напрямку та ін.; 
• системна філософія намагається об’єднати традиційні науки 
різних галузей і знань в рамки філософських концепцій 
системності. 
Одним з основних досягнень Людвіга фон Берталанфі є 
введення поняття відкритої системи. Він підкреслював особливе 
значення обміну системи речовиною, енергією та інформацією з 
зовнішнім середовищем (іншими системами). У відкритих 
системах встановлюється динамічна рівновага, яка може бути 
спрямована у бік ускладнення організації (за рахунок інформації 
ззовні), а функціонування є не просто відгуком на зміну зовнішніх 
умов, але й збереженням попередньої чи встановленням нової 
рухливої внутрішньої рівноваги системи. 
Суть системних досліджень полягає у використанні 
фундаментального методологічного поняття системи як єдиного 
абстрактного зображення об’єктів, що досліджуються будь-якої 
природи і степені складності, у виділенні провідних, визначаючих 
сторін, тенденцій розвитку системи; у поданні проблеми як 
своєрідної концептуальної системи. 
Системний підхід – це метод, при якому всі зв’язки, 
елементи, функції та проблеми розглядаються у вигляді 
взаємозв’язаного цілого. 
Задачею системного підходу є вираження на рівні 
спеціальної методології науки загальнонаукових принципів, 
положень, понять, форм та методів системних досліджень, 
відповідно до яких кожен об’єкт, поданий як система, 
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розглядається не тільки як деяке самостійне ціле, а також як 
частина системи більш вищого рівня (макросистеми) складності з 
усіма її суттєвими взаємозв’язками щодо інших об’єктів, які 
входять до складу цієї макросистеми. 
В основі системного підходу лежить прагнення установити 
загальну орієнтацію досліджень та визначити науковими засобами 
цілісність, організованість об’єкту (системи, процесу, явища, 
проблеми), що досліджується , з усією багатостатністю його 
зв’язків. Цей загальний принцип орієнтує на розглядання об’єктів 
як систем. 
Теорію складних систем називають системологією, яку 
сьогодні ототожнюють з кібернетикою. Поняття складної системи 
стало єдиною концептуальною основою (концептуальною єдністю, 
основним поєднуючим поняття) сучасної кібернетики. 
Отже, системологію можна визначити, як науку про загальні 
властивості розвиту складних систем. 
Метою системології є створення та вивчення найбільш 
загальних способів опису, законів функціонування та методів 
аналізу і синтезу складних систем незалежно від їх фізичної 
природи. В системології розвиваються: теорія абстрактних описів і 
математичного моделювання систем, загальна теорія системних 
досліджень на базі математичних та евристичних методів. 
Складовою системології, яка займається технічними 
системами, є системотехніка – це область наукових знань, яка 
містить теорію, методологію та дослідження і створення складних 
технічних систем, здібних до цілеспрямованих дій в складних 
ситуаціях. 
До задач системотехніки відносять: визначення загальної 
структури технічної системи. Організацію взаємодії між 
підсистемами та елементами; врахування оптимальної структури, 
параметрів та алгоритмів функціонування систем; синтез складних 
технічних систем. Термін «системотехніка» спочатку 
використовувався у зв’язку з розв’язуванням задач проектування, 
тобто, раніш предметом системотехніки було проектування систем. 
Однак, сьогодні – це наукове направлення, яке охоплює не 
тільки проектування, але й створення, випробування та 
експлуатацію складних технічних систем. 
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Системний підхід в сфері техніки є особливо продуктивним в 
силу того, що сучасна техніка, в яких би аспектах вона не 
розглядалась, за своєю суттю є системною. 
Отже, якщо системний підхід – це деякий загально 
методологічний принцип системних досліджень, то системний 
аналіз – це рецептурна, або апаратна реалізація системного підходу 
або можна сказати технологія системного підходу. Він (СА) постає 
як сукупність методичних засобів реалізації системного підходу 
при підготовці та обґрунтуванні рішень щодо складних проблем 
різного характеру. 
Таким чином, системний аналіз – це спосіб вивчення 
складних об’єктів з метою вивчення впливу зв’язку елементів і 
підсистем на властивості об’єкту в цілому. 
Оскільки концептуальною основою системних наук є метод 
системного підходу, доцільно буде розглянути його основні 
принципи. 
Основні принципи: 
• принцип системності – розглядання об’єктів дослідження як 
систем; 
• принцип кінцевої цілі (мети): абсолютний пріоритет 
кінцевої (глобальної) цілі (мети), тобто всі процеси в системі 
підпорядковані глобальній цілі (головному призначенню), що 
накладає особисту відповідальність на вибір цілі та її трактування. 
Не повністю визначені кінцеві цілі або не однозначне їх 
трактування ушкоджує структуру та процеси в системі і взагалі 
управління системою; 
• принцип ієрархічності пізнання, який потребує 
трирівневого вивчення об’єкта: 
вивчення самого об’єкта – „власний” рівень; вивчення 
об’єкта як елемента більшої системи – „зовнішній” рівень та 
вивчення об’єкта у відношенні з його складовими - „нижній” 
рівень; 
• принцип інтеграції: відображається саме та особливість 
системного підходу, яка спрямована на вивчення інтегративних 
властивостей і закономірностей системи, розкриття базисних 
механізмів інтеграції цілого; 
• принцип функціональності: сумісний розгляд структури й 
функцій з пріоритетом функцій над структурою. Цей принцип 
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стверджує, що будь-яка структура тісно зв’язана з функціями 
системи та її елементів, тому досліджувати та створювати 
структуру необхідно після з’ясування (розуміння, точно 
визначення) функцій в системі. Зокрема, на практиці принцип 
функціональності означає те, що у випадку додавання системі 
нових функцій доцільно буде переглянути її структуру, а не 
намагатись впровадити нову функцію в стару схему. 
Проведені основні принципи системного підходу 
доповнюються рядом інших, додаткових принципів, які уточнюють 
основні або мають більш вузьку спрямованість (область 
використання). 
Додаткові (доповнюючі) принципи: 
• зв’язності: розгляд будь якої частини сумісно з її зв’язками 
з оточенням; 
• єдності: сумісний розгляд системи як цілого і як сукупності 
елементів (частини). 
• ієрархії структури: доцільно водити ієрархію елементів, 
частини, поділ на модулі; 
• сполучення (поєднання) централізації та децентралізації; 
• невизначеності: врахування невизначеностей та 
випадковостей у системі; 
• організованості: рішення, дії, висновки у системі повинні 
відповідати степені її деталізації, визначеності, організованості; 
• чутливості (близький до організованості): вплив на систему 
повинен узгоджуватись з рівнем її реакції на даний вплив; 
• згортки: інформація та управляючі впливи згортаються 
(узагальнюються, збільшуються) в процесі руху по ієрархічним 
рівням вертикально (з нижчого до верхнього); 
• формалізації: системний підхід націлений на отримання 
кількісних характеристик, 
створення методів для зменшення неоднозначності понять, 
означення, оцінок тощо; 
• розвитку: врахування змінюваності системи, її здатності до 
розвитку, розширення, заміни частин (елементів), накопичування 
інформації. 
Розрізнюють декілька аспектів системного підходу. 
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Системно – історичний аспект: розглядання процесу 
виникнення системи, її розвитку(еволюції), передбачення 
історичної перспективи. 
Системно – компонентний аспект: вивчення елементного 
складу системи, тобто із яких компонентів утворено ціле (система). 
Системно – структурний аспект: вивчення внутрішньої 
організації системи, способів взаємодії елементів та підсистем, 
типів між елементних зв’язків системи. Структура системи відіграє 
велику роль. Вона зв’язує компоненти системи, що надає їй 
цілісність та виникнення нових властивостей, які не має жоден 
компонент. Для збереження системи особливого значення набуває 
стійкість структури, яка визначається стійкістю зв’язків її 
компонентів. 
Системно – функціональний аспект: зв’язки з вивченням 
поведінки окремих частин системи та функціонування системи в 
цілому. Кожна реальна система виконує певні функції, які 
представляють деякий інтегративний результат функціонування її 
компонентів. 
Функції компонентів відносно системи несе доцільний 
(цільовий) характер, інакше компонент випадає із системи. Функції 
компонентів узгоджені за часом і в просторі і часто являються 
результатом впливу загальносистемних функцій. 
Системно – комунікаційний аспект: розглядає взаємозв’язки 
системи з іншими об’єктами, явищами, системами. 
Системно – інтегративний аспект: вивчає фактори 
збереження, досконалості та розвитку системи, тобто механізми які 
забезпечують збереження якісної специфіки системи. 
Система – це внутрішньо організована сукупність 
взаємозв’язаних елементів, що утворює єдине ціле і спільно діє для 
досягнення поставленої цілі. 
Властивість – здатність системи виявляти ті чи інші сторони 
у процесі взаємозв’язку і взаємодії. 
Розчленованість системи характеризує її здатність поділяти 
на складові. Взаємна автономність елементів проявляється у тому, 
що кожному її елементу притаманні властивості системи в цілому. 
Варіативність – здатність змінюватись із стану в стан або 
перетворюватись в іншу систему. 
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Елементарність – кожен елемент не є системою з такою ж 
структурою. Оцінюється відношенням структури системи для її 
елементів. 
Іманентність проявляється в тому, що системоутворююче 
відношення охоплює тільки елементи даної системи і не 
поширюється поза нею. 
Надійність – здатність зберігати свою системоутворюючу 
властивість при елімінації (вилучення) елементів. 
Однорідність може відноситись і до елементів і до структури 
(елементна або субстрактна гомогенність та структурна або 
функціональна гомогенність). 
Мінімальність вказує на руйнування системи при вилученні 
хоча б одного елементу. 
Завершеність – не допускається приєднання нових елементів 
без руйнування цієї системи. 
Таким чином, основними положеннями, на яких основується 
поняття системи , є: 
• множина взаємозв’язаних компонентів, які складають 
об’єкт обмежений зовнішнім 
середовищем і взаємодіючий з ним; 
• ця множина утворює єдине ціле, яке має визначену ціль або 
призначення, характерне для всієї сукупності елементів; 
• кожний елемент множини виконує визначену функцію, яка 
сприяє досягненню цілі, виконанню загальносистемних функцій. 
В залежності від складу і просторово-часових властивостей 
системи бувають прості, складні і великі. 
Прості – це системи, які не мають розгалуженої структури і 
складаються з невеликої кількості взаємозв’язаних і взаємодіючих 
елементів. Такі системи служать для виконання простіших функцій 
і як правило входять до складу інших систем. Особливістю простих 
систем є детермінованість номенклатури і числа елементів та 
зв’язків (як внутрішніх, так і зовнішніх). 
Складні системи характеризуються великою кількістю 
елементів і внутрішніх зв’язків, їх неоднорідністю та 
різноякісністю, структурною багатостатністю, виконанням 
багатьох функцій або складної функції (наприклад: людина, 
держава, комп’ютер тощо). Компоненти складної системи можна 
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розглядати як підсистеми, які також можуть складатись з 
простіших підсистем і т.д. 
Тобто, ієрархічна побудова – характерна ознака складної 
системи. Окремо для складних систем можна виділити фактор 
неможливості передбачення їх поведінки без спеціального аналізу 
та оцінювання. 
Взагалі складну систему поділяють на такі функціональні 
підсистеми: 
• вирішальну, яка приймає глобальне рішення про взаємодію 
з зовнішнім середовищем та розподіляє локальні завдання всім 
іншим підсистемам для його реалізації; 
• інформаційну, що забезпечує збір, обробку та передачу 
інформації, необхідної для прийняття глобального рішення та 
виконання локальних завдань; 
• управління, призначену для реалізації глобального рішення; 
• гомеостазну, яка підтримує динамічну рівновагу усередині 
системи і регулює потоки і ресурси енергії та матерії у 
підсистемах, необхідних для виконання їх локальних завдань, 
тобто забезпечує здібність системи тривало функціонувати без 
суттєвого зниження ефективності; 
• адаптивну, яка накопляє досвід в процесі навчання для 
покращення структури і функцій системи. 
Важливим в процесі аналізу та синтезу великих і складних 
систем є поняття декомпозиції та агрегування. Декомпозиція 
означає спосіб дослідження систем, який приводить до спрощеного 
опису. Буквально, декомпозиція є роз’єднанням системи на окремі 
частини з їх послідовним самостійним розглядом. Тому це поняття 
зв’язано з моделюванням систем. Стосовно великих та складних 
систем декомпозиція є найбільш ефективним інструментом для їх 
дослідження. 
Агрегування систем є поняттям протилежним декомпозиції. 
В процесі аналізу і особливо синтезу виникає необхідність 
поєднання елементів системи з метою розгляду системи з більш 
загальних позицій. 
Основним в процесі опису поведінки системи є поняття стану 
системи – це сукупність суттєвих властивостей, які має система у 
кожний момент часу, який розглядається, тобто стан системи 
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характеризується множиною значень величин, які визначають її 
поведінку. 
Всі системи (загальний рівень) можна поділити на 
матеріальні (фізичні, елтегрічні) та абстрактні (концептуальні). 
Матеріальні складаються із реально існуючих (природничих або 
штучних) об’єктів: сонячна система, Земля, людина, комп’ютер і 
т.д. Абстрактні – із об’єктів, які є продукт людського мислення: 
ідеї, поняття, категорії, гіпотези, теорії, методології, плани і т.п. 
На другому рівні (рівень походження) розташовані природні 
та штучні класи систем. 
Системи, які виникають в природних процесах, називають 
природними : Галактика, сонячна система, клімат, гори, ліса, річки 
і т.п. Якщо людина змінила систему шляхом перетворення її 
складових, властивостей, зв’язків, то вона називається штучною : 
поле для вирощування сільгоспкультур, комп’ютер, місто Житомир 
і т.п. 
За рівнем визначеності системи розділяють на стохастичні та 
детерміновані. Якщо складові частки системи взаємодіють точно 
передбаченим чином, систему називають детермінованою. При її 
дослідженні не виникає ніякої невизначеності (ентропія дорівнює 
нулю). Будь-який наступний стан завжди можна передбачити, якщо 
відомий попередній стан і програма переходу в інші стани. 
Стохастичні (імовірнісні, випадкові) системи – це складні системи, 
протилежні детермінованим. Для них точне передбачення стану 
неможливе, тобто вони завжди залишаються невизначеними з 
точки зору поведінки. Їх поведінку описують за допомогою методів 
теорії ймовірності та математичної статистики. 
З точки зору кібернетики, управління - переробка (обробка) 
інформації з метою прийняття рішення. Інакше, управління – це 
цільовий вплив на об’єкт, вибраний з множини можливих впливів 
на основі інформації, який поліпшує функціонування або розвиток 
об’єкта. 
В управлінні виділяють три основних стани: збір та обробка 
інформації; приймання рішення; реалізація впливу управління. Ці 
стани циклічно повторюються в управлінні. 
Таким чином, управління є процесом перетворення 
інформації в дію – або процес прийняття рішення та його 
реалізацію. 
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В залежності від ступеню інформованості про середовище та 
параметри об’єкта, який управляється, рішення поділяють на три 
групи: 
• рішення, які приймаються в умовах визначеності, коли всі 
фактори середовища та об’єкта детерміновані; 
• рішення, які приймаються в умовах ризику, коли фактори 
середовища та об’єкта задані імовірними характеристиками; 
• рішення, які приймаються в умовах невизначеності, коли є 
невідомими характеристики факторів, що враховуються. 
 
Тема 2. Етапи та задачі системного аналізу 
 
Два підходи до системного аналізу, які історично виникли 
послідовно, що визначились проблематикою та відповідним 
інструментарієм вирішування проблем: 
• перший підхід , що базується на застосуванні формальних, 
математичних прийомів і методів, зокрема теорії оптимізації і 
дослідження операцій; 
• другий підхід «неформалізований», в основі якого лежить 
логіка системного аналізу. 
При використанні першого підходу увага приділялась опису 
складної системи за допомогою формальних засобів – 
математичних виразів, мереж, біологічних діаграм тощо. 
Головною задачею був пошук «оптимального формату 
системи» (режиму її функціонування), тобто знаходження 
екстремуму цільової функції системи при заданих обмеженнях. 
Однак, часто виникають проблеми, де математичні методи 
стають не ефективними, і тоді підключається другий підхід – логіка 
системного аналізу, центральною процедурою якої виступає 
декомпозиція, як методологія структуризації проблеми, яку 
належить розв’язати із застосуванням різних методів і технологій. 
Системний аналіз характеризується наявністю певних 
типових стандартних компонентів, які практично присутні в аналізі 
будь-якої проблеми з системних позицій. 
Такими компонентами є: 
• ціль; 
• шляхи досягнення цілі; 
• необхідні ресурси. 
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Сполучення даних компонентів у визначеній послідовності, 
яка залежить від структури проблеми та причинних зв’язків, 
приводить до упорядкованого розв’язування проблеми. 
Розглядання викликаних проблем в логічній послідовності дає 
можливість ефективно поєднувати формалізовані та евристичні 
методи обґрунтування та прийняття рішень тільки вищої якості. 
Системний аналіз веде до виконання певної послідовності 
взаємопов’язаних дій, виступаючи завжди як процес, що 
складається з певних основних етапів: 
I. Етап формулювання проблеми потребує точного 
формулювання, виявлення логічної структури проблеми, її зв’язків 
з іншими проблемами, вивчення питання її принципового 
розв’язку. Формулювання проблеми здійснюється на вербальному 
рівні; 
II. Етап визначення цілей здійснюється на основі 
формулювання проблеми. Він має два аспекти: виявлення цілей 
(включаючи пріоритети) та формулювання цілей у вигляді, 
зручному для ефективного управління з метою їх досягнення; 
III. Етап визначення наявних ресурсів для досягнення цілей; 
IV. Етап генерації альтернатив та сценаріїв (шляхів, способів, 
методик) досягнення поставлених цілей; 
V. Етап вибору оптимальної альтернативи (способу, 
методики, алгоритму) досягнення головної цілі (загальної мети) на 
основі визначених критеріїв з подальшою побудовою моделі. 
Детальніше процес системного аналізу можна розглядати як 
послідовність виконання зв’язаних між собою процедур, які 
складаються з відповідних задач аналізу (операцій). 
Отже задачі аналізу складаються з вивчення структури, 
елементів поведінки та властивостей системи в залежності від 
характеристик системи та зовнішнього середовища. 
 
Тема 3. Огляд методів системного аналізу 
 
В залежності від степені використання в системному аналізі 
формальних елементів можна виділити формалізовані математичні 
методи (методи математичного програмування, дослідження 
операцій, теорії ігор, статистичні методи тощо), та неформалізовані 
евристичні методи (метод мозкового штурму, метод Делфі, метод 
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сценаріїв, експертних оцінок, метод дерева цілей, синектика, ділові 
ігри тощо). На всіх етапах системного аналізу широко 
використовуються методи моделювання – дослідження реальних 
об’єктів (систем) на їх моделях (оптимізаційні, машинної імітації, 
ігрові та інші моделі). Побудова математичних моделей є основою 
всього системного аналізу. 
Крім того, для розв’язування задач системного аналізу 
використовують такі загальнонаукові методи досліджень як 
мікропідхід та макропідхід, аналіз та синтез. 
Формалізованим математичним методам та моделюванню 
будуть присвячені окремі теми. Тому розглянемо деякі 
неформалізовані евристичні методи досліджень. Які 
використовуються в системному аналізі. 
Метод мозкового штурму – це метод посилення творчого 
підходу стимулюванням генерації ідей у процесі їх обговорення 
групою людей, при якому забороняється критика. Мета даного 
методу полягає в стимулюванні виявлення ідей через заохочення 
ініціативи учасників. При цьому передбачається дотримання таких 
правил: 
• жодна ідея не вважається безглуздою, і тому членів групи 
заохочують висловлювати довільні крайнощі та неймовірні ідеї; 
• кожна з висловлюваних ідей належить колективу, а не 
особі, що запропонувала її. 
Кожен член групи може використовувати ідеї інших; 
• жодна з ідей не піддається критиці, тому що головна мета – 
продовжувати, а не оцінювати ідеї. 
Широкого застосування метод набув в рекламному бізнесі та 
інших галузях. 
Метод Дельфі (дельфійський метод – від давньогрецького 
міста Дельфі, яке відоме своїм оракулом) – метод експертного 
прогнозування шляхом організації системи збору експертних 
оцінок, їх математико – статистичної обробки і послідовного 
корегування на основі результатів попереднього циклу обробки. 
Метод Дельфі зберігає переваги наявності кількох суджень та 
усуває негативний ефект зміщених оцінок, який можливий за 
особистої взаємодії респондентів. Основа методу – збір поштових 
анкет. Наприклад учасники опитування відповідають на першу 
анкету та відсилають її. Спеціалісти узагальнюють відповіді, 
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визначаючи груповий консенсус, та відправляють цей результат 
респондентам разом із другою анкетою для переоцінки своїх 
попередніх відповідей. Основна ідея цього методу полягає в тому, 
що консенсус приводить до кращого розв’язку після кількох циклів 
опитування. На практиці значні зміни не відбуваються уже після 
другого циклу. 
Метод дерева цілей (США, 1957р.) – це метод побудови 
ієрархічної структури цілей, тобто послідовний поділ розв’язуваної 
проблеми на її частини, під проблеми. 
Метод синектики – це пошук аналогій до поставленого 
завдання за допомогою асоціативного мислення. На відміну від 
мозкового штурму головною метою тут є генерування невеликої 
кількості альтернатив. Для цього формується група з 5 – 7 осіб, які 
характеризуються гнучкістю мислення, широким світоглядом та 
практичним досвідом у різних сферах діяльності, психологічною 
сумісністю тощо. Після набуття певного досвіду спільної роботи 
група починає цілеспрямоване систематичне обговорення 
довільних аналогій, що виникають стосовно проблеми, яка 
розглядається. 
Для успішної роботи необхідно дотримуватись деяких 
правил: забороняється обговорювати недоліки та переваги окремих 
членів групи, кожен має право припинити роботу без жодних 
пояснень, роль ведучого постійно переходить до інших членів 
групи. 
Синектика ефективна при розв’язанні переважно інженерних 
проблем (завдань). Метод сценарного аналізу оснований на аналізі 
ймовірних шляхів розвитку або поведінки системи в майбутньому. 
Отже, сценарій являє собою певний варіант можливого розвитку 
подій, деякій логічно обґрунтований прогноз, який з певною 
ймовірністю реалізується після прийняття рішення. Як правило, 
розробляють кілька варіантів сценарію розвитку подій 
(оптимістичних та песимістичних), в яких враховують і результати 
кількісного техніко – економічного або статистичного аналізу. Далі 
за сценаріями розробляють комплексні програми розвитку 
підприємств, галузей, об’єктів тощо. 
Метод експертних оцінок полягає в опитуванні групи 
фахівців з метою з’ясування їхньої думки стосовно досліджуваної 
проблеми. При застосування цього методу вважається, що думка 
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групи експертів надійніша, ніж думка одного експерта. Метод 
ґрунтується на тому, що невідома характеристика досліджуваного 
явища (процесу, системи) трактується як випадкова величина, а 
індивідуальн7а оцінка кожного експерта щодо істинності та 
значущості тієї чи іншої події є відображенням її закону розподілу. 
При обробці результатів колективної експертної оцінки 
застосовують методи теорії рангової кореляції. 
Ігрові методи (ідея Джона фон Неймана) передбачають 
імітацію, моделювання реальних (конфліктних) ситуацій. Від 
реальної ситуації (конфлікту) гра відрізняється тим, що ведеться за 
певними правилами. У грі можуть стикатися інтереси двох або 
більше сторін, такі ігри відповідно називаються парними або 
множинними . Суть гри полягає в тому, що кожна сторона 
(учасник) приймає такі рішення (вибирає стратегію), які 
забезпечують найбільший виграш або найменший програш. 
Для розв’язання задач системного аналізу використовують 
такі методи дослідження систем, як мікропідхід та макропідхід. 
Метод мікропідходу зв’язаний з детальним описуванням 
кожного компонента системи, дослідженням їх структури, функцій, 
взаємозв’язків, структури системи загалом. 
Практична реалізація найважливішого етапу мікропідходу – 
виявлення елементів системи та взаємозв’язків між ними – 
пов’язана з необхідністю подолання суперечності між бажанням 
більш детального вивчення кожного з компонентів системи та 
реальною можливістю дослідити при цьому структуру системи в 
цілому і принципи її функціонування. 
При надмірній деталізації послаблюються системні зв’язки і 
погіршується зв’язок з головною ціллю системи. 
Метод макропідходу полягає в ігноруванні детальної 
структури системи та вивченні тільки загальної поведінки системи 
як єдиного цілого. Макропідхід базується на методі кібернетики 
під назвою «чорний ящик», який був запропонований англійськім 
кібернетиком У.Р. Ешбі. Суть метода полягає в тому, що поведінка 
системи (її реакція на зовнішні дії) вивчається без знання 
внутрішньої структури системи. В міру поглиблення знань про 
поведінку системи можна робити висновки і про її будову. 
Синтетичний метод – це агрегатування системи, її створення 
(проектування, організація, оптимізація) через визначення 
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статичних та динамічних характеристик, що мають забезпечувати у 
сукупності максимальну відповідність системи поставленим 
завданням. 
На етапі декомпозиції системи здійснюється: 
• визначення та декомпозиція загальної мети дослідження та 
головної функції системи як обмеження траєкторії в просторі 
станів системи або в області допустимих ситуацій. Найчастіше 
декомпозицію виконують побудовою дерева цілей та дерева 
функцій; 
• виділення системи із середовища (абстрагування); 
• опис впливових факторів; 
• опис тенденцій розвитку; 
• опис системи як «чорної скриньки»; 
• функціональна, компонентна (за типом елементів) та 
структурна (за типом відношень, зв’язків між елементами) 
декомпозиція системи. 
Глибинна декомпозиція (кількість рівнів дерева цілей) 
визначається метою дослідження системи. 





Структурний аналіз проводиться з метою дослідження 
статичних характеристик системи, виділенням у ній підсистем та 
елементів різного рівня і зв’язків між ними. Тобто об’єктами 
дослідження структурного аналізу є різні можливі варіанти 
структури системи. 
Метою структурного синтезу є розроблення (створення, 
проектування, реорганізація, оптимізація) системи, яка повинна 
мати певні властивості. Структурний синтез виконується для 
обґрунтування множини елементів структури, відношень та 
зв’язків, які б забезпечували в сукупності максимальну 
відповідність заданим властивостям. 
Сутністю функціонального аналізу є визначення динамічних 
характеристик системи через дослідження процесів зміни її станів з 
часом на основі прийнятих алгоритмів (способів, методів, 
принципів) її функціонування. В межах функціонального аналізу 
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досліджуються алгоритми та методи управління системою, 
включаючи загальний закон функціонування, який включає всі 
основні стани та функції управління (формування цілі управління, 
збір та обробка необхідної інформації, прийняття рішень, 
планування, організацію, контроль, виконання рішень тощо). 
Метою функціонального синтезу є обґрунтування 
оптимальних характеристик процесів функціонування системи, 
тобто її станів у майбутньому відповідно до поставлених системою 
цілей. 
Інформаційний аналіз спрямований на дослідження якісних 
та кількісних характеристик інформаційних процесів у системі. 
При цьому вивчають: 
• збір та сприйняття інформації (процеси, які характеризують 
взаємодію системи із зовнішнім середовищем); 
• обмін інформації між окремими підсистемами; 
• аналіз, оброблення, створення нової інформації; 
• використання інформації; 
• обмін інформації із зовнішнім середовищем. 
Параметричний аналіз полягає визначенні необхідної та 
достатньої сукупності узагальнених та часткових показників, що 
утворюють ієрархічну структуру та мають характеризувати 
найсуттєвіші властивості системи. 
Сутністю параметричного синтезу є обґрунтування 
необхідної та достатньої сукупності показників, що уможливлюють 
оцінювання бажаних властивостей системи, яка створюється, та її 
загальну ефективність. 
 
Тема 4. Моделювання в системному аналізі 
 
Моделювання – це науковий метод дослідження реальної 
системи (об’єкта, процесу) шляхом заміни його системою – 
моделлю (яка відображає суттєві властивості реальної системи) та 
визначення характеристик моделі з метою отримання нових 
наукових знань про об’єкт, що моделюється. 
Корінь цього терміну відноситься до праць з будівництва 
відомого римського інженера, архітектора і письменника Марка 
Вітрувія Полліона (I ст. до н.е.). Моделі являють собою певний 
умовний образ об’єкта дослідження. Модель повинна відображати 
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ті характеристики об’єкта досліджень (склад, зв’язки, властивості), 
які суттєві для мети дослідження. Для різних цілей дослідження 
будуються різні моделі досліджуваного об’єкта. Тому мета 
досліджень визначає ті властивості оригіналу, які мають бути 
відображені в моделі. Питання про визначення адекватності моделі 
оригіналу правомірно вирішувати лише відносно поставленої мети 
досліджень. 
Таким чином, модель – це спрощена подібність системи, яка 
відображає її суттєві властивості і співвідношення. 
Перевагами дослідження моделі перед безпосереднім 
дослідженням реальної системи є: 
• модель обмежує сторонні впливи та надлишкову 
деталізацію, тобто представляє об’єкт, явище, процес в чистому 
вигляді, абстраговано, що надзвичайно важливо для отримання 
об’єктивних наукових висновків; 
• модель дозволяє проводити дослід чи реальний 
експеримент там, де він не можливий з реальною системою; 
• з моделлю можна багаторазово проводити експерименти 
або досліди до отримання задовільного результату, пізнання 
істинної суті явища. 
Для створення моделі перед усім необхідно вербально 
охарактеризувати систему, тобто описати: 
1. Зовнішнє середовище; 
2. Зв’язки системи з зовнішнім середовищем; 
3. Елементний склад системи, її частини, що можуть 
розглядатись як підсистеми; 
4. Зв’язки поміж елементами системи; 
5. Функціонування системи. 
Запропонована схема виділяє ознаки класифікації за 
способами моделювання – міра повноти опису моделей, та за 
видами моделей – характер досліджуваних процесів і форма 
подання об’єкта моделювання. 
Спосіб повного моделювання забезпечує подібність руху 
матерії в основних формах її існування – в часі та просторі, тобто 
повні моделі адекватні об’єкту в часі та просторі. 
Неповне (часткове, локальне або функціональне) 
моделювання забезпечує подібність протікання всіх основних 
процесів, які характеризують досліджуване явище, лише частково – 
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тільки в часі, або тільки в просторі. При функціональному 
моделюванні забезпечується подібність між деякими функціями 
або узагальненими характеристиками, які в моделі і в оригіналі 
мають певну відповідність. 
При наближеному моделюванні беруться до уваги тільки 
найважливіші аспекти (фактори) системи, які суттєво впливають на 
протікання основних процесів. Інші фактори моделюються 
приблизно або зовсім не беруться до уваги. 
Моделі, які реалізуються трьома вище зазначеними 
способами, класифікуються за двома ознаками. За характером 
досліджуваних процесів в системі виділяються такі види моделей: 
• статичні – застосовуються для описування стану системи у 
фіксований момент часу; 
• динамічні – для дослідження поведінки системи у часі; 
• детерміновані – відображають процеси з визначеними 
характеристиками (параметрами), тобто для яких відсутні 
випадкові впливи; 
• стохастичні – враховують випадкові процеси. Моделі мають 
невизначені (повністю або частково) параметри; 
• дискретні та неперервні (відносно деяких факторів, 
наприклад часу). 
За формою подання об’єкта моделі поділяють на матеріальні 
(реально – практичні) та абстрактні (ідеально – теоретичні). До 
матеріальних моделей відносять натурні, фізичні та машинні 
(реалізовані алгоритмічні моделі, комп’ютерні – машинна імітація, 
кібернетичні пристрої). Клас абстрактних моделей містить наочні, 
символьні та математичні (аналітичні, алгоритмічні) моделі. 
Математичне моделювання – це метод дослідження процесів, 
об’єктів, систем, який базується на побудові та дослідженні 
математичних моделей. 
Математична модель – система математичних та логіко – 
математичних співвідношень, які описують реальну систему 
(об’єкт, процес, явище) і призначення для визначення їх кількісних 
та якісних характеристик. 
Математичні моделі відрізняються великим різноманіттям. 
Всі математичні моделі можна поділити на аналітичні та 
алгоритмічні. 
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В процесі побудови математичної моделі необхідно 
враховувати такі принципи моделювання: 
а) принцип адекватності моделі і оригіналу. Він передбачає 
відповідність моделі поставленій меті дослідження; 
б) принцип абстрагування від другорядних деталей та 
факторів. Модель має описувати лише найсуттєвіші властивості 
оригіналу відносно поставленої мети та має бути простішою за 
нього. Тому при побудові моделі намагаються досягти її 
спрощення, зберігаючи при цьому суттєві властивості 
досліджуваної системи; 
в) принцип досягнення компромісу між бажаною точністю 
результатів моделювання та складністю моделі. 
Побудову математичної моделі можна здійснювати двома 
шляхами: 
• абстрактний шлях – спочатку будується гіпотетична 
модель, яка потім наповнюється конкретним змістом, тобто 
будується оригінальна модель; 
• шлях аналогії – використовуються типові моделі для опису 
системи або на базі типових моделей розробляють нову модель. 
Машинна імітація часто використовують термін «імітаційне 
моделювання», що на наш погляд не зовсім коректний як науковий 
метод є потужним інструментом дослідження поведінки реальних 
систем. Шляхом створення її комп’ютеризованої моделі. Отримана 
інформація надалі використовується для проектування системи. 
Машинна імітація дає змогу експериментувати з існуючими і 
створюваними системами тоді, коли з реальним об’єктом це 
неможливо або немає сенсу. Тобто, імітаційний експеримент 
принципово відрізняється від натурального, що поводиться не із 
самою реальною системою, а із моделлю. 
Важливими особливостями (перевагами) цього методу є: 
• можливість уникнути значних витрат на стан проектування 
реальних систем; 
• змога досліджувати функціонування системи за будь-яких 
умов, тобто значно розширити діапазон зміни параметрів системи 
та зовнішніх впливів (зв’язків); 
• виконання прогнозування поведінки системи; 
• зменшення часу випробування моделей; 
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• можна, звичайно з відповідною достовірністю, дістати 
потрібну інформацію, що відбиває вхід реальних процесів у 
великому обсязі, уникнувши натурних випробувань; 
• здатність відтворювати довільні реальні та гіпотетичні 
ситуації з пізнавальною метою; 
• часто єдиний спосіб розв’язування задач, до яких 
непридатні інші методи: аналітичні, лабораторні та натурні 
експерименти. 
 
Змістовий модуль 2. Прикладні аспекти системного аналізу та 
прийняття інноваційних рішень 
 
Тема 5. Статистичні методи та моделі аналізу результатів 
досліду 
 
У дослідженні процесів і систем набули широкого 
використання математичні моделі, які містять різні функціональні 
залежності. Наприклад, цільові функції в задачах оптимізації; 
виробничі функції для розрахунків нормативних коефіцієнтів; 
функції регресії, які виражають співвідношення «вхід–вихід» будь-
якої системи ( x – вектор вхідних факторів; a – вектор параметрів 
моделі, що належить визначенню за експериментальними даними; 
y – вектор відгуків – вихідні фактори). Регресивна модель 
будується для вивчення (дослідження) невідомих процесів у 
системах та оцінювання кількісних характеристик міжелементних 
зв’язків системи. Щоб математичні моделі адекватно описували 
процеси і системи, необхідно використовувати досить адекватні 
функціональні залежності (математичні формули). 
Таким чином, важливого значення набувають методи 
апроксимації – методи наближеного зображення реальних функцій 
такими стандартними аналітичними виразами, як, наприклад, 
алгебраїчні або тригонометричні багаточлени. Такі функції 
називають апроксимуючими . 
У дослідженні процесів, систем початкові дані про 
апроксимуючу функцію наводяться у вигляді дискретного ряду 
результатів вимірювань (експериментів) або проведених обчислень 
на ЕОМ. 
Розв’язок кожної задачі апроксимації складається: 
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1) з підбору деякої множини допустимих апроксимуючих 
функцій; 
2) з вибору найбільш узгодженої з початковими даними 
функції з цієї множини. 
Найбільш розповсюджений клас апроксимуючих функцій 
становлять узагальнені багаточлени. 
На практиці частіше використовують такі два критерії 
(методи наближення функцій): 
• метод коллокації – (інтерполяційне наближення – від лат. 
interpolatio – «змінювання»; в математиці – визначення проміжних 
значень величини за деякими відомими її значеннями); 
• метод найменших квадратів (МНК). 
Оскільки експериментальні дані мають похибки (помилки), 
то задача ставиться таким чином: так обробити ці дані, щоб 
залежність між y та x відображалась з найбільшою точністю, щоб 
незакономірні помилки (похибки), які пов’язані з експериментом, 
були максимально згладжені. 
Часто МНК називають методом згладжування . Він широко 
використовується в системах фільтрової обробки інформації, в 
системах екстраполяції (прогнозування) та ін. 
Таким чином, методика оцінки результатів експериментів за 
допомогою МНК складається з етапів: 
І. Обирають апроксимуючу функцію. 
ІІ. Визначають S min, тобто знаходять систему частинних 
похідних і прирівнюють їх до нуля. 
ІІІ. Розв’язують систему рівнянь відносно коефіцієнтів k та a. 
ІV. Записують апроксимуючий поліном з урахуванням 
числових значень коефіцієнтів. 
Кількість лінійних рівнянь повинна бути не меншою за 
кількість незалежних коефіцієнтів. При цьому чим більше 
вимірювань, тобто чим більшою мірою система перевизначена 
(надлишок інформації), тим краще, бо тоді випадкові помилки 
(похибки) окремих вимірювань вилучають одна одну і рішення стає 
більш достовірним, тобто багаточлен Р(х) більш адекватно описує 
систему або процес, що вивчається. 
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Тема 6. Інформаційні технології забезпечення системного 
аналізу 
 
Основними компонентами формули є оператори та 
операнди . Операнди – величини, над якими виконуються 
оператори. Операнди подаються у вигляді констант – текстові або 
числові значення, які вводяться у комірку і не змінюються у 
процесі обчислення – або звертань – координати комірок або 
діапазонів. Оператори – символи, які позначають дію, тобто 
виконання конкретної операції. Їх поділяють на такі типи: унарні 
оператори, арифметичні оператори, текстовий оператор, оператори 
порівняння та оператори звертань. 
Унарні оператори : „-” – заперечення; % - процент. 
Арифметичні оператори призначені для виконання 
основних арифметичних операцій: 
додавання – „+”, віднімання – „-”, множення – „*”, ділення 
–„/”, степінь числа – „^”. Порядок обчислення у формулах 
визначається законами алгебри. 
Текстовий оператор призначений для поєднання текстових 
величин і позначається символом „&” – амперсанд. 
Оператори порівняння формують як результат значення у 
вигляді „ИСТИНА” (TRUE) або „ЛОЖЬ” (FALSE). Для даних 
операцій використовують наступні знаки: „=” – дорівнює, „>” – 
більше, „<” – менше, „> =” – більше чи дорівнює, „< =” менше чи 
дорівнює, „< >” – не рівність. 
Оператори звертань використовують для позначення 
суміжних або не суміжних діапазонів у формулах та функціях: 
• „:” (двокрапка) – оператор діапазона – формує звертання 
до комірок між двома операндами – суміжний діапазон – 
(наприклад, В1:В4); 
• „;” (крапка з комою) – оператор поєднання – поєднує не 
менше двох звертань до комірок або діапазони – не суміжний 
діапазон – (наприклад, А1:В1; А4:В4). 
Зручність використання операторів звертань в тому, що 
вони виставляють автоматично в процесі виділення суміжних та не 
суміжних діапазонів маніпулятори „миша”. 
Порядок введення формул: 
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• виділити (активізувати) комірку – формули можна 
вводити безпосередньо у комірку або у рядок формул; 
• ввести знак рівності „=”; 
• ввести перший операнд (константу або звертання) будь-
якими способами; 
• ввести оператор (наприклад, додавання „+”); 
• ввести другий операнд і т.д.; 
• після введення останнього операнда завершити операцію 
натисненням клавіші [Enter] або одинарною фіксацією курсору 
„миші” в області кнопки вводу даних „ν” рядка формул. 
Результат обчислення з’явиться у комірці. 
Важливою особливістю формул масивів є збіг розмірів та 
форми діапазонів операндів і діапазону виділеного для результату 
обчислення. Тобто формула масиву виконує операції з 
відповідними елементами масивів операндів (даними відповідних 
комірок діапазонів) і результат розміщує у відповідні комірки 
діапазону результату. Крім того, для сприймання програмою Excel 
введеної формули – як формули масиву – необхідно завершити 
операцію введення формули комбінацією із трьох клавіш – [Ctrl + 
Shift + Enter]. Редагування формули масиву проводять звичайним 
способом, але тільки всього діапазону, оскільки система Excel 
сприймає формулу масиву як єдиний об’єкт. Розглянемо приклад 
введення формули масиву. 
Використання функцій програми Excel має свої переваги 
перед формулами по часу і точності введення формули та їх 
виконання. 
Функції можна вводити як формули, тільки точно 
витримати її синтаксис. Але зручніше використовувати програму 
„Мастер функцій”, яка викликається за допомогою кнопки 
стандартної панелі інструментів „fx”. 
Основні технічні можливості підпрограми „Мастер 
функцій” дозволяють:  
1) відображати список функцій та їх опис; 
2) використовувати інструмент підказок при формуванні 
функції та її аргументу;  
3) редагувати функції; вставляти вибрану функцію у задану 
комірку.  
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При використанні „Мастер функцій” для вставки функції 
знак рівності вводиться автоматично. 
В процесі виконання обчислюваних операцій може 
виконувати помилка, тоді у комірці з формулою з’явиться 
відповідне повідомлення: 
• # ПУСТО! – заданий перетин двох діапазонів, які не 
містять загальних комірок (однакових звертань); 
• # ДЕЛ/0! – ділення на нуль; 
• # ЗНАЧ! – недопустимий тип аргумента або операнда; 
• # ССЬІЛКА! – недопустиме звертання до комірки 
(наприклад, на комірку, що вилучена або на комірку з 
результатом); 
• # ИМЯ! – Excel не може розпізнати імені, що 
використовується у формулі; 
• # ЧИСЛО! – проблеми з використанням чиселу формулах 
або функціях; 
• # # # # # – комірка містить число, дату або час з кількістю 
знаків, яке перевищує ширину комірки, або у випадку, коли 
комірка містить дату або формулу, яка виводить відємний 
(заперечний) результат; 
• # Н/Д – невизначені дані. 
Програма Excel містить засіб перевірки функціональних 
зв’язків у формулах – це панель інструментів „Зависимости”, яка 
виводиться на екран командою меню «Сервис», «Зависимости», 
«Панель зависимостей». 
Комірки електронної таблиці поділяються на залежні – 
містять формули та впливаючі – містять компоненти формул 
(операнди, дані). Одна комірка може бути водночас залежною та 
впливаючою. Для аналізу залежностей комірок курсор 
установлюють в комірку, що досліджується, викликається „Панель 
зависимостей”, яка містить такі інструменти (кнопки): 
• Влияющие ячейки – відображення стрілок до комірок 
(аргументів), від яких залежить значення поточної комірки 
(функції). Для перегляду всіх зв’язків виконують дві фіксації на 
кнопці. 
• Зависимые ячейки – відображення стрілок до комірок 
(функції), які залежать від значення поточної комірки (аргументу). 
Для перегляду всіх зв’язків виконують дві фіксації на кнопці. 
30 
• Источник ошибки – всіх комірок, які впливають на 
комірку з помилкою (# ЧИСЛО або- # ДЕЛ/0). 
• Обвести неверные данные – відображення комірок, які не 
задовільняють умови перевірки (менюДанные, Проверка). 
• Создать примечание – введення коментарів до комірок з 
формулами. 
• Убрать все стрелки, Убрать стелки к влияющим ячейкам, 
Убрать стрелки к зависимым ячейкам.  
Тиражуванням називають повторення даних (формули) в 
декількох комірках. Якщо комірка містить текст або числові типи 
даних, то відбувається їх повторення (копіювання). Якщо комірка 
містить формулу, то при тиражуванні враховується характер 
звертань у формулі (абсолютні та відносні). При тиражуванні 
автоматично переноситься формат початкової комірки, а також 
вставляється її примітка (якщо вона є). 
Технологія виконання цієї операції містить графічні 
способи: протаскування та спеціальне протаскуванн я маркера 
заповнення виділеного блоку комірок. 
Особливості для різних типів даних: 
1) для масиву чисел (послідовність) або даних які 
закінчуються на цифру автоматично визначається крок 
послідовності, відповідно до якого повні комірки заповнюються 
числами (новою послідовністю); 
2) якщо дані відповідають елементам списку (Сервис, 
Параметры, Списки), то виводиться весь список в заданій 
послідовності. Наприклад, дні тижня, місяці року тощо. 
Вкладинка Списки містить засоби для створеня нових 
списків – кнопка Добавить, для імпорту списка із електронної 
таблийі – кнопка Импорт, а також вилучення списків – кнопка 
Удалить; 
3) інші дані (текстові, формули, не списки) копіюються в 
область вставки; 
4) заповнення числових рядків: 
Операції копіювання та переміщення комірок виконується 
стандартними способами: графічним (маніпулятор миша) та через 
буфер обміну. Особливістю останнього способу є використання 
замість команди Вставить, команда меню Правка, Специальная 
вставка з додатковим вказанням, що копіювати: тільки формули, 
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значення без формул, формати з рамкою або без рамки, примітки 
до комірок, умови для перевірки значень, що вводяться. Крім 
цього, можна виконати додаткову обробку даних. 
Накладання даних, що копіюються – це процедура 
виконання арифметичних операцій (додавання, віднімання, 
множення та ділення) над даними призначеними для копіювання та 
даними в області, куди виконується копіювання. 
Технологія: 
• виділити початковий діапазон даних; 
• команда Копировать (меню Правка або панель 
інструментів, або контекстне меню); 
• виділити ідентичний діапазон для вставки; 
• меню Правка, Специальная вставка; 
• указати вид операції додавання, віднімання, множення та 
ділення і кнопка „ОК”. 
Підсумкові обчислення – це отримання числових 
характеристик, які описують визначений набір даних. Наприклад, 
обчислення суми значень, середнього значення, інших 
статистичних характеристик, кількості або частки елементів 
набору, яка задовольняє визначеним умовам. Проведення 
підсумкових обчислень виконується за допомогою вбудованих 
функцій. Особливість використання таких підсумкових функцій в 
тому, що програма „намагається вгадати” діапазон для 
підсумкового обчислення і задає параметри функції (масив) 
автоматично. 
Автосума – єдина функція, яка містить окрему кнопку 
панелі інструментів „∑”. Забезпечується функцією „СУММ” 
категорії математичні. 
Надбудови – це спеціальні засоби розширення можливостей 
програми Excel, які широко використовуються в аналітичній та 
науково-технічній роботі. Доступ до них здійснюється через меню 
Сервис або Данные. Якщо деякі засоби в даних меню відсутні, їх 
можна установити в меню Сервис, Надстройки. Підключення 
надбудов збільшує навантаження на обчислювальну систему, тому 
рекомендується підключати тільки необхідні засоби. 
Моделювання випадкових величин часто використовують у 
статистичному та системному аналізі для перевірки 
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обчислювальних алгоритмів, а особливо у методах Монте – Карло 
та комп’ютерному моделюванні. 
Розглянемо інструментарій Excel для генерування 
випадкових чисел. 
І. Функція СЛЧИС( ) – функція без аргументів категорія 
«математичні» обчислює випадкові числа, які рівномірно 
розподілені на інтервали [0,1]. 
Функцію СЛЧИС можна використовувати у формулах 
масивів для генерування діапазонів випадкових чисел 
ІІ. Функція СЛУЧМЕЖДУ (нижняя группа; верхняя группа) 
– виконує генерацію цілочисленних значень, підпорядкованих 
дискретному рівномірному розподілу. Функція знаходиться в 
категорії « математичні та тригонометричні» і доступна тільки 
після підключення надбудови «Пакет аналізу». 
ІІІ. Засіб «Генерация случайных чисел» із надбудови 
«Пакет аналізу» призначений для отримання випадкових вибірок, 
тобто генерації значень випадкових чисел заданого розподілу: 
рівномірного, нормального, Бернуллі, біноміального, Пуассона, 
модельного та дискретного. 
При дослідженні, вивченні явищ, процесів, взагалі систем, 
важливу роль відіграють взаємозв’язки між елементами системи (в 
процесах, явищах). Зв’язки бувають різні за природою та 
характером. Розрізняють два види зв’язків: 
• детерміновані; 
• стохастичні (випадкові, імовірнісні). 
При стохастичному зв’язку кожному значенню факторної 
ознаки (вхідного фактора) X від повідає множинне значення 
результативної ознаки (результат або вихідний фактор) Y , яка 
утворює деяке розподілення (яке, як правило, можна заставити з 
відомим законом розподілення). Частим випадком стохастичного 
зв’язку є кореляційний зв'язок – при якому кожному значенню (або 
групі значень) фактора X відповідає середнє значення результату Y 
. Основною характеристикою кореляційного зв’язку є лінія регресії 
– це функція, яка зв’язує середні значення результату Y зі 
значеннями фактора X . Взагалі, регресія (або регресійний аналіз) – 
це група методів та прийомів визначення аналітичних виразів 
зв’язків у вигляді математичної функції (багаточлена). Лінія 
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регресії може бути представлена: аналітичним, табличним або 
графічним способами. 
Для простої регресії, коли залежність величини нагадує 
лінійну функцію, можна використовувати статистичні функції 
Excel: 
НАКЛОН (значение Y ; знач x − ) – визначає нахил лінії 
регресії (кутовий коефіцієнт (slope)); 
ОТРЕЗОК (значение Y − ; знач x − ) – визначає точку 
перетину лінії регресії з віссю ординат « Y « (intercept); 
КВПИРСОН (значение Y − ; знач x− ) – обчислює квадрат 
коефіцієнта кореляції (coefficient of determination) або достовірність 
апроксимації (ступінь вірності розрахованих показників лінії 
регресії. 
Побудова лінії тренду (тренд – тривала тенденція 
змінювання показників) – це графічний метод регресійного аналізу, 
тобто наочне подання лінії регресії в графічній формі. 
Пакет регресійного аналізу надає більше можливостей 
аналізу даних ніж попередні два методи. Його використовують, 
коли необхідно: 
• отримати більш детальну інформацію про регресійний 
процес, яку неможливо отримати за допомогою лінії тренду; 
• використати будь – яку модель регресії (лінія тренду, якої 
відсутня). 
Для отримання рівняння необхідно: 
• визначити значення; 
• оцінити достовірність отриманого рівняння. 
Оцінка достовірності рівняння регресії поділяється на два 
етапи: 
• оцінка достовірності залежності y від x; 
• оцінка достовірності визначених величин. 
Часто виникає необхідність визначити похідну (першу, 
другу) функції, яка задана сукупністю експериментальних даних 
(вимірювань, спостережень тощо) і аналітичний вид цієї залежності 
невідомий. Тоді використовують чисельне диференціювання , в 
основі якого лежить метод різницевих рівнянь (кінцеві та 
центральні різницеві форми). 
Програма Excel містить засоби фільтрації, які входять до 
складу пакету «Аналіз даних». Алгоритми фільтрації основуються 
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на методах «ковзного середнього» та «експоненціального 
згладжування». 
Апроксимація даних аналітичною залежністю з подальшим 
диференціюванням Цей метод можна розглядати, як альтернативу 
методам фільтрації (згладжування). 
Використовують технології додавання лінії тренду (або 
«регресію» пакета аналізу). 
Методи чисельного інтегрування основується на способах 
наближеного обчислення площини, яка обмежується графіком 
підінтегральної функції Прогноз може основуватись на інтуїції, 
ясно баченні, ворожбі тощо. В Excel прогноз основується тільки на 
статистичних методах, які використовують показники попередніх 
періодів. Дані методи базуються на тому, що спочатку вивчається 
стратегія процесу за минулий період, а далі на її основі будується 
прогноз. Цю стратегію ще називають базовою лінією даних. 
Тобто базова лінія є типовими результатами спостережень, 
які проводились протягом тривалого часу. Точність прогнозу 
залежить від вимог до базової лінії: 
• починати побудову базової лінії потрібно з результатів 
самих ранніх спостережень і закінчувати останніми; 
• всі часові періоди спостережень повинні бути однакові. Не 
слід змішувати дані за різні періоди. Наприклад, дані за день з 
середніми показниками за декілька днів. 
• спостереження повинні фіксуватися в один і той же 
момент кожного часового періоду. Наприклад, при складанні 
базової лінії на основі добових (щоденних) спостережень фіксувати 
дані в один і той же час; 
• пропущення даних не допускається. Тому, якщо відсутні 
дані спостережень за незначний період, доцільно буде їх доповнити 
наближеними даними. 
Методи прогнозування враховують характер протікання 
процесів і значення випадкової величини часового ряду. Якщо 
варіація середніх значень незначна, для прогнозу на короткі 
інтервали часу використовують метод ковзного середнього. Якщо 
перші значення мають меншу значимість для прогнозу, а наступні 
значення мають більшу значимість для прогнозу, то 
використовують метод експоненціального згладжування. Дані 
методи розглянуті у першому питанні. 
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Тема 7. Системний аналіз процесів функціонування систем 
 
Процес обґрунтування та постановки цілей є важливим 
елементом системного аналізу і за суттю складає його предмет 
дослідження. 
Розглянемо кожен з перелічених етапів. Отже формування 
цілей починається зі складання початкового каталогу цілей (І етап). 
Загальну ціль розв’язування проблеми можна виразити 
загальною якісною вимогою (загальним, головним критерієм, 
наприклад, „Підвищення ефективності ... ”). Далі виявляються 
підцілі, які забезпечують досягнення загальної цілі. Усі цілі 
повинні бути суміжними, тобто не суперечити одна одній. 
Для отримання інформації про початковий каталог цілей 
використовується, як правило описова експертиза у формі 
сценаріїв. 
Сценарій – це логічно обумовлений опис розвитку подій в 
їх причинно-наслідковому зв’язку. При складанні сценарію 
визначають, якими засобами та при яких умовах можливо 
досягнути бажаного результату. 
На основі сценаріїв формується загальна (головна, 
глобальна) ціль, яка повинна забезпечити бажану ситуацію в 
майбутньому. Далі сформульована головна ціль розгортається в 
ієрархію цілей (під цілі різних рівнів), і проводиться конкретизація 
цілей на кожному рівні ієрархічної побудови. 
Необхідність декомпозиції головної цілі на під ціль 
зумовлена тим, що головну ціль, як правило, тяжко безпосередньо 
зв’язати із засобами її досягнення. Процес декомпозиції 
продовжується до тих пір, поки не з’явиться можливість зв’язати 
цілі нижніх рівнів ієрархічної системи під цілей із засобами їх 
реалізації (які забезпечують їх досягнення). 
При декомпозиції головної цілі користуються такими 
принципами: 
• досягнення головної цілі забезпечується досягненням 
ієрархічної сукупності під цілей різних рівнів; 
• засоби досягнення цілі витікають із самої цілі; 
• цілі нижнього рівня є засобами досягнення цілей вищого 
рівня. 
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В результаті виконання першого етапу створюється цільова 
модель у вигляді орієнтованого ієрархічного града, вершини якого 
відповідають цілям, а дуги – зв’язкам між ними. Вершина 
верхнього рівня представляє собою головну ціль. 
Найбільш розповсюдженим градом цілей є град типу „І – 
АБО”, де підцілі зв’язані операцією кон’юнкції – „І” позначені 
додатковою дужкою – якщо для досягнення цілі необхідна 
реалізація всіх її під цілей, або диз’юнкції – „АБО” – якщо підцілі є 
альтернативними варіантами досягнення цілі. 
Пріоритет цілі – це числова характеристика властивості 
(важливості, вагомості) цілі. 
Оскільки кожна ціль, як правило, неоднаково впливає на 
досягнення головної цілі, виникає необхідність визначення степені 
їх внеску, тобто важливості цілей. Розставлення пріоритетів цілей 
необхідна для виявлення оптимальних шляхів досягнення головної 
цілі. Пріоритети вимірюються за допомогою рангів (шкала 
відношень). 
В процесі побудови цільової моделі часто виникають 
помилки (експертизи, внаслідок недостатньої інформації), тому 
модель може виявитись не коректною. Для вилучення помилки, 
проводиться логічний аналіз града цільової моделі (етап IV), який 
складається з: 
• аналізу несуперечності графа; 
• аналізу повноти графа; 
• аналізу надмірності (надлишковості) графа цільової 
моделі. 
На етапі цього аналізу формується повна та несуперечлива 
цільова модель шляхом 
виявлення та усунення локальних помилок експертів. 
Цільова модель після логічного аналізу їх коректності 
аксіоматизують (етап V). Суть метода аксіоматизації полягає в 
тому, що процес системного аналізу подають у вигляді системи 
аксіом, які описують альтернативні варіанти досягнення головної 
цілі в залежності від певної ситуації. Його перевага полягає в тому, 
що наперед не потрібно знати, яке рішення необхідно прийняти в 
тій чи іншій ситуації. Таким чином, ієрархічна цільова модель 
представляє собою головний інструмент узгодження цілей вищого 
рівня з конкретними засобами їх досягнення на нижньому рівні. 
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Декомпозиція загальної цілі на підцілі та побудова града цільової 
моделі служить знаряддям поєднання конкретних засобів і 
загальної цілі. Цільова модель інтегрує різноманітні засоби 
досягнення цілей. Тому метод града цільової моделі є центральним 
методом системного аналізу. 
На системний аналіз впливають особливості різних станів 
систем, що досліджуються. 
Упорядкована сукупність змін стану між початковим 
(моментом виникнення) і кінцевим (моментом елімінації – 
припинення діяльності) визначає життєвий цикл системи (об‘єкта, 
процесу). 
Для автоматизованих інформаційних систем (АІС) 
традиційно вирізняють такі основні етапи життєвого циклу: 
• аналіз вимог; 
• проектування; 
• реалізація (програмування, впровадження); 
• тестування і налагодження; 
• експлуатація та супроводження; 
Існує декілька моделей життєвого циклу, які визначають 
порядок виконання етапів у процесі розробки, а також критерії 
переходу від етапу до стану. 
Каскадна модель (1970 – 80 ті рр.) передбачає перехід на 
наступний етап після повного закінчення робіт на попередньому 
етапі і характеризується чітким розподілом даних і процесів їх 
обробки 
Поетапна модель з проміжним контролем (1980 – 1985-ті 
рр.) – ітераційна модель розробки з циклами зворотного зв’язку 
між етапами. 
Переваги такої моделі полягає в тому, що між етапні 
корегування забезпечують меншу трудомісткість порівняно з 
каскадною моделлю; з іншого боку, час життя кожного з етапів 
триває весь період розробки. 
Спіральна модель (1986 – 90-ті рр.) спирається на початкові 
етапи життєвого циклу: 
аналіз вимог та проектування, на яких перевіряється і 
обґрунтовується можливість реалізації технічних рішень шляхом 
створення прототипів. Кожний виток спіралі відповідає поетапній 
моделі створення фрагмента або версії системи, на ньому 
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утворюються цілі і характеристики проекту, визначається його 
якість, плануються роботи наступного витка спіралі. Таким чином, 
поглиблюються і послідовно конкретизуються деталі проекту, в 
результаті вибирається обґрунтований варіант, який доводиться до 
реалізації. 
Перевагами спіральної моделі є: 
• накопичення і повторення використання програмних 
засобів, моделей і версій; 
• орієнтація на розвиток системи в процесі її проектування; 
• аналіз ризику та витрат у процесі проектування. 
Наприкінці даного питання можна виділити деякі сучасні 
підходи до створення систем: структурно-орієнтовані, об’єктно-
орієнтовані та процесно-орієнтовані методи, які супроводжуються 
відповідними методами аналізу при дослідженні та проектуванні 
систем. 
Аналіз поведінки об’єктів на мережах Петрі. Процеси 
функціонування керуючої системи в значній мірі визначаються 
процесами функціонування керованої системи (об’єкта), моделлю 
якої є АСУ. Тому, необхідні єдині засоби системного опису і 
дослідження процесів функціонування керуючої та керованої 
систем. 
Фактори поведінки в складних системах відіграють більш 
суттєву роль для ефективного автоматизованого управління. 
Підвищуються вимоги до попереднього системного дослідження 
поведінки (на стані проектування системи), а також до відкритості, 
гнучкості програмних засобів для їх адаптації до змінювання 
процесів керованого об’єкта. 
Опис поведінки орієнтують на узгодження засобів, 
інструментарію опису, який буде сприйматись персоналом різної 
фахової орієнтації. Тому використовують імітаційні, або 
імітаційно-аналітичні підходи (методи та засоби опису для імітації, 
моделювання поведінки систем, процесів). 
Для імітації процесів в обчислювальних системах (АСУ, 
АІС, ПЕОМ тощо) широко використовується теорія масового 
обслуговування, теорія градів, мережі Петрі тощо. 
Розглянемо апарат мереж Петрі, який дозволяє описувати 
асинхронні процеси, які відбуваються в різних обчислювальних 
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системах і комплексах. Метод динамічного моделювання „Мережі 
Петрі” був розроблений Адамом Петрі в 60 х роках ХХ століття. 
 
Тема 8. Методологія системного аналізу для підготовки та 
прийняття рішень 
 
Теорія прийняття рішень використовує математичні моделі 
процесів прийняття рішень та їх властивості. Задача прийняття 
рішення спрямована на виявлення оптимального способу 
досягнення визначеної мети (цілі). Метою (ціллю) виступає 
ідеальне представлення бажаного стану або результату діяльності. 
Якщо фактичний стан не відповідає бажаному, то виникає 
проблема. Спосіб (технологія) усунення проблеми складає сутність 
задачі прийняття рішень. 
Проблема завжди пов’язана з визначеними умовами, які 
називають ситуацією. 
Сукупність проблеми і ситуації складає проблемну ситуацію. 
Виявлення та опис проблемної ситуації надає початкову 
інформацію для постановки задачі прийняття рішення. 
Ситуація характеризується наступними ознаками: 
• наявність мети (цілі); 
• наявність альтернативних ліній поведінки (варіантів), тобто 
існує більше одного способу досягнення цілі; 
• наявність обмежуючих факторів. 
Отже, задача прийняття рішення виникає тоді, коли існує 
мета (ціль), яку потрібно досліджувати, коли можливі різні способи 
її досягнення, а також є фактори, що обмежують можливості 
досягнення цілі. 
Головну роль у задачі прийняття рішення відіграє особа, що 
приймає рішення (ОПР) – це людина, або група людей. Крім того, 
на етапі збору та аналізу інформації використовують експертів – 
фахівців. 
Огляд задач прийняття рішення можна провести за такими 
ознаками: 
• степінь визначеності початкової інформації; 
• кількість показників оцінювання (багатокритеріальність); 
• фактор часу; 
• використання експерименту для отримання інформації; 
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• кількість осіб, що приймають рішення; 
• степінь об’єктивності моделі прийняття рішення. 
Степінь визначеності початкової інформації. Визначеність 
інформації характеризується повнотою та достовірністю даних, що 
використовуються для прийняття рішення, залежить від 
зовнішнього середовища (впливаючих зовнішніх факторів). За 
своєю природою та ступенем інформованості про них впливаючі 
фактори можуть бути визначеними та невизначеними, 
Визначені фактори поділяються на: детерміновано визначені 
– це фактори, що характеризуються не випадковістю, тобто при 
оцінюванні якості альтернативних варіантів значення факторів 
відомі; стохастично визначені (невизначені) – фактори, які за своєю 
природою є випадковими процесами або величинами. При 
оцінюванні ефективності рішень відомі їх закони розподілення або 
деякі числові характеристики (початкові або центральні моменти). 
Невизначені фактори характеризуються тим, що при оцінюванні 
якості рішень можуть бути відомі лише деякі значення факторів із 
області їх можливих значень або діапазон змінювання значень 
факторів при відсутності інформації про їх розподіл ймовірностей. 
В залежності від характеру зовнішнього середовища 
виділяють групу факторів активного, цілеспрямованого впливу, які 
визначаються наявністю власної мети (цілі). В загальному випадку 
цілі ОПР і активного зовнішнього середовище можуть не 
співпадати, або бути протилежними, тоді виникає конфліктна 
ситуація. 
За ознакою фактору часу задачі прийняття рішень поділяють 
на статичні та динамічні. В статичних задачах фактором часу 
нехтують, в динамічних навпаки – фактор часу відіграє суттєву 
роль. Динамічні задачі – це, як правило, задачі управління 
динамічними процесами, об’єктами, системами. Розв’язком задачі є 
деякий керуючий вплив, що змінює стан об’єкта управління 
певним чином. Управляючі змінні та змінні стану зв’язані між 
собою відповідними рівняннями динаміки (руху) об’єкта 
управління («інформаційний контур»). 
Використання досліду для отримання інформації поділяють 
задачі прийняття рішень на дві групи: з апріорними та 
апостеріорними даними. Задачі першої групи (прийняття рішення 
за апріорними даними – тільки відомою інформацією) характерні 
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для умов детермінованої визначеності і частково для умов 
стохастичної визначеності. В умовах невизначеності апріорна 
інформація практично відсутня, тому виникає необхідність 
отримання нової інформації шляхом проведення експериментів. 
Результати експерименту надають апостеріорну інформацію. 
Для її отримання (в задачах другої групи) використовують 
дві стратегії управління: 
• перша – планується та проводиться серія експериментів, 
результати яких є основою прийняття рішення; 
• друга – експерименти проводяться послідовно і після 
кожного приймається процедурне рішення – продовжувати або 
закінчувати експериментально. Якщо експерименти зв’язані з 
випадковими факторами, то послідовна стратегія управління 
експериментом вважається переважною, оскільки вона дозволяє 
при фіксованій степені визначеності інформації у середньому 
зменшити обсяг експериментів. 
За ознакою кількості осіб, що приймають рішення, задачі 
поділяють на задачі індивідуального та задачі колективного 
вибору. Процедура прийняття колективного рішення основується 
на узгодженості індивідуальних пропозицій членів групи згідно з 
прийнятим критерієм (принципом) відбору. 
Степінь об’єктивності моделі прийняття рішення передбачає 
моделі двох типів: об’єктивні та суб’єктивні. 
Модель першого типу є засобом відображення об’єктивної 
інформації та забезпечує отримання об’єктивних даних достатніх 
для вибору рішення. Однак, невизначеність у реальних задачах 
може бути принциповою і не зменшується тільки розрахунками за 
допомогою об’єктивних моделей. Тоді головну роль відіграє 
Людина – особа, що приймає рішення (ОПР). В даному випадку 
суб’єктивна інформація ОПР є єдиною можливою основою 
поєднання параметрів проблеми, що розглядається, у єдину модель, 
що дозволить оцінити можливі варіанти рішень, тобто модель 
залежить від ОПР – суб’єктивних факторів. 
Для підвищення якості рішень при наявності суб’єктивних 
факторів використовують сучасні системи підтримки процесу 
прийняття рішення (СППР), експертні системи, бази знань тощо. 
Взагалі, використання класифікації задач прийняття рішень 
за розглянутими ознаками приводить до різних комбінацій типів 
42 
задач. Тип задачі прийняття рішення визначає вибір раціонального 
способу організації процесу підготовки та прийняття рішення. 
Для забезпечення безперервності виробничого процесу ( в 
різних галузях діяльності людини ) необхідно підтримувати 
достатній ( потрібний , розумний ) запас ресурсів (матеріальних, 
специфічних, інформативних). Традиційно запас розглядається як 
неминучі витрати у випадках: 
• коли занадто низький рівень запасу ресурсів (недостатність) 
приводить до припинення (зупинкам) виробничого процесу; 
• або коли дуже високий рівень запасу суттєво знижує 
ефективність вкладеного капіталу (ресурсів, бо вони не 
використовуються). 
Задача управління запасами призначена для балансування, 
урівноваження двох розглянутих випадків і визначень 
оптимального рівня запасу ресурсів. 
Важливий фактор, що визначає формування та розв’язання 
задачі управління запасами є детермінованість (достовірно 
відомий), або ймовірність (не достовірно відомий, що описується 
імовірнісним розподілом) об’єму (обсягу) попиту на запас, що 
зберігається. 
Отже, існують декілька типів моделей управління запасами: 
детерміновані моделі та ймовірнісні. 
Детермінована динамічна модель управління запасами 
відрізняється від попередніх двома умовами: 
1) рівень запасу контролюється періодично протягом 
кінцевого числа однакових періодів; 
2) обсяг попиту протягом періоду є динамічним оскільки 
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