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Abstract
The aim of this work is to show existence, uniqueness and regularity properties of non-
linear fractional Schro¨dinger equation (1) with fractional time derivative of order α ∈ (0, 1)
and with a Hartree-type of nonlinear term.
1 Introduction
The fractional in time linear Schro¨dinger equation has been studied in [6] in which the abstract
fractional evolution equation has been investigated in the general setting of Hilbert spaces. We
point out that the fractional in time Schro¨dinger equation has applications in the context of
quantum fractional mechanics; see [11] and the references in there.
The main results of this research are strongly motivated by recent investigation on non-linear
semi-relativistic Schro¨dinger equations e.g., [2],[3],[9]; This class of equations have interesting
applications for a large systems of self-interactions, and the effective description of pseudo-
relativistic boson stars via a Coulomb law; see e.g., [4],[5],[12] and the references given there.
Nevertheless, to the best of our knowledge the analogous problem with a fractional time deriva-
tive has not been investigated so far. Thus, our main purpose in this paper is to study the follow-
ing time fractional evolution non-linear problem with time fractional derivative in the Caputo
sense,
i
αDαt u(t, x) = (−∆)β/2u(t, x) + λJ1−αt Kγ(|u|2)(x)u(t, x), (t, x) ∈ [0, T ]× Rn,
u(0, x) = u0(x), u0 ∈ Hβ(Rn),
(1)
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in which Kγ(|u|2) u is the Hartree potential. We assume that β > 0, α ∈ (0, 1), iα = eiαpi/2,
and λ ∈ R\{0}. The nonlocal operator (−∆)β/2 is defined as a pseudo-differential operator
with the symbol |ξ|β on Rn, J1−αt is the fractional integral in the Riemann-Liouville sense of
order 1 − α, and the non-linear term is defined defined for each u ∈ Lp := Lp(Rn), by the
convolution operator,
Kγ(u)(x) =
∫
Rn
ψ(x− y)
|x− y|γ u(y)dy, (2)
where ψ is assumed to be nonnegative and bounded, and γ ∈ (0, n). Henceforth we denote
ψγ :=
ψ
| · |γ , and thus
Kγ(u)(x) = (ψγ ∗ u)(x);
see (16) and (15) below for definitions and further properties.
2 Preliminaries
In this section we establish the basic notations, and the technical results which will be used
thereafter.
2.1 The fractional derivative of Caputo
Hereafter, we denote
gα(t) =
tα−1
Γ(α)
, for α > 0, t > 0.
Then we define the Riemmann Liouville integral as
Jαt u(t) =
1
Γ(α)
∫ t
0
(t− s)α−1u(s)ds,
for a given locally integrable function u defined on the half lineR+ := [0,∞) and taking values
on a Banach space X. Henceforth we use the notation,
Jαt u(t) = (gα ∗ u)(t), t > 0.
Then the following property holds: Jα+γt u(t) = J
α
t J
γ
t u(t), for α, γ > 0, in which u is suitable
enough.
We shall consider the following definition of the fractional derivative of order α ∈ (0, 1). As-
sume that u ∈ C(R+;X) and that the convolution g1−α ∗ u belongs to C1((0,∞);X). Then
the Caputo fractional derivative of order α ∈ (0, 1), can be interpreted as
Dαt u(t) =
d
dt
(g1−α ∗ u)(t)− u(0)g1−α(t) = 1
Γ(1− α)
[
d
dt
(∫ t
0
(t− s)−αu(s)ds
)
− u(0)
tα
]
.
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Furthermore if u ∈ AC(R+;X), in which AC(R+;X) is the space of absolutely continuous
functions on R+, then we can also realize the Caputo derivative as
Dαt u(t) = J
1−α
t u
′(t) for α ∈ (0, 1); (3)
see e.g., [13] for further properties and definitions.
Henceforth we shall denote the Caputo derivative byDαt u(t).
Remark 2.1. We recall the Mittag-Leffler function (see e.g., [13]),
Eα,η(z) :=
∞∑
n=0
zn
Γ(αn+ η)
, α > 0, η ∈ C, z ∈ C.
The function Eα,η is an entire function of z. We denote Eα,1(z) = Eα(z), for α > 0, z ∈ C.
Next we record the following estimates satisfied by the Mittag-Leffler function [13, Theorem 1.5,
page 35] (see also [6, Lemma 2.2]). For α ∈ (0, 1), β > 0 there exists a positive constantM0,
such that
|Eα((−it)α|ξ|β)| ≤M0, t > 0, ξ ∈ Rn. (4)
2.2 Fractional Sobolev spaces
For β > 0 and p ≥ 1, we define the fractional Sobolev space,
Hβ,p = Hβ,p(Rn) = {u ∈ Lp : F−1[(1 + |ξ|2)β/2uˆ(ξ)] ∈ Lp}, (5)
endowed with the norm
‖u‖Hβ,p = ‖F−1[(1 + |ξ|2)β/2uˆ(ξ)]‖Lp,
in which uˆ := F(u) stands for the Fourier transform of u. ThenHβ,p is Banach space endowed
with the norm ‖ · ‖Hβ,p, see [1, 16]. In particular, we shall denoteHβ,2 as Hβ.We define
(I −∆)β/2(u) = F−1[(1 + |ξ|2)β/2uˆ(ξ)], for u ∈ Hβ,p.
Therefore we denote, ‖u‖Hβ,p = ‖(I −∆)β/2(u)‖Lp.
Definition 2.1. (see [10]) Let β > 0 be fixed. Then we define the fractional laplacian (−∆)β/2,
as follows
(−∆)β/2u = F−1[|ξ|βuˆ(ξ)], u ∈ D((−∆)β/2), ξ ∈ Rn,
on the domain
D((−∆)β/2) =
{
u ∈ L2 :
∫
Rn
|ξ|2β|uˆ(ξ)|2dξ <∞
}
. (6)
3
Let β > 0. Then from the Definition 2.1 follows that
D((−∆)β/2) = Hβ.
Let S0 := S0(Rn) be the space of all those u in the Schwartz space S := S(Rn) such that its
Fourier transform û vanishes on a neighborhood of the origin. Then we define for 0 < β < n/2
and 1 ≤ p <∞ the homogeneous Sobolev space H˙β,p as the completion of S0 with the norm
‖u‖H˙β,p = ‖F−1[|ξ|βuˆ(ξ)]‖Lp. (7)
Then, H˙β,p is a Banach space contained in the space of tempered distributions S ′; see [1]. In
particular, we shall denote H˙β,2 as H˙β.
We state the following known facts that will be needed in the forthcoming sections.
Remark 2.2. (Sobolev’s embedding, see [16]).
(i) Let γ1 ≤ γ2, 1 ≤ p ≤ ∞. Then,
Hγ2,p →֒ Hγ1,p. (8)
(ii) If 1 ≤ p <∞ and 0 < γ < n
p
, then,
Hγ,p →֒ Lnp/n−γp, (9)
in particular if p = 2, and 0 < γ/2 < n/2 then,
Hγ/2 →֒ L2n/n−γ . (10)
Furthermore, by (i) for γ1 = γ/2, γ2 = β, p = 2 together with (ii) for 0 < γ/2 < n/2 we obtain
the embedding,
Hβ →֒ Hγ/2 →֒ L2n/n−γ . (11)
Remark 2.3. (i) Let 0 < β < 1. Then the norm ‖ · ‖Hβ of Hβ is equivalent to the graph
norm of the fractional Laplacian operator (−∆)β/2 on L2, that is,
‖u‖(−∆)β/2 = ‖u‖L2 + ‖(−∆)β/2u‖L2, u ∈ Hβ.
(ii) (Hardy inequality, see [15]). Let 0 ≤ s < n/2, u ∈ H˙s. Then there exists non-negative
constant C such that, ∥∥∥∥ u| · |s
∥∥∥∥
L2
≤ C‖u‖H˙s.
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(iii) (Fractional Leibniz rule, see [8]). Let σ > 0, 1 < r <∞ and 1 < pi, qi ≤ ∞ and suppose
that
1
r
=
1
pi
+
1
qi
, for i = 1, 2. Then there exists a positive constant C such that for each
u, v ∈ S,
‖(−∆)σ/2(uv)‖Lr ≤ C
(‖(−∆)σ/2u‖Lp1‖v‖Lq1 + ‖u‖Lp2‖(−∆)σ/2v‖Lq2) , (12)
‖(I−∆)σ/2(uv)‖Lr ≤ C
(‖(I −∆)σ/2u‖Lp1‖v‖Lq1 + ‖u‖Lp2‖(I −∆)σ/2v‖Lq2) . (13)
(iv) (Hardy-Littlewood-Sobolev inequality, see [14]). Let γ ∈ (0, n), 1 < p < q < ∞,
u ∈ Lp. Then under the assumption that
1
q
=
1
p
− (n− γ)
n
,
there exists a positive constant C such that∥∥∥∥u ∗ 1| · |γ
∥∥∥∥
Lq
≤ C‖u‖Lp, (14)
(v) Given u ∈ Lp and assuming that γ, p and q satisfy the same conditions as in (iv) above.
Then we obtain the following direct consequence of (13)
‖Kγ(u)‖Lq ≤ ‖ψ‖∞
∥∥∥∥u ∗ 1| · |γ
∥∥∥∥
Lq
≤ C‖ψ‖∞‖u‖Lp, (15)
where C is a positive constant.
Lemma 2.1. Let γ ∈ (0, n), u ∈ H˙γ/2. Then there exists a positive constant C such that
sup
y∈Rn
∫
Rn
|u(x)|2
|x− y|γ dx ≤ C‖u‖
2
H˙γ/2
(16)
Proof. We denote the operator translation τy of u by the vector y ∈ Rn as τyu(x) := u(x− y).
Then τy is an isometry over space H˙
γ/2, for γ > 0,
‖τyu‖2H˙γ/2 =
∫
Rn
|ξ|γ|F(τyu)(ξ)|2dξ =
∫
Rn
|ξ|γ|F(u)(ξ)|2dξ = ‖u‖2
H˙γ/2
. (17)
Since the Lebesgue measure is invariant under translations and by Remark 2.3 part (ii) for
s := γ/2 together with the identity (17) we find that
sup
y∈Rn
∫
Rn
|u(x)|2
|x− y|γ dx = supy∈Rn
∫
Rn
|u(x− y)|2
|x|γ dx
= sup
y∈Rn
∥∥∥∥τyu(·)| · |γ/2
∥∥∥∥2
L2
≤ C sup
y∈Rn
‖τyu‖2H˙γ/2
= C‖u‖2
H˙γ/2
,
for some C > 0. 
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The next theorem is a direct consequence of [1, Theorem 6.3.2, page 148].
Theorem 2.2. Let β > 0, 1 < p < ∞, u ∈ Hβ,p. Then there exists a positive constant C such
that
‖u‖H˙β,p ≤ C‖u‖Hβ,p. (18)
Proof. We denote m(ξ) := |ξ|β(1 + |ξ|2)−β/2, then we notice that m(ξ) is an Lp−Fourier
multiplier on Rn for 1 < p <∞, see e.g., [7, page 449]. Now we let u ∈ Hβ,p. Then it follows
that
‖u‖H˙β,p := ‖F−1[|ξ|βuˆ(ξ)]‖Lp
= ‖F−1[|ξ|β(1 + |ξ|2)−β/2(1 + |ξ|2)β/2uˆ(ξ)]‖Lp
= ‖F−1[m(ξ)F((I −∆)β/2u)(ξ)]‖Lp
≤ C‖(I −∆)β/2u‖Lp = C‖u‖Hβ,p,
where C is a positive constant. 
Proposition 2.1. Let σ > 0, 1 < r < ∞ and 1 < pi, qi ≤ ∞ and 1r = 1pi + 1qi , for i = 1, 2.
Suppose that u ∈ Hσ,p1 ∩ Lp2 , v ∈ Hσ,q2 ∩ Lq1 . Then u v ∈ H˙σ,r and
‖(−∆)σ/2(uv)‖Lr ≤ C (‖u‖Hσ,p1‖v‖Lq1 + ‖u‖Lp2‖v‖Hσ,q2 ) , (19)
where C > 0.
Proof. ConsiderDσ : S × S → Lr the bilinear form defined as
(u, v) 7→ Dσ(u, v) = (−∆)σ/2(uv).
We claim that Dσ is continuous. In fact, we endow S × S with the norm of (Hσ,p1 ∩ Lp2) ×
(Hσ,q2 ∩ Lq1). Assume that (un, vn) ∈ S × S and un → 0 in the norm of Hσ,p1 ∩ Lp2 , vn → 0
in the norm of Hσ,q2 ∩ Lq1 that is
‖un‖Hσ,p1∩Lp2 = ‖un‖Hσ,p1 + ‖un‖Lp2 −−−→
n→∞
0
‖vn‖Hσ,q2∩Lq1 = ‖vn‖Hσ,q2 + ‖vn‖Lq1 −−−→
n→∞
0.
Hence by Remark 2.3 part (iii) and Theorem 2.2 we have that
‖Dσ(un, vn)‖Lr ≤ ‖un‖H˙σ,p1‖vn‖Lq1 + ‖un‖Lp2‖vn‖H˙σ,q2
≤ ‖un‖Hσ,p1‖vn‖Lq1 + ‖un‖Lp2‖vn‖Hσ,q2 −−−→
n→∞
0,
Thus Dσ is a continuous bilinear map on S × S. On the other hand, since S = Hσ,p1 ∩ Lp2
and S = Hσ,q2 ∩ Lq1 (see [1]). Thus there exists a unique continuous extension of Dσ from
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Hσ,p1 ∩Lp2 ×Hσ,q2 ∩Lq1 → Lr, in which we denote the extended map as (−∆)σ/2.Moreover
by density it follows that the unique extension satisfy (19), i.e,
‖(−∆)σ/2(uv)‖Lr ≤ C (‖u‖Hσ,p1‖v‖Lq1 + ‖u‖Lp2‖v‖Hσ,q2 ) ,
for each u ∈ Hσ,p1 ∩ Lp2 , and v ∈ Hσ,q2 ∩ Lq1. 
Proposition 2.2. Let σ > 0, 1 < r < ∞ and 1 < pi, qi ≤ ∞ and 1r = 1pi + 1qi , for i = 1, 2.
Suppose that u ∈ Hσ,p1 ∩ Lp2 , and v ∈ Hσ,q2 ∩ Lq1 . Then u v ∈ Hσ,r. Furthermore,
‖(I −∆)σ/2(uv)‖Lr ≤ C (‖u‖Hσ,p1‖v‖Lq1 + ‖u‖Lp2‖v‖Hσ,q2 ) , (20)
for some C > 0.
Proof. The proof is a direct consequence of the fractional Leibniz rule given by Remark 2.3
(iii). Then, as we argue in the proof of the Proposition 2.1 the proof now follows. 
Next we state some properties for the operatorKγ defined in (2).
Lemma 2.3. Let γ ∈ (0, n), u ∈ H˙γ/2. Then there exists a positive constant C such that
‖Kγ(|u|2)‖L∞ ≤ C‖u‖2H˙γ/2 ,
for ψ ∈ L∞.
Proof. We will consider γ ∈ (0, n), u ∈ H˙γ/2. Then by Lemma 2.1 inequality (16) there exists
C > 0 such that
‖Kγ(|u|2)‖L∞ := sup
x∈Rn
|(ψγ ∗ |u|2)(x)|
≤ ‖ψ‖L∞ · sup
x∈Rn
∫
Rn
|u(x− y)|2
|y|γ dy
≤ C‖u‖2
H˙γ/2
,
(21)
where ψγ =
ψ
| · |γ , ψ ∈ L
∞. 
Lemma 2.4. Let γ ∈ (0, n), β ≥ γ/2, u ∈ Hβ. Then there exists a positive constant C such
that
‖Kγ(|u|2)‖L2n/γ ≤ C‖u‖L2n/n−γ‖u‖Hβ . (22)
in which we assume that ψ ∈ L∞.
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Proof. Let us take u ∈ Hβ. Then by inclusions (10), (11), and Ho¨lders inequality it follows that
|u|2 ∈ L2n/2n−γ . Furthermore, from (2) it follows that∣∣Kγ(|u|2)(x)∣∣ ≤ ‖ψ‖∞
(
|u|2 ∗ 1| · |γ
)
(x), ψ ∈ L∞. (23)
Thus by Remark 2.3 (v) for q = 2n/γ, p = 2n/2n− γ and |u|2 ∈ L2n/2n−γ(Rn) together with
Hβ →֒ L2, there exists a constant C > 0 such that,
‖Kγ(|u|2)‖L2n/γ ≤ ‖ψ‖∞
∥∥∥∥|u|2 ∗ 1| · |γ
∥∥∥∥
L2n/γ
≤ C‖ψ‖∞‖|u|2‖L2n/2n−γ
≤ C‖u‖L2n/n−γ‖u‖L2
≤ C‖u‖L2n/n−γ‖u‖Hβ , u ∈ Hβ.
(24)

Lemma 2.5. Let γ ∈ (0, n), β ≥ γ/2 be fixed. Then for each u ∈ Hβ, there exists a positive
constant C such that
‖Kγ(|u|2)‖Hβ,2n/γ ≤ C‖u‖L2n/n−γ‖u‖Hβ , (25)
for an arbitrary fixed ψ ∈ L∞ such that |ψ(x)| ≤Me−µ|x|, whereM,µ ≥ 0, x ∈ Rn.
Proof. We recall that (I−∆)β/2u = F−1[(1+ |ξ|2)β/2û(ξ)], belongs to S for u ∈ S.We claim
that,
((I −∆)β/2Kγ)(|u|2) = (Kγ(I −∆)β/2)(|u|2), for u ∈ S. (26)
Since, |ψ(x)| ≤ Me−µ|x|, decreases faster than any power of 1/|x|r for each integers r > 0, by
hypothesis. Then ψγ =
ψ(·)
| · |γ belongs to O
′
C ⊆ S ′, see e.g. [17, Definition 30.1, page 315] for
definition and properties of O′C . Moreover, if u ∈ S is a given function, then |u|2 = uu also
defines an element of the Schwartz space. Therefore the convolution product
Kγ(|u|2) = (ψγ ∗ |u|2) (27)
exists as a tempered distribution. Hence,
F(Kγ(|u|2)) = F(ψγ ∗ |u|2) = F(ψγ)F(|u|2). (28)
Furthermore, (1 + |ξ|2)β/2F(|u|2) ∈ S. Thus,
((I −∆)β/2Kγ)(|u|2) = F−1[(1 + |ξ|2)β/2F(Kγ(|u|2))]
= F−1 [F(ψγ)(1 + |ξ|2)β/2F(|u|2)]
=
(
ψγ ∗ F−1[(1 + |ξ|2)β/2F(|u|2)]
)
= (Kγ(I −∆)β/2)(|u|2), u ∈ S.
(29)
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Since S‖·‖β = Hβ, β > 0. Then (29) holds on Hβ. But then (29) together with Remark 2.3 (v)
in which we choose q = 2n/γ, p = 2n/2n− γ implies that,
‖Kγ(|u|2)‖Hβ,2n/γ = ‖(I −∆)β/2Kγ(|u|2))‖L2n/γ
= ‖Kγ(I −∆)β/2(|u|2))‖L2n/γ
≤ C‖ψ‖∞‖(I −∆)β/2(|u|2)‖L2n/2n−γ ,
(30)
Next, we estimate the right hand side of (30) by applying Fractional Leibniz rule (20). First we
prove the following inequality
‖(I −∆)β/2(|u|2)‖L2n/2n−γ ≤ C‖u‖L2n/n−γ‖u‖Hβ , (31)
In fact, from Proposition 2.2, in which we now choose the parameters as follows: σ = β,
r = 2n/2n− γ, p1 = q2 = 2, q1 = p2 = 2n/n− γ, and u = v = |u|, where u ∈ Hβ ∩L2n/n−γ .
Then |u|2 ∈ Hβ,2n/2n−γ and
‖(I −∆)β/2(|u|2)‖L2n/2n−γ ≤ C
(‖(I −∆)β/2|u|‖L2‖u‖L2n/n−γ + ‖u‖L2n/n−γ‖(I −∆)β/2|u|‖L2)
= 2C(‖u‖L2n/n−γ‖(I −∆)β/2|u|‖L2)
= C(‖u‖L2n/n−γ‖u‖Hβ). u ∈ Hβ.
(32)
Therefore from (30) and (32) the proof follows. 
Lemma 2.6. Let γ ∈ (0, n), β ≥ γ/2. Then for each u, v ∈ Hβ, there exists a positive constant
C such that
‖|u|2 − |v|2‖L2n/2n−γ ≤ C(‖u‖Hβ + ‖v‖Hβ)‖u− v‖L2. (33)
Proof. Let u, v be in Hβ. Then, u, v ∈ L2n/n−γ , since β ≥ γ/2. Moreover, (|u| + |v|)|u − v|
belongs to L2n/2n−γ . Thus, by Ho¨lder’s inequality and Sobolev inclusion, it follows that
‖|u|2 − |v|2‖L2n/2n−γ ≤ ‖(|u|+ |v|)|u− v|‖L2n/2n−γ
≤ ‖|u|+ |v|‖L2n/n−γ‖u− v‖L2
≤ (‖u‖L2n/n−γ + ‖v‖L2n/n−γ )‖u− v‖L2
≤ C(‖u‖Hβ + ‖v‖Hβ)‖u− v‖L2,
where C > 0. 
Lemma 2.7. For γ ∈ (0, n), β ≥ γ/2, n ≥ 1 and ψ ∈ L∞. Then there exists a positive constant
C such that the map u 7→ Kγ(|u|2)u from L2 to L2 satisfies
‖Kγ(|u|2)u−Kγ(|v|2)v‖L2 ≤ C(‖u‖2Hβ + ‖v‖2Hβ + ‖u‖Hβ‖v‖Hβ)‖u− v‖L2,
for u, v ∈ Hβ.
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Proof. From the definition ofKγ(|u|2) given in (2) we have that,
‖Kγ(|u|2)u−Kγ(|v|2)v‖L2 = ‖Kγ(|u|2)(u− v) +Kγ(|u|2 − |v|2)v‖L2
≤ ‖Kγ(|u|2)(u− v)‖L2 + ‖Kγ(|u|2 − |v|2)v‖L2. (34)
Next, applying Lemma 2.1 for γ ∈ (0, n) together with Theorem 2.2 for β = γ/2, p = 2 and
u ∈ Hγ/2, we have that
‖Kγ(|u|2)(u− v)‖2L2 =
∫
Rn
|Kγ(|u|2)(x)|2|(u− v)(x)|2dx
≤ sup
x∈Rn
|Kγ(|u|2)(x)|2
∫
Rn
|(u− v)(x)|2dx
≤ C‖ψ‖2L∞‖u‖4H˙γ/2
∫
Rn
|(u− v)(x)|2dx
≤ C‖u‖4Hγ/2‖u− v‖2L2.
Thus from (11) we get for β ≥ γ/2, that
‖Kγ(|u|2)(u− v)‖L2 ≤ C‖u‖2Hγ/2‖u− v‖L2 ≤ C‖u‖2Hβ‖u− v‖L2. (35)
On the other hand, since Kγ(|u|2 − |v|2) ∈ L2n/γ , for u, v ∈ Hβ →֒ L2n/n−γ by Lemma 2.4
and the embedding (11). Moreover, we have that |u|2 − |v|2 ∈ L2n/2n−γ by Lemma 2.6. Thus
the second summand on right hand side of (34) satisfy
‖Kγ(|u|2 − |v|2)v‖L2 ≤ ‖Kγ(|u|2 − |v|2)‖L2n/γ‖v‖L2n/n−γ
≤ ‖v‖Hβ‖Kγ(|u|2 − |v|2)‖L2n/γ
≤ ‖v‖Hβ · ‖|u|2 − |v|2‖L2n/2n−γ
≤ ‖v‖Hβ(‖u‖Hβ + ‖v‖Hβ)‖u− v‖L2.
(36)
Thus, combining the estimate (34), (35), and (36) we get that
‖Kγ(|u|2)u−Kγ(|v|2)v‖L2 ≤ ‖Kγ(|u|2)(u− v)‖L2 + ‖Kγ(|u|2 − |v|2)v‖L2
≤ C(‖u‖2Hβ + ‖v‖2Hβ + ‖u‖Hβ‖v‖Hβ)‖u− v‖L2,
and the proof of Lemma 2.7 is now complete. 
We next show that the nonlinear function u 7→ Kγ(|u|2)u is Lipschitz continuous from the
closed ball in Hβ into itself. To show this we state the following lemma.
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Lemma 2.8. For γ/2 < β < 1, n ≥ 2 and ψ ∈ L∞. Then there exists a positive constant C
such that the map u 7→ Kγ(|u|2)u, satisfies the following estimate on Hβ,
‖Kγ(|u|2)u−Kγ(|v|2)v‖Hβ ≤ C(‖u‖2Hβ + ‖u‖Hβ + ‖v‖2Hβ + ‖u‖Hβ‖v‖Hβ) · ‖u− v‖Hβ ,
for each u, v ∈ Hβ.
Proof. First we show that there exists a positive constant C such that,
‖Kγ(|u|2)u−Kγ(|v|2)v‖H˙β ≤ C (2‖u‖Hβ + 2‖v‖Hβ(‖u‖Hβ + ‖v‖Hβ)) · ‖u− v‖Hβ , (37)
for each u, v ∈ Hβ. Indeed, it follows from the definition of the convolution operator (2) that
Kγ(|u|2)u−Kγ(|v|2)v = Kγ(|u|2)(u− v) +Kγ(|u|2 − |v|2)v. (38)
Then proceed to estimateKγ(|u|2)u−Kγ(|v|2)v on the space H˙β for u, v ∈ Hβ. In fact, from
identity (38) we have that,
‖(−∆)β/2(Kγ(|u|2)u−Kγ(|v|2)v)‖L2 ≤ ‖(−∆)β/2Kγ(|u|2)(u− v)‖L2
+ ‖(−∆)β/2Kγ(|u|2 − |v|2)v‖L2.
(39)
Thus, it is sufficient to obtain bounds for the following two quantities
I := ‖(−∆)β/2Kγ(|u|2)(u− v)‖L2, and J := ‖(−∆)β/2Kγ(|u|2 − |v|2)v‖L2, u, v ∈ Hβ.
For this purpose let us consider first the expression I . We notice that Kγ(|u|2) belongs to
Hβ,2n/γ ∩L∞, for u ∈ Hβ, because of Theorem 2.2, Lemma 2.3, and Lemma 2.5. Moreover, if
u, v ∈ Hβ, then by the Proposition 2.1 when σ = β, r = 2, p1 = 2n/γ, q1 = 2n/n − γ, p2 =
∞, q2 = 2, we obtain that
I ≤ ‖Kγ(|u|2)‖Hβ,2n/γ‖u− v‖L2n/n−γ + ‖Kγ(|u|2)‖L∞‖u− v‖Hβ
= I1 + I2.
(40)
Now using the embedding (11) together with the Lemma 2.5 we can estimate the first term of
right side of (40), that is,
I1 = ‖Kγ(|u|2)‖Hβ,2n/γ‖u− v‖L2n/n−γ
≤ C‖u‖L2n/n−γ‖u‖Hβ‖u− v‖Hβ
≤ C‖u‖2Hβ‖u− v‖Hβ , u, v ∈ Hβ.
(41)
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Next, by the Lemma 2.3, Theorem 2.2 for p = 2, β = γ/2 and the embedding (11), we can
estimate the second term of (40), that is,
I2 = ‖Kγ(|u|2)‖L∞‖u− v‖Hβ
≤ C‖u‖2
H˙γ/2
‖u− v‖Hβ
≤ C‖u‖2Hγ/2‖u− v‖Hβ
≤ C‖u‖2Hβ‖u− v‖Hβ , u, v ∈ Hβ.
(42)
Next, it remains to obtain estimates for J = ‖(−∆)β/2Kγ(|u|2 − |v|2)v‖L2 , for u, v ∈ Hβ.
Once again we appeal to Proposition 2.1 in the case that σ = β, r = 2, p1 = 2n/γ, q1 =
2n/n− γ, p2 =∞, q2 = 2. Hence we have that
J ≤ ‖Kγ(|u|2 − |v|2)‖Hβ,2n/γ‖v‖L2n/n−γ + ‖Kγ(|u|2 − |v|2)‖L∞‖v‖Hβ
= J1 + J2.
(43)
Thus by (11) and Remark 2.3 (v) for q = 2n/γ, p = 2n/2n − γ together with Proposition
2.2 for σ = β, r = 2n/2n − γ, p1 = 2, q1 = 2n/n − γ p2 = 2n/n − γ, q2 = 2. Since
u, v,∈ Hβ ∩ L2n/n−γ, it follows that
J1 = ‖Kγ(|u|2 − |v|2)‖Hβ,2n/γ‖v‖L2n/n−γ
≤ ‖v‖Hβ‖Kγ(I −∆)β/2(|u|2 − |v|2)‖L2n/γ
≤ ‖v‖Hβ‖|u|2 − |v|2‖Hβ,2n/2n−γ
≤ ‖v‖Hβ · (‖|u|+ |v|‖Hβ‖u− v‖L2n/n−γ + ‖|u|+ |v|‖L2n/n−γ‖u− v‖Hβ) , (44)
Since Hβ →֒ L2n/n−γ we have
‖|u|+ |v|‖Hβ‖u− v‖L2n/n−γ ≤ (‖u‖Hβ + ‖v‖Hβ) · ‖u− v‖Hβ , (45)
and
‖|u|+ |v|‖L2n/n−γ‖u− v‖Hβ ≤ (‖u‖Hβ + ‖v‖Hβ) · ‖u− v‖Hβ . (46)
Therefore, thanks to (44)-(46) we obtain
J1 ≤ 2‖v‖Hβ(‖u‖Hβ + ‖v‖Hβ) · ‖u− v‖Hβ , u, v ∈ Hβ. (47)
Now, applying the same reasoning above we estimate J2. Thus,
J2 = ‖Kγ(|u|2 − |v|2)‖L∞‖v‖Hβ
≤ C‖v‖Hβ(‖u‖Hβ + ‖v‖Hβ)‖u− v‖Hβ .
(48)
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Hence, the proof of assertion (37) follows from the estimates (40)-(42), (43), (47)-(48) together
with the inequality (39).
On the other hand, due to the equivalence of norm provided by the Remark 2.3 part (i) applied
to Kγ(|u|2)u−Kγ(|v|2)v under the condition β ∈ (0, 1), we have that
‖Kγ(|u|2)u−Kγ(|v|2)v‖Hβ ≤ ‖Kγ(|u|2)u−Kγ(|v|2)v‖L2 + ‖(Kγ(|u|2)u−Kγ(|v|2)v)‖H˙β .
(49)
Thus, using the Lemma 2.7 together with the estimate (37) and estimate (49) we get that
‖Kγ(|u|2)u−Kγ(|v|2)v‖Hβ ≤ C(‖u‖2Hβ + ‖u‖Hβ + ‖v‖2Hβ + ‖u‖Hβ‖v‖Hβ) · ‖u− v‖Hβ ,
for some positive constant C, and the proof of Lemma 2.8 is now complete. 
3 Non linear fractional Schro¨dinger equation
In this section, we establish local existence in time for the fractional evolution problem
i
αDαt u(t, x) = (−∆)β/2u(t, x) + λJ1−αt Kγ(|u|2)(x)u(t, x), on (0, T ]× Rn
u(0, x) = u0(x), u0 ∈ Hβ,
(50)
where α ∈ (0, 1), β > 0, λ ∈ R\{0}. We consider in (50), a Hartree type non-linearity, given
by
Kγ(u)(x) := (| · |−γψ(·) ∗ u)(x),
where γ ∈ (0, n), ψ ∈ L∞. In this section we prove the existence and uniqueness of the solution
for (50). For this purpose, our main tool will be Banach’s fixed point theorem and the results of
the previous sections.
3.1 Existence and local uniqueness
In this section, we will prove the existence and uniqueness of solutions on C([0, T ];Hβ) for
equation (50).
Hereafter we consider the L∞ norm on the space C([0, T ];Hβ), that is,
‖u‖∞ = sup
t∈[0,T ]
‖u(t, ·)‖Hβ . (51)
We denote u(t, ·) = u unless otherwise is specified. Furthermore, if X is any of the function
spaces under consideration, we simply write u ∈ X whenever u(t, ·) ∈ X for each t ∈ [0, T ].
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Definition 3.1 (mild solution). Let α ∈ (0, 1), β > 0 be fixed. Assume that u0 ∈ Hβ. A function
u ∈ C([0, T ];Hβ) is called a mild solution of (50) if u satisfies the integral equation
u(t, x) = F−1[Eα((−it)α|ξ|β)uˆ0(ξ)](x)
+ λ(−i)α
∫ t
0
F−1[Eα((−i(t− s))α|ξ|β)F(Kγ(|u|2)u)(ξ)](x)ds
for each t > 0, x ∈ Rn.
We are now ready to prove the main result of this paper.
Theorem 3.1. Let α ∈ (0, 1), γ/2 ≤ β < 1, n ≥ 2. Suppose that u0 ∈ Hβ, ψ ∈ L∞ with
|ψ(x)| ≤ M e−µ|x|, M, µ ≥ 0, x ∈ Rn. Then, there exists T > 0, such that the nonlinear
equation (50) has unique mild solution u ∈ C([0, T ];Hβ), such that
‖u‖∞ ≤ C‖u0‖Hβ , (52)
for some positive constant C.Moreover, the map
F : Hβ → C([0, T ];Hβ), u0 7→ u(t, ·)
is continuous.
Proof. Let us fix T > 0, and choose r < 2
√
2M0‖u0‖Hβ , in which the constant M0 > 0 is
taken from the Remark 2.1. We recall our notation (51), that is, for a given u ∈ C([0, T ];Hβ)
we have that ‖u(t)‖Hβ ≤ sup
t∈[0,T ]
‖u(t)‖Hβ = ‖u‖∞, for all t. Furthermore, we denote the closed
ball of radius r on C([0, T ];Hβ) as
Br =
{
u ∈ C([0, T ];Hβ) : ‖u‖∞ ≤ r
}
.
Next, under these considerations we define the nonlinear operator Φu0 : Br → Br by
Φu0(u)(t, x) = F−1[Eα((−it)α|ξ|β)uˆ0(ξ)](x)
+ λ(−i)α
∫ t
0
F−1[Eα((−i(t− s))α|ξ|β)F(Kγ(|u|2)u)(ξ)](x)ds
(53)
First we claim that Φu0 is well defined and Φu0 maps Br to Br. We notice that t 7→ Φu0u(t)
is continuous. Moreover, since the mapping ξ 7→ Eα((−it)α|ξ|β) is bounded by Remark 2.1.
Then for u0 ∈ Hβ ⊆ L2, and 0 < γ ≤ 2β. It follows by Ho¨lder’s inequality, that
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|FΦu0(u)(t, ξ)|2 ≤ 2|Eα((−it)α|ξ|β)uˆ0(ξ)|2
+ 2λ2
∣∣∣∣
∫ t
0
Eα((−i(t− s))α|ξ|β)F(Kγ(|u|2)u)(ξ)ds
∣∣∣∣
2
≤ 2M20 |uˆ0(ξ)|2
+ 2λ2
∫ t
0
|Eα((−i(t− s))α|ξ|β)|2ds ·
∫ t
0
|F(Kγ(|u|2)u)(ξ)|2ds
≤ 2M20 |uˆ0(ξ)|2 + 2Tλ2M20
∫ t
0
|F(Kγ(|u|2)u)(ξ)|2ds, t > 0, ξ ∈ Rn,
(54)
Thus, from (54) we obtain that
∫
Rn
(1 + |ξ|2)β|FΦu0(u)(t, ξ)|2dξ ≤ 2M20
∫
Rn
(1 + |ξ|2)β|uˆ0(ξ)|2dξ
+ 2Tλ2M20
∫ t
0
∫
Rn
(1 + |ξ|2)β|F(Kγ(|u|2)u(ξ)|2dξds
= 2M20‖u0‖2Hβ + 2Tλ2M20
∫ t
0
‖Kγ(|u|2)u‖2Hβds,
(55)
for every u0 ∈ Hβ. Then, it follows from (55) that
‖Φu0(u)‖∞ = sup
t∈[0,T ]
(∫
Rn
(1 + |ξ|2)β|FΦu0(u)(t, ξ)|2dξ
)1/2
≤
√
2M0‖u0‖Hβ +
√
2TλM0‖Kγ(|u|2)u‖∞.
(56)
Therefore, it suffices to estimate ‖Kγ(|u|2)u‖Hβ to ensure that Φu0(u) ∈ Br. Thus from the
Remark 2.3 part (i) for β ∈ (0, 1), we have that
‖Kγ(|u|2)u‖Hβ ≤ ‖Kγ(|u|2)u‖L2 + ‖(−∆)β/2Kγ(|u|2)u‖L2, u ∈ Hβ. (57)
In order to estimate both quantities of the right hand side of (57). We notice thatKγ(|u|2) ∈ L∞
by Lemma 2.3. But then Kγ(|u|2)u ∈ L2 and
‖Kγ(|u|2)u‖L2 ≤ ‖Kγ(|u|2)‖L∞‖u‖L2. (58)
On the other hand, since u ∈ H˙β ∩ L2n/n−γ then Kγ(|u|2) ∈ H˙β,2n/γ ∩ L∞, by Lemma 2.3
together with Lemma 2.5. Furthermore let us assume in Proposition 2.1 that σ = β, r = 2, p1 =
2n/γ, q1 = 2n/n− γ, p2 =∞, q2 = 2. But then follows thatKγ(|u|2)u ∈ H˙β.
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Hence,
‖(−∆)β/2Kγ(|u|2)u‖L2 ≤ C(‖Kγ(|u|2)‖Hβ,2n/γ‖u‖L2n/n−γ + ‖Kγ(|u|2)‖L∞‖u‖Hβ). (59)
Thus, by (57) together with (58),(59) we obtain that
‖Kγ(|u|2)u‖Hβ ≤ C(‖Kγ(|u|2)‖L∞ · (‖u‖L2 + ‖u‖Hβ) + ‖Kγ(|u|2)‖Hβ,2n/γ‖u‖L2n/n−γ )
≤ C(‖Kγ(|u|2)‖L∞‖u‖Hβ + ‖Kγ(|u|2)‖Hβ,2n/γ‖u‖L2n/n−γ ),
(60)
for some constant C.
Therefore, because of (11), (60), Lemma 2.3, and Lemma 2.5 we obtain that
‖Kγ(|u|2)u‖Hβ ≤ C(‖u‖2H˙γ/2‖u‖Hβ + ‖u‖Hβ‖u‖2L2n/n−γ )
≤ C‖u‖3Hβ .
(61)
Hence, from (56) and (61) we obtain,
‖Φu0(u)‖∞ ≤
√
2M‖u0‖Hβ + 3
√
2C
√
TλM0‖u‖3∞
≤ r
2
+ 3
√
2TλCM0r
3 ≤ r,
if T > 0 is small enough, we can conclude that the operator Φu0 leaves the closed ball Br
invariant.
Next, we show that Φu0 is an operator Lipschitz for T sufficiently small. In what follows we
assume that u, v belongs to Br ⊆ C([0, T ];Hβ), then we have that
‖Φu0(u)− Φu0(v)‖∞ = sup
t∈[0,T ]
‖(Φu0(u)− Φu0(v))(t, ·)‖Hβ ,
in which we denote
Γu0(u, v)(t) := (Φu0(u)− Φu0(v))(t)
= λ(−i)α
∫ t
0
F−1 [Eα((−i(t− s))α|ξ|β)[F(Kγ(|u|2)u)(ξ)− F(Kγ(|v|2)v)(ξ)]] (x)ds.
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Then, according to Remark 2.1, Ho¨lder inequality and the last equality we get that
‖Γu0(u, v)‖2Hβ =
∫
Rn
|F(Φu0(u)− Φu0(v))(t, ξ)|2dµ(ξ), dµ(ξ) := (1 + |ξ|2)βdξ
= λ2
∫
Rn
∣∣∣∣
∫ t
0
Eα((−i(t− s))α|ξ|β) · [F(Kγ(|u|2)u)(ξ)− F(Kγ(|v|2)v)(ξ)]ds
∣∣∣∣
2
dµ(ξ)
≤ λ2
∫
Rn
(∫ t
0
|Eα((−i(t− s))α|ξ|β)|2ds
·
∫ t
0
|F(Kγ(|u|2)u)(ξ)− F(Kγ(|v|2)v)(ξ)|2ds
)
dµ(ξ)
≤ λ2M20T
∫ T
0
∫
Rn
(1 + |ξ|2)β|F(Kγ(|u|2)u)(ξ)−F(Kγ(|v|2)v)(ξ)|2dξds
≤ (λTM0)2‖Kγ(|u|2)u−Kγ(|v|2)v‖2∞,
that is, ‖Φu0(u)−Φu0(v)‖∞ ≤ λTM0‖Kγ(|u|2)u−Kγ(|v|2)v‖∞, for λ 6= 0, T > 0,M0 positive
constant. In fact, by the Lemma 2.8 we find the following estimate
‖Kγ(|u|2)u−Kγ(|v|2)v‖Hβ ≤ C(‖u‖2Hβ + ‖u‖Hβ + ‖v‖2Hβ + ‖u‖Hβ‖v‖Hβ) · ‖u− v‖Hβ
≤ C(3r2 + r) · ‖u− v‖Hβ ,
for some constant C. In this way we have that
‖Φu0(u)− Φu0(v)‖∞ = sup
t∈[0,T ]
‖(Φu0(u)− Φu0(v))(t, ·)‖Hβ
≤ (3r2 + r)TλCM0‖u− v‖∞,
then, if we assume (3r2 + r)TλCM0 < 1, we get that Φu0 defines a contraction on closed ball
Br.
It remains to prove the continuous dependence of Φ(u(t)) = Φu0(u(t)) with respect to u0, we
notice that if u, v are the corresponding mild solutions of (50) with initial data u0, v0, respec-
tively. Thus, we have that
u(t, x)− v(t, x) = F−1[Eα((−it)α|ξ|β)(uˆ0(ξ)− vˆ0(ξ))](x) + λ(−i)α
∫ t
0
F−1[Eα((−i(t− s))α|ξ|β)
· (F(Kγ(|u(s, ·)|2)u(s, ·))(ξ)− F(Kγ(|v(s, ·)|2)v(s, ·))(ξ))](x)ds. (62)
From (62) we have that
û(t, ·)(ξ)− v̂(t, ·)(ξ) = Eα((−it)α|ξ|β)(uˆ0(ξ)− vˆ0(ξ)) + λ(−i)α
∫ t
0
Eα((−i(t− s))α|ξ|β)
· [F(Kγ(|u(s, ·)|2)u(s, ·))(ξ)− F(Kγ(|v(s, ·)|2)v(s, ·))(ξ)]ds. (63)
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Therefore from (63) together with the fact that
‖Kγ(|u(s, ·)|2)u(s, ·)−Kγ(|v(s, ·)|2)v(s, ·)‖Hβ ≤ C‖u(s, ·)− v(s, ·)‖Hβ , u, v ∈ Br ⊆ Hβ,
by Lemma 2.8. Next we denote by,
A = 2
∫
Rn
|Eα((−it)α|ξ|β)|2|uˆ0(ξ)− vˆ0(ξ)|2dµ(ξ),
and
B = 2λ2
∫
Rn
∣∣∣∣
∫ t
0
Eα((−i(t− s))α|ξ|β) · [F(Kγ(|u(s)|2)u(s))−F(Kγ(|v(s)|2)v(s))]ds
∣∣∣∣
2
dµ(ξ),
Then we obtain that
‖u(t, ·)− v(t, ·)‖2Hβ =
∫
Rn
(1 + |ξ|2)β|uˆ(t, ξ)− vˆ(t, ξ)|2dξ,
≤ A+B.
(64)
Since,
A ≤ 2M20‖u0 − v0‖2Hβ (65)
and
B ≤ 2Tλ2M20
∫ T
0
‖Kγ(|u(s)|2)u(s)−Kγ(|v(s)|2)v(s)‖2Hβds ≤ 2(TλCM0)2‖u−v‖2∞, (66)
it then follows that
‖u(t, ·)− v(t, ·)‖2Hβ ≤ 2M20‖u0 − v0‖2Hβ + 2(TλCM0)2‖u− v‖2∞, (67)
for each u, v ∈ Br ⊆ Hβ.
Hence by (67) it follows
‖u(t, ·)− v(t, ·)‖Hβ ≤
(
2M20‖u0 − v0‖2Hβ + 2(TλCM0)2‖u− v‖2∞
)1/2
≤
√
2M0‖u0 − v0‖Hβ +
√
2TλCM0‖u− v‖∞.
(68)
Hence, by taking the supremum in t on the left hand side of (68) we obtain that
‖u− v‖∞ ≤
√
2M0
1−√2TλCM0
‖u0 − v0‖Hβ ,
in which T is appropriate.

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