Some Novel Static Interconnection Networks For Parallel Computers by Sebastian, M P
Abstract 
The promlse of parallel computing for handling very large computational problems ~s widely 
recognized In the last three decades, research in this area is directed a t  translating t h ~ s  
promrse to reality This task is formidable, as it  encompasses a wide gamut of issues, such as 
advanced processors, memory systems, peripheral devlces, comrnunlcation networks, compil- 
ers, operating systems, programmmg environment , and applications This thesls is concerned 
wlth one of these wues  - the communication network We study some recently proposed 
statlc networks, propose a number of new networks, and assess their potential through the 
use of performance metrics 
The first network studied is a known but unexplored hypercube-variant network, 
name11 the folded cube-connected cycles (FCCC) The FCCC is a scalable network with 
a constant node degree of three The FCCC accommodates more nodes than the cube- 
connected cycles (CCC), for the same dimension We show that the FCCC has a smaller 
diameter, smaller average distance, smaller cost function (degree-diameter product), higher 
bisection width, and a smaller fault diameter than the CCC The connectivlty is the same 
as that of the CCC We propose an area-efficient VLSI/lVSI layout also 
We propose a new network, the folded cube-connected circulant networks (FCCY), to 
achieve improvement in connectivlty and diameter over the CCC The n-dimensional FCCN 
(FCCN,) 1s constructed by using a circulant graph CG(n + 1,2) ,  instead of the (tz i- 1)- 
cycle in the FCCC,, to form the compound graph with the n-dimensional folded hypercube 
The FCCN is a scalable network wlth a constant degree of five The alerage d~stance, the 
diameter, the fault diameter, and the cost function of the FCCN are significantlj lower than 
those of the CCC In terms of the connectivity and the bisection width also, the FCCU 
provldes sign~ficant improvement over the CCC We show that an optimal VLSI/WSI l a ~ o u t  
~s possible for the FCCN We compare the performance of the FCCN ul th  that of the 
hypercube and the torus One significant feature of the FCCN is that it has a diameter 
comparable to  that of a hypercube and a cost function which is lower than that of the CCC 
Hence, we believe that the FCCN ~s a very interesting constant-degree network, and srants 
further studies 
We explore the possibility of improving the connectivity and diameter of the CCC by an 
alternate approach This is attempted by the use of a new folding technique This technique 
involves connecting all pairs of n-cycles, which have complementary addresses (in the CCC,,) 
with n parallel (folding) links We call this new network the cube-connected cycles with 
folding (CCCF) The CCCF ~s an expandable, node-symmetric network of constant degree 
four Most of the performance metrics of the CCCF are better than those of the CCC A 
VLSI/WSI layout is also proposed In comparison with the mesh and the torus, the CCCF 
appears to be significantly better We believe that the CCCF, being a Cregular constant 
degree network, could be a very good competitor to the mesh and the torus topologles 
We show that the new folding technique can be applied to any hypercube-hybrid com- 
pound network, to yleld new topologes This is demonstrated by considering the herarchi- 
cal hypercube (HHC) network The new network is called the folded hierarchical hypercube 
(FHHC) The FHHC has better values than the HHC for most of the performance metrics A 
VLSI/WSI layout for FHHCs  is proposed For very large n, the FHHC may have packaging 
difficulties Expandability of FHHC ~s limited, as in the case of the HHC 
The hyper Petersen (HP) network IS a known graph with a smaller diameter and higher 
package density than the hypercube We show that further reduction in diameter ~s possible 
if a twisted cube is used instead of a hypercube, while forming the product graph We call 
this new topology the Petersen-twisted cube (PTC) In order to reduce the hot-spot problem 
in the twlsted cube, ue use a new type of twisting, which is different from the ones used in 
the convent~onal twlsted cube and the multiply twisted cube The new twisted cube uses 
the twisted %cube as the buildmg block The PTC, is a regular graph of node degree n It 
has smaller diameter, fault diameter, and average distance than that of the HP network and 
the hypercube 
We delelop algorithms for one-to-one communication and broadcasting in all the above 
networks The path selection is deterministic The algorithm is concurrently executed by all 
the nodes in the network, and hence is distributed 
We conclude the work with a comparison of these new networks with the hypercube 
and the mesh T h s  enables us to examine the tradeoff that are associated with the use of 
the new networks 
