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Abstract
A study by Federal Communication Commission shows that most of
the spectrum in current wireless networks is unused most of the time, while
some spectrum is heavily used. Recently dynamic spectrum access (DSA)
has been proposed to solve this spectrum inefficiency problem, by allow-
ing users to opportunistically access to unused spectrum. One important
question in DSA is how to efficiently share spectrum among users so that
spectrum utilization can be increased and wireless interference can be re-
duced. Spectrum sharing can be formalized as a graph coloring problem.
In this report we focus on surveying spectrum sharing techniques in DSA
networks and present four representative techniques in different taxonomy
domains, including centralized, distributed with/without common control
channel, and a real case study of DSA networks — DARPA neXt Gen-
eration (XG) radios. Their strengths and limitations are evaluated and
compared in detail. Finally, we discuss the challenges in current spectrum
sharing research and possible future directions.
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1 Introduction
In current wireless networks, the spectrum is regulated by governmental
agencies, such as Federal Communication Commission (FCC) in United States,
and is statically assigned to licensed users on a long term basis. For example,
824-849 MHz, 1.85-1.91 GHz, 1.930-1.99 GHz frequency bands are reserved for
licensed cellular and personal communication services (PCS) and require a valid
FCC license, whereas the most popular unlicensed bands are the Industrial, Sci-
entific, and Medical (ISM) bands at 900 MHz, 2.4 GHz, and 5.8 GHz. Figure 1
shows a subset of current static spectrum assignment [8], ranging from sonic to
ultra violet. Interested readers may refer to Appendix B for a more detailed
current radio spectrum (3KHz - 300GHz) allocation in United States.
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Abstract
The new paradigm of Dynamic Spectrum Access (DSA)
networks aims to provide opportunistic access to large parts
of underutilized spectrum. Majority of research in this area
has focused on free-for-all, uncoordinated access methods
common in ad-hoc military applications [5, 7, 8, 10, 11]. In
this paper, we argue that a simpler, pragmatic approach that
offers coordinated, spatially aggregated spectrum access via
a regional spectrum broker is more attractive in the immedi-
ate future. We ﬁrst introduce two new concepts, namely, Co-
ordinated Access Band (CAB) and Statistically Multiplexed
Access (SMA) to spectrum that form the basis of our work.
We then describe their implementation in the new DIMSUM-
net network architecture consisting of four elements: base
stations, clients, a Radio Access Network Manager (RAN-
MAN) that obtains spectrum leases, and a per-domain spec-
trum broker that controls spectrum access. We also discuss
in detail various issues in the design of spectrum brokers and
spectrum allocation policies and algorithms.
1 Introduction
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Figure 1. Subset of static spectrum allocation
In the United States, the Federal Communications Com-
mission (FCC) sets the rules that govern access to spectrum.
These rules have lead to reservation of spectrum chunks for
speciﬁc purposes; for example, 824-849 MHz, 1.85-1.91
GHz, 1.930-1.99 GHz frequency bands are reserved for li-
censed cellular and PCS services and require a valid FCC
license, whereas 902-928 MHz, 2.40-2.50 GHz, 5.15-5.35
GHz, 5.725-5.825 GHz frequency ranges are reserved as
free-for-all unlicensed bands. This strict, long-term spec-
trum allocation (Figure 1) is space and time invariant and
any changes to it happen under strict FCC control. Regu-
latory authorities analogous to FCC exist in other countries,
(e.g: Ofﬁce of Communications (OFCOM) in UK) and sim-
ilar observations apply equally in their case.
The static partitioning of spectrum has signiﬁcant oper-
ational implications which have been recently brought to
light by extensive spectrum utilization measurements in the
USA and Europe [2]. First, a large part of the radio spec-
trum is allocated but barely used in most locations. Several
radio bands allocated for military, government and public-
safety use experience negligible utilization. The cellular and
PCS bands are however quite well utilized but the utilization
varies dramatically over time and space.
Often times, technology assumptions that are now anti-
quated have served as a basis for the amount of spectrum
historically reserved for a particular purpose. For example,
in case of VHF, UHF bands reserved for television broadcast
in the United States, allocation of 6 MHz per TV channel was
based on old analog NTSC system even though better quality
video can be now broadcast with almost 50 % less spectrum
per channel. Given the pervasive penetration of cable-TV,
this precious spectrum, though allocated and owned, remains
unused in most locations.
On the other hand, unlicensed bands (such as ISM, UNII)
which require no spectrum ownership cost, have fueled tech-
nology innovation, mass market availability of low cost net-
work and client devices, and rapid network growth. How-
ever, these bands can experience signiﬁcant interference due
to uncoordinated, aggressive deployment, leading to over-
crowding and poor network guarantees.
The current spectrummanagementmethods have left very
little spectrum to allocate both for new services and for ex-
pansion of existing services, leading to an artiﬁcial spectrum
scarcity, even though large swath of spectrum remains un-
derutilized. In other words, current spectrum usage is access
limited rather than throughput limited.
The business implication of current spectrum manage-
ment is that it has created purpose built networks which re-
quire capital intensive steps of licensing spectrum, deploying
network infrastructure and offering end-user services. Often
times high costs and long-drawn process for spectrum licens-
1Proceedings of the Sixth IEEE International Symposium on a World of Wireless Mobile and Multimedia Networks (WoWMoM’05) 
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Figure 1: A subset of current spectrum assignment
However, a recent study by FCC [12] shows that most of the spectrum is,
in practice, unused most of the time, while some spectrum is heavily used,
as shown in Figure 2 [4]. For example, within ISM bands, anyone can trans-
mit at any time, as long as their power does not exceed the band’s regulatory
maximum. This results th t the ISM b nds are crowded and may sometimes
experience significant interference. Current limited availability and inefficient
usage of spectrum necessitate a new communication paradigm. Recently soft-
ware defined radio (SDR) [21] has been developed to enable on the fly changes
to characteristics of radio such as power, modulation, and allows same hard-
ware to be reconfigured for use in different parts of the radio spectrum. Based
on the development of SDR, dynamic spectrum access (DSA) is proposed by
researchers to solve spectrum inefficiency problems by allowing opportunistic
spectrum access.
In DSA networks, there are two classes of spectrum users, which are primary
and secondary users. Primary users already possess a license to use a particu-
lar frequency and always have full access to the spectrum when they need it.
Secondary users could use the licensed/unlicensed spectrum opportunistically
when it would not interfere with the primary user. DSA mainly consists of two
components, which are spectrum sensing and spectrum sharing. Secondary users
observe by sensing wide spectrum to find out which spectra are currently unused
by primary users. After spectrum sensing, spectrum sharing assigns and sched-
ules spectrum among secondary users. Compared to traditional radio, DSA can
increase spectrum utilization and reduce wireless interference, hence improving
network throughput, quality of service (QoS), etc.
Basically spectrum sharing can be formalized as a graph coloring prob-
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Commission (FCC) [20], temporal and geographical
variations in the utilization of the assigned spectrum
range from 15% to 85%. Although the ﬁxed spec-
trum assignment policy generally served well in the
past, there is a dramatic increase in the access to
the limited spectrum for mobile services in the
recent years. This increase is straining the eﬀective-
ness of the traditional spectrum policies.
The limited available spectrumand the ineﬃciency
in the spectrum usage necessitate a new communi-
cation paradigm to exploit the existing wireless spec-
trum opportunistically [3]. Dynamic spectrum access
is proposed to solve these current spectrum ineﬃ-
ciency problems. DARPAs approach on Dynamic
SpectrumAccess network, the so-calledNeXtGener-
ation (xG) program aims to implement the policy
based intelligent radios known as cognitive radios
[67,68].
NeXt Generation (xG) communication net-
works, also known as Dynamic Spectrum Access
Networks (DSANs) as well as cognitive radio net-
works, will provide high bandwidth to mobile users
via heterogeneous wireless architectures and
dynamic spectrum access techniques. The ineﬃcient
usage of the existing spectrum can be improved
through opportunistic access to the licensed bands
without interfering with the existing users. xG net-
works, however, impose several research challenges
due to the broad range of available spectrum as well
as diverse Quality-of-Service (QoS) requirements of
applications. These heterogeneities must be cap-
tured and handled dynamically as mobile terminals
roam between wireless architectures and along the
available spectrum pool.
The key enabling technology of xG networks is
the cognitive radio. Cognitive radio techniques pro-
vide the capability to use or share the spectrum in
an opportunistic manner. Dynamic spectrum access
techniques allow the cognitive radio to operate in
the best available channel. More speciﬁcally, the cog-
nitive radio technology will enable the users to (1)
determine which portions of the spectrum is avail-
able and detect the presence of licensed users when
a user operates in a licensed band (spectrum sens-
ing), (2) select the best available channel (spectrum
management), (3) coordinate access to this channel
with other users (spectrum sharing), and (4) vacate
the channel when a licensed user is detected (spec-
trum mobility).
Once a cognitive radio supports the capability to
select the best available channel, the next challenge
is to make the network protocols adaptive to the
available spectrum. Hence, new functionalities are
required in an xG network to support this adaptivity.
In summary, the main functions for cognitive radios
in xG networks can be summarized as follows:
• Spectrum sensing: Detecting unused spectrum
and sharing the spectrum without harmful inter-
ference with other users.
• Spectrum management: Capturing the best avail-
able spectrum to meet user communication
requirements.
• Spectrum mobility: Maintaining seamless com-
munication requirements during the transition
to better spectrum.
• Spectrum sharing: Providing the fair spectrum
scheduling method among coexisting xG users.
These functionalities of xG networks enable spec-
trum-aware communication protocols. However,
the dynamic use of the spectrum causes adverse
eﬀects on the performance of conventional commu-
nication protocols, which were developed consider-
ing a ﬁxed frequency band for communication. So
far, networking in xG networks is an unexplored
topic. In this paper, we also capture the intrinsic
challenges for networking in xG networks and lay
out guidelines for further research in this area. More
speciﬁcally, we overview the recent proposals for
spectrum sharing and routing in xG networks as
well as the challenges for transport protocols. More-
over, the eﬀect of cross-layer design is addressed for
communication in xG networks.
The xG network communication components
and their interactions are illustrated in Fig. 2. It is
evident from the signiﬁcant number of interactions
that the xG network functionalities necessitate a
cross-layer design approach. More speciﬁcally, spec-
Fig. 1. Spectrum utilization.
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Figure 2: Spectrum utilization example
lem. Recently intense research efforts have been made towards spectrum shar-
ing in DSA networks. Classified in different aspects, there are centralized
versus distributed spectrum sharing by the architecture, cooperative versus
non-cooperative spectrum sharing by cooperation behavior, with versus with-
out common control channel, and single versus multiple radio interfaces, etc.
DARPA started next generation (XG) program, which aims to build a DSA
network for military usage. XG radios demonstrate for the first time that DSA
networks are capable to utilize wide-range spectrum in realistic environments.
Furthermore, a novel declarative policy engine for spectrum sharing is employed
for XG.
Spectrum sharing plays a key role in DSA, since its design significantly
affects the performance of DSA networks, such as interference level, network
throughput. Efficient spectrum sharing is integral to the success of open spec-
trum systems, and there are still many challenges in spectrum sharing research.
The purpose of this written preliminary exam (WPE) II report is to survey
spectrum sharing techniques in DSA networks.
The rest of this report is organized as follows. Section 2 gives an overview of
dynamic spectrum access and presents the motivation for why spectrum sharing
is an important topic for research. Based on the taxonomy of spectrum sharing,
we discuss centralized spectrum sharing in Section 3, and distributed spectrum
sharing in Section 4 (with common control channel) and in Section 5 (without
common control channel). Section 6 introduces DARPA’s XG radios and its
novel declarative policy engine for spectrum sharing, as well as its field test
results. Section 7 reviews all the spectrum sharing techniques, and discusses
challenges and future direction.
2 Overview
This section gives an overview of dynamic spectrum access and its two main
components — spectrum sensing and spectrum sharing. Sp ctrum sharing is the
focus of this re ort thus we outline its basic problem statement and moti ations
why it is important for DSA.
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2.1 Dynamic Spectrum Access
In the early 1990s, Joseph Mitola first introduced the idea of software de-
fined radios (SDRs) [21]. Different with traditional radio, SDR enables on the
fly changes to characteristics of radio such as power, modulation, and wave-
form, and allows same hardware to be reconfigured for use in different parts
of the radio spectrum. SDR is an integral technique for DSA since it enables
the usage of temporarily unused spectrum referred to as spectrum hole or white
space [14], as shown in Figure 3 [4]. Compared to traditional radio, DSA can
significantly increase spectrum utilization by coordinating the spectrum usage
among secondary users, thus reducing potential interference, and improving net-
work throughput and quality of service (QoS), etc. The applications of DSA
networks include cognitive ad hoc network (e.g. WNaN [2]), emergency net-
work, military network(e.g. XG [1]), IEEE 802.22 [3], etc. DSA shares some
similarity with multi-channel 802.11 MAC [11, 29], in that they both allow users
to opportunistically access different parts of spectrum. However, there are sig-
nificant differences between them. DSA has the advantages that it can utilize
the whole spectrum and while incurring no interference to primary users. More
differences are discussed in Appendix A.
The cognitive radio concept was ﬁrst introduced
in [45,46], where the main focus was on the radio
knowledge representation language (RKRL) and
how the cognitive radio can enhance the ﬂexibility
of personal wireless services. The cognitive radio is
regarded as a small part of the physical world to
use and provide information from environment.
The ultimate objective of the cognitive radio is to
obtain the best available spectrum through cogni-
tive capability and reconﬁgurability as described
before. Since most of the spectrum is already
assigned, the most important challenge is to share
the licensed spectrum without interfering with the
transmission of other licensed users as illustrated
in Fig. 3. The cognitive radio enables the usage of
temporally unused spectrum, which is referred to
as spectrum hole or white space [27]. If this band is
further used by a licensed user, the cognitive radio
moves to another spectrum hole or stays in the same
band, altering its transmission power level or mod-
ulation scheme to avoid interference as shown in
Fig. 3.
In the following subsections, we describe the
physical architecture, cognitive functions and recon-
ﬁgurability capabilities of the cognitive radio
technology.
2.1. Physical architecture of the cognitive radio
A generic architecture of a cognitive radio trans-
ceiver is shown in Fig. 4(a) [34]. The main compo-
nents of a cognitive radio transceiver are the radio
front-end and the baseband processing unit. Each
component can be reconﬁgured via a control busFig. 3. Spectrum hole concept.
Fig. 4. Physical architecture of the cognitive radio [12,34]: (a) Cognitive radio transceiver and (b) wideband RF/analog front-end
architecture.
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Figure 3: The concept f spectrum hole
As introduced in Section 1, wireless networks have primary and secondary
users. The goal of DSA is the coexistence of primary and secondary users 1 and
the most important challenge is to share the licensed spectrum without interfer-
ing with primary users. Typically DSA has two components, which are spectrum
sensing and spectrum sharing. Figure 4 shows the position of spectrum sensing
and spectrum sharing in TCP/IP stack model. Spectrum sensing and spectrum
sharing are mainly located at the physical and the link layer, respectively. Spec-
trum sensing keeps scanning a wide range of spectrum and periodically reports
spectrum information to spectrum sharing. We note that spectrum sharing in-
volves with part of network layer. This is because network layer issues (such as
routing) can be taken into consideration in spectrum sharing.
1In the remaining parts of this report, under the premise of causing no confusion, we use
the term user/node to specifically refer to secondary user/node in DSA networks.
5
Transport layer
Network layer
Link Layer
Physical layer
Application layer
Spectrum sharing
Spectrum sensing
Spectrum 
information
DSA
Figure 4: Spectrum sensing and spectrum sharing in the TCP/IP stack model
2.2 Spectrum Sensing
Spectrum sensing is primarily a physical (PHY) layer issue, which aims at
finding out spectrum holes for secondary users when coexisting with primary
users. In spectrum sensing, hardware capable of tuning to any part of a large
range of frequency spectrum (typically 5MHz to 6GHz) enables real-time mea-
surements of spectrum occupancy and interference level. There has been intense
research activities made for spectrum sensing [30, 18]. However, since spectrum
sensing is not our focus of this report, we only introduce the simplest spectrum
sensing technique, which is called energy threshold based detection. Other tech-
niques such as cooperative detection, matched filter detection and interference
based detection [4] are omitted for brevity.
Energy threshold based approach uses observed power (or lack of it) in a
band as a proxy for whether interference in this band is detrimental to opera-
tion of the primary users [25]. The energy threshold is set to some value (by
experiment or experience), and secondary users turn on their radio interfaces
to sense a wide range of spectrum. When sensed signal strength is beyond the
threshold, the presence of primary users at that specific spectrum is considered
to be positive, and the secondary users will mark the spectrum as occupied and
evacuate immediately from that spectrum.
2.3 Spectrum Sharing
After spectrum sensing, secondary users obtain the information of available
spectrum, and the next step in DSA is spectrum sharing. Spectrum sharing is
mainly located in the MAC layer (see Figure 4) and is used to schedule spectrum
assignment among secondary users. Spectrum sharing involves with spectrum
allocation, spectrum access and spectrum mobility (switch from one spectrum
to another). Spectrum sharing plays a key role in DSA, since its design greatly
affect the performance of DSA networks.
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2.3.1 Problem Statement
In single-channel wireless networks, since the medium is broadcast based and
shared among all nodes, interference could happen when more than one packet
is received by a node at the same time. Although multiple access protocol such
as CSMA/CA [9] requires the nodes to sense the channel before transmitting, in-
terference is still possible due to the hidden terminal problem [15, 6]. RTS/CTS
type MAC protocols [15] was proposed to solve hidden terminal problem, how-
ever, there is still “ multi-channel hidden terminal problem” in multi-channel
environment, as shown in Figure 5 [29]. In dynamic spectrum access networks,
with well designed spectrum sharing, problems similar to“multi-channel hidden
problem” can be eliminated. E.g. in the scenario of Figure 5, spectrum shar-
ing may require node C to listen on the control channel during the channel
negotiation of node A and B. In short, by opportunistically utilizing spectrum
holes, spectrum sharing can increase spectrum utilization and reduce wireless
interference.
this handshake is done, node A and B immediately switch
to the control channel.
Now consider the scenario in Figure 3. Node A has a
packet for B, so A sends an RTS on Channel 1 which is the
control channel. B selects Chan el 2 for data communica-
tion and sends a CTS back to A. The RTS and CTS mes-
sages should reserve Channel 2 in the transmission ranges
of A and B, no collision occurs. However, when node B
sent the CTS to A, node C was busy receiving on another
channel, so it did not hear the CTS. Not knowing that B is
receiving on Channel 2, C might initiate a communication
with D, and end up s lecting Channel 2 for communication.
This will result in collision at node B.
A B C D
RTS
CTS (2)
DATA
ACK
RTS
CTS (2)
DATA
Collision
TimeChannel 3
Channel 2
Channel 2
Channel 1
Channel 2
Channel 3
Figure 3: A scenario showing the hidden terminal
problem in multi-channel environment. Channel 1
is the control channel. Since C was listening on one
of the data channels when B sent a CTS, C does not
know about communication between A and B.
The above problem occurs due to the fact that nodes may
listen to diﬀerent channels, which makes it diﬃcult to use
virtual carrier sensing to avoid the hidden terminal prob-
lem. If there was only one channel that every node listens
to, C would have heard the CTS and thus deferred its trans-
mission. Thus, we call the above problem the multi-channel
hidden terminal problem. As presented in the next section,
we solve this problem using synchronization, similar to IEEE
802.11 PSM.
5. PROPOSED MULTI-CHANNEL MAC
(MMAC) PROTOCOL
In this section, we present our proposed scheme. Before
describing the protocol in detail, we ﬁrst summarize our as-
sumptions.
• N channels are available for use and all channels have
the same bandwidth. None of the channels overlap, so
the packets transmitted on diﬀerent channels do not
interfere with each other. Hosts have prior knowledge
of how many channels are available.
• Each host is equipped with a single half-duplex
transceiver. So a host can either transmit or listen,
but cannot do both simultaneously. Also, a host can
listen or transmit on only one channel at a time. So
when listening to one channel, it cannot carrier sense
on other channels. Unlike our scheme, many other
multi-channel MAC protocols require each host to have
multiple transceivers [11, 9, 8].
• The transceiver is capable of switching its channel dy-
namically. The time elapsed for switching the channel
is 224µs [1].
• Nodes are synchronized, so that all nodes begin their
beacon interval at the same time. Clock synchroniza-
tion can be achieved using either out-of-band solutions
such as GPS, [12], or in-band solutions. If an out-of-
band solution can be used, no additional overhead is
imposed on the channels used by our protocol. How-
ever, if an in-band solution is used, we need to consider
the overhead of synchronization. To model this over-
head, we implement beaconing mechanism similar to
IEEE 802.11 timing synchronization function (TSF)
[1] in our simulations (all beacons are sent on a com-
mon default channel explained later). The issue of
clock synchronization is discussed further in Section
7.
Now we describe our proposed scheme in detail. From
now on, our protocol will be referred as Multi-channel MAC
(MMAC).
5.1 Preferable Channel List (PCL)
Each node maintains a data structure called the Prefer-
able Channel List (PCL), that indicates which channel is
preferable to use for the node. PCL records the usage of
channels inside the transmission range of the node. Based
on this information, the channels are categorized into three
states.
• High preference (HIGH): This channel has already been
selected by the node for use in the current beacon in-
terval. If a channel is in this state, this channel must
be selected. For each beacon interval, at most one
channel can be in this state at each node.
• Medium preference (MID): This channel has not yet
been taken for use in the transmission range of the
host. If there is no HIGH state channels, a channel in
this state will be preferred.
• Low Preference (LOW): This channel is already taken
by at least one the node’s immediate neighbors. To
balance the channel load as much as possible, there is
a counter for each channel in the PCL to record how
many source-destination pairs plan to use the channel
for the current interval. If all channels are in LOW
state, a node selects the channel with the smallest
count.
225
Figure 5: Multi-channel hidden terminal problem: Channel 1 is the control
channel. Since C was liste ing on o e of the data channels when B sent a CTS,
C does not know about communication between A and B [29].
Spectrum sharing can be formalized as an graph coloring problem if we
assume that there are totally K channels (Channel C1, C2, ..., CK) for secon ary
users and all channels ave ame radio range. Suppose there are totally N
secondary users indexed as 1, 2, ..., N . We use Un ⊆ {C1, C2, ..., CK} to denote
the available channels fo user n and Ln,m to denote the available channels for
the link between node n and m, for n,m ∈ {1, 2, ..., N}, then
Ln,m = Un ∩ Um (1)
If we map each single-hop link to a vertex, a network topology F can be
converted to a conflict graph G [31]. In G an edge xists between two vertices
if the corresponding links can not be active concurrently. Two links sharing
a common node conflict with each other, and will have an edge in between.
In addition, links in close proximity will interfere with each other if they are
assigned with the same channel. These links are also connected with edges.
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When coloring each vertex of G, Ln,m is the set of candidate colors to use. Once
G is colored, we get a corresponding spectrum assignment, i.e. the program of
spectrum sharing can be transfered to a equivalent graph coloring problem.
Normally, to avoid interference, the constraint of coloring G is that any two
vertices that have an edge in between can not use the same color, which is: for
each Ln,m, there is a channel assignment An,m ∈ Ln,m, so that
An,m 6= Am,p n,m, p ∈ {1, 2, ...N}. (2)
If the graph coloring constraint can not be satisfied (no feasible solution) and
there are any two connecting vertices using the same channel (color), then it
falls back to single-channel multiple access. There could be various optimization
goals for coloring G, such as minimizing the total number of colors, maximizing
link throughput, maximizing network throughput, etc. The goal of minimizing
total number of colors can be written as:
minimize{the size of set {An,m}} (3)
Additionally, we note that when the goal is to minimize the total number of
colors and the candidate color set Ln,m is same (homogeneous network) for each
vertex, then the problem falls back to a normal graph coloring problem [17]. In
general, graph coloring with optimization goals is NP−hard in complexity. The
conflict graph G needs to be updated and re-colored once there is any change
in network topology or available spectra. Figure 6 shows an network topology
example and the available channels of each secondary user, with a total set of
available channels {C1, C2, C3, C4, C5, C6}. Figure 7 shows its conflict graph
G in which available channels for each link are labeled aside. Table 1 lists
spectrum assignment schemes for graph coloring. If the goal of graph coloring
it to minimize the total number of colors, then Scheme 2 is the best one.
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Figure 6: An network topology with available channels labeled aside each user
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Vertex L0,2 L1,2 L2,3 L3,4 L3,5
Scheme 1 C3 C4 C5 C6 C4
Scheme 2 C5 C4 C3 C5 C4
Scheme 3 C5 C4 C3 C6 C4
Scheme 4 C5 C4 C3 C5 C6
... ... ... ... ... ...
Table 1: Channel assignment schemes for the network topology in Figure 6
2.3.2 Taxonomy
There has been intense research on spectrum sharing, in this report, we clas-
sify spectrum sharing techniques according to four categories shown in Figure 8,
which are:
Architecture
Centralized Distributaed
Cooperation
Cooperative Non-cooperative
CCC
With CCC Without CCC
Radio interfaces
Single Multiple
Figure 8: Classification of spectrum sharing based on architecture, cooperation
behavior, CCC and radio interfaces
(1) Architecture, whether it is centralized or distributed. In centralized
spectrum sharing, a centralized entity have a global view of the network and
controls all the spectrum allocation procedures [7, 8, 26, 33]. Distributed spec-
trum sharing has such no infrastructure [19, 34, 35, 36, 1, 25].
(2) Cooperation behavior, whether it is cooperative or non-cooperative.
In cooperative spectrum sharing [7, 19, 34, 1], users communicate with each
other to exchange locally observed interference measurements, while in non-
cooperative spectrum sharing [27, 36, 35, 25], nodes allocate spectrum only
based on its local observations of interference patterns. Non-cooperative spec-
trum sharing may result worse performance in spectrum utilization, throughput
and fairness [22], though the communication overhead can be reduced compared
to cooperative spectrum sharing [36].
(3) Common control channel (CCC), with CCC or without CCC. CCC
is a specific control channel predefined for all secondary users to communicate
control information with each other. The control information includes spectrum
assignment, spectrum negotiation, spectrum time scheduling, etc. The use of
CCC can simplify the design of DSA networks [7, 19, 8], however, the indefin-
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ability of spectrum in DSA networks may result a very low probability that an
CCC can actually exist [34]. Moreover, CCC has saturation problem [5], and
is vulnerable to security attack such as jamming. Therefore, various designs
without CCC are proposed [34, 25, 1].
(4) Radio interfaces, single or multiple. With multiple radio interfaces,
the design of spectrum sharing can be simplified [7, 19], however the cost of DSA
network devices will be higher than single radio interface design [34, 1, 25]. In
single radio interface, all traffic (control and data) must be scheduled carefully
through the only radio interface, thus increasing the design complexity. With
multiple radio interface, traffic may be transmitted and received at the same
time, thus increasing the throughput compared to single radio interface.
Other categories, such as inter-network or intra-network [4], single or multi-
ple hop consideration (upper layer issues such as routing [4]) may also be applied
to classify spectrum sharing techniques. However, in this report, we only discuss
intra-network spectrum sharing techniques which do not consider upper layer
issues.
Due to space limit there is no possibility that we can go through all related
literatures in spectrum sharing in this report. We are going to focus on some
representative ones. Those techniques include: (1) dynamic spectrum access
protocol (DSAP) [7]; (2) dynamic open spectrum sharing protocol (DOSS) [19];
(3) heterogeneous distributed MAC protocol (HD-MAC) [34]; and (4) DARPA’s
XG radios (XG) [20, 10]. Other related papers include Split Wideband Interferer
Friendly Technology (SWIFT) [25], DIMSUMnet [8], etc. In Table 2, we outline
these spectrum sharing techniques according to our proposed taxonomy.
Category Sub-Category System
Architecture Centralized DSAP, DIMSUMnetDistributed DOSS, HD-MAC, XG, SWIFT
Cooperation Cooperative DSAP, DIMSUMnet, DOSS, HD-MAC, XGNon-cooperative SWIFT
CCC With CCC DSAP, DIMSUMnet, DOSSWithout CCC HD-MAC, XG, SWIFT
Radio interfaces Single HD-MAC, SWIFTMultiple DSAP, DIMSUMnet, DOSS, XG
Table 2: Taxonomy of spectrum sharing
3 Centralized
3.1 Overview
In centralized spectrum sharing [7, 8, 26, 33], a centralized entity possesses
detailed information about the network and handles with all the spectrum allo-
cation and access procedures. Hence, compared to distributed, centralized ap-
proaches simplify the design of spectrum sharing. Among centralized spectrum
techniques, dynamic spectrum access protocol (DSAP) [7] is a representative
one and is the focus of this section.
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3.2 Architecture
DSAP enables dynamic spectrum access through a coordinating central en-
tity and allows efficient resource sharing and utilization in a limited geograph-
ical environment. A typical architecture of DSAP is shown in Figure 9 [7].
DSAP consists of client, server, and relay. DSAP client collects local obser-
vations of spectrum usage by spectrum sensing and reports the information
to DSAP server. From the spectrum information received from clients, DSAP
server constructs a global view of network called RadioMap. DSAP client can
not choose a wireless communication channel arbitrarily, instead it has to re-
quest appropriate channel assignment from DSAP server. DSAP server accepts
communication requests from clients, and based on various optimization goals
mentioned in Section 2.3.1 and the set of administration-defined policies and
the RadioMap determine an “optimal” distribution of radio spectrum among
the clients in the network and reconfigures the clients accordingly. Under dif-
ferent optimization goals, various algorithms and policies can be applied in the
procedure of obtaining the optimal distribution of radio spectrum. After de-
ciding spectrum assignment, DSAP server responds back with an time-bound
spectrum allocation, call a lease. Lease may be revoked by the server, relin-
quished by the client or expire due to timeout. DSAP server has at least two
wireless interfaces. One interface always operates on a pre-defined common con-
trol channel (CCC), which is used for exchanging control traffic between server
and client. The other interface is used for actively reaching clients. DSAP relay
allows multi-hop communication between server and client that are not in direct
range of each other.
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distributed proposals, such as DIMSUMNet [3] and
CSCC [18], respectively, have suggested dynamic leases
for spectrum access.
Although a distributed approach to spectrum access
control (such as CSCC) has its advantages, we believe
that many practical environments, such as homes and
offices, lend themselves well to a centralized design.
Compared to the distributed approach, having a central
spectrum access manager that possesses detailed infor-
mation about the network allows for highly efficient
wireless network configuration and better enforcement
of a complex set of policies.
In their recent position paper, Buddhikot et.al. [3] pro-
posed a practical dynamic alternative to FCC’s current
rigid spectrum licensing of radio spectrum. Their ap-
proach, called DIMSUMnet, is a centralized mechanism
based on spectrum brokering that manages large portions
of spectrum and assigns portions of it to individual
domains or users. DIMSUMnet entails leasing parts of
a Coordinated Access Band (CAB), a contiguous chunk
of spectrum reserved for controlled dynamic spectrum
access, to base stations or nodes equipped with special
Adaptive Cognitive Radios. While the authors propose a
mechanism to deal with densely populated local areas, it
seems DIMSUMnet is best suited for spectrum brokering
in a relatively large geographic region. In their work
Buddhikot et.al. primarily examine architectural choices
that allow flexible re-utilization of licensed spectral
bands currently allocated to various operators, but often
under-utilized. As a consequence, their suggested mech-
anisms need to tie closely to technologies used by such
operators.
While our proposed mechanisms in DSAP align with
the broad objectives of DIMSUMNet, they differ from
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that of the latter in multiple ways. First, DSAP, which has
been implemented and evaluated, provides fine-grained,
spectrum management in a relatively limited geographic
area at fairly small timescales. Second, DSAP focuses
only on negotiation mechanisms by which users can
request and acquire communication rights to a part of the
wireless spectrum. Beyond the negotiation mechanisms,
DSAP does not dictate the choice of technology, protocol
standards, or encoding mechanisms that users should
employ for their communication. By design, DSAP is
technology and protocol agnostic.
Overall, we envision DSAP and DIMSUMnet as being
complementary, with DSAP acting as a spectrum bro-
ker for heavily-used, densely-populated localized areas
where lease modifications and updates could occur fre-
quently (possibly occurring several times a second) and
with DIMSUMnet serving as a regional spectrum broker.
In summary, the following are the key contributions
of this work:
• Detailed design of DSAP for dynamic spectrum
access through centralized coordination and man-
agement, targeted to relatively localized geographic
regions.
• Implementation of a DSAP prototype that allows
efficient spectrum sharing for infrastructure-based
as well as ad-hoc peer-to-peer style communications
between users.
• Evaluation of DSAP through detailed experiments.
II. DSAP: DYNAMIC SPECTRUM ACCESS PROTOCOL
DSAP is a centralized protocol that provides dynamic
allocation of wireless spectrum to network nodes. In
brief, the goal of DSAP is to increase performance of
wireless networks by intelligently distributing segments
of arbitrary radio frequency spectrum to wireless nodes
to avoid congestion and minimize interference, and to
2
Figure 9: Architecture of DSAP
A typical procedure for DSAP client to acquire a new lease of spectrum is as
follows [7]. Suppose a client wants to initiate communication with another client
and requests an appropriate channel from the DSAP server. ChannelDiscover
message is broadcas to any DSAP server in vicinity. Based on optimization
goals, policies, and its RadioMap, DSAP server will respond with a ChannelOf-
fer message. There may be more than one DSAP server in the vicinity of a
client, to increase robustness for instance. Hence, it is possible that each server
makes a ChannelOffer to the requesting client. Therefore it is required that the
client picks only one f these offers for its own use t rough a ChannelRequest
message to the appropriate server, thereby implicitly declining offers from all
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others. Finally the DSAP server will respond with a ChannelACK confirming
(or denying) the channel lease request.
Similar to DSAP, DIMSUMnet(dynamic intelligent management of spectrum
for ubiquitous mobile access network) [8] is a also centralized mechanism based
on spectrum brokering that manages large portions of spectrum and assigns
portions of it to individual domains or users. DSAP and DIMSUMnet are
complementary to each other, in the sense that DSAP acts as a spectrum broker
for heavily-used, densely-populated localized areas while DIMSUMnet is for a
relatively large geographic regions.
3.3 Evaluation
According to the taxonomy in Table 2.3.2, spectrum sharing of DSAP is
centralized, cooperative, with CCC and multiple radio interfaces. As one of
the first spectrum sharing protocols, DSAP is typical and representative among
centralized techniques. We summarize the strengths and limitations of DSAP
(or general centralized spectrum sharing techniques) as follows.
Strengths:
• Since in centralized spectrum sharing the centralized entity owns all net-
work information and performs the whole spectrum allocation procedure,
various optimization goals in Section 2.3.1 and policies can be applied just
in the centralized entity alone, without worrying anything about other
client nodes. Moreover, the optimization goals and policies are indepen-
dent with the architecture of DSA networks in centralized spectrum shar-
ing. Hence, compared to distributed approach, centralized approaches
significantly simplify the design of spectrum sharing. This can be deemed
as the biggest advantage of centralized spectrum sharing.
• DSAP is able to handle non-compliant devices easily: when detrimental
behaviors (from misconfigured/malicious devices) are detected by DSAP
server due to broadcast nature of the wireless medium, DSAP server can
reconfigure compliant clients to minimize negative effects. This property
can be generalized to centralized spectrum sharing. In distributed spec-
trum sharing, non-compliant devices are much harder to deal with.
Limitations:
• Centralized design may be better for many practical environment, such as
homes and offices. However, when there is no infrastructure available, such
as in military network (e.g. XG [1]), centralized spectrum sharing is simply
not feasible. For such scenarios, distributed design is more preferable.
Moreover, centralized approach limits the scalability of DSA networks,
since as the network size grows, the centralized entity may be overwhelmed
with huge amount of computation tasks. We will go through distributed
spectrum sharing in Section 4 and Section 5.
• DSAP client and server communicate through CCC. However, a CCC
may not exist at all for secondary users due to the indefinability of DSA
networks [34]. Moreover, there are saturation and security problem with
CCC [5]. We will survey spectrum sharing techniques without CCC in
Section 5.
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• DSAP server requires multiple radio interfaces, which on one side simplify
the design of the way client and server communicate, but on the other side
increase the devices cost compared to single radio interface.
4 Distributed with CCC
4.1 Overview
As mentioned in Section 3, distributed spectrum sharing does not require
any centralized entity or infrastructure, instead users self-organize and decide
(cooperatively or non-cooperatively) the spectrum assignment due to changing
environment. Hence distributed spectrum sharing is more scalable, which is
suitable for military network (e.g. XG [1]), emergency network, etc. Research
activities in distribute spectrum sharing techniques include [7, 19, 34, 1] (co-
operative) and [27, 36, 35, 25] (non-cooperative). In this section we focus on
Dynamic Open Spectrum Sharing (DOSS) protocol [19], which is a representa-
tive one for distributed spectrum sharing and uses common control channel.
4.2 Architecture
DOSS offers real time dynamic spectrum allocation and high spectrum uti-
lization without aid of any infrastructure [19]. In DOSS, after detecting the
presence of primary users, three channels are going to be setup — a predefined
common control channel (CCC), a data channel and a busy tone channel. The
common control channel is for negotiating incoming data channel transmission.
Control traffic are exchanged among users through CCC. The busy tone chan-
nel is an extension of [13] for solving the hidden and exposed terminal problem.
A linear one-to-one mapping between the data channel (high bit rate) and the
busy tone (low bit rate) is used. DOSS requires at least two transceivers: one
for data and control channel, one dedicated for busy tone.
During DOSS’s spectrum sharing procedure, negotiation messages are ex-
changed through the common control channel. The sender (i.e. transmission
initializer) sends a REQ packet over the common control channel to the in-
tended receiver. A REQ packet contains the channel parameters (frequencies,
bandwidth, etc.) of available spectrum observed by the sender. By listening to
busy tones through the dedicated transceiver and referring to the spectrum map-
ping, the sender has full knowledge of the spectra being used for data receiving
within its neighborhood, thus being able to avoid interference to other receivers.
The receiver compares senders available spectrum with its own available spec-
trum, and picks up an intersection that is available to both. The receiver then
replies with an acknowledgment (called REQ ACK), which contains the channel
parameters of the negotiated data channel, over the control channel. If there
are multiple dynamic channels available, the receiver will simply choose the one
with highest frequency. The receiver refers to the spectrum mapping to find
and turn on the corresponding busy tone in the dedicated transceiver, telling its
neighbors not to send over this data channel. Upon receiving the REQ ACK,
the senders knows the dynamic data channel over which the receiver is waiting
for the data packet, and tunes its data transmitter to that channel for data
transmission. Figure 10 [19] shows the procedure of spectrum negotiation in
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DOSS protocol.
turn on the corresponding busy tone, telling its neighbors
not to send over this data channel.
5. Upon receiving the REQ ACK, the senders knows the
dynamic data channel over which the receiver is waiting
for the data packet, and tunes its data transmitter to that
channel for data transmission.
Figure 2 shows an example in which node A is the
sender and node B is the receiver. Node A has two avail-
able channels F1, F2. Node B has three available channels
F3, F4, F5. Node A sends its channel availability informa-
tion through a REQ packet to node B. Node B realizes that
channel F6 is common to both, finds f6 using the spec-
trum mapping, sends a REQ ACK packet, and turns on
busy tone f6.
6
Negotiated Band
Node B
Node A
F F F f
f2FF1
fFf
3 4 5
6
Fig. 2. Spectrum negotiation in the DOSS protocol.
E. Data Transfer
The sender sends a data packet over the negotiated dy-
namic data channel to the receiver. If the packet is cor-
rectly received, the receiver replies with another acknowl-
edgement packet (called DATA ACK) over the negotiated
data channel and turns off the busy tone. Upon receiv-
ing the DATA ACK packet, the sender realizes the trans-
mission is successful. If the sender does not receive the
DATA ACK within a timeout (WF DATA ACK timeout),
which is longer than the maximum RTT, the sender re-
transmits the data packet.
Note: The sender can not rely on the turn-off of a busy
tone, because it is possible that another pair of nodes turn
off an identical busy tone. Thus a DATA ACK packet is
necessary.
F. State Description of DOSS
The DOSS protocol can be formally described by a state
diagram shown in Fig. 3, where the notations are:
• IDLE: the state where a node is not currently involved in
any MAC layer communications.
• ready: a node receives data from its upper layer proto-
cols.
• REQ: a communication request and channel negotiation
packet sent over the control channel by the sender.
• WF REQ ACK: wait for the REQ ACK packet, which
contains the channel parameters of the the negotiated data
channel.
• WF DATA: wait for data.
• WF DATA ACK: wait for data acknowledgement. If the
sender does not receive the DATA ACK for some time, a
WF DATA ACK timeout (a duration greater than the max-
imum RTT), the sender regards the transmission failed and
retransmits the data packet.
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G. DOSS and Multicast
The DOSS protocol described above has only concerned
about unicast. The support for multicast can be easily
added. A primitive design works as follows. In addition
to the REQ used for unicast, we now have a new type of
REQ created for multicast. To multicast a data packet, the
sender declares the spectrum to be used (as a subset of its
available spectrum) by transmitting a multicast REQ over
the control channel. The neighbors hearing the message
adjust their radio receivers to the declared spectrum. Then
the sender transmits the data packet over the data chan-
nel. Note that no busy tone is used in multicast. Also, it is
possible that some neighbors do not receive the REQ for
such reasons as collision and thus cannot successfully ad-
just their radios as intended. This is the tradeoff between
reliability and efficiency. This multicast capability natu-
rally supports broadcast since the latter is a special case of
the former.
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Figure 10: Spectrum negotiation in DOSS protocol: Node A is the sender, and
Node B is the receiver. Channel F6 is the intersection of available spectrum of
A and B, and is selected as the data channel for incoming data transmission.
Channel f6 is the busy tone mapped from Channel F6.
4.3 Evaluation
According to the taxonomy in Table 2.3.2, DOSS is distributed, cooperative
spectrum sharing with CCC and multiple radio interfaces. We summarize the
strengths and limitations of DOSS as follows.
Strengths:
• Resulted from its d stributed nature, DOSS does not require any central
entity or infrastructure d is more scalable compared to centralized spec-
trum sharing. Moreover, the design of DOSS is simplified by the use of
multiple radio interfaces and CCC.
• By employing a busy tone on a dedicated transceiver, the constraints (no
interference) of he graph coloring problem are satisfied naturally 2.3.1.
The hidden and exposed terminal problems are eliminated in DOSS. How-
ever, DOSS only consider single-hop based spectrum negotiation and does
not apply any optimization goals for spectrum sharing.
Limitations:
• DOSS requires at least two transceivers: one for data and control chan-
nel, the other dedicated for busy tone. As mentioned in Section 2, more
radio interfaces will increase device cost. What is more, besides normal
spectrum sensing, DOSS sender needs to listen to to busy tones of other
receivers to prevent possible interference, thus imposing additional over-
head.
• Although DOSS proposes several techniques to mitigate the CCC satura-
tion problem, such as limiting the traffic going through CCC and allowing
slow migration of CCC traffic to current data channel, CCC is still vulner-
able to security attack and has the potential to become a single point of
failure. In Section 5 we will discuss spectrum sharing techniques without
CCC.
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5 Distributed without CCC
5.1 Overview
Spectrum sharing techniques introduced in previous two sections both use a
predefined CCC. It is clear that a CCC facilitates many spectrum sharing func-
tionalities such as transmitter receiver handshake, communication with a central
entity, or sensing information exchange. However, there are inherent problems
with CCC: (1) since secondary users may observe spectrum heterogeneity (i.e.
available spectrum is different for different users), it is possible that no common
channel exists at all [34]. Figure 11 shows an example spectrum system where
a CCC is impossible; (2) although some CCC mitigation techniques have been
devised as in DOSS [19], CCC’s fixed bandwidth limits scalability of DSA net-
work in terms of device density, traffic, etc; (3) CCC is vulnerable to security
attack and may become a single point of failure. A simple jamming attack to
CCC would disrupt the entire DSA network.
each channel could be a physical channel, as in IEEE 802.11,
or a logical channel associated with a spectrum region or radio
technology. Spectrum licensed to primary users is accessible
to secondary users if they do not interfere with primary users.
We assume secondary users are static or quasi-static, and each
user can accurately measure its available spectrum. While we
assume secondary users can detect primary users, primary user
detection is an open problem whose details are beyond the
scope of this paper.
We assume that secondary users can communicate by select-
ing the same channel. This is different from the coexistence
problems where devices equipped with different radios cannot
communicate [7]. We assume that each user uses a single
interface half-duplex transceiver, and can only transmit or
receive on one channel at a time. This assumptio is consistent
with the implementation of WLAN devices. This is also true
when only one radio can be invoked by a multi-radio device.
We also assume that each channel has similar throughput
capacity. This is because that channel quality fluctuates due
to fading, shadowing and environmental factors, making it
impractical to collect instantaneous channel quality in real
time. Hence, a reas nable approach is to assume all channels
result in a similar average throughput in this respect. Trans-
mission errors can be handled by physical layer encoding or
retransmissions and the impact is taken into account by the
throughput measure.
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Fig. 1. An example open spectrum system
Based on these assumptions, we characterize spectrum us-
age using a simple binary interference metric. Assuming both
primary and secondary users communicate using a predefined
RF configuration (i.e. power, antenna), we determine interfer-
ence condition by distance. That is, if the distance between a
primary and a secondary user is less than Dp, channels used
by the primary user are unavailable to the secondary user. Any
two secondary users can communicate if they are within Dc
distance. Fig. 1 shows a sample network topology that consists
of 4 primary users and 7 secondary users. The spectrum is
divided into 3 channels and each primary user occupies one
channel. An edge exists between any two secondary users
within transmission range of each other.
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Fig. 2. Statistics of open spectrum systems. Assuming 40 secondary
users, Dp = 0.3, Dc = 0.15 and 2-30 primary users. (a) The
probability of the availability of a predefined common channel among
all the users. (b) The probability of the availability of a common
channel (not predefined) among all the users. (c) The average number
of common channels each user shares with all of its neighbors.
B. Existence of A Common Channel
In our example in Fig. 1, we see that neighboring users
can share common channels without all users sharing a single
common channel. To explore the availability of a common
channel on a general topology, we randomly place 40 sec-
ondary users and vary the number of primary users on a
1x1 area. Primary users randomly select one channel to use,
while we vary the number of channels between 3 and 20.
We calculate the probability of a predefined channel being
available to all users, and plot the average result of over 2000
topologies in Fig. 2(a). Our results using parameters Dp = 0.3
and Dc = 0.15 are representative of other configurations. We
see that a commonly available channel is not guaranteed even
for a small number of primary users. Such heterogeneity is a
Figure 11: An example open spectrum sy tem showing the impossibility of a
CCC
Based on above observations, distributed spectrum sharing techniques with-
out CCC have been propose , s ch as heterogeneous distributed MAC (HD-
MAC) [34] and SWIFT [25]. In this section we focus on discussing HD-MAC
and how it ma ages to do spectrum sh ring without a CCC.
5.2 Architecture
In HD-MAC, due to lack of CCC, secondary users self-organize into groups
based on similarity of available spectrum. Members of each group form a mini
multi-hop network and coordinate using a within-group control channel adap-
tively. Bridge nodes relay traffic b tween groups by switching between differe t
spectrum according to time. There are two main parts in HD-MAC, which are
group setup & maintenance and coordination procedure.
5.2.1 Group Setup & Maintenance:
To form HD-MAC mini groups, secondary users in HD-MAC periodically
broadcast beacons rotating through available channels and do spectrum scan-
ning to obtain spectrum availability information about their neighbors. After
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neighbor discovery, each device has a list of its neighbors, their available spec-
trum, and a schedule of time to connect to each of them. Hence users are
able to send messages to all of its neighbors. Based on these information, a
recursive distributed voting process [34] is performed to select a within-group
control channel, where each user votes for a channel that provides the largest
connectivity — the number of neighbors sharing the same channel.
HD-MAC periodically performs network-wide group reconfiguration to deal
with network mobility, e.g. joining and leaving of users. When a primary user
starts to occupy a control channel, affected secondary users need to evacuate
immediately from the channel and reorganize themselves by negotiating another
control channel.
5.2.2 Coordination Procedure
To support the coordination among secondary users without CCC, HD-
MAC modified the legacy MAC protocol developed for IEEE 802.11 devices
with multi-channel and single interface [29]. In legacy MAC protocol [29] trans-
missions are divided into super-frames, each consisting of a beacon broadcast
(BEACON), a coordination window (CHWIN) and a data transmission period
(DATA). In HD-MAC, legacy BEACON is modified to accommodate global
beacon broadcast and group beacon broadcast. Global beacon broadcast is ro-
tated among its available channels in subsequent super-frames for discovery of
new users. Group beacon broadcast is persistently transmitted on the within-
group control channel. In legacy MAC, CHWIN is a dedicated control window
to disseminate coordination information. During CHWIN, users switch to the
common control channel to solicit transmissions and negotiate the channel to
use. HD-MAC modifies the CHWIN structure to allow bridge nodes to access
multiple coordination groups in each super-frame. The CHWIN for bridge users
is segmented into multiple slots, one for each within-group control channel. Fig-
ure 12 shows the super frames in HD-MAC compared to legacy MAC.
Transport
Network
Frequency Agile Radio
DC Module
Group Formation
Maintenance
Neighbor 
Discovery
Opportunity 
Identification
Traffic and 
Spectrum aware 
Channel 
Selection
Set Coordination 
Channel
Fig. 5. Implementation with HD-MAC
minimum number of requests. At the beginning of DATA,
users switch to the selected data channel to send packets. Such
a frame-based MAC protocol requires tight synchronization
which has been addressed in [8] for homogeneous spectrum
availability.
To optimize performance, we make three modifications to
the legacy MAC. First, we modify the CHWIN structure to
allow “bridge” nodes to access multiple coordination groups in
each super-frame. Second, we modify queue structure to a per-
neighbor queue to avoid head-of-line blocking, and propose
a peer info structure to track neighbor information. Third, we
propose a new data channel selection metric to jointly consider
interference, connectivity and traffic load.
1) CHWIN Structure
Each user broadcasts a beacon signal during the BEACON
period, rotating among its available channels in subsequent
super-frames. That is, if a user has channel 1 and 2 available
for transmissions, it attempts to broadcast beacon during even
super-frames on channel 1 and odd super-frames on channel 2.
This is referred to as global beacon broadcast. This is followed
by a beacon broadcast on the coordination channel, referred
to as group beacon broadcast. While group beacons provide
quick neighbor discovery by transmitting beacon persistently
from a channel, global beacons ensure discovery of any new
user (when the coordination channel is not available to the
new user). Users broadcast beacons according to IEEE 802.11
beacon procedures and the detailed procedure is omitted due
to space limit.
During CHWIN, users with single coordination channel
switch to the channel to coordinate. The CHWIN for “bridge”
users is segmented into multiple slots, one for each coordina-
tion channel. The sequential access to coordination groups is
mainly due to the restriction of single-interface device. One
critical issue is the mapping between channels and slots. In
particular, two “bridge” nodes within transmission distance can
only coordinate if their mutual coordination channels map to
the same slot.
One simple solution is to divide CHWIN into M slots
where M is the total number of channels in the system, and
preassign one channel to a slot. This is obviously inefficient
when M is large. We propose a hash compression scheme
to divide CHWIN into K ≤ M slots (K prefix d), nd use
a deterministic hash table to map M channels to K slots.
This requires modifications to Algorithm 1: after selecting
a coordination channel, each user removes all the channels
mapping to the same slot from its candidate channel list. Since
the mapping is many to one, users’ connectivity might be
degr ded when K << M . Hence, the choice of K and the
hash table should be carefully planned. A simple hash table
is modular-K, e.g. when K = 2, mapping evenly indexed
channels to slot 0 and odd channels to slot 1. We also propose
to rotate slot order in subsequent super-frames to allow fair
access to multiple coordin tion groups. For example, when
K = 2, in super-fram 1, th CHWIN consists of slot 0 and
1, and in super-frame 2, it consists of slots 1 and 0.
Fig. 6 shows the detailed operation of the legacy MAC
implementation and the modified implementation. We see that
with the legacy MAC, each “bridge” node can only access
one coordi ation group during one super-frame, which is
clearly ineffic ent. The odified MAC provides access to
multiple coordination groups for a slightly shorter coordination
duration. Note that the modified MAC requires devices to
switch between channels much faster than the duration of the
CHWIN slot.
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2) Per-Neighbor Queue and Peer Information
In HD-MAC, each user tracks neighbors’ spectrum and traf-
fic information by eavesdropping on coordination messages
and beacon broadcasts. The information is maintained by a
peer info entry for each neighbor. Spectrum heterogeneity also
requires modifications to the queue structure. The legacy MAC
protocols in general keep a single FIFO queue to accumulate
traffic for all the neighbors. In open spectrum systems, it is
possible that the current channel selected to send data packets
is not available to the neighbor whose packets are at the head
of the queue. To avoid head of line blocking, we propose that
each user employs a per-neighbor queue structure that assigns
one FIFO queue for each neighbor. During CHWIN, users
initiate transmission requests to neighbors of the coordination
group in a round-robin manner. During DATA, each user sends
data packets in a round-robin manner to all the neighbors who
have successfully negotiated the data channel. Algorithm 2
and 3 (in appendix) outline the pseudo-code on generating
transmission requests and selecting the right neighbor to
communicate with.
Figure 12: HD-MAC operation time line
The legacy MAC protocols in general keep a single FIFO queue to accumu-
late traffic for all the neighbors. Because there is head-of-line blocking prob-
lem [16] with single FIFO q eue (i.e. it is possible that the current channel
selected to send data packets is not available to the neighbor whose packets
are at the head of the queue), HD-MAC proposes that each user employs a
per-neighbor queue structure that assigns one FIFO queue for each neighbor to
solve the head-of-line blocking problem.
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Compared to the optimization goals of the graph coloring scheme in Sec-
tion 2.3.1, HD-MAC proposes a novel metric for data channel selection, which
jointly considers traffic load and interference level. In user u, the metric W for
channel c is given in (4) [34].
ωu(c) = λinQin(c) + λoutQout(c)− λfQf (c) (4)
In (4), Qin(c) and Qout(c) represents the estimated volume of incoming and
outgoing traffic over channel c, respectively, and Qf (c) is the estimated volume
of traffic that would interfere over channel c. Qout(c) can be estimated from the
queue length, and Qout(c) and Qf (c) can be estimated from neighbor’s queue
length. Similar to the channel negotiation procedure in DOSS, the sender u
and receiver v will choose the intersection c of their available spectra, which
maximizes min{ωu(c), ωv(c)}.
5.3 Evaluation
According to the taxonomy in Table 2.3.2, spectrum sharing of HD-MAC
is distributed, cooperative, without CCC and with single radio interface. We
summarize the strengths and limitations of HD-MAC as follows.
Strengths:
• Not dependent on a CCC is the most significant strength of HD-MAC,
which improves scalability. By organizing users into groups, coordina-
tion messages are distributed onto multiple within-group control chan-
nels. This can prevent disruptions due to coordination traffic congestion
and also security issues.
• Compared to the deign using multiple radio interfaces in DSAP and DOSS,
HD-MAC only requires single radio interface, which reduces the device
cost.
• HD-MAC can deal with network mobility, i.e. joining and leaving of nodes.
During mobility, the network will perform group maintenance and re-
organize into new groups.
• Experiments on ns-2 with CMU wireless extensions show that HD-MAC
outperforms spectrum sharing approaches with CCC especially when the
traffic load is high.
Limitations:
• Since a CCC and multiple radio interfaces are lacked in HD-MAC, legacy
MAC protocol needs to be modified to support control traffic information
exchange within and between groups. These modifications include changes
to BEACON and CHWIN, and adding per-neighbor FIFO queue to avoid
head-of-line blocking problem. Moreover, HD-MAC requires tight time
synchronization among users when exchanging control traffic. Hence HD-
MAC increases the design complexity for spectrum sharing.
• In HD-MAC neighbor discovery takes longer time compared to approaches
with CCC, since secondary users periodically broadcast beacons rotating
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through all available channels and do spectrum scanning to obtain spec-
trum availability information about their neighbors. Also, spectrum shar-
ing overhead in HD-MAC is higher compared to the ones with CCC and
multiple radio interfaces due to selection of within-group control channels
and group maintenance.
6 DARPA XG Radios
6.1 Overview
Although plenty of spectrum sharing techniques have been proposed by the
research community as introduced in previous sections, nearly all evaluation
experiments are performed either in simulation software, or in unrealistic envi-
ronments (e.g. in experiments of DSAP [7], switching between two IEEE 802.11
wireless cards are used to “simulate” spectrum mobility). On the other hand,
in current radios such as DSAP [7], DOSS [19], HD-MAC [34], spectrum shar-
ing policies are programmed or hard-wired into radio using imperative language
(such as C) and form an inseparable part of the radio’s firmware [10]. However,
due to the large number of spectrum’s operating dimensions to be considered
(e.g. frequencies, power levels) and the ever-changing nature of environments
and application requirements, it is not feasible to design and implement optimal
algorithms that always allow radios to flexibly make use of available spectrum
over time.
The U.S. Department of Defenses (DoD) Defense Advanced Research Projects
Agency (DARPA) started Next Generation (XG) program [1, 20, 10], which
employs a declarative policy engine for spectrum sharing [10, 24] and is demon-
strated capable of using spectrum over a wide range of frequencies in realistic
operational frequency-agile devices. XG declarative policy engine is a flexi-
ble mechanism that supports spectrum sharing while ensuring that radios will
adhere to regulatory policies and is able to adapt to changes in policies, applica-
tions, and radio technology. In this section, we focus on XG’s declarative policy
engine for spectrum sharing and also its field test results.
6.2 Declarative Policy Engine
Figure 13 shows the architecture of XG declarative policy engine, which
mainly consists of two components — the System Strategy Reasoner (SSR),
and the platform-independent Policy Reasoner (PR).
SSR is a module typically specific to the radio hardware and can perform low-
level tuning and real-time optimizations. The SSR is responsible for interacting
with the PR for determining spectrum access opportunities that are currently
available. The SSR then executes applicable strategies needed for the radios
transmissions to conform to the policies [24]. PR allows encoding of spectrum-
sharing policies, ensures radio behavior that is compliant with policies, and
allows policies to be dynamically changed. The SSR must not transmit unless
it has received message from the PR that the transmission is allowed.
A domain-specific, logic-based declarative language called Cognitive Radio
Language (CoRaL) is employed in PR for expressing spectrum sharing policies.
CoRaL is a typed fragment of first-order logic with equality, enriched by build-
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location(?le) = ?l and 
locationInEllipse(?l,r1) = true)) 
and 
((exists ?se:SignalEvidence) 
req_evidence(?se) and 
peakRxPower(?se) =< 95.0); 
V. POLICYBASED RADIO ARCHITECTURE 
The XG architecture [7] (see Figure 5) consists of the radio 
hardware and firmware, which includes the RF frontend as well 
as sensors; the System Strategy Reasoner (SSR), which is 
typically specific to the radio hardware and can perform low-
level tuning and real-time optimizations; and the platform-
independent Policy Reasoner (PR), which determines whether 
transmission requests from the SSR conform to the currently 
loaded policies. The SSR must not transmit unless it has 
received message from the PR that the transmission is allowed.  
 
Figure 5.  XG Architecture. The small boxes are hardware components. The 
SSR is a radio component that exploits transmission opportunities. This is one 
of many possible architectures for using our policy language. 
There are several different types of messages:  
• RF-SSR. All incoming messages to the XG radio arrive 
at the RF unit, and end up in the SSR.  
These messages can be control messages, such as 
updates to system strategies, updates to policies, or 
messages controlling the coordination with other 
radios. Similarly, all messages going out from the XG 
radio originate in the SSR and are passed through the 
RF component. Outgoing messages can also be control 
messages (acknowledgment of policy updates, requests 
for new control channels, etc.) or data messages.  
• Sensors-SSR. The details of this interface will be 
determined by the radio designer. We assume that the 
sensors send their received data (or conclusions drawn 
from it) to the SSR. The analysis of sensor data, sensor 
data aggregation, signal detection, and other such 
processing could happen in the sensor component(s), in 
the SSR, or in a dedicated component (not shown). The 
SSR may send control messages to the sensor 
components. 
• SSR-PR. There are several types of messages in the 
interface between the SSR and the PR. Transmission 
requests: Before an XG radio can send a transmission, 
it needs approval from the PR. The SSR builds a 
transmission request, and sends it to the PR. The PR 
reasons about the request and the active policies, and 
responds by sending one of three replies to the SSR: 
(1) The transmission is allowed. (2) The transmission 
is not allowed. (3) The PR returns constraints that must 
be satisfied. Given acceptable values of the 
underspecified request parameters, the transmission 
will be allowed. Policy updates: The SSR can also 
send policy-update messages to the PR, in order to add 
or remove policies to and from the PRs policy base and 
to activate or deactivate policies. Policy information: 
The SSR can request information regarding which 
policies are loaded or active.  
VI. PROLOGBASED POLICY ENGINE  
SRI International (SRI) has been mainly concerned with the 
Policy Reasoner (PR) module of the XG architecture. We have 
implemented a prototype PR in Prolog1, which gives yes/no 
answers to transmission requests, covering a large subset of the 
CoRaL language. We are currently investigating options for 
implementing a PR with the ability to return constraints on 
failed requests.  
A. Policy Reasoner Components  
Figure 6 shows an overview of the main modules of the PR, 
and some of the relationships between them. This architecture 
is not part of the XG Architecture. The PR could have been 
implemented differently. The larger ovals show the 
implementation languages. Most of the modules are 
implemented in Java, but the reasoning is done in Prolog. The 
SSR can be implemented in any language.  
 
Figure 6.  Policy Reasoning Engine Modules  
From the perspective of the SSR, the PR can be viewed as a 
black box, with a certain input/output behavior defined by the 
SSRPR interface described in Section V.  
SSR. All messages to the PR originate from and are 
initiated by the SSR. The PR never initiates communication 
itself.  
Policy Console. A text-based interactive application that 
can be used to debug and test policies, perform requests, etc.  
                                                                          
1 The reasoner can be provided to interested parties upon request, subject to 
approval from our sponsor DARPA. 
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Figure 13: The architecture of XG declar tive policy e gine
in and user-defined concepts. Policy rules such as allow (permissive), disallow
(restrictive) are logical axioms that express under which conditions these pred-
icates hold. The policy rules may consider the radios capability, current state,
location, time, and spectral environment for allowing a transmission. A con-
crete example of policy rule [10] is shown below, which says that the specified
frequency ranges available (225.0-328.6MHz or 2200.0-2290.0MHz) is allowed
for transmission, when the radio is in Day-to-Day or TestingAndTraining mode
and has sensed signals of less than 115 dBm.
policy fixedMobile is
use request_params;
use mode;
use region;
allow if
(centerFrequency(req_transmission) in {225.0 .. 328.6}
or
centerFrequency(req_transmission) in {2200.0 .. 2290.0})
and
(mode(Day-to-Day) or mode(TrainingAndTesting))
and
((exists ?se:SignalEvidence)
req_evidence(?se) and
peakRxPower(?se) =< 115.0);
There are several advantages of declarative spectrum sharing over impera-
tive approaches: (1) Declarative language is high level, which expresses “what”
to do instead of “how”. It allows designers to think about the requirements and
targets without worrying about lower-level implementation details; (2) Indepen-
dence. In the declarative policy engine, policy definition and radio implemen-
tation are decoupled. Devices and policies can evolve independently over time
without worrying about each othe . (3) Flexibility. As t chnological a vances
lead to an increasing number of radio d signs, declarat ve p lici s can be dy-
namically changed and loaded without the need to recompile any software on
the radio, compared to imperative approaches; and (4) Extensibility. A policy-
based approach is extensible with respect to the kinds of policies that can be
expressed. New policy parameters, such as functional allocations of spectrum,
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geographic restrictions, temporal restrictions, can be easily defined according to
future needs or requirements.
6.3 Field Test Results
DARPA has several mandated metrics for XG network, which are: 1. “must
do no harm”, i.e. avoiding interference to primary users; 2. “must work”, i.e.
XG nodes are able to form and maintain connected networks; and 3. “must
add value”, i.e. spectrum are used efficiently. For each metric, there are several
sub-metrics. These sub-metrics include: (1) Channel abandonment time. To
avoid interference to primary users, XG nodes should abandon a channel when
it detects a non-XG user transmitting on this channel in less than 500 msec; (2)
Network join time, which is defined as the time it takes for an XG node to join a
pre-existing XG network. The goal is to have XG nodes be able to join existing
networks within 5 seconds; (3) Network re-establishment time. When a primary
transmitters signal is detected on a channel, XG network should abandons the
channel and reestablish network connectivity on a clear frequency within 500
milliseconds; (4) No pre-assigned frequencies is required for XG network startup,
i.e. no common control channel; (5) Success in channel use. It is defined as the
percentage of time a channel is found when needed.
To test whether XG network meets DARPA’s metrics, field test are designed
and carried out in realistic environments. Using the declarative policy engine for
spectrum sharing, XG field test was performed for peer-to-peer ad-hoc commu-
nication. XG radios used a WiMAX physical layer and operated as either base
stations or subscribers following the WiMAX architecture. The transmit power
level was 20 dBm. XG Radio uses dynamic spectrum sharing technology to
determine locally unused spectrum by sensing radio signals from primary users
over a wide spectrum of frequencies (225-600MHz), and then operates on six
channels (also within 225-600MHz) without causing interference to the existing
primary users. The XG Radios were installed in vans to enable mobile testing.
There are two scenarios in XG network field test. Scenario 1 used three pairs
of XG Radios. Each pair was instructed to maintain communications with each
other, and to ignore the other XG nodes. Each XG Radio pair was allowed to
dynamically select one out of six channels. Scenario 2 used four XG Radios that
were instructed to form a radio net using a single 1.75 MHz bandwidth channel.
If any of the four XG Radios had to abandon the channel to avoid interference,
then all of the radios would rendezvous on a new channel. Scenario 2 is a more
difficult problem than Scenario 1 because of the complexity in negotiating for
a common channel. In all scenarios there were five pairs of primary DoD and
commercial radios operating in the area. Each of these radios used a different
channel that overlapped with the six channels that the XG Radio was allowed
to use. Primary radios were stationary, while XG radio networks were tested
in both stationary and mobile scenarios. From the experiment results, all these
criteria are satisfied (graphs of results are omitted for brevity), and especially
for Criterion 3, spectrum holes are filled with high factor and channels have
high utilization.
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6.4 Evaluation
According to the taxonomy descried in Section 2.3.2, and deducing from
the descriptions of field test in [11, 20, 28], we infer that spectrum sharing in
DARPA XG is a distributed one, where secondary nodes are cooperative with
multiple radio interfaces but without using a CCC. We summarize the strengths
and limitations of XG radios as following:
Strengths:
• While previously there were intense research activities in dynamic spec-
trum access networks and a lot of spectrum sharing designs have been
proposed, DARPA XG is the first one to demonstrate that dynamic spec-
trum access network can actually operates in realistic environments and
is able to efficiently utilize spectrum resources.
• XG network satisfies all three mandated criteria (“must do no harm”,
“must work”, and “must add value”) by DARPA. In current spectrum
sharing research, most of them focus on the optimization goals such as
minimizing interference, maximizing throughput, etc. DARPA’s criteria
can serve as metrics for future research.
• Declarative policy engine has the advantage of high-level, independence,
flexibility and extensibility compared to traditional imperative radios.
Declarative policy engine greatly simplifies the work of engineers when
designing spectrum sharing techniques.
Limitations:
• Due to confidentiality, no core algorithm or detailed architecture is men-
tioned about the spectrum sharing technique used in XG program.
• Though realistic experiments have been carried out in real fields to demon-
strate XG radios’ capability, these experiments are still relatively prelimi-
nary. More complex environments remain to be explored, such as testing a
network with more XG nodes (instead of only 6) and more wider spectrum
(instead of only 225-600MHz).
• While DARPA’s three criteria are effective, other metrics such as through-
put, fairness, and latency may as well been set as goals as well [22].
• In current declarative policy engine of XG, only preliminary and straight-
forward policies (such as “allow” or “disallow” under certain “condition”)
can be enforced. The policy engine can not deal with more complicated
spectrum sharing techniques, e.g. in Section 2.3.1 how to express the
graph coloring optimization goals and solve it distributively among sec-
ondary users. These interesting problems are good topics for future work.
7 Discussion and Future Direction
7.1 Comparison
In previous sections, we have discussed representative spectrum sharing tech-
niques in DSA networks, including DSAP [7] in Section 3, DOSS [19] in Sec-
tion 4, HD-MAC [34] in Section 5, and XG [1] in Section 6. These techniques
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together with formal analysis in Section 2.3.1 show that DSA networks can in-
deed reduce interference and increase throughput by opportunistically utilizing
available spectrum. Problems such as hidden/exposed terminal problems can
also be solved by well designed spectrum sharing. Here we evaluate the perfor-
mance of each of the four spectrum sharing techniques and provide a summary
in Table 3.
• Design complexity. DSAP’s centralized architecture with CCC and mul-
tiple radio interfaces greatly simplify its design, hence making its design
complexity the lowest one. HD-MAC and XG have highest design com-
plexity, due to their distributed nature and no use of CCC. DOSS are
considered to be in between.
• Range of optimization. DSAP can apply various optimization goals and
policies in the DSAP server, which potentially giving it the highest level
for range of optimization. DOSS does not consider any optimization goals
for spectrum sharing. HD-MAC proposes a novel metric for data channel
selection which considers both traffic load and interference level. XG can
deal with preliminary and straightforward policies for spectrum sharing.
Hence both HD-MAC and XG are considered to have medium range of
optimization.
• Scalability. Centralized architecture and the use of CCC significantly limit
the scalability of DSA networks, which results the lowest scalability for
DSAP, medium for DOSS, and high for HD-MAC and XG.
• Security. Due to the use of CCC, which is vulnerable to security attack
such as jamming, the security performance of DSAP and DOSS is not
good. However, DSAP can deal with non-compliant (misconfigured and/or
malicious) devices, which cause detrimental behaviors to DSA networks by
interfering with compliant users. DSAP server can reconfigure compliant
clients to minimize negative effects. Hence DSAP is considered to have
better security performance than DOSS. Both HD-MAC and XG have
high level of security due to the lack of a CCC.
• Device cost. The cost of devices in DSA networks is mainly involved with
the number of radio interfaces, when other hardware are roughly similar.
Multiple radio interfaces incur higher device cost for DSAP, DOSS and
XG than single radio interface for HD-MAC.
• Flexibility. XG declarative policy engine for spectrum sharing is much
more flexible than imperative approaches such as DSAP, DOSS and HD-
MAC, in that it can potentially express a large variety of policies and also
the policies can be dynamically loaded and changed.
7.2 Challenges
Although intense research has been made in DSA spectrum sharing and
many designs have been proposed, there are still challenges and many open
questions to be solved.
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Performance DSAP DOSS HD-MAC XG
Design complexity Low Medium High High
Range of optimization High Low Medium Medium
Scalability Low Medium High High
Security Medium Low High High
Device cost Expensive Expensive Cheap Expensive
Flexibility Low Low Low High
Table 3: A summary of the performance evaluation for different spectrum shar-
ing techniques
1. Channel characteristics include radio range, capacity, interference level,
path loss, wireless link errors, link layer delay, holding time, etc. In dy-
namic spectrum access networks, since a huge portion of the spectrum is
potentially usable, it is clear that characteristics of channels may not be
constant due to the effects of operating frequency. Differences in chan-
nel characteristics will significantly affect spectrum sharing. For example,
since radio range varies for different channels, two nodes may be connected
under Channel 1 but not under Channel 2. Network interference profile
will also change under different channels. Up until now, the challenge
of channel heterogeneity is not handled well. For simplification of the
spectrum sharing problem, most research papers, including all the ones
mentioned in this report, assume that capacity, radio range and band-
width of all channels are the same. Frequency aware spectrum sharing
techniques will definitely increase design complexity and is a good topic
for future research.
2. Since spectrum sharing needs the spectrum information reported by spec-
trum sensing, problems arise if there is inaccuracy or inconsistency in
spectrum information. For example, a node may accidentally find that
available channel set is {A,B,C}, while actually there is a primary user
using Channel A. Under the wrong available spectrum information, in-
terference may happen. Moreover, since DSA networks could use a huge
range of spectrum, the whole spectrum can not be sensed all the time.
Additionally, spectrum sensing needs to be suspended during data trans-
mission for single radio interface, spectrum sensing may not be performed
on time. Therefore, spectrum sharing should try to deal with spectrum
inaccuracy and inconsistency problem in future.
3. There could be non-compliant (malfunctioning and/or malicious) devices
which on purpose interfere with compliant users by occupying the same
spectrum. It is ironic that the main advantage of the dynamic spectrum
access is also its main weakness [23]. Although in DSAP [7] the server
will instruct complaint devices to switch to other spectrum when non-
compliant devices are detected and in XG the declarative policy engine
can enforce various policies to deal with non-compliant devices, a general
approach is absent in current research.
4. When primary users begin to occupy some spectrum, affected secondary
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users have to switch spectrum. This spectrum mobility may incur trans-
mission delay and packet loss, etc. However, it should be transparent
and as soon as possible such that users experience minimum performance
degradation [4]. For example, FTP traffic needs to be buffered during
spectrum switching, but not for real-time traffic. Most recent papers as-
sume that spectrum mobility take no time, which is obviously not true in
practice.
5. In Figure 4 we mentioned that spectrum sharing could involve with the
network layer. It is advantageous to consider cross-layered spectrum shar-
ing. The simulation results in [31, 32] reveal that a cross-layer spectrum
sharing design that constructs routes and determines the operating spec-
trum jointly for each hop outperforms the approach where routes are se-
lected independently. In DSA networks with multi-hop communication
requirements, novel routing algorithms are necessary but are also full of
challenge, as well as other upper layers. Spectrum sharing which consid-
ers upper layer issues such as routing, flow control and congestion control
remains not-so-well exploited. In the papers we surveyed, none of them
consider upper layer issues for spectrum sharing.
6. Up until now, most research efforts have been focused on simulation only
(maybe due to the difficulty of performing emulation for DSA networks),
and only preliminary realistic experiments are carried out to test the per-
formance of DSA spectrum sharing, such as DARPA XG program. More
realistic experiments are needed for the development of DSA networks in
future.
7. Current declarative policy engine of XG can only deal with preliminary
and straightforward policies (e.g. allow/disallow). The policy engine can
not handle more complicated spectrum sharing techniques, e.g. in Sec-
tion 2.3.1 how to express the graph coloring scheme and solve it either
centralizedly or distributively. It is an interesting topic for future research
about how to make declarative policy engine able to deal with complicated
spectrum sharing policies.
8 Acknowledgements
I would like to thank Prof. Jonathan M. Smith for chairing my WPE-II
committee, as well as Prof. Boon Thau Loo and Prithwish Basu for sitting on
the committee.
References
[1] DARPA neXt Generation (XG) Program.
http://www.ir.bbn.com/projects/xmac/index.html.
[2] DARPA Wireless Network After Next (WNaN) program.
http://bbn.com/technology/networking/wnan.
[3] IEEE 802.22, the Working Group on Wireless Regional Area Networks.
http://www.ieee802.org/22/.
24
[4] I. F. Akyildiz, W.-Y. Lee, M. C. Vuran, and S. Mohanty. NeXt genera-
tion/dynamic spectrum access/cognitive radio wireless networks: a survey.
Comput. Netw., 50(13):2127–2159, 2006.
[5] P. Bahl, R. Chandra, and J. Dunagan. SSCH: slotted seeded channel hop-
ping for capacity improvement in IEEE 802.11 ad-hoc wireless networks.
In MobiCom ’04: Proceedings of the 10th annual international conference
on Mobile computing and networking, pages 216–230, New York, NY, USA,
2004. ACM.
[6] V. Bharghavan, A. Demers, S. Shenker, and L. Zhang. MACAW: a media
access protocol for wireless LAN’s. In SIGCOMM ’94: Proceedings of the
conference on Communications architectures, protocols and applications,
pages 212–225, New York, NY, USA, 1994. ACM.
[7] V. Brik, E. Rozner, S. Banerjee, and P. Bahl. DSAP: a protocol for coor-
dinated spectrum access. In New Frontiers in Dynamic Spectrum Access
Networks, 2005. DySPAN 2005. 2005 First IEEE International Symposium
on, pages 611–614, Nov. 2005.
[8] M. Buddhikot, P. Kolodzy, S. Miller, K. Ryan, and J. Evans. DIMSUMnet:
new directions in wireless networking using coordinated dynamic spectrum.
In World of Wireless Mobile and Multimedia Networks, 2005. WoWMoM
2005. Sixth IEEE International Symposium on a, pages 78–85, June 2005.
[9] A. Colvin. CSMA with collision avoidance. Computer Communications,
6(5):227–235, 1983.
[10] G. Denker, D. Elenius, R. Senanayake, M.-O. Stehr, and D. Wilkins. A Pol-
icy Engine for Spectrum Sharing. In New Frontiers in Dynamic Spectrum
Access Networks, 2007. DySPAN 2007. 2nd IEEE International Symposium
on, pages 55–65, April 2007.
[11] R. Draves, J. Padhye, and B. Zill. Routing in multi-radio, multi-hop wire-
less mesh networks. In MobiCom ’04: Proceedings of the 10th annual inter-
national conference on Mobile computing and networking, pages 114–128,
New York, NY, USA, 2004. ACM.
[12] F. S. P. T. Force. Report of the Spectrum Report of the Spectrum. Nov.
2002.
[13] Z. J. Haas and J. Deng. Dual busy tone multiple access (DBTMA)-a mul-
tiple access control scheme for ad hoc networks. Communications, IEEE
Transactions on, 50(6):975–985, 2002.
[14] S. Haykin. Cognitive radio: brain-empowered wireless communications.
Selected Areas in Communications, IEEE Journal on, 23(2):201–220, Feb.
2005.
[15] P. Karn. MACA a new channel access method for packet radio. In Computer
Networking Conference, volume 9th, pages 134–140, 1990.
[16] M. Karol, M. Hluchyj, and S. Morgan. Input Versus Output Queueing on
a Space-Division Packet Switch. Communications, IEEE Transactions on,
35(12):1347–1356, Dec 1987.
25
[17] R. M. Karp. Reducibility Among Combinatorial Problems. In R. E. Miller
and J. W. Thatcher, editors, Complexity of Computer Computations, pages
85–103. Plenum Press, 1972.
[18] A. E. Leu, M. McHenry, and B. L. Mark. Modeling and analysis of interfer-
ence in listen-before-talk spectrum access schemes. Int. J. Netw. Manag.,
16(2):131–147, 2006.
[19] L. Ma, X. Han, and C.-C. Shen. Dynamic open spectrum sharing MAC
protocol for wireless ad hoc networks. In New Frontiers in Dynamic Spec-
trum Access Networks, 2005. DySPAN 2005. 2005 First IEEE International
Symposium on, pages 203–213, Nov. 2005.
[20] M. McHenry, E. Livsics, T. Nguyen, and N. Majumdar. XG Dynamic Spec-
trum Sharing Field Test Results. In New Frontiers in Dynamic Spectrum
Access Networks, 2007. DySPAN 2007. 2nd IEEE International Symposium
on, pages 676–684, April 2007.
[21] J. Mitola. The software radio architecture. Communications Magazine,
IEEE, 33(5):26–38, May 1995.
[22] C. Peng, H. Zheng, and B. Y. Zhao. Utilization and fairness in spec-
trum assignment for opportunistic spectrum access. Mob. Netw. Appl.,
11(4):555–576, 2006.
[23] F. Perich. Policy-Based Network Management for NeXt Generation Spec-
trum Access Control. In New Frontiers in Dynamic Spectrum Access Net-
works, 2007. DySPAN 2007. 2nd IEEE International Symposium on, pages
496–506, April 2007.
[24] F. Perich, R. Foster, P. Tenhula, and M. McHenry. Experimental Field
Test Results on Feasibility of Declarative Spectrum Management. In New
Frontiers in Dynamic Spectrum Access Networks, 2008. DySPAN 2008. 3rd
IEEE Symposium on, pages 1–10, Oct. 2008.
[25] H. Rahul, N. Kushman, D. Katabi, C. Sodini, and F. Edalat. Learning to
share: narrowband-friendly wideband networks. In V. Bahl, D. Wetherall,
S. Savage, and I. Stoica, editors, SIGCOMM, pages 147–158. ACM, 2008.
[26] C. Raman, R. Yates, and N. Mandayam. Scheduling variable rate links via a
spectrum server. In New Frontiers in Dynamic Spectrum Access Networks,
2005. DySPAN 2005. 2005 First IEEE International Symposium on, pages
110–118, Nov. 2005.
[27] S. Sankaranarayanan, P. Papadimitratos, A. Mishra, and S. Hershey. A
bandwidth sharing approach to improve licensed spectrum utilization. In
New Frontiers in Dynamic Spectrum Access Networks, 2005. DySPAN
2005. 2005 First IEEE International Symposium on, pages 279–288, Nov.
2005.
[28] F. Seelig. A Description of the August 2006 XG Demonstrations at Fort
A.P. Hill. In New Frontiers in Dynamic Spectrum Access Networks, 2007.
DySPAN 2007. 2nd IEEE International Symposium on, pages 1–12, April
2007.
26
[29] J. So and N. H. Vaidya. Multi-channel mac for ad hoc networks: handling
multi-channel hidden terminals using a single transceiver. In MobiHoc ’04:
Proceedings of the 5th ACM international symposium on Mobile ad hoc
networking and computing, pages 222–233, New York, NY, USA, 2004.
ACM.
[30] K. Steadman, A. Rose, and T. Nguyen. Dynamic Spectrum Sharing De-
tectors. In New Frontiers in Dynamic Spectrum Access Networks, 2007.
DySPAN 2007. 2nd IEEE International Symposium on, pages 276–282,
April 2007.
[31] Q. Wang and H. Zheng. Route and spectrum selection in dynamic spec-
trum networks. In Consumer Communications and Networking Conference,
2006. CCNC 2006. 3rd IEEE, volume 1, pages 625–629, Jan. 2006.
[32] C. Xin, B. Xie, and C.-C. Shen. A novel layered graph model for topology
formation and routing in dynamic spectrum access networks. In New Fron-
tiers in Dynamic Spectrum Access Networks, 2005. DySPAN 2005. 2005
First IEEE International Symposium on, pages 308–317, Nov. 2005.
[33] S. Zekavat and X. Li. User-central wireless system: ultimate dynamic chan-
nel allocation. In New Frontiers in Dynamic Spectrum Access Networks,
2005. DySPAN 2005. 2005 First IEEE International Symposium on, pages
82–87, Nov. 2005.
[34] J. Zhao, H. Zheng, and G.-H. Yang. Distributed coordination in dynamic
spectrum allocation networks. In New Frontiers in Dynamic Spectrum Ac-
cess Networks, 2005. DySPAN 2005. 2005 First IEEE International Sym-
posium on, pages 259–268, Nov. 2005.
[35] Q. Zhao, L. Tong, and A. Swami. Decentralized cognitive mac for dynamic
spectrum access. In New Frontiers in Dynamic Spectrum Access Networks,
2005. DySPAN 2005. 2005 First IEEE International Symposium on, pages
224–232, Nov. 2005.
[36] H. Zheng and L. Cao. Device-centric spectrum management. In New Fron-
tiers in Dynamic Spectrum Access Networks, 2005. DySPAN 2005. 2005
First IEEE International Symposium on, pages 56–65, Nov. 2005.
A Multi-channel 802.11 MAC
There have been extensive studies on assigning interfaces to channels (or
vice versa) in multi-channel wireless networks with each node having one or
more radio interface(s) [11, 29], mostly designed for IEEE 802.11 and similar
networks [32]. Although these studies in multiple-channel 802.11 MAC share
some similarity with DSA in that they both allow opportunistic access to differ-
ent parts of spectrum due to changing environments, these algorithms are not
suitable for DSA networks due to following reasons [32].
1. The spectrum used for opportunistic sharing in multi-channel 802.11 MAC
is insignificant compared to the entire spectrum that is suitable for wireless
communications in DSA. With more spectrum opened up for opportunistic
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sharing, DSA can take full advantage of the more technically attractive
wideband spread spectrum technologies, such as Ultra Wide Band (UWB)
and CDMA.
2. In multi-channel 802.11 MAC, the channels are static and all channels are
available for every node, and thus nodes can freely switch interface to any
channel for communication. This is not true for DSA. In DSA networks,
secondary nodes can only access the spectrum which is currently unused
by primary users and often is a very small subset of the whole spectrum.
Furthermore, different secondary users may sense different available spec-
trum due to geographic heterogeneity or presence of different primary
users, etc.
3. DSA networks are very different in nature from 802.11 networks, where
all channels are in the 2.4 GHz or 5 GHz ISA band. In DSA networks, the
channels are distributed across a large spectrum and two channels may
be separated with a large band being used by primary users. Different
spectra in DSA networks show significant channel heterogeneity (capacity,
bandwidth, transmission range, etc) compared to 802.11 channels.
4. Multi-channel algorithms break up a certain spectrum band into a number
of fixed channels, which may result in low spectrum utilization because
of the notion of unbreakable channel quantum. Second, a channel is con-
sidered busy even if a small fraction of it is being occupied (by legacy
spectrum users or hostile interferences). Therefore, for efficient spectrum
utilization, nodes should be flexible in selecting the spectrum so as to take
full advantage of all spectrum opportunities, such as in DSA networks.
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Figure 14: Radio spectrum (3KHz - 300GHz) allocation in United States
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