This paper provides a full characterization for when the expansion of a complete o-minimal theory by a unary predicate that picks out a dense and divisible proper subgroup has a model companion. This result is motivated by criteria and questions introduced in the recent works [10] and [7] concerning the existence of model companions, as well as preservation results for some neostability properties. The focus of this paper is establishing the companionability dividing line in the o-minimal setting because this allows us to provide a full and geometric characterization. Examples are included both in which the predicate is an additive subgroup, and where it is a mutliplicative subgroup. The paper concludes with a brief discussion of neostability properties and examples that illustrate the lack of preservation for properties such as strong, NIP, and NTP 2 , though there are also examples for which some or all three of those properties hold.
Introduction
The following theorem was conjectured by Erik Walsberg, whose work with Tran and Kruckman in [10] motivated the author to investigate the question of when an o-minimal expansion of a group with a predicate for a generic subgroup is companionable. Theorem 1.1. For T an o-minimal expansion of the theory of ordered abelian groups with language L, let T G be the L ∪ {G}-theory extending T that states also that G is a dense and divisible proper subgroup. Then T G has a model companion if and only if the only families of additive endomorphisms whose graphs are uniformly definable in a neighborhood of 0 have finitely many germs at 0.
The results in this paper, the purpose of which is to establish the above companionability dichotomy and understand its consequences, follow in the spirit of "Generic structures and simple theories," a seminal paper of Chatzidakis and Pillay. In [5] , they notably show, among other things, that the expansion of a theory T with uniform finiteness by a unary predicate has a model companion T P , and that if T is simple in the sense of Shelah [13] then so too is T P . Many works in this vein have recently explored questions related to generic predicates and properties preserved by taking a model companion, including [7] , [8] , [9] , and [10] .
Of particular relevance to the results of this paper is the dividing line coined as "polynomial boundedness" by Miller in [11] , for which he establishes the "growth dichotomy." The growth dichotomy states that for any o-minimal expansion of the real closed field, either the exponential function is definable, or every definable function that is not eventually zero is asymptotically equivalent to a a power function. Miller and Starchenko establish a similar growth dichotomy for "linearly bounded" expansions of the reals as an additive group in [12] . The companionability dichotomy established in this paper bears some striking resemblances to the growth dichotomies mentioned above. However, a notable difference, and the reason that neither growth dichotomy can be utilized to obtain the results in this paper, is that the companionability dividing line coincides with local definability of exponentiation or multiplication, rather than global definability or boundedness.
1.1. Background. Inspired by the work of Chatzidakis and Pillay in [5] , Christian d'Elbée set about describing a natural sufficient condition for when a geometric theory T that is model-complete augmented by a predicate that picks out a "well-behaved" reduct of the theory has a model companion. He provides this criterion in [7] , in which he also shows preservation of NSOP 1 under certain assumptions. He frames both the criterion for companionability and the preservation results in the most natural terms that still allow for a large modicum of generality. D'Elbée includes some negative results in [7] , but found a complete characterization of when a "generic reduct" has a model companion to be elusive.
In [10] , Kruckman, Tran, and Walsberg generalize the work of d'Elbée by introducing a new set up known as "interpolative fusions" which they use to produce even broader conditions for when certain kinds of first-order theories have a model companion. In particular, they define the "fusion" of two theories under the assumption that the original theories exhibit certain compatibility properties. Under the assumptions they establish, the fusion of the two theories is the model companion for the union of their theories (over some "base theory" that lies in their intersection). Indeed, the authors show in [10] that the existence of a fusion of two model-complete theories is equivalent to the existence of a model companion for their union. In [10] , Kruckman, Tran, and Walsberg also give many general criteria under which neostability properties, such as NIP and NSOP 1 , are preserved by the fusion of theories with these properties. These preservation results are very much in the spirit of [5] , [7] , and [9] . However, they also provide examples of interpolative fusions that have TP 2 despite both theories being fused having NTP 2 . In section 4, we will similarly show that depending on the o-minimal base theory T , the model companion can have IP or NIP, can be strong or not strong, and can have NTP 2 or TP 2 .
Like d'Elbée, though, they found that characterizing when the fusion exists can be quite complicated or technical depending on which base theories one is concerned with. In the case that one considers a pair of disjoint theories with uniform finiteness, the existence of a model companion is due to Peter Winkler in his thesis [15] . For a base theory that is not the empty theory, however, characterizing companionability purely in terms of the properties of the theory one is expanding can be quite nuanced and subtle. This paper is meant to illustrate exactly that subtlety, since we provide a somewhat geometric characterization of companionability for the expansion of an o-minimal structure by a dense and codense subgroup over the theory of ordered abelian groups.
The restriction of focus in this paper from the more general contexts discussed in the above works to the specific example of o-minimal structures expanded by one particular kind of reduct, a dense/codense subgroup of either the additive or multiplicative groups, allows us to give a complete characterization of companionability. Yet the methods used to give this characterization may be applicable to expansions of o-minimal theories by other reducts, or more broadly to other classes beyond o-minimal theories, such as D-minimal or C-minimal theories. The geometric nature of the companionability dichotomy in the o-minimal setting illustrates the complexity of trying to improve the sufficient conditions in [7] and [10] to total characterizations. Acknowledgements. The author would like to thank Erik Walsberg for offering the statement of the main theorem of this paper as a remarkably apt conjecture, and for many conversations about the results which yield the proof of said conjecture. Deepest thanks go to the author's thesis advisor, Philipp Hieronymi, who not only helped with a number of arguments in this paper but also gave diligent attention to correcting many rough drafts. Many thanks also to Christian d'Elbée for a detailed and helpful discussion of the main theorem, and for suggesting a nice proof of Theorem 4.1. Finally, we would like to thank Minh Tran and Elliot Kaplan for some very helpful discussions of various results in this paper. This material is based upon work supported by the National Science Foundation Graduate Research Fellowship Program under Grant No. DGE -1746047.
1.2.
Preliminaries. Let M be an o-minimal structure with theory T that expands the theory of ordered divisible abelian groups, and let L be a language in which T has quantifier elimination. For M |= T and a ∈ M , we let B ǫ (a) denote a ball of radius epsilon centered at point a. Throughout, when we write that an interval (a, b) or [a, b] is "nontrivial," we mean that the interval has nonempty interior. Definition 1.2. Let G be a unary predicate, and let L G := L ∪ {G}. We define the theory T G as follows:
(1) T ⊆ T G (2) G picks out a dense, divisible proper subgroup.
We use (M, G) to denote models of T G . We will refer to the <-interval topology on M merely as its topology, and similarly we call the topology induced by < on G simply the topology on G.
For any function f : M n → M m we denote the graph of f by gr(f ) ⊆ M n+m . For functions f, g : M → M we mean f • g when we talk about precomposing g with f .
We say that f and f * have equivalent germs if G f = G f * . We will denote the equivalence class of the germs in G ∈ G by the partial functionf G : B ǫ (a) → M , where ǫ > 0 is the supremum over all radii on which some element of G is defined, and f ∈ A is such that G f = G. Alternatively, we simply denote the equivalence class by the definable function f G when it is unambiguous from context that we mean the set of all partial functions in definable family A which coincide witĥ f G (x) on some neighborhood of a.
Notation. For brevity, we define [n] = {1, . . . , n}. Given a tuple x = (x 1 , . . . , x n ), we writex i = (x 1 , . . . , x i−1 , x i+1 , . . . , x n ) to denote the vector of length | x| − 1 that is x with the i th component removed. Additionally, if D ⊆ M m is a definable set and I ⊆ [m], define π I (D) to be the projection of elements in D onto the coordinates that are in the subset I. Below we let B n ǫ (x) denote n i=1 (x− ǫ 2 , x + ǫ 2 ), i.e. the product of n intervals of width ǫ centered at x in M n . As is standard, we let U denote the topological closure of the set U ⊆ M n . For a definable function f we define the "delta function," written ∆ t f (x), as f (x + t) − f (x) for t in a neighborhood of 0 for which x + t is within the domain of f . Then we say that f is a definable endomorphism on U , or local endomorphism if U is not specified.
(2) Let m, n ∈ N be such that m > 1. We call a function h : D ⊆ M m → M n a definable transformation endomorphic in coordinates, or definable EIC transformation for brevity, if for each i ∈ {1, . . . , m}:
and also
. . a m−1 )−h(0, . . . , y, . . . , 0) (we call this latter property endomorphic in coordinates).
We define a matrix as follows:
where g i,j (x) is a definable endomorphism on π i (D). Given a definable EIC transformation h : D ⊆ M m → M n , we say that A is the matrix representation of h if the coordinate functions of A are given by g i,j (t) = π j (∆ t h(a 1 , . . . , a i−1 , y, a i , . . . , a m−1 )), where a = (a 1 , . . . a m−1 ∈ π [m]\i (D) can be chosen arbitrarily. We see that A x = h( x) in this case.
What part (2) of the above definition says is that h : M m → M n is a "definable EIC transformation" if when you view it as a function only of the i th coordinate (with i ≤ m) then even if we vary the values of the other coordinates, the resulting endomorphism has the same "behavior" (as measured by the delta function) and remains an endomorphism. We will show in a lemma below that the matrix representation acts on elements of the domain of the EIC transformation in the requisite way.
We will formulate many of the results in terms of definable EIC transformations because quantifier elimination for ordered divisible abelian groups tells us that these are precisely the definable unary functions in the language (+, 0, 1) up to shifting functions. Hence, for any other L-definable unary function f , if we knew that f (G) = G and f (G c ) = G c in every model of T G , then this would have to follow from the axioms of T G itself. Yet T G is axiomatized in such a way that for every definable function f that is not definable in the group language, the property "f sends some element of G to G c " is realizable.
To see why it makes sense that we define EIC transformations using the delta function, we show in the lemma below that a definable local endomorphism has an intrinsic link to the trait of having a constant delta function. For the remainder of this section, T is an o-minimal theory expanding the theory of ordered abelian groups, M is a model of T , and G is a subgroup of M for which the expansion (M, G) of M by a unary predicate for G is a model of T G .
Proof. For the forward implication, suppose that f and R > 0 all satisfy the hypotheses of the lemma. Let g(t) :
for which x is chosen arbitrarily since ∆ t f does not depend on x. Suppose that y 1 , y 2 ∈ D are such that 0 < y 1 < R and y 1 + y 2 ∈ D. Then
. This yields f (y 1 + y 2 ) = f (y 1 ) + f (y 2 ) as desired.
For the backwards implication, suppose that f is a definable endomorphism on [0, R). By definition of a local endomorphism f (0) = 0. Let t ∈ (0, R), and let x ∈ [0, R) be such that
, which is constant with respect to x, as desired.
From the above lemma we can deduce that each definable EIC transformation can be represented by a matrix consisting of the coordinate-wise delta functions. Furthermore, we will observe that the definable EIC transformations that send G to itself in models (M, G) of T G are precisely those whose delta functions are ∅-definable in (G, 0, +). We will use that definable EIC transformations are uniquely representable as matrices as specified in the following lemma, and note that those which are definable in the group structure on G are precisely the EIC transformations whose matrix representations consist of Q-affine entries.
(i) There is a unique matrix representation A for h (as defined in 1.4).
(ii) The functions g i,j (t) used to define the matrix A are all definable in (<, +, 0, 1), i.e. are Q-affine,
Proof. For (i), given a definable EIC transformation h we define the corresponding matrix A by
. . a m−1 )) = π j (h(a 1 , . . . , t, . . . a m−1 )). By definition of an EIC transformation, the coordinate functions of an EIC transformation are also EIC. By Lemma 1.5, the functions g i,j (t) are well-defined functions of t alone, i.e.â i = (a 1 , . . . , a m−1 ) ∈ π [m]\i (D) can be arbitrarily chosen, and x is not a free variable in g i,j . From Lemma 1.5, we deduce that ∆ t applied to the coordinate functions of h are equivalent to the coordinate functions as local endomorphisms. So we can write h as the sum of its coordinate functions in the following way: for x ∈ D,
Yet this shows exactly the desired relationship of h( x) and A x, and the uniqueness of the matrix A follows from A being determined, as a matrix, by A x = h( x) for all x ∈ D. For (ii), quantifier elimination for ordered divisible abelian groups tells us that definable unary functions in (G, <, +) are all of the form f (x) = qx + g where q ∈ Q and g ∈ G. Hence if each g i,j is definable in (G, <, +), then because it is an endomorphism, it is of the form x → qx with q ∈ Q. The forward implication is immediate from this. For the other implication, suppose that h : M n → M is L(∅)-definable, but not (+, 0, 1)-definable, and that h( g) ∈ G n if and only if g ∈ G m . Then for each i ∈ [m] and j ∈ [n], it follows that g i,j (x) ∈ G if and only if x ∈ G for every (M, G) |= T G . Let us assume that for some i ∈ [m] and j ∈ [n] the function g i,j (t) is everywhere non-constant and everywhere locally definable in L but not in (G, <, +). Then since the only axioms of T G concerning G are that it is a dense, divisible subgroup, the closure properties of addition and Q-affine functions on G need not hold for g i,j . The following can be viewed as a corollary to Lemma 1.6, and will prove useful in section 2.2. Corollary 1.7. For any definable EIC transformation h : D ⊆ M n → M m with B n ǫ ( 0) ⊆ D for some ǫ > 0 and any x = (x 1 , . . . , x n ) ∈ D, the value of h( x) is uniquely determined by h(0, x 2 , . . . , x n ), . . . , h(x 1 , . . . , x n−1 , 0), or, equivalently, by h(x 1 , 0, . . . , 0), . . . , h(0, . . . , 0, x n ).
Proof. Since h is endomorphic in each coordinate, we can defineĥ
x n−1 , −nx n ). From this we can L(∅)-defineh(x 1 , . . . , x n−1 , −1 n x n ) on the same domain, and we observe thath(x 1 , . . . , x n−1 , −1 n x n ) = h(x 1 , . . . , x n ) as desired.
Model Companion of Real Additive Group with Subgroup
Throughout this paper we assume T is an o-minimal theory that expands the theory of ordered divisible abelian groups (which we call ODAG) and is both complete and has quantifier elimination in the language L. We will use throughout that because the structure M is o-minimal, it has the uniform finiteness property, i.e. eliminates "∃ ∞ ". In the theory T G , we require that G is divisible, hence G |= ODAG as well. If G were not a divisible subgroup in some model (M, G) of T G , then it is immediate that (M, G) does not embed into any existentially closed model of T G , which is why we require divisibility. Note that since T expands ODAG, the stipulation that G is a dense proper subgroup implies that G is codense as well. Proof. We know that A := { a : M |= ∃ bϕ( a, b)} has a decomposition into finitely many cells, and the cells on which there is a point ( a, b) such that M |= ϕ( a, b) and a i ∈ dcl L (â i ∪b) correspond precisely to the cells in A which have full dimension. Since the full-dimension subset is definable, so too is the set of tuples b ∈ M m for which there is a ∈ M n with M |= ϕ( a, b) and a i ∈ dcl L (â i ∪ b).
2.1. The case that M defines an infinite family of distinct germs of endomorphisms at zero. We will first give a name to a property for a theory T which we then prove precludes the theory T G from having a model companion. Below, when we say "endomorphism" we mean an endomorphism with respect to the binary operation (i.e. the corresponding symbol in the language L) with respect to which G is a subgroup of models of T . We will use the symbol "+" for this binary operation and the language of additive groups throughout this section. Definition 2.2. We say an o-minimal theory T has UEP (uniform endomorphisms property) if there is an L-formula ϕ(x, y, z) for which in every model M |= T , there is an infinite definable set J ⊆ M | y| such that for each c ∈ J there exists ǫ > 0 such that the formula ϕ(x, c, z) defines the graph of an endomorphism on a neighborhood of 0 with radius at least ǫ, and for no other d ∈ J does ϕ(x, d, z) have the same germ at zero as ϕ(x, c, z).
Observe that in practice the property UEP reduces to the case that c is a singleton, since we can use definable choice to define a path through the infinite set J that is parameterized by a single interval. Hence below we shall without loss of generality work only with definable families of functions that vary with respect to a single parameter, but the formulas which define their graphs may require additional, fixed parameters. By taking an appropriate, closed subset of J if necessary, we can also assume that J is topologically closed.
Suppose T is as above, and that there is a ∅-definable family of partial functions
Then by the uniform definability of F Y and by definable choice for T , we conclude that G is also uniformly definable, and in fact we can uniformly definably choose a representative partial function for each element of G. This definable family of representative partial functions will then contain a definable sub-family F Y ′ for which each partial function f y does not have the same germ at zero as f y ′ for any y ′ = y ∈ Y ′ . Hence the definition of UEP is equivalent to the same statement with the uniqueness requirement for parameter c replaced by the requirement that the family of germs G contains infinitely many distinct equivalence classes. Lemma 2.3. Suppose that T has UEP. Then there is a ∅-definable family H of definable partial functions such that for some interval I ∋ 0 and infinitely many q ∈ Q∩(0, 1) we have x → qx| I ∈ H.
is the parameter space for the family of partial functions. We remark that o-minimality and the definition of UEP guarantee that for some x ∈ M the set {f y (x) : y ∈ Y } contains an interval. We claim there exists some a > 0 and some nontrivial interval x ∈ [−a, a]} between their graphs is in the graph of one of the other endomorphisms in F Y . Since UEP dictates that F Y ′ has an infinite family of germs at 0, by making a smaller if necessary, we ensure that the fiber over each x ∈ [−a, a] contains an interval. We (definably) choose f s so that f s (a) is in the upper half of the right-most interval in F Y (a) := {f y (a) : y ∈ Y }, and f i so that f i (a) is in the lower half of the right-most interval of F Y (a). We observe that if i = s and there is x 0 such that f i (x 0 ) = f s (x 0 ) = y 0 , then for every q ∈ Q ∩ [−1, 1] we have f i (qx 0 ) = qy 0 = f s (qx 0 ), so by o-minimality they agree on an entire interval.
Using the fact that F Y ′ contains infinitely many functions with distinct germs as 0, and using the above fact that if two functions in F Y ′ coincide at a point then they do so on an interval, we can find an f s and f i whose graphs do not coincide on a neighborhood of 0. By making a smaller if necessary, we can ensure the graphs of f i and f s on [−a, a] only intersect at 0. By our choice of i = s ∈ Y and a, we ensure that for all
since each fiber is infinite, and cell decomposition allows us to choose f s and f i for which f s (x) and f i (x) are in the interior of an interval of the fiber over each x ∈ [−a, a], for a sufficiently small. Without loss of generality, we restrict to the case that the family of functions F Y are only those whose graphs lie between that of f i and f s on all of the interval [−a, a].
We now define a new family of functions which will contain the endomorphism x → qx for each q ∈ Q ∩ (−1, 1). Let δ = f s (a) − f i (a). As in the above argument that by restricting Y to some Y ′ we can ensure that the domains of all f y contain some interval [−a, a], we can also find a subintervalỸ ⊆ Y and some positive elements δ ′ ≤ δ such that for all fỹ withỹ ∈Ỹ , we know that [−δ ′ , δ ′ ] ⊆ im fỹ. Without loss of generality we assume that Y =Ỹ and change δ so that now
is again a family of partial endomorphisms with distinct germs at 0. To see this, we observe that for any
Finally, we now show that H contains the map
We note that such a y q must exist because we chose a > 0 and i, s ∈ Y , such that for all x ∈ [−a, a] and for all z
We observe that for any r ∈ Q ∩ (0, 1) we have h yq (rδ) = rh yq (δ) = qrδ, hence the definable maps h yq and x → qx agree on infinitely many points between 0 and δ. Thus they must agree on an interval containing infinitely many points of the form rqδ with r ∈ Q ∩ (0, 1). In particular we know that they agree on the interval [ δ 2 , δ] ⊆ [0, δ] by o-minimality. By shifting the elements h ∈ H to the left by δ 2 and down by h( δ 2 ), and by defining h y (−x) = −h y (x), we ensure that H contains the germ of x → qx at zero, as desired. We note also the ∅-definability of H follows from the ∅-definability of a and δ, which is immediate by o-minimality and definable choice for T .
With this lemma we can now prove the negative result, that for theories T with UEP the theory T G has no model companion.
Theorem 2.4. Suppose that T has UEP. Then there is no model companion for the theory T G .
Proof. By Lemma 2.3, there is a definable family of partial functions H = {h y : M → M : y ∈ Y } (where Y is the parameter space for the family of functions) as described in the above lemma. We now suppose for contradiction that the class of existentially closed models of T G are axiomatizable, say by theory
Note that a nontrivial such interval I exists by the remarks preceding Lemma 2.3.
First, let us reindex the family H using an element γ ∈ G ∩ y∈Y dom h y in the following way. We let Y γ = {h y (γ) : y ∈ Y }, and we note that by Lemma 2.3 we know that for each q ∈ Q ∩ (0, 1) the element qγ is in Y γ . Since we are simply reindexing, for each element
We note that by saturation we may choose the basis B such that for each
. . , b m ∈ B and q 1 , . . . , q m ∈ Q and a ∈ M . We suppose that y ∈ X ′ ∩ G ′ , and note that there are infinitely many elements in X ′ ∩ G ′ since γ ∈ X ′ ∩ G ′ and so too is every positive rational multiple smaller than γ. Without loss of generality, we may assume that h y (x) is not identically zero on any nontrivial interval containing zero.
We know that
x is either non-constant with respect to x or takes on finitely many values on any interval to the right of zero. Since a ∈ G, it cannot be a non-constant function of b ∈ B, which means a = 0. Moreover, since h y agrees with x → q i x on all rational multiples of b, it agrees with this function on an interval by o-minimality. Since this is true for each b ∈ B, we conclude that on a sufficiently small interval of zero (depending on y) we must have h y (x) = qx for some q ∈ Q. Since y, y ′ ∈ Y and y = y ′ implies h y = h y ′ , we conclude that y = qγ for some q ∈ Q.
Finally, we will observe that X ∩ G ⊆ X ′ ∩ G as subsets of M ′ , and we conclude that
This contradicts the axiomatizability of the existentially closed models, since then (M, G) must be an uncountably-saturated model which defines a countable infinite set.
2.2.
The case that definable families of endomorphisms in M have finitely many germs. Throughout this section, let T denote an o-minimal theory that expands ODAG and does not have UEP. Let M |= T be a saturated model. To establish our criterion, we will examine the interaction of definable curves in M n with definable endomorphisms in multiple variables in the context of linearly bounded structures. Here, we use "curve" to mean a function f :
is an open interval. We will show that in M |= T , any definable curve which overlaps with the graphs of definable endomorphisms in an undesirable way on infinitely many open neighborhoods must define the kind of infinite family of germs of endomorphisms which precludes T G from having a model companion by Theorem 2.4.
We are now ready to state and prove the demarcation lemma for companionability of (M, G). This lemma, and the theorem which follows, will prove Theorem 1.1 in conjunction with Theorem 2.4 from the previous subsection. In essence, the following lemma shows that we can recover any hyperplane that intersects an arbitrary definable curve in M n on an open subset of its domain. This is crucial since knowing that we can recover endomorphic behavior between definable unary functions that determine a curve will allow us to do the same for higher-arity definable vector functions.
Lemma 2.5. Suppose m, n ∈ N and let n ≥ 2. For every definable family of germs of curves at the origin:
{F (x, a) = (f 1 (x, a) , . . . , f n (x, a)) : a ∈ A ⊆ M m } there are only finitely many definable hyperplanes H ⊆ M n for which there exists an n-box B n ǫ ( 0) and a tuple a ∈ A such that M |= ∀ y ∈ B n ǫ (0)(∃xF (x, a) = y ∧ y ∈ H). Proof. First, remark that we can expand the family of functions {F (x, a) : a ∈ A} to the higherdimensional family {F ′ (x, a) = (x, F (x, a)) : a ∈ A} and in doing so regard the graphs of the original family of functions as the image of the new family of functions. In light of this, we may address the case that some coordinate function f i (x, a) is itself a local endomorphism of x by applying the statement of the lemma to the expansion of F (x, a) by the coordinate function x → x. So it is without loss of generality that we may assume no coordinate function is itself a local endomorphism on its domain. By the monotonicity theorem, we can define the finite set of intervals D a ⊆ dom F (x, a) on which each f i is injective and continuous. We will proceed by induction on n, the dimension of the image of F . We exclude the intervals on which some f i is constant since on those intervals the result will follow by induction hypothesis.
We perform a series of manipulations on F (x, a), in which we iteratively precompose the inverse of the coordinate function of the i th coordinate and then take the ∆-function of the resulting curve. We will do this for the first coordinate function, conclude that we can do the same for each coordinate, and the result will follow by induction. We may further expand the family F ( x, a) and the parameter tuple a so that
is in the family of functions for each b ∈ dom F ( x, a) and each a ∈ A. Below we will suppress the parameter tuple a, using F (x) := F (x, a), and f i (x) := f i ( x, a). For each H a definable hyperplane that intersects the image of F as specified in the hypotheses, let h : M n−1 → M be a definable EIC transformation witnessing that H is such a definable hyperplane.
If n = 2, we can precompose f −1 1 with F (x) and conclude that on some interval f 1 (B ǫa (0)) we can define the functionF (y) = F (f −1 1 (y)) = (y, f 2 (f −1 1 (y))). If we assume that for some a the image of F intersects the graph of a definable endomorphism h : M → M on some interval, then we conclude that F (f −1 1 (y)) = (y, f 2 (f −1 1 (y))) = (y, h(y)) on that interval. By the definition of T not having UEP, this h can only be one of finitely many local definable endomorphisms for all a ∈ M m . The case n = 2 thereby reduces to the n = 1 case, so we now take our base case to be n = 3.
Consider
As indicated by our choice of domain decomposition, we assume that F is continuous and injective in each coordinate on B ǫ (0). We make the assumption that f i (0) = 0 for i ∈ [2] since if some curve in the family F nontrivially intersects a shift of a definable hyperplane, then the curve shifted to pass through the origin (which we have included in the family F ) intersects the unshifted definable hyperplane. We defineF (y) = (y,
) for a suitably chosen ǫ 1 > 0. We now consider the function ∆ t1F (y) =F (y + t 1 ) −F (y) and observẽ
). There are now two cases, by the o-minimality of M. Either there is nõ ǫ 1 > 0 and no t 1 > 0 such that ∆ t1 f 2,−1 (y) is nowhere constant on (0,ǫ 1 ) with respect to y, or there exists a t 1 > 0 and an interval (0,ǫ 1 ) on which ∆ t1 f 2,−1 (y) is monotone increasing or monotone decreasing with respect to y.
Suppose we are in the first case, i.e. there is someǫ 1 > 0 such that for every possible choice of t 1 the function ∆ t1 f 2,−1 (y) is constant on (0,ǫ for someǫ > 0. We appeal to Lemma 1.5 to conclude that ∆ t1 f 2,−1 (y) being constant on a neighborhood (0,ǫ) means that f 2,−1 (y) is itself a local endomorphism on (0, ǫ 1 ). Consequently, we observe that h(y, f 2,−1 (y)) intersects a definable hyperplane on (0, ǫ 1 ). If there were infinitely many distinct choices (as a function of parameters a) for h, then projectingF (x) onto its first and third coordinates would yield a definable family of endomorphisms, contradicting the assumption that T does not have UEP. So we conclude that the claim holds for case 1.
Assume now we are in case 2. Without loss of generality, letǫ 1 > 0 be such that there exists t 1 ∈ (0, ǫ1
2 ) for which the function ∆ t1F (y) =F (y + t 1 ) −F (y) is continuous and injective as a function of y in each coordinate on interval I 1 := (0,ǫ 1 ). Fix one such t 1 , and we define this function as F (1) := ∆ t1F (y), which equals
We remark that by our assumption, ∆ t1 f 2,−1 (y) is invertible as function of y on a neighborhood of 0, so we now defineF ′ : ∆ t1 f 2,−1 (I 1 ) → M 3 given bỹ
Since we definably chose t 1 > 0, the tuple (t 1 , 0, h(t 1 )) is uniformly definable in the same parameters a asF ′ , hence the functionF (x) =F ′ (x) − (t 1 , 0, h(t 1 , 0)) is uniformly definable in parameters a.
ShiftingF to have 0 in its domain if necessary, we see thatF projects onto the definable hyperplane given byh 1 (x) = (x, h(0, x)), which is uniformly definable in terms of parameters a.
Exchanging the roles of f 1 and f 2 in the above proof, we similarly see thath 2 = (x, h(x, 0) is a hyperplane uniformly definable in parameters a as well. By Lemma 1.7, togetherh 1 andh 2 uniquely determine the definable EIC transformation h. By Lemma 2.3, this means there are finitely many definable EIC transformations that h can possibly be as a ranges over the parameter space.
The induction step proceeds analogously to the base case. Let n > 3 and suppose that the induction hypothesis holds for all curves in M n . Let F (x) = (f 1 (x), . . . , f n (x), h(f 1 (x), . . . , f n (x))) be as in the statement of the lemma, with h : M n → M a definable transformation. We make the same assumption as in the base case, that on B ǫ (0) each coordinate function is injective, and surjects onto a neighborhood of the origin of at least diameter ǫ. We define: 
We definably choose t 1 > 0 such that ∆ t1 f i,−1 (y) is constant with respect to y for the fewest possible number of indices i ∈ {2, . . . , n}. We define the components of a new tuple g(t 1 ) as follows:
if ∆ t1 f i,−1 (y) non-constant on each interval (0, δ), i ∈ {2, . . . , n} h(y, g 2 (t 1 ), . . . , g n (t 1 )) i = n + 1 .
We observe that if ∆ t1 f i,−1 is not constant on any interval with left endpoint 0 for any 2 ≤ i ≤ n, then g = (t 1 , 0, . . . , 0, h(t 1 , 0, . . . , 0)). We remark that the tuple g ∈ M n+1 is uniformly definable in the same parameters a as F . Hence the functionF (x) = F ′ (x) − g(t 1 ) is uniformly definable over a as well.
In the case that g(t 1 ) = (t 1 , 0, . . . , 0, h(t 1 , 0, . . . , 0)) we observe the following:
is equal to {0} ×F 0 whereF 0 is an n-dimensional curve. We apply the induction hypothesis to conclude that there are finitely many possible n − 1-dimensional EIC transformations with whicĥ F 0 can locally coincide. Hence the n th coordinate ofF can only coincide with one of finitely many EIC transformations with respect to the change of variablesẑ 0 := (∆ t1 f 2,−1 (y), . . . , ∆ t1 f n,−1 (y)). Leth 1 (ẑ 0 ) := h(0, z 1 , . . . , z n−1 ) denote this coordinate function with the change of variables. For each f k with k ∈ {2, . . . , n}, instead of precomposing f i with f −1 1 , we precompose f i with f −1 k and repeat the argument to conclude that there are similarly only finitely many possible n − 1dimensional EIC transformations with whichF k , which is defined analogously toF 0 , can locally coincide. Then we perform a similar change of variables to that in the paragraph above, and definẽ h k (ẑ k ) = h(z 1 , . . . , z k−1 , 0, z k+1 , . . . , z n ) where z i := ∆ t k f i,−k (y) for each i ∈ [n] \ {k}. By Lemma 1.7, an EIC transformation is uniquely determined by how it acts on each coordinate, so we can recover the EIC transformation h uniquely from the coordinate functionsh 1 , . . . ,h n . We conclude that there are only finitely many n-dimensional EIC transformations that h can be. Now consider the case that g k (t 1 ) = 0 for the indices k ∈ {2, . . . , n} such that k ∈ J, where ∅ = J ⊆ {2, . . . n}. We observe that by Lemma 1.5, the vector-valued function f * ,1 (y) where f * ,1 i (y) = f i,−1 (y) ⇐⇒ i = 1 or i ∈ J and f * ,1 i (y) = 0 if i ∈ [n] \ J, and f * ,1 n+1 (y) = h(y, f * ,1 2 (y), . . . , f * ,1 n (y)), coincides with the graph of an endomorphism in each pair of coordinates (f 1 , f i ) where i ∈ J or i = n + 1. We iterate this process with f i,−k instead of f i,−1 for each k ∈ [n] to obtain a function f * ,k (y) analogous to the function f * ,1 (y) described above.
For each iteration, we apply the induction hypothesis to the projection ofF (y) onto the coordinates which are not identically zero on some interval with left endpoint 0. Define h k ( x) to be the n th coordinate ofF (y) for the k th iteration of this process. We know that each h k ( x) is a definable EIC transformation that is obtained from h( x) by setting x i = 0 for all i in some subset J k ⊆ [n], with |J k | ≥ 2. By induction, there are only finitely many definable EIC transformations that each h k can be. Using a generalized version of 1.7, we know we can recover h uniquely from the h k 's, hence there also are only finitely many possible EIC transformations that h can be, finishing the induction step. Proof. We proceed by induction on n = | x|. For the base case, suppose that x = x is a single variable. We consider the following family of functions with restricted domain:
and consider the set of a ∈ A and b ∈ M such that ∃δ > 0 for which ∀x, y ∈ B δ (0)(F (x + y + b, a) = F (x+b, a)+F (y +b, a)). This carves out a ∅-definable subfamily of F that collapses (as in definition 1.3) to a collection of germs of endomorphisms in each coordinate. We apply Lemma 2.5 to conclude that for all b ∈ M and a ∈ A there are only finitely many definable hyperplanes which coincide withF (x + b, a) on some neighborhood. Now let n > 1 and assume the claim holds for n−1. Write x = (x 1 , . . . , x n ), and let H = {H b, a ⊆ M m : a ∈ A, b ∈ D} enumerate the definable hyperplanes H b, a that coincide withF ( x + b, a) for some parameters a ∈ A and b ∈ D. Since Lemma 2.5 holds for every arity of parameter tuple, we simply "move" the last variable x n from the domain of the function to the parameter space. By this we mean we can think of the n-dimensional hypersurfaceF ( x + b, a) as a definable family of n − 1-dimensional hypersurfaces, i.e. {F ( a) is now the parameter tuple ranging over π n (D) × A, with domain π n n−1 (D). We will writex n = (x 1 , . . . , x n−1 ). We now use the induction hypothesis to conclude there are only finitely many definable hyperplanes, say H 1 , . . . , H ℓ ⊆ M m , for which there is some ǫ-neighborhood of zero and someF (x n +b n , c, a) in this family of n − 1-dimensional hypersurfaces that coincides with some H i on said ǫ-neighborhood.
Finally, we appeal to the fact that the set of all m-dimensional hyperplanes that contain some level set of a hypersurface (intersected with a neighborhood of zero) is by definition a superset of the m-dimensional hyperplanes that contain the entire surface (intersected with the same neighborhood of zero). This can easily be seen by writing out the set H for the family F , and the set H defined analogously for the family F (x n , z, y) (in which the n th coordinate is regarded as a parameter) as follows:
to conclude that the set H F is finite as well. Indeed, the set we above namedĤ F is precisely h 1 , . . . , h ℓ from above by definition. It is now easy to see that H F is a subset because every hyperplane H ∈ H F that coincides withF ( x, a) on a neighborhood U also coincides with the level sub-hypersurfaceF (x n , c, a) for any c ∈ π n (U ). This concludes the induction argument.
By restricting our attention to o-minimal theories T which do not have UEP, we can ensure by Lemma 2.5 that we can axiomatize the following property: given a generic input for a definable function f : M n → M m that is not a definable EIC transformation, we can obtain points in the image of f both inside and outside of the predicate group. 
We let Q denote the (non-definable) set of definable hyperplanes H for which some definable EIC transformation that witnesses H being a definable hyperplane has exclusively Q-affine entries. Let f d,I = (f 1 , . . . ,f k ). We define the following:
Intuitively, we think of C f as being the open subset of the domain of f on which f or some projection of f onto a subspace of M n is locally Q-affine. We think ofC f as the unproblematic part of the domain of a definable function. The following remark is really a corollary to Lemma 2.5, and is essentially the linchpin for the theorem that we will prove next.
Remark 2.8. For all f as described in the above definition, the set C f is L-definable.
By the L-definability of C f and the fact that T is a complete theory, we conclude that for L(∅)definable sets and functions, the set C f should have the same first-order properties with respect L in every model of T G . By the L-definability of a conducive configuration and the fact that T is a complete theory, we conclude that for L(∅)-definable sets and functions, configurations which are conducive in one model are conducive in every model. Below, for x = (x 1 , . . . , x n ) ∈ M n we will use x ι to denote (x i1 , . . . , x i k ) where ι = (i 1 , . . . , i k ) ∈ [n] k . Let [n] k denote the set of all k-element subsets of n.
We now show that we may apply Proposition 1.12 from [7] to the theory T G when T has UEP. Below T 0 is a reduct of T with sub-language L 0 ⊆ L such that the algebraic closure in operator (call it acl 0 ) is a pregeometry, and | 0 ⌣ is the independence relation associated to acl 0 . D'Elbée uses the following definition in his companionability criterion, in which T S is the theory of pairs (M, M 0 ) where M |= T and M 0 |= T 0 .
Definition ([7], 1.10). We say that a triple (T, T 0 , L 0 ) is suitable if it satisfies the following: Below, the theory T S mentioned in the criterion D'Elbée gives for companionability is axiomatized in [7] as follows. For x = x 0 x 1 , and for each L-formula ϕ(x, y) and each (τ i (t, x, y)) i<k a finite set of L 0 -formulas that are algebraic in t and strict in x 1 (i.e. if we vary x 1 then t varies as well), the sentence
is in T S, and the set of all such sentences along with those in T axiomatize T S.
Proposition ([7], 1.12) . Let (T, T 0 , L 0 ) be a suitable triple. Then T S exists and is the modelcompanion for the theory T S . Lemma 2.9. If T has UEP, then the triple (T, ODAG, (0, +, (q · (−)) q∈Q )) is suitable, i.e. satisfies Definition 1.10 in [7] .
Proof. We already require (H 1 ) of T , and in the language L 0 = (0, +, q · (−)) q∈Q ) the theory ODAG is model complete and has quantifier elimination. Given a set A in a model of T , the L 0 -algebraic closure acl 0 (A) is the Q-linear span of A, and as such is also a model of ODAG, so condition (H 2 ) is satisfied. Moreover, since acl 0 is the Q-linear closure of a set, the pregeometry it defines is modular and hence (H + 3 ) is satisfied. To see that condition (H 4 ) holds, suppose that ϕ( x, z) is a L-formula with | x| = d and | z| = m.
We partition Y into definable sets D 1 , . . . , D d and E such that the following holds. For each n ∈ [d] and all ( x, z) ∈ D n , n is the unique element of [d] for which there is a sub-tuple x [n] of x and there are definable functions
, z)) for each i ∈ [k n ] and a definable partition of D n into D 1 n , . . . , D kn n such that
Recall the L(∅)-definability of the set C f as defined in Definition 2.7. Additionally, for each n ∈ [d] and each i ∈ [k n ], we require that for each z ∈ D n the set { x : ( x, z) ∈ D i n } either is empty or has dimension exactly n, and we also require that for each such z the projection of D n onto the sub-tuple x [n] is open. We may take each D n to be the maximal subset of Y on which the above holds, and also may assume each k n could not be made smaller without violating one of the above properties. Let E contain all the tuples (
We think of D n as being the intersection of C c f with the subset of ϕ that has natural dimension n. We assume without loss of generality that on each cell D n , the tuple x is ordered in such a way that the set of components of x that can be chosen acl-independent of each other come before the rest. Consider the following formula:
We now show that θ ϕ ( z) holds precisely if there is N M and a ∈ N such that N |= ϕ(a, b) and a is | 0 ⌣ -independent over M. First, we suppose that M |= T , b ∈ M | z| and M |= θ ϕ ( b). Let N M be a M + -saturated elementary superstructure (in particular, also max{|L| + , ℵ 1 }-saturated). Let n ≤ d and i ≤ k n be such that b ∈ D i n . Since the projection onto the first n coordinates of D i n is open, we know that the partial type over M given by
is consistent with the theory of M because it is finitely satisfiable, by the definition of C c f . Hence it has a realization a ∈ N d . It is clear that if a satisfies ϕ( x, b) and the sub-tuple a [n] satisfies the above partial type, then it does not lie in any set that is acl 0 -dependent over M, since those are precisely the Q-affine hyperplanes defined over M . So the ( =⇒ ) part of condition (H 4 ) holds.
Now suppose that there is N M and a ∈ N such that N |= ϕ( a, b ) and a is | 0 ⌣ -independent over M. Note that if ( a, b ) ∈ Y, then a would have to be in the dcl of b, in which case a could not be | 0 ⌣ -independent over M. If ( a, b ) ∈ E, due to o-minimal cell decomposition either one of two things must hold. The first possibility is that for some n ∈ [d] and definable vector function f we must have a [n] ∈ C f . Yet by definition of C f it would then follow that a is not | 0 ⌣ -independent over M. The other possibility is that for each n ∈ [d] and for each ǫ > 0 such that there is a definable function f and box B ǫ ( a) on which
coordinates is open. If this is the case for all n ≤ d, then by our requirement that for each n ∈ [d] the set D n is maximal with respect to containing all ǫ-balls satisfying the sentence above, subject to the condition that the projection onto x [n] is open, we conclude that a ∈ dcl( b). Yet this would again contradict | 0 ⌣ -independence over M. So for some 0 < n ≤ d and i < k n we must have ( a, b ) ∈ D i n . Hence M |= θ ϕ ( b), and condition (H 4 ) holds, as desired.
As a corollary to Lemma 2.9, and Proposition 1.12 in [7] , we conclude that Theorem 1.1 holds.
Theorem (1.1). For T an o-minimal expansion of the theory of ordered abelian groups with language L, let T G be the L∪{G}-theory extending T that states also that G is a dense and codense subgroup. If the only families of additive endomorphisms whose graphs are uniformly definable in a neighborhood of 0 have finitely many germs at 0, then T G has a model companion T * G given as follows. For x = x 0 x 1 , and for each L-formula ϕ( x, y) and each (τ i ( t, x, y)) i<k a finite set of L 0 -formulas that are algebraic in t and strict in x 1 (i.e. if we vary x 1 then t varies as well), the sentence
Proof. Under the given hypotheses, the axiomatization for T * G follows from Proposition 1.12 in [7] , which we may apply because Lemma 2.9 shows that the hypotheses of the proposition are satisfied if T does not have UEP. The proof of the "otherwise" statement is given by Theorem 2.4.
We will see in the examples section below that this characterization translates to an even more simple to state dichotomy when applying the characterization to an o-minimal expansion R of a real closed field with an added predicate for a multiplicative subgroup dense in R >0 .
Examples
We consider the connections that the results in this paper have to the framework of [4] . Let R K denote (R, <, +, (x → kx) k∈K ), where K ⊆ R is a subfield. We observe that the structure (R, Q) = (R, <, +, (x → kx) k∈K , Q) is a model of T G . The theory of this structure is not model complete, though T G in this case does have a model companion. In the language L U = (0, 1, < , +, (k(x)) k∈K , U (x)), where k(x) is the symbol for scalar multiplication by k ∈ K and U is the predicate that picks out Q, we know that Q) is what the authors of [4] call an "ML theory." In particular, this implies it is near-model complete. Yet it is not model complete, and what fails is linear disjointness.
Example 3.1. Consider the field K = R alg (e). Let R 1 = R alg (e, ζ, η) where ζ is an algebraically independent transcendental number K, and η is an algebraically independent transcendental number over K(ζ). Let R 0 = R alg (e, ζ). Let Q 0 = Q, and let Q 1 = Q(−eη + ζ, η). Then it is easy to check (R 1 , Q 1 ) and (R 0 , Q 0 ) are models of T d K , and by construction
3.1. The case that + is multiplication in a field. We can apply the companionability characterization to pairs in which the underlying o-minimal structure M expands a real closed field, and the group G is a multiplicative subgroup of M >0 . Interpreting 0, + in L from section 2 as 1 M and · M and relaxing density of G to density in M >0 , we can clearly establish precisely the same companionability dichotomy for o-minimal expansions of RCF. We make this more concrete in the examples below. Proof. ( =⇒ ) If r x is definable for some r ∈ M on some interval I ⊆ M , then we can apply Theorem 2.4 to conclude that T × G does not have a model companion, as illustrated in the nonexample described above.
( ⇐= ) We suppose that M defines an infinite family of local endomorphisms of the multiplicative group M >0 , and we show that this must imply r x is defined on some interval I, for some r ∈ M . We letF (x, y) be any definable partial function in M such that its domain is the box I ×J ⊆ M >0 × M , where we assume 1 ∈ I, andF (x 1 , y)F (x 2 , y) =F (x 1 x 2 , y) for all x 1 , x 2 ∈ I and y ∈J. Such a function F can be defined in M using the existence of an infinite definably family of functions, the o-minimality of the structure M, and the definable choice functions o-minimality gives us.
We writeF (x, y) =f y (x) for a fixed y ∈J. We now define J = {f ′ y (1) : y ∈J}, wherẽ f ′ y (x) = d dxf y (x), and let η(y) =f ′ y (1), which we can without loss of generality take to be continuous and injective, restrictingJ if needed. One can show that by possibly inverting and shifting some of the functionsf y , we can make 0 the left endpoint of J. Let F (x, y) : I × J → M be given by F (x, y) =F (x, η −1 (y)). We now deduce that since f y ( 1) characterizes the function f y subject to the constraints f y (0) = 0 and ∀x, z ∈ I(f y (xz) = f y (x)f y (z)). We hence conclude for any y 1 , y 2 ∈ J that f ′ y1 (1) = f ′ y2 (1) ⇐⇒ f y1 = f y2 . We will use this to show that F (x, y 1 + y 2 ) = F (x, y 1 ) · F (x, y 2 ). As a product of definable endomorphisms, we observe F (x, y 1 ) · F (x, y 2 ) is a definable endomorphism as well. By our above remarks, f ′ y1+y2 (1) uniquely determines the function f y1+y2 subject to the constraint of being a definable endomorphism. We know f ′ y1+y2 (1) = y 1 + y 2 by how we defined F (x, y) and J. We also observe ∂ ∂x F (x, y 1 )F (x, y 2 ) = F (x, y 1 )F ′ (x, y 2 )+F (x, y 2 )F ′ (x, y 1 ). Since f y (x) is an endomorphism on I, we know that f y (1) = 1 for all y ∈ J. (1) as its derivative at x = 1, which makes them the same function on I.
Finally, we show that ∂ ∂y F (x, y) = C(x)F (x, y) where C(x) is purely a function in x to conclude that F (r, y) is equivalent to an exponential function (or shift thereof) on some subinterval of J, for some r ∈ I. Observe that
we obtain the desired result. Since all solutions to the differential equation ∂ ∂y F (r, y) = C(r)F (r, y) in R an must be of the form c 1 e C(r)y + c 0 where c 1 , c 0 ∈ R, we conclude that the function F (r, y) coincides with an exponential function on a subinterval of J. Proof. If r x is definable on some interval in R, then it is definable from the real fieldR augmented with finitely many functions of the form x k , say x k1 , . . . , x kn . By results of Bianconi [2] , however, a function x β is definable in a structure only if β is in the field generated by k 1 , . . . , k n . Since we can find such a β, and r x can be used to define x β , we must conclude r x is not defined anywhere in R. Hence by the above proposition, the model companion exists.
Neostability and Tameness
For a comprehensive list of definitions and equivalent formulations of the properties NIP, NTP2, and strong or finite burden, please refer to [14] and [1] , respectively. We first observe that if T is just the theory of ordered divisible abelian groups, then the theory T G is a dense pair in the sense of [6] . In [6] , van den Dries shows that the theory T d of a dense pair is complete if T is complete, so we conclude that the theory T * G is equal to the theory T d defined in [6] . Moreover, by [3] this theory has NIP (it is not hard to show that T * G has the property they call "innocuous" in [3] ). On the opposite end of the spectrum we see that the model companion T * G has TP 2 if T expands the theory of real closed fields, G is a subgroup of the multiplicative group, and T G is companionable.
For T the theory of a real closed field, the theory T G , where G is a subgroup of the multiplicative group, has a model companion T * G that has TP 2 . Proof. That for this T the theory T G has a model companion follows from Theorem 3.3. Let M |= T * G be an ℵ 1 -saturated model, and let (b i ) i∈N and (c (i,j) ) i,j∈N be countable sequences of elements in M , where every finite subset of (c (i,j) ) j∈N is Q-linearly independent over G. We can choose the sequence (b i ) i∈N to be Q-linearly independent from each other and the sequence (c (i,j) ) (i,j)∈N 2 over G, since as a divisible subgroup G must be infinite index in M, and since we take M to be suitably saturated. Consider the array generated by these indiscernible sequences and the formula ϕ(x, b i , c (i,j) ) = b i · x + c (i,j) ∈ G. For any n ∈ N let A be the n × 2n + 1-matrix which represents a Q-linear homogenous system of equations generated by a path of length n through the array, i.e. A i,k = b i if k = 1, for 1 < k < n + 2 we let A i,k = −1 if k = i + 1 and A i,k = 0 otherwise, and if n + 2 ≤ k ≤ 2n + 1 then A i,k = 1 if k = n + i + 1 and A i,k = 0 otherwise, where {j 1 , . . . , j n } ⊆ N.
Any two formulas in a row of the array are inconsistent, since each column requires that b i · x is in a different coset of G. By the Q-independence of the sequences (b i ) i∈N and (c (i,j) ) (i,j)∈N 2 over G, for any n ∈ N and j 1 < . . . < j n ∈ N, the corresponding matrix A has rank n, which implies n+1 free variables for the corresponding solution set. So there are infinitely many tuples (x, y 1 , . . . , y n , c (1,j1) , . . . , c (n,jn) ) that satisfy the equation A · (x, y 1 , . . . , y n , c (1,j1) , . . . , c (n,jn) ) = 0. Rewriting the matrix so that the sub-tuple (c (1,j1) , . . . , c (n,jn) ) is regarded as the part uniquely determined by the system of equations, we can then regard the sub-tuple (x, y 1 , . . . , y n ) as the free variables. In particular, we conclude that the set of components (x, y 1 , . . . , y n ) that correspond to a fixed (c (1,j1) , . . . , c (n,jn) ) as a solution set for the above matrix equation has interior in M n+1 . Hence the companion axioms tell us we can find a solution such that y 1 , . . . , y m ∈ G. So T * G has TP 2 , as witnessed by this array.
Let V S be the theory of a real ordered vector space with base field K in the language L = {< , 0, +, (k) k∈K , (k(x)) k∈K } where (k) k∈K enumerates constant symbols for each element of K, and (k(x)) k∈K enumerates scalar multiplication functions for each element of K. In particular, V S contains the axioms for an ordered divisible abelian group as well as the axioms for an ordered vector space. In the language L we know V S has quantifier elimination and V S G does not have UEP, yet V S G is not model complete by example 3.1. However, it does have a model companion V S * G . Using quantifier elimination we can show that V S * G has NIP and may or may not have finite burden, depending on the base field. To show both NIP and that finite burden occurs in a special case, we first need the following lemma. Below, we use "·" to denote the usual dot product. Let V S be the theory of a real ordered vector space with base field K. For every (R, G) |= V S * G and for each r ∈ R, the following hold: (1) For any acl-independent set C ⊆ R, the type tp(r/C) is implied by the <-cut of r in acl(C) := K C plus the coset type over C. (2) Suppose K = Q(η 1 , . . . , η n ) is a finite-dimensional extension of Q as a vector space. Then for every (R, G) |= V S * G , for each r ∈ R there is a finite set of elements {d 1 , . . . , d n } ⊆ R such that for any C ⊆ R containing these elements, the type tp(r/C) is implied by the <-cut of r in K C plus the coset type over {d 1 , . . . , d n }.
Proof. For (1), let (R, G) |= V S * G and {r}, C ⊆ R be as in the hypotheses, and suppose ϕ(x, c) ∈ tp(r/C). By model completeness, this is equivalent to a disjunct of formulas of the form
and ψ is a quantifier-free L-formula without disjuncts. By quantifier elimination for ordered real vector spaces, we know that every definable function used in ψ(x, y, c) is a K-linear function.
Since V S eliminates ∃ ∞ , either there is ℓ ∈ N such that R |= ∃ ≤ℓ yψ(r, y, c) or else R |= ∃ ∞ yψ(x, y, c). If the former holds, we can write each y i as a K-linear function of r and c, and the subformula
Subtracting v i · c on each side, we see that these conjuncts form a coset type over C, which we see implies tp(r/C) in conjunction with the <-cut of r in K C .
Suppose now that R |= ∃ ∞ yψ(r, y, c). Without loss of generality, we assume there is a witness for ∃ yψ(r, y, c) such that y is acl L -independent over C ∪ {r}. Otherwise, we could write the s < | y| dependent coordinates as a {r} ∪ C-definable function of the s independent coordinates of y, which can be subsumed into ψ. Hence, by modifying the way we express ϕ(x, c) slightly to be in the appropriate form, we can find an axiom in the model companion axiom scheme of V S * G which tells us that the formula ∃ yψ(x, y, c) implies ϕ(x, c). So ϕ(x, c) is implied by an L(C)-formula, as desired. Therefore this formula is already implied by part of the cut of r over K C , so we are done.
For (2), we show that in the special case that K is finite-dimensional over Q as a vector space, we get the further quantifier reduction from a similar analysis of the formulas in tp(r/C). Above in equation 1, each k i , and each component of u i and v i is equal to q i,0 + q i,1 η 1 + . . . + q i,n η n for some q i,j ∈ Q for each i ∈ {1, . . . , m} and j ∈ {0, . . . , n}, and for notational convenience define η 0 = 1.
Hence
for some I ′ ⊆ {0, . . . , n}. Moreover, by the hypotheses each of the negated subformulas η i x+ v ′ i · c ∈ G is implied by any formula of the form η i x − d i+1 ∈ G for i ∈ {0, . . . , n}, one of which holds for r.
That V S * G has NIP follows from an analysis of indiscernible sequences in light of this quantifier reduction. Proof. Let (R, G) |= V S * G be a monster model, though we will only use that it is |K| + -saturated. We suppose for contradiction that there is a formula ϕ(x, y) along with an element a ∈ R and indiscernible sequence ( b i ) i<ω that witnesses IP for V S * G , i.e. (R, G) |= ϕ(a, b i ) precisely if i is even. Let | y| = n. By model completeness of V S * G , the formula ϕ is equal to a disjunct of formulas of the form σ(x, y) := ∃ z ψ(x, y, z) ∧ j∈I k j x + u j · y + v j · z + c j ∈ G j ∈I k j x + u j · y + v j · z + c j ∈ G where I ⊆ [m] and | z| = d for some m, d ∈ N, each k j , u j , v j and c j is in K, and ψ is a quantifier free L-formula without disjuncts. Since NIP is preserved under boolean combinations, one such disjunct must itself witness IP. For convenience of notation, we will change the conjunct j∈I k j x + u j · y + v j · z + c j ∈ G to A(x, y, z) + c ∈ G |I| where A is the matrix representation for the EIC transformation that corresponds to the concatenation of the linear transformations appearing in the specified conjuncts. Similarly for j ∈I k j x + u j · y + v j · z + c j ∈ G and A ′ (x, y, z) + c ′ ∈ (G c ) |I c | .
Since V S has NIP, either R |= ∃ ∞ zψ(a, b i , z) for cofinitely many i < ω, or R |= ∃ ≤N zψ(a, b i , z) for cofinitely many i < ω. We consider the first case. Let a ∈ M and (b i ) i<ω be such that for cofinitely many i < ω there are infinitely many r in R | z| that witness ∃ zψ(a, b i , z). Without loss of generality, we suppose this holds for all i < ω. By cell decomposition, we can assume that the set of z that satisfy ψ(a, b i , z) has interior in R d for cofinitely many i < ω.
We now adjust the form that the formula σ(x, y) takes in order to apply the model companion axioms as listed in section 2. We can replace the tuple z with the tuplez = ( z, z ′ ) where ℓ := | z ′ | = |I|. We consider the following formula that is equivalent to σ( The corresponding model companion axiom tells us thatσ holds precisely if θ ψ does, which then therefore holds precisely if σ does. Since θ ψ is purely an L-formula, NIP for V S tells us that ∃ ∞ zψ(a, b i , z) holds for cofinitely many i < ω, or does not hold for cofinitely many i < ω, but this contradicts ϕ having IP.
We now consider case two, that for some N ∈ N we have R |= ∃ ≤N zψ(a, b i , z) for cofinitely many i < ω. Without loss of generality, we suppose this is true for all i < ω. If there are at most N elements of R | z| that witness R |= ∃ zψ(a, b i , z), then each such witness is in dcl L ({a} ∪ b i ). So by o-minimality we can enumerate them as L-definable functions of a and b i and whichever parameters appear in ψ, say as f 1 (a, b i ), . . . , f N (a, b i ). We conclude that for x = a and y = b i for any i < ω the following sentence:
By pigeonhole principle and by restricting (if necessary) to some cofinal subset of ω, we may assume that the only part of ϕ(a, y) that alternates in truth value on a cofinal subset of ω is some subformula corresponding to ℓ ∈ [N ] of the form j∈I k j a + u j · y + v j · f ℓ (a, y) ∈ G j ∈I k j a + u j · y + v j · f ℓ (a, y) ∈ G.
By pigeonhole principle, at least one of the conjuncts in this subformula alternates in truth value on a cofinal subset of ω, and we may make the further assumption that one such conjunct holds precisely if i < ω is odd. Without loss of generality, suppose that k 1 x + u 1 · y + v 1 · f 1 (x, y) ∈ G is of cosets of G for some subset of {x, η 1 x, . . . , η n x} to lie in, then for paths to be consistent each ψ i can define the coset of at most one element of {x, η 1 x, . . . , η n x}. Yet this yields at most n + 1 distinct formulas to which one each of the ψ i 's may be equivalent. So if ψ n+1 (x, y) is the formula for the n + 2 th row, where y = c (n+2),j is the parameter used for the j th column, then by Lemma 4.3 the formula ψ(x, c n+2,j ) is implied by formulas from the previous rows. Hence the values of the parameters c n+2,j are dictated by formulas and parameters of the previous n+ 1 rows, contradicting indiscernibility of (c i,j ) i,j∈N .
Below we see that this V S * G is not strong in the sense of [1] if the base field K has infinite linear degree over Q. The proof that V S * G is it not strong is directly analogous to the above proof that the model companion for an expansion of a real closed field has TP 2 .
Remark 4.6. For V S ∞ the theory of a real ordered vector space with base field K |= RCF , the theory T ∞,G has a model companion T * ∞,G that is not strong.
Proof. Consider the array of formulas where the formula with coordinates (i, j) is λ ki (x)+c (i,j) ∈ G, where k i ∈ K and c (i,j) ∈ G. For each i ∈ N, let (c (i,j) ) j∈N be a sequence of constants such that for all k > j it is not the case that c (i,k) − c (i,j) ∈ G. This can be arranged by the fact that G has infinite Q-linear degree over K, by divisibility and saturation. Thus any two formulas in a row of the array are inconsistent. Since K has infinite linear degree over Q, we can arrange that the set A of elements from K that appear in these formulas are Q-linearly independent. By saturation, we can arrange that the array (c (i,j) ) (i,j)∈N 2 is such that the tuples {(k i , c (i,j) ) : i, j ∈ N} are K-linearly independent as well. Hence it follows that for any m ∈ N and any j 1 , . . . , j m ∈ N it is true that the set of equalities {k 1 (x) + c (1,j1) = y 1 , . . . , k m (x) + c (m,jm) = y m } has infinitely many solutions for (x, y 1 , . . . , y m ), and the solution space as we vary the elements c (i,ji) has linear degree 2m + 1 over Q. Hence we can rewrite the conjunct of these formulas to apply the companion axioms, which tell us for each (c (1,j1) , . . . , c (m,jm) ) we can find a solution such that y 1 , . . . , y m ∈ G. So T * G is not strong, as witnessed by this array.
Since we require that T be o-minimal and the theory T * G is a model-complete expansion of this theory, one might expect it to have more model-theoretic tameness. Therefore the lack of correlation of the model companion T * G with any of the widely employed neostability properties may suggest a need for a more robust notion of tameness that captures the kind that the theory T * G exhibits as an expansion of T G .
