I. Introduction
Parameter recovering for channel codes means to find out coding parameters which are used by the transmitter and are not known to the receiver, through analyzing the received data. The final purpose is to decode the data and retrieve the information. It is important in applications such as adaptive modulation and coding and cognitive radio. Research has been carried out for different classes of codes. For example, the problem of BCH codes is studied in [1] ; different algorithms for convolutional codes are developed in [2] , [3] ; and methods for code recognition within a candidate set are discussed in [4] ~ [6] for codes including LDPC ones. For turbo codes, parameters should be recovered for both the convolutional encoders and the interleaver. In this paper, we focus on the problem of recovering the interleaver of turbo codes.
General recovering algorithms [7] - [10] assume random block interleavers, and no prior knowledge about the interleaver structure is needed. Such algorithms usually recover the parameters incrementally from the first one to the last one. Parity-check equations of the coded bits are checked in [7] for deciding each of the parameters. In [8] ~ [10] , the problem is solved through decoding the received data. A hard decoding algorithm is used in [8] , and BCJR decoding [11] which uses soft data is exploited in [9] , [10] . For each parameter, its probability conditioned on previously recovered parameters and the received data is calculated and maximized in [10] , using the forward pass of BCJR decoding. This algorithm given by [10] (we call it Tillich algorithm in this paper) is deemed as optimal and has the best performance among existing ones.
However, for Tillich algorithm, the result of each parameter relies on all previous results. This leads to the problem that once some errors occur to the algorithm in the halfway, the results of subsequent parameters may all be wrong. In such a case, there could be lots of wasted computation, since the computational complexity for recovering each parameter is rather considerable and the length of an interleaver is often not small. What's worse, a large number of incorrect interleaver parameters will seriously deteriorate the decoding performance of the turbo code. Early stopping is a technique used in iterative decoding to help avoid useless iterations [12] , [13] . We propose that such technique can be used in interleaver recovering, so that not only useless computation, but also incorrect results that will harm the decoding, can be largely avoided. This paper develops an effective and efficient early stopping method for Tillich algorithm, based on the detailed analysis of the algorithm.
The rest of this paper is organized as follows. Section II formulates the recovering problem and gives a description of Tillich algorithm. In section III, firstly the failure property of the algorithm is analyzed, and then an early stopping method is designed making use of the logarithmic probabilities calculated in each iteration of Tillich algorithm, and finally the thresholds are selected through theoretical derivation. Monte Carlo simulation results are shown in section IV. And section V gives the conclusion. sequences v and w (both of length K) are assumed to be modulated using binary phase-shift keying (BPSK) and transmitted through an additive white Gaussian noise (AWGN) channel. Their corresponding received sequences are denoted by x, y and z respectively. The interleaver recovering problem of turbo codes means to recover all parameters () i  using these received data. For simplicity, existing algorithms assume that convolutional encoder 2 of the turbo code is already recovered and it always starts from the all-zero state, and the received data are already partitioned into three sequences correctly.
II. Problem Formulation and Solution
Suppose that M blocks of data are received and denoted by { , , : 1, , } Consider the ith iteration of the algorithm, where the first ( 1) i  parameters have already been recovered and the results are denoted by ˆ(1), , ( 1) i
Using the sth block of data, the conditional probability 
where  is a normalizing constant, b is the output bit of convolutional encoder 2 when the input bit is a and the state is  . Finally, using all M blocks of data, the total probability ,
where  is a normalizing constant. Thus, the recovered result ˆ() i 
The algorithm continues till K iterations are carried out and the whole interleaver is recovered.
We consider that log-domain BCJR decoding [11] is adopted. For each iteration of Tillich algorithm, times of addition and multiplication are both of order () O MK , and times of exponential operations are of order () O NM , where N is the total number of states of convolutional encoder 2 of the turbo code. So, the total times of addition and multiplication needed for the algorithm are 
III. Early Stopping for Tillich Algorithm

A. Failure Analysis of the Algorithm
According to (1), the result ˆ() i  of Tillich algorithm for the ith parameter () i  relies on previous results
More precisely, it relies on the estimated state distributions ,1 ()
convolutional encoder 2. If the accuracy of these estimated ,1 ()
is low enough, the result ˆ() i  will be wrong, which leads to even worse accuracy for , () si h  . Consequently, the algorithm keeps producing wrong results till the end. We say that the algorithm has failed if it has fallen into such an error state. And when it works correctly, we say that it is in the correct state.
Once Tillich algorithm fails, the probability for it to return to the correct state, denoted by return P , is very small. For this, we only give a rough analysis. Assume that after the algorithm has failed, it gives totally random results (an explanation is found in section III-B). Thus the correct recovering probability for each parameter is 1 K . According to the property of BCJR decoding, in order to make the convolutional encoder state estimation return to the correct state for all blocks of received data, generally d continuous interleaver parameters need to be correctly recovered, where d is the memory depth of convolutional encoder 2. So we have Therefore, it is necessary to design an early stopping method for Tillich algorithm to make it stop in time after it fails. By early stopping, useless iterations and wrong results can be largely avoided. And also, the successfulness of the algorithm can be monitored: it is not successful if it is stopped by the proposed method; otherwise, it can be viewed as successful.
B. Proposed Early Stopping Method
To ensure numerical stability of Tillich algorithm, the log-domain BCJR decoding should be adopted. And for the ith iteration of the algorithm, probability given by (2) is replaced by its logarithmic form, which is 
If the algorithm is in the correct state, there is a large probability that the maximum value , For each iteration of Tillich algorithm, the proposed method has to compute (5)- (7) and count the comparison result between i  and A. This needs only about K times of multiplication and 2K times of addition, and the size of extra memory space needed is only of order (1) O .
C. Setting the Thresholds
Suppose that in a certain implementation of Tillich algorithm, it works in the correct state for the first 1 i iterations, and it falls into the error state since the 1 ( 1) i  th iteration. When applying the proposed early stopping method and implemented for the same data, it stops at the end of the 2 i th iteration. Denote
21
W i i  if we have 21 ii  , which means the algorithm stops after it has failed. And denote
12
L i i  if we have 21 ii  , which implies that the algorithm stops mistakenly before it fails. Thresholds A and B should be such that expectations () EW and () EL are both as small as possible. In the following derivation, we take the results given by (5) and (6) as the true expectation and standard deviation of corresponding variables. This is reasonable when K is large.
To derive () EW , for simplicity, we consider the case where Tillich algorithm is in the error state since the first iteration. The probability 0 p that i A   holds can be easily derived as 
Thus the expectation () EW for the considered case is derived as
This is actually an upper bound (or an asymptotic value) of the true expectation. It may be approached when 0 () Pk vanishes fast as k increases or when the algorithm works under low SNR conditions so that it fails quickly. 
where functions () Qx and () fx are defined as above. Assume that one single incorrectly recovered parameter will make the algorithm to fail. Denote by 1 () Pk the probability that the algorithm fails after the first k( 1, , kK   ) parameters have been correctly recovered, and we have
Given that () i  is correctly recovered, i.e. the maximum value ,
Provided that the algorithm could stay in the correct state for k iterations before it fails, denote by 2 
( , )
P k i the probability that it is stopped at the end of the ith ( ik  ) iteration by the early stopping method. This probability can be derived in the same way as for 0 () Pk, and is given by From the above derivation, we see that both thresholds are determined only by the interleaver length K, and are not affected by M, SNR or the convolutional encoder parameters of the turbo code. Fig. 2 For small values of B for example B=1 or B=2, this is difficult to be achieved as is shown in the figure (when B=1, the curve of max ()
is not found because it is almost out of the scope of the figure), which explains that threshold B is necessary for the proposed method. However, B should not be too large since we have () E W B  from (10). Given K and the required constraints on () EW and max () EL , the thresholds are set to be values that meet the constraints. These values are obtained using (10) and (15) through numerical search, and are stored for future use.
Usually, values of the thresholds that meet the constraints are not unique and we can choose at will. And if the constraints are too strict to be met, they should be relaxed till there is a solution for the thresholds. In practice, it is required that () 
IV. Simulation Results
In this section, we check performance of the proposed early stopping method by simulations. For Tillich algorithm, [10] considers correct probability of the whole interleaver. In practice, even a partially recovered interleaver will benefit the turbo decoding. Thus, we define the correct probability C P by C KK , where C K is the average number of correctly recovered parameters for each time the algorithm is implemented. If an iteration of Tillich algorithm yields an incorrect result, we call it a wasted iteration. The expectation () EW is measured by the average number of incorrectly recovered parameters, which equals the average number of wasted iterations. Since computational complexity of each iteration is fixed, () EW measures the wasted computation of the algorithm. Both quantities are obtained through Monte Carlo trials. (1
, which is of memory depth d=4, is adopted as convolutional encoder 2 (see Fig. 1 ) of the turbo code. Different numbers M of data blocks are considered. Thresholds are set to be A=3.48 and B=5 according to Table 1 . In the figures, "NES" denotes simulation results when no early stopping is applied to the algorithm, and "ES" denotes that when the proposed early stopping method is applied. Fig. 3(a) shows that early stopping leads to no noticeable degradation in correct probability. In Fig. 3(b) , we see that, without early stopping, the average number of wasted iterations increases to approach K, as SNR drops; while with early stopping, this number keeps much smaller and it stops increasing and stays around the value 7.5 at low SNRs ( 7.5 K  ). Varying the generator polynomial of convolutional encoder 2, results do not change. And for different K (thresholds are taken from Table 1 accordingly), similar results are observed. These verify the effectiveness of the proposed method and the provided thresholds, which are constants given the value of K and not affected by other factors. (a) the correct probability (b) the average number of wasted iterations Fig. 3 . Effect of the proposed early stopping method on performance of Tillich algorithm, for interleavers of length K=512. Thresholds for the method are set according to Table 1 . Fig. 4 gives performance of the proposed method for different values of thresholds A and B. Interleavers of length K=1024 are considered and M=100 blocks of data are used. The thresholds are firstly taken from Table 1 , and then B is decreased by 1 or increased by 2 while A is not changed, and finally A is decreased by 0.5 or increased by 0.3 while B is not changed. Denote by C,ES P and C,NES P respectively the correct probabilities of Tillich algorithm with or without early stopping. Thus C C,NES C,ES
P P P
   denotes the reduction in correct probability since applying early stopping. Results for the algorithm without early stopping are also shown in the figures.
For thresholds from Table 1 , the maximum value of C P  is about 0.1% when SNR=1.75dB, as shown in Fig.  4(a) . This means in each time of recovering, the maximum reduced number of correctly recovered parameters is about max ( 
This simulated result of max () EL is larger than that given in Table 1 mainly for two reasons. Firstly, Tillich algorithm often shows some unpredictable instability at the critical moment when it is to fail. Secondly, there should still be a correct probability of 1/K after the algorithm has failed if it is not stopped. In practice, such unpredictable correctly recovered parameters are obviously useless. As shown in Fig. 4(b) , E(W) is not larger than 7.5 for thresholds from Table 1 , which coincide with the theoretical result.
By varying the thresholds, the maximum value of C P  increases when E(W) decreases, and vice versa, which also coincide with the theoretical analysis. As shown in Fig. 4 , both quantities are not sensitive to the thresholds. For example, when A decreases by 0.5 or B increases by 2 with respect to their original values from Table 1 , values of C P  decrease (which means even negligible degradation in the correct probability), while E(W) still keeps smaller than 10 or 25 respectively ( 25 K  ). 
V. Conclusion
This paper deals with the interleaver recovering problem of turbo codes. An early stopping method is designed for the existing optimal algorithm. The method needs two thresholds, which are both determined only by the interleaver length and are obtained through theoretical derivation. Simulations show that, while keeping negligible degradation in the correct recovering probability, the proposed method is able to stop the algorithm in time after it has failed. Lots of useless iterations and incorrectly recovered parameters are thus avoided, especially when the algorithm works under relatively low SNR conditions.
