Introduction
In 1934 Sierpiński [5] proved that every function from a countable family X of continuous functions f : [0, 1] → [0, 1] can be obtained as a composition of four such functions. These four functions are said to generate the aforementioned family. The sequence X is not necessarily closed under composition, so it may be more precise to say that these four functions generate a semigroup containing X . The difference being minor, we allow ourselves this abuse of notation. The purpose of this paper is to find the least number of functions from a family F that generate any given sequence of functions from F. The families considered are continuous, Baire-n, Lesbegue or Borel measurable, increasing or differentiable functions from the closed unit interval [0, 1] to itself and increasing functions from the natural numbers N to N. A not entirely up-to-date survey of the rich history of the type of result considered in this paper can be found in [4] . Other classical theorems can be found in [1] , [2] , [3] and [6] .
In Theorem 2.1 we prove, using elementary arguments, that it is possible to generate any countable family of continuous functions using just two such functions. Finding two continuous functions which cannot be generated by one continuous function is not difficult. The argument used for continuous functions is modified to show the analogues for Baire-n functions and Lebesgue measurable functions in Theorems 2.4 and 2.5, respectively. With three examples of families of functions with this property, it is reasonable to ask for an example where the number of functions required is not 2. Theorem 3.1 demonstrates that every function from a countable family of increasing functions on the closed unit interval can be generated by three, but not necessarily two, such functions. On the other hand, there exists a countable family of increasing functions on the natural numbers that is not generated by any finite number of such functions: see Theorem 4.1. Finally, in Theorem 4.2 a countable sequence of infinitely many times differentiable functions is given that is not generated by any finite number of differentiable functions.
The convention of writing mappings on the left, with composition from right to left, is followed in this paper. Simple juxtaposition f g is used to denote the composition f • g of functions f and g.
Continuous, Baire-n and measurable functions
In this section the following theorem is proved. The second author is supported by an EPSRC doctoral training grant.
The first step in the proof of this theorem is Sierpiński's lemma from [5] . For completeness the proof is included. 
The composition g
. .] will depend on the functions f 1 , f 2 , . . . that we are trying to generate. For clarity, the definition of G is made in two parts. The first stage is made by defining G(0) = 0 and
Up to now, G is defined on the intervals [ 
Finally, observe that the functions f i can each be given as a finite composition of g 1 , g 2 , g 3 and G: 
For the second stage, H is defined on the points in [0, 1] that it was not defined on at the first stage, in such a way that it is continuous. This is the same as in the second stage of the definition of G in the proof of Lemma 2.2. Explicitly, A Baire-0 function is just another name for a continuous function. A Baire-(n + 1) function is a pointwise limit of Baire-n functions. The technique used to prove Theorem 2.1 can be used to prove the analogous theorem for Baire-n functions.
of Baire-n functions can be generated by two such functions.
Proof. The proof of this theorem is essentially the same as that of Theorem 2.1. That is, it is shown that f 1 , f 2 , . . . can be generated by three continuous functions and one Baire-n function. These functions are just those used in the proof of Lemma 2.2:
It is clear that these four functions generate the sequence f 1 , f 2 , . . .. The first three functions are continuous and hence Baire-n. But G now depends on Baire-n functions and so it is no longer necessarily continuous. It remains to prove that G is Baire-n whenever the functions f 1 , f 2 , . . . are.
Proceed by induction. Let f 1 , f 2 , . . . be arbitrary Baire-n functions and let G[f 1 , f 2 , . . .] be the function defined in (1) and (2). The base case, when n = 0, is contained in the proof of Lemma 2.2. The function f i is Baire-n and so there exists a sequence a (1) i , a (2) i , . . . of Baire-(n − 1) functions which converges to f i . By the inductive hypothesis, the functions
. .] and so G is Baire-n.
The functions g 1 , g 2 , g 3 and G can be generated using the continuous function h(x) = x/4 and the function H = H[g 1 , g 2 , g 3 , G] defined in (3) and (4). The proof that H is Baire-n is analogous to the proof that G is Baire-n.
With little effort it is possible to prove an analogous theorem for Lebesgue measurable functions. Proof. The proof when the functions f 1 , f 2 , . . . are Lebesgue measurable is presented. The proof for Borel measurable functions is similar.
As in the previous proof, since a continuous function is Lebesgue measurable, we need only check that both
are Lebesgue measurable provided that each f i and g i is Lebesgue measurable. The set X = { x ∈ [0, 1] : G(x) > α }, for some α ∈ R, is the countable union of sets
Sets of the first type are Lebesgue measurable since G is continuous on the relevant interval. A set of the second form is obtained from the Lebesgue measurable set {x : f i (x) > 2 2i−2 α } by scaling and translation. As such it is Lebesgue measurable also. It follows that X is a countable union of Lebesgue measurable sets and so is Lebesgue measurable.
The proof that H is Lebesgue measurable is analogous.
Increasing functions
The analogue of Theorem 2.1 for increasing functions is now considered. We begin by proving that two increasing functions do not always suffice. Proof. First note that if f is an increasing function from [0, 1] to itself, then using the fact that f possesses left-hand and right-hand limits it may easily be shown that f has a fixed-point p; that is,
The three functions that we will prove cannot be generated by two increasing functions are a 0 (x) = 0, a 1 (x) = 1 and b(x)
Proof of Theorem 3.1. The proof has two steps.
Step 1 is to prove that the countable set f 1 , f 2 , . . . of increasing functions can be generated by five such functions. Throughout the proof assume that the variable x lies in the interval [0, 1] and the integer variable i is at least 1. The functions g 1 and g 2 defined by 
Step 2 is to prove that the five functions g 1 , g 2 , g 3 , g 4 and G can be generated using just three functions. The proof does not depend on the specific functions g 1 , g 2 , g 3 , g 4 and G from the first step and so we consider five arbitrary increasing functions u 1 , u 2 , u 3 , u 4 and u 5 . Similarly to the first step, the final function H = H[u 1 , . . . , u 5 ] is defined in two stages. Stage one, is to define
1 if (6) H
(as illustrated in Figure 2 ). It follows by Lemma 3.2 that not every countable family of increasing functions can be generated by two such functions and the proof is complete. (5) and (6), is not necessarily continuous. The definition of H on the intervals (1/2 2j+2 , 1/2 2j+1 ) is necessary only to ensure that H belongs to the correct class of functions, and is independent of the fact that h 1 , h 2 , and H generate u 1 , . . . , u 5 . Thus we redefine H on the intervals (1/2 2j+2 , 1/2 2j+1 ), as in the proof of Theorem 2.1, so that it is the line between the points H(1/2 2j+2 ) and H(1/2 2j+1 ). It follows that H has the required properties. The three functions given in Lemma 3.2 are both increasing and continuous. It follows that it is not necessarily possible to generate f 1 , f 2 , . . . using two continuous increasing functions.
Increasing functions again and differentiable functions
In this section, increasing functions on the natural numbers and differentiable functions on [0, 1] are considered. The theorems given are contrary to those in the previous sections. Proof. Any increasing function on N either has no infinite preimage or has finite image. Let G be a finite set of increasing functions on N and let f be a composition of elements of G. If f has finite image, then it admits at least one element of G with finite image as a factor. Thus f has image size at most the largest finite image of an element in G.
Let S = (f 1 , f 2 , . . .) be a sequence of increasing functions on N with finite image im(f i ) for all i. If the sequence |im(f 1 )|, |im(f 2 )|, . . . is unbounded above, then S cannot be generated by finitely many increasing mappings. The sequence of functions f n , for n ∈ N, defined by f n (x) = x when x < n and f n (x) = n otherwise, is an example of such a sequence. The proof of this theorem is done in a sequence of lemmas. Proof. Seeking a contradiction assume that one of g and h is not a bijection. Note that, in any case, g is injective and h is surjective. If g is a bijection, then so is h. Thus, by assumption, g is not surjective. Since g is continuous, the image of g is a proper subinterval of [0, 1] . Thus either g(0) ∈ (0, 1) or g(1) ∈ (0, 1), say g(1) ∈ (0, 1). But f is a continuous bijection and so h(g(1)) = f (1) ∈ {0, 1}. It follows that h has either a local minimum or a local maximum at g (1) . Therefore h ′ (g(1)) = 0 and so f ′ (1) = 0 by the chain rule, which contradicts our stipulation that f ′ (1) = 0.
If G is a group and X is a subset of G, then, as usual, X denotes the subgroup of G generated by X.
Lemma 4.4. The natural numbers N do not lie in any finitely generated subgroup of the multiplicative group R \ {0}.
Proof. Seeking a contradiction assume that r 1 , r 2 , . . . , r m contains every natural number n. In other words, n = r If the numbers r 1 , r 2 , . . . , r m are rational, then there exists a prime p that does not divide the numerator or denominator of any r i . Thus p ∈ r 1 , r 2 , . . . , r m . It follows that at least one r i , say r 1 , is irrational.
We will prove that it is possible to generate a subgroup containing N using a finite set with one less irrational number than the set {r 1 , r 2 , . . . , r m }. In order to do this, consider the set D of non-zero differences |a 1 − b 1 | where r If m ∈ N 0 and f m = g ir · · · g i2 g i1 for some g i1 , g i2 , . . . , g ir ∈ G, then
(1)). Note that, if h is any continuous bijection, then {h(0), h(1)} = {0, 1}. It follows that g i1 (1), g i2 g i1 (1) , . . . , g ir−1 · · · g i2 g i1 (1) ∈ {0, 1}. Hence f ′ m (1) = 2m + 1 is an element of the multiplicative subgroup of R \ {0} generated by the set of derivatives G ′ of the functions g i at the points 0 and 1. Hence N lies in the subgroup generated by the finite set G ′ ∪ {2}, which contradicts Lemma 4.4.
